Machine learning-based conditional mean filter: a generalization of the






















Machine learning-based conditional mean filter: a generalization of the
ensemble Kalman filter for nonlinear data assimilation
Truong-Vinh Hoang∗ , Sebastian Krumscheid∗ , Hermann G. Matthies† , and Raúl Tempone ∗‡
Abstract. Filtering is a data assimilation technique that performs the sequential inference of dynamical systems
states from noisy observations. Herein, we propose a machine learning-based ensemble conditional
mean filter (ML-EnCMF) for tracking possibly high-dimensional non-Gaussian state models with
nonlinear dynamics based on sparse observations. The proposed filtering method is developed based
on the conditional expectation and numerically implemented using machine learning (ML) techniques
combined with the ensemble method. The contribution of this work is twofold. First, we demon-
strate that the ensembles assimilated using the ensemble conditional mean filter (EnCMF) provide
an unbiased estimator of the Bayesian posterior mean, and their variance matches the expected con-
ditional variance. Second, we implement the EnCMF using artificial neural networks, which have
a significant advantage in representing nonlinear functions over high-dimensional domains such as
the conditional mean. Finally, we demonstrate the effectiveness of the ML-EnCMF for tracking the
states of Lorenz-63 and Lorenz-96 systems under the chaotic regime. Numerical results show that
the ML-EnCMF outperforms the ensemble Kalman filter.
Key words. Artificial neural network, nonlinear filter, inverse problem, conditional expectation, weather forecast
AMS subject classifications. 62M45, 62M20, 93E11, 65C20, 6008,
1. Introduction. Data assimilation combines numerical models and observations of a dy-
namical system to infer its states. This approach of integrating data into dynamical models
is essential in different applications, e.g., numerical weather prediction, environmental fore-
casting, and digital twins [4, 19, 29, 31, 16, 5, 28]. Filtering is a sequential data assimilation
technique usually comprising two steps: a) forecasting of the states using the numerical models
up to an observation event (forecast step) and b) updating of the forecasts by conditioning on
new observations (analysis step). Ideally, the analysis step should be performed using Bayes’
rule, where the forecasting states are encoded as a prior distribution, and the updated states
are obtained as the Bayesian posterior. The Bayesian filtering problem has a closed-form so-
lution for linear-Gaussian systems, i.e., the well-known Kalman filter (KF) [17, 12]. However,
it is computationally difficult to accurately represent the posterior distribution in the case of
nonlinear systems, even prohibitive for high-dimensional state spaces [2, 22, 30].
The ensemble Kalman filter (EnKF) is an extension of the KF for nonlinear settings [16,
12, 20, 15]. The EnKF uses an ensemble to approximate the forecast distribution which
is then updated by applying the KF formulation to each ensemble member. Because the
EnKF uses a linear updating formulation, the assimilated ensemble mean is generally biased
with respect to the Bayesian posterior mean. For nonlinear dynamical systems with sparse
observations, the EnKF shows poor performance in predicting the system states owing to its
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linear filtering map [22, 30]. Lei and Bickel [22] improved the EnKF using a moment matching
method to enforce that the mean and variance of the assimilated ensemble match those of the
posterior distribution. Spantini et al. [30] recently developed an ensemble filtering technique
using transport maps to construct a generator for the joint probability of forecast states and
observations. These techniques require significant computational resources after acquiring
observation data. Alternatively, in the EnKF, the Kalman gain, which is the component
requiring the most computational resources for approximation, is estimated before acquiring
observation data.
A natural extension of the EnKF is the EnCMF, which is developed based on the condi-
tional mean (CM) [27]. The EnCMF harnesses the advantage of the conditional expectation in
characterizing the underlying conditional distribution and ultimately improves the approxima-
tion performance of the assimilated ensemble for the conditional distribution. Compared with
the ideal Bayesian filter, the assimilated ensemble of the EnCMF does not follow the posterior
distribution [11]; however, its ensemble mean is unbiased with respect to the posterior mean
[27, 32]. While the former is a shared property between EnCMF and EnKF, the latter is a
particular advantage of the EnCMF.
For the practical implementation of the EnCMF, knowledge regarding the CM or accurate
numerical approximation is required. It is significantly difficult to approximate the CM in non-
linear data assimilation problems with high-dimensional state vectors. Thus, state–of–the–art
research in this direction (e.g., [27, 20]) employs only linear approximations for the CM. The
present work focuses on this challenge. We aim to develop a nonlinear approximation for the
CM that can be straightforwardly integrated with the well-known EnKF.
The contribution of this work is twofold. First, we demonstrate that the ensembles assim-
ilated using the EnCMF provide an unbiased estimator of the Bayesian posterior mean; more-
over, their variance matches with the expected conditional variance. Second, we implement
the EnCMF using artificial neural networks (ANNs) to approximate the conditional expec-
tation. That proposed ML-EnCMF harnesses advantages of ANN in approximating complex
functions over high-dimensional spaces, along with its reusability and the advanced hardware
technologies designed for ANNs [7, 14]. Several studies that apply ML techniques in data as-
similation have been conducted in the literature, e.g., [1, 7, 8, 13]. To the best of the authors’
knowledge, most work in this direction centers on developing efficient numerical methods for
performing the forecast step, e.g., the use of ML-based surrogate models for dynamical sys-
tems. In the present study, we focus on the analysis step, which is a natural continuation of
these developments. In particular, our method can be combined with existing approaches to
further improve the filtering performance.
In this work, we approximate the CM using its linear approximation, which is obtained
based on the (En)KF analysis, combined with an ANN to represent the CM nonlinearity.
With this combination, the proposed ML-EnCMF becomes a natural nonlinear extension of
the EnKF. Such a combination also improves the robustness of the EnCMF because the EnKF
exhibits good performance for data assimilation problems with closely linear dynamical models
[12].
An important motivation for using the CM in our filter is its particular geometrical in-
terpretation, which describes it as an orthogonal projection of the forecast state RV onto the
σ-algebra (i.e., the information) of RVs generated by the forecast observation RV [6]. Based
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on the orthogonal projection property, we train the ANN using the mean squared error (MSE)
loss, which is widely used for ML applications. In an ensemble filter, such as the EnKF and the
proposed ML-EnCMF, the forecast ensembles of states and observations are evaluated during
the forecast step. Owing to their availability, these forecast ensembles are used as training data
to estimate the loss function. Approximating the CM using small-sized ensembles can lead
to overfitting. To address with this problem, in addition to the regularization techniques, we
use the variance reduction method to reduce statistical errors when approximating the MSE.
Finally, we perform a model selection procedure to verify the performance gain obtained using
the ML-EnCMF compared with the EnKF.
The reminder of this paper is organized as follows. In Sec. 2, we summarize the KF, its
ensemble version, and the Bayesian filter. In Sec. 3, the theoretical property of the EnCMF
are discussed. In Sec. 4, the ML-EnCMF is presented. In Sec. 5, the performance of the
ML-EnCMF implemented for tracking the Lorenz systems is analyzed. Finally, in Sec. 6,
conclusions and future research directions are discussed.
2. Filtering method. Data assimilation techniques seek an optimal forecast of the dy-
namical system states by combining modeling predictions with observations under the pres-
ence of uncertainty. In this section, we present the framework of the filtering approach for
data assimilation; in particular, the linear filters are discussed to present their advantages and
disadvantages. The detailed theoretical results on filtering techniques can be found in the
literature [4, 12, 19].
Let (Ω,A,P) be a probability space. We assume that the dynamical system is a random





Q(t, ω) = f(t,Q(t, ω)) for t ∈ (0, T ], Q(t = 0) = Q0,
Yk(ω) = h(t,Q(tk, ω)) + Ξk(ω), 0 < t1 < t2, . . . , tK < T,
where Q(t) is the Rn-valued RVs of the system states at time t, f is a known operator that
can be deterministic or stochastic, Yk and Ξk are the R
m-valued RVs of the observations and
measurement errors, respectively, and h : Rn → Rm is a known observation map. We assume
that the measurement error RVs Ξk, with k = 1, . . . ,K, are statistically independent, and the
random process Q(t) satisfies the Markov property. Additionally, the distributions of the RVs
Q(t), Ξk, and Yk are assumed absolutely continuous, i.e., their densities exist.
The distribution of the RV Q(t) is interpreted as an uncertainty model of the actual states
denoted as qtrue(t). In practice, the observations can be spatiotemporally sparse. Owing to
the limitations of operational costs and technical capacity, only some members of the state
vector are observable, and the observation time intervals, tk − tk−1, may be relatively large
compared with the time step in the integration scheme used to solve the RODE.
Let ŷk ∈ Rm be the observation data observed at time tk. We denote the set of observation
data up to time tk as Yk = {ŷ1, . . . , ŷk}. Let Qk, with k = 0, . . . ,K, be RVs defined as




not feasible for high-dimensional state dynamical systems. Based on the assumptions that
Q(t) is a Markov process and the measurement error RVs are statistically independent, the
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distribution of the conditional RV Qk
∣∣
Yk
can be sequentially approximated, as shown in the
literature [12, Chapter 7].
The filtering procedure from time tk−1 to tk usually comprises of two steps: a prediction
step, where the conditional density πQk−1|Yk−1 obtained from the previous assimilation step
is transformed to the forecast density πQk|Yk−1 using the RODE in Eq. (2.1), and an analysis
step, where ideally, Bayes’ rule is used to map πQk|Yk−1 to πQk|Yk . To present this procedure
in detail, let Qak−1 be the assimilated RV at time step tk−1, in other words, Q
a
k−1 has a density




k of the states and observations,













Qs(t, ω) = f(t,Qs(t, ω)) for t ∈ (tk−1, tk], Qs(tk−1) = Qak−1.
To simplify the notation, we represent the time evolution model that maps the state from






assumption of RVs Ξk yields the following result πQk|Yk = πQf
k
|ŷk
. Hence, the conditional
density πQk|Yk can be obtained by conditioning the density of the forecast RV Q
f
k with the




be the joint density of Qfk and Y
f




























(·|ŷk) is also known as the Bayesian
posterior density of RV Qf given the observation data ŷk, which can be used to approximate









(·|ŷk) is usually intractable for high-dimensional state vectors.
The Markov chain Monte Carlo method often used for sampling such posterior distributions
is time-consuming and requires knowledge of the RV Qfk density. To address that issue, the
filtering approach considered herein seeks a map Tk that approximates the assimilated RV Qak
using the available information encoded in the RVs Qfk and Y
f
k and the measurement data ŷk,
namely
(2.4) Qak = Tk(Qfk , Y
f
k , ŷk).
The filtering map Tk in Eq. (2.4) is usually designed such that the RV Qak accurately repre-





(·|ŷk), while Tk remains simple to identify and approximate.
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A solution for Tk can be obtained using the Rosenblatt transformation (e.g., in [30]), which




and its inverse. This theoretical result confirms the existence of the map Tk. However,
approximating the Rosenblatt transformation can be challenging, particularly when enforc-
ing the monotonic property of the map. The present work considers another approach for
approximating the map Tk using conditional expectation.
Data assimilation problems are commonly classified into two categories: linear-Gaussian
setting and nonlinear setting. In the former setting, the maps Mk and h are linear, and the
RVs Q0 and Ξk are Gaussian. Alternatively, the latter setting abandons these assumptions.
For the linear-Gaussian setting, the filtering map Tk stated in Eq. (2.4) is linear and exhibits a
closed-form. This present work mainly focuses on approximating the map Tk for the nonlinear
setting. The KF and its ensemble version (EnKF) are summarized below. It is noteworthy
that these filters use an identical linear filtering map Tk.
Kalman filter. In the linear-Gaussian setting, the RVs Qfk and Y
f
k are considered Gaussian.
Consequently, the conditional density stated in Eq. (2.3) is simplified to a normal distribution
density. Let h(q) = Hq, where H ∈ Rm×n. The closed-form of the RV Qak, whose probability

















where Qfk is evaluated using the model Mk that is assumed to be linear, K
l




and ΣΞk are the covariance matrices of the RVs Q
f
k and Ξk, respectively. The
transformation in Eq. (2.5a) is a linear version of the map Tk (Eq. (2.4)). In the linear-Gaussian
setting, the RV Qa obtained using Eq. (2.5a) is a Gaussian RV, hence, fully characterized by
its mean and covariance. From Eq. (2.5a), the formulations for updating these statistical
moments can be straightforwardly derived, known as the KF [17].
Ensemble Kalman filter. The EnKF is an ensemble implementation of the KF for dealing
with nonlinear dynamical systems, in which the forecast and assimilated RVs are represented
using the ensembles of their samples, thereby allowing the approximation of non-Gaussian
distributions [12]. However, the EnKF applicability still requires a linear observation map. Let
{qa(1)k−1, . . . , q
a(N)
k−1 } be the N -sample ensemble of the RV Qak−1. The ensembles {q
f(1)
k , . . . , q
f(N)
k }
and {yf(1)k , . . . ,y
f(N)















k ) + ξ
(i)
k , i = 1, . . . , N,
where ξ
(i)
k denotes the independent and identically distributed (i.i.d.) samples of Ξk. For the
analysis step, we first estimate the mean qfk and the covariance matrix ΣQf
k
of the RV Qf
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The obtained covariance matrix is then used to compute the Kalman gain by evaluating
Eq. (2.5b). Subsequently, the EnKF uses the linear filtering map of the KF, as expressed









k ), i = 1, . . . , N,
where {qa(1)k , . . . , q
a(N)
k } is the assimilated ensemble representing the RV Qak. Algorithm 2.1
presents a pseudo algorithm of the EnKF.
Algorithm 2.1 EnKF algorithm for performing assimilation at time tk.
Require: The assimilated ensemble obtained from the assimilation step performed at tk−1
{qa(1)k−1, . . . , q
a(N)
k−1 }, the observation data ŷk, and the covariance matrix of RV Ξk.
Forecast :
1: Evaluate the forecast ensembles {qf(1)k , . . . , q
f(N)
k } and {y
f(1)
k , . . . ,y
f(N)
k } ⊲ Eq. (2.6).
Analysis:
2: Estimate the covariance matrix Σ
Qf
k
of the forecast RV Qf ⊲ Eq. (2.7).
3: Estimate the Kalman gain Klk ⊲ Eq. (2.5b).
4: Evaluate the assimilated ensemble {qa(1)k , . . . , q
a(N)
k } ⊲ Eq. (2.8).
5: return assimilated ensemble {qa(1)k , . . . , q
a(N)
k }.
Remark 1 (Enhance the linearity of the model Mk by reducing the observation time interval).
For nonlinear RODEs, an approach for increasing the validity of a linear approximation
of the model Mk is reducing the observation time interval, tk+1 − tk. When the observation
map is linear and the RVs Q0 and Ξk are assumed Gaussian, this approach is useful for
extending the applicability of the (En)KF for nonlinear dynamical systems. However, reducing
the observation time interval may not be practical because of its high operational costs or
technical limitations, as mentioned earlier.
Remark 2 (Bias errors of the EnKF). Owing to the use of a linear filtering map, in the






(·|ŷ) using the assimilated ensemble given in Eq. (2.8). In particular, it is not













(q|ŷ)dq as N → ∞. Further discussion on the behavior of the EnKF with N → ∞,
which is also known as the mean-field filter, can be found in the literature [20]. In Secs. 3 and
4, we show that the EnCMF guarantees such a convergence.
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3. Conditional mean filter. In this section, we present and analyze the conditional mean
filter (CMF) and its ensemble version (EnCMF). First, we recall some useful basic properties
of the conditional expectation tailored for the analysis step of the CMF in Sec. 3.1. Second,
we discuss two particular cases, namely, the CM and the conditional variance, in more detail
in Sec. 3.2. Using the CM, the assimilated ensemble mean of the EnCMF is identical to
that of the posterior distribution. We also discuss the orthogonal projection property of the
conditional expectation, which is not only a significant theoretical result but also allow for
the ANN-based approximation of the CM presented in Sec. 4. Third, in Sec. 3.3, the CMF
and its ensemble version are presented, and their properties are analyzed. Finally, in Sec. 3.4,
we exemplify the EnCMF using a simple static inverse problem that highlights its differences
from the EnKF.
3.1. Conditional expectation. Because our focus is on the analysis step of the filtering
setting, we ignore subscript k from here onward whenever possible to simplify the notations.
Let σY f be the σ−algebra generated by the observation RV Y f and r : Rn → R be an arbitrary
function such that r ◦Qf — a RV composed of the forecast state RV Qf and the function r —
has a finite expected absolute value (i.e., r ◦ Qf ∈ L1(Ω,R,P)). The conditional expectation
E
[
r ◦Qf |Y f
]











r ◦Qf (ω)P(dω), ∀A ∈ σY f .
The general theoretical properties of the conditional expectation can be found in the literature












which is known as the law of total expectation. According to the Doob-Dynkin lemma,
E
[
r ◦Qf |Y f
]
, as a σY f -measurable function, takes the form φr◦Qf (Y
f ) for some almost surely
unique measurable function φr◦Qf [6]. The following two key properties of the conditional ex-
pectation motivate us to use it in the proposed filtering framework, which will be discussed in
Sec. 3.3.
First, the conditional expectation can be expressed using the conditional distribution, as
suggested by its appellation. We obtain
(3.3) E
[
r ◦Qf |Y f
]
(ω) ≡ φr◦Qf (Y f (ω)),




that the joint density πQf ,Y f exists, then the function φr◦Qf in Eq. (3.3) is obtained as
(3.4) φr◦Qf (y) =
∫
r(q)πQf |Y f (q|y)dq,
where πQf |Y f is the conditional density expressed in Eq. (2.3). Hence, the conditional expecta-
tion is a useful mean for characterizing the posterior distribution, particularly when combined
with the following property.
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Second, the conditional expectation has a geometric interpretation as the L2 projection
of the RV r ◦Qf onto the σ−algebra generated by the observation RV Y f . In other words,
assuming that the variances of the RVs Qf , r ◦Qf , and Y f are finite, the map φr◦Qf satisfies




|g ◦ Y f − r ◦Qf |2
]
,
where S(Rm,R) is the set of all functions g : Rm → R such that the variance of the RV g(Y f ) is
finite. The orthogonal projection property is a crucial result that allows the approximation of
the CM as a minimum MSE estimator of the RV Qf in the σ−algebra σY f , which is presented
in Sec. 3.2. For the reader’s convenience, these two properties are discussed in more detail
with proofs in Appendices A and B, respectively.
3.2. Conditional mean and variance. For developing our filter, we use two particular
cases of the conditional expectation: the CM as the main ingredient of the filter and the
conditional variance for analyzing the variance of the assimilated RVs.








:= φQf ◦ Y f for
some unique function φQf : R
m → Rn. Using the result presented in Eq. (3.4), the evaluation
of the map φQf at y is identical to the mean of the conditional density πQf |Y f (·|y):
(3.6) φQf (y) =
∫
qπQf ,Y f (q|y)dq.
Particularly, φQf (ŷ), which is obtained by evaluating the map φQf with the observation data
ŷ, is the mean of the Bayesian posterior density πQf ,Y f (·|ŷ).
Remark 3 (CM in the linear-Gaussian setting). For the linear-Gaussian setting, πQf ,Y f (·|y)








), which is obtained
straightforwardly by taking the expectation of the assimilated RV in the KF in Eq. (2.5a) [17].



















||g ◦ Y f −Qf ||2
]
,
where S(Rm,Rn) is the set of all functions g : Rm → Rn such that the variance of the RV
g(Y f ) is finite, and || · || denotes the usual Euclidean norm. When limiting the function g in
Eq. (3.7) to be linear, the sub-optimal approximation of the CM has a closed-form, which is
given in the following lemma.
Lemma 3.1 (Linear approximation of the CM). The linear approximation gl of the map φQf
is defined as the orthogonal projection of RV Qf onto the sub-σ-algebra σl
Y f
= {g∗l ◦ Y f} for
all linear functions g∗l : R
m → Rn. The map gl can be analytically obtained as follows:
(3.8) gl(y) = Ky + b,
where K is the generalized Kalman gain,
(3.9) K = Cov
[













Appendix C presents a proof of this linear approximation. The generalized Kalman gain is
identical to its original version Kl (Eq. (2.5b)) for the linear-Gaussian setting.




is an n × n-matrix


















3.3. Ensemble conditional mean filter. The mean of the posterior density πQf |Y f (·|ŷ)
coincides with the CM evaluated at ŷ, φQf (ŷ); hence, it is desirable to design a filter such that
its assimilated RV also has the mean value φQf (ŷ). This filter should also agree with the KF
in the case of the linear-Gaussian setting. The CMF proposed by Matthies et al. [27] fulfills
these requirements. The CMF formulates the assimilated RV as follows
(3.11) Qa = Qf + φQf (ŷ)− φQf (Y f ).
The transformation in Eq. (3.11) is a nonlinear approximation of the general form T in
Eq. (2.4). Although the CMF was previously proposed [27], the literature focused only on
the linear version, i.e., using Lemma 3.1 for approximating the CM. This linear version will be
discussed in more detail in Remark 4. Here, we aim to develop a nonlinear approximation of
the CMF. The useful theoretical properties of the CMF, particularly its relation to the (En)KF
and the posterior distribution, are discussed in the following theorem.
Theorem 3.2 (Main properties of the CMF). The assimilated RV obtained using the CMF
in Eq. (3.11) satisfies the following properties:
A) For the linear-Gaussian setting, see explanation in Sec. 2, the CMF coincides with the KF,
such that
(3.12) Qf + φQf (ŷ)− φQf (Y f ) ≡ Qf +Kl(ŷ − Y f ).







(3.13) E [Qa] = φQf (ŷ),
C) The covariance of the RV Qa expressed in Eq. (3.11) is equal to the expected conditional
variance:







Proof. A) For the linear-Gaussian setting, we achieve that φQf (Y
f ) ≡ KlY f + b using
Lemma 3.1. The assimilated RV obtained using the CMF Qa becomes Qa = Qf +Kl(ŷ−Y f ),
which is identical to the KF (Eq. (2.5a)).




. Based on the law of total expectation, we























respectively. Thus, the mean of the assimilated RV Qa is identical to φQf (ŷ):




+ φQf (ŷ) = φQf (ŷ),
which is the mean of the Bayesian posteriror density as expressed in Eq. (3.6).




































Point A of Theorem 3.2 indicates that the CMF is a natural extension of the KF. Compared
with the Bayesian posterior density, πQf |Y f (·|ŷ), the assimilated RV Qa of the CMF expressed
in Eq. (3.11) shows an identical mean vector, while its density generally does not match
the posterior. In particular, the covariance matrix, Cov [Qa], of the assimilated RV of the
CMF is not identical to that of the Bayesian posterior density Cov
[
Qf |Y f = ŷ
]
, except for
special cases such as the linear-Gaussian setting. However, as the expected conditional variance
(Theorem 3.2, point C), the covariance matrix Cov [Qa] is an optimal prediction of the posterior
covariance when the actual measurement data ŷ are not yet available. A fast approximation of
the assimilated RV Qa after acquiring the observation data ŷ is a practical requirement; thus,
the filter components requiring intensive computational resources for approximation, e.g., the
Kalman gain in the (En)KF or the CM in the CMF, should be approximated in advance.
In this case, the optimal prediction of the posterior covariance obtained using the CMF is a
significant advantage.
Ensemble conditional mean filter. Similar to the EnKF, the EnCMF uses the ensemble
technique to represent the forecast and assimilated RVs. In the forecast step, the distributions
of the RVs Qf and Y f are approximated using the ensembles of size N , {qf(1), . . . , qf(N)} and
{yf(1), . . . ,yf(N)}, respectively, as expressed in Eq. (2.2). In the analysis step, the assimilated
ensemble {qa(1), . . . , qa(N)} of the RV Qa is evaluated using Eq. (3.11):
(3.20) qa(i) = qf(i) + φQf (ŷ)− φQf (qf(i)), i = 1, . . . , N.
Implementing the EnCMF requires the evaluation of the map φQf of the CM. This task
can be performed using two approaches: a) by evaluating of the conditional density in Eq. (3.6)
and b) using the orthogonal projection property expressed in Eq. (3.7). The first approach
has limited applicability for data assimilation problems with high-dimensional state-spaces
because it requires approximating the density of the forecast RV Qf for each assimilation step;
moreover, the conditional distribution can be intractable. The latter approach is favorable in
such a situation. In Sec. 3.4, we implement the EnCMF with a simple example, in which the
first approach is applied. In Sec. 4, we discuss the approximation of the CM using the second
approach.
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Remark 4 (Optimal linear filter—a special case of the CMF). When approximating the CM
using the optimal linear map provided in Lemma 3.1, we obtain the optimal linear filter and
its ensemble version, which we refer herein as the generalized EnKF (gEnKF):
Qa = Qf +K(ŷ − Y f ),(3.21a)
qa(i) = qf(i) +K(ŷ − yf(i)), i = 1, . . . , N,(3.21b)
where K is the generalized Kalman gain expressed in Eq. (3.9), and the forecast ensembles
are computed using Eqs. (2.6, 2.8). Compared with the usual EnKF, the only difference in
the gEnKF is the use of the generalized Kalman gain (Eq. (3.9)), instead of its original one
(Eq. (2.5b)). Consequently, the gEnKF is an extension of the EnKF for the nonlinear setting,
particularly with nonlinear observation maps, for which the original Kalman gain is not appli-
cable. As a linear approximation of the CMF (Eq. 3.11), the gEnKF no longer preserves the
properties discussed in points B and C in Theorem 3.2. In Sec. 3.4, we present a comparison
among the gEnKF, the EnCMF, and the Bayesian filter applied for a simple static inverse
problem.
3.4. Illustration of the CMF for a simple static inverse problem. We consider the fol-
lowing inverse problem to compare the EnCMF with the EnKF and the ideal Bayesian filter.
Given a one-dimensional RV Qf ∼ N (0, 22) and the following nonlinear observation map,
(3.22) Y f = h(Qf ) +Ξ where h(q) =
{
q if q ≤ 0
q2 if q > 0
, Ξ ∼ N (0, 0.52),
the task is to evaluate the Bayesian posterior for different values of the observation ŷ. We
solve the problem using the EnCMF and gEnKF and compare their assimilated ensembles
with the Bayesian posterior in terms of three statistical characteristics: mean, variance, and
density. The observation map considered here is nonlinear; therefore, instead of using the
original EnKF, we employ its generalized version, as explained in Remark 4.
For this simple problem, the map φQf of the CM is evaluated using Eq. (3.6) by employing
the Monte Carlo (MC) method with 10000 samples. We refer to Eq. (3.9) and apply the
MC method with the same number of samples as before to approximate the Kalman gain. For
comparison, Fig. 3.1 depicts the CM map φQf with its linear approximation, which is obtained
using Eq. (3.8). We observe an important error in the linear approximation. Consequently, a
significant bias between the means of the assimilated ensemble of the gEnKF and the Bayesian
posterior is predicted.































































Figure 3.1: CM computed using Eq. (3.6) and its linear approximation (Eq. (3.8)).
where we employ the MC method to approximate the conditional expectation of the second
moment in Eq. (3.23a). Fig. (3.2) presents the empirical cdf of the conditional variance. We










cdf of conditional variance
mean of conditional variance
assimilated variance (EnCMF)
assimilated variance (EnKF)




expressed in Eq. (3.23b) com-
pared with the variances of the assimilated ensembles obtained using the EnKF and EnCMF.






, and the assimilated ensemble variance of
the EnCMF show closely identical estimated values of approximately 0.17.
implement the gEnKF, using Eqs. (2.6, 3.21b), and the EnCMF, using Eqs. (2.6, 3.20). We
select a significantly large ensemble size of 10000 for both filters to ensure that the statistical
errors are negligible. Fig. 3.2 depicts the theoretical statement in point C in Theorem 3.2.
The assimilated ensemble variances in both filters are invariant with respect to varying of the
measurement data. However, for the EnCMF, the assimilated ensemble variance is a non-
biased estimator of the mean of the conditional variance; thus the EnCMF shows significant
improvement in estimating the conditional variance than the gEnKF.
We consider different observation scenarios using various qtrue values to evaluate the syn-
thesized observation data as ŷ = h(qtrue) + ξ where ξ is an i.i.d. sample of the error RV
Ξ. Fig. 3.3 presents the empirical densities of assimilated ensembles and the Bayesian poste-
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rior density. Although the empirical density of the assimilated ensemble obtained using the
EnCMF does not coincide with the Bayesian posterior, it still fits the posterior significantly
better than that of the gEnKF. In particular, the assimilated ensemble mean obtained using
the EnCMF is closely identical to the Bayesian posterior mean and in good agreement with
the truth value qtrue. In contrast, the assimilated ensemble of the EnKF exhibits significant
biased errors in terms of the mean value compared with the Bayesian posterior. This numerical
experiment reconfirms the theoretical statement in Theorem 3.2.



























































Figure 3.3: Comparison of the empirical densities of the assimilated ensembles and the Bayesian
posterior: (a) actual value qtrue = −2 (minus standard deviation of the prior distribution),
(b) actual value qtrue = 0 (mean of the prior distribution), (c) actual value qtrue = +2 (plus
standard deviation of the prior distribution).
4. ML-based EnCMF. In this section, we present the ML-EnCMF, which is a numerical
implementation of the EnCMF using ML techniques. Based on the orthogonal projection prop-
erty (Eq. (3.7)) we develop a CM approximation using ANNs trained using forecast ensembles.
We obtain the assimilated ensemble by inserting the CM approximation in Eq. (3.20). Here,
we describe the methodological aspect in more detail.
13
4.1. ANN approximation of the conditional mean. Let gNN (·;θ) : Rm → Rn be an ANN
map, where θ denotes its hyper-parameters, which are the network’s weights and biases. The
ANN structure is not fixed and adapted following the natural representation of the states.
For example, convolution neural networks can be used for spatial/field states to represent the
spatial correlation, while for the vector cases, feed-forward ANNs can be used, as described
in Sec. 5. Here, we approximate the CM, that is the map φY f , by combining the linear
approximation gl (Eq. (3.8)), and the ANN gNN (·;θ) as
(4.1) φQf (·) ≈ gl(·) + a gNN (·;θ),
where a ∈ {0, 1} is the activation parameter identified using the model selection procedure,
which is explained in Sec. 4.2. After the ANN gNN is trained, given the observation data ŷ,
the assimilated RV Qa of the CMF (Eq. (3.11)) and its ensemble (Eq. (3.20)) are approximated
by the following relations
Qa = Qf +K(ŷ − Y f ) + a
(
gNN (ŷ;θ)− gNN (Y f ;θ)
)
,(4.2a)
qa(i) = qf(i) +K(ŷ − yf(i)) + a
(
gNN (ŷ;θ)− gNN (yf(i);θ)
)
, i = 1, . . . , N,(4.2b)
respectively. Instead of relying solely on the ANN to approximate the map φQf , the combina-
tion in Eq. (4.1) is more robust. Only the nonlinearity of map φQf is approximated using an
ANN; hence the proposed combination benefits from the approved performance of the EnKF
in closely linear-Gaussian settings. Moreover, training ANNs on small datasets can lead to
overfitting. Owing to the model selection procedure, the overfitting regime can be indicated
and avoided by allowing the parameter a to be equal to zero, which will be discussed in Sec. 4.2.
We train the ANN gNN by using the orthogonal projection property of the CM stated in
Eq. (3.7) . For a given tensor of hyper-parameters θ, we use the MSE M(θ) defined as
(4.3) M(θ) = E
[∥∥Qf − gl(Y f )− gNN (Y f ;θ)
∥∥2
]
as a metric for the approximation in Eq. (4.1). The hyper-parameters of the ANN are obtained
by solving the following optimization problem
(4.4) θ = arg min
θ∗
M(θ∗) +R(θ∗),
where R(θ∗) is a regularization term applied to reduce overfitting, usually composed of L1 or
L2 norms of the weights [9].
In our approach, the metric M(θ) is estimated using the forecast ensembles. Let
D = {(yf(1), qf(1)), . . . , (yf(N), qf(N))} be the dataset comprising of pairs (yf(i), qf(i)) col-
lected from the forecast ensembles. The dataset D is divided into two sets: an NT -sized
training dataset DT for tuning the hyper-parameters and an NS-sized test dataset DS for the
testing the ANN; here, NT + NS = N . In both training and testing processes, the metric
M(θ) is estimated based on the corresponding datasets, DT and DS , respectively. Statistical
errors are inherent in such an estimation; hence, we present a variance reduction technique to
reduce these errors.
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Reduced variance estimator of the MSE metric. The crude MC estimator of the metric M
using the training dataset is obtained as follows





∥∥qf(i) − gl(yf(i))− gNN (yf(i);θ)
∥∥2.




















which uses N ×M sample ξ(i,j) of the observation error Ξ instead of N used in the crude MC







































Let M̂vr∗(θ|DT ) denote the right-hand-side term in Eq. (4.7). To gain some further insight,
let us assume that the ensemble members qf(i), i = 1, . . . , N , are i.i.d. samples for the sake
of simplicity. We can then approximately quantify the statistical errors of the approximation
























































Therefore, when M is sufficiently large, the estimator M̂vr(θ|DT ) shows minor statistical errors
compared with M̂(θ|DT ).
Intuitively, this variance reduction technique decreases the sensitivity of the trained ANN to
observation noise because additional noisy data are used for training. From the implementation
perspective, using the reduced-variance estimator M̂vr(θ|DT ) is equivalent to training the ANN
on an augmented dataset:
(4.12) Da = {(yf(i,j), qf(i)), i = 1, . . . , N, j = 1, . . . ,M} where yf(i,j) = h(qf(i)) + ξ(i,j),
which does not require any modification of the implemented training algorithm.
4.2. Model selection. Training the ANN with possibly many hyper-parameters on small
datasets can lead to overfitting. To alleviate this risk, we only use the high-dimensional and
complex ANN model if it shows a significant improvement for the goodness-of-fit. Although
the CM may be nonlinear, the linear approximation (Eq. (3.8)) may still be preferable over
an ANN-based approximation that is significantly overfitted owing to robustness. We perform
this model selection step based on the testing dataset DS ⊂ D and compare the MSE metrics
between the trained ANN-based approximation and the linear counterpart to identify the value
of parameter a in Eq. (4.1). We set parameter a to zero when the ANN-based approximation is
underperforming compared with the linear one; otherwise, its value is set to one. Let Ml be the
MSE metric of the CM linear approximation, which is evaluated as Ml = E
[
||Qf − gl(Y f )||2
]
.
We estimate parameter a using the following logic operator:
(4.13) a = 1(M̂vrl > M̂vr(θ|DS)),
where 1(·) is a logical operator yielding one if the condition (·) is correct and zero otherwise. We
































To avoid bias errors, the metrics M̂vrl and M̂vr are estimated using the test dataset, which
does not contain the training data.
4.3. Algorithms. Algorithms 4.1 and 4.2 summarize our ML-EnCMF implementation.
The former presents a pseudo-code of the ML-EnCMF. The latter describes the ANN train-
ing and model selection procedures. In Algorithm 4.1, the forecast step and Kalman gain
estimation are similar to those of the gEnKF; refer to Algorithm 2.1 and Remark 4. Given




k , . . . ,y
f(N)
k } and estimated Kalman gain, we
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approximate the map φ
Qf
k
using ANNs, for which the training pseudo-code is presented in
Algorithm 4.2.
Algorithm 4.1 ML-EnCMF algorithm for performing assimilation at time tk.
Require: Assimilated ensembles obtained from the assimilation step performed at tk−1
{qa(1)k−1, . . . , q
a(N)
k−1 } and observational data ŷk.
Forecast :
1: Evaluate forecast ensembles {qf(1)k , . . . , q
f(N)
k } and {y
f(1)
k , . . . ,y
f(N)
k }. ⊲ Eq. (2.6).
Analysis:
2: if observation map is linear then
3: Estimate the Kalman gain Klk ⊲ Eq. (2.5b)
4: else
5: Estimate the the generalized Kalman gain Kk ⊲ Eq. (3.9)
6: Approximate the map φ
Qf
k
using ANN gNN , see Eq. (4.1), by executing Algorithm 4.2.
7: Evaluate the assimilated ensemble {qa(1)k , . . . , q
a(N)
k }. ⊲ Eq. (4.2b).
8: return assimilated ensemble {qa(1)k , . . . , q
a(N)
k } .
Algorithm 4.2 Training algorithm of the ANNs used for approximation of the map φQf .
Require: Ensembles {qf(1), . . . , qf(N)} and {yf(1), . . . ,yf(N)}, number of epochs ne, ANN
gNN , Kalman gain K.
Initialization :
1: Set the initial hyper-parameters θ0.
2: Generate N ×M -size augmented dataset. ⊲ Eq. (4.12)
3: Compute the initial metric m0 = M̂vr(θ0|DS). ⊲ Eq. (4.14b).
Training :
4: for ν = 1, . . . ne do
5: Train ANN using mini-batch stochastic gradient descent method [18, 3] to update θν .
6: Compute the testing metric: mν = M̂vr(θν |DS) ⊲ Eq. (4.14b).
7: If mν < min{m0, . . . ,mν−1} then
8: θ = θν ⊲ Call-back procedure
9: end for
Model selection :
10: Evaluate M̂vrl . ⊲ Eq. (4.14a)
11: if min{m0, . . . ,mν} < M̂vrl then
12: a = 1
13: else
14: a = 0
15: end if
16: return hyper-parameters θ and parameter a.
In Algorithm 4.2, using the forecast ensemble, D = {(yf(1)k , q
f(1)






we first generate the augmented dataset (Eq. (4.12)), which is used to compute the reduced-
variance estimators of the MSE metric as expressed in Eqs. (4.6, 4.14b). Then, to solve the
MSE minimizing problem described in Eq. (4.4), this algorithm uses the mini-batch version
of the stochastic gradient descent method, which is a widely used approach for ANN training
[18]. We include a call-back procedure into the training process to select the hyper-parameters
with the best performance [14]. Finally, the model selection procedure (explained in Sec. 4.2)
is performed.
5. Numerical experiments for Lorenz systems. In this section, we demonstrate the per-
formance of ML-EnCMF for the data assimilation of Lorenz 63 (L63) and Lorenz 96 (L96)
systems in comparison with the EnKF. Numerical studies on the influence of the ensemble
size and variance reduction technique on the ML-EnCMF performance are also reported. Fur-
thermore, we compare our proposed filtering method with those reported in the literature
[22, 30].
5.1. Setup. In this subsection, we describe the setup of the considered data assimilation
problems, particularly dynamical models, observation scenarios, and performance metrics.
5.1.1. Dynamical models.





= σ(q2 − q1),
dq2
dt
= q1(ρ− q3)− q2,
dq2
dt
= q1q2 − βq3,
where q1, q2, and q3 are proportional to the rate of convection, horizontal temperature vari-
ation, and vertical temperature variation, respectively, and σ, β, and ρ are the system pa-
rameters. We use σ = 10, β = 8/3, and ρ = 28 as a conventional setting of the L63 system,
resulting in a chaotic behavior.
Lorenz-96 system. The L96 model is an idealized model of a one-dimensional latitude band
of the Earth’s atmosphere [24]. The system is defined using a set of ODEs over the periodic




= (qi+1 − qi−2)qi−1 − qi + F, i = 1, . . . , 40; qn+1 = q1,
where q0 = qn, q−1 = qn−1, and F is the forcing constant. We select F = 8, which is known
to cause a chaotic behavior.
For both models, the synthesized truth state vector at t = 0, qtrue(t = 0), is given as
a sample of the normal distribution N (0n, In). The RV Q0 is also assumed to follow this
distribution. We simulate the L63 and L96 models using a fourth-order explicit Runge-Kutta
algorithm with a time step ∆t = 0.01.
5.1.2. Observation scenarios. For the L63 system, we assume that every state is observed
using the following observation model:
(5.3) yk = q(tk) + ξk, Ξk ∼ N (03, 22I3),
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For the L96 system, the even-indexed states are observed using a linear map as follows
(5.4) yk = Hq(tk) + ξk, Ξk ∼ N (020, 0.5I20),
where H ∈ Rm×n with m = 20 is a linear operator that selects the even-indexed components
qk 2, qk 4, . . . , qk 40 from qk. We assume that the time interval ∆Tobs is constant, i.e., ∆Tobs =
tk+1 − tk, for k = 1, . . . ,K − 1. In all the scenarios, we examine different observation time
intervals ∆Tobs in the range [0.1, 2.]. For reference, ∆Tobs = 0.05 is comparable to 6 h in a
weather forecast model [25, 26].
5.1.3. Performance metrics. At each assimilation step k, the mean vector qak of the
assimilated ensemble {qa(1)k , . . . , q
a(N)
k } is compared with the truth state qtrue(tk) using the




, k = 1, . . . ,K.
We use the median and average of these values {rmse1, . . . , rmseK} as performance metrics.











to measure the contraction of the ensemble. In Eq. (5.6), tr(Cov [Qak]) is estimated from the
ensemble {qa(1)k , . . . , q
a(N)
k }. The final metric that we consider herein is the average coverage
probability fcv of the 95%-confidence interval bounded between 2.5% and 97.5% quantiles of






1(qtruei (tk) ∈ Ii,k),
where Ii,k is the 95%-confidence interval of the i-th component of the assimilated ensemble at
tk. The aforementioned performance metrics are commonly used to evaluate data assimilation
algorithms [22, 30, 21].
5.2. Lorenz 63 system. In this subsection, we report the numerical result of the proposed
ML-EnCMF in tracking the L63 system. In our numerical example, we employs dense feed-
forward ANNs to approximate the CM proposed in Eq. (4.1). We implement the ML-EnCMF
with two different ANN structures to investigate the influence of the ANN structure on the
performance of the ML-EnCMF: a) one-hidden layer ANN of the structure [3, 20, 3] and b) two-
hidden layers ANN of the structure [3, 20, 20, 3]1. The first structure is known as the shallow
ANN, while the second structure is a deep version. The total numbers of hyper-parameters
being trained are 142 and 563 for the first and second structures, respectively. We perform the
1The first and last components are the numbers of the neurons of the input and output layers, respectively,
the middle components are numbers of the neurons of the hidden layers.
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ML-EnCMF with a large ensemble size, N = 1000, to isolate the effect of the ANN structure
on the ML-EnCMF performance from other aspects. We also apply the variance reduction
technique with M = 10. The forecast ensembles are divided into training and testing datasets
with the size ratio of NT : NS = 7 : 3. At each assimilation step, we train the ANN for a
maximum of 300 epochs and a learning rate of 0.001 using Algorithm 4.2.
Fig. 5.1 presents the obtained average RMSEs of the ML-EnCMFs implemented with
different ANN structures compared with the EnKF for various observation time intervals
∆Tobs ∈ [0.1, 2]. The results obtained using different ANN structures are closely identical,
and only a slight improvement achieved by using the deep ANN version for ∆Tobs ∈ [0.4, 2].
Hence, further increasing the ANN structure complexity is unnecessary. As shown in Fig. 5.1,















ML-EnCMF - shallo 
ML-EnCMF - 2 hidden layers
Figure 5.1: L63 system: comparison between the EnKF and ML-EnCMF in terms of the
average RMSE for tracking the L63 system. In both filters, the ensemble size is fixed N = 1000.
For ML-EnCMF, we select M = 10.
the ML-EnCMF’s improvement compared with the EnKF is insignificant for short observa-
tion time intervals (e.g., ∆Tobs = 0.1) but is becoming increasingly important for longer time
intervals. For example, for ∆Tobs ∈ [0.3, 2], the relative improvements in terms of the aver-
age RMSE are observed in the range 23%-32%. For a short observation time interval (e.g.,
∆Tobs = 0.1), the assimilation problem is approximately linear-Gaussian, and the EnKF al-
ready provides a good approximation, as discussed in Remark 1. Thus, the performances of
the EnKF and ML-EnCMF are similar for ∆Tobs = 0.1. For a long observation time interval,
the forecast RVs become strongly non-Gaussian; consequently, the ML-EnCMF outperforms
the EnKF.
We implement the ML-EnCMF using the second ANN structure with different ensemble
sizes (N ∈ [60, 1000]) to investigate the influence of the ensemble size and variance reduction
technique proposed in Sec. 4 on the performance of the ML-EnCMF. Because significant small
ensemble sizes are used, we select M = 30, which is larger than the previous study where
M = 10 and the ensemble size is fixed at N = 1000. Fig. 5.2 presents a comparison between
EnKF and ML-EnCMF in terms of the average RMSE, 95%-coverage probability, and average
ensemble spread. We observe that the variance reduction technique is beneficial for significantly
reduce the ensemble size. Without using the variance reduction technique, the convergence
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in terms of performance is not observed for N ≤ 1000. Alternatively, owing to the variance
reduction technique, the EnCMF reaches its asymptotic performance from N ≈ 200.


































































Figure 5.2: L63 system: influence of the ensemble size and variance reduction technique on the
performances of the EnKF and ML-EnCMF for tracking the L63 system with ∆Tobs = 0.5.
(a) Average RMSE, (b) average ensemble spread, and (c) 95%-coverage probability.
Fig. 5.3 depicts the influence of the additional sample number M on the performance of
the ML-EnCMF for the case N=200. Fig. 5.3 reconfirms the significant role of the variance
reduction technique when the sample size is small. The M value at which no significant
performance improvement is observed is 30 for N = 200.
5.3. Lorenz 96 system. Herein, we present the numerical result of the proposed filter-
ing technique in tracking the L96 system under the partial observation scenario discussed in
Sec. 5.1.2. We investigate the effect of the ANN structure on the performance of the ML-
EnCMF by implementing the filter with two ANN structures: a) one-hidden-layer ANN [20,
30, 40] and b) two-hidden-layer ANN [20, 30, 30, 40]. The total numbers of hyper-parameters
being trained are 3700 and 7360 for the first and second structures, respectively. Unlike the
data assimilation problem in Sec. 5.2, where every element of the state vector is observed,
in this example, only half is observable. For significantly large observation time intervals,
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Figure 5.3: L63 system: influence of the additional sample number M on the performance of
the ML-EnCMF for tracking the L63 system with ∆Tobs = 0.5. (a) Average RMSE and (b)
average ensemble spread.
inferring unobservable states using the measurement data of the observable ones becomes inef-
fective because their statistical dependence is reducing. We implement the filtering problem in
this example with ∆Tobs ∈ [0.1, 0.5], which is a reduced range compared with that in Sec. 5.2,
where ∆Tobs ∈ [0.1, 2]. Taking advantage of the analysis in Sec. 5.2, we select N = 1000 and
M = 30 and retain the other parameters similar to those in Sec. 5.2.
Fig. 5.4 shows the obtained average RMSEs of the ML-EnCMF implemented with different
ANN structures and the EnKF. In agreement with the observation obtained in Sec. 5.2, using
the deep ANN does not significantly improve the ML-EnCMF performance compared with the
shallow structure. Moreover, the ML-EnCMF outperforms the EnKF for large observation
time intervals (∆Tobs ≥ 0.4), while their performances are comparable for small observation
time intervals (∆Tobs ≤ 0.2). Compared with the EnKF, the average RMSE of the ML-EnCMF
is smaller by 22% and 25% for ∆Tobs = 0.4 and ∆Tobs = 0.5, respectively.
We implement the ML-EnCMF using the shallow ANN structure with different ensemble
sizes (N ∈ [60, 1000]) to investigate the influence of the ensemble size on the performance of
the ML-EnCMF. Fig. 5.5 presents the performances metric of the ML-EnCMF compared with
the EnKF for different ensemble sizes. For N ≥ 600, the ML-EnCMF decreases the average
RMSE and the average ensemble spread by up to 22% and 20%, respectively. In terms of the
coverage probability, the ML-EnCMF consistently outperforms the EnKF.
Finally, we compare the proposed method with two nonlinear ensemble filtering techniques
reported in the literature: the moment-matching-based filter [22] and transport map-based
filter [30]. The former matches the mean and variance of the assimilated ensembles with those
of the posterior, which are estimated based on the likelihood function. The latter seeks a
map for transforming the forecast RV to the assimilated RV that minimizes the Kullback-
Leibler divergence to the posterior distribution. Table 5.1 reports a comparison in terms of
the average and median RMSEs for the L96 system. The proposed method achieves a similar
performance as the transport map-based filter and a significant improvement compared with
22














ML-EnCMF - shallo 
ML-EnCMF - 2 hidden layers
Figure 5.4: L96 system: comparison between the EnKF and ML-EnCMF in terms of the
average RMSE. The ensemble size is fixed at N = 1000. For ML-EnCMF, we select M = 30.

































































Figure 5.5: L96 system: influence of the ensemble size N on the performance of EnKF and ML-
EnCMF for tracking L96 system with ∆Tobs = 0.4. (a) average RMSE, (b) average ensemble
spread, and (c) 95%-coverage probability.
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the moment-matching filtering method.
Table 5.1: L96 system: performance metrics (average and median RMSE) of the ML-EnCMF
compared with the moment-matching-based filter and transport map-based filter with T=0.4.
Moment matching Transport map ML-EnCMF
N = 600, Tab. 3 in [22] N = 600, Fig. 9 in [30] N = 600 N = 1000
Average RMSE 0.68 0.61 0.64 0.62
Median RMSE 0.63 0.61 0.61 0.58
6. Conclusion. In this work, we develop the ML-EnCMF based on CM and show that the
filter provides assimilated ensembles with a non-biased ensemble mean and optimal variance.
Taking advantage of the conditional expectation as the best approximation with respect to
the MSE, we employ ANNs to approximate the CM by minimizing the MSE metric, which is
a critical part of the ML-EnCMF. This ML-based approach gains the filter flexibility for high-
dimensional state-space data assimilation problems with nonlinear dynamics. The EnCMF
performance is demonstrated for state-of-the-art data assimilation problems. In summary, the
proposed filtering method exhibits considerable improvement compared with the commonly
used methods, such as the EnKF. The EnCMF shows significant potential for filtering problems
with spatiotemporally sparse observations.
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Appendix A. Conditional expectation as a mean for characterizing conditional distri-
bution.
Theorem A.1. Assuming that the joint density πQf ,Y f of RVs Q
f and Y f exists,
let φr◦Qf (y) be the conditioned mean of the RV r(Q
f ) given observation y:
(A.1) φr◦Qf (y) =
∫
Rn
r(q) πQf |Y f (q|y)dq,
where πQf |Y f (·|y) is the conditional density expressed in Eq. (2.3). Then, the RV φr◦Qf (Y f )
is identical to the conditional expectation E
[
r ◦Qf |Y f
]
, that is, satisfying the condition stated
in Eq. (3.1).
Proof. The RV φr◦Qf (Y
f ) is σY f -measurable following Doob-Dynkin lemma. To prove
the Theorem A.1, we must verify the condition in Eq. (3.1). For any A ∈ σY f , let B be a
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r(q) πQf ,Y f (q,y)dqdy
= E
[






Therefore, the RV φr◦Qf (Y
f ) is identical to the conditional expectation E
[
r ◦Qf |Y f
]
.
Appendix B. Orthogonal property of the conditional expectation.




< ∞. Let L2(σY f ) be the





< ∞. Then, A)
(B.1) E
[
g ◦ Y f
(
r ◦Qf − E
[
r ◦Qf |Y f
])]
= 0,












where φr◦Qf = arg min
g◦Y f∈L2(σY f )
E
[
|r ◦Qf − g ◦ Y f |2
]
.
Proof. For any measurable set B ⊂ Rm, let A = Y f −1(B) ≡ {ω : Y f (ω) ∈ B}. As







r ◦Qf − E
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Let Xn be a σY f -measurable simple RV that converges in terms of distribution to g ◦ Y f .
Using the result from Eq. (B.3), we prove part A).
Let Z = E
[
r ◦Qf |Y f
]
− φr◦Qf (Yf ), we have
(B.4)
E




[∣∣r ◦Qf − E
[






[∣∣r ◦Qf − E
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as the cross-product term vanishes. Eq. (B.4) straightforwardly shows that
E
[∣∣r ◦Qf − φr◦Qf (Y f )
∣∣2
]
is minimized when Z = 0 or E
[
r ◦Qf |Y f
]
= φr◦Qf (Yf ) (part B).
Appendix C. Proof of Lemma 3.1. The linear approximation of the CM, gl(Y
f ) =
AY f + b, is the solution of the least mean square problem:
(C.1) A, b = arg min
A′∈Rn×m,b′∈Rn
E




Using the first order necessary conditions
(C.2) E
[






(Qf −AY f − b)Y f⊺
]
= 0n×m,
where 0n and 0n×m denote the n-dimensional vector and the n×m matrix of zeros repetitively.
Thus, we obtain






















Qf − E[Qf ]
)(




Y f − E[Y f ]
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In conclusion, A is identical to the Kalman gain defined in Eq. (3.9).
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