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Varga’s monograph is the first book almost entirely dedicated to the famous
Geršgorin theorem and related results. The Geršgorin Circles Theorem is one of the
simplest and best known results in linear algebra. Given an n× n complex matrix
A = (aij ), it yields n disks in the complex plane whose union (A) contains the
spectrum σ(A) of A. More precisely, it states that
σ(A) ⊆ (A) ≡
⋃
i∈N
{
z ∈ C : |z− aii | 
∑
j∈N\{i}
|aij |
}
, i = 1, . . . , n,
where N = {1, . . . , n}. Thus, the ith Geršgorin disk for A is centered at its ith diag-
onal entry and has radius
ri(A) =
∑
j∈N\{i}
|aij |, i = 1, . . . , n.
As is now very well realized, this inclusion result for eigenvalues is equivalent to
the following sufficient condition of nonsingularity for matrices (the Lévy–Desplan-
ques theorem): if A is strictly diagonally dominant (by rows), i.e.,
|aii | > ri(A), i = 1, . . . , n,
then A is nonsingular. Clearly, the union of Geršgorin’s disks for the transposed
matrix AT⋃
i∈N
{
z ∈ C : |z− aii | 
∑
j∈N\{i}
|aji |
}
, i = 1, . . . , n,
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involving aii and the column sums
ci(A) =
∑
j∈N\{i}
|aji |, i = 1, . . . , n,
also yields an eigenvalue inclusion set.
In this connection, all nonsingularity theorems and all eigenvalue inclusion sets
in terms of aii , ri(A), and ci(A) can be regarded as Geršgorin-type results, which
are the subject of Varga’s book. Its contents are briefly described below.
Chapter 1 presents the basic Geršgorin theorem and some of its circular exten-
sions, in particular, the Ostrowski result
σ(A) ⊆
⋃
i∈N
{
z ∈ C : |z− aii |  (ri(A))α(ci(A))1−α
}
, 0  α  1,
and the Fan–Hoffman result
σ(A) ⊆
⋃
i∈N
{
z ∈ C : |z− aii |  ρi
}
,
where
ρi = α max
j∈N\{i} |aij |, i = 1, . . . , n,
and α is an arbitrary positive number such that∑
i∈N
ri(A)
maxj∈N\{i} |aij |  α(1 + α).
It also contains Taussky’s extension of Geršgorin’s theorem to irreducible matrices
that satisfy the nonstrict inequalities
|aii |  ri(A), i = 1, . . . , n,
with at least one strict inequality. The final section of Chapter I describes House-
holder’s approach to deriving eigenvalue inclusion sets, which is based on operator
norms.
Chapter 2 is dedicated to the Ostrowski–Brauer and Brualdi results. Theorems 2.2
and 2.3 state, respectively, that
σ(A) ⊆ K(A) ≡
⋃
i,j∈N
i /=j
{
z ∈ C : |z− aii ||z− ajj |  ri(A)rj (A)
}
and
K(A) ⊆ (A),
i.e., the Ostrowski–Brauer inclusion set K(A) is contained in the Geršgorin set.
Section 2.2 presents a modestly extended version of an important theorem due to
Brualdi, which can be stated as follows:
σ(A) ⊆ B(A) ≡
⋃
γ∈C(A)
{
z ∈ C :
∏
i∈γ¯
|z− aii | 
∏
i∈γ¯
r˜i (A)
}⋃
i∈N
{aii}.
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Here, C(A) is the set of simple circuits of length no less than 2 in the digraph of A,
and, for a circuit γ ∈ C(A), γ¯ is its support; r˜i (A) is the row sum of the irreducible
component of A to which i belongs.
In Section 2.3 it is shown that, for n  2,
B(A) ⊆ K(A),
and if every off-diagonal entry of A is nonzero, then
B(A) = K(A).
The last equality shows that, in some cases, only circuits of length 2 are actually
needed. In this connection, the following interesting question arises: is it possible to
reduce the set B(A) (i.e., to get rid of some circuits) and still have an inclusion set
for σ(A)? This question is partly answered in Theorem 2.10, which is new.
Section 2.4 considers the problem of sharpness for the Brualdi set. In particular,
it is shown that for a certain collection of matrices related to A, every point of B(A)
is an eigenvalue of a matrix from this collection.
Chapter 3 presents less canonical eigenvalue inclusion sets.
Section 3.1 contains eigenvalue inclusion sets, partly new, obtained by apply-
ing the Geršgorin, Ostrowski–Brauer, and Brualdi theorems to matrices obtained
from the original matrix using diagonal conjugation, scalar shift, and permutation of
columns.
Section 3.2 presents a theorem, due to C.R. Johnson, asserting that the convex
hull of the set
J (A) =
n⋃
i=1
{
z ∈ C : |z− Aii |  gi(A)
}
,
where
gi(A) = ri(A)+ ci(A)2 , i = 1, . . . , n,
contains the field of values of A. As the latter contains the spectrum of A, the convex
hull of J (A) is an eigenvalue inclusion set.
Section 3.3 introduces the notion of S-strictly diagonally dominant matrices,
where S is a nonempty subset of the index set N = {1, . . . , n}, and proves that any
S-strictly diagonally dominant matrix is nonsingular. This new notion is a gener-
alization of the standard diagonal dominance using a block 2 × 2 partitioning of a
symmetrically permuted matrix P TAP . The related eigenvalue inclusion set D(A)
is provided. Further, for S = {i}, i ∈ N , it is demonstrated that
Di ⊆ (A), i = 1, . . . , n,
where (A) is the Geršgorin set, and, furthermore,⋂
i∈N
Di(A) ⊆ K(A),
where K(A) is the Ostrowski–Brauer inclusion set.
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Section 3.4 presents a rather complicatedly formulated nonsingularity result of
Pupkov and Solov’ev, involving the row sums ri(A), and indicates the associated
eigenvalue inclusion set, which is far more difficult to determine than the Geršgorin
and Ostrowski–Brauer sets.
Chapter 4 introduces the so-called minimal Geršgorin sets and investigates their
sharpness. LetA = (aij ) ∈ Cn×n, n  2, and let x = [x1, . . . , xn]T be a positive vec-
tor. Define
rxi (A) ≡
∑
j∈N\{i}
|aij |xj /xi, i = 1, . . . , n,
r
x
i (A) ≡
{
z ∈ C : |z− aii |  rxi (A)
}
, i = 1, . . . , n,
and
r
x
(A) ≡
⋃
i∈N
r
x
i (A).
Obviously, for any x > 0,
σ(A) ⊆ rx (A),
whence
σ(A) ⊆ R(A) ≡
⋂
x>0
r
x
(A),
and the set R(A) is called the minimal Geršgorin set. Theorems 4.4 and 4.5 of
Section 4.1 claim that
R(A) ⊆ σ((A)) ⊆ σ(̂(A)) = R(A),
where
(A) ≡ {B = (bij ) ∈ Cn×n : bii = aii and |bij | = |aij |, i /= j, i, j ∈ N},
̂(A) ≡ {B = (bij ) ∈ Cn×n : bii = aii and |bij |  |aij |, i /= j, i, j ∈ N},
i.e., σ(̂(A)) fills out the minimal Geršgorin set R(A). The precise characterization
of the set σ((A)) is given in Theorem 4.11 of Section 4.2.
Section 4.3 provides a comparison of minimal Geršgorin sets and Brualdi sets. In
particular, Theorem 4.14 states that
R(A) ⊆ B(A),
whereas Theorem 4.15 claims that
R(A) = KR(A) = BR(A).
Here, KR(A) and BR(A) are the analogs of R(A) for the Ostrowski–Brauer and
Brualdi inclusion sets.
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Chapter 5 is dedicated to G-functions (where G comes from Geršgorin), which
provide a useful formalism for generalizing Geršgorin’s inclusion sets. Using G-
functions, one obtains disks still centered at the diagonal entries of a matrix but with
radii of a more general form than the weighted row (or column) sums. The results
presented clarify a central role of the weighted row and column sums in Geršgo-
rin’s theory. New extensions of G-functions to K- and B-functions, associated with
the Ostrowski–Brauer and generalized Brualdi inclusion sets, respectively, are pre-
sented.
Chapter 6 considers matrices partitioned into blocks. In Section 6.1, the concept
of block diagonal dominance is introduced, based on which block counterparts of
the theorems of Geršgorin, Taussky, Ostrowski–Brauer, and Brualdi are obtained,
and the associated eigenvalue inclusion sets are compared.
Section 6.2 presents another approach, due to F. Robert, to deriving improved
Geršgorin-type inclusion sets for partitioned matrices and the corresponding nonsin-
gularity results.
The main results of Section 6.3 are Theorem 6.15, which yields a new Brualdi-
type eigenvalue inclusion set for block partitioned matrices, and Theorem 6.16,
showing that the latter inclusion set provides an improvement of the Brualdi-type
set considered in Section 6.1.
The last section of this chapter is devoted to a generalization of the notion of
G-functions to partitioned matrices.
The book is supplied with four appendices. Appendix A contains some infor-
mation on S. A. Geršgorin and a reprint of his paper “Über die Abgrenzung der
Eigenwerte einer Matrix”, published in 1931. Appendix B provides some elementary
basic facts on vector norms and induced operator norms. Concise exposition of the
Perron–Frobenius theory is contained in Appendix C. Finally, Appendix D consists
of Matlab 6 programs for some of the figures occurring in the book.
Below some specific features characteristic for the book are mentioned.
The equivalence between nonsingularity results for a matrix and the correspond-
ing results on inclusion sets for its eigenvalues is a recurring theme of the book,
which is inevitable and natural.
The crucial role of the directed graph of a matrix is emphasized.
Many newly published and even unpublished results concerning the nonsingular-
ity of matrices and eigenvalue inclusion sets are presented.
Some erroneous published results are indicated and corrected.
It should be mentioned that the author is more interested in studying eigenvalue
inclusion sets than in analyzing spectra of individual matrices. As a result, related
problems (e.g., the problem of nonsingularity) for individual matrices are consid-
ered in less detail, and some interesting and important results are only mentioned or
skipped.
In presenting nonsingularity results, the author does not emphasize that matrices
in question are actually strictly generalized diagonally dominant, i.e., H -matrices,
which is of certain importance.
402 Book review / Linear Algebra and its Applications 402 (2005) 397–402
Known and new eigenvalue inclusion sets are carefully compared in the set-theo-
retic sense.
Though the approach of the book is a theoretical one, and no attempt to present
optimal numerical methods for computing eigenvalues is made, all inclusion sets
presented are analyzed from the viewpoint of the computational efforts needed in
applying them.
The book is clearly written and almost entirely self-contained. The material is
illustrated with numerical examples and supplied with carefully selected exercises.
Each chapter is provided with historical comments and helpful bibliographical infor-
mation. The text contains some misleading references and misprints, which, luckily,
do not prevent correct understanding.
Naturally enough, some material remained outside of the scope of the present
book. Hopefully, this will be at least partly remedied in vol. 2, which is under prep-
aration.
To sum it up, Varga’s book is a rather comprehensive and easy-to-read introduc-
tion to Geršgorin-type results. The book can be recommended to all those persons
with a knowledge of basic linear algebra, including upper-class undergraduate and
graduate students in mathematics, as well as engineers, who wish to study this sub-
ject. It should also appeal to mathematicians as an excellent source of information on
diagonal-dominance-type sufficient conditions of nonsingularity for general matrices
and on eigenvalue inclusion sets, and will certainly contribute to the dissemination of
these elegant, basically simple, but powerful ideas to a wide mathematical audience.
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