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Graduate School of Mathematical Sciences,
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Abstract
In this paper, we consider the necessary and sufficient conditions for the tensor product of the
fundamental representations for the restricted quantum loop algebras of type A at roots of unity to
be irreducible.
1 Introduction
Let g be a finite-dimensional complex simple Lie algebra and let g˜ be the loop algebra of g. Let q be an
indeterminate and let Uq(g˜) be the quantum algebra over C(q) associated with g˜ and q, where C(q) is the
rational function field. Let n be the rank of g and let I := {1, 2, · · · , n} be the index set. For a ∈ C(q)×
and an index ξ ∈ I, there exists a finite-dimensional irreducible representation of Uq(g˜) which is called a
fundamental representation denoted by V˜q(π
a
ξ ) (see §4.4).
In 1997, Akasaka and Kashiwara gave the condition for V˜q(π
a1
ξ1
)⊗· · ·⊗ V˜q(π
ar
ξr
) to be irreducible in the
case that g˜ is of type A
(1)
n and C
(1)
n (see [AK]). In 2002, Varagnolo and Vasserot showed that condition in
the simply laced case (see [VV]) and Kashiwara gave that condition for arbitrary g˜ (see [K]). Moreover,
in 2002, Chari showed the sufficient condition for the tensor product of the finite-dimensional irreducible
representations of Uq(g˜) to be a highest-weight representation (see [C]).
In particular, if g˜ = A
(1)
n , we explicitly obtain the necessary and sufficient conditions for V˜q(π
a1
ξ1
) ⊗
· · · ⊗ V˜q(π
ar
ξr
) to be irreducible. Indeed, we have the following theorem (see [AK] and Theorem 5.8 of this
paper).
Theorem. Let m ∈ N, ξ1, · · · , ξm ∈ I, and a1, · · · , am ∈ C(q)×. The following conditions (a) and (b)
are equivalent.
(a) V˜q(π
a1
ξ1
)⊗ · · · ⊗ V˜q(π
am
ξm
) is an irreducible representation of Uq(A
(1)
n ).
(b) For any 1 ≤ k 6= k
′
≤ m and 1 ≤ t ≤ min(ξk, ξk′ , n+ 1− ξk, n+ 1− ξk′ ),
ak′
ak
6= q±(2t+|ξk−ξk′ |).
We want to extend this theorem for the restricted quantm algebras of type A
(1)
n at roots of unity.
Let l be an odd integer greater than 3, let ε be a primitive l-th root of unity, and let U resε (g˜) be the
restricted quantum algebra over C associated with g˜ and ε (see [L89], [CP97], and §6.1). For a nonzero
complex number a and an index ξ ∈ I, there exists a finite-dimensional irreducible representation of
U resε (g˜) which is called a fundamental representation denoted by V˜
res
ε (π
a
ξ ) (see §6.5).
In 1997, Chari and Pressley showed that for any finite-dimensional irreducible U resε (g˜)-representation
V , there exist some nonzero complex numbers a1, · · · , ar and indexes ξ1, · · · , ξr ∈ I such that V is
isomorphic to a subquotient of V˜ resε (π
a1
ξ1
)⊗ · · · ⊗ V˜ resε (π
ar
ξr
). However, the conditions for the irreducibility
have not been given yet.
So we consider the conditions in the case that g˜ is of type A
(1)
n . The main theorem is as follows (see
Theorem 6.17):
∗e-mail: abeyuuki@ms.u-tokyo.ac.jp
1
Theorem. Let m ∈ N, ξ1, · · · , ξm ∈ I, and a1, · · · , am ∈ C
×. The following conditions (a) and (b) are
equivalent.
(a) V˜ resε (π
a1
ξ1
)⊗ · · · ⊗ V˜ resε (π
am
ξm
) is an irreducible representation of U resε (A
(1)
n ).
(b) For any 1 ≤ k 6= k
′
≤ m and 1 ≤ t ≤ min(ξk, ξk′ , n+ 1− ξk, n+ 1− ξk′ ),
ak′
ak
6= ε±(2t+|ξk−ξk′ |).
The organization of this paper is as follows. In §2, we fix some notations. In §3, we review the
generic quantum algebras of type An and A
(1)
n . In §4, we introduce the fundamental representations of
the generic quantum algebras of type An and A
(1)
n . In §5 (resp. §6, §7), we prove the main theorem for
the generic quantum algebras of type A
(1)
n (resp. the restricted quantum algebras of type A
(1)
n at roots
of unity, the small quantum algebras of type A
(1)
n ).
2 Notations
We fix the following notations (see [Kac], [BK]). Let sln+1 be the finite-dimensional simple Lie algebra
over C of type An. We define I := {1, 2, · · · , n}. Let (ai,j)i,j∈I be the Cartan matrix of sln+1, that is,
ai,i = 2, ai,j = −1 if |i − j| = 1, and ai,j = 0 otherwise. Let {αi}i∈I (resp. {α∨i }i∈I) be the set of the
simple roots (resp. simple coroots) of sln+1 and let ∆ (resp. ∆+) be the root system (resp. the set of
positive roots) of sln+1. Let h =
⊕
i∈I Cα
∨
i be the Cartan subalgebra of sln+1 and let h
∗ =
⊕
i∈I Cαi
be the C-dual space of h. We have a C-bilinear map 〈, 〉 : h∗ × h −→ C such that 〈αj , α
∨
i 〉 = ai,j for any
i, j ∈ I. Let Q :=
⊕
i∈I Zαi (resp. Q+ :=
⊕
i∈I Z+αi) be the root lattice (resp. positive root lattice) of
sln+1, where Z+ := {0, 1, 2, · · · }. Let {Λi}i∈I be the fundamental weights of sln+1, that is,
Λi :=
1
n+ 1
{(n− i+ 1)
i∑
k=1
kαk + i
n∑
k=i+1
(n− k + 1)αk} ∈ h
∗,
(see [H], §13). We have 〈Λi, α∨j 〉 = δi,j for any i, j ∈ I. Let P :=
⊕
i∈I ZΛi (resp. P+ :=
⊕
i∈I Z+Λi) be
the weight lattice (resp. positive weight lattice) of sln+1. Define a partial order < in P whereby
ν ≤ ν
′
if and only if ν
′
− ν ∈ Q+ for ν, ν
′
∈ P . (2.1)
Let s˜ln+1 = sln+1 ⊗ C[t, t−1] be the loop algebra of sln+1. We define I˜ := I ⊔ {0} and
a0,0 := 2, ai,0 := a0,j := 0, an,0 := a0,n := −1 for 1 ≤ i, j < n.
Then (ai,j)i,j∈eI is the generalized Cartan matrix of s˜ln+1. Let {αi}i∈eI be the set of the simple roots of
s˜ln+1. We define h˜
∗ := Cα0 ⊕ h∗. We have a symmetric C-bilinear form (, ) : h˜∗ × h˜∗ −→ C such that
(αi, αj) = ai,j for any i, j ∈ I˜. Let si be the simple reflection on h˜∗, that is, si(λ) = λ − (λ, αi)αi for
λ ∈ h˜∗. The affine Weyl group W˜ of s˜ln+1 (resp. Weyl group W of sln+1) is generated by {si}i∈eI (resp.
{si}i∈I).
Let q be an indeterminate. For r ∈ Z and m ∈ N := {1, 2, · · · }, we define q-integers and Gaussian
binomial coefficients in the rational function field C(q) whereby
[r]q :=
qr − q−r
q − q−1
, [m]q! := [m]q[m− 1]q · · · [1]q,
[
r
m
]
q
:=
[r]q [r − 1]q · · · [r −m+ 1]q
[1]q[2]q · · · [m]q
.
Similarly, for c ∈ C (c 6= 0,±1), we define
[r]c :=
cr − c−r
c− c−1
, [m]c! := [m]c[m− 1]c · · · [1]c,
[
r
m
]
c
:=
[r]c[r − 1]c · · · [r −m+ 1]c
[1]c[2]c · · · [m]c
.
We define [0]q! := [0]c! := 1.
2
3 Quantum algebras : the generic case
3.1 Definitions and properties
Definition 3.1. Let U˜q := Uq(s˜ln+1) (resp. Uq := Uq(sln+1)) be the associative C(q)-algebra generated
by {Ei, Fi,K
±1
i | i ∈ I˜ (resp. i ∈ I)} with the following defining relations. We call U˜q (resp. Uq) the
quantum algebra of type A
(1)
n (resp. An) or quantum loop algebra of type An:
KiK
−1
i = K
−1
i Ki = 1, KiKj = KjKi, K0 =
∏
i∈I
K−1i ,
KiEjK
−1
i = q
ai,jEj , KiFjK
−1
i = q
−ai,jFj ,
EiFj − FjEi = δi,j
Ki −K
−1
i
q − q−1
,
1−ai,j∑
p=0
(−1)pE
(p)
i EjE
(1−ai,j−p)
i =
1−ai,j∑
p=0
(−1)pF
(p)
i FjF
(1−ai,j−p)
i = 0 i 6= j,
for i, j ∈ I˜ (resp. i, j ∈ I), where
E
(m)
i :=
1
[m]q!
Emi , F
(m)
i :=
1
[m]q!
Fmi for m ∈ N. (3.1)
Let U+q (resp. U
−
q , U
0
q ) be the C(q)-subalgebra of Uq generated by {Ei}i∈I (resp. {Fi}i∈I , {K
±1
i }i∈I).
Then Uq has the triangular decomposition, that is, the multiplication defines an isomorphism of C(q)-
vector spaces:
U−q ⊗ U
0
q ⊗ U
+
q −˜→Uq, (3.2)
(see [L90a]). It is well known that U˜q (resp. Uq) has a Hopf algebra structure. The comultiplication ∆H ,
counit ǫH , and antipode SH of U˜q (resp. Uq) are given by
∆H(Ei) = Ei ⊗ 1 +Ki ⊗ Ei, ∆H(Fi) = Fi ⊗K
−1
i + 1⊗ Fi, ∆H(Ki) = Ki ⊗Ki, (3.3)
ǫH(Ei) = ǫH(Fi) = 0, ǫH(Ki) = 1, (3.4)
SH(Ei) = −K
−1
i Ei, SH(Fi) = −FiKi, SH(Ki) = K
−1
i , (3.5)
where i ∈ I˜ (resp. I) (see [Ja], §3–§4 and [CP95], §2).
Let Ti be the C(q)-algebra automorphism of U˜q (resp. Uq) introduced by Lusztig in [L93], §37:
Ti(E
(m)
i ) = (−1)
mq−m(m−1)F
(m)
i K
m
i , Ti(F
(m)
i ) = (−1)
mqm(m−1)K−1i E
(m)
i ,
Ti(E
(m)
j ) =
−mai,j∑
p=0
(−1)p−mai,jq−pE
(−mai,j−p)
i E
(m)
j E
(p)
i (i 6= j),
Ti(F
(m)
j ) =
−mai,j∑
p=0
(−1)p−mai,jqpF
(p)
i F
(m)
j F
(−mai,j−p)
i (i 6= j),
Ti(Kj) = KjK
−ai,j
i ,
where i, j ∈ I˜ (resp. i, j ∈ I) and m ∈ N. For w ∈ W˜, let w = si1 · · · sim(i1, · · · , im ∈ I˜ ,m ∈ N) be a
reduced expression of w. Then Tw := Ti1 · · ·Tim is a well-defined automorphism of U˜q, that is, Tw does
not depend on the choice of the reduced expression of w.
It is known that U˜q has another realization which is called the Drinfel’d realization.
3
Definition 3.2 ([D]). Let Dq be an associative C(q)-algebra generated by {X
±
i,r, Hi,s,K
±1
i | i ∈ I, r, s ∈
Z, s 6= 0} with the defining relations
KiK
−1
i = K
−1
i Ki = 1, [Ki,Kj] = [Ki, Hj,s] = [Hi,s, Hj,s′ ] = 0,
KiX
±
j,rK
−1
i = q
±ai,jX±j,r, [Hi,s, X
±
j,r] = ±
[sai,j]q
s
X±j,r+s,
X±i,r+1X
±
j,r′
− q±ai,jX±
j,r′
X±i,r+1 = q
±ai,jX±i,rX
±
j,r′+1
−X±
j,r′+1
X±i,r,
[X+i,r, X
−
j,r′
] = δi,j
Ψ+
i,r+r′
−Ψ−
i,r+r′
q − q−1
,
∑
pi∈Sm
m∑
p=0
(−1)p
[
m
p
]
q
X±i,rpi(1) · · ·X
±
i,rpi(p)
X±
j,r′
X±i,rpi(p+1) · · ·X
±
i,rpi(m)
= 0, (i 6= j),
for r1, · · · , rm ∈ Z, wherem := 1−ai,j, Sm is the symmetric group onm letters, and Ψ
±
i,r are determined
by
∞∑
r=0
Ψ±i,±ru
±r := K±1i exp(±(q − q
−1)
∞∑
s=1
Hi,±su
±s) in Dq[[u]],
and Ψ±i,±r := 0 if r < 0.
Theorem 3.3 ([B]). Dq is isomorphic to U˜q as a C(q)-algebra.
The isomorphism from Dq to U˜q is given in [B]. Here we introduce an isomorphism from U˜q to Dq
introduced in [CP94a], §2.5 (see also [AN], II-C). There exists a C(q)-algebra isomorphism T : U˜q −→ Dq
such that
T (Ei) = X
+
i,0, T (Fi) = X
−
i,0, T (Ki) = Ki,
T (E0) = (−1)
m+1qn+1[X−n,0, · · · [X
−
m+1,0, [X
−
1,0, · · · [X
−
m−1,0, X
−
m,1]q−1 · · · ]q−1
∏
i∈I
K−1i ,
T (F0) = (−1)
m+n[X+n,0, · · · [X
+
m+1,0, [X
+
1,0, · · · [X
+
m−1,0, X
+
m,−1]q−1 · · · ]q−1
∏
i∈I
Ki,
for m, i ∈ I, where [u, v]q±1 := uv − q
±1vu for u, v ∈ U˜q (T is independent of the choice of m). We
identify U˜q with Dq by this isomorphism.
Now, for i ∈ I and r ∈ Z, we define Pi,r ∈ U˜q whereby
∞∑
m=1
Pi,±mu
m := exp(−
∞∑
s=1
qs
[s]q
Hi,su
s), Pi,0 := 1, in U˜q[[u]]. (3.6)
Let U˜±q (resp. U˜
0
q ) be the C(q)-subalgebra of U˜q generated by {X
±
i,r | i ∈ I, r ∈ Z} (resp. {K
±1
i ,Pi,r | i ∈
I, r ∈ Z}). Then U˜q also has the triangular decomposition, that is, the multiplication defines an isomor-
phism of C(q)-vector spaces:
U˜−q ⊗ U˜
0
q ⊗ U˜
+
q −˜→U˜q, (3.7)
(see [CP01], §4, [BCP], and [B]). We define
X± :=
∑
i∈I,r∈Z
C(q)X±i,r, X±(i) :=
∑
j∈(I\{i}),r∈Z
C(q)X±j,r,
where X±(i) := 0 if I = {i}.
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Proposition 3.4 ([C], Proposition 2.2). Let i ∈ I, r ∈ Z, and s ∈ Z×.
(a) Modulo U˜qX− ⊗ U˜q(X+)
2 + U˜qX− ⊗ U˜qX+(i),
∆H(X
+
i,r) = X
+
i,r ⊗ 1 +Ki ⊗X
+
i,r +
r∑
p=1
Ψ+i,p ⊗X
+
i,r−p if r ≥ 0,
∆H(X
+
i,−r) = K
−1
i ⊗X
+
i,−r +X
+
i,−r ⊗ 1 +
r−1∑
p=1
Ψ−i,−p ⊗X
+
i,−r+p if r > 0.
(b) Modulo U˜q(X−)
2 ⊗ U˜qX+ + U˜qX− ⊗ U˜qX+(i),
∆H(X
−
i,r) = X
−
i,r ⊗Ki + 1⊗X
−
i,r +
r−1∑
p=1
X−i,r−p ⊗Ψ
+
i,p if r > 0,
∆H(X
−
i,−r) = X
+
i,−r ⊗K
−1
i + 1⊗X
−
i,−r +
r∑
p=1
X−i,−r+p ⊗Ψ
−
i,−p if r ≥ 0.
(c) Modulo U˜qX− ⊗ U˜qX+,
∆H(Hi,s) = Hi,s ⊗ 1 + 1⊗Hi,s.
3.2 Representation theory of Uq and U˜q
Definition 3.5. Let V be a representation of U˜q (resp. Uq).
(i) Let v ∈ V . If X+i,rv = 0 for all i ∈ I, r ∈ Z (resp. Eiv = 0 for all i ∈ I), we call v a pseudo-primitive
vector (resp. primitive vector) in V .
(ii) For any µ ∈ P , we define
Vµ := {v ∈ V |Kiv = q
〈µ,α∨i 〉v for all i ∈ I}.
If Vµ 6= 0, we call Vµ a weight space of V . For v ∈ Vµ, we call v a weight vector with weight µ and define
wt(v) := µ.
(iii) For any C-algebra homomorphism Λ : U˜0q −→ C(q), we define
VΛ := {v ∈ V |uv = Λ(u)v for all u ∈ U˜
0
q }.
If VΛ 6= 0, we call VΛ a pseudo-weight space of V . For v ∈ VΛ, we call v a pseudo-weight vector with
pseudo-weight Λ and define pwt(v) := Λ.
(iv) Let Λ : U˜0q −→ C be a C-algebra homomorphism and λ be an element in P+. If there exists a
nonzero pseudo-primitive vector vΛ ∈ VΛ (resp. primitive vector vλ ∈ Vλ) such that V = U˜qvΛ (resp.
V = Uqvλ), we call V a pseudo-highest weight representation of U˜q (resp. highest-weight representation
of Uq) with the pseudo-highest weight Λ (resp. highest weight λ) generated by a pseudo-highest weight
vector vΛ (resp. highest-weight vector vΛ).
Let V be a representation of U˜q (resp. Uq). We call V of type 1 if
V =
⊕
µ∈P
Vµ.
In general, finite-dimensional representations of U˜q (resp. Uq) are classified into 2
n types according to
{σ : Q −→ {±1}; group homomorphism}. It is known that for any σ : Q −→ {±1}, the category of
finite-dimensional representations of U˜q (resp. Uq) of type σ is essentially equivalent to the category of
the finite-dimensional representations of U˜q (resp. Uq) of type 1 (see [CP94b], §10–§11).
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For any U˜q-representation (resp. Uq-representation) V, we have
X±i,rVµ ⊂ Vµ±αi , (resp. EiVµ ⊂ Vµ+αi , FiVµ ⊂ Vµ−αi), (3.8)
where i ∈ I, r ∈ Z, and µ ∈ P .
The following theorem is well known (see [Ja]).
Theorem 3.6. For any λ ∈ P+, there exists a unique (up to isomorphism) finite-dimensional irreducible
highest-weight Uq-representation Vq(λ) with the highest weight λ of type 1. Conversely, for any finite-
dimensional irreducible Uq-representation V of type 1, there exists a unique λ ∈ P+ such that V is
isomorphic to Vq(λ) as a representation of Uq.
We define a set of polynomials C(q)0[t] whereby
C(q)0[t] := {π(t) ∈ C(q)[t] | there exist some a1, · · · , ar ∈ C(q) such that π(t) =
r∏
s=1
(1− ast)}.
For any π = (πi(t))i∈I ∈ (C(q)0[t])
n, there exists a unique C(q)-algebra homomorphism Λpi : U˜
0
q −→ C(q)
such that
Λpi(K
±1
i ) = q
±degpii(t),
∞∑
m=1
Λpi(Pi,±m)t
m = π±i (t),
where
π+i (t) := πi(t), π
−
i (t) :=
tdegpii(t)πi(t
−1)
(tdegpii(t)πi(t−1))|t=0
. (3.9)
From [CP97], §3, for i ∈ I, we have
∞∑
m=0
Λpi(Ψ
+
i,m)u
m = qdeg(pii(u))
πi(q
−2u)
πi(u)
=
∞∑
m=0
Λpi(Ψ
−
i,−m)u
−m ∈ U˜q[[u]], (3.10)
in the sense that left- and right-hand terms are the Laurent expansions of the middle term about 0 and
∞, respectively (see also [CP95], Theorem 3.3 and [CP94b], 12.2B).
For any pseudo-highest weight representation of U˜q with the pseudo-highest weight Λpi, we simply call
it a pseudo-highest representation of U˜q with the pseudo-highest weight π.
Theorem 3.7 ([CP97], §2 and [C], §2). For any π ∈ (C(q)0[t])n, there exists a unique (up to iso-
morphism) finite-dimensional irreducible pseudo-highest weight U˜q-representation V˜q(π) with the pseudo-
highest weight π of type 1.
From (3.2), (3.7), and (3.8), for λ ∈ P+ and π = (πi(t))i∈I ∈ (C(q)0[t])n, we have
dimC(q)(Vq(λ)λ) = 1, Vq(λ) =
⊕
ν≤λ
Vq(λ)ν , dimC(q)(V˜q(π)λ(pi)) = 1, V˜q(π) =
⊕
ν≤λ(pi)
V˜q(π)ν , (3.11)
where < is the partial order defined in (2.1) and
λ(π) :=
∑
i∈I
λi(π)Λi :=
∑
i∈I
deg(πi(t))Λi ∈ P+. (3.12)
It is known that for any ω ∈ W and µ ∈ P ,
dimC(q)(Vq(λ)ωµ) = dimC(q)(Vq(λ)µ). (3.13)
Proposition 3.8 ([CP95], Proposition 3.4). Let V (resp. V
′
) be a pseudo-highest weight representations
of U˜q with the pseudo-highest weight π (resp. π
′
) generated by a pseudo-highest weight vector vpi (resp.
v
′
pi′
). Then vpi ⊗ v
′
pi′
is a pseudo-primitive vector with pwt(vpi ⊗ v
′
pi′
) = Λpipi′ .
Corollary 3.9 ([CP95], Corollary 3.5 and [CP94b], Theorem 12.2.6). Let π, π
′
∈ (C(q)0[t])n and let
vpi (resp. v
′
pi′
) be a pseudo-highest weight vector in V˜q(π) (resp. V˜q(π
′
)). V˜q(ππ
′
) is isomorphic to a
quotient of the subrepresentation of V˜q(π)⊗ V˜q(π
′
) generated by vpi ⊗ v
′
pi′
. In particular, if V˜q(π)⊗ V˜q(π
′
)
is irreducible, V˜q(π)⊗ V˜q(π
′
) is isomorphic to V˜q(ππ
′
).
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3.3 The dual and involution representations of U˜q
For any U˜q-representation V , let V
∗ = {g : V −→ C(q); C(q)-linear map} be the dual U˜q-representation
of V . The action of U˜q on V
∗ is defined by
(u.g)(v) := g(SH(u).v), for u ∈ U˜q, g ∈ V
∗, and v ∈ V ,
where SH is as in (3.5).
There exists a C(q)-algebra involution Ω : U˜q −→ U˜q such that
Ω(X±i,r) = −X
∓
i,−r, Ω(Hi,s) = −Hi,−s, Ω(Ψ
±
i,r) = Ψ
∓
i,−r, Ω(K
±1
i ) = K
∓1
i , (3.14)
for i ∈ I, r ∈ Z, and s ∈ Z× (see [CP96], Proposition 1.4(b)). For any U˜q-representation V , let V Ω be
the pull-back of V through Ω. For any finite-dimensional U˜q-representations V and W , we obtain
(V ⊗W )∗ ∼=W ∗ ⊗ V ∗, (V ⊗W )Ω ∼=WΩ ⊗ V Ω as representations of U˜q. (3.15)
Proposition 3.10. Let V be a finite-dimensional representation of U˜q. If V
∗ and V Ω are pseudo-highest
weight representations of U˜q, V is irreducible as a representation of U˜q.
Proof. Let vH be a pseudo-highest weight vector in V
Ω and let λ be the weight of vH . Since V
Ω is a
pseudo-highest weight representation, from (3.7), we have
V Ω = U˜qvH = CvH ⊕ (
⊕
µ<λ
V Ωµ ).
Hence, from the definition of V Ω, we have
V = CvH ⊕ (
⊕
µ>−λ
Vµ).
Let W be a proper U˜q-subrepresentation of V . We shall prove W = 0. Since V is generated by vH as a
representation of U˜q, vH is not included in W . Hence we have
W ⊂ (
⊕
µ>−λ
Vµ). (3.16)
Now we define
W˜ := {g ∈ V ∗ | g|W = 0},
and let gH be an element in V
∗ defined by
gH(vH) := 1, g(
⊕
µ>−λ
Vµ) := 0.
Then, from (3.16), gH is included in W˜ . Moreover the weight of gH is maximam in Uq-representation
V ∗. Then, since V ∗ is a pseudo-highest weight U˜q-representation, gH is a pseudo-highest weight vector
in V ∗. Thus we have
V ∗ = U˜qgH ⊂ W˜ .
Therefore W = 0.
Proposition 3.11 ([CP96], Proposition 5.1 and [C], (2.20), (2.21)). Let π = (πi(t))i∈I ∈ (C(q)0[t])n.
(a) There exists an integer c ∈ Z depending only on sln+1 such that
Vq(π)
∗ ∼= Vq(πn(q
ct), · · · , π1(q
ct)).
(b) There exists a nonzero complex number κ ∈ C× depending only on sln+1 such that
Vq(π)
Ω ∼= Vq(π
−
n (q
2κt), · · · , π−1 (q
2κt)),
where π−i (t) is as in (3.9).
7
3.4 The extremal vectors in U˜q
In this subsection, we introduce the extremal vectors in V˜q(π) (see [C], §4 and [AK]). For w ∈ W , let
w = si1si2 · · · sik be a reduced expression of w. For λ =
∑
i∈I λiΛi ∈ P+, we define
mλij := 〈sij+1sij+2 · · · sikλ, α
∨
ij 〉,
where mλik := λik . Then we have m
λ
ij
≥ 0 for all 1 ≤ j ≤ k.
Definition 3.12. For π = (πi(t))i∈I ∈ (C(q)0[t])n, let vpi be a pseudo-highest weight vector in V˜q(π) and
let λ(π) be as in (3.12). For w ∈ W , let w = si1si2 · · · sik be a reduced expression of w. For 1 ≤ j ≤ k,
we define
vpi(sijsij+1 · · · sik) := F
(m
λ(pi)
ij
)
ij
F
(m
λ(pi)
ij+1
)
ij+1
· · ·F
(m
λ(pi)
ik
)
ik
vpi,
which is called a extremal vector in V˜q(π).
We have
X+ij ,rvpi(sij+1sij+2 · · · sik) = 0, (3.17)
for any 1 ≤ j ≤ k and r ∈ Z. For i, j ∈ I such that i ≤ j, we define
ωi,j := (sisi+1 · · · sj)(s1s2 · · · sj−1)(s1s2 · · · sj−2) · · · (s1s2)s1. (3.18)
Then ω1,n is the longest element in W . For any λ =
∑
i∈I λiΛi ∈ P+, we have
〈ωi,jλ, α
∨
i−1〉 = λj−i+2 + λj−i+3 + · · ·+ λj , if i 6= 1, (3.19)
〈ω1,jλ, α
∨
j+1〉 = λ1 + λ2 + · · ·+ λj+1. (3.20)
Hence we obtain
vpi(si−1ωi,j) = F
(λj−i+2(pi)+···+λj(pi))
i−1 vpi(ωi,j), if i 6= 1, (3.21)
vpi(sj+1ω1,j) = F
(λ1(pi)+···+λj+1(pi))
j+1 vpi(ω1,j). (3.22)
Proposition 3.13 ([C], Proposition 4.1 and Proposition 6.3 (i)). For π ∈ (C(q)0[t])n, let vpi be a pseudo-
highest vector in V˜q(π). For i, j ∈ I such that i ≤ j, we have
Hi−1,1vpi(ωi,j) =
j∑
k=j−i+2
q2j−i−k+1Λpi(Hk,1)vpi(ωi,j) (i 6= 1),
Hj+1,1vpi(ω1,j) =
j+1∑
k=1
qj+1−kΛpi(Hk,1)vpi(ω1,j).
4 The fundamental representations: the generic case
4.1 The fundamental representations of Uq
For λ ∈ P+, we call λ minimal weight if µ ∈ P+, µ ≤ λ implies that µ = λ. Moreover, we call a nonzero
minimal weight a minuscule weight (see [Ja], §5A.1).
Proposition 4.1 ([H], §13, Exercises 13). Let λ ∈ P+.
(a) λ is minimal weight if and only if 〈λ, α∨〉 ∈ {0,±1} for all α ∈ ∆.
(b) For ξ ∈ I, Λξ is a minuscule weight. Conversely, if λ is a minuscule weight, there exists an index
ξ ∈ I such that λ = Λξ.
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For ξ ∈ I, we call Vq(Λξ) a fundamental representation of Uq. We can construct these representations
as follows. Let Wq(Λξ) be a #(WΛξ)-dimensional C(q)-vector space and let {zµ |µ ∈ WΛξ} be a C(q)-
basis of Wq(Λξ).
Proposition 4.2 ([Ja], §5A.1). (a) We can define a Uq-representation structure on Wq(Λξ) by the
following formula:
K±1i zµ = q
±(µ,αi)zµ, (4.1)
Eizµ =
{
zµ+αi , 〈µ, α
∨
i 〉 = −1,
0, otherwise,
(4.2)
Fizµ =
{
zµ−αi , 〈µ, α
∨
i 〉 = 1,
0, otherwise,
(4.3)
for any i ∈ I and µ ∈ WΛξ.
(b) Wq(Λξ) is isomorphic to Vq(Λξ) as a representation of Uq.
We identify Wq(Λξ) with Vq(Λξ). Obviously, zΛξ is a highest-weight vector in Wq(Λξ). From (3.11)
and (3.13), for any µ ∈ WΛξ, we have
dimC(q)(Vq(Λξ)µ) = 1. (4.4)
4.2 Another realization of the fundamental representations of Uq
We define Î := I ⊔ {n+ 1} = {1, 2, · · · , n+ 1}. For ξ ∈ I, we define
Jξ := {J = {j1, j2, · · · , jξ} ⊂ Î | j1 < j2 < · · · < jξ}.
Let Lq(Λξ) be a #(Jξ)-dimensional C(q)-vector space. We regard Jξ as a C(q)-basis of Lq(Λξ).
Proposition 4.3 ([DO], §2.2 and [AK], B.1). (a) For ξ ∈ I, we can define a Uq-representation structure
on Lq(Λξ) by the following formula: For i ∈ I and J ∈ Jξ,
EiJ =
{
(J\{i+ 1}) ⊔ {i}, if i+ 1 ∈ J and i 6∈ J,
0, otherwise,
(4.5)
FiJ =
{
(J\{i}) ⊔ {i+ 1}, if i ∈ J and i+ 1 6∈ J,
0, otherwise,
(4.6)
KiJ = q
δ(i∈J)−δ(i+1∈J)J, (4.7)
where, for a statement θ,
δ(θ) :=
{
1, if θ is true,
0, if θ is false.
(4.8)
(b) Lq(Λξ) is isomorphic to Vq(Λξ) as a representation of Uq.
For ξ ∈ I, we define
J
ξ
H := {1, 2, · · · , ξ}. (4.9)
Obviously, JξH is a highest-weight vector in Lq(Λξ).
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4.3 The evaluation representations of U˜q
In this subsection, we introduce the evaluation representations of U˜q to consider the fundamental repre-
sentations of U˜q in the next subsection.
Definition 4.4. The extended quantum algebra U
′
q := U
′
q(sln+1) is an associative C(q)-algebra generated
by {Ei, Fi,K
′
µ | i ∈ I, µ ∈ P} with the defining relations
K
′
µK
′
ν = K
′
µ+ν , K
′
0 = 1, K
′
µEjK
′
−µ = q
〈µ,α∨i 〉Ej , K
′
µFjK
′
−µ = q
−〈µ,α∨i 〉Fj ,
EiFj − FjEi = δi,j
K
′
αi −K
′
−αi
q − q−1
,
1−ai,j∑
r=0
(−1)rE
(r)
i EjE
(1−ai,j−r)
i =
1−ai,j∑
r=0
(−1)rF
(r)
i FjF
(1−ai,j−r)
i = 0 i 6= j,
for i, j ∈ I, µ, ν ∈ P .
Remark 4.5. Let V be a representation of Uq. For i ∈ I and µ =
∑
k∈I µkΛk ∈ P , we define
ci,µ :=
1
n+ 1
{(n− i+ 1)
i∑
k=1
kµk + i
n∑
k=i+1
(n− k + 1)µk},
(see (2.1)). We can regard V as a representation of U
′
q by using the following formula: for v ∈ Vµ,
K
′
Λiv := q
ci,µv.
Now, for X ∈ {E,F}, we define
X+θ := [Xn, [Xn−1, · · · , [X2, X1]q−1 · · · ]q−1 , X
−
θ := [X1, [X2, · · · , [Xn−1, Xn]q−1 · · · ]q−1 ,
where [u, v]q±1 = uv − q
±1vu for any u, v ∈ U
′
q.
Proposition 4.6 ([Ji], §2 and [CP94a], Proposition 3.4). For any a ∈ C(q)×, there exist C(q)-algebra
homomorphisms ev+a , ev
−
a : U˜q −→ U
′
q such that
ev±
a
(Ei) = Ei, ev
±
a
(Fi) = Fi, ev
±
a
(Ki) = K
′
αi , for i ∈ I,
ev±a (E0) = aK
′
±(Λ1−Λn)
F±θ , ev
±
a (F0) = (−q)
n−1a−1K
′
∓(Λ1−Λn)
E±θ .
From Remark 4.5 and Proposition 4.6, we can regard any representation of Uq as a representation of
U˜q.
Definition 4.7. For λ ∈ P+ and a ∈ C(q)×, we set
a+λ := aq
−c1,λ+cn,λ+n, a−λ := (−1)
n+1aqc1,λ−cn,λ+2n+1.
We regard Vq(λ) as a representation of U˜q by using ev
±
a
±
λ
and denote them by Vq(λ)
±
a
which are called
evaluation representations of Vq(λ).
For i ∈ I, λ ∈ P+, and a ∈ C(q)
×, we define πa,λi = (π
a,λ
i,j (t))j∈I ∈ (C(q)0[t])
n whereby
π
a,λ
i,j (t) :=
{∏λ
k=1(1 − aq
λ−2k+1t), if j = i,
1, if j 6= i,
(4.10)
where
∏λ
k=1(1 − aq
λ−2k+1t) := 1 if λ = 0. For π = (πi(t))i∈I , π
′
= (π
′
i(t))i∈I ∈ (C(q)0[t])
n, we define
ππ
′
:= (πi(t)π
′
i(t))i∈I . For i ∈ I and λ =
∑
i∈I λiΛi ∈ P+, we define
λ[i] := −
i−1∑
k=1
λk +
n∑
k=i+1
λk − i. (4.11)
The following theorem was proved by Chari and Pressley in [CP94a] (see also [AN], IV).
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Theorem 4.8 ([CP94a]). For λ =
∑
i∈I λiΛi ∈ P+ and a ∈ C(q)
×, as representations of U˜q,
Vq(λ)
±
a
∼= V˜q(
∏
i∈I
π
aq±λ[i],λi
i ).
In particular, we have
Hi,1vλ = aq
±λ[i]−1[λi]qvλ, (4.12)
where vλ is a highest-weight vector in Vq(λ).
4.4 The fundamental representations of U˜q
For ξ ∈ I and a ∈ C(q)×, we set πaξ := π
a,1
ξ . Hence π
a
ξ = (π
a
ξ,j(t))j∈I is an element in (C(q)0[t])
n such
that
πaξ,j(t) =
{
1− at, if j = ξ,
1, if j 6= ξ.
(4.13)
We call V˜q(π
a
ξ ) a fundamental representation of U˜q.
For λ ∈ P+ and a ∈ C(q)×, let Vq(λ)±a be as in Definition 4.7. For ξ ∈ I, we set
Vq(Λξ)a := Vq(Λξ)
+
aqξ
. (4.14)
From Theorem 4.8, we have
Vq(Λξ)a = Vq(Λξ)
+
aqξ
∼= Vq(Λξ)
−
aq−ξ
∼= V˜q(π
a
ξ ) as representations of U˜q. (4.15)
So we can regard Vq(Λξ)a as the fundamental representation of U˜q. From Proposition 3.11, we obtain
the following proposition.
Proposition 4.9. Let ξ ∈ I and a ∈ C(q)×.
(a) There exists an integer c ∈ Z depending only on sln+1 such that Vq(Λξ)∗a is isomorphic to
Vq(Λn−ξ+1)qca as a representation of U˜q.
(b) There exists a nonzero complex number κ ∈ C× depending only on sln+1 such that Vq(Λξ)Ωa is
isomorphic to Vq(Λn−ξ+1)q2κa−1 as a representation of U˜q. In particular, zω1,nΛξ is a pseudo-highest
weight vector in Vq(Λξ)
Ω
a
.
From (4.12), for i ∈ I, we have
Hi,1zΛξ = Λpiaξ (Hi,1)zΛξ = aq
−1δi,ξzΛξ in Vq(Λξ)a. (4.16)
Proposition 4.10. Let ξ ∈ I and a ∈ C(q)×. For i, j ∈ I such that i ≤ j, let ωi,j be as in (3.18) and let
zΛξ(ωi,j) be the extremal vector in Vq(Λξ)a.
(a) We have zΛξ(ωi,j) = zωi,jΛξ .
(b) We have
Hi−1,1zΛξ(ωi,j) = aq
2j−i−ξδ(j − i+ 2 ≤ ξ ≤ j)zΛξ(ωi,j), if i 6= 1,
Hj+1,1zΛξ(ω1,j) = aq
j−ξδ(ξ ≤ j + 1)zΛξ(ω1,j).
Proof. (b) follows from Proposition 3.13 and (4.16). So we shall prove (a). We obtain
zΛξ(ω1,1) = F
δξ,1
1 zΛξ = δξ,1zΛξ−α1 + (1− δξ,1)zΛξ = δξ,1zs1Λξ + (1− δξ,1)zs1Λξ = zω1,1Λξ .
Now we assume zΛξ(ωi,j) = zωi,jΛξ . From (3.21), if i 6= 1, we obtain
zΛξ(ωi−1,j) = F
δ(j−i+2≤ξ≤j)
i−1 zΛξ(ωi,j) = F
δ(j−i+2≤ξ≤j)
i−1 zωi,jΛξ .
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Thus, from (3.19) and (4.3), we have
zΛξ(ωi−1,j) = δ(j − i+ 2 ≤ ξ ≤ j)zωi,jΛξ−αi−1 + (1 − δ(j − i+ 2 ≤ ξ ≤ j))zωi,jΛξ
= zsi−1ωi,jΛξ = zωi−1,jΛξ .
Similarly, if i = 1, by using (3.20) and (3.22), we obtain zΛξ(ω1,j) = zω1,jΛξ .
Let Lq(Λξ) and J
ξ
H be as in §4.2. From Proposition 4.3, Proposition 4.6, and Definition 4.7, we have
E0J
ξ
H = aq
n+1(−1)ξ−1{2, 3, · · · , ξ, n+ 1} in Lq(Λξ)a (∼= Vq(Λξ)a). (4.17)
Moreover, for J ∈ Jξ, we have
E0J = aq
n−1(−1)ξ((J\{1}) ⊔ {n+ 1}),
F0J = a
−1q−n+1(−1)ξ((J\{n+ 1}) ⊔ {1}),
(see [DO] and [AK]).
Proposition 4.11. For i, j ∈ I such that i ≤ j, let JξH(ωi,j) be the extremal vector in Lq(Λξ)a. We have
J
ξ
H(ωi,j) =

J
ξ
H , if j < ξ,
{j + 2− ξ, j + 3− ξ, · · · , j + 1}, if ξ ≤ j and i ≤ j + 1− ξ,
{j + 1− ξ, · · · , i− 1, i+ 1, · · · , j + 1}, if ξ ≤ j and j + 1− ξ < i.
Proof. This proposition follows from Proposition 4.3 and the definition of the extremal vectors in
§3.4.
From Lemma 4.2 in [C], we obtain the following lemma.
Lemma 4.12. Let ξ ∈ I, a ∈ C(q)×, and π ∈ (C(q)0[t])
n. Let V be a pseudo-highest weight representation
of U˜q with the pseudo-highest weight π generated by a pseudo-highest weight vector vpi. If zω1,nΛξ ⊗ vpi ∈
U˜q(zΛξ ⊗ vpi), then Vq(Λξ)a ⊗ V is a pseudo-highest weight representation of U˜q with the pseudo-highest
weight πaξπ generated by a pseudo-highest weight vector zΛξ ⊗ vpi.
Proof. From Lemma 3.8, it is enough to prove that
Vq(Λξ)a ⊗ V = U˜q(zΛξ ⊗ vpi).
Moreover, from the assumption of this Lemma, it is enough to prove that
Vq(Λξ)a ⊗ V ⊂ U˜q(zω1,nΛξ ⊗ vpi).
Since vpi is a pseudo-highest weight vector, for any i1, i2, · · · , ir ∈ I, we have
Ei1Ei2 · · ·Eir (zω1,nΛξ ⊗ vpi) = (Ei1Ei2 · · ·Eirzω1,nΛξ)⊗ vpi in Vq(Λξ)a ⊗ V
= (Fi1Fi2 · · ·Firzω1,nΛξ)⊗ vpi in Vq(Λξ)
Ω
a ⊗ V.
Hence, from Proposition 4.9 (b), we obtain
U˜q(zω1,nΛξ ⊗ vpi) ⊃ (U
−
q zω1,nΛξ)⊗ vpi = Vq(Λξ)a ⊗ vpi.
Let Yj1 , Yj2 , · · · , Yjs ∈ {Ei, Fi | i ∈ I˜}. We assume Vq(Λξ)a⊗ (Yj1 · · ·Yjsvpi) ⊂ U˜q(zω1,nΛξ ⊗ vpi). Then, for
any µ ∈ WΛξ, we have
q(µ,αi)(zµ ⊗ Ei(Yj1 · · ·Yjsvpi)) = Ei(zµ ⊗ (Yj1 · · ·Yjsvpi))− (Eizµ)⊗ (Yj1 · · ·Yjsvpi) ∈ U˜q(zω1,nΛξ ⊗ vpi),
zµ ⊗ Fi(Yj1 · · ·Yjsvpi) = Fi(zµ ⊗ (Yj1 · · ·Yjsvpi))− q
−(µ,αi)(Fizµ)⊗ (Yj1 · · ·Yjsvpi) ∈ U˜q(zω1,nΛξ ⊗ vpi).
Therefore we obtain
U˜q(zω1,nΛξ ⊗ vpi) ⊃ Vq(Λξ)a ⊗ U˜qvpi = Vq(Λξ)a ⊗ V.
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4.5 The fundamental representations of Uq(s˜l2)
We denote the generatorsX±1,r, H1,s,K
±1
1 in Uq(s˜l2) (resp. E1, F1,K
±1
1 in Uq(sl2)) byX
±
r , Hs, K
±1 (resp.
E, F , K±1) and the fundamental weight Λ1 by Λ. For a ∈ C(q)×, we denote the Uq(s˜l2)-representation
V˜q(π
a
1 ) (resp. the Uq(sl2)-representation Vq(Λ)) by V˜q(π
a) (resp. Vq(1)). Then Vq(1)a (∼= V˜q(πa)) has the
following realization:
Vq(1)a = C(q)zΛ ⊕ C(q)z−Λ, X
−
r zΛ = a
rz−Λ, X
+
r z−Λ = a
rzΛ, X
+
r zΛ = X
−
r z−Λ = 0, (4.18)
for any r ∈ Z. Moreover, for m ∈ N, we have
Ψ+mzΛ = a
m(q − q−1)zΛ, Ψ
+
0 zΛ = KzΛ = qzΛ. (4.19)
5 Tensor product of the fundamental representations for the
quantum loop algebras: the generic case
5.1 Irreducibility: the U˜q case
In this subsection, we review the results and proofs in [C] that will be needed later.
For i ∈ I, let U˜
(i)
q (resp. U
(i)
q ) be the C(q)-subalgebra of U˜q (resp. Uq) generated by {X
±
i,r, Hi,s,K
±1
i | r ∈
Z, s ∈ Z×} (resp. {Ei, Fi,K
±1
i }). There exist C(q)-algebra homomorphisms ι˜ : Uq(s˜l2) −→ U˜
(i)
q and
ι : Uq(sl2) −→ U
(i)
q such that
ι˜(X±r ) = X
±
i,r, ι˜(Hs) = Hi,s, ι˜(K
±1) = K±1i ,
ι(E) = Ei, ι(F ) = Fi, ι(K
±1) = K±1i ,
for any i ∈ I, r ∈ Z, and s ∈ Z×. Hence, for any U˜
(i)
q -representation (resp. U
(i)
q -representation) V , we
can regard V as a Uq(s˜l2)-representation (resp. Uq(sl2)-representation).
Lemma 5.1. Let ξ ∈ I and a ∈ C(q)×. For any i, j ∈ I such that i ≤ j, as representations of Uq(s˜l2),
U˜ (i−1)q zωi,jΛξ
∼=
{
Vq(1)aq2j−ξ−i+1 , if j − i+ 2 ≤ ξ ≤ j,
Vq(0)a, otherwise,
if i 6= 1,
U˜ (j+1)q zω1,jΛξ
∼=
{
Vq(1)aqj−ξ+1 , if 1 ≤ ξ ≤ j + 1,
Vq(0)a, otherwise.
Proof. We assume i 6= 1. We can prove the case of i = 1 similarly. We set µ := ωi,jΛξ. From (3.17),
for any r ∈ Z, X+i−1,rzµ = 0. Hence we have
U˜ (i−1)q zµ ⊂ (
∑
r1,··· ,rm∈Z,m∈N
C(q)X−i−1,r1 · · ·X
−
i−1,rm
zµ)⊕ C(q)zµ
⊂
⊕
m∈N
(Vq(Λξ)µ−mαi−1 )⊕ C(q)zµ.
Since Λξ is a minuscule weight (see §4.1), for any ν ∈ WΛξ, we have |〈ν, α
∨
i−1〉| ≤ 1. Thus we obtain
|〈µ−mαi−1, α
∨
i−1〉| = |〈µ, α
∨
i−1〉 − 2m| ≥ 2m− 1 for m ∈ N.
So if m ≥ 2, Vq(Λξ)µ−mαi = 0. Hence we obtain
U˜ (i−1)q zµ ⊂ Vq(Λξ)µ−αi−1 ⊕ C(q)zµ.
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Since dimC(q)(Vq(Λξ)µ−αi−1) ≤ 1 from (4.4), we have dimC(q)(U˜
(i−1)
q zµ) ≤ 2. So U˜
(i−1)
q zµ ∼= Vq(0)a or
there exists an element b ∈ C(q)× such that U˜
(i−1)
q zµ ∼= Vq(1)b as representations of Uq(s˜l2). From
(3.19), we have
〈µ, α∨i−1〉 = 〈ωi,jΛξ, α
∨
i−1〉 = δ(j − i+ 2 ≤ ξ ≤ j).
Therefore, from (4.3), we obtain
U˜ (i−1)q zµ
∼=
{
Vq(1)b, if j − i+ 2 ≤ ξ ≤ j,
Vq(0)a, otherwise.
We assume j − i+ 2 ≤ ξ ≤ j. From (4.16), we have
Hi−1,1zµ = bq
−1zµ in Vq(1)b.
On the other hand, from Proposition 4.10 (b), we have
Hi−1,1zµ = aq
2j−i−ξzµ in Vq(Λξ)a.
Therefore we obtain b = aq2j−i−ξ+1 .
Let m ∈ N (m ≥ 2) and a = (a1, · · · , am) ∈ (C(q)×)m. For 1 ≤ r, s ≤ m, we define
Aqr,s(a) := q
m−sars +
r−1∑
k=1
ar−ks d
q
k,s(a), A
q(a) := (Aqr,s(a))
m
r,s=1, (5.1)
where, around u = 0,
∞∑
k=0
d
q
k,s(a)u
k := qm
(1− q−2as+1u) · · · (1− q−2amu)
(1− as+1u) · · · (1− amu)
in C(q)[[u]], (5.2)
(see (3.10)) and dqk,m(a) := 0 for any k ∈ Z+. So we have
∞∑
k=0
d
q
k,s(a)u
k =
m∏
p=s+1
{q + (q − q−1)(apu+ a
2
pu
2 + a3pu
3 + · · · )}
From the proof of Lemma 4.10 in [CP91], we obtain the following lemma.
Lemma 5.2 ([CP91], §4.10).
det(Aq(a)) = (
m∏
k=1
ak)(
∏
1≤s<t≤m
(q−1at − qas)). (5.3)
The following theorem is the special case of Theorem 4.4 in [C].
Theorem 5.3 ([C], Theorem 4.4). Let m ∈ N, ξ1, · · · , ξm ∈ I, and a1, · · · , am ∈ C×. We assume that
for any 1 ≤ k < k
′
≤ m and max(ξk, ξk′ ) ≤ t ≤ min(ξk + ξk′ − 1, n),
ak′
ak
6= q2t−ξk−ξk′+2.
Then Vq(Λξ1)a1⊗· · ·⊗Vq(Λξm)am is a pseudo-highest weight representation of U˜q with the pseudo-highest
weight πa1ξ1 · · ·π
am
ξm
generated by a pseudo-highest weight vector zΛξ1 ⊗ · · · ⊗ zΛξm .
14
Proof. We prove this theorem by using the method in [C] and [CP91]. From Proposition 3.8, it is
enough to prove that
Vq(Λξ1)a1 ⊗ · · · ⊗ Vq(Λξm)am = U˜q(zΛξ1 ⊗ · · · ⊗ zΛξm ).
We shall prove this claim by the induction on m. If m = 1, we have nothing to prove. So we assume
m > 1 and the case of (m− 1) holds. We set
V
′
:= Vq(Λξ2)a2 ⊗ · · · ⊗ Vq(Λξm)am , z
′
:= (zΛξ2 ⊗ · · · ⊗ zΛξm ).
From Proposition 3.8 and the assumption of the induction on m, V
′
is a pseudo-highest weight represen-
tation of U˜q with the pseudo-highest weight π
a2
ξ2
· · ·πamξm generated by a pseudo-highest weight vector z
′
.
Hence, from Lemma 4.12, it is enough to prove that
zω1,nΛξ1 ⊗ z
′
∈ U˜q(zΛξ1 ⊗ z
′
).
We shall prove that
zωi,jΛξ1 ⊗ z
′
∈ U˜q(zΛξ1 ⊗ z
′
), (5.4)
for any i, j ∈ I such that i ≤ j. We set zω1,0Λξ1 := zΛξ1 . We define a total order in I
≤ := {(i, j) | 1 ≤ i ≤
j ≤ n} ⊔ {(1, 0)} whereby
(i− 1, j) > (i, j), and (j + 1, j + 1) > (1, j), (5.5)
for 2 ≤ i ≤ n and 0 ≤ j ≤ n. We shall prove (5.4) by the induction on (i, j). If (i, j) = (1, 0), we have
nothing to prove. So we assume (i, j) 6= (1, 0) and the case of (i, j) holds. We also assume i 6= 1. We
can prove the case of i = 1 similarly. From (3.19), we have 〈ωi,j , α∨i−1〉 = δ(j − i + 2 ≤ ξ ≤ j). So if
ξ1 < j − i+ 2 or ξ1 > j, then ωi−1,j = si−1ωi,j = ωi,j . Hence
zωi−1,jΛξ1 ⊗ z
′
= zωi,jΛξ1 ⊗ z
′
∈ U˜q(zΛξ1 ⊗ z
′
),
by the induction on (i, j). So we assume j − i+ 2 ≤ ξ1 ≤ j.
Case 1) In the case of ξ2 = · · · = ξm = i− 1: From Proposition 3.4 (b), for r ∈ Z, we have
∆H(X
−
i−1,r)(zωi,jΛξ1 ⊗ z
′
)− zωi,jΛξ1 ⊗ (∆H(X
−
i−1,r)z
′
)
= (∆H(X
−
i−1,r−k)zωi,jΛξ1 )⊗ (∆H(Ki−1)z
′
) +
r−1∑
k=1
(X−i−1,r−kzωi,jΛξ1 )⊗ (∆H(Ψ
+
i−1,k)z
′
). (5.6)
We have
∆H(Ki−1)z
′
= qm−1z
′
. (5.7)
We set
a˜1 := a1q
2j−ξ1−i+1, a˜2 := a2, · · · , a˜m := am, a˜ := (a˜1, · · · , a˜m).
From Lemma 5.1, U˜
(i)
q zωi,jΛξ1
∼= Vq(1)ea1 as representations of Uq(s˜l2) and zωi,jΛξ1 is a pseudo-highest
weight vector in U˜
(i)
q zωi,jΛξ1 . Hence, from (4.18), we have
∆H(X
−
i−1,r)zωi,jΛξ1 = a˜
r
1Fi−1zωi,jΛξ1 = a˜
r
1zωi−1,jΛξ1 . (5.8)
From (3.10), for 1 ≤ k ≤ r − 1, we obtain
∆H(Ψi−1,k)z
′
= dqk,1(a˜)z
′
, (5.9)
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where dqk,1(a˜) be as in (5.2). From (5.6)–(5.9), we obtain
∆H(X
−
i−1,r)(zωi,jΛξ1 ⊗ z
′
)− zωi,jΛξ1 ⊗ (∆H(X
−
i−1,r)z
′
)
= (qm−1a˜r1 +
r−1∑
k=1
a˜r−k1 d
q
k,1(a˜))(zωi−1,jΛξ1 ⊗ z
′
) = Aqr,1(a˜)(zωi−1,jΛξ1 ⊗ z
′
).
By repeating this procedure m-times, we obtain
∆H(X
−
i−1,r)(zωi,jΛξ1 ⊗ z
′
)
= Aqr,1(a˜)(zωi−1,jΛξ1 ⊗ z
′
) +
m∑
s=2
Aqr,s(a˜)(zωi,jΛξ1 ⊗ zΛξ2 ⊗ · · · ⊗ (Fi−1zΛξs )⊗ · · · ⊗ zΛξm ).
Since ∆H(X
−
i−1,r)(zωi,jΛξ1 ⊗ z
′
) ∈ U˜q(zΛξ1 ⊗ z
′
) from the assumption of the induction on (i, j), we obtain
det(Aq(a˜))(zωi−1,jΛξ1 ⊗ z
′
) ∈ U˜q(zΛξ1 ⊗ z
′
),
where Aq(a˜) = (Aqr,s(a˜)))
m
r,s=1 be as in (5.1). Hence, from Lemma 5.2 and the assumption of Case 1, we
have
(
m∏
k=2
(ak − a1q
2j−ξ1−ξk+2))(
∏
2≤k<k′≤m
(ak′ − akq
2))(zωi−1,jΛξ1 ⊗ z
′
) ∈ U˜q(zΛξ1 ⊗ z
′
). (5.10)
From the assumption of this theorem, for any 1 ≤ k ≤ m, we have
ak − a1q
2j−ξ1−ξk+2 6= 0. (5.11)
Moreover, if ξk = ξk′ , we have max(ξk, ξk′ ) ≤ ξk = ξ
′
k ≤ min(ξk + ξk′ − 1, n). Thus, from the assumption
of this theorem and Case 1, we have
ak′ − akq
2 6= 0. (5.12)
for any 2 ≤ k < k
′
≤ m. Therefore, from (5.10)–(5.12), we obtain
zωi−1,jΛξ1 ⊗ z
′
∈ U˜q(zΛξ1 ⊗ z
′
).
Case 2) There exists an integer m
′
(2 ≤ m
′
≤ m) such that ξm′ 6= i− 1: We set
M := {2 ≤ m
′
≤ m | ξm′ = i− 1}. (5.13)
If M = ∅, then Fi−1z
′
= 0. Hence we obtain
U˜q(zΛξ1 ⊗ z
′
) ∋ Fi−1(zωi,jΛξ1 ⊗ z
′
) = q−1(zωi−1,jΛξ1 ⊗ z
′
).
We assume M 6= ∅. For m
′
∈ {1, 2, · · · ,m} such that ξm′ 6= i− 1, we have
∆H(X
−
i−1,r)(zξm′ ⊗ zξm′+1 ⊗ · · · ⊗ zξm) = zξm′ ⊗∆H(X
−
i−1,r)(zξm′+1 ⊗ · · · ⊗ zξm),
(see (5.6)). Hence, in a similar way to the proof of Case 1, we obtain
(
∏
k∈M
(ak − a1q
2j−ξ1−ξk+2))(
∏
k,k′∈M,k<k′
(ak′ − akq
2))(zωi−1,jΛξ1 ⊗ z
′
) ∈ U˜q(zΛξ1 ⊗ z
′
).
Therefore, from the assumption of this theorem, we obtain
zωi−1,jΛξ1 ⊗ z
′
∈ U˜q(zΛξ1 ⊗ z
′
).
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Remark 5.4. Since the comultiplication ∆H in this paper is slightly different from the one in [CP91],
det(Aq(a)) is different from the one in the proof of Lemma 4.10 in [CP91].
Corollary 5.5. Let m ∈ N, ξ1, · · · , ξm ∈ I, and a1, · · · , am ∈ C(q)×. We assume that for any 1 ≤ k 6=
k
′
≤ m and max(ξk, ξk′ ) ≤ t ≤ min(ξk + ξk′ − 1, n),
ak′
ak
6= q±(2t−ξk−ξk′+2).
Then Vq(Λξ1)a1 ⊗ · · · ⊗ Vq(Λξm)am is an irreducible representation of U˜q.
Proof. We set V := Vq(Λξ1)a1 ⊗ · · · ⊗ Vq(Λξm)am . It is enough to prove that V
Ω is irreducible. Since
(V Ω)Ω ∼= V , from Theorem 5.3, (V Ω)Ω is a pseudo-highest representation of U˜q. Hence, from Proposition
3.10, it is enough to prove that (V Ω)∗ is a pseudo-highest representation of U˜q. From Proposition 4.9 (b)
and (3.15), there exists a nonzero complex number κ ∈ C× such that
V Ω ∼= Vq(Λξm)q2κa−1m ⊗ · · · ⊗ Vq(Λξ1)q2κa−11
.
Thus, From Proposition 4.9 (a), there exists an integer c ∈ Z such that
(V Ω)∗ ∼= Vq(Λξ1)qc+2κa−11
⊗ · · · ⊗ Vq(Λξm)qc+2κa−1m .
From the assumption of this corollary, for 1 ≤ k < k
′
≤ m, we have
qc+2κa−1
k′
qc+2κa−1k
=
ak
ak′
6= q2t−ξk−ξk′+2.
Therefore, from Theorem 5.3, (V Ω)∗ is a pseudo-highest representation of U˜q.
5.2 The R-matrices of the fundamental representations of U˜q
In this subsection, we regard Vq(Λξ) as Lq(Λξ) for ξ ∈ I (see §4.2). We review the R-matrices of the
fundamental representations of U˜q introduced in [DO].
For ξ, ζ ∈ I, as representations of Uq,
Vq(Λξ)⊗ Vq(Λζ) ∼=
min(ξ,ζ)⊕
k=max(0,ξ+ζ−n−1)
Vq(Λξ+ζ−k + Λk). (5.14)
For k ∈ I such that max(0, ξ + ζ − n− 1) ≤ k ≤ min(ξ, ζ), we define
w
(ξ,ζ)
k :=
∑
J⊂(J(ξ+ζ−k)\J(k)),#(J)=ξ−k
(−q)
P
j∈J j−
(ξ+k+1)(ξ−k)
2 (J (k) ⊔ J)⊗ (J (ξ+ζ−k)\J), (5.15)
where J (i) := {1, 2, · · · , i} (i ∈ Î) and J (0) := ∅.
Let L
(ξ,ζ)
k be the Uq-subrepresentation of Vq(Λξ)⊗ Vq(Λζ) such that L
(ξ,ζ)
k
∼= Vq(Λξ+ζ−k +Λk). Then
w
(ξ,ζ)
k is a highest-weight vector in L
(ξ,ζ)
k . For k ∈ I such that max(0, ξ + ζ − n − 1) ≤ k ≤ min(ξ, ζ),
there exists a Uq-homomorphism P k : Vq(Λξ)⊗ Vq(Λζ) −→ Vq(Λζ)⊗ Vq(Λξ) such that
P k(w
(ξ,ζ)
k′
) = δk,k′w
(ζ,ξ)
k . (5.16)
For a,b ∈ C(q)×, we define a C(q)-linear map Rξ,ζ(a,b) : Vq(Λξ)a ⊗ Vq(Λζ)b −→ Vq(Λζ)b ⊗ Vq(Λξ)a
whereby
Rξ,ζ(a,b) :=
min(ξ,ζ)∑
k=max(0,ξ+ζ−n−1)
ρkP k, (5.17)
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where
ρk−1
ρk
:=
b− qξ+ζ−2k+2a
a− qξ+ζ−2k+2b
, ρmin(ξ,ζ) := 1.
We call Rξ,ζ(a,b) a R-matrix of Vq(Λξ)a ⊗ Vq(Λζ)b. From [DO], §2.3 (and (4.17) in this paper), we
obtain the following theorem.
Theorem 5.6 ([DO], §2.3). Rξ,ζ(a,b) is a U˜q-homomorphism.
We have
ρk =
min(ξ,ζ)∏
p=k+1
b− qξ+ζ−2k+2a
a− qξ+ζ−2k+2b
=
min(ξ,ζ)−k∏
p=1
b− q2p+|ξ−ζ|a
a− q2p+|ξ−ζ|b
, (p 7→ min(ξ, ζ) + 1− p),
Rξ,ζ(a,b) =
min(ξ,ζ,n+1−ξ,n+1−ζ)∑
k=0
ρmin(ξ,ζ)−kPmin(ξ,ζ)−k, (k 7→ min(ξ, ζ) − k).
We set
Rξ,ζ(a,b) := (
min(ξ,ζ)∏
p=1
(a− q2p+|ξ−ζ|b))Rξ,ζ(a,b), (5.18)
ρk := (
min(ξ,ζ)∏
p=1
(a− q2p+|ξ−ζ|b))ρmin(ξ,ζ)−k, Pk := Pmin(ξ,ζ)−k. (5.19)
Then we have
Rξ,ζ(a,b) =
min(ξ,ζ,n+1−ξ,n+1−ζ)∑
k=0
ρkPk, ρk = (
k∏
p=1
(b− q2p+|ξ−ζ|a))(
min(ξ,ζ)∏
p=k+1
(a− q2p+|ξ−ζ|b)). (5.20)
5.3 Reducibility: the U˜q case
Proposition 5.7. Let ξ, ζ ∈ I and a,b ∈ C(q)×. If there exists a 1 ≤ p0 ≤ min(ξ, ζ, n+1− ξ, n+1− ζ)
such that b = q2p0+|ξ−ζ|a or q−(2p0+|ξ−ζ|)a, then Vq(Λξ)a ⊗ Vq(Λζ)b is a reducible representation of U˜q.
Proof. We assume b = q2p0+|ξ−ζ|a. We can prove the case of b = q−(2p0+|ξ−ζ|)a similarly. It is
enough to prove that Rξ,ζ(a,b) is neither an isomorphism nor a zero map. Since b = q
2p0+|ξ−ζ|a, for
p0 ≤ k ≤ min(ξ, ζ, n+ 1− ξ, n+ 1− ζ), we have ρk = 0. Hence Rξ,ζ(a,b) is not an isomorphism.
Now we assume Rξ,ζ(a,b) = 0. Then ρk = 0 for any 0 ≤ k ≤ p0−1. Thus, for any 0 ≤ k ≤ p0−1, there
exists a 0 ≤ p
′
≤ p0 − 1 such that b = q2p
′
+|ξ−ζ|a or a p0 ≤ p
′′
≤ min(ξ, ζ) such that a = q2p
′′
+|ξ−ζ|b.
Since b = q2p0+|ξ−ζ|a, we obtain
p = p
′
, or p0 + p
′′
+ |ξ − ζ| = 0.
However this condition never occurs. Therefore Rξ,ζ(a,b) is not a zero map.
5.4 Main theorem: the U˜q case
Theorem 5.8. Let m ∈ N, ξ1, · · · , ξm ∈ I, and a1, · · · , am ∈ C(q)×. The following conditions (a) and
(b) are equivalent.
(a) V˜q(π
a1
ξ1
)⊗ · · · ⊗ V˜q(π
am
ξm
) is an irreducible representation of U˜q.
(b) For any 1 ≤ k 6= k
′
≤ m and 1 ≤ t ≤ min(ξk, ξk′ , n+ 1− ξk, n+ 1− ξk′ ),
ak′
ak
6= q±(2t+|ξk−ξk′ |).
18
Proof. (b) is equivalent to the following condition (b)
′
:
(b)
′
For any 1 ≤ k 6= k
′
≤ m and max(ξk, ξk′ ) ≤ t ≤ min(ξk + ξk′ − 1, n),
a
′
k
ak
6= q±(2t−ξk−ξk′+2).
Therefore this theorem follows from Corollary 5.5 and Proposition 5.7.
6 Tensor product of the fundamental representations for the
restricted quantum loop algebras
In the rest of this paper, we fix the following notations. Let l be an odd integer greater than 2, let ε be
a primitive l-th root of unity, and let A := C[t, t−1] be the Laurent polynomial ring. We regard C as an
A-algebra by the following formula:
g(q).c := g(ε)c for g(q) ∈ A, c ∈ C,
and denote it by Cε.
6.1 Definition of the restricted quantum loop algebras
For i ∈ I˜ and m ∈ N, let E
(m)
i and F
(m)
i be as in (3.1). Let U˜
res
A (resp. U
res
A ) be the A-subalgebra of U˜q
(resp. Uq) generated by {E
(m)
i , F
(m)
i ,K
±1
i | i ∈ I˜ (resp. i ∈ I),m ∈ N}. For i ∈ I, r ∈ Z, and m ∈ N, we
define [
Ki; r
m
]
:=
m∏
p=1
Kiq
r−p+1 −K−1i q
−r+p−1
qp − q−p
.
It is known that
[
Ki; r
m
]
∈ U resA (see [CP94b], §9.3A). Moreover, we have
(X±i,r)
(m) :=
1
[m]q!
(X±i,r)
m,
1
[s]q
Hi,s, Pi,r ∈ U˜
res
A ,
for i ∈ I, r ∈ Z, and s ∈ Z×, where Pi,r be as in (3.6) (see [CP97], §3.1).
Definition 6.1. We define
U˜ resε := U˜
res
A ⊗A Cε, (resp. U
res
ε := U
res
A ⊗A Cε),
which is called a restricted quantum loop algebra (or quantum loop algebra of Lusztig type) (resp. restricted
quantum algebra (or quantum algebra of Lusztig type)) (see [L89] and [CP97]).
For i ∈ I˜, j ∈ I, r ∈ Z, s ∈ Z×, and m ∈ N, we set
e
(m)
i := E
(m)
i ⊗ 1, f
(m)
i := F
(m)
i ⊗ 1, ki := Ki ⊗ 1,
[
kj ; r
m
]
:=
[
Kj ; r
m
]
,
(x±i,r)
(m) := (X±i,r)
(m) ⊗ 1, hi,s := Hi,s ⊗ 1, ψ
±
i,r = Ψ
±
i,r ⊗ 1, pi,r := Pi,r ⊗ 1 ∈ U˜
res
ε .
6.2 The triangular decompositions of U res
ε
and U˜ res
ε
In a similar way to the proof of Lemma 3.4 in [AN], we can prove the following lemma.
Lemma 6.2. Let V be a free A-module and let {vj}j∈J be a A-basis of V , where J is an index set. Then
{vj ⊗ 1}j∈J is a C-basis of V ⊗A Cε.
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Proof. It is enough to prove that {vj ⊗ 1}j∈J is C-linearly independent in V ⊗A Cε. For cj ∈ C
(j ∈ J), we assume
∑
j∈J cj(vj ⊗ 1) = 0. Then we have
∑
j∈J cjvj ∈ (q − ε)V . Since V is generated by
{vj}j∈J as a A-module, there exist dj ∈ A (j ∈ J) such that∑
j∈J
cjvj = (q − ε)
∑
j∈J
djvj .
Since {vj}j∈J is A-linearly independent in V , for any j ∈ J , we have cj = (q − ε)dj . Hence there exist
m ∈ N and cj,k ∈ C (−m ≤ k ≤ m) such that
cj = (q − ε)
m∑
k=−m
cj,kq
k.
Therefore we obtain cj = 0 for all j ∈ J .
Let (U˜ resε )
+ (resp. (U˜ resε )
−, (U˜ resε )
0) be the C-subalgebra of U˜ resε generated by {e
(m)
i | i ∈ I˜ ,m ∈ N}
(resp. {f
(m)
i | i ∈ I˜ ,m ∈ N}, {pi,r, ki,
[
ki; 0
l
]
| i ∈ I, r ∈ Z,m ∈ N}). Similarly, let (U resε )
+ (resp.
(U resε )
−, (U resε )
0) be the C-subalgebra of U resε generated by {e
(m)
i | i ∈ I,m ∈ N} (resp. {f
(m)
i | i ∈ I,m ∈
N}, {ki,
[
ki; 0
l
]
| i ∈ I}). From [L90a], we obtain the triangular decomposition of U resε , that is, the
multiplication defines an isomorphism of C-vector spaces:
(U resε )
− ⊗ (U resε )
0 ⊗ (U resε )
+−˜→U resε , (6.1)
(see also [CP94b], Proposition 9.3.3 and [CP97], §1). From [CP97], §6, we obtain
U˜ resA = (U˜
res
A )
−(U˜ resA )
0(U˜ resA )
+.
Hence from (3.7), we obtain the triangular decomposition of U˜ resA :
(U˜ resA )
− ⊗ (U˜ resA )
0 ⊗ (U˜ resA )
+−˜→U˜ resA . (6.2)
Therefore, from Lemma 6.2, we obtain the triangular decomposition of U˜ resε :
(U˜ resε )
− ⊗ (U˜ resε )
0 ⊗ (U˜ resε )
+−˜→U˜ resε . (6.3)
6.3 The comultiplication of U res
ε
and U˜ res
ε
For i ∈ I and m ∈ N, we have
∆H(E
(m)
i ) =
m∑
p=0
qp(m−p)E
(m−p)
i K
p
i ⊗ E
(p)
i , ∆H(F
(m)
i ) =
m∑
p=0
qp(m−p)F
(p)
i ⊗ F
(m−p)
i K
−p
i ,
ǫH(E
(m)
i ) = ǫH(F
(m)
i ) = 0,
SH(E
(m)
i ) = (−1)
mqm(m−1)K−mi E
(m)
i , SH(F
(m)
i ) = (−1)
mq−m(m−1)F
(m)
i K
m
i ,
(see [Ja], §3–4). Hence U˜ resA (resp. U
res
A ) is a Hopf subalgebra of U˜q (resp. Uq). In particular, we can
define Hopf algebra structures on U˜ resε and U
res
ε . The comultiplication ∆
res
H , counit ǫ
res
H , and antipode
SresH of U˜
res
ε (resp. U
res
ε ) are given by
∆resH = ∆H ⊗ 1, ǫ
res
H = ǫH ⊗ 1, S
res
H = SH ⊗ 1.
We define
Xres±,A :=
∑
j∈I,r∈Z,m∈N
A(X±j,r)
(m), Xres± := X
res
±,A ⊗ 1 =
∑
j∈I,r∈Z,m∈N
C(x±j,r)
(m).
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Lemma 6.3. Let i ∈ I and r ∈ N. Modulo U˜ resε ⊗ U˜
res
ε X
res
+ ,
∆resH (x
−
i,r) = x
−
i,r ⊗ ki + 1⊗ x
−
i,r +
r−1∑
p=1
x−i,r−p ⊗ ψ
+
i,p.
Proof. It is enough to prove that for i ∈ I and r ∈ Z, modulo U˜ resA ⊗ U˜
res
A X
res
+,A,
∆H(X
−
i,r) = X
−
i,r ⊗Ki + 1⊗X
−
i,r +
r−1∑
p=1
X−i,r−p ⊗Ψ
+
i,p.
From Proposition 3.4 (b), modulo U˜q ⊗ U˜qX+,
∆H(X
−
i,r) = X
−
i,r ⊗Ki + 1⊗X
−
i,r +
r−1∑
p=1
X−i,r−p ⊗Ψ
+
i,p.
On the other hand, since U˜ resA is a Hopf subalgebra of U˜
res
ε , we have
∆H(X
−
i,r) ∈ U˜
res
A ⊗ U˜
res
A .
So it is enough to prove that
(U˜q ⊗ U˜qX+) ∩ (U˜
res
A ⊗ U˜
res
A ) = U˜
res
A ⊗ U˜
res
A X
res
+,A.
This follows from (3.7) and (6.2).
6.4 Representation theory of U res
ε
and U˜ res
ε
We define
Pl := {λ =
∑
i∈I
λiΛi ∈ P | 0 ≤ λi ≤ l − 1 for any i ∈ I}. (6.4)
For µ =
∑
i∈I µiΛi ∈ P , there exist µ
(0) =
∑
i∈I µ
(0)
i Λi ∈ Pl and µ
(1) =
∑
i∈I µ
(1)
i Λi ∈ P such that
µ = µ(0) + lµ(1).
Definition 6.4. Let V be a representation of U˜ resε (resp. U
res
ε ).
(i) Let v ∈ V . If (x+i,r)
(m)v = 0 for all i ∈ I, r ∈ Z, and m ∈ N (resp. e
(m)
i v = 0 for all i ∈ I and
m ∈ N), we call v a pseudo-primitive vector (resp. primitive vector) in V .
(ii) For µ ∈ P , we define
Vµ := {v ∈ V | kiv = ε
µ
(0)
i v,
[
ki; 0
l
]
v = µ
(1)
i v for all i ∈ I}.
If Vµ 6= 0, we call Vµ a weight space of V . For v ∈ Vµ, we call v a weight vector with weight µ and define
wt(v) := µ.
(iii) For any C-algebra homomorphism Λ : (U˜ resε )
0 −→ C, we define
VΛ := {v ∈ V |uv = Λ(u)v for all u ∈ (U˜
res
ε )
0}.
If VΛ 6= 0, we call VΛ a pseudo-weight space of V . For v ∈ VΛ, we call v a pseudo-weight vector with
pseudo-weight Λ and define pwt(v) := Λ.
(iv) Let Λ : (U˜ resε )
0 −→ C be a C-algebra homomorphism and λ be an element in P+. If there exists
a nonzero pseudo-primitive vector vΛ ∈ VΛ (resp. primitive vector vλ ∈ Vλ) such that V = U˜ resε vΛ (resp.
V = U resε vλ), we call V a pseudo-highest weight representation of U˜
res
ε (resp. highest-weight representation
of U resε ) with the pseudo-highest weight Λ (resp. highest weight λ) generated by a pseudo-highest weight
vector vΛ (resp. highest-weight vector vλ).
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Let V be a representation of U˜ resε (resp. U
res
ε ). We call V of type 1 if k
l
i = 1 on V for any i ∈ I.
In general, finite-dimensional irreducible representations of U˜ resε (resp. U
res
ε ) are classified into 2
n types
according to {σ : Q −→ {±1}; group homomorphism}. It is known that for any σ : Q −→ {±1}, the
category of finite-dimensional representations of U˜ resε (resp. U
res
ε ) of type σ is essentially equivalent to
the category of the finite-dimensional representations of U˜ resε (resp. U
res
ε ) of type 1.
We define a set of polynomials C0[t] whereby
C0[t] := {π(t) ∈ C[t] |π(0) = 1}.
For π = (πi(t))i∈I ∈ (C0[t])n (resp. λ ∈ P+), let vpi (resp. vλ) be a pseudo-highest weight vector in
V˜q(π) (resp. highest-weight vector in Vq(λ)) (see §3.2). We define
V˜ resA (π) := U˜
res
A vpi, W˜
res
ε (π) := V˜
res
A (π) ⊗A Cε,
V resA (λ) := U
res
A vλ, W
res
ε (λ) := V
res
A (λ) ⊗A Cε.
We have
dimC(W˜
res
ε (π)) = dimC(q)(V˜q(π)), dimC(W
res
ε (λ)) = dimC(q)(Vq(λ)),
(see [CP94b], Proposition 11.2.5). For any U˜ resε -representation (resp. U
res
ε -representation) V , we have
(x±i,r)
(m)Vµ ⊂ Vµ±mαi , (resp. e
(m)
i Vµ ⊂ Vµ+mαi , f
(m)
i Vµ ⊂ Vµ−mαi ), (6.5)
where i ∈ I, r ∈ Z, m ∈ N, and µ ∈ P . Hence, by using (6.3), we have the following proposition.
Proposition 6.5. For any π ∈ (C0[t])n (resp. λ ∈ P+), W˜ resε (π) (resp. W
res
ε (λ)) has a unique irreducible
quotient V˜ resε (π) (resp. V
res
ε (λ)).
For any π = (πi(t))i∈I ∈ (C0[t])n, there exists a unique C-algebra homomorphism Λrespi : (U˜
res
ε )
0 −→ C
such that
Λrespi (k
±1
i ) = ε
±degpii(t),
∞∑
m=1
Λrespi (pi,±m)t
m = π±i (t),
where π±i (t) be as in (3.9).
For any pseudo-highest weight representation of U˜ resε with the pseudo-highest weight Λ
res
pi , we simply
call it a pseudo-highest representation of U˜ resε with the pseudo-highest weight π.
Theorem 6.6 ([L89]). For λ ∈ P+, V resε (λ) is a finite-dimensional irreducible highest-weight represen-
tation of U resε with the highest weight λ of type 1. Conversely, for any finite-dimensional irreducible
U resε -representation V of type 1, there exists a unique λ ∈ P+ such that V is isomorphic to V
res
ε (λ) as a
representation of U resε .
Theorem 6.7 ([CP97], §8). For π ∈ (C0[t])n, V˜ resε (π) is a finite-dimensional irreducible pseudo-highest
weight representation of U˜ resε with the pseudo-highest weight π of type 1. Conversely, for any finite-
dimensional irreducible U˜ resε -representation V of type 1, there exists a unique π ∈ (C0[t])
n such that V is
isomorphic to V˜ resε (π) as a representation of U˜
res
ε .
Proposition 6.8 ([CP97], Proposition 7.4). Let V (resp. V
′
) be a pseudo-highest weight representation
of U˜ resε with the pseudo-highest weight π (resp. π
′
) generated by a pseudo-highest weight vector vpi (resp.
v
′
pi′
). Then vpi ⊗ v
′
pi′
is a pseudo-primitive vector with pwt(vpi ⊗ v
′
pi′
) = Λres
pipi′
.
From Proposition 8.3 in [CP97] and Proposition 6.8, we obtain the following corollary.
Corollary 6.9. Let π, π
′
∈ (C0[t])n and let vpi (resp. v
′
pi′
) be a pseudo-highest weight vector in V˜ resε (π)
(resp. V˜ resε (π
′
)). V˜ resε (ππ
′
) is isomorphic to a quotient of the U˜ resε -subrepresentation of V˜
res
ε (π)⊗ V˜
res
ε (π
′
)
generated by vpi ⊗ v
′
pi′
. In particular, if V˜ resε (π)⊗ V˜
res
ε (π
′
) is irreducible, V˜ resε (π)⊗ V˜
res
ε (π
′
) is isomorphic
to V˜ resε (ππ
′
).
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6.5 The fundamental representations of U res
ε
and U˜ res
ε
For ξ ∈ I and a ∈ C×, let πaξ = (π
a
ξ,j(t))j∈I ∈ (C0[t])
n be as in (4.13). We call V˜ resε (π
a
ξ ) (resp. V
res
ε (Λξ))
a fundamental representation of U˜ resε (resp. U
res
ε ). We have
V resA (Λξ) =
⊕
µ∈WΛξ
Azµ, (6.6)
and W resε (Λξ) = V
res
A (Λξ)⊗A Cε is irreducible as a representation of U
res
ε . So we identify W
res
ε (Λξ) with
V resε (Λξ). For z ∈ V
res
A (Λξ), we set
z := z ⊗ 1 ∈ V resε (Λξ).
From (6.6) and Lemma 6.2, we have
V resε (Λξ) =
⊕
µ∈WΛξ
Czµ. (6.7)
For ξ ∈ I and a ∈ C×, let V resA (Λξ)a be the U˜
res
A -subrepresentation of Vq(Λξ)a generated by zΛξ . We
define V resε (Λξ)a := V
res
A (Λξ)a ⊗A Cε. Then, as representations of U˜
res
ε , we have
V˜ resε (π
a
ξ )
∼= V resε (Λξ)a. (6.8)
From (4.16), for i ∈ I, we have
hi,1zΛξ = Λ
res
piaξ
(hi,1)zΛξ = aε
−1δi,ξzΛξ in V
res
ε (Λξ)a. (6.9)
Moreover, from Proposition 4.10, we obtain the following proposition.
Proposition 6.10. Let ξ ∈ I and a ∈ C×. For i, j ∈ I such that i ≤ j, let ωi,j be as in (3.18) and let
zΛξ(ωi,j) be the extremal vector in V
res
ε (Λξ)a.
(a) We have zΛξ(ωi,j) = zωi,jΛξ .
(b) We have
hi−1,1zΛξ(ωi,j) = aε
2j−i−ξδ(j − i+ 2 ≤ ξ ≤ j)zΛξ(ωi,j), if i 6= 1,
hj+1,1zΛξ(ω1,j) = aε
j−ξδ(1 ≤ ξ ≤ j + 1)zΛξ(ω1,j).
From (3.14), we have a C-algebra involution Ωres : U˜ resε −→ U˜
res
ε such that
Ωres((x±i,r)
(m)) = −(x∓i,−r)
(m), Ωres(hi,s) = −hi,−s, Ω
res(ψ±i,r) = ψ
∓
i,−r, Ω
res(k±1i ) = k
∓1
i ,
for any i ∈ I, r ∈ Z, s ∈ Z×, and m ∈ N. From Proposition 4.9, we have the following proposition.
Proposition 6.11. Let ξ ∈ I and a ∈ C×.
(a) There exists an integer c ∈ Z depending only sln+1 such that, as a representation of U˜
res
ε , V
res
ε (Λξ)
∗
a
is isomorphic to V resε (Λn−ξ+1)εca.
(b) There exists a nonzero complex number κ ∈ C× depending only sln+1 such that, as a representation
of U˜ resε , V
res
ε (Λξ)
Ωres
a is isomorphic to V
res
ε (Λn−ξ+1)ε2κa−1 . In particular, zω1,nΛξ is a pseudo-highest
weight vector in V resε (Λξ)
Ωres
a
.
By using Proposition 6.8 and Proposition 6.11 (b), in a similar way to the proof of Lemma 4.12, we
obtain the following lemma.
Lemma 6.12. Let ξ ∈ I, a ∈ C×, and π ∈ (C0[t])n. Let V be a pseudo-highest weight representation
of U˜q with the pseudo-highest weight π and let vpi be a pseudo-highest weight vector in V . We assume
zω1,nΛξ ⊗ v ∈ U˜
res
ε (zΛξ ⊗ v). Then V
res
ε (Λξ)a ⊗ V is a pseudo-highest weight representation of U˜
res
ε with
the pseudo-highest weight πaξπ.
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6.6 Irreducibility: the U˜ res
ε
case
For r ∈ Z, s ∈ Z×, and m ∈ N, we denote (x±1,r)
(m) (resp. h1,s, k
±1
1 ) in U
res
ε (s˜l2) by (x
±
r )
(m) (resp. hs,
k±1) and e1 (resp. f1, k
±1
1 ) in U
res
ε (sl2) by e (resp. f , k
±1). For i ∈ I, let (U˜ resε )
(i) (resp. (U resε )
(i)) be the
C-subalgebra of U˜ resε (resp. U
res
ε ) generated by {(x
±
i,r)
(m), k±1i | r ∈ Z,m ∈ N} (resp. {e
(m)
i , f
(m)
i , k
±1
i |m ∈
N}). There exist C-algebra homomorphisms ι˜res : U resε (s˜l2) −→ (U˜
res
ε )
(i) and ιres : U resε (sl2) −→ (U
res
ε )
(i)
such that
ι˜res((x±r )
(m)) = (x±i,r)
(m), ι˜res(hs) = hi,s, ι˜
res(k±1) = k±1i ,
ιres(e(m)) = e
(m)
i , ι
res(f (m)) = f
(m)
i , ι
res(k±1) = k±1i ,
(see §5.1). Hence, for any (U˜ resε )
(i)-representation (resp. (U resε )
(i)-representation) V , we can regard V as
a U resε (s˜l2)-representation (resp. U
res
ε (sl2)-representation).
In a similar way to the proof of Lemma 5.1, we can prove the following lemma.
Lemma 6.13. Let ξ ∈ I and a ∈ C×. For any i, j ∈ I such that i ≤ j, let zωi,jΛξ be the extremal vector
in V resε (Λξ)a. As representations of U
res
ε (s˜l2),
(U˜ resε )
(i−1)zωi,jΛξ
∼=
{
V resε (1)aε2j−ξ−i+1 , if j − i+ 2 ≤ ξ ≤ j,
V resε (0)a, otherwise,
if i 6= 1,
(U˜ resε )
(j+1)zω1,jΛξ
∼=
{
V resε (1)aεj−ξ+1 , if 1 ≤ ξ ≤ j + 1,
V resε (0)a, otherwise.
Theorem 6.14. Let m ∈ N, ξ1, · · · , ξm ∈ I, and a1, · · · , am ∈ C×. We assume that for any 1 ≤ k <
k
′
≤ m and max(ξk, ξk′ ) ≤ t ≤ min(ξk + ξk′ − 1, n),
ak′
ak
6= ε2t−ξk−ξk′+2.
Then V resε (Λξ1)a1 ⊗ · · · ⊗ V
res
ε (Λξm)am is a pseudo-highest weight representation of U˜
res
ε with the pseudo-
highest weight πa1ξ1 · · ·π
am
ξm
generated by a pseudo-highest weight vector zΛξ1 ⊗ · · · ⊗ zΛξm .
Proof. We can prove this theorem in a similar way to the proof of Theorem 5.3.
From Proposition 6.8, it is enough to prove
V resε (Λξ1)a1 ⊗ · · · ⊗ V
res
ε (Λξm)am = U˜
res
ε (zΛξ1 ⊗ · · · ⊗ zΛξm ).
We shall prove this claim by the induction on m. If m = 1, we have nothing to prove. So we assume
m > 1 and the case of (m− 1) holds. We set
V
′
:= V resε (Λξ2)a2 ⊗ · · · ⊗ V
res
ε (Λξm)am , z
′
:= zΛξ2 ⊗ · · · ⊗ zΛξm .
From Proposition 6.8 and the assumption of the induction on m, V
′
is a pseudo-highest weight represen-
tation of U˜ resε with the pseudo-highest weight π
a2
ξ2
· · ·πamξm generated by a pseudo-highest weight vector z
′
.
Hence, from Lemma 6.12, it is enough to prove that
zω1,nΛξ1 ⊗ z
′
∈ U˜ resε (zΛξ1 ⊗ z
′
).
We shall prove that
zωi,jΛξ1 ⊗ z
′
∈ U˜ resε (zΛξ1 ⊗ z
′
), (6.10)
for any i, j ∈ I such that i ≤ j. We define a total order in I≤ as (5.5). We shall prove (6.10) by the
induction on (i, j). If (i, j) = (1, 0), we have nothing to prove. So we assume that the case of (i, j) holds.
We also assume i 6= 1. We can prove the case of i = 1 similarly. If ξ1 < j − i+ 2 or ξ1 > j, we have
zωi−1,jΛξ1 ⊗ z
′
= zωi,jΛξ1 ⊗ z
′
∈ U˜ resε (zΛξ1 ⊗ z
′
).
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So we assume j − i+ 2 ≤ ξ1 ≤ j. From Lemma 6.3, for r ∈ N, we have
∆resH (x
−
i−1,r)(zωi,jΛξ1 ⊗ z
′
)− zωi,jΛξ1 ⊗ (∆
res
H (x
−
i−1,r)z
′
)
= (∆resH (x
−
i−1,r−k)zωi,jΛξ1 )⊗ (∆
res
H (ki−1)z
′
) +
r−1∑
k=1
(x−i−1,r−kzωi,jΛξ1 )⊗ (∆
res
H (ψ
+
i−1,k)z
′
).
(see (5.6)). By using Lemma 6.13 and Lemma 5.2, we obtain
(
∏
k∈M
(ak − a1ε
2j−ξ1−ξk+2))(
∏
k,k′∈M,k<k′
(ak′ − akε
2))(zωi−1,jΛξ1 ⊗ z
′
) ∈ U˜ resε (zΛξ1 ⊗ z
′
),
where M be as in (5.13). Therefore, from the assumption of this theorem, we obtain
zωi−1,jΛξ1 ⊗ z
′
∈ U˜ resε (zΛξ1 ⊗ z
′
).
By using Theorem 6.14 and Proposition 6.11, we obtain the following corollary (see Corollary 5.5).
Corollary 6.15. Let m ∈ N, ξ1, · · · , ξm ∈ I, and a1, · · · , am ∈ C×. We assume that for any 1 ≤ k 6=
k
′
≤ m and max(ξk, ξk′ ) ≤ t ≤ min(ξk + ξk′ − 1, n),
ak′
ak
6= ε±(2t−ξk−ξk′+2).
Then V resε (Λξ1)a1 ⊗ · · · ⊗ V
res
ε (Λξm)am is an irreducible representation of U˜
res
ε .
6.7 Reducibility: the U˜ res
ε
case
Proposition 6.16. Let ξ, ζ ∈ I and a,b ∈ C×. If there exists a 1 ≤ t ≤ min(ξ, ζ, n + 1 − ξ, n + 1 − ζ)
such that b = ε2t+|ξ−ζ|a or ε−(2t+|ξ−ζ|)a, then V resε (Λξ)a ⊗ V
res
ε (Λζ)b is reducible as a representation of
U˜ resε .
Proof. Let q be an indeterminate and let
(bq,bε) = (q
2t+|ξ−ζ|a, ε2t+|ξ−ζ|a) or (q−(2t+|ξ−ζ|)a, ε−(2t+|ξ−ζ|)a).
We assume that V resε (Λξ)a ⊗ V
res
ε (Λζ)bε is irreducible as a representation of U˜
res
ε . Since V
res
ε (Λξ)a
∼=
V˜ resε (π
a
ξ ) (resp. V
res
ε (Λζ)bε
∼= V˜ resε (π
bε
ζ )), from Corollary 6.9, we obtain
V resε (Λξ)a ⊗ V
res
ε (Λζ)bε
∼= V˜ resε (π
a
ξ π
bε
ζ ).
Hence, from (6.7) and (6.8), we have
dimC(V˜
res
ε (π
a
ξ π
bε
ζ )) = dimC(V
res
ε (Λξ)a)× dimC(V
res
ε (Λζ)bε) = dimC(q)(Vq(Λξ)a)× dimC(q)(Vq(Λζ)bq ).
On the other hand, by the definition of V˜ resε (π
a
ξ π
bε
ζ ), we have
dimC(V˜
res
ε (π
a
ξπ
bε
ζ )) ≤ dimC(q) V˜q(π
a
ξπ
bq
ζ ),
(see §6.4). Thus, we have
dimC(q)(Vq(Λξ)a)× dimC(q)(Vq(Λζ)bq ) ≤ dimC(q)(V˜q(π
a
ξπ
bq
ζ )).
Hence, from Corollary 3.9,
Vq(Λξ)a ⊗ Vq(Λζ)bq ∼= V˜q(π
a
ξπ
bq
ζ ).
In particular, Vq(Λξ)a ⊗ Vq(Λζ)bq is irreducible as a representation of U˜q. However, from Proposition
5.7, Vq(Λξ)a ⊗ Vq(Λζ)bq is reducible. This is absurd. Therefore V
res
ε (Λξ)a ⊗ V
res
ε (Λζ)bε is reducible as a
representation of U˜ resε .
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6.8 Main theorem: the U˜ res
ε
case
Theorem 6.17. Let m ∈ N, ξ1, · · · , ξm ∈ I, and a1, · · · , am ∈ C×. The following conditions (a) and (b)
are equivalent.
(a) V˜ resε (π
a1
ξ1
)⊗ · · · ⊗ V˜ resε (π
am
ξm
) is an irreducible representation of U˜ resε .
(b) For any 1 ≤ k 6= k
′
≤ m and 1 ≤ t ≤ min(ξk, ξk′ , n+ 1− ξk, n+ 1− ξk′ ),
ak′
ak
6= ε±(2t+|ξk−ξk′ |).
Proof. This theorem follows from Corollary 6.15 and Proposition 6.16 (see Theorem 5.8).
7 Tensor product of the fundamental representations for the
small quantum loop algebras
7.1 The tensor product theorems
Let Pl be as in (6.4). For λ ∈ P+, let λ(0) ∈ Pl and λ(1) ∈ P+ be as in §6.4.
Theorem 7.1 ([L89], Theorem 7.4). For λ ∈ P+, V
res
ε (λ) is isomorphic to V
res
ε (λ
(0))⊗ V resε (lλ
(1)) as a
representation of U resε .
For π(t) ∈ C0[t], we call π(t) l-acyclic if it is not divisible by (1− ctl) for any c ∈ C× (see [FM], §2.6).
We define
Cl[t] := {π(t) ∈ C0[t] |π(t) is l-acyclic}, (7.1)
C[tl] := {π(t) ∈ C0[t] | there exists a polynomial π
′
(t) ∈ C0[t] such that π(t) = π
′
(tl)}. (7.2)
For π ∈ (C0[t])
n, there exist unique π(0) = (π
(0)
i (t))i∈I ∈ (Cl[t])
n and π(1) = (π
(1)
i (t))i∈I ∈ (C0[t
l])n such
that πi(t) = π
(0)
i (t)π
(1)
i (t) for any i ∈ I.
Theorem 7.2 ([CP97], Theorem 9.1). For π ∈ (C0[t])
n, V˜ resε (π) is isomorphic to V˜
res
ε (π
(0))⊗ V˜ resε (π
(1))
as a representation of U˜ resε .
7.2 The Frobenius homomorphisms and the construction of V res
ε
(lλ) and V˜ res
ε
(pi(1))
Let U˜ := U(s˜ln+1) (resp. U := U(sln+1)) be the universal enveloping algebra of s˜ln+1 (resp. sln+1),
that is, U˜ (resp. U) is an associative algebra over C generated by {e¯i, f¯i, h¯i | i ∈ I˜ (resp. i ∈ I)} with the
defining relations:
h¯ih¯j = h¯j h¯i, h¯ie¯j − e¯jh¯i = ai,j e¯j , h¯if¯j − f¯j h¯i = −ai,j f¯j , e¯if¯j − f¯j e¯i = δi,j h¯i,
1−ai,j∑
m=0
(−1)m
(1− ai,j)!
m!(1− ai,j −m)!
e¯mi e¯j e¯
1−ai,j−m
i =
1−ai,j∑
m=0
(−1)m
(1− ai,j)!
m!(1− ai,j −m)!
f¯mi f¯j f¯
1−ai,j−m
i = 0 i 6= j.
Then, from [CP97], §1, we have the following theorem (see also [CP94b], Theorem 9.3.12 and §11.2B).
Theorem 7.3 ([CP97], §1). There exist a C-algebra homomorphism F˜rε : U˜ resε −→ U˜ such that
F˜rε(e
(m)
i ) =
{
e¯
m/l
i
(m/l)! , if l divides m,
0, otherwise,
F˜rε(f
(m)
i ) =
{
f¯
m/l
i
(m/l)! , if l divides m,
0, otherwise,
F˜rε(ki) = 1, F˜rε([ki; l]) = h¯i,
for any i ∈ I and m ∈ N.
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For any U˜ -representation V , we can regard V as a U˜ resε -representation by using F˜rε and denote it
by F˜r
∗
ε(V ). Similarly, for any U -representation V , we can regard V as a U
res
ε -representation by using
Frε := F˜rε|Uresε : U
res
ε −→ U and denote it by Fr
∗
ε(V ). For π ∈ (C0[t])
n (resp. λ ∈ P+), let V˜ (π) (resp.
V (λ)) be the finite-dimensional irreducible representation of U˜ (resp. U) with the pseudo-highest weight
π (resp. highest-weight λ) (see [CP97], §2).
Theorem 7.4 ([L89], §7 and [CP94b], Proposition 11.2.11). For λ ∈ P+, V resε (lλ) is isomorphic to
Fr∗ε(V (λ)) as a representation of U
res
ε .
Theorem 7.5 ([CP97], Theorem 9.3). For π = (πi(t))i∈I , π
′
= (π
′
i(t))i∈I ∈ (C0[t])
n such that πi(t) =
π
′
i(t
l) for any i ∈ I, V˜ resε (π) is isomorphic to F˜r
∗
ε(V (π
′
)) as a representation of U˜ resε .
7.3 Definition and the representation theory of the small quantum algebras
Definition 7.6. Let U˜finε (resp. U
fin
ε ) be the C-subalgebra of U˜
res
ε (resp. U
res
ε ) generated by {ei, fi, ki | i ∈
I˜ (resp. i ∈ I)}. We call U˜finε a small quantum loop algebra (resp. small quantum algebra).
For any U˜finε -representation (resp. U
fin
ε -representation) V , we call V of type 1 if ki = 1 on V for all
i ∈ I. For π ∈ (C0[t])n (resp. λ ∈ P+), we regard V˜ resε (π) (resp. V
res
ε (λ)) as a representation of U˜
fin
ε
(resp. Ufinε ) and denote it by V˜
fin
ε (π) (resp. V
fin
ε (λ)).
Theorem 7.7 ([L89], Proposition 7.1 and [CP94b], Proposition 11.2.10). For λ ∈ Pl, V finε (λ) is irre-
ducible as a representation of Ufinε . Moreover, for any finite-dimensional irreducible U
fin
ε -representation
V of type 1, there exists a unique λ ∈ Pl such that V is isomorphic to V finε (λ) as a representation of U
fin
ε .
Theorem 7.8 ([CP97], Theorem 9.2 and [FM], Thorem 2.6). For π ∈ (Cl[t])n, V˜ finε (π) is irreducible as
a representation of U˜finε . Moreover, for any finite-dimensional irreducible U˜
fin
ε -representation V of type
1, there exists a unique π ∈ (Cl[t])n such that V is isomorphic to V˜ finε (π) as a representation of U˜
fin
ε .
Remark 7.9. From Theorem 7.2 and Theorem 7.5 (resp. Theorem 7.1 and Theorem 7.4), in order to
understand the finite-dimensional irreducible representations of U˜ resε (resp. U
res
ε ), we may consider the
one of U˜finε (resp. U
fin
ε ).
7.4 Main theorem: the U˜fin
ε
case
Theorem 7.10. Let m ∈ N, ξ1, · · · , ξm ∈ I, and a1, · · · , am ∈ C×. The following conditions (a) and (b)
are equivalent.
(a) V˜ finε (π
a1
ξ1
)⊗ · · · ⊗ V˜ finε (π
am
ξm
) is an irreducible representation of U˜finε .
(b) For any 1 ≤ k 6= k
′
≤ m and 1 ≤ t ≤ min(ξk, ξk′ , n+ 1− ξk, n+ 1− ξk′ ),
ak′
ak
6= ε±(2t+|ξk−ξk′ |).
Proof. If (b) does not hold, then (a) also does not hold from Theorem 6.17. So we assume that (b)
holds. From Theorem 6.17 and Corollary 6.9, as representations of U˜ resε ,
V˜ finε (π
a1
ξ1
)⊗ · · · ⊗ V˜ finε (π
am
ξm
) = V˜ resε (π
a1
ξ1
)⊗ · · · ⊗ V˜ resε (π
am
ξm
) ∼= V˜ resε (π
a
ξ1 · · ·π
am
ξm
).
Hence, from Theorem 7.8, it is enough to prove πaξ1 · · ·π
am
ξm
∈ (Cl[t])n.
There exist πi(t) ∈ C0[t] (i ∈ I) such that πaξ1 · · ·π
am
ξm
= (πi(t))i∈I . If there exists an index i ∈ I such
that πi(t) 6∈ Cl[t], there exists a nonzero complex number c such that (1 − ct)(1 − cεt) · · · (1 − cεl−1t)
divides πi(t). Then there exist 1 ≤ i1, · · · , it ≤ m such that
ξi1 = · · · = ξit , ai1 = c, ai2 = cε, · · · , ait = cε
l−1.
27
On the other hand, since (b) holds,
ais
air
6= ε±2,
for any 1 ≤ r 6= s ≤ t. This is absurd.
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