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A Robust Multi-Sensor PHD Filter Based on Multi-Sensor
Measurement Clustering
Tiancheng Li , Javier Prieto , Hongqi Fan , and Juan M. Corchado
Abstract— This letter presents a novel multi-sensor probability
hypothesis density (PHD) filter for multi-target tracking by
means of multiple or even massive sensors that are linked by
a fusion center or by a peer-to-peer network. As a challenge,
we find there is little known about the statistical properties of
the sensors in terms of their measurement noise, clutter, target
detection probability, and even potential cross-correlation. Our
approach converts the collection of the measurements of different
sensors to a set of proxy and homologous measurements. These
synthetic measurements overcome the problems of false and
missing data and of unknown statistics, and facilitate linear PHD
updating that amounts to the standard PHD filtering with no false
and missing data. Simulation has demonstrated the advantages
and limitations of our approach in comparison with the cutting-
edge multi-sensor/distributed PHD filters.
Index Terms— PHD filtering, target tracking, sensor network.
I. INTRODUCTION
THE PROBABILITY HYPOTHESIS DENSITY (PHD)filter [1] has emerged as a promising approach to mul-
titarget tracking in the presence of false and missing data.
Nonetheless, the standard PHD filter presumes a single sensor
[2], [3]. Exact implementation of the multi-sensor PHD filter
is intractable in computation and typically, one has to resort to
simplifying approximations [1]–[4]. One common alternative
is known as the iterated-corrector (IC) PHD filter [2], which
iterates the PHD updating step by applying the measurements
of different sensors in sequence. This, however, is sensitive to
the applying order of the sensors and the final result is severely
dominated by the quality of the last sensor. This problem can
be mitigated by the approximate product multi-sensor PHD
filter [3], which, however, is computationally costly and suffers
from a new problem called scale unbalance [5] that worsens
as the number of sensors increases.
Alternately and especially in the case of a peer-to-peer
sensor network, a bank of single sensor PHD filters may be
employed, each of which uses only the measurements of one
sensor, and their filtering posteriors–the PHDs–are fused for
“average consensus (AC)” [6]. To this end, the average can
be defined as the arithmetic average [7]–[9] or the geometric
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average [10], [11], respectively. The latter coincides with the
covariance intersection approach [12]. Both approaches have
demonstrated superiority in terms of the filtering accuracy
and/or robustness, but also various deficiencies [2], [8], [13].
Another profound challenge to the multi-sensor application
is raised from the lack of the statistical knowledge of the
sensors. Ingenious efforts have been made in this regard for
robust filtering in the presence of unknown clutter rate and
detection probability [14]–[16], unknown noise [17], etc. as
well as for conservative fusion in the presence of unknown
correlation between sensors [12], [18], [19].
In this letter, we consider the joint use of multiple or even
massive sensors that are linked by a fusion center [19] or by
a peer-to-peer network [6] and that synchronously observe
the same set of targets in the presence of noises, clutter
and mis-detection which are of little known statistics. The
key contribution of this work is a multi-sensor measurement
preprocessing procedure prior to the PHD updating step, which
converts the measurements of different sensors into a set of
proxy, homologous measurements. These synthetic measure-
ments allow for linear PHD updating based on the naive
Bayesian rule, and overcome the problems of misdetection,
clutter and poor knowledge about the sensor statistics.
In what follows, key notations are summarized immediately.
Preliminaries are introduced in Section II. The new PHD
updater is devised in Section III. Simulation results are given
in Section IV for comparing our approach with the centralized
IC and distributed AC based PHD filters.
Notations: At time k, the collection of target states x(n)k ∈
R









where Tk indicates the number
of targets. The states of the newborn targets are modeled by
a Poisson RFS with intensity function γk(xk).
We denote by S the set of all concerning sensors and by
Zs,k the measurement RFS of sensor s ∈ S at time k. The
detection probability of a target with state xk is denoted as
pDs,k(xk) and the likelihood function of measurement zk ∈
Zs,k conditioned on state xk is given as gs,k(zk|xk). The
targets generate measurements independently across sensors
and for each sensor, one target generates no more than one
measurement at each sensing time. The clutter is modeled by
a Poisson RFS with intensity function κs,k(zk).
Given the measurement sequences at sensor s, Zs,1:k 
{Zs,1, · · · ,Zs,k}, we further denote by Dk|k−1(x|Zs,1:k−1)
and Dk|k(x|Zs,1:k) the PHDs of the prior and posterior point
processes Xk|Zs,1:k−1 and Xk|Zs,1:k [1], respectively.
II. PRELIMINARIES
A. Single Sensor PHD Updater
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where the pseudo-likelihood LZs,k(x) can be decomposed as










The integral of the PHD over a region R ⊆ Rd







B. Multi-Sensor Measurement Collection
Basically, there are two types of sensor network topologies,
one having a fusion center that is linked with all sensors [19]
and the other being a peer-to-peer network where each sensor
is only linked with its neighbors [6]. In the former case, all
sensors transmit their data directly to the fusion center while
in the latter, iterative flooding communications [20] need to
be applied between neighbors for data dissemination over the
sensor network and then each sensor serves equivalently as a
fusion center. We note that, if the number of communication
iterations tF < Dm where Dm is the network diameter [6],
each sensor will receive sensor data only from sensors within
its tF neighborhood by flooding. One more comment is in
order. To reduce the communication and local memory require-
ment, bandwidth reduction such as via compressive sensing
and quantization [21] may be applied. Hereafter, we assume
sensor s having received the measurements of multiple sensors
and we leave the communication issues.
III. NOVEL MULTI-SENSOR PHD UPDATER
This section presents a multi-sensor measurement-
preprocessing procedure in four steps which leads to a novel
multi-sensor PHD updater.
A. Step 1: Project Measurements to State Space
We consider the common nonlinear range-bearing measure-




















where [px,k, py,k]T and [xs, ys]T are the positions of the under-
lying target and sensor s, respectively while vs,r and vs,θ are
white noises affecting range rs,k and bearing θs,k, respectively,
which are not limited to being Gaussian-distributed.
The projection of [rs,k, θs,k]T on the state space yields a
position-detection ys,k = [p̂x,k, p̂y,k]T with
p̂x,k = sgnxbs,k + xs, (4)




1+(tan(|θs,k−v̄s,θ |))2 , v̄s,r and v̄s,θ are the
statistical means of vs,r and vs,θ , respectively, and the signs
sgnx and sgny rely on the quadrant of the underlying target in
the sensing range of the sensor, i.e., sgnx = 1, sgny = 1 when
θs,k ∈ (0, π/2], sgnx = −1, sgny = 1 when θs,k ∈ (π/2, π],
sgnx = 1, sgny = −1 when θs,k ∈ (−π/2, 0] and sgnx =
−1, sgny = −1 when θs,k ∈ (−π,−π/2].
We note that the nonlinear conversions (4) and (5) are statis-
tically biased [22]. When higher order statistical information
about the noise is available, such as the variance, a debiasing
scheme should be applied [22] to account for the bias.
B. Step 2: Cluster Multi-Sensor Data
At this step, we apply the constrained, hierarchical clus-
tering scheme [23] to the converted measurements. That is,
the density criterion is employed to group the raw data (for
which the number of clusters is automatically determined) and
the distance criterion to further divide the overlapped clusters
(due to close-distributed targets). As the end of this step, data
corresponding to the same target are expected to be grouped
into one cluster. The shape and size of the cluster just indicate
the uncertainty of the measurements of that target.
C. Step 3: Generate Proxy Measurements and Likelihood
Denote by Cs,k the number of the clusters obtained at sensor
s at time k, each of which indicates a potential target. For the
cluster c = 1, · · · , Cs,k of size J [c]s whose data-points can be
written as {y[c]j,k}j=1,··· ,J [c]s , its centroid ȳ
[c]









This provided the (position) detection of the underlying target
[23], [24], but no information about the target velocity. Here,
we remain using it as (position-related) measurement, i.e.,
ȳ[c]s,k = [px,k, py,k]
T + v[c]s,k, (7)
where the residual v[c]s,k amounts to the proxy measurement














Denoting the target state xk = [px,k, py,k, ṗx,k, ṗy,k]T
consisting of the position [px,k, py,k]T and the velocity
[ṗx,k, ṗy,k]T, the measurement function (7) can be written as
ȳ[c]s,k = Hposxk + v
[c]
s,k, (9)
where Hpos = [I2,02].
Simply, a Gaussian-distributed variable v[c]s,k corresponds to








where N (x;m,Σ) denotes a Gaussian function of x with
mean m and covariance Σ.
D. Step 4: Modify the PHD Updater
Since the measurements are postulated independent across
the sensors, it is unlikely for the same target to be missed in
detection or for the false alarm to occur at the same area, for
the majority of the concerning sensors. Therefore, the synthetic
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to be free of misdetection and clutter, indicating κs,k(y) = 0








Substituting Zs,k, LZs,k(x) of (1) by Cs,k, LCs,k(x) in (11),







By this, the expected number of targets becomes consistent
with the number of the clusters, i.e.,
E[Tk|Cs,k] =
∫
Dk|k(x|Cs,k)dx = |Cs,k| = Cs,k. (13)
E. Gaussian Mixture (GM) and Particle Implementation
The proposed PHD filter can be implemented by approx-
imating the predicted and updated PHDs using either
a Gaussian mixture [25] (GM, namely the GM-PHD
filter) or a set of weighted particles [26] (namely












s,k|k(x) for the updated PHD.
Here, the weights w(j)s,k ≥ 0 and the functions ψ(j)s,k(x) are
given by Gaussian function N (x;m(j)s,k,P(j)s,k
)
in the case of




(x) in the case
of the particle PHD filter; m(j)s,k and P
(j)
s,k denote the mean and
covariance the Gaussian component (GC) j, respectively and
x(j)s,k is the state of particle j, at time k and sensor s.
The key difference of our approach to the standard imple-
mentation given in [25] and [26] lies on the weight updating
from w(j)s,k|k−1 to w
(j)
s,k|k , due to the new measurements and new
likelihood function. In short, for the particle implementation,
























For the GM implementation, each predicted GC will gen-
erate a new GC for (and only for) each measurement and so
Js,k|k = Js,k|k−1Cs,k . For measurement y ∈ Cs,k, the weight
of the new GC l = 1, · · · , Js,k|k that branches from the
predicted GC j with mean m(j)s,k|k−1 and covariance P
(j)
s,k|k−1





























Fig. 1. ROI involving 15 sensors and 7 targets. The communication links
between neighbor sensors (located at red ‘◦’) are shown in black ashed lines
and the target trajectories in colored lines with dots. Each target starts at ‘’
and ends at ‘’ with persisting time noted.
IV. SIMULATION RESULTS
In the simulation, the proposed GM-PHD filter was com-
pared with three cutting-edge multi-sensor PHD filters: the
unscented transformation based GM (UGM)-PHD filter and
the particle PHD filter based on the distributed AC for poste-
rior PHD averaging [8], [9], and the centralized IC-based [2]
UGM-PHD filer. In addition, a noncooperative filter in which
each local UGM-PHD filter ran independently of the others
was also implemented.
The concerning region of interest (ROI) was a planar
region [−1000m, 1000m] × [−1000m, 1000m] that was syn-
chronously monitored by 15 sensors as shown in Fig. 1. The
sensor network diameter was Dm = 3. In our simulation,
different numbers of flooding iterations [20], from t = 0
(when each sensor did not interact with the others) to t = 3,
were performed between neighboring sensors for dissemi-
nating measurements (in the IC-based approach [2] and our
approach) or the GM parameters (in the AC-based approaches
[8], [9]).
At each sensing time k, the newborn target inten-
sity function was γk(x) =
∑3
i=1 λiN (x;mi,Pγ), with
λ1 = λ2 = λ3 = 0.05, m1 = [0m, 950m, 0m/s,
−30m/s]T, m2 = [−100m, −800m, 10m/s, 30m/s]T,
m3 = [−800m,−500m, 20m/s, 0m/s]T, and Pγ =
diag([100m2, 100m2, 25m2/s2, 25m2/s2]T). The target sur-
vival probability from time k − 1 to time k was 0.98 and
the survival target followed a nearly constant velocity motion
as xk = Fcvxk−1 + Gcvuk−1, where Fcv = [I2, I2;02, I2],
Gcv = [0.5I2; I2], and uk ∼ N (u;02m/s2, 25I2m2/s4).
Each sensor had a target detection probability pD(xk) =
0.95 and a sensing range that was a disc of radius 3000m
around the location of the sensor. The clutter was uniformly
distributed on the sensor’s sensing range with an average rate
of 10 points per scan, indicating clutter intensity κs,k(zk) =
1/(600π). The measurement model was given in (3) with
vs,r ∼ N (v; 0, σ2s,r), vs,θ ∼ N (v; 0, σ2s,θ), where σs,r = 10m,
σs,θ = π/90rad. We reiterate that our approach did not
need the exact knowledge of these sensor parameters, while
they were critically important and exactly provided to the
comparison filters for their best performance.
The simulation was performed for 100 runs using randomly
generated measurement series in each run but the same target
trajectories. Each run consisted of 80 filtering steps. The
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Fig. 2. OSPA. (a) Network OSPA against filtering step k (when t = 3) and
(b) time-averaged network OSPA against the number t of flooding iterations.
TABLE I
AVERAGE COMPUTING TIME FOR EACH FILTERING STEP (t = 3)
optimal sub-pattern assignment (OSPA) metric [27] was used
with the cut-off parameter c = 1000m and the order parameter
p = 2. Furthermore, we defined network OSPA as the average
of OSPAs obtained by all sensors in the network at each
sampling step and time-averaged network OSPA as the average
of the network OSPAs over all filtering steps. The network
OSPA for each filter step when t = 3, and the time-averaged
network OSPA for different ts, were given in Fig. 2. When
t = 3, the average computing time of different filters for each
filtering step was given in Table I. The results showed:
• All multi-sensor filters achieved better accuracy than the
noncooperative, single sensor filter. The gain increased
with the increase of the number of the sensors (as t
increased), until a certain point. However, the proposed
GM-PHD filter could not work with a single sensor (and
so there was no plot for t = 0).
• The AC-based particle PHD filter outperformed the UGM
PHD filters based on either IC or AC.
• When t = 1, the performance of the proposed GM-PHD
filter was disappointing as compared to distributed AC
UGM/particle PHD filters although it still outperformed
the noncooperative or IC based UGM-PHD filters.
• The proposed GM-PHD filter yielded the best accuracy
of all when t = 3.
• The proposed GM-PHD filter performed similar to the AC
based particle/UGM PHD filters in computing efficiency,
much faster than the IC based UGM-PHD filter.
V. CONCLUSION
A novel, robust multi-sensor PHD updater has been devised
for dealing with the poor statistical knowledge of the sensors
in tracking an unknown number of targets, which particularly
appeals to the joint use of massive sensors. Future extension
of our work is to consider correlated clutter, asynchronous
sensing rate and limited field of view of the sensors.
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