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Abstract
A new quantization of groupoids under the name of ×-Hopf coalge-
bras is introduced. We develop a Hopf cyclic theory with coefficients
in stable-anti-Yetter-Drinfeld modules for ×-Hopf coalgebras. We use
×-Hopf coalgebras to study coextensions of coalgebras. Finally, equiv-
ariant ×-Hopf coalgebra Galois coextensions are defined and applied
as functors between categories of stable anti-Yetter-Drinfeld modules
over ×-Hopf coalgebras involved in the coextension.
Introduction
It is known that ×-Hopf algebras quantize groupoids [BO]. However, this
quantization is not comprehensive enough [BS]. To wit, let us consider
the natural cyclic module, a`la Connes [C-Book], defined as the free module
generated by the nerve of a groupoid; it is then easy to see that the Hopf
cyclic complex of the groupoid algebra viewed as a ×-Hopf algebra does not
coincide with the cyclic complex of the cyclic module.
To remedy this lack of consistency, we structure our correct gadget on the
groupoid coalgebra of a groupoid instead of groupoid algebra. This way
we obtain an object that is called ×-Hopf coalgebra. Naturally ×-Hopf
coalgebras generalize Hopf algebras and week Hopf algebras. The simplest
example of such an object is the enveloping coalgebra of a coalgebra.
After defining ×-Hopf coalgebras axiomatically, we study their representa-
tion and corepresentation to define stable-anti-Yetter-Drinfeld modules over
×-Hopf coalgebras. Next, we introduce a Hopf cyclic theory for ×-Hopf
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coalgebras with coefficients in stable-anti-Yetter-Drinfeld modules. We ob-
serve that the cyclic complex of groupoid coalgebra perfectly coincides with
the nerve generated cyclic complex.
The use of Hopf algebras in study of (co)algebra (co)extensions is not new,
for example see [BH]. ×-Hopf algebras are used to define appropriate Galois
extension of algebras over algebras [BS]. Similarly we use ×-Hopf coalgebras
to define Galois coextensions of coalgebras over coalgebras. By the work of
Jara-Stefan [J-S] and Bo¨hm-Stefan [BS] one knows that Hopf Galois exten-
sions are an interesting source of stable-anti-Yetter-Drinfeld modules. This
construction was generalized by our previous work [HR]: any equivariant
Hopf Galois extension defines a functor between the category of stable-anti-
Yetter-Drinfeld modules of the ×-Hopf algebras involved in the extension.
To state the corresponding result, we introduce equivariant ×-Hopf coalge-
bra Galois coextensions and use them as a functor between the category
of stable anti Yetter-Drinfeld modules of the ×-Hopf coalgebras associated
with the coextension.
Notations: In this paper all objects are vector spaces over C, the field of
complex numbers. Coalgebras are denoted by C and D, and Hopf algebras
are denoted by H. We use K and B as left and right ×-Hopf coalgebra,
respectively. We denote left coactions of coalgebras by H(a) = a
<−1>
⊗a
<0>
,
left coactions of right ×-Hopf coalgebras by H(a) = a [−1] ⊗ a [0] , and left
coaction of left ×-Hopf coalgebra by H(a) = a
<−1> ⊗ a<0> . We use similar
notations for right coactions of the above objects. If X and Y are right and
left C-comodules, we define their cotensor product X  CY as follows,
X  CY :=
{
x⊗ y; x
<0>
⊗ x
<1>
⊗ y = x⊗ y
<−1>
⊗ y
<0>
}
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1 Motivation: Groupoid homology revisited
In this section we briefly recall groupoids and their homology. We justify
the need of ×-Hopf coalgebras as a reasonable, and missed, quantization of
groupoids.
It is known that the Hopf cyclic homology, dual theory, of Hopf algebras
generalizes group homology [KR02]. One associates a cyclic module to any
Hopf algebra equipped with an extra structure such as a modular pair in
involution, or a stable anti Yetter-Drinfeld module in general, [CM98](see
also[KR02, HKRS1, HKRS2]). When the Hopf algebra is a group algebra
one observes that the corresponding cyclic module coincides with the cyclic
module associated to the group in question [KR02].
We would like to define appropriate Hopf algebraic structure and define its
cyclic theory to generalizes groupoids and their cyclic theory. One knows
that the groupoid algebra of a groupoid is a ×-Hopf algebra. However its
cyclic complex does not coincide with the cyclic complex of the groupoid
generated by the nerve [BS].
We denote a groupoid by G = (G1,G0). Here G1 denotes the set of morphisms
and G0 is the set of objects. We denote the source and target maps by
t, s : G1 → G0, i.e. , for g ∈ Mor(x, y), s(g) = x, and t(g) = y.
A groupoid is called cyclic if for any A ∈ G0 there is a morphism θA ∈
Mor(A,A) such that fθA = θBf for any f ∈ Mor(A,B) . Any groupoid is
trivially cyclic via θA = IdA. We denote a groupid G equipped with a cyclic
structure θ by (G, θ). Let us recall the nerve of a groupoid from [Bur]. For
a groupoid G = (G1,G0) we denote by Gn, for n ≥ 2, the nerve of G, as the
set of all (g1, g2, . . . , gn) such that s(gi) = t(gi+1), and Gi = G
i, for i = 0, 1.
Then one easily observes that for any cyclic groupoid (G, θ), G• becomes a
cyclic set with the following morphisms,
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∂i : G• → G•−1, 0 ≤ i ≤ • (1.1)
σj : G• → G•+1, 0 ≤ j ≤ • (1.2)
τ : G• → G• (1.3)
which are defined by
∂0[g1, . . . , gn] = [g2, . . . , gn], (1.4)
∂i[g1, . . . , gn] = [g1, . . . , gigi+1, . . . , gn], (1.5)
∂n[g1, . . . , gn] = [g1, . . . , gn−1], (1.6)
σj[g1, . . . , gn] = [g1, . . . , gi−1, Ids(gi), gi . . . , gn], (1.7)
τ [g1, . . . , gn] = [θs(gn)g
−1
n · · · g
−1
1 , g1, . . . , gn−1]. (1.8)
The special cases ∂0, ∂1 : G1 → G0 are defined by ∂0 = s, and ∂1 = t. Finally
σ0 : G0 → G1 is defined by σ0(A) = IdA. We denote this cyclic module by
C•(G, θ) and its cyclic homology by HC•(G, θ).
Now let B = CG1 be the coalgebra generated by G1, i.e. as a module it is
the free module generated by G with ∆(x) = x⊗ x, ε(x) = 1. Similarly we
set C := CG0 as the coalgebra generated by G0.
The source and target maps induce the following morphisms of coalgebras
α, β : B → C, α(g) := s(g), β(g) := t(g). (1.9)
The maps α and β induce a C-bicomodule structure on C as follows,
HL : B → C ⊗ B, HL(g) = β(g) ⊗ g (1.10)
HR : B → B ⊗ C, HR(g) = g ⊗ α(g). (1.11)
One then identifies B CB with G2(G) in the usual way. Here the cotensor
space is defined by
B CB :=
{
g ⊗ h ∈ B ⊗ B | g
(1)
⊗ α(g
(2)
)⊗ h = g ⊗ β(h
(1)
)⊗ h
(2)
}
(1.12)
Next, one uses the composition rule of G to define a multiplication as follows,
µ : B CB → B, µ(g ⊗ h) = gh. (1.13)
There is also a map η : C → B defined by η(A) = IdA. The inverse of G
induces the following map
ν−1 : B CcopB → B CB, ν
−1(g ⊗ h) = g ⊗ g−1h, (1.14)
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which defines an inverse for the map
ν : B CB → B CcopB, ν(g ⊗ h) = g ⊗ gh. (1.15)
In the next step we define our coefficients C to be acted and coacted by B.
First we define the coaction of B on C by
H : C → B ⊗ C, H(A) = θA ⊗A. (1.16)
We also let B act on C via
C  CB → C, c · g = ε(c)s(g) (1.17)
By this information we offer a new cyclic module;
C•(B,
θC) := B C  · · ·  CB︸ ︷︷ ︸
•+1 times
 BC. (1.18)
Here Cn(B, θC) can be identified with the vector space generated by all
elements [g0, . . . , gn, c] ∈ G
1 × · · · × G1 × G0 such that
s(gi) = t(gi+1), s(gn) = t(g0) and g0 · · · gn = θc. (1.19)
One easily observe that C•(B,
θC) is a cyclic module via the following
morphisms.
∂i([g0, . . . , gn, c]) = [g0, . . . , gigi+1, . . . , gn, c], (1.20)
∂n([g0, . . . , gn, c]) = [gng0, g1, . . . , gn−1, c · g
−1
n ], (1.21)
σj([g0, . . . , gn, c]) = [g0, . . . , gi, Idt(gi), gi+1, . . . , gn, c], (1.22)
τ([g0, . . . , gn, c]) = [gn, g0, . . . , gn−1, c · g
−1
n ]. (1.23)
As the final step one observes that C•(B,
θC) and C•(G, θ) are isomorphic
as cyclic modules via
I : C•(B,
θC)→ C•(G, θ), I([g0, . . . , gn, c]) = [g1, g2, . . . , gn], (1.24)
with the inverse map given by I−1 : C•(G, θ)→ C•(B,
θC),
I−1([g1, . . . , gn]) = [θs(gn)(g1 . . . gn)
−1, g1, . . . , gn, s(gn)]. (1.25)
As we see above, we are faced with a new structure which is not ×-Hopf
algebra. Our aim in the sequel sections is to study such objects and define a
cyclic theory for them (see Example 2.12). Also we observe that the desired
cyclic theory is capable to handle coefficients. The above cyclic structure θ
defines an example of such coefficients (see Remark 2.27).
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2 ×-Hopf coalgebras
In this section we introduce ×-Hopf coalgebras as a formal dual of ×-Hopf
algebras. We carefully show that they define symmetries for (co)algebras
with several objects. We apply them to define Hopf cyclic cohomology of
(co)algebras with several objects under the symmetry of ×-Hopf coalgebras.
2.1 Bicoalgebroids and ×-Hopf coalgebras
It is well known that the category of ×- Hopf algebras contains Hopf algebras
as a full subcategory. However, ×-Hopf algebras are not a self-dual alike
Hopf algebras. In fact this lack of self-duality is passed on to the ×-Hopf
algebras from bialgebroids.
There are many generalizations of Hopf algebras in the literature and the
most natural ones are ×-Hopf algebras [Sch]. In this paper we are interested
in the formal dual of ×-Hopf algebras. For the convenience of the reader
we present a very short description of ×-Hopf algebras. Let R and K be
algebras with two algebra maps s : R −→ K and t : Rop −→ K, called source
and target, such that their ranges commute with one another. We equip K
and K⊗R K with R-bimodule structures using the source and target maps.
More precisely, r ⊲ k = s(r)k and k ⊳ r = t(r)k. We assume that there are
R-bimodule maps ∆ : K −→ K ⊗R K and ε : K −→ R via which K is an R-
coring. The data (K, s, t,∆, ε) is called a left R-bialgebroid if for k1, k2 ∈ K
and r ∈ R the following identities hold
i) k(1)t(r)⊗R k
(2) = k(1) ⊗R k
(2)
s(r),
ii) ∆(1K) = 1K ⊗R 1K, and ∆(k1k2) = k
(1)
1 k
(1)
2 ⊗R k
(2)
1 k
(2)
2 .
iii) ε(1K) = 1R and ε(k1k2) = ε(k1s(ε(k2))).
A left R-bialgebroid (K, s, t,∆, ε) is said to be a left ×R-Hopf algebra if the
Galois map
ν : K ⊗Rop K −→ K ⊗R K, k ⊗Rop k
′ 7−→ k(1) ⊗R k
(2)k′, (2.1)
is bijective. The role of antipode in ×R-Hopf algebras is played by the
following map,
K → K ⊗Rop K, k 7→ ν
−1(k ⊗R 1K). (2.2)
Similarly, one has the definition of right bialgebroids and right ×-Hopf al-
gebras.
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Let us define our main object of this paper. To do so, we first recall bi-
coalgebroid from [BM]. Roughly speaking, bicoalgebroids are formal dual
of bialgebroids as they are defined by reversing the arrows in the defini-
tion of bialgebroids. Let K and C be two coalgebras with coalgebra maps
α : K → C and β : K → Ccop, such that their images cocommute, i.e.
α(h(1))⊗ β(h(2)) = α(h(2))⊗ β(h(1)). (2.3)
These maps endow K with a C-bicomodule structure, via the left and right
C-coactions as follows,
HL(h) = α(h
(1)
)⊗ h
(2)
, HR(h) = h
(2)
⊗ β(h
(1)
). (2.4)
The next we assume two C-bicomodule maps µK : KCK −→ K and ηK :
C −→ K called the multiplication and the unit, respectively, which satisfy
the following axioms:
i)
∑
i
µ(gi ⊗ h
(1)
i )⊗ α(h
(2)
i ) = µ(g
(1)
i ⊗ hi)⊗ β(g
(2)
i ), (2.5)
ii) ∆ ◦ µ(
∑
i
gi ⊗ hi) =
∑
i
µ(g
(1)
i ⊗ h
(1)
i )⊗ µ(g
(2)
i ⊗ h
(2)
i ), (2.6)
iii) ε(g)ε(h) = ε ◦ µ(g ⊗ h), (2.7)
iv) µ ◦ (η IdK) ◦ HL = IdK = µ ◦ (IdK  η) ◦HR, (2.8)
v) ∆(η(c)) = η(c)(1) ⊗ η(α(η(c)(2))) = η(c)(1) ⊗ η(β(η(c)(2))), (2.9)
vi) ε(η(c)) = ε(c). (2.10)
Furthermore the multiplication map µ is associative. We call (K,∆K, εK, µ, η, α, β,C)
a left bicoalgebroid [BM] (also see[Ba´l]). For simplicity, we use the notation
µ(h ⊗ k) = hk for all h, k ∈ K. It is shown in [BM] and [Ba´l] that the
conditions i), . . . , vi) make sense.
Lemma 2.1. Let K = (K, C) be a left bicoalgebroid. Then the following
properties hold for all h, k ∈ K and c ∈ C.
i) α(η(c)) = c.
ii) β(η(c)) = c.
iii) α(hk) = α(h)ε(k).
iv) β(hk) = ε(h)β(k).
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Proof. The relations i) and ii) are obtained by applying Id⊗ε and ε⊗ Id on
the both hand sides of
c
(1)
⊗ η(c
(2)
) = α(η(c)
(1)
)⊗ η(c)
(2)
,
η(c
(1)
)⊗ c
(2)
= η(c)
(2)
⊗ β(η(c)
(1)
),
which are left and right C-comodule map properties of the unit map η,
respectively. The relations iii) and iv) are proved in [Ba´l, page 8].
One notes that the relations i) and ii) in the previous lemma are dual to
the relations ε(t(r)) = ε(s(r)) = r and also the relations iii) and iv) are
dual to the relations ∆(s(r)) = s(r) ⊗ 1 and ∆(t(r)) = 1 ⊗ t(r) for left
×R-bialgebroids.
Definition 2.2. A left bicoalgebroid K over the coalgebra C is said to be a
left ×C-Hopf coalgebra if the following Galois map
ν : K CK −→ K CcopK, k ⊗ k
′ 7−→ kk′
(1)
⊗ k′
(2)
, (2.11)
is bijective. Here in the codomain of ν, the Ccop-comodule structures are
given by right and left coactions defined by β, i.e.
k 7−→ β(k
(1)
)⊗ k
(2)
, k 7−→ k(1) ⊗ β(k(2)). (2.12)
In the domain of ν, the C-comodule structures are given by the original right
and left coactions defined by α and β, i.e.
k 7−→ α(k
(1)
)⊗ k
(2)
, k 7−→ k
(2)
⊗ β(k
(1)
). (2.13)
To show that ν is well-defined, we prove that kk′
(1)
⊗ k′
(2)
∈ K CcopK.
Indeed,
(kk′(1))(1) ⊗ β((kk′(1))(2))⊗ k′(2) = k(1)k′(1) ⊗ β(k(2) ⊗ k′(2))⊗ k′(3)
= k(1)ε(k(2))k′(1) ⊗ β(k′(2))⊗ k′(3) = kk′(1) ⊗ β(k′(2)(1))⊗ k′(2)(2).
Here Lemma (2.1)(iv) is used in the second equality.
We use the following summation notation for the image of ν−1,
ν−1(k ⊗ k′) = ν−(k, k′)⊗ ν+(k, k′). (2.14)
When there is no confusion we set ν−1 = ν− ⊗ ν+.
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Lemma 2.3. Let C be a coalgebra and K a left ×C-Hopf coalgebra. Then
the following properties hold for ν and ν−1.
i) ν−ν+
(1)
⊗ ν+
(2)
= IdKCcopK .
ii) ν−(kk′
(1)
, k′
(2)
)⊗ ν+(kk′
(1)
, k′
(2)
) = k ⊗ k′.
iii) ε(ν−(k ⊗ k′))ε(ν+(k ⊗ k′)) = ε(k)ε(k′).
iv) ε(ν−(k ⊗ k′))ν+(k ⊗ k′) = ε(k)k′.
v) ν−(k ⊗ k′)ν+(k ⊗ k′) = ε(k′)k.
Proof. The relation i) is equivalent to νν−1 = Id. The relation ii) is equiva-
lent to ν−1ν = Id. The relation iii) is proved by applying ε⊗ ε to the both
sides of i) followed by (2.7). The relation iv) is obtained by applying ε⊗ Id
on both hand sides of i). The relation v) is shown by applying Id⊗ε on both
hand sides of i).
One notes that for a left ×C-Hopf coalgebra K, the maps ν and hence ν
−1
are both right K-comodule maps where the right K-comodule structures of
K CK and K CcopK are given by k ⊗ k
′ 7−→ k ⊗ k′
(1)
⊗ k′
(2)
. The right
K-comodule map property of ν−1 is equivalent to
ν−(k⊗k
′)⊗ν+(k⊗k
′)
(1)
⊗ν+(k⊗k
′)
(2)
= ν−(k⊗k
′(1))⊗ν+(k⊗k
′(1))⊗k′
(2)
.
Definition 2.4. A right bicoalgebroid (B,∆, ε, µ, η, α, β,C) consists of coal-
gebras B and C with coalgebra maps α : B → C and β : B → Ccop, such
that their images cocommute, i.e. α(b(1))⊗β(b(2)) = α(b(2))⊗β(b(1)). These
maps furnish B with a C-bicomodule structure, via left and right C-coactions
HL(b) = β(b
(2)
)⊗ b
(1)
, HR(b) = b
(1)
⊗ α(b
(2)
) (2.15)
C-bicomodule maps µB : BCB −→ B and ηB : C −→ B making B an
algebra in CMC , satisfying the following properties:
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i)
∑
i
µ(bi ⊗ b
′
i
(2)
)⊗ β(b′i
(1)
) = µ(bi
(2)
⊗ b′i)⊗ α(bi
(1)
) (2.16)
ii) ∆ ◦ µ(
∑
i
bi ⊗ b
′
i) =
∑
i
µ(bi
(1)
⊗ b′i
(1)
)⊗ µ(bi
(2)
⊗ b′i
(2)
) (2.17)
iii) ε(b)ε(b′) = ε ◦ µ(b⊗ b′) (2.18)
iv) µ ◦ (Id η) ◦R HC = B = µ ◦ (η Id) ◦
L
HC (2.19)
v) ∆(η(c)) = η(α(η(c)(1)))⊗ η(c)
(2)
= η(β(η(c)(1)))⊗ η(c)
(2)
(2.20)
vi) ε(η(c)) = ε(c). (2.21)
For simplicity we use the notation µ(b⊗ b′) = bb′ for all b, b′ ∈ B. One notes
that the relation (2.16) makes sense because if b⊗ b′ ∈ B CB, then
b⊗ β(b′
(2)
)⊗ b′
(1)
= b
(1)
⊗ α(b
(2)
)⊗ b′. (2.22)
By applying Id⊗ Id⊗ε on the both sides of (2.22) we get
b⊗ β(b′
(3)
)⊗ b′
(1)
⊗ b′
(2)
= b
(1)
⊗ α(b
(2)
)⊗ b′
(1)
⊗ b′
(2)
, (2.23)
which is equivalent to b ⊗ b′
(2)
⊗ b′
(1)
∈ B CB ⊗ B. So the left hand side
of (2.16) is well-defined. To show that the right hand side of (2.16) is well-
defined, one applies ∆⊗ Id⊗ Id on the both sides of (2.22) to obtain
b
(1)
⊗ b
(2)
⊗ β(b′
(2)
)⊗ b′
(1)
= b
(1)
⊗ b
(2)
⊗ α(b
(3)
)⊗ b′.
One also notes that the unit map η : C −→ B is a right C-comodule map,
i.e.
η(c
(1)
)⊗ c
(2)
= η(c)
(1)
⊗ α(η(c)
(2)
), (2.24)
where C is a right C-comodule by ∆C and the right C-comodule structure
of B is given in (2.15).
Lemma 2.5. Let C be a coalgebra and B be a right ×C-bicoalgebroid. The
following properties hold for all b, b′ ∈ B and c ∈ C.
i) α(η(c)) = c.
ii) β(η(c)) = c.
iii) α(bb′)) = ε(b)α(b′).
iv) β(bb′) = β(b)ε(b′).
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Definition 2.6. Let C be a coalgebra. A right ×C-bicoalgebroid B is said
to be a right ×C-Hopf coalgebra provided that the map
ν : B CB −→ B CcopB, b⊗ b
′ 7−→ b
(1)
⊗ b
(2)
b′, (2.25)
is bijective. In the codomain of this map in (2.25), Ccop-comodule structures
are given by the right and left coaction via β, i.e.
b 7−→ β(b
(1)
)⊗ b
(2)
, b 7−→ b(1) ⊗ β(b(2)). (2.26)
In the domain of the map in (2.25), C-comodule structures are given by the
original right and left coactions by α and β, i.e.
b 7−→ β(b
(2)
)⊗ b
(1)
, b 7−→ b
(1)
⊗ α(b
(2)
). (2.27)
The map ν introduced in (2.25) is well-defined by (2.23) and the fact that
one has
b
(1)
⊗ b
(2)
b′ ∈ B CcopB.
In fact,
b
(1)
⊗ β(b
(2)(1)
b′
(1)
)⊗ b
(2)(2)
b′
(2)
= b
(1)
⊗ β(b
(2)
b′
(1)
)⊗ b
(3)
b′
(2)
=
b
(1)
⊗ β(b
(2)
)⊗ b
(3)
ε(b′
(1)
)b′
(2)
= b
(1)
⊗ β(b
(2)
)⊗ b
(3)
b′.
We use Lemma (2.5)(iv) in the second equality. We denote the inverse map
ν−1 by the following summation notation,
ν−1(b Ccopb
′) = ν−(b, b′)⊗ ν+(b, b′). (2.28)
If there is no confusion we use ν−1 := ν−⊗ν+. Similar to Lemma (2.3), one
can prove the following lemma.
Lemma 2.7. Let C be a coalgebra and B be a right ×C-Hopf coalgebra.
Then the following properties hold.
i) ν−
(1)
⊗ ν−
(2)
ν+ = IdBCcopB .
ii) ν−(b
(1)
, b
(2)
b′)⊗ ν+(b
(1)
, b
(2)
b′) = b⊗ b′.
iii) ε(ν−(b⊗ b′))ε(ν+(b⊗ b′)) = ε(b)ε(b′).
iv) ε(ν+(b⊗ b′))ν−(b⊗ b′) = ε(b′)b.
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v) ν−(b⊗ b′)ν+(b⊗ b′) = ε(b)b′.
One notes that for any right ×-Hopf coalgebra B, the map ν and therefore
ν−1 are both left B-comodule maps where the left B-comodule structures
of B CB and B CcopB are given by b ⊗ b
′ 7−→ b
(1)
⊗ b
(2)
⊗ b′. The left
B-comodule property of ν−1 is equivalent to
ν−(b⊗b
′)
(1)
⊗ν−(b⊗b
′)
(2)
⊗ν+(b⊗b
′) = b
(1)
⊗ν−(b
(2)
⊗b′)⊗ν+(b
(2)
⊗b′). (2.29)
2.2 Examples
Example 2.8. The ×-Hopf coalgebras generalize Hopf algebras. We recall
that a left Hopf algebra is a bialgebra B endowed with a left antipode S,
i.e. S : B −→ B where S(b
(1)
)b
(2)
= b, for all b ∈ B [GNT]. Similarly a right
Hopf algebra is a bialgebra endowed with a right antipode. Obviously any
Hopf algebra is both a left and a right Hopf algebra. If H is a bialgebra, it
is a left ×C-Hopf coalgebra, if and only if
ν(h⊗ h′) = hh′
(1)
⊗ h′
(2)
, ν−1(h⊗ h′) = hS(h′
(1)
)⊗ h′
(2)
. (2.30)
The relation ν−1ν = id implies that H is a right Hopf algebra and νν−1 = id
is equivalent to the fact that H is a left Hopf algebra. Therefore H should
be a Hopf algebra. Also H is a right ×C-Hopf coalgebra if and only if
ν(b⊗ b′) = b
(1)
⊗ b
(2)
b′, ν−1(b⊗ b′) = b
(1)
⊗ S(b
(2)
)b′. (2.31)
Example 2.9. The simplest example of a ×-Hopf coalgebra which is not a
Hopf algebra comes as follows. The co-enveloping coalgebra Ce = C ⊗Ccop
is a left ×C-Hopf coalgebra where the source and target maps are given by
α : C⊗Ccop −→ C, c⊗c
′ 7−→ cε(c′); β : C⊗Ccop −→ Ccop, c⊗c
′ 7−→ ε(c)c′,
multiplication by
C ⊗ CcopC ⊗ Ccop −→ C ⊗ Ccop, c⊗ c
′
 d⊗ d′ 7−→ ε(c′)ε(d)c ⊗ d′,
unit map by
η : C −→ C ⊗ Ccop, c 7−→ c
(1)
⊗ c
(2)
,
and
ν(c⊗ c′ Cd⊗ d
′) = ε(c′)c⊗ d′
(2)
Ccopd⊗ d
′(1) ,
ν−1(c⊗ c′ Ccopd⊗ d
′) = ε(c′)c⊗ d
(1)
 Cd
(2)
⊗ d′.
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Example 2.10. The co-enveloping coalgebra Ce = C ⊗Ccop is a right ×C-
Hopf coalgebra where the source and target maps are given by
α : C ⊗ Ccop −→ C, c⊗ c
′ 7−→ cε(c′),
β : C ⊗ Ccop −→ Ccop, c⊗ c
′ 7−→ ε(c)c′,
multiplication, unite, and inverse maps by
C ⊗ CcopC ⊗ Ccop −→ C ⊗ Ccop, c⊗ c
′
 d⊗ d′ 7−→ ε(c)ε(d′)d⊗ c′,
η : C −→ C ⊗ Ccop, c 7−→ c
(2)
⊗ c
(1)
,
ν(c⊗ c′ Cd⊗ d
′) = ε(c4)c1 ⊗ c2
(2)
 Ccopc2
(1)
⊗ c3,
ν−1(c⊗ c′ Ccopd⊗ d
′) = ε(c4)c1
(1)
⊗ c2 Cc3 ⊗ c1
(2)
.
The following example introduce a subcategory of ×-Hopf coalgebras. They
are dual notion of Hopf algebroids defined in [BO], hence we call them Hopf
coalgebroids.
Example 2.11. Let C and D be two coalgebras. A Hopf coalgebroid over
the base coalgebras C andD is a triple (K,B, S). Here (K,∆K, αK, βK, ηK, µK)
is a left ×C-Hopf coalgebra and (B,∆B, αB, βB, ηB, µB) is a right ×D-Hopf
coalgebra such that as a coalgebra we have K = B = H and there exists a
C-linear map S : H −→ H, called antipode. These structures are subject to
the following axioms.
i) βB ◦ ηK ◦ αK = βB, αB ◦ ηK ◦ βK = αB,
βK ◦ ηB ◦ αB = βK, αK ◦ ηB ◦ βB = αK.
ii) µB ◦ (µKD IdH) = µK ◦ (IdH  CµB),
µK ◦ (µB  C IdH) = µB ◦ (IdH DµK) .
iii) βK(S(h)
(1)
)⊗ S(h)
(2)
⊗ βB(S(h)
(3)
) = αK(h
(3)
)⊗ S(h
(2)
)⊗ αB(h
(1)
).
iv) µK ◦ (S  C IdH) ◦∆K = ηB ◦ αB, µB ◦ (IdH DS) ◦∆B = ηK ◦ αK.
Example 2.12. Let G = (G1,G0) be a groupoid and B := CG1 and C :=
CG0 be the groupoid coalgebra as defined in Section 1 with trivial coalgebra
structure. Then via the source and target maps s, t : B → C defined by
α(g) := s(g), and β(g) := t(g), where s and t are source and target maps
of G, it is easy to verify that B is a right ×C-Hopf coalgebras where the
antipode is defined by
ν−1(g ⊗ h) = g ⊗ g−1h.
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Example 2.13. It is shown in [BM] that any weak Hopf algebras defines
a ×-Hopf coalgebra as follows. First let us recall that a weak bialgebra B
is an unital algebra and counital coalgebra with the following compatibility
conditions between the algebra and coalgebra structures,
(∆(1B)⊗ 1B)(1B ⊗∆(1B)) = (∆⊗ IdB) ◦∆(1B) =
(1B ⊗∆(1B))(∆(1B)⊗ 1B),
ε(b1
(1)
)ε(1
(2)
b′) = ε(bb′) = ε(b1
(2)
)ε(1
(1)
b′).
The first condition generalizes the axiom of unitality of coproduct ∆ and the
third one generalizes the algebra map property of counit of bialgebras. In
fact its coproduct is not an unital map, i.e. ∆(1B) = 1
(1)
⊗1
(2)
6= 1B⊗1B . A
weak Hopf algebra [BO] is the weak bialgebra B equipped with an antipode
S : B −→ B, satisfying the following conditions
b
(1)
S(b
(2)
) = ε(1B
(1)
b)1B
(2)
, S(b
(1)
)b
(2)
= 1B
(1)
ε(b1B
(2)
),
S(b
(1)
)b
(2)
S(b
(3)
) = S(b).
Every weak Hopf algebra B is a ×C-Hopf coalgebra. Here C = B/ ker ξ
where ξ : B −→ B is given by ξ(b) = ε(1
(1)
b)1
(2)
. The source and target
maps are given by
α(b) = π(b), β(b) = π(S−1(b)),
where π : B −→ C is the canonical projection map. The multiplication µ is
given by the original multiplication B as an algebra. The unit map of the
×C-Hopf coalgebra is given by η = ξ. Also we have ν(b⊗ b
′) = bb′
(1)
⊗ b′
(2)
and ν−1(b⊗ b′) = bS(b′
(1)
)⊗ b′
(2)
.
2.3 SAYD modules over ×-Hopf coalgebras
In this subsection, we define modules, comodules, and stable anti Yetter-
Drienfeld (SAYD) modules over ×-Hopf coalgebras. Then we present some
nontrivial examples of stable anti Yetter-Drienfeld modules over the envelop-
ing ×C-Hopf coalgebra C ⊗ Ccop. We also show that for a cyclic groupoid
(G, θ) the coefficients θC defined in Section 1 defines a SAYD module over
the groupoid ×-Hopf coalgebra CG1. At the end we define the symmetries
produced by ×-Hopf coalgebras on algebras and coalgebras.
Let us bring a series of definitions that are needed as preliminaries for stable
anti Yetter-Drienfeld (SAYD) modules over ×-Hopf coalgebras.
14
Definition 2.14. A right module M over a left ×C-Hopf coalgebra K is
a right C-comodule where the action ⊳ : M  CK −→ M is a right C-
comodule map. Here the right C-comodule structure of M  CK is given by
m⊗k 7−→ m⊗k
(2)
⊗β(k
(1)
). Therefore the right C-comodule property of the
action is equivalent to
(m ⊳ k)
<0>
⊗ (m ⊳ k)
<1>
= m ⊳ k
(2)
⊗ β(k
(1)
), m ∈M,k ∈ K. (2.32)
Definition 2.15 ([Ba´l]). A left module M over a left ×C-Hopf coalgebras K
is a left C-comodule where the action K CM −→ M is a left C-comodule
map where the left C-comodule structure of K CM is given by k ⊗m 7−→
α(k
(1)
)⊗ k
(2)
⊗m.
A left K-module M can be naturally equipped with a right C-comodule
structure by
m 7−→ η(m
<−1>
)
(1)
⊲ m
<0>
⊗ α(η(m
<−1>
)
(2)
). (2.33)
One checks that via these comodule structures, M becomes a C-bicomodule
and the left K-action is a C-bicomodule map, i.e.
(k ⊲ m)
<−1>
⊗ (k ⊲ m)
<0>
= α(k
(1)
)⊗ k
(2)
⊲ m (2.34)
(k ⊲ m)
<0>
⊗ (k ⊲ m)
<1>
= k
(1)
⊲ m⊗ α(k
(2)
). (2.35)
Furthermore with respect to the right C-coaction defined in (2.33) one can
use the C-comodule map property of µ and (2.8) to show that for all k⊗m ∈
K CM we have,
k ⊲ m
<0>
⊗m
<1>
= k
(1)
⊲ m⊗ β(k
(2)
). (2.36)
For later purposes, one should note that any K-module map is proved to be
C-bicolinear.
Definition 2.16. Let K be a left ×C-Hopf coalgebra. A right K-comodule
M is a right K-comodule, ρ : M → M ⊗ K, where K is considered as a
coalgebra. A right K-comodule M can be naturally equipped with a Ccop-
bicomodule structure where the right Ccop-coaction is given by
m
<0>
⊗m
<1>
:= m
<0> ⊗ β(m<1>), (2.37)
and the left Ccop-coaction by
m
<−1>
⊗m
<0>
:= α(m
<1>)⊗m<0> . (2.38)
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One observes that the map ρ actually lands in M  CcopK, and the induced
map ρ : M −→ M  CcopK, is a coassociative, counital, and C-bicomodule
map.
The Ccop-bicomodule structure of M is a result of the cocommutativity of
the ranges of the maps α and β.
Definition 2.17. Let K be a left ×C-Hopf coalgebra. A left K-comodule
M is a left K-comodule, ρ : M −→ K ⊗ M , where K is considered as a
coalgebra. A left K-comodule M can be naturally equipped with a Ccop-
bicomodule structure by
ρRC(m) := m<0> ⊗ α(m<−1>), ρ
L
C(m) := β(m<−1>)⊗m<0> . (2.39)
The map ρ lands in K CcopM , and the induced map ρ : M −→ K CcopM
is a coassociative, counital, and C-bicomodule map.
Now we are ready to define stable anti Yetter-Drinfeld modules over ×-Hopf
coalgebras.
Definition 2.18. Let K be a left ×C-Hopf coalgebra, M a left K-module
and a right K-comodule. We call M a left-right anti Yetter-Drinfeld module
over K if
i) The right coaction of C induced on M via (2.37) coincides with the canon-
ical coaction defined in (2.33).
ii) For all m⊗ k ∈M  CcopK, we have
(k⊲m)
<0> ⊗ (k⊲m)<1> = ν
+(m
<1> , k
(1)
)⊲m
<0> ⊗k
(2)
ν−(m
<1> , k
(1)
). (2.40)
We call M stable if m<1>m<0> = m.
One notes that the AYD condition (2.40) is well-defined asm⊗k ∈M  CcopK
yields
m<0> ⊗ β(m<1>)⊗ k = m⊗ β(k
(1)
)⊗ k
(2)
.
By applying H⊗ Id⊗∆ on the both hand sides of the previous equation and
using the coassociativity of the right coaction of K on M we have
m
<0> ⊗m<1>
(1)
⊗ β(m
<1>
(2)
)⊗ k
(1)
⊗ k
(2)
=
m
<0> ⊗m<1> ⊗ β(k
(1)
)⊗ k
(2)
⊗ k
(3)
.
16
This shows that
m
<0> ⊗m<1>  Ccopk
(1)
⊗ k
(2)
,
and therefore (2.40) is well-defined. This definition generalizes the defini-
tion of the stable anti Yetter-Drinfeld modules over Hopf algebras [HKRS1,
Definition 4.1].
One similarly defines modules and comodules over right ×-Hopf coalgebras.
Definition 2.19. Let B be a right ×C-Hopf coalgebra, M be a right B-
module and a left B-comodule. We call M a right-left anti Yetter-Drinfeld
module over B if
i) The left coaction of C onM is the same as the following canonical coaction
m 7−→ α(η(m
<1>
)
(1)
)⊗m
<0>
⊳ η(m
<1>
)
(2)
. (2.41)
ii) For all b⊗m ∈ B CcopM we have
(m ⊳ b)[−1] ⊗ (m ⊳ b)[0] = ν+(b
(2)
,m[−1])b
(1)
⊗m[0] ⊳ ν−(b
(2)
,m[−1]). (2.42)
We call M stable if m[0]m[−1] = m.
One notes that the AYD condition (2.42) is well defined because the following
term in cotensor is well-defined.
b
(1)
⊗ b
(2)
 Ccopm[−1] ⊗m[0] .
The following object will help us to introduce an example of SAYD module
for ×-Hopf coalgebras.
Definition 2.20. A right group-like of a left ×C-Hopf coalgebra K is a lin-
ear map δ : C −→ K satisfying the following conditions
δ(c)
(1)
⊗ α(δ(c)
(2)
) = δ(c
(1)
)⊗ c
(2)
, (2.43)
δ(α(δ(c)
(1)
))⊗ δ(c)
(2)
= δ(c)
(1)
⊗ δ(c)
(2)
, (2.44)
ε(δ(c)) = ε(c). (2.45)
Example 2.21. The unit map η is a right group-like of a right ×C-Hopf
coalgebra. The above three conditions for η are equivalent to (2.24), (2.20)
and (2.21), respectively. One also notes that for a Hopf algebra the above
definition reduces to the original definition of a group-like element.
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Definition 2.22. A character of a ×C-Hopf coalgebra K, left or right, is a
ring morphism σ : K −→ C, where σ(ηK(c)) = c. Here C is considered to be
a ring on itself, i.e. the product C  CC −→ C is given by x⊗ y 7−→ ε(x)y.
As an example, the source and target maps α and β are characters of the
×C-Hopf coalgebra K = C ⊗ Ccop.
Let K be a left ×C-Hopf coalgebra, δ : C −→ K a right group-like, and
σ : K −→ C a character of K. We define the action and a coaction of K on
C as follows,
c 7−→ α(δ(c)
(1)
)⊗ δ(c)
(2)
, k ⊲ c = α(k
(1)
)ε(c)ε(σ(k
(2)
)). (2.46)
Lemma 2.23. The action defined in (2.46) is associative.
Proof. For any k1, k2 ∈ K and c ∈ C we have,
k1k2 ⊲ c = α(k1k2)
(1)
)ε(c)ε(σ(k1k2)
(2)
))
= α(k1
(1)
k2
(1)
)ε(c)ε(σ(k1
(2)
k2
(2)
))
= α(k1
(1)
)ε(k2
(1)
)ε(c)ε(σ(k1
(2)
))ε(σ(k2
(2)
))
= α(k1
(1)
)ε(α(k2
(1)
))ε(c)ε(σ(k1
(2)
))ε(σ(k2
(2)
))
= k1 ⊲ [α(k2
(1)
)ε(c)ε(σ(k2
(2)
)] = k1 ⊲ (k2 ⊲ c).
We use (2.6) in the second equality. We apply Lemma 2.1(iii), the multiplic-
ity of the ring map σ, and the multiplication rule in C in the third equality.
Finally we use the counitality of α in the fourth equality.
Lemma 2.24. The coaction defined in (2.46) is coassociative and counital.
Proof. It is straightforwardly seen that,
c
<0> ⊗ c<1>
(1)
⊗ c
<1>
(2)
= α(δ(c)
(1)
)⊗ δ(c)
(2)
⊗ δ(c)
(3)
= α(δ(α(δ(c)
(1)
))
(1)
)⊗ δ(α(δ(c)
(1)
))
(2)
⊗ δ(c)
(2)
= c
<0><0> ⊗ c<0><1> ⊗ c<1> .
Here we use (2.44) in the second equality. The counitality of the coaction
comes as follows.
ε(δ(c)
(2)
)α(δ(c)
(1)
) = α(δ(c)) = c.
For the last equality, we apply ε⊗ Id on both hand sides of (2.43) and then
we use (2.45).
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Proposition 2.25. The action and coaction defined in (2.46) amount to an
AYD module over K if and only if
ε(σ(ν+
(2)
(δ(c) ⊗ k)))ε(ν−(δ(c) ⊗ k))α(ν+
(1)
(δ(c) ⊗ k))
= ε(c)ε(σ(k
(2)
))α(δ(α(k
(1)
))), (2.47)
and
α(η(c)
(2)
)ε(σ(η(c)
(1)
)) = α(δ(c)). (2.48)
It is stable if and only if
α(δ(c)
(1)
)ε(σ(δ(c)
(2)
)) = c. (2.49)
Proof. One notes that the right K-comodule structure of C is given by c 7−→
c
(1)
⊗ δ(c
(2)
).
We specialize Proposition 2.25 to the left ×C-Hopf coalgebra K = C ⊗Ccop
whose structure is given in the Example 2.9. We first investigate right group-
like morphisms of C ⊗ Ccop. We claim that a map δ : C −→ C ⊗ Ccop is
a right group-like if and only if δ(c) = c
(2)
⊗ θ(c
(1)
) for some counital anti-
coalgebra map θ : C −→ C. To prove the claim, let δ be a right group-like
and δ(c) =
∑
i ai ⊗ bi. We have
δ(c) =
∑
i
ai ⊗ bi =
∑
i
ε(bi
(1)
)ai
(2)
⊗ ε(ai
(1)
)bi
(2)
=
∑
i
α(ai
(2)
⊗ bi
(1)
)⊗ β(ai
(1)
⊗ bi
(2)
) = α(δ(c)
(2)
)⊗ β(δ(c)
(1)
) = c
(2)
⊗ β(δ(c
(1)
)),
where we use (2.43) in the last equality. Let us set θ = β ◦ δ. The map θ is
obviously an anti-coalgebra map. It is counital because,
ε(θ(c)) = ε(β(δ(c))) = ε(β(
∑
i
ai⊗bi)) =
∑
i
ε(ε(ai)bi) =
∑
i
ε(ai)ε(bi) = ε(c).
Conversely, let θ : C −→ C be an anti-coalgebra map. One defines a group-
like δ : C −→ C ⊗ Ccop by
c 7−→ c
(2)
⊗ θ(c
(1)
). (2.50)
Indeed, the following computations show that δ satisfies (2.43), (2.44), and
(2.45). First we use the definition of α and counitality of θ to see
δ(c)
(1)
⊗ α(δ(c)
(2)
) = c
(3)
⊗ θ(c
(2)
)⊗ α(c
(4)
⊗ θ(c
(1)
))
= c
(3)
⊗ θ(c
(2)
)⊗ c
(4)
ε(c
(1)
)) = c
(2)
⊗ θ(c
(1)
)⊗ c
(3)
= δ(c
(1)
)⊗ c
(2)
.
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To see (2.44), we have
δ(α(δ(c)
(1)
))⊗ δ(c)
(2)
= δ(α(c
(3)
⊗ θ(c
(2)
)))⊗ c
(4)
⊗ θ(c
(1)
)
= δ(c
(3)
ε(θ(c
(2)
))) ⊗ c
(4)
⊗ θ(c
(1)
) = δ(c
(3)
ε(c
(2)
))⊗ c
(4)
⊗ θ(c
(1)
)
= δ(c
(3)
ε(c
(2)
))⊗ c
(4)
⊗ θ(c
(1)
) = c
(3)
⊗ θ(c
(2)
)⊗ c
(4)
⊗ θ(c
(1)
) = δ(c)
(1)
⊗ δ(c)
(2)
,
where the counitality of θ is used in the third equality. Also
ε(δ(c)) = ε(c
(2)
⊗ θ(c
(1)
)) = ε(c
(2)
)ε(θ(c
(1)
)) = ε(c
(2)
)ε(c
(1)
) = ε(c),
shows that δ satisfies (2.45), where the counitality of θ is used in the third
equality. Therefore δ is a right group-like. Now we find all characters σ :
C ⊗ Ccop −→ C. Since σ is a ring morphism, for c, d ∈ C and c
′, d′ ∈ Ccop
we have
ε(σ(c ⊗ c′))σ(d ⊗ d′) = σ(µ(c⊗ c′ Cd⊗ d
′)) = ε(c′)ε(d)σ(c ⊗ d′). (2.51)
For K = C ⊗ Ccop, the condition σ(ηK(c)) = c is equivalent to
σ(c
(1)
⊗ c
(2)
) = c, c ∈ C. (2.52)
Let us set c⊗ c′ = a
(1)
⊗ a
(2)
in (2.51). Using (2.52), we obtain
ε(a)σ(d ⊗ d′) = ε(d)σ(a ⊗ d′). (2.53)
If in the preceding equation we put d⊗ d′ = b
(1)
⊗ b
(2)
, we have
σ(a⊗ b) = ε(a)b, a, b ∈ C. (2.54)
Conversely, one easily sees that any C-linear morphism σ : C ⊗ Ccop −→ C
satisfying (2.54) is a character.
Proposition 2.26. Let K be the left ×C-Hopf coalgebra C ⊗Ccop, δ a right
group-like, and σ a character of K. Then the following action and coaction
c 7−→ c
(2)
⊗ c
(3)
⊗ θ(c
(1)
), (c1 ⊗ c2) ⊲ c3 = c1ε(c2)ε(c3),
define a left-right K-SAYD module on C.
Proof. By the above characterization of right group-like morphisms of K the
action and coaction defined in (2.46) reduce to
c 7−→ c
(2)
⊗ c
(3)
⊗ θ(c
(1)
), (c1 ⊗ c2) ⊲ c3 = c1ε(c2)ε(c3).
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Let us see the above claim in details,
c 7−→ α(c
(3)
⊗ θ(c
(1)
))⊗ c
(4)
⊗ θ(c
(2)
)
= c
(3)
ε(c
(1)
)⊗ c
(4)
⊗ θ(c
(2)
) = c
(2)
⊗ c
(3)
⊗ θ(c
(1)
).
Using (2.54), we see
(c1 ⊗ c2) ⊲ c3 = α(c1
(1)
⊗ c2
(2)
)ε(c3)ε(σ(c1
(2)
⊗ c2
(1)
))
= c1
(1)
ε(c2
(2)
)ε(c3)ε(σ(c1
(2)
⊗ c2
(1)
)) = c1
(1)
ε(c3)ε(ε(c1
(2)
)c2) = c1ε(c3)ε(c2).
Remark 2.27. Let G = (G1,G0) be a groupoid endowed with a cyclic struc-
ture θ. We have seen in the Example 2.12 that B := CG1 is a right ×C-Hopf
coalgebra, where C := CG0. We observe that the right module left comodule
θC, defined in (1.17) and (1.16) respectively, defines a SAYD module struc-
ture on C. Indeed, the stability condition is obvious since for all c ∈ C we
have
c · θc = ε(c)s(θc) = c.
Since c ⊗ g ∈ C CB, using (1.9) and (1.11) we obtain s(g) = c. The
following computation shows that the AYD condition holds.
(c · g)
<−1> ⊗ (c · g)<0> = ε(c)s(g)<−1> ⊗ s(g)<0> = ε(c)θs(g) ⊗ c
= g−1θcg ⊗ ε(c)s(g) = ν
+(g, θc)g ⊗ c · ν
−(g, θc).
We use s(g) = c and θcg = gθs(g) in the third equality and (1.14) in the last
equality.
2.4 Symmetries via bicoalgebroids
In this subsection we provide some preliminaries which are used in the sequel
sections. We define the following three symmetries for ×-Hopf coalgebras.
Definition 2.28. Let K be a left ×C-Hopf coalgebra. A left K-comodule
coalgebra T is a coalgebra and a left K-comodule such that for all t ∈ T the
following identities hold,
t<−1>εT (t<0>) = η(α(t<−1> ))εT (t<0>), (2.55)
t
<−1> ⊗ t<0>
(1)
⊗ t
<0>
(2)
= t
(1)
<−1>t
(2)
<−1> ⊗ t
(1)
<0> ⊗ t
(2)
<0> , (2.56)
β(t
(1)
<−1>)⊗ t
(1)
<0> ⊗ t
(2)
= α(t
(2)
<−1>)⊗ t
(1)
⊗ t
(2)
<0> . (2.57)
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The equation (2.57) is stating that the comultiplication of T is C-cobalanced.
Recall that a C-ring A is a C-bicomodule endowed with two C-bicolinear
operators, the multiplication m : A CA −→ A and unit map ηA : C −→ A
where the multiplication is associative and the unit map is unital, i.e.
m(a
<0>
⊗ ηA(a<1>)) = a = m(ηA(a<−1>)⊗ a<0>). (2.58)
Definition 2.29. Let B be a right ×C-Hopf coalgebra. A right B-comodule
ring A is a C-ring and a right B-comodule satisfying the following conditions:
ηA(c)[0] ⊗ ηA(c)[1] = ηA(α(ηB(c)
(1)
))⊗ ηB(c)
(2)
, (2.59)
m(a1 ⊗ a2)[0] ⊗m(a1 ⊗ a2)[1] = m(a1[0] ⊗ a2[0])⊗ a1[1]a2[1] . (2.60)
As an example, B is a right B-comodule ring where m = µB and the right co-
module structure is given by ∆B. In this case the relations (2.59) and (2.60)
are equivalent to (2.17) and (2.20) in the definition of right bicoalgebroids.
The following definition is needed do define ×-Hopf coalgebra Galois coex-
tensions in the last section.
Definition 2.30. Let B be a right ×C-Hopf coalgebra and the coalgebra T
be a right B-module, a C-bicomodule, and a S −C-bicomodule such that the
comultiplication of T is a morphism of right C-comodules i.e.
t
(1)
⊗ t
(2)
<0>
⊗ t
(2)
<1>
= t
<0>
(1)
⊗ t
<0>
(2)
⊗ t
<1>
.
We say T is a B-module coalgebra if
i) t
(1)
<0>
⊗ t
(1)
<1>
⊗ t
(2)
= t
(1)
⊗ t
(2)
<−1>
⊗ t
(2)
<0>
,
ii) εT (t ⊳ b) = εT (t)εB(b),
iii) (t ⊳ b)
(1)
⊗ (t ⊳ b)
(2)
= t
(1)
⊳ b
(1)
⊗ t
(2)
⊳ b
(2)
.
The condition (i) means that the comultiplication of T is C-cobalanced.
One notes that the right hand side of the condition (iii) is well-defined by
the fact that the comultiplication of T is a morphism of right C-comodules.
As an example any right B-Hopf coalgebra is a right B-module coalgebra
where the action of B on itself is defined by the multiplication µB. The
conditions (i), (ii) and (iii) are equivalent to the C-cobalanced property of
B which comes from C-bicomodule structure of B, (2.18) and (2.17) equiv-
alently.
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3 Hopf cyclic cohomology of ×-Hopf coalgebras
In this section we introduce the cyclic cohomology of comodule coalgebras
and comodule rings with coefficients in SAYD modules under the symmetry
of ×-Hopf coalgebras.
3.1 Cyclic cohomology of comodule coalgebras
Let K be a left ×S-Hopf coalgebra, T a left K-comodule coalgebra, and M
a left-right SAYD module over K. We set
KCn(T,M) =M KT
 S(n+1).
We define the following cofaces, codegeneracies, and cocyclic map.
di(m⊗ t˜) = m⊗ t0 ⊗ · · · ⊗∆(ti)⊗ · · · ⊗ tn, 0 ≤ i ≤ n− 1,
dn(m⊗ t˜) =
t0
(2)
<−1>t1<−1> · · · tn<−1> ⊲ m⊗ t0
(2)
<0> ⊗ t1<0> ⊗ · · · ⊗ tn<0> ⊗ t0
(1)
,
si(m⊗ t˜) = m⊗ t0 ⊗ · · · ⊗ ε(ti)⊗ · · · ⊗ tn, 0 ≤ i ≤ n,
tn(m⊗ t˜) = t1<−1> · · · tn<−1> ⊲ m⊗ t1<0> ⊗ · · · ⊗ tn<0> ⊗ t0,
(3.1)
where t˜ = t0⊗ · · · ⊗ tn. The left K-comodule structure of T
 S(n+1) is given
by
t0 ⊗ · · · ⊗ tn 7−→ t0<−1> · · · tn<−1> ⊗ t0<0> ⊗ t1<0> ⊗ · · · ⊗ tn<0> (3.2)
Proposition 3.1. The morphisms defined in (3.1) turn KCn(T,M) to a
cocyclic module.
Proof. We leave to the reader to check that the operators satisfy the com-
mutativity relations for a cocyclic module [C-Book]. However, we check that
the operators are well-defined; this is obvious for the degeneracies and all
faces except possibly the very last one. Based on the relations in the cocyclic
category, it suffices to check that the cyclic operator is well-defined. Indeed,
for n = 0, the map τ is identity map and therefore is well-defined.
The following computation shows that the cyclic map is well-defined in gen-
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eral.
(t1<−1> · · · tn<−1> ⊲ m)<0> ⊗ (t1<−1> · · · tn<−1> ⊲ m)<1> ⊗ t1<0> ⊗ · · ·
· · · ⊗ tn<0> ⊗ t0
= ν+[m
<1> , t1<−1>
(1)
· · · tn<−1>
(1)
] ⊲ m
<0> ⊗ t1<−1>
(2)
· · · tn−1<−1>
(2)
tn<−1>
(2)
ν−(m<1> , t1<−1>
(1)
· · · tn−1<−1>
(1)
tn<−1>
(1)
)⊗ t1<0> ⊗ · · · ⊗ tn<0> ⊗ t0
= ν+[t0<−1> · · · tn<−1> , t1<0><−1>
(1)
· · · tn<0><−1>
(1)
] ⊲ m⊗
t1<0><−1>
(2)
· · · tn−1<0><−1>
(2)
tn<0><−1>
(2)
ν−[t0<−1> · · · tn<−1> , t1<0><−1>
(1)
· · ·
· · · tn<0><−1>
(1)
]⊗ t1<0><0> ⊗ · · · ⊗ tn<0><0> ⊗ t0<0>
= ν+[t0<−1>t1<−1>
(1)
· · · tn−1<−1>
(1)
tn<−1>
(1)
, t1<−1>
(2)(1)
· · ·
· · · tn−1<−1>
(2)(1)
tn<−1>
(2)(1)
] ⊲ m⊗
t1<−1>
(2)(2)
· · · tn<−1>
(2)(2)
ν−[t0<−1>t1<−1>
(1)
· · · tn<−1>
(1)
)), t1<−1>
(2)(1)
· · ·
· · · tn<−1>
(2)(1)
]⊗ t1<0> ⊗ · · · ⊗ tn<0> ⊗ t0<0>
= ν+[t0<−1>t1<−1>
(1)
· · · tn<−1>
(1)
, t1<−1>
(2)
· · · tn<−1>
(2)
] ⊲ m⊗
t1<−1>
(3)
· · · tn<−1>
(3)
ν−[t0<−1>t1<−1>
(1)
· · · tn<−1>
(1)
, t1<−1>
(2)
· · · tn<−1>
(2)
]
⊗ t1<0> ⊗ · · · ⊗ tn<0> ⊗ t0<0>
= ν+[t0<−1> ⊗ {t1<−1> · · · tn<−1>}
(1)
, {t1<−1> · · · tn<−1>}
(2)
] ⊲ m⊗
{t1<−1> · · · tn<−1>}
(3)
ν−[t0<−1>{t1<−1> · · · tn<−1>}
(1)
, {t1<−1> · · · tn<−1>}
(2)
]
⊗ t1<0> ⊗ · · · ⊗ tn<0> ⊗ t0<0>
= t1<−1>
(1)
· · · tn<−1>
(1)
⊲ m⊗ t1<−1>
(2)
· · · tn<−1>
(2)
t0<−1> ⊗ t1<0> ⊗ · · ·
· · · ⊗ tn<0> ⊗ t0<0>
= t1<−1> · · · tn<−1> ⊲ m⊗ t1<0><−1> · · · tn<0><−1>t0<−1>
⊗ t1<0><0> ⊗ · · · ⊗ tn<0><0> ⊗ t0<0> .
We use AYD condition and comultiplicative property (2.6) in the first equal-
ity. For the second equality, we use m⊗ t˜ ∈M KT
 S(n+1) that is equiva-
lent to
m<0> ⊗m<1> ⊗ t0 ⊗ · · · ⊗ tn
= m⊗ t0<−1> · · · tn<−1> ⊗ t0<0> ⊗ t1<0> · · · ⊗ tn<0> .
We use the comodule property for the elements t1, · · · , tn in the third equal-
ity, comultiplicative property (2.6) in the fifth equality, Lemma (2.3)(ii) in
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the sixth equality and the comodule property for the elements t1, · · · , tn in
the last equality.
The cyclic cohomology of the preceding cocyclic module will be denoted by
KHC∗(T,M). It should be noted that even for the case K := H is merely a
Hopf algebra and T = H coacting on itself via adjoint coaction, the above
cocyclic module did not appear in the literature. Let us simplify the above
cocyclic module in the case of right ×-Hopf coalgebras for Hopf algebras.
We recall that for a Hopf algebra H a right comodule coalgebra C is a right
H-comodule and a coalgebra such that
c
<0>
(1)
⊗c
<0>
(2)
⊗c
<1> = c
(1)
<0>⊗c
(2)
<0>⊗c
(1)
<1>c
(2)
<1> , ε(c<0>)a<1> = ε(a)1H .
As an example, H is a right H-comodule coalgebra by the coadjoint coaction
h 7−→ h
(2)
⊗ S(h
(1)
)h
(3)
.
Proposition 3.2. Let H be a Hopf algebra, C a right H-comodule coalgebra,
and M a right-left SAYD module on H. We set
HCn(C,M) = C⊗(n+1)HM. (3.3)
The following cofaces, codegeneracies, and cocyclic maps define a cocyclic
module for HCn(C,M).
δi(c0 ⊗ · · · ⊗ cn ⊗m) = c0 ⊗ · · · ⊗∆(ci)⊗ · · · ⊗ cn ⊗m,
δn(c0 ⊗ · · · ⊗ cn ⊗m) = c0
(2)
⊗ c1 ⊗ · · · ⊗ cn ⊗ c0
(1)
<0> ⊗m ⊳ c0
(1)
<1> ,
σi(c0 ⊗ · · · ⊗ cn ⊗m) = c0 ⊗ · · · ⊗ ε(ci+1)⊗ · · · ⊗ cn ⊗m,
τn(c0 ⊗ · · · ⊗ cn ⊗m) = c1 ⊗ · · · ⊗ cn ⊗ c0<0> ⊗m ⊳ c0<1> .
The cyclic cohomology of the preceding cyclic module is denoted by HHC∗(C,M).
3.2 Cyclic cohomology of comodule rings
In this subsection we define the cyclic cohomology of comodule rings with
coefficients in a SAYD module and the symmetry endowed by a ×-Hopf
coalgebra.
Let B be a right ×C-Hopf coalgebra, A be a right B-comodule ring, and M
be a right-left SAYD module over B. We set
C˜B,n(A,M) := AC(n+1) BM, (3.4)
25
and define the following operators on C˜B,n(A,M).
δi(a˜⊗m) = a0 ⊗ · · · ⊗ η(ai<−1>)⊗ ai<0> ⊗ · · · ⊗ an ⊗m, 0 ≤ i ≤ n,
σi(a˜⊗m) = a0 ⊗ · · · ⊗m(ai ⊗ ai+1)⊗ · · · ⊗ an ⊗m, 0 ≤ i ≤ n,
τn(a˜⊗m) = a1 ⊗ · · · ⊗ an ⊗ a0[0] ⊗m ⊳ a0[1] ,
(3.5)
where a˜ = a0 ⊗ · · · ⊗ an. The right B-comodule structure of A
C(n+1) is
given by
a˜ 7−→ a0[0] ⊗ · · · ⊗ an[0] ⊗ a0[1] · · · an[1] .
Proposition 3.3. Let B be a right ×C-Hopf coalgebra, M be a right-left
SAYD module for B and A be a right B-comodule C-ring. Then the operators
presented in (3.5) define a cocyclic module structure on C˜B,n(A,M).
Proof. It is straightforward to check that the operators satisfy the commuta-
tivity relations for a cocyclic module [C-Book]. However, we check that the
operators are well-defined; using comodule ring conditions (2.59) and (2.60)
one proves that all cofaces except possibly the last one are well-defined.
This is readily seen for the codegeneracies. Based on the relations in the
cocyclic category, it suffices to check that the cyclic operator is well-defined.
If n = 0, then τ = Id and it is obviously well-defined. The following com-
putation shows that τ(a˜⊗B m) ∈ C˜
B,n(A,M).
a1 ⊗ · · · ⊗ an ⊗ a0[0] ⊗ (m ⊳ a0[1])[−1] ⊗ (m ⊳ a0[1])[0]
= a1 ⊗ · · · ⊗ an ⊗ a0[0] ⊗ ν
+(a0[1]
(2)
,m
<−1>)a0[1]
(1)
⊗m[0] ⊳ ν−(a0[1]
(2)
,m[−1])
= a1[0] ⊗ · · · ⊗ an[0] ⊗ a0[0][0] ⊗ ν
+(a0[0][1]
(2)
, a0[1] · · ·
· · · an[1])a0[0][1]
(1)
⊗m ⊳ ν−(a0[0][1]
(2)
, a0[1] · · · an[1])
= a1[0] ⊗ · · · ⊗ an[0] ⊗ a0[0] ⊗ ν
+(a0<1>
(2)
, a0[1]
(3)
a1[1] · · ·
· · · an[1])a0[1]
(1)
⊗m ⊳ ν−(a0[1]
(2)
, a0[1]
(3)
a1[1] · · · an[1])
= a1[0] ⊗ · · · ⊗ an[0] ⊗ a0[0] ⊗ a1[1] · · · an[1]a0[1]
(1)
⊗m ⊳ a0[1]
(2)
= a1[0] ⊗ · · · ⊗ an[0] ⊗ a0[0][0] ⊗ a1[1] · · · an[1]a0[0][1] ⊗m ⊳ a0[1] .
We use the AYD condition (2.42) in the first equality, the fact that a˜ ⊗
m ∈ C˜B,n(A,M) in the second equality, and Lemma (2.7)(ii) in the fourth
equality.
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We denote the cyclic cohomology of this cocyclic module by H˜C
B,∗
(A,M).
It is clear that B is a right B-comodule C-ring by considering the comulti-
plication ∆B as the coaction and µ = m. One defines the following map
ϕn : C˜
B,n(B,M) −→ BCn CcopM,
ϕn(b0 ⊗ · · · ⊗ bn ⊗m) = b0 ⊗ · · · ⊗ bn−1 ⊗ εB(bn)⊗m. (3.6)
The right Ccop-comodule structure of B
Cn is given by
b1 ⊗ · · · ⊗ bn 7−→ b1
(1)
⊗ b2 ⊗ · · · ⊗ bn ⊗ β(b1
(2)
), (3.7)
and the left Ccop-comodule structure of M by m 7−→ β(m[−1])⊗m[0] .
Proposition 3.4. The map ϕn defined in (3.6) is a well-defined isomor-
phism of vector spaces.
Proof. Since b0 ⊗ · · · ⊗ bn ⊗m ∈ C˜
B,n(B,M), we have
b0
(1)
⊗ · · · ⊗ bn
(1)
⊗ b0
(2)
· · · bn
(2)
⊗m = b0 ⊗ · · · ⊗ bn ⊗m[−1] ⊗m[0] . (3.8)
We prove that the map ϕ is well-defined. Indeed,
b0 ⊗ · · · ⊗ bn−1ε(bn)⊗ β(m[−1])⊗m[0]
= b0
(1)
⊗ · · · ⊗ bn−1
(1)
ε(bn
(1)
)⊗ β(b0
(2)
· · · bn
(2)
)⊗m
= b0
(1)
⊗ · · · ⊗ bn−1
(1)
ε(bn
(1)
)⊗ β(b0
(2)
)ε(b1
(2)
) · · · ε(bn
(2)
)⊗m
= b0
(1)
⊗ b1 ⊗ · · · ⊗ bn−1ε(bn)⊗ β(b0
(2)
)⊗m.
The equation (3.8) is used in the first equality, and (2.5)(iv) and (2.18) are
used in the second equality. The coalgebra properties of B is used in the
last equality. We claim that the following map defines a two sided inverse
map of ϕ.
ϕ−1n (b1 ⊗ · · · ⊗ bn ⊗m) = b1
(1)
⊗ · · · ⊗ bn
(1)
⊗ (3.9)
ε[ν−(b1
(2)
· · · bn
(2)
,m[−1])]ν+(b1
(2)
· · · bn
(2)
,m[−1])⊗m[0]. (3.10)
By using Lemma (2.7)(iii), the relation (2.18), and the counital property of
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the coaction, one observes ϕϕ−1 = Id. We check ϕ−1ϕ = Id,
ϕ−1(ϕn(b0 ⊗ · · · ⊗ bn ⊗m)) = ϕ
−1(b0 ⊗ · · · ⊗ bn−1εB(bn)⊗m)
= b0
(1)
⊗ · · · ⊗ bn−2
(1)
⊗ bn−1
(1)
ε(bn)⊗
ε[ν−(b0
(2)
· · · ⊗ bn−1
(2)
,m<−1>)]ν
+(b0
(2)
· · · bn−1
(2)
),m<−1>)⊗m<0>
= b0
(1)
⊗ · · · ⊗ bn−2
(1)
⊗ bn−1
(1)
ε(bn
(1)
)⊗
ε[ν−(b0
(2)
· · · bn−1
(2)
, b0
(3)
· · · bn−1
(3)
bn
(2)
)]
ν+(b0
(2)
· · · bn−1
(2)
, b0
(3)
· · · bn−1
(3)
bn
(2)
)⊗m
= b0
(1)
⊗ · · · ⊗ bn−2
(1)
⊗ bn−1
(1)
⊗ ε(b0
(2)
) · · · ε(bn−1
(2)
)bn ⊗m
= b0 ⊗ · · · ⊗ bn ⊗m.
We use (3.8) in the third equality. For the fourth equality we use ε(bn
(1)
)bn
(2)
=
bn, the relation (2.18), and Lemma (2.7)(ii). This also proves that ϕ
−1 is
well-defined.
Therefore we obtain the following operators by transferring the cocyclic
structure of C˜B,n(B,M) on BCn CcopM .
δi(˜b⊗m) = b1 ⊗ · · · ⊗ η(bi<−1>)⊗ bi<0> ⊗ · · · ⊗ bn ⊗m,
δn(˜b⊗m) = b1
(1)
⊗ · · · ⊗ bn
(1)
⊗
ε[ν−(b1
(2)
· · · bn
(2)
,m[−1])]ν+(b1
(2)
· · · bn
(2)
,m[−1])⊗m[0] .
σi(˜b⊗m) = b1 ⊗ · · · ⊗ bibi+1 ⊗ · · · ⊗ bn ⊗m
σn(˜b⊗m) = b1 ⊗ · · · ⊗ bn−1ε(bn)
τn(˜b⊗m) = b2
(1)
⊗ · · · ⊗ bn
(1)
⊗
ε[ν−(b1
(2)
· · · bn
(2)
,m[−1])]ν+(b1
(2)
· · · bn
(2)
,m[−1])⊗m[0] ⊳ b1
(1)
(3.11)
where b˜ = b1 ⊗ · · · ⊗ bn.
4 Equivariant Hopf Galois coextensions
In this section we define equivariant Hopf Galois coextensions of ×-Hopf
coalgebras; that is a quadruple (K,B, T, S) satisfying ceratin properties(
Definition 4.1). We show that any equivariant Hopf Galois coextension de-
fines a functor from the category of SAYD modules over K to the category
of SAYD modules over B such that their Hopf cyclic complexes with corre-
sponding coefficients are isomorphic.
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4.1 Basics of equivariant Hopf Galois coextensions
Let B be a right ×C-Hopf coalgebra and T be a right B-module coalgebra
as defined in 2.30. We set
I = {t ⊳ b− ε(b)t, b⊗ t ∈ B CT}.
One observes that I is a coideal of T . To see this we show ∆(I) ⊆ I ⊗ T ⊗
T ⊗ I. In fact for any t ⊳ b− ε(b)t ∈ I we have
∆(t ⊳ b− ε(b)t) = t
(1)
⊳ b
(1)
⊗ t
(2)
⊳ b
(2)
− ε(b)t
(1)
⊗ t
(2)
= t
(1)
⊳ b
(1)
⊗ t
(2)
⊳ b
(2)
− ε(b)t
(1)
⊗ t
(2)
− ε(b
(1)
)t
(1)
⊗ t
(2)
⊳ b
(2)
+ t
(1)
⊗ t
(2)
⊳ b
= (t
(1)
⊳ b
(1)
− ε(b
(1)
)t
(1)
)⊗ t
(2)
⊳ b
(2)
+ t
(1)
⊗ (t
(2)
⊳ b− ε(b)t
(2)
)
∈ I ⊗ T ⊗ T ⊗ I.
Recall that given coalgebras C and D, a surjective coalgebra map π : C −→
D is called a coalgebra coextension. Thus we have a coalgebra coextension
π : T −→ S.
Definition 4.1. Let C be a coalgebra, B be a right ×C-Hopf coalgebra, T be
a right B-module coalgebra, S = TB, K be a left ×S-Hopf coalgebra, and T
be a left K-comodule coalgebra. Furthermore we assume that the K coaction
is C-colinear. Then T is called a K-equivariant B-Galois coextension of S,
if the canonical map
can : T  CB −→ T  ST, t⊗ b 7−→ t
(1)
⊗ t
(2)
⊳ b, (4.1)
is bijective and the right action of B on T is K-equivariant, i.e.
(t ⊳ b)
<−1>  Scop(t ⊳ b)<0> = t<−1>  Scopt<0> ⊳ b, t⊗ b ∈ T  CB. (4.2)
In Definition 4.1, the S-bicomodule structure of T is given by
t 7−→ π(t
(1)
)⊗ t
(2)
, t 7−→ t
(1)
⊗ π(t
(2)
), (4.3)
where the coalgebra map π : T −→ S is the natural quotient map. We note
that for any equivariant Hopf Galois coextension we have
π(t ⊳ b) = ε(b)π(t), t ∈ T, b ∈ B. (4.4)
Using (4.3), (4.4) and the fact that the comultiplication of T is a morphism
of right C-comodules one verifies thatcan defined in (4.1) is well-defined. We
29
denote a K-equivariant B-Galois coextension in Definition 4.1 by KT (S)B.
One notes that by K-equivariant property of the right action of B on T ,can
is a left K-comodule map where the left K-comodule structures of T  ST
and T  CB are given by
t St
′ 7−→ t
<−1>t
′
<−1>  Scopt<0>  St
′
<0> ,
t Cb 7−→ t<−1>  Scopt<0>  Cb. (4.5)
We define the left C-comodule structures on T  ST and T  CB by
t St
′ 7−→ t
<−1>
⊗ t
<0>
 St
′, and t Cb 7−→ β(b
(1)
)⊗ t Cb
(2)
.
Similarly we define the right C-comodule structures on T  ST and T  CB
by
t St
′ 7−→ t St
′
<0>
⊗ t′
<1>
, and t Cb 7−→ t Cb
(1)
⊗ α(b
(2)
).
The map can is a right B-module map where the right B-module structures
of T  CB and T  ST are given by
(t Cb) ⊳ b
′ := t Cbb
′, and (t St
′) ⊳ b := t St
′ ⊳ b′. (4.6)
One notes that the above action
T  S(T  CB) ∼= (T  ST ) CB −→ T  ST,
is well-defined by the fact that T is a S−C bicomodule; see Definition 2.30.
Furthermore can is a right and left C-comodule map via the preceding C-
comodule structures. We leave to the reader to verify that the preceding
actions and coactions are well-defined. We denote the inverse of the Galois
map (4.1) by the following index notation
can−1(t St
′) = can
<−>
(t St
′) C can<+>(t St
′). (4.7)
If there is no confusion we write can−1 = can
<−>
⊗ can
<+> .
We state the properties of the maps can and can−1 in the following lemma.
Lemma 4.2. Let KT (S)B be a K-equivariant B-Galois coextension. Then
the following properties hold.
i) can
<−>
(1)
 S can<−>
(2)
⊳ can
<+> = IdT  ST ,
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ii) can
<−>
(
t
(1)
 Ct
(2)
⊳ b
)
 C can<+>
(
t
(1)
 Ct
(2)
⊳ b
)
= t Cb.
iii) can
<−>
(t St
′) ⊳ can
<+>(t St
′) = ε(t)t′.
iv) ε
(
can <+>(t St
′)
)
can <−>(t St
′) = tε(t′).
v) can
<−>
(t St
′)
<−1>  Scop can <−>(t St
′)
<0>  C can<+>(t St
′)
= t
<−1>t
′
<−1>  Scop can−(t<0> ⊗ t
′
<0>) C can+(t<0> ⊗ t
′
<0>).
vi) t
<−1>
⊗ can <−>(t<0>  St
′) C can <+>(t<0>  St
′) =
β
(
[can
<+>(t St
′)]
(2)
)
⊗ can
<−>
(t St
′) C [can <+>(t St
′)]
(1)
.
vii) can
<−>
(t St
′
<0>
) C can <+>(t St
′
<0>
)⊗ t′
<1>
= can
<−>
(t St
′) C [can <+>(t St
′)]
(1)
⊗ α
(
[can
<+>(t St
′)]
(2)
)
.
viii) β
(
can<+>(t St
′)
)
⊗ can<−>(t St
′) = ε(t′)t
<−1>
⊗ t
<0>
.
ix) can<−>(t St
′)⊗ α
(
can <+>(t St
′)
)
= ε(t)t′
<0>
⊗ t′
<1>
.
x)
[
can <−>(t St
′)
](1)
⊗
{[
can <−>(t St
′)
] (2)
⊳ ν−
(
b⊗ can <+>(t St
′)
)}
 C
ν+
(
b⊗ can <+>(t St
′)
)
= t
(1)
⊗can<−>(t
(2)
⊳b St
′) C can<+>(t
(2)
⊳
b St
′).
xi) can
<−>
(t ⊳ b St
′) C can <+>(t ⊳ b St
′) =
can
<−>
(t St
′)⊳ν−
(
b⊗ can
<+>(t St
′)
)
 Cν
+
(
b⊗ can
<+>(t St
′)
)
.
xii) can<−>(t St
′ ⊳ b) C can <+>(t St
′ ⊳ b) =
can<−>(t St
′) C can <+>(t St
′)b.
xiii) [can−(t1 St2)]
(1)
⊗ [can−(t1 St2)]
(2)
 C can+(t1 St2) =
t1
(1)
⊗ can−(t1
(2)
 St2) C can+(t1
(2)
 St2).
Proof. We observe that i) and ii) are respectively equivalent to can ◦ can−1 =
Id and can−1 ◦ can = Id. To prove iii) we apply ε⊗ Id on both hand sides
of i). Equation iv) is derived by applying Id⊗ε on both hand sides of i) and
then using the right B-module coalgebra property of T . It is not difficult
to see that v) is equivalent to the left K-comodule property of can−1. The
equations vi) and vii) are just the left and right C-comodule property of
can−1. We prove viii) by applying Id⊗ Id⊗ε on both hand sides of vi). We
prove ix) by applying Id⊗ε⊗ Id on both hand sides of vii). The equality
(IdT  S can
−1) ◦ (can  SIdT ) = (can  CIdB) ◦ (IdT  Cν
−1) ◦ (can−113 ),
(4.8)
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proves x). Here we have
can−113 : T  CB ST −→ T  CB CcopB,
t⊗ b⊗ t′ 7−→ can<−>(t⊗ t
′)⊗ b⊗ can<+>(t⊗ t
′).
As can−113 is the inverse map for
can13 : t⊗ b⊗ b
′ 7−→ t
(1)
⊗ b⊗ t
(2)
⊳ b′,
(4.8) is obtained by using the bijectivity of all the involved maps in equation,
(IdT  S can) ◦ (can  CIdB) = (can  SIdT ) ◦ can13 ◦(IdT  Cν). (4.9)
A proof of xi) is obtained by applying ε⊗ Id⊗ Id on both hand sides of x).
We see that xii) is equivalent to the right B-module property of the map
ν−1. The equation xiii) is equivalent to the left T -colinear property of the
map can−1 where the left T -comodule structures of T  CB and T  ST are
given by
t Cb 7−→ t
(1)
⊗ t
(2)
 Cb, and t1 St2 7−→ t1
(1)
⊗ t1
(2)
 St2, (4.10)
respectively.
To verify that the T -comodule structure of T  CB is well-defined, we use the
C-comodule compatibility of B-module coalgebra T . The latter is equivalent
to
t
(1)
⊗ t
(2)
<0>
⊗ t
(2)
<1>
= t
<0>
(1)
⊗ t
<0>
(2)
⊗ t
<1>
. (4.11)
For any S-bicomodule T , one can define,
T S =
{
t ∈ T | t<0>ϕ(t<1>) = t<0>ϕ(t<−1>), ∀φ ∈ S
∗
}
(4.12)
We set
TS =
T
WT
, (4.13)
where
WT =
{
t
<0>
ϕ(t
<1>)− t<0>ϕ(t<−1>) | t ∈ T, ϕ ∈ S
∗
}
.
For any coalgebra coextension π : T ։ S, we precisely obtain
T S :=
{
t ∈ T | t
(1)
ϕ(π(t
(2)
)) = t
(2)
ϕ(π(t
(1)
)), ∀ϕ ∈ S∗
}
, (4.14)
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and
WT :=
{
t
(1)
ϕ(π(t
(2)
))− t
(2)
ϕ(π(t
(1)
)) | t ∈ T, ϕ ∈ S∗
}
. (4.15)
As proved in [Ba´l-Thesis, Lemma 6.4.8, page 90] the subspaceWT is a coideal
of T and therefore TS =
T
WT
is a coalgebra.
Lemma 4.3. Let KT (S)B be a K-equivariant B-Galois coextension with the
corresponding action ⊳ : T  CB −→ T . Then, ⊳ induces a B-action,
◭: T S  CB −→ T
S . (4.16)
Proof. First we show that T S is a right C-comodule. If t⊗ b ∈ T  CB then
we have
t
<0>
⊗ t
<1>
⊗ b = t⊗ b
<−1>
⊗ b
<0>
∈ T ⊗ C ⊗ B. (4.17)
If t ∈ T S then t
(1)
ϕ(π(t
(2)
)) = t
(2)
ϕ(π(t
(1)
)) for all ϕ ∈ S∗. Therefore
t
(1)
ϕ(π(t
(2)
))⊗ b
<−1>
⊗ b
<0>
= t
(2)
ϕ(π(t
(1)
))⊗ b
<−1>
⊗ b
<0>
.
By (4.17) we obtain
t
<0>
(1)
ϕ(π(t
<0>
(2)
))⊗ t
<1>
⊗ b = t
<0>
(2)
ϕ(π(t
<0>
(1)
))⊗ t
<1>
⊗ b.
This shows that t
<0>
⊗ t
<1>
⊗ b ∈ T S ⊗ C ⊗ B and therefore T S is a right
C-comodule. It is then enough to show that t⊳b ∈ T S for all t⊗b ∈ T S  CB.
Indeed,
(t ⊳ b)
(1)
ϕ(π(t ⊳ b)
(2)
)) = t
(1)
⊳ b
(1)
ϕ(π(t
(2)
⊳ b
(2)
))
= t
(1)
⊳ b
(1)
ϕ(π(t
(2)
))ε(b
(2)
) = t
(1)
⊳ bϕ(π(t
(2)
))
= t
(2)
⊳ bϕ(π(t
(1)
)) = t
(2)
⊳ b
(2)
ϕ(π(t
(1)
))ε(b
(1)
)
= t
(2)
⊳ b
(2)
ϕ(π(t
(1)
⊳ b
(1)
)) = (t ⊳ b)
(2)
ϕ(π(t ⊳ b)
(1)
)).
We use the B-module coalgebra property of T in the first equality and t ∈ T S
in the fourth equality.
We define a S-bicomodule structure on T  ST by
t St
′ 7−→ t St
′(1) ⊗ π(t′
(2)
), t St
′ 7−→ π(t
(1)
)⊗ t
(2)
 St
′. (4.18)
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It is easy to check that the preceding coactions are well-defined. We set
(T✷ST )S =
T  ST
WT  ST
, (4.19)
where
WT  ST = 〈t⊗ t
′(1)ϕ(π(t′
(2)
))− t
(2)
⊗ t′ϕ(π(t
(1)
)) | ϕ ∈ S∗, t⊗ t′ ∈ T  ST 〉,
(4.20)
Lemma 4.4. Let KT (S)B be a K-equivariant B-Galois coextension with the
canonical bijective map can. Then can induces the following bijection;
can : TS  CB −→ (T✷ST )S , t⊗ b 7−→ can(t⊗ b).
Here the over line stands for a class in the quotient space.
Proof. Since WT is a coideal of T and the comultiplication of T is a right
C-comodule then TS is a right C-comodule. To show that this map is well-
defined first we show that if(
t
(1)
ϕ(π(t
(2)
))− t
(2)
ϕ(π(t
(1)
))
)
⊗ b ∈WT ⊗ B,
then
can
(
t
(1)
ϕ(π(t
(2)
))− t
(2)
ϕ(π(t
(1)
))
)
⊗ b ∈WT  ST ⊗ B.
We note that since can(t⊗ b) = t
(1)
⊗ t
(2)
⊳b ∈ T  ST then by the definition
of WT in given (4.20) we have;
t
(1)
⊗ (t
(2)
⊳ b)
(1)
ϕ(π(t
(2)
⊳ b)
(2)
)− t
(2)
⊗ t
(3)
⊳ bϕ(π(t
(1)
))
= t
(1)
⊗ t
(2)
⊳ b
(1)
ϕ(π(t
(3)
)ε(b
(2)
))− t
(2)
⊗ t
(3)
⊳ bϕ(π(t
(1)
))
= ϕ(π(t
(3)
))t
(1)
⊗ t
(2)
⊳ b− ϕ(π(t
(1)
))t
(2)
⊗ t
(3)
⊳ b ∈WT .
Now we have;
can
(
t
(1)
ϕ(π(t
(2)
))⊗ b− t
(2)
ϕ(π(t
(1)
))⊗ b
)
= ϕ(can(t
(1)
⊗ b)− ϕ(π(t
(1)
)) can(t
(2)
⊗ b)
= ϕ(π(t
(3)
))t
(1)
⊗ t
(2)
⊳ b− ϕ(π(t
(1)
))t
(2)
⊗ t
(3)
⊳ b.
Therefore we have shown that if t⊗ b ∈WT ⊗B then can(t⊗ b) ∈WT  ST .
Now we show the converse implication can(t ⊗ b) ∈ WT  ST =⇒ t ⊗ b ∈
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WT ⊗B. One notes that the left C-comodule property of can
−1 is equivalent
to
can−(t St
′)
(1)
⊗ can−(t St
′)
(2)
⊗ can+(t St
′) = (4.21)
t
(1)
⊗ can−(t
(2)
⊗ t′)⊗ can+(t
(2)
⊗ t′),
where the left T -comodule structures of T  ST and T  CB are given by
t ⊗ t′ 7−→ t
(1)
⊗ t
(2)
⊗ t′ and t ⊗ b 7−→ t
(1)
⊗ t
(2)
⊗ b, respectively. Also the
right S-comodule property of the map can−1 is equivalent to
can−(t⊗ t
′(1))⊗ can+(t⊗ t
′(1))⊗ π(t′
(2)
) = (4.22)
can−(t⊗ t
′)
(1)
⊗ can+(t⊗ t
′)⊗ π(can−(t⊗ t
′)
(2)
),
where the right S-comodule structures of T  ST and T  CB are given by
t⊗ t′ 7−→ t⊗ t′
(1)
⊗ π(t′
(2)
) and t⊗ b 7−→ t
(1)
⊗ b⊗ π(t
(2)
), respectively. Since
can(t⊗ b) ∈WT  ST , there are c, c
′ ∈ T  ST such that
can(t⊗ b) = c⊗ c′
(1)
ϕ(π(c′
(2)
))− c
(2)
⊗ c′ϕ(π(c
(1)
)).
Therefore we have;
t⊗ b = can−1
(
c⊗ c′
(1)
ϕ(π(c′
(2)
))− c
(2)
⊗ c′ϕ(π(c
(1)
))
)
= can−(c⊗ c
′(1))ϕ(π(c′
(2)
))⊗ can+(c⊗ c
′(1))
− can−(c
(2)
⊗ c′)ϕ(π(c
(1)
))⊗ can+(c
(2)
⊗ c′)
= can−(c⊗ c
′)
(1)
ϕ(π(can−(c⊗ c
′)
(2)
))⊗ can+(c⊗ c
′)
− can−(c⊗ c
′)
(2)
ϕ(π(can−(c⊗ c
′)
(1)
))⊗ can+(c⊗ c
′)
= (can−(c⊗ c
′)
(1)
ϕ(π(can−(c⊗ c
′)
(2)
))
− can−(c⊗ c
′)
(2)
ϕ(π(can−(c⊗ c
′)
(1)
))⊗ can+(c⊗ c
′) ∈WT ⊗ B.
We use the the left T -comodule property and the right S-comodule property
of can in the third equality. Therefore the bijectivity of can completes the
bijectivity of can.
One notes that although T  ST is not a coalgebra, it is proved in [Ba´l-Thesis,
section 6.4, page 93-95] that the quotient space (T  ST )S is a coalgebra by
the following coproduct and counit
∆(t⊗ t′) = t
(1)
 St′
(2)
⊗ t
(2)
 St′
(1)
. ε(t⊗ t′) = ε(t)ε(t′). (4.23)
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Lemma 4.5. The map κ which is defined by
κ := (ε⊗ IdB)can
−1 : (T  ST )S −→ B, (4.24)
is an anti-coalgebra map.
Proof. First we show that the map κ is well-defined. For this we need to show
κ(WT CT ) = 0. This is equivalent to say that for any t ⊗ t
′(1)ϕ(π(t′
(2)
)) −
t
(2)
⊗ t′ϕ(π(t
(1)
)) ∈WT CT we have
κ(t⊗ t′
(1)
ϕ(π(t′
(2)
))− t
(2)
⊗ t′ϕ(π(t
(1)
))) (4.25)
= ε(can−(t⊗ t
′(1)ϕ(π(t′
(2)
)))) can+(t⊗ t
′(1))
− ε(can−(t
(2)
⊗ t′ϕ(π(t
(1)
)))) can+(t
(2)
⊗ t′) = 0.
This can be proved by the left C-comodule and right S-comodule properties
of the map can−1 as follows. By applying π⊗ ε⊗ Id on the left C-comodule
property of can−1 given in (4.21) we have,
π(can−(t St
′))⊗ can+(t St
′) = ε(can−(t
(2)
⊗ t′))π(t
(1)
)⊗ can+(t
(2)
⊗ t′).
(4.26)
By applying ε⊗ Id⊗π on the right S-comodule property of can−1 given in
(4.22) we have;
ε(can−(t⊗ t
′(1))) can+(t⊗ t
′(1))ϕ(π(t′
(2)
)) = can+(t⊗ t
′)ϕ(π(can−(t⊗ t
′))).
(4.27)
By applying (4.26) and (4.27) on the left hand side of (4.25) we obtain;
ε(can−(t⊗ t
′(1)ϕ(π(t′
(2)
)))) can+(t⊗ t
′(1))
− ε(can−(t
(2)
⊗ t′ϕ(π(t
(1)
)))) can+(t
(2)
⊗ t′)
can+(t⊗ t
′)ϕ(π(can−(t⊗ t
′)))− can+(t⊗ t
′)ϕ(π(can−(t⊗ t
′))) = 0.
Therefore κ is well-defined. To show that κ is an anti-coalgebra map we
need to show that ∆ ◦ κ = tw ◦ (κ ⊗ κ) ◦ ∆ and ε ◦ κ = ε. Since can is
bijective, this is equivalent to show ∆ ◦ κ ◦ can = tw ◦ (κ ⊗ κ) ◦ ∆ ◦ can.
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The following computation proves this for all t⊗ b ∈ TS  CB.
tw ◦ (κ⊗ κ) ◦∆ ◦ can(t⊗ b) = tw ◦ (κ⊗ κ) ◦∆(t
(1)
⊗ t
(2)
⊳ b)
= tw ◦ (κ⊗ κ)
[
t
(1)
⊗ (t
(2)
⊳ b)
(2)
⊗ t
(2)
⊗ (t
(2)
⊳ b)
(1)
]
= tw ◦ (κ⊗ κ)
[
t
(1)
⊗ t
(4)
⊳ b
(2)
⊗ t
(2)
⊗ (t
(3)
⊳ b
(1)
)
]
= κ(t(2) ⊗ t(3) ⊳ b(1))⊗ κ(t(1) ⊗ t(4) ⊳ b(2))
= ε(t
(2)
)b
(1)
⊗ κ(t
(1)
⊗ t
(3)
⊳ b
(2)
)
= b
(1)
⊗ κ
(
t
(1)
⊗ ε(t
(2)
)t
(3)
⊳ b
(2)
)
= b
(1)
⊗ κ(t
(1)
⊗ t
(2)
⊳ b
(2)
) = ε(t)b
(1)
⊗ b
(2)
= ∆ ◦ (ε⊗ IdB)(t⊗ b)
= ∆ ◦ (ε⊗ IdB) ◦ can
−1can(t⊗ b) = ∆ ◦ κ ◦ can(t⊗ b).
We use Lemma 4.4 in the first equality and Lemma 4.2(ii) in the fifth and
eight equalities. Moreover,
ε ◦ κ(t⊗ t′) = ε ◦ (ε⊗ IdB) ◦ can
−1(t⊗ t′)
= ε ◦ (ε⊗ IdB)(can−(t⊗ t′)⊗ can+(t⊗ t′))
= ε(can−(t⊗ t′))ε(can+(t⊗ t′)) = ε(t)ε(t
′) = ε(t⊗ t′).
We use Lemma 4.2(iv) in the fourth equality.
The following lemma introduce some properties of the map κ.
Lemma 4.6. The map κ satisfies the following properties for all t⊗ t′ ∈
(T  ST )S.
i) κ(t⊗ t′)
(1)
⊗ κ(t⊗ t′)
(2)
= κ(t
(2)
⊗ t′
(1)
)⊗ κ(t
(1)
⊗ t′
(2)
).
ii) t
(1)
⊳ κ(t
(2)
⊗ t′) = ε(t)t′.
iii) t
<−1>t
′
<−1> ⊗ κ(t<0> ⊗ t
′
<0>) = ε(t
(1)
<0>)t
(1)
<−1> ⊗ κ(t
(2)
⊗ t′).
Proof. The relation i) is equivalent to the anti-coalgebra map property of
κ. To prove ii), we apply Id⊗ε⊗ Id on both hand sides of Lemma 4.2(xiii).
We obtain
can−(t⊗ t′)⊗ can+(t⊗ t′) = ε(can−(t
(2)
⊗ t′))t
(1)
⊗ can+(t
(2)
⊗ t′)
= t
(1)
⊗ κ(t(2) ⊗ t′). (4.28)
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By applying the right action of B over T in the previous equation we have
t
(1)
⊳ κ(t
(2)
⊗ t′) = ε(can−(t
(2)
⊗ t′))t
(1)
⊳ can+(t
(2)
⊗ t′)
= can−(t⊗ t′) ⊳ can+(t⊗ t′) = ε(t)t
′.
We use Lemma 4.2(iii) on the last equality. For the Relation iii), we apply
the relation (4.28) on Lemma 4.2(v).
Proposition 4.7. Let KT (S)B be a K-equivariant B-Galois coextension.
Then
i) TS is a left
T  ST
WT ST
-comodule.
ii) T S is a right T  ST
WT ST
-comodule.
iii) TS is a right B-comodule.
iv) T S is a left B-comodule.
Proof. First we show that TS is a left
T  ST
WT ST
-comodule by the following
coaction
t 7−→ t
(1)
 St
(3)
⊗ t
(2)
.
Since TS =
T
WT
is a coalgebra then t 7−→ t(1) ⊗ t(3) ⊗ t
(2)
∈ T ⊗T ⊗ T
WT
. Also
by the definition of WT for any t ∈
T
WT
we have
t
(1)
⊗
(
ϕ(π(t
(2)
))t
(3)
− ϕ(π(t
(3)
))t
(2)
)
⊗ t
(4)
= 0 ∈
T
WT
,
for all ϕ ∈ S∗. Since we assume that the coalgebra T is defined on a field and
therefore is locally projective (as mentioned in [Ba´l-Thesis, Lemma 6.4.11,
page 90]), then
t
(1)
⊗
(
π(t
(2)
)⊗ t
(3)
− π(t
(3)
)⊗ t
(2)
)
⊗ t
(4)
= 0 ∈
T
WT
.
Therefore
t
(1)
⊗ π(t
(2)
)⊗ t
(4)
⊗ t
(3)
= t
(1)
⊗ π(t
(3)
)⊗ t
(4)
⊗ t
(2)
.
This is equivalent to t
(1)
⊗ t
(3)
⊗ t
(2)
∈ T  ST ⊗T . Thus the coaction is well-
defined. The following computation shows that the coaction is coassociative.
(t
(1)
⊗ t
(3)
)
(1)
⊗ (t
(1)
⊗ t
(3)
)
(2)
⊗ t
(2)
= t
(1)(1)
⊗ t
(3)(2)
⊗ t
(1)(2)
⊗ t
(3)(1)
⊗ t
(2)
t
(1)
⊗ t
(5)
⊗ t
(2)
⊗ t
(4)
⊗ t
(3)
= t
(1)
⊗ t
(3)
⊗ t
(2)(1)
⊗ t
(2)(3)
⊗ t
(2)(2)
.
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To prove ii), we define the following right T  ST
WT ST
-coaction on T S;
t 7−→ t
(2)
⊗ t
(3)
⊗ t
(1)
(4.29)
The following computation proves t
(2)
⊗ t
(3)
⊗ t
(1)
∈ T S ⊗ T ⊗ T .
t
(3)
ϕ(π(t
(2)
))⊗ t
(4)
⊗ t
(1)
= t
(3)
⊗ t
(4)
⊗ t
(1)
ϕ(π(t
(2)
))
= t
(3)
⊗ t
(4)(2)
ϕ(π(t
(4)(1)
)⊗ ε(t
(1)
)t
(2)
= t
(2)
ϕ(π(t
(3)
))⊗ t
(4)
⊗ t
(1)
.
We use the definition WT  ST given in (4.20). Also for any t ∈ T
S we
have t
(1)
ϕ(π(t
(2)
)) = t
(2)
ϕ(π(t
(1)
)) for all ϕ ∈ S∗. Since we assume the
coalgebra T is defined on a field (locally projective) this is equivalent to
t
(1)
⊗ π(t
(2)
) = t
(2)
⊗ π(t
(1)
). By applying ∆⊗∆⊗ Id on both hand sides of
the preceding equality we obtain
t
(2)
⊗ t
(3)
⊗ π(t
(4)
)⊗ t
(1)
= t
(3)
⊗ t
(4)
⊗ π(t
(1)
)⊗ t
(2)
,
which is equivalent to t
(2)
⊗ t
(3)
⊗ t
(1)
∈ T ⊗ T  ST . This shows that the
coaction is well-defined. The following computation proves that the coaction
is coassociative.
t
(2)
⊗ (t(3) ⊗ t(1))
(1)
⊗ (t(3) ⊗ t(1))
(2)
= t
(2)
⊗ t
(3)(1)
⊗ t
(1)(2)
⊗ t
(3)(2)
⊗ t
(1)(1)
t
(3)
⊗ t
(4)
⊗ t
(2)
⊗ t
(5)
⊗ t
(1)
= t
(2)(2)
⊗ t
(2)(3)
⊗ t
(2)(1)
⊗ t
(3)
⊗ t
(1)
.
For iii), since κ is an anti coalgebra map it turns the left coaction introduced
in (i) to a well-defined coassociative right coaction of B on TS as follows
t 7−→ t
(2)
⊗ κ(t
(1)
⊗ t
(3)
). (4.30)
For the reader’s convenience here we explain why the coaction is coassocia-
tive.
t
(2)
⊗ κ(t
(1)
⊗ t
(3)
)
(1)
⊗ κ(t
(1)
⊗ t
(3)
)
(2)
= t
(2)
⊗ κ(t
(1)(2)
⊗ t
(3)(1)
)⊗ κ(t
(1)(1)
⊗ t
(3)(2)
)
= t
(3)
⊗ κ(t
(2)
⊗ t
(4)
)⊗ κ(t
(1)
⊗ t
(5)
)
= t
(2)(2)
⊗ κ(t
(2)(1)
⊗ t
(2)(3)
)⊗ κ(t
(1)
⊗ t
(3)
).
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and for iv), again since κ is an anti coalgebra map it turns the right coaction
introduced in (ii) to a well-defined coassociative left coaction of B on T S as
follows
t 7−→ κ(t
(3)
⊗ t
(1)
)⊗ t
(2)
. (4.31)
4.2 Equivariant Hopf Galois coextension as a functor
Let KT (S)B be a K-equivariant B-Galois coextension, and M be a left-right
SAYD module over K. We let B coact on M˜ :=M KT from left by
mKt 7−→ κ
(
(t
(2)
<0>)
(2)
 St
(1)
)
⊗ t
(2)
<−1> ⊲ mK(t
(2)
<0>)
(1)
, (4.32)
and let B act on M˜ from right by
(mKt) ⊳ b = mK(t ⊳ b). (4.33)
The right C-coaction of M KT is defined by
mKt 7−→ mKt<0> ⊗ t<1> . (4.34)
Before proving that the coaction is well-defined we explain it more. By
(4.28), the coaction defined in (4.32) reduces to
mKt 7−→ can+(t
(2)
<0> ⊗ t
(1)
)⊗ t
(2)
<−1> ⊲m⊗ can−(t
(2)
<0> ⊗ t
(1)
). (4.35)
Using the left K-comodule coalgebra property of T , the coaction defined in
(4.32) reduces to
mKt 7−→ κ
(
t
(3)
<0>  St
(1)
)
⊗ t
(2)
<−1>t
(3)
<−1> ⊲ mKt
(2)
<0> . (4.36)
We notice the similarities between the coaction (4.36) and the coaction de-
fined in Proposition 4.7(iv). In fact M˜ = M KT is a right (T  ST )S-
comodule by the following coaction,
mKt 7−→ t
(2)
<−1>t
(3)
<−1> ⊲ mKt
(2)
<0> ⊗ t
(3)
<0>  St
(1)
, (4.37)
and the anti-coalgebra map property of κ turns M˜ to a left B-comodule.
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The following computation shows that the coaction (4.32) is well-defined on
the second cotensor.
κ
(
t
(2)
<0>
(2)
 St
(1)
)
⊗
(
t
(2)
<−1> ⊲ m
)
<0> ⊗
(
t
(2)
<−1> ⊲ m
)
<1> ⊗ t
(2)
<0>
(1)
= κ
(
t
(2)
<0>
(2)
 St
(1)
)
⊗ ν+(m
<1> , t
(2)
<−1>
(1)
)m
<0> ⊗ t
(2)
<−1>
(2)
ν−(m
<1> , t
(2)
<−1>
(1)
)⊗
⊗ t
(2)
<0>
(1)
= κ
(
t
<0>
(2)
<0>
(2)
 St<0>
(1)
)
⊗ ν+(t
<−1> , t<0>
(2)
<−1>
(1)
)m⊗
⊗ t<0>
(2)
<−1>
(2)
ν−(t<−1> , t<0>
(2)
<−1>
(1)
)⊗ t<0>
(2)
<0>
(1)
= κ
(
t
<0>
(2)(2)
<0>  St<0>
(1)
)
⊗ ν+(t
<−1> , t<0>
(2)(1)
<−1>
(1)
t
<0>
(2)(2)
<−1>
(1)
)m⊗
⊗ t
<0>
(2)(1)
<−1>
(2)
t
<0>
(2)(2)
<−1>
(2)
ν−(t
<−1> , t<0>
(2)(1)
<−1>
(1)
t
<0>
(2)(2)
<−1>
(1)
)⊗ t
<0>
(2)(1)
<0>
= κ
(
t(2)
<0>
(2)
<0>  St
(1)
<0>
)
⊗ ν+(t
(1)
<−1>t
(2)
<−1> , t
(2)
<0>
(1)
<−1>
(1)
t
(2)
<0>
(2)
<−1>
(1)
)m⊗
⊗ t
(2)
<0>
(1)
<−1>
(2)
t
(2)
<0>
(2)
<−1>
(2)
ν−(t
(1)
<−1>t
(2)
<−1> , t
(2)
<0>
(1)
<−1>
(1)
t
(2)
<0>
(2)
<−1>
(1)
)⊗
⊗ t
(2)
<0>
(1)
<0>
= κ
(
(t
(2)
<0>)
(2)
 St
(1)
)
⊗ ν+(t
(2)
<0>
(1)
<−1>t
(2)
<−1>
(1)
, t
(2)
<−1>
(2)
)m⊗
⊗ ν−(t
(2)
<0>
(1)
<−1>t
(2)
<−1>
(1)
, t
(2)
<−1>
(2)
)⊗ t
(2)
<0>
(1)
<0>
= κ
(
(t(2)
<0>)
(2)
 St
(1)
)
⊗ t
(2)
<−1> ⊲ m⊗
(
(t
(2)
<0>)
(1)
)
<−1> ⊗
(
(t
(2)
<0>)
(1)
)
<0> .
We used the left-right anti Yetter-Drinfeld condition of M in the first equal-
ity. In the second equality we used the fact that m⊗ t ∈M KT . We used
the K-comodule coalgebra property of T in (2.56) in the third and fourth
equalities. The coassociativity of the coaction was used in the fifth equality.
We used Lemma 2.3 (ii) in the last equality. The following computation
shows that the coaction is well-defined on the first cotensor.
κ
(
t
(3)
<0>
(1)
⊗ π(t
(3)
<0>
(2)
)⊗ t
(1)
)
⊗ t
(2)
<−1>t
(3)
<−1> ⊲ mKt
(2)
<0>
= κ
(
t(3)(1)
<0> ⊗ π(t
(3)(2)
<0>)⊗ t
(1)
)
⊗ t
(2)
<−1>t
(3)(1)
<−1>t
(3)(2)
<−1> ⊲ mKt
(2)
<0>
= κ
(
t
(3)
<0> ⊗ π(t
(4)
<0>)⊗ t
(1)
)
⊗ t
(2)
<−1>t
(3)
<−1>t
(4)
<−1> ⊲ mKt
(2)
<0>
= κ
(
t
(4)
<0> ⊗ π(t
(1)
)⊗ t
(2)
)
⊗ t
(3)
<−1>t
(4)
<−1> ⊲ mKt
(3)
<0>
= κ
(
t
(3)
<0> ⊗ π(t
(1)(1)
)⊗ t
(1)(2)
)
⊗ t
(2)
<−1>t
(3)
<−1> ⊲ mKt
(2)
<0> .
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We used the K-comodule coalgebra property of T in (2.56) in the first equal-
ity. In the third equality we used the fact that m⊗ t ∈M KT and K is a
×S-Hopf coalgebra.
Theorem 4.8. Let C be a coalgebra, B a right ×C-Hopf coalgebra, T be
a right B-module coalgebra, S = TB, K a left ×S-Hopf coalgebra, T be a
left K-comodule coalgebra, and M be a left-right SAYD module over K. If
KT (S)B is a K-equivariant B-Galois coextension, then M˜ := M KT is a
right-left SAYD module over B by the coaction and action defined in (4.32)
and (4.33).
Proof. We prove that the coaction defined in (4.32) is coassociative. We do
not use the over line for the elements in the quotient to avoid cumbersome
formulae.
[
κ
(
(t
(2)
<0>)
(2)
⊗ t
(1)
)]
(1)
⊗
[
κ
(
(t
(2)
<0>)
(2)
⊗ t
(1)
)]
(2)
⊗ t
(2)
<−1> ⊲ m⊗ (t
(2)
<0>)
(1)
= κ
(
(t
(2)
<0>)
(2)(2)
⊗ t
(1)(1)
)
⊗ κ
(
(t
(2)
<0>)
(2)(1)
⊗ t
(1)(2)
)
⊗ t
(2)
<−1> ⊲ m⊗ (t
(2)
<0>)
(1)
=
[
κ
(
(t
(3)
<0>)
(3)
⊗ t
(1)
)]
⊗
[
κ
(
(t
(3)
<0>)
(2)
⊗ t
(2)
)]
⊗ t
(3)
<−1> ⊲ m⊗ (t
(3)
<0>)
(1)
= κ
(
(t
(3)(3)
)
<0> ⊗ t
(1)
)
⊗ κ
(
(t
(3)(2)
)
<0> ⊗ t
(2)
)
⊗ t
(3)(1)
<−1>t
(3)(2)
<−1>t
(3)(3)
<−1> ⊲ m⊗ (t
(3)(1)
)
<0>
= κ
(
t
(5)
<0> ⊗ t
(1)
)
⊗ κ
(
t
(4)
<0> ⊗ t
(2)
)
⊗ t
(3)
<−1>t
(4)
<−1>t
(5)
<−1> ⊲ m⊗ t
(3)
<0>
= κ
(
t
(5)
<0> ⊗ t
(1)
)
⊗ κ
(
t
(4)
<0> ⊗ t
(2)
<0>
)
⊗ t
(3)
<−1>
(2)
t
(4)
<−1>
(2)
t
(2)
<−1>t
(3)
<−1>
(1)
t
(4)
<−1>
(1)
t
(5)
<−1>m⊗ t
(3)
<0>
= κ
(
t
(4)
<0> ⊗ t
(1)
)
⊗ κ
([
t
(3)(2)
]
<0> ⊗ t
(2)
<0>
)
⊗ t
(3)(1)
<−1>
(2)
t
(3)(2)
<−1>
(2)
t
(2)
<−1>t
(3)(1)
<−1>
(1)
t
(3)(2)
<−1>
(1)
t
(4)
<−1>m
⊗
[
t
(3)(1)
]
<0>
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= κ
(
t
(4)
<0> ⊗ t
(1)
)
⊗ κ
([
t
(3)
<0>
]
(2)
⊗ t
(2)
<0>
)
⊗ t
(3)
<−1>
(2)
t
(2)
<−1>t
(3)
<−1>
(1)
t
(4)
<−1>m⊗
[
t
(3)
<0>
]
(1)
= κ
(
t
(4)
<0> ⊗ t
(1)
)
⊗ κ
([
t
(3)
<0><0>
]
(2)
⊗ t
(2)
<0>
)
⊗ t
(3)
<0><−1>t
(2)
<−1>t
(3)
<−1>t
(4)
<−1>m⊗
[
t
(3)
<0><0>
]
(1)
= κ
(
t
(2)(3)
<0> ⊗ t
(1)
)
⊗ κ
([
t
(2)(2)
<0><0>
]
(2)
⊗ t
(2)(1)
<0>
)
⊗ t
(2)(2)
<0><−1>t
(2)(1)
<−1>t
(2)(2)
<−1>t
(2)(3)
<−1>m⊗
[
(t
(2)(2)
)
<0><0>
]
(1)
= κ
(
(t
(2)
<0>)
(3)
⊗ t
(1)
)
⊗ κ
([
(t
(2)
<0>)
(2)
<0>
]
(2)
⊗ (t
(2)
<0>)
(1)
)
⊗ (t
(2)
<0>)
(2)
<−1>t
(2)
<−1>m⊗
[
(t
(2)
<0>)
(2)
<0>
]
(1)
= κ
(
(t
(2)
<0>)
(2)
⊗ t
(1)
)
⊗ κ
([
(t
(2)
<0>)
(1)(2)
<0>
]
(2)
⊗ (t
(2)
<0>)
(1)(1)
)
⊗ (t
(2)
<0>)
(1)(2)
<−1>t
(2)
<−1>m⊗
[
(t
(2)
<0>)
(1)(2)
<0>
]
(1)
.
We use the anti-coalgebra map property of κ in the first equality, the left
K-comodule coalgebra property of T in the third equality, Lemma 4.6[iii]
and the left K-comodule coalgebra property of T in the fifth equality, and
finally the left K-comodule coalgebra property of T in the seventh equality.
The following computation shows that the coaction defined in (4.32) is couni-
tal.
ε
[
κ
(
(t
(2)
<0>)
(2)
⊗ t
(1)
)]
t
(2)
<−1> ⊲ m⊗ (t
(2)
<0>)
(1)
= ε
[
can−
(
(t
(2)
<0>)
(2)
⊗ t
(1)
)]
ε
[
can+
(
(t
(2)
<0>)
(2)
⊗ t
(1)
)]
t
(2)
<−1> ⊲ m
⊗ (t
(2)
<0>)
(1)
ε[t
(2)
<0>)
(2)
]ε(t
(1)
)t
(2)
<−1> ⊲ m⊗ (t
(2)
<0>)
(1)
= ε(t
<0>
(2)
)t
<−1> ⊲ m⊗ t<0>
(1)
= t
<−1> ⊲ m⊗ t<0> = m<1> ⊲ m<0> ⊗ t = m⊗ t.
We use Lemma 4.2(iv) in the second equality, the fact that m⊗ t ∈M KT
in the penultimate equality, and eventually the stability condition in the last
equality. The following computation proves the stability condition.[
t
(2)
<−1> ⊲ m⊗ (t
(2)
<0>)
(1)
]
⊳ κ
(
(t
(2)
<0>)
(2)
⊗ t
(1)
)
= t
(2)
<−1> ⊲ m⊗
[
(t
(2)
<0>)
(1)
⊳ κ
(
(t
(2)
<0>)
(2)
⊗ t
(1)
)]
= t
(2)
<−1> ⊲ m⊗ ε(t
(2)
<0>)t
(1)
= ε(t
(2)
<0>)η(α(t
(2)
<−1>)) = m⊗ t.
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We use Lemma 4.6(ii) in the second equality and left K-comodule coalgebra
property of T in the third equality.
The following computation shows that the right action M˜  CB −→ M˜ ,
defined in (4.33) is well-defined.
m
<0> ⊗m<1> ⊗ t ⊳ b = m⊗ t<−1> ⊗ t<0> ⊳ b = m⊗ (t ⊳ b)<−1> ⊗ (t ⊳ b)<0> .
We use m⊗ t ∈M KT in the first equality and the K-equivariant property
of the action of B over T on the second equality. The associativity of the
action defined in (4.33) is obvious by the associativity of the right action of
B over T .
Here we prove the AYD condition. In the following, we use the AYD condi-
tion in the first equality, the coaction defined in (4.32) in the second equality,
the definition of κ in the third equality, the equation obtained by applying
Id⊗ε⊗ Id on the left B module map property (2.29) in the fourth equality,
left B-module coalgebra property of T in the fifth equality, Lemma 4.2(xii)
in the sixth equality, Lemma 4.2(xi) in the seventh equality, left B-module
coalgebra property of T in the eighth equality and K-equivariant property
of the right action of B on T mentioned in (4.2) in the ninth equality.
[(m⊗ t) ⊳ b]
<−1> ⊗ [(m⊗ t) ⊳ b]<0>
= ν+
(
b
(2)
, (m⊗ t)
<−1>
)
b
(1)
⊗ (m⊗ t)
<0> ⊳ ν
−
(
b
(2)
, (m⊗ t)
<−1>
)
= ν+
(
b
(2)
, κ
(
(t
(2)
<0>)
(2)
⊗ t
(1)
))
b
(1)
⊗ t
(2)
<−1> ⊲ m⊗
[
(t
(2)
<0>)
(1)
⊳ ν−
(
b
(2)
, κ
(
(t
(2)
<0>)
(2)
⊗ t
(1)
))]
= ε
{
can−
[
t
(2)
<0>
(2)
⊗ t
(1)
]}
ν+
(
b
(2)
, can+
[
t
(2)
<0>
(2)
⊗ t
(1)
])
b
(1)
⊗ t
(2)
<−1> ⊲ m⊗
[
t
(2)
<0>
(1)
⊳ ν−
(
b
(2)
, can+
[
t
(2)
<0>
(2)
⊗ t
(1)
])]
= ε
{
can−
[
t
(2)
<0>
(2)
⊗ t
(1)
]}
ε
{
ν−
(
b
(3)
, can+
[
t
(2)
<0>
(2)
⊗ t
(1)
])}
ν+
(
b
(3)
, can+
[
t
(2)
<0>
(2)
⊗ t
(1)
])
b
(1)
⊗ t
(2)
<−1> ⊲ m⊗
(
t
(2)
<0>
(1)
⊳ b
(2)
)
= ε
{
can−
[
t
(2)
<0>
(2)
⊗ t
(1)
]
⊳ ν−
(
b
(3)
, can+
[
t
(2)
<0>
(2)
⊗ t
(1)
])}
ν+
(
b
(3)
, can+
[
t
(2)
<0>
(2)
⊗ t
(1)
])
b
(1)
⊗ t
(2)
<−1> ⊲ m⊗
(
t
(2)
<0>
(1)
⊳ b
(2)
)
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= ε
{
can−
[(
t
(2)
<0>
(2)
⊳ b
(3)
)
⊗ t
(1)
]}
can+
[(
t
(2)
<0>
(2)
⊳ b
(3)
)
⊗ t
(1)
]
b
(1)
⊗ t
(2)
<−1> ⊲ m⊗
(
t
(2)
<0>
(1)
⊳ b
(2)
)
= ε
{
can−
[(
t
(2)
<0>
(2)
⊳ b
(3)
)
⊗ (t
(1)
⊳ b
(1)
)
]}
can+
[(
t
(2)
<0>
(2)
⊳ b
(3)
)
⊗ (t
(1)
⊳ b
(1)
)
]
⊗ t
(2)
<−1> ⊲ m⊗
(
t
(2)
<0>
(1)
⊳ b
(2)
)
= ε
{
can−
[(
t
(2)
<0> ⊳ b
(2)
)
(2)
⊗ (t
(1)
⊳ b
(1)
)
]}
can+
[(
t
(2)
<0> ⊳ b
(2)
)
(2)
⊗ (t
(1)
⊳ b
(1)
)
]
⊗ t
(2)
<−1> ⊲ m⊗
(
t
(2)
<0> ⊳ b
(2)
)
(1)
= ε
{
can−
[(
t
(2)
⊳ b
(2)
)
<0>
(2)
⊗ (t
(1)
⊳ b
(1)
)
]}
can+
[(
t
(2)
⊳ b
(2)
)
<0>
(2)
⊗ (t
(1)
⊳ b
(1)
)
]
⊗
(
t
(2)
⊳ b
(2)
)
<−1> ⊲ m
⊗
(
t
(2)
⊳ b
(2)
)
<0>
(1)
= κ
[(
t
(2)
⊳ b
(2)
)
<0>
(2)
⊗ (t
(1)
⊳ b
(1)
)
]
⊗
(
t
(2)
⊳ b
(2)
)
<−1> ⊲ m
⊗
(
t
(2)
⊳ b
(2)
)
<0>
(1)
= κ
[(
(t ⊳ b)
(2)
<0>
)
(2)
⊗ (t ⊳ b)
(1)
]
⊗ (t ⊳ b)
(2)
<−1> ⊲ m⊗
(
(t ⊳ b)
(2)
<0>
)
(1)
= [m⊗ t ⊳ b]
<−1> ⊗ [m⊗ t ⊳ b]<0> .
Let us denote the category of SAYD modules over a left ×-Hopf coalge-
bra K by KSAY D
K. Its objects are all left-right SAYD modules over K
and its morphisms are all K-linear-colinear maps. Similarly one denotes
by BSAY DB, the category of right-left SAYD modules over a right ×-Hopf
coalgebra B. We see that Theorem 4.8 amounts to a object map of a func-
tor ̥ from KSAY D
K to BSAY DB. In fact, if M,N ∈K SAY D
K, then
̥(M) = M˜ , ̥(N) = N˜ . Also if φ :M −→ N , we set ̥(φ) = φKIdT .
Proposition 4.9. The assignment ̥ :K SAY D
K −→B SAY DB defines a
covariant functor.
Proof. Using Theorem 4.8, the map ̥ is an object map. It is easy to check
that ̥(φ) is a module and comodule map.
Let us recall that
KCn(T,M) =M KT
 S(n+1), C˜B,n(B, M˜) = BCn CcopM˜,
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are the cocyclic modules defined in (3.1) and (3.11), respectively. We define
the following map,
ωn : B
Cn CcopM˜ −→M KT
 S(n+1), (4.38)
given by
ωn(b1 ⊗ · · · ⊗ bn ⊗m⊗ t) = m⊗ t
(1)
⊗ t
(2)
⊳ b1
(1)
⊗ t
(3)
⊳ [b1
(2)
b2
(1)
]⊗ · · · ⊗
t
(n)
⊳ [b1
(n−1)
· · · bn−1
(1)
]⊗ t
(n+1)
⊳ [b1
(n)
· · · bn−1
(2)
bn],
with an inverse map
ω−1n (m⊗ t0 ⊗ · · · ⊗ tn)
= κ(t0
(2)
⊗ t1
(1)
)⊗ κ(t1
(2)
⊗ t2
(1)
)⊗ · · · ⊗ κ(tn−1
(2)
⊗ tn)⊗m⊗ t0
(1)
.
Theorem 4.10. Let KT (S)B be a K-equivariant B-Galois coextension, and
M be a left-right SAYD module over K. The map ω∗ defines an isomorphism
of cocyclic modules between KCn(T,M) and C˜B,n(B, M˜), which are defined
in (3.1) and (3.11) respectively. Here M˜ = M KT is the right-left SAYD
module over B introduced in Theorem 4.8.
Proof. One notes that ω = can⊗n ◦tw
B⊗n⊗M˜
, where
can⊗n = (IdM ⊗ IdT ⊗ · · · ⊗ IdT ⊗ can)◦
· · · ◦ (IdM ⊗ IdT ⊗ can⊗ IdB ⊗ · · · ⊗ IdB) ◦ (IdM ⊗ can⊗ IdB⊗ · · · ⊗ IdB).
We use Lemma (4.2)(ii) to easily prove ω−1 ◦ω = Id. Also by anti-coalgebra
map property of κ and (4.28) one can show ω ◦ω−1 = Id . By a very routine
and long computation reader will check that ω is well-defined and commutes
with faces and degeneracies. Here we only show that ω commutes with the
cyclic maps.
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tnωn(b1 ⊗ · · · ⊗ bn ⊗m⊗ t)
= tn{m⊗ t
(1)
⊗ t
(2)
⊳ b1
(1)
⊗ t
(3)
⊳ [b1
(2)
b2
(1)
]⊗ · · ·
. . .⊗ t
(n)
⊳ [b1
(n−1)
· · · bn−1
(1)
]⊗ t
(n+1)
⊳ [b1
(n)
· · · bn−1
(2)
bn]}
=
[
t
(2)
⊳ b1
(1)
]
<−1> · · ·
[
t
(n)
⊳ [b1
(n−1)
· · · bn−1
(1)
]
]
<−1>[
t
(n+1)
⊳ [b1
(n)
· · · bn−1
(2)
bn]
]
<−1> ⊲ m
⊗
[
t
(2)
⊳ b1
(1)
]
<0> ⊗ · · · ⊗
[
t
(n)
⊳ [b1
(n−1)
· · · bn−1
(1)
]
]
<0>
⊗
[
t
(n+1)
⊳ [b1
(n)
· · · bn−1
(2)
bn]
]
<0> ⊗ t
(1)
= t
(2)
<−1> · · · t
(n)
<−1>t
(n+1)
<−1> ⊲ m⊗
[
t
(2)
<0> ⊳ b1
(1)
]
⊗ · · ·
. . .⊗
[
t
(n)
<0> ⊳ [b1
(n−1)
· · · bn−1
(1)
]
]
⊗
[
t
(n+1)
<0> ⊳ [b1
(n)
· · · bn−1
(2)
bn]
]
⊗ t
(1)
= t
(2)
<−1> ⊲ m⊗
[
(t
(2)
<0>)
(1)
⊳ b1
(1)
]
⊗
[
(t
(2)
<0>)
(2)
⊳ b1
(2)
b2
(1)
]
⊗ · · · ⊗
[
(t
(2)
<0>)
(n)
⊳ b1
(n)
b2
(n−1)
· · · bn−1
(2)
bn
]
⊗ t
(1)
= t
(2)
<−1> ⊲ m⊗
[
(t
(2)
<0>)
(1)
⊳ b1
(1)
]
⊗
[
(t
(2)
<0>)
(2)
⊳ b1
(2)
b2
(1)
]
⊗ · · ·
. . . ⊗
[
(t
(2)
<0>)
(n)
⊳ b1
(n)
b2
(n−1)
· · · bn−1
(2)
bn
]
⊗ (t
(2)
<0>)
(n+1)
⊳ κ
(
(t
(2)
<0>)
(n+2)
⊗ t
(1)
)
= t
(2)
<−1> ⊲ m⊗
[
(t
(2)
<0>)
(1)
⊳ b1
(1)
]
⊗
[
(t
(2)
<0>)
(2)
⊳ b1
(2)
b2
(1)
]
⊗ · · · ⊗
[
(t
(2)
<0>)
(n)
⊳ b1
(n)
b2
(n−1)
· · · bn
(1)
]
⊗ (t
(2)
<0>)
(n+1)
⊳ ε
(
b1
(n+1)
b2
(n)
· · · bn
(2)
)
κ
(
(t
(2)
<0>)
(n+2)
⊗ t
(1)
)
= t
(2)
<−1> ⊲ m⊗
[
(t
(2)
<0>)
(1)
⊳ b1
(1)
]
⊗
([
(t
(2)
<0>)
(2)
⊳ b1
(2)
]
⊳ b2
(1)
)
⊗ · · ·
· · · ⊗
([
(t
(2)
<0>)
(n)
⊳ b1
(n)
]
⊳ [b2
(n−1)
· · · bn
(1)
]
)
⊗ (t
(2)
<0>)
(n+1)
⊳ ν−
(
b1
(n+1)
b2
(n)
· · · bn
(2)
, κ
(
(t
(2)
<0>)
(n+2)
⊗ t
(1)
))
ν+
(
b1
(n+1)
b2
(n)
· · · bn
(2)
, κ
(
(t
(2)
<0>)
(n+2)
⊗ t
(1)
))
= t
(2)
<−1> ⊲ m⊗
[
(t
(2)
<0>)
(1)
⊳ b1
(1)
]
⊗
([
(t
(2)
<0>)
(2)
⊳ b1
(2)
]
⊳ b2
(1)
)
⊗ · · ·
· · · ⊗
([
(t
(2)
<0>)
(n)
⊳ b1
(n)
]
⊳ [b2
(n−1)
· · · bn
(1)
]
)
⊗
(
(t
(2)
<0>)
(n+1)
⊳
(
b1
(n+1)
b2
(n)
· · · bn
(2)
)
(1)
ν+
((
b1
(n+1)
b2
(n)
· · · bn
(2)
)
(2)
, κ
(
(t
(2)
<0>)
(n+2)
⊗ t
(1)
)))
ε
{
ν−
(
b1
(n+2)
· · · bn
(3)
, κ
(
(t
(2)
<0>)
(n+2)
⊗ t
(1)
))}
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= t
(2)
<−1> ⊲ m⊗
[
(t
(2)
<0>)
(1)
⊳ b1
(1)
]
⊗
([
(t
(2)
<0>)
(2)
⊳ b1
(2)
]
⊳ b2
(1)
)
⊗ · · ·
· · · ⊗
([
(t
(2)
<0>)
(n)
⊳ b1
(n)
]
⊳ [b2
(n−1)
· · · bn
(1)
]
)
⊗
([
(t
(2)
<0>)
(n+1)
⊳ b1
(n+1)
]
⊳ [b2
(n)
· · · bn
(2)
ν+
(
b1
(n+2)
· · · bn
(3)
, κ
(
(t
(2)
<0>)
(n+2)
⊗ t
(1)
))
]
)
ε
{
ν−
(
b1
(n+2)
· · · bn
(3)
, κ
(
(t
(2)
<0>)
(n+2)
⊗ t
(1)
))}
= t
(2)
<−1> ⊲ m⊗
[
(t
(2)
<0>)
(1)(1)
⊳ b1
(1)(1)
]
⊗
([
(t
(2)
<0>)
(1)(2)
⊳ b1
(1)(2)
]
⊳ b2
(1)(1)
)
⊗ · · ·
· · · ⊗
([
(t
(2)
<0>)
(1)(n)
⊳ b1
(1)(n)
]
⊳ [b2
(1)(n−1)
· · · bn
(1)(1)
]
)
⊗
([
(t
(2)
<0>)
(1)(n+1)
⊳ b1
(1)(n+1)
]
⊳ [b2
(1)(n)
· · · bn
(1)(2)
ν+
(
b1
(2)
· · · bn
(2)
, κ
(
(t
(2)
<0>)
(2)
⊗ t
(1)
))
]
)
ε
{
ν−
(
b1
(2)
· · · bn
(2)
, κ
(
(t
(2)
<0>)
(2)
⊗ t
(1)
))}
= t
(2)
<−1> ⊲ m⊗
[
(t
(2)
<0>)
(1)
⊳ b1
(1)
]
(1)
⊗
([
(t
(2)
<0>)
(1)
⊳ b1
(1)
]
(2)
⊳ b2
(1)(1)
)
⊗ · · · ⊗
([
(t
(2)
<0>)
(1)
⊳ b1
(1)
]
(n)
⊳ [b2
(1)(n−1)
· · · bn
(1)(1)
]
)
⊗
([
(t
(2)
<0>)
(1)
⊳ b1
(1)
]
(n+1)
⊳
[
b2
(1)(n)
· · · bn
(1)(2)
ν+
(
b1
(2)
· · · bn
(2)
, κ
(
(t
(2)
<0>)
(2)
⊗ t
(1)
))])
ε
{
ν−
(
b1
(2)
· · · bn
(2)
, κ
(
(t
(2)
<0>)
(2)
⊗ t
(1)
))}
= ωn{b2
(1)
⊗ · · · ⊗ bn
(1)
⊗ ε[ν−
(
b1
(2)
· · · bn
(2)
, κ
(
(t
(2)
<0>)
(2)
⊗ t
(1)
))
]
ν+
(
b1
(2)
· · · bn
(2)
, κ
(
(t
(2)
<0>)
(2)
⊗ t
(1)
))
⊗ t
(2)
<−1> ⊲ m⊗ (t
(2)
<0>)
(1)
⊳ b1
(1)
}
= ωn{b2
(1)
⊗ · · · ⊗ bn
(1)
⊗ ε[ν−(b1
(2)
· · · bn
(2)
, (m⊗ t)
<−1>)]
ν+(b1
(2)
· · · bn
(2)
, (m⊗ t)
<−1>)⊗ (m⊗ t)<0> ⊳ b1
(1)
}
= ωnτn(b1 ⊗ · · · ⊗ bn ⊗m⊗ t).
We use the K-equivariant property of the action of B on T mentioned in
(4.2) in the third equality, the left K-comodule coalgebra property of T
in the fourth equality, Lemma 4.6(ii) in the fifth equality, the coalgebra
property of B in the sixth equality, Lemma 2.7(v) in the seventh equality,
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the relation obtained by applying Id⊗ε⊗Id on the left B-comodule property
(2.29) in the eighth equality, the relation (2.17) in the ninth equality, the
coassociativity of the comultiplication B in the tenth equality and the right
B-comodule coalgebra property of T the eleventh equality.
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