Recent advances in cryo-electron microscopy and singleparticle reconstruction (collectively referred to as 'cryoEM') have made it possible to determine the three-dimensional (3D) structures of several macromolecular complexes at nearatomic resolution ($3.8-4.5 Å ). These achievements were accomplished by overcoming the challenges in sample handling, instrumentation, image processing, and model building. At near-atomic resolution, many detailed structural features can be resolved, such as the turns and deep grooves of helices, strand separation in b sheets, and densities for loops and bulky amino acid side chains. Such structural data of the cytoplasmic polyhedrosis virus (CPV), the Epsilon 15 bacteriophage and the GroEL complex have provided valuable constraints for atomic model building using integrative tools, thus significantly enhancing the value of the cryoEM structures. The CPV structure revealed a drastic conformational change from a helix to a b hairpin associated with RNA packaging and replication, coupling of RNA processing and release, and the long sought-after polyhedrin-binding domain. These latest advances in single-particle cryoEM provide exciting opportunities for the 3D structural determination of viruses and macromolecular complexes that are either too large or too heterogeneous to be investigated by conventional X-ray crystallography or nuclear magnetic resonance (NMR) methods. 
Introduction
Electron imaging is rapidly emerging as an indispensable tool in biology that offers great promises for three-dimensional (3D) structural studies of macromolecular complexes or biological nanomachines. Electron diffraction data have long been successfully used to derive 3D structures of two-dimensional crystalline samples, up to a resolution of 1.9 Å [1] [2] [3] [4] . For macromolecule complexes in their noncrystalline 'native' states, single-particle cryoelectron microscopy (commonly referred to as 'cryoEM') has played an increasingly important role in determining 3D structures up to subnanometer resolution (e.g. [5 ,6 ,7-10] ). Such large assemblies often are either too large or too heterogeneous to be studied by conventional methods, such as X-ray crystallography and nuclear magnetic resonance (NMR) (e.g. [11] [12] [13] [14] [15] [16] ).
Four recent studies have further pushed the limit of cryoEM single-particle reconstruction to near-atomic resolution ($3.8-4.5 Å ) [17 ,18 ,19 ,20 ] (Table 1) . At this resolution, many detailed structural features such as turns and deep grooves of helices, strand separation in b sheets, densities for loops and bulky amino acid side chains can be resolved. Such structure features revealed in the cytoplasmic polyhedrosis virus (CPV) [18 ] , the GroEL [20 ] , and the Epsilon 15 bacteriophage [21] were used to trace the amino-acid backbones using integrative modeling tools. In the case of CPV and Epsilon 15 phage where no prior atomic structures were available, model building increased the information content of cryoEMderived structures and significantly enhanced their overall values to address biological questions. In the cases of the rotavirus [19 ] and the GroEL [20 ] , where X-ray models were available for the same complexes, an excellent agreement between the cryoEM structure and X-ray structure were demonstrated, up to the level of amino acid side chains, thus firmly establishing the validity of near-atomic resolution structures from cryoEM. Crucial to these latest developments of single-particle cryoEM are careful and systematic considerations of sample preparation and cooling strategies, instrumentation and imaging conditions, and computational methods for processing noisy cryoEM images and atomic model building. Here, I will first provide a discussion about these issues by comparing the approaches used to obtain the latest results (Table 1) . Then, I will illustrate how a nearatomic resolution structure can address significant biological questions using the 3.8-Å CPV structure as an example [18 ] .
Sample handling
The goal of cryoEM sample preparation is to obtain frozen hydrated specimen on grids from freshly prepared samples to minimize possible deformation or damage to the macromolecular complexes being studied. In high-resolution cryoEM, structural homogeneity or integrity is more important than purity, as opposed to X-ray crystallography and NMR, in which sample purity is essential. In cryoEM images, obvious impurities or contaminations can be distinguished from particles of interest either visually or by computational classification, and thus will not severely impact or prevent subsequent data processing. However, sorting out structural deformation or flexibility computationally is much more challenging and is often a limiting factor toward obtaining a highresolution reconstruction. In this regard, it is desirable to avoid possible structural damage caused by density gradient centrifugation. For example, a simple protocol with single-step purification was used for the structurally robust or stable CPV particles [18 ] . In the case of the rotavirus, double-layered particle reconstruction [19 ] , structural heterogeneity was not as large a concern because highly ordered crystals were grown from the same sample, indicating that it is likely to be structurally homogenous. In most cryoEM studies, structural heterogeneity could very well be the first limiting factor toward atomic resolution, even if the sample is chemically pure (e.g. [22] ). Therefore, it is desirable to use a freshly prepared, minimally treated or disturbed sample that has never been frozen and thawed in order to increase the chance of obtaining high-resolution cryoEM reconstructions.
The choice of using liquid helium versus liquid nitrogen for sample cooling in cryoEM imaging has been a hotly debated issue. In fact, among the four near-atomic resolution structures reported to date, the 3.8-Å resolution structures of the CPV [18 ] and rotavirus [19 ] were obtained from liquid nitrogen-cooled samples, but the 4.2-Å GroEL structure [20 ] and the 4.5-Å Epsilon 15 bacteriophage structure [17 ] were from liquid heliumcooled samples (Table 1 ). An increase (1.4-2.5 times) of dose tolerance in liquid helium was estimated based on the measurement of electron diffraction spot intensity [23] , but most of those earlier studies were largely inconclusive, as comparisons were made using data from different instruments [24] . Recent direct comparison between imaging the same samples at liquid nitrogen and liquid helium temperatures showed that, surprisingly, liquid helium is actually a worse cryogen for cryo-electron tomography applications due to decreased low-resolution contrast between ice and biological samples at liquid helium temperature [25] [26] [27] . To address the question of which cryogen is better suited for high-resolution single-particle cryoEM imaging, we used a FEI Polara G2 dual temperature cryo-electron microscope to compare the data quality between images obtained from the same sample cooled at liquid nitrogen and liquid helium temperatures, respectively (I Atanasov, ZH Zhou, unpublished data) . A systematic comparative analysis of specimen charging, image contrast, dose tolerance, and potential resolution limit has led us to conclude that there is no overall benefit to use liquid helium other than liquid nitrogen for sample cooling for high-resolution imaging. When liquid helium is used, the benefit of the slightly better dose tolerance was negated by the lower image contrast because of increased ice density, the more stringent treatment requirement of support film to prevent charging, as well as the significantly higher cost of helium.
Instrumentation and imaging
When pushing toward high resolution for very large particles, the depth-of-field problem emerges as a limiting factor [28,29,30 ,31,32 ] . The current formulation based on the Central Projection Theorem [33, 34] , as implemented in most current 3D reconstruction programs, may no longer hold under this situation. Instead, the Fourier transform of a projected image corresponds to neither a slice nor an Ewald sphere in the Fourier space, but to the sum of the values on two quadratic surfaces Ewald spheres in 3D Fourier space [32 ] . Higher voltage (thus shorter electron wavelength) alleviates this problem. But for an 800 Å or larger particle, a full correction of the transfer function is necessary for pushing resolution beyond 4 Å using 300 keV electrons [28, 29, 32 ]. Indeed, 300 keV electrons were used in all four near-atomic resolution structures (Table 1) .
Except for the still limited field of view, CCD cameras offer a number of significant advantages over film as a recording media [35] [36] [37] [38] and have been rigorously demonstrated to be a preferred recording device for High-resolution single-particle cryoEM Zhou 219 CryoEM images were all recorded using 300 keV electrons generated by field emission guns. LN: liquid nitrogen; LH: liquid helium; NA: not available. b CPU hours are estimated based on either information from the papers cited or through personal communication.
single-particle cryoEM imaging up to subnanometer resolution [39 ] . First, the broad dynamic range, linearity, and low level of noise make these devices ideal for recording diffraction intensities of 2D crystals [40] . Second, a CCD camera gives instant feedback about image quality, thus allowing for the efficient optimization of sample preparation and microscope alignment. Third, without the step of loading and unloading of photographic films in the microscope vacuum, the usable time of a cryoEM grid can be significantly extended from the typical one day for a film session to days or weeks for a CCD session. Fourth, although high-resolution data is more severely dampened due to worse point-spread function of CCD cameras, CCD images have better signal-tonoise ratio at low-resolution region, thus providing better image 'contrast' crucial for aligning single-particle images [39 ] . Finally, compared to conventional photographic films, imaging on a CCD exposes a much smaller sample area. Thus, it minimizes possible beam-induced specimen movement or charging similar to the 'spot-scan' approach [41] and reduces the effect of defocus variation within each image. For near-atomic-resolution cryoEM reconstruction, the raw cryoEM images should be rigorously screened by selecting only those with visible contrast transfer function (CTF) rings up to 5 Å in their power spectra [42] . These images should also have no visible specimen drift, charging, and astigmatism in their power spectra to ensure that only high-quality images are used in the final 3D reconstruction.
Reconstruction and effective resolution
Data processing for single-particle reconstruction consists of two essential steps: orientation-center parameter determination and 3D reconstruction. Structure refinement is carried out as an iterative procedure of these two steps by gradually pushing toward higher resolution. Various software packages, including EMAN [43] , FREALIGN [44] , and IMIRS [45, 46] , were successfully used for the nearatomic resolution structure reconstructions (Table 1) . The principles for orientation-center parameter determination used in these packages are similar, including searching for common lines [33] and matching computed projections [47] . For the 3D reconstruction step, EMAN and FREA-LIGN use direct Fourier inversion method, which is the most computationally efficient, but may have large memory requirement (e.g. $30 GB for an 800 Å particle) and is generally more sensitive to noise. By contrast, the less computation efficient Fourier-Bessel synthesis method [33] and spherical harmonics synthesis method [48] implemented in IMIRS are less sensitive to image noise and have less memory requirement. Overall, the total computing times used in these studies differ by several orders of magnitude (Table 1) and are probably related to differences in implementation details and user procedures.
The effective resolution (or better yet, the resolving power) of a single-particle cryoEM reconstruction can be estimated both by critically evaluating the structural features or hallmarks resolved in the density map and by using statistical analysis of independent reconstructed maps. Figure 1 illustrates the structure feature-based method. Simulated densities are shown for the three types of secondary structure element -a helix, b sheet, and connecting loop -at different resolutions by filtering an atomic-resolution model using a Gaussian filter implemented in EMAN [20 ] . At $3.8-4.0 Å resolution, an ideal density map of a helix should reveal deep grooves and clear pitches. Also resolved are strands in b sheets with an interstrand distance of $4.4 Å (except for regions of hydrogen-bond densities) and the zigzagging pattern of Ca atoms separated by $3.8 Å . Densities for bulky sidechains should also begin to appear. In the CPV cryoEM density map, these features are all present, including the 3.8-Å distance between adjacent Ca atoms and convincing densities for many side-chains ( Figure 2 ). Commonly used statistical criteria for assessing effective resolution include Fourier shell correlation (FSC) [49] and spectral signal-to-noise ratio (SSNR) [50] , which were shown to be equivalent [51] .
It cannot be over emphasized that it is critical to evaluate map quality by examining the resolvable features in the maps, such as helix grooves, bulky sidechain densities, and well-separated strands in b sheets. Additionally, because self-correlating systematic error may exist in reconstruction methods, one needs to be cautious in using the FSC curves to assess the effective resolution of a cryoEM map, particularly when the resolution is approaching near-atomic scale. It has been recognized that the possible noise correlation may give rise to misleading 'high-resolution' FSC assessment, due to model bias in a template-matching-based refinement using cross correlation evaluation [52, 53] . For this reason, it is necessary to use structural features or stereochemistry as an internal control to judge whether such model bias has occurred during refinement. When the resolution reaches near-atomic scale, the aforementioned structural features can be used to judge whether the FSC assessment has been influenced by model bias. This model bias problem in FSC evaluation is more severe for image data with low signal-to-noise ratio, such as those at close-to-focus conditions, or for asymmetric or low-symmetric objects, and small particles [52] . Another way to monitor possible model bias is to refine the full image data set against two different initial models and monitor the convergence of the two reconstructions [52] . Finally, model bias can be eliminated by using the focal-pair approach [45, 46, 54] with model-free common lines method for orientation-center estimation [33] . Subsequent model-based orientation-center refinement can be performed as a 'local' search by limiting the range of orientation or center changes [46] , thus reducing the risk of model bias in resolution estimation.
The resolution of cryoEM structures can also be judged empirically by direct comparison with published structures obtained through other well-established structural determination methods. For example, it is obvious that features revealed in an experimentally determined X-ray structure at 3.7-Å resolution [55] are not nearly as detailed as the simulated 'perfect' structure with a Gaussian filter to only 4 Å (cf. Figures 1 and 3a and b) . One can see that the structural features revealed in the 3.8-Å CPV map (Figure 2 ) are very much comparable to those revealed in the 3.7-Å X-ray map (Figure 3) . Likewise, some regions of the CPV cryoEM map, such as the small protrusion domain of CSP, have lower resolutions than other regions, probably because of local intrinsic flexibility. This resolution variance in different regions of the same map is also common in X-ray structures (Figure 3a and b) . It can easily be seen that the structure of Dsbb (Figure 3b ) is less resolved.
Segmentation and model building
Surface rendering of large volume data is very computationally demanding and can be a rate-limiting step in structural interpretation. Therefore it is desirable to dissect or segment individual structural components from the entire complex so that detailed features can be conveniently identified and compared. For icosahedral viruses, only structural components within an asymmetric unit are structurally unique and warrant examination. Segmentation of individual components also allow nonicosahedral averaging of structurally similar components to enhance the S/N ratio and further improve the resolution of the averaged subunits [19 ,56] . For example, nonicosahedral averaging of the 13 subunits of VP6 molecules in an asymmetric unit of a rotavirus reconstructed from 8400 particles significantly improved the resolution of the map (Figure 4) [19 ] . The noise in the VP6 trimer was reduced by averaging, resulting in better resolved side-chain densities (Figure 4c and d) .
Choices are limited for model building tools suitable for interpreting a near-atomic resolution cryoEM structure. Further complicating the issue is the fact that cryoEM maps often contain many subunits with over 5000 amino acids, yet less than 10-20% of those have identifiable, bulky side-chains. This is problematic because widely used atomic model-building tools, most notably O [57] and Coot [58] , employ a bottom-up approach -that is, from side chains, to amino acids, to atomic model. Such bottom-up approaches have stringent requirements for map quality and resolution and are not readily applicable to near-atomic resolution cryoEM maps. Novel integrative tools, such as skeletonization and graph optimization, can be used together with other modeling tools for building rough Ca models [20 ,59] (Table 1) .
Homologous structures can be of great help in model building based on near-atomic resolution data. For
High-resolution single-particle cryoEM Zhou 221
Figure 1
Secondary structure elements at different resolutions. The segment is extracted from the atomic model of HK97 capsid protein [81] , including an a helix and a b hairpin joined together by a loop and filtered to different resolutions using EMAN [43] . Bulky side-chain residues are labeled. Under this idealistic situation with perfect maps, the strands in the b hairpin begin to separate and bulky side chains are clearly visible at 4 Å . At 2 Å resolution, a hole in each aromatic ring is resolved (arrow in the bottom panel). All density maps were displayed using Chimera [82] .
example, the CPV CSP and orthoreovirus l1 protein sequences (and their structural homologs in BTV and RDV) have sequence identities of less than 10%, which is about the level expected between random sequences. Therefore, these proteins have no detectable sequence homology using current sequence alignment programs. Nevertheless, the cryoEM map clearly reveals that CSP shares a similar overall topology (or fold) with l1, though there are significant insertions and deletions of helices. Therefore, one could use the known orthoreovirus l1 structure as a topological reference, when building models for CSP-A and CSP-B.
Uncertainties in amino acid residue registration exist in interpreting maps around 3.8-4.0 Å resolution. In order to avoid over-interpretation of less resolved regions, one should be cautious not to go into unwarranted detail such as side-chain orientation, when describing these structures and their implications. It is important to remember that at near-atomic resolution, accurate registration of residues remains difficult. For this reason, model building from cryoEM reconstructions in the absence of existing atomic models of proteins with recognizable sequence homology is a significant, yet a very challenging undertaking. The models presented by Yu et al.
[18 ] are a combination of full-atom residue models (for helix-rich regions) and Ca models (for regions of less-defined densities). Because there is no refinement process for improving the model derived from cryoEM maps, in contrast to well-established model refinement schemes routinely performed in X-ray crystallography, these models are essentially Ca models. As the technology of single-particle cryoEM advances further to true 'atomic resolution,' it is expected that these uncertainties will be resolved.
Existing methods well established in crystallography can be readily adapted for verifying models derived from cryoEM maps. For example, models can be submitted to the Dali server to check for similarity to any existing fold. In the case of CPV, for example, when the CSP-A model was submitted to the Dali server, the search identified Bluetongue virus (BTV) capsid protein VP3 as a top hit, consistent with their fold similarity. However, when searching the structure database for the GTase domain of CPV, Dali did not identify any known GTases, suggesting CPV GTase does not share a significant fold homology with other known GTases. CPV GTase is more like the GTase of the unrelated Paramecium bursaria Chlorella virus 1 in the sense that it clearly consists of two domains, one large and one small, between which there exists a deep and narrow cleft [18 ] . Even in the absence of a Ca model, a set of helices identified in a cryoEM structure can also be used as elements for probing structure databases for similar folds [8] . To this end, DejaVu and COSEC [60-62] can be used for such 'spatial fold recognition'. A successful match suggests that the intermediate resolution structure under investigation has a possible homolog within the fold space. Other considerations include directions of side-chain densities, which should normally be pointing toward the N-terminus and the densities of helices. However, at the limited resolution of 3.8-4.0 Å , there could be occasional ambiguities in which side-chain densities appear sideways or horizontal, instead of pointing clearly toward the N-terminus.
Addressing biological questions at nearatomic resolution
Because no crystal structures are available for CPV and Epsilon 15 bacteriophage, atomic models derived from their cryoEM structures offered clues for functional implications [17 ,18 ] . The 3.88-Å structure of CPV illustrates how a near-atomic resolution cryoEM structure can address interesting biological questions ( Figure 5 ) [18 ] . CPV is unique within Reoviridae in that it has only a single-layered capsid contained within polyhedrin inclusion bodies, yet is still fully capable of cell entry and replication [63, 64] . Previous cryoEM studies of CPV have provided a wealth of information about its architectural organization [65, 66] , transcription enzyme complex, and genomic RNA organization [67] , as well as molecular interactions and complementarity [13] . However, in the absence of an atomic model of the full CPV capsid, many fundamental issues remained elusive, including the structural basis for RNA packing, transcription, processing and release, and the mechanism underlying CPVs unique property of polyhedra embedding. Although the 3.88-Å resolution is still limited compared to high-resolution Xray crystal structures, it has allowed an unambiguous tracing of the main chains and building of Ca models for CPV proteins to help resolve molecular interactions ( Figure 5b ) and provide functional interpretation (Figure 5c ).
First, a drastic conformational change has been observed between the two CSP conformers. An a helix near the C terminal region of CSP-A changes into part of a b hairpin in CSP-B with a large rotation ($908) and translation (backward $20 Å ) (Figure 5c ). Such a drastic local conformational change has never been described previously in orthoreovirus [68] or BTV [69 ] structures. Furthermore, this conformation change is located on High-resolution single-particle cryoEM Zhou 223
Figure 3
Comparison of experimental and ideal structures at 3.7 Å resolution. (a and b) Electron density maps of the DsbA and DsbB portions of the DsbB (Cys130Ser)-DsbA (Cys33Ala) complex. The structure was determined by X-ray crystallography to 3.7 Å resolution. Ca traces (yellow line) are superimposed on the electron density map (mesh). Densities simulated from the atomic model by filtering to 3.7 Å using EMAN [43] . The maps are superimposed with atomic models without (c) and (d) and with side chains (e) and (f). the innermost protein region directly facing the viral RNA genome, rather than external components, suggesting the conformational change most probably results from its interaction with the RNA genome. It leads to the formation of tracks that may accommodate and facilitate packing and sliding during RNA transcription. This drastic conformational change is different from the small scale structural differences observed between the two capsid conformers of BTV, which can be considered as quasi-equivalence between nonicosahedrally related subunits [69 ] .
Second, the structure revealed an mRNA releasing hole coupled with the active site of mRNA capping machinery. The CPV cryoEM structure revealed holes as possible conduit for mRNA release around the fivefold axis where nascent RNA is made ( Figure 5c ). Holes for RNA releasing have been suggested in the X-ray structures of orthoreovirus [68] and BTV [69 ] , and the $30-Å cryoEM structure of rotavirus [70] . However, the CPV structure shows that the hole is formed by three loops from neighboring subunits and is coupled with GTase in a way that is different from that of the orthoreovirus in both the position of the releasing hole and the conformation of GTase, which catalyses the first step of RNA capping. Interestingly, the location of the putative CPV mRNA release hole is quite similar to that observed in the actively transcribing rotavirus double-shelled particle [70] . However, due to the lack of a TP structural homolog in rotavirus or other nonturreted members of Reoviridae, nascent mRNAs are capped within the capsid shell first, before their release through the mRNA releasing holes or conduits. Therefore, a completely different RNA capping mechanism has to be used for these viruses. The details of this mechanism have yet to be discovered. For turreted Reoviridae (such as orthoreovirus and CPV), mRNA is concurrently capped and released through the holes into the turret cavity. Because CPV is architecturally similar to the inner core of the orthoreovirus, one might expect that CPV has a similar mRNA releasing and capping pathway. However, the CPV cryoEM structure clearly shows that the mRNA release hole/conduit and the conformation of GTase are different from those of the orthoreovirus [68] . This major difference in RNA capping and release is likely related to the plugging of the turret by the hemagglutinin-like A-spike, which is absent from the orthoreovirus. The discovery of structural similarity between CPV GTase and PBCV-1 GTase [71] , instead of the GTase domain of orthoreovirus l2 protein, further
High-resolution single-particle cryoEM Zhou 225 Finally, the near-atomic resolution structure of CPV has also resolved the long sought-after structure of the polyhedrin-binding domain (Figure 5c ), a structure with potential to be engineered as a universal packaging molecule [72 ,73 ] . There are four pieces of evidence for the assignment of the CPV-unique polyhedrin-binding domain. First, biochemical and genetic studies have firmly established that the N-terminal 79-residue domain is the polyhedrin-binding domain [64,72 ,74] . This domain is unique to CPV and is absent in the orthoreovirus l2, where the GTase domain is the N-terminal domain. The cryoEM map of CPV TP (the l2 homolog) clearly shows that the N-terminal helix of the CPV GTase domain is connected via a robust and continuous density to an additional b-sheet domain. Therefore, the only possible assignment of this additional domain is that it is the CPV-unique polyhedrin-binding domain. Because fusion of proteins to this domain would lead to their incorporation into polyhedra-derived nanoscale delivery systems, containers, or protein chips, its structural elucidation opens the door to exciting prospects for exploiting this new structure for nanobiotechnology applications.
Conclusions
Electron diffraction patterns from two-dimensional crystals were successfully used to derive atomic structures by crystallography [75] [76] [77] . High-resolution single-particle electron imaging has proven to be more challenging than electron crystallography due to many more limiting factors encountered in electron optics, imaging, image correction, and structure interpretation. The milestone accomplishments in breaking the nanometer barrier occurred about 10 years ago by using the structural studies of the relatively small hepatitis B virus core [5 ,6 ]. Since then, there have been great efforts at subnanometer resolutions en route to atomic-resolution single-particle cryoEM reconstructions (e.g. [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] 78] ). Four recent studies have achieved a resolution around 4 Å , allowing Ca model building, and even backbones with side chains for proteins in some segments [17 ,18 ,19 ,20 ] . The advancement of cryoEM instrumentation, the development of more sophisticated algorithms, and ever-growing computational power together provide us every reason to believe that we are entering the age of atomic resolution cryoEM reconstruction. This exciting development in single-particle cryoEM, together with the advancement of molecular-resolution cryo-electron tomography (see review [79] ), makes electron imaging an indispensable tool in structural biology. The integrative application of these two modalities of electron imaging in studying pleomorphic or dynamic structures (e.g. [80]) will probably have a profound impact on biology, chemistry, and medicine for years to come. 
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a b s t r a c t
It is becoming routine for cryoEM single particle reconstructions to result in 3D electron density maps with resolutions of $10 Å, but maps with resolutions of 5 Å or better are still celebrated events. The electron microscope has a resolving power to better than 2 Å, and thus should not be a limiting factor; instead the practical limitations in resolution most likely arise from a combination of specimen preparation methods, data collection parameters, and data analysis procedures. With the aid of a highly automated system for acquiring images, coupled to a relational database to keep track of all processing parameters, we have taken a systematic approach to optimizing parameters affecting the resolution of single particle reconstructions. Using GroEL as a test-bed, we performed a series of 3D reconstructions where we systematically varied the number of particles used in computing the map, the accelerating voltage of the microscope, and the electron dose used to acquire the images. We also investigated methods for excluding unacceptable or ''bad" particles from contributing to the final 3D map. Using relatively standard instrumentation (Tecnai F20, 4K Â 4K CCD, side entry cold stage) and a completely automated approach, these approaches resulted in a map with a nominal resolution of 5.4 Å (FSC 0.5 ) in which secondary structure is clearly discernable and the handedness of some of the a-helices in the GroEL structure can be determined. Ó 2008 Elsevier Inc. All rights reserved.
1. Introduction
Why is high-resolution important?
Cryo-electron microscopy (cryoEM) and single particle reconstruction (SPR) are very powerful techniques for determining the structures of large, biologically important complexes. However, in the absence of supporting high-resolution information for a structure, interpretations of the EM density map may be subjective, and 3D EM has sometimes been criticized as ''blobology". One of the consequences of higher-resolution, therefore is that interpretations become less subjective. When a-helices are resolved as tubes and b-sheets become plates of density, atomic resolution components of the molecule can be docked very accurately into the EM density map, and under some favorable circumstances the backbone of the structure can be traced with a reasonable degree of confidence (Baker et al., 2007; Zhang et al., 2008 ). Higher resolution maps in which secondary structure can be clearly discerned also provide much higher confidence in reconstructions and can resolve concerns over initial model bias and also unequivocally determine the handedness of the structure.
What are the limits to resolution in single particle reconstruction?
Factors that degrade resolution in single particle reconstructions of cryoEM data arise from three independent sources: as a result of the specimen and its preparation, as a result of the microscope and imaging conditions during data collection, or because of errors during data processing. The factor over which we currently have the least control is the specimen itself. The resolution could be fundamentally limited by the purity, stability or heterogeneity of the specimen, and we do not directly address these issues in this paper. We have some control over factors affecting the quality of the preparation of the specimen for EM such as the quality of vitreous ice and the thickness of the layer of ice in which the particles are embedded. Though we have the most control of the data collection and processing parameters, the number of parameters makes it difficult to optimize them for high-resolution. During data collection, the images that are acquired of the specimen can be affected by the microscope alignment, choice of accelerating voltage, electron dose, defocus range, astigmatism correction, acceptable drift rate, and beam induced specimen motion. Finally, errors may be introduced during processing from numerous sources, including incorrect particle picking, CTF estimation, and alignment and classification.
Automated and systematic data collection and analysis protocols afford us the opportunity to quantify the results of varying the factors that influence resolution. Here we have focused specifically on the results of varying magnification, electron dose, acceleration voltage, and numbers of particles on the final resolution of 3D electron density maps of GroEL. GroEL makes an excellent testbed for this investigation as its molecular weight and stability make it ideally suited to structural analysis using single particle methods, and it has been extensively studied both structurally and functionally (Ludtke et al., 2004; Ranson et al., 2001; Sigler et al., 1998 ).
How do we measure resolution in single particle reconstruction?
The question of how to measure resolution is still somewhat controversial in cryoEM and SPR, and there are a number of methods that are used in practice. Most methods depend on randomly splitting the dataset into halves, typically one half corresponds to the even images of particles and the other half corresponds to the odd images. Resolution is estimated by calculating a Fourier shell correlation (FSC) (Harauz and Van Heel, 1986 ) curve between two volumes generated from the even and odd particles, respectively. The resolution that is quoted in the literature for a given SPR is measured from an arbitrary cutoff on the FSC curve. The most common convention is to use a cutoff of 0.5 (Bottcher et al., 1997; Conway et al., 1997) , as this has been in practice for the longest time, but several other cutoff criteria have also been proposed (Orlova et al., 1997; Rosenthal and Henderson, 2003; Saxon and Baumeister, 1982) . Most recently a sliding scale for determining the optimal cutoff value based on the noise and symmetry of the reconstruction (van Heel and Schatz, 2005) has been described but it remains to be seen whether this method will be widely adopted by the EM community.
All of these methods suffer from the same problem; they depend on splitting the particles into even and odd sets after they have been iteratively aligned and classified. Thus, iterative model and noise bias can potentially artificially inflate the reported resolution (Stagg et al., 2006; Stewart and Grigorieff, 2004) . A solution to this problem is to split the data into even and odd sets that are refined independently, but given that resolution is dependent on the number of particles, this method does not allow for the highest resolution reconstructions possible. A different method has recently been proposed to estimate the resolution directly from the final reconstructed density map (Sousa and Grigorieff, 2007) . This method, which is referred to here as rmeasure, does not rely on a comparison of separately computed structures but instead calculates the correlation between neighboring Fourier pixels of the final 3D electron density map computed from all images. Not only does this give a good estimation of the resolution, but the algorithm is resistant to model bias (Sousa and Grigorieff, 2007) .
The ultimate standard for determining the approximate resolution of a reconstructed density map is the extent to which details in the 3D model can be usefully interpreted. Thus, when secondary structure becomes discernable we know the resolution is on the order of 10 Å or better (Ludtke et al., 2004; Ranson et al., 2006; Stagg et al., 2006) , when the handedness of alpha helices can be determined we are in a resolution range of $5 Å, being able to trace the atomic backbone would indicate a resolution in the range of 3-4 Å (Zhang et al., 2008) , and finally, being able to distinguish side chains would correspond to a resolution of better than 3 Å (Gonen et al., 2005) . For the results described in this paper, we report both the FSC 0.5 and rmeasure criteria and provide a quantitative assessment of the reported numbers based on a visual inspection of interpretable details and comparisons between our highest-resolution structure and an electron density map computer from a crystal structure of GroEL (Braig et al., 1995) .
Materials and methods

Data collection
The GroEL specimen was kindly provided by Art Horwich and Eli Chapman. Grids were prepared as previously described (Stagg et al., 2006) . Data were acquired using a Tecnai F20 Twin transmission electron microscope equipped with a Tietz F415 4K Â 4K pixel CCD camera (15 lm pixel) and a Gatan side entry cryostage. Images were acquired using 8 different sets of data collection parameters (datasets 1-8) in separate sessions using eight cryoEM grids prepared under identical conditions. Parameters that were varied across the eight experiments include magnification, accelerating voltage, and dose; the conditions that were used are summarized in Table 1 . The Leginon automated data acquisition system (Suloway et al., 2005) was used to control the microscope and acquire images to the CCD camera. This helped to provide consistency in performance across the different data acquisition sessions. For data analysis, particles were randomly selected from images across a defocus range from À1 to À3 lm. Data were processed with the aid of a new software package, called Appion, under development in our lab, that tracks all processing parameters and results using an extension of the Leginon database infrastructure (Fellmann et al., 2002) . The Appion package provides utilities for particle picking (Roseman, 2003) and CTF estimation (Mallick et al., 2005) , and provides wrappers for a variety of EMAN utilities (Ludtke et al., 1999) , including single particle refinement.
Single particle reconstructions
Individual stacks were created for all datasets by boxing particles out of the micrographs and flipping the phases using the CTF parameters estimated by ACE. For each dataset, the particles were split into logarithmically smaller stacks by randomly choosing particles from the original full stack to generate a stack of a given size. Thus, two different stacks from the same dataset might contain completely different particles. For instance, 41,289 particles were collected in dataset #1 and these were split into 14 separate stacks where the number of particles in the stacks were 100, 159, 253, 401, 638, 1014, 1612, 2562, 4071, 6471, 10,284, 16,346, 25,979, and 41,289 , respectively, with the particles for each of the substacks drawn randomly from the full 41,289 particle stack.
Single particle reconstructions were carried out using the EMAN reconstruction package (Ludtke et al., 1999 ). The initial model for all refinements was a GroEL reconstruction (Stagg et al., 2006) (EMDB accession # 1200) that had been low-pass filtered to 30 Å. Each stack was subjected to one of two refinement schemes. Scheme 1 was used for stacks that contained less than 1000 particles. In this scheme, particles were refined with an angular increment that started at 8°and decreased by 1°every four iterations for a total of 20 iterations. Thus, the final angular increment was 4°. Whenever the angular increment changed, the particles were subjected to two iterations of refinement including eight rounds of iterative class averaging, followed by two iterations of refinement with three rounds of iterative class averaging. Scheme 2 was used for stacks that contained greater than 1000 particles. This scheme was similar to scheme 1 with the exception being that the angular increment started at 5°and went to 1°. These methods allowed us to determine the lowest angular increment where the refinement converged. Thus, our reconstruction scheme is adapted to the number of particles, and we have confidence that the re-ported resolution constitutes a fair comparison between datasets. The distribution of euler angle orientations was similar for all datasets and was typical for GroEL in vitreous ice with all Euler angles well represented but with some preferred orientations in top and side views.
The refinements were typically run on 48 processors on our inhouse Linux cluster. The total processing time in CPU hours was approximately one year for a given dataset, including processing of the full particle stack and all the substacks. Thus, $8 years of processing time was used for these studies.
Resolution assessment
Resolution was assessed for each reconstruction in three ways: (1) By calculating the Fourier Shell Correlation at a cutoff of 0.5 (FSC 0.5 ) between the even and odd particles. (2) By using rmeasure (Sousa and Grigorieff, 2007) on the final reconstructed volume of a refinement. No masking or filtering was performed before the rmeasure resolution calculation and the conservative 0.5 cutoff was used. (3) By visually inspecting the final amplitude corrected and filtered volume of a refinement.
Amplitude correction
If the final volumes for a given refinement had a calculated resolution better than 10 Å then the volume was also amplitude corrected by multiplying the map by the square root of the ratio of the one-dimensional power spectrum of the EM map and the X-ray scattering curve for GroEL 1 followed by low-pass filtering the volumes to the resolution reported by the FSC 0.5 criterion (Gabashvili et al., 2000) . This procedure was used only to enhance the details of the map for the purposed of visual assessment and no amplitude correction was performed during the refinement or prior to resolution estimation.
DQE estimation
The detective quantum efficiency (DQE) of the scintillator and CCD camera combination was measured using the methods outlined in Mooney (2007) . Supplementary Fig. S1 shows the DQE curves at the magnification of the specimen for 50kÂ, 100kÂ, and 143kÂ at 120 and 200 keV.
Calculating Euler jumps
The Euler angles calculated for the orientation of every particle at each iteration of a refinement are stored in the Appion database and were used to determine the relative change in orientation of each particle at each iteration of the refinement. We refer to the change in the orientation of the particles from iteration to iteration as an Euler jump.
We used a standard metric on the space of rotations to measure the size of the Euler jumps. 
Visualization and fitting
All of the 3D reconstructions were visualized using UCSF Chimera (Pettersen et al., 2004) . Chimera was also used to manually fit a GroEL crystal structure (PDB ID 1OEL) (Braig et al., 1995) into the cryoEM maps. The fits were automatically refined using the Fit Model in Map function in Chimera.
Results
What is the effect of number of particles on resolution?
Because of the damaging effects of the electron beam, cryoEM micrographs must be taken with very low dose (typically 10-20e
). Thus, the data has a very low signal-to-noise ratio (SNR). To improve the SNR, particles must be averaged, and thus resolution is dependent on the number of particles contributing to the reconstructed density map. It is estimated that for particles with no symmetry, more than 1,000,000 particles would be required to achieve maps with atomic resolution (Glaeser, 1999 (Glaeser, , 2004 Henderson, 1995) . To test the practical effect of the number of particles on the final resolution, we used a dataset of GroEL acquired using fairly typical data collection parameters. Approximately 41,000 particles were collected at an accelerating voltage of 120 keV, 50,000Â nominal magnification (1.63Å/pix), and a dose of 13e À /Å 2 (dataset 1 in Table 1 ). These particles were randomly split into sets containing logarithmically fewer particles and each set was reconstructed using one of the two refinement schemes described above. When the FSC 0.5 measure of resolution is plotted against the number of particles (Fig. 1A, blue) , the resolution is observed to increase roughly linearly with the log of the number of particles. (Note: this graph and subsequent graphs are plotted on the log scale on the x-axis and the reciprocal scale on the y-axis). However, when the resolution is calculated using the rmeasure method (Fig. 1A, red) , the shape of the curve is quite different. As with the FSC 0.5 method, resolution increases linearly with relatively small sets of particles, but the curve appears to flatten out asymptotically at around 6500 particles. Furthermore, the resolution reported by the rmeasure method for more than 6500 particles is considerably worse than that of the FSC 0.5 method; the resolution for the complete stack containing the full dataset is reported as 6.5 Å by the FSC 0.5 method and 8.8 Å by the rmeasure method. As expected for a subnanometer reconstruction, a helices are clearly visible in the GroEL volume (Fig. 1B) as distinct tubes of density, but it is not clear which reported value for resolution is more reflective of the apparent details in the structure.
What is the effect of magnification on resolution?
The data in Fig. 1A suggest that we could obtain higher-resolution reconstructions by collecting more particles, and that we could approach atomic resolution by collecting hundreds of millions of particles. Collecting this number of particles is unfeasible in practice, so instead the most logical next step to improving the resolution was to collect data at higher magnification in order to offset the high-frequency dampening effects of the CCD camera (Sander et al., 2005) . We thus collected a dataset of $55,000 particles of GroEL at a magnification of 100,000Â using the same keV and dose as before (dataset 2, Table 1 ). The particles were again split into stacks containing logarithmically fewer particles and reconstructed. As predicted, the resolution of the higher magnification data is improved considerably over the lower magnification data, and this was true regardless of the number of particles used for the reconstruction ( Fig. 2A and B) . The reported improvement in resolution was supported by an observation of increased detail in the reconstructions (Fig. 2C and D) . More helices are visible in the 100kÂ reconstruction and the helices have progressed from being smooth tubes to having the appearance of grooves and crevices. According to the plots of resolution calculated by the FSC 0.5 criterion vs. number of particles ( Fig. 2A) , the curves suggest that data collected at both 50kÂ and 100kÂ could ultimately achieve atomic resolution if sufficient numbers of particles were collected ( Fig. 2A) . When resolution was estimated by the rmeasure criterion, on the other hand, the resolution vs. particles curves again indicate asymptotic flattening with increasing numbers of particles (Fig. 2B) . When compared to the 50kÂ data, the 100kÂ data are clearly shifted toward higher resolution and seem to have less flattening with increasing particles. This likely reflects better performance of the CCD camera with higher magnification (Sander et al., 2005) .
What is the effect of accelerating voltage on resolution?
The choice of the TEM accelerating voltage to use for data collection depends on a number of factors. Higher voltage allows for visualization of thicker specimens and reduces radiation damage. The performance of the digital CCD, on the other hand, decreases with increasing voltage (Supplementary Fig. S1 ). In addition, image contrast decreases with increasing voltage and SPR depends on this contrast for accurate alignment and classification. Thus, there may be an optimal voltage for SPR that balances increased image contrast and CCD performance against the benefits of high voltage. To test this, we collected GroEL datasets at 80, 120, and 200 keV (datasets 1-4 in Table 1 ). The particles were logarithmically split and reconstructed as described previously. If judged by the FSC 0.5 criterion, these results indicate that for data collected at a given magnification, the accelerating voltage has very little effect on the resolution of reconstructions (Fig. 3A, 100kÂ curves) . The rmeasure criterion, however, indicates a substantial difference in resolutions among datasets collected at different voltages (Fig. 3B) .
In order to better understand what are the interpretable differences between the datasets collected at different voltages, we took the following approach. We started with the highest resolution reconstructed map from the 50kÂ, 120 keV dataset and compared it to the maps that had approximately the same resolution according to the FSC 0.5 criterion in the 100kÂ, 80, 120, and 200 keV datasets. It should be noted that the reported resolution by the FSC method would be the same for all the reconstructions regardless of which cutoff criterion we were to use for the FSC curve; the curves for all four of the reconstructions are quite similar (Fig. 4,  right column) .
Though all of the maps were nominally supposed to be at the same resolution, there were dramatic differences in the level of detail among them (Fig. 4) . The 80 keV reconstruction had a resolution of 6.3 Å but it was difficult to distinguish the tubes corresponding to a-helices that are a hallmark of reconstructions better than 10 Å. From highest to lowest observable detail as judged by visualization of the 3D reconstructions and slices through the z-axis of the volumes, the reconstructions are ranked 100kÂ, 120 keV; 100kÂ, 200 keV; 50kÂ, 120 keV; and 100kÂ, 80 keV. This is more reflective of the resolution reported by the rmeasure criterion (7.3, 7.7, 8.8, and 9.4 Å, respectively) . According to this analysis, the FSC 0.5 criterion seems a poor reporter of resolution. Furthermore, for a particle like GroEL, it seems that 120 keV is the optimal voltage for SPR data collection, at least when using data acquisition parameters like the ones used in this investigation (i.e. field emission gun, automated data collection, CCD camera, etc.).
The same analysis was repeated for the rmeasure criterion where we started with the highest resolution reconstructed map from the 50kÂ, 120 keV dataset and compared it to the maps that had approximately the same resolution in the other datasets (Supplementary Fig. S2 ). While this showed that the reconstructions were more similar than in the analysis using the FSC 0.5 criterion, there were still some noticeable differences in the maps. Thus, neither method is a perfect indicator of resolution, though rmeasure seems to more accurately report differences in detail between different volumes.
What is the influence of dose on resolution?
The SNR of cryo-micrographs increases with increasing dose, but there is also an increased occurrence of radiation damage. Furthermore, the amount of damage is dependent on the accelerating voltage at which the microscope is operated with higher voltages causing theoretically less damage. We carried out some preliminary experiments to determine the influence of increasing the dose The highest-resolution volume from the 100,000Â data. The resolution for the volume reconstructed from the 100,000Â data is better than the 50,000Â data as judged by FSC 0.5 , rmeasure, and visual inspection. Coloring for the volumes is the same as in Fig. 1 . (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this paper.) of the data collection for both 120 and 200 keV accelerating voltages.
To establish a baseline for variations between datasets collected with the same imaging and processing parameters, we first collected two independent GroEL datasets at accelerating voltages of 120 keV (datasets 2 and 5 in Table 1 ) and 200 keV (datasets 3 and 7 in Table 1 ). The datasets were collected with different grids on different days, which further established their independence. When the particles were logarithmically split and reconstructed, this showed that the datasets collected at 120 keV and 13e À /Å 2 were fairly similar in resolution ( Fig. 5A and B, blue) and observable details (Fig. 5C and D) though one dataset was consistently slightly better than the other. The 200 keV datasets were essentially identical (Fig. 5F-I ). These data show that although there are some variations between datasets, collecting data with a given set of parameters is relatively repeatable.
We typically collect data with a dose of 12-13e À /Å 2 . To determine the effects of increasing the dose, we collected GroEL datasets at 120 keV (dataset 6 in Table 1 ) and 200 keV (dataset 8 in Table 1 ) with a dose of 19e À /Å 2 . The resulting reconstructions had slightly worse resolutions than the lower-dose reconstructions for the 120 keV dataset, though the degree to which they were worse was not much greater than the variations between datasets with identical dose (Fig. 5A and B) . Some differences could be observed in the structural details of the reconstructions; secondary structure was clearly visible (Fig. 5E ), but fewer a-helices could be identified, particularly in the apical domain ( Fig. 5C-E) . The resolutions for the higher-dose 200 keV data set were essentially the same as the lower-dose data ( Fig. 5F and G) , however, there appears to be slightly more detail visible in the higher-dose dataset (Fig. 5J) . As addressed further in the discussion below, we believe that we will need tighter controls over the experimental parameters of data collection in order to determine the optimal dose for SPR.
What is the relationship between Euler jumps and resolution?
The above data suggest that a reasonable way to increase the resolution of a reconstruction is to increase the number of particles. Another way of increasing the resolution is to focus only on the ''good" particles, (i.e. identifying and eliminating particles that do not contribute to an increase in the SNR). Several methods have been proposed (Borgnia et al., 2004; Liu et al., 2007) , and here we have explored the possibility that the best particles would be ones whose orientation, as indicated by their Euler angles, was relatively stable between iterations of the SPR refinement.
To test this idea, we took our dataset that refined to the highest resolution (dataset 2) and removed particles that were not classified to a single Euler angle for the majority of the iterations. In other words, for a given particle, we calculated the distance its Euler angle jumped from one iteration to the next and only allowed it to contribute to the final reconstruction if it had a median Euler jump of 0°from iteration to iteration throughout the refinement. We chose to use the median Euler jump as the criteria for elimination because many particles had typical jumps of 0°from iteration to iteration but would occasionally have a large jump. We reasoned that the large jumps could be considered outliers, thus the median would be a more sensitive measure than the mean for the likelihood of a particle to jump. Analyzing the data in this way eliminated 42% of the particles. The resolution of the reconstruction calculated from the reduced set of particles as measured by the FSC 0.5 or rmeasure criteria was the same as that obtained with the full set of particles. Thus, the volume calculated with particles eliminated in this way was considerably better than would be predicted from this number of particles based on the particle vs. resolution curves in Fig. 2. In addition, the level of detail observed in the final 3D maps of the reduced data set was an improvement over the full dataset, in that the handedness of several of the GroEL helices could now be discerned (Fig. 6 ).
We were interested to see if the mean Euler jumps were dependent on the number of particles in a dataset. Thus, we determined the mean Euler jumps for logarithmically split particles from our best data set collected at 120 keV (Table 1 , dataset 2) and a data set collected at 200 keV (Table 1, dataset 3) . Surprisingly, the mean Euler jumps were not dependent on the number of particles for either the 120 keV or 200 keV data (Fig. 7) . However, the average Euler jump for the 200 keV data ($10.4°) was much greater than the average for the120 keV data ($4.8°). This indicates that there is less confidence in the classification of the particles collected at 200 keV for these particular data sets.
Our highest-resolution volume reconstructed after eliminating the jumping particles was compared to a map of GroEL generated from an X-ray crystal structure (Braig et al., 1995) in order to compare the levels of detail apparent in each. First, we used the crystal structure to estimate the resolution of the EM map by generating an FSC curve between the EM map and the X-ray map (Supplementary Fig. S3 ). This curve indicates that at a cutoff of FSC 0.5 the res- olution is 8.1 Å. For this single reconstructed density map, we thus have three different estimates of resolution: 5.4 Å (FSC 0.5 ), 6.9 Å (rmeasure) and 8.1 Å (FSC 0.5 comparison to X-ray map). In order to determine which value more accurately represents the levels of detail apparent in the EM map, we low-pass filtered the atomic resolution X-ray map to a resolution of 5.4 Å (Fig. 8B ), 6.9 Å (Fig.  8C) , and 8.1 Å (Fig. 8D) , respectively. From a visual inspection, we believe our EM map (Fig. 8A) lies somewhere between the 5.4 and 6.9 Å X-ray maps in terms of interpretable detail. In the 5.4 Å X-ray map, individual strands of b-sheets can be distinguished, while we were unable to make such distinctions in our EM map. On the other hand, the grooves in the a-helices of our map appear to be better defined than in the a-helices of the 6.9 Å X-ray map. Finally, the apical domain of GroEL is more ordered in the X-ray maps than in our EM map, but that is likely due to conformational heterogeneity in the EM data.
Discussion
We have used GroEL as a test-bed to show that it is possible to achieve maps with a resolution on the order of 5-6 Å, sufficient to discern the handedness of some a-helices, using relatively standard instrumentation (Tecnai F20, 4K Â 4K CCD, side entry cold stage) and a completely automated approach. Our data illustrate one of the major issues in cryoEM and SPR: how to accurately assess resolution. We show that we get different values for resolution from the FSC 0.5 and rmeasure methods. The resolution reported by rmeasure, however, tended to be more consistent with the observable details of the reconstructions than the FSC 0.5 . This was particularly evident in the comparison of reconstructions from data collected at different accelerating voltages (Figs. 3 and 4) . Reconstructions that had the same resolution as reported by the FSC 0.5 method had dramatically different levels of detail as observed by visual inspection. The resolution reported by rmeasure, on the other hand, was more consistent with the details observed in the reconstructions. It is unclear why rmeasure was a better reporter of resolution, but the most likely interpretation is that it is less sensitive to noise bias.
Our data also demonstrate the importance of collecting large numbers of images. For all of our datasets, the resolution increases dramatically from 100 particles to about 2000 particles (equivalent to about 28,000 asymmetric subunits of GroEL), after which it requires exponentially more particles for relatively modest increases in resolution (Supplementary Fig. S4 ). Nevertheless, while these later improvements in resolution are small, they are worth fighting for as they increase the confidence of interpretations based on secondary structure and other model building. We thus argue that it is always worth acquiring on the order of several tens of thousands of particles (corresponding to several hundreds of thousands of asymmetric units) for every dataset that will be subjected to single particle reconstruction. Achieving data throughput on this order has been the goal of the development of automated data acquisition methods in our lab (Suloway et al., 2005) .
Our highest resolution reconstruction of GroEL resulted from data collected at 120 keV. This is likely the result of improved perfor- mance of the digital CCD cameras at the lower keV ranges. However, the influence of contrast on the alignment of particles and the effect of dose are complicating factors and it is clear that it will require additional experiments undertaken under more careful and exacting conditions before we can draw any conclusions on this issue. At an accelerating voltage of 120 keV, a dose of 19e À /Å 2 appears to degrade the high-resolution features of the reconstruction; indicted by the fact that helices are not as clearly defined. We anticipated that when the number of particles were limiting (less than 10,000) the higher-dose data would have higher resolution because the images have higher signal-to-noise ratios, however in this case, the opposite is true. It is possible that the individual particles are starting to be degraded and they are losing features by which to classify them. In contrast, at an accelerating voltage of 200 keV, a dose of 19e À /Å 2 does not appear to make much difference. The resolution is very close to the lower-dose datasets, and similar features can be observed in the reconstructions, although it is possible that more features can be observed in the higher-dose dataset. The more likely conclusion is that we need to control the data acquisition parameters far more carefully to fully understand this issue.
We also showed that keeping track of particle orientation, as measured by the jump in Euler angle between iterations, was useful in eliminating bad particles from the reconstruction and improving the resolution. This method might be most useful in reducing the numbers of particles in the dataset at an early stage of the iterations and thus save considerable amounts of CPU time, particularly for very large data sets. The mean Euler jump measured across all particles also appears to be a good indicator of the quality of the data that is independent of number of particles and thus may be used to quickly identify problems in incoming data while the grid is still in the microscope. We intend to explore these issues further.
What will it take to achieve even higher resolution? One of the strongest resolution-limiting factors for our data is the high-frequency falloff characteristic of the CCD camera. We were able to considerably improve the resolutions of our reconstructions by increasing the magnification at which the data were collected. The results agree well with predictions from a detective quantum efficiency (DQE) (Mooney, 2007) plot measured for our CCD camera ( Supplementary Fig. S1 ). The DQE plots also predict that we could further improve resolution by collecting data at higher magnifications such as 143,000Â or 200,000Â, though the improved DQE at higher magnification would need to be balanced against the fewer particles one could feasibly collect in any given session.
We have made a modest start at beginning to quantify some of the factors that affect the resolution of single particle reconstructions. We are well aware however that there is much more work to be done. Even for a relatively simple investigation like the dependence of resolution on image dose, factors like beam coherence and exposure time must be carefully measured and controlled (Chen et al., 2008) , and the performance of the particle alignment algorithms as a function of image contrast must be factored in and considered in the context of the magnification and defocus range of the images. Finding an optimal solution in this multi-parameter space requires careful experimental design built on a solid mathematical and statistical foundation. This will be the focus of future work in our lab.
Maps of the unfiltered volume and amplitude corrected volume of the highest-resolution 120 keV, 100kÂ dataset have been deposited in the EM databank under the accession numbers 1457 and 1458, respectively.
