






Ta¨ssa¨ tutkielmassa tarkastelen soluautomaatteja ja niiden yleisesti ka¨ytetty-
ja¨ keskivertokentta¨- (“mean field”) ja pariapproksimaatioita. Ma¨a¨rittelen so-
luautomaatin ka¨sitteen yleisella¨ tasolla ja kuvailen kolme eri tyypillisesti ka¨y-
tettya¨ soluautomaattityyppia¨, joista kahdesta esimerkkeina¨ mainitsen John
Conwayn tunnetun “Game of Life” -soluautomaatin seka¨ epidemiologian alal-
la yleisesti ka¨ytetyn hilakontaktiprosessin. Tutkielman toisessa osassa esitte-
len eri tapoja, joilla soluautomaattien ka¨ytta¨ytymista¨ voidaan analyyttisesti
approksimoida ja karakterisoida, mukaanlukien niin kutsuttu soluautomaatin
aktiviteetti (λ) seka¨ ylla¨mainitut keskivertokentta¨- ja pariapproksimaatiot.
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1 Soluautomaatit
Soluautomaatteja ka¨yteta¨a¨n erilaisten spatiaalisten prosessien mallintami-
seen monilla aloilla fysiikasta biomatematiikkaan, minka¨ lisa¨ksi ne itsessa¨a¨n
ovat olleet kiinnostuksen kohteena mm. laskentateoreettisten ominaisuuksien-
sa vuoksi. Eri aloilla soluautomaattien ka¨site on tapana ma¨a¨ritella¨ usein hie-
man eri tavoilla. Sen vuoksi lienee syyta¨ ma¨a¨ritella¨ aluksi, mita¨ soluautomaa-
teilla ta¨ssa¨ tutkielmassa tarkoitan.
1.1 Ma¨a¨ritelma¨
Soluautomaatit, kuten nimista¨ voi pa¨a¨tella¨, koostuvat joukosta soluja, jotka
muodostavat niin kutsutun hilan L. Kullakin hilan solulla x ∈ L on ma¨a¨ra¨t-
ty joukko naapureita, Nx ⊂ L, joiden kanssa se on vuorovaikutuksessa. (On
ma¨a¨ritelma¨kysymys, katsotaanko kukin solu itsensa¨ naapuriksi vai ei. Koska
molemmilla ma¨a¨ritelmilla¨ on puolensa, ka¨yta¨n ta¨ssa¨ merkinta¨a¨ Nx solun x
naapurustosta ilman solua x itsea¨a¨n ja merkinta¨a¨ N¯x = Nx ∪ {x} naapurus-
tosta x mukaanlukien.)
Kullakin ajanhetkella¨ kukin solu on yhdessa¨ a¨a¨rellisesta¨ joukosta tiloja
Ω.1 Ka¨yta¨n merkinta¨a¨ σx(t) ∈ Ω vittaamaan solun x ∈ L tilaan ajanhetkel-
la¨ t, jotka yhdessa¨ muodostavat automaatin kokonaistilan σ(t). Solujen ti-
la kehittyy ajan myo¨ta¨ kullekin soluautomaatille ominaisen pa¨ivityssa¨a¨nno¨n
mukaan. Pa¨ivityssa¨a¨nto¨ja¨ on monenlaisia, mutta yhteista¨ kaikille soluauto-
maateille on se, etta¨ kukin solun tilan muutokset riippuvat ainoastaan solun
itsensa¨ ja sen naapurisolujen tilasta kyseisella¨ ajanhetkella¨ – ei kauempa-
na sijaitsevista soluista (paikallisuus) eika¨ solujen mahdollisista aiemmista
tiloista (muistittomuus).
Solujen tilan kehityksen ma¨a¨ra¨a¨va¨t pa¨ivityssa¨a¨nno¨t voidaan jakaa use-
aan luokkaan. Perinteisimmissa¨ soluautomaateissa solujen pa¨ivitys tapahtuu
samanaikaisesti ja deterministisesti – t.s. ilman satunnaisuutta – niin, et-
ta¨ kunkin solun x tila ajanhetkella¨ t + 1 ma¨a¨ra¨ytyy yksika¨sitteisesti solun
itsensa¨ ja sen naapurisolujen tilan ajanhetkella¨ t mukaan:
(1.1) σx(t+ 1) = rx(σN¯x(t)).
Monissa ka¨yta¨nno¨n sovelluksissa on hyo¨dyksi sallia solujen pa¨ivityksen
olevan myo¨s jossain ma¨a¨rin satttumanvaraista. Ta¨llaisissa stokastisissa so-
luautomaateissa kunkin solun ja sen ympa¨risto¨n tila hetkella¨ t ma¨a¨ra¨a¨ toden-
na¨ko¨isyyden, jolla solu tulee olemaan kussakin mahdollisessa tilassa hetkella¨
1Sopivin muutoksin voisi tilajoukon sallia olevan myo¨s a¨a¨reto¨n, esim. Z tai R, mutta
ta¨ma¨ monimutkaistaisi myo¨hemmin esitelta¨via¨ approksimaatiomenetelmia¨ vaatien niissa¨
esiintyvien a¨a¨rellisten summien korvaamista a¨a¨retto¨milla¨ summilla tai integraaleilla.
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t+ 1. Muodollisesti, kaikille mahdollisille tiloille a ∈ Ω,
(1.2) Pr[σx(t+ 1) = a] = rx(a|σN¯x(t)).
Ylla¨oleva sa¨a¨nto¨, sovellettuna kuhunkin hilan soluun, ma¨a¨ritta¨a¨ automaatin
kokonaistilan stokastisen kehitysradan. Ottamalla yhta¨lo¨sta¨ 1.2 summa kaik-
kien automaatin mahdollisten kokonaistiloihin τ ∈ ΩL yli saadaan kuitenkin
yhta¨lo¨, joka kuvaa automaatin eri tilojen todenna¨ko¨isyyksien deterministista¨
kehitysta¨:
(1.3) Pr[σ(t+ 1) = ρ] =
∑
τ∈ΩL




missa¨ ρx on solun x tila kokonaistilassa ρ ja τN¯x on solun x ja sen naapuruston
tila kokonaistilassa τ .
Molemmissa edella¨mainituissa automaattityypeissa¨ kaikkien solujen pa¨i-
vitys tapahtuu samanaikaisesti. Toinen mahdollisuus on sallia kunkin solun
vaihtaa tilaansa milla¨ ajanhetkella¨ tahansa pa¨ivityssa¨a¨nno¨n ma¨a¨ra¨tessa¨ ta-
pahtumatiheyden, jolla solu senhetkisesta¨ naapurustostaan riippuen siirtyy
kustakin tilasta toiseen. Jos muutostapahtumat oletetaan toisistaan riippu-
mattomiksi, voidaan pa¨ivityssa¨a¨nto¨ esitta¨a¨ joukkona differentiaaliyhta¨lo¨ita¨
niin, etta¨, merkiten p(τ, t) = Pr[σ(t) = τ ] ja px(a, t) = Pr[σx(t) = a], kaikille










(fx(b→ a|τNx)− fx(a→ b|τNx)),
missa¨
(1.5) fx(a→ b|τNx) = px(a, t) rx(a→ b|τNx)
ja rx(a → b|τNx) on tiheys, jolla solu x siirtyy tilasta a tilaan b sen naapu-
ruston ollessa tilassa τNx .
2 Kuten edella¨, siirtyma¨tiheysfunktio rx(a→ b|τNx)
ma¨a¨rittelee yhta¨lo¨iden 1.4 ja 1.5 kautta yksika¨sitteisesti automaatin eri ko-
konaistilojen todenna¨ko¨isyysjakauman kehityksen ajan myo¨ta¨.
1.2 Esimerkkeja¨
Jottei ylla¨ annettu ma¨a¨ritelma¨ ja¨isi turhan abstraktiksi, annan viela¨ muuta-
man esimerkin eri tyyppisista¨ soluautomaateista.
2Olisi mahdollista tarkastella myo¨s malleja, joissa useampi vierekka¨inen solu voi vaihtaa
tilaa samanaikaisesti, esim. niin etta¨ kaksi vierekka¨ista¨ solua vaihtaa tilaa keskena¨a¨n, mutta
ta¨llo¨in yhta¨lo¨issa¨ 1.4 ja 1.5 ta¨ytyisi ka¨sitella¨ useamman solun ryhmia¨.
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Esimerkki 1.1 (Conwayn “Game of Life”). Ehka¨ tunnetuin esimerkki “pe-
rinteisesta¨” deterministinisesta¨ soluautomaatista on John Conwayn vuonna
1970 kehitta¨ma¨ niin kutsuttu “Game of Life” ([Gar70]). Ta¨ma¨n “ela¨ma¨npe-
li” koostuu (periaatteessa) a¨a¨retto¨ma¨sta¨ kaksiulotteisesti ruudukosta soluja
(L = Z2), joista kukin on yhdessa¨ kahdesta tilasta, jotka on perinteisesti ni-
metty Ω = {elossa, kuollut}.3 Kunkin solun naapureita ovat sen nelja¨ vaaka-
ja pystysuoraan ja nelja¨ vinottain viereista¨ solua. Pa¨ivityssa¨a¨nto¨ on, etta¨
kukin solu on elossa hetkella¨ t+ 1 jos ja vain jos hetkella¨ t joko
(a) se itse on kuollut ja tasan kolme sen kahdeksasta naapurista on elossa,
tai
(b) se itse on elossa ja kaksi tai kolme sen kahdeksasta naapurista on
elossa.
Ta¨ma¨ yksinkertainen sa¨a¨nto¨ johtaa ylla¨tta¨va¨n monimutkaiseen ka¨ytta¨y-
tymiseen. Useimmista rajallisen ma¨a¨ra¨n elossa olevia soluja sisa¨lta¨vista¨ la¨h-
to¨tilanteista pa¨ivityssa¨a¨nno¨n toistuva soveltaminen johtaa, mahdollisesti hy-
vinkin pitka¨n ajan kuluttua, lopulta joukkoon erillisia¨ stabiileja tai oskilloi-
via soluryhmia¨. On kuitenkin mahdollista lo¨yta¨a¨ myo¨s la¨hto¨asetelmia jotka
kasvavat a¨a¨retto¨ma¨sti, esim. muodostamalla pa¨a¨ttyma¨tto¨ma¨n jonon n.k. gli-
dereita, viiden ela¨va¨n solun ryhmia¨ jotka nelja¨n pa¨ivityksen ja¨lkeen palaavat
alkutilaansa yhden solunmitan vinottain siirtyneina¨.
To¨rma¨tessa¨a¨n toisiinsa tai muihin liikkuviin tai paikallaan pysyviin solu-
ryhmiin ta¨llaiset gliderit voivat saada aikaan monia erilaisia tapahtumaket-
juja, joista jotkin johtavat esim. toisen gliderin ha¨via¨miseen tai useamman
uuden gliderin muodostumiseen. Ka¨ytta¨ma¨lla¨ ta¨llaisia to¨rma¨yksia¨ loogisten
operaattoreiden mallintamiseen on voitu osoittaa, etta¨ “Game of Life” on
laskennallisesti universaali – sopivasta alkuasetelmasta ta¨ma¨ soluautomaat-
ti kykenee teoriassa ratkaisemaan minka¨ tahansa laskentatehta¨va¨n, joka on
Turingin koneen laskettavissa ([Ada02]).
Esimerkki 1.2 (Hilakontaktiprosessi). Kontaktiprosesseja ka¨yteta¨a¨n ylei-
sesti epidemiologian alalla mallintamaan tartuntatautien levia¨mista populaa-
tiossa. Yksinkertaisimmassa, niin kutsutussa “SIS”-kontaktiprosessissa popu-
laatio koostuu suuresta joukosta yksilo¨ita¨, jotka jakaantuvat kahteen luok-
kaan, tartunnalle alttiisiin (S = susceptible) ja tartunnan saaneisiin (I = in-
fected), ja ovat kaikki muuten identtisia¨. Kukin yksilo¨ kohtaa c muuta yksilo¨a¨
aikayksikko¨a¨ kohden; kun tartunnalle altis yksilo¨ kohtaa tartunnan saaneen,
3Conway simuloi aluksi kehitta¨ma¨a¨nsa¨ pelia¨ ka¨sin go-laudalla, ka¨ytta¨en pelin mustia
ja valkoisia nappuloita esitta¨ma¨a¨n solujen eri tiloja.
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se saa ta¨lta¨ tartunnan todenna¨ko¨isyydella¨ p. Tartunnan saaneet yksilo¨t para-
nevat tiheydella¨ r, ja ovat parannuttuaan ja¨lleen alttiita uudelle tartunnalle.
Jos populaation oletetaan olevan hyvin sekoittunut, niin etta¨ kaikilla yk-
silo¨pareilla on yhta¨ suuri todenna¨ko¨isyys kohdata toisensa, saadaan populaa-
tion koon la¨hestyessa¨ a¨a¨reto¨nta¨ keskima¨a¨ra¨isen tartuntatiheyden i kehityk-




= cp(1− i)i− ri
Ta¨lla¨ differentiaaliyhta¨lo¨lla¨ on triviaali kiintopiste arvolla i = 0. Jos keski-
ma¨a¨ra¨inen tarttumistiheys cp ei ylita¨ keskima¨a¨ra¨ista¨ parantumistiheytta¨ r,
on ta¨ma¨ triviaali kiintopiste yhta¨lo¨n ainoa, ja koska di/dt < 0 kaikille i > 0,
hakeutuu i ta¨ha¨n kiintopisteeseen kaikista la¨hto¨arvoista 0 ≤ i0 ≤ 1. Jos
cp > r, on triviaali kiintopiste sen sijaan epa¨stabiili, ja i la¨hestyy sen sijaan
arvoa ı˜ = 1− r/cp.
Saadaksemme malliin mukaan konkreettisen spatiaalisen elementin, voim-
me olettaa yksilo¨iden sijaitsevan jollain sopivasti valitulla hilalla L, niin etta¨
kullakin yksilo¨lla¨ on n naapuria, ja kohtaavan ainostaan naapureitaan ta¨lla¨
hilalla. Na¨illa¨ oletuksilla SIS-mallista muodostuu jatkuva-aikainen soluauto-




Pr[σx = I] = cp
∑
τ∈ΩL
Pr[σ(t) = τ ]δS(τx)
nI(τNx)
n
− rPr[σx(t) = I],
missa¨ δS(τx) on 1 jos τx = S ja muuten 0, ja nI(τNx) on I-tilassa olevien
solujen lukuma¨a¨ra¨ solun x naapurustossa Nx. Ta¨ma¨ sa¨a¨nto¨ voidaan ilmaista
yhta¨lo¨iden 1.4 ja 1.5 muodossa asettamalla




rx(I→ S|τNx) = r.(1.9)
Jos hilan oletetaan koostuvan a¨a¨retto¨ma¨sta¨ ma¨a¨ra¨sta¨ soluja, kehittyy ti-
lassa I olevien solujen keskima¨a¨ra¨inen tiheys i ja¨lleen deterministisesti. Yleis-
piirteilta¨a¨n kontaktiprosessin kehitys hilalla osoittautuu monin tavoin hyvin
sekoittuneen populaation tapausta muistuttavaksi: kriittisen parametrin r/cp
arvon ollessa korkea tartuntatiheys i putoaa nollaan, kun taas parametrin
alemmilla arvoilla se la¨hestyy epa¨triviaalia kiintopistetta¨ 0 < ı˜ ≤ 1. Solu-
jen va¨listen kohtaamismahdollisuuksien paikallisuus aiheuttaa kuitenkin tar-
tuntojen kasaantumista, mika¨ laskee S–I -kohtaamisten todenna¨ko¨isyytta¨ ja
ta¨ten hidastaa tartunnan levia¨mista¨. Ta¨ma¨ laskee seka¨ keskima¨a¨ra¨ista¨ tar-
tuntatiheytta¨ etta¨ tartunnan ha¨via¨miseen vaadittavaa parametrin r/cp arvoa
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hyvin sekoittuneeseen populaatioon verrattuna. Lopullinen tartuntatiheys hi-




Soluautomaatit ovat hyo¨dyllisia¨ malleja monenlaisille spatiaalisille ilmio¨ille,
mutta niiden ongelmana on usein juuri sama rikkaus, joka tekee niista¨ kiinos-
tavia: monien soluautomaattien kehitysta¨ on vaikeaa ellei mahdotonta ennus-
taa muuten kuin kokeilemalla, ja ta¨llo¨inkin luotettavien tulosten saaminen
vaatii usein huomattavan pitkia¨ ja laajoja simulaatioita useasti toistettui-
na. Ta¨ma¨n vuoksi on kehitetty erilaisia menetelmia¨, joilla soluautomaattien
ka¨ytta¨ytymista¨ voidaan pyrkia¨ ainakin karkeasti approksimoimaan analyyt-
tisin menetelmin.
2.1 Aktiviteetti
Kaikkein yksinkertaisin tapa arvioida soluautomaatin ka¨ytta¨ytymista¨ on sen
niin kutsuttu aktiviteetti, jolle kirjallisuudessa usein ka¨yteta¨a¨n symbolia λ
(ks. esim. [Wol02]). Ta¨ma¨ on yksinkertaisesti lukuarvo, joka kertoo annetun
solun todenna¨ko¨isyys pa¨a¨tya¨ “aktiiviseen” tilaan summattuna kaikkien mah-
dollisten solun ja sen naapuruston tilojen yli. Sita¨, mitka¨ tilat katsotaan “ak-
tiivisiksi”, ei ole tarkemmin ma¨a¨ritelty, eika¨ luontevaa ma¨a¨ritelma¨a¨ kaikille
soluautomaateille voitane antaakaan. Mika¨li automaatilla kuitenkin on jokin
“neutraali” tila – kuten esim. kuollut tila “Game of Lifessa¨” tai S-tila hilakon-
taktiprosessissa – jossa olevat solut pysyva¨t samassa tilassa, ellei ainakin joku
niiden naapureista ole jossain muussa tilassa, on usein luontevaa kutsua ta¨ta¨
tilaa “passiviiseksi” ja muita mahdollisia tiloja “aktiivisiksi”. Aktiviteetin ka¨-
site voidaan myo¨s yleista¨a¨ laskemalla ylla¨ kuvattu todenna¨ko¨isyys jokaiselle
tilalle erikseen.
Aktiviteetin voidaan tulkita kertovan, milta¨ hila keskima¨a¨rin na¨ytta¨isi
yhden pa¨ivityksen ja¨lkeen, jos solujen tilat olisivat alunperin tasaisesti ja
toisistaan riippumattomasti jakaantuneita. Vaikka ta¨ma¨ karkea luonnehdin-
ta selva¨stikin kertoo hyvin va¨ha¨n automaatin todellisesta ka¨ytta¨ytymisesta¨,
on sita¨ silti ka¨ytetty (la¨hinna¨ perinteisia¨ deterministisia¨ soluautomaatteja
tutkivien laskentateoreetikkojen parissa) jopa jonkinasteisella menestyksella¨
ennustamaan automaattien ka¨ytta¨ytymisen monimutkaisuutta. Aktiviteetin
etuna ta¨ssa¨ on sen yksinkertaisuus: se voidaan laskea hyvin suoraviivaisesti
suljetussa muodossa automaatin sa¨a¨nto¨taulukosta.
2.2 Keskivertokentta¨approksimaatio
Yksinkertaisin approksimaatiomenetelma¨, jonka voidaan todella katsoa ker-
tovan jotain automaatin ka¨ytta¨ytymisesta¨ ajan myo¨ta¨, on niin kutsuttu kes-
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kivertokentta¨- eli mean field -approksimaatio.4 Ta¨ma¨ approksimaatio perus-
tuu oletukseen, etta¨ hilan solujen tilat ovat toisistaan riippumattomasti ja-
kaantuneet saman keskima¨a¨ra¨isen todenna¨ko¨isyysjakauman mukaan. Ta¨lla¨
oletuksella kunkin soluryhma¨n X todenna¨ko¨isyys olla tilassa A ∈ ΩX voi-
daan kirjoittaa suljetussa muodossa




missa¨ Ay on solun y tila ryhma¨n X kokonaistilassa A ja pmf(a) on tilan a ∈ Ω
keskivertotodenna¨ko¨isyys.
Soveltamalla yhta¨lo¨a¨ 2.1 yhta¨lo¨o¨n 1.3 saadaan (mahdollisesti stokastisen)
synkronisen soluautomaatin keskivertotodenna¨ko¨isyyksien kehitykselle yhta¨-
lo¨







missa¨ N¯ on vapaasti valitun solun naapurusto (jotka kaikki oletetaan kes-
kena¨a¨n isomorfisiksi) solu itse mukaanlukien ja ΩN¯ sen mahdollisten koko-
naistilojen joukko. Vastaavasti yhta¨lo¨ista¨ 1.4 ja 1.5 saadaan samoin oletuk-













missa¨ N on vapaasti valitun solun naapurusto, ta¨lla¨ kertaa ilman solua itse-
a¨a¨n, ΩN sen mahdollisten tilojen joukko, ja
(2.4) φ(a
 b|C) = pmf(a)r(a→ b|C)− pmf(b)r(b→ a|C)
on keskima¨a¨ra¨inen siirtyma¨tiheys tilojen a ja b va¨lilla¨ ympa¨risto¨ssa¨ C.
Keskivertokentta¨approksimaation soveltaminen kappaleessa 1.2 kuvattuun
hilakontaktiprosessiin antaa tulokseksi ta¨sma¨lleen saman mallin kuin kontak-
tiprosessia hyvin sekoittuneessa populaatiossa kuvaava yhta¨lo¨ 1.6. Ta¨ma¨ ei
itse asiassa ole mika¨a¨n ylla¨tys, silla¨ keskivertokentta¨mallin voidaan tulkita
4Termi“mean field”on pera¨isin tilastollisen fysiikan alalta, jossa vastaavantyyppisia¨ ap-
proksimaatioita ka¨yteta¨a¨n keskena¨a¨n vuorovaikuttavien kappaleiden ka¨ytta¨ytymisen mal-
lintamiseen olettamalla, etta¨ kuhunkin kappaleeseen vaikuttavia voimia voidaan approksi-
moida kaikkien kappaleiden mahdollisten keskina¨isten sijaintien yli summatulla keskima¨a¨-
ra¨isella¨ voimakenta¨lla¨. Suomenkielinen termi “keskivertokentta¨approksimaatio” on kirjoit-
tajan oma ka¨a¨nno¨syritys.
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kuvaavan tilannetta, jossa hilan solut vaihtavat jatkuvasti paikkoja keske-
na¨a¨n satunnaisesti ja nopeaan tahtiin. Ta¨ten keskivertokentta¨approksimaa-
tiota voidaan ka¨ytta¨a¨ johtamaan mille tahansa annetulle soluautomaatille
“hyvin sekoitettu” muunnelma, jota voidaan pita¨a¨ automaatin kanonisena
epa¨spatiaalisena vastineena.
2.3 Pariapproksimaatio
Edella¨ ka¨sitelty keskivertokentta¨malli ja¨tta¨a¨ la¨hes ta¨ysin huomiotta soluau-
tomaatin hilarakenteen. Haluttaessa tutkia edes jollain tasolla hilan vaiku-
tusta automaatin ka¨ytta¨ytymiseen voidaan siirtya¨ ns. pariapproksimaatioon
(ks. esim. [vB00]), joka muodostetaan muuten samalla tavoin, mutta jossa
yksitta¨isten solujen sijasta tarkastellaan naapurisolujen muodostamia pareja
ja niiden yhteisten tilojen todenna¨ko¨isyyksia¨.
Sen sijaan, etta¨ solujen tilatodenna¨ko¨isyydet oletettaisiin toisistaan riip-
pumattomiksi (mika¨ johtaisi keskivertokentta¨malliin), voidaan ta¨ssa¨ tapauk-
sessa approksimaatio-oletuksena ka¨ytta¨a¨ ehdollista riippumattomuutta, jonka
mukaan kunkin solun tilatodenna¨ko¨isyydet riippuvat ainoastaan sen naapuri-
solujen tiloista. Ta¨sta¨ oletuksesta ei suoraan voida johtaa yhta¨lo¨n 2.1 kaltais-
ta lauseketta vapaavalintaisten soluryhmien kokonaistilatodenna¨ko¨isyyksille
kuin joissain erikoistapauksissa,5 mutta olettamalla naapurisolujen naapu-
rustot soluja itsea¨a¨n lukuunottamatta erillisiksi, ja olettamalla lisa¨ksi, etta¨
kunkin solun naapurien tilat ovat toisistaan (ehdollisesti) riippumattomia,
voidaan yksitta¨isen soluparin xy naapuruston Nˆxy = xy ∪ (Nx \ y)∪ (Ny \ x)
kokonaistilojen todenna¨ko¨isyyksille johtaa kaava







missa¨ p(Axy) on soluparin xy todenna¨ko¨isyys olla tilassa Axy, ja p(Ar|Ax) =
p(Arx)/p(Ax) on solun r ehdollinen todenna¨ko¨isyys olla tilassa Ar sen naa-
purisolun x ollessa tilassa Ax.
Yhta¨lo¨a¨ 2.5 voidaan kuten ylla¨ solveltaa yhta¨lo¨o¨n 1.3. Ta¨ten saadaan
(mahdollisesti stokastisen) synkronisen soluautomaatin paritodenna¨ko¨isyyk-
5Niin sanotuille Bethe-hiloille, joihin kuuluvat mm. yksiulotteiset hilat ja satunnaisver-
kot, ta¨llainen lauseke voidaan antaa yksinkertaisella rekursiokaavalla. Perusvaatimuksena
ta¨lle on, etta¨ a¨a¨relliset soluryhma¨t eiva¨t saa sisa¨lta¨a¨ pareista muodostuvia silmukoita,
jolloin yhta¨lo¨n 2.5 oletukset toteutuvat kaikkialla. Yleisessa¨ tapauksessa vastaava kaava
voidaan periaatteessa muodostaa variaatiolaskennan kautta, maksimoimalla kokonaistila-
todenna¨ko¨isyyksien Shannon-informaatio paritodenna¨ko¨isyyksien antamien reunaehtojen








missa¨ xy on vapaavalintainen solupari, N¯xy sen naapurusto (jotka kaikki ole-
tetaan ja¨lleen keskena¨a¨n isomorfisiksi) pari itse mukaanlukien, ΩN¯xy sen mah-
dollisten kokonaistilojen joukko ja pext(A; t) = Pr[σNˆxy(t) = A] on yhta¨lo¨n
2.5 mukaan laskettu tilan A todenna¨ko¨isyys hetkella¨ t. Vastaavasti yhta¨lo¨ista¨













 b|c,D) = pext(acD)r(a→ b|cD)− pext(bcD)r(b→ a|cD)
on parin xy yhden solun keskima¨a¨ra¨inen siirtyma¨tiheys tilojen a ja b va¨lilla¨
parin toisen solun ollessa tilassa c ja parin naapuruston ollessa tilassa D
kerottuna yhta¨lo¨n 2.5 mukaan lasketuilla alkutilojen todenna¨ko¨isyyksilla¨.








i− j + (n− 2)i2 − (2n− 3)ij + (n− 1)j2
(1− i)n − 2rj,(2.10)
missa¨ i on satunnaisesti valitun solun todenna¨ko¨isyys olla tartunnan saa-
nut, kuten yhta¨lo¨ssa¨ 1.6, j todenna¨ko¨isyys, etta¨ satunnaisesti valitun naa-
purisoluparin molemmat solut ovat tartunnan saaneita, ja n kunkin solun
naapureiden lukuma¨a¨ra¨. Yhta¨lo¨iden ratkaisu antaa tulokseksi, etta¨ tartunta
on elinkelpoinen jos r/cp < (1 − n)/n (vertaa hyvin sekoittuneen populaa-
tion vastaavaan ehtoon r/cp < 1), ja etta¨ ta¨llo¨in keskima¨a¨ra¨inen tartunnan
saaneiden tiheys la¨hestyy ajan myo¨ta¨ arvoa
(2.11) ı˜ =
n− 1− nr/cp
n− 1− r/cp =
cp(n− 1)− nr
cp(n− 1)− r .
Naapurien lukuma¨a¨ra¨n n kasvaessa ta¨ma¨ la¨hestyy hyvin sekoittuneen popu-
laation tapauksessa saatua vastaavaa arvoa 1− r/cp.
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Pariapproksimaatiolle on jossain ma¨a¨rin hankalampi antaa samanlaista
konkreettista tulkintaa, kuin mika¨ keskivertokentta¨approksimaatiolle voitiin
antaa solujen nopean sekoittumisen kautta. Jonkinlainen tulkinta voidaan
ainakin silmukattomien hilojen tapauksissa antaa olettamalla, etta¨ hila voi
“risteta¨” kahden samantilaisen soluparin xy ja zw kohdalta niin, etta¨ aiem-
mat parit katkeavat ja solut xw ja zy muodostavat uudet parit, ja etta¨ ta¨llai-
sia risteymia¨ tapahtuu jatkuvasti ja nopeaan tahtiin. Ta¨ma¨ tulkinta on silti
selva¨sti tyo¨stetympi kuin vastaava keskivertokentta¨approksimaatiolle annet-
tu, eika¨ se siltika¨a¨n sovellu esim. kaksi- tai useampiulotteisille hiloille, joissa
soluparit voivat muodostaa silmukoita. Toisaalta jo yhta¨lo¨a¨ 2.5 johdettaessa
tehtiin oletuksia, jotka eiva¨t na¨illa¨ hiloilla toteudu; yksi tapa tulkita asiaa
onkin, ettei yhta¨lo¨n 2.5 antama klassinen pariapproksimaatio kuvaa na¨ita¨ hi-




Z Kokonaislukujen joukko: {. . . ,−2,−1, 0, 1, 2, . . .}
R Reaalilukujen joukko.
L Soluautomaatin hila.
x, y, z ∈ L Yksitta¨isia¨ soluja.
X, Y, Z ⊂ L Soluryhmia¨.
xy := {x, y} Solupari.
XY := X ∪ Y Kahden (yleensa¨ erillisen) soluryhma¨n yhdiste.
Nx Solun x naapurisolujen joukko eli naapurusto, poislukien solu x itse.
N¯x := Nx ∪ {x} Solun x naapurisolujen joukko eli naapurusto, mukaanlukien solu x itse.
NX := N¯x \X Soluryhma¨n X naapurusto, poislukien soluryhma¨ X itse.
N¯X :=
⋃
x∈X N¯x Soluryhma¨n X naapurusto, mukaanlukien soluryhma¨ X itse.
σ = σ(t) = σL(t) Soluautomaatin kokonaistila ajanhetkella¨ t.
σx = σx(t) Solun x ∈ L tila ajanhetkella¨ t.
σX = σX(t) Soluryhma¨n X ⊂ L tila ajanhetkella¨ t.
Ω Kunkin yksitta¨isen solun mahdollisten tilojen joukko.
ΩX Soluryhma¨n X mahdollisten kokonaistilojen joukko.
Pr[Q] Tapahtuman Q todenna¨ko¨isyys.
Pr[Q|R] Tapahtuman Q todenna¨ko¨isyys ehdolla R.
px(a) = px(a, t) Solun x todenna¨ko¨isyys Pr[σx(t) = a] olla tilassa a hetkella¨ t.
pX(A) = pX(A, t) Soluryhma¨n X todenna¨ko¨isyys Pr[σX(t) = A] olla kokonaistilassa A
hetkella¨ t.
rx(a→ b|C) Tapahtumatiheys, jolla solu x siirtyy tilasta a tilaan b sen naapuruston
Nx ollessa tilassa C. (Alaindeksi voidaan ja¨tta¨a¨ pois, jollei sekaannuk-
sen vaaraa ole.)
rX(A→ B|C) Tapahtumatiheys, jolla soluryhma¨ X siirtyy tilasta A tilaan B sen naa-
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