A crucial problem in the statistical analysis of hierarchically structured data is the dependence of the observations at the lower levels. Multilevel modeling programs account for this dependence and in recent years these programs have been widely accepted. One of the major assumptions of the tests of signiÿcance used in the multilevel programs is normality of the error distributions involved. Simulations were used to assess how important this assumption is for the accuracy of multilevel parameter estimates and their standard errors. Simulations varied the number of groups, the group size, and the intraclass correlation, with the second level residual errors following one of three non-normal distributions. In addition asymptotic maximum likelihood standard errors are compared to robust (Huber/White) standard errors.
Introduction
Social research often involves problems that investigate the relationship between individual and society. The general concept is that individuals interact with their social contexts, meaning that individual persons are in uenced by the social groups or contexts, and that the properties of those groups are in turn in uenced by the individuals who make up that group. Generally, the individuals and the social groups are conceptualized as a hierarchical system, with individuals and groups deÿned at separate levels of this hierarchical system.
Standard multivariate models are not appropriate for the analysis of such hierarchical systems, even if the analysis includes only variables at the lowest (individual) level, because the standard assumption of independent and identically distributed observations is generally not valid. The consequences of using uni-level analysis methods on multilevel data are well known: the parameter estimates are unbiased but ine cient, and the standard errors are negatively biased, which results in spuriously 'signiÿcant' e ects (cf. de Leeuw and Kreft, 1986; Snijders and Bosker, 1999; Hox, 1998 Hox, , 2002 . Multilevel analysis techniques have been developed for the linear regression model (Bryk and Raudenbush, 1992; Goldstein, 1995) , and specialized software is now widely available (Raudenbush et al., 2000; Rasbash et al., 2000) .
The assumptions underlying the multilevel regression model are similar to the assumptions in ordinary multiple regression analysis: linear relationships, homoscedasticity, and normal distribution of the residuals. In ordinary multiple regression, it is known that moderate violations of these assumptions do not lead to highly inaccurate parameter estimates or standard errors. Thus, provided that the sample size is not too small, standard multiple regression analysis can be regarded as a robust analysis method (cf. Tabachnick and Fidell, 1996) . In the case of severe violations, a variety of statistical methods for correcting heteroscedasticity are available (Scott Long and Ervin, 2000) . Multilevel regression analysis has the advantage that heteroscedasticity can also be modeled directly (cf. Goldstein, 1995, pp. 48-57) .
The maximum likelihood estimation methods used commonly in multilevel analysis are asymptotic, which translates to the assumption that the sample size is large. This raises questions about the accuracy of the various estimation methods with relatively small sample sizes. This concerns especially the higher level(s), because the sample size at the highest level (the sample of groups) is always smaller than the sample size at the lowest level. A large simulation by Maas and Hox (2003) ÿnds that the standard errors for the regression coe cients are slightly biased downwards if the number of groups is less than 50. With 30 groups, they report an operative alpha level of 6.4% while the nominal signiÿcance level is 5%. Similarly, simulations by Van der Leeden and Busing (1994) and Van der Leeden et al. (1997) suggest that when assumptions of normality and large samples are not met, the standard errors have a small downward bias.
Sometimes it is possible to obtain more nearly normal distributions by transforming the outcome variable. If this is undesirable or even impossible, another method to obtain better tests and conÿdence intervals is to correct the asymptotic standard errors. One correction method to produce robust standard errors is the so-called Huber/White or sandwich estimator (Huber, 1967; White, 1982) , which is available in several of the available multilevel analysis programs (e.g., Raudenbush et al., 2000; Rasbash et al., 2000) .
In this paper we look more precisely at the consequences of the violation of the assumption of normally distributed errors at the second level of the multilevel regression model. Speciÿcally, we use simulation to answer the following two questions: (1) what group level sample size can be considered adequate for reliable assessment of sampling variability when the assumption of normally distributed residuals is not met, and (2) how well do the asymptotic and the sandwich estimators perform when the assumption of normally distributed residuals is not met.
The multilevel regression model
Assume that we have data from J groups, with a di erent number of respondents n j in each group. On the respondent level, we have the outcome variable Y ij . We have one explanatory variable X ij on the respondent level, and one group level explanatory variable Z j . To model these data, we have a separate regression model in each group as follows:
The variation of the regression coe cients ÿ j is modeled by a group level regression model, as follows:
and ÿ 1j = 10 + 11 Z j + u 1j :
This model can be written as a single regression model by substituting Eqs. (2) and (3) into Eq. (1). Substitution and rearranging terms gives
The segment ( 00 + 10 X ij + 01 Z j + 11 Z j X ij ) in Eq. (4) contains all the ÿxed coe cients; it is the ÿxed (or deterministic) part of the model. The segment (u 0j + u 1j X ij + e ij ) in Eq. (4) contains all the random error terms; it is the random (or stochastic) part of the model. The term Z j X ij is an interaction term that appears in the model because of modeling the varying regression slope ÿ 1j of respondent level variable X ij with the group level variable Z j . Multilevel models are needed because grouped data violate the assumption of independence of all observations. The amount of dependence can be expressed as the intraclass correlation . In the multilevel model, the intraclass correlation is estimated by specifying a null model, as follows:
Using this model we can estimate the intraclass correlation by the equation
where 2 e is the variance of the individual-level residuals and 00 the variance of the residual errors u 0j .
The assumptions underlying the multilevel model are linear relations, a normal distribution for the individual-level residuals e ij (with mean zero and variance 2 e ), and a multivariate normal distribution for the group-level residuals u 0j and u 1j (with expectation zero and variances 00 and 11 ; these residuals are assumed independent from the residual errors e ij ).
Maximum likelihood estimation
The usual estimation method for the multilevel regression model is maximum likelihood (ML) estimation (cf. Eliason, 1993) . One important assumption underlying this estimation method is normality of the error distributions. When the residual errors are not normally distributed, the parameter estimates produced by the ML method are still consistent and asymptotically unbiased. However, the asymptotic standard errors are incorrect. Signiÿcance tests and conÿdence intervals can thus not be trusted (Goldstein, 1995) . This problem does not completely vanish when the sample gets larger.
The sandwich estimator
One method to obtain better tests and conÿdence intervals is to correct the asymptotic standard errors of the ÿxed and random parameters, using the so-called Huber/White or sandwich estimator (Huber, 1967; White, 1982) . In the ML approach, the usual estimator of the sampling variances and covariances is the inverse of the information matrix (Hessian matrix, cf. Eliason, 1993) . Using matrix notation, the asymptotic variance-covariance matrix of the estimated regression coe cients can be written as follows:
where V A is the asymptotic covariance matrix of the regression coe cients, and H is the Hessian matrix. The Huber/White estimator is given as
where V R is the robust covariance matrix of the regression coe cients, and C is a correction matrix. The correction matrix, which is 'sandwiched' between the two H −1 terms, is based on the observed raw residuals. Details of the Huber/White correction for the multilevel model are given by Goldstein (1995) and Raudenbush and Bryk (2002) . If the residuals follow a normal distribution, V A and V R are both consistent estimators of the covariances of the regression coe cients, but the model-based asymptotic covariance matrix V A is more e cient because it leads to the smallest standard errors. However, when the residuals do not follow a normal distribution, the model-based asymptotic covariance matrix is not correct, while the observed residuals-based sandwich estimator V R is still a consistent estimator of the covariances of the regression coe cients. This makes inference based on the robust standard errors less dependent on the assumption of normality, at the cost of sacriÿcing some statistical power and possibly the good approximation of the nominal signiÿcance level.
Some well-known factors in uencing parameter estimates and standard errors
Since the ML estimation methods are asymptotic, the assumption is that the sample size is large. With small sample sizes, the estimates for the ÿxed regression coe cients appear generally unbiased (Maas and Hox, 2003) . When assumptions of normality and large samples are not met, the standard errors of the ÿxed parameters have a small downward bias (Van der Leeden and Busing, 1994; Van der Leeden et al., 1997) . Estimates of the residual error at the lowest level are generally very accurate. The group level variance components are sometimes underestimated. Simulation studies by Busing (1993) and Van der Leeden and Busing (1994) indicate that when high accuracy is wanted for the group level variance estimates, many groups (more than 100) are needed (cf. Afshartous, 1995) . In contrast, Browne and Draper (2000) show that in some cases with as few as 6 -12 groups, restricted ML (RML) estimation can provide useful variance estimates, and with as few as 48 groups, full ML (FML) estimation also produces useful variance estimates. Our own simulations (Maas and Hox, 2003) with normal data and using RML indicate that about 50 groups are needed to have both good variance estimates for the parameters in the random part of the model, and accurate standard errors for these variance estimates.
A simulation study of Maas and Hox (2003) shows that only a small sample size at the group level (meaning a sample of 50 or less) leads to biased estimates of the group-level standard errors. Furthermore, the simulations by Van der Leeden et al. (1997) show that the standard errors of the variance components are generally estimated too small, with RML again more accurate than FML. Symmetric conÿdence intervals around the estimated value also do not perform well. Browne and Draper (2000) report similar results. Typically, with 24 -30 groups, Browne and Draper report an operating alpha level of about 9%, and with 48-50 groups about 8%. A large number of groups is more important than a large number of individuals per group.
A recent simulation study on multilevel structural equation modeling (Hox and Maas, 2001) suggests that the size of the intraclass correlation (ICC) also a ects the accuracy of the estimates. Therefore, in our simulation, we have varied not only the sample size at the individual and the group level, but also the ICC. In general, what is at issue in multilevel modeling is not so much the ICC, but the design e ect, which indicates how much the standard errors are underestimated (Kish, 1965) . In cluster samples, the design e ect is approximately equal to 1+(average cluster size-1)*ICC. If the design e ect is smaller than two, using single-level analysis on multilevel data does not seem to lead to overly misleading results (MuthÃ en and Satorra, 1995) . We have chosen values for the ICC and group sizes that make the design e ect larger than two in all simulated conditions.
Method

The simulation model and procedure
We use a simple two-level model, with one explanatory variable at the individual level and one explanatory variable at the group level, conforming to Eq. (4), which is repeated here Y ij = 00 + 10 X ij + 01 Z j + 11 X ij Z j + u 1j X ij + u 0j + e ij :
(4 repeated)
Four conditions are varied in the simulation: (1) Number of groups (NG: three conditions, NG = 30, 50 and 100), (2) group size (GS: three conditions, GS = 5, 30 and 50), (3) intraclass Correlation (ICC: three conditions, ICC = 0:1, 0.2 and 0.3; note that the ICC varies with the X , so these ICCs apply to the average case where X = 0) and type of level-2 residual distribution (three conditions, described below). The number of groups is chosen so that the highest number should be su cient given the simulations by Van der Leeden et al. (1997) . In practice, 50 groups is a frequently occurring number in organizational and school research, and 30 is the smallest number of groups according to Kreft and de Leeuw (1998) . Similarly, the group sizes are chosen so that the highest number should be su cient. A group size of 30 is normal in educational research, and a group size of ÿve is normal in family research and in longitudinal research, where the measurement occasions form the lowest level. The ICCs span the customary level of ICC coe cients found in studies where the groups are formed by households (Gulliford et al., 1999) .
There are 3 × 3 × 3 × 3 = 81 conditions. For each condition, we generated 1000 simulated data sets, assuming normally distributed residuals. The multilevel regression model, like its single-level counterpart, assumes that the explanatory variables are ÿxed. Therefore, a set of X and Z values are generated from a standard normal distribution to fulÿll the requirements of the simulation condition with the smallest total sample size. In the conditions with the larger sample sizes, these values are repeated. This ensures that in all simulated conditions the joint distribution of X and Z are the same. The regression coe cients are speciÿed as follows: 1.00 for the intercept, and 0.3 (a medium e ect size, cf. Cohen, 1988) for all regression slopes. The residual variance 2 e at the lowest level is 0.5. The residual variance 00 follows from the speciÿcation of the ICC and 2 e , given Eq. (6). Busing (1993) shows that the e ects for the intercept variance 00 and the slope variance 11 are similar; hence, we chose to use the value of 00 also for 11 . To simplify the simulation model, the covariance between the two u-terms is assumed equal to zero. Given the parameter values, the simulation procedure generates the residual errors e ij and u :j . To investigate the in uence of non-normally distributed errors we replaced the second-level residuals with residuals generated from a non-normal distribution, transformed to have a mean of zero and a standard deviation corresponding to the correct population value. The three non-normal distributions used were a chi-square distribution with one degree of freedom, which is markedly skewed, a uniform distribution, which has heavy tails compared to the normal distribution, and a Laplace distribution with location parameter zero and scale parameter one, which is symmetric with smaller tails than a normal distribution (Evans et al., 1993) . We consider each of these distributions a di erent but large deviation of the assumption of having a multivariate normal distribution for the second-level residuals.
Two ML functions are common in multilevel estimation: FML and RML. We use RML, since this is always at least as good as FML, and sometimes better, especially in estimating variance components (Browne, 1998) . The analyses are carried out twice, once with asymptotic ML-based standard errors, and once with robust Huber/White standard errors. The software MLwiN (Rasbash et al., 2000) was used for both simulation and estimation. In this program the correction of the sandwich estimation is based on the cross-product matrix of the residuals, taking the multilevel structure of the data into account.
Variables and analysis
To indicate the accuracy of the parameter estimates (regression coe cients and residual variances) the percentage relative bias is used. LetÂ be the estimate of the population parameter Â, then the percentage relative bias is given by 100 ×Â=Â. The accuracy of the standard errors is investigated by analyzing the observed coverage of the 95% conÿdence interval. Since the total sample size for each analysis is 27,000 simulated conditions, the power is huge. As a result, at the standard signiÿcance level of =0:05, extremely small e ects become signiÿcant. Therefore, we set our criterion for signiÿ-cance to =0:001 for the main e ects of the simulated conditions. To compare di erent conditions we used Anova.
Results
Convergence and inadmissible solutions
The estimation procedure converged in all 3 × 27; 000 = 81; 000 simulated data sets. The estimation procedure in MLwiN can and sometimes does lead to negative variance estimates. Such solutions are inadmissible, and common procedure is to constrain such estimates to the boundary value of zero. However, all simulated data sets produced only admissible solutions.
Percentage relative bias
For across all 27 conditions the mean relative bias is calculated. Tested is whether this relative bias di ers from one, with an of 0.001. The p-values in the table are Bonferroni-corrected (the 2-tailed p-value is multiplied by 7, because 7 mean parameters are tested). The percentage relative bias is the same for the ML-and the robust estimations, because we investigate the parameter estimates and not their standard errors. There was only one signiÿcant e ect of the lower level variance. This was for the chi-squared residual errors in the "worst" condition, meaning 30 groups with ÿve individuals and an ICC of 0.1. This signiÿcant e ect is totally irrelevant (variance estimated as 0.492 instead of 0.50). The results of this "worst" condition are given in Table 1 . All other parameter estimates in all conditions were estimated without bias.
Conÿdence intervals
To assess the accuracy of the standard errors, for each parameter in each simulated data set the 95% conÿdence interval was established using the asymptotic standard normal distribution (cf. Goldstein, 1995; Longford, 1993) . The coverage of both ÿxed and random parameters is signiÿcantly a ected by the number of groups and by the group size, coverage of the random parameters also by the ICC.
The coverage of the 95% conÿdence interval for the main ÿxed e ects for all simulated conditions is presented in Table 2 . In 1000 simulated data sets, for = 0:001 the conÿdence interval of the estimated conÿdence interval (CI) equals: 0:9260 ¡ CI ¡ 0:9740. Values of the coverage outside this interval indicate a signiÿcant deviation from the statistical norm. Only in the case of the robust estimation with chi-squared residuals there is one small signiÿcant e ect.
In Table 3 the coverage in the three conditions for the ÿxed e ects are compared using the nonparametric Kruskal-Wallis Test. There are e ects of the number of groups and of the group size. With respect to the group size, the results are as expected: larger group sizes lead to a closer approximation of the nominal coverage. The number of Table 3 Signiÿcance of the e ect on coverage of the 95% conÿdence interval for the three conditions for the ÿxed e ects (ÿrst the p-value for the ML-estimation; second for the robust estimation) groups has more e ect on the coverage bias when the robust standard errors are used than the ML-standard errors, both with the chi-squared and the Laplace residuals. The e ect of the number of groups and of the group size on the coverage is presented in Table 4 . The coverage intervals reported in Table 4 are signiÿcantly di erent from the nominal coverage if they lie outside the interval 0:9260 ¡ CI ¡ 0:9740. The signiÿcant e ects are relatively small, and mostly due to number of groups with the chi-squared residuals. In the second part of Table 4 we see that when the group sizes become larger, the p-values of the lower level regression coe cients become significant. This seems anomalous, but it is the predictable e ect of a larger design e ect resulting from the combination of a speciÿc ICC value with a larger group size.
The coverage of the 95% conÿdence interval for the variance estimates is presented in Table 5 (0:9265 ¡ CI ¡ 0:9735). The ML-estimations give correct estimates for the lowest level parameter. At the second level we observe large deviations from the nominal coverage (coverage of 0.66 and 0.64). The robust estimation produces overcorrected standard errors at the lowest level (coverage of 0.99 instead of 0.95) and still large deviations at the second level (coverage of 0.87 and 0.85). However, these deviations are considerably smaller than the deviations of the ML standard errors. We ÿnd the largest deviations with the chi-squared residuals, but there is still considerable bias with the Laplace-distributed residuals.
In Table 6 the e ects of the three conditions on the coverage for the variance estimates are compared using the nonparametric Kruskal-Wallis Test. All three conditions have signiÿcant e ects, mostly for the chi-squared residuals, but also for uniform residuals.
The e ects of the number of groups on the coverage are presented in the ÿrst part of Table 7 ; the e ect of the group size on coverage is presented in the second part and the e ect of the ICC in the third part. The coverage intervals reported in Table 7 are signiÿcantly di erent from the nominal coverage if they lie outside the interval Table 4 E ect of number of groups and group size on coverage of the 95% conÿdence interval for on the ÿxed e ects (ÿrst the p-value for the ML-estimation; second for the robust estimation) 0:9265 ¡ CI ¡ 0:9735. In all simulated conditions the robust method overcorrects the lowest level variance. At the second level, almost all e ects are signiÿcant. The ML estimations give much larger deviations from the nominal coverage than the robust estimations. Again, we observe that having larger groups does not improve the situation. Robust standard errors are better than the asymptotic standard errors. For the symmetric uniform and Laplace distributed residuals the robust method appears to produce satisfactory conÿdence intervals. However, for the extremely skewed chi-squared residuals the resulting conÿdence intervals are largely biased, and only begin to approach their nominal coverage at the largest sample of groups (NG = 100) used in this simulation.
Intercept
Summary and discussion
Non-normal distributed residual errors on the second (group) level of a multilevel regression model appear to have little or no e ect on the estimates of the ÿxed e ects. The estimates of the regression coe cients are unbiased, and both the ML and the robust standard errors are accurate. There is no advantage here in using robust standard errors. This corresponds to the general belief that ML estimation methods are generally robust (cf. Eliason, 1993) .
Non-normal distributed residual errors on the second (group) level of a multilevel regression model do have an e ect on the estimates of the parameters in the random part of the model. The estimates of the variances are unbiased, but the standard errors are not always accurate. At the lowest level, the ML standard errors are accurate, while the robust standard errors are overcorrected. The standard errors for the second-level variances are inaccurate for the uniform and Laplace distribution, and highly accurate for the chi-squared distribution. The robust errors tend to do better than the ML standard errors. If the distribution of the residuals is non-normal but symmetric (the uniform and Laplace distribution) the robust standard errors appear to work reasonably well. With the skewed chi-square residuals, all estimated conÿdence intervals are unacceptable. For chi-squared residuals, ML estimation produces for the 95% conÿdence interval for the parameters in the random part at the second level a coverage of only 66% and Table 7 E ect of the number of groups and the group size on the coverage of the 95% conÿdence interval of the random e ects (ÿrst the p-value for the ML estimation; second for the robust estimation) 64%, compared to 87% and 85% for robust estimation. These results mean that when the group level residuals are skewed, neither the ML nor the robust estimation of the group level standard errors can be trusted. In the case of robust estimation, only having a very large number of groups (¿ 100) can compensate this, at the expense of having overcorrected standard errors at the lowest level.
In general we conclude that using ML methods for the analysis of multilevel data with non-normally distributed group level residual errors only causes problems when one is interested in the signiÿcance or in the conÿdence intervals of the variance terms at the second level. In that case, robust standard errors are more accurate. If the residuals have a non-normal but symmetric distribution, robust standard errors work generally well. If the distribution is markedly skewed, robust standard errors lead to conÿdence intervals that approach their nominal level only when the number of groups is large: at least 100. Raudenbush and Bryk (2002) suggest that comparing the asymptotic standard errors calculated by the ML method to the robust standard errors is a way to appraise the possible e ect of model mis-speciÿcation, in addition to other methods such as inspecting residuals and formal tests. Hox (2002) extends this suggestion to model mis-speciÿcations including violation of important assumptions. Used in this way, robust standard errors become an indicator for possible misspeciÿcation of the model or its assumptions. If the robust standard errors are much di erent from the asymptotic standard errors, this should be interpreted as a warning sign that some important assumption is violated. Clearly, the recommended action is not to simply rely on the robust standard errors to deal with the misspeciÿcation. Our simulation indicates that unless the number of groups is very large, the robust standard errors are not up to that task. Rather, the reasons for the discrepancy must be diagnosed and resolved.
If the residuals follow a markedly skewed distribution which cannot be resolved by altering the model or transforming variables, robust standard errors do not solve the problem. A di erent approach that merits the analysts' attention is the non-parametric bootstrap (cf. Carpenter et al., 1999; Hox, 2002) or a more general approach that allows non-normal distributions for the random e ects. Bryk et al., 1996. 
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