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Atmtract--Interval methods enable us to isolate nearby roots of & function with a resolution that 
depends only on the number of digits carried. A one-dimensional example illustrates the point. 
Similar methods are available for higher dimezlsional examples. The methods can be applied to 
minimization problems. 
1. INTRODUCTION 
E. Hansen [1] first gave a generalization of a technique introduced by R. Moore [2] enabling us 
to find all the roots of a function of a single variable in a given interval on the real line. It can 
be applied to find all the global minimizers of the absolute value of f ( z )  over a given interval. A 
similar approach as recently been presented in [3]. 
For higher dimension problems in global optimization, interval methods (as well as the "cubic 
algorithm") provide techniques for enclosing the set of all global minimizers in the union of a set 
of small boxes [4,5]. 
2. ALGORITHM AND EXAMPLE 
The algorithm can be briefly described as follows. (See [1,2,4] for more details.) First of all, it 
is assumed that we know how to program calculations in interval arithmetic [2] or have available 
some software for doing it such as: Pascal-XSC, ACRITH-XSC, AQUARELS, C-XSC, ABACUS, 
etc, [6]. Some of the available software also provides for automatic differentiation, when needed. 
The algorithm used in the example to follow was written in the slow, interpretive language 
MS-BASIC, which is easy to use for program development. The "time units" to be quoted later 
are seconds for execution on an Apple Macintosh in this language. They would be much smaller 
for more efficient languages and on faster machines. 
The basic idea of the algorithm used for isolating all the roots of a function of single variable in 
a given interval was that of the interval Newton method as described in [1,2]. We allow division 
by intervals containing zero, but intersect he results with finite intervals. Thus we may obtain 
two intervals. We stack one (for later analysis) and further analyze the other. In this way we 
proceed to find all the roots in a given interval. 
The example  (suggested by E.A. Galperin) is the following. Consider the function 
f ( z )  = z ~ + sin 
for z in [0.1, 1]. 
We seek global minimizers of the absolute value of f ( z )  in the given interval. Obviously, these 
are the zeros of the function in that interval. 
Using interval arithmetic with the interval Newton method [1], rounding outward at the tenth 
decimal place, we found the following results. 
Note: the cpu time here is in seconds for execution in MS-Basic on the Macintosh. It would 
be much smaller for faster languages and faster hardware. In any case, the time goes up linearly 
with the number of roots (aside from a little initial "overhead"). Note that the maximum slope 
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Table 1. 
# root, cpu time maxlf'(=)l 
3 18 102 
31 159 2002 
318 1538 30002 
increases as the parameter p incresses, as is to be expected. We found the roots from right to le/~ 
in the interval [0.I, 1]. The last root found for the cue p = 3 wss in the interval [0.10003280626, 
0.I0003280628]. The resolution is limited only by the number of digits carried. In some Isngusges, 
such as Ads, C++,  and others, it is possible to carry as msny digits as we wish. 
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