Abstract. We consider a market where the price of the risky asset follows a stochastic volatility model, but can be observed only at discrete random time points. We determine a local risk minimizing hedging strategy, assuming that the information of the agent is restricted to the observations of the price at its random jump times. Stochastic ®ltering also comes into play when computing the hedging strategy in the given situation of restricted information.
Introduction
In this paper we consider a market with a risky and a nonrisky asset. The price of the risky asset follows a stochastic volatility model, where the volatility is in¯uenced by some latent process X. Stochastic volatility models, which were developed to overcome some of the empirical de®ciencies of the classical Black Scholes model, have received a lot of interest in the ®nancial literature; see e.g. [11] for a survey of option hedging in these models.
We consider the problem of hedging a derivative contract in this market from the viewpoint of an agent who observes the precise value of the stock price S t only at discrete, random points in time T 1`T2`Á Á Á X This departure from the usual modelling approach in Finance, where one assumes that prices are monitored on a continuous basis, makes sense from an economic viewpoint: as soon as agents incur some cost or have to invest some (small) e¨ort in order to obtain accurate and up-to-date price information, it is reasonable to assume that they acquire precise price information only at certain discrete points in in time. This implies in particular, that they do not have precise information about the current volatility level.
The main purpose of this paper is to describe an approach to determine a hedging strategy for an agent who has only incomplete price observations. Clearly, any reasonable strategy for this agent has to depend in some way on the unobservable latent state process. We are thus in presence not only of an incomplete market situation, but also of partial information. We show that the criterion of (local) risk minimization is particularly appropriate to deal with this situation. Following a line of attack analogous to [8] , where observable prices are modelled as di¨usions, we proceed along two steps: ®rst we determine a risk minimizing strategy assuming full knowledge also of the latent state process. Then, in line with [19] (see also [6] ), we obtain the risk minimizing hedging strategy under partial information by``projecting'' the full information strategy onto the sub®ltration describing the available partial information that comes from observing the prices (or, equivalently, their logarithms) at the discrete random times where a trade occurs. In order that this two-step procedure is applicable, we model the price of the risky asset directly under a martingale measure.
To actually compute the projections onto the sub®ltration, an important tool is the conditional distribution of the latent state process, given the available price observations. This leads to a nonlinear ®ltering problem with marked point process observations, that we study in the companion paper [12] . In the last section we recall the main features of the solution of this ®l-tering problem and show how it can be applied to our setting, thus leading to a complete solution to the given hedging problem.
The model
Consider some underlying ®ltered probability space Y FY fF t g 0tT Y P and some terminal date T. We are interested in the following three models for the dynamics of the latent process X which is assumed to in¯uence the asset price volatility in our setup. In economic terms the process X can be interpreted as the rate at which private/insider information is absorbed by the market. We assume that the asset price S follows a stochastic volatility model of the form
A1)
for a second Brownian motion w 0 , which is independent of the ®ltration generated by X. Here the function v X 0Y T Â R Â R 3 R is continuous with values vtY SY x e vY vY it e 0Y T Y S e R , x e R where 0`v v`y. The initial condition S 0 is supposed to be deterministically given.
Besides S, there is a risk-free asset B traded in this market (a bond or money market account). For simplicity we take the price B t I 1, i.e. S represents the forward price of the risky asset. Note that under this assumption model (2) implies that the measure P is a martingale measure for S.
As mentioned in the Introduction, we consider the problem of hedging a derivative contract in this market from the viewpoint of an agent who observes the precise value of the stock price S t only at discrete, random points in time T 1`T2`Á Á Á X The random times T n are modelled as jump times of some point process N N t , whose fF t g-intensity l t ltY X tÀ depends on X t . More precisely, l X 0Y T Â R 3 R is continuous and nondecreasing in x with ltY x e lY lY b it e 0Y T Y x e R where 0`l l`y. Assuming that l is nondecreasing makes sense from an economic viewpoint as the agent is likely to monitor the market more frequently in periods where the market is very active or where a lot of new economic information reaches the market (high volatility periods). The time dependence in l and in v above is introduced to allow for the incorporation of seasonal e¨ects, which are typical for high frequency data. For more information about qualitative properties of high frequency data we refer the reader to [13] .
Since observing S t or its logarithmic value L t log S t is equivalent, we assume that the information available to our economic agent comes from observing L t at the random times T n . Notice that T N t is the time of the last jump of N prior to t. The price information available to our agent can therefore be summarized by an information process Y de®ned via
The process Y t is thus a marked point process (see [4] for the terminology); moreover, the jump times of Y and N coincide P-a.s. Marked point processes have recently become popular as models for asset price dynamics; see e.g. [1] , [17] or [18] . The information available to our economic agent can be modelled by the sub®ltration fF Y t g, generated by the process Y, which can equivalently be expressed as
we shall furthermore assume that, for t T,
i.e., at the terminal date T the value of L T (equivalently S T ) can be observed exactly.
For the ®ltering results in Section 6 we need an additional assumption on the point process N. To formulate this assumption in a mathematical precise manner we introduce the ®ltration fG t g de®ned by G t X F Y t RF X T . Note that fG t g contains information about all the future of the state variable process. A4) N is a conditional Poisson process (Cox process), i.e. it admits the PY fG t g-intensity ltY X tÀ .
Note that A4) is stronger than assuming that N is a point process with PY fF t g-intensity ltY X tÀ ; in particular A4) excludes the possibility that the jump-times of the processes N and X coincide.
Problem formulation
We shall consider the problem of hedging a contingent claim H e F S T , when the information of the economic agent is restricted to the ®ltration fF Y t g. Since our market is incomplete even with continuous price observations, we have to choose some approach to hedging derivatives under incompleteness to determine hedging strategies. In this paper we shall use the criterion of risk minimization (see [9] , [10] ). Notice that, when working under a martingale measure, the criteria of local and remaining risk are equivalent. As we shall see, this (quadratic) criterion is particularly well suited to dealing with hedging under restricted information (in this context see [6] , [19] ). Although the results on risk minimizing hedging strategies are valid for general claims H e L 2 Y F T Y P, for actual computation we shall restrict ourselves to claims, whose payo¨is a function HS T with EfHS T 2 g`y. A dynamic fF t g-trading strategy xY h fx t Y h t Y 0 t Tg is a rule to hold x t units of the risky asset S and h t units of B at time t. As usual we require x to be fF t g-predictable and h to be fF t g-adapted. The value process of this strategy is given by
and the strategy is said to hedge against H if V T H. As we are working in an incomplete market context, our strategies will not necessarily be self-®nancing. We de®ne the (cumulative) cost process of a trading strategy via
Note that a strategy is self-®nancing if and only if the cost process is constant. In computing his strategy, our hedger has only the information contained in fF As in [9] , [10] we take the conditional variance of the cost-process as measure of the risk of our strategy. The fF
Finally we can give As shown in [6] and [19] , to compute fF Y t g-risk-minimizing strategies, one can proceed in two steps. In a ®rst step one determines the risk-minimizing strategy under``full information'', i.e. for an agent who is able to use fF t gtrading strategies. The fF Y t g-risk-minimizing strategy can then be computed by``projecting'' the fF t g-risk-minimizing strategy onto the set of fF Y t gadmissible strategies.
Risk minimizing hedging strategies under full information
We shall now determine a risk minimizing hedging strategy under full information fF t g. For this purpose de®ne the P-martingale gtY S t Y X t X EfHS T jF t g 10 where the de®nition is justi®ed by the Markov property of S t Y X t . We have where RgtY SY x jHx r xY j gtY SY j À gtY SY x. c) Under assumption A3) for X t (and in 0Y T Â R Â R):
Furthermore, in all three cases the risk minimizing hedging strategy under full information x F Y h F is given by:
Proof: From [10] or [9] we know that, if one can determine the Kunita Watanabe decomposition (KW)
of the claim H, where M H is a P-martingale orthogonal to the P-martingale S, then x For this purpose let us ®rst consider the process X t according to assumptions A1) or A2). Using Ito's formula, we may write
Under A1) we now have that
where M 1 t is a PY F-martingale with piecewise constant trajectories and jump-times equal to kh, k 1Y 2Y F F F Y n. Following now a rather standard approach (see e.g. [11] ), we have that all predictable ®nite variation terms have to vanish, since gtY S t Y X t is a PY fF t g-martingale. This leads on one hand to (11) , on the other hand to the representation
which is the required KW-decomposition of HS T , as the ®nite variation martingale M 1 is orthogonal to the P-martingale S. Analogous considerations apply under A2). It is well-known that the process
is a martingale. Hence, under (12) we have the representation
which proves the claim, as S and M 2 are again orthogonal. Coming to A3) and using always Ito's formula as well as the equations (2) and (1) for S t and X t respectively, we may write
Again, since gtY S t Y X t is a P-martingale, the (predictable) ®nite-variation terms have to vanish, which leads to (13) . Furthermore, fw 1 t g being independent of fw 0 t g, the last term on the right in (21) is a P-martingale, orthogonal to S t , which proves c).
Q.E.D.
To compute the hedging strategy and its value, we need thus to compute gtY SY x and for this we may either compute the expectation in (10) or solve the PDE's in (11)±(13). Exact (analytical) solutions are di½cult to obtain and so one is led to search for numerical/approximate solutions:
. To solve numerically the PDE's in (11)±(13) one usually employs ®nite difference methods; see e.g. ch 10.4 in [7] or [20] for a general account on these methods and [3] for a method which is particularly well suited for problems with a multidimensional state space.
. The numerical computation of the expectation in (10) can be obtained by a Monte Carlo simulation approach (see e.g. [2] ) combined with discretization schemes for SDE's (see e.g. [14] ).
Risk minimizing hedging strategies under incomplete information
We now go back to the original situation where the hedger is restricted to the information contained in fF Y t g as de®ned in (4), (5) . Applying Theorem 2.5 and in particular relation (3.3) of [19] we get that a fF
see also Theorem 1 of [6] for a related result. According to our model, the hedger does not receive``signi®cant new information'' between the jump-times of N. Hence it is legitimate to assume that he updates his portfolio only immediately after the jumps of N, in particular, if the time between the jumps is small. More precisely, we assume that our hedger follows a piecewise constant strategy x Ã Yh Ã given bỹ
Note that at the jump-times of N the value of S is observable. Hence we have for t e T i Y T i1
At the jump times T i we de®ne the strategy so thatx Ã becomes leftcontinuous andh Ã right-continuous. In the sequel we make also the following assumption: A5): The function g de®ned in (10) satis®es the Kolmogorov backward equations (11)±(13). Moreover, for all ®xed values of t,S, we have that gtY SY Á and its derivative g S tY SY Á are bounded in x.
Since vÁ is assumed to be continuous and bounded, under assumption A5) the required conditional expectations in (25) can be computed whenever one can compute a conditional expectation of the form EfF X T i jF Y T i g with F Á continuous and bounded. This will be the subject of the next section.
Computation of the conditional expectations via nonlinear stochastic ®ltering techniques
The purpose of this section is to present a method to compute conditional expectations of the form EfF X T i jF
g where F Á is continuous and bounded, X t is the unobserved process satisfying one of the assumptions A1)± A3), T i are the jump times of the process N, at which the price S t of the risky asset (or, equivalently, its logarithmic value) can be observed, fF Y t g is the observation ®ltration as de®ned in (4), (5) . This is a typical nonlinear stochastic ®ltering problem.
It is shown in [12] that for our model there exists a measure Q on Y F T , equivalent to P, under which X t and Y t are independent. Denote by v t X dQ jF t adP jF t the Radon-Nikodym derivative of Q with respect to P. By the exponential formula from Lebesgue-Stieltjes calculus we get that v t is a functional of the trajectories of X and Y up to time t, i.e. v t v t X t Y Y t . By the so-called Kallianpur-Striebel formula (see e.g. [15] ), which is related to Bayes' formula, one has
The advantage of this formula is that it reduces the computation of the desired conditional expectation on the left to two expectations on the right which, due to the independence of X t and Y t under Q, are (roughly speaking) just ordinary expectations of a functional of the process X t , in which Y t is ®xed at the observed values. The measure Q can, furthermore, be chosen so that (see again [12] ) the distribution of X t under Q remains the same as under P. We now explain how this measure transformation approach leads to (approximative) recursion formulas for the conditional distribution of X t given observations up to time t. We start with the case where X satis®es A1).
Case of assumption A1)
Putting
where y t denotes the observed trajectory of Y t from time 0 up to and including t. With (28) we may write (27) as
so that (26) becomes (since X t has the same distribution under P and Q, we can now drop the superscript in the expectation symbol)
showing that p
