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Introduction
Model selection, the extraction of relevant covariates or lags in explaining time series observations, is an important issue in applied econometrics. A widely followed strategy is to start with some general, unrestricted model which is subjected to subsequent reduction. In its current state the LSE approach (Hendry 1993, Hendry and Krolzig 2001 ) comprises a computer automated procedure (PcGets) of multi step diagnostic testing, subsample modeling, encompassing tests etc, that has given rise to the notion of testimation. Putting emphasis on search costs as, for instance, software needs or expertise, or the governance of path dependent model diagnostics, it appears tempting to evaluate the scope of simple specification tests in assisting an empirical analyst. It is the purpose of this note to shed light on the potential of the likely simplest specification strategy, the expansion of a (wrong) small model by means of Lagrange multiplier (LM) specification tests (Godfrey 1988 ). The analysis is focussed on Monte Carlo exercises for both a dynamic and a static data generating process (DGP). Relative merits of alternative modeling strategies are evaluated in terms of ex-ante forecasting efficiency. The next section sketches the alternative avenues of model selection. The Monte Carlo design and results are provided in Section 3. Section 4 concludes. If not stated otherwise, particular concepts of univariate time series modeling are taken from Lütkepohl (2004) .
Modeling strategies
The issue considered is to choose the 'most informative' variables to explain observations y t , i = 1, . . . , T , out of a set of potential covariates (or lags of and '•' indicates that the target set depends on some modeling strategy. Two particular strategies are encountered:
(c) Estimate regressions ofε on sets of variables
regression take an LM statistic (Godfrey 1988 ) measuring the explanatory content of
General-to-specific (gs)
The gs strategy proceeds from initializing 3 Monte Carlo study
The data generating process
Consider the following data generating process (DGP)
In (1) 
Monte Carlo simulations are performed with a selection φ 1 = 0.8, φ 4 = 0.4, φ 8 = 0.2 that implies 
Six alternative forecasting models are employed: Benchmark forecasts are derived from a 'true model' where the underlying lag structure is assumed known. Corresponding forecast errors arê 
Implementation
Alternative time series lengths T = 30, 50, 100 and T = 400 are considered to uncover how alternative modeling strategies take advantage of the consistency of the OLS estimator. Throughout time series processes are generated from zero initial conditions with disregarding the first 200 generated data points. The number of replications is 10000 throughout.
Complementary to time series modeling further simulations are performed that fit into the framework of regression models with (stationary) random explanatory variables, where X is a (T + 1) × p max matrix drawn from a multivariate Gaussian distribution. The vector φ = φ 1 , . . . , φ pmax ) comprises the same parameters and zero restrictions as in the autoregressive case. With T = 30, for instance, the relative MSFE measure for the gs approach decreases from 1.76 to 1.67.
Simulation results

Conclusion
By means of Monte Carlo analyses specific-to-general model selection using LM tests is contrasted against a general-to-specific strategy building on OLS t−ratios. In small samples the former is clearly preferable to the latter in terms of modeling implied ex-ante forecasting performance, while both strategies perform similarly in extracting information from large samples.
For practical purposes of variable or lag selection from large dimensional spaces, the LM based approach is featured by straightforward implementation and targeting at minimum search costs.
