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We consider a situation where a single dependent variable, call it
y, is explained in terms of n independent variables x1, . . . , xn through an equation
(a model) of the form y = f(x1, . . . , xn), where f is a real function of n variables.
Here we suppose that the function f describing the model is given and that
we want to investigate its behavior through simple terms. For instance, suppose
we want to measure the overall contribution (importance or inﬂuence) of each in-
dependent variable to the model. A natural approach to this problem consists in
deﬁning the overall importance of each variable as the coeﬃcient of this variable
in the least squares linear approximation of f . This approach was considered by
Hammer and Holzman [6] for pseudo-Boolean functions and cooperative games
f : {0, 1}n → R. They observed that the coeﬃcient of each variable in the li-
near approximation is exactly the well-known Banzhaf power index [1] of the
corresponding player in the game f .
In many practical situations, the information provided by the overall impor-
tance degree of each variable may be far insuﬃcient due to the possible inter-
actions among the variables. Then, a more ﬂexible approach to investigate the
behavior of f consists in measuring an overall importance degree for each combi-
nation (subset) of variables. Such a concept was ﬁrst introduced in [7] for Boolean
functions f : {0, 1}n → {0, 1} (see also [2]), then in [8] for pseudo-Boolean func-
tions and games f : {0, 1}n → R (see also [9]), and in [4] for square integrable
functions f : [0, 1]n → R.
In addition to these importance indexes, we can also measure directly the
interaction degree among the variables by deﬁning an overall interaction index
for each combination of variables. This concept was introduced axiomatically
in [5] (see also [3]) for games f : {0, 1}n → R. However, it has not yet been
extended to real functions deﬁned on [0, 1]n. We intend to ﬁll this gap by deﬁning
and investigating an appropriate index to measure the interaction degree among
variables of a given square integrable function f : [0, 1]n → R.
Our sources of inspiration to deﬁne such an index are actually threefold. In
cooperative game theory, the Banzhaf interaction index can be obtained from
a least squares approximation of the game under consideration. In analysis, a
local interaction of variables in a function f can be obtained from the limited
Taylor expansion of f . Finally, in statistics, two-way interactions appear as the
coeﬃcients of leading terms in quadratic models, three-way interactions appear
as the coeﬃcients of leading terms in cubic models, and so forth.
We then naturally consider the least squares approximation problem of a given
square integrable function f : [0, 1]n → R by a multilinear polynomial of a given
degree. Then, given a subset S ⊆ {1, . . . , n}, an index I(f, S) measuring the
interaction among the variables {xi : i ∈ S} of f is deﬁned as the coeﬃcient of
the monomial
∏
i∈S xi in the best approximation of f by a multilinear polynomial
of degree at most |S|.
We show that this new index has many appealing properties, such as linearity,
continuity, and symmetry. In particular, we show that, similarly to the Banzhaf
interaction index introduced for games, the index I(f, S) can be interpreted in
a sense as an expected value of the discrete derivative of f in the direction of
S or as an expected value of the diﬀerence quotient of f in the direction of S.
These latter results reveal a strong analogy between the interaction index and
the overall importance index introduced by Grabisch and Labreuche [4].
We ﬁnally discuss various applications, including the computation of explicit
expressions of the interaction index for certain classes of functions. We also deﬁne
and investigate a normalized version of the interaction index to compare diﬀerent
functions in terms of interaction degrees of their variables and a coeﬃcient of
determination to measure the quality of multilinear approximations.
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