To the Editor,
The recent articles by Pineda and Barrett 1,2 raise many interesting issues regarding the quantitative assessment of imaging systems and the conventional use of Fourier techniques. The authors give examples where the signal-to-noise ratio ͑SNR͒ calculated in the conventional manner differs significantly from the exact calculation of the SNR. However, we are concerned that many readers will not appreciate that these examples, while mathematically correct, represent extreme situations unlike any that are likely to be encountered in the clinic or the laboratory.
In particular, in the first article 1 the authors discuss at length a detector which is subject to no source of noise except that inherent in the x-ray fluence. The detector is assumed to demonstrate completely deterministic blurring, characterized by a parameter b . Physically, this would correspond to a detector for which each x ray produces a very large number of secondary quanta that are then spatially distributed in a Gaussian manner before being counted by the detector elements. The authors then consider the SNR for a signal-known-exactly and background-known-exactly ͑SKE/ BKE͒ task with an object of spatial dimensions s . This task is quite reasonable when s is not significantly smaller than the size of the detector elements. However, the authors then emphasize the analysis of the case where the spatial extent of the signal, s , is only 1% of the size of the one-dimensional detector elements ͑as per Pineda and Barrett, the detector spacing is used as the unit of length throughout this note͒ and yet the position of the object is known exactly relative to the detector spacing. We believe that the emphasis on this rather unrealistic situation is likely to mislead many readers.
The key comparisons between the exact calculation of the SNR and the calculations via Fourier techniques are shown by Figs. 5 and 11 ͑in Appendix B͒ of the first paper. Figure  5͑b͒ shows that, for objects whose size s is on the same scale as the size of the detector elements, the Fourier calculations track the exact calculations to better than 1%. Figure  5͑a͒ shows that one can obtain a discrepancy if one considers the SKE/BKE detection task with an object of size s ϭ0.01 and blurring given by b ϭ1.0. This discrepancy is eliminated if the calculation of the noise-power-spectrum ͑NPS͒ is performed with a Hann window as in Fig. 11͑a͒ . The discrepancy is then on the order of a few percent for the ''discrete space Fourier transform'' ͑DSFT͒ technique, which properly includes the effects of the finite size and spacing of the detector elements, but not the effects of the finite extent of the detector. Figure 11͑b͒ shows, for s ϭ0.01, that if the size of the detector is reduced from M ϭ256 to M ϭ64 elements one again finds a situation where Fourier-based calculations are inaccurate.
To understand these examples better, it is worth considering the matched filters, or masks, that the ideal observer would use for the SKE/BKE detection task. Such a filter instructs the ideal observer on how to produce a decision statistic by combining the measurements of the various detector elements with appropriate weights, where these weights can be positive or negative. Figure 1 of this note shows the matched filter which would be used by the ideal observer assuming a signal of size s ϭ1 centered on the 33rd detector element, with b ϭ1. In the notation of Pineda and Barrett, this filter corresponds to K g Ϫ1 g for M ϭ64 and was calculated directly in the spatial domain using LAPACK. 3 It is seen that the ideal observer uses the measurement recorded by the 33rd detector element with slight modifications from the data recorded by the immediately adjacent elements.
Figures 2 and 3 of this note show the matched filters used by the ideal observer for b ϭ1, s ϭ0.01, and M ϭ64, where in Fig. 2 the object is known to be located directly over the center of the 33rd detector element and in Fig. 3 the known position of the object is offset by one-quarter of the spacing of the detector elements. The matched filters now show quite long tails, thus the statistic upon which the ideal observer's decision depends now requires a delicate cancellation between values of similar magnitude recorded by multiple detector elements. Even if a detector could be sufficiently well characterized so that the calculation of matched filters such as these was meaningful, the task of detecting such a small object whose position was not known a priori would presumably require applying about 100 such filters at the position of each detector element. This drastic increase in the number of channels which would need to be monitored would greatly increase the risk of false-positives.
While mathematically correct, it would be truly extraordinary to find a system which is sufficiently free from noise and which is sufficiently well characterized to allow the use of matched filters such as those illustrated here. Indeed, in Fig. 2 of the second paper, 2 the authors find that the addition of noise due to the production of a reasonable number of secondary quanta ͑100 per x ray͒ removes this pathology, and one again finds agreement at the 1% level between the exact calculation and the Fourier technique, particularly when the finite size of the detector elements is taken into account as by the DSFT method.
As a concrete example, the scenario illustrated in Fig.  11͑b͒ of the first paper 1 would be analogous to searching for a 3-4 m diameter microcalcification using an imaging system with 100 m detector elements and a total size of 6.4 mm. Extending the detector to just 2.6 cm, or using a detector with typical intrinsic noise sources or imaging a background which is not known exactly would obviate any differences between the exact and Fourier results.
The continuing introduction of new detector technologies provides a constant impetus for re-evaluating the methods by which detector performance is quantified. Additionally, the number of people looking at quantitative measures is likely to increase. For these reasons we felt it important to clarify the rather unusual nature of the examples given by Pineda and Barrett. Thus, while the exact formulation presented by Pineda and Barrett 1,2 is robust to issues such as finite detector size, sampling pitch, and aperture width, we feel that, contrary to the authors' conclusions, the cited work supports the use of Fourier techniques for quantifying detector performance in all but the most extreme situations 
