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Abstract 
We present uncertainties associated with the measurement of coniferous needle-leaf optical properties 
(OPs) with an integrating sphere using an optimized gap-fraction (GF) correction method, where GF refers 
to the air gaps appearing between the needles of a measured sample. We used an optically stable 
artificial material simulating needle leaves to investigate the potential effects of: 1) the sample holder 
carrying the needles during measurements and 2) multiple scattering in between the measured needles. 
Our optimization of integrating sphere port configurations using the sample holder showed an 
underestimation of the needle transmittance signal of at least 2% in flat needles and 4% in nonflat 
needles. If the needles have a nonflat cross section, multiple scattering of the photons during the GF 
measurement led to a GF overestimation. In addition, the multiple scattering of photons during the optical 
measurements caused less accurate performance of the GF-correction algorithms, which are based on 
the assumption of linear relationship between the nonGF-corrected signal and increasing GF, resulting in 
transmittance overestimation of nonflat needle samples. Overall, the final deviation achieved after 
optimizing the method is about 1% in reflectance and 6% in transmittance if the needles are flat, and if 
they are nonflat, the error increases to 4%-6% in reflectance and 10%-12% in transmittance. These results 
suggest that formulae for measurements and computation of coniferous needle OPs require modification 
that includes also the phenomenon of multiple scattering between the measured needles. 
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  1 
Abstract—We present uncertainties associated with measurement of coniferous needle-leaf optical properties (OPs) with an 2 
integrating sphere using an optimized gap-fraction (GF) correction method, where GF refers to the air gaps appearing between needles 3 
of a measured sample. We used an optically stable artificial material simulating needle leaves to investigate the potential effects of: (a) 4 
the sample holder carrying the needles during measurements, and (b) multiple scattering in between the measured needles. Our 5 
optimization of integrating sphere port configurations using the sample holder showed an underestimation of the needle transmittance 6 
signal of at least 2% in flat needles and 4% in non-flat needles. If the needles have a non-flat cross-section, multiple scattering of the 7 
photons during the GF measurement led to a GF overestimation. In addition, multiple scattering of the photons during the optical 8 
measurements induced an exponential increase of the recorded signal with increasing GF, instead of a linear increase supported by 9 
current GF-correction algorithms. Thus, non-flat needle samples are affected by overestimating needle transmittance, which cannot be 10 
corrected through standard algorithms. Overall, the final deviation achieved after optimizing the method is about 1% in reflectance 11 
and 6% in transmittance if the needles are flat and, if they are non-flat, the error increases to 4-6% in reflectance and 10-12% in 12 
transmittance. These results suggest that formulas for measurements and computation of coniferous needle OPs require modification 13 
that includes also the phenomenon of multiple scattering between measured needles.  14 
 15 
Index Terms—Needles, optical properties, reflectance, transmittance, integrating sphere, leaf, conifers, gap fraction 16 
 17 
I. INTRODUCTION 18 
ECENT methods for measuring narrow leaf optical properties (OPs), with special attention on non-flat nonbifacial 19 
coniferous needle-leaves (e.g., Norway spruce needles), have been reviewed (this issue). Based on the outcomes of this 20 
review, we propose an experimental set-up optimizing the ‘Mesarch et al.’ needle-leaf OPs measurement approach [1]. The 21 
proposed experiment is addressing the following objectives: (1) to investigate a potential influence of the sample holder presence 22 
on the measured leaf reflectance (R) and transmittance (T); and (2) to investigate the effect of varying gap fraction and multiple 23 
scattering between neighbor needles, focusing on: (a) the influence of the needle cross-section shape and (b) the distance 24 
between the needles in the sample. In case of a needle cross-section influence we are hypothesising that higher occurrence of 25 
small illumination incident angles, caused by a circular or rhomboidal needle cross-section shape, increases multiple scattering 26 
between the measured needles. In other words, the photons hitting the needle surface in a direction different from the normal to 27 
the needle surface have higher probability to interact with needles in their near neighbourhood [2]. Simultaneously, we 28 
hypothesize that an increasing distance between needle sample elements (larger air gaps) decreases the probability of multiple 29 
scattering in between them [1, 3].  30 
After analyzing the experimental results we outline the recommendations for the best practice ensuring reliable measurements 31 
of coniferous needle OPs.  32 
 33 
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II. MATERIALS AND METHODS 34 
A. Artificial Needle Leaves 35 
To carry out our analyses we used artificial needle leaves of 1 mm width that were cut-off from two types of material of 36 
known R and T. Contrary to real leaves, both materials were optically stable over time, i.e. temporally nondegrading (at least 37 
during the experiments) ensuring that measured R and T of the same material would result in similar material uncertainty. Also, 38 
assuming that the R and T were inherent properties of the material itself, the OPs obtained from the artificial needle samples 39 
were fully comparable with OPs measured on uncut ‘broad-leaf-like’ pieces of the same material. Since our goal was to estimate 40 
the errors of the measuring technique itself, not reproducing exactly the spectral signatures of real needles is not affecting the 41 
conclusions of this study. 42 
The first selected material was a green-colored plastic (0.1 mm thick) with OPs similar to the photographic film used by 43 
‘Mesarch et al.’ [1]. This material simulated what we call ‘flat narrow leaves’ (e.g. geometrical shape similar to grass, mesquite 44 
leaflets, etc.). The second material was a green silicon mat (1.0 mm thick) that simulated what we call ‘non-flat narrow needle 45 
leaves’ (i.e. leaves of many coniferous species). The silicon was chosen due to a suitable transmittance (up to 50% below 800 46 
nm) and a thickness comparable to the real coniferous needles, e.g. Norway spruce (Picea abies (L.) Karst.) needles. ‘Broad-leaf-47 
like’ pieces of each material (uncut) were measured and used as a reference. 48 
B. Measurement Protocol for Narrow-Leaf OPs 49 
For our analysis we followed the five steps as summarized in the ‘Mesarch et al.’ [1] approach for measuring narrow-leaf R 50 
and T. The OPs were measured using a spectroradiometer (ASD FieldSpec 3) coupled to a portable single-beam ASD leaf-51 
integrating sphere (ASD 190 RTS-3ZC; Fig. 1(b)). During the measurements, the flat plastic and silicon needles were placed in a 52 
sample holder similar to the one described in [4] that was specially machined to fit the integrating sphere. The holder consists of 53 
two 1-mm-thick optically flat (black-painted) metallic plates and a central aperture larger than the sample port (16.5 mm in 54 
diameter) (Fig. 1(a)). The holder shape fits firmly to the sphere sample ports, ensuring consistent OPs measurements from both 55 
sides (Fig. 1(a), and 1(b)). A laser pointer located above the sphere light source assembly ensured no misplacement of the lamp 56 
assembly during measurements. To prevent residual light leaks, the integrating sphere was covered with a black, low reflecting 57 
cloth during all optical measurements. A light tunnel of the length equal to the diameter of the ASD integrating sphere was 58 
introduced for T measurements to ensure that the same sample area of comparable size is being illuminated and measured during 59 
both R and T readings. Masks mimicking the shape and size of the sample illumination area were built from a black-painted 60 
paper. Digital images of the masked sample holder aperture (i.e., the area presenting the needles during the optical 61 
measurements) were acquired with a double-lamp scanner (EPSON Perfection TM 4490 PHOTO) and stored in 8-bit gray-scale 62 
format. During the sample scanning, masks were precisely aligned and fixed to the sample holder plates, and these were 63 
positioned using references previously marked on the scanner window in order to minimize misplacements. All these steps 64 
contributed to the optimization of the optical measurements and scanning protocol and improved repeatability. We used the 65 
images to estimate the sample GF, defined as the ratio of the total gap area between needles to the total measurement area. The 66 
total number of gap pixels in the masked image was calculated by applying a ‘white-pixel-threshold’ to discriminate gap pixels 67 
from needle pixels [1] using the image processing software GIMP 2.6, GNU. We will refer to this computed GF as DigitalGF. 68 
The measurement area, i.e. size of the illuminating beam, was slightly different in R and T modes (9 and 7 mm in diameter, 69 
respectively), which required one R and one T mask and resulted in two DigitalGF values per sample. 70 
The measured spectra and DigitalGF were introduced in the GF-correction formulae [1] to compute the individual-needle-leaf 71 

















=  (2) 78 
 79 
where Rneedle is the R of individual needles, Tneedle is the T through individual needles, and Rw is the R of the integrating sphere 80 
wall (assumed to be close to 1, i.e. 100%). The RTOTAL and TTOTAL variables are sample R and T, respectively, computed as the 81 
recorded total reflected and transmitted radiation, including the photons lost or added by the air gaps, but corrected for the stray 82 
light and normalized to the reflectance of a white reference panel (cf., Appendix I). 83 
A summary of the experimental set-up followed to achieve our objectives is presented in Fig. 2. For simplicity, from now on 84 




C. Effect of the Sample Holder 86 
Prior to the needle-leaf OPs measurements, we measured the reference R (Rreference) and T (Treference) signal of 10 samples of 87 
uncut pieces from both artificial materials: flat plastic and silicon. The sample sizes were bigger than the measurement area (i.e. 88 
size of the illuminating beam; Fig. 3(a), and 3(d)) and for simplicity we will refer to them as to broad-leaf samples. Their OPs 89 
were measured without the special sample holder, following the standard leaf measurement protocol recommended by the 90 
integrating sphere manufacturer.  91 
To test the effect of the sample holder, each broad-leaf sample was subsequently placed between the sample holder plates 92 
(SH) and then its R (RuncutSH) and T (TuncutSH) were measured using four sample holder scenarios. These scenarios consisted of 93 
modified configurations of the integrating sphere ports (Table I). In the first scenario the sample holder was used only for 94 
holding the sample at the sample port. In the three remaining scenarios, however, the stray light (STR) or ‘white reference’ (REF) 95 
measurements also involved placing the sample holder at the corresponding port, i.e. an empty sample holder was placed at the 96 
sample port or in front of the white reference while acquiring STR or REF measurements (Table I and Appendix I).  97 
The root mean square errors per scenario from the resulting averaged RuncutSH and TuncutSH were then computed for each 98 
material by using (3): 99 
 100 
















 (3) 101 
 102 
where spuncutSH(λ, i) is the mean RuncutSH or TuncutSH of 10 samples per scenario at wavelength λ for one of the two materials; i 103 
refers to the sample holder scenario number (i=1,…, 4); and spreference(λ) is the corresponding mean Rreference or Treference of 10 104 
samples at the same wavelength λ and for the same material. Wavelength λ varies from 450-1700 nm. The spectral range below 105 
450 and above 1700 nm was removed due to an insufficient signal-to-noise ratio caused by the spectroradiometer and integrating 106 
sphere. 107 
Finally, for each material, the scenario corresponding to the minimal error was selected as the optimal measuring set-up and 108 
used for OPs measurements of needle-samples. 109 
D. Effect of the Multiple Scattering Between Neighbor Needles 110 
To test the two hypotheses concerning the impact of multiple scattering of light, we built nine needle-sample scenarios with 111 
artificial needles. A needle-sample is composed of several needles built from a specific needle cross-section type, which are 112 
placed parallel to each other at a specific distance inside the sample holder plates. The scenarios, called F1, F2, F3, S1, S2, S3, 113 
Rh1, Rh2, and Rh3, were built by combining three cross-section types (flat-F, squared-S or rhomboidal-Rh) and three air-gap 114 
distances, (index 1 = 0.5 mm (e.g. F1); 2 = 1.0 mm; and 3 = 1.5 mm). The flat cross section (F) corresponds to flat plastic 115 
needles (Figs. 3(b), 3(e), and 3(h)); the squared cross-section (S) corresponds to silicon needles positioned inside the sample 116 
holder with 2 needle-sides laying on the sample holder plates and parallel to them (Figs. 3(b), 3(e), and 3(h)); and the rhomboidal 117 
cross-section (Rh) corresponds to silicon needles positioned inside the sample holder with no needle-sides parallel to the sample 118 
holder plates (Figs. 3(c), 3(f), and 3(i)). Two sewing needles (commercial steel dressmaker pins of size No. 12, 19 mm in length, 119 
and 0.5 mm in diameter) were pushed through the upper and lower end of each artificial needle to ensure the desired alignment 120 
of silicon needles in the sample. Achieving the aimed gap distances between the sample needles required positioning them very 121 
carefully using previously marked references on the sample holder plates. However, manual handling of the small needle 122 
elements is extremely difficult and small misplacements are practically unavoidable. Consequently, the real achieved gap 123 
distances between needles in a sample can differ slightly from the theoretical values aimed for each scenario (0.5, 1.0 or 1.5 124 
mm). We will refer to this error as the best-effort-handling deviation (BEHD). Also, the selection of the gap distances was driven 125 
by the BEHD, as it was not feasible to place needles at a distance smaller than half their width with a sufficient accuracy. After 126 
several trials, the smallest gap distance considered was 0.5 mm, i.e., half the needle width (the half-width of Rh cross-section 127 
needle is slightly larger, being = 0.7 mm). Our hypothesis regarding the BEHD is that it increases for the same needle cross-128 
section scenario (F, S or Rh) with decreasing gap-distance (starting from 1.5 to 1.0 to 0.5 mm) and due to the handling difficulty 129 
it is bigger for Rh than for F and S for the same gap-distance scenarios. We opted for building our analysis on the gap-distance 130 
between needles instead of on the GF size used by Mesarch because computing the sample GF (i.e. the ratio of the total gap area 131 
between needles to the total measurement area) is, first, not visually straightforward (i.e. requires computing the area of polygon-132 
shaped air gaps intersected by a circular light beam (Figs. 3(b) and 3(c)) and second, sample-dependent (each needle size is 133 
different when using in-vivo coniferous needles). This means that, once the needles are detached from the shoot and placed 134 
inside the sample holder, several trial and error realignments and GF-computations per sample are needed to approximate the 135 
desired GF. For real needles, where the foliar tissue degradation starts several minutes after detachment from the shoot, this 136 
adjustment procedure might result in degraded biochemistry and structure [5]. 137 




resulting from the sample holder effect analysis. In all cases the spectral range below 450 and above 1700 nm was again 139 
removed, because of large noise. 140 
After the OPs measurements, three GF values were computed for each R and T mode: IdealGF, DigitalGF and TrueGF. The 141 
IdealGFR and IdealGFT are theoretical GFs computed per scenario by using simple trigonometry based on the known size of the 142 
illuminated area (represented by the R or T mask), the needles and the air-gaps corresponding to each scenario. Due to the 143 
BEHD, the real sample GF differs slightly from the IdealGF. To compute the DigitalGFR and DigitalGFT, each sample was 144 
masked, scanned, and digitally processed (section B). We identified the optimal scan-settings (resolution (r), brightness (b) and 145 
contrast (c)) and the ‘white-pixel-threshold’ value (t), required to discriminate the air gap and needle pixels in the digital image 146 
(cf., Appendix II). 147 
Finally, based on Mesarch’s definition of the ‘true’ GF we computed the TrueGFT per sample of each scenario. This 148 
computation consists in substituting the GF-corrected T spectrum of an individual needle, Tneedle (2), by its corresponding broad-149 
leaf ‘true’ (‘nongap’) T spectrum, and in extracting the GF value from the equation. The Tneedle is assumed to be equal to TuncutSH 150 
since, after the GF correction, both quantities should represent the inherent optical property of the measured material [1]. This 151 
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RRRTrue −=  (5) 159 
 160 
To neutralize the sample holder effect affecting Tneedle, in (4) we used the TuncutSH resulting from the best sample holder 161 
scenario (section II.C) instead of the broad-leaf Treference. Using T spectra measured under the same sample holder scenario 162 
ensures that the reference is equally affected by the same holder effect. The same applies for RuncutSH in (5). Since thickness of a 163 
rhomboidal needle is not exactly the same as thickness of a flat silicon broad-leaf (‘nongap’) sample, the concept of TrueGF 164 
applied to the rhomboidal cross-secton samples might be slightly biased. Mean volumes of a squared cross-section needle sample 165 
and a rhomboidal one are, however, equivalent, thus we assume that absorption of a rhomboidal needle (Aneedle) is comparable to 166 
the absorption of a flat silicon broad-leaf (AnucutSH) one, especially at wavelengths with prevailing light scattering and low 167 
absorbance. According to [1, 3], the three-dimensional profile of non-flat needle cross-section (e.g. circular, semicircular, or 168 
rhomboidal) increases the probability of photon multiple scattering between measured elements especially if the needles are 169 
close to each other (i.e. at small gap-distance). The scattered light can escape from or be introduced into the integrating sphere 170 
during measurements, subtracting or adding a certain amount of photons to the recorded optical signals. This effect is not taken 171 
into account in Mesarch’s formulae (cf., (1) and (2)), since the fraction of incoming light passing through the sample air gaps, for 172 
which the signal has to be corrected, is calculated based on a two dimensional solution (i.e. the gap size was computed by 173 
subtracting the sample needle-projected area from the total measured (illuminated) area). Therefore, one can expect the multiple 174 
scattering effects to influence the TrueGF values computed from Mesarch’s formulae. If the needle transmittance computed using 175 



















−  (6) 178 
 179 
where GF refers to the ‘real’ sample GF. Thus the ‘real’ sample GF is smaller than TrueGFT. The opposite occurs if Tneedle is 180 
underestimated, i.e. the ‘real’ sample GF is larger than the computed TrueGFT. Following the same rationale, if the needle 181 
reflectance computed using the GF-correction is overestimated, i.e. Rneedle > RuncutSH, the ‘real’ sample GF is based on (1) and (5) 182 
larger than TrueGFR. The contrary applies if Rneedle is underestimated. 183 
Our hypotheses related to the effects of multiple scattering on Mesarch’s method focused on the influence of two factors: (a) 184 
the needle cross-section shape, and (b) the distance between needles in the sample. Regarding (a), we expect that for the same 185 
gap-distance (e.g. F2, S2, and Rh2), the deviation caused by the multiple scattering effects will increase from flat (F) to squared 186 
(S) to rhomboidal (Rh) cross-section types, due to differences in the light incident angles and in the volume scattering occurring 187 
in non-flat cross-section scenarios S and Rh (Figs. 3h) and 3(i)), i.e. the subsurface scattering inside the needles [6]. Concerning 188 
(b), we hypothesize that for the same cross-section scenarios (e.g. S1, S2, and S3), the deviation caused by the multiple scattering 189 
effects will increase with decreasing gap-distance (from 1.5 to 1.0 to 0.5 mm). This is based on the assumption that photons 190 




Rh cross-section, Fig. 3(i) compared to F cross-section, Fig. 3(h)), especially if the needles are closer to each other as in small 192 
gap-distance scenarios. To test these hypotheses we computed the deviation of the DigitalGF and the TrueGF from the theoretical 193 




































 (8) 200 
 201 
where s refers to the sample number (s=1,…, 10), i to the scenario number (i=1,…, 9) and λ to the particular wavelength 202 
(varying from 450 -1700 nm). The differences in (a) and (b) are expected to affect the sharpness of the needle edges in the 203 
scanned digital image and subsequently the output DigitalGF computed from this image. Therefore, (7) deals with the effect of 204 
the light scattered during the sample scanning. The DigitalGF values used in (7) corresponded to the optimized scanning and 205 
processing settings resulting from the sensitivity analysis (Appendix II). Equation (8) focuses on the effect of the needles 206 
multiple scattering during the sample spectral measurements. Ideally, the TrueGF value should be equal to the ‘real’ sample GF. 207 
However, as explained above, factors (a) and (b) are expected to influence the scattering behavior of the incoming photons and 208 
cause over-/under-estimation of the TrueGF values extracted from Mesarch’s formulae (cf., (1) and (2)). Both RMSEgfDI and 209 
RMSEgfTI are affected by the BEHD. Despite the BEHD, the theoretical IdealGF, which is computed from the fixed dimension of 210 
the artificial needle element and air-gaps established per scenario, is the closest reference to the ‘real’ sample GF available. 211 
Additionally to the RMSE computations, a paired Student t-test on the probability level a = 0.05 was applied to test significant 212 
difference between IdealGF, DigitalGF, and TrueGF per scenario (i.e., difference between R and T mode) and also between 213 
scenarios. 214 
Since dimensions of ‘real’ needle leaves vary, GF correction of ‘real’ narrow leaves measured with Mesarch’s method can 215 
rely only on the DigitalGF values. Thus, to test our hypotheses we also computed the TrueGF deviation from the corresponding 216 
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 220 
Equation (9) gathers both effects considered in (7) and (8) and neutralizes the BEHD, as the BEHD of the same sample does 221 
not change.  222 
Finally, we expect that the amount of photons affected by the multiple scattering during the R measurements is for a given 223 
sample the same as during the T measurements, because the needle elements are not re-aligned between both measurements. 224 
Flipping the sample holder when switching from the R to the T measurement mode ensures that the same side of the sample is 225 
always facing the light source. This, however, does not mean that the multiple scattering has the same over-/under-estimating 226 
effect on the final R and T spectra [1].  227 
E. Validation of OPs after GF Correction 228 
The individual needle-leaf directional-hemispherical R (Rneedle) and T (Tneedle) (for terminology see [7]) per sample per spectral 229 
waveband was computed using Mesarch’s formulae for GF-correction ((1) and (2)). The DigitalGF used for the correction are the 230 
values corresponding to the optimized scanning and processing settings. The resulting Rneedle and Tneedle spectra were compared to 231 


























where spneedle is the Rneedle or Tneedle; spbroadleaf is the average broad-leaf reference; i is the scenario number (i= 1,…, 9); s is the 236 
sample number (s=1,…, 10); and λ is the wavelength in the range 450-1700 nm. The spbroadleaf depends on the broad-leaf 237 
reference type (‘ref’): (a) the broad-leaf R or T for the best sample holder scenario (RuncutSH or TuncutSH); or (b) the broad-leaf R or 238 
T measured without sample holder (Rreference and Treference). In (b) the RMSE in (10) comprised all potential error sources in the 239 
method including the sample holder effect, the DigitalGF estimation effect after optimizing the scanning and image processing 240 
settings, and the multiple scattering effect between neighbor needles. In (a), the reference spbroadleaf and needle spectra spneedle 241 
suffer from the same potential sample-holder effects and thus this effect is not included in the output RMSE. Statistical 242 
difference between Rneedle or Tneedle and the corresponding spbroadleaf was tested through a paired Student t-test on the probability 243 
level a = 0.05. 244 
In addition, we computed spneedle ignoring the GF correction, i.e., using the standard formulae suggested by the sphere 245 
manufacturer for broad (uncut) leaves. The spneedle is, therefore, the signal before the GF correction, i.e., the sample RTOTAL in (1) 246 
and TTOTAL in (2) formed by both the needle elements and the air gaps and normalized to the white reference panel. The 247 
relationship between these non-GF-corrected reflectance and transmittance signals and the sample GF is expected to be linear, 248 
given no error in estimation of GF and no interactions between sample elements and incident beam [1]. However, our multiple 249 
scattering hypothesis assumes that light interactions between the needle elements should affect this relationship in a non-linear 250 
way. To verify this expectation, a function fitting analysis was applied per scenario to assess the nature of the relationship. 251 
 252 
III. RESULTS AND DISCUSSION 253 
A. Effect of the Sample Holder 254 
First, the effect of introducing a special sample holder for narrow leaves is presented in terms of RMSE based on (3). Results 255 
showed that, although the sample holder was never hit by direct light, it caused a signal underestimation at almost all the 256 
wavelengths along the selected range, especially for T as illustrated in Fig. 4. Scenario 2 produced the minimum deviation from 257 
the corresponding reference signal (Table II). Thus, if compared to the standard sample holder set-up (scenario 1), adding a 258 
sample holder in front of the white reference while acquiring the REF measurements (Table I, scenario 2) decreases the T error to 259 
a value of 2% in flat material and 4% in silicon. Error differences between both materials can be attributed to their different OPs 260 
and thickness. Scenario 3 and 4 produced an error per material equal to the one in scenario 1 and 2, respectively (results not 261 
shown), revealing that an empty sample holder added at the corresponding empty port during the stray light measurements 262 
(Table I, scenario 3 and 4) has neither effect on R nor on T. This shows that no light leaks in the measuring system were 263 
introduced by the use of a sample holder. 264 
The fact that there is no direct reflection from the sample holder contaminating the signal suggests that the driving force of this 265 
error is probably the distance of the sample to the integrating sphere’s inner surface caused by the sample holder use. According 266 
to [2], due to the external integrating sphere ports, the outer wall of the sphere is a few millimeters away from the reflecting inner 267 
wall and thus a fraction of the transmitted light fails to strike the integrating surface due to absorption around the port edge 268 
producing a systematic underestimation of T. When using a sample holder, this effect is likely to increase due to the increased 269 
distance. These absorbed photons might explain the underestimation of both R and T in our results, especially in scenario 1 (Fig. 270 
4). In scenario 2, the same absorption affects the measured reference signal to which the recorded R and T signal is normalized, 271 
compensating this effect to some extent. Exceptionally, T of the flat plastic material is overestimated up to 10% above 1100 nm. 272 
In our experiment, the 1-mm thickness of the sample holder was selected after several tests done with different thicknesses of 273 
the same metallic plates. The sample holder thickness of 1 mm was the minimum thickness possible to prevent the plates 274 
bending slightly when adjusting them to firmly hold real needles of Norway spruce (Picea abies (L.) Karst.). With thinner plates 275 
we experienced that when screwing the plates to trap the needles in between them (Fig. 1(a)) and prevent misplacements during 276 
the measurements, the plates were slightly bending and therefore affecting the position of the illuminated area of the sample and 277 
increasing the distance to the sphere’s inner wall. Thus, we do not recommend to use thinner plates for needles as thick as 1 mm; 278 
however, if the purpose is to measure thinner narrow leaves (e.g. grass) it might be possible to reduce the error by decreasing the 279 
thickness of the plates. 280 
We did not test corrections for the absorption effects suggested by [2], which are based on the assumption of negligible 281 
absorption of real broad leaves in the NIR. In addition, it was shown that the effect is not systematic [8]. In needle samples, the 282 
multiple scattering caused by the non-flat nature of the needles might cause a portion of the light to be scattered directly onto the 283 
edge of the sample port, producing a different response in the absorption than the broad leaves. This is especially interesting 284 
when the cross-sectional shape of the needles would result in low scattering angles, which is reported to increase the mentioned 285 
effect [9]. In [9], a diffuser between the sample and the integrating sphere was used during T measurements to minimize this 286 
apparent absorption problem in low-angle scattering samples. The results showed an improvement on the accuracy of 287 
transmittance in glass samples but to the best of our knowledge the technique has never been applied to real leaves.  288 




sample holder effect when using a single-beam integrating sphere with external sample ports as the one used in our experiment. 290 
B. Effect of the Multiple Scattering Between Neighbor Needles 291 
The multiple-scattering hypotheses regarding the influence of the needle cross-section shape and the distance between needles 292 
are testing two steps of our measuring method: the first is the sample scanning required for the DigitalGF estimation (RMSEgfDI, 293 
(7)), and the second is the sample optical measurements (RMSEgfTI, (8)).  294 
Results from RMSEgfDI (Fig. 5(a), left graph) showed that samples with rhomboidal cross-section needles (Rh) have higher 295 
errors in their DigitalGF than flat (F) and squared scenarios (S) regardless of the gap distance: 10% average error in Rh versus 2-296 
3% in F and S. The highest error among the rhomboidal cross-section scenarios appeared at the shortest distances (Rh1 = 0.5 297 
mm), whereas no pattern on the error variation with gap-distance is found in the flat or squared cross-section types. The 298 
DigitalGF estimation from the digital scanned images is based on applying a threshold to discriminate the needle pixels from the 299 
air gap pixels. Thus, the accuracy at which the needle-air edges are estimated, determines the quality of the DigitalGF output. 300 
This accuracy is determined by the selected combination of scanning and processing settings. The optimization efforts in 301 
Appendix II showed that the optimal settings can improve yet not eliminate the difference between the DigitalGF and the 302 
theoretical reference (IdealGF). Majority of per-scenario comparisons between DigitalGF and IdealGF values did not show any 303 
statistically significant differences (P<0.05). The only exceptions were the rhomboidal cross-section scenarios: Rh1 and Rh2 in 304 
reflectance, and Rh1 and Rh3 in transmittance measurements. These results are in line with RMSEgfDI, where DigitalGF of Rh 305 
needle samples significantly differs from IdealGF. Comparison of the scenarios in Fig. 5(b) revealed that IdealGF of the 306 
rhomboidal cross-section scenarios (Rh) were on average about 8% lower than in the other cross-section scenarios (F and S), 307 
where the values were equal. This was expected, since the flat (F) and squared (S) cross-section needles have for the same 308 
measurement area the same needle projected area and logically the same IdealGF; in the rhomboidal needle scenarios the needle 309 
projected area is larger, and therefore the fraction of gaps and the IdealGF are smaller. The DigitalGF variation did not follow the 310 
same trend. 311 
For the flat (F) and squared (S) cross-section scenarios, DigitalGF values remained almost similar to the IdealGF with a 1% 312 
difference, attributed to measuring errors (e.g., BEHD). DigitalGF of the rhomboidal cross-section scenarios were 4% lower than 313 
in the other cross-section scenarios (F and S), except for the smallest gap distance scenario (Rh1 = 0.5 mm) where it was 4% 314 
higher. This explains the higher RMSEgfDI (7) occurring at the rhomboidal cross-section needle scenarios and suggests that the 315 
cross-section of the needle elements modulates the scanner light in a way that cannot be compensated by optimizing the scanning 316 
or image processing settings. The small differences shown between flat and squared cross-section scenarios imply that 317 
differences in the OPs of the material used to simulate the needles (flat plastic vs. the silicon) are not as important as the cross-318 
section. The incident light direction during the scanning of rhomboidal cross-section needles is different from the normal to the 319 
needle surface producing a longer photon path and inducing more interactions of the photons between neighboring needles. 320 
Consequently, the rhomboidal needles appear in the scanned image optically thinner than in reality, which results in a less 321 
accurate estimation of their projected needle area. The second error source contributing to the higher RMSEgfDI of the 322 
rhomboidal cross-section needle scenarios is the BEHD, which we expected to be more pronounced in the smallest gap distance 323 
scenario (Rh1 = 0.5 mm). In summary, we observed that: (a) the hypothesis regarding the needle cross-section influence is true 324 
for the rhomboidal cases, and (b) the hypothesis regarding the needle air gaps is true only if combined with the rhomboidal cross-325 
section. For the other scenarios, effective scanning and processing settings were found through the optimization (Appendix II). 326 
Best results were achieved for the smallest distance, except for rhomboidal cross-section, where 0.5 mm represents less than 327 
half-the-needle width. This indicates that distance smaller than half-the-needle width potentially reinforces the multiple 328 
scattering effects between needles. Finally, difference between DigitalGF in reflectance and transmittance per scenario showed no 329 
statistically significant difference (P < 0.05), except for the F1 scenario, where the bias is attributed to measuring errors.  330 
RMSEgfTI (8) provides results related to the multiple scattering during the spectral measurements performed in the integrating 331 
sphere. Different cross-section shapes and distances between needles induce different scattering behavior of the interacting 332 
photons, which is expected to result in discrepancies between the TrueGF and the IdealGF values. Additionally, the BEHD is 333 
expected to contribute to the overall error, especially in the non-flat cross-section and/or small gap distance scenarios. Likely, the 334 
applicability of TrueGF to the rhomboidal cross-secton samples is limited by the fact that thickness of their cross-section is not 335 
constant. Compared to the needle with 1 mm thick squared cross-section, thickness in the rhomboidal needle is 1.41 mm for the 336 
central part and decreasing towards the edges. The volume determining the optical thickness of both silicon needle types, is, 337 
however, equivalent. We assume that a higher absorption rate in the central part of a rhomboidal needle is compensated by a 338 
lower absorption at thinner edges. Moreover, for wavelengths where absorption is low and scattering dominates the measured 339 
signal, difference in thickness is less important than difference in cross-section shape ruling the scattering. Scattering (i.e. albedo 340 
Wneedle) between 500 and 1700 nm is on average higher than needle absorption (Aneedle). The concept of TrueGF is, therefore, 341 
considered as applicable in this wavelength range also for the rhomboidal cross-section scenarios. 342 
Comparison of TrueGF against IdealGF values showed a statistically significant difference for all scenarios (P<0.05) except the 343 
transmittance of rhomboidal cross-section Rh1. When comparing the cross-section scenarios of the same gap-distance (e.g. F2, 344 




supports our hypothesis (a). This trend is produced by the TrueGF values, which, especially in transmittance, tend to increase 346 
from F to S to Rh in most cases (Fig. 5(b)). The S2 error in reflectance, which is higher than Rh2, and also equal errors of F2 and 347 
S2 in transmittance are not following this general trend. These exceptions are caused by the IdealGF value, which, being by 348 
definition equal in F and S, is distorting the trend. The TrueGF variation indicates explicitly existence of the multiple scattering 349 
effect due to the cross-section shape, especially when comparing F and S cases.  If there is no influence from the multiple 350 
scattering, TrueGF values of F and S cases should be theoretically similar, as it occurs with the IdealGF. Results are however 351 
showing that TrueGF is not defined only by the geometry of the sample, but also by the scattering processes triggered by this 352 
geometry during the optical measurements. Concerning the second hypothesis about the gap-distance, error tendency in the F 353 
cross-section scenarios differs from the non-flat (S and Rh) ones. In the flat scenarios the error does not follow the expected trend 354 
(i.e., it increases with decreasing gap distance). The highest deviation (9%) occurs at gap distances of 1 mm (F2), while more 355 
similar values occur for F1 and F3 cases. As expected, the highest errors of the non-flat scenarios appear at the narrowest gap 356 
distances (S1 and Rh1; 0.5 mm), except in reflectance of the S cases where error behavior is similar to the one found for F 357 
scenarios. We can, therefore, conclude that the best results are achieved with the smallest distance of 0.5 mm in flat cross-section 358 
scenarios, while the opposite occurs in the non-flat cases, where the error is generally higher for Rh needles, especially in 359 
transmittance. Since 0.5 mm in Rh cross-section scenarios is less than half-the-needle width, the multiple scattering of photons 360 
seems to be reinforced by a too small distance between the needles. In addition, the error variation between reflectance and 361 
transmittance is of 1% for the same flat cross-section scenarios, whereas in the non-flat cases the transmittance error values are 362 
much higher than the reflectance errors: 5% higher for the squared cross-section scenarios (S) and 10% for rhomboidal (Rh). 363 
These results imply that the cross-section effect appeared to have a greater influence than the gap distances tested in this study, 364 
especially for transmittance measurements (average variation of the error due to the cross-section is about 14% compared to the 365 
3% variation due to the gap distance).  366 
If we look at the difference between the TrueGF and IdealGF values per scenario (Table III), we observe a systematic 367 
overestimation of the needle transmittance happening in the non-flat cross-section scenarios. The fact that the GF-corrected 368 
Tneedle, computed using the most accurate GF available (i.e. IdealGF ± BEHD), did not reproduce the ‘nongap’ reference (TuncutSH) 369 
indicates that the multiple scattering between non-flat needles contributes to the transmittance signal recorded in the integrating 370 
sphere.  371 
Results of RMSEgfTD (9) in Fig. 5(a) (right graph) show a pattern that is similar to RMSEgfTI, especially in the flat (F) and 372 
squared cross-section scenarios (S). This suggests that the BEHD, which is not present in RMSEgfTD, does not have a crucial 373 
effect on our IdealGF values. A higher influence of the BEHD and also of the light scattering effect during the sample scanning 374 
can be seen in the rhomboidal cross-section (Rh) scenarios, where RMSEgfTD was reduced on average by 2 % in reflectance and 375 
by 7 % in transmittance, especially for the smallest gap distances (Rh1). When comparing TrueGF and DigitalGF values per 376 
scenario, a statistically significant difference (P<0.05) was found for most cases, except F1, Rh1 and Rh3 in reflectance and Rh1 377 
in transmittance. High overlap of variation ranges (i.e., mean ± standard deviation; Fig. 5(b)) can explain the similarities found in 378 
these cases between DigitalGF and TrueGF. Finally, Fig. 5(b) illustrated a good agreement between the DigitalGF and the TrueGF 379 
reflectance values, whereas the transmittance TrueGF values are on average 12% higher than the DigitalGF estimations, which is 380 
caused mainly by the above discussed contribution from the multiple scattering during the optical measurements. 381 
C. Validation of OPs after GF Correction 382 
Mean individual needle-leaf directional-hemispherical Rneedle and Tneedle per spectral waveband computed using Mesarch’s 383 
formulae for GF-correction (1) and (2), were compared to the two available corresponding references (average of 10 samples): 384 
(a) the broad-leaf R or T for the best sample holder scenario (RuncutSH or TuncutSH); and (b) the broad-leaf R or T measured without 385 
sample holder (Rreference and Treference). Results from case (a) (Fig. 6 (a)) show that the error in transmittance was on average 3% 386 
higher than in reflectance for the flat cross-section scenarios (F) and 7-10% for the non-flat (S and Rh) scenarios. Statistical 387 
analysis revealed no significant difference (P<0.05) between Rneedle and RuncutSH (except for F2, F3, S2 and Rh2), while the 388 
difference between Tneedle and TuncutSH was significant (except for F1, F2 and F3). For the same gap-distance, error tended to 389 
increase in the direction flat-squared-rhomboidal cross-sections, except for the scenario with gap distance 1 mm (F2-S2-Rh2), 390 
where the error behaves differently depending on the cross-section case. Among the same cross-sections, the error tended to 391 
increase from the smallest gap-distance (scenario 1=0.5 mm) to the widest (scenario 3=1.5 mm), especially for the non-flat (S 392 
and Rh) cases. However, values at gap-distance scenario 2 (1 mm) did not follow this pattern and differed per cross-section case. 393 
Finally, the error variation associated with increasing gap tended to be smaller than the error variation associated with cross-394 
section (about 1 % smaller in reflectance and 5% in transmittance).  395 
These results can be explained by analyzing the GF-corrected needle signal shown in Fig. 7. The GF-corrected Rneedle signal 396 
tends to be overestimated in the flat and squared cross-section but underestimated in the rhomboidal, and conversely, Tneedle is 397 
underestimated in the flat whereas overestimated in the non-flat cases. These results per scenario are in line with the ones shown 398 
in Table III. In addition, the higher deviation from the reference occurring in the non-flat cross-section scenarios, especially in 399 
transmittance, is obvious. The underestimation of Tneedle in the flat needles was expected since it has been reported by [1] after 400 




type of needles, the method is still producing an inherent measurement error. The overestimation of Tneedle in non-flat needles 402 
indicates that the increase in recorded signal due to the multiple scattering is such that even the overcorrection originating from 403 
the Mesarch’s formulae is not able to compensate for it.  404 
In case (b), the error values in reflectance are the same as in case (a) (except 1% decrease on the flat cross-section cases at 1 405 
mm (F2) and 1.5 mm gap distances (F3)). In transmittance, a systematic 2% error increase occurring in the flat cross-section 406 
scenarios contrasted with an approximate 2% error decrease in the non-flat cross-section scenarios (Fig. 6a). The error increase 407 
in the flat cross-section scenarios can be attributed to the effect of the sample holder (2%; Table II), since this effect is included 408 
in case (b). However, in the non-flat cross-section scenarios the sample holder effect (4%; Table II) does not induce an increase 409 
of the error compared to case (a) but a decrease, therefore improving the total error.  410 
Overall, the final error achieved after optimizing Mesarch’s method is about 1% in reflectance and 5-7% in transmittance if 411 
the needles are flat. The error increases up to 3-5% in reflectance and 9-12% in transmittance for squared cross-section needles 412 
(S) and up to 4-6% in reflectance and 9-17% in transmittance for rhomboidal cross-section needles (Rh).  413 
In addition to RMSEspneedle (10) computed for Rneedle and Tneedle, we also computed RMSEspneedle for RTOTAL and TTOTAL, i.e. for 414 
signal before the GF correction. Results from (10) in case (b) (i.e. reference measured with no sample holder) showed that, in 415 
reflectance the error values tended to be higher for non-flat cross-section scenarios (RMSEspneedle equals 8% in F, 12% in S, 14 % 416 
in Rh). Error values increased with increasing gap distance and they were more similar between cross-section cases of the same 417 
gap distance scenario in transmittance. The error increase was more abrupt in transmittance than in reflectance, which can be 418 
explained by the reflectance and transmittance measurement set-ups. Reflectance signal recorded by the spectroradiometer is 419 
dominated by light reflected from the sample. Contrary to this, the light passing through the gaps dominates the signal recorded 420 
during a transmittance measurement, because it is stronger than the signal transmitted through needles (especially when samples 421 
are mounted with large gap fractions [1]). The fraction of direct transmitted light is so strong, that it masks the influence of the 422 
needles cross-sections shape on the transmittance-recorded signal. Conversely, it has no influence on the reflectance 423 
measurements. 424 
Transmittance RMSE variation with increasing gap distance is linear for the flat cross-section scenarios (F; R2 = 1.00) and non-425 
linear for the non-flat cases (R2 = 1.00 for a polynomial of 2nd degree fit; 0.95-for S and 0.96 for Rh scenarios for linear fit) (Fig. 426 
6 (b)). 427 
Function fitting analysis of RTOTAL and TTOTAL variation with increasing gap distances, showed that contrary to the expected 428 
linear relationship between non-GF-corrected reflectance and transmittance signals and the sample GF, the relationship is closer 429 
to a polynomial function of 2nd degree. In reflectance and transmittance R2 equals 1 for polynomial fit, while it is 0.99 in F, 0.97 430 
(R) and 0.94 (T) in S, and 0.75 in Rh cross-sections for a linear fit. These results suggest that while the F scenarios do follow a 431 
linear variation with increasing gap [1], the rhomboidal ones have a clear non-linear trend, which supports our hypotheses about 432 
the interaction between needles in the non-flat cases. Consequently, irrespective from the various method errors (i.e., optical 433 
measurements and GF estimation through scanning and digital image processing), Mesarch’s algorithms have a lower accuracy 434 
for non-flat cross-section needles, because the multiple scattering effects are not taken into account. Nevertheless, more 435 
measurements, testing other gap distances, and perhaps ray tracing computer simulations are needed to approve this finding.  436 
Finally, the nonGF corrected signal showed the influence of the sample holder presented previously. In all scenarios, the 437 
sample holder induced higher errors in reflectance and lower in transmittance (Fig. 6 (b)). This is caused by Treference signal being 438 
higher than the TuncutSH (Fig. 4) signal, and therefore closer to the noncorrected needle transmittance signal. This situation is 439 
propagated to the GF-corrected Tneedle signal (Fig. 6 (a)) only in the non-flat cross-section scenarios, where a lower performance 440 
of the correction algorithms causes the Tneedle signal to remain high. However, Tneedle of the flat cross-section cases decreased 441 
after the GF correction. It is, therefore, closer to the TuncutSH than to Treference, which explains the results obtained from (10).  442 
 443 
IV. CONCLUSION 444 
In this study we performed comprehensive uncertainty analyses of the method developed by Mesarch for measuring 445 
coniferous needle-leaf OPs. Our study focused on the following measurement aspects: 1) the effect of a sample holder used to 446 
support the needles during the measurements, and 2) the effect of the multiple scattering in between the measured artificial 447 
needle leaves. Analysis of the sample holder effect showed an average underestimation of the needle transmittance signal of 2% 448 
in flat needles and 4% in non-flat needles (based on the RMSE according to (3)). Results on the sensitivity of the digitally 449 
estimated GF to the image acquisition and image processing settings showed that optimization of these settings reduced the 450 
deviation considerably, producing a negligible error. However, in spite of using the most optimal settings, multiple scattering 451 
between artificial needles was still affecting the digital GF estimation, resulting in average errors of only 2-3% in samples with 452 
flat and squared cross-section needles, but of about 10% in samples with rhomboidal cross-section needles. The last case showed 453 
a clear overestimation of the digital GF, especially when the needles were as close to each other as 0.5 mm, which is for needles 454 
of rhomboidal cross-section less than half-the-needle width. This indicates that half-the-needle width is a threshold at which the 455 
multiple scattering between needles is reinforced and biases the measurement. The results of our sensitivity analysis scenarios 456 
suggest that the needle cross-section might have a stronger negative effect on the needle-leaf OPs than the needle gap distance. 457 




higher deviations of non-flat needle-samples, particularly in transmittance. The needle transmittance corrected for the GF using 459 
Mesarch’s formulae was about 10-20% higher than the ‘nongap’ (broad-leaf) reference. The interaction of the incoming light 460 
with rhomboidal cross-section needles leads to a non-linear variation of the signal with increasing needle gap distance. For this 461 
reason, Mesarch’s formulae, which are based on a linear GF correction, are not suitable for computing the OPs of non-flat 462 
needles. Overall, the final error achieved after optimizing the image scanning and processing settings was about 1% in 463 
reflectance and 5-7% in transmittance for flat needles. The error increased up to 3-5% in reflectance and 9-12% in transmittance 464 
for squared cross-section needles, and even up to 4-6% in reflectance and 9-17% in transmittance for rhomboidal cross-section 465 
needles. In general, more accurate OPs can be achieved when the distance between measured needles is about half the needle 466 
width (i.e., 0.5 or 0.7 mm in our cases). The results of this study pointed out that approaches designed to measure more 467 
comprehensively OPs of non-flat coniferous needle samples should take into account multiple scattering between the measured 468 
leaves as currently done in radiative transfer modeling [10]. 469 
 470 
APPENDIX I 471 
Technical details about the sample holder configurations are presented in Fig. 8. Computation of RTOTAL in (1) and TTOTAL in (2) 472 






























































 (12) 479 
 480 
where Rr(λ) is the reflectance of the calibrated reference standard at wavelength λ and the other inputs are explained in Table 481 
I. Each measured input represented an average of 100 spectral scans.  482 
  483 
 484 
APPENDIX II 485 
A. Optimization of scanning and processing settings for digital GF estimation 486 
The DigitalGF is defined as the ratio of the number of air gap pixels inside the measured (i.e. illuminated) area of a needle 487 
sample to the total number of pixels inside the measurement area (number of needle pixels + gap pixels, represented by the 488 
empty scanned mask). Computation of the DigitalGF required masking and scanning each needle sample, and subsequently 489 
processing the digital output image. The total number of air-gap pixels in the digital image was calculated by applying a ‘white-490 
pixel-threshold’ to discriminate gap pixels from needle pixels [1]. The optimal scanning settings (resolution (r), brightness (b) 491 
and contrast (c)) and the ‘white-pixel-threshold’ values (t) were identified by conducting two sensitivity analyses. For the first 492 
one, we built three 1-needle-sample scenarios, one per needle cross-section shape available in our study (i.e., flat-F, squared-S 493 
and rhomboidal-Rh). Each sample (5 per scenario) was composed of only 1 needle element, which was carefully placed inside 494 
the sample holder at a known distance from the center of the holder aperture. We scanned each masked (1-needle) sample 495 
applying 300 scan-settings scenarios defined by the varying scan r-b-c combination (Table IV, 1st sensitivity analysis). All scans 496 
were saved as 8-bit-grey scale digital images and each of them subsequently processed to estimate the DigitalGF. The processing 497 
was performed for each scan, according to 49 image-processing scenarios, where the ‘white-pixel-threshold’ (t) was varying 498 
between 5.1-249.9 (corresponding to values within the range of an 8-bit-grey scale digital image -0 to256- selected in 2% steps).  499 
IdealGF and DigitalGF were computed per 1-needle-sample scenario from each scan. The sensitivity of the DigitalGF to the 500 
scanning and image-processing settings was analyzed with (13) for all r-b-c-t combinations by varying one of the four 501 















 (13) 504 
 505 
where DigitalGFT(s ,i, r, b, c, t), is the GF estimated for the standard-needle-sample scenario i (i=1,…, 9), from the digital 506 
image of sample s (s=1,…, 5), which was scanned and processed with the T mask for scan-settings scenario r-b-c (r-b-c =1,…, 507 
300) and image-processing scenario t (t=1,…, 49); the IdealGFT(i) is the corresponding IdealGFT for the same i. No significant 508 
differences are expected between the resulting DigitalGFT and DigitalGFR for a sample of the same r-b-c-t combination, because 509 
there is no repositioning of the needles inside the sample holder when measuring and scanning a sample in T and R mode. Only 510 
the size of the illuminated area differs slightly during the OPs measurements, which translates into the use of T and R specific 511 
masks during the scanning and digital image processing. Following this rationale, the sensitivity analysis was performed only for 512 
T scans (i.e. samples with T mask). The BEHD in the 1-needle samples is expected to be almost negligible (it is feasible to 513 
position a single needle in the sample holder with the desirable precision). Therefore, this εT is used as the best indicator of the 514 
error inherited from the GF estimation via digital image processing. 515 
Based on the results from the first sensitivity analysis, we performed a second sensitivity analysis applied on all samples 516 
corresponding to the nine needle sample scenarios (F1, F2, F3, S1, S2, S3, Rh1, Rh2, and Rh3). Here, we used the optimal 3 517 
scan-settings scenarios identified within the previous extensive sensitivity analysis (Table IV, 1st sensitivity analysis) and all 518 
scans were digitally processed according to the same 49 image-processing scenarios used in the first sensitivity analysis. The 519 
effect of the GF estimation through scanning and image processing for each r-b-c-t combinations was analyzed through (13) as 520 
in the first analysis. Following the same logic used in the first sensitivity analysis, this second sensitivity analysis was carried out 521 
only for T scans (using T mask) and subsequently the resulting optimal r-b-c-t per scenario were used to compute the final 522 
DigitalGFT and DigitalGFR per sample per scenario.  523 
As explained in section II.D, potential differences are expected in the optimal r-b-c-t settings per scenario due to variations in 524 
the scattering behavior of the scanner light caused by the different needle cross-section shapes and distance between needles. 525 
These scattering effects might result in different sharpness of the needle element edges in the scanned digital images forcing the 526 
need for specific optimal settings per scenario.  527 
B. Effect of the GF estimation through digital image processing 528 
Results from the first sensitivity analysis (i.e., 1-needle-sample scenarios, Table IV) showed that the deviation of the DigitalGF 529 
from the IdealGF expressed through (13), followed a similar pattern among the three available cross-section scenarios, with 530 
higher values in the rhomboidal cross-section (Rh) than in the flat (F) and squared (S) ones, where values are similar. Regardless 531 
of the scanning settings, the maximum error appeared always when the image-processing threshold (t) was fixed at the minimum 532 
value, with error values being: 19(3) % for flat (F) and squared (S) cross-section scenarios; and 28(4) % in rhomboidal (Rh) ones 533 
(numbers between brackets refer to the standard deviation). Conversely, if the threshold was not fixed at its minimum, error 534 
decreases to 1(0.3) % (4(1) % in rhomboidal scenario), irrespective of the other parameters. If the scanning settings were fixed at 535 
their minimum or median values, the error variation with increasing threshold showed an inflexion point (exact value differs per 536 
scenario) from which lower threshold values trigger the maximum error. Threshold values above the inflexion point caused error 537 
drops of 20% in the flat (F) and squared (S) scenarios and of almost 30% in the rhomboidal (Rh) ones, resulting in a stable error 538 
value (<4%). The optimal threshold value (i.e., for minimum error) differed per scenario and produced minimum errors of 0.1%. 539 
If the scanning settings were fixed at their maximum, error values stayed stable for all thresholds but increased among the cross-540 
section scenarios: 1% for the flat scenario (F); 2% for the squared cross-section (S); and 7% for the rhomboidal (Rh) one. Thus, 541 
the main findings from 1st sensitivity analysis are: (1) the reliability of the DigitalGF is mainly driven by the threshold value; (2) 542 
needles cross-section affects the image processing and thus optimal threshold differs per scenario, as expected; and (3) selection 543 
of the proper threshold can ensure a negligible effect of the GF estimation through scanning and image processing (0.1 %).  544 
Based on the higher sensitivity of the DigitalGF to the threshold value, the scan-setting scenarios were optimized to the best 545 
three combinations, whereas the 49 image-processing scenarios (threshold values) remained unchanged during the second 546 
sensitivity analysis (Table IV). Results here showed that, similarly to the first sensitivity analysis, variation of the error according 547 
to the scanning settings followed a similar pattern in all the nine needle-sample scenarios, with a bigger deviation in the 548 
rhomboidal cross-section scenarios than in the flat (F) and squared (S) ones. The error here appeared to be also driven by the 549 
threshold value. Thus, the scanning settings (r-b-c) combination corresponding to a resolution of 800 ppi, and 0% contrast and 550 
brightness (800-0-0) was selected and fixed in further analysis, aiming to standardize the technique involving the lowest 551 
requirements possible, i.e., 800-0-0 settings are easily available in common and low-cost scanners. 552 
For this scanning settings (800-0-0), the error variation with increasing threshold (values from 5.1-249.9) showed also an 553 
inflexion point, below which lower threshold values triggered errors above 100%. This point differs per scenario covering 30% 554 
of the lowest threshold values among the available range (5.1-249.9), i.e., from 0-77 (absolute t values per scenario in Table V). 555 




S1, and Rh1) the effect of the needle cross-section triggered higher errors in the rhomboidal cross-section scenarios (Rh) and 557 
similar in the flat (F) and squared (S) ones; (2) for the same cross-section scenarios (e.g. F1, F2, and F3), the effect of the gap-558 
distance between needles showed that errors tended to be higher at gap-distance scenario 1 (0.5 mm, e.g. F1) and lowest at gap-559 
distance scenario 2 (1 mm, e.g. F2), closely followed by values at scenario 3; (3) for the same threshold value, the error 560 
corresponding to a certain needle sample scenarios was higher that at the corresponding 1-needle-sample scenario (e.g. Rh1,Rh2, 561 
or Rh3 versus Rh 1-needle-scenario). This difference was higher in the rhomboidal cross-section scenarios (Rh). These three 562 
error patterns support our hypotheses about the BEHD increase, except for the slightly lower error in gap scenario 2 (1 mm) 563 
instead of in 3 (1.5 mm).  564 
As expected, the optimal threshold, i.e. the value giving the lowest error per needle-sample scenario, differed per scenario 565 
(Table V). Similarly, if we compared results from a needle-sample scenario with its corresponding 1-needle-sample scenario 566 
(e.g. S1, S2, and S3 standard-needle sample scenarios versus S 1-needle sample), we found not only an increase of the error in 567 
the first ones (attributed to the BEHD), but also a change in the optimal threshold value. This supports the hypothesis concerning 568 
the effect of the needle cross-section shape and gap-distance on the multiple scattering of the scanner light. In 1-needle-sample 569 
scenarios, where BEHD is assumed to be negligible, for a different material (flat plastic vs. silicon), the optimal t value is 570 
different because of differences in the material properties. Also, for the same material but different cross-section (S and Rh 1-571 
needle-sample scenarios), photons from the scanner light will be hitting the needle surface at different incident angles (Fig. 3(h) 572 
vs. Fig. 3(i)), and scattered differently, which results again in different optimal t value, due to differences in the needle-edge 573 
sharpness. This is also supported by the broader critical threshold value-range observed in rhomboidal 1-needle-sample scenario, 574 
where higher thresholds are needed to sharpen the image and reduce the error in the DigitalGF. However, once the critical 575 
threshold value range is passed, the error stays stable for the three 1-needle-sample scenarios no matter the cross-section shape, 576 
and the error can be negligible if the proper threshold value is selected in each scenario. When we increase the number of needles 577 
in the scanned area, as in the nine needle-sample scenarios, on top of the effect cause by material and cross-section shape 578 
differences, an extra scattering phenomenon is likely to occur. There, the photons hitting the needle surface might be scattered 579 
towards neighbor needles, especially if they hit in a direction different than the normal to the needle surface (Rh cross-section; 580 
Fig. 3(i)) and if the needles are close to each other (i.e. smaller gap-distance scenarios). Thus, we also expect the optimal settings 581 
to be different per gap-distance scenario when the material and cross-section is the same (e.g. Rh1, Rh2, and Rh3). The multiple-582 
scattering phenomenon however is not expected to be driving the error once the best optimal threshold values corresponding to 583 
each scenario are applied, because as we observed in the 1-needle-sample scenarios, it is possible to reduce the error to a 584 
negligible value with the proper image processing settings. Thus, a major portion of error observed in the nine needle-sample 585 
scenarios is most likely caused by the BEHD, whereas a major portion of the error observed in the 1-needle-sample scenarios is 586 
most likely caused by the inherent digital GF estimation technique. Since the latter is negligible for the optimal settings, we can 587 
conclude that the effect of the GF estimation through digital image processing can be optimized to insignificant levels.  588 
C. Recommendations 589 
We would like to finalize this section by giving some recommendations to potential users of this methodology. Differences per 590 
scenario on the optimal threshold make the standardization of the DigitalGF estimation a complicated task, even enhanced in real 591 
needle samples due to the irregular shape and size of the needles. Based on our results, we recommend keeping the scanning 592 
settings (r-b-c) combination on 800-0-0 as a standard, since the error is driven by the threshold value. We also recommend 593 
selecting a threshold value higher than the first 40% values of the available t range (5.1-249.9). In Table V we provide a 594 
selection of threshold value ranges corresponding to the minimum εT ± a deviation of 1%.  We recommend applying the 595 
threshold values corresponding to the closest cross-section shape available in Table IV and leaving a gap-distance between the 596 
needles similar to the needles width, since the 1 mm gap distance scenario appears to give the lowest error. As an example, for 597 
Norway spruce (Picea abies (L.) Karst.; rhomboidal cross-section) or Scots pine needles (Pinus sylvestris L.; semicircular cross-598 
section), we would select the t values from the scenario Rh at 1 mm distance. Nevertheless, since manual manipulation of small 599 
needle implies a BEHD, avoiding big gaps is preferred [1], inclining the choice more towards ranges between 0.5-1 mm gap 600 
distance (half to same distance as the needle width) than 1-1.5 mm gap distance (same or wider distance than needle width). 601 
Finally, the selection of the threshold value range in this analysis is very specific and chosen to cover all possible values 602 
available in our 8-bit grey-scale digital images. Scanned images saved in formats other than 8-bit grey-scale might require an 603 
adaptation of the threshold range according to the same logic. Nevertheless, aiming to standardize the technique as much as 604 
possible we provide all results concerning the threshold values as a % for the available range, 5.1-249.9 (i.e. instead of selecting 605 
the t value 249.9 select the value corresponding to 98% of the available range in the specific digital image, e.g. 16 bit grey scale). 606 
However error propagation in a different range of t values has to be tested. 607 
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Fig. 2.  Experimental set-up: (*) These scenarios refer to the 9 needle-sample scenarios (F1, F2 F3, S1, S2, S3, Rh1, Rh2, and Rh3) built to analyze the ‘effect 
of multiple scattering’ (Section II.D). The scenarios were built by combining three cross-section types (flat-F, squared-S or rhomboidal-Rh) and three air-gap 
distances, (index 1 = 0.5 mm (e.g. F1); 2 = 1.0 mm; and 3 = 1.5 mm). Best outputs from the ‘Effect of sample holder’ analysis (Section II.C), RuncutSH and 
TuncurSH, are used as references for the ‘OPs validation’ of the GF-corrected-needle-OPs computed per scenario (Rneedle and Tneedle; Section II.E). Best outputs 
from the ‘Scan-and image-processing sensitivity analysis’ (Appendix II) are used as final scanning and processing settings for the ‘Sample scanning’ and ‘GF 




Fig. 1. (a) Sample holder with a sample; (b) Integrating sphere (ASD 190 RTS-3ZC) used for the measurements with 













































































Fig. 3.  Frontal and cross-sectional view of each sample type when placed at 
the integrating sphere port: the ‘broad-leaf’ samples from both materials ((a), 
(d), (g)) and the nine standard-needle-sample scenarios: F1, F2 and F3 (flat 
cross-section needles; S1, S2, S3 (squared cross-section needles; and Rh1, 
Rh2, and Rh3 (rhomboidal cross-section needles). Distance between needles 
is illustrative. Thickness ‘a’ (h) in F1, F2, F3 is much smaller than the length 
‘b’ while it is equal to b in S1, S2, S3. If the sample is placed at the 
integrating sphere in R mode the light beam is hitting one side of the sample 
while the light trap is at the other side of the sample; if the sample is placed 
in T mode the light beam is hitting one side of the sample while the sphere is 
at the other side of the sample. In (a), (b) and (c) the sample holder is not 
visible, since the central aperture is bigger than the sphere port. The 
illuminated area is always smaller than the area of the sample. The arrows 
represent the incoming light rays and their multiple scattering at the surfaces. 







































Fig. 4.  Average reflectance and transmittance measurements (fractional quantities 0-1) from broad-leaf flat plastic samples (left graphs) and silicon (right 


















Fig. 5. (a) RMSE computed between: 1) DigitalGF of the best scanning and image processing settings and corresponding IdealGF  (RMSEgfDI, (6); left graph); 2) 
TrueGF and corresponding IdealGF (RMSEgfTI, (7); middle graph); and 3) TrueGF and corresponding DigitalGF of the best scanning and image processing 
settings (RMSEgfDT,(8);  right graph). RMSE is computed for the wavelength range 450-1700 nm. Labels F1, F2, F3, S1, S2, S3, Rh1, Rh2, and Rh3 on x-axis 
correspond to the standard-needle-sample scenarios. Part (b) presents the average GF values (± standard deviation) per needle-sample-scenario for reflectance 
















Fig. 6.  (a) RMSE in (10)  computed  for GF corrected reflectance (Rneedle; left graph) and transmittance of individual needles (Tneedle ; right graph) towards 
two corresponding reference spectra: 1) reference Rreference or Treference, i.e., R or T spectral signal of the broad-leaf measured with no sample holder 
(‘ref=spreference’); and 2) reference RuncutSH or TuncutSH , i.e., R or T spectral signal of the broad-leaf (uncut) measured in the best sample holder scenario (‘ref= 
spuncutSH’). (b) RMSE in (10) computed towards the same references but for Rneedle and Tneedle computed before the GF correction is applied. The labels F1, F2, 





Fig. 7.  Average directional-hemispherical reflectance (a) and transmittance (b) spectra from: I) individual needle-leaves, computed after the GF-correction 
through Mesarch’s formulae (Rneedle (1) and Tneedle (2)); II) from the broad-leaf measured according to the best sample holder scenario (RuncutSH or TuncutSH); 






Fig. 8.  Examples of sample holder configurations. (a) top view of  ‘S+SH’ described in Table I (two sample holder plates and the needles in between); (b) top-
view of ‘W+SH’ (Table I); (c)-(f) show a top-view of the ASD integrating sphere for Reflectance mode configurations: (c) RSAMPLE (Table I) for scenario 1; (d) 
RSAMPLE (Table I) for scenario 2; (e) REFRefl. mode (Table I) for scenario 1; (f) REFRefl. mode (Table I) for scenario 2. (g)-(i) show a top-view of the ASD integrating 
sphere for Transmittance mode configurations: (g) TSAMPLE (Table I) for scenario 1 and 2; (h) REFTrans. mode (Table I) for scenario 1; (i) REFTrans. mode (Table I) for 






SPHERE CONFIGURATIONS PER SAMPLE HOLDER SCENARIO 
Scenario Quantity 







Port D Port 
E 
1 
RSAMPLE L W  S+S
H 
P P 
STR Refl. mode L W  O P P 
REF Refl. mode L S+S
H 
W  P P 
TSAMPLE P W O L+S+S
H 
P 
STR Trans. mode P O W L P 









STR Refl. mode L W+S
H 
O P P 





TSAMPLE P W O L+S+S
H 
P 
STR Trans. mode P O W L P 





L = Integrating sphere external light source; W = White reference; S = 
Sample; O = Empty port (with light trap); P = White plug; +SH=Sample 
holder is used (e.g. in’ S+SH’ the sample holder is holding the sample; in 
‘W+SH’ the sample holder plate is between the port and the white reference. 
Port A to E corresponds to the ASD integrating sphere ports (ASD 190 RTS-
3ZC). Scenario 1 is the starting scenario and the one used by [1]. In Scenario 
2 we only add a sample holder plate to the W (i.e. sample holder plate 
between the sphere and the W). Scenario 3 and 4 (not shown) correspond to 
the same set up as Scenario 1 and 2 respectively but adding an empty sample 
holder at the corresponding empty port during the STR signal measurements 
in both R (Refl. mode) and in T (Trans. mode). Please refer to Appendix I for 







ROOT MEAN SQUARED ERROR OF BROAD-LEAF MEASURED SIGNAL PER SAMPLE HOLDER SCENARIO 
Symbol 
Flat plastic uncut broad-leaf samples Silicon uncut broad-leaf samples 
Scenario 1 Scenario 2 Scenario 1 Scenario 2 
RMSE RuncutSH 0.01 0.01 0.02 0.01 
RMSE TuncutSH 0.03 0.02 0.07 0.04 
These are results from (3). Results from scenario 3 and 4 are equal to scenario 1 and 2, respectively. 
 
TABLE III 
INFLUENCE OF NEEDLE CROSS-SECTION SHAPE ON THE GF-CORRECTION FORMULAE PERFORMANCE  
Cross-section 
scenario 
Relationships (Fig. 5(b)) 
GF-correction output 
Reflectance Transmittance 
Flat (F) TrueGF < IdealGF  Rneedle >= RuncutSH TrueGF <= IdealGF  Tneedle <= TuncutSH 
Reflectance is overestimated; 
transmittance underestimated (1)  
Squared (S) TrueGF <= IdealGF Rneedle >= RuncutSH TrueGF > IdealGF Tneedle > TuncutSH 
Both overestimated (reflectance 
(1)) 








SCANNING AND IMAGE PROCESSING SCENARIOS FOR GF DIGITAL 
COMPUTATION 
1st Sensitivity analysis: 1-needle-sample scenarios (F, S, and Rh cross-
section scenarios) 
SCENARIO QUANTITY UNITS Values 
Scan-settings Resolution (r) p.p.i. 800, 1200, 2400 
Brightness (b) % 0-100 in steps of 
10% 
Contrast (c) % 0-100 in steps of 
10% 
Image processing White-threshold 
(t) 
n.a 0-256 in steps of 
2% 
2nd Sensitivity analysis: Standard-needle-sample scenarios (F1, F2, F3, 
S1, S2, S3, Rh1, Rh2, and Rh3) 










Image processing White-threshold 
(t) 
n.a 0-256 in steps of 
2% 












RANGE OF OPTIMAL THRESHOLD VALUES PER STANDARD-NEEDLE-SAMPLE SCENARIO  
Scenario Range of optimal t values (relative t in % for rage 0-256) Best threshold 
F1 249.9 (98%)  
F2 137.7 to 234.6 (54 to 92%) 204 (80%) 
F3 96.9 to 193.8 (38 to 76 %) 147.9 (58%) 
S1 249.9 (98%)  
S2 91.8 to 137.7 (36 to 54%) 107.1 (42 %) 
S3 173.4 to 244.8 (68 to 96%) 224.4 (88 %) 
Rh1 249.9 (98%)  
Rh2 204 to 239.7 (80 to 94 %) 219.3 (86%) 
Rh3 249.9 (98%)  
Resolution (r) = 800 ppi, brightness (b) and contrast (c) = 0% and the t values above correspond to the optimal r-b-c-t scan 
and image processing settings per scenario, used to compute the final DigitalGFR and DigitalGFT used to compute the OPs per 
scenario.  
