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ABSTRACT 
For a class of Hamiltonian systems with a suitable recursion operator for symmetries it is shown 
that there exists a local coordinate system in which the Hamiltonian, the symplectic form and the 
recursion operator all have a special (diagonal) form. 
1. INTRODUCTION 
During the last decades there has been an increasing interest in completely 
integrable Hamiltonian systems. It is well known that for a 2n dimensional 
Hamiltonian system the existence of n constants of the motion in involution 
(and the compactness of the corresponding level sets) implies the complete 
integrability of the system (see for instance Arnold [l]). Because of this it is an 
important question whether a given Hamiltonian system has constants of the 
motion other than the Hamiltonian. A possible method for generating con- 
stants of the motion is the following. 
For a Hamiltonian system every constant of the motion gives rise to a 
symmetry. However the converse need not be true. If the system has a so called 
recursion operator for symmetries it is possible to construct an (infinite) 
sequence of symmetries by successive application of this recursion operator. 
Under suitable conditions these symmetries correspond to constants of the 
motion. Hence in that case there exists an (infinite) sequence of constants of 
the motion. Of course for a finite-dimensional system the constants of the 
motion of an infinite sequence cannot all be independent. This method of 
recursion operators, which can be applied to various finite- and infinite dimen- 
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sional Hamiltonian systems, has been developed by Magri [2, 31, Fuchssteiner 
[4], Fuchssteiner and Fokas [5] and Gel’fand and Dorfman [6] (also in a formal 
calculus). 
In this paper we study the local structure of a class of recursion operators 
which can be used in this method. We restrict ourselves to finite dimensional 
Hamiltonian systems. The organization of the paper is as follows. In the next 
section we introduce several concepts and give a sketch of the recursion 
operator method. Some algebraic properties of the recursion operator are 
studied in section 3. In section 4 we turn to differential geometric properties; 
in particular we show that there exists a local coordinate system in which the 
recursion operator has a very simple form. Finally in section 5 we return to 
Hamiltonian systems. It is shown that the Hamiltonian, considered as a 
function of the coordinates introduced in section 4, can only have a very special 
(diagonal) form. Related results for Lagrangian systems on tangent bundles 
have recently been given by Ferrario, Lo Vecchio, Marmo and Morandi [ 151. 
We end this section by making some remarks on the notation. Suppose .,tZ is 
a smooth manifold. The set of smooth vector fields on J and the set of smooth 
one-forms (covector fields) on J! will be denoted by X(d), respectively 
X*(d). The Lie derivative in the direction of a vector field A will be denoted 
by &. Applied to a vector field B the Lie derivative PA equals the Lie bracket 
[A, B] of the vector fields A and B, i.e. YAB= [A, B]. The contraction of a 
(differential) k-form (Y with a vector field A is denoted by iAa. If a is a 
one-form we also use the more symmetric notation (a, A) (= iAa). A tensor 
field with contravariant order i and covariant order j will be called an (i, j) 
tensor field. We always use the Einstein summation convention: summation 
takes place iff an index appears twice, once as a subscript and once as a 
superscript. 
2. CONSTRUCTION OF SEQUENCES OF CONSTANTS OF THE MOTION 
For completeness we present a sketch of the method of generating a sequence 
of constants of the motion using a recursion operator for symmetries. First 
some definitions are given. Let w denote a symplectic form on a 2n dimensional 
manifold A. To w correspond the linear mapping Q: X(&+X*(&) :A-+i,w 
and the inverse mapping Q+ : ~*(J)-+%‘(J). Both mappings are skew 
symmetric. The mapping 0’ is sometimes called canonical operator, implectic 
operator or Hamiltonian operator. Of course $2 and 9’ can also be con- 
sidered as (0,2) respectively (2,O) tensor fields. Let H be a function on A. The 
Hamiltonian vector field with Hamiltonian N on the symplectic manifold 
(4 w) is defined by 
(2.1) X=f2+dH. 
The corresponding Hamiltonian system on JZ is 




For many physical systems d is the cotangent bundle of configuration space, 
but we do not make this assumption. 
The Poisson bracket of two functions F and G on J is defined by 
(2.3) {F, G> = (dF,fT--‘G). 
A constant of the motion or first integral of the system (2.2) is a function F 
on & such that 
(2.4) (dF,X)=SfxF=O on A. 
A symmetry of (2.2) is a vector field Y on JZ such that 
(2.5) [X, Y]= L$Y=O on J. 
A recursion operator for symmetries is a linear mapping /1: .X(J)-+X(J), 
corresponding to a (1,l) tensor field A such that 
cw y’,A=O on J. 
2.7. REMARK. Generalizing (2.4)-(2.6) a (p, 4) tensor field 3 which satisfies 
(2.8) L&Z=0 on d 
could be called a tensor symmetry. If the (p, q) tensor field B on & depends on 
an additional parameter t then, instead of (2.8), we require that 
(2.9) 3+Y,E=O (&$). 
For more properties of the tensor symmetries defined by (2.8) or (2.9) see 
Ten Eikelder [7, 81. III 
For further reference we state the following 
2.10. LEMMA. Suppose a is a closed one-form on A. Then 
(2.11) L&,52=0 and 5!&$2+=0. 
PROOF. The closedness of o yields that 
~~+ao=din-,w=d(~~2’cw)=dar=0. 
Since the difference between o and D is only a matter of notation, this implies 
the first part of (2.11). Because 52 and Q+ are each other’s inverses we have 
(Y&$)52+ + 12(LqQy-p’) = 0, 
which proves the second part of (2.11). q 
A simple consequence of this lemma is the well known fact that px52=0 
and pxQ+ = 0. Suppose F is a constant of the motion. Using Leibniz’rule 




So every constant of the motion gives rise to a symmetry. Since for an arbitrary 
symmetry Y the one-form OY is not necessarily exact (or closed), not every 
symmetry is of this type. 
After these preliminaries we now describe the possible construction of a 
sequence of constants of the motion using a recursion operator for symmetries. 
We always consider the Hamiltonian system (2.2). 
Suppose there exists a closed two-form a, which is invariant for the flow of 
X, i.e. Pxq = 0. With a, is associated the linear mapping 46: X(J)-+ X*(J) : 
A+iA~. Now let /1: X(~)-+!?(J) denote the composition of the mappings 
52’ and @ (in terms of tensor fields: the contracted multiplication of the 
tensor fields 0’ and @). In local coordinates the components of /i are given 
by A;=Q eik@Pkj. Leibniz’rule yields that 
So /1 turns out to be a recursion operator for symmetries. 
2.12. REMARK. The closedness of v, implies that dixa, = P’xu, = 0, so the one- 
form ixcp is closed. If this one-form is exact there exists a function G on .& 
such that 
ixu, = dG. 
Note that in case v, is nondegenerate, X is also the Hamiltonian vector field with 
Hamiltonian G on the symplectic manifold (4 p). If p is not a multiple of o, 
the system is called bi-Hamiltonian. The importance of bi-Hamiltonian systems 
has already been noticed by Magri. q 
Using the recursion operator /1= Q2’@ we now can construct an infinite 
sequence of symmetries X, by 
(2.13) X,=AkX k=O, 1,2, . . . 
If these symmetries are again Hamiltonian vector fields, i.e. Xk = fi+dF,, the 
skew symmetry of CD and Q’ implies that 
(2.14) (dI$X)=(S2X,,X)=(@(fi2’@)k-1X,X)=0, 
so the functions Fk are constants of the motion. The following theorem gives 
conditions which ensure that the Xk are (locally) Hamiltonian vector fields. 
2.15. THEOREM. Suppose the Hamiltonian system (2.2) has a recursion 
operator for symmetries of the form A = 52’ CD, where @ corresponds to a 
closed two-form 8. If the Nijenhuis tensor field of A vanishes then the one- 
forms axk are closed. If moreover the first cohomology group of J? vanishes, 
there exists an infinite sequence of constants of the motion in involution Fk 
defined by 
(2.16) dFk=Gxk=&lkx k=O, 1,2, . . . 
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PROOF. A simple proof of this well known result is given in appendix 2. 
For the definition of the Nijenhuis tensor field of a (1,l) tensor field see 
appendix 1. 
3.ALGEBRAIC PROPERTIES 
With the (1,1) tensor field A = Q’ CD (with Q+ and @ skew symmetric) the 
following two eigenvalue problems are associated. 
(3.1) AY=ilY (A; yj = Q + ikgikj yj = /i y;), YE Y(d), 
(3.2) AQ=AQ (L+ = @,52 + ikcDkj = ;lej), @E Y”*(Jr). 
Note that the eigenvalue Iz is a function on Jli: the ‘eigenvector’ Y is a vector 
field on J and the ‘eigenvector’ Q is a one-form on J. A vector field Y which 
satisfies (3.1) will be called an eigenvectlor field of /1. A one-form Q which 
satisfies (3.2) will be called an eigen one-form of A. If Y is an eigenvector field, 
then Q = @Y (i.e. Qi= ~ij Yj) is an eigen one-form. Also if .Q is an eigen 
one-form then Y=O’@ (i.e. Y’=Q”jej) is an eigenvector field. 
In a point u E 1 the eigenvalue problems (3.1) and (3.2) are identical to the 
right and left eigenvalue problems of a matrix /I which is the product of the 
skew symmetric matrices Q’ and @. 
3.3. THEOREM. All eigenvalues of A = W--CD have at least algebraic multi- 
plicity 2. 
PROOF. Suppose A has an eigenvalue 1 with a left eigenvector Q. Then 
Y= Q+Q is a right eigenvector of /i. Since 0’ is skew symmetric (Q, Y) = 0. 
Wilkinson [9] has shown that this implies that the algebraic multiplicity of L 
is at least 2. 0 
In this paper we only consider the most manageable case allowed by this 
theorem, i.e. we assume that the following condition holds. 
(Hl) There exists an open set %C J such that in ‘Z$ the (1,l) tensor field 
/i = D + CD has n mutually distinct real eigenvalues li (i = 1, . , . , n), all with a two 
dimensional eigenspace. 
The condition that the eigenvalues are real is only for convenience. All results 
of this paper can easily be adapted to the case that /1 has complex eigenvalues. 
Since the dimension of J is 2n, (Hl) implies that the algebraic multiplicity of 
every eigenvalue is 2. 
Suppose in a point UEJ, ei and cri (i= 1, . . . . n) are linearly independent left 
eigenvectors of /1, corresponding to the eigenvalue J+. Then, since 52’ is 
invertible, 
(3.4) Yj=O’Qi* Zi=G?‘Oi 
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are 2n linearly independent right eigenvectors of ,4 (in u E A). In the sequel we 
use the normalization given by 
(3.5) 1 
Q,rj)=O, (c%zj)=o 
(~j,yj)=-(@jlZj>=S, i,j=l,..., n. 
Of course the left and right eigenvectors of A in u are not completely fixed by 
(3.4) and (3.5). For instance for arbitrary Je R the transformation 
Zj+Zj = Zi +A Yi (no summation) 
does not violate (3.4) and (3.5). The normalization (3.5) implies that A can be 
written as tensor product of the right eigenvectors Yip Zi and the left eigen- 
vectors @i, Dj. 
(3.7) A= j, ~i(500i-ziO@i)- 
So far we only did some algebra in an arbitrary point UE Uu Using the 
Malgrange preparation theorem (see Golubitsky and Guillemin [lo]) it can be 
shown that if (Hl) holds and A is smooth (which we always assume), the eigen- 
values Ar, . . . . A,, are smooth functions on C#. Then using elementary matrix 
theory it follows that we can choose right and left eigenvectors of A which are 
smooth in a. In differential geometric terms this means we have constructed 
smooth eigenvector fields .Yiui, Zi and eigen one-forms Qi, oi of A which satisfy 
(3.4), (3.5) and (3.7). 
4. DIFFERENTIAL GEOMETRIC PROPERTIES 
In this section we construct a local coordinate system in which the recursion 
operator A ((1,1) tensor field A) has a very simple form. Besides (Hl) we shall 
always assume that the following differential geometric conditions hold: 
(H2) A =Q+@, where @: ?(A)-+~*(A) is a skew symmetric mapping (or 
(0,2) tensor field) which corresponds to a two-form 9 (In+ is always the 
canonical operator corresponding to co, see section 2). 
(H3) The Nijenhuis tensor field of A vanishes. 
(H4) In every point u E ofi we have dAi#O for i= 1, . . . . n. 
Some more or less well known results on (1,l) tensor fields with a vanishing 
Nijenhuis tensor are given in appendix 1. From this appendix (theorem 6.5) it 
follows that 
Ad/li=IzidAi (no summation) i= 1, . . ..n. 
So (H4) implies that for the eigen one-forms Qi and the eigenvector fields Yi we 
can take 
(4.1) Qi=dAi, Yi=Q‘Qi=Q+dAi. 
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From now on we assume that ei and Yi are given by (4.1). As a consequence 
of theorem 6.4 ii) we have 
~~li=O for i*j. 
This implies that the Poisson bracket of li and /lj vanishes: 
{Ai,;lj}=<dAi,Q+dAj) =P”‘dA,di=9q,jli=O. 
For the corresponding (Hamiltonian) vector fields Yi=O+dAi this means 
(4.2) [Yi, Yj]=O* 
The other possible types of Lie brackets between the eigenvector fields of/i are 
(4.3) Izi, zjl, t yi, zjl i,j=l n. , ..-, 
It follows from theorem 6.4 i) that each of these Lie brackets is a linear 
combination (the ‘coefficients’ are functions on %C A) of the four vector 
fields Yi, Yj, Zi and Zj (respectively the two vector fields Yi::, Zi in the case 
i=j). We first show that the brackets in (4.3) are linear combinations of Yi 
and Yj only. 
The contraction of the vector field [Zip Zj] with d& is given by 
(4.4) (d3Lk, [Zi, Zj]> = 6”ziizidAk- izjyzid&. 
It follows from (4.1) and (3.5) that izjdAk= (d&, Zj) = -6,. Hence the first 
term in the right hand side vanishes. Further (d&, Zi > = -Ski implies 
9”idA~=dS?~iA~=d(dA~, Zi)=O, 
so the second term also vanishes. From (4..4) with k = i and k = j it follows that 
in the expansion for [Zi, Zj] the ‘coefficients’ of Zi and Zj vanish. SO [Zi, Zj] 
is only a linear combination of Yi and Yju Similarly it can be shown that also 
[ Yi, Zj] is only a linear combination of Yi and 5 (respectively Yj if i= j). 
The latter result can even be strenghtened. Using [ Yi::, Zi] = gi Yi for some 
function gi, the normalization (3.5) and lemma 2.10 we obtain, for i#j, 
(CJi, [Yj, Zjl> =9yiiz,oi-iz -Yr.Oj / 1 
= - izj -5fyi (QZi) 
= - i,,Q[ Yj, Zj] 
= - izjQgj Yi 
= - giiz,dAi 
=o. 
This means that for i# j the bracket [Yip Zj] cannot have a component in the 
direction of Yi. Thus we have proved the following 
4.5. THEOREM. There exist functions aij, bij on W such that 




[Zi, Zj] = Uij Yi- aji rj (no summation) i,j=l n 9 a*-, 
[Y{, Zj]=bijYj* 
The aij and b, should not be confused with the components of a (0,2) tensor 
field. Every au (i.e. for fixed i, j) is a function on a. Note that, although the 
Yi are fixed by (4.1), the eigenvector fields Zi still allow a transformation of 
the form (3.6) (where now thefi are functions on Ok). 
4.9. THEOREM. On an open set q’c W there exist functions J such that all 
2n eigenvector fields Yi and 2 = Zi +fi Yi of A commute. 
PROOF. The proof of this theorem is similar to the proof of the Frobenius 
integrability theorem for vector fields. An explicit proof is given in appendix 3. 
The eigen one-form corresponding to Zi is Gi=ai+AdAi (see (3.6)). The 
eigenvector fields Yi, .& and eigen one-forms ei=dAi and Gi still satisfy the 




The 2n commuting eigenvector fields Yi and Zi give rise to a local coordinate 
system qi, ri (i = 1, . . . , n) such that 
(4.11) Yi” &, Zii= -a$* 
I I 
The minus sign in the second relation is only for convenience. It is easily seen 
from (4.10) and (4.11) that 
(4.12) di=dqi, dAi=dri i=l n. , es-, 
The second expression means that we can identify ri with the eigenvalue Li. 
The eigenvector fields Yj and Zi can now be written as 
(4.13) I Yi=C!‘dAi= $ I Zi=Q+dqi= - &. I 
This leads to the following 
4.14. THEOREM. There exist an open set WC % and functions qi (i = l,.. . . , n) 
on @‘such that qi,Ai (i= 1, . . . . n) are a local coordinate system for W with 
(4.15) CO= i dqir\dAi, 
i=l 
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(4.17) q= Zn: /lidqiAdAi. 
i=l 
PROOF. In view of the previous considerations we only have to prove (4.15), 
(4.16) and (4.17). The expression (4.15) follows at once from (4.13). Substi- 
tution of (4.13), (4.12) and (4.1) in (3.7) yields (4.16). Finally (4.17) is proved 
by noting that 9 corresponds to the mapping @ =QA (i.e. @,=9,/l!). 0 
Note that a, is also closed, which we did not assume in this section. It follows 
from (4.15) that qi, Ai are canonical coordinates for the symplectic from o. Of 
course the existence of local coordinates such that o has the canonical form 
(4.15) follows also from Darboux’s theorem. However the method we have 
followed also yields the elegant expressions for p(Q) and A. 
5. CONCLUSIONS 
In the preceding section we introduced a special local coordinate system for 
a (1,l) tensor field A which satisfies (Hl), (H2), (H3) and (H4). We now return 
to Hamiltonian systems. Suppose that A is (can be used as) a recursion operator 
for symmetries of a Hamiltonian system of the form 
(5.1) ti=X=Q’dH. 
This means that A is invariant under the flow of the vector field X, i.e. 
Leibniz’ rule implies that also 
Y+lk=O k= 1,2,3, . . . 
Contraction in the (1,l) tensor field Ak shows that the traces of all powers of 
A are also invariant under the flow of X. Since, by (Hl), all eigenvalues Ai of 
A are distinct, this implies that 
(5.2) ~~/zi=(d~i, X)=0 i=l ,...,m. 
This is the well known fact that the eigenvalues Li of the recursion operator for 
symmetries are constants of the motion. Consequently the eigenvector fields 
Yj= Q2’dAi are also symmetries of the Hamiltonian system (5.1). 
We now show that the Hamiltonian ,H, considered as a function of the 
coordinates qi, Ai as given in theorem 4.14, can only have a very special form. 
In terms of the canonical coordinates qj, Ai the Hamiltonian vector field can be 
written as 
afi a aH d ----- . 
&Ii &Ji &Ji aAi > 
5.4. THEOREM. SUppOSe /1 iS a reCUrSiOn OperatOrfOr Symi?U?trieS Of@. 1). 
Then 
(5.5) fj=o i=l Iz, 3 a*‘, 
I 
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(5.6) aZH =O.for i*j, 
d&aAj 
i, j=l ,..., n. 
PROOF. It is easily seen from (5.3) and (5.2) that 
aH 
- = -(d&X)=0, 
a4i 
which proves (5.5). To prove (5.6) first note that, since Q and A are invariant 
under the flow of X, this also holds for CO = C&l and so for the corresponding 
two-form q. Substitution of v, as given in (4.17) then yields 
n 
(5.7) ~XCD= iC, Lid(-%qi)Ad~i=Ov 
where we already used (5.2). From (5.3) 
Substitution in (5.7) results in 
i li $. dhjAdAi=O 
i,j=l i J 
which implies (5.6). q 
Note that (5.5) means that the Hamiltonian H depends only on the coor- 
dinates Li. So the coordinates qi, Ai are of the same local form as action-angle 
variables of a completely integrable Hamiltonian system. Moreover it follows 
from (5.6) that His in the ‘diagonal form’ 
(5.8) H(ql, -*-,qn,Al,***,An)= ii, hi(ni)* 
In section 2 we have shown how the recursion operator A can be used to 
generate an infinite sequence of constants of the motion Fk. Substitution of 
(5.8) and (4.16) in (2.16) yields that 
so the constants of the motion Fk are also in ‘diagonal form’. 
During the last decades the so called inverse scattering technique has become 
one of the most important methods for solving certain nonlinear (Hamiltonian) 
systems. In this method an important role is played by an eigenvalue problem 
(Lax representation) P. The solution of the system then can be considered as 
a canonical transformation to action-angle variables, in which the eigenvalues 
of P play the role of action variables. Hamiltonian systems for which this 
method works often have a recursion operator for symmetries A (in this context 
sometimes called squared eigenfunctions operator) of the type discussed in this 
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paper. The eigenvalues of /I are then strongly related to the eigenvalues of P. 
Moreover the Hamiltonian, considered as a function of the action variables (i.e. 
the eigenvalues of P or the related eigenvalues of /I) is often (always ?) in the 
diagonal form (5.8), in accordance with theorem 5.4. An example of this 
situation is the periodic Toda chain (see for instance Flaschka [l Xl). 
We now consider the problem: for which Hamiltonian systems does there 
exist a recursion operator for symmetries of the considered type. Theorem 5.4 
implies that there must exist a local coordinate system qi, Izi such that (5.5) and 
(5.6) hold. Suppose the Hamiltonian system is completely integrable and has 
action-angle variables Li,qi in the neighbourhood of an invariant torus (see 
Arnold [l; 5 491). Then (5.5) holds, but in general not (5.6). If the Hamiltonian 
also satisfies (5.6), a recursion operator for symmetries /i = 0’ Q, with a 
vanishing Nijenhuis tensor is given by (4.16). This is easily checked by a 
straightforward computation. 
Next we want to make some remarks on the relation of the results of this 
paper and those given in Ten Eikelder [7, 81. There we considered recursion 
operators of the form 
(5.9) /i=o-qA2, 
where ‘v is a symmetry such that i,co =QV is not closed (in [7, 81 such a 
symmetry has been called a non-semi-canonical symmetry). It is easily verified 
that for every symmetry V with SZV not closed, (5.9) yields a nonvanishing 
recursion operator for symmetries. A natural question is now whether all re- 
cursion operators for symmetries of the type considered in this paper can be 
obtained from a symmetry V by (5.9). In terms of the coordinates qi,lj (as 
described in theorem 4.14) such a symmetry V is easily constructed. A simple 
computation shows that 
is a symmetry which yields by (5.9) the recursion operator /1 as given in (4.16). 
Note that I/is a symmetry which is parameterized by t, so it satisfies (2.9). A 
simple computation shows that 
a condition which was used frequently in [S, chapters 4 and 51. By repeated 
application of the recursion operator /I to I’ we can construct an infinite 
sequence of symmetries 
(5.11) v,=Llkv=(SPYrJ2)kV k=O, 1,2, . . . 
By (5.9) all these symmetries give again rise to recursion operators for symme- 
tries. These recursion operators turn out to be powers of /1 =Q+Y&. More 
properties of the symmetries V, are given in [8, 0 4.5, 4.6 and 4.71. The 
sequence of symmetries V, described here can be compared with the sequence 
of symmetries 2, of the Korteweg-de Vries equation (an infinite-dimensional 
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Hamiltonian system) as given in [8; (5.6.19), (5.6.20)]. Both sequences have 
similar form and properties. 
6.APPENDIX 1 
In this appendix we describe the Nijenhuis tensor field of an arbitrary (1,l) 
tensor field and prove some of its more or less well known properties. Suppose 
/i is an arbitrary (1,1) tensor field on a manifold A. Then there exists a (1,2) 
tensor field % on d such that for all vector fields A 
(6.1) YAAA -/W&4 =EA. 
In local coordinates 
(6.2) 
k (~~,A),!-A~(~~A)j”=~~~A . 
The (1,2) tensor field B * is called the Nijenhuis tensor field of II (see Nijenhuis 
[ 121, Schouten [ 13, page 661). If E vanishes (6.1) implies that for all vector fields 
A and B 
(6.3) [AA, AB] -A[AA, B] =A[A, AB] -A2[A, B]. 
This leads to the following 
6.4. THEOREM. Suppose A is a (1,l) tensor field which has a vanishing 
Nijenhuis tensor field and which has a complete set of eigenvector fields. Let 
A and B be eigenvector fields of A, corresponding to the eigenvalues 1 
respectively u. Then 
i) [A, B] is a linear combination (the %oefficients’ are functions on A) of all 
the eigenvector fields corresponding to rZ and ,u (also if A = pu), 
ii) yBa = 0 if a fp, 
PROOF. After substitution of AA =ilA and AB=,uB in (6.3) and some 
elementary manipulations we obtain 
(P - ~M-?‘dB + W&A) = (A - MA - PU)M 4. 
Expanding [A, B] as a linear combination of all eigenvector fields of A shows 
that both sides of this expression must vanishes. This implies i) and ii). 0 
Note that part i) of this theorem says that the eigenspaces of A (provided they 
have fixed dimensions) form integrable subbundles of the tangent bundle YJ 
(see Abraham and Marsden [14]). 
6.5. THEOREM. Suppose A is a (1,l) tensor field which has a vanishing 
Nijenhuis tensor field. Let Iz be an eigenvalue of A which has an eigenvector 
field and an eigen one-form with a nonvanishing contraction. Then 
Ada = ada. 
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PROOF. Let A and a be an eigenvector field and an eigen one-form of A, both 




By taking the Lie derivative of (6.7) in the direction of AA we obtain 
(6.8) (~,n)a+A(~Aa)=(~A~)a+~(~Aa). 
Since the Nijenhuis tensor field of A vanishes, the first term can be written as 
(6.9) (~~An)a=(~~n)Aa=n(~~A)a. 
The contractions in this expression may be clearified by using local coordinates, 
see (6.2). Substitution of (6.6) and (6.9) in (6.8) yields 
(6.10) ~(4”,/l)a+~~--)Y’,,a=(~~‘n,n)er. 
For the function A and the one-form a we have 
and 
Both relations are easily proved in terms of local coordinates. Substitution of 
these two relations in (6.10) finally results in 
~yA(Aa-~a)=(a,A)(A-~)d~. 
The proof is completed by using (6.7) and (a, A) #O. 0 
7.APPENDIX2 
This appendix contains a simple proof of theorem 2.15. Define the skew sym- 
metric mappings Q2,: X(+&)+X*(A) by 
(7.1) Q/,=mlk=a(12-@)k k=O, 1,2, . . . 
So Q,, = Q and Q, = @. The corresponding two-forms will be denoted by wk. 
Note that o. = o, q = a, and that iAok = iAkAo for every vector field A. 
7.2. LEMMA. The two-forms ok are closed for k = 0, 1,2, . . . 
PROOF. For an arbitrary vector field A we have 
(7.3) 
iA dW,+ = -u, cc)k - diA wk 
=y/,Ok-di/,kAO 
= e!$mk-- e!i$,k/,cc), k=O, 1,2,... 
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where we used that co is closed. Since w1 = CJJ is closed (7.3) vanishes for k = 1. 
In terms of the corresponding mappings ((0,2) tensor fields) Sz and &I this 
means 
Using the vanishing of the Nijenhuis tensor field of /1 (i.e. (6.1) with E= 0) it 
is easily shown by induction that 
~&alk) = Yak,& k=O, 1,2,... 
However this implies that (7.3) vanishes for k = 0, 1,2, . . . 0 
Now the proof of theorem 2.15 is elementary. It follows from (7.1) that 
(7.4) &ok=0 k=O, 1,2,... 
The one-forms s2x, can be written as 
fixk=~Akx=~kx=ixc+ 
The closedness of ok and (7.4) now yield 
If the first cohomology group of J vanishes the closed one-forms &?Xk are 
exact, i.e. there exist fUnCtiOnS Fk such that &?&=dFk. It iS shown in (2.14) 
that the Fk are constants of the motion. A similar computation shows that 
they are in involution. This concludes the proof of theorem 2.15. 
Note that if the Fk exist, we have dFk = iXc()k. So if the closed two-form d+ 
is nondegenerate we can consider X as the Hamiltonian vector field with 
Hamiltonian Fk on the SympleCtiC manifold (AC+). 
8. APPENDIX 3 
In this appendix a proof of theorem 4.9 is given. It is easily seen that the 2n 
vector fields Yj, Zj commute if the functionsfi satisfy the following conditions. 
(8.1) YyJjE(dfi, Yi)=-b,, 
(8.2) Yz,,fj~ (dJ; Zi > =aji i,j=l n. , a**, 
So for every function 4 we have 2n differential equations which describe the 
behaviour in the direction of the 2n vector fields Y,, . . . . Y,, Z,, . . . . Z,. By 
taking Lie derivatives of (8.1) and (8.2) in the directions of Yk and Zk and by 
using -Qy’-- yBy?, = -G$, B1, the Lie brackets (4.6), (4.7) and (4.8) and again 
(8.1) and (8.2) we obtain the following compatibility conditions for the system 
(8.1) and (8.2) 
(8.3) yykbu- -Pyibkj=O, 
(8.4) -Yzk bij + yq Ujk = - bik bkj 3 
(8.5) Pzk Uji - Yz, Ujk = Uik bij - Uki bkj (no summation) i, j, k= 1, . . . . II. 
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If these compatability conditions are satisfied the second derivatives of the 
functions fj are uniquely determined and there exist local solutions for (8.1) 
and (8.2). 
We now show that (8.3), (8.4) and (8.5) follow at once from (4.6), (4.7) and 
(4.8). By taking the derivative of (4.8) in the direction of Y, and using (4.6) we 
obtain 
Using the Jacobi-rule, followed by (4.6) and (4.8), results in 
This implies (8.3). In a similar way we can prove (8.4) and (8.5). For (8.4) we 
start with the derivative of (4.8) in the direction of 2, and for (8.5) we start 
with the derivative of (4.7) in the direction of Z,. 
ACKNOWLEDGEMENT 
I want to thank Prof. dr. J. de Graaf for many stimulating discussions. 
REFERENCES 
1. Arnold, V.I. - Mathematical Methods of Classical Mechanics, Springer Graduate Texts in 
Math. 60, Springer Verlag, New York 1978. 
2. Magri, F. - A simple model of the integrable Hamiltonian equation, J. Math. Phys. 19, 
1156-1162 (1978). 
3. Magri, F. - A geometrical approach to the nonlinear solvable equations, in: Nonlinear evo- 
lution equations and Dynamical Systems (Springer Verlag, Berlin, Lecture Notes in 
Physics 120, 233-263 (1980). 
4. Fuchssteiner, B. - Application of heriditary symmetries to nonlinear evolution equations, 
Nonl. Anal. TMA 3, 849-862 (1979). 
5. Fuchssteiner, B. and A.S. Fokas - Symplectic structures, their Backlund transformations and 
heriditary symmetries, Physica 4D, 47-66 (1981). 
6. Gel’fand, I.M. and LYa. Dorfman - Hamiltonian operators and Algebraic structures related 
to them, Funct. Anal. Appl. 13, 248-262 (1979), The Schouten bracket and Hamiltonian 
operators, Funct. Anal. Appl. 14, 223-226 (1980). 
7. Ten Eikelder, H.M.M. - Canonical and non-canonical symmetries for Hamiltonian systems. 
Ph.D. thesis, Eindhoven University of Technology, (1984). 
8. Ten Eikelder, H.M.M. - Symmetries for dynamical and Hamiltonian systems, CWI tract 17, 
CWI, Amsterdam, (1985). 
9. Wilkinson, J.H. - Note on matrices with a very ill conditioned eigenproblem, Numer. Math. 
19, 176-178 (1972). 
10. Golubitsky, M. and V. Guillemin - Stable Mappings and their Singularities, Springer 
Graduate Text in Math. 14, Springer Verlag, New York 1973. 
11. Flaschka, H. - The Toda lattice II. Existence of integrals, Phys. Rev. B 9, 1924-1925 (1974), 
On the Toda lattice II, Progr. Theor. Phys. 51, 703-716 (1974). 
12. Nijenhuis, A. - X,-i forming sets of eigenvectors, Proc. Kon. Ned. Akad. van Wetensch. 
A 54, 200-212 (1951)=Indagationes Math. 13, 200-212 (1951). 
13. Schouten, J.A. - Ricci Calculus, Springer Verlag, Berlin, Second Edition 1954. 
14. Abraham, R. and J.E. Marsden - Foundations of Mechanics, Benjamin Cummings, London 
1978. 
15. Ferrario, C., G. Lo Vecchio, G. Marmo and G. Morandi - Separability of Completely Inte- 
grable Dynamical systems admitting alternative Lagrangian description, Lett. in Math. 
Phys. 9, 140-148 (1985). 
403 
