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a b s t r a c t
This paper investigates the robust control problem for a class of neural networks subject
to bounded uncertainties and time-varying delays. A memoryless decentralized variable
structure control law with dead-zone input for guaranteeing global asymptotical system
stability is derived. The results demonstrate that the derived control law does not restrict
the derivative of the time-varying delays even if dead-zone nonlinearity occurs in the
control input. Such a control law can be used to stabilize Cohen–Grossberg neural
networks, cellular neural networks and Hopfield neural networks; all of which have
bounded uncertainties and time-varying delays. Two examples are provided to illustrate
the effectiveness and validity of the proposed control scheme.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Cohen–Grossberg neural networks (CGNNs), cellular neural networks (CNNs), and Hopfield neural networks (HNNs)
form the class of recurrent neural networks. These networks have been extensively studied since the 1980s [1–7] for their
potential applications in modeling complex dynamic systems. This class of neural networks has been successfully applied
to solving various linear and nonlinear programming, as well as to image processing problems [6]. Stability analysis of these
neural networks is a very important issue because the existence of an unique equilibrium point is necessary when solving
signal processing problems, optimization problems, or partial differential equations [6,7]. In the practical implementation
of these neural networks, time delays and parameter uncertainties often create oscillation or instability behaviors. When
neural networks are implemented in very large-scale integrated (VLSI) electronic circuits, time delays may be induced
from the finite switching speed of amplifiers and the communication time of neurons in the interaction between the
neurons [7]. Over the past twodecades,manydelay-independent anddelay-dependent stability criteria have beenproposed;
and network stability has been verified by Lyapunov–Razumikhin techniques, linear matrix inequality (LMI) formulation,
or Lyapunov functions [8–12]. These stability criteria are only sufficient conditions, at times failing to verify the stability
of neural networks. Furthermore, these neural networks may exhibit complicated dynamics and even chaotic behaviors if
the network’s parameters are inappropriately chosen [13,14]. To remedy the unstable or chaotic behavior of this class of
neural networks, control schemes such as pinning control [15,16], contraction mappings [17] and decentralized feedback
control [18] have been proposed. In these approaches, a network’s parameters are assumed to be known and time-invariant.
In addition to the time delay, parameter uncertainty is another source of network instability. Practical neural networks
are often composed of a great number of interconnected neurons in which the connection weights are implemented by
resistance and capacitance elements that are subject to uncertainties.
Although several global robust stability criteria [19–21] for neural networks have been proposed, few works have
been done on the problems of controlling CGNNs, HNNs and CNNs with regard to uncertainties and time delays.
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Cao et al. [22] have presented robust adaptive controllers based on nonsmooth analysis and LMI techniques to ensure
the global asymptotical stability of modified CGNNs with uncertainties and time delays. The designed controllers are
independent of the bounds of the perturbations, system functions and time delays. Yu [23] has also proposed several delay-
dependent and delay-independent robust controllers based on the Lyapunov functional and LMI techniques to solve the
same problem. The above works both used centralized feedback controllers and were easier to implement than adaptive
backstepping controllers, which are designed through a recursive procedure and have the disadvantage of becoming
increasingly complex for high-order systems. The centralized feedback controllers are subject to the assumptions of constant
time delays and the requirement of coupling-states information, and hence may not be carried out when such information
is unavailable. On the other hand, a decentralized feedback controller consists of a set of independent single-input-single-
output (SISO) controllers, each of which uses only the local state rather than coupling-states information, and therefore the
decentralized controller is more suitable for practical implementation. It is also noted that the control inputs of practical
systems are frequently subject to dead-zone nonlinearity due to physical limitations [24,25]. The nonlinearity of control
inputs might result in serious degradation of nonlinear system performance or even system breakdown if the controller
is not well designed. Thus, the present study aims to develop a decentralized feedback controller to solve the instability
problem for neural networks with time-varying delays, parameter uncertainties, and dead-zone nonlinearity.
Our previous study on this line of research has developed a decentralized feedback controller for stabilizing the CNNs
from the system design aspect [26]. The present study extends the problem domain to a more general class of uncertain
and time-varying delayed neural networks, and proposes a decentralized variable structure control (VSC) law, which owns
the advantages of fast response, good transient performance, and insensitivity to parametric uncertainties or external
disturbances [27–29]. The hardware implementation of the proposed decentralized feedback controller is derived through
the sliding mode control which is a particular type of variable structure control system.
The rest of the paper is organized as follows. Section 2 defines the robust control problem of a class of neural networks
subject to bounded uncertainties and time-varying delays. In Section 3, based on the concept of sliding mode control,
the decentralized feedback controller with dead-zone control inputs is applied to control a class of neural networks with
bounded uncertainties and time-varying delays. A local proportional-integral (PI) switching surface is proposed to assign
the performance of the control system using sliding motion such that a memoryless decentralized controller is designed. In
Section 4, two numerical examples are illustrated to demonstrate the effectiveness of the proposed control scheme. Finally,
conclusions are presented in Section 5. Throughout the paper, the notation MT is used to denote the transpose of a square
matrix M, while for x ∈ Rn, ‖x‖ = (xTx)1/2 and ‖x‖1 = ∑i |xi| denote the Euclidean norm and the 1-norm of the vector,
respectively.
2. Formulation of the neural network control problem
A class of neural networks like CGNNs, CNNs, and HNNs having bounded uncertainties and time-varying delays can be
described by the following differential equations:
x˙i(t) = −di(xi(t))
(
c˜i(xi(t))−
n∑
j=1
a˜ijfj(xj(t))−
n∑
j=1
b˜ijfj(xj(t − τj(t)))+ Ji
)
, i = 1, . . . , n (1)
where n ≥ 2 denotes the number of neurons in the network. xi is the state variable associated with the ith neuron. Diagonal
matrix D = di(xi)n×n represents an amplification function and c˜i(xi) is an appropriate function to keep the solution of model
(1) bounded. B = (b˜ij)n×n and A = (a˜ij)n×n indicate the interconnection strengths among the neuronswith andwithout a time-
varyingdelay τj(t) ≥ 0, respectively. In this paper, a˜ij = aij+∆aij, b˜ij = bij+∆bij and c˜i = ci+∆ci indicate boundeduncertainties
among the neurons. The present study specifies τ∗i = max (τi(t)) and r∗j = max
(
τ˙j(t)
)
for 1 ≤ i ≤ n and t ≥ 0. Ji is an external
constant input. From the mathematical point of view, model (1) is a generalized form of Cohen–Grossberg neural networks
and includes well-known Hopfield neural networks and cellular neural networks by suitably choosing the di(xi), c˜i(xi) and fi
functions; that is, if di(xi) = 1, c˜i(xi) = cixi and the activation function fi satisfies 0 < f ′i ≤ M¯i (i = 1, . . . , n), then (1) describes
the Hopfield neural networks. Moreover, if di(xi) = 1, c˜i(xi) = cixi and fi(x) = 0.5 (|x+ 1| − |x− 1|) then (1) describes the
cellular neural networks. In this paper, neural networks (1) possess the initial condition of xi(t) = ψi(t) ∈ C ([−τ∗i , 0],R),
where C
([−τ∗i , 0],R) denotes the set of all continuous functions from [−τ∗i , 0] to R. Assume system (1) has an equilibrium
point x∗ = [x∗1 . . . . . . x∗n]T if the control input ui(t) is applied. Let us define the control state as zi(t) = xi(t)−x∗i , and the control
state vector Z(t) having the form Z(t) = [z1(t), z2(t), . . . , zi(t), . . . , zn(t)]T; then (1) can be transformed into:
z˙i(t) = −di(zi(t)+ x∗i )
(
c˜i(zi(t)+ x∗i )− c˜i(x∗i )−
n∑
j=1
a˜ij(fj(zj(t)+ x∗j )− f (x∗j ))
−
n∑
j=1
b˜ij(fj(zj(t − τij)+ x∗j )− fj(x∗j ))
)
, i = 1, . . . , n. (2)
Due to physical limitations, assume the control input ui(t) subject to dead-zone nonlinearity is added to system (2) such
that one can obtain:
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Fig. 1. Input function φi(ui(t))with dead-zone.
z˙i(t) = −di(zi(t)+ x∗i )
(
c˜i(zi(t)+ x∗i )− c˜i(x∗i )−
n∑
j=1
a˜ij(fj(zj(t)+ x∗j )− fj(x∗j ))
−
n∑
j=1
b˜ij(fj(zj(t − τij)+ x∗j )− fj(x∗j ))
)
− φi(ui(t)) (3)
or the following compact form:
z˙i(t) = −dˆi(zi(t))
(
cˆi(zi(t))−
n∑
j=1
a˜ijθj(zj(t)) −
n∑
j=1
b˜ijθj(zj(t − τj(t)))
)
− φi(ui(t)), i = 1, . . . , n (4)
where
cˆi(zi(t)) = c˜i(zi(t)+ x∗i )− c˜i(x∗i )
dˆi(zi(t)) = di(zi(t)+ x∗i )
θj(zj(t)) = fj(zj(t)+ x∗j )− fj(x∗j ) ∈ R.
In addition,φi(ui(t)) ∈ C1(R→ R) is a continuous input functionwith a dead-zone and ismathematically defined as follows:
φi(ui) =

φi,+(ui − ui,+), ui > ui,+
0, −ui,− ≤ ui ≤ ui,+
φi,−(ui + ui,−), ui < −ui,−
(5)
whereφi,+ andφi,− are positive nonlinear functions of ui. ui,+ and ui,− are positive constants. Furthermore, the input function
φi(ui(t)) outside of the dead-band has gained reduction tolerances βi,+ and βi,−, i.e., it satisfies the following property:{
(ui − ui,+)φi(ui) ≥ βi,+(ui − ui,+)2, ui > ui,+
(ui + ui,−)φi(ui) ≥ βi,−(ui + ui,−)2, ui < −ui,− (6)
where βi,+ ≤ φi,+ and βi,− ≤ φi,− for all ui are constants. ui(t) is assumed to satisfy the condition of φi(ui(t)) as illustrated in
Fig. 1.
The control objective is not only to design a controller but also to render the control input ui robust to bounded
uncertainties and time-varying delays even if dead-zone nonlinearity occurs in the system (4) such that Z(t) satisfies
limt→∞ ‖Z(t)‖ = 0. Before proposing the main results, the following assumption is made regarding a˜ij, b˜ij, c˜i(xi), di(xi) and
the function fi:
(A1) aij ≤ a˜ij ≤ aij, bij ≤ b˜ij ≤ bij and 0 < ci ≤ c˜i ≤ ci, where aij, bij, ci and aij, bij, ci indicate the lower bound and upper
bound of a˜ij, b˜ij, c˜i, respectively.
(A2) For each di(xi), i ∈ {1, 2, . . . , n}, is bounded, positive, and locally Lipschitz continuous, i.e., 0 < m ≤ di(xi) ≤ M < ∞
for all xi ∈ R.
(A3) For each c˜i(xi) and c˜i(xi)−1,i ∈ {1, 2, . . . , n}, are locally Lipschitz continuous and c˜′i(xi) ≥ δi > 0 forxi ∈ R.
(A4) fi : R → R, i ∈ {1, 2, . . . , n} is bounded and satisfies the Lipschitz condition with a Lipschitz constant of Li > 0,
i.e., |fi(u)− fi(v)| ≤ Li |u− v| for all u, v ∈ R.
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3. Design of robust controller for uncertain neural networks
A variable structure control method is used to ensure the global asymptotical stability of a class of neural networks like
CGNNs, HNNs, and CNNs subject to bounded uncertainties and time-varying delays. The concept of sliding mode control is
employed to develop the controller. Two major steps are undertaken: (1) designing an appropriate switching surface such
that the sliding motion on the sliding manifold is stable and ensures limt→∞ ‖Z(t)‖ = 0. (2) establishing a robust control
law such that the system can be driven to the switching surface and maintain a sliding motion on it.
3.1. Switching surface design
As long as the control system operates in the sliding mode, it satisfies the following equations [27–29]:
S(t) = 0 and S˙(t) = 0 (7)
where S(t) = [s1(t), s2(t), . . . , sn(t)]. A proportional-integral (PI) switching surface is proposed to assign the performance of
the control system to sliding motion, and defined as:
si(t) = zi(t)+
∫ t
0
(
kizi(λ)+ dˆi(zi(λ))cˆi(zi(λ))
)
dλ
= zi(t)+
∫ t
0
Ωizi(λ)dλ, i = 1, . . . , n (8)
where si(t) ∈ R and Ωi is a positive constant. Ωi and ki, i = 1, . . . , n, are design parameters which are easily determined
in the following discussion. By differentiating Eq. (8) with respect to time and introducing z˙i(t) from Eq. (4), the equivalent
control function φieq(ui(t)) in the sliding manifold can be obtained, i.e.:
s˙i(t) = z˙i(t)+ kizi(t)+ dˆi(zi(t))cˆi(zi(t))
= kizi(t)− dˆi(zi(t))
(
−
n∑
j=1
a˜ijθj(zj(t)) −
n∑
j=1
b˜ijθj(zj(t − τj(t)))
)
− φieq(ui(t)) = 0. (9)
Hence, the equivalent control function φieq(ui(t)) in the sliding manifold is derived as follows:
φieq(ui(t)) = kizi(t)+ dˆi(zi(t))
(
n∑
j=1
a˜ijθj(zj(t)) +
n∑
j=1
b˜ijθj(zj(t − τj(t)))
)
. (10)
Substituting φieq(ui(t)) into Eq. (4), the equivalent control system in the sliding manifold is obtained as:
z˙i(t) = −dˆi(zi(t))
(
cˆi(zi(t))−
n∑
j=1
a˜ijθj(zj(t)) −
n∑
j=1
b˜ijθj(zj(t − τj(t)))
)
− φieq(ui(t))
= −
(
kizi(t)+ dˆi(zi(t))cˆi(zi(t))
)
= −Ωizi(t) (11)
whereΩi is a positive constant and related to the exponential convergence speed of system (4) in the slidingmode. Obviously,
the design parameters ki, i = 1, . . . , n, can be suitably specified with ki = Ωi −λ−1i dˆi(λi(t))cˆ(λi(t))|λi = zi + κ to confirm the
stability of Eq. (11), where κ is a sufficiently small positive constant.
3.2. Sliding mode controller design
In Section 3.1, an appropriate sliding surface has been established. The next step is to propose a sliding mode control
scheme to drive the trajectories of system (4) onto the sliding manifold even if dead-zone input nonlinearity is present. The
sliding mode controller design is stated in the following theorem.
Theorem 1. For a class of neural networks with bounded uncertainties and time-varying delays given in Eq. (1) which satisfy
assumptions (A1)–(A4), if the control input ui(t) in Eq. (4) is subject to dead-zone nonlinearity as shown in Eqs. (5) and (6) and
suitably designed as:
ui(t) =

γi
((
|ki| +
n∑
j=1
MLiρ(aji)
)
|zi(t)| +
n∑
j=1
MLiρ(bji)zi(t)max
)
si(t)
|si(t)| + ui,+, si > 0
0, si = 0
γi
((
|ki| +
n∑
j=1
MLiρ(aji)
)
|zi(t)| +
n∑
j=1
MLiρ(bji)zi(t)max
)
si(t)
|si(t)| − ui,−, si < 0
(12)
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then the trajectory of the equivalent control system given in Eq. (4) will converge to the sliding manifold S(t) =
[s1(t), s2(t), . . . , sn(t)] = 0, where γi > 1β∗i , β
∗
i = min(βi,+,βi,−), ki = Ωi − λ−1i dˆi(λi(t))cˆ(λi(t))|λi=zi+κ in which Ωi is a
specified positive constant, κ is a sufficiently small positive constant. ρ(aji) = max
(∣∣∣aji∣∣∣ , ∣∣aji∣∣), ρ(bji) = max (∣∣∣bji∣∣∣ , ∣∣∣bji∣∣∣), and
zi(t)max = maxt∈[−τ∗i ,t] |zi(t)| represents the maximum absolute value of each element of Z(t).
Proof. The Lyapunov function V can be defined as:
V (t) = ‖S(t)‖1 =
n∑
i=1
|si(t)| . (13)
It is easily verified that V(t) is a non-negative function over [−τ∗,+∞) and is radially unbounded, i.e., V(t) → +∞ as
si(t) → +∞. From the definition of θj(zj(t)) and the assumption (A4), it is shown that:∣∣θj(zj(t))∣∣ ≤ Lj ∣∣zj(t)∣∣ . (14)
And: ∣∣θj(zj(t − τj(t)))∣∣ ≤ Lj ∣∣zj(t − τj(t))∣∣ . (15)
Subsequently, using (9) and evaluating the time derivative of V along the trajectory given in (4) gives:
V˙ (t) =
n∑
i=1
si(t)s˙i(t)
|si(t)|
=
n∑
i=1
si(t)
|si(t)|
{
kizi(t)− dˆi(zi(t))
(
−
n∑
j=1
a˜ijθj(zj(t)) −
n∑
j=1
b˜ijθj(zj(t − τj(t)))
)
− φi(ui(t))
}
. (16)
The first term in Eq. (16) can be further derived as:
n∑
i=1
si(t)
|si(t)| kizi(t) ≤
n∑
i=1
|si(t)|
|si(t)| |kizi(t)| ≤
n∑
i=1
|ki| |zi(t)| . (17)
Moreover, the other terms in Eq. (16) can be further derived as:
n∑
i=1
si(t)
|si(t)| dˆi(zi(t))
n∑
j=1
a˜ijθj(zj(t)) ≤
n∑
i=1
|si(t)|
|si(t)|M
n∑
j=1
∣∣a˜ijθj(zj(t))∣∣ ≤ n∑
i=1
n∑
j=1
MLj
∣∣a˜ij∣∣ ∣∣zj(t)∣∣
=
n∑
i=1
n∑
j=1
MLi
∣∣a˜ji∣∣ |zi(t)| ≤ n∑
i=1
n∑
j=1
MLi max
(∣∣∣aji∣∣∣ , ∣∣aji∣∣) |zi(t)| = n∑
i=1
n∑
j=1
MLiρ(aji) |zi(t)| . (18)
And:
n∑
i=1
si(t)
|si(t)| dˆi(zi(t))
n∑
j=1
b˜ijθj(zj(t − τj(t))) ≤
n∑
i=1
|si(t)|
|si(t)|M
n∑
j=1
∣∣∣b˜ijθj(zj(t − τj(t)))∣∣∣
≤
n∑
j=1
n∑
i=1
MLj
∣∣∣b˜ij∣∣∣ ∣∣zj(t − τj(t))∣∣ = n∑
i=1
n∑
j=1
MLi
∣∣∣b˜ji∣∣∣ |zi(t − τi(t))| ≤ n∑
i=1
n∑
j=1
MLi max
(∣∣∣bji∣∣∣ , ∣∣∣bji∣∣∣) zi(t)max
=
n∑
i=1
n∑
j=1
MLiρ(bji)zi(t)max. (19)
Substituting Eqs. (17)–(19) into Eq. (16) gives:
V˙ (t) ≤
n∑
i=1
(
(|ki| +
n∑
j=1
MLiρ(aji)) |zi(t)| +
n∑
j=1
MLiρ(bji)zi(t)max
)
−
n∑
i=1
si(t)
|si(t)|φi(ui(t)). (20)
Let
ηi =
(
|ki| +
n∑
j=1
MLiρ(aji)
)
|zi(t)| +
n∑
j=1
MLiρ(bji)zi(t)max. (21)
If the control input ui(t) is suitably designed as:
ui(t) =

γiηi
si(t)
|si(t)| + ui,+, si > 0
0, si = 0
γiηi
si(t)
|si(t)| − ui,−, si < 0
(22)
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where γi > 1β∗i . When si > 0, from Eqs. (5), (6) and (22), it is shown that ui > ui,+ and:
(ui − ui,+)φi(ui(t)) = γiηi si(t)|si(t)|φi(ui(t)) ≥ βi,+(γiηi)
2 ≥ β∗i (γiηi)2 . (23)
Furthermore, when si < 0, it is shown that ui < −ui,+ and:
(ui + ui,+)φi(ui(t)) = γiηi si(t)|si(t)|φi(ui(t)) ≥ βi,−(γiηi)
2 ≥ β∗i (γiηi)2 (24)
Eqs. (23) and (24) indicate that no matter what si is positive or negative:
si(t)
|si(t)|φi(ui(t)) ≥ β
∗
i γiηi = β∗i γi
((
|ki| +
n∑
j=1
MLiρ(aji)
)
|zi(t)| +
n∑
j=1
MLiρ(bji)zi(t)max
)
. (25)
Substituting Eq. (25) into Eq. (20) yields:
V˙ (t) ≤ −
n∑
i=1
(β∗i γi − 1)
((
|ki| +
n∑
j=1
MLiρ(aji)
)
|zi(t)| +
n∑
j=1
MLiρ(bji)zi(t)max
)
. (26)
Since γi > 1β∗i has been specified in Eq. (12), it can be concluded that V˙ (t) < 0. Furthermore, V˙ (t) = 0 if and only if si = 0.
According to Lyapunov theory, the inequality V˙ (t) < 0 indicates that V(t) converges to zero, i.e., si(t) → 0, i = 1, 2, . . . , n.
This completes the proof. 
Remark 1. Theorem 1 has shown that the system is controlled by the control input ui(t) given in Eq. (12) and the trajectory
of the equivalent control system converges to the slidingmanifold S(t) = [s1(t), s2(t), . . . , sn(t)] = 0. After the system enters
the slidingmode, the equivalent control system (11) in the slidingmanifold is obtained by substituting the equivalent control
function φieq(ui(t)) into Eq. (4). Then the values of ki, i = 1, . . . , n are specified with ki = Ωi − λ−1i dˆi(λi(t))cˆ(λi(t))|λi=zi+κ
guaranteeing the asymptotical stability of the system. Consequently, the control system given in Eq. (4) is asymptotically
stable in the large.
Remark 2. The controller acts based on a local state to facilitate hardware implementation. In Eq. (12), the integral part and
the term zi(t)max can be respectively measured using an integrator and peak-detector [30] without the need for a memory
device.
Remark 3. The controller in Eq. (12) applies a discontinuous control law, and thus chattering is unavoidable. In order to
eliminate this chattering, the controller can be modified as:
ui(t) =

γi
((
|ki| +
n∑
j=1
MLiρ(aji)
)
|zi(t)| +
n∑
j=1
MLiρ(bji)zi(t)max
)
si(t)
|si(t)| + ε + ui,+, si > 0
0, si = 0
γi
((
|ki| +
n∑
j=1
MLiρ(aji)
)
|zi(t)| +
n∑
j=1
MLiρ(bji)zi(t)max
)
si(t)
|si(t)| + ε − ui,−, si < 0
(27)
where ε is a sufficiently small positive constant. From the previous studies [31,32], the solution to system (4) with Eq. (27)
can be made arbitrarily close to the solution of system (4) with Eq. (12) by specifying a sufficiently small value ε.
Remark 4. For cellular neural networks and Hopfield neural networks, di(xi) = 1 and c˜i(xi) = cixi; if an ideal linear input is
available, i.e., φi(ui(t)) = ui(t), ui,+ = ui,− = 0 and βi,+ = βi,− = 1. The robust controller proposed in Eq. (12) is applicable
assuming ki = Ωi − ci and γi > 1β∗i = 1.
4. Illustrative examples
The proposed control scheme is applied to the following examples using MATLAB software and the fourth-order Runge-
Kutta method with a fixed step size of 0.001.
Example 1. Consider the Hopfield neural networks (HNNs) [14,22,23] with time-varying delays and bounded uncertainties
as follows:
x˙i(t) = −c˜ixi(t)+
2∑
j=1
a˜ijfj(xj(t))+
2∑
j=1
b˜ijfj(xj(t − τj(t))), i = 1, 2 (28)
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Fig. 2. Time responses of the switching surface s1 and s2 for example 1.
Fig. 3. The trajectories of the control states z1 and z2 for example 1.
Fig. 4. Time responses of the control inputs u1 and u2 for example 1.
where c˜i = ci = 1, A = (a˜ij)2×2 =
[
2.0 −0.1
−5.0 3.0
]
+ (0.02 sin t) I2, B = (b˜ij)2×2 =
[−1.5 −0.1
−0.2 −2.5
]
+ (0.02 sin t) I2 and I2 is a
2 × 2 identity matrix such that aij, bij and aij, bij can be determined from assumption (A1). fi is given by fi(x) = tanh(x) and
satisfies assumption (A4) with L1 = L2 = 1. This system displays a certain type of chaotic behavior [14] for time varying
delay τ1(t) = τ2(t) = 1−e−t1+e−t . According to Remark 4 in Theorem 1, if a linear control input is applied to stabilize system (28)
toward a desired equilibrium point x∗ = [0.1 −1.0]T, the controller can be designed as:
u1(t) = γ1
((
|k1| +
2∑
j=1
L1ρ(aj1)
)
|z1(t)| +
2∑
j=1
L1ρ(bj1)z1(t)max
)
s1(t)
|s1(t)| + 0.01 (29)
u2(t) = γ2
((
|k2| +
2∑
j=1
L2ρ(aj2)
)
|z2(t)| +
2∑
j=1
L2ρ(bj2)z2(t)max
)
s2(t)
|s2(t)| + 0.01 (30)
where k1 = Ω1 − c1 = 2, k2 = Ω2 − c2 = 2, γ1 > 1β∗1 = 1 and γ2 >
1
β∗2
= 1 by choosing Ω1 = Ω2 = 3 and γ1 = γ2 = 2. Hence,
the switching surfaces are determined by Eq. (8) as:
si(t) = zi(t)+
∫ t
0
3zi(λ)dλ, i = 1, 2. (31)
Fig. 2 shows the time responses of s1(t) and s2(t) under the proposed continuous control inputs of Eqs. (29) and (30),
respectively. Fig. 3 illustrates the corresponding trajectories of the control states, and Fig. 4 shows the continuous control
inputs u1(t) and u2(t), respectively.
Example 2. Consider the Cohen–Grossberg neural networks (CGNNs) having bounded uncertainties and time delays [23]
as follows:
x˙i(t) = −di(xi(t))
(
c˜i(xi(t))−
n∑
j=1
a˜ijfj(xj(t))−
n∑
j=1
b˜ijfj(xj(t − τj))
)
, i = 1, 2 (32)
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Fig. 5. Phase plane of x1–x2 for uncertain CGNNs with delay 1.
where D = di(xi)2×2 =
[
2+ cos(x1(t)) 0
0 2+ sin(x1(t))
]
, c˜i(xi(t)) = ci(xi(t)) = xi(t), A = (a˜ij)2×2 =
[
2.0 −0.1
−5.0 4.5
]
+ (0.05 sin t) I2,
B = (bij)2×2 =
[−1.5 −0.1
−0.2 −3.0
]
+ (0.05 sin t) I2 and I2 is a 2×2 identity matrix such that aij, bij and aij, bij can be determined from
assumption (A1). di(xi) satisfies assumption (A2) withM = 3. fi is given by fi(x) = tanh(x) and satisfies assumption (A4) with
L1 = L2 = 1. This system displays a certain type of periodic behavior for τ1 = τ2 = 1. Fig. 5 shows the x1–x2 graph with the
initial condition x(s) = [0.5 −0.5]T, where−1 ≤ s ≤ 0. Due to the physical limitations of practical circuits, a control input
having a dead-zone is defined as:
φi(ui) =

(ui − ui,+)(0.7+ 0.2 sin(ui(t))), ui > ui,+ = 0.4
0, −ui,− = −0.5 ≤ ui ≤ ui,+ = 0.4
(ui + ui,−)(0.5− 0.1 cos(ui(t))), ui < −ui,− = −0.5
(33)
with i = 1, 2. From Eqs. (6) and (12), β1,+ = β2,+ = 0.5, β1,− = β2,− = 0.4, and β∗i = min(βi,+,βi,−) = 0.4, i = 1, 2 can
be obtained. According to Remark 3 in Theorem 1, if the control function (33) is applied to stabilize system (32) toward a
desired equilibrium point x∗ = [−0.1 0.1]T, the controller can be designed as:
u1(t) =

γ1
((
|k1| +
2∑
j=1
ML1ρ(aj1)
)
|z1(t)| +
2∑
j=1
ML1ρ(bj1)z1(t)max
)
s1(t)
|s1(t)| + 0.01 + u1,+, s1 > 0
0, s1 = 0
γ1
((
|k1| +
2∑
j=1
ML1ρ(aj1)
)
|z1(t)| +
2∑
j=1
ML1ρ(bj1)z1(t)max
)
s1(t)
|s1(t)| + 0.01 − u1,−, s1 < 0
(34)
u2(t) =

γ2
((
|k2| +
2∑
j=1
ML2ρ(aj2)
)
|z2(t)| +
2∑
j=1
ML2ρ(bj2)z2(t)max
)
s2(t)
|s2(t)| + 0.01 + u2,+, s2 > 0
0, s2 = 0
γ2
((
|k2| +
2∑
j=1
ML2ρ(aj2)
)
|z2(t)| +
2∑
j=1
ML2ρ(bj2)z2(t)max
)
s2(t)
|s2(t)| + 0.01 − u2,−, s2 < 0
(35)
where k1 = 5 − (2 + cos(z1(t))), k2 = 5 − (2 + sin(z2(t))), γ1 > 1β∗1 = 2.5 and γ2 >
1
β∗2
= 2.5, choosing Ω1 = Ω2 = 5 and
γ1 = γ2 = 3. Therefore, the switching surfaces are determined by Eq. (8) as:
si(t) = zi(t)+
∫ t
0
5zi(λ)dλ, i = 1, 2. (36)
Fig. 6 shows the time responses of s1(t) and s2(t) under the proposed continuous control inputs of Eqs. (34) and (35),
respectively. Fig. 7 illustrates the corresponding trajectories of the control states, and Fig. 8 shows the continuous control
inputs u1(t) and u2(t), respectively. Therefore, the simulation results confirm that the proposeddecentralized control scheme
is effective for a class of neural networks like CGNNs, CNNs, and HNNs with bounded uncertainties and time-varying delays
even if the control input has dead-zone nonlinearity.
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Fig. 6. Time responses of the switching surface s1 and s2 for example 2.
Fig. 7. The trajectories of the control states z1 and z2 for example 2.
Fig. 8. Time responses of the control inputs u1 and u2 for example 2.
5. Concluding remarks
In this study, a memoryless decentralized variable structure control scheme has been proposed to guarantee the global
asymptotical stability of a class of neural networks with bounded uncertainties and time-varying delays, e.g. CGNNs,
HNNs and CNNs. The proposed control law does not restrict the derivative of the time-varying delays even if dead-zone
nonlinearity occurs in the control input, and the controller is suitable for practical implement since it uses only the local state
information rather than coupling-states, which may not always be available. The proposed controller has the advantages
of fast response, good transient performance, and insensitivity to parametric uncertainties or external disturbances. Two
numerical examples have been presented to demonstrate the validity and feasibility of the proposed control scheme.
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