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The oscillatory nature of two equations 
w Y’W + PIG) y(t) = f(t), 
(r(t) 3W)’ + P&) y(t - W = 0, 
is compared when positive functions pr and p, are not “too close” or “too far 
apart.” Then the main theorem states that if h(t) is eventually negative and 
a twice continuously differentiable function which satisfies 
(r(t) WV + Pdt) h(t) > 0, 
then this inequality is necessary and sufficient for every bounded solution of 
(r(t) y’(t))’ + Pdt) Y(t - r(t)) = 0 
to be nonoscillatory. 
1. INTR~DIJCTION 
Recently Keener [4] made a comparative study of the oscillation properties 
of 
and 
y”(t) + m r(t) = f(t), p(t) 2 0, f(t) 2 0, (1) 
r”(t) + PWY(~) = 0. (2) 
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He proved that if h(t) < 0 was any twice continuously differentiable function 
(on the half real line) that satisfied 
h”(t) + p(t) 44 > 0, (3) 
then Eq. (3) was necessary and sufficient for Eq. (2) to be nonoscillatory. 
The purpose of this manuscript is to study a similar comparison of the 
solutions of 
and 
(r(t) Y’W + PIP) y(t) = f(t) (4) 
where 
(r(t) Y’W + P&> Y&) = 0, (5) 
It will be assumed throughout this paper that 7(t), f(t), r(t) and r’ are 
bounded, real and continuous defined on (-co, oo), r > 0, r’ > 0, p, > 0, 
p, :> 0. f(t) is eventually positive on some half line [a, co), a > 0 and 
0 < I < m. p,(t) 6 C(-co, co). 
A nontrivial solution y(t) of (4) (or (5)) is said to be oscillatory if it has 
arbitrarily large zeros. Equation (4) (or (5)) is called oscillatory if every con- 
tinuous nontrivial solution of (4) (or (5)) is oscillatory. 
Henceforth all solutions of either Eq. (4) (or (5)) are continuous and non- 
trivial on [a, co). The following lemma, essentially due to Staikos and 
Petsoulas [8], appears in the proof of their Theorem 1 [7, p. 6971. Also see 
[1, p. 3981. 
LEMMA 1. Let y(t) be an ultimately positive solution of (5); then y’(t) > 0 
for all t sz@ciently large and 
2. MAIN RESULTS 
Our main result (Theorem 2) says that as long as p, and p, are not “too 
close” or “too far apart” then a Keener’s [4] type criteria holds for the 
oscillation of Eq. (5). Our techniques are different from Keener’s. 
The following theorem extends Theorem 3 of Keener [4] to delay equa- 
tions. 
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THEOREM 1. Suppose there exist numbers 01 and fi s&h that 
Then Eq. (5) is oscillatory zf (4) is oscillatory. 
Proof. Suppose Eq. (4) is oscillatory. If (5) is nonoscillatory, then let 
yz(t) be a nonoscillatory solution of (5). Let yl(t) be any oscillatory solution 
of (4). Choose a number T,, large enough so that for t > T,, , ya(t) > 0 or 
yz(t) < 0. With ou any loss we can assume that yz(t) > 0 for t > T, . t 
Choosing T = T, + m we get that yz(t - T(t)) is strictly positive 
for t > T. Let t, > T and t, > T be two consecutive zeros of n(t). Let 
x(t) > 0 for t E (tl , t2). 
w Yl’ W’ + Pl(4 YlW = f w, (7) 
WY2’W + P&) Y2P - 7(t)) = 0. (8) 
Multiplying (7) by yz(t) and (8) by yI(t) and subtracting we get 
KYYl’)’ rz(t) - (YY,‘)’ YIWI + [PI@> Y&) Yl(4 - P2(4 YIW Ye@ - WI 
= Yzf. (9) 
,$ W) (Ylw Y2W - Y2w YIWI + [PIYIY, - PZYl(9 Y& - a>1 
=Y2f 00) 
or 
$- PW (Y132 - Yz’Ydl + [PI@> YlW Y2W - PlYl(4 Y2W ; Y2(;-&)+))] 
= Y2f. 
Now in (11) for t 3 T 
(11) 
& Y2P - T(Q) > r Y& - T(t)) 
Pl Y2W ’ B Y2H - 
Also for sufficiently large TI > T, we have by Lemma 1 
Y2P - TW > p 
Y2H 
fort 3 TI. 
From (12) and (13) we obtain that for t 2 TI 
& Y2Q - T(4) 
Pl Y2(4 
> 1. Y20 - T(t)) > /q . L = 1 
’ B Y2P) B - 
(12) 
(14) 
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From (11) and (14) we get for t > 7’r 
$ [r(t) (Ylh - Y‘i!h)l + bIYIY2 - PlYlYZl > YzWfW 
or 
(15) 
Choosing t, and t, greater than Tr and integrating (16) between t, and t, , we 
have 
%> YlW Y&z) - w r1’(td Y&J > St ” Y&l f(t) dt > 0, (17) 
t1 
a contradiction since yl’(t,) < 0 and yl’(tl) > 0. This contradiction essen- 
tially proves the theorem. 
The following lemma is essentially a particular case of Lemma 3 of [8], 
but due to the presence of the function r(t) in Eq. (4) and (5) we will give a 
similar proof. 
LEMMA 2. Let the conditions of Theorem 1 hold. If there exists a bounded 
solution y(t) of Eq. (4) such that y(t) < 0 for all suficientZy large t, then 
I 
m  
t&(t) dt < co. 
Proof. Let T, be large enough so that for t > T, , y(t - T(t)) < 0. 
Due to conditions on the function r(t), it follows that y’(t) < 0 for t > T3 
for some T3 > T, . Let then t > T3 . Multiplying Eq. (4) by t and dividing by 
y(t), we get on integration 
or 
WY’(t) Td’s)~‘(Ts) _ t ~(s)y’Ws -___- 
r(t) Y(Td s r, 
y(s) + j’ y(“~~;~))z ds 
T, 
+s t SPk) YTW c t sfods GO. T3 Yb) - * T3 Yb) 
(18) 
Suppose to the contrary that 
I 
m 
q&t) dt = co; 
T3 
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then by condition of Theorem 1, 
a3 = J”Ty t&(t) dt = 1 a 
T3 
t - $t) dt < +j,“, &(t) dt. 
Then 
s 
co 
tpJt)dt = co. 
T3 
Since y,(s)/y(s) > 0, applying Lemma 1 to -y(t), we find that the fifth term 
on the left-hand side of (18) tends to CO as t + oo. The first and fourth term 
on the left of (18) are positive while the second term is finite. Since the right- 
hand side is negative, we must have 
lim ___ 
s 
t ‘(‘) Y’(‘) ds = co 
t-m T3 Yb) * 
Now r(s) < P, P being a constant. Therefore 
t r(s) ds < P[ln 1 y(t)] - In ] r(Ts)l] < co 
as t + co, a contradiction, and the lemma is proved. 
THEOREM 2. Subject to conditions of Lemma 2, Eq. (5) is nonoscillatory. 
Proof. In a manner of [9, Theorem 21, we will show that 
s 
(0 
&(t) dt < co (19) 
is a sufficient condition for Eq. (5) to be nonoscillatory. The proof is essen- 
tially the same as in [9] but it was assumed in [9] that p2(t) be bounded. Since 
we do not need the boundedness of p2(t), we will give the proof. 
Consider the integral equation 
It is clear that a solution of (20) is also a solution of (5). We will build the 
solution by successive approximation. Let 
and 
Y&) = 1, ye’(t) f 0 
y,,(t) = 1 - j- & j- P,(X) in-& - +>> dx ds. 
t 3 
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We consider the interval of x 
s = [&, 11. 
Then since r’(t) > 0, we have 
Thus in view of (19) and (22) we can choose T large en ough so that for t 3 T 
Hence for t 3 T, we get from (21) and (23) 
t < YlW < 1, 
and, successively, 
I Y7W)* (23) 
(24) 
t < red4 < 1, I Yn’W < +?? n = 0, I, 2, 3 )..., co. 
Hence the family (yn}z=r is uniformly bounded and equicontinuous. It is 
possible to extract a uniformly convergent subsequence converging to a 
bounded positive solution y(t) of integral Eq. (20) which, in turn, is also a 
solution of (5). This completes the proof of Theorem 2. 
THEOREM 3. Let there exist a twice continuously differentiable eventually 
negative and bounded function h(x) that satisjies 
(+) h’(x))’ + A(X) h(x) 3 0. (25) 
Then (25) is necessary and su@Gnt for every bounded solution of (5) to be 
nonoscillatory. 
Proof. Let y(t) be any bounded nonoscillatory solution of (5). Without 
any loss we can assume that y(t) is eventually negative. Let 
h(t) = r(t)- 
Choose T3 large enough so that h,(t) < 0 for t 3 T3 . Now 
(r(t) h’(t))’ + p&l r(t) = r”(t) + g * p2(t) y7(t) * A.? 
2 YS4 
2 r”(t) + &J,(t) Y7W ($g) * 
(26) 
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By Lemma 1 applied to (--r(t)), we have 
Also for any t > T3 , we have 
Let T4 > T3 be such that 
r(t) 1 
YTP) < 7- 
for t > T4 . 
Then for t > T4, we get from (26) 
(y(t) W) + z%(t) w 2 r”(t) + B * $PsW YTW = 0. 
Proof of this part is now complete. For the second part we take 
f(t) = (y(t) W) + PI@) w 
in Eq. (4). Proof now follows by Lemma (2). 
Remark. It is interesting to note that delay term doesn’t play any roll in 
the criteria (25). 
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