Abstract. Iron ore is the main raw material of the production in iron and steel enterprises in China. It is a non-renewable resource and with limited reserves. In this paper, in combination with the practical situation of the mine, an integer linear programming model of a strip mining block scheduling problem is established with the scientific, reasonable, and economical principle. The maximization of mining profit is set as the goal under the precedence constraints and production capacity constraints. This paper designs an improved particle swarm optimization algorithm to solve the problem and compares with results with CPLEX optimizing software. According to the results of different scale experiment, the improved particle swarm optimization algorithm has better performance.
Introduction
In the iron and steel enterprises, various raw materials are essential to produce iron and steel. Since the prices of imported raw materials are increasing significantly, optimizing the domestic mining is very promising and profitable. The logistics costs of mining are mainly concentrated in mining production, inventory management and vehicle scheduling, etc.
The optimization of mining production can excavate reasonable forecast of mineral deposits in the space, and moreover, achieve the goal of optimizing the mining sequence and maximizing the profit while satisfying the production requirements and resources limits, such as geological data, mining equipment, technical constraints.
In recent years, a variety of modeling and solution methods have been proposed in the research of the domestic mining problem, such as linear programming, integer programming, dynamic programming, interactive dynamic optimization method, the directed graph simulation method, genetic algorithm and heuristic algorithm. According to actual conditions of the mining, this paper builds the sequence open mining model and uses particle swarm optimization algorithm to solve the problem. And comparison with CPLEX is conducted.
As shown in figure 1 , the most commonly used model of mining ore deposits is 3D block model. 3D block model is the discrete model which divides ore deposits into cell blocks. With the application and constantly improvement of computer instrument in mining, 3D block model has been used more and more widely in the world. 3D block model is widely used not only to calculate the ore grade and quantity, but also to open pit mining optimization. In fact, many optimization methods appeared due to the introduction of the 3D block model [1] , as well as most of ongoing research. Given this situation, our problem, i.e. mining production scheduling problem, can be also called as block sequencing problem [2] . 
The objective function (1) means the maximum net present value of the exploitation ore deposit. Where there is 0-1 variables, if = 1, ore block has been mined at the moment. Otherwise it hasn't been mined. Constraints (2) means during the whole mining horizon T, any ore block can only be extracted in at most one time period. Constraint (3) and (4) indicate the minimum and maximum capacity limits in each time period, respectively. Constraints (5) ensure the mining sequence requirement is satisfied, which is the key process requirement. We must obey the sloping requirements and sequencing constraints to ensure that the pit walls do not collapse. A commonly assumed slope requirement is 45•, meaning that in order to mine block (2,3,2) in Fig.1, blocks (2,3,3) , (1, 3, 3) , (3, 3, 3) , (2, 4, 3) and (2,2,3) must be mined first.
The Particle Swarm Optimization algorithm
The Particle Swarm Optimization The particle swarm optimization algorithm is a kind of evolutionary computation technique based on population and is proposed by Eberhart and Kennedy in 1995. The particle swarm optimization algorithm is used to imitate the cluster behavior of insects, birds, fishes and so on. These swarms find food in a cooperative way that each member of the swarm changes its search pattern continually according to learning experience of itself and other members [3] . Kennedy and Eberhart proposed the particle swarm optimization algorithm from two main aspects: One is the evolutionary computation. The particle swarm optimization algorithm adopts the method of population search. It is similar with other evolutionary algorithms on this point, which makes it can search more in feasible solution space at the same time, the difference with other evolutionary algorithms is that it regards each individual as a particle without quality and volume particles in optimization space, flying in the search space at a certain speed. Through learning and adapting to the environment and flight experience of the individual and swarm comprehensive analysis to dynamically adjust the speed. Second, artificial life, namely the life characteristics of artificial systems, it is mainly simulated by computer programming [4] . The initialized algorithm is a set of random values, through the particles in the solution space to follow individual extremum and global extremum to search the optimal solution of the problem.
Algorithm takes every solution of the optimization problem solution space as a bird in the search space, that is, a "particle", each particle has a location (a vector) to determine the particle's position in the search space, each particle has a speed (dimension of a vector with location) to determine the direction and distance of the flying particles, all the particles have fitness values determined by the objective function. The fitness of each particle in each iteration is an individual extremum, all particles in each iteration jointly own a global extreme value, the particle will follow individual extremum and global extremum search in the solution space. The composition of particles in PSO algorithm is the basic unit to represent the solution space of a candidate solution [5] . A swarm is composed of m particles in D dimensional search space and flies at a certain speed. During searching, each particle will consider the best point in his past search and also the best points of other particles in the neighborhood in their past search history.
The position of particle i is expressed as:
, , ,
The speed of particle i is expressed as:
The historical best point of particle i is expressed as :
The best point of all particles within the swarms (or in the neighborhood) is expressed as :
In general, particle's position and speed are values in continuous space of real number. For continuous problem, update formula of particle's position and speed is as follows:
max max max max
Where w is inertia weight, c 1 and c 2 are called Learning Factor, generally they are positive constants. Learning Factors make particles have self summary and the ability to learn from excellent individuals in swarm, thus to be near their own historical best points and the global best point within the swarms (or in the neighborhood ), c 1 and c 2 usually equal to 2. , [0 1] U     , the pseudo-random number which submit to uniform distribution in the range of [0,1]. In the above formula, the speed of particle k id v has maximum value limit. If the current speed acceleration of particles makes a certain velocity components k id v greater than the maximum speed v max , the speed is restricted to maximum speed v max , which determines the search accuracy of particles in the solution space. If v max is too high, particles may fly over the optimal solution, if v max is too small, particles easily fall in local search space and cannot search globally.
schematic of particle iteration
The basic Particle Swarm Algorithm 1) Setting of algorithm parameters Particle swarm algorithm has experienced a lot of adjustment and correction until now. Many researchers made a great deal of analysis and experiments on the choice of parameters and its effect on the performance of algorithm, which has laid a solid foundation for the particle swarm optimization algorithm theory and application research [6] . Algorithm parameter settings are as follows: (1) The swarm size m m is the integer parameter. When the value m is small, solving process may fall into local optimum, but if the swarm size is set too big, the computing time would increase greatly,convergence speed will be slow, and when the number of population grows to a certain level, the growth of size will not be helpful to the improvement of solution, thus will have greatly influence on the performance of the algorithm. In this paper, the swarm size is set to 5.
(2) The inertia weight w w is inertia weight. The performance of PSO mainly depends on balance between algorithm exploration ability and development ability. For the PSO algorithm, the balance of these two kinds of ability is accomplished by adjusting the size of the inertia weight. If the value of w is greater, the exploring ability of algorithm is stronger, while development capability will be weaken. On the other hand, the development ability will be enhanced, and explore ability will be weaken. By adjusting the size of the inertia weight w , we can control the current speed's influence on the speed of the next generation, making it a compromise between global search and local search. This is because that, if w is big, the speed v id will be big, and the particles can fly farther in the solution space to find new domain. While w is smaller, speed v id will be small to find a better solution in the current space. For the basic Particle Swarm Optimization algorithm w value is initially set to 1, and time-varying inertia weight will be introduced into the algorithm later.
(3) Maximum speed v max v max is maximum speed. The iteration of Particle Swarm Optimization algorithm is carried out through adjusting each particle distances in each dimension. And maximum speed v max determines the biggest mobile distance of the particle in one iteration thus avoiding the particles in an uncontrolled particle orbit. When v max is small, development ability strengthens, but easy to fall into local optimum, when v max is bigger, the ability of exploration will be enhanced, but particle will easily miss the best solution. According to the actual problem, we will set v max to 2000.
(4) Learning factor c 1 , c 2 Learning Factors can help particles do self summary and have the ability of learning from excellent individuals in swarm, thus to get close to the global and local optimum. Specifically, the adjustment of factor c 1 can adjust their learning ability in the proportion of velocity updating formula, while c 2 is weight of the social experience in the role of movement. In this paper, we will set c 1 , c 2 to 2.
(5) The number of iterations The numbers of iterations are set to 50,100 and 1000 for small, medium and large-scale problems, respectively.
2) Encoding
First of all, the set of decision variables y bt (b=1,...,m, t=1,...,n) is expressed in matrix described as follows: 
The particle coordinates are described using y={y ij } to indicate the position of particle motion in the mn dimensional space, and the speed of movement of the particles can be represented by the matrix V={v ij }. According to the table dispatching method, the initial basic feasible solution is generated by random initialization process, meeting the constraints of initial particles. Initialization process produces a particle y={y ij } satisfying the constraints, which is a matrix containing m+n-1 non-zero elements, representing the convex vertex in the feasible solution space.
In order to solve the optimization problem, as shown in the formula (1), we should design the feasibility conditions which can keep the particle velocity. Based on the problem feasible set and the velocity of particles in the particle swarm optimization algorithm and the characteristics of location updating formula, we can get the new velocity updating formula:
So, in order to meet the every step iteration to obtain the constraint condition of particle swarm, we should not only satisfy the constraints of feasible particles, but also need to meet the new initial velocity. Particle swarm optimization algorithm does not have selection, crossover and mutation operations, therefore the algorithm structure is relatively simple and runs quickly. During the solving process, however, if a particle found a current optimal position, other particles will quickly concentrate to it. If a local optimal point is found, the particle swarm can't search again within the solution space, at this point, the algorithm falls into local optimum, the so-called phenomenon of premature convergence. Experiments show that the particle swarm optimization algorithm premature convergence and global convergence, particle swarm particles will appear at a specific location or a few specific location gathered phenomenon, it mainly depends on the characteristics of the problem itself and the selection of fitness function. The following theoretical analysis is related to this conclusion that the position of the particles in particle swarm optimization algorithm is equivalent to the fitness of each particle. Therefore, studying the fitness status of all particles can tell us the state of the particle swarm [7] .
3) Repair strategy of the solution For each particle swarm in the next generation, its position is calculated using the contemporary particle's position and speed of the next generation, making it easy to result in infeasible solution. Therefore, when calculating the fitness value function, reparation of infeasible solution needs to be done first. The specific strategies are described below [8] :
(1) First, mining precedence constraints should be satisfied to meet for a given deposit. After dividing good ore block, the grade of each ore block is known. To achieve maximum net present values, we need to follow the priorities rules of mining, that is, from top to bottom, from high to low.
(2) Second, mining resources consumption constraints is considered to meet the given precedence constraints to ensure that the resource consumption is within a given limit.
(3) Finally, make sure that each ore block is mined only in one time period and every ore block is continuously mined.
4) The basic process of particle swarm algorithm
Step 1: The position and the speed range of each particle are determined in the initial population.
Step 2: Given the position and the speed range of the particle, initial population is randomly generated.
Step 3: According to the particle position and mapping relation of particle mining sequence, the sorting of mining block is done.
Step 4: Using the production strategy to get mining time, mining sequence of ore block and exploitation value, and evaluate individual particle.
Step 5: Update the best record of each individual particle in a population, and also the global best record of the entire population.
Step 6: Find the best particle in current population, and do the large neighborhood search.
Step 7: Determine whether terminate criteria is achieved, if not, continue to step 8, otherwise, go to step 9.
Step 8: Update the speed and position of particles in the population and go to step 2.
Step 9: Algorithm is terminated, output the global best particle record. Improved particle swarm algorithm 1) Improvement strategy of particle swarm optimization algorithm In standard particle swarm optimization algorithm, the determination of the history optimum information is equivalent to an implied selection mechanism. In the neighborhood topology structure, the selection mechanism may need a long time to work. While traditional methods can be selected in the evolutionary algorithm search direction in a better area with reasonable distribution of limited resources. Angeline combined natural selection mechanism with particle Swarm optimization algorithm and proposed a hybrid swarm algorithm (Hybrid Swarm). This paper applies the improved particle swarm optimization algorithm. The hybrid algorithm employs Tournament Selection Method (Tournament Selection Method), in which each particle's adaptive value is compared with other particle's fitness, and then the whole particle swarms are scored from high to low. In the process, the history of the individual optimal value is not considered. Swarm sorting is completed with a swarm of the best half of the current position and velocity to replace the worst half of the position and speed, while retaining the original history and the optimal value of individual memory. So, after each iteration, half of the particles will move into the search space which is related to optimal position, these individuals still retain the original historical information, in order to update the location of the next generation.
The decision variables y bt (b=1,...,m, t=1,...,n) are expressed in matrix form, particle coordinates are expressed in y={y ij }, describing movement location of the particle in the mn dimensional space, and the speed of movement of the particles can be represented by the matrix V={v ij }. According to the determination of the initial basic feasible solution method random initialization process is used to meet the constraint condition of initial particles.
2) Improved Particle Swarm Optimization algorithm process
Step 1: Initialize all particles y ij , and get a new initial velocity. Set optimal solution initial individual history P best and community history optimal solution g best (in turmoil and location at the same time set).
Step 2: Form a complete production process and evaluate the fitness of each particle value, and its selection.
Step 3: For each particle, compare its fitness value and experience of the best location P best , and test the feasibility of the particle condition, if the particle went well and meet y ij  0, the best position P best is set as current.
Step 4: For each particle, compare its fitness value with global experience of the best location, and test the feasibility of the particle condition, if the particle went well and meet the best position is set as a current.
Step 5: Adjust the particle's position and speed according to the velocity updating formula and location updating formula and set up a small positive number -6 10  
. If a particle's speed is less than  , and remains less than in 20 iterations, then initialize the speed and position.
Step 6: Check whether the maximum number of iterations is met. If the above condition is met, terminate the iteration, otherwise return to step 2.
The experimental results and analysis
Data source mainly includes two parts: the part comes from through the field survey data of mining enterprises, the other part is randomly generated based on the actual data.
Input of the algorithm include: ore body scale, the value of unit ore block, the mining cost of each ore resources consumption, the consumption of mining, the maximum and minimum values of the precedence constraints between different ore block, etc.
The distribution of ore block depends on the size of the ore body, which is the scale of the problem solving. According to the actual circumstance of mine, each field is generally divided into any number of ore block number, as far as possible to ensure uniform distribution of the ore block size.
Calculation results show that, the Particle Swarm Optimization algorithm for this model can well deal with mining block scheduling problems. CPLEX software can't get the optimal solution for large-scale numerical example. For other examples the results of basic Particle Swarm Optimization algorithm are compared with the optimal solution, the average error is within 2%, and computing speed of the particle swarm optimization algorithm is superior to CPLEX software. 
Conclusions
In this paper the open pit mining block scheduling problems are described. According to the problem characteristics the integer programming model was constructed. Particle swarm optimization algorithm is proposed to solve the model, and according to the characteristics of the mining sequence problem, the improvement strategy is presented. Through testing the different examples, the experimental results show that the improved particle swarm optimization algorithm performs better, and the solving time is faster than the basic particle swarm optimization algorithm and CPLEX software.
