Comparative neuroethological research emphasizes that brains of animals have been shaped by the specific demands and constraints imposed by the ecological niche that a species occupies. Since avian species have developed very diverse life styles and occupy extreme ecological niches, bird brains should show many specializations, which may be revealed in species that have survived under high ecological pressures. In this paper, we will give several examples of adaptations, in which we are able to correlate structural and physiological spe cializations to the specific ecological demands: adaptations found to nocturnal hunting in barn owls, the characteristics of bird song and its underlying neurobiological correlates, retinopetal projections and their relation to peripheral attentional switching, looming detection, and adaptations related to memory capacities of food-storing birds. We stress especially that the analysis of the anim al's ecological situation is important in understanding the factors that shaped both behavior and the neuronal substrate.
Introduction
Research on avian mental capabilities has shown achievements rivaling those observed in mammals. The grey parrot "Alex" is able to iden tify many different objects, to work with numbers up to 6 , and has a concept of yes or no (Pepperberg, 1987). Pigeons and other migrating birds dis play such a versatility in navigation that research ers have not been able to thoroughly understand the underlying mechanisms (Walcott, 1996) . Some song birds exhibit amazing variability in their songs, and are able to modify their repertoire life long (Konishi, 1985) . Food storing birds surprise researchers with respect to both, searching strate gies and memory capabilities (Shettleworth, 1983) .
We shall examine in the following what enables birds with their seemingly small brains that lacks a layered neocortex to behave so intelligently. How is the behavioral complexity just mentioned implemented in the brains of birds? We shall try to put our statements also into a broader perspective: how do brains reflect ecological pressures? Is it possible to correlate specific ecological situations and pressures with central nervous specialization?
By and large, ecological pressures are compara ble for all animals: major demands are the acquisi tion of food, the avoidance of predators, repro duction and locomotion. In this respect, the enormous variability of ecological niches occupied by bird species is of advantage, because we find specialists for various tasks. By choosing a species that is specialized for a particular niche, we can then attempt to correlate the structural and physi ological adaptations of its central nervous system with ecological requirements. For birds, additional constraints stem from the fact that the animal has to be capable of flying during all of its repro ductive cycle which imposes certain problems for the animal's reproduction and development. We shall first describe in the following the organiza tion of a bird's brain and compare this brain with other vertebrate brains. Then, we will introduce in some detail the neuronal specializations found in birds for a) sensory processing for the acquisition of food (auditory system of the barn owl, food storing and retrieval by memory), b) song pro duction (songbirds), and c) specializations of the visual system that are directly correlated to the species' ecological situation (attentional switching 0939-5075/98/0700-0560 $ 06.00 © 1998 Verlag der Zeitschrift für Naturforschung, Tübingen • www.znaturforsch.com. D and looming detection). Thus, this review is by no means exhaustive. We have instead chosen a few examples that clearly illustrate the points we want to make.
log body weight 
Overview over the Bird Brain
Allometric measurements are a means for the comparison of brains of animals having different sizes. Body size varies considerably within the ver tebrate phylum. According to allometric analyses, bird brains are on average larger than brains of fishes, amphibia, and reptilia, and resemble the brain sizes found in mammals (Jerison, 1973) (Fig. 1) . Some birds have even larger brains than primates of the same body weight. Irrespective of the inherent problems of allometric analyses, these data clearly show that the sizes of avian and mam malian brains form a continuum. These data also render false opinions that postulate a linear increase of brain size, behavioral complexity and intelligence along the line of the "phylogenetic scale", leading from fish to mammals and, of course, to primates and man.
The avian central nervous system displays the typical features of a vertebrate brain and may be subdivided in 7 major parts, i.e. spinal cord, myelencephalon (medulla oblongata), metencephalon (pons and cerebellum), mesencephalon, dience phalon and telencephalon (Fig. 2) . We shall briefly describe some of these subdivisions to provide the background for the specific discussion of special izations related to ecological and behavioral adap tations. A more detailed overview may be found in Butler and Hodos (1996) that served as refer ence for the following summary.
In the medulla oblongata, the auditory and ves tibular pathways are well developed. Both supe rior and inferior olive are distinguishable. In gene ral, the organization of nuclei and fiber tracts resembles the mammalian pattern (Shimizu and Karten, 1993) . Unlike reptiles, birds have a pon tine enlargement that extends ventrally over the rostral rhombencephalon and comprises the pon tine and reticular formations.
The mesencephalon of birds is dominated by the extensive development of the optic tecta (homologue to the colliculi superiores in mammals) that bulge far out to form prominent lateral hemi spheres. The size of the tecta already points towards the predominance of the visual system in many birds. The optic tecta are laminated; four teen to 16 different laminae may be discriminated. The superficial layers receive a direct topographi cal projection from the contralateral retina. In spite of its name, the optic tectum is a multisensory center that also receives an afferent auditory projection from the auditory midbrain (Knudsen and Knudsen, 1983 ) and contains a motor map for head movements (duLac and Knudsen, 1990 ). The auditory midbrain lies within the tectal protrusion below the fourth ventricle. Referring to research in owls, we shall use the term inferior colliculus for the main auditory-midbrain nucleus, while re searchers from other fields will also term this nu cleus mesencephalicus lateralis dorsalis. In addi tion to the optic tectum and the tectal nuclei (inferior colliculus and isthmic complex), the mid brain contains the tegmental nuclei which consist of the oculomotor complex, the red nucleus, the nucleus of the basal optic root and the tegmental reticular formation. The high differentiation of the avian diencepha lon resembles the mammalian counterpart. The major sensory-relav nuclei of the dorsal thalamus have a different nomenclature in birds. The lateral geniculate complex of mammals is termed nuclei optici principales and consists of several subnuclei with varying nomenclature according to different authors (reviewed in Güntürkün et al. (1993) ). The thalamic nucleus of the tectofugal visual pathway (the "pulvinar" in mammals) is a very prominent structure in birds called nucleus rotundus. The mammalian medial geniculate body has been com pared to the avian nucleus ovoidalis, because it re ceives the ascending auditory projections from the inferior colliculus.
The telencephalon of birds is composed of two large hemispheres, the internal organization of which is considerably different from the organiza tion of the mammalian telencephalon. The tel encephalon in mammals is characterized by a sixlayered isocortex (or neocortex); this term refers to the uniform appearance of the structure inde pendent of its function. The telencephalon in birds does not have a prominent isocortex but is rather arranged in large nuclear masses. The basal tel encephalon consists of the septum and the paraolfactory lobe. Medial to the ventricles, a thin hip pocampal and entorhinal area can be found. The ventricles themselves are almost obliterated by the protrusion of the lateral cell masses. These nuclear masses have been termed striatal complex in early descriptions and can be differentiated on the basis of histological data into five major divisions: archistriatum. ectostriatum, paleostriatum, neostriatum and hyperstriatum. Note that the term striatum re fers to a different structure in mammals. The dor sal part of the hyperstriatum is often separated from the remainder by a longitudinal groove, the vallecula, and forms the so-called visual Wulst that consists of a caudal visual, a medial hippocampal, and a rostral somatosensory area. In the caudal neostriatum, an auditory area is found that is called Field L. This region has been compared to the auditory cortex.
Sensory Specializations

General comments
To illustrate adaptations in response to ecologi cal pressures, the processing of sensory stimuli yields excellent examples. Animals have often re fined detection of stimuli to the physical limit: in vision we find sensitivity to a single photon; in ol faction receptors respond to the binding of a single molecule; in hearing the threshold is often close to the thermal noise. However, not only thresholds become quite low in response to ecological pres sures, neural hardware and the implementation of neural algorithms also change, as will be outlined in the following case study on the neural adapta tions in the barn owl.
A case study: the adaptations o f the barn owl's brain to hunting
Barn owls have particularly variable hunting strategies (Bunn et al., 1982; Brandt and Seebass, 1994) . They may hunt when there is still enough light to use the visual sense for prey localization, but typically they hunt at dawn and dusk or during the night, when their prey, mainly small mammals, are active and their own risk of being preyed upon is minimal. While an adult owl lives on 2 mice per night, the situation for an adult during the breed ing season gets quite exceptional, as the animal has to catch some 2 5 -3 0 mice a night to feed the rapidly growing offspring. Since localization is mainly achieved by listening to the sounds of prey, and since the offspring's survival depends directly on the sensory processing capacity of the parent, specializations of the auditory system have devel oped.
In order to localize prey, the owl has to deter mine two angles: azimuth, the horizontal angular deviation from the midsagittal plane, and eleva tion, the vertical angular deviation from the hori zontal plane. The distance between the predator and the prey is the third parameter necessary to give the exact spatial location of the prey in threedimensional space. Little is known about the dis tance measurement in the barn owl beyond the fact that this parameter is measured passively (Payne, 1971) . Therefore, we shall concentrate in the following on describing the mechanisms for the auditory computation of azimuth and eleva tion of stationary sounds.
Peripheral adaptations of barn owls
Since acoustic signals play an important role during hunting, the noise produced during flight has to be reduced, and the sound coming from a potential prey has to be amplified. This is achieved by several adaptations in the morphology of the wing feathers (Sick, 1937; Neuhaus et al., 1973) and the ruff feathers (Koch, 1997). There are two important morphological types of feathers in the ruff, the conch or ruff feathers that form the edge of the ruff (Fig. 3A, inset top right) and the auricle feathers (Fig. 3A, inset top left) . The ruff feathers are densely ramified and have a closed vane. They reflect the sound and direct it to the ear canals. The auricle feathers, on the other hand, have a less dense ramification and an open vane. They are transparent for sound and have a mere protective function. The ruff has the function to amplify sounds (Coles and Guppy, 1988) , and provides the basis of the very low hearing threshold (-1 5 to -2 0 dB SPL (Konishi, 1973; Wagner, 1993) . The hearing threshold of the barn owl is, thus, about ten times lower than the hearing threshold in hu mans and is in the range or below the thermal noise. The auricle feathers conceal a further spe 
The barn ow l' s brain
The gross morphology of the owl's brain looks much like that of other birds. However, some ex trusions are more conspicuous than in other birds. The visual Wulst is particularly large in barn owls (Fig. 4) . A substantial part of the Wulst is involved in the processing of binocular information, an other sensory specialization in barn owls, that we can not discuss in detail in this review. Likewise, the dorsal hindbrain has a big vault close to the pons caused by the nucleus laminaris, an auditory hindbrain nucleus. In the following we shall de scribe some of these specializations in the brain in more detail. Two kinds of specializations are of interest here: morphological specializations in nerve cells and nuclei and physiological specializa tions such as effective implementation of neural algorithms. 
Morphological adaptations of the owl's brain
The barn owl possesses the longest basilar pa pilla of any bird studied so far (Köppl et al., 1993) . This hearing organ contains some 30,000 hair cells (Köppl, 1997) , much more than other species of a comparable size like the chicken or the pigeon.
The general auditory pathway is not different from that of other birds (Fig. 5) While the auditory pathway in the barn owl is equivalent to the auditory pathway in other birds, the volume of the nuclei that process auditory in formation is enlarged in the barn owl. This holds for all nuclei of the auditory pathway, indicating that more cells take part in the computation of a certain parameter. This hypertrophy of the nuclei can best be demonstrated by comparing the size of the auditory midbrain, the inferior colliculus (IC), of the owl with that of a generalist of com parable size, the pigeon (Fig. 4 left) In conclusion, the anatomical specializations in troduced in the last section suggest that the owl's brain is especially suited to process acoustic infor mation related to sound loci and to visual informa tion conveying depth. The hypertrophy of the nu clei points towards a specialized implementation of some algorithms. Such algorithms will be intro duced in the following section.
Physiological adaptations
Physiological specializations are found along the entire auditory pathway. These specializations have increased the effectivity of neural algorithms that also exist in generalists. We shall discuss three of these mechanisms that are important for sound localization. The first, phase-locking, depends mainly on the properties of hair cells and may thus be regarded as a simple mechanism. More require ments are necessary for the second algorithm, co incidence detection. The last algorithm, across-frequency integration, is even more complex, binding together the responses of many coincidence-de tecting cells in a specific manner that may be influ enced by behavioral feedback. Complexity of com putation thus increases as we move from phase locking to across-frequency integration.
Phase locking sound at the two ears, the animals must be equipped with a mechanism to represent time in some way in the first place. In theory, this could be accomplished by an internal clock, in analogy to other internal clocks (e.g. the diurnal clock). However, 1 degree in azimuth corresponds to some 2-2.5 (is in ITD. Therefore, the precision of time measurements lies in the range of some 2 -5 microseconds (Moiseff and Konishi, 1981; Knudsen, 1984; Brainard et al., 1992) , which is beyond the precision that can be achieved with internal clock mechanisms. Rather, the computation of timing is accomplished by a mechanism termed phase locking.
To explain phase locking, let us regard a simple auditory stimulus, a tone (Fig. 6 A) . The amplitude of a tonal stimulus changes in a sinusoidal way, reaching the same value after a full period or 360 degrees of phase. If cells now could preferably re spond at the highest amplitude (90 degrees of phase) or at the time when the amplitude decreases fastest (180 degrees of phase), then the cells could represent time relative to an external event, the tone. This can be determined by meas uring a cell's response relative to the period of the external stimulus (Fig. 6 A) . By plotting the arrival time of many action potentials, a so-called period histogram can be generated (Fig. 6 B) . This period histogram can be statistically analyzed to deter mine whether a neuron's response is locked to the phase of a stimulus.
Phase locking is first seen in hair cell responses. These cells respond to acoustic stimulation with a change in their membrane potential. The change has two components, a DC component and an AC component. Phase-locking seems to be correlated with a detectable AC response of a cell (Russel and Sellick, 1983). As it is easier to change the membrane potential slowly, phase locking is best for low frequencies, because these frequencies have a long period (10 ms for a 100 Hz tone). The higher the frequency, the more difficult phase locking gets. Research in the last 30 years has shown that hair cells in normal laboratory animals such as guinea pigs are able to exhibit phase lock ing up to frequencies of some 4 -5 kHz (Russell and Selick, 1983 ). In the barn owl, phase locking is seen at frequencies one octave or more higher than in other laboratory animals. In terms of tem poral precision, a single auditory nerve fiber in the barn owl can represent time with a precision of some 22 microseconds at 9 -1 0 kHz, while the precision is about 100 (is at 2 kHz in the chick (Warchol and Dallos, 1990 ) and the owl. This ob servation supports the claim made above that ex isting algorithms have become more effective in specialists. To achieve this, the owl must have some specializations -for example fast ion chan nels -that allow high-frequency phase locking. However, the underlying molecular and biochemi cal mechanisms are unresolved and a challenging issue for further research.
Why is the ability to phase-lock to high fre quencies so important for barn owls? From a func tional point of view, it is a precondition for the simultaneous analysis of both parameters for sound localization ( Thus, with the processes underlying phase lock ing, the auditory system has "invented" a means to represent time which can be used for further computations. We shall discuss one of these -co incidence detection -in the following paragraph, but it should be kept in mind that the importance of time measurement goes far beyond this, since, for example, speech perception also depends on the precise encoding of temporal events.
Coincidence detection , 1982) . The dif ferent computational speeds of the molecular pro cesses together with neural gross morphology and conduction times account for the wide range in re levant time scales: from microseconds in measuring interaural time differences to seconds in associative learning. Nevertheless, the formal description, the algorithm, is always the same.
Coincidence detection in the microsecond range in the auditory system is used to represent ITDs. It depends on the high precision phase-locking de scribed in the last section and on several further conditions. First, a special neural circuitry is neces sary. Secondly, some regulatory mechanism has to bind together inputs with similar delays. In addi tion, the coincidence-detecting cells have to be similarly sensitive to time as the input cells and the cells must be able to segregate inputs from the left brain side from inputs from the right brain side.
The principal idea for the realization of an ade quate neural circuit dates back some 50 years ( Fig. 7 (top) (Figs. 5, 7) . A regulatory mechanism to establish the correct wiring of the system is necessary, because the times that have to be measured are in the range of microseconds, while the total delay from the ear drum to the coincidence detector lies in the range of 2 -4 milliseconds. Gerstner et al. (1996) pro posed that Hebbian mechanisms might allow the cells to select inputs with the correct delay.
The cells seem not only to use Hebbian mecha nisms, but we also see morphological specializa tions in the coincidence-detecting neurons. While, in principle, binding by a Hebbian mechanism may also work via axo-dendritic synapses and passive or active conductances in a complex dendritic tree, in cells of nucleus laminaris a correlation between frequency tuning and dendritic arborisation exists. Cells tuned to frequencies above some 4 kHz do not have dendritic trees at all, but the afferent axon terminals synapse on the soma (Carr and Boudreau, 1993). Thus, the reduction of the den dritic tree is a further specialization that underlies temporal sensitivity in the microsecond range.
Coincidence-detection is a neuronal computa tion that may be used for the binding of events. Coincidence detections may be the basis for many cognitive functions like speech perception (Sussman, 1989; Sussman et al., 1998) or the synchroni zation of brain activity that is supposed to underlie "higher" brain functions (Singer and Gray, 1995) and even consciousness (Crick, 1993) .
Across-frequency integration. A biological stim ulus within a given modality is often very complex, and the brain processes these stimuli by decom posing the separate qualities and processing them separately. There are, for example, the separate time and intensity pathways in the peripheral au ditory pathway of birds (Fig. 5) . Still, in order to generate adequate behavior, there is a necessity interaural time d iffe re n ce (^isec) for an organism to bind the different components of a stimulus together again. Coincidence detec tion is a first mechanism to achieve this. However, the neural responses representing a stimulus after a first coincidence-detection computation are often ambiguous. As an example, the response shown in Fig. 8 depends in a periodic manner on ITD. This precludes the representation of one lo cation in space, and, thus, false targets or target attributes appear. If a hunting animal wants to avoid futile hunting attempts, it must try to reduce false targets as much as possible. We can therefore expect additional algorithms after the stage of pri mary coincidence detection that remove such am biguity. Such an algorithm has indeed been found in the auditory pathway, and in the following we will describe the algorithm in some detail. This computation takes place in the external nucleus of the inferior colliculus, three synapses after the computation of coincidence detection (Fig. 5) . We shall first outline what the ambiguity looks like in the responses of the coincidence-detecting cells, then show how the ambiguity arises, and finally introduce a solution to the ambiguity problem.
Cells in nucleus laminaris are the first that ex hibit sensitivity to ITD. ITD-sensitivity might be measured by counting the number of spikes occur ring in a certain time interval after stimulus onset. The spike counts for the responses to different ITDs constitute the so-called ITD-curve (Fig. 8 ) . Coincidence detectors respond best when the spikes arrive together, as can be seen in the period histograms (Fig. 6 B) ITD-curve (Fig. 8 ) . Since ITD-curves in nu cleus laminaris are periodic to both small-band and broad-band stimuli, such laminaris neurons cannot represent a single ITD, but they represent more than one ITD. The response shown here is very regular. Within the range of ITDs tested, the curve exhibits two response peaks and three re sponse minima. The response changes almost fol low a sinusoid. rons receive inputs from a small frequency range. Therefore, the ITD-curves of narrow-band neu rons (Fig. 8 , 10A ) are periodic. The temporal dif ference of the response peaks in the ITD-curve corresponds to one period of the stimulus tone. Since these narrow-band neurons respond maxi mally to more than one ITD, they cannot signal ITD unambiguously but only the phase equivalent of the ITD. In technical terms, the neuron's re sponse shows maxima at ITD = interaural phase difference/frequency + k*2 jt; k = 0 , ± 1 , ± 2 ,...
This equation is shown graphically in Fig. 9B for frequencies from 1 to 10 kHz and for ITDs from -300 to +300 [is. One peak occurs for all frequencies at +90 [is. For a frequency of 4800 Hz, the best frequency of the neuron with the ITD-curve shown in Fig. 8 , a second peak around -120 [is is expected (Fig. 9B ). Fig. 8 shows a second peak at exactly this time difference. Note also that for other frequencies similar phase ambiguities occur (Fig. 9B) . While the Jeffress model mentioned in the last section explains the principle of binaural interac tion by coincidence detection, this model cannot explain the representation of one sound location by the brain without further assumptions. One reason is that this model is formulated without taking the frequency dependence of the responses into account. As has just been described, narrowfrequency tuning in concert with phase-locking may create problems for sound localization, be cause a coincidence-detecting neuron will be un able to discriminate inputs that are exactly one period apart.
There are two ways to solve this problem. The first one is to restrict analysis of behaviorally rele vant ITDs to a range of frequencies at which the ambiguity problem does not occur. This would be 90 [is for the response shown in Fig. 8 . If we take the range of physiological ITDs into account, the limit would be at some 750 Hz in humans, and at some 3000 Hz in the barn owl. Thus, the barn owl cannot make use of this solution, because it has to analyze ITDs in a frequency range at which its head creates measurable ILDs. This is, as men tioned above, the frequency range above some 5 kHz. Therefore, the barn owl needs to employ a different solution to the ambiguity problem. It resolves the ambiguity occurring in the upper fre quency range by integrating over several fre quencies. Thus, an additional concept is necessary for the representation of auditory space. This con cept will be referred to as across-frequency inte gration.
Equation ( We have seen from a theoretical analysis that across-frequency integration might solve the phase-ambiguity problem. Do mechanisms of across-frequency integration exist in the owl's brain? For across-frequency integration cells tuned to different frequencies have to be com bined in a specific way: the best combination would be in the way sketched in the mathematics of Fig. 9B and C. Such across-frequency integra tion was observed (Fig. 10, see shown by statistical analysis (Fig. 10B) . This array of neurons projects to one neuron in the next higher station of the auditory pathway, the ICx. By this across-frequency integration a new propertyunambiguous representation of ITD -emerges in the ICx neuron (Wagner et al., 1987) . One might say that the ITD associated with the straight line is characteristic for a cell, and therefore, the term fre que ncy (kH z) In Fig. 9 and Eqn.
(1), we have outlined a theory that combines neurons responding to phase-fre quency combinations that are linearly related. This was motivated by the good correlation between theory and observations made with stimuli pre sented via earphones (Figs. 9, 10) . Indeed, if the phase-frequency relationship is measured for sources at loci in frontal auditory space, linear re lationships result (Brainard et al., 1992) . For lat eral auditory space, however, the relation is no longer linear (Brainard et al., 1992) . Therefore, a linear relationship would not represent one locus in space, but many of them in a frequency-dependent way. Thus, the linear theory is a good approx imation for frontal space only. For other locations in auditory space, the theory must be extended. The wiring is most likely achieved by behavioral feedback, i.e. those phase-frequency combinations are bound together that lead to the best localiza tion or hunting success. (Konishi, 1985) . The seasonal variation suggests hormonal influences on song production. For all these reasons, the neurobiology of song and the adaptations in the brain to song production has interested neurobiologists for a long time.
Song
We first describe some important characteristics of bird songs before we turn to the neural mecha nisms underlying these specializations. Songs are different from calls. The song is usually longer and more complex than a call, it is usually only pro duced by sexual mature males in a particular body posture during the breeding season, and in most cases the main components of songs are learned during ontogeny and are not genetically fixed (for a review see Konishi, 1985) .
Bird songs have a structure. The most elemen tary units have been termed "notes". Several notes may group together to form a "syllable", and sylla bles can be combined for a "phrase". Many birds produce several different phrases in a fixed se quence as a unit, called the "song". Some birds like thrushes are able to deliver syllables in vari able sequences. The rules underlying the timing and sequencing of phrases and syllables are called the syntactical rules and are usually speciesspecific. The song repertoire, the whole set of different songs a bird is able to produce, can be as large as several hundred different songs (Kroodsma, 1980) . Song learning consists of perceptual and senso rimotor phases. Songbirds are predisposed to learn the song of their own species. Young nestlings hear other birds sing. During the perceptual phase of learning, they commit an acceptable song, usually the song of their father, to memory. In this phase the nestlings only hear the song; they do not vo cally reproduce it. During the second phase, the sensorimotor phase, the bird practices. Practising means that the bird sings what is called a plastic song. In this phase of song acquisition the bird has to hear itself vocalize in order to match the vocal output with the memory trace of the tutor song. In most species the song crystallizes after the sen sorimotor phase into a "full song", and these birds often sing very stereotyped songs. In contrast, other song birds (e.g., mocking birds, some war blers and starlings) acquire new song elements life long. Starlings for example are able to mimic the squeaking sound of an opening door. Usually, females do not sing, but song can be induced in females if they are treated with steroid hor mones.
The song of a bird is so specific that it can be used by naturalists for the identification of the species. In addition to these species-specific fea tures, many songs show distinct geographical vari ations, known as song dialects (Marler and Tamura, 1962). Dialects occur in certain breeding habitats. All males in a given habitat sing a song typical for the local dialect. These dialects are in herited culturally: nestlings hear the father or neighboring males sing, and will later sing a song of the same dialect. Dialects have been found to be stable for over 10 years (Payne et al., 1981) .
In the last two decades, the neural basis of these behavioral observations has been worked out in great detail. A breakthrough in the study of the neural representation of song was the description of a circuit devoted to the production of songs, the song system (Nottebohm et al., 1976; Fig. 11 ). The song system receives input from the auditory sys tem (Field L). The output of the song system is to a part of the hypoglossus nucleus that innervates the musculature of the vocal organ, the syrinx. Central elements of this circuit are the nucleus HVc and the nucleus RA (Fig. 11) . The nuclei be s y rin x longing to the song system have only been found in song birds (passerines) and parrots, but not in other bird orders. Thus, it seems that these nuclei are a special adaptation of the bird brain to pro duce complex vocalizations.
The nucleus HVc receives input from the audi tory forebrain nucleus, Field L, and neurons in HVc respond to complex auditory stimuli. Inter estingly, the HVc contains neurons that respond predominantly or even exclusively to the bird's own song. These highly selective neurons were called song-specific neurons (Margoliash, 1983) . Their selectivity develops while the bird sings the plastic song and is completed when the song crys tallizes (Volman, 1993) . These song-specific neu rons play a role during song development and also in song recognition. They are not the memory trace, the template, that is used in the phase of sensorimotor learning to establish the full song, because song-specific neurons develop in parallel with the full song. The location and nature of the memory trace in the brain is still a matter of de bate (Konishi, 1985) .
As outlined above, songs can be subdivided into notes and syllables. Zebrafinches produce stereo typed songs. Yu and Margoliash (1996) found that changes in the activity of neurons in HVc could be associated with syllables, while the activity of neurons in the nucleus robustus archistriatalis (RA ) could be related to notes. RA receives input from HVc. Since association with syllable identity does not require as tight a temporal structuring as association with note identity, this observation means that during the production of a song larger entities with less temporal precision are estab lished first and then refined in a hierarchical net work.
Song changes seasonally, and seasonal changes have also been demonstrated in song nuclei and their neurons. A small number of neurons seems to be born at the beginning of a new season in adult canaries, but the majority of the neurons only change dendritic and somatic shape (review in Gahr, 1997). These changes can be directly correlated to the action of hormones. Estrogen re ceptors have been found in the shelf that sur rounds the HVc. If a female of a white-crowned sparrow (that normally does not sing) is implanted with a small pellet of hormone, it starts to sing within some 4 weeks of hormone action. In paral lel, the dendritic arborisation of neurons in HVc changes: neurons resemble those found in males in respect to both size and complexity of dendritic arborisation, whereas untreated females have smaller and less complex neurons (Konishi and Gurney, 1982) .
Bird song has been claimed to be lateralized in the song birds' brains (Nottebohm and Nottebohm, 1976). However, the site of lateralization may be in the syrinx and not in the song system. The syringeal musculature on the left side is more voluminous than that on the right in the canary (Nottebohm, 1980 
Adaptations to Ecological Demands in the Visual System
General remarks
The visual system is very well developed in al most all birds. This is reflected in the size of the nuclei dedicated to visual processing, e.g., the optic tectum and the visual Wulst. Especially in those avian species that are able to fly, the demands on the visual capacities are tremendous and involve the computation of flow-fields, the precise estima tion of approaching objects, and the orientation in three-dimensional space. Most birds have later ally-positioned eyes. The binocular overlap is small so that each eye sees its own world. The eyes can be moved some 30 degrees, but usually head turning is more conspicuous than eye movement. Some birds turn the head when they look at things so that one eye fixates the object of interest. There is some evidence that birds may use the left and right eyes in different behavioral situations (Andrew, 1982) .
The visual system of all vertebrates has at least three pathways that work in parallel (Karten, 1979) . In mammals, the pathway that has been studied most thoroughly is the projection from the retina via the lateral geniculate body to the visual cortex. This thalamofugal pathway has been di vided in two streams in primates, the parvo-and the magnocellular stream. A thalamofugal path way is present in birds, but it is not as prominent as in primates and separated magno-and parvocellular streams have not been observed in birds. The second (tectofugal) pathway connects the ret ina with the superior colliculus, and leads via the pulvinar to several cortical areas like MT. Birds possess a prominent tectofugal pathway that com prises the optic tectum, the nucleus rotundus in the diencephalon and the ectostriatum in the tel encephalon. Finally, the third pathway originates from special displaced ganglion cells, and ends in the nucleus of the optic tract in mammals or the nucleus of the basal optic root in birds, respec tively. There seems to be a division of labor be tween the three pathways, with the third pathway clearly being sensitive to large-field motion for the control of the optokinetic response. All three pathways eventually project to the telencephalon. The current assumptions on the function of these pathways are largely derived from research in mammals like cats and primates. According to data from these animals, the thalamofugal path way is involved in the detailed analysis of objects, whereas the function of the tectofugal pathway in volves sensorimotor tasks like orienting reactions towards objects. Data from studies on birds show that this division of labor is not consistent among various species. Rather, it seems that species with frontal eyes and large binocular overlap (e.g. owls) have a strongly developed thalamofugal system, whereas species with lateral eyes and mostly mo nocular fields of vision have a strongly developed tectofugal system. As this seems to hold true for mammals as well, the contributions of each system to visual processing might be directly correlated to the ecological situation of a given species.
Attentional switching
Since most birds are active during the day, they have a well developed color system with three dif ferent cones. The visual world gets even more col orful, because the incoming light is filtered by oil droplets. Oil droplets of different color are clus tered in different parts of the eye in the pigeon so that a red field and a yellow field can be separated. If the head is in upright position, the red field views the ground while the yellow field views the sky. Concomitant with the different eye fields, the optimal viewing distance for the lower visual hemifield and the upper visual hemifield also dif fers: Chickens are myopic in the lower hemifield, while they are emmetropic in the upper visual hemifield. This peculiarity develops during onto geny, and depends on the fact that different regions of the eye can be induced to develop emmetropization (Fitzke et al., 1985) . These differ ences make sense for ground feeding birds, be cause the lower and upper visual hemifield have different ecological functions. The lower field is important for the selection of food grains, while the upper field is important for the detection of possible predators. Ground-feeding birds can be observed to often switch attention from pecking to watching at a distance.
It has been proposed that a neural circuit found especially in grain-feeding birds mediates this at tentional switching. This neural loop originates in the retina and projects onto a specific subset of neurons in the optic tectum. The tectal neurons project onto the isthmo-optic nucleus (ION) that (Fig. 12) . Even though other hypotheses on the role of the centrifugal system in birds exist (Woodson et al., 1995) , the function hypothesized by Clarke and coworkers could explain various findings from behavioral studies, electrophysiol ogy and comparative anatomy. However, as the behavioral and electrophysiological evidence is rather scarce, this hypothesis remains to be cor roborated by more detailed studies. A peripheral mechanism to direct visual attention is quite dif ferent from the central concepts discussed in mammals, but might prove to be a fascinating and approachable circuit to reveal fundamental prop erties of attentional processes.
Looming detection
While we have explained some adaptations to feeding on the ground in the last section, we shall now turn to one of the biggest ecological pressures on the birds' brain: the computation of visual flow fields and the need for sensorimotor reactions du ring fast flight. Flight is advantageous as a lowcost mode of locomotion over huge distances, as a way to escape predators and to exploit food sources otherwise inaccessible, but in return re quires elaborate sensorimotor mechanisms.
The problems are similar to the problems faced by airplanes (or rather pilots). Flight control is es pecially important to guarantee crashless straighton flight, safe landing or approaching or hovering in front of objects. Much of the necessary informa tion is contained in the visual flow-field. Birds have a powerful optokinetic system, and looming systems are used especially during landing and hovering. In the following, we shall not try to give a detailed description of all neuronal adaptations of birds to flight, but shall only talk about the looming system.
The flow-field has a focus of expansion that lies in the direction of flight. The focus of expansion is in the point from which all the movement vec tors seem to originate. If the bird can measure parameters of the flow-field, then it can control both approach and landing. In this respect, a par ticular interesting feature of (stationary) objects relative to the moving bird is the "time-to-collision" (TTC) associated with the object. The timeto-collision (x(x)) is defined as follows: (Fig. 13) . Thus, these cells seem to signal the time-to-collision of approaching objects. They do not signal self-motion. Therefore, these cells are probably involved in the detection of ap proaching objects like predators and not in flight control.
Visual spatial memory
We have already spoken about memory when we described the song system. What we described there was a memory trace about the temporal se quence of complex auditory stimuli. However, there are many more examples where memory seems to play an important role in bird behavior, and we shall briefly discuss an aspect of visual spa tial memory in the following.
Many birds store food in caches (for a review see Shettleworth, 1983) , either as stock for times when food is scarce (Clark's nutcracker) or to hide it from competitors (black-capped chickadee, marsh tit). As the retrieval is better than chance, the birds must have some memory of the cache sites. In the first case, the bird needs a memory that lasts some months, while in the latter case, a memory of several minute up to several days is sufficient. This memory is of spatial nature, be cause a change of landmarks influences the search ing pattern in a predictable way (Shettleworth, 1983) .
From studies with mammals it is known that the hippocampal formation plays a role in spatial memory. Birds also possess a hippocampus. After ablation of the hippocampus in black-capped chickadees, the accuracy of cache recovery de creased (Sherry et al., 1992) . This points towards an involvement of the avian hippocampus in spa tial memory tasks. In addition, the volume of the hippocampus and the adjacent area parahippocampalis is enlarged in bird families with food storing species compared to non-food-storing fam ilies ( Fig. 14; Sherry et al., 1992) . Thus, hippocam pal volume may have increased in response to eco logical pressure to remember food caches. Similar adaptations are also found in pigeons that were selectively bred for homing. In those strains that are good homing pigeons, the hippocampal area is larger than in strains that are not selected for hom ing tasks. Data from woodpeckers, however, sug gest that many factors apart from food storing may influence hippocampal size (Volman et al., 1997).
Conclusions
We have shown examples of how bird brains have been shaped by ecological pressures. The most consistent changes in brain gross anatomy were enlargements of volumina in nuclei. Such en largements can, for example, be seen in the audi tory system of the barn owl and the hippocampus of food storing birds. In these enlarged structures, the cellular arrangement may become more regu lar as can be seen in the nucleus laminaris and the inferior colliculus of the owl as compared to the nucleus laminaris in the chicken and the inferior colliculus of the cat, respectively. Likewise, altered connectional strengths or even the appearance of new connections may result as was discussed in the loop connecting the retina with the optic tectum and the isthmo-optic nucleus and is also observed in an prominent suprachiasmatic decussation in the owl to allow for the representation of both vis ual hemifields in binocular neurons. At a more in tricate level, the shape of neurons may change: singing males of song birds have more complex dendritic arborisations than non singing males or females; neurons in nucleus laminaris of the owl loose their dendrites to guarantee representation of small temporal differences. Specific functional types of neurons may occur as with the song-specific neurons in song birds. Implementation of neural algorithms may become more effective as demonstrated in the examples of coincidence detection and across-frequency integration. The brain may also invent new implementations of algorithms, and the appearance of NMDA-receptors and their computational capacity in verte brates may be seen in this context. However, in vertebrates that lack NMDA-receptors are also able to perform computations that bind two stim uli together. In this respect the algorithms seem to be more conservative than brain anatomy and physiology.
Such changes are not restricted to birds. Insects use some 50% of their neurons for the processing of visual information, which seems to be closely related to the large information flow through flight (Borst and Egelhaaf, 1989) . Similar adapta tions are also seen in a variety of species from different vertebrate classes, e.g. electric fish, barn owl and bats. In these species this intricate in terplay between ecology, behavior, and neuronal organization has been analyzed in great detail. Thus, the brain is plastic enough to react to evolu tionary pressure and to shape brain anatomy ac cordingly.
The feature of the mammalian brain that makes it most different from other brains is the layered isocortex. This isocortex has often been related to the evolutionary success of the mammals -lead ing eventually to humans with their great cognitive abilities. However, birds with their seemingly small brains are not less intelligent than most mammals. Thus, one general insight might be that a layered structure as is found in the cortex of the mammals is not a necessary prerequisite of com plex computations (Karten, 1997) . A system that can do a certain job may be designed in different ways. Whether the layering of the cortex is the best way to do complex computations has to be determined. There is some evidence that the ap pearance of regularity may help in representing certain functions like in the inferior colliculus of the owl. On the other hand, the amazing capabili ties of birds demonstrate that brain organizations other than layering may not only lead to evolu tionary success but also be able to produce com plex behavior.
