This paper considers the joint maximum likelihood (ML) channel estimation and data detection problem for massive SIMO (single input multiple output) wireless systems. We propose efficient algorithms achieving the exact ML non-coherent data detection, for both constant-modulus constellations and nonconstant-modulus constellations. Despite a large number of unknown channel coefficients in massive SIMO systems, we show that the expected computational complexity is linear in the number of receive antennas and polynomial in channel coherence time. To the best of our knowledge, our algorithms are the first efficient algorithms to achieve the exact joint ML channel estimation and data detection performance for massive SIMO systems with general constellations. Simulation results show our algorithms achieve considerable performance gains at a low computational complexity.
INTRODUCTION
Employing multiple-antenna arrays is well known for its benefits: high reliability, high spectral efficiency and interference reduction. Recently, a new approach, massive MIMO, has emerged by equipping communication terminals with a huge number of antennas. This reaps the benefits of the traditional MIMO systems on a much larger scale. In [1], the author mathematically showed that the effect of fast fading and non-correlated noise is eliminated as the number of receive antennas approaches infinity. This pioneering work has generated extensive research interests. For example, in [2] [3] [4] [5] , the authors have reviewed recent works on massive MIMO systems' information-theoretic capacity, channel propagation modeling, transmit and receive schemes, pilot contamination, and channel estimation for massive MIMO systems.
To achieve the promised advantages of massive MIMO systems, knowledge of the channel state information (CSI) is required for performing uplink data detection and downlink beamforming [2] . However, accurately estimating the channel coefficients is a grand challenge in wireless systems, especially in fast fading environments [6] and massive MIMO systems. In fact, allocating pilot symbols to estimate time-varying channels in multi-cell massive MIMO systems will result in pilot contamination, which is a fundamental limiting factor to the performance of massive MIMO systems [1, 4] .
Compared with traditional MIMO systems, it is even more challenging to perform accurate channel state estimation for massive MIMO systems, since massive MIMO systems have a large number of unknown channel coefficients. In case of conventional MIMO systems, differential modulation techniques, blind and semi-blind, and pilot based algorithms are used to solve the problem of channel tracking [7] [8] [9] [10] 13] . These non-coherent data detection methods are not optimal for antenna arrays with a large number of time-varying channels. It is of great theoretical and practical interest to investigate near-optimal or optimal joint channel estimation and data detection schemes for massive MIMO systems [4] . For example, performing joint channel estimation and data detection will help alleviate pilot contamination in multi-cell massive MIMO systems [4] .
In conventional MIMO systems, most existing efficient noncoherent signal detection algorithms are suboptimal in performance, compared with the exact ML non-coherent data detection algorithms. However, there are a few exceptions. For instance, the sphere decoder algorithm was used in [11] and [12] to solve the joint ML non-coherent problem for SIMO wireless systems, but only for constant-modulus constellations (such as BPSK and QPSK). In [13] , the authors also proposed sphere decoder algorithms to achieve the joint ML channel estimation and data detection for orthogonal space time block coded (OSTBC) wireless systems. In [11] and [13] , the sphere decoder algorithms were shown to achieve the exact ML non-coherent detection performance with a lower complexity than the exhaustive search. However, the sphere decoders proposed in [11] and [13] only work for constant-modulus constellations. In another line of work, [14] proposed an exact joint ML channel estimation and signal detection algorithm for SIMO systems with general constellations. In addition, [16] developed an exact ML non-coherent data detection algorithm for OSTBC systems with constant-modulus constellations, using recent results on efficient maximization of reduced-rank quadratic form to achieve polynomial complexity.
The sphere decoders in [11] [12] [13] and the ML decoder in [16] work only for constant-modulus constellations. Furthermore, the optimal non-coherent data detection algorithms from [11] , [13] and [14] did not look at the non-coherent data detection complexity as the number of receive antennas grows large in massive SIMO systems. The algorithm in [16] gives an exact ML solution only when the matrix in quadratic form optimization has low rank, but this low-rank assumption does not hold for SIMO systems with a large number of receive antennas. Finding efficient exact ML non-coherent data detection algorithms for massive MIMO systems (including SIMO systems [15] ) with general constellations was open [2] .
In this paper, we propose joint exact ML channel estimation and data detection algorithms for massive SIMO systems, which work with both constant-modulus and nonconstant-modulus constellations. Firstly, we propose efficient exact ML non-coherent data detection algorithms, for both constant-modulus and nonconstantmodulus constellations. Secondly, we theoretically show that the expected computational complexity is linear in the number of receive antennas and polynomial in channel coherence time, which is surprising considering a large number of unknown channel coefficients in massive SIMO systems. Thirdly, we propose a new ML tree search algorithm (TSA) which achieves the exact ML performance with near-optimal complexity (we left the details of TSA for an extended version). To the best of our knowledge, these algorithms are the first set of low-complexity joint exact ML noncoherent data detection algorithms for massive SIMO systems with general constellations. The only other work which provides efficient exact ML non-coherent data detection under general constellations is [14] . However, the method in [14] is for traditional SIMO systems with a small number of receive antennas, and can not guarantee polynomial expected complexity for massive SIMO systems. Moreover, our algorithm in this paper is fundamentally different from the approach in [14] . Simulation results demonstrate significant performance gains of our optimal non-coherent data detection algorithms. As a consequence of this work, we know the exact performance gap between optimal and suboptimal non-coherent data detections in massive SIMO systems.
We remark that, although this paper focuses on discussing massive SIMO systems, our proposed algorithms can serve as building blocks for performing iterative joint channel estimation and data detection algorithms in general massive MIMO systems. This is beyond the scope of this current paper, and we will leave it as future work.
JOINT ML CHANNEL ESTIMATION AND SIGNAL DETECTION
Let T denote the length of a data packet during which the channel remains constant. The channel output for a SIMO system with N receive antennas is given by
where h ∈ C N ×1 is the SIMO channel vector, s * ∈ C 1×T is the transmitted symbol sequence, and W ∈ C N ×T is an additive noise matrix whose elements are assumed to be i.i.d. complex Gaussian random variables. We also assume the entries of s * are i.i.d. symbols from a certain constellation ⌦ (such as BPSK or QAM). We assume h is a deterministic unknown channel with no priori statistical information known about it. Then, the joint ML channel estimation and data detection problem for SIMO systems is given by the following optimization problem
where ⌦ T denotes the set of T -dimensional signal vectors. Optimizing (2) over h is a least square problem while the optimization over s * is an integer least square problem, since each element of s * is chosen from a fixed constellation ⌦. By [8, 11] , for any given symbol vectors s * , the channel vector h that minimizes (2) iŝ
Substituting (3) into (2), we get
As pointed out in [8] , if the modulation constellation is constantmodulus, minimizing (4) over s * reduces to the following problem:
The maximization problem (5), for a constant-modulus constellation, is equivalent to:
where ⇢ is a slightly larger value than the maximum eigenvalue of X * XN . One way of solving the integer least square optimization problem in (6) is by using exhaustive search over the entire signal space. However, the computational complexity of exhaustive search is exponential in T . Sphere decoder was used in [8] to efficiently solve (6) with a lower computational complexity than exhaustive search. Instead of searching over all the hypotheses for s * , a sphere decoder only looks at data sequences s * that are inside the hypersphere of radius r, namely, s
From the way ⇢ is determined, (6) is positive semidefinite. We can use the Cholesky decomposition to factorize I as I = R * R, where R is an upper triangular matrix. Now we can rewrite (6) as
Since R is an upper triangular matrix, Rs can be expanded as
where M s * is the metric of the transmitted vector s * , and L i,k is the entry of R in the i-th row and k-th column. For each i between 1 and T , we further define
where the partial sequence s * i∶T consists of elements
is the metric of the partial sequence s * i∶T , and M s * T +1∶T = 0 by default. Now we represent the set of possible sequences in a tree structure as in [8] . In this tree structure, we have T layers, and we refer to s * i∶T as a layer-i node in the tree. A tree node s * i+1∶T is the parent node of s * i∶T . Now we are ready to present the algorithm for joint ML channel estimation and data detection. 6. If any sequence s * is ever found in Step 4, output the latest stored full-length sequence as the ML solution; otherwise, double r and go to 1. We remark that, for downlink beamforming, one can use theĥ generated from (3), using the output from Algorithm I.
Choice of radius r
The radius r has a big influence on the complexity of Algorithm I. If r 2 is chosen bigger than the metric of every sequences ∈ ⌦ T , the algorithm will visit all the tree nodes under that radius. If r 2 is too small, the optimal sequence may have a metric larger than r, and Algorithm I will search again under a new larger radius. [8, 19] derived how to choose r such that with a certain probability, the transmitted sequence has a metric no bigger than r 2 . However, the
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radius in [8] is for a fixed number of receive antennas, and for high signal-to-noise ratio (SNR).
In this paper, we quantify the choice of radius r when the number of receive antennas is big, as in massive MIMO systems. In fact, we set r 2 as any constant c such that
where Dmin = min s 1 ∈⌦,s 2 ∈⌦,s 1 ≠s 2 s1 − s2 2 is the minimum squared distance between two constellations points. We remark that our radius is different from that in [8] . More specifically, the new radius value does not depend on the high SNR assumption. In fact, one can choose r 2 to be a positive constant arbitrarily close to 0, for a large SIMO system. In the next section, we will show that, under this new radius, this ML algorithm has expected polynomial computational complexity.
ALGORITHM COMPUTATIONAL COMPLEXITY
The computational complexity of the ML noncoherent data detection algorithm for SIMO systems is mainly determined by the number of visited nodes in each layer. By "visited nodes", we mean the partial sequences s * i∶T for which the metric M s * i∶T is computed in the algorithm. The fewer the visited nodes, the lower computational complexity of the joint ML algorithm. In this section, we will show that the number of visited nodes in each layer will converge to a constant number for a sufficiently large number of receive antennas. To simplify complexity analysis, we further modify Step 6 of the ML algorithm in Section 2: "If any sequence s * is ever found in Step 4, output the latest stored full-length sequence as the ML solution; otherwise, let r = ∞ and go to 1". We call such a modified decoder as "modified sphere decoder". This does not affect the algorithm's optimality. To analyze the computational complexity of our algorithm, we further assume h has independent zero mean unit variance complex Gaussian components. In addition, we present our proof for constant-modulus constellations, and assume that elements of s have unit energy, i.e., s k 2 = 1, k = 1, 2, ..., T . . Then for the modified sphere decoder in the ML non-coherent data detection, the expected number of visited points at layer i converges to ⌦ for i ≤ (T − 1), as the number of receive antennas N goes to infinity. The modified sphere decoder only visits one tree node at layer i = T .
Proof of Theorem 3.1. The number of visited nodes at layer i (1 ≤ i ≤ T − 1) in the joint ML algorithm is equal to ⌦, if there is one and only one tree nodes * (i+1)∶T such that Ms *
we will prove that, the transmitted s * (i+1)∶T will be the only sequence satisfying Ms * with high probability. For the average case, we first derive E[X * X]N , and factorize
N using the Cholesky decomposition. Using the upper triangular matrix generated from the Cholesky decomposition, we show that the transmitted s * (i+1)∶T will be the only sequence satisfy-
. In fact, (1) can be written as
where xi is the i-th column vector of X. After some algebra, we can write E[X * X]N as
using
) intoR * R using the Cholesky decomposition in [17] . Herè R is an upper triangular matrix with L *
and aj,i is the entry of (⇢
) with row index j, and column index i.
ThusR is given by (11) (listed at the top of next page).
We can see that Lii
for 1 < i ≤ T . Now we can useR in (11) When i = T , the joint ML algorithm will visit only 1 tree node, namely s * T , whose metric is equal to 0 (because s * T is predetermined to resolve phase ambiguity); when i < T , at layer i, we also only have one sequences * i∶T = s * i∶T such that Ms * i∶T = 0. This will prove Theorem 3.1, under the assumption that
Now we prove that, with high probability, X * XN is close to E[X * X]N , and thus the expected number of visited nodes under
is very close to the number under ⇢ E I − E[X * X]N . In fact, (X * X)i,jN can be written as the sum of independent random variables:
where w k,i is the element in the i-th column and k-th row of W . Then we can find the expectation and the variance of (12) as follows:
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The weak law of large numbers states that the sample mean of a random variable converges to its expectation in probability. Thus, for any pair 1 ≤ i, j ≤ N , for any constant ⇠ > 0 and ✏ > 0, as N goes to infinity, we have the probability
where ⋅ F is the Frobenius norm. Since ⇢ is the maximum eigenvalue of
, by the triangular inequality for the spectral norm
where ⋅ 2 denotes the spectral norm. Since
with probability at least 1 − ⇠, as N → ∞. Using the triangular inequality for the spectral norm and the Frobenius norm, we have
with probability at least 1 − ⇠, as N → ∞. Note that the Cholesky decomposition of (⇢I −
Then for any ✏ > 0 and ⇠ > 0, as N goes to infinity, R −R F ≤ ✏ holds true with probability at least 1 − ⇠. Thus as N goes to infinity, for any full-length sequences * , with probability at
which is no bigger than s 2 ✏. Note here the superscripts R and R
describe what upper triangular matrix is used in calculating the metric.
Thus, taking a small enough ✏, the number of visited nodes at layer i will be equal to ⌦ under (⇢I − X * X N ), with probability at least (1 − ⇠). For any constant ⇠ > 0, as N goes to infinity, the expected number of visited nodes at layer i is upper bounded by ⌦ + (1 − ⇠)⌦ T −i , since the largest number of visited nodes at layer i when r = ∞ is ⌦ T −i . Taking arbitrarily small ⇠ > 0, the expected number of visited nodes at layer i approaches ⌦.
ML ALGORITHM FOR NONCONSTANT-MODULUS CONSTELLATIONS
In this section, we provide the first low-complexity joint ML channel estimation and data detection algorithm for massive SIMO systems with nonconstant-modulus constellations. For nonconstant-modulus constellations, we can change the problem of maximizing (4) to an equivalent minimization problem over s *
where, again, ⇢ is slightly larger than the maximum eigenvalue of
) is a positive definite matrix and can be factorized using Cholesky decomposition. Then, (16) can still be transformed into another minimization problem
where R is upper triangular from Cholesky decomposition. Since different sequences may have different energy, this problem is not an integer least square problem any more. The s 2 term in (17) prevents us from solving (17) by using the approach as in Section 2 for nonconstant-modulus constellations. In our new algorithm, we will instead lower bound Rs 2 s 2 for partial sequences s i∶T , taking sequence energy into consideration. To illustrate our new approach, we use as an example the 16-QAM constellation ⌦, which comprises 16 points a + bj, where a ∈ {±1, ±3} and b ∈ {±1, ±3}. Note that in this section, we do not assume constellation points of unit energy. The maximum energy of a constellation point in 16-QAM is thus 3
To lower bound Rs 2 s 2 , we divide the sequence s into two parts: s1∶i−1 and s i∶T . For any partial sequence s * i∶T , we define a new metricM s * i∶T as,M
where M s * i∶T is the metric defined in (9) . In fact,M s * Proof. Algorithm I will terminate after a finite number of doubling r. After the final time of doubling r, r will not increase in the subsequent search. Letŝ * be the final sequence output by the algorithm. , which insures that the optimal solution is inside the search radius with high probability. We also analyze the expected complexity for nonconstant-modulus constellations. In the end, we can show that, even for nonconstant-modulus constellations, the expected complexity is also polynomial in channel coherence length and the number of antennas. This analysis will be similar to that of Section 3, but significantly more technically involved. In the interest of space, we omit its proof.
Tree Search Algorithm (TSA)
We further design a best-first branch-and-bound tree search algorithm for ML non-coherent data detection that does not need an assigned initial radius r. We call this algorithm the Tree Search Algorithm (TSA). In contrast to Algorithm I in Section 2, TSA sets the initial search radius as zero. Then the radius r in TSA systematically increases until the joint ML solution is found. TSA is guaranteed to visit no more tree nodes than Algorithm I. Thus our previous complexity results also upper bound the complexity of TSA. Moreover, we can prove that this new TSA applies to nonconstant-modulus constellations. Due to space limitations, we leave out TSA's detailed description, expect for providing its simulation results in Section 5.
SIMULATION RESULTS
In this section, we simulate the performance and complexity of the exact ML algorithms for massive SIMO systems with N receive antennas, under QPSK and nonconstant-modulus 16-QAM. Channel matrix entries are generated as i.i.d complex Gaussian random variables. We compare our ML non-coherent data detection algorithms with suboptimal iterative and non-iterative MMSE (minimum mean square error) channel estimation and data detection schemes. In each channel coherence block, we embed one symbol known by the receiver to resolve channel phase ambiguity, at layer T of the data sequence. In the non-iterative suboptimal scheme, the receiver estimates the channel using this training symbol. Then, the receiver uses this estimated channel to detect the remaining T − 1 transmitted symbols. The iterative suboptimal scheme exploits the detected data vector from the pervious iteration to obtain a new channel estimation, which, in turn, is used for data detection in the current iteration. The iterative suboptimal scheme runs 100 iterations for each channel coherence block.
In Figure 1 , the symbol error rate (SER) of the ML algorithm is evaluated as a function of SNR for T =20, along with the SER of data detection based on the iterative and non-iterative MMSE channel estimation. The ML algorithm outperforms the MMSE iterative and non-iterative channel estimation scheme. In Figure 1 , the ML detector provides around 2 dB improvement over the iterative scheme and 4.5 dB improvement over the non-iterative scheme, at 10 −2 SER.
The complexities of both our sphere decoder and our new ML TSA are evaluated by the average number of visited nodes in each coherence block. In Figure 2 we obtain the average number of visited nodes for T =20 for different SNR values. We use our proposed search radius r 2 = T 3 for the sphere decoder. It can be seen that when N increases, the number of visited nodes significantly decreases. In fact, the average number of visited nodes for N =500 is steady at 76, namely the cardinality of the QPSK constellation multiplied by (T − 1) layers. This is consistent with our theoretical prediction in Theorem 3.1. In addition, the ML TSA algorithm further reduces the complexity, compared with the sphere decoder ML algorithm. In comparison, the exhaustive search method will need to examine
11 hypotheses for each coherence block. In contrast to the exhaustive search, our algorithms visit only around several hundred nodes at SNR = −4 dB for N = 50 and only 76 for N = 500, representing complexity reduction in many orders of magnitude across a wide range of N . Figure 3 describes the performance of ML non-coherent data detection for nonconstant-modulus 16-QAM. We let T = 12. At SER=4×10 −3 and with N = 500, our novel joint ML algorithms provides nearly 5 dB gain over iterative joint MMSE channel estimation and data detection algorithms. and for the TSA. Both algorithms achieve surprisingly low average computational complexity. Note that in order to do exhaustive search, one would need to examine 16 11 =1.76 × 10
13
hypotheses in each coherence block. For SNR above −4 dB, on average TSA algorithm visits only 176 nodes, a 10 11 -fold reduction in complexity compared with exhaustive search. 
