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1 Introduction
The comparison of various market share models in Brodie and Kluyver (1987) aroused
substantial interest in the academic community for the topic of forecasting marketing
performance measures. The subsequent discussion in several International Journal of
Forecasting papers (several of these appeared in special issues in 1987 and 1994) concerned
issues as model specication, parameter estimation, and the selection of functional forms.
Another issue dealt with the question if it is sensible anyway to consider models for market
shares instead of for sales, see for example Wittink (1987). Indeed, with the advent of
the SCAN*PRO model, put forward in Wittink et al. (1988), there are by now many
marketing forecasters who use this model for forecasting sales.
Of course, a natural and practically relevant question concerns the interaction between
models for sales and the potential need of forecasts of market shares. Interestingly, an
extensive literature search (covering articles in various marketing and forecasting jour-
nals) does not reveal any discussion of this matter. This may suggest that the question
is not of interest. On the other hand, it may suggest that managers simply divide fore-
casts of brand sales by forecasts of category sales and take this as a forecast of market
shares. Unfortunately, this approach is rather problematic, as the elements of this ratio
are obviously not independent because the category sales include the brand sales. More
precise, the thus generated forecasts of market shares are biased. Closer inspection of this
problem reveals that analytical solutions are quite diÆcult, and hence one as to resort to
simulation-based methods. In this paper we put forward such a method.
The outline of our paper is as follows. In Section 2, we discuss two methods for forecast-
ing market shares given models for sales. The rst method is the aforementioned division
of forecasts (which we will call the naive method) and the second and more appropriate
method relies on simulation techniques. In Section 3, we illustrate the practical relevance
of the simulation-based method for an example concerning ve brands. In Section 4, we
conclude with some remarks.
2
2 Forecasting market shares
Suppose that there are I brands in a certain product category, and suppose the availability
of weekly scanner data on sales and various explanatory variables. One possible form of
a sales model assumes a multiplicative specication to relate explanatory variables such
as promotion and prices to current sales, although other forms are of course also possible.
The sales of brand i, i = 1; : : : ; I at time t, t = 1; : : : ; T can then be modeled as
S
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 N(0;) and where x
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denotes the k-th explanatory variable
(for example, price or advertising) for brand j at time t and 
k;j;i
is the corresponding
coeÆcient for brand i. The normality assumption for the error terms is not strictly
necessary, although with this assumption we have that least-squares estimates are the
maximum likelihood estimates. The parameter 
i
is a brand-specic constant. The error
process (or innovation process) "
i;t
is usually assumed to be only correlated across brands
and not over time, that is, "
i;t
is assumed independent of "
j;t 1
; j = 1; : : : ; I. Finally, by
using the exponential transformation, one ensures that sales forecasts are always positive.
To capture lagged structures in (1), one can include lagged sales in the specication.
The most general autoregressive structure follows from the inclusion of lagged sales of
all brands. In that case, when a P -th order autoregressive structure is used, the model
becomes
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Of course, this model can contain too many parameters, and one may wish to reduce that
number by applying the usual variable selection techniques, once the parameters have
been estimated. To estimate the parameters, the model usually is linearized by taking
natural logarithms of the sales. The resulting equations form an I-dimensional vector
autoregressive model with explanatory variables, to be abbreviated as VARX(P ). The
set of reduced-form equations becomes
logS
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with i = 1; : : : ; I. As the error terms may be correlated across brands, the parameters in
these reduced-form equations should be estimated using Generalized Least Squares [GLS].
Even though one constructs models for the sales of I brands, it may be that forecasts
of market shares are needed, also as these are sometimes easier to interpret than sales.
For example, seasonal inuences have less eect on market shares than on sales. The
question we address in this paper is how one should generate such forecasts based on the
models for brand specic sales.
2.1 A naive method
The market share of brand i at time t, denoted by M
i;t
, is dened as
M
i;t
=
S
i;t
P
I
j=1
S
j;t
: (4)
Forecasts of the market shares at time t + 1 based on information on all explanatory
variables up to time t + 1, denoted by X
t+1
, and information on realization of the sales
up to period t, denoted by S
t
, should be equal to the expectation of the market shares
given the total amount of information available, denoted by E[M
i;t+1
jX
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;S
t
], that is,
E[M
i;t+1
jX
t+1
;S
t
] = E
"
S
i;t+1
P
I
j=1
S
j;t+1
jX
t+1
;S
t
#
: (5)
It is important now to note that in general the right-hand side of (5) is not equal to,
E[S
i;t+1
jX
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;S
t
]
P
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j=1
E[S
j;t+1
jX
t+1
;S
t
]
: (6)
This expression can be called a naive expectation. Hence, it is therefore not possible to
obtain market shares forecasts directly from sales forecasts. A further complication is that
is also not trivial to obtain a forecast of S
i;t+1
, as the sales model is dened in logs, and
as it is well known that exp(E[logX]) 6= E[X]. Therefore, forecasts of log sales cannot
simply be transformed to sales forecasts using the exponential function. The forecast
based on (6), where sales are forecasted by applying the exponential function to log sales
forecasts, will be called a naive forecast.
For this naive method it is possible to obtain approximate (asymptotic) condence
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intervals by using the, what is called, delta method. This method uses
Var
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where Var(logS
1;t+h
; : : : ; logS
I;t+h
) can simply be obtained from (3). For h = 1 this
variance matrix is simply . For h > 1 the uncertainty in the lagged sales should also be
included in the variance matrix for logS
t+h
, see for example Lutkepohl (1993). A possi-
ble drawback of these condence intervals is that they are always symmetric, and more
importantly, that the intervals are not necessarily conned to the [0,1] interval.
2.2 A simulation-based method
Unbiased forecasts of the I market shares should be based on the expected value of the
market shares, that is,
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) is the probability density function of the sales con-
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denotes a realization of the stochastic
S
i;t+1
. By the model de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, is log
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The I-dimensional integral in (8) is diÆcult to evaluate analytically. We therefore
choose to compute the expectations using simulation techniques. In short, using the
estimated probability distribution of the sales we generate synthetic (articial) realizations
of the sales. Based on each set of these realizations of all brands, the market shares can
be calculated. The average over a (preferably large) number of replications gives the
expected value in (8).
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To be more precise, for one-step ahead forecasting, the sales can be simulated using
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where the index l denotes the simulation iteration. For every draw of "
(l)
t+1
, we calculate the
corresponding realization of the sales, S
(l)
i;t+1
, using the above equation. With a simulated
realization of the sales, we can calculate the corresponding realization of the market shares
using
M
(l)
i;t+1
=
S
(l)
i;t+1
P
I
j=1
S
(l)
j;t+1
: (11)
Every vector (M
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that is generated using this simulation method amounts
to a draw from the joint distribution of the market shares. The expected market shares
can therefore be estimated by averaging over all simulated market shares, that is,
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Forecasting h > 1 steps ahead is slightly more diÆcult as the values of the lagged sales
are no longer known. Hence, for these lagged sales we should use the appropriate simulated
values. For example, 2-step ahead forecasts can be calculated by averaging over simulated
values M
(l)
i;t+2
, based on drawings 
(l)
t+2
from N(0;
^
) and on drawings S
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, which are
already used for the 1-step ahead forecasts. Notice that the 2-step ahead forecasts do not
need more simulations than the one-step ahead forecasts.
Finally, in case h > P , that is, all lagged market shares are unknown, the h-step fore-
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When h  P , some of the lagged sales are observed, and in that case one can use the
observed values instead of the simulated values.
An important by-product of our simulation-based method is that it is now also easy
to calculate condence bounds for the forecasted market shares. Actually, the entire
distribution of the market shares can be estimated based on the simulated values. For
example, the lower bound of a 75% condence interval is that value for which it holds
that 12.5% of the simulated market shares are smaller. In general, although of course the
lower bound and the upper bound lie within the [0,1] interval.
3 Illustration
The two forecasting methods discussed in the previous sections will be illustrated using
a multiple-equation model for the sales of 5 brands of tuna sh. The data are analyzed
in Hill and Cartwright (1994) for dierent reasons, and the relevant observations can be
downloaded from the Journal of Business and Economic Statistics data archives. The
data involve 52 weekly observations on 5 canned tuna sh brands, concerning sales and
actually paid prices, amongst other variables. As our interest does not necessarily lie in
the most adequate model for these variables, we conne our analysis to correlating sales
with prices.
To keep the model relatively simple, we choose the own price, own price lagged and
one-period lagged sales as the explanatory variables. Hence, in the model specication in
(1) we have that I = 5, K = 2, P = 1 and 
k;j;i
= 0 when i 6= j, and therefore in what
follows we will ignore the subscript j in 
k;j;i
. In sum, our VARX(1) model for brand i is
S
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= exp(
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)
0
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: (14)
Diagnostic checks on the model specication concerning residual autocorrelation and the
approximate normality of the errors do not suggest serious misspecication.
The parameters in this model are estimated by GLS using the rst 42 observations of
the available data set. The last 10 observations are used to examine the out-of-sample
forecasting accuracy. In Table 1 we report the estimated parameter values for this model.
Most of the coeÆcients appear to be signicant and have the expected sign. Notice that
the expected value of 
2;i
is minus 
1;i
, as in that case the price dierences can be seen
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to have a negative eect. Only for brand 5, the current price coeÆcient is positive, but
there it is seen to be insignicant.
As our empirical model contains current prices, we need to generate out-of-sample
forecasts for the prices in order to generate out-of-sample sales forecasts. One option is to
use random walk forecasts, that is, future prices are forecasted to be equal to the current
prices. The information set X
t+h
then only contains the prices up to period t. A second
option, which we will also consider, is to use a simple vector autoregression [VAR] model
to forecast prices.
We measure prediction accuracy by the root mean squared error [RMSE]. To be more
precise, for h steps ahead forecasts for the periods t + 1 to T for brand i, the relevant
RMSE is calculated as
RMSE =
r
P
T
l=t+1

M
i;l
 
c
M
i;l

2
T   t
; (15)
where
c
M
i;l
denotes the forecast of the market share of brand i in period l based on
information up to period l   h.
In Table 2 we give the RMSE's (and the sum over the ve brands), when we use random
walk forecasts for the prices. We consider 1 week to 5 weeks ahead forecasting for all
brands using both the naive method and the simulation method. The forecasts are made
for period 43 up to period 52. The simulation forecasts are based on 10,000 replications.
Clearly, for all forecast horizons and all brands the simulation method performs slightly
better. Interestingly, the dierences in forecasting accuracy between the naive and the
simulation-based method seem to increase with an increasing forecast horizon. This may
be due to the fact that the simulation method uses the entire distribution of unknown
lagged sales, whereas the naive method only uses the forecasted value.
As discussed in Section 2.2, condence bounds can also be calculated for the simulation
method. In fact, the entire distribution can be computed. In Figure 1 we present the 1-
step ahead forecasts, the 75% condence bounds and the realizations. It can be seen that
not all realizations are within the condence regions. This may suggest that the model
is not adequately specied. Another possibility is that the regions are too small because
no uncertainty about the forecasted prices is included. When a more elaborate model is
used, like for example a (vector) autoregressive model for the prices, the uncertainty in
price forecasts can also be included into the forecasting method.
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In Table 3 we present the estimated parameters in a VAR(1) model for the prices. This
model can now be used to forecast sales. There are two advantages of using this model.
First, the forecasts will be more accurate as in general better price forecasts lead to better
market share forecasts. And, as mentioned, a second advantage is that the uncertainty
in the price forecasts can be included into the forecasts and condence intervals for the
market shares.
In Table 4 we present the RMSE's for both the naive and the simulation forecasts up to
5 steps ahead, where we use the VAR(1) model for the prices. It should be noted here that
the naive forecasts are thus only based on the forecasted prices, whereas our simulation-
based forecasts use the entire (estimated) distribution of the prices. Again it clear that
the simulation method performs best. For all forecasting horizons the simulation method
has the smallest Sum Root Mean Squared Error. Notice that the errors are smaller than
those corresponding with random walk price forecasts. Hence, the VAR(1) model for
prices indeed adds some information to the market share forecasts.
The simulation-based method facilitates the inclusion of uncertainty in the price fore-
casts when computing the condence bounds of the market shares. In the specic example
considered, it would not be diÆcult to also include uncertainty about prices in the con-
dence bounds for the naive method as the prices are included linearly in (3). The forecast
error in logS
i;t+h
is then a linear combination of the error in the log sales model and
the error in the price model, which are both normally distributed. The combined fore-
cast error is therefore also normally distributed and the delta method in (7) still applies.
However, it would become more diÆcult when the price, or another explanatory vari-
able, is included in (3) using a non-linear specication. The forecast error would then
no longer be a combination of normally distributed errors. In short, when one wishes to
consider more complicated functional forms linking sales with explanatory variables, the
simulation-based method becomes even more relevant.
Figure 2 gives the condence bounds for 1-step ahead forecasting calculated using the
simulation method. It is clear that the condence bounds are much wider than the bounds
given in Figure 1, where the uncertainty in prices is not taken into account. Notice the
asymmetry of the condence bounds for brand 3, that is, the forecasted value does not
lie in the middle of the upper and the lower bound.
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4 Conclusion
In this paper we proposed a simulation-based method to generate forecasts for market
shares in case one considers econometric models to correlate sales with explanatory vari-
ables. The method has various advantages over a naive method. The rst is that it yields
unbiased forecasts. The second is that it allows the condence region of the forecasts to
be asymmetric. Finally, the method is particularly useful if forecasts of explanatory vari-
ables are to be included, as the method takes their full forecast distribution into account.
Our illustration showed some improvement of the new method over a naive method.
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Table 1: Estimated parameter values in an empirical sales
model for 5 canned tuna sh brands. Standard errors are
given in parentheses. The estimates are based on the rst
42 observations
S
1;t
S
2;t
S
3;t
S
4;t
S
5;t
Intercept 5.298 9.549 5.904 7.616 5.030
(1.214) (1.805) (1.941) (1.484) (2.367)
exp(P
t
) -8.643 -4.497 -10.737 -8.434 3.093
(0.712) (0.444) (0.866) (0.809) (8.195)
exp(P
t 1
) 7.328 0.742 7.511 6.083 0.040
(0.939) (0.797) (1.440) (1.073) (8.539)
S
t 1
0.496 0.264 0.572 0.290 0.134
(0.091) (0.138) (0.118) (0.107) (0.129)
^
 =
0
B
B
B
B
B
B
B
@
0:207  0:024  0:023 0:036 0:028
 0:024 0:142  0:023 0:026 0:010
 0:023  0:023 0:147 0:030  0:006
0:036 0:026 0:030 0:090 0:005
0:028 0:010  0:006 0:005 0:011
1
C
C
C
C
C
C
C
A
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Table 2: (Sum) Root Mean Squared Error for dierent forecast horizons over 10 forecasts
for the naive method and the simulation-based [SB] method
1-step 2-step 3-step 4-step 5-step
Naive SB Naive SB Naive SB Naive SB Naive SB
Brand 1 17.55 17.38 20.45 20.07 18.53 18.12 15.51 15.24 15.91 15.81
Brand 2 18.05 17.65 22.15 21.22 17.21 16.15 15.29 14.16 21.06 19.66
Brand 3 26.37 26.14 30.09 29.52 24.01 23.24 21.32 20.64 25.07 24.80
Brand 4 9.58 9.53 11.98 11.66 12.40 11.97 11.60 11.18 9.88 9.66
Brand 5 4.77 4.75 6.83 6.67 7.57 7.29 7.02 6.66 5.61 5.33
Sum 76.33 75.45 91.51 89.14 79.72 76.79 70.74 67.89 77.54 75.26
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Table 3: Estimated parameter values of a ve-variate VAR(1)
model for prices
Intercept P
1;t 1
P
2;t 1
P
3;t 1
P
4;t 1
P
5;t 1
P
1;t
0.046 0.484 0.180 0.360 -0.344 0.257
(1.684) (0.126) (0.104) (0.167) (0.213) (2.814)
P
2;t
-1.237 0.125 0.212 0.426 0.036 2.394
(2.639) (0.198) (0.162) (0.262) (0.333) (4.409)
P
3;t
-0.511 0.018 -0.020 0.408 0.253 1.386
(1.511) (0.113) (0.093) (0.150) (0.191) (2.525)
P
4;t
2.318 0.186 0.039 -0.107 0.376 -3.386
(1.127) (0.084) (0.069) (0.112) (0.142) (1.883)
P
5;t
0.022 -0.001 0.001 -0.006 0.001 0.969
(0.037) (0.003) (0.002) (0.004) (0.005) (0.061)
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Table 4: (Sum) Root Mean Squared Error for dierent forecast horizons over 10 forecasts,
while incorporating the forecasts obtained from a VAR(1) model for prices
1-step 2-step 3-step 4-step 5-step
Naive SB Naive SB Naive SB Naive SB Naive SB
Brand 1 19.00 18.95 17.66 17.87 16.10 16.61 15.25 15.66 14.48 14.96
Brand 2 10.54 10.21 12.14 11.82 12.30 11.66 13.28 12.24 13.39 12.07
Brand 3 22.46 22.04 22.67 21.82 23.15 22.15 22.40 21.33 21.99 20.89
Brand 4 11.27 11.27 8.74 8.79 7.71 7.92 8.45 8.53 8.13 8.23
Brand 5 4.39 4.59 5.12 5.43 4.80 5.19 4.64 5.02 4.63 4.99
Sum 67.65 67.06 66.34 65.73 64.07 63.54 64.02 62.78 62.63 61.13
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Figure 1: 1-step ahead forecasts with 75% condence bounds, based on the simulation
method.
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Figure 2: 1-step ahead forecasts with 75% condence bounds, based on the simulation
method using a VAR(1) model for prices.
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