The paper presents a cointegration model in continuous time, where the linear combinations of the integrated processes are modeled by a multivariate Ornstein-Uhlenbeck process. The integrated processes are defined as vector-valued Lévy processes with an additional noise term. Hence, if we observe the process at discrete time points, we obtain a multiple regression model. As an estimator for the regression parameter we use the least squares estimator. We show that it is a consistent estimator and derive its asymptotic behavior. The limit distribution is a ratio of functionals of Brownian motions and stable Lévy processes, whose characteristic triplets have an explicit analytic representation. In particular, we present the Wald and the t-ratio statistic and simulate asymptotic confidence intervals. For the proofs we derive some central limit theorems for multivariate Ornstein-Uhlenbeck processes.
Introduction
Empirical studies of financial time series, as exchange rates, foreign currency spot and futures/forwards rates, stock prices within an industry and interest rates in different countries, show that they are cointegrated (cf. Brenner and Kroner [9] and references therein). Cointegrated originally means that even though time series are not stationary there exist linear combinations of them that render stationarity. This concept goes back to the seminal work of Granger [24] and Engle and Granger [20] , and is well understood in discrete time if second moments exists, see e.g., the monographs of Johansen [32] and Lütkepohl [38] and the review paper of Johansen [33] .
The motivation for this paper comes from pairs trading, which is a popular investment strategy among hedge funds and investment banks, and involves trading of securities in pairs. The basic where L 1 = (L 1 (t)) t≥0 is a Lévy process and ζ = (ζ(t)) t≥0 is some stationary process. The spread Z = (Z(t)) t≥0 of the log prices is then modeled by a mean reverting Ornstein-Uhlenbeck process Z(t) = e −λt Z(0) + t 0 e −λ(t−s) dL 2 (s), t ≥ 0, for some λ > 0 and some Lévy process L 2 = (L 2 (t)) t≥0 ; this is a common model, see [4, 16, 17, 18, 19, 42] . The parameter λ reflects the speed of mean reversion. Then there exists an a ∈ R\{0} such that Z(t) = a log S 1 (t) − log S 2 (t), t ≥ 0.
Finally, we suppose that (Z(t), ζ(t)) t≥0 are jointly stationary, which holds obviously, if ζ and L 2 are independent. Then the price S 2 is also in the class (1.1) since X(t) := log S 2 (t) = aY (t) + Z(t) = L(t) + ζ(t), t ≥ 0,
where L(t) = aL 1 (t) is a Lévy process and ζ(t) = aζ(t) + Z(t) is a stationary process. In the case where (L 1 , L 2 ) is a bivariate Brownian motion and ζ(t) = 0 for t ≥ 0 (which means that S 1 is a geometric Brownian motion), Duan and Pliska [17] showed that the model is complete and the price of any option is not affected by the cointegration, and remains as in the standard Black-Scholes framework.
We consider a multivariate version of such a cointegrated regression model (1.2) and (1.3) in continuous time. Extensions of discrete-time cointegrated autoregressive models to continuous time can be found in Comte [14] , Phillips [46, 48] and Stockmarr and Jakobsen [59] . Let L 1 = (L 1 (t)) t≥0 and L 2 = (L 2 (t)) t≥0 be h-dimensional and d-dimensional Lévy processes, respectively. Moreover, let A ∈ R d×h and Λ ∈ R d×d for d, h ∈ N, where the eigenvalues of Λ have strictly positive real parts. The multivariate cointegration model is 5) where ζ = (ζ(t)) t≥0 is some stationary process in R h , and Z = (Z(t)) t≥0 is a stationary OrnsteinUhlenbeck process in R d with representation Notice, that we can choose a stationary version of Z, since the eigenvalues of Λ have strictly positive real parts and the logarithmic moments of the Lévy measure are finite under Assumption 3.1 and 3.2 (cf. Sato and Yamazato [55] , Theorem 4.1). If Λ is a diagonal matrix in R d×d then any component of Z is an one-dimensional Ornstein-Uhlenbeck process. We will furthermore extend the model in (1.4) , and allow the short-run equilibrium Z to be more general. By definition (1.5), Y is integrated since it is not stationary but has stationary increments. Moreover, it is not cointegrated if L 1 has independent components, i.e. there exists no linear combination of Y which is stationary. It is obvious that (X ′ , Y ′ ) ′ is cointegrated with cointegrating matrix (I d×d , −A ′ ) if A = 0 (where I d×d denotes the identity matrix in R d×d and for a vector x ∈ R d we write x ′ for the transposed of x). Furthermore, if L 1 has independent components, then the rank of A is equal to the rank of cointegration.
The estimation problem
Our aim is to present for the multiple cointegration model (1.4)-(1.6), an estimator for the regression parameter A. Assume the following observation scheme X ′ n = (X(1), . . . , X(n)) ∈ R d×n , Y ′ n = (Y(1), . . . , Y(n)) ∈ R h×n .
We use as the estimator for A the least squares estimator
We will show that under general assumptions the least squares estimator is a consistent estimator and we derive its asymptotic behavior when L 1 (1) and L 2 (1) , respectively, has either a heavy tail or a finite second/fourth moment. We cover the possibility that one has a finite second/forth moment and the other is heavy tailed, and that L 1 and L 2 are dependent. We obtain an explicit representation of the limit distribution of the estimation error, which allows us to present asymptotic confidence intervals for parameter tests on components of A. The limit distribution is a functional of stable Lévy processes and Brownian motions depending on the tail behavior of L i (1) , i = 1, 2, and differs in a discrete-time regression model with a spread modeled by an AR (1) process and in our model with an Ornstein-Uhlenbeck process, which is the continuous-time version of an AR (1) process. Moreover, we derive the t-ratio statistic for A. By simulation studies we see that the asymptotic confidence intervals of that statistic do not depend on the tail behavior of L i (1) , i = 1, 2. Hence, the performance of the least squares estimator can be tested without knowing anything about L 1 and L 2 , which is in the case of heavy tailed distributions unusual and valuable for statistical purpose. The paper is structured in the following way. In Section 2 we present central limit results, which we need in order to derive the asymptotic behavior of our estimator in Section 3. In Section 3 we show that the least squares estimator is a consistent estimator and present its asymptotic behavior. We show that the results not only hold for a multivariate Ornstein-Uhlenbeck process Z but also for the much larger class of multivariate continuous-time ARMA (CARMA) processes, which, in particular, include Ornstein-Uhlenbeck processes. Examples of simulated confidence intervals are also presented in that section. Section 4 contains test statistics as the t-ratio and the Wald statistic for our setup. Finally, in Section 5 we derive the proofs of the results.
We will continue using the notation =⇒ for weak convergence, fidi =⇒ for weak convergence of the finite dimensional distributions, P −→ for convergence in probability, and ν =⇒ for vague convergence. Let R = R ∪ {−∞, ∞} and let B(·) be the Borel-σ-algebra. For x ∈ R we write ⌊x⌋ = sup{k ∈ N : k ≤ x}. Further, we denote by e i the unit vector in R d having 1 in row i and 0 otherwise. For a vector x ∈ R d we write x ′ for the transposed of x. The symbol ⊗ denotes the Kronecker product and we use as norms the Euclidean norm · in R d and the corresponding operator norm · for matrices. Then λ := Λ is the spectral norm of Λ. A S α (1, 0, 0) distribution will be a α-stable distribution with scale parameter 1, skewness and shift parameter 0 in the sense of Samorodnitsky and Taqqu [53] . Particularly, for α = 2 this is a Gaussian distribution. Finally, for a metric space E we write (D[0, 1], E) for the space of all càdlàg (continue à droite et limitée à gauche = right continuous, with left limits) functions on [0, 1] with values in E induced with the Skorokhod
, m 1 , m 2 ∈ N, denotes the quadratic covariation of f and g at time t and VT t (g) the variation of g in [0, t].
Central limit results
The asymptotic behavior of our estimator in Section 3 is based on central limit results presented here. Therefore, we have to distinguish the different domains of attractions of L 1 (1) and L 2 (1). Either
, respectively) is in the domain of attraction of a multivariate α-stable distribution, α ∈ (0, 2), or a multivariate Brownian motion (α = 2). First, we will start with the case where
) is in the domain of attraction of an α-stable distribution, α ∈ (0, 2), and thus, is multivariate regularly varying.
Recall that a random matrix U ∈ R p×d is multivariate regularly varying with index −α < 0 if and only if there exists a non-zero Radon measure µ on R p×d \ {0} with µ(R p×d \ R p×d ) = 0 and a sequence (a n ) n∈N of positive numbers increasing to ∞ such that
The limit measure µ is homogenous of order −α, i.e., µ(uB) = u −α µ(B) for u > 0 and B ∈ B(R p×d \{0}). We shortly write U ∈ R −α (a n , µ). If the representation of the limit measure µ or the norming sequence (a n ) n∈N does not matter, we also write R −α (a n ) and R −α , respectively. For further information regarding multivariate regular variation of random vectors we refer to Resnick [52] . However, we can transfer the results to random matrices in R p×d by rewriting the random matrix as a random vector in R pd . As a special case we recall that a measurable function f : (0, ∞) → (0, ∞) is called regularly
In that case we also write f ∈ R −α . If the random matrix U ∈ R −α (a n , µ) then (a n ) n∈N ∈ R 1/α as well.
In the case where (L 1 (1), L 2 (1)) is multivariate regularly varying the proofs of our central limit results rely on point process techniques (cf. Section 5.1). We follow Resnick's [50] notation of point processes. Let S denote the locally compact and separable Hausdorff space [0, ∞)×R m \{0} with the Borel σ-field B(S), and M P (S) denotes the class of point measures (integer-valued Radon measures) on S provided with a metric that generates the topology of vague convergence. A measure of the form k∈I ε x k , where x k ∈ S, I is at most countable and ε x k denotes the Dirac measure in x k , is a point measure. A point process is a measurable map from a probability space (Ω, F, P) into (M P (S), B(M P (S))). A typical example for a point process is a Poisson random measure (PRM).
Proposition 2.1 Let the multivariate cointegration model (1.4)-(1.6) be given. Suppose (L(t)) t≥0 is a p-dimensional Lévy process with L(1) ∈ R −α (a n , µ) for 0 < α < 2,
where Σ 1 ∈ R h×p and Σ 2 ∈ R d×p . Define for t ≥ 0 and n ∈ N:
where
for B ∈ B(R h+d \{0}) and U is a uniform random variable on (0, 1) and, similarly,
Furthermore, let
Finally, define
Then we have as n → ∞,
Remark 2.2
(i) The limit result of Proposition 2.1 can also be used to derive estimators for Λ as in Fasen [21] .
(ii) The convergence S [2] showed that in the one-dimensional case (d = 1) S (2) n converges at least in the Skorokhod M 1 topology. However, in the multidimensional case, d > 1, the assumptions of Proposition 2.1 are not sufficient to obtain the convergence in the Skorokhod M 1 topology.
We continue with a corollary which gives, under some stronger assumptions, simple representations of S i , i = 1, . . . , 4.
Corollary 2.3 Let the assumption of Proposition 2.1 hold, and let 0 < α < 1, or 1 < α < 2 with
are iid Lévy processes with distribution of (L(t)) t≥0 . Furthermore, we assume that the tail balance condition
holds, where
Finally, suppose that Λ = diag(λ 1 , . . . , λ d ). Define
Then as n → ∞,
where for t ≥ 0,
and (L * 1 (t)) t≥0 is a h-dimensional Lévy process independent of the d-dimensional Lévy process (L * 2 (t)) t≥0 , and in both cases the components are iid S α (1, 0, 0)-stable Lévy motions. Finally,
, respectively has a finite second/fourth moment then we have the following result which goes back to Ibragimov and Phillips [27] , Phillips and Durlauf [49] and Hamilton [25] , Chapter 18.
Proposition 2.4
Let the multivariate cointegration model (1.4)-(1.6) be given.
Define
and
with the notation in (2.6).
Consistency and asymptotic behavior of the estimators
The main results of this paper satisfy either the next Assumption 3.1 which allows that L 1 and L 2 are in different domains of attractions but are independent, or Assumption 3.2, where we want allow for dependence between L 1 and L 2 .
Assumption 3.1 Let L 1 and L 2 be independent Lévy processes. Furthermore, suppose the following:
(a) Either 
Define a n := n 1/2 and α := 2. Furthermore, S 1 is defined as in Proposition 2.4 (a), i.e. S 1 is a Brownian motion with covariance matrix
are defined as in Proposition 2.1, i.e. S 2 is a β-stable Lévy process with Lévy measure
where U is a uniform random variable on (0, 1), and if
are defined as in Proposition 2.4 (b), i.e. S 2 is a Brownian motion with covariance matrix
Finally, S 1 and (S 2 , S 3 (1)) are independent.
If (L 1 , ζ) and L 2 are independent then the long-run equilibrium AY and the short-run equilibrium Z are independent which is a somewhat natural assumption. However, the next assumption shows that dependence between L 1 and L 2 is also allowed.
Assumption 3.2
Let L(1) ∈ R −α (a n , µ) and either 0 < α ≤ 1, or 1 < α < 2 and E(L(1)) = 0 such that
If we assume L(1) ∈ R −α (a n , µ) there can still be components of L(1) which have a lighter tail than a regular varying function of index −α. Hence, the model under Assumption 3.1 is a special case of the model under Assumption 3.2. However, it makes sense to distinguish these both cases. For example, if L(1) ∈ R −α (a n , µ) and
then Assumption 3.2 is satisfied and
, which is unsatisfactory if you want to compute asymptotic confidence intervals for the components of A.
These assumptions lead to the following asymptotic behavior of A n .
Theorem 3.3
Let the multivariate cointegration model (1.4)-(1.6) be given, and let either Assumption 3.1 or Assumption 3.2 hold. Suppose S 1 satisfies S 1 = 0. Furthermore, let the following conditions be satisfied:
Then A n as given in (1.7) satisfies as n → ∞,
In particular,
The conditions (i)-(iii) are very general in the sense that we not require L 1 , Z and ζ to be independent. Only under the assumption that L 1 is heavy tailed (Assumption 3.2) we allow dependence between L 1 and L 2 . Under some additional technical assumption this is also possible in the case of finite second/fourth moments.
However, Y and Z can still be dependent, if Assumption 3.2 holds. Then the dependence in extremes of L 1 and L 2 is measured by µ.
(b) Let Assumption 3.1 or Assumption 3.2 hold, and let
where B ∈ R h×l and (O(t)) t≥0 is a stationary multivariate Ornstein-Uhlenbeck process in R l with driving Lévy process (
and if
This structure of the noise term (ζ(t)) t≥0 is flexible and captures, in particular, multivariate continuous-time ARMA (CARMA) processes (cf. Marquardt and Stelzer [40] ).
Remark 3.5 (a) Since the limit distribution G depends on S 2 it depends, in particularly, on the nuisance parameter Λ, which is plugged in to the characteristic triplet of S 2 (the Lévy measure µ 2 and the covariance matrix Ω 2 , respectively).
(b) It is straightforward to extend our results under some mild conditions to the case that all components of (L 1 (t), L 2 (t)) t≥0 are regularly varying of different indices (cf. Paulauskas and Rachev [44] ).
Instead of norming with a sequence of positive constants (a n ) n∈N and (b n ) n∈N , respectively, we have to normalize then with a sequence of matrices whose components are sequences of positive constants. Then there are no components of G which are 0.
(c) The norming sequences (a n ) n∈N and (b n ) n∈N , respectively, depend on the tail behavior of
and L 2 (1) which are in general not known. Therefore we will introduce the t-statistic below which is independent of (a n ) n∈N and (b n ) n∈N . However, if either L 1 (1) and L 2 (1) are tail equivalent, or L 1 (1) has a finite second and L 2 (1) has a finite fourth moment then a n = b n . In these cases we have n(
′ in the representation of G already suggests that we show in the proof the convergence of stochastic integrals. However, the well known results of Kurtz and Protter [35] require that the integrand and integrator converge weakly in the Skorokhod J 1 topology. As mentioned in Remark 2.2 the sequence (S 2,n ) n∈N does not converge in the Skorokhod J 1 topology such that we can not use the famous results of Kurtz and Protter [35] . Therefore, we will use the conclusions of Jakubowski [28] which extend the statements of [35] to further topologies.
In the following we comment on relations of our results to those in the literature.
Remark 3.6
(i) In the case E L 1 (1) 2 < ∞ and E L 2 (1) 2 < ∞ an analogous result for a model in discrete time was given in Phillips and Durlauf [49] where
where the strongly mixing noise sequence {(ε
n )} n∈N has finite second moments. But an AR(1) process is not necessarily strongly mixing. For that reason we require the additional assumption of the finite fourth moment of L 2 (1) in Assumption 3.1. An extension of these results in [49] to the heavy tailed case was given in Paulaskas and Rachev [44] . However, they restricted themselves to the case that {(ε
n )} n∈N forms an iid sequence and derived only the asymptotic behavior of the least squares estimator A n without going into detail into the structure of the limit distribution and to test statistics. A detailed analysis of the one-dimensional case (3.1) was done by Mittnik et al. [41] .
(ii) Other models, which also allow an infinite variance of (Z n ) n∈N are, e.g., the regression model of Caner [10] of the form
is a stationary MA-process with C k ∈ R d×d , and (ε k ) k∈Z is a sequence of iid symmetric d-dimensional random vectors with independent components and ε 1 ∈ R −α (a n ). However, in that model they used as hypothesis only A = I d×d which means that the model is not cointegrated, and they test on unit roots. The techniques of our paper can straightforwardly be applied to Caner's [10] model to avoid the assumption of iid symmetric components. Note that Paulaskas et al. [43] pointed out a gap in Caner's proofs. The one-dimensional case of (3.2) was already studied in Phillips [47] and Chan and Tran [12] .
In the unit root model (3.2) different results apply than in our cointegrated model. For a survey on unit root models we refer to Chan [11] .
Corollary 3.7 Let the assumptions of Theorem 3.3 be satisfied, and let X * (t) = A * Y(t) + B * Z(t), t ≥ 0, where A * ∈ R m×h and B * ∈ R m×d . Then the least squares estimator
Remark 3.8 The model X * shows that we can take the short-term equilibrium more general than an Ornstein-Uhlenbeck process namely as (B * Z(t)) t≥0 in our multivariate cointegration model, and still obtain consistency if β > α/(α + 1), and the asymptotic convergence of the least squares estimator A * n to a functional of stable Lévy processes and Brownian motions, whose characteristic triplets are known.
If we furthermore choose ζ(t) = BO(t), t ≥ 0, as in Example 3.4, then both X and Y are of the form Lévy process plus an additional Ornstein-Uhlenbeck noise which is multiplied by a matrix. This means that X and Y are in the same class of processes.
The class of multivariate continuous-time processes with a representation (B * Z(t)) t≥0 is huge and includes, in particularly, multivariate CARMA models. Moreover, the components of (B * Z(t)) can be sums of dependent or independent Ornstein-Uhlenbeck processes, or CARMA processes as well.
More complex noise terms than (B * Z(t)) t≥0 will raise the problem that the characteristic triplet of the β-stable Lévy motion (B * S 2 (t)) t≥0 becomes analytically complex and, hence, the simulation of asymptotic confidence intervals for the components of A will be involved.
Particularly, useful for the practical simulation of asymptotic confidence intervals is the next result.
Corollary 3.9 Let the assumptions of Theorem 3.3 be satisfied. Furthermore, suppose L 1 and L 2 are independent, and Λ = diag(λ 1 , . . . , λ d ). Assume that either L 1 (1) ∈ R −α (a n , µ 1 ), 0 < α < 2, α = 1, with iid components satisfying (2.4) and (2.
, with iid components satisfying (2.4) and (2.5) (with b n instead of a n , and
where L * 1 is an h-dimensional Lévy process with components which are iid S α (1, 0, 0)-stable Lévy motions, independent of L * 2 a d-dimensional Lévy process with components which are iid S β (1, 0, 0)-stable Lévy motions. Finally,
Remark 3.10 (i) In the model of Corollary 3.9 the components of Z are independent, one-dimensional OrnsteinUhlenbeck processes. Moreover, if ζ(t) = 0 for t ≥ 0, then Z and Y are independent, and Y consists of independent and identically distributed components.
(ii) The result shows very nicely the influence of the nuisance parameter Λ on the limit result. The limit distribution G * depends only on α and β. The parameter Λ influences the deterministic matrix
Λ,β and can be estimated as in Fasen [21] .
Remark 3.11 Let the assumptions of Corollary 3.9 hold. Suppose we observe X and Y at the discrete grid k N for k = 1, . . . , n where N ∈ N is fixed. Then we have the observations
and the least squares estimator
We obtain as n → ∞,
We want to compare this model with a model in discrete time where the Ornstein-Uhlenbeck process is replaced by an AR(1)-process. Let
and (Z d N (k)) k∈N is an AR(1) process with representation
Then the least squares estimator A d N,n of the discrete-time model has the asymptotic behavior as n → ∞,
This means that the influence of the nuisance parameter Λ differs for the discrete-time and the continuous-time case (3.4) and (3.3), respectively. However, if N is large then E Table 1 by 100.000 Monte Carlo simulations using the toolbox STABLE of Robust Analysis Inc, where L * 1 and L * 2 are both multivariate S α (1, 0, 0)-stable Lévy motions (0 < α ≤ 2) of dimension h and d, respectively (i.e. α = β). Note that, since
has identically distributed components, G * is a random matrix whose components are identically distributed. Hence, the 1 − 
Next, we compute the asymptotic 1 − p−confidence interval of a ij , the (i, j) component of A if a n = b n , which is
If λ is small then (
Hence, for small λ and decreasing α, the confidence intervals are getting larger, which results in larger statistical uncertainty. 
Hypothesis testing

t-ratio statistic
In the following we define
is an estimator for the covariance of the least squares estimator A n and is used as standardization in the t-ratio statistic to get an estimator with a covariance matrix which is the identity matrix.
In the setup of a model with infinite variance the sequence of random matrices
do not converge to a finite random matrix. However, as usual we use this sequence as standardization in the t-ratio statistic.
Theorem 4.1 Let the assumptions of Theorem 3.3 hold. Then as n → ∞,
Let the stronger assumptions of Corollary 3.9 hold. Then as n → ∞,
Remark 4.2 (i)
The t-ratio statistic has the advantage that the limit distribution does not depend on the regression order if A = 0 and (d, h) = (1, 1), i.e. if we regress X after Y or Y after X the asymptotic error distribution is the same. Hence, it makes no difference, if we test if X depends on Y, or vice versa, which shall be natural.
(ii) Moreover, a goal of the t-ratio statistic is that we do not need the norming sequence (na n b −1 n ) n∈N , which is unknown anyway and which depends on α and β.
Thus, if α = β = 2 and we condition under L * 1 we obtain that G * * is a multivariate standard normal distribution. Table 2 we present the simulated 1 − p 2 −quantiles of G * * of Theorem 4.1, where both L * 1 and L * 2 are S α (1, 0, 0)-Lévy processes (0 < α ≤ 2), i.e. α = β, based again on 100.000 MonteCarlo simulations. The distribution of the components of G * * is independent of the dimension d and h. The simulations indicate that high level quantiles of the components of G * * do not depend on α. In particular, we obtain the same high level quantiles of G * * for α = 2 (the Gaussian case) and 0 < α < 2 (the usual stable case). As noted in Remark 4.2 (iii), G * * is a multivariate standard normal distribution if α = 2. Hence, in Table 2 we see the quantiles of a standard normal distribution. Already Mittnik et al. [41] observed a similar phenomena.
Example 4.3 In
For α < 2 this result is not obvious. The components of L * 1 (t)(
have light tails such that it is not surprising that the components of G * * have light tails as well. Moreover, by Shao [57] 
is asymptotically normal with a variance which depends on α (for further details of self-normalized processes we refer to the monograph of de la Pena et al. [45] ). However, to prove the independence of the tail behavior of α is more involved and is outside the scope of the present paper.
However, the independence of high level quantiles of G * * from α is very useful for statistical purpose because it shows that the confidence intervals do not depend on the model parameter α. Let x p (α) denotes again the 1 − p 2 −quantile of G * * and suppose (d, h) = (1, 1) with A = A and α = β. Then A has the 1 − p−confidence interval
which is independent from α since x p (α) is close (or equal?) to the 1 − 
Wald statistic
Next we use the Wald-statistic to test the significance of subvectors and components of A. It can be applied to test which components of Y have statistically significant information about future values of X. For example, we divide the process Y ′ = (Y (1) ′ , Y (2) ) in subprocesses Y (1) in R h−1 and Y (2) in R, and test if Y (2) not Granger causes X. This means that past and present values of Y (2) can not be used to forecast X. For more information we refer to the monograph of Lütkepohl [38] . In our model this is equivalent to a kh = 0 for k = 1, . . . , d, if A = (a kl ) k=1,...,d,l=1,...,h . Thus, if we define R = (0 d×(h−1) , I d×d ) ∈ R d×dh , then a kh = 0 for k = 1, . . . , d, if and only if R vec(A) = 0. The null hypothesis of non-Granger causality from Y (2) to X is then
In general we obtain the following.
Theorem 4.4
Let the assumptions and notation of Theorem 3.3 hold and suppose that the null hypothesis H 0 : R vec(A) = r is true where R ∈ R q×dh , r ∈ R q and rank(R) = q. Then as n → ∞,
Remark 4.5 (i) Note that F An and G R,r are real-valued random variables. Let x p (α, β, r, R) denote the 1 − p−quantile of G R,r . Then the null hypothesis R vec(A) = r is not rejected at significance level p if F An ≤ x p (α, β, r, R).
(ii) In a classical linear model with iid standard-normal noise (Z(k)) k∈N and R vec(A) = r, the sequence of random matrix R( Ω n ⊗ (Y ′ n Y n ) −1 )R ′ are estimators of the covariance matrix of R vec( A n ) − r.
Proofs
Proofs of Section 2
Before we start with the proof of Proposition 2.1 we require some preliminary results. Note that (Z(k)) k∈N has the AR(1) representation
Then also the MA representation
holds. Furthermore, we define for γ > 0, m ∈ N,
and the truncated sums
Finally,
First of all we require some results on regular variation which we need for the explicit representation of the Lévy measure of (S (1) (t), S (2) (t)) t≥0 in Proposition 2.1.
Proposition 5.1 Let the assumptions of Proposition 2.1 hold. Then
Proof. Let S p−1 = {x ∈ R p : x = 1} be the unit sphere in R p . We factorize the Lévy measure ν into two Lévy measures
Then we can decompose L in two independent Lévy processes
where L (1) = (L (1) (t)) t≥0 has the characteristic triplet (0, 0, ν 1 ) and L (2) = (L (2) (t)) t≥0 has the characteristic triplet (b, Σ, ν 2 ). Hence, J can be written as the sum of two independent random vectors
First, we will show that J 1 is regularly varying with the limit measureμ as stated in (2.2), and secondly that all moments of J 2 exists. Thus, we have by Lemma 3.12 in Jessen and Mikosch [31] that J is regularly varying with limit measure µ. First, the Lévy measure of J 2 has compact support. Thus, Sato [54] , Corollary 25.8, gives that all moments of J 2 exist.
Next, we prove the regular variation of J 1 . For this, let (ζ k ) k∈N be a sequence of p-dimensional iid random vectors with common distribution ν 1 (·) ν 1 (R p ) and let N be a Poisson process independent of (ζ k ) k∈N , with intensity ν 1 (R p ) and jumping times (Γ k ) k∈N . Then L (1) can be written as a compound Poisson process L (1) (t) =
where (U k ) k∈N is a sequence of iid uniform distributed random variables on (0, 1) (cf. Resnick [51] , Theorem 4.5.2) independent of (ζ k ) k∈N and N . By a generalization of Breiman's result in Basrak et al. [3] , Proposition 5.1, we obtain ζ k ∈ R −α (a n ,
Finally, Theorem 1.30 in Lindskog [37] gives J 1 ∈ R −α (a n , µ).
The multivariate regular variation of Z(1) follows then by (5.2) and Hult and Samorodnitsky [26] , Theorem 2.1. 
Proof. The sequence (∆L 1 (k), ξ k ) k∈N is a sequence of iid random vectors which are in R −α (a n ,μ) by Proposition 5.1. Therefore we have by Resnick [50] , Proposition 3.21, that as n → ∞,
. Now fix some integer l ∈ N and define the ld-dimensional random vectors
Then, as in Theorem 2.2 in Davis and Resnick [15] , we obtain with (5.7) that as n → ∞,
) where e i is in R l . An application of the continuous mapping theorem and Resnick [50] , Proposition 3.18, result that as n → ∞,
Using the continuous mapping theorem a second time gives Proof of Proposition 2.1. Let us define for m ∈ N and for 0 < γ < 1,
n,γ (t), S
n,γ (t)).
Let 0 ≤ t 1 ≤ . . . ≤ t l < ∞ and define t = (t 1 , . . . , t l ). For a function g we write g(t) = (g(t 1 ), . . . , g(t l )).
There exist a map 
Let us define
γ (t) converges weakly. The limit we denote by S m (t) and it is equal to (S (1) , S (2,m) , S (3) , S (4) )(t) where for t ≥ 0,
We will now divide the proof in several steps. Therefore we will show that
for any η > 0. Because Billingsley [6] , Theorem 4.2, then gives S m n (t) =⇒ S m (t) as n → ∞ where S m (t) =⇒ (S (1) , S (2) , S (3) , S (4) )(t) as m → ∞. Since we want to show
it is then sufficient to prove
n , S
, S (4) )(t) as n → ∞ follows by Billingsley [6] , Theorem 4.2, as well, and we can conclude the proof.
We start with (5.10). First,
. Now, note that the terms in the sum are an iid sequence with mean zero and finite variance. Hence, we can apply Kolmogorov's inequality (cf. Kallenberg [34] , Lemma 4.15) and obtain
Since ∆L 1 (1) ∈ R −α (a n ) or lighter tailed, Karamata's and Potter's Theorem (cf. Resnick [52] ) for some ǫ > 0 small, result in n a 2
as γ → 0. Hence, we have (5.10). Next we prove (5.12). Here, applying Markov's inequality gives P sup
Again by Karamata's and Potter's Theorem, and
such that (5.12) holds. Analogously we derive (5.13). Finally, we turn our attention to (5.11). We use the following decomposition:
n,γ (t).
Note that I
n,γ (t) is independent of t. Furthermore,
. . , 0. Thus, we get for any t ≥ 0,
Next, we investigate I (3) n,γ (t). Similarly as above we obtain
This yields for any t ≥ 0,
Finally, we treat the second term I (2) n,γ . As in the two cases before, we start with an upper bound m k=0 e −Λk ≤ C 11 . We use Kolmogorov's inequality componentwise and afterward Karamata's and Potter's Theorem. Let ξ i,j be the j-th component of ξ i = (ξ i,1 , . . . , ξ i,d ). This gives
Thus, we have shown not only (5.11) but also a stronger version
and hence, S m n =⇒ S m as n → ∞ holds. Now we consider (5.14). Note that S n and S m n differ only in the second component such that (5.14) is equivalent to
We use the following decomposition
We will investigate all three terms. We start with J 
n (t) P −→ 0 as n → ∞. Therefore we use the decomposition 
≤ P e −λm a n > a n ηC 26 −→ 0 as m → ∞. 
n where the upper bound
holds. In order to be able to apply Karamata's Theorem we have to treat two cases. First, let α > 1. Markov's inequality gives
as m → ∞. Now, let α ≤ 1 and 0 < δ < α ≤ 1. Then
and by Markov's inequality and Karamata's Theorem we obtain
as m → ∞ which proves statement (5.14) together with (5.17)-(5.33). Again we proved a stronger version namely
for any η > 0. 
n does not converge in the Skorokhod J 1 topology. The only part where the proof in Proposition 2.1 fails is that the analog definition of Φ in (5.9) as
is not a.s. continuous in the J 1 topology with respect to N (m) γ anymore and thus, we are not allowed to apply the continuous mapping theorem.
Proofs of Section 3
Proof of Theorem 3.3.
This gives
Now we will prove the convergence
in R d×h × R h×h as n → ∞, giving us the claim by a continuous mapping theorem, since
We define the processes
A conclusion of Proposition 2.1 and Proposition 2.4 is that as n → ∞,
We get for the first term on the left-hand side of (5.24), by assumption (i)-(iii)
and for the second term,
Since (S 1 (t)) t≥0 and (S 2 (t)) t≥0 are both not necessarily of unbounded variation (depending on α and β, respectively), and (S 2,n (t)) t≥0 not necessarily converges in the Skorokhod J 1 topology (only for β = 2), we can not apply the continuous mapping theorem in (5.26) , in contrast to (5.27 ). Therefore we use Jakubowski [28] , Theorem 1, which is a generalization of Kurtz and Protter [36] , and Lemma 5.4 and Lemma 5.5 below which gives the convergence as n → ∞,
where we understand the integral componentwise. Moreover, S 1,n converges also in the Skorokhod J 1 topology on (D[0, 1], R h ) by choosing Φ in (5.9) appropriate (cf. Resnick [52] , Theorem 7.1) such that by the continuous mapping theorem we have as n → ∞,
To summarize, as n → ∞,
Finally, we have only to apply the continuous mapping theorem to obtain (5.24).
First, we have to show the uniform tightness of (S 1,n (t)) n∈N and (S 2,n (t)) n∈N for any t > 0. We refer to the monograph of Jacod and Shiryaev [29] for a definition and a detailed analysis of uniform tightness.
Lemma 5.4 Let Assumption 3.1 or Assumption 3.2 hold. Then for any t > 0 the sequence of random vectors (S 1,n (t)) n∈N and (S 2,n (t)) n∈N are uniformly tight.
Proof. We show that (S 2,n (t)) n∈N is uniformly tight for some t > 0. The proof of the uniform tightness of (S 1,n (t)) n∈N is analog. Thus, we define
and the filtration (F n t ) t≥0 = (σ(ξ k : k ≤ ⌊nt⌋)) t≥0 , n ∈ N. It is obvious that (M n (t)) t≥0 is a martingale for any n ∈ N and in particular, a local martingale. All three processes are adapted with respect to (F n t ) t≥0 and we have the semimartingale decomposition
If (M n (t)) n∈N , (D n (t)) n∈N and (V n (t)) n∈N are uniformly tight then VI.6.4 in Jacod and Shiryaev [29] gives that the sum (S 2,n (t)) n∈N is also uniformly tight.
To prove the uniform tightness of (D n (t)) n∈N and (V n (t)) n∈N it is sufficient to show that (VT t (D n )) n∈N and (VT t (V n )) n∈N are tight; see Jacod and Shiryaev [29] , VI.6.6. We start with the verification of the tightness of (VT t (D n )) n∈N by showing that it is uniformly bounded. If 0 < β ≤ 1, Proposition 5.1, Karmata's and Potter's Theorem give the uniform bound 30) and if 1 < β < 2 and E(L 2 (1)) = 0, Karmata's and Potter's Theorem give the uniform bound
To conclude, for η ≥ max(C 1 , C 2 , C 3 )t, where max(C 1 , C 2 , C 3 ) < ∞, we have
which results in the tightness of (VT t (D n )) n∈N . For the proof of the tightness of (VT t (V n )) n∈N we distinguish the cases 0 < β ≤ 1 and β > 1. Let 0 < β ≤ 1 and 0 < δ < β ≤ 1. Then
If β > 1 then Markov's inequality and (5.31)-(5.32) give
Hence, (VT t (V n )) n∈N is also tight. If we show that ([M n , M n ] t ) n∈N is tight, then the uniform tightness of (M n (t)) t≥0 follows by Jacod and Shiryaev [29] , Proposition 6.13. Here, we use again Markov's inequality and Karamata's Theorem which results in
For the last part of the proof of Theorem 3.3 we define the modulus of continuity for
Lemma 5.5 Let Assumption 3.1 or Assumption 3.2 hold. Then
Remark 5.6 Crucial for the proof of Lemma (5.5) is that S 2,n (t) − S 2,n (s) and S 1,n (u) − S 1,n (t) are independent 0 ≤ s < t < u. We conjecture that the converse
does not hold in general, e.g., under Assumption 3.2 with S 1 (1)S 2 (1) ′ = 0; cf. Avram and Taqqu [2] , Proposition 2.
Proof. Let α = 2 or β = 2 then S 1,n or S 2,n , respectively, converge to a Brownian motion in the Skorokhod J 1 topology and hence, are C-tight. By Jacod and Shiryaev [29] , Proposition 3.26, the statement follows. Hence, in the following we assume α < 2 and β < 2, and use the notation of the proof of Proposition 2.1. Since the deterministic sequence (S 1,n (t), S 2,n (t)) − (S 
n ) > ǫ/4).
Let us start with the first summand. Define S
n,γ (t) = a
n,γ (t) = b
and S n,γ (t) = (S
n,γ (t)) for t ≥ 0. By Resnick [52] , (7.9) we have ( S n,γ (t)) t≥0 =⇒ ( S γ (t)) t≥0 as n → ∞, Since the first summand tends to 0 as n → ∞, we now only need to investigate the second summand. Note that for 0 ≤ s < t < u ≤ s + δ the inequality P min( S n,γ (s) − S n,γ (t) , S n,γ (t) − S n,γ (u) ) > η Proof of Example 3.4. We give only a sketch of the proof.
(b) We make three different cases to show (i). Case 1: If E L 1 (1) 2 < ∞ and E L 2 (1) 4 < ∞. Then a n = b n = √ n, E(Z(1)ζ(1) ′ ) = 0 and E( Z(1) 2 ζ(1) 2 ) < ∞ and hence, (i) follows by a version of the LLN (it converges in L 2 to 0).
Case 2: L 1 (1) ∈ R −α (a n ) and L 2 (1) ∈ R −α (b n ). Then O(1) ∈ R −α (a n ) or lighter tailed and hence, lim n→∞ nP( Z(1) O(1) B > a n b n ) = 0 by Cline [13] , and (i) follows (cf. Fasen [21] ). Case 3: W.l.o.g. L 2 (1) ∈ R −β (b n ), and L 1 (1) ∈ R −α (a n ) with α > β or E L 1 (1) 2 < ∞. Then E ζ(1) β < ∞ such that O(1) Z(1) ∈ R −β (b n ). Thus, we obtain (i) again. Next, (ii) is a conclusion of the proof of Theorem 3.3 where in (5.26) the term o(1) is 0. Finally, (iii) follows directly from Proposition 2.1 and Proposition 2.4 since ζ(k)ζ(k) ′ = BO(k)O(k) ′ B ′ .
Proofs of Section 4
Proof of Theorem 4.1. First, Hence, applying the continuous mapping theorem and Theorem 3.3 we obtain the result.
Proof of Theorem 4.4. It is again an application of Theorem 3.3, Proposition 2.1, (5.47), (5.24) and the continuous mapping theorem.
