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Introduction
Let K be a field of characteristic 0. A vertex algebra is a vector space V over
the field K with a non-zero vector |0〉 (the vacuum vector), a linear map T : V → V
(the translation operator), and a linear map Y : V → EndKV [[z, z−1]] satisfying the
quantum field locality, the translation covariance and the vacuum axioms (cf. [K,
Section 1.3]).
By definition, for any a ∈ V , the image under Y of a is a series in z and z−1 with
coefficients in EndKV which is denoted with Y (a, z) =
∑
m∈Z a(m)z−m−1 and which
satisfies the property (quantum field axiom) that Y (a, z)b has only a finite number of
negative powers of z−1 with non-zero coefficient. Therefore Y (a, z)b ∈ V ((z)), where
V ((z)) = V [[z]][z−1] denotes the vector space of Laurent series in z with coefficients
in V . An analogue notation is to think of Y as a linear map
V ⊗ V → V ((z))
a⊗ b 7→ Y (z)(a⊗ b) := Y (a, z)b. (0.1)
By thinking of Y as the map Y : V → EndKV [[z, z−1]], Y has a clear meaning in
physical terms, as it is a map between states and quantum fields. On the other hand,
thinking of Y as the map Y : V ⊗ V → V ((z)), Y has an immediate analogue in the
quantization of vertex algebras which is the main topic of the present thesis.
The locality axiom, in a vertex algebra, states that, for every a, b ∈ V , there
exists N = N(a, b) ≥ 0 such that
(z − w)NY (z)(1⊗ Y (w))(a⊗ b⊗ c)
= (z − w)NY (w)(1⊗ Y (z))(b⊗ a⊗ c) (0.2)
for any c ∈ V . Following [K, FBZ], one can prove that the following “Associativity
Relation” holds for any vertex algebra: for any a, b, c ∈ V , there exists N ≥ 0 such
that
(z + w)NY (w)
(
Y (z)⊗ 1)(a⊗ b⊗ c)
= (z + w)N iz,wY (z + w)
(
1⊗ Y (w))(a⊗ b⊗ c). (0.3)
Here and below iz,w denotes the geometric series expansion for |z| > |w|.
Moreover, one has the “Skew-symmetry Relation”:
Y (z)(a⊗ b) = ezTY (−z)(b⊗ a) =: Y op(z)(a⊗ b). (0.4)
The following proposition, known as Goddard’s Uniqueness Theorem (cf. [G], [K,
Theorem 4.4] or [FBZ, Theorem 3.1.1], see also Lemma 1.3.5), holds:
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Proposition 0.0.1. Let V be a vertex algebra and let a ∈ V and a(z) : V → V ((z))
be a quantum field such that:
1. a(z)|0〉 = Y (z)(a⊗ |0〉);
2. a(z) is local with Y (c, z) for all c ∈ V .
Then a(z) = Y (z)(a⊗−).
Following [BK], [FLM] and [LL] we give the following:
Definition 0.0.1. Let V be a vector space and let |0〉 ∈ V be a non-zero element
(i.e. a pointed vector space [BK]). A state-field correspondence on V is a linear map
Y : V ⊗ V → V ((z)) such that
1. (vacuum axioms) Y (z)(|0〉 ⊗ a) = a, Y (z)(a⊗ |0〉) = a+ T (a)z + . . . ∈ V [[z]],
(T ∈ End V );
2. (Translation Covariance) TY (z)− Y (z)(1⊗ T ) = ∂zY (z);
3. Y (z)(T ⊗ 1) = ∂zY (z).
For n ∈ Z, the n-product of the quantum fields a(z), b(z) : V → V ((z)) is:
a(z)(n)b(z) = Resx
(
a(x)b(z)ix,z(x− z)n − b(z)a(x)iz,x(x− z)n
)
. (0.5)
The Jacobi Identity for the state-field correspondence Y is the following formula:
iz,wδ(x, z − w)Y (z)
(
1⊗ Y (w))(a⊗ b⊗ c)
−iw,zδ(x, z − w)Y (w)
(
1⊗ Y (z))(b⊗ a⊗ c)
= iz,xδ(w, z − x)Y (w)
(
Y (x)⊗ 1)(a⊗ b⊗ c). (0.6)
(Here and below δ(z, w) = ∑k∈Z z−k−1wk).
The Borcherds Identities on Y are the following formulas (n ∈ Z):
Y (z)
(
1⊗ Y (w))(a⊗ b⊗ c)iz,w(z − w)n
−Y (w)(1⊗ Y (z))(b⊗ a⊗ c)iw,z(z − w)n
=
∑
j≥0
Y (w)(a(n+j)b⊗ c)
∂jwδ(z, w)
j! .
(0.7)
Then, the n-products Identities on the state-field correspondence Y are:
Y (a, z)(n)Y (b, z) = Y (a(n)b, z). (0.8)
Here we switched to the equivalent notation Y (a, z) ∈ End V [[z, z−1]] described at
the beginning and we let, as before,
a(n)b = Resz
(
znY (z)(a⊗ b)). (0.9)
With the previous definitions, one can prove the following characterization
theorem collecting results from [BK], [K15] and [L03]:
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Theorem 0.0.2. Let (V, |0〉) be a pointed vector space with a state-field correspon-
dence Y . The following statements are equivalent:
1. V is a vertex algebra;
2. the Jacobi Identity (0.6) holds;
3. the Associativity Relation (0.3) holds (i.e. V is a field algebra [BK]) and
Y = Y op;
4. the Borcherds Identities (0.7) hold;
5. the n-products Identities (0.8) holds and Y = Y op.
As far as we know, the equivalences between (1), (3), (4), (5) of the previous
theorem are proved in [BK], [K15] and the equivalence between (1) and (2) are
proved in [LL].
Let us spend some words on commutative vertex algebras. A commutative vertex
algebra is a vertex algebra for which the Locality (0.2) holds for N = 0: for any
a, b, c ∈ V
Y (z)
(
1⊗ Y (w))(a⊗ b⊗ c) = Y (w)(1⊗ Y (z))(b⊗ a⊗ c). (0.10)
The following result is proved in [K]:
Theorem 0.0.3. A vertex algebra is commutative if and only if Y (z)(a⊗ b) ∈ V [[z]]
for any a, b ∈ V .
Moreover, using the Commutativity (0.10), in [K] it was proved that the −1-
product defined in (0.9) gives a structure of unital, associative, commutative algebra
with a derivation.
Inspired by this result, we prove in Section 1.3.3 the following generalization:
Theorem 0.0.4. Let Y be a state-field correspondence on the pointed vector space
(V, |0〉) (cf. Definition 0.0.1). Assume that Y (z)(a⊗ b) ∈ V [[z]] for all a, b ∈ V .
1. If the Associativity Relation (0.3) holds, then V is an associative, unital
(with unity |0〉), differential (with derivation T ) algebra with respect to the
−1-product.
2. If Y = Y op, then V is a commutative, unital, differential algebra with respect
to the −1-product.
The notion of quantum vertex algebra was introduced in 1998 by P. Etingof and
D. Kazhdan in [EK5]. They start with the definition of vertex algebra replacing the
underlying vector space over a field K with a topologically free K[[h]]-module (cf.
the definition in Section 2.1). Moreover, they introduce a K[[h]]-linear map
S : V ⊗ V → V ⊗ V ⊗K((z))[[h]], (0.11)
which is a shift invariant, unitary solution of the quantum Yang-Baxter equation
(cf. Definition 2.2.1). Here and below, the tensor product sign “⊗” denotes the
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completion of the tensor product in the h-adic topology (cf, Section 2.1). Then,
they replace the Locality (0.2) with a deformed version called “S-locality”: for any
a, b ∈ V and any M ∈ Z+, there exists N = N(a, b,M) ≥ 0 such that, for any c ∈ V
(z − w)NY (z)(1⊗ Y (w))(S(z − w)(a⊗ b)⊗ c)
= (z − w)NY (w)(1⊗ Y (z))(b⊗ a⊗ c) mod hM . (0.12)
Keeping unchanged all the other axioms of a vertex algebra, we get the notion of
braided vertex algebra. From the definition, it is clear that if V is a braided vertex
algebra, V/hV carries a structure of a vertex algebra.
Unfortunately this definition is not enough to have the Associativity Relation
(mod hM ). Therefore they impose another axiom, called the Hexagon Relation (cf.
equation (2.26)), which implies the Associativity Relation. By definition, a quantum
vertex algebra is a braided vertex algebra for which the Hexagon Relation holds.
Similarly to what happens to a vertex algebra, in a braided vertex algebra one has:
Y S = Y op (0.13)
(cf. [EK5, Lemma 1.5], Lemma 2.2.4). It is then natural to ask the following question:
let V be a topologically free K[[h]]-module which satisfies the axioms of a braided
vertex algebra except maybe for the S-locality; suppose also that the Associativity
Relation (0.3) (mod hM ) and Y S = Y op hold. Is V a quantum vertex algebra?
The answer is given by Theorem 2.4.5 and Remark 2.4.6 which state the following
result:
Theorem 0.0.5. Let V be a topologically free K[[h]]-module endowed with an S-map
as in (0.11) and a state-field correspondence Y satisfying the Associativity Relation
(0.3) (mod hM ) and Y S = Y op. Then V is a braided vertex algebra. Moreover, if Y
is injective, V is a quantum vertex algebra.
When we first proved Theorem 0.0.5 we were not aware that the same result
already appeared in [L10]. Our proof, which is different from the one in [L10], is a
generalization of [BK, Theorem 7.3].
It seems also natural to try to generalize Theorem 0.0.2 to the quantum case.
Let us first give the quantum versions of the previous definitions of n-products (0.5),
Borcherds identities (0.7) and n-products Identities (0.8). We will use the S-Jacobi
Identity in [L10] as a quantum version of the Jacobi Identity.
Definition 0.0.2. Let V be a topologically free K[[h]]-module and let |0〉 ∈ V be
a non-zero element. Let Y : V ⊗ V → V ((z)) be a state-field correspondence (cf.
Definition 0.0.1) and S : V ⊗ V → V ⊗ V ⊗ K((z))[[h]] a shift invariant, unitary
solution of the quantum Yang-Baxter equation (cf. Definition 2.4.2). For any
a, b ∈ V and n ∈ Z, we define (cf. equation (0.13))
aS(n)b = Resz
(
znY (z)S(z)(a⊗ b)) = Resz(znY op(z)(a⊗ b)). (0.14)
For n ∈ Z, the quantum n-product of the quantum fields Y (a, z) and Y (b, z) is:(
Y (a,w)S(n)Y (b, w)
)
(c)
= Resz
(
Y (z)
(
1⊗ Y (w))(iz,wS(z − w)(a⊗ b)⊗ c)iz,w(z − w)n
− Y (w)(1⊗ Y (z))(b⊗ a⊗ c)iw,z(z − w)n).
(0.15)
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The quantum Borcherds Identities on Y are the following formulas (n ∈ Z):
Y (z)
(
1⊗ Y (w))(iz,wS(z − w)(a⊗ b)⊗ c)iz,w(z − w)n
−Y (w)(1⊗ Y (z))(b⊗ a⊗ c)iw,z(z − w)n
=
∑
j∈Z+
Y (w)
(
aS(n+j)b⊗ c
) ∂jwδ(z, w)
j! .
(0.16)
The quantum n-products Identities on the state-field correspondence Y are:(
Y (a,w)S(n)Y (b, w)
)
(c) = Y (w)(aS(n)b⊗ c
)
. (0.17)
The S-Jacobi Identity (cf. [L10]) on Y is:
iz,wδ(x, z − w)Y (z)
(
1⊗ Y (w))(a⊗ b⊗ c)
−iw,zδ(x, z − w)Y (w)
(
1⊗ Y (z))(S(w − z)(b⊗ a)⊗ c)
= iz,xδ(w, z − x)Y (w)
(
Y (x)⊗ 1)(a⊗ b⊗ c). (0.18)
We can state the quantum analogue of Theorem 0.0.2 (cf. Theorem 2.4.17):
Theorem 0.0.6. Let V be a topologically free K[[h]]-module with a non-zero element
|0〉 ∈ V and a map S : V ⊗ V → V ⊗ V ⊗K[[h]]((z))[[h]] which is a shift invariant,
unitary solution of the quantum Yang-Baxter equation (cf. Definition 0.0.2). The
following statements are equivalent:
1. V is a braided vertex algebra satisfying the Associativity Relation (0.3) (mod
hM );
2. the S-Jacobi Identity (0.18) holds;
3. the Associativity Relation (0.3) (mod hM ) holds and Y S = Y op;
4. the quantum Borcherds Identities (0.16) hold;
5. the quantum n-products Identities (0.17) and the S-locality hold.
Unfortunately, there is not an immediate quantum analogue of Goddard’s Unique-
ness Theorem. Indeed, if the locality can be defined on any couple of quantum fields,
the S-locality can be defined only with a state-field correspondence. Nevertheless,
we can state the following result (cf. Proposition 2.2.17):
Proposition 0.0.7. Let V be a braided vertex algebra, let a ∈ V and let a(z) be a
quantum field over K[[h]] such that
1. a(z)|0〉 = Y (z)(a⊗ |0〉);
2. a(z) is local (mod hM for any M) with all quantum fields Y (z)(c⊗−) on every
vector of V .
Then
a(z) = Y (z)S(z)(a⊗−) = Y op(z)(a⊗−). (0.19)
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Therefore, by [BK, Proposition 4.1], if V is a braided vertex algebra satisfying
the Associativity Relation (0.3), one has:
Proposition 0.0.8. Let V be a braided vertex algebra which satisfies the Associativity
Relation (0.3). Let a ∈ V and let a(z) be a quantum field over K[[h]] such that
a(z)|0〉 = Y (z)(a ⊗ |0〉). Then a(z) is local (mod hM) with all quantum fields
Y (z)(c⊗−) on every vector of V if and only if a(z) = Y op(z)(a⊗−).
The quantum analogue of the Commutativity (0.10) is the S-commutativity:
Definition 0.0.3. A braided vertex algebra V satisfies the S-commutativity if the
following relation holds:
Y (z)
(
1⊗ Y (w))(iz,wS(z − w)(a⊗ b)⊗ c) = Y (w)(1⊗ Y (z))(b⊗ a⊗ c). (0.20)
The following theorems are the quantum analogue of Theorem 0.0.3 and Theorem
0.0.4 respectively (cf. Theorems 2.2.23 and 2.2.25).
Theorem 0.0.9. Let V be a braided vertex algebra. The S-commutativity holds if
and only if Y (z)(a⊗ b) ∈ V [[z]] for any a, b ∈ V .
Theorem 0.0.10. Let V be a braided vertex algebra which satisfies
1. the S-commutativity (0.20);
2. the Associativity Relation (0.3) (mod hM ).
Then V is a unital (with unit |0〉), associative, differential (with derivation T ) K[[h]]-
algebra with respect to the −1-product a(−1)b = Resz
(
z−1Y (z)(a⊗ b)big). Moreover
the commutation relations are the following:
b(−1)a =
(−(−1) −)Resz(z−1(ezT ⊗ 1)S(z)(a⊗ b)) (0.21)
for any a, b ∈ V .
Another interesting problem is to have examples of quantum vertex algebras. In
[EK5], P. Etingof and D. Kazhdan define a structure of quantum vertex algebra on
the vacuum module of the extended double Yangian of type A (cf. [EK5, Chapter 2],
[JKMY, Theorem 4.1]). They name this example “Quantum affine vertex algebra”
because its quasiclassical limit is the affine vertex algebra of type A. In Section 2.3.4,
we will prove in every detail that the quantum affine vertex algebra satisfies all the
axioms of a quantum vertex algebra. We will do the same in Section 2.3.5 for the
example of S-commutative quantum vertex algebra given in [JKMY, Proposition
4.2].
An interesting goal could be having new examples associated to any simple Lie
algebra. Nonetheless, this is a hard problem because it is related to the universal
pseudotriangular R-matrix of the Yangian. Indeed the vacuum module of the
extended Double Yangian is a Yetter-Drinfeld module (called also dimodule in
[EK5]) of the Yangian. Therefore, one could give the map S by the action on the
Yetter-Drinfeld module of the universal pseudotriangular R-matrix or its inverse (cf.
[EK5, Section 3.3]).
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V. G. Drinfeld proved that there exists a unique universal pseudotriangular
R-matrix of the Yangian, but the proof was never published. We devote the second
part of the thesis to the study of some Drinfeld’s notes on existence and uniqueness
of the universal triangular R-matrices.
A Lie bialgebra (g, [ , ], δ) over C is a triple which satisfies:
1. (g, [ , ]) is a Lie algebra;
2. δ is a linear map δ : g→ Λ2g such that the following coJacobi Identity holds:
(δ ∧ 1) ◦ δ = 0; (0.22)
3. δ satisfies the 2-cocycle condition
δ
(
[x, y]
)
= x.δ(y)− y.δ(x) (0.23)
for any x, y ∈ g.
Here we denote with δ ∧ 1 the map in Hom (Λ2g,Λ3g) defined as (δ ∧ 1)(a ∧ b) =
δ(a) ∧ b− δ(b) ∧ a. And we denote with “.” the adjoint action of g on Λ2g:
x.(x1 ∧ x2) = [x, x1] ∧ x2 + x1 ∧ [x, x2].
In order to construct some Lie bialgebras, one can start with an element r ∈ Λ2g
solution of the classical Yang-Baxter equation:[
r12, r13
]
+
[
r12, r23
]
+
[
r13, r23
]
= 0. (0.24)
Then, letting dgr : g→ Λ2g defined as dgr(x) = x.r for any x ∈ g, it is easy to prove
that (g, [ , ], dgr) is a Lie bialgebra.
Let H be a topologically free C[[h]]-module which satisfies all the axioms of a Hopf
algebra (cf. Section 3.1) with the tensor products understood in the h-adic completed
sense. We say that H is a quantization of a Lie bialgebra (g, [ , ], δ) over C if the
following conditions hold:
1. H/hH ∼= U(g) as Hopf algebras over C;
2. δ(x) ≡ ∆(x)−∆op(x)h mod h.
(Here and below ∆ is the coproduct of H and ∆op = (1 2)∆).
Let H be a quantization of the Lie bialgebra (g, [ , ], dgr). The universal triangular
R-matrix Σ of H is an element of H ⊗H (here the tensor product is understood in
the h-adic completed sense), such that:
(1) Σ ≡ 1 + rh mod h2;
(2) Σ12Σ21 = 1;
(3) (1⊗∆)(Σ) = Σ12Σ13;
(4) ∆op(a) = Σ−1∆(a)Σ;
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(5) Σ12Σ13Σ23 = Σ23Σ13Σ12.
The superscripts have the following meaning: for any a, b ∈ H, (a⊗ b)12 = a⊗ b⊗ 1
and, similarly (a⊗ b)13 = a⊗ 1⊗ b and (a⊗ b)23 = 1⊗ a⊗ b.
Recall that the Chevalley-Eilenberg cochain complex of a Lie algebra g with
coefficients in the module Λng is given by the following:
Λng Hom(g,Λng) Hom(Λ2g,Λng) · · ·dg dg dg (0.25)
where dg : Hom(Λmg,Λng)→ Hom(Λm+1g,Λng) is defined as
dgf(x1 ∧ · · · ∧ xm+1) =
m+1∑
i=1
(−1)i−1xi.f(x1 ∧ · · · ∧ x̂i ∧ · · · ∧ xm+1)
+
∑
i<j
(−1)i+jf([xi, xj ] ∧ x1 ∧ · · · ∧ x̂i ∧ · · · ∧ x̂j ∧ · · · ∧ xm+1),
(here, as before, we denote with “.” the adjoint action of g on Λng).
One can also define the following cochain complex:
Hom(Λmg,C) Hom(Λmg, g) Hom(Λmg,Λ2g) · · ·dg∗ dg∗ dg∗ (0.26)
where dg∗ : Hom(Λmg,Λng)→ Hom(Λmg,Λn+1g) is defined as
dg∗f(x1 ∧ · · · ∧ xm) =
m∑
i=1
∑
(xi)
(−1)i−1(x′i ∧ f(x′′i ∧ x1 ∧ · · · ∧ x̂i ∧ · · · ∧ xm)
− x′′i ∧ f(x′i ∧ x1 ∧ · · · ∧ x̂i ∧ · · · ∧ xm)
)
− (dgr)
(
f(x1 ∧ · · · ∧ xm)
)
.
Here we have ∑
(xi)
x′i ∧ x′′i = dgr(xi) = xi.r
and, for any y1, . . . , yn ∈ g,
(dgr)
(
y1 ∧ · · · ∧ yn
)
=
n∑
j=1
(−1)j−1y1 ∧ · · · ∧ dgr(yj) ∧ · · · ∧ yn.
Note that, if g is finite dimensional, the cochain complex (0.26) is the Chevalley-
Eilenberg cochain complex of the lie algebra g∗ (the bracket is induced by δ) with
coefficients in Λmg∗ (cf. Appendix B).
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Consider now the following bicomplex (cf. bicomplex (3.31)):
Λ2g Hom(g,Λ2g) Hom(Λ2g,Λ2g) · · ·
Λ3g Hom(g,Λ3g) Hom(Λ2g,Λ3g) · · ·
...
...
...
dg
dg∗
dg
dg∗
dg
dg∗
dg
dg∗
dg
dg∗
dg
dg∗
(0.27)
where the rows are cochain complexes (0.25) and the columns are cochain complexes
(0.26). One has that dg∗ ◦ dg = dg ◦ dg∗ (cf. Appendix B). Therefore, one can define
the total cochain complex:
Λ2g Λ3g⊕Hom(g,Λ2g) · · ·d d (0.28)
where d is the total differential
d :
⊕
m+n=l
Hom(Λmg,Λn+2g)→
⊕
p+q=l+1
Hom(Λpg,Λq+2g)
defined as df = dgf + (−1)mdg∗f , for any f ∈ Hom(Λmg,Λn+2g).
The following is the theorem proved by V. G. Drinfeld in his notes on existence
and uniqueness of the universal triangular R-matrices (cf. Theorem 3.3.11):
Theorem 0.0.11. Let H be a quantization of the complex Lie bialgebra (g, [ , ], dgr)
where r ∈ Λ2g is a solution of the classical Yang-Baxter equation (0.24). Then the
obstructions to the existence and uniqueness of the universal triangular R-matrix lie
respectively in the 1st and 0th cohomology groups of the total cochain complex (0.28).
Note that the 0th and 1st cohomology groups of the total cochain complex (0.28)
are almost never both zero, but this does not prevent the universal triangular R-
matrix to exist and to be unique. As an example, we prove in Section 3.4 that if g is
a simple finite dimensional Lie algebra and r = 0 ∈ Λ2g, then the first cohomology
group of the total cochain complex (0.28) is not zero, but Σ = 1 is a universal
triangular R-matrix.
In conclusion, the existence and uniqueness of the universal R-matrix for a given
quantization H of a Lie bialgebra (g, [ , ], dgr) is highly non trivial and it relies on
the understanding of the cohomology of the total complex (0.28).
The thesis is structured as follows.
In Chapter 1 we introduce the notion of pointed vector space, state-field cor-
respondence and field algebra. Then we recall some results which will be used in
the section devoted to the study of vertex algebras and in the next chapters. We
also introduce the notion of vertex algebra and we provide, as an example, the
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affine vertex algebra. We recall the Goddard’s Uniqueness Theorem and we give
some characterizations of vertex algebras. Finally we deal with commutative vertex
algebras.
In Chapter 2 we firstly recall some notions about inverse limits and h-adic
topology. We introduce the notion of quantum vertex algebra and some useful results.
Here is also stated and proved the quantum analogue of Goddard’s Uniqueness
Theorem. Then, we define S-commutative vertex algebras and we give some results.
In the following sections we recall one example of quantum vertex algebra and
one example of S-commutative vertex algebra and we check all the axioms of the
definition of quantum vertex algebra. In the end of the chapter we give some
characterizations of braided vertex algebras which satisfy the Associativity Relation.
In Chapter 3 we recall the definitions of algebra, coalgebra, bialgebra, Hopf
algebra and Lie bialgebra. The main theorem in the Drinfeld’s notes on existence and
uniqueness of the universal triangular R-matrices is stated in Section 3.3 (Theorem
3.3.11) and the proof is in Sections 3.2 and 3.3. In Section 3.5 we slightly modify
the arguments in Section 3.3 to be ready to deal with the pseudotriangular case. As
a tribute to V. G. Drinfeld, we name Sections 3.2, 3.3 and 3.5 as “Question and
Answer 46”, “Question and Answer 47” and “Question and Answer 47’ ”: the same
names used in Drinfeld’s notes. In Section 3.4 (“Considerations on Question and
Answer 47”) we give an example of a Lie bialgebra having a non-zero 1st cohomology
group of the total complex of (0.27). Then we show that this does not prevent the
universal triangular R-matrix to exist.
In Appendix A we prove that for any Lie algebra g the cohomology of cochain
complex (3.15) is isomorphic to Λ•g.
In Appendix B we prove that the bicomplex (0.27) is indeed a bicomplex.
1Chapter 1
Field algebras and vertex
algebras
In Section 1.1 we introduce the notation we use throughout this work. In Section
1.2 we recall the concepts of pointed vector space, state-field correspondence and
field algebra and we review some results. In Section 1.3 we recall the concept of
vertex algebra, we review some characterizations of vertex algebras (cf. Section
1.3.2) and we deal with commutative vertex algebras (cf. Section (1.3.3)).
1.1 Calculus of formal distributions
Throughout the chapter, we shall follow, unless otherwise stated, the book [K]
(see also [K15] for a more recent exposition).
Let K be a field of characteristic zero and let V be a K-vector space. Let us denote
by V [[z, z−1]] the space of formal power series in z±1 with coefficients in V which
we will also call the space of V -valued formal distributions in z±1. A Laurent series
is an element a(z) = ∑m∈Z a(m)z−m−1 ∈ V [[z, z−1]] such that a(m) = 0 for m 0.
We will denote the space of Laurent series by V ((z)). By definition, the residue of a
formal series a(z) ∈ V [[z±1]] is
Resz a(z) = a(−1). (1.1)
Definition 1.1.1. Let V be a K-vector space. A formal EndKV -valued distribution
a(z) is an EndKV -valued quantum field if a(z)b ∈ V ((z)) for any b ∈ V .
Recall that, for a(z) ∈ EndKV [[z, z−1]], the following Taylor’s formula (see e.g. [K,
Prop.2.4]) holds:
iz,wa(z + w) =
∑
j≥0
∂jza(z)
j! w
j = ew∂za(z), (1.2)
where iz,w (respectively iw,z) denotes the expansion in the domain |z| > |w| (respec-
tively |w| > |z|):
iz,w(z − w)n =
∑
k≥0
(
n
k
)
zn−k(−w)k, (1.3)
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iw,z(z − w)n =
∑
k≥0
(
n
k
)
zk(−w)n−k. (1.4)
Remark 1.1.1. We recall that for any n ≥ 0 the two previous formulas coincide with
the binomial identity.
Definition 1.1.2. The formal delta distribution δ(z, w) is defined as follows:
δ(z, w) =
∑
m∈Z
z−m−1wm. (1.5)
Lemma 1.1.2. The following equalities hold:
(iz,w − iw,z)(z − w)n =
0 for n ≥ 01
(−n−1)!∂
−n−1
w δ(z, w) for n < 0.
(1.6)
In particular if n = −1 one has
δ(z, w) = iz,w
1
z − w − iw,z
1
z − w. (1.7)
As a consequence (z − w)δ(z, w) = 0.
Proof. If n ≥ 0, iz,w(z − w)n − iw,z(z − w)n = 0 by Remark 1.1.1. If n < 0 one has
iz,w(z − w)n =
∑
i≥0
(
n
i
)
zn−i(−w)i
=
∑
i≥0
(
i− n− 1
i
)
zn−iwi
=
∑
j≥−n−1
(
j
j + n+ 1
)
z−j−1wj+n+1.
Since j ≥ −n− 1, one has j + n+ 1 ≥ 0 from which ( jj+n+1) = ( j−n−1). Moreover( j
−n−1
)
= 0 for any j = 0, . . . ,−n− 2. Therefore the following equality holds:
iz,w(z − w)n =
∑
j≥0
(
j
−n− 1
)
z−j−1wj+n+1.
Similarly one obtains
iw,z(z − w)n = −
∑
j<0
(
j
−n− 1
)
z−j−1wj+n+1.
It follows that, if n < 0, one has
iz,w(z − w)n − iw,z(z − w)n = 1(−n− 1)!∂
−n−1
w δ(z, w).
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Lemma 1.1.3. Let a(z) be a V -valued formal distribution. The following equality
holds:
Rezz
(
a(z)∂nwδ(z, w)
)
= ∂nwa(w). (1.8)
Proof. First, it is immediate to check that
Rezz
(
a(z)δ(z, w)
)
= Rezz
(
a(w)δ(z, w)
)
=
(
a(w)Rezzδ(z, w)
)
= a(w).
Then
Rezz
(
a(z)∂nwδ(z, w)
)
= ∂nwRezz
(
a(z)δ(z, w)
)
= ∂nwa(w).
Lemma 1.1.4. Let a(z) ∈ V [[z, z−1]] be a formal distribution. The following equality
holds:
(iz,w − iw,z)a(z − w) = Resx
(
a(x)iw,xδ(z, w + x)
)
. (1.9)
Proof. Let a(z) = ∑n∈Z a(n)z−n−1. By Lemma 1.1.2 and Taylor Formula, one has
(iz,w − iw,z)a(z − w) =
∑
n∈Z
a(n)(iz,w − iw,z)(z − w)−n−1
=
∑
n≥0
a(n)
∂nwδ(z, w)
n!
= Resx
(
a(x)ex∂wδ(z, w)
)
= Resx
(
a(x)iw,xδ(z, w + x)
)
.
Lemma 1.1.5. If V is a K-algebra, a(z) ∈ V ((z)) and b(z, w) ∈ V [[z, w]][z−1, w−1],
then the following equality holds:
Resz
((
(iz,w − iw,z)a(z − w)
)
b(z, w)
)
= Resx
(
a(x)iw,xb(w + x,w)
)
. (1.10)
Proof. By Lemma 1.1.4, one has
Resz
((
(iz,w − iw,z)a(z − w)
)
b(z, w)
)
= ReszResx
(
a(x)iw,xδ(z, w + x)b(z, w)
)
= ResxResz
(
a(x)iw,xδ(z, w + x)b(z, w)
)
= Resx
(
a(x)iw,xb(w + x,w)
)
.
Definition 1.1.3. A formal V -valued distribution a(z, w) ∈ V [[z±1, w±1]] is said to
be local if there exists N ≥ 0 such that (z − w)Na(z, w) = 0.
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Remark 1.1.6. The formal delta distribution is local by Remark 1.1.2.
Theorem 1.1.7 (Decomposition Theorem, [K, Cor.2.2], [K15, Thm.1.2]). Any local
formal distribution a(z, w) can be uniquely decomposed as
a(z, w) =
∑
j≥0
finite
cj(w)∂
j
wδ(z, w)
j! , (1.11)
where
cj(w) = Resz
(
(z − w)ja(z, w)).
Definition 1.1.4 ([BK]). A pair of EndKV -valued quantum fields a(z), b(z) is said
to be local if there exists N ≥ 0 such that
(z − w)N [a(z), b(w)] = 0. (1.12)
It is called local on c ∈ V if there exists N ≥ 0 such that
(z − w)N [a(z), b(w)]c = 0. (1.13)
Lemma 1.1.8 ([L03, Lem.2.1]). Let V be a K-vector space and let
a(z, w) ∈ V ((z))((w))
b(z, w) ∈ V ((w))((z))
c(x,w) ∈ V ((w))((x)).
Then
iz,wδ(x, z − w) a(z, w)− iw,zδ(x, z − w)b(z, w) = iz,xδ(w, z − x) c(x,w) (1.14)
if and only if there exist nonnegative integers k and l such that
(z − w)k a(z, w) = (z − w)k b(z, w) (1.15)
(x+ w)l a(x+ w,w) = (x+ w)l c(x,w). (1.16)
1.2 Field algebras
Definition 1.2.1 ([BK]). A pointed vector space is a couple (V, |0〉) where V is a
K-vector space and |0〉 ∈ V is a fixed non-zero vector. A state-field correspondence
on (V, |0〉) is a linear map
Y : V ⊗ V → V ((z))
a⊗ b 7→ Y (z)(a⊗ b), (1.17)
such that the following axioms hold:
(i) (Vacuum Axioms) Y (z)(|0〉 ⊗ a) = a, Y (z)(a⊗ |0〉) = a+ T (a)z + . . . ∈ V [[z]]
where T : V → V is called the translation operator;
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(ii) (Translation Covariance) TY (z)(a⊗ b)− Y (z)(a⊗ Tb) = ∂zY (z)(a⊗ b);
(iii) Y (z)(Ta⊗ b) = ∂zY (z)(a⊗ b).
Remark 1.2.1. The name “state-field correspondence” is due to the following: the
map Y is equivalent to the K-linear map
V → EndKV [[z, z−1]]
a 7→ Y (z)(a⊗−) : V → V ((z)) (1.18)
With an abuse of notation, we denote the map (1.18) with Y and the image of a ∈ V
as Y (a, z). By definition Y (a, z) is a quantum field as it is a map V → V ((z)). With
this notation the physical meaning of Y as a map between states and quantum fields
is clear.
Notation 1. We will use indistinctly the map Y both as defined in (1.17) and in (1.18).
In particular, following [K], we will write Y (z)(a⊗−) = Y (a, z) = ∑k∈Z a(k)z−k−1
where a(k) ∈ EndKV and a ∈ V .
Remark 1.2.2. Let Y,X be two state-field correspondences. By definition 1.1.4 and
our abuse of notation, the locality of two quantum fields Y (a, z) and X(b, w) can be
translated as follows: there exists N = N(a, b) ≥ 0 such that for any c ∈ V one has
(z − w)NY (z)(1⊗X(w))(a⊗ b⊗ c) = (z − w)NX(w)(1⊗ Y (z))(b⊗ a⊗ c).
And, similarly, the locality of Y (a, z) and X(b, w) on a vector b ∈ V can be translated
as follows: there exists N = N(a, b, c) ≥ 0 such that
(z − w)NY (z)(1⊗X(w))(a⊗ b⊗ c) = (z − w)NX(w)(1⊗ Y (z))(b⊗ a⊗ c).
Proposition 1.2.3 ([BK, Prop.2.7]). If Y : V ⊗V → V ((z)) satisfies conditions (i)
and (ii) of Definition 1.2.1, then
1. Y (z)(a⊗ |0〉) = ezTa;
2. ewTY (z)
(
1⊗ e−wT
)
= iz,wY (z + w).
If, moreover, Y is a state-field correspondence, then
3. Y (z)
(
ewT ⊗ 1) = iz,wY (z + w)
Proof. By the Vacuum Axioms, one has that T (a) = Resz
(
z−2Y (z)(a⊗ |0〉)). As,
Y (z)(|0〉 ⊗ |0〉) = |0〉, one has that T (|0〉) = 0. Using T (|0〉) = 0 in the Translation
Covariance applied to a⊗ |0〉, one has
TY (z)(a⊗ |0〉) = ∂zY (z)(a⊗ |0〉)
from which T
(
a(−m)|0〉
)
= ma(−m−1)|0〉 for any m ≥ 1. By the Vacuum Axioms
a(−1)|0〉 = a. Therefore, one proves by induction that
a(−m)|0〉 =
Tm
m! a.
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It follows that
Y (z)(a⊗ |0〉) = ezTa.
Point (2) is a consequence of the Translation Covariance. Indeed
iz,wY (z + w) = ew∂zY (z) =
∑
k≥0
wk
k! ∂
k
zY (z)
=
∑
k≥0
wk
k!
k∑
l=0
(
k
l
)
T lY (z)
(
1⊗ T k−l
)
=
∑
k≥0
∑
l≥0
wl T l
l! Y (z)
(
1⊗ w
k−l T k−l
(k − l)!
)
= ewTY (z)
(
1⊗ ewT
)
.
Point (3) is a consequence of the third axiom in the Definition 1.2.1:
Y (z)(T ⊗ 1) = ∂zY (z)
Indeed
iz,wY (z + w) = ew∂zY (z) =
∑
k≥0
wk
k! ∂
k
zY (z)
=
∑
k≥0
wk
k! Y (z)
(
T k ⊗ 1
)
= Y (z)
(
ewT ⊗ 1
)
.
Proposition 1.2.4 ([BK, Prop.2.8]). Given a state-field correspondence Y , define
Y op(z)(a⊗ b) = ezTY (−z)(b⊗ a). (1.19)
Then Y op is also a state-field correspondence.
Lemma 1.2.5 ([BK, Lem.3.8]). Let X and Y be two state-field correspondences,
and let a, b, c ∈ V be such that there exists N ≥ 0 such that
(z − w)NY (z)(1⊗X(w))(a⊗ c⊗ b) = (z − w)NX(w)(1⊗ Y (z))(c⊗ a⊗ b).
Then
(z − w)NY (z)(1⊗X(w))(a⊗ c⊗ Tb) = (z − w)NX(w)(1⊗ Y (z))(c⊗ a⊗ Tb).
Definition 1.2.2 ([BK]). Let (V, |0〉) be a pointed vector space with a state-field
correspondence Y . Y satisfies the Associativity Relation if, for any a, b, c ∈ V , there
exists N ≥ 0
(z+w)NY (w)
(
Y (z)⊗1)(a⊗b⊗c) = (z+w)N iz,wY (z+w)(1⊗Y (w))(a⊗b⊗c). (1.20)
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Proposition 1.2.6 ([BK, Prop.4.1]). Let (V, |0〉) be a pointed vector space and with
a state-field correspondence Y . Y satisfies the Associativity Relation (1.20) if and
only if all pairs
(
Y (a, z), Y op(b, w)
)
are local on each c ∈ V .
Proof. It follows by Proposition 1.2.3. Indeed, on one side, one has
(z + w)NY (w)
(
Y (z)⊗ 1)(a⊗ b⊗ c)
= (z + w)NewTY op(−w)(1⊗ Y (z))(c⊗ a⊗ b) (1.21)
and, on the other side, one has
(z + w)N iz,wY (z + w)
(
Y (w)⊗ 1)(a⊗ b⊗ c)
= (z + w)NewTY (z)
(
1⊗ e−wTY (w))(a⊗ b⊗ c)
= (z + w)NewTY (z)
(
1⊗ Y op(−w))(a⊗ c⊗ b). (1.22)
To conclude, we note that the equality of the left hand sides of equations (1.21) and
(1.22) is the Associativity Relation (1.20), while the equality of the right hand sides
of equations (1.21) and (1.22) is (up to a factor ewT ) the locality of Y (a, z) and
Y op(c,−w) on every b ∈ V (cf. Remark 1.2.2).
Definition 1.2.3 ([BK]). A field algebra is a pointed vector space (V, |0〉) with a
state-field correspondence Y which satisfies the Associativity Relation (1.20).
We will give an example of field algebra in the next section.
1.3 Vertex algebras
Definition 1.3.1. ([K]) A vertex algebra over K is the following data:
1. a K-vector space V ;
2. a vector |0〉 ∈ V (vacuum vector);
3. a linear map
Y :V ⊗ V → V ((z)),
a⊗ b 7→ Y (z)(a⊗ b) =
∑
m∈Z
a(m)b z
−m−1
where a(m) ∈ EndKV ;
4. a linear operator T : V → V (called the translation operator);
which satisfy the following axioms:
(A1) (Locality) for any a, b ∈ V there exists N = N(a, b) ≥ 0 such that for any
c ∈ V
(z − w)NY (z)(1⊗ Y (w))(a⊗ b⊗ c)
= (z − w)NY (w)(1⊗ Y (z))(b⊗ a⊗ c); (1.23)
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(A2) T |0〉 = 0 and ∂zY (z) = TY (z)− Y (z)(1⊗ T ) (Translation Covariance);
(A3) Y (z)(|0〉 ⊗ b) = b for any b ∈ V ; for any a ∈ V , Y (z)(a ⊗ |0〉) ∈ V [[z]] and
Y (z)(a⊗ |0〉)|z=0 = a.
Remark 1.3.1. By axioms (A2) e (A3) T is determined by Y and the vacuum vector
|0〉: T (a) = a(−2)|0〉.
Notation 2. With the usual abuse of notation, we also denote with Y the map
V → EndKV [[z, z−1]], a 7→ Y (z)(a⊗−). With this map Y : V → EndKV [[z, z−1]],
the vertex algebra axioms of Definition 1.3.1 translate to the axioms of a vertex
algebra as defined in [K, Section 1.3] or [K15, Def.1.4].
1.3.1 Affine vertex algebra
Let g be a finite dimensional Lie algebra over K with a non-degenerate symmetric
invariant bilinear form ( , ). Let ĝ = g ⊗ K((t)) ⊕ KK be the centrally extended
loop algebra with the commutation relations given by
[K, −]̂g = 0 (i.e. K is central),[
a⊗ f(t), b⊗ g(t)]̂
g
= [a, b]g ⊗ f(t)g(t)− (a, b)KRest(fdg)
Remark 1.3.2. Recall that, since g is finite dimensional, g⊗K((t)) and g((t)) are
isomorphic as vector spaces as well as g⊗K[[t]] and g[[t]].
Remark 1.3.3. −(a, b)Rest(fdg) is indeed a 2-cocycle of the Chevalley-Eilenberg
cochain complex of the Lie algebra g((t)) with coefficients in the trivial g((t))-module:
K HomK
(
g((t)),K
)
HomK
(
Λ2g((t)),K
)
. . .
dg((t)) dg((t)) dg((t)) (1.24)
with the differential dg((t)) : HomK
(
Λmg((t)),K
)→ HomK (Λm+1g((t)),K) given by
dg((t))(f)(x1 ∧ · · · ∧ xm+1)
=
∑
i<j
(−1)i+jf([xi, xj ] ∧ x1 ∧ · · · ∧ x̂i ∧ · · · ∧ x̂j · · · ∧ xm+1)
where x1, . . . , xm+1 ∈ g((t)).
Note that, since the action of g((t)) on K is zero, the following term of the Chevalley-
Eilenberg differential does not appear
m+1∑
i=1
(−1)ixi.f(x1 ∧ · · · ∧ x̂i ∧ · · · ∧ xm+1)
where “.” denotes the action of g((t)) on K.
Define
c : g((t))⊗ g((t))→ K(
a⊗ f(t))⊗ (b⊗ g(t)) 7→ −(a, b)Rest(fdg).
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The map c is skew-symmetric because ( , ) is symmetric and Rest(fdg) = −Rest(gdf)(
because of the Leibinz Rule and Rest
(
d(fg)
)
= 0
)
. Moreover c satisfies the equation
c
((
a⊗ f(t))⊗[b⊗ g(t), d⊗ h(t)])
+c
((
b⊗ g(t))⊗ [d⊗ h(t), a⊗ f(t)])
+ c
((
d⊗ h(t))⊗ [a⊗ f(t), b⊗ g(t)]) = 0 (1.25)
because ( , ) is symmetric and invariant, and Restd(fgh) = 0. Since c is skew-
symmetric, c ∈ HomK
(
Λ2g((t)),K
)
. It follows that equation (1.25) implies
−c([b⊗ g(t),d⊗ h(t)] ∧ (a⊗ f(t)))
+c
(
[a⊗ f(t), d⊗ h(t)] ∧ (b⊗ g(t)))
− c([a⊗ f(t), b⊗ g(t)] ∧ (d⊗ h(t))) = 0. (1.26)
Let k ∈ K and Kk be the one-dimensional representation of g[[t]]⊕KK on which
K acts as multiplication by the scalar k and g[[t]] acts by 0. Then, let us consider
the vacuum module of level k of ĝ:
Vk(g) = U(ĝ)⊗U(g[[t]]⊕KK) Kk.
For any x ∈ g, let us define the field
x(z) =
∑
i∈Z
(
x⊗ ti)z−i−1 (1.27)
and let us define x+(z) as the regular part of x(z) with respect to z and x−(z) =
x(z)− x+(z). Let us moreover consider the normally ordered product:
: x1(z)x2(z) := x1+(z)x2(z) + x2(z)x1−(z)
and inductively
: x1(z) · · ·xm(z) := x1+(z) : x2(z) · · ·xm(z) : + : x2(z) · · ·xm(z) : x1−(z).
One can define a vertex algebra structure on Vk(g) as follows:
• the vacuum vector is a highest weight vector of Vk(g),
• the map Y is given by the following formula
Y
(
x1+(u1) · · ·xm+ (um)|0〉, z
)
= iz,u1 · · · iz,um : x1(z + u1) · · ·xm(z + um) :,
(1.28)
• the translation operator is given by the formula
ezTx1+(u1) · · ·xm+ (um)|0〉 = x1+(z + u1) · · ·xm+ (z + um)|0〉 (1.29)
(see [K] or [FBZ] for the proof that the given structure endows Vk(g) with a structure
of vertex algebra). Note that Vk(g) is spanned by elements(
x1 ⊗ t−i1−1) · · · (xn ⊗ t−in−1)|0〉
with i1, . . . , in ≥ 0. In other words Vk(g) is spanned by the coefficients of
x1+(u1) · · ·xm+ (um)|0〉.
If g is a simple Lie algebra and ( , ) is the invariant form normalized to have the
squared norm of long roots equal to 2, then Vk(g) is called the affine vertex algebra.
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1.3.2 Associativity and other properties
Proposition 1.3.4 ([K15]). Let (V, |0〉, Y, T ) be a vertex algebra and let a ∈ V .
Then
Y (z)(a⊗ |0〉) = ezTa =
∑
k≥0
T ka
k! z
k. (1.30)
Proof. It follows by Proposition 1.2.3 (1).
Let us consider some statements (borrowed from [FBZ]) which prove that a
vertex algebra satisfies the Associativity Relation (1.20):
Lemma 1.3.5 (Goddard’s Uniqueness Theorem, [G]). Let (V, |0〉, Y, T ) be a vertex
algebra and let a ∈ V and a(z) ∈ EndKV [[z, z−1]] be an EndKV -valued quantum
field such that
a(z)|0〉 = Y (z)(a⊗ |0〉)
and a(z) is local with Y (z)(c⊗−) for all c ∈ V . Then
a(z) = Y (z)(a⊗−). (1.31)
Proof. Since a(z) and Y (z)(a⊗−) are local with Y (z)(c⊗−) for all c ∈ V , there
exists N = N(a, c) ≥ 0 such that
(z − w)Na(z)Y (w)(c⊗ |0〉) = (z − w)NY (w)(c⊗ a(z)|0〉)
= (z − w)NY (w)(1⊗ Y (z))(c⊗ a⊗ |0〉)
= (z − w)NY (z)(1⊗ Y (w))(a⊗ c⊗ |0〉).
By Proposition 1.3.4, it follows that
(z − w)Na(z)ewT c = (z − w)NY (z)(a⊗ ewT c). (1.32)
Since both sides of equation (1.32) have only non-negative powers on w, one can set
w = 0 obtaining
zNa(z)c = zNY (z)(a⊗ c).
Therefore a(z)c = Y (z)(a⊗ c) for any c ∈ V .
Corollary 1.3.6. In a vertex algebra (V, |0〉, Y, T ), the following equality holds
Y (z)(T ⊗ 1) = ∂zY (z).
In particular
TY (z) = Y (z)(T ⊗ 1) + Y (z)(1⊗ T ).
Proof. It’s a direct consequence of Lemma 1.3.5. Indeed, by Lemma 1.3.4, we have
∂zY (z)(a⊗ |0〉) = Y (z)(Ta⊗ |0〉)
and, if (z − w)NY (z)(1⊗ Y (w))(a⊗ c⊗−) = (z − w)NY (w)(1⊗ Y (z))(c⊗ a⊗−),
then
(z−w)N+1∂zY (z)
(
1⊗Y (w))(a⊗ c⊗−) = (z−w)N+1Y (w)(1⊗∂zY (z))(c⊗a⊗−).
Therefore ∂zY (z)(a⊗−) is local with Y (w)(c⊗−) for any c ∈ V . Finally, by (A2), one
has ∂zY (z) = TY (z)−Y (z)(1⊗T ) therefore TY (z) = Y (z)(T⊗1)+Y (z)(1⊗T ).
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Remark 1.3.7. By the definition of vertex algebra and Corollary 1.3.6, it follows that
a vertex algebra is a pointed vector space with a state-field correspondence whose
quantum fields are pairwise local.
Lemma 1.3.8 (Skew-symmetry). Let (V, |0〉, Y, T ) be a vertex algebra. Then the
following identity holds in V ((z)):
Y (z)(a⊗ b) = ezTY (−z)(b⊗ a) (1.33)
for any a, b ∈ V .
Proof. By Locality (1.23) there exists N1 ∈ Z+ such that
(z − w)NY (z)(1⊗ Y (w))(a⊗ b⊗ |0〉) = (z − w)NY (w)(1⊗ Y (z))(b⊗ a⊗ |0〉).
for any N ≥ N1. By Proposition 1.3.4, and Proposition 1.2.3, one has:
(z − w)NY (z)(a⊗ ewT b) = (z − w)NY (w)(b⊗ ezTa)
= (z − w)NezT e−zTY (w)(b⊗ ezTa)
= (z − w)NezT iw,zY (w − z)(b⊗ a).
Since Y (w− z)(b⊗a) ∈ V ((w− z)), there exists N2 ∈ Z+ such that (z−w)N2Y (w−
z)(b ⊗ a) ∈ V [[w − z]]. Therefore, for any N ≥ max{N1, N2}, one can evaluate
(z − w)NY (z)(a ⊗ ewT b) and (z − w)NezT iw,zY (w − z)(b ⊗ a) in w = 0 obtaining
the equation
zNY (z)(a⊗ b) = zNezTY (−z)(b⊗ a).
From which Y (z)(a⊗ b) = ezTY (−z)(b⊗ a).
Proposition 1.3.9. The map Y of a vertex algebra satisfies the Associativity Rela-
tion (1.20).
Proof. Using the skew-symmetry (1.33), and Proposition 1.2.3, one has
iz,wY (z + w)
(
1⊗ Y (w))(a⊗ b⊗ c)
= iz,wY (z + w)
(
1⊗ Y (w))(a⊗ b⊗ c)
= ewTY (z)
(
1⊗ e−wT )(1⊗ ewTY (−w))(a⊗ c⊗ b)
= ewTY (z)
(
1⊗ Y (−w))(a⊗ c⊗ b).
On the other hand, using Lemma 1.3.8, one has
Y (w)
(
Y (z)⊗ 1)(a⊗ b⊗ c)
= Y (w)
(
Y (z)⊗ 1)(a⊗ b⊗ c)
= ewT
(
e−wTY (w)
)(
Y (z)⊗ 1)(a⊗ b⊗ c)
= ewTY (−w)(1⊗ Y (z))(c⊗ a⊗ b).
Therefore, by Locality (1.23), there exists N ≥ 0 such that
(z + w)N iz,wY (z + w)
(
1⊗ Y (w))(a⊗ b⊗ c)
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= (z + w)NewTY (z)
(
1⊗ Y (−w))(a⊗ c⊗ b)
= (z + w)NewTY (−w)(1⊗ Y (z))(c⊗ a⊗ b)
= (z + w)NY (w)
(
Y (z)⊗ 1)(a⊗ b⊗ c).
Let us make some comments on Lemma 1.3.8 and Proposition 1.3.9 due to [BK].
First of all, Lemma 1.3.8 can be restated saying that in a vertex algebra the state-
fields correspondences Y and Y op coincide; second, we can weaken the hypothesis of
Lemma 1.3.8. Indeed the proof only uses that Y (z)(a ⊗ −) and Y (w)(b ⊗ −) are
local on |0〉. Therefore we can state the following lemma:
Lemma 1.3.10. Let (V, |0〉) be a pointed vector space with a state-field correspon-
dence Y such that Y (z)(a⊗−) and Y (w)(b⊗−) are local on |0〉 for a, b ∈ V . Then
the following identity holds in V ((z)):
Y (z)(a⊗ b) = ezTY (−z)(b⊗ a). (1.34)
Finally we can weaken the hypothesis of Proposition 1.3.9 indeed the proof only
uses that Y (a, z) and Y (c, w) are local on b. We can therefore state the following
proposition:
Proposition 1.3.11. Let (V, |0〉) be a pointed vector space with a state-field corre-
spondence Y satisfying the locality on any vector of V . Then the map Y satisfies
the Associativity Relation (1.20).
It follows, by Proposition 1.3.9 and Lemma 1.3.8, that a vertex algebra (V, |0〉, Y, T )
is a field algebra satisfying Y = Y op. The converse is also true:
Theorem 1.3.12 ([BK, Thm.7.3]). A vertex algebra is the same as a field algebra
(V, |0〉, Y ) for which Y = Y op.
We omit the proof because the statement will be generalized in Theorem 2.4.5.
Corollary 1.3.13 ([BK]). Let (V, |0〉) be a pointed vector space with a state-field
correspondence Y . Y is local if and only if it is local on every vector of V .
Proof. If Y is a state-field correspondence local on every vector of V , by Lemma
1.3.10 and Proposition 1.3.11, Y = Y op and the Associativity Relation (1.20) holds.
Therefore, by Theorem 1.3.12, V is a vertex algebra from which the Locality (1.23)
follows.
Switching to the equivalent notation of Y as a map V → EndKV [[z, z−1]] and
using Theorem 1.1.7, the following proposition holds:
Proposition 1.3.14 ([K]). For every elements a, b in a vertex algebra, one has
[Y (a, z), Y (b, w)] =
∑
j≥0
finite
cj(w)∂
j
wδ(z, w)
j! , (1.35)
where
cj(w) = Resz(z − w)j [Y (a, z), Y (b, w)].
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Let us recall the definition of the n-products:
Definition 1.3.2 ([BK]). Let (V, |0〉) be a pointed vector space with a state-field
correspondence Y (cf. Definition 1.2.1). For any a, b ∈ V and n ∈ Z, one defines the
n-product of the EndKV -valued fields Y (a, z) and Y (b, z) by the following formula:(
Y (a, z)(n)Y (b, z)
)
(c) = Resx
(
Y (x)
(
1⊗ Y (z))(a⊗ b⊗ c) ix,z(x− z)n
− Y (z)(1⊗ Y (x))(b⊗ a⊗ c) iz,x(x− z)n). (1.36)
Remark 1.3.15. Note that, if n ≥ 0, Y (a, z)(n)Y (b, z) = Resx
(
[Y (a, x), Y (b, z)](x−
z)n
)
and equation (1.35) can be written as
[Y (a, z), Y (b, w)] =
∑
j≥0
finite
Y (a, z)(j)Y (b, z)
∂jwδ(z, w)
j! . (1.37)
Theorem 1.3.16. Let (V, |0〉) be a pointed vector space with a state-field correspon-
dence Y . V is a vertex algebra if and only if the following equation, called Jacobi
Identity, holds:
iz,wδ(x, z − w)Y (z)
(
1⊗ Y (w))(a⊗ b⊗ c)
−iw,zδ(x, z − w)Y (w)
(
1⊗ Y (z))(b⊗ a⊗ c)
= iz,xδ(w, z − x)Y (w)
(
Y (x)⊗ 1)(a⊗ b⊗ c). (1.38)
Proof. Let V be a vertex algebra. By Locality (1.23) and Associativity Relation
(1.20) with z renamed as z − w one has that there exist N,N ′ satisfying
(z − w)NY (z)(1⊗ Y (w))(a⊗ b⊗ c)
= (z − w)NY (w)(1⊗ Y (z))(b⊗ a⊗ c)
and
zN
′
Y (w)
(
Y (z − w)⊗ 1)(a⊗ b⊗ c)
= zN ′iz−w,wY (z)
(
1⊗ Y (w))(a⊗ b⊗ c)
The Jacobi identity follows by Lemma 1.1.8.
Conversely, if V is a pointed vector space satisfying the Jacoby Identity (1.38), by
Lemma 1.1.8, the state-field correspondence satisfies the locality on any vector of
V and the Associativity Relation (1.20). In particular, by Corollary 1.3.13, V is a
vertex algebra.
As far as we know, equation (1.38) appeared for the first time in [FLM, Section
8.8] and Theorem 1.3.16 was already proved in [LL, Theorem 3.6.3].
Theorem 1.3.17. Let (V, |0〉) be a pointed vector space with a state-field correspon-
dence Y . If the Jacobi Identity (1.38) holds, then Y satisfies the following identities
called the Borcherds Identities: for any a, b, c ∈ V and n ∈ Z
Y (z)
(
1⊗ Y (w))(a⊗ b⊗ c)iz,w(z − w)n
−Y (w)(1⊗ Y (z))(b⊗ a⊗ c)iw,z(z − w)n
=
∑
j≥0
Y (w)(a(n+j)b⊗ c)
∂jwδ(z, w)
j! .
(1.39)
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In particular, in a vertex algebra (V, |0〉, Y, T ), Y satisfies the Borcherds Identities
(1.39).
Proof. Multiplying both sides of the Jacobi Identity (1.38) by xn and taking the
residue Resx one has, on the left hand side, the expression
Y (z)
(
1⊗ Y (w))(a⊗ b⊗ c)iz,w(z − w)n
− Y (w)(1⊗ Y (z))(b⊗ a⊗ c)iw,z(z − w)n
and, on the right hand side, the expression
Resx
(
xniz,xδ(w, z − x)Y (w)
(
Y (x)⊗ 1)(a⊗ b⊗ c))
= Y (w)
(
Resx
(
xniz,xδ(w, z − x)Y (x)(a⊗ b)
)⊗ c).
On the other hand the following equalities hold:
Resx
(
xniz,xδ(w, z − x)Y (x)(a⊗ b)
)
Resx
(
xne−x∂zδ(w, z)Y (x)(a⊗ b))
=
∑
j≥0
(−1)ja(n+j)b
∂jz
j! δ(z, w)
=
∑
j≥0
a(n+j)b
∂jw
j! δ(z, w).
Therefore, on the right hand side, one has the expression
∑
j≥0
Y (w)(a(n+j)b⊗ c)
∂jw
j! δ(z, w).
Theorem 1.3.18. Let (V, |0〉) be a pointed vector space with a state-field correspon-
dence Y . The Borcherds Identities (1.39) hold if and only if Y satisfies the Locality
(1.23) and the following identities called the n-products Identities: for any a, b, c ∈ V
and n ∈ Z (
Y (a, z)(n)Y (b, z)
)
(c) = Y (z)
(
a(n)b⊗ c). (1.40)
In particular, in a vertex algebra (V, |0〉, Y, T ), Y satisfies the n-products Identities
(1.40) by Theorems 1.3.16 and 1.3.17.
Proof. Taking the residue Resz on both sides of n-Borcherds Identities (1.39), one
has on the left hand side, the n-product(
Y (a, z)(n)Y (b, z)
)
(c)
and on the right hand side
Resz
∑
j≥0
Y (w)(a(n+j)b⊗ c)
∂jw
j! δ(z, w)
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=
∑
j≥0
(
0
j
)
Y (w)(a(n+j)b⊗ c)w−j
= Y (w)(a(n)b⊗ c).
On the other hand, since Y (z)
(
1⊗Y (w))(a⊗b⊗c)iz,w(z−w)n−Y (w)(1⊗Y (z))(b⊗
a⊗ c)iw,z(z − w)n is local, by Theorem 1.1.7, one has that
Y (z)
(
1⊗ Y (w))(a⊗ b⊗ c)iz,w(z − w)n
−Y (w)(1⊗ Y (z))(b⊗ a⊗ c)iw,z(z − w)n
=
∑
j≥0
finite
cj(w) ∂
j
wδ(z, w)
j! ,
where
cj(w) = Resz
(
Y (z)
(
1⊗ Y (w))(a⊗ b⊗ c)iz,w(z − w)n+j
− Y (w)(1⊗ Y (z))(b⊗ a⊗ c)iw,z(z − w)n+j)
=
(
Y (a, z)(n+j)Y (b, w)
)
(c).
As, for any m ∈ Z, one has(
Y (a, z)(m)Y (b, w)
)
(c) = Y (w)
(
a(m)b⊗ c
)
,
the Borcherds Identities (1.39) follow.
Remark 1.3.19. In [K15] the same results as above are obtained following a different
line of reasoning: first they prove the Extension Theorem [DSK06, Thm.1.5], [K15,
Thm.3.1] for a vertex algebra V . This is based on the Dong Lemma [K15, Lem.2.1].
The n-products Identities (1.40) follow as a corollary of the Extension Theorem.
The Borcherds Identities (1.39) are then obtained using the n-products Identities
(1.40). Unfortunately, the Dong Lemma has no sense for quantum vertex algebras
so here we have preferred the previous approach that we will generalize in the next
chapter to the quantum case.
Let us consider another lemma:
Lemma 1.3.20 ([BK, Thm.4.1, (a)]). Let (V, |0〉) be a pointed vector with a state-
field correspondence Y . Then Y satisfies the n-product Identities if and only if
[
Y (a, z), Y op(b, w)
]
=
∑
j≥0
finite
Y op
(
a(j)b, w
)∂jw
j! δ(z, w) (1.41)
for any a, b ∈ V .
We can summarize the results obtained so far in the following theorem which
provides several equivalent definitions of a vertex algebra.
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Theorem 1.3.21. Let (V, |0〉) be a pointed vector space with a state-field correspon-
dence Y (cf. Definition 1.2.1). The following statements are equivalent:
1. V is a vertex algebra;
2. the Jacobi Identity (1.38) holds;
3. V is a field algebra with Y = Y op;
4. the Borcherds identities (1.39) hold;
5. the n-products Identities (1.40) holds and Y = Y op.
Proof. (1) and (2) are equivalent because of Theorem 1.3.16 and (1) and (3) are
equivalent because of Theorem 1.3.12. In particular (3) implies (1) which implies (2).
By Theorem 1.3.17, (2) implies (4). By Theorem 1.3.18 if the Borcherds Identity
(1.39) hold then the n-products Identities (1.40) are satisfied, moreover the Borcherds
Identities imply the locality of any couple of
(
Y (a, z), Y (b, w)
)
with a, b ∈ V because
a(j)b = 0 for j  0 from which Y = Y op. Therefore (4) implies (5). By Lemma
1.3.20, Y satisfies the n-products Identities if and only if equation (1.41) holds. In
particular, since (z − w)j+1 ∂jwj! δ(z, w) = 0, multiplying by (z − w)max{j}+1 both
sides of equation (1.41), one has the locality between Y (a, z) and Y op(b, w) for any
a, b ∈ V from which the Associativity Relation (1.20) holds because of Lemma 1.2.6.
Thus V is a field algebra satisfying Y = Y op, i.e. (5) implies (1).
1.3.3 Commutative vertex algebras
Let (V, |0〉) be a pointed vector space with a state-field correspondence Y and
let us consider the −1-product:
−(−1)− : V ⊗ V → V
a⊗ b 7→ a(−1)b = Resz
(
z−1Y (z)(a⊗ b)). (1.42)
Lemma 1.3.22. Let (V, |0〉) be a pointed vector space with a state-field correspon-
dence Y . The vacuum vector |0〉 ∈ V is the unit of the −1-product and the map T is
a derivation.
Proof. By the vacuum axioms one has
|0〉(−1)a = Resz
(
z−1Y (z)(|0〉 ⊗ a)) = Resz(z−1a) = a
and, by Proposition 1.2.3,
a(−1)|0〉 = Resz
(
z−1Y (z)(a⊗ |0〉)) = Resz(z−1ezTa) = a.
Hence |0〉 is the unit ot the −1-product. Moreover, since TY (z)− Y (z)(1⊗ T ) =
Y (z)(T ⊗ 1) (cf. Definition 1.2.1), one has
TY (a, z)b− Y (a, z)Tb = Y (Ta, z)b.
Therefore, multiplying both sides by z−1 and taking the residue Resz, one obtains
T
(
a(−1)b
)− a(−1)Tb = (Ta)(−1)b.
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Lemma 1.3.23. Let (V, |0〉) be a pointed vector space with a state-field correspon-
dence Y satisfying the Associativity Relation (1.20) (i.e. V is a field algebra, cf.
Definition 1.2.3). Assume moreover that Y (z)(a⊗ b) ∈ V [[z]] for any a, b ∈ V . Then
the −1-product is associative.
Proof. As Y (z)(d⊗ e) ∈ V [[z]] for any d, e ∈ V , it follows that Y (w)(Y (z)⊗ 1)(a⊗
b⊗ c) ∈ V [[w]][[z]] = V [[z, w]] and iz,wY (z+w)
(
1⊗ Y (w))(a⊗ b⊗ c) ∈ V [[z]][[w]] =
V [[z, w]]. The algebra of formal power series in z and w has no zero divisors therefore
the Associativity Relation (1.20) implies
Y (w)
(
1⊗ Y (z))(a⊗ b⊗ c) = iz,wY (z + w)(1⊗ Y (w))(a⊗ b⊗ c). (1.43)
Multiplying both sides of equation (1.43) by z−1 and w−1 and taking the residues
Resz and Resw one has
(a(−1)b)(−1)c = a(−1)(b(−1)c)
for any a, b, c ∈ V , i.e. the associativity of the −1-product holds.
Lemma 1.3.24. Let (V, |0〉) be a pointed vector space with a state-field correspon-
dence Y such that Y = Y op and Y (z)(a ⊗ b) ∈ V [[z]] for any a, b ∈ V . Then the
−1-product is commutative.
Proof. Since Y = Y op and Y op(z)(a ⊗ b) = ezTY (−z)(b ⊗ a) for any a, b ∈ V , one
has
Y (z)(a⊗ b) = ezTY (−z)(b⊗ a). (1.44)
Multiplying both sides of equation (1.44) by z−1 and taking the residue Resz, one
has
a(−1)b = b(−1)a
because Y (z)(a⊗ b) ∈ V [[z]]. Therefore, the −1-product is commutative.
With Lemmas 1.3.22, 1.3.23 and 1.3.24 we can therefore state some results firstly
appeared in [K].
Definition 1.3.3 ([K]). A vertex algebra (V, |0〉, Y, T ) is said to be commutative if
Y (z)
(
1⊗ Y (w))(a⊗ b⊗ c) = Y (w)(1⊗ Y (z))(b⊗ a⊗ c) (1.45)
for any a, b, c ∈ V .
Note that equation (1.45) is the Locality (1.23) with N = 0.
Theorem 1.3.25. A vertex algebra (V, |0〉, Y, T ) is commutative if and only if
Y (a, z)b ∈ V [[z]] for any a, b ∈ V .
Proof. Let us first suppose that (V, |0〉, Y, T ) is a commutative vertex algebra. Con-
sidering c = |0〉 in equation (1.45) one has
Y (z)
(
1⊗ Y (w))(a⊗ b⊗ |0〉) = Y (w)(1⊗ Y (z))(b⊗ a⊗ |0〉)
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from which, using Lemma 1.2.3, one has
Y (z)
(
1⊗ ewT )(a⊗ b) = Y (w)(1⊗ ezT )(b⊗ a). (1.46)
Multiplying both sides of equation (1.46) by w−1 and taking the residue Resw, one
has
Y (z)(a⊗ b) = b−1ezTa.
Hence Y (z)(a⊗ b) ∈ V [[z]] proving the “only if” part.
On the other hand, if Y (z)(a⊗ b) ∈ V [[z]] for any a, b ∈ V , then
Y (z)
(
1⊗ Y (w))(a⊗ b⊗ c) ∈ V [[z, w]],
Y (w)
(
1⊗ Y (z))(b⊗ a⊗ c) ∈ V [[z, w]].
Therefore, multiplying both sides of Locality (1.23) by iz,w(z − w)−N , the Commu-
tativity (1.45) holds.
Theorem 1.3.26. The −1-product of any commutative vertex algebra (V, |0〉, Y, T )
endows V with a structure of commutative, associative unital algebra with a derivation
T . Moreover the state-field correspondence Y is uniquely determined by T and the
−1-product by the following formula:
Y (z)(a⊗ b) = (ezTa)(−1)b ∈ V [[z]]. (1.47)
Proof. In the proof of Theorem 1.3.25 we have seen that the state-field correspondence
Y of a commutative vertex algebra satisfies the equation Y (z)(a⊗ b) = b(−1)ezTa.
The statement follows immediately by Lemmas 1.3.22, 1.3.23 and 1.3.24.
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Chapter 2
Quantum vertex algebras
In Section 2.1 we recall the definitions of inverse limit, topologically free K[[h]]-
module and topological tensor product. In Section 2.2 we recall the concepts of
braided vertex algebra and quantum vertex algebra and we review some results. In
Section 2.2.1 we deal with S-commutative braided vertex algebras which satisfy the
associativity relation and S-commutative quantum vertex algebras. In Section 2.3
we give a non trivial example of quantum vertex algebra firstly appeared in [EK5]
as more recently formulated in [JKMY] and an example of S-commutative quantum
vertex algebra firstly appeared in [JKMY] proving in every detail that they satisfy
all the axioms of the definition of quantum vertex algebras. In Section 2.4 we give
some characterizations of braided vertex algebras which satisfy the associativity
relation and of quantum vertex algebras.
2.1 Topologically free K[[h]]-modules
In the following section we shall follow [Kas, Chapter XVI], the proofs omitted
in this text can be found there. Let M a left module over the algebra K[[h]]. The
family (hnM)n>0 of submodules and the canonical K-linear projections
pn : M/hnM →M/hn−1M
form an inverse system of K-modules. One can consider the inverse limit
M̂ = lim←
n
M/hnM =
{
(mn)n>0 ∈
∏
n>0
M/hnM
∣∣∣ pn(xn) = xn−1 for all n > 1
}
which has a natural structure of K[[h]]-module. Moreover it has a natural topology
called the inverse limit topology
(
a family of open neighbourhoods is given by
(hnM̂)n
)
. The module M̂ is called the h-adic completion of M . The projections
in : M →M/hnM
induce a unique K[[h]]-linear map
i : M → M̂
m 7→ (in(m))n>0 (2.1)
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such that pin ◦ i = in for all n where pin is the projection
pin : M̂ →M/hnM
(mn)n>0 7→ mn.
(2.2)
Note that the kernel of i is given by
Ker(i) =
⋂
n>0
hnM (2.3)
and that, since the kernel of pin is hnM̂ , pin induces an isomorphism
M̂/hnM̂ ∼= M/hnM. (2.4)
Definition 2.1.1. A K[[h]]-moduleM is separated ifKer(i) = {0} and it is complete
if the map i is surjective.
Remark 2.1.1. For any K[[h]]-module M , the completion M̂ is indeed complete
because taking the inverse limits on both sides of the isomorphism (2.4) one has
M̂ ∼= M̂ .
Definition 2.1.2. Let W be a K-vector space, any left K[[h]]-module of the form
W [[h]] is called a topologically free module.
Remark 2.1.2. If W is a K-vector space, then W ⊗K[[h]] ∼= W [[h]] if and only if W
has finite dimension.
Proof. First note that W ⊗K[[h]] is a K[[h]]-modules with the following action
g(h).
(
w ⊗ f(h)) = w ⊗ g(h)f(h),
where g(h), f(h) ∈ K[[h]] and w ∈W . Note also that W ⊗K[[h]] is isomorphic to a
subspace of W [[h]] by the following K[[h]]-linear map:
ψ : W ⊗K[[h]]→W [[h]]
w ⊗
∑
n≥0
fnh
n 7→
∑
n≥0
(fnw)hn.
To be precise, ψ(W ⊗K[[h]]) is the subspace ofW [[h]] of series in h whose coefficients
are linear combination of a finite number of vectors of a basis of W . Therefore, if
W has finite dimension, W [[h]] is clearly equal to the image of W ⊗ K[[h]] under
ψ. Indeed if {wi}i=0,...,m is a basis of W , any element ∑n≥0 vnhn ∈ W [[h]] can be
written as ∑
n≥0
vnh
n =
∑
n≥0
(an1w1 + . . .+ anmwm)hn
=
∑
n≥0
an1h
n
w1 + . . .+
∑
n≥0
anmh
n
wm
= ψ
w1 ⊗∑
n≥0
an1h
n + . . . wm ⊗
∑
n≥0
anmh
n

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where an1 , . . . , anm are elements of K for any n ≥ 0. On the other hand if W has non
finite dimension, by the axiom of choice we can extract a countable set of linearly
independent vectors of W . Let us denote these vectors as {wi}i≥0. Thus∑
i≥0
wih
i
is an element of W [[h]] which is not in the image under ψ of W ⊗K[[h]].
Proposition 2.1.3. (a) Let {ei}i∈I be a basis of the vector space V . Then the K[[h]]-
submodule generated by the set {ei}i∈I is dense in V [[h]] for the h-adic topology.
(b) For any separated, complete K[[h]]-module N , there is a natural bijection
HomK[[h]]
(
V [[h]], N
) ∼= HomK (V,N).
Let M,N be left K[[h]]-modules. Let us recall that we denote with M ⊗K[[h]] N
the K[[h]]-module obtained as the quotient of the vector spaceM⊗N by the subspace
generated by the elements of the form fm ⊗ n − m ⊗ fn where f,m and n are
respectively elements of K[[h]],M and N .
Definition 2.1.3. The topological tensor product M⊗̂N of the left K[[h]]-modules
M and N is the h-adic completion of M ⊗K[[h]] N :
M⊗̂N = ̂(M ⊗K[[h]] N) = lim←
n>0
(M ⊗K[[h]] N)/hn(M ⊗K[[h]] N). (2.5)
By definition, the topological tensor product of two left K[[h]]-modules is complete
(because it is defined as a completion). Moreover, for any left K[[h]]-modulesM,N,P ,
the following isomorphisms hold:
(M⊗̂N)⊗̂P ∼= M⊗̂(N⊗̂P ),
M⊗̂N ∼= N⊗̂M
and
K[[h]]⊗̂M ∼= M̂ ∼= M⊗̂K[[h]].
Proposition 2.1.4. If M and N are topologically free K[[h]]-modules, then so is
M⊗̂N . More precisely, we have
V [[h]]⊗̂W [[h]] ∼= (V ⊗W )[[h]].
Let us give a remark on Proposition 2.1.4:
Remark 2.1.5. Let V , W be two K-vector spaces. The K[[h]]-module V [[h]]⊗K[[h]]
W [[h]] is isomorphic to (V ⊗W )[[h]] if and only if at least one between V and W
has finite dimension.
Proof. Let us first point out that, since the K[[h]]-linear map
i : V [[h]]⊗K[[h]] W [[h]]→ V [[h]]⊗̂W [[h]]
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defined as in (2.1) is injective, the K[[h]]-linear map j defined as the composition of
i and the isomorphism between V [[h]]⊗̂W [[h]] and (V ⊗W )[[h]]
j : V [[h]]⊗K[[h]] W [[h]]→ (V ⊗W )[[h]]∑
i≥0
vih
i ⊗K[[h]]
∑
k≥0
wkh
k 7→
∑
p≥0
( p∑
i=0
vi ⊗ wp−i
)
hp
is injective. In particular V [[h]]⊗K[[h]] W [[h]] is isomorphic to a subspace of (V ⊗
W )[[h]]. Let us, now, suppose thatW has finite dimension and let n be its dimension.
Any element of (V ⊗W )[[h]] is a linear combination of elements of the form∑i≥0(vi⊗
wi)hi. On the other hand, for any basis of (w¯k)k=1,...,n ofW , one has wi =
∑n
k=1 akiw¯k
with aki ∈ K for any k = 1, . . . , n, from which
∑
i≥0
(vi ⊗ wi)hi =
∑
i≥0
(
vi ⊗
n∑
k=1
akiw¯k
)
hi
=
n∑
k=1
∑
i≥0
(
(akivi)⊗ w¯k
)
hi
= j
 n∑
k=0
∑
i≥0
(akivi)hi ⊗K[[h]] w¯k
 .
It follows that the K[[h]]-linear map j is surjective hence it is an isomorphism. On
the other hand if V and W are both non finite dimensional K-vector space, we can
extract a countable family of vectors of V , (vi)i∈N, and a countable family of vectors
of W , (wi)i∈N and we can consider the following element of (V ⊗W )[[h]]:
s =
∑
p≥0
p(p+1)∑
i=0
vi ⊗ wi
hp. (2.6)
If there exists an element
m∑
r=1
∑
l≥0
vrl h
l ⊗K[[h]]
∑
k≥0
wrkh
k ∈ V [[h]]⊗K[[h]] W [[h]]
such that its image under j is equal to s, we should have
∑
p≥0
(
m∑
r=1
p∑
l=0
vrl ⊗ wrp−l
)
hp =
∑
p≥0
p(p+1)∑
i=0
vi ⊗ wi
hp
from which
m∑
r=1
p∑
l=0
vrl ⊗ wrp−l =
p(p+1)∑
i=0
vi ⊗ wi
for any p ≥ 0. The vector space
VL = 〈
m∑
r=1
p∑
l=0
vrl ⊗ f
(
wrp−l
) | f ∈W ∗〉
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is a subspace of V with dimension at most m(p+ 1) where m is fixed. On the other
hand the vector space
VR = 〈
p(p+1)∑
i=0
vi ⊗ f
(
wi
) | f ∈W ∗〉
is a subspace of V with dimension p(p+ 1) + 1 because the vectors v0, . . . , vp2+p are
linearly independent and there exist in W ∗ the elements w∗i defined as w∗i (wj) = δij .
It follows that, for any p ∈ N such that p ≥ m, p(p+ 1) + 1 > m(p+ 1), hence the
dimension of the vector space VR is greater than the dimension of the vector space
VL. We have thus proved that j is not an isomorphism because s is not in the image
of j.
2.2 Braided and quantum vertex algebras
Definition 2.2.1 ([EK5]). A braided vertex algebra over K[[h]] is the following data:
1. a topologically free K[[h]]-module V ;
2. a vector |0〉 ∈ V (called the vacuum vector);
3. a K[[h]]-linear map
Y : V ⊗ V → Vh((z)),
where Vh((z)) = {
∑
n∈Z anz−n−1| an ∈ V , an → 0 for n→∞}, i.e. Vh((z)) is
the K[[h]]-module of series a(z) ∈ V [[z, z−1]] such that a(z) ∈ V ((z)) mod hM
for any M ∈ Z+;
4. a K[[h]]-linear operator T : V → V ;
5. a K[[h]]-linear map S : V ⊗ V → V ⊗ V ⊗K((z))[[h]] such that S = 1 +O(h)
which satisfies the shift condition
[T ⊗ 1,S(z)] = −∂zS(z), (2.7)
the quantum Yang-Baxter equation
S12(z)S13(z + w)S23(w) = S23(w)S13(z + w)S12(z) (2.8)
and the unitary condition
S21(z) = S−1(−z) (2.9)
where S21(z) := (1 2)S(z)(1 2) and (1 2)(a⊗ b) := b⊗ a, for any a, b ∈ V ;
subject to the following axioms:
(QA1) (S-locality) for any a, b ∈ V and any M ∈ Z+ there exists N = N(a, b,M) ≥ 0
such that for any c ∈ V
(z − w)NY (z)(1⊗ Y (w))(S(z − w)(a⊗ b)⊗ c)
= (z − w)NY (w)(1⊗ Y (z))(b⊗ a⊗ c) mod hM ; (2.10)
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(QA2) (Translation Covariance) ∂zY (z) = TY (z)− Y (z)(1⊗ T ) and T |0〉 = 0;
(QA3) (Vacuum Axioms)Y (z)(|0〉⊗b) = b for all b ∈ V ; for any a ∈ V , Y (z)(a⊗|0〉) ∈
V [[z]] and Y (z)(a⊗ |0〉)|z=0 = a.
Remark 2.2.1. Here and below the tensor products are understood in the h-adic
completed sense as explained in the following. Since V is a topologically free
K[[h]]-module, W = V/hV is a K-vector space such that V = W [[h]]. We denote
with
V ⊗ V
the tensor product
V ⊗̂V = W [[h]]⊗̂W [[h]] ∼= (W ⊗W )[[h]], (2.11)
where “⊗̂” is defined as in Definition 2.1.3, the last “⊗” is the tensor product over
K and the isomorphism in equation (2.11) is due to Proposition 2.1.4. Similarly, we
denote with
V ⊗ V ⊗K((z))[[h]]
the tensor product
V ⊗̂V ⊗̂K((z))[[h]] ∼= (W ⊗W ⊗K((z)))[[h]], (2.12)
again, “⊗̂” is defined as in Definition 2.1.3, the last “⊗”s are the tensor products
over K and the isomorphism in equation (2.12) is due to Proposition 2.1.4. Let
us also point out that, denoting V = W [[h]], we can also write Vh((z)) in a more
expressive way
Vh((z)) = V ((z))[[h]] = W [[h]]((z))[[h]] = W ((z))[[h]]. (2.13)
The only equality to clarify is the last one. On one side one has that W ((z))[[h]] ⊆
W [[h]]((z))[[h]] becauseW ⊆W [[h]]. On the other side, any elements ofW [[h]]((z))[[h]]
is of the form
∑
i≥0
∑
j≥Ji
∑
k≥0
wijkh
kzjhi =
∑
p≥0
p∑
i=0
∑
j≥Ji
wijp−izjhp.
Defining P¯p = min{J0, . . . , Jp}, one then has
∑
p≥0
p∑
i=0
∑
j≥Ji
wijp−izjhp =
∑
p≥0
p∑
i=0
∑
j≥J¯p
wijp−izjhp
=
∑
p≥0
∑
j≥J¯p
( p∑
i=0
wijp−i
)
zjhp ∈W ((z))[[h]].
It follows that W [[h]]((z))[[h]] ⊆ W ((z))[[h]], hence W [[h]]((z))[[h]] = W ((z))[[h]].
Therefore, we have that Y is a K[[h]]-linear map defined between the K[[h]]-modules
(W ⊗W )[[h]] and W ((z))[[h]]:
Y : (W ⊗W )[[h]]→W ((z))[[h]].
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And S is a K[[h]]-linear map defined between the K[[h]]-modules (W ⊗W )[[h]] and(
W ⊗W ⊗K((z)))[[h]]:
S : (W ⊗W )[[h]]→ (W ⊗W ⊗K((z)))[[h]].
Finally, the negative powers of z − w in the left hand side of S-locality (2.10) must
be expanded where |z| > |w|, i.e. we have to think about
(z − w)NY (z)(1⊗ Y (w))(S(z − w)(a⊗ b)⊗ c)
as
(z − w)NY (z)(1⊗ Y (w))(iz,wS(z − w)(a⊗ b)⊗ c).
This way we have that
Y (z)
(
1⊗ Y (w))(iz,wS(z − w)⊗ 1) : (W ⊗W ⊗W )[[h]]→W ((z))((w))[[h]]
is a well defined K[[h]]-linear map. Indeed, by Proposition 2.1.4, we have that
(W ⊗W ⊗W )[[h]] ∼= (W ⊗W )[[h]]⊗̂W [[h]].
The map S(z − w)⊗ 1 brings
(W ⊗W )[[h]]⊗̂W [[h]]
to (
W ⊗W ⊗K((z − w)))[[h]]⊗̂W [[h]] ∼= W [[h]]⊗̂(W ⊗W )[[h]]⊗̂K((z − w))[[h]]
where we used Proposition 2.1.4, the isomorphism W ⊗W ⊗ K((z − w)) ⊗W ∼=
W ⊗W ⊗W ⊗K((z −w)) and again Proposition 2.1.4. Applying the map 1⊗ Y (w)
we move from
W [[h]]⊗̂(W ⊗W )[[h]]⊗̂K((z − w))[[h]]
to
W [[h]]⊗̂W ((w))[[h]]⊗̂K((z − w))[[h]] ∼= (W ⊗W ((w)))[[h]]⊗̂K((z − w))[[h]].
Moreover W ⊗W ((w)) is a K[[h]]-submodule of (W ⊗W )((w)) hence we landed in
(W ⊗W )((w))[[h]]⊗̂K((z − w))[[h]].
The map Y (z) brings (W ⊗W )((w))[[h]]⊗̂K((z − w))[[h]] to
W ((z))[[h]]((w))[[h]]⊗̂K((z − w))[[h]].
Now, since W ((z))[[h]]((w))[[h]] = W ((z))((w))[[h]] (the strategy is the same used
to prove that W [[h]]((z))[[h]] = W ((z))[[h]] a few lines above),
W ((z))[[h]]((w))[[h]]⊗̂K((z − w))[[h]]
is brought to
W ((z))((w))[[h]]⊗̂K((z − w))[[h]] ∼= (W ((z))((w))⊗K((z − w)))[[h]]
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and, since there is a map
K((z − w))→ K((z))((w))
(z − w)r 7→
∑
l≥0
(
r
l
)
zr−l(−w)l,
given by the expansion in |z| > |w| where (rl) is defined as r(r−1)···(r−l+1)l! , it is
brought to (
W ((z))((w))⊗K((z))((w)))[[h]].
And, lastly it is brought to
W ((z))((w))[[h]]
by the multiplication of series which is well defined between a series in W ((z))((w))
and a series in K((z))((w)) as shown in the folllowing. Let∑
i≥I
∑
j≥Ji
wijz
jwi ∈W ((z))((w))
and ∑
k≥K
∑
l≥Lk
cklz
lwk ∈ K((z))((w))
where I, Ji,K, Lk ∈ Z. Their multiplication is
∑
i≥I
∑
j≥Ji
∑
k≥K
∑
l≥Lk
wijcklz
jwizlwk =
∑
p≥I+K
p−K∑
i=I
∑
m≥Ji+Lp−i
m−Lp−i∑
j=Ji
wijcp−im−jzmwp.
For any fixed p the number of i is finite, therefore we can take J¯p = min{JI , . . . , Jp−K}
and L¯p = min{LK , . . . , Jp−I} obtaining
∑
p≥I+K
p−K∑
i=I
∑
m≥Ji+Lp−i
m−Lp−i∑
j=Ji
wijcp−im−jzmwp
=
∑
p≥I+K
p−K∑
i=I
∑
m≥J¯p+L¯p
m−Lp−i∑
j=Ji
wijcp−im−jzmwp
=
∑
p≥I+K
∑
m≥J¯p+L¯p
p−K∑
i=I
m−Lp−i∑
j=Ji
wijcp−im−j
 zmwp.
Note that ∑p−Ki=I ∑m−Lp−ij=Ji wijcp−im−j is a finite sum for any fixed couple (p,m),
from which the well definedness of the multiplication.
The previous argument will be useful when we will deal with S-commutative braided
vertex algebras (cf. Section 2.2.1). We have also showed that if we don’t expand the
negative powers of z − w in S(z − w), one has
Y (z)
(
1⊗ Y (w))(S(z − w)(a⊗ b)⊗ c) ∈ (W ((z))((w))⊗K((z − w)))[[h]],
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therefore, mod hM for any M ∈ N, we can also find a suitable power N¯ of z − w
such that
(z − w)N¯Y (z)(1⊗ Y (w))(S(z − w)(a⊗ b)⊗ c) ∈ V ((z))((w)).
That’s why we can avoid the expansion of S(z − w) in the S-locality (2.10), but we
could not in the S-commutative case (cf. Section 2.2.1) and in the definition of the
quantum n-products (cf. Definition 2.4.3) where we cannot multiply for an arbitrary
power of z-w.
Remark 2.2.2. By axioms (QA2) e (QA3), T is uniquely determined by Y and the
vacuum vector |0〉 indeed it can be shown T (a) = a(−2)|0〉 = Resz
(
z−2Y (z)(a⊗ |0〉))
(similarly to the case of VAs).
Lemma 2.2.3. Let (V, |0〉, Y, T,S) be a braided vertex algebra. Then
[1⊗ T,S(z)] = ∂zS(z). (2.14)
Proof. From the shift condition (2.7) on S, one has
[S−1(z), T ⊗ 1] = S−1(z)(T ⊗ 1)− (T ⊗ 1)S−1(z)
= S−1(z)((T ⊗ 1)S(z)− S(z)(T ⊗ 1))S−1(z)
= −S−1(z)∂zS(z)S−1(z)
= ∂zS−1(z).
It follows that
[T ⊗ 1,S−1(−z)] = ∂zS−1(−z)
from which, by Unitarity (2.9),
[T ⊗ 1,S21(z)] = ∂zS21(z).
Therefore one has
[1⊗ T, S(z)] = (1 2)[T ⊗ 1,S21(z)](1 2)
= (1 2)
(
∂zS21(z)
)
(1 2)
= ∂z
(
(1 2)S21(z)(1 2))
= ∂zS(z).
For braided vertex algebras, a “braided version” of the skew-symmetry holds:
Lemma 2.2.4 ([EK5, Lem.1.2]). Let (V, |0〉, Y, T,S) be a braided vertex algebra.
For any a, b ∈ V one has
Y (z)S(z)(a⊗ b) = ezTY (−z)(b⊗ a)( = Y op(z)(a⊗ b)) ∈ Vh((z)). (2.15)
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Proof. By the S-locality (2.10) with c = |0〉 and the point (1) of Proposition 1.2.3,
one has that, for any a, b ∈ V and M ∈ Z+, there exists N = N(a, b,M) ≥ 0 such
that
(z−w)NY (z)(1⊗ ewT )S(z−w)(a⊗ b) = (z−w)NY (w)(b⊗ ezTa) mod hM . (2.16)
Using the point (2) of Proposition 1.2.3 (which holds because of the Translation
Covariance of Definition 2.2.1), equation (2.16) becomes
(z−w)NewT iz,wY (z−w)S(z−w)(a⊗ b)(z−w)NY (w)
(
b⊗ ezTa) mod hM . (2.17)
For N big enough, (z−w)NY (z−w)S(z−w)(a⊗b) ∈ V [[z−w]] mod hM . Therefore
both sides of equation (2.17) have only positive powers of z. Evaluate equation
(2.17) on z = 0 we obtain
(−w)NewTY (−w)S(−w)(a⊗ b) = (−w)NY (w)(b⊗ a) mod hM . (2.18)
Multiplying both sides of equation (2.18) by (−w)−Ne−wT and renaming −w in z,
one has
Y (z)S(z)(a⊗ b) = ezTY (−z)(b⊗ a) mod hM .
Since Y (z)S(z)(a ⊗ b) − ezTY (−z)(b ⊗ a) = 0 mod hM for any M ∈ Z+ and V is
separable as it is a topologically free K[[h]]-module, equation (2.15) follows.
Remark 2.2.5. The left and right hand sides of equation (2.15) are well defined.
Indeed, as shown in Remark 2.2.1, writing V = W [[h]] where W = V/hV , we have
Y : (W ⊗W )[[h]]→W ((z))[[h]]
and
S : (W ⊗W )[[h]]→ (W ⊗W ⊗K((z)))[[h]] ∼= (W ⊗W )⊗̂K((z))[[h]].
It follows that the left hand side of equation (2.15) is well defined because
Y (z)S(z) : (W ⊗W )[[h]]→ (W ((z))⊗K((z)))[[h]] ∼= W ((z))[[h]].
As for the right hand side, since
T : W [[h]]→W [[h]]
is a K[[h]]-linear map,
ezT : W [[h]]→W [[h]][[z]] = W [[z, h]].
Thus Y (−z) brings elements of (W⊗W )[[h]] to elements ofW ((z))[[h]] and, applying
ezT , we land to W [[h]][[z]]((z))[[h]] = W ((z))[[h]] obtaining that the right hand side
is well defined.
Remark 2.2.6. In the proof of Lemma (2.2.4) we have used a less strong requirement
than S-locality (2.10). Indeed we have only used that for any a, b ∈ V and M ∈ Z+,
there exists N = N(a, b, |0〉,M) ≥ 0 such that
(z − w)NY (z)(1⊗ Y (w))(S(z − w)(a⊗ b)⊗ |0〉)
= (z − w)NY (w)(1⊗ Y (z))(b⊗ a⊗ |0〉) mod hM . (2.19)
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By Remark 2.2.6, we can state the following result:
Lemma 2.2.7. Let V be a topologically free K[[h]]-module satisfying all the axioms
of a braided vertex algebra except, maybe, the S-locality (2.10). Let us suppose
that V satisfies the following axiom: for any a, b ∈ V and M ∈ Z+, there exists
N = N(a, b, |0〉,M) ≥ 0 such that
(z − w)NY (z)(1⊗ Y (w))(S(z − w)(a⊗ b)⊗ |0〉)
= (z − w)NY (w)(1⊗ Y (z))(b⊗ a⊗ |0〉) mod hM . (2.20)
Then, for any a, b ∈ V one has
Y (z)S(z)(a⊗ b) = ezTY (−z)(b⊗ a)( = Y op(z)(a⊗ b)) ∈ Vh((z)). (2.21)
The following result still holds:
Corollary 2.2.8 ([EK5, Cor.1.3]). Y (z)(T ⊗ 1) = ∂zY (z).
Proof. By the Shift Condition in Definition 2.2.1 and Taylor expansion, one proves
that iz,uS(z+ u) =
(
e−uT ⊗ 1
)
S(z)
(
euT ⊗ 1
)
. Using Lemma 2.2.4 and Proposition
1.2.3 (2), the following equalities follow:
Y (z)S(z)
(
euT ⊗ 1
)
= ezTY (−z)
(
1⊗ euT
)
(1 2) = e(z+u)T iz,uY (−z − u)(1 2)
= iz,u (Y (z + u)S(z + u)) = iz,uY (z + u)
(
e−uT ⊗ 1
)
S(z)
(
euT ⊗ 1
)
.
Since S(z)
(
euT ⊗ 1
)
is invertible, one has
Y (z) = iz,uY (z + u)
(
e−uT ⊗ 1
)
from which
Y (z)
(
euT ⊗ 1
)
= iz,uY (z + u) = eu∂zY (z) .
The lemma is proved taking the coefficient of u in both sides of the above equation.
Remark 2.2.9. By the definition and Corollary 2.2.8, a braided vertex algebra is a
pointed vector space with a state-field correspondence over K[[h]].
For braided vertex algebras, the Associativity Relation (1.20) does not hold, but
the following identity known as Quasi-Associativity holds:
Proposition 2.2.10 ([EK5, Prop.1.1]). The map Y satisfies the Quasi-Associativity
relation: for any a, b, c ∈ V and M ∈ Z+, there exists N ≥ 0 such that
(z + w)N iz,w
(
Y (z + w)
(
1⊗ Y (w))S23(w)S13(z + w)(a⊗ b⊗ c))
= (z + w)NY (w)S(w)(Y (z)⊗ 1)(a⊗ b⊗ c) mod hM . (2.22)
Proof. Applying e−wT to both sides of the S-locality (2.10), one has
(z − w)Ne−wTY (z)(1⊗ Y (w))(S(z − w)(a⊗ b)⊗ c)
= (z − w)Ne−wTY (w)(1⊗ Y (z))(b⊗ a⊗ c) mod hM . (2.23)
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By Proposition 1.2.3 (2) and Lemma 2.2.4, the left hand side of equation 2.23 is
equal to the following:
(z − w)N ιz,wY (z − w)
(
1⊗ e−wTY (w))(S(z − w)(a⊗ b)⊗ c)
= (z − w)N ιz,wY (z − w)
(
1⊗ Y (−w))S23(−w)S13(z − w)(a⊗ c⊗ b). (2.24)
Similarly, using Proposition 1.2.3 (2) on the right hand side of equation 2.23, one
has
(z − w)NY (−w)S(−w)(Y (z)⊗ 1)(a⊗ c⊗ b). (2.25)
Equation (2.22) is obtained by equating (mod hM ) (2.24) and (2.25), changing the
sign of w and switching the letters b and c.
Definition 2.2.2 ([EK5]). A quantum vertex algebra is a braided vertex algebra
(V, |0〉, Y, T, S) which satisfies the following condition
(QA4)
S(w)(Y (z)⊗ 1) = (Y (z)⊗ 1)S23(w)iw,zS13(z + w), (2.26)
called Hexagon Relation.
Proposition 2.2.11 ([EK5, Prop.1.4]). In a quantum vertex algebra the Associa-
tivity Relation holds: for any a, b, c ∈ V and M ∈ Z+, there exists N ≥ 0 such
that
(z + w)N iz,wY (z + w)
(
1⊗ Y (w))(a⊗ b⊗ c)
= (z + w)NY (w)
(
Y (z)⊗ 1)(a⊗ b⊗ c) mod hM . (2.27)
Remark 2.2.12. By Corollary 2.2.8 and Proposition 2.2.11, a quantum vertex algebra
is a K[[h]]-field algebra.
Proposition 2.2.13 ([EK5, Prop.1.6]). In a quantum vertex algebra, S(z)(|0〉⊗b) =
|0〉 ⊗ b.
Corollary 2.2.14. In a quantum vertex algebra, S(z)(a⊗ |0〉) = a⊗ |0〉.
Proof. By the Proposition 2.2.13 one has
S21(z)(a⊗ |0〉) = (1 2)S(z)(1 2)(a⊗ |0〉)
= (1 2)S(z)(|0〉 ⊗ a) = (a⊗ |0〉).
Therefore, by Unitarity (2.9), S−1(−z)(a⊗|0〉) = (a⊗|0〉) from which S(z)(a⊗|0〉) =
(a⊗ |0〉).
Let V be a K[[h]]-module. We denote with EndK[[h]]V the vector space of K[[h]]-
linear maps from V to V . We say that an EndK[[h]]V -valued formal distribution a(z)
is an EndK[[h]]V -valued quantum field if a(z)b ∈ Vh((z)) for any b ∈ V .
We say that an EndK[[h]]V -valued formal distribution a(z, w) is local if, for any
M ∈ Z+, there exists N ≥ 0 such that
(z − w)Na(z, w) = 0 mod hM . (2.28)
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Similarly, we say that a(z, w) is local on the vector b ∈ V if, for any M ∈ Z+, there
exists N ≥ 0, such that
(z − w)Na(z, w)b = 0 mod hM . (2.29)
Moreover, we say that two EndK[[h]]V -valued quantum fields a(z) and b(w) are local
(respectively local on the vector c ∈ V ) if [a(z), b(w)] (respectively [a(z), b(w)]c) is
local.
Replacing the vector space V with a topologically free K[[h]]-module V and
thinking the Associativity Relation and the Locality mod hM for any M ∈ Z+,
Proposition 1.2.3 and Proposition 1.2.6 still hold.
Lemma 2.2.15. Let V a topologically free K[[h]]-module V , let |0〉 ∈ V and T :
V → V be a linear map such that T |0〉 = 0. Then for any translation covariant
(with respect to T ) EndK[[h]]V -valued quantum field a(z), we have a(z)|0〉 ∈ V [[z]].
Lemma 2.2.16. Let V a topologically free K[[h]]-module V , let |0〉 ∈ V and T :
V → V be a linear map such that T |0〉 = 0. Then for any translation covariant (with
respect to T ) EndK[[h]]V -valued quantum field a(z) =
∑
m∈Z a(m)z−z−1, we have
a(z)|0〉 = ezTa =
∑
k≥0
T ka
k! z
k, (2.30)
where a = a(z)|0〉|z=0.
The proofs of Lemmas 2.2.15 and 2.2.16 are identical to the one of Proposition 1.2.3
where we replace Y (z)(a⊗−) with a(z).
Proposition 2.2.17. Let (V, |0〉, Y, T,S) be a braided vertex algebra and let a ∈ V
and a(z) be an EndK[[h]]V -valued quantum field such that
a(z)|0〉 = Y (z)(a⊗ |0〉)
and a(z) is local on every vector of V with all Y (z)(c⊗−) with c ∈ V . Then
a(z) = Y (z)S(z)(a⊗−) = Y op(z)(a⊗−). (2.31)
Proof. For any c ∈ V and M ∈ Z+, by the locality of a(z) on every vector of V with
Y (z)(c⊗−), there exists N1 ∈ Z+ such that
(z − w)N1a(z)Y (w)(c⊗ |0〉) = (z − w)N1Y (w)(c⊗ a(z)|0〉) mod hM .
By hypothesis, a(z)|0〉 = Y (z)(a⊗ |0〉) from which
(z−w)N1a(z)Y (w)(c⊗|0〉) = (z−w)N1Y (w)(1⊗Y (z))(c⊗a⊗|0〉) mod hM . (2.32)
On the other hand, by S-locality (2.10), there exists N2 ∈ Z+ such that
(z − w)N2Y (z)(1⊗ Y (w))(S(z − w)(a⊗ c)⊗ |0〉)
= (z − w)N2Y (w)(1⊗ Y (z))(c⊗ a⊗ |0〉) mod hM . (2.33)
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Therefore, using equations (2.32) and (2.33), for any N ≥ max{N1, N2} one has
(z − w)NY (z)(1⊗ Y (w))(S(z − w)(a⊗ c)⊗ |0〉)
= (z − w)Na(z)Y (w)(c⊗ |0〉) mod hM . (2.34)
For N big enough, one can evaluate equation (2.34) in w = 0 (because all the powers
of w are nonnegative) obtaining that
zNY (z)S(z)(a⊗ c) = zNa(z)c mod hM .
It follows that
Y (z)S(z)(a⊗ c) = a(z)c mod hM . (2.35)
Equation (2.35) holds for any M ∈ Z+ thus a(z)c = Y (z)S(z)(a⊗ c).
Corollary 2.2.18. Let (V, |0〉, Y, T,S) be a braided vertex algebra and let a(z) be
a translation covariant EndK[[h]]V -valued quantum field such that a(z) is local on
every vector of V with all Y (z)(c⊗−) with c ∈ V . Then
a(z) = Y (z)S(z)(a⊗−) = Y op(z)(a⊗−) (2.36)
where a = a(z)|0〉|z=0.
Proof. It’s a direct consequence of Lemma 2.2.16 which states that a(z)|0〉 = ezTa =
Y (z)(a⊗ |0〉).
Corollary 2.2.19. Let (V, |0〉, Y, T,S) be a quantum vertex algebra. Then, a(z) is a
translation covariant EndK[[h]]V -valued quantum field which is local on every vector
of V with all Y (c, z) with c ∈ V if and only if a(z) = Y (z)S(z)(a⊗−) = Y op(a, z)
where a = a(z)|0〉|z=0.
Proof. It follows by Corollary 2.2.18 and Proposition 1.2.6.
Moreover, from Corollary 2.2.18 and Proposition 1.2.6, the following corollary
follows:
Corollary 2.2.20. Let (V, |0〉, Y, T,S) be a braided vertex algebra which satisfies the
Associativity Relation (2.27). Let a(z) be a translation covariant EndK[[h]]V -valued
quantum field. Then a(z) is local (mod hM ) with all quantum fields Y (z)(c⊗−) on
every vector of V if and only if a(z) = Y op(z)(a⊗−) where a = a(z)|0〉|z=0.
Proof. The “if” part follows by Proposition 1.2.6 because V satisfied the Associativity
Relation (2.27). The “only if” part is due to Corollary 2.2.18.
2.2.1 S-commutative quantum vertex algebras
Definition 2.2.3. A braided vertex algebra (V, |0〉, Y, T,S) is said to be S-commutative
if the following equation holds:
Y (z)
(
1⊗ Y (w))(iz,wS(z − w)(a⊗ b)⊗ c)
= Y (w)
(
1⊗ Y (z))(b⊗ a⊗ c). (2.37)
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Remark 2.2.21. The S-commutativity (2.37) is well defined (there are no divergences)
as shown in Remark 2.2.1.
Remark 2.2.22. The S-commutativity (2.37) is obtained from the S-locality putting
N = 0 for any M ∈ Z+.
Theorem 2.2.23. (V, |0〉, Y, T,S) is an S-commutative braided vertex algebra if and
only if (V, |0〉, Y, T,S) is a braided vertex algebra such that Y (z)(a⊗ b) ∈ V [[z]] for
any a, b ∈ V .
Proof. If (V, |0〉, Y, T,S) is an S-commutative braided vertex algebra, considering c
of equation (2.37) equal to |0〉, multiplying both sides by z−1 and taking the residue
Resz one has
Y (w)(b⊗ a) = Resz
(
z−1Y (z)
(
1⊗ ewT )iz,wS(z − w)(a⊗ b))
= Resz
(
z−1Y (z)
(
1⊗ ewT )e−w∂zS(z)(a⊗ b)) (2.38)
from which Y (w)(b⊗ a) ∈ V [[w]].
On the other hand, if (V, |0〉, Y, T,S) is a braided vertex algebra such that Y (z)(a⊗
b) ∈ V [[z]] for any a, b ∈ V , Y (w)(1 ⊗ Y (z))(b ⊗ a ⊗ c) ∈ V [[z, w]] and Y (z)(1 ⊗
Y (w)
)(S(z − w)(a⊗ b)⊗ c) mod hM lies in V ((z))((w)) for any M ∈ Z+. One can
therefore multiply both sides of S-locality (2.10) by iz,w(z − w)−N obtaining that
Y (z)
(
1⊗ Y (w))(iz,wS(z − w)(a⊗ b)⊗ c)
= Y (w)
(
1⊗ Y (z))(b⊗ a⊗ c) mod hM .
Since this can be obtained for any M ∈ Z+, the S-commutativity (2.37) holds.
Let us define the −1-product on V as done for the vertex algebras:
Definition 2.2.4. Let (V, |0〉, Y, T,S) be a braided vertex algebra, the −1-product
is defined as the following K[[h]]-linear map:
−(−1)− : V ⊗ V → V
a⊗ b 7→ Resz
(
z−1Y (z)(a⊗ b)).
Lemma 2.2.24. Let (V, |0〉, Y, T,S) be an S-commutative braided vertex algebra.
The state-field correspondence Y can be described in terms of T and the −1-product:
Y (z)(a⊗ b) =
(
ezTa
)
(−1) b. (2.39)
Proof. Since V is S-commutative, by Theorem 2.2.23, one has Y (z)(a ⊗ b) =∑
m≥0 a(−m−1)b zm. By Corollary 2.2.8, one has(
Tma
m!
)
(−1)
b = a(−m−1)b.
As a consequence:
Y (z)(a⊗ b) =
∑
m≥0
(
Tma
m!
)
(−1)
b zm =
(
ezTa
)
(−1) b.
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Theorem 2.2.25. Let (V, |0〉, Y, T,S) be an S-commutative braided vertex algebra
satisfying the Associativity Relation (2.27). The −1-product endows V with a struc-
ture of unital, associative, differential (with derivation T ) K[[h]]-algebra and the
following commutation relations hold:
b(−1)a =
(−(−1) −)Resz (z−1 (ezT ⊗ 1)S(z)(a⊗ b)) (2.40)
for any a, b ∈ V .
Proof. By (QA3), the vacuum vector |0〉 is the unit of the −1-product. By (QA2) and
Corollary 2.2.8, T is a derivation. By Theorem 2.2.23, Y (z)(d⊗ e) ∈ V [[z]] for any
d, e ∈ V . As a consequence we can considerN = 0 in the Associativity Relation (2.27).
Moreover, multiplying the Associativity Relation (2.27) by z−1 and w−1 and taking
the residues Resz and Resw, one shows that (a(−1)b)(−1)c = a(−1)(b(−1)c) mod hM
for any M ∈ Z+. Therefore (a(−1)b)(−1)c = a(−1)(b(−1)c) proving the associativity
of the −1-product. In the proof of Theorem 2.2.23 we proved that
Y (w)(b⊗ a) = Resz
(
z−1Y (z)
(
1⊗ ewT )e−w∂zS(z)(a⊗ b)).
Multiplying both sides by w−1 and taking the residue Resw, one has
b(−1)a = Resz
(
z−1Y (z)S(z)(a⊗ b)).
As a consequence, by Lemma 2.2.24, one has
b(−1)a = Resz
(
z−1
(
−(−1)−
) (
ezT ⊗ 1
)
S(z)(a⊗ b)
)
=
(
−(−1)−
)
Resz
(
z−1
(
ezT ⊗ 1
)
S(z)(a⊗ b)
)
.
Corollary 2.2.26. Let (V, |0〉, Y, T,S) be an S-commutative quantum vertex algebra.
The −1-product endows V with a structure of unital, associative, differential (with
derivation T ) K[[h]]-algebra satisfying the commutation relations (2.40). Moreover
the Hexagon Relation (2.26) assumes the following aspect:
S(w)((−(−1)−)⊗ 1) = ((−(−1)−)⊗ 1)S23(w)S13(w).
Proof. By Lemma 2.2.24, the Hexagon Relation (2.26) becomes
S(w)((−(−1)−)⊗ 1) (ezT ⊗ 1⊗ 1)
=
(
(−(−1)−)⊗ 1
) (
ezT ⊗ 1⊗ 1
)
S23(w)iw,zS13(z + w)
=
(
(−(−1)−)⊗ 1
)S23(w) (ezT ⊗ 1⊗ 1) iw,zS13(z + w).
By the Shift Condition in Definition 2.2.1 and Taylor expansion, one proves that
iw,zS(z + w) =
(
e−zT ⊗ 1
)
S(w)
(
ezT ⊗ 1
)
. As a consequence, one has
S(w)((−(−1)−)⊗ 1) (ezT ⊗ 1⊗ 1)
=
(
(−(−1)−)⊗ 1
)S23(w)S13(w) (ezT ⊗ 1⊗ 1) .
Since ezT ⊗ 1⊗ 1 is invertible, the thesis follows.
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2.3 Examples of quantum vertex algebras
Let us give a non trivial example firstly appeared in [EK5] as more recently
formulated in [JKMY].
2.3.1 Normalization of the Yang R-matrix
Let R(u) be the Yang R-matrix
R(u) = 1− σ
u
∈ End CN ⊗ End CN [u−1], (2.41)
where σ is the permutation operator in CN ⊗ CN , i.e. σ = ∑Ni,j=1 eij ⊗ eji. Let
R(u) = g(u)R(u) ∈ End CN ⊗ End CN [[u−1]] (2.42)
where g(u) = 1 +∑r≥1 gru−r ∈ C[[u−1]] is defined by the equation
g(u+N) = g(u)(1− u−2). (2.43)
It follows that the coefficients gr of g(u) are given recursively as
g1 =
1
N
and
gr =
gr−1 +
∑r
k=2(−1)k
(r
k
)
gr+1−kNk
rN
for any r ≥ 2.
Remark 2.3.1 ([JKMY]). g(u)g(−u)(1− u−2) = 1.
Proof. Replacing u with −u−N in (2.43) one obtains
g(−u) = g(−u−N)(1− (−u−N)−2), (2.44)
and combining (2.43) and (2.44) one has
g(u)g(−u)(1− u−2) = g(u+N)g(−u−N)(1− (u+N)−2). (2.45)
Therefore g(u)g(−u)(1 − u−2) = 1 + ∑r≥1 hru−r for suitable hr ∈ C and it is
invariant under the shift u 7→ u+N . It follows that g(u)g(−u)(1− u−2) = 1 indeed
if a series 1 +∑r≥1 hru−r is invariant under the shift u 7→ u+N , one has
1 +
∑
r≥1
hru
−r = 1 +
∑
r≥1
∑
k≥0
(
−r
k
)
hru
−r−kNk
= 1 +
∑
r≥1
r−1∑
k=0
(
−r + k
k
)
hr−kNku−r
and, by induction on the index r, one proves that hr = 0 for any r ≥ 1.
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Remark 2.3.2 ([JKMY]). R(u) is a unitary solution of the quantum Yang-Baxter
equation.
Proof. R(u) is a solution of the quantum Yang-Baxter equation because R(u) is a
solution of the quantum Yang-Baxter equation indeed(
R12(u)R13(u+ v)R23(v)−R23(v)R13(u+ v)R12(u))(a⊗ b⊗ c)
= 1
u(u+ v)v
(
(b⊗ c⊗ a)v + (c⊗ a⊗ b)(u+ v) + (b⊗ c⊗ a)u)
− 1
u(u+ v)v
(
(c⊗ a⊗ b)v + (b⊗ c⊗ a)(u+ v) + (c⊗ a⊗ b)u) = 0.
And it is also unitary indeed
R
12(u)R21(−u) = g(u)g(−u)(1− u−2) = 1.
2.3.2 Double Yangian over C[[h]]
From now on, we will work with algebras and modules over C[[h]]. Therefore we
will rescale the spectral parameter u 7→ u/h in definitions (2.41) and (2.42) of R(u)
and R(u). In particular R(u) and R(u) will be understood in this way:
R(u) = 1− hσ
u
, (2.46)
R(u) = g(u/h)R(u). (2.47)
The double Yangian DY (glN ) over C[[h]] is the associative algebra over C[[h]]
generated by the central element K and the elements t(r)ij and t
(−r)
ij , where 1 ≤ i, j ≤
N and r ≥ 1, subject to the defining relations
R12(u− v)T 13(u)T 23(v) = T 23(v)T 13(u)R12(u− v) (2.48)
R12(u− v)T+13(u)T+23(v) = T+23(v)T+13(u)R12(u− v) (2.49)
R
12(u− v + hK/2)T 13(u)T+23(v) = T+23(v)T 13(u)R12(u− v − hK/2). (2.50)
The matrices T (u) and T+(u) are given by
T (u) =
N∑
i,j=1
eij ⊗ tij(u)
with
tij(u) = δij + h
∑
r≥1
t
(r)
ij u
−r,
and
T+(u) =
N∑
i,j=1
eij ⊗ t+ij(u)
with
t+ij(u) = δij − h
∑
r≥1
t
(−r)
ij u
r−1.
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Notation 3. In the previous lines we have denoted with eij the matrix units.
Remark 2.3.3. Relations (2.50) imply the following relations
R
12(u− v − hK/2)T+13(u)T 23(v) = T 23(v)T+13(u)R12(u− v + hK/2). (2.51)
Proof. Relations (2.50) imply
T 13(u)T+23(v)R12(u− v + hC/2)−1 = R12(u− v − hC/2)−1T+23(v)T 13(u)
which, using the unitarity of R, is equal to
T 13(u)T+23(v)R21(−u+ v − hC/2) = R21(−u+ v + hC/2)T+23(v)T 13(u).
It follows
T 23(u)T+13(v)R12(−u+ v − hC/2) = R12(−u+ v + hC/2)T+13(v)T 23(u)
from which, renaming v 7→ u and u 7→ v one has relations (2.51).
The Poincaré-Birkhoff-Witt theorem for the double Yangian extends to the
algebra DY (glN ) over C[[h]]. Therefore the subalgebra of DY (glN ) generated by
the elements t(r)ij , with i, j = 1, . . . N and r ≥ 1, can be identified with the Yangian
Y (glN ) over C[[h]] defined by relations (2.48). In a similar way the subalgebra of
DY (glN ) generated by the elements t
(−r)
ij , with i, j = 1, . . . N and r ≥ 1, can be
identified with the dual Yangian Y +(glN ) over C[[h]] defined by the relations (2.49).
2.3.3 The vacuum module of the extended double Yangian
Definition 2.3.1. The double Yangian at the level c ∈ C is the quotient DYc(glN )
of DY (glN ) by the ideal generated by (K − c). The vacuum module Vc(glN ) at the
level c over the double Yangian is the h-adic completion of the quotient
Vc(glN ) = DYc(glN )/DYc(glN )〈t(r)ij | r ≥ 1〉. (2.52)
Remark 2.3.4. By the Poincaré-Birkhoff-Witt Theorem the vacuum module Vc(glN )
at the level c over the double Yangian is isomorphic with the dual Yangian Y +(glN )
as a C[[h]]-module.
As proved in [EK5], the vacuum module Vc(glN ), as defined in Definition 2.3.1,
possesses a quantum vertex algebra structure and its classical limit, obtained for
h→ 0, is the affine vertex algebra Vc(glN ). Accordingly the quantum vertex algebra
on (2.3.1) is called the quantum affine vertex algebra.
Definition 2.3.2. For any nonnegative integer n let us introduce the functions
depending on a variable z and a family of variables u = (u1, . . . , uN ) with values in
the space
(End CN )⊗n ⊗ Vc(glN ) (2.53)
by
Tn(u) = T 1n+1(u1) . . . Tnn+1(un), (2.54)
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T+n (u) = T+
1n+1(u1) . . . T+
nn+1(un), (2.55)
Tn(u|z) = T 1n+1(z + u1) . . . Tnn+1(z + un), (2.56)
T+n (u|z) = T+1n+1(z + u1) . . . T+nn+1(z + un). (2.57)
Equation (2.56) has to be understood in this sense:
Tn(u|z) = iz,u1T 1n+1(z + u1) . . . iz,unTnn+1(z + un). (2.58)
For n = 0 these products will be considered as being equal to the identity.
Remark 2.3.5. For T+n (u|z) it is no necessary to explicit where to expand the power
of z + ui because all the powers are positive.
Definition 2.3.3. For any nonnegative integers m and n, let us introduce the
functions depending on a variable z and two families of variables u = (u1, . . . , un)
and v = (v1, . . . , vm) with values in the space
(End CN )⊗n ⊗ (End CN )⊗m (2.59)
by
R12nm(u|v|z) =
→∏
j=1,...,n
←∏
i=n+1,...,n+m
Rjinm(z + uj − vi−n), (2.60)
and similarly
R
12
nm(u|v|z) =
→∏
j=1,...,n
←∏
i=n+1,...,n+m
R
ji
nm(z + uj − vi−n). (2.61)
As above empty products will be understood as identities. The superscripts 1 and 2
are meant to indicate the tensor factors in (2.59).
We will also use superscripts for multiple tensor products of the form
(End CN )⊗n⊗ (End CN )⊗m⊗ (End CN )⊗k⊗Vc(glN )⊗Vc(glN )⊗Vc(glN ). (2.62)
Expressions like T 14n (u) or T 25n (u) are meant to be the operators Tn(u) or Tn(u)
whose non-identity operator belongs to the corresponding tensor factors. For example
the non-identity components of T 25n (u) belong to factors
n+ 1, n+ 2, . . . , n+m and n+m+ k + 2.
Proposition 2.3.6. Using the above notation, the following relations holds with
operators in
(End CN )⊗n ⊗ (End CN )⊗m ⊗ Vc(glN )⊗ Vc(glN ) :
R12nm(u|v|z − w)T 13n (u|z)T 23m (v|w)
= T 23m (v|w)T 13n (u|z)R12nm(u|v|z − w)
(2.63)
R12nm(u|v|z − w)T+n 13(u|z)T+m23(v|w)
= T+m
23(v|w)T+n 13(u|z)R12nm(u|v|z − w)
(2.64)
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R
12
nm(u|v|z − w + hc/2)T 13n (u|z)T+m23(v|w)
= T+m
23(v|w)T 13n (u|z)R12nm(u|v|z − w − hc/2),
(2.65)
R
12
nm(u|v|z − w − hc/2)T+n 13(u|z)T 23m (v|w)
= T 23m (v|w)T+n 13(u|z)R12nm(u|v|z − w + hc/2),
(2.66)
Proof. It is proved by induction on relations (2.48), (2.49), (2.50) and (2.51).
Given two associative algebras A and B, it can be useful to introduce the following
notation used in [JKMY]. Let A1, A2 be elements of A, B1, B2 be elements of B and
F = A1 ⊗B1, then we define the following products:
llF (A2 ⊗B2) = A1A2 ⊗B1B2,
lrF (A2 ⊗B2) = A1A2 ⊗B2B1,
rlF (A2 ⊗B2) = A2A1 ⊗B1B2,
rrF (A2 ⊗B2) = A2A1 ⊗B2B1.
(2.67)
Moreover, given α, β ∈ {l, r} and F ∈ A ⊗ B, we denote (αβF )−1 the element
G ∈ A⊗ B such that (αβG)F = 1. In what follows this notation will be used with
F = R12nm(u|v|z) with the first component as element of A and the second component
as element of B. The following results hold:
(
lrR(u)
)−1
=
(
rlR(u)
)−1
=
(
1− hNu−1)−1(R(−u)− hNu−1)
= (1− hNu−1)−1σhu−1;
(2.68)
(
llR(u)
)−1
=
(
rrR(u)
)−1
= R(u)−1 =
(
1− h2u−2)−1R(−u); (2.69)
from which the inverse operators of R12nm(u|v|z).
Remark 2.3.7. Recall that, since R(u) is defined as
R(u) = 1− σh
u
=
N∑
i,j=1
eii ⊗ ejj − h
u
N∑
i,j=1
eij ⊗ eji,
one has that
R21(u) = (1 2)R(u)(1 2) =
N∑
i,j=1
ejj ⊗ eii − h
u
N∑
i,j=1
eji ⊗ eij = R(u),
from which
( lr
R(21)(u)
)−1
=
( rl
R(21)(u)
)−1
= (1− hNu−1)−1σhu−1. (2.70)
40 2. Quantum vertex algebras
2.3.4 A quantum vertex algebra structure on the vacuum module
of the extended double Yangian
Theorem 2.3.8 ([JKMY, Thm.4.1]). There exists a unique well-defined structure
of quantum vertex algebra on the vacuum module Vc(glN ) with the following data.
1. The vacuum vector is
|0〉 = 1 ∈ Vc(glN ); (2.71)
2. the vertex operators are defined by
Y (T+n (u)|0〉, z) = T+n (u|z)Tn(u|z + hc/2)−1; (2.72)
3. the translation operator is defined by(
1⊗n ⊗ ezD)T+n (u) = T+n (u|z)|0〉; (2.73)
4. the map S is defined by the relation
S34(z)(R12nm(u|v|z)−1T+m24(v)R12nm(u|v|z − hc)T+n 13(u)|0〉 ⊗ |0〉)
= T+n
13(u)R12nm(u|v|z + hc)−1T+m24(v)R12nm(u|v|z)|0〉 ⊗ |0〉
(2.74)
for operators in
(End CN )⊗n ⊗ (End CN )⊗m ⊗ Vc(glN )⊗ Vc(glN ). (2.75)
Proof. Since the coefficients of T+n (u)|0〉 generate a dense subset of the vacuum
module Vc(glN ), defining Y,S, D on each element of the dual Yangian Y +(glN ), one
has a definition on the whole space Vc(glN ). For the same reason it is sufficient
to check the axioms on the elements of the dual Yangian Y +(glN ) to have them
satisfied for any element of Vc(glN ).
Well definedness of Y and S.
Let us prove that the map Y is well defined. It is sufficient to show that Y (R12(u−
v)T+14(u)T+24(v)|0〉 − T+24(v)T+14(u)R12(u− v)|0〉, z) lies in the ideal generated
by the relations (2.48), (2.49) and (2.50).
Y
(
R12(u− v)T+14(u)T+24(v)|0〉 − T+24(v)T+14(u)R12(u− v)|0〉, z)
= Y
(
R12(u− v)T+14(u)T+24(v)|0〉, z)− Y (T+24(v)T+14(u)R12(u− v)|0〉, z)
= R12(u− v)T+14(z + u)T+24(v)T 24(z + v + hc/2)−1T 14(z + u+ hc/2)−1
− T+24(z + u)T+14(z + v)T 14(z + u+ hc/2)−1T 24(z + v + hc/2)−1R12(u− v)
− T+24(z + u)T+14(z + v)R12(u− v)T 24(z + v + hc/2)−1T 14(z + u+ hc/2)−1
+ T+24(z + u)T+14(z + v)R12(u− v)T 24(z + v + hc/2)−1T 14(z + u+ hc/2)−1
=
(
R12(u− v)T+14(z + u)T+24(z + v)− T+24(z + u)T+14(z + v)R12(u− v)) ·
· T 24(z + v + hc/2)−1T 14(z + u+ hc/2)−1 + T+24(z + u)T+14(z + v) ·
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· (R12(u− v)T 24(z + v + hc/2)−1T 14(z + u+ hc/2)−1
− T 14(z + u+ hc/2)−1T 24(z + v + hc/2)−1R12(u− v)).
Therefore Y
(
R12nm(u− v)T+n 14(u)T+m24(v)|0〉 − T+m24(v)T+n 14(u)R12nm(u− v)|0〉, z
)
lies
in the ideal generated by relations (2.49) and (2.48).
In the same way one proves that
Y
(
R12nm(u− v)T 14n (u)T 24m (v)T+k
34(v¯)|0〉 − T 24m (v)T 14n (u)R12nm(u− v)T+k
34(v¯)|0〉, z)
lies in the ideal generated by relations (2.49), (2.48) and (2.50).
Let us, now, prove that
Y (T+n (u)|0〉, z)T+m (v)|0〉 ∈
(
End CN
)⊗n ⊗ (End CN)⊗m⊗
⊗ (Vc(glN ))h((z))[[u1, . . . , un, v1, . . . , vm]]
It is sufficient to prove the following:
Y (T+(u)|0〉, z)T+(v)|0〉 ∈ End CN ⊗ End CN ⊗ (Vc(glN ))h((z))[[u, v]].
By the definition of the map Y , one has
Y (T+13(u)|0〉, z)R12(u− v + z + hc)−1T+23(v)|0〉
= T+13(u+ z)T 13(u+ z + hc/2)−1R12(u− v + z + hc)−1T+23(v)|0〉
= T+13(u+ z)T+23(v)R12(u− v + z)−1T 13(u+ z + hc/2)−1|0〉
= T+13(u+ z)T+23(v)R12(u− v + z)−1|0〉
where we used the relation (2.65) with m = n = 1 and the definition of the vacuum
module Vc(glN ). Using the unitarity of R, one has that R12(u − v + z + hc)−1 =
R
21(−u+ v − z − hc). It follows that
lr
R
21(−u+ v − z − hc)Y (T+13(u)|0〉, z)T+23(v)|0〉
= T+13(u+ z)T+23(v)R12(u− v + z)−1|0〉
from which
Y (T+13(u)|0〉, z)T+23(v)|0〉
=
lr(
lr
R
21(−u+ v − z − hc)
)−1
T+
13(u+ z)T+23(v)R12(u− v + z)−1|0〉
= g
(−u+ v − z − hc
h
) lr(
lr
R21(−u+ v − z − hc)
)−1
T+
13(u+ z)·
· T+23(v)R21(−u+ v − z)|0〉.
Recalling that g(u) = ∑r≥0 gru−r where gr ∈ C (cf. Section 2.3.1), using equation
(2.70) and the definition of R, one has:
Y (T+13(u)|0〉, z)T+23(v)|0〉
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= g
(−u+ v − z − hc
h
)(
1− hN−u+ v − z − hc
)−1 h
−u+ v − z − hc ·
· lrσT+13(u+ z)T+23(v)g
(−u+ v − z
h
)(
σ − h−u+ v − z
)
|0〉
=
∑
r≥0
∑
s≥0
∑
k≥0
grgk(−u+ v − z − hc)−r−1−s(−u+ v − z)−khr+1+s+kN s·
· lrσT+13(u+ z)T+23(v)
(
σ − h−u+ v − z
)
|0〉
=
∑
r≥0
∑
s≥0
∑
k≥0
∑
l≥0
(
−r − 1− s
l
)
(−1)lclN sgrgk(−u+ v − z)−r−1−s−l−khr+1+s+k+l·
· lrσT+13(u+ z)T+23(v)
(
σ − h−u+ v − z
)
|0〉.
Let us consider the two terms which produce negative powers of z. The first one is
the following:
∑
r≥0
∑
s≥0
∑
k≥0
∑
l≥0
(
−r − 1− s
l
)
(−1)lclN sgrgk(−u+ v − z)−r−1−s−l−khr+1+s+k+l
=
∑
p≥1
∑
r,s,k,l≥0
r+s+k+l=p−1
(
−r − 1− s
l
)
(−1)lclN sgrgk(−u+ v − z)−php
=
∑
p≥1
∑
r,s,k,l≥0
r+s+k+l=p−1
∑
i≥0
i∑
j=0
(
−r − 1− s
l
)(
−p
i
)(
i
j
)
(−1)l−p−jclN sgrgkui−jvjz−p−ihp
=
∑
p≥1
∑
m≥0
∑
j≥0
γpmjz
−p−m−jumvjhp ∈ C((z))[[u, v, h]]
where
γpmj =
∑
r,s,k,l≥0
r+s+k+l=p−1
(
−r − 1− s
l
)(
−p
m+ j
)(
m+ j
j
)
(−1)l−p−jclN sgrgk ∈ C.
The only other term which produces negative powers of z is
h
−u+ v − z =
∑
i≥0
i∑
j=0
(
−1
i
)(
i
j
)
(−1)−1−jui−jvjz−1−ih
=
∑
m≥0
∑
j≥0
(
−1
m+ j
)(
m+ j
j
)
(−1)−1−jz−1−m−jumvjh ∈ C((z))[[u, v, h]].
Since T+(u+z) has only nonnegative powers of u+z, and u, v have only nonnegative
powers, we have proved that Y (T+(u)|0〉, z)T+(v)|0〉 ∈ End CN ⊗ End CN ⊗(Vc(glN ))h((z))[[u, v]].
Similarly one proves that S is well defined.
Axioms on the vacuum vector.
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Y (|0〉, z)T+n (u) = T+n (u) = IdVc(glN )
(
T+n (u)
)
,
Y
(
T+n (u)|0〉, z
)|0〉 = T+n (u|z)Tn(u|z + hc/2)−1|0〉 = T+n (u|z) ∈ Vc(glN )[[z]]
and
Y
(
T+n (u)|0〉, z
)|0〉|z=0 = T+n (u)|0〉.
Translation covariance.
In the following we will make an abuse of notation writing ezDT+n (u) instead of
1⊗n ⊗ ezDT+n (u) and, consequently, DT+n (u) instead of
(
1⊗n ⊗D)T+n (u).
By the definition of the exponential and of the matrix T+n (u) one has
ezDT+n (u) =
N∑
i1,j1=1
. . .
N∑
in,jn=1
ei1j1 ⊗ · · · ⊗ einjn ⊗
∑
k≥0
Dk
(
t+i1j1(u1) · · · t+injn(un)
)
k! z
k
and, by the definition of D, one has
ezDT+n (u) = T+n (u|z)|0〉
=
N∑
i1,j1=1
. . .
N∑
in,jn=1
ei1j1 ⊗ · · · ⊗ einjn ⊗ t+i1j1(z + u1) · · · t+injn(z + un)
=
N∑
i1,j1=1
. . .
N∑
in,jn=1
ei1j1 ⊗ · · · ⊗ einjn⊗
⊗
∑
l1,...,ln≥0
∂l1u1t
+
i1j1(u1)
l1!
· · · ∂
ln
unt
+
injn
(un)
ln!
zl1+...+ln ,
hence
DT+n (u) =
( n∑
i=1
∂ui
)
T+n (u). (2.76)
It follows that, on one side, one has
∂zY (T+n
13(u)|0〉, z)T+m23(v)
= ∂z
(
T+n
13(u|z)T 13n (u|z + hc/2)−1
)
T+m
23(v)
=
(
∂zT
+
n
13(u|z))T 13n (u|z + hc/2)−1T+m23(v)+
+ T+n
13(u|z)(∂zT 13n (u|z + hc/2)−1)T+m23(v)
=
( n∑
i=1
∂uiT
+
n
13(u|z)
)
T 13n (u|z + hc/2)−1T+m23(v)+
+ T+n
13(u|z)
( n∑
i=1
∂uiT
13
n (u|z + hc/2)−1
)
T+m
23(v)
=
( n∑
i=1
∂ui
)
T+n
13(u|z)T 13n (u|z + hc/2)−1T+m23(v).
(2.77)
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And, on the other side, one has[
D,Y (T+n
13(u)|0〉, z)]T+m23(v)
= DY (T+n
13(u)|0〉, z)T+m23(v)− Y (T+n 13(u)DT+m23(v)
= D(T+n
13(u|z)T 13n (u|z + hc/2)−1T+m23(v))
− T+n 13(u|z)T 13n (u|z + hc/2)−1DT+m23(v)
=
( n∑
i=1
∂ui +
m∑
k=1
∂vk
)
T+n
13(u|z)T 13n (u|z + hc/2)−1T+m23(v)
− T+n 13(u|z)T 13n (u|z + hc/2)−1
( m∑
k=1
∂vk
)
T+m
23(v)
=
( n∑
i=1
∂ui
)
T+n
13(u|z)T 13n (u|z + hc/2)−1T+m23(v).
(2.78)
From which the translation covariance follows.
Invertibility of S.
S34(z)
(
R
12
nm(u|v|z)−1T+m24(v)R12nm(u|v|z − hc)T+n 13(u)|0〉 ⊗ |0〉
)
−R12nm(u|v|z)−1T+m24(v)R12nm(u|v|z − hc)T+n 13(u)|0〉 ⊗ |0〉
= T+n
13(u)R12nm(u|v|z + hc)−1T+m24(v)R12nm(u|v|z)
−R12nm(u|v|z)−1T+m24(v)R12nm(u|v|z − hc)T+n 13(u)
= T+n
13(u)T+m
24(v)− T+m24(v)T+n 13(u) +O(h)
= O(h)
indeed R(u) = 1 +O(h) and T+n
13(u) and T+m
24(v) commute because they insist on
different indices.
S shift invariant.
(
ll
R12nm(u|v|z)−1 lrR12nm(u|v|z − hc)
)[
D ⊗ 1,S34(z)](T+m24(v)T+n 13(u)|0〉 ⊗ |0〉)
=
[
D ⊗ 1,S34(z)](R12nm(u|v|z)−1T+m24(v)R12nm(u|v|z − hc)T+n 13(u)|0〉 ⊗ |0〉)
=
(
D ⊗ 1)(T+n 13(u)R12nm(u|v|z + hc)−1T+m24(v)R12nm(u|v|z)|0〉 ⊗ |0〉)
− S34(z)(R12nm(u|v|z)−1T+m24(v)R12nm(u|v|z − hc)DT+n 13(u)|0〉 ⊗ |0〉)
=
(( n∑
i=1
∂ui
)
T+n
13(u)
)
R
12
nm(u|v|z + hc)−1T+m24(v)R12nm(u|v|z)|0〉 ⊗ |0〉
− S34(z)
(
R
12
nm(u|v|z)−1T+m24(v)R12nm(u|v|z − hc)
(( n∑
i=1
∂ui
)
T+n
13(u)
)
|0〉 ⊗ |0〉
)
=
( n∑
i=1
∂ui
)(
T+n
13(u)R12nm(u|v|z + hc)−1T+m24(v)R12nm(u|v|z)|0〉 ⊗ |0〉
)
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− T+n 13(u)
(( n∑
i=1
∂ui
)
R
12
nm(u|v|z + hc)−1
)
T+m
24(v)R12nm(u|v|z)|0〉 ⊗ |0〉
− T+n 13(u)R12nm(u|v|z + hc)−1T+m24(v)
(( n∑
i=1
∂ui
)
R
12
nm(u|v|z)|0〉 ⊗ |0〉
)
−
( n∑
i=1
∂ui
)(
S34(z)
(
R
12
nm(u|v|z)−1T+m24(v)R12nm(u|v|z − hc)T+n 13(u)|0〉 ⊗ |0〉
))
+ S34(z)
((( n∑
i=1
∂ui
)
R
12
nm(u|v|z)−1
)
T+m
24(v)R12nm(u|v|z − hc)T+n 13(u)|0〉 ⊗ |0〉
)
+ S34(z)
(
R
12
nm(u|v|z)−1T+m24(v)
(( n∑
i=1
∂ui
)
R
12
nm(u|v|z − hc)
)
T+n
13(u)|0〉 ⊗ |0〉
)
= −∂z
(
T+n
13(u)R12nm(u|v|z + hc)−1T+m24(v)R12nm(u|v|z)|0〉 ⊗ |0〉
)
+ S34(z)
(
∂z
(
R
12
nm(u|v|z)−1 lrR12nm(u|v|z − hc)
)
T+m
24(v)T+n
13(u)|0〉 ⊗ |0〉
)
= −∂z
(
S34(z)
(
R
12
nm(u|v|z)−1T+m24(v)R12nm(u|v|z − hc)T+n 13(u)|0〉 ⊗ |0〉
))
+ S34(z)
(
∂z
(
R
12
nm(u|v|z)−1 lrR12nm(u|v|z − hc)
)
T+m
24(v)T+n
13(u)|0〉 ⊗ |0〉
)
= −∂z
(
ll
R12nm(u|v|z)−1 lrR12nm(u|v|z − hc)S34(z)
(
T+m
24(v)T+n
13(u)|0〉 ⊗ |0〉
))
+ ∂z
(
ll
R12nm(u|v|z)−1 lrR12nm(u|v|z − hc)
)
S34(z)
(
T+m
24(v)T+n
13(u)|0〉 ⊗ |0〉
)
= −
(
ll
R12nm(u|v|z)−1 lrR12nm(u|v|z − hc)
)
∂zS34(z)
(
T+m
24(v)T+n
13(u)|0〉 ⊗ |0〉
)
.
Therefore
[D ⊗ 1,S34(z)](T+m24(v)T+n 13(u)|0〉 ⊗ |0〉)
= −∂zS34(z)
(
T+m
24(v)T+n
13(u)|0〉 ⊗ |0〉
)
,
i.e.
[D ⊗ 1,S34(z)] = −∂zS34(z).
S solution of the quantum Yang-Baxter equation
On one side one has the following equalities
S45(z)S46(z + w)S56(w)
(
R
23
ml(v|v¯|w)−1R13nl (u|v¯|z + w)−1T+l
36(v¯) ·
· R12nm(u|v|z)−1R23ml(v|v¯|w − hc)T+m25(v) ·
· R13nl (u|v¯|z + w − hc)R12nm(u|v|z − hc)T+n 14(u)
)
= S45(z)S46(z + w)S56(w)
(
R
23
ml(v|v¯|w)−1R13nl (u|v¯|z + w)−1 ·
· R12nm(u|v|z)−1T+l
36(v¯)R23ml(v|v¯|w − hc)T+m25(v) ·
· R13nl (u|v¯|z + w − hc)R12nm(u|v|z − hc)T+n 14(u)
)
(e1)= S45(z)S46(z + w)S56(w)
(
R
12
nm(u|v|z)−1R13nl (u|v¯|z + w)−1 ·
46 2. Quantum vertex algebras
· R23ml(v|v¯|w)−1T+l
36(v¯)R23ml(v|v¯|w − hc)−1T+m25(v) ·
· R13nl (u|v¯|z + w − hc)R12nm(u|v|z − hc)T+n 14(u)
)
= S45(z)S46(z + w)
(
R
12
nm(u|v|z)−1R13nl (u|v¯|z + w)−1 ·
· S56(w)
(
R
23
ml(v|v¯|w)−1T+l
36(v¯)R23ml(v|v¯|w − hc)T+m25(v)
)
·
· R13nl (u|v¯|z + w − hc)R12nm(u|v|z − hc)T+n 14(u)
)
= S45(z)S46(z + w)
(
R
12
nm(u|v|z)−1R13nl (u|v¯|z + w)−1 ·
· T+m25(v)R23ml(v|v¯|w + hc)−1T+l
36(v¯)R23ml(v|v¯|w) ·
· R13nl (u|v¯|z + w − hc)R12nm(v|v|z − hc)T+n 14(u)
)
(e2)= S45(z)S46(z + w)
(
R
12
nm(u|v|z)−1R13nl (u|v¯|z + w)−1 ·
· T+m25(v)R23ml(v|v¯|w + hc)−1T+l
36(v¯)R12nm(u|v|z − hc) ·
· R13nl (u|v¯|z + w − hc)R23ml(v|v¯|w)T+n 14(u)
)
= S45(z)S46(z + w)
(
R
12
nm(u|v|z)−1T+m25(v)R13nl (u|v¯|z + w)−1 ·
· R23ml(v|v¯|w + hc)−1R12nm(u|v|z − hc)T+l
36(v¯) ·
· R13nl (u|v¯|z + w − hc)T+n 14(u)R23ml(v|v¯|w)
)
(e3)= S45(z)
(
R
12
nm(u|v|z)−1T+m25(v)R12nm(u|v|z − hc) ·
· R23ml(v|v¯|w + hc)−1S46(z + w)
(
R
13
nl (u|v¯|z + w)−1T+l
36(v¯) ·
· R13nl (u|v¯|z + w − hc)T+n 14(u)
)
R
23
ml(v|v¯|w)
)
= S45(z)
(
R
12
nm(u|v|z)−1T+m25(v)R12nm(u|v|z − hc)R23ml(v|v¯|w + hc)−1 ·
· T+n 14(u)R13nl (u|v¯|z + w + hc)−1T+l
36(v¯)R13nl (u|v¯|z + w)R23ml(v|v¯|w)
)
= S45(z)
(
R
12
nm(u|v|z)−1T+m25(v)R12nm(u|v|z − hc)T+n 14(u)R23ml(v|v¯|w + hc)−1 ·
· R13nl (u|v¯|z + w + hc)−1T+l
36(v¯)R13nl (u|v¯|z + w)R23ml(v|v¯|w)
)
= T+n
14(u)R12nm(u|v|z + hc)−1T+m25(v)R12nm(u|v|z)R23ml(v|v¯|w + hc)−1 ·
· R13nl (u|v¯|z + w + hc)−1T+l
36(v¯)R13nl (u|v¯|z + w)R23ml(v|v¯|w).
Where we use in (e1), (e2) and (e3) that R is a solution of the quantum Yang-Baxter
equation.
On the other hand
S56(w)S46(z + w)S45(z)
(
R
23
ml(v|v¯|w)−1R13nl (u|v¯|z + w)−1T+l
36(v¯) ·
· R12nm(u|v|z)−1R23ml(v|v¯|w − hc)T+m25(v) ·
· R13nl (u|v¯|z + w − hc)R12nm(u|v|z − hc)T+n 14(u)
)
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= S56(w)S46(z + w)S45(z)
(
R
23
ml(v|v¯|w)−1R13nl (u|v¯|z + w)−1T+l
36(v¯) ·
· R12nm(u|v|z)−1R23ml(v|v¯|w − hc)R13nl (u|v¯|z + w − hc) ·
· T+m25(v)R12nm(u|v|z − hc)T+n 14(u)
)
(e4)= S56(w)S46(z + w)S45(z)
(
R
23
ml(v|v¯|w)−1R13nl (u|v¯|z + w)−1T+l
36(v¯) ·
· R13nl (u|v¯|z + w − hc)R23ml(v|v¯|w − hc)R12nm(u|v|z)−1 ·
· T+m25(v)R12nm(u|v|z − hc)T+n 14(u)
)
= S56(w)S46(z + w)
(
R
23
ml(v|v¯|w)−1R13nl (u|v¯|z + w)−1T+l
36(v¯) ·
· R13nl (u|v¯|z + w − hc)T+n 14(u)R23ml(v|v¯|w − hc)R12nm(u|v|z + hc)−1 ·
· T+m25(v)R12nm(u|v|z)
)
= S56(w)
(
R
23
ml(v|v¯|w)−1T+n 14(u)R13nl (u|v¯|z + w + hc)−1T+l
36(v¯) ·
· R13nl (u|v¯|z + w)R23ml(v|v¯|w − hc)R12nm(u|v|z + hc)−1 ·
· T+m25(v)R12nm(u|v|z)
)
(e5)= S56(w)
(
R
23
ml(v|v¯|w)−1T+n 14(u)R13nl (u|v¯|z + w + hc)−1T+l
36(v¯) ·
· R12nm(u|v|z + hc)−1R23ml(v|v¯|w − hc)R13nl (u|v¯|z + w) ·
· T+m25(v)R12nm(u|v|z)
)
= S56(w)
(
T+n
14(u)R23ml(v|v¯|w)−1R13nl (u|v¯|z + w + hc)−1R12nm(u|v|z + hc)−1 ·
· T+l
36(v¯)R23ml(v|v¯|w − hc)T+m25(v)R13nl (u|v¯|z + w)R12nm(u|v|z)
)
(e6)= S56(w)
(
T+n
14(u)R12nm(u|v|z + hc)−1R13nl (u|v¯|z + w + hc)−1R23ml(v|v¯|w)−1 ·
· T+l
36(v¯)R23ml(v|v¯|w − hc)T+m25(v)R13nl (u|v¯|z + w)R12nm(u|v|z)
)
= T+n
14(u)R12nm(u|v|z + hc)−1R13nl (u|v¯|z + w + hc)−1S56(w)
(
R
23
ml(v|v¯|w)−1 ·
· T+l
36(v¯)R23ml(v|v¯|w − hc)T+m25(v)
)
R
13
nl (u|v¯|z + w)R12nm(u|v|z)
= T+n
14(u)R12nm(u|v|z + hc)−1R13nl (u|v¯|z + w + hc)−1T+m25(v) ·
· R23ml(v|v¯|w + hc)−1T+l
36(v¯)R23ml(v|v¯|w)R13nl (u|v¯|z + w)R12nm(u|v|z)
(e7)= T+n
14(u)R12nm(u|v|z + hc)−1R13nl (u|v¯|z + w + hc)−1T+m25(v) ·
· R23ml(v|v¯|w + hc)−1T+l
36(v¯)R12nm(u|v|z)R13nl (u|v¯|z + w)R23ml(v|v¯|w)
= T+n
14(u)R12nm(u|v|z + hc)−1T+m25(v)R13nl (u|v¯|z + w + hc)−1 ·
· R23ml(v|v¯|w + hc)−1R12nm(u|v|z)T+l
36(v¯)R13nl (u|v¯|z + w)R23ml(v|v¯|w)
(e8)= T+n
14(u)R12nm(u|v|z + hc)−1T+m25(v)R12nm(u|v|z)R23ml(v|v¯|w + hc)−1 ·
· R13nl (u|v¯|z + w + hc)−1T+l
36(v¯)R13nl (u|v¯|z + w)R23ml(v|v¯|w).
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Where we use in (e4) - (e8) that R is a solution of the quantum Yang-Baxter
equation.
Therefore one has
S45(z)S46(z + w)S56(w)
(
R
23
ml(v|v¯|w)−1R13nl (u|v¯|z + w)−1T+l
36(v¯) ·
· R12nm(u|v|z)−1R23ml(v|v¯|w − hc)T+m25(v) ·
· R13nl (u|v¯|z + w − hc)R12nm(u|v|z − hc)T+n 14(u)
)
= S56(w)S46(z + w)S45(z)
(
R
23
ml(v|v¯|w)−1R13nl (u|v¯|z + w)−1T+l
36(v¯) ·
· R12nm(u|v|z)−1R23ml(v|v¯|w − hc)T+m25(v) ·
· R13nl (u|v¯|z + w − hc)R12nm(u|v|z − hc)T+n 14(u)
)
.
It follows that S is a solution of the quantum Yang-Baxter equation.
Unitarity of S.
Using the definition of the map S and the unitarity of R one has the following
equalities
S43(−z)S34(z)(R12nm(u|v|z)−1T+m24(v)R12nm(u|v|z − hc)T+n 13(u)|0〉 ⊗ |0〉)
= S43(−z)(T+n 13(u)R12nm(u|v|z + hc)−1T+m24(v)R12nm(u|v|z)|0〉 ⊗ |0〉)
= S43(−z)
(
T+n
13(u)
 ←∏
j=1,...,n
→∏
i=n+1,...,n+m
R
ji(z + uj − vi−n + hc)−1
 ·
· T+m24(v)
 →∏
j=1,...,n
←∏
i=n+1,...,n+m
R
ij(−z − uj + vi−n)−1
 |0〉 ⊗ |0〉)
= S43(−z)
(
T+n
13(u)
 ←∏
j=1,...,n
→∏
i=n+1,...,n+m
R
ij(−z − uj + vi−n − hc)
 ·
· T+m24(v)
 →∏
j=1,...,n
←∏
i=n+1,...,n+m
R
ij(−z − uj + vi−n)−1
 |0〉 ⊗ |0〉)
= S43(−z)
(
T+n
13(u)
 →∏
i=n+1,...,n+m
←∏
j=1,...,n
R
ij(−z − uj + vi−n − hc)
 ·
· T+m24(v)
 →∏
j=1,...,n
←∏
i=n+1,...,n+m
R
ij(−z − uj + vi−n)−1
 |0〉 ⊗ |0〉)
=
 →∏
i=n+1,...,n+m
←∏
j=1,...,n
R
ij(−z − uj + vi−n)
T+m24(v) ·
·
 →∏
i=n+1,...,n+m
←∏
j=1,...,n
R
ij(−z − uj + vi−n + hc)
−1 ·
· T+n 13(u)
 →∏
i=n+1,...,n+m
←∏
j=1,...,n
R
ij(−z − uj + vi−n)
 ·
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·
 →∏
j=1,...,n
←∏
i=n+1,...,n+m
R
ij(−z − uj + vi−n)−1
 |0〉 ⊗ |0〉
=
 ←∏
j=1,...,n
→∏
i=n+1,...,n+m
R
ji(+z + uj − vi−n)−1
T+m24(v) ·
·
 ←∏
i=n+1,...,n+m
→∏
j=1,...,n
R
ij(−z − uj + vi−n + hc)−1
T+n 13(u)
= R12nm(u|v|z)−1T+m24(v)R12nm(u|v|z − hc)T+n 13(u).
Therefore the unitarity of S follows.
S-locality.
In the following we will write z −w to denote the expansions of the negative powers
of z − w where |z| > |w| and −w + z to denote the expansions where |w| > |z|. Let
us compute Y (z)
(
1 ⊗ Y (w))S45(z − w) on R12nm(u|v|z − w)−1T+m25(v)R12nm(u|v|z −
w − hc)T+n 14(u)R23mk(v|v¯|w + hc)−1R13nk(u|v¯|z + hc)−1T+k
36(v¯)|0〉 ⊗ |0〉 ⊗ |0〉.
Y (z)
(
1⊗ Y (w))S45(z − w)(R12nm(u|v|z − w)−1T+m25(v)R12nm(u|v|z − w − hc) ·
· T+n 14(u)R23mk(v|v¯|w + hc)−1R13nk(u|v¯|z + hc)−1T+k
36(v¯)|0〉 ⊗ |0〉 ⊗ |0〉)
= Y (z)
(
1⊗ Y (w))(T+n 14(u)R12nm(u|v|z − w + hc)−1T+m25(v)T+m25(v) ·
· R12nm(u|v|z − w)R23mk(v|v¯|w + hc)−1R13nk(u|v¯|z + hc)−1T+k
36(v¯)|0〉 ⊗ |0〉 ⊗ |0〉)
= T+n
14(u|z)T 14n (u|z + hc/2)−1R12nm(u|v|z − w + hc)−1T+m24(v|w) ·
· T 24m (v|w + hc/2)−1R12nm(u|v|z − w)R23mk(v|v¯|w + hc)−1R13nk(u|v¯|z + hc)−1 ·
· T+k
34(v¯)|0〉
(e1)= T+n
14(u|z)T+m24(v|w)R12nm(u|v|z − w)−1T 14n (u|z + hc/2)−1T 24m (v|w + hc/2)−1 ·
· R12nm(u|v|z − w)R23mk(v|v¯|w + hc)−1R13nk(u|v¯|z + hc)−1T+k
34(v¯)|0〉
(e2)= T+n
14(u|z)T+m24(v|w)R12nm(u|v|z − w)−1R12nm(u|v|z − w)T 24m (v|w + hc/2)−1 ·
· T 14n (u|z + hc/2)−1R23mk(v|v¯|w + hc)−1R13nk(u|v¯|z + hc)−1T+k
34(v¯)|0〉
= T+n
14(u|z)T+m24(v|w)T 24m (v|w + hc/2)−1R23mk(v|v¯|w + hc)−1 ·
· T 14n (u|z + hc/2)−1R13nk(u|v¯|z + hc)−1T+k
34(v¯)|0〉
(e3)= T+n
14(u|z)T+m24(v|w)T 24m (v|w + hc/2)−1R23mk(v|v¯|w + hc)−1T+k
34(v¯) ·
· R13nk(u|v¯|z)−1|0〉
(e4)= T+n
14(u|z)T+m24(v|w)T+k
34(v¯)R23mk(v|v¯|w)−1R13nk(u|v¯|z)−1|0〉
where (e1) is due to relation (2.65), (e2) is due to relation (2.63) and (e3)-(e4) are
due to relation (2.65) and the definition of Vc(glN ).
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Therefore, one has
Y (z)
(
1⊗ Y (w))S45(z − w)(T+n 14(u)T+m25(v)T+k 36(v¯)|0〉 ⊗ |0〉 ⊗ |0〉)
=
lr(( lr
R12nm(u|v|z − w − hc)
)−1) rl(( rl
R13nk(u|v¯|z + hc)
)−1) ·
· rl(( rlR23mk(v|v¯|w + hc))−1)R12nm(u|v|z − w)T+n 14(u|z)T+m24(v|w) ·
· T+k
34(v¯)R23mk(v|v¯|w)−1R13nk(u|v¯|z)−1|0〉.
(2.79)
We point out that in equation (2.79), z − w has to be expanded in |z| > |w|.
Let us now compute Y (w)(1⊗Y (z))(4 5) on R12nm(u|v|−w+z)−1T+m25(v)R12nm(u|v|−
w + z − hc)T+n 14(u)R23mk(v|v¯|w + hc)−1R13nk(u|v¯|z + hc)−1T+k
36(v¯)|0〉 ⊗ |0〉 ⊗ |0〉:
Y (w)
(
1⊗ Y (z))(4 5)(R12nm(u|v| − w + z)−1T+m25(v)R12nm(u|v| − w + z − hc) ·
· T+n 14(u)R23mk(v|v¯|w + hc)−1R13nk(u|v¯|z + hc)−1T+k
36(v¯)|0〉 ⊗ |0〉 ⊗ |0〉)
= Y (w)
(
1⊗ Y (z))(R12nm(u|v| − w + z)−1T+m24(v)R12nm(u|v| − w + z − hc) ·
· T+n 15(u)R23mk(v|v¯|w + hc)−1R13nk(u|v¯|z + hc)−1T+k
36(v¯)|0〉 ⊗ |0〉 ⊗ |0〉)
= R12nm(u|v| − w + z)−1T+m24(v|w)T 24m (v|w + hc/2)−1R12nm(u|v| − w + z − hc) ·
· T+n 14(u|z)T 14n (u|z + hc/2)−1R23mk(v|v¯|w + hc)−1R13nk(u|v¯|z + hc)−1T+k
34(v¯)|0〉
(e5)= R12nm(u|v| − w + z)−1T+m24(v|w)T+n 14(u|z)R12nm(u|v| − w + z) ·
· T 24m (v|w + hc/2)−1R23mk(v|v¯|w + hc)−1T 14n (u|z + hc/2)−1R13nk(u|v¯|z + hc)−1 ·
· T+k
34(v¯)|0〉
(e6)= R12nm(u|v| − w + z)−1T+m24(v|w)T+n 14(u|z)R12nm(u|v| − w + z) ·
· T 24m (v|w + hc/2)−1R23mk(v|v¯|w + hc)−1T+k
34(v¯)R13nk(u|v¯|z)−1|0〉
(e7)= R12nm(u|v| − w + z)−1T+m24(v|w)T+n 14(u|z)R12nm(u|v| − w + z)T+k
34(v¯) ·
· R23mk(v|v¯|w)−1(v¯)R13nk(u|v¯|z)−1|0〉
(e8)= T+n
14(u|z)T+m24(v|w)T+k
34(v¯)R23mk(v|v¯|w)−1(v¯)R13nk(u|v¯|z)−1|0〉
where (e5)-(e7) are due to relation (2.66) and the definition of Vc(glN ) and (e8) is
due to the relation (2.64).
Hence one has
Y (w)
(
1⊗ Y (z))(4 5)(T+n 14(u)T+m25(v)T+k 36(v¯)|0〉 ⊗ |0〉 ⊗ |0〉)
=
lr(( lr
R12nm(u|v| − w + z − hc)
)−1) rl(( rl
R13nk(u|v¯|z + hc)
)−1) ·
· rl(( rlR23mk(v|v¯|w + hc))−1)R12nm(u|v| − w + z)T+n 14(u|z)T+m24(v|w) ·
· T+k
34(v¯)R23mk(v|v¯|w)−1R13nk(u|v¯|z)−1|0〉.
(2.80)
Equations (2.79) and (2.80) differ only for the spaces where the powers of z −w are
expanded. Nevertheless, for any fixed power of u1, . . . , un, v1, . . . , vm
(
i.e. for any
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couple of elements in Vc(glN )
)
and h, there is a finite number of negative powers of
z − w on both equations. Therefore for any couple of elements in Vc(glN ) and any
fixed power of h we can multiply by a suitable nonnegative power of z −w to cancel
the negative powers. It follows that the S-locality holds.
Hexagon relation.
On one hand, one has the following equalities
(
Y (z)⊗ 1)S56(w)S46(w + z)(R13nk(u|v¯|w + z)−1T+k 36(v¯) ·
· R13nk(u|v¯|w + z − hc)T+n 14(u)R13nk(u|v¯|w + z)−1R12nm(u|v|z + hc)−1 ·
· R23mk(v|v¯|w − hc)T+m25(v)|0〉 ⊗ |0〉 ⊗ |0〉
)
=
(
Y (z)⊗ 1)S56(w)(T+n 14(u)R13nk(u|v¯|w + z + hc)−1 ·
· T+k
36(v¯)R12nm(u|v|z + hc)−1R23mk(v|v¯|w − hc)T+m25(v)|0〉 ⊗ |0〉 ⊗ |0〉
)
=
(
Y (z)⊗ 1)S56(w)(T+n 14(u)R13nk(u|v¯|w + z + hc)−1 ·
· R12nm(u|v|z + hc)−1T+k
36(v¯)R23mk(v|v¯|w − hc)T+m25(v)|0〉 ⊗ |0〉 ⊗ |0〉
)
=
(
Y (z)⊗ 1)(T+n 14(u)R13nk(u|v¯|w + z + hc)−1 ·
· R12nm(u|v|z + hc)−1R23mk(v|v¯|w)T+m25(v)R23mk(v|v¯|w + hc)−1 ·
· T+k
36(v¯)R23mk(v|v¯|w)|0〉 ⊗ |0〉 ⊗ |0〉
)
= T+n
14(u|z)T 14n (u|z + hc/2)−1R13nk(u|v¯|w + z + hc)−1 ·
· R12nm(u|v|z + hc)−1R23mk(v|v¯|w)T+m24(v)R23mk(v|v¯|w + hc)−1 ·
· T+k
35(v¯)R23mk(v|v¯|w)|0〉 ⊗ |0〉
(e1)= T+n
14(u|z)T 14n (u|z + hc/2)−1R23mk(v|v¯|w) ·
· R12nm(u|v|z + hc)−1R13nk(u|v¯|w + z + hc)−1T+m24(v) ·
· R23mk(v|v¯|w + hc)−1T+k
35(v¯)R23mk(v|v¯|w)|0〉 ⊗ |0〉
= T+n
14(u|z)R23mk(v|v¯|w)T 14n (u|z + hc/2)−1 ·
· R12nm(u|v|z + hc)−1T+m24(v)R13nk(u|v¯|w + z + hc)−1 ·
· R23mk(v|v¯|w + hc)−1T+k
35(v¯)R23mk(v|v¯|w)|0〉 ⊗ |0〉
(e2)= T+n
14(u|z)R23mk(v|v¯|w)T+m24(v)R12nm(u|v|z)−1 ·
· R13nk(u|v¯|w + z + hc)−1R23mk(v|v¯|w + hc)−1T+k
35(v¯) ·
· R23mk(v|v¯|w)|0〉 ⊗ |0〉
(e3)= R23mk(v|v¯|w)T+n 14(u|z)T+m24(v)R23mk(v|v¯|w + hc)−1 ·
· R13nk(u|v¯|w + z + hc)−1R12nm(u|v|z)−1T+k
35(v¯) ·
· R23mk(v|v¯|w)|0〉 ⊗ |0〉.
Where (e1) and (e3) are due to the quantumYang-Baxter equation and (e2) is due
to the relation (2.65) and the definition of Vc(glN ).
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On the other hand
S45(w)(Y (z)⊗ 1)(R13nk(u|v¯|w + z)−1T+k 36(v¯) ·
· R13nk(u|v¯|w + z − hc)T+n 14(u)R13nk(u|v¯|w + z)−1R12nm(u|v|z + hc)−1 ·
· R23mk(v|v¯|w − hc)T+m25(v)|0〉 ⊗ |0〉 ⊗ |0〉
)
= S45(w)(R13nk(u|v¯|w + z)−1T+k 35(v¯)R13nk(u|v¯|w + z − hc) ·
· T+n 14(u|z)T 14n (u|z + hc/2)−1R13nk(u|v¯|w + z)−1R12nm(u|v|z + hc)−1 ·
· R23mk(v|v¯|w − hc)T+m24(v)|0〉 ⊗ |0〉
)
(e4)= S45(w)(R13nk(u|v¯|w + z)−1T+k 35(v¯)R13nk(u|v¯|w + z − hc) ·
· T+n 14(u|z)T 14n (u|z + hc/2)−1R23mk(v|v¯|w − hc)R12nm(u|v|z + hc)−1 ·
· R13nk(u|v¯|w + z)−1T+m24(v)|0〉 ⊗ |0〉
)
= R23mk(v|v¯|w)S45(w)
(
R
23
mk(v|v¯|w)−1R13nk(u|v¯|w + z)−1T+k
35(v¯) ·
· R13nk(u|v¯|w + z − hc)T+n 14(u|z)R23mk(v|v¯|w − hc)T 14n (u|z + hc/2)−1 ·
· R12nm(u|v|z + hc)−1T+m24(v)R13nk(u|v¯|w + z)−1|0〉 ⊗ |0〉
)
(e5)= R23mk(v|v¯|w)S45(w)
(
R
23
mk(v|v¯|w)−1R13nk(u|v¯|w + z)−1T+k
35(v¯) ·
· R13nk(u|v¯|w + z − hc)T+n 14(u|z)R23mk(v|v¯|w − hc)T+m24(v) ·
· R12nm(u|v|z)−1R13nk(u|v¯|w + z)−1|0〉 ⊗ |0〉
)
= R23mk(v|v¯|w)S45(w)
(
R
23
mk(v|v¯|w)−1R13nk(u|v¯|w + z)−1T+k
35(v¯) ·
· R13nk(u|v¯|w + z − hc)R23mk(v|v¯|w − hc)T+n 14(u|z)T+m24(v) ·
· R12nm(u|v|z)−1R13nk(u|v¯|w + z)−1|0〉 ⊗ |0〉
)
= R23mk(v|v¯|w)T+n 14(u|z)T+m24(v)R23mk(v|v¯|w + hc)−1 ·
· R13nk(u|v¯|w + z + hc)−1T+k
35(v¯)R13nk(u|v¯|w + z)R23mk(v|v¯|w) ·
· R12nm(u|v|z)−1R13nk(u|v¯|w + z)−1|0〉 ⊗ |0〉
(e6)= R23mk(v|v¯|w)T+n 14(u|z)T+m24(v)R23mk(v|v¯|w + hc)−1 ·
· R13nk(u|v¯|w + z + hc)−1T+k
35(v¯)R12nm(u|v|z)−1 ·
· R23mk(v|v¯|w)|0〉 ⊗ |0〉
= R23mk(v|v¯|w)T+n 14(u|z)T+m24(v)R23mk(v|v¯|w + hc)−1 ·
· R13nk(u|v¯|w + z + hc)−1R12nm(u|v|z)−1T+k
35(v¯) ·
· R23mk(v|v¯|w)|0〉 ⊗ |0〉.
Where (e4) and (e6) are due to the quantumYang-Baxter equation and (e5) is due
to the relation 2.65 and the definition of Vc(glN ).
Therefore one has(
Y (z)⊗ 1)S56(w)S46(w + z)(R13nk(u|v¯|w + z)−1T+k 36(v¯) ·
· R13nk(u|v¯|w + z − hc)T+n 14(u)R13nk(u|v¯|w + z)−1R12nm(u|v|z + hc)−1 ·
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· R23mk(v|v¯|w − hc)T+m25(v)|0〉 ⊗ |0〉 ⊗ |0〉
)
= S45(w)(Y (z)⊗ 1)(R13nk(u|v¯|w + z)−1T+k 36(v¯) ·
· R13nk(u|v¯|w + z − hc)T+n 14(u)R13nk(u|v¯|w + z)−1R12nm(u|v|z + hc)−1 ·
· R23mk(v|v¯|w − hc)T+m25(v)|0〉 ⊗ |0〉 ⊗ |0〉
)
from which the Hexagon Relation (2.26) follows.
Remark 2.3.9. If N = 1, the quantum vertex algebra of Theorem (2.3.8) is a
commutative vertex algebra over C[[h]].
Proof. If N = 1, g(u/h) = ∑r≥0 (hu)r indeed g1 = 1/N = 1 and, by induction, one
shows that, if gi = 1 for any 1 ≤ i < r, then gr = 1 indeed
gr =
gr−1 +
∑r
k=2(−1)k
(r
k
)
gr+1−kNk
rN
=
1 +∑rk=2(−1)k(rk)
r
=
r +∑rk=0(−1)k(rk)
r
= 1.
Therefore g(u/h) = ∑r≥0 (hu)r = (1− hu)−1. On the other hand, as N = 1,
R(u) = 1− hu , from which R(u) = g(u/h)R(u) = 1. By the definition of the map
S, it follows that S = 1. Since the S-locality (2.10) holds and S = 1, V is a vertex
algebra over C[[h]]. Moreover, by relation (2.65), it follows that T 13n (u|z)T+m23(v|w) =
T+m
23(v|w)T 13n (u|z), from which
Y
(
T+n
13(u)|0〉, z)T+m23(v)|0〉
= T+n
13(u|z)T 13n (u|z + hc/2)−1T+m23(v)|0〉
= T+n
13(u|z)T+m23(v)T 13n (u|z + hc/2)−1|0〉
= T+n
13(u|z)T+m23(v)|0〉 ∈ C⊗n ⊗ C⊗m ⊗ Vc(C)[[u, v, z]]
for any n,m ∈ Z+, thus, by Theorem 1.3.25,
(Vc(C), |0〉, Y, T ) of Theorem 2.3.8 is a
commutative vertex algebra over C[[h]].
2.3.5 An S-commutative quantum vertex algebra
Theorem 2.3.10 ([JKMY, Prop.4.2]). There exists a unique well-defined structure
of quantum vertex algebra on the C[[h]]-module Vc(glN ) with the following data:
1. the vacuum vector is
|0〉 = 1 ∈ Vc(glN ); (2.81)
2. the vertex operators are defined by
Y (T+n (u)|0〉, z) = T+n (u|z); (2.82)
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3. the translation operator D is defined by(
1⊗n ⊗ ezD)T+n (u)|0〉 = T+n (u|z)|0〉; (2.83)
4. the map S is defined by
S34(z)(T+n 13(u)T+m24(v)|0〉 ⊗ |0〉)
= R12nm(u|v|z)T+n 13(u)T+m24(v)R12nm(u|v|z)−1|0〉 ⊗ |0〉.
(2.84)
Proof. Since the coefficients of T+n (u)|0〉 generate a dense subset of the vacuum
module Vc(glN ), defining Y,S, D on each element of the dual Yangian Y +(glN ), one
has a definition on the whole space Vc(glN ). For the same reason it is sufficient
to check the axioms on the elements of the dual Yangian Y +(glN ) to have them
satisfied for any element of Vc(glN ).
Well definedness of Y and S.
Since T+n (u) ∈ (End CN )⊗n⊗Y +(glN )[[u]], one has that Y (T+n 13(u)|0〉, z)T+m23(v)|0〉 =
T+n
13(u|z)T+m23(v)|0〉 ∈ (End CN )⊗n⊗(End CN )⊗m⊗Vc(glN )[[u1, . . . , un, v1, . . . , vm, z]].
Moreover one has
Y
((
R12nm(u|v|0)T+n 14(u)T+m24(v)|0〉
− T+m24(v)T+n 14(u)R12nm(u|v|0)|0〉
)
, z
)
T+k
34(v¯)|0〉
=
(
R12nm(u|v|0)T+n 14(u|z)T+m24(v|z)
− T+m24(v|z)T+n 14(u|z)R12nm(u|v|0)
)
T+k
34(v¯)|0〉.
Similarly one proves that the map S is well defined and that S(z)(a⊗ b) ∈ Vc(glN )⊗
Vc(glN )⊗C((z)) mod hM for any M ∈ Z+ and a, b ∈ Vc(glN ). To check the last one,
it is sufficient to show that S34(z)(T+13(u)T+24(v)|0〉⊗ |0〉) ∈ End CN ⊗End CN ⊗
Vc(glN )⊗ Vc(glN )⊗ C((z))[[u, v]] mod hM for any M ∈ Z+. By the definitions of S
and R, and by equation (2.69), one has
S34(z)(T+13(u)T+24(v)|0〉 ⊗ |0〉)
= R12(u− v + z)T+13(u)T+24(v)R12(u− v + z)−1|0〉 ⊗ |0〉
= R12(u− v + z)T+13(u)T+24(v)R12(u− v + z)−1|0〉 ⊗ |0〉
=
(
1− h
u− v + zσ
)
T+
13(u)T+24(v)|0〉 ⊗ |0〉·
·
(
1 + h
u− v + zσ
)∑
k≥0
(u− v + z)−2kh2k.
On the other hand∑
k≥0
(u− v + z)−2kh2k
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=
∑
k≥0
∑
l≥0
∑
i≥0
(
−2k
l
)(
l
i
)
(−1)iul−iviz−2k−lh2k
=
∑
k≥0
∑
j≥0
∑
i≥0
(
−2k
i+ j
)(
i+ j
i
)
(−1)iz−2k−i−jujvih2k ∈ C((z))[[h, u, v]].
And the same holds for hu−v+z . In particular, one has that S34(z)
(
T+
13(u)T+24(v)|0〉⊗
|0〉) ∈ End CN⊗End CN⊗Vc(glN )⊗Vc(glN )⊗C((z))[[u, v]] mod hM for anyM ∈ Z+.
Axioms on the vacuum vector.
Y (|0〉, z)T+n (u)|0〉 = T+n (u)|0〉 = IdVc(glN )
(
T+n (u)|0〉
)
.
Y
(
T+n (u)|0〉, z
)|0〉 = T+n (u|z)|0〉 ∈ (End CN )⊗n ⊗ Vc(glN )[[u, z]]
and
Y
(
T+n (u)|0〉, z
)|0〉|z=0 = T+n (u)|0〉.
Translation covariance.
On the first hand, one has the following equalities[
D,Y (T+n
13(u)|0〉, z)]T+m23(v)|0〉
= D
(
Y
(
T+n
13(u)|0〉, z)T+m23(v)|0〉)− Y (T+n 13(u)|0〉, z)D(T+m23(v)|0〉)
= D
(
T+n
13(u|z)T+m23(v)|0〉
)− T+n 13(u|z)D(T+m23(v)|0〉)
=
( n∑
i=1
∂ui +
m∑
j=1
∂vj
)(
T+n
13(u|z)T+m23(v)|0〉
)
− T+n 13(u|z)
( m∑
j=1
∂vj
)
T+m
23(v)|0〉
=
( n∑
i=1
∂ui +
m∑
j=1
∂vj
)(
T+n
13(u|z)T+m23(v)|0〉
)
−
( m∑
j=1
∂vj
)
T+n
13(u|z)T+m23(v)|0〉
=
( n∑
i=1
∂ui
)(
T+n
13(u|z)T+m23(v)|0〉
)
.
On the other hand one has the following equalities(
∂zY
(
T+n
13(u)|0〉, z))T+m23(v)|0〉
=
(( n∑
i=1
∂ui
)
Y
(
T+n
13(u)|0〉, z))T+m23(v)|0〉
=
(( n∑
i=1
∂ui
)
T+n
13(u|z)
)
T+m
23(v)|0〉
=
( n∑
i=1
∂ui
)
T+n
13(u|z)T+m23(v)|0〉.
From which the translation covariance holds.
Invertibility of S.
It follows from the fact that both R(u|v|z) and T+(u) are 1 +O(h).
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S shift invariant.[
D ⊗ 1,S34(z)
](
T+n
14(u)T+m
25(v)|0〉 ⊗ |0〉
)
= (D ⊗ 1)S34(z)
(
T+n
13(u)T+m
24(v)|0〉 ⊗ |0〉
)
− S34(z)(D ⊗ 1)
(
T+n
13(u)T+m
24(v)|0〉 ⊗ |0〉
)
= R12nm(u|v|z)
(( n∑
i=1
∂ui
)
T+n
13(u)
)
T+m
24(v)R12nm(u|v|z)−1|0〉 ⊗ |0〉
− S34(z)
(( n∑
i=1
∂ui
)
T+n
13(u)T+m
24(v)|0〉 ⊗ |0〉
)
=
( n∑
i=1
∂ui
)(
R
12
nm(u|v|z)T+n 13(u)T+m24(v)R12nm(u|v|z)−1|0〉 ⊗ |0〉
)
−
(( n∑
i=1
∂ui
)
R
12
nm(u|v|z)
)
T+n
13(u)T+m
24(v)R12nm(u|v|z)−1|0〉 ⊗ |0〉
−R12nm(u|v|z)T+n 13(u)T+m24(v)
(( n∑
i=1
∂ui
)
R
12
nm(u|v|z)−1|0〉 ⊗ |0〉
)
−
( n∑
i=1
∂ui
)(
R
12
nm(u|v|z)T+n 13(u)T+m24(v)R12nm(u|v|z)−1|0〉 ⊗ |0〉
)
= −
(
∂zR
12
nm(u|v|z)
)
T+n
13(u)T+m
24(v)R12nm(u|v|z)−1|0〉 ⊗ |0〉
−R12nm(u|v|z)T+n 13(u)T+m24(v)
(
∂zR
12
nm(u|v|z)−1|0〉 ⊗ |0〉
)
= −∂z
(
R
12
nm(u|v|z)T+n 13(u)T+m24(v)R12nm(u|v|z)−1|0〉 ⊗ |0〉
)
= −∂z
(
S34(z)(T+n 13(u)T+m24(v)|0〉 ⊗ |0〉))
= −(∂zS34(z))(T+n 13(u)T+m24(v)|0〉 ⊗ |0〉).
Therefore one has
[D ⊗ 1,S34(z)] = −∂zS34(z).
S solution of the quantum Yang-Baxter equation
On the first hand, the following equalities follow
S45(z)S46(z + w)S56(w)(T+n 14(u)T+m25(v)T+k 36(v¯)|0〉 ⊗ |0〉 ⊗ |0〉)
= S45(z)S46(z + w)
(
T+n
14(u)|0〉S56(w)(T+m25(v)T+k 36(v¯)|0〉 ⊗ |0〉))
= S45(z)S46(z + w)
(
T+n
14(u)R23mk(v|v¯|w)T+m25(v)T+k
36(v¯) ·
· R23mk(v|v¯|w)−1|0〉 ⊗ |0〉 ⊗ |0〉
)
= R23mk(v|v¯|w)S45(z)S46(z + w)
(
T+n
14(u)T+m
25(v)T+k
36(v¯)|0〉 ⊗ |0〉 ⊗ |0〉
)
·
· R23mk(v|v¯|w)−1
= R23mk(v|v¯|w)S45(z)
(
S46(z + w)
(
T+n
14(u)|0〉T+k
36(v¯)|0〉
)
T+m
25(v)|0〉
)
·
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· R23mk(v|v¯|w)−1
= R23mk(v|v¯|w)S45(z)
(
R
13
nk(u|v¯|z + w)T+n 14(u)T+k
36(v¯)R13nk(u|v¯|z + w)−1 ·
· T+m25(v)|0〉 ⊗ |0〉 ⊗ |0〉
)
R
23
mk(v|v¯|w)−1
= R23mk(v|v¯|w)R13nk(u|v¯|z + w)S45(z)
(
T+n
14(u)T+k
36(v¯)T+m
25(v)|0〉 ⊗ |0〉 ⊗ |0〉
)
·
· R13nk(u|v¯|z + w)−1R23mk(v|v¯|w)−1
= R23mk(v|v¯|w)R13nk(u|v¯|z + w)S45(z)
(
T+n
14(u)T+m
25(v)|0〉 ⊗ |0〉
)
T+k
36(v¯)|0〉 ·
· R13nk(u|v¯|z + w)−1R23mk(v|v¯|w)−1
= R23mk(v|v¯|w)R13nk(u|v¯|z + w)R12nm(u|v|z)T+n 14(u)T+m25(v)T+k
36(v¯) ·
· R12nm(u|v|z)−1R13nk(u|v¯|z + w)−1R23mk(v|v¯|w)−1|0〉 ⊗ |0〉 ⊗ |0〉.
On the other hand
S56(w)S46(z + w)S45(z)(T+n 14(u)T+m25(v)T+k 36(v¯)|0〉 ⊗ |0〉 ⊗ |0〉)
= S56(w)S46(z + w)(R12nm(u|v|z)T+n 14(u)T+m25(v)R12nm(u|v|z)−1T+k 36(v¯)|0〉 ⊗ |0〉 ⊗ |0〉)
= R12nm(u|v|z)S56(w)S46(z + w)
(
T+n
14(u)T+k
36(v¯)T+m
25(v)|0〉 ⊗ |0〉 ⊗ |0〉)R12nm(u|v|z)−1
= R12nm(u|v|z)S56(w)
(
R
13
nk(u|v¯|z + w)T+n 14(u)T+k
36
R
13
nk(u|v¯|z + w)−1 ·
· T+m25(v)|0〉 ⊗ |0〉 ⊗ |0〉
)
R
12
nm(u|v|z)−1
= R12nm(u|v|z)R13nk(u|v¯|z + w)T+n 14(u)|0〉S56(w)
(
T+k
36
T+m
25(v)|0〉 ⊗ |0〉
)
·
· R13nk(u|v¯|z + w)−1R12nm(u|v|z)−1
= R12nm(u|v|z)R13nk(u|v¯|z + w)T+n 14(u)|0〉S56(w)
(
T+m
25(v)T+k
36|0〉 ⊗ |0〉
)
·
· R13nk(u|v¯|z + w)−1R12nm(u|v|z)−1
= R12nm(u|v|z)R13nk(u|v¯|z + w)R23mk(v|v¯|w)T+n 14(u)T+m25(v)T+k
36 ·
· R23mk(v|v¯|w)−1R13nk(u|v¯|z + w)−1R12nm(u|v|z)−1|0〉 ⊗ |0〉 ⊗ |0〉
= R23mk(v|v¯|w)R13nk(u|v¯|z + w)R12nm(u|v|z)T+n 14(u)T+m25(v)T+k
36(v¯) ·
· R12nm(u|v|z)−1R13nk(u|v¯|z + w)−1R23mk(v|v¯|w)−1|0〉 ⊗ |0〉 ⊗ |0〉
where the last equality is due to the quantum Yang-Baxter equation for R. Therefore
the quantum Yang-Baxter equation for S follows.
Unitarity of S.
S43(−z)S34(z)
(
T+n
13(u)T+m
24(v)|0〉 ⊗ |0〉
)
= S43(−z)
(
R
12
nm(u|v|z)T+n 13(u)T+m24(v)R12nm(u|v|z)−1|0〉 ⊗ |0〉
)
= (3 4)S34(−z)(3 4)(R12nm(u|v|z)T+n 13(u)T+m24(v)R12nm(u|v|z)−1|0〉 ⊗ |0〉)
= (3 4)S34(−z)(R12nm(u|v|z)T+n 14(u)T+m23(v)R12nm(u|v|z)−1|0〉 ⊗ |0〉)
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= R12nm(u|v|z)(3 4)S34(−z)
(
T+m
23(v)T+n
14(u)|0〉 ⊗ |0〉)R12nm(u|v|z)−1
= R12nm(u|v|z)(3 4)R21mn(v|u| − z)T+m23(v)T+n 14(u)R21nm(v|u| − z)−1 ·
· R12nm(u|v|z)−1|0〉 ⊗ |0〉
= R12nm(u|v|z)R21mn(v|u| − z)T+m24(v)T+n 13(u)R21nm(v|u| − z)−1 ·
· R12nm(u|v|z)−1|0〉 ⊗ |0〉
= T+n
13(u)T+m
24(v)|0〉 ⊗ |0〉
because of the unitarity of R(u).
S-locality.
Y (z)
(
1⊗ Y (w))S45(z − w)(T+n 14(u)T+m25(v)T+k 36(v¯)|0〉 ⊗ |0〉 ⊗ |0〉)
= Y (z)
(
1⊗ Y (w))(R12nm(u|v|z − w)T+n 14(u)T+m25(v)R12nm(u|v|z − w)−1 ·
· T+k
36(v¯)|0〉 ⊗ |0〉 ⊗ |0〉
)
= R12nm(u|v|z − w)T+n 14(u|z)T+m24(v|w)R12nm(u|v|z − w)−1 ·
· T+k
34(v¯)|0〉 ⊗ |0〉 ⊗ |0〉
(e1)= T+m
24(v|w)T+n 14(u|z)T+k
34(v¯)|0〉.
Similarly, one has
Y (w)
(
1⊗ Y (z))(4 5)(T+n 14(u)T+m25(v)T+k 36(v¯)|0〉 ⊗ |0〉 ⊗ |0〉)
= T+m
24(v|w)T+n 14(u|z)T+k
34(v¯)|0〉.
Where (e1) is due to relation (2.64).
Hexagon relation.
On the first hand one has the following equalities
(
Y (z)⊗ 1)S56(w)S46(w + z)(T+n 14(u)T+m25(v)T+k 36(v¯)|0〉 ⊗ |0〉 ⊗ |0〉)
=
(
Y (z)⊗ 1)S56(w)S46(w + z)(T+n 14(u)T+k 36(v¯)T+m25(v)|0〉 ⊗ |0〉 ⊗ |0〉)
=
(
Y (z)⊗ 1)S56(w)(R13nk(u|v¯|w + z)T+n 14(u)T+k 36(v¯)R13nk(u|v¯|w + z)−1 ·
· T+m25(v)|0〉 ⊗ |0〉 ⊗ |0〉
)
=
(
Y (z)⊗ 1)(R13nk(u|v¯|w + z)T+n 14(u)|0〉S56(w)(T+k 36(v¯)T+m25(v)|0〉 ⊗ |0〉) ·
· R13nk(u|v¯|w + z)−1
)
=
(
Y (z)⊗ 1)(R13nk(u|v¯|w + z)T+n 14(u)R23mk(v|v¯|w)T+k 36(v¯) ·
· T+m25(v)R23mk(v|v¯|w)−1R13nk(u|v¯|w + z)−1|0〉 ⊗ |0〉 ⊗ |0〉
)
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= R13nk(u|v¯|w + z)R23mk(v|v¯|w)T+n 14(u|z)T+m24(v)T+k
35(v¯) ·
· R23mk(v|v¯|w)−1R13nk(u|v¯|w + z)−1|0〉 ⊗ |0〉.
On the other hand one has
S45(w)(Y (z)⊗ 1)
(
T+n
14(u)T+m
25(v)T+k
36(v¯)|0〉 ⊗ |0〉 ⊗ |0〉
)
= S45(w)
(
T+n
14(u|z)T+m24(v)T+k
35(v¯)|0〉 ⊗ |0〉 ⊗ |0〉
)
= R13nk(u|v¯|w + z)R23mk(v|v¯|w)T+n 14(u|z)T+m24(v)T+k
35(v¯) ·
· R23mk(v|v¯|w)−1R13nk(u|v¯|w + z)−1|0〉 ⊗ |0〉.
From which the Hexagon Relation (2.26) follows.
Remark 2.3.11. As shown in Remark 2.3.9, for N = 1, R(u) = 1. In particular the
map S is the identity. It follows, by the S-commutativity, that (Vc(C), |0〉, Y, T ) of
Theorem 2.3.10 is a commutative vertex algebra over C[[h]].
2.4 Characterizations of quantum vertex algebras
Definition 2.4.1. A vertex algebra (V, |0〉, Y, T ) is said to be nondegenerate if the
maps:
Zn = Y (z1)
(
1⊗ Y (z2)
) · · · (1⊗n−1 ⊗ Y (zn)) :
V ⊗n → V ((z1)) . . . ((zn))
are injective for all n.
Proposition 2.4.1 ([EK5, Prop.1.11]). Let (V, |0〉, Y, T,S) the data satisfying the
axioms of a braided vertex algebra, except maybe equations (2.8) and (2.9). Suppose
also that V/hV is a nondegenerate vertex algebra. Then:
1. equations (2.8) and (2.9) are automatically satisfied;
2. the Hexagon Relation (2.26) is equivalent to the Associativity Relation (2.27).
Proposition 2.4.2 ([EK5, Prop.1.12]). Let g and V = Vk(g) like in subsection
1.3.1. If V is an irreducible ĝ-module, then V is a nondegenerate vertex algebra.
Proposition 2.4.3 ([EK5, Prop.1.13]). Let the inner product ( , ) on ĝ be nonde-
generate, and V = Vk(g). Then V is nondegenerate for generic k.
Definition 2.4.2. A braided topologically free K[[h]]-module (V, |0〉, Y, T,S) is the
following data:
1. a topologically free K[[h]]-module V ;
2. a vector |0〉 ∈ V ;
3. a linear map
Y : V ⊗ V → Vh((z));
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4. a linear operator T : V → V ;
5. a linear map S : V ⊗ V → V ⊗ V ⊗K((z))[[h]] such that S = 1 +O(h) which
satisfies the shift condition [T ⊗ 1,S(z)] = −∂zS(z), the quantum Yang-Baxter
equation
S12(z)S13(z + w)S23(w) = S23(w)S13(z + w)S12(z) (2.85)
and the unitary condition
S21(z) = S−1(−z); (2.86)
subject to the following axioms:
• T |0〉 = 0 and ∂zY (z) = TY (z)− Y (z)(1⊗ T ) = Y (z)(T ⊗ 1);
• Y (z)(|0〉 ⊗ b) = b for all b ∈ V ; for any a ∈ V , Y (z)(a⊗ |0〉) is regular at z = 0
and its value in z = 0 equals a.
As before the tensor products are understood in the h-adic completed sense.
Remark 2.4.4. A braided vertex algebra is a braided topologically free K[[h]]-module
which satisfies the S-locality (2.10).
The following theorem is the quantum analogue of Theorem 1.3.12. It first
appeared in [L10], Proposition (2.19). Nonetheless, the following proof is more direct
than the one in [L10].
Theorem 2.4.5. A braided vertex algebra which satisfies the Associativity Relation
(2.27) is the same as a braided topologically free K[[h]]-module which satisfies the
Associativity Relation (2.27) and the equation Y S = Y op.
Proof. The equation Y S = Y op follows by the S-locality (2.10) by Lemma 2.2.4.
Therefore, one only needs to prove that the Associativity Relation (2.27) and
Y S = Y op imply the S-locality (2.10). Let M be an arbitrary positive integer. By
Proposition 1.2.6, the Associativity Relation (2.27) implies the following equation:
for any a, b, c ∈ V , there exists L ≥ 0, such that
(u− w)LY (u)(1⊗ Y op(w))(b⊗ c⊗ a)
= (u− w)LY op(w)(1⊗ Y (u))(c⊗ b⊗ a) mod hM . (2.87)
Moreover, according to Lemma 1.2.5, the equation still holds if we replace a with
Ta. Therefore, one has
(u− w)LY (u)(1⊗ Y op(w))(b⊗ c⊗ ezTa)
= (u− w)LY op(w)(1⊗ Y (u))(c⊗ b⊗ ezTa) mod hM . (2.88)
By the definition of Y op and Proposition 1.2.3 we get
(u− w)L ewT iu,wY (u− w)
(
1⊗ iw,zY (z − w)
)
(b⊗ a⊗ c)
= (u− w)L ewT iw,zY (z − w)
(
iu,zY (u− z)⊗ 1
)
(b⊗ a⊗ c) mod hM . (2.89)
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Since Y (z − w)(a⊗ c) is a Laurent series (mod hM ) in z − w, there exists P ∈ Z+
such that (z − w)P Y (z − w)(a⊗ c) ∈ V [[z − w]] mod hM . Multiplying both sides
of equation (2.89) for (z − w)P we thus obtain an expression which is regular in w.
Putting w = 0 we obtain
Y (b, u)Y (a, z)c = z−Pu−L
(
(z − w)P (u− w)LewT ·
· iw,zY (z − w)
(
iu,zY (u− z)⊗ 1
)
(b⊗ a⊗ c)
)∣∣
w=0 mod h
M .
(2.90)
By the Vacuum Axioms of Definition 2.2.1, Corollary 2.2.8, Proposition 1.2.3 and
the definition of Y op, we get
iu,zY (u− z)(b⊗ a) = Y (u)
(
e−zT b⊗ a) = euTY op(−u)(a⊗ e−zT b)
= e(u−z)T iu,zY op(z − u)(a⊗ b) = e(u−z)T iu,zY (z − u)S(z − u)(a⊗ b).
(2.91)
Inserting equation (2.91) in equation (2.90) and applying again Proposition 1.2.3 we
finally obtain the following expression:
Y (b, u)Y (a, z)c
= z−Pu−L
(
(z − w)P (u− w)LewT×
× iu,ziw,uY
(
Y (z − u)S(z − u)(a⊗ b), u− w)c)∣∣
w=0 mod h
M
= z−Pu−L
(
(z − w)P (u− w)LewT×
× iu,ziw,uY (u− w)(Y (z − u)S(z − u)⊗ 1)(a⊗ b⊗ c)
)∣∣
w=0 mod h
M .
(2.92)
Rewriting formula (2.87) with z instead of u and a, b swapped, one gets:
(z − w)L Y (z)(1⊗ Y op(w))(a⊗ c⊗ b)
= (z − w)L Y op(w)(1⊗ Y (z))(1 2)(a⊗ c⊗ b) mod hM . (2.93)
By definition S13(z − u)(a ⊗ c ⊗ b) = ∑li=1 ai ⊗ c ⊗ bifi(z − u) where fi(z − u) ∈
K((z − u)) mod hM . Therefore there is a power Q of z − u (depending only on a
and b) such that (z − u)Q S13(z − u)(a ⊗ c ⊗ b) ∈ K[[z − u]] mod hM . For every
element ai ⊗ c⊗ bi ∈ V ⊗3 there exists Li ∈ Z+ such that the following is satisfied
(z − w)Li Y (z)(1⊗ Y op(w))(ai ⊗ c⊗ bi)
= (z − w)Li Y op(w)(1⊗ Y (z))(1 2)(ai ⊗ c⊗ bi) mod hM
(2.94)
and by Proposition 1.2.5 it is still satisfied
(z − w)Li Y (z)(1⊗ Y op(w))(1⊗ 1⊗ euT )(ai ⊗ c⊗ bi)
= (z − w)Li Y op(w)(1⊗ Y (z))(1 2)(1⊗ 1⊗ euT )(ai ⊗ c⊗ bi) mod hM .
(2.95)
The expression still holds if we multiply both sides by (z − u)Q fi(z − u). Therefore
if we replace Li with L = max{Lj | j = 1, . . . , l} and we sum on i we obtain
(z − w)L(z − u)Q Y (z)(1⊗ Y op(w))(1⊗ 1⊗ euT )S13(a⊗ c⊗ b)
= (z − w)L(z − u)Q Y op(w)(1⊗ Y (z))(1 2)(1⊗ 1⊗ euT )×
× S13(a⊗ c⊗ b) mod hM .
(2.96)
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Applying the definition of Y op and Proposition 1.2.3 one get
(z − w)L(z − u)QewT iz,wY (z − w)(1⊗ iw,uY (u− w))S12(z − u)(a⊗ b⊗ c)
= (z − w)L(z − u)QewT iw,uY (u− w)×
× (iz,uY (z − u)S(z − u)⊗ 1)(a⊗ b⊗ c) mod hM .
(2.97)
The expression (1⊗ iw,uY (u−w))S12(z−u)(a⊗b⊗c) ∈ V ⊗V ((u−w)). Thus, there
is a power R of u−w such that (u−w)R (1⊗ iw,uY (u−w))S12(z − u)(a⊗ b⊗ c) ∈
V ⊗ V [[u−w]] mod hM , i.e. the first line of equation (2.97) is regular in w. Taking
w = 0 we get
(z − u)Q Y (z)(1⊗ Y (u))S12(z − u)(a⊗ b⊗ c)
= u−R z−L
(
(u− w)L(z − w)L(z − u)Q ewT
× iw,uiz,uY (u− w)(Y (z − u)S(z − u)⊗ 1)(a⊗ b⊗ c)
)∣∣
w=0 mod h
M .
(2.98)
Now, substituting P, r, L,R with their maximum D in equations (2.92) and (2.98),
and multiplying equation (2.92) by (z − u)Q we get
(z − u)QY (b, u)Y (a, z)c
= z−Du−D
(
(z − w)D(u− w)D(z − u)QewT×
× iu,ziw,uY (u− w)(Y (z − u)S(z − u)⊗ 1)(a⊗ b⊗ c)
∣∣
w=0 mod h
M .
(2.99)
and
(z − u)Q Y (z)(1⊗ Y (u))S12(z − u)(a⊗ b⊗ c)
= u−D z−D
(
(u− w)D(z − w)D(z − u)Q ewT×
× iw,uiz,uY (u− w)(Y (z − u)S(z − u)⊗ 1)(a⊗ b⊗ c)
)∣∣
w=0 mod h
M .
(2.100)
The right hand sides of both equations are the same except for the expansions of
z−u. Nonetheless, (z−u)Q Y (z−u)S(z−u)(a⊗b) ∈ V ((z−u)) mod hM . Therefore,
multiplying both sides of equations (2.100) and (2.99) for a suitable power H of
z−u (H depending only on a and b) such that (z−u)Q+H Y (z−u)S(z−u)(a⊗b) ∈
V [[z − u]] mod hM and calling N = H +Q we have the S-locality:
(z − u)N Y (z)(1⊗ Y (u))S12(z − u)(a⊗ b⊗ c)
= (z − u)N Y (u)(1⊗ Y (z))(b⊗ a⊗ c) mod hM . (2.101)
Corollary 2.4.6. A braided topologically free K[[h]]-module which satisfies the
Associativity Relation (2.27), the equation Y S = Y op and which has an injective
state-field correspondence Y is a quantum vertex algebra.
Proof. By the injectivity of Y , the Hexagon Relation (2.26) automatically descends
from the S-locality (2.10) and the Associativity Relation (2.27). Indeed, by S-locality
(2.10), one has the Quasi-Associativity Relation (2.22) and, by the Associativity
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Relation (2.27), one has the following equation: for any a, b, c ∈ V and M ∈ Z+
there exists L ≥ 0 such that
iz−w,w
(
zLY (z)(1⊗ Y (w))S23(w)S13(z)(a⊗ b⊗ c))
= zLY (w)(Y (z − w)⊗ 1)S23(w)S13(z)(a⊗ b⊗ c) mod hM . (2.102)
The left hand sides of the Quasi-Associativity Relation (2.22) and equation (2.102)
are the same, therefore the right hand sides are the same. Moreover the expressions
Y (w)S(w)(Y (z − w)⊗ 1)(a⊗ b⊗ c)
and
Y (w)
(
Y (z − w)⊗ 1)S23(w)S13(z)(a⊗ b⊗ c)
lie in the same space, hence multiplying by iw,z−w z−L the right hand sides of the
Quasi-Associativity Relation (2.22) and equation (2.102), one has
Y (w)S(w)(Y (z − w))⊗ 1)(a⊗ b⊗ c)
= Y (w)(Y (z − w)⊗ 1)S23(w)S13(z)(a⊗ b⊗ c) mod hM (2.103)
i.e. the equality of the evaluation of both sides of the Hexagon Relation (2.26)
through Y .
Corollary 2.4.7. Let (V, |0〉, Y, T,S) be a braided topologically free K[[h]]-module
which satisfies the Associativity Relation (2.27) and the equation Y S = Y op. If
V/hV is a nondegenerate vertex algebra, then (V, |0〉, Y, T,S) is a quantum vertex
algebra.
Proof. It follows from Theorem 2.4.5 and Proposition 2.4.1.
Let’s now define the n-products of quantum fields in a braided topologically free
K[[h]]-module:
Definition 2.4.3. Let (V, |0〉, Y, T,S) be a braided topologically free K[[h]]-module
and let a, b ∈ V . The quantum n-products of Y (a, z) and Y (b, z) are defined as the
following:
Y (a,w)S(n)Y (b, w)
= Resz
(
Y (z)
(
1⊗ Y (w))(iz,wS(z − w)(a⊗ b)⊗−)iz,w(z − w)n
− Y (w)(1⊗ Y (z))(b⊗ a⊗−)iw,z(z − w)n)
(2.104)
for any n ∈ Z.
Lemma 2.4.8. The quantum n-products are translation covariant quantum fields
satisfying Y (a, z)S(n)Y (b, z)|0〉 ∈ V [[z]].
Proof. Y (a,w)S(n)Y (b, w) is an EndK[[h]]V -valued quantum field by the definition of
the map Y and evaluating the quantum n-products on the vacuum vector |0〉, one
has
Y (a,w)S(n)Y (b, w)|0〉
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= Resz
(
Y (z)
(
1⊗ ewT )iz,wS(z − w)(a⊗ b)iz,w(z − w)n
− Y (w)(1⊗ ezT )(b⊗ a)iw,z(z − w)n)
= Resz
(
Y (z)
(
1⊗ ewT )iz,wS(z − w)(a⊗ b)iz,w(z − w)n) ∈ V [[w]].
Let’s now show the translation covariance. On one hand, one has
[T, Y (a,w)S(n)Y (b, w)]
= Resz
(
TY (z)
(
1⊗ Y (w))(S(z − w)(a⊗ b)⊗−) iz,w(z − w)n
− TY (w)(1⊗ Y (z))(b⊗ a⊗−) iw,z(z − w)n
− Y (z)(1⊗ Y (w))(S(z − w)(a⊗ b)⊗ T (−)) iz,w(z − w)n
+ Y (w)
(
1⊗ Y (z))(b⊗ a⊗ T (−)) iw,z(z − w)n)
= Resz
(
TY (z)
(
1⊗ Y (w))(S(z − w)(a⊗ b)⊗−) iz,w(z − w)n
− Y (z)(1⊗ T )(1⊗ Y (w))(S(z − w)(a⊗ b)⊗−) iz,w(z − w)n
+ Y (z)(1⊗ T )(1⊗ Y (w))(S(z − w)(a⊗ b)⊗−) iz,w(z − w)n
− Y (z)(1⊗ Y (w))(1⊗ 1⊗ T )(S(z − w)(a⊗ b)⊗−) iz,w(z − w)n
+ Y (z)
(
1⊗ Y (w))(1⊗ 1⊗ T )(S(z − w)(a⊗ b)⊗−) iz,w(z − w)n
− TY (w)(1⊗ Y (z))(b⊗ a⊗−) iw,z(z − w)n
+ Y (w)(1⊗ T )(1⊗ Y (z))(b⊗ a⊗−) iw,z(z − w)n
− Y (w)(1⊗ T )(1⊗ Y (z))(b⊗ a⊗−) iw,z(z − w)n
+ Y (w)
(
1⊗ Y (z))(1⊗ 1⊗ T )(b⊗ a⊗−) iw,z(z − w)n
− Y (w)(1⊗ Y (z))(1⊗ 1⊗ T )(b⊗ a⊗−) iw,z(z − w)n
− Y (z)(1⊗ Y (w))(S(z − w)(a⊗ b)⊗ T (−))iz,w(z − w)n
+ Y (w)
(
1⊗ Y (z))(b⊗ a⊗ T (−)) iw,z(z − w)n).
Hence, using the translation covariance, one has
[T, Y (a,w)S(n)Y (b, w)]
= Resz
((
∂zY (z)
)(
1⊗ Y (w))(S(z − w)(a⊗ b)⊗−) iz,w(z − w)n
+ Y (z)
(
1⊗ ∂wY (w)
)(S(z − w)(a⊗ b)⊗−) iz,w(z − w)n
− (∂wY (w))(1⊗ Y (z))(b⊗ a⊗−) iw,z(z − w)n
− Y (w)(1⊗ ∂zY (z))(b⊗ a⊗−) iw,z(z − w)n).
On the other hand, since
Resz
(
Y (w)
(
1⊗ (∂zY (z)))(b⊗ a⊗−) iw,z(z − w)n)
= Resz
(
Y (w)
(
1⊗ Y (z))(b⊗ a⊗−) iw,z∂w(z − w)n),
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and
Resz
((
∂zY (z)
)(
1⊗ Y (w))(S(z − w)(a⊗ b)⊗−) iz,w(z − w)n
= Resz
(
Y (z)
(
1⊗ Y (w))(∂wS(z − w)(a⊗ b)⊗−) iz,w(z − w)n
+ Y (z)
(
1⊗ Y (w))(S(z − w)(a⊗ b)⊗−) iz,w∂w(z − w)n),
one has
Resz
((
∂zY (z)
)(
1⊗ Y (w))(S(z − w)(a⊗ b)⊗−) iz,w(z − w)n
− Y (w)
(
1⊗ (∂zY (z)))(b⊗ a⊗−) iw,z(z − w)n)
= Resz
(
Y (z)
(
1⊗ Y (w))(∂wS(z − w)(a⊗ b)⊗−) iz,w(z − w)n
+ Y (z)
(
1⊗ Y (w))(S(z − w)(a⊗ b)⊗−) iz,w∂w(z − w)n
− Y (w)(1⊗ Y (z))(b⊗ a⊗−) iw,z∂w(z − w)n).
(2.105)
Therefore
∂w
(
Y (a,w)S(n)Y (b, w)
)
= Resz
(
Y (z)
(
1⊗ (∂wY (w)))(S(z − w)(a⊗ b)⊗−)iz,w(z − w)n
+ Y (z)
(
1⊗ Y (w))(∂wS(z − w)(a⊗ b)⊗−)iz,w(z − w)n
+ Y (z)
(
1⊗ Y (w))(S(z − w)(a⊗ b)⊗−)iz,w∂w(z − w)n
− (∂wY (w))(1⊗ Y (z))(b⊗ a⊗−)iw,z(z − w)n
− Y (w)(1⊗ Y (z))(b⊗ a⊗−)iw,z∂w(z − w)n)
= Resz
(
Y (z)
(
1⊗ (∂wY (w)))(S(z − w)(a⊗ b)⊗−)iz,w(z − w)n
− (∂wY (w))(1⊗ Y (z))(b⊗ a⊗−)iw,z(z − w)n
+Resz
((
∂zY (z)
)(
1⊗ Y (w))(S(z − w)(a⊗ b)⊗−) iz,w(z − w)n
− Y (w)
(
1⊗ (∂zY (z)))(b⊗ a⊗−) iw,z(z − w)n).
Definition 2.4.4. Let (V, |0〉, Y, T,S) be a braided topologically free K[[h]]-module.
For any a, b ∈ V and n ∈ Z, we define
aS(n)b = Resz
(
znY (z)S(z)(a⊗ b)) = Resz(znY op(z)(a⊗ b)) (2.106)
(cf. Lemma 2.2.4).
Lemma 2.4.9. Y (a, z)S(n)Y (b, z)|0〉|z=0 = aS(n)b for any a, b ∈ V .
Proof. One has
Y (a,w)S(n)Y (b, w)|0〉|w=0
= Resz
(
Y (z)
(
1⊗ Y (w))(S(z − w)(a⊗ b)⊗ |0〉)iz,w(z − w)n
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− Y (w)(1⊗ Y (z))(b⊗ a⊗ |0〉)iw,z(z − w)n)|w=0
= Resz
(
Y (z)
(
1⊗ Y (w))(S(z − w)(a⊗ b)⊗ |0〉)iz,w(z − w)n)|w=0
where the last equality holds because there are no negative powers of z in the
expression Y (w)
(
1⊗ Y (z))(b⊗ a⊗ |0〉)iw,z(z − w)n.
Moreover Y (z)
(
1⊗Y (w))(S(z−w)(a⊗ b)⊗|0〉)iz,w(z−w)n is regular in w therefore
Resz
(
Y (z)
(
1⊗ Y (w))(S(z − w)(a⊗ b)⊗ |0〉)iz,w(z − w)n)|w=0
= Resz
(
Y (z)
(
1⊗ Y (w))(S(z − w)(a⊗ b)⊗ |0〉)iz,w(z − w)n)|w=0)
= Resz
(
Y (z)S(z)(a⊗ b)zn)
= aS(n)b.
Definition 2.4.5. Let (V, |0〉, Y, T,S) be a braided topologically free K[[h]]-module.
The following equalities are called the quantum Borcherds Identities: for any a, b, c ∈
V and n ∈ Z,
Y (z)
(
1⊗ Y (w))(iz,wS(z − w)(a⊗ b)⊗ c)iz,w(z − w)n
−Y (w)(1⊗ Y (z))(b⊗ a⊗ c)iw,z(z − w)n
=
∑
j∈Z+
Y (w)
(
aS(n+j)b⊗ c
) ∂jwδ(z, w)
j!
(2.107)
Definition 2.4.6. Let (V, |0〉, Y, T,S) be a braided topologically free K[[h]]-module.
The quantum n-products identities are satisfied if, for any a, b, c ∈ V and n ∈ Z, one
has (
Y (a,w)S(n)Y (b, w)
)
(c) = Y (w)
(
aS(n)b⊗ c
)
. (2.108)
Lemma 2.4.10. Let (V, |0〉, Y, T,S) be a braided topologically free K[[h]]-module.
The quantum Borcherds Identities (2.107) hold for any a, b ∈ V and n ∈ Z if and
only if the n-products identities (2.108) and the S-locality (2.10) hold.
Proof. Since the left hand side of equation 2.107 is local (by S-locality 2.10), using
the Decomposition Theorem 1.1.7, one has
Y (z)
(
1⊗ Y (w))(iz,wS(z − w)(a⊗ b)⊗ c)iz,w(z − w)n
−Y (w)(1⊗ Y (z))(b⊗ a⊗ c)iw,z(z − w)n
=
∑
j≥0
cj(w)∂
j
wδ(z, w)
j! mod h
M
(2.109)
where
cj(w) = Resz
(
Y (z)
(
1⊗ Y (w))(iz,wS(z − w)(a⊗ b)⊗ c)iz,w(z − w)n+j
− Y (w)(1⊗ Y (z))(b⊗ a⊗ c)iw,z(z − w)n+j)
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=
(
Y (a,w)S(n+j)Y (b, w)
)
(c).
Moreover, since equation (2.109) holds for any M ∈ Z+, one has
Y (z)
(
1⊗ Y (w))(iz,wS(z − w)(a⊗ b)⊗ c)iz,w(z − w)n
−Y (w)(⊗ Y (z))(b⊗ a⊗ c)iw,z(z − w)n
=
∑
j≥0
cj(w)
∂jwδ(z, w)
j! .
It follows that
Y (z)
(
1⊗ Y (w))(S(z − w)(a⊗ b)⊗ c)iz,w(z − w)n
−Y (w)(1⊗ Y (z))(b⊗ a⊗ c)iw,z(z − w)n
=
∑
j∈Z+
(
Y (a,w)S(n+j)Y (b, w)
)
(c) ∂
j
wδ(z, w)
j! .
(2.110)
If the n-product Identities (2.108) hold, the quantum Borcherds Identities (2.107)
hold. Indeed, as
(
Y (a,w)S(n+j)Y (b, w)
)
(c) = Y (w)
(
aS(n+j)b ⊗ c
)
for any j ≥ 0,
equation (2.110) becomes
Y (z)
(
1⊗ Y (w))(S(z − w)(a⊗ b)⊗ c)iz,w(z − w)n
−Y (w)(1⊗ Y (z))(b⊗ a⊗ c)iw,z(z − w)n
=
∑
j∈Z+
Y (w)
(
aS(n+j)b⊗ c
) ∂jwδ(z, w)
j! .
On the converse, if the quantum Borcherds Identities (2.107) hold, then the n-product
Identities (2.108) hold because taking the residue Resz on both sides of equation
(2.107), the right hand side is
∑
j≥0
(
0
j
)
Y (w)
(
aS(n+j)b⊗ c
)
w−j = Y (w)
(
aS(n)b⊗ c
)
and the left hand side is
(
Y (a,w)S(n+j)Y (b, w)
)
(c). Moreover, for any M ∈ Z+,
aS(n)b = 0 mod hM for n  0 because aS(n)b = Resz
(
znY op(z)(a ⊗ b)). Thus the
S-locality holds.
Using Lemma 2.4.10, one shows that the quantum vertex algebras of Theorems
2.3.8 and 2.3.10 satisfy the quantum Borcherds Identities.
Proposition 2.4.11. The quantum vertex algebra defined in Theorem 2.3.8 satisfies
the quantum Borcherds Identities (2.107).
Proof. By equations (2.79) and (2.80), the quantum n-products are given by the
following:(
Y (T+n (u)|0〉, w)S(l)Y (T+m (v)|0〉, w)
)
T+k (v¯)|0〉
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= Resz
(
Y (z)
(
1⊗ Y (w))S45(z − w)(T+n 14(u)T+m25(v)T+k 36(v¯)|0〉 ⊗ |0〉 ⊗ |0〉)iz,w(z − w)l
− Y (w)(1⊗ Y (z))(4 5)(T+n 14(u)T+m25(v)T+k 36(v¯)|0〉 ⊗ |0〉 ⊗ |0〉)iw,z(z − w)l)
= Resz
(
iz,w
lr(( lr
R12nm(u|v|z − w − hc)
)−1) rl(( rl
R13nk(u|v¯|z + hc)
)−1) ·
· rl(( rlR23mk(v|v¯|w + hc))−1)iz,wR12nm(u|v|z − w)T+n 14(u|z)T+m24(v|w) ·
· T+k
34(v¯)R23mk(v|v¯|w)−1R13nk(u|v¯|z)−1|0〉iz,w(z − w)l
− iw,z
lr(( lr
R12nm(u|v|z − w − hc)
)−1) rl(( rl
R13nk(u|v¯|z + hc)
)−1) ·
· rl(( rlR23mk(v|v¯|w + hc))−1)iw,zR12nm(u|v|z − w)T+n 14(u|z)T+m24(v|w) ·
· T+k
34(v¯)R23mk(v|v¯|w)−1R13nk(u|v¯|z)−1|0〉iw,z(z − w)l
= Resz
((
iz,w − iw,z
) (lr(( lr
R12nm(u|v|z − w − hc)
)−1)
R
12
nm(u|v|z − w)(z − w)l
)
·
· rl(( rlR13nk(u|v¯|z + hc))−1) rl(( rlR23mk(v|v¯|w + hc))−1)T+n 14(u|z)T+m24(v|w) ·
· T+k
34(v¯)R23mk(v|v¯|w)−1R13nk(u|v¯|z)−1|0〉
)
.
The coefficient of ur11 · · ·urnn vs11 · · · vsmm of the previous expression is a linear combi-
nation of products of two factors: the first one is obtained by
lr(( lr
R12nm(u|v|z − w − hc)
)−1)
R
12
nm(u|v|z − w)(z − w)l (2.111)
and the second one is obtained by
rl(( rl
R13nk(u|v¯|z + hc)
)−1) rl(( rl
R23mk(v|v¯|w + hc)
)−1)
T+n
14(u|z) ·
· T+m24(v|w)T+k
34(v¯)R23mk(v|v¯|w)−1R13nk(u|v¯|z)−1|0〉.
(2.112)
Modulo hM , the terms coming from (2.111) are Laurent series in z − w and the
terms coming from (2.112) have a finite number of negative powers of z and w.
It follows, using Lemma 1.1.5 on the coefficient of ur11 · · ·urnn vs11 · · · vsmm for any
r1, . . . , rn, s1, . . . , sm ∈ N, that(
Y (T+n (u)|0〉, w)S(l)Y (T+m (v)|0〉, w)
)
T+k (v¯)|0〉
= Resx
(
lr(( lr
R12nm(u|v|x− hc)
)−1)
R
12
nm(u|v|x)xl ·
· iw,x
(
rl(( rl
R13nk(u|v¯|w + x+ hc)
)−1) rl(( rl
R23mk(v|v¯|w + hc)
)−1) ·
· T+n 14(u|w + x)T+m24(v|w)T+k
34(v¯)R23mk(v|v¯|w)−1R13nk(u|v¯|w + x)−1|0〉
))
.
On the other hand one has
T+n (u)|0〉S(l)T+m (v)|0〉
2.4 Characterizations of quantum vertex algebras 69
= Resz
(
zlY (z)S45(z)(T+n 14(u)T+m25(v)|0〉 ⊗ |0〉)
= Resz
(
zl
lr((
lr
R12nm(u|v|z − hc)
)−1)
R
12
nm(u|v|z)T+n 14(u|z)T 14n (u|z + hc/2)−1 ·
· R12nm(u|v|z + hc)−1T+m24(v)R12nm(u|v|z)|0〉
)
(e1)= Resz
(
zl
lr((
lr
R12nm(u|v|z − hc)
)−1)
R
12
nm(u|v|z)T+n 14(u|z)T+m24(v)R12nm(u|v|z)−1 ·
· T 14n (u|z + hc/2)−1R12nm(u|v|z)|0〉
)
= Resz
(
zl
lr((
lr
R12nm(u|v|z − hc)
)−1)
R
12
nm(u|v|z)T+n 14(u|z)T+m24(v)R12nm(u|v|z)−1 ·
· R12nm(u|v|z)|0〉
)
= Resz
(
zl
lr((
lr
R12nm(u|v|z − hc)
)−1)
R
12
nm(u|v|z)T+n 14(u|z)T+m24(v)|0〉
)
.
Where (e1) is due to relation (2.65).
Therefore, one has
Y
(
T+n (u)|0〉S(l)T+m (v)|0〉, w
)
T+k (v¯)|0〉
= Y (w)
(
Resz
(
zl
lr(( lr
R12nm(u|v|z − hc)
)−1)
R
12
nm(u|v|z)T+n 14(u|z)T+m24(v)|0〉 ·
· T+k
35(v¯)|0〉
))
= Resz
(
zl
lr(( lr
R12nm(u|v|z − hc)
)−1)
R
12
nm(u|v|z)Y
(
T+n
14(u|w + z)T+m24(v|w), w
)
·
· T+k
34(v¯)|0〉
)
.
Moreover,
Y
(
T+n
14(u|z)T+m24(v), w
)
T+k
34(v¯)|0〉
= iw,z
(
rl(( rl
R13nk(u|v¯|w + z + hc)
)−1) rl(( rl
R23mk(v|v¯|w + hc)
)−1) ·
· T+n 14(u|w + z)T+m24(v|w)T+k
34(v¯)R23mk(v|v¯|w)−1R13nk(u|v¯|w + z)−1|0〉
)
.
Indeed, T+n
14(u|w + z) = iw,zT+n 14(u|w + z) because T+(u) has only nonnegative
powers of u, and the following equalities hold because of relation (2.65):
Y
(
T+n
14(u|z)T+m24(v), w
)
R
23
mk(v|v¯|w + hc)−1iw,zR13nk(u|v¯|w + z + hc)−1 ·
· T+k
34(v¯)|0〉
= T+n
14(u|w + z)T+m24(v|w)T 24m (v|w + hc/2)−1iw,zT 14n (u|w + z + hc/2)−1 ·
· R23mk(v|v¯|w + hc)−1iw,zR13nk(u|v¯|w + z + hc)−1T+k
34(v¯)|0〉
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= T+n
14(u|w + z)T+m24(v|w)T 24m (v|w + hc/2)−1R23mk(v|v¯|w + hc)−1T+k
34(v¯) ·
· iw,zR13nk(u|v¯|w + z)−1|0〉
= T+n
14(u|w + z)T+m24(v|w)T+k
34(v¯)R23mk(v|v¯|w)−1iw,zR13nk(u|v¯|w + z)−1|0〉.
It follows that
Y
(
T+n (u)|0〉, w
)S
(l)Y
(
T+m (v)|0〉, w
)
T+k
34(v¯)|0〉
= Resz
(
zl
lr(( lr
R12nm(u|v|z − hc)
)−1)
R
12
nm(u|v|z) ·
· iw,z
( rl(( rl
R13nk(u|v¯|w + z + hc)
)−1) rl(( rl
R23mk(v|v¯|w + hc)
)−1) ·
· T+n 14(u|w + z)T+m24(v|w)T+k
34(v¯)R23mk(v|v¯|w)−1R13nk(u|v¯|w + z)−1|0〉
))
.
Thus, we have proved the following equality:
Y
(
T+n (u)|0〉, w
)S
(l)Y
(
T+m (v)|0〉, w
)
= Y
(
T+n (u)S(l)T+m (v)|0〉, w
)
.
Proposition 2.4.12. The quantum vertex algebra defined in Theorem 2.3.10 satisfies
the quantum Borcherds Identities (2.107).
Proof. Using the computations in the proof of Theorem 2.3.10, the quantum n-
products are the following:(
Y
(
T+n (u)|0〉, w
)S
(l)Y
(
T+m (v)|0〉, w
))
T+k (v¯)|0〉
= Resz
(
Y (z)
(
1⊗ Y (w))S34(z − w)(T+n 14(u)T+m25(v)T+k 36(v¯)|0〉 ⊗ |0〉 ⊗ |0〉)iz,w(z − w)l
− Y (w)(1⊗ Y (z))(4 5)(T+n 14(u)T+m25(v)T+k 36(v¯)|0〉 ⊗ |0〉 ⊗ |0〉)iw,z(z − w)l)
= Resz
(
T+m
24(v|w)T+n 14(u|z)T+k
34(v¯)|0〉(iz,w − iw,z)(z − w)l
)
.
Therefore, by Lemma 1.1.2, one has
Y
(
T+n (u)|0〉, w
)S
(l)Y
(
T+m (v)|0〉, w
)
= 0.
if l ≥ 0, and, if l < 0, one has(
Y
(
T+n (u)|0〉, w
)S
(l)Y
(
T+m (v)|0〉, w
))
T+k (v¯)|0〉
= Resz
(
T+m
24(v|w)T+n 14(u|z)T+k
34(v¯)|0〉∂
−l−1
w δ(z, w)
(−l − 1)!
)
= T+m
24(v|w)Resz
(
T+n
14(u|z)∂
−l−1
w δ(z, w)
(−l − 1)!
)
T+k
34(v¯)|0〉
= T+m
24(v|w)∂
−l−1
w T
+
n
14(u|w)
(−l − 1)! T
+
k
34(v¯)|0〉.
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On the other side, one has
T+n (u)|0〉S(l)T+m (v)|0〉 = Resz
(
zlY (z)S(z)(T+n 13(u)T+m24(v)|0〉 ⊗ |0〉))
= Resz
(
zlR
12
nm(u|v|z)T+n 13(u|z)T+m23(v)R12nm(u|v|z)−1|0〉
)
= Resz
(
zlT+m
23(v)T+n
13(u|z)|0〉
)
where the last equality is due to relation (2.64). Note that
T+n (u)|0〉S(l)T+m (v)|0〉 = 0 for l ≥ 0
because T+n
13(u|z) has only non-negative powers of z.
Thus, we only need to study the case of l < 0:
Y
(
T+n (u)|0〉S(l)T+m (v)|0〉, w
)
= Y
(
Resz
(
zlT+m
23(v)T+n
13(u|z)|0〉), w)
= ReszzlY
(
T+m
23(v)T+n
13(u|z)|0〉, w)
= Resz
(
zlT+m
23(v|w)T+n 13(u|w + z)|0〉
)
= T+m
23(v|w)Resz
(
zlT+n
13(u|w + z))|0〉
= T+m
23(v|w)∂
−l−1
w T
+
n
13(u|w)
(−l − 1)! |0〉.
Comparing the obtained results, it follows that
T+n (u|w)|0〉S(l)T+m (v|w)|0〉 = Y
(
T+n (u)|0〉S(l)T+m (v)|0〉, w
)
.
The examples defined in Theorems 2.3.8 and 2.3.10 are not isolated cases. Indeed,
as shown in the following theorem, the quantum Borcherds Identities hold for any
braided vertex algebra which satisfies the Associativity Relation (2.27).
Theorem 2.4.13. A braided topologically free K[[h]]-module satisfies the S-locality
(2.10) (i.e it is a braided vertex algebra) and the Associativity Relation (2.27) if and
only if the quantum Borcherds Identities (2.107) hold. In particular the quantum
Borcherds Identities (2.107) hold in any quantum vertex algebra.
Lemma 2.4.14. In a braided topologically free K[[h]]-module satisfying Y S = Y op,
the Associativity Relation (2.27) holds if and only if, for any a, b, c ∈ V and M ∈ Z+,
there exists L′ ≥ 0 such that
(z + w)L′iz,wY (z + w)
(
1⊗ Y (w))(S(z)(a⊗ b)⊗ c)
= (z + w)L′Y (w)
(
Y op(z)⊗ 1)(a⊗ b⊗ c) mod hM . (2.113)
Proof. By definition of S, there exist s ∈ Z+, K ∈ Z, ai, bi ∈ V and fik ∈ K for
i = 1, . . . , s and k ≥ K such that S(z)(a ⊗ b) = ∑si=1∑k≥K ai ⊗ bifikzk mod hM .
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If the Associativity Relation (2.27) holds, for any M ∈ Z+ and i = 1, . . . , s, there
exists Li ≥ 0 such that, for any c ∈ V ,
(z + w)Liiz,wY (z + w)
(
1⊗ Y (w))(ai ⊗ bi ⊗ c)
= (z + w)LiY (w)
(
Y (z)⊗ 1)(ai ⊗ bi ⊗ c) mod hM . (2.114)
In particular, for L′ ≥ max{Li}i=1,...,s one has
(z + w)L′iz,wY (z + w)
(
1⊗ Y (w))(ai ⊗ bi ⊗ c)
= (z + w)L′Y (w)
(
Y (z)⊗ 1)(ai ⊗ bi ⊗ c) mod hM . (2.115)
Since the left hand side of equation (2.115) lies in Vh((z))((w)) and the right hand
side lies in Vh((w))((z)), one can multiply both sides by fikzk and sum on i = 1, . . . , s
and k ≥ K obtaining
s∑
i=1
∑
k≥K
(z + w)L′iz,wY (z + w)
(
1⊗ Y (w))(ai ⊗ bifikzk ⊗ c)
=
s∑
i=1
∑
k≥K
(z + w)L′Y (w)
(
Y (z)⊗ 1)(ai ⊗ bifikzk ⊗ c)
=
s∑
i=1
(z + w)L′Y (w)
(
Y (z)⊗ 1)(S(z)(a⊗ b)⊗ c) mod hM .
Then, as Y S = Y op, one has
(z + w)L′iz,wY (z + w)
(
1⊗ Y (w))(S(z)(a⊗ b)⊗ c)
= (z + w)L′Y (w)
(
Y op(z)⊗ 1)(a⊗ b⊗ c) mod hM .
The converse follows in a similar way because, for suitable a′j , b′j ∈ V and f ′jk ∈ K,
one has
S−1(z)(a⊗ b) =
s′∑
j=1
∑
k≥K′
a′j ⊗ b′jf ′jkzk mod hk.
Thus, one can do similar operations with equation (2.113).
We can now prove Theorem 2.4.13.
Proof. Let (V, |0〉, Y, T,S) be a braided vertex algebra which satisfies the Associativ-
ity Relation (2.27). By S-locality (2.10), for any M ∈ Z+, there exists N ≥ 0, such
that
(z − w)NY (z)(1⊗ Y (w))(S(z − w)(a⊗ b)⊗ c)
= (z − w)NY (w)(1⊗ Y (z))(b⊗ a⊗ c) mod hM .
By the Associativity Relation (2.27) and Lemma 2.4.14, for any a, b, c ∈ V and
M ∈ Z+, there exists L′ ≥ 0 such that
(z + w)L′iz,wY (z + w)
(
1⊗ Y (w))(S(z)(a⊗ b)⊗ c)
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= (z + w)L′Y (w)
(
Y op(z)⊗ 1)(a⊗ b⊗ c) mod hM .
Therefore, by Lemma 1.1.8, the following equation holds:
iz,wδ(x,z − w)Y (z)
(
1⊗ Y (w))(S(z − w)(a⊗ b)⊗ c)
−iw,zδ(x, z − w)Y (w)
(
1⊗ Y (z))(b⊗ a⊗ c)
= iz,xδ(w, z − x)Y (w)
(
Y op(x)⊗ 1)(a⊗ b⊗ c) mod hM .
Since V is a topologically free K[[h]]-module, it is separated (cf. Section 2.1). It
follows that
iz,wδ(x,z − w)Y (z)
(
1⊗ Y (w))(S(z − w)(a⊗ b)⊗ c)
−iw,zδ(x, z − w)Y (w)
(
1⊗ Y (z))(b⊗ a⊗ c)
= iz,xδ(w, z − x)Y (w)
(
Y op(x)⊗ 1)(a⊗ b⊗ c). (2.116)
Multiplying equation (2.116) by xn and taking the residue Resx, the left hand side
is
Y (z)
(
1⊗ Y (w))(iz,wS(z − w)(a⊗ b)⊗ c)iz,w(z − w)n
− Y (w)(1⊗ Y (z))(b⊗ a⊗ c)iw,z(z − w)n
and the right hand side is
Resx
(
xniz,xδ(w, z − x)Y (w)
(
Y op(x)⊗ 1)(a⊗ b⊗ c))
= Resx
(
xne−x∂zδ(w, z)Y (w)
(
Y op(x)⊗ 1)(a⊗ b⊗ c))
= Resx
(
xne−x∂zδ(z, w)Y (w)
(
Y op(x)⊗ 1)(a⊗ b⊗ c))
=
∑
l≥0
(−1)l∂lzδ(z, w)
l! Y (w)
(
aS(n+l)b⊗ c
)
=
∑
l≥0
Y (w)
(
aS(n+l)b⊗ c
)∂lwδ(z, w)
l! .
Therefore, one has
Y (z)
(
1⊗ Y (w))(iz,wS(z − w)(a⊗ b)⊗ c)iz,w(z − w)n
−Y (w)(1⊗ Y (z))(b⊗ a⊗ c)iw,z(z − w)n
=
∑
l≥0
Y (w)
(
aS(n+l)b⊗ c
)∂lwδ(z, w)
l! .
On the other hand if (V, |0〉, Y, T,S) is a braided topologically free K[[h]]-module
satisfying the quantum Borcherds Identities (2.107), multiplying both sides of the
quantum n-Borcherds Identity for by x−n−1 and summing over n ∈ Z, the left hand
side becomes
iz,wδ(x,z − w)Y (z)
(
1⊗ Y (w))(S(z − w)(a⊗ b)⊗ c)
−iw,zδ(x, z − w)Y (w)
(
1⊗ Y (z))(b⊗ a⊗ c)
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and the right hand side becomes
∑
n∈Z
x−n−1
∑
l≥0
Y (w)
(
aS(n+l)b⊗ c
)∂lwδ(z, w)
l!
=
∑
l≥0
Y (w)
(∑
n∈Z
aS(n+l)b x
−n−l−1 ⊗ c
)xl∂lwδ(z, w)
l!
=
∑
l≥0
Y
(
Y op(x)(a⊗ b), w
)
c
xl∂lwδ(z, w)
l!
= iz,xδ(w, z − x)Y (w)
(
Y op(x)⊗ 1)(a⊗ b⊗ c).
By Lemma 1.1.8, since Y (z)(a ⊗ c) ∈ Vh((z)) and Y (x)(b ⊗ a) ∈ Vh((x)), the
Associativity Relation (2.27) and the S-locality on any vector follow. In particular,
it follows the S-locality on the vacuum. Thus Y S = Y op, by Lemma 2.2.7, and the
S-locality follows by Theorem 2.4.5.
Note that, in the proof of Theorem 2.4.13, we have proved the equivalence
of equation (2.116) and the Borcherds Identities (2.107). Therefore, one has the
following corollary:
Corollary 2.4.15. The Borcherds Identities (2.107) are equivalent to the equation
(2.116).
Moreover, switching in equation (2.116), the variables a and b, the parameters z
and w and renaming x as −x, the left hand side becomes
iw,zδ(−x,w − z)Y (w)
(
1⊗ Y (z))(S(w − z)(b⊗ a)⊗ c)
− iz,wδ(−x,w − z)Y (z)
(
1⊗ Y (w))(a⊗ b⊗ c)
= iz,wδ(x, z − w)Y (z)
(
1⊗ Y (w))(a⊗ b⊗ c)
− iw,zδ(x, z − w)Y (w)
(
1⊗ Y (z))(S(w − z)(b⊗ a)⊗ c)
and the right hand side becomes
iw,xδ(z, w + x)Y (z)
(
Y op(−x)⊗ 1)(b⊗ a⊗ c)
= iz,xδ(z − x,w)Y (z)
(
e−xTY (x)⊗ 1)(a⊗ b⊗ c)
= iz,xδ(w, z − x)Y (z − x)
(
Y (x)⊗ 1)(a⊗ b⊗ c)
= iz,xδ(w, z − x)Y (w)
(
Y (x)⊗ 1)(a⊗ b⊗ c)
where we used the definition of Y op and the property ∂zY (z) = Y (z)(T ⊗ 1) (cf.
Corollary 2.2.8). We have therefore proved the following lemma:
Lemma 2.4.16. Equation (2.116) is equivalent to the following equation:
iz,wδ(x, z − w)Y (z)
(
1⊗ Y (w))(a⊗ b⊗ c)
−iw,zδ(x, z − w)Y (w)
(
1⊗ Y (z))(S(w − z)(b⊗ a)⊗ c)
= iz,xδ(w, z − x)Y (w)
(
Y (x)⊗ 1)(a⊗ b⊗ c). (2.117)
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The equation (2.117) first appeared in [L10].
Combining the previous results, we have proved the following theorem:
Theorem 2.4.17. Let (V, |0〉, Y, T,S) be a braided topologically free K[[h]]-module.
The following statements are equivalent:
1. V is a braided vertex algebra which satisfies the Associativity Relation (2.27);
2. the S-Jacobi Identity (2.117) holds;
3. Y satisfies the Associativity Relation (2.27) and the equation Y S = Y op;
4. the quantum Borcherds Identities (2.107) hold;
5. the quantum n-products Identities (2.108) and the S-locality hold.
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Chapter 3
Drinfeld’s notes on universal
triangular R-matrices
In this chapter we present the Drinfeld’s notes on existence and uniqueness of
universal triangular R-matrices in every detail. In Section 3.1 we review the concepts
of algebra, coalgebra, bialgebra, Hopf algebra, topological Hopf algebra and Lie
bialgebra. The main body of the notes is in Sections 3.2 and 3.3 in which we deal
with the triangular case and in Section 3.5 where we slightly modify the previous
arguments to be ready to deal with the pseudotriangular case. In Section 3.4 we give
some considerations on Section 3.3. The main theorem proved by V. G. Drinfeld
is Theorem 3.3.11 at the end of Section 3.3. As a tribute to V. G. Drinfeld, we
name Sections 3.2, 3.3 and 3.5 with the names he gives to these parts in his notes
“Question and Answer 46”, “Question and Answer 47” and “Question and Answer 47’
” and we keep his organization of the sections with a question followed by its answer.
3.1 Hopf algebras
In this section we follow [Kas, Chapter III, Chapter XVI]. Let K be a field.
Definition 3.1.1. An algebra is a triple (A,µ, η), where A is a K-vector space and
µ : A⊗A→ A and η : K→ A are K-linear maps such that the following diagrams
commute:
A⊗A⊗A A⊗A
A⊗A A
µ⊗1
1⊗µ µ
µ
(3.1)
78 3. Drinfeld’s notes on universal triangular R-matrices
and
K⊗A A⊗A A⊗K
A
η⊗1
∼= µ
1⊗η
∼= (3.2)
The map µ is called product and the map η is called unit.
A homomorphism of algebras f : (A,µ, η)→ (A′, µ′, η′) is a linear map from A to
A′ such that
µ′ ◦ (f ⊗ f) = f ◦ µ and f ◦ η = η′.
Definition 3.1.2. A coalgebra is a triple (C,∆, ε), where C is a K-vector space and
∆ : C → C ⊗ C and η : C → K are K-linear maps such that the following diagrams
commute:
C C ⊗ C
C ⊗ C C ⊗ C ⊗ C
∆
∆ 1⊗∆
∆⊗1
(3.3)
and
K⊗ C C ⊗ C C ⊗K
C
ε⊗1 1⊗ε
∆
∼= ∼=
(3.4)
The map ∆ is called coproduct and the map ε is called counit.
We say that a coalgebra is cocommutative if the following triangle commutes
C
C ⊗ C C ⊗ C
∆ ∆
τC,C
(3.5)
where τC,C : C ⊗ C → C ⊗ C is the linear map defined as τC,C(c⊗ c′) = c′ ⊗ c for
any c, c′ ∈ C.
A homomorphism of coalgebras f : (C,∆, ε)→ (C ′,∆′, ε′) is a linear map from C to
C ′ such that
(f ⊗ f) ◦∆ = ∆′ ◦ f and ε = ε′ ◦ f.
In the following we will denote τC,C also as (1 2) (this notation will be useful
when we won’t have only swaps).
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For any coalgebra (C,∆, ε), we denote with ∆op the opposite coproduct defined as
∆op = (1 2)∆.
In particular, note that a coalgebra is cocommutative if ∆op = ∆.
Theorem 3.1.1. Let H be a vector space equipped simultaneously with an algebra
structure (H,µ, η) and a coalgebra structure (H,∆, ε). The following statements are
equivalent:
1. the maps µ and η are homomorphisms of coalgebras;
2. the maps ∆ and ε are homomorphisms of algebras.
Definition 3.1.3. A bialgebra is a quintuple (H,µ, η,∆, ε) where (H,µ, η) is an
algebra, (H,∆, ε) is a coalgebra verifying the equivalent conditions of Theorem 3.1.1.
A homomorphism of bialgebras is a homomorphism for the underlying structures of
algebra and coalgebra.
Definition 3.1.4. A Hopf algebra (H,µ, η,∆, ε, S) is a bialgebra (H,µ, η,∆, ε)
endowed with a K-linear map S : H → H such that
µ ◦ (S ⊗ 1) ◦∆ = µ ◦ (1⊗ S) ◦∆ = η ◦ ε. (3.6)
The map S is called antipode.
A homomorphism of Hopf algebras is a homomorphism of bialgebras commuting
with the antipodes.
Theorem 3.1.2. Let (H,µ, η,∆, ε, S) be a Hopf algebra. The antipode S satisfies
S(xy) = S(y)S(x) and S(1) = 1
for any x, y ∈ H and
(S ⊗ S) ◦∆ = ∆op ◦ S and ε ◦ S = ε.
Example 3.1.1. Let g be a Lie algebra over the field K. The universal enveloping
algebra U(g) is a Hopf algebra with the following maps: ∆ : U(g) → U(g) ⊗ U(g)
and ε : U(g)→ K are the homomorphisms of algebras defined on any x ∈ g as
∆(x) = x⊗ 1 + 1⊗ x and ε(x) = 0.
The antipode S : U(g)→ U(g) is defined on any x ∈ g as
S(x) = −x
and then extended on U(g) using Theorem 3.1.2.
Remark 3.1.3. We point out that the Hopf algebra of the previous example is
cocommutative.
80 3. Drinfeld’s notes on universal triangular R-matrices
Similarly, one can define a topological algebra, topological coalgebra, topological
bialgebra and topological Hopf algebra replacing, in the previous definitions, the
underlying spaces with topologically free K[[h]]-modules, the field K with the ring
K[[h]] and all the tensor products with h-adic completed tensor products (cf. Section
2.1).
Definition 3.1.5. A topological Hopf algebra H is said to be a deformation of the
Hopf algebra H ′ if H/hH ∼= H ′ as Hopf algebras.
Definition 3.1.6. A Lie bialgebra (g, [ , ], δ) over the field K is a triple which
satisfies:
1. (g, [ , ]) is a Lie algebra;
2. δ is a linear map δ : g→ Λ2g such that the following coJacobi Identity holds:
(δ ∧ 1) ◦ δ = 0; (3.7)
3. δ satisfies the 2-cocycle condition
δ
(
[x, y]
)
= x.δ(y)− y.δ(x) (3.8)
for any x, y ∈ g.
Here we denote with δ ∧ 1 the map in Hom (Λ2g,Λ3g) defined as (δ ∧ 1)(a ∧ b) =
δ(a) ∧ b− δ(b) ∧ a. And we denote with “.” the adjoint action of g on Λ2g:
x.(x1 ∧ x2) = [x, x1] ∧ x2 + x1 ∧ [x, x2].
Definition 3.1.7. Let H be a topological Hopf algebra. We say that H is a
quantization of a Lie bialgebra (g, [ , ], δ) over K if the following conditions hold:
1. H/hH ∼= U(g) as Hopf algebras over K (i.e. H is a deformation of the Hopf
algebra U(g));
2. δ(x) ≡ ∆(x)−∆op(x)h mod h.
3.2 Question and Answer 46
Let (g, [ , ], δ) be a complex Lie bialgebra and let H be a quantization of (g, [ , ], δ)
(cf. Section 3.1).
In this section we will give an answer to the following question:
where do the obstructions to the existence and uniqueness of an element Σ ∈ H⊗̂H
which satisfies the following relations:
(1) Σ ≡ 1 mod h;
(2) ΣΣ21 = 1;
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(3) (∆⊗ 1)(Σ)Σ12 = (1⊗∆)(Σ)Σ23;
(4) ∆op(a) = Σ−1∆(a)Σ;
lie?
We recall that an element Σ ∈ H⊗̂H which satisfies Conditions (1) - (4) is called
a coboundary structure of H.
In the following, for any A1 ⊗ · · · ⊗ An in U(g)⊗n and σ in the symmetric
group Sn, we denote σ(A1 ⊗ · · · ⊗ An) = Aσ−1(1) ⊗ · · · ⊗ Aσ−1(n). Since H⊗̂n ∼=
U(g)⊗n[[h]], we will often think of any element B ∈ H⊗̂n as B = ∑i≥0Bihi where
Bi ∈ U(g)⊗n. Moreover, for any a ∈ U(g), we write ∆(a) = ∑i≥0 ∆i(a)hi where
∆i : U(g) → U(g) ⊗ U(g). Similarly we write ∆op(a) = ∑i≥0 ∆opi (a)hi where
∆opi : U(g) → U(g) ⊗ U(g) is defined as ∆opi (a) = (1 2)∆i(a). In particular, since
H/hH ∼= U(g) as a Hopf algebra, ∆0 is the coproduct of U(g) and ∆op0 = ∆0 because
of the cocommutativity of the coproduct of U(g) (cf. Section 3.1).
Let n be a positive integer and Σ be an element of H⊗̂H ∼= (U(g)⊗ U(g))[[h]]
(cf. Section 2.1) satisfying:
(i) Σ ≡ 1 mod h;
(ii) ΣΣ21 ≡ 1 mod hn;
(iii) (∆⊗ 1)(Σ)Σ12 ≡ (1⊗∆)(Σ)Σ23 mod hn;
(iv) ∆op(a) ≡ Σ−1∆(a)Σ mod hn.
Conditions (ii) - (iv) are satisfied for n = 1 because Σ ≡ 1 mod h and ∆0 is the
coproduct of U(g). We want to modify Σ without changing it mod hn in order to
have Conditions (ii) - (iv) satisfied mod hn+1.
First, let us fix Condition (ii). We are looking for an element f ∈ U(g)⊗ U(g) such
that
(Σ + f hn)(Σ + f hn)21 ≡ 1 mod hn+1. (3.9)
Conditions (i) and (ii) imply
(Σ+f hn)(Σ + f hn)21 = 1 +
(
(ΣΣ21)n + f + f21)hn +O(hn+1
)
.
It follows that one can modify Σ as Σ′ = Σ + fhn such that Σ′Σ′21 ≡ 1 mod hn+1
if and only if (ΣΣ21)n is symmetric. In that case, we set f = −12(ΣΣ21)n. The
symmetry of (ΣΣ21)n is the content of the following proposition:
Proposition 3.2.1. (ΣΣ21)n is symmetric.
Lemma 3.2.2. If ΣΣ21 ≡ 1 mod hn, then
Σ21l =
∑
i1+...+ik=l
i1,...,ik≥1
(−1)kΣi1 · · ·Σik
for any l such that 1 ≤ l < n. Recall also that Σ210 = 1.
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Proof. Since Σ ≡ 1 mod h, Σ0 = 1 from which Σ210 = 1. If n = 1 we have no more
information about Σ21. So let us suppose n ≥ 2 and let us proceed by induction
on l. If l = 1, by ΣΣ21 ≡ 1 mod h2 one has Σ211 = −Σ1. We must show it is true
for l if it is true for any l˜ < l. As l < n one has ΣΣ21 ≡ 1 mod hl+1 from which
Σl + Σ21l +
∑l−1
j=1 ΣjΣ21l−j = 0. Then, by induction, one has
Σ21l = −Σl −
l−1∑
j=1
ΣjΣ21l−j
= −Σl +
l−1∑
j=1
∑
i1+...+ik=l−j
i1,...,ik≥1
(−1)k+1ΣjΣi1 · · ·Σik
=
∑
i1+...+is=l
i1,...,is≥1
(−1)sΣi1 · · ·Σis .
Proof. By Lemma 3.2.2 one has
(ΣΣ21)n = Σn + Σ21n +
n−1∑
j=1
ΣjΣ21n−j
= Σn + Σ21n +
n−1∑
j=1
∑
i1+...+ik=n−j
i1,...,ik≥1
(−1)kΣjΣi1 · · ·Σik
= Σ21n −
∑
i1+...+ik=n
i1,...,ik≥1
(−1)kΣi1 · · ·Σik .
Expanding (Σ21Σ)n in the same way we obtain the same result.
Therefore Σ− hn(ΣΣ21)n/2 satisfies Condition (ii) mod hn+1. Let us redefine Σ as
Σ− hn(ΣΣ21)n/2.
Remark 3.2.3. After this modification the freedom in choosing Σ reduces to elements
of Λ2U(g)
By Condition (iii) there exists an element δ in U(g)⊗3 such that
(∆⊗ 1)(Σ)Σ12 ≡ (1⊗∆)(Σ)Σ23 + δhn mod hn+1.
We want to modify Σ as Σ′ = Σ + ghn with g ∈ Λ2U(g) such that
(∆⊗ 1)(Σ′)Σ′12 ≡ (1⊗∆)(Σ′)Σ′23mod hn+1. (3.10)
This is equivalent to the following equation on g
δ = (1⊗∆0)(g) + g23 − (∆0 ⊗ 1)(g)− g12 (3.11)
which we want to solve. To prove the equivalence of equations (3.10) and (3.11) just
note that(
(∆⊗ 1)(Σ + ghn))(Σ + ghn)12 − ((1⊗∆)(Σ + ghn))(Σ + ghn)23
≡ (δ + (∆⊗ 1)(g) + g12 − (1⊗∆)(g)− g23)hn mod hn+1.
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Lemma 3.2.4. The following equation holds:
(1⊗∆0)(g) + g23− (∆0⊗ 1)(g)− g12 = (1 3)
(
(1⊗∆0)(g) + g23− (∆0⊗ 1)(g)− g12
)
.
Proof. Since g ∈ Λ2U(g) and ∆0 is cocommutative, one has
(1 3)
(
(1⊗∆0)(g) + g23 − (∆0 ⊗ 1)(g)− g12
)
=
(
(∆op0 ⊗ 1)(g21) + g21 − (1⊗∆op0 )(g21)− g32)
=
(− (∆op0 ⊗ 1)(g)− g + (1⊗∆op0 )(g) + g23)
=
(− (∆0 ⊗ 1)(g)− g + (1⊗∆0)(g) + g23).
Therefore a necessary condition for this new modification is δ to satisfy the condition
δ = (1 3)δ. This holds by the following proposition:
Proposition 3.2.5. The element δ ∈ U(g)⊗3 satisfies the equation:
δ = (1 3)δ. (3.12)
Lemma 3.2.6. The following equation holds:
Σ12(∆op ⊗ 1)(Σ) ≡ Σ23(1⊗∆op)(Σ) + δ hn mod hn+1. (3.13)
Proof. By Condition (i) one has
Σ12(∆op ⊗ 1)(Σ)− Σ23(1⊗∆op)(Σ)
= Σ12(∆op ⊗ 1)
(
1 +
∑
i≥1
Σihi
)
− Σ23(1⊗∆op)
(
1 +
∑
i≥1
Σihi
)
= Σ12 +
∑
i≥1
Σ12(∆op ⊗ 1)(Σi)hi − Σ23 −
∑
i≥1
Σ23(1⊗∆op)(Σi)hi.
Then one concludes using condition (iv) indeed
Σ12 +
∑
i≥1
Σ12(∆op ⊗ 1)(Σi)hi − Σ23 −
∑
i≥1
Σ23(1⊗∆op)(Σi)hi
= Σ12 +
∑
i≥1
(
(∆⊗ 1)(Σi)Σ12 +O(hn)
)
hi
− Σ23 −
∑
i≥1
(
(1⊗∆)(Σi)Σ23 +O(hn)
)
hi
= Σ12 +
∑
i≥1
(∆⊗ 1)(Σi)Σ12hi
− Σ23 −
∑
i≥1
(1⊗∆)(Σi)Σ23hi +O(hn+1)
= (∆⊗ 1)(Σ)Σ12 − (1⊗∆)(Σ)Σ23 +O(hn+1)
= δ hn +O(hn+1).
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Proof. Taking the inverse of equation (3.13) one has
(∆op ⊗ 1)(Σ−1)(Σ12)−1 ≡ (1⊗∆op)(Σ−1)(Σ23)−1 − δ hn mod hn+1
which is equivalent to
(∆op ⊗ 1)(Σ21)Σ21 ≡ (1⊗∆op)(Σ21)Σ32 − δ hn mod hn+1 (3.14)
because ΣΣ21 ≡ 1 mod hn+1. Applying the permutation (1 3) to both sides of
equation (3.14), it follows
(1⊗∆)(Σ)Σ23 ≡ (∆⊗ 1)(Σ)Σ12 − (1 3)δ hn mod hn+1.
Therefore
δ ≡ (1 3)δ mod h
which implies δ = (1 3)δ because δ ∈ U(g)⊗3.
Instead of looking for an element g ∈ Λ2U(g) satisfying equation (3.11), we can
look for an element f ∈ U(g)⊗2 satisfying equation (3.11) and then define g = f−f212
as stated in the following lemma:
Lemma 3.2.7. If f is an element of U(g)⊗2 satisfying equation (3.11), then f−f212
is an element of Λ2U(g) satisfying equation (3.11).
Proof.
(1⊗∆0)
(
f − f21
2
)
+
(
f − f21
2
)23
− (∆0 ⊗ 1)
(
f − f21
2
)
−
(
f − f21
2
)12
= 12δ −
1
2
(
(1⊗∆0)(f21) + f32 − (∆0 ⊗ 1)(f21)− f21
)
= 12δ −
1
2(1 3)
(
(∆op0 ⊗ 1)(f) + f12 − (1⊗∆op0 )(f)− f23
)
= 12δ +
1
2(1 3)
(
(1⊗∆0)(f) + f23 − (∆0 ⊗ 1)(f)− f12
)
= 12δ +
1
2(1 3)δ
= δ.
Let us consider the following cochain complex:
C U(g) U(g)⊗2 . . .d d d (3.15)
where d : C→ U(g) is the zero map and d : U(g)⊗n → U(g)⊗n+1, for n > 0, is given
by
d(x1 ⊗ · · · ⊗ xn) = 1⊗ x1 ⊗ · · · ⊗ xn +
n∑
i=1
(−1)ix1 ⊗ · · · ⊗∆0(xi)⊗ · · · ⊗ xn
+ (−1)n+1x1 ⊗ · · · ⊗ xn ⊗ 1.
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Lemma 3.2.8. The map d satisfies: d2 = 0 (i.e. it is a differential).
Proof. Let x1, . . . , xn ∈ U(g) with n > 0. One has
d2(x1 ⊗ · · · ⊗ xn) = 1⊗ 1⊗ x1 ⊗ · · · ⊗ xn
−∆0(1)⊗ x1 ⊗ · · · ⊗ xn
+
n∑
i=1
(−1)i+11⊗ x1 ⊗ · · · ⊗∆0(xi)⊗ · · · ⊗ xn
+ (−1)n+21⊗ x1 ⊗ · · · ⊗ xn ⊗ 1
+
n∑
i=1
(−1)i1⊗ x1 ⊗ · · · ⊗∆0(xi)⊗ · · · ⊗ xn
+
n∑
i=1
n+1∑
j=1
(−1)i+j(1⊗ · · · ⊗∆0
j
⊗ · · · ⊗ 1) ·
· (x1 ⊗ · · · ⊗∆0(xi)⊗ · · · ⊗ xn)
+
n∑
i=1
(−1)i+n+2x1 ⊗ · · · ⊗∆0(xi)⊗ · · · ⊗ xn ⊗ 1
+ (−1)n+11⊗ x1 ⊗ · · · ⊗ xn ⊗ 1
+
n∑
i=1
(−1)i+n+1x1 ⊗ · · · ⊗∆0(xi)⊗ · · · ⊗ xn ⊗ 1
+ (−1)n+1+n+1x1 ⊗ · · · ⊗ xn ⊗∆0(1)
+ (−1)n+1+n+2x1 ⊗ · · · ⊗ xn ⊗ 1⊗ 1
=
n∑
i=1
n+1∑
j=1
(−1)i+j(1⊗ · · · ⊗∆0
j
⊗ · · · ⊗ 1) ·
· (x1 ⊗ · · · ⊗∆0(xi)⊗ · · · ⊗ xn)
=
n∑
i=1
i−1∑
j=1
(−1)i+jx1 ⊗ · · · ⊗∆0(xj)⊗ · · ·
· · · ⊗∆0(xi)⊗ · · · ⊗ xn
+
n∑
i=1
(−1)2ix1 ⊗ · · · ⊗ (∆0 ⊗ 1)∆0(xi)⊗ · · · ⊗ xn)
+
n∑
i=1
(−1)2i+1x1 ⊗ · · · ⊗ (1⊗∆0)∆0(xi)⊗ · · · ⊗ xn)
+
n∑
i=1
n∑
j=i+1
(−1)i+j+1x1 ⊗ · · · ⊗∆0(xi)⊗ · · ·
· · · ⊗∆0(xj)⊗ · · · ⊗ xn
=
n∑
i=2
i−1∑
j=1
(−1)i+jx1 ⊗ · · · ⊗∆0(xj)⊗ · · ·
· · · ⊗∆0(xi)⊗ · · · ⊗ xn
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+
n∑
j=1
n∑
i=j+1
(−1)i+j+1x1 ⊗ · · · ⊗∆0(xj)⊗ · · ·
· · · ⊗∆0(xi)⊗ · · · ⊗ xn
=
n∑
i=2
i−1∑
j=1
(−1)i+jx1 ⊗ · · · ⊗∆0(xj)⊗ · · ·
· · · ⊗∆0(xi)⊗ · · · ⊗ xn
+
n∑
i=2
i−1∑
j=1
(−1)i+j+1x1 ⊗ · · · ⊗∆0(xj)⊗ · · ·
· · · ⊗∆0(xi)⊗ · · · ⊗ xn
= 0
from which d2 = 0.
Lemma 3.2.9. The image of g⊗n under the differential d is zero. In particular any
element of Λng is a cocycle.
Proof. It is a consequence of the definition of the coproduct ∆0: ∆0(x) = 1⊗x+x⊗1
for any x ∈ g.
Proposition 3.2.10. The cohomology of the cochain complex (3.15) is isomorphic
to Λ•g.
Proof. See Appendix A.
Let us recall the following linear map:
Alt : U(g)⊗n → U(g)⊗n
x1 ⊗ · · · ⊗ xn 7→
∑
σ∈Sn
sgn(σ) σ(x1 ⊗ · · · ⊗ xn) (3.16)
Remark 3.2.11. Alt
(
x− sgn(σ)σx) = 0 for any x ∈ U(g)⊗n and σ ∈ Sn.
Proof. One has the following equations
Alt
(
x− sgn(σ)σx) = Alt(x)− sgn(σ)Alt(σx)
= Alt(x)− sgn(σ)
∑
µ∈Sn
sgn(µσ−1)µσ−1(σx)
= Alt(x)− sgn(σ)
∑
µ∈Sn
sgn(µ)sgn(σ−1)µx
= Alt(x)−
∑
µ∈Sn
sgn(µ)µx
= 0.
Lemma 3.2.12. Alt maps coboundaries in 0 and cocycles in Λ•g.
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Proof. Let θ ∈ U(g)⊗n. Since ∆0 is cocommutative, one has
Alt
(
d(θ)
)
= Alt
(
1⊗ θ +
n∑
i=1
(−1)i(1⊗ · · · ⊗∆0
i
⊗ · · · ⊗ 1)(ψ) + (−1)n+1θ ⊗ 1
)
= Alt
((
id− sgn
(
(n n+ 1) · · · (1 2)
)
(n n+ 1) · · · (1 2)
)
(1⊗ θ)
+ 12
n∑
i=1
(−1)i
(
id− sgn((i i+ 1))(i i+ 1))(1⊗ · · · ⊗∆0
i
⊗ · · · ⊗ 1)(θ)
)
= 0.
Therefore Alt maps coboundaries in 0. Moreover, by Lemma 3.2.9 and since the
cohomology of the cochain complex (3.15) is Λ•g, by Proposition 3.2.10, the kernel
of the map d : U(g)⊗n → U(g)⊗(n+1) is ker d = Λng⊕ d(U(g)⊗n−1) for any n ≥ 0 (
U(g)⊗−1 is meant to be zero and U(g)⊗0 is meant to be C), from which Alt(ker d) =
Alt(Λng) = Λng.
Proposition 3.2.13. δ is a 3-cocycle.
Proof. Since Σ ≡ 1 mod h, one has
(∆⊗ 1⊗ 1)(∆⊗ 1)(Σ)δ123 ≡ δ123 mod h,
(1⊗∆⊗ 1)(δ)Σ23 ≡ (1⊗∆⊗ 1)(δ) mod h,
(1⊗∆⊗ 1)(1⊗∆)(Σ)δ234 ≡ δ234 mod h.
It follows
hn
(
δ123 + (1⊗∆⊗ 1)(δ) + δ234)
≡ hn((∆⊗ 1⊗ 1)(∆⊗ 1)(Σ)δ123 + (1⊗∆⊗ 1)(δ)Σ23
+ (1⊗∆⊗ 1)(1⊗∆)(Σ)δ234)
≡ (∆⊗ 1⊗ 1)(∆⊗ 1)(Σ)(∆⊗ 1⊗ 1)(Σ⊗ 1)Σ12
− (∆⊗ 1⊗ 1)(∆⊗ 1)(Σ)(1⊗∆⊗ 1)(Σ⊗ 1)Σ23
+ (1⊗∆⊗ 1)(∆⊗ 1)(Σ)(1⊗∆⊗ 1)(Σ⊗ 1)Σ23
− (1⊗∆⊗ 1)(1⊗∆)(Σ)(1⊗∆⊗ 1)(1⊗ Σ)Σ23
+ (1⊗∆⊗ 1)(1⊗∆)(Σ)(1⊗∆⊗ 1)(1⊗ Σ)Σ23
− (1⊗∆⊗ 1)(1⊗∆)(Σ)(1⊗ 1⊗∆)(1⊗ Σ)Σ34
= (∆⊗ 1⊗ 1)(∆⊗ 1)(Σ)(∆⊗ 1⊗ 1)(Σ⊗ 1)Σ12
− (1⊗ 1⊗∆)(1⊗∆)(Σ)(1⊗ 1⊗∆)(1⊗ Σ)Σ34 mod hn+1
because ∆ is coassociative and it is a homomorphism of algebras.
On the other hand
(∆⊗ 1⊗ 1)(∆⊗ 1)(Σ)(∆⊗ 1⊗ 1)(Σ⊗ 1)Σ12
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− (1⊗ 1⊗∆)(1⊗∆)(Σ)(1⊗ 1⊗∆)(1⊗ Σ)Σ34
= (∆⊗ 1⊗ 1)((∆⊗ 1)(Σ)Σ12)Σ12
− (∆⊗∆)(Σ)Σ12Σ34
− (1⊗ 1⊗∆)((1⊗∆)(Σ)Σ23)Σ34
+ (∆⊗∆)(Σ)Σ12Σ34
= (∆⊗ 1⊗ 1)((∆⊗ 1)(Σ)Σ12)Σ12
− (∆⊗ 1⊗ 1)((1⊗∆)(Σ)Σ23)Σ12
− (1⊗ 1⊗∆)((1⊗∆)(Σ)Σ23)Σ34
+ (1⊗ 1⊗∆)((∆⊗ 1)(Σ)Σ12)Σ34
≡ hn((∆⊗ 1⊗ 1)(δ)Σ12+
+ (1⊗ 1⊗∆)(δ)Σ34) mod hn+1
because Σ12Σ34 = Σ34Σ12, Σ34 = (∆ ⊗ 1 ⊗ 1)(Σ23), Σ12 = (1 ⊗ 1 ⊗ ∆)(Σ12),
(∆⊗ 1⊗ 1)(δ)Σ12 ≡ (∆⊗ 1⊗ 1)(δ) mod h and (1⊗ 1⊗∆)(δ)Σ34 ≡ (1⊗ 1⊗∆)(δ)
mod h. Therefore one has
δ123 + (1⊗∆⊗ 1)(δ) + δ234 ≡ (∆⊗ 1⊗ 1)(δ) + (1⊗ 1⊗∆)(δ) mod h
which implies
δ123 + (1⊗∆0 ⊗ 1)(δ) + δ234 = (∆0 ⊗ 1⊗ 1)(δ) + (1⊗ 1⊗∆0)(δ)
because δ ∈ U(g)⊗3.
Lemma 3.2.14. If ω ∈ U(g)⊗m is an m-cocycle of the cochain complex (3.15)
satisfying Alt(ω) = 0, then ω is a coboundary.
Proof. Since ω is an m-cocycle, by Lemma 3.2.9 and since the cohomology of
the cochain complex (3.15) is Λ•g, by Proposition 3.2.10, there exist ψ ∈ Λmg and
θ ∈ U(g)⊗m−1 such that ω = ψ+d(θ). Applying the map Alt to both sides, by Lemma
3.2.12, one has Alt(ω) = m!ψ, from which ψ = 0. Thus ω is a coboundary.
Corollary 3.2.15. δ is a coboundary.
Proof. By Proposition 3.2.5 and Remark 3.2.11 one has
Alt(δ) = 12Alt
(
δ + (1 3)δ
)
= 12Alt
(
δ − sgn((1 3))(1 3)δ) = 0.
Since δ is a 3-cocycle, by Lemma 3.2.14, δ is a coboundary.
Since δ is a coboundary, there exists an element f ∈ U(g)⊗2 satisfying δ = df , i.e.
δ = f23 − (∆0 ⊗ 1)(f) + (1⊗∆0)(f)− f12. (3.17)
Remark 3.2.16. The choice of f ∈ U(g)⊗2 satisfying δ = df is unique up to an
element in Λ2g. In particular, after this modification, the freedom in choosing Σ is
reduced to an element of Λ2g.
3.2 Question and Answer 46 89
Proof. Let f and f˜ be two elements in U(g)⊗2 satisfying d(f) = δ = d(f˜). By
Lemma 3.2.12, Alt(f − f˜) ∈ Λ2g because f − f˜ is a cocycle. It follows that
f−f21
2 − f˜−f˜
21
2 =
Alt(f)
2 − Alt(f˜)2 ∈ Λ2g.
By Remark 3.2.7, modifying Σ in Σ + f−f212 hn, Σ satisfies ΣΣ21 ≡ 1 mod hn+1 and
(∆⊗ 1)(Σ)Σ12 ≡ (1⊗∆)(Σ)Σ23 mod hn+1.
Now we need to modify Σ in Σ′ = Σ +ψhn satisfying ∆op(a) ≡ Σ′−1∆(a)Σ′ mod
hn+1. Let us set ϕ : U(g)→ U(g)⊗ U(g) as
ϕ(a) ≡ ∆
op(a)− Σ−1∆(a)Σ
hn
mod h. (3.18)
Remark 3.2.17. The equation ∆op(a) ≡ Σ′−1∆(a)Σ′ is equivalent to the equation[
∆0(a), ψ
]
= ϕ(a), indeed since (Σ + ψhn)−1 ≡ Σ−1 − ψhn mod hn+1, one has
∆op(a)− (Σ + ψhn)−1∆(a)(Σ + ψhn)
hn
≡ ∆
op(a)− Σ−1∆(a)Σ + (ψ∆(a)−∆(a)ψ)hn
hn
≡ ϕ(a) + (ψ∆(a)−∆(a)ψ) mod h.
Therefore we are looking for an element ψ ∈ Λ2g satisfying [∆0(a), ψ] = ϕ(a) for
any a ∈ U(g). As [∆0(a), ψ] ∈ Λ2(U(g)) for any a ∈ U(g), and, [∆0(a), ψ] ∈ Λ2g,
for any a ∈ g, a necessary condition on ψ to exist is that ϕ(U(g)) ⊆ Λ2U(g) and
ϕ(g) ⊆ Λ2g. Let us check that these two conditions are satisfied.
Proposition 3.2.18. ϕ
(U(g)) ⊆ Λ2U(g).
Proof. Since ΣΣ21 ≡ 1 mod hn+1 and Σ ≡ 1 mod h, one has
(1 2)ϕ(a) ≡ ∆(a)− (1 2)
(
Σ−1∆(a)Σ
)
hn
≡ ∆(a)− (1 2)
(
Σ21∆(a)Σ
)
hn
≡ ∆(a)− Σ∆
op(a)Σ21
hn
≡ ∆(a)− Σ∆
op(a)Σ−1
hn
≡ ΣΣ
−1∆(a)Σ−∆op(a)
hn
Σ−1
≡ −ϕ(a) mod h.
Therefore (1 2)ϕ(a) = −ϕ(a) because ϕ(a) ∈ U(g)⊗2.
Lemma 3.2.19. ϕ(ab) = ϕ(a)∆0(b) + ∆0(a)ϕ(b), for any a, b ∈ U(g).
Proof. Since ∆ is a homomorphism of algebras and Σ ≡ 1 mod hn+1, one has
ϕ(ab) ≡ ∆
op(ab)− Σ−1∆(ab)Σ
hn
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= ∆
op(a)∆op(b)− Σ−1∆(a)ΣΣ−1∆(b)Σ
hn
=
(
∆op(a)− Σ−1∆(a)Σ)∆op(b) + Σ−1∆(a)Σ(∆op(b)− Σ−1∆(b)Σ)
hn
≡ ϕ(a)∆op(b) + Σ−1∆(a)Σϕ(b)
≡ ϕ(a)∆op0 (b) + ∆0(a)ϕ(b) mod h.
It follows that ϕ(ab) = ϕ(a)∆op0 (b) + ∆0(a)ϕ(b) = ϕ(a)∆0(b) + ∆0(a)ϕ(b) because
∆0 is cocommutative.
Corollary 3.2.20. Let ψ ∈ Λ2g. If [∆0(a), ψ] = ϕ(a) for any a ∈ g, then[
∆0(a), ψ
]
= ϕ(a) for any a ∈ U(g).
Proof. Let a ∈ U(g). If a is a scalar multiple of the unit of U(g), there is nothing to
prove because both ϕ(a) and
[
∆0(a), ψ
]
are zero. So let us suppose a = x1 · · ·xm,
where xi ∈ g, and let us proceed by induction on m. If m = 1 there is nothing to
prove by hypothesis. On the other hand[
∆0(x1 · · ·xm), ψ
]
= ∆0(x1)∆0(x2 · · ·xm)ψ − ψ∆0(x1)∆0(x2 · · ·xm)
= ∆0(x1)
[
∆0(x2 · · ·xm), ψ
]
+
[
∆0(x1), ψ
]
∆0(x2 · · ·xm).
Therefore, by induction and Lemma 3.2.19, one has[
∆0(x1 · · ·xm), ψ
]
= ∆0(x1)ϕ(x2 · · ·xm) + ϕ(x1)∆0(x2 · · ·xm) = ϕ(x1 · · ·xm).
Lemma 3.2.21. For any a ∈ U(g) the following equation holds:
(∆0 ⊗ 1)
(
ϕ(a)
)
+ (ϕ⊗ 1)(∆0(a)) = (1⊗∆0)(ϕ(a))+ (1⊗ ϕ)(∆0(a)). (3.19)
Proof. Since (∆ ⊗ 1)(Σ)Σ12 ≡ (1 ⊗ ∆)(Σ)Σ23 mod hn+1, one has (1 ⊗ ∆)(Σ) ≡
(∆⊗ 1)(Σ)Σ12(Σ23)−1 mod hn+1 and (1⊗∆)(Σ−1) ≡ Σ23(Σ12)−1(∆⊗ 1)(Σ−1) mod
hn+1. Therefore, one has
(∆0 ⊗ 1)
(
ϕ(a)
)
+ (ϕ⊗ 1)(∆0(a))
≡ (∆⊗ 1)∆
op(a)− (∆⊗ 1)(Σ−1∆(a)Σ)
hn
+ (ϕ⊗ 1)(∆0(a))
≡ Σ
23(Σ12)−1(∆⊗ 1)∆op(a)Σ12(Σ23)−1
hn
− Σ
23(Σ12)−1(∆⊗ 1)(Σ−1)(∆⊗ 1)∆(a)(∆⊗ 1)(Σ)Σ12(Σ23)−1
hn
+ (ϕ⊗ 1)(∆0(a))
≡ Σ
23(Σ12)−1(∆⊗ 1)∆op(a)Σ12(Σ23)−1
hn
− (1⊗∆)(Σ)
−1(1⊗∆)∆(a)(1⊗∆)(Σ)
hn
+ (ϕ⊗ 1)(∆0(a))
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≡ Σ
23(∆op ⊗ 1)∆op(a)(Σ23)−1 − (1⊗∆)(Σ−1∆(a)Σ)
hn
− Σ23(ϕ⊗ 1)(∆op(a))(Σ23)−1 + (ϕ⊗ 1)(∆0(a))
≡ Σ
23(1⊗∆op)∆op(a)(Σ23)−1 − (1⊗∆)(Σ−1∆(a)Σ)
hn
− (ϕ⊗ 1)(∆op0 (a)) + (ϕ⊗ 1)(∆0(a))
≡ (1⊗∆)∆
op(a)− (1⊗∆)(Σ−1∆(a)Σ)
hn
+ Σ23(1⊗ ϕ)(∆op(a))(Σ23)−1
≡ (1⊗∆)(ϕ(a))+ (1⊗ ϕ)(∆op0 (a))
≡ (1⊗∆0)
(
ϕ(a)
)
+ (1⊗ ϕ)(∆0(a)) mod h.
It follows that
(∆0 ⊗ 1)
(
ϕ(a)
)
+ (ϕ⊗ 1)(∆0(a)) = (1⊗∆0)(ϕ(a))+ (1⊗ ϕ)(∆0(a))
because ϕ(a) ∈ U(g)⊗2.
Corollary 3.2.22. For any a ∈ g, equation (3.19) becomes:
(∆0 ⊗ 1)
(
ϕ(a)
)
+ ϕ(a)⊗ 1 = (1⊗∆0)
(
ϕ(a)
)
+ 1⊗ ϕ(a). (3.20)
Proof. Since ϕ(a) = 0 and ∆0(a) = a⊗1+1⊗a for any a ∈ g, one has (ϕ⊗1)
(
∆0(a)
)
=
ϕ(a)⊗ 1 and (1⊗ ϕ)(∆0(a)) = 1⊗ ϕ(a). The thesis follows by Lemma 3.2.21.
Corollary 3.2.23. ϕ(g) ⊆ Λ2g.
Proof. For any a ∈ g, by Proposition 3.2.18, ϕ(a) ∈ Λ2(U(g)) and by Corollary 3.2.22,
ϕ(a) is a cocycle of the cochain complex (3.15), therefore ϕ(a) = 12Alt
(
ϕ(a)
) ∈ Λ2g
by Lemma 3.2.12.
Let us consider the Chevalley-Eilenberg cochain complex of the Lie algebra g
and g-module Λ2g:
Λ2g HomC
(
g,Λ2g
)
HomC
(
Λ2g,Λ2g
)
. . .
dg dg dg (3.21)
with the differential dg : HomC
(
Λmg,Λ2g
)→ HomC (Λm+1(g),Λ2g) given by
dg(f)(x1 ∧ · · · ∧ xm+1) =
m+1∑
i=1
(−1)ixi.f(x1 ∧ · · · ∧ x̂i ∧ · · · ∧ xm+1)
+
∑
i<j
(−1)i+jf([xi, xj ] ∧ x1 ∧ · · · ∧ x̂i ∧ · · · ∧ x̂j · · · ∧ xm+1)
where “.” denotes, as before, the adjoint action of g on Λ2g:
xi.f(x1∧ · · · ∧ x̂i ∧ · · · ∧ xm+1)
=
[
∆0(xi), f(x1 ∧ · · · ∧ x̂i ∧ · · · ∧ xm+1)
]
.
(cf. Appendix B for the proof that d2g = 0).
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Proposition 3.2.24. ϕ : g→ Λ2g is a 1-cocycle.
Proof. Let a, b ∈ g, then dg(ϕ)(a ∧ b) = a.ϕ(b) − b.ϕ(a) − ϕ([a, b]). On the other
hand a.ϕ(b) =
[
∆0(a), ϕ(b)
]
= ∆0(a)ϕ(b)−ϕ(b)∆0(a) and ϕ([a, b]g) = ϕ([a, b]U(g)) =
ϕ(ab)− ϕ(ba). It follows that
dg(ϕ)(a ∧ b) = ∆0(a)ϕ(b)− ϕ(b)∆0(a)−∆0(b)ϕ(a) + ϕ(a)∆0(b)
− ϕ(ab) + ϕ(ba) = 0
because of Lemma 3.2.19.
Requiring the existence of ψ ∈ Λ2g such that [∆0(a), ψ] = ϕ(a), for any a ∈ g, is
the same as requiring ϕ to be a coboundary of the cochain complex (3.21). Moreover
if ψ, ψ˜ ∈ Λ2g satisfy dg(ψ) = ϕ = dg(ψ˜) then ψ − ψ˜ is a 0-cocycle. Therefore the
obstructions to the existence and uniqueness of Σ satisfying conditions (1)-(4) are
related to the cohomology of the cochain complex (3.21): the obstruction to the
existence is in the group of cohomology H1(g,Λ2g) and the obstruction to uniqueness
is in the group of cohomology H0(g,Λ2g).
Summarizing, the first theorem that V. G. Drinfeld proves in his notes is the
following:
Theorem 3.2.25. Let H be a quantization of a complex Lie bialgebra (g, [ , ], δ).
Then the obstructions to the existence and uniqueness of a coboundary structure
Σ lie respectively in the 1st and 0th cohomology groups of the Chevalley-Eilenberg
cochain complex (3.21).
Let us recall the following theorem:
Theorem 3.2.26 ([J, Theorem 13]). (Whitehead’s first lemma) If g is a finite-
dimensional semisimple Lie algebra over a field of characteristic 0 and M is a finite
dimensional g-module, then H1(g,M) = 0 and H2(g,M) = 0.
Corollary 3.2.27. If H is a quantization of a complex Lie bialgebra (g, [ , ], δ),
where (g, [ , ]) is a simple finite dimensional Lie algebra, then there exists a unique
coboundary structure such that Σ ≡ 1 mod h.
Proof. Since Λ2g is a finite dimensional representation of g, by Whitehead’s first
lemma 3.2.26, H1(g,Λ2g) = 0. Moreover, since the only invariant of Λ2g under the
action of g is 0, H0(g,Λ2g) = 0.
3.3 Question and Answer 47
Definition 3.3.1. Let H be a topological bialgebra. We say that there exists a
universal triangular R-matrix if there exists an element Σ ∈ H⊗̂H such that
(1) Σ ≡ 1 mod h;
(2) Σ12Σ21 = 1;
(3) (1⊗∆)(Σ) = Σ12Σ13;
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(4) ∆op(a) = Σ−1∆(a)Σ;
(5) Σ12Σ13Σ23 = Σ23Σ13Σ12.
We recall the following definition:
Definition 3.3.2. A triangular Lie bialgebra is a triple (g, [ , ], r) such that
(g, [ , ], dgr) is a Lie bialgebra (where dg is the Chevalley-Eilenberg differential
of the cochain complex with Lie algebra g and g-module Λ2g) and r is an element of
Λ2g satisfying the classical Yang-Baxter equation:[
r12, r13
]
+
[
r12, r23
]
+
[
r13, r23
]
= 0. (3.22)
In this case r is called a triangular structure.
In this section we will give an answer to the following question:
let (g, [ , ], r) be a triangular Lie bialgebra over C and let H be a quantization of
the Lie bialgebra (g, [ , ], dgr) (cf. Section 3.1). Where do the obstructions to the
existence and uniqueness of an element Σ ∈ H⊗̂H satisfying the following relations
(1) Σ ≡ 1 + rh mod h2;
(2) Σ12Σ21 = 1;
(3) (∆⊗ 1)(Σ)Σ12 = (1⊗∆)(Σ)Σ23;
(4) ∆op(a) = Σ−1∆(a)Σ,
(5) Σ12Σ13Σ23 = Σ23Σ13Σ12;
lie?
Remark 3.3.1. Our question is the same as asking where the obstructions to the
existence and uniqueness of a universal triangular R-matrix lie. Indeed, by Lemma
3.3.4, the previous axioms imply that Σ satisfies the condition
(1⊗∆)(Σ) = Σ12Σ13.
And the converse is trivial. Indeed
(∆⊗ 1)(Σ) = (1 3 2)(1⊗∆)(Σ21)
= (1 3 2)(1⊗∆)(Σ)−1
because 1⊗∆ is a homomorphism of algebras and Σ12Σ21 = 1. Using (1⊗∆)(Σ) =
Σ12Σ13 and Σ12Σ21 = 1 one has
(∆⊗ 1)(Σ) = (1 3 2)(Σ12Σ13)−1
= (1 3 2)
(
Σ31Σ21
)
= Σ23Σ13.
Therefore, replacing in Σ12Σ13Σ23 = Σ23Σ13Σ12, Σ23Σ13 with (∆⊗1)(Σ) and Σ12Σ13
with (1⊗∆)(Σ), one has
(1⊗∆)(Σ)Σ23 = (∆⊗ 1)(Σ)Σ12.
It is not the same in the pseudotriangular cases: that’s why, in Section 3.5, we
slightly modify the arguments in order to prepare to the pseudotriangular cases.
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Let us set Σ ≡ 1 + rh mod h2 with r triangular structure. Since r ∈ Λ2g,
Σ12Σ21 ≡ 1 mod h2, because of the skewsymmetry of r, and (∆ ⊗ 1)(Σ)Σ12 ≡
(1 ⊗ ∆)(Σ)Σ23 mod h2, because r ∈ g ⊗ g. Since H is a quantization of the Lie
bialgebra (g, [ , ], dgr), ∆op(a) ≡ Σ−1∆(a)Σ mod h2 and since r satisfies the classical
Yang-Baxter equation (3.22), Σ12Σ13Σ23 ≡ Σ23Σ13Σ12 mod h3.
Let us consider an integer n ≥ 2 and an element Σ of H⊗̂H satisfying:
(i) Σ ≡ 1 + rh mod h2,
(ii) ΣΣ21 ≡ 1 mod hn,
(iii) (∆⊗ 1)(Σ)Σ12 ≡ (1⊗∆)(Σ)Σ23 mod hn,
(iv) ∆op(a) ≡ Σ−1∆(a)Σ mod hn,
(v) Σ12Σ13Σ23 ≡ Σ23Σ13Σ12 mod hn+1.
We want to correct Σ without changing it mod hn such that the relations (ii)-(iv)
are satisfied mod hn+1 and the relation (v) is satisfied mod hn+2.
First, let us correct Σ (as done in Question and Answer 46) in order to have
conditions (ii) and (iii) to be satisfied. After this, by Remark 3.2.16, the freedom in
choosing Σ reduces to an element of Λ2g. Let q be the element in U(g)⊗3 defined by
q ≡ Q− 1
hn+1
mod h (3.23)
where Q = Σ12Σ13Σ23(Σ12)−1(Σ13)−1(Σ23)−1. We have two error terms: ϕ ∈
Hom(g,Λ2g) of section 3.2 and the term q. Therefore we would like to find an
element ψ ∈ Λ2g such that Σ′ = Σ + ψhn satisfies ∆op(a) ≡ Σ′−1∆(a)Σ′ mod hn+1
and Σ′12Σ′13Σ′23 ≡ Σ′23Σ′13Σ′12 mod hn+2. By Remark 3.2.17, we already know
that the equation
∆op(a) ≡ Σ′−1∆(a)Σ′ mod hn+1
is equivalent to the equation [
∆0(a), ψ
]
= ϕ(a).
The following proposition gives an equivalent relation to the equation
Σ′12Σ′13Σ′23 ≡ Σ′23Σ′13Σ′12 mod hn+2.
Proposition 3.3.2. The equation
Σ′12Σ′13Σ′23 ≡ Σ′23Σ′13Σ′12 mod hn+2
is equivalent to the condition
q = −12Alt
([
r12 + r13, ψ23
])
.
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Proof.(
Σ12 + ψ12hn
)(
Σ13 + ψ13hn
)(
Σ23 + ψ23hn
)
− (Σ23 + ψ23hn)(Σ13 + ψ13hn)(Σ12 + ψ12hn)
≡ Σ12Σ13Σ23 − Σ23Σ13Σ12
+
([
ψ12, r13 + r23
]
+
[
ψ13, r23 − r12]+ [ψ23,−r12 − r13])hn+1 mod hn+2.
It follows that Σ′12Σ′13Σ′23 ≡ Σ′23Σ′13Σ′12 mod hn+2 if and only if
Σ12Σ13Σ23 − Σ23Σ13Σ12
≡ [r13 + r23, ψ12]+ [r23 − r12, ψ13]+ [− r12 − r13, ψ23] mod hn+2. (3.24)
Multiplying on the right both sides of equation (3.24) by
(
Σ23Σ13Σ12
)−1 and dividing
by hn+1 one has
q ≡ [r13 + r23, ψ12]+ [r23 − r12, ψ13]+ [− r12 − r13, ψ23])
≡ −((1 3 2)− (1 2) + id)[r12 + r13, ψ23] mod hn+2
where we used r ∈ Λ2g. On the other hand
−(2 3)[r12 + r13, ψ23] = −[r13 + r12, ψ32]
=
[
r12 + r13, ψ23
]
because ψ ∈ Λ2g. It follows that
q = −12Alt
([
r12 + r13, ψ23
])
.
Let us prove that q ∈ Λ3g.
Proposition 3.3.3. q ∈ Λ3U(g).
Proof. One has
(
Σ23
)−1(Σ13)−1 = 1+∑m≥1 cmhm for suitable cm ∈ U(g)⊗3, because
Σ ≡ 1 mod h, and (Σ12)−1 ≡ Σ21 + dhn+1 mod hn+2 for a suitable d ∈ U(g)⊗2,
because ΣΣ21 ≡ 1 mod hn+1. It follows that(
Σ12
)−1(Σ21)−1(Σ23)−1(Σ13)−1
=
(
Σ12
)−1(Σ21)−1 + ∑
m≥1
(
Σ12
)−1(Σ21)−1cmhm
≡ (Σ12)−1(Σ21)−1 + ∑
m≥1
(
Σ21 + dhn+1
)(
Σ21
)−1
cmh
m
≡ (Σ12)−1(Σ21)−1 + ∑
m≥1
cmh
m mod hn+2.
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And, in the same way, one has(
Σ23
)−1(Σ13)−1(Σ12)−1(Σ21)−1
=
(
Σ12
)−1(Σ21)−1 + ∑
m≥1
cm
(
Σ12
)−1(Σ21)−1hm
≡ (Σ12)−1(Σ21)−1 + ∑
m≥1
cm
((
Σ12
)−1 − dhn+1)(Σ21)−1hm
≡ (Σ12)−1(Σ21)−1 + ∑
m≥1
cmΣ21
(
Σ21
)−1
hm
=
(
Σ12
)−1(Σ21)−1 + ∑
m≥1
cmh
m mod hn+2.
Therefore one has (
Σ12
)−1(Σ21)−1(Σ23)−1(Σ13)−1
≡ (Σ23)−1(Σ13)−1(Σ12)−1(Σ21)−1 mod hn+2. (3.25)
Using equation (3.25), one has
(1 2)Q ≡ Σ21Q−1(Σ21)−1 mod hn+2 (3.26)
because
(1 2)Q = Σ21Σ23Σ13
(
Σ21
)−1(Σ23)−1(Σ13)−1
= Σ21Σ23Σ13Σ12
(
Σ12
)−1(Σ21)−1(Σ23)−1(Σ13)−1
≡ Σ21Σ23Σ13Σ12(Σ23)−1(Σ13)−1(Σ12)−1(Σ21)−1
= Σ21Q−1
(
Σ21
)−1 mod hn+2.
Similarly, since
(
Σ23
)−1(Σ13)−1(Σ12)−1 ≡ 1 mod h, (Σ32)−1 ≡ 1 mod h and
Σ23Σ32 ≡ 1 mod hn+1, one has
(2 3)Q ≡ (Σ23)−1Q−1Σ23 mod hn+2 (3.27)
because
(2 3)Q = Σ13Σ12Σ32
(
Σ13
)−1(Σ12)−1(Σ32)−1
=
(
Σ23
)−1Σ23Σ13Σ12Σ32Σ23(Σ23)−1(Σ13)−1(Σ12)−1(Σ32)−1
≡ (Σ23)−1Σ23Σ13Σ12(Σ23)−1(Σ13)−1(Σ12)−1Σ32Σ23(Σ32)−1
≡ (Σ23)−1Q−1Σ32Σ23(Σ32)−1
≡ (Σ23)−1Q−1Σ23 mod hn+2.
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It follows that (1 2)q = −q indeed
(1 2)q ≡ (1 2)Q− 1
hn+1
≡ Σ
21Q−1
(
Σ21
)−1 − 1
hn+1
= Σ21Q
−1 − 1
hn+1
(
Σ21
)−1
≡ Q
−1 − 1
hn+1
= −Q−1Q− 1
hn+1
≡ −q mod h
because Σ12Σ13Σ23 ≡ Σ23Σ13Σ12 mod hn+1 implies Q ≡ 1 mod hn+1. Similarly,
by (2 3)Q ≡ (Σ23)−1Q−1Σ23 mod hn+2, one has (2 3)q = −q. Thus q ∈ Λ3U(g)
because (1 3)q = (1 2)(2 3)(1 2)q = −q, (1 2 3)q = (1 2)(2 3)q = q and (1 3 2)q =
(2 3)(1 2)q = q.
Lemma 3.3.4. The following equation holds:
(1⊗∆)(Σ) ≡ Σ12Σ13 mod hn+1. (3.28)
Proof. First of all let us remark that (1 ⊗∆)(Σ) ≡ Σ12Σ13 mod h because Σ ≡ 1
mod h and 1 ⊗ ∆ is a homomorphism of algebras. Next let us prove that if
(1⊗∆)(Σ) ≡ Σ12Σ13 mod hm then (1⊗∆)(Σ) ≡ Σ12Σ13 mod hm+1 for any m ≤ n.
Let us define a ∈ U(g)⊗3 in the following way:
a ≡ (1⊗∆)(Σ)− Σ
12Σ13
hm
mod h. (3.29)
We want to prove that a = 0. a is well defined because, by hypothesis, we have
(1⊗∆)(Σ) ≡ Σ12Σ13 mod hm. Since Σ23 ≡ 1 mod h, (∆⊗1)(Σ)Σ12 ≡ (1⊗∆)(Σ)Σ23
mod hn+1, Σ12Σ13Σ23 ≡ Σ23Σ13Σ12 mod hn+1 and m ≤ n, one has
a ≡ (1⊗∆)(Σ)− Σ
12Σ13
hm
≡ (1⊗∆)(Σ)− Σ
12Σ13
hm
Σ23
= (1⊗∆)(Σ)Σ
23 − Σ12Σ13Σ23
hm
≡ (∆⊗ 1)(Σ)Σ
12 − Σ23Σ13Σ12
hm
≡ (∆⊗ 1)(Σ)− Σ
23Σ13
hm
Σ12
≡ (∆⊗ 1)(Σ)− Σ
23Σ13
hm
mod h.
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On the other hand, since ΣΣ21 ≡ 1 mod hn+1 and ∆ ⊗ 1 is a homomorphism of
algebras, one has
(∆⊗ 1)(Σ) = (1 3 2)(1⊗∆)(Σ21)
≡ (1 3 2)((1⊗∆)(Σ))−1
≡ (1 3 2)(Σ12Σ13 + ahm)−1
≡ (1 3 2)(Σ31Σ21 − ahm)
≡ Σ23Σ13 − (1 3 2)ahm mod hm+1.
Hence a = −(1 3 2)a. Moreover a = (2 3)a indeed
(
Σ23
)−1(1⊗∆)(Σ)Σ23 = 1 +∑
s≥1
(
Σ23
)−1(1⊗∆)(Σs)Σ23hs
= 1 +
∑
s≥1
(
(1⊗∆op)(Σs) +O(hn)
)
hs
= (1⊗∆op)(Σ) +O(hn+1),
from which
(2 3)a ≡ (1⊗∆
op)(Σ)− Σ13Σ12
hm
≡
(
Σ23
)−1(1⊗∆)(Σ)Σ23 − (Σ23)−1Σ23Σ13Σ12
hm
≡ (Σ23)−1 (1⊗∆)(Σ)− Σ12Σ13
hm
Σ23
≡ a mod h.
It follows that
a = −(1 3 2)a = −(1 3 2)(2 3)a = −(1 3)a
and
a = −(1 3 2)a = (1 3 2)(1 3)a = (1 2)a
which imply a = 0 because
a = −(1 3 2)a = −(1 3 2)(1 2)a = −(2 3)a = −a.
Thus (1 ⊗ ∆)(Σ) ≡ Σ12Σ13 mod hm+1. Since it is true for any m ≤ n one has
(1⊗∆)(Σ) ≡ Σ12Σ13 mod hn+1.
Lemma 3.3.5. The following equation holds:
(1⊗ 1⊗∆)(Q) ≡ Q123Q124 mod hn+2. (3.30)
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Proof. By Lemma 3.3.4 one has (1 ⊗∆)(Σ) ≡ Σ12Σ13 + ahn+1 mod hn+2. Since
1⊗ 1⊗∆ is a homomorphism of algebras it follows
(1⊗ 1⊗∆)(Q) = (1⊗ 1⊗∆)(Σ12Σ13Σ23(Σ12)−1(Σ13)−1(Σ23)−1)
= Σ12(1⊗ 1⊗∆)(Σ13)(1⊗ 1⊗∆)(Σ23)×
× (Σ12)−1((1⊗ 1⊗∆)(Σ13))−1((1⊗ 1⊗∆)(Σ23))−1
≡ Σ12(Σ13Σ14 + a134hn+1)(Σ23Σ24 + a234hn+1)×
× (Σ12)−1((Σ14)−1(Σ13)−1 − a134hn+1)×
×
((
Σ24
)−1(Σ23)−1 − a234hn+1)
= Σ12Σ13Σ14Σ23Σ24
(
Σ12
)−1(Σ14)−1(Σ13)−1(Σ24)−1(Σ23)−1
+
(
a134 + a234 − a134 − a234)hn+1
= Σ12Σ13Σ23Σ14Σ24
(
Σ12
)−1(Σ14)−1(Σ24)−1(Σ13)−1(Σ23)−1
= Q123Σ23Σ13Σ12Σ14Σ24
(
Σ12
)−1(Σ14)−1(Σ24)−1(Σ13)−1(Σ23)−1
= Q123Σ23Σ13Q124
(
Σ13
)−1(Σ23)−1 mod hn+2.
Moreover, since Q ≡ 1 mod hn+1 one has Q124 = 1 +∑m≥n+1Q124m hm, from which
Σ23Σ13Q124
(
Σ13
)−1(Σ23)−1
= 1 +
∑
m≥n+1
Σ23Σ13Q124m
(
Σ13
)−1(Σ23)−1hm
≡ Q124 mod hn+2.
Therefore (1⊗ 1⊗∆)(Q) ≡ Q123Q124 mod hn+2.
We can now state the wanted result:
Proposition 3.3.6. q ∈ Λ3g.
Proof. By Lemma 3.3.5, one has
(1⊗ 1⊗∆)(q) ≡ (1⊗ 1⊗∆)(Q)− 1
hn+1
≡ Q
123Q124 − 1
hn+1
=
Q123
(
Q124 − 1)+Q123 − 1
hn+1
≡ Q123q124 + q123
≡ q124 + q123 mod h
because Q123 ≡ 1 mod hn+1. Thus, as q ∈ Λ3U(g), one has q ∈ Λ3g.
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Let us consider the following bicomplex:
Λ2g Hom(g,Λ2g) Hom(Λ2g,Λ2g) · · ·
Λ3g Hom(g,Λ3g) Hom(Λ2g,Λ3g) · · ·
...
...
...
dg
dg∗
dg
dg∗
dg
dg∗
dg
dg∗
dg
dg∗
dg
dg∗
(3.31)
where dg : Hom(Λmg,Λng)→ Hom(Λm+1g,Λng) is defined as
dgf(x1 ∧ · · · ∧ xm+1) =
m+1∑
i=1
(−1)i−1xi.f(x1 ∧ · · · ∧ x̂i ∧ · · · ∧ xm+1)
+
∑
i<j
(−1)i+jf([xi, xj ] ∧ x1 ∧ · · · ∧ x̂i ∧ · · · ∧ x̂j ∧ · · · ∧ xm+1),
(here, as before, we denote with “.” the adjoint action of g on Λng where n ≥ 2) and
dg∗ : Hom(Λmg,Λng)→ Hom(Λmg,Λn+1g) is defined as
dg∗f(x1 ∧ · · · ∧ xm) =
m∑
i=1
∑
(xi)
(−1)i−1(x′i ∧ f(x′′i ∧ x1 ∧ · · · ∧ x̂i ∧ · · · ∧ xm)
− x′′i ∧ f(x′i ∧ x1 ∧ · · · ∧ x̂i ∧ · · · ∧ xm)
)
− (dgr)
(
f(x1 ∧ · · · ∧ xm)
)
where ∑
(xi)
x′i ∧ x′′i = dgr(xi) = xi.r
and
(dgr)
(
y1 ∧ · · · ∧ yn
)
=
n∑
j=1
(−1)j−1y1 ∧ · · · ∧ dgr(yj) ∧ · · · ∧ yn
for any y1, . . . , yn ∈ g.
In the following, for any θ ∈ Hom(g,Λ2g), we will denote with (θ ∧ 1) the linear
map of Hom(Λ2g,Λ3g) defined as
(θ ∧ 1)(x ∧ y) = θ(x) ∧ y − θ(y) ∧ x
for any x, y ∈ g.
Proposition 3.3.7. The maps dg and dg∗ satisfy the following conditions:
d2g = 0,
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d2g∗ = 0
and
dg∗ ◦ dg = dg ◦ dg∗ .
The linear maps dg∗ : Λng→ Λn+1g and dg∗ : Hom(g,Λ2g)→ Hom(g,Λ3g) can also
be written, respectively, in the following ways:
dg∗(ψ) =
1
n!Alt
([
r12 + r13 + . . .+ r1n+1, 1⊗ ψ]), (3.32)
where ψ ∈ Λng, and
dg∗(θ) = −(θ ∧ 1) ◦ dgr − (dgr ∧ 1) ◦ θ (3.33)
where θ ∈ Hom(g,Λ2g).
The total cochain complex of the bicomplex (3.31) is
Λ2g Λ3g⊕Hom(g,Λ2g) · · ·d d (3.34)
with the total differential
d :
⊕
m+n=l
Hom(Λmg,Λn+2g)→
⊕
p+q=l+1
Hom(Λpg,Λq+2g)
defined as df = dgf + (−1)mdg∗f , for any f ∈ Hom(Λmg,Λn+2g).
Proof. See Appendix B.
Proposition 3.3.8. If ϕ = 0, then q is a 0-cocycle of the Chevalley-Eilenberg
cochain complex with Lie algebra g and g-module Λ3g (second line of the bicomplex
(3.31)).
Proof. Set ϕ˜ : U(g)→ U(g)⊗ U(g) as the linear map defined in the following way
ϕ˜(x) ≡ ∆
op(x)− Σ−1∆(x)Σhn+1
hn+1
mod h.
As ϕ = 0, the map ϕ˜ is well defined. Let us first prove that (∆ ⊗ 1)∆(x) and
Q commute mod hn+2 for any x ∈ U(g). Using the coassociativity of ∆ and the
cocommutativity of ∆0 one has
(∆⊗ 1)∆(x)Q = Σ12(Σ12)−1(∆⊗ 1)∆(x)Σ12Σ13Σ23(Σ12)−1(Σ13)−1(Σ23)−1
≡ Σ12((∆op ⊗ 1)∆(x)− (ϕ˜⊗ 1)∆(x)hn+1)Σ13Σ23(Σ12)−1(Σ13)−1(Σ23)−1
≡ Σ12Σ13(Σ13)−1((1 2)(1⊗∆)∆(x))Σ13Σ23(Σ12)−1(Σ13)−1(Σ23)−1
− (ϕ˜⊗ 1)∆0(x)hn+1
= Σ12Σ13(1 2)
((
Σ23
)−1(1⊗∆)∆(x)Σ23)Σ23(Σ12)−1(Σ13)−1(Σ23)−1
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− (ϕ˜⊗ 1)∆0(x)hn+1
≡ Σ12Σ13Σ23(Σ23)−1((1 2)(2 3)(1⊗∆)∆(x))Σ23(Σ12)−1(Σ13)−1(Σ23)−1
− ((ϕ˜⊗ 1)∆0(x) + (1 2)(1⊗ ϕ˜)∆0(x))hn+1
= Σ12Σ13Σ23
(
(1 2 3)
((
Σ12
)−1(∆⊗ 1)∆(x)Σ12))(Σ12)−1(Σ13)−1(Σ23)−1
− ((ϕ˜⊗ 1)∆0(x) + (1 2)(1⊗ ϕ˜)∆0(x))hn+1
≡ Σ12Σ13Σ23(Σ12)−1Σ12((1 2 3)(∆op ⊗ 1)∆(x))(Σ12)−1(Σ13)−1(Σ23)−1
− ((ϕ˜⊗ 1)∆0(x) + (1 2)(1⊗ ϕ˜)∆0(x) + (1⊗ ϕ˜)∆op0 (x))hn+1
= Σ12Σ13Σ23
(
Σ12
)−1Σ12((1⊗∆op)∆op(x))(Σ12)−1(Σ13)−1(Σ23)−1
− ((ϕ˜⊗ 1)∆0(x) + (1 2)(1⊗ ϕ˜)∆0(x) + (1⊗ ϕ˜)∆op0 (x))hn+1
= Σ12Σ13Σ23
(
Σ12
)−1(Σ12(∆op ⊗ 1)∆op(x)(Σ12)−1)(Σ13)−1(Σ23)−1
− ((ϕ˜⊗ 1)∆0(x) + (1 2)(1⊗ ϕ˜)∆0(x) + (1⊗ ϕ˜)∆op0 (x))hn+1
≡ Σ12Σ13Σ23(Σ12)−1((∆⊗ 1)∆op(x))(Σ13)−1(Σ23)−1
− ((ϕ˜⊗ 1)∆0(x) + (1 2)(1⊗ ϕ˜)∆0(x) + (1⊗ ϕ˜)∆op0 (x)
− (ϕ˜⊗ 1)∆op0 (x)
)
hn+1
= Σ12Σ13Σ23
(
Σ12
)−1(Σ13)−1Σ13((1 2)(∆op ⊗ 1)∆op(x))(Σ13)−1(Σ23)−1
− ((ϕ˜⊗ 1)∆0(x) + (1 2)(1⊗ ϕ˜)∆0(x) + (1⊗ ϕ˜)∆op0 (x)
− (ϕ˜⊗ 1)∆op0 (x)
)
hn+1
= Σ12Σ13Σ23
(
Σ12
)−1(Σ13)−1((1 2)Σ23(1⊗∆op)∆op(x)(Σ23)−1)(Σ23)−1
− ((ϕ˜⊗ 1)∆0(x) + (1 2)(1⊗ ϕ˜)∆0(x) + (1⊗ ϕ˜)∆op0 (x)
− (ϕ˜⊗ 1)∆op0 (x)
)
hn+1
≡ Σ12Σ13Σ23(Σ12)−1(Σ13)−1((1 2)(1⊗∆)∆op(x))(Σ23)−1
− ((ϕ˜⊗ 1)∆0(x) + (1 2)(1⊗ ϕ˜)∆0(x) + (1⊗ ϕ˜)∆op0 (x)
− (ϕ˜⊗ 1)∆op0 (x)− (1 2)(1⊗ ϕ˜)∆op0 (x)
)
hn+1
= Σ12Σ13Σ23
(
Σ12
)−1(Σ13)−1(Σ23)−1Σ23((1⊗∆op)∆(x))(Σ23)−1
− ((ϕ˜⊗ 1)∆0(x) + (1 2)(1⊗ ϕ˜)∆0(x) + (1⊗ ϕ˜)∆op0 (x)
− (ϕ˜⊗ 1)∆op0 (x)− (1 2)(1⊗ ϕ˜)∆op0 (x)
)
hn+1
≡ Σ12Σ13Σ23(Σ12)−1(Σ13)−1(Σ23)−1(1⊗∆)∆(x)
− ((ϕ˜⊗ 1)∆0(x) + (1 2)(1⊗ ϕ˜)∆0(x) + (1⊗ ϕ˜)∆op0 (x)
− (ϕ˜⊗ 1)∆op0 (x)− (1 2)(1⊗ ϕ˜)∆op0 (x)− (1⊗ ϕ˜)∆0(x)
)
hn+1
≡ Σ12Σ13Σ23(Σ12)−1(Σ13)−1(Σ23)−1(∆⊗ 1)∆(x) mod hn+2.
It follows that
0 ≡ [(∆⊗ 1)∆(x), Q] ≡ [(∆⊗ 1)∆(x), 1 + qhn+1]
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≡ [(∆0 ⊗ 1)∆0(x), q]hn+1 mod hn+2
from which x.q =
[
(∆0 ⊗ 1)∆0(x), q
]
= 0.
In general, even though ϕ is not 0, ϕ and q have the same image in Hom(g,Λ3g)
up to a scalar:
Proposition 3.3.9. The images of ϕ and q in Hom(g,Λ3g) satisfy the following
equation:
dg∗ϕ = −dgq. (3.35)
Proof. Let us first compute dgq. Let x be an element of U(g) and let ϕ˜(x) be the
element in U(g)⊗2 such that
∆op(x) ≡ Σ−1∆(x)Σ + ϕ(x)hn + ϕ˜(x)hn+1 mod hn+2
and let ϕ(x) = ϕ(x)+ϕ˜(x)h. Repeating the computations in the proof of Proposition
3.3.8 with the needed corrections (due to the fact that ϕ is not 0 this time, hence
we have to deal with ϕhn = ϕhn + ϕ˜hn+1 instead of only ϕ˜hn+1), one has[
(∆⊗ 1)∆(x), Q]
≡
(
Σ12Σ13Σ23
(
Σ12
)−1(Σ13)−1(1⊗ ϕ)∆(x)(Σ23)−1
+ Σ12Σ13Σ23
(
Σ12
)−1((1 2)(1⊗ ϕ)∆op(x))(Σ13)−1(Σ23)−1
+ Σ12Σ13Σ23(ϕ⊗ 1)∆op(x)(Σ12)−1(Σ13)−1(Σ23)−1
− Σ12Σ13Σ23(1⊗ ϕ)∆op(x)(Σ12)−1(Σ13)−1(Σ23)−1
− Σ12Σ13((1 2)(1⊗ ϕ)∆(x))Σ23(Σ12)−1(Σ13)−1(Σ23)−1
− Σ12(ϕ˜⊗ 1)∆(x)Σ13Σ23(Σ12)−1(Σ13)−1(Σ23)−1)hn mod hn+2.
From which, using the definition of ϕ and recalling that Σ ≡ 1 + rh mod h2, one has[
(∆⊗ 1)∆(x), Q]
≡
(
(1⊗ ϕ)(∆1(x)−∆op1 (x))− (1 2)(1⊗ ϕ)(∆1(x)−∆op1 (x))
− (ϕ⊗ 1)(∆1(x)−∆op1 (x))− [r12 − r23, (1 2)(1⊗ ϕ)∆0(x)]
+
[
r13 + r23, (ϕ⊗ 1)∆0(x)
]− [r12 + r13, (1⊗ ϕ)∆0(x)])hn+1 mod hn+2
which implies
dg(q)(x) =
[
(∆0 ⊗ 1)∆0(x), q
]
= (1⊗ ϕ)(∆1(x)−∆op1 (x))− (1 2)(1⊗ ϕ)(∆1(x)−∆op1 (x))
− (ϕ⊗ 1)(∆1(x)−∆op1 (x))−
[
r12 − r23, (1 2)(1⊗ ϕ)∆0(x)
]
+
[
r13 + r23, (ϕ⊗ 1)∆0(x)
]− [r12 + r13, (1⊗ ϕ)∆0(x)]
(3.36)
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because[
(∆0 ⊗ 1)∆0(x), Q
]
=
[
(∆⊗ 1)∆(x), 1 + qhn+1] = [(∆⊗ 1)∆(x), q]hn+1 mod hn+2.
On the other hand, one has
(1⊗ ϕ)(∆1(x)−∆op1 (x))− (1 2)(1⊗ ϕ)(∆1(x)−∆op1 (x))
− (ϕ⊗ 1)(∆1(x)−∆op1 (x)) = 12Alt
(
(1⊗ ϕ)(∆1(x)−∆op1 (x))) (3.37)
indeed, (2 3)ϕ(x) = −ϕ(x) because ϕ ∈ Hom(g,Λ2g), and
(1 3 2)(1⊗ ϕ)(∆1(x)−∆op1 (x)) = (ϕ⊗ 1)(∆op1 (x)−∆1(x))
= −(ϕ⊗ 1)(∆1(x)−∆op1 (x)),
hence, recalling that (1 2 3) = (1 2)(2 3) and (1 3 2) = (1 3)(2 3), one has
Alt
(
(1⊗ ϕ)(∆1(x)−∆op1 (x))) = ∑
σ∈S3
sgn(σ)σ(1⊗ ϕ)(∆1(x)−∆op1 (x))
= (1⊗ ϕ)(∆1(x)−∆op1 (x))− (1 2)(1⊗ ϕ)(∆1(x)−∆op1 (x))
− (1 3)(1⊗ ϕ)(∆1(x)−∆op1 (x))− (2 3)(1⊗ ϕ)(∆1(x)−∆op1 (x))
+ (1 2 3)(1⊗ ϕ)(∆1(x)−∆op1 (x))+ (1 3 2)(1⊗ ϕ)(∆1(x)−∆op1 (x))
= (1⊗ ϕ)(∆1(x)−∆op1 (x))− (1 2)(1⊗ ϕ)(∆1(x)−∆op1 (x))
+ (1 3 2)(1⊗ ϕ)(∆1(x)−∆op1 (x))+ (1⊗ ϕ)(∆1(x)−∆op1 (x))
− (1 2)(1⊗ ϕ)(∆1(x)−∆op1 (x))+ (1 3 2)(1⊗ ϕ)(∆1(x)−∆op1 (x))
= 2
(
(1⊗ ϕ)(∆1(x)−∆op1 (x))− (1 2)(1⊗ ϕ)(∆1(x)−∆op1 (x))
− (ϕ⊗ 1)(∆1(x)−∆op1 (x))).
Using also that r ∈ Λ2g, with a similar argument one shows that
− [r12 − r23, (1 2)(1⊗ ϕ)∆0(x)]+ [r13 + r23, (ϕ⊗ 1)∆0(x)]
− [r12 + r13, (1⊗ ϕ)∆0(x)] = −12Alt
([
r12 + r13, (1⊗ ϕ)∆0(x)
])
.
(3.38)
Moreover, by Condition (iv), since n ≥ 2, one has ∆op(x) ≡ Σ−1∆(x)Σ mod h2
which implies
∆1(x)−∆op1 (x) = −[∆0(x), r] (3.39)
and, since x ∈ g and ϕ(1) = 0, one has
(1⊗ ϕ)∆0(x) = x⊗ ϕ(1) + 1⊗ ϕ(x) = 1⊗ ϕ(x) (3.40)
Therefore, using equations (3.36) - (3.40) and recalling that [∆0(x), r] = dgr(x), one
has
dg(q)(x) = −12Alt
(
(1⊗ ϕ)dgr(x)
)− 12Alt
([
r12 + r13, 1⊗ ϕ(x)]). (3.41)
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On the other hand, since ϕ ∈ Hom(g,Λ2g), for any z, w ∈ g there are s1 ∈ Z+,
wi1, w
i
2 ∈ g with i = 1, . . . , s1 and s2 ∈ Z+, zj1, zj2 ∈ g with j = 1, . . . , s2 such that
ϕ(w) =
s1∑
i=1
(wi1 ⊗ wi2 − wi2 ⊗ wi1) =
s1∑
i=1
(
id− (1 2))(wi1 ⊗ wi2)
and
ϕ(z) =
s2∑
j=1
(zj1 ⊗ zj2 − zj2 ⊗ zj1) =
s2∑
j=1
(
id− (1 2))(zj1 ⊗ zj2).
It follows that
1
2Alt
(
(1⊗ ϕ)(z ⊗ w − w ⊗ z)) = 12Alt
( s1∑
i=1
(
id− (2 3))(z ⊗ wi1 ⊗ wi2)
− 12
s2∑
j=1
(
id− (2 3))(w ⊗ zj1 ⊗ zj2)).
=
s1∑
i=1
z ∧ wi1 ∧ wi2 −
s2∑
j=1
w ∧ zj1 ∧ zj2
=
s1∑
i=1
wi1 ∧ wi2 ∧ z −
s2∑
j=1
zj1 ∧ zj2 ∧ w
= −(ϕ ∧ 1)(z ∧ w)
from which
− 12Alt
(
(1⊗ ϕ)dgr(x)
)
= (ϕ ∧ 1)dgr(x). (3.42)
Similarly, since dgr(x) ∈ Λ2g, one proves that
− 12Alt
([
r12 + r13, 1⊗ ϕ(x)]) = (dgr ∧ 1)ϕ(x). (3.43)
Thus, by equations (3.41) - (3.43) and by Proposition 3.3.7, one has
dg(q)(x) = (ϕ ∧ 1)dgr(x) + (dgr ∧ 1)ϕ(x) = −dg∗(ϕ)(x). (3.44)
Let us show that ϕ−q is a cocycle of the total complex (3.34). We must show that
0 = d(ϕ− q) = dg(ϕ)− dg∗(ϕ)− dg(q)− dg∗(q). On the other hand, we already know
that dg(ϕ) = 0 because of Proposition 3.2.24 and we know that dg∗(ϕ) + dg(q) = 0
because of Proposition 3.3.9. Thus we only need to show that dg∗(q) = 0.
Lemma 3.3.10. q is a cocycle of the complex on the first column of bicomplex
(3.31).
Proof. Let us first prove that
[
Σ12Σ13Σ14, Q234
] ≡ 0 mod hn+1. Using Relation (v),
one has
Σ12Σ13Σ14Q234 = Σ12Σ13Σ14Σ23Σ24Σ34
(
Σ23
)−1(Σ24)−1(Σ34)−1
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= Σ12Σ13Σ23Σ14Σ24Σ34
(
Σ23
)−1(Σ24)−1(Σ34)−1
≡ Σ23Σ13Σ12Σ14Σ24Σ34(Σ23)−1(Σ24)−1(Σ34)−1
≡ Σ23Σ13Σ24Σ14Σ12Σ34(Σ23)−1(Σ24)−1(Σ34)−1
= Σ23Σ24Σ13Σ14Σ34Σ12
(
Σ23
)−1(Σ24)−1(Σ34)−1
≡ Σ23Σ24Σ34Σ14Σ13Σ12(Σ23)−1(Σ24)−1(Σ34)−1
≡ Σ23Σ24Σ34Σ14(Σ23)−1Σ12Σ13(Σ24)−1(Σ34)−1
= Σ23Σ24Σ34
(
Σ23
)−1Σ14Σ12(Σ24)−1Σ13(Σ34)−1
≡ Σ23Σ24Σ34(Σ23)−1(Σ24)−1Σ12Σ14Σ13(Σ34)−1
≡ Σ23Σ24Σ34(Σ23)−1(Σ24)−1Σ12(Σ34)−1Σ13Σ14
= Σ23Σ24Σ34
(
Σ23
)−1(Σ24)−1(Σ34)−1Σ12Σ13Σ14
= Q234Σ12Σ13Σ14 mod hn+1.
Moreover one has the following equalities[
Σ12Σ13Σ14, Q234 − 1] = [Σ12Σ13Σ14, Q234]
= Σ12Σ13Σ23Σ14Σ24Σ34
(
Σ23
)−1(Σ24)−1(Σ34)−1
− Σ23Σ24Σ34(Σ23)−1(Σ24)−1(Σ34)−1Σ12Σ13Σ14,
(3.45)
Σ12Σ13Σ23Σ14Σ24Σ34
(
Σ23
)−1(Σ24)−1(Σ34)−1
=
(
Q123 − 1)Σ23Σ13Σ12Σ14Σ24Σ34(Σ23)−1(Σ24)−1(Σ34)−1
+ Σ23Σ13Σ12Σ14Σ24Σ34
(
Σ23
)−1(Σ24)−1(Σ34)−1,
(3.46)
Σ23Σ13Σ12Σ14Σ24Σ34
(
Σ23
)−1(Σ24)−1(Σ34)−1
= Σ23Σ13
(
Q124 − 1)Σ24Σ14Σ12Σ34(Σ23)−1(Σ24)−1(Σ34)−1
+ Σ23Σ24Σ13Σ14Σ34Σ12
(
Σ23
)−1(Σ24)−1(Σ34)−1,
(3.47)
Σ23Σ24Σ13Σ14Σ34Σ12
(
Σ23
)−1(Σ24)−1(Σ34)−1
= Σ23Σ24
(
Q134 − 1)Σ34Σ14Σ13Σ12(Σ23)−1(Σ24)−1(Σ34)−1
+ Σ23Σ24Σ34Σ14Σ13Σ12
(
Σ23
)−1(Σ24)−1(Σ34)−1,
(3.48)
Σ23Σ24Σ34Σ14Σ13Σ12
(
Σ23
)−1(Σ24)−1(Σ34)−1
= Σ23Σ24Σ34Σ14
(
Σ23
)−1Σ23Σ13Σ12(Σ23)−1(Σ24)−1(Σ34)−1
= Σ23Σ24Σ34Σ14
(
Σ23
)−1(1−Q123)Σ23Σ13Σ12(Σ23)−1(Σ24)−1(Σ34)−1
+ Σ23Σ24Σ34Σ14
(
Σ23
)−1Σ12Σ13Σ23(Σ23)−1(Σ24)−1(Σ34)−1,
(3.49)
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Σ23Σ24Σ34Σ14
(
Σ23
)−1Σ12Σ13Σ23(Σ23)−1(Σ24)−1(Σ34)−1
= Σ23Σ24Σ34
(
Σ23
)−1(Σ24)−1Σ24Σ14Σ12(Σ24)−1Σ13(Σ34)−1
= Σ23Σ24Σ34
(
Σ23
)−1(Σ24)−1(1−Q124)Σ24Σ14Σ12(Σ24)−1Σ13(Σ34)−1
+ Σ23Σ24Σ34
(
Σ23
)−1(Σ24)−1Σ12Σ14Σ24(Σ24)−1Σ13(Σ34)−1,
(3.50)
and
Σ23Σ24Σ34
(
Σ23
)−1(Σ24)−1Σ12Σ14Σ13(Σ34)−1
= Σ23Σ24Σ34
(
Σ23
)−1(Σ24)−1Σ12(Σ34)−1Σ34Σ14Σ13(Σ34)−1
= Σ23Σ24Σ34
(
Σ23
)−1(Σ24)−1Σ12(Σ34)−1(1−Q134)Σ34Σ14Σ13(Σ34)−1
+ Σ23Σ24Σ34
(
Σ23
)−1(Σ24)−1Σ12(Σ34)−1Σ13Σ14Σ34(Σ34)−1.
(3.51)
Combining equations (3.45) - (3.51) one has[
Σ12Σ13Σ14, Q234 − 1]
=
(
Q123 − 1)Σ23Σ13Σ12Σ14Σ24Σ34(Σ23)−1(Σ24)−1(Σ34)−1
+ Σ23Σ13
(
Q124 − 1)Σ24Σ14Σ12Σ34(Σ23)−1(Σ24)−1(Σ34)−1
+ Σ23Σ24
(
Q134 − 1)Σ34Σ14Σ13Σ12(Σ23)−1(Σ24)−1(Σ34)−1
+ Σ23Σ24Σ34Σ14
(
Σ23
)−1(1−Q123)Σ23Σ13Σ12(Σ23)−1(Σ24)−1(Σ34)−1
+ Σ23Σ24Σ34
(
Σ23
)−1(Σ24)−1(1−Q124)Σ24Σ14Σ12(Σ24)−1Σ13(Σ34)−1
+ Σ23Σ24Σ34
(
Σ23
)−1(Σ24)−1Σ12(Σ34)−1(1−Q134)Σ34Σ14Σ13(Σ34)−1.
(3.52)
It follows[
Σ12Σ13Σ14, Q234 − 1]
= (Q123 − 1)(1 + (r13 + r12 + r14)h)
− (1 + (r24 + r34 + r14)h)(Q123 − 1)(1 + (r13 + r12 − r24 − r34)h)
+
(
1 + (r23 + r13)h
)
(Q124 − 1)(1 + (r14 + r12 − r23)h)
− (1 + r34h)(Q124 − 1)(1 + (r14 + r12 + r13 − r34)h)
+
(
1 + (r23 + r24)h
)
(Q134 − 1)(1 + (r14 + r13 + r12 − r23 − r24)h)
− (1 + r12h)(Q134 − 1)(1 + (r14 + r13)h)+O(hn+3)
=
(− [r14 + r24 + r34, Q123 − 1]+ [r13 + r23 − r34, Q124 − 1]
− [r12 − r23 − r24, Q134 − 1])h+O(hn+3).
(3.53)
On the other hand[
Σ12Σ13Σ14, Q234 − 1] = [r12 + r13 + r14, Q234 − 1]h+O(hn+3). (3.54)
Equations (3.53) and (3.54) imply
0 ≡[r12 + r13 + r14, Q234 − 1]+ [r14 + r24 + r34, Q123 − 1]
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+
[
r12 − r23 − r24, Q134 − 1]− [r13 + r23 − r34, Q124 − 1] mod hn+2
from which
0 =
[
r12 + r13 + r14, q234
]
+
[
r14 + r24 + r34, q123
]
+
[
r12 − r23 − r24, q134]− [r13 + r23 − r34, q124]
=
(
id− (1 2) + (1 3 2)− (1 4 3 2))[r12 + r13 + r14, q234]. (3.55)
Therefore Alt
([
r12 + r13 + r14, q234
])
= 0 because
Alt
([
r12 + r13 + r14, q234
])
=
∑
σ∈S4
sgn(σ)σ
[
r12 + r13 + r14, q234
]
=
(
id− (1 3)− (2 4) + (1 2 4) + (1 3)(2 4) + (1 4 3))×
× (id− (1 2) + (1 3 2)− (1 4 3 2))[r12 + r13 + r14, q234] = 0.
If ϕ − q is a coboundary of the total complex (3.34), there exists an element
ψ ∈ Λ2g satisfying ϕ − q = d(ψ) = dg(ψ) + dg∗(ψ) from which ϕ = dg(ψ) and
q = −dg∗(ψ). Hence, since, by Proposition 3.3.7, −dg∗(ψ) = −12Alt
([
r12 +r13, ψ23
])
,
Σ + ψhn satisfy conditions (ii) - (iv) mod hn+1 and (v) mod hn+2. It follows that
the obstruction to the existence lies in the cohomology group H1 of the total cochain
complex (3.34) and the obstruction to the uniqueness lies in the cohomology group
H0 of the total cochain complex (3.34).
Summarizing, V. G. Drinfeld in his notes on existence and uniqueness of universal
triangular R-matrices proved the following theorem:
Theorem 3.3.11. Let H be a quantization of a triangular Lie bialgebra (g, [ , ], r)
over C (cf. Definition 3.3.2). Then the obstructions to the existence and uniqueness
of the universal triangular R-matrix lie respectively in the 1st and 0th cohomology
groups of the total cochain complex (3.34).
3.4 Considerations on Question and Answer 47
If H1 is 0 the existence of Σ of section 3.3 is secured, but in general this condition
is not satisfied.
Proposition 3.4.1. Let g be a simple finite dimensional Lie algebra and r = 0 ∈ Λ2g.
Then H1 6= 0.
Proof. Let us first point out that, as r = 0, the differential of the first column of the
bicomplex (3.31) is the 0 map by Proposition 3.3.7. Let a ∈ Hom(g,Λ2g) and b ∈ Λ3g.
a+ b is a 1-cocycle of the total complex if d(a+ b) = dga− dg∗a+ dgb+ dg∗b = 0.
In particular a must be a 1-cocycle of the Chevalley-Eilenberg complex with Lie
algebra g and g-module Λ2g and dgb− dg∗a = 0 (the condition dg∗b = 0 gives not
additional informations on b because, as already pointed out, dg∗ of the first column
is the 0 map). Since g is a simple, finite dimensional Lie algebra and Λ2g is finite
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dimensional, H0(g,Λ2g) = 0 and H1(g,Λ2g) = 0 therefore there exists a unique
θ ∈ Λ2g such that a = dgθ. It follows that condition dgb− dg∗a = 0 becomes dgb = 0
indeed dg∗a = dg∗dgθ = dgdg∗θ = 0. Therefore a must be equal to dgθ for θ ∈ Λ2g
and b must be an invariant of Λ3g under the adjoint action of g. On the other
hand a + b = d(ψ) for ψ ∈ Λ2g if and only if a = dgψ, which implies that ψ = θ
because H0(g,Λ2g) = 0, and b = dg∗ψ = 0. It follows that dim(H1) = 1 because
dim(Λ3g)g = 1.
H1 6= 0 does not prevent Σ from existing as shown in the following example.
Let g a simple, finite dimensional Lie algebra and let us consider the following
Hopf algebra: (H, ηH , µH ,∆H , εH ,SH) where H = U(g)[[h]] and ηH , µH , ∆H , εH ,
SH are respectively the unit, product, coproduct, counit and antipode of U(g)
extended to H by C[[h]]-linearity. Let us, then, consider r = 0 ∈ Λ2g. r is
clearly a solution of the classical Yang-Baxter equation (3.22) and, for any x ∈ g,
∆(x)op −∆(x) = ∆0(x)op −∆0(x) = 0. It follows that H is a quantization of the
triangular Lie bialgebra
(
g, [ , ], 0
)
. Since H0(g,Λ2g) = 0, because g is a simple, finite
dimensional Lie algebra, the cohomology groupH0 of the total cochain complex (3.31)
is zero from which the uniqueness of Σ (if it exists) follows. Moreover we already know
that Σ exists because Σ = 1 satisfies the conditions (1) - (5). Let us apply anyway
the procedure in sections 3.2 and 3.3 to the triangular Lie bialgebra
(
g, [ , ], 0
)
and
the quantum group H and let us show that the procedure gives Σ = 1. We will show
that if Σ ≡ 1 mod hn, then the procedure of sections 3.2 and 3.3 modifies Σ as Σ ≡ 1
mod hn+1. So let us consider Σ ∈ H⊗̂H such that Σ ≡ 1 mod hn with n ≥ 2. Clearly
Σ ≡ 1 mod hn satisfies conditions (i)-(v). Let us write Σ ≡ 1 + Σnhn mod hn+1 with
Σn ∈ U(g)⊗2. ΣΣ21 ≡ 1+(Σn+Σ21n )hn mod hn+1, therefore, after the first correction,
Σ becomes Σ − Σn+Σ21n2 hn ≡ 1 + Σn−Σ
21
n
2 h
n mod hn+1. As Σn−Σ
21
n
2 ∈ Λ2U(g), and
δ = 12
(
(∆0 ⊗ 1)(Σn − Σ21n ) + (Σ12n − Σ21n ) − (1 ⊗ ∆0)(Σn − Σ21n ) − (Σ23n − Σ32n )
)
,
−Σn−Σ21n2 is a solution of equation (3.11). As second modification, we set Σ as
Σ +
(
− Σn−Σ21n2
)
hn ≡ 1 mod hn+1. It follows that ϕ = 0 and q = 0 indeed
ϕ(x) ≡ ∆
op(x)− Σ−1∆(x)Σ
hn
≡ 0 mod h
for any x ∈ U(g), because ∆(x) = ∆0(x) = ∆op0 (x) = ∆op(x), and
q ≡ Q− 1
hn+1
≡ 0 mod h
because Q = Σ12Σ13Σ23
(
Σ12
)−1(Σ13)−1(Σ23)−1 ≡ 1 + (Σ12n+1 + Σ13n+1 + Σ23n+1 −
Σ12n+1 − Σ13n+1 − Σ23n+1
)
= 1 mod hn+2. ψ = 0 satisfies d(ψ) = ϕ − q from which
Σ +ψhn = Σ ≡ 1 mod hn+1 satisfies conditions (i) - (v). Therefore the procedure in
sections 3.2 and 3.3 modifies Σ ≡ 1 mod h2 in Σ = 1.
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The arguments of section 3.3 don’t extend verbatim to the pseudotriangular
case so we have to modify the previous arguments. Let Σ be an element of H⊗̂H
satisfying:
110 3. Drinfeld’s notes on universal triangular R-matrices
(i) Σ ≡ 1 + rh mod h2;
(ii) ΣΣ21 ≡ 1 mod hn;
(iii) (1⊗∆)(Σ) ≡ Σ12Σ13 mod hn;
(iv) ∆op(a) ≡ Σ−1∆(a)Σ mod hn;
(v) Σ12Σ13Σ23 ≡ Σ23Σ13Σ12 mod hn+1
where n ≥ 2.
As before we want to correct Σ without changing it mod hn such that the relations
(ii)-(iv) are satisfied mod hn+1 and the relation (v) is satisfied mod hn+2.
First of all let us modify Σ, as done in section 3.2, in order to have ΣΣ21 ≡ 1
mod hn+1. As shown in section 3.2, after this modification the freedom in choosing
Σ reduces to an element of Λ2U(g). We want to modify Σ as Σ′ = Σ − ψhn with
ψ ∈ Λ2U(g) in order to have (1 ⊗∆)(Σ′) ≡ Σ′12Σ′13 mod hn+1. Let us define the
element a ∈ U(g)⊗3 as
a ≡ (1⊗∆)(Σ)− Σ
12Σ23
hn
mod h. (3.56)
The following proposition gives an equivalent condition to the equation (1⊗∆)(Σ−
ψhn) ≡ (Σ− ψhn)12(Σ− ψhn)13 mod hn+1:
Proposition 3.5.1. There exists an element ψ ∈ Λ2U(g) satisfying the equation
(1⊗∆)(Σ− ψhn) ≡ (Σ− ψhn)12(Σ− ψhn)13 mod hn+1 (3.57)
if and only if
a = (1⊗∆0)(ψ)− ψ12 − ψ13. (3.58)
Proof. It is a consequence of the following equations:
(1⊗∆)(Σ− ψhn)− (Σ− ψhn)12(Σ− ψhn)13
= (1⊗∆)(Σ)− (1⊗∆)(ψ)hn − Σ12Σ13 + ψ12Σ13hn + Σ12ψ13hn − ψ12ψ13h2n
≡ (a− (1⊗∆0)(ψ) + ψ12 + ψ13)hn mod hn+1.
Lemma 3.5.2. The following equalities hold:
(1⊗ 1⊗∆)(1⊗∆)(Σ) ≡ Σ12(1⊗ 1⊗∆)(Σ13) mod hn, (3.59)
Σ12(1⊗ 1⊗∆)(Σ13) ≡ Σ12Σ13Σ14 mod hn, (3.60)
(1⊗∆⊗ 1)(1⊗∆)(Σ) ≡ (1⊗∆⊗ 1)(Σ12)Σ14 mod hn, (3.61)
(1⊗∆⊗ 1)(Σ12)Σ14 ≡ Σ12Σ13Σ14 mod hn. (3.62)
Proof. Equations (3.59) and (3.61) follow because ∆ is a homomorphism of algebra
and Σ satisfies condition (iii), indeed one has
(1⊗ 1⊗∆)(1⊗∆)(Σ) ≡ (1⊗ 1⊗∆)(Σ12Σ13)
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= (1⊗ 1⊗∆)(Σ12)(1⊗ 1⊗∆)(Σ13)
= Σ12(1⊗ 1⊗∆)(Σ13) mod hn
and
(1⊗∆⊗ 1)(1⊗∆)(Σ) ≡ (1⊗∆⊗ 1)(Σ12Σ13)
= (1⊗∆⊗ 1)(Σ12)(1⊗∆⊗ 1)(Σ13)
= (1⊗∆⊗ 1)(Σ12)Σ14 mod hn.
Equations (3.60) and (3.62) follow directly by condition (iii).
Lemma 3.5.3. The following equations hold:(
Σ23
)−1(1⊗∆)(Σ)Σ23 ≡ (1⊗∆op)(Σ) mod hn+1, (3.63)(
Σ23
)−1Σ12Σ13Σ23 ≡ Σ13Σ12 mod hn+1, (3.64)(
Σ23
)−1(1⊗∆)(Σ)Σ23 ≡ (Σ23)−1Σ12Σ13Σ23 mod hn, (3.65)
(1⊗∆op)(Σ) ≡ Σ13Σ12 mod hn. (3.66)
Proof. Equation (3.63) follows from Σ ≡ 1 mod h indeed
(
Σ23
)−1(1⊗∆)(Σ)Σ23 = (Σ23)−1(1⊗∆)(1 +∑
i≥1
Σihi
)
Σ23
= 1 +
∑
i≥1
(
Σ23
)−1(1⊗∆)(Σi)Σ23hi
= 1 +
∑
i≥1
(
(1⊗∆op)(Σi) +O(hn)
)
hi
= 1 +
∑
i≥1
(1⊗∆op)(Σi)hi +O(hn+1)
= (1⊗∆op)(Σ) +O(hn+1).
Equation (3.64) follows from Σ12Σ13Σ23 ≡ Σ23Σ13Σ12 mod hn+1 indeed
(
Σ23
)−1Σ12Σ13Σ23 ≡ (Σ23)−1Σ23Σ13Σ12
≡ Σ13Σ12 mod hn+1.
Equation (3.65) follows immediately from condition (iii) and, using again condition
(iii), equation (3.66) follows indeed
(1⊗∆op)(Σ) = (2 3)(1⊗∆)(Σ)
≡ (2 3)(Σ12Σ13)
≡ Σ13Σ12 mod hn.
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Proposition 3.5.4. The following equations hold:
(1⊗∆0 ⊗ 1)(a) + a123 = (1⊗ 1⊗∆0)(a) + a134 (3.67)
and
(2 3)a = a. (3.68)
Proof. Since ∆ is a homomorphism of algebras and Σ ≡ 1 mod h, by Lemma 3.5.2,
one has
(1⊗∆0 ⊗ 1)(a) ≡ (1⊗∆⊗ 1)(a)
≡ 1
hn
(
(1⊗∆⊗ 1)(1⊗∆)(Σ)
− (1⊗∆⊗ 1)(Σ12)(1⊗∆⊗ 1)(Σ13))
≡ 1
hn
(
(1⊗ 1⊗∆)(1⊗∆)(Σ)− (Σ12Σ13 + a123hn)Σ14)
= 1
hn
(
(1⊗ 1⊗∆)(1⊗∆)(Σ)− Σ12Σ13Σ14 − a123Σ14hn)
≡ 1
hn
(
(1⊗ 1⊗∆)(1⊗∆)(Σ)− Σ12Σ13Σ14 − a123hn)
= 1
hn
(
(1⊗ 1⊗∆)(1⊗∆)(Σ)− Σ12Σ13Σ14 − a123hn
− Σ12a134hn + Σ12a134hn)
≡ 1
hn
(
(1⊗ 1⊗∆)(1⊗∆)(Σ)− Σ12Σ13Σ14 − Σ12a134hn
− a123hn + a134hn)
≡ 1
hn
(
(1⊗ 1⊗∆)(1⊗∆)(Σ)− Σ12(1⊗ 1⊗∆)(Σ13)− a123hn
+ a134hn
)
= 1
hn
(
(1⊗ 1⊗∆)(1⊗∆)(Σ)− (1⊗ 1⊗∆)(Σ12Σ13)− a123hn
+ a134hn
)
≡ (1⊗ 1⊗∆)(a)− a123 + a134
≡ (1⊗ 1⊗∆0)(a)− a123 + a134 mod h.
Therefore one has
(1⊗∆0 ⊗ 1)(a) = (1⊗ 1⊗∆0)(a) + a134 − a123,
because a ∈ U(g)⊗3, from which equation (3.67) follows.
Moreover, using equations (3.63) and (3.64), one has
(2 3)a ≡ (2 3)(1⊗∆)(Σ)− Σ
12Σ13
hn
= (1⊗∆
op)(Σ)− Σ13Σ12
hn
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≡ (Σ23)−1 (1⊗∆)(Σ)− Σ12Σ13
hn
Σ23
≡ (Σ23)−1aΣ23
≡ a mod h
from which (2 3)a = a.
Lemma 3.5.5. The following equation holds
(∆⊗ 1)(Σ) ≡ Σ23Σ13 − (1 3 2)ahn mod hn+1. (3.69)
Proof. Since ΣΣ21 ≡ 1 mod hn+1, one has
(∆⊗ 1)(Σ) = (1 3 2)(1⊗∆)(Σ21)
≡ (1 3 2)(1⊗∆)(Σ−1)
= (1 3 2)
(
(1⊗∆)(Σ))−1
≡ (1 3 2)(Σ12Σ13 + ahn)−1
≡ (1 3 2)
((
Σ13
)−1(Σ12)−1)− (1 3 2)ahn
≡ (1 3 2)(Σ31Σ21)− (1 3 2)ahn
≡ Σ23Σ13 − (1 3 2)ahn mod hn+1.
Lemma 3.5.6. The following equations hold:
(∆⊗ 1⊗ 1)(1⊗∆)(Σ) ≡ (∆⊗ 1⊗ 1)(Σ12Σ13) mod hn, (3.70)
(∆⊗∆)(Σ) ≡ Σ23Σ13Σ24Σ14 mod hn, (3.71)
(∆⊗ 1⊗ 1)(1⊗∆)(Σ) ≡ Σ23Σ13Σ24Σ14 mod hn, (3.72)
(∆⊗ 1⊗ 1)(Σ12Σ13) ≡ Σ23Σ13Σ24Σ14 mod hn. (3.73)
Proof. By condition (iii) and equation (3.69), one has
(∆⊗∆)(Σ) = (∆⊗ 1⊗ 1)(1⊗∆)(Σ)
≡ (∆⊗ 1⊗ 1)(Σ12Σ13)
≡ (∆⊗ 1⊗ 1)(Σ12Σ13)
≡ Σ23Σ13Σ24Σ14 mod hn
and
(∆⊗∆)(Σ) = (1⊗ 1⊗∆)(∆⊗ 1)(Σ)
≡ (1⊗ 1⊗∆)(Σ23Σ13)
≡ Σ23Σ24Σ13Σ14
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= Σ23Σ13Σ24Σ14 mod hn.
In particular equations (3.70)-(3.73) follow.
Lemma 3.5.7. The following equation holds:
(∆0 ⊗ 1⊗ 1)(a)− a312 − a412 = −(1 3)(2 4)(∆0 ⊗ 1⊗ 1)(a) + a134 + a234. (3.74)
Proof. Using the definition of a one has
(1⊗∆)(Σ21) ≡ ((1⊗∆)(Σ))−1 ≡ (Σ12Σ13 + ahn)−1
≡ Σ31Σ21 − ahn mod hn+1.
(3.75)
By equation (3.69) one has
(∆⊗ 1)(Σ21) ≡ ((∆⊗ 1)(Σ))−1 ≡ (Σ23Σ13 − a312hn)−1
≡ Σ31Σ32 + a312hn mod hn+1.
(3.76)
Therefore, using Lemma 3.5.6 and equations (3.75) and (3.76), one has
(∆0 ⊗ 1⊗ 1)(a) ≡ (∆⊗ 1⊗ 1)(a)
≡ (∆⊗ 1⊗ 1)(1⊗∆)(Σ)− (∆⊗ 1⊗ 1)(Σ
12Σ13)
hn
≡ (∆⊗∆)(Σ)−
(
Σ23Σ13 − a312hn)(Σ24Σ14 − a412hn)
hn
≡ (∆⊗∆)(Σ)− Σ
23Σ13Σ24Σ14
hn
+ a312 + a412
≡ (1 3)(2 4)(1 3)(2 4)(∆⊗∆)(Σ)− (1 3)(2 4)
(
Σ23Σ13Σ24Σ14
)
hn
+ a312 + a412
≡ (1 3)(2 4)(∆⊗∆)(Σ
21)− Σ41Σ31Σ42Σ32
hn
+ a312 + a412
≡ (1 3)(2 4)(∆⊗ 1⊗ 1)(1⊗∆)(Σ
21)− Σ41Σ42Σ31Σ32
hn
+ a312 + a412
≡ (1 3)(2 4)(∆⊗ 1⊗ 1)
(
Σ31Σ21 − ahn)− Σ41Σ42Σ31Σ32
hn
+ a312 + a412
≡ (1 3)(2 4)(∆⊗ 1⊗ 1)
(
Σ31Σ21
)− Σ41Σ42Σ31Σ32
hn
+ a312 + a412 − (1 3)(2 4)(∆⊗ 1⊗ 1)(a)
≡ (1 3)(2 4)
(
Σ41Σ42 + a412hn
)(
Σ31Σ32 + a312hn
)− Σ41Σ42Σ31Σ32
hn
− (1 3)(2 4)(∆⊗ 1⊗ 1)(a) + a312 + a412
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≡ a234 + a134 − (1 3)(2 4)(∆⊗ 1⊗ 1)(a) + a312 + a412
≡ a234 + a134 − (1 3)(2 4)(∆0 ⊗ 1⊗ 1)(a) + a312 + a412 mod h.
Since a ∈ U(g)⊗3, it follows that
(∆0 ⊗ 1⊗ 1)(a) = a234 + a134 − (1 3)(2 4)(∆0 ⊗ 1⊗ 1)(a) + a312 + a412
from which one obtains equation (3.74).
Since a ∈ U(g)⊗3, we can write a = ∑si=1 ai1⊗ai2 with s ∈ Z+, ai1 ∈ U(g) elements
of a Poincaré-Birkhoff-Witt basis and ai2 ∈ U(g)⊗2 for i = 1, . . . , s. By equation
(3.67), one has
0 = a134 − (1⊗∆0 ⊗ 1)(a) + (1⊗ 1⊗∆0)(a)− a123
=
s∑
i=1
ai1 ⊗
(
1⊗ ai2 − (∆0 ⊗ 1)
(
ai2
)
+ (1⊗∆0)
(
ai2
)− ai2 ⊗ 1).
As a11, . . . , as1 are linearly independent, it follows that
1⊗ ai2 − (∆0 ⊗ 1)
(
ai2
)
+ (1⊗∆0)
(
ai2
)− ai2 ⊗ 1 = 0
for any i = 1, . . . , s, from which ai2 is a 2-cocycle of complex (3.15) for any i = 1, . . . , s.
Moreover, by equation (3.68), one has
0 = a− (2 3)a =
s∑
i=1
ai1 ⊗
(
ai2 − (1 2)ai2
)
,
from which
0 = ai2 − (1 2)ai2 = Alt
(
ai2
)
(3.77)
for any i = 1, . . . , s. By Lemma 3.2.14, ai2 is a coboundary for any i = 1, . . . , s.
Therefore there exist fi ∈ U(g) (of course not unique) such that dfi = ai2, or, in
other words, such that the following equation is satisfied:
1⊗ fi −∆0(fi) + fi ⊗ 1 = ai2. (3.78)
Let us choose fi ∈ U(g) satisfying equation (3.78) and let us define
f = −
s∑
i=1
ai1 ⊗ fi ∈ U(g)⊗2. (3.79)
It follows that
(1⊗∆0)(f)− f12 − f13 = a (3.80)
indeed
(1⊗∆0)(f)− f12 − f13 =
s∑
i=1
ai1 ⊗
(−∆0(fi) + fi ⊗ 1 + 1⊗ fi) = a.
Let g an element of U(g)⊗2 defined as g = f + f21.
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Lemma 3.5.8. The following equation holds:
(∆0 ⊗∆0)(g)−
(
(∆0 ⊗ 1)(g)
)123 − ((∆0 ⊗ 1)(g))124 − ((1⊗∆0)(g))134
− ((1⊗∆0)(g))234 + g13 + g14 + g23 + g24 = 0. (3.81)
Proof. Since one has
(∆0 ⊗∆0)
(
f21
)
= (1 3)(2 4)(∆0 ⊗∆0)(f)(
(∆0 ⊗ 1)
(
f21
))123
= (1 3)(2 4)(1⊗ 1⊗∆0)
(
f13
)
(
(∆0 ⊗ 1)
(
f21
))124
= (1 3)(2 4)(1⊗ 1⊗∆0)
(
f23
)
(
(1⊗∆0)
(
f21
))134
= (1 3)(2 4)(∆0 ⊗ 1⊗ 1)
(
f12
)
(
(1⊗∆0)
(
f21
))234
= (1 3)(2 4)(∆0 ⊗ 1⊗ 1)
(
f13
)
and equation (3.74), it follows
(∆0 ⊗∆0)(g)−
(
(∆0 ⊗ 1)(g)
)123 − ((∆0 ⊗ 1)(g))124 − ((1⊗∆0)(g))134
− ((1⊗∆0)(g))234 + g13 + g14 + g23 + g24
= (∆0 ⊗∆0)(f)−
(
(∆0 ⊗ 1)(f)
)123 − ((∆0 ⊗ 1)(f))124 − ((1⊗∆0)(f))134
− ((1⊗∆0)(f))234 + f13 + f14 + f23 + f24
+ (∆0 ⊗∆0)
(
f21
)− ((∆0 ⊗ 1)(f21))123 − ((∆0 ⊗ 1)(f21))124
−
(
(1⊗∆0)
(
f21
))134 − ((1⊗∆0)(f21))234 + f31 + f41 + f32 + f42
= (∆0 ⊗ 1⊗ 1)
(
(1⊗∆0)(f)− f12 − f13
)
− ((1⊗ 1⊗∆0)(f13)− f13 − f14)− ((1⊗ 1⊗∆0)(f23)− f23 − f24)
+ (1 3)(2 4)(∆0 ⊗ 1⊗ 1)
(
(1⊗∆0)(f)− f12 − f13
)
− (1 3)(2 4)((1⊗ 1⊗∆0)(f13)− f13 − f14)
− (1 3)(2 4)((1⊗ 1⊗∆0)(f23)− f23 − f24)
= (∆0 ⊗ 1⊗ 1)(a)− a134 − a234 + (1 3)(2 4)(∆0 ⊗ 1⊗ 1)(a)
− (1 3)(2 4)a134 − (1 3)(2 4)a234
= (∆0 ⊗ 1⊗ 1)(a)− a134 − a234 + (1 3)(2 4)(∆0 ⊗ 1⊗ 1)(a)− a312 − a412
= 0.
Proposition 3.5.9. g is an element of U(g) ⊗ g + g ⊗ U(g) invariant under the
action of S2.
3.5 Question and Answer 47’ 117
Proof. As g is defined as f + f21, it is obviously invariant under the action of S2.
Let us prove that g ∈ U(g)⊗ g + g⊗ U(g). Let {xi}i∈I , where I is a set of indices,
be a basis of the Lie algebra g. Let x, y ∈ U(g). If x = λ ∈ C and y = µ ∈ C then
(∆0 ⊗∆0)(x⊗ y)−
(
(∆0 ⊗ 1)(x⊗ y)
)123 − ((∆0 ⊗ 1)(x⊗ y))124
− ((1⊗∆0)(x⊗ y))134 − ((1⊗∆0)(x⊗ y))234 + (x⊗ y)13
+ (x⊗ y)14 + (x⊗ y)23 + (x⊗ y)24
= λµ(1⊗ 1⊗⊗1⊗ 1).
If x = λ ∈ C, y = xj1 · · ·xjr where r ∈ Z+ and j1, . . . , jr ∈ I, then
(∆0 ⊗∆0)(x⊗ y)−
(
(∆0 ⊗ 1)(x⊗ y)
)123 − ((∆0 ⊗ 1)(x⊗ y))124
− ((1⊗∆0)(x⊗ y))134 − ((1⊗∆0)(x⊗ y))234 + (x⊗ y)13
+ (x⊗ y)14 + (x⊗ y)23 + (x⊗ y)24
= −
∑
σ∈S(l,r−l)
l=1,...,r−1
λ⊗ 1⊗ xjσ(1) · · ·xjσ(l) ⊗ xjσ(l+1) · · ·xjσ(r)
where S(l, r − l) is the set of (l, r − l)-shuffles.
If x = xi1 · · ·xis , y = λ ∈ C where s ∈ Z+ and i1, . . . , is ∈ I, then
(∆0 ⊗∆0)(x⊗ y)−
(
(∆0 ⊗ 1)(x⊗ y)
)123 − ((∆0 ⊗ 1)(x⊗ y))124
− ((1⊗∆0)(x⊗ y))134 − ((1⊗∆0)(x⊗ y))234 + (x⊗ y)13
+ (x⊗ y)14 + (x⊗ y)23 + (x⊗ y)24
= −
∑
σ∈S(m,s−m)
m=1,...,s−1
xiσ(1) · · ·xiσ(m) ⊗ xiσ(m+1) · · ·xiσ(s) ⊗ λ⊗ 1.
And if x = xi1 · · ·xis , y = xj1 · · ·xjr with s, r ∈ Z+ and i1, . . . , is, j1, . . . , jr ∈ I, then
(∆0 ⊗∆0)(x⊗ y)−
(
(∆0 ⊗ 1)(x⊗ y)
)123 − ((∆0 ⊗ 1)(x⊗ y))124
− ((1⊗∆0)(x⊗ y))134 − ((1⊗∆0)(x⊗ y))234 + (x⊗ y)13
+ (x⊗ y)14 + (x⊗ y)23 + (x⊗ y)24
=
∑
σ∈S(m,s−m)
ν∈S(l,r−l)
m=1,...,s−1
l=1,...,r−1
xiσ(1) · · ·xiσ(m) ⊗ xiσ(m+1) · · ·xiσ(s)⊗
⊗ xjν(1) · · ·xjν(l) ⊗ xjν(l+1) · · ·xjν(r) .
Therefore g ∈ U(g)⊗ g + g⊗ U(g).
We are now ready to modify Σ as Σ − ψhn with ψ defined in the following
proposition:
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Proposition 3.5.10. There exists an element g˜ ∈ U(g)⊗ g, unique up to terms in
Λ2g, satisfying g = g˜ + g˜21 such that
ψ = f − g˜ (3.82)
is a solution of equation (3.58) in Λ2U(g).
Proof. Since the map
s : U(g)⊗ g→ (U(g)⊗ g + g⊗ U(g))S2
h 7→ h+ h21
(3.83)
is surjective, there exists g˜ ∈ U(g)⊗ g satisfying g = g˜ + g˜21. Moreover g˜ is unique
up to elements of Λ2g because Λ2g is the kernel of the map s. One has that
ψ = f − g˜ ∈ Λ2U(g), indeed
ψ + (1 2)ψ = f − g˜ + f21 − g˜21 = (f + f21)− (g˜ + g˜21) = g − g = 0,
and, since any element of x ∈ g satisfies ∆0(x) = x+⊗1 + 1⊗ x and g˜ ∈ U(g)⊗ g,
one has that (1 ⊗∆0)
(
g˜
) − g˜12 − g˜13 = 0 from which ψ is a solution of equation
(3.58).
Let us analyze the freedom of our modification. Instead of fi ∈ U(g), let
us choose another element f ′i ∈ U(g) which satisfies df ′i = ai2 and let us define
f ′ = −∑si=1 ai1 ⊗ f ′i ∈ U(g)⊗2. As fi − f ′i is a 1-cocycle of cochain complex (3.15),
fi − f ′i = Alt
(
fi − f ′i
) ∈ Λ1g = g and f − f ′ = −∑si=1 ai1 ⊗ (fi − f ′i) ∈ U(g)⊗ g. We
define g′ = f ′+f ′21 = g+∑si=1 (ai1⊗(fi−f ′i)+(fi−f ′i)⊗ai1) ∈ (U(g)⊗g+g⊗U(g))S2
from which there exists an element g˜ (unique up to an element of Λ2g) satisfying
g˜′+ g˜′21 = g′. It follows that ψ−ψ′ = f −f ′− (g˜− g˜′) ∈ Λ2g indeed ψ−ψ′ ∈ Λ2U(g)
because ψ,ψ′ ∈ Λ2U(g), and ψ − ψ′ ∈ U(g) ⊗ g because f − f ′ ∈ U(g) ⊗ g and
g, g′ ∈ U(g) ⊗ g. Therefore, since ψ − ψ′ ∈ Λ2g and g˜ and g˜′ are unique up to
elements in Λ2g, the freedom of choosing Σ reduces to an element of Λ2g.
Now let us define ϕ as in section 3.2. Proposition 3.2.18, Lemma 3.2.19, Corollary
3.2.20 still hold because their proofs only use that ΣΣ21 ≡ 1 mod hn+1 and Σ ≡ 1
mod h. The proof of Lemma 3.2.21 strongly uses the hypothesis (∆⊗ 1)(Σ)Σ12 ≡
(1 ⊗ ∆)(Σ)Σ23 mod hn+1 which generates problem in our current case. But the
result can also be proved using only Σ ≡ 1 mod h, ΣΣ21 ≡ 1 mod hn+1 and
(1⊗∆)(Σ) ≡ Σ12Σ13 mod hn+1 as showed in the following proof:
Proof. Since (1⊗∆)(Σ) ≡ Σ12Σ13 mod hn+1 implies
(1⊗∆)(Σ−1) ≡ (Σ13)−1(Σ12)−1 mod hn+1,
(∆⊗ 1)(Σ) ≡ Σ23Σ13 mod hn+1
and
(∆⊗ 1)(Σ−1) ≡ (Σ13)−1(Σ23)−1 mod hn+1,
the following equalities follow
(∆0 ⊗ 1)ϕ(a) + (ϕ⊗ 1)∆0(a)
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≡ (∆⊗ 1)ϕ(a) + (ϕ⊗ 1)∆(a)
≡ (∆⊗ 1)∆
op(a)− (∆⊗ 1)(Σ−1∆(a)Σ)
hn
+
(
∆op ⊗ 1)∆(a)− (Σ12)−1(∆⊗ 1)∆(a)Σ12
hn
=
(∆⊗ 1)∆op(a)− (∆⊗ 1)(Σ−1)(∆⊗ 1)∆(a)(∆⊗ 1)(Σ)
hn
+
(
∆op ⊗ 1)∆(a)− (Σ12)−1(∆⊗ 1)∆(a)Σ12
hn
≡ (∆⊗ 1)∆
op(a)− (Σ13)−1(Σ23)−1(1⊗∆)∆(a)Σ23Σ13
hn
+
(
Σ13
)−1(∆op ⊗ 1)∆(a)Σ13 − (Σ13)−1(Σ12)−1(1⊗∆)∆(a)Σ12Σ13
hn
≡ (∆⊗ 1)∆
op(a)− (Σ13)−1((1⊗∆op)∆(a)− (1⊗ ϕ)∆(a)hn)Σ13
hn
+
(
Σ13
)−1(∆op ⊗ 1)∆(a)Σ13 − (1⊗∆)(Σ−1)(1⊗∆)∆(a)(1⊗∆)(Σ)
hn
= 1
hn
(
(1 3 2)(∆⊗ 1)∆(a)− (Σ13)−1((2 3)(1⊗∆)∆(a))Σ13
+
(
Σ13
)−1((1⊗ ϕ)∆(a)hn)Σ13 + (Σ13)−1((1 2)(∆⊗ 1)∆(a))Σ13
− (1⊗∆)(Σ−1∆(a)Σ))
≡ 1
hn
(
(1 3 2)(∆⊗ 1)∆(a)− (2 3)((Σ12)−1(∆⊗ 1)∆(a)Σ12)
+
(
Σ13
)−1((1⊗ ϕ)∆(a)hn)Σ13 + (1 2)((Σ23)−1(1⊗∆)∆(a)Σ23)
− (1⊗∆)(∆op(a)− ϕ(a)hn))
= 1
hn
(
(1 3 2)(∆⊗ 1)∆(a)− (2 3)((Σ12)−1(∆⊗ 1)∆(a)Σ12)
+
(
Σ13
)−1((1⊗ ϕ)∆(a)hn)Σ13 + (1 2)((Σ23)−1(1⊗∆)∆(a)Σ23)
− (1 2 3)(1⊗∆)∆(a) + (1⊗∆)ϕ(a)hn
)
= 1
hn
(
(2 3)
((
∆op ⊗ 1)∆(a)− (Σ12)−1(∆⊗ 1)∆(a)Σ12)
− (1 2)
(
− (Σ23)−1(1⊗∆)∆(a)Σ23)+ (1⊗∆op)∆(a))
+
(
Σ13
)−1(1⊗ ϕ)∆(a)Σ13hn + (1⊗∆)ϕ(a)hn)
≡ 1
hn
(
(2 3)(ϕ⊗ 1)∆(a)hn − (1 2)(1⊗ ϕ)∆(a)hn
+
(
Σ13
)−1(1⊗ ϕ)∆(a)Σ13hn + (1⊗∆)ϕ(a)hn)
= (2 3)(ϕ⊗ 1)∆(a)− (1 2)(1⊗ ϕ)∆(a) + (Σ13)−1(1⊗ ϕ)∆(a)Σ13
+ (1⊗∆)ϕ(a)
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≡ (2 3)(ϕ⊗ 1)∆0(a)− (1 2)(1⊗ ϕ)∆0(a) + (1⊗ ϕ)∆0(a)
+ (1⊗∆0)ϕ(a) mod h.
On the other hand (2 3)(ϕ⊗1)∆0(a)−(1 2)(1⊗ϕ)∆0(a) = 0 because ∆0(a) = ∆op0 (a)
for any a ∈ U(g), therefore
(∆0 ⊗ 1)ϕ(a) + (ϕ⊗ 1)∆0(a) ≡ (1⊗ ϕ)∆0(a) + (1⊗∆0)ϕ(a) mod h
from which
(∆0 ⊗ 1)ϕ(a) + (ϕ⊗ 1)∆0(a) = (1⊗ ϕ)∆0(a) + (1⊗∆0)ϕ(a)
because ϕ(a) ∈ U(g)⊗2 for any a ∈ U(g).
It follows that Lemma 3.2.21 still holds and consequently Corollaries 3.2.22 and
3.2.23 and Proposition 3.2.24 which use in their proof the statement of Lemma 3.2.21
but not the hypothesis (∆ ⊗ 1)(Σ)Σ12 ≡ (1 ⊗∆)(Σ)Σ23 mod hn+1. We can now
carry on as done in section 3.3.
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Appendix to Question and
Answer 46
A.1 Hochschild Cohomology
Let A be an algebra over a field K, we recall that the opposite algebra of A,
denoted with Aop, is the algebra whose underlying vector space is A and whose
multiplication is defined by a ·op b = b · a where · is the product of A. The enveloping
algebra Ae is the algebra whose underlying vector space is A ⊗ Aop and whose
multiplication is given by (a⊗ c) ·e (b⊗ d) = a · b⊗ c ·op d = a · b⊗ d · c. An A-A-
bimodule is an abelian group M with a structure of an A-right module and an A-left
module, moreover it satisfies the following condition of compatibility a(mb) = (am)b
where a, b ∈ A and m ∈M .
Remark A.1.1. An A-A-bimodule M is canonically an Ae module with the following
action (a⊗b)m = amb. Viceversa an Ae-module is canonically an A-A-bimodule with
the following left action am = (a⊗1)m and the following right action mb = (1⊗ b)m.
Definition A.1.1. Let M be an A-A-bimodule. The Hochschild cohomology of M
is the vector space HH•(A,M) = Ext•Ae(A,M).
By Comparison Theorem [W, Comparison Theorem 2.2.6], the groups ExtnAe(A,M)
do not depend on the choice of the projective resolution P∗ A therefore we
can use the Bar Resolution B∗(A) A :
· · · A⊗3 A⊗2 A 0d′ d′ ε (A.1)
where the map ε : A⊗2 → A is the multiplication map of A and the maps d′ :
A⊗n+2 → A⊗n+1 are given by
d′(a0 ⊗ · · · ⊗ an+1) =
n∑
i=0
(−1)ia0 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an+1.
The bar resolution is actually a projective resolution indeed A⊗n+2, for any n ≥ 0,
is an Ae-module with the following action (a ⊗ b)(a0 ⊗ · · · ⊗ an+1) = aa0 ⊗ a1 ⊗
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· · · ⊗ an ⊗ an+1b and it is free because, if {ei}i∈I is a basis of A, then A⊗n+2 =⊕
i1,...,in∈I A⊗ 〈ei1 ⊗ · · · ⊗ ein〉 ⊗ A ∼=
⊕
i1,...,in∈I A
e where the last isomorphism is
given by the isomorphisms of Ae-modules ϕi1,...,in : A⊗ 〈ei1 ⊗ · · · ⊗ ein〉 ⊗A→ Ae
defined as ϕi1,...,in(a⊗ ei1 ⊗ · · · ⊗ ein ⊗ b) = a⊗ b for any a, b ∈ A. To conclude, by
the maps sn : A⊗n+2 → A⊗n+3 defined by sn(a0 ⊗ · · · an+1) = (1⊗ a0 ⊗ · · · ⊗ an+1),
one shows that the identity on the bar resolution is chain homotopic to the zero
map, therefore the complex is exact.
Applying the functor HomAe(−,M) to the resolution (A.1) one obtains the following
complex
0 HomAe(A⊗2,M) HomAe(A⊗3,M) · · · . (A.2)
Moreover the maps ψn : HomAe(A⊗n+2,M)→ HomK(A⊗n,M) defined by ψ(f)(a1⊗
· · · ⊗ an) = f(1⊗ a1 ⊗ · · · ⊗ an ⊗ 1) are isomorphisms of K-vector spaces. Hence the
vector space structure of the cohomology of complex (A.2) is the same as the vector
space structure of the cohomology of the following complex:
0 M HomK(A,M) HomK(A⊗2,M) · · ·d d d (A.3)
with the differential d : HomK(An,M)→ HomK(A⊗n+1,M) given by
d(f)(a1 ⊗ · · · ⊗ an+1) = a1f(a2 ⊗ · · · ⊗ an+1)
+
n∑
i=1
(−1)if(a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an+1)
+ (−1)n+1f(a1 ⊗ · · · ⊗ an)an+1.
(A.4)
A.2 Cohomology of the Drinfeld’s cochain complex
In this section we will prove that, for any Lie algebra g, the cohomology of
cochain complex (3.15) is isomorphic to Λ•g.
Let us consider the symmetric algebra S(g) of g. S(g) is a bialgebra with the
coproduct ∆0 and the counit ε0 defined as follows: ∆0 is the homomorphism of
algebras defined on any x ∈ g as
∆0(x) = x⊗ 1 + 1⊗ x,
and ε0 is the homomorphism of algebras defined on any x ∈ g as
ε0(x) = 0.
By Poincaré-Birkhoff-Witt’s theorem, U(g) and S(g) are isomorphic coalgebras.
That’s why we use, for the coproduct and the counit of S(g), the same notation
which we use for the coproduct and the counit of U(g). By the isomorphism of
coalgebras between U(g) and S(g), the cochain complex (3.15) is isomorphic to the
following one:
C S(g) S(g)⊗2 . . .d d d (A.5)
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where d : C→ S(g) is the zero map and d : S(g)⊗n → S(g)⊗n+1, for n > 0, is given
by
d(x1 ⊗ · · · ⊗ xn) = 1⊗ x1 ⊗ · · · ⊗ xn +
n∑
i=1
(−1)ix1 ⊗ · · · ⊗∆0(xi)⊗ · · · ⊗ xn
+ (−1)n+1x1 ⊗ · · · ⊗ xn ⊗ 1.
Therefore we can assume that the Lie algebra g is abelian.
We will firstly prove that the cohomology of cochain comples (A.5) is isomorphic
to Λ•g for any finite dimensional Lie algebra g. Then we extend the result to any
infinite dimensional Lie algebra.
Let g a finite dimensional Lie algebra. S(g) is a graded bialgebra indeed S(g) =⊕
i≥0 S(g)i, where S(g)i is the vector space generated by all the polynomials of
degree i, S(g)i · S(g)j ⊆ S(g)i+j , ∆S(g)
(
S(g)i
) ⊆ ⊕k+j=i S(g)j ⊗ S(g)k and the
counit is zero on S(g)i if i > 0. Moreover, since g is finite dimensional S(g)i is finite
dimensional for any i ≥ 0. One can consider the following vector space
S(g)∗gr =
⊕
i≥0
S(g)∗i
which is known as the graded dual of S(g). Since S(g)i is finite dimensional for
any i ≥ 0, the structure of bialgebra of S(g) induce a structure of bialgebra on
the graded dual S(g)∗gr. In particular C is a left and right S(g)∗gr-module with the
trivial action given by the counit εS(g)∗gr of S(g)
∗
gr: ϕλ = εS(g)∗gr(ϕ)λ = λϕ for any
ϕ ∈ S(g)∗gr and λ ∈ C.
Let us consider the Hochschild cohomology HH•
(
S(g)∗gr,C
)
of the algebra
S(g)∗gr and the bimodule C. In Section A.1 we have seen that HH•
(
S(g)∗gr,C
)
=
Ext•(S(g)∗gr)e
(
S(g)∗gr,C
)
is the cohomology of following cochain complex:
0 C
(
S(g)∗gr
)∗ (
S(g)∗gr ⊗ S(g)∗gr
)∗ · · ·d d d (A.6)
where the differential d :
((
S(g)∗gr
)⊗n)∗ → ((S(g)∗gr)⊗n+1)∗ is given by
d(f)(a1 ⊗ · · · ⊗ an+1) = εS(g)∗gr(a1)f(a2 ⊗ · · · ⊗ an+1)
+
n∑
i=1
(−1)if(a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an+1)
+ (−1)n+1f(a1 ⊗ · · · ⊗ an)εS(g)∗gr(an+1).
We want to prove that the vector spaces HH•
(
S(g)∗gr,C
)
and Λ•g are isomorphic
as stated in the following theorem:
Theorem A.2.1. HH•
(
S(g)∗gr,C
) ∼= Λ•g as vector spaces.
First, we prove that Ext•S(g)∗gr(C,C)
∼= Ext•(S(g)∗gr)e
(
S(g)∗gr,C
)
as vector spaces
which follows from the following general result:
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Lemma A.2.2 ([M, Theorem VII 3.3]). Let A be a K-algebra and B,C be two left A-
modules. The vector spaces Ext•A(B,C) and Ext•Ae
(
A,HomK(B,C)
)
are isomorphic
as K-vector spaces.
Proof. The vector space HomK(B,C) is an A-A-bimodule with this biaction:
(afb)(x) = af(bx)
where a, b ∈ A, f ∈ HomK(B,C) and x ∈ B. The Bar Resolution (A.1) of A is a
projective resolution of A as an Ae-module, as already seen, and it is a projective
resolution of A as a right A-module where the action of A on A⊗n+1 is given
by (a0 ⊗ · · · an)a = a0 ⊗ · · · an−1 ⊗ ana for any n ≥ 0. A⊗n+2 is a free right
A-module because, if {ei}i∈I is a basis of A, then there is an isomorphism of A-
modules 〈ei0 ⊗ · · · ⊗ ein〉 ⊗ A ∼= A given by ei0 ⊗ · · · ⊗ ein ⊗ a 7→ a, from which
A⊗n+2 ∼= ⊕i0,...,in∈I A as right A-modules. Applying HomAe (−,HomK(B,C)) to
the Bar Resolution, seen as a resolution of Ae-modules, one has the following complex
of Ae-modules and homomorphisms of Ae-modules:
0 HomAe
(
A⊗2,HomK(B,C)
)
HomAe
(
A⊗3,HomK(B,C)
) · · ·d1 d1
(A.7)
whose cohomology is HH•
(
A,HomK(B,C)
)
= Ext•Ae
(
A,HomK(B,C)
)
. On the
other side, applying the functor HomA
(−⊗AB,C) to the Bar Resolution, seen as
a resolution of right A-modules, one has the following complex of A-modules and
homomorphisms of A-modules:
0 HomA
(
A⊗2 ⊗A B,C
)
HomA
(
A⊗3 ⊗A B,C
) · · · .d2 d2 (A.8)
The linear map η : HomA
(
A⊗n+2⊗AB,C
)→ HomAe (A⊗n+2,HomK(B,C)) defined
as η(f)(a0 ⊗ · · · an+1)(−) = f
(
(a0 ⊗ · · · an+1) ⊗ −
)
is an isomorphism of vector
spaces (with inverse η−1 : HomAe
(
A⊗n+2,HomK(B,C)
)→ HomA (A⊗n+2⊗AB,C),
η−1(g)(a0 ⊗ · · · ⊗ an+1 ⊗A b) = g(a0 ⊗ · · · ⊗ an+1)(b)) satisfying η ◦ d1 = d2 ◦ η. It
follows that the cohomologies of the complexes (A.7) and (A.8) are isomorphic as
vector spaces.
Applying −⊗A B to the Bar Resolution, seen as resolution of right A-modules, one
has the following complex
· · · A⊗3 ⊗A B A⊗2 ⊗A B 0
whose homology is TorA• (A,B). Since A is a projective A-module TorAn (A,B) = 0
for any n > 0. Thus the map ε ⊗ 1 : A⊗2 ⊗A B → A ⊗A B ∼= B, given by the
multiplication map of A, gives a projective resolution of B as a left A-module.
Applying the functor HomA(−, C) to the resolution, one obtains the complex (A.8)
and its cohomology is Ext•A(B,C) by definition.
In particular, for K = C, A = S(g)∗gr and B = C = C, one has the following
isomorphism of vector spaces:
Ext•S(g)∗gr(C,C)
∼= Ext•(S(g)∗gr)e
(
S(g)∗gr,C
)
. (A.9)
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Second, we compute Ext•S(g)∗gr(C,C).
The following result holds:
Lemma A.2.3 ([Kas, Lemma XVIII 7.5]). If V is a finite dimensional vector space
over a field K of characteristic zero, then the graded dual of the graded coalgebra
with unit S(V ) is the graded algebra with counit S(V ∗).
Remark A.2.4. By Lemma A.2.3, if {x1, . . . , xn} is a basis of g and {x∗1, . . . , x∗n} is the
basis of g∗ dual to {x1, . . . , xn}, the algebras S(g)∗gr and C[x∗1, . . . , x∗n] are isomorphic(
the commutativity of the product of S(g)∗gr is due to the cocommutativity of the
coproduct of S(g)
)
.
The following theorem holds:
Theorem A.2.5 ([M, Theorem VII 2.2]). Let K be a field. Ext•K[x1,...,xn](K,K)
∼=
Λ•(Kn) as vector spaces.
Let R be a ring, (K, ∂K) be a chain complex of right R-modules and (L, ∂L) be a
chain complex of left R-modules. Then
(
K ⊗R L, ∂K⊗RL
)
is a chain complex where
K ⊗R L =
⊕
m
(K ⊗R L)m
with
(K ⊗R L)m =
⊕
i+j=m
Ki ⊗R Lj
and the differential ∂K⊗RL is defined as ∂K⊗RL(k ⊗ l) = ∂K(k)⊗ l + (−1)ik ⊗ ∂L(l)
for any k ∈ Ki and l ∈ Lm−i.
Lemma A.2.6 ([M, Proposition V 9.1]). Let (K, ∂K), (K ′, ∂K′), (L, ∂L), (L, ∂L′) be
chain complexes and f1, f2 : K → K ′, g1, g2 : L → L′ homomorphisms of chain
complexes. If f1, f2 : K → K ′ are chain homotopic and g1, g2 : L → L′ are chain
homotopic, then f1 ⊗ g1 and f2 ⊗ g2 are chain homotopic. In particular if s is
the chain homotopy f1 ' f2 and t is the chain homotopy g1 ' g2, then the chain
homotopy f1 ⊗ g1 ' f2 ⊗ g2 is equal to u = s⊗ g1 + f2 ⊗ t, i.e.
u(k ⊗ l) = s(k)⊗ g1(l) + (−1)if2(k)⊗ t(l)
for any k ∈ Ki and l ∈ Lj.
Proof. Since s and t are, respectively, the chain homotopies of f1 ' f2 and g1 ' g2,
it follows that f1 − f2 = ∂K′ ◦ s+ s ◦ ∂K and g1 − g2 = ∂L′ ◦ s+ s ◦ ∂L, and, since
f2 and g1 are maps of chain complexes, it follows that f2 ◦ ∂K = ∂K′ ◦ f2 and
g1 ◦ ∂L = ∂L′ ◦ g1. Therefore, for any k ∈ Ki and l ∈ Lj , one has the following
equalities: (
∂K′⊗RL′ ◦ u+ u ◦ ∂K⊗RL
)
(k ⊗ l)
= ∂K′⊗RL′
(
s(k)⊗ g1(l) + (−1)if2(k)⊗ t(l)
)
+ u
(
∂K(k)⊗ l + (−1)ik ⊗ ∂L(l)
)
=
(
∂K′ ◦ s
)
(k)⊗ g1(l) + (−1)i
(
∂K′ ◦ f2
)
(k)⊗ t(l)
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+ (−1)i+1s(k)⊗ (∂L′ ◦ g1)(l) + f2(k)⊗ (∂L′ ◦ t(l))
+
(
s ◦ ∂K
)
(k)⊗ g1(l) + (−1)i−1
(
f2 ◦ ∂K
)
(k)⊗ t(l)
+ (−1)is(k)⊗ (g1 ◦ ∂L)(l) + f2(k)⊗ (t ◦ ∂L)(l)
= (f1 − f2)(k)× g1(l) + f2(k)⊗ (g1 − g2)(l)
= (f1 ⊗ g1 − f2 ⊗ g2)(k ⊗ l).
Proposition A.2.7 ([M, Proposition VII 2.1]). Let P = K[x1, . . . , xn]. The complex
of P -modules and homomorphisms of P -modules
P ⊗ Λ•(u1, . . . , un) K 0, (A.10)
with the maps ∂ : P ⊗ Λi+1(u1, . . . , un)→ P ⊗ Λi(u1, . . . , un) defined as
∂(f ⊗ uj1 ∧ · · · ∧ uji+1) =
i∑
k=1
(−i)k−1fxjk ⊗ (uj1 ∧ · · · ∧ ûjk ∧ · · · ∧ uji+1), (A.11)
and the augmentation map ε : P → K defined by ε(1) = 1, is a projective resolution
of K ∼= P/(x1, . . . , xn):
Proof. Since the action of P on P ⊗Λi(u1, . . . , un) is given by f(g⊗uj1 ∧· · ·∧uji) =
fg ⊗ uj1 ∧ · · · ∧ uji for any f, g ∈ P , the maps ∂ and ε are clearly homomorphisms
of P -modules and P ⊗ Λi(u1, . . . , un) ∼= P ⊗ ⊕(ni)j=1K ∼= ⊕(ni)j=1 P as P -modules.
Therefore P ⊗ Λi(u1, . . . , un) is a projective P -module for any i ≥ 0. Let us prove
the exactness of complex (A.10) by induction on n.
If n = 1 the complex becomes
0 P ⊗ Λ1(u) P K 0
because Λ2(u) = 0. The linear maps
s−1 : K→ P
1 7→ 1,
s0 : P → P ⊗ Λ1(u)
r∑
i=0
fix
i 7→
( r∑
i=1
fix
i−1
)
⊗ u
and
s1 : P ⊗ Λ1(u)→ 0
f ⊗ u 7→ 0
define a chain homotopy between the identity map and the zero map, from which
the exactness.
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Setting P ′ = K[xn], P ′′ = K[x1, . . . , xn−1], E′ = P ′ ⊗ Λ•(un) and E′′ = P ′′ ⊗
Λ•(uu1,...,n−1), by induction we have homotopy maps s′′ on the chain complex(
E′′, ∂E′′
)
and s′ on
(
E′, ∂E′
)
. It follows, by Lemma A.2.6, that the identity map
and the zero map are chain homotopic on the complex P ⊗ Λ•(u1, . . . , un) because
E′′ ⊗ E′ ∼= P ⊗ Λ•(u1, . . . , un) as P -algebras. From which the exactness of the
complex P ⊗ Λ•(u1, . . . , un).
Now we can prove Theorem A.2.5.
Proof. By Proposition A.2.7, the complex
(
K[x1, . . . , xn]⊗Λ•(u1, . . . , un), ∂
)
with dif-
ferential ∂ defined as in Proposition A.2.7, is a projective resolution of K[x1, . . . , xn]-
modules ofK. Applying the functor HomK[x1,...,xn]
(−,K) to the resolutionK[x1, . . . , xn]⊗
Λ•(u1, . . . , un), one obtains the complex
0 HomK[x1,...,xn]
(
K[x1, . . . , xn],K
)
HomK[x1,...,xn]
(
K[x1, . . . , xn]⊗ Λ1(u1, . . . , un),K
) · · ·
whose cohomology is Ext•K[x1,...,xn](K,K). On the other hand, denoting with u
∗
i the
element of 〈u1, . . . , un〉∗ such that u∗i (uj) = δij , and with ε the augmentation map
defined in Proposition A.2.7, the linear map
ψi : Λi(u1, . . . , un)→ HomK[x1,...,xn]
(
K[x1, . . . , xn]⊗ Λi(u1, . . . , un),K
)
(A.12)
defined as
ψi(uj1 ∧ · · · ∧ uji)(p⊗ uk1 ∧ · · · ∧ uki) = ε(p)(u∗j1 ∧ · · · ∧ u∗ji)(uk1 ∧ · · · ∧ uki) (A.13)
is an isomorphism of vector spaces. It follows that the cohomology of the complex
0 K Λ1(u1, . . . , un) Λ2(u1, . . . , un)∂¯ ∂¯ ∂¯
· · · Λn(u1, . . . , un) 0,∂¯
with ∂¯ induced by the isomorphism (A.12) is, on one side, isomorphic, as a vector
space, to Ext•K[x1,...,xn](K,K) and on the other side is Λ
•(u1, . . . , un) because the
maps Λi(u1, . . . , un)→ Λi+1(u1, . . . , un) are given by uj1 ∧ . . . ∧ uji = ψ−1i+1
(
ψi(uj1 ∧
. . . ∧ uji) ◦ ∂
)
which is zero because any non-constant polynomial acts as zero on
K.
Since S(g)∗gr is a polynomial algebra (cf. Remark A.2.4), by Theorem A.2.5, the
following isomorphisms of vector spaces hold:
Ext•S(g)∗gr(C,C)
∼= Λ•(Cdim(g)) ∼= Λ•g.
On the other hand, as S(g)i is finite dimensional for any i ≥ 0, one has the
following isomorphism of vector spaces:(
S(g)∗gr
)⊗n ∼= (S(g)⊗n)∗gr. (A.14)
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One can consider the graded dual of
(
S(g)⊗n
)∗
gr
:((
S(g)⊗n
)∗
gr
)∗
gr
=
⊕
i≥0
⊕
i1+...+in=i
i1,...,in≥0
S(g)∗∗i1 ⊗ · · · ⊗ S(g)∗∗in .
Using again the finite dimensionality of S(g)i for any i ≥ 0, one has that the vector
spaces
((
S(g)⊗n
)∗
gr
)∗
gr
and S(g)⊗n are isomorphic.
One can define the following decreasing filtration on
((
S(g)⊗n
)∗
gr
)∗
gr
:
Fm
((
S(g)⊗n
)∗
gr
)∗
gr
=
⊕
i≥m
⊕
i1+...+in=i
i1,...,in≥0
S(g)∗∗ii ⊗ · · · ⊗ S(g)∗∗in .
The family
(((
S(g)⊗n
)∗
gr
)∗
gr
/Fm
((
S(g)⊗n
)∗
gr
)∗
gr
)
m>0
and the projections
pnm :
((
S(g)⊗n
)∗
gr
)∗
gr
/Fm
((
S(g)⊗n
)∗
gr
)∗
gr
→
((
S(g)⊗n
)∗
gr
)∗
gr
/Fm−1
((
S(g)⊗n
)∗
gr
)∗
gr
form an inverse system of vector spaces. Moreover, the inverse limit and the dual of(
S(g)⊗n
)∗
gr
are isomorphic:
lim←
n
((
S(g)⊗n
)∗
gr
)∗
gr
/Fm
((
S(g)⊗n
)∗
gr
)∗
gr
∼=
((
S(g)⊗n
)∗
gr
)∗
.
Similarly, one can define the following decreasing filtration on S(g)⊗n:
FmS(g)⊗n =
⊕
i≥m
⊕
i1+...+in=i
i1,...,in≥0
S(g)i1 ⊗ · · · ⊗ S(g)in .
The family (S(g)⊗n/FmS(g)⊗n)m>0 and the projections
pinm : S(g)⊗n/FmS(g)⊗n → S(g)⊗n/Fm−1S(g)⊗n
form an inverse system of vector spaces. Thus, as
((
S(g)⊗n
)∗
gr
)∗
gr
∼= S(g)⊗n and
Fm
((
S(g)⊗n
)∗
gr
)∗
gr
∼= FmS(g)⊗n for any m > 0, the following isomorphisms hold:
((
S(g)⊗n
)∗
gr
)∗ ∼= lim←
n
((
S(g)⊗n
)∗
gr
)∗
gr
/Fm
((
S(g)⊗n
)∗
gr
)∗
gr
∼= lim←
n
S(g)⊗n/FmS(g)⊗n.
(A.15)
In the following, we will denote with Ŝ(g)⊗n the inverse limit
lim←
n
S(g)⊗n/FmS(g)⊗n.
With the previous notation, by equations (A.14) and (A.15), the following isomor-
phisms hold: ((
S(g)∗gr
)⊗n)∗ ∼= ((S(g)⊗n)∗gr)∗ ∼= Ŝ(g)⊗n. (A.16)
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The isomorphism
((
S(g)∗gr
)⊗n)∗ → Ŝ(g)⊗n of equation (A.16) and the differential d
of cochain complex (A.6), induce a linear map d : Ŝ(g)⊗n → ̂S(g)⊗n+1 defined on
any vector of S(g)⊗n as the following:
d(x1 ⊗ · · · ⊗ xn) = 1⊗ x1 ⊗ · · · ⊗ xn
+
n∑
i=1
(−1)ix1 ⊗ · · · ⊗∆0(xi)⊗ · · · ⊗ xn
+ (−1)n+1x1 ⊗ · · · ⊗ xn ⊗ 1.
Note that it’s enough to define d : Ŝ(g)⊗n → ̂S(g)⊗n+1 on any element of S(g)⊗n
to have d defined on any vector of Ŝ(g)⊗n. Indeed, since d is power-preserving,
d maps elements of S(g)⊗n/FmS(g)⊗n to elements of S(g)⊗n+1/FmS(g)⊗n+1 and
pin+1m ◦ d = d ◦ pinm. Moreover, the inverse limit is functorial (cf. Proposition [Kas,
Proposition XVI 9.2]).
It follows that cochain complex (A.6) is isomorphic to the following one:
0 C Ŝ(g) Ŝ(g)⊗2 · · ·d d d (A.17)
where the differential d : Ŝ(g)⊗n → ̂S(g)⊗n+1 is defined on any vector x1 ⊗ · · · ⊗ xn
of S(g)⊗n as
d(x1 ⊗ · · · ⊗ xn) = 1⊗ x1 ⊗ · · · ⊗ xn
+
n∑
i=1
(−1)ix1 ⊗ · · · ⊗∆0(xi)⊗ · · · ⊗ xn
+ (−1)n+1x1 ⊗ · · · ⊗ xn ⊗ 1.
Denoting cochain complex (A.17) with Ĉ = ⊕i≥0 Ŝ(g)⊗i and defining
Ĉk =
⊕
i≥1
j1+...+ji=k
j1,...,ji≥0
S(g)j1 ⊗ · · · ⊗ S(g)ji ,
one can rearrange Ĉ as Ĉ = Ĉ≤N ⊕ Ĉ>N where N = dim(g), Ĉ≤N = ⊕Nk=0 Ĉk,
Ĉ>N =
∏
k>N Ĉk.
Since the differential d is power-preserving and the cohomology of Ĉ, H•(Ĉ), is
isomorphic to Λ•g, one has that Λ•g ∼= H•(Ĉ) = H•(Ĉ≤N )⊕H•(Ĉ>N ) from which
H•(Ĉ>N ) = 0 and H•(Ĉ≤N ) ∼= Λ•(g).
Similarly, the cochain complex (A.5) can be written as C = C≤N ⊕ C>N where
Ck =
⊕
i≥1
j1+...+ji=k
j1,...,ji≥0
S(g)j1 ⊗ · · · ⊗ S(g)ji ,
C≤N =
⊕N
k=0Ck and C>N =
⊕
k>N Ck. One has that H•(C) = H•(C≤N ) ⊕
H•(C>N ) = H•(C≤N ) because the differential is power-preserving andH•(Ĉ>N ) = 0.
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It follows that H•(C) ∼= Λ•(g). Indeed H•(C≤N ) = H•(Ĉ≤N ) because Ĉ≤N = C≤N .
Therefore one has that, if g is a finite dimensional Lie algebra, the cohomology of
cochain complex (3.15) is isomorphic to Λ•g.
Let us now consider an infinite dimensional abelian Lie algebra g and let {xi}i∈I
be a basis of g.
Let F be the set of all finite subsets of I. F is a right directed preordered set
(cf. [Bou, Section III.2] for the definition) with the inclusion of sets: ⊆. And let us
consider the following family of vector spaces indexed by F :(
S
(〈xi | i ∈ S〉))
S∈F
.
Moreover, let us define, for each pair S1, S2 of elements of F such that S1 ⊆ S2, the
inclusion map iS2 S1 : S
(〈xi | i ∈ S1〉) → S(〈xi | i ∈ S2〉). It is clear that, for any
S1, S2, S3 ∈ F such that S1 ⊆ S2 ⊆ S3, one has iS3 S1 = iS3 S2 ◦ iS2 S1 and iS1 S1 is
the identity map.
The direct limit of the family
(
S
(〈xi | i ∈ S〉))
S∈F
with respect to the family
of mappings (iS2 S1) (cf. [Bou, Section III.5] for the definition), which we denote,
following [Bou], with
lim→
(
S
(〈xi | i ∈ S〉))
S∈F
is isomorphic to S
(〈xi | i ∈ I〉) = S(g). Therefore the n-th cohomology group of
cochain complex (A.5), Hn
(
S(g)
)
, is isomorphic to the following
Hn
(
lim→
(
S
(〈xi | i ∈ S〉))
S∈F
)
.
An element x ∈ S(g)⊗n is a finite sum of tensor products of n polynomials in a finite
number of basis vectors xis. In particular, there exists a finite set, S, of indices
such that x ∈ S(〈xi | i ∈ S〉)⊗n. The image of x under the differential d of cochain
complex (A.5) lies in S
(〈xi | i ∈ S〉)⊗n+1 because ∆0(xi) = xi ⊗ 1 + 1⊗ xi for any
i ∈ I and 1 ∈ S(〈xi | i ∈ S〉). It follows that the direct limit commutes with the
cohomology:
Hn
(
lim→
(
S
(〈xi | i ∈ S〉))
S∈F
)
= lim→
(
Hn
(
S
(〈xi | i ∈ S〉)))
S∈F
.
Since [xi, xj ] = 0 for all i, j ∈ S ∈ F , the vector space 〈xi | i ∈ S〉 is a finite
dimensional abelian Lie algebra. We have already proved that the n-th cohomology
group of an abelian finite dimensional Lie algebra h is isomorphic to Λnh. Thus, the
following isomorphisms of vector spaces hold:
lim→
(
Hn
(
S
(〈xi | i ∈ S〉)))
S∈F
∼= lim→ (Λ
n〈xi | i ∈ S〉)S∈F ∼= Λn〈xi | i ∈ I〉 = Λng.
Therefore, the n-th cohomology group of cochain complex (A.5) is isomorphic to
Λng.
By the previous results, we have proved that, for any Lie algebra g, the cohomol-
ogy of cochain complex (3.15) is isomorphic to Λ•g.
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This second appendix is devoted to the proof of Proposition 3.3.7. First we will
prove that d2g = 0, second we will prove that the d2g∗ = 0 and, then, we will prove
that dg ◦dg∗ = dg∗ ◦dg. Finally we will prove that the differential dg∗ : Λng→ Λn+1g
is given by
dg∗(ψ) =
1
n!Alt
([
r12 + r13 + . . .+ r1n+1, 1⊗ ψ]) (B.1)
and the map dg∗ : Hom(g,Λ2g)→ Hom(g,Λ3g) is given by
dg∗(ψ) = −(ψ ∧ 1) ◦ dgr − (dgr ∧ 1) ◦ ψ. (B.2)
We will prove that d2g = 0, d2g∗ = 0 and dg ◦ dg∗ = dg∗ ◦ dg in a more general
setting: instead of considering a triangular Lie bialgebra (g, [ , ], r), we will work on
a Lie bialgebra (g, [ , ], δ) (of course we will obtain the linear maps of the triangular
case putting δ = dgr). Let us recall that a Lie bialgebra (g, [ , ], δ) is a triple such
that:
1. (g, [ , ]) is a Lie algebra,
2. δ is a linear map δ : g→ Λ2g such that the coJacobi Identity
(δ ∧ 1) ◦ δ = 0 (B.3)
is satisfied,
3. δ is a 2-cocycle of the Chevalley-Eilenberg’s complex, i.e. it satisfies the
equation
δ
(
[x, y]
)
= x.δ(y)− y.δ(x) (B.4)
for any x, y ∈ g.
Here, as before, we denoted with “.” the adjoint action of g on Λ2g:
x.(x1 ∧ x2) = [x, x1] ∧ x2 + x1 ∧ [x, x2].
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We will use the same notation for the adjoint action of g on Λpg for p ≥ 2:
x.(x1 ∧ · · · ∧ xp) =
p∑
i=1
x1 ∧ · · · ∧ [x, xi] ∧ · · · ∧ xp,
where x ∈ g and x1 ∧ · · · ∧ xp ∈ Λpg.
Given x1 ∧ · · · ∧ xp ∈ Λpg, we will denote with δ(x1 ∧ · · · ∧ xp) the element of Λp+1g
defined as:
δ(x1 ∧ · · · ∧ xp) =
p∑
i=1
(−1)i−1x1 ∧ · · · ∧ δ(xi) ∧ · · · ∧ xp.
Moreover, when needed, we will write
δ(x) =
∑
(x)
x′ ∧ x′′
where x, x′, x′′ ∈ g. With these notations, for any f ∈ Hom(Λmg,Λng) and
x1, · · · , xm+1 ∈ g, the maps dg and dg∗ are the following:
dg : Hom(Λmg,Λng)→ Hom(Λm+1g,Λng)
is defined as
dgf(x1 ∧ · · · ∧ xm+1) =
m+1∑
i=1
(−1)i−1xi.f(x1 ∧ · · · ∧ x̂i ∧ · · · ∧ xm+1)
+
∑
i<j
(−1)i+jf([xi, xj ] ∧ x1 ∧ · · · ∧ x̂i ∧ · · · ∧ x̂j ∧ · · · ∧ xm+1),
(B.5)
and
dg∗ : Hom(Λmg,Λng)→ Hom(Λmg,Λn+1g)
is defined as
dg∗f(x1 ∧ · · · ∧ xm) =
m∑
i=1
∑
(xi)
(−1)i−1(x′i ∧ f(x′′i ∧ x1 ∧ · · · ∧ x̂i ∧ · · · ∧ xm)
− x′′i ∧ f(x′i ∧ x1 ∧ · · · ∧ x̂i ∧ · · · ∧ xm)
)
− δ(f(x1 ∧ · · · ∧ xm)).
(B.6)
Let us introduce some more useful notations: in the following, given x1 ∧ · · · ∧
xm+2 ∈ Λm+2g with m ≥ 2, we will denote with xi the expression xi = x1 ∧
· · · ∧ x̂i ∧ · · · ∧ xm+2 ∈ Λm+1g where 1 ≤ i ≤ m + 2, with xij the expression
xij = x1 ∧ · · · ∧ x̂i ∧ · · · ∧ x̂j ∧ · · · ∧ · · · ∧ xm+2 ∈ Λmg where 1 ≤ i < j ≤ m+ 2, with
xijh the expression xijh = x1 ∧ · · · ∧ x̂i ∧ · · · ∧ x̂j ∧ · · · ∧ x̂h ∧ · · · ∧ xm+2 ∈ Λm−1g
where 1 ≤ i < j < h ≤ m+ 2 and with xijhk the expression xijhk = x1 ∧ · · · ∧ x̂i ∧
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· · · ∧ x̂j ∧ · · · ∧ x̂h ∧ · · · ∧ x̂k ∧ · · · ∧ xm+2 ∈ Λm−2g where 1 ≤ i < j < h < k ≤ m+ 2.
Let f ∈ Hom(Λmg,Λng),
d2g(f)(x1 ∧ · · · ∧ xm+2)
=
m+2∑
i=1
(−1)i−1xi.dgf(xi) +
∑
i<j
(−1)i+jdgf([xi, xj ] ∧ xij)
=
m+2∑
i=1
(∑
k
k<i
(−1)i−1(−1)k−1xi.xk.f(xki) +
∑
k
k>i
(−1)i−1(−1)kxi.xk.f(xik)
+
∑
h,k
h<k<i
(−1)i−1(−1)h+kxi.f([xh, xk] ∧ xhki)
+
∑
h,k
h<i<k
(−1)i−1(−1)h+k−1xi.f([xh, xk] ∧ xhik)
+
∑
h,k
i<h<k
(−1)i−1(−1)h+kxi.f([xh, xk] ∧ xihk)
)
+
∑
i<j
(
(−1)i+j [xi, xj ].f(xij) +
∑
k
k<i
(−1)i+j(−1)kxk.f([xi, xj ] ∧ xkij)
+
∑
k
i<k<j
(−1)i+j(−1)k−1xk.f([xi, xj ] ∧ xikj)
+
∑
k
i<j<k
(−1)i+j(−1)kxk.f([xi, xj ] ∧ xijk)
+
∑
k
k<i
(−1)i+j(−1)k+2f([[xi, xj ], xk] ∧ xkij)
+
∑
k
i<k<j
(−1)i+j(−1)k+1f([[xi, xj ], xk] ∧ xikj)
+
∑
k
i<j<k
(−1)i+j(−1)kf([[xi, xj ], xk] ∧ xijk)
+
∑
h,k
h<k<i<j
(−1)i+j(−1)h+1+k+1f([xh, xk] ∧ [xi, xj ] ∧ xhkij)
+
∑
h,k
h<i<k<j
(−1)i+j(−1)h+1+kf([xh, xk] ∧ [xi, xj ] ∧ xhikj)
+
∑
h,k
h<i<j<k
(−1)i+j(−1)h+1+k−1f([xh, xk] ∧ [xi, xj ] ∧ xhijk)
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+
∑
h,k
i<h<k<j
(−1)i+j(−1)h+kf([xh, xk] ∧ [xi, xj ] ∧ xihkj)
+
∑
h,k
i<h<j<k
(−1)i+j(−1)h+k−1f([xh, xk] ∧ [xi, xj ] ∧ xihjk)
+
∑
h,k
i<j<h<k
(−1)i+j(−1)h−1+k−1f([xh, xk] ∧ [xi, xj ] ∧ xijhk)
)
.
As ∑m+2i=1 ∑ k
k<i
= ∑k<i and ∑m+2i=1 ∑ k
k>i
= ∑i<k, renaming k as i and i as j in the
first term of the right hand side, and renaming k as j in the second term of the right
hand side, they become respectively∑
i<j
(−1)i+jxj .xi.f(xij)
and
−
∑
i<j
(−1)i+jxi.xj .f(xij)
therefore they cancel with the sixth term of the right hand side∑
i<j
(−1)i+j [xi, xj ].f(xij).
Renaming h as i, k as j and i as k in the third term of the right hand side, it
becomes
−
∑
h<k<i
(−1)i+h+kxk.f([xi, xj ] ∧ xijk)
therefore it cancels with the ninth term∑
i<j
∑
k
i<k<j
(−1)i+j+kxk.f([xi, xj ] ∧ xijk)
Renaming h as i, i as k and k as j in the fourth term of the right hand side, it
becomes ∑
i<k<j
(−1)i+h+kxk.f([xi, xj ] ∧ xikj)
therefore it cancels with the eighth term∑
i<j
∑
k
i<k<j
(−1)i+j+k−1xk.f([xi, xj ] ∧ xikj).
Renaming i as k, h as i and k as j in the fifth term of the right hand side, it becomes
−
∑
k<i<j
(−1)i+j+kxk.f([xi, xj ] ∧ xkij)
therefore it cancels with the seventh term∑
i<j
∑
k
k<i<j
(−1)i+j+kxk.f([xi, xj ] ∧ xkij).
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The tenth, eleventh and twelfth terms cancel because of the Jacobi Identity. Finally,
renaming the indices of the sums of the last six terms in order to have summations
over i < j < h < k, one sees that the thirteenth term cancels with the eighteenth, the
fourteenth cancels with the seventeenth and the fifteenth cancels with the sixteenth.
Thus d2g = 0.
d2g∗f(x1 ∧ · · · ∧ xm)
=
m∑
i=1
∑
(xi)
(−1)i−1(x′i ∧ dg∗(x′′i ∧ xi)− x′′i ∧ dg∗(x′i ∧ xi))
− δ(dg∗f(x1 ∧ · · · ∧ xm))
=
m∑
i=1
∑
(xi)
∑
(x′′i )
(−1)i−1
(
x′i ∧ (x′′i )′ ∧ f
(
(x′′i )′′ ∧ xi
)
− x′i ∧ (x′′i )′′ ∧ f
(
(x′′i )′ ∧ xi
))
+
m∑
i=1
∑
j
j<i
∑
(xi)
∑
(xj)
(−1)i−1(−1)j(x′i ∧ x′j ∧ f(x′′j ∧ x′′i ∧ xji)
− x′i ∧ x′′j ∧ f(x′j ∧ x′′i ∧ xji)
)
+
m∑
i=1
∑
j
i<j
∑
(xi)
∑
(xj)
(−1)i−1(−1)j−1(x′i ∧ x′j ∧ f(x′′j ∧ x′′i ∧ xij)
− x′i ∧ x′′j ∧ f(x′j ∧ x′′i ∧ xij)
)
−
m∑
i=1
∑
(xi)
∑
(x′i)
(−1)i−1
(
x′′i ∧ (x′i)′ ∧ f
(
(x′i)′′ ∧ xi
)
− x′′i ∧ (x′i)′′ ∧ f
(
(x′i)′ ∧ xi
))
−
m∑
i=1
∑
j
j<i
∑
(xi)
∑
(xj)
(−1)i−1(−1)j(x′′i ∧ x′j ∧ f(x′′j ∧ x′i ∧ xji)
− x′′i ∧ x′′j ∧ f(x′j ∧ x′i ∧ xji)
)
−
m∑
i=1
∑
j
i<j
∑
(xi)
∑
(xj)
(−1)i−1(−1)j−1(x′′i ∧ x′j ∧ f(x′′j ∧ x′i ∧ xij)
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− x′′i ∧ x′′j ∧ f(x′j ∧ x′i ∧ xij)
)
−
m∑
i=1
∑
(xi)
(−1)i−1
(
x′i ∧ δ
(
f(x′′i ∧ xi)
)− x′′i ∧ δ(f(x′i ∧ xi)))
−
m∑
i=1
∑
(xi)
(−1)i−1(δ(x′i) ∧ f(x′′i ∧ xi)− δ(x′′i ) ∧ f(x′i ∧ xi))
+
m∑
i=1
∑
(xi)
(−1)i−1
(
x′i ∧ δ
(
f(x′′i ∧ xi)
)− x′′i ∧ δ(f(x′i ∧ xi)))
+ δ
(
δ
(
f(x1 ∧ · · · ∧ xm)
))
.
By the coJacobi Identity (B.3), one has
0 = (δ ∧ 1)δ(xi)
=
∑
(xi)
∑
x′i
(x′i)′ ∧ (x′i)′′ ∧ x′′i −
∑
(xi)
∑
(x′′i )
(x′′i )′ ∧ (x′′i )′′ ∧ x′i
=
∑
(xi)
∑
x′i
x′′i ∧ (x′i)′ ∧ (x′i)′′ −
∑
(xi)
∑
(x′′i )
x′i ∧ (x′′i )′ ∧ (x′′i )′′
Therefore the first and the seventh lines of the right hand side cancel. For the same
motivation, the second and the eighth lines cancel and the fourteenth line cancels.
The thirteenth line cancels the fifteenth because they are the opposite. And, since∑m
i=1
∑
j
j<i
= ∑j<i and ∑mi=1∑ j
i<j
= ∑i<j , renaming the indices of the third to
sixth lines and ninth to twelve lines in order to have summation over i < j, one has
−
∑
i<j
∑
(xi)
∑
(xj)
(−1)i+j(x′j ∧ x′i ∧ f(x′′i ∧ x′′j ∧ xij)
− x′j ∧ x′′i ∧ f(x′i ∧ x′′j ∧ xij)
)
+
∑
i<j
∑
(xi)
∑
(xj)
(−1)i+j(x′i ∧ x′j ∧ f(x′′j ∧ x′′i ∧ xij)
− x′i ∧ x′′j ∧ f(x′j ∧ x′′i ∧ xij)
)
+
∑
i<j
∑
(xi)
∑
(xj)
(−1)i+j(x′′j ∧ x′i ∧ f(x′′i ∧ x′j ∧ xij)
− x′′j ∧ x′′i ∧ f(x′i ∧ x′j ∧ xij)
)
−
∑
i<j
∑
(xi)
∑
(xj)
(−1)i+j(x′′i ∧ x′j ∧ f(x′′j ∧ x′i ∧ xij)
− x′′i ∧ x′′j ∧ f(x′j ∧ x′i ∧ xij)
)
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which cancel. Finally, writing f(x1 ∧ · · · ∧ xm) = ∑sk=1 fk1 ∧ · · · ∧ fkn where s ∈ N
and fkj ∈ g for i = 1, . . . , n and k = 1, . . . , s, one has
δ
(
δ
(
f(x1 ∧ · · · ∧ xm)
))
=
s∑
k=1
δ
( n∑
i=1
(−1)i−1fk1 ∧ · · · ∧ δ(fki ) ∧ · · · ∧ fkn
)
=
s∑
k=1
n∑
i=1
∑
j
j<i
(−1)i−1(−1)j−1fk1 ∧ · · · ∧ δ(fkj ) ∧ · · · ∧ δ(fki ) ∧ · · · ∧ fkn
+
s∑
k=1
n∑
i=1
∑
j
i<j
(−1)i−1(−1)jfk1 ∧ · · · ∧ δ(fki ) ∧ · · · ∧ δ(fkj ) ∧ · · · ∧ fkn
+
s∑
k=1
n∑
i=1
∑
(fki )
(−1)i−1fk1 ∧ · · · ∧ δ
(
(fki )′
) ∧ (fki )′′ ∧ · · · ∧ fkn
+
s∑
k=1
n∑
i=1
∑
(fki )
(−1)ifk1 ∧ · · · ∧ (fki )′ ∧ δ
(
(fki )′′
) ∧ · · · ∧ fkn
=
s∑
k=1
∑
j<i
(−1)i+jfk1 ∧ · · · ∧ δ(fkj ) ∧ · · · ∧ δ(fki ) ∧ · · · ∧ fkn
−
s∑
k=1
∑
i<j
(−1)i+jfk1 ∧ · · · ∧ δ(fki ) ∧ · · · ∧ δ(fkj ) ∧ · · · ∧ fkn
−
s∑
k=1
n∑
i=1
∑
(fki )
(−1)ifk1 ∧ · · · ∧ δ
(
(fki )′
) ∧ (fki )′′ ∧ · · · ∧ fkn
+
s∑
k=1
n∑
i=1
∑
(fki )
(−1)ifk1 ∧ · · · ∧ (fki )′ ∧ δ
(
(fki )′′
) ∧ · · · ∧ fkn .
The third and the fourth line of the right hand side cancel because of coJacobi (B.3)
and renaming j as i and i as j in the first line of the right hand side, one sees that
the first and second lines cancel. Thus d2g∗ = 0.
Let us now prove that dg∗ ◦ dgf = dg∗ ◦ dgf for any f ∈ Hom(Λmg,Λng).(
dg∗ ◦ dgf − dg∗ ◦ dgf
)
(x1 ∧ · · · ∧ xm+1)
=
m+1∑
i=1
∑
(xi)
(−1)i−1(x′i ∧ dgf(x′′i ∧ xi)− x′′i ∧ dgf(x′i ∧ xi))
− δ(dgf(x1 ∧ · · · ∧ xm+1))
−
m+1∑
i=1
(−1)i−1xi.dg∗f(xi)−
∑
i<j
(−1)i+jdg∗f([xi, xj ] ∧ xij)
=
m+1∑
i=1
∑
(xi)
(−1)i−1
(
x′i ∧
(
x′′i .f(xi)
)− x′′i ∧ (x′i.f(xi)))
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+
m+1∑
i=1
∑
(xi)
∑
j
j<i
(−1)i−1(−1)j
(
x′i ∧
(
xj .f(x′′i ∧ xji)
)
− x′′i ∧
(
xj .f(x′i ∧ xji)
))
+
m+1∑
i=1
∑
(xi)
∑
j
i<j
(−1)i−1(−1)j−1
(
x′i ∧
(
xj .f(x′′i ∧ xij)
)
− x′′i ∧
(
xj .f(x′i ∧ xij)
))
+
m+1∑
i=1
∑
(xi)
∑
j
j<i
(−1)i−1(−1)j(x′i ∧ f([x′′i , xj ] ∧ xji)
− x′′i ∧ f([x′i, xj ] ∧ xji)
)
+
m+1∑
i=1
∑
(xi)
∑
j
i<j
(−1)i−1(−1)j+1(x′i ∧ f([x′′i , xj ] ∧ xji)
− x′′i ∧ f([x′i, xj ] ∧ xij)
)
+
m+1∑
i=1
∑
(xi)
∑
j,k
j<k<i
(−1)i−1(−1)j+1+k+1(x′i ∧ f([xj , xk] ∧ x′′i ∧ xjki)
− x′′i ∧ f([xj , xk] ∧ x′i ∧ xjki)
)
+
m+1∑
i=1
∑
(xi)
∑
j,k
j<i<k
(−1)i−1(−1)j+1+k(x′i ∧ f([xj , xk] ∧ x′′i ∧ xjik)
− x′′i ∧ f([xj , xk] ∧ x′i ∧ xjik)
)
+
m+1∑
i=1
∑
(xi)
∑
j,k
i<j<k
(−1)i−1(−1)j+k(x′i ∧ f([xj , xk] ∧ x′′i ∧ xijk)
− x′′i ∧ f([xj , xk] ∧ x′i ∧ xijk)
)
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− δ
( i−1∑
i=1
(−1)m+1xi.f(xi)
)
− δ
(∑
i<j
(−1)i+jf([xi, xj ] ∧ xij)
)
−
m+1∑
i=1
∑
j
j<i
∑
(xj)
(−1)i−1(−1)j−1
(
xi.
(
x′j ∧ f(x′′j ∧ xji)
)
− xi.
(
x′′j ∧ f(x′j ∧ xji)
))
−
m+1∑
i=1
∑
j
i<j
∑
(xj)
(−1)i−1(−1)j
(
xi.
(
x′j ∧ f(x′′j ∧ xij)
)
− xi.
(
x′′j ∧ f(x′j ∧ xij)
))
+
m+1∑
i=1
(−1)i−1xi.
(
δ(f(xi))
)
−
∑
i<j
∑
([xi,xj ])
(−1)i+j
(
[xi, xj ]′ ∧ f([xi, xj ]′′ ∧ xij)
− [xi, xj ]′′ ∧ f([xi, xj ]′ ∧ xij)
−
∑
i<j
∑
k
k<i<j
∑
(xk)
(−1)i+j(−1)k(x′k ∧ f(x′′k ∧ [xi, xj ] ∧ xkij)
− x′′k ∧ f(x′k ∧ [xi, xj ] ∧ xkij)
)
−
∑
i<j
∑
k
i<k<j
∑
(xk)
(−1)i+j(−1)k−1(x′k ∧ f(x′′k ∧ [xi, xj ] ∧ xikj)
− x′′k ∧ f(x′k ∧ [xi, xj ] ∧ xikj)
)
−
∑
i<j
∑
k
i<j<k
∑
(xk)
(−1)i+j(−1)k(x′k ∧ f(x′′k ∧ [xi, xj ] ∧ xijk)
− x′′k ∧ f(x′k ∧ [xi, xj ] ∧ xijk)
)
+
∑
i<j
(−1)i+jδ(f([xi, xj ] ∧ xij))
=
m+1∑
i=1
∑
(xi)
(−1)i−1
(
x′i ∧
(
x′′i .f(xi)
)− x′′i ∧ (x′i.f(xi)))
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−
m+1∑
i<j
∑
(xj)
(−1)i+j
(
x′j ∧
(
xi.f(x′′j ∧ xij)
)− x′′j ∧ (xi.f(x′j ∧ xij)))
+
∑
i<j
∑
(xi)
(−1)i+j
(
x′i ∧
(
xj .f(x′′i ∧ xij)
)− x′′i ∧ (xj .f(x′i ∧ xij)))
−
∑
i<j
∑
(xj)
(−1)i+j(x′j ∧ f([x′′j , xi] ∧ xij)− x′′j ∧ f([x′j , xi] ∧ xij))
+
∑
i<j
∑
(xi)
(−1)i+j(x′i ∧ f([x′′i , xj ] ∧ xij)− x′′i ∧ f([x′i, xj ] ∧ xij))
−
∑
i<j<k
∑
(xk)
(−1)i+j+k(x′k ∧ f([xi, xj ] ∧ x′′k ∧ xijk)
− x′′k ∧ f([xi, xj ] ∧ x′k ∧ xijk)
)
+
∑
i<j<k
∑
(xj)
(−1)i+j+k(x′j ∧ f([xi, xk] ∧ x′′j ∧ xijk)
− x′′j ∧ f([xi, xk] ∧ x′j ∧ xijk)
)
−
∑
i<j<k
∑
(xi)
(−1)i+j+k(x′i ∧ f([xj , xk] ∧ x′′i ∧ xijk)
− x′′i ∧ f([xj , xk] ∧ x′i ∧ xijk)
)
−
m+1∑
i=1
(−1)i−1δ(xi.f(xi))−∑
i<j
(−1)i+jδ(f([xi, xj ] ∧ xij))
−
∑
i<j
∑
(xi)
(−1)i+j([xj , x′i] ∧ f(x′′i ∧ xij)− [xj , x′′i ] ∧ f(x′i ∧ xij))
−
∑
i<j
∑
(xi)
(−1)i+j
(
x′i ∧
(
xj .f(x′′i ∧ xij)
)− x′′i ∧ (xj .f(x′i ∧ xij)))
+
∑
ß<j
∑
(xj)
(−1)i+j([xi, x′j ] ∧ f(x′′j ∧ xij)− [xi, x′′j ] ∧ f(x′j ∧ xij))
+
∑
ß<j
∑
(xj)
(−1)i+j
(
x′j ∧
(
xi.f(x′′j ∧ xij)
)− x′′j ∧ (xi.f(x′j ∧ xij)))
+
m+1∑
i=1
(−1)i−1xi.
(
δ(f(xi))
)
−
∑
i<j
∑
([xi,xj ])
(−1)i+j
(
[xi, xj ]′ ∧ f([xi, xj ]′′ ∧ xij)
− [xi, xj ]′′ ∧ f([xi, xj ]′ ∧ xij)
−
∑
i<j<k
∑
(xi)
(−1)i+j+k(x′i ∧ f(x′′i ∧ [xj , xk] ∧ xijk)
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− x′′i ∧ f(x′i ∧ [xj , xk] ∧ xijk)
)
+
∑
i<j<k
∑
(xj)
(−1)i+j+k(x′j ∧ f(x′′j ∧ [xi, xk] ∧ xijk)
− x′′j ∧ f(x′j ∧ [xi, xk] ∧ xijk)
)
−
∑
i<j<k
∑
(xk)
(−1)i+j+k(x′k ∧ f(x′′k ∧ [xi, xj ] ∧ xijk)
− x′′k ∧ f(x′k ∧ [xi, xj ] ∧ xijk)
)
+
∑
i<j
(−1)i+jδ(f([xi, xj ] ∧ xij)).
The second line of the right hand side cancels with the sixteenth line, the third
line cancels with the fourteenth line, the sixth line cancels with twenty-fourth line,
the seventh line cancels with the twenty-fifth line, the eighth line cancels with the
twenty-second line, the ninth line cancels with the twenty-third line, the tenth line
cancels with the twentieth line, the eleventh line cancels with the twenty-first line
and the right term of the twelfth line cancels with the twenty-sixth line. Moreover,
by the 2-cocycle condition of δ, one has
δ([xi, xj ]) = xi.δ(xj)− xj .δ(xi)
hence, using the notation δ(y) = ∑(y) y′ ∧ y′′, one has∑
[xi,xj ]
[xi, xj ]′ ∧ [xi, xj ]′′ =
∑
(xj)
[xi, x′j ] ∧ x′′j +
∑
(xj)
x′j ∧ [xi, x′′j ]
−
∑
(xi)
[xj , x′i] ∧ x′′i −
∑
(xi)
x′i ∧ [xj , x′′i ].
If follows that the left terms of the fourth, fifth, thirteenth and fifteenth lines and the
eighteenth line cancel, and the right terms of fourth, fifth, thirteenth and fifteenth
lines and the nineteenth line cancel. Therefore(
dg∗ ◦ dgf − dg∗ ◦ dgf
)
(x1 ∧ · · · ∧ xm+1)
=
m+1∑
i=1
∑
(xi)
(−1)i−1
(
x′i ∧
(
x′′i .f(xi)
)− x′′i ∧ (x′i.f(xi)))
−
m+1∑
i=1
(−1)i−1δ(xi.f(xi))+ m+1∑
i=1
(−1)i−1xi.
(
δ(f(xi))
)
.
On the other hand, for any f1, . . . , fn ∈ g one has
m+1∑
i=1
∑
(xi)
(−1)i−1
(
x′i ∧
(
x′′i .(f1 ∧ · · · ∧ fn)
)− x′′i ∧ (x′i.(f1 ∧ · · · ∧ fn)))
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−
m+1∑
i=1
(−1)i−1δ(xi.(f1 ∧ · · · ∧ fn))+ m+1∑
i=1
(−1)i−1xi.
(
δ(f1 ∧ · · · ∧ fn)
)
=
m+1∑
i=1
n∑
j=1
∑
(xi)
(−1)i−1x′i ∧ f1 ∧ · · · ∧ [x′′i , fj ] ∧ · · · ∧ fn
−
m+1∑
i=1
n∑
j=1
∑
(xi)
(−1)i−1x′′i ∧ f1 ∧ · · · ∧ [x′i, fj ] ∧ · · · ∧ fn
−
m+1∑
i=1
n∑
j=1
(−1)i−1δ(f1 ∧ · · · ∧ [xi, fj ] ∧ · · · ∧ fn)
+
m+1∑
i=1
n∑
j=1
(−1)i−1(−1)j−1xi.
(
f1 ∧ · · · ∧ δ(fj) ∧ · · · ∧ fn
)
= −
m+1∑
i=1
n∑
j=1
∑
(xi)
(−1)i−1(−1)j−1f1 ∧ · · · ∧ x′i ∧ [fj , x′′i ] ∧ · · · ∧ fn
+
m+1∑
i=1
n∑
j=1
∑
(xi)
(−1)i−1(−1)jf1 ∧ · · · ∧ [fj , x′i] ∧ x′′i ∧ · · · ∧ fn
−
m+1∑
i=1
n∑
j=1
∑
k
k 6=j
(−1)i−1(−1)k−1f1 ∧ · · · ∧ δ(fk) ∧ · · · ∧ [xi, fj ] ∧ · · · ∧ fn
−
m+1∑
i=1
n∑
j=1
(−1)i−1(−1)j−1f1 ∧ · · · ∧ δ([xi, fj ]) ∧ · · · ∧ fn
+
m+1∑
i=1
n∑
j=1
∑
k
k 6=j
(−1)i−1(−1)j−1f1 ∧ · · · ∧ δ(fj) ∧ · · · ∧ [xi, fk] ∧ · · · ∧ fn
+
m+1∑
i=1
n∑
j=1
(−1)i−1(−1)j−1f1 ∧ · · · ∧ xi.δ(fj) ∧ · · · ∧ fn.
The third line of the right hand side is equal to
−
m+1∑
i=1
∑
k 6=j
(−1)i−1(−1)k−1f1 ∧ · · · ∧ δ(fk) ∧ · · · ∧ [xi, fj ] ∧ · · · ∧ fn
and the fifth line of the right hand side is equal to
m+1∑
i=1
∑
k 6=j
(−1)i−1(−1)j−1f1 ∧ · · · ∧ δ(fj) ∧ · · · ∧ [xi, fk] ∧ · · · ∧ fn
hence they cancel. Finally, since the first two lines are equal to
m+1∑
i=1
n∑
j=1
∑
(xi)
(−1)i−1(−1)jf1 ∧ · · · ∧ fj .δ(xi) ∧ · · · ∧ fn,
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one has
m+1∑
i=1
∑
(xi)
(−1)i−1
(
x′i ∧
(
x′′i .(f1 ∧ · · · ∧ fn)
)− x′′i ∧ (x′i.(f1 ∧ · · · ∧ fn)))
−
m+1∑
i=1
(−1)i−1δ(xi.(f1 ∧ · · · ∧ fn))+ m+1∑
i=1
(−1)i−1xi.
(
δ(f1 ∧ · · · ∧ fn)
)
=
m+1∑
i=1
n∑
j=1
∑
(xi)
(−1)i−1(−1)jf1 ∧ · · · ∧
(
δ([xi, fj ])− xi.fj + fj .δ(xi)
) ∧ · · · ∧ fn
= 0
because of the 2-cocycle condition on δ. Thus dg∗ ◦ dg = dg∗ ◦ dg. It follows that
defining the differential d of the total complex as df = dgf + (−1)mdg∗f for any
f ∈ Hom(Λmg,Λng), one has d2 = 0 indeed d2f = d(dgf + (−1)mdg∗f) = d2gf +
(−1)m+1dg∗ ◦ dgf + (−1)mdg ◦ dg∗f + (−1)2md2gf = (−1)m
(
dg ◦ dg∗f − dg∗ ◦ dgf
)
= 0.
Let us consider the linear map dg∗ : Λng → Λn+1g in the case δ = dgr. By
definition, for any f ∈ Λng, one has
dg∗f = −(dgr)(f).
By the linearity of dg∗ , we can suppose that f = x1 ∧ · · · ∧ xn with x1, . . . , xn ∈ g,
therefore, writing r = ∑sk=1 rk1 ∧ rk2 with rk1 , rk2 ∈ g and s ∈ N, one has
dg∗(x1 ∧ · · · ∧ xn) =
n∑
i=1
(−1)ix1 ∧ · · · ∧ dgr(xi) ∧ · · · ∧ xn
=
n∑
i=1
s∑
k=1
(−1)ix1 ∧ · · · ∧ [xi, rk1 ] ∧ rk2 ∧ · · · ∧ xn
+
n∑
i=1
s∑
k=1
(−1)ix1 ∧ · · · ∧ rk1 ∧ [xi, rk2 ] ∧ · · · ∧ xn
= −
n∑
i=1
s∑
k=1
rk2 ∧ x1 ∧ · · · ∧ [rk1 , xi] ∧ · · · ∧ xn
+
n∑
i=1
s∑
k=1
rk1 ∧ x1 ∧ · · · ∧ [rk2 , xi] ∧ · · · ∧ xn.
Using the usual identification due to Alt, and recalling that our identification in the
case of r becomes r = ∑sk=1 rk1 ∧ rk2 = ∑sk=1(rk1 ⊗ rk2 − rk2 ⊗ rk1), one has
dg∗(x1 ∧ · · · ∧ xn) = Alt
([
r12 + r13 + . . .+ r1n+1, 1⊗ x1 ⊗ · · · ⊗ xn
])
, (B.7)
indeed
dg∗(x1 ∧ · · · ∧ xn) = Alt
(
−
n∑
i=1
s∑
k=1
rk2 ⊗ x1 ⊗ · · · ⊗ [rk1 , xi]⊗ · · · ⊗ xn
)
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+Alt
( n∑
i=1
s∑
k=1
rk1 ⊗ x1 ⊗ · · · ⊗ [rk2 , xi]⊗ · · · ⊗ xn
)
= Alt
([
r12 + r13 + . . .+ r1n+1, 1⊗ x1 ⊗ · · · ⊗ xn
])
.
On the other hand, one can embed the symmetric group Sn in the symmetric group
Sn+1 in this way:
Sn → Sn+1
σ 7→ σ˜
where σ˜(1) = 1 and σ˜(i+ 1) = σ(i) + 1. Note that sgn(σ˜) = sgn(σ). It follows that
Alt
([
r12 + r13 + . . .+ r1n+1, sgn(σ)1⊗ σ(x1 ⊗ · · · ⊗ xn)
])
= sgn(σ˜)Alt
([
r12 + r13 + . . .+ r1n+1, σ˜(1⊗ x1 ⊗ · · · ⊗ xn)
])
= sgn(σ˜)Alt
(
σ˜
[
r12 + r13 + . . .+ r1n+1, 1⊗ x1 ⊗ · · · ⊗ xn
])
= Alt
([
r12 + r13 + . . .+ r1n+1, 1⊗ x1 ⊗ · · · ⊗ xn
])
because ∑µ∈Sn+1 sgn(µ)sgn(σ˜)µσ˜ = ∑µ∈Sn+1 sgn(µ)µ. Therefore, using equation
(B.7), one has
Alt
([
r12 + r13 + . . .+ r1n+1, 1⊗Alt(x1 ⊗ · · · ⊗ xn)
])
=
∑
σ∈Sn
Alt
([
r12 + r13 + . . .+ r1n+1, sgn(σ)1⊗ σ(x1 ⊗ · · · ⊗ xn)
])
=
∑
σ∈Sn
Alt
([
r12 + r13 + . . .+ r1n+1, 1⊗ x1 ⊗ · · · ⊗ xn
])
= n!Alt
([
r12 + r13 + . . .+ r1n+1, 1⊗ x1 ⊗ · · · ⊗ xn
])
= n!dg∗(x1 ∧ · · · ∧ xn).
From which
dg∗f =
1
n!Alt
([
r12 + . . .+ r1n+1, 1⊗ f]) (B.8)
for any f ∈ Λng.
It only remains to compute the linear map dg∗ : Hom(g,Λ2g)→ Hom(g,Λ3g). Let
f ∈ Hom(g,Λ2g), x ∈ g. Writing f(x) = ∑tk=1 fk1 ∧ fk2 with fk1 , fk2 ∈ g, t ∈ N, by
the definition of dg∗ , one has
dg∗f(x) =
∑
(x)
(
x′ ∧ f(x′′)− x′′ ∧ f(x′))− δ(f(x))
= −
∑
(x)
(
f(x′) ∧ x′′ − f(x′′) ∧ x′)
−
t∑
k=1
(
δ(fk1 ) ∧ fk2 − δ(fk2 ) ∧ fk1
)
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= −(f ∧ 1) ◦ δ(x)− (δ ∧ 1) ◦ f(x)
from which
dg∗f = −(f ∧ 1) ◦ δ − (δ ∧ 1) ◦ f.
Thus, when δ = dgr,
dg∗f = −(f ∧ 1) ◦ dgr − (dgr ∧ 1) ◦ f.
Let us end this appendix with a remark on why we denoted the vertical maps of
the bicomplex (3.31) with dg∗ :
Remark B.0.1. If (g, [ , ], δ) is a finite dimensional Lie bialgebra,
(
g∗, tδ, t[ , ]
)
is a
finite dimensional Lie bialgebra. Since g is finite dimensional, we have an isomorphism
of vector spaces from Hom(Λmg,Λng) to Hom(Λng∗,Λmg∗) given by the transpose
map:
Hom(Λmg,Λng)→ Hom(Λng∗,Λmg∗)
f 7→ (tf : ψ 7→ ψ ◦ f).
We could therefore use the Lie algebra structure of g∗ and the canonical isomorphism
between g and g∗∗ to define a linear map
∂ : Hom
(
Λmg,Λng
)→ Hom (Λmg,Λn+1g)
in the following way: let f ∈ Hom (Λmg,Λng), if we denote with dg∗ the Chevalley-
Eilenberg differential of the cochain complex with Lie algebra (g∗, tδ) and g∗-module
Λng∗, dg∗ tf ∈ Hom
(
Λn+1g∗,Λmg∗
)
from which one has tdg∗ tf ∈ Hom
(
Λmg∗∗,Λn+1g∗∗
)
.
Finally, identifying g with g∗∗, we have the wanted linear map from Hom
(
Λmg,Λng
)
to Hom
(
Λmg,Λn+1g
)
. A straightforward computation shows that ∂ is equal to the
map dg∗ of the definition (B.6).

147
Bibliography
[BK] B. Bakalov, V.G. Kac, Field algebras, Int. Math. Res. Not. 2003, no. 3, 123-159.
[B] R. Borcherds. Vertex algebras, Kac-Moody algebras, and the Monster. Proc.
Natl. Acad. Sci. USA 83 (1986), 3068-3071.
[Bou] N. Bourbaki, Theory of sets, Springer, Berlin, Heidelberg (2004).
[DSK06] A. De Sole, V. Kac, Finite vs. affine W-algebras, Jpn. J. Math. 1 (2006),
no. 1, 137-261.
[EK1] P. Etingof, D. Kazhdan, Quantization of Lie bialgebras, I, Selecta Math. 2
(1996), no. 1, 1-41.
[EK2] P. Etingof, D. Kazhdan, Quantization of Lie bialgebras, II, Selecta Math. 4
(1998), 213-231.
[EK3] P. Etingof, D. Kazhdan, Quantization of Lie bialgebras, III, Selecta Math. 4
(1998), 233-269.
[EK4] P. Etingof, D. Kazhdan, Quantization of Lie bialgebras, IV, Selecta Math. 6
(2000), no. 1, 79-104.
[EK5] P. Etingof, D. Kazhdan, Quantization of Lie bialgebras, V, Selecta Math. 6,
no. 1, 105-130.
[FBZ] E. Frenkel, D Ben-Zvi, Vertex Algebras and Algebraic Curves, Second Edition,
Mathematical Surveys and Monographs (2004), vol. 88.R.
[FLM] I. Frenkel, J. Lepowsky, and A. Meurman, Vertex operator algebras and the
Monster. Academic Press, New York, (1988).
[G] P. Goddard, Meromorphic conformal field theory. In Infinite-dimensional Lie
algebras and groups, V. G. Kac, editor, Adv. Ser. in Math. Phys., 7 (1989),
World Scientific, 556-587.
[J] N. Jacobson, Lie algebras (No. 10). Courier Corporation, (1979).
[JKMY] N. Jing, S. Kozic, A. Molev and F. Yang, Center of the quantum affine
vertex algebra in type A, arXiv:1603.00237 [math.QA] (2016).
[K] V. Kac, Vertex algebras for beginners, AMS, (1996).
148 Bibliography
[K15] V. Kac., Introduction to vertex algebras, Poisson vertex algebras, and inte-
grable Hamiltonian PDE, arXiv:1512.00821v1 [math-ph], (2015).
[Kas] C. Kassel, Quantum groups. Vol. 155. Springer Science & Business Media,
(2012).
[L03] H. Li, Axiomatic G1-vertex algebras, Commun. Contemp. Math., (2003), 05,
281.
[L10] H. Li, h-adic quantum vertex algebras and their modules, arXiv:0812.3156
[math.QA], (2010).
[LL] J. Lepowsky, H. Li, Introduction to vertex operator algebras and their repre-
sentations (Vol. 227). Springer Science & Business Media, (2004).
[M] S. MacLane, Homology (Classics in Mathematics). Springer-Verlag Berlin Hei-
delberg. doi:10.1007/978-3-642-62029-4, (1995)
[W] C. Weibel, An Introduction to Homological Algebra (Cambridge Stud-
ies in Advanced Mathematics). Cambridge: Cambridge University Press.
doi:10.1017/CBO9781139644136, (1994).
