Abstract Abstract J.W. Wallis and E.H. Shortliffe This paper reports on experiments designed to identify and implement mechanisms for enhancing the explanation capabilities of reasoning programs for medical consultation. The goals of an explanation system are discussed, as is the additional knowledge needed to meet these goals in a medical domain.
For example, researchers In the development of expert systems have increasingly recognized the importance of explanation capabilities In encouraging the acceptance of their programs, an area that is also critical in medical consultation system development [9] , [22] .
Good explanations serve four functions in a consultation system: (1) they provide a method for examining the program93 reasoning if errors arise when the system is being built; (2) they assure users that the reasoning is logical, thereby increasing user acceptance of the system; (3) they may persuade users that unexpected advice is appropriate; and (4) they can educate users in areas where their knowledge may be weak. These diverse roles impose several requirements upon the system. For example, the explanations must adequately represent the reasoning processes of the program, and they should allow the user to examine the reasoning history or underlying knowledge at various levels of detail. In addition, although the program's approach to a problem need not be identical to an expert's approach, the program's overall strategy and reasoning steps must be understandable and seem logical, regardless of the user's level of expertise.
This means that the system must have the capability to tailor its explanations to the varying needs and characteristics of its users.
In this paper we describe experiments in the design and implementation In the development of explanation capabilities for consultation programs, we introduce the representation techniques used in our experimental system. The program's explanation capabilities are then described. Subsequent sections of the paper discuss the nature of causal reasoning in expert systems and its relation to explanation. We also suggest a useful scheme for classifying commonly used inference rules.
PREVIOUS WORK
Our past work in explanation for consultation systems has dealt primarily with the ability to cite the production rules 143 involved in a particular decision. One example of this approach is the explanation system for MYCIN, our rule-based program to assist in the selection of antimicrobial therapy for patients with bacteremia or meningitis [17] , [21] . This program is able to answer questions about how it has reached a particular conclusion (i.e., what rules led to the pertinent inference) and about why It has asked a particular question (Le., which rules can use the requested information).
The capability can be used for a specific run of the program or for general querying of the knowledge base.
MYCIN's explanation capability is illustrated in Fig. 1 [Insert Figure 1 about here]
MYCIN's explanation capabilities were expanded by Clancey in his work on the tutorial system named GUIDON [2] . In order to use MYCIN's knowledge b,ase and patient cases for tutorial purposes, Clancey found it necessary to incorporate knowledge about teaching. This knowledge, expressed as "tutorial rules", and a four-tiered measure of the baseline knowledge of the student ("beginner", "advanced", "practitioner", or "expert"), have enhanced the ability of a student to learn efficiently from MYCIN's knowledge base.
Clan&y has also noted problems arising from the frequent lack of underlying "support" knowledge which is needed to explain the relevance and utility of a domain rule [3] .
More recently, Swartout has developed a system that generates explanations from a record of the development decisions made during the writing of a consultation program to advise on digitalis dosing [23] . an explanation so that the differences between alternatives are given before the similarities (a practice that was noted during the analysis of human explanations).
The tasks of interpreting questions and generating explanations are confounded by the problems inherent in natural language understanding and text generation. A consultation program must be able to distinguish general questions from case-specific ones, and questions relating to specific reasoning steps from those Involving the overall reasoning strategy. As previously mentioned, it Is also important to tailor the explanation to the 'Although MYCIN's WHY" command has a limited ability to integrate several rules Into a single explanation 1203, the user wishing a high level summary must specifically augment the "WHY" with a number that indicates the level of detail desired. We have found that the feature is therefore seldom used. It would, of course, be preferable if the system "knew" on its own when such a summary were appropriate. [Insert Figure 2 about here]
The certainty factor (CF) associated with value and rule nodes ( Table 1) refers to the belief model developed for the MYCIN system [18]. A CF of +l associated with a value indicates that It is known to be true in a given context (e.g., for a specific patient in a given consultation); similarly -1 designates a value known to be false.
There is a continuous range of [Insert Table 1 about here]
Ask first/last (Table 1) is a property that controls whether the value of a parameter is to be requested from the user before an attempt is made to compute it using inference rules from the knowledge base. The text justification of a rule is provided when the system builder has decided not to break the reasoning step into further component parts but wishes to provide a brief summary of the knowledge underlying that rule. Complexity, importance, and rule type are described in more detail below.
4.2
Rules and Their Use ----
In the network ( 
4.3
Complexity and Importance
The design considerations for adequate explanations require additions to . the representation scheme described above. To provide customized explanations, appropriate for different levels of expertise, we have found it useful to associate a measure of complexity, both with the inference rules and with the concepts about which they are concluding. Because some concepts are key ideas in a reasoning chain and should be mentioned regardless of their complexity, a measure of importance associated with concepts is useful as well. Both measures are presently specified at the time knowledge is added to the system, but a dynamic modification of these initial values would improve the flexibility of the approach.
Although complexity and importance are related, one can not necessarily 
EXPLANATION CAPABILITIES

5.1
Tailored Explanations
The measurements of complexity and importance described above facilitate the generation of tailored explanations. Consider a linear causal chain representing a simplified causal mechanism for the existence of kidney stones (Fig. 3) . A sample explanation dialogue based on this reasoning chain might be as follows3:
30ur program functions as shown except that the user input requires a constrained format rather than free text. We have simplified that interaction here for illustrative purposes.
The program actually has no English Interface. This sample dialogue demonstrates: (1) the user's ability to specify his expertise, (2) the program9 abflity to employ the user's expertise to adjust the amount of detail it offers, and (3) the user's option to request more detailed information about the topic under discussion.
[Insert Figure 3 about here]
Two user-specific variables are used to guide the generation of
explanations .
Expertise: A number representing the user's current level of L.
?nother variable we have discussed but not Implemented is a focusing parameter which would put a ceiling on the number of steps in the chain to trace when formulating an explanation. A highly focussed explanation would result in a discussion of only a small part of the reasoning tree.
In such cases, it would be appropriate to increase the detail level as well. broader inference statements are generated to bridge the nodes that are appropriate for the discussion (e.g., the statement that A leads to C would be generated in Fig. 4) . Terminal concepts in a chain are always mentioned, even if their complexity lies outside the desired range (as is true for concept F in the example). This approach preserves the logical flow of the explanation without Introducing concepts of Inappropriate complexity.
"The default value for detail in our system is the expertise measure incremented by 2. When the user requests more detail, the detail measure is incremented by 2 once again. Thus, for the three Interchanges in Sample Interaction 1, the expertise-detail ranges are 3-5, 3-7, and 7-9 respectively. Sample Interaction 2 (below) demonstrates how this scheme is modified by the Importance measure for a concept. We have also found it useful to associate a complexity measure with each inference rule to handle circumstances in which simple concepts (low complexity) are linked by a complicated rule (high complexlty)6. This situation typically occurs when a detailed mechanism, one that explains the association between the premise and conclusion of a rule, consists of several intermediate concepts that the system builder has chosen not to encode explicitly7. When building a bowledge base, it is always necessary to limit the detail at which mechanisms are outlined, either because the precise mechanisms are unknown or because minute details of mechanism are not particularly useful for problem solving or explanation. Thus It is useful to add to the knowledge base a brief text 3ustification (Table 1) of the mechanism underlying a rule.
Consider, for example, the case In Fig. 5 which corresponds to the same * reasoning chain represented in Fig. 4 . Although rule r3 links two concepts (C and D> that are within the complexity-detail range for the user, the relationship mentioned in rule r3 is itself considered to be outside this range. When generating the explanation for this reasoning chain, the program mentions concepts C and D, and therefore mentions rule r3 despite its complexity measure. Since the rule is considered too complex for the user, however, the additional explanatory text associated with the rule is needed "The opposite situation does not occur; rules of low complexity do not link concepts of higher complexity.
'Pat11 has dealt with this problem by explicitly representing causal relationships about acid-base disorders at a variety of different levels of detail [13] . When the importance level of a concept is two or more points above the expertise of the user, the item is included in the explanation. Consider, for example, the following dialogue which demonstrates the way in which the importance measure is used: The Importance of distinquishing between cause-effect and effect-cause rules is shown in Fig. 6 , which considers a simplified network concerning possible fetal Rh incompatibility in a pregnant patient. Reasoning backwards from the goal question Ys there a fetal-problem?w, one traverses three steps that lead to the question of whether the parents are Rh incompatible; these lRules considered here deal with domain knowledge, to be distinguished from strategic or meta-level rules [5] . loIn many cases these rules can be replaced by strategy rules (e.g., "if you have tried to conclude a value for this parameter and have failed to do so, then use the default value for the parameter"). It Is possible to generate an effect-cause rule, and to suggest its corresponding probability or certainty, only if the information given in the corresponding cause-effect rule Is accompanied by additional statistical information. For example, Bayes' Rule may be used to determine the probability of the ith of k possible "causes" (e.g., diseases), given a specific observation (weffectw):
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This computation of the probability that the ith possible "cause" is present given that the specific "effect" is observed& P(causeileffect), requires knowledge of the 2 priori frequencies P(causei) for each of the possible %ausesw (cause, cause2 . . . causek) of the "effect". These data are not usually available for medical problems, and are dependent upon locale and prescreening of the patient population [19] , [24] . The formula also requires the value of P(effectlcausej) for all cause-effect rules leading to the "effect", not just the one for the rule leading from causei to the "effect".
In Fig. 6 , for example, the effect-cause rule leading from "increased While the information needed to explain the program's reasoning is present, the underlying causal Information is not12.
In our experimental system, -the Inclusion of both cause-effect rules and effect-cause rules with explicit certainties, and the ability to group manifestations into rules, allow flexibility in constructing the network.
Although causal information taken alone is insufficient for the construction of a comprehensive knowledge base, the causal knowledge can be used to propose effect-cause relationships for modification by the system-builder.
It can similarly be used to help generate explanations for such relationships when effect-cause rules are entered. However, when It Is linked with information regarding the complexity and llRecently the ABEL program, a descendent of PIP, has focussed on detailed modeling of causal relationships [13] . The age of the patient is greater than lo-days, and 6) The infection was acquired while the patient was hospitalized Then: There is evidence that the organisms (other than those seen on cultures or smears) which might be causing the infection is e.coli t. 
