Abstract. We classify finite-dimensional Hopf algebras whose coradical is isomorphic to the algebra of functions on S3. We describe a new infinite family of Hopf algebras of dimension 72.
Introduction
This work is a contribution to the classification of finite-dimensional Hopf algebras over an algebraically closed field k of characteristic 0, problem posed by I. Kaplansky in 1975. We are specifically interested in Hopf algebras whose coradical is the dual of a non-abelian group algebra. We note that there are very few classification results on finite-dimensional Hopf algebras whose coradical is a Hopf subalgebra but not a group algebra, a remarkable exception being [CDMM] .
Let A be a Hopf algebra whose coradical H is a Hopf subalgebra. It is well-known that the associated graded Hopf algebra of A is isomorphic to R#H where R = ⊕ n∈N 0 R n is a braided Hopf algebra in the category H H YD of Yetter-Drinfield modules over H. As explained in [AnS2] , to classify finitedimensional Hopf algebras A whose coradical is isomorphic to H we have to deal with the following questions:
(a) Determine all Yetter-Drinfield modules V over H such that the Nichols algebra B(V ) has finite dimension; find an efficient set of relations for B(V ). analogous answers in H H YD. Thus, if H = k G is the algebra of functions on a finite group G, then we are reduced to know the solutions to questions (a) and (b) for the group algebra kG. In the case G = S 3 , we know that
In this paper, we solve question (c) for k S 3 . We introduce a family of Hopf algebras A [a 1 ,a 2 ] , (a 1 , a 2 ) ∈ k 2 ; these are new as far as we know, except for (a 1 , a 2 ) = (0, 0). Let Γ = k × × S 3 , where k × is the group of the invertible elements of k. We consider the right action ⊳ of the group on k 2 defined by
We denote by [a 1 , a 2 ] ∈ Γ\k 2 the equivalence class of (a 1 , a 2 ) under this action; notice that Γ\k 2 is infinite. We prove in Theorem 3.5:
Main Theorem. The set of isomorphism classes of finite-dimensional nonsemisimple Hopf algebras with coradical k S 3 is in bijective correspondence with Γ\k 2 via the assignment
To show that the Hopf algebras A [a 1 ,a 2 ] have the right dimension we use the Diamond Lemma. To prove that any finite-dimensional non-semisimple Hopf algebra A with coradical k S 3 belongs to this family, we describe the first term A 1 of the coradical filtration using [ArMŞ, Thm. 5.9 2. Preliminaries 2.1. Notation. We fix an algebraically closed field k of characteristic zero. If V is a vector space, T (V ) = ⊕ n≥0 V ⊗n is the tensor algebra of V . If there is no place for confusion, we write a 1 · · · a n instead of a 1 ⊗ · · · ⊗ a n for a 1 , ..., a n ∈ V . If G is a group, we denote by e its identity element, by kG the group algebra of G and by k G the dual group algebra, that is the algebra of functions on G. We denote by S n the symmetric group on n letters. We use Sweedler notation but dropping the summation symbol. If H is an algebra, then we denote by H M, resp. H M H , the category of left H-modules, resp. H-bimodules.
2.2. The coradical filtration. Let C be a coalgebra with comultiplication ∆. The coradical C 0 of C is the sum of all simple subcoalgebras of C. The coradical filtration of C is the family of subspaces defined inductively by
We denote by gr C = ⊕ n≥0 gr n C the associated graded coalgebra of C; as vector space gr n C := C n /C n−1 for all n ≥ 0 where C −1 = 0. We denote by G(C) the group of group-like elements of C. As usual, for g, h ∈ G(C), P g,h (C) = {x ∈ C 1 |∆(x) = g ⊗ x + x ⊗ h} is the space of (g, h)-skew primitive elements of C. If C is a bialgebra and g = h = 1, we write simply P(C) instead of P 1,1 (C) and x ∈ P(C) is called a primitive element. A coalgebra E is called a matrix coalgebra of rank n if it has a basis (e ij ) 1≤i,j≤n such that the comultiplication and counit are defined by ∆(e ij ) = n k=1 e ik ⊗ e kj and ε(e ij ) = δ ij for all 1 ≤ i, j ≤ n. Lemma 2.1. Let D = kg and E = e ij |1 ≤ i, j ≤ n be matrix coalgebras of rank 1 and n respectively. If
e ij ⊗ x j , then there exist a 1 , ..., a n ∈ k such that
Then the second and third terms are zero. Thus α i st = 0 and
a t e it . 2.3. Yetter-Drinfeld modules over the dual of a group algebra. Let H be a finite-dimensional Hopf algebra and H H YD be the category of left Yetter-Drinfeld modules over H, see e.g. [M] . The category H * H * YD is braided equivalent to H H YD by the following recipe. Let (h i ) and (f i ) be dual basis of H and H * . Let V ∈ H H YD, v ∈ V and f ∈ H * , then V turns into a Yetter-Drinfeld module over H * by
This gives a braided equivalence between H H YD and
Let G be a finite group. If g ∈ G, then we denote by O g the conjugacy class of g and by C G (g) the centralizer of g.
kG YD in the following way. Let (w i ) 1≤i≤r be a basis of V and (h j ) 1≤j≤s be a set of representatives of
Let Q be a set of representatives of conjugacy class of G. It is well-known that M (g, ρ) is simple and that any simple object of kG kG YD is isomorphic to M (g, ρ) for unique g ∈ Q and a unique isomorphism class [(ρ, V )] of irreducible representations of C G (g). By the braided equivalence described above, see (2.2), this gives a parametrization of the irreducible objects in
2.4. Nichols algebras. Our reference for Nichols algebras is [AnS2, Subsection 2.1]. Let V ∈ H H YD. The Nichols algebra B(V ) = ⊕ n∈N 0 B n (V ) of V is the braided graded Hopf algebra in H H YD which satisfies:
is generated as an algebra by B 1 (V ). The tensor algebra T (V ) is a braided graded Hopf algebra in H H YD such that ∆(v) = v ⊗ 1 + 1 ⊗ v and ε(v) = 0 for all v ∈ V . Then the Nichols algebra can be described as B(V ) = T (V )/J , where J is the largest Hopf ideal of T (V ) generated by homogeneous elements of degree ≥ 2.
2.5. Hopf algebras whose coradical is a Hopf subalgebra. Let H be a semisimple and cosemisimple Hopf algebra (here char k = 0 is not needed). Let A be a Hopf algebra whose coradical A 0 is a Hopf subalgebra isomorphic to H. By [M, 5.2.8] , the coalgebra gr A becomes a graded Hopf algebra. The projection π : gr A → H with kernel ⊕ n>0 gr n A splits the inclusion ι : H → gr A, i. e. π•ι = id H . Then R = gr A co π = {a ∈ gr A|(id ⊗π)∆(a) = a⊗1} is a braided Hopf algebra in H H YD and gr A ≃ R#H as Hopf algebras [R, Ma] .
Here # stands for the smash product and the smash coproduct structures. Moreover, gr A and R have the following properties, see [AnS1] : (a) R = ⊕ n≥0 R n is a braided graded Hopf algebra with R n = R ∩ gr n A. 
There exists an isomorphism γ : V #H → P 1 of Hopf bimodules over H, by (b) above.
Proposition 2.4. Let A be a Hopf algebra whose coradical is a Hopf subalgebra isomorphic to H. Then gr A ≃ B(V )#H if and only if there exists an epimorphism of Hopf algebras φ : T (V )#H → A such that φ |H = id H and φ |V #H : V #H → P 1 is an isomorphism of Hopf bimodules over H.
Proof. Suppose first that gr A ≃ B(V )#H. Let γ : V #H → P 1 be an isomorphism of Hopf bimodules over H as above. Then φ : T (V )#H → A defined by φ(h) = h and φ(v) = γ(v#1) is a morphism of Hopf algebras. Since A is generated by A 1 by [AnS1, Lemma 2.2], φ is an epimorphism. Now, suppose that such a φ is given (for an arbitrary V ). By [M, Cor. 5.3 .5] H = A 0 ; hence gr A ≃ R#H. Since φ |V #H : V #H → P 1 and γ : R 1 #H → P 1 are isomorphisms of Hopf bimodules over H,
By the definition of Nichols algebra of V , we are left to show that V generates R but this follows from the fact that φ is surjective.
Remark 2.5. Let ad : A → End A be the adjoint representation, ad x(y) = x (1) yS(x (2) ), x, y ∈ A. In the notation of Proposition 2.4, φ(h · x) = ad h(x) for all h ∈ H and x ∈ T (V ). If J is the defining ideal of B(V ) as above, then φ(J 2 #1) ⊂ A 1 by Lemma 2.3.
3. Hopf algebras with coradical k S 3 3.1. Hopf algebras with coradical a dual group algebra. We start discussing Hopf algebras A with coradical k G , G a finite group. Let (δ h ) h∈G be the basis of k G dual to the basis consisting of group-like elements of kG; δ h (g) = δ g,h , where the last is the Dirac delta. Then for all h, t ∈ G,
If M ∈ H M, then we set M g := {x ∈ M |δ h · x = δ h,g x ∀h ∈ G}, g ∈ G, and supp M := {g ∈ G : M g = 0}. This applies to the n-th term A n of the coradical filtration, a k G -module via the adjoint action.
Lemma 3.1. Let A be a Hopf algebra with coradical k G and infinitesimal
since the only non-zero term occurs when t = g and t −1 s = h. This implies (a); note that A g n is a k G -bimodule because 
By (2.1), we can write ∆(x g ) =
The proof of (d) is straightforward. We observed in Subsection 2.5 that
and A e 1 = k G ⊕ V e #k G . By (2.3), (e) follows. Let K be the subalgebra generated by A e 1 ; by (c) A e 1 is a coalgebra and by (d) it is stable under the antipode, hence K is a Hopf subalgebra. By (b) k G is a normal Hopf subalgebra of K and if dim A < ∞, then we have the exact sequence of Hopf algebras k G ֒→ K ։ K/(k G ) + K, see [AD] . We claim that K/(k G ) + K = k and therefore k G = K by [AD] .
Let x e ∈ B := V e #k G , identified with a subspace of A e 1 as above. Since V #k G ≃ P 1 ⊂ ker ε, see (2.4), we have
with u t , v t ∈ B and b s,t ∈ k. Computing (ε ⊗ id)∆(x e ) and (id ⊗ε)∆(x e ), we get x e = v e + s∈G b e,s δ s = u e + s∈G b s,e and then v e = x e = u e and b e,s = 0 = b s,e for all s ∈ G. Hence x e is a primitive element in K/(k G ) + K, therefore x e = 0 since dim A < ∞ and the claim is true.
3.2. Hopf algebras with coradical k Sn . Let O n 2 be the conjugacy class of (12) in S n and let sgn : C Sn (12) → k be the restriction of the sign representation of S n . Let V n = M ((12), sgn) ∈ kSn kSn YD, cf. Definition 2.2; V n has a basis (
3), V n turns into an object in k Sn k Sn YD with action and coaction given by
Let J n be the ideal of relations of B(V n ). The elements
for all (ij), (lk), (ik) ∈ O n 2 such that (lk) = (ij) = (ik) form a basis of J 2 n . Remark 3.2. It was shown by [MS] for n = 3, 4 and by [G] for n = 5 that J n is generated by these elements and B(V n ) is finite-dimensional.
We first show that relations (3.2) and (3.3) hold in any lifting of B(V n ). In what follows, A is a Hopf algebra such that gr A ≃ B(V n )#k Sn and φ : T (V n )#k Sn → A is as in Proposition 2.4.
by Lemma 2.3, Remark 2.5 and Lemma 3.1 (a), we see that φ(R (ij)(lk) ) = 0 from Lemma 3.1 (e).
is primitive in T (V ) and spans the trivial Yetter-Drinfeld module, we conclude that φ( (ij)∈O n 2 x 2 (ij) ) is primitive in A, hence it is 0.
Definition 3.4. Given (a 1 , a 2 ) ∈ k 2 , we denote by A [a 1 ,a 2 ] the algebra (T (V 3 )#k S 3 )/I (a 1 ,a 2 ) where I (a 1 ,a 2 ) is the ideal generated by
It is easy to see that
Recall that Γ = k × × S 3 acts on k 2 by (1.1). Here is the main result of this paper. Notice that Lemma 2.1 is used in the proof to find out the deformed relations.
Theorem 3.5.
(a) Let A be a finite-dimensional non-semisimple Hopf algebra with coradical YD by [AHS, Thm. 4.5] . Since B(V 3 ) only depends on the braiding of V , we can deduce from [AG2, Thm. 2 
Let ρ : S 3 → GL(2, k) be the irreducible representation defined in the canonical basis (e i ) by
Let f ji be the matrix coefficients of ρ; thus Since φ(c 1 ), φ(c 2 ) ∈ A e 1 = k S 3 , we conclude that they belong to k1 ⊕ C, where C is the simple subcoalgebra of rank 2 spanned the e ij 's. By Lemma 2.1, there exist a 1 , a 2 ∈ k such that φ(c i ) = a i − 2 j=1 a j e ij for i = 1, 2 . Note that the elements (3.4) form a basis of
which is a coideal contained in ker ε. Then the ideal I (a 1 ,a 2 ) generated by M (a 1 ,a 2 ) is a Hopf ideal and a 2 ) ) ≃ R#k S 3 and R is generated by φ(V 3 ). Hence R ≃ T (V 3 )/I with I ⊆ J 3 . Moreover, the generators of J 3 are contained in I by the definition of I (a 1 ,a 2 ) and therefore
We claim that B = {xδ g |x ∈ B, g ∈ S 3 } is a basis of A [a 1 ,a 2 ] where
and therefore (b) follows. Next, we sketch a proof of the claim using the Diamond Lemma [B] . We need to introduce more relations which are deduced from (3.4). We write the relations of the form R = f with R a monomial of A [a 1 ,a 2 ] and f ∈ kB. The new list of relations is
where Ω = (a 2 −a 1 )(δ (12) −δ e )+a 1 (δ (13) −δ (132) )−a 2 (δ (23) −δ (123) ). Following the Diamond Lemma, we have to show that if X, Y, Z are monomial in A\{1} such that R 1 = XY and R 2 = Y Z then f 1 Z and Xf 2 can be reduced to a same element in kB using the before list of relations -XY Z is called "overlap ambiguity" and if the above is true it said that the ambiguity is "resoluble"; it is defined in [B] other type of ambiguity but this does not happen in our case. Calculate the ambiguities and show that these are resoluble is a tedious but straightforward computation. Then µ (23) µ (13) = µ (13) µ (12) = µ (12) µ (23) because otherwise dim A(a 1 , a 2 ) would be less than 72. Since µ (ij) = 0 it results that Θ( b x (ij) ) = µ a x θ(ij)θ −1 with µ ∈ k × for all (ij) ∈ O 3 2 . Since (δ g ) g∈S 3 is linearly independent, we obtain that (b 1 , b 2 ) = (a 1 , a 2 ) ⊳ (µ 2 , θ) by the equality Θ( b x 2 (12) ) = a x 2 θ(12)θ −1 . Conversely, given (µ, θ) ∈ Γ, the map Θ µ,θ : T (V 3 )#k S 3 → T (V 3 )#k S 3 defined by Θ µ,θ (δ g ) = δ θgθ −1 , Θ µ,θ (x (ij) ) = µx θ(ij)θ −1 , for g ∈ S 3 . (ij) ∈ O 3 2 , is a Hopf algebra isomorphism such that Θ µ,θ (I (a 1 ,a 2 ) ) = I (a 1 ,a 2 )⊳(µ 2 ,θ) −1 .
