1.
Introduction. An operator @ is called natural if it commutes with arbitrary functions, i.e., (1) (u) (u) for all scalar functions .I n this paper we will take u(t) to be a formal power series in the variable t, and to be a formal series of differential operators. A simple example of a natural operator in this context is the exponential operator ez, where D d dr, which, by Taylor's theorem, coincides with the translation operator eZu(t) u(t + z).
The proof that e z is natural is then elementary: (2) (ezDu( t)) (u( + Z)) eZDdp(u( t)).
In fact, it is not hard to show that the translation operators e zD are essentially the only linear natural differential operator series. It is therefore rather surprising that there exist nonlinear natural differential operator series! The main result of this paper is that the series operator zn is natural, i.e., for any analytic function (u), and any formal power series u(t), In (3) the colons mean that the operator is "normally ordered," meaning that all the multiplication terms appear after all the differentiations. This is reminiscent of the Wick ordering in quantum mechanics [4] , although not quite the same. I do not know if the identity (4) has any bearing on this subject.
Two proofs of this identity will be discussed. The first is an application of the classical Lagrange inversion theorem [3] , [7] . In fact, it will follow that the operator (3) formally represents the implicitly defined variable translation x + zu(x), which explains its naturality. The second proof uses techniques from the Frobenius theory of partial differential equations, a method of independent interest, and appears in an appendix. By choosing different elementary functions in the identity (4), we are led to a large class of interesting new identities involving higher-order derivatives of scalar functions. Moreover, specializing the resulting derivative identities to various elementary types of functions u(x), leads to, among others, the Hagen-Rothe binomial coefficient identity [5] , the Abel identity [3] , and a number of interesting identities among classical orthogonal polynomials, including Hermite, Legendre, and Jacobi polynomials, that I have not been able to find in the literature. In another direction, using the standard connection between higher-order derivatives of compositions of functions and the Bell polynomials [3] , 10], these derivative identities are easily shown to be equivalent to a large collection of apparently new identities for Bell polynomials.
This work arose from an ongoing investigation into the canonical forms for bi-Hamiltonian systems [9] , and applications of these results to the precise integrability of canonical bi-Hamiltonian systems can be found there.
2. Differential operators and normal ordering. We will be concerned with formal power series whose coefficients are differential operators. These in turn can be applied to analytic functions or formal power series, leading in turn to further formal series. is itself a formal power series, then (6) is a formal power series in both z and whose coefficients depend on the coefficients f of f. In particular, evaluating this identity at t-0 leads to the formal series (8) F(zD)f(t)l=o= L n!c.f.z".
Note that, under the natural identification of the coefficients of f with the derivatives of f at 0, which is f, (n !)-f(")(0), we recover the original equality (6) . In fact, we can replace zero by any other value of t; hence we can use (8) to evaluate the series (6) . This remark will be of use later on.
We now wish to extend our range of operators to certain types of nonlinear operators. By "nonlinear" we mean that the operator itself depends on an analytic function or a formal power series u(t), so that the operator will, in general, be a nonlinear function of u. However, it still acts linearly when applied to other power series. The most elementary operators associated with a formal power series (5) +- The colons in the notation (11) are to distinguish this operator from the more standard operator series (9) . For example
The colon notation is borrowed from quantum mechanics. Indeed, these operators remind us of the Wick ordering used in quantum field theory [4] , in which all the creation operators appear to the left of all the annihilation operators. (Indeed, the commutation relations (10) are also reminiscent of the standard commutation relations, but only coincide when u t.) However, this is not really the ordering adopted here, since in the harmonic oscillator, the creation and annihilation operators are certain combinations of derivative and multiplication operators.
3. Natural operators. Certain Proof. Let
First set z=0 in (12), which gives (CoU)=Co(U). For this to hold for all , the leading term of must be Co 1. Now, assume by induction that we have shown that cj=aJ/j!, for j<-n-l, where a =Cl, and n>=2. Let (u)= u2. Then the coefficient of
This readily implies that c, a"/n !, completing the induction. (Note that in fact we only needed to check (12) for quadratic functions to prove this result.)
The main result of this paper is the following example of a nonlinear natural differential operator. On the other hand, according to the formula at the bottom of page 144 of [7] , for any analytic function g(x), evaluated at (15),
Therefore, taking g u, we find the expansion
Substituting this into (17) completes the proof of (13).
In view of the proof, then, it is no longer surprising that the operator series (13) is natural, since it corresponds to the variable translation (15) via Lagrange inversion.
More generally, we can introduce the translation (18) x= +air(z, u(x), u'(x),""", u(")(X)), which has a corresponding differential operator series, which will also clearly be natural. (22) 
for Laguerre polynomials. As in the previous example, we make the convention
stemming from the rule (21), for any exceptional terms in (29).
5. Finally, consider the case u (1-t)(l + t)t3. [n(-2) n] for any exceptional terms in (30). 6 . Bell polynomial identities. The Bell polynomials arise in the formula for the nth derivative of the composition of two functions [3] , [10] . Specifically, we have 1+? --.B';(u).
=1 i=1
Equating e 2zu--(eZ") 2 and rearranging terms, we deduce (37) 2(2i-'-l)BT(u)= , (np) B,(u)BT:f(u).
p,r which is quite similar to (23), but, except in very special cases, a different identity.
More generally, the equation e (n+a+b-2) p+a-1
More identities can be constructed by using different functions (u) Since .o nly depends on Uo, Ul," ", u,, only the first n of the equations in (A12) are nontrivial. We now regard (A12) as a system of first-order paial differential equations for the coecients , of the series (A2). The commutativity Lemma A1 will imply that the system is in involution in the sense of Frobenius [8] , and hence can be uniquely solved using suitable initial data. In fact, since the w coordinates straighten out the vector fields ws, we can explicitly solve the system. LEMMA A3. Let n, n 0, 1, 2,..., be functions depending on the coefficients wj of the formal series w which satisfy (i) n(Uo, Wl, w2," ", w,) depends only on the first n coefficients of w.
(ii) n(Uo, 0, 0,'' .,O)=Oforn>O.
(iii) 0._ Yj_l[q),n_l] j 1,..., n.
Then , are uniquely determined by the function Vo(Uo)= @(Uo).
Proof. According to Lemma A1, the integrability conditions for the elementary system of partial differential equations (iii) are satisfied. Therefore, the value of , is uniquely determined by its noncharacteristic Cauchy data prescribed by condition (ii). This completes the proof. Now, to complete the proof of Theorem 4, it suffices to notice that '(u), as defined by (A1), being a particular case of (A2), satisfies the three conditions of Lemma A3. But then the series @('(u)) also satisfies them since, for example, r((u)) '((u))y((u)) o.
Also, the leading-order term of ('(u)) is (Uo), which agrees with that of (u) as given by (A2). According to the uniqueness result in Lemma A3, the series must agree, i.e., ('(u))= (u). This completes the proof of the main theorem.
