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We study stationary entanglement among three harmonic oscillators which are dipole coupled to
a one-dimensional or a three-dimensional bosonic environment. The analysis of the open-system
dynamics is performed with generalized quantum Langevin equations which we solve exactly in
Fourier representation. The focus lies on Gaussian bipartite and tripartite entanglement induced
by the highly non-Markovian interaction mediated by the environment. This environment-induced
interaction represents an effective many-parties interaction with a spatial long-range feature: a main
finding is that the presence of a passive oscillator is detrimental for the stationary two-mode en-
tanglement. Furthermore, our results strongly indicate that the environment-induced entanglement
mechanism corresponds to uncontrolled feedback which is predominantly coherent at low tempera-
tures and for moderate oscillator-environment coupling as compared to the oscillator frequency.
PACS numbers: 03.65.Yz, 03.67.Mn, 03.67.Bg, 42.50.Lc
I. INTRODUCTION
Entanglement is a subtle feature of composite quantum
systems, which is invariant under local operations, i.e.,
operations that act solely upon one constituent. Not con-
sidering protocols for entanglement swapping, entangling
two subsystem requires an interaction between them [1].
Such interaction need not be direct, but may be mediated
by a further quantum system or even a heat bath, despite
that environmental degrees of freedom generally cause
decoherence [2] which is detrimental to entanglement.
For example, the interaction with a common heat bath
can entangle two otherwise uncoupled systems even in
the weakly dissipative Markovian regime [3–6] by making
use of decoherence-free subspaces that include entangled
states [7–11] or by correlated quantum noise that pro-
vides non-Markovian effects [12–16]. Also more involved
system-environment interactions such as an exponential-
like coupling [17, 18], as well as dissipative engineering
techniques [19] have been proposed for this issue. Given
these multi-faceted behavior, it is intriguing to investi-
gate entanglement between quantum systems in a more
general dissipative scenario.
In the present work, we investigate the setup sketched
in Fig. 1 and explore the influence of thermal relaxation
on the creation of stationary entanglement between three
independent oscillators whose equilibrium positions are
spatially separated, such that the indirect interaction me-
diated by the bath is retarded. In particular we address
two issues. The first one is the bath-induced entangle-
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ment formation between two oscillators in the presence
of a further oscillator. The second one is the charac-
terization of the resulting stationary tripartite entangle-
ment. We investigate both one-dimensional (1D) and
three-dimensional (3D) environments, where the former
is restricted to a linear arrangement of the three os-
cillators. Our model does not possess decoherence-free
FIG. 1. Oscillator-environment configuration considered in
this work. Three oscillators are confined to the direction indi-
cated by the arrow; in the 1D arrangement (a) the x-direction,
while in the 3D configuration (b), the oscillators move only
along the z-direction. The interaction between the oscillators
is mediated by a bosonic field, which also causes decoherence
and quantum dissipation.
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2subspaces and, thus, any emerging entanglement must
stem from the environment-mediated interaction which
at the same time induces decoherence and quantum dis-
sipation. A most important feature of an extended envi-
ronment is its dispersion relation which implies a finite
signal transmission velocity and, thus, causes retarda-
tion effects. They may lead to an entanglement decay in
several stages [7, 11] or to a limiting distance for bath-
induced two-mode entanglement [13]. Moreover, the dis-
sipative quantum dynamics acquires an additional non-
Markovian influence, which in our case is rather crucial
because otherwise each oscillator would eventually reach
its own Gibbs state and, thus, the total state would be
separable.
Our paper is organized as follows. In Sec. II we define
our model and derive within a quantum Langevin ap-
proach the main expressions and concepts used later for
the numerical computations, which tare presented and
discussed in Sec. III, where two-mode and three-mode
entanglement is studied as a function of the main param-
eters of the model. Conclusions are drawn in Sec. IV.
Some rather lengthy derivations have been deferred to
the appendix.
II. THE MODEL SYSTEM AND EQUILIBRIUM
STATE
We employ a generalized Caldeira-Leggett model [20–
22] to capture thermal relaxation of the oscillators, which
can be derived from first principles [23, 24]. We focus
on the resulting stationary Gaussian entanglement that
stems from the quadratic form of the Hamiltonian. The
microscopic model will be approximately quadratic if the
oscillators remain in their equilibrium positions (which
is compatible with the presence of the environment-
interaction effects), such that we can take the long-wave
approximation at lowest order. The choice of a Gaussian
initial state for the reservoir guarantees the Gaussian na-
ture of the final stationary state. We assume a sudden
switch-on of the interaction between the oscillators and
the bath, such that the initial state of the full system
(oscillator modes plus environment) is a product state
ρ0 = ρ⊗ ρB .
In the case of a system composed by N harmonic
modes, the Gaussian stationary state is determined up
to irrelevant local displacements by the four N ×N cor-
relation matrices
CAB(t− t′) = 1
2
〈A(t)BT (t′) +B(t′)AT (t)〉ρ,
with A,B ∈ {X,P } and where X and P denote col-
umn vectors with the position and momentum operators
of the oscillators. The Gaussian stationary state is char-
acterized by the 2N × 2N covariance matrix
G =
[
CXX(0) CXP (0)
CPX(0) CPP (0)
]
, (1)
which contains the full information about the system fluc-
tuations. To compute CAB, we employ the quantum
Langevin equation formalism widely used in the study of
Brownian motion [22, 25], which we adapt to our case
of an extended environment. Regarding the study of en-
tanglement, remarkable achievements have reported been
concerning its classification and quantification for Gaus-
sian states [26, 27]. A similar analysis of entanglement
have been recently carried out for three identical har-
monic oscillators in an equilateral triangular arrangement
that are directly coupled and in contact with a common
bosonic field at zero temperature [28]. In the opposite
scenario of infinitely separated oscillators, each of them
are fundamentally surrounded by independent environ-
ments such that they might be at different temperatures.
In this case, the behavior of the entanglement has been
proved to be essentially different [29].
A. Generalized Langevin equation
We consider three harmonic oscillators located at
Rλ = r
0
λ + rλ, where λ = 1, 2, 3, while r
0
λ and rλ denote
equilibrium positions and displacements, respectively.
We attribute to each displacement a conjugate momen-
tum pλ, and employ the notations rλ := (xλ, yλ, zλ) and
pλ := (px,λ, py,λ, pz,λ). The oscillators are assumed to
be independent of each other with anisotropic confine-
ment. This situation can be modeled by coupling the
oscillators to a free bosonic field. Following the above
considerations, we model our setup by the system-bath
Hamiltonian H0 = HS +HB +HI , with the system and
the bath contribution
HS =
3∑
λ=1
(
p2λ
2mλ
+
1
2
mλ(ω
2
x,λx
2
λ + ω
2
y,λy
2
λ + ω
2
z,λz
2
λ)
)
,
(2)
HB =
∑
k
~ωka†kak, (3)
respectively, where a†k and ak are the usual bosonic cre-
ation and annihilation operators for the bath mode with
wavevector k = (2pi/L)ZD. We assume that only one
degree of freedom per oscillator is coupled to the bosonic
field and, thus, experiences decoherence. While in 1D,
this assumption appears natural, it can be realized in the
3D case by a strong anisotropy, ωx,λ  ωy,λ, ωz,λ, such
that the motion in y- and z-direction is frozen and can be
ignored. The interaction between the central oscillators
and the environment then takes the form
HI = −
3∑
λ=1
xλ
∑
k
gk
(
ake
ik·Rλ + a†ke
−ik·Rλ
)
, (4)
with the coupling constants gk [7]. A technically impor-
tant simplification is provided by the assumption that
3eik·rλ  1, which physically corresponds to the long-
wave limit or the dipole approximation for which we find
HI ∼= −
3∑
λ=1
xλ
∑
k
gk
(
ake
ik·r0λ + a†ke
−ik·r0λ
)
. (5)
When coupling the bosonic field to the oscillators a
counter-term must be added if one likes to preserve the
bare oscillator potential of Eq. (3). Finally, the full
oscillator-environment Hamiltonian becomes HB+HI →
HBI , where
HBI =
∑
k
1
2mk
(
pk + gk
√
2mk
~ωk
3∑
λ=1
xλ sin(k · r0λ)
)2
+
∑
k
mkω
2
k
2
(
xk − gk
ω2k
√
2ωk
mk~
3∑
λ=1
xλ cos(k · r0λ)
)2
.
(6)
We have introduced the usual bosonic annihilation op-
erator ak = (mkωkxk + i pk)/
√
2~mkωk and its adjoint
a†k. The coupling together with the counter-terms in our
Hamiltonian (6) can be interpreted as minimal coupling
theory with U(1) gauge symmetry [24]. Moreover, in field
theoretical terms, the oscillators are coupled to the ve-
locity of the bosonic field [23], which guarantees that the
energy remains positive definite and prevents “runaway”
solutions [30].
Associated to Hamiltonian (6) are equations of motion
for the degrees of freedoms of both the oscillators and the
environment. The dynamics of those of the oscillators,
conditioned to the environmental state, are given by a
quantum Langevin equation which follows from the ex-
act Heisenberg equation of motion for X := (x1, x2, x3)
and which, after tracing out the environmental degrees
of freedoms, read [22] (for details see Appendix A)
MX¨ + φX +
1
~
∫ t
−∞
dτχ(t− τ)X(τ) = F (t), (7)
where here the mass matrix M is proportional to the
unit matrix, Mλµ = mδλµ, while the counter-term Ω˜λµ
is part of the potential matrix φλµ = mω
2
λδλµ + 2Ω˜λµ.
The memory-friction kernel χ(t) has the form of a 3× 3
matrix, and F is the column vector with the fluctuating
forces F(r0λ, t) := Fλ(t) that act upon each oscillator.
These forces depend on the position of the oscillators
and the environment. Owing to their quantum nature,
the forces are operators and commute with each other
only for time-like separations, i.e., [Fλ(t
′), Fµ(t)] = 0 if
|r0λ − r0µ| > c|t− t′|, where c is the sound velocity of the
environment (or the speed of light, in a corresponding
optical setup) which enters via the dispersion relation
ωk = c|k|. It relates to the memory-friction kernel via
the Kubo formula
χλµ(t− t′) = −i 〈[Fλ(t), Fµ(t′)]〉ρB Θ(t− t′ − |∆r0λµ|/c),
(8)
where the Heaviside step function Θ reflects causality
with a retardation stemming from the distance ∆r0λµ :=
r0λ − r0µ between the oscillators λ and µ. The average
has been taken with respect to the Gibbs state ρB with
temperature T , which ensures the Gaussian property ex-
ploited below. In the frequency domain, the real part of
the symmetrized forces correlation Fλ(t)Fµ(t
′) reads
Re
〈
F (ω)F T (ω′) + F (ω′)F T (ω)
〉
ρB
= 4pi~δ (ω + ω′) Γ(ω)
(9)
with the matrix Γ defined by its elements
Γλµ(ω) = − 1~ Imχλµ(ω) coth
(
~ω
2kBT
)
= Jλ,µ(|ω|) coth
(
~|ω|
2kBT
)
. (10)
This expression relates the real part of 〈[Fλ(t), Fµ(t′)]〉
(commutator) to 〈{Fλ(t), Fµ(t′)}〉 (anti-commutator),
and thus, implies a quantum fluctuation-dissipation re-
lation for the force operators. Moreover, we have intro-
duced the bath spectral density
Jλ,µ(ω) =
pi
~
∑
k
g2k cos
(
k ·∆r0λµ
)
δ (ω − ωk) (11)
which allows us to write the renormalization terms in the
convenient form
Ω˜λλ =
1
~
∑
k
g2k
ωk
=
1
pi
∫ ∞
0
Jλ,λ(ω)
ω
dω, (12)
Ω˜λµ =
1
~
∑
k
g2k
ωk
cos
(
k ·∆r0λµ
)
=
1
pi
∫ ∞
0
Jλ,µ(ω)
ω
dω.
With these relations, we can express the impact of the
bath on the oscillators and their effective interaction, as
well as non-Markovian memory effects in terms of the
spectral density (11).
The non-diagonal potential renormalization (12) cou-
ples the oscillator coordinates xλ which, thus, are no
longer the normal modes of our problem. Therefore, we
introduce the transformation matrix O which maps to
the normal modes of the coupled oscillators, Q = OX.
Together with the according transformation for our ma-
trices, we obtain for Q the Langevin equation
MQ¨+ φDQ+
1
~
∫ t
−∞
dτΞ(t− τ)Q(τ) = D(t) (13)
with the mass matrix OMOT = M , the potential matrix
φD = OφO
T , the susceptibility Ξ(t) = Oχ(t)OT , and the
fluctuation forces D(t) = OF (t), while the fluctuation-
dissipation relation becomes
Re
〈
D(ω)DT (ω′) +D(ω′)DT (ω)
〉
ρB
= 4pi~δ (ω + ω′) Υ(ω)
with Υ(ω) = −(1/~) Im Ξ(ω) = OTΓ (ω)O. While the
conservative part of the transformed Langevin equation
4(13) is now diagonal, the modes may still couple via the
dissipation kernel Ξ(t), unless the latter is diagonal as
well. This can be achieved if φ and χ(t) commute at all
times, which is the case if all oscillators have the same
fundamental frequencies and are equally spaced, i.e., φ
and χ(t) commute when the equilibrium positions of the
oscillators form a equilateral triangle (∆r0λµ = R for all
λ 6= µ) because they are symmetric matrices and their
product is also symmetric [28]. A further particular ge-
ometry is given when the oscillators are placed in an
isosceles triangle. Then the normal mode correspond-
ing to the relative motion of the oscillators placed at the
ends of the unequal side of the triangle and the center of
mass dynamics are independent of each other. We con-
sider these distinct geometries in Sec. III. Furthermore,
it follows from the rank-nullity theorem [31] that the evo-
lution of all normal modes will be subject to dissipation
and noise unless all oscillators have the same frequency
and are at the same place. Then their relative coordi-
nate forms a decoherence-free subspace [8, 10]. In gen-
eral however, i.e., for any other geometry, the oscillator-
bath Hamiltonian does not possess a decoherence-free
subspace.
Having developed the formal solution of the quantum
Langevin equation (7), we are able to evaluate the co-
variance matrix (1) whose entries read
CXX(0) = ~
∫
dω
2pi
α(ω)Γ(ω)α(−ω)T , (14)
CXP (0) = CPX(0) = m~
∫
dω
2pi
iω α(ω)Γ(ω)α(−ω)T ,
(15)
CPP (0) = m
2~
∫
dω
2pi
ω2 α(ω)Γ(ω)α(−ω)T , (16)
where α(ω) corresponds to the Fourier transformed of the
left-hand side of the quantum Langevin equation (7). All
the covariances contain the integration kernel K (ω) =
α(ω)Γ(ω)α(−ω)T , while from the quantum fluctuation-
dissipation relation (9) follows that K (ω) is completely
characterized by the generalized spectral density Jλ,µ(ω).
B. Generalized spectral density and integration
kernel K (ω)
We assume for the bosonic field the linear dispersion
ωk = c|k|, which comprises the physical cases of acoustic
phonons and a free electromagnetic field. Then it is pos-
sible to construct the spectral densities Jλ,µ(ω) which is
a necessary step for computing the full covariance matrix
(1). A detailed derivation for the expressions introduced
in this section can be found in Appendix B.
We shall focus on 1D and 3D environments with
isotropic coupling between the oscillators and the
bosonic field. For the coupling we choose g2k =
m~γ(ωk/ωd−1c )cdVk(d)e−ω/ωc , where d is the dimension
of the environment, Vk is the number of field modes per
d-dimensional k-space volume, γ is the coupling strength
coupling, and ωc is the cut-off frequency of the envi-
ronmental spectrum. Eventually, the continuum limit
Vk → 0 will be taken. Hence, we obtain the spectral
densities
J1Dλ,µ(ω) = pimγωe
−ω/ωc cos(ω|∆r0λµ|/c), (17)
J3Dλ,µ(ω) =
4pi2mc
|∆r0λµ|
( ω
ωc
)2
e−ω/ωc sin(ω|∆r0λµ|/c). (18)
Accordingly, the potential renormalizations become
Ω1Dλµ =
mγωc
1 + (ωc|∆r0λµ|/c)2
, (19)
Ω3Dλµ =
8mpiγωc
[1 + (ωc|∆r0λµ|/c)2]2
. (20)
The imaginary part of the susceptibilities follows by in-
serting the spectral densities into Eq. (10), while their
real parts are conveniently obtained via the Kramers-
Kronig relations, so that we obtain
χ1Dλµ (t) = 4mγ ~ω2cΘ
(
t− |∆r0λµ|/c
)
× ωc|∆r
0
λµ|/c− tωc
[1 + (ωc|∆r0λµ|/c− tωc)2]2
, (21)
χ3Dλµ (t) = 8pimγ ~
ωcc
|∆r0λµ|
Θ(t− |∆r0λµ|/c)
×
(
1− 3(ωc|∆r0λµ|/c+ tωc)2
[1 + (ωc|∆r0λµ|/c+ tωc)2]3
− 1− 3(ωc|∆r
0
λµ|/c− tωc)2
[1 + (ωc|∆r0λµ|/c− tωc)2]3
)
. (22)
The non-exponential decay in time obeyed by the suscep-
tibilities (memory kernels) describes non-Markovian dis-
sipation [32], which will turn out as essential ingredient
for stationary entanglement in our system. Moreover, the
dimensionless parameter |∆r0λµ|ωc/c is also involved in
the renormalization terms and generalized spectral den-
sities. It compares two different time scales, on one the
hand |∆r0λµ|/c, that is the time of flight of a phonon
or photon between two oscillators, and on the other
hand ω−1c which represents the time scale during which
memory effects decay. Surprisingly, the environment-
mediated interaction, inherent in the susceptibilities and
in the renormalization term, establishes an effective cou-
pling between all oscillators irrespective of their distance.
At fixed time, they decay polynomially in space at least
as ∼ (|∆r0λµ|ωc/c)3 and ∼ (|∆r0λµ|ωc/c)8 for the 1D and
the 3D reservoir, respectively. Although this interaction
possesses long-range features, we shall see that the char-
acteristic length of the entanglement correlation is deter-
mined by |∆r0λµ|ωc/c, in agreement with Ref. [13].
Once we have the susceptibilities and the renormaliza-
tion terms at hand, we can compute the matrices α(ω)
5for which we obtain
α1Dλµ (ω) = m(ω
2
λ − ω2)δλµ −mγωRe (g(ω)− g(−ω))
+pimγ ω Im
[
Θ(ω)e−(1/ωc−i|∆r
0
λµ|/c)ω
−Θ(−ω)e(1/ωc−i|∆r0λµ|/c)ω
]
−ipimγω cos(|∆r0λµ|ω/c)e−|ω|/ωc , (23)
α3Dλµ (ω) = m(ω
2
λ − ω2)δλµ − i4pi2mγ(c/|∆r0λµ|)
( ω
ωc
)2
× sin(ω|∆r0λµ|/c)e−|ω|/ωc
−4pimγ cω
2
ω2c |∆r0λµ|
Im (g(ω) + g(−ω))
−4pi
2mγ cω2
ω2c |∆r0λµ|
Re
[
Θ(ω)e−(1/ωc−i|∆r
0
λµ|/c)ω
+Θ(−ω)e(1/ωc−i|∆r0λµ|/c)ω
]
, (24)
where
g(ω) = e−(1−iωc|∆r
0
λµ|/c)ω/ωcΓ[0,−(1−iωc|∆r0λµ|/c)ω/ωc],
and Γ(0, x) is the incomplete gamma function. With
these expressions, we readily obtain the elements of the
stationary correlation matrix. Moreover, the dimension-
dependent integration kernels K(ω) can be evaluated to
read
K1Dη,β(ω) = pimγ ω coth
(
~ω
2kBT
)
e−|ω|/ωc
×
∑
λ,µ
cos
(
ω|∆r0λµ|/c
)
(25)
×
(
adj[α1D(ω)]
)
ηλ
(
adj[α1D(−ω)T ])
µβ
|α1D(ω)||α1D(−ω)T | ,
K3Dη,β(ω) = 4pi
2mγ
( ω
ωc
)2
coth
(
~ω
2kBT
)
e−|ω|/ωc
×
∑
λ,µ
(
c/|∆r0λµ|
)
sin
(
ω|∆r0λµ|/c
)
×
(
adj[α3D(ω)]
)
ηλ
(
adj[α3D(−ω)T ])
µβ
|α3D(ω)||α3D(−ω)T | ,
(26)
where adj[α] and |α| are the adjoint and the determi-
nant of α. With these expressions, we have achieved a
closed, albeit quite complicated form for the suscepti-
bilities. Nevertheless, having the analytic expressions at
hand, certainly facilitates the numerical evaluation of the
covariance matrices (14)–(16).
III. THERMAL ENTANGLEMENT INDUCED
BY ISOTROPIC SUBSTRATES
Having derived the solution of the quantum Langevin
equations, we turn to the entanglement among the os-
cillators induced by the non-Markovian dissipative dy-
namics. We focus on the quantum regime which requires
low temperatures, kBT  ~ωλ. In order to have the
environment playing a constructive role, it must cou-
ple strongly to the oscillators, such that the quality
factors Qλ = ωλ/γ ∼ 1–10 are rather small. In this
regime, the dissipative oscillator dynamics is strongly
non-Markovian. In the numerical evaluations of our an-
alytical expressions, we use the typical units for nano
oscillators, i.e., for masses m = 10−16 kg, for frequencies
Ω = 1 GHz, and for distances R = 10 nm. Realistic val-
ues for an environment realized by a solid-sate substrate
are a cutoff frequency (Debye frequency) corresponding
to ~ωc = 6.58 · 10−2 meV and c = 3000 m/s for the speed
of sound.
We characterize the Gaussian entanglement between
two generic modes X and Y by the logarithmic negativity
[33]
EN (ρXY) = max{0,− ln (2ν−)}, (27)
where X and Y represent one of the three oscillators,
henceforth labeled by A, B, and C. Here, ν− is the lowest
symplectic eigenvalue of the partial transpose covariance
matrix GTY (see Appendix D for details) corresponding
to the reduced density matrix ρXY of the two modes.
Regarding the analysis of three-mode Gaussian entangle-
ment, there is no generally accepted measure of tripartite
entanglement for arbitrary mixed states. Nonetheless it
is possible to characterize it by a classification scheme
that assigns each state to one of five separability classes
[26], which range from fully inseparable states (class 1)
to mixed tripartite product states (class 5). For details
see Appendix D.
Even though our focus lies on entanglement, we investi-
gate for completeness also the quantum fidelity F (ρ, ρC)
of the thermal state ρC ∝ e−HS/kBT as a function of the
spatial degrees of freedom and temperature. In Ref. [34]
an analytical expression for F (ρ, ρ′) was found for arbi-
trary n-mode Gaussian states. In our case, it becomes
F (ρ, ρC) = n∏
i=1
2(
νi + νCi
)2 [νiνCi + 14
+
√(
ν2i −
1
4
)((
νCi
)2 − 1
4
)]
,
(28)
where νi and ν
C
i are the symplectic eigenvalues of the
covariance matrix of ρ and ρC , respectively. Notice that
here the symplectic eigenvalues are different from those
used for the logarithmic negativity, because they are de-
rived without partial transposition.
In previous works [17, 18] on environment-induced en-
tanglement, it was found that when the oscillators are
very close each other, the most significant influence of
the environment is to mediate an effective interaction
between the oscillators, while decoherence becomes rel-
evant mainly at higher temperatures. Moreover, it has
6FIG. 2. (Color online) Stationary two-mode entanglement
measured by the logarithmic negativity (27) as a function of
oscillator distance R and temperature T for a (a) 1D and a (b)
3D environment. The oscillator frequencies are ωA = 7.2Ω,
and ωB = 13.2Ω, while the dissipation is γ = 5Ω.
been pointed out that for identical oscillators, entangle-
ment creation may stem from a decoherence-free sub-
space [8, 10]. Here, we consider oscillators with dif-
ferent frequencies. Additionally, the Hamiltonian has
no symmetries that would support decoherence-free sub-
spaces unless the distance between the oscillators van-
ishes. This implies that the stationary entanglement has
its roots in an environment-mediated interaction. From
the Langevin equation (7), we see that this interaction
enters as a renormalization potential or via dissipative ef-
fects, which we interpret as stochastic feedback between
the oscillators.
A. Two-mode entanglement
We start by addressing the two-mode entanglement
between the oscillators A and C, placed at a distance
∆r0AC = R, in the absence of oscillator B. This is
equivalent to putting oscillator B at infinite distance,
∆r0AB = ∆r
0
BC →∞. Figure 2 depicts EN (ρAC) for this
case as function of the distance R and the temperature T
for a 1D and a 3D environment, respectively. Although
the environment induces a long-range interaction [cf. the
susceptibilities (23) and (24)] with a polynomial decay
in both space and time, we recover a central result of
Ref. [13]: The correlation length is given by R ≈ ωc/c,
while the entanglement vanishes at a finite distance R0
which mainly depends on the temperature, while being
almost independent of the dissipation strength γ. Still
a larger γ supports the effective interaction required for
entanglement creation [12, 17], but also increases deco-
herence which acts towards separability. Nevertheless,
as expected, entanglement eventually disappears with in-
creasing γ.
In 3D, entanglement generally appears more robust
against thermal fluctuations, which is consistent with
previous findings for qubits [7, 11]. A qualitative ex-
planation for this is the super-Ohmic character of the
3D spectral density of the bath which leads to stronger
memory effects [35]. In turn, in the 1D case, entangle-
ment is less affected by increasing the spatial separation
R, which relates to the decay of the susceptibility as a
function of the distance as we mentioned above: As func-
tion of R, the susceptibility χ3D(t) decreases, at least,
five orders stronger than χ1D(t). Thus, the effective in-
teraction at large distance in 3D is weaker than in 1D. In
both cases, the well-defined finite distance between the
entangled oscillators indicates that our mechanism for
two-mode entanglement relies on memory effects. Other-
wise, we would expect a polynomial or exponential decay
of the two-mode correlations with increasing distance.
This supports the idea that the environment-induced in-
teraction represents a kind of feedback between oscilla-
tors which is predominantly coherent when only low en-
ergy environmental modes are thermally excited, i.e., for
kBT  ~ωc. Moreover, depending on the separation, the
coupling strength with the environment is not too large
to cause a strong decoherence.
We already discussed that the effective interaction po-
tential provided by the renormalization term Ω˜ is crucial,
but cannot explain fully the amount of entanglement ob-
served. In order to underline this statement, let us as-
sume that dissipation and noise are negligible, so that the
problem reduces to two harmonic oscillators at thermal
equilibrium with interaction potential φ. Then identical
oscillators with equal frequencies ωA = ωC = Ω coupled
at equal position to a substrate (R → 0), will be en-
tangled under a condition [36] that in our case can be
written as
(
2N1D+ + 1
) (
2N1D− + 1
)(
1− 2γωc
Ω2[1 + (ωcR/c)2]
)
< 1,
(29)(
2N3D+ + 1
) (
2N3D− + 1
)(
1− 16piγωc
Ω2[1 + (ωcR/c)2]2
)
< 1,
(30)
where N1D,3D± = [e
~Ω1D,3D± /kBT − 1]−1 denotes the
bosonic thermal occupation of normal modes with the
7FIG. 3. (Color online) Stationary two-mode entanglement in
the linear arrangement quantified by the logarithmic negativ-
ities EN (ρAC) (black solid line), EN (ρAB) (red dashed), and
EN (ρBC) (blue dash-dotted) for Rωc/c = 0.933. Tempera-
ture and damping are kBT/~ωc = 0.026, γ = 5Ω, respec-
tively, while the frequencies are ωA = 7.2Ω, ωB = 10.1Ω, and
ωC = 13.2Ω, where Ω = 1 GHz. The asymmetry between
EN (ρAB) and EN (ρBC) is a consequence of choosing different
oscillator frequencies. The entanglement between A and B
is less sensitive to a moderate increase of temperature (not
shown), because it involves the oscillators with the highest
frequencies. The inset is a zoom that demonstrates the small
quadratic increase of EN (ρAC).
frequencies
Ω1D± = Ω
√
1 +
2γωc
Ω2
± 2γωc
Ω2[1 + (ωcR/c)2]
, (31)
Ω3D± = Ω
√
1 +
16piγωc
Ω2
± 16piγωc
Ω2[1 + (ωcR/c)2]2
. (32)
Notice that the conditions (29) and (30) result from an
expansion of the symplectic eigenvalues to first order in
γωc/Ω
2 implying γωc < Ω
2, for which the left-hand side
of these expressions are strictly positive when neglecting
dissipation and quantum noise [37]. These conditions
demonstrate that R plays an important role for the en-
tanglement creation as can be appreciated in Fig. 2. Still,
these analytic considerations over-estimate the influence
of R0 as a quantitative comparison with the numerically
evaluated expressions demonstrates (not shown). Al-
though, we find that the available entanglement gener-
ated by the effective potential Ω˜ does not display most
of the characteristics of the stationary entanglement dis-
cussed above, is still relevant in the transient dynam-
ics [6]. In the long-time limit, both the numerical data
and the analytical results for the susceptibilities indicate
that the mechanism behind entanglement creation may
be interpreted as uncontrolled feedback (encoded by the
susceptibility) which relies on the non-Markovian dissi-
pation.
B. Two-mode entanglement in the presence of a
third oscillator
We have already seen that the coupling to a common
environment induces an effective interaction between os-
cillators and may create two-mode entanglement. In the
case that more oscillators are in contact with the bath,
we expect that additional effective interactions between
any pair of oscillators emerge, provided that the oscilla-
tors are sufficiently close to each other, i.e., for distances
R  c/ωc. It has been shown [38, 39] that for three
qubits in contact with a common environment, the two-
qubit entanglement for certain initial states persists in
the long-time limit when coupling a further qubit to the
substrate. Hence, the question arises how two-mode en-
tanglement is affected by the presence of a third oscil-
lators. We study two different configurations: The first
one is a linear arrangement in which the three oscilla-
tors are coupled to a 1D environment with separations
∆r0AC = R, ∆r
0
AB = R/2 + r, and ∆r
0
BC = R/2 − r,
where 0 < r < R/2, as is sketched in Fig. 3. We fix R
such that the outer oscillators A and C may be entan-
gled or separable, depending on the other parameters.
In the second configuration, the oscillators are in contact
with a 3D reservoir. The oscillators A and C are again
at distance ∆r0AC = R, but oscillator B is shifted by r
perpendicular to the line connecting A and C, see sketch
in Fig. 4. Thus, ∆r0BC = ∆r
0
AB = [r
2 + (R/2)2]1/2.
For the linear arrangement, we start by placing the os-
cillators A and C at a distance R, and chose the other
parameters such that both are separable in the absence
of oscillator B, while for r = 0, B is entangled with A
in the absence of C (and vice versa). Then one might
expect that the “passive” oscillator in the middle would
give rise to an enhanced effective interaction between A
and C, similar to what is found in harmonic chains with
nearest-neighbor interactions at thermal equilibrium [40].
However, we find the opposite (not shown), namely that
in the presence of oscillator B, one has to reduce the
distance R even below the limit found above for the two-
oscillator setup. Thus, the presence of oscillator B is even
harmful for the entanglement between the other two os-
cillators. Therefore, we chose for R in the data shown in
Fig. 3 a smaller value such that 0 < EN (ρAC)  1. As
expected, oscillator B is stronger entangled with the oscil-
lator that is closer, which is in accordance with our find-
ings in the last section. The entanglement between the
outer oscillators stays rather small and remains almost
unaffected by the position of the third oscillator. The
small change can be appreciated in the inset of Fig. 3,
which shows that EN (ρAC) assumes its minimum when
B is roughly in the middle.
Our results for the triangular arrangement go into the
same direction: We also encounter that the third os-
cillator reduces the two-mode entanglement between A
and C. This generic behavior is in contrast to the one
found for setups that allow for decoherence-free sub-
spaces [38, 39]. The corresponding logarithmic nega-
8FIG. 4. (Color online) (a) Stationary two-mode entanglement
measured by the logarithmic negativities EN (ρAC) (black
solid line), EN (ρAB) (red dashed line), and EN (ρBC) (blue
dash-dotted line) for the triangular geometry with Rωc/c =
0.167 as function of the displacement r. All other parame-
ters are as in Fig. 3. The inset provides an extended picture
of EN (ρAC), where the purple flat line marks the value in
the absence of oscillator B. (b) Phase diagram for fixed R
and various values of r as function of coupling strength γ
and temperature T . In the shaded areas, the oscillators A
and B exhibit stationary entanglement. The outer blue line
marks the limit r → ∞, which is equivalent to the absence
of oscillator B. As oscillator B comes closer, the area with
entanglement shrinks.
tivity is plotted in Fig. 4(a) as function of the posi-
tion of B. In fact, the parameter space with entangled
states shrinks significantly by the presence of oscillator
B: Fig. 4(b) demonstrates that EN (ρAC) is eventually
destroyed when B is close enough to the pair. Then the
oscillator B becomes entangled with A and C almost si-
multaneously. That is, EN (ρAB) and EN (ρBC) increase
while EN (ρAC) becomes smaller. There is a trade-off
between EN (ρAC), EN (ρAB), and EN (ρBC) resembling
the monogamy property of correlations [1]. The com-
petition between these three bipartite entanglements is
characteristic for our environment-induced entanglement
mechanism, mainly because the logarithmic negativity
(i) is a bona fide measure that generally does not sat-
isfy monogamy and (ii) becomes increasingly manifest by
raising the coupling strength γ as can be seen in Fig. 4(b).
This feature is independent of whether the three oscilla-
tors have equal or different frequencies. Furthermore, in
the limit r →∞, EN (ρAC) approaches the value of two-
mode entanglement when the oscillator pair AC evolves
independent of B. This shows that the oscillators effec-
tively interact even at distances greater than the corre-
lation length of two-mode entanglement, which implies
that the environment-induced interaction has long-range
features.
Gathering the results for the two settings studied, they
apparently show that the environment-mediated interac-
tion induces a trade-off between the three two-mode en-
tanglements. This feature is highly emphasized in the
triangular setting, where B is brought closer to both A
and C. For identical oscillators, we observe that all possi-
ble two-mode entanglements take the same values when
they form an equilateral triangle, i.e., for r =
√
3R/2.
At smaller values for r, the entanglements EN (ρAB) and
EN (ρBC) are larger than EN (ρAC), because A and C are
further separated to each other than to B. One of our
main findings is that the presence of the oscillator B re-
duces the entanglement between A and C. This tendency
towards separability might be enhanced by adding fur-
ther oscillators. However even though EN (ρAC) may be
reduced or vanish in the presence of oscillator B, there is
still the possibility of an emerging multi-partite entangled
such as the formation of GHZ-like states. This emergence
of tripartite entanglement on the expense of smaller bi-
partite entanglement may be interpreted as consequence
of an effective three-body interaction by which all three
oscillators act simultaneously via the same bath.
C. Three-mode entanglement
For the characterization of multi-partite entanglement,
we employ the classification scheme for tripartite Gaus-
sian entanglement developed by Giedke et al. [26] and
summarized in Appendix D. According to this scheme,
each state falls in one of the following five classes. C1:
fully inseparable states, C2: two-mode biseparable states,
C3: two-mode biseparable states, C4: bound tripartite
entangled states, and C5: fully separable states. Notice
that class C1 is not a strict classification but rather sub-
sumes all so-called genuinely tripartite-entangled states
[41].
Concerning tripartite entanglement a most important
question is whether an optimal arrangement for genuine
tripartite entanglement exits. The results of the previous
section suggest that equally spaced oscillators might be
rather unfavorable for two-mode entanglement (see inset
in Fig. 3). An expectation inferred from those results
(see Fig. 2) is that tripartite entanglement decreases with
distance as bipartite entanglement does, i.e., it should
vanish at large distances. Still it is interesting to see
whether three-mode entanglement is more robust against
variation of r than two-mode entanglement. Moreover,
the limiting distance may be different from Rωc/c.
9FIG. 5. (Color online) Phase diagram of the separability
classes for the linear configuration as function of tempera-
ture and the position r of oscillator B. All other parameters
are as in Fig. 3.
FIG. 6. (Color online) (a) Separability phase diagram for the
equilateral-triangular for the oscillator frequencies and cou-
pling strengths used in Fig. 4. (b) Quantum fidelity between
the stationary state and the thermal canonical state as a func-
tion of the temperature for the distances Rωc/c = 0.066 (blue-
dashed line) and Rωc/c = 2.367 (pink-dot-dashed line).
1. Linear arrangement
Figure 5 shows the phase diagram of the separability
classes for the case in which all oscillators are coupled
to a one-dimensional environment. Most importantly, it
demonstrates the relative robustness of the fully insep-
arable states (class C1) against shifting the position of
oscillator B and against moderate temperature increase.
Fully inseparable states are found for small temperatures
and when oscillator B is a bit closer to A than to C. This
asymmetry stems from the fact that the oscillator C is
less affected by the thermal fluctuations than the other
two oscillators, owing to its larger frequency. In gen-
eral, we expect the genuine tripartite entanglement to be
rather insensitive to variations of the geometry as long
as all oscillators interact strongly in the same manner
through the reservoir, i.e., when oscillator B is roughly
in the middle. Otherwise, the geometry could enhance
the interaction between two particular oscillators, which
may lead to a situation in which the third oscillator be-
comes separable. In the phase diagram (Fig. 5), this is
visible in the emergence of regions with separability class
C2 when r tends towards ±R/2. Thus, in contrast to
the two-mode case, the equidistant placement of oscilla-
tor B at r = 0 is the optimal setting for genuine tripartite
entanglement, at least in the case of equal oscillators.
2. Arrangement in an equilateral triangle
Having noticed that in the 1D case, optimal tripartite
entanglement is achieved in the most symmetric situa-
tion, we restrict ourselves in the 3D case to the con-
figuration in an equilateral triangle with lateral length
R = ∆r0AC = ∆r
0
BC = ∆r
0
AB. Figure 6(a) depicts
the corresponding separability phase diagram. Again we
find for small R and low temperatures that the station-
ary state is fully inseparable (class C1). With increas-
ing temperature, we notice a transition via the one-,
two-, and three-mode biseparable classes C2, C3, and
C4 to the fully separable class C5 at high temperatures
T & ~ωc/kB (the latter is beyond the plotted range).
The appearance of classes C2 and C3 obviously requires
some asymmetry in the setup, which stems from choos-
ing different oscillator frequencies. In comparison to the
two-mode entanglement studied in Sec. III A, however,
tripartite bound entanglement (class C4) is more robust
against separation and temperature effects than for two
modes. Indeed we find that it may survive up to val-
ues of Rωc/c that clearly exceed unity. This can be
explained by the fact that the susceptibilities reflect an
effective coupling of all oscillators independent of their
spatial separation (cf. discussion in the Sec. II B), which
enables large-distance entanglement. The latter is also
in agreement with the two-mode entanglement EN (ρAC)
discussed above: It asymptotically approaches the value
found for the oscillator pair AC in the absence of a third
oscillator (see inset of Fig. 4) and underlines that the en-
vironment induces long-range interaction. On the other
hand, the quantum fidelity (28), which shows the “sophis-
tication” of the stationary state, reveals that the (fully
separable) thermal state is reached for kBT/~ωc & 1 [see
Fig. 6(b)], irrespective of the distances between the os-
cillators. Hence, only at high temperatures, decoherence
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dominates so that here the full separability turns out to
be a decoherence phenomenon.
IV. SUMMARY AND CONCLUSIONS
We have studied the dynamics of three harmonic oscil-
lators as a generic tripartite system that becomes entan-
gled through the interaction with a common extended
environment. The oscillators are embedded in a ther-
mal bosonic heat bath which we eliminated to obtain
generalized quantum Langevin equations. Although the
oscillators are not directly coupled, the contact via the
heat bath provides an environment-mediated interaction
which can induce bipartite and tripartite entanglement
among the oscillators. The equations of motion for a
1D and 3D isotropic environment contain this interac-
tion as a long-range coupling entering via a renormaliza-
tion term and through the susceptibility, which takes the
backaction into account. For both two-mode entangled
and fully inseparable oscillators, the characteristic corre-
lation length is roughly given by the ratio Rωc/c. For a
3D environment it is smaller than for the 1D case. Never-
theless, the entanglement generated by a 3D environment
is more robust against thermal fluctuations. As expected,
non-Markovian memory effects play a crucial role for the
dynamics. Interestingly enough, there is a trade-off in the
attainable two-mode entanglement between the different
oscillator pairs, because the presence of a passive oscilla-
tor is detrimental for two-mode entanglement. This pro-
vides strong evidence that the environment-induced in-
teraction is mainly a many-parties interaction that tends
to favor multi-partite correlations (here tripartite instead
of bipartite), such that GHZ-like states emerge. In gen-
eral, the numerical data suggest that the mechanism
is based on uncontrolled feedback which is mostly co-
herent at low temperatures and for moderate oscillator-
environment coupling (in comparison to the fundamental
frequencies).
Our findings underline that non-Markovian effects are
the key towards a deeper understanding of this kind of
entanglement dynamics. This is in contrast to the be-
havior of subsystems coupled to independent heat baths,
for which non-Markovian effects are not essential, while
thermal relaxation and decoherence-free subspaces dom-
inate. An interesting consequence of our results in the
realm of quantum information may be found in setups
for quantum communication and teleportation. Consid-
ering the studied model as a simplified quantum network,
our result for two-mode entanglement in the presence of
a passive oscillator imply the need for sufficient micro-
scopic control of the interaction between all constituents.
Thus, an interesting task would be the prediction of the
stability of such protocols under even weak interaction
with a common extended environment.
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Appendix A: The system-environment model
In this appendix we derive the Langevin equation and
different quantities used in the main text. We start with
the Hamiltonians HS , HB , and HI , Eqs. (3) and (5).
We shall first neglect the counter-term (renormalization)
whose contribution will be included at the end. Hence,
the Hamiltonian equations of motion for pλ and ak are
given by
p˙λ = −mω2λxλ +
∑
k
gk
(
ake
ik·r0λ + a†ke
−ik·r0λ
)
,(A1)
a˙k = −iωkak+ i~
∑
µ
gke
−ik·r0µxµ, (A2)
where the latter possesses the formal solution
ak(t) = ak(t0)e
−iωk(t−t0)+
+
i
~
∑
µ
gke
−ik·r0µ
∫ t
t0
dsxµ(s)e
−iωk(t−s).
We insert it into Eq. (A1) to obtain for the oscillators
conditioned to the state of the environment the effective
dynamical equation
p˙λ = −mω2λxλ + Fλ(t)
+
i
~
∑
µ
∑
k
g2ke
ik·(r0λ−r0µ)
∫ t
t0
dsxµ(s)e
−iωk(t−s)
− i
~
∑
µ
∑
k
g2ke
−ik·(r0λ−r0µ)
∫ t
t0
dsxµ(s)e
iωk(t−s).
(A3)
This equation can be expressed in a more convenient form
by introducing the fluctuating force Fλ(t) and suscepti-
bility χλµ(t) to read
p˙λ(t) +mω
2
λxλ +
1
~
∫ t
t0
dτ
∑
µ
χλµ(t− τ)xµ(τ) = Fλ(t),
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where
Fλ(t) =
∑
k
gk
(
ak(t0)e
i(k·r0λ−ωk(t−t0))
+a†k(t0)e
−i(k·r0λ−ωk(t−t0))
)
,
χλµ(t) = 2Θ
(
t− |∆r0λµ|/c
)∑
k
g2k sin
(
k ·∆r0λµ − ωkt
)
.
The susceptibility can be written in terms of an average
over the environmental state ρB of the commutator of
the fluctuating force, so that it becomes
χλµ (t− t′) = −iΘ(t− t′ − |∆r0λµ|/c)
〈
[Fλ(t), Fµ(t
′)]
〉
ρB
,
(A4)
where |∆r0λµ| = |r0λ − r0µ|.
The environment is initially in an equilibrium state at
temperature T for which 〈a†k′ak〉 = δkk′N(ωk), with the
bosonic thermal occupation N(ωk) = [exp(−ωk/kBT )−
1]−1 so that the anti-commutator of the fluctuating force
obeys〈 {Fλ(t), Fµ(t′)} 〉ρB = 2∑
k
g2k
(
2N(ωk) + 1
)
× cos [k ·∆r0λµ − ωk(t− t′)] .
(A5)
In the frequency domain, this relation reads
〈{Fλ(ω), Fµ(ω′)}〉ρB = 4pi2δ (ω′ + ω) coth
(
~ω′
2kBT
)
×
∑
k
g2k
(
eik∆xλµδ (ω′ − ωk)
− e−ik∆xλµδ (ω′ + ωk)
)
,
(A6)
where we have inserted 2N(ωk) + 1 = coth (~ω/2KBT ).
For a more compact notation, we introduce the spectral
densities
Jλ,µ(ω) =
pi
~
∑
k
g2k cos
(
k ·∆r0λµ
)
δ (ω − ωk) , (A7)
with which we obtain from Eq. (A6) the quantum
fluctuation-dissipation relation
Re
1
2
〈
{Fλ(ω), Fµ(ω′)}
〉
= 2pi~δ (ω′ + ω) Γλµ(ω′),
(A8)
with the imaginary part of the susceptibility
Γλµ(ω) = − 1~ Im χλµ(ω)coth
(
~ω′
2KBT
)
(A9)
= Jλ,µ(|ω|) coth
(
~|ω|
2KBT
)
,
derived in Appendix B.
So far we have not taken into account the counter-
term. In doing so, the spectral densities lead to harmonic
renormalization potentials with frequencies
Ω˜λλ =
1
~
∑
k
g2k
ωk
=
1
pi
∫ ∞
0
Jλ,λ(ω)
ω
dω, (A10)
Ω˜λµ =
1
~
∑
k
g2k
ωk
cos
(
k ·∆r0λµ
)
=
1
pi
∫ ∞
0
Jλ,µ(ω)
ω
dω.
Owing to the linearity of the dynamical equations for xλ
and pλ, it is straightforward to show that including the
counter-term provides the Langevin equation (7).
Appendix B: Spectral densities and susceptibilities
Irrespective of the dimension of the environment, we
assume that it is isotropic and possesses the linear dis-
persion relation ωk = c|k| with cut-off frequency ωc.
We model this by introducing coupling constants gk that
obey
g2k = m~γ(ωk/ωd−1c )cdVk(d)e−ω/ωc , (B1)
where d is the dimension of the environment, Vk is the d-
dimensional k-space volume per field mode, and γ is the
effective coupling strength. We start from Eq. (A7) and
take the continuum limit Vk → 0. We provide explicit
expressions for the dimensions d = 1 and d = 3, while
d = 2 is addressed mainly for highlighting the difficulties
that arise in that dimension.
1. One-dimensional environment
Inserting Eq. (B1) for d = 1 into (A7) and (A10) yields
in the continuum limit Vk(1)→ 0 for the spectral density
the closed-form form
Jλµ(ω) = pimγωe
−ω/ωc cos(ω|∆r0λµ|/c), (B2)
and the potential renormalization frequencies
Ω˜λλ = mγωc,
Ω˜λµ =
mγωc
1 + (ωc|∆r0λµ|/c)2
,
respectively. The real part of the susceptibility χλµ(ω
′)
is obtained from Eq. (A9) via the Kramers-Kronig re-
lations. Mathematically this corresponds to the Hilbert
transformation [42]can formally be expressed as
Reχλµ(ω
′) = H [Imχλµ(ω)] (ω′)
:=
1
pi
P
∫ ∞
−∞
Imχλµ(ω)
ω − ω′ dω,
(B3)
12
where P is the Cauchy principal value and H[f(ω)](ω′)
the Hilbert transform of f(ω). Hence,
Reχλµ(ω) = −m~γP
∫ ∞
0
ωe−ω/ωc cos(ω|∆r0λµ|/c)
×
( 1
ω − ω′ +
1
ω + ω′
)
dω,
(B4)
which consists of two terms that differ by the sign of ω′
and, thus, it is sufficient to compute
P
∫ ∞
0
ωe−ω/ωc cos(ω|∆r0λµ|/c)
ω − ω′ dω = ω
′P
∫ ∞
0
e−ω/ωc cos(ω|∆r0λµ|/c)
ω − ω′ dω +
ωc
1 + (ωc|∆r0λµ|/c)2
,
where we have used H[ωf(ω)] = ωH(f(ω)) + 1pi
∫∞
−∞ f(ω)dω to arrive at
P
∫ ∞
0
e−(
1
ωc
−i|∆r0λµ|/c)ω
ω − ω′ dω =
e
−( 1ωc−i|∆r
0
λµ|/c)ω′
{
Γ
[
0,−
(
1
ωc
− i|∆r0λµ|/c
)
ω′
]
+ ipi
}
if ω′ ∈ (0,∞)
e−(
1
ωc
−i|∆r0λµ|/c)ω′Γ
[
0,−
(
1
ωc
− i|∆r0λµ|/c
)
ω′
]
if ω′ ∈ (−∞, 0).
where Γ(a, z) =
∫ z
∞ t
a−1e−tdt denotes the incomplete gamma function. Inserting this expression into Eq. (B4), we
finally obtain
Reχλµ(ω) = −m~γωRe [g(ω)− g(−ω)] + pim~ γ ω Im
[
Θ (ω) e−(
1
ωc
−i|∆r0λµ|/c)ω
−Θ
(
−ω]e( 1ωc−i|∆r0λµ|/c)ω)− 2m~γωc
1 + (ωc|∆r0λµ|/c)2
, (B5)
with g(ω) = e−(1−iωc|∆r
0
λµ|/c)ω/ωcΓ[0,−(1− iωc|∆r0λµ|/c)ω/ωc]. From this expression we find the well known relation
between the frequency shift ∆ωλµ and the real part of susceptibility [37],
(∆ωλµ)
2
= − Ω˜λµ
m
=
1
2m~
lim
ω→0
Reχλµ(ω).
2. Two-dimensional environment
Again, we use (B1), perform the continuum limit, and
readily obtain
Jλµ(ω) = 2pi
2mγ
ω2
ωc
e−ω/ωcJ0(ω|∆r0λµ|/c), (B6)
where J0 is the zeroth-order Bessel function of the first
kind. The renormalization frequencies now become
Ω˜λλ = 2pimγωc,
Ω˜λλ′ =
2pimγωc
[1 + (ωc|∆r0λµ|/c)2]3/2
.
Accordingly, the Fourier transform of the real part of the
susceptibility reads
Reχλµ(ω
′) = − 2pimγ~
ωc
P
∫ ∞
0
ω2e−ω/ωcJ0(ω|∆r0λµ|/c)
×
(
1
ω − ω′ +
1
ω + ω′
)
dω.
(B7)
Using the same relation of Hilbert transforms as in the
previous section we can write,
H[Θ(ω)ω2e−ω/ωcJ0(ω|∆r0λµ|/c)](ω′)
= ω′2H[Θ(ω)e−ω/ωcJ0(ω|∆r0λµ|/c)](ω′)
+
ω′ωc
[1 + (ωc|∆r0λµ|/c)2]1/2
+
ω2c
[1 + (ωc|∆r0λµ|/c)2]3/2
.
Here a major difficulty arises. The Hilbert transform
H[Θ(ω)e−ω/ωcJ0(ω|∆r0λµ|/c)](ω′) exists only for R/c =
13
1, despite the convergence condition 0 < ωc. Thus, we
cannot derive any closed expression for Reχ(ω) for all R
and c. Still we obtain by using a series representation for
J0(ω|∆r0λµ|/c) the relation
Reχ(ω) =
2pimγ~
ωc
ω2
[
Θ(ω)e
−ω
ωc Ei
(
ω
ωc
)
−Θ(−ω)e ωωcEi
(−ω
ωc
)]
J0(|∆r0λµ|ω/c)
− 2pimγ~ωc
∞∑
l=0
(−1)l
22l
(
|∆r0λµ|ωc
c
)2l
×
l+1∑
k=1
(2(l − k) + 3)!
l!l!
(
ω
ωc
)2(k−1)
.
(B8)
This series, however, it is not of practical use, because of
its slow convergence.
3. Three-dimensional environment
Following once more the same line, we obtain the spec-
tral densities
Jλµ(ω) = 4pi
2mγ
c
|∆r0λµ|
( ω
ωc
)2
sin(ω|∆r0λµ|/c)e−ω/ωc ,
(B9)
and the renormalization frequencies
Ω˜λλ = 8pimγωc
Ω˜λµ =
8pimγωc
[1 + (ωc|∆r0λµ|/c)2]2
.
Now the real part of the susceptibility is given by
Reχλµ(ω
′) = − 4pim~γ
ω2c
( c
|∆r0λµ|
)
P
∫ ∞
0
sin(ω|∆r0λµ|/c)
× ω2e−ω/ωc
( 1
ω − ω′ +
1
ω + ω′
)
dω,
(B10)
where the integral can be written as
1
pi
P
∫ ∞
0
ω2 sin(ω|∆r0λµ|/c)e
−ω
ωc
ω − ω′ dω
= ω′2H
[
Θ(ω) sin(ω|∆r0λµ|/c)e
−ω
ωc
]
(ω′)
+
ω′
pi
ω2c |∆r0λµ|/c
[1 + (ωc|∆r0λµ|/c)2]
+
1
pi
2ω3c |∆r0λµ|/c
[1 + (ωc|∆r0λµ|/c)2]2
.
(B11)
After some algebra, we finally obtain for the real part of
the 3D-susceptibility the expression
Reχλν(ω) = −4pim~γcω
2
ω2c |∆r0λµ|
Im [g(ω) + g(−ω)]
− 4pi
2m~γcω2
ω2c |∆r0λµ|
Re
[
Θ(ω)e−(
1
ωc
−i|∆r0λµ|/c)ω
+ Θ(−ω)e( 1ωc−i|∆r0λµ|/c)ω]
− 16pim~γωc
[1 + (ωc|∆r0λµ|/c)2]2
(B12)
with g(ω) = e−(1−iωc|∆r
0
λµ|/c)ω/ωcΓ[0,−(1 −
iωc|∆r0λµ|/c)ω/ωc] and the incomplete gamma function
Γ(0, x).
Appendix C: Fourier representation of Eq. (A6)
Here a give a simple proof of Eq. (A9) starting from
the Fourier transform of the susceptibility
χλµ (ω) =
∫ ∞
−∞
eiωtχλµ(t) dt
= 2
∞∫
|∆r0λµ|/c
eiωt
∑
k
g2k sin
(
k ·∆r0λµ − ωkt
)
dt
= −i
∑
k
g2k
[
ei(k·∆r
0
λµ−(ω−ωk)|∆r0λµ|/c)
×
∞∫
0
ei(ω−ωk)t dt− e−i(k·∆r0λµ−(ω+ωk)|∆r0λµ|/c)
×
∞∫
0
ei(ω+ωk)t dt
]
,
where we have made the substitution t → t + |∆r0λµ|/c.
Inserting∫ ∞
0
ei(ω−ωk)t dt = piδ (ω − ωk) + iH (1) (ωk)
into Eq. (C1) yields
χλµ (ω) = − ipi
∑
k
g2k
{
ei(k·∆r
0
λµ−(ω−ωk)|∆r0λµ|/c)
× δ(ω − ωk)− e−i(k·∆r0λµ−(ω+ωk)|∆r0λµ|/c)
× δ(ω + ωk)
}
+
∑
k
g2k
{
ei(k·∆r
0
λµ−(ω−ωk)|∆r0λµ|/c)H(1) (ωk)
− e−i(k·∆r0λµ−(ω+ωk)|∆r0λµ|/c)H (1) (ωk)
}
,
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where the second sum vanishes owing to H(1)(ωk) = 0
[42]. By taking the imaginary part and performing the
continuum limit, we obtain Eq. (A9).
Appendix D: PPT criterion and classification of
tripartite entanglement
Let us consider a system composed of two parties A
and B. Then a necessary and sufficient condition for
the separability between 1A× 1B (two modes), 1A×NB ,
and NA ×NB bisymmetric bipartite states is the partial
positive transpose (PPT) criterion [27, 43]. The NA ×
NB class of systems relates to Gaussian states that are
locally invariant under all permutations of modes in each
of the two subsystems. Then the PPT criterion can be
formulated in terms of a bisymmetric covariance matrix
G as follows: A state is separable if and only if GTB ≥
(i~/2)σ (i.e., GTB is a positive-definite matrix), where
GTB is the covariance matrix of the partial transpose of
G with respect to the system B, given by GTB =: ΛGΛ,
with
Λ = INA+NB ⊕
[
INA 0
0 −INB
]
,
the N -dimensional unit matrix IN , and the symplectic
matrix
σ =
[
0 INA+NB
−INA+NB . 0
]
.
The PPT criterion can readily be evaluated from the
symplectic eigenvalues of GTB , given by the positive
square roots of the eigenvalues of (−i/~)σGTB [33].
For a system composed of three-modes, Giedke et
al. [26] have considered the PPT criterion to provide
a complete classification of the three-mode states, ac-
cording their separability properties. This classification
is based on the partially transposed covariance matrices
G˜Tλ = ΛλGΛλ, which is related to the three possible bi-
partitions of a three-component system, namely A|BC,
AB|C and AC|B. Then each three-mode Gaussian state
can be assigned to one of the following classes [26]:
C1 Fully inseparable states that are not separable un-
der any of the three possible bipartitions. This class
contains the genuine tripartite entangled states
[38].
C2 One-mode biseparable states that are separable if
two of the parties are grouped together, but insep-
arable with respect to the other groupings.
C3 Two-mode biseparable states for which two of the
bipartitions are separable.
C4 Three-mode biseparable states for which all the
three bipartitions are separable, but which cannot
be written as a mixture of tripartite product states.
These states are also known as tripartite bound en-
tangled states.
C5 Fully separable states that can be written as a mix-
ture of tripartite product states.
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