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Distributed H2 Control for Interconnected
Discrete-Time Systems: A Dissipativity-based
Approach
Tom R.V. Steentjes, Mircea Lazar, Paul M.J. Van den Hof
Abstract—This work is concerned with the analysis, existence
and synthesis of distributed output-feedback controllers, that
achieve stability and H2 performance for discrete-time linear
interconnected systems. We consider an interconnection structure
of local controllers that resembles the plant’s interconnection
structure, which may correspond to an arbitrary graph. The
dissipativity-based approach to distributed discrete-time H2
control presented in this paper complements other dissipativity-
based approaches in the literature to distributed continuous-
time H2 control and distributed H∞ control. Moreover, the
developed method yields a convex alternative to state-of-the-
art methods for distributed discrete-time H2 control, which are
typically not convex or consider unstructured problems. We
provide an overview of related results and show the relation
between sufficient conditions for H2 and H∞ performance,
for both discrete- and continuous-time interconnected linear
systems. Sufficient conditions are stated for the existence of a
distributed controller achieving a pre-specified H2 performance.
A method for subsequent controller reconstruction is provided by
an algebraic procedure. We illustrate the controller synthesis for
a large-scale oscillator network, for which the central H2 control
problem can be computationally intractable on a modern PC.
I. INTRODUCTION
INTERCONNECTED systems are an indispensable part ofsociety. Typical examples include power networks, net-
works in systems biology, communication networks, economic
systems and chemical plant networks [1]–[3]. Control of such
systems faces various challenges, related to the distribution
or dimensionality of the systems. The number of subsystems
can be large, increasing the dimensionality of the system.
Even when systems are not physically interconnected, the ever-
increasing number of system connections through communi-
cation networks makes the related control challenges relevant
and popular in the literature.
Classical control techniques view the interconnected sys-
tems as a single lumped system, which can lead to an
impractical communication architecture or computationally
intractable problems. As opposed to centralized control of
large-scale systems, decentralized control uses only locally
available control variables. For feedback control, this means
that only local measurements are taken for determining local
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corrective actions. Because this feature renders the decentral-
ized controller easily implementable, the literature on this topic
has been thriving, cf. [2], [4]–[6]. The lack of inter-controller
communication, however, can lead to serious issues related to
performance or even instability of the system, see, e.g., [1].
In this work we focus on distributed control of intercon-
nected linear systems, where local controllers can be intercon-
nected. Distributed control can overcome limitations induced
by decentralized control [7], such as performance limitations
or requirements on the information constraints [8].
For continuous-time systems, sufficient conditions for the
existence of a controller that admits the same interconnection
structure as the plant and achieves unit H∞ performance are
developed in [7]. The basis for these sufficient conditions is
laid by dissipativity theory, introduced by Willems in [9],
which is also the cornerstone for this work. Synthesis of
the controller in [7] involves solving a single linear matrix
inequality for controller existence verification, followed by
an algebraic controller reconstruction. Even for a moderate
number of subsystems and interconnection variables, the cor-
responding linear matrix inequality can be of a large size [7],
but it is sparse given a sparse interconnected system. The
constraint dimension and number of optimization variables
grows in fact affinely with respect to the number of subsystems
[10]. Investigation of the structure of this inequality led to an
algorithm to distribute not only the controller itself, but also
the computation of the controller [11]. In [12], a discrete-
time analogue of the work in [7] was presented. Additionally,
synthesis of the distributed controller in [12] incorporates
robust stability and robust H∞ performance of the closed-
loop system.
The performance criterion of interest in this work is the
H2 norm. The H2 norm of a system has two interpreta-
tions. From a deterministic point-of-view, it coincides with
the output energy of the impulse responses, while from a
statistical point-of-view, the H2 norm equals the asymptotic
output variance for a white noise excitation [13]. The latter
interpretation is particularly interesting in a setting where
stochastic assumptions on disturbance signals are key, e.g. in
data-driven modeling of interconnected systems [14].
An approach to solve the discrete-time H2 output-feedback
problem for interconnected systems was presented in [15].
The approach therein aims at minimizing a linear combination
of the closed-loop system’s H2 norm and a cost related to
the sparsity of the controller matrices. This method, however,
unfortunately leads to a non-convex problem in general [15].
2In [16], the discrete-time H2 problem is solved for a ‘strictly
causal’ network, via the search for an unstructured controller
that is subsequently transformed into a structured one. The
continuous-time H2 counterpart of the H∞ problem in [7]
is considered in [17]. The authors apply the dissipativity
approach to provide sufficient conditions for the continuous-
time distributed H2 problem.
Motivated by the digitalization of controller implementa-
tions, in this paper we consider the problem of distributed
H2 control of interconnected discrete-time linear systems.
Observe that the considered problem complements existing re-
sults on continuous-time H∞ [7], discrete-time H∞ [12] and
continuous-time H2 [17] distributed control problems. More
specifically, we consider the synthesis of dynamic output-
feedback controllers that admit the same interconnection struc-
ture as the system of interest and guarantee a given H2
performance for the controlled discrete-time interconnected
system. Although merely sufficient, the derived conditions
avoid the existing limitations of current methods regarding
the discrete-time distributed H2 problem, such as unstructured
decision variables [16] or non-convex problems [15].
An overview of linear matrix inequalities for discrete-time
and continuous-time interconnected systems’ H2 and H∞
performance is also provided, accompanied by a detailed
controller reconstruction procedure. Such a complete com-
pendium on dissipativity-based H2 and H∞ conditions for
interconnected systems is currently missing from the literature
[7], [13], [18], while it is relevant due to distributed control
problems in, e.g., smart grids [19], buildings [20] and irrigation
networks [21]. We illustrate the controller design for a network
of 218 oscillators and show that the developed synthesis
method is indeed applicable to large-scale systems.
The remainder of this work is organized as follows: In Sec-
tion II, we provide some preliminaries and define the intercon-
nected system setting. Section III contains the interconnected
system analysis. In Section IV, we provide an overview of
dissipativity-based results for interconnected systems. Con-
troller existence conditions and controller reconstruction are
described in Section V and VI, respectively. In Section VII, we
present a numerical example that illustrates the effectiveness
of the proposed method and the ability of handling complex
networks. Conclusions are summarized in Section VIII.
II. PRELIMINARIES
A. Basic nomenclature
The sets of non-negative integers and non-negative reals are
denoted by N and R≥0, respectively. Given a ∈ Z, b ∈ Z
such that a < b, we denote Z[a:b] := {a, a+ 1, . . . , b− 1, b}.
Define R0 = {()}, i.e., a singleton that contains the empty
tuple. Let In ∈ Rn×n denote the identity matrix. We write I
instead of In if the matrix size n is clear from the context. The
operator col(·), respectively row(·), stacks its arguments in a
column vector, respectively row vector. The block diagonal
matrix diag(X1, . . . , Xm) has matrices Xi, i ∈ N[1:m], in
its block diagonal entries. For S ⊆ Z, the block diagonal
matrix diagi∈S Xi has matrices Xi, i ∈ S, in its block
diagonal entries. For a real symmetric matrixX , the inequality
X ≻ 0, respectively X  0, denotes that X is positive
definite, respectively positive semi-definite. The inertia of a
real symmetric matrix X is denoted by inX = (n−, n0, n+),
with n− =: in
−X , n0, and n+ =: in
+X the number of
negative, zero, and positive eigenvalues of X , respectively.
For an x ∈ Rn, let ‖x‖ denote the Euclidean norm of x.
B. Notions for discrete-time systems
Consider a linear discrete-time system Σ described by an
input/state/output representation
Σ :
{
x(k + 1) = Ax(k) +Bd(k),
z(k) = Cx(k) +Dd(k),
with state variable x : Z → Rn, (disturbance) input variable
d : Z→ Rm and output variable z : Z→ Rp.
Definition II.1. System Σ is called asymptotically stable (AS)
if for each ε > 0, there exists δ(ε) so that, for d = 0,
‖x(0)‖ < δ ⇒ ‖x(k)‖ < ε, ∀k ≥ 0
and
x(0) ∈ Rn ⇒ ‖x(k)‖ → 0 as k →∞.
Definition II.2. The H2 norm of an AS system Σ having
transfer function T (z) := C(zI −A)−1B +D is defined by
‖Σ‖H2 :=
(
1
2π
trace
∫ π
−π
T ∗(eiω)T (eiω) dω
) 1
2
.
Lemma II.1. For an AS system Σ, ‖Σ‖2
H2
=
trace
(
B⊤MB +D⊤D
)
with M  0 satisfying
A⊤MA−M + C⊤C = 0.
Proof. We refer the reader to Appendix A.
The following result is a discrete-time version of one of
the equivalence results in [13, Proposition 3.13], and will be
instrumental for the proof of Proposition III.1.
Proposition II.1. Let system Σ be AS and let γ ∈ R>0. The
following statements are equivalent:
(i) ‖Σ‖H2 < γ.
(ii) There exists X ≻ 0 so that
A⊤XA−X + C⊤C ≺ 0 and
trace
(
B⊤XB +D⊤D
)
< γ2.
Proof. We refer the reader to Appendix B.
C. Discrete-time interconnected systems
We represent the structure of the interconnected system by
a graph G = (V,E), where V is the vertex set, of cardinality
L ∈ N, and E ⊆ V × V is the edge set. Each vertex Pi ∈ V ,
i ∈ Z[1:L], corresponds to a discrete-time system, called a
subsystem of the interconnected system. An edge (Pi,Pj) ∈
E exists if subsystems Pi and Pj are interconnected. For every
i ∈ Z[1:L], subsystem Pi is assumed not to be connected to
3itself, i.e., (Pi,Pi) /∈ E. For each Pi ∈ V , we define the set
of neighbouring subsystems Ni := {Pj ∈ V | (Pi,Pj) ∈ E}.
Each subsystem Pi ∈ V is assumed to admit a state-space
representation

xi(k + 1)
oi(k)
zi(k)
yi(k)

 =


ATTi A
TS
i B
Td
i B
Tu
i
ASTi A
SS
i B
Sd
i B
Su
i
CzTi C
zS
i D
zd
i D
zu
i
CyTi C
yS
i D
yd
i D
yu
i




xi(k)
si(k)
di(k)
ui(k)

 ,
(1)
where xi : Z → Rki is the subsystem’s state, oi : Z → Rni
and si : Z → Rni are the outgoing and incoming intercon-
nection variables, zi : Z → Rqi and di : Z → Rfi are the
performance output and disturbance input, and yi : Z → Rpi
and ui : Z→ Rmi are the measured output and control input,
respectively.
For each i ∈ Z[1:L], write the in- and outgoing interconnec-
tion signals si and oi as
si = col(si1, si2, . . . , siL) and oi = col(oi1, oi2, . . . , oiL),
so that (sij , oij) denotes the interconnection channel between
subsystem Pi and subsystem Pj . For the ease of the inter-
connection definition, we assume, without loss of generality,
that oij , sij , oji and sji are all elements of R
nij , nij ∈ Z≥0,
i.e., they have the same size. Indeed, one can always add zero
components to signal vectors of smaller size and the corre-
sponding state-space matrices in (1). Note that (sii, oii) ∈ R0
for all i ∈ Z[1:L] since (Pi,Pi) /∈ E.
The interconnection between subsystem i and subsystem j
is defined through the interconnection equation(
oij(k)
sij(k)
)
=
(
sji(k)
oji(k)
)
, ∀k ∈ Z. (2)
System i and system j are thus interconnected if nij > 0,
which is equivalent with (Pi,Pj) ∈ E, and not interconnected
if nij = 0, which is equivalent with (Pi,Pj) /∈ E.
Consider the case where no control inputs and measured
outputs are present, i.e., ui, yi ∈ R0 for all i ∈ Z[1:L], and let
ATT = diag
i∈Z[1:L]
ATTi , A
TS = diag
i∈Z[1:L]
ATSi , B
T = diag
i∈Z[1:L]
BTdi ,
AST = diag
i∈Z[1:L]
ASTi , A
SS = diag
i∈Z[1:L]
ASSi , B
S = diag
i∈Z[1:L]
BSdi ,
CT = diag
i∈Z[1:L]
CzTi , C
S = diag
i∈Z[1:L]
CzSi , D = diag
i∈Z[1:L]
Dzdi .
Using (1), the interconnected system can be compactly repre-
sented by
x(k + 1)o(k)
z(k)

 =

A
TT ATS BT
AST ASS BS
CT CS D



x(k)s(k)
d(k)

 ,
with x(k) := coli∈Z[1:L] xi(k), o(k) := coli∈Z[1:L] oi(k),
s(k) := coli∈Z[1:L] si(k), z(k) := coli∈Z[1:L] zi(k) and d(k) :=
coli∈Z[1:L] di(k), with the interconnection equation
o(k) = ∆s(k), ∀k ∈ Z,
where ∆ ∈ Rn×n, n = ∑Li=1 ni, which is equivalent with
interconnection equation (2) for all (i, j) ∈ Z[1:L].
Elimination of the interconnection variables yields a state-
space representation
PI :
(
x(k + 1)
z(k)
)
=
(
AI BI
CI DI
)(
x(k)
d(k)
)
(3)
where(
AI BI
CI DI
)
:=
(
ATT BT
CT D
)
+
(
ATS
CS
)
(∆−ASS)−1
(
AST BS
)
.
Introduce the interconnection variable subspace
SI = {(o, s) ∈ R2n | o = ∆s},
such that (2) is equivalent with (o(k), s(k)) ∈ SI for all k ∈ Z,
and consider the interconnection variable subspace
SB := {(o, s) ∈ R2n | col(oi, si) ∈ im col(ASSi , I), i ∈ Z[1:L]}.
Definition II.3 ([7]). The interconnected system PI is said to
be well-posed if SI ∩ SB = {0}.
Well-posedness of the interconnected system implies that,
given xi(0) and di, the signals xi, oi, si and zi are unique, and
is equivalent with ∆−ASS being non-singular [17, Lemma 1].
D. Distributed controller
The distributed controller that we will consider in the sequel
is also an interconnected system, with graph GC = (VC , EC).
Each vertex Ci ∈ VC corresponds to a local controller for
subsystem Pi ∈ V , i ∈ Z[1:L], so that the cardinality of VC
is equal to the cardinality of V . Two local controllers are
interconnected if and only if the two corresponding subsys-
tems are interconnected, i.e., (Ci, Cj) ∈ EC if and only if
(Pi,Pj) ∈ E. Hence, local controllers are only allowed to
communicate directly if their corresponding subsystems are
interconnected.
Each local controller Ci ∈ VC is a discrete-time system that
admits the state space representation
ξi(k + 1)oCi (k)
ui(k)

 =

(A
TT
i )C (A
TS
i )C (B
T
i )C
(ASTi )C (A
SS
i )C (B
S
i )C
(CTi )C (C
S
i )C (Di)C



ξi(k)sCi (k)
yi(k)

 ,
(4)
where ξi : Z → Rki is the local controller’s state, and
oCi : Z → Rn
C
i and sCi : Z → Rn
C
i are the controller’s outgo-
ing and incoming interconnection (communication) variables,
respectively.
Similar to the interconnection of subsystems Pi, the in-
terconnection between local controller Ci and Cj is defined
through the interconnection variables oCij , s
C
ij ∈ Rn
C
ij :(
oCij(k)
sCij(k)
)
=
(
sCji(k)
oCji(k)
)
, ∀k ∈ Z. (5)
4Pi Ci
si oi
di
zi
sCi o
C
i
yi
ui
Ki
Fig. 1: Interconnection visualization of a locally controlled
system Ki, i ∈ Z[1:L].
E. Closed-loop interconnected system
For each subsystem Pi, we assume without loss of general-
ity, see e.g. [7], that there is no direct feed-through from the
control input ui to the measured output yi, i.e., D
yu
i = 0. In
this case, the local closed-loop (controlled) system, Ki say,
can be represented by
x
K
i (k + 1)
oKi (k)
zi(k)

 =

(A
TT
i )K (A
TS
i )K (B
T
i )K
(ASTi )K (A
SS
i )K (B
S
i )K
(CTi )K (C
S
i )K (Di)K


︸ ︷︷ ︸
=:Γi

x
K
i (k)
sKi (k)
di(k)

 ,
(6)
where xKi := col(xi, ξi), o
K
i := col(oi, o
C
i ) and s
K
i :=
col(si, s
C
i ). Such a representation is obtained through elimi-
nation of the control variables yi, ui, as depicted in Figure 1.
Moreover, the state-space matrices of the local closed-loop
system are affine with respect to the state-space matrices of
the local controller:
Γi = U
⊤
i ΘiVi +Wi,
with
U⊤i :=


0 0 BTui
I 0 0
0 0 BSui
0 I 0
0 0 Dzui

 ,
Θi :=

(A
TT
i )C (A
TS
i )C (B
T
i )C
(ASTi )C (A
SS
i )C (B
S
i )C
(CTi )C (C
S
i )C (Di)C

 ,
Vi :=

 0 I 0 0 00 0 0 I 0
CyTi 0 C
yS
i 0 D
yd
i

 ,
Wi :=


ATTi 0 A
TS
i 0 B
Td
i
0 0 0 0 0
ASTi 0 A
SS
i 0 B
Sd
i
0 0 0 0 0
CzTi 0 C
zS
i 0 D
zd
i

 .
The closed-loop interconnected system KI is obtained anal-
ogously to PI . An example of a closed-loop interconnected
system is depicted in Figure 2.
P1 C1
P2 C2
P3 C3
o21 o12
o32 o23
d1
z1
d2
z2
d3
z3
oC21 o
C
12
oC32 o
C
23
y1
u1
y2
u2
y3
u3
Fig. 2: Example of a controlled interconnected system KI with
three local controlled subsystems.
F. Dissipative interconnected systems
As a basis for the analysis of the interconnected system and
synthesis of the distributed controller, we employ the theory
of dissipative dynamical systems [9]. For the analysis, we
consider the uncontrolled subsystems with ui, yi ∈ R0 for
all i ∈ Z[1:L], in this subsection.
Definition II.4. Subsystem Pi is said to be dissipative with
respect to the supply function σi : Si ×Oi ×Di ×Zi → R, if
there exists a non-negative storage function Vi : Xi → R≥0,
so that for all t ∈ Z≥0 the inequality
Vi(xi(t))− Vi(xi(0)) ≤
t−1∑
k=0
σi(si(k), oi(k), di(k), zi(k))
holds for all solutions (xi, si, oi, di, zi) for system (1).
In this work, we restrict the class of considered storage
functions to quadratic functions
Vi(xi) := x
⊤
i Xixi, i ∈ Z[1:L],
with Xi ≻ 0. Supply functions are restricted to be quadratic
functions of the form
σi(si, oi, di, zi) := σ
int
i (si, oi) + σ
ext
i (di, zi), i ∈ Z[1:L],
with ‘internal’ supply functions
σinti (si, oi) :=
L∑
j=1
σij(sij , oij),
σij(sij , oij) :=
(
oij
sij
)⊤
Xij
(
oij
sij
)
where Xij is a real symmetric matrix, and ‘external’ supply
functions
σexti (di, zi) := εid
⊤
i di − z⊤i zi,
where εi ∈ R>0.
5For any pair (i, j) ∈ Z2[1:L], i 6= j, the interconnection
between subsystem Pi and subsystem Pj is said to be neutral
if the internal supply functions satisfy [13]
0 = σij(sij , oij) + σji(sji, oji). (7)
One can interpret a neutral interconnection as a lossless one;
no ‘energy’ is dissipated or supplied through the interconnec-
tion channel [9]. For the considered internal supply functions,
the neutrality condition (7) is equivalent with
0 = Xij +
(
0 I
I 0
)
Xji
(
0 I
I 0
)
,
where we used the interconnection equations (2).
III. ANALYSIS RESULTS
A. Uncontrolled system analysis
The following result provides sufficient conditions for well-
posedness, stability, and the H2 norm of the interconnected
system. The result provides a discrete-time counterpart of the
continuous-time result [17, Theorem 1]. Define the matrix
Ti :=


I 0 0
ATTi A
TS
i B
Td
i
ASTi A
SS
i B
Sd
i
0 I 0
CzTi C
zS
i D
zd
i
0 0 I


.
Proposition III.1. Consider the interconnected system PI ,
with ui, yi ∈ R0 for all i ∈ Z[1:L]. The interconnected system
PI is well-posed, asymptotically stable and ‖PI‖H2 < γ,
γ ∈ R>0, if BSdi = 0 for all i ∈ Z[1:L] and there exist
Xi ∈ Rki×ki , Xi ≻ 0, εi ∈ R>0, symmetric X11ij ∈ Rnij×nij ,
(i, j) ∈ Z2[1:L], and X12ij ∈ Rnij×nij , (i, j) ∈ Z2[1:L], i > j,
with
T⊤i


−Xi 0 0 0 0 0
0 Xi 0 0 0 0
0 0 Z11i Z
12
i 0 0
0 0 (Z12i )
⊤ Z22i 0 0
0 0 0 0 I 0
0 0 0 0 0 −εiI


Ti ≺ 0, (8)
L∑
i=1
trace
(
(BTdi )
⊤XiB
Td
i + (D
zd
i )
⊤Dzdi
)
< γ2, (9)
where
Z11i := − diag
j∈Z[1:L]
X11ij , Z
22
i := diag
j∈Z[1:L]
X11ji ,
Z12i := diag
(
− diag
j∈Z[1:i]
X12ij , diag
j∈Z[i+1,L]
(X12ji )
⊤
)
.
Proof. Well-posedness is identically defined for continuous-
time systems [7] and the proof for well-posedness of PI is
identical to the first part of the proof of [7, Theorem 1],
since (8) implies the condition used therein. Let (8) and
(9) be true. We define the candidate local storage functions
Vi(xi) := x
⊤
i Xixi and the candidate global storage function
V (x) :=
∑L
i=1 Vi(xi). Multiplication of inequality (8) from
the right and from the left with col(xi(k), si(k), di(k)) and its
transpose yields
0 > x⊤i (k + 1)Xixi(k + 1)− x⊤i (k)Xixi(k)
+
(
oi(k)
si(k)
)⊤(
Z11i Z
12
i
(Z12i )
⊤ Z22i
)(
oi(k)
si(k)
)
+ z⊤i (k)zi(k)− εid⊤i (k)di(k)
= Vi(x(k + 1))− Vi(x(k)) − σinti (si(k), oi(k))
− σexti (di(k), zi(k)).
Thus system Pi is dissipative with respect to the supply
function σi. Summing the latter inequality over i yields
V (x(k + 1))− V (x(k)) <
L∑
i=1
σinti + σ
ext
i .
From the neutrality condition (7), we observe that∑L
i=1 σ
int
i = 0, and thus
V (x(k + 1))− V (x(k)) <
L∑
i=1
σexti . (10)
To prove stability, consider the case that d(k) = 0. Then
V (x(k + 1))− V (x(k)) < −
L∑
i=1
z⊤i (k)zi(k) ≤ 0.
Therefore, V is a Lyapunov function for the interconnected
system PI with d(k) = 0, from which we conclude asymptotic
stability of the interconnected system [22, Corollary 1.2].
Next, we prove H2 performance for PI . From equation (3)
and inequality (10), it follows that for all (x, d)(
x
d
)⊤(
I 0
AI BI
)⊤(−XI 0
0 XI
)(
I 0
AI BI
)(
x
d
)
< −
(
x
d
)⊤(
CI DI
0 I
)⊤(
I 0
0 −E
)(
CI DI
0 I
)(
x
d
)
,
with XI := diagi∈Z[1:L] Xi and E := diagi∈Z[1:L] εiI . Hence(
A⊤IXIAI −XI + C⊤I CI A⊤IXIBI + C⊤I DI
B⊤I XIAI +D
⊤
I CI B
⊤
I XIBI +D
⊤
IDI − E
)
≺ 0,
which implies
A⊤IXIAI −XI + C⊤I CI ≺ 0. (11)
Since BSdi = 0 for all i ∈ Z[1:L], we have
trace
(
B⊤I XIBI +D
⊤
IDI
)
(12)
= trace
(
L∑
i=1
(BTdi )
⊤XiB
Td
i + (D
zd
i )
⊤Dzdi
)
(13)
=
L∑
i=1
trace
(
(BTdi )
⊤XiB
Td
i + (D
zd
i )
⊤Dzdi
)
< γ2. (14)
6Hence, by Proposition II.1, inequalities (11) and (14) imply
‖PI‖H2 < γ and the proof is completed.
We illustrate the analysis conditions in Proposition III.1 by
a simple example.
Example III.1. Consider two identical scalar subsystems
described by
xi(k + 1) =
1
2
xi(k) +
1
10
si(k) + di(k), i = 1, 2, k ∈ Z,
and zi(k) = oi(k) = xi(k), with interconnection constraints
s1(k) = o2(k), s2(k) = o1(k). It is easily verified that LMI (8)
holds for i = 1, 2, with Xi =
7
4 , εi = 20, X
11
12 = X
11
21 = − 15
and X1221 = 0. By Proposition III.1, the interconnected system
is well-posed, asymptotically stable and the approximation
‖PI‖H2 < γ holds for all γ >
√
X1 +X2 =
√
7
2 ≈ 1.87.
The actual H2 norm of the system is ‖PI‖H2 = 1.68.
B. Controlled system analysis
The feasibility test provided by Proposition III.1 directly
induces a feasibility test for well-posedness, stability and H2
performance for the closed-loop system, which consists of
subsystems (6), as stated in the following corollary. This result
is the discrete-time counterpart of [17, Lemma 4]. Define the
matrix
TKi :=


I 0 0
(ATTi )K (A
TS
i )K (B
T
i )K
(ASTi )K (A
SS
i )K (B
S
i )K
0 I 0
(CTi )K (C
S
i )K (Di)K
0 0 I


.
Corollary III.1. The interconnected system KI of (6) is
well-posed, asymptotically stable and ‖KI‖H2 < γ, γ ∈
R>0, if (B
S
i )K = 0 for all i ∈ Z[1:L] and there ex-
ist XKi ∈ R2ki×2ki , XKi ≻ 0, εi ∈ R>0, symmet-
ric (X11ij )K ∈ R(nij+n
C
ij)×(nij+n
C
ij), (i, j) ∈ Z2[1:L], and
(X12ij )K ∈ R(nij+n
C
ij)×(nij+n
C
ij), (i, j) ∈ Z2[1:L], i > j, with
(TKi )
⊤


−XKi 0 0 0 0 0
0 XKi 0 0 0 0
0 0 (Z11i )K (Z
12
i )K 0 0
0 0 (Z12i )
⊤
K (Z
22
i )K 0 0
0 0 0 0 I 0
0 0 0 0 0 −εiI


TKi ≺ 0,
(15)
L∑
i=1
trace
(
(BTi )
⊤
KX
K
i (B
T
i )K + (Di)
⊤
K(Di)K
)
< γ2, (16)
where
(Z11i )K :=
(
(Z11i )P (Z
11
i )PC
(Z11i )
⊤
PC (Z
11
i )C
)
,
(Z12i )K :=
(
(Z12i )P (Z
12
i )PC
(Z12i )CP (Z
12
i )C
)
,
(Z22i )K :=
(
(Z22i )P (Z
22
i )PC
(Z22i )
⊤
PC (Z
22
i )C
)
with the submatrices defined in Appendix C.
IV. OVERVIEW OF DISSIPATIVITY-BASED RESULTS FOR
INTERCONNECTED SYSTEMS
The purpose of this section is to provide a systematic
overview of dissipativity-based performance results for inter-
connected systems in the literature. The overview shows how
Proposition III.1 is consistent with respect to related results
in the literature and the relation among them. Complementing
our discrete-time H2 result, we recall the discrete-time H∞
result [12], continuous-time H∞ result [7], and continuous-
time H2 result [17]. The focus is on the analysis results, since
these form the basis for the controller existence conditions and
construction. Furthermore, the step to the synthesis problem
is similar for the above results for interconnected systems, as
it is true for the centralized H2 and H∞ problem [13]. We
recall the matrices Ti, i ∈ Z[1:L], defined in Section III-A, that
will be used throughout this section for both discrete-time and
continuous-time results.
A. Discrete time H∞
Sufficient conditions for robust H∞ performance of
discrete-time interconnected systems were derived in [12]. To
be consistent with the H2 result and for ease of exposition,
we recall the robust result from [12] for the nominal case, i.e.,
for the case that the parametric uncertainty in [12] is zero.
Theorem IV.1 (Discrete-time H∞ [12]). The intercon-
nected system PI is well-posed, asymptotically stable and
‖PI‖H∞ < γ, γ ∈ R>0, if there exist Xi ∈ Rki×ki ,
Xi ≻ 0, symmetric X11ij ∈ Rnij×nij , (i, j) ∈ Z2[1:L], and
X12ij ∈ Rnij×nij , (i, j) ∈ Z2[1:L], i > j, such that
T⊤i PiTi ≺ 0,
with
Pi := diag
((
−Xi 0
0 Xi
)
,
(
Z11i Z
12
i
(Z12i )
⊤ Z22i
)
,
(
1
γ
I 0
0 −γI
))
.
B. Continuous time H∞ and H2
We devote a section to related analysis results for
continuous-time interconnected systems. The discrete-time H2
and H∞ results are reminiscent of their continuous-time
counterparts. In a continuous-time setting, each subsystem, PRi
say, is described by an input/state/output representation

x˙i(t)
oi(t)
zi(t)
yi(t)

 =


ATTi A
TS
i B
Td
i B
Tu
i
ASTi A
SS
i B
Sd
i B
Su
i
CzTi C
zS
i D
zd
i D
zu
i
CyTi C
yS
i D
yd
i D
yu
i




xi(t)
si(t)
di(t)
ui(t)

 ,
where all signals have a domain R, instead of Z for the
discrete-time subsystems (1). The interconnection constraints
are identically described by o(t) = ∆s(t) for all t ∈ R and
well-posedness of the interconnected systems is defined iden-
tically. Hence, for yi, ui ∈ R0, a well-posed continuous-time
7interconnected system, PRI say, admits an input/state/output
representation
PRI :
(
x˙(t)
z(t)
)
=
(
AI BI
CI DI
)(
x(t)
d(t)
)
.
The following result was first presented in [7] for unit
performance (γ = 1) and is a nominal version of the robust
result presented in [23], which has an application to power
systems in [24].
Theorem IV.2 (Continuous-time H∞ [7]). The intercon-
nected system PRI is well-posed, asymptotically stable and
‖PRI ‖H∞ < γ, γ ∈ R>0, if there exist Xi ∈ Rki×ki ,
Xi ≻ 0, symmetric X11ij ∈ Rnij×nij , (i, j) ∈ Z2[1:L], and
X12ij ∈ Rnij×nij , (i, j) ∈ Z2[1:L], i > j, such that
T⊤i PiTi ≺ 0,
with
Pi := diag
((
0 Xi
Xi 0
)
,
(
Z11i Z
12
i
(Z12i )
⊤ Z22i
)
,
(
1
γ
I 0
0 −γI
))
.
The following result in [17] provides sufficient conditions
for nominal H2 performance of continuous-time intercon-
nected systems.
Theorem IV.3 (Continuous-time H2 [17]). The intercon-
nected system PRI is well-posed, asymptotically stable and
‖PRI ‖H2 < γ, γ ∈ R>0, if BSdi = 0, Dzdi = 0, for
all i ∈ Z[1:L] and there exist Xi ∈ Rki×ki , Xi ≻ 0,
εi ∈ R>0, symmetric X11ij ∈ Rnij×nij , (i, j) ∈ Z2[1:L], and
X12ij ∈ Rnij×nij , (i, j) ∈ Z2[1:L], i > j, such that
T⊤i PiTi ≺ 0,
L∑
i=1
trace
(
(BTdi )
⊤XiB
Td
i
)
< γ2, (17)
with
Pi := diag
((
0 Xi
Xi 0
)
,
(
Z11i Z
12
i
(Z12i )
⊤ Z22i
)
,
(
I 0
0 −εiI
))
.
A discussion of the results can be summarized as follows:
• The continuous-time and discrete-time conditions differ
by the upper-left block in Pi for both the H2 and H∞
results. Additionally, for the continuous-time H2 result,
it must hold that Dzdi = 0 (a necessary condition for
the continuous-time system to have a finite H2 norm).
Hence, inequality (9) has an additional term with respect
to inequality (17).
• The H2 and H∞ conditions differ due to the external
supply functions, which is reflected in the lower-right
block in Pi, and the additional inequalities (9) and (17).
• The feasibility problems related to the considered H2
analysis problems for interconnected systems have ad-
ditional decision variables εi, i ∈ Z[1:L], with respect
to the distributed H∞ problems, unlike their centralized
counterparts [13].
In this section, we have provided a compendium for the H2
and H∞ analysis of interconnected linear systems, governed
by either difference equations or differential equations. This
compendium complements the recent LMI survey [18] and
the book [13], which focus on lumped system analysis and
centralized control. The controller synthesis conditions in the
next section are directly linked to the analysis conditions.
Therefore, in Section V, we will focus on the discrete-time
distributed H2 control problem only.
V. SYNTHESIS RESULTS
Given the affine dependence of the closed-loop state-space
matrices Γi of subsystems Ki with respect to the controller
parameters Θi, it follows that (15) is not an LMI with respect
to the decision variables Θi, X
K
i , (X
11
ij )K and (X
12
ij )K. We
can, however, first eliminate the controller parameters Θi and
arrive at an existence result in terms of LMIs and subsequently
construct a controller such that the closed-loop system satisfies
the conditions of Corollary III.1. The following lemma is
instrumental for eliminating the controller parameters.
Lemma V.1 ([25]). Consider a symmetric matrix P with
in(P ) = (m, 0, n). The matrix inequality(
I
U⊤ΘV +W
)⊤
P
(
I
U⊤ΘV +W
)
≺ 0
with W ∈ Rn×m has a solution Θ if and only if
V ⊤⊥
(
I
W
)⊤
P
(
I
W
)
V⊥ ≺ 0 and
U⊤⊥
(
−W⊤
I
)⊤
P−1
(
−W⊤
I
)
U⊥ ≻ 0,
with U⊥ and V⊥ any matrices whose columns form a basis of
kerU and kerV , respectively.
A. Distributed controller existence
As a consequence of Lemma V.1, we have the following
result regarding the existence of a distributed controller that
guarantees well-posedness, closed-loop stability and H2 per-
formance.
Proposition V.1. Let BSdi = 0, D
yd
i = 0 for all i ∈ Z[1:L].
The following statements are equivalent:
• There exist controllers Ci, with nCij = 3nij for all
(i, j) ∈ Z2[1:L] so that the controlled interconnected
system described by (2), (5) and (6) admits εi ∈ R>0,
matrices XKi ≻ 0, i ∈ Z[1:L], symmetric (X11ij )K,
(i, j) ∈ Z2[1:L], and (X12ij )K, (i, j) ∈ Z2[1:L], i > j, that
satisfy inequalities (15) and (16).
• There exist εi > 0, Xi, Yi, symmetric (X
11
ij )P , (Y
11
ij )P
for all (i, j) ∈ Z2[1:L], and (X12ij )P , (Y 12ij )P for all (i, j) ∈
Z
2
[1:L], i > j, that satisfy(
Xi I
I Yi
)
≻ 0, (18)
L∑
i=1
trace
(
(BTdi )
⊤XiB
Td
i + (D
zd
i )
⊤Dzdi
)
< γ2, (19)
8Ψ⊤i


I 0 0
ATTi A
TS
i B
Td
i
ASTi A
SS
i B
Sd
i
0 I 0
CzTi C
zS
i D
zd
i
0 0 I


⊤
×


−Xi 0 0 0 0 0
0 Xi 0 0 0 0
0 0 (Z11i )P (Z
12
i )P 0 0
0 0 (Z12i )
⊤
P (Z
22
i )P 0 0
0 0 0 0 I 0
0 0 0 0 0 −εiI


×


I 0 0
ATTi A
TS
i B
Td
i
ASTi A
SS
i B
Sd
i
0 I 0
CzTi C
zS
i D
zd
i
0 0 I


Ψi ≺ 0, (20)
Φ⊤i


(ATTi )
⊤ (ASTi )
⊤ (CzTi )
⊤
−I 0 0
0 −I 0
(ATSi )
⊤ (ASSi )
⊤ (BSdi )
⊤
0 0 −I
(BTdi )
⊤ (BSdi )
⊤ (Dzdi )
⊤


⊤
×


−Yi 0 0 0 0 0
0 Yi 0 0 0 0
0 0 (W 11i )P (W
12
i )P 0 0
0 0 (W 12i )
⊤
P (W
22
i )P 0 0
0 0 0 0 I 0
0 0 0 0 0 −ε−1i I


×


(ATTi )
⊤ (ASTi )
⊤ (CzTi )
⊤
−I 0 0
0 −I 0
(ATSi )
⊤ (ASSi )
⊤ (BSdi )
⊤
0 0 −I
(BTdi )
⊤ (BSdi )
⊤ (Dzdi )
⊤


Φi ≻ 0, (21)
with Ψi and Φi any matrices whose columns
form a basis of ker(CyTi C
yS
i D
yd
i ) and
ker((BTui )
⊤ (BSui )
⊤ (Dzui )
⊤), respectively, and
(W 11i )P := − diag
j∈Z[1:L]
(Y 11ij )P , (W
22
i )P := diag
j∈Z[1:L]
(Y 11ji )P ,
(W 12i )P := diag
(
− diag
j∈Z[1:i]
(Y 12ij )P , diag
j∈Z[i+1,L]
(Y 12ji )
⊤
P
)
.
Proof. The necessity part of the proof for Proposition V.1
follows the same line of reasoning of [7, Theorem 2] and
is therefore omitted. A constructive proof for sufficiency is
implicitly given by the controller reconstruction procedure,
described in Section VI.
We give the non-convex conditions in Proposition V.1 with
variable εi in (20) and ε
−1
i in (21), to be consistent with the
continuous-time result in [17]. For fixed εi, the conditions (20)
and (21) are LMIs. The non-convex existence conditions can
be transformed into a bilinear optimization problem subject
to LMIs as in [17]. We stress, however, that the existence of
εi > 0 s.t. (20) and (21) hold, is equivalent with the existence
of αi > 0 and βi > 0 such that (20) holds with εi replaced by
αi and (21) holds with ε
−1
i replaced by βi. These equivalent
conditions are LMIs. The proof follows mutatis mutandis.
VI. DISTRIBUTED CONTROLLER CONSTRUCTION
In essence, the controller construction consists of two parts:
(i) The extension of the matrices Xi, Yi, (X
11
ij )P , (Y
11
ij )P ,
(X12ij )P and (Y
12
ij )P , obtained through the existence result
Proposition V.1, to the closed-loop matrices XKi , (Z
11
i )K,
(Z12i )K and (Z
22
i )K and (ii) the computation of controller
matrices Θi such that the conditions in Corollary III.1 are
satisfied. One procedure to construct the distributed controller
is provided in this section.
The controller construction is not limited to the discrete-
time H2 distributed control problem; it can also be used
for the continuous-time H2 [17], continuous-time H∞ [7]
and discrete-time H∞ [12] distributed control problem. We
emphasize that the controller construction procedure is per-
formed for each controller Ci individually, while the LMIs
(18), (19), (20) and (21) are solved centrally, due to coupling
in inequalities (19), (20) and (21).
Let Xi, Yi, (X
11
ij )P , (Y
11
ij )P , (X
12
ij )P and (Y
12
ij )P satisfy
LMIs (18), (19), (20) and (21). Let i ∈ Z[1:L]. First, we
construct the closed-loop matrices
XKi :=
(
Xi X
PC
i
(XPCi )
⊤ XCi
)
, Y Ki :=
(
Yi Y
PC
i
(Y PCi )
⊤ Y Ci
)
, (22)
so that XKi = (Y
K
i )
−1 ≻ 0. The extension of Xi and
Yi to their closed-loop counterparts X
K
i ∈ R2ki×2ki and
Y Ki ∈ R2ki×2ki is well-known for the centralized quadratic
performance problem (including the H∞ control problem), see
e.g. [13, Theorem 4.2], [26], and can be performed as follows.
Inequality (18) is equivalent to I−XiYi ≺ 0, hence I−XiYi
is of rank ki. Take non-singular matrices Mi, Ni ∈ Rki×ki
so that MiN
⊤
i = I −XiYi. Now, we find Y Ki as the unique
solution to the linear equation(
Yi I
N⊤i 0
)
= Y Ki
(
I Xi
0 M⊤i
)
, (23)
and set XKi := (Y
K
i )
−1. It is clear that XKi and Y
K
i are of the
form (22). Observe that XKi ≻ 0 and (Y Ki ) ≻ 0 is equivalent
to I −XiYi ≺ 0, by application of the Schur complement to
the explicit expression of the solution Y Ki to (23).
Let (i, j) ∈ Z2[1:L], i > j and let XPij , Y Pij ∈ R2nij×2nij be
defined by
XPij :=
(
(X11ij )P (X
12
ij )P
(X12ij )
⊤
P −(X11ji )P
)
,
9Y Pij :=
(
(Y 11ij )P (Y
12
ij )P
(Y 12ij )
⊤
P −(Y 11ji )P
)
.
By [10, Lemma 21], there exist matrices M12ij , N
12
ij ∈
R
2nij×lij and M22ij , N
22
ij ∈ Rlij×lij so that(
XPij M
12
ij
(M12ij )
⊤ M22ij
)
=
(
Y Pij N
12
ij
(N12ij )
⊤ N22ij
)−1
with
in
(
XPij M
12
ij
(M12ij )
⊤ M22ij
)
= (ι−ij , 0, ι
+
ij),
if and only if
in−
(
XPij I
I M12ij
)
≤ ι−ij and in+
(
XPij I
I M12ij
)
≤ ι+ij .
For lij = 6nij and i
−
ij = i
+
ij = 4nij , the latter inertia
requirements are satisfied [7]. The construction of such M12ij ,
N12ij and M
22
ij , N
22
ij follows from the constructive proof for
[10, Lemma 21]. Let M22ij := diag(I,−I) ∈ R6nij×6nij and
M12ij ∈ R2nij×6nij so that inM22ij = (ι−ij , 0, ι+ij)− inY Pij and
XPij − (Y Pij )−1 = M12ij M22ij (M12ij )⊤ (24)
= M12ij
(
I 0
0 −I
)
(M12ij )
⊤. (25)
Since XPij−(Y Pij )−1 is symmetric, it commutes with itself and
hence it admits an eigendecomposition [27, Corollary 5.4.4]
XPij − (Y Pij )−1 = VijΛijV ⊤ij ,
with Λij = diagk∈Z[1:2nij ]
(λij)k, (λij)1 ≥ (λij)2 ≥ · · · ≥
(λij)2nij and Vij a unitary matrix whose columns are cor-
responding eigenvectors. Clearly, if we let V¯ij = Vij |Λij | 12 ,
then XPij−(Y Pij )−1 = (V¯ +ij V¯ −ij ) diag(I,−I)(V¯ +ij V¯ −ij )⊤, with
V¯ij =: (V¯
+
ij V¯
−
ij ). Thus we take
M12ij :=
1√
3
(
V¯ +ij V¯
+
ij V¯
+
ij V¯
−
ij V¯
−
ij V¯
−
ij
)
such that (24) holds. Hence, by defining
M12ij =:
(
(X11ij )PC (X
12
ij )PC
(X12ij )
⊤
CP −(X11ji )PC
)
,
M22ij =:
(
(X11ij )C (X
12
ij )C
(X12ij )
⊤
C −(X11ji )C
)
,
we can construct the scales
ZKi :=
(
(Z11i )K (Z
12
i )K
(Z12i )
⊤
K (Z
22
i )K
)
, (26)
WKi :=
(
(W 11i )K (W
12
i )K
(W 12i )
⊤
K (W
22
i )K
)
, (27)
such that ZKi = (W
K
i )
−1, with (W 11i )K, (W
12
i )K and (W
22
i )K
analogously defined as (Z11i )K, (Z
12
i )K and (Z
22
i )K in Ap-
pendix C.
For each i ∈ Z[1:L], let P¯i = diag(−XKi , XKi , ZKi , I,−εiI).
Permute the rows and columns of P¯i to obtain
Pi :=


−XKi 0 0 0 0 0
0 (Z22i )K 0 0 (Z
12
i )
⊤
K 0
0 0 −εiI 0 0 0
0 0 0 XKi 0 0
0 (Z12i )K 0 0 (Z
11
i )K 0
0 0 0 0 0 I


,
(28)
such that
(Vi)
⊤
⊥
(
I
Wi
)⊤
Pi
(
I
Wi
)
(Vi)⊥ ≺ 0 and
(Ui)
⊤
⊥
(
−W⊤i
I
)⊤
P−1i
(
−W⊤i
I
)
(Ui)⊥ ≻ 0. (29)
By Lemma V.1, there exists a controller matrix Θi so that
(15) is satisfied, or, equivalently, so that(
I
U⊤i ΘiVi +Wi
)⊤
Pi
(
I
U⊤i ΘiVi +Wi
)
≺ 0. (30)
To construct such a Θi, let Hi and Ji be non-singular
matrices such that
ViHi =:
(
V¯i 0
)
, UiJi =:
(
U¯i 0
)
,
with V¯i and U¯i having full column rank. Then with Qi :=
J⊤i WiHi, we can rewrite inequality (30) as [25]

I 0
0 I
U¯⊤i ΘiV¯i +Q
11
i Q
12
i
Q21i Q22


⊤(
H⊤i 0
0 J−1i
)
Pi
(
H⊤i 0
0 J−1i
)
︸ ︷︷ ︸
=:Πi
⊤
×


I 0
0 I
U¯⊤i ΘiV¯i +Q
11
i Q
12
i
Q21i Q22

 ≺ 0,
and, hence, as(
Ri
(
I
Ei
)
Si
)⊤
Πi
(
Ri
(
I
Ei
)
Si
)
≺ 0, (31)
with Ei := U¯
⊤
i ΘiV¯i +Q
11
i and
Ri :=


I 0
0 0
0 I
Q21i 0

 , Si :=


0
I
Q12i
Q22i

 .
Now, because Ei is an unrestricted unknown in (31), a
suitable solution is given by Ei = (E2)i(E1)
−1
i [25], with
Fi := col((E1)i, (E2)i) solving the quadratic inequality
F⊤i
(
R⊤i ΠiRi −R⊤i ΠiSi(S⊤i ΠiSi)−1S⊤i ΠiRi
)︸ ︷︷ ︸
=:Ωi
Fi ≺ 0.
(32)
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Let the columns of Fi be vectors that span the eigenspaces of
Γi that are associated with negative eigenvalues, such that (32)
is satisfied. If the resulting (E1)i is singular, one can always
choose a δi > 0 such that (E1)i + δiI is non-singular and(
(E1)i + δiI
(E2)i
)⊤
Ωi
(
(E1)i + δiI
(E2)i
)
≺ 0.
Finally, a suitable controller matrix Θi can then be constructed
by solving the linear equation
U¯⊤i ΘiV¯i = (E2)i ((E1)i + δiI)
−1 −Q11i . (33)
Reconstruction of the distributed controller is summarized
in the following algorithm.
Algorithm VI.1. For each pair (i, j) ∈ Z2[1:L], let Xi, Yi, εi,
(X11ij )P , (Y
11
ij )P , and for each pair (i, j) ∈ Z2[1:L], i > j, let
(X12ij )P , (Y
12
ij )P , be computed to satisfy (18), (19), (20), (21).
For each i ∈ Z[1:L], the synthesis of controller Ci proceeds as
follows:
• Extend the matrices Xi, Yi ∈ Rki×ki to the closed-loop
scales XKi , Y
K
i ∈ R2ki×2ki as defined in (22).
• Construct the matrices (X11ij )PC , (X
12
ij )PC , (X
12
ij )CP ,
and (X11ij )C , (X
12
ij )C to obtain the scale Z
K
i as defined
in (26).
• Construct Pi as defined in (28), satisfying (29).
• Solve the linear equation (33) to obtain a controller
matrix Θi that satisfies (30).
The steps in Algorithm VI.1 require a matrix decomposition,
an eigendecomposition and solving a linear equation, which
are standard linear algebra problems.
VII. NUMERICAL EXAMPLES
To illustrate the distributed H2 controller synthesis method,
we consider a (linear) coupled-oscillator network consisting
of L oscillators. For each node i ∈ Z[1:L], the dynamics are
described by
miθ¨i + biθ˙i = ui −
∑
j∈Ni
kij(θi − θj) + di, (34)
with inertia mi, damping bi and coupling coefficient kij =
kji. The mechanical analogue of a linear coupled-oscillator
network is a network of masses that are interconnected through
linear springs and have linear damping. A typical system that
is modeled as a linear oscillator network is a (linearized) power
network, consisting of generators (mi 6= 0) and loads (mi = 0)
[28], [29]. The local measurement is assumed to be yi := θi
and the performance output is set equal to the state zi :=
xi := col(θi, θ˙i). We use a zero-order hold discretization with
sampling time T = 0.1 seconds for each subsystem and an
approximation eM ≈ I +M , so that each subsystem Pi has
an input/state/output representation (1) with matrices
ATTi =
(
1 T
−∑j∈Ni kijmi T 1− bimi T
)
, ATSi = row
j∈Ni
(
0
kij
mi
T
)
,
ASTi = C
yT
i = col
j∈Ni
(
1 0
)
, ASSi = 0ni×ni ,
P2
P1
P3
C1
C2 C3
Fig. 3: Structure of the oscillator network represented by
a triangle graph (L = 3). Subsystems of the synthesized
distributed H2 controller are depicted in gray.
Fig. 4: State trajectories [xi]1 (green) and [xi]2 (yellow) for
subsystems Pi, controller states [ξi]1 (red) and [ξi]2 (violet)
for controllers Ci, and control inputs ui (black), i ∈ {1, 2, 3}.
BSdi = B
Su
i = 0ni×1, B
Td
i = B
Tu
i = col(0,
T
mi
), CzTi = I2,
CzSi = 02×ni , D
zd
i = D
zu
i = 02×1, D
yd
i = D
yu
i = 0.
Initially, we consider an oscillator network with a triangular
structure, as depicted in Figure 3. The systems’ inertia, damp-
ing and coupling coefficients are m1 = 3, m2 = 1, m3 = 2,
b1 = 2, b2 = 1, b3 = 4 and k12 = k23 = k31 = 1. We aim
for the synthesis of a distributed controller that achieves unit
H2 performance for the controlled network, i.e., we verify
the feasibility of the LMIs in Proposition V.1 for γ := 1. For
εi = 10, we find that the LMIs are feasible using MOSEK
Optimization Suite [30], with
X1 =
(
21.2 −2.38
−2.38 16.4
)
Y1 = 10
−2 ·
(
7.62 −5.21
−5.21 59.9
)
,
X2 =
(
23.5 −1.87
−1.87 19.1
)
, Y2 = 10
−2 ·
(
7.47 −5.27
−5.27 58.6
)
,
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Fig. 5: Interconnection structure of the large-scale oscillator
network (L = 218).
X3 =
(
23.2 0.394
0.394 15.8
)
, Y3 = 10
−2 ·
(
7.46 −5.28
−5.28 58.6
)
,
and (X1112 )P = (X
11
32 )P = −11.68, (X1113 )P = (X1123 )P =
−10.46, (X1121 )P = (X1131 )P = −10.53, (Y 1112 )P = (Y 1113 )P =
−11.44, (Y 1121 )P = (Y 1123 )P = −11.24, (Y 1131 )P = (Y 1132 )P =
−11.23, and (X12ij )P = (Y 12ij )P = 0 for all pairs (i, j) ∈
{(2, 1), (3, 1), (3, 2)}. Since the LMIs are feasible, a dis-
tributed controller that achieves ‖KI‖H2 < 1 exists. We
compute a distributed controller according to Algorithm VI.1,
which results in the controller matrices given in Appendix F.
Simulation of the controlled network with zero disturbance,
with the subsystems’ initial conditions drawn from a normal
distribution N (0, 1) and the controllers’ initial conditions
set identical to zero, results in the trajectories depicted in
Figure 4. We observe that the subsystems’ and controllers’
states asymptotically converge to zero, illustrating asymptotic
stability of the closed-loop system.
Next, we consider a large-scale oscillator network, con-
sisting of L = 218 subsystems, with parameters mi, bi and
kij = kji random variables drawn from uniform distributions
U(2, 3), U(2, 3) and U(1, 2), respectively. The interconnection
structure is described by the graph G, which is visualized in
Figure 5. This graph has 218 vertices and 648 edges. The
goal is to synthesize a distributed controller that achieves
‖KI‖H2 < γ for γ = 1. For each i ∈ Z[1:L], we select εi = 10
and consider the LMIs from Proposition V.1. The correspond-
ing feasibility problem, a semidefinite programming problem
consisting of 873 matrix variables, 2593 scalar variables and
5196 constraints, was solved in 0.73 seconds using MOSEK
Optimization Suite [30] on a PC with a 2.3GHz Intel Core
i5 processor and 16GB memory. The distributed controller is
constructed via the procedure outlined in section VI. For com-
parison, we consider the feasibility problem for a centralized
discrete-time H2 controller via the methodology in [13], for
the same oscillator network. The corresponding semidefinite
programming problem is considerably larger, consisting of
2 matrix variables (size: 1962 × 1962 and 1308 × 1308)
(a) (b)
Fig. 6: State trajectories of the controlled subsystems Pi, i ∈
Z[1:218], for d = 0.
(a) (b)
Fig. 7: State trajectories of the local controllers Ci, i ∈ Z[1:218],
for d = 0.
and 595031 constraints. We found that the centralized H2
feasibility problem is computationally intractable on the same
computer, due to insufficient memory.
Interconnection of PI with the computed distributed con-
troller CI results in the interconnected system KI , which is
asymptotically stable and ‖KI‖H2 = 0.80. For simulation of
the interconnected closed-loop system, we draw all subsys-
tems’ initial conditions from a normal distribution N (0, 1)
and all controllers’ initial conditions are set identical to zero.
A plot of the subsystems’ state components [xi]1 and [xi]2,
is provided in Figure 6a and 6b, respectively. Figure 7a and
7b show the state components of the distributed controller, for
each controller Ci, i ∈ Z[1:218].
For illustration of the controlled network’s ability to reduce
output variance in the case of stochastic disturbance signals,
we initialize the system with x(0) = 0, ξ(0) = 0, and apply
signals di, that are mutually uncorrelated Gaussian white-noise
processes with unit variance. Asymptotically, the obtained
H2 norm for the controlled network is directly related to
the output variance through limk→∞ Ez
⊤(k)z(k) = ‖KI‖2H2
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Fig. 8: Disturbances di (gray) and corresponding performance
output components [zi]1 and [zi]2 (coloured), i ∈ Z[1:218].
[13]. This stochastic interpretation gives rise to the assessment
of the variance of the output on a finite interval. Figure 8
shows the two components of all performance outputs zi,
i ∈ Z[1:218], which illustrate a significant attenuation of the
stochastic disturbances by the distributed controller.
VIII. CONCLUSIONS
We have developed sufficient conditions for well-posednes,
stability and H2 performance of discrete-time linear intercon-
nected systems. Based on the analysis conditions, existence
conditions were derived for a structured dynamic output-
feedback controller that achieves a desired H2 performance
level when interconnected with the plant. Reconstruction of
the distributed controller proceeds along the same steps for
dissipativity-based approaches to the continuous-time [7] and
discrete-time [12] H∞, and continuous-time [17] and discrete-
time H2 distributed-control problems. For completeness, we
have provided a decentralized procedure for controller recon-
struction that requires computing the solution to two standard
eigenvalue problems and a linear equation for each local
controller. We applied the developed synthesis method to a
large-scale network consisting of 218 coupled oscillators, to
illustrate the applicability and computational tractability of our
solution to the discrete-time distributed H2 control problem.
APPENDIX A
PROOF OF LEMMA II.1
By Parseval’s theorem we infer that
‖Σ‖2H2 = trace
(
1
2π
∫ π
−π
T ∗(eiω)T (eiω) dω
)
= trace
(
D⊤D +
∞∑
k=0
B⊤(Ak)⊤C⊤CAkB
)
= trace
(
D⊤D +B⊤MB
)
,
with M :=
∑∞
k=0(A
k)⊤C⊤CAk  0 the observability
Gramian, that satisfies the matrix equation
A⊤MA−M + C⊤C = 0.
APPENDIX B
PROOF OF PROPOSITION II.1
We first show (i) ⇒ (ii). Since Σ is AS, there exists P ≻ 0
so that A⊤PA−P ≺ 0. Then by Lemma II.1, there exists an
ε ∈ R>0 so that X := M + εP satisfies
traceB⊤XB +D⊤D
= traceB⊤MB +D⊤D + εB⊤PB < γ2,
with M  0 so that A⊤MA−M +C⊤C = 0. Hence, X ≻ 0
and
A⊤XA−X + C⊤C
= A⊤MA−M + C⊤C + ε(A⊤PA− P ) ≺ 0.
Next, we show (ii) ⇒ (i). If (ii) is true, then there exists a
matrix Γ so that
0 = A⊤XA−X + C⊤C + Γ⊤Γ
= A⊤XA−X +
(
C
Γ
)⊤(
C
Γ
)
.
Hence, with TΓ(z) := Γ(zI −A)−1B, we use Lemma II.1 to
conclude that
γ2 > ‖col(T, TΓ)‖2H2
=
1
2π
∫ π
−π
T ∗(eiω)T (eiω) + T ∗Γ(e
iω)TΓ(e
iω) dω
≥ ‖T ‖2H2,
which concludes the proof.
APPENDIX C
CLOSED-LOOP MATRICES IN COROLLARY III.1
(Z11i )P := − diag
j∈Z[1:L]
(X11ij )P , (Z
22
i )P := diag
j∈Z[1:L]
(X11ji )P ,
(Z12i )P := diag
(
− diag
j∈Z[1:i]
(X12ij )P , diag
j∈Z[i+1:L]
(X12ji )
⊤
P
)
,
(Z11i )C := − diag
j∈Z[1:L]
(X11ij )C , (Z
22
i )C := diag
j∈Z[1:L]
(X11ji )C ,
(Z12i )C := diag
(
− diag
j∈Z[1:i]
(X12ij )C , diag
j∈Z[i+1:L]
(X12ji )
⊤
C
)
,
(Z11i )PC := − diag
j∈Z[1:L]
(X11ij )PC , (Z
22
i )PC := diag
j∈Z[1:L]
(X11ji )PC ,
(Z12i )PC := diag
(
− diag
j∈Z[1:i]
(X12ij )PC , diag
j∈Z[i+1:L]
(X12ji )
⊤
CP
)
,
(Z12i )CP := diag
(
− diag
j∈Z[1:i]
(X12ij )CP , diag
j∈Z[i+1:L]
(X12ji )
⊤
PC
)
.
APPENDIX D
H∞ NORM FOR DISCRETE-TIME SYSTEMS
Let ℓm2 be the set of all Lebesgue measurable functions
d : N→ Rm for which [31]
‖d‖2ℓ2 :=
∞∑
k=0
‖d(k)‖2 <∞.
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Definition D.1. The H∞ norm of an AS system Σ is defined
by
‖Σ‖H∞ := sup
06=d∈ℓm2
‖Td‖ℓ2
‖d‖ℓ2
.
APPENDIX E
NOTIONS FOR CONTINUOUS-TIME SYSTEMS
Consider a linear continuous-time system ΣR described by
an input/state/output representation
ΣR :
{
x˙(t) = Ax(t) +Bd(t),
z(t) = Cx(t) +Dd(t),
with state variable x : R → Rn, (disturbance) input variable
d : R→ Rm and output variable z : R→ Rp.
Definition E.1. System ΣR is called asymptotically stable (AS)
if for each ε > 0, there exists δ(ε) so that, for d = 0,
‖x(0)‖ < δ ⇒ ‖x(t)‖ < ε, ∀k ≥ 0
and
x(0) ∈ Rn ⇒ ‖x(t)‖ → 0 as k →∞.
Consider the transfer function TR(s) := C(sI−A)−1B+D
of ΣR.
Definition E.2. The H2 norm of an AS system ΣR with D = 0
is defined by
‖ΣR‖H2 :=
(
1
2π
trace
∫ ∞
−∞
T ∗
R
(iω)TR(iω) dω
) 1
2
.
Let Lm2 be the set of all Lebesgue measurable functions
d : R→ Rm for which [31]
‖d‖2L2 :=
∫ ∞
0
‖d(t)‖2 dt <∞.
Definition E.3. The H∞ norm of an AS system ΣR is defined
by
‖ΣR‖H∞ := sup
06=d∈Lm2
‖TRd‖L2
‖d‖L2
.
APPENDIX F
CONTROLLER MATRICES FOR THE TRIANGULAR OSCILLATOR NETWORK
Θ1 =


5.48 · 10−13 −1.27 · 10−13 −1.73 · 10−12 8.44 · 10−13 −160.0 162.0 −0.025 0.0309 −1.84
2.39 · 10−13 −8.68 · 10−14 −4.03 · 10−13 1.03 · 10−13 −25.5 27.6 −0.0131 0.0162 0.669
−2.34 −21.4 41.0 150.0 −7399.0 8077.0 10.7 112.0 1244.0
−22.5 −105.0 38.4 −108.0 −3.77 · 104 4.25 · 104 6.15 117.0 5800.0
24.9 126.0 −79.3 −42.1 4.45 · 104 −5.02 · 104 18.5 102.0 −6977.0
−104.0 −40.1 −108.0 22.3 −4.8 · 104 5.15 · 104 −115.0 17.2 2733.0
151.0 −39.6 −16.3 1.17 4.28 · 104 −4.34 · 104 −109.0 9.8 1233.0
−47.1 79.7 125.0 −23.4 5700.0 −8333.0 −108.0 8.34 −4022.0
−7.31 · 10−11 2.11 · 10−13 1.13 · 10−10 −5.62 · 10−12 3933.0 −4588.0 53.0 −65.7 −883.0


,
Θ2 =


1.54 · 10−12 −2.15 · 10−12 −1.56 · 10−12 1.06 · 10−12 60.5 42.0 −0.04 0.0426 −26.1
2.66 · 10−13 −3.85 · 10−13 −2.94 · 10−13 1.52 · 10−13 9.49 8.18 −0.0283 0.0302 −3.53
0.81 84.7 58.0 −92.5 −9577.0 −9444.0 2.26 −104.0 191.0
−2.13 18.3 23.8 135.0 −1944.0 −1733.0 −2.75 −99.0 −53.2
1.32 −103.0 −81.8 −42.4 1.13 · 104 1.13 · 104 −11.8 −89.4 −113.0
72.5 71.5 −93.0 7.87 −1.75 · 104 −1.53 · 104 −91.4 −2.53 3744.0
−138.0 1.94 −3.75 −1.78 1.79 · 104 1.38 · 104 −99.0 5.45 −6888.0
65.5 −73.5 96.7 −6.09 −617.0 1577.0 −102.0 9.11 3166.0
−1.3 · 10−11 2.2 · 10−11 1.42 · 10−11 −3.05 · 10−12 −503.0 −512.0 47.5 −51.6 −23.4


,
Θ3 =


−6.25 · 10−13 −1.02 · 10−12 −4.26 · 10−12 −2.89 · 10−12 −90.4 122.0 −0.0548 −0.0553 −53.3
−1.84 · 10−13 −1.61 · 10−13 −6.62 · 10−13 −4.49 · 10−13 −14.6 17.6 −0.0209 −0.0211 −7.09
−0.975 115.0 −42.9 −64.2 1.36 · 104 −1.31 · 104 3.64 103.0 354.0
1.55 −2.52 10.3 138.0 −211.0 −110.0 −1.12 98.0 108.0
−0.575 −113.0 32.6 −74.0 −1.37 · 104 1.32 · 104 −5.83 93.3 −515.0
−56.5 −40.2 −120.0 8.83 −1.6 · 104 1.9 · 104 92.6 −4.34 −6044.0
−81.4 35.4 106.0 −6.37 −1.2 · 104 1.65 · 104 94.2 −2.83 −8399.0
138.0 4.81 13.4 −2.46 2.78 · 104 −3.55 · 104 107.0 10.4 1.44 · 104
−2.5 · 10−12 1.63 · 10−11 5.05 · 10−11 2.11 · 10−11 847.0 −850.0 51.9 53.0 −109.0


.
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