Abstract. Well-ordered porous materials are very promising in orthopedics since they allow tailoring the mechanical properties. Finite element (FE) analysis is commonly used to evaluate the mechanical behavior of well-ordered porous materials. However, FE results generally differ importantly from experimental data. In the present article, three types of manufacturing irregularities were characterized on an additive manufactured porous titanium sample having a simple cubic unit-cell: strut diameter variation, strut inclination and fractured struts. These were included in a beam FE model. Results were compared with experimental data in terms of the apparent elastic modulus (Eap) and apparent yield strength (SY,ap). The combination of manufacturing irregularities that yielded the closest results to experimental data was determined. The idealized FE model resulted in an Eap one order of magnitude larger than experimental data and a SY,ap almost twice the experimental values. The strut inclination and fractured struts showed the strongest effects on Eap and SY,ap, respectively. Combining the three manufacturing irregularities produced the closest results to experimental data. The model also performed well when applied to samples having different structural dimensions. We recommend including the three proposed manufacturing irregularities in the FE models to predict the mechanical behavior of such porous structures.
Introduction
Well-ordered porous metallic materials, also known as lattice materials, are formed by an arrangement of struts at the mesoscale. These structured materials are very promising in aerospace industry (Heo et al. 2013, Spadoni and Ruzzene 2007) , heat transfer (Kumar et al. 2009 , Maloney et al. 2012 or shock absorption (Harrigan et al. 2010) , but specially in orthopedic applications Pasini 2013, Parthasarathy et al. 2011) . The mechanical properties of these materials are dependent on the mesoscale shape (i.e., diamond, simple cubic, etc.) and dimensions (strut and pore diameters, porosity, etc.), thus can be tailored for specific needs (Luxner et al. 2005) . Moreover, mechanical properties can be varied throughout a piece, making possible to Corresponding author, Ph.D. Student, E-mail: fernandojquevedo@gmail.com a Professor, E-mail: natalia.nuno@etsmtl.ca produce "functionally graded implants" that reduce stress shielding and interfacial failure risk (Arabnejad and Pasini 2012 , Kuiper and Huiskes 1997 , Fraldi et al. 2010 .
Finite element (FE) modeling is a powerful tool to these design lattice materials, since overall (at the macroscale) and local (at the mesoscale) mechanical behaviors can be obtained with the required level of detail. However, the mechanical behavior (in terms of the apparent elastic modulus E ap ) predicted with FE models generally differ importantly from experimental data, especially in the case of metallic lattice materials. For instance, for well-ordered porous titanium material with simple cubic (SC) unit-cell produced by Electron Beam Melting (EBM), Parthasarathy et al. (2011) predicted as much as 10 times stiffer response with FE models (E ap between 20 and 30 GPa) than experimental data (E ap from 2.13 to 2.92 GPa) for porosities ranging from approximately 51% to 70%.
For other unit-cell geometries at the mesoscale, these differences are smaller. For instance, for body centered cubic (BCC) unit-cell, Smith et al. (2013) found around 15% difference between numerical and experimental values of E ap . For diamond (D) unit-cell geometry, Ahmadi et al. (2014) reported 15% difference and Herrera et al. (2014) an average of 27.5%. For an optimized unit-cell, Barbas et al. (2012) found a maximum difference of around 25% between FE and experimental E ap .
The discrepancies between computational and experimental results may be caused by the manufacturing irregularities present on the physical samples, but that are usually not simulated in the FE models (Campoli et al. 2013 ). In addition, most studies consider only perfectly elastic material, instead of an elastic-plastic behavior which also contributes to enlarge the differences. In this way, some parametric studies exist about the relationship between the irregularities and the mechanical behavior of well-ordered porous materials (Chen et al. 1999 , Zhu et al. 2001 , Adjari et al. 2008 , Alkhader and Vural 2008 , Luxner et al. 2009 , showing the influence of irregularities in the mechanical response.
However, very few authors have compared FE results for well-ordered porous materials including irregularities with experimental data. Campoli et al. (2013) considered the effect of strut diameter variation and material micro-porosities at the fused solid scale of titanium porous material, with results that were closer to experimental data. Hazlehurst et al. (2013) assumed that 50% of the elements of a continuum FE model of CoCrMo had reduced stiffness, obtaining a stiffness decrease of around 66% compared to an idealized model. Karamooz Ravari and Kadkhodaei (2015) obtained the equivalent material properties of an irregular strut of 316L stainless steel and applied them to an idealized beam FE model of a BCC unit-cell, resulting in an E ap that was approximately 91% of the experimental values. However, except from Campoli et al. (2013) (who directly used measured values for the strut diameter variation), in the aforementioned studies, the E ap decrease from the FE model was not obtained by the direct implementation of manufacturing irregularities measured on physical samples.
Therefore, the aim of this paper is to develop a simple approach to include the geometrical irregularities in a FE model based on observations to predict the mechanical behavior of wellordered porous metallic materials. These geometrical irregularities are inherent to rapid manufacturing process of these materials. The objectives were to determine these irregularities directly from measurements of a physical sample made by EBM, and to include them in a beam FE model. To verify the validity of the proposed FE model, numerical results were compared to experimental data in terms of the apparent elastic modulus under compression (E ap ) and the apparent yield strength (S Y,ap ).
Materials and methods

Experimental data
Fabrication and mechanical testing were done at the Biomechanics Institute of Valencia (IBV, Spain). The most important details of the experimental procedure are depicted below. More details may be found in (Petrović et al. 2012) .
The unit-cell and the macroscopic sample used by (Petrović et al. 2012) are shown in Fig. 1 . At the mesoscale, simple cubic unit-cell with cylindrical struts was chosen ( Fig. 1(a) ). At the macroscale, samples had cubic shape and 10 unit-cells by side ( Fig. 1(b) ).
Three different sample sets with 5 samples per set (15 samples in total) of well-ordered Ti6Al4V porous material were fabricated by Electron Beam Melting (EBM). Design and measured diameters of struts (ϕ S ) and pores (ϕ P ) are shown in Table 1 . Samples are referred to as "S" followed by the strut diameter, and "P" followed by the pore diameter (i.e., S450P700, for ϕ S =450 µm ϕ P =700 µm). Sample marked in bold (S450P700), is used for further characterization of the other manufacturing irregularities. 
FE modeling
Three types of geometrical irregularities due to the manufacturing process of the porous materials were identified at the mesoscale ( Fig. 2 ): strut diameter variation; strut inclination; and fractured (or nearly fractured) struts. These irregularities were implemented in the FE model by altering an idealized model (without manufacturing irregularities). In total, 8 different FE models were created and simulated in ANSYS v14.5: i) the idealized model, ii) three models including the manufacturing irregularities separately, iii) four models including the possible combinations of manufacturing irregularities.
Material was modeled as bilinear elastic-plastic, based on Ti6Al4V-ELI data provided by the powder manufacturer (ARCAM AB.). An elastic modulus of E=120 GPa, a Poisson's ratio of v=0.3, and a hardening modulus of K=1.4 GPa were used. Struts were modeled as in (Quevedo González and Nuño 2015), using straight lines and meshed with 3-node Timoshenko beam elements with circular cross-section and quadratic displacement behavior, which allow modeling moderately thick struts. A mesh sensitivity analysis showed that at least 2 elements (sharing a common node) were needed to mesh each strut. This resulted in 7260 elements for the idealized model.
Rigid surfaces (top and bottom) were used to simulate the experimental load application. Bonded contact (i.e., no sliding permitted) was considered, and pure Lagrange multiplier method was used. The bottom surface was fixed in all directions. A vertical displacement (i.e., normal to the surface) of 1.2 mm, similar to the one observed experimentally, was applied to the top surface.
Characterization and implementation of manufacturing irregularities in the FE model
A non-tested sample from the set S450P700 (ϕ S =450 µm; ϕ P =700 µm) was used. The three manufacturing irregularities and their implementation in the FE model are described below.
Strut diameter variation
The strut diameter was assumed to vary according to a normal distribution. The mean strut diameter for each sample set (µ D ) was taken as measured in the previous study of Petrović et al. (2012) . Values are shown in Table 1 . The maximum strut diameter variations were defined based on the maximum powder size, being of 100 µm, as schematized in Fig. 3 : the maximum diameter is obtained when 2 powder particles are attached to the strut, whereas the minimum strut diameter is generated when 2 particle powders are not present. Therefore, a maximum diameter variation equal to 2 times the maximum powder size was assumed (i.e., µ D ±200 µm).
For the FE simulations, 9 circular beam cross-sections were created in ANSYS. Each crosssection accounted for diameters within ±25 µm (50 µm span) around its diameter value (Fig. 4) . Each strut was then assigned with a random diameter value (ϕ rand ), issued from a normal distribution with a standard deviation of σ=75 µm (225/3 µm), chosen so that 99.8% of the values fell within µ D ±225 µm. Each assigned diameter was converted to the section number (S n , from 1 to 9), according to Eq. (1). 1 50 
Strut inclination
First each strut was approximated by a straight line. Then, the strut inclination angle (Sinc) was measured between this line and the coordinate axes for each non-fractured strut. Each sample face consists of 10 pores thus 11 struts in each direction, making at most 220 measures per face and 1320 for the entire sample. Measures were repeated twice and statistical analyses were performed to verify the repeatability of the measure (T-Student).
For the FE simulations, the extreme keypoints of each line K 1 , K 2 , K 1 ', K 2 ' were shifted a random distance (Δ), issued from a normal distribution. For this purpose, the measured minimum, mean, maximum, and standard deviation inclination angles (θ) were converted to the corresponding Δ as shown in Fig. 5 . The same Δ was assumed in each direction, for a given inclination angle.
Fractured struts
The number of fractured struts (Sfr) was manually counted for each of the 6 faces of the nontested S450P700 sample. The percentage of fractured struts (%Sfr) was obtained dividing the count of fractured struts by the total number of struts (220 for each face). In the FE model, each strut was randomly assigned a value between 0 and 1, issued from a uniform distribution. Struts assigned with a number larger than the percentage of fractured struts (%Sfr) were eliminated.
Finite element analyses
The 8 FE models of the sample S450P700 were simulated in ANSYS and the forcedisplacement curve was obtained. Then, the σ ap -ε curve was computed by dividing the force and displacement by the apparent area and length of the samples, respectively. The E ap was computed as the slope of the linear zone of the σ ap -ε curve, and the S Y,ap by a parallel line at 0.2% strain. Due to their random nature, each model including manufacturing irregularities was simulated 5 times and results were averaged. FE results were compared with the experimental data in terms of E ap and S Y,ap . The model that yielded the closest results to experimental data was applied to the other two sample sets (S450P600 and S450P800) comparing the results with experimental data. Table 2 presents the strut inclination (Sinc) and fractured struts (Sfr) manufacturing irregularities measured on the sample S450P700. One face was discarded from the results due to the high irregularities present, thus 5 of the 6 faces of the non-tested sample were used for the characterization. Values correspond to the average of 5 faces.
Results
Characterization of manufacturing irregularities
For Sinc, no statistical significant difference was found between the two measurements, indicating the repeatability of the measures.
As what concerns the strut diameter variation (Dvar), the mean value, as measured by Petrović et al. (2012) , is shown in Table 1 . Then, as explained in section 2.2.1, a maximum Dvar of ±200 µm was considered, and a standard deviation of 75 µm was used for the normal distribution.
Finite element analyses
First, results corresponding to the simulation of the idealized model and the 7 models including manufacturing irregularities are presented and compared with experimental data, for the sample S450P700. Then, the model that yielded the closest results to experimental data was used to analyze the other two sample sets (S450P600 and S450P800). Fig. 6 shows, for set S450P700, the stress-strain (σ ap -ε) curves corresponding to the simulations of the idealized model (from n=1 simulation), the 7 models including the manufacturing irregularities (average curves from n=5 simulations) and the experimental tests (average curve from n=5 tests). The experimental σ ap -ε curve (thick black, without markers) shows an initial concave zone (between ε=0 and ε0.03), followed by an apparently linear zone, and then a progressive transition to a lower slope zone (for ε0.08). The idealized FE model (thin, stripped black without markers) behavior is very different, with larger stress values and a marked transition from the linear elastic to the linear plastic zone (for ε0.01).
Influence of the three geometrical irregularities for set S450P700
Including Dvar (dark blue with " " markers) or Sfr (red with " " markers) irregularities separately, result in similar curves to the idealized model, with lower stress values (especially for Sfr) and less drastic elastic to plastic transition. However, the Sinc irregularity (green with " " markers) produces a drastic change of the σ ap -ε curve which becomes more similar to the experimental curve: an initial concave zone (from ε=0 to ε0.015) followed by an approximately linear zone and a progressive transition to a zone with lower slope (for ε0.04). Therefore, Sinc is the most influent irregularity. When Dvar is combined either with Sfr (violet with " " markers) or with Sinc (turquoise with " " markers), curves are similar to those obtained considering only Sfr or Sinc, respectively. Therefore, Dvar is the less influent irregularity.
The combination of Sfr with Sinc (yellow with " " markers) or the three manufacturing irregularities (grey " " markers) yield the closest results to the experimental data. Fig. 7 presents, for set S450P700, the apparent elastic modulus (E ap , hatched bars) and yield strength (S Y,ap , plain bars), corresponding to the simulations considering the idealized model (n=1), the 7 models including manufacturing irregularities (n=5) and the experimental tests (n=5). The standard deviation is plotted as error bars. Values corresponding to S Y,ap are indicated in MPa while those corresponding to E ap are in GPa. Fig. 6 Apparent stress-compressive strain (σ ap -ε) curves for the set S450P700 obtained with the idealized model, the different combinations of manufacturing irregularities, and the experimental tests. Statistical tests (one-factor ANOVA) revealed that the S Y,ap differences between the four models including Sfr were not statistically significant at a significance level of 0.05 (i.e., the four models can be considered as equivalents for the S Y,ap ).
The computed E ap using the idealized model (35.16 GPa) is more than 10 times larger than the experimental observations (2.82±0.21 GPa). Considering Dvar (E ap =33.03±0.17 GPa) or Sfr (E ap =22.1±1.07 GPa) separately reduces E ap , but values remain one order of magnitude larger Fig. 7 E ap and S Y,ap obtained with the idealized model, the different combinations of manufacturing irregularities, and the experimental tests for the set S450P700. Dvar: diameter variation; Sfr: fractured struts; Sinc: inclined struts; Exp: experimental than experimental data. When Sinc is considered alone, computed E ap (8.33±0.25 GPa) is of the same order of magnitude than the experimental measurements. When Dvar and Sinc (E ap =9.18±0.42 GPa) are combined, slightly larger E ap values than considering Sinc alone are predicted. When Dvar and Sfr are combined (E ap =21.83±0.48 GPa), E ap is close to when Sfr is considered alone. When Sinc is combined with other manufacturing irregularities, results are smaller and always close to considering Sinc alone, therefore this irregularity shows the strongest effect on E ap . The best results are also obtained when the three manufacturing irregularities are combined (E ap =5.41±0.41 GPa).
Statistical tests (T-Student) revealed that the differences between all models are statistically significant except for the Sfr (E ap,comp =22.1±1.07 GPa) and Dvar combined with Sfr (E ap =21.83±0.48 GPa), which can be assumed to produce equivalent results in terms of E ap .
Simulation of the other sample sets
The methodology developed to include the three manufacturing irregularities (Dvar, Sfr and Sinc) was applied to the other two sample sets (S450P600 and S450P800). The Sinc and Sfr values Fig. 8 Comparison of S Y,ap (plain bars) and E ap (hatched bars) obtained from experimental tests (Exp) and from FE simulations including the three manufacturing irregularities (Sim) for the three sets (S450P600, S450P700 and S450P800) were assumed to be the same as for the measured sample (S450P700). The strut and pore diameter values were taken from Petrović et al. (2012) and are shown in Table 1 . Fig. 8 shows, for the three sample sets, the comparison of S Y,ap (plain bars) and E ap (hatched bars) computed with the FE model (marked as "Sim") and the experimental values (marked as "Exp"). The standard deviation is plotted as error bars. Values corresponding to S Y,ap are indicated in MPa while those corresponding to the E ap are in GPa.
S Y,ap computed numerically is larger than experimental data for the sets S450P600 (197±5.82 MPa and 174±3.97 MPa, respectively) and S450P700 (157±7.29 MPa and 146±2.48 MPa, respectively). However for set S450P800 (i.e., the largest porosity), larger S Y,ap values were obtained experimentally (123±3.06 MPa) than computationally (95±4.09 MPa). Maximum difference is obtained for set S450P800 and minimum difference for set S450P700, which is the sample used for the characterization of irregularities.
Regarding E ap , although the numerical values obtained are larger, they are of the same order of magnitude than experimental values for all three sets. Set S450P600 (i.e., smallest porosity) shows the maximum difference between computed (7.61±0.64 GPa) and experimental E ap (3.15±0.05 GPa). Set S450P800 (largest porosity) shows the minimum difference between computed (3.65±0.26 GPa) and experimental E ap (2.57±0.44 GPa).
Discussion
In the present study, three manufacturing irregularities obtained from direct observations (strut inclination, strut diameter variation and fractured strut) were characterized on an EBM-produced sample of well-ordered porous metallic material. An idealized model and models including different combinations of these manufacturing irregularities were simulated using FE models. The results were compared with experimental data in terms of the apparent stress-strain curve (σ ap -ε), the apparent elastic modulus (E ap ) and the apparent yield strength (S Y,ap ).
For the sample S450P700 (strut diameter of 450 µm and pore diameter of 700 µm), including the three manufacturing irregularities in the FE models resulted in a predicted σ ap -ε curve similar to the experimental one. In addition, the E ap was reduced compared to an idealized model from 35.16 GPa to 5.41±0.41 GPa which is a value close to the experimental one of 2.82±0.21 GPa. The same was observed for the S Y,ap , which decreased from 263 MPa to 157±7.29 MPa, much closer to the experimental value of 146±2.48 MPa. The combination of the three manufacturing irregularities also produced close results to the experimental values when applied to the other sets (S450P600 and S450P800), confirming the applicability of the developed model for the range of strut and pore sizes tested.
These results are in accordance with previous works considering manufacturing irregularities: (Campoli et al. 2013) , (Hazlehurst et al. 2013 ) who found a reduction of E ap from 16.03 to 5.37 GPa; and (Karamooz Ravari and Kadkhodaei 2015), who found an E ap that was around 91% of the experimental one. However, in this last case the chosen unit-cell (BCC) already showed a small difference between numerical and experimental results (around 15%) without considering manufacturing irregularities (Smith et al. 2013) .
The strut inclination (Sinc) was the most influent manufacturing irregularity on the computed σ ap -ε curve and on E ap . This is in accordance with Luxner et al. (2009), Alkhader and Vural (2008) , and with (Ashby 2006 ) who observed a 10 times difference in E ap between stretch and bending dominated porous materials. Perfectly aligned struts carry the load axially, however for inclined struts the load is no longer aligned with their axis, which induces bending of the struts (Luxner et al. 2007 ) and consequently reduces the overall stiffness and strength (Alkhader and Vural 2008) .
The fractured struts (Sfr) was the most determinant manufacturing irregularity influencing S Y,ap . This is in accordance with Chen et al. (1999) . When fractured struts are present, their load is distributed between the surrounding struts which become more solicited thus yielding earlier.
Additional investigation is needed to understand why the numerically computed S Y,ap for set S450P800 is smaller than the experimental one. It is not clear whether it is due to the larger pore size (i.e., more slender struts) for which bending effects are more important; or to the difference in the measured strut diameter compared to the two other sets. As shown in Table 1 , sets S450P600 and S450P700 have similar strut diameters: 648 and 666 µm, respectively; however set S450P800 shows considerably smaller strut diameter, almost 100 µm smaller (577 µm). Also, additional studies are required to assess the performance of the proposed model under different loading conditions, such as bending and torsion.
In the present work we showed that not taking into account the manufacturing irregularities in the FE models lead to an overestimation of the mechanical properties of well-ordered porous materials. This may negatively impact the design of implants made with porous materials (Parthasarathy et al. 2011 , Xiao et al. 2013 . The proposed methodology is a simple way to measure and simulate manufacturing irregularities from a physical sample and this is precisely its strength. The results of the present study show that good agreement between numerical and experimental results can be obtained with little characterization and modeling effort. However, this study showed some limitations. First only one sample was used for the characterization of manufacturing irregularities, which were assumed to be similar for the other samples and were measured on exterior faces. Second, little data corresponding to the strut diameter variation was available and the standard deviation of the diameter was assumed to be 75 µm based on geometrical considerations. Third, although statistical tests showed no influence, hand measures may be subjective since measured twice by the same person.
Conclusions
In this study, a simple methodology to characterize and include the most noticeable manufacturing irregularities in the FE models of well-ordered porous materials was presented.
• Manufacturing irregularities may explain the lack of agreement between experimental data and numerical simulations.
• The inclination of struts plays a critical role in the outcomes of the apparent elastic modulus.
• The fractured struts play a critical role in the outcomes of the apparent yield strength.
• We recommend including strut diameter variation, inclined struts and fractured struts in the FE models in order to better predict the mechanical behavior of well-ordered porous materials for implant applications.
