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ABSTRACT
Context. The stellar halo holds some of the best preserved fossils of Galactic formation history that can be detected as overdensities.
The detection and analysis of merger by-products within the halo enables the reconstruction of the accretion history of the Milky Way.
Upcoming large-scale all-sky surveys such as Gaia and The Large Synoptic Survey Telescope (LSST) will provide a huge and rich
data set, which at the same time poses challenges for automated halo debris detection.
Aims. We investigate the overdensity detection algorithm Ordering Points To Identify the Clustering Structure (OPTICS) as a method
to identify tidal debris in the Galactic halo with large-scale surveys, as well as the variant FOPTICS which is capable of handling data
sets with multi-dimensional uncertainty ellipsoids.
Methods. We applied OPTICS to the a simulated Galactic stellar Halo to assess the detection performance. Additionally, we tested
the performance of FOPTICS is tested by introducing uncertainty ellipsoids to the 6D phase space of two test cases. We present the
Jaccard index as an alternative way to test the stability of halo debris overdensity detections without the need for a local background
density estimate.
Results. We optimized the OPTICS overdensity detection algorithm so that it has a slightly superlinear run-time complexity, making
the method suitable for large-scale surveys. Our test on a mock galactic halo in 6D phase space shows an excellent capability to not
only detect the compact dense clusters, but also the larger streams that cover a significant part of the sky. The output of OPTICS, the so-
called 2D reachability diagram, proved to be a very useful tool to grasp the size, density, and substructure of the overdensities without
needing to resort to complex projections of the 6D phase space. Using FOPTICS, we show the effects of introducing uncertainty
ellipsoids in the 6D phase space on the retrieved tidal streams, and how the detectability of a cluster depends on whether its size and
density is sufficiently large to overcome the effects of the uncertainties on the attributes.
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1. Introduction
Following the discovery of a “large, extended group of co-
moving stars in the direction of the Galactic Center” by
Ibata et al. (1994), and the advent of large all-sky photomet-
ric surveys such as SDSS and 2MASS, the search for galac-
tic merger remnants has boomed. These merger by-products,
in the form of stellar streams, stellar overdensities and glob-
ular clusters, are the results of gravitationally disrupted satel-
lites and are ubiquitous in hierarchical cosmological simulations
(Bullock & Johnston 2005; Helmi 2008; Johnston et al. 1996;
Bullock et al. 2001). The detection of these stellar streams, stel-
lar overdensities, and globular clusters with narrow extended
tails, provides evidence that the stellar halo is abundantly struc-
tured. Furthermore, the existence of such structures indicates
that the Milky Way has undergone an extensive accretion his-
tory during its formation (Helmi 2008). The continued detection
and analysis of merger by-products within the halo will enable
the reconstruction of the accretion and formation history of the
Milky Way, in the near future.
While the visual detection of merger remnants has been ex-
ceedingly successful, the shear volumes of data which are ex-
pected to become available in the immediate future will make
visual inspection no longer feasible. Large-scale all-sky surveys
such as Gaia (Perryman 2002), LSST (Ivezic´ et al. 2008), and
SkyMapper (Keller et al. 2007) are expected to deliver unprece-
dentedly large and more complex data sets, exceeding six-plus
dimensions for billions of stars. The seemingly overwhelming
task to detect stellar overdensities in the stellar halo in multiple
observational dimensions has began its migration toward auto-
mated data mining techniques.
Although many cluster detection algorithms exist in the
field of data mining, many of them do not meet the require-
ments for halo overdensity detection. For the latter, no a pri-
ori information on the number of overdensities is available;
overdensities may not be linearly separable, need not be com-
pact, can be stream-like, can show substructure, and are al-
ways embedded in a background that shows a density gra-
dient. Moreover, the search is preferably done in more than
three dimensions and the number of stars involved can easily
be more than several million, putting strong constraints on the
computational performance. To meet these challenges, several
dedicated clustering algorithms have been developed and pub-
lished in the astronomical literature; see for example, ISODEN
(Pfitzner et al. 1997), SUBFIND (Springel et al. 2001), 6DFOF
(Diemand et al. 2006), HSF (Maciejewski et al. 2009), ENLINK
(Sharma & Johnston 2009), and ROCKSTAR (Behroozi et al.
2013). For a comparison of several of the above mentioned algo-
rithms, see Knebe et al. (2011) and Elahi et al. (2013).
In this paper we assess the performance of two closely
related algorithms for overdensity detection in the Galactic
halo. The first, Ordering Points To Identify the Cluster-
ing Structure (OPTICS) is a multi-dimensional hierarchical
density-based clustering algorithm developed originally by
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Ankerst et al. (1999) with the ability to detect clusters with
large density variations against a background. As such, OPTICS
is specifically designed to detect overdensities against a non-
uniform background, small-scale substructures in large-scale
overdensities, and irregular shaped clusters such as streams and
clouds. Secondly, Fuzzy Ordering Points To Identify the Clus-
tering Structure (FOPTICS) is a generalized version of OPTICS
that was developed by Kriegel & Pfeifle (2005), which enables
the clustering of fuzzy data sets: i.e. data sets whose objects are
defined by means of probability density distributions rather than
infinitely precise point sources.
Given that so many overdensity detection algorithms are al-
ready available, why is there a need to introduce yet another one?
There are two aspects in which the current algorithms in the as-
tronomical literature often underperform and in which OPTICS
makes significant progress. The first aspect concerns a compre-
hensive visualization of the overdensities. Although such a visu-
alization is not strictly necessary to detect overdensities, it makes
the analysis far easier and practical. As a hierarchical clustering
algorithm, OPTICS output (a reachability diagram) is similar to
the classic dendrogram. Such a reachability diagram allows the
arrangement of structure and substructure of halo overdensities
in a six-dimensional phase space to be visualized in a compre-
hensive two-dimensional representation.
The second aspect, which is more important astrophysically,
OPTICS can be adapted in a natural way to include uncertain-
ties of the attributes, giving rise to FOPTICS. In the case of the
Galactic halo, for example, the position in the sky is (usually)
more accurately known than the distance of the star, especially
for the outer halo. The velocity components can have a larger
relative uncertainty than the geometrical position. As a result,
halo overdensities can be a lot fuzzier, i.e., the have a more ex-
tended probability distribution in one dimension than in another.
For the remainder of this article, we adopt the word fuzzy to
refer to any quantity with associated uncertainties. A good over-
density detection algorithm should take these uncertainties into
account. For example, stars in a more distant part of a stream
can have larger uncertainties than those in a nearby region, war-
ranting more caution to define the extent of the distant part. As
another example, two overdensites that are deemed close, but
separated in phase space, may not be separable at all when tak-
ing the uncertainties into account.
This article aims to answer some of the following open ques-
tions. Although OPTICS and FOPTICS look promising on pa-
per, how well do they perform on multi-dimensional halo data?
To what extent are these methods useful and what are their lim-
itations? More importantly, can we develop a version of the al-
gorithm that is fast enough to cope with Gaia-like quantities?
The paper is structured as follows. We first briefly explain how
OPTICS works and how one can interpret its output. In the fol-
lowing section we explain the implemented optimizations used
to accelerate the algorithm. Next, we assess the performance of
the algorithm using 6D phase space data of a mock galactic halo
for which we can compare the OPTICS output with the known
solution. Finally, we introduce uncertainties on the mock galac-
tic halo data to investigate the performance of FOPTICS.
2. Identifying the clustering structure
2.1. The OPTICS algorithm
Before briefly summarizing the algorithm, we introduce some
definitions needed to explain how OPTICS identifies the clus-
ters. Given a sample S of L points, each having Natt attributes
(position, velocity, ...), OPTICS defines around each point p
an, ε-neighborhood Nε(p), which is the set of points within
a multi-dimensional Euclidean distance ε of p. Formally the
ε-neighborhood,
Nε(p) = {q ∈ S | dist (p, q) ≤ ε}. (1)
If the ε-neighborhood contains at least a minimum number of
points Nmin, the point p is said to be a core point pc, i.e. compos-
ing part of the cluster core. Every core point has a corresponding
core distance, dc, which is defined as the distance to the Nmin-th
closest neighbor, which is always dc ≤ ε. If there are less than
Nmin points in the ε-neighborhood, dc remains undefined.
In addition, the reachability distance of a point p is the Eu-
clidean distance to the nearest core point pc, d (p, pc) or the core
distance of pc, whichever is larger, i.e.,
dr ≡ max{d (p, pc) , dc}. (2)
Since the reachability distance is always defined with respect to
a previously identified core point pc, if dc is undefined, dr is un-
defined as well. Therefore, an OPTICS defined cluster is a group
of points that are linked through a series of ε-neighborhoods and
must contain at least one core point and Nmin points.
To cluster a given data set, the OPTICS algorithm passes
once over the whole data sample, iteratively ranking points based
on minimum reachability distance. Starting from an arbitrary
point p in the data set, the algorithm retrieves the ε-neighborhood
of p and determines whether it is a core point or not. If so, the
algorithm calculates and sorts the reachability distances dr of all
its neighbors, choosing the neighbor with the smallest dr as the
next point in the processing order. If this new point is a core point
as well, its neighbors are also added to the neighborhood set and
both its dr and dc distances are added to the ranking. The pro-
cess is continued until all members of the neighborhood set have
been processed and their associated dr and dc distances added to
the ranking. Once the neighborhood set becomes empty, the al-
gorithm moves on the next unprocessed point of the sample and
continues processing the remaining objects until all objects in
the sample have been visited.
2.2. The reachability diagram
The result of OPTICS is an ordered set of points in which the
processing order, dr, and dc for each object are stored. A graphi-
cal representation of the processing order versus reachability dis-
tance (order versus dr) is known as a reachability diagram. The
reachability diagram is one of the major benefits of OPTICS over
other currently available clustering algorithms. The exact struc-
ture of this diagram depends on the parameters ε and Nmin, which
in turn depends on the scientific question at hand; but our expe-
rience shows that the overall shape of the reachability diagram
does not change when the input parameters are varied within
20%.
We created, clustered, and extracted a two-dimensional data
set, to illustrate the functionality of the OPTICS algorithm and in
particular the strength of the reachability diagrams. The data set,
whose two-dimensional distribution is shown in the top panel of
Fig. 1, contains five clusters. Each cluster was designed to ex-
hibit individual characteristics that are similar to clusters found
in the stellar halo (i.e., varying density, irregular shapes, and
elongated tails). The associated reachability diagram is shown
in the bottom panel of Fig. 1. In this reachability diagram, and
in the rest of this article, we present the normalized reachability
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Fig. 1. Top panel: two-dimensional cluster distribution used to pro-
duce the reachability diagram below. Bottom panel: associated reach-
ability diagram, order vs. the normalized reachability distance Dr, re-
sulting from applying OPTICS to the above data set. The color coding
and arrows indicate the location of each cluster within the reachability
diagram.
distances, Dr, which range from 0 to 1, and are calculated as
Dri =
dri −mini(dri )
maxi(dri ) −mini(dri )
· (3)
The clusters and associated portions of the reachability diagram
were color-coded based on the cluster extraction method de-
scribed in Sect. 2.3.
By definition clusters are regions of multi-dimensional space
where reachability distances between points are small. Within
the reachability these areas of low Dr correspond to a high-
density region that is associated with clusters and substructure
within the clusters. As a result, each clusters is enclosed by two
high Dr-value (low density) border points. These peaks are in-
dicative of transition regions between clusters and/or areas of
low density (i.e. the background) where the reachability dis-
tances are undefined and set to Dr = 1.0.
While OPTICS does not explicitly produce a clustered struc-
ture, this structure can easily be extracted from the reachability
diagrams, as described in Sect. 2.3. The size of the derived clus-
ters is given by the number of points contained between two peak
values, while the relative density is given by the depth of each
valley. Large and dense clusters with nearly symmetric density
profiles span a large fraction of the reachability diagram at rel-
atively low and constant reachability distances. This behavior is
typical of a multi-dimensional Gaussian as shown by the cluster
in light blue in Fig. 1. Inversely, smaller clusters cover smaller
regions of the reachability diagram and sparse clusters have rela-
tively high Dr values. Since the internal density variations within
the clusters result in varying Dr, the values in the reachability
diagram may contain small sub-valleys of their own, indicating
parts of the cluster where the density is even higher.
Because of the OPTICS processing order, where the object
with the smallest reachability distance is always processed first,
the algorithm always finds the densest part of the nearest cluster
before continuing to build the clustering structure of the data set.
The resulting exact shape of a cluster valley in the reachability
diagram depends on the multi-dimensional density distribution
of the cluster. We note that because OPTICS is a hierarchical
algorithm, the algorithm used to extract clusters from the reach-
ability diagram always returns only the deepest portions of the
valleys (i.e., the final leaves of the hierarchical tree). In some
cases, as shown by with the last cluster in red of Fig. 1, the outer
boundaries of clusters are not extracted despite clearly belonging
to a reachability valley, see Sect. 2.3 for more details.
2.3. Cluster extraction
The visual inspection of reachability diagrams can prove insight-
ful and can be performed rather quickly for small data sets.
For large data sets, on the other hand, an automated extrac-
tion method is required, particularly if the clusters are to be
used as a preprocessing step for other data mining algorithms.
Sander et al. (2003) introduced an automatic clustering extrac-
tion algorithm for hierarchical clustering representations as a
method of converting a reachability diagram into a hierarchical
tree (dendrogram) and vice versa. Since dents in the reachabil-
ity diagram, associated with clusters, are separated by regions of
higher reachability, the algorithm is based on the identification
and sorting of local maxima. We present a modified version of
the Sander et al. (2003) algorithm for the cluster extraction, in
which the possible entrance and exit boundaries of clusters are
not solely defined as local maxima but are defined by two sets of
criteria as described in the following.
The extraction algorithm provides concise and accurate re-
sults through the identification of cluster entrance and exit border
points. The algorithm defines all possible transition points (local
entrance and exit points) using two sets of criteria and sorts them
according to decreasing Dr value. Assuming the point in ques-
tion is identified in the processing order as point i and that a
cluster must contain at least Nmin points, the set of possible local
entrance points is defined as all points that satisfy the following
conditions:
Dri+1 ≤ Dri ≤ Dri−1 (4)
1
Nmin
i+Nmin∑
k=i
Drk ≤ Dri ≤
1
Nmin
i−1∑
k=i−1−Nmin
Drk (5)
where Dri is the reachability distance value of the possible local
point. Similarly, the set of all possible local exit points is com-
posed of all objects that satisfy the inverse conditions:
Dri−1 ≤ Dri ≤ Dri+1 (6)
1
Nmin
i−1∑
k=i−1−Nmin
Drk ≤ Dri ≤
1
Nmin
i+Nmin∑
k=i
Drk . (7)
However, not all regions enclosed by two local border points
are prominent clusters. In order to identify if any given region
is a prominent cluster, the algorithm checks whether a split of
the data set at each of the combinations of local border points
would return two clusters, both of which contain at least Nmin
points and have an average reachability distance that is signifi-
cantly different from the reachability of the current local border
point. If both conditions are not satisfied, the local border point
in question is removed from the list and the algorithm continues
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to the next highest local border point, assuming the next high-
est local border point exceeds a minimum threshold Tmin. This
threshold identifies the lowest possible local border point which
could form a prominent cluster to avoid the detection of super-
fluous smaller clusters. If a split at the current local border point
results in two clusters both of which satisfy both conditions, the
algorithm continues to check whether the cluster is a subcluster
of a larger previously detected cluster or is significantly simi-
lar in size and density to any of the previously detected clusters.
This similarity condition checks how similar the size and mean
reachability distance of each cluster is compared to that of the
previously detected parent clusters. If either the ratio of sizes
(S ):
Ts ≥ S CiS Cp
(8)
or the ratio of the mean reachability (R):
Ts ≥ RCiRCp
(9)
exceed a specific user defined similarity ratio, Ts, the current
cluster Ci is considered significantly similar to a parent cluster
Cp and the node is moved up in the tree and becomes a possible
parent cluster. As a result, the depth of the clustering extraction
depends on the two parameters, Tmin and Ts. Our tests indicate
that for large data sets with an exponentially decreasing back-
ground, Tmin should be set between 0.01 and 0.1, depending on
the structure and density of the data set. For the applications in
this paper, we chose Tmin = 0.025 after visual inspection of the
reachability diagrams.
Furthermore, Sander et al. (2003) notes that the extraction
also depends on Ts, as it allows for the differentiation between
small-scale and large-scale structures. Inversely, a higher value
of Ts dictates that the clusters are very similar but still satisfy the
extraction criteria individually. As a result, clusters that contain
substructure whose internal properties are significantly different
may independently satisfy the extraction criteria. This type of
behavior becomes immediately clear in the color–coded reach-
ability diagrams, where substructures within valleys are inde-
pendently identified while the outer borders of the clusters are
ignored by the extraction algorithm. Modification of the extrac-
tion parameters, in particular the a decrease of Ts results in the
omission of such substructure from the extracted clusters. Find-
ing the appropriate Ts value for any given data set and given
science goals is therefore a delicate balance between detecting
many small (sub)clusters (i.e., only detecting substructure) and
detecting only large-scale structures. For the purpose of detect-
ing individual large-scale structures as presented here, we find
that a value greater than or equal to 0.1 results in a useful extrac-
tion of the density structure, without overcompensating for pos-
sible noise-like substructures. A much lower value of TS results
in the over-splitting of clusters into much smaller substructures.
2.4. Cluster significance and stability
For any large data set a number of small clusters may appear as a
result of noise in the background. We expect these insignificant
clusters to have low ΣDr values. One approach is therefore to
apply a Monte Carlo approach that derives the distribution of
ΣDr values given a Poisson background, which can then be used
to derive a cluster significance test.
Clearly this requires a reliable local background density es-
timate; a cluster dense and large enough to be significant in the
sparse outer halo, may not be significant in the inner halo which
has a denser background. Such approach is therefore only ex-
pected to work reasonably well in the case of small isolated
clusters, for which reliable background estimates can be deter-
mined. The method fails, however, when we are dealing with
large stream-like clusters that extend over a range of background
densities.
An alternative approach we explore is the notion of cluster
stability. The cluster stability assesses how stable a cluster ex-
traction is against small changes in the original data sample and
gives an indication of the reliability of the clusters. In this re-
spect, stability acts as a proxy to significance, since a more sta-
ble cluster is typically also more significant. In what follows,
we adopt the methodology presented in Hennig (2007) for test-
ing the cluster stability. The procedure requires the derivation,
clustering and extraction of a series of new samples; in which
a sample is derived from the original data set using bootstrap-
ping (drawing with replacement) while maintaining the original
sample size. The clustering results of the original sample are
then compared with the clustering results of the newly derived
sample. If a cluster present in the original sample is also largely
present in the bootstrapped sample, the cluster is deemed sta-
ble. Inversely, if a cluster largely disintegrates in the new sam-
ple, it is considered unstable. To quantify the stability of a clus-
ters we use the Jaccard coefficient, also known as the Jaccard
similarity or Jaccard similarity index (Hennig 2007). More re-
cently, the method has proven to outperform subsampling as a
method of finding the “true” number of clusters (Mucha et al.
2015; Hofmans et al. 2015).
The concrete procedure used to determine the stability of our
extracted clusters is as follows. We created K bootstrap samples
of the same size as the original sample, and applied OPTICS
to extract the clusters. Because of the bootstrapping, some stars
are completely omitted, while others occur multiple times within
the newly created Ki sample; effectively changing the overden-
sity structure of the data set. To determine which cluster of the
bootstrapped sample corresponds to which cluster in the original
sample, we compute the Jaccard similarity index for all possi-
ble combinations of the originally detected cluster (CO) and all
clusters detected within the bootstrapped samples (CS), such that
J
(
CO,CSi
)
=
‖CO ∩CSi‖
‖CO ∪CSi‖
· (10)
The cluster combination CO−CSi with the largest Jaccard index,
Jmax = max
Si
J
(
CO,CSi
)
(11)
is assumed to indicate a match. Repeating this process over all K
samples, a distribution of Jaccard indices per cluster is created,
which describes how well the cluster remains stable throughout
the different bootstrapped samples. Finally, the average J¯i of the
K (maximum) Jaccard indices are computed as a measure for the
stability of cluster Ci. Values close to one indicate very stable
clusters; values close to zero indicate that bootstrapping almost
always causes the cluster to disintegrate in the background. In
practice, we find that K = 50 bootstrapped samples are sufficient
to obtain a reliable average Jaccard index. We present a concrete
application and assessment of this method in Sect. 4 on a mock
stellar halo.
3. Performance optimization for large surveys
If a halo overdensity detection algorithm is to be applied to large
surveys, of a few million point sources, such as Gaia, it must
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be able to process large data volumes quickly. We have made a
considerable effort to optimize the OPTICS time complexity. In
Ankerst et al. (1999), ε is defined as the radius of a D-dimension
hypersphere containing at least Nmin number of objects under the
assumption that the data set is uniformly distributed and covers
the same multi-dimensional volume as the data set to be clus-
tered. This becomes a problem with high-dimensional data sets
or data sets with large variances or exceptional outliers which
can cause the multi-dimensional volume to be extremely large.
In such situations the use of ε as estimated by Ankerst et al.
(1999) can result in ε being exceptionally large, up to and in-
cluding the whole data set. Given the total number of N-points
in a sample, and the run-time rε of one ε-neighborhood query,
the run time of OPTICS is approximately O(L · rε) and depends
strongly on the multi-dimensional structure of the data set. In
cases where the ε-neighborhood includes the whole data set, the
run-time complexity can become as high as O(L2).
However, with some optimizations the OPTICS run time can
be dramatically reduced. For most applications, Ankerst et al.
(1999) ε-neighborhood only covers a small fraction of the en-
tire volume of the data set. Since Nmin is usually much smaller
than the total number of points L, this implies that for each
ε-neighborhood query, a large fraction of the data set falls out-
side the hypersphere and can be ignored. We are able to excep-
tionally speed up OPTICS by avoiding to compute distances for
objects outside the ε-neighborhood, since distance computations
are CPU intensive.
Given the increasingly large data volumes, several optimiza-
tion methods exist, such as tree structures and hashing, which are
currently active research topics. While the use of such methods
can show great improvement in the run-time of algorithms, no
method is optimal for all problems or algorithms. In the case of
OPTICS, the performance of the algorithm depends heavily on
the spatial structure of the data set.
We developed a fast nonparallel FORTRAN version of
OPTICS with the goal to make the application to large data sets
feasible even on desktop computers. It has been tested success-
fully on data sets of up to a few million six-dimensional points.
To investigate the total run-time complexity of our imple-
mentation of OPTICS, we simulated several data sets. Each of
these data sets were drawn from a uniform distribution within a
six-dimensional hypercube. We used a value of Nmin = 50, and
adapted ε accordingly so that on average Nmin points are present
within a hypersphere of radius ε. Figure 2 shows the resulting
run-time in function of the data set size in log-log scale. A linear
least-squares fit of the run-time data results in a slope of 1.16
indicating a complexity very near to O(L). In the case of O(L2)
complexity, the resulting slope would be 2.
The slight deviation from linearity is caused by the spatial
grid structure used in the optimization of OPTICS as described
below. For an increasing number of bins, the complexity be-
comes asymptotically linear for two reasons. The data points
in grid cells at the borders of the data set require less compu-
tation time given that they have a smaller number of epsilon-
neighborhood candidates and simultaneously, the number of
points residing in “border” cells decreases with increasing grid
density.
The following optimizations have been implemented to ob-
tain the previously mentioned nearly linear complexity:
Seed list optimization: OPTICS uses a sorted seed list to deter-
mine the point with the minimum reachability distance; the
subsequent point to be processed. Managing the list using
binary trees reduces the computation time required to find
Fig. 2. Run time complexity of our implementation of OPTICS shown
in Log-Log scales. The red line indicates the linear least-squares fit,
whose slope is 1.16, indicating a near linear complexity.
the subsequent point. Instead of continuously sorting and
addressing the first object in the array, we build a binary
tree of the reachabilities whose root node is by definition
the smallest reachability distance; the brute-force approach
would require looping over the entire seed list every time
a new object is queried. Once the smallest reachability dis-
tance is extracted, the tree is rebuilt including the reachabil-
ity distance of all newly added points. These operations are
much less CPU-intensive than looping over the entire seed
list every time or even using quick-sort routines.
Spatial gridding and hashing: every point in a multi-
dimensional data set has multi-dimensional coordinates. The
data space is split into equally spaced multi-dimensionally
indexed data cubes (whose volumes are εD) and a hashing
function is used to assign a unique integer value to the
multi-dimensional index. This enables the algorithm to
calculate distances to only points belonging the directly
neighboring bins, thereby reducing the number of distance
calculations needed to determine the ε-neighborhood of any
given point.
Partial sorting: sorting large arrays is computationally expen-
sive. We use a partial sorting method to accelerate the core
distance determination. Instead of sorting all members of the
ε-neighborhood, only the Nmin objects with the smallest dis-
tances are returned in a sorted order. This allows for the al-
gorithm to avoid excessive and expensive computations in
the determination of the core-distance of any given object,
especially if the ε-neighborhood is large.
While these optimizations work extremely well to speed up
OPTICS, they do not apply to the FOPTICS version of the code
(See Sect. 5), where the ε-neighborhood of each object must con-
tain the entire data set. While we were able to decrease the run-
time complexity of OPTICS to nearly O(L), the run-time com-
plexity for FOPTICS remains O(M ∗L2), with M being the num-
ber of samples used to estimate the uncertainty distributions. As
a result, the typical sample sizes for which FOPTICS can be ap-
plied are smaller than those of OPTICS. Kriegel & Pfeifle (2005)
provide more detailed description of the computational aspects
of FOPTICS.
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Fig. 3. Aitoff projection of all 483 733 objects, composing a total of 74 unique clusters, used to cluster Halo-02.
4. Assessment on a mock stellar halo
4.1. Overdensity detection
To assess the performance of OPTICS on clustering large
data sets, similar to those that are expected to become avail-
able in the immediate future with Gaia, we work with the
Bullock & Johnston (2005) simulated Galactic Halo-02 sample.
Halo-02 consists of 2 million points distributed into 115 clus-
ters, which extend radially to distances of 150 Mpc from the
Galactic center. Each point is described by a six-dimensional
phase-space position in Cartesian coordinates (position in [kpc]
from the Galactic center and velocity in [km s−1]) and an associ-
ated cluster number alongside synthetic u − z SDSS magnitudes
(Bullock & Johnston 2005; Robertson et al. 2005; Font et al.
2006a,b). We have downscaled the Halo-02 data set to 483 733
objects contained within 85 kpc of the Galactic center and dis-
tributed into 74 clusters, whose synthetic magnitudes places
them within the Gaia observable magnitude range of 3 < G <
20. The Aitoff projection of this sample is shown in Fig. 3.
This synthetic halo contains overdensities of various sizes
and concentrations, as well as streams covering large portions of
the sky some of them overlapping in multiple dimensions. Also,
most of the clusters (50 out of the 74) are so spread out over the
sky and are no longer recognizable as a localized overdensity,
but form a diffuse background.
The OPTICS algorithm calculates the distance between
points using a multi-dimensional Euclidean distance. For the
above mentioned data set, we chose to perform the clustering in
phase space, but with the coordinates normalized using Eq. (3).
Using this distance, we applied OPTICS using a minimum over-
density size of Nmin = 50 and extraction parameters Ts = 0.01
and Tmin = 0.15.
4.2. Validation
The result of the OPTICS application on the mock galactic halo
is shown in the reachability diagram in Fig. 4. The many valleys
correspond to the different detected overdensities and streams.
In the bottom panel of Fig. 4 an Aitoff projection is shown with
the same color coding as used in the reachability diagram.
The sky map shows that OPTICS performs very well in
identifying the different streams and clouds against a back-
ground. In total, 88 overdensities were detected. These do not
correspond one-to-one to the 74 original clusters, but come
from (portions of) 24 original clusters. As mentioned before,
the remaining 50 original clusters form a diffuse halo back-
ground in which OPTICS succeeded in detecting the localized
overdensities. Many of the 24 original clusters simulated by
Bullock & Johnston (2005) are tidally deformed into a string
of no longer firmly gravitationally bound overdensities, and/or
are very close to other clusters, and/or are wrapped around the
Galactic center multiple times. These clusters were identified by
OPTICS as a series of smaller clusters that can be traced back to
one original cluster. An example of this is shown in Fig. 5, where
we show the X-Y projections of CT streams 63 and 33. Because
of the internal density variation in the stream, and the overlap
with other overdensities, OPTICS detected these two streams as
a series of smaller partitions. We overplotted the different regions
in red to give an overview of the extracted structure. However,
we did not overplot the background or nearby overdensities for
the sake of clarity. In Fig. 6 we show the correspondence be-
tween the 88 clusters extracted by OPTICS (CO) and the 24 de-
tected true clusters (CT) listed by Bullock & Johnston (2005).
The figure shows that associated parts are largely consecutively
detected in the reachability diagram, which could be exploited to
aggregate smaller clusters into a supercluster.
To quantify the crossmatch between the OPTICS clusters and
the Bullock & Johnston (2005) ones, we first find out for every
cluster CO extracted by OPTICS, which true cluster CT overlaps
most. We can then define:
– the number of true positives: NTP = #(CO ∩CT);
– the number of false positives: NFP = #CO − NTP;
– the number of false negatives: NFN = #CT − NTP;
– the completeness: NTP/(NTP + NFN);
– the contamination: NFP/(NTP + NFP).
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Fig. 4. Top panel: reachability diagram produced by OPTICS when clustering the down-scaled Halo-02 sample. As per definition, the x-axis
represents the processing order derived from OPTICS and the y-axis gives the normalized reachability (Dr) where dr has been normalized to
the highest defined value and all undefined values set to one. Bottom panel: Aitoff projection of objects used in the clustering of Halo-02. Each
extracted cluster was color coded to show its location in both the reachability diagram and the Aitoff projection. Comparing Fig. 3 and the Aitoff
projection presented here it is clear that OPTICS recovers all of the clusters that are visible by eye. More importantly, OPTICS is able to disentangle
clusters that appear to overlap in their Aitoff projections.
We also compute for each of the 74 detected true clusters CT
which fraction of its stars is part of any one cluster extracted by
OPTICS,
NTC =
1
#CT
∑
i
#(CT ∩CO,i) (12)
where CO,i are the clusters extracted by OPTICS, and where the
subscript “TC” stands for “total completeness”. The results are
summarized in Figs. 7 and 8.
Since most clusters detected by OPTICS are part of a stream,
and since the completeness was computed by normalizing with
the size of the entire stream size, we can expect low complete-
ness values for the individual parts, as shown in the left-hand
panel. If we add up the different parts of the same stream, and
then compute the “total” completeness, the values are much
higher, as is plotted in the right-hand panel; 11 clusters have a
completeness greater than 60% of which 8 have a completeness
rate greater than 90%. From the contamination in the middle
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Fig. 5. X-Y projections of Bullock & Johnston (2005) overdensity 63
(left) and overdensity 33 (right) are plotted in black. The OPTICS parti-
tions are overplotted in red. The other overlapping overdensities are not
plotted for the sake of clarity, but are the main reason the completeness
is not 100%.
Fig. 6. Identification numbers of the clusters CO detected by OPTICS
vs. the identification numbers of the true clusters CT with the largest
overlap. Sometimes a true cluster is detected by OPTICS as multiple
clusters. This simply indicates that the chain of ε-neighborhoods con-
necting two or more sections of the same cluster has been broken due
to poorly connected parts or because a part was assigned to another
strongly overlapping cluster.
panel, it can be seen that the cluster extraction algorithm is con-
servative: it will not easily pollute the detected overdensities
with background stars.
Our results indicate that large and extended clusters, such as
streams, as well as more concentrated structures such as globular
clusters and dwarf galaxies can be successfully recovered with
OPTICS, albeit sometimes in multiple smaller partitions.
4.3. Stability
We test the stability of our clusters using the Jaccard similarity
index as described in Sect. 2.4. We created 50 bootstrapped sam-
ples of our 483 733 object sample, on which we ran OPTICS.
The stability coefficient (i.e. the averaged maximum Jaccard in-
dex J), is reported in Fig. 9 for all clusters detected in the origi-
nal sample. As expected we find that the largest clusters remain
completely stable with little variation in the inclusion/exclusion
of member stars during the procedure, while smaller clusters are
often diffused into the background or split into multiple parts
unless they are sufficiently dense. A total of 63 clusters remain
relatively stable to a level of 0.5 or greater of which 10 remain
completely stable to a level of 0.9. All clusters with a stabil-
ity index lower than 0.5 are considered unstable. These clusters
disintegrated (partly or completely) into the background or are
broken up in two or more subclusters for a substantial number of
bootstrap samples. The latter indicates that the cluster as a whole
cannot be considered stable.
5. Identifying a fuzzy clustering structure
5.1. The FOPTICS algorithm
Unlike simulated uncertainty-free data, astronomical data sets
are subject to uncertainties. They consist of multi-dimensional
and often correlated uncertainties due to observational and in-
strumental errors. Fuzzy Ordering Points To Identify the Clus-
tering Structure (FOPTICS) is a generalized version of OPTICS
that allows for the inclusion of uncertainties within a data set
(Kriegel & Pfeifle 2005). Unlike OPTICS, FOPTICS no longer
works with infinitely precise attributes, but rather searches for
overdensities in attribute probability density distributions. This
requires the use of probability density distributions in the for-
mulation of the core distance and reachability distance, as ob-
jects are no longer described by a single multi-dimensional po-
sition but rather by multivariate distributions. For a complete
derivation of the fuzzy core distance and fuzzy reachabilities see
Kriegel & Pfeifle (2005).
Given that neither the fuzzy core distances nor the fuzzy
reachability distances can be computed analytically, FOPTICS
uses a Monte Carlo approach to derive a single reachability di-
agram for any given fuzzy data set. For a data set containing
L points, we sample the probability distributions of the multi-
dimensional position of each of the L points creating K data sets
(Dk (k ∈ {1, . . . , k})) of L points each. For the first point p1 of all
data sets Dk, FOPTICS performs an ε-neighborhood query for
each of the k data sets. The reachability distances are then av-
eraged across all data sets and the average reachability distance
is inserted into the database and used to determine the process-
ing order. The algorithm then continues to expand the cluster
starting from the object qn, the point with the smallest average
reachability distance,
d¯r ≡ 1K
K∑
k=1
d(k)r (qn) . (13)
The algorithm computes the output order based on the minimum
of the expectation values for each fuzzy reachability distance
rather than computing the expectation values based on the min-
imum reachability distances. That is, the reachability distances
of a point are averaged and the minimum of the averages is used
to determine the next point. It is essential to maintain the same
order throughout all K samples, as FOPTICS computes the out-
put order based on the minimum of the expectation values, and
combines the different data sets (Dk) into one reachability dia-
gram.
Furthermore, reachability diagrams computed by OPTICS
and FOPTICS, where both algorithms are given solely the ex-
pectation values, provide identical results. However, the inclu-
sion of large uncertainties into FOPTICS has two major effects
on the reachability diagrams; a global increase of Dr and a re-
duction in the number of clusters detected, as is shown in the
next section.
5.2. Application on a mock stellar halo
We tested FOPTICS’ clustering capabilities and compared
its performance with OPTICS using a downscaled sample of
Halo-02 containing 200 000 randomly chosen objects within
85 kpc of the galactic center. The downscaling was carried out
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Fig. 7. Left-hand panel: completeness of each cluster CO extracted by OPTICS with respect to the original cluster CT given by Bullock & Johnston
(2005). The low values are because many streams experienced a tidal breakup, and the individual partitions detected by OPTICS were compared
with the entire stream size. Right-hand panel: what fraction of true clusters show up in any cluster extracted by OPTICS. Many overdensities
are recovered with a large total completeness. Some of the low total completeness values come from clusters that are so sparse compared to the
background that they are difficult to distinguish. The middle panel shows the contamination in each cluster extracted by OPTICS.
Fig. 8. Left-hand panel: histogram of the completeness the OPTICS extracted cluster (CO). It is clear that a large fraction of our detected clusters
have low completeness values, as explain in the caption of Fig. 7 and in the text. Middle panel: contamination histogram, where it is obvious that
the vast majority of our detected clusters have contamination rates of less than 10%. Right-hand panel: histogram of what fraction of true clusters
show up in any cluster extracted by OPTICS. A dichotomy is can be seen in this panel, where clusters are either very well recovered or only a
small fraction are detected. The low total completeness values come from clusters that are so sparse compared to the background that they are
difficult to distinguish.
Fig. 9. Stability index for each of the extracted clusters in the original
sample. The black line indicates a cutoff limit of 0.5. 63 Clusters are
above this cutoff limit that can be considered significant and stable.
to limit the computational demands given that the optimizations
mentioned in Sect. 3 cannot be applied to FOPTICS. Therefore,
its run-time complexity remains at O(M ∗ L2), where M is the
number of samples used to estimate the uncertainty distribu-
tions. As a base for comparison, we obtained a clustering of this
data set with OPTICS, using the six-dimensional phase-space
coordinates. The resulting reachability diagram is shown in
Fig. 10. Because of the decreased sample size, the number of
detected overdensities is smaller compared to Sect. 4.
The FOPTICS algorithm requires a number of samples to be
drawn from the probability density distributions of the attributes
whose clustering is desired. To accommodate this requirement,
we created two test scenarios: test scenario (1), which uses Gaia-
like uncertainties, and test scenario (2), which uses five times the
Gaia-like uncertainties. The uncertainties were derived as fol-
lows. Each of our objects has an associated synthetic SDSS u-z
luminosity as provided by Robertson et al. (2005), which has en-
abled the computation of the Gaia white light G and associated
end-of-mission parallax error for each of our objects as described
in de Bruijne et al. (2005) and Jordi et al. (2010). We derived the
expected end-of-mission parallax error σpi given the associated
synthetic luminosity. The propagation of σpi through
σµ∗α = 0.556σpi, (14)
σµδ = 0.496σpi, (15)
σα∗ = 0.787σpi, (16)
σδ = 0.699σpi, (17)
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Fig. 10. Reachability diagram produced by OPTICS of the unperturbed mean phase-space positions of the 200 000 object sample of Halo-02 with
color-coded extracted clusters.
Fig. 11. Attribute distributions of the 200 000 stars used to derive the clusterings in test scenario one.
results in the sky position and proper-motion uncertainties.
Moreover, the end-of-mission radial velocity uncertainty, σVr , is
derived with
σVr = 1 + be
a(V−12.7) (18)
where the a and b coefficients depend heavily on stellar spectral
type, as described in de Bruijne (2012). For each of our stars, we
assign the spectral type corresponding to the minimum differ-
ence between the V − I values shown in Table 1. The uncertainty
distributions of each attribute used in test scenario (1) are shown
in Fig. 12.
In the first test scenario we created probability densities dis-
tributions for each of the attributes (α, δ, pi, µα, µδ,Vr) such that
each object is described by six normal distributions (N(α, σα),
N(δ, σδ), N(pi, σpi), N(µα, σµα ) N(µδ, σµδ ), N(Vr, σVr )). In test
scenario two, we increased the Gaia uncertainties by fivefold
such that each attribute distribution is described by N(X, 5σX),
where X is the unperturbed attribute (used to produce the Fig. 10)
and σX is the corresponding Gaia uncertainty (used in the first
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Fig. 12. Attribute uncertainty distributions of the 200 000 stars used to derive the clustering in test scenario one. These have been derived using
the Gaia science performance specifications and mimic the expected uncertainty distributions of our objects should they be observed by Gaia.
Fig. 13. Reachability diagram produced by FOPTICS test case one, in which the data set was perturbed using realistic uncertainties derived from
the Gaia science performance specifications.
test scenario) derived in Eqs. (14)–(18). In doing so, any given
object covers a larger volume in the multi-dimensional space,
which causes their reachability distances to increase and in-
creases the overlap between clusters.
For each of these two test case scenarios, we created 500 dis-
tinct samples, where each attribute was drawn from the speci-
fied probability density distributions. To avoid discontinuities at
α = 0 and 2pi [rad] and δ = −pi and pi [rad] when computing
Euclidean distances, the attributes were converted to Cartesian
phase-space coordinates, on which the clustering is performed.
The reachability diagrams produced by FOPTICS in test sce-
nario one, with Gaia-like uncertainties, and in test scenario two,
with five times the Gaia-like uncertainties are shown in Figs. 13
and 14, respectively.
In Figs. 11 and 12 it is clear that a large fraction of the stars
used here are extremely faint as defined by their synthetic SDSS
u − z luminosities. In these cases, Gaia would not be able to
accurately determine both the radial velocity and distance, re-
sulting in high σvr and σR values. We see some vrad values with
a relative uncertainty of 1000% and some distance R values with
a relative uncertainty of 100%. While these large uncertainties
hampers the detection of clusters at large distances, we chose to
include them to assess how the FOPTICS handles them.
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Fig. 14. Reachability diagram produced by FOPTICS test case two, in which the data set has been perturbed using five times the uncertainties
used in test case one.
Table 1. Coefficients used to define a and b in Eq. (18), as described in de Bruijne (2012).
B0V B5V A0V A5V F0V G0V G5V K0V K1III-MP K4V K1III
V − IC [mag] –0.31 –0.08 0.01 0.16 0.38 0.67 0.74 0.87 0.99 1.23 1.04
a 0.90 0.90 1.00 1.15 1.15 1.15 1.15 1.15 1.15 1.15 1.15
b 50.00 26.00 5.50 4.00 1.50 0.70 0.60 0.50 0.39 0.29 0.21
Comparing the results of OPTICS on the unperturbed phase-
space positions (Fig. 10) and the results of FOPTICS (Figs. 13
and 14), it becomes obvious that distinct differences occur when
using OPTICS versus FOPTICS, despite the algorithms simil-
iarities. These differences are further distinguished in Fig. 15,
where we show the X-R projection of each of the three cases,
color coded using the same extracted cluster labels as Figs. 10–
14. Particularly, it becomes clear that FOPTICS provides more
robust results than OPTICS, such that
Size of clusters are more conservative: application of FOPTICS
effectively results in the detection of only the most significant
portions of clusters, whose densities are sufficiently higher
to overcome the effect of uncertainties. Objects with high
uncertainties cover a greater extent in multiple dimensions
and therefore have higher average reachability distances. As
a result, when applying OPTICS the total size of a cluster
is overestimated when compared to the results of FOPTICS.
These results are clearly visualized in Fig. 16.
Streams are shorter and/or unrecognizable: since the inclusion
of uncertainties increases the effective volume covered by
clusters, objects that make up sparse regions of the streams
are diffused into the background, resulting in shorter de-
tected streams, as can be seen in Fig. 16. In extreme cases,
where the density of streams is low in comparison to the
background the inclusion of uncertainties results in com-
plete non-detection, since the ε-neighborhood condition is
not fulfilled.
Far clusters are unrecognizable: since Gaia uncertainties are
dependent on magnitude and parallax, far and/or faint clus-
ters have high uncertainties. Following the same reasoning
as above, these clusters are more likely to be completely dif-
fused into the background owing to the inclusions of their
uncertainties.
It is also important to note that in the middle panel and right-
hand panel of Fig. 15 one can see by eye several overdensities
that were not identified by FOPTICS as genuine clusters. There
are several reasons for this. First, a group of stars that show up as
an overdensity in a 2D projection can have such large uncertain-
ties that the cluster as a whole rarely survives when its members
are perturbed within their error bars. In such case FOPTICS,
simply does not detect the overdensity. Secondly, Fig. 15 shows
a 2D projection of geometrical coordinates which, despite their
uncertainties, are still reasonably localized. The uncertainties in
velocity and distance are much larger, especially for the distant
clusters, which makes the cluster no longer distinguishable from
the diffuse background.
As a side note, we also mention that the processing order
of FOPTICS depends on the uncertainty distributions. Since the
processing order depends on the minimum averaged dr which is
always calculated based on the previously processed point, the
order of no two FOPTICS produced reachability diagrams are
required to be identical, unless all DK data sets are identical.
This implies that even two sets of DK data sets sampled from
the same uncertainty distributions can result in slight variations
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Fig. 15. X vs. galactocentric distance projections of a subset of the Halo-02 sample for the unperturbed sample clustered with OPTICS (left), one
of the perturbed samples with Gaia-like uncertainties clustered with FOPTICS (middle), and one of the perturbed sampled with five times the
Gaia uncertainties also clustered with FOPTICS (right). The extracted clusters in each case were color coded to match their respective reachability
diagrams (Figs. 10, 13 and 14, respectively).
Fig. 16. Clusters extracted by OPTICS using the unperturbed mean phase-space positions are shown in black; In red the clusters extracted by
FOPTICS using realistic Gaia uncertainities (test case scenario one) and the clusters extracted by FOPTICS using five times the Gaia errors
(test case scenario two) in blue. It can be seen that the two streams detected in the data set (blue), using five times that Gaia errors, only the
densest portion of the stream were detected with a decreased number points in the tails and therefore a decrease in size. Furthermore, the stream
at approximately –15 deg is completely lost when the uncertainties are increased.
in the order of their fuzzy reachability diagrams. This, however,
does not influence the detectability of clusters.
6. Conclusions
In this paper, we presented for the first time an assessment of
the performance of a density-based hierarchical clustering algo-
rithm referred to as Ordering Points To Identify the Clustering
Structure (OPTICS) on the stellar halo. To obtain the clustering
clusters of any multi-dimensional data set, OPTICS linearly or-
ders points, such that any points that are closest in the multi-
dimensional space are consecutively sorted. The distance be-
tween each point and the previous point is stored and referred
to as the reachability distance. The ordered output of the reach-
ability distances is referred to as a reachability diagram, which
is a global visualization of the clustering structure of the data
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set in question. Points that belong to a cluster always have a
small reachability distance, and therefore form valleys within
the reachability diagram, while points that belong to the back-
ground and indicate transitions between clusters have relatively
high reachability distances, and form peaks.
A few parameters control OPTICS clustering and perfor-
mance: the minimum cluster size Nmin; Tmin, which describes the
minimum acceptable reachability distance of transitions peaks;
and the similarity ratio Ts, which describes the acceptable simi-
larity of an overdensity that can stand-alone or is a substructure
of a larger overdensity. The use of these parameters enables the
user to finetune the algorithm for varying scientific purposes. For
our purpose, we chose parameters that enable an appropriate bal-
ance between completeness and contamination of the resulting
halo structures. If one is only interested in large-scale structures,
high values of all three parameters should be used, while if one
is mainly interested in the substructure of larger structures lower
values of Nmin and Tmin are recommended.
In our application on a realistic mock stellar halo, we have
shown that OPTICS is capable of detecting large- and small-
scale structures and substructures, making it a viable algorithm
for the detection of overdensities in the stellar halo. Moreover,
we obtained low cluster contamination values showing that the
method can be configured to be conservative. Additionally, the
reachability diagram has proven to be a very convenient tool
to easily grasp the size, density, and density variations within a
cluster. We proposed the Jaccard index to investigate the cluster
stability. As a proxy to cluster significance this index, computed
using bootstrapping the original sample, avoids the need to esti-
mate the local background density first and becomes particularly
convenient in the case of large extended overdensities that are
embedded in a varying background.
In the process of showing OPTICS viability, we imple-
mented several optimization techniques that make the algorithm
computationally inexpensive without the need for paralleliza-
tion. Even without parallellization, we were able to successfully
cluster samples of up to 8 million stars in six-dimensional phase-
space in approximately 12 min on a single CPU, and we ob-
tained a slightly super-linear run-time complexity, making it a
compelling algorithm for large data sets such as the data set ob-
tained with Gaia.
Additionally, OPTICS can be generalized into a unique
algorithm called Fuzzy Ordering Points To Identify the Cluster-
ing Structure (FOPTICS), which enables the incorporation of at-
tribute uncertainty during the clustering. At the heart of the algo-
rithm is a Monte Carlo approach where the attributes of the stars
are resampled within their uncertainty ellipsoids and clustered
independently in a similar way as for OPTICS; the main dif-
ference is how the algorithm determines the nearest consecutive
point. The method that FOPTICS uses to aggregate the results of
these repeated applications into one comprehensive final cluster-
ing result turns out to work very well. Groups of close stars with
large uncertainty ellipsoids in phase space are no longer detected
as significant clusters unless the cluster size and density is suf-
ficiently large to overcome the effect of the attribute uncertainty
distributions. Furthermore, we find that the sizes and extent of
detected clusters and tidal streams are more conservative, as the
far part usually has larger uncertainties than the nearby part.
A disadvantage of FOPTICS is that the optimizations used
to accelerate OPTICS cannot be applied. In the case of OPTICS,
the neighborhood queries were sped up to avoid the worse-case
O(L2) complexity. When the uncertainty ellipsoids of the stars
are taken into account, however, there is always a non-zero prob-
ability for any two stars in the sample to be closest neighbors.
Hence few optimizations can be implemented, making it diffi-
cult to improve upon the O(L2) complexity of the nearest neigh-
bors search. As described in Sect. 5.2, one FOPTICS run where
overdensities were searched in a sample of 200 000 stars in a 6D
phase space with uncertainty ellipsoids, took roughly 100 CPU
hours. An application to millions of stars is therefore still within
reach, provided that the computations can be performed on a grid
computer or additional optimizations are implemented.
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