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Many quantum dot qubits operate in regimes where the energy splittings between qubit states are large and
phonons can be the dominant source of decoherence. The recently proposed charge quadrupole qubit, based on
one electron in a triple quantum dot, employs a highly symmetric charge distribution to suppress the influence of
charge noise. To study the effects of phonons on the charge quadrupole qubit, we consider Larmor and Ramsey
pulse sequences to identify favorable operating parameters. We show that it is possible to implement typical
gates with > 99.99% fidelity in the presence of phonons and charge noise.
The past two decades have witnessed remarkable advances
in the development of qubits in semiconductor-based sys-
tems [1–15]. Qubits constructed using electrons confined in
lateral quantum dots (QDs) have been realized experimen-
tally in different heterostructures for different types of qubits,
including single-spin qubit [4–6, 8, 16, 17], singlet-triplet
qubits [18, 19], quantum dot hybrid qubits [20–22], exchange-
only qubits [23–25], and charge qubits with different num-
bers of electrons [21, 26–28]. The recently proposed charge
quadrupole qubit, formed of one electron in a triple QD, is
robust against uniform electric field fluctuations due to the
high symmetry of its basis states [29, 30]. However, as for all
qubits relying on a symmetric operating point, phonons can
break this symmetry and cause decoherence. Indeed, phonons
have been shown to be a significant source of decoherence for
many types of QD qubits [13, 31–40].
Here we study theoretically the decoherence of a charge
quadrupole qubit arising from its coupling to phonons. In ad-
dition to decoherence between qubit states, we account for
the effects of a leakage state. The leakage state is not cou-
pled to the qubit subspace in the ideal case, however phonons
break the symmetry of the qubit and consequently induce a
coupling. The effects of phonons are greatest when the en-
ergy separation between the states is large, because of the
rapidly growing phonon density of states and the momentum-
dependent electron-phonon matrix elements. To characterize
the effects of phonon-induced decoherence and to identify the
most favorable operating parameters for the qubit, we study
both Larmor and Ramsey pulse sequences, which can be used
to implement arbitrary single-qubit gate operations. The de-
pendence of phonon-induced decoherence on qubit energy is
found to be different from that of decoherence arising from
charge noise [29, 30], so both sources of decoherence must
be considered to identify the optimal working regime for the
qubit. By taking into account both of these processes, we
identify a working regime where qubit fidelity can be greater
than 99.99%.
The charge quadrupole qubit is formed in a triple QD that
hosts one electron [29], as illustrated in Figs. 1 (a) and 1 (b).
The qubit is operated in a highly symmetric fashion, such that
the energies of the first and third QDs are the same and the
middle QD has the same tunnel coupling to the two outer
QDs. However, phonons can perturb the potential of the triple
QD, as shown in Fig. 1 (c), giving rise to decoherence. To
model this system, we consider electron wave functions in
the x − y plane of a quantum well, which are constructed
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FIG. 1. (a) The charge quadrupole qubit consists of three quantum
dots (blue circles), which are controlled by metallic top gates (red
rectangles), and coupled via tunnel barriers. The quadrupolar de-
tuning q is controlled by the central gate. (b) A cartoon sketch of
the wave functions of the basis states |0〉 (blue), |L〉 (green), and
|1〉 (orange), for positive (top) and negative (bottom) q . (c) Qual-
itative illustration of the effect of a transverse phonon on the triple
dot potential, resulting in decoherence. (d) The spectrum of a charge
quadrupole qubit. Insets show the pulse sequences used to imple-
ment Larmor and Ramsey qubit operations studied here (vertical axis
is time).
from the ground states of harmonic oscillator potentials that
approximate the QD confinement [41]. For the left and right
QDs these are given by ψL,R = 1/(
√
pil) exp[−((x ± a)2 +
y2)/(2l2)], while ψC = 1/(
√
pil) exp[−(x2 + y2)/(2l2)] for
the central dot, where a is the interdot distance and l charac-
terizes the radius of the electron wave functions. Here, a and
l are assumed to be the same for all three QDs. To take into
account the tunneling between the dots, we calculate the over-
laps S = 〈ψL|ψC〉 = 〈ψR|ψC〉. Here we may neglect the
overlap between ψL and ψR, as they are far apart. We now
construct the orthonormal wave functions for electrons in the
left or right QDs [41, 42], ΦL,R = (ψL,R − 2SψC)ϕ, and the
central dot ΦC = (ψC − gψL − gψR)ϕ/
√
1− 4gS + 2g2,
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2where g = S/(4S2 − 1), and ϕ(z) represents the separable
component of the wave function in the heterostructure growth
direction [43]. Below, we specifically consider the case of Si
heterostructures, which possess both orbitally excited states
and excited states of the conduction band valleys [2, 44–46].
In our quantum dot basis set, we assume that such excited
states are well separated energetically. However, in some sit-
uations, these states could cause undesired leakage channels.
The Hamiltonian of an electron in a triple QD coupled
to the bath of phonons is given by H = H0 + Hel−ph +
Hph, where H0 is the Hamiltonian of an electron in a triple
QD, Hel−ph describes the electron-phonon interaction, and
Hph is the phonon bath Hamiltonian. Evaluating H in the
{|ΦL〉, |ΦC〉, |ΦR〉} basis yields
H =
d tA 0tA q tB
0 tB −d
+
PLL PLC 0P †LC PCC PCR
0 P †CR PRR
+Hph,
(1)
where tA, tB are tunnel couplings between the dots, q is the
quadrupolar detuning [29], d is the dipolar detuning, and
PLL, PCC , PRR, PLC , PCR are electron-phonon interac-
tion matrix elements, defined as Pα,β = 〈Φα|Hel−ph|Φβ〉.
Note that we neglect the matrix elements PLR here because
the corresponding wave functions have a negligible overlap.
When tA = tB = t and d = 0, H0 [the first term in Eq.
(1)] describes a charge quadrupole qubit [29], whose eigen-
states form a three-dimensional space in which two states
|0〉 and |1〉 serve as the qubit basis, and the remaining leak-
age state |L〉 is decoupled from the qubit subspace in the ab-
sence of environmental noise. See the schematic illustration
of the wave functions for negative and positive q in Fig. 1
(b). The electron-phonon interaction is [47–49] Hel−ph =∑
q,sWs(q)bq,se
iq·r + h.c., where r denotes the position of
the electron, q is the phonon wave vector, s labels the longitu-
dinal and two transverse modes, and bq,s is the phonon annihi-
lation operator. The functionWs(q) depends on the bulk mass
density, the speed of sound for mode s, and the deformation
potential constants [43]. In this work, we assume the follow-
ing parameters for Si: bulk deformation potential constants 5
eV and 8.77 eV [48], speed of sound for longitudinal phonons
vl = 9×103m/s and transverse phonons vt1 = vt2 = 5.4×103
m/s [50, 51], the bulk mass density 2.33 g/cm3. The full width
at half maximum of ϕ(z) is 4.7 nm.
In addition to the QD energies appearing in H0, several
other experimental parameters can be tuned in an ideal de-
vice, including the geometrical parameters a and l, and the
temperature T . Changing a or l can affect the tunnel coupling
t between the dots. To estimate the value of t, we model t as
tunnel coupling between the two sides of a double well poten-
tial h¯2(x2−a2/4)2/(2meff l4a2), wheremeff = 1.73×10−31
kg is the transverse effective mass of an electron in Si, yield-
ing [43]
t = − 3h¯
2(a2 + 4l2)
64meff l4 sinh [a2/(4l2)]
, (2)
from which we see that |t| grows rapidly with l.
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FIG. 2. (a) Dependence of the phonon-induced decoherence rates
on the tunnel coupling magnitude |t| for the Larmor (red dots) and
Ramsey (blue dots) sequences shown in Fig. 1 (d). Here, the inter-
dot separation is a = 90 nm, the dot size l (top axis) is determined
transcendentally from Eq. (2), and T = 50 mK. The dominant de-
coherence processes involve transitions between |1〉 and |L〉 and be-
tween |1〉 and |0〉, with approximate behaviors at q = 0 given by the
functions J1L(t) and J10(t) as defined in the main text. To demon-
strate the usefulness of these functions, we fit the data using the forms
shown in (a), yielding the following fitting coefficients: A1 = 50.95,
C1 = 102 and A2 = 1338.12, and C2 = 50.29. (b) Average gate
infidelity 1 − F of the free evolution portion of the Larmor pulse
sequence (red squares), computed in the presence of phonons. The
infidelity grows with |t|, so high-fidelity operations can be achieved
only when |t| is not too large. The charge noise-induced infidelity
(black triangles) is computed, as described in Refs. [30, 43], and
shows the opposite trend with |t|. Taking both noise processes into
account, an optimal working point emerges at |t| = 15 µeV.
To investigate the time evolution and decoherence of the
qubit, we employ the Bloch-Redfield formalism [34, 52, 53].
First, we apply the transformation Ud that diagonalizes H0 to
the full Hamiltonian H , yielding H˜ = U−1d HUd. Note that
the resulting Hamiltonian is expressed in the {|0〉, |1〉, |L〉}
basis. Similarly, we define H˜el−ph = U−1d Hel−phUd. We
3then derive the equation for the time evolution of the density
matrix of our three-level system following the procedure de-
scribed in Ref. [52] (see Ref. [43]): (1) write down the von
Neumann equation, (2) trace over phonon degrees of freedom,
(3) apply the Born-Markov approximation. This yields the
following equations of motion for the elements of the density
matrix ρ:
ρ˙nm = −iωnmρnm +
∑
k,j
[(Γ+jmnk + Γ
−
jmnk)ρkj
−Γ−kjjmρnk − Γ+nkkjρjm], (3)
where
Γ+jmnk =
1
h¯2
∫ ∞
0
dτ〈H¯jmel−ph(τ)H¯nkel−ph(0)〉e−iωnkτ , (4a)
Γ−jmnk =
1
h¯2
∫ ∞
0
dτ〈H¯jmel−ph(−τ)H¯nkel−ph(0)〉e−iωjmτ .
(4b)
Here, Γ+jmnk and Γ
−
jmnk are decoherence rates due to the
electron-phonon interaction, the indices n,m, j, k refer to the
eigenstates of H0 {|0〉, |1〉, |L〉}, the frequency ωnm is the
splitting between states n and m, and τ is time. The angular
brackets denote an average over phonon degrees of freedom,
〈Oˆ〉 = Trph{Oˆρph}, where ρph is the thermal equilibrium
state of the phonon bath. The notation H¯el−ph(τ) indicates
that H˜el−ph is expressed in the interaction representation, de-
fined as eiHphτ H˜el−phe−iHphτ .
After calculating the rates Γ−jmnk and Γ
+
jmnk, we solve Eq.
(3) for the Larmor and Ramsey pulse sequences shown in
Fig. 1 (d). For both sequences, we take the initial state to be
the eigenstate |0〉, defined at q = −0.08 meV. For the Larmor
pulse sequence the qubit is suddenly pulsed to q = 0, where
it evolves for time τ , and is then pulsed back to −0.08 meV,
where it is measured. For the Ramsey pulse sequence, we first
pulse to q = 0 and perform an X(pi/2) rotation. Since deco-
herence during Larmor rotations has already been addressed,
we do not include it in this part of the Ramsey evolution. The
system is then pulsed to q = optq , corresponding to a rotation
about the (zˆ+ xˆ)/
√
2 axis on the Bloch sphere. There are two
reasons for choosing this value of opt. First, a perfect Z ro-
tation requires pulsing q → ∞, which is not experimentally
feasible; a more realistic approach is to perform a three-step
sequence that yields an effective Z rotation [54]. Second, as
we show below, larger values of opt yield faster decoherence,
so we choose the minimum value of opt that is consistent with
[54]. The system evolves freely at q = opt for time τ , where
it experiences phonons. We then pulse back to q = 0 for an-
other pi/2 rotation and back to the base detuning q = −0.08
meV. We define decoherence rates ΓLar and ΓRam for the Lar-
mor and Ramsey pulse sequences, respectively by fitting the
decay of the resulting density matrix elements as a function of
evolution time to the exponential form e−Γτ .
Figure 2 (a) shows the dependence of ΓLar and ΓRam on
l and |t|. Here, the growth of the rates is mainly due to the
growth of |t|; the change in l apart from its effect on |t| is
insignificant. The dominant decoherence processes for both
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FIG. 3. Dependence of the phonon-induced decoherence rates on in-
terdot separation for the Larmor (red dots) and Ramsey (blue dots)
pulse sequences, keeping the tunnel coupling fixed at t = −8.2 µeV.
The decoherence rates grow with a because the same long wave-
length phonon causes a larger distortion of the triple dot. The specific
dependences of decoherence rates on a, for the dominant |1〉 ↔ |L〉
and |1〉 ↔ |0〉 decoherence processes shown in the inset, are given by
a2 and a4 respectively. We therefore fit the numerical results to the
form shown in the figure, yielding the fitting coefficientsA3 = 1.33,
C3 = 0.000077, A4 = 25.52, and C4 = 0.000255. Here, l = 18.5
nm and T = 50 mK.
pulse sequences are the transitions between |1〉 and |0〉, and
between |1〉 and |L〉, as indicated in the inset of Fig. 3. The
main contribution comes from the parts of the correspond-
ing matrix elements of H˜el−ph containing terms PRR − PLL
for |1〉 ↔ |L〉 and PLL + PRR − 2PCC for |1〉 ↔ |0〉.
Consequently, for q = 0 (i.e., Larmor oscillations) the
decoherence rate is proportional to the function J1L(t) =
|t|3| exp[−ia
√
2|t|
h¯vt1
] − exp[ ia
√
2|t|
h¯vt1
]|2 for the |1〉 ↔ |L〉 pro-
cess or J10(t) = |t|3| exp[−ia2
√
2|t|
h¯vt1
] + exp[ ia2
√
2|t|
h¯vt1
]− 2|2 for
the |1〉 ↔ |0〉 process. (For details, see [43].) Here, vt1 is
the speed of sound for transverse acoustic phonons, that dom-
inate over longitudinal phonons for the parameters used. The
origins of J10(t) and J1L(t) are easy to understand: |t|2 corre-
sponds to the phonon density of states, another |t| comes from
the form of the deformation potential, while the exponential
terms reflect the phase differences between the different ma-
trix elements, which arise from the dot separations. Figure
2 (a) shows that the calculated ΓLar is well described by the
function A1J1L(t) + C1J10(t), with fitting constants A1 and
C1. The dependence of ΓRam also fits well to the same func-
tional form, as shown in Fig. 2 (a), even though its dependence
on |t| is more complicated.
One of the main questions to be answered in the present
work is whether phonon-mediated noise presents a challenge
for charge quadrupole qubits, and how this compares to charge
noise, which was studied in Refs. [29, 30]. Figure 2 (b) shows
our main results for both types of noise. Here the charge noise
was assumed to be quasistatic, with a typical experimental
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FIG. 4. Temperature dependence of the phonon-induced decoher-
ence rates for Ramsey (blue dots) and Larmor (red dots) pulse se-
quences, at t = −8.2 µeV, l = 18.5 nm, and a = 90 nm. Black line
serves as a guide to indicate the dependence proportional to tempera-
ture. The transition to the linear regime occurs at lower temperatures
for the Larmor pulse sequence, because the relevant energy scales
are smaller than those of the Ramsey sequence, as indicated in Fig. 1
(d). Consequently, a high-temperature expansion of Bose-Einstein
distribution is valid at lower temperatures for the Larmor sequence,
than for the Ramsey sequence.
noise value 1 µeV [55], affecting the dipolar detuning param-
eter d as described in [30]. A composite Z(pi)X(3pi)Z(−pi)
pulse sequence was implemented, to eliminate the effects of
leakage to leading order and the average gate fidelity was cal-
culated as described in Refs. [30, 43]. For the phonon noise,
we considered the same pulse sequence. However, we modi-
fied the Ramsey sequence in Fig. 2 (b) by setting t = 0 during
the Z rotation, as proposed in [30]. This has the added benefit
of suppressing the phonon-induced tunneling during Ramsey
oscillations, so that decoherence occurs only during Larmor
precession. To compute the average gate fidelity for phonon-
induced noise during the free evolution portion of the Larmor
sequence, Fph, we average over initial states using the stan-
dard definition Fph = 1/4
∑
ξ Tr{
√√
ρidξ ρξ
√
ρidξ }. Here, ξ
are indices denoting the initial states that form a regular tetra-
hedron on the Bloch sphere [56], and ρidξ is a density matrix
for the ideal system, i.e. without phonons. The results of our
calculations are shown in Fig. 2 (b) for both types of noise.
For phonons, the infidelity increases with |t|, for the same rea-
son as in Fig. 2 (a). For charge noise, the fidelity shows the
opposite trend, due to the suppression of leakage and broad-
ening of the sweet spot. As a result, an optimal working point
emerges near t = 15 µeV, corresponding to a maximum fi-
delity > 99.99%.
For phonon noise it is possible to tune the decoherence
rates by modifying geometrical device parameters. The de-
pendence of ΓLar and ΓRam on interdot distance is shown
in Fig. 3. Here, the tunnel coupling t = −8.2 µeV is held
constant; experimentally this can be accomplished by varying
gate voltages. We take l = 18.5 nm for all points here, to
consider solely effects of changing a. Fig. 3 shows that the
rates grow with a as a linear combination of power laws a2
and a4, which is justified by expanding the functions J1L and
J01 in small values of their exponential arguments. For ΓRam
this expansion is not strictly valid, however empirically, we
find that a fit with the same power laws seems to work. The
physics underlying the growth of ΓLar and ΓRam with a is that
the decoherence is dominated by phonons with wavelengths
larger than the triple dot size; as the QD separations are in-
creased, the phonon causes larger shifts within the triple QD,
and consequently more decoherence.
The temperature dependence of the decoherence rates is
shown in Fig. 4. Both rates grow very slowly below 0.1 K,
particularly ΓRam, and then increase linearly with T at higher
temperatures. The linear dependence on temperature appears
when h¯ω10, h¯ω1L  kBT , causing the Bose-Einstein distri-
bution to reduce to a classical distribution. The transition oc-
curs sooner for ΓLar than for ΓRam, because the Ramsey pulse
sequence involves larger energy splittings.
In conclusion, we have studied phonon-induced decoher-
ence of a charge quadrupole qubit to determine its optimal
working regime. We find that decoherence rates grow quickly
with energy level splitting, due to the strong dependence of the
phonon density of states and electron-phonon interaction ma-
trix elements on it. This suggests that large tunnel couplings
and quadrupolar detunings should be avoided during qubit
operation. However, decoherence caused by charge noise is
found to decrease rapidly with tunnel coupling, due to the
suppression of leakage and the broadening of the sweet spot.
Hence an optimal working point emerges for the tunnel cou-
pling, which we estimate to be t ' 15 µeV for typical devices,
corresponding to average gate fidelities greater than 99.99%,
with X gate periods of 0.15 ns and Z gate periods of 0.06 ns.
We also find that smaller dot separations tend to reduce the
phonon-induced decoherence; a similar trend was previously
observed for the coupling to charge noise [29].
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5SUPPLEMENTAL MATERIAL
In this Supplemental Material we present additional details and calculations regarding phonon-induced decoherence of a
charge quadrupole qubit. The Supplemental Material is organized as follows. In Sec. S1 we present the wave function of an
electron in the heterostructure growth direction. The derivation of the expression for the tunnel coupling is shown in Sec. S2.
We give details regarding electron-phonon interaction Hamiltonian in Si in Sec. S3. In Sec. S4 we show the derivation of the
equation for the reduced density matrix of the system interacting with bath. We use this equation to receive the results presented
in the main text. In Sec. S5 we present our calculation of the transition rates via Fermi Golden rule. As these rates describe
particular relaxation processes, they explain results presented in the main text in more detail. Sec. S6 explains how we calculated
charge noise-induced infidelity of the qubit.
S1. THE WAVE FUNCTION OF AN ELECTRON IN THE HETEROSTRUCTURE GROWTH DIRECTION
The full wave function of an electron in a triple quantum dot can be represented as a product of a component in the direction
of heterostructure growth (z) and a lateral component (x − y), because the Hamiltonian H0 can be divided into a sum of z and
x − y terms. The lateral components of the wave functions ψ(x, y) were discussed in the main text. Here with summarize our
treatment of the remaining component ϕ(z). A convenient approximate expression for the wave function of an electron in the
direction of quantum well confinement is [37]
ϕ(z) =
√
2i sin k0z
pi1/4
√
d(1− e−k20d2)
exp
[
− z
2
2d2
]
, (S1)
where k0 is a wave vector corresponding to the minima of the conduction band in Si, k0 ≈ 0.82× 2pi/a0, with the length of the
Si cubic cell a0 = 0.54 nm. The parameter d defines the width of the quantum well. For our calculations we simplified ϕ as
follows:
ϕ(z) ≈ 1
pi1/4
√
d
exp
[
− z
2
2d2
]
. (S2)
Such simplification does not affect the results we get via Fermi Golden rule calculation noticeably, therefore we believe that it
also does not affect the results of the Bloch-Redfield formalism.
S2. TUNNEL COUPLING
From Eq. (1) in the main text, the definition of tunnel coupling is t = 〈ΦR|H0|ΦC〉. Therefore we evaluate t considering
tunneling of a particle in a double-well potential h¯
2
2meff l4a2
(x2 − a24 )2. This potential includes only two quantum wells, but this
is sufficient for our purposes because the third dot is far away, and its effect is exponentially suppressed. To evaluate t we use
the wave functions constructed similar to ΦR and ΦC , namely [41, 42]
Φ˜L,R =
ψ
a/2
L,R − g˜ψa/2R,L√
1− 2g˜S˜ + g˜2
, (S3)
S˜ = 〈ψa/2L |ψa/2R 〉, (S4)
g˜ =
1−
√
1− S˜2
S˜
, (S5)
where ψa/2L,R are the same as for the x-components of ψR,L in the main text, but shifted along x by a/2, not a. The expression
for t then reads
t = − 3h¯
2(a2 + 4l2)
64meff l4 sinh
a2
4l2
. (S6)
The rapid growth of t with l arises because t ∝ sinh−1 a24l2 .
6S3. THE ELECTRON-PHONON INTERACTION HAMILTONIAN
In this Section we present a detailed expression for the electron-phonon Hamiltonian in bulk Si; it is given by [48]
Hel−ph = ΞdTrε+ Ξuεzz, (S7)
where ε is a strain tensor defined as [39, 49]
εij =
1
2
(
∂ui
∂rj
+
∂uj
∂ri
)
, (S8)
u =
∑
q,s
√
h¯
2ρSiV qvs
eqs(bq,s ∓s b†−q,s)eiq·r, (S9)
where Ξd and Ξu are deformation potential constants, u is a displacement operator, s ∈ {l, t1, t2} (corresponding to one
longitudinal and two transverse acoustic modes), vs is the speed of sound for each of these modes, ρSi is the mass density of
bulk Si, V is the volume we consider, bq,s and b†q,s are annihilation and creation operators for phonons of mode s and wave
vector q. The polarization vectors are chosen as follows: eq,l = q/q, e−q,t1 = −eq,t1 and e−q,t2 = eq,t2 leading to the
definition ∓l = −, ∓t1 = −, and ∓t2 = +. The explicit expressions for polarizations are
eq,l =
cosφq sin θqsinφq sin θq
cos θq
 , (S10)
eq,t1 =
 sinφq− cosφq
0
 , (S11)
eq,t2 =
cosφq cos θqsinφq cos θq
− sin θq
 , (S12)
where 0 ≤ φq < 2pi and 0 ≤ θq < pi are angles describing the phonon wavevector q in spherical coordinates q =q cosφq sin θqq sinφq sin θq
q cos θq
. Writing Eq. (S7) in a more explicit form, we get
Hel−ph = iΞd
∑
q
√
h¯q
2ρSiV vl
(bq,l − b†−q,l)eiq·r + iΞu
∑
q,s
√
h¯
2ρSiV qvs
qze
z
qs(bq,s ∓s b†−q,s)eiq·r. (S13)
As later the H˜el−ph = U−1d Hel−phUd matrix elements will be important, particularly 〈L|H˜el−ph|1〉 and 〈1|H˜el−ph|0〉, we
present them here
〈L|H˜el−ph|1〉 =
[
2(PRR − PLL)− 1
t
(q +
√
8t2 + 2q)(PLC − PCR)
]√√√√√
√
8t2 + 2q − q
2
√
8t2 + 2q
, (S14)
〈0|H˜el−ph|1〉 =
√√
8t2 + 2q − q
4t
√
8t2 + 2q
√√
8t2 + 2q + q
[t(q +
√
8t2 + 2q)(PLL + PRR − 2PCC) + (S15)
+4t2(P †CR + PLC − P †LC − PCR) + (P †CR + PLC)q(q +
√
8t2 + 2q)].
S4. BLOCH-REDFIELD FORMALISM
Here we derive the equation for the reduced density matrix that describes our three-level system, which we use to obtain
decoherence rates from the decay of the occupation of the system’s states. We follow the standard procedure for deriving Bloch
equations [34, 52, 57].
7- -   
-
-



Γ0L"
Γ10"
Γ1L"
Γ01"
Quadrupolar detuning, ✏q (µeV)
E
ne
rg
y,
(µ
eV
)
|1i
|Li
|0i
Supplementary Fig. S1. Dependence of the energies of |0〉, |1〉, and |L〉 states on quadrupolar detuning q . Arrows show all possible one-
phonon relaxation processes, where Γ10 and Γ1L are found to be dominant.
The Hamiltonian in our problem is given by
H = Hq +Hph +Hq−ph, (S16)
where Hq is the Hamiltonian of a qubit (including the leakage state in our case), Hph describes the Hamiltonian of the phonons
andHq−ph is an interaction between them. The von Neumann equation for a full density matrix in the Schro¨dinger representation
is
˙˜ρ = i[ρ˜, H], (S17)
where we set h¯ = 1 for brevity. In the interaction representation defined as ρ˜int = ei(Hq+Hph)tρ˜e−i(Hq+Hph)t, the von Neumann
equation becomes
˙˜ρint = i[ρ˜int, H
int
q−ph], (S18)
and integration yields
ρ˜int(t) = i
∫ t
0
dτ [ρ˜int(τ), H
int
q−ph(τ)] + ρ˜int(0). (S19)
Substituting into Eq. (S18) yields
˙˜ρint(t) = −
∫ t
0
dτ [[ρ˜int(τ), H
int
q−ph(τ)], H
int
q−ph(t)] + i[ρ˜int(0), H
int
q−ph(t)]. (S20)
As we are mainly interested in the three-level system of the qubit with the leakage state, we trace over phonon degrees of freedom
to obtain the reduced density matrix:
˙˜ρredint (t) = −
∫ t
0
dτTrph{[[ρ˜int(τ), Hintq−ph(τ)], Hintq−ph(t)]}+ iT rph{[ρ˜int(0), Hintq−ph(t)]}. (S21)
We then apply the Born approximation: ρ˜int(t) = ρ
ph
int(0) ⊗ ρqint(t) and the Markov approximation ρ˜int(τ) → ρ˜int(t) inside
the integral. Here we note that Trph{[ρphint(0) ⊗ ρqint(0), Hintq−ph(t)]} = 0 because Trph{ρphintbk} = 0, and similarly for a†k.
Therefore only the first term remains in Eq. (S21), which after the Born-Markov approximations reads
ρ˙qint(t) = −
∫ t
0
dτTrph{[[ρphint ⊗ ρqint(t), Hintq−ph(τ)], Hintq−ph(t)]}. (S22)
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We expand the commutator to obtain
ρ˙qint(t) = −
∫ t
0
dτTrph{ρphintρqint(t)Hintq−ph(τ)Hintq−ph(t)−Hintq−ph(τ)ρphintρqint(t)Hintq−ph(t) (S23)
−Hintq−ph(t)ρphintρqint(t)Hintq−ph(τ) +Hintq−ph(t)Hintq−ph(τ)ρphintρqint(t)}.
We then project this equation onto the qubit-leakage basis (dropping the notation ‘int’ for brevity), yielding:
ρ˙qnm(t) = −
∫ t
0
dτTrph{ρphρqnk(t)Hkjq−ph(τ)Hjmq−ph(t)−Hnkq−ph(τ)ρphρqkj(t)Hjmq−ph(t)− (S24)
−Hnkq−ph(t)ρphρqkj(t)Hjmq−ph(τ) +Hnkq−ph(t)Hkjq−ph(τ)ρphρqjm(t)},
where the convention of summing over repeated indices is used. We also switch to a different interaction picture in the following
way:
Hnkq−ph = 〈n|Hq−ph|k〉 = 〈n|ei(Hq+Hph)tHq−phe−i(Hq+Hph)t|k〉 = eiωnkteiHpht〈n|Hq−ph|k〉e−iHpht = eiωnktH¯nkq−ph,
(S25)
where the bar denotes the interaction representation with respect to the phonon Hamiltonian only, and ωnk = En − Ek, where
En and Ek are the energies of states n and k respectively. We apply such representation to all the Hamiltonian terms in Eq.
(S24), obtaining
ρ˙qnm(t) = −
∫ t
0
dτTrph{ρphρqnk(t)H¯kjq−ph(τ)H¯jmq−ph(t)eiωkjτ+iωjmt − H¯nkq−ph(τ)ρphρqkj(t)H¯jmq−ph(t)eiωnkτ+iωjmt (S26)
−H¯nkq−ph(t)ρphρqkj(t)H¯jmq−ph(τ)eiωnkt+iωjmτ + H¯nkq−ph(t)H¯kjq−ph(τ)ρphρqjm(t)eiωnkt+iωkjτ}.
We make the substitution τ = t− τ ′, obtaining
ρ˙qnm(t) = (S27)
−
∫ t
0
dτ ′Trph{H¯kjq−ph(−τ ′)H¯jmq−ph(0)ρphρqnk(t)ei(ωkj+ωjm)t−iωkjτ
′ − H¯jmq−ph(τ ′)H¯nkq−ph(0)ρphρqkj(t)ei(ωnk+ωjm)t−iωnkτ
′
−H¯jmq−ph(−τ ′)H¯nkq−ph(0)ρphρqkj(t)ei(ωnk+ωjm)t−iωjmτ
′
+ H¯nkq−ph(τ
′)H¯kjq−ph(0)ρ
phρqjm(t)e
i(ωnk+ωkj)t−iωkjτ ′}.
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Supplementary Fig. S3. Dependence of the relaxation rates Γ10 and Γ1L on the interdot separation a for quadrupolar detuning q = 0 and
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Defining
Γ+jmnk =
∫ t
0
dτ ′Trph{H¯jmq−ph(τ ′)H¯nkq−ph(0)ρph}e−iωnkτ
′
, (S28)
Γ−jmnk =
∫ t
0
dτ ′Trph{H¯jmq−ph(−τ ′)H¯nkq−ph(0)ρph}e−iωjmτ
′
. (S29)
Our equation takes the form
ρ˙qnm(t) =
= −Γ−kjjmρqnk(t)ei(ωkj+ωjm)t + Γ+jmnkρqkj(t)ei(ωnk+ωjm)t + Γ−jmnkρqkj(t)ei(ωnk+ωjm)t − Γ+nkkjρqjm(t)ei(ωnk+ωkj)t. (S30)
Note, that we omitted the superscript ‘int’ here to simplify the notation; however the reduced density matrix is in interaction
representation as shown above Eq. (S18). To transform back to the Schro¨dinger representation we use
ρint,qnm (t) = e
iωnmtρqnm(t), (S31)
∂tρ
int,q
nm (t) = e
iωnmt(iωnm + ∂t)ρ
q
nm(t). (S32)
Finally, in the Schro¨dinger representation, we obtain
ρ˙qnm(t) = −iωnmρqnm(t)− Γ−kjjmρqnk(t) + (Γ+jmnk + Γ−jmnk)ρqkj(t)− Γ+nkkjρqjm(t). (S33)
Here, the initial conditions are defined by the desired pulse sequence, as discussed in the main text and Fig. 1 (d). By computing
the density matrix as a function of time for a particular initial condition, we determine how the system decays, to extract
decoherence by fitting the decay to the exponential form.
S5. FERMI GOLDEN RULE CALCULATION OF TRANSITION RATES
In this section we use the Fermi Golden rule to calculate the transition rates of the relaxation processes between different
states. These rates have similar form to Eqs. (S28) and (S29) which helps to better understand the behavior of the results
obtained from Bloch-Redfield formalism. We assume that the initial state is one of the qubit states.
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Supplementary Fig. S4. Dependence of the relaxation rates Γ10 and Γ1L on the quadrupolar detuning q . The dependence of Γ10 exhibits
symmetric behavior as the qubit energy splitting is also symmetric with respect to q = 0. The splitting between |1〉 and |L〉 is very small
when q is large and negative; consequently Γ1L is very small in this regime. For qubit operation, both relaxation rates should be small, so
operation near q = 0 is expected to yield the the best results. Here, the set of parameters is the same as for Fig. S3 and interdot separation
a = 90 nm.
Supplementary Fig. S5. Dependence of the relaxation rate Γ10 on the quadrupolar detuning q and tunnel coupling magnitude |t|, with
symmetric behavior similar to Fig. S4. Here, interdot separation a = 90, temperature T = 50 mK, and l changes accordingly with t.
The Fermi Golden rule expression for the transition rate from initial state |i〉 to final state |f〉 is
Γif =
2pi
h¯
∑
q,s
|〈f |H˜q,sel−ph|i〉|2δ(Ei − Ef ± h¯ωq,s), (S34)
where − is for absorption and + is for emission of a phonon, H˜el−ph =
∑
q,s H˜
q,s
el−ph, and |i〉 and |f〉 are the initial and final
states of our system respectively, including the electron and phonon bath. Here, the initial and final energies of the electron are
Ei and Ef , and the frequency ωq,s corresponds to a phonon that is emitted or absorbed.
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Supplementary Fig. S6. Dependence of the relaxation rate Γ1L on the quadrupolar detuning q and tunnel coupling magnitude |t|, with
asymmetric behavior similar to Fig. S4. The parameters used here are the same as for Fig. S5.
The full expressions for the rates are lengthy, therefore we do not include them all here. However we provide one of the
shortest of the expressions as an example:
Γ1L =
∑
s
∫
dθqdφq sin θq
(2pi)2h¯2vs
(S35)
×
∣∣∣∣∣∣
[
2t[pRR,s(q, φq, θq)− pLL,s(q, φq, θq)] + [pCR,s(q, φq, θq)±s p∗LC,s(q, φq + pi, pi − θq)]
[√
8t2 + 2q + q
]]
4
√
2t(8t2 + 2q)
1/4
∣∣∣∣∣∣
2
q=q1L
×
√√
8t2 + 2q − q
[
1
2h¯vs
(√
8t2 + 2q + q
)]2 [
nBE
(
1
2
[√
8t2 + 2q + q
])
+ 1
]
,
where q1L =
√
8t2+2q+q
2h¯vs
, nBE is the Bose-Einstein distribution function, and p is defined in terms of the electron-phonon
matrix elements as follows:
Pij =
∑
q
pij,l(q, φq, θq)(bq,l − b†−q,l) + pij,t1(q, φq, θq)(bq,t1 − b†−q,t1) + pij,t2(q, φq, θq)(bq,t2 + b†−q,t2). (S36)
The relaxation rates are calculated for the following set of Si material parameters: deformation potential constants Ξd = 5 eV,
Ξu = 8.77 eV, longitudinal speed of sound vl = 9 × 103 m/s, transverse speed of sound vt1 = vt2 = 5.4 × 103 m/s, and mass
density ρSi = 2.33 g/cm3. The quantum well in z direction is characterized by d = 2 nm.
Since we consider the low temperature T = 0.05 K, the absorption rates are much slower than the emission. Mathematically
this follows from the fact that emission rates have a nBE +1 term, as in the last bracket of Eq. (S35), while absorption rates only
have nBE . Therefore, since nBE becomes very small for low temperatures, emission rates dominate over absorption. Therefore,
the dominant processes are the emission of a phonon between the qubit states, Γ10, and between |1〉 and |L〉, Γ1L, depicted in
Fig. S1.
When q = 0 the main contribution to Γ1L in the parameters ranges we consider, comes from the difference PRR − PLL,
appearing in Eq. (S14). Similarly, for Γ10, the main contribution comes from the difference PLL+PRR−2PCC (see Eq. (S15))
almost for all parameters considered. Consequently, the behaviors of the rates Γ1L and Γ10 for q = 0 can be fit as follows
Γ1L ∝ J1L = |t|3
∣∣∣∣∣exp
(
− i
√
2ta
h¯vt1
)
− exp
(
i
√
2ta
h¯vt1
)∣∣∣∣∣
2
, (S37)
Γ10 ∝ J10 = |t|3
∣∣∣∣∣exp
(
− i2
√
2ta
h¯vt1
)
+ exp
(
i2
√
2ta
h¯vt1
)
− 2
∣∣∣∣∣
2
. (S38)
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Here, |t|2 comes from the phonon density of states, another |t| comes from the form of the electron-phonon interaction and
exponents contain the phase shifts between matrix elements PLL, PCC , and PRR due to the interdot separation a. The transverse
phonons dominate for these parameters, therefore the approximation with only vt1 works well. Following the fact that the
relaxation processes |1〉 ↔ |L〉 and |1〉 ↔ |0〉 are dominating in the decoherence rates for Larmor and Ramsey pulse sequences,
we used J1L and J10 in the main text to approximate the results for the dependences of the decoherence rates on |t| and a.
As the dots are gate-defined, the size of each dot can be varied. Here, the transverse size of the dots is characterized by l.
Since the experimentally relevant quantity is the tunnel coupling, here we present the dependence of Γ10 and Γ1L on |t|, whereas
t is calculated using geometrical parameters a and l of the triple quantum dot, see Fig. S2. When
√
2ta/(h¯s2) < 1, we can
expand the exponents in Eq. (S37), obtaining the power law |t|5, whereas for Eq. (S38), when 2√2ta/(h¯s2) < 1, we get the
power-law |t|7.
Another geometrical parameter we consider is the interdot separation a. We plot the dependence of Γ1L and Γ10 on a in
Fig. S3 for q = 0 and q = 30 µeV. We see that Γ10 and Γ1L are both more than ∼ 10 times smaller for q = 0 than for
q = 30 µeV. In the former case we find that the rates depend on interdot distance a as Γ1L ∝ a2 and Γ10 ∝ a4, with very good
precision for all a in Γ1L and above a ≈ 80 nm for Γ10. Such power laws can be understood from the exponents in Eqs. (S37)
and (S38), as they can be expanded and consequently give the power laws a2 and a4. The behavior of Γ10 for a < 80 nm can
be explained as follows. The overlap between wave functions becomes strong enough to cause the off-diagonal matrix elements
PLC , PCR, P
†
LC , P
†
CR contribute significantly to the relaxation rate, therefore modifying the power-law. When q = 30 µeV,
the arguments of the exponents in Eqs. (S37) and (S38) are not small for part of the parameter range, so it is no longer valid to
expand in them.
The increase of the rates with a can be explained physically as follows. Since the phonons that correspond to the considered
transitions are long-wavelength, if the triple quantum dot has small dimensions, it experiences the phonon as an approximately
uniform shift in energy. If the dots are further apart, the same phonon produces larger shifts between the dots, appearing in the
Hel−ph matrix elements, which consequently produces more relaxation.
The dependence of Γ1L and Γ10 on quadrupolar detuning is determined by the energy level spacing between the states we
consider. As Fig. S4 shows, the rate Γ10 is at a minimum when q = 0 and exhibits symmetric behavior with respect to q = 0
axis, while Γ1L has an asymmetric dependence on q . Such behavior corresponds to the change of the energy splittings between
the states, as shown in the inset of Fig. S4. We also present in Figs. S5 and S6 the contour plots for the dependences of Γ10 and
Γ1L on |t| and q .
S6. CHARGE NOISE-INDUCED INFIDELITY
In this section we present the model we used to calculate quasistatic charge noise for charge quadrupole qubit. For that we
followed the procedure described in Ref. 30. We first define
Hz =
q
2
1 0 00 −1 0
0 0 −1
 , Hx = √2t
0 1 01 0 0
0 0 0
 , Hleak = δd
0 0 00 0 1
0 1 0
 . (S39)
Here δd represents the charge noise on the gates; we take it δd = 1 µeV [55]. The operators of Z and X rotations with charge
noise are defined as follows
Uz(q, δd, φ) = exp [−i[Hz(q) +Hleak(δd)]φ/q], (S40)
Ux(t, δd, θ) = exp
[
−i[Hx(t) +Hleak(δd)]θ/(2
√
2t)
]
, (S41)
for the rotation angles φ and θ, which define corresponding gate times as τz = φh¯/q and τx = θh¯/(2
√
2t). To construct the
rotation X(pi) we build the following pulse sequence
R = Uz
(
q, δd,
φ
2
)
Ux(t, δd, θ)Uz
(
−q, δd,−φ
2
)
, (S42)
and take φ = 2pi, θ = 3pi, and q = −tφ cot
(
θ
4
)
/
√
2, which gives Z(pi)X(3pi)Z(−pi). The definition of the average gate
fidelity we use is
F =
Tr(UU†) + |Tr(U†targetU)|2
d(d+ 1)
, (S43)
where the desired gate operation, Utarget, is in 2D logical space, the operation U is the rotation operator R projected onto 2D
logical space, and d = 2.
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