This paper addresses the question of when projections of a high-dimensional random vector are approximately Gaussian. This problem has been studied previously in the context of high-dimensional data analysis, where the focus is on lowdimensional projections of high-dimensional point clouds. The focus of this paper is on the typical behavior when the projections are generated by an i.i.d. Gaussian projection matrix. The main results are bounds on the deviation between the conditional distribution of the projections and a Gaussian approximation, where the conditioning is on the projection matrix. The bounds are given in terms of the quadratic Wasserstein distance and relative entropy and are stated explicitly as a function of the number of projections and certain key properties of the random vector. The proof uses Talagrand's transportation inequality and a general integral-moment inequality for mutual information. Applications to random linear estimation and compressed sensing are discussed.
I. INTRODUCTION
A somewhat surprising phenomenon is that the distributions of certain weighted sums (or projections) of random variables can be close to Gaussian, even if the variables themselves have a nontrivial dependence structure. This fact can be traced back to Sudakov [1] , who studied the typical behavior when the weights are drawn randomly from the uniform measure on the sphere. An independent line of work by Diaconis and Freedman [2] focused on projections of high-dimensional point clouds. In both cases, it is shown that the phenomenon persists with high probability under very mild assumptions. Ensuing work [3] - [13] has generalized and strengthened these results in several directions, including the case of multivariate projections.
Most related to the current paper is the recent line of work by Meckes [10] , [11] , who provides bounds with respect to the bounded-Lipschitz metric when the projections are distributed uniformly on the Stiefel manifold. Meckes shows that, under certain assumptions on a sequence of n-dimensional random vectors, the distribution of the projections are close to Gaussian provided that the number of projections k satisfies k < 2 log n/ log log n. Meckes also shows that this condition cannot be improved in general.
The focus of this paper is on the typical behavior when the projections are generated randomly and independently of the The work of G. Reeves was supported in part by funding from the Laboratory for Analytic Sciences (LAS). Any opinions, findings, conclusions, and recommendations expressed in this material are those of the author and do not necessarily reflect the views of the sponsors. random variables. Given an n-dimensional random vector X, the k-dimensional linear projection Z is defined according to
where Θ is a k × n i.i.d. Gaussian random matrix that is independent of X.
The main results of this paper are bounds on the deviation between the conditional distribution of Z given Θ and a Gaussian approximation. These bounds are given in terms of the quadratic Wasserstein distance and relative entropy and are stated explicitly as a function of the number of projections k and certain properties of the distribution on X. For example, under the same assumptions used by Meckes [11, Corollary 4] , we show that
, where E Θ denotes the expectation is with respect to Θ, W 2 (·, ·) is the quadratic Wasserstein distance, and G Z is the Gaussian distribution with the same mean and covariance as Z.
In comparison with previous work, one of the contributions of this paper is that our results provide a stronger characterization of the approximation error. Specifically, the analysis requires fewer assumptions about the distribution of X and the bounds are stated with respect to stronger measures of statistical distance, namely the quadratic Wasserstein distance and relative entropy.
A further contribution of the paper is given by our proof technique, which appears to be quite different from previous approaches. The first step in our proof is to characterize the conditional distribution of Z after it has been passed through an additive white Gaussian noise (AWGN) channel of noise power t ∈ (0, ∞). In particular, the k-dimensional random vector Y is defined according to
where N ∼ N (0, I k ) is independent of Z. The bulk of the work is to bound the relative entropy between the conditional distribution of Y given Θ and the Gaussian distribution with the same mean and covariance as Y . To this end, we take advantage of a general integral-moment inequality (Lemma 4) that allows us to bound the mutual information I(Y ; Θ) in terms of the variance of the density function of P Y |Θ . Note that this density is guaranteed to exist because of the added Gaussian noise.
The next step in our proof is to use the fact that the square of the conditional density can be expressed as an expectation with respect to two independent copies of X using the identity:
where the expectation is with respect to independent vectors X 1 and X 2 with the same distribution as X. By swapping the order of expectation between Θ and the pair (X 1 , X 2 ), we are then able to obtain closed form expressions for integrals involving the variance of the density. These expressions lead to explicit bounds with respect to the relative entropy (Theorem 2).
Finally, the last step of our proof leverages Talagrand's transportation inequality [14] to obtain bounds on the conditional distribution of Z given Θ with respect to the quadratic Wasserstein distance (Theorem 1). This step requires careful control of the behavior of the conditional distribution P Y |Θ in the limit as the noise power t converges to zero.
One of the primary motivations for this work comes from the author's recent work on a random linear estimation problem that arises in CDMA and compressed sensing [15] . In particular, Theorem 7 of this paper plays a key role in rigorously characterizing certain phase transitions that had been predicted using the heuristic replica method from statistical physics [16] . More generally, we believe that the results in this paper could be useful for the analysis of approximate message passing algorithms (e.g., [17] ), which rely on Gaussian approximations for weighted sums of large numbers of random variables. Another potential application for our results is to provide theoretical guarantees for approximate inference. Some initial work in this direction is described in [18] , [19] .
A. Statement of main results
Before we can state our main results we need some additional definitions. The quadratic Wasserstein distance between distributions P and Q on R k is defined according to
where the infimum is over all couplings of the random vectors (U, V ) obeying the marginal constraints U ∼ P and V ∼ Q, and · denotes the Euclidean norm. The quadratic Wasserstein distance metrizes the convergence of distributions with finite second moments. Another measure of the discrepancy between distributions P and Q is given by the relative entropy (also known as Kullback-Leibler divergence), which is defined according to
provided that P is absolutely continuous with respect to Q and the integral exists. Relative entropy is not a metric since it is not symmetric and does not obey the triangle inequality.
Convergence with respect to relative entropy is stronger than convergence in distribution. The marginal distributions of the random vectors Z and Y are denoted by P Z and P Y , and the Gaussian distributions with the same mean and covariance are denoted by G Z and G Y . The conditional distributions corresponding to Θ are denoted by P Z|Θ and P Y |Θ . Using this notation, the marginal distributions can be expressed as P Z = E P Z|Θ and P Y = E P Y |Θ where the expectation is with respect to Θ. Definition 1. For any n-dimensional random vector X with E X 2 < ∞, the functions α(X) and β r (X) are defined according to
where r ∈ {1, 2}, ·, · denotes the Euclidean inner product between vectors and X 1 and X 2 are independent vectors with the same distribution as X.
The functions α(X) and β 1 (X) are directly related to the quantities studied by Diaconis and Freedman [2] . It can be shown that β 2 (X) = 1 n E XX T F , where · F denotes the Frobenius norm.
Assumption 1 (IID Gaussian Projections). The entries of the k × n matrix Θ are i.i.d. Gaussian random variables with mean zero and variance 1/n.
Under Assumptions 1 and 2, the marginal distribution of Z has mean zero and covariance γI k , and thus the Gaussian approximations are given by G Z = N (0, γI k ) and G Y = N (0, (γ + t)I k ). Furthermore, it can be shown that
The main results of the paper are given in the following theorems.
Theorem 1. Under Assumptions 1 and 2, the quadratic Wasserstein distance between the conditional distribution of Z given Θ and the Gaussian distribution with the same mean and covariance as Z satisfies
where C is a universal constant. In particular, the inequality holds with C = 40. Theorem 2. Under Assumptions 1 and 2, the relative entropy between the conditional distribution of Y given Θ and the Gaussian distribution with the same mean and covariance as Y satisfies
for all t ∈ (0, ∞) and ∈ (0, 1] where C is a universal constant. In particular, the inequality holds with C = 3.
To interpret these results, it is useful to consider the setting where the functions α(X) and β 2 (X) are upper bounded by C γ/ √ n for some fixed constant C. This occurs, for example, when the entries of X are independent with mean zero and finite fourth moments.
Corollary 3. Consider Assumptions 1 and 2. For any ndimensional random vector X satisfying
The proof of Theorem 2 is given in Section II, which also provides some additional results. The proof of Theorem 1 is given in Section III.
B. Relation to prior work
One of the central questions in the literature has been to provide conditions under which the conditional distribution of Z given Θ converges to a Gaussian distribution weakly in probability for a sequence of problems indexed by the vector length n. When the number of projections k is fixed, Dümbgen and Zerial [12] show that a necessary and sufficient condition is given by
The sufficiency of (3) can also be seen as a consequence of Theorem 1 and the fact that convergence with respect to the Wasserstein metric implies convergence in distribution. Moreover, the fact that (3) is a necessary condition means that the dependence of our analysis on α(X) and β 2 (X) is optimal in the sense than any result bounding convergence in distribution must depend on these quantities. Another problem of interest is to characterize conditions under which Z is conditionally Gaussian in the setting where the number of projections increases with the vector length. In this direction, Meckes [11, Theorem 3] provides explicit bounds with respect to the bounded-Lipchitz metric. Under the assumptions α(X) ≤ C/ √ n and λ max E XX T ≤ C for some fixed constant C, Meckes shows that the conditional distribution of Z converges to the Gaussian approximation in the limit as both k and n increase to infinity provided that k ≤ δ log n/ log log n for some δ ∈ [0, 2). Meckes also shows that this scaling is sharp. For comparison with the results in this paper, observe that that the function β 2 (X) satisfies
where equality is attained if and only if E XX T is proportional to the identity matrix. Therefore, the condition on β 2 (X)
in Corollary 3 is satisfied whenever λ max (E XX T ) ≤ C. It is easy to verify that the scaling conditions under which the bound in Corollary 3 converges to zero are the same as the conditions given by Meckes. As a consequence, we see that the scaling behavior of our results cannot be improved in general. Furthermore, we note that there can exist cases where the maximum eigenvalue λ max (E XX T ) increases with the problem dimension while β 2 (X) ≤ C/ √ n. In these cases, the scaling conditions implied by our results are stronger than the ones provided by Meckes.
C. Some consequences of our results
One application for the results in this paper is to understand the connections between information-theoretically optimal methods for signal acquisition and the framework of compressed sensing (see e.g., [20] ), which seeks to recover an unknown vector from a small number of noisy linear projections. An interesting phenomenon in compressed sensing is that random projections have a certain universality property: projections chosen uniformly at random are often nearly as good as projections that are designed optimally based on specific properties of the problem. This phenomenon has been understood, to some extent, via connections with highdimensional convex geometry, and in particular to the almost spherical property of low-dimensional sections of convex bodies, as described by Dvoretzky's theorem (see e.g., [21] ).
Using the results in this paper, we can obtain a more direct explanation for the universality of random projections in compressed sensing. Recall that the capacity of the AWGN channel with signal-to-noise ratio s is given by C(s) = 1 2 log(1 + s) nats per channel use. The capacity provides an upper bound on the mutual information between the unknown vector and the observations generated according to the optimal source and channel coding scheme. Meanwhile, the mutual information between the vector X and the noisy linear projections Y described in (2) corresponds directly to the mutual information that arises in compressed sensing with an i.i.d. Gaussian matrix. Interestingly, the gap between the capacity of the AWGN channel and the mutual information I(X; Y |Θ) can be related directly to the relative entropy between the conditional distribution P Y |Θ and the Gaussian approximation G Y via the following identity:
In words, Identity (4) shows that the expected relative entropy considered in Theorem 2 is precisely the difference between the upper bound on the mutual information of the optimal sensing function and the mutual information using an i.i.d. Gaussian matrix. Consequently, whenever this term is small, one can conclude that compressed sensing with a random matrix is near optimal in terms of mutual information.
D. Outline of paper
Sections II and III below outline the main steps in the proofs of Theorems 1 and 2. An extended version of the paper contains the full details [22] .
II. BOUNDS ON RELATIVE ENTROPY
The starting of point our analysis is based on the following identity for relative entropy and mutual information
The first term in this decomposition depends on the unconditional distribution of Y . The fact that this distribution is close to Gaussian can be traced back to the work of Borel and Maxwell; see [23, Section 6] . For the setting considered in this paper, D(P Y G Y ) can be addressed straightforwardly using
Related results are given by Johnson [24] .
A. Mutual information inequalities
Our approach to bounding the mutual information I(Y ; Θ) is based on certain integrals involving the variance of the conditional density of Y given Θ. Let p Y (y) and p Y |Θ (y|θ) denote the density functions of P Y and P Y |Θ=θ , respectively. For fixed y and random Θ the density p Y |Θ (y|Θ) is a random variable whose expectation is given by the marginal density E p Y |Θ (y|Θ) = p Y (y). The variance of the conditional density is a function from R k to R + that can be expressed as
To proceed we introduce the following definitions:
where φ(y) = (2π) − k 2 exp(− 1 2 y 2 ) is the standard Gaussian density on R k . The next result follows from a general momentintegral inequality studied in [25] . 
B. Characterization of moments
The next step in our analysis is to characterize the moments of the variance of the conditional density. Let X 1 and X 2 be independent copies of X and let the random tuple (V a , V g , R) be defined according to
The variables V a and V g correspond to the arithmetic and geometric means respectively of {t + 1 n X i 2 } i∈{1,2} , and thus 0 ≤ V g ≤ V a . The variables V a and R can be related to the sum and the difference of X 1 and X 2 using the identities V a +R = t+ 1 2n X 1 +X 2 2 and V a −R = t+ 1 2n X 1 −X 2 2 .
Lemma 5. If k + p > 0 and E X p 2 < ∞ then m p (Y, Θ) is finite and is given by
In some cases, the characterization of m p (Y, Θ) given in Lemma 5 can be computed explicitly.
Note that λ ≥ 1/d, with equality when X is uniform.
Example 2 (Uniform on Sphere). Suppose that X is uniform on the Euclidean sphere of radius √ n γ. Then,
where U is symmetric about zero with U 2 ∼ Beta( 1 2 , n−1 2 ). If p is sufficiently small relative to k, then the function M k,p (X, t) is bounded uniformly with respect to t. Lemma 6. If γ min ≤ 1 n X 2 ≤ γ max almost surely, then
C. Further results
Using the results given in the previous section, we are now ready to give bounds on the relative entropy in terms of the parameters α r (X) and β r (X). We begin with some special cases. The next result corresponds to the case of a one-dimensional projection. 
Theorem 8. Consider Assumption 1. If 1 n X 2 = γ almost surely, then
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At this point, the difficulty in bounding the mutual information for large k and general distributions on X arises from the fact that the behavior of the moments m p (Y, Θ) can be dominated by the tail behavior of X . In particular, the requirement of higher order moments for X is highly restrictive. The proof of Theorem 2 follows from a simple conditioning argument that allows us to bypass this issue; the full details are given in [22] .
III. BOUNDS ON WASSERSTEIN DISTANCE
The next result follows from Talagrand's transportation inequality [14] and shows that the Wasserstein distance can be upper bounded in terms of the relative entropy between the distribution P Y |Θ and G Y defined in Section II. Lemma 9. The Wasserstein distance satisfies the following inequality for every realization of the matrix Θ,
Combining Lemma 9 with the bounds on the relative entropy in Section II leads to bounds on the expected Wasserstein distance in terms of α r (X) and β r (X). The next result leverages Theorem 8 to give a bound for the setting where X has constant magnitude. , where C is a universal constant. In particular, the inequality holds with C = 10.
To obtain bounds for general distributions on X, one possible approach is to combine Lemma 9 with Theorem 2, following the same steps used in the proof of Theorem 10. However, one issue that arises in this approach is that the minimization with respect to t depends on both α 1 (X) and β 2 (X). To bypass this issue, we use a conditioning argument that allows us to apply Theorem 10 to a projection of X onto the Euclidean sphere; the full details are given in [22] .
IV. CONCLUSION
This paper provides bounds on the deviation between the conditional distribution of the projections of a high-dimensional random vector and a Gaussian approximation, where the conditioning is on the projection matrix. For the settings considered in this paper, most of the results are essentially the same if the projection matrix is drawn uniformly on the Stiefel manifold (i.e., the set of all k × n matrices satisfying ΘΘ T = I k ). An interesting direction for future work is to consider more general classes of random projections.
