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Pati (Physics Letters A, 2000) derived a sufficient condition for the existence of Schmidt decom-
position in tripartite Hilbert spaces. In this paper, we show that the condition is erroneous by
demonstrating some counter-examples. Moreover, we suitably modify the condition and provide a
correctness proof. We also show for the first time how this can be generalized to n-partite Hilbert
spaces for any n ≥ 2. Finally, we prove that this condition is also a necessary condition.
I. INTRODUCTION
Schmidt decomposition was originally defined for pure
states in a bipartite Hilbert space; since for any pure
state |x〉 in a two-part system A⊗B, we can always find
orthonormal bases {|iA〉}dim(A)i=1 ⊆ A and {|iB〉}dim(B)i=1 ⊆
B such that |x〉 can be written as,
|x〉 =
n∑
i=1
λi |iA〉 |iB〉 ,
where n = min{dim(A), dim(B)} and λi ∈ C [2–4].
Schmidt decomposition is extremely helpful for bipar-
tite systems since it reduces the number of terms needed
to represent a pure state through orthogonal bases from
dim(A) × dim(B) to just min{dim(A), dim(B)}. Thus
all the information contained in the pure state can be
confined in a much smaller space. This is why Schmidt
decomposition has enormous application in the study of
Quantum Information. It would be tremendously help-
ful if Schmidt decomposition existed for general n-partite
system ⊗ni=1Ai, simply because, we would have to deal
with just min{dim(Ai)|i = 1, . . . , n} terms instead of∏n
i=1 dim(Ai) terms then. But sadly this is not true.
Schmidt decomposition woefully fails for just tripartite
systems [2, 5]. But certainly, some pure states in a gen-
eral n-partite Hilbert space are Schmidt decomposable.
Pati derived a sufficient condition for the existence of
Schmidt decomposition in tripartite Hilbert spaces [1],
but the condition was erroneous, as we have proved in
this article. We also showed that with a little modifica-
tion, the result holds not only for tripartite systems, but
for any n-partite system in general; and it is actually a
necessary and sufficient condition.
A different direction of research is to find the equiva-
lence class of a pure state in a composite quantum system
[6–18], where two pure states are called equivalent if they
are related by a unitary transformation which factorises
into separate unitary transformations on the component
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parts (i.e., a local unitary transformation). A remark-
able work in this direction is due to Carteret, Higuchi
and Sudbery [13], where a nice way of describing any
pure state in a composite system through orthonormal
bases of the component systems is derived. An interest-
ing property of this canonical form is that the coefficient
of each term is either 0 or real. This property is also seen
in the Schmidt decomposition of a pure state in a bipar-
tite system. Hence the authors have named the canonical
form as “generalised Schmidt decomposition”. But this
representation is clearly different from what we would un-
derstand as the Schmidt decomposition of a pure state.
It is to be noted that, by our definition, not every pure
state in an n-partite system (n > 2) has Schmidt decom-
position, but, by the definition of the paper [13], every
pure state in a general n-partite system has it. Thus to
avoid confusion, we have provided definitions of certain
terms in order to clarify what we have meant by them.
For the rest of this article, δij is defined as,
δij =
{
1; if i = j,
0; otherwise.
(1)
II. USEFUL DEFINITIONS
Definition 1. n-partite Hilbert space
A system A is called an n-partite Hilbert space if it
is a tensor product of n finite dimensional Hilbert spaces
A1, A2, . . . , An and inner product on A, i.e., Ip : A ×
A −→ C is defined as,
Ip(
∑
i1,...,in
ai1,...,in ⊗nk=1 |vAkik 〉 ,
∑
j1,...,jn
bj1,...,jn ⊗nk=1 |wAkjk 〉)
=
∑
i1,...,in
∑
j1,...,jn
a∗i1,...,inbj1,...,jn
n∏
k=1
〈vAkik |wAkjk 〉 ,
where |vAkik 〉 , |wAkjk 〉 ∈ Ak ∀ik, jk; k = 1, . . . , n.
Definition 2. Partial inner product
Let A1, A2, . . . , An be finite dimensional Hilbert spaces.
Also let |x〉 =∑i1,...,in ai1,...,in |wA1i1 〉 . . . |wAnin 〉 ∈ ⊗nj=1Aj
(|wAjij 〉 ∈ Aj ∀j) and |vAk〉 ∈ Ak be pure states. Then
2the partial inner product (Ak〈|〉) of |vAk〉 and |x〉 is
an operator,
Ak 〈|〉 : Ak ×⊗nj=1Aj ,−→ ⊗nj=1
j 6=k
Aj ,
such that
Ak 〈vAk |
∑
i1,...,in
ai1,...,in |wA1i1 〉 . . . |wAnin 〉〉
=
∑
i1,...,in
ai1,...,in 〈vAk |wAkik 〉
n∏
j=1
j 6=k
|wAjij 〉 .
Definition 3. Partially separable state
Let A1, A2, . . . , An be finite dimensional Hilbert spaces.
A pure state |x〉 ∈ ⊗nj=1Aj is called a partially separa-
ble state if it can be written in the form
|x〉 = |ψ〉A1,A2,...,Ak−1 ⊗ |φ〉Ak,Ak+1,...,An
for some k ∈ {2, . . . , n},
where |ψ〉A1,A2,...,Ak−1 ∈ ⊗k−1j=1Aj and |φ〉Ak,Ak+1,...,An ∈
⊗nj=kAj are pure states.
Definition 4. Completely separable state
Let A1, A2, . . . , An be finite dimensional Hilbert spaces.
A pure state |x〉 ∈ ⊗nj=1Aj is called a completely sep-
arable state if it can be written in the product form,
i.e.,
|x〉 = ⊗nj=1 |ψAj 〉 ,
where |ψAj 〉 ∈ Aj for each j = 1, . . . , n.
III. ANALYSIS OF AN EXISTING RESULT
A paper by Pati [1] described a single theorem for ex-
istence of Schmidt decomposition of a pure state in a tri-
partite Hilbert space. The Theorem of Pati [1] is stated
below.
Proposition 1. For any state |ψ〉ABC ∈ HA⊗HB⊗HC
of a tripartite system (Def[1]), let dim HA = NA is the
smallest of NA, NB, NC . If the “partial inner product”
(Def[2]) of the basis |ui〉A with the state |ψ〉ABC , i.e.,
A 〈ui|ψ〉ABC = |ψi〉BC has Schmidt number (Def[6]) one,
then the Schmidt decomposition for a tripartite system
exists.
A. Summary of the proof of [1]
The Proposition[1] is proved by noting that the state
|ψ〉ABC can be written as,
|ψ〉ABC =
∑
i
|ui〉A |ψi〉BC ,
where |ψi〉BC is a pure state in B ⊗ C. It is claimed
that {|ψi〉BC}i is an orthogonal set in B ⊗ C, but not
necessarily normalized. Further by assumption of the
theorem, it is written,
|ψi〉BC = |βi〉B |γi〉C , for each i.
Then the reduced density matrices ρA, ρB, ρC of each
of the subsystems A,B,C respectively, is calculated by
taking partial traces on the remaining two subsystems
and using the trace equalities trC(|γi〉CC 〈γj |) = qiδij ,
where qi = ||γi||2; and trB(|βi〉BB 〈βj |) = riδij , where
ri = ||βi||2. Here δij is taken as in equation(1). Thus,
ρA =
∑
i
qiri |ui〉AA 〈ui| ,
ρB =
∑
i
qiri |β′i〉BB 〈β′i| ,
ρC =
∑
i
qiri |γ′i〉CC 〈γ′i| ,
where |β′i〉B = |βi〉B√ri and |γ′i〉C =
|γi〉C√
qi
. Thus {|β′i〉B}i
and {|γ′i〉C}i are orthonormal sets in B and C respec-
tively. Thus |ψ〉ABC has Schmidt decomposition since it
can be written as,
|ψ〉ABC =
∑
i
√
qiri |ui〉A |β′i〉B |γ′i〉C ,
where {|ui〉A}i, {|β′i〉B}i, {|γ′i〉C}i are orthonormal sets
in A, B, C respectively.
B. Errors in the proof of [1]
The proof that has been provided in the Paper[1] in
support of the Proposition[1], requires some conditions
that are not correct. We have enlisted these arguments
and provided counter-example for each of them.
Error 1: Let |ψ〉ABC =
∑
ijk aijk |ui〉A |vj〉B |wk〉C .
The partial inner product of the basis element |ui〉
and the state |ψ〉ABC is a vector |ψi〉BC in the
Hilbert space HB ⊗ HC , which is spanned by ba-
sis vectors {|vj〉B ⊗ |wk〉C}. Then |ψi〉BC can be
written as,
|ψi〉BC =
∑
jk
aijk |vj〉B ⊗ |wk〉C ,
where {|ψi〉BC}i is an orthogonal basis set but need
not be normalised.
The above claim is made by the author [1] which
need not be true provided the choice of basis {|ui〉}i
is arbitrary.
Counter-Example 1. Let HA = HB = HC = H where
H is a two dimensional Hilbert space. Let
|ψ〉ABC = (|0〉+ |1〉)⊗ |0〉 ⊗ |0〉 ,
3where {|0〉 , |1〉} is an orthonormal basis for H. Now let
us observe that,
|ψ0〉BC =A 〈0|ψ〉ABC = |0〉 ⊗ |0〉 ,
|ψ1〉BC =A 〈1|ψ〉ABC = |0〉 ⊗ |0〉 .
Thus {|0〉 , |1〉} satisfies the condition mentioned in the
Proposition[1], since both |ψ0〉BC and |ψ1〉BC are product
states and hence equivalently have Schmidt number 1 by
Lemma[2]. But clearly they are not orthogonal since,
BC 〈ψ0|ψ1〉BC = 〈0|0〉 〈0|0〉 = 1.
Thus the claim is not always true.
Error 2: Let us assume also, that {|ψi〉BC}i is an or-
thogonal set. Now,
|ψi〉BC = |βi〉B ⊗ |γi〉C ,
according to the assumption of the Proposition[1].
Now the author has used the trace equality
trC(|γi〉CC 〈γj |) =C 〈γi|γj〉C = qiδij , where qi =
||γi||2. Here δij is taken as in equation(1). This
also is not necessarily true always. The following
counter-example proves this.
Counter-Example 2. Let HA = HB = HC = H where
H is a two dimensional Hilbert space. Let
|ψ〉ABC = |0〉 ⊗ |0〉 ⊗ |0〉+ |1〉 ⊗ |1〉 ⊗ |0〉 ,
where {|0〉 , |1〉} is an orthonormal basis for H. Now let
us observe that,
|ψ0〉BC =A 〈0|ψ〉ABC = |0〉 ⊗ |0〉 = |β0〉B ⊗ |γ0〉C ,
|ψ1〉BC =A 〈1|ψ〉ABC = |1〉 ⊗ |0〉 = |β1〉B ⊗ |γ1〉C .
Thus {|0〉 , |1〉} satisfies the condition mentioned in the
Proposition[1], since both |ψ0〉BC and |ψ1〉BC are prod-
uct states and hence equivalently have Schmidt number
one by lemma[2]. Also BC 〈ψ0|ψ1〉BC = 〈0|1〉 〈0|0〉 = 0.
Hence {|ψ0〉BC , |ψ1〉BC} is an orthogonal set. But note
that |γ0〉 = |γ1〉 = |0〉. Thus,
C 〈γ0|γ1〉C = 〈0|0〉 = 1 6= ||γ0||2δ01 = 0.
This proves that the trace equality is not necessar-
ily true always.
C. Errors in the theorem statement of [1]
The claim made in the Proposition[1] is not necessarily
true always. This can be shown by the counter-example
given below,
Counter-Example 3. Let HA = HB = HC = H where
H is a two dimensional Hilbert space. Let
|ψ〉ABC = |0〉 ⊗ |0〉 ⊗ |0〉+ |1〉 ⊗ |1〉 ⊗ |0〉 ,
where {|0〉 , |1〉} is an orthonormal basis for H.
Now let us observe that dim(HA) =
min{dim(HA), dim(HB), dim(HC)} = 2 and ∃ or-
thonormal basis {|0〉 , |1〉} ⊆ HA such that,
HA 〈0|ψ〉ABC = |0〉 ⊗ |0〉 ,
HA 〈1|ψ〉ABC = |1〉 ⊗ |0〉 ,
i.e., the sufficient condition for the existence of Schmidt
decomposition which was stated in Proposition[1], is sat-
isfied. Hence by Proposition[1], |ψ〉ABC should have
Schmidt decomposition.
Now let us observe that |ψ〉ABC is not completely sep-
arable (Def[4]). This is because when we observe |ψ〉ABC
as a state of a bipartite Hilbert space HA ⊗ HD, where
HD = HB ⊗HC , the representation
|ψ〉ABC = |0〉HA ⊗ (|0〉 |0〉)HD + |1〉HA ⊗ (|1〉 |0〉)HD
is actually Schmidt decomposition of |ψ〉ABC in the
Hilbert space HA ⊗ HD; since |0〉 |0〉 and |1〉 |0〉 are or-
thonormal states in HD. Since its Schmidt decomposi-
tion has more than one nonzero terms, Schmidt num-
ber (Def[6]) of |ψ〉ABC is greater than 1. This im-
plies |ψ〉ABC is not separable as a state of HA ⊗ HD by
lemma[2]. But then |ψ〉ABC is not completely separable
when viewed as a state of HA⊗HB⊗HC. But we also see
that |ψ〉ABC is partially separable (Def[3]) since it can be
written as,
|ψ〉ABC =
( |0〉 |0〉+ |1〉 |1〉 )⊗ |0〉 .
Thus |ψ〉ABC is partially separable but not completely
separable. By corollary[3.1], |ψ〉ABC does not have a
Schmidt decomposition though Proposition[1] claims that
it does. Thus Proposition[1] is disproved.
IV. CORRECTION OF THE PREVIOUS
RESULT
In this and the following section, we would like to
provide the proof for a modified version of the previ-
ous Proposition[1] which works equally for any n-partite
Hilbert space. We will also show that the conditions men-
tioned are actually necessary and sufficient for a pure
state to have Schmidt decomposition. But first let us
clarify what we mean by Schmidt decomposition of a pure
state in an n-partite Hilbert space.
Definition 5. Schmidt decomposition for a bipar-
tite Hilbert space
Any pure state |x〉 ∈ A ⊗ B, where A and B are finite
dimensional Hilbert spaces, can be written as
|x〉 =
n∑
i=1
λi |iA〉 |iB〉 ,
where n = min{dim(A), dim(B)}, {iA}ni=1 ⊆ A and
{iB}ni=1 ⊆ B are orthonormal sets. Also given |x〉, the set
4{λi ∈ [0,∞); i = 1, . . . , n} as a multi-set is unique. This
decomposition of a pure state is known as the Schmidt
decomposition.
Definition 6. Schmidt number
Let A,B be finite dimensional Hilbert spaces. The
Schmidt number of a pure state |x〉 ∈ A ⊗ B is the
number of nonzero terms in its Schmidt decomposition.
Definition 7. Schmidt decomposition for an n-
partite Hilbert space
A pure state |x〉 ∈ ⊗nj=1Aj, where Aj is a finite dimen-
sional Hilbert space for each j is said to have a Schmidt
decomposition if ∃ orthonormal sets {|uAji 〉}mi=1 ⊆ Aj for
each j (m = min{dim(Aj)|j = 1, . . . , n}) such that |x〉
can be written as
|x〉 =
m∑
i=1
λi ⊗nj=1 |uAji 〉 ,
where λi ∈ C ∀i.
Let |x〉 ∈ ⊗nj=1Aj where Aj is a finite dimensional
Hilbert space with dimension NAj for each j.
Lemma 1. If |x〉 is completely separable (Def[4]), then
|x〉 has a Schmidt decomposition.
Proof. If |x〉 is completely separable then it can be writ-
ten as,
|x〉 = ⊗nj=1 |ψAj 〉 , where |ψAj 〉 ∈ Aj ∀j,
or, |x〉 = λ⊗nj=1 |ψ˜Aj 〉 ,
where λ = ||x||, |ψ˜Aj 〉 = |ψAj 〉||ψAj || ∀j.
We can extend |ψ˜Aj 〉 into an orthonormal basis set
{|uAji 〉}
NAj
i=1 ⊆ Aj (|ψ˜Aj 〉 = |uAj1 〉) by Gram-Schmidt or-
thonormalization process, for each j. Thus for each j,
Aj has an orthonormal basis set {|uAji 〉}
NAj
i=1 such that
|x〉 can be written as
|x〉 =
m∑
i=1
λi ⊗nj=1 |uAji 〉 ,
where m = min{dim(Aj)|j = 1, . . . , n} and
λi =
{
λ; if i = 1,
0; otherwise.
Hence by Definition [7] |x〉 has a Schmidt decomposition.
Lemma 2. Let A,B be finite dimensional Hilbert spaces.
A pure state 0 6= |x〉 ∈ A ⊗ B has Schmidt number 1
(Def[6]), if and only if it is completely separable (Def[3]).
Proof. (⇒)
Let |x〉 have Schmidt number 1. This implies Schmidt
decomposition of |x〉 has exactly 1 nonzero term. Thus
|x〉 can be written as,
|x〉 = λ |uA〉 |uB〉 ,
where λ = ||x|| and |uA〉 ∈ A, |uB〉 ∈ B are normal-
ized. Clearly |x〉 is a completely separable state by Defi-
nition[4] since it can be written as,
|x〉 = |u′A〉 ⊗ |uB〉 ,
where |u′A〉 = λ |uA〉 ∈ A and |uB〉 ∈ B.
(⇐) Conversely, Let |x〉 be completely separable. From
proof of Lemma[1] we observe that |x〉 can be written as,
|x〉 =
m∑
i=1
λi |uAi 〉 |uBi 〉 ,
where {uAi }mi=1 ⊆ A and {uBi }mi=1 ⊆ B are orthonormal
sets, m = min{dim(A), dim(B)} and
λi
{
6= 0; if i = 1,
= 0; otherwise.
Thus |x〉 has only 1 nonzero term in its Schmidt decom-
position. Hence by Definition[6], |x〉 has Schmidt number
1.
Let A1, A2, A3 be finite dimensional Hilbert spaces
with dimensions NA1 , NA2 , NA3 respectively. Let |x〉 ∈
⊗3j=1Aj be a pure state.
Lemma 3. Let us assume for each j ∈ {1, 2, 3} ∃ or-
thonormal basis {|uAji 〉}
NAj
i=1 ⊆ Aj such that
Aj 〈uAji |x〉 =
{
λij ⊗k 6=j |vAkij 〉 ; if Aj 〈u
Aj
i |x〉 6= 0,
0; otherwise,
where λij = ||Aj 〈uAji |x〉 || and 0 6= |vAkij 〉 ∈ Ak is nor-
malized for each k 6= j.
If ∃ some s ∈ {1, 2, 3} such that for some t ∈
{i; As 〈uAsi |x〉 6= 0} and j 6= s, we have 〈uAst |vAsij 〉 6= 0
for at least 2 distinct values of i, then we can find an
orthonormal basis {|u˜Aji 〉}
NAj
i=1 ⊆ Aj for which
Aj 〈u˜Aji |x〉 =
{
λ˜ij ⊗k 6=j |v˜Akij 〉 ; if Aj 〈u˜
Aj
i |x〉 6= 0,
0; otherwise,
and
|{i; Aj 〈u˜Aji |x〉 6= 0}| = |{i; Aj 〈uAji |x〉 6= 0}| − 1,
where λ˜ij = ||Aj 〈u˜Aji |x〉 || and |v˜Akij 〉 ∈ Ak is normalized
for each k 6= j. In other words, the new orthonormal
basis has one less component with nonzero partial inner
product with |x〉.
5Proof. Without loss of generality we can assume j = 1
and s = 2 and proceed with the proof. Clearly then we
can write,
|x〉 =
∑
i∈{a;A1 〈u
A1
a |x〉6=0}
λi1 |uA1i 〉 |vA2i1 〉 |vA3i1 〉 .
Now let 〈uA2t |vA2i1 〉 6= 0 for at least two distinct i, let i˜, ˜˜i,
where i˜ 6= ˜˜i. Let us observe that,
A2 〈uA2t |x〉 =
∑
i∈{a;A1 〈u
A1
a |x〉6=0}
λi1 〈uA2t |vA2i1 〉 |uA1i 〉 |vA3i1 〉 .
(2)
We can always write |vA3i1 〉 in terms of the orthonormal
basis {|uA3l 〉}
NA3
l=1 ,
|vA3i1 〉 =
NA3∑
l=1
〈uA3l |vA3i1 〉 |uA3l 〉 . (3)
Replacing |vA3i1 〉 in equation(2) with the above represen-
tation(3) we get,
A2 〈uA2t |x〉 =
∑
i
λi1 〈uA2t |vA2i1 〉 |uA1i 〉 (
NA3∑
l=1
〈uA3l |vA3i1 〉 |uA3l 〉)
(4)
where i ∈ {a; A1 〈uA1a |x〉 6= 0}.
From the above equation(4) we get,
A2 〈uA2t |x〉 =
∑
i
|uA1i 〉 (
NA3∑
l=1
fil |uA3l 〉),
where fil = λi1 〈uA2t |vA2i1 〉 〈uA3l |vA3i1 〉. But A2 〈uA2t |x〉 has
Schmidt number 1 by lemma[2], since A2 〈uA2t |x〉 is com-
pletely separable in A1 ⊗ A3. Hence the matrix [fil]
must have linearly dependent rows. This implies that
the nonzero vectors
∑NA3
l=1 fi˜l |uA3l 〉 and
∑NA3
l=1 f˜˜il |u
A3
l 〉
are linearly dependent. This further implies that the vec-
tors |vA3
i˜1
〉 and |vA3˜˜
i1
〉 are actually linearly dependent, i.e.,
|vA3
i˜1
〉 = c1 |vA3˜˜
i1
〉 , (5)
where c1 6= 0 is constant. Now let us observe that ∃ at
least one t′ ∈ {a; A3 〈uA3a |x〉 6= 0} such that 〈uA3t′ |vA3i˜1 〉 6=
0. Then by equation(5) we get, 〈uA3t′ |vA3˜˜
i1
〉 6= 0 as well. In
other words, 〈uA3t′ |vA3i1 〉 6= 0 for at least 2 distinct values
of i = i˜, ˜˜i, where i˜ 6= ˜˜i, i.e., the choice s = 2 is not
necessary for the proof; any arbitrary s 6= 1 could have
been chosen. Then following the exactly same logic as
before we can say that the vectors |vA2
i˜1
〉 and |vA2˜˜
i1
〉 are
linearly dependent, i.e.,
|vA2
i˜1
〉 = c2 |vA2˜˜
i1
〉 ,
where c2 6= 0 is constant. Now we can observe that |x〉
may be written as,
|x〉 =
∑
i6=i˜,˜˜i
λi1 |uA1i 〉 |vA2i1 〉 |vA3i1 〉+
(λi˜1c1c2 |uA1i˜ 〉+ λ˜˜i1 |u
A1
˜˜
i
〉) |vA2˜˜
i1
〉 |vA3˜˜
i1
〉 ,
where i ∈ {a;A1 〈uA1a |x〉 6= 0}, i.e.,
|x〉 =
∑
i6=i˜,˜˜i
λi1 |uA1i 〉 |vA2i1 〉 |vA3i1 〉+ (a |uA1i˜ 〉+ b |u
A1
˜˜
i
〉) |vA2˜˜
i1
〉 |vA3˜˜
i1
〉 ,
where a = λi˜1c1c2 and b = λ˜˜i1. Now we construct an
orthonormal basis {|u˜A1i 〉}
NA1
i=1 for A1,
|u˜A1i 〉 =


|uA1i 〉 ; if i 6= i˜, ˜˜i,
a|uA1
i˜
〉+b|uA1
˜˜
i
〉
||a|uA1
i˜
〉+b|uA1
˜˜
i
〉|| ; if i = i˜,
b|uA1
i˜
〉−a|uA1
˜˜
i
〉
||b|uA1
i˜
〉−a|uA1
˜˜
i
〉|| ; if i =
˜˜
i.
It is easy to observe that
A1 〈u˜A1i |x〉 =


A1 〈uA1i |x〉 ; if i 6= i˜, ˜˜i,
||a |uA1
i˜
〉+ b |uA1˜˜
i
〉 || |vA2˜˜
i1
〉 |vA3˜˜
i1
〉 ; if i = i˜,
0; if i = ˜˜i.
Thus {|u˜A1i 〉}
NA1
i=1 is an orthonormal basis for A1 such
that,
A1 〈u˜A1i |x〉 =
{
λ˜i1 ⊗k 6=1 |v˜Aki1 〉 ; if A1 〈u˜A1i |x〉 6= 0,
0; otherwise,
and
|{a; A1 〈u˜A1a |x〉 6= 0}| = |{a; A1 〈uA1a |x〉 6= 0}| − 1,
where λ˜i1 = ||A1 〈u˜A1i |x〉 || and |v˜Aki1 〉 ∈ Ak is normalized
for each k 6= 1. In other words, the new orthonormal
basis {|u˜A1i 〉}
NA1
i=1 is the same as the old orthonormal ba-
sis {|uA1i 〉}
NA1
i=1 , except for two terms; for indices i˜ and
˜˜
i. These two terms of the new orthonormal basis are
actually suitable linear combinations of |uA1
i˜
〉 and |uA1˜˜
i
〉.
Now for any other value of j 6= 1 the exact same calcu-
lation will result as nowhere we have applied any specific
property of Hilbert space A1 within the proof. Thus our
claim is proved for any arbitrary choice of j and s.
A. Corrected version of the sufficient condition
Now let us state a sufficient condition for the existence
of Schmidt decomposition of a pure state in a tripartite
Hilbert space. The following theorem is actually the cor-
rected version of Proposition[1].
6Theorem 1. Let A1, A2, A3 be finite dimensional Hilbert
spaces with dimensions NA1 , NA2 , NA3 respectively. Let
0 6= |x〉 ∈ ⊗3j=1Aj be a pure state. Then |x〉 has Schmidt
decomposition if ∃ orthonormal basis {|uAji 〉}
NAj
i=1 for each
j such that if Aj 〈uAji |x〉 6= 0 then Aj 〈uAji |x〉 is completely
separable in ⊗k 6=jAk.
Proof. We provide only the major steps of the proof here.
The detailed Proof can be found in Appendix A.
Direction of proof:
We have for each j ∈ {1, 2, 3},
Aj 〈uAji |x〉 =
{
λij ⊗k 6=j |vAkij 〉 ; if Aj 〈uAji |x〉 6= 0,
0; otherwise,
where λij = ||Aj 〈uAji |x〉 ||, and 0 6= |vAkij 〉 ∈ Ak is nor-
malized for each k 6= j.
Let us define for each j ∈ {1, 2, 3},
mj := |{i; Aj 〈uAji | |x〉 6= 0}|.
We also define,
m := max{m1,m2,m3}.
The result is proved by induction on m.
1. Base case: Form = 1, |x〉 is completely separable.
Hence proof is a direct consequence of Lemma[1].
2. Inductive hypotheses: Theorem[1] assumed to
be true for m = m˜− 1.
3. For m = m˜, two cases may arise.
(a) Case I: m1 = m2 = m3 = m˜.
Here two subcases may arise.
i. Subcase I.A: one-one correspondence
between the sets {|uAki 〉 ;Ak 〈uAki |x〉 6= 0}
and {|vAkij 〉} for some j and for each k 6= j.
ii. Subcase I.B: For each j ∃s 6= j such
that for some t ∈ {i; As 〈uAsi |x〉 6= 0},
〈uAst |vAsij 〉 6= 0 for at least 2 distinct values
of i. Then the use of Lemma[3] suggests
that the value of m can be reduced by 1.
Thus proof comes directly from inductive
hypotheses.
(b) Case II: m1,m2,m3 not all equal.
In this case also the use of Lemma[3] suggests
that the value ofm can be reduced by 1. Thus
proof comes directly from inductive hypothe-
ses.
Hence the proof is complete.
V. EXTENSION OF THE SUFFICIENT
CONDITION TO MULTIPARTITE HILBERT
SPACES
Now we have a sufficient condition for existence of
Schmidt decomposition of a pure state in a tripartite
Hilbert space. The next theorem extends this result for
an n-partite Hilbert space (Def[1]).
Theorem 2. Let A1, A2, . . . , An (n ≥ 3) be finite dimen-
sional Hilbert spaces with dimensions NA1 , NA2 , . . . , NAn
respectively. Then a nonzero pure state |x〉 ∈ ⊗nj=1Aj
has Schmidt decomposition if ∃ orthonormal basis
{|uAji 〉}
NAj
i=1 ⊆ Aj for each j, such that, if Aj 〈uAji |x〉 6= 0
then Aj 〈uAji |x〉 is completely separable in ⊗k 6=jAk.
Proof. We will prove this by induction on the number of
parts n.
Base of induction: n = 3 :
The claim holds for a tripartite Hilbert space is shown in
Theorem[1].
Inductive hypothesis: Let us assume that the claim is
true for (n˜− 1)-partite Hilbert spaces.
Proof for n = n˜:
Let us look at |x〉 as a state in an (n˜− 1)-partite Hilbert
Space by observing the bipartite Hilbert space An˜−1⊗An˜
as a single finite dimensional Hilbert space B. Now by
assumption |x〉 can be written as,
|x〉 =
NAn˜∑
i=1
λin˜ |vA1in˜ 〉 |vA2in˜ 〉 . . .
( |vAn˜−1in˜ 〉 |uAn˜i 〉 ),
where λin˜ = ||An˜ 〈un˜i |x〉 || and |vAjin˜ 〉 ∈ Aj is normal-
ized for each j. Careful observation shows that the
set {|vAn˜−1in˜ 〉 |uAn˜i 〉}
NAn˜
i=1 is orthonormal in the Hilbert
space B. Hence it can be extended to an orthonor-
mal basis {|βi〉}(NAn˜−1NAn˜ )i=1 of B by Gram-Schmidt or-
thonormalization. Now let us observe that ∃ orthonor-
mal basis {|uAji 〉}
NAj
i=1 ⊆ Aj , ∀j ∈ {1, . . . , n˜ − 2}, and
{|βi〉}(NAn˜−1NAn˜ )i=1 ⊆ B such that if Aj 〈uAji |x〉 6= 0
(B〈βi|x〉 6= 0) then Aj 〈uAji |x〉 (B〈βi|x〉) is completely
separable (Def[4]) in ⊗n˜−2k=1 ,k 6=j Ak ⊗ B (⊗n˜−2k=1Ak). By
induction hypothesis this implies that |x〉 has Schmidt
decomposition in the Hilbert space ⊗n˜−2k=1Ak ⊗ B. Then|x〉 can be written as
|x〉 =
m∑
i=1
λi |iA1〉 . . . |iAn˜−2〉 |iB〉 , ( Def[7])
where λi ∈ C ∀i, m = min{NA1, . . . , NAn˜−2 , NAn˜−1NAn˜}
and {|iAj 〉}
NAj
i=1 ({iB}
(NAn˜−1NAn˜)
i=1 ) is an orthonormal set
in Aj (B) by Definition[7] of Schmidt decomposition.
Now we claim that for each i ∈ {1, . . . , NAn˜},
An˜ 〈uAn˜i |jB〉 6= 0 for at most one j ∈ {1, . . . , NAn˜−1NAn˜},
if B 〈jB |x〉 6= 0. Suppose not, i.e. for some i,
7An˜ 〈uAn˜i |jB〉 6= 0 for at least 2 distinct values of j, let
j1, j2, where j1 6= j2 and B 〈jB|x〉 6= 0 for j = j1, j2.
Then we can write,
An˜ 〈uAn˜i |x〉 =
∑
j=j1,j2
λj |jA1〉 . . . |jAn˜−2〉
(
An˜
〈uAn˜i |jB〉
)
+
∑
j 6=j1,j2
λj |jA1〉 . . . |jAn˜−2〉
(
An˜
〈uAn˜i |jB〉
)
.
Clearly λj1 , λj2 6= 0, since B 〈jB |x〉 6= 0 for j = j1, j2.
Also {An˜〈uAn˜i |jB〉}j is an orthogonal set in An˜−1 since
{|jB〉}j is an orthonormal set in B. Now we can see
An˜ 〈uAn˜i |x〉 as a state in the bipartite system A ⊗ An˜−1,
where A = ⊗n˜−2k=1Ak. Then we can notice that,
An˜ 〈uAn˜i |x〉 =
∑
j
λj |jA〉
(
An˜
〈uAn˜i |jB〉
)
,
where |jA〉 = |jA1〉 . . . |jAn˜−2〉. This is actually Schmidt
decomposition of An˜ 〈uAn˜i |x〉 in bipartite system A ⊗
An˜−1 since {|jA〉}j is an orthonormal set in A and
{An˜〈uAn˜i |jB〉}j is an orthogonal set in An˜−1. Clearly
An˜ 〈uAn˜i |x〉 ∈ A ⊗ An˜−1 has Schmidt number at least
2 since its Schmidt decomposition has at least 2 nonzero
terms, for indices j1 and j2. This implies, by Lemma[2],
that An˜ 〈uAn˜i |x〉 is not a separable state in A ⊗ An˜−1,
which further implies that it is not completely separable
in ⊗n˜−1k=1Ak and this is clearly a contradiction. Thus our
claim is proved.
Similarly we can also show that for each i ∈
{1, . . . , NAn˜−1}, An˜−1 〈uAn˜−1i |jB〉 6= 0 for at most one
j ∈ {1, . . . , NAn˜−1NAn˜}, provided B 〈jB |x〉 6= 0.
Now let us define relations R1, R2,
R1 ⊆ {1, . . . , NAn˜−1} × {1, . . . , NAn˜−1NAn˜}
(i, j) ∈ R1; iff (An˜−1〈uAn˜−1i |jB〉 6= 0 and B 〈jB |x〉 6= 0),
R2 ⊆ {1, . . . , NAn˜} × {1, . . . , NAn˜−1NAn˜}
(i, j) ∈ R2; iff (An˜〈uAn˜i |jB〉 6= 0 and B 〈jB |x〉 6= 0).
From previous arguments we can see that for each j such
that B 〈jB |x〉 6= 0 ∃ exactly one i for which (i, j) ∈ R1
(R2), because, since {|uAn˜−1i 〉}i ({|uAn˜i 〉}i) is orthonor-
mal basis for An˜−1 (An˜) and |jB〉 ∈ An˜−1⊗An˜, ∃ at least
one i such that An˜−1 〈uAn˜−1i |jB〉 6= 0 (An˜〈uAn˜i |jB〉 6= 0).
Thus neglecting all i for which λi = 0, we can write,
|x〉 =
∑
i
λi |iA1〉 . . . |iAn˜−2〉 |uAn˜−1R−1
1
(i)
〉 |uAn˜
R
−1
2
(i)
〉 ,
where λi ∈ C r {0} ∀i. This is clearly Schmidt de-
composition of |x〉 seen as a state of the Hilbert space
⊗n˜k=1Ak.
Thus our claim is proved for n = n˜. Hence by induc-
tion, the claim holds ∀n ∈ N, i.e., the Theorem[2] is true
for any n-partite Hilbert space.
VI. BOTH NECESSARY AND SUFFICIENT
CONDITION FOR MULTIPARTITE HILBERT
SPACES
Finally we will observe that the sufficient condition is
also a necessary condition.
Theorem 3. Let A1, A2, . . . , An (n ≥ 3) be finite dimen-
sional Hilbert spaces with dimensions NA1 , NA2 , . . . , NAn
respectively. A nonzero pure state |x〉 ∈ ⊗nj=1Aj has
Schmidt decomposition if and only if ∃ orthonormal basis
{|uAji 〉}
NAj
i=1 ⊆ Aj for each j such that, if Aj 〈uAji |x〉 6= 0
then Aj 〈uAji |x〉 is completely separable in ⊗k 6=jAk.
Proof. (⇒)
If ∃ orthonormal basis {|uAji 〉}
NAj
i=1 ⊆ Aj for each j such
that, if Aj 〈uAji |x〉 6= 0 then Aj 〈uAji |x〉 is completely sep-
arable in ⊗k 6=jAk; then |x〉 has Schmidt decomposition.
This has been proved in Theorem[2].
(⇐) Conversely, if |x〉 has Schmidt decomposition then
it can be written as,
|x〉 =
m∑
i=1
λi ⊗nj=1 |iAj 〉 ,
where λi ∈ C ∀i, m = min{NA1, . . . , NAn} and
{|iAj〉}mi=1 is an orthonormal set in Aj , ∀j ∈ {1, . . . , n}.
For each Aj then, we can extend the set {|iAj 〉}mi=1 to
an orthonormal basis {|iAj〉}
NAj
i=1 by Gram-Schmidt or-
thonormalization. Clearly,
Aj 〈iAj |x〉 =
{
λi ⊗k 6=j |iAk〉 ; if j ≤ m,
0; if m < j ≤ NAj ,
i.e., if Aj 〈iAj |x〉 6= 0 then Aj 〈iAj |x〉 is completely sepa-
rable in ⊗k 6=jAk. Thus the converse is also proved.
Hence the proof of the theorem is completed.
A simple but important corollary of the above Theo-
rem[3] is given below. The importance of this corollary is
that, it has used to disprove the Proposition[1] suggested
by Dr. A. K. Pati [1].
Corollary 3.1. Let A1, A2, . . . , An (n ≥ 3) be
finite dimensional Hilbert spaces with dimensions
NA1 , NA2 , . . . , NAn respectively. If a nonzero pure state
|x〉 ∈ ⊗nj=1Aj is partially separable (Def[3]) but not com-
pletely separable (Def[4]) then |x〉 does not have Schmidt
decomposition.
Proof. We will prove this by induction on the number of
parts n.
Base of induction: n = 3 :
As |x〉 is partially separable but not completely separable,
it can be written (without loss of generality) as
|x〉 = |ψA1A2〉 |φA3〉 ,
8where |ψA1A2〉 ∈ A1⊗A2 is not separable and |φA3〉 ∈ A3.
For any orthonormal basis {|iA3〉}NA3i=1 ⊆ A3,
A3 〈iA3 |x〉 = 〈iA3 |φA3〉 |ψA1A2〉
is clearly not separable in A1 ⊗ A2, since |ψA1A2〉 is not
separable in A1 ⊗ A2. Thus by Theorem[3] |x〉 does not
have Schmidt decomposition. Hence the claim holds for
n = 3.
Inductive hypothesis: Let us assume that the claim is
true ∀n ≤ n˜− 1.
Proof for n = n˜:
Let us view |x〉 as a state in an (n˜ − 1)-partite Hilbert
space by assuming the bipartite Hilbert space An˜−1⊗An˜
to be a single Hilbert space B. Now given |x〉 is partially
separable but not completely separable, two cases may
arise.
1. Case I: |x〉 is partially separable as a state in
⊗n˜−2j=1Aj ⊗B.
Then by inductive hypothesis we can say that |x〉
does not have Schmidt decomposition. Thus the
claim is proved for Case-I.
2. Case II: |x〉 is not partially separable as a state in
⊗n˜−2j=1Aj ⊗B.
Then |x〉 must be of the form
|x〉 = |ψA1A2...An˜−1〉 |φAn˜〉 ,
where |ψA1A2...An˜−1〉 ∈ ⊗n˜−1j=1Aj is not partially sep-
arable, because otherwise, |x〉 will be partially sep-
arable as a state of ⊗n˜−2j=1Aj⊗B. Also, |φAn˜〉 ∈ An˜.
Now for any orthonormal basis {|iAn˜〉}
NAn˜
i=1 of An˜,
we can write
An˜ 〈iAn˜ |x〉 = 〈iAn˜ |φAn˜〉 |ψA1A2...An˜−1〉 .
But this means, An˜ 〈iAn˜ |x〉 not completely sepa-
rable, since |ψA1A2...An˜−1〉 ∈ ⊗n˜−1j=1Aj is not com-
pletely separable. Hence by Theorem[3] |x〉 does
not have Schmidt decomposition. Thus the claim
is proved for Case-II.
Hence the claim is proved for n = n˜. By induction we
can say that the claim is true ∀n ∈ N. This completes
the proof of the Corollary[3.1].
A. Applicability of the theorem for a bipartite
Hilbert space
As a sanity check, we show here how Theorem[3] holds
for bipartite systems as well. We will show that Theo-
rem[3] actually implies that every pure state in a bipartite
Hilbert space is actually Schmidt decomposable.
Corollary 3.2. Every pure state in a bipartite Hilbert
space has a Schmidt decomposition.
Proof. Let |x〉 ∈ A⊗ B be a pure state, where A and B
are finite dimensional Hilbert spaces with dimensions NA
and NB respectively. Let {|iA〉}NAi=1 be an orthonormal
basis in A and {|iB〉}NBi=1 be an orthonormal basis in B.
Then |x〉 can be represented in terms of {|iA〉}NAi=1 and
{|iB〉}NBi=1 as,
|x〉 =
NA∑
i=1
NB∑
j=1
λij |iA〉 |jB〉 ,
where λij ∈ C ∀i, j. Now we can easily observe that,
A 〈iA|x〉 =
NB∑
j=1
λij |jB〉 ∀i ∈ {1, . . . , NA},
B 〈jB |x〉 =
NA∑
i=1
λij |iA〉 ∀j ∈ {1, . . . , NB}.
But both
∑NB
j=1 λij |jB〉 and
∑NA
i=1 λij |iA〉 are completely
separable states (if not 0), since each of them be-
long to a single Hilbert space,
∑NB
j=1 λij |jB〉 ∈ B and∑NA
i=1 λij |iA〉 ∈ A. Thus by Theorem[3], |x〉 has Schmidt
decomposition. Since |x〉 was chosen arbitrarily, the re-
sult is true for any pure state |x〉 ∈ A⊗B in general.
We already know that any pure state in a bipartite
Hilbert space has a Schmidt decomposition (Def[5]). We
see that Corollary[3.2] is actually supporting that result.
Thus Theorem[3] remains valid for bipartite systems as
well.
Appendix A: Detailed Proof of Theorem[1]
Proof. We have for each j ∈ {1, 2, 3},
Aj 〈uAji |x〉 =
{
λij ⊗k 6=j |vAkij 〉 ; if Aj 〈uAji |x〉 6= 0,
0; otherwise,
where λij = ||Aj 〈uAji |x〉 || and 0 6= |vAkij 〉 ∈ Ak is normal-
ized for each k 6= j.
Let mj := |{i; Aj 〈uAji |x〉 6= 0}| be defined ∀j ∈
{1, 2, 3}. We also define,
m := max{m1,m2,m3}.
If we can prove that the theorem is true ∀m ∈ N then we
are done. We will proceed by induction on m.
Base of induction: m = 1.
Then |{i; Aj 〈uAji |x〉 6= 0}| = 1 ∀j ∈ {1, 2, 3}, since
|{i; Aj 〈uAji |x〉 6= 0}| 6= 0 as |x〉 6= 0. Then |x〉 must
be of the form,
|x〉 = λ⊗3j=1 |uAjij 〉 ,
9where λ = λi11 = λi22 = λi33 and ij ∈ {i; Aj 〈uAji |x〉 6=
0} ∀j ∈ {1, 2, 3}. This is because, for each j,
Aj 〈uAji |x〉 = 0 ∀i 6= ij
=⇒ |vAkijj 〉 = |uAkik 〉 ∀k 6= j
Thus |x〉 is completely separable (Def[4]). Hence by
Lemma[1] |x〉 has Schmidt decomposition.
Inductive hypothesis: Let us assume that the theorem
is true ∀m ≤ m˜− 1.
Proof for m = m˜: Two cases may arise.
1. Case I: m1 = m2 = m3 = m˜.
Then |x〉 can be written as,
|x〉 =
∑
i∈{a;A1 〈u
A1
a |x〉6=0}
λi1 |uA1i 〉 |vA2i1 〉 |vA3i1 〉
=
∑
i∈{a;A2 〈u
A2
a |x〉6=0}
λi2 |vA1i2 〉 |uA2i 〉 |vA3i2 〉
=
∑
i∈{a;A3 〈u
A3
a |x〉6=0}
λi3 |vA1i3 〉 |vA2i3 〉 |uA3i 〉 .
Now two subcases may arise,
(a) Subcase I.A: For some j ∈ {1, 2, 3} ∃ a 1-1
correspondence between the sets {|vAkij 〉 ; i ∈
{a;Aj 〈uAja |x〉 6= 0}} and {|uAki 〉 ; i ∈
{a;Ak 〈uAka |x〉 6= 0}} ∀k 6= j.
In other words, ∃ a one-one map fk :
{a;Aj 〈uAja |x〉 6= 0} −→ {a;Ak 〈uAka |x〉 6= 0}
∀k 6= j such that,
|vAkij 〉 = |uAkfk(i)〉 .
Then clearly we can write,
|x〉 =
∑
i∈{a;Aj 〈u
Aj
a |x〉6=0}
λij |uAji 〉 ⊗k 6=j |vAkij 〉
=
∑
i∈{a;Aj 〈u
Aj
a |x〉6=0}
λij |uAji 〉 ⊗k 6=j |uAkfk(i)〉 .
Now this is a Schmidt decomposition of |x〉 by
Def[7] since {uAk
fk(i)
} is an orthonormal set in
Ak for each k 6= j. This is because fk is one-
one and i1 6= i2 implies fk(i1) 6= fk(i2). Thus
|x〉 has Schmidt decomposition and our claim
holds for Subcase-I.A.
(b) Subcase I.B: ∄j ∈ {1, 2, 3} such that
a 1-1 correspondence exists between the
sets {|vAkij 〉 ; i ∈ {a;Aj 〈uAja |x〉 6= 0}} and
{|uAki 〉 ; i ∈ {a;Ak 〈uAka |x〉 6= 0}} ∀k 6= j.
Then for each j ∃ at least one k 6= j
and at least one i ∈ {a;Aj 〈uAja |x〉 6= 0}
such that |vAkij 〉 has nonzero inner prod-
uct with |uAki′ 〉 for at least 2 distinct val-
ues of i′ ∈ {a;Ak 〈uAka |x〉 6= 0}. Since
|{a;Aj 〈uAja |x〉 6= 0}| = |{a;Ak 〈uAka |x〉 6= 0}|,
by pigeon hole principle we can then say
that ∃ t ∈ {a;Ak 〈uAka |x〉 6= 0} such that
〈uAkt |vAkij 〉 6= 0 for at least 2 distinct values
of i ∈ {a;Aj 〈uAja |x〉 6= 0}. This implies by
Lemma[3] that for each Aj ∃ orthonormal ba-
sis {|u˜Aji 〉}
NAj
i=1 such that,
Aj 〈u˜Aji |x〉 =
{
λ˜ij ⊗k 6=j |v˜Akij 〉 ; if Aj 〈u˜Aji |x〉 6= 0,
0; otherwise,
and
|{i;Aj 〈u˜Aji |x〉 6= 0}| = |{i;Aj 〈uAji |x〉 6= 0}| − 1
In other words, for each j we can find a new
orthonormal basis {|u˜Aji 〉}
NAj
i=1 for Aj which
preserves the condition stated in the Theo-
rem[1] but |x〉 has partial inner product zero
with one more component than {|ui〉Aj}NAji=1 .
Hence, for the given state |x〉 ∈ ⊗3j=1Aj we
can find orthonormal basis {|u˜Aji 〉}
NAj
i=1 ⊆ Aj
∀j such that,
Aj 〈u˜Aji |x〉 =
{
λ˜ij ⊗k 6=j |v˜Akij 〉 ; if Aj 〈u˜Aji |x〉 6= 0,
0; otherwise,
and
|{i;Aj 〈u˜Aji |x〉 6= 0}| = mj − 1,
i.e., m = max{m1−1,m2−1,m3−1} = m˜−1.
Using induction hypothesis we can say that |x〉
has Schmidt decomposition. Thus the claim
holds for Subcase-I.B.
Thus we have shown that the theorem is true for
Case-I.
2. Case II: m1,m2,m3 are not all equal.
Without loss of generality, let m1 =
max{m1,m2,m3} = m˜ and m3 < m1. By
assumption we can write,
|x〉 =
∑
i∈{a;A1 〈u
A1
a |x〉6=0}
λi1 |uA1i 〉 |vA2i1 〉 |vA3i1 〉 .
This implies |{|vA3i1 〉 ; i ∈ {a;A1 〈uA1a |x〉 6= 0}}| =
m˜ > m3. But we know that,
|{a;A3 〈uA3a |x〉 6= 0}| = m3.
This implies, by Pigeonhole principle, ∃ at least one
t ∈ {a;A3 〈uA3a |x〉 6= 0} such that 〈uA3t |vA3i1 〉 6= 0 for
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at least 2 distinct values of i ∈ {a;A1 〈uA1a |x〉 6= 0}.
Using Lemma[3] we get that ∃ orthonormal basis
{|u˜A1i 〉}
NA1
i=1 ⊆ A1 such that
A1 〈uA1i |x〉 =
{
λ˜i1 |v˜A2i1 〉 |v˜A3i1 〉 ; if A1 〈uA1i |x〉 6= 0,
0; otherwise,
and
|{i;A1 〈u˜A1i |x〉 6= 0}| = m1 − 1.
If m2 = max{m1,m2,m3} = m˜ as well then
we can prove similarly that ∃ orthonormal basis
{|u˜A2i 〉}
NA2
i=1 ⊆ A2 such that,
A2 〈uA2i |x〉 =
{
λ˜i2 |v˜A1i2 〉 |v˜A3i2 〉 ; if A2 〈uA2i |x〉 6= 0,
0; otherwise,
and
|{i;A2 〈u˜A2i |x〉 6= 0}| = m2 − 1.
Thus we get that actually for the given state |x〉
in the Hilbert space A1 ⊗ A2 ⊗ A3 the value m =
max{m1 − 1,m2 − 1,m3} = m˜ − 1. Hence by in-
duction hypothesis |x〉 has Schmidt decomposition.
Thus we have proven the Theorem[1] for Case-II.
Thus the Theorem[1] is proven to be true for m = m˜
exhaustively by accounting all possible cases. Hence the
Theorem[1] is true ∀m ∈ N by induction. This completes
the proof.
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