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Abstract
High-speed signal-free intersections are a novel urban traffic operations enabled by
connected and autonomous vehicles. However, the impact of communication latency
on intersection performance has not been well understood. In this paper, we consider
vehicle coordination at signal-free intersections with latency. We focus on two ques-
tions: (i) how to ensure latency-resiliency of the coordination algorithm, and (ii) how
latency affects the intersection’s capacity. We consider a trajectory-based model with
bounded speed uncertainties. Latency leads to uncertain state observation. We pro-
pose a piecewise-linear control law that ensures safety (avoidance of interference) as
long as the initial condition is safe. We also analytically quantify the throughput that
the proposed control can attain in the face of latency.
Keywords: Signal-free intersections, connected and autonomous vehicles, robust control.
1 Introduction
Recent progress in the technology of connected and autonomous vehicles (CAVs) motivates
high-speed signal-free intersections [1, 2]. Conventional intersections are either signalized
or regulated by stop signs. With the help of vehicle-to-vehicle/infrastructure (V2V/V2I)
connectivity, CAVs can cross intersections at high speeds; such operations are infeasible with
human drivers due to high response time and lack of V2V communications [3]. The safety and
efficiency of signal-free intersections heavily rely on the quality of V2V/V2I communications,
which is not always perfect due to power, computation, and bandwidth limitations and
hardware disruptions [4]. It is widely known that even small delays can cause performance
deterioration or sometimes instability in dynamical systems [5]. However, very limited work
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has been done on analysis of the impact of communication latency on performance of such
intersections.
In this paper, we consider the vehicle coordination problem for a signal-free intersection
subject to a non-zero latency; see Fig. 1. The main questions that we ask are:
Figure 1: A road-side unit coordinates vehicles in the preparation zone before they entering
the crossing zone.
1. How to design a vehicle coordination algorithm that is robust against communication
latency?
2. How to quantify the relation between communication latency and intersection capacity?
To address the above questions, we consider a trajectory-based model for vehicles in a neigh-
borhood of an intersection with a centralized controller. Latency leads to delayed state
observation, and vehicle trajectories are subject to bounded uncertainty. We design a robust
vehicle coordination algorithm that ensures all-time safety as long as the initial condition
is within a safety set (Theorem 1). The proposed algorithm also minimizes vehicle traverse
time under the safety constraint (Theorem 2). We also derive an analytical relation be-
tween key parameters, including latency, coordination step size, and speed uncertainty, and
intersection capacity (Proposition 1).
Recently, novel models and methods for signal-free intersections with ideal V2V/V2I
connectivity have been proposed [6, 7, 8, 9, 10, 11]; the proposed control algorithms have
been well validated in the absence of latency or other types of communication imperfections.
However, very limited results are available for the latency-prone setting. Although latency
has been studied by the networking community [12, 13] and the control community [5], we
still lack a connection between communication performance and transportation performance.
This gap motivates the application of robust control ideas to vehicle coordination. There ex-
ists robust optimization/control-based methods for low-level trajectory planning [14, 15, 16],
but these approaches are not directly applicable to intersection control, which is at a higher
level. In addition, very limited results are available for quantifying the impact of communi-
cation latency on key transportation performance metrics such as capacity (throughput).
To address these challenges, we consider a trajectory-based model. A road-side unit
(centralized controller) collects real-time kinematic information and controls the speed of all
vehicles in a point-to-point manner. To account for the uncertainty of vehicle trajectories,
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we consider a set-valued update mapping, which means that the realized speed of a vehicle
will fall in a neighborhood of the specified speed rather than exactly at it. Due to such
uncertainty, latency will compromise the accuracy of state observation. We propose a robust
algorithm that controls the speed of vehicles and ensures safety in the face of latency. The
algorithm can be written as an explicit control law and is thus computationally efficient and
easy to implement.
The main results of this paper characterize properties and performance of the proposed
robust vehicle coordination algorithm. First, we show that for any initial condition in a safety
set, the proposed algorithm ensures safety for all positive times (Theorem 1 and 2). Second,
we quantify the throughput that can be attained by the proposed algorithm (Proposition 1).
The rest of this paper is organized as follows. Section 2 provides the modeling of the
intersection and the formulation of the problem. In Section 3 we provides the construction of
the estimator and the controller. Then in Section 4 we study the properties of the proposed
controller. Finally we conclude the paper in Section 5.
2 Modeling
Consider the neighborhood of the two-direction intersection in Fig. 1. We label the two
orthogonal routes as 1 and 2. Suppose that there are n1 (resp. n2) vehicles on route 1
(resp. 2). The state of the intersection is described by x = (x1, x2) ∈ X := [−L,L]n1+n2 and
v = (v1, v2) ∈ U := [0, v¯]n1+n2 , where
1. xk = [xk1(t) x
k
2(t) · · · xknk(t)]T denotes the positions of vehicles on route k at time
t ∈ Z≥0,
2. vk = [vk1(t) v
k
2(t) · · · vknk(t)]T denotes the speeds of vehicles on route k at time t ∈ Z≥0,
3. L is the radius of the intersection region,
4. v¯ is the maximal allowable speed.
We index the vehicles by the order of entering the neighborhood; i.e. vehicle 0 on route k
is the last vehicle that arrived in the neighborhood before vehicle 1 on route k. When we
consider vehicle i, we assume that the trajectories of all vehicles in front of vehicle i have
been optimized and fixed. Our task here is to optimize the trajectory xji (t) and v
j
i (t) of
vehicle 0 under the constraint due to other vehicles’ trajectories recursively.
The decision variables is the sequence of target speeds {u(t); t ∈ Z≥0}. CAVs attempt to
track the target speed. Specifically, v(t) is jointly determined by v(t−1) and u(t) as follows.
For x ∈ R≥0 and r ∈ R≥0, let Br(x) be the non-negative neighborhood
Br(x) := [x− r, x+ r] ∩ R≥0.
Then, for each k and each i,
vki (t) ∈ Qki (v(t− 1), u(t))
:=

B(v(t− 1)− a¯) u(t) < v(t− 1)− a¯,
B(u(t)) u(t) ∈ Ba¯(v(t− 1)),
B(v(t− 1) + a¯) u(t) > v(t− 1)− a¯.
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The neighborhood size  depends on the type of vehicles: autonomous vehicles (AVs) are
associated with a smaller size than non-autonomous vehicles (non-AVs).
We assume that the control input v(t) is determined by a control law µ : X ×U → [0, v¯]2n
such that, in the ideal setting without latency,
ui(t) = µi(xi(t− 1), vi(t− 1), xi−1(t− 1), vi−1(t− 1)).
In the presence of a latency θ > 0, state estimation becomes set-valued. That is, the reported
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Figure 2: Latency delays sending and actuation.
state (xˆ(t− 1), vˆ(t− 1)) that the RSU receives at time t− 1 indicates that
x(t− 1− θ) = xˆ(t− 1),
v(t− 1− θ) = vˆ(t− 1).
The RSU estimates the actual state with sets
x(t) ∈ Xθ(xˆ(t), vˆ(t)),
v(t) ∈ Vθ(xˆ(t), vˆ(t)),
where Xθ and Vθ are estimators to be designed in Section 3.1. When vehicles receive the
instruction u(t) at time t+ θ, the speeds are updated by
v(t+ θ) ∈ Q
(
V2θ(xˆ(t), vˆ(t)), u(t)
)
,
where Q is the set-valued version of the speed update function. The positions are updated
by
x(t+ θ + 1) = x(t) +
1
2
(
v(t+ θ) + v(t+ θ + 1)
)
.
Fig. 2 illustrates the information flow with latency.
The control law must satisfy the safety constraint, which lower-bounds the headway
between vehicles:
(i) i 6= j, k = 1, 2:
|xki (t)− xkj (t)|
{
≥ hvkj (t) xki (t) > xkj (t),
≥ hvki (t) xki (t) < xkj (t),
(ii) k1 6= k2, xk1i ≤ −R, xk2j ≤ −R:
|xk1i (t)− xk2j (t)|
{
≥ hvk1j (t) xk1i (t) > xk2j (t),
≥ hvk1i (t) xk1i (t) < xk2j (t),
where R is the radius of the interference region; see Fig. 1.
4
3 Control design
The objective of this section is to design a controller that coordinates the speeds of vehicles
in the preparation zone. As an intermediate step, we will develop an estimator that is robust
to latency.
3.1 Estimator design
After the RSU receives the state variables of the vehicle at time t, then we need to estimate
the position and speed information at time t+ θ. The design problem can be formulated as
follows:
Given: model parameters θ,  and observed variables x(t− θ), v(t− θ), u(t− 1), u(t).
Estimate: x(t+ θ) and v(t+ θ).
Under the assumption that the latency θ is much less than the interval of a time step,
then if the vehicle follow the control input correctly, we have
u(t− 1)−  ≤ v(t+ θ) ≤ u(t− 1) + ,
x(t− θ) + θ(v(t− θ) + u(t− 1)− ) ≤ x(t+ θ) ≤
x(t− θ) + θ(v(t− θ) + u(t− 1) + ).
Therefore, we construct estimators as follows:
X2θ(x, v)
=
{
x′ ∈ X : x+ θ(v + u(t− 1)− ) ≤ x
′ ≤
x+ θ(v + u(t− 1) + )
}
,
V2θ(x, v) = {v′ ∈ V : u(t− 1)−  ≤ v′ ≤ u(t− 1) + }.
Hence, when the control input u(t) is received by the vehicles, the speeds are predicted by
the predictor
V˜ (t+ θ + 1) = Q
(
V2θ(xˆ(t), vˆ(t)), u(t)
)
,
and the positions are updated by
X˜(t+ θ + 1) =X2θ
(
xˆ(t), vˆ(t)
)
+
1
2
δ
(
V2θ(xˆ(t), vˆ(t))+
Q(V2θ(xˆ(t), vˆ(t)), u(t))
)
;
where δ denotes the interval of a time step.
We assume that the control input u(t) can be reached under the limitation of the accel-
eration, then we have that
V˜ (t+ θ + 1) = {v′ ∈ V : u(t)−  ≤ v′ ≤ u(t) + }.
Therefore, we can get the interval of X˜(t+ θ + 1) as follow:
∆ =
∣∣∣X2θ(xˆ(t), vˆ(t))∣∣∣+ 1
2
δ
(∣∣∣V2θ(xˆ(t), vˆ(t))∣∣∣+∣∣∣V˜ (t+ θ + 1)∣∣∣) = 2θ+ 1
2
δ(2+ 2) = 2(θ + δ). (1)
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3.2 Controller design
The objective of the control problem is to coordinate the trajectories of adjacent vehicles to
discharge vehicles as fast as possible while avoiding interference. The control input is the
target speed assigned to each vehicle at each time step. In the preparation zone, vehicles on
two routes are coordinated separately. For route k, the controller µ must generate control
inputs u(t) at each time t that satisfy the safety constraint. The control problems can be
formulated as follows:
Given: model parameters δ (time step size), θ (latency),  (speed uncertainty), a¯ (max-
imum acceleration) and observed states xˆ(t) (positions) and vˆ(t) (speeds).
Determine: u(t) (target speed).
Note that since the uncertainty is small compared with the regulating capacity of the
vehicle, we have  ≤ a¯δ Then for all i, j, k1, k2, the safety constraint is∣∣∣X˜k1i (t+ 1)− X˜k2j (t+ 1)∣∣∣ ≥
hV˜ k2j (t+ 1) k1 = k2, X
k1
i (t+ 1) > X˜
k2
j (t+ 1),
hV˜ k1i (t+ 1) k1 = k2, X
k1
i (t+ 1) < X˜
k2
j (t+ 1),
h¯V˜ k2j (t+ 1) k1 6= k2, Xk1i (t+ 1) > X˜k2j (t+ 1),
h¯V˜ k1i (t+ 1) k1 6= k2, Xk1i (t+ 1) < X˜k2j (t+ 1).
Consider the vehicles on the same road, indexed by 1, . . . , n. For the vehicle indexed by
n, which is the last vehicle entering the road, we set un(t) to the maximal allowable speed
or the speed the vehicle can reach with the maximal acceleration. Then for i = 1, . . . , n− 1
we have the objective function:
λi(t) =X˜(i−1)min(t+ θ + 1)− X˜imax(t+ θ + 1)− δmin
=θ
(
vˆi−1(t)− vˆi(t) + ui−1(t− 1)− ui(t− 1)
)
− 2δ
− 2θ+ xˆi−1(t)− xˆi(t) + 1
2
δ
(
ui−1(t− 1)
− ui(t− 1) + ui−1(t)− ui(t)
)
− h(ui(t)), (2)
where δmin = hui(t) is the minimum allowable distance between two vehicles.
Consider the feasibility of the speed under the limitation of the acceleration, we have
u(t) ∈ [u(t− 1)− aδ + , u(t− 1) + aδ − ]
denoted by Ufeasible(t). Then we construct the controller µ with the following law to obtain
u(t):
ui(t) = µi(xi(t− θ), vi(t− θ), xi−1(t− θ), vi−1(t− θ))
= arg min
u(t)∈Ufeasible(t)
{λi(t)|λi(t) ≥ 0}.
6
4 Properties of the Proposed Controller
In this section, we study key properties of the controller presented in the previous section.
First, we study the criterion for the proposed controller to exist (i.e. to satisfy the safety
constraint) at a certain time t. Second, we determine a set of initial conditions that guarantee
safety for all times. Finally, we quantify the throughput that the proposed controller can
attain.
4.1 Safety criteria for one time step
In this subsection, we discuss the condition to ensure the safety and if objective function
λi(t) can be set to 0.
Theorem 1. The existence of the safety control input depends on the following conditions:
1. There exists a safe control input u(t) if and only if it satisfies the following condition:
xˆi(t)− xˆi−1(t) + θ
(
vˆi(t)− vˆi−1(t)
)
+ (θ + δ + h)
× ui(t− 1)− (θ + δ
2
)ui−1(t− 1)− 1
2
δui−1(t) + 2θ
+
3
2
δ− 1
2
a¯δ2 − ha¯δ + h ≤ 0. (condition 1)
2. Furthermore, there exists a safe control input u(t) such that vehicle i is able to keep
the minimal allowable distance from the leading vehicle if and only if condition 1 and
the following condition hold:
xˆi(t)− xˆi−1(t) + θ
(
vˆi(t)− vˆi−1(t)
)
+ (θ + δ+
h)ui(t− 1)− (θ + δ
2
)ui−1(t− 1)− 1
2
δui−1(t) + 2θ+
1
2
δ+
1
2
a¯δ2 + ha¯δ − h ≥ 0. (condition 2)
Proof. Condition 1.
(⇒) Suppose that there exists a control input u(t) such that vehicle i is able to keep the
allowable distance from the leading vehicle, then we have
max X˜i(t+ 1 + θ) ≤ min X˜i−1(t+ 1 + θ)− h · ui(t);
that is
xˆi(t) + θ(vˆi(t) + ui(t) + ) +
δ
2
(ui(t− 1) + ui(t) + 2)
≤ xˆi−1(t) + θ(vˆi−1(t) + ui−1(t− 1)− ) + 1
2
δ(ui−1(t− 1)
+ ui−1(t)− 2)− h · ui(t).
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Considering the limitation of deceleration, we have ui(t) ≥ ui(t − 1) − a¯ · δ + . Therefore,
we have that
xˆi(t) + θ(vˆi(t) + ui(t− 1) + ) + (ui(t− 1) + )δ
− 1
2
(a¯− 
δ
)δ2
≤ xˆi−1(t) + θ(vˆi−1(t) + ui−1(t− 1)− )
+
1
2
δ(ui−1(t− 1) + ui−1(t)− 2)− h · ui(t)
≤ xˆi−1(t) + θ(vˆi−1(t) + ui−1(t− 1)− ) + 1
2
δ
× (ui−1(t− 1) + ui−1(t)− 2)− h(ui(t− 1)− a¯δ + ),
which implies
xˆi(t)− xˆi−1(t) + θ
(
vˆi(t)− vˆi−1(t)
)
+ (θ + δ + h)ui(t− 1)
− (θ + δ
2
)ui−1(t− 1)− 1
2
δui−1(t) + 2θ +
3
2
δ− 1
2
a¯δ2
− ha¯δ + h ≤ 0.
(⇐) When condition 1 holds, if ui(t) = ui(t− 1) + − a¯δ, we have
max X˜i(t+ 1 + θ) = xˆi(t) + θ(vˆi(t) + ui(t− 1) + )
+
δ
2
(2ui(t− 1) + 3− a¯δ)
= xˆi(t) + θ(vˆi(t) + ui(t− 1) + ) + (ui(t− 1) + )δ
− 1
2
(a¯− 
δ
) · δ2
≤ xˆi−1(t) + θ(vˆi−1(t) + ui−1(t− 1)− ) + 1
2
δ(ui−1(t− 1)
+ ui−1(t)− 2)− h(ui(t− 1) + − a¯ · δ)
= min X˜i−1(t+ 1 + θ)− h · ui(t).
Condition 2.
(⇒) Suppose that there exists a control input u(t) such that vehicle i is able to keep the
minimal allowable distance from the leading vehicle, then we have
max X˜i(t+ 1 + θ) = min X˜i−1(t+ 1 + θ)− h · ui(t),
that is
xˆi(t) + θ(vˆi(t) + ui(t) + ) +
δ
2
(ui(t− 1) + ui(t) + 2)
=xˆi−1(t) + θ(vˆi−1(t) + ui−1(t− 1)− ) + 1
2
δ(ui−1(t− 1)
+ ui−1(t)− 2)− h · ui(t).
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Considering the limitation of acceleration, we have
ui(t) ≤ ui(t− 1) + a¯ · δ − .
Therefore, we have that
xˆi(t) + θ(vˆi(t) + ui(t− 1) + ) + (ui(t− 1) + )δ+
1
2
(a¯− 
δ
) · δ2
≥xˆi(t) + θ(vˆi(t) + ui(t− 1) + ) + δ
2
(ui(t− 1) + ui(t) + 2)
=xˆi−1(t) + θ(vˆi−1(t) + ui−1(t− 1)− ) + 1
2
δ(ui−1(t− 1)
+ ui−1(t)− 2)− h · ui(t)
≥xˆi−1(t) + θ(vˆi−1(t) + ui−1(t− 1)− ) + 1
2
δ(ui−1(t− 1)
+ ui−1(t)− 2)− h(ui(t− 1)− + a¯ · δ),
that is
xˆi(t)− xˆi−1(t) + θ
(
vˆi(t)− vˆi−1(t)
)
+ (θ + δ + h)ui(t− 1)
− (θ + δ
2
)ui−1(t− 1)− 1
2
δui−1(t) + 2θ +
1
2
δ+
1
2
a¯δ2
+ ha¯δ − h ≥ 0.
(⇐) We have that λi(t) = min X˜i−1(t+1+θ)−max X˜i(t+1+θ)−h ·ui(t). By Equation (2)
we have λi(t) decreases monotonically with ui(t). Then we have
λi(t)
{
≤ 0, ui(t) = ui(t− 1)− a¯δ + ,
≥ 0, ui(t) = ui(t− 1) + a¯δ − .
Therefore, there must exists a control input ui(t) such that vehicle i is able to just keep the
minimal allowable distance from its leading vehicle.
Intuitively, if condition 1 in Theorem 1 holds, then we have that when the vehicle takes
the maximal deceleration, it can keep a safe distance from its leading vehicle. Then we
have that under the limitation of the deceleration, we can find a feasible control input u(t)
such that the vehicle satisfies the safety constraint (i.e. it can keep the safe distance from its
leading vehicle). If condition 2 in Theorem 1 holds, then we have that when the vehicle takes
the maximal acceleration, it can keep a distance from its leading vehicle which is less than
the minimal allowable distance. Then we know that under the limitation of the acceleration,
we can find a feasible control input u(t) such that the vehicle can keep a distance from its
leading vehicle which is not more than the minimal allowable distance. Therefore, if both
condition 1 and condition 2 hold, then we can certainly find a control input u(t) such that
the vehicle can just keep the minimal allowable distance from its leading vehicle, which leads
to the best capacity.
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Note that when condition 1 holds, we have
(θ + δ + h)ui(t− 1)
≤ xˆi−1(t)− xˆi(t) + θ
(
vˆi−1(t) + ui−1(t− 1)
)
− θ
(
vˆi(t) + 
)
+
1
2
δ
(
ui−1(t− 1) + ui−1(t)
− 2
)
− δ + h(a¯δ − ) + 1
2
(a¯− 
δ
)δ2
= A+ h(a¯δ − ) + 1
2
(a¯− 
δ
)δ2,
where A = xˆi−1(t)− xˆi(t)+θ
(
vˆi−1(t)+ui−1(t−1)
)
−θ
(
vˆi(t)+
)
+ 1
2
δ
(
ui−1(t−1)+ui−1(t)−
2
)
− δ.
When condition 2 holds, we have
(θ + δ + h)ui(t− 1)
≤xˆi−1(t)− xˆi(t) + θ
(
vˆi−1(t) + ui−1(t− 1)
)
−
θ
(
vˆi(t) + 
)
+
1
2
δ
(
ui−1(t− 1) + ui−1(t)
− 2
)
− δ − h(a¯δ − )− 1
2
(a¯− 
δ
)δ2
=A− h(a¯δ − )− 1
2
(a¯− 
δ
)δ2.
Since  is much smaller than the maximal change in speed every time step, therefore, we
have h(a¯δ − ) + 1
2
(a¯ − 
δ
)δ2 > 0. Then we know that the set of the possible control input
satisfying both conditions 1 and 2 is not an empty set.
4.2 Safety criterion for time series
Now, we extend the one-step results in the previous subsection to the case of time series.
Specifically, we derive a criterion for initial condition to ensure existence of safe control
inputs in all subsequent steps.
Theorem 2. Consider the observed initial state xˆ(1), vˆ(t) and initial control input u(0).
1. There exists a safe input for all subsequent times if the following conditions hold:
(a) For t = 1 and for any i = 1, . . . , n,
xˆi(1)− xˆi−1(1) + θ
(
vˆi(1)− vˆi−1(1)
)
+ (θ + δ+
h)ui(0)− (θ + δ
2
)ui−1(0)− 1
2
δui−1(1)
+ 2θ +
3
2
δ− 1
2
a¯δ2 − ha¯δ + h ≤ 0.
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(b) For t = 2, 3, . . . and for any i = 1, . . . , n,
(
3
2
δ + h)ui(t)− (δ
2
+ h)ui(i− 1)− δui−1(t)+
δ
2
(a¯δ + ) ≤ 0. (condition 3)
2. Furthermore, there exists a safe input such that vehicle i is able to keep the minimal
allowable distance from vehicle i− 1 at all times if
(a) For t = 1,
xˆi(1)− xˆi−1(1) + θ
(
vˆi(1)− vˆi−1(1)
)
+ (θ + δ+
h)ui(0)− (θ + δ
2
)ui−1(0)− 1
2
δui−1(t)
+ 2θ +
1
2
δ+
1
2
a¯δ2 + ha¯δ − h ≤ 0.
(b) For t = 2, 3, . . .,
(
3
2
δ + h)ui(t)− (δ
2
+ h)ui(t− 1)− δui−1(t)−
4θ − 3
2
δ − 1
2
a¯δ2 ≤ 0. (condition 4)
Proof. Condition 3. By part (a) in condition 3 we know that there exists a feasible input
ui(1) such that at time step 1 vehicle i can keep a safe distance from its leading vehicle.
Next, we prove that when at time step t vehicle i satisfies part (a), then at time step t + 1
vehicle i also satisfies the safety constraint when part (b) in condition 3 holds.
(
3
2
δ + h)ui(t)− (δ
2
+ h)ui(i− 1)− δui−1(t) + δ
2
(a¯δ + )
≤ 0.
Since ui−1(t+ 1) ≥ ui−1(t)− a¯δ + , then we have(
ui(t) + )δ −
(
ui(t− 1) + )δ + δ
2
(
ui(t− 1) + ui(t)
)
≤ h
(
ui(t− 1) + − a¯δ) + δ
2
(ui−1(t) + ui−1(t+ 1)− 2)
− h
(
ui(t) + − a¯δ
)
.
By condition 1, we have
xˆi(t) + θ
(
vˆi(t) + ui(t− 1) + 
)
+ δ
(
ui(t− 1) + 
)
− 1
2
(a¯− 
δ
)δ2
≤ x¯i−1(t) + θ
(
vˆi−1(t) + ui−1(t− 1)− 
)
+
δ
2
×
(
ui−1(t− 1) + ui−1(t)− 2
)
− h
(
ui(t− 1) + − a¯δ
)
.
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Then we know that
xˆi(t) + θ
(
vˆi(t) + ui(t− 1) + 
)
+
δ
2
(
ui(t− 1) + ui(t)
+ 2
)
+
(
ui(t) + 
)
δ − 1
2
(a¯− 
δ
)δ2
≤ xˆi−1(t) + θ
(
vˆi−1(t) + ui−1(t− 1)− 
)
+
δ
2
(
ui−1(t− 1)
+ ui−1(t)− 2
)
+
δ
2
(
ui−1(t) + ui−1(t+ 1)− 2
)
− h
(
ui(t) + − a¯δ
)
.
Considering the limitation of acceleration and deceleration, we have
xˆi(t+ 1) + θ
(
vˆi(t+ 1) + ui(t) + 
)
≤ xˆi(t) + θ
(
vˆi(t) + ui(t− 1) + 
)
+
δ
2
(
ui(t− 1) + ui(t)
+ 2
)
xˆi−1(t+ 1) + θ
(
vˆi−1(t+ 1) + ui−1(t) + 
)
≥ xˆi−1(t) + θ
(
vˆi−1(t) + ui−1(t− 1)− 
)
+
δ
2
(
ui−1(t− 1)
+ ui−1(t)− 2
)
.
Therefore, we know that
xˆi(t+ 1) + θ
(
vˆi(t+ 1) + ui(t) + 
)
+
(
ui(t) + 
)
δ
− 1
2
(a¯− 
δ
)δ2
≤ xˆi−1(t+ 1) + θ
(
vˆi−1(t+ 1) + ui−1(t)− 
)
+
δ
2
(
ui−1(t)
+ ui−1(t+ 1)− 2
)
− h
(
ui(t) + − a¯δ
)
.
By condition 1 we know that at time step t + 1 vehicle i also satisfies the safety constraint
which completes the proof.
Condition 4.
By part (a) in condition 4 we know that there exists a feasible input ui(1) such that at
time step 1 vehicle i can keep the minimal allowable distance from its leading vehicle. Next,
we prove that when at time step t vehicle i satisfies part (a), then at time step t+ 1 vehicle
i also satisfies part (a) when part (b) in condition 4 holds.
(
3
2
δ + h)ui(t)− (δ
2
+ h)ui(t− 1)− δui−1(t)− 4θ
− 3
2
δ − 1
2
a¯)δ2 ≤ 0.
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Since ui−1(t+ 1) ≤ ui−1(t) + a¯δ − , then we have
− 2θ+
(
ui(t) + )δ −
(
ui(t− 1) + )δ + δ
2
(
ui(t− 1)
+ ui(t)− 2
)
≥ 2θ + 2δ + h
(
ui(t− 1)− + a¯δ) + δ
2
(ui−1(t)
+ ui−1(t+ 1)− 2)− h
(
ui(t)− + a¯δ
)
.
By condition 2 we have
xˆi(t) + θ
(
vˆi(t) + ui(t− 1) + 
)
+ δ
(
ui(t− 1) + 
)
+
1
2
(a¯− 
δ
)δ2
≥ x¯i−1(t) + θ
(
vˆi−1(t) + ui−1(t− 1)− 
)
+
δ
2
(
ui−1(t− 1)
+ ui−1(t)− 2
)
− h
(
ui(t− 1)− + a¯δ
)
.
Then we know that
xˆi(t) + θ
(
vˆi(t) + ui(t− 1)− 
)
+
δ
2
(
ui(t− 1)
+ ui(t)− 2
)
+
(
ui(t) + 
)
δ − 1
2
(a¯+

δ
)δ2
≥ xˆi−1(t) + θ
(
vˆi−1(t) + ui−1(t− 1) + 
)
+
δ
2
(
ui−1(t− 1)
+ ui−1(t) + 2
)
+
δ
2
(
ui−1(t) + ui−1(t+ 1)− 2
)
− h
(
ui(t)− + a¯δ
)
.
Considering the limitation of acceleration and deceleration, we have
xˆi(t+ 1) + θ
(
vˆi(t+ 1) + ui(t) + 
)
≥ xˆi(t) + θ
(
vˆi(t) + ui(t− 1)− 
)
+
δ
2
(
ui(t− 1) + ui(t)
− 2
)
,
xˆi−1(t+ 1) + θ
(
vˆi−1(t+ 1) + ui−1(t) + 
)
≤ xˆi−1(t) + θ
(
vˆi−1(t) + ui−1(t− 1) + 
)
+
δ
2
(
ui−1(t− 1)
+ ui−1(t) + 2
)
.
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Therefore, we know that
xˆi(t+ 1) + θ
(
vˆi(t+ 1) + ui(t) + 
)
+
(
ui(t) + 
)
δ
+
1
2
(a¯− 
δ
)δ2
≥ xˆi−1(t+ 1) + θ
(
vˆi−1(t+ 1) + ui−1(t)− 
)
+
δ
2
×
(
ui−1(t) + ui−1(t+ 1)− 2
)
− h
(
ui(t)− + a¯δ
)
.
By condition 2 and condition 3 we know that at time step t + 1 there also exists a control
input ui(t + 1) such that vehicle i also can keep the minimal allowable distance from its
leading vehicle.
If λi(t) = 0, then we have:
ui(t) =θ
(
vˆi−1(t)− vˆi(t) + ui−1(t− 1)− ui(t− 1)
)
− 2δ− 2θ+ xˆi−1(t)− xˆi(t) + 1
2
δ
(
ui−1(t− 1)
− ui(t− 1) + ui−1(t)
)
/(
1
2
δ + h).
Then we have the controller µ:
ui(t) ∈ Ufeasible(t)
= µi(xi(t− 1), vi(t− 1), xi−1(t− 1), vi−1(t− 1))
=

θ
(
vˆi−1(t)− vˆi(t) + ui−1(t− 1)− ui(t− 1)
)
−2δ− 2θ+ xˆi−1(t)− xˆi(t) + 12δ
(
ui−1(t− 1)
−ui(t− 1) + ui−1(t)
)
/(1
2
δ + h), condition 1
and condition 2,
arg minλi(t), condition 1 and not condition 2,
not safe, else.
4.3 Throughput evaluation
A general evaluation of the intersection’s throughput depends on the arrival process (e.g.
Poisson process) of vehicles, which is beyond the scope of this paper. Hence, we consider
the worst-case scenario, where vehicles from different directions go through the intersection
in alternate. This is the worst case, since the minimal headway between two vehicles in
different directions is larger than in the same direction. We also consider a nominal case
where vehicles periodically enter the neighborhood with the nominal crossing speed.
Let D be the crossing time interval for a vehicle, and let h be the minimal headway
between two vehicles in different directions. The capacity F of the intersection is lower
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bounded by
F ≥ 1
D + h
. (3)
Since the capacity varies with the actual situation, here we only consider a specific situ-
ation when all the vehicles are able to satisfy the condition 1 and 2 in Theorem 1.
Proposition 1. Under the specific situation when all the vehicles are able to satisfy the
condition 1 and 2 in Theorem 1, capacity F is lower bounded by:
F ≥ v¯
2(θ + δ) + hv¯
. (4)
Figure 3: Trajectory sets of two consecutive vehicles.
Proof. By Equation (1) we have that the interval length of the predicted position at next
time step is 2(θ + δ). Then we have the x − t curve shown in Figure 3, in which h is the
distance between the lower bound of the leading vehicle and the upper bound of the following
vehicle parallel to the time axis, D is the mapping of the position interval on the time axis.
Then when v¯ denotes the maximal speed, which is the nominal speed of the leading vehicle,
then we have
D =
∆
v¯
=
2(θ + δ)
v¯
.
Then by (3) we have that under the specific situation, capacity F is lower bounded by
(4).
Note that (4) givens the worst-case throughput, since it considers the case where vehicles
from orthogonal directions cross the intersection in alternation. In practice, vehicles may
cross immediately after a leading vehicle in the same direction, which typically leads to a
higher throughput. One way to estimate the typical throughput is to assume Poisson arrivals
of vehicles and then study the stochastic stability of the system; see [17].
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5 Concluding remarks
In this paper, we solved the robust control problem of vehicle coordination at signal-free
intersections with communication latency. To this end, we designed a controller that co-
ordinates the speed of vehicles which is robust against communication latency and ensures
safety. Based on the controller we discussed the safety criterion both for one time step and
time series. Finally, we studied the relation between latency and intersection capacity under
a specific situation.
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