The Symmetric Exclusion Process (SEP), in which particles hop symmetrically on a discrete line with hard-core constraints, is a paradigmatic model of subdiffusion in confined systems. This anomalous behavior is a direct consequence of strong spatial correlations induced by the requirement that the particles cannot overtake each other. Even if this fact has been recognised qualitatively for a long time, up to now there is no full quantitative determination of these correlations. Here we study the joint probability distribution of an arbitrary number of tagged particles in the SEP. We determine analytically the large time limit of all cumulants for an arbitrary density of particles, and their full dynamics in the high density limit. In this limit, we unveil a universal scaling form shared by the cumulants and obtain the time-dependent large deviation function of the problem.
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PACS numbers:
Introduction. Single-file diffusion refers to the motion of particles in narrow channels, in which the geometrical constraints do not permit the particles to bypass each other. The very fact that the initial order is maintained at all times leads to a subdiffusive behavior X 2 t ∝ √ t of the position of any tagged particle (TP) [1] , as opposed to the regular diffusion scaling X 2 t ∝ t. This theoretical prediction has been experimentally observed by microrheology in zeolites, transport of confined colloidal particles, or dipolar spheres in circular channels [2] [3] [4] [5] [6] .
A minimal model of single file diffusion is the symmetric exclusion process (SEP). Here, particles, present at a density ρ, perform symmetric continuous time random walks on a one dimensional lattice with unit jump rate, and hard-core exclusion is enforced by allowing at most one particle per site. A key result is that the long time behavior of the variance of the position of a TP initially located at the origin obeys:
The SEP has now become a paradigmatic model of subdiffusion in confined systems and it has generated a huge number of works in the mathematical and physical literature (see, e.g., Refs. [7] [8] [9] [10] [11] [12] [13] ). Recent advances include the calculation of the cumulants of X t in the dense limit ρ → 1 [14] or at long time for any density [15] . While the SEP in its original formulation provides a model of subdiffusion in crowded equilibrium systems, important extensions to non-equilibrium situations have recently been considered. In Ref. [15] , all the cumulants of a symmetric TP immersed in a step initial profile with different densities of particles on the left and on the right of the TP are calculated. In the other intrinsically out of equilibrium situation of a driven TP in a SEP, the mean position [16, 17] and all higher order moments in the dense limit [14] have been calculated, and shown to grow anomalously like √ t. This collection of anomalous behaviors in the SEP is a direct consequence of strong spatial correlations in the single file geometry. Even if this fact has been recognised qualitatively for a long time, up to now there is no full quantitative determination of these correlations. As a matter of fact, all the results mentioned above concern observables associated with a single TP. A complete characterisation of the correlations requires the knowledge of several TP observables. To date, the only available results concern the case of two TPs. Two-point correlation functions have been analysed either by using a stochastic harmonic theory (Edwards-Wilkinson dynamics) [18] or for the so-called random average process [19, 20] , which displays several qualitative features similar to the dilute limit of the SEP. In the continuous space description, which can be seen as the dilute limit ρ → 0 of the SEP, a two-tag probability distribution has been determined [21] .
Here we study the full joint distribution of an arbitrary number N of TPs in the SEP. More precisely, we determine (i) the large time limit of all cumulants for an arbitrary density of particles and (ii) their full dynamics in the dense limit ρ → 1. This last result permits us to unveil a universal scaling form shared by all cumulants and to obtain the time dependent large deviation function of the problem.
Model. Let us consider hard-core particles on a discrete one-dimensional line. The mean density of particles is denoted by ρ. The particles follow symmetric random walks with hard-core exclusion. In order to characterise the correlation functions involved in this system, we tag N of these particles, the TPs. The initial distances between them are denoted by L 1 , . . . , L N −1 and the initial position of the i-th TP is X (Fig. 1) . Large time behavior at any density. We start by showing that the long time behavior of the cumulants can be determined from general arguments, valid at any density ρ. This relies on the fact that the distance between two neighboring TPs reaches an equilibrium distribution, that can be obtained from the following arguments. When two neighboring TPs are initially at a distance L, each of the L − 1 sites between them is occupied with probability ρ: the number of bath particles between the TPs, denoted k, thus follows a binomial distribution of parameters L − 1 and ρ. At equilibrium, the number of vacancies between these two TPs follows a negative binomial distribution: it is the law of the number of failures before k + 1 successes when the probability of a success is ρ. Finally, the distance ∆ between the two TPs is given by the sum of the number of bath particles and vacancies between them. It thus reaches a stationary value and follows the distribution
(2) We find a very good agreement of this law with numerical simulations [22] . We now note that the cumulants κ (N ) p1,...,p N (t) involving several TPs (see Eq. (7) for a precise definition) can be written as a sum of moments involving a single TP and moments involving distances. For instance, κ 
, which implies from the Cauchy-Schwarz theorem that
. The large time behavior of κ
11 (t) is thus given by the large time behavior of the single TP cumulant of the same order, κ 
2 . This is true for all the cumulants, leading finally to
where the constants B k , involved in the single tagged particle problem, have been determined in Ref. [15] . Equation (3) implies that the group of N TPs behaves at long times like a single TP. However, the approach to this asymptotic state remains unknown. Below, we determine completely the dynamics of the cumulants in the limit of a dense system, which constitutes the core of this Letter. Dense limit. Following Refs. [14, [23] [24] [25] [26] [27] , we focus on the limit of a dense system (ρ → 1) and follow the evolution of the vacancies, rather than the particles, in a discrete time. We assume that at each time step, each vacancy is moved to one of its nearest neighbour sites, with equal probability. It thus performs a symmetrical nearest neighbor random walk. Note that a complete description of the dynamics would require additional rules for cases where two vacancies are adjacent or have common neighbours; however, these cases contribute only to O ((1 − ρ) 2 ), and can thus be left unstated. In this limit, one can approximate the motion of the TPs as being generated by the vacancies interacting independently with them: in the large density limit the events corresponding to two vacancies interacting simultaneously with the TP happen with negligible probability. These rules are the discrete counterpart of the continuous time version of the SEP described above in the dense limit, as shown in [14, 24] . They allow us to obtain the dynamics of the SEP, in the scaling regime defined below.
We start from a system of size N with M vacancies and denote
the vector of the displacements of the N TPs. In the dense limit ρ → 1, the contributions due to the vacancies can be summed, so that we can link (i) the probability P (t) (Y|{Z j }) of having displacements Y at time t knowing that the M vacancies started at sites Z 1 . . . Z M to (ii) the probability p Z (Y) that the displacements of the TPs are Y at time t due to a single vacancy that was initially at site Z [23, 24] by:
Taking the Fourier transform with respect to Y, averaging over the initial positions of the vacancies and finally taking the thermodynamic limit N , M → ∞ with ρ 0 ≡ 1 − ρ = M/N remaining constant, the second characteristic function
is found to be given by
. By definition, ψ gives the N -tag cumulant of the displacements with coefficients p 1 , . . . , p N as:
. (7) The next step of the calculation consists in determining the single-vacancy probabilityq (6), by considering a system containing a single vacancy. An intrinsic technical difficulty in a problem with several TPs is that the distance between them is not constant, which in turn makes the first-passage properties of the vacancy to the TPs time-dependent. However, this difficulty can be overcome in the one dimensional situation considered here because, in the case of a single vacancy, the distances between TPs can only assume two values depending on the initial position Z of the vacancy: we define ζ(Z) = i if the vacancy starts between TP i and TP i + 1, and ζ(Z) = 0 (resp. ζ(Z) = N ) if it starts on the left (resp. on the right) (Fig. 1) . The distance to be considered when the vacancy is, at some instant, between TP i and TP i+1 is then given by
The key to obtainq
Z (k) is to introduce the firstpassage probability F (t) η,Z that the vacancy that started from site Z at time 0 arrives for the first time to the position of one of the TPs at time t, conditioned by the fact that it was on the "adjacent site" η at time t − 1. The adjacent site η = i (resp. η = −i) is defined as the site to the right (resp. left) of the i-th TP. In analogy with q Z and F η,Z , we introduce quantities related to an adjacent site ν: q
η,ν (that depend on the distances between TPs, thus on ζ). One can now partition over the first passage of the vacancy to the site of one of the TPs to get an expression forq Z [22] .
, we decompose the propagator of the displacements over the successive passages of the vacancy to the position of one of the TPs using e ±1 = (±1, 0, . . . ), . . . , e ±N = (0, . . . , 0, ±1) as a basis for the displacements Y [22] . This writes as a time convolution of quantities F (t,ζ) ν,η : the Laplace transform,q
(k), writes as an infinite sum of matrix powers, giving:
The matrix T is defined by (8) into Eq. (6), one gets an expression for the Laplace transform of the second characteristic function:
Here we defined
Finally, the quantities that we need are the probabilities to go from one adjacent site to another:
−(µ+1),µ , and the sums h 0 = h N and h µ (µ = 1, . . . , N − 1). The otherF ν,η are zero. These quantities can be computed explicitly using classical results on first-passage times of symmetric one dimensional random walks [28] , which completes the determination of the second characteristic function (see [22] for an explicit expression).
Characteristic function in the dense limit. Importantly, the characteristic function can be shown from Eq. (10) to admit the following simple form in the scal-
with
and λ (Fig. 1) . Equation (12) gives us the full N -tag probability law of the SEP in the dense limit and is the main result of this Letter. In the following we analyse two important consequences.
Large deviations in the dense limit. Noticing that ψ(−is, t) = ln(E[e s·Y(t) ]), it is possible to apply the Gärtner-Ellis theorem [29] of large deviations to get an expression for the joint probability in the large-time limit µ t = ρ 0 2t π → ∞:
where J(ỹ) is the Legendre transform of µ −1 t ψ(−is) and the symbol ' ' means equivalence at exponential order.
The probability law is best described using as variables the "half-sum of extremal displacements" Y = (Y 1 + Y N )/2 and the "distances"
For two TPs (see [22] for N TPs), the large deviation function is found to be given by: Left: joint probability distribution of (x1, x2) at t = 5 · 10 6 , the bottom-left triangle correponds to the numerical simulations while the top-right triangle is the numerical solution of (14) for two TPs (see SI). Center: rescaled marginal probability density of the half-sum Psum((Y1 5, 20) . The dots are the results of numerical simulations while the colored lines comes from Eq. (15) . The black curve is the prediction when τ → ∞ (Eq. (16)). Right: rescaled marginal probability density of the distance P dist ((X2 − X1)/2) at the same times. The black line comes from Eq. (17) . whereỹ = (ỹ 1 +ỹ 2 )/2 andd 1 = (ỹ 2 −ỹ 1 )/2. This expression gives the probability law of the TPs at arbitrary times. We checked it against numerical simulations of the random walks of the vacancies and we found a very good agreement (Fig. 2) .
At large rescaled time (τ → ∞), it is found that
In particular, we recover that all TPs behave as a single one, as shown above (see Eq. (3)). Indeed, the function I is the large deviation function involved in the dense limit of the single TP problem as can be extracted from Ref. [14] or from the limit ρ → 1 of Ref [15] . Note also that the marginal law of the distances P dist can be deduced from Eq. (2) when ρ → 1 in the particular case of 2 TPs [22] . Finally, at large times, in the small deviations regime, Eq. (14) gives back a Gaussian law with
Universal scaling of the cumulants in the dense limit. A striking consequence of Eq. (12) is that all the even cumulants (p 1 + · · · + p N even in Eq. (7)) are equal and assume the universal scaling form (the odd cumulants are equal to zero):
where g was defined in Eq. (13) . Several comments are in order. (i) This expression is found to be in very good agreement with continuous-time simulations of the SEP at any time (Fig. 3). (ii) The leading order in time is the same as the one obtained for a single TP [14] , as expected from Eq. (3). (iii) A major result is that the scaling form is the same for all cumulants and depends only on the distance L between the first and the last tagged particles. (iv) The Edwards-Wilkinson equation, which is seen as the Gaussian limit of the SEP [30, 31] , provides the first two cumulants and leads to κ
−1/2 at any density [18, 32] (see [22] for a numerical verification), consistently with Eq. (19). (v) A similar scaling for κ ( 
2) 11
has also been found in the random average process [19, 20] . Note that here, this scaling form is shown to hold for all the cumulants, and for an arbitrary number of TPs.
Conclusion To sum up, we studied the joint probability distribution of an arbitrary number of tagged particles in the SEP. In the large time limit, we determined the leading behavior of all cumulants for an arbitrary density of particles. We obtained the full dynamics in the dense limit of particles and explicitly derived the time dependent large deviation function of the problem. We also unveiled a universal scaling form shared by all cumulants. We stress that this universal behavior is a non trivial high density effect. The dynamics of the cumulants for an arbitrary density of particles is expected to be non universal and remains to be determined.
Appendix A: Cumulants at arbitrary density
Law of the distance between two particles
We consider two tagged particles (TPs) in the SEP with density ρ. The initial distance between them is L and we derive the equilibrium distribution of the distance (in particular we show that the distribution of the distance is time-independant at large time). We proceed as follow: (i) We write the law of the number of particles N p between the TPs. This number is fixed initially and does not evolve. (ii) We write the law of the number of vacancies N v between the tracers at equilibrium; this law depends on N p .
Initially there are L − 1 sites between the TPs. Each site is occupied with probability ρ. This gives us a binomial law for N p :
At large time, the number of vacancies between the two TPs, knowing that there are k particles between them, is given by the law of the number m of failures before k + 1 successes in a game in which the probability of a success is ρ. It is a negative binomial law:
The distance D between the tracers is given by D = N p + N l + 1, its law is:
This law is in very good agreement with the numerical simulations (Fig. S4 ).
Large deviations of the law of the distance
From the law of the distance (S5), one can derive the generating function G D (z).
We can then derive a large deviation scaling in the limit L → ∞:
From the Grtner-Ellis theorem [29] , this implies:
We now consider the high-density limit: ρ = 1 − ρ 0 with ρ 0 1. We obtain:
Thus, the supremum in (S14) is at t * such that:
At the end of the day,
This is exactly what is found with our high-density approach: Eq. (17) of the main text.
Large time behavior of the cumulants of N particles
We consider N TPs having displacements Y 1 , . . . Y N . We know that the moments of a single particle scale as t
1/2
[15] while the moments of the distance scale as t 0 (previous section).
From this we want to show that
We proceed by induction: the case N = 1 is straightforward. Now assuming that (S20) holds for a given N , we want to prove it for N + 1. As we have A
) ∀q < q, we can write:
All the terms in the sum are of order O(t 1/4 ) from (S20) and the first term can be bounded by the CauchySchwarz inequality: The average is performed other 10 6 simulations at final time t = 2 · 10 4 (we checked that this is enough for the convergence).
using (S18), (S19) and (S20). This ends the proof of (S20).
This implies that if p 1 + · · · + p N is even:
The moments of N particles are equal, in the large time limit, are given by the moments of a single particle. This extends to the cumulants κ (N ) p1,...,p N defined from the second characteristic function.
The coefficient B p are computed in Ref. [15] .
Appendix B: Detailed calculations in the high-density limit
Approximation and thermodynamic limit
Let us consider a system of size N with M vacancies and denote by
the vector of the displacements of the TPs. The probability P (t) (Y|{Z j }) of having displacements Y at time t knowning that the M vacancies started at sites Z 1 . . . Z M is exactly given by :
where P (t) ({Y j }|{Z j }) is the probability of displacement Y j due to the vacancy j for all j knowing the initial positions of all the vacancies.
Assuming that in the large density large (ρ → 1) the vacancies interact independantly with the TPs, we can link it to the probability p (t) Z (Y) that the tracers have moved by Y at time t due to a single vacancy that was initially at site Z:
so that
We take the Fourier transform and we average over the initial positions of the vacancies:
and mutatis mutandis forP (t) (k). Furthermore we writep
Z (k) (q Z corresponds to the deviation from a Dirac centered in 0).
We now take the limit N , M → ∞ with ρ 0 ≡ 1 − ρ = M/N (density of vacancies) remaining constant. The second characteristic function reads:
Expression of the single-vacancy propagator
One can partition over the first passage of the vacancy to the site of one of the tracers to get an expression forq Z which is the main quantity involved in (S6):
An exponant ζ to a quantity means that this quantity is computed taking into account ζ = ζ(Z).
We now need an expression forq ζ η where η is a special site. To do so we decompose the propagator of the displacements over the successive passages of the vacancy to the position of one of the tracers:
the sums on µ and ν i run over the special sites (±1, · · · ± N ).
The discrete Laplace transform (power series) of a function of time g(t) isĝ(ξ) ≡ ∞ t=0 g(t)ξ t . We can now take both the Laplace and Fourier transforms of (S10) to get:
The matrix T is defined by
Expression of the characteristic function
Introducing (S9) into (S6) directly gives:
withq ζ ν given by (S12).
Expression of the quantities of interest (F (ζ)
ν,η and hµ)
The two results [28] that we recalled in the article are:
• The Laplace transform of the first passage density at the origin at time t of a symmetric 1d Polya walk starting from site l is:f
• The probability of first passage at site s 1 starting from s 0 and considering s 2 as an absorbing site is given bŷ
From (S15), we have:F
From (S15, S16), and recalling that the distance between TP µ and TP µ + 1 is L (ζ) µ , we havê
And the sums are:
Appendix C: Results in the high density limit
Scaling of the characteristic function
Using a numerical software (Mathematica) we obtain the following result for the discrete Laplace tranform of the second characteristic function is:
with C a constant enforcingψ(k = 0) = 0 and
(S3)
Similar expressions exist for Q n , n > 3. We define the total length L = L 1 + · · · + L N −1 and the rescaled variables l
We take the limit L → ∞ keepingp constant. This is a limit of large time. The asymptotic behavior of α is given by :
(S1) becomes :
The following continuous inverse Laplace tranform is known:
(S7) can then be inverted and we find:
Effects of the initial conditions on the odd cumulants
We consider two TPs at an initial distance L. We show that, due to the fact that we impose their initial positions, the two TPs separate slightly from one another.
From (S1) and (S3) we obtain:
The inversion of the Laplace transform gives:
and similarly
We indeed see that the two tracers separate a little bit. This effect is obvious when L = 1: initially the two TPs are on neighboring sites, and at large time there is a probability ρ 0 that there is a vacancy inbetween: X 2 −X 2 (t → ∞) = ρ 0 . Similar effects are expected on all the odd cumulants in the N -tag problem. These effect also add a term of order t 0 in the even cumulants.
Large deviation function for a single TP
For a single tracer at high density our approach (which coincides with [14] ) gives:
with µ t = ρ 0 2t π . The Gärtner-Ellis theorem gives:
Solving for the extremum gives:
e ±q = ±ỹ + 1 +ỹ 2 (S17) and finally:
I(ỹ) = 1 − 1 +ỹ 2 +ỹ ln ỹ + 1 +ỹ 2 (S18)
Large deviation function for N TPs
We assume that the limits ρ 0 → 0 and t → ∞ can be exchanged (this would need to be proven) and we write ψ(iq, t) ∼ ρ0→0 t→∞
√ π + g Λ 2t . In the following, the limits will be implicit. The Grtner-Ellis theorem [29] for µ t → ∞ then gives us the probability distribution (at exponential order, denoted ). 
P ({Y
To simplify the problem we define the following variables: 
Small rescaled length.
At the first order in the rescaled lengths, only the "boundary" terms contribute in (S19). Using the variables defined above, one checks that (S21) becomes simpler:
This extremum can only be solved for in the special cases defined in the main text: Λ i = 0, marginal probability of the distances (this corresponds to u = 0) and Gaussian limit (ỹ 1,ṽ i 1). Two tracers, arbitrary length. One should note that for two tracers, (S21) is already rather simple if written with the right variables: we don't need to assume Λ 1.
This expression is used to provide a numerical predition in the main text. 
2 g
This behavior is in good agreement with numerical simulations (see Fig. S5 , left).
For the other cumulants, we showed that
