We establish new results concerning endomorphisms of a finite chain if the cardinality of the image of such endomorphism is no more than some fixed number. The semiring of all such endomorphisms can be seen as a simplex whose vertices are the constant endomorphisms. We explore the properties of these simplices.
Introduction and Preliminaries
It is well known that each simplicial complex has a geometric (continuous) interpretation as a convex set spanned by k geometrically independent points in some euclidean space.
Here we present an algebraic (discrete) interpretation of simplicial complex as a subsemiring, containing (in some sense spanned by) k constant endomorphisms of the endomorphism semiring E Cn of a finite chain. The endomorphism semiring of a finite semilattice is well studied in [1] [2] [3] [4] [5] [6] [7] [8] [9] .
The paper is organized as follows. After the introduction and preliminaries, in the second section we give basic definitions and obtain some elementary properties of simplices. Although we do not speak about any distance here, we define discrete neighborhoods with respect to any vertex of the simplex. In the the third section we study discrete neighborhoods, left ideals and right ideals of a simplex. The main results are theorems 7 and 10, where we find two right ideals of simplex. In the last section is the main result of the paper -Theorem 13, where we show that important objects (idempotents, a-nilpotent elements, left ideals, right ideals) of simplex (big semiring) can be can be construct using similar objects of coordinate simplex (little semiring).
Since the terminology for semirings is not completely standardized, we say what our conventions are. An algebra R = (R, +, .) with two binary operations + and · on R, is called a semiring if:
• (R, +) is a commutative semigroup, • (R, ·) is a semigroup,
• both distributive laws hold x · (y + z) = x · y + x · z and (x + y) · z = x · z + y · z for any x, y, z ∈ R.
Let R = (R, +, .) be a semiring. If a neutral element 0 of the semigroup (R, +) exists and 0x = 0, or x0 = 0, it is called a left or a right zero, respectively, for all x ∈ R. If 0 · x = x · 0 = 0 for all x ∈ R, then it is called zero. An element e of a semigroup (R, ·) is called a left (right) identity provided that ex = x, or xe = x, respectively, for all x ∈ R. If a neutral element 1 of the semigroup (R, ·) exists, it is called identity.
A nonempty subset I of R is called an ideal if I + I ⊆ I, R I ⊆ I and I R ⊆ I. The facts concerning semirings can be found in [10] .
For a join-semilattice (M, ∨) set E M of the endomorphisms of M is a semiring with respect to the addition and multiplication defined by:
• h = f + g when h(x) = f (x) ∨ g(x) for all x ∈ M, • h = f · g when h(x) = f (g(x)) for all x ∈ M. This semiring is called the endomorphism semiring of M.
In this article all semilattices are finite chains. Following [8] we fix a finite chain C n = ({0, 1, . . . , n − 1} , ∨) and denote the endomorphism semiring of this chain with E Cn . We do not assume that α(0) = 0 for arbitrary α ∈ E Cn . So, there is not a zero in endomorphism semiring E Cn . Subsemirings E
(a)
Cn , where a ∈ C n , of the semiring E Cn , consisting of all endomorphisms α with fixed point a, are considered in [7] .
If α ∈ E Cn such that f (k) = i k for any k ∈ C n we denote α as an ordered n-tuple ≀ i 0 , i 1 , i 2 , . . . , i n−1 ≀. Note that mappings will be composed accordingly, although we shall usually give preference to writing mappings on the right, so that α · β means "first α, then β". The identity i = ≀ 0, 1, . . . , n − 1 ≀ and all constant endomorphisms k = ≀ k, . . . , k ≀ are obviously (multiplicatively) idempotents.
Let a ∈ C n . For every endomorphism a = ≀ a a . . . a ≀ the elements of
n = {α | α ∈ E Cn , α na = a for some natural number n a } are called a-nilpotent endomorphisms. An important result for a-nilpotent endomorphisms is
Theorem 01 (Theorem 3.3, [6] ), For any natural n, n ≥ 2, and a ∈ C n the set of a-nilpotent endomorphisms N
[a] n is a subsemiring of E Cn . The order of this semiring is N
[k] n = C k .C n−k−1 , where C k is the k -th Catalan number.
Another useful result is
Theorem 02 (Theorem 9, [5] ), The subset of E Cn , n ≥ 3, of all idempotent endomorphisms with s fixed points k 1 , . . . , k s , 1 ≤ s ≤ n − 1, is a semiring of order
For definitions and results concerning simplices we refer the reader to [11] , [12] and [13] .
The simplex σ
(n) {a 0 , . . . , a k−1 } Let us fix elements a 0 , . . . , a k−1 ∈ C n , where k ≤ n, a 0 < . . . < a k−1 , and let A = {a 0 , . . . , a k−1 }. We consider endomorphisms α ∈ E Cn such that Im(α) ⊆ A. We denote this set by σ (n) {a 0 , . . . , a k−1 }.
Let {b 0 , . . . , b ℓ−1 } ⊆ {a 0 , . . . , a k−1 } and consider the set
and only if the sets Im(β 1 ) and Im(β 2 ) have a common least element. In this way we define an equivalence relation. Any equivalence class can be identified with its least element which is the constant endomorphism b m = ≀b m , . . . , b m ≀, where m = 0, . . . ℓ − 1.
Now take a simplicial complex ∆ with vertex set V = {a 0 , . . . , a k−1 }. The subset {b 0 , . . . , b ℓ−1 } is a face of ∆. Hence, we can consider the set σ (n) {b 0 , . . . , b ℓ−1 } as a face of ∆. In particular, when the simplicial complex ∆ consists of all subsets of V , it is called a simplex (see [12] ) and ∆ = σ (n) {a 0 , . . . , a k−1 }.
It is easy to see that Im(α) ⊆ A and Im(β) ⊆ A imply Im(α+β) ⊆ A and Im(α·β) ⊆ A, and so we have proved
The proper faces of simplex σ (n) {a 0 , . . . , a k−1 } are:
• 0 -simplices, which are vertices a 0 , . . . , a k .
• 1 -simplices, which are called strings. They are denoted by ST R (n) {a, b}, where a, b ∈ A.
• 2 -simplices, which are called triangles. They are denoted by △ (n) {a, b, c}, where a, b, c ∈ A.
• 3 -simplices, which are called tetrahedra. They are denoted by T ET R (n) {a, b, c, d}, where a, b, c, d ∈ A.
• The last proper faces are simplices σ
The boundary of the simplex σ (n) {a 0 , . . . , a k−1 } is a union of all its proper faces and is denoted by ∂ σ (n) {a 0 , . . . , a k−1 } . The set
Easy follows that the interior of simplex σ (n) {a 0 , . . . , a k−1 } consists of endomorphisms α, such that Im(α) = {a 0 , a 1 , . . . , a k−1 }. So, we have
Proposition 3. Any face of simplex σ (n) {a 0 , . . . , a k−1 } is a left ideal.
Note that any face of some simplex is not a right ideal of the simplex. For instance, let take the vertex
From the last proposition immediately follows Corollary 4. The boundary ∂ σ (n) {a 0 , . . . , a k−1 } is a multiplicative semigroup.
The boundary and the interior of a simplex are, in general, not semirings.
For any natural n, endomorphism semiring E Cn is a simplex with vertices 0, . . . , n − 1. The interior of this simplex consists of endomorphisms α, such that Im(α) = C n . Since the latter is valid only for identity i = ≀ 0, 1, .
There is a partial ordering of the faces of dimension k − 1 of simplex σ (n) {a 0 , . . . , a k−1 } by the following way: least face does not contain the vertex a k−1 and biggest face does not contain the vertex a 0 .
The biggest face of the simplex E Cn is the simplex
Cn which is a subsemiring of E Cn . Similarly, the least face of
which is also a subsemiring of E Cn . The other faces of E Cn , where n ≥ 3, do not have this property. Indeed, one middle face is
is not a semiring because for any n ≥ 3 and any k ∈ {1, . .
Let us fix vertex a m , where m = 0, . . . , k − 1, of simplex σ (n) {a 0 , . . . , a k−1 }. The set of all endomorphisms α ∈ σ (n) {a 0 , . . . , a k−1 } such that α(i) = a m just for s elements i ∈ C n is called s-th layer of the simplex with respect to a m , where s = 0, . . . , n−1. We denote the sth layer of the simplex σ (n) {a 0 , . . . , a k−1 } with respect to a m by L s am σ (n) {a 0 , . . . , a k−1 } . So, the 0 -layer with respect to any vertex of the simplex σ (n) {a 0 , . . . , a k−1 } is a face of the simplex, hence, it is a semiring. In the general case, the s-th layer L s am σ (n) {a 0 , . . . , a k−1 } , where s ∈ C n , s = 1, . . . , n − 2, is not a subsemiring of simplex σ (n) {a 0 , . . . , a k−1 }.
On the other hand, since L s am σ (n) {a 0 , . . . , a k−1 } consists of all endomorphisms α, such that α(i) = a m just for s elements i ∈ C n , it follows that this s-th layer is closed under the addition. Hence, we have
Let a m be an arbitrary vertex of simplex σ (n) {a 0 , . . . , a k−1 }. From a topological point of view, the set DN
. . , a k−1 } is a discrete neighborhood consisting of the "nearest points to point" a m . Similarly, we define DN
3. Subsemirings and ideals of the simplex σ
. Let a m , where m = 0, . . . , k − 1, be a vertex of the simplex
. . , a k−1 } be the (n − 1)-th layer of the k -simplex with respect to a m . Then the set DN
Proof. We consider three cases. Case 1. Let m = 0. Then elements of DN 1 0 are endomorphisms:
We find
with also the only exception when a 0 = 0. We have (0 
We also observe that a m · 0(a m ) n−1 = 0(a m ) n−1 · a m = a m . All the other equalities between the products of the elements of DN 1 m are the same as in 3.1.
All the other equalities between the products of the elements of DN 
Suppose that s > m. Then we find α+β = a s or α+β = (a s ) n−1 a t , where t = max(j, q). So, in all cases α + β ∈ J, what means that J is closed under the addition.
Let
Hence, in all cases α · ϕ ∈ J.
Immediately from the proof of Proposition 2 follows 
From Lemma 2 we know that the discrete 1-neighborhood DN 
closed under the addition. Hence, in order to prove that DN 2 m is closed under the addition we calculate:
where i, p, q = 0, 1, . . . , m − 1, p ≤ q, j, r, s = m + 1, . . . , k − 1, r ≤ s. So, we prove that the discrete 2-neighborhood DN 2 m is closed under the addition. Now we consider six cases, where, for the indices, the upper restrictions are fulfilled. 
If a 0 = 1 the only idempotent is 1 2 (n − 2) n−2 and we find:
Hence, DN 2 n−2 is a semiring. Case 3. Let 1 < a 0 and a k−1 < n − 2. We find the following trivial equalities, which are grouped by duality: Additionally to the equalities of the previous case we find:
Case 5. Let 1 < a 0 and a k−1 = n − 2. Now the only idempotent endomorphism in DN 2 m is (a m ) n−2 (n − 2) 2 . We additionally find the following equalities:
Case 6. Let a 0 = 1 and a k−1 = n − 2. Now, in DN 
Let β i , i = 2, 3, 4, 5, 6 are elements of DN 2 t (see the table). We denote by β i an endomorphism, which maps the same elements to a t , but other images (one or two) are not in Im(α). For example, β 2 = a ℓ 0 (a t ) n−1 , where ℓ 0 = 0, . . . , m−1 and ℓ 0 = ℓ. Evidently, β i ∈ DN 2 t for i = 2, 3, 4, 5, 6. Now we calculate:
2. α 2 +β 1 = β 1 , α 2 +β 2 = β 2 or α 2 +β 2 = β 2 , α 2 +β 3 = β 3 , α 2 +β 4 = β 4 or α 2 +β 4 = β 4 , α 2 + β 5 = β 5 and α 2 + β 6 = β 6 or α 2 + β 2 = β 6 .
3. α 3 + β 1 = β 1 or α 3 + β 1 = β 3 , α 3 + β 2 = β 2 or α 3 + β 2 = β 2 , α 3 + β 3 = β 3 or α 3 + β 3 = β 3 , α 3 + β 4 = β 4 or α 3 + β 4 = β 4 , α 3 + β 5 = β 5 or α 3 + β 5 = β 5 and α 3 + β 6 = β 6 or α 3 + β 6 = β 6 .
4. α 4 +β 1 = β 1 , α 4 +β 2 = β 2 or α 4 +β 2 = β 2 , α 4 +β 3 = β 3 , α 4 +β 4 = β 4 or α 4 +β 4 = β 4 , α 4 + β 5 = β 5 and α 4 + β 6 = β 6 or α 4 + β 6 = β 6 .
5.
or α 5 + β 4 = β 4 , or α 5 + β 4 = β 5 , or α 5 + β 4 = β 6 , α 5 + β 5 = β 5 or α 5 + β 5 = β 5 and α 5 + β 6 = β 6 or α 5 + β 6 = β 5 , or α 5 + β 6 = β 6 .
6. α 6 + β 1 = β 1 or α 6 + β 1 = β 3 , α 6 + β 2 = β 2 or α 6 + β 2 = β 2 , α 6 + β 3 = β 3 or α 6 + β 3 = β 3 , or α 6 + β 3 = β 5 , α 6 + β 4 = β 4 or α 6 + β 4 = β 4 , or α 6 + β 4 = β 6 , α 6 + β 5 = β 5 or α 6 + β 5 = β 5 and α 6 + β 6 = β 6 or α 6 + β 6 = β 5 , or α 6 + β 6 = β 6 .
From these calculations and Lemma 5 we conclude that I is closed under the addition. Let α ∈ I and ϕ ∈ σ (n) {a 0 , . . . , a k−1 }. Then α ∈ DN 2 m for some m = 0, . . . , k − 1. The cases where α = α i , i = 1, 2, 3, we consider in the proof of Theorem 3. Now we consider three new cases.
The same is true when q 0 = t or p 0 = q 0 = t.
Case 2. Let α = α 5 = (a m ) n−2 a r a s , where r, s = m + 1, . . . , k − 1. Let ϕ(a m ) = a t , ϕ(a r ) = a r 0 and ϕ(a s ) = a s 0 . Then α · ϕ = (a t ) n−2 a r 0 a s 0 ∈ I. The same is true when r 0 = t or s 0 = r 0 = t.
Case 3. Let α = α 6 = a p (a m ) n−2 a s , where p = 0, . . . , m − 1 and
Hence in all cases α · ϕ ∈ I.
From Theorem 3 and Theorem 6 we obtain 
. . , a k−1 } satisfies the condition of theorem and ϕ ∈ σ (n) {a 0 , . . . , a k−1 }, then ϕ(0) > 1 and ϕ(n − 1) < n − 2. Thus (see the notations in the proof of Theorem 6) we obtain
From Theorem 6, it follows that I is an ideal of the simplex σ (n) {a 0 , . . . , a k−1 }.
a. For the least vertex a 0 it follows DN
Proof. a. Since a 0 is the least vertex of the simplex, it follows that layer L
Cn . Then α(a 0 ) = a 0 . Since a 0 is the least vertex of the simplex, we have
Cn . b. Since a k−1 is the biggest vertex of the simplex, it follows that layer L
Hence, the elements of these layers have a k−1 as a fixed point and DN
Hence, DN
A partition of a simplex
Obviously, the relation α ∼ β if and only if α and β are of the same type is an equivalence relation. Any equivalence class is closed under the addition. But there are equivalence classes which are not closed under the multiplication. For example consider
Sometimes it is possible to describe the semiring structure of union of many equivalence classes, i.e. blocks of our partition. For example the union of endomorphisms from all the blocks of type ≪ 0, * , . . . , * ≫ is the set of α ∈ σ (n) {a 0 , a 1 , . . . , a k−1 } such that α(a 0 ) = a 0 and from Proposition 12 it is the semiring DN n−a 0 −1 0 . The type of any endomorphism is itself an endomorphism of a simplex
The simplex E C k is called a coordinate simplex of σ (n) {a 0 , a 1 , . . . , a k−1 }. From this point of view the set of endomorphisms from all the blocks of type ≪ 0, * , . . . , * ≫ really corresponds to the set of all endomorphisms ≀0, m 1 , . . . , m k−1 ≀ ∈ E C k , which is the semiring E (0) C k . More generally, we can consider the semiring E (j) C k , where j ∈ C k , consisting of all ϕ ∈ E C k such that ϕ(j) = j. Then α(a j ) = a m j = a ϕ(j) = a j . So, the union of endomorphisms from all the blocks of type ≪ * , . . . , * , j, * , . . . , * ≫ is semiring
Cn . Now, more generally again, we can consider the semiring 
where the endomorphism ϕ = ≀ p 0 , . . . , p k−1 ≀ ∈ R and similarly β be of type ≪ q 0 , . . . , q k−1 ≫, where the endomorphism ψ = ≀ q 0 , . . . , q k−1 ≀ ∈ R. Then we find (α + β)(a i ) = α(a i ) + β(a i ) = a p i + a q i = a m i , where m i = max{p i , q i }. But the endomorphism ≀ m 0 , . . . , m k−1 ≀ is the sum ϕ + ψ. So, we prove that endomorphism α + β is of type ϕ + ψ ∈ R, that is α + β ∈ R. Now let us assume that ϕ and ψ are arbitrary endomorphisms of E C k . Then we find
So, if R is a right ideal of E C k and ϕ ∈ R, or R is a left ideal of E C k and ψ ∈ R, or R is an ideal of E C k and one of ϕ and ψ is from R, it follows that ϕ · ψ ∈ R. Hence, in each of three cases α · β ∈ R and this completes the proof. Now, let endomorphism α be of type ≪ ι 0 , . . . , ι k−1 ≫ and the endomorphism ι = ≀ι 0 , . . . , ι k−1 ≀ from the coordinate simplex E C k be an idempotent, different from constant endomorphisms j, where j = 0, . . . , k − 1, and the identity i. Then we say that α is of an idempotent type.
Corrolary 14. The set of endomorphisms α ∈ σ (n) {a 0 , . . . , a k−1 } of a fixed idempotent type ≪ ι 0 , . . . , ι k−1 ≫ is a semiring. Proof. Obviously, since the set R = {ι}, where ι is an idempotent, is a semiring. The semirings of an idempotent type are denoted by R = I(ι), where ι = ≀ ι 0 , . . . , ι k−1 ≀ is the corresponding idempotent.
Let ℓ ∈ C k . For any ℓ = ≀ ℓ, . . . , ℓ ≀ ∈ E C k we consider (see the first section) the set
From Theorem 01 it follows that N
[ℓ ] k for k ≥ 2 and ℓ ∈ C k is a subsemiring of E C k . Now, let the endomorphism α ∈ σ for some fixed ℓ ∈ C k . Then we say that α is of an ℓ-nilpotent type.
Corollary 15. The set of endomorphisms α ∈ σ (n) {a 0 , . . . , a k−1 } of ℓ-nilpotent type, for some fixed ℓ ∈ C k , is a semiring. Proof. Immediately from the last theorem and Theorem 01. The semirings of ℓ-nilpotent type are denoted by
Now, let the endomorphism α ∈ σ (n) {a 0 , . . . , a k−1 } be of any type ≪ m 0 , . . . , m k−1 ≫, where the endomorphism ϕ = ≀ m 0 , . . . , m k−1 ≀ from the coordinate simplex E C k be neither an idempotent nor an ℓ-nilpotent for some ℓ ∈ C k . Then, according to [5] , ϕ is a root of some idempotent ι = ≀ ι 0 , . . . , ι k−1 ≀. Since the roots of identity of semiring E C k do not exist, see [8] , it follows that ι is an idempotent, different from ℓ, ℓ ∈ C k , and identity. In this case the endomorphism α is called of a type related to idempotent type ≪ ι 0 , . . . , ι k−1 ≫. To clarify the above definition we give an example of endomorphisms of type related to some idempotent type. [5] follows that the idempotent ι and its roots forms a semiring of order C 3 = 5. Let us note that Catalan sequence, see [14] , is the sequence C 0 , C 1 , C 2 , C 3 , . . ., where C n = 1 n+1 2n n . So, the elements of the semiring, generated by ι contains 5 endomorphisms: ϕ 1 = ≀ 0, 0, 0, 1, 4 ≀, ϕ 2 = ≀ 0, 0, 0, 2, 4 ≀, ϕ 3 = ≀ 0, 0, 1, 1, 4 ≀, ϕ 4 = ≀ 0, 0, 1, 2, 4 ≀ and ι. Now we choose endomorphisms from the simplex σ (10) {0, 2, 3, 5, 8}: α = 0 4 2 2 8 4 and β = 0 3 2 2 3 3 8 5 . The endomorphism α is of type ≪ 0, 0, 0, 1, 4 ≫, related to idempotent type ≪ 0, 0, 0, 0, 4 ≫ and endomorphism β is of type ≪ 0, 0, 1, 2, 4 ≫ related to the same idempotent type. We compute α 2 = 0 6 8 4 which is an idempotent and also β 2 = 0 5 2 3 8 2 which is not an idempotent, but β 3 = 0 8 8 2 is an idempotent. Thus, we show that α and β are roots of different idempotents, but they are of types related to the same idempotent type. We can also show that α · β = 0 6 8 4 is an idempotent and β · α = 0 8 8 2 also is an idempotent.
Corrolary 17. The set of endomorphisms α ∈ σ (n) {a 0 , . . . , a k−1 } of a type, related to some fixed idempotent type, is a semiring. Proof. Immediately from the last theorem and Theorem 19 of [5] .
The semirings from the last corollary are called idempotent closures of type ι, where ι = ≀ ι 0 , . . . , ι k−1 ≀ is the corresponding idempotent, and are denoted by R = IC(ι).
From the last theoreem we also find Example 19. For a simplex T ET R (n) {a 0 , a 1 , a 2 , a 3 } the coordinate simplex is
Then the left ideal I 0 of simplex T ET R (n) {a 0 , a 1 , a 2 , a 3 } consists of endomorphisms α, such that a 0 is not a fixed point of α. Now the triangle △ (n) {a 1 , a 2 , a 3 }, which is a left ideal of semiring T ET R (n) {a 0 , a 1 , a 2 , a 3 }, is contained in I 0 . Moreover
L s a 0 T ET R (n) {a 0 , a 1 , a 2 , a 3 } = = {α = (a 0 ) ℓ (a 1 ) p 1 (a 2 ) p 2 (a 3 ) p 3 , where 0 < ℓ ≤ a 0 and ℓ + p 1 + p 2 + p 3 = n }.
Similarly, the left ideals I 1 , I 2 и I 3 consists of endomorphisms α, such that a 1 , a 2 and a 3 is not a fixed point of α, respectively.
The left ideals I p ∩ I q , where p, q ∈ {0, 1, 2, 3}, p = q, consists of endomorphisms α, such that a p and a q are not fixed points of α. Let {a r , a s } = {a 0 , a 1 , a 2 , a 3 }\{a p , a q } и a r < a s . Then ST R (4) {a r , a s } ⊂ I p ∩ I q . Observe that in the interior of one of triangles with vertices a p , a r , a s and a q , a r , a s , respectively, there are endomorphisms α, such that a p and a q are not fixed points of α.
Note that the left ideal I, where I = I p ∩ I q is actually the ideal I p ∩ I q . The left ideal I 0 ∩ I 1 ∩ I 2 consists of endomorphisms α such that a 0 , a 1 and a 2 are not fixed points of α. Hence, all elements of this left ideal have a 3 as a fixed point. Similarly we determinate the left ideals I 0 ∩ I 1 ∩ I 3 , I 0 ∩ I 2 ∩ I 3 and I 1 ∩ I 2 ∩ I 3 .
From the last theorem also we have two consequences: At last we consider the endomorphisms α ∈ σ (n) {a 0 , . . . , a k−1 } of type ≪ 0, 1, . . . , k − 1 ≫. Now the corresponding endomorphism from the coordinate simplex is identity i. In order to find the set of endomorphisms R of this type we need of following definition. Idempotent α ∈ σ (n) {a 0 , . . . , a k−1 } is called a boundary idempotent of the simplex if α ∈ BD σ (n) {a 0 , . . . , a k−1 } , similarly, an interior idempotent of the simplex if α ∈ IN T σ (n) {a 0 , . . . , a k−1 } . Note that in the coordinate simplex the identity i is the unique interior idempotent. (a i+1 − a i ).
Proof. Let us denote by RI σ (n) {a 0 , . . . , a k−1 } semiring σ (n) {a 0 , . . . , a k−1 } ∩ k−1 i=0
