A methodology based on Principal Component Analysis (PCA) and clustering is evaluated for process monitoring and process analysis of a pilot-scale SBR removing nitrogen and phosphorus.
INTRODUCTION
In the past decades, the search for advanced control strategies has gained attention in wastewater treatment engineering (Olsson & Newell 1999) . Despite promising results in this area, new and advanced control strategies are generally not applied in full-scale wastewater treatment plants as the required reliability of sensors and actuators is not met in many cases. In addition, changes of the microbial population, as reported in Yuan & Blackall (2002) and Sin et al. (2006) , which might lead to lower performance of the system, limit the application of common control strategies.
A systematic approach to process monitoring and diagnosis that aims to address these issues is expected to improve the control of wastewater treatment plants.
The application of process monitoring techniques for wastewater treatment processes has recently gained momentum. One of the first applications of principal component analysis (PCA) to monitor a full-scale WWTP is given by Rosé n & Olsson (1998) . In many other cases, the basic technique, often PCA, is extended to address typical features of biological processes. Among the most important are the multiscale extensions to tackle the monitoring problem at different timescales (Rosé n & Lennox 2001) , adaptive modelling to account for changing system properties (Rosé n & Lennox 2001) , multiblock modelling to facilitate fault isolation in the context of processes exhibiting several structurally different phases (Lee & Vanrolleghem 2003) and the Kernel extension to tackle doi: 10.2166/wst.2008.143 severe non-linearities . Classical PCA-based approaches to the diagnosis of faulty situations involve the visual inspection of contribution plots, in which the contribution of all or certain variables to the scores and statistics (Hotelling's T 2 , Q-statistic) is evaluated. This becomes a cumbersome and time-consuming task when confronted with large data sets. Dunia & Qin (1998) discuss a method for automated diagnosis based on PCA modelling. A set of a priori identified faults needs to be identified however, which is unrealistic in wastewater treatment practice. Singhal & Seborg (2002) provide a pattern-matching tool to retrieve similar behaviour in a historical database. However, operators are supposed to select the final matching case which impedes automatic diagnosis. Case-Based Reasoning (CBR) provides a framework for fault diagnosis as well (Martinez et al. 2006) .
Despite the available methods, a lack of automation in wastewater treatment plants (WWTPs) is still present. At the same time, the increased use of on-line sensors for monitoring of WWTPs results in large amounts of data, often not analyzed, managed or used in an efficient manner. A systematic approach for data screening and interpretation is however a crucial step for modelling and for the design of control strategies. Hence, it is our aim to make a further step towards facilitated screening and interpretation of large historical data sets from wastewater treatment facilities. To this end, a combined methodology of PCA-modelling and LAMDA (Learning Algorithm for Multivariable Data Analysis) clustering is proposed where observations are clustered using principal scores and Q-statistics as described in detail below. The methodology is evaluated at a pilot-scale SBR for nitrogen and phosphorus removal.
The paper is organised as follows. After materials, the combined PCA and LAMDA clustering are explained. Then, the results of the methodology are presented and evaluated to assess the efficiency of the proposed approach for data mining of historical data sets of SBR processes. Finally, conclusions regarding the devised method are drawn.
MATERIALS AND METHODS

Data
The data set used in this paper consists of 1959 complete batches collected from a pilot-scale SBR setup between December 16th, 2003 and July 18th, 2005. The SBR under study has a working volume of 64L and is fed with synthetic sewage resembling domestic wastewater characteristics (Insel et al. 2006) . Detailed information on the setup can be found in Lee et al. (2005) . It is noted here that three contiguous operational periods are discerned in the studied 
Method: combining multiway principal component analysis and clustering
The applied method consists of two steps, being (1) a data dimension reduction by means of MPCA and (2) clustering of the resulting data set with reduced dimensions, as shown in Figure 1 . In this work, MPCA was performed as proposed by Nomikos & MacGregor (1994) . The modelling procedure thus includes batch-wise unfolding, autoscaling and linear PCA modelling.
The resulting principal component scores and the Q-statistic are then used as input variables for clustering.
The Learning Algorithm for Multivariate Data Analysis (LAMDA) is applied to do so. The structure of any resulting model is similar to that of a single neuron in a neural network with as many nodes as classes (see Figure 2 ). In this structure, the Marginal Adequacy Degree (MAD) is a measure for the possibility that an observation belongs to a class given one of the input variables. In this work, the fuzzy extension of the binomial probability function is used: For more details we refer to the work of Aguilar & Lopez de
Mantá ras (1982) and Moore (1995) .
RESULTS
In this section, first the PCA-based clustering on the whole data set (all three operational periods) is shown and secondly the PCA-based clustering of the normal operational condition (NOC) data, identified in the first step, is presented.
PCA-based clustering of the whole on-line data set
Following the PCA modelling step, the matrix consisting of 6 retained principal scores and the Q-statistic was fed to the LAMDA clustering algorithm. The LAMDA algorithm clustered the observations (batches) into 16 clusters.
A biplot of the first two scores for all data is shown in Figure 3 . It can be seen that the clustering algorithm separates small groups of outliers from other clusters that are larger in number of members.
Each of the clusters was subjected to diagnosis by close investigation of the on-line data. The labels that were obtained by doing so are given in Table 1 together with the number of batches. Only one cluster (cluster 16) could not be tagged uniquely, though this cluster exhibited only abnormal batches. As can be observed, only 5 clusters (1, 3, 5, 7 and 13) were identified as normal, corresponding to 73% of the whole data set. By normal operation, it is meant that the operation of sensors and actuators is technically correct. The 10 remaining clusters could be linked uniquely to a specific problem or set of problems. 
PCA-based clustering of the NOC on-line data set
As outliers can have a large influence on PCA models, the PCA-based clustering of the whole data set might have impaired the discrimination between different types of normal behaviour. Therefore, the PCA-based clustering was repeated on the data of the batches assessed to be normal only. This means that the data corresponding to clusters 1, 3, 5, 7 and 13 in the former clustering procedure
were used for PCA model training and consequent clustering. All following graphs and results correspond to this "NOC" data set only.
The 7 retained principal scores and the Q-statistic, obtained by PCA modelling, were fed to the LAMDAalgorithm as in the previous section. An unexpected large number (17) of clusters were hereby obtained. Figure 4 shows the biplot of the first two scores for all batches under study. These clusters were investigated again in detail in order to label them. In Table 2, Hotelling's T 2 or the Q-statistic. As such, the MPCA-based clustering is shown to be beneficial for data screening.
In addition to the lower coverage of abnormal data in the cleaned up data set, the "normal" data is now split up into 10 clusters instead of 5, as in the first iteration of the PCA-based clustering. In Figure 5 the class numbers for all Table 2 for the normal clusters concern a qualitative assessment of the performance of the system in terms of settling properties and nutrient removal performance. While their assessment was of a subjective nature, it can be seen that the clusters differentiate between relevant process characteristics. 
DISCUSSION
It was shown that, by means of clustering, batches with the same or similar behaviour are grouped together. Labelling is then done by investigation of a limited number of batches of those clusters. Combining MPCA and clustering therefore provides an efficient and effective tool for data screening and interpretation of historical data of batch processes.
The first application of the combined MPCA and clustering approach led to the discrimination of several clusters that uniquely correspond to a certain fault or set of faults. These clusters represented 93% of all abnormal batches found. On the contrary, 35% of all abnormal batches could be identified by means of the classic approach. As such, PCA-based clustering was shown to be a far more effective tool for data screening of large historical data sets when compared to the classic approach based on inference statistics.
After the selection of the normal data, the PCA-based clustering method was repeated on the cleaned-up data set.
By doing so, an increased level of differentiation within this dataset was observed (10 normal clusters were found instead of only 5 in the first analysis). Also, it was possible to link the clusters to certain temporal process behaviour.
Detailed investigation showed that by means of the combined PCA and clustering methodology both intended and unintended changes in process behaviour of the biological system could be discriminated. Importantly, this implies that the resulting clusters reflect meaningful changes in the process behaviour.
CONCLUSIONS
It is shown that data mining of historical data sets on the basis of PCA modelling can be significantly improved by the use of clustering techniques, such as the LAMDA clustering algorithm. Firstly, the PCA-based clustering is shown to be a fast and robust tool for data screening. Not only does it allow removing the larger part of abnormal batches in a single iteration, it also leads to a robust discrimination between different anomalies.
The latter may help process operators to understand and interpret the corresponding failures in a fast way.
Secondly, the PCA-based clustering was repeated on the data assigned to be normal in the first LAMDA clustering application. Results showed that the combination of PCA modelling and the LAMDA algorithm allowed a clear-cut discrimination of applied operational changes to the SBR system. More important, a priori unknown but meaningful variation in the data set was revealed by means of the method presented.
