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Abstract
The interaction between an open quantum system and its environment
induces generally memory effects generated by the fact that the response
of the system to the environment is not instantaneous. Different physical
reasons can be at the origin of an absence of time retardation. We present
here a study of systems for which instantaneouness is realized although
they do not necessarily follow established Markovian criteria.
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1 Introduction
The interaction between an open system and its environment generates a re-
sponse of the system which is due to the coupling between the two parts. The
correlations present in the environment generally induce an action on the system
memory on a time scale which may be finite or not [1, 2]. They induce so called
memory effects. The process is said to be non-Markovian. A Markovian process
is characterized by a succession of short time actions of the environment on the
system which are independent from each other. This can be undertood as an
idealization of a realistic process which corresponds to the existence of finite
∗E-mail address: khaliltarek@hotmail.com
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time correlations between the system and its environment and the signature of
an effective complete loss of backflow from the system to the environment.
A rigorous derivation of the two-time memory kernel in a master equation
description of the evolution of a system in interaction with an external system
is a delicate task which, among other difficulties, involves the problem of time
hierarchies [3]. The explicit structure of such a kernel is different for each
considered system and often the expression of the master equation which governs
the evolution of the system is approximated by a phenomenological kernel of
Markovian nature [4, 5, 6, 7]. There exist tests relying on positivity properties
of the master equation which governs the evolution of the open system and allow
to distinguish between Markovian and non-Markovian behaviour [8].
More recently two aspects of the memory problem have been re-examined in
different contributions. The first one concerns the effective derivation of non-
Markovian transport equations [2, 9, 10, 11, 12, 13, 14, 15, 16], the second one the
characterization of the deviation of a process from a Markovian behaviour [17,
19, 20, 21, 22] by means of a measure of the strength of memory effects.
In the present work we show that a Markovian behaviour of open quantum
systems may have different origins which do not necessarily rely on the time
hierarchy imposed by a Markovian regime but nevertheless verify time instan-
taneousness.
In section 2 we recall the well known Markovian conditions. In section 3.1
we show on an example how a system evolving in a non-Markovian regime can
crossover to a Markovian regime as a consequence of the spectral properties
of its environment. In section 3.2 the divisibility property characteristic of
Markovian processes is applied to the density operator of the system and its
environment. The property is shown to lead to a spectral structure of the
environment which works as a sufficient condition leading to a Markovian time
evolution of the system. In section 4 we impose the properties of the master
equation which governs the evolution of a Markovian system to show that we
retrieve the solution found in section 3.2. and a further type of interactions
between the system and its environment which leads to a Markovian solution.
In section 5 we recall and comment the different results.
2 General conditions for a Markovian evolution:
characteristic times and strength of the inter-
action between the system and its environ-
ment
The time evolution of the density operator of an open Markovian quantum
system leads to a Lindblad type of master equation [5] under specific conditions
which are related to specific orders of magnitude of the characteristic times
of evolution of both the systems S and its environment E. These times are
respectively τs and τc. The time τs governs the evolution of the system S and
2
τc the time over which the temporal correlations of the observables of E which
enter the coupling between S and E survive. In the Markovian regime which is
characterized by the divisibility constraint these times must obey the condition
τc ≪ τs, τc ∼ 1/∆E where ∆E is the extension of the energy spectrum in E.
Then, in this regime
ρˆE(t) = ρ¯E +O(τc/τs) (1)
where ρ¯E corresponds to the density operator of a stationary system and the
second term on the r.h.s. in Eq.(1) must be a small correction.
The origin of the characteristic times τc is related to the energy extension
of the spectrum of the environment ∆E ∼ 1/τc which is the time over which
the time correlations of the part of the interaction which corresponds to the
environment survive. The time τs is the typical interval of time over which the
system itself evolves.
A Markovian evolution corresponds to the case where these times correspnd
to two very different scales τc ≪ τs, more precisely τs ∼ 1/(|V |
2τc) where |V | is
the strength of the interaction between the two systems. In order to generate a
Markovian behaviour |V | should be weak.
Under these conditions the evolution of the system S depends on a unique
time which is characteristic of a Markovian time evolution. It raises the ques-
tion whether this uniqueness due to the absence of memory effects can also be
obtained under different physical conditions which are cover or not the afore-
mentioned conditions.
3 Spectral properties of the environment
We consider two cases which show how the structure of the environment space
can induce a Markovian behaviour.
3.1 The spectrum of the environment extends over an in-
finite energy interval
We investigate here the transition from a non-Markovian to a Markovian open
system by means of a model which shows the role played by the spectral prop-
erties of the environment. In order to do this we rely on a model which has
been developed recently [33, 34, 35, 36].
The model
The system S is a set of particles with energies [ei, i = 1, N ] coupled to
an environment E of non interacting bosons or fermions through an inter-
action HSE characterized by a spectral density Jαij where the index α des-
ignates the particles in the environment. Working out the master equation
which governs the density operator in S space one obtains the Green’s functions
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G
(1)
ij (t, t0) = 〈[ai(t), a
+
j (t0)]〉 in terms of the commutators or anticommutators
of the time dependent creation and annihilation operators a+i (t) and ai(t) in S
space and G
(2)
ij (τ, t) = 〈a
+
j (τ), ai(t)〉. The propagation operatorsG
(1)(t, t0) and
G(2)(τ, t) are respectively related to the retarded Green’s function (G(1)(t, t0) =
iG(r)(t, t0)) and the lesser Green’s function (G
(2)(τ, t) = −iG(<)(τ, t)).
Evolution of the Green’s functions
The N ∗ N Green’s functions G(1)(t, t0) and G
(2)(τ, t) obey the following
equations
d
dτ
G(1)(τ, t0) + iesG
(1)(τ, t0) +
∫ τ
t0
dτ ′v(τ, τ
′
)G(1)(τ
′
, t0) = 0 (2)
and
d
dτ
G(2)(τ, t) + iesG
(2)(τ, t) +
∫ τ
t0
dτ
′
v(τ, τ
′
)G(2)(τ
′
, t) =
∫ τ
t0
dτ
′
v(τ, τ
′
)(G(1))+(τ
′
, t) (3)
where es is the diagonal N ∗ N eigenenergy matrix of the states in S and the
N ∗N propagators v(τ, τ
′
) are given by
v(τ, τ
′
) =
∑
α
∫
dω
2π
Jα(ω) exp(−iω(τ − τ
′
)) (4)
Instantaneous and time-delayed action of the environment
In the sequel we fix J = J0 = J01 to be diagonal and constant over the
whole energy range (−∞,+∞). Then the propagator v(τ, τ
′
) = J0δ(τ − τ
′
) as
well as the Green’s function matrix in S space are diagonal and the solutions of
(2) and (3) read
G(1)(τ, t0) = exp−i(es − iJ0)(τ − t0) (5)
with G(1)(t0, t0) = 1 and
G(2)(τ, t) = J0(τ − t0) exp−i(es − iJ0)(τ − t0) (6)
with G(2)(t0, t) = 0.
This result shows that |G(1)(τ, t0)| decays exponentially as a function of J0
which is characteristic for Markovian processes. Non-Markovian effects appear
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in the solution of Eq.(2) if the spectral density function J(ω) shows a non
constant contribution over the frequency range of ω. As an example consider
J(ω) = J0 +
J1Γ
2
(ω − E0)2 + Γ2
Θ(Ω− |ω − E0|) (7)
where Ω is a band cut-off. If J1 = J11 is chosen to be diagonal and Ω→∞ the
Green’s function reads [35]
G(1)(t− t0) =
exp−i/2[(es − iJ0 + E0 − iΓ)(t− t0)]
2[(es − iJ0 − E0 + iΓ)2 + 4J1Γ]1/2
[Ψ−(t− t0)−Ψ+(t− t0)] (8)
where
Ψ−(t− t0) = [[(es − iJ0 − E0) + ((es − iJ0 − E0 + iΓ)
2 + 4J1Γ)
1/2] + iΓ]
exp−i/2[(es − iJ0 − E0 + iΓ)
2 + 4J1Γ]
1/2(t− t0) (9)
and
Ψ+(t− t0) = [[(es − iJ0 − E0)− ((es − iJ0 − E0 + iΓ)
2 + 4J1Γ)
1/2] + iΓ]
exp+i/2[(es − iJ0 − E0 + iΓ)
2 + 4J1Γ]
1/2(t− t0) (10)
If the expression of |G(1)(t − t0)| is worked out one observes oscillatory con-
tributions which add to an exponential decay. This is the signature of the
existence of memory effects due to a non-Markovian behaviour. In fact differ-
ent regimes may set in depending on the strength of the delayed response.
In the limit where J1 tends to zero one retrieves the Markovian limit de-
rived above. If the width Γ of the resonance located at E0 goes to zero,
G(1)(t− t0)→ exp−i/2(es − iJ0)(t− t0).
Analysis of the behaviour of the Green’s function
It is of interest to analyze the dependence of G(1)(t − t0) on the spectral
strength J1. In order to do this analysis the expression (8) is rewritten in the
form
G(1)(J1) = A1(J1) exp{Φ1(J1)} −A2(J1) exp{Φ2(J1)} (11)
where the amplitudes read
A1(J1) =
1
2
[1 +
(E− − iV)
[(E− − iV)2 + 4ΓJ1]1/2
] (12)
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and
A2(J1) = 1−A1(J1) (13)
with E− = es − E0, V = J0 − Γ and the phases come out as
Φ1(J1) = −
i(E+ − iW) + i[(E− − iV)
2 + 4ΓJ1]
1/2
2
(t− t0) (14)
and
Φ2(J1) = −
i(E+ − iW)− i[(E− − iV)
2 + 4ΓJ1]
1/2
2
(t− t0) (15)
with E+ = es + E0 and W = J0 + Γ.
Define
C = [(E−
2 − V 2 + 4J1Γ)
2 + 4E−
2V 2]1/4 (16)
and
θ = − arctan[
2E−V
E−
2 − V 2 + 4J1Γ
] (17)
Then
Φ1(J1) = −
i[(E+ +C cos θ/2)− i(W −C) sin θ/2]
2
(t− t0) (18)
and
Φ2(J1) = −
i[(E+ −C cos θ/2)− i(W +C) sin θ/2]
2
(t− t0) (19)
Conclusions
• When J1 runs from 0 to ∞ the absolute value of the amplitude |A1(J1)|
decreases from 1 to 1/2 and |A2(J1)| increases from 0 to 1/2, both am-
plitudes showing oscillations over the interval [0,∞) for any fixed time
t.
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• The phases Φ1(J1) and Φ2(J1) contain a real and an imaginary part
which correspond to an imaginary and a real contribution.
For both phases the real part leads to an exponential decay if W > C
which is realized for specific values of J1 depending on the signs and the
strengths of (E−, V ) and the strength of Γ. The imaginary parts oscillate
around E+ as a function of θ/2 with a frequency which depends on J1.
For J1 = 0 and Γ = 0 these phases read
Φ1 = −i(es − iJ0)(t− t0) and Φ2 = −iE0(t− t0)
Since A2(J1) = 0 for J1 = 0 the behaviour of G
(1)(J1) is independent of
Φ2 for this value of J1.
3.2 The spectrum of the environment is restricted to a
unique state
We introduce a general explicit form of the density operator in S+E space and
look for the expression of the density operator of the system S which obeys the
time divisibility condition.
Divisibility of the time evolution operator
Consider a system S characterized by a density operator ρˆS(t) which evolves
in time from t0 to t under the action of the evolution operator T (t, t0)
ρˆS(t) = T (t, t0)ρˆS(t0) (20)
A criterion which may characterize a Markovian behaviour of the system is
the divisibility property which reads [11, 28, 16]
ρˆS(t) = T (t, τ)T (τ, t0)ρˆS(t0) (21)
for τ in the interval [t0, t], i.e. the operator T possesses a divisibility property.
If Eq.(21) is verified the expression of T which acts between t0 and t can be
split into two completely positive and trace conserving maps from t0 to τ and
from τ to t.
At the initial time t0 the system S is supposed to be decoupled from the
environment and characterized by the density operator
ρˆS(t0) =
∑
i1,i2
ci1c
∗
i2 |i1〉〈i2| (22)
and its environment E by
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ρˆE(t0) =
∑
α1,α2
dα1,α2 |α1〉〈α2| (23)
where |i1〉, |i2〉 and |α1〉, |α2〉 are orthogonal states in S and E spaces respec-
tively, ci1 , ci2 normalized amplitudes and dα1,α2 weights such that ρˆ
2
E(t0) =
ρˆE(t0).
In the following conditions which allow the realization of the equality given
by Eq.(21) are derived.
Density operator for the open system S in the Liouvillian formal-
ism
The complete system S + E is governed by the Hamiltonian Hˆ = HˆS +
HˆE + HˆSE where HˆSE is an arbitrary interaction which couples S to E. At the
initial time t0 the wave function of S, |ψS(t0)〉 =
∑
i1
ci1 |i1〉, is a superposition
of orthonormal eigenstates |i1〉 of HˆS and the environment is described by the
density operator ρˆE(t0) defined above.
If the density operator of the whole system S+E is ρˆ(t) the reduced density
operator in S space ρˆS(t) = TrE [ρˆ(t)] can be written as [23]
ρˆS(t) =
∑
i1,i2
ci1c
∗
i2Φˆi1,i2(t, t0) (24)
with
Φˆi1,i2(t, t0) =
∑
j1,j2
C(i1,i2),(j1,j2)(t, t0)|j1〉S〈j2| (25)
where the super matrix C reads
C(i1,i2),(j1,j2)(t, t0) =
∑
α1,α2,γ
dα1,α2U(i1j1),(α1γ)(t, t0)U
∗
(i2j2),(α2γ)
(t, t0) (26)
and
U(i1j1),(α1γ)(t, t0) = 〈j1γ|U(t, t0)|i1α1〉
U∗(i2j2),(α2γ)(t, t0) = 〈i2α2|U
∗(t, t0)|j2γ〉 (27)
The evolution operator reads U(t, t0) = e
−iHˆ(t−t0) and the super matrix C obeys
the condition limt→t0 C(i1,i2),(j1,j2)(t, t0) = δi1,i2δj1,j2 .
In the present formulation the system is described in terms of pure states.
The results which will be derived below remain valid if the initial density oper-
ator at the initial time is composed of mixed states ρˆS(t0) =
∑
i1,i2
ci1i2 |i1〉S〈i2|.
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Imposing the divisibility constraint
The aim is now to find conditions under which the general expression of
ρˆS(t) obeys the divisibility constraint imposed by Eq.(21) at any time t > t0.
For this to be realized the following relation must be verified by the super
matrix C
C(i1,i2),(k1,k2)(t, t0) =
∑
j1,j2
C(i1,i2),(j1,j2)(ts, t0)C(j1,j2),(k1,k2)(t, ts) (28)
Writing out explicitly the r.h.s. and l.h.s. of eq.(7) for fixed values of i1 and i2
the relation (28) takes the explicit form
∑
α1,α2,γ
dα1,α2U(i1k1),(α1γ)(t− t0)U
∗
(i2k2),(α2γ)
(t− t0) =
∑
j1,j2
∑
α1,α2,β1,β2
dα1,α2dβ1,β2
∑
γ,δ
U(j1k1),(β1δ)(t− ts)U(i1j1),(α1γ)(ts − t0)U
∗
(j2k2),(β2δ)
(t− ts)U
∗
(i2j2),(α2γ)
(ts − t0) (29)
In order to find a solution to this equality and without loss of generality we
consider the case where the density matrix in E space is diagonal. Then the
equality reads
∑
α,γ
dα,αU(i1k1),(αγ)(t− t0)U
∗
(i2k2),(αγ)
(t− t0) =
∑
j1,j2
∑
α,β
dα,αdβ,β
∑
γ,δ
U(j1k1),(βδ)(t− ts)U(i1j1),(αγ)(ts − t0)U
∗
(j2k2),(βδ)
(t− ts)U
∗
(i2j2),(αγ)
(ts − t0) (30)
A sufficient condition to realize the equality is obtained if dβ,β = dα,α and
consequently if the weights d on both sides are to be the same one ends up with
dα,α = 1. This last condition imposes a unique state in E space, say |η〉. In this
case dη,η = 1 and eq.(11) reduces to
U(i1k1),(ηη)(t− t0)U
∗
(i2k2),(ηη)
(t− t0) =
∑
j1
U(i1j1),(ηη)(ts − t0)U(j1k1),(ηη)(t− ts)
∑
j2
U∗(j2k2),(ηη)(t− ts)U
∗
(i2j2),(ηη)
(ts − t0) (31)
which proves the equality.
A further property imposed by the divisibility constraint can be observed if
the evolution operator e−iHˆ(t−t0) is developed in a factorized product of expo-
nential terms [24]
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e−i(Hˆ0(t−t0)+HˆSE(t−t0)) = e−iHˆ0(t−t0)e−iHˆSE(t−t0)Ωˆ[(t− t0), Hˆ0, HˆSE ] (32)
where Hˆ0 = HˆS + HˆE and Ωˆ[(t− t0), Hˆ0, HˆSE ] is generally an infinite product
of exponentiated commutators. The eigenstates of the system space HS are
chosen to be the basis states with eigenvalues [ǫi].
The equality of the r.h.s.and l.h.s. of Eq.(28) can be realized in the spe-
cial case where Ωˆ = 1 or Ωˆ = eic1ˆ where c is a real number. Then for fixed
(i1, i2), (k1, k2) the equality (31) reads
exp[−i(ǫk1 − ǫi2)(t− t0)〈k1η| exp(−iHˆSE(t− t0))|i1η〉〈i2η| exp(iHˆSE(t− t0))|k2η〉 =∑
j1
exp[−i[(ǫk1 + Eη)(t− ts) + (ǫj1 + Eη)(ts − t0)]〈j1η| exp(−iHˆSE(ts − t0))|i1η〉
〈k1η| exp(−iHˆSE(t− ts))|j1η〉 ∗∑
j2
exp[+i[(ǫj2 + Eη)(t− ts) + (ǫi2 + Eη)(ts − t0)]〈j2η| exp(iHˆSE(t− ts))|k2η〉
〈i2η| exp(iHˆSE(ts − t0))|j2η〉 (33)
One notices that the eigenenergy Eη is eliminated on both sides of the equality.
Furthermore the equality between the l.h.s. and the r.h.s. of eq.(14) is now
realized if the following constraints are satisfied:
• ǫj1 = ǫk1 and |j1〉 = |k1〉 or |j1〉⊥|k1〉, i.e. if the states are degenerate in
energy.
• ǫj2 = ǫi2and |j2〉 = |i2〉 or |j2〉⊥|i2〉 if the states are degenerate in energy.
Physical implications of the solution
The present analysis reveals the existence of specific systems which obey the
Markovian divisibility property even if they do not necessarily follow the criteria
developed in section 2.
• The sufficient condition introduced above imposes that at time t0 the
environment E has to be in a fixed eigenstate |η〉 with probability 1. The
state may be a ground state or an excited state. It has to evolve in time
by staying in this initial state. This property may be realized in practice if
E is a thermal environment which stays at a temperature close to T = 0.
If the truncated factorization development introduced by eq.(32) above
works the phases appearing in the factorized r.h.s. before and after an
arbitrary time ts are the same in both intervals [t0, ts] and [ts, t] (jn = in
or jn = kn ). Hence phase interference effects due to different eigenstates
of S do not appear for any intermediate time ts, the phases generated by
the time evolution of the system S stay the same before and after this
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time. It has been shown [17] that Markov processes tend continuously to
reduce the distinguishability of any two states. Indeed, if two states of S
are degenerate at time t0 they will stay degenerate, hence their distance
[18] will stay equal to zero over any interval of time.
• Another interesting point concerns the spectrum of S. It comes out from
the examination of the introduced divisibility constraints that for the same
energies ǫj1 = ǫk1 and ǫj2 = ǫi2 the corresponding states can be either the
same or orthogonal to each other. In the last case two orthogonal states are
degenerate in energy. This property is also characteristic of the location
of a quantum phase transition [26, 27].
This fact which links a rigorous Markovian behaviour to quantum criti-
cality appears here for general Hamiltonians Hˆ = HˆS + HˆE + HˆSE for
which the truncated factorization relation works. It can be confronted
with similar findings obtained on hand of models by H. T. Quan et al. [25]
and more recently by P. Haikka et al. [28] which show this remarkable
correlation as well as the fact that at the same time the Loschmidt echo is
vanishing at this point. The explanation for this characteristic behaviour
may be related to the property of systems which do not keep memory of
their past and criticality. At critical points systems are in an intermediate
stage between two phases and belong neither to one phase nor to the other.
At such points the memory of the structure of the system coming from a
specific phase is lost at any time and memory loss is also the essence of
the systems showing Markovian properties.
Entangled initial conditions
Consider the more general case for which initial correlations at t0 are present [29].
Then the initial density operator can be written as ρˆ(t0) = |Ψ(t0)〉〈Ψ(t0)|
with|Ψ(t0)〉 =
∑
i,α ai,α|i, α〉. Using the same notations as above the component
(k1, k2) of ρˆ
k1k2
S (t) reads
ρˆk1k2S (t) =
∑
i1,i2
∑
α1,α2,δ
ai1,α1a
∗
i2,α2U(i1k1),(α1δ)(t, t0)U
∗
(i2k2),(α2δ)
(t, t0)|k1〉〈k2| (34)
The divisibility criterion imposes
∑
j1,j2
∑
η
∑
γ
U(j1k1),(ηγ)(t, ts)U
∗
(j2k2),(ηγ)
(t, ts)
∑
δ
U(i1j1),(α1δ)(ts, t0)U
∗
(i2j2),(α2δ)
(ts, t0)|k1〉〈k2| =
∑
ǫ
U(i1k1),(α1ǫ)(t, t0)U
∗
(i2k2),(α2ǫ)
(t, t0)|k1〉〈k2| (35)
A sufficient condition in order to obtain the equality of the two sides in
Eq.(35) is realized if the summation of the states are such that |δ〉 = |η〉. Then
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the summation over the intermediate states j1, j2 on the l.h.s. of Eq.(35) can
only be performed independently if the summation over E space reduces to a
unique state which guarantees the possible use of the closure property in order
to sum over the intermediate states in S space. Hence the present solution lead-
ing to the divisibility property does no longer hold when the system S and the
environment E are already interacting at the initial time t0 except if E space
contains a unique state, say |δ〉. The correlation between the initial state of the
system and a non-Markovian behaviour of the time evolution of the system has
been demonstrated recently by means of different arguments [30].
Entropy properties of the systems
The interaction Hamiltonian HSE generates entanglement between the sys-
tem S and the environment E. On the other hand this coupling is also the source
of time retardation (non-Markovian memory) effects in the time behaviour of
the system S. One may ask how the absence of retardation imposed by the
strict divisibility constraint is correlated with the entanglement induced by the
coupling between the two systems.
When divisibility is strictly verified by means of the sufficient condition found
above the matrix elements of ρˆS(t) takes the form
ρj1,j2S (t) =
∑
i1,i2
ci1c
∗
i2〈j1η|U(t, t0)|i1η〉〈i2η|U
∗(t, t0)|j2η〉|j1〉〈j2| (36)
In this case one sees that the entanglement is reduced to the coupling of the
system to a one-dimensional environment space. The Hilbert space of the total
system S+E reduces in practice to dimension d+1 where d is the dimension of S.
A test concerning the time evolution of entanglement in an open quantum
system which rely on a conjecture of Kitaev have been worked out recently [31]
which proves the so called ”small incremental entangling” (SIE) [32].
It was shown that in the absence of ancilla states the maximum time evolu-
tion of the von Neumann entropy ΣS(t) = −TrρˆS(t) log ρˆS(t) verifies
Γmax =
dΣS(t)
dt
|t=0 ≤ c‖H‖ log δ (37)
where δ = min(dS , dE), the smallest dimension of S and E space, ‖H‖ is the
norm of the Hamiltonian and c a constant of the order of unity.
In the present case δ = 1, hence Γmax = 0 which shows that the entropy of
the considered here stays constant over time. There is no change in the infor-
mation content of S in this case.
Characterization of a Markovian regime
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One may now make recall the conditions for a Markovian behaviour pre-
sented at the beginning of section 2 in Eq.(1) and confront them with the last
two cases:
• If there is only one state in E ρˆE(t) = ρ¯E since there is only one state
present in E space. Here there is no restriction on the strength of the
coupling interaction |V | which can be arbitrarily large.
• If the energy spectrum in E extends over a very large energy interval ∆E
τc tends to zero and the second term in Eq.(1) goes to zero when the
spectrum extends to infinity.
In the next section we rely on the master equation of the system in order to
show that the specific structure of the environment leads to a solution which is
consistent with the solution found above and leads to a further class of interac-
tions which satisfy a Markovian behaviour.
4 Solutions of the master equation: structure
of the environment and properties of the cou-
pling interaction
Expression of the master equation
The density operator of an open quantum system in a time local regime can
be written in the form [4]
d
dt
ρˆS(t) =
∑
n
Ln(t)ρˆS(t)R
+
n (t) (38)
where Ln(t) and Rn(t) are time local operators.
Using the general expression of the density operator ρˆS(t) given by Eqs.
(24-27) above and taking its time derivative leads to two contributions to the
matrix elements of the operator
d
dt
ρj1j2S1 (t) = (−i)
∑
i1i2
ci1c
∗
i2
∑
α1,α2
dα1,α2
∑
βγk1
〈j1γ|Hˆ|k1β〉
〈k1β|e
−iHˆ(t−t0)|k1β〉〈i2α2|e
iHˆ(t−t0)|j2β〉 (39)
and
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ddt
ρj1j2S2 (t) = (+i)
∑
i1i2
ci1c
∗
i2
∑
α1,α2
dα1,α2
∑
βγk2
〈j1γ|e
−iHˆ(t−t0)|i1α〉
〈i2α2|e
iHˆ(t−t0)|k2β〉〈k2β|Hˆ |j2γ〉 (40)
where
d
dt
ρˆj1j2S (t) =
d
dt
ρj1j2S1 (t) +
d
dt
ρj1j2S2 (t) (41)
From the explicit expression of the density operator and Eqs.(39-41) it can be
seen that the structure of the master equation given by Eq.(38) can only be
realized if |β〉 is identical to |γ〉. This constraint has three solutions:
• There is only one state |γ〉 in E space. This result has already been seen
on the expression of the density operator above.
• The Hamiltonian H˜ = HˆE + HˆSE is diagonal in E space, [HˆE , HˆSE ] = 0.
See details in Appendix A.
• The density operator ρˆS(0) is diagonal in S space with equal ampli-
tudes of the states and the states in E space are equally weighed, ρˆE =∑
α dα,α|α〉〈α|, dα,α = 1/N where N is the number of states in E space.
See details in Appendix B.
All three conditions are sufficient to insure the structure of the r.hs. of
Eq.(38) and the evolution of the density operator can be written as
d
dt
ρˆS1(t) = Oˆ ⊗ ρˆS(t)⊗ Iˆ
d
dt
ρˆS2(t) = Iˆ ⊗ ρˆS(t)⊗ Oˆ
+ (42)
where Iˆ is the identity operator in S space and
Oˆ = (−i)(DˆS + DˆSE + NˆSE) (43)
The operator DˆS corresponds to HˆS in a basis of states in S space in which
it is diagonal, DˆSE is the diagonal part and NˆSE the non-diagonal part of the
matrix which corresponds to HˆSE .
The master equation can be written in operator form
d
dt
ρˆS(t) = OˆρˆS(t) + ρˆS(t)Oˆ
+ (44)
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The trace of ρˆS(t) being conserved it follows that Tr(OˆρˆS(t) + ρˆS(t)Oˆ
+) = 0
and consequently Oˆ + Oˆ+ = 0. Following [8] one obtains
d
dt
ρˆS(t) = [Oˆ − Oˆ
+, ρˆS(t)] (45)
with Oˆ − Oˆ+ = HˆS + Hˆ
nd
SE and Hˆ
nd
SE is the non-diagonal part of HˆSE .
Comments
The derived master equation leads to the following properties and comments.
• The property of the density operator with respect to its dependence on
the environment is consistent with the property derived through the ap-
plication of the divisibility constraint in section 3.
• The master equation does not show a second term corresponding to the
decoherence contribution which appears in a Lindblad equation. Hence
decoherence should not occur in this specific case.
• In agreement with the present result it can be observed in the Feshbach
projection approach of ref. [37] that the presence of a unique state in E
space leads to an evolution equation which stays local in time.
5 Summary and conclusions
In the present work we recalled the general conditions under which an open
quantum system evolves in a Markovian regime governed by characteristic time
scales of the system and the environment and a weak interaction between the
two parts.
In section 3 it was asked whether these criteria are necessary in order to
characterize open systems which are not affected by memory effects.
First the Markovian character of the evolution of an open system was exam-
ined in the framework of specific models [33, 34, 36] fixed by the structure of the
spectral function which characterizes the coupling between the two systems. In
this case the spectrum is a continuum over an infinite range of frequencies. The
width of the environment spectrum is correlated with a typical evolution time
in the environment which tends to zero. There is no constraint however on the
strength of the interaction between the system and its environment. Deviations
from this idealized case introduce non-Markovian corrections and the crossover
from a Markovian regime to a non-Markovian regime has been investigated in
the framework of the model mentioned above. It would be of particular interest
to verify these results in a more general framework.
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In section 3.2 we used the explicit Liouvillian expression of the density oper-
ator in order to test the divisibility constraint. It was found that this property
can be realized if the spectrum in the environment space reduces to a unique
state, independently of any time scale or strength of the interaction beween the
system and its environment. The structure is such that there is no possibility for
any excitation in its spectrum which impedes retardation or backflow between
the two parts of the total system.
As a by-product we showed that in specific cases the Markovian time evo-
lution of the system can be the signature of the presence of a critical point
corresponding to a phase transition of first order or second order in an infinite
system. This fact can be understood as the consequence of the loss of memory
of the system at such a point.
In the case where the divisibility property is generated by the presence of
a unique state in the environment space the conjectured expression of the en-
tanglement between the system and the environment spaces is such that the
entanglement entropy is constant over time.
The time evolution of the open system cannot possess the divisibility prop-
erty if the spectrum of the environment contains more than one state and the
wave function of the system and its environment are entangled from the begin-
ning.
These results are general and do not depend on a specific model.
In section 4 we introduced the master equation which governs the evolution
of the density operator. We showed that the equation is of Markovian type if
there is a unique state in the environment space. This result is coherent with
the preceding result concerning divisibility and in agreement with recent results
relying on a Feshbach projection method in order to derive master equations [37].
Finally we found out that possible symmetries of the interaction may also
lead to Markovian processes.
Acnowledgments J.R. would like to thank Prof. Janos Polonyi for critical
comments and fruitful suggestions during the time of elaboration of the present
work.
6 Appendix A
The expressions of ddtρ
j1j2
S1 (t) and
d
dtρ
j1j2
S2 (t) given in Eqs. (39) and (40) can be
written as
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ddt
ρj1j2S1 (t) = (−i)
∑
k1k2
Aj1k1γ ρ
k1k2
Sγ (t)I
k2j2 (46)
where I is the identity operator in S space and
Aj1k1γ = 〈j1γ|HˆS |k1γ〉+ 〈j1γ|HˆE + HˆSE |k1γ〉 (47)
and similar expressions for ddtρ
j1j2
S2 (t). The matrix elements of HˆSE in the second
term on the r.h.s. of the expression of A are generally non diagonal in E. This
is however the case iff HˆE and HˆSE commute.
7 Appendix B
Starting from the expression of the density operator given by Eqs.(24)-(27) we
consider the case where |ci| = 1/n for all i where n is the number of states in S
space and dα1,α2 = 1/Nδα1,α2 .
In this case the relation which imposes the divisibility constraint reads
1
Nn
∑
iα,γ
U(ik1),(αγ)(t, t0)U
∗
(ik2),(αγ)
(t, t0) =
1
N2n
∑
j1j2β,δ
U(j1k1),(βδ)(t, ts)U
∗
(j2k2),(βδ)
(t, ts)
∑
i,α,γ
U(ij1),(αγ)(ts, t0)U
∗
(ij2),(αγ)
(ts, t0) (48)
The expression in the last line leads to
∑
i,α,γ
U(ij1),(αγ)(ts, t0)U
∗
(ij2),(αγ)
(ts, t0) = Nδj1,j2 (49)
and finally the r.h.s. reduces to
∑
j1j2β,δ
U(j1k1),(βδ)(t, ts)U
∗
(j2k2),(βδ)
(t, ts) = 1/Nδk1,k2 (50)
It is easy to see that working out the l.h.s. of Eq.(30) leads to the same
result.
17
References
[1] S.A. Adelman, J. Chem. Phys.64, (1976) 124
[2] C.H. Fleming, Albert Roura, B.L. Hu, Ann. Phys. 326, (2011) 1207
[3] Herbert Spohn, Rev. Mod. Phys. 53, (1980) 569
[4] V. Gorini, A. Kossakowski and E.C.G. Sudarshan, J. Math. Phys. 17,
(1976) 821
[5] G. Lindblad, Comm. Mat. Phys. 48, (1976) 119
[6] Daniel A. Lidar, Zsolt Bihari, K. Brigitta Whalley, Chem. Phys. 268,
(2001) 35
[7] T. Sami and J. Richert, Z. Phys. A- Atoms and Nuclei, 317, (1984) 101
[8] Michael J. W. Hall, James D. Cresser, Li Li and Erika Andersson, Phys.
Rev. A 89, (2014) 042120 and refs. therein
[9] Heinz-Peter Breuer, Phys. Rev. A 75, (2007) 022103
[10] Bassano Vacchini and Heinz-Peter Breuer, Phys. Rev. A 81, (2010) 042103
[11] A´ngel Rivas, Susana F. Huelga and Martin B. Plenio, Phys. Rev. Lett. 105,
(2010) 050403
[12] Luca Ferialdi and Angelo Bassi, arXiv:1204.4348v1 [quant-ph]
[13] Salvatore Lorenzo, Francesco Plastina and Mauro Paternostro, Phys. Rev.
A 84, (2011) 032124
[14] Shunlong Luo, Shuangshuang Fu and Hongting Song, Phys. Rev. A 86,
(2012) 044101
[15] M.M. Wolf, J. Eisert, T.S. Cubitt and J.I. Cirac, Phys. Rev. Lett. 101,
(2008) 150402
[16] Bassano Vacchini, Phys. Rev. A 87, (2013) 030101(R)
[17] Heinz-Peter Breuer, Elsi-Mari Laine and Jyrki Piilo, Phys. Rev. Lett. 103,
(2009) 210401
[18] M.A. Nielsen and I.L Chuang, Quantum Computation and Quantum In-
formation (Cambridge University Press, Cambridge, England, 2000)
[19] Tony J. G. Apollaro, Carlo Di Franco, Francesco Plastina and Mauro Pa-
ternostro, Phys. Rev. A 83, (2011) 032103
[20] J. F. Poyatos and J. I. Cirac, P.Zoller, Phys. Rev. Lett. 78, (1997) 390
[21] Heinz-Peter Breuer, arXiv:1206.5346v1 [quant-ph]
18
[22] Dariusz Chrus´in´ski and Andrzej Kossakowski, Eur. Phys. J. D (2014) 68
[23] Vladimir Buzˇek, Phys. Rev. A 58, (1998) 1723
[24] H. Zassenhaus, Abh. Math. Sem. Univ. Hamburg 13 (1940) 1 - 100
[25] H. T. Quan, Z. Song, X. F. Liu, P. Zanardi and C. P. Sun, Phys. Rev. Lett.
96, (2006) 140604
[26] S. Sachdev, Quantum Phase transitions, Cambridge Universty Press, cam-
bridge, 1999
[27] T. Khalil and J. Richert, J. Phys. A 37 (2004) 4851
[28] P. Haikka, J. Good, S. McEndoo, F. Plastina and S. Maniscalco, Phys.
Rev. A 85, (2012) 060101(R)
[29] F. Buscemi, arXiv:1307.0363v1[quant-ph]
[30] C. A.Rodriguez-Rosario, K.Modi, L. Mazzola and A. Aspuru-Guzik, Euro-
phys. Lett. 99 (2012) 20010
[31] Karel Van Acoleyen, Michae¨l Marie¨n and Frank Verstraete, Phys. Rev.
Lett. 111, (2013) 170501
[32] Sergey Bravyi, Phys. Rev. A 76, (2007) 052319 and refs. therein
[33] Wei-Ming Zhang, Ping-Yuan Lo, Heng-Na Xiong, Matisse Wei-Yuan Tu
and Franco Nori,Phys. Rev. Lett. 109, (2012) 170402
[34] Heng-Na Xiong, Ping-Yuan Lo, Wei-Ming Zhang, Franco Nori and Da
Hsuan Feng, arXiv:1311.1282 [quant-ph]
[35] Wei-Ming Zhang, Ping-Yuan Lo, Heng-Na Xiong, Matisse Wei-Yuan Tu
and Franco Nori, Supplementary Materials of Phys. Rev. Lett. 109, (2012)
170402
[36] Heng-Na Xiong, Wei-Ming Zhang and Matisse Wei-Yuan Tu, Phys. Rev. A
86, (2012) 032107
[37] Dariusz Chrus´in´ski and Andrzej Kossakowski, Phys. Rev. Lett. 111, (2013)
050402
19
