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1.1 Fluid dynamics in the offshore environment
The offshore climate can be harsh – waves, wind and currents challenge
offshore operations in the marine environment. To secure an ever increas-
ing need for energy, through the exploration and production of oil and
gas from under the seabed or through the installation and employment of
(floating) offshore wind turbines, operating in the offshore environment has
become indispensable to economic and social activity. As a consequence,
the behaviour of offshore structures and vessels that need to operate in a
potentially harsh environment is a central concern of the offshore industry.
Predicting the motions of floating offshore structures requires a clear
understanding of fluid dynamics. This sub-discipline of physics describes
the behaviour of fluids in terms of physical quantities, such as velocity, pres-
sure, mass density, and viscosity. The most valuable source of knowledge
regarding the behaviour of offshore structures in waves, wind and currents
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is still the experiment. Motions of offshore structures in waves, wind, and
current, as well as extreme wave impacts that may occur in heavy storm
conditions, can be reproduced using scale models in a wave basin. The ob-
tained experimental data can be used to identify the applicability of fluid
dynamics theories and to tune empirical coefficients in numerical models.
Experiments are very costly, however, so the use of dedicated numerical
tools is considered an indispensable aid for the design of offshore struc-
tures.
1.1.1 Approaches to fluid dynamics
Certain properties of fluid flows, such as ocean surface waves, can be de-
scribed even if the fluids are assumed to experience no internal or external
friction. If the wave height is small compared to the wave length, linear
potential flow theory can be used to model free-surface waves. This theory
describes the motion of offshore structures in waves accurately if the undis-
turbed incoming wave, the diffracted wave, and the waves that are radiated
by the motion of the vessel are taken into account. Computational methods
based on linear potential flow theory are highly efficient in computing the
motion of offshore structures in waves and are therefore widely used in e.g.
mooring design studies.
In extreme weather, the offshore wave climate can become violent:
waves are steep and huge masses of water impact on offshore structures.
Impacting waves may even be (close to) breaking, which means that these
waves are far from linear, and a method should be used that is able to
capture this non-linear behaviour.
A more comprehensive description of fluid flow is provided by the set of
equations that derives from the work of Claude Navier (1822) and George
Stokes (1845). These so-called Navier-Stokes equations describe the evolu-
tion of a viscous (Newtonian1) fluid in time. In the presence of gravity and
a free-surface boundary, these equations provide the ingredients to com-
pute non-linear free-surface motion of extreme waves and the impacts of
these waves on offshore structures. The development of the Navier-Stokes
solver ComFLOW is motivated by the purpose to simulate these non-linear
free-surface flows in practical offshore applications.
1Name due to Isaac Newton who proposed that the viscous force that two layers of
the same fluid exert on each other is proportional to the velocity difference between the
layers. Water and air are examples of Newtonian fluids.
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1.1.2 Development of ComFLOW
The numerical simulation tool ComFLOW has a long tradition in simu-
lating non-linear free-surface flows. A first application of ComFLOW for
which the accurate modelling of surface tension is important, was the (slosh-
ing) behaviour of liquids in containers in a microgravity environment, such
as propellant on-board a spacecraft [18]. Later, the code was extended to
include application to blood-flow in (elastic) arteries, which is an example
of interactive fluid-structure interaction [41].
SafeFLOW
Building upon the work of Fekken [13] and Gerrits [18], Kleefsman ex-
tended the computational method to enable generation and absorption of
waves for simulations of local wave impacts on floating structures [30, 31].
Within the SafeFLOW project, the simulation method was verified for
green water impact on deck, which remains an important application area
for ComFLOW to this day.
ComFLOW-2
The SafeFLOW project was followed by the ComFLOW-2 Joint Indus-
trial Project, in which the functionality of ComFLOW was extended in two
directions of research. The work of Wellens [89] has improved wave gener-
ation and absorption at domain boundaries and has reduced the numerical
wave dissipation in the interior of the simulation domain. The other re-
search project, carried out by Wemmenhove [90], focused on the modelling
of two-phase flows, which is required to model e.g. the cushioning effect of
air being entrapped between an impacting breaking wave and the area of
impact.
ComFLOW-3
The work presented in this thesis was part of a project funded by the Dutch
Technology Foundation STW, in which the University of Groningen, Delft
University of Technology, and Research Institute MARIN cooperated in a
Joint Industrial Project (JIP) with several offshore industrial partners. The
overall objective of the ComFLOW-3 project was:
To further improve, develop and validate the ComFLOW pro-
gram for complex free-surface flows in the offshore industry,
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and make it useable for advanced engineering applications by
improved functionality and speed-up of the algorithms.
Three major research lines have been defined and pursued in three projects,
which were carried out in parallel. The first project was carried out by
Düz [11] at Delft University of Technology. His research focused on reduc-
ing wave energy dissipation by improving the free-surface advection and
reconstruction algorithm, as well as extending the functionality regarding
wave generating and absorbing boundary conditions by including direc-
tional spreading. The second project, carried out by Van der Plas [80], has
focussed on designing and implementing a local grid refinement method in
ComFLOW to increase computational efficiency.
The current thesis is a result of the third project, the objective of which
can be summarised as follows:
To develop and implement a method for the computation of vis-
cous flow effects for turbulent free-surface flow problems involv-
ing complex geometries.
To reach this objective, three areas for improvements were identified:
• the discretisation of viscous stresses at immersed boundaries should
be (more) accurate;
• a turbulence model for the bulk flow should be incorporated that does
not excessively dissipate relevant turbulent flow structures;
• a model is required to account for the presence of a turbulent bound-
ary layer at immersed boundaries.
These requirements have formed the starting point for the research project.
1.2 Solving the Navier-Stokes equations
The Navier-Stokes equations admit analytical solutions only in special cases.
In general, however, numerical approximations to the Navier-Stokes equa-
tions are a fruitful way to simulate the fluid dynamics described by these
equations.
One approach to computing free-surface flows is smooth particle hy-
drodynamics (SPH) [48], which has been applied to wave impact problems
1.3 Dealing with turbulence 5
with some success. SPH does not require a computational grid to compute
quantities, as it models the fluid dynamics through the interaction of a
finite number of particles.
Other approaches typically employ a computational grid to discretise
the Navier-Stokes equations in space. Unstructured and boundary-fitted
computational grids are able to accurately capture the boundary conditions
due to objects that are present in the flow. Grid generation is costly,
however, and repeatedly recomputing the computational grid is required
for (interactively) moving objects.
In ComFLOW, the Navier-Stokes equations are solved on a Cartesian
structured grid. As in the original marker-and-cell (MAC) method [22],
fluid variables are discretised on a staggered computational grid, in which
vector fields are defined on cell faces and scalar fields in cell (bary-)centres.
The use of a Cartesian grid for flows around complex-shaped objects im-
plies that object boundaries are in general not grid conforming and hence
are immersed in the computational grid. Accurate cut-cell methods are
available [4, 46], and a cut-cell method for the discretisation of several
terms in the Navier-Stokes equations has been available in ComFLOW
already since the work of Gerrits [18]. However, the accurate discretisation
of viscous stresses at immersed boundaries in ComFLOW has, thus far,
not received attention. Chapter 3 discusses how viscous stresses can be
accurately discretised at immersed boundaries. A two-dimensional method
known as LS-STAG is implemented in ComFLOW and an extension to
three-dimensional geometrical configurations is proposed.
The simplicity of a Cartesian computational grid is beneficial also for
free-surface algorithms. In ComFLOW, an improved VOF method [31] is
implemented to account for the immersed free-surface boundary.
1.3 Dealing with turbulence
Applications for which ComFLOW is typically used involve flows that are
characterised by their highly turbulent nature. Large and small vortices
appear in the flow and interact over a wide range of length scales. On the
average, large vortices (eddies) tend to break up into smaller ones, and in
smaller eddies energy is dissipated more rapidly than in the larger ones. In a
turbulent flow there is in fact a delicate balance between the (average) pro-
duction of energy at large scales of motion, the transfer of energy to smaller
scales of motion through the so-called forward energy cascade, and the dis-
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sipation of energy on the smallest scales of motion. Upwind discretisation
schemes, such as the ones that have been implemented in earlier versions
of ComFLOW, introduce excessive kinetic energy dissipation, which in-
terferes with the fundamental energy balance and therefore hampers the
accurate simulation of turbulent flows. The question is therefore how to
deal with turbulence in a simulation method for high Reynolds-number
applications.
1.3.1 Reynolds number
The Reynolds number is an important quantity in the classification of tur-
bulent flows. Generally, fluid flows can be characterized by three quanti-
ties: the particular scale of velocity U (the velocity ‘driving’ the flow), the
length scale L, and the viscosity ν, the latter being an intrinsic physical
property of the fluid. The convective contribution to the momentum equa-
tion on the largest scales of motion in the flow can be approximated as
u · ∇u ∼ U2/L , whilst the contribution from diffusion on the large scale is






A higher Reynolds number implies that a wider range of dynamical scales
will be present in a turbulent solution of the Navier-Stokes equations. An
estimate of the order of magnitude of the smallest scales present in the flow
can be given by the following simple dimensional analysis. Assume that the
length scale of the dissipation range is solely determined by the viscosity
ν and the energy dissipation rate ε. An estimate of the energy production
rate (energy U2 per unit time L/U) at large scales of motion is given by
PL ∼ U3/L .
In a fully developed turbulent flow, there will be an equilibrium between the
rates of production and dissipation of energy, i.e. ε ∼ U3/L . Dimensional
analysis gives the characteristic length scale of dissipation, the Kolmogorov
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This provides an estimate for the Kolmogorov length scale at sufficiently
high Reynolds numbers in terms of the macroscopic length scale L as
ηK = ReL−3/4L . (1.2)
The typical time scale corresponding to the smallest scales of motion (the
Kolmogorov time scale) can be derived similarly. The parameters ν and ε
can be combined to give
τK ≡ (ν/ε)1/2 = Re−1/2L L/U , (1.3)
in terms of the macroscopic time scale L/U .
1.3.2 The feasibility of computing turbulent flows
Flows that are encountered in offshore-industrial applications are charac-
terized by very high Reynolds numbers. The flow around a large vessel, for
example, will be characterised by a Reynolds number up to 109. As will be
argued below, a Reynolds number of this order of magnitude poses a serious
challenge to the computational resources that are currently available.
The range of dynamically significant scales of motion in a flow is deter-
mined by the Reynolds number, as in the Kolmogorov micro-scale estimate
(1.2). The number of grid points that should be used to compute all scales
is therefore related to the Reynolds number. The smallest time scale has
been estimated in (1.3). Estimating the computational complexity c of a
simulation as the combination of the required resolution in time and space




)3 × Re1/2L = Re11/4L . (1.4)
A direct numerical simulation (DNS) of a turbulent flow can be performed
for Reynolds numbers up to 105 on supercomputers within a reasonable
amount of time. Simulating a flow around a vessel at a Reynolds number
that is at least two orders of magnitude larger will increase the computa-
tional complexity by more than five orders of magnitude. Therefore, a DNS
is not an option for the simulation of flows for a typical offshore-industrial
application if one pursues to compute a full solution in a reasonable amount
of time.
These considerations show that, despite the fact that the Navier-Stokes
equations provide an excellent model for turbulent flows, there is a dire need
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for a simulation short-cut that will provide a reasonable approximation of
the full turbulent solution on a coarser computational grid.
1.3.3 Turbulence models
A common turbulence modelling strategy is the Reynolds-averaged Navier-
Stokes (RaNS) approach. In this approach, a solution to the time-averaged
Navier-Stokes equations is computed using explicit models for the evolu-
tion of turbulent kinetic energy production and dissipation rates. Another,
similar, strategy, known as large-eddy simulation (LES), consists of com-
puting a solution to the spatially-filtered Navier-Stokes equations, using an
explicit model for the effect of the small scales of motion that are filtered
out of the solution have on filter-resolved scales of motion. LES models
that model the average effect of turbulence as a locally enhanced dissipa-
tion of kinetic energy are known as eddy-viscosity models. These models
restrain the simulated dynamics to a length scale that can be represented
on the computational grid, thus providing a short-cut for the simulation
of turbulent flows. In Chapter 4 this thesis, a minimally-dissipative eddy-
viscosity turbulence model is proposed and evaluated for simulations of
several turbulent flows.
1.3.4 Wall-bounded turbulent flows
The presence of a turbulent boundary layer poses another serious challenge
to the simulation of wall-bounded flows at high Reynolds numbers. In
wall-bounded turbulent flows, the energy-containing eddies decrease in size
towards the wall while the dissipative length scale does not change [26]. To
alleviate the need for a full resolution of the boundary layer, a simple model
for the (averaged) effect of the turbulent boundary layer on the resolved
scales of motion of the outer (bulk) flow will be proposed in Chapter 4.
1.3.5 Validation with model tests
As flows that occur in practical problems in the offshore industry are char-
acterised by very high Reynolds numbers, the limits of applicability of
turbulence models are in sight. This necessitates validating the modelling
approach proposed in this thesis for a typical flow problem for which Com-
FLOW may be used by the offshore industry.
Certain offshore vessels (e.g. drillships) are designed to handle the low-
ering of equipment below the water line through a hole in the vessel hull,
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which is known as amoonpool. For offshore operations with vessels equipped
with a moonpool, a particular matter of concern is the sloshing motion of
water inside the moonpool. Even if the outside wave climate can be con-
sidered to be calm, waves and currents may induce resonant motion of the
water column in the moonpool, thus hampering offshore operations.
Within the ComFLOW-3 JIP, model tests focussing on the sloshing
water column in a moonpool have been carried out. Sloshing induced by
forward speed of a vessel is a particularly relevant validation case for Com-
FLOW, as viscous flow effects, cause and sustain resonant sloshing be-
haviour in the moonpool. The computational method developed in this
thesis will be validated for this test case.
1.4 Outline
The contents of this thesis is ordered as follows. In Chapter 2 the Navier-
Stokes equations and the appropriate boundary conditions that form the
considered mathematical model for Newtonian viscous fluids are discussed.
The numerical model resulting from the finite-volume discretisation of the
mathematical model is discussed in Chapter 3. An immersed boundary
method is proposed and verified for Hagen-Poiseuille flow through a cir-
cular pipe, as well as for a flow around a circular cylinder at a moderate
Reynolds number. Turbulence models are discussed in Chapter 4 and veri-
fied for a number of canonical test cases for turbulent flows. The developed
turbulence models are also tested for the flow around a square cylinder at a
moderate subcritical Reynolds number. The validation study for resonant
water motion in a moonpool due to forward speed is the topic of Chapter
5. Finally, conclusions and recommendations are given in Chapter 6.
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chapter 2
Mathematical model
The Navier-Stokes equations for incompressible fluid flow constitute an ex-
cellent model for incompressible turbulent fluid flow. Fundamental physical
properties of turbulent flow can be derived from the equations and numeri-
cal solutions of the Navier-Stokes equations provide accurate simulations of
a wide variety of turbulent flows. This chapter describes the mathematical
model provided by the Navier-Stokes equations and the relation of these
equations to physical properties of turbulent fluid flows.
On practical scales of interest, neither relativistic nor quantum mechan-
ical processes play a role. Neglecting the details of molecular dynamics, the
fluid will be modelled as a continuum and classical mechanics will be used to
model the fluid dynamics. The computational method in ComFLOW, to
which the discussion in this thesis will be restricted, employs a Cartesian
grid on which the discretised physical quantities are computed. There-
fore, the equations of dynamics will be formulated in a three dimensional
Cartesian right-handed coordinate system, as depicted in Figure 2.1. The
dimension of time will be denoted by t.
11
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Fig. 2.1: A right-handed
Cartesian coordinate sys-
tem. The x − y plane
is shaded and the curved
arrow indicates a positive
rotation around the z axis.
In this thesis, the following definitions of vector
operations will be used. Vectorial quantities will
be written in a bold font, such as the velocity
vector field u which has components u, v, and w
in x, y, and z direction respectively. The dyadic
or tensor product, denoted by a ⊗ b , is the ten-
sor formed by a multiplication of the components
ai and bi of real vectors a and b respectively.
The component ij of the tensor formed by the
dyadic product is then (a ⊗ b)ij = aibj . When
the gradient operator ∇ is applied to a vector a
the resulting gradient tensor ∇a has components
(∇a)ij = ∂∂xiaj ≡ ∂iaj , where the latter equal-
ity defines the short-hand notation for the partial
spatial derivative.
The dot product of vectors a and b, denoted by · , is defined as a ·b =∑
i aibi . If T and S denote rank-2 tensors, then the double-dot product :




j TijSij . The trace Tr of a tensor T is defined
as the sum of its diagonal components, i.e. Tr (T ) =
∑
i Tii . With these
definitions it follows e.g. that Tr (a ⊗ b) = a ·b .
2.1 Navier-Stokes equations of fluid flow
Two conservation principles are the basis for a derivation of the Navier-
Stokes equations: the conservation of mass and the conservation of linear
momentum. Throughout the thesis, the velocity vector field is denoted by
u and the fluid mass density is a scalar field denoted by ρ.
The continuity equation expresses conservation of mass as
∂ρ
∂t
+∇ · (ρu) = 0 . (2.1)
The time evolution of momentum is given by
D (ρu)
Dt −∇ ·σ = ρf . (2.2)
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This equation postulates that the rate of change of momentum of a fluid
element that moves with the velocity field can be attributed to two force
terms. The second term on the left-hand side describes the effect of internal
stresses of the fluid. The stresses are described by the stress tensor σ. For
a classical Newtonian fluid the relation between the internal fluid stresses
and the stress tensor are given by a constitutive relation
σ = µ
(∇u+ (∇u)T )− (23µ ∇ ·u+ p
)
13×3 . (2.3)
In this equation p is the scalar pressure field, and µ is the dynamic viscosity.
The symmetric part of the velocity gradient tensor ∇u , given by
S(u) = 12
(∇u+ (∇u)T ) , (2.4)
will also be referred to as the rate-of-strain tensor or strain-rate tensor.
The right-hand side of eq. 2.2 describes the external forces that are
applied to the fluid element. In gravitational wave simulations the ex-
ternal forces are typically only gravitational, i.e. f = (0, 0,−g) , where
g = 9.81 m/s2 is the gravitational acceleration constant.
2.2 Incompressible Navier-Stokes equations
To a high degree of accuracy, water in its fluid state behaves as an in-
compressible fluid, i.e. the mass density ρ is constant for an infinitesimal
co-moving volume element. For this fluid element, the full time deriva-
tive of the mass density vanishes, DρDt =
∂ρ
∂t + u · ∇ρ = 0 , which allows for
rewriting the continuity equation as
∇ ·u = 0 . (2.5)
The solenoidality of the velocity field, together with the assumption of
a constant mass density ρ(x, t) = ρ , and the definition of the kinematic
viscosity (ν ≡ µ/ρ) gives the conservation of momentum equation as
∂u
∂t
+∇ · (u⊗ u)−∇ · (ν S(u)) + 1
ρ
∇p = f . (2.6)
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For applications considered in this thesis the dynamic and kinematic
viscosities µ, and ν are assumed to be true constants for any fluid phase. As
∇ · (∇u)T = ∇ (∇ ·u) , these considerations imply that the conservation
of momentum is described by
∂u
∂t
+∇ · (u⊗ u)−∇ · (ν∇u) + 1
ρ
∇p = f . (2.7)
The advection of momentum by the velocity field gives rise to the non-linear
convection term. The stress tensor term is written in terms of minus the
Laplacian of the (momentum) velocity field (the ‘diffusion term’), and the
pressure field gradient.
In the incompressible Navier-Stokes equations the pressure field is a
Lagrangian multiplier through which the conservation of mass is enforced
on the velocity field solution u. Evaluating the divergence of eq. (2.7), and
defining
R ≡ −∇ · (u⊗ u) +∇ · (ν∇u) ,
yields a Poisson equation for the pressure:
∇ · 1
ρ
∇p = ∇ · f +∇ ·R. (2.8)
2.2.1 Symmetry properties of operators
In the absence of external forces, the Navier-Stokes momentum equation





∇p = 0 . (2.9)
Comparison of eq. (2.7) (with f = 0) with eq. (2.9) gives the implied
definitions of the convection operator C(u) and the diffusion operator D .
Inner Product
Consider two vector fields a and b defined on a volume Ω. The L2(Ω) inner




a ·b dΩ . (2.10)
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Given this inner product, some symmetry properties of differential op-
erators in the Navier-Stokes equations can be analysed. Using integration
by parts, it is observed that, up to boundary terms that amount to zero
for periodic or homogeneous boundary conditions, the gradient operator is
the negative transpose of the divergence operator:
∫
Ω
a · ∇b dΩ = −
∫
Ω
(∇ ·a) b dΩ . (2.11)
This (skew-)symmetry property may be summarized as
∇ · = −∇T .
Kinetic Energy










u ·u dΩ , (2.12)
which involves the L2-norm of the velocity vector field.
The inner product of the momentum equation (2.9) with the velocity













The pressure gradient term is evaluated using eq. (2.11) and the continuity
equation (2.5) to obtain
(u,∇p) = − (∇ ·u, p) = 0 .
This shows that analytically the pressure gradient term does not contribute
to the evolution of the kinetic energy.
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Convection
Using eq. (2.11), skew-symmetry of the convection operator with respect
to its second argument can be derived. For three arbitrary divergence-free
vector fields u,v,w it holds by definition that∫
Ω
u · C(v)w dΩ =
∫
Ω
w ·v · ∇u dΩ . (2.14)
The gradient operator on the right-hand side can be carried over to act
on the velocity field u up to a minus sign, a boundary term and terms




u · C(v)w dΩ = −
∫
Ω
w · C(v)u dΩ . (2.15)
Evaluating this relation for u = v = w , it is seen that skew-symmetry
of the convection operator implies that it neither creates nor annihilates
kinetic energy contained in the volume Ω.
Diffusion
The relation between the divergence and gradient operators can be used to
show that the diffusion operator is a positive operator, as
(u,Du) = (u,−∇ · (ν ∇u)) = ν
∫
Ω
∇u : ∇u dΩ ≥ 0 . (2.16)
The diffusive contribution is always non-negative, which implies with eq.
(2.13) that dissipation of kinetic energy in fluids described by eq. (2.9) is
always a consequence of the diffusion term.
The symmetry properties of the operators in the Navier-Stokes equa-
tions are responsible for the conservation of energy by the convection term
and the pressure gradient. The positiveness of the diffusion operator en-
sures that the kinetic energy of an unforced flow is only decreasing. As the
kinetic energy budget of a flow is an important physical quantity, especially
in turbulent flows, importance is adhered to the inheritance of symmetry
properties by discretised operators acting on the discrete flow variables.
The concept of symmetry-preservation also plays an important role in the
formulation of so-called regularisation turbulence models, a discussion that
will be postponed to Chapter 4.
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2.3 Boundary conditions
The Navier-Stokes equations are accompanied by appropriate boundary
conditions for solid (or rigid) boundaries and free-surface boundaries. When-
ever a simulation is presented in this thesis, the boundary conditions that
are applied at the computational domain boundaries will be explicitly
stated. Below, the no-slip and free-surface boundary conditions are dis-
cussed as they may apply in the interior of the fluid domain.
2.3.1 No-slip boundary condition
At a solid boundary the no-slip condition is enforced, which for a boundary
moving at a velocity uΓ reads
u = uΓ . (2.17)
When boundaries are fixed with respect to the reference coordinate system
the no-slip condition simplifies to u = 0. Typically, at no-slip boundaries
the normal derivative of the pressure is set to zero.
2.3.2 Free-surface boundary condition
One of the boundaries of the fluid domain can be a free surface that is
deformed by the local velocity field. If a free surface is present, it will
be described by the parametrized curve S(x, t) = 0 that is advected by






+ u · ∇S = 0 . (2.18)
Alternatively, if more than one fluid phase is present in the domain
and the Navier-Stokes equations are solved for each fluid component, an
interface is present between the fluid components. The treatment of this
interface is similar to the treatment of the free surface. In this case the
interface describes the discontinuity in physical properties (fluid density
and viscosity) of the fluid phases (e.g. between water and air).
At the free surface, the forces that are acting on a fluid particle are
in equilibrium. Neglecting the free-surface curvature in the viscous stress
gives the boundary conditions at the free surface as
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−p+ 2ρν ∂un
∂n








= 0 , (2.20)
for the normal (n) and tangential (t) directions respectively. In this ex-
pression, the curvature of the free surface is denoted by κ and the surface
tension is denoted by σ.
chapter 3
Numerical model
In this chapter the numerical model for solving the Navier-Stokes equations
for incompressible turbulent fluid flows in the presence of a free surface will
be described. In the first section, the discrete system of equations that
follows from a finite-volume discretisation of the Navier-Stokes equations
on a staggered Cartesian computational grid will be exposed.
Boundaries of complex geometrical objects may not align with a Carte-
sian computational grid. The discretisation of boundary conditions in com-
putational cells that are cut by such a (non-aligned) boundary is provided
by the immersed boundary cut-cell method described in this Section 3.2.
The advection and reconstruction algorithm for the free-surface treat-
ment and the appropriate discrete boundary conditions will be the topic of
section 3.3. Finally, the time integration of the resulting discrete system
of equations, the solution method, and stability of the resulting algorithm
will be discussed.
19
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Fig. 3.1: Arbitrary volume Ω, part of which is filled with solid, Ωs, and
part of which is filled with fluid, Ωf . The boundary is denoted by S = ∂Ω.
Consider a volume Ω with a boundary surface ∂Ω = S that is divided in
a fluid-volume part Ωf and a solid-volume part Ωs such that Ω = Ωf ∪ Ωs,
as depicted in Figure 3.1. To arrive at the finite-volume discretisation
of the Navier-Stokes equations, the integral conservation form of eq.(2.5)
and eq.(2.7) is considered. Integrating over the volume Ωf and replacing
boundary terms by the appropriate surface integrals gives the Navier-Stokes
equations in integral form as
∮
∂Ωf







(u ·n)u dS −
∮
∂Ωf










3.1.1 Describing the free-surface and complex geometries
Complex geometrical objects that cannot be fitted to a Cartesian com-
putational grid give rise to configurations in which object boundaries are
immersed in the computational grid. The following concepts will be used
to formulate a finite-volume discretisation of the dynamical equations in
these so-called cut cells and in the presence of a free surface.







F b − F s
Fig. 3.2: Example of a 2-D computational cell that is partially filled with
fluid (blue shade) and solid (striped gray shade). Indicated are cell face
fractions, also called apertures that are open for fluid (Ax and Ay) and
fluid volume fractions (F b and F s).
Cell volume and area fractions
An open cell-face fraction is called the aperture of the cell face. The aper-
ture of a cell face that is oriented normal to the x-direction (i.e. a cell face
parallel to the yz-plane) will be denoted by Ax. The other components are
defined analogously, see Figure 3.2. The volume fraction of a cell that is
accessible for fluid is indicated by F b, which gives the volume fraction oc-
cupied by solid body as 1− F b. The volume fraction of the computational
cell that is actually occupied by fluid is denoted by F s, and is also known
as the volume-of-fluid (VOF) function, see section 3.3. These definitions
imply that the volume fractions satisfy the relation 0 ≤ F s ≤ F b ≤ 1.
In what follows, an index will be used to describe the relative position
of the velocity component, cell face fraction, grid spacing, etc. with respect
to a central cell or control volume. Typically, a wind direction (e, w, n,
s) will be used as an index in the xy-plane, whereas the notation ‘u’ (for
up) and ‘d’ (for down) will be used to indicate the positive and negative
z-direction, respectively.
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Fig. 3.3: The cell labeling procedure illustrated. Indicated are Fluid,
Surface, Boundary, and Empty cells.
Cell labels
The presence of a free surface or solid body in the computational domain
implies that the equations to be solved or the boundary conditions to be
applied will vary from one computational cell to another and from one
time level to another. To indicate which treatment a particular control
volume requires, four cell labels are introduced. The Boundary cells are
completely solid and are therefore not accessible for fluid, i.e. F s = F b = 0.
Empty cells do not contain, but are at least partially accessible for fluid,
i.e. F b > F s = 0. Surface cells are bordering the collection of empty cells
and are therefore at least partially filled with fluid, F s > 0. For the rest
of the computational cells it holds that 0 < F s = F b ≤ 1, and these are
labelled as Fluid cells. See Figure 3.3 for an illustration.











Fig. 3.4: Illustration of the Arakawa C-grid [2], solid lines define the
divergence control volumes, whereas the red dashed line indicates the mo-
mentum control volume for uc.
Control volumes
The integral equations (3.1) and (3.2) are evaluated on a staggered Carte-
sian computational grid, also known as an Arakawa C-grid [2], see Figure
3.4. On the staggered grid, the three components of vectorial quantities
(e.g. the fluid velocity and pressure gradient) are taken to be perpendicu-
lar to the corresponding cell faces and located in the (bary-)centre of the
open part of the cell face. Scalar quantities (pressure, viscosity) are defined
in cell centres, as in the original marker-and-cell (MAC) method [22].
In order to evaluate the integral quantities on the computational grid,
control volumes are defined for the continuity equation and the momentum
equations. The continuity equation will be evaluated on the boundaries of
the volumes enclosed by the grid lines (in 2-D) or grid planes (in 3-D), see
Figure 3.5. These volumes will be called continuity or pressure cells.
The control volumes for the momentum components are composed of
a part of the continuity control volumes on either side of the cell face at
which the velocity component is defined, see Figure 3.6. The control volume
of the u-velocity is denoted by Ωuc , the magnitude of its actual volume is
denoted by |Ωuc | and is the sum of half of the eastern and half of the western
continuity fluid volumes,





e |+ |Ωpw|) , (3.3)
where Ωpe and Ωpw may be cut cells. This choice for the momentum control
volume follows from application of the trapezoidal rule for integration.
The boundaries of the momentum control volumes in cut cells are chosen
such that skew-symmetry of the finite-volume discretisation of the convec-
tive term is respected in cut cells, which will be shown in Section 3.1.4.
Moreover, the drawing of momentum control volumes is helpful for an in-
tuitive integration of diffusive fluxes over the immersed boundary which
is consistent with the finite-volume discretisation of hydrodynamic force








Fig. 3.5: Illustration of a control volume for the discretisation of the
continuity equation in a cut-cell. On this staggered computational grid,
scalars (such as the pressure pc) are discretised in cell centres, whereas
vector components (such as the velocity components u and v) are staggered







Fig. 3.6: Definition of the momentum control volume in a cut-cell con-
figuration.
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System of discretised equations
The discretisation of the different equations leads to the following two semi-
discrete matrix-vector equations:
M uh =Mb ubh , (3.4)
Ωh
duh
dt + C(uh)uh − νDuh +
1
ρ
Gph =Fh . (3.5)
In these equations, uh is the vector containing all the velocity compo-
nents (u, v, w), M denotes the finite-volume integrated divergence opera-
tor acting on the internal fluid velocities, Mb the finite-volume integrated
divergence operator acting on boundary velocity components, Ωh the di-
agonal matrix containing the discrete momentum control volumes, C(uh)
the finite-volume integrated convective operator, D the finite-volume inte-
grated diffusive (Laplacian) operator, and G the gradient operator. The
remainder of this section will be devoted to elucidating the components and
properties of these matrix operators.
3.1.2 Continuity equation
The continuity equation is discretised in computational cells defined by the
grid lines, as defined in Figure 3.5 (the ‘continuity cell’.) Straightforward
evaluation of the mass fluxes in the presence of a moving solid body through
the cell faces gives the discretisation
Axe δy ue −Axw δy uw +Ayn δx vn −Ays δx vs =
(Axe −Axw) δy ub + (Ayn −Ays ) δy vb . (3.6)
The resulting discrete system is written as the matrix-vector multiplication
equation
M uh = Mb ubh . (3.7)
As moving bodies will not be considered in this thesis (ubh = 0), the right-
hand side will be taken zero throughout this thesis. The matrix M is the
finite-volume integrated divergence operator.
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3.1.3 Acceleration
The components of the Navier-Stokes momentum equation are discretised
in the momentum control volumes, as illustrated in Figure 3.6. The first
term is the time-derivative of the momentum velocity u. Applying the
midpoint rule for numerical integration of the acceleration over (central)













Analytically, the convective term is skew-symmetric in the sense of eq.
(2.15). The symmetry-preserving discretisation aims at retaining this sym-
metry on the discrete level. Performing the integration in eq. (3.2) on the
control volume of uc yields
∮
∂Ωuc
(u ·n) u dS = mn φn −ms φs +me φe −mw φw . (3.9)
In this equation (for i = e, w, n, s) the mass fluxesmi = (u ·n)i ∆Si advect
the interpolated momentum velocity components φi .
Preserving the symmetry of the discrete operators is achieved through
a simple averaging procedure for estimating the momentum velocities on
the faces of the control volume [86]. This averaging procedure does not
take changes in grid size into account, thereby ensuring that neighbour-
ing momentum components will receive an equal weight and preserving a
symmetric treatment of neighbouring velocity components. The resulting
interpolated momentum components are given by:
φe =
1
2 (ue + uc) , φw =
1
2 (uw + uc) ,
φn =
1
2 (un + uc) , φs =
1
2 (us + uc) .
(3.10)
If any of the momentum components φi lies inside the solid, the velocity
component of the solid body, ub, will be used. For the bodies considered
in this thesis this contribution vanishes as ub = 0 .
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sevse δxe +Ayswvsw δxw) .
(3.11)
In the case of non-moving boundaries this formulation completes the dis-
cretisation of the convective term in cut cells and uncut cells. The full












wuw +Axcuc) δy uw
+ 14 (A
y
nevne δxe +Aynwvnw δxw) un
− 14 (A
y
sevse δxe +Ayswvsw δxw) us
+ 14 (A
x
eue δy −Axwuw δy +Aynevne δxe +Aynwvnw δxw
−Aysevse δxe −Ayswvsw δxw) uc .
(3.12)
It is observed that the coefficient in front of uc is zero, as it is the sum
of the discretised continuity equations of the eastern and western control
volumes. The equal weight that is given to the divergence control volumes
in the composition of the central coefficient is a necessary condition for
the construction of a skew-symmetric convective term. This justifies, at
least intuitively, that equal weights are given to the eastern and western
divergence control volumes in the construction of the momentum control
volume in eq. (3.3).
Alternatively, eq. (3.12) can be cast in the form
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∮
∂Ωuc
(u ·n) u dS = ce ue + cw uw + cn un + cs us + cc uc , (3.13)
where the implied definitions of the convective coefficients ci are evident.
Skew-symmetry in terms of these coefficients means that amongst others
ce appearing in the central momentum control volume Ωuc discretisation
equals −cw in the eastern momentum control volume Ωue and that cc = 0 in
all control volumes. These coefficients will be used below in Section 3.1.8.
Writing the system of equations in matrix-vector notation gives
∮
∂Ωuc
(u ·n) u dS = C(uh)uh , (3.14)
which defines the matrix C(uh) containing the convective fluxes, which is
skew-symmetric, i.e.
C(uh) = −C(uh)T . (3.15)
3.1.5 Pressure gradient
The finite-volume discretisation of the x-component of the pressure gradient
follows from the evaluation of the gradient of the scalar pressure field, which








The surface integral runs over the control volume of uc, the western part of
which is depicted in Figure 3.7 for cut-cell configurations that have a non-
trivial contribution to the pressure gradient. Table 3.1 shows the contri-
butions of the individual line segments of the western part of the u-control
volume for the configurations drawn in Figure 3.7. The pressure has a
piecewise constant value in each continuity cell.
The evaluation of the eastern part of the control volume proceeds in
a similar fashion, giving rise to the following discretisation of the pressure
gradient valid for cut-cell types:
∮
∂Ωuc
nxp dS = Axc (pe − pw) δyw . (3.16)
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Cut-cell type Contribution of segments Sums up to
Type P1 1: − 12 (Axw +Axc ) δyc pw
2: − 12 (Axc −Axw) δyc pw −Axc δyc pw
Type P2 1: − 12 (Axw +Axc ) δyc pw
2: − 12 (Axw −Axc ) δyc pw
3: +(Axw −Axc ) δyc pw −Axc δyc pw
Type Tri 1: − 12Axc δyc pw
2: − 12Axc δyc pw −Axc δyc pw
Type T1 1: −Axc δyc pw −Axc δyc pw
Type T2 1: − 12 (Axc −Axw) δyc pw
2: − 12 (Axc +Axw) δyc pw −Axc δyc pw
Table 3.1: Contribution of the individual control-volume boundary line













Type P1 Type P2















Fig. 3.7: Five cut-cell configurations for which the x-component of the
pressure gradient is evaluated in the western part of the control volume
for the uc momentum. Line segments with a non-zero contribution to the
pressure gradient in x-direction have been numbered.
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ui−2 ui−1 ui ui+1
pi−1 pi pi+1
Fig. 3.8: An excerpt of the computational grid used in the illustration
of the adjointness relation between the discrete divergence and gradient
operator Mx = − (Gx)T
Relation between the gradient and divergence operators
The discrete gradient operator G and the discrete divergence operator M
are closely related, as the following example shows. Consider the parts of
the operators M and G that act on the horizontal (x) components of the
velocity field and pressure gradient. Indicate the position of the relative
variables by the index i as in Figure 3.8. If Mx denotes the part of the
matrix M containing non-zero entries on the diagonal and subdiagonal of









 δy . (3.17)









 δy . (3.18)
These matrices illustrate that Mx = − (Gx)T . Evaluating the discrete di-
vergence and gradient operators for other spatial directions or non-uniform
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grids yields the same conclusion. The analytical skew-adjointness condi-
tion ∇ · = −∇T is preserved in the discrete counterpart of each of these
operators, i.e. M = −GT .
3.1.6 Gravitation
The only external force that will be considered in this thesis is the gravi-
tational force. Given that the gravitational force is conservative and only
acts in the z direction, this requires a non-trivial discretisation only in the





∇ · (0, 0,−gz) dΩ =
∮
∂Ωw
−gznz dS . (3.19)
The hydrostatic pressure is recognized in the integrand of the utmost right-
hand side term, which implies that the discretisation of Fc has to be iden-
tical to that of the pressure gradient. This gives
Fz = −Azcg(zu − zd) δx δy = −Azcg
1
2( δzu + δzd) δx δy . (3.20)
This discretisation shows that, indeed, the resulting vector Fh is written
as the discrete gradient operator acting on the scalar hydrostatic pressure,
i.e. Fh = −Gzgz .
3.1.7 Diffusion





ν∆u dΩ = −ν
∮
∂Ωuc
n · ∇u dS , (3.21)
where a constant ν is assumed. For the discretisation of the diffusive term,
a good estimate of the velocity gradient is needed at the indicated positions
(circles) in the control volume shown in Figure 3.6. The shear stresses are
discretised at the edges (in 2-D) of the computational grid, whereas the
normal stresses are discretised at the centres of the computational cells
similar to the pressure. This positioning is consistent with the formulation
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of the stress-tensor of a Newtonian fluid in eq. (2.3). Therefore, the diag-
onal components of the stress tensor are discretised at cell centres and the
off-diagonal entries at cell vertices.
In the absence of (moving) boundaries, discretisation of the velocity
gradients is given by a second-order central scheme. In terms of the situ-
ation depicted in Figure 3.6, the normal stress at the western momentum





= uc − uw
δxw





= un − uc1
2( δyn + δyc)
.
The normal stress at the eastern cell face and shear stress at the southern
cell face are obtained analogously.
The finite-volume discretisation of eq. (3.21) requires the integration






































2 ( δyc + δyn)
− uc − us1
2 ( δyc + δys)
)
1
2( δxw + δxe)
]
.
Adopting the the notation δxc ≡ 12 ( δxe + δxw) gives the finite-volume





n · ∇u dS
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≡ −ν (de ue + dw uw + dn un + ds us + dc uc) , (3.23)
where eq. (3.23) defines the non-zero coefficients on a row of the matrix D.
This form will be used in the discussion of the upwind discretisation below
in Section 3.1.8.
In case of an equidistant Cartesian grid, one readily observes that the
above discretisation yields the common second-order finite-difference dis-
cretisation of a 2-D Laplace operator. Symmetry in terms of these coef-
ficients means that de appearing in the discretisation for the central mo-
mentum control volume Ωuc equals dw for the eastern momentum control
volume Ωue .
The resulting diffusion matrix D is symmetric, and the sum of the off-
diagonal entries in a row add up to minus the diagonal entry, i.e. dc =
−de − dw − dn − ds . The weak diagonal dominance and symmetry of −D
imply the symmetric negative semi-definiteness of D. It is noted that the
discretisation of the convective term has already been formulated in a cut-
cell context, whereas the discretisation of the diffusive term in cut-cells is
the topic of Section 3.2.
3.1.8 Suppression of spurious high-frequent oscillations
A drawback of the central discretisation scheme for convection is that spu-
rious high-frequent oscillations (‘wiggles’) in the velocity field may occur
when the mesh-Péclet number Pe = |u|hν is too high, more precisely when
Pe > 2. These wiggles occur most prominently in parts of the flow where
velocity field gradients are large.
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To prevent the generation of wiggles when the mesh-Péclet number is
too high, a first-order or second-order upwind discretisation technique can
be applied. See [30, 90] for proposals in this direction that have been im-
plemented in ComFLOW. Eliminating wiggles through application of an
upwind discretisation scheme is known to give rise to an increased dissi-
pation of kinetic energy. For highly momentum driven or gravity driven
flow problems this dissipation is often not (too) problematic [30]. When
the accurate simulation of small-scale flow structures is important, e.g. in
the simulation of turbulent flows, the excessive dissipation by an upwind
discretisation disturbs the actual physics of the simulated flow significantly.
Several studies indicate that blending second-order central and first-order
upwind discretisation schemes is beneficial for simulating turbulent flows
in LES, see e.g. Lloyd et al. [40] and the references therein. Below, the
blending approach applied in this thesis is illustrated.
First-order upwind through artificial diffusion
A first-order upwind discretisation is normally obtained from a one-sided
differencing of the velocity gradient in the convective term. The resulting
scheme can be written in terms of the original second-order central dis-
cretisation schemes for convection and diffusion. Therefore, the first-order
upwind scheme for convection can be implemented as an explicit addition
of artificial diffusion.
Below, the convective coefficients resulting from the discretisation out-
lined in Section 3.1.4 are denoted as ce , cw , and the diffusion coefficients
derived in Section 3.1.7 are denoted as de , dw . Given these definitions, the
first-order upwind scheme amounts to the following replacement
de → dupwe = de + |ce| ,
dw → dupww = dw + |cw| ,
(3.24)
where for simplicity only the x-component is considered. Adding the ab-
solute values |ce| and |cw| ensures that, depending on the flow direction,
one of the convective coefficients is cancelled and one coefficient is doubled,
resulting in the desired first-order upwind discretisation, see also [30].
Flux limiters
The challenge at hand is to overcome the problem of point-to-point oscilla-
tions in the flow field, without introducing excessive dissipation of kinetic
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energy through application of an upwinding procedure. A flux limiting
strategy is a well-known solution to this problem [73]. The flux limiter
that will be proposed here allows for a local switch from a second-order
central discretisation to a first-order upwind discretisation of the convec-
tive term whenever the velocity field exhibits oscillatory behaviour.
An example of a flux limiter is the application of the symmetric ‘min-
mod’ limiter function proposed by Roe [62]. If the ratio of gradients in the
discrete solution is denoted by
r = (uc − uw)/ δxw(ue − uc)/ δxe , (3.25)
the value of Roe’s min-mod flux limiter function Φ(r) is given by
Φ(r) = max (0, min(1, r)) . (3.26)
The limiter function can be used to determine how much artificial dif-
fusion will be added to a higher-order discretisation scheme. In our case,
the convective fluxes in the x direction through the eastern cell face can
be discretised by a second-order central scheme, denoted by Fe, or a first-
order upwind scheme, denoted by F upwe . The application of the flux limiter
function gives the effective flux F e as
F e = F upwe + Φ(r) (Fe − F upwe ) . (3.27)
Note that F upwe − Fe = |ce| in the notation of eq. (3.24). Alternatively,
defining
α(r) ≡ 1− Φ(r), (3.28)
allows for a straightforward implementation of the flux limiter function in
the eastern and western momentum cell faces as
de → d¯e = de + α(r) |ce|, (3.29)
dw → d¯w = dw + α(r) |cw|. (3.30)
Similar expressions can be derived for other directions.
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Less artificial diffusion: a bounded central scheme
The flux limiting strategy outlined above will reduce the dissipation of
kinetic energy significantly compared to an ordinary first-order upwind dis-
cretisation scheme. Nevertheless, it is also clear that the flux limiter will
be active in parts of the flow that do not give rise to the onset of spurious
oscillations. In particular, turbulent structures will be overly dissipated.
As indicated before, the type of numerical oscillations that should be
removed from the numerical solutions correspond to the highest frequency
representable on a Cartesian computational grid: point-to-point oscilla-
tions. To overcome the problem of excessive dissipation, the flux limiter
will be applied a posteriori, i.e. in the time step after a (small) numerical
oscillation has been detected. This guarantees that there will be no artifi-
cial dissipation in those regions of the flow where no artificial point-to-point
oscillations are present.
This approach is comparable to the one constructed by Shyy et al. [68].
In this study a non-linear momentum-conserving filter was applied to a
numerical time-integrated shock-wave solution of Burgers’ equation. The
filter suppresses numerical oscillations after these have been created in the
solution, but explicitly conserves momentum, which is appropriate for the
non-dissipative Burgers’ equation. A disadvantage of applying a non-linear
filter of the Shyy-type to suppress point-to-point oscillations in the solu-
tion of the Navier-Stokes equations is that the momentum (and energy)
created by non-physical processes are in fact distributed from the smallest
length scales to potentially supra-filter length scales. It is noted that adding
artificial diffusion to those regions in the solution where point-to-point os-
cillations are present can be interpreted as a linear filter procedure applied
to the solution of the Navier-Stokes equations. Therefore, inspired by the
results of Shyy et al. and the established practice of using flux limiters to
create non-oscillatory discretisation schemes, the ‘filter’ that is proposed
in this thesis is a flux limiter that will be applied where point-to-point
oscillations have appeared in the velocity field.
A minimally dissipative flux limiter therefore satisfies the following
properties. First, the flux limiter function will only be active in parts of
the solution in which a local maximum and a local minimum subsequently
occur on the computational grid. This means that if the successive velocity
differences are denoted by ∆ui = ui−ui−1, the flux limiter will be active if
∆ui+1 ∆ui < 0 and either ∆ui ∆ui−1 < 0 or ∆ui+2 ∆ui+1 < 0. Secondly,
the flux limiter function proposed will switch fully (α = 1) to a first-order
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upwind discretisation if the local point-to-point oscillation consists of two
successive discrete gradients that are equal in magnitude (and have op-
posite sign). For any other ratio of successive discrete gradients of the
point-to-point oscillations, the flux limiter should be positive, but smaller
than 1. The value of the flux limiter function is taken as the minimum of
the ratio of gradients r and its reciprocal r−1.
A form of the limiter function that satisfies these criteria is given by
Φmin(r) = max
(
0, −min(r−1, r)) . (3.31)




r ) is satisfied by this limiter
function, which implies that it will yield the same value in case of forward
and backward discretisation (or ‘reading order’) of gradients.
The flux limiter is implemented through the artificial diffusion param-
eter α defined in eq. (3.28) as:
α(r) =
{
1− Φmin(r) if ∆ue ∆uw < 0 and (∆uee ∆ue < 0 or ∆ue ∆uw < 0)
0 else
(3.32)
Using a bounded central scheme with turbulence models
By construction, the flux limiter dissipates kinetic energy for a particular
state of the (small-scale structures in the discrete) velocity field and may
therefore be interpreted to act as an implicit dissipative turbulence model.
The turbulence models that are derived under the minimal dissipation con-
dition in Section 4.3 should by construction add enough eddy-dissipation if
the initial and boundary conditions are smooth enough and do not contain
sub-filter information [84]. If these conditions are satisfied, point-to-point
oscillations should not occur. Using the flux limiter in conjunction with an
eddy-viscosity turbulence model should therefore be a matter of concern.
Here it is proposed to activate the flux limiter in the sense of eq. (3.32)
only if the turbulence model predicts zero eddy-viscosity for that control
volume.
The performance of the proposed flux limiter will be assessed in the test
cases presented in this thesis. To show the performance of the flux limiter
for a turbulent flow that is sensitive for dissipation, the flux limiter will be
applied in simulations of decaying homogeneous isotropic turbulent flow in
Section 4.6 and turbulent channel flow in Section 4.7. The benefits and
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drawbacks of introducing our proposed flux limiter function eq. (3.31) will
be furthermore illustrated by the simulations of bluff body turbulent flow
around a square cylinder at Reynolds number 22,000.
3.2 Cut-cell discretisation of diffusion
In cut-cells the discretisation of diffusive fluxes is a non-trivial matter, as
boundary conditions should be applied at a position that is immersed in the
computational grid cells. The problem of discretising viscous stresses in cut-
cells has been discussed in many proposals for immersed boundary methods.
For an extensive overview of immersed boundary methods, see [46].
Some immersed boundary methods employ some kind of penalty or
forcing scheme through which the influence of the presence of an immersed
boundary on a fluid is modelled. A common feature of these methods
is that the interface is not represented sharply, but rather ‘diffuse’. For
some applications, e.g. simulation of fluid flow in blood vessels with an
interactively moving boundary, this property can be favourable [55,56].
Other methods have proposed to evaluate the finite-volume discretisa-
tion of the Navier–Stokes equations explicitly in cut cells, treating the cut
cells as deformed Cartesian cells. This approach was pursued by Dröge
and Verstappen [9,10] and later by Cheny and Botella [4]. The approaches
are similar, but the discretisation is different for the diffusion term and for
boundaries moving through the Cartesian grid. An attractive feature of
the approach of Cheny and Botella is that the discrete operators mimic the
energy and momentum conservation properties of their analytical coun-
terparts. The approach relies on, and is inspired by, the symmetry pre-
serving discretisation of Verstappen and Veldman [86]. Cheny and Botella
have dubbed their discretisation of the Navier-Stokes equations for two-
dimensional flow problems ‘LS-STAG’. The name of this approach derives
from the computational method (Level Set) used to represent the immersed
boundary on a STAGgered computational grid. In this thesis no level set
function is used, instead the relevant geometrical information is expressed
in cell volume/face/edge fractions that are open for fluid, as explained in
Section 3.1.
It should be noted that the cut-cell discretisation of the convective term
and the pressure gradient that has been presented in the previous section is
identical to the LS-STAG discretisation in case of non-moving boundaries.
Therefore only the LS-STAG approach to the discretisation of diffusive




Fig. 3.9: Types of possible cut cells in 2D.
fluxes in two dimensions will be presented here, which will be followed by
an extension to three-dimensional geometrical objects of which the surface
is always parallel to one of the principal coordinate axes.
3.2.1 The LS-STAG discretisation of diffusion
A boundary immersed in a 2-D computational cell is represented by a
straight line segment which is completely determined by the cell face aper-
tures. As can be observed from Figure 3.9 there are three types of cut cells
that can be distinguished. Each of these has four possible orientations,
giving a total amount of twelve possible cut cell configurations. Whereas
the convective term considers only the integration of momentum fluxes over
the control volume boundary, the computation of viscous fluxes involves the
discretisation of wall-shear stress at the immersed boundary. Therefore, the
discretisation of diffusion requires information regarding the orientation of
the solid body in the cut-cell, whereas the discretisation of the convective
term only requires cell-face apertures.
The presence of an immersed boundary gives rise to a deformation of
the momentum control volume, which is now not necessarily rectangular
any more. Some typical deformations are shown in Figure 3.10 and Figure
3.11. As a momentum control volume stretches out over two computational
grid cells, it is convenient to split a momentum control volume in a right






Fig. 3.10: Configuration of cut cells, exemplifying the discretisation of
the normal stresses in the western and eastern cells: ∂xu|w and ∂xu|e,
respectively.
part and a left part, and to discretise these parts separately. Note how this
definition/drawing of momentum control volumes continuously morph into
the different momentum control volumes, as pentagonal control volumes
morph into trapezoidal ones and trapezoidal ones morph into triangular
ones. This contrasts with the definition of control volumes as proposed by
Dröge et al. [9,10]. Nevertheless, the resulting discretisation is identical for
the acceleration, convection, and pressure gradient term, yet different for
the diffusion term.
Normal stress
The finite-volume discretisation of the diffusive term requires the evaluation
of the boundary integral at the right-hand side of eq. (3.21). In the mo-
mentum control volume, the normal stresses are discretised at cell centres,
whereas shear stresses are discretised on the vertices of the computational
grid. Like the pressure, the normal stress is positioned on the diagonal of
the stress tensor eq. (2.4). Therefore, the normal stresses are discretised
at computational cell centres, similar to the pressure.
Without loss of generality, consider the situation in Figure 3.10. Appli-
cation of Gauss’s divergence theorem
∫
Ω
∇ ·u dΩ =
∮
∂Ω
n ·u dS , (3.33)
to the western continuity cell Ωpw yields the equality












Fig. 3.11: Two examples of deformed u-momentum control volumes in
2-D cut cells. The positions at which the normal and shear stresses are











||Ωpw| = (Axcuc −Axwuw +Aynwvnw −Ayswvsw+
(Axw −Axc )ub − (Aynw −Aysw)vb
)
δy . (3.34)








cuc −Axwuw + (Axw −Axc )ub
|Ωpw|/ δyc , (3.35)
which can be simplified in the absence of moving boundaries (ub = 0).
Treating the normal stresses similar to the pressure yields the discretisation

















Which completes the normal stress discretisation for all cut-cell types.
Shear stress
The discretisation of the shear stress will be illustrated by the configurations
depicted in Figure 3.11. The shear stress contribution at the right-hand side
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The shear stresses are positioned at:
• the northern control volume boundary, where the control volume co-
incides with the immersed boundary, and
• the southern boundary where the shear stress position coincides with
a vertex of the computational grid.
These are the only two possibilities that can occur in 2-D. The gradient at





= uc − us1
2(Axc δyc +Axs δys)
, (3.38)












The shear stress discretisation additionally requires a choice for the
integration areas ∆Sn (the northern part of the control volume) and ∆Ss
(the southern part of the control volume). The southern shear stress is
integrated over ∆Ss = 12 (A
y
sw δxw +Ayse δxe) . The northern integration
area ∆Sn requires integration over the immersed boundary of the control
volume.
Cheny and Botella [4] have shown that it is possible to choose the inte-
gration areas in cut cells such that it is consistent with global conservation
of momentum. This requires the drag and lift forces exerted by the fluid
on the immersed boundary parts in cut-cells to be in agreement with the
choice of shear stress integration areas. This choice for the integration areas
in 2-D is illustrated in Figure 3.12.
The resulting discretisation retains a compact five-point stencil, in which
neighbouring fluid velocities carry an equal weight. The original symmetric
weakly diagonally dominant structure of −D is therefore preserved in the
cut-cell approach and the resulting discrete diffusion matrix D is symmet-
ric negative semi-definite, which ensures symmetry-preserving qualities, as
discussed in Section 3.1.7.





δx∆Sp = (1− 12Ayn) δx ∆Stri = 12Ays δx
Fig. 3.12: Left-halves of two-dimensional momentum control volumes
(red lines: dashed & solid) corresponding to the velocity component in-
dicated with an arrow. Boundary surface sections corresponding to the
immersed boundary integration areas are here explicitly marked by a solid
red line.
3.2.2 Quasi 3-D extension of LS-STAG
By virtue of dimensionality, the types of three-dimensional cut-cells that
can be generated by complex geometrical objects are fundamentally differ-
ent from, and substantially outnumber, those occurring in two dimensions.
Unfortunately, this hampers a direct extension of the two-dimensional LS-
STAG approach to three spatial dimensions. To simplify the exposition,
the discussion below will be restricted to cut cells that are cut parallel to
one of the principal axes of the Cartesian computational grid. A configu-
ration with a preferred spatial direction in this sense will be dubbed ‘quasi
three-dimensional’ or, shortly, quasi 3-D. A specific quasi 3-D cut-cell con-
figuration is shown in Figure 3.13, where the immersed boundary plane of
the geometry is chosen parallel to the z-axis.
Normal stress
The discretisation of normal stresses in three dimensions (also for non-
quasi-3-D cut cells) is a straightforward extension of the two-dimensional
case. Normal stresses are located at the centre of continuity control vol-
umes. In the absence of moving boundaries (ub = 0), the straightforward






|Ωpc | = ucAxc δyc δzc − ueAxe δyc δzc . (3.40)











Fig. 3.13: A possible quasi 3-D cut cell configuration.

















Axc δyc δzc . (3.41)
Substitution of eq. (3.40) into eq. (3.41) gives the discretisation of the
normal stresses in an arbitrarily cut computational cell. It holds for any
of the cut cells depicted in Figure 3.13, but also for cut cells in which the
immersed boundary plane is not parallel to one of the principal axes.
Shear stress
Consider the quasi 3-D cut-cell configuration depicted in Figure 3.13. The
immersed boundaries are parallel to the z-axis, which defines two categories
of deformed momentum control volumes in quasi 3-D. The first category
of control volumes belong to velocities that lie in the plane that is normal
to the preferred direction: the u and v components. For these velocity
components, shear stress discretisation is a straightforward extension of
the two-dimensional LS-STAG approach. The second category is formed
by the component that is aligned with the immersed boundary, for which
the shear stress discretisation is not a trivial extension of LS-STAG. Both
categories are discussed below.














Fig. 3.14: Control volume for the u momentum equation for the cut-cell
configuration under consideration. At the square  ∂u∂y is discretised, at
the circle ◦ ∂u∂z is discretised.
Shear stress discretisation of u momentum
As can be observed from Figure 3.14, the shear stresses in the u and v
control volumes are positioned either at the immersed boundary or at the
centres of the (open parts of) open cell edges.
For the u momentum control volume shown in Figure 3.14, the wall
shear stress ∂u∂y is discretised at the square . The circle ◦ indicates the
position at which the shear stress ∂u∂z is discretised: the centre of the open
cell edge.
Finite-volume discretisation of the shear stresses on the left (L) part of
the control volume entails the evaluation of
∮
∂ΩuL











Here yˆ and zˆ denote the unit vectors in y and z direction, respectively. The
discretisation of this expression is given by
46 Chapter 3. Numerical model
∮
∂ΩuL


















Using aperture information of the cell faces straightforwardly leads to the





= un − uc1
2A
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The integration areas in the left (L) half of the control volume are an
extension of the integration area used for the 2-D trapeziodal cut-cell and










c δxc δzc .
As the immersed boundary cuts the computational cells parallel to the z





= uu − uc1






= uc − ud1
2 ( δzc + δzd)
.










d δxc δyc ,
which are equal for quasi 3-D problems, as Azc = Azd .
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Shear stress discretisation of w momentum
The second category of deformed momentum control volumes occurring
in a quasi 3-D configuration concern components that are aligned with
the ‘extrusion’ direction of the immersed boundary surface: the w control
volumes. The derivatives in the shear stresses ∂w∂x and
∂w
∂y are not directed
parallel to the immersed boundary in the configuration of Figure 3.15.
















Fig. 3.15: Lower (left) half of a control volume for the wc momentum
equation discretisation. At the square  ∂w∂y is discretised, at the circle ◦
∂w
∂x is discretised, and at the triangle 4 ∂w∂nb is discretised.
The finite-volume discretisation of the diffusive term in the left half of
the wc control volume (∂ΩwL) amounts to the evaluation of the integral
∮
∂ΩwL













The (outward pointing) normal of the momentum control volume is denoted
by n while nb denotes the normal of the immersed boundary (pointing into
the solid and out of the momentum control volume boundary). The unit
vectors in x and y direction are denoted by xˆ and yˆ , respectively. The
integral terms are discretised at the positions indicated in Figure 3.15. The
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shear stresses ∂w∂x and
∂w
∂y are discretised at the centres of the open cell edges.









Fig. 3.16: Top view of the cell-face perpendicular to the w momentum
velocities (dots) for the cut-cell depicted in Figure 3.15.
Fluid shear stress The first two terms at the right-hand side of eq. (3.44)
are discretised in a similar way. The indicated positions of the neighbouring
w velocities show that in general the line connecting the two momentum
velocity components does not necessarily contain the staggered position
of the velocity gradient. Moreover, the line connecting the velocities (as-
suming that these are located in the barycentre of the open parts of the
cell faces) is not normal to the surface over which the shear stress will be
integrated.
Figure 3.16 shows the top view of the xy cell faces on which the momenta
wc and ws (pointing out of the paper) are defined. The discretisation that
is proposed here for ∂w∂y
∣∣∣
s
at the location of the  involves geometrical
information: the local grid sizes ( δxc , δyc , δys) , the edge aperture αs ,
and also the apertures Azc and Azs of the adjacent cell faces. More precisely,
this approach relies on the construction of a horizontal length scale Ly
from the open cell face fractions of the neighbouring control volumes and
the edge aperture length αs of the connecting cell face:
Ly =
1
2 (Azs δys +Azc δyc)
αs
. (3.45)
Taking this length scale to be characteristic of the separation of the adjacent
velocities, the shear stress is given by





= wc − ws
Ly
= 2αs
Azs δys +Azc δyc
(wc − ws) . (3.46)















The velocity gradients are given by eq. (3.46), and the integration areas in










c δxc δzc . (3.49)
Although the discretisation of the shear stress given by eq. (3.46) is
somewhat ad hoc, it satisfies three important criteria. First, in the limit of
cuts that are parallel to the yz-plane (Azc = Azs = αs , of which uncut cells





= wc − ws1
2 ( δyc + δys)
.
Secondly, the resulting discretisation of the shear stress is clearly sym-
metric, preserving the symmetry of the original discretisation of diffusion.
Finally, the computational stencil retains the efficient nearest-neighbours
(seven-point) structure in 3-D.
It should be noted that a recently proposed improvement by Portelenelle
et al. [60] extends the computational stencil to obtain a second-order ac-
curate discretisation of gradients in cut-cells of the kind referred to in eq.
(3.46) and depicted in Figure 3.16. They use a so-called diamond-cell tech-
nique [7].
Wall shear stress The final term in the integral eq. (3.44) is the wall-
normal derivative ∂w
∂nb
of the w velocity component: the wall-shear stress.
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The integration in eq. (3.44) runs over the part of the w control volume
that coincides with the immersed boundary.
Assuming a constant wall-normal velocity gradient at the immersed
boundary gives a constant wall-shear stress ∂w
∂nb
= τwρν . The wall-normal
velocity gradient due to the first off-wall momentum component, w , can be
computed from







where the wall-normal coordinate is denoted by h , the open part of the cut
cell-face is denoted by Sw and wb denotes the immersed boundary velocity.
For any cut cell face, an approximation of the wall-normal velocity


















where dib = 1Sw
∫
Sw
h dS is the distance of the barycentre of the cut cell
face to the immersed boundary. Note that this approximation is exact when
the assumption of a linear wall-normal velocity profile is true. Irrespective
of the accuracy of this approximation it serves to show the relationship
between the momentum flux through a cut cell-face and the local wall-
shear stress. For the three types of cut cell faces (see Figure 3.9), the
distance dib and the immersed boundary surface area can be expressed in
terms of the cell face apertures.
The resulting discretisation of the wall-shear stress contributes only to
the diagonal component of the diffusive matrix D, such that the symmetric
negative semi-definiteness of the matrix is preserved. Note that in some
configurations the fluid portion of a cut cell will become very small. Then
the associated distance towards the immersed boundary is very small, which
will introduce severe restrictions on the time step used in explicit time
integration. This issue is addressed in Section 3.4.2.
3.3 Free-surface boundary and the iVOF method 51
3.3 Free-surface boundary and the iVOF method
The foregoing sections have discussed the method for discretising the Navier-
Stokes equations in the presence of solid boundary conditions that are im-
mersed in a Cartesian computational grid. In this section, the techniques
for handling the free-surface boundary condition on a Cartesian computa-
tional grid will be discussed, as well as the advection and reconstruction of
the free surface itself.
Volume-of-Fluid methodology
The Volume-of-Fluid (VOF) function F s that has been introduced in Sec-
tion 3.1.1 indicates which fraction of the volume of a computational cell
is actually filled with fluid. Given the VOF function, the advection of the
free-surface is governed by the transport eq. (2.18) as
∂F s
∂t
+ u · ∇F s = 0 . (3.51)
The original formulation of the VOF method by Hirt and Nichols [25] es-
sentially uses this equation to integrate F s in time. The function F s can
then be used to make a simple piecewise linear reconstruction of the free
surface.
The displacement of fluid from one computational cell to the other is
formalised in terms of the so-called donor-acceptor approach. Depending
on the underlying velocity field, fluid is displaced through cell faces from
one cell to a neighbouring cell in the direction of the velocity. Fluxing in
more than one spatial dimension requires a special flux-splitting strategy to
prevent the fluxing of the same fluid-volume in different spatial dimensions.
Individual one-dimensional fluxes are computed for each spatial dimension
and two updates of the volume displacements in the other directions are
necessary. When the fluxes of all permutations have been established, an
average over the permutations gives an effectively symmetric fluid displace-
ment [94].
Improved VOF: local height function
A major problem of the original VOF method is the possible occurrence
of over-filling or under-filling of a computational cell, i.e. F s > F b or
F s < 0. In the method proposed by Hirt and Nichols [25] the volume






Fig. 3.17: The VOF function values associated to the shown free surface
configuration (left) and the associated local height function defined on the
two-dimensional 3-by-3 stencil around the center cell.
fraction function of each cell is rounded in order to prevent violation of the
boundedness condition 0 ≤ F s ≤ F b . This entails that if F s < 0 then it
is set to 0, and if F s > F b then it is set to F s = F b . Consequently, this
approach suffers from an undesirable violation of mass conservation.
Another problem is that free-surface advection is restricted to cell-by-
cell fluxing, without regard for the actual orientation of the free surface.
This makes it possible that individual computational cells become erro-
neously filled, resulting in artificial formation of individual droplets that
are disconnected from the free surface. This undesirable phenomenon is
known as flotsam or jetsam [30].
Introducing a local height function, as illustrated in Figure 3.17, to
keep track of the sum of the VOF functions in the direction normal to the
‘main’ orientation of the free surface alleviates the problem significantly.
Rather than using cell-by-cell fluxing between individual computational
cells, the local height function is used in the computation of fluxes across
the cell boundary of the central cell. The local height function can moreover
be used to compress the fluid level in a column when artificial droplets
are about to be formed. The resulting improved VOF (iVOF) method
reduces the unphysical disconnection of individual droplets from the free-
surface significantly and ensures that the mass loss due to round-off errors
is negligible [30].















Fig. 3.18: (a): interpolation of the pressure boundary condition pS from
the pressure at the free-surface pfs and the pressure inside the fluid pF ;
(b): interpolated SE-velocities imply a value for the boundary condition:
the EE-velocity
3.3.1 Reconstruction
As noted before, the VOF method of Hirt and Nichols [25] only involves
a simple explicit reconstruction of the free surface. If the exact location
of the free surface is important, however, an appropriate reconstruction is
required. The method that is employed here is a piecewise-linear-interface-
construction (PLIC) that goes back to Youngs [94]. Variants and proposed
improvements in the fluxing strategy, as well as the free-surface reconstruc-
tion for the iVoF method, are discussed by Düz’s [11] in detail.
3.3.2 Free-surface boundary conditions
At the free surface, boundary conditions have to be prescribed for pressure
and velocity fields. The boundary conditions in analytical form are given
by the equations for the normal boundary condition eq. (2.19), and the
tangential boundary condition eq. (2.20).
Pressure boundary condition
The pressure boundary condition follows from the normal free-surface con-
dition eq. (2.19). Neglecting viscous effects gives the pressure at the free
surface as
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pfs = p0 − σκ . (3.52)
The curvature κ can be computed from the local height function, as de-
scribed in [18, 30]. As before, p0 denotes the atmospheric pressure. The
pressure in the surface cell in Figure 3.18 relates to the pressure at the free
surface as
pS = (1− β)pF + βpfs , (3.53)
where β = h/d .
Velocity boundary condition
Around the free surface, three types of velocity components exist, which
can be classified by the labels of the respective neighbouring computational
cells, as described in Section 3.1.1. The velocity components for which the
momentum equation is solved are the FF, FS, and SS velocity components.
Velocity components between an S- and an E-cell, called SE velocities, are
extrapolated from the interior velocity field. This procedure is accurate,
unless there has been a label change from S or E in the previous time step to
F in the new time step. That change of label implies that on the new time
level a momentum equation will have to be solved for a velocity field that in
general does not satisfy mass conservation. Therefore, in the new time step
an unphysical pressure peak can occur, resulting from the locally violated
mass-conservation condition. This pressure peak will be felt throughout
the entire computational domain. Therefore, if the indicated label-switch
occurs, the SE velocity is chosen such that mass conservation is ensured in
the F-cell that was an S- or E-cell in the previous time step.
The EE velocities, which serve as a boundary condition for the velocity
components for which the momentum equation has to be solved, are deter-
mined from the tangential free-surface boundary condition eq. (2.20). If
the boundary condition is evaluated in the xy-plane (see Figure 3.18) with






+ ve − vw
δx
)
= 0 . (3.54)
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Depending on the plane in which the SS and EE velocities and the two SE
velocities are defined, the EE velocity is computed from this condition in
the respective plane. If there is more than one plane in which SS velocities
are present, an average has to be taken. Details regarding the averaging
procedure can be found in [18].
3.4 Temporal discretisation and solution method
The numerical solution of the unsteady semi-discrete Navier-Stokes equa-
tions (3.4) and (3.5) requires the time integration of these equations. If
the semi-discrete equation dφdt = f(φ) is discretised explicitly in time, the
solution at the new time level, φ(n+1), is written in terms of the solution
at the previous time level/levels φ(n). The forward Euler method gives the
solution at the new time level as





to first-order accuracy in terms of the time step.
A second-order accurate method, which has additional beneficial sta-
bility properties, is the Adams-Bashforth time integration scheme given
by








For brevity of discussion, only the forward Euler method will be discussed
in the solution method below. Details regarding the Adams-Bashforth time
integration can be found in [90].
3.4.1 Solution method
The solution method entails the combination of explicit time integration of
the momentum equation and the enforcement of incompressibility on the
solution at the new time level. In the incompressible flow case, the role of
the pressure field is that of a Lagrange multiplier enforcing a divergence-free
velocity field at the new time level. In short, this means that the following
set of discrete equations is solved
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= −C(u(n)h )u(n)h + νD u(n)h −
1
ρ
Gp(n+1)h + Fh . (3.58)
In the algorithm, first the auxiliary vector field u˜h is computed from
the velocity field at the old time level, i.e.




−C(u(n)h )u(n)h + νD u(n)h + Fh
)
. (3.59)
Enforcing discrete conservation of mass through the pressure gradient means
that the following should hold:







≡ 0 . (3.60)
This requirement yields a discrete equivalent of the Poisson eq. (2.8) for




Gp(n+1)h = M u˜h . (3.61)
The resulting discrete Poisson system of equations can be solved with a
linear solver. The simulations presented in this thesis have been obtained
using the Bi-CGSTAB solver using an incomplete LU factorization as a
preconditioner [65,69,81].
Adding the gradient of pressure field p(n+1)h to the auxiliary velocity
field gives the divergence-free velocity field at the new time level:





The stability of the spatial discretisation is investigated by considering the
evolution of the kinetic energy, being the L2-norm of the velocity field. The
stability of the time-integration method is investigated for the convective
and the diffusive term separately.
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Evolution of kinetic energy














h ρΩh uh . (3.63)






























Tuh − uTh ρFh . (3.64)
The skew-symmetry of the convective operator implies a zero contribution
to the evolution of the kinetic energy. The adjointness relation G = −MT
and conservation of mass imply a zero contribution from the pressure term
as well. The symmetric negative semi-definite term (DT +D) ensures that
the discretisation of diffusion only dissipates kinetic energy. The spatial
discretisation is therefore unconditionally stable in the energy-norm when
no external forcing is present. In the presence of the gravitational force
ρFh = ρgGzh, the external force term yields uTh ρFh = uTh (Gρgzh) . This
contribution is zero by the adjointness relation that holds between G and
M and mass conservation.
Time-integration stability: convective limit
The convective time-integration limit of an uncut computational cell is
given by the CFL condition [8], which relates the stable time step to the




An upper bound for the eigenvalues of the convective matrix Ω−1h C(uh)
can be found using Gershgorin circles [20]. Taking U to denote the largest
velocity component in absolute sense that appears in the velocity field, the
norm of the (purely imaginary) eigenvalues λC of the convective matrix are
bounded by
∣∣λC∣∣ < U ( 1δx + 1δy + 1δz) , as shown in [10].
58 Chapter 3. Numerical model
In the absence of moving bodies, the criterion also holds for cut cells,
which can be proven in 2-D (see [10] and [30]). Although the proof of
this result cannot be extended to three spatial dimensions, in practice the
stability does not seem to be compromised.
Time-integration stability: diffusive limit
In one dimension, the diffusive limit for the time step δt for a stable time
integration is given by δt ≤ h22ν , where h denotes the grid spacing. In











For turbulent flows characterized by high Reynolds numbers (typically the
case in offshore applications), only for very fine grids the quotient 1
h2 will
become large enough to make the diffusive time step limit more restrictive
than the convective limit.
Relaxing time-integration stability limit in small cut cells
The discretisation of the diffusive term in small cut-cells might yield division
by very small distances in the computation of the wall-shear stress, as
discussed in Section 3.2.2. This may give rise to a seriously more restrictive
diffusive limit than in the uncut case, as the division by small distances
gives rise to an amplification of some of the diagonal terms of the diffusion
matrix.
In order to prevent time integration instabilities that arise from this
dominating diagonal part of the diffusion matrix, the solution method
will be reformulated for the velocity components in the problematic cut-
cells. The wall-shear stress appears only on the diagonal of the diffusion
matrix. The strategy followed here is to denote the ‘problematic’ veloc-
ity components as the vector u′h, and the diffusive matrix D is split as
D = Dexp + Dimp, where Dimp contains the large wall-shear stress con-
tributions to the diagonal, corresponding to the velocity components u′h.
Note that the matrix Dexp is still symmetric and negative semi-definite, as
the splitting does not affect its weak diagonal dominance.
In the solution method for the elements u′h in Section 3.4.1, the auxiliary
velocity u˜′h reads




−C(u(n)h )u′h(n) + νDexp u′h(n) + F(n)h
)
, (3.67)











The Poisson equation follows from inverting the diagonal matrix on the






= −M (1− δtΩ−1h νDimp)−1 Ω−1h Gp(n+1)h .
(3.69)
Therefore, to obtain the corrected velocity field on the new time level, the










Hagen-Poiseuille flow (sometimes called ‘pipe flow’) is an example of a
three-dimensional flow that is dominated by viscous wall-shear stress. There-
fore it serves as an adequate test case for the quasi 3-D discretisation of wall
shear stress that has been outlined in Section 3.2.2. In this test case the
cylinder axis is aligned with the z-direction. Periodic boundary conditions
for pressure and velocity and a constant pressure gradient are imposed in
the z-direction. A no-slip boundary condition is imposed at the immersed
boundary. The analytical solution, a laminar velocity profile, will serve
both as the initial condition and as reference solution.
The cylinder has a unit radius R = 1.0 m, and the fluid has a dynamic
viscosity ν = 2 · 10−3 m2/s and a mean velocity of Uavg = 1.0 m/s . The
constant pressure gradient is given by the pressure drop from ∆p over a





= 128 ν Uavg
R2
. (3.71)





Fig. 3.19: Boundaries and initial so-
lution for Hagen-Poiseuille flow through
a straight pipe aligned with the z-axis.
No-slip boundary conditions apply at the
cylinder walls, periodic boundary condi-
tions apply at top and bottom bound-
aries, and a constant pressure gradient is
applied in z-direction.
The pipe length chosen here was
L = 2R = 2.0 m. The solution for
the velocity field can be expressed










The associated Reynolds number of
the flow, based on the diameter of
the cylinder, is ReD = 2UavgR/ν =
1000.
All simulations were started
from the analytical Hagen-Poiseuille
solution and the solutions were in-
tegrated in time until a steady state
numerical solution was reached.
To study the grid convergence
properties of the quasi 3-D im-
mersed boundary method, the grid was refined in x and y direction. The
results for two considered discretisation strategies are given in Figure 3.20.
The strategy indicated by ‘q3D’ denotes the quasi 3-D discretisation of vis-
cous fluxes that has been outlined in Section 3.2.2, whereas ‘s.c.’ denotes
the discretisation of viscous fluxes using a staircase approximation of the
geometry. It should be noted that the other terms in the Navier-Stokes
equations (convection, pressure gradient) have been discretised as in the
LS-STAG method. The differences between the numerical solutions are
therefore attributable only to the difference in discretisation of the viscous
wall-shear stresses.
Both discretisation methods are seen to exhibit first-order convergence
behaviour in the INF-norm and second-order convergence in the 2-norm.
The error of the quasi-3-D method is consistently lower than the error of the
staircase discretisation. Considering that the choice for the discretisation
of derivatives ∂w∂x and
∂w
∂y is somewhat ad hoc, the significant improvement
of the discretisation error is noteworthy.


















Fig. 3.20: Error norms for staircase method (s.c.) and quasi 3-D (q3D)
immersed boundary method discretisation of viscous fluxes for the simu-
lated Hagen-Poiseuille flow at ReD = 1000 through a straight pipe aligned
with the z-axis.
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(a) full domain and grid (b) zoom of grid near cylinder
Fig. 3.21: Computational grid covering the domain that was used for
computing the flow around a circular cylinder at ReD = 3, 900. The red
grid lines show the base (coarsest) computational grid C0, which covers
the region in which the circular cylinder is contained, i.e. the xy-interval
[−0.5, 0.5]× [−0.5, 0.5], with 50× 50 grid points and has a maximal grid
size of 0.25 near the edges of the computational domain. The blue dashed
lines indicate the positions of grid refinement zone interfaces.
3.6 Flow around a circular cylinder at ReD = 3, 900
The immersed boundary method outlined in Section 3.1 and Section 3.2
above is tested for the flow around a (circular) cylinder at a Reynolds
number of 3,900. This test case has been considered before by e.g. Dröge
[9,10] to assess the performance of his cut-cell immersed-boundary method.
3.6.1 Domain and grid
The computational domain for the simulation is [−5, 15] × [−8, 8] × [0, pi],
with a circular cylinder of radius 0.5 placed in the origin of the xy-plane
and with its axis aligned with the span-wise z direction. Compared to the
computational domain that has been used by Dröge, the one used here is
smaller in the stream-wise direction.
The base grid C0 covers the computational domain with 194× 184× 16
computational cells. In the xy-plane the grid is uniform in the interval
[−0.5, 0.5] × [−0.5, 0.5] and stretched towards the boundaries of the com-
putational domain. The stretching factor on the base grid does not exceed
1.0496. A locally higher grid resolution is achieved through the definition
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of refinement zones in which the computational grid is refined by a ratio
2×2×2 with respect to the coarser grid on which the zone is defined. Where
the computational grid is stretched, the refined grids are also stretched, but
now by a factor that is the square root of the stretching factor on the coarser
refinement level. Please note that irrespective of the number of refinement
zones that are defined, the number of grid points in z-direction along the
cylinder surface is kept constant at 16, see Table 3.2. It is noted that the
time series generated for the simulations on grid C3 were too short to give
properly converged values for all quantities, and only the instantaneous ve-
locity and vorticity fields (Figure 3.22) and the skin-friction factor averaged
over the initial vortex shedding cycles (Figure 3.23a) are given for this grid.
The local grid refinement method is due to the PhD work of Van der
Plas [80], which concerned the implementation of the local grid refinement
method in ComFLOW.
At the inflow boundary x = −5, a Dirichlet boundary condition is
imposed for the velocity (u = 1, v = w = 0) and a Neumann boundary
condition is adopted for the pressure ( ∂p∂n = 0). At the outflow boundary,
a Neumann boundary condition is imposed for the velocity (∂u∂n = 0) and
a Dirichlet boundary condition is imposed for the pressure (p = 0). At
the side boundaries (y = ±8) free-slip boundary conditions are imposed for
the velocity, i.e. the normal components of the velocity are zero, v = 0,








∂y = 0. Periodic boundary conditions for velocity
and pressure are imposed at the boundaries z = 0 and z = pi.
grid C0 C1 C2 C3
nx × ny on [−0.5, 0.5]2 50× 50 100× 100 200× 200 400× 400
∆x,∆y at cylinder surface 0.02 0.01 0.005 0.0025
refinement zones active - R1 R1, R2 R1, R2, R3
# grid points in z-dir.:
– at cyl. surface 16 16 16 16
– on base grid 16 8 4 2
Table 3.2: Characteristics of the computational grids on which the flow
around a circular cylinder at Reynolds number 3,900 has been simulated.
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Fig. 3.22: Instantaneous stream-wise velocity component (top, in m/s)
and span-wise vorticity component (bottom in 1/ s) at three different
heights around the circular cylinder at ReD = 3, 900 as simulated on grid
C3. The visualisations illustrate the velocity field before (left, t = 4 s)
and after (right, t = 17 s) transition to turbulence in the wake region has
taken place.
3.6.2 Quantities of interest
The velocity field is initialised to a uniform velocity field with a divergence-
free non-symmetric perturbation. Shortly after the start of the simulation,
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the flow around the cylinder displays vortex shedding and turbulent fluid
motion. Quantities are normalised using the free-stream velocity U∞, which
is ideally equal to the inflow velocity, but may be adjusted to take block-
age effects into account. Following the approach of Dröge [9], blockage
effects are taken into account by determining U∞ as the average u-velocity
halfway between cylinder and stream-wise domain boundaries on the finest
computational grid, which gives U∞ = 1.077 here. After a transient period
of about t = 30U∞/D, statistics are recorded until t = 120U∞/D, which
corresponds to about 20 vortex shedding cycles. Averages are taken over
time and over the span-wise (z) direction.







where ρ denotes the mass-density (being unity) and p denotes the pres-
sure computed in the cell centres of the grid cells containing the immersed
cylinder boundary. No interpolation towards the immersed boundary sur-
face is performed: the pressure is taken to be piecewise constant over the
computational cell volume.
The skin-friction coefficient is defined as the non-dimensionalised nor-
mal component of the gradient of the wall-tangential velocity component,
i.e.





where n is the wall-normal, t the wall-tangential unit vector, and D denotes
the diameter of the cylinder. In terms of normal and shear stresses that are
determined in cut cells, the skin friction can be written in terms of velocity
























using the fact that the tangential vector is given by t = (−ny, nx) and
that the no-slip condition applies to the velocity at the cylinder surface
boundary.
Both skin-friction and pressure coefficients are plotted as a function of
the angle θ measured from the base of the cylinder, i.e. θ(x = −0.5, y =
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0) = 0◦ and θ(x = 0, y = ±0.5) = 90◦. The separation angle θsep is defined
as the first zero-crossing of the skin-friction coefficient as a function of θ.







where Fx is the x-component of the hydrodynamic force (pressure and
viscous stresses) acting on the cylinder surface and A the normal surface
area of the cylinder. The lift coefficient Cl is trivially obtained by replacing







The statistics of the drag and lift coefficients, the Strouhal frequency
fStrouhal, defined as the main shedding frequency of the lift coefficient, and
the separation angle are presented in Table 3.3. The last two columns of
this table show two quantities that give a good measure of the average
velocity field in the wake of the cylinder: the mean recirculation length `R
and the minimal average stream-wise velocity in the wake of the cylinder.
The mean recirculation length is determined as the stream-wise distance
from the centre of the cylinder for which the average stream-wise velocity
profile recovers to zero.
3.6.3 Results
The pressure coefficient profiles of the simulations of the flow around a cir-
cular cylinder presented here show a good agreement with the DNS and
LES studies on the finer computational grids, as shown in Figure 3.23b.
The oscillations that are present in the pressure profile on the coarser grids
are almost fully resolved on the finest grid. On the finest computational
grid, the pressure coefficient at the downstream part of the cylinder is lower
than in the reference experimental and LES/DNS studies. This explains
the over-prediction of the drag coefficient on the finest grid as shown in Ta-
ble 3.3. A lower pressure at the downstream side of the cylinder surface is
an indication that the resolution in span-wise direction may be insufficient.
This was explicitly observed by Dröge [9] who compared DNS computa-
tions with both 4 and 32 grid nodes in the (Fourier transformed) span-wise
direction. It was concluded that the latter amount of grid points was suffi-
cient to reproduce a correct pressure profile. Apparently, the 16 grid nodes
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DNS Dröge (2007) [9]
DNS Ma et al. (2000) [44]
Exp. Son et al. (1969) [71]
(a) Skin-friction plot.













LES Kravchenko et al. (2000) [32]
DNS Ma et al. (2000) [44]
LES Park et al. (2004) [53]
(b) Pressure coefficient plot.
Fig. 3.23: Skin-friction and pressure coefficient plots for the circular
cylinder at ReD = 3, 900. Simulations with the quasi-3-D LS-STAG
method on three grids (C0, C1, C2) are compared to the DNS, LES and
experimental results indicated in the plot legends. The skin friction ob-
tained on grid C3 was obtained by averaging over the initial shedding
cycles only.
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in the span-wise direction that have been used in the current study are
insufficient to capture the relevant span-wise dynamical modes in physical
space.
The skin-friction coefficient profile as shown in Figure 3.23a suffers from
more severe oscillations, which are observed also on the finest computa-
tional grid. The higher peaks in the profile are associated with cut cells
that have a small relative fluid-accessible volume. The associated oscilla-




∂y which are defined in the barycentres of computational cut cells, as
for the pressure. In our approach, the skin-friction coefficients has been de-
termined directly from the velocity gradients as computed in the LS-STAG
algorithm for cut-cells. As the computation of the normal stresses requires
a division of the squared cell face apertures by the volume fraction, the
discretisation may be inaccurate in the smallest cut-cells. The oscillations
in the skin-friction profile are seen to significantly reduce if the computa-
tional grid is refined and the simulations are converging to the reference
solutions.
It is noted that the DNS by Dröge [9] was performed using a computa-
tional grid that had computational cell size 2.8 · 10−3×2.8 · 10−3×9.8 · 10−2
at the cylinder surface, whereas here the smallest computational cell on grid
C2 measures 5.0 · 10−3 × 5.0 · 10−3 × 0.196. Results of the DNS of Ma et
al. [44] that are shown for comparison were obtained on an unstructured
grid, using 902 triangular elements to resolve the cylinder surface, and
128 grid nodes in the homogeneous Fourier-transformed span-wise direc-
tion that measures 2pi (Case I). The resulting computational grid effective
measures 3.48 · 10−3 in the stream-wise/cross-flow plane and 4.91 · 10−2 in
the span-wise direction.
Other global flow statistics are presented in Table 3.3. The Strouhal os-
cillation frequency, here determined as being the dominant frequency in the
Fourier transform of the lift coefficient time trace, is seen to be predicted
well on all grids. The separation angle is seen to converge to a value not too
far from the values that have been observed in other studies. The statistics
of the mean velocity profile in the wake of the cylinder are summarised by
the mean recirculation length and the minimal mean stream-wise velocity.
The latter is predicted well on the finer grids, whereas the mean recircula-
tion length on the finest grid is deviates from the considered other studies.
It is seen, however, that the scatter in the LES predicted and experimen-
tally determined recirculation length is quite large as well (although it is
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typically an overestimate).
It is noted that the influence of the grid refinement interfaces has not
been assessed for this specific simulation study, as the purpose of using re-
finement zones is precisely to keep the simulations tractable. The interface
between refinement zones R2 and R1 is placed 3.0D downstream from the
cylinder and the average recirculation length is about 1.0D. As a general
rule, when velocity gradients are not too large, the refinement interface will
not disturb the velocity field too much. Considering the distance from the
cylinder surface, the placement of the refinement interface is not expected
to disturb the flow in the near-cylinder wake too much.
In conclusion, it is observed that when the flow around a circular cylin-
der is simulated using a grid with 16 nodes in the transversal direction, the
skin-friction and pressure coefficient for the three-dimensional flow problem
are already reproduced well. Only in the near-cylinder wake, the simula-
tions are seen to suffer from two-dimensional effects. Refinement in the
transversal direction should help to capture the relevant dynamics in that
direction.
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CRMSlift < Cdrag > fStrouhal θsep `R Umin
- 0.98 0.210 85◦ 1.19
experiments - – – – – -0.24
- 0.99 0.215 86◦ 1.33
- 0.98 0.203 84.8◦ 1.09 -0.24
LES studies - – – – – –
- 1.08 0.218 88.1◦ 1.64 -0.37
DNS Ma [44] - 0.96 0.203 89.1◦ 1.12 -
DNS Dröge [9]:
(nz = 32) - 1.01 0.210 87.7◦ 1.26 -0.32
(nz = 4) - 1.13 0.180 88.5◦ 1.05 -0.30
C0 0.47 0.97 0.212 112.6◦ 0.79 -0.23
C1 0.33 1.06 0.200 93.3◦ 1.01 -0.31
C2 0.42 1.13 0.212 90.3◦ 0.85 -0.30
Table 3.3: Comparison of global flow variables for the flow around a
circular cylinder at ReD = 3, 900: RMS lift coefficient fluctuation, mean
drag coefficient, Strouhal frequency, separation angle, mean length of the
recirculation area along the centreline, and the minimal average stream-
wise velocity component are provided in the respective columns. Experi-
mental, LES and DNS studies that have been presented in Dröge [9] are
summarised and compared with the quasi-3-D LS-STAG method on three
grids (C0, C1, C2).
chapter 4
Modelling turbulent flows
A high Reynolds-number flow contains a wide range of dynamically sig-
nificant scales. This phenomenological fact poses a challenge to accurate
simulations of these flows. In practice, the minimum resolvable length scale
in turbulent flow simulations is determined by the smallest (local) compu-
tational grid size used in the simulation. Computing turbulent flows for
which a DNS is too computationally demanding requires a short cut in the
form of a turbulence model.
More precisely, a turbulence model should provide consistency between
the resolution determined by the grid size and the resolution required by
the modified equations of motion. Three concepts are important in the
discussion of turbulence models.
1. Scale truncation. Turbulence models should guarantee that the equa-
tions of motion do not admit the existence of dynamically significant
scales of motion that cannot be resolved on the computational grid.
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2. Scale separation. It is deemed desirable that a turbulence model
closes the equations of motion a priori for dynamically significant
interactions across a length scale that are resolvable on the compu-
tational grid, given the numerical discretisation of the equations of
motion.
A finite-volume discretisation of the Navier-Stokes equations, such as
the one discussed in Chapter 3, is already a way of restraining the dynamics
to grid scales of motion. This is exemplified by Schumann’s interpretation
of the finite-volume discretisation [67]. However, this approach does not a
priori restrain dynamically significant interactions across the grid scale.
From a phenomenological perspective, turbulence models should pro-
vide a model for the forward energy cascade. If, in the absence of a tur-
bulence model, the dissipative range is not resolved in a simulation, the
forward energy cascade is abruptly stopped at the grid scale. If the dis-
cretisation scheme has energy-conserving properties, energy that would be
transported to smaller scales of motion on a finer grid, will not be re-
moved from the solution on a coarse grid. The energy is then ‘trapped’ on
the coarse grid, which leads to an excess of energy typically concentrated
around the tail of the energy spectrum. Therefore, it seems a reasonable
demand that whenever the equations of motion lead to creation of sub-filter
scale energy, the turbulence model should dissipate this energy from the so-
lution. This will serve as a third principle in our discussion of turbulence
models:
3. Dissipation of sub-filter energy. The turbulence model should dissi-
pate the kinetic energy that be will be transferred to sub-filter scales
of motion.
Note the use of the term sub-filter to indicate that the length scales that
need to be dissipated are typically larger than the grid size. This issue will
be discussed later.
It can be seen that if a simulation initially has no sub-filter energy, and
the filter length-scale can be represented on the computational grid, then a
proper sub-filter dissipation model implies scale truncation as well as scale
separation.
In this chapter, several approaches to turbulence modelling will be pre-
sented. An outline of the Reynolds averaged Navier–Stokes (RaNS) equa-
tions will be followed by a discussion of Large Eddy Simulation (LES)
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models. In Section 4.3 a class of minimum-dissipation eddy-viscosity mod-
els satisfying the three principles outlined above will be discussed. The
good performance of these models will be verified for canonical test cases,
of homogeneous decaying turbulence in Section 4.6, turbulent channel flow
in Section 4.7, and for the turbulent flow around a square cylinder in Section
4.8.
4.1 Reynolds-averaged Navier–Stokes equations
The Reynolds average of the velocity field u is defined as the time-average




u(x, τ) dτ , (4.1)
where T is taken to be large with respect to the time scale associated to the
temporal fluctuations in the velocity field, which makes T is a characteristic
time-scale of the global evolution of the flow. The fluctuation of the velocity
field is defined as
u′(x, t) ≡ u(x, t)− 〈u(x, t)〉 . (4.2)
The operator that defines the average in eq. (4.1) is called a Reynolds
operator if 〈〈u〉〉 = 〈u〉, giving 〈u′〉 = 0 [66]. Assuming that the Reynolds
averaging operation commutes with the time derivative and spatial deriva-




+ 〈C(u)u〉+D 〈u〉+ 1
ρ
∇〈p〉 = 0 . (4.3)
The convective term can be written as
〈C(u)u〉 = ∇ · 〈u⊗ u〉 = ∇ · (〈u〉 ⊗ 〈u〉+ 〈u′ ⊗ u′〉) , (4.4)
where the property 〈f〈g〉〉 = 〈f〉〈g〉 has been used. The decomposition
of the convective term reveals that the mean of the product of velocity
fluctuations is the only term that cannot be expressed in terms of mean
velocities. This product of velocity field fluctuations defines the Reynolds
stress tensor
R ≡ 〈u′ ⊗ u′〉 . (4.5)
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The problem of finding an appropriate extra equation for the Reynolds
stress tensor is known as the closure problem. The adequate modelling of
the Reynolds stresses is regarded to be aim of turbulence modelling.




+ C (〈u〉) 〈u〉+D 〈u〉+ 1
ρ
∇〈p〉+∇ ·R = 0 . (4.6)
4.1.1 Turbulent-viscosity models
From the perspective of averaging the flow field, the effect of the fluctua-
tions may be regarded as a random redistribution of momentum. Although
turbulent fluctuations are highly anisotropic, the averaged effect may be
considered isotropic, depending on the flow problem. These considerations
motivate why the presence of small turbulent scales are generally modelled
as an increased diffusivity, which can be realised through a locally enhanced
viscosity. This idea lies at the core of the turbulent viscosity hypothesis.
Turbulence models that are based on the turbulent-viscosity hypothesis
are characterized by the assumption that the traceless part of the Reynolds
stress tensor R− 13 Tr (R) 13×3 depends on the mean velocity gradient∇〈u〉 ,
similar to the shear stress in the Navier-Stokes equations. In turbulent-
viscosity models, the traceless part of the Reynolds tensor is associated
with the rate-of-strain tensor of the mean flow. Using the definition of the
rate-of-strain tensor S as in eq. (2.4) gives the Reynolds tensor as
R− 13 Tr (R) 13×3 = −2νtS (〈u〉) . (4.7)
where the turbulent viscosity, denoted by νt , has been introduced, which
requires further modelling.
The trace of the Reynolds stress tensor is a gradient term similar to
the pressure and is usually not specified, but absorbed into the physical
pressure. One might replace the pressure gradient term in eq. (4.3) as
〈p〉 → p˜ = 〈p〉+ Tr (R) . (4.8)
The turbulent-viscosity hypothesis is widely used as a turbulence mod-
elling approach. This is the case for models belonging to the class of
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Reynolds averages Navier-Stokes (RaNS) models, of which the k-ε and k-ω
models are well-known examples, but also for large-eddy simulation models
that will be discussed in Section 4.2. The hypothesis has proven fruitful
for a number of turbulent flows, especially simple shear flows for which
non-local effects on the turbulent flow are less important than local effects
due to the mean flow [58].
To illustrate the dependency of the turbulent viscosity νt on physical
flow variables, consider the k-ε model. In this model, (ad hoc) equations of
motion for the evolution of the turbulent kinetic energy k = Tr 〈u′ ⊗ u′〉 ,
and the turbulent kinetic energy dissipation rate ε are added to the RaNS
equations. The k-ε model is implemented in most commercial computa-
tional fluid dynamics (CFD) codes. For free shear flows, the results of the
(tuned) model are accurate and the computational costs are low. For more
complicated flows, however, the k-ε model does in general not produce sat-
isfactory results. In fact, the more inhomogeneities and anisotropies are
present in the flow, the less accurate the computed solutions tend to be.
Improving the performance of the model can only be brought about by
changing the model equations for k and ε. The non-universality of the
model equations is a rather unattractive property of this RaNS approach.
These considerations are corroborated by various experiments and numer-
ical simulations of flows using the RaNS k-ε model, see e.g. [58] for such
examples.
4.2 Large eddy simulation (LES)
An approach that, in some respects, is similar to the Reynolds averaging
of the Navier–Stokes equations is the so-called large-eddy simulation (LES)
approach. The goal of large eddy simulations of turbulent flow is to sim-
ulate the instantaneous dynamics of the larger flow structures that can be
resolved on the computational grid. The effect of the presence of unresolv-
able structures on resolvable structures is modelled by LES models.
In a computational context, the cut-off length scale ∆ defines what will
be the smallest resolvable structure, which is typically of the order of the
local computational grid size h. Flow details smaller than the filter length
scale ∆¯ are averaged out through a spatial filtering operation. Formally,
given a physical quantity φ, its filtered or resolved part will be denoted by
φ¯ and is defined by the convolution product




φ(x′, t)G(x− x′) dx′ , (4.9)
where integration ranges over the spatial domain Ω∆¯ [66]. The convolution
kernel G is called the filter. The difference φ′ ≡ φ− φ¯ will be referred to as
the unresolved part of φ or the sub-filter fluctuation.
Application of the filter to the velocity field u yields the filtered velocity
field u¯ from which the unresolved details < ∆¯ are removed. Filtering
the mass and momentum conservation equations eq. (2.5) and eq. (2.9)
with a filter that commutes with the differential operators gives rise to the
respective equations for conservation of mass and momentum:
∇ · u¯ = 0 , (4.10)
∂tu¯+ C(u)u+D(u¯) + 1
ρ
∇p¯ = 0 . (4.11)
To solve for the filtered velocity field u¯, the non-linear convective term
∇ ·u⊗ u needs to be modelled in terms of the filtered velocity field u¯ . The
sub-filter tensor τ , defined as
τ ≡ u⊗ u− u¯⊗ u¯ , (4.12)
is the LES equivalent of the Reynolds stress tensor eq. (4.5). The filtered
momentum eq. (4.11) can be rewritten as
∂tu¯+∇ (u¯⊗ u¯)− ν ∇2u¯+ 1
ρ
∇p¯+∇ · τ(u¯) = 0 . (4.13)
The sub-filter tensor τ models the interactions of sub-filter scales with re-
solved scales in terms of the resolvable velocity field, i.e. τ = τ(u¯) . For the
proposed turbulence model to be consistent, the model should prevent sub-
filter scales of motion to become dynamically significant, i.e. the energy of
these scales should decay exponentially in time.
Eddy-viscosity models describe the effect of sub-filter scales on the re-
solved scales as a locally increased diffusivity of the flow. It is therefore
the counterpart of the RaNS turbulent-viscosity model eq. (4.7). An eddy-
viscosity model gives the anisotropic part of the sub-filter tensor as propor-
tional to the filtered rate-of-strain tensor S(u¯) , i.e.
τ − 13 Tr (τ) 13×3 = −2νedS(u¯) , (4.14)
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where νed is dubbed the eddy viscosity, which requires further modelling.
4.2.1 The Smagorinsky model
The archetype of eddy-viscosity LES models is the Smagorinsky model,
first formulated in 1963 by Joseph Smagorinsky [70]. The Smagorinsky
eddy viscosity is assumed to be proportional to the local rate of strain in
the fluid and is obtained by multiplying the characteristic stress S(u¯) : S(u¯)
with a turbulent mixing length or filter length [58]. The characteristic stress
is identical to the second invariant of the rate-of-strain tensor
q(u¯) = S(u¯) : S(u¯) .






where CS denotes the Smagorinsky coefficient, which has a value in the
range of 0.1 – 0.18, depending on the test case. Lilly has derived a theo-
retical value of CS = 0.17 for homogeneous isotropic turbulence [39].
As all equations are written only in terms of the filtered velocity field u¯ ,
no explicit filtering of the velocity field is required. This makes the method
computationally cheap.
The dissipation of energy due to the Smagorinsky model is given by
PS = −τ : S(u¯) = νed q(u¯) , (4.16)
which is clearly always non-negative. This shows that dissipation is en-
hanced in regions of high rates-of-strain. Note that energy dissipation will
also occur in laminar parts of the flow, which is an undesirable feature of
the Smagorinsky model.
4.2.2 A dynamic Smagorinsky model
To prevent an excessive amount of dissipation of non-turbulent structures
in a flow, a dynamic procedure for determining the Smagorinsky constant
was introduced by Germano et al. [16]. The dynamic approach entails two
(explicit) filter operations as in eq. (4.9), which will make the computation
of the flow significantly more expensive. The first is called the grid filter
and has a filter length ∆¯ comparable to the grid size. The second is the
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test filter, denoted by a tilde, ·˜ , having a filter width ˜¯∆ > ∆¯ . The test
filter is always applied after the grid filter has been applied.
As in the Smagorinsky model, the sub-filter stress τ = u⊗ u−u¯⊗u¯ has
to be modelled. Subsequent application of the test filter on τ yields a second
sub-filter-scale tensor that also needs to be modelled: T = u˜⊗ u− ˜¯u⊗ ˜¯u .
The difference between T and τ gives the resolved turbulent stress tensor
as
L = T − τ˜ = ˜¯u⊗ u¯− ˜¯u⊗ ˜¯u . (4.17)
This tensor describes the stresses resulting from the modes that are resolved
with respect to the grid filter, but which are sub-filter modes with respect
to the test filter.
Abbreviating S(u¯) → S , q(u¯) → q , the traceless part of the tensors τ
and T are both modelled as in the Smagorinsky model:
τ − 13 Tr (τ) 13×3 = −2C∆¯
2|q|S , (4.18)
T − 13 Tr (T ) 13×3 = −2C
˜¯∆2|q˜|S˜ . (4.19)
Calculating L and contracting it with S gives the Germano identity
L : S = −2C
( ˜¯∆2|q˜|S˜ : S − ∆¯2 |˜q|S : S) , (4.20)
which allows for a computation of the dynamic Smagorinsky coefficient
C(x, t) in the course of the simulation. The Germano identity gives a
measure for the production rate of the resolved turbulent kinetic energy.
Remembering that the viscosity is related to the anisotropic part of the
sub-filter tensor as in eq. (4.15), the dynamic eddy-viscosity is found to be
νed = C∆¯2q(u¯) . (4.21)
The dynamic Smagorinsky constant C that is obtained from the Ger-
mano identity eq. (4.20) yields better results for a large number of flows
than the static Smagorinsky constant [58]. The model is, however, not un-
problematic. First, the assumption of constancy of the dynamic constant
over different length scales is questionable. The model presupposes a scale
similarity of sub-filter scale turbulent energy production, which is approx-
imately correct only well inside the inertial range. In some of the practical
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applications of very high Reynolds number flows, however, the grid cut-off
scale will lie only just in the inertial range.
Finally, computing C from the Germano identity might yield a negative
Smagorinsky constant. The turbulent stress tensor will then become anti-
diffusive, which might make the computation unstable. To overcome the
problem, several solutions have been proposed. A typical strategy is to
average the Germano identity eq. (4.20) locally or globally in space or
time. This yields more stable computations and smooth variations of the
dynamic Smagorinsky coefficient, but reintroduces the problem of excessive
dissipation in some regions of the flow. Another obvious solution is to resort
to clipping the coefficient to a positive value, i.e. to use C+ = max (C, 0) .
Clipping of the viscosity to obtain non-negative values is required also in
other eddy-viscosity models.
4.2.3 More eddy-viscosity models
A range of alternative eddy-viscosity models have been proposed in the
literature, which will not all be discussed in depth here. Famously, Vreman
has derived a model that provides no dissipation for a class of laminar flows
for which the exact sub-filter tensor also predicts zero dissipation, which is
considered to be a desirable property of eddy-viscosity models [88]. Another
recently developed model, the σ-model has been constructed as to achieve
proper near-wall scaling of the eddy-viscosity [51].
From a practical (engineering) perspective the aim of using these eddy-
viscosity models is to predict the statistical features of turbulent flows
(mean velocity profile and mean Reynolds stresses) at least as accurate as
the dynamic Smagorinsky model for important turbulent flows, while be-
ing computationally cheaper as no explicit filtering procedure is required.
This means that these models form an attractive alternative for practical
applications of large eddy simulations.
The low-dissipation models that are considered in this thesis will be




∇u : ∇u , (4.22)
where the scalar Bβ = β11β22 − β212 + β11β33 − β213 + β22β33 − β223 is an
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where ∆m is the filter length in direction m. If the filter length ∆m is
taken equal to the grid spacing in the m-th direction, the dimensionless
model constant is taken as suggested by Vreman [88], i.e. Cv = 2.5CS2 ≈
0.078 , where Lilly’s theoretical value [39] for the Smagorinsky constant in
homogeneous isotropic turbulence has been substituted: CS = 0.17 . Note
that this model always yields a non-negative eddy viscosity and therefore
requires no clipping.
4.3 Low-dissipation models
Several recent approaches to LES modelling have aimed to derive the min-
imal amount of eddy-viscosity required to prevent the production of sub-
filter dynamical scales from the Navier-Stokes equations. These approaches
have in chronological order led to the formulation of the following models:
• qSrS-model [83]: a minimum dissipation model formulated in the
second (qS) and third (rS) invariant of the symmetric part of the
velocity gradient tensor S(u) (hence the subscript S);
• the anisotropic minimum dissipation (AMD) model [63];
• the scaled QR (SQR) model [84],
where the latter two models are based on the full gradient tensor ∇u , not
only its symmetric part. These two models differ only in how anisotropies
in the grid and/or filter-box spacing are taken into account in the eddy-
viscosity model.
In what follows, the arguments leading to the derivation of the minimum
dissipation condition in terms of the full velocity gradient tensor will be
presented and the implications for eddy-viscosity models on anisotropic
grids will be discussed.
4.3.1 Derivation of a scale-truncation condition
The box-filtered velocity u¯ of the velocity field u over a domain Ω∆¯ of
characteristic size ∆¯ (the filter length) is given by




u dΩ . (4.23)
The definition of a sub-filter fluctuation is intuitive:
u′ = u− u¯ . (4.24)
The LES solution u that is sought is a solution that conserves mass,
∇ ·u = 0 , and momentum:
∂u
∂t
+∇ · (u⊗ u)− ν∇ ·∇u+ 1
ρ
∇p˜ = −∇ · τ(u) . (4.25)
For completeness it is noted that the closure model τ(u) is not exact and
the modified pressure term p˜ is not identical to the box-filtered solution p¯ or
the solution to the full Navier-Stokes equations, but rather the Lagrangian
multiplier enforcing mass conservation to the LES solution u .
To guarantee that sub-filter fluctuations will be dynamically insignifi-
cant, without making explicit reference to the sub-filter fluctuations, it is
necessary to express the time-evolution of sub-filter kinetic energy in terms





-norm of the fluctuation can be related to the gradient
of the velocity field through the Poincaré-Wirtinger inequality, following
[63, 84]. This inequality states that there exists a constant C∆¯ carrying
physical dimension of length squared, depending only on characteristics
(diameter and shape) of the domain Ω∆¯ such that for u′ as defined in eq.
(4.24) it holds that
∫
Ω∆¯
|u′|2 dΩ ≤ C∆¯
∫
Ω∆¯
|∇u|2 dΩ . (4.26)
The optimal value for C∆¯ on convex domains Ω∆¯ of diameter ∆¯ is the
inverse of the smallest non-zero eigenvalue of the negative Laplacian oper-
ator. Payne and Weinberger have derived an optimal continuous value of
C∆¯ = ∆¯2/pi2 [54]. A discrete value of the Poincaré constant C∆¯ would be
based on the smallest non-zero eigenvalue of the negative discrete Laplacian
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operator. Although the derivation in this chapter will not need an explicit
value of the Poincaré constant in a discrete context, an evaluation of the
smallest non-zero eigenvalue of a negative discrete Laplacian operator is
still required.
The time-evolution of the velocity-gradient energy term on the right-















: ∇u dΩ .
(4.27)
The requirement that sub-filter fluctuations in the solution of u are dynam-
ically insignificant is satisfied when
∫
Ω∆¯
∇ (∇ · τ(u)) : ∇u dΩ ≥ −
∫
Ω∆¯
∇ (∇ · (u⊗ u)) : ∇u dΩ , (4.28)
and boundary terms, resulting from the diffusion and pressure gradient
term, can be neglected [84].



















Note that two invariants of the gradient tensor appear in the last equation:
the second invariant given by
Q(u) = 12∇u : ∇u , (4.31)
and the third invariant given by
R(u) = −13∇u∇u : ∇u = −det∇u . (4.32)
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Written explicitly in terms of the invariants of the velocity gradient tensor
eq. (4.30) reads∫
Ω∆¯
∇ (∇ · (u⊗ u)) : ∇u dΩ =
∫
Ω∆¯
(−3R(u) + ∂j (uj Q(u))) dΩ . (4.33)
The second term on the right-hand side can be written as a boundary
integral representing the advection of Q(u) = 12‖∇u‖2 through the surface
∂Ω∆¯, whereas the first term represents the production of this quantity
inside the volume Ω∆¯. It is concluded that up, to boundary terms that do




∇ (∇ · (u⊗ u)) : ∇u dΩ =
∫
Ω∆¯
−3R(u) dΩ . (4.34)
The production-dissipation balance eq. (4.28) can then be expressed in
terms of the third invariant of the gradient tensor as
∫
Ω∆¯
∇ (∇ · τ(u)) : ∇u dΩ ≥ 3
∫
Ω∆¯
R(u) dΩ . (4.35)
Eq. (4.35) is a sufficient condition to guarantee scale truncation for general
sub-filter scale models τ(u) .
4.3.2 A minimum-dissipation eddy-viscosity model
The eddy-viscosity assumption models the traceless part of the closure
model τ as in eq. (4.14). A minimum-dissipation eddy-viscosity model
based on the scale truncation condition eq. (4.35) balances eddy-dissipation




∇ (∇ ·∇u) : ∇u dΩ = 3
∫
Ω∆¯
R(u) dΩ , (4.36)
where the approximation
∇ · (−2νedS(u)) = − (∇νed) ·S(u)︸ ︷︷ ︸
≈0
−νed∇ ·∇u = −νed∇ ·∇u
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has been used, which is reasonable for incompressible flows for which νed
is approximately constant over the volume Ω∆¯ . If this approximation is
too crude, e.g. for compressible or multi-phase flows, a simple method to
discretise the full term using readily available discrete operators would be
that of Trias et al. [75].
The Rayleigh quotient of an operator O over a volume Ω acting on a
tensor field T is defined as
Ray (O, T ) =
∫
ΩOT : T dΩ∫
Ω T : T dΩ
. (4.37)
Using this definition of the Rayleigh quotient and the definition of the
second invariant of the gradient tensor, the eddy-viscosity in eq. (4.36) can
be found from the evaluation of










Q(u) dΩ . (4.38)
The integrals over the volume Ω∆¯ can be evaluated using the midpoint rule
for integration. The clipping operator [ · ]+ = max ( · , 0) prevents poten-
tially destabilising negative eddy-viscosity to be produced by the sub-filter
scale model. Thus, the remaining task of computing the eddy-viscosity is
to find an approximation of the Rayleigh quotient Ray (−∇ ·∇,∇u) .
A discrete lower bound on the Rayleigh quotient
A numerical approximation of the Rayleigh quotient of the negative Lapla-
cian operator −∇ ·∇ would require resolution below the sub-filter scale,
which is not feasible. Rather, the Rayleigh quotient will be bound from be-
low by the smallest non-zero eigenvalue of the negative discrete Laplacian
operator.
The second-order discretisation of the Laplacian is discussed in Section
3.1.7 where the discretisation of the diffusion term is discussed. In 1-D, the
discretisation of this Laplacian reads
∆du|i = ui+1 − 2ui + ui−1
δx2
.
The eigenmode corresponding to the smallest non-zero eigenvalue of the
negative Laplacian is due to the point-to-point oscillation, i.e. the mode
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{· · · ,+1,−1,+1,−1, · · · }. In 1-D the corresponding eigenvalue λd is 4/δx2 ,









As has been argued in [63], the skew-symmetric discretisation of the
convection term uses a central gradient operator, which in 1-D is given by:
∇cu|i = ui+1 − ui−12 δx .
The Laplacian that is implied by this gradient stretches over a stencil that
is twice as wide as −∆d, i.e.
−∆cu|i = ui+2 − 2ui + ui−24 δx2 .
The eigenmode corresponding to the smallest non-zero eigenvalue of this
Laplacian is due to the oscillation mode stretching over two grid spacings,
i.e. the mode {· · · ,+1, 0,−1, 0,+1, 0,−1, · · · }. In 1-D the corresponding









These observations show how in the QR model the choice of the lower
bound on the Rayleigh quotient is closely related to fundamental properties
of the discrete convective and diffusive operators [63, 64, 84]. It also indi-
cates that the inconsistency can be resolved by taking the smallest of the
eigenvalues λc , λd as a lower bound of the Rayleigh quotient in eq. (4.38),
i.e.
Ray (−∇ ·∇,∇u) ≥ min
∇u




















Q(u) dΩ . (4.40)
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Consistency with the gradient model
The gradient model τC, also known as Clark model [5] or tensor-diffusivity
model, takes the leading order of the Taylor series expansion of the exact
sub-filter scale tensor as a turbulence model, giving




where ∆¯ is the isotropic filter length of the separable box filter.
The energy dissipation (also known as eddy dissipation) of the gradient









(∇u)T∇u : ∇u dΩ . (4.42)
The right-hand side of this equation can be rearranged to conclude that it












3R(u) dΩ . (4.44)
As a standalone model, the gradient model is known to give rise to seri-
ous numerical instabilities and is therefore not considered to be a practical
LES model. It has, however, the desirable property that in case of zero
eddy dissipation of the exact sub-filter model, it will not dissipate energy.
If a given model is consistent with the gradient model, this model is cer-
tain to have zero eddy-dissipation when the exact sub-filter tensor has zero
eddy-dissipation.
The QR-model is an eddy-viscosity model of the form
τ − 13 Tr (τ)13×3 = −νed∇u , (4.45)
for which the eddy-viscosity is constant inside the filter-box. This gives the
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It is seen that the eddy-dissipation of the QR model is consistent with the












In terms of these smallest non-zero eigenvalues of the second-order neg-




















Q(u) dΩ . (4.49)
4.4 QR models on anisotropic grids
In simulations involving anisotropic computational grids, the QR-model as
formulated in Section 4.3 is known to suffer from a strong bias towards
damping oscillations in the direction of the smallest grid spacing, which
has been shown in simulations of turbulent channel flow and the tempo-
ral mixing layer by Rozema et al. [63, 64]. This problem is caused by a
combination of two model ingredients.
First, the eigenvalue of the negative Laplacian corresponding to the
highest representable frequency on an anisotropic filter-box is seen from eq.
(4.47) to be strongly biased towards damping oscillations in the direction
of the smallest grid spacing. Secondly, also the velocity gradient energy
‖∇u‖2 evaluated on anisotropic computational grids will show a strong
bias towards fluctuations in the direction of the smallest grid spacing. This
suggests that bounding the sub-filter fluctuations by the (unscaled) velocity
gradient leads to excessive damping in the direction of the smallest grid
spacing, while being (too) insensitive to fluctuations in other directions.
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A scaled velocity gradient and a scaled Poincaré inequality
Rozema [64] proposes that the bias in the direction of the smallest grid
spacing can be alleviated if velocity gradients are considered in isotropic
computational space, i.e. to consider the scaled velocity gradient as defined
through the relation
(∇ˆu)ij = δxi ∂iuj , (4.50)
where δxi denotes the grid spacing in the i-th direction. This definition
gives rise to a measure of scaled velocity-gradient energy that can be used




|u′|2 dΩ ≤ C
∫
Ω∆¯
|∇ˆu|2 dΩ , (4.51)
which also strictly bounds the sub-filter energy. The Poincaré constant C
is dimensionless.
4.4.1 The anisotropic minimum-dissipation (AMD) model
The AMD eddy-viscosity model has been proposed and derived by Rozema
[63, 64]. Alternatively, the derivation of the QR model presented in Sec-
tion 4.3.1 can be repeated step-by-step for the scaled velocity gradient
energy. The fundamental scale-truncation condition eq. (4.28) in terms of
the scaled velocity gradient can then be seen to yield
∫
Ω∆¯
∇ˆ (∇ · τ(u)) : ∇ˆu dΩ = −
∫
Ω∆¯
∇ˆ (∇ · (u⊗ u)) : ∇ˆu dΩ . (4.52)









∇u : ∇u dΩ . (4.53)
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Note that due to the scaling, the grid size is absorbed into the scaled ve-
locity gradients and the constant CAMD is dimensionless. The requirement
that the AMD model reduces to the QR model in the limit of isotropic
equidistant computational grids readily gives the constant CAMD = 13 [63].
4.4.2 The scaled QR (SQR) model
The AMDmodel was successfully tested for simulations on anisotropic grids
such as turbulent channel flow (see also Section 4.7) and the temporal mix-
ing layer [64]. Verstappen [84] concludes, however, that on anisotropic grids
the AMD model is not based on invariants of the (scaled) velocity gradient
tensor and is therefore not generally invariant under Galilean symmetry
transformations, i.e. space-time coordinate transformations from one in-
ertial frame of reference to another. It is recalled that the QR model
developed in Section 4.3.2 is Galilean invariant. To restore the Galilean
invariance of the eddy-viscosity model, but to retain the advantages of the
scaled velocity gradient approach of the AMD model, Verstappen has de-
veloped a scaled QR (SQR) model [84].
In this analysis the scaled gradient operator is defined similar to eq.
(4.50) as
∇ˆi = ∆¯i ∂i , (4.54)
(i = 1, 2, 3) where ∆¯i denotes a scaling length in the i-th direction. Com-





which translates the mass conservation eq. (2.5) into ∇ˆ · uˆ = 0. Scaling the
momentum velocity components according to eq. (4.55) gives the Navier-
Stokes momentum equation as
∂uˆ
∂t
+ ∇ˆ(uˆ⊗ uˆ)− ν∇ ·∇uˆ+ 1
ρ
∇ˆ · Pˆ = −∇ˆ · τˆ , (4.56)
where the diagonal matrix Pˆ = diag(∆¯−2i ) p is the scaled pressure and
τˆij = τij/(∆¯i∆¯j) is the scaled sub-filter model.
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The scaled Poincaré inequality eq. (4.51) is then applied to the scaled
velocity. Repeating the steps in the derivation of the QR model in Section
4.3.1 allows for the derivation of a QR-type eddy-viscosity model in terms
of the scaled velocity gradients. The scaled equivalent of the production-







: ∇ˆuˆ dΩ ≥ 3
∫
Ω∆¯
Rˆ (uˆ) dΩ , (4.57)
where, similar to the definition of R (u) in eq. (4.32),
Rˆ (uˆ) = −13∇ˆuˆ∇ˆuˆ : ∇ˆuˆ , (4.58)
denotes the third invariant of the tensor ∇ˆuˆ. Substituting τˆ by the eddy-




∇ˆ (∇ ·∇uˆ) : ∇ˆuˆ dΩ = 3
∫
Ω∆¯
Rˆ (uˆ) dΩ , (4.59)
from which the eddy-viscosity can be evaluated as












As before in Section 4.3.2, the Rayleigh quotient of the negative Lapla-
cian operator can be bound from below by the smallest non-zero eigenvalue

















In the limit of an isotropic equidistant grid the QR model following
from eq. (4.49) should be recovered, which guarantees consistency with the
gradient model eq. (4.41). This gives the full clipped SQR eddy-viscosity
model as




























The filter length is a function of the scaling lengths in individual direc-




. By construction, the scaling to isotropic
computational space requires scaling lengths that are proportional to the
grid spacings in individual Cartesian spatial directions. The only possible














∆¯x = 2 δx , ∆¯y = 2 δy , ∆¯z = 2 δz . (4.65)
Consistency with the gradient model therefore requires that the filter length
in each Cartesian direction is equal to twice the grid spacing in that direc-
tion.
Two alternatives for the QR model on anisotropic grids
In conclusion, the AMD and SQR eddy-viscosity model are two distinct
approaches for dealing with simulations on anisotropic computational grids
and both provide an alternative to the original QR model outlined in Sec-
tion 4.3.
The AMD model poses an eddy-viscosity in terms of the scaled velocity
gradients as well as unscaled velocity gradients. This model follows natu-
rally from the demand that the L2(Ω∆¯)-norm of the scaled velocity gradient
should decay exponentially in time for sub-filter scales. As a consequence,
the AMD model is not Galilean invariant on anisotropic grids. In a similar
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fashion as the Vreman model, the grid size is naturally incorporated in the
eddy-viscosity model. The AMD model constant can be inferred simply by
demanding consistency with the gradient model in the isotropic grid case.
On the other hand, the SQR model is Galilean invariant as the eddy-
viscosity depends on invariants of the tensor formed by the scaled gradients
of the scaled velocity field. The eddy-viscosity ensures an exponential decay
of the L2(Ω∆¯)-norm of the scaled gradient of the scaled velocity field. The
formulation, however, re-introduces the problem of finding a good approx-
imation of the Rayleigh quotient of the Laplacian operator, see eq. (4.61).
It is recalled that this lower bound is strongly biased to damping oscilla-
tions in the smallest grid spacing, which was considered to be a drawback
of the original QR model on anisotropic grids.
The performance of the QR, AMD and SQR models will be compared
to other models for the simulation of several canonical turbulent flows, such
as homogeneous decaying turbulence in Section 4.6, turbulent channel flow
in 4.7, and the flow around a square cylinder in Section 4.8.
4.5 Regularisation of convection
An alternative to the eddy-viscosity modelling approach is provided by
LES models that are known as regularisation models. In the regularisa-
tion approach, the convective term is modified to prevent the creation of
sub-filter dynamical scales by the convective term. The first approach in
this direction has been Leray’s filtering of the advection-velocity [38], fol-
lowed more recently by the Navier–Stokes α-model, in which effectively the
transported momentum velocity is smoothed [19]. The third type of reg-
ularisation, due to Verstappen [83], regularises the convective term in an
explicitly symmetry-preserving way.
Inspired by the success of symmetry-preserving discretisation techniques
for the DNS of turbulent flows by Verstappen [86], it was thought that
preservation of the physical properties of the original non-regularised con-
vective term is also a desirable feature of a turbulence model. While regu-
larisation restrains the production of sub-filter structures, it does so with-
out disturbing the energy dissipation rate at any scale of motion. While
symmetry-preserving regularisation is successful for some test cases (turbu-
lent channel flow [83]), it is well-known that the model in general dissipates
too little energy. The model is, for instance, not able to produce adequate
energy dissipation in the simulation of homogeneous isotropic turbulence,
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leading to a piling-up of kinetic energy near the tail of the spectrum, which
was first noted by Rozema [63]. The lack of eddy-dissipation makes this
class of models not universally applicable and therefore not feasible as a
standalone turbulence model.
Models from the symmetry-preserving regularisation family, however,
formally close the interaction between resolved and sub-filter scales of mo-
tion in a way that preserves the energy of the flow. Most eddy-viscosity
models (not the Vreman model [88]) were seen to require clipping of the
eddy viscosity to positive values. In the case of QR-type of turbulence mod-
els, the clipped quantity is the third invariant of the scaled velocity gradient∫
Ω∆¯
R(u) dΩ . If positive, this invariant represents the energy transfer from
resolved to sub-filter scales. If negative, the invariant describes the energy
transfer from sub-filter scales to resolved scales, the so-called backscatter of
turbulent kinetic energy. In case of backscatter, the eddy-viscosity model
is inactive as a consequence of the clipping procedure. An elegant solution
could be to utilise the symmetry-preserving regularisation to formally close
the LES solution for backscatter.
Regularisation amounts to replacing the convective operator in the mo-
mentum equation by a filtered convective term, in such a way that skew-
symmetry of the original convective term is preserved by the filtered con-
vective term. This yields a family of models, of which only the C2 model [83]
will be considered here. The term u ⊗ u is replaced by u⊗ u , where · is
taken to denote an explicit self-adjoint filter operation.
As has been noted in Section 2.2.1, the convective operator C is skew-
symmetric and does not change the kinetic energy budget in the flow.
The symmetry-preserving regularisation of the convective term is skew-
symmetric in the sense of eq. (2.15). Skew-symmetry guarantees that the
model will not introduce any additional artificial dissipation of kinetic en-
ergy while restraining the production of sub-filter scales of motion.
The regularisation approach effectively amounts to the following (trace-
less) sub-filter model:
τC2(u) = u⊗ u− u⊗ u . (4.66)
4.5.1 A C2(SQR) scale truncation condition
The general scale-truncation condition eq. (4.57) for the scaled velocity
gradient tensor ∇ˆuˆ can be used to derive a parameter-free C2 model. Eval-
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ujuk − uj uk
∆¯j ∆¯k
∂ˆiuˆk dΩ ≥ 3
∫
Ω∆¯
Rˆ (uˆ) dΩ . (4.67)
The left-hand side is seen to contain the term 3Rˆ (uˆ) , which means that




∇ˆ · uˆ⊗ uˆ
)
: ∇ˆuˆ dΩ ≥ 0 . (4.68)
Given a self-adjoint filter operation in which the filter weight is not specified,
this inequality specifies a condition for the filter weight to guarantee the
annihilation of the convective interaction between resolved and sub-filter
scales.
4.5.2 A C2(AMD) scale truncation condition
The scale-truncation condition for the scaled velocity gradient tensor ∇ˆu ,
which is the condition used in the derivation of the AMD model, is given
by eq. (4.52). Also this condition can be used to derive a parameter-free C2












The right-hand side of this equation is recognised in the left-hand side. This
means that the AMD-induced scale truncation condition for C2-regularisation
can be rewritten to obtain
∫
Ω∆¯
∇ˆ (∇ ·u⊗ u) : ∇ˆu dΩ ≥ 0 . (4.70)
Again, a condition for the filter length is obtained to guarantee that the
convective interaction between resolved and sub-filter scales is restrained.
For obvious reasons eq. (4.70) is seen to bare great resemblance with eq.
(4.68).
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4.5.3 Constructing a discrete self-adjoint filter operator
To minimise computational effort, a straightforward explicit discrete differ-
ential filter will be constructed, following the procedure described in [79].
The discrete filter is defined by
F˜uh = uh −AhDuh , (4.71)
where Ah is a diagonal matrix containing the local filter weights α ≡ αijk
and D is the discrete Laplacian operator given in eq. (3.22). Denoting the
residual of the filter by rh = Duh, such that F˜ u|ijk = uijk − α rijk , this
definition can be plugged into the scale truncation conditions for C2(SQR) ,
eq. (4.68), or for C2(AMD) , eq. (4.70). In both cases the root of a third-
order polynomial in α should be computed:
−α3cr3 + α2cr2 − αcr1 + cr0 = 0 . (4.72)
The coefficients crn denote the terms proportional to αn resulting from sub-
stituting the filter operator in the scale truncation conditions. The result
is a field of filter weights defined in cell-centres. If there are multiple solu-
tions to the equality, the smallest solution will be used to compute the filter
length. Note that the seven-point filter is non-negative only if α/h2 ≤ 16 ,
where h is the local grid size. Therefore the filter weights are maximised
to this value.
The discrete filter F˜ , with the filter weights determined through this





(Ωh F˜ )T + Ωh F˜
)
, (4.73)
where Ωh is a diagonal matrix containing the momentum control volumes.
By construction the filter F is self-adjoint, as
(uh, F vh) = uTh Ωh Fvh = uTh (Ωh F )Tvh = (F uh)T Ωh vh = (F uh,vh) .
As the filter does not generally preserve the divergence of the filtered quan-
tity, the skew-symmetry of the discrete C2-operator C(uh) ·uh is guaranteed
by explicitly setting the diagonal terms of the convective operator C(uh)
to zero.
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4.5.4 Towards a hybrid model
The parameter-free regularisation model as derived above can be combined
with either the AMD or SQR eddy-viscosity model to form what may be
called a hybrid model. As outlined before, the idea is that in a hybrid model
the eddy-viscosity model will be active in case of forward scatter (Rˆ(uˆ) ≥
0) whereas the regularisation model will be active in case of backscatter
(Rˆ(uˆ) < 0). Although a hybrid model is formally closed for backscatter,
it requires an explicit filter operation and the computation of filter weights
each time step, which makes it computationally significantly more costly.
The turbulence models that have been discussed in this chapter will be
tested for several canonical turbulent flow simulation test cases: homoge-
neous isotropic decaying grid turbulence (Section 4.6), a turbulent channel
flow (Section 4.7), and a the flow around a square cylinder (Section 4.8).
4.6 Homogeneous isotropic decaying turbulence
To assess the dissipative behaviour of turbulence models, it has become
good practice to compare a simulation of a decaying homogeneous and
isotropic turbulent flow to the experimental measurements of decaying grid
turbulence by Comte-Bellot and Corrsin [6]. This test case is revisited
here to verify the implementation of the eddy-viscosity and regularisation
turbulence models that have been outlined in this chapter, and to assess
the performance of hybrid models that have been proposed in Section 4.5.4.
The set-up of the simulations is identical to the approach in [63,64].
In the experiment, a turbulent flow field was generated by disturbing a
flow by a grid with mesh size M = 5.08 cm. The mean velocity of the flow
is U0 = 1000 cm/s and the velocity field was measured at three positions
downstream of the grid: at 42M , 98M , and 171M [6]. The experimentally
observed energy spectra will be compared to the simulated energy spectra
at times t = 98M/U0 , and t = 171M/U0 .
The simulations are performed on a periodic computational domain of
size [−pi, pi]3 which is covered by a uniform grid of size 643. The initial
turbulent velocity field is generated (using random phases) from the energy
density spectrum at the first measurement station at 42M (corresponding
to simulation time t = 42M/U0). After an initial run with the QR model,
the velocity field is rescaled to fit the first measurement spectrum [27, 63].
This velocity field is stored and used as the initial condition for all the
presented simulations. The initial condition is integrated in time and the
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energy density spectra for the numerical solutions are compared to the
experimentally measured ones.
The performance of eddy-viscosity models (classical Smagorinsky, Vre-
man, QR), C2 regularisation models, and hybrid QR/C2 models will be
evaluated group-wise. Finally, the effect of introducing the (minimal) flux
limiter function as proposed in Section 3.1.8 will be assessed. The flux lim-
iter will be evaluated in conjunction with the QR model and in a simulation
without any turbulence model.
4.6.1 Results
The results of the simulations are summarized in two plots. The first plot
depicts the decay of total kinetic energy in time by plotting the total kinetic
energy content of the computational domain at the aforementioned three
time instances. The second, lower plot shows the energy spectrum at the
three time instances. In both plots, simulations can be compared to the
filtered and unfiltered experimental results.
Figure 4.1 shows simulation results for C2 regularisation and the QR
models. When no explicit or implicit turbulence model is used, it is seen
that the symmetry-preserving discretisation accumulates kinetic energy
at high wave-numbers. Without enhanced dissipation, small-scale kinetic
energy is dissipated only at the natural rate. The energy transport to
smaller scales of motion in the forward energy cascade is prevented, and
the symmetry-preserving discretisation ‘traps’ kinetic energy that is not
dissipated at a natural rate on the computation grid.
A similar accumulation of kinetic energy, but now near the filter cut-off
scale, is observed for simulations with symmetry-preserving regularisation
models with a fixed filter length of twice the grid size, confirming the find-
ings of Rozema et al. [64]. The spectral plot indeed shows a shift in cut-off
to a wave number corresponding to twice the grid size. Moreover, the total
amount of energy in the computational domain decreases more rapidly in
the case without model, as the natural dissipation rate is higher on smaller
length scales.
If the filter length is set automatically, based on the criterion that for-
ward scatter and backscatter of kinetic energy at the scale induced by the
computational grid should be prevented by the filter, the C2 regularisation
model does not show significant improvement over the central discretisation
(no model). These simulations illustrate the point that almost by definition
an energy-preserving regularisation approach is incapable of modelling the
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effect of the forward energy cascade beyond the grid size.
The simulations with eddy-viscosity models are shown in Figure 4.2. All
models are seen to be dissipative enough, extracting kinetic energy from
the computational grid at an appropriate rate. In the case of Vreman and
the classical Smagorinsky model, the magnitude of model coefficients have
been empirically motivated, whereas the QR model coefficient follows from
the principles outlined in Section 4.3. The energy extraction thus provided
by eddy-viscosity models seems to work well for the modelling of decaying
grid turbulence.
Although hybrid models are more effective than symmetry-preserving
methods, backscatter (for which the invariant R < 0) may be nearly absent
in this flow, as this explains the almost identical energy spectra observed
in Figure 4.3.
The results in Figure 4.4 show that, as a standalone model, the flux
limiter performs better than no model, but worse than the QR model.
Small-scale structures in the form of point-to-point oscillations appearing
in the flow induce additional dissipation, but not enough to prevent a pile-
up of kinetic energy close to the tail of the spectrum. The QR model,
whether used as a standalone model or in conjunction with the ‘minimal’
flux limiter provide the best turbulent energy dissipation.
In conclusion, simulations of homogeneous isotropic decaying turbu-
lence show that the QR model compares well to established eddy-viscosity
models. Regularisation models dissipate too little energy, and the ‘mini-
mal’ flux limiter model as a standalone model also leads to excessive kinetic
energy on small scales. The (clipped) QR model can be used in conjunc-
tion with a regularisation model to minimise backscatter. The QR model
can also be used in conjunction with the ‘minimal’ flux limiter acting on
point-to-point oscillations only if no eddy-viscosity is provided by the QR
model. Both combinations give results for homogeneous decaying isotropic
turbulence that are as accurate as using the QR model as a standalone
model.
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C2, ∆¯ = 2h














C2, ∆¯ = 2h
(b) Energy spectra
Fig. 4.1: A comparison of C2-regularisation models (with a fixed filter
length and an automatically determined filter length) and the QR model
for the simulation of homogeneous isotropic turbulence and to the exper-
imental results of decaying grid turbulence [6] at three time instances:
tU0/M = 42, 98, 171.
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Fig. 4.2: A comparison of QR, Vreman, and Smagorinsky eddy-viscosity
models for the simulation of homogeneous isotropic turbulence and to
the experimental results of decaying grid turbulence [6] at three time in-
stances: tU0/M = 42, 98, 171.
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QR/C2, ∆¯ = 2h













QR/C2, ∆¯ = 2h
(b) Energy spectrum
Fig. 4.3: A comparison of the QR eddy-viscosity and QR/C2 hybrid
eddy-viscosity/regularisation models for the simulation of homogeneous
isotropic turbulence and to the experimental results of decaying grid tur-
bulence [6] at three time instances: tU0/M = 42, 98, 171.
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Fig. 4.4: A comparison of the ‘minimal’ flux limiter used as standalone
model and in conjunction with the QR eddy-viscosity model. Results
are compared to simulations with no active flux limiter and to the ex-
perimental results of decaying grid turbulence [6] at three time instances:
tU0/M = 42, 98, 171.
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4.7 Turbulent channel flow – Reτ ≈ 590
Another canonical test case for turbulence models is the simulation of tur-
bulent channel flow. Simulations of this flow between two flat plates are
initialised to an initial Poiseuille solution perturbed by small divergence-
free fluctuations to the velocity field. After a transition period, the flow be-
comes turbulent, and turbulence statistics are recorded. The bulk Reynolds
number (based on half of the channel height) is approximately 11,000 for
all the turbulence models considered in the simulations. Results will be
compared to the direct numerical simulation that was performed by Moser
et al. [49].
4.7.1 Setup
The computational domain has size [0, 2piδ] × [−δ, δ] × [−pi2 δ, pi2 δ] in x, y, z
directions respectively. The channel half-height is δ = 1 and the domain is
covered by a 643 grid. The grid is uniformly spaced in x and z directions
and stretched in y-direction from the lower wall to the centre of the channel
according to the stretching function
yj = −1 + sinh (β j/Ny)sinh (β/2) , j = 0, · · · , Ny/2 , (4.74)
and then mirrored across the central xz-plane (y = 0) of the channel. The
number of grid lines in y-direction is Ny = 64 and the stretching parameter
is set to β = 7 . This grid is identical to the one used by Verstappen [84] for
simulations with the SQR model, and to the grid that Rozema et al. [63,64]
have used for simulations with the AMD model. For comparison, the DNS
of Moser et al. [49] was carried out on a grid of size 384× 257× 384. Other
grid resolution details are provided in Table 4.1. It should be noted that
the influence of the grid on the results has not been studied here and the
turbulence models are compared for this computational grid only.
Periodic boundary conditions for the velocity and pressure are applied in
x and z directions. A static pressure gradient is applied in the x-direction.
The pressure gradient follows from the observation that the full RANS
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Reτ ∆x+ ∆y+w ∆y+c ∆z+
DNS grid [49] 587.2 9.7 ≤ 10/13 ≈ 0.77 4.8 7.2
LES grid ≈ 590 57.9 3.9 61.2 29.0
Table 4.1: Comparison of computational grid sizes in terms of wall-units
used in the DNS of Moser et al. [49] to the LES grids reported here. ∆x+
and ∆z+ indicate the uniform grid spacing in the respective directions,
∆y+w and ∆y+c denote the grid spacing at the wall and in the centre of the
channel, respectively. The DNS has a reported resolution of ‘13 or more
Chebyshev grid points below y+ = 10’ [49], which explains the entry for
the grid size at the wall ∆y+w .
and the average pressure gradient
−δ ∂〈p〉
∂x
= uτ 2 = ν
∣∣∣∣∂u∂y
∣∣∣∣ , (4.76)
see e.g. the derivation in Chapter 5 of Tennekes and Lumley [74]. Given
this relationship, the pressure gradient can be expressed in terms of the







This pressure gradient is imposed in the periodic x-direction. Direct numer-
ical simulations [49] have shown that Reτ ≈ 590 for the fully developed flow
in the channel with dimensions as indicated above, with a bulk Reynolds
number of 11,000.
Simulations of the turbulent channel flow have been carried out for a
‘no model’ scenario as well as for the following turbulence models:
• the Vreman eddy-viscosity model [88], according to eq. (4.22);
• the AMD eddy-viscosity model according to eq. (4.53);
• the SQR eddy-viscosity model according to eq. (4.62);
• the regularisation model with a filter length following from the SQR
scale separation criterion eq. (4.68) denoted as C2(SQR);
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• the regularisation model with a filter length following from the AMD
scale separation criterion eq. (4.70) denoted as C2(AMD);
• the hybrid AMD/C2(AMD) model and SQR/C2(SQR) model as de-
scribed in Section 4.5.4;
• the ‘no model’ scenario with an active flux limiting strategy as out-
lined in Section 3.1.8 (limiter activated if a point-to-point oscillation
is detected);
• the AMD model appended with the minimal flux limiting strategy
outlined in Section 3.1.8 (limiter activated if a point-to-point oscilla-











AMD + limiter 592.8
limiter 595.3
Table 4.2: Time and stream-wise averaged wall-friction Reynolds num-
bers for several approaches to turbulence modelling: no model, eddy-
viscosity models (Vreman/AMD/SQR), regularisation models (using the
AMD and SQR filter length criterion respectively), and hybrid models
based on the AMD and SQR criterion. Also two simulations with the
minimal flux limiter, used both in conjunction with the AMD model and
as a standalone model, are considered.
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4.7.2 Results
Wall-stress Reynolds numbers
In Table 4.2 the average wall-shear Reynolds numbers Reτ = δ+ = δ uτ/ν
are presented for all turbulence models considered and the DNS of Moser
et al. [49]. The averaging takes place over time, over stream-wise direction,
and also over the y-coordinates mirrored across the central xz-plane. In
all cases the transition to a turbulent flow in statistical equilibrium for
all models was reached at t ≈ 1000, corresponding to 105 time steps and
averages were taken over at least 3 · 105 time steps.
It is seen that all the AMD-related eddy-viscosity and hybrid models
slightly over-predict Reτ , but are better than the case of no turbulence
model, whereas the C2(AMD)-regularisation model slightly under-predicts
the Reτ . Precisely the opposite is true for the SQR-related models: the
eddy-viscosity model and hybrid model slightly under-predict the Reτ ,
whereas the C2(SQR)-regularisation model slightly under-predicts Reτ . Ac-
tivating the limiter functionality on top of the AMD model does not make
much of a difference when compared to the AMD model. The Vreman
model gives rise to a Reτ that slightly under-predicts the DNS value.
The differences that are found when these results are compared to
the simulation results reported by Rozema [63] seem to be attributable
to boundary conditions only.
Velocity statistics
The mean velocity profiles in Figure 4.5 and the mean Reynolds stresses
in Figure 4.6 allow for several interesting comparisons. The Vreman model
over-predicts and the no-model case under-predicts the DNS profile more
than any other considered model. The C2(SQR) model does not show a
difference with respect to the no-model case for the mean velocity profile,
but has a somewhat lower peak in the Reynolds-stress 〈u′u′〉-profile. The
Vreman model overestimates the height as well as the width of the peak.
The C2(AMD)-regularisation gives rise to a velocity profile with a shape
that closely resembles the DNS profile and the velocity deficiency in the
centre of the channel is small. The 〈u′u′〉-profiles in Figure 4.6 show an
overestimation of DNS results by all turbulence models.
The AMD model overestimates the mean velocity profile of the DNS
with a maximum of 4% in the range of y+ between 50 and 200, but shows
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Fig. 4.5: Mean velocity profiles for the simulations of a turbulent channel
flow at Reτ ≈ 590 with the indicated eddy-viscosity, regularisation and
hybrid models. Averages are taken over 3 · 105 time steps and over the
xz-plane.
hardly any centreline velocity deficit. All of the models show an over-
prediction of the height of the peak in the 〈u′u′〉-profile, but the AMD
model shows the least overestimation of all the considered models. The
hybrid AMD/C2-model yields results that are very similar to the AMD-
model.
The SQR model closely matches the DNS mean velocity profile up to
y+ ≈ 200, but close to the centreline of the channel the model suffers
from a velocity deficit. The 〈u′u′〉-profile of the SQR model is close to the
AMD model profile. The hybrid SQR/C2-model yields results that are very
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Fig. 4.6: Mean isotropic Reynolds-stress profiles for various eddy-
viscosity models for the simulations of a turbulent channel flow at Reτ ≈
590 with the indicated eddy-viscosity, regularisation and hybrid models.
Averages are taken over 3 · 105 time steps and over the xz-plane.
similar to the SQR-model.
The influence of the limiter function is seen to be small when used
in conjunction with a successful eddy-viscosity model, such as the AMD
model. All the statistics show that the results for inactivated and activated
limiter used in conjunction with the AMD model are virtually identical.
The turbulent channel flow shows that the limiter as a stand-alone model
has a centreline velocity deficit and the largest overestimation of the height
of the 〈u′u′〉-peak of all the considered models.
From this test case it seems safe to infer that, if the resolution is good
enough, the ‘minimal’ flux limiter function used in conjunction with a low-
dissipation eddy-viscosity model will have only a very limited influence on
turbulent flow statistics.
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Fig. 4.7: Mean eddy-viscosity profiles along the y coordinate for the
simulations of a turbulent channel flow at Reτ ≈ 590 with the indicated
eddy-viscosity, regularisation and hybrid models. Averages are taken over
3 · 105 time steps and over the xz-plane.
Eddy-viscosity distribution
Figure 4.7 shows the time and stream-wise averaged eddy-viscosity that
has been added by the eddy viscosity models. The typical maximal eddy
viscosity is of the order of the natural viscosity for all models.
If the AMD, SQR and Vreman models are compared, it is seen that the
Vreman model provides a higher eddy-viscosity than the SQR model, but
lower than the AMD model in most of the computational domain. Only in
the near-wall region, i.e. the viscous sub-layer and buffer layer, the eddy-
viscosity modelled by the Vreman model is higher than the AMD models,
and higher than modelled by the SQR models. This seems to influence
the near-wall velocities to be relatively low, resulting in a lower Reτ which
through scaling gives rise to an overshoot of the mean non-dimensional
velocity near the centreline.
Finally, hybrid models are seen to provide some relaxation to the mod-
elled amount of eddy viscosity, but the level of average eddy viscosity is very
similar. The minimal flux limiter has hardly any influence on turbulence
statistics when used in conjunction with the AMD model.
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General conclusions
For all statistics, the results of the hybrid models are indistinguishable from
the standalone eddy-viscosity models. The same conclusion was reached for
the homogeneous isotropic turbulence simulations in Section 4.6. Appar-
ently, numerical backscatter from sub-filter scales to supra-filter scales is
not a very important process to take into account in the considered turbu-
lent flow problems.
As a stand-alone model, the limiter has shown not to be dissipative
enough for homogeneous isotropic decaying turbulence in Section 4.6. The
turbulent channel flow simulations show that the limiter as a stand-alone
model suffers from a serious centreline mean-velocity deficit. Comparing
the results of the models that are based on the SQR or AMD scale trunca-
tion criterion, it seems that the measure of sub-filter structure generation
according to the AMD criterion is more successful than the SQR measure
on anisotropic grids. In Section 4.8, a grid refinement study will be car-
ried out for simulations of a flow around a square cylinder to study how
the AMD and SQR eddy-viscosity models compare for turbulent bluff-body
flows.
4.8 Flow around a square cylinder at ReD = 22, 000
In Section 4.6 and Section 4.7 the performance of several turbulence mod-
els has been assessed for the canonical test cases regarding homogeneous
isotropic decaying turbulence and turbulent channel flow, respectively. De-
caying turbulence has been simulated on an equidistant computational grid
with an initial turbulent velocity field that is left to decay, subject only
to periodic boundary conditions. The turbulent channel flow was wall-
bounded on two boundaries (the other boundaries were periodic and the
flow was driven by a constant pressure gradient in one direction) and has
been simulated on a computational grid that was strongly stretched to-
wards the side walls. These canonical test cases have served to show on
the one hand whether the considered turbulence models are able to capture
the dissipative behaviour of a turbulent flow and, on the other hand, how
well the near-wall/boundary-layer dynamics is simulated when less than a
handful of grid points are present in the viscous sub-layer.
In this section, the performance of turbulence models will be assessed
for the simulation of a flow around a square cylinder at a diameter-based
Reynolds number of 22,000, which can be considered a canonical test case
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(a) full domain and grid (b) zoom of grid near cylinder
Fig. 4.8: Computational grid covering the domain used for simulations
of the flow around a square cylinder at ReD = 22, 000. The red grid
lines show the base (coarsest) computational grid S0, which covers the
square cylinder (xy-interval [−0.5, 0.5]×[−0.5, 0.5]) with 50×50 grid points
and has a maximal grid size of 0.25 near the edges of the computational
domain. The blue dashed lines indicate the positions of grid refinement
zone interfaces.
for bluff body flows. At this Reynolds number, the flow separates at the
two upstream corners of the square cylinder, and forms vortices along the
stream-wise parallel sides as well as at the downstream side of the square
cylinder. The flow is turbulent, especially close to the square cylinder, and
therefore forms a test case that is of practical/engineering interest (think of
vortex-induced vibrations) as well as of fundamental interest to assess the
performance of turbulence models for this type of flow problem. In what
follows, the AMD and SQR model that have been presented in Section 4.3
will be assessed and these models are also considered in conjunction with
the ‘minimal’ flux limiter discussed in Section 3.1.8.
The setup of the square cylinder flow simulations regarding the compu-
tational domain, the base computational grid, and boundary conditions is
identical to the simulation of the circular cylinder discussed in Section 3.6.1.
The differences are that, instead of a circle of radius 0.5, a square with side
lengths (diameter) of size 1.0 is centred at the origin of the xy-plane and
extruded in the span-wise direction (see Figure 4.8) forming what is often
called a ‘square cylinder’. Compared to the computational grids that have
been used in the grid refinement study of the circular cylinder, one addi-
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tional grid refinement zone is considered around the square cylinder. Table
4.3 gives information regarding the characteristics of the computational
grids on which the square cylinder flow is simulated.
The DNS study of Trias et al. [76] will serve as the main reference for our
results, although results will also be explicitly compared to the DNS study
of Verstappen & Veldman [85]. The study of Trias et al. seems to be the
first truly detailed DNS study of this flow. Their approach is similar to the
one considered here: a symmetry-preserving discretisation (Trias: fourth
order; here: second order) of the Navier-Stokes equations is considered on a
stretched Cartesian computational grid with identical boundary conditions.
The main differences are the higher grid density around the cylinder (espe-
cially in span-wise direction) that Trias et al. employ, as well as the total
size of the computational domain: inflow, outflow and side boundaries are
located much further away from the square cylinder than considered in the
present study. The DNS uses a stretched grid along the square cylinder sur-
face, based on the expected gradients in the flow. The minimal grid sizes in
the stream-wise/cross-flow plane are δx = 1.89 · 10−3 and δy = 1.44 · 10−3
and the number of grid points in the span-wise z-direction is 216. Trias
et al. [76] is the only DNS study that provide a detailed analysis of the
statistical convergence of global flow quantities (e.g. the drag and lift coef-
ficients) over more than 70 vortex shedding cycles. This is highly detailed
when compared to e.g. the ‘early’ numerical studies that have been per-
formed in the context of the ERCOFTAC LES workshop of Rodi et al. [61],
which includes the study of Verstappen & Veldman [85] who average over
3 shedding cycles.
As a final introductory note: from the point of view of the challenge of
LES turbulence modelling, one might argue that the best one can hope for
regarding LES simulations on a coarse computational grid is to adequately
approximate a well-converged DNS simulation. Convergence should here
be interpreted in a numerical (convergence under grid-refinement) as well
as statistical (convergence of the averages in time) sense.
4.8.1 Results
Some important mean global flow variables are listed in Table 4.4, which
shows values resulting from experiments (experimental ranges are indi-
cated), two DNS studies, and the results based on the discretisation and
turbulence models presented in this thesis. The operator 〈 · 〉 denotes the
time-average of the span-wise average. The Trias study has shown that
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grid S0 S1 S2 S3
nx × ny at [−0.5, 0.5]2 50× 50 100× 100 200× 200 400× 400
∆x, ∆y at cyl. surface 0.02 0.01 0.005 0.0025
refinement zones active - R1 R1, R2 R1, R2, R3
# grid points in z-dir.:
– at cyl. surface 16 16 16 16
– on base grid 16 8 4 2
Table 4.3: Characteristics of the computational grids on which the flow
around a square cylinder at Reynolds number 22,000 is simulated.
the drag coefficient average converges to about ±1% of the final value after
about 10 shedding cycles in the DNS. All time-averages presented in this
section result from averaging over a minimum of 10 and a maximum of 15
shedding cycles.
A grid refinement study, using grids S0 through S3, has been carried
out for the case of no active eddy-viscosity model (indicated as the ‘central’
case) and the case with SQR eddy-viscosity model active. On the finest
grid the resolution at the square cylinder surface is 0.005D, which also
was the near-cylinder resolution achieved in the ‘DNS on a coarse grid’
reported by Verstappen & Veldman [85]. In the latter study, a fourth-
order discretisation has been employed and the amount of grid points in
the (Fourier transformed) span-wise direction was 64. Again, in this thesis
the number of grid points at the cylinder surface is constantly 16 for all
grids. Simulations of the AMD turbulence model have been carried out
on grids S0 through S2 only. Finally, the bottom of Table 4.4 shows the
influence of the ‘minimal’ flux limiter in conjunction with the AMD and
SQR eddy-viscosity turbulence models on the coarsest grids S0 and S1.
The global flow indicators presented in Table 4.4 show that the case
of no active eddy-viscosity model on the finer grids compare well to the
values found in the DNS studies. Only the RMS drag fluctuation seems to
be slightly over-predicted. It is also observed that the SQR and AMD eddy-
viscosity models predict the quantities to be closer to the converged values
on coarser grids when compared to the case of no active eddy-viscosity
model. The RMS lift fluctuation as well as the average drag coefficient
are slightly higher if eddy-viscosity models are active. The influence of
an active ‘minimal’ flux limiter used in conjunction with an eddy-viscosity
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model is small. The flux limiter has been assessed on the two coarser grids
S0 and S1 only, as its influence on turbulence statistics was observed to be
already small, and its influence on the results only diminishes when grids
are finer.
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< Clift > C
RMS





0.68 2.05 0.16 0.130
[37,42,43,45,52,87] – – – –
1.32 2.21 0.23 0.141
DNS Trias [76] – 1.71 2.18 0.205 0.132
DNS Verstappen
0.005 1.45 2.09 0.178 0.133
& Veldman [85]
central :
S0 -0.040 0.29 1.43 0.07 0.142
S1 0.049 1.08 1.94 0.11 0.134
S2 0.081 1.40 2.15 0.20 0.135
S3 0.004 1.51 2.13 0.28 0.127
SQR :
S0 0.010 0.86 1.84 0.10 0.134
S1 0.008 1.47 2.14 0.18 0.131
S2 -0.055 1.48 2.15 0.24 0.134
S3 -0.036 1.53 2.16 0.26 0.130
AMD :
S0 0.014 1.00 1.85 0.10 0.127
S1 0.051 1.47 2.14 0.21 0.131
S2 0.157 1.53 2.17 0.30 0.124
AMD + lim :
S0 0.018 0.90 1.84 0.08 0.134
S1 0.021 1.46 2.14 0.24 0.131
SQR + lim :
S0 0.022 0.91 1.86 0.11 0.134
S1 -0.005 1.38 2.13 0.23 0.134
Table 4.4: Comparison of global flow variables: mean lift coefficient,
RMS lift coefficient fluctuation, mean drag coefficient, RMS drag coeffi-
cient fluctuation, and Strouhal frequency are provided in the respective
columns. Experimental and DNS studies are summarised and compared
with current simulations on four computational grids (S0, S1, S2, S3).
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DNS Trias et al. (2015) [76]
(a) Pressure profile for no active turbulence model (‘central’).
















DNS Trias et al. (2015) [76]
(b) Pressure profile for SQR and AMD eddy-viscosity models.
Fig. 4.9: Pressure coefficient profiles for the square cylinder at ReD =
22, 000 along the four sides (AB, BC, CD, DA) of the square cylinder,
where AB defines the upstream side of the cylinder.
Pressure coefficient profile
The pressure (coefficient) profile along the square cylinder surface is a good
indicator of the global flow, as the (vortical) structures in the average ve-
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locity field close to the cylinder surface leave a clear imprint in the pressure
distribution. Figure 4.9 shows the convergence of the pressure distribution
along the cylinder surface for the no eddy-viscosity model and the cases
with AMD and SQR eddy-viscosity models, which are compared to the
DNS results of Trias et al. [76]. The profiles show that some details (the
dent on segment CD) seem to be captured better by the eddy-viscosity
models. Also, the coarsest grid S0 is seen to be too coarse to provide an
accurate pressure profile for all models, although the eddy-viscosity simu-
lations on the coarsest grid are certainly ‘closer’ to the converged pressure
profile. In fact, the results obtained on grids S0 and S1 for the eddy-
viscosity models compare well to the results of the ‘central’ simulations on
grids S1 and S2, respectively. This seems to confirm the potential of the
AMD and SQR eddy-viscosity models: being able to compute average flow
variables as accurately as in the ‘central’ case, but on a coarser grid.
Velocity statistics profiles
The average stream-wise velocity profile and the profiles of the average
Reynolds stresses 〈u′u′〉 and 〈v′v′〉 along the centreline y = 0 are shown in
Figure 4.10 for the ‘central’ case and in Figure 4.11 for the AMD and SQR
models. It is observed that the recirculation length and minimum in the
stream-wise velocity profile of the DNS are well reproduced for the ‘central’
case, but this observation does not hold for the stream-wise velocity further
downstream on the centreline.
The SQR model converges to a solution that is characterised by a larger
recirculation length and a lower minimum of the mean stream-wise velocity.
These results seem to be more consistent with the experimental results
of Lyn et al. [43] in the near-cylinder wake. The AMD model seems to
converge to a recirculation zone that is closer to the DNS solution.
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Fig. 4.10: Stream-wise centreline velocity statistics for simulations with-
out eddy-viscosity turbulence model (the ‘central’ case). Only averages
obtained on the finest grid refinement zone are shown.
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Fig. 4.11: Stream-wise centreline velocity statistics for the SQR and
AMD eddy-viscosity turbulence models. Only averages obtained on the
finest grid refinement zone are shown.
Regarding the Reynolds stresses, it seems that 〈u′u′〉 is difficult to pre-
dict, and for no case the centreline profile seems to have converged. The
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SQR model predicts a peak in the 〈u′u′〉 profile that is slightly higher than
the ‘central’ simulation, but the stream-wise location of the peak is pre-
dicted better. The AMD model seems to predict a worse overall 〈u′u′〉
profile on the finest grid.
The 〈v′v′〉-profile seems to be easier to predict for all models. The
centreline profiles of 〈v′v′〉 on the finest grids clearly shows the presence of
the refinement interface that contaminates the solutions with oscillations
that are confined to the region close to the interface. This is an indication
that the velocity gradients at the grid refinement interface are (too) large,
and it would have been better to position the grid refinement interface
further downstream, at the cost of a higher computational load.
Eddy-viscosity profile
The mean eddy-viscosity profiles for the simulations with the AMD and
SQR models are shown in Figure 4.12. A fundamental difference between
these models becomes apparent, relating to the incorporation of the grid
size in the eddy-viscosity model given by eq. (4.53). It is recalled that the
AMD model scales the velocity gradient with the grid size in the direction
of the gradient according to eq. (4.50). Therefore, if the grid spacing
in one direction is much larger than the others, which is clearly the case
in our simulations, and the gradient is not proportionally small in that
direction, this contribution may dominate the modelled amount of eddy-
viscosity. This seems to be the case for the simulations presented here,
as the average provided eddy-viscosity is constant under grid refinement
in the xy-plane, see Figure 4.12b. The high average eddy-viscosity should
therefore also be interpreted as an indication that the grid is too coarse in
the span-wise direction and hence should be refined.
The SQR model measures the production and dissipation rates in isotro-
pic computational space, in which the gradients and velocity components
are scaled by the grid size in the direction of the gradient and the velocity









Given the scaling of the eddy-viscosity under grid refinement from S1 to S2
and from S2 to S3, it seems that on average the ratio of the production and
dissipation rates of scaled gradients of the scaled velocity fields is of similar
magnitude on these computational grids. This is inferred from the fact
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that the eddy-viscosity is clearly dominated by the smallest length scales
δx, δy. Upon grid refinement by a factor of 2, the eddy-viscosity should
then become approximately 4 times as small, which from Figure 4.12a is
seen to be the case for the SQR model on grids S1 through S3.
The relative consistency of the results provided by the AMD and SQR
model are maybe somewhat surprising considering the order of magnitude
of difference that exists between the modelled average eddy-viscosities.
However, despite the differences in the average eddy-viscosity, both models
minimise the eddy-viscosity that is required to prevent the equations of dy-
namics to create ‘sub-filter’ structures, although the models have a different
definition of what a good approximation to minimising sub-filter structure
energy is on a anisotropic computational grid. Finally, it is noted that in
practice, the high eddy-viscosities that are associated with the AMD model
require small time steps in the explicit second-order Adams-Bashforth time
integration method that has been employed, thus leading to a higher com-
putation time.































Fig. 4.12: The average eddy-viscosity profile, normalised by the natural
viscosity, for the SQR and AMD turbulence models at the centerline y = 0
in the wake of the square cylinder.
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4.9 Wall models for turbulent boundary layers
The presence of a turbulent boundary layer poses a serious challenge to
the numerical computation of wall-bounded flows at high Reynolds num-
bers. As the previous discussion in Chapter 4 illustrates, LES models can
be successful if the energy-containing eddies are well-resolved. The energy
cascade in the inertial range can then be modelled sufficiently well to pro-
vide a reliable coarse-grained solution of a turbulent velocity field, without
the requirement of resolving every (sub-grid/sub-filter) detail up to the
dissipative length scale.
In wall-bounded turbulent flows, however, the energy-containing eddies
decrease in size towards the wall while the dissipative length scale does not
change [26]. To alleviate the need for a full resolution of the boundary
layer, a simple model for the (averaged) effect of the turbulent boundary
layer on the LES-resolved scales of the flow will be proposed.
In what follows, pivotal concepts in the theory of turbulent boundary
layers will be recapitulated. After this, a compact overview of turbulent
boundary-layers models/modelling strategies will be given and a wall-shear
stress model for implementation in ComFLOW will be proposed.
4.9.1 The turbulent boundary layer
Turbulent boundary layers of Newtonian fluids seem to possess universal
features. The mass density, viscosity and wall-shear stress τw can be used
to non-dimensionalise the tangential velocity u and wall-normal distance y.
For a variety of fluids, experiments seem to indicate the existence of a uni-
versal average velocity profile in the turbulent boundary layer, also known
as the ‘law-of-the-wall’ [58], in terms of these non-dimensional variables.
The friction velocity uτ is defined as uτ =
√
τw/ρ. The dimensionless
tangential velocity u+ component is defined as u+ = u/uτ and the di-
mensionless wall-normal distance is defined as y+ = y uτν . The turbulent
boundary layer is divided into three regions. The region closest to the wall
(y+ . 8) is the viscous sub-layer, where viscosity dominates the flow and
enforces a linear velocity profile, u+ = y+. Further away from the wall
(20 < y+ < 1000), the velocity profile follows a logarithmic profile that is
hypothesised to be universal and which is given by
u+ = 1
κ
log y+ +B, (4.78)
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where κ ≈ 0.4 is the Von Kármán constant and the offset B ≈ 5.0.
Both profiles are depicted in Figure 4.13. In the transitional regime
between these two regions the average velocity profile smoothly changes
from a linear to a logarithmic profile. This layer (8 < y+ < 20) is known
as the buffer layer.














DNS Reτ = 180 [29]
Fig. 4.13: Plot of the Werner–Wengle approximation eq. (4.80) (dashed
red line) of the log–law eq. (4.78) (solid blue line). Also drawn is the
viscous sub-layer velocity profile u+ = y+, which is valid until y+ ≈ 11.
Note that these velocity profiles do not model the continuous transition
(‘buffer layer’) between the viscous sub-layer and the log-law layer. The
Werner–Wengle approximation of the log-law velocity profile is seen to be
adequate up to y+ ≈ 2, 000.
4.9.2 Boundary-layer models
Boundary-layer models should provide an effective boundary condition to
the outer LES-resolved flow, such that the log-law eq. (4.78) is recovered
even if the viscous sub-layer is not resolved. Formulating an appropriate
model for the boundary layer has been a matter of ongoing research. For
124 Chapter 4. Modelling turbulent flows
overviews of wall-layer models and near-wall modelling strategies that have
been proposed in the past see e.g. [3, 36, 57, 66, 72]. The literature reveals
that two main approaches to the boundary-layer problem can be distin-
guished. One approach is to resort to a RaNS computation of the inner
boundary-layer dynamics, coupled to a LES model for the outer flow, see
e.g. [72], whereas the other approach is to directly model the effective wall-
shear stress that is experienced by LES-resolved wall-tangential velocity
components.
The latter type of wall-stress models can be divided in two types. The
models of type (i) solve the boundary-layer momentum-conservation equa-
tions. This approach is more computationally involved (as an additional
fine computational grid near the wall is required) and in practice causes
problems for flows around complex geometries. Models of type (ii) use in-
formation from the ‘outer’ LES-resolved flow to solve eq. (4.78) directly for
the friction velocity, which is justified if an equilibrium hypothesis is satis-
fied: the convection term and the pressure gradient term in the boundary-
layer momentum equation can be neglected.
For the equilibrium assumption to be valid, the time scale of the dy-
namics in the turbulent boundary layer (‘eddy turn-over time’) should be
significantly smaller than the time scale on which the grid-resolved dynam-
ics takes place. Larsson et al. [36] argue that as the turbulent time-scale is
proportional to the wall-normal distance the inner boundary layer should
indeed approximately be in equilibrium. Moreover, it is argued that the
LES studies of Hickel et al. [24] show that convection and pressure gradient
balance instantaneously above the viscous sub-layer. Larsson et al. [36]
quote several studies showing that simulations with wall-stress models re-
lying on the equilibrium assumption agree well with experiments as long as
the outer edge of the boundary layer is well resolved.
Given the simplicity and reported relatively good performance, a wall-
stress model of type (ii) has been chosen to model the turbulent boundary
layer in ComFLOW.
Log-layer mismatch problem
One of the challenges for type (ii) wall-stress models is to prevent over-
predicting or under-predicting the mean velocity of the universal log-layer
profile. Several authors have tried to analyse and alleviate the so-called
‘log-layer mismatch problem’.
One option is to resort to a simple model in which the effective wall-
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shear stress is computed by matching the first off-wall velocity component
to the log-law average velocity, and to modify the near-wall eddy-viscosity
model sub-grid stresses dynamically, see e.g. Porté-Agel et al. [59] or Wu
and Meyers [92]. Recently, Yang et al. [93] have reported that this approach
did not satisfactorily resolve the log-layer mismatch problem.
Alternatively, Kawai and Larsson [28] argue that computing an effective
wall-shear stress from not the first off-wall, wall-tangential velocity compo-
nent, but rather from the wall-tangential velocity deeper in the fluid (i.e.
at the N -th, N = 2, 3, 4, . . . , off-wall grid point) will resolve a large part of
the log-layer mismatch.
It has been confirmed by Yang et al. [93] that this approach is successful,
but it is commented that this approach is difficult to implement for flow
problems involving complex geometries. Therefore Yang et al. propose
to compute the effective wall-shear stress from the first off-wall average
velocity component. This average can be either a time-average or wall-
parallel spatial average of the nearest-to-wall parallel velocity components.
Both averaging approaches show a significant reduction in the log-layer
mismatch, but also still show serious deviations in the predicted wall-shear
stress.
4.9.3 Werner-Wengle power-law approximation
The relatively good performance of simple wall-stress models that is pointed
out in the literature, combined with the simplicity, robustness, and ease of
implementation and computation of this type of model, motivate why a
wall-stress model has been implemented in ComFLOW. Below, three op-
tions for wall-stress models will be assessed for simulations of a turbulent
channel flow in which the viscous sub-layer is not resolved by the compu-
tational grid.
Logarithmic velocity matching wall-stress model
The wall-stress model that follows from eq. (4.78) for the friction velocity
uτ =
√


















The transcendental equation for the wall-shear stress τw requires either
a numerical approximation of the solution of this equation or a pre-defined
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value of the ‘roughness height’ y0 = ν/u¯τeκB, where the average friction
velocity is known in advance. This is the case in e.g. the simulations of
wall-unresolved turbulent channel flow by Yang et al. [93], in which the
friction Reynolds number is known in advance.
Werner-Wengle velocity matching wall-stress model
An easier approach is to parametrise the wall-stress model in eq. (4.79)
using the Werner–Wengle power law approximation [91] and solve for the
wall-shear stress. The linear velocity profile u+ = y+ in the viscous sub-
layer will coincide with the power-law approximation at the matching co-
ordinate y+ = y+m. The Werner–Wengle approximation of the log-layer






for y+ ≥ y+m. The matching coordinate can then be expressed in terms
of the parametes of the Werner–Wengle approximation as y+m = A1/(1−B).
Fitting the parameters of the Werner–Wengle power-law to the log-law
gives the constants A and B as A = 8.3 and B = 1.0/7.0. The resulting
approximation of the velocity profile is compared to the log-law and the
data of a DNS of a turbulent channel flow [29] in Figure 4.13, and is seen
to be reasonable roughly up to y+ ≈ 2, 000.
U¯∆y
τw
Fig. 4.14: First off-wall wall-tangential velocity component U¯ , the wall-
normal distance of the first wall-normal grid size ∆y, and positioning of
the wall-shear stress τw
The Werner-Wengle power law approximation eq. (4.80) can be solved











4.9 Wall models for turbulent boundary layers 127
in which U¯ =
√
u2 + w2 is the wall-tangential first off-wall velocity compo-
nent and ∆y2 the height at which U¯ is matched to the velocity profile eq.
(4.80). This gives an expression for the wall-shear stress,
τw
ρ









This model has been implemented such that whenever the local wall nor-
mal distance at the velocity matching height satisfies 12∆y+ > y+m , the
wall-shear stress will be computed from the Werner-Wengle power-law ap-
proximation. By construction, the wall-stress model will switch ‘off’ if the
first off-wall velocity component is inside the viscous sub-layer.
Werner-Wengle flux matching wall-stress model
The logarithmic and power-law wall-stress model, given by eq. (4.79) and
eq. (4.81) respectively, match the wall-shear stress to the instantaneous first
off-wall LES velocity. The original model proposed by Werner and Wengle
[91] integrates the power-law velocity profile approximation over the first
off-wall computational cell face, and matches this flux to the instantaneous
LES flux through that cell face. The average velocity over the first wall-








Evaluation of this expression by integrating the linear part u+ = y+ for












As ∆y+ = 1ν
√
τw
ρ ∆y, a relation between the wall-shear stress and the known
constants and quantities A, B, ν, and |U¯ | is established. The original
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This expression for the wall-shear stress will be used during the simulation
whenever y+ > A1/(1−B), otherwise the linear estimate will be used as the
wall-shear stress boundary condition.
Components of the wall-stress model
The wall-shear stresses resulting from the model are computed component-









which is easily integrated into the quasi 3-D extension of the LS-STAG
approach that can be found in Section 3.2.
4.9.4 Wall-underresolved turbulent channel flow at Reτ = 2, 000
The simulations of a turbulent channel flow that have been performed by
Yang et al. [93] to assess the performance of three wall-stress models are
repeated here for the computational method described in this thesis. The
following models are compared:
i. the Werner-Wengle power-law velocity matching model given by eq.
(4.81),
ii. the logarithmic velocity matching model in eq. (4.79) for which a
predefined value is used for the ‘roughness’ height y0 = e−κBν/u¯τ =













iii. the Werner-Wengle flux matching model given by eq. (4.82).
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Computations of a wall-underresolved turbulent channel flow have been
performed using a grid of [32× 64× 32] to cover the channel of size [2piδ×
δ× 2piδ] in stream-wise, wall-normal, and span-wise direction, respectively.
Both grid and domain are identical to the case of Reτ = 2, 000 considered
in [93].
The average velocity profiles in wall-normal direction for these wall-
stress models is shown in Figure 4.15. The log-layer mismatch is quantified
in Table 4.5, using the definition
log-layer mismatch ≡ ∆〈uLES〉 −∆ulog-law
ulog-law(y = 32∆y)
, (4.84)
in which the difference operator notation ∆u = u(y = 32∆y) − u(y =1
2∆y) is used. It can be seen that the Werner-Wengle velocity matching
model performs best. The log-layer mismatch is low and the model seems
to perform slightly better than the ‘pre-informed’ logarithmic wall-stress
velocity matching model, and significantly better than the Werner-Wengle
flux matching model.
The log-layer mismatch for the Werner-Wengle velocity matching wall-
stress model is low, especially when considering the uncertainty of about
2.5% in the Von Kárman constant alone. Modelling errors that arise from
application of wall-stress models to (‘practical’) complex geometries, which
are typically very “un-channel-like” and in which other complex physical
phenomena such as boundary-layer separation and reattachment appear,
will likely be more than a few percent. Therefore, the improvements to
be expected from a filtering (in time or space) approach in a ‘practical’
situation will be minimal, and implementation will be more complicated.
If the logarithmic wall-stress velocity matching model is not pre-informed,
as in the case of wall-unresolved turbulent channel flow above, solving for
the effective wall-shear stress is a more complicated procedure than direct
computation from the Werner-Wengle velocity matching model as given
by eq. (4.81). Therefore the latter wall-stress model is implemented in
ComFLOW.
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wall-stress model log-layer mismatch [-]
logarithmic velocity matching [93], eq. (4.79) 4.7 %
Werner-Wengle velocity matching, eq. (4.81) 4.2 %
Werner-Wengle flux matching [91], eq. (4.82) 8.8 %
Table 4.5: Log-layer mismatch as defined by eq. (4.84) for three selected
wall-stress models, for a turbulent channel flow at Reτ = 2, 000 in which
the near-wall region is under-resolved. The first non-dimensional grid















log-law (κ = 0.4, B = 5.0)
Fig. 4.15: A comparison of three wall-stress models to the log-law for
a turbulent channel flow at Reτ = 2, 000. The vertical axis denotes
the dimensionless average velocity and the horizontal axis denotes the y-
coordinate divided by the channel half-height δ. Note that the first data
point corresponds to y+ = y u¯τ/ν = Reτ y/δ ≈ 30 , i.e. a non-dimensional
grid spacing of ∆y+ ≈ 60 .
chapter 5
Moonpool sloshing
The preceding chapters have discussed how the free-surface flow simulation
software ComFLOW has been amended to enable the simulation of viscous
flow effects in complex wall-bounded flows. Turbulence models, numerical
methods for immersed boundary conditions and turbulent boundary-layer
models have been reviewed and verified for canonical test cases. In this
chapter, the developed method will be validated for a practically relevant
flow problem that occurs in an offshore context.
5.1 The problem of water motion in a moonpool
In the ComFLOW-3 Joint Industrial Project, an experimental campaign
has provided data that can be used to validate the improvements of the
ComFLOW code. The test campaign has been carried out by the Dutch
Maritime Research Institute (MARIN) and took place in March 2012 [23].
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The design of the experiment was guided by the criterion that the ex-
perimental test cases should resemble a practically relevant flow problem,
for which viscous and free-surface effects are important. A well-known ex-
ample from the offshore industry is the fluid motion in a so-called moonpool.
Simply put, a moonpool is a hole in the hull of a vessel that is used to lower
equipment from the deck to below the water surface. It is well-known from
practical experience that violent sloshing can occur in moonpools, even if
the offshore wave climate outside the vessel can be characterised as calm.
Moonpool motion response from potential-flow theory
The problem of water motion in a moonpool is easily recognised as a reso-
nance problem. An oscillating water column is forced by incoming waves or
currents under the moonpool, and the amplitude of the response is a man-
ifold of the amplitude of the driving mechanism. The simplest models for
moonpool water motion treat the water column as a forced, (linearly and
quadratically) damped harmonic oscillator [1,14]. Linearised potential-flow
theory can be used to demonstrate the resonance phenomenon and to de-
rive approximations to the natural frequencies of piston and sloshing modes
for special moonpool geometries, such as rectangularly shaped ones [47].
Computations of moonpool resonances with a potential-flow method
that accounts for some radiation damping were studied by Faltinsen et
al. [12]. In this study, the fluid motion in the moonpool due to forced
heave motions of the surrounding hull geometry has been compared to
experimental results. Clear experimental evidence was presented for non-
linear effects inducing higher harmonics in the response to forced heave
motions that cannot be predicted by potential-flow theory alone. Also, the
radiation damping included in the method was not enough to reproduce
the experimentally observed amplitude of the piston-mode oscillation near
resonance.
When studying the moonpool response to incoming waves, Kristiansen
and Faltinsen [34] conclude that the damping effect of flow separation at
moonpool edges is able to provide the additional damping needed to match
the experimentally determined piston-mode amplitude. In this case, an
inviscid vortex tracking method [33] has been used to take the effect of flow
separation in a potential-flow method into account.
Amending potential flow solvers to include the effect of vortex shed-
ding and viscous damping, is a popular approach as it is a computationally
efficient solution, which is beneficial in design stages. The alternative, solv-
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ing the Navier-Stokes equations, is often feared to be too computationally
expensive. However, as Kristiansen et al. [35] demonstrate, sufficient vis-
cous damping to the piston motion in response to incident waves can be
achieved already on very coarse grids. A resolution of the order of about
8×8×8 for a mesh covering a rectangular moonpool geometry already pro-
vides an accurate response for a range of incoming wave frequencies around
the piston-mode eigenfrequency. It is noted that Kristiansen et al. [35] use
a coupled Navier-Stokes and potential-flow method, where the former takes
care of the viscous effects in a sub-domain in and around the moonpool and
the latter takes care of the free-surface motion.
Non-linear free-surface motion in a moonpool
The studies described before employ potential-flow methods to account for
the presence of the free surface in the moonpool. This approach avoids the
complex free-surface advection and reconstruction methods that Navier-
Stokes solvers employ. Also, using potential-flow methods simplifies the
problem of devising a numerical wave tank that supplies appropriate bound-
ary conditions to the Navier-Stokes solver to generate waves, thereby saving
(potentially orders of magnitude of) computing time.
In many cases, however, non-linear surface effects are important, and
there is no alternative to solving the Navier-Stokes equations fully. One
interesting example is due to Guo et al. [21], who simulate the response to
head-on waves of a scale model of a drilling vessel with a receding moonpool
(‘moonpool with a step’) in soft mooring. As the transversal sloshing modes
over the step result in highly non-linear free-surface motion, a Navier-Stokes
solver equipped with a robust free-surface advection and reconstruction
algorithm is required.
Free-surface motion without waves
All of the studies cited above have focussed on moonpool oscillations in-
duced by incoming waves. Loosely speaking, waves cause periodic pressure
‘discharges’ at the leading edge of the moonpool that drive the moonpool
piston mode.
In the presence of a free surface, but in the absence of waves, a self-
sustaining process can drive the moonpool piston and sloshing modes if the
vessel has forward speed. The piston mode itself causes a perturbation and
roll-up of the shear layer that is present at the upstream moonpool edge,
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which causes high momentum fluid to be advected into the moonpool and
provide energy to the piston mode. Evidently, this process adds resistance
to a vessel with forward speed [82], and may give rise to violent sloshing in
the moonpool.
A preliminary study of Gaillarde and Cotteleer [15] has shown that
earlier versions of ComFLOW were not able to simulate moonpool free-
surface motion due to forward speed. This study has been carried out well
before detailed modelling of viscous flow effects were taken into account in
ComFLOW, and the study was deemed unsuccessful.
5.2 Simulations of forward-speed induced moonpool
sloshing
Simulating the self-sustaining piston-mode sloshing resulting from forward
speed is a practically relevant validation case for ComFLOW. Viscous flow
effects, such as flow separation, shear layer roll-up, and complex interactions
with the free surface and the moonpool walls, all influence the resulting free-
surface motion. In this chapter, the computational method employed by
ComFLOW will be validated for fluid motion in a moonpool of a vessel
model having forward speed – all in the absence of waves. In design stages
of moonpools, the ability of a simulation method to capture resonant fluid
motion is of great interest. Hence, the validation will focus on simulations of
those forward speeds for which (transition to) resonance was experimentally
observed.
5.2.1 The vessel model
The vessel model that has been used in the experimental campaign is
drawn in Figure 5.1. The model was designed to ensure relative ‘two-
dimensionality’ of the inflow and to ensure absence flow separation under-
neath the model. Side plates were applied at the starboard-side and port-
side of the ship. In the experiments carried out at MARIN’s high-speed
basin, the captive model, including side plates, was fixed to a desired draft,
attached to a carriage and accelerated to some final forward speed. One
water height probe was installed in front of the model. Inside the moon-
pool a total of 13 water height probes were installed on the centreline, on
the starboard-side and on the port-side of the model, see Figure 5.3. After
reaching the final speed, measurements were made for about 100 s for each
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experimental run considered here.
Experimental findings
In what follows, the case of a moonpool of length 0.8 m, width 1.0 m and
draft 0.4 m in calm water (no waves) and with a forward speed of 1.25 m/s
is considered, as for this setup resonant moonpool sloshing behaviour has
been observed in the experiments.
Of the experimental runs at this forward speed, two runs show a tran-
sition to a resonant piston motion (MARIN run no.’s 302014 and 302020),
three runs show no sign of resonant behaviour (MARIN run no.’s 302018,
302018, and 302021), and one run shows signs of transition to resonance
at the very end of the measurement time trace (MARIN run no. 302017).
All of the mentioned numbers correspond to the material documented in
MARIN Data Report 22327-1-HT [23]. Whether or not the moonpool tran-
sits into resonance within the measurement time is clearly correlated to how
fast the carriage is accelerated to its final speed. As the time trace of ex-
perimental run no. 302014 provides the longest time trace of the moonpool
in resonance piston motion, this time trace will be used to compare Com-
FLOW simulations to experiment.
Finally, it is noted that an indicative Reynolds number for the moonpool
ReD can be estimated from the driving current/forward speed Uf and the




≈ 1 · 106 , (5.1)
for the model scale. For full scale operations this number would be roughly
10-20 times as large, judging from typical moonpool sizes reported by Van
‘t Veer et al. [82].
5.2.2 Simulation setup
The full computational domain spans [−9, 10]× [−0.5, 0.5]× [−3.5, 1.3] in
the stream-wise, cross-stream and upward direction, respectively, with the
origin specified in the centre of the moonpool at the centreline, see Figure
5.4. At x = −9, the inflow boundary condition prescribes a constant inflow
velocity in the positive x-direction. An absorbing boundary condition, see
the work of Düz [11] and Wellens [89] for details, is specified at the outflow



















Fig. 5.1: Experimental vessel model (MARIN model number M9274)
equipped with a rectangular moonpool shown with side plates (top), as
used in the model tests, and shown without side plates (bottom).





































Fig. 5.2: Top view (top) and side view (bottom) of the vessel model with
a moonpool of length 0.8 m and width 1.0 m. In the presented test case
only a draft of 0.4 m (DRAFT 2) was considered. Technical drawings were
adopted from the data report [23].
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Fig. 5.3: Positions and naming of water-height measurement probes in
the moonpool, adopted from the data report [23].
Fig. 5.4: The vessel model at a draft of 0.4 m with a moonpool of length
0.8 m and width 1.0 m as represented in ComFLOW. The origin of the
coordinate system lies at the centre of the moonpool halfway between aft
and fore ship, at centreline and at the still-water level. The x-axis is
pointing towards the aft of the ship, the y-axis towards the starboard-side
of the ship model and the z-axis upward, opposing the direction of gravity.
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Fig. 5.5: Illustration of the computational grid around the moonpool of
which only every fourth grid line is shown. Indicated are the local grid
refinement zones R1 and R2. Across the interface of each of the refinement
zones the grid is locally refined by a factor of 2 in each dimension.
boundary at x = 10. The computational grid is stretched towards the
bottom and towards the inflow and outflow boundaries. Refinement of
the computational grid is achieved through the placement of local grid
refinement zones in the relevant sub-domains around the moonpool, see
Figure 5.5. For details regarding the local grid refinement method, see Van
der Plas [80].
In the three-dimensional simulations a symmetry boundary condition
is applied at the plane y = 0 such that the simulation domain reduces
to [0, 0.5] in the y-direction. The computational grid in this dimension is
stretched towards the wall, see Table 5.1 for details.
In the experiments, the ship model was accelerated to a constant final
speed. The simulations start with a laminar velocity profile around the ship
hull as depicted in Figure 5.6 to prevent strong disturbances of the flow
around the model and inside the moonpool at the start of the simulation.
The experimental data has been collected over a time interval of about
maximally 120 s and the simulations span over a time interval of 150 s.
Simulations were performed using theWerner-Wengle velocity-matching
boundary-layer model on all solid walls (Section 4.9). The AMD eddy-
viscosity model was used in conjunction with the ‘minimal’ flux limiter
function as described in Section 3.1.8. The convection term is discre-
tised using a second-order central skew-symmetric discretisation. For two-
dimensional simulations, the grid inside the moonpool is equidistant in the
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Fig. 5.6: Illustration of the initial condition for the x-component of the
velocity (colour scale in m/s) used at the start of the simulation. The ver-
tical z-component of the velocity was chosen to match a laminar velocity
profile satisfying a constant mass flow condition between the bottom of
the wave tank and the model. The velocity inside the moonpool is initially
zero.
Fig. 5.7: Three-dimensional simulation of one moonpool oscillation pe-
riod showing the detailed free-surface motion. A vertical plane is coloured
by the instantaneous stream-wise velocity component.
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grid M1 M2 M3
refinement zones active - R1 R1, R2
nx × nz on [−0.4, 0.4]2 40× 40 80× 80 200× 200
∆x,∆z in moonpool 20.0 · 10−3 10.0 · 10−3 5.0 · 10−3
# grid points in y-dir.: 12 24 -
∆y at side wall: 27.6 · 10−3 13.5 · 10−3 -
2-D total # grid points: 17 · 103 45 · 103 99 · 103
3-D total # grid points: 0.193 · 106 1.05 · 106 -
Table 5.1: Characteristics of the computational grids used for simula-
tions of the forward-speed induced sloshing in a moonpool. In case of
two-dimensional simulations, the y-direction does not exist.
xz-plane. Therefore, the eddy-viscosity provided by the AMD model in
two-dimensional simulations is exactly zero in the moonpool and the added
viscous damping in the moonpool is only due to the flux limiter. As a ref-
erence solution, a three-dimensional simulation using a first-order upwind
discretisation of the convection term on mesh M1 will also be shown.
The equations of motion were integrated in time using the second-order
two-level explicit Adams-Bashforth time-integration scheme. The time step
was controlled with the CFL number u δt/h .
Results
The results of the simulations are presented in detail for three water height
probes: 1CL, 4CL, and 7CL, all of which are located on the centreline at
the downstream side, the centre, and the upstream side of the moonpool,
respectively. Representative excerpts of the time traces of the water heights
are shown in Figure 5.8 for two-dimensional simulations and in Figure 5.10
for three-dimensional simulations. The full time traces for all water-height
probes are shown at the end of the chapter in Figure 5.14 and Figure 5.15
for the 2-D and 3-D simulations, respectively.
Time traces The time traces show that the period of the piston mode is
captured well in the two-dimensional as well as in the three-dimensional
simulations. The three-dimensional signals are very regular, much like the
experimental signal, whereas the two-dimensional simulations show more
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Fig. 5.8: Time traces of the water heights in the experiment and 2-D sim-
ulations for three water-height probes on the centreline of the moonpool.
The time traces depicted are representative for the moonpool water mo-
tion when in resonance. Characteristics of meshes used for the simulations
(M1, M2, and M3) can be found in Table 5.1.
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Fig. 5.9: Water-height spectra for all the time traces (from experi-
ment and 2-D simulations) depicted in Figure 5.8, corresponding to water
heights on the centreline of the moonpool. The first peak corresponds to
the piston-mode eigenfrequency, the other peaks to the higher harmonics.
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Fig. 5.10: Time traces of the water heights in the experiment and 3-D
simulations for three water-height probes on the centreline of the moon-
pool. The time traces depicted are representative for the moonpool water
motion when in resonance. Characteristics of meshes used for the simula-
tions (M1, M2, and M3) can be found in Table 5.1.
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Fig. 5.11: Water-height spectra for all the time traces (from experiment
and three-dimensional simulations) depicted in Figure 5.10, corresponding
to water heights on the centreline of the moonpool. The first peak corre-
sponds to the piston-mode eigenfrequency, the other peaks to the higher
harmonics.
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variation in amplitude on all meshes. For three-dimensional simulations,
the overall amplitude seems to be captured well at the centre (4CL) of
the moonpool, but slightly overestimated at the downstream (1CL) and
upstream end of the moonpool (7CL). Simulations with the upwind dis-
cretisation are seen to significantly underestimate the overall amplitude of
the water-height motion, due to abundant numerical diffusion.
Spectral analysis Fourier transforms of the three water height probes on
the centreline are shown in Figure 5.9 for the two-dimensional simulations
and in Figure 5.11 for the three-dimensional simulations. These are Fourier
transforms of those parts of the time traces in which resonant sloshing
mode is observed. For the experiments, Fourier transforms are based on
the water-height time traces from 75 s onward. As all simulations have tran-
sitioned to the steady sloshing state typically after 30 s, Fourier transforms
of the simulations are based on time traces from 30 s onward.
Except for the upwind-based simulation, all simulated Fourier spectra
show a dominant peak at the piston-mode eigenfrequency. The second spec-
tral peak corresponds to the first sloshing mode that appears as a standing
wave with a wavelength of two times the moonpool diameter, which is
observed from the suppressed second spectral peak of the wave probe at
the centre (4CL) of the moonpool, when compared to the probes at the
upstream (1CL) and downstream (7CL) sides of the moonpool. The dom-
inant peak in the upwind simulations corresponds to this sloshing mode.
Higher-frequency excitations are seen to be captured by most simulations,
as well, apart from the upwind simulation.
It is noted that the two-dimensional simulations resolve the piston-
mode rather well. However, the higher harmonics appear not as narrow
spectral peaks, but rather as wide peaks (‘blobs’) in a frequency band
around the experimental sloshing frequencies. This issue is not resolved if
the computational mesh is refined.
The frequencies and amplitudes of the spectral peaks resulting from the
simulation and the experiment are listed in Table 5.2 for two-dimensional
simulations and in Table 5.3 for three-dimensional simulations. It is seen
that the frequencies of the piston mode are captured well for both 2-D and
3-D simulations, but that the experimentally observed amplitude is better
captured by 3-D simulations. The first sloshing-mode frequency is captured
well in 3-D simulations, although the amplitudes are slightly overestimated.
2-D simulations show a slight shift for the first sloshing-mode frequency (f1)
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exp M1 M2 M3
f0 0.4667 0.4583 0.4666 0.4668
a0 - 1CL 0.1071 0.0958 0.0855 0.0854
a0 - 4CL 0.1049 0.0756 0.0670 0.0683
a0 - 7CL 0.1357 0.0876 0.0757 0.0749
f1 0.9335 0.9166 0.9166 0.9170
a1 - 1CL 0.0239 0.0229 0.0229 0.0422
a1 - 4CL 0.0022 - - -
a1 - 7CL 0.0253 0.0235 0.0246 0.0412
Table 5.2: The four dominant frequencies appearing in the water-height
spectra of the experiment and the two-dimensional simulations of the
forward-speed induced sloshing.
exp M1 M2 upw. M1
f0 0.4667 0.4668 0.4664 0.4833
a0 - 1CL 0.1071 0.1152 0.0967 0.0156
a0 - 4CL 0.1049 0.1048 0.0879 0.0122
a0 - 7CL 0.1357 0.1389 0.1102 0.0178
f1 0.9335 0.9336 0.9247 0.9583
a1 - 1CL 0.0239 0.0437 0.0344 0.0240
a1 - 4CL 0.0022 0.0107 0.0077 0.0061
a1 - 7CL 0.0253 0.0437 0.0394 0.0248
f2 1.4002 1.4004 1.3911 1.442
f3 1.8669 1.8672 1.8575 -
Table 5.3: The four dominant frequencies appearing in the water-height
spectra of the experiment and the three-dimensional simulations of the
forward-speed induced sloshing.
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with respect to the experiment and 3-D simulations.
Discussion
The results show that the upwind discretisation is clearly unable to repro-
duce the piston mode in the moonpool accurately, but a sloshing mode can
be observed close to the second experimental spectral peak. The excessive
artificial numerical damping by the first-order upwind scheme is seen to
distort the onset and sustainment of resonant sloshing behaviour.
Fundamental differences in the dynamics of turbulence seem to play
a role in the discrepancy between two-dimensional and three-dimensional
simulations. It is well-known that in two-dimensional turbulence, energy
is transferred from small to large scales through the merging of vortices,
whereas in three dimensions the forward energy cascade transports energy
from large to small scales. The merging of vortices in the moonpool can
be observed in two-dimensional simulations. This may explain why there
are more scales of motion present in the water-height time traces of two-
dimensional simulations, irrespective of how fine the mesh is. Moreover,
in three-dimensional simulations, the AMD model provides a model for
the forward energy cascade through the additional damping of the small-
scale structures. This explains why more scales of motion are present in
two-dimensional simulations.
The grids that are used in the simulations are much too coarse to resolve
the full range of turbulence dynamics. This makes clear that the moonpool-
sloshing dynamics is not sensitive to the dynamics of the smaller turbulent
scales. Therefore, simulations with other turbulence models or high-order
low-dissipative upwind schemes may also be able to reproduce the onset
and sustainment of resonant moonpool sloshing due to forward speed. How-
ever, a comparison of simulations performed with upwind on the one hand
to simulations performed with the AMD turbulence model, a second-order
central discretisation and the Werner-Wengle velocity-matching model on
the other hand, shows that properly modelling viscous flow effects is impor-
tant for resolving the dynamics of the large (vortical) scales of motion that
determine the sloshing behaviour. Employing a turbulence model and a
symmetry-preserving discretisation (thereby carefully avoiding adding too
much artificial numerical dissipation) is seen to have clear benefits.
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Phenomenology of resonant moonpool sloshing
The experiments were registered using two video cameras: one camera
suspended above the moonpool and one camera placed just below the still-
water line outside the moonpool. The second camera has captured the
free-surface motion from the starboard side through a transparent side wall.
Still images showing the free-surface motion over one piston-mode oscilla-
tion period in resonance are shown in Figure 5.12. In the experiments, due
to the interaction of the free surface with the bow of the vessel model, tiny
bubbles are transported below the ship model all the way to the upstream
edge of the moonpool. Centrifugal forces keep the position of the bubbles
confined to the centre of the vortical structures, which gives a good impres-
sion of the position of the main vortical structure in the moonpool. The
video material provides clear evidence that a vortex is formed below the
moonpool around the upstream edge when the piston mode is at the last
stages of its downward motion. When the piston mode starts its upward
motion, the vortex centre moves upwards to the centre of the moonpool. In
its upward motion, the vortex entrains a lot of high-momentum fluid inside
the moonpool at the aft side of the moonpool, thereby exciting the piston
and higher-order sloshing modes. In the downward motion, the vortex is ad-
vected by the outer flow, and leaves the moonpool to move underneath the
model towards the aft. This phenomenological picture of the self-sustaining
moonpool sloshing, feeding on the high-momentum fluid, is corroborated
by the picture that emerges from simulations, as can seen from Figure 5.13.
5.3 Concluding remarks
In this chapter, a simulation study has been presented for the validation
of ComFLOW for resonant moonpool sloshing, induced by forward vessel
speed. Simulations agree quite well with experiments already on coarse
computational grids if a full three-dimensional simulation is performed us-
ing the AMD turbulence model and an energy-preserving discretisation
in conjunction with the Werner-Wengle velocity-matching model. In gen-
eral, the considered grids are too coarse to resolve a turbulent flow at the
Reynolds number (1 · 106) associated to the model scale. However, the phe-
nomenology of resonant moonpool sloshing seems to suggest that if flow
separation can be predicted well, if the main vortical structures are well
resolved, and if the (artificial) damping in the moonpool is not too large,
the onset of moonpool sloshing and the resonant motion due to forward
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Fig. 5.12: Video showing the free-surface motion over one piston-mode
oscillation period for experimental run 302014 [23]. Note that in these
pictures the flow below the ship model moves from right to left. The
motion of the vortex from the upstream edge up into the moonpool and
down below the vessel model is apparent. Also noteworthy are the strong
non-linearities in the free-surface motion, causing the bore travelling from
the upstream to the downstream moonpool wall to break (images (5) and
(6)), which entrains a lot of air bubbles at the free surface.
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Fig. 5.13: Visualisation of the simulated free-surface motion and vortex
formation, entrainment and ejection over one piston-mode oscillation pe-
riod. Note that in these pictures the flow below the ship model moves
from left to right. The fluid in a xz-plane slice is coloured by the absolute
vorticity magnitude according to the scale (units: 1/s) indicated in the
picture.
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speed may be simulated successfully. This gives good hopes for the use of
ComFLOW to real-life moonpool sloshing applications, even if those appli-
cations involve a Reynolds number that is typically one order of magnitude
higher than for the model scale.
Further validation could be undertaken using the additional experimen-
tal data that has become available within the ComFLOW-3 JIP. It would
be valuable to validate ComFLOW for various types of devices that are
meant to reduce moonpool motion, e.g. corner-cutting at the downstream
edge and placement of a wedge at the upstream edge. Another direction
for future research, using the available experimental data, would be to
perform simulations of waves combined with current or forward speed. If
the validation is successful for the combination of waves and current, a
simulation study of an interactively moving vessel in waves and with a
complicated moonpool layout, similar to the simulations of Guo et al. [21],
would constitute an excellent topic for future applied research well within
the capabilities of ComFLOW.
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Fig. 5.14: Full time traces of the 2-D simulations and the experimental
measurements for all wave probes.
154 Chapter 5. Moonpool sloshing
Fig. 5.15: Full time traces of the 3-D simulations and the experimental
measurements for all wave probes.
chapter 6
Concluding remarks
The research presented in this thesis has aimed at extending the functional-
ity of the free-surface flow simulation program ComFLOW. This program
is typically used to simulate violent free-surface flows that occur in offshore
environments and for which potential flow methods are not adequate. In
this thesis, several improvements have been proposed to enableComFLOW
to simulate viscous flow effects more accurately.
Discretisation of viscous stresses in cut cells
In ComFLOW, the (in-)compressible Navier-Stokes equations are discre-
tised on a Cartesian computational grid using a finite-volume approach.
Cut cells, resulting from the immersed boundaries of solid objects, require
special attention. Viscous stresses in cut cells have been accurately discre-
tised using the original two-dimensional LS-STAG approach. An extension
to three-dimensional structures with a boundary surface parallel to one of
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the principal coordinate axes has been proposed in Chapter 3. This exten-
sion has shown a clear reduction of the numerical error compared to the
previously implemented staircase approximation. The resulting method
does, however, not recover the property of second-order convergence under
grid refinement of the original two-dimensional LS-STAG approach. Fully
restoring second-order grid convergence behaviour will require a more ac-
curate reconstruction of velocity gradients in three-dimensional cut cells. It
is left for further study to investigate how the viscous stress discretisation
in cut cells can be improved. A diamond-cell technique [60] seems to be
particularly promising in this respect.
When cut cells are small, the diffusive time-step restriction may give
rise to very small time steps in case of explicit time-integration schemes,
even if some diagonal contributions to the diffusive matrix are discretised
implicitly in time. It may be more computationally efficient to integrate
the full diffusive contribution implicitly in time, thus allowing for larger
time steps.
Modelling turbulence
The Reynolds numbers associated to typical offshore flow problems are very
high. To prevent the onset of spurious oscillations when the second-order
central discretisation of the convection term is used, upwind methods have
been implemented in ComFLOW in the past. These upwind methods are
known to be a prominent source of artificial dissipation of kinetic energy
and, by consequence, a source of artificial wave damping. If viscous flow ef-
fects need to be accurately modelled, artificial dissipation of kinetic energy
is highly undesirable. The skew-symmetric second-order central discreti-
sation of the convection term does not dissipate kinetic energy, thereby
mimicking the skew-symmetry property of its analytical counterpart. It
is therefore taken as the starting point for discrete modelling of turbulent
flows. If a computational grid is too coarse to capture all scales of mo-
tion in a turbulent flow, a short-cut, in the form of a turbulence model,
is required. The approach followed in Chapter 4 of this thesis consists of
dissipating the energy of those scales of motion that cannot be represented
on the computational grid, using a minimally-dissipative turbulence model.
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Minimum dissipation turbulence models
Formal reasoning allows for the derivation of analytical eddy-viscosity mod-
els that minimise the dissipation of kinetic energy. This starting point leads
to discrete eddy-viscosity models (dubbed AMD and SQR) that can be ap-
plied to simulations involving anisotropic computational grids. These mod-
els perform at least as well as the state-of-the art eddy-viscosity models,
such as the dynamic Smagorinsky model (which requires a computationally
expensive explicit filtering procedure) or the Vreman model, for fundamen-
tal test cases of isotropic decaying turbulence and wall-bounded turbulent
channel flow. For the flow around a square cylinder at ReD = 22, 000, the
AMD and SQR models have shown to be able to reproduce DNS quality
predictions for especially global flow quantities on a much coarser compu-
tational grid.
The AMD model is the preferred model for general applications. The
dissipation of the SQR model is ultimately determined by the smallest mesh
size, which means that scales of motion in the coarsest direction may not
be damped enough. For specific flows this may not be problematic, but in
general it is not a desirable property. Moreover, the AMD model performs
always at least as good as the SQR model.
Backscatter of small-scale energy having a numerical origin, can for-
mally be prevented through a regularisation of the convective term. How-
ever, using regularisation models in conjunction with the AMD or SQR
eddy-viscosity models affects the outcomes of fundamental turbulent flow
simulations only marginally, although regularisation provides a formal clo-
sure of interactions between resolved and unresolved scales of motion. Reg-
ularisation models require a filter operation for which filter weights need
to be computed dynamically and throughout the computational domain.
This makes the regularisation model relatively computationally expensive.
Bounding the central discretisation with a ‘minimal’ flux limiter
Time-integration of the Navier-Stokes equations with a second-order cen-
tral discretisation of convection may give rise to point-to-point oscillations.
In general, higher-order upwind schemes, flux limiting schemes, or WENO
strategies are considered to be effective in preventing the onset of numeri-
cal oscillations. These methods are dissipative, however, and will typically
remove too much kinetic energy from the discrete solution. In this thesis,
a ‘minimal’ flux limiter is introduced that is activated in a grid cell only
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if the turbulence model is inactive, but point-to-point oscillations are nev-
ertheless present. When this flux limiting approach is used in conjunction
with the Adams-Bashforth time integrator, the resulting velocity fields are
virtually free of wiggles. Results presented in this thesis show that this flux
limiter has a minimal influence on the outcomes of relevant turbulent flow
quantities (e.g. drag coefficients or Reynolds stresses). It is recommended
to use the ‘minimal’ flux limiter always in conjunction with a turbulence
model.
Using a central discretisation of convection with an active ‘minimal’ flux
limiter (and turbulence model) should reduce the abundant wave energy
dissipation when compared to using an upwind discretisation strategy. This
has not been investigated in this thesis, but it is certainly interesting to
quantify the reduction in wave energy dissipation.
Turbulent boundary layers
If wall-regions are poorly resolved, which is typically the case for high
Reynolds-number flows, additional modelling is required to take the effect
of boundary layers on the outer flow into account. In ComFLOW, a wall-
stress modelling strategy is pursued. A simple modification of the original
Werner-Wengle boundary-layer model is shown to be an effective wall-stress
model if the viscous sub-layer cannot be resolved. The resulting model,
effectively a ‘dynamic’ partial-slip model, is verified for a turbulent channel
flow in which the viscous sub-layer is not resolved, but the logarithmic
velocity profile is relatively well recovered.
Experimental validation
Results of model tests that have been carried out in theComFLOW-3 Joint
Industrial Project are used to validate the improved modelling of viscous
flow effects. The model tests have focused on the sloshing water column
inside a moonpool. In the model tests it was observed that for a narrow
interval of forward speeds, a self-sustaining motion of the moonpool water
column results in a relatively large free-surface oscillation amplitude when
compared to the free-surface motion at lower or higher forward speeds. The
piston mode as well as the sloshing modes can clearly be identified in the
moonpool sloshing phenomenon.
Simulations show the capability of ComFLOW to capture the onset
and self-sustaining mechanism of the moonpool sloshing phenomenon well.
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Three-dimensional simulations reveal that qualitatively the free-surface mo-
tion in the moonpool is captured well, and quantitatively the piston and
sloshing mode frequencies and amplitudes are accurately predicted. The
free-surface motion in the moonpool sloshing problem is sometimes violent,
but the simulation method is robust. This shows the potential of Com-
FLOW as a tool for the simulation of subtle viscous flow effects that may
occur in offshore flow problems.
Epilogue
The methods proposed in this thesis have been verified for test cases in
which no (interactively) moving bodies were active. For practical appli-
cations it would be relevant to apply and study these methods in cases
with (interactively) moving bodies. Also, the combination of turbulence
modelling and local grid refinement has proven to be very successful in effi-
ciently computing turbulent flows (such as vortex shedding behind a cylin-
drical structure) with ComFLOW. Adaptive grid refinement is expected
to improve the computational efficiency of computing turbulent flows even
more by providing sufficient grid resolution only where required during the
simulation. These issues are certainly worth investigating and they are
indeed addressed in the ComMOTION research project, building on the
work done in the ComFLOW-3 project.
Finally, it is noted that additional data is available from the experi-
mental campaign carried out in the ComFLOW-3 JIP. This data can be
used to validate ComFLOW for simulations of moonpool response using
different moonpool geometries or different environmental conditions. In
particular, simulations of moonpool response to waves, combined with cur-
rent or forward speed, would be of practical interest. If validation would be
successful, a simulation study of an interactively moving vessel in waves and
with a complicated moonpool layout would constitute an excellent topic for
future applied research well within the capabilities of ComFLOW.
160 Chapter 6. Concluding remarks
Bibliography
[1] Aalbers, A. The water motions in a moonpool. Ocean Engineering
11, 6 (1984), 557–579.
[2] Arakawa, A., and Lamb, V. Computational design of the basic
dynamical processes of the UCLA general circulation model. General
circulation models of the atmosphere 17 (1977), 173–265.
[3] Bose, S., and Park, G. Wall-modeled large-eddy simulation for
complex turbulent flows. Annual Review of Fluid Mechanics 50, 1
(2018), 535–561.
[4] Cheny, Y., and Botella, O. The LS-STAG method: A new im-
mersed boundary/level-set method for the computation of incompress-
ible viscous flows in complex moving geometries with good conserva-
tion properties. Journal of Computational Physics 229 (2010), 1043–
1076.
[5] Clark, R. A., Ferziger, J. H., and Reynolds, W. C. Evalua-
tion of subgrid-scale turbulence models using an accurately simulated
turbulent flow. Journal of Fluid Mechanics 91, 1 (1979).
[6] Comte-Bellot, G., and Corrsin, S. Simple eulerian time cor-
relation of full-and narrow-band velocity signals in grid-generated,
‘isotropic’ turbulence. Journal of Fluid Mechanics 48, 2 (1971), 273–
337.
[7] Coudière, Y., Vila, J.-P., and Villedieu, P. Convergence rate
of a finite volume scheme for a two dimensional convection-diffusion
problem. ESAIM: Mathematical Modelling and Numerical Analysis
33, 3 (1999), 493–516.
[8] Courant, R., Friedrichs, K., and Lewy, H. On the partial
difference equations of mathematical physics. IBM journal of Research
and Development 11, 2 (1967), 215–234.
161
162 BIBLIOGRAPHY
[9] Dröge, M. Cartesian grid methods for turbulent flow simulation in
complex geometries. PhD thesis, University of Groningen, 2007.
[10] Dröge, M., and Verstappen, R. A new symmetry-preserving
Cartesian-grid method for computing flow past arbitrarily shaped ob-
jects. Int. J. Numer. Meth. Fluids 47 (2005), 979–985.
[11] Düz, B. Wave Generation, Propagation and Absorption in CFD Sim-
ulations of Free Surface Flows. PhD thesis, University of Delft, 2015.
[12] Faltinsen, O., Rognebakke, O., and Timokha, A. Two-
dimensional resonant piston-like sloshing in a moonpool. Journal of
Fluid Mechanics 575 (2007), 359–397.
[13] Fekken, G. Numerical Simulation of Free-Surface Flow with Moving
Rigid Bodies. PhD thesis, University of Groningen, 2004.
[14] Fukuda, K. Behaviour of water in vertical well with bottom opening
of ship and its effects on ship-motion. Journal of the Society of Naval
Architects of Japan 141 (1977), 107–122. (in Japanese).
[15] Gaillarde, G., and Cotteleer, A. Water motion in moonpools
empirical and theoretical approach. Tech. rep., Maritime Research
Institute Netherlands (MARIN), HMC Heerema, 2005.
[16] Germano et al., M. A dynamic subgrid-scale eddy viscosity model.
Physics of Fluids A 3, 7 (1991), 1760–1765.
[17] Germano et al., M. Erratum: “A dynamic subgrid-scale eddy vis-
cosity model”. Physics of Fluids A 3, 12 (1991), 3128.
[18] Gerrits, J. Dynamics of Liquid Filled Spacecraft. PhD thesis, Uni-
versity of Groningen, 2001.
[19] Geurts, B., and Holm, D. Regularization modeling for large-eddy
simulation. Physics of Fluids 15 (2003), L13–L16.
[20] Golub, G., and Van Loan, C. Matrix computations, vol. 3. JHU
Press, 2012.
[21] Guo, X., Lu, H., Yang, J., and Peng, T. Resonant water mo-
tions within a recessing type moonpool in a drilling vessel. Ocean
Engineering 129 (2017), 228–239.
BIBLIOGRAPHY 163
[22] Harlow, F., and Welch, J. Numerical calculation of time-
dependent viscous incompressible flow of fluid with free surface.
Physics of Fluids 8, 12 (1965), 2182–2189.
[23] Helder, J., and Bunnik, T. ComFLOW-3 JIP Data Report 22327-
1-HT. Tech. rep., Maritime Research Institute Netherlands (MARIN),
June 2012.
[24] Hickel, S., Touber, H., Bodart, J., and Larsson, J. A
parametrized non-equilibrium wall-model for large-eddy simulations.
In Proceedings of the Summer Program (Center for Turbulence Re-
search, 2012), pp. 127–136.
[25] Hirt, C., and Nichols, B. Volume of fluid (VOF) method for the
dynamics of free boundaries. Journal of Computational Physics 39, 1
(1981), 201–225.
[26] Jiménez, J. Cascades in wall-bounded turbulence. Annual Review of
Fluid Mechanics 44, 1 (2012), 27–45.
[27] Kang, H., Chester, S., and Meneveau, C. Decaying turbulence
in an active-grid-generated flow and comparisons with large-eddy sim-
ulation. Journal of Fluid Mechanics 480 (2003), 129–160.
[28] Kawai, S., and Larsson, J. Wall-modeling in large eddy simulation:
Length scales, grid resolution, and accuracy. Physics of Fluids 24
(2012), 015105.
[29] Kim, J., Moin, P., and Moser, R. Turbulence statistics in fully
developed channel flow at low Reynolds number. Journal of Fluid
Mechanics 177 (1987), 133–166.
[30] Kleefsman, K. Water impact Loading on Offshore Structures. PhD
thesis, University of Groningen, 2005.
[31] Kleefsman, K., Fekken, G., Veldman, A., Iwanowski, B., and
Buchner, B. A volume-of-fluid based simulation method for wave
impact problems. Journal of Computational Physics 206, 1 (2005),
363–393.
[32] Kravchenko, A., and Moin, P. Numerical studies of flow over
a circular cylinder at ReD = 3900. Physics of Fluids 12, 2 (2000),
403–417.
164 BIBLIOGRAPHY
[33] Kristiansen, T., and Faltinsen, O. Application of a vortex track-
ing method to the piston-like behaviour in a semi-entrained vertical
gap. Applied Ocean Research 30, 1 (2008), 1–16.
[34] Kristiansen, T., and Faltinsen, O. A two-dimensional numeri-
cal and experimental study of resonant coupled ship and piston-mode
motion. Applied Ocean Research 32, 2 (2010), 158–176.
[35] Kristiansen, T., Sauder, T., and Firoozkoohi, R. Validation of
a hybrid code combining potential and viscous flow with application
to 3d moonpool. In Proc. 32nd Int. Conf. Ocean, Offshore and Arctic
Engineering (OMAE) (2013). Paper No. OMAE2013–10748.
[36] Larsson, J., Kawai, S., Bodart, J., and Bermejo-Moreno, I.
Large eddy simulation with modeled wall-stress: recent progress and
future directions. Mechanical Engineering Reviews 3, 1 (2016), 15–
00418.
[37] Lee, B. E. The effect of turbulence on the surface pressure field of a
square prism. Journal of Fluid Mechanics 69, 2 (1975), 263–282.
[38] Leray, J. Sur le movement d’un liquide visqueaux emplissant l’espace.
Acta Mathematica 63 (1934), 193–248.
[39] Lilly, K. The representation of small-scale turbulence in numerical
simulation experiments. In Proceedings of IBM Scientific Computing
Symposium on Environmental Science (1967), Thomas J. Watson Re-
search Center, pp. 195–210.
[40] Lloyd, T., and James, M. Large eddy simulations of a circular
cylinder at Reynolds numbers surrounding the drag crisis. Applied
Ocean Research 59 (2016), 676–686.
[41] Loots, G. Fluid-Structure interaction in Hemodynamics. PhD thesis,
University of Groningen, 2003.
[42] Luo, S., Yazdani, M., Chew, Y., and Lee, T. Effects of incidence
and afterbody shape on flow past bluff cylinders. Journal of Wind
Engineering and Industrial Aerodynamics 53, 3 (1994), 375–399.
[43] Lyn, D., Einav, S., Rodi, W., and Park, J. A laser-Doppler
velocimetry study of ensemble-averaged characteristics of the turbulent
BIBLIOGRAPHY 165
near wake of a square cylinder. Journal of Fluid Mechanics 304, 12
(1995), 285–319.
[44] Ma, X., Karamanos, G.-S., and Karniadakis, G. E. Dynamics
and low-dimensionality of a turbulent near wake. Journal of Fluid
Mechanics 410 (2000), 29–65.
[45] Minguez, M., Brun, C., Pasquetti, R., and Serre, E. Experi-
mental and high-order LES analysis of the flow in near-wall region of
a square cylinder. International Journal of Heat and Fluid Flow 32, 3
(2011), 558–566.
[46] Mittal, R., and Iaccarino, G. Immersed boundary methods. Ann.
Rev. of Fluid Mech. 37, 1 (2005), 239–261.
[47] Molin, B. On the piston and sloshing modes in moonpools. Journal
of Fluid Mechanics 430 (2001), 27–50.
[48] Monaghan, J. Simulating free surface flows with SPH. Journal of
Computational Physics 110, 2 (1994), 399–406.
[49] Moser, R., Kim, J., and Mansour, N. Direct numerical simulation
of turbulent channel flow up to Reτ = 590. Physics of Fluids 11, 4
(1999), 943–945.
[50] Nicoud, F., and Ducros, F. Subgrid-scale stress modelling based
on the square of the velocity gradient tensor. Flow, Turbulence and
Combustion 62 (1999), 183–200.
[51] Nicoud, F., Toda, H., Cabrit, O., Bose, S., and Lee, J. Using
singular values to build a subgrid-scale model for large eddy simula-
tions. Physics of Fluids 23, 085106 (2011).
[52] Norberg, C. Flow around rectangular cylinders: Pressure forces
and wake frequencies. Journal of Wind Engineering and Industrial
Aerodynamics 49, 1 (1993), 187–196.
[53] Park, N., Yoo, J., and Choi, H. Discretization errors in large eddy
simulation: on the suitability of centered and upwind-biased compact
difference schemes. Journal of Computational Physics 198, 2 (2004),
580–616.
166 BIBLIOGRAPHY
[54] Payne, L. E., and Weinberger, H. F. An optimal Poincaré in-
equality for convex domains. Archive for Rational Mechanics and Anal-
ysis 5, 1 (1960), 286–292.
[55] Peskin, C. Flow patterns around heart valves: a numerical method.
Journal of Computational Physics 10, 2 (1972), 252–271.
[56] Peskin, S. The immersed boundary method. Acta Numerica 11
(2002), 479–517.
[57] Piomelli, U., and Balaras, E. Wall-layer models for large-eddy
simulations. Annual Review of Fluid Mechanics 34, 1 (2002), 349–374.
[58] Pope, S. Turbulent Flows. Cambridge UP, 2000.
[59] Porté-Agel, F., Meneveau, C., and Parlange, M. A scale-
dependent dynamic model for large-eddy simulation: application to a
neutral atmospheric boundary layer. Journal of Fluid Mechanics 415
(2000), 261–284.
[60] Portelenelle, B., Botella, O., and Cheny, Y. Accurate dis-
cretization of diffusion in the LS-STAG cut-cell method using diamond
cell techniques. In European Conference on Computational Mechan-
ics and Computation Fluid Dynamics ECCOMAS ECCM6 – ECFD7
(Glasgow, UK, June 11-15, 2018). Paper ID: p482.
[61] Rodi, W., Ferziger, J., Breuer, M., and Pourquiée, M. Status
of large eddy simulation: Results of a workshop. Journal of Fluids
Engineering 119, 2 (1997), 248–262.
[62] Roe, P. L. Characteristic-based schemes for the Euler equations.
Annual Review of Fluid Mechanics 18, 1 (1986), 337–365.
[63] Rozema, W. Low-dissipation methods and models for the simulation
of turbulent subsonic flow: Theory and applications. PhD thesis, Uni-
versity of Groningen, 2015.
[64] Rozema, W., Bae, H., Moin, P., and Verstappen, R. Minimum-
dissipation models for large-eddy simulation. Physics of Fluids 27, 8
(8 2015), 085107.
[65] Saad, Y. Iterative methods for sparse linear systems. SIAM, 2003.
BIBLIOGRAPHY 167
[66] Sagaut, P. Large Eddy Simulation for Incompressible Flows.
Springer–Verlag, 2001.
[67] Schumann, U. Subgrid scale model for finite difference simulations of
turbulent flows in plane channels and annuli. Journal of Computational
Physics 18, 4 (1975), 376–404.
[68] Shyy, W., Chen, M.-H., Mittal, R., and Udaykumar, H. On the
suppression of numerical oscillations using a non-linear filter. Journal
of Computational Physics 102, 1 (1992), 49–62.
[69] Sleijpen, G., Van der Vorst, H., and Fokkema, D. BiCGstab (l)
and other hybrid Bi-CG methods. Numerical Algorithms 7, 1 (1994),
75–109.
[70] Smagorinsky, J. General circulation experiments with the primitive
equations. Monthly Weather Review 91, 3 (1963), 99–163.
[71] Son, J., and Hanratty, T. Velocity gradients at the wall for flow
around a cylinder at reynolds numbers from 5 × 103 to 105. Journal
of Fluid Mechanics 35, 2 (1969), 353–368.
[72] Spalart, P. Detached-eddy simulation. Annual Review of Fluid Me-
chanics 41 (2009), 181–202.
[73] Sweby, P. High resolution schemes using flux limiters for hyperbolic
conservation laws. SIAM Journal on Numerical Analysis 21, 5 (1984),
995–1011.
[74] Tennekes, H., and Lumley, J. A first course in turbulence. MIT
press, 1972.
[75] Trias, F., Gorobets, A., and Oliva, A. A simple approach to dis-
cretize the viscous term with spatially varying (eddy-)viscosity. Jour-
nal of Computational Physics 253 (2013), 405–417.
[76] Trias, F., Gorobets, A., and Oliva, A. Turbulent flow around a
square cylinder at reynolds number 22,000: A dns study. Computers
& Fluids 123 (2015), 87–98.
[77] Trias, F., Gorobets, A., Oliva, A., and Pérez-Segarra, C.
DNS and regularization modeling of a turbulent differentially heated
168 BIBLIOGRAPHY
cavity of aspect ratio 5. International Journal of Heat and Mass Trans-
fer 57, 1 (2013), 171–182.
[78] Trias, F., Gorobets, A., Pérez-Segarra, C., and Oliva, A.
Numerical simulation of turbulence at lower costs: Regularization
modeling. Computers & Fluids 80 (2013), 251–259.
[79] Trias, F., and Verstappen, R. On the construction of discrete
filters for symmetry-preserving regularization models. Computers &
Fluids 40, 1 (2011), 139–148.
[80] Van der Plas, P. Local grid refinement for free-surface flow simu-
lations. PhD thesis, University of Groningen, 2017.
[81] Van der Vorst, H. Bi-CGSTAB: A fast and smoothly converging
variant of bi-cg for the solution of nonsymmetric linear systems. SIAM
Journal on scientific and Statistical Computing 13, 2 (1992), 631–644.
[82] van ‘t Veer, R., and Tholen, H. Added resistance of moonpools
in calm water. In Proc. 27th Int. Conf. Ocean, Offshore and Arctic
Engineering (OMAE) (2008), pp. 153–162. Paper No. OMAE2008–
57246.
[83] Verstappen, R. On restraining the production of small scales of
motion in a turbulent channel flow. Computers & Fluids 37, 7 (2008),
887–897.
[84] Verstappen, R. How much eddy dissipation is needed to counterbal-
ance the nonlinear production of small, unresolved scales in a large-
eddy simulation of turbulence? Computers & Fluids (2016).
[85] Verstappen, R., and Veldman, A. Spectro-consistent discretiza-
tion of Navier-Stokes: A challenge to RANS and LES. Journal of
Engineering Mathematics 34 (1998), 162–179.
[86] Verstappen, R., and Veldman, A. Symmetry-preserving dis-
cretization of turbulent flow. Computers & Fluids 187 (2003), 343–368.
[87] Vickery, B. Fluctuating lift and drag on a long cylinder of square
cross-section in a smooth and in a turbulent stream. Journal of Fluid
Mechanics 25, 3 (1966), 481–494.
BIBLIOGRAPHY 169
[88] Vreman, A. An eddy-viscosity subgrid-scale model for turbulent
shear flow: Algebraic theory and applications. Physics of Fluids 16
(2004), 3670–81.
[89] Wellens, P. Wave Simulation in Truncated Domains for Offshore
Applications. PhD thesis, University of Delft, 2012.
[90] Wemmenhove, R. Numerical Simulation of Two–Phase Flow in Off-
shore Environments. PhD thesis, University of Groningen, 2008.
[91] Werner, H., and Wengle, H. Large-eddy simulation of turbulent
flow over and around a cube in a plate channel. In 8th Symposium on
Turbulent Shear Flows (1991), Springer–Verlag, pp. 155–168.
[92] Wu, P., and Meyers, J. A constraint for the subgrid-scale stresses
in the logarithmic region of high Reynolds number turbulent boundary
layers: A solution to the log-layer mismatch problem. Physics of Fluids
25 (2013), 015104.
[93] Yang, X., Park, G., and Moin, P. Log-layer mismatch and mod-
eling of the fluctuating wall stress in wall-modeled large-eddy simula-
tions. Phys. Rev. Fluids 2 (2017), 104601.
[94] Youngs, D. An interface tracking method for a 3D Eulerian hydro-
dynamics code. Tech. rep., AWRE, 1984. Technical Report 44/92/35.
170 BIBLIOGRAPHY
List of publications
Van der Heiden, H.J.L., Van der Plas, P., Veldman, A.E.P., Luppes,
R. and Verstappen, R.W.C.P. Efficient simulation of viscous flow by means of
turbulence regularization modeling and local grid refinement. In Proc. 6th Eur.
Cong. on Comp. Meth. in Appl. Sci. and Eng. (ECCOMAS), 2012.
Van der Heiden, H.J.L., Van der Plas, P., Veldman, A.E.P., Luppes,
R. and Verstappen, R.W.C.P. Efficient computation and modeling of viscous
flow effects in ComFLOW. In Proc. 32nd Int. Conf. Ocean, Offshore and Arctic
Eng. (OMAE), 2013.
Van der Heiden, H.J.L., Van der Plas, P., Veldman, A.E.P., Luppes, R.
and Verstappen, R.W.C.P. Simulation of moonpool water motion. In Proc.
5th Int. Conf. Comp. Meth. Marine Eng. (MARINE), 2013.
Van der Heiden, H.J.L., Veldman, A.E.P., Luppes, R., Van der Plas,
P., Helder, J. and Bunnik, T. Turbulence modeling for free-surface flow sim-
ulations in offshore applications. In Proc. 34th Int. Conf. Ocean, Offshore and
Arctic Eng. (OMAE), 2015.
Luppes, R., Düz, B., Van der Heiden, H.J.L., Van der Plas, P. and Veld-
man, A.E.P. Numerical simulation of extreme wave impact on offshore platforms
and coastal constructions. In Proc. 4th Int. Conf. Comp. Meth. Marine Eng.
(MARINE), 2011.
Luppes, R., Düz, B., Van der Heiden, H.J.L., Van der Plas, P. and
Veldman, A.E.P. Numerical simulations of two-phase flow with ComFLOW:
past and recent developments. In Proc. 6th Eur. Cong. on Comp. Meth. in Appl.
Sci. and Eng. (ECCOMAS), 2012.
Luppes, R., Van der Heiden, H.J.L., Van der Plas, P., Veldman, A.E.P.
and Düz, B. Simulations of wave impact and two-phase flow with ComFLOW:
past and recent developments. In Proc. 6th Eur. Cong. on Comp. Meth. in Appl.
Sci. and Eng. (ECCOMAS), 2012.
Van der Plas, P., Van der Heiden, H.J.L., Veldman, A.E.P., Luppes, R.
and Verstappen, R.W.C.P. Efficiently modeling viscous flow effects by means
of regularization turbulence modeling and local grid refinement. In Proc. 7th Int.
Conf. on Comp. Fluid Dynamics (ICCFD), 2012.
171
172
Van der Plas, P., Van der Heiden, H.J.L., Luppes, R. and Veldman,
A.E.P. Local grid refinement for free-surface flow simulations in offshore applica-
tions. In Proc. 5th Int. Conf. Comp. Meth. Marine Eng. (MARINE), 2013.
Van der Plas, P., Van der Heiden, H.J.L., Veldman, A.E.P. and Luppes,
R. Local grid refinement for free-surface flow simulations. In Proc. 16th Numerical
Towing Tank Symposium, 2013.
Van der Plas, P., Veldman, A.E.P., Van der Heiden, H.J.L. and Luppes,
R. Adaptive grid refinement for free-surface flow simulations in offshore applica-
tions. In Proc. 34th Int. Conf. Ocean, Offshore and Arctic Eng. (OMAE),
2015.
Veldman, A.E.P., Luppes, R., Bunnik, T., Huijsmans, R.H.M., Düz, B.,
Iwanowski, B., Wemmenhove, R., Borsboom, M.J.A., Wellens, P.R.,
Van der Heiden, H.J.L. and Van der Plas, P. Extreme wave impact on
offshore platforms and coastal constructions. In Proc. 30th Int. Conf. Ocean,
Offshore and Arctic Eng. (OMAE), 2011.
Veldman, A.E.P., Luppes, R., Van der Heiden, H.J.L., Van der Plas, P.,
Düz, B. and Huijsmans, R.H.M. Turbulence modeling, local grid refinement
and absorbing boundary conditions for free-surface flow simulations in offshore
applications. In Proc. 33rd Int. Conf. Ocean, Offshore and Arctic Eng. (OMAE),
2014.
Veldman, A.E.P., Luppes, R., Van der Plas, P., Van der Heiden, H.J.L.,
Helder, J. and Bunnik, T. Numerical simulation of turbulent free-surface flow
in offshore applications. In Proc. 6th Int. Conf. Comp. Meth. Marine Eng.
(MARINE), 2015
Veldman, A.E.P., Luppes, R., Van der Plas, P., Van der Heiden, H.J.L.,
Helder, J. and Bunnik, T. Turbulence modeling for locally refined free-surface
flow simulations in offshore applications. In Proc. 25th Int. Symp. Offshore and
Polar Eng. (ISOPE), 2015.
Veldman, A.E.P., Luppes, R., Van der Plas, P., Van der Heiden, H.J.L.,
Seubers, J.H., Düz, B. Huijsmans, R.H.M., Helder, J. and Bunnik, T.
Locally-refined free-surface flow simulations for moored and floating offshore plat-
forms. In Proc. 26th Int. Symp. Offshore and Polar Eng. (ISOPE), 2016.
Veldman, A.E.P., Luppes, R., Van der Plas, P., Van der Heiden, H.J.L.,
Düz, B., Seubers, J.H., Helder, J., Bunnik, T. and Huijsmans, R.H.M.
Free-surface flow simulations for moored and floating offshore platforms. In Proc.
7th Eur. Cong. on Comp. Meth. in Appl. Sci. and Eng. (ECCOMAS), 2016.
Samenvatting
Dit proefschrift is ontstaan naar aanleiding van de ontwikkeling van het
rekenprogramma ComFLOW in het ComFLOW-3 Joint Industry Project.
Een belangrijke toepassing van ComFLOW is traditioneel het berekenen
van de krachten die vrijkomen wanneer golfinslag optreedt bij een of an-
dere offshoreconstructie: van scheepsdek tot dijk. ComFLOW is daarmee
een interessant stuk rekengereedschap voor ingenieurs die in de offshore-
industrie werkzaam zijn.
De eerste versies (en voorgangers) van ComFLOW richtten zich al op
het numeriek oplossen van de wiskundige vergelijkingen die vloeistofstro-
ming beschrijven als er een vrij oppervlak aanwezig is. Er wordt een nu-
merieke oplossing gezocht omdat het in het algemene geval niet mogelijk is
om analytische oplossingen aan te dragen voor de onderhavige vergelijkin-
gen en randvoorwaarden. De numerieke benadering van de vergelijkingen
is voorlopig dan ook de beste manier om praktisch toepasbare antwoorden
uit het wiskundige model te construeren.
Het onderzoek dat in dit proefschrift is gepresenteerd heeft tot doel
het toepassingsgebied van de software ComFLOW te vergroten door de
effecten van viscositeit beter te modelleren. De wiskundige vergelijkin-
gen voor viskeuze vloeistoffen gaan door het leven als de Navier-Stokes-
vergelijkingen. Deze vergelijkingen, alsmede de randvoorwaarden die eraan
worden opgelegd, worden besproken in hoofdstuk 2. Uit deze bespreking
blijkt dat er twee zaken zijn die nadere aandacht verdienen als we ons ten
doel stellen om viskeuze effecten te modelleren: ten eerste de schuifspan-
ningen die werken op zijwanden van het domein of de wanden van een
object dat zich in de stroming bevindt en, ten tweede, het verschijnsel van
turbulentie.
Ingebedde objecten
Het is buitengewoon efficiënt om de wiskundige vergelijkingen op te lossen
op een gestructureerd discreet rooster van rekenvolumes dat uit aanliggende
rechthoekige mazen bestaat en op die discretisatiemethodiek is alle model-
lering in ComFLOW feitelijk gestoeld.
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Een evident probleem treedt op als er een stroming om niet-rechthoekige
objecten moet worden berekend, aangezien de randen dan ingebed zullen
zijn in het rekenrooster. In hoofdstuk 3 wordt beschreven hoe het mo-
gelijk is om met behulp van de beschikbare geometrische informatie een
eindige-volume-discretisatiemethode van de Navier-Stokes-vergelijkingen te
formuleren, die ook nauwkeurig is als de mazen van het rekenrooster doorsne-
den worden.
In de eerste plaats is het belangrijk dat de wandschuifspanning goed
wordt benaderd en op een wijze wordt geïntegreerd over de ingebedde wan-
den die consistent is met het behoud van impuls op discreet niveau in het
rekendomein. Minstens zo belangrijk is het, in de tweede plaats, dat de re-
sulterende discretisatie van de convectieve operator scheefsymmetrisch is.
Een consequentie van die scheefsymmetrie is dat er geen kinetische energie
zal worden aangemaakt door de convectieve term op discreet niveau, ook
niet daar waar er ingebedde randen zijn. De zogenaamde cut cell-methode
die wordt gebruikt, resulteert in een compact discretisatiestencil en daarmee
in een stelsel vergelijkingen dat nog steeds efficiënt numeriek kan worden
opgelost. In dit proefschrift is een bestaande succesvolle methode voor twee
ruimtelijke dimensies uitgebreid naar drie dimensies.
Deze methode is succesvol geverifieerd voor een stroming door de bin-
nenkant van een cilindervormige pijp (de zogenaamde Hagen-Poiseuille stro-
ming waarvoor een analytische oplossing bestaat) en ook voor een stroming
rondom een cilinder die dwars op de stroming staat. Naarmate er meer
roosterpunten worden toegevoegd, convergeert de numerieke oplossing naar
waarden die bekend zijn uit de literatuur voor andere numerieke simulaties
en experimenten.
Turbulentiemodellering
Een tweede belangrijk gevolg van viscositeit is dat er wervels in de stroming
kunnen ontstaan die tot gevolg kunnen hebben dat de stroming turbulent
wordt. In het algemeen geldt dat hoe minder viskeus een vloeistof relatief
gezien is, hoe gemakkelijker turbulentie optreedt en hoe groter het relatieve
verschil is tussen lengteschalen van de grootste en de kleinste wervels die
in de stroming kunnen voorkomen. De ‘mate van turbulentie’ van een
stroming wordt meestal uitgedrukt in het getal van Reynolds dat aangeeft
hoe het product van de voor de turbulente stroming relevante grootste







Hoe groter het getal van Reynolds, hoe meer turbulente lengteschalen er
in de stroming zullen voorkomen. Omdat zowel de grootste als de klein-
ste lengteschalen in de turbulente stroming van voldoende resolutie moeten
worden voorzien om een betrouwbare zogenaamde directe numerieke simu-
latie (DNS) van de volledige stroming te verkrijgen, kan zo’n DNS al snel
te veel computerrekenkracht vereisen. Voor grote offshoreconstructies die
worden omstroomd door water, is het Reynoldsgetal al snel te groot om
alle lengteschalen van de stroming te kunnen uitrekenen.
Met behulp van turbulentiemodellen wordt getracht om een bruikbare
numerieke oplossing te contrueren binnen een acceptabele rekentijd, dus
op een grover rooster dan benodigd voor een DNS. Zogenaamde large eddy
simulation (LES-)modellen worden gebruikt om het effect van de niet uit-
gerekende subrooster-lengteschalen te modelleren. In hoofdstuk 4 worden
verscheidene modellen onder de loep genomen, met als veelbelovend model
het zogenaamde AMD- (anisotrope minimale dissipatie)-model. Dat model
is in essentie gestoeld op de premisse dat de belangrijkste interactie in een
driedimensionale turbulente stroming is dat er effectief turbulente kineti-
sche energie wordt getransporteerd van de lengteschalen die op het reken-
rooster kunnen worden gerepresenteerd naar lengteschalen die niet meer op
het rekenrooster kunnen worden gerepresenteerd. Aangezien een probleem
van veel turbulentiemodellen is dat ze teveel kinetische energie dissiperen,
is het model afgeleid onder de voorwaarde dat het een minimale hoeveelheid
dissipeert, en dat het toepasbaar moet zijn op anisotrope rekenroosters. Het
AMD-model detecteert waar er in de numerieke stroming subrooster-energie
zal worden geproduceerd en voegt lokaal precies zoveel (kunstmatige) tur-
bulente viscositeit toe dat er precies voldoende kinetische energie zal worden
gedissipeerd.
Ondanks de zorgvuldige discretisatie en turbulentiemodellering komt
het voor dat de scheefsymmetrische tweede-orde centrale discretisatie van
de convectieve term foutieve punt-tot-punt oscillaties in het stromingsveld
genereert, overigens zonder dat de oplossing instabiel wordt. Dergelijke os-
cillaties ontstaan typisch op locaties in de oplossing waar singulariteiten in
de oplossing (bijvoorbeeld scherpe hoekpunten) of sterke gradiënten aan-
wezig zijn en kunnen worden versterkt door anti-diffusieve eigenschappen
van het tijdsintegratieschema. De lokale punt-tot-punt oscillaties kunnen
(succesvol) worden tegengegaan door lokaal enige kunstmatige diffusie toe
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te voegen door (gedeeltelijk) over te schakelen naar een upwind-discretisatie
van de convectieve term met behulp van een zogenaamde fluxbegrenzer.
Verscheidene modellen worden in 4 besproken en beproefd voor funda-
mentele turbulente stromingen, zoals homogene isotrope uitdovende tur-
bulentie, alsook de stroming tussen twee ‘oneindig’ grote platen, de zo-
genaamde turbulente kanaalstroming. Het AMD model presteert goed
in vergelijking tot andere gerenommeerde modellen, zoals het dynamische
Smagorinskymodel en het Vremanmodel. Uit simulaties van de stroming
rond een balk (een ‘geëxtrudeerd’ vierkant) blijkt dat met behulp van de
minimaal dissipatieve turbulentiemodellen een aantal globale grootheden
(zoals de drukverdeling langs het balkoppervlak) op een relatief grof rooster
al goed te voorspellen is en dat de de oplossing nadert naar de oplossing
van een DNS.
De turbulente grenslaag
Door de hoge Reynoldsgetallen, die kenmerkend zijn voor veel praktische
toepassingen, is het te verwachten dat het teveel rekenkracht kost om alle
turbulente lengteschalen van voldoende resolutie te voorzien. Dat geldt in
het bijzonder voor de turbulente grenslaag. In dit proefschrift is een sur-
rogaatmodel geformuleerd dat de effectieve wandschuifspanning berekent
die de omstromende vloeistof ondervindt door de aanwezigheid van een
volledig turbulente grenslaag aan een wand in een stroming. Indien er
roosterpunten in de viskeuze sublaag aanwezig zijn reduceert het model
tot de gebruikelijke tweede-orde nauwkeurige (lineaire) benadering van de
wandschuifspanning. Het model is succesvol geverifieerd voor de simulatie
van een turbulente kanaalstroming, waarbij het eerste roosterpunt naast de
wand in het logaritmische deel van de grenslaag ligt.
Validatie: klotsend water in een moonpool
Het uitgangspunt van de uitbreiding ComFLOW was om ‘mildviskeuze’
of ‘lichtviskeuze’ effecten accuraat te kunnen simuleren voor praktische
toepassingen in de offshore-industrie. Ter validatie zijn simulaties onder-
nomen van de waterbewegingen in zogenaamde moonpools waaronder een
constante waterstroom staat. De oscillerende en klotsende waterkolom die
ontstaat is het resultaat van de interactie van afgeschudde wervels met de
waterkolom met vrij wateroppervlak. De verkregen simulatieresultaten zijn
in goede overeenstemming met de experimentele resultaten.
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