We introduce a new equivalence relation for isolated singularities on a scheme over a field of positive characteristic. Our main result is that equivalent singularities have isomorphic local rigid cohomology. As an application we illustrate how this result can be used for the computation of zeta functions of projective hypersurfaces that have weighted homogeneous singularities.
Introduction
Let k be a perfect field of characteristic p > 0 and take a k-scheme X together with a closed point x ∈ X. Now consider the spaces H i {x},rig (X), the rigid cohomology of X with support in the closed set {x}. We call this the local rigid cohomology of X at x. Note that this local cohomology will only be interesting if X is singular at x. Our goal is to introduce a new notion of equivalence for isolated singularities on k-schemes. This equivalence relation has the property that two equivalent singularities x ′ ∈ X ′ and x ∈ X have isomorphic local rigid cohomology. We briefly explain why this property is important when one wants to compute the zeta function of a hypersurface that has isolated weighted homogeneous singularities.
Assume that k = F q is a finite field and that X is an irreducible hypersurface in some projective space P n k . The problem of computing the zeta function of X is equivalent to the computation of the zeta function of the complement U = P n k \X. In the case where X is smooth, Abbott, Kedlaya and Roe [AKR10] have solved this problem using rigid cohomology. In this case, it is well-known that H i rig (U ) = 0 for 0 < i < n, that H 0 rig (U ) is one-dimensional and that the space H n rig (U ) has an easily computable basis. The key result of [AKR10] is that in this setting, there exists an efficient algorithm for computing the action of Frobenius on H n rig (U ). This in turn gives a formula for the zeta function of U .
If the hypersurface X has isolated singularities then the problem of computing the zeta function of its complement becomes more complicated. Firstly, the cohomology space H n−1 rig (U ) may be nonzero. Secondly, one still expects H i rig (U ) to be zero for 0 < i < n − 1, but this has not been proved in general. The cohomology space H n rig (U ) also becomes more difficult to compute. In [Klo08] , Kloosterman gives a method to compute the action of Frobenius on H n rig (U ). This is essentially a modified version of the method of [AKR10] .
Let us now take a closer look at the two problems that remain unsolved, namely the computation of H n−1 rig (U ) and the claim that H i rig (U ) = 0 for 0 < i < n − 1. In [Dim90] , Dimca gives a method to solve a topological analogue of the first question. More specifically, he shows that if X ⊂ P n C is an irreducible hypersurface that has only isolated weighted homogeneous singularities then the Betti cohomology H n−1 (U, C) of its complement may be identified with the cokernel of a certain map
where Σ is the singular locus of X. Moreover, there is an efficient method to compute a basis for the local cohomology at a singular point of X. This basis makes it easy to explicitly compute the map (1.1). We expect that this result can be translated to rigid cohomology. Our strategy for solving the second question is to show that it is equivalent to some properties of the local rigid cohomology at the singular points of X. If X only has isolated weighted homogeneous singularities then this local cohomology is computable so that one can check if these properties hold.
The aim of this paper is to introduce a new equivalence relation for isolated singularities. We will call thisétale equivalence, see definition 2.1 below. Our main result is thatétale equivalent singularities have isomorphic local rigid cohomology. See theorems 2.3 and 2.6 below. We will prove these theorems in sections 3 and 4. We may useétale equivalence to define the notion of an isolated weighted homogeneous singularity on a hypersurface over k.
Definition 1.1. Let X be a hypersurface over k and consider an isolated singularity x ∈ X. We say that x is a weighted homogeneous singularity if it isétale equivalent to the origin of the affine zero locus Z(g) of a weighted homogeneous polynomial g. Such a polynomial is called a normal form of the singularity.
The motivation for usingétale equivalence in the definition above is that theorem 2.3 greatly simplifies the computation of the local rigid cohomology of an isolated weighted homogeneous hypersurface singularity: we only need to compute the local cohomology of a normal form. This in turn simplifies the two problems that we described above. In section 5 we illustrate these ideas with an example.
Conventions and notations
Throughout this paper, K denotes a field of characteristic zero, complete w.r.t.
a discrete valuation, with valuation ring V and perfect residue field k of characteristic p > 0.
Any scheme X will be assumed to be reduced, of finite type over k and separated over k. Every morphism of schemes will be assumed to be a kmorphism. Every closed subset Z ⊂ X will be equipped with the reduced subscheme structure. In our setting, a singular point x ∈ X is called isolated if the singular locus X sing is zero-dimensional at x.
Every formal scheme P will be assumed to be separated and topologically of finite type over V. For such a P we may consider the generic fiber P K , which is a quasi-compact separated rigid analytic space over K.
Recall that a frame is a series of immersions (X ⊂ Y ⊂ P ) where X and Y are schemes over k and P is a formal scheme over V. The immersion X ⊂ Y is required to be open and Y ⊂ P is assumed to be a closed immersion of Y into the closed fiber of P . We let S denote the frame (Spec k ⊂ Spec k ⊂ Spf V).
In this way, any frame (X ⊂ Y ⊂ P ) is a frame over S. Every morphism of frames will be assumed to be an S-morphism. A scheme X is called realizable if there exists a frame (X ⊂ Y ⊂ P ) with Y proper and P smooth in a neighbourhood of X. All quasi-projective schemes are obviously realizable. It is easy to show that for any morphism of realizable schemes f : X ′ → X there exists a morphism of frames
is a realization of X ′ resp. of X and such that u is smooth in a neighbourhood of X ′ . Such a morphism of frames is called a realization of f . From now on we only consider realizable schemes. For the rest we will use the standard notation and terminology from rigid cohomology. Our main reference for this is [LS07] .
Equivalence of singularities
Recall that in the setting of analytic geometry over C, two points on analytic spaces x ′ ∈ X ′ and x ∈ X are called (contact) equivalent is there exist open neighbourhoods U x ′ and U x of x ′ resp. of x and a diffeomorphism ϕ : U x ′ → U x such that ϕ(x ′ ) = x. This is equivalent to saying that there exists an
In the setting of algebraic geometry, one could try to use the same approach by considering an isomorphism U x ′ → U x : x ′ → x between Zariski-open neighbourhoods of x ′ and x. The drawback of this is that the Zariski topology is too coarse, and the resulting notion of equivalence (birational equivalence) is also too coarse. There exist several equivalence relations for points on schemes that are much more meaningful. In [GK90] for instance, two points x ′ ∈ X ′ and x ∈ X are called (contact) equivalent if they have isomorphic infinitesimal neighbourhoods or equivalently, if there exists an isomorphism of completed
The drawback of this equivalence relation is that equivalent closed points do not necessarily have isomorphic local rigid cohomology. In order to solve this problem, we propose the following definition for the equivalence of points on k-schemes.
Definition 2.1. Two points x ′ ∈ X ′ and x ∈ X are called (étale) equivalent if there exists another scheme X ′′ together with a point x ′′ ∈ X ′′ and two morphisms f ′ : X ′′ → X ′ and f : X ′′ → X such that:
iii) f ′ and f areétale at x ′′ .
We denote this by (X ′ , x ′ ) ∼é t (X, x).
The intuition behind this definition is similar to the intuition behind the definition of [GK90] . Instead of working in the infinitesimal topology, we prefer to work in theétale topology. Indeed, definition 2.1 is equivalent to requiring that the points x ′ ∈ X ′ and x ∈ X have isomorphicétale neighbourhoods. This observation allows us to prove some basic facts about our equivalence relation. ii) The relation ∼é t from definition 2.1 is indeed an equivalence relation.
iii) Two nonsingular points x ′ ∈ X ′ and x ∈ X are equivalent if and only if their residue fields are isomorphic and dim x ′ X ′ = dim x X.
iv) If two points x ′ ∈ X ′ and x ∈ X are equivalent according to definition 2.1 then they are also equivalent according to the definition of [GK90] .
That is, there exists an isomorphism O X,x
Proof. The last three claims follow directly from the first claim. Now recall that theétale local ring of a point x ∈ X is given by
where the limit runs over all theétale neighbourhoods of x. In our context, anétale neighbourhood of x ∈ X is anétale map U → X : u → x such that the induced morphism k(x) → k(u) on residue fields is an isomorphism. It is well-known that O h X,x is the Henselization of O X,x . But definition 2.1 states that x ′ ∈ X ′ and x ∈ X are equivalent if and only if they have isomorphić etale neighbourhoods. This is equivalent to saying that theirétale local rings are isomorphic.
The purpose of introducing our new notion of equivalence of points is that equivalent closed points have isomorphic local rigid cohomology.
Theorem 2.3. Let (X ′ , x ′ ) and (X, x) be two schemes with marked closed points such that (X ′ , x ′ ) ∼é t (X, x). Then for all i, there exists a Frobeniusequivariant isomorphism
on the local rigid cohomology with constant coefficients.
The proof of theorem 2.3 relies on a more general result. For this we will need one more definition.
Definition 2.4. Consider two points on k-schemes x ′ ∈ X ′ and x ∈ X. We say that x ′ dominates x if there exists an open neighbourhood U x ′ of x ′ and a morphism f : U x ′ → X such that:
We denote this by (
There is a clear connection between definitions 2.4 and 2.1.
Proposition 2.5. Assume that x ′ ∈ X ′ and x ∈ X are closed points. Then we have that (X ′ , x ′ ) ∼é t (X, x) if and only if there exists a pair (X ′′ , x ′′ ) such
Proof. First assume that there exists a pair (X ′′ , x ′′ ) such that (X ′′ , x ′′ ) ≻ (X ′ , x ′ ) and (X ′′ , x ′′ ) ≻ (X, x). 
After replacing X ′′ by an open neighbourhood of x ′′ we may assume that f ′ and f areétale. It follows that the fibers (f ′ ) −1 (x ′ ) and f −1 (x) consist of a finite union of closed points. We may therefore shrink X ′′ and assume that
We are now ready to formulate our most important result. It states that if a point x ′ ∈ X ′ dominates a closed point x ∈ X via a morphism f : U x ′ → X etale at x ′ then the pullback along f of an overconvergent F -isocrystal on X preserves the local rigid cohomology.
Theorem 2.6. Let (X ′ , x ′ ) and (X, x) be two schemes with marked closed points such that
Then for all i, there exists a Frobenius-equivariant isomorphism
Moreover, this isomorphism is functorial in F. ii) In the statement of theorem 2.6 it is important that x ′ and x are closed points, otherwise the cohomology with support does not make sense. This is not a problem for our applications. Indeed, the singular locus of a scheme is closed under specialization [Liu02, Lemma 2.4.11.(b)]. So for quasi-compact schemes, every isolated singularity is a closed point.
iii) Recall that in the definition of the rigid cohomology with constant coefficients of a scheme X one starts by choosing a realization (X ⊂ Y ⊂ P ). The rigid cohomology H i rig (X) is then defined as the hypercohomology
In order to show that this definition is independent of the choice of the realization, one can prove that every diagram
with g proper and u smooth in a neighbourhood of X induces an isomorphism on the cohomology. This is done in [LS07, Proposition 6.5.3].
More specifically, it is the base change map that is described in [LS07, Proposition 6.2.6] that induces the isomorphism. Our approach for theorem 2.6 is to prove a local version of this result in the case where f is anétale morphism rather than the identity map on X. See theorem 3.3 for more details.
Proof of the main theorem
This section contains the proof of our main theorem 2.6. First we recall the definition of the canonical map on sheaves with supports. We show that this map is an isomorphism under certain conditions. In paragraph 3.2 we briefly recall the definition of the base change map of rigid cohomology. After this we reformulate our main theorem 2.6 in terms of base change maps. In the last two paragraphs of this section we then finish the proof of theorem 2.6.
The canonical map on sheaves with supports
Consider a morphism of frames
where
the morphism on tubes that one gets by restriction from the morphism P ′ K → P K . This map is an isomorphism if the morphism of frames is Cartesian. See [LS07, Corollary 5.3.9] for more details.
We briefly recall how this map can be used to define a canonical map on sheaves with supports. This construction can also be found in [LS07, Corollary 5.3.10].
Let C ′ ⊂ X ′ and C ⊂ X be closed subschemes such that f −1 (C) ⊂ C ′ . Define
Then we obtain the following commutative diagram with exact rows:
The first step towards proving the main theorem 2.6 is to show that the canonical map on sheaves with supports is an isomorphism if the morphism of frames is flat and if the supports are Cartesian.
Proof. We may factor our morphism of frames as
Then the canonical map (3.1) factors as
where the second map is the canonical morphism for the upper part of the diagram applied to the j †
by applying the functor j † X ′ to this composition. Let us first show that the canonical map
Therefore we may assume u K to be flat. This means that the functor u * K is exact and we obtain the following diagram with exact rows:
The induced morphism on the kernels, which is equal to (3.3), is indeed an isomorphism. It remains to show that the map
is an isomorphism. For this we consider the following commutative diagram with exact rows in which
By definition, the canonical map
is the induced map on the kernels. Recall that the functor j † X ′ is exact, hence preserving kernels. So the canonical map (3.4) may be computed by applying j † X ′ to the diagram above and then taking the induced morphism on the kernels. In order to prove our last claim, it is therefore sufficient to show that the canonical map
Base change maps
We recall some facts about base change maps in the context of rigid cohomology. Consider a commutative diagram of rigid analytic spaces
and let E be an O V -module. Then there is a canonical base change map
By definition, this map is obtained by adjunction from the canonical morphism
that is obtained by applying the functor α * to the adjunction unit E → β ′ * (β ′ ) * E. There is also a base change map
. We refer to paragraphs XII.4 and XVII.2 of [SGA4] for more details. This construction is the starting point for the definition of the base change map of rigid cohomology. Let
be a morphism of frames. Also choose two closed subschemes C ′ ⊂ X ′ and 
Then the canonical map Id → j † X ′ gives us another morphism
After this, the canonical morphism
gives us another map
Finally, we may use the canonical map
that is given by the composition
is called the base change map of rigid cohomology.
See [LS07, Proposition 6.2.6] for a more general construction of the base change map of rigid cohomology.
Part I of the proof: Reformulation
As we mentioned before, the key to proving our main theorem 2.6 is to generalize [LS07, Proposition 6.5.3]. The big difference is that in our generalized setting we can only obtain a local result. More specifically, let x ′ ∈ X ′ and x ∈ X be closed points such that (X ′ , x ′ ) ≻ (X, x) via some map f :
Since the local cohomology at x ′ only depends on an open neighbourhood of x ′ , we may assume that U x ′ = X ′ and that f isétale. Our main result for this section is that for the realization of such an f , the base change map with C ′ = {x ′ } and C = {x} is an isomorphism.
Then the base change map
is an isomorphism in the derived category
The proof of theorem 3.3 will be covered in the next two paragraphs. In the remainder this paragraph we show that our main theorem 2.6 is a simple consequence of the theorem above.
Proof of Theorem 2.6. First note that by [LS07, Proposition 8.2.8] the local cohomology of X ′ at x ′ only depends on an open neighbourhood of x ′ . We may therefore assume that U x ′ = X ′ and that f isétale. Now choose a realization of f :
Then let E be the realization of F on the frame (X ⊂ Y ⊂ P ). Note that by
by applying the functor Rp K * to the isomorphism of theorem 3.3. The fact that this isomorphism is functorial in F is an easy consequence of the fact that base change maps behave in a functorial way. Our construction is moreover Frobenius-equivariant. These last two facts even remain true if one carries out the construction for a general f that is not necessarilyétale.
Let us briefly recall why the map
is Frobenius-equivariant for any morphism f : X ′ → X. We will denote the structural morphism of X ′ (resp. of X) by p ′ (resp. by p). Let F X ′ (resp. F X ) denote the absolute Frobenius on X ′ (resp. on X). Also fix an isometric lifting σ : K → K of the Frobenius on k. Let F * X ′ (resp. F * X ) denote the pullback of an isocrystal on X ′ (resp. on X) relative to this lifting. Also let Φ : F * X F ∼ − −→ F denote the Frobenius structure on F. Now consider the following diagram:
The rows of this diagram describe the Frobenius actions on Rp rig,{x} F and on
The vertical arrows all come from the base change map of the pullback along f . We have to check that this diagram is commutative. The leftmost square commutes because of the fact that f • F X ′ = F X • f . The square on the right commutes by functoriality of the base change map.
Part II of the proof: The quasi-compactétale case
The aim of this paragraph is to prove theorem 3.3 in the case of anétale morphism of frames such that the induced morphism on tubes
For such a morphism of frames and for E = j † X O ]Y [ P it has already been shown in the appendix of [Ber97] that there exists a canonical
However, it is not very clear from this proof that the isomorphism is given by the base change map of rigid cohomology. In other words, it is not clear that the resulting isomorphism on the local cohomology is Frobenius-equivariant.
We will use similar techniques as in [Ber97, Proposition A.10] to derive a more precise result that moreover holds for any j †
X O ]Y [ P -module with an integrable connection.
be anétale morphism of smooth S-frames such that the induced morphism on
Choose two closed points x ′ ∈ X ′ and x ∈ X such that f −1 (x) = {x ′ } and such that f induces an isomorphism 
Note that we require u to beétale in a neighbourhood of X ′ , not just in a neighbourhood of x ′ as is the case in [Ber97, Proposition A.10]. As far as we can see, this stronger condition is necessary to ensure that the base change map is an isomorphism, even in the case where
Before we can give the proof of this result, we will need to introduce modified versions of the functors j † X and Γ † ]C[ P that also appear in [Ber97] .
Definition 3.5. Consider a frame (X ⊂ Y ⊂ P ) and let C ⊂ Y be a closed subset. For η < 1, we denote by j η the immersion
and by i η the immersion
We state some basic properties of the functors j † X,η and Γ † ]C[ P ,η , some of which are already shown in [Ber97] .
Proposition 3.6. Let (X ⊂ Y ⊂ P ) be a frame. Take a closed subset C ⊂ Y and write C = C ∩ X. Also write
Then the following properties hold.
i) There are canonical isomorphisms 
that is associated to the diagram
iii) For any η < 1, we have a short exact sequence
,η E only depends on C and not on C. Therefore we will write Γ †
iv) There is a canonical isomorphism by using the isomorphism (3.5).
Proof. The canonical map from i) is just the base change map for the diagram below, applied to the sheaf j * η E.
We may then use the short exact sequence (3.8) in order to define a canonical map on sheaves with supports, just as we did in paragraph 3.1. The proof of iii) is then analogous to the proof of proposition 3.1. The only subtle point is that we may still use proposition [LS07, Proposition 5.1.13] to reduce to the case where u K is flat. This is because E is assumed to be a j †
For the proof of the last claim, use the fact that filtered colimits commute with finite limits and that u * K is a left adjoint, hence preserving colimits.
We now use the results about the functors j † X,η and Γ † C,η j † X,η to prove a weak version of theorem 3.4.
Proposition 3.8. Consider anétale morphism of frames
such that the induced morphism on tubes
Choose two closed points x ′ ∈ X ′ and x ∈ X such that f −1 (x) = {x ′ } and such
that is defined in a similar way as the composition (u⋆) 2 •(u⋆) 1 from paragraph 3.2 is an isomorphism.
Proof. 
(3.14)
A similar remark applies to Γ † {x ′ },η j † X ′ ,η u * K E. We now apply [SGA4, Proposition XII.4.4] to the diagram
and to the sheaf i * W Γ † {x},η E. By making use of the isomorphism (3.14) we obtain a commutative diagram
The horizontal arrow a 1 is the base change map coming from the rightmost square of (3.15), applied to the sheaf ( 
is an isomorphism and
for all i > 0. Note that by Proposition 5.3.2 and Corollary 5.3.3 in [LS07] , every
satisfies the conditions of proposition 3.8. By using the spectral sequence of hypercohomology
we deduce from (3.17) that
This means that (u⋆) 2 • (u⋆) 1 is equal to the canonical map
But this map can be computed term by term. From the fact that (3.16) is an isomorphism it then follows that (3.18) is an isomorphism as well. We have now shown that the maps (u⋆) 4 , (u⋆) 3 and (u⋆) 2 • (u⋆) 1 are isomorphisms.
This finishes the proof.
Part III of the proof: The general case
In this paragraph we finish the proof of theorem 3.3. First we improve theorem 3.4 by removing the condition that the induced map on tubes
be anétale morphism of smooth S-frames. Also assume that f isétale. Let E be a coherent j †
X O ]Y [ P -module with an integrable connection over K. Choose two closed points x ′ ∈ X ′ and x ∈ X such that f −1 (x) = {x ′ } and such that f defines an isomorphism k(x) ∼ − −→ k(x ′ ) on the residue fields. Then the base change map
Proof. Let Q ′ ⊂ P ′ be an open neighbourhood of X ′ such that the restriction 
Recall that the rigid analytic spaces P ′ K and P K are quasi-compact and quasiseparated. Hence the morphism u K : P ′ K → P K is quasi-compact. Moreover, we have that u The key idea for the proof of theorem 3.3 is to show that anétale map f : X ′ → X has anétale realization, at least after shrinking X ′ and X. In this way one reduces the problem to theorem 3.9. The proof of this fact relies on a number of geometric results that we discuss below. Proposition 3.10.
i) Consider a proper morphism of frames
where f is quasi-projective. Then we can blow up a closed subvariety of
where the composition Y ′ → Y is projective.
ii) Consider a strict morphism of frames
where u is a formal blowing up. Then the map
amounts to the same thing as giving a j †
iii) Consider a frame (X ⊂ Y ⊂ P ) together with a diagram iii) The composition Y ′ → Y → P can be factored through a closed immersion Y ′ → P N P for some N . It now suffices to show that the morphism i in the diagram below is a regular immersion. The rest of the proof is analogous to [LS07, Lemma 6.5.1].
First note that i is an immersion, since the maps X ′ → P N P and P N P × P X → P N P are immersions. Also, P N P × P X → X is smooth since it is obtained by base extension from a smooth morphism. It follows from [Liu02, Corollary 6.3.22] that i is indeed regular.
With all the preliminary work, the proof of theorem 3. 
We may also replace Y ′ by a closed subscheme that contains X ′ . By [LS07, Proposition 6.5.3] this does not alter the base change map either. We will refer to a combination of these two operations as a shrinking of the data. The fact that a shrinking of the data does not alter the base change map can be used to reduce the problem to the case where f has anétale realization. Indeed, after replacing X ′ and X by open neighbourhoods of x ′ resp. of x we may assume that f is an affine morphism, hence quasi-projective. By the first two points of proposition 3.10 we then reduce to the case where g is projective. After some more shrinking of X ′ and Y ′ we may use the third point of proposition 3.10 to obtain anétale morphism of frames
Now consider the diagonal embedding Y ′ ֒→ P ′′′ = P ′ × P P ′′ and let p 1 : P ′′′ → P ′ and p 2 : P ′′′ → P ′′ denote the projection maps. By construction we have
Also, p 1 and p 2 are smooth since they are obtained by base extension from v resp. from u. By the identity (3.19) it is now sufficient to prove that the base change maps that are associated to v and to the diagrams 
Cohomology with constant coefficients
Now that we have proved the main theorem 2.6 we discuss theorem 2.3, which deals with the local cohomology with constant coefficients. It is a direct consequence of theorem 2.6 and of the following proposition.
Proposition 4.1. Consider any morphism f :
is an isomorphism for every i.
any realization of f :
On this realization, the morphism is defined as the composition of the canon-
Proof of Proposition 4.1. We start by choosing a realization of f as above. We can now factor this realization as an open immersion followed by a Cartesian morphism. More precisely, we have a diagram
induces an isomorphism on the local cohomology. For this it is sufficient to know that the canonical map
is an isomorphism. This is proved in [LS07, Proposition 5.2.12].
Proof of Theorem 2.3. This is a direct consequence of proposition 2.5, of theorem 2.6 and of proposition 4.1.
Applications and examples
In this final section we will apply our results to a threefold hypersurface called k . We will take k = F p where p is a prime number satisfying p ≡ 1(20). Let U = P 4 k \ X denote the complement. Our goal is to use the methods that we have sketched in the introduction in order to compute H 3 rig (U ) and to show that H i rig (U ) = 0 for i ∈ {1, 2}. We hope that this will convince the reader of the usefulness of theorem 2.3.
First we compute the local cohomology of X at the singular points. It is easy to verify that the singular locus of X is given by
where ζ ∈ k is a primitive 5 th root of unity. For each of these singular points,
there is an automorphism of X that maps it to (1 : 1 : 1 : 1 : 1), so it is sufficient to compute the local cohomology of X at this point. Let us now introduce affine coordinates y i = We want show that f and f ′ areétale at Q. Let us carry out the computation for f . Writing down the Jacobian matrix for f , we obtain: The determinant of this matrix evaluated at Q is nonzero. It follows that f isétale at Q. A similar computation shows that f ′ isétale at Q. We now . . .
It follows directly that h 6 Σ (X) = |Σ|. It is also easy to see that the map α : H 4 rig (X) → H 4 rig (X \ Σ) is nonzero. Since h 4 (X \ Σ) = 1 it follows that α is surjective. The fact that h 5 (X) = 0 tells us that H 5 rig,Σ (X) = Coker(α) = 0. This proves that the statements from ii) hold.
We have just computed that the conditions of the proposition hold for Schoen's quintic. It follows that H i rig (U ) = 0 for i ∈ {1, 2}. Finally, we compute the cohomology space H 3 rig (U ). For this we mimic the method from [Dim90] . Let X ⊂ P 4 C be a hypersurface with singular locus Σ. In this context there exists a map β : S 5 → H 4 (U, C), where S 5 denotes the space of homogeneous polynomials of degree 5 in C[x 0 , . . . , x 4 ]. This map has the property that the composition with (1.1) doen not alter the cokernel. If X only has ordinary double points then the space H 4 Σ (X, C) consists of |Σ| copies of a one-dimensional space W . It is shown in [Dim90] that for a certain choice of liftsP ∈ C 5 of the points P ∈ Σ there exists a basis {b} for W such that the composition of β with the map (1.1) can be explicitly computed by the formula:
This formula can be used to compute the cokernel of (1.1), which is isomorphic to H 3 (U, C).
The map (1.1) is constructed from the standard exact sequences of Betti cohomology. By using the rigid counterparts of these sequences one can show that H 3 rig (U ) is isomorphic to the cokernel of a certain canonical map We conjecture that if X only has weighted homogeneous singularities then the cokernel of (5.2) may be computed in a similar way as in [Dim90] . In particular,
we can make a good guess about the cokernel of (5.2) in the case where X is equal to Schoen's quintic. Note that the image of (5.1) is independent of the basis vector b. Therefore we may repeat the computation above with the Betti cohomology replaced by rigid cohomology and with S 5 replaced by the space of homogeneous polynomials of degree 5 in Q p [x 0 , . . . , x 4 ]. By carrying out the computation in this way we have found that the only eigenvalue of the Frobenius action on H 3 rig (U ) is p 2 , with multiplicity 24. This result is consistent with [CdlORV03] , in which the zeta function of U is computed in a way that is very different from our methods.
