Abstract. A notion of the heat kernel measure is introduced for the L 2 completion of a hyperfinite II 1 -factor with respect to the trace. Some properties of this measure are derived from the corresponding stochastic differential equation. Then the Taylor map is studied for a space of holomorphic functions square integrable with respect to the heat kernel measure. We also define a skeleton map from this space to a Hilbert space of holomorphic functions on a certain Cameron-Martin group. This group is a subgroup of the group of invertible elements of the II 1 -factor.
Introduction
In this work we continue to study the type of heat kernel analysis on infinitedimensional groups developed in [4] , [5] . These papers dealt with so called HilbertSchmidt (infinite-dimensional) complex groups of operators on a Hilbert space. In the present article we consider similar problems for a hyperfinite II 1 -factor C realized as the weak closure of a subalgebra of the CAR-algebra.
The structure of this paper is as follows. The exact description of the II 1 -factor is given in Section 2. In this representation C is a subalgebra of the bounded operators on a Hilbert space of skew symmetric tensors, Λ(H). The completion of this II 1 -factor in the L 2 norm induced by a trace on C is a Hilbert space L 2 (C). Elements of the space L 2 (C) can be identified with possibly unbounded operators. We use the fact that L 2 (C) is a Hilbert space to build a heat kernel measure. This
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measure, µ t , is the transition probability of a solution of a stochastic differential equation with state space L 2 (C). We will describe this stochastic differential equation and its solution X t in Section 3. The Wiener process in L 2 (C) has a complex linear nonnegative trace class operator Q on L 2 (C) as its covariance operator. The operator Q also determines "new" stronger inner product on L 2 (C). Kolmogorov's backward equation for the process X t is a heat equation in a sense. This fact justifies the name for the heat kernel measure µ t defined in Section 4.
The main difference from the case of Hilbert-Schmidt groups studied in [4] and [5] is that the heat kernel measure lives in a space of unbounded operators, which makes the case of the II 1 -factor more complicated. Some of the new features are addressed in Section 6. There, in addition to the stochastic differential equation determining the heat kernel measure, we consider a weak version of this equation. This "new" equation is a stochastic differential equation whose state space is not L 2 (C) but Λ(H). We can view its solution at time t as an operator applied to the initial value. Then this operator is in general an unbounded linear operator although its mathematical expectation is a bounded operator. In [4] , [5] we proved that the stochastic process analogous to X t actually lives in the group of invertible elements of B(H) for a Hilbert space H. In the case of II 1 -factor the situation is more complicated, since X t takes values in L 2 (C), not C itself. We will show that the elements X t (ω) have right inverses in L 2 (C) defined by another stochastic differential equation.
In Section 7 we consider two spaces of holomorphic functions and discuss their properties. One of these spaces,
In addition we consider a space of holomorphic functions on a "smaller space" with a direct limit type norm. One of our main results, Theorem 4, describes how these two spaces are related and the role of the Taylor map. Also in this section we define the Cameron-Martin group G CM . One of the remarkable properties of this group is that we can define holomorphic versions, skeletons, for the elements of HL 2 (µ t ). Note that elements of HL 2 (µ t ) might not be even continuous functions on C, still we can define holomorphic skeletons on a much smaller set, the Cameron-Martin group G CM . Finally we explain why the trace class covariance operator Q is essential to obtain a nontrivial Taylor map.
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Description of a II 1 -factor
We use a representation of a II 1 -factor as the weak closure of a subalgebra of the CAR-algebra. In this description we follow, in particular, L. Gross [6] and I. E. Segal [10] . Let H be a complex Hilbert space with an inner product (·, ·). Denote by Λ n (H) the space of skew symmetric tensors of rank n over H. Put Λ 0 (H) = C and write Λ(H) = ⊕ ∞ n=0 Λ n (H). The "bare vacuum" Ω = 1 is the element in Λ 0 (H) ⊂ Λ(H). For any x in H there exists a bounded operator C x such that C x u = (n + 1)
, where x ∧ u denotes P a (x ⊗ u) and P a is the antisymmetric projection. If we denote A x = C * x , then C x A y + A y C x = (x, y)I, which are the canonical anti-commutation relations.
We fix a conjugation J on H, that is, J is antilinear, antiunitary and idempotent. We will call an element x in H real with respect to J if x = Jx. Let us define
Let C be the smallest weakly closed algebra of operators on Λ(H) containing all the operators B x , x ∈ H. We consider the trace on C given by tr(u) = (uΩ, Ω). This trace function is a positive linear functional on C such that tr(AB) = tr(BA) for any A, B ∈ C. By Corollary 3.4 of [10] the space C with this trace is a hyperfinite II 1 -factor. The trace determines a Hermitian inner product on C by (A, B) L 2 (C) = tr(B * A). In addition we will use the real inner product A,
. In a standard way we can define L 2 (C) as the completion of C in 
We will also use the inequality from Corollary 12.
. By Theorem 5 of [6] the map u −→ uΩ extends to a unitary map from L 2 (C) onto Λ(H). In particular if we choose a real (with respect to J) orthonormal basis {x 1 
Construction of the heat kernel measure
Let Q be a complex linear nonnegative trace class operator on L 2 (C). Denote by
. For the purpose of solving a stochastic differential equation in L 2 (C) we will view this space as a real space. Take an orthonormal basis {ξ n } ∞ n=1 of C Q as a real space with the inner product A,
The corresponding norm will be denoted by | · |. We can complete
We will assume throughout the paper that C Q is a subspace of C and that the operator ∞ n=1 ξ * n ξ n is an element of C. In Section 6 we will also need that
n is an element of C to prove the estimate in Equation (1) The stochastic differential equation
has a unique solution in L 2 (C), up to equivalence, among the processes satisfying
and therefore
Therefore B is trace class and since the trace is independent of a basis, the trace of B over L 2 (C) is
does not depend on the choice of {ξ n } ∞ n=1 for any λ. Use the bilinear forms
ξ n ξ * n are independent of the choice of the basis.
Lemma 3.1 explains why stochastic differential equation (3.1) determining the heat kernel measure has no drift term. The stochastic differential equation would have a drift term if the real inner product ·, · L 2 (C) were not the real part of a Hermitian inner product.
Proof of Theorem 1.
To prove this theorem we will use Theorem 7.4 from the book by G.DaPrato and J.Zabczyk [1] , p.186. We will check that the hypotheses of that theorem are satisfied. Let B :
We want to check that
B n converges to a bounded operator in the operator norm. Now one can use this estimate to verify conditions 2 and 3.
Definition of the heat kernel measure
We define a Borel measure µ t by
The name for this measure can be explained by interpreting Kolmogorov's backward equation for the process X t as the heat equation in a sense. First of all, the coefficient B depends only on X ∈ L 2 (C); therefore the transition probability is stationary P s,t f (X) = Ef (X(t, s; X)) = P t−s f (X). According to Theorem 9.16 in [1] 
denotes the space of all functions from L 2 (C) to R that are n-times continuously Frechet differentiable with all derivatives up to order n bounded and
to R that are ktimes continuously Frechet differentiable with respect to t and n-times continuously Frechet differentiable with respect to X with all partial derivatives continuous in
2 (C) and bounded. One can rewrite Equation ((4.1)) as the heat equation. First
where
. This means that for any smooth bounded function ϕ(X) : L 2 (C) → R, the function v(t, X) = P t ϕ(X) satisfies this equation, which can be considered as the heat equation
where the differential operator L on the space
Our goal is to show that L is a Laplacian in a sense. More precisely, L is a half of the sum of second derivatives in the directions of an orthonormal basis of C Q . Define the Laplacian by
where the left-invariant vector fieldξ n corresponding to ξ n is defined by (
. Thus by Lemma 3.1 the Laplacian is equal to
Sinceξ n is a left-invariant vector field, the Laplacian ∆ is a left-invariant differential operator such that Lv = ∆v for any , and by C n the corresponding II 1 -factor. The subspace H n is invariant under the conjugation J. Note that since H n is a finite-dimensional space, we have C n = L 2 (C n ) as linear spaces though with different norms. We will denote by G n the group of invertible elements of C n . Then G n is a complex connected Lie group with the Lie algebra C n .
In what follows we assume that C n are invariant subspaces of Q. This condition ensures that the heat kernel measures on G n approximate the heat kernel measure µ t (defined in Section 4) on L 2 (C). The approximation is essential in proving of Theorem 4. Let P n be the projection onto L 2 (C n ). By the Q-invariance of C n the projection P n from C onto C n (defined in terms of the norm | · |) is the restriction of the projection from
of C in the same way as it was done in Section 3. In addition, we will assume that the first d n = dim L 2 (C n ) = 2 n basis elements form an orthonormal basis of L 2 (C n ). Consider the equation
This equation has a unique solution by the same arguments as in Section 3. Denote Q n = P n QP n , where P n is the projection onto L 2 (C n ).
Lemma 5.1. X n,t is a solution of the equation
Proof. First we check that P n QP n is the covariance operator of W n,t . By the definition of a covariance operator we have that f, Qg
Thus Equation (5.1) is actually the same as Equation (3.1) with the Wiener process that has the covariance Q n instead of Q. 
B n (X)dW t . To apply this lemma we need to check that K and K n satisfy the following conditions (1) For any X 1 (t) and
where 0 α < 1 (2) For any X 1 (t) and X 2 (t) from H 2
Proof of 1.
To estimate the part with the stochastic differential we will use Lemma 7.2 from [1], p.182: for any r 1 and for arbitrary L 0 2 -valued predictable process Φ(t),
where C r = (r(2r − 1)) r ( 2r 2r−1 )
Note that for small t we can make 4tΞ 1 as small as we wish, therefore 1 holds.
Proof of 2.
Similarly to the proof of Theorem 1 we have that
. Now use the same estimates as in 1 to see that 2 holds.
Proof of 3.
Here again we will use ((5.2)) to estimate the part with the stochastic differential
Now let us estimate B(X)
ξ m ξ * m . We know that there are unique elements X, X n in the space H 2 such that X = K(x, X), X n = K n (x, X n ) and therefore lim n→∞ X n = X for any x by the local inversion lemma.
Denote P n t f (X) = Ef (X n (t, X)), X ∈ C n and v n (t, X) = P n t f (X). Then similarly to (4.1) the following holds for v n (t, X).
We want to show that P n t corresponds to the heat kernel measure defined on G n as on a Lie group (i. e. as in the finite-dimensional case).
Note that for any
Thus, the transition probability P n t is equal to µ n t (dX), where the latter is the heat kernel measure on G n defined as a Haar measure on G n with the heat kernel as the density.
6. More properties of the stochastic process determining the heat kernel measure
In addition to Equation (3.1) we consider a stochastic differential equation on Λ(H) whose solution can be viewed as a weak solution to Equation 3.1 in a sense. Let us explain the motivation informally. The main difficulty with the solution to Equation (3.1) is that the process X t is in L 2 (C), whose elements in general are unbounded operators. Thus for fixed t, ω the operator X t (ω) might not be defined for a fixed element of Λ(H). Still there is a subspace D of Λ(H) which is contained in the domains of all elements of L 2 (C). In particular, we can take the subspace D to be equal to n Λ(H n ). Let us disregard this problem of the domain of the process X t for a moment. Then we can take the adjoint of both sides of Equation (3.1) and apply it to an element in Λ(H).
Denote X * t x by x t . Then Equation (6.1) becomes 
Here we used the assumption that
n is a bounded operator on Λ(H). As in proof of Theorem 1 this estimate implies conditions 1, 2 and 3.
Let us define a random operatorX t as an operator on Λ(H) byX t x = x t . From [12] (p. 179) we know that EX * tXt is a bounded operator on Λ(H) as an operator on the initial value x 0 = x ∈ Λ(H). Skorokhod's result is much more general than what we actually need. We can show that EX * tXt is a bounded operator directly. First, we can apply Itô's formula to E x t , x t Λ(H) to get
If we assume that n ξ * n ξ n is a bounded operator on Λ(H), then
and so EX * tXt is a bounded operator on Λ(H). The question is whetherX t x = x t = X * t x for all x ∈ Λ(H), and if not then for which x it is so. Note that if we follow the same argument for finite-dimensional approximations X n,t to the process X t , thenX n,t x = x n,t = X Lemma 6.1. For any x ∈ D X t x = X * t x with probability one.
Proof. Any x in D is in the domain of any operator Y from L 2 (C). By Corollary 12.12 and Corollary 16.1 of [11] we have that
Then by inequality (6.4) and usual properties of mathematical expectation there is a subsequence such that
Proposition 6.2. For any x in Λ(H) we have that x belongs to the domain of X * t
and X * t x =X t x with probability one.
Proof. There is a sequence {x n } in D such that x n → x in Λ(H). By Equation (6.3) there is a constant c such that
for any y ∈ D. Hence by Lemma 6.1 there is a subsequence x n k such that X * t x n k → X t x a.s. This implies the result since any element of L 2 (C) is a closed operator (see Section 2 of [11] ).
The fact that the process X t is in general an unbounded operator makes the task of finding its inverse complicated. In terms of the heat kernel measure µ t , it means that we can not view µ t as a heat kernel measure on a group. However the support of this measure enjoys some of the properties of a group. For example, Theorem 3 shows that for µ t -almost all elements of L 2 (C) there exists a right inverse in L 2 (C). This right inverse is defined as a solution of the stochastic differential equation (6.5) . At the same time we can not claim that there is a left inverse in
, and the equality
It has a unique solution in L 2 (C) and its solution satisfies X t Z t = I with probability one.
Proof. This can be shown by applying Itô's formula to λ(X t Z t ) where λ is an arbitrary bounded linear functional on L 1 (C).
by Lemma 3.1.
Taking an inverse is not the only problem with group properties of the support of the heat kernel measure
. This product can be defined as a solution of the stochastic differential equation dY t = Y t dW t with the initial condition Y 0 = T . However we can not define a product XT in a similar way and the product T X lacks associativity. Proposition 6.3 gives an estimate of the L p norm of the solution of the stochastic differential equation in Theorem 1.
Proof. First of all, let us estimate
. From part 3 of the proof of Theorem 1 we know that B(X)
In addition we will use Lemma 7.2 from the book by DaPrato and Zabczyk [1] , p.182: for any r 1 and for an arbitrary L 0 2 -valued predictable process Φ(t),
Now we can use inequality (x + 1) q 2 q−1 (x q + 1) for any x 0 for the estimate ((6.7))
Cp,t (e t C p,t − 1) by Gronwall's lemma.
7. The Cameron-Martin group, holomorphic functions and Taylor map
C n . The operator Q is a bounded operator and therefore there is a constant c such that |x| c x for any x ∈ C Q , where · is the operator norm on B(Λ(H)). Note that the closure of g in the norm | · | is C Q . Let us denote by G the connected component of I of invertible elements of C (e.g. [8] ).
Note that G CM is a group and G n ⊂ G CM for any n. We will denote ∪ n G n by G ∞ . Let us now introduce holomorphic polynomials on C. 
where {F m } k m=1 are arbitrary elements of L 2 (C). We will denote the space of all such polynomials by HP.
Note that X, F L 2 (C) = XΩ, F Ω Λ(H) and therefore we could consider polyno-
Thus the derivative (Dp k )(X)(ξ) is complex linear in ξ. By Proposition 6.3 the holomorphic polynomials are square integrable with respect to the heat kernel measure. We will denote the closure of all holomorphic polynomials in L 2 (L 2 (C), µ t ) by HL 2 (µ t ). One of the important properties of the holomorphic polynomials is that they can be recovered on the Cameron-Martin group from their Taylor coefficients at the identity. This formula was first introduced for finite-dimensional Lie groups by B. Driver in [2] . Lemma 7.3. (B. Driver's formula).
Let g be a smooth path in G CM such that g(0) = I and g is a piecewise differentiable path from
Proof. Note that our result is stated for paths g which are smooth in G CM , but we actually use weaker assumptions in our proof. In fact the formula holds for a smooth path in G.
It is enough to prove this formula for monomials. Take a monomial p(
We want to estimate the remainder 
The number of all such multindices α is k N therefore 
In addition to the space of holomorphic polynomials we consider another space of holomorphic functions. Definition 7.4. H t (G ∞ ) will denote the space of continuous functions on G ∞ whose restrictions to G n are holomorphic for every n and f t,∞ = sup from ·, · L 2 (C) . In what follows we show that if Q is the identity operator then the space J 0 t is "almost" trivial. That is, if we use the invariant inner product ·, · L 2 (C) , the only holomorphic functions square integrable with respect to the heat kernel measure are functions of the form f (X) = g( X, I L 2 (C) ), where g is a holomorphic function on C. Thus essentially the only holomorphic functions square integrable with respect to the heat kernel measure are holomorphic functions of one variable. In [4] we proved the following theorem. 
