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Introduction
With the rapid development of computer network techniques and novel concepts of distributed computing, many of the modeling and simulation researchers are now facing new challenges on how to effectively use these new techniques to solve complex simulation problems. In particular, the development of new distributed simulation frameworks and tools is attracting more and more attentions because any modeling and simulation application relies on an effective and easy-to-use execution platform for obtaining meaningful simulation results. The methodologies used in distributed simulations can be traced back to several decades ago, however, the advances in distributed simulation techniques are still limited by the available distributed computing techniques and computer resources. Peer-to-Peer (P2P) based network technology is attracting more and more attentions due to its feasibility to build large-scale autonomous software framework to meet the requirement of modern distributed applications. The P2P technology, such as Sun's JXTA, has been widely used as the fundamental framework to support higher level of distributed software tools including distributed file sharing system, distributed network management system, as well as distributed simulation tools. Indeed, the P2P network computing technique and novel Service Oriented Architecture (SOA) open a new direction for creating more effective and flexible distributed simulation frameworks. For instance, the Discrete Event System Specification (DEVS) [2] based distributed simulation has exploited all these possibilities in the newly developed tools including DEVS/P2P [3] , DEVS/GRID [4] , DEVS/SOA [5] , etc. Meanwhile, distributed simulations based on other methodologies, such as [6] [7] , are also applying these novel distributed computing concepts.
It is worth noting that the simulation time management is the key in any simulation tool, and it basically provides the minimum execution environment for simulation applications. Indeed, time managements is the most important component in a distributed simulation framework, and therefore, has been thoroughly studied by many researchers [8] [9] . In this paper, we focus our discussion on the development of a conservative simulation time management in a highly dynamic JXTA based P2P network environment, and we will present the details of our implementations with some basic performance evaluations.
The reminder of this paper is organized as followings: Section 2 introduces related background with a focus on JXTA and some recent distributed simulation tools in terms of time management; Section 3 presents our implementations of time management in a JXTA framework; Section 4 demonstrates our basic performance evaluation of the time management implemented as JXTA group service; Section 5 concludes this paper with suggestion for some future work.
Background

P2P Network and JXTA
Peer-to-Peer (P2P) based networking technology is becoming dominant in distributed computing area. Compared to traditional client/server based application architecture, P2P system is able to provide more flexible and scalable framework to support large-scale and complex distributed applications. As one of the representative P2P techniques, JXTA, an application framework developed by Sun [10, 11] , becomes an dominant tool for rapidly developing advanced P2P applications. Indeed, JXTA provides a set of protocols to support network peers that can discover, communicate, and monitor one with another. As shown on Figure 2 -1, JXTA can provide "peer group" based virtual network, which can be used for designing highly dynamic and self-aware heterogeneous virtual computing infrastructure. Such a virtual distributed network aims to support run-time evolution of participating computing entities through publish/subscribe based peer discovery protocol, as well as Pipe based message passing mechanism.
It worth mentioning that JXTA uses XML format for common message encoding and service advertisement, which makes it capable of supporting interoperability, platform independency, and ubiquity [10] . JXTA has six built-in protocols to enable autonomous P2P networking, which includes: Peer
Discovery Protocol (PDP), Peer Information Protocol (PIP), Peer Resolver Protocol (PRP), Pipe Binding Protocol (PBP), Endpoint Routing Protocol (ERP),
and Rendezvous Protocol (RVP) [11] .
The evaluation of JXTA performance has attracted many researchers in order to further consider its feasibility of being used for high performance backbone for distributed applications. [12] [13] [14] benchmarked JXTA in different types of interconnected networks including Grid infrastructure. It was found that JXTA was suitable for delivering high performance in a System Area Network (SAN) or Wide Area Network (WAN) after fine-tuned for its internal communication mechanism.
Time Management in Distributed Simulation Tools
Recent advances in distributed simulation involve using novel concepts of distributed computing combined with traditional methodologies of parallel and distributed simulations. Indeed, many of the recent distributed simulation tools use network middleware to bridge the single processor's simulators for message passing in a distributed network environment. For instance, [15] implemented HLA's key functionalities as Grid service, thus, provided a distributed simulation framework based on invocations of Grid services. Other tools, such as DEVS/SOA, DCD++ [16] , used the same strategy to wrap their existing single processor's simulators as standard web services to form a integrated distributed simulation environment with the Internet as backbone.
Based on such approaches, the time managements in these tools, in general, conform to the algorithms used in their corresponding single processor's simulators. For instance, the time management used in DEVS/P2P used the same conservative algorithm as used in single machine's DEVS, such as DEVSJAVA [17] . In contrast, HLA based distributed simulation tools used either conservative, optimistic or their combination in their It worth noting that all these tools have a middleware layer to implement and support time management in a heterogeneous networking environment, and therefore, it is generally not easy to migrate a single processor's simulation to multi-processors in these frameworks. As will be discussed in the following sections, we use a different approach to implement the time management in a distributed environment, in which the simulation entities interact directly with the time management service without using any middleware. Such approach is able to provide more dynamic and flexible distributed simulation framework to support fault tolerance, run-time reconfiguration, etc.
Implementations of Time Management in JXTA Framework
In this section, we introduce and present our implementation of time management in a highly dynamic JXTA framework. Our approach is based on the concept of service components described in our proposed novel distributed simulation architecture [1] . As shown in Figure 3 -1, any simulation entity or simulation service is designed and implemented as an individual component with its own unique input/output pipes for message passing. These pipes can be bound together either statically or dynamically. The concept of "plug-and-play" is used to support high level reusability and interoperability of simulation components. For instance, we can easily replace one time management implementation with another without affecting any other parts of the system as long as the replaced one conforms to the same input/output pipes' definitions. Based on such design philosophy, we can implement the time management either as a standard entity or as a service. The difference is that the service based implementation provides a higher level of abstraction and also is able to support autonomous service discovery. Furthermore, Figure  3 -2 demonstrates our JXTA group based virtual simulation network, in which the simulation entities and Time Management Service (TMS) can reside on any computing node with no regard to the IP and port assignment. The TMS handles the time advance and synchronization of all involved simulation entities, while the message passing or event propagation happens directly among the entities. The simulation entities and TMS can also interact directly with other simulation services whenever necessary. As we can see, such approach makes the deployment and partition of simulation entities much easier than those middleware based solutions.
Basically, we implemented the time management both as simulation entity and as JXTA group service. We did not notice significant performance difference in terms of overall simulation execution time in a small cluster, and the detailed experiments will be discussed in the next section. As a matter of fact, we implemented the time management using a centralized conservative algorithm, in which the casualty is strictly prohibited. One of the advantage of this approach is that the fault tolerance can be easily achieved by using redundant TMS in the network. Indeed, the TMS in our implementation is a lightweight service component that is basically stateless. We present our time management algorithm in Table 3-1.
Experiment
We have presented our implementations of JXTA based time management in previous section. We hereby demonstrate our preliminary results obtained at a small scale Linux cluster. The Linux cluster has multiple computing nodes, each of which has an Intel Xeon 3.4G CPU with 2G memory. The installed 
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operating system is GNU/Linux 2.6.11. We use JXTA Java Library 2.5_RC1 and JDK1.6.0_04 to perform our test. We first use two simulation entities, a "generator" and a "processor", to test and validate our TMS in a local cluster environment. Both of the simulation entities are standard simulation entities that conform to our framework. The "generator" can periodically generate task message from its output pipe, while the "processor" accepts task message from its input pipe, then processes the task and generates output (optional) to its output pipe. Through simulating the two simulation entities in the cluster, we validate that our TMS works correctly.
We then use one "generator" and multiple "processor" to evaluate the performance of our time management service. The test configuration is shown in Table 4 -1. Figure 4 -1 demonstrates the simulation results we obtained in a multi-nodes Linux cluster environment. We find that our TMS runs much faster when it resides on a separated computing node, and then communicates with involved simulation entities through JXTA network. We also compare the two implementations (as service and as non-service) of time managements and find that their performance are very close, which means that the overhead of service discovery in a small local LAN is small. As shown in Figure 4-1, using more computation nodes can significantly reduce the overall simulation execution time in our JXTA-based simulation framework, and this phenomenon is consistent with increased number of simulation entities. Basically, the experiment result presented in this paper provides an initial performance evaluation of our P2P based distributed simulation tool.
Conclusion and Future Work
In this paper, we proposed and implemented a centralized conservative time management in a JXTA-based P2P network environment. Our design follows Service Oriented Architecture (SOA), and our implementation is based on Sun's JXTA API. We found that the JXTA platform could provide a very effective backbone for building complex simulation services, in particular, the distributed simulation time management. Our basic and initial performance evaluation demonstrated the potential of using JXTA to build scalable and flexible time management in a heterogeneous network environment.
For the future work, we will do a thorough performance evaluation using more complex simulation entities. We will also develop time management service using other parallel and distributed algorithms.
