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Abst rac t - -Para l le l  algorithms combining a time discretization and overlapping domain decompo- 
sition methods are applied to the solution of singularly perturbed parabolic problems. Two domain 
decomposition methods based on the Schwarz alternating procedure are proposed: the method with 
two-colour ordering of subdomains and the method with additional "correcting" problems. More- 
over, modifications of the methods are considered using time extrapolation on subdomain interfaces. 
Convergence properties of the algorithms are established at the differential level. Numerical results 
for a test singularly perturbed problem are presented to confirm the convergence theory and to eval- 
uate the parallel arithmetic omplexity of the algorithms. (~) 1999 Elsevier Science Ltd. All rights 
reserved. 
Keywords - -S ingu lar ly  perturbed parabolic problem, Domain decomposition method, Time dis- 
cretization, Time extrapolation, Parallel computing. 
1. INTRODUCTION 
We are interested in parallel algorithms based on overlapping domain decomposition for the 
numerical solution of the following parabolic problem: 
Ou(P't)-f(P,t), P=(x,y,z), (P,t) eQ=~×(O,T<I], (1) £u(P, t) at 
/Z2t 02 + 02 02 . £ -- ~-~ 0-~ + 0-~) is a second-order differential operator with # being a positive parameter. 
The initial and boundary conditions are defined by 
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u(P, t) = ~(P, t), (P, t) • O~ x (0, T], u(P, O) = u°(P), P • 12, 
where 0• is the boundary of ~. The functions f(P, t), ~(P, t), and u°(P) are sufficiently smooth. 
Under suitable continuity and compatibility conditions on the data, a unique solution u(P, t) of (1) 
exists (see [1] for details). For # << 1, problem (1) is singularly perturbed and has parabolic layers 
near 0~ × (0, T] (see [2], for example). 
The evolution of multiprocessor computers has given a new impulse to the development ofdo- 
main decomposition methods for the numerical solution of Partial Differential Equations (PDEs). 
In these methods, the original problem is reduced to a family of smaller problems on subdomains 
which can be solved concurrently. Many of the domain decomposition methods for elliptic PDEs 
are based on the classical Schwarz alternating procedure (see [3]). In [4], this algorithm was first 
extended successfully to a class of parabolic PDEs. Recently, a number of methods using the 
Schwarz procedure has been proposed for the numerical solution of parabolic problems (including 
singularly perturbed problems) as well as algebraic systems arising from mesh discretization of 
these problems, see for example, [5-8], and references therein. Note that most of these methods 
are designed for solving elliptic problems resulting from time discretization of original parabolic 
problems. 
In this paper, we develop arallel Schwarz algorithms earlier presented in [9]. These algorithms 
are specifically constructed for parabolic problems. They are based on coupling a time discretiza- 
tion with overlapping domain decomposition methods, so that on each time step only one iteration 
of the methods is performed. Two domain decomposition methods are considered: the method 
with two-colour ordering of subdomains and the method with additional "correcting" problems. 
The latter method originated from the domain decomposition method successfully applied for 
singularly perturbed elliptic problems (see, for example, [10-12]). 
In our above-cited work, we use the backward Euler scheme for the time discretization. Here 
we extend our algorithms to the case of the Crank-Nicholson scheme. Furthermore, in order 
to increase the computational effectiveness of the Schwarz algorithm with the correction by the 
numerical solution of parabolic problem in three space dimensions, we propose a new variant of 
this algorithm with small-sized "correcting" problems. 
In addition, as in [13], we introduce some modifications of our algorithms. In the modified 
algorithms, the extrapolation i  the time variable is dependent upon the solutions from some 
previous time steps is applied by the determination of the boundary conditions on a part of 
subdomain interfaces. We consider the modified Schwarz algorithms with "two-steps" (a linear) 
and "three-steps" (a quadratic) extrapolation. 
We construct and analyse our algorithms at the differential level (that is, independently of
the space discretization technique for the original problem and subproblems). We establish the 
convergence of the algorithms without regard for the value of the perturbation parameter # as 
well as for the special properties of the solution of problems (1) (the existence of rapid change 
regions of the solution). Thus, the proposed algorithms are sufficiently versatile and can be 
applied for solving "nonperturbed" parabolic problems of form (1) (that is, in the case of # = 
(9(1)). However, the considered algorithms can be most efficiently used at small values of #. 
Moreover, further gain in the computational effectiveness for our algorithms can be achieved by 
their numerical realization taking into account a priori information about the solution structure 
of problem (1) (see [9,13]). 
The plan of this paper is as follows. In Section 2, we formulate the overlapping domain decom- 
position algorithms. In Section 3, we present convergence properties of the algorithms (including 
estimates of the convergence rate depending on overlapping interval sizes, the value of the per- 
turbation parameter #, and the time step size). Numerical results for a test singularly perturbed 
parabolic problem are described in Section 4. Ibidem, the parallel arithmetic omplexity of the 
algorithms is analysed. Finally, in the last section, we give some concluding remarks. 
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2. DOMAIN DECOMPOSIT ION 
ALGORITHMS 
2.1. Crank-Nicholson Scheme for Problem 1 
We discretize problem (1) in time using the Crank-Nicholson scheme 
£ Un(P)  + Un- I (P )  _ Uu(P)  - U'~-I(P) = f(P,t n) + f(P,t '~-I) 
2 r 2 ' 
U~(P) = fi(P, tn), P • 012, U°(P) = u°(P), P • ~, 
T 
tn = n~ ", l < n < Nt, T = -~t, 
P • ~, (2) 
where r -- const. > 0 is the step size of the time discretization. 
LEMMA 1. I f  the solution of (1) is smooth enough then the following estimate holds: 
Hu(P,t n) - Un(P)lIi7 < (const.)T 2, 1 < n < Nt, 
where u( P, t) and U'~( P ) are the solutions of (1) and (2), respectively, ~he constant is independent 
of % and ? 
I lw(P) l lw = max Iw(P)l. 
PEW 
Lemma 1 can be proved, for instance, using results obtained in Section 3.2 (see Remark 7). 
REMARK 1. The Crank-Nicholson scheme (2) for problem (1) can be rewritten in the following 
form: 
£Vn(P)  - ~Vn(P)  = F~(P), P • ~, 
T 
where 9 
f (P,T)  + f(P,O) - ~u°(P) - £u°(P),  n = 1, 
F[)(P) = 
f (P , t  n) + f (P,t n-1) - 4Un- I (P )  - F~-a(P),  2 < n < Yt. 
T 
2.2. Domain  Decompos i t ion  and Concomi tant  Notat ions  
For simplicity, we assume that the domain fl is a rectangular parallelepiped (0, X) x (0, Y) x 
(0, Z). 
We introduce an overlapping multidomain decomposition of the domain fl into the following 
subdomains (see Figure 1): 
= a:  ~ (y~,yi )  x (~,zZ) ,  ~i , j , k  \ ~ , ~ ] X Z B 
SC ={ l  < i<I ,  l <_j<_J, l<k<K},  
0<~<~51<x~÷l<~<x,  2<i<I -1 ,  ~f=0, 
O<y~<yE_ l<y~+l<yE<y,  2<j< J - l ,  yS=0,  
0 < Z B < zE_ I  < zB+I <: Z E <: Z ,  2 < k < K -  1, z f  -- O, 
(i,j, k) e S ~, 
x E = X, 
y~= v, 
zE=z.  
In what follows, we need "truncated" subdomains produced from fli,j,a (see Figure 2): 
B E (~ , j , k=~, j ,k \ (T tx  B x ~-B  ~ B ~ S z ~ zk+l , zk )  k i , i , Y j  ,Y j - I ,Y j+ I ,Y j  ,Zk , k - l~  
Zk ,Zk -1 ,  kT l ,Zk  , i ,X i -1 ,  i+1 
, T (z'~, ~" ~" x" ~" x~, " " y51, yf) )  (i,j, k) e s °, Yj  , Y j -1 ,  ~k , i ~ i --1, i+1 ,  
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Figure 1. Fragment of an overlapping multidomain decomposition. 
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where  
Figure 2. Sample of the "truncated" subdomains ~i j ,k.  
T(pl ,P2,  rl ,  r2, r3, r4, Sl, s2, s3, s4) = (Pl,P2) 
× ({r l  < r < r2, st < s < O(r, r l ,r2, s2, s l )}  
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U{rl < r < r2, O(r, rl, r2, s3, s4) < s < 84} 
U{r3 <: r <~ r4, Sl < s < O(r, r3, r4, Sl, s2)} 
U {r3 < r < r4, O(r, r3,r4,s4, s3) < s < s4}) 
0(r, rl,r2, Sl,S2) = 
s l ( r2 -  r )+s2( r -  rl) 
r2 - -  r l  
withx0 E~0,  x~+ 1-X ,y0  E -0 ,  S Y J+l -- Y, zE - O, z/~+l -- Z. We 
pertaining to ~i,j,k, (i,j,k) ~ S ~, by 
also define the boundaries 
UO~i+l,j,k_ 1 U O~i_ l , j , k+ 1 U O~i , j+ l ,k+ 1 
U 0~_~,~+~,~ u 0~,~+~,~_~ U 0~,j-~,~+l).  
In addition, we define the "interface" subdomains including the overlapping zones of the multi- 
domain decomposition (see Figure 1), 
b ~ (o,y)  x (o,z),  p, = (x~, ~)  x 
p~ = (0 ,x )  x (y~,~;) × (0,z) ,  
~ = (o, x )  x (o, r )  × (z~, ~) ,  
b e 0<x~ <z~+~ <~ <~ <x, 
b e o< ~,j < yJ~+, < yJ~ < ~,j < Y, 
0 < z~ < z2+, < z~ < ~ < z,  
1<i<I -1 ,  
l< j< J -1 ,  
l<k<K-1 .  
On the base of these subdomains, we also introduce subdomains enveloping the faces, the edges, 
and the corners of the "big" subdomains ~,j,k. Namely, we determine the "face" subdomains 
b e 
S~={l<i<I -1 ,  1 
~, j , .  = (~, ' ,~)  x (y~,y~) x 
B E (zk,z  k ), (i,j,k) e S ~, 
< j<d,  l<k<K},  
B E (zk,z k) ,  (i,j,k) e S y, 
SV={l  < i<I ,  l < j< J -1 ,  l<k<K},  
~z,~,~ = (~. ,~)  x (~,y~)  x ( z~,4) ,  ( i , j ,k) ~ s ~, 
SZ={l  < i<I ,  l <j<_J ,  l<k<K-1} ,  
the "edge" subdomains 
.~ = xb b ~ (z2 ,z~)  ( i , j , k )  e s x~, 
SXY={l  < i<I -1 ,  l < j< J -1 ,  l<k<K},  
~,,j,k ~" = .(~:, , ~E~. . × (y~,y~) × (z~,4)  , ( i , j , k )  ~ s~' ,  
SYZ={l<i<I ,  l < j< J -1 ,  l<k<K-1} ,  
~,% = (x~,x~) x (y~,y~) x (z~,4) ,  ( i , j ,k) e S ~x, 
S~X={l  < i<I -1 ,  l < j< J ,  l<k<K-1}  
and the "corner" subdomains 
xyz  b e b e Z b wi,j, k = (xi,xi) x (yj,yj) x (k ,z~) ,  (i,j,k) E S xyz, 
SXYZ ={ l  < i<I -1 ,  1<j< J - l ,  l<kKK-1} .  
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We also need to define the unions of these "enveloping" subdomains (hereafter, we use the term the 
"enveloping" subdomains to mean the "raze", "edge", and "corner" subdomains taken together). 
The definitions can be written in the following concise form: 
R a U  a ch U fl ' w~, a x,y,z; R ~ w~ aflch = = = xy, yz, zx; 
v~S~ vES,~ 
Ra~'Y = U w'~'Y' afl'TChxyz; u = (i, j,k); 
v 6 S ~ ~ 
where a, fl, and 7 are "character variables" which can be concatenated on "character strings", 
and for these "character strings" the assignment statement "ch,, is introduced. Below, we will 
apply repeatedly these "character variables" for the concise presentation of notations. 
2.3. Statement of Domain Decomposition Algorithms 
Constructing domain decomposition algorithms coupled with the Crank-Nicholson scheme is 
based on the semidiscrete version of problem (1) presented in the form as defined in Remark 1. 
Introduce the sequences {vvn(P), 1 < n < Nt} satisfying the following problems: 
£v'~(P) - :rv~(P) = F~(P), 
v~(P) = ~(P) ,  
v~(P) = fi'~(P), 
P • a . ,  (3) 
P • 0a .  \ 0R, (4) 
P • 0R~ ;7 0f}, u • S ~, 
where fin(p) =_ fi(p, tn) and 
f(P,'r) + f(P,  O) - 2u°(P) - £u°(P), 
F~(P) = 
f (P , t  n) + f (P,t n- l)  - 4_Vn-l(p ) _ F~,-I(p), 
T 
The function Vn(P), P • R, denotes the solution at r~ th time step, 
V°(P) = u°(P), P • R. 
n- - -~ l ,  
2<n<Nt .  
2.3.1. Two-colour Schwarz algorithm 
Here we consider a parallel multidomain version of Schwarz method (Algorithm A1). The 
original Schwarz alternating procedure is a purely sequential algorithm. To obtain parallelism, 
we introduce the two-colour ("red-black") ordering of the subdomains Rv, v • S c 
"red" subdomains 
"black" subdomains 
V • SrCd = S c N {i + j + k even}, 
c sc { i+ j+ /] • Sl~lack = f-'l k odd}. 
In this case, the boundary conditions from (4) have the forms 
OF(P ) = Vn-I(P), P E OR~ \ OR, v 6 S~ed, (5) 
{v~, (P), P E (Oflv \ OR) A Rw, ~" E S;~ed, 
~(P)  = ~",(P), P • (o~ \ off) n oR~,, ~' • s;% d, 
v (6) 
where ev is the edge set o f~.  The functions Vn(P), P • ~), are determined by 
{ R~ \ (u~,~s~,.o.R~.), ~ • s;% d, 1 < < Vn(P) = v~(P), P • (/, U r E, v • S~lack, n N,, (7) 
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where (~,, are the '%runcated" subdomains defined in Section 2.2. Note that the functions Vn(P) 
have discontinuities of the first kind at the boundaries F~, u ~ Sblac k. Estimates of these 
discontinuities will be found in Theorem 1. 
From (5) and (6), it follows that at each time step, the same coloured subproblems from (3) 
are solved concurrently. Thus, the number of sequential stages for Algorithm A1 is two. The 
algorithm can be realized on [1/2(I x J x K + 1)] processors, where [a] denotes the truncation 
of the fractional part of the number a. In this situation, each of [1/2(I x J x K)] processors 
contains a "red-black" pair of subproblems. 
2.3.2. Schwarz a lgor i thm with the "correct ing" subproblems 
Now we propose the algorithm (Algorithm A2) in which all "big" subproblems from (3) are 
solved concurrently. The obtained solutions are corrected using auxiliary problems. These prob- 
lems are defined on the subdomains enveloping the faces, the edges, and the corners of the "big" 
subdomains ( ee Section 2.2). The correction is realized in three stages. First, we solve in parallel 
the "face" subproblems 
Ot ~ 20~ I2 . __, 
f_.v,,(P) - -~%(F) = F~(P), P • w~, 
[~(P) ipea~=GI~(Ow~,vn ,¢L¢ ' ) ,  u=S ", a¢=hx, y,z, 
{ vn~,(P), P e Ow~ nn¢,  v' ~ S ~, 
G fc (Ow~, v n, fin, ~n) = On, (p), p E Ow'~ N (On,,, \ On), u' • S ~, 
~n ( p ) , P E Ow~ ~ On ; 
thereupon the "edge" subproblems 
(8) 
ann 2a~n'"" F~(P), £ v ,,(P) - -; v ,,t~) = 
,~n G~'~ ( CL Vn ) , 
v ~(P)lpeo~ya = O°JZ~,~, ~v~, 
{ ~,(P) ,  
( ) - c v,,,(P), 
~,(P) ,  
fin(P), 
P E w~ ~, 
u = S ~,  ~ ¢=h xy, yz, zx, 
'7 v t  ch  PE0w~ ~Aw¢, ES  ~, 7=(~,/3, 
PE0w~ ~N0n ~N0n ~, v 'ES  ~, 
P e Ow~ ~ N (On¢ \ On), u' E S ~, 
P ~ 0~ ~ n on, 
and finally, the "corner" subproblems 
(9) 
•xYZn ~ nx  2 xyz  n z r~  xyz  v v(~)- T V ~(~) = F~(P), P E w,, , 
xYzn x J  Gc r ( yz zx,~ v ~.(P) lpeo~. = awxvz,XvYn, v n, v" ) ,  u = S TM, 
(10) 
G cr .(0wxuYz' xynv ,vYZn ,vZXn'~) 
= { av~'(P)' 
avZ~, (P), 
P E Ow~, yz ~ u' = Nw¢ , ES  aft, ~/3¢hxy, yz, zx, 
P E Ow~Uz M on ~ M On ~, u' E S ~,  ~fl,y Ch xyz, yzx, zxy. 
The boundary conditions in (4) are given by 
~(P)  = V"-~(P), P • O~. \ Off, u e S ~, (ii) 
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where the continuous functions Vn(P) ,  P • fl, are chosen in the form 
v (p) = 
XYZ n i r.b~ . - - :XyZ v ~,(Y), P e w~, , u E S x~z, 
v ~,(P), P e \ (12 xz~z U , • S a~, 
 •so, 
 •so. 
OZfl ch = xy, yz, zx, 
ch 
al3"f = xyz,  yzx,  zxy, 
(12) 
Thus, the proposed algorithm involves four sequential stages. Note that parallel implementation 
of this variant of Algorithm A2 requires at least (3 x I x J x K - I × J - J × K - I x K) processors 
(in relation to the total number of the "face" subproblems). 
REMARK 2. In order to decrease the number of processors required to realize Algorithm A2 to 
I x J × K, we must extend the number of its sequential stages to eight. Namely, the subproblems 
from (8) as well as from (9) must be solved in three sequential stages (for example, we can solve 
in parallel only the subproblems with the same value of a and aft, respectively). In this case, 
all "correcting" subproblems can be properly placed into processors containing one of the "big" 
subproblems from (3) (in the considered example, one processor would consist a maximum of 
eight subproblems: one "big" subproblem, three "face" subproblems with the different values 
of a, three "edge" subproblems with the different values of aft, and one "corner" subproblem). 
2.4. Schwarz Algorithms with Time Extrapolation 
In [13], a time extrapolation technique for increasing the convergence rate of the domain 
decomposition algorithms like A1 and A2 was proposed. The new algorithms differ from the 
original algorithms by the determination f the conditions on the part of the inner boundaries of 
the subdomains f~, u E S c. The modified boundary conditions are given by the extrapolation 
in the time variable using the solutions from some previous time steps. We consider the Schwarz 
algorithms with "two-steps" (a linear) and "three-steps" (aquadratic) extrapolation: Algorithms 
AlE2 and AlE3 as well as A2E2 and A2E3, respectively. In the case of these algorithms, instead 
of (5) or (11), the following expressions are applied: 
0~(P) = Vn-I(P) + Dn(P) ,  P e O~v \ On, 
where Dn(P)  are defined by "two-steps" extrapolation as
S Tu°(P) '  n = 1, Dn(P)  ! Vn- I (P )  - Vn-2(P ) ,  n > 2, 
and by "three-steps" extrapolation as
1 2 [l:u0(p) fo(p)] ,  n 1, TuO(p) + ~'r -- = 
Dn(P)  = 3 [VI(p) - u°(P)] - 2Tu°t(P), n = 2, 
2Vn- I (P )  - 3Vn-2(P) + Yn-3(P), n _ 3, 
with 
u°(P )  = E~u°(P)  - f(P, 0), Of(P , t )  t=0 fO(p)  = Ot " 
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3. CONVERGENCE OF SCHWARZ ALGORITHMS 
We now dwell on convergence properties of the proposed Schwarz algorithms. We present 
convergence rate estimates, depending on the geometric haracteristics for the domain decompo- 
sition: 
H x = min (x E - 3c/~1) g u = min (yE _ Y~+I) H z = min (z E - zB+I) 
l <_i<_I-1 ' l <_j<_J-1 ~ l<k<K-1  
h x min [min(xff+ 1 b e--xE)] h y min [min(y~+ 1 5 ~ yE)] 
- -  Xi ,X  i - -  , = _ y j ,  Yj i<_i<_I-I l_<j_<d-i 
h z = min [min Z B - -  Z b ( k+i k ,z~-  zE)] 
l<k<K-1 
on the value of the perturbation parameter # from (1), and on the step size of the time dis- 
cretization z. For the concise presentation of the convergence r sults, we introduce the following 
notation: 
g(a, rl, r2, r3) ~ exp(-ar l )  + exp(-ar2) + exp(-ar3). 
3.1. Convergence Resu l ts  
THEOREM 1. H the solution of (1) is smooth enough then we have the following. 
1. Algorithm A1 converges to the solution of problem (2) with the//near (geometrical) rate 
qA1 E (0, 1), where for qA1 the following bound holds: 
qA1 
<2maxLEk#T~2'  z Hv 'H  \#T ' , ' 'HX '  2 ' ' \l~T1/2 2 ' 
In this case, the functions Vn(P) from (7) have discontinuities of the first Mnd at the 
c boundaries Fs~ , v E Sblack, for which the following estimates are valid: 
max [ l l v2 (P )  - Vn(P)lIP r ] < (const.)q A1, 1 < n < Nt. 
vES~,la¢ k 
2. Algorithms AIEa and AlE3 converge to the solution of problem (2) with the//near rates 
qA1E2 E (0, 1) and qA1Ea E (0, 1), respectively. For qA1E2 and qA1E3, the following formulas 
hold: 
1 (-AI'Nt 1 -- [qAl(1 + ~_)]N, qA1 qA1E2 _ -- \t/ } _A1 qA1Ea __ 
As in Part 1, the functions vn( p) have discontinuities of the first kind at the boundaries 
I "B, v' E S~lack, for which the same estimates with qA1E2 or qA1Ea are true. 
THEOREM 2. / f  the solution of (1) is smooth enough then we have the following. 
1. Algorithm A2 converges to the solution of problem (2) with the//near ate qA2 E (0, 1), 
where for qA2, the following bound holds: 
( 21/2 H ~ H v ) qA2 <: 2~ ~,----~, + h ~, + h v, n z + h z . 
2. Algorithms A2E~ and A2E3 converge to the solution of problem (2) with the//near rates 
qA2E2 E (0, 1) and qA2Ea E (0, 1), respectively. Forq A2E2 and qA2Ea, the following formulas 
hold: 
1 - (qh2) N' 1 -- [qA2(1 + T)] N' 
qA2Eu _ (1 -- qA2) Nt qA2 qA2Ea = [i -- ~ ~ T) -~t  2qA2" 
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The proof technique of the first parts of Theorems 1 and 2 will be illustrated in Section 3.3 
by the example of Algorithm A2. The proofs of the second parts of these theorems can be easily 
obtained, combining the results from Section 3.3 and [13]. 
REMARK 3. It can be shown (see Section 3.3) that Algorithms A2, A2E2, and A2E3 converge to 
the solution of problem (2) even for nvesc~t~ = 0. 
REMARK 4. From Lemma 1, Theorems 1 and 2, it follows that the Schwarz algorithms converge 
to the solution u(P, t) of the continuous problem (1) with the rate O(q + T2). 
REMARK 5. The comparison between Theorems 1 and 2 shows that Algorithm A1 is exceeded 
in the convergence rate by Algorithm A2. By applying five-colour ordering of the "big" subdo- 
mains, we can construct the parallel Schwarz algorithm with a higher convergence rate and with 
continuous functions Vn(P). In this algorithm (Algorithm A3), the subproblems from (3) are 
divided into the following sets: S c n {i + j + k even}, S c n {i + j + k odd} n {i odd; j, k even}, 
S eN{ i+ j+k odd}n{ j  odd; i,k even}, S en{ i+ j+k odd}n{k  odd; i , j  even}, and 
S e n {i + j + k odd} n {i, j, k odd}, which are solved one after another (that is, Algorithm A3 
involves five sequential stages). The subproblems related to the same set can be solved in parallel 
with the boundary conditions determined by the solutions of the subproblems from the foregoing 
stages. Using the results from Section 3.2 and [9], it can be shown that for Algorithm A3 the 
following estimate of the convergence rate holds: 
In Section 4, we compare the efficiency of Algorithms A1 and A3 by their parallel implementation. 
REMARK 6. Along with Algorithm A2, we can consider another Schwarz algorithm in which all 
"big" subproblems from (3) are solved in parallel. This Mgorithm (Algorithm A4) is based on 
solving auxiliary "correcting" problems defined on the "interface" subdomains: p~, 1 > i > I -1 ;  
pY, 1 > j ~ J - I; and p~, 1 > k > K - 1 (see Section 2.2). The correction is realized in three 
sequential stages (in relation to the number of the "types" of the "interface" subdomains). At 
each of these stages, the subproblems given on the "interface" subdomains of any one "type" are 
solved concurrently. The relevant boundary conditions are determined by the solutions of the 
"big" subproblems as well as by the solutions of the "interface" subproblems from the foregoing 
"correcting" stages. Note that Algorithm A4 has the convergence rate estimate identical with 
that for Algorithm A2. The correctness ofthis statement can be established using the results from 
Section 3.3 and [9]. In Section 4, experimental convergence r sults for Algorithms A2 and A4 as 
well as the efficiency of these algorithms will be compared. 
3.2. Prel iminaries 
In this section, we present results necessary for the proof of the first part of Theorem 2 placed 
in the next section. 
Previously, we obtain estimates of the following differences for the solutions of problems (2): 
• A(m)Un(P) = A(m-1)un(p) - A(m-1)gn- l (P) ,  1 < n < Nt, m _> 1, (13) 
where A(°)U~(P) = Un(P), 0 < n < Nt, and 
= T I~A(m-1)U°(P) - 
om-l  f (p , t )  
Otm-1 It=O] 
A(m) u°(p)  Tin--1 
L 
(14) 
=Tm L(m)u°(p) -EL ( / -1 )  Ore-If(P, t) 
Otto_ t , m >_ 1, 
l~ l t=O 
with £(m)w(P) = E .~.~w(P) .  
m-times 
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LEMMA 2. If  the data of problem (1) satisfy the smoothness conditions 
f (P , t )  E C21'l(Q), f~(P,t) E C2Z'l(Ofl x (0, T]), u°(P) e C21(~), 1 = 2(Nt - 1), 
then for the differences A( m ) un ( P ) from (13), the following estimates are valid: 
A(m)un(P) -~<(e°nst')T m, l<n<Nt -m,  O<m< Nt -1 ,  
where the constant is independent of T. 
PROOF. From (2), (13), and (14), it follows that the differences A(m)un(p) satisfy the following 
problems: 
where 
~A(m)un(p) - 2_A(m)un(p ) = _2  h(m)u~- l (p)  _ 2a(m+2)Un-l(p ) 
T T T 
- l  d(m)u°(P) + A(m)/(P, tn), P E fl, 
T 
A(m)un(P) = ~(m)fz(p, tn), P C Off, 1 < n < Nt, m k O, 
d(m)uO(p ) = { A(1)U°(P), m = 0, 
O, m > O, i~ 
0, n = 0, 
a(ra)Un(P) = 1=1~ A(m)u21-1(P), n = 2p-  1, p >_ 1, 
~ A(m)U2t(P), n = 2p, p >_ 1, 
l=l 
m>2,  
(15) 
and the differences A(m)f(P, t n) and A(m)fi(P,t ~) are defined as follows: 
A(m)w(P,t n) = A(m-Dw(P,t n) - A(m-1)W (p, tn-1),  1 < n < N,, m > 1, 
A(°)w(P, t n) = w(P, tn), 0 < n < Nt, A(m)w(P, O) = T m Omw(p' t) t=o Otm , m >_ 1. 
From the maximum principle for problems (15) (see [14], for example), we can conclude 
A( .0U. (p  ) ~ m,n m,,~ - g2 ), 1 n m <max(g1 , < <N, ,  >0,  (16) 
where 
g~,n= £(m)~(p,t.  ) on' 
1 n -2r A(m)f(p,t n) a g~"~ = I A(m)U~-I(P) n + a(m+2)U~-l(P) a + d(m)g°(P) + 
If in (16), we have gr~,n > g,~,n at fixed m and for all n, then the needed result follows immediately 
from the estimate 
~(m)fz (P' tn) on < (const.)r TM, 1 < n < Nt, m > O. 
Now we dwell on the case when in (16) at fixed m and for all n, the following relationship is true: 
gF, ,  < g~,n In this situation, we can write 
A(m)un(P) i7 < _ A(m)u°(P ) ln+ 2 d(m)u°(P) n+ ~ ff(m+2)ul-l(P) 
1=1 
nr l <n<Nt  m>0.  + -2- )~(m)f(P't~) n . . . .  
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Hence, using the estimates 
A(m) f(P, tn I ~ <- (const.)T m, A(m)U°(P) a <- (const.)T m, 
n n2 ] A(m+2)Ut(P) ~' E <_-- max a(m+:)Ut-l(P) n 2 l<t<n-1 
1----1 
we conclude 
max 
l<n<Nt -m 
A(m)Un(p) ~ < (const.)r m + N2 max A(m+2)Ul(P) 
-- 2 l<_l<Nt-m-1 
Nt -m-1  ( i2 t~) l  
--< (c°nst')rm E --< (c°nst')7"m' 
l=0 
where the following fact has been applied: 
A(m)uI(P) ~ <- (const.)T m. 
Finally, if on the right-hand side of (16) at fixed m and by varying n, the relation between 
g~n,n and g~n,~ is interleaved, then the proof of the lemma is a simple combination of the above 
considered cases. 
REMARK 7. We can prove Lemma 1 from Section 2.1 analogously to the proof of Lemma 2. For 
this purpose, we introduce the functions 5n(p) = u(P,t~) _ U~(p), 1 <_ n <_ Nt. From (1) 
and (15), we obtain 
£A(m)sn(P) - 2-A(m)5"(P) = -2A(m)5~- I (P )  - 2A(m)A" (P )  " 2(7(m+2)sn-l(P), P Eft ,  
T T T 
A(m)5"(P)=O, PEOft ,  l <n<Art ,  m_>0, A(m)5°(P)=0,  PE f t ,  
where 
1 [Ou(P,t) Ou(P,t) ] u(P,t") - u(P,t n-l) 
An(p) = -2 L ot t=t.~ + ot t=t.-, - r 
Now, from the maximum principle for the above problems and using the estimates 
A(m)An(p) a -< (c°nst')rm+2' l<n<Nt ,  m>_O, 
we can establish the needed result. 
Further, we state some lemmas which can be proved applying the proof technique of the similar 
lemmas from [9,11] generalized to the three-dimensional case. 
Introduce the functions ~)*(P) and ~(P) ,  satisfying the problems 
Z:(I)~(P) - a(I)*(P) = 0, 
/:(I)v(P) - a(I)~(P) = 0, 
P E ~,  (I)*(P) = 1, P e 0ft~, • E S c, (17) 
P E ft~, Cv(P) ~ 1, P E 0f~v \ Oft, 
= v E S c, (18) 
t O, . P E Oft~ N Oft, 
where/ :  from (1) and a = const. > 0. 
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LEMMA 3. I f  O* ( P) and O~( P) are the solutions of(17)and (18), respectively, then the following 
estimates hold: 
O_<O.(P )<O*(P)  < 1, P•~v,  ~•S ~, (19) 
max O,(P)  = max (I)~(P), - • S c, (20) 
PEf~nO(~%~ufl.ufl ~) PEfl~n( Of~nOfl.nO~ )
q = max max O~(P <25 ,H ~ -S h x ,H  y -S h u,H z + h z (21) 
u6S ¢ P6q~n(Oi%~nOf~nafl*) 
where the function $ and the overlapping interval sizes H z, H y, H z, and h ~, h ~, h z are de~ned 
at the beginning of Section 3. 
Consider the following problems: 
£¢~(P)  - a¢~(P)  = 0, 
¢~(P)lpeo~y -- GS~(Ow~, , o, 1), 
£¢~Z(P) - tc¢~(P)  = 0, 
¢~O(P)lPeO~y" = a~a(Ow~ ,¢", ¢z, 0, 1), 
'~ (22) P • wr,, 
ch 
y = S a, a = x,y,z;  
P • w~,  (23) 
= S ~,  a~ Ch xy, yz, zx; 
where ~)~(P), ~ E S c, from (18), G $c and G ed are defined in (8) and (9), respectively. 
LEMMA 4. For the solutions of (22) and (23), the following estimates hold: 
max max ¢~ (P = q, a~7 = xyz, yzx, zxy, 
v6S ~ P6w~nO(ft~u~) 
max ax ¢~(P  = q, aft7 = xyz, yzx, zxy, 
yes ~ Lpe~v~nan~ J 
where q from Lemma 3. 
Introduce the functions lPu( P), u • S c, satisfying 
£~b~(P) - a¢~(P) = 62.(P), P • ft~, (24) 
{ ¢~.(P)~O, P•O~\O~,  
¢~(P) = O, P • 0i2~ n 0f~, u • S e, 
where a from (17), the functions ~(P)  and %b~(P) are sufficiently smooth. 
LEMMA 5. I f  O~(P), Or(P), and ¢~(P) are the solutions of (17), (18), and (24), respectively, 
then the following inequality holds: 
1 [1 - (I)*(P)] I I~.(P) l l~,  P • ~.  \ (o .  n o~), ~ • s ~, 
where O~ is the edge set of ~ .  
Consider a problem 
/~¢a(p)  _ t~¢a(p)  __ 0, P • fin, ca(p)  > 0, P • Of~ a. (25) 
By this problem, we mean any one of problems (22) or (23). Along with (25), we consider the 
problem 
£¢~(P)  - ~%b~(P) = ~I'~(P), P • ~t ~, (26) 
I~)a(P)t <_ caca(P)  -5 -1 llea(P)llno, p • o~a, 
t~ 
where kl, a(p)  is sufficiently smooth and C ~ = const. > 0. 
132 v .v .  SIROTKIN 
LEMMA 6. Ires(P) and ¢~(P) are the solutions of (25) and (26), respectively, then the following 
estimate holds: 
[~ba(p)] _< caca(p ) q- _1 [[~a(P)[lfl., p • ~-a. 
3.3. The Proo f  o f  the  First  Par t  of  Theorem 2 
Consider the functions 
(n(p) = vn(p) _ Un(p), u • SO; 
OC n Ot n ca Cv (P)=v~ (P ) -Un(P) ,  v•S  a, a=x,y ,z ;  
=v  v (P ) -U" (P ) ,  v•S  a~, a~Chxy, yz, zx; 
~z~uz" (P) = v~UZ" (P) - Vn(p), u • SXU~;  =n(p) = Vn(p) _ Un(P). 
By analogy with the differences A(m)un(p) for the solutions of (2) (see Section 3.2), we introduce 
those for the solution of subproblems (3), (8)-(10) and for the functions Vn(P) from (11). With 
regard to (15), it is easy to verify that the differences for the solution of the above-mentioned 
subproblems satisfy equations of the form: 
£A(m)wn(p)-  2_A(m)wn(p) = -2_A(m)vn- l (p) -  2_a(m+2)vn-l(p) 
T T T 
_ ld(mlu°(p ) + A(m)f(P,t~), 
T 
P•W,  
with the relevant boundary conditions. Thus, we can write 
/:A(m)~vn(p) _ 2-A(m)~vn(p) = _2_ [A(m).~n_l(p) + a(m+2)En_l(p)], P • flu, (27) 
T T 
{ - h(m)Un(p), 
o, 
P • Of~v \ Of~, 
t~ • S C, 
£h(m)~vn(P ) 2A(m)~ (P) h(m)~n-l(P) + a(m+2)~n-l(P P e a 
T T 
° ( ) A(m)~'~(P)[peo,~ x = G IC Ow 2, A(m)~ n, 0, A(m)E n-1 , v e S a, a ca__ X, y, Z, 
T T 
A (m) ~ n(P) lpeowXo = a ed Owav B, h(m)~ n, A(m)( n, 0, A(m)E n-~ , 
yeS a~, a~C=hxy, z, zx, 
. .~  2 , ,~  2[  )] £:A tin) ~ vn(P) - -h  tin) ~ ~(P)=- -  A(m)7~n-l(p)+a(m+2)En-l(p , 
T T 
(2s) 
P e w~ f~, (29) 
(30) PEwu , 
( XyZ n ~n A ~m~  ~(P)lpeo~ " = G Cr Ow~ z, ", 
A(m)~°(P) = 0, 
l <n<Nt ,  m>O. 
v E S xyz, 
(31) 
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From here, using (12) and the maximum principle for (27)-(30), we conclude 
A(m)En(p) ~ m,n m,n m,n m,n (3 ,(4 ] l<n<Nt ,  m>_O, _<max[(1 ,~2 , , (32) 
where 
(~n,n = max A(m)(~(P) a(n*un~ua~)nn~' 
v6S ~ 
= max max A (m) P) 
¢h ",6S ~ 3 a~'r=a~yz,yzx,zxy ~nO(~ ufl~)J 
= max max A (m) P) , 
ch O~f~7=xyz,yzx,zxy u6S~ w~anoe'~ 
(~"~= A(~)'-n-I(P) a + a(m+2)_-n-l(p) ~" 
We estimate the right-hand side of (32) term by term beginning with ~n,n. From (27), using 
Lemma 5, we have 
A(m)~(P)  < (I)v(P) A(m)~n(P) on~ + [1 - (])*(P)] [ A(m)En-l(P) n~ 
o'(m+2)En-l(P) ~]  + , PeD' , \ (O~n0f ) ,  yes  c, 
where (I)*(P) and (I)',(P) are the solution of (17) and (18), respectively, with ~ = 2/T. From (27), 
it follows 
h(m)~n(p) = A('~)V'~-I(p)-A(m)U'~(p)+ A(m)un- l (p)  < A(m)En-'(p) + A(m+')U~(P) ,
P E Ogl', \ O~, u E S c. 
Thus, we get 
A(m)¢(P) -< ¢',(P) [ A(m)s -l(P) + 
+ [1 - ~*(P)I [ i(m)~---*n-l(P) ~, -{- (7(m+2)~n--l(P) fl~] (33) 
<-- (~(P)  A(m+X)un(P) a + A(m)En-l(P) n 
a(m+2)En-l(P) n + , PE f l ,~ \ (O ' ,nOf l ) ,  uES  c. 
Using (20), we conclude 
(~n,n _< q A(m+l)U~(p) u + h(m)s~-X(P) n + a(m+2)7~n-l(P) ~' 
where q from Lemma 4. 
Now we estimate (~n,n in (32). From (28), (33), and Lemma 6, it follows 
h(m)~"(P)  -< ¢~(P) A(m+I)U'~(P) n + A(m)E~-I(P) ~ + °'(m+2)zn-l(P) f l '  (34) 
- -a  ch PEw, , ,  u E S a, a = x,y,z ,  
where ¢~(P) are the solutions of (22) with a = 2/T. Applying Lemma 3, we have 
(~n,~ < q A(m+l)U~(p) n + A(m)E~-I(P) n + er(rn+:)-Zn-l(P) ~" 
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Similarly, we can estimate ¢~'~ in (32). From (29), (34), and Lemma 6, we get 
JA (m)~(p)  _< ¢~(p)  A(m+l)U~(p) ~ + A(m)E~-l(p) n + ~(m+2)~n-l(p) fl' 
P E ~-~, u E S ~,  ai3 c=h xy, yz, zx, 
where ¢~;~(P) are the solutions of (23) with ~ = 2/T. Thence from Lemma 4, it follows that 
~ '~ -< q A(m+I)U~(P) n + A('~)-=~-I(P) n + a(m+2)E~-l(P) ~" 
Substituting the above obtained estimates into (32) and using Lemma 2, we have 
A(m)-=n(P) ~ -< (const.)qT m+l + A(m)En-I(P) ~ + a(m+2)En-l(P) ~, 
l<n<Nt ,  m_>0. 
From these expressions and (31), we get 
n 
I A(m)~n(P)f~ -(const')qnTm+l+ E ¢r(m+2)~l-l(P)[f~ ' 
l=l 
l <n<Nt ,  m>_O. 
With regard to 
and 
we finally conclude 
A(m)El(P) n -< (const.)qT m
a(m+2)~J-1 (P) n n2 A(m+2)'=Z(P) 
- -  max <- 2 l<_l~_n-1 1=1 
max [ A(m)'-'n(P) n < (const.)qTm + ~ max IIA(m+2).~.t(P)ll 
l <n<N~-m - -  l (_l~_N~-rn-1 II ]lf~ 
Nt-m-l(N 2 )l < (c°nst')qr'~ E r2 _ - -  _< (const.)qT m. 
l=O 
Hence, using (19), we can establish the convergence of Algorithm A2 with the linear rate 0 < 
q < 1. The required relationship for qA2 -- q follows immediately from (21). 
4. NUMERICAL  EXPERIMENTS 
In this section, we present numerical results for a test singularly perturbed problem. We 
confront theoretical nd experimental convergence rates of the proposed Schwarz algorithms. We 
also analyse the parallel arithmetic omplexity of the algorithms. The algorithms are compared 
among themselves and to the usual sequential algorithm used for solving the undecomposed 
problem (1). We examine the convergence properties and the efficiency of the Schwarz algorithms 
as a function of the perturbed parameter #. As the test problem, we consider problem (1) with 
the following data: 
X = 1, Y--  1, Z - -  1, T = 0.1, 
f(P, t) -- 0, u°(P) = 0, ~(P, t) -- sin(0t), 0 = 100m (35) 
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4.1. Numerica l  Approach 
We first describe the "undecomposed" algorithm used for the solution of problem (1). Re- 
member that the time discretization reduces the given parabolic problem (1) to the sequence of 
elliptic problems (2). In the case of the present est problem, for # < 1, these elliptic problems 
are singularly perturbed and have boundary layers of width O(#*[ ln#*l), #* = (2/t9)1/2/~, near 
0~ (see [15], for example). 
In our experiments, to solve the singularly perturbed elliptic problems from (2) at each time 
step, we apply the following technique. On the domain f~, a special nonequidistant mesh 12h of 
Bakhvalov's type [16] is introduced (see the next section). The construction of the mesh rests 
on the estimates of derivatives of the exact solution of the problems, that is, the existence of 
the boundary layers near 012. The elliptic problems are discretized by finite-differences: the 
differential operator £ from (1) is approximated by a standard central scheme on the mesh f~h- 
The resulting difference schemes have the second-order #-uniform convergence [16]. The produced 
finite-dimensional problems are solved by the Incomplete Choleski Conjugate Gradient (ICCG) 
method. 
The approach described above is also applied to solve the subproblems by the numerical re- 
alization of the Schwarz algorithms. Furthermore, the mesh faces of f~h are used by domain 
decomposition asboundaries of the "big", "interface", and "enveloping" subdomains. 
In Section 4.3, we analyse the parallel implementation f the Schwarz algorithms, focusing 
only on computer architecture-independent factors (that is, ignoring "data ready time": the 
communication and synchronization costs). For this purpose, we evaluate the speedups of the 
algorithms with respect o the direct ("undecomposed") algorithm: S = (TD/TA) ,  where T D is 
the execution time (arithmetic complexity) for the direct algorithm and T A for the corresponding 
Schwarz algorithm by simulation of paralle ! processing. 
Suppose that Algorithms A1 and A2 are realized on four and eight processors, respectively, 
(that is, we consider the variant of Algorithm A2 involving eight sequential stages, see Remark 2), 
we determine the execution time for these algorithms as follows: 
N, [  
T A1 y~ max t n D~, max tn(~u)] = o ( )+  , n=l VESred VESblack J 
(36) 
n=l  a= ,y,z tueS~ ] [ u6S ~ 
(37) 
+ ~ [ m~ax~ t'~(w~)] + max tn(w~Y~) } '
LueS z j ues~-  ' 
ch ctl3=xy,yz,zx 
where tn(D a) is the execution time (number ofarithmetic operations) of solving the corresponding 
finite-dimensional subproblem atn th time step by the ICCG method. We suppose that 
t " (na)  = CiccoL"(na)Q(no), (38) 
where Ln(fia) is the number of required ICCG iterations and Q(fla) is the mesh points number in 
the corresponding subdomain, the constant ClccG is common to all considered finite-dimensional 
subproblems. We shall indicate that in (38) the computational cost for the initialization of ICCG 
method is neglected. 
By the calculation of the execution time of Algorithms ALE2, ALE3, A2E2, and A2E3, we use 
the same formulas as for Algorithms A1 and A2, ignoring the additional computational costs 
related to the time extrapolation. 
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The expressions for the execution time of Algorithms A3 and A4 (see Remarks 5 and 6) can 
be easily obtained by analogy with (36) and (37), respectively, considering the sequential stage 
numbers of these algorithms. 
The execution time T D of the direct algorithm is defined in view of the numerical approach 
proposed above and by analogy with (38), 
N~ 
T D = CICCGQ(~) ~ nn(n). 
n----1 
4.2. Computat iona l  Mesh and Domain Decomposit ion 
In the cubic domain ~2 -- (0, 1) x (0, 1) x (0, 1), we introduce the nonequidistant mesh from [16], 
where the mesh generating function ~(r) has the following form: { x(r), 
v](r) x(R) + (r - R) dx(r) , 
= dr r=R 
1 - ,1 (1  - ,'), 
r • [0, R], 
(39) 
where x(r) = -2#* In(1 - 3r) and 0 < R < 1/3 is the root of the equation 
dx(r) r=R - 1/2 - x(R) 
dr 1/2 -  R ' 
with #* being defined in Section 4.1. 
REMARK 8. Note that the mesh generating function ~ produces the uniform mesh with the step 
size H on Ix(R), 1 - x(R)]. From (39), it followsthat H is a decreasing function of # and 
H --* 3 /N at # ~ 0. 
In our experiments, we consider the domain decomposition with I = J = K = 2. As outlined 
above, the domain ~ is partitioned into the subdomains through the faces of the discretization 
mesh ~h. 
For the multicolour Schwarz alternating algorithms (Algorithms A1, ALE2, ALE3, and A3), 
the following domain partitioning is chosen: 
oLBI -~-0, OIE1 _.~OIN/2+[M_{_I/2] ' B Ol 2 ~-OIN/2_[M/2], Oi E ---- l ,  
ch a = x,y,z, 1 < M < (1 - 2R)N, 
where the number R was defined in (39) (remember that [a] denotes the truncation of the frac- 
tional part of the number a). 
For the Schwarz algorithms with the "correcting" subproblems (Algorithms A2, A2E2, A2E3, 
and A4), we apply the "nonoverlapping" variant considered in Remark 3, that is, we choose the 
subdomains ~2v as follows: 
ch .f=0, 
The "interface" subdomains as well as the "enveloping" subdomains are constructed in the fol- 
lowing manner: 
=OIN/2_M, 0~ =OIN/2TM, a Chx, y,z,  1< M< (1 -R~ Ol b N. 
) 
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Figure 3. The M-dependence ofthe maximum er ror  ~ ,max for the multicolour Schwarz 
alternating algorithms by different ~u: "+": A1, "×": ALE2, ".": ALE3, "o": A3 
(# = 1); "~":  A1, "*": ALE2, " i " :  ALE3, "0": A3 (~ = 10-°5). t 
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Figure 4. The M-dependence ofthe maximum error Emax for the Schwarz algorithms 
with the "correcting" subproblems by different/~: "+": A2, "x": A2E2, ".": A2E3, 
"o": A4 (~ = 1); "~":  A2, "*": A2E2, '1" :  A2E3, "o": A4 (~ = 10-°.5). 
As seen from the above relationships, the presented omain partitionings produce approxi- 
mately equal numbers of mesh points in the "big" subdomains ~.  Furthermore, the overlapping 
regions of the "big" subdomains as well as the "interface" and "enveloping" subdomains are lo- 
cated in the zones Of the uniform mesh and can be measured by a number proportional to the 
uniform step size H (see Remark 8), that is, the overlapping interval sizes H x, H y, H z, and h x, 
h y, h z (see Section 3) are defined as MH.  
4.3. Numer ica l  Resu l ts  
In numerical experiments, we use the mesh ~'~h with N = 60. For the time discretization, we 
choose the step size r = 10 -3, consequently, Nt = T/~- = 102. The ICCG method is finished to 
achieve an accuracy of e -- 10 -5. 
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Table 1. The #-dependence of Me for the Schwarz algorithms (by the overlapping 
interval sizes M,H the maximum error for the corresponding algorithm conforms 
to the accuracy e of the numerical method used for solving the subproblems). The 
D-dependence of the step size H of the uniform mesh is appended for reference. 
D 
10 0 
10-0.5 
10-1 
10-1.5 
10-2 
10-2.5 
10-3 
H x l0 -2 
1.966 
3.212 
4.208 
4.686 
4.882 
4.957 
4.984 
Algorithm 
A1 AlE2 AlE3 A2 A2E2 A2E3 A3 A4 
14 13 12 12 11 10 12 12 
4 4 3 4 4 3 4 4 
2 2 2 2 2 2 2 2 
2 2 2 2 2 2 2 2 
2 1 1 2 1 1 2 2 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
In Figures 3 and 4 and Table 1, we present he experimental convergence results for the 
Schwarz algorithms with different values of the perturbation parameter # and the overlapping 
interval sizes. Remember that the overlapping interval sizes are measured by the number M of 
step size H of the uniform mesh (see Remark 8) and that H is a decreasing function of # (see 
Table 1). In the figures, we give the M-dependence of the maximum error 
--max = ---~ max Un(P) - Vu(P) 
l<n<Nt PER 
where Un(p) and ~n(p) are the finite-dimensional approximations of the corresponding func- 
tions defined in Section 2 (see (2), (7), or (12)). As is seen from the "curves", for fixed #, the 
maximum error :~max isa decreasing function of exponential type with respect to the overlapping 
interval sizes MH. These numerical results are in good agreementwith the theoretical estimates 
from Section 3.1. Furthermore, for each Schwarz algorithm, at.given #, beginning with some 
number Me, the following bound holds: ~max = O({). In other words, by M _> Me, the maxi- 
mum error for the corresponding al orithm conforms to the accuracy e of the numerical method 
used for solving the subproblems at each time step (see Section 4.1). Table I demonstrates he 
#-dependence of Me for all examined algorithms. As might be expected from Theorems 1 and 2, 
Me is an increasing function of the perturbation parameter #,moreover, for # _< 10 -2"5, we have 
Me -- 1 for all algorithms. 
REMARK 9. It should be noted that in our experiments forM _> Me, the following relationship 
holds: 
] ~ (P) PEfl Rmax = max ~n(p)  _ @n(p) _ ~ = O (re) I<n<N~ 
where ~ is the finite-differences di cretization f the differential operator /2from (i), F~(P) 
is the finite-dimensional approximations of the corresponding function defined in (3), and re 
is the maximum value of the residual achieved by the numerical solution of the subproblems 
(determined by the prescribed accuracy e of ICCG method), for instance, for the multicolour 
Schwarz algorithms (Algorithms AI, AIE2, and AIE3), we have 
re= max [ max ~(P) -20n(P) - -P~(P)  ] .  
~,eso LI_<n_<N, Pen,,j 
Thus, we can use the M-dependence of l:tma x as alternative to that of :~max to determine the value 
of M~ in the case of realistic problems when the comparison with the exact solution is impossible. 
We now compare the convergence properties of Algorithms A1 and A3. From Theorem 1 and 
Remark 5, we could expect a significant difference between the convergence rates of the algorithms 
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Figure 5. The M-dependence of the ratio between the maximum errors for the 
Schwarz algorithms without =A • ~AE (--max) and with (--max) the time extrapolation at # ---- 1: 
"+ ' :  A1 and ALE2, "× ' :  A1 and ALE3, "o": A2 and A2E2,"o": A2 and A2E3. 
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Figure 6. The M-dependence of the speedups $ for Algorithms A1 ("+")  and A2 
("x" )  at # = 1. "Markers within boxes" correspond to the values of S at M = Me 
(see Table 1). 
with respect o tt and MH. But, as the data of Figure 3 and Table 1 suggest, the maximum 
error ~max for Algorithms A1 and A3 differs noticeably only at tt = 1 for M > 4. In addition, it 
should be emphasized that for 1 < M < 2, the numerical realizations of Algorithms A1 and A3 
are identical because by the approximation of the subproblems with the finite-difference method 
described in Section 4.1, the mesh points located on the edges of the "big" subdomains are not 
in use. 
The data from Figure 4 and Table 1 demonstrate equal convergence rates for Algorithms A2 
and A4. These experimental results are in keeping with the estimates presented in Theorem 2 
and Remark 6. 
Next, we compare the convergence rates of the Schwarz algorithms with and without the time 
extrapolation. Using the results from Section 3.3 and [13], it can be shown that in the case of 
the test problem with the input data from (35), by sufficiently small qA (the convergence rate of 
Algorithms A1 or A2), the following estimates hold: 
qA = O( r - lvg -1) ,  qA 
qAE2 qAE-'-'--~ = O (T--2~--2) ,
where  qAE2 and qAE3 denote the convergence rates of the Schwarz algorithms with "two-steps" 
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Table 2. The #-dependence of the speedups S for the parallel implementation f the 
Schwarz algorithms at M = Me (see Table 1). 
# 
A1 AlE2 AlE3 
100 2.19 2.22 2.38 
10 -0.5 3.45 3.45 3.5 
10 -1 3.8 3.8 3.8 
10 -1"5 3.8 3.8 3.8 
10 -2 3.8 3.87 3.87 
10 -2 .5  3.87 3.87 3.87 
10 -3  3.87 3.87 3.87 
Algorithm 
A2 A2E2 
1.71 1.91 
5.13 5.13 
6.78 6.78 
6.86 6.86 
6.88 7.85 
7.86 7.86 
7.87 7.87 
A2E3 A3 A4 
2.14 0.95 0.85 
5.84 1.38 2.49 
6.78 1.52 4.32 
6.86 1.52 4.38 
7.85 1.52 4.43 
7.86 1.58 6.5 
7.87 1.58 6.54 
(ALE2 or A2E2) and with "three-steps" time extrapolation (ALE3 or A2E3), respectively, (see 
Theorems 1 and 2); ~ is defined in (35). These theoretical expressions are supported by the 
experimental results presented in Figure 5 (indicate that in the experiments, we have T~ -- 0.17r). 
Remark that the distinctions between the convergence rates of the Schwarz algorithms ~i th  
and without the time extrapolation entail the differences in the #-dependence of M~ for these 
algorithms (see Table 1). 
Finally, we note that, as the data of Table 1 suggest, for # _< 10 -°'5 the corresponding Schwarz 
algorithms with multicolour ordering of the subdomains and with the "correcting" subproblems 
(i.e., A1 and A2, AlE2 and A2E2, AlE3 and A2E3) exhibit the same convergence properties (the 
identical values of M~). 
Now we evaluate computational effectiveness of the Schwarz algorithms. In Figure 6 and 
Table 2, we present he speedups S for the Schwarz algorithms with respect o the direct ("un- 
decomposed") algorithm (the formulas for the calculation of S are found in Section 4.1). 
Figure 6 shows the M-dependence of the speedups S for Algorithms A1 and A2 at # -- 1. In 
the figure, "markers within boxes" correspond to the values of S at M = Me (see Table 1). In 
Table 2, the values of the speedups Se = S(Me) for the Schwarz algorithms for different # are 
listed. 
One can see from Figure 6, that there is a significant difference in the behaviour of "curves" 
S(M) for Algorithms A1 and A2. This is because the ratio between the computational costs 
of the "red" and "black" stages of Algorithm A1 is little affected by varying of M. The ratio 
between the computational costs of the sequential stages of Algorithm A2 is grossly changed 
by increasing M; at M -- 1, the computational costs of the sequential stages related to solving 
the "enveloping" subproblems are much less than the computational cost of the stage associated 
with solving the "big" subproblems, whereas at M = 16, the computational costs of all eight 
sequential stages are commensurable. Note that the indicated ifference in the M-dependence of
the speedups S for Algorithms A1 and A2 is valid for # < 1, too. Moreover, the computational 
effectiveness of the rest of the Schwarz algorithms with the correction is also a fast decreasing 
function with respect o M for all values of #. This explains the distinction between the rates of 
changes in the speedups S~ with respect o # (for # < 10 -°"5) for Algorithms A1, ALE2, ALE3, 
and A2, A2E2, A2E3, respectively, despite the fact that the p-dependence of Me for the compared 
algorithms are identical (see Tables 1 and 2). 
The data of Table 2 confirm that the parallel implementation of Algorithm A1 is faster than 
that of Algorithm A3 (even for # -- 1) because ach time step in the case of Algorithm A1 is 
realized in two sequential stages and in the case of Algorithm A3 in five stages. 
From Table 2, we can conclude that the speedups S~ for Algorithm A2 are superior to those 
of Algorithm A4, although Algorithm A2 involves eight sequential stages and Algorithm A4 
only four. The reason is the significant difference in computational costs of the "correcting" 
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subproblems given on the "enveloping" subdomains for Algorithm A2 and on the"interface" 
subdomains for Algorithm A4, respectively. 
In conclusion, we compare the speedups Se for the Schwarz algorithms with and without the 
time extrapolation. From Table 2, it follows that the computational effectiveness of the Schwarz 
algorithms can be appreciably affected by  the time extrapolation and that the best results are 
achieved in the case of the "three-steps" time extrapolation. This is due to the fact that the 
convergence rates of the Schwarz algorithms with the time extrapolation exceed those of Algo- 
rithms A1 or A2 (see Figures 3 and 4 and Table 1). 
5. CONCLUDING REMARKS 
We have proposed and analysed the parallel Schwarz algorithms combining the Crank-Nicholson 
scheme and overlapping domain decomposition methods for singularly perturbed parabolic prob- 
lems in three, space dimensions. Two domain decomposition methods have been constructed: 
the method with two-colour ordering of subdomains and the method with additional small-sized 
"correcting" problems. In addition, using "two-steps" and "three-steps" time extrapolation on 
the inner subdomain interfaces, two modifications of the methods have been considered. The 
convergence of the Schwarz algorithms have been established at the differential level for a suffi- 
ciently arbitrary (rectangular) domain decomposition and without a restriction on the value of 
the perturbation parameter # from (1). 
The experimental results ubstantiate a pr ior i  estimates of the convergence rate for the Schwarz 
algorithms with respect o the perturbation parameter #, the overlapping interval sizes, and 
the time step size. It has been demonstrated that for # << 1 (that is, in the case of singularly 
perturbed parabolic problems), the algorithms can be most effectively used by parallel computing. 
The evaluation of the parallel arithmetic omplexity shows that the computational effectiveness 
of the Schwarz algorithms with "three-steps" time extrapolation is superior to that of all other 
examined algorithms. 
Finally, note that in our experiments, we have restricted ourselves to the simplest case of the 
"homogeneous" partitioning of the original domain f~ into similar "big" subdomains. In addition 
to this, the "nonhomogeneous" domain partitioning when regions with different behaviours of 
the solution are separated into individual "big" subdomains could be considered. From [9,13], 
it follows that the "nonhomogeneous" domain partitioning proves to be optimal for maximizing 
the computational effectiveness of algorithms imilar in design to those described in this paper. 
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