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Abstract
Henning Schraknepper, M.Sc.
The behaviour of point defects in thin, epitaxial films of the oxide electrode SrRuO3 was
probed by means of diffusion measurements. Thin-film SrRuO3 was deposited by means of
pulsed laser deposition (PLD) on (100) oriented, undoped single crystal SrTiO3 substrates.
16O/18O exchange anneals were employed to probe the behavior of oxygen vacancies. An-
neals were performed in the temperature range 850 ≤ T/K ≤ 1100 at an oxygen partial
pressure of pO2 = 500 mbar. Samples were subsequently analyzed by means of Time-of-Flight
Secondary Ion Mass Spectrometry (ToF-SIMS). The investigation yields that the measured
oxygen isotope penetration profiles as well as the observed diffusion of Ti from the SrTiO3
substrates into the SrRuO3 thin films comprised, surprisingly, two features. A model is pro-
posed — cation sublattice equilibration — that accounts for the appearance of two features
in both anion and cation diffusion profiles. Further it is suggested that the observed complex
behavior arises from the metastable defect structure of PLD thin films and the unusual defect
structure of SrRuO3.
To further investigate the point-defect chemistry in SrRuO3, the metastable state of the thin
film’s defect structure was deliberately varied. This variation was achieved by depositing
SrRuO3 films at different frequencies, ranging from f = 2 Hz–18 Hz. Our results reveal that
the deposition kinetics is decisively determining the film stoichiometry and the deposition
frequency is the key parameter to vary the Sr:Ru ratio. Here the choice of a low deposition
frequency results in a suppression of adatom interaction and thus a Sr:Ru ratio of one. The
influence of Sr:Ru ratio on several physical properties is discussed. The measured tracer
diffusion coefficients show a clear dependence with the Sr:Ru ratio, whereas the correspond-
ing activation-enthalpies neither exhibit a dependence on the cation stoichiometry nor on the
strain-state of the film. Conductivity measurements in the temperature range 2 ≤ T/K ≤ 300
on the deposition frequency and thus the Sr:Ru ratio. Further investigation of the conduc-
tivity data revealed a decrease in Curie-Temperature and an increase in disorder parameters
such as Tmin with increasing Ru deficiency.
In the here measured tracer diffusion profiles as well as in comparable studies two or some-
times three features can be discerned. In these cases the intriguing questions are: How
are the point defects that mediate the diffusion process are distributed and is point defect
migration uniform or do fast-diffusion pathways exist? To answer these questions, tracer
diffusion profiles for two different cases — namely diffusion through a space-charge layer
and fast diffusion along a grain-boundary with coupled bulk diffusion — were simulated and
quantitative criteria to distinguish between these two cases were derived. In this context the
impact of space-charge layers around dislocation loops was also investigated. Application
of the theoretical considerations to experimental data revealed that it is these space-charge
layers around dislocation loops depleted of oxygen vacancies that have a blocking effect on
oxygen tracer diffusion in the near surface area of SrTiO3 single crystals.
By applying the gained knowledge about the diffusion behaviour in SrRuO3 as well as in
SrTiO3, interface potentials can be determined by interpreting oxygen tracer diffusion pro-
files measured on SrRuO3|SrTiO3 heterostructure samples. The derived interface potentials
are in the order of φi≈ 0.25 V. A temperature dependent analysis in the range of of the
obtained data yields a temperature independent Schottky barrier height of ΦpSB = 1 eV as a
characteristic quantity describing the SrRuO3|SrTiO3 interface. This behaviour suggests that
the Fermi level Ef at the interface is pinned relative to the valence band edge Ev. At low
temperatures, however, the situation is different. Here interface states are of negligible im-
portance and the Schottky barrier height is stipulated by by the difference in work functions
of SrRuO3 and electron affinity of SrTiO3.
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Chapter 1
Introduction
One of the grand challenges of the 21st century is the development of devices for data stor-
age and processing that exceed the physical limits of conventional silicon based technology
regarding size, power consumption and costs.
Up to today, the success of the material silicon in information technology has been fueled by
the continuous advancement in engineering regarding the device size as well as the reduction
of defect density. [1] It is this philosophy that soon reaches its fundamental physical limits. [2–4]
In order to overcome these limits, efforts are being made into exploring numerous different
physical phenomena and design concepts regarding their potential as successors of silicon-
based information technology. [5] One promising way is to employ defects as the functional
unit to process and store data with. [6]
A class of materials this concept works particularly well with are perovskite oxides. [7,8] It has,
for example, been shown that information can be stored in nanoscale filaments in SrTiO3. [9]
In order to access and process the data stored in SrTiO3, one needs, much like in conventional
semiconductor technology, electrodes and interconnects. One of the materials that could serve
this purpose is SrRuO3.
Its chemical stability, low lattice mismatch with other perovskite oxides make it ideally suited
for this purpose. [10] But SrRuO3 cannot only be used for peripheral purposes, it can also serve
as a functional unit to process and store data with. [11,12]
In order to exploit the full potential of potential devices employing SrRuO3 as either a
functional of peripheral material, a detailed understanding of the different defects occurring
in SrRuO3 is mandatory. Particularly if these defects are used as the functional unit. In the
case of SrRuO3, however, investigation of defects has hitherto received little attention.
The systematic study of imperfections in the solid state is conducted within the framework of
defect-chemistry, a field established by Frenkel, Wagner and Schottky. [13,14] In this work the
framework of defect-chemistry will provide a guideline for the investigation of some aspects of
the defect behaviour in SrRuO3. The bulk part of this work is devoted to studying diffusion, a
process that is mediated by defects. A thorough analysis of the diffusion behaviour will enable
the identification of the relevant defects and their influence on the properties of SrRuO3.
Furthermore the unique behaviour of defects at interfaces will be studied. Throughout this
work thin film samples serve as model systems to investigate diffusion.
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Thin film samples will be studied, not only because they are easier to fabricate in suitable
geometries for diffusion experiments than single crystals, but also, and more importantly,
because of the relevance of thin films in all-oxide electronic devices. [15]
In the first part of this work, the theoretical (Chapter 2) as well as the experimental back-
ground (Chapter 3) needed in this work, is introduced. In Chapter 4, the focus will be on
investigating the diffusion behaviour in thin film SrRuO3. Based on the here derived under-
standing, Chapter 5 will deal with how the sample preparation method pulsed laser deposition
can be used to influence the defect chemistry of the prepared films. Theoretical considerations
regarding the reliable investigation of the diffusion behaviour in complex heterostructures will
be presented in Chapter 6. Here it will be shown how one can reliably discriminate between
competing models of describing experimental diffusion data. Lastly (Chapter 7) results re-
garding the interface, particularly interface potentials existing between an SrRuO3 film and
the SrTiO3 substrate will be discussed.
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Chapter 2
Fundamental Concepts
Figure 2.1: (a) Crystal structure
of a cubic ABO3 perovskite. The
A-site cations (green) are arranged
in a primitive cubic lattice with the
oxygen anions (blue) on the octahe-
dral sites on the cell edges. The B-
site cation resides in the center of the
cube. (b) Polyhedra representation
of the perovskite structure. Here the
universal building principle and the
cuboctahedral coordination of the B-
site cation are emphasized.
The purpose of this chapter is to give a brief introduc-
tion of the basic physicochemical background of the
research presented in this dissertation. First the mate-
rial class investigated in this work — that is perovskite
oxides — is presented. Then the imperative to study
the defect behaviour of the perovskite oxide SrRuO3
is motivated by familiarizing the reader with some of
the material’s unique properties. Subsequently the
concept of defect chemistry is presented. Due to the
lack of systematic defect-chemical data for SrRuO3,
SrTiO3 here serves as a prototype material to exem-
plify this concept. Not only the classically considered
point-defects will be treated, but also extended de-
fects are considered. In particular concepts to char-
acterize interface properties are introduced. The tool
employed in this work to investigate defects is diffu-
sion. Hence the theory of diffusion will be presented
for the two classic concepts of bulk diffusion and dif-
fusion along extended defects.
2.1 Perovskite Oxides
The mineral name "perovskite" — originally refer-
ring only to CaTiO3 [1] — has become the eponym
for a whole class of materials with the general for-
mula ABO3.1 This class encompasses a large amount
of oxides exhibiting a astonishing range of proper-
ties. [5,6] Electrically insulating, [7] semiconducting, [8] conducting [9] and superconducting [10]
1Although most commonly the term perovskite refers to oxides, there are also non-oxide compounds pos-
sesing perovskite structure. Among them are perovskite-fluorides [2], perovskite-hydrides [3] and more exotic
compounds such as MgCNi3 [4].
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perovskites can be found. Perovskites can be either ferroelectric, [11] ferrormagnetic [12] or mul-
tiferroic. [13] Furthermore ionic conduction in perovskites can be enabled by different species,
the most common are O2− [14,15], H+ [16,17] and Li+ [18–20]. Particularly the oxygen ion con-
ductivity varies over orders of magnitude. [15,21,22]
It is this range of properties that makes perovskites interesting for a similarly widespread
scope of applications stretching from energy conversion [23,24] over catalysis [5] to data stor-
age and processing. [12,25,26] This versatility primarily stems from the perovskites’ malleable
crystal structure (shown in Fig. 2.1) which on the A and B site can accomodate with 100%
substitution almost every element in the periodic table. From a structural point of view a
pervoskite oxide is a network of cornershared BO6 octahedra with the A site cation filling
the 12-fold coordinated cavity centred in between eight of such octahedra.
Despite the common octahedra based-building principle, the crystal symmetry still varies
between different compounds. It depends on the size ratio of the ions forming the structure.
This size-ratio — the Goldschmidt [27] tolerance factor tG — is defined as
tG =
RA +RO√
2(RB +RO)
(2.1)
with RA,RB and RO being the radii of A, B and O ions [28] (in 12- and in 6-fold coordina-
tion respectively). In order for the octahedra based building principle to result in a stable
perovskite structure, the tolerance factor has to take a value between 0.8 ≤ tG ≤ 1. In
case of 0.89 ≤ tG ≤ 1 ideal cubic symmetry can be established with a unit cell containing
one formula unit of ABO3. For values of 0.8 ≤ tG < 0.89 the BO6 octahedra tilt so that
the symmetry is reduced. This is the case for the here investigated SrRuO3, but also for
the eponymic CaTiO3; both being orthorhombic. For 0.8 ≤ tG the Ilmenite structure is
more stable, for tG > 1 hexagonal structures with face-sharing octahedra are preferred. A
comprehensive overview of these structural relations is given in Refs. [29,30].
2.2 The Perovskite Oxide SrRuO3
SrRuO3 is a ferromagnetic and metallic perovskite with orthorhombic unit cell parameters
a= 5.567Å, b= 5.530Å, c= 7.845Å (Fig. 2.2 (a)). [31,32] The perovskite character of SrRuO3
is best illustrated by looking at its polyhedra representation depicted in Fig. 2.2 (b), where
the building principle of corner sharing octahedra becomes evident. To further account for
this building principle, often only the dimensions of one ABO3 unit is compared. This is
the pseudocubic representation. For SrRuO3 the pseudo-cubic lattice constant is apc = 3.93Å
(see the dotted line in Fig. 2.2 (a) ). At higher temperatures the tilted octahedra align. In
that manner symmetry is increased from orthorhombic to tetragonal (at T = 820 K) and even-
tually to cubic (at T = 950 K). [33] In strained thin films on SrTiO3 substrates the tetragonal
symmetry is stabilized down to temperatures as low as T = 553 K. [34]
Thin films have become the most commonly inverstigated form of SrRuO3. This is because
the ease of fabricating SrRuO3 thin-films and integrating them into a variety of all-oxide
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devices. In such devices SrRuO3 either serves as a functional unit or the electrode material.
Potential applications include resistive switches, [25,26] ferroelectric storage devices, [35–37] fer-
roelectric tunnel junctions [38] and multiferroic tunnel junctions. [39] Furthermore SrRuO3 is
probably the most wiedely employed electrode material in this field. A comprehensive review
of SrRuO3’s properties can be found in Ref. [ 40]. Here I will focus only on some of these
properties to demonstrate the importance of a defect-chemical investigation of this material.
Figure 2.2: (a) Crystal structure
of SrRuO3 represented in its ortho-
rhombic unit cell containing four for-
mula units of SrRuO3. A-site Sr
(green), B-site Ru (orange) and oxy-
gen anions (blue). The dotted line
represents the pseudo-cubic unit cell
comprising only one unit of SrRuO3
(b) The polyhedra representation of
the structure emphasises the per-
ovskite building principle and thus
the classification of SrRuO3 as a per-
ovskite.
From an eletronic point of view SrRuO3 is a highly
compensated metal with both electron-like and hole-
like bands contributing to its conductivity. The hole-
like parts of the Fermi-surface dominate the con-
ductivity at high temperatures and the electronlike
parts at low temperatures. [41,42] At high temperatures
(T ≥ 200 K) the resistivity exhibits a linear tempera-
ture dependence without saturation. Applying the
classic Drude model of electronic conduction to these
data results in a mean free path for electronic charge
carriers of less than the interatomic distances, im-
plying the breakdown of Boltzmann transport theory.
This characteristic is often refered to as "bad metal"
behaviour. [43] A more recent definitions of bad met-
als extends the sole focus on resistivity and also takes
the unusual behaviour of the thermopower, Hall re-
sistance and optical conductivity into account. [44] A
more detailed insight into the bad metallic behaviour
can only be obtained by understanding the electronic
structure. For SrRuO3 it is known that the density
of states on the Fermi-surface in is dominated by the
O 2p and the Ru 4d(t2g) orbitals. [45–48] For this rea-
son the electric behaviour is influenced a great deal
by defects either in the cation [49,50] or in the oxygen-
[51] sublattice. At low temperatures — that is the
regime from 0 K to 30 K — defect-induced disorder
decisively determines the nature of the metallic state.
The influence of electron-electron scattering, for ex-
ample, strongly depends on the degree of disorder in-
troduced by defects. [52–55] A further important property of SrRuO3 is its ferromagnetism.
The Curie temperature is in bulk or single crystal samples is TC≈ 150 K [56] and is typically
somewhat lower in thin-films TC≈ 150 K. [57] This ferromagnetism is due to the Ru 4d electrons
and is generally classified as itinerant. [40] The degree of itineracy, however, can be changed
by introducing either impurity or vacancy defects into the system. [58,59] In that manner the
magnetic properties can be tuned by defects. Inspite of the vast amount of research devoted
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to defects in SrRuO3 a classical understanding of SrRuO3’s defect chemistry is still lacking.
With the term “defect-chemistry” one associates an understanding of the mutual dependence
of all — ionic as well as electronic — defects on each other and their dependence on the
thermodynamic functions of state, such as temperature T and oxygen partial pressure pO2.
2.3 Defect Chemistry
Defects are all deviations from the perfect arrangement of atoms in a crystal . Generally
defects in solids can be classified into two categories: point and extended defects. . In the
first part of this section the concept of point defects in oxides is introduced and guidelines for
their thermodynamic treatment are given. In the second part, a brief introduction into the
concept of higher dimensional defects follows. The concept of point defect thermodynamics
will then be illustrated using SrTiO3 as the example system .
2.3.1 Point-defects in Oxides
The state of lowest energy in a crystal is always defined by two competing driving forces.
On the one hand ordering interaction forces and on the other hand the general tendency to
maximize entropy by increasing disorder. For 0-dimensional point defects the overall energy-
decrease due to configurational entropy is larger than the energy needed to create these
defects. Therefore point defects are an inherent feature of matter and their concentration
is characteristic of its equilibrium state. [60] There are different ways defects in an otherwise
perfect periodic arrangement of atoms can occur: As a vacancy, i.e. a missing atom on a
regular lattice site; as an interstitial, i.e. an atom on a position unoccupied in the unperturbed
lattice; or as an impurity or dopant, i.e. an atom of an element otherwise not present in
the host lattice. In compound materials the different constituents each occupy a separate
sublattice. An antisite defect occurs, if atoms of different species exchange lattice sites.
By the introduction of defects into a crystal charge neutrality of the system has to be pre-
served. For this reason in ionic crystals defects always occur in complementarily charged
pairs. This constraint imposes three rules on the formulation of formation reactions of all
defects: First, the mass of the ions has to be conserved. Second, the crystal has to stay
electroneutral. Third, the structure of the crystal has to be preserved (the ratio of anion to
cation sites has to be maintained) [61,62]. Defect pairs typical of a binary oxide system MO
are depicted in Fig. 2.3. The corresponding defect reactions and equilibria will be described
in the following.
Throughout this description the Kröger-Vink-Notation [63] is used: The general notation
Schargesite specifies an element in a crystal. S is the indicated species, whether an atom M/O
or a vacancy V. The subscript describes the crystallogrpahic site in the lattice; either a reg-
ular lattice site or an interstitial position (M/O or i). The superscript indicates the charge
with respect to the regular lattice site (×=neutral; ′=negative; •=positive) in units of the
elementary charge.
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(a) (b)
Figure 2.3: Common defect pairs in ionically bonded materials (a) Schottky disorder: a
cation-anion vacancy pair with the corresponding spcies being exspelled to the sample surface
(b) Frenkel disorder: a cation interstitial is formed leaving the corresponding regular lattice
site vacant.
The Schottky-reaction (Eq. (2.2)) in a binary oxideMO generates anion and cation vacancies
(V••X and V′′M ) by expelling the corresponding entities to the sample surface and forming
MOs at the surface.
M×M + O
×
O ⇀↽ V
′′
M + V••O + MOs (2.2)
The corresponding law of mass action (LMA) links the defect concentrations with an equilib-
rium constant KSchottky(T ) specific for the material and depending only on temperature. The
temperature dependence exhibits an Arrhenius type behaviour characterized by an activation
enthalpy ∆HSchottky and a preexponential factor K◦Schottky.
KSchottky(T ) = K◦Schottky exp
(−∆HSchottky
kBT
)
= [V
′′
M][V••O ][MOs]
[M×M][O
×
O]
(2.3)
Here kB is the Boltzmann constant and T the absolute temperature. A pair of Frenkel defects,
consists of an interstitial ion M··i and a vacancy on a regular lattice site V′′M:
M×M + V
×
i ⇀↽ V′′M + M••i (2.4)
The corresponding law of mass action for the Frenkel equilibrium with the corresponding
constants can be formulated as
KFrenkel(T ) = K◦Frenkel exp
(−∆HFrenkel
kBT
)
= [V
′′
M][M••i ]
[M×M ][V
×
i ]
. (2.5)
In the crystallographically densely packed lattice of perovskites the formation enthalpy
∆HFrenkel of the Frenkel equilibrium is high. Thus neither cation nor anion interstitials
are expected to be present in noteworthy amounts. [64–67] For this reason defect equilibria
involving interstitials will receive no further attention in this context. Impurity defects on
the other hand are far more common, whether intentionally added to the crystal as dopants
or unintentionally present as impurities.
A dopant replaces an ion on a anion or cation site and possesses either a higher, lower or
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the same valence state as the substituted moiety. In the latter case of isovalent doping no
influence on the defect concentrations is expected, as long as all defects can be considered as
dilute non-interacting species. In the two former cases, however, the aliovalent dopant carries
a positive or negative excess charge compared to the unperturbed lattice which needs to be
compensated for by an complementarily charged defect.
The introduction of an acceptor dopant N2O into the binary oxide can, for instance, be
formulated as follows:
N2O + 2MM −→ 2N ′M + V••O + 2MO (2.6)
Here the negative excess charge N′M is compensated for by positively charged oxygen vacancies
V••O . It is important to note that Eq. (2.6) represents an incorporation reaction and not an
equilibrium process. Hence doping — intentional or not — is a powerful tool to influence
material properties permanently.
Not only doping can be regarded as a means to extrinsically influence the defect behaviour.
At a given temperature and partial pressure, the component activities can also determine the
degree of deviation from ideal stoichiometry: The interaction of the compound MO with a
surrounding gas athmosphere can be formulated according to Eq. (2.7): The incorporation of
O as O2− onto a vacancy site accompanied by the generation of electron holes h•. (Eq. (2.7)
could also be formulated as a reduction reaction, then electrons e′ would be the compensating
defects that would annihilated).
1
2O2 + V
••
O ⇀↽ OXO + 2h• (2.7)
with the corresponding LMA linking the oxygen activity aO2 outside of the compound with
the defect concentrations.
Kincorp(T ) = K◦incorp exp
(−∆Hincorp
kBT
)
= [O
×
O][h•]
[V••O ]aO21/2
(2.8)
Comparing above equations, we see that they are not linearly independent. In order to solve
above equations for the individual defect concentrations, we however need an equal amount
of unknowns and equations. The missing condition is global charge neutrality:
∑
n[Sn•site]
!=
∑
n[Sn′site] (2.9)
The total charge of all positive defects has to equal the total charge of all negatively charged
defects present in the material. n indicates the number of positive (•) of negative (′)
units of the elementary charge. Eq. (2.9) thus provides the connection between all pos-
sible defect formation reactions. In many cases not only the above mentioned equilibria
have to be considered, but also electronic defects and reactions of defects with each other.
A detailed example of possible defect reactions and the corresponding equilibria is given in
Sec. (2.3.3) for SrTiO3, a material whose defect chemistry has been comprehensively investi-
gated. [68–77] For most oxides the incorporation reaction Eq. (2.7) and the corresponding LMA
8
2.3. DEFECT CHEMISTRY
Eq. (2.8) are used as the starting point for these defect chemical investigations. This is be-
cause aO2 can easily be varied experimentally and thus the concentrations of all other defects
are adjusted accordingly and can be measured by suitable means, e.g. by conductivity or
diffusion measurements. Comprehensive reviews of these defect-chemical principles can be
found in Refs. [61,62,78–81].
2.3.2 Extended defects
(a)
(b)
b
s
b
s
Figure 2.4: Schematic representa-
tion of (a) an edge dislocation in a
crystal. The Burgers vector b indict-
ing direction and magnitude of the
lattice distortion is perpendicular to
the direction of the dislocation s (b)
a screw dislocation. Here the Burg-
ers vector is parallel to the dislocation
line.
“Extended defects” are all permanent deviations from
structural perfection of higher dimensionality than
zero.
Extended defects in the bulk of a solid only occur due
to deviations from thermodynamic equilibrium, as the
gain in configurational entropy due to their formation
does not compensate for the energy needed to gen-
erate them. For this reason higher order defects are
always a consequence of instabilities during growth
and processing. In other words the concentration of
extended defects is stipulated by the sample’s history
rather than the thermodynamic conditions the sample
is exposed to.2
Extended defects are classified by the number of di-
mensions the defect extends in. 1-dimensional defects
are dislocations, which are represented by two ideal
cases depicted in Fig. 2.4 (a) and (b): Edge disloca-
tions can be visualized (Fig. 2.4 (a)) as an additional
half lattice plane inserted into the crystal and thereby
distorting the surrounding structure. The dislocation
line is the line represented by the end of this addi-
tional lattice plane. A further characteristic of the
dislocation is its Burgers vector b, which specifies the
direction and quantifies the magnitude of lattice dis-
tortion exerted by the dislocation. The Burgers vector can be obtained by drawing a closed
circuit around the dislocation and comparing it with the same circuit drawn in the undis-
torted lattice; the difference is the Burgers vector b (see Fig. 2.4). The defining characteristic
of an edge dislocation is that the Burgers vector b is always perpendicular to the dislocation
line s. The opposite holds true for a screw dislocation shown in Fig. 2.4 (b). Here the Burgers
vector is always parallel to the dislocation line. In most cases dislocations have a mixed
screw- and edge- type character. An important implication of the above description is that
the dislocation line of neither a screw nor an edge dislocation can abruptly end in the crystal
2The thermodynamics of crystal surfaces is treated within a separate framework, which includes surface
point defects as well as surface relaxation phenomena. [82,83]
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lattice. For this reason dislocations either terminate at crystal surfaces, internal interfaces or
interconnect and form dislocation networks and dislocation loops.
2-dimensional or planar defects in a crystal occur in three different ways: As the crystal’s
free surface, the area where the periodic arrangement of atoms terminates at either a vapour
or liquid; as intercrystalline interfaces separating grains or phases in a crystal; internal inter-
faces disrupting the periodicity of the atomic arrangement such as stacking faults or antiphase
boundaries. In this context intercrystalline interfaces between crystal grains of different ori-
entation, grain boundaries (GB) , are most important. The grain boundary structure depends
on the degree of misorientation between the individual grains. As long as the differences in
orientation between adjacent grains are small, grain-boundaries can be considered as arrays
of individual dislocations. Larger misorientations result in more perturbed areas between
grains. What is common to both dislocations and grain-boundaries, is that their presence
influences many material properties such as plasticity, electric resistivity and most important
the diffusion behaviour. In Sec. (2.5.2) some theoretical aspects of diffusion in the presence
of extended defects will be discussed. 3-dimensional lattice defects such as voids and precip-
itates can also occur and have a variety of functions in a material. In this work however due
care is taken to avoid these kind of defects, hence they will not be discussed here. In writing
this section, Refs. [ 78,84–86] were consulted as references and shall be referred to as more
detailed references.
2.3.3 Defects in SrTiO3
The point-defect behaviour of SrTiO3 has been extensively investigated [70–77] and is nowa-
days understood to a remarkable degree. [68,69] This knowledge can be used to predict the
concentrations of any defect present at a given temperature T and surrounding oxygen ac-
tivity aO2 under the assumption of a certain a acceptor dopant concentration [Acc′Ti] in the
sample. The prerequisite for a defect reaction to take place is the mobility of the partici-
pating moieties. For the calculation of defect concentration it is therefore mandatory that
the considered reactions are not kinetically inhibited. For SrTiO3 the kinetic activation of
the different defect reactions can be used to classify the behaviour into three regimes (cf.
Ref. [81,87–89]):
Low-temperature regime T ≤ 550 K
The low temperature regime is defined as the regime where no exchange of oxygen between
sample and the surrounding atmosphere occurs. Electronic defects, that is electrons e′ and
holes h•, are generated by thermal exitation of electrons above the band-gap.
nil ⇀↽ h• + e′ (2.10)
with the corresponding law of mass action (LMA)
[e′][h•] = NVBNC exp
(−Eg(T )
kBT
)
(2.11)
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Here NVB and NC are the effective densities of states at the valance-band and at the
conduction-band edge. Eg(T ) is the temperature-dependent band-gap, kB the Boltmann
constant and T the absolute temperature.
In ionic crystals not only band-excitation generates electronic charge carriers. The ionisation
of oxygen vacancies, for instance, also contributes to the generation of electronic charge
carriers: Oxygen vacancies can be either singly (see Eq. (2.12)) or doubly (see Eq. (2.13))
ionized:
V×O ⇀↽ V
•
O + e′ (2.12)
V•O ⇀↽ V••O + e′ (2.13)
The corresponding LMAs are:
[e′][V•O]
[V×O]
= K◦
V0/1O
exp
−∆HV0/1O
kBT
 (2.14)
[e′][V••O ]
[V•O]
= K◦
V1/2O
exp
−∆HV1/2O
kBT
 (2.15)
With ∆HV0/1O
/∆HV1/2O
andKV0/1O
/KV1/2O
the respective activation enthalpies and preexponen-
tial factors for single and double ionization of oxygen vacancies. Both ionization enthalpies
are very small, [68,90,91] hence oxygen vancancies can be considered as doubly charged moieties
over the entire temperature range considered in this work.
If we consider oxygen vacancies as shallow donors with an energy level very close to the
conduction band, cation vacanciescan analogously be classified as shallow donors with energy
levels close to the valence band. This particularly holds for strontium vacancies:
V×Sr ⇀↽ V
′
Sr + h• (2.16)
V′Sr ⇀↽ V′′Sr + h• (2.17)
The corresponding LMAs are
[V′Sr][h•]
[V×Sr]
= K◦
V0/1Sr
exp
−∆HV0/1Sr
kBT
 (2.18)
[V′′Sr][h•]
[V′Sr]
= K◦
V1/2Sr
exp
−∆HV1/2Sr
kBT
 (2.19)
.
Compared to their donor counterparts, the acceptor ionisation enthalpies are much higher and
hence differently charged strontium vacancies can be present in the material at the considered
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temperatures. [68,91] Titanium vacancies, since their existence is energetically unfavorable, are
of negligible importance in SrTiO3. Besides intrinsic cationic defects, also the majority of
impurities in the cation sublattice act as acceptors . Here the ionization reaction can be
formulated by Eq. (2.20), with AccXTi being an acceptor impurity residing on a Ti lattice site:
Acc×Ti ⇀↽ Acc
′
Ti + h• (2.20)
The LMA is given by
[Acc′Ti][h•]
[Acc×Ti]
= K◦ion exp
(−∆Hion
kBT
)
. (2.21)
A further reaction taking place at low temperatures is the association of acceptor dopants
with oxygen vacancies:
Acc′Ti + V••O ⇀↽ {Acc′Ti −V••O }• (2.22)
and the LMA
{Acc′Ti −V••O }•
[Acc′Ti][V••O ]
= K◦Acc exp
(−∆HAcc
kBT
)
(2.23)
The association of acceptor ions alters the amount of acceptors needed to be charge com-
pensated, which influences the concentration of all other defects. This has to be accounted
for by considering that the total amount of dopant is divided among neutral, charged and
associated acceptor ions:
[AccTi] = [Acc×Ti] + [Acc
′
Ti] + [{Acc′Ti −V••O }•] (2.24)
Intermediate-temperature regime 750 ≤ T/K ≤ 1300
The intermediate-temperature regime is defined by the oxygen incorporation reaction becom-
ing active, but cationic defects still being immobile.
Oxygen incorporation into the lattice enables the oxygen sublattice to establish equilibrium
with the surrounding gas-phase. Which means that defect concentration can be deliberately
tuned by establishing a defined oxygen activity aO2 surrounding the sample.
This tuning of defect concentrations can be formulated as an oxidation reaction:
1
2O2(g) + V
••
O ⇀↽ O×O + 2h
• (2.25)
The equilibrium of the reduction reaction is again defined by the corresponding LMA
[O×O][h•]2
[V••O ]aO
1/2
2
= K◦red exp
(−∆Hred
kBT
)
(2.26)
In this context it has to be mentioned that oxygen vacancies in the lattice react not only with
molecular oxygen, but also with water. [16,92] In this work due care was taken to avoid the
12
2.3. DEFECT CHEMISTRY
presence of water in the experimental setup (see Sec. 3.3). Therefore any hydration reaction
and incorporation of hydroxyde groups will be neglected.
High-temperature regime T ≥ 1300K
At temperatures above T ≥ 1300 K the cations are mobile as well and the Schottky equilibrium
becomes active. This means that an entire formula unit of SrTiO3 gets expelled from the
lattice and vacancies of the corresponding entities are formed (Eq. (2.27)).
Sr×Sr + Ti
×
Ti + 3O
×
O ⇀↽ V
′′
Sr + V′′′′Ti + 3V••O + SrTiO3(surf.) (2.27)
In SrTiO3the full Schottky reaction as formulated in Eq. (2.27) is negligible, because the per-
ovskite structure restricts the amount of Ti vacancies. [91,93] For this reason cation vacancies
are primarily formed in the Sr sublattice and the partial Schottky-equilibrium dominates the
behaviour:
Sr×Sr + O
×
O ⇀↽ V
′′
Sr + V••O + SrO(surf.) (2.28)
The corresponding LMA is
[V′′Sr][V••O ]aSrO
[O×O][Sr
×
Sr]
= K◦Sch exp
(−∆HSch
kBT
)
(2.29)
Experimentally determined values of the equilibrium constants are∆HSch = 2.5 eV and
K◦Sch = 3× 1044 cm−6. [68]
Calculating defect concentrations
In Section 2.3.1 it was emphasised that the tool linking all defect equations discussed above
is the charge neutrality condition. In the case of SrTiO3 there are eight charged defects
that have to be considered: electrons and holes, charged acceptor dopans, singly and doubly
charged oxygen and strontium vacancies and dopand vacancy associates. Thus the full charge
neutrality condition reads:
[e′] + [Acc′Ti] + 2[V′′Sr] + [V′Sr] = [h•] + 2[V••O ] + [V•O] + {Acc′Ti −V••O }• (2.30)
In addition also the neutral moieties in the oxygen and strontium sublattices and neutral
acceptor dopants have to be considered. This means there are 11 unknowns. Hence 11
equations must be solved simultaneously for defined thermodynamic conditions (T, aO2).
The defects are, however, not all of equal significance, as the equilibrium constants of the
respective equilibria differ. In the intermediate temperature regime for instance, all defects
can be regarded as fully ionized and the partial-Schottky equilibrium (Eq. (2.28)) will be
inactive. This means that the concentration of strontium vacancies is frozen in and these
defects can be considered as additional acceptors. In total the acceptor concentration thus
increases and only an effective acceptor concentration with [Acc′Ti]eff=[Acc′Ti]+2[V′′Sr] has to
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be considered. Typically [Acc′Ti]eff ≈ 7× 1017 cm−3 holds for commercially available SrTiO3
single crystals. [69] In that way the charge neutrality condition simplifies to the following
expression:
[e′] + [Acc′Ti]eff ≈ [h•] + 2[V••O ]. (2.31)
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Figure 2.5: (a) Electron hole [h•] and oxygen
vacancy [V••O ] concentrations in the temperature
range considered in this work. Oxygen incorporation
freezes in at T = 523 K and is kinetically inhibited in
the grey shaded area (see text) (b) The position of
he Fermi-level Ef with respect to the valance band
edge EV. The level of acceptor impurities as well as
the distance to the conduction band edge EC (band
gap Egap) are shown.
This is the reason why in the interme-
diate temperature regime one has to
solve the set of {Eq. (2.11), Eq. (2.26),
Eq. (2.31)} for the three unknown de-
fect concentrations of interest ([e′], [h•]
and [V••O ]). Upon further reduction of
the temperature the oxygen vacancy
concentration [V••O ] freezes, too. Only
electronic charge carriers remain mo-
bile. We assume that due to the
low concentration of acceptor dopants
and the small association enthalpy of
the reaction described in Eq. (2.23) the
concentration of dopant-vacancy asso-
ciates is negligible, too.
The acceptor ionization reaction Eq.
(2.20), however, still has to be
taken into account. Hence one now
has to solve a set of four equa-
tions {Eq. (2.11), Eq. (2.21), Eq. (2.24),
Eq. (2.31)} for the four unknowns,
which are [e′], [h•], [Acc′Ti] and
the unionized acceptor concentration
[Acc×Ti]. Fig. 2.5 depicts the electron-
hole [h•] and oxygen-vacancy concen-
trations [V••O ] in the intermediate and
low temperature regime. The con-
stants needed to solve the relevant equations are tabulated in Table 2.1.
For temperatures in the regime between 550 ≤ T/K ≤ 650 no concentrations are shown.
Here the surface reaction is still active, but so slow that for a macroscopic sample it would
take unreasonably long times (months to years) to reach thermodynamic equilibrium.
A further physical property of major importance is the electrochemical potential for electrons
and holes, the Fermi-level Ef . Its position above the valence band edge EV can be calculated
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as follows:
(Ef − EV)(T ) = kBT ln
( [h•](T )
NV(T )
)
(2.32)
The development of Ef with temperature is depicted in Fig. 2.5 (b). It is of particular interest
to note that freezing the oxygen incorporation reaction (Eq. (2.25)) and the activation of
the acceptor ionization reaction (Eq. (2.20)) result in a significant shift of the Fermi-level.
Whereas the position of the Fermi-level might be of subordinate interest in the discussion of
bulk-defect chemistry, it is of pivotal importance when discussing interface phenomena.
Constant Value Reference
NV 3.5× 1016 cm−3(T/K)3/2 [68]
NC 4.1× 1016 cm−3(T/K)3/2 [68]
Egap (3.3-6× 10−4 T/K) eV [94]
K◦ion =NV -
∆Hion 1.4 eV [95]
K◦red 6.624× 1068 cm−9 bar0.5 [95]
∆Hred 5.581 eV [95]
Table 2.1: Thermodynamic constants employed for defect chemical calculation in SrTiO3.
2.4 Perovskite Oxide Interfaces
In the preceding section the defect behaviour of bulk perovskites was described.
In order to exploit the properties induced by these defects, interfaces are needed to enable
the interaction of the bulk material with its environment, whether this is other materials or
the ambient atmosphere.
In any case the material seeks to be in equilibrium with the surrounding. A measure of this
equilibrium is the electrochemical potential µ˜i, which is specific for each chemical moiety i:
µ˜i = µi + ziekBφ (2.33)
here µi is the chemical potential and zi the charge of moiety i. φ is the electric potential in the
system considered. Thermodynamic equilibrium is characterized by µ˜i being constant for each
moiety across the entire system considered. This means that at interfaces the electrochemical
potential aligns in such manner that initially present spatial gradients in the electrochemical
potential are eliminated.
In order to eliminate these gradients, mobile charge carriers will redistribute . This redis-
tribution process results in local deviations from electro neutrality. The region in which
these deviations occur is the globally neutral space charge layer (SCL). The existence of
space charge layers in ionic crystals, especially at their surfaces, was predicted by Frenkel [96]
and Lehovec [97]. A comprehensive and extended treatment of defect redistribution in per-
ovskite oxides with focus on 2-dimensional defects (surfaces and grain-boundaries) is given
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in Refs. [98,99]. In the following two features characterizing such interfaces will be discussed
in more detail. First, details of calculating the extend of the space charge layer in a mate-
rial will be given. This is followed by a brief discussion of models existing to estimate the
magnitude of the difference in electric potential between two materials. Here the focus is on
metal-semiconductor interfaces.
2.4.1 Charge Carrier Distribution in Space Charge Layers
In a space charge layer (SCL) all mobile charge carriers redistribute such that initial dif-
ferences in the electrochemical potential are compensated. This gives rise to a difference in
the electric potential across the interface Fig. 2.6. The distribution of the charge carriers is
connected to that of the electric potential via Poission’s equation:
∂2φ(x)
∂x2
= −ρ(x)
r0
(2.34)
with φi(x) the electric potential; ρ(x) the charge carrier density; r the relative static and 0
the vacuum permittivity. Here it is sufficient to consider just one dimension with the spatial
coordinate x.
Taking again the canonical example SrTiO3 in the intermediate and low temperature regime,
the mobile charge carriers are electrons, holes and oxygen vacancies. The major compensating
defect are the immobile, but negatively charged accetor cations [Acc′ ]. Using the zero space-
charge condition for the bulk of the material, that is the electroneutrality condition formulated
in Eq. (2.31), the spatial variation of defects reads
ρ(z) = −e
(
[Acc′ ]− 2[V••O ](x) − [h•](x) + [e′](x)
)
(2.35)
Assuming that all defects can still be treated as dilute, non-interacting species the charge
carrier concentrations can be expressed by a Boltzmann-type expression. Thus the following
Poisson-Boltzmann equation is obtained:
∂2φ(x)
∂x2
= − e
r0
(
[Acc′ ]− 2[V••O ](∞) exp
(−2eφ(x)
kBT
)
− [h•](∞) exp
(−eφ(x)
kBT
)
+ [e′](∞) exp
(
eφ(x)
kBT
)) (2.36)
With [V••O ](∞), [h•](∞) and [e′](∞) being the defect concentrations far away from the interface,
where no space charge is present. The two boundary conditions neccessary to solve Eq. (2.36)
are:
∂φ(∞)
∂x
= 0 (2.37)
and
φi = φ(∞)− φ(x = 0) (2.38)
φi is the so called interface potential, sometimes also refered to as built-in voltage (cf.Fig. 2.6).
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φi can be considered as a characteristic value of an interface that strongly depends on its
electronic structure. Measuring φi thus provides insight into the unique propterties of oxide
interfaces. As φi strongly influences the defect distribution at an interface (cf. Eq. (2.36)) a
measurement of for instance [V••O ](x) provides indirect information of φi. To further emphasize
the importance of φi for semiconductor and in particular perovskite oxide interfaces, models
predicting its magnitude will be discussed in the following section.
2.4.2 Interface Potentials
Figure 2.6: Band diagram of (a) SrTiO3 and
SrRuO3 with ΦSrRuO3 = (5.2± 0.1) eV [100] the
metal-workfunction; χSrTiO3 = 4.1 eV [101,102] the
electron affinity of the semiconductor; Eg =(3.3 -
6× 10−4T/K)eV [94] the temperature dependend
optical bandgap and (b) the SrRuO3|SrRuO3
Schottky junction characterized by the Schottky
barrier height ΦSB and the built-in voltage φi
As stated above, the electrochemical po-
tential — in case of electronic charge car-
riers called Fermi-level Ef — is an inher-
ent property of a material and by contact-
ing two materials their respective electro-
chemical potentials align such that Ef is
constant over the entire system. In Fig. 2.6
this alignment process is schematically il-
lustrated for a metal-semiconductor con-
tact comprised of the metallic SrRuO3 and
semiconducting SrTiO3. As SrRuO3 is a
metal, the electrostatic potential in the in-
terior is constant. For this reason elec-
tronic as well as ionic charge carrier re-
distribution compensating for the charge
present at the interface is only expected to
occur in SrTiO3.
This situation thus corresponds to that
of the gas-solid interface or of a charged
grain-boundary core with adjacent bulk.
Thus the same model as described in
Sec. 2.4.1 can be used to calculate the de-
fect redistribution.
As the interface potential φi determines
this defect redistribution, being able to
predict its magnitude is of particular in-
terest.
In the most simple picture knowlegde of the metal work function ΦM , the electron-affinity of
the semiconductor χSC and band-gap Eg of the semiconductor would be sufficient to predict
the Schottky barrier height (SBH). For a p-type semiconductor one gets (Schottky limit (cf.
Fig. 2.6)):
ΦpSB = Eg + χSC − ΦM (2.39)
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The exclusive dependence of ΦpSB on the metal work function ΦM receives, however, little
support from experiment. The main reason for this discrepancy was identified to be the
non-consideration of interface-states.
Because of the lack of knowledge about these interface states Bardeen assumed that the
surface states of the semiconductor persist at the interface and pin the Fermi level (Eq. (2.40)).
The φpSB is in this case the position of the charge-neutrality level (CNL) above the valance
band edge φCNL.
φpSB = φCNL (2.40)
It is however unreasonable to assume that suface states remain unaltered upon contact with a
metal. Therefore the salient question is how strong the metal influences the inferface/surface
states. The degree of influence is taken into account by introducing the so called slope
parameter S. For strong influence of the interface states the Fermi-level is pinned and S = 0,
in case interface states are negligible the Schottky limit is valid and S = 1.
ΦpSB = φCNL − S(ΦM − Eg − χSrTiO3 + φCNL) (2.41)
From Eq. (2.41) it is evident that S can be determined by measuring φpSB of different metals
on the same material; S = ∂φ
p
SB
∂ΦM , with φM being the metal workfunktion. Comparison
of experimental data with predictions employing Eq. (2.41) yields good aggreement with
experiments for a variety of systems. [103,104] In many cases the Schottky-barrier height ΦpSB
rather than the interface potential φi is used to characterize the interface. Both values are
connected via Eq. (2.42), with being the valence band offset Ef − Ev as calculated in Sec. .
(cf. also Fig. 2.6)
ΦpSB = eφi + (Ef − Ev) (2.42)
2.5 Diffusion in Solids
2.5.1 General Diffusion
"Diffusion is the transport of matter from one point to another by thermal motion of atoms or
molecules" [105]. A continuum description of diffusion in solids is based on Fick’s laws. Ficks
first law (Eq. (2.43)) states that a species is transported with a flux J opposing the direction
of its concentration gradient ∇C, with C being the scalar concentration field of the diffusant.
Proportionality between the two variables is expressed by the diffusion constant D, which is
a symmetric, second rank tensor that reduces to a scalar quantity in isotropic media.
J = −D∇C (2.43)
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In the absence of sources or sinks for the diffusing species, the amount of diffusant is
conserved. Thus the continuity equation takes the form
−∇J = ∂C
∂t
(2.44)
A combination of Fick’s first law (Eq. (2.43)) with the continuity equation (Eq. (2.44)) yields
Eq. (2.45) - Fick’s second law - connecting the spatial and time dependence of the diffusant’s
concentration. This second order partial differential equation is also known as the diffusion
equation.
∂C
∂t
= ∇(D∇C) (2.45)
Here the time dependence and spatial distribution of the diffusant in the sample is connected
via its diffusion coefficient D.
In many practical cases the coordinate system of the diffusion problem described by Eq. (2.45)
can be chosen such that finding a solution is alleviated. Often the diffusion tensor D is
spatially invariant and concentration independent and diffusion occurs only in one direction
thus only one dimension with a constant D in Eq. (2.45) has to be considered. This simplifies
Eq. (2.45) which then can be solved analytically under the constraints of appropriate initial
and boundary conditions. In the following the one dimensional case is assumed, which is
indicated by using the lower case c as the diffusant’s concentration and x as a spatial variable.
In many cases initial and boundary conditions can be assigned to one of two types resulting in
fundamentally different solutions: instantaneous or constant source conditions. In both cases
it is assumed that the diffusant diffuses from its source into an infinitely extending medium
(semi-infinite medium conditions).
Instantaneous source then implies that only a limited amount of diffusant is present at the
starting point of the diffusion process. The solution to the diffusion equation under this
constraint results in a Gaussian function. This is the case for example when taking a limited
amount of tracer in gaseous form or as a very thin-film as diffusant source. In the case of a
constant source, no depletion of the diffusant at the starting point of the diffusion process
occurs. Here the solution to the diffusion equation takes the form of a complementary error-
function. In most cases the conditions realized in an isotope-exchange experiment can be
approximated as constant source-conditions.
In this case, however, a further aspect has to be taken into account: Transfer of the diffusing
species into the medium where diffusion takes place can be hindered and thus the medium’s
surface is initially not in equilibrium with the surrounding diffusant source. In this case one
has to consider an additional exchange reaction at the boundary. In the simplest case one
often assumes a linear rate-exchange between sample and diffusion source expressed by
−D ∂c
∂x
= k(c0 − c(x = 0, t)) (2.46)
Here c0 is the concentration the surface would have in equilibrium with its surrounding and
c(x = 0, t) the time dependent diffusant concentration at the surface. k is the constant of
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rate exchange.
Under these constraints and the assumption of semi-infinite medium, solving Eq. (2.45) by
Laplace transformation as shown in Refs. [106,107] yields
c(x, t)− cbg
cgas − cbg = erfc(x
′)− exp(h′x′ + h′2) · erfc(x′ + h′) (2.47)
With x′ = x/
√
4Dt and h′ = (k/D)
√
Dt and cbg the background concentration of the diffusing
species in the sample. t is the variable diffusion time. A comprehensive overview of techniques
how to solve Eq. (2.45) under various constraints and many solutions to the diffusion equation
of practical relevance are compiled in Refs. [106,107]. In solids diffusion is enabled by defects.
Since there are different types of defects, there are also different diffusion mechanisms. [108]
In perovskites oxides only vacancies have been observed to mediate anion- as well as cation-
diffusion. Solutions to Eq. (2.47) can thus serve as the mathematical framework to gain
knowledge about the behaviour of vacancies in perovskites. To correctly interpret the diffusion
parameter obtained, one has to distinguish two physical fundamentally different diffusion
processes discriminated by their inherent driving forces:
Tracer diffusion
Tracer diffusion is characterized by the absence of any gradients in the chemical potential
of the diffusing species i. Its movement is purely entropic in origin. Tracer diffusion can be
measured by following the movement of a chemical identical, but physically different isotope
i∗. This means that only gradients in tracer concentration are equilibrated by the random
movement of atoms. Since this movement is in case of oxygen facilitated by oxygen vacancies,
the corresponding tracer diffusion coefficient D∗ can be expressed as
D∗ = f∗DV [V••O ] (2.48)
Here f∗ is the tracer correlation factor, a constant in the order of 1 taking deviations from
pure random walk into account. DV is the diffusivity of oxygen vacancies and [V••O ] their
concentration. As both DV and [V••O ] may possess Arrhenius-type temperature dependencies,
both the activation enthalpy for the generation (∆Hgen) as well as for the migration (∆Hmig)
of oxygen vacancies is part of the activation enthalpy of oxygen tracer diffusion:
D∗O(T ) = f∗[V••O ]◦ exp(
−∆Hgen
kBT
)D◦V exp(
−∆Hmig
kBT
) (2.49)
With [V••O ]◦] and D◦V being the pre-exponential factors of the respective Arrhenius dependen-
cies generation and migration.
∆HD∗ = ∆Hmig + ∆Hgen (2.50)
For many perovskites [V••O ] (cf. Fig. 2.5) is constant over a large temperature range(cf. Fig. 2.5
for SrTiO3), which allows for measuring ∆Hmig by means of tracer diffusion experiments.
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Another consequence of Eq. (2.48) is the dependence of D∗ on the oxygen activity. According
to Eq. (2.25) oxygen is in- or excorporated from the sample and thereby altering the oxygen
vacancy concentration. This enables gaining knowledge about a material’s defect chemistry
by conducting tracer-diffusion experiments as a function of oxygen partial pressure. Not only
enables the dependence D∗ on [V••O ] to gain knowledge about global defect properties, it also
facilitates the ability to resolve laterally varying distributions of [V••O ] and thus uncovering
of for instance space charge layers. [69]
Chemical diffusion
Chemical diffusion occurs only in the presence of gradients in the chemical potential of species.
For this reason the diffusion process always results in a change in composition of a sample. In
order to preserve charge neutrality in the case chemical diffusion occurs in an ionic solids, it is
imperative that the diffusion of one charged species is compensated for by an accompanying
process involving an oppositely charged moiety.
2.5.2 Diffusion and extended defects
Diffusion along the open structure of extended defects is generally believed to be faster
than in the densely packed lattice of bulk material. This view is supported by experiment
primarily conducted on metallic systems, the first of which were conducted by R.S. Barnes in
the 1950. [109] Initiated by these experiments a theoretical framework for both diffusion along
dislocations [110,111] as well as diffusion in the presence of grain-boundaries [112,113] has been
established.
Both concepts have the classification into three characteristic regimes according to Harri-
son [114] in common:
Harrison Type A This regime is characterized by the fact that "every diffusing particle
has wandered sufficiently far to have entered, migrated in, and left a large number
of dislocations before any experimental measurement is made" [114]. This is the case
for long diffusion times or lengths and when diffusion coefficients in the bulk and the
defect have similar values. In measured tracer diffusion profiles the influence of extended
defects is not recognizable, because the diffusion length in the defect and the bulk are
of similar magnitude (Fig. 2.8).
Harrison Type B Harrison type B behaviour is observed when the diffusion length is of
the same order as the dislocation network’s scale. In this cases the tracer concentration
distribution is not uniform and complex diffusion profiles will be observed. In most cases
two distinct parts can be observed in the resulting diffusion profiles, one corresponding
to classical Fickian diffusion, the other resulting from coupled bulk and grain boundary
diffusion (see Fig. 2.7).
Harrison Type C In the case of short diffusion times or the diffusion coefficient in the
grain boundary being much larger than in the adjacent bulk material, diffusion in the
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indisturbed crystal lattice can be regarded as frozen in. Then diffusion only occurs along
extended defects and only one diffusion coefficient is observed, in this case describing
diffusion along the extended defect.
Figure 2.7: Schematic diffusion profile for
either grain-boundary (∝ x6/5) or dislocation
pipe (∝ x) diffusion in the Harrison-type B
regime.
In tpye A and type C regime, the influence
of extended defects is not obvious and pro-
files can be interpreted with solution to Ficks
second law. Only knowledge about the exis-
tence and the influence of extended defects
leads to the correct interpretation of diffu-
siond data in these cases. Only for specific
combinations of diffusion coefficients in the
bulk- and grain-boundary part of the mate-
rial and certain diffusion times, the influence
of extended defects is directly visible in the
diffusion profiles. This is the type B regime.
For fast diffusion along dislocation pipes as
well as for grain-boundary diffusion there exist separate frameworks to evaluate experimental
data corresponding to Harrison type B diffusion. In that manner lattice as well as defect
diffusion coefficients can be reliably determined. The starting point of the evaluation of
grain-boundary diffusion profiles is a plot of the measured intensity of the diffusing species
[diff.] versus the diffusion depth x6/5. In the case of dislocation pipe diffusion the intensity
is plotted linearly versus x. Experimentally observed diffusion tails however cannot always
be assigned to one or the other type of behaviour with a 100% certainty. This ambiguity
in interpretation can be resolved by looking at the characteristic time dependencies of the
diffusion tail’s slopes in both cases.
For grain-boundary diffusion the slope is a function of diffusion time and should follow
Eq. (2.51). For dislocation pipe diffusion on the other hand, the slope ∂[diff.]∂x versus t should
remain constant. In Eq. (2.51) Dbulk is the bulk diffusion coefficient and DGB the respective
value in the grain-boundary, t is the diffusion time. δ is the grain-boundary width, typically
in the order of δ= 1 nm
∂[diff.]
∂x6/5
=
(
1.322
δ
·
√
Dbulk
DGB
)
t−0.3 (2.51)
A further difficulty afflicted with the interpretation of diffusion data is the distinction of
Harrison type B against the A and C regime. In the case of grain-boundary diffusion one
condition for Harrison type B is that the dimensionless parameter β is large enough, typically
β>10 has to hold.
β = DGB
Dbulk
δ
2
√
Dbulkt
(2.52)
The physical meaning of β is best illustrated in connection with the grain-boundary angle
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αGB. αGB is defined as the angle between the grain-boundary and a the tangent to a contour
of constant concentration (see Fig. (2.8)). Le Claire [112] derived the following connection
between β and αGB:
cot(αGB) =
√
β
pi1/4
(2.53)
With increasing diffusion time, the grain boundary angle αGB becomes less acute and thus
β smaller. At long diffusion times or small differences between grain-boundary and bulk
diffusion coefficients the grain-boundary angle becomes obtuse and bulk and grain-boundary
diffusion can no longer be discernined. The practical condition of β > 10 suggests a αGB < 68◦.
Thus both values αGB and β can be used to validate an analysis of diffusion data according
to the above described model of grain-boundary diffusion.
Figure 2.8: Visualisation of the different regimes for grain-boundary diffusion as classified
by Harrison. In the Type A regime, the grain-boundary angle αGB is large. This is either
because bulk- and grain-boundary diffusion coefficients are similar or diffusion times are very
long. In either case both processes can hardly be distinguished. In the Type B regime αGB
is small, because the diffusion process in the bulk is much slower than in the grain-boundary
or the diffusion time is sufficiently short. In Type C regime bulk-diffusion is considered to be
negligible. Hence not grain-boundary angle can be defined.
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Chapter 3
Experimental Methods
In this section, the different experimental techniques employed in this work are presented.
First, the methods used to characterise thin film heterostructures are depicted. Subsequently
the routine utilised to produce these heterostructure samples is introduced. In this context
the characterisation techniques will be applied to assess the the success of the preparation
routine. This assessment is based on benchmarks derived from literature data.
As a setup to conduct isotope exchange experiments was constructed as part of this work,
this technique and the corresponding “isotope exchange rig” is addressed in the second part
of this chapter in a more detailed fashion. In the same section the technique of secondary
ion mass spectrometry (SIMS) is also introduced with the main focus on depth profiling of
oxide heterostructures. Lastly, in this chapter, different methods used only occasionally in
this work are presented.
3.1 Characterization Methods
To ensure that the prepared samples possess the desired properties, certain benchmarks for
reliable comparison with literature data. Typical criteria are the sample’s surface morphology
— characterized by means of atomic force microscopy (AFM) — and the sample’s crystal
structure — evaluated by means of X-ray diffraction (XRD). The working principle of those
techniques is described in the following.
3.1.1 Atomic Force Microscopy (AFM)
In an atomic force microscope the displacement of a spring is employed to probe interatomic
forces. [1] Typically an atomically sharp scanning tip attached to an elastic cantilever serves as
a spring. Forces acting between scanning tip and sample (Ft−s) (or some derivative thereof)
can be used as the imaging information upon scanning the tip over the sample surface.
During this scan, the tip-sample distance is controlled with a feedback-loop and a piezo-
element such that a force of constant magnitude acts between the two partners (see Fig. 3.1).
In that manner a sample’s topography can be probed with ultra-high precision. In many
cases atomic resolution is possible. [2]
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Generally the tip-sample interaction can be classified into two regimes: Repulsive forces that
dominate at small and attractive forces that dominate at large tip-sample distances.
To probe the repulsive interactions, the scanning tip is brought into contact with the sample
surface (“contact mode”). While moving the tip over the surface, variations in magnitude of
the cantilever bending are taken as a measure of the acting force. In order to keep this force
at a constant level, the tip-sample distance is varied. This variation in tip-sample distance
provides the imaging information of the sample’s topography.
One unfortunate disadvantage of the contact mode is that a lot of samples are susceptible
to damage induced by the cantilever tip. Furthermore frictional forces might impair the
information obtained. [3]
laser
photodiode
cantilever
sample
detector  
feedback- 
electronics
Ft-s
piezo
Figure 3.1: Schematic representation of
an atomic force microscope. The sample’s
surface topography is probed by rastering a
cantilever-tip its surface. A laser-photodiode
system monitors changes in cantilever proper-
ties. Based on these changes a control element
adjusts the tip-sample distance via a piezo el-
ement.
These are compelling reasons to probe the
attractive forces dominating at larger tip-
sample distances in the “non-contact mode”.
To do this, the cantilever is excited to oscil-
lations with a frequency f close to its res-
onance frequency with a small amplitude
(A≈ 5 nm). Both, f and A, are perturbed
when the tip is brought in proximity to
the sample surface such that long-range tip-
sample interaction is enabled, but the tip
does not touch the sample.
Controlling the tip-sample distance such
that a constant oscillation amplitude or fre-
quency is maintained while scanning over
the sample surface then provides the desired
imaging information.
A major concern with this operation mode, however, is the scanning tip’s sensitivity to
“snapping” into contact with the sample surface. Especially under ambient conditions this
poses a problem, because a typically present wetting layer of condensed water facilitates this
phenomenon. [2,3]
In order to probe a surface topography under ambient conditions without damaging the
sample and avoiding the cantilever tip “snapping” into contact with the sample surface, a
modified version of the “non-contact mode”, the so called “tapping-mode” is used: [3]
The cantilever, again, oscillates close to its resonance frequency (typically in the range of
f = 500 Hz–50 000 Hz) but with a much larger free amplitude (A≈ 200 nm). The scanning tip
is brought close to the sample surface, such that it touches the surface every oscillation. By
this intermittent contact with the sample, the oscillation amplitude is altered. The magnitude
of this perturbed amplitude is then used as a set point. Upon rastering the scanning tip over
the sample, the tip-sample distance is adjusted such that the oscillation amplitude remains
constant. This provides the desired imaging information of the sample’s topography. [3]
Depending on the mode of operation, either changes in cantilever bending or changes in
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cantilever oscillation have to be detected. These changes in cantilever properties are typically
monitored with the help of a laser reflected on the back of the cantilever and monitored by
means of a photo diode (Fig. 3.1).
In this work an ULTRA Objective Pico Station (SiS GmbH, Herzogenrath, Germany) is used.
The cantilever is excited to oscillate at a frequency of f ≈ 160 kHz with a free amplitude of
A≈ 185 nm (70% of free amplitude is used as setpoint amplitude). The freely available
software Gwyddion [4] is employed to process and visualize the raw data acquired.
3.1.2 X-Ray Diffraction (XRD) and X-Ray Reflectivity (XRR)
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Figure 3.2: Visualization of a diffraction experi-
ment: X-rays with wave-vector k0 are focussed onto
the hetero structure sample where they elastically
scatter. The scattered wave is k′. Each time the vec-
tor of momentum transfer Q hits a reciprocal lattice
point, a reflex in a diffractogram is observed. By
variation (rotation around ω, φ, ψ or changing 2Θ)
of the sample position, the angle of incidence of k0
is changed. Therefore the length and the direction
of Q are varied. This opens the possibility to probe
the reciprocal lattice in different ways.
X-ray diffraction (XRD) is used in
this work to elucidate the structure of
SrRuO3 thin films with focus on prob-
ing the epitaxial relationship between
film and substrate.
X-rays are focused on the sample,
where they are elastically scattered by
the electronic structure of the sample’s
constituents.
In cases where these constituents are
periodically arranged, only for distinct
incidence angles Θ of the X-ray beam
constructive interference of the scat-
tered waves occurs. In these cases
peaks of high intensity can be observed
under the angle of 2Θ (see Fig. 3.2).
A plot of the observed intensity ver-
sus 2Θ — a diffractogram — is then
characteristic for the periodic structure
of constituents in the sample investi-
gated. The condition for constructive
interference is given by the Bragg equa-
tion (Eq. (3.1)):
λ = 2d(hkl) sin(Θ) (3.1)
with λ being the wavelength of the
incident X-rays and d(hkl) the spac-
ing between parallel planes in the peri-
odic structure under investigation. For
a periodic arrangement of atoms in a
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crystal with rectangular symmetry, this spacing can be expressed as
dhkl =
((
h
a
)2
+
(
k
b
)2
+
(
l
c
)2)−1/2
(3.2)
In Eq. (3.2) a, b, c are the unit lattice parameters and h, k, l the respective Miller indices of
the lattice planes investigated. As the Miller indices h, k, l define the probed lattice planes
in reciprocal space, each observed reflex can be regarded as a point in reciprocal space. To
account for this fact Bragg’s law can also be illustrated in reciprocal space: The incident
X-rays wave with the wave vector k0 are elastically scattered as k′, hence only a change in
momentum occurs. This difference in momentum is expressed by the vector of momentum
transfer Q = 2pidhkl = k
′ − k0. For cases in which the Bragg equation is fulfilled the scattering
vector Q hits a reciprocal lattice point and a reflex is observed. This means that in order
to probe the reciprocal lattice and thus elucidate the crystal structure one has to vary Q.
considering a fixed wavelength and thus a fixed absolute value of k0, this can only be achieved
by changing k0’s angle of incidence. Modern instruments allow for this by rotating the sample
in all three dimensions (around the axis ω, φ, ψ ) and moving the detector around 2Θ.
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Figure 3.3: The results of a typical XRR-
measurement of an SrRuO3-film on top of a
SrTiO3 substrate. For the simulation the film
thickness as well as surface- and interface rough-
ness were assumed as free parameters. The fit
is regarded to be of sufficient quality when a
figure of merit (FOM) FOM ≤ 0.1 is obtained.
For a coupled a coupled 2Θ − ω scan the
detector and sample are moved such that
the length of Q is changed in one direction.
This kind of scan, however, does not provide
any information about the extension of the
reciprocal lattice points perpendicular to
the investigated direction. To retrieve this
information, the sample is moved around ω
(“rocking-curve” or ω-scan) so that Q does
not vary in length, but the extent of the
lattice point in reciprocal space is probed
(cf. Fig. 3.2). The FWHM of such a scan
is generally considered as an indicator of
the film’s crystal quality. To probe en-
tire areas in reciprocal space, 2Θ−ω and ω
scans can be combined to retrieve recipro-
cal space maps (RSM). This allows for elu-
cidating epitaxial relationships between film and substrate in cases in cases where 2Θ − ω
don not allow for probing in-plane relationships (cf. Fig. 3.2).
In this work reciprocal space maps around the SrTiO3 (103)-reflex are conducted. In that
manner the lattice parameters of the grown SrRuO3 films in relation to those of the SrTiO3
substrate are measured.
Fitting of the obtained ω- and 2Θ−ω-scans was done using the software Fityk [5]. To process
data of reciprocal space maps the software Origin (OriginLab, Northampton, MA, USA) was
used.
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A further method used in this work is X-ray reflectometry (XRR). It is used to reliably
determine the thickness of films thinner than dfilm ≤ 60nm. In contrast to visible light,
for X-rays the refractive index of solid materials is n ≤ 1. For this reason below a critical
angle φc X-rays are totally reflected by a thin film sample. For angles 2Θ ≥ φc x-rays partly
penetrate into the sample and are partly reflected by the surface and the film-substrate
interface. These reflected rays interfere with each other. Upon variation of 2Θ interference
maxima and minima are observed. The distance of these maxima and minima is determined
by the film’s thickness. A typical XRR diffractogram is depicted in Fig. (3.3). The software
GenX [6] was used to fit the obtained XRR-data. In writing this section, Refs. [7–9] have been
consulted, as they provide a comprehensive introduction into this topic. All diffractograms
were recorded on a 4-circle goniometer equipped with a CuKalpha X-ray source (X’Pert PRO
MRD, PANalytical B.V, Almelo, The Netherlands).
3.2 Thin film growth
3.2.1 Pulsed Laser Deposition (PLD)
gas inlet
vacuum pump
laser
heater 
& substrate
target
Figure 3.4: Principle of pulsed laser depo-
sition (PLD): A laser is focussed on a rotat-
ing target where it ablates material and trans-
fers it into a plasma. A heated substrate is
placed into the emerging plasma plume. On
the substrate the plasma condenses and a film
grows.The growth process can be conducted in
different gas atmospheres. In this work oxygen
is used.
In the zoo of techniques [10,11] used to pro-
duce epitaxial thin films on a crystalline sub-
strate, pulsed laser deposition (PLD) is one
of the most frequently applied as it allows
for a comparably fast and easy film produc-
tion of complex materials. [12,13] The rise of
PLD was triggered by the deposition of high-
quality, stoichiometric thin films of high-TC
superconductors in the 1980s. [14] Nowadays,
the understanding of the method matured so
far that production of atomically sharp in-
terfaces and superlattices has become com-
monplace. [15]
The basic principle of PLD is sketched in
Fig. 3.4: A short pulsed laser beam is focused
down to a high energy density (fluence JL )
onto a single or polycrystalline target, placed
in a vacuum chamber with a defined gas at-
mosphere. The laser energy is absorbed by
the target material and converted into thermal, chemical and mechanical energy. This leads
to a rapid removal of target material, which is ejected as a plasma plume expanding in a flow
perpendicular to the target surface. This plasma plume contains charged and neutral species
of the target material and its composition is in first order independent of different melting
points of the target compounds. For this reason a stoichiometric transfer of target material
onto a substrate placed in the plasma plume is feasible.
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Typically the substrate is placed several centimeters away from the target and the plasma
species are thermalised in a background gas before condensing on the substrate with an
average kinetic energy of several eV. On the substrate the collected species can diffuse,
cluster or desorb again. All processes eventually result in the growth of a thin film. This
growth process can occur in different modes that are strongly dependent on the pressure p
and the kind of background gas used (for the growth of oxides oxygen is most frequently
used), the temperature the substrate is held at (Tsubs) and of course the laser fluence JL the
material was ablated with. Furthermore the distance of the substrate relative to the target
ds−t and the repetition rate of the laser pulses f have a strong impact on the film properties.
In this work a PLD setup (Neocera Inc, College Park, Maryland, USA) equipped with a
KrF eximer laser (LPX305, Lambda Physik, Germany) with a wavelength of λ= 248 nm and
pulse duration of tpulse = 20 ns is used. The substrate target distance of the setup is fixed
to ds−t = 7.5 cm. The substrate is glued onto a stainless steel heater with silver paste. The
temperature of the heater is measured and controlled and in the following referred to as the
substrate temperature TS.1 The oxygen partial pressure pO2 in the system is adjusted with
mass flow contollers.
3.2.2 SrTiO3 substrate preparation
For the growth of high quality, epitaxial thin films a vicinal surface structure of the used
substrates is indispensable. The crystal is typically cut at a characteristic angle and the
surface is then constituted of a train of steps of one unit cell in height. In the as-received
state, the purchased (Crystec GmbH, Berlin, Germany) SrTiO3 substrates, however, exhibit
a disordered surface structure. Regions of both TiO as well as of SrO surface-termination
can be observed. [16] To prepare a uniform TiO-terminated surface with steps of exclusively
single unit cell height, a wet-etching process in buffered hydrofluoric acid (BHF) is used:
1. Sample cleaning: Sonicate 3 min in acetone, then 3 min in isopropanol.
2. Sr(OH)2 formation: Sonicate 3 min in demin. water; the corresponding reaction is
SrO + H2O ⇀↽ Sr(OH)2 (3.3)
3. Removal of Sr(OH)2: Rinse the sample for tetch = 150 s in BHF (pH= 6.5)
Sr(OH)2 + 2HF ⇀↽ SrF2 + 2H2O (3.4)
4. Removal of SrF2: Sonicate 3 min in acetone, then 3 min in isopropanol.
5. Annealing: 2 h at Tanneal = 1223 K
1There will be a small difference between the actual temperature at the sample surface and that adjusted
by the controller. As all samples used in this study were deposited with the same heater, this difference is of
no practical relevance.
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This procedure is based on Refs. [ 16,17]. The way it is conducted conducted in this work,
was proposed among others in Refs. [18,19].
3.2.3 Growth of thin film SrRuO3
In the preceding section, it was stated that upon arrival on the substrate the ablated species
(adatoms) can diffuse, cluster and desorb and it is these three processes that determine the
growth behaviour of the growing thin film. For the growth of SrRuO3 three fundamentally
different modes have been observed resulting in epitaxial thin films [20]: 1. step-flow: Here
the adatoms and small clusters thereof diffuse to the step edges of the substrate, resulting
in a persistent advancement of the vicinal steps. 2. step-bunching: Adatoms still diffuse
to the step edges, but with their advancement these steps increasingly interact with each
other and coalescence of several steps to large terraces occurs. 3. island-growth: Here the
mutual interaction of adatoms results in island formation and coalescence of the islands. In
that way the film is formed layer by layer. For SrRuO3 the parameter space covering all three
growth regimes was characertized theoretically and experimentally by Hong et al.. [20] The
two decisive parameters are the deposition flux and the step length of the vicinal substrates
used. The deposition flux is the amount of material arriving on the substrate per unit time
and thus represented by the deposition frequency if the laser fluence is kept constant. At
low deposition fluxes and small step length, interaction forces between the advancing steps
dominate and step bunching occurs.
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Figure 3.5: Orientation relationship of an
SrRuO3-film on a (100) oriented SrTiO3 sub-
strate. The film growth with a (110) texture
with the [001] and [110] direction of the or-
thorhombic film aligned along the [100] and
[010] direction of the substrate. (Sketch based
on Ref. [21])
With increasing deposition flux and step
length these energetic interaction forces be-
come less dominant and kinetic phenomena
prevail. Now adatoms diffuse without inter-
action to the step edges and ideal step-flow
film growth occurs. Using too high depo-
sition fluxes or too long step edges, how-
ever, increases the probability of adatom in-
teraction and island formation, thus island
growth dominates. To put it briefly, in or-
der for the desired step-flow growth mode to
be persistent, one has to find the right com-
bination of deposition frequency and vicinal
angle.
Not only are step-flow grown samples of SrRuO3 desired, but the film’s crystallographic
orientation on the substrate can also be considered as a benchmark for successful film growth.
It has been found that epitaxial films of SrRuO3 exhibit a (110) texture on SrTiO3 substrates.
The in-plane [001] and [110] are aligned along the [100] and [010] of the substrate [22,23]
(see Fig. 3.5 for illustration). Reminding oneself of the pseudo-cubic unit-cell concept of
perovskites (cf. Sec. 2.1), one finds that the (110)-direction in SrRuO3’s orthorhombic unit
cell corresponds to the (001) pseudo-cubic direction. For this reason probing the out-of-plane
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lattice constant provides information about the pseudo-cubic lattice parameter. As long as
we can consider the in-plane lattice parameter being clamped to the substrate, probing the
out-of-plane parameters is sufficient to characterize the crystallographic properties of our
films.
The standard routine to prepare thin film SrRuO3 in this study was as follows: Ablation
was conducted in an oxygen atmosphere of pO2 = 0.133 mbar (pbase≤ 5× 10−5 mbar) from a
SrRuO3 - target (99.9% purity of raw materials, Praxair S.T. Technology Inc., Indianapolis,
USA) at a laser frequency of f = 10Hz and with a fluence of JL≈ 1 J cm−2 The heater-
temperature was TDepo = 973 K. After deposition samples were cooled down to room temper-
ature within two hours in an oxygen atmosphere of pO2 = 500 mbar.
In order to assess the quality of films deposited and facilitate comparison above described
benchmarks set by previous studies, several characteristica are used. Atomic-force micro-
graphs of as deposited films, as shown in Fig. 3.6 (a), reveal their surface morphology. The ter-
race structure that reflects the underlying SrTiO3 substrate and occasional screw-like forma-
tions that can be attributed to threading dislocations [24] are observed; no other features can be
found. Investigating larger sample areas (50µmx50µm) by means of interference microscopy
reveals that the height distribution of sample surface points follows a Gaussian distribu-
tion with a full-width at half maximum (FWHM) of FWHM = 1.2 nm (histogram shown in
Fig. 3.6 (e)).
The reciprocal space map, shown in Fig. 3.6 (b), confirms the clamping of the in-plane lattice
parameter of SrRuO3 to that of the SrTiO3 substrate a= (3.905± 0.003)Å. Furthermore
an out-of-plane lattice parameter for the thin film of c= (3.951± 0.002)Å is revealed and
confirmed by a conventional 2θ − ω scan (Fig. 3.6 (c)). These results are in good agreement
with literature: c= 3.96Å Ref. [ 25], c= (3.9635± 0.0005)Å Ref.[ 26]. Rocking-curve scans
of the pseudo-cubic (002)-peak yielded ∆ω≈ 0.028◦ (Fig. 3.6 (f)). These results indicate that
the SrRuO3 films are epitaxial with a high degree of crystalline quality. Furthermore they
suggest that our films, as generally observed for PLD films of SrRuO3, [27,28] are Ru deficient:
the out-of-plane lattice parameter of our films is higher than the corresponding value for stoi-
chiometric films (deposited by means of molecular beam epitaxy (MBE)). [28] All as-deposited
samples were examined with conventional 2θ−ω scans to confirm that the out-of-plane lattice
parameter, and thus the degree of Ru deficiency, remained constant for all samples.
3.3 Isotope Exchange Experiments
As first shown by Kilneret al. [29], introducing an oxygen-isotope profile by gas-solid exchange
and subsequent depth profiling is a powerful means to reliably determine the oxygen tracer
diffusion coefficient D∗O and simutaneously the corresponding surface exchange coefficient k∗O.
The typical course of an isotope exchange experiment consists of two steps: A pre-anneal
and an exchange- (or tracer-) anneal.
The prerequisite that purely entropically driven tracer diffusion occurs during the experiment
is that no gradients in the chemical potential of oxygen are a priori present in the sample
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(a)
(d)
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(e) (f)
Figure 3.6: (a) Atomic Force Micrograph of the surface of an as-deposited SrRuO3 thin film.
The image refers to an area of 10µm ×10µm. Steps with the height of ca. one (pseudocubic)
unit cell are clearly discernible; the root-mean-square (rms) roughness was 0.23 nm. (b)
Reciprocal space map around the SrTiO3 (103) peak measured for an as-deposited thin
film. Double peaks are due to the X-ray source’s Cu Kα1/α2 doublet. (c) 2Θ − ω-scan of
the (002)- SrTiO3 and the (220)-SrRuO3 (002)pc peak. From this measurement the out-
of-plane lattice constant is deduced. (d) line-scan of the step-structure visible in (a) (d)
Histogram of an interference microscopy measurent. It reveals that over 50µ× 50µm the
height distribution of surface points follows a Gaussian distribution with a fullwidth at half
maximum of FWHM = 1.2 nm. (e) rocking-curves of the (220)-SrRuO3 peak shown in (c)
exhibit a width of ∆ω= 0.028◦, this is only slightly above the instruments resolution of about
∆ω≈ 0.02◦ measured for the (004)-reflex on a Si-wafer.
(cf. Sec. 2.5). This is ensured by exposing the sample to the first step of the experiment, the
pre-anneal. The sample is exposed to the same thermodynamic conditions, that is the same
temperature T and the same oxygen activity aO2 as in the subsequent exchange experiment
in oxygen of normal isotopic abundance (hereafter referred to as 16O2-gas). In that manner all
gradients in the chemical potential of oxygen in the sample are eliminated. A second purpose
of the pre-anneal is to equalise any initial profile in tracer concentration on a length scale
much larger than the diffusion length realized during the tracer anneal. The third purpose
of the pre-anneal is to make sure that the sample surface is in a stable condition and does
not significantly change during the tracer anneal. [30]
These three conditions are typically fulfilled, if the pre-anneal time tpre is chosen to be one
order of magnitude longer than the exchange time tex. [31,32] 2 After quenching the sample to
room temperature the 16O2 gas is replaced by oxygen, which is highly enriched of the minor
isotope 18O (hereafter referred to as 18O2-gas). Now the same thermodynamic conditions
as for the pre-anneal are realised again for a certain exchange time tex. Then the sample is
again cooled down to room temperature.
2In present work the pre-anneal time is not always chosen to be one order or magnitude longer than the
exchange time. This is mainly because here the pre-annealing step significantly alters the sample’s properties,
a process that will be addressed in more detail in Chapter 4 of this work.
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During the experiment the temperature is monitored with a thermocouple placed directly at
the sample and is recorded as a function of time. This allows for taking into account the
ramps required for heating up to and cooling down from the set point temperature when
calculating tpre and tex.
The calculation of tpre and tex follows a method based on publications by D. R. Killoran. [33,34]
The main idea is that the diffusion process is thermally activated with a material-dependent
activation enthalpy ∆HD (cf. Sec. 2.5). For a high activation enthalpy the diffusion process
during heating and cooling will be more inhibited than for a small activation enthalpy. Con-
sequently the effective diffusion times will be shorter in the first and longer in latter case.
This is illustrated in Fig. 3.7. A temperature profile of a typical exchange anneal is shown
in Fig. 3.7 (a). Fig. 3.7 (b) depicts that when assuming an activation enthalpy of ∆HD = 2 eV
a much shorter diffusion time results than when assuming ∆HD = 1 eV. A further aspect
this kind of analysis demonstrates is that the longer the exchange time is, the less important
diffusion during heating and cooling gets and the flatter the tex vs. ∆HD curve is. For short
tex, on the other hand, the ∆HD vs. tex curve is very steep and already slight variations
in ∆HD result in significantly different tex. As a consequence, determining ∆HD with short
tracer-exchange experiments can require the iterative determination of tex and thus ∆HD.
As any chemical driving forces have been eliminated in the pre-anneal and just the entropic
motion of oxygen is present, equal amounts of 18O and 16O are exchanged between the gas
and the sample during the exchange anneal. Hence the sum of the concentrations of the
different oxygen isotopes is constant in the gas as well as in the sample. This means that
in principle one could probe the diffusion kinetics both ways by either measuring the tracer
concentration in the gas phase in-situ [35–37] or by analysing the solid sample after completion
of the exchange. [29,38–40] There is, however, one decisive drawback to the in-situ method:
The surface exchange coefficient k∗O and the tracer-diffusion coefficient D∗O cannot always be
determined simultaneously. It depends on the sample geometry, whether the surface exchange
or the diffusion process dominates and which constant can reliably be determined. [35]
For this reason ex-situ analysis of “frozen-in” tracer profiles by means of Secondary Ion Mass
Spectrometry (SIMS) (for details see Sec. 3.4) presents an excellent way to probe both k∗ex
and D∗ex simultaneously. [29,38,39]
In order to facilitate a straightforward interpretation of these frozen-in profiles, due care is
taken to keep the total amount of tracer exchanged so small that it is negligible compared
to the total gas volume. This allows for considering the tracer concentration in the gas to be
constant and to apply Dirichlet boundary conditions at the sample surface when solving the
diffusion equation (cf. Sec. 2.5).
To check this assumption’s validity the tracer concentration in the used gas is checked be-
fore each pre-anneal and exchange experiment by means of quadrupole mass-spectrometry
(PrismaPlus QMG 220, Pfeiffer Vacuum GmbH, Asslar, Germany). The isotopic abundances
are checked by monitoring the biatomic species of oxygen and calculating the abundances.
Here Refs.[41] and references therein were taken as a guideline.
The basic idea is to derive isotope abundances from measured isotope ratios. As in A.
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Nier’s paper, [41] in this work the intensity ratios 17R = 17O16O/16O16O as well 18R =
18O16O/16O16O were measured.
The percentance isotope abundance abundance for 17O and 18O are defined as
n17O =
17O
16O + 17O + 18O n18O =
18O
16O + 17O + 18O (3.5)
In a similar fashion, the measured intensity ratios R can be expressed
17R′ =
17O
16O =
217O16O
16O16O
18R′ =
18O
16O =
218O16O
16O16O
(3.6)
Combining Eq. (3.5) and Eq. (3.6) yields
n17O =
17R
2(1 +17 R+18 R)
n17O =
18R
2(1 +17 R+18 R)
(3.7)
In this context it is noteworthy that in order to determine the minor isotopes in 18O2 gas,
the ratios R were defined based on the major isotope 18O 3. Isotopic abundances determined
in the above described fashion for gases used in this work are tabulated in Table 3.1.
There are two striking aspect of the compilation in Table 3.1): 1. The isotope fractions
determined in the 16O2-gas used are within the range of the naturally occurring variations.
Here n18O is at the upper end of this range, a fact that is common for high-purity gases. [32]
2. The isotope abundances in the cryo-system used to recycle and store 18O2-gas significantly
differ from those in the metal cylinder this gas delivered in. The main reason for this discrep-
ancy is that even after extensive bake-out of the cryo-system, there is some residual 16O2 left
in the zeolithes used for gas capture. This results in “contamination” of the 18O2-gas with
16O2.4
A further assumption in need for validation is the negligibility of the presence of water and
thus the hydroxide incorporation during the course of the exchange experiment (in Sec. 2.3.3
we neglected this issue discussing the defect chemistry of SrTiO3. In Ref.[43], for example,
the incorporation reaction of hydroxide plays an important role for the defect behaviour). To
measure the humidity in the gas a dew-point sensor (Easidew On-line Hygrometer, Michell
Instruments,Friedrichsdorf, Germany) is employed. The measured dew-points are converted
into volume fractions of water using Magnus’ formula. In all experiments conducted, the water
317R = 17O18O/18O18O and 16R = 16O18O/18O18O; the calculation is analogous
4Insufficient evacuation of the vacuum-system and the potential neglection of dead-volumina in valves can
be excluded as a major contribution as the value for n18O remains constant within the error-margins over
several recycling cycles.
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Table 3.1: Isotope abundances of the two gases used in this work measured by means of
quadrupole mass spectrometry. A comparison with the certificate of analysis with of the
18O2- gas is made. The significant differences are due to the fact that the 18O2- gas is stored
in a cryo-pump-system which initially contained residual 16O2.
n16O (%) n17O (%) n18O (%)
16O2-gas (99.748± 0.003) (0.038± 0.002) (0.216± 0.003)
natural variation [42] 99.738–99.776 0.037–0.040 0.188–0.222
18O2- gas (6.345± 0.016) (1.169± 0.007) (92.572± 0.087)
Certificate of Analysis (cylinder) 2 0.9 97.1
content was below xH2O <0.1 ppmv ; this requires the dew-point to be below ϑdew≤−94 ◦C
at an oxygen pressure of pO2 = 500 mbar.
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Figure 3.7: (a) Typical profiles of the temperature measured at the sample (black line).
The heater temperature of the furnace (green line) is automatically adjusted with help of a
second control loop, which is dependent on that controlling the sample temperature (cascade
control). (b) tex versus the enthalpy of diffusion ∆HD of the investigated process . The
smaller ∆HD, the larger the effect of diffusion that takes places during heating and cooling
of the sample to the desired set point. For large errors in ∆HD, the error in tex will be large
too.
3.4 Secondary Ion Mass Spectrometry
Secondary Ion Mass Spectrometry (SIMS) is a powerful tool to probe a sample’s composition
with trace level (ppm or in some cases ppb) sensitivity, sub-micrometer lateral resolution and
sub-nanometer depth resolution. [44]
The principle of SIMS is based on the fact that during a sputter process a small fraction of
charged particles is formed that can be extracted and analyzed with a mass spectrometer. [45]
In the following, it will be shown how this principle can be exploited for the analysis of solid
state samples. In the second part of this section, some instrumental details regarding depth
profiling of oxygen isotopes will be covered.
The SIMS-principle is sketched in Fig. 3.8. Primary ions (PI) – typically Ga+, Cs+, O+2 , Bi+
– are focused onto a target with a defined energy, typically ranging from 0.25 keV to 30 keV.
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Upon impinging on the sample surface these primary ions induce collision cascades by elas-
tically transferring their energy to the target atoms (Fig. 3.8 ). Collision cascades that reach
the surface may cause species – atoms, ions or molecules – to be ejected from the target’s
first one or two mono layers, typically with an energy distribution peaking around 10 eV.
A minute fraction of these sputtered species is charged (a fraction of 10−4 to 10−6). These
are the secondary ions (SI). By means of an extraction electrode the SI are collected and
sorted according to their mass to charge ratio (mq ) in a mass spectrometer (see Fig. 3.9). This
principle allows for detection of every isotope in the periodic table. The detected intensity
of secondary ions iSIX of a specific isotope X depends on a number of variables:
iSIX = iPIY α
+/−
X ηXΘXcX (3.8)
with iPI being the primary ion (PI) intensity; Y the sputter yield; α+/−X the probability
of the formation of positive or negative ions respectively; ηX the transfer efficiency of ions
through the SIMS detector system; ΘX the abundance of the detected isotope X and cX the
concentration of the respective element.
primary ion (PI)
+
-
secondary ion (SI)
Figure 3.8: Visualization of the SIMS princi-
ple. A primary ion hits the sample surface and
induces collision cascades. Some of the cas-
cades return to the surface and secondary ions
(SI) are emitted. The blue shaded area corre-
sponds to the depth secondary ions are emit-
ted from, the “information depth”. The entire
area where collision cascades are induced by
the primary ions is called the “altered layer”.
Except for α+/−X and ηX all quantities in
Eq. (3.8), the “SIMS equation”, are tabu-
lated (ΘX) [42] or can be measured (Y and
iPI). But it is these two quantities that
vary by orders of magnitude depending on
the secondary ion monitored, the matrix in-
vestigated and the measurement conditions.
Hence SIMS intensities neither represent the
sample’s stoichiometry nor do they necessar-
ily reflect changes in concentration of an iso-
tope when investigating different materials
in heterostructures.
Considering ratios iSIX1/iSIX2 of different iso-
topes (X1 and X2) of the same element —
as for example for 16O and 18O — provides
an elegant way to make results compara-
ble between different systems. In the here
presented work we are not interested in the
absolute concentrations of elements present,
only their distribution in the heterostructure
samples is of interest. For this reason, considering only intensity ratios is sufficient to correctly
analysise isotope diffusion profiles.5
The raw data of secondary ion intensities are measured with a single event detector. The
5Absolute quantification of SIMS data is also possible by measuring iSIX on standards with similar properties
as the material under investigation, but with known cX and ΘX . Ion-implantation techniques are often
employed to produce these standards. [46–48]
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uncertainty iSIX is measured with is thus determined by counting statistics and follows a square-
root dependence ∆iSIX ∝ (iSIX )−1. To keep the error in iSIX its ratios as small as possible, a high
value of iSIX is desirable. Since iSIX is determined by the parameters in Eq. (3.8), optimization
of iSIX is only possible by tuning these parameters. Of these parameters only the primary ion
current iPI is truly material independent. All other parameters depend on the combination
of the material investigated and the secondary ion monitored. α+/−X is an exception in the
sense that it can be influenced by the primary ion used: Employing the electronegative
O+2 as a primary ion increases α+X , that means species that tend to form cations are best
monitored sputtering with O+2 . On the other hand Cs+ increases α−X , hence the investigation
of electronegative elements should be conducted sputtering with Cs+.
sample
mass
spectrometer
UHV chamber
Figure 3.9: Realisation of the SIMS principle
in a ToF-SIMS instrument. All components
are placed in a vacuum system with a base
pressure of pbase≤ 10−10 mbar. Ion guns are
used to generate ions for sputtering as well as
the secondary ions monitored. Electric charges
can be compensated with an electron flood
gun.
In the bulk part of this work oxygen isotopes
are analysised. Here iSI16/18O is generally very
high when sputtering with Cs+. Thus uncer-
tainties in intensities are low and the minor
isotope 18O can be reliably detected despite
its low natural abundance. Quite contrary,
extracting the correct isotopic fraction can
be problematic, because intensities are too
high iSI16/18O. In such cases the single event
detector saturates and intensities cannot be
measured reliably. [49–52] To avoid this prob-
lem of detector saturation and to determine
the secondary ion intensity of both oxygen
isotopes with high accuracy, the so called
“burst mode” along with the corresponding
data analysis routine, as detailed in Ref. [49],
is applied.
When analysing diffusion profiles, not only the determination of the correct isotope ratios is
a concern. A high depth resolution is also desirable. For this purpose low energy ions for
sample erosion are required. [53,54] On the other hand high energy ions are beneficial to achieve
good lateral resolution and high sputter yields. [55,56] For depth profiling both properties, a
high depth resolution and a high sputter yield, are necessary. These two goals cannot be
reached by using only one ion beam.
To solve the dichotomy between having to choose high or low energy primary ions, the
dual beam technique [57] is applied: A low energy, high current ion beam of Cs+ or O+2 is
used to efficiently sputter the sample material. A high-energy, but low current Ga+ ion
beam is employed to create the secondary ions used for analysis. This decoupling of sputter
processes for sample erosion and analysis provides the possibility to independently optimize
both processes. As the ion beam current of the Ga+ beam is very low, the sputter ion beam
still determines α−/+X .
To correctly interpret depth profiles, one has to keep in mind that profiles always are broad-
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ened by sputter-induced effects (ion-beam mixing, topography development) and a convolu-
tion of these effects with the “true profile” is observed. [58] Consequently due care has to be
taken whether these effects can be neglected or not.
During a SIMS analysis the information of the SI intensity (iSIX ) is recorded as a function of
sputter time. In order to obtain a true depth profile, the sputter time needs to be converted
into the corresponding sputter depth. To do this, sputter rates have to be determined for
each material present in the investigated sample. These rates are determined by measuring
the depth of a sputter crater after a defined sputter time by means of stylus profilometry.
In cases the material is present in form of a thin films with a thickness below d≤ 60 nm, the
thickness is determined by means of XRR.
In writing this section the following references have been consulted and shall be recommended
for a comprehensive introduction into the technological aspects of SIMS: Refs. [44,46,47,59–
61]
In this work a dual beam TOFSIMS IV machine (IONTOF GmbH, Münster, Germany) was
used. Typically a beam of 25 keV Ga+ ions was rastered over 50µm×50µm to generate
secondary ions for ToF analysis (either in burst mode to monitor oxygen isotopes or in
bunched mode to monitor metal species. [49]) Low-energy ion beams of Cs+ or O+2 were used
to sputter-etch the sample surface (2 keV Cs+ for the oxygen isotope profiles or 1 keV O+2 for
the metal species profiles) over an area of 200 µm×200 µm. For charge compensation a beam
of low-energy (< 20 eV) electrons was used.
3.5 Additional techniques
Techniques described above were used to produce, characterise and obtain the results the
main claims of this work are founded on. Other techniques were occasionally applied to sup-
port arguments or to broaden the understanding of observed phenomena.
Interference Microscopy and Stylus Profilometry:
These two methods are applied to characterise sample surfaces. Stylus profilometry is ap-
plied to determine the depth of sputter craters after a SIMS measurement and in that manner
convert sputter times into sputter depth. Interference microscopy (Wyco NT1100, Veeco In-
struments Inc., Plainview, NY, USA) is applied as a general tool to obtain information about
a sample’s surface quality. Additional information about interference microscopy can be
found in Refs. [62–64]. For stylus profilometry Refs.[64,65] can be consulted.
X-ray Photoelectron Spectroscopy (XPS) and X-ray Photoelectron Emission Mi-
croscopy (XPEEM)
These two methods rely on the photoelectric effect and enable chemical analysis of the solid
state with an information depth of approx. 5-10 nm. The characteristic binding energy of
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electrons is used to determine the electronic structure of a sample. Furthermore does the
intensity of the detected electrons allow for determination of the sample composition. With
XPEEM this information can be obtained laterally resolved, whereas XPS integrates over
the entire sample surface. For comprehensive information Refs. [ 66–68] are recommended
for cosultation. XPEEM measurements in this work were conducted by Christoph Bäumer
(PGI-7, Forschungszentrum Jülich, Jülich, Germany) and made on a NanoESCA machine
(Omicron Nanotechnology GmbH, Taunusstein, Germany) operated in aberration-corrected
energy filtered imaging ESCA mode with Al Kα X-ray illumination (pass energy 100 eV).
The same holds for XPS measurements conducted on a PHI 5000 Versa Probe (Physical
Electronics Inc., Chanhassen, USA) with Al Kα X-ray illumination, a pass energy of 29.35 eV
and a take-off angle of 45◦. Electron neutralisation was employed. The data were processed
using CasaXPS [69].
Conductivity Measurements
The electrical conductivity data used in this work was provided by Dr. Felix Gunkel (PGI-7,
Forschungszentrum Jülich, Jülich, Germany). Measurements were conducted on a physical
property measurement system (PPMS) (Quantum Design INC, San Diego, USA) employing
samples in four-terminal Hall-bar geometry.
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Chapter 4
Oxygen and Titanium Diffusion in
SrRuO3 Thin Films
This chapter will deal with oxygen and titanium diffusion in SrRuO3 thin films. First,
we will address the influence of sample exposure to elevated temperatures. Here it will
be shown in what way the experimental procedure used to investigate diffusion affects the
sample properties and thus the processes investigated. Second, the diffusion profiles obtained
for anion and for cation diffusion will be presented. Both profiles suggest a surprisingly
complex defect behaviour. This defect behaviour will be discussed. The main reason for its
complexity can be attributed to the non-equilibrium nature of PLD films. The further focus
of the discussion will be on a classification of the two diffusion processes and their comparison
with diffusion processes in other perovskite oxides.
4.1 Results
All results presented in the following were acquired with samples produced according to the
procedure presented in Sec. 3.2.3. Sample properties all match the benchmarks defined there.1
4.1.1 Initial annealing experiments
Thin films of SrRuO3 produced by PLD have been reported to undergo morphological and
chemical changes upon annealing at elevated temperatures. [1–4] For this reason we first sub-
jected our as-deposited films to pre-anneals at T = 973 K and pO2 = 500 mbar for various
times. As shown in Fig. (4.1), the surface morphology undergoes significant changes: islands
and pits appear, and the rms surface roughness increases, too, to rms= 1.75 nm after 1 day,
rms= 2.63 nm after 3 days and rms= 5.00 nm after 5 days. In the same fashion the size of
the precipitates observed on the sample surface increases (Fig. 4.1 (d)-(f)). XRD scans of the
three samples indicated no significant change in the out-of-plane lattice parameter. Only for
samples annealed at the higher temperature of T = 1073 K for much longer times, tpre > 10
days, a significant decrease in the out-of-plane lattice constant of ∆c ≈ 0.2 pm was observed
1The here presented and discussed results have already been published in: H. Schraknepper, C. Bäumer,
R. Dittmann and R.A. De Souza Physical Chemistry Chemical Physics 17 (2015) 1060-1069
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(d)
(b) (c)(a)
(e) (f)
Figure 4.1: Atomic Force Micrographs of SrRuO3 thin film samples after pre-annealing at
T = 973 K for 1 day (a), 3 days (b), and 5 days (c). The formation of islands and pits was
observed. The images refer to an area of 10µm × 10µm. In (d), (e) and (f) line profiles
across the observed precipitates are shown. Here a significant increase in the precipitate’size
is observed.
(cf. Fig. 4.2). It should be noted that changes in the out-of-plane lattice constant of similar
magnitude were detected upon delibarate variation of the cation stoichiometry in SrTiO3
thin-films. [5]
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Figure 4.2: 2Θ − ω scans of the SrTiO3
(200) and the SrRuO3 (002)pc reflexes of one
thin-film sample in the as-deposited state as
well as after anneanling at T = 1073 K and
pO2 = 500 mbar for tpre > 10 days. A shift
of the SrRuO3 (002)pc reflex to higher 2Θ is
observed indicating a reduction of the SrRuO3
out-of-plane lattice constant of ∆c ≈ 0.2 pm.
(red and green lines are the respective fits.)
Similar phenomena of island formation have
been observed for SrRuO3 [1] as well as for
other perovskite oxides. [6,7] In many cases
the newly formed precipitates are thought to
be SrO and the phenomenon is often referred
to as “strontium surface segregation”. [8,9] In
few cases, however, the nature of the precip-
itates has been directly investigated. Here
an XPEEM analysis of differently treated
SrRuO3 thin film is presented. This allows
for a clarification of the chemical composi-
tion of the observed precipitates. In par-
ticular it makes the investigation of pre-
cipitates in the early stage of their growth
possible. Here a SIMS-analysis cannot pro-
vide sufficient contrast and lateral resolu-
tion. In Fig. (4.5) an XPEEM image, which
was taken at a binding energy of EB = 132 eV
and can be assigned to the Sr 3dSrRuO3(5/2) core
level, shows dark features, which are similar in shape and length scale to the features ob-
served in the AFM micrographs (Fig. 4.1). Such features were absent from XPEEM images of
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Figure 4.3: PEEM micrographs of differently annealed samples. In the upper row the work-
function contrast is depicted. Whereas for the untreated sample no lateral inhomogenities
can be observed, for the annealed one µm-sized features can be distinguished. The same
holds for the Sr 3dSrRuO3(5/2) contrast shown for both samples in the lower row.
2
untreated films. Comparing the Sr 3d photoemission spectrum for these regions (Fig. 4.5(b))
with that for the unchanged surroundings Fig. 4.5 (a), one finds several distinct differences.
First, the Sr 3dSrRuO3(5/2) peak intensity is significantly reduced for the new features, which
accounts for the contrast in the XPEEM image. Second, and more importantly, a new
peak arises at a binding energy of EB = 135.6 eV, and the peak at EB = 133.8 eV is strongly
enhanced.
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Figure 4.4: Oxygen isotope diffusion profiles
obtained for the samples shown in Fig. 4.1 after
the same exchange time, tex = 7× 103 s, but dif-
ferent pre-anneal times, tpre: 1 day (a), 3 days
(b), and 5 days (c).
Comparison of these spectra with reference
XPS spectra of SrRuO3 and SrO thin films
(Fig. 4.5(c)) allows us to assign unambigu-
ously the new microstructural features to
SrO as a second phase: the photoemission
spectrum extracted for the dark features
can be described well by a superposition
of SrRuO3 and SrO doublets, while the
spectrum extracted for the unmodified sur-
roundings can be described by the SrRuO3
doublet (with an additional small contri-
bution from a surface component regularly
found in SrRuO3 spectra [4]).
The conventional expectation towards the
results of isotope exchange experiments is
that, regardless of the pre-anneal time tpre,
all aquired diffusion profiles should be identical, if the same exchange time tex is used. Oxygen
2All PEEM and XPS measurements presented in this section were conducted by Christoph Bäumer (PGI-7,
Forschungszentrum Jülich, Jülich, Germany)
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isotope profiles obtained for three samples that were pre-annealed at T = 973 K for different
times, surprisingly, were not identical (see Fig. 4.4), even though the three samples were
exposed to the enriched-isotope atmosphere for the same period of time. Furthermore, two
diffusion processes appear to be operative (termed here Ansl for the slower anion process and
Anfa for the faster anion process), with the faster process (Anfa) becoming more dominant
with increasing pre-anneal time.
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Figure 4.5: Sr 3d photoemission spectra obtained for unchanged regions (a) and new features
(b) of a SrRuO3 thin film pre-annealed at T = 1073 K for tpre = 42 h. Inset shows an XPEEM
image (field of view of 80 µm) recorded at a binding energy of EB = 132 eV. Reference spectra
(energy calibrated) obtained separately for as-deposited SrRuO3 and SrO films (c).
These processes will receive detailed attention in the next section (Sec. 4.2). Here it suffices to
summarize two major consequences: First, the occurrence of a second feature in the diffusion
profile at sputter-depths of 10 nm-15 nm indicates that the characterized phenomenon is not
limited to the surface, but also significantly alters the bulk properties of the SrRuO3 thin
films. Second, if accurate diffusion coefficients are to be extracted for both processes, due
care must be exercised in selecting both pre-anneal and exchange times. This is of particular
importance as the conventional selection of tpre might already result in substantial surface
roughening. Low surface roughness, however, is critical for reliable diffusion experiments (as
well as for further integration of SrRuO3 films into multilayer devices). For this reason much
shorter pre-anneal times will be chosen. This is legitimate, because the major reason for
the choice of long pre-anneal times is the establishment of stable surface conditions3 and the
removal of polishing damage. [10] In the present case of epitaxial thin films with atomically
flat surfaces, the main reason for a prolonged pre-anneal becomes obsolete.
3Here the two other reasons for the pre-anneal mentioned in Sec. 3.3 are negligible: The establishment
of a constant chemical potential will be much faster than the tracer diffusion process and thus not decicive.
Furthermore it was checked that no tracer profile was present after only the pre-anneal.
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4.1.2 Oxygen diffusion
In this section the results of isotope exchange experiments and the subsequent SIMS-analysis
are presented. As elaborated in Sec. (3.3), due care was taken that the boundary conditions
imposed by the isotope exchange experiment correspond to isotope incorporation taking place
from a large volume of gas, such that n∗gas is constant for the duration of the anneal. [10] A
second requirement for the way of straight forward data analysis, presented in Sec. 2.5, to be
valid, is that the isotope profile is shorter than the film thickness. In this case the film can
be treated as a semi-infinite medium.
Only then the solution of the diffusion equation for a uniform medium with these boundary
conditions and with first-order surface-reaction kinetics is a modified complementary error
function: [11]
n∗r =
n∗(x, tex)− n∗bg
n∗gas − n∗bg
= erfc(x′)− exp(h′x′ + h′2) · erfc(x′ + h′) (4.1)
where the solution has been written in terms of the dimensionless variables x′ = x/
√
4D∗Otex
and h′ = (k∗O/D∗O)
√
D∗Otex, with D∗O being the tracer diffusion coefficient of oxygen, k∗O the
oxygen surface exchange coefficient and x the spatial coordinate.
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Figure 4.6: (a) Oxygen isotope diffusion profiles measured for different exchange times and
the corresponding fitted curves to Eq. (4.1): Ansl (solid line), Anfa (dashed line). (b) Oxygen
tracer diffusion coefficients obtained as a function of exchange time tex for both Ansl and
Anfa. Samples were annealed at T = 1023 K and pO2 = 500 mbar.
Whereas a single feature is expected for a uniform medium with constant D∗O (Eq. (4.1)),
the experimental profiles obtained for SrRuO3 thin films for various exchange times (but
with constant pre-anneal time) show two features (see Fig. 4.6 (a)). The traditional explana-
tion for a diffusion profile consisting of two features is the occurrence of bulk diffusion (the
slow process) and accelerated diffusion along extended defects such as dislocations or grain
boundaries combined with bulk diffusion (the fast process). This is referred to as “Harrison
type-B” diffusion kinetics (cf. Sec. (2.5.2)). As it will be shown in Sec. 4.1.4, however, Anfa
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does not correspond to diffusion along extended defects, neither along dislocations nor along
grain boundaries. Rather, Anfa is best described by a modified complementary error func-
tion, Eq. (4.1). The entire profile is therefore described by two modified complementary error
functions, each with a tracer diffusion coefficient and a surface exchange coefficient.
When describing the experimentally obtained data with Eq. (4.1), the major concern regards
the reliability of the extracted diffusion constants for both processes, D∗O(Ansl) andD∗O(Anfa).
The reason is the extremely shallow nature of the profiles observed. This subject was broached
in Sec. 3.4. We know that SIMS profiles are broadened by ion beam mixing and the surface
roughness of the sample. These effects can be taken into account by determining a depth
resolution function for each specific material system. [12] As this is a very elaborate process,
question one has to aks is: When does the SIMS depth resolution function has to be considered
and when can it be neglected? One answer this question by plotting the extracted diffusion
constants D∗O(Ansl) and D∗O(Anfa) as a function of exchange time tex as shown Fig. 4.6 (b).
The data for Ansl, with the exception of the data point for the shortest exchange time,
display a constant value. This means that after the profile lengths exceed a certain limit,
profile broadening can be neglected. And although the depth resolution function was not
determined, one can deduce from Fig. 4.6 (a) and Fig. 4.6 (b) that isotope diffusion profiles
have to be at least 15 nm long in these particular samples to obtain reliable transport data.
Furthermore it is confirmed that, even for such short isotope penetration profiles (here, of
the order of tens of nanometers), it is possible to reliably determine diffusion coefficients.
In this context I want to emphasise that by taking care of the issues described above the
determination of reliable diffusion data is an iterative process. Neither D∗O(Ansl/Anfa) nor
the activation enthalpy of the diffusion process are known prior to the experiments. For this
reason one has to repeat the experiment in cases the realised profile length did not exceed
the required 15 nm. At the same time arbitrarily long exchange times are not feasible, as the
realization of too long diffusion profiles would violate the semi-infinite medium conditions
demanded for a reliable extraction of D∗O(Ansl/Anfa).
Figure 4.7: Variation as a function of inverse temperature of oxygen tracer diffusion coef-
ficients D∗O (a) and oxygen surface exchange coefficients k∗O (b). All data refer to an oxygen
partial pressure of pO2 = 500 mbar.
In Fig. 4.6 (b) the data for the two observed processes is shown. The values for Anfa show
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more scatter than those for Ansl. As a consequence we limited further analysis of Anfa to
those diffusion coefficients obtained for the longest exchange times. It is also noted that no
Anfa profile was observed for the shortest exchange time. A reason for both observations
will be presented in Section 4.2. The the transport data shown in Fig. 4.7 were obtained
by repeating the above outlined procedure at different temperatures. It is worth noting that
k∗O(Ansl) > k∗O(Anfa), althoughD∗O(Ansl) < D∗O(Anfa); in both cases the activation enthalpies
are, within experimental error, identical. Analysis yields values for oxygen tracer diffusion
of ∆HD∗O(Ansl) = (2.1± 0.2) eV and ∆HD∗O(Anfa) = (2.0± 0.3) eV, and for oxygen surface ex-
change of ∆Hk∗O(Ansl) = (2.3± 0.2) eV and ∆HkD∗O(Anfa) = (2.0± 0.7) eV.
4.1.3 Titanium diffusion
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Figure 4.8: (a) Normalized secondary ion intensity, InormTi = I(48Ti)/I(88Sr), obtained for
thin-film SrRuO3 on single crystal SrTiO3 substrates for various annealing times and the
corresponding fitted curves to Eq. (4.2): Catsl (solid line), Catfa (dashed line). (b) Titanium
diffusion coefficients obtained as a function of annealing time tann for both Catsl and Catfa.
Samples were annealed at T = 1073 K and pO2 = 500 mbar.
By comparing SIMS depth profiles for an as-deposited and for annealed samples (Fig. 4.8 (a)),
we found unequivocal evidence of Ti diffusion into the SrRuO3 thin film, but no evidence of
Ru diffusion into the SrTiO3 substrate. It is striking that, as in the case of oxygen tracer
diffusion, two distinct Ti diffusion processes (a slower cation process, Catsl, and a faster
cation process, Catfa) are clearly discernible. In this case, however, the faster process, Catfa,
becomes less pronounced with increasing anneal time, and for the longest diffusion time
examined, it is no longer discernible.
Since the total amount of Ti diffusing into the SrRuO3 thin film is small, the SrTiO3 substrate
effectively serves as a constant source of the Ti diffusant. The appropriate solution of the
diffusion equation is thus [11]
InormTi = A erfc
[
x
2
√
DTi · tann
]
(4.2)
where InormTi is the secondary ion intensity of titanium normalised to the value for strontium;
A is a scaling factor; and DTi is the diffusion coefficient of Ti in thin film SrRuO3.
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Figure 4.9: Variation ofDTi, the diffusion coef-
ficient of Ti in thin-film SrRuO3, as a function of
inverse temperature. All data refer to pO2 = 500
mbar.
Each of the two parts of the cation diffu-
sion profile is best described by Eq. (4.2),
as shown in Fig. 4.8(a). As in the case of
oxygen tracer diffusion, Catfa cannot be at-
tributed to fast diffusion of Ti along dislo-
cations, because it disappears with increas-
ing anneal time. The values of DTi(Cats)
and DTi(Catf) obtained from the fits are
plotted as a function of anneal time tann in
Fig. 4.8 (b). As far as it is possible to deter-
mine, both diffusion coefficients are inde-
pendent of annealing time, confirming that
diffusion processes were observed, rather
than, for example, the effect of interface
roughening. Note the annealing times in-
volved in cation diffusion are much longer than for anion diffusion (compare Fig. (4.6) (b) and
Fig. 4.8 (b)), and the respective diffusion coefficients are correspondingly smaller, DTi  D∗O.
In Fig. 4.9, data obtained for DTi(Catsl) and DTi(Catfa) as a function of temperature are
shown. The activation enthalpies of diffusion are ∆HDTi(Catsl) = (4.3± 0.3) eV and
∆HDTi(Catfa) = (4.2± 1.5) eV.
4.1.4 Potential influence of extended defects
Generally, for diffusion profiles that consist of two features, the second feature is taken as
evidence of short-circuit diffusion along extended defects, such as dislocations or grain bound-
aries. [13,14] This is known as “Harrison type-B” diffusion kinetics. [14,15] In such cases, the
second feature of the profile – termed the “tail” – displays certain characteristics depending
on the type of extended defect: for dislocations, [16] the tail has the form c ∝ exp (−Zdisx),
whereas for grain boundaries, [17] the tail has the form c ∝ exp (−Zgbx6/5). In both cases Z
is the characteristic slope in a ln(x) versus x or in an ln(x) versus x6/5 plot respectively. In
addition, the specific values of Z vary with increasing time in different ways, Z ∝ tm: for
dislocations m ≈ 0 but for grain boundaries m = −3/10.
The diffusion profiles presented in Fig. 4.6 were analysed in terms of short-circuit diffusion
along dislocations [16] or along grain boundaries. [18] The values of Zdis and Zgb obtained
are shown as a function of time in Fig. 4.10. Neither set of data is consistent with Anfa
corresponding to short-circuit diffusion. Furthermore, the variation in Anfa with pre-anneal
time argues strongly against assigning this process to short-circuit diffusion (see Fig. 4.4).
Hence an alternative explanation for the appearance of two features in a diffusion profile has
to be provided.
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Figure 4.10: Analysing Anfa as if it were fast diffusion along grain boundary or dislocations.
Data refer to isotope profiles at T = 1023 K and pO2 = 500 mbar.
4.2 Discussion
4.2.1 Anion diffusion
In this section all phenomena related to diffusion taking place in the oxygen sublattice will
be discussed. In the first part of the discussion the obtained oxygen tracer diffusion data
will be compared with diffusion data available for other perovskite oxides. Furthermore some
defect-chemical aspects of SrRuO3 will be discussed and in this context an explanation for
the appearance of the two-fold diffusion profiles will be given. Subsequently the measured
activation enthalpies of diffusion will be compared and discussed. Here two admittedly rather
speculative explanations for the unusual values of the activation enthalpies will be given.
Lastly the kinetics of the oxygen incorporation reaction, here condensed by kD∗O will be
classified and discussed.
Oxygen diffusion and the origin of two diffusion mechanisms
The oxygen tracer diffusion coefficient in the case of oxygen migration by a vacancy mecha-
nism can be expressed as
D∗O = f∗DVnV, (4.3)
where f∗ is the tracer correlation coefficient (for dilute, non-interacting oxygen vacancies in
an ABO3 perovskite oxide, f∗ = 0.69); [19] DV is the vacancy diffusion coefficient; and nV is
the site fraction of oxygen vacancies. In Fig. 4.11(a) we compare D∗O obtained for thin-film
strontium ruthenate with data for selected other perovskite oxide compositions. One sees
that oxygen diffusion in SrRuO3 is many orders of magnitude slower than that in nominally
undoped SrTiO3 and BaTiO3, and is comparable with that in LaMnO3. Examination of Eq.
(4.3) indicates that these low values of D∗O are due either to lower vacancy diffusivities DV
or to lower site fractions of oxygen vacancies nV.
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Material ∆HD∗O (eV) ∆Hmig,V (eV) ∆Hk∗O (eV) ∆Hgen,V (eV) Ref.
SrRuO3 (2.1± 0.2) – (2.5± 0.4) - this work
LaMnO3 (2.49± 0.23) ≈ 0.7 (1.48± 0.16) (3.61± 0.06) 20–23
LaCoO3 (3.2± 0.22) (0.78± 0.22) (1.96± 0.16) - 24
LaFeO3 (2.21± 0.16) (0.77± 0.25) - - 19
BaTiO3 (0.68± 0.08) (0.70± 0.04) (2.15± 0.13) (2.82± 0.39) 25,26
SrTiO3 (0.58± 0.08) (0.62± 0.08) (2.95± 0.25) (3.75± 0.13) 27,28
LaAlO3 (1.00± 0.03) (1.02± 0.03) (2.42± 0.24) - 29
Table 4.1: Comparison of activation enthalpies of oxygen tracer diffusion, oxygen vacancy
diffusion and oxygen surface exchange in selected ABO3 perovskite oxides.
Comparing literature data [19,20,24,25,27,29] for DV in ABO3 perovskite oxides [Fig. 4.11(b)],
one finds (as previously identified [19,30,31]) that isothermal values of DV vary by less than one
order of magnitude between different ABO3 perovskite oxides. This strongly suggests that
the low values of D∗O in SrRuO3 arise from the low site fraction of oxygen vacancies. We
cannot discount the possibility, however, of DV in the SrRuO3 thin-films being outside the
(small) range of the literature values for single crystals and polycrystalline ceramics shown
in Fig. 4.11(b). Being epitaxial and under a small compressive strain, the thin films may
exhibit different vacancy diffusivities compared with unstrained bulk samples, as strain is
known to affect the migration of vacancies in perovskite oxides. [32,33] Since the degree of
strain is small, though, with ∆a/a= 0.64 % (based on the lattice mismatch of pseudocubic
lattice parameters), the effect on DV is likely to be small, too. Hence, we conclude that it is
low nV that is primarily responsible for the low D∗O.
Figure 4.11: Comparison of selected oxygen (a) tracer diffusion and (b) vacancy diffusion
coefficients: Ans and Anf this work; A – BaTiO3 single crystals [25]; B – LaAlO3 single
crystals [29]; C – SrTiO3 single crystals [27]; D – LaCoO3 single crystals [24]; E – LaFeO3 [19]; F
– LaMnO3 ceramics [20]. All data refer to 200 ≤ pO2/mbar ≤ 1000.
Two questions arise: Why is nV so low? And why were two anion diffusion processes, Ansl
and Anfa, observed? The answers to these two questions lie in a combination of SrRuO3
displaying unusual defect chemistry and of PLD thin films being metastable systems. This
combination also explains diverse questions concerning cation transport and morphological
changes.
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Specifically in contrast to the vast majority of perovskite oxides, SrRuO3 has a strong ten-
dency towards oxygen hyperstoichiometry, with the excess oxygen coming from cation vacan-
cies rather than oxygen interstitials. There is thus a strong similarity with the well-known
oxygen excess perovskite LaMnO3. [34] The predominant cation vacancies in this case are on
the Ru sublattice, and hence the chemical composition is SrRu1−zO3. [35] These negatively
charged Ru vacancies are compensated by positively charged electrons holes, as in the anal-
ogous case of LaMnO3. [36,37] Investigations of SrRuO3’s electrical properties [38,39] indicate
that electron holes are the majority charge carriers. Hence, the charge neutrality equation
can be approximated by
4 · [V′′′′Ru] ≈ [h•]. (4.4)
SrRuO3 thin films deposited by PLD exhibit a significant Ru deficiency, [40] but also contain
probably more Sr vacancies than stipulated by equilibrium thermodynamics. Such high
concentrations of vacancies on both cation sublattices are expected for films grown by a non-
equilibrium process, such as PLD, as evidenced by studies [41,42] of cation defects in PLD thin
films of SrTiO3. The chemical formula of thin-film strontium ruthenate in its as-deposited
state is thus Sr1−yRu1−z′O3, with y < z′ and z′ > z. The time-dependent behavior observed
for anion and cation diffusion arises from these metastable films reducing their Ru deficiency.
And they do so by expelling superfluous SrO and O2 from the lattice,
Sr×Sr + 3O
×
O + V
′′′′
Ru + 4h• −→ SrO(s) + O2(g) (4.5)
That is, one formula unit of SrRuO3 lattice sites is annihilated, and SrO forms as a second
phase at the sample surface. This decomposition reaction accounts for the appearance on the
SrRuO3 surface (in the atomic force micrographs, Fig. 4.1) of pits (annihilated formula units)
and of the small islands of SrO. The observed decrease in the out-of-plane lattice parameter
is also consistent with a decrease in the amount of Ru deficiency. [35,40]
Oxygen vacancies, in any case, are minority defects: they do not appear in Eq. (4.4). Their
concentration is governed by the Schottky disorder equilibrium,
Sr×Sr + Ru
×
Ru + 3O
×
O ⇀↽ V
′′
Sr + V′′′′Ru + 3V••O + SrRuO3(s), (4.6)
with equilibrium constant,
KSch(T ) = [V′′Sr][V′′′′Ru][V••O ]3. (4.7)
Since V′′′′Ru (and V′′Sr) are the dominant defects (and fixed through the PLD process), [V••O ] is
small. Consequently nV(≈ [V••O ]/[O×O]) and D∗O are small, too.
Furthermore, the appearance of the two anion diffusion processes becomes clear: Ansl corre-
sponds to diffusion in the metastable parent phase (Sr1−yRu1−z′O3), while Anfa corresponds
to diffusion in the newly-forming daughter phase (SrRu1−zO3). We emphasize that the values
of D∗O(Anfa) we measured probably do not refer to the equilibrium daughter phase, but to
various stages on the way to the daughter phase (see Fig. 4.14). Nevertheless, it is clear that
a decrease in [V′′′′Ru] (and in [V′′Sr]) leads, according to Eq. (4.7), to an increase in the oxygen
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vacancy concentration [V··O] from parent to daughter phases. And thus, as observed exper-
imentally [Fig. 4.7(a)], oxygen diffusion in the daughter phase is faster than in the parent
phase. That the activation enthalpy of oxygen tracer diffusion is the same for Ansl and Anfa
is an additional indication that the two processes simply reflect differing concentrations of
oxygen vacancies in parent and daughter phases and differ neither in mechanism nor in path.
Activation enthalpies
In the preceding section the low concentration of oxygen vacancies and the pivotal importance
of cation defects were emphasiseed. This raises the question of why the oxygen vacancy
concentration in SrRuO3 is so low. One potential explanation can be found by identifying
general trends in perovskite oxides:
We start from a completely stoichiometric ABO3 perovskite, in which (i) all A, B and O
sublattices are fully occupied and (ii) the B transition-metal cation is formally characterised
by a d4 configuration. A more favorable electron configuration is either d5 or d3. Let us
assume that the latter is preferred, that is, the B cation would like (at least partially) to be
oxidised, and one method to achieve this is to incorporate oxygen into the material. There are,
however, no vacant sites on the oxygen sublattice, and the formation of oxygen interstitials
is energetically prohibited in the close-packed ABO3 perovskite lattice (see Sec. 2.3.1). The
alternative is to create a cation-deficient compound, e.g., ABO3 + 2y1−yO2 → A1−yB1−yO3. [43]
Since Mn3+ is formally 3d4, and Ru4+ is 4d4, this simple picture provides an explanation for
both LaMnO3 and SrRuO3 being oxygen-excess / cation-deficient perovskites. It strongly
suggests that their defect structures will be similiar, too.
This potential similarity is further supported by comparison of he measured activation en-
thalpies of oxygen tracer diffusion, ∆HD∗O , which are around ∆HD∗O ≈ 2.2 eV for both systems.
From Eq. (4.3) (cf. Sec. 2.5), one finds that ∆HD∗O is the sum of the two terms,
[27]
∆HD∗O = ∆Hmig,V + ∆Hgen,V (4.8)
where ∆Hmig,V is the activation enthalpy for vacancy migration, ∆Hgen,V is the generation
enthalpy of oxygen vacancies, and reflects the change in vacancy concentration with temper-
ature.
In Table 4.1 ∆Hmig,V is seen to be between 0.6 eV and 1 eV for most perovskite oxides. Con-
sequently one could assume ∆Hgen,V to be of the order of at least 1 eV.
Looking at the compiled values for ∆Hgen,V in the same table, however, reveals that assuming
a value for ∆Hgen,V of the order of 1 eV might in both systems be an underrating of ∆Hgen,V.
For LaMnO3 this problem has already been identified among others by Lee and Morgan [22]
as well as by De Souza and Kilner [31]. One attempt to explain this behaviour is the assump-
tion of a charge-disproportionation reaction, which is part of the defect chemical model of
LaMnO3. [44–47]
Lee and Morgan [22], for instance, used a charge-disproportionation reaction to bring experi-
mental values and the results of ab-initio calculations in accordance.
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Furthermore the assumption of charge-disproportionation in accordance with Goodenough et
al.’s [48] bad-metal conduction picture of LaMnO3 at high temperatures. [22]
Since SrRuO3 is one of the archetype bad-metals, this, again, strongly suggests similar defect-
structures of LaMnO3 and SrRuO3 and emphasizes their unique position within the perovskite
oxide family.
Furthermore by Ru4+ disproportionating to Ru3+ and Ru5+ energetically favourable d5 or
d3 electron configurations would be established. Ansl and Anfa exhibit the same activation
enthalpies, despite corresponding to different cation as well as anion vacancy concentrations
in the sample. This questions a competing model according to Lankhorst et al. [49] sometimes
used [31] to explain a reduction of ∆Hmig,V in LaMnO3, as this model strongly relies on
deviations in cation stoichiometry.
Surface exchange
In this last part of the discussion, I will focus on the oxygen reduction reaction (ORR),
particularly on the values obtained for the surface exchange coefficients k∗O. Comparing the
surface exchange coefficients for the two different observed processes, Anfa and Ansl, it is
evident that for the slow diffusion mechanism Ansl the surface exchange is slow too.
SrO is known to drastically hamper surface exchange kinetics. [6,50] Jung and Tuller [6] pro-
posed two mechanism potentially being responsible for this phenomenon: Either a limited
electron transfer through a dense SrO layer or a limited active surface area where the ORR
can take place is responsible for a reduced k∗O.
AFM-micrographs and the complementing PEEM-analysis conducted in this work show that
SrO is not present as a dense cover layer, but rather as surface precipitates. This strongly
suggests that a limited surface area is involved in the ORR, which results a reduction of
active surface sites for the ORR to take place and eventually leads to a diminished k∗O.
Whereas the relative relation between in k∗O(Ansl) and k∗O(Anfa) seem understandable, the
more intriguing question arises when comparing the obtained temperature dependent surface
exchange coefficients with those of other perovskite oxides.
It is striking that SrRuO3 is the material with the lowest values for k∗O, both absolute
(Fig. 4.12 (a)) as well as when taking D∗O into account (Fig. 4.12 (b)). This is especially
peculiar as according to De Souza [51] a material with a low concentration of oxygen vacan-
cies and a high concentration of electronic charge carriers should exhibit a particularly high
surface exchange rate k∗O. Here it might be important to note that in SrRuO3 the electronic
charge carriers are holes, but for the rate determining step of the oxygen incorporation reac-
tion electrons are required. [52] Furthermore it is not clear in what way the oxygen vacancy
concentration in the outermost surface layers facilitates the ORR as these vacancies would
expose the transition metal cation (Ru) in the subsurface-layer. [53] In this context the elec-
tronic structure of the surface, which is influenced by the transition metal cation, seems to
be of crucial importance. [54]
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Figure 4.12: Comparison of selected oxygen surface exchange coefficients for different per-
ovskite oxides: Ans and Anf this work; A – BaTiO3 single crystals [25]; B – LaAlO3 single
crystals [29]; C – SrTiO3 single crystals [27]; D – LaCoO3 single crystals [24]; E – LaFeO3 [19]; F –
LaMnO3 ceramics [20]. H – LaSrMnO3 ceramics [31] All data refer to 200 ≤ pO2/mbar ≤ 1000.
4.2.2 Cation diffusion
Before discussing the Ti diffusion data, three comments shall be made. First, Ti resides most
likely on the Ru sublattice in SrRuO3 on account of the similar ionic radii of the two ions in
sixfold (VI) coordination: [55] rVIRu4+ = 0.62Å; rVITi4+ = 0.605 Å. Second, the asymmetry in the
cation diffusion process—Ti diffuses into SrRuO3, but there is no measurable Ru diffusion
into SrTiO3—can be explained by the relative concentrations of B-site vacancies in the two
materials. In SrRuO3, there is a high concentration of empty sites available for Ti to occupy
(V′′′′Ru is high), but in SrTiO3, there is a lack of available sites for Ru to occupy (V′′′′Ti is
low), and hence, appreciable diffusion is only apparent in one medium. Third, the chemical
diffusion of Ti as a neutral component into SrRuO3 requires the ambipolar diffusion of Ti4+
and another charged species. The obvious possibility is oxygen ions. The in-diffusion process
corresponds, therefore, to TiO2 as a chemical component being incorporated in miniscule
amounts into SrRuO3, thereby generating V′′′′Ti and 2V••O in SrTiO3. Because anions are more
mobile than cations in ABO3 perovskites (compare Fig. 4.11 and Fig. 4.13), the chemical
diffusion of Ti will be governed by the diffusion of the cations.
With regard to the two diffusion processes, the faster process that disappears with increasing
anneal time, Catfa, can be assigned to diffusion in the parent phase with its higher Ru
deficiency. The slower process that becomes more dominant with increasing anneal time,
Catsl, then corresponds to diffusion in the daughter phase, with its diminished Ru deficiency
(see Fig. 4.14).
In Fig. 4.13, the here reported data is compared with data reported in the literature for cation
diffusion in perovskite oxides. [56–60,63] In terms of the absolute magnitude, the here measured
values agree well with literature data. There are, however, two issues that are unclear. First,
a comparison of the measured activation enthalpy ∆HDTi = (4.3 ± 0.3) eV with literature
data (see Table 4.2)) suggests ∆Hgen,V to be close to zero, whereas the concentration of Ru
vacancies is expected to decrease with increasing temperature, i.e. ∆Hgen,V should be negative
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Cation in Perovskite ∆HDCat (eV) Ref.
Ti in SrRuO3 (4.3± 0.3) this work
Mn in LaMnO3 (0.6± 0.1) 56
Pr in LaMnO3 (1.3± 0.1) 57
Mn in (Ba,Sr)(Co,Fe)O3 (3.9± 0.6) 58
Sr in (La,Sr)CoO3 (3.5± 0.4) 59
Zr in BaTiO3 (5.1± 0.6) 60
Sr in BaTiO3 (5.6± 1.2) 60
Ti in SrTiO3 ∼ 3.3 58
Sr in SrTiO3 (4.0± 0.3) 61
VTi in BaTiO3 (3.9± 0.7) 62
Table 4.2: Comparison of activation enthalpies for cation diffusion in various ABO3 per-
ovskite oxides.
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Figure 4.13: Comparison of cation diffusion coefficients in selected ABO3 perovskites:
Ti(Catsl) in SrRuO3 thin-films – this work; A – Mn in LaMnO3 ceramics [56]; B – Pr in
LaMnO3 ceramics [57]; C – Mn in (Ba,Sr)(Co,Fe)O3 ceramics [63]; D – Sr in (La,Sr)CoO3 thin-
films [59]; E – Zr in BaTiO3 single crystals [60]; F – Sr in BaTiO3 single crystals [60]; G – Ti in
SrTiO3 single crystals [58]; H – Sr in SrTiO3 single crystals [61]
(cf. LaMnO3 [56]). Second, our data are remarkably close to data obtained by Kubicek et
al. [59] for Sr diffusion in (La,Sr)CoO3, and it is unclear if this is due to both studies being
conductued on thin-film samples.
4.3 Conclusions
Through investigations of oxygen tracer diffusion and titanium diffusion, the behavior of
point defects in thin-film SrRuO3 was revealed to be surprisingly complex. The following
points are emphasized:
• Thin-film samples of perovskite oxides (e.g. SrRuO3) produced by PLD possess a
metastable point-defect structure. Given sufficient time and/or temperature, such sys-
tems will relax to equilibrium.
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Figure 4.14: Schematic summary of operative diffusion processes and the time regimes
in which they are probed. At short anneal times (a), the films can be considered as as-
deposited: the decomposition reaction [Eq. (4.5)] has yet to proceed appreciably, as the
cations are comparatively slow. Oxygen diffusion, being much faster, is observable as Ansl.
At intermediate times (b), cation mobility starts to be evident through the observation of
Catfa and the appearance of Anfa. These two processes refer to different phases because they
occur at different interfaces, Catfa at SrTiO3|SrRuO3; Anfa at SrRuO3|O2(g). Note D∗O(Anfa)
shows enlarged scatter because the composition of the daughter phase is continually changing
as diffusion is being probed. At long anneal times (c), the films’ relaxation to the final
equilibrium state has progressed furthest, and Catsl is observed. Anion diffusion was not
examined at such long times due to the prohibitively high surface roughness.
• The multiple anion and cation diffusion processes that were observed refer to transport
in the metastable parent and the newly forming daugther phases.
• The physical properties of PLD thin-film systems may differ considerably from those
of single crystals or bulk ceramics. The appearance of SrO at the sample surface, for
example, is due to the metastable nature of PLD thin-films, not due to surface segrega-
tion. On the one hand, this means that care is therefore required when comparing PLD
thin films with other systems. On the other hand, it means that PLD can fabricate
point-defect structures far from equilibrium.
• Compared with most other ABO3 perovskites, the diffusion of oxygen in SrRuO3 is
found to be abnormally slow. Thus, thin-film SrRuO3, when used as an electrode, acts
effectively as a diffusion barrier for oxygen, and oxygenating underlying oxide layers in
an oxide heterostructure will be prolonged severely.
• A further striking issue is the magnitude of the measured activation enthalpies of oxygen
diffusion. Here the fact that SrRuO3 exhibits bad-metal behaviour seems to open
a promising way for future endeavour in connecting defect chemistry and electronic
properties of this material.
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Chapter 5
The ruthenium deficiency in
SrRuO3 thin-films: A variation and
its impact on basic film properties
The optimization of deposition parameters is indispensable for the successful growth of thin-
films by means pulsed laser deposition (PLD). In the case of SrRuO3, film properties are
drastically affected by the choice of deposition temperature TS, [1–3] the oxygen background
pressure pO2 [2,4,5] as well as the laser fluence JL. [6] A major general obstacle for PLD growth
of SrRuO3 is Ru loss during deposition, which prohibits the growth of perfectly stoichiomet-
ric SrRuO3 thin-films. [7,8] In the preceding chapter (Chapter 4) the paramount importance
of this Ru non-stoichiometry for the film’s complex defect behaviour was emphasized. Delib-
erately adjusting the Ru deficiency would provide further insights into the defect chemistry
of SrRuO3.
The main argument presented for the phenomenon of Ru loss during PLD deposition is the
thermodynamic instability of several Ru species, [7,8] such as RuO4 and RuO3. [8]1
When recalling the major principle of PLD, however, one finds that it is the prevalence of
kinetics over thermodynamics that mainly facilitates the deposition of materials, particularly
that of complex oxides (cf. Sec. 3.2.1 and Refs. [ 9,10]). Therefore it seems peculiar that
mostly thermodynamics arguments are used to explain the Ru deficit in SrRuO3 thin-films.
The underlying idea of the study presented in this chapter is to investigate the impact of
deposition kinetics on the Ru deficiency. The hypothesis is that a variation in deposition
frequency f kinetically hampers the reactions leading to Ru loss during deposition. It will be
shown that an increase of the deposition frequency f is sufficient to systematically increase
the cation off-stoichiometry and in this manner influence structural, electrical as well as
oxygen-defect and disorder properties in SrRuO3 thin films.
In the first section the differences to the standard deposition conditions described in Sec. 3.2.3
will be outlined. This is followed by the presentation of the results obtained. Here first a
characterisation of the varying structural film properties is given. Then the results regarding
1The main species here are RuO4 and RuO3. [8]In this study it was not determined which of the several
volatile ruthenium species evaporates, I will refer to them as RuOx.
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Figure 5.1: Exemplary result from characterization of an SrRuO3 thin-film: (a) Reciprocal
space mapping confirms the coherence of the in-plane lattice parameter of film and substrate.
(b) line profiles across the step-edges confirm resemblance with the SrTiO3 substrate (deposi-
tion conditions in particular case: f = 18 Hz step-length lT = 240 nm and f = 2 Hz step-length
lT = 450 nm ) AFM micrograph of as deposited films with (c) f = 18 Hz and (d) f = 2 Hz
oxygen diffusion are presented. Finally the differences in electrical properties of the different
films are shown. The subsequent discussion is structured in the same manner.
5.1 Modified deposition conditions
All samples used in the present section were deposited at a deposition temperature of
TDep = 873 K. The reduction of the deposition temperature compared to the standard con-
ditions (see Sec. (3.2.3)) was carried out for two reasons: First, to reduce loss of volatile
RuOx [8] species during deposition (see for instance Ref. [ 6]). Second, to extend the param-
eter space available for variation of the deposition frequency. Here Hong et al. [11] showed
that by reducing TDep and choosing substrates with a small terrace width lT of the vicinal
step-structure (lT≤ 500 nm), the conditions for step-flow growth to occur are less sensitive to
variation of deposition frequency f (cf. Fig. 1 in Ref. [11]). The choice of substrates with a
terrace width of lT ≤ 500 nm and a deposition temperature of TDep = 873 K thus allowed for
the growth of SrRuO3 thin-films with frequencies ranging from f = 2 Hz to f = 18 Hz without
changing the basic growth mode. The oxygen partial pressure and the laser fluence were not
altered compared to the values reported in Sec. 3.2.3. [pO2 = 0.133 mbar; JL≈ 1 J cm−2]
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5.2 Results
5.2.1 Structure and Stoichiometry
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Figure 5.2: Results of an investigation of the
film’s composition by means of XPS. With in-
creasing deposition frequency the Ru-content
decreases. Furthermore an SrO component is
observed. The fraction of this component in-
creases with increasing deposition frequency.2
All films considered in this study exhibit
atomically flat morphology similar to the
vicinal step-structure of the SrTiO3 sub-
strate. Deposition at high frequencies re-
sulted in more facetted step-structure than
when depositing at low frequencies (Com-
pare Fig. 5.1 (c) for high and (d) for low
frequencies). Quantification of this phe-
nomenon by different measures such as step-
length and width of island or length of facet
free area on the steps did not reveal any de-
pendence on the frequency, but remained in
the same order as the substrate step-length.
The epitaxial relationship between film and
substrate was confirmed by means of recipro-
cal space mapping around the (103) SrTiO3
peak (Fig. 5.1 (a)) exemplary shown for the highest frequency f = 18 Hz). ω-scans revealed
rocking-curve widths of FWHM ≈ 0.03◦ for all films; no significant differences in FWHM
between the films were observed.
Granted that the film’s in-plane lattice parameter is clamped to the SrTiO3 substrate, 2Θ−ω
scans probe the out-of-plane lattice parameter from which the strain-state  of the film can
be derived according to
 = cpc − a0pc
a0pc
(5.1)
with cpc being the film’s out-of-plane lattice parameter derived from XRD-scans in Fig. 5.3 (a)
and a0pc= 3.93Å being the pseudocubic lattice parameter of bulk SrRuO3. [12,13]
Values for cpc and  are depicted in Fig. 5.3 (b). It is evident that an increase in deposition fre-
quency f results in increased tensile strain in the out-of-plane direction.
The composition of the same set of films was investigated in the as-deposited state by means
of X-ray photoelectron spectroscopy (XPS). The results can be summarized as follows: Sam-
ples deposited at highest frequencies posses the lowest ruthenium content and thus more
ruthenium vacancies (Fig. 5.2). A further observation is that the fraction of SrO increased
as the ruthenium content decreased (Fig. 5.2). In other words deposition at low frequencies
results in films with stoichiometric Sr:Ru ratio (Sr/(Sr+Ru) = 0.5) and thus enables congru-
ent transfer of the target’s composition. As the information depth of XPS is limited to first
2XPS data presented in this section were measured and processed by Christoph Bäumer (PGI-7,
Forschungszentrum Jülich, Jülich, Germany)
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few nm of the films, the values depicted in Fig. 5.8 (b) do not necessarily represent the true
ratios in the bulk of the film. Nonetheless we consider the observed trend to reliably reflect
differences between the samples. This is for two reasons: First the same trends were ob-
served for XPS analysis with different incident angles of x-ray photons and therefore different
depth of origin of the analysed electrons. Secondly the same correlation between ruthernium
non-stochiomety and out-of-plane lattice parameters where observed in several previous stud-
ies. [7,14,15] In Sr rich perovskites there is the possibility that superfluous Sr is incorporated
into the material as additional SrO rocksalt-layers, which results in the formation of so called
Ruddlesden-Popper phases. [16–18] It has been shown that by ablating from a stoichiometric
SrRuO3 target, some members of the SrRuO3 Ruddlesden-Popper series — Sr3Ru2O7 and
Sr2RuO4 — can successfully be grown. [6] In this study, however, no Ruddlesden-Popper (RP)
phases were detected.
Figure 5.3: (a) XRD-scans of differently prepared SrRuO3| SrTiO3 heterorstructures. A
shift in the (002)pc SrRuO3 reflex towards lower 2Θ with increasing f is observed. Deter-
mining the out-of-plane lattice constant from these diffractograms (as done in Sec. (4.1.1))
results in the dependence depicted in (b). (b) Here the values for the out-of-plane lattice con-
stant cpc and the corresponding values for the strain  are shown. With increasing deposition
frequency both, cpc and , increase.
5.2.2 Oxygen diffusion and surface exchange
The impact of deposition conditions on the oxygen sublattice was probed by means of isotope
exchange experiments and subsequent SIMS analysis (see Sec. 3.3 for the detailed course of
experiment). In Fig. 5.4 the resulting profiles of the corrected 18O isotope fraction n∗r after
sample exposure to 18O2 for one hour are shown.
Comparing the profiles in different samples, a significant increase in the diffusion-profile
length with increasing f becomes apparent (Fig. 5.4 (a)). Evaluation of these profiles with
the appropriate solution to the diffusion equation (cf. Sec. 4.1.2) thus yields an increase
in the value for the tracer diffusion coefficients D∗O with increasing deposition frequency.
Concomitantly the value of the surface exchange coefficient k∗O rises (Fig. 5.4) (b)). To extract
the correct value for D∗O and k∗O, we ensured that no SIMS induced artifacts dominate the
behaviour. This is the case for profiles longer than 15 nm. For this reason here, again, in some
66
5.2. RESULTS
Figure 5.4: (a)Tracer diffusion profiles of differently deposited SrRuO3 thin films. The
larger frequency to ablate from the stoichiometric target, the longer the observed tracer
diffusion profiles.(b) Extracted tracer diffusion coefficients and surface exchange coefficients
as a function of deposition frequency. With increasing deposition frequency larger values are
observed for both properties. The exchange experiments for the data shown in (a) and (b)
were conducted at T = 1023 K and pO2 = 500 mbar for an exchange time of tex = 1 h. The
pre-anneal time tpre was less than 30 min in all cases
cases a series of exchange experiments as a function of exchange time had to be conducted
to obtained reliable values for D∗ and k∗ (cf. Sec. 4.1.2).
Diffusion profiles were obtained as a function of temperature for for different sets of samples.
The resulting diffusion and surface exchange coefficients are depicted for three sets of samples
in Fig. 5.5 (a) and (b). The Arrhenius analysis yields an activation enthalpy for the diffusion
(∆HD∗O) as well as for the surface exchange coefficient (∆Hk∗O) for each set of deposition
parameters.
There is no clear trend in activation enthalpy, neither for ∆HD∗O nor for ∆Hk∗O , with increasing
f discernible. There are also no other trends of ∆HD∗ or ∆Hk∗ with e.g. the out-of-plane
lattice parameter and thus the strain-state of the film present. In fact all acquired values for
Figure 5.5: (a)Arrhenius plots for the tracer diffusion process in samples deposited at
different frequencies. (b) The surface exchange coefficients exhibit Arrhenius-type behaviour
as well. The corresponding activation enthalpies for both processes are depicted in Fig. 5.6.
(Here the Arrhenius plot for f = 10 Hz is not shown for clarity reasons. )
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∆HD∗ scatter around ∆HD∗O = (2.29± 0.54) eV. In the same manner as ∆HD∗O the obtained
data for ∆Hk∗O behave. Here a mean of ∆HD∗O = (2.37± 0.48) eV was determined. Both
values are remarkably close to the values for the same properties obtained in the previous
chapter for a set of samples deposited with different deposition parameters as the samples
presented here(see Chapter 4). Combining the results from Chapter 4 and those presented
here, one thus can conclude that the deposition conditions seem to have little influence on
the activation enthalpies for the anion diffusion process. At first sight this is a peculiar
observation; it will be further discussed in Sec. 5.3.2.
Figure 5.6: Activation enthalpies for oxygen tracer diffusion ∆HD∗O and surface exchange
∆Hk∗O , both as a function of deposition frequency. The corresponding Arrhenius plots are
shown in Fig. (5.5)
5.2.3 Electrical and disorder properties
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Figure 5.7: Temperature dependent resistivity
measured in the range of 2 ≤ T/K ≤ 300 for all
films investigated.The measured curves are similar
in shape, but shifted to overall higher resistivities
with increasing f . (see Fig. 5.8 (a))3
Besides characterizing structural and
defect properties of the different films,
temperature dependend measurements
of the electric resistivity in the range
of 2 ≤ T/K ≤ 300 were performed.
At first glance the different resistiv-
ity curves ρ(T ) (Fig. 5.7) exhibit sim-
ilar shape over the whole temperature
range, only a shift towards higher re-
sistivities with increasing f is observed.
The room-temperature ρ300 K and the
residual resistivity ρ2 K can both be re-
garded as measures of this shift (see
Fig. (5.8) (a)). The residual resistiv-
ity ratio (RRR) — here defined as
ρ300 K/ρ2 K and generally regarded as a
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measure of defect density in a crystal [19] — slightly decreases with increasing deposition
frequency (see Fig. 5.8 (b)). Here a comparison with literature values of the RRR helps to
assess the tendency observed. For PLD grown SrRuO3 thin films the RRR can be as high as
34 [20]. Most PLD grown thin films, however, exhibit an RRR below 7. [7,21,22] Especially the
introduction of Ru-vacanies as additional scattering centres was identified as a reason for the
reduction of the RRR. [7,21]
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Figure 5.8: (a) The absolute values for ρ300K and ρ2K taken as measures of the shift in
resistivity observed in Fig. 5.7 With increasing f an increase in both properties is observed
(b) the residual resistivity ratio (RRR) ρ300 K/ρ2 K can be taken as one indicator of the defect
density in the films.
Taking a closer look at the ρ(T ) curves reveals that three distinct features can be reliably
characterized (see Fig. (5.9) (a)):
1. The position of the distinct kink approximately in the middle (T ≈ 140K) of the inves-
tigated temperature range that corresponds to the ferromagnetic transition temperature
TC. [23]
2. The slope γ of the clearly linear dependence of ρ on temperature observed for T > TC
3. Below T < 10K a resistivity minimum at T = Tmin occurs and an upturn in resistivity
towards ρ2 K is observed
The Curie temperature TC of the different films is extracted from the position of the discon-
tinuity in ∂ρ/∂T . As shown in Fig. 5.9 (b), the ferromagnetic transition shifts down to lower
temperatures as f increases. To characterize the linear dependence ρ(T ) for T > TC we
followed a procedure resulting from the Bloch-Grüneisen framework and outlined in Ref.[24]
and fitted the curves according to
ρ(T ) = ρ0 + ρm + γT, (5.2)
3The conductivity data presented were obtained by Dr. Felix Gunkel (PGI-7, Forschungszentrum Jülich,
Jülich, Germany)
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Figure 5.9: (a) More detailed example of ρ(T ) with a zoom-in at low temperatures shown
in the inset to illustrate the resistivity minimum at the temperature Tmin. The kink in the
middle of the curve is an indicator of the Curie temperature TC. (b) The values for Tmin as
well as for TC exhibit a linear dependence of f .
with being ρ0 as the residual resistivity and ρm as the magnetic resistivity arising from
spin-scattering of electrons and assumed to be constant above TC . Here γ is defined as
γ = 2pikB
h¯e2(n/meff)
G(ΘD/T )λ′ (5.3)
with h¯ being the reduced Planck’s constant; n the charge carrier density; meff the effective
mass; G(ΘD/T ) the Grüneisen function and λ′ the electron-phonon coupling constant. The
extracted slope γ -shown in Fig. (5.10)- increases as a function of f .
0 2 4 6 8 10 12 14 16 18
0.3
0.4
0.5
0.6
0.7
0.8
0.9
0
4
8
12
16
deposition frequency (Hz)
 (
 c
m
 K
-1
)
10
3  u
 (
 c
m
 K
-1
/2
) 
Figure 5.10: Two properties taken to charac-
terise the high- as well as the low-temperature
behaviour of the resistivity. γ defined in
Eq. 5.2 was taken to quantify differences in
the high-temperature regime. u defined in
Eq. 5.4 indicates changes in the low temper-
ature regime.
The resistivity behaviour at temperatures
below T < 20 K reveals further differences
of the prepared SrRuO3 thin films. We
characterized the position of the resistivity
minimum Tmin as well as the the resistiv-
ity at 2 K ρ2 K, depicted in Fig. 5.9 (b). The
curvature in the low-temperature regime is
characterized as follows: We assumed — as
in several comparable studies [25,26] — that
Matthiessen’s rule holds and we can fit the
measured resistivity curves with Eq. (5.4) as-
suming two independent scattering mecha-
nisms.
ρ(T ) = 1
σ0 + uT 1/2
+ vT 2 (5.4)
Here σ0 is the minimum conductance; u ac-
counts for e− − e− interactions (Altshuler-Aronov correction [27]). The term vT 2 describes
higher order scattering and extends the analyis to higher temperatures. Neither u nor v
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reveals a clear dependence on the deposition parameters. The absolute values of v do not
exhibit any dependence withf . Despite this lack of systematic dependence, the values as
such agreed within the order of magnitude v ≈ 10−2µΩcmK−2 well with what has been
reported in Refs.[26,28]. In this context it is emphasized that values of u and v are prone to
depend on the temperature range chosen to fit Eq. (5.4). For this reason we varied the fitting
range by 20 K and the errors given are extracted from differences originating from different
temperature ranges resulting in equally good fits and do not correspond to the much lower
fitting-errors. The tendencies shown here do, however, not change upon variation of the
fitting range.
5.3 Discussion
Many property variations in differently prepared SrRuO3 thin films are commonly attributed
to changes in disorder, a term often used to describe different phenomena. In some cases clear
trends with microstructural film quality are observed [29]; in others, point-defects created by
irradiation [4,24] are considered to be the main source of disorder. In addition it is widely
believed that ruthenium vacancies (V′′′′Ru) are the majority point defect and thus influence a
wide range of properties in SrRuO3 thin films [7]. In the following we will discuss the observed
results, focusing on the effects of the changes in the ruthenium vacancy concentration [V′′′′Ru].
5.3.1 Structure and Stoichiometry
With an increase in deposition frequency f a decrease in the thin-film’s ruthenium content is
observed (see Fig. (5.2)). Parameters known to result in systematic variations of the cation
off-stoichiometry, such as laser fluence [30,31], deposition pressure [4,29] and heater temper-
atature, [3] can be discarded as origin of this decrease, as they remained constant. Moreover
the thermodynamic instability of RuOx [8] species alone cannot result in the observed be-
haviour, since a faster deposition should kinetically suppress ruthenium loss and result in
observation of the opposite tendencies.
For these reasons it is concluded that differences in the film’s nucleation and growth process
on the substrate are the decisive factor leading to the differences in stoichiometry. This can
only be the case if not entire "building-blocks" of SrRuO3, but the individual components
SrO and RuO2 diffuse independently on the substrate surface. This view is supported by
molecular dynamic studies [32] confirming that different surface species have different surface
mobilities.
In our case at low frequencies pure step-flow growth is dominant. This implies that lifetime
of adatoms is longer than the time between two pulses and adatoms barely interact with each
other on the terraces. Consequently the film is formed only at the step-edges, resulting in
propagation of the step-edges with ongoing deposition. Due to the fact that adatoms barely
interact with each other, the probability of volatile RuOy forming is low. This leads to films
with a smoothly edged step-structure and ideal stoichiometry (see Fig. 5.1 and Fig. 5.2).
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When increasing the frequency the amount of deposit reaching the the substrate in a certain
time interval is increased, so is probability of island nucleation. [11] These islands are engulfed
by the increasingly faster advancing steps, which results in more facetted step-edges (Fig. 5.1);
a similar phenomenon was observed upon variation of the substrate’s vicinal angle by Rijn-
ders. [33] The differences in stoichiometry observed here have to stem from this increased
random interaction of RuO2 and SrO adatom species. As the probability of adatom interac-
tion increases with frequency, the probability of volatile RuOy species forming is enhanced.
The most likely reaction leading to Ru loss is the disproportionation of RuO2 [34]:
2RuO2(s) −→ Ru(s) + RuO4(g) (5.5)
The emergent elemental Ru will be immediately reoxidised, as oxygen is provided in super-
fluous amounts by the oxygen background gas. Both contrasting deposition mechanism are
illustrated in a simplifying schematic fashion in Fig. 5.11.
The observation of two deposition mechanisms does not necessarily mean that the vicinal
step-structure is no longer preserved. As the AFM micrographs in Fig. 5.1 show, at first
glance films still grow in mode that could pass as "step-flow", even though not in its "pure"
sense. [33] Furthermore the results indicate that there is no abrupt change in film growth
characteristics. It is rather a smooth transition between “pure” step-flow and “pure” island
growth that is accompanied by a similarly smooth enhancement of the Ru off-stoichiometry.
Further support for the stated hypothesis of adatom kinetics on the substrate being the rel-
evant parameter governing the film’s stoichiometry can be obtained from literature. SrRuO3
films on SrTiO3 have been grown with excellent stoichiometric properties at hight temper-
atures up to T = 1273 K at typical oxygen partial pressures of around pO2≈ 0.1 mbar. [3,6]
At these conditions RuO4 as well as RuO3 should already evaporate. [8] RuO2 on the other
hand is stable under these conditions. [35] For this reason it seems justified to assume that
if RuO4/RuO3 and not RuO2 were the species involved in SrRuO3 growth, the films should
exhibit a far higher Ru deficiency. All in all the common wisdom that lowering the deposition
temperatures results in diminished Ru loss thus seems of questionable help when trying to
avoid a Ru deficiency. In fact, it has the opposite effect. This is because RuO2 remains longer
on the terraces so that the probability of adatom interaction (and thus the reaction Eq. (5.5)
to happen ) is increased.
5.3.2 Anionic defects
As stated in Chapter 4, the abundantly present Ru vacancies V′′′′Ru are compensated by the
majority electronic charge carriers — electron holes h• [36,37]— to preserve charge neutrality
of the film:
4 · [V′′′′Ru] ≈ [h•] (5.6)
This means that oxygen vacancies V••O are minority defects whose concentration is stipu-
lated by the Schottky equilibrium (Eq. 5.7). This condition determines the minority charge
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Figure 5.11: Different characteristics of the step-flow deposition mechanism for SrRuO3:
(a) “pure” step-flow growth dominating at low deposition frequencies f . Adatoms barely
interact with each other and formation of volatile RuOx is suppressed. (b) With increasing
deposition frequency f adatom-interaction is enhanced, which results in formation of volatile
RuOx (in all probability RuO4). As a consequence, deposition at low frequencies results in
films with less Ru-defciency than films deposited at high frequencies. Morphological and
crystallographic consequences are depicted in Fig. 5.1 and discussed in the text.
carrier concentration even in the cases [V′′′′Ru] and [V′′Sr] are far away from equilibrium in a
thermodynamical sense.
Sr×Sr + Ru
×
Ru + 3O
×
O ⇀↽V
′′
Sr + V′′′′Ru + 3V••O + SrRuO3(s)
with
KSch(T ) = [V′′Sr][V′′′′Ru][V••O ]3.
(5.7)
HereKSch(T ) is the temperature dependent equilibrium constant of the Schottky-equilibrium.
Decreasing the Ru vacancy concentration results according to Eq. (5.7) in an increase in the
number of oxygen vacancies.
In order to probe the behaviour of oxygen vacancies, we measured the tracer diffusion coef-
ficient D∗O, which can be expressed as
D∗O = f∗DV[V••O ] (5.8)
where DV is the vacancy diffusion coefficient; f∗, the tracer correlation factor, a constant in
the order of unity; [V••O ] the vacancy site fraction.
HereD∗O is observed to increase with increasing deposition frequency f . According to Eq. (5.7)
this increase cannot be a consequence of a change in [V••O ], as the site fraction of oxygen
vacancies is expected to decrease according to Eq. (5.7). This means that the overall behaviour
cannot be determined by differences in site fraction of point-defects between the samples.
A potential reason for this unexpected behaviour could originate from the observed lattice
expansion in out-of-plane direction (cf. Fig. 5.3), since ionic mobility is generally inclined to
be affected by strain. [38–41] One would expect this change in ionic mobility to be reflected in
the activation enthalpy of oxygen tracer diffusion ∆HD∗ as well. [42,43] For the different strain-
states of SrRuO3 there is, however, no tendency in ∆HD∗O discernible. This observation can be
due to two reasons: First, it is possible that the error, the experimentally determined values
are afflicted with, is so too large such that a potential tendency cannot be resolved. This
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hypothesis is supported by empirical pair potential simulations, which suggest that ∆Hmig
is increased only in the order of 0.2 eV by an increase in strain of ≈ 0.02. [44] Thus changes
induced by this increase could not have been resolved, as the error bars are much larger
than 0.2 eV. Second, we know from Sec. 2.5 that ∆HD∗O is made up of two contributions, the
activation enthalpy of generation ∆Hgen and the enthalpy of migration ∆Hmig of an oxygen
vacancy.
It is highly unlikely that the individual parts ∆Hgen and ∆Hmig are both unaffected by
structural and stoichiometric changes. Therefor it is conceivable that the individual contri-
butions oppose each other. Hence further investigations devoted to unfolding the influence of
strain and stoichiometry on ∆Hgen as well as on ∆Hmig will be an important issue of future
endeavour.
The neccessity to investigate ∆Hgen originates from the fact that in perovskite oxides, e.g. in
(La,Sr)(Mn,Co)O3, ∆Hgen is known to be affected by the cation off-stoichiometry. [45,46] Our
result, however, suggest no dependence on the Ru-stoichiometry at all if one assumes ∆Hmig
to remain unaffected. In this context it would be of particular interest to measure ∆Hgen as
a function of cation off-stoichiometry with concomittant characterization of the bad-metallic
properties of SrRuO3. This will help to elucidate whether the charge disproportionation
reaction discussed in Sec. (4.1.2) is the decisive parameter in determining ∆Hgen or whether
the model described in Refs. [45,46] is valid.
Lastly in this section, the oxygen surface exchange reaction will be addressed. The data
presented in Fig. 5.4 show an increase in k∗O with increasing deposition frequency. In Sec. 4.2
it was pointed out that the empirical derived rule [47] of high electronic charge carrier con-
centrations and a low concentrations of oxygen vacancies result in a high surface exchange
coefficient k∗O seems to be invalid in the case of SrRuO3. This is certainly because these
empirical relations were derived for semiconductors and not for metals.
In our case, the clear increase in k∗O with ρ suggest that with decreasing concentration of
electronic charge carriers, indicated by and increase in ρ, the surface exchange reaction is
inhibited. From above’s discussion we know, that D∗O can hardly be regarded as a reliable
indicator for the concentration of oxygen vacancies, as it is it influence by strain. It could
as well be that the increased strain  — as observed in Ref. [48]— dominates the behaviour.
A further peculiarity is that with increasing deposition frequency (and thus k∗O) the fraction
of SrO present in the sample increased as well (Fig. 5.2). Commonly one would expect SrO
to hamper the oxygen incorporation into the sample. [49] To resolve these obscurities further
studies dedicated solely to the electronic- and defect-properties of the sample surface are
needed. One point however can be made: It seems that the mechanism responsible for
oxygen incorporation is the same for all samples as the corresponding activation enthalpy
stays constant. It is more likely to be the unique combinations of electronic charge carriers
and point-defects that results in the changes of k∗O.
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Figure 5.12: A more detailed consideration of the surface exchange coefficient
k∗O(a)dependent on the film’s resistivity (b) on the tracer diffusion coefficient D∗O. In
both cases a clear trend is discernible. The diffusion data correspond to T = 1023 K and
pO2 = 500 mbar.
5.3.3 Electrical properties and disorder
The analysis of the conductivity measurements yielded that all resistivity curves exhibit a
similar behaviour, the main difference being a shift characterized by ρ300K and ρ2K in the
resistivity’s magnitude (see Fig. 5.8(c)). From the above discussion we know that with in-
creasing frequency an increase in [V′′′′Ru] is observed and a decrease [V••O ] is expected. Both
effects have been reported to decrease the density of states at the Fermi level [7,29] and as
a consequence could result in a decrease of the overall conductivity. A further explanation
going in the same direction is that with increasing Ru vacancy concentration the conduc-
tion pathways within the RuO6 octahedra of SrRuO3’s perovskite structure are broken which
results in an increased resistivity. [50,51] Taking a closer look at our data we observed — as
numerous previous authors [5,7,14,26,52–54] — a decrease in Curie temperature TC going hand in
hand with an increase in lattice strain and [V′′′′Ru]. This widespread consensus regarding exper-
imental obervations is however not reflected in unambiguity in interpretation. One common
explanation is that by changing the lattice parameter a change in the Ru-O-Ru bond angle is
induced, thus drastically influencing the coupling of Ru : t2g and O : 2p orbitals. These two
orbitals decisively determine the ferromagnetic properties [52,54] and for this reason a modifi-
cation of their coupling is expected to result in a reduced TC. Several authors, however, cast
coubt on the pure itinerant character of SrRuO3 and the validity of band-structure arguments
in explaining the magnetic behaviour. [14,29,50,55,56] For this reasons enhanced local disorder
induced by Ru vacancies seems the more likely reason for the decrease in TC with increasing
f . This assumption is consistent with the characterization of disorder at low temperatures
as well as with several experimental and theoretical indications [14,29].
Attributing the clear increase in slope γ of the linear high-temperature conductivity behaviour
to an increase in disorder introduced by Ru vacancies is tempting and consistent with inter-
pretations given in Ref. [24]. Exactly the opposite trend is however expected from theory. [57]
As different parts of the Fermi-surface govern the electrical behaviour at high and at low tem-
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peratures respectively [37], one could speculate that also different point-defects influence this
behaviour. In our case a decrease in oxygen vacancies with increasing f (cf. Eq. (5.7)) would
mean a decrease in disorder of the anion sublattice for T ≥ TC and thus less suppression
of the temperature dependent increase in ρ(T ). As the concentration of oxygen vacancies
is very low, it seems, however, unreasonable to attribute the high-temperature conductivity
behaviour to this phenomenon.
The low temperature behaviour is far more straight forward to rationalise : The clear increase
in minimum resistivity Tmin with f and is thus a consequence of an increase in [V ′′′′Ru ]. These
vacancies act as scattering centers for electrons. In that manner electron localization by
impurity scattering is enhanced, a phenomenon we could successfully describe within the
Altshuler-Aronov framework [27] and which is comparable to similar studies on SrRuO3 [25,26]
as well as on manganites [58]. (Refs. [25,26] excluded a magnetic origin- the Kondo-effect- as
origin of this behaviour.) Despite the successful description of our data with Eq. (5.4), the
large scatter in the fitting parameter u with deposition condicitons remains a peculiarity.
This scatter is particularly surprising as u depends on the mean-free charge carrier path [27]
and thus should as Tmin significantly be influence by [V ′′′′Ru ].
5.4 Conclusions
In this chapter it was shown, that varying the deposition frequency in the PLD deposition
process is sufficient to systematically vary the Ru off-stoichiometry in SrRuO3 thin-films. As
origin of these variations different growth kinetics induced by the deposition frequency were
identified. Primarily an increase in adatom interaction resulting in the increased formation
of volatile Ru species — presumable mainly by the disproportionation of RuO2 to RuO4—
can be hold responsible for this phenomenon.
By changing the films Ru stoichiometry several other physical properties are altered. These
are the out-of-plane lattice constant and thus the strain state of the film, the oxygen tracer
diffusion and surface exchange coefficients, the Curie temperature and temperature of minimal
resistivity, as well as parameters characterising disorder in the films. These changes have
hitherto been widely discussed in terms of disorder phenomena. In this contribution we could
attribute some of these phenomena —such as TC and Tmin— being a cause of a variation in
Ru vacancy concentration. Other observables are not systematically dependent on changes
in the cation sublattice. This is particularly striking in the case of the activation enthalpy of
oxygen tracer diffusion as a mutual dependence of both defects is expected. Further endeavour
particularly focusing on oxygen vacancy diffusivity is required to better understand these
phenomena. Connecting these investigation of point-defect chemistry with that of disorder
induced property changes seems to be promising, but so far underrated, way to further
understand fascinating properties of SrRuO3 thin-films.
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Chapter 6
On the analysis of diffusion profiles
with two or three features
Oxygen isotope exchange experiments, when combined with determination of the isotope
profile in the solid by means of Secondary Ion Mass Spectrometry (SIMS), are a widely used
and powerful tool to determine the rate of oxygen transport in an oxide. [1–5] This transport
process may be governed in a single crystal by either diffusion of oxygen in the bulk lattice,
mediated by vacancy or interstitial defects, or by the kinetics of the surface reaction between
gaseous oxygen and oxygen ions in the solid. In essence, one is interested in the answer to
the question of how fast oxygen moves.
A second question that can be addressed by isotope exchange studies is where oxygen moves.
That is, short-circuit diffusion of oxygen along extended defects, such as grain boundaries or
dislocations, may be revealed under certain experimental conditions in an diffusion profile. [6,7]
To be specific, a second feature is observed in diffusion profiles at large penetration depths.
Diffusion profiles with two or more features can also be the consequence of a non-uniform
distribution of defects in oxides. This non-uniformity can be a consequence of oxygen-vacancy
depletion in an equilibrium space-charge layer at an oxide surface [3,8–11] or an inhomogeneous
defect distribution in the near surface area resulting from sluggish cation or impurity diffu-
sion. [12,13] Further effects such as strain can also significantly alter the shape of a measured
tracer diffusion profile. [14] A non-uniform defect distribution may also be found in metastable
thin films systems (see Chapter 4 for details).
In all these cases the main questions are: How are point defects distributed and is point
defect migration uniform or do fast-diffusion pathways exist?
One problem is that in two different cases one may obtain profiles with the same form — a
short, sharp profile close to the surface, followed by a longer more extended profile. Having
measured such a profile, one could attribute the first feature to bulk diffusion and the second
to fast diffusion along an extended defect; or alternatively one could attribute the first feature
to slow diffusion in a vacancy-depleted space-charge zone and the second to diffusion in a
uniform bulk phase. Both explanations have been suggested for single crystal SrTiO3. [3,15]
The salient question arising here is: Is there a simple way to test the validity of each descrip-
tion in an unbiased, quantitative fashion?
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In this context “unbiased” implies not to employ any qualitative arguments that might fa-
vor one or the other model. Such arguments could be the observation of grain-boundaries
or dislocations in the samples investigated [15] or implications derived from thermodynamic
considerations. [3,16]
Here the focus is on illustrating how a diffusion model can be validated or falsified by checking
for inconsistencies in the model itself. First the mature model often used to describe diffusion
along grain boundaries (GB-model) is contrasted with a rather recent model taking diffusion
through a surface space-charge layer into account (SCL-model).
To do this, the a two step approach is pursued:
1. The competing models are implemented in finite element calculations and tracer diffu-
sion profiles are simulated.
2. The simulated tracer diffusion profiles are treated as if they were experimental data.
Thus the profiles obtained from the GB model are analysed in terms of the SCL
model; and vice versa. A careful analysis of these data provides quantitative arguments
that can be used to rule out the models yielding in an invalid description of the diffusion
behaviour.
The second part of this chapter is devoted to profiles with three features. In the last section
the application of the introduced theoretical considerations to experimental data will be
presented.
6.1 GB-model versus SCL-model
The purpose of this section is to illustrate the importance of obtaining and analysing diffusion
profiles as a function of time in order to establish a valid model for the diffusion behaviour.
In the first section similarities between simulated profiles resulting from the SCL and the GB
models will be emphasised. Subsequently SCL model data will be treated according to the
procedure conventionally used to analyse grain-boundary diffusion. Here two quantitative
conditions will be derived, which are indispensable for the GB model to be valid. In the
last part of this section it will be shown that these two conditions cannot only be applied to
validate the diffusion model itself, but are also useful in checking for inconsistencies within
the data processing routine.
6.1.1 Profile simulation
Interpretation of experimental, two-fold diffusion profiles resulting from coupled bulk and
grain-boundary diffusion follows widely accepted models. [17–20] These models, originally de-
veloped for metals, [17] have been successfully applied to oxides as well [21] and a general
tendency of faster diffusion along extended defects is observed. It is believed that faster
diffusion is a result from the atomic arrangement of extended defects being more open than
in the densely packed bulk.
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As far as oxygen diffusion in oxides is concerned, there is, however, a phenomenon ques-
tioning the validity of the existing models: The potential presence of space-charge layers in
oxides. [22–24] There are strong indications that these space-charge regions are also present at
a sample surface. [3]
Figure 6.1: In the case of (a) GB-Model coupled grain-boundary and bulk diffusion. (b)
SCL-Model Tracer diffusion through a space charge layer below the surface. The extend of
the simulation cell (shown not to scale) was always larger than 4
√
D∗O(GB)
These space-charge layers strongly affect the first part of a tracer diffusion profile. To illus-
trate this the models depicted in Fig. 6.1 were implemented into the finite element (FEM)
simulation package Comsol Multiphyics (COMSOL AB, Stockholm, Sweden) and the corre-
sponding oxygen tracer diffusion profiles were simulated. The spatial variation of the tracer
diffusion coefficient in the space charge layer was simulated according to the procedure out-
lined in Section (2.5.2) and Ref. [ 3]. The set of parameters used is given for both cases in
Fig. 6.2. Here D∗O(bulk) and D∗O(GB) are the tracer diffusion coefficients in the bulk and in
the grain boundary respectively. k∗O is the surface exchange coefficient and tex the exchange
time. In the SCL-model D∗O(∞) is the tracer diffusion coefficient far away from the inter-
face, φ0 the interface potential and cdop the assumed doping concentration (details on the
SCL-model are given in Sec. 2.5.2). Resulting diffusion profiles are shown in Fig. 6.2 (a) for
diffusion through a SCL and in Fig. 6.2 (b) for GB-diffusion.
Let us now assume these simulated profiles are experimental data. Then there is an apparent
similarity as far as the two-fold character of the profiles is concerned. This prohibits an
initial assignment to one or the other model available to describe the diffusion behaviour
based on profile shape alone. Therefore the decision which of the two available models to
choose is rather an intuitive than a quantitatively substantiated one. In the following section
quantitative criteria enabling a substantiated discrimination between the GB- and the SCL-
model will be derived.
6.1.2 Pitfalls when interpreting tracer diffusion profiles
Conventionally two-fold diffusion profiles are described within the framework of GB diffusion
in the Harrision type B regime [18,19,25]: The corrected isotope fraction n∗r is plotted as a
function of the depth x6/5 (Fig. 6.2 (f)). From careful evaluation of one profile’s slope the
bulk as well as the GB diffusion coefficient can be obtained. This kind of analysis principally
works as long as the behaviour in a n∗r versus x6/5 is clearly linear, which is also the case for
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Figure 6.2: Simulated tracer diffusion profiles resulting from (a) diffusion through a surface
SCL with bulk-diffusion, (b) coupled GB and bulk diffusion. In both cases the red lines are
fits assuming the SCL-model.
Spatial variation of the local diffusion coefficient determined (c) to describe the profiles shown
in (a); and (d) to describe the profiles shown in (b). Analysis of the GB-model data with
the SCL-model yields a behaviour that is a function of tex; this is not the case for the
SCL-model.
Data processing according to the framework for Harrison type B diffusion behaviour. The
corrected isotope fraction is plotted versus x6/5. For both models, this way of processing
results in straight lines as a function of x6/5, as the plots in (e) and (f) indicate.
profiles obtained by the SCL-model (Fig. 6.2 (e) and (f)). A second requirement for such an
analysis to be valid is that these slopes have to follow a specific (exchange) time dependence
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on
∂ ln(n∗r)
∂x6/5
=
1.322
δ
·
√
D∗O(bulk)
D∗O(GB)
 t−0.3ex (6.1)
This relation (Eq. (6.1)) yields two salient consequences regarding a plot of ∂ ln(n
∗
r)
∂x6/5
versus
t−0.3ex , which can be formulated as the following conditions:
C1. The overall behaviour has to be linear
C2. The line has to go through the origin
As a prerequisite, the condition C0 say, ln(n∗r) has to be linear in x6/5 so that the above anal-
ysis can be conducted. Only if these two conditions are fulfilled a further analysis of diffusion
tails following the procedure proposed for example in Ref. [18] is valid and meaningful.
Figure 6.3: Values for the GB diffusion tail
slopes extracted from Fig. (6.2) (e) are plotted
as a function of t−0.3ex . There is no clear linear
trend of the overall behaviour discernible. All
potential lines that can be drawn through the
data points do not go through the origin.
This means that a linear behaviour of ln(n∗r)
with x6/5 is a necessary condition, but it
is insufficient for the GB-model to yield
a valid description of the diffusion profiles.
Only the fulfillment of all three conditions
CO, C1 and C2 provice sufficient argu-
ments to assume the GB-model to be valid.
Thus a time dependent investigation of the
diffusion behaviour is indispensable.
In Fig. 6.3 slopes extracted from Fig. 6.2 (e),
that is profiles from the SCL-model anal-
ysed in terms of fast GB diffusion, are plot-
ted as a function of t−0.3ex . Generally the
behaviour of ln(n∗r) versus x6/5 depicted in
Fig. 6.2 (e) can be regarded as linear. Thus
the prerequite conditionC0 for assuming the
GB-model is fulfilled. The dependence of
the slope-value with t−0.3ex , however, is not linear. This contradicts the condition C1. Assum-
ing further that the condition for Harrison-type B diffusion only holds in a certain restricted
time regime, one can draw a straight line using only some of the data points. In all conceiv-
able cases, however, the fitted lines do not go through the origin, which means that condition
C2 is violated.
Because both neccessary conditions C1 and C2 are not fulfilled, we have a clear discrepancy
that demonstrates the inadequacy of the GB-model to describe diffusion profiles resulting
from SCL-model diffusion.
For the aforementioned reasons only the SCL-model yields a valid description of the diffusion
behaviour in cases a surface space-charge layer is present. Simulations resulting from the
SCL-model are shown in Fig. 6.2 (a) as red lines. In Fig. 6.2 (c) the corresponding spatial
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variation of the diffusion coefficient is shown. It should be noted that the spatial variation of
the diffusion coefficient is independent of the exchange time tex. This implies that a stable
distribution of defects is probed, which is the purpose of an isotope exchange experiment as
it is defined in Sec. 3.3.
In a similar fashion as the SCL profiles, profiles resulting from GB with coupled bulk diffusion
can be misinterpreted. As depicted in Fig. 6.2 (b), it is in principle possible to describe the
obtained data with the SCL-model. The spatial variation of the tracer diffusion coefficient
D∗O for each profile is depicted in Fig. 6.2) (d) and the corresponding model parameters are
listed in Table 6.1. From the listed values, as well as from their visualization as D∗O, it is
clear that all model parameters depend on the exchange time tex. This is in fundamental
contradiction to the assumption that an equilibrium space charge-layer is probed. The fact
that the variation in model coefficients only becomes apparent when a set of diffusion pro-
files corresponding to different tex is analysised, again emphasises the importance of a time
dependent investigation of the diffusion behaviour.
Table 6.1: Parameters used in the SCL-model to describe the profiles depicted in
Fig. 6.2 (b). For each diffusion time tex a different set of parameters is required for a suc-
cessful description of the data.
Constant tex = 300 s tex = 1200 s tex = 2400 s tex = 9600 s
1011×D∗O(∞) / cm s−2 (90± 5)× 10−11 (35± 5) (22± 2) (10± 1)
1014×k∗O / cm s−1 (11± 1) (13± 1) (13± 1) (15± 1)
φ0 / mV (355± 5) (300± 5) (265± 5) (200± 5)
1014×cdop / cm−3 (15± 1) (5.0± 0.1) (3.0± 0.1) (1.0± 0.1)
6.1.3 Consistent analysis and validation of the GB-Model
In the last section the importance of a time dependent investigation of the diffusion behaviour
was emphasised in the context of falsifying an assumed diffusion model. In this section it
will be shown that the same kind investigation can also be used to validate the assumed
GB-model. Moreover the limits regarding the amount of information the classical analysis
can provide will become apparent.
These limits are a consequence of the surface incorporation reaction, which causes strong
deviations from the classically expected erfc or Gaussian diffusion behaviour in the first few
µm of a diffusion profile (see Fig. 6.2 (b) and also Refs. [26,27]).
At large penetration depth, however, the classical dependence [28] on x6/5 still holds. [26] This
fact can be also illustrated in countourplots depicting the lateral distribution of diffusant
after selected exchange times (Fig. 6.6). For the simulations resulting in Fig. 6.6 (a) – (c) a
limiting surface exchange reaction was assumed; for those results depicted in Fig. 6.6 (d) – (f)
the concentration of diffusant at the sample surface was assumed to be constant . One can
clearly see that the total amount of tracer incorporated into the sample is much higher in
Fig. 6.6 (d) – (f), the cases no surface exchange reaction is limiting the tracer incorporation.
Furthermore the tracer concentration contours differ significantly in the first few µm away
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from the diffusant’s source. At larger penetration depths, however, the diffusion behaviour
with or without surface limitation does not differ. This fact is also be demonstrated in
Fig. 6.4. Here the corresponding tracer diffusion profiles for one specific tex are depicted. It
is obvious that only the magnitude of tracer fraction, but not qualitative behaviour with x6/5
changes. Extracting now values for the slope ∂ ln(n∗r)/∂x6/5 from such plots as a function of
tex yields Fig. 6.5 (a) and (b).
Figure 6.4: Diffusion profiles resulting from
coupled bulk and grain-boundary diffusion
with and without the assumption of a surface
incorporation reaction limiting the amount of
tracer being incorporated into the sample.
By first looking at Fig. 6.5 (a) and (b) it is
striking that the absolute values as well as
the trends for both cases, without k∗O and
with k∗O, are identical. This again confirms
that the qualitative diffusion behaviour, that
is the interaction of grain-boundary and bulk
diffusion, is not influenced by the surface
incorporation reaction at large penetration
depths.
Furthermore two these plots provide two ad-
ditional insights: First, there is a certain
time regime, where the derived value for
∂n∗r/∂x6/5 form a straight line which indeed
goes through the origin. This means that
the two conditions, C1 and C2, are both
fulfilled. Second, for values of the GB slope
obtained outside of the Harrison type B regime conditions C1 and C2 are no longer fulfilled.
This can be recognised by the fact that values for the GB slope obtained at long diffusion
times, that is small values for t−0.3ex , no longer lie on the straight line going through the
origin as the values obtained in the Harrison type B regime. As a delimiter of the Harrison
Figure 6.5: Values for ∂ ln(n∗r)/∂x6/5 as a function of t−0.3ex for (a) constant source con-
ditions and (b) assuming an oxygen surface incorporation reaction with a rate constant
k∗O = 1.45× 10−9 cm s−1. In both cases essentially the same behaviour is observed. (see
text)
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type B regime the dimensionless parameter Λ= Y√
D∗O(bulk)·tex
is used. [19,25] With Y being the
distance between two grain-boundaries, here 2 µm (cf. Fig. 6.1). As soon as the diffusion
fringes resulting from coupled GB and bulk diffusion are in the order of the distance between
two grain-boundaries the diffusion fringes start overlapping. This is the case as soon as Λ≈ 1.
Such a behaviour is characteristic for the Harrison type A regime. [25] Therefore the deviations
from the linear behaviour with t−0.3ex and thus violations of condition C1 and C2 are to be
expected for values of Λ≤ 1.
Figure 6.6: Contour plots of the 2-dimensional tracer distribution after diffusion
through a grain-boundary (GB) (D∗GB = 10−7 cm2 s−1) and the adjacent bulk material
(D∗bulk = 10−12 cm2 s−1). In the middle of the abscissa, the GB is situated. The diffusion
source is located at the zero-line of the ordinate. In plots (a)– (c) a surface-exchange coeffi-
cient of k∗O = 1.45× 10−9 cm s−1 was assumed. Plots (d) – (f) correspond to constant source
conditions. In the first 2 µm significant differences between the two series due to the influence
of k∗ are discernible. At larger penetration depth, however, the contours coincide in shape
in both cases.
6.2 Impact of dislocation loops : Appearance of third feature
In the following we take the existence of SCL at the sample surfaces for granted and the
SCL-Model being valid in describing this phenomenon as demonstrated in SrTiO3 single
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crystals [16]. In most commercially available SrTiO3 single crystals there is however a high
density of dislocations present, [29] particularly in the near-surface area. [30] It will be shown,
that these dislocations and arrays thereof can also influence the diffusion behaviour and
impede the interpretation of tracer diffusion profiles.
Figure 6.7: DIS-Model A dislocation loop at the surface represented as a region of sup-
pressed diffusion inside the dislocation core D∗(DIS) (dark grey area) with a space-charge-
layer attached to it (light grey area). The parameters used are given as well. For both the
surface and the dislocation core were assumed to posses the same potential relative to the
bulk material. In most of the cases (see text) the assumed diffusion coefficient inside the
dislocation loop was D∗O(DIS)= 5× 10−10 cm2 s−1
Figure 6.8: Simulated oxygen tracer diffusion
profiles resulting from diffusion through a SCL
at a surface with an additional SCL around dis-
locations. (Model depicted in Fig. 6.7). Here
different diffusion coefficients inside the dislo-
cation core are assumed. It is evident, that a
change inD∗O(DIS) by two orders of magnitude
has no significant impact.
A way how dislocations near the surface
might influence the diffusion profiles is that
space-charge layers around them result in re-
gions where oxygen vacancies are strongly
depleted. These depletion regions would
effectively block the tracer when diffusing
into the crystal as oxygen diffusion is me-
diated by oxygen vacancies (cf. Sec. 2.5).
To model this the influence of these block-
ing regions we assumed dislocation loops to
be present with a highly increased density in
the first micrometer below the sample sur-
face, as observed by transmission electron
microscopy. [30]
A simple schematic model of these disloca-
tion loops with a surrounding SCL is de-
picted in Fig. 6.7. It has to be emphasised
that dislocations do not end in the bulk and
thus the picture used is an oversimplifica-
tion. Nonetheless, the gray shaded, perturbed area in Fig. 6.7 can as well be regarded as
a section of an entire dislocation loop or an array of several dislocations around which the
oxygen vacancy concentration is strongly depleted.
In the following it is further assumed that diffusion inside the dislocation core is slower than
in the surrounding bulk material.
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Figure 6.9: (a) Simulated oxygen tracer diffusion profiles for different tex. The impact
of the SCL around the dislocations at the sample surface only becomes apparent at long
diffusion time. For the shortest diffusion time it seems that only two and not three features
are present. (b) This is also reflected in the spatial variation of the assumed tracer diffusion
coefficient. A D∗O(x) exhibiting an additional reduction in the first µm has to be assumed for
the longer diffusion profiles. This model is also valid for the shortest profile at tex = 300 s.
It can be shown, however, that upon inverting the the diffusion constants, that means faster
diffusion inside the dislocation than in the adjacent bulk material, the shape of the resulting
profiles changed only marginally (cf. Fig. 6.8). For this reason it is concluded that the SCL
surrounding the dislocation dominates the overall behaviour. For this reason only profiles
resulting from the first type of analysis will be further discussed. Profiles simulated for
different exchange times tex are depicted in Fig. 6.9.
In these profiles three features can be discerned after long exchange times, whereas for shorter
times corresponding to profile length of less than one micron only two features are visible.
So again the introduction of extended defects into the material causes the resulting profile-
shape to be time dependent. Characterization of this dependence can be realized by describing
the profiles with a position dependent diffusion coefficient D∗O(x). For the shortest profile
applying the SCL-Model is sufficient to achieve an excellent description of the data. This
does not hold true for the longer profiles (Fig. 6.9). By measuring a diffusion profile at a very
short exchange time one would thus misinterpret the underlying diffusion mechanism in a
sense that the impact of dislocation loops remains unrevealed.
Again, as the time dependent diffusion behaviour is important, for the longer profiles we
have to introduce an additional feature resulting in the reduction of the diffusion coefficient at
intermediate depth below the sample surface; exactly the behaviour we expect the dislocation
loops to cause. This behaviour can be described by superposing an additional Gaussian
shaped reduction to D∗O(x) resulting from the space-charge layer model. This reduction can
be expressed as:
D∗O(x) = D∗O(∞)e−2eφ(x)/(kBT )(1− χex
2/(2ν2)) (6.2)
With χ indicating the magnitude of reduction and ν its spatial extend (Fig. 6.9). This intuitive
approach can be comprehended by recalling that the dislocation density on polished single
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Table 6.2: The SCL-Model works just for the shortest times, the model taking dislocation
loops into account works for all profiles. It is especially striking that by not taking the
dislocation loops into account and measuring only a short diffusion profile, the value of the
bulk diffusion coefficient is drastically underestimated.
- SCL-Model Dis-Model
D∗(∞) (cm2s−1) (0.65± 0.05)× 10−11 (2.10± 0.05)× 10−11
k∗(cm s−1) (1.45± 0.05)× 10−8 (1.45± 0.05)× 10−8
φ0 (V) (0.32± 0.05) (0.32± 0.05)
cdop(cm−3) (0.25± 0.05)× 1017 (0.70± 0.05)× 1017
χ - 800 nm
ν - 0.82
crystals typically follows an exponential decay into the bulk. [30] Assuming an exponential
decay in vacancy concentration is, however, inexpedient in describing the experimental data.
This is because at the interface a far too excessive reduction in vacancies would result. The
overlap of space-charge zones as a result of the increased dislocation density at the surface
will rather result in the oxygen vacancy concentration to level off towards the surface. To
describe such a behaviour the assumption of a Gaussian seems most qualified.
As in our model system the dislocation density is a time-independent variable, it is imperative
that the constants used in Eq. (6.2) to describe this influence are time-invariant as well.
Therefore one general criterium can be postulated concerning the validity of the description
of a diffusion profile
C1′ This model should work for a set of diffusion profiles recorded after different diffusion
times.
In our specific case this means that the alternative description solely based on the pure,
unmodified SCL-model does not work for the longer profiles. This description violates the
condition C1′ and thus directs to wrong conclusions concerning two aspects: First a far too
slow bulk diffusion coefficient D∗O(∞) will be assumed, because the profile is dominated by
the depletion layers around the dislocation loop in the first micron. For the same reason the
reliable extraction of the surface potential φ0 is averted. It is thus of pivotal importance to
extract diffusion parameters only from profiles exceeding the length of influence of extended
defects such as dislocation loops.
This can only be the case if one is able to extract the same diffusion parameters from profiles
recorded after different diffusion times. For this reason again a time-dependent investigation
is of paramount importance in order to reliably determine model parameters of the diffusion
behaviour in the material.
6.3 Experimental Application
This section is devoted to exemplifying the aforementioned theoretically illustrated aspects.
Here the model system employed throughout this work, the SrRuO3|SrTiO3 heterostructure,
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is used.
All data presented in this section were obtained after conducting isotope exchange experi-
ments at a temperature of T = 1073 K and at an oxygen partial pressure of pO2 = 500 mbar.
These experiments were conducted for different exchange times and SIMS profiles were mea-
sured at different positions on the sample.
The discussion of defect redistribution phenomena occurring at the SrRuO3|SrTiO3 will be
reserved for a detailed elaboration in Chapter 7.
Here we will rather focus on the phenomenological character of the data presented and pri-
marily discuss the bulk-diffusion behaviour. It will be shown to what the GB-model discussed
in Sec. 6.1 fails to describe the bulk diffusion behaviour. It is, however, the model presented
in Sec. 6.2 that yields in a valid description of oxygen tracer diffusion in SrTiO3.
6.3.1 GB diffusion
The first question one has to answer when interpreting diffusion profiles exhibiting more than
one feature is whether the “diffusion tail”, which is the feature extending the furthest into the
bulk, can be assigned to fast diffusion along extended defects. In order to check this, diffusion
profiles recorded after different exchange times are needed. A set of such diffusion data is
depicted in Fig. 6.10 (a). Further processing of these data reveals that a plot of ln(n∗r) versus
Figure 6.10: (a) Oxygen tracer diffusion profiles measured after different exchange times
on a SrRuO3|SrTiO3 hetero-structure sample. The exchanges were conducted at T = 1073 K
and pO2 = 500 mbar (b) The same profiles processed according to the procedure outlined in
Sec. 6.1.3. The red lines are linear fits to the diffusion tail. The value of the slope extracted
from these fits is shown in Fig. 6.11
x6/5. (sputter depth) yields straight lines with distinct slopes, as illustrated in Fig. 6.10 (b).
The values of these slopes are shown in Fig. 6.11. For the sake of comparison the values for
slopes obtained in a similar study by Szot et al. [15] are shown as well.
In both cases the dependence of the value with tex is linear and thus the condition C1
formulated in Sec. 6.1 is fulfilled. Potential reasons for the discrepancy as far as the absolute
values for is concerned are:
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Figure 6.11: Values of the slope for a potential
GB diffusion tail extracted after different tex. Here
values for this studies as well as from a comparable
study are shown. Both time dependences exhibit a
linear behaviour when plottes as a function of t−0.3ex .
Neither of the fitted lines, however, goes through
the origin of the plot. For this reasons the above
stated condition C2 is violated.
1. The difference in dopant concen-
tration in two set of samples investi-
gated, which results in differences in
the oxygen vacancy concentration. Here
the difference in oxygen partial pres-
sure between the experiments is negligi-
ble as the oxygen vacancy concentration
can be regarded as independent of this
quantity. [3]
2. The absence of an SrRuO3 thin-film,
which results in a different surface ex-
change kinetics.
3. Differences in the pre-anneal pro-
cedure of the isotope exchange experi-
ment. In this study the sample was an-
nealed under the same conditions as the
subsequent isotope exchange, whereas
Szot et al. [15] exposed their samples to
reducing conditions prior to the isotope
anneal. Their experiment is therefore not a pure tracer diffusion experiment as both chemical
diffusion and tracer diffusion (cf. Sec. 2.5) will occur.
Despite these differences in experimental procedure, similarities between both studies are
striking and it seems that a similar diffusion behaviour is probed. It is, however, unreasonable
to assume that fast diffusion along preferential diffusion paths represents a model for this
behaviour. This is because in both above described cases the lines shown in Fig. 6.11 do
not go through the origin. Hence condition C2 is not fulfilled and data processing assuming
Harrison type B diffusion behaviour is inappropriate.
6.3.2 Blocking dislocations
As the application of the data processing routine for GB led to inconsistencies, a different
model is needed to conclusively explain the observed behaviour.
By close inspection of the profiles shown in Fig. 6.10 (a) three features can be distinguished in
the part of the profile corresponding to diffusion in SrTiO3. The first feature could be a con-
sequence of defect redistribution in a space-charge layer at the SrRuO3|SrTiO3 interface (This
phenomenon will receive further attention in Chapter 7). The second feature, extending ap-
prox. 1 µm into the bulk, could be induced by space-charge layers around dislocations, which
are depleted of oxygen vacancies and thus slightly retard oxygen tracer diffusion diffusion .
The third feature would then correspond to unperturbed bulk diffusion of oxygen.
In the here investigated SrRuO3|SrTiO3 hetero-structure sample an enhanced presence of
dislocations in the first 1 µm below the surface of the SrTiO3 substrate can be expected. [30]
Unlike the SrTiO3 single crystals used in Ref. [ 3], the substrates employed for thin-film
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Table 6.3: Model parameters employed to describe the diffusion behaviour in the presence
of dislocations at the sample surface. (for a detailed description see text)D∗O(∞) is the
tracer diffusion coefficient far away from the interface; φi is the interface potential; cdop the
assumed dopant concentration; χ and ν describe the magnitude and spatial extend of the
blocking effect of the surface dislocation loops.
Constant Position 1 Position 2 Position 3
D∗O(∞) / cm s−2 (1.25± 0.05)× 10−11 (1.10± 0.05)× 10−11 (1.10± 0.05)× 10−11
φi / V (0.257± 0.005) (0.187± 0.005) (0.185± 0.005)
1018×cdop / cm−3 (0.70± 0.05) (0.70± 0.05) (0.70± 0.05)
χ (0.64± 0.05) (0.84± 0.05) (0.83± 0.05)
ν / µm (0.80± 0.10) (0.75± 0.10) (0.76± 0.10)
Constant tex = (1257± 57) s tex = (4894± 115) s tex = (12 011± 172) s
D∗O(∞) / cm s−2 (1.10± 0.05)× 10−11 (1.00± 0.05)× 10−11 (1.18± 0.05)× 10−11
φi / V (0.185± 0.005) (0.155± 0.005) (0.185± 0.005)
cdop / cm−3 (0.70± 0.05) (0.70± 0.05) (0.70± 0.05)
χ (0.83± 0.05) (0.86± 0.05) (0.91± 0.05)
ν / µm (0.76± 0.10) (0.88± 0.10) (0.91± 0.10)
growth in this study did not receive an extended heat treatment apart from the standard
procedure described in Sec. 3.2.2. Extended exposure of SrTiO3 to temperatures is known
to significantly reduce the dislocation density. [31] Therefore it seems reasonable that here
an effect of dislocations is observed and in Ref. [ 3] a similar obervation is missing. In the
present case it was refrained from additional heat treatment, as the vicinal step-structure,
indispensable for successful SrRuO3 growth, would be altered as well.
A model taking all three above described phenomena into account is that of a spatially varying
diffusion coefficient D∗O(x) as presented in Sec. 6.2.
In order to test this model first, diffusion profiles recorded at different positions on the
SrRuO3|SrTiO3 sample are compared. As shown in Fig. 6.12 (a), profiles recorded at three
different positions could be successfully described with the proposed model. The correspond-
ing profile of the assumed tracer diffusion coefficient is depicted in Fig. 6.12 (c).
When taking a closer look at the values depicted in Table 6.3 the values for D∗O(∞) agree
very well within their error margin. This is particularly important as D∗O(∞) represents a
true bulk value and is independent of surface properties.
It is the model parameters describing these surface properties that vary more significantly
between the different positions on the surface (see Table 6.3). In light of the widely accepted
assumption that extended defects are inhomogeneously distributed especially close to the
sample surface, [30,31] this observation is rather an indication of the assumed model’s validity
than an inconsistency.
To further confirm that the assumption of inhomogeneously distributed extended defects
having a blocking effect on oxygen diffusion, tracer diffusion profiles were recorded as a
function of exchange time. If the proposed model was valid, then the variation of model
parameters describing the spatial variation in D∗O(x) with time has to be of similar magnitude
than the scatter in model parameters with position. This corresponds to condition C1′
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formulated in Sec. 6.2, only taking spatial inhomogeneities into account as well.
Figure 6.12: Tracer diffusion profiles recorded (a) at different positions on a SrRuO3|SrTiO3
heterostructure sample and (b) obtained after different exchange times and at different po-
sitions on the same sample. in (c) and in (d) the corresponding D∗O(x) assumed to fit the
profiles (red lines in (a) and (b)) are shown.
In Fig. 6.12 (b) diffusion profiles corresponding to different exchange times are shown. All
profiles could again be described with the model of a spatially varying diffusion coefficient.
This spatial variation is shown in Fig. 6.12 (d).
A comparison of Fig. 6.12 (c) and Fig. 6.12 (d) (the same hold when comparing the values
in Table and Table) reveals that the scatter D∗O(x) due to differences in probing position
is approximately the same as the scatter occurring with exchange time. Therefore we can
conclude that inhomogeneously distributed dislocations surrounded by space charge layers
depleted of oxygen vacancies induce a blocking effect on oxygen diffusion.
6.4 Conclusions
In this chapter tracer diffusion profiles for different conceivable scenarios of complex diffusion
behaviour in oxide ceramics were simulated. In all cases the importance to investigate the
time dependence of the diffusion behaviour became apparent. In brief, it can be summarised
that
1. Successful description of a tracer-diffusion profile with a solution to the diffusion equa-
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tion is a neccessary, but insufficient criterion to asses the quality of a diffusion model.
2. Only a time-dependent investigation can provide the neccessary confirmation of a
model’s validity in describing the envisioned diffusion behaviour.
3. Successful application of the theoretically derived criteria to experimental data reveals
the blocking effect of regions depleted of oxygen vacancies around dislocations on oxygen
tracer diffusion.
These criteria can be generalised and are applicable to all kind of models proposed as a
solution to the diffusion equation. A time-dependent investigation might be dispensable
in cases a lot is known about the material and the diffusion profiles clearly exhibit the
classically expected behaviour. It is however indispensible in all cases deviations from this
classic behaviour occur. This is particularly the case for diffusion in thin film heterostructures,
through space-charge layers and diffusion involving grain boundaries and dislocations.
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Chapter 7
The SrRuO3|SrTiO3 interface: A
SIMS approach
Metal-semiconductor interfaces are of pivotal importance to the operation of classical semi-
conductor devices. [1] The desire to optimise these devices has led to numerous experimental
studies and has fueled the development and refinement of a theoretical framework allowing
for the prediction of interface properties. [2–4] In the emerging field of oxide electronics the
situation is different: Despite theoretical considerations based on classical semiconductor con-
cepts, [5–7] there is a lack of experimental data that could be used to validate and adjust these
models. [8,9] As outlined in Sec. 2.4, the quantity used to characterize a metal-semiconductor
contact is the difference in electrochemical potential of electrons between the materials: the
Schottky barrier height (SBH). This value is traditionally determined by various methods [2]:
1. Current/voltage characteristics
2. Capacitance measurements
3. Photoelectric measurements
4. Photoelectron emission spectroscopy
The common ground of all four methods is that electrons are employed to probe the interface
properties. In the first three cases this requires that both involved materials possess a suffi-
cient electronic conductivity. In case of photoelectron emission spectroscopy the heterostruc-
ture under investigation cannot exceed a certain thickness, as the emission depth of photo-
electrons is restricted to a few nm. [9] Geometrical constraints also complicate less widespread
scanning probe methods used to reveal electrochemical properties of all-oxide interfaces. [10]
Here typically available probe dimensions restrict the lateral resolution to about 20 nm. [10–12]
An additional problem is that unlike in traditional semiconductor materials, in oxides the
composition varies with temperature (cf. Sec. 2.3.1). In SrTiO3, for instance, variations in
composition with temperature induce non-trivial changes in charge carrier concentration and
thus their electrochemical potentials (e.g. the Fermi level as shown in Sec. 2.3.3).
The underlying idea of the study presented in the following is not to probe electrons, but
ions to determine the properties of an all-oxide metal semiconductor interface.
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Here again the prototype system of this thesis, the SrRuO3|SrTiO3 heterostructure, will be
used. In this particular case the redistribution of oxygen ions at the SrRuO3|SrTiO3 interface
can be revealed by isotope exchange experiments and subsequent SIMS depth profiling.
In the first part of this chapter the experimental procedure used and the results obtained are
presented. Subsequently these results will be discussed with particular emphasis on assessing
the reliability of the presented method.
7.1 Procedure and results
Properties of the SrRuO3|SrTiO3 interface will be derived from oxygen isotope diffusion
profiles. Such an isotope profile along with the parameters of the exchange experiment is
exemplary depicted in Fig. 7.1. Here the corrected isotope fraction n∗r is plotted versus the
sputter depth. The position of the interface was determined from sharp rise in Ti-intensity
in the SIMS profiles (not shown); the film thickness was measured by means of XRR and the
crater depth by means of profilometry. In the following first the details of the data evaluation
procedure are described. Subsequently the results of this evaluation are presented. Finally,
an Arrhenius type investigation of the bulk diffusion coefficient in SrTiO3 is compared to
literature data in order to provide a consistency check of the presented analysis.
7.1.1 Data processing
Figure 7.1: Measured tracer diffusion profiles obtained on a SrRuO3|SrTiO3 heterostructure
sample (a) in the conventional and (b) in a log-log representation. The red line is the fit
obtained by applying the here discussed interface model to fit the obtained data.
Inspecting the tracer diffusion profile shown in Fig. 7.1, three main features can be discernined:
First, a profile in the SrRuO3 film close to the surface of the entire structure. Second, a
feature close to the SrRuO3|SrTiO3 interface. This feature extends several tens of nm into
the SrTiO3. Third, a long tracer diffusion profile extending several microns into the SrTiO3
crystal.
Description of this three-fold n∗r -profile is done by numerically solving the diffusion equation
in the film and in the substrate. The film-substrate structure is implemented into the finite
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element simulation package COMSOL Multiphysics v. 4.3 (COMSOL AB, Stockholm, Swe-
den). In order to obtain agreement between simulated and experimental data, three issues
were considered:
1. As all films were exposed to comparably long pre-anneal and exchange times, it became
necessary to consider both already observed and characterized diffusion mechanisms in
thin-film SrRuO3, Ansl and Ansl (see Chapter 4), to describe the diffusion profile in
the structure.In order to account for both mechanisms the free parameters D∗O(Ansl),
k∗O(Ansl) and D∗O(Anfa), k∗O(Anfa) are used.
2. The second feature was described with a local spatial variation of D∗ in the SrTiO3.
D∗(x) was obtained by assuming the existence of a space-charge layer in SrTiO3 in-
duced by the SrRuO3|SrTiO3 interface. The theoretical background and details of this
procedure were described in Sec. (2.5). Here it shall be emphasised that the main vari-
able characterising the interface is the interface potential φi. The dopant concentration
cdop =(7.0± 0.5)× 1017 cm−3 was assumed constant for all samples investigated.
3. The diffusion in bulk SrTiO3 far away from the interface is characterised by a bulk
diffusion coefficient D∗∞. In some cases, however, the diffusion process is altered by
dislocations and additional space-charge layers around them. Here the modeling process
was adapted according to the procedure detailed in Chapter (6). Profiles resulting from
this kind of analysis are depicted in Fig. 7.2.
Fitting of a solution to experimental data is done by variation of the diffusion and electro-
static parameters and visual comparison of computed and measured profile; parameters are
varied iteratively until an agreement between measured and computed profile is obtained.
At each temperature investigated several profiles were recorded. In all cases at least two
exchange experiments were conducted, resulting in different penetration depth of the tracer
into the substrate. In some cases the tracer diffusion profiles were recorded at different sam-
ple positions as well. A more detailed discussion of the profile analysis in bulk SrTiO3 was
Figure 7.2: Measured tracer diffusion profiles obtained on two different SrRuO3|SrTiO3
heterostructure samples (a) at T = 873 K and (b) at T = 923 K. In both cases the blocking
impact of dislocation, as described in Sec. 6.2, was considered when fitting the data.
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given in Chapter 6. As the validity of the model used here was confirmed there as well, in
the following the focus will lie on the interface potential φi. Values for D∗O(∞) will also be
presented. These values will be compared with previously obtained results. This comparison
provides an excellent consistence check of the conducted analysis.
7.1.2 Interface potential
Values for φi obtained are depicted as a function of temperature in Fig. 7.3. These values ex-
hibit a slight dependence on the temperature with a temperature coefficient
κ= (3.64± 1.65)× 10−4 K−1. It is noteworthy that this coefficient is of the same order
of magnitude as the temperature dependence of the optical band-gap Egap as reported in
Ref. [13] (κ= 6× 10−4 K−1).
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Figure 7.3: Values of the interface potential φi as a function of temperature. The values
depend on the temperature with κ= (3.64± 1.65)× 10−4 K−1.
The fitting procedure described above is very sensitive to φi, hence this value is determined
with a low fitting error. Measurements at different sample positions and after different
exchange times, however, show larger scatter. The reason for this scatter is the fact that we
employed a homogeneous interface model to obtain φi, but the potential barrier at metal-
semiconductor contact is generally inhomogeneous. [14–16] Therefore measurements of φi at
different positions on a sample will reflect these inhomogeneities.
7.1.3 Bulk diffusion : A consistency check
Since many defect properties of SrTiO3 where deduced from oxygen diffusion measurements
conducted on bulk SrTiO3, values for D∗O are abundantly available in literature (see Ref. [17],
Sec. (2.3.3) and references therein). Particularly the diffusion study presented in Ref. [17]
was conducted on single crystal SrTiO3 from the same supplier as the substrates used in
this study . Hence similar properties can be expected. Especially the impurity level, which
stipulates the oxygen vacancy concentration and the magnitude of D∗O, be expected expected
to be comparable.
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Figure 7.4: Arrhenius analysis of the mea-
sured tracer diffusion coefficients yields an acti-
vation enthalpy of ∆HD∗O = (0.76± 0.12) eV. For
comparison the Arrhenius analysis of tracer dif-
fusion coefficients measured in Ref. [17] is shown.
Here the activation enthalpy was determined to
HD∗O = (0.58± 0.08) eV
For this reason the results for D∗O pre-
sented here shall not be regarded as
novel, though the temperature range
could be slightly extended towards
lower values. Rather the comparison
of the here obtained data with those
from Ref. [ 17] provides a consistency
check of the above described analy-
sis. The determined values for D∗O
are shown along with the correspond-
ing Arrhenius fit and literature data in
Fig. (7.4). From our data an activa-
tion enthalpy for oxygen tracer diffu-
sion of ∆HD∗O = (0.76± 0.12) eV can be
determined. This value is in reason-
able aggreement with previous reports
of this value, which settle in the range of
∆HD∗O = 0.60 eV to 0.70 eV (cf. Ref. [17]
and references therein). This shows that the applied method of profile-fitting is consistent
with other diffusion studies on SrTiO3 and the observed local variations in the diffusion
coefficient occur as a consequence of the SrRuO3|SrTiO3 interface.
7.2 Discussion
7.2.1 Validity of interface description
Discussing charge carrier redistribution at the SrRuO3|SrTiO3 interface, the first intriguing
question is: To what extend does Poisson’s equation reduces to Laplace equation in the
metallic oxide SrRuO3 (as the relative static permittivity r → ∞ holds in a metal); or is
there a measurable redistribution of charges in SrRuO3?
In the classical picture a metal is field free and as Laplace equation holds, which means that
the electric potential in the metallic bulk SrRuO3 would be constant. Any charges would be
screened within a infinitesimal δ-layer at the metal-semiconductor interface.
In a realistic scenario, however, charges are screened within a finite screening length λS pene-
trating into the metal. The details of this phenomenon and its technological implications par-
ticularly for the occurrence of dead-layers in capacitors have been discussed elsewhere. [18,19]
The theory of Dawber and Scott [19] yields a value for the screening length λS≈ 0.4 nm, a
value experimentally confirmed by Sinnamon et al.. [20] This implies that the redistribution
of oxygen vacancies does not exceed one unit cell of SrRuO3. Considering that the depth-
resolution of SIMS of lies in the order of 1 nm, this means that we won’t be able to resolve
any charge carrier redistribution in SrRuO3.
As a consequence the above used Schottky-model describing the charge carrier redistribution
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at the SrRuO3|SrTiO3 can be regarded as sufficiently accurate.
7.2.2 Assessment of the used method and the model system
As already stated, the charge carrier redistribution and as a consequence the tracer diffusion
coefficient is decisively influenced by the drop in electric potential φi across the interface.
In light of the fact that the here presented method of measuring φi is novel and thus not well
established, one needs to be certain that indeed different interfaces give different results for
the extracted potentials. In this study the derived interface potentials were of the order of
φi≈ 0.25 V. Values for the gas-solid interface of oxygen and SrTiO3 are significantly higher,
in the order of φ0 surface≈ 0.5 V. [17]
Both, interface as well as surface potentials, were obtained by analysing oxygen isotope dif-
fusion profiles. Therefore one can concluded that a SrRuO3 thin film indeed alters the defect
behaviour at the SrRuO3|SrTiO3 interface and the observations are not due to methodical
artifacts.
In the following, the here measured values for the interface potential will be compared to
reference values obtained by other means. This is of particular importance, as the way of
sample preparation and annealing can decisively determine the material and thus the interface
properties. [21,22]
As the SrRuO3|SrTiO3 has been characterized by a variety of different techniques, we will now
compare these values with with one obtained by means of XPS on SrRuO3|SrTiO3 reference
samples. These SrRuO3|SrTiO3 reference samples were prepared in exactly the same manner
as those used in the diffusion studies (cf. Sec. 3.2.3).
To facilitate a comparison, we have to take into account that in most studies donor doped
SrTiO3 was used, which implicitly indicates that ΦnSB was measured. In all interface models,
ΦpSB and ΦnSB are related with the bandgap Egap via (see Sec. 2.4 or Refs. [1,2,23]):
Egap = ΦnSB + Φ
p
SB (7.1)
Applying Eq. (7.1) to our own and so far reported values for the SBH yields values listed in
table Tab. 7.1. The first conclusion of this comparison is that the experimentally obtained
value from XPS measurements for ΦpSB aggrees well with those converted via Eq. (7.1) from
several previous studies. Thus it can be concluded that the XPS room temperature values for
ΦpSB and ΦnSB can be regarded as reference values a further discussion of the values obtained
by SIMS profile analysis can be based on. As the the samples used in the XPS analysis w,
it can be further concluded that the prepared heterostructure samples represent an excellent
reference system to explore the rather novel method of tracer diffusion analysis to extract
SBHs.
7.2.3 Schottky barrier heights determined by means of SIMS
In order to be able to compare the measured values for φi with above listed SBHs and further
classify these values within the existing theoretical framework, we have to convert φi into
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Table 7.1: Values of the Schottky barrier heights for the SrRuO3|SrTiO3 interface obtained
by means of different methods and on differently doped SrTiO3 substrates. The bold values
represents the measured value of the SBH. The corresponding value for either ΦnSB or Φ
p
SB
was calculated assuming a value for the band-gap for SrTiO3 of Egap = 3.1 eV (T = 300 K)
ΦpSB (eV) ΦnSB (eV) Reference
(1.90± 0.10( (1.20± 0.10) this study XPS by A. Klein
1.90 1.20 [24], electrical
(1.63± 0.01) (1.47± 0.01) [25], optical
(1.75± 0.10) (1.35± 0.10) [25], electrical
(1.90± 0.10) (1.20± 0.10) [26], optical
SBHs. Here the following relation holds (cf. Sec. 2.4):
ΦpSB = φi + (Ef − Ev) (7.2)
with (Ef − Ev) being the valence band offset depending on temperature T and dopant con-
centration cdop as shown in Sec. (2.3.3). The measured values for φi, the derived SBHs ΦpSB as
well as the valence band offset (Ef −Ev) are shown as a function of temperature in Fig. 7.5.
Figure 7.5: Measured quantities and derived values characterising the SrRuO3|SrTiO3 in-
terface. eφi are the measured interface potentials, from which the values for the SBH eΦpSB
(SIMS) were derived. For these calculations the valence band offset (Ef−Ev) was used. eΦpSB
(XPS) is the interface potential directly measured by means of XPS at room temperature.
The dotted lines represent interpolations to lower and higher temperatures using the temper-
ature dependences of (Ef −Ev) and eφi. No potentials are drawn in the gray shaded area, as
here the oxygen incorporation reaction becomes increasingly slower and the defect behaviour
depends on kinetics (e.g. cooling/heating rate). It is noteworthy that at high temperatures
the Fermi-level is below eΦpSB (SIMS), whereas at low temperatures it is slightly above the
energy level defined by these values.
When first focusing on the values derived for ΦpSB in the temperature regime above T> 650 K,
it is apparent that the ΦpSB is independent of temperature (temperature coefficient κ= -
(0.55± 1.63)× 10−4 eV K−1). This behaviour strongly suggests that the Fermi level Ef at
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the interface is pinned relative to the valence band edge Ev. A similar behaviour has been ob-
served for different Si-metal junctions. [27–30] Assuming the same behaviour for SrRuO3|SrTiO3,
the position of Ef at the interface would be ΦpSB = 1 eV above the valence band edge Ev.
Ab-initio calculations that could help to understand the electronic interface structure are
scarce. Albina et al. [31] suggested the existence of metal induced gap states (MIGS) and
calculated values for the SBH in the range of 1.1 eV to 1.4 eV. Values in the same range were
obtained by Stengel and Spaldin (1.49 eV) [18], as well as for the comparable SrRuO3|BaTiO3
interface (1.4 eV). [32]
Since these results were obtained by first principle DFT calculations, it is obvious that these
values represent the electronic interface structure and thus are comparable to the measured
SBH of ΦpSB = 1 eV. One should, however, keep in mind that the here drawn comparison is
afflicted with several uncertainties. First, all calculations correspond to 0 K energies. This
means that in any case a temperature difference of at least 300 K between values derived
from ab-initio calculations and measured quantities exists. Second, ideal interfaces and no
point-defects are included in the ab-initio. Therefore differences between calculations and
experiments are to be expected.
Despite these systematic drawbacks, Klein [8] pointed out that values for SBHs derived from
ab-initio super cell calculations are prone to give more accurate results than any other com-
putational method can provide. [33]
Among the most frequently non-first-principle methods the tight-binding model is the one
that finds considerable application in calculating interface and surface states. In a series of
studies Robertson et al. [5–7,34] provide explanations for measured SBH of various different
systems. For SrTiO3 a charge neutrality level (CNL) of 2.6 eV above Ev is suggested. In the
Bardeen limit of strong Fermi level pinning this would advocate a SBH of ΦpSB = 2.6 eV, a
value clearly far out of experimentally supported bounds.
The experimentally determined ΦpSB presented, however, clearly are independent of tempera-
ture and thus a pinning of the Fermi-level to interface states is suggested. Therefore further
reasoning of the CNL derived by Robertsonet al.assuming slope parameters as introduced in
Sec. 2.4.2 is inexpedient at this point.
We thus conclude that Fermi level pinning at interface states approx. 1 eV above the valence
band edge is the reason for the observation of a temperature independent SBH of ΦpSB = 1 V
in the temperature regime above T ≥ 650 K. (cf. Fig. 7.5)
Comparing the high-temperature SBHs with the abundantly available, well ascertained room
temperature values of ΦpSB≈ 1.9 V, a striking difference is apparent.
Assuming now that for the above stated reasons, the SBHs were reliably determined in both,
the high- as well as the low-temperature regime, this discrepancy has to stem from an inherent
behaviour of the system.
The only property changing between high- and low temperature regime is the position of the
Fermi-level above the valence band edge, which varies depending on the surface exchange
reaction and the rate of cooling and heating in the temperature regime 500 K–650 K(see
behaviour of (Ef − Ev) in Fig. 7.5).
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This means that in the high- and low temperature regime different Fermi levels align and
therefore different barrier heights are to be expected in the respective regimes. Such a be-
haviour is, however, only to be expected if the SBH depends on the position of the Fermi
level. As this is only the case when the Fermi level is pinned (to a certain degree) at the
metal-semiconductor interface, we can regard this as an additional indication for strong Fermi
level pinning.
For many systems it is known that interface states are discontinuous and can be thought of
as donor- or acceptor bands with a certain width, present at the interface. (Fig. 7.6)
Assuming a similar behaviour for SrRuO3|SrTiO3 would make the discrepancy between the
high and the low temperature regime comprehensible: By freezing the the oxygen incorpora-
tion reaction, the Fermi level is shifted above the donor-type interface states. Therefore these
states can no longer pin the Fermi level and the net interface charge would be zero and the
behaviour would correspond to the Mott-Schottky limit. Such a behaviour was observed for
and is described in more detail in the textbook by Rhoderick and Williams (pages 20 ff.). [2]
An indication that such this suggestion could be indeed valid is that when employing the
appropriate constants and with the Mott-Schottky rule, we get:
eΦpSB = Eg + eχSrTiO3 − eΦSrRuO3 = 3.1 eV + 4.1 eV− 5.2 eV = 2.0 eV (7.3)
Considering the simplistic nature of the Mott-Schottky rule, this is in excellent agreement
with room-temperature data for ΦpSB listed in Table 7.1.
In brief the high temperature behaviour of the SrRuO3|SrTiO3 interface is dominated by
interface states pinning the Fermi level at a position approximately 1 eV relative to the valence
band edge. At low temperatures, on the other hand, the Fermi level is shifted above these
interface states and the behaviour is governed by the work function of the metal, in this case
SrRuO3.
Figure 7.6: Assumed model for the electronic behaviour at the SrRuO3|SrTiO3 interface.
(a) In the high temperature regime, the Fermi level is pinned to interface states exciting
approx. 1 eV above the valence band edge. (b) In the low temperature remige, the Fermi
level is above the interface states and the behaviour is thus determined by the differences in
between the work-function of SrRuO3 and electron affinity of SrTiO3
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7.3 Conclusion
In this chapter it was shown, how interface potentials can be determined by interpreting
oxygen tracer diffusion profiles measured on SrRuO3|SrTiO3 heterostructure samples.
On the basis of the derived interface potentials, Schottky barrier heights were calculated and
a model for electronic bahviour of the interface was established.
In the high temperature regime (T> 650 K),the Schottky barrier height is temperature inde-
pendent and thus the Fermi level of SrTiO3 is pinned to interface states.
For lower temperatures T< 500 K, interface states are negligible and the overall behaviour is
determined by the difference in work functions of SrRuO3 and electron affinity of SrTiO3.
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Chapter 8
Concluding remarks
The objective of this thesis was to investigate the behaviour of point defects in SrRuO3 thin
films deposited on single-crystal SrTiO3. The means used to investigate the defect-chemistry
and interface properties in the SrRuO3|SrTiO3 heterostructure was diffusion.
In the first part of this work, oxygen-tracer diffusion was thoroughly investigated in SrRuO3
thin films. The oxyge- tracer diffusion coefficients obtained are among the lowest ever mea-
sured in perovskite oxides, which implies that oxygen vacancies are of minor importance in
SrRuO3. Despite the low concentration of oxygen vacancies, their behaviour indicates a sur-
prisingly complex defect-chemistry of SrRuO3 thin films. Here the postulation of a metastable
defect structure was essential to understand the observed phenomena. Among these phenom-
ena were the observation of Ti diffusion into the SrRuO3 thin films as well as the formation
of SrO precipitates at the sample surface. Here it is remarkable that both processes involve
cation diffusion and occur at temperatures below T < 1000 K. It was concluded that these
processes are a consequence of the metastable defect structure relaxing to thermodynamic
equilibrium.
In the second part of this thesis, the metastable nature of the investigated thin films was
further investigated. It was shown that the non-equilibrium state of SrRuO3 thin films is an
inherent feature of the sample preparation method pulsed laser deposition. By adjusting the
kinetics of the pulsed laser deposition process, the nature of the metastable defect structure
can be changed. This provides a unique chance for rapid prototyping of thin-film samples with
different cation stoichiometry, namely different degrees of Ru deficiency. These variation in
Ru deficiency are a consequence of the formation of volatile Ru species during the deposition
process. The formation of these volatile species primarily depends on the adatom kinetics
on the substrate surface, which and can be controlled by varying the deposition frequency.
Variation of the deposition frequency thus allowed for systematically investigating the impact
of Ru vacancies on the defect-chemistry of SrRuO3. Here an increase in both the oxygen
tracer diffusion and the oxygen surface exchange coefficient with increasing Ru deficiency
was observed. Moreover the overall electrical conductivity, the Curie temperature as well as
disorder induced phenomena systematically changed with the Ru deficiency.
In the third part of this work, theoretical considerations emphasising the importance of a
time-dependent investigation of diffusion processes were presented. It was shown that only
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a time-dependent investigation of the diffusion behaviour provides sufficient information to
discriminate between diffusion through a space-charge layer present at a sample surface and
coupled diffusion through a grain boundary and adjacent bulk material. In addition, the ef-
fects of space-charge layers around dislocations depleted of oxygen vacancies were theoretically
investigated. The diffusion model derived from these considerations could be validated ex-
perimentally with diffusion data obtained on SrRuO3|SrTiO3 heterostructure samples. Here
the focus was on the diffusion behaviour in the bulk of SrTiO3.
With the knowledge gained on the diffusion processes in thin film SrRuO3 as well as in bulk
SrTiO3, the focus of the fourth part of this study was directed towards an investigation of the
SrRuO3|SrTiO3 interface. Oxygen-tracer diffusion profiles were used to indirectly determine
the behaviour of the electric potential across the investigated interface. A temperature-
dependent examination of the behaviour allowed for drawing conclusions about the electronic
interface properties. The importance of interface states and differences caused by the defect
chemistry of SrTiO3 between high and low temperatures became apparent.
Finally I want to point out that thin-film heterostructures are ideally suited to investigate the
defect chemistry of perovskite oxides. The possibility to deliberately adjust the defect state
of the material by the controlling the preparation method paves the way for countless possi-
bilities for defect-chemical investigations. Particularly the focus on the defect behaviour at
interfaces of these thin-film structures will provide useful insights and help further developing
the rapidly emerging field of all-oxide electronics.
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