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Abstrak  
Kredit adalah peminjaman uang dengan pembayaran secara tidak langsung atau membayar 
dengan secara berkala, dengan batas jumlah pinjaman tertentu yang diizinkan oleh pihak bank. 
Kredit merupakan sumber utama penghasilan dalam sebuah bank dan resiko bisnis. Karena 
dalam proses pemberian kredit tidak jarang terjadi kredit macet, di mana akan terjadi 
tunggakan kredit dalam masa angsuran. Data mining merupakan teknik yang memanfaatkan 
data dengan jumlah yang besar untuk mendapatkan informasi atau data yang berharga untuk 
mengambil keputusan yang penting. Data mining juga telah terbukti digunakan dalam 
perbankan yang mengklasifikasikan data yang berguna dan berukuran besar. Dalam penelitian 
ini studikasus yang dilakukan pada data debitur Bank BRI dengan menggunakan model Naive 
Bayes (NBC). Dari hasil penelitian ini untuk menentukan prediksi kelayakan kredit lancar atau 
kredit macet, dan evaluasi performance naive bayes. Untuk hasil penelitian algoritma naive 
bayes ini, dapat di terapkan dalam menilai kelayakan kredit pada akurasi data awal sebesar 
79,84%, sedangkan data yang sudah melalui tahap pengolahan data yaitu sebesar 88,61%, dan 
terakhir data yang sudah melalui pengolahan data dan konversi data memiliki accuracy paling 
tinggi yaitu 90,28%,, data yang diolah dengan pre-processing lebih unggul dibandingkan data 
yang belum diolah, sekalipun algoritma naive bayes mampu menangani data yang hilang atau 
tidak lengkap. 
 
Kata kunci: data mining, debitur, klasifikasi, algoritma naive bayes. 
 
Abstract 
Credit is lending money which payment method by using indirect payment or gradual payment 
method, with certain loan amount limits permitted by the bank. Credit is the main source of 
income of a bank and also a business risk. Because in a credit granting process, bad credit is 
not rare, where could occur loan arrears installment in the future. Data mining is a technique 
that utilizes large amounts of data to obtain valuable information or data to take important 
decisions. Data mining has also been shown to be used in banking to classify useful and large 
data. In this research, case study carried out at BRI Bank debtor data using the model Naive 
Bayes (NBC). From the results of this study is to determine the prediction of credit feasibility; 
good credit or bad credit, and performance evaluation of naive Bayes. For this naive Bayes 
algorithm research results can be applied in assessing the credit feasibility on the accuracy of 
the initial data by 79.84%, whereas the data that has been through a phase of data processing is 
equal to 88.61%, and the last data which has been through data processing and conversion data 
has the highest accuracy is 90.28%, data processed by pre-processing is superior compared to 
the data that has not been processed, even naive Bayes algorithm is capable of handling the 
data which is missing or incomplete. 
 
Keywords: data mining, debtors, naive bayes algorithm, classification. 
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1. PENDAHULUAN 
1.1 Latar Belakang   
 Untuk Salah satu pelayanan di 
dalam dunia perbankan adalah 
pemberian pinjaman kredit pada 
nasabah yang memenuhi syarat dalam 
suatu bank [1]. Pada perbankan kredit 
merupakan sumber utama penghasilan 
bank sekaligus juga sumber resiko 
bisnis paling besar karena 
dimungkinkannya kredit macet dimana 
resiko kredit yaitu kemungkinan 
penurunan hasil kredit dari peminjam 
yang mempunyai reputasi tidak 
produktif [3] Permasalahan yang sering 
di hadapi dalam perbankan adalah 
banyaknya nasabah yang menunggak 
dalam pembayaran. 
Dalam analisa kredit pihak bank 
menggunakan prinsip 5c yaitu The Five 
C’s of Credit Analysis. The Five C’s of 
Credit Analysis  merupakan alat untuk 
menganalisis kredit yang mencangkup 
character, capacity, capital, collateral 
dan condition dari untuk menganalisa 
nasabah yang mengajukan kredit [4] 
karena dalam menganalisa data dengan 
jumlah yang besar sering terjadinya 
kesalahan dalam analisa.  
Data mining telah terbukti sebagai 
alat yang memegang peran penting 
dalam dunia perbankan dan ritel, 
dimana data mining dapat 
mengidentifikasi dta atau informasi 
yang berguna dari data yang berukuran 
besar. Ada banyak tehnik dalam 
pembangunan model yang 
menggunakan aplikasi dari data mining 
tersebut [6]. 
Naive bayes classifier merupakan 
suatu metode yang menangani masalah 
bersifat hipotesis dimana dapat 
mendisain suatu klasifikasi dalam 
memisahkan suatu objek. Untuk credit 
croring penelitian yang dilakukan oleh 
Leung dan ceong [3] telah mendapatkan 
akurasi tertinggi dari 6 model dan 22 
algoritma klasifikasi pada german data 
set, yang menemukan bahwa naive 
bayes yang mempunyai akurasi 
tertinggi. dan  telah di buktikan dalam 
penelitian yang membedakan akurasi 
decision tree dan naive bayes dengan 
menggunakan 100 record dalam 
prediksi kelayakan kredit. Dan hasilya 
yaitu naive bayes classifier yang 
mempunyai akurasi lebih baik (82%) 
daripada decision tree (76%) [6]. Dalam 
penelitian ini, penulis akan menggunakan 
metode Naive Bayes. Karena Naive Bayes 
Classifier merupakan metode yang 
diimplementasikan dan memiliki nilai 
akurasi yang cukup tinggi yaitu 82% dalam 
menilai kelayakan kredit. Hal tersebutlah 
yang melandasi penerapan metode tersebut 
untuk implementasi Sistem Pencairan 
Kredit [9].  
 
1.2 Rumusan Masalah 
Bagaimana Menerapkan metode 
data mining menggunakan model Naive 
Bayes untuk mengklasifikasikan data 
debtur Bank BRI KC Rembang. Dan  
membangun aplikasi yang efisien 
sebagai implementasi metode 
klasifikasi. 
2. METODE 
2.1 Bank 
 Menurut Undang‐Undang No. 
10 Tahun 1998 Perbankan adalah 
sesuatu yang menyangkut segalanya 
tentang bank, yaitu yang mencakup 
kelembagaan, kegiatan usaha, serta cara 
dan proses dalam melaksanakan 
kegiatan usaha bank. bank sendiri 
adalah badan usaha yang menghimpun 
atau menyimpan dana dari masyarakat 
dalam bentuk simpanan dan 
menyalurkannya kepada masyarakat 
dalam bentuk kredit ataupun bentuk 
lainnya, tidak lain tujuannya adalah 
untuk meningkatkan taraf hidup rakyat 
banyak [10].  
2.2 Kredit 
 Apa itu kredit. Kredit yaitu 
penyediaan uang ataupun tagihan yang 
dapat dipersamakan dengan itu, 
berdasarkan persetujuan atau 
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kesepakatan pinjam meminjam antara 
pihak peminjam dan tentunya dengan 
pihak bank yang mewajibkan dari pihak 
peminjam untuk melunasi utang yang di 
pinjam dari bank setelah jangka waktu 
tertentu dengan pemberian bunga. 
A. The Fice C’s Of Credit Analysis. 
The Fice C’s Of Credit Analysis 
berguna untuk menganalisis kredit 
dalam perbankan ysng terdiri dari [9]: 
 Character data yang mencangkup 
data  kepribadian dari calon 
nasabah kredit. 
 Capacity merupakan kemampuan 
calon nasabah kredit dalam 
mengelola suatu usahanya. 
 Capital kondisi atau kekayaan yang 
di miliki atau perusahaan yang di 
miliki dan di kelolanya 
 collateral adalah jaminan yang 
dimiliki oleh nasabah kredit. Dan 
keungkinan dapat di sita oleh bank 
jika sewaktu waktu nasabah tidak 
memenuhi kewajibannya. 
Condition kondisi ekonomi dari pihak 
nasabah. 
2.3 Klasifikasi 
Data Mining dibagi menjadi 
beberapa kelompok berdasarkan tugas 
yang dapat dilakukan, yaitu:[16] 
Deskripsi, Estimasi, Prediksi, 
Klasifikasi, Pengklusteran, dan 
Asosiasi. Klasifikasi merupakan bagian 
dari algoritma data mining, klasifikasi 
ini adalah algoritma yang menggunakan 
data dengan target (class/label) yang 
berupa nilai kategorikal/nominal. 
Menurut Gorunescu [17] proses 
klasifikasi didasarkan pada empat 
komponen mendasar, yaitu: 
1. Kelas (Class) 
 Variabel dependen dari model, 
merupakan variabel kategorikal yang 
merepresentasikan “label” pada 
objek setelah klasifikasinya . Contoh 
kelas semacam ini adalah: adanya 
kelas penyakit jantung, loyalitas 
pelanggan, kelas bintang (galaksi), 
kelas gempa bumi (badai), dll. 
2. Prediktor (Predictor) 
 Variabel independen dari model, 
direpresentasikan oleh karakteristik 
(atribut) dari data yang akan 
diklasifikasikan dan berdasarkan 
klasifikasi yang telah dibuat . Contoh 
prediktor tersebut adalah : merokok, 
konsumsi alkohol, tekanan darah, 
frekuensi pembelian, status 
perkawinan, karakteristik (satelit) 
gambar, catatan geologi yang 
spesifik, kecepatan dan arah angin, 
musim , lokasi terjadinya fenomena , 
dll. 
3. Pelatihan dataset (Training dataset) 
 Kumpulan data yang berisi nilai-nilai 
dari kedua komponen sebelumnya 
dan digunakan untuk melatih model 
dalam mengenali kelas yang 
cocok/sesuai, berdasarkan prediktor 
yang tersedia. Contoh set tersebut 
adalah: kelompok pasien yang diuji 
pada serangan jantung, kelompok 
pelanggan supermarket (diselidiki 
oleh intern dengan jajak pendapat), 
database yang berisi gambar untuk 
monitoring teleskopik dan pelacakan 
objek astronomi, database badai, 
database penelitian gempa. 
4. Dataset Pengujian (Testing Dataset) 
 Berisi data baru yang akan 
diklasifikasikan oleh (classifier) 
model yang telah dibangun di atas 
sehingga akurasi klasifikasi (model 
performance) dapat dievaluasi. 
  Berikut beberapa model 
(metode) klasifikasi yang paling 
populer:[17] 
1. Decision/classification trees; 
2. Bayesian classifiers/Naive Bayes 
classifiers; 
3. Neural networks; 
4. Statistical analysis; 
5. Genetic algorithms; 
6. Rough sets; 
7. k-nearest neighbor classifier; 
8. Rule-based methods; 
9. Memory based reasoning; 
10. Support vector machines 
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2.4 Naive Bayes Classifier 
 Bayesian Classification yaitu 
pengklasifikasian statistik yang bisa 
digunakan dalam memprediksi probabilitas 
keanggotaan suatu class. Naive bayes 
dihitung berdasarkan Teorema Bayes yang 
memiliki bentuk umum sebagai berikut: 
 
Dalam hal ini: 
X= data dengan class yang belum 
diketahui. 
H= hipotesis data X merupakan suatu class 
spesifik 
P(H|X)= probabilitas hipotesis H 
berdasarkan kondisi X (posterior 
probability) 
P(H)= probabilitas hipotesis H ( prior 
probability ). 
Contoh D adalah sebuah training set dari 
sample  dan class label terkait, dan setiap 
tuple direpresentasikan dengan sebuah n ke 
D vektor atribut X = (x1, x2, …, xn). 
Seharusnya terdapat m class C1, C2, …, Cm. 
Klasifikasi bertujuan untuk menurunkan 
posterior maksimum, misalnya P(Ci|X) 
maksimal. Hal ini bisa diturunkan dari 
teorema Bayes,  
 
Karena P(X) bernilai konstan untuk semua 
kelas maka yang perlu dimaksimalkan 
hanya 
 
 Dengan asumsi bahwa setiap atribut 
bersifat independent atau tidak saling 
mempengaruhi antara satu atribut dengan 
atribut yang lain. Sehingga didapatlah 
persamaan: 
 
Dalam Penelitian ini melibatkan data yang 
bernilai kontinyu, sehingga dalam proses 
perhitungan posterior probabilitynya akan 
memerlukan mean (rata-rata) dan standar 
deviasi dari setiap atribut yang ada. Karena 
jika Ak bernilai kontinyu, P(xk|Ci) biasanya 
akan dihitung berdasarkan distribusi 
Gaussian (normal) dengan 
μ = mean, menyatakan rata-rata dari seluruh 
attribut 
σ = standard deviation,menyatakan varian 
dari seluruh atribut 
g = Peluang 
xi = nilai Attribut Ke i 
sebagaiberikut: 
g  
Sehingga P(Xk|Ci) menjadi setara dengan 
P(X|Ci) =  
dan untuk mean μ dan standard deviation σ 
sendiri akan dihitung sebagai berikut: 
 
Sedangkan untuk standart deviation σ akan 
di hitung 
 
 
  
Di Dalam dunia perbankan terdapat alat 
analisis yang digunakan untuk 
mempertimbangkan pencairan kredit yang 
disebut dengan The Five C’s of Credit 
Analysis yang terdiri dari: [9] 
3. HASIL DAN PEMBAHASAN 
3.1 Analisa Data 
Data yang digunakan pada 
penelitian ini berasal dari data debitur 
Bank BRI KC Rembang periode 2014 
dengan jumlah data sebanyak 667 
record. Terdiri dari 17 atribut yaitu No, 
Cabang, Nama Debitur, No Kredit, 
Alamat, Jenis Kelamin, Umur, Agama, 
Status, Pekerjaan, Penghasilan, Maks 
Kredit, Jangka Waktu Kredit, Angsuran, 
Suku Bunga , Outstanding, Kredit 
macet / lancar. 
Selanjutnya pengolahan data awal 
Jumlah record atau data awal yang 
diperoleh dari pengumpulan data 
sebanyak 667 data/record dan 17 
attribut, Untuk mendapatkan data yang 
berkualitas, beberapa teknik yang 
dilakukan sebagai berikut: [15]: 
1. Data Cleaning 
Terdiri dari Identifikasi atau 
menghilangkan outliers dan 
menghilangkan data nois. Mengisi 
nilai – nilai yang hilang atau data tidak 
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lengkap (missing value), Algoritma 
naive bayes mempunyai keunggulan 
tersendiri yaitu menangani data yang 
tidak lengkap (missing value), 
Memperbaiki data yang tidak 
konsisten. Dan Memecahkan redudansi 
yang di sebabkan oleh integrasi data. 
2. Data integration and transformation. 
Langkaah selanjutnya yaitu integration 
teknik yang dipakai menganalisis data 
korelasi, atribut yang redudan dan 
duplikat data, dan   transformation. 
3. Data reduction 
Mereduksi data set, dengan 
mengurangi jumlah attribute dan 
record agar lebih sedikit namun 
bersifat informative, Sehingga 
didabatkan data sebanyak 489 
data/record dan 9 attribut (table 
3.1.) 
. 
Tabel 1 : Atribut yang digunakan 
No Atribut 
1 Jenis Kelamin 
2 Umur 
3 Status 
4 Pekerjaan 
5 Penghasilan(perbulan) 
6 Jangka Waktu Kredit 
7 Angsuran 
8 Suku Bunga 
9 Kredit macet / lancar 
 
A. Model dan Metode yang di usulkan 
1. Modeling  
Metode yang akan digunakan dalam 
penelitian ini adalah Algoritma Naive 
Bayes. Dalam pemodelan ini, 
algoritma naive bayes akan di cari 
Performance Vector (accuracy) dan 
ConfusionMatrix. 
 
Gambar 1 : Model untuk menemukan 
performance algoritma 
 
 
Gambar 2 : Model algoritma naive 
bayes 
Mulai Identifikasi sampel dari 
data set baca data. selanjutnya 
P(Xi|Ci) menghitung jumlah class 
dari klasifikasi yang sudah terbentuk 
yaitu class Kredit Lancar dan Kredit 
Macet untuk setiap class. Kemudian 
P(X|Ci) menghitung jumlah kasus 
yang sama dari kelas yang sama X, 
dalam kasus data set pada penelitian 
ini terdiri dari 2 class yaitu debitur 
dengan kelas kredit Lancar yang 
dinyatakan dengan simbul (+) dan 
debitur dengan kelas kredit Macet 
yang dinyatakan dengan simbul (-). 
Kemudian hitung  
untuk setiap kelas atau atribut. 
Setelah itu dibandingkan, jika 
 
maka kesimpulannya adalah  atau 
pada penelitian ini berarti kredit 
Lancar. Jika  
maka kesimpulannya  atau kredit 
Macet. 
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3.2 Hasil dan Pembahasan 
Data akhir berjumlah 489 
data/record, dan Atribut yang akan 
digunakan adalah 2 jenis type atribut 
yaitu attribute kategorikal ini adalah 
salahsatu tipe attribute yang domainnya 
merupakan sebuah himpunan atau 
memiliki batas, nilai modelnya yaitu 
jenis kelamin, status, dan pekerjaan. 
Dan yang kedua adalah Attribut 
Numerik adalah attribute yang 
domainnya bilangan riil atau integer, 
nilai modelnya yaitu umur, 
penghasialan(perbulan), jangka waktu 
kredit, angsuran, suku bunga. Dan 
kredit macet/lancer yang merupakan 
label target. 
A. Eksperimen dan Pengujian Metode 
Eksperimen penelitian dilakukan 
menggunakan Rapid Miner. Dalam 
Rapid Miner terdapat beberapa operator 
pengolahan data sebelum dilakukan 
proses mining menggunakan Naive 
Bayes yaitu Retrieve Data, Validation, 
Naive Bayes Clasiffier, apply Model 
dan Performance. Kemudian dilakukan 
pengujian model. Naive Bayes. 
Tampilan proses utama dapat dilihat 
seperti pada gambar berikut : 
 
 
 
Gambar 3 : Desain model Naive Bayes 
B. Percobaan dan Hasil 
Percobaan pertama yang akan 
dilakukan menggunakan yang belum 
melalui pengolahan data. Jumlah data 
sebanyak 667 record Terdiri dari 17 
atribut yaitu No, Cabang, Nama 
Debitur, No Kredit, Alamat, Jenis 
Kelamin, Umur, Agama, Status, 
Pekerjaan, Penghasilan, Maks Kredit, 
Jangka Waktu Kredit, Angsuran, Suku 
Bunga , Outstanding, dan keterangan  
Kredit macet / lancar. 
 
 
Gambar 4 : Tabel confusion matrix 
hasil pengujian akurasi data awal 
 
Setelah itu pada data awal dilakukan 
preprocessing yaitu pemilihan data 
dengan dan dilakukan pemilihan atribut 
yang digunakan pada penelitian. 
Kemudian di dapatkan Jumlah data 
sebanyak 489 data/record dan terdiri 
dari 9 attribut Jenis Kelamin Umur, 
Status, Pekerjaan, 
Penghasilan(perbulan), Jangka Waktu 
Kredit, Angsuran, Suku Bunga, dan 
keterangan Kredit macet / lancar 
 
 
Gambar 5 : Tabel confusion matrix hasil 
pengujian akurasi data yang melalui tahap 
preprocessing data 
 
Untuk hasil accuracy percobaan 
pertama 79,84% dapat dikategorikan 
dalam Fair classification, dan 
percobaan kedua dengan hasil akurasi 
88,61% sudah termasuk dalam good 
classification. 
 
 
Gambar 6 : Tabel confusion matrix 
hasil pengujian accuracy data yang 
sudah dikonversi/diklasifikasikan. 
 
Acuuracy pada percobaan dengan data 
yang sudah di konversi ternyata 
diperoleh akurasi tertinggi yaitu 90,28% 
dan merupakan rentang akurasi 
Excellent classification. 
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C. Implementasi Algoritma Naive Bayes 
menggunakan Microsoft Visual Basic 
6.0 
Untuk proses prediksi debitur 
kredit lancar dan kredit macet, maka 
peneliti menggunakan Microsoft Visual 
Basic 6.0 untuk mengimplementasi 
penelitian yang telah dilakukan peneliti 
dengan algoritma naive bayes. Prediksi 
tersebut disesuaikan dengan 
karakteristik yang dihasilkan dari 
analisis sebelumnya. 
 
 
Gambar 7 : Tampilan editor source 
code VB 6.0 
 
Gambar 8 : Tampilan pada GUI VB 
6.0 
 
Pada GUI (Graphical User Interface) 
Gambar 4.9. diatas, aplikasi dijalankan 
dengan memasukkan inputan yang ada. 
Pada form ini menampilkan hasil output 
dari penginputan data calon debitur 
yang telah di proses dengan algoritma 
Naive Bayes. Proses klasifikasi 
dipengaruhi oleh atribut atribut terpilih 
yang mendukung untuk menentukan 
kelas nasabah lancer dan macet. 
 
 
4. KESIMPULAN DAN SARAN 
4.1 Kesimpulan 
Pada tahap penelitian membuktikan 
bahwa algoritma Naive Bayes dapat 
diterapkan untuk menilai kelayakan 
kredit pada BANK BRI KC Rembang 
dan untuk pengolahan data awal 
merupakan tahapan yang sangat 
mempengaruhi hasil akurasi yang baik 
sehingga akurasi akhir yang dihasilkan 
termasuk kategori Excellent. Tahap 
pengolahan data sangat mempengaruhi 
nilai hasil akurasi , dan Evaluasi 
menggunakan confusion matrix dengan 
menggunakan algoritma Naive Bayes 
menghasilkan akurasi data awal sebesar 
79,84%, sedangkan data yang sudah 
melalui tahap pengolahan data 
preprocessing yaitu sebesar 88,61%, 
dan terahir data yang sudah melalui 
pengolahan data dan konversi data 
memiliki accuracy paling tinggi yaitu 
90,28%,  jadi penilaian kelayakan kredit 
menggunakan algoritma naive bayes 
pada data debitur BANK BRI akan 
lebih tinggi jika di lakukan pengolahan 
data dan konversi data.  
 
4.2 Saran 
Berdasarkan proses penelitian yang 
telah dilakukan, agar penelitian ini terus 
berkembang, berikut saran yang 
diusulkan peneliti: 
1. Pada penelitian ini dapat 
dikembangkan dengan metode 
klasifikasi data mining lainnya agar 
bias dilakukan perbandingan. 
2. Untuk mengembangkan penelitian 
ini juga bisa dilakukan penambahan 
record data atau atribut lebih 
banyak untuk mendapatkan nilai 
akurasi yang lebih baik. 
3. diharapkan dapat digunakan oleh 
masyarakat yang membutuhkan  
dan pihak bank untuk mengetahui 
dan meningkatkan penilaian kredit. 
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