Abstract. This paper is concerned with a new approach for regularizing problems with discontinuous solutions: regularization for curve representations. The idea of this approach is to represent a (discontinous) function as a curve with parameterization (a(t), b(t)). A combination with nonlinear Tikhonov regularization then yields uniform convergence of the regularized solutions. The method is applied to deblurring and denoising problems in signal processing. A numerical example for a deblurring problem is presented.
We want to reconstruct essential features of the signal x (i.e., a solution of (1.1)), which we assume to be the points of discontinuity of x.
For convenience, we will assume that (1.1) has a unique solution.
In the literature, several possibilities for efficiently reconstructing piecewise continuous signals have been proposed. One approach is to use shock-filtering techniques (see, e.g., [11] ). In concrete numerical realizations these filtering techniques are implemented via variational formulations. A variational approach based on a shockfiltering technique which has become popular for enhancing discontinuous features of signals from blurred and noisy data is bounded variation regularization (see, e.g., [1, 2, 3, 9, 10, 13] ). In this method one approximates a (discontinuous) solution of (1.1) by the solution of the optimization problem
where BV is the space of functions of bounded variation and · BV is the bounded variation (semi-)norm. For a definition of the space of functions of bounded variation refer to [8] .
A disadvantage in the analysis of bounded variation regularization is that it can only be guaranteed that the bounded variation regularized solutions approximate a desired (discontinuous) solution with respect to some L p -norm [1, 3, 9, 10] . In this paper we study a regularization technique allowing reconstructions which approximate a discontinuous solution in a uniform sense.
In this paper, we interpret a function x as a parameterized curve {(a(t), b(t)) : t ∈ [0, 1]}. The curves considered satisfy a, b ∈ H 1 [0, 1] and in order to ensure that (a, b) represents a function x, we assume thaṫ
A further restriction is due to the fact that a represents a deformation of the interval [0, 1], i.e., a(0) = 0 , a(1) = 1 .
Problem (1.1) reformulated for the curve (a, b), now reads as follows:
where
2 is a nonlinear operator with
As an inner product on X we define 1] be an open set such that ∀t ∈ P :ȧ(t) > 0 a.e., ∀t / ∈ P :ȧ(t) = 0 a.e.
Then it is obvious that P is a union of at most countably many open intervals and a is continuous and strictly increasing on P. Therefore, we can define the inverse of a as
If the solution of (1.1) can be expressed as a curve (a, b) ∈ D(F ), the kernel k of the
, and k is continuous with respect to the second argument, then problems (1.1) and (1.3) are equivalent. If x solves (1.1) and (a, b) solves (1.3), then
x ∈ L ∞ is piecewise continuous with at most countably many discontinuities. Note that, even if (1.1) has a unique solution, the solution of (1.3) will never be unique. However, we prove below that there exists a unique minimum-norm solution, which is characterized by the parameterization with constant speed, i.e.,ȧ
, where L(a, b) denotes the length of the curve with parameterization (a, b). Note that the length of a curve is independent of its parameterization! Since, in general, the problem of solving (1.3) is ill-posed, we have to apply a regularization technique to solve the problem in a stable way. We use nonlinear Tikhonov regularization (see, e.g., [5, 6] ). In sections 2 and 3, we show that Tikhonov regularization is stable and convergent for denoising and deblurring signals, respectively. Finally, in section 4 we present a numerical example for the reconstruction of a discontinuous signal from blurred data.
The extension of the method to two-dimensional problems as well as performance questions will be studied in a forthcoming paper.
2. The regularization technique for denoising. We are interested in denoising a piecewise continuous signal from noisy measurement data. Denoising problems correspond to an integral equation (1.1) where the kernel is given by a δ-distribution, i.e., k(s, t) = δ(s − t). Thus, instead of problem (1.3), we have to solve
where .4), and a −1 is defined by (1.6). Note that a −1 is piecewise continuous with at most countably many discontinuities and is continuous from the left.
The solution of this problem is approximated by regularized solutions (a
In the following, we show that F maps weakly convergent into strongly convergent sequences or equivalently that F is weakly closed and compact. As a consequence, F will be also continuous and weakly continuous. From the general results in [5] on nonlinear Tikhonov regularization, it follows that problem (2.2) has a stable solution and that
where (a † , b † ) denotes the unique minimum-norm solution, cf. Proposition 2.2 below. The convergence above is meant in the space X (cf. (1.4),(1.5)).
Proposition 2.1. F , as defined in (2.1), maps weakly convergent into strongly convergent sequences.
Proof. Let (a n , b n ) ∈ D(F ) be a sequence that converges weakly to (a, b) ∈ D(F ) in X . Then (a n ) and (b n ) converge strongly in L ∞ . Since
, where
2 ds ,
the assertion is proved if we can show that (p n ) and (q n ) tend to zero as n → ∞. The first sequence (p n ) tends to zero due to the estimate
Using the fact that
the second sequence (q n ) is estimated as follows (cf. definition of a −1 in (1.6)):
Since f n ∈ L ∞ , a n (u) → a(u), and a −1 is continuous in points a(u) withȧ(u) > 0, we obtain by Lebesgue's dominated convergence theorem that f n → f in L 2 with
Together withȧ n ⇀ȧ in L 2 , this implies that
Proposition 2.2. Let us assume that problem (2.1) has a solution. Then it has a unique minimum-norm solution (a
where L(a, b) denotes the length of the curve with parameterization (a, b).
Proof. Let us assume that (2.1) has a solution (a, b).
. Also, obviously, (a, b) is a solution of (2.1), however with a smaller norm, since
Therefore, we can assume that (ȧ,ḃ) = 0 a.e.
Let the function s
2 /L(a, b) > 0 a.e. Therefore, the inverse function s −1 exists, it is continuous, strictly monotonically increasing, and differentiable a.e. Let us define
a.e.
Thus,ȧ
Moreover, (â,b) ∈ D(F ) is a solution of (2.1). Obviously, for every curve, the parameterization satisfying (2.3) is unique. It is now an immediate consequence of the Cauchy-Schwarz inequality that
where equality holds only ifȧ 2 +ḃ 2 = L(a, b) 2 a.e. There might be many parameterizations (â,b) satisfying (2.3), but obviously, there is always a unique one with minimal length L(â,b) satisfyingâ(t) > 0 for t > 0. However, we have to minimize
Let (â,b) be the parameterization with minimal length satisfying (2.3) and denote b 0 :=b(0). Then it follows immediately that (a
is given by the unique parameterization satisfying (2.3) with
This proves the assertion.
Note that the regularized solutions, i.e., minimizers of (2.2), have the same property as the minimum-norm solution, namely thaṫ
It was shown in [6, Proposition A.3 ] that problems involving a nonlinear, compact, locally injective operator F are ill-posed in the sense that the solution does not depend continuously on the data. Unfortunately, this result does not apply for the denoising problem (2.1), since there F is not locally injective. However, the minimum-norm solution is unique. We will show in the next proposition that problem (2.1) is illposed in the sense that the minimum-norm solution does not depend continuously on the data. Proposition 2.3. Let us assume that problem (2.1) has a solution. Then the unique minimum-norm solution does not depend continuously on the data y.
Proof. Since problem (2.1) has a solution, due to Proposition 2.2, it has a unique minimum-norm solution, (a,
The assertion is proved if we are able to find a sequence (a n , b n ) ∈ D(F ) satisfyinġ
(2.4) guarantees that (a n , b n ) is the minimum-norm solution of (2.1) with y replaced by F (a n , b n ). Thus, from (2.5) together with Proposition 2.1, it follows that (a n , b n ) does not converge to (a, b); however, F (a n , b n ) converges to F (a, b) = y.
We define functions
Hence, there are constants 0 < m, m < ∞ such that
Hence, there are unique elements
We show that
The second assertion in (2.9) follows immediately from the fact that h n L 2 ≥ m.
Since h n L 2 ≤ m, the first assertion in (2.9) is proved if 
. ψ is the Haar mother wavelet, and ϕ is the scaling function of the appropriate multiresolution analysis (see [4] for details on wavelet theory).
Due to (2.7) and (2.8),
Therefore, h n , v = 0 for all v ∈ D if n is sufficiently large (n ≥ M + 1 is sufficient). Thus, (2.10) holds and hence (2.9) is proved. Let us now define (a n , b n ):
Due to (2.9), (a n , b n ) satisfies (2.5). Since, due to (2.6) and (2.7), a n 2 (t) +ḃ n 2 (t) =ȧ
This proves the assertion of the proposition.
The regularization technique for deblurring.
Here we are interested in solving problem (1.3) for kernels k ∈ L 2 ([0, 1] × [0, 1]) being continuous with respect to the second argument. To be able to apply the theory of nonlinear Tikhonov regularization as above, and hence to obtain convergence of the regularized solutions, we will again show that F maps weakly convergent into strongly convergent sequences.
, maps weakly convergent into strongly convergent sequences.
Proof. The proof follows immediatly from Proposition 2.1, and the fact that F as defined in (1.3) is equal to applying first the nonlinear operator defined in (2.1) followed by the linear integral operator defined in (1.1).
If one assumes that problem (1.3) has a solution and that the solution of (1.1) is unique (i.e., each solution of (1.3) is a parameterization of the unique function solving (1.1)), then it follows, as in Proposition 2.2, that (1.3) has a unique minimum-norm
where L(a, b) denotes the length of the curve with parameterization (a, b). 
The operator F defined in (1.3) is Fréchet-differentiable with locally Lipschitz continuous derivative if
where D 2 k denotes the derivative of the kernel k with respect to the second argument. In this case the smoothness condition on the exact solution reads as follows:
These conditions imply that a
Convergence rates are only obtained for solutions of (1.1) without discontinuities. However, for discontinuous solutions, we have at least uniform convergence.
A numerical test example.
In this section, we consider the problem of recovering a discontinuous signal from blurred data. The integral operator in (1.1) is a convolution operator with kernel k defined by
The exact solution to be reconstructed is 13 16 ] . Similar test examples using bounded variation regularization for signal reconstructions have been considered in [14] . For a comparison of regularization for curve representations with H s -norm regularization, with 0 ≤ s < 1 2 , see [12, section 5] . For numerical calculations, a and b are approximated by piecewise linear functions. All integrals ocurring in the minimization problem (2.2) are calculated approximately using the 5-Gauss-point quadrature rule over intervals
So the numerical realization of (2.2) leads to the following nonlinear finite-dimensional minimization problem: Minimize
and x k , w k , k = 1, . . . , 5, are the nodes and weights of the 5-Gauss-point quadrature rule for the interval [0, 1]. This constrained minimization problem is solved iteratively by a projected conjugate gradient method. The conjugate direction is calculated due to Powell and the line search is performed via quadratic interpolation (cf., e.g., [7] ).
The exact data are contaminated by uniformly distributed and uncorrelated noise (added at the nodes of the 5-Gauss-point quadrature rule for each interval i−1 n , i n , i = 1, . . . , n, i.e., at 5n nodes) so that y − y δ equals 15% of y . The "optimal" parameter α is chosen as follows: we calculated for an exponentially decreasing sequence of parameters α k+1 = α k 2 a reconstruction with minimal error to the exact solution. Of course this can be done only in test examples, where the exact solution is known. In practice, to simulate this process, one has to use a discrepancy principle or other a posteriori parameter selection criteria (see, e.g., [5] ). 
