This paper focuses on the following elliptic equation
Introduction and main results
In this paper, we consider the following elliptic equation where 0 < l < ∞, p(x) is continuous, and F(x, u) = u 0 f(x, s)ds : [0, l] × R → R is l-periodic in x for all u ∈ R and satisfies the following assumption.
(A) F(x, u) is measurable in x for each u ∈ R and there exist a ∈ C(R + , R + ), b ∈ L 1 (0, l; R + ) such that |F(x, u)| a(|u|)b(x), |f(x, u)| a(|u|)b(x) for all u ∈ R and a.e. x ∈ [0, l].
In the past, a series of existence results for periodic solution have been obtained in the literatures (see [1, 2, 8, 13, 20, 21] and their references). But the widely used tool is either the various fixed point theorem or cone theory.
In recent years, however, many scholars have tried to use variational method to get the best result for simple elliptic equation. Nevertheless, to the best of our knowledge, there are few such results. In [7] , Liu and Zhao considered the impulsive boundary value problem with small non-autonomous perturbations. They showed the existence of three distinct classical solutions via variational methods and the three critical point theorem. But their works did not identify that the solutions which they obtained are periodic or subharmonic. This has motivated our interest in the topic.
As is known to all, there are many results on periodic solutions and subharmonic solutions for classical Hamiltonian systems. In [4] , Li et al. considered the second order Hamiltonian system ü(t) + B(t)u(t) + ∇F(t, u(t)) = 0, a.e. t ∈ [0, T ], u(0) − u(T ) =u(0) −u(T ) = 0, (1.2) where B(t) is an N × N symmetric matrix, continuous and T -periodic in t; F : R × R N → R is T -periodic (T > 0) in t and satisfies the following.
(F 0 ) There exist constants a 0 > 0 and L 1 > 0, such that ∇F(t, u), u − 2F(t, u) a 0 |u| 2 F(t, u)
for all u ∈ R N , with |u| L 1 and a.e. t ∈ [0, T ].
In [4] , the conditions (F 0 ) and (A) are used to prove the C condition. Nevertheless, Tang and Wu [19] proved (C) * condition by (F 0 ), (A), and the following condition Clearly, we can use the method introduced in [4] to prove the (C) * condition without (1.3).
Over the last few years, many researchers studied the existence of periodic solutions for problem (1.2) under the following condition.
(F 0 ) Assume that there exist λ > 2 and β > λ − 2 such that lim sup
Obviously, (F 0 ) is weaker than (F 0 ). Hence, we will replace (F 0 ) by (F 0 ). For more papers on periodic solutions and subharmonic solutions for classical Hamiltonian systems (1.2), please see [5, 9, [22] [23] [24] and their references. Inspired by those works mentioned above, we study periodic solutions and subharmonic solutions problems for the elliptic equation (1.1).
Periodic solutions of elliptic equation
In this section, we deal with the existence and multiplicity of l-periodic solution of problem (1.1) under the assumption: p(x) is l-periodic in x.
We will divide the problem into three cases.
The superquadratic case
For the superquadratic case, we make the following assumptions
for all u ∈ R, with |u| L 1 and a.e.
(F 5 ) F(x, −u) = F(x, u) for all u ∈ R, and a.e. x ∈ [0, l].
, then problem (1.1) has at least one nontrivial solution. Remark 1.2. (F 3 ) is weaker than (F 0 ). It is easy to show that F(x, u) = |u| 2 ln(1 + |u| 2 ) + sin |u| 2 − ln(1 + |u| 2 ) for all u ∈ R and a.e. x ∈ [0, l], satisfies our assumption (F 3 ) but not the condition (F 0 ) in R. Theorem 1.3. Suppose that F(x, u) satisfies (F 2 ), (F 3 ), and (F 5 ), then problem (1.1) has infinitely many solutions.
The subquadratic case
For the subquadratic case, we make the following assumptions
, and lim |u|→0 , by the well-known theorem (in [3] ), we can also get a sequence of critical value c k of Φ(u) (defined in next section) with c k c k+1 < 0 for k ∈ N, and {c k } converges to zero.
The asymptotically quadratic case
For the asymptotically quadratic case, we assume 
for all u ∈ R, with |u| L 1 and a.e. Then there exist a sequence {k j } ∈ N, k j → ∞, and corresponding distinct k j l periodic solutions of problem (1.1).
Remark 1.8. In [22] , Ye and Tang studied the existence of infinitely many solutions for problem (1.2) under the condition (F 0 ). As stated in Remark 1.2, (HF 2 ) is weaker than (F 0 ). Hence, our result generalizes and improves Theorem 2 in [22] .
Variational setting and proofs of the main results
In order to apply the variational methods, we first recall some related preliminaries and establish corresponding variational framework for our problem (1.1), and then give the proofs of all the main results.
Periodic solutions of elliptic equation
Let
be a Hilbert space endowed with the norm
where · p denotes the usual norm on L p for all 1 p ∞. It follows from assumption (A) that the functional Φ on H 1 l given by
It is well-known that the solutions of problem (1.1) correspond to the critical points of Φ (see [5, 12, 16, 27] ). Let
where K : H 1 l → H 1 l is the linear self-adjoint operator. Clearly, K is compact. Hence, we can decompose H 1 l into the orthogonal sum of invariant subspaces under (I − K) due to classical spectral theory
Here H 0 = N(I − K), H − and H + are such that, for some δ > 0,
3)
The superquadratic case
Let {e j } j∈N be a basis for H 1 l and define X j , Y k , and Z k as in [4, 5, 10, 16, 27] .
Definition 2.1 ([19])
. A sequence {α n } ∈ N 2 is admissible if, for every α ∈ N 2 , there is m ∈ N such that α n α for all n m.
Lemma 2.3. Suppose (A) and (F 2 )-(F 3 ) hold, then Φ satisfies the (C) * condition.
Proof. Let X = H 1 l , X 1 = H + with {e n } n 1 being its Hilbertian basis, X 2 = H − H 0 and define
Let {u α n } be a sequence in H 1 l such that {α n } is admissible and satisfying
Hence, there exists a constant M > 0 such that
for all n. Now we prove the sequence {u α n } is bounded. If {u α n } is unbounded, we can assume that u α n → ∞ as n → ∞. Let w α n = u αn u αn , then w α n = 1. Passing, if necessary, to a subsequence, for some w ∈ H 1 l we obtain
as n → ∞. Since p(x) is continuous and l-periodic in x, we can find a positive constant p 0 such that
Using (2.5), (2.6), and (2.7), we have
, we see that there exists a positive constant r 1 > L 1 such that F(x, u) 0 for all u ∈ R with |u| r 1 and a.e. x ∈ [0, l]. Noting that, the assumption (A) implies that
for all u ∈ R with |u| r 1 and a.e. x ∈ [0, l], here a 1 = max 0 s r 1 a(s). Then we obtain
for all u ∈ R and a.e. x ∈ [0, l].
If w ≡ 0, on one hand, by (2.8), we have
On the other hand, we deduce from (F 3 ), (2.5) and (2.9) that
Then, we obtain
We conclude from (2.10) and Fatou Lemma that lim inf
which is contradiction to (2.8), so u α n is bounded. By similar arguments as those in Proposition 4.1 in [12] , we get that the (C) * condition is satisfied. The proof is completed.
Lemma 2.4 ([5, 11])
. If the Cerami sequence of Φ is bounded, then its subsequence converges weakly to solution of problem (1.1).
Proof of Theorem 1.1.
Step 1. We claim that Φ has a local linking at 0 with respect to (X 1 , X 2 ). Here we only consider the case where 0 is an eigenvalue of − Using (F 1 ), we can get that there exists l 1 > 0 such that
for all |u| l 1 and a.e. x ∈ [0, l]. Due to (2.12), (2.1), and (2.4), for u ∈ X 1 = H + with u r 3
which implies that Φ(u) 0, ∀u ∈ X 1 with u r 3 .
, by (2.1), (2.3), and (F 4 ) we get
which implies that Φ(u) 0, ∀u ∈ X 2 with u r 4 .
Let r = min{r 3 , r 4 }, then Φ has a local linking at 0.
Step 2. We claim that Φ maps bounded sets into bounded sets. Assume that u M for some positive constant M. Combining (2.1) and (2.7) with (A), we have
Step 3. We claim that for every m ∈ N,
Evidently, there exists d 1 > 0 such that
By (F 2 ), there exists a constant l 2 > 0 such that F(x, u) a(s)b(x) for all |u| l 2 and a.e. x ∈ [0, l], which implies that
for all u ∈ R, and a.e. x ∈ [0, l], where 2 2 , and p 0 is the same as in (2.7). Combining this with (2.13), we get, for u ∈ X 1 m X 2 ,
which implies that
where
Therefore, by the local lining theorem (see [6, 17, 27] ), the proof is complete.
Proof of Theorem 1.3. Obviously, we can prove that Φ satisfies condition (C) in the similar way as Lemma 2.3, and Φ(−u) = Φ(u) by using (F 5 ). Then, we only need to check conditions (A 1 ) and (A 2 ) of the fountain theorem (see [4, 6, 7, 14, 15, 25] ).
Step 1. In fact, for each u ∈ Y k , there exists a constant d 2 > 0 such that
(2.14)
Applying condition (F 2 ), there is l 3 > 0 such that F(x, u) (1 + p 0 )d 2 2 |u| 2 for all |u| l 3 and a.e. x ∈ [0, l].
From assumption (A), one has |F(x, u)| a 2 b(x) for all u ∈ R with |u| l 3 and a.e. x ∈ [0, l], where a 2 = max 0 s l 3 a(s). Then,
for all u ∈ R and a.e. x ∈ [0, l]. Therefore, for all u ∈ Y k , combining (2.14) with (2.15), we have
Step 2. Let us define r k = β −1 k . Applying lemma 2.2, we have
Then by (2.4), we get that Z k ⊂ H + and r 2 k 4δ −1 a 3 b 1 for k large enough. Thus, for all u ∈ Z k with u = r k , we have u ∞ 1. Hence,
where a 3 = max 0 s 1 a(s). Therefore, it follows from (2.16) and the above expression that
Hence, (A 2 ) is proved.
The subquadratic case
Proof of Theorem 1.4. We consider the truncated functional . It is easy to see I(u) = u 2 , which shows that
Hence, I is bounded from below and the (PS) condition holds. By lemma 2.4 we know that this is enough to get a solution of problem (1.1).
. By the sobolev embedding, one has
Applying (SF 1 ), we have F(x, −u) = F(x, u), x ∈ [0, l], and I(u) = I(−u).
By (SF 2 ), there exists r 5 > 0 such that
for all |u| r 5 and x ∈ [0, l]. Hence, for u ∈ E k with u = l k = 
by the properties of genus we get that
By virtue of Theorem 1 (see [3] and its reference), we can see that I admits a sequence of critical points
By the two cases we have discussed above, the proof of Theorem 1.4 is finished.
The asymptotically quadratic case
In this subsection, the space and space decomposition we talked about are same as those established before. To get our next result, we should use the following inner product and norm
where u = u − + u 0 + u + and v = v − + v 0 + v + with respect to the decomposition (2.2), the operator
So the functional Φ defined on H 1 l is
for some C 1 > 0.
Proposition 2.5 ([24]
). Suppose that (AF 1 ) and (AF 3 ) are satisfied. Then Ψ ∈ C 1 (H 1 l , R) and Ψ : H 1 l → (H 1 l ) * is compact, and hence Φ ∈ C 1 (H 1 l , R). Moreover,
for all u, v ∈ H 1 l = H − H 0 H + with u = u − + u 0 + u + and v = v − + v 0 + v + , respectively, and critical points of Φ on H 1 l are solutions of (1.1). Let X j =span{e j } for all j ∈ N, where {e n : n ∈ N} is the system of eigenfunctions of A, and
By virtue of Proposition 2.5, we know that
Lemma 2.6. Let (AF 1 ) and (AF 3 ) hold. Then B(u) 0 for all u ∈ H 1 l and B(u) → ∞ as u → ∞ on any finite-dimensional subspace of H 1 l .
Proof. Obviously, (2.23) and (AF 1 ) imply that B(u) 0 for all u ∈ H 1 l . We claim that for any finite-dimensional subspace E ∈ H 1 l , there exists a constant > 0 such that
where meas(·) denotes the Lebesgue measure in R. If this conclusion is not true, then for any n ∈ N, there exists u n ∈ E\{0} such that meas
∈ E for all n ∈ N. Then {v n } is bounded, and
Passing to a subsequence if necessary, we may assume v n → v 0 in H 1 l for some v 0 ∈ E. Clearly, v 0 = 1, and
By the definition of norm · ∞ , there exists a positive constant δ 0 such that
For any n ∈ N, set
Applying (2.25) and (2.27), for n large enough, one has
Evidently, for n large enough, we have where R 1 is given in (AF 1 ). Observe that
for any u ∈ E with u R 3 . By (AF 1 ), (2.28)-(2.30), for any u ∈ E with u R 3 , we obtain
which implies B(u) → ∞ as u → ∞ on any finite dimensional subspace E ⊂ H 1 l . The proof of lemma 2.6 is finished. 
32)
and
33)
Proof.
Step 1. We show that (2.31) and (2.32) hold. Note that Z k ⊂ H + for k large enough. Due to (2.1), for any u ∈ H 1 l with u
, one has u ∞ R 2 , where R 2 and τ ∞ are the constants given in (AF 2 ) and (2.1), respectively. Then for k large enough and u ∈ Z k with u
, by (AF 2 ), we obtain
Since H 1 l is compactly embedded into L 1 . Evidently, (2.34) and (2.35) imply
for any k large enough and u ∈ Z k with u
Combining this with (2.36), we get
Clearly, there exists a positive integer k 1 large enough such that
Using (2.37), (2.38), and (2.40), for any k k 1
By (2.37), for any k k 1 and u ∈ Z k with u ρ k , we have
Combining this with (2.36) and (2.39), we have
Step 2. We prove (2.33). For any k ∈ N, there exists a constant C k > 0 such that
Using (AF 2 ), for any k ∈ N, there exists a constant δ k > 0 such that
By (2.1), for any k ∈ N and u ∈ H 1 l with u δ k τ ∞ , one has u ∞ δ k , where τ ∞ is the constant in (2.1). Applying (2.41) and (2.42), for any k ∈ N and u ∈ Y k with u
Now for any k ∈ N, we choose 0 < r k < min{ρ k ,
The proof of this lemma is finished.
Proof of Theorem 1.6. By virtue of (2.20) and (2.1), Φ λ maps bounded sets to bounded sets uniformly for
. So, the condition (T 1 ) of the variant fountain theorem (see [26] ) holds. Lemma 2.6 indicates that the condition (T 2 ) is satisfied, and Lemma 2.7 implies that (T 3 ) holds for all k k 1 , where k 1 is given in (2.42). Hence, by virtue of the variant fountain theorem, for any k k 1 , there exist λ n → 1, u λ n ∈ Y n such that
For the sake of notational simplicity, throughout the remaining proof of Theorem 1.6 we always set u n = u λ n for all n ∈ N. 
Then by the definition of L n and (2.46), one has
(1 − χ n )u n ∞ R 3 and χ n u n 1 M 4 , ∀n ∈ N.
Applying (2.1) and by Hölder inequality, we have 
By virtue of (2.57), one has Φ k (u) 0, ∀u ∈ F k 2 F k 3 .
