We re®ne the ®rst theorem of (R.E. Schapire, Y. Singer, in: Proceedings of the 11th Annual ACM Conference on Computational Learning Theory, 1998, pp. 80±91) bounding the error of the ADA DABOOST OOST boosting algorithm, to integrate Bayes risk. This suggests the signi®cant time savings could be obtained on some domains without damaging the solution. An applicative example is given in the ®eld of feature selection. Ó
Introduction
Boosting is related to a general methodology in constructing classi®ers, that is, functions mapping observations to classes. It is concerned by the combination of moderately accurate,``weak'' classi®ers (or hypotheses), into a highly accurate,``strong'' one. Historically, one of the very ®rst attempts to combine weak hypotheses in that way is due to Schapire (1990) . Since then, the method has received much theoretical and practical attentions, and recently (Schapire and Singer, 1998) , an important breakthrough established theoretical bases of an algorithm called ADA DA BOOST O OST, one of the most cited in that ®eld. ADA DABOO ST OO ST builds weighted linear combinations of weak hypotheses, and gives a theoretically ecient solution to all stages of the process: on which criterion and data to train weak hypotheses, how to choose their weighting coecients, even how to interpret their outputs in terms of classi®cation and con®dence. But perhaps the most interesting feature of ADA DA BOOST O OST is a mechanism for weighting examples, which consists in growing the current weak hypothesis on a set of examples that were hard to classify for its predecessors. Also, it shows that optimizing the accuracy of the overall hypothesis can be done eciently by optimizing the growth of each weak hypothesis on a criterion Z being not the accuracy (its name, Z, comes from the fact that it is actually the normalization coecient of a particular distribution). Interestingly, this criterion was previously used in decision tree induction to compare various``top-down'' induction schemes, in which a tree is grown by repetitively replacing leaves by logical tests (Kearns and Mansour, 1996) . In that www.elsevier.nl/locate/patrec Pattern Recognition Letters 22 (2001) 413±419 work, Z was theoretically shown to be the criterion leading to the optimal maximization of the accuracy (Kearns and Mansour, 1996) .
Our contribution in this paper relies on a more explicit version of the ®rst theorem of Schapire and Singer (1998) , the main theorem proving the eciency of ADA DABOO ST OO ST, as well as the basis for the construction of the Z criterion to optimize. Our version encompasses cases where many examples of dierent classes share the same description, implying that Bayes optimal classi®cation rule does not have zero error. It also shows that a slight modi®cation of the Z criterion, in the examples distribution, is likely to give better convergence speeds, without degradation of the ®nal results. These cases regarding non-zero Bayes optimum are interesting in real-world classi®cation problems, as well as in general domains such as feature selection, for which we provide some results obtained.
Boosting with multiply matching observations
Let LS fx 1 ; yx 1 ; x 2 ; yx 2 ; . . . ; x m ; yx m g be a sequence of training examples, where each observation (or description) x i belongs to X , and each label yx i belongs to a ®nite label space Y . We suppose that there are only two classes, in order not to harden the proofs: classes in Y are denoted``+'' and``)'' and called respectively the positive and the negative class. This does not restrict in any way the utility of our result for multiclass problems: we shall explain why these problems actually boil down to particular twoclasses problems.
For any description x over X , de®ne n x (resp. n À x) to be the number of positive (resp. negative) examples having the description x. De®ne dx jn x À n À xj=n x n À x. The optimal class prediction for some description x in LS is the class arg max cPf;Àg n c x, which we write y Ã x for short. Finally, for some predicate P , de®ne as sP t to be 1 if P holds, and 0 otherwise; de®ne as px; x H to be the predicate``x H and x are identical descriptions'', for arbitrary descriptions x and x H . Suppose that each weak hypothesis is returned by a weak learner, receiving as input LS and a distribution D over S. The output of the weak learner is a weak hypothesis h t : X 3 À1; 1. In the bi-class setting, the sign of the output represents the class. Fig. 1 presents the original ADA DA BOOST O OST algorithm, as described in (Schapire and Singer, 1998) . Coecients a t are scaling coecients, to map the votes of h t to R itself. The absolute magnitude of a vote may be interpreted as a con®dence (Schapire and Singer, 1998) . The update in the distribution is important as it leads to prove that the unweighted training error is upperbounded by the product of the Z t (Schapire and Singer, 1998 , Theorem 1), which we state for completeness. Fig. 1 . ADA DABOOST OOST as described in (Schapire and Singer, 1998) . Z t is the normalization factor for distribution D t1 .
Theorem 1 (Schapire and Singer, 1998) . The following bound holds on the training error of H:
Actually, as we now show, this theorem can be generalized.
Theorem 2 (Generalization of Schapire and Singer, 1998, Theorem 1) . Using ADA D ABO OST O OS T, the following bound holds on the training error of H: 
Here, we have made use of the fact that
Now, remark that Vx;
If the left-hand side is false, the inequality is true since the right-hand side is always positive. Otherwise, suppose that H x T y Ã x. There are n À x n x examples projecting onto x, those for which px; 
thus, the right-hand side of inequality (2) is P 1. We now ®nish to upperbound the error
This concludes the proof. Ã As pointed out by Schapire and Singer (1998) , Theorem 1 shows that the minimization of the error is ensured by minimizing each Z t . Of course, their theorem is valid when considering datasets with nonzero Bayes optimum, but their formula is much less explicit in that case, particularly because it does not unveil Ã , itself a necessary lowerbound for the error. Since this theorem is crucial to formulate the existence of the Z t criterion, a more explicit formulation is likely to yield better results. Actually, in our case, a faster convergence rate can be expected by optimizing the diminution of the error at time t, t , as follows. We optimize the ratio t À Ã = tÀ1 À Ã Z H t , since Ã is a lowerbound for the error on LS. We have To evaluate the bene®ts that boosting can bring to feature selection, a ®rst experiment carried out. It is a simple comparison of the accuracy, computed by a leave-one-out cross-validation, of a nearest neighbor's rule with the whole set of features, with the one selected by boosting, and with the one selected after a simple greedy maximization of the accuracy through feature subsets. Fig. 2 presents some results obtained on 19 datasets, most of which coming from the UCI repository of machine learning database. The results are a clear advocacy for the use of boosting even in the ®eld of feature selection. The procedure obtains for example on 13 datasets out of 19 the best results over the three methods.
A second experiment evaluates the bene®ts which can be obtained by using Theorem 2 instead of the original Schapire±Singer criterion, more precisely to quantify the possible increase in convergence speed. ADA DABOO ST OO ST's main controllable criterion is the number T of base learners required. We have checked experimentally that when using boosting for feature selection, increasing parameter T modi®es the ®nal solution up to a maximal value of T, after which the ®nal subset of features is not modi®ed anymore. This value T max was computed for both Schapire±Singer's Z criterion and ours for each of the 10 datasets. A relative gain q was computed to evaluate the bene®t of our method, namely q T max Schapire±Singer À T max us T max us : 5 Table 1 summarizes the results obtained for the datasets. Again, it is clear from the results that our modi®cation to Schapire±Singer's Z criterion provides very good results in the ®eld of feature selection, since gain ratios up to 70% (with 34.7% average) can be obtained, that is, the construction of up to 70% base learners can be saved. In many cases where base learners are time consuming to induce (typical examples are decision trees, lists, etc.) such a gain would be well worth the changing of Z using Theorem 2.
