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a b s t r a c t
In this study, we show that, the unidirectional chaos synchronization can be obtained
by using a non-generating partition to divide the phase space. Moreover, when using
a non-generating partition to attain the chaos synchronization, the minimum required
communication channel capacity is hβ , which is less than theKS entropy of the drive system
hKS . However, the minimum synchronization error cannot be arbitrarily small. Simulations
are provided to validate our results.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Chaos is a universal phenomenon, which is externally observed in sociality and scientific studies. A great deal of research
on chaos control [1–6] and chaos synchronization [7–11] has been conducted to harness the chaos theory. It is interesting to
analyze and investigate chaos from the point of view of information theory. Based on information theory [12] and symbolic
dynamics [13,14], studies on chaos control and chaos synchronization under the condition of restricted communication
channels capacity have been carried out [15–21].
Recently, Stojanovski et al. [15] have given the minimum channel capacity required to sustain finite precision
chaos synchronization by using a generating partition. Corron et al. [16] synchronized chaotic systems with symbol
replacements. In further studies, Pethel et al. [17] showed the fundamental relationship which exists between the quality
of synchronization sustained, the precision of drive state detected and the time difference that the response system lags
or leads the drive system. Previously, we have shown that, the unidirectional chaos synchronization can be obtained by
using a generating partition through a channel with capacity larger than the KS entropy of the drive system, that is, hKS [21].
However, all these works are built on symbolic dynamics with a generating partition [15–17,21], which is not easy to get
for dynamical systems in more than one dimension [14,22].
In the study [18], we have investigated the problem of sustaining chaos synchronization, and have extended these
conclusions of Stojanovski and Corron et al. to the non-generating partitions.
In this study, we would take a further step to investigate the problem of attaining chaos synchronization by using the
non-generating partitions. In detail, we first described the chaos synchronization by using the symbolic dynamics and
the automaton with finite-precision. Then, we show that, the unidirectional chaos synchronization can be attained if the
transitions between automaton states are well labeled. And in this case, the capacity of the coupling channel should exceed
the source entropy of the drive system, that is, hβ . At the same time, the minimum available synchronization error cannot
be less than limS→∞ diam(βS).
∗ Corresponding author.
E-mail address:wangxy@dlut.edu.cn (X. Wang).
0893-9659/$ – see front matter© 2012 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2012.06.022
X. Wang, M. Wang / Applied Mathematics Letters 25 (2012) 2312–2316 2313
2. Symbolic dynamics
By assuming that the related continuous-time systems have been transformed to the discrete-time ones through some
methods, we only discuss the discrete-time systems in this paper. Such a dynamical system with dimension N ∈ N is
xn+1 = f (xn), xn ∈ X ⊂ RN , n ∈ Z+, (1)
with the initial state x0. We suppose that all the systems’ motion is in subspace X .
Symbolic dynamics [13–15] is an efficient method to describe dynamical systems in finite precision. A partition β can be
obtained by dividing X into a series of regions Ci, formally
β =

Ci
 
i=1,2,...,m
Ci = X; Ci ∩ Cj = ∅, i ≠ j; i, j = 1, 2, . . . ,m

.
Thenwe can assign each regionwith an exclusive symbol i = σ(Ci)(i ∈ M = {1, 2, . . . ,m}). Symbol dynamics of system (1)
is established by the two operations—space division and symbol assignation. The relation between infinite symbol sequence
(infinite word) and the points of the phase space is then built:
µβ(x0) = X∞0 = X0X1 · · · Xk, . . . , Xk ∈ M ⇔ f j(x0) ∈ CXj , j ∈ Z+.
Denote the space composed by all the infinite words as ψ = ∞j=0 M , then µβ defines the map from X to ψ . Finite symbol
sequence Xn0 = X0X1 · · · Xn−1 is called a word, and its length is n. Word corresponds with subspace, which can be seen from
partition refinement. Let
CXn0 =

x|x ∈

k=1,...,n−1
f 1−k(CXk)

,
where f 1−k(CXk) = {x|f k−1(x) ∈ CXk}(k = 1, . . . , n − 1). βn = {CXn0 }Xn0∈Mn is called a partition refinement of partition
β at stage n. βn is also a partition of X and even fine, that is diam(βn) ≤ diam(β) (where diam is to get the maximum
diameter of all partition regions). The word Xn0 = X0X1 · · · Xn−1 will be obtained if and only if system (1) iterates from
some point in region CXn0 . Symbol dynamics transforms system motions to word shifts, i.e., µβ(x0) = X0X1X2X3 · · ·, then
µβ(x1) = X1X2X3 · · ·.
The word shifts one bit to its left at each iteration, and a new symbol fills the vacancy which generates on the right. The
new symbol contains new information obtained with the evolving system. From any word Xn0 , we have x0 ∈ CXn0 . If the new
symbol Xn is also obtained, then we have x0 ∈ CXn+10 . If diam(CXn+10 ) < diam(CXn0 ), then the position of x0 can be estimated
more accurately. That is, new symbol Xn brings new information. Correspondingly, the dynamical system can be seen as an
information source. This can be explained by information theory by defining the word entropy as
Hβn = −

Xn0
P(Xn0 ) log P(X
n
0 ),
where P(Xn0 ) is the probability that X
n
0 may appear. H
β
n represents the average quantity of information that each word with
length n brings. In this paper the base of log is 2, correspondingly, the unit of information is bit. The uncertainty when
predicting the next symbol based on its preceding n symbols can be quantified by conditional entropy: hβn = Hβn+1−Hβn (n =
1, 2, . . .). For the given partition β , the source entropy of system (1) is defined as
hβ = lim
n→∞ h
β
n = limn→∞
1
n
Hβn
hβ represents the average quantity of information that each symbol brings when using partition β to divide the phase space
X . The KS entropy of system (1) is hKS = supβ hβ , which is the maximum available source entropy to all partitions. Call β a
generating partition, if hβ = hKS . There are many good properties with generating partition, for example, different phases
correspond to different infinite words, adjacent phases correspond to adjacent infinite words, and limn→∞ diam(βn) = 0,
et al. However, generating partitions are not easy to compute for dynamical systemswithmore than one dimension [14,15].
3. Using non-generating partition to attain chaos synchronization
Suppose that the drive system is Eq. (1), and the identical response system is
yn+1 = f (yn)+ p(xn, yn), yn ∈ X (2)
with the initial state y0. The term p(xn, yn) describes the effects which are applied on response system to attain
synchronization. The time delay and signal distortion during signal processing and transmission is not considered. The
realization of p is not discussed here, wemerely assume that, it can operate as expected to attain the chaos synchronization.
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Fig. 1. The coupling of systems.
The following discussion is based on Fig. 1, where the detector detects the transition information from the previous drive
word to the current one, and sends the information to the decoder through the coupling channel. Then, the decoder would
decode the information it received to attain and sustain the chaos synchronization.
Only finite information can be transmitted in finite time on the channel with finite capacity. However, to achieve a
complete synchronization, infinite information is needed to transmit. That is to say, a discrete-time system joined by a
channel with finite capacity can only achieve finite precision chaos synchronization in finite time [17,18,23]. Practically,
two systems can be considered synchronized, if the difference of their motion keeps small. For convenience, we would use
the finite-precision synchronization, just as the study [17,18]. And in this case, the drive and response systems are considered
to be synchronized, only if their finite words X St and Y
S
t are kept identical. By using the partition refinement, we have
xt ∈ CXSt ⇔ yt ∈ CXSt
for t > tS , where tS is the time that the two systems are synchronizedwith someprecision. Hereafter, the synchronization
precision of the two systems is βS , and the synchronization error at time t is et = norm(xt − yt).
SinceM is a finite set, the numbers of words X St and Y
S
t are both finite. As a result, we can use the automaton to describe
the drive and response systems. An automaton is an abstract machine, which is introduced for theoretical computing. The
automaton can be described as a triple (P,Q , δ), whereQ is the finite state set, P is the set of finite letters labeling transitions
between states, and δ is the transition function P × Q → Q . Now, let us use the automata to describe the finite precision
symbolical systems.
Note that, when using the non-generating partitions to divide the phase space, there exist forbidden words which do
not correspond to any point in the phase space X . The existence of forbidden words affects the definition of the drive and
response automata. Here, we introduce the forbidden state q_, and let Q = {X St } ∪ {q_}. Transitions between states are
labeled with letters a, b, c, . . . , that is, P = {a, b, c, . . .}. If the word corresponding to the state qi can be shifted to the state
qj in the symbolic dynamics, then
∃p′ ∈ P : δqi(p′) = qj. (3)
Since there exist forbiddenwords, not all thewords can be shifted from one to another in the aboveway (3).Whenever there
are nodefinitions for the state qi and transition letter p′′ in the symbolic dynamics,we let δqi(p
′′) = q_. In thisway, symbolical
systems are converted into well defined finite automata. On this basis, the drive and response sides are considered to be
synchronized to the precisions βS , if the states of the drive automaton and that of the response automaton are kept identical.
To synchronize the drive and response systems to the precision βS , the main problem is to determine the current drive
state at the response side by referring the finite-length transition sequences. In the study [21], we have related this problem
to the generation of the generalized reset sequence (GRS) dynamics. Denote the set consisting of all the words which are
admissible for the finite-length transition sequence ρ as Qρ . Then, ρ is a generalized reset sequence [21], if
∃qj ∈ Q , ∀qi ∈ Qρ : δqi(ρ) = qj.
In the case of existing forbidden transition sequences, the current drive state can be determined at the response side, only
if a GRS is sent from the drive side to the response side [21]. Thus, the two systems can be synchronized, if and only if the
drive automaton can generate a GRS and send it to the response side.
Thus, the main problem is converted into the generation of a GRS, which is affected by both the underlying symbolical
systems and the labeling of the transitions between the automaton states. It would be a big advantage if there exists a proper
transition label scheme, which can tag the information that is required to attain the synchronization and make the drive
automaton to generate the GRSs for all symbolical systems. Here, we can see that, the technique used in the study [21] can
also be engaged on the non-generating symbolical systems. In detail, we use the function σ : M → P to denote the labeling
of transition letters, and let σ(1) = a, σ (2) = b, σ (3) = c, . . . . Since the function σ is one-to-one, it is reversible. When
transitions are labeled in this way, the GRS can always be generated by the drive automaton. The reason is that, the decoder
can always identify the current word symbol by symbol. For example, when the decoder receives the letter a (b, c, . . .), it
can identify the symbol in the finite response word 1 (2, 3, . . .).
In this way, the chaos synchronization can always be obtained when using the non-generating partition to divide the
phase space. Now, let us consider the synchronization precision and the required channel capacity. If β is a generating
partition, then limS→∞ diam(βS) = 0. Thus, for any given synchronization error e, a sufficiently large S exists to make
synchronization error less than e. However, for a non-generating partition β, limS→∞ diam(βS) ≠ 0, i.e., its infinite word
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Fig. 2. Hénon attractor and the subspace.
cannot be mapped to a unique state. As a result, if e is small enough, the synchronization error cannot be less than e, no
matter how high the synchronization precision βS is. The minimal diameter of the partition βS is limS→∞ diam(βS). Such
a fact means that, when synchronizing system (1) and (2) with partition β , in no way the synchronization error can be
achieved or kept less than limS→∞ diam(βS).
Lastly, let us consider minimum channel capacity c which is required to attain chaos synchronization by using a given
non-generating partition β . To attain the synchronization, the current drive words should be identified in the response side.
According to the above scheme, we should send the infinite drive word to the response side. As the average information
quantity that each symbol brings is hβ , the required channel capacity c should be no less than hβ (hβ < hKS). Such a
channel can guarantee transmitting the information of the drive system motion to the response system, and guarantee
the synchronization of the drive and response systems. In conclusion, when attaining the synchronization by using a non-
generating partition β , the required channel capacity is hβ , which is less than the case using a generating partition, i.e., hKS .
The cost is that, the synchronization error cannot be less than limS→∞ diam(βS). We would like to emphasize that the least
synchronization error limS→∞ diam(βS) and channel capacity hβ are only decided by system (1) and partition β , and do not
get affected by the method used to attain the chaos synchronization.
4. Simulation results
We choose the Hénon system [24] to simulate
f

vn
wn

=

1+ wn − 1.4v2n
0.3vn

,
and denote x = (v,w)T . The phase space X is quadrilateral ABCD, where A = (−1.33, 0.42)T , B = (1.32, 0.133)T , C =
(1.25,−0.14)T ,D = (−1.06,−0.50)T (see Fig. 2).
The simulation is carried out by computer programs. Initial states of drive and response systems are chosen from X
and the Hénon attractor, respectively. Here β is a ε partition, and the given synchronization precision is e. For the sake of
simplicity, we let diam(β) ≤ e, and therefore, the synchronization precision in simulation should be β . Thus, the current
drive automaton state can be identified within one iteration. When the drive system (1) evolves to xt+1, the detector codes
the iteration according to the difference between CXt and CXt+1 , and sends this code to system (2) to make the latter iterate
to CXt+1 too. The detector and decoder repeat such operations to attain and sustain the synchronization between the two
systems. In the simulation, e = 0.015, x0 is chosen from X randomly. We choose β as a ε partition with ε = 0.01. Such
a partition divides X into many squares with side length 0.01 (except the borders). Theoretically, the required channel
capacity is log 10 bits, and in the simulation we use a coupling channel with capacity equaling to 4 binary bits. The attained
synchronization is shown in Fig. 3. From Fig. 3, we can see that, by using a non-generating partition and a finite capacity
channel, the chaos synchronization can be well attained and sustained.
5. Conclusion
Based on symbolic dynamics and information theory, we discuss some notions about attaining chaos synchronization
with non-generating partition in this study. Our results show that, the chaos synchronization can always be attained
when using a non-generating partition to divide the phase space. Moreover, the minimum required communication
channel capacity is hβ , which is less than hKS , however, the minimum synchronization error cannot be less than
limS→∞ diam(βS). These conclusions are only decided by the dynamical systems and the partition, and do not rely on the
specific synchronization attaining methods. As a next step, we will focus on the influence of information transmission on
the coupled multi-agents.
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(a) Plot of (v, t) of drive system. (b) Plot of (v, t) of response system.
Fig. 3. The synchronization process between system (1) and (2).
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