• Buckling/folding of slabs causes oscillatory subducting plate speed and trench motion when shear zone viscosity is less than 10 21 Pa s.
Introduction
Solid-solid phase transitions are a first-order feature of the Earth's mantle structure responsible for the observed stair-step increases in density and seismic velocity with depth [Dziewonski and Anderson, 1981] , as well as significant changes in the geochemical [Chen et al., 1998; Yoshino et al., 2008] and rheological [Xu et al., 2003; Tommasi et al., 2004; Huang et al., 2005; Shimojuku et al., 2009] properties of the mantle. While phase transitions are both pressure and temperature dependent, the temperature-dependence may have a profound effect on mantle convection and plate tectonics by either increasing or decreasing the driving force of subducted lithosphere as it sinks through the transition zone (410-km to 660-km depth) and perhaps even preventing slabs from sinking into the lower mantle (e.g., slab stagnation) [Fukao et al., 2009 ].
There have been many numerical studies of the effect of phase transitions on slab dynamics [Christensen and Yuen, 1984; Christensen, 2001; Cížková et al., 2002; Torii and Yoshioka, 2007; Nakakuki et al., 2010; Quinteros et al., 2010; Nakakuki and Mura, 2013; Cížková and Bina, 2013; Agrusta et al., 2017] . In regards to creation of long flat slabs, these studies agree that the subducting plate must exhibit sustained trench retreat and the combined effect of the phase transitions and the viscosity jump at 660-km must be large enough to significantly limit the sinking rate of the slab into the lower mantle. Alternatively, the presence of metastable olivine or pyroxene, which causes the slab to be more buoyant than the surrounding mantle, could also lead to slab stagnation [Tetzlaff and Schmeling, 2009; Agrusta et al., 2014] . In these studies the mineralogy of the mantle is assumed to be entirely olivine (except for Agrusta et al. [2014] ). Also, importantly, the Clapeyron slope of the major olivine phase transitions at 410-km and 660-km are often treated as weakly constrained laboratory observations, and are therefore varied together with the viscosity jump to attain slab stagnation.
Much of the motivation behind modeling the effect of phase transitions on subduction dynamics has come from the question of what causes slab stagnation in the transition zone and upper-most lower mantle. However, slab stagnation may not be a ubiquitous feature of subduction zones, and the common assumption that trench retreat forms flat slabs in the earth may need to be re-examined in light of new observations. First, while 60-75% of subduction zones are currently in trench retreat, trench motion tends to be slow (±2 cm/yr) and changes in time Sdrolias and Müller, 2006] . In contrast, numerical -2-simulations require long periods of trench retreat to create long flat slabs. For example, even though the long (>1500 km) flat slab is a prominent feature of the Japan subduction zone, it is a young feature (< 20 my) and may have formed during a time without significant trench retreat [Liu et al., 2017] .
Second, while many other subduction zones do exhibit shorter (relative to Japan) flat slabs, both in the transition zone and in the upper mantle, there are also some subduction zones that do not have flat slabs Fukao and Obayashi, 2013] . In this regard, tomography is capturing only a snap-shot of the time evolution of the slab, and interpreting the deformation path of the slab is not always obvious. Indeed, the high viscosity of the lower mantle will decrease sinking rates by a factor of 2-10 (or more) relative to the upper mantle and this will cause all slabs to sink slowly and warm up in the upper-most lower mantle, but in this case there is nothing preventing the slab from sinking into the lower mantle. In addition, studies of subduction usually ignore other causes of flow in the mantle (e.g., large-scale mantle upwelling, flow induced by other slabs), while it has been shown that mantle flow can significantly change slab dip and shape independent of locally-controlled slab dynamics [Lee and King, 2011] .
Finally, the treatment of Clapeyron slopes as somewhat free parameters in some previous studies suggests that the differences in observed slab morphology could be explained by significant variations in the Clapeyron slope from one subduction region to another. Indeed, bulk composition (e.g., Al and Fe content; Weidner and Wang [1998] ; Katsura et al. [2004] ; Ohtani and Sakai [2008] ) and water content [Litasov et al., 2006] do change the Clapeyron slopes and equilibrium depths of phase transitions. However, most studies do not explicitly address what might cause regional variations in phase transition values or whether these are consistent with the changes needed to induce slab stagnation [Thomas and Billen, 2009] . In the past decade, there have also been substantial advances in the methods used to examine phase transitions in the laboratory, including both equilibrium and non-equilibrium processes. These advances have lead to better constrained values for the equilibrium phase transitions of olivine and to more experiments constraining the phase transition properties for the non-olivine components of the mantle [Ohtani, 2007; Gasparik, 2013] . Therefore, based on the results from simulations, new observations on slab dynamics, and improved measurements of material properties, it is worthwhile to continue to investigate how slabs deform in response to the density and rheologic structure of the transition zone.
In a previous study [Arredondo and Billen, 2016] , we developed a compositionallydependent phase transformation (CDPT) model. The CDPT model: 1) uses a pyrolite composition for the mantle, 2) takes into account the compositional layering of the subducting lithosphere into crust, harzburgite and pyrolite, and 3) implements the best estimates of the equilibrium phase transition parameters for olivine, pyroxene and garnet. In the previous study we established that: 1) the added effects of shear heating, latent heat and an adiabatic gradient (extended Boussinesq approximation) led to substantially more deformation of the slab as compared to models using the more commonly used Boussinesq approximation, and 2) simulations using different models of phase transitions and composition (e.g., olivine only, pyrolite without crust and harzburgite, CDPT model) led to different slab folding behavior. Importantly, simulations using the commonly-assumed olivine-only model with only the phase transformations at depths of 410-km and 660-km, over-predict slab stagnation in the transition-zone compared to the CDPT model. However, our previous study was limited because it imposed kinematic boundary conditions (i.e., imposed surface velocity for subducting and overriding plates) and therefore could not address: 1) how the combined effects of a composite rheology and CDPT model would affect surface plate and trench motion, and 2) how slab deformation in the transition zone would affect surface plate and trench motion. Since plate and trench motions are key observations related to slab dynamics, they are important constraints with which to test the applicability of numerical simulations to the Earth. Therefore, here we build on those previous models by removing the kinematic boundary conditions and using the extended -3-Boussinesq approximation. We then investigate how time-dependent slab deformation with the CDPT model depends on certain rheological parameters and how this deformation is reflected in the surface plate and trench motion.
Compositionally-Dependent Phase Transition Model
Pyrolite is a theoretical upper mantle composition created to explain the observed composition of basaltic crust and the peridotite, harzbugite and lherzolite residuum layers resulting from partial melting of the mantle [Ringwood, 1962] . It remains a consistently used description for the bulk composition of the upper mantle [Jackson, 1999] . Pyrolite consists of about 55% olivine, 40% pyroxenes (clinopyroxene and orthopyroxene) and 5% garnet in the ambient upper mantle [Ringwood, 1991] . The proportions of these minerals then change through phase transformations, which are a function of both pressure and temperature [Ito and Takahashi, 1989; Gasparik, 1990; Ringwood, 1991; Gasparik, 2013] .
A schematic illustration of the mineral proportions and equilibrium phase transitions for pyrolite are shown in Figure 1A -B for both the warm mantle and cold (700 • C) slab [Weidner and Wang, 1998; Vacher et al., 1998; Stixrude and Lithgow-Bertelloni, 2011] . For the pyrolite mantle a total of seven phase transitions are included in the CDPT model. Notably, these phase transitions are seismically identifiable within the transition zone as causing jumps or gradients in seismic velocity [e.g., Schmerr and Garnero, 2007; Tibi et al., 2007; Thomas and Billen, 2009; Deuss, 2009; Gao et al., 2010] . The parameters describing the phase transitions are given in Table 1 . A more detailed explanation of the parameters included in the CDPT model is given in Arredondo and Billen [2016] .
Olivine undergoes three phase transitions: olivine to wadsleyite (ol → wd) at 410-km, wadsleyite to ringwoodite (wd → rw) at 520-km, and ringwoodite to bridgmanite and ferropericlase (rw → brg + f p) at 660-km. (Note, bridgmanite was referred to as perovskite prior to the discovery of natural samples of this mineral on a shocked meteorite [Tschauner et al., 2014] ). Both the (ol → wd) and (wd → rw) transitions have a positive Clapeyron slope and therefore occur at a shallower depth in the cold slab, while (rw → brg + f p) has a negative Clapeyron slope and occurs deeper in the cold slab ( Figure 1A, B) . Note, it is the temperature dependence of the phase transitions that leads to the localized density anomalies within the slab relative to the ambient mantle.
Starting around 300 km depth pyroxene dissolves to form majoritic garnet leading to a steady increase in density by about 10% [Ringwood, 1991] . This transition is not strongly temperature dependent and therefore does not cause density anomalies within the slab relative to the mantle: therefore, we do not include it in the CDPT model. However, the phase transitions that occur for garnet do depend on the temperature and are included in the CDPT model. In the warm mantle, garnet transitions directly to bridgmanite (gt → brg) at 660 km. In the cold slab garnet first transforms to ilmenite (gt → il) and then ilmenite transforms to bridgmanite (il → brg). In addition, starting at around 560-km Ca-Pv (and garnet) forms from exsolution of calcium-rich garnet and dissolution of clinopyroxene (Ca-rich gt → CaPv + gt).
In addition to using a pyrolite composition for the upper mantle, we also define a crustal layer and melting residuum layer beneath the crust. The composition of the residuum layer, which is 27.7 km thick, is that of harzburgite with 80% olivine and 20% pyroxene [Ringwood, 1982] . The harzburgite layer then undergoes the same phase transitions as the cold pyrolite mantle [Irifune and Ringwood, 1987] , but is dominated by the large proportion of olivine relative to the surrounding mantle (e.g., ilmenite forms, but only accounts for 20% of the layer).
Finally, for the crustal layer, which is 7.5 km thick, the basalt composition (feldspar, pyroxene and olivine) transforms to eclogite (e.g., garnet, pyroxene and quartz) at shallow depths. We model this phase transition using the albite → jadeite + quartz transition in which -4-the appearance of garnet is primarily controlled by temperature at pressures above 15 to 25 kbar [Hacker et al., 2003; Bousquet et al., 2005; Holland, 1980] . Therefore, we implement this transition as in previous studies starting at 700 • C for pressures above 15 kbar and running to completion by 850 • C [Arrial and Billen, 2013; Arredondo and Billen, 2016] . Following the transition to eclogite, pyroxene will dissolve into garnet and then garnet will undergo the same phase transitions as in pyrolite (however, see notes in Table 1 ).
The three compositions are included in the simulations by particle tracers that are used to track the intrinsic density values and mineral proportions: crust (7.5 km thick; 3000 kg/m 3 at surface), residual harzburgite (27.7 km; 3235 kg/m 3 at surface) and pyrolite background (3300 kg/m 3 at 1400 • C). Above the transition zone, the net buoyancy of the thin eclogitic crustal layer (3540 kg/m 3 ) and thicker harzburgite layer (at the same temperature) cancel out with respect to the pyrolite mantle [Oxburgh and Parmentier, 1977] , so there is no net compositionally-derived buoyancy. However, because the crust is actually warmer than the harzburgite layer, there is a small net positive buoyancy due to the compositional layers. In addition, in the transition zone, the phase transitions will occur at slightly different depths in these layers because of the difference in temperature. Figure 1D shows the location of the compositionally-dependent phase transitions predicted for a representative slab thermal structure. Note, that not all transitions occur in all layers, but there are additional phase transitions that occur within the cold interior of the slab.
The effect of the phase transitions on the buoyancy of the slab is illustrated in Figure 1C. Compared to a warm (1400 • ) pyrolite mantle, the pyrolite layer (64.8 km thick for this calculation) in the cold slab has several negative force anomalies and one positive force anomaly at 660 km (negative is directed down, positive is directed up). The harzburgite layer is positively buoyant relative to the pyrolite portion of the slab, while the eclogite crustal layer is negatively buoyant. However, the density anomalies for each of the compositional layers may affect the overall dynamics of the slab, by creating localized internal torques. In addition, the total pyrolite slab has smaller force anomalies at the 410-km and 660-km depth, but has a larger total negative buoyancy force when compared to an olivine-only composition ( Figure 1C ).
Modeling Methods
The model set-up is nearly identical to Arredondo and Billen [2016] except for the change of the top boundary from an imposed subduction velocity to a free-slip boundary (Figure 2 ). This change to the boundary conditions together with tracking of a weak crustal layer allows for fully dynamic subduction in which the surface plate and trench motions are determined by the balance of forces within the viscous fluid. Simulations are run using the CitcomS finite element code [Zhong and Gurnis, 1994; Zhong et al., 2000; McNamara et al., 2002; McNamara and Zhong, 2004; Tan et al., 2006] . We use the extended Boussinesq approximation (EBA) form of the conservation equations: that is, the flow is assumed to be incompressible, but temperature changes due to shear heating, adiabatic heating and latent heat release from phase transitions are included in the energy equation [Christensen and Yuen, 1985; Ita and King, 1994] . Note that both the EBA and standard Boussinesq (BSQ) approximations include the density anomalies due to phase transitions and composition in the momentum equation and use only the reference density in the energy equation. However, only the EBA includes temperature changes due to viscous shear heating, adiabatic heating and the latent heat associated with the phase transitions. Shear heating and exothermic phase transitions (positive Clapeyron slope) act to warm the slab, while endothermic phase transitions (negative Clapeyron slope) cause cooling. See Supplementary Information for a full description of the numerical methods and model set-up.
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Mesh, Boundary and Initial Conditions
The model domain is a 2-D spherical slice extending 6783 km in width (61 • in longitude) and 2890 km in depth. In the longitude direction the smallest element size (2.5 km) is used in a 1000 km wide region centered at the trench (Figure 2 ). Outside of this region the size gradually increases to a maximum of 8.3 km. The grid size is also reduced to 2.5 km over a 30 element wide region at both model side-walls. In depth, the smallest element size (1.5 km) is used from the surface to a depth of 170 km, followed by a 50 element transition to the element size of 4.9 km (300-1100 km), and then a 30 element transition to the maximum element size of 10 km used in the lower mantle. There are free slip boundary conditions on all sides of the domain. The top and bottom boundaries have a fixed temperature of 273 K and 2348 K (1673 K for BSQ), and the sidewalls are insulating. The bottom temperature for EBA models is due to the addition of a mantle adiabatic gradient of 0.25 K/km starting at a depth of 190 km.
The initial temperature of the plates is defined by the half-space cooling model, which depends on the age of the plates [Parsons and Slater, 1977] . For the subducting plate, the age increases from 0 my at the sidewall to 80 my at the trench (located at 36 • longitude) using a constant spreading rate of 5 cm/yr. The overriding plate has a constant age as listed in Table 2 . To create the initial protoslab we run the model with kinematic surface boundary conditions (5 cm/yr for the subducting plate; 0 cm/yr for the overriding plate) until the tip of the subducting slab reaches 200 km. The model is then restarted with free slip surface boundary conditions. For the model results, a time of 0 my refers to the time the model is restarted with the protoslab.
To insure the mobility of the surface plates we imposed two low viscosity (10 20 Pa s) regions at the surface along the sidewalls. For the overriding plate this is a 275 km wide by 145 km deep region at the sidewall. For the subducting plate this is 150 km wide and 50 km deep region overlapping with the spreading ridge. In addition, to prevent formation of a subduction zone or a spreading ridge in the overriding plate, the temperature is reset to that of a half-space of constant age in a 400 km wide by 150 km deep region at the sidewall (see Figure 2A ).
Finally, the crustal layer (which is tracked with particles) is defined to be a low viscosity layer with a fixed maximum viscosity (10 20 to 10 21 Pa s). This low viscosity layer acts as a plate boundary shear zone decoupling the motion of the subducting and overriding plates and allows the trench location to move dynamically. The range of values for the shear zone viscosity is determined to match the range of observed subducting plate motion (i.e., 1-20 cm/yr), and are consistent with values used in other studies for both 2D and 3D models (e.g., Rodríguez-González et al. [2014] ). Imposing this as a maximum, rather than fixed viscosity, allows the viscosity of this material to be lower if the strain-rate is high, as is expected in the corner of the mantle wedge. The viscosity of the crustal material transitions to that of olivine over the same depth range as the basalt transforms to eclogite, thus accounting for the expected higher viscosity of garnet-rich eclogite. At the start of the simulation, to create the protoslab, the crustal layer is extended down along a 30 degree-dipping plane at the boundary of the subducting and overriding plate (see Figure 2B ).
Rheology
We use a visco-plastic rheology [Billen and Hirth, 2007] based on laboratory constraints for the deformation of olivine [Hirth and Kohlstedt, 2003] . Laboratory experiments show that olivine deforms by both diffusion (df) and dislocation (ds) creep. Therefore the upper mantle is modeled using a composite viscosity, while the lower mantle is assumed to deform by diffusion creep. Grain-size for the lower mantle is chosen such that there is an imposed 30-fold increase in viscosity from the upper to the lower mantle consistent with constraints on the geoid [Hager, 1984; Hager and Richards, 1989] . The range of viscosity in the models is from 10 18 -10 24 Pa s. Deformation at low temperature (low-temperature plasticity -6- [Mei et al., 2010] and brittle failure [Kohlstedt et al., 1995] ) are approximated as a depthdependent maximum yield stress. Note, that this implementation differs from that used by other studies using a similar composite rheology [Cížková et al., 2002; Garel et al., 2014; Cížková and Bina, 2013] . In those studies, low temperature deformation is modeled as a power law (n > 10) and is included in the harmonic average as a third mechanism accommodating part of the deformation. The implementation used here leads to slabs with broader high viscosity cores that can also break-off due to the formation of a narrow, low viscosity necking region [Andrews and Billen, 2009] . See Supplementary Information for a complete description of the rheology [Hirth and Kohlstedt, 2003; Bell et al., 2003; Gerya, 2010] .
Results
We first present two models comparing the form of the energy equations (EBA versus BSQ). We then use the EBA to systematically investigate how the slab deformation and plate motions depend on the coupled effects of phase transitions and rheology including crustal shear zone viscosity and yield stress.
Extended Boussinesq Approximation
Because many previous models use the BSQ form we first wanted to establish how the choice of energy equation might affect model behavior with the free-slip boundary conditions used in this study. Therefore, we ran Model 1 using the BSQ and compare it to Model 3 using the EBA (Figure 3 ). For this comparison, we did not include phase transitions, so there are no effects due to latent heat and the only driving force is the negative buoyancy of the slab due to its colder temperature.
We find only minor differences between the EBA and BSQ models: for the EBA model both the subducting and overriding plate velocity are slightly faster at the beginning of the simulation (7.0 cm/yr compared to 5.0 cm/yr), and there is less advance of the trench (at 15 my, 1.5 • compared to 1.8 • ). The faster velocity in the EBA model can be attributed to the addition of the shear and adiabatic heating terms, which increases the temperature surrounding the slab, leading to a slight decrease in the viscous resistance. These extra heating terms also cause the slab to heat up more quickly, as can be see by the shallower depth-extent of the 700 and 900 • C isotherms for Model 3 (compare Figure 3 C and H) . Otherwise, the evolution of the models, including the plate velocities (long term rate of ≈ 2 cm/yr), overall motion of the trench and shape of the slab (vertical/over-turned after 15 my) are the same. Therefore, in comparison to previous models using the BSQ, we can conclude that using the EBA will lead to slightly more mobile plates, but that the overall evolution of the slabs is not otherwise different.
Model 3 also serves as a reference model having no phase transitions or compositional layers. In this case, the slab sinks vertically into the lower mantle. Over time, the steady advancing trench motion leads to an over-turned slab shape in the upper mantle. However, because there is only a moderate jump in viscosity between the upper and lower mantle, there is no folding or buckling of the slab [Ribe et al., 2007; Lee and King, 2011] . This behavior is the same as that found for similar models run with kinematic surface boundary conditions [Arredondo and Billen, 2016] .
Coupled Effects of Phase Transitions and Composite Rheology
We next examine the slab evolution with compositionally distinct layers in the slab and the full CDPT model (Model 4). At the start of the simulation there is a period of adjustment during which the initially shallow-dipping slab steepens. During this time, the subducting plate speed is about 2 cm/yr and increasing, while the slab pivots to a steeper orientation and the trench location slowly advances toward the overriding plate. At 3.28 my, there is sudden drop in plate speed while the trench location jumps forward (Figure 4A-D; Movie S3 ). This -7-change in plate and trench motion occurs as a small, cold, thermal instability near the slab tip falls across the (ol→wd) phase transition and undergoes a jump in density. The extra stress from this jump in density causes the mantle viscosity to suddenly weaken over a broad region due to the stress-dependent rheology.
One might expect this drop in viscosity to allow the slab to sink faster, but in this case, with a relatively high shear zone viscosity (10 21 Pa s), the subducting plate bends and stretches at the trench causing the subducting plate speed to decrease. At the same time the overriding plate motion directed away from the trench also decreases and a low viscosity region forms immediately above the plate boundary shear zone as the overriding plate is compressed. After the cold thermal plume sinks below 410-km (3.6 my) the mantle viscosity above increases and the plate speeds and trench motion return to their original trend. While this is only a small blip in the simulation, it clearly illustrates how the density jumps associated with phase changes and the stress-dependent rheology can affect the deformation throughout the subduction zone.
As the slab continues to sink through the transition zone, jumps in slab density caused by the elevated or depressed phase transitions cause oscillations in the speeds of both the subducting and overriding plates ( Figure 4E , F-H). The plate speeds first increase as the slab tip traverses the elevated phase transition at 410-km (7.2 my) and the mantle viscosity around the slab decreases. However, both plate speeds decrease by about 2 cm/yr as the slab stops pivoting and sinks vertically (10 my). At the same time the rate of trench advance decreases to almost zero. As the slab next crosses the phase transitions near 520-km the subducting plate velocity again increases (+ 2.5 cm/yr), but there is almost no change in the motion of overriding plate and trench (13.2 my). The subducting plate speed then decreases again, before the slab tip crosses into the lower mantle because the flow ahead of the slab is already responding to the increase in viscosity in the lower mantle.
Finally, the slab tip crosses the multiple phase transitions near 660-km and enters into the higher-viscosity lower mantle (18 my): at this point the subducting plate speed and net convergence have decreased to about 2 cm/yr and remain so for about 20 my. During this period there is also very slow (0.25 cm/yr) steady trench advance, which slowly shifts the shallower portion of the slab further ahead of the deeper portion of the slab. The effects of the phase transitions and latent heat on the temperature of the slab are also apparent by comparing the thermal structure of the slab at 18.0 my in Model 4, to Model 2 at 18.2 my ( Figure  3G versus 4) . Notably, both slabs have reached the same depth and have similar shapes at this time, but the 700 • C and 900 • C contours are shallower in Model 4, and narrowing of the 1200 • C can be seen at 410-km depth.
The oscillatory nature of the plate speeds, as the slab first traverses the transition zone, is counterintuitive because the negative slab buoyancy is steadily increasing in magnitude due to both the phase transitions and the increasing length of the slab. Therefore, if the plate velocity were simply a result of the balance between the driving force and a fixed set of resisting forces, then we should see a continuous increase in the plate speed. However, the feedback with the stress-dependent rheology changes the way in which the negative buoyancy of the slab is transferred to the surface plates. As the slab experiences a sharp increase in density at a phase transition, the viscosity of the surrounding mantle drops due to the stress-dependent rheology. This drop in mantle viscosity forces more of the weight of the slab to be supported by the internal strength of the slab. This in turn also causes a drop in the effective viscosity of the slab due to plastic yielding (e.g., slab weakening visible at 200 km depth in Figure 4G ). The drop in strength of the slab allows the slab to stretch and deform rather than acting like a stress-guide to the surface plate, and thus the surface plate speed decreases.
Another example of the response of the slab to the coupled effects of the phase changes and the rheology is observed starting at about 38 my when a small-scale instability detaches from the overriding plate, temporarily decreasing the mantle viscosity above the slab (see -8-Movie S3). Just after the mantle viscosity recovers (41 my), the slab begins to buckle where the slab is thinner due to warming from latent heat release associated with the phase change ( Figure 4I-K) . The buckling causes a narrow weak region to form across the slab near 410-km depth. This weakening causes the slab to stretch and thin and the slab folds. As the slab folds, more weakening occurs across the slab from 520 to 600 km (52.7 my). At this point while the slab appears continuous in terms of temperature it is clearly mechanically discontinuous. Finally, the new slab tip above the fold sinks vertically down pushing the small fold into the lower mantle (62.4 my) .
Surprisingly, during this entire folding event the motion of the subducting and overriding plate is almost unchanged. There is a slight increase in subducting plate velocity, net convergence, and rate of trench advance as the folding event occurs, but these are long term trends and do not fluctuate with the folding events occurring deeper in the slab. This apparent disconnect between the surface plates and the deeper slab is important because it means that an observation of uniform plate motion over a long period of time does not necessarily imply uniform, steady sinking of the slab into the deeper mantle. This result is also in contrast to previous models that find that the subducting plate velocity is correlated with slab folding [Lee and King, 2011; Cížková and Bina, 2013] : however this result depends on the crustal viscosity (see below).
Increasing Subducting Plate Velocity
In all of the models that we tested using a shear zone viscosity of 10 21 Pa s, the longterm steady rate of subduction is about 2 cm/yr. In contrast, the average observed plate speed is closer to 5 cm/yr with some plates moving as fast as 20 cm/yr. The slow plate speed in the models occurs despite all of the phase changes and the proper treatment of the compositional contributions to density in the slab. Therefore, we explored two ways to increase subducting plate velocity: decreasing the yield strength to make it easier for the slab to bend into the mantle and decreasing the crustal viscosity to make it easier for the slab to slide past the overriding plate.
Yield Stress
First, we find that decreasing the maximum yield stress from 1000 to 500 MPa causes the slab to break-off ( Figure 5 ; Movie S4). The start of these models is similar to that described for Model 4, however once the tip of the slab crosses through the 410-km phase change and the negative buoyancy of the slab increases, the deeper portion of the slab begins to sink faster than it can pull the subducting plate (6.18 my in Model 7). The stress being transmitted through the slab exceeds the yield stress and a narrow region of weakening forms around 250 km depth. At the same time because the stress induced by the slab is not being supported by the strength of the slab, the surrounding mantle weakens. As the slab next crosses the phase changes at depths of 520-km (wd → rw) and 560-km (Ca-rich gt → CaPv + gt), the subducting plate speed again increases, but the viscosity in the yielding region of the slab drops to below 10 20 Pa s (8.78 my). The yielding region then stretches and necks and the slab breaks off (10.39 my).
Even in models with a lower shear zone viscosity (down to 10 20 Pa s), which do succeed in producing faster rates of convergence (up to 10 cm/yr), the slabs break off because of the extra density associated with the phase transitions (see Table 2 ). We explicitly tested this conclusion comparing Model 8 (σ y = 500 MPa, η sz = 5 × 10 20 Pa s) with phase transitions, to Model 2 with no phase transitions. The slab in the simulation with no phase transitions does not break-off and behaves similarly to Models 1 and 3, but with higher plate velocities as expected for the lower shear zone viscosity and yield strength. Therefore, we conclude that for the rheology employed in these models, the slab strength must be greater than 500 MPa to accommodate the changes in stress within the slab caused by the phase transitions. This is a higher maximum yield stress than found in other investigations of slab break-off that -9-did not include phase transitions (e.g., 300 MPa, Burkett and Billen [2009] ). However, inclusion of other deformation mechanisms, such as Peierls creep, may allow the slab to deform more at higher stresses without breaking off [Garel et al., 2014; Cížková and Bina, 2015] .
Crustal Viscosity
Using a maximum yield stress of 1000 MPa, we further explored the effect of the crustal viscosity. As expected, plate velocities do increase in models with a lower crustal viscosity of 5 × 10 20 Pa s (Model 5) and 10 20 Pa s (Model 6) with the maximum subducting plate velocity and net convergence rates exceeding 10 cm/yr. However, slab deformation also changes significantly into a mode exhibiting buckling and folding.
Similar to Model 4, the initial subduction velocity in Model 6 increases as the slab steepens to a near vertical profile ( Figure 6A ; Movie S5), but in this case the subducting plate velocity is almost 6 cm/yr before the slab reaches 410 km compared to only 2 cm/yr for Model 4 ( Figure 6D ). Again, the plate speeds oscillate as the slab tip sinks across each of the phase transitions. However, in this case the minimum plate velocity during this period is 20 cm/yr and surges to more than 40 cm/yr before rapidly decreasing to 3 cm/yr as the slab enters the lower mantle. Also, similar to Model 4, after passing into the lower mantle the plate motion and slab evolution reach a stable configuration with nearly-constant plate speeds and near-vertical sinking of the slab (3-15 my). During the same time the trench motion changes from slow trench retreat (3-10 my) to slow trench advance (10-17 my).
However, unlike Model 4, in Model 6 the period of initial interaction of the slab with the lower mantle (3-10 my) coincides with a period of slow trench retreat ( Figure 6E ). Also Model 6 experiences two significant slab buckling and folding events at 15-18 my ( Figure  6B -C) and 32-36 my ( Figure 6G -H) that are also clearly reflected in the plate speeds and trench motion ( Figure 6E ). In both cases buckling follows slow trench advance that causes the slab shape to become overturned. The sinking rate of the slab and plate velocities increase as the shallower portion of the slab moves ahead of the deeper portion of the slab, which is anchored in the lower mantle. As the slab buckles the subducting plate velocity surges (12.5 cm/yr at 17.1 my; 15.5 cm/yr at 36 my) and the trench motion rapidly switches from advance to retreat. The retreating motion continues while the shallower portion of the slab slowly folds back onto the deeper buckled slab. The long time-scale for the folding after buckling is controlled by the slow rate of sinking into the lower mantle.
Comparison of Models 4 and 6 shows that a lower crustal viscosity increases both the average and peak plate speeds, and leads to a more mobile trench. Specifically the lower shear zone viscosity leads to repeated episodes of buckling and folding of the slab as the surface plate motions are more responsive to the changing geometry of the slab in the transition zone. Therefore, while Model 4 spends 99.4% of the model duration in trench advance, Model 6 is only in trench advance for 42% of the model duration, with trench retreat for 52% and stationary motion (less than 0.25 cm/yr) for 6%. However, due to the oscillatory nature of the trench motion, there is never a long enough period of trench retreat to create an extended flat lying slab in the transition zone. Instead, after the folding, there is a short (< 300 km) flat slab that slowly sinks into the lower mantle.
Overriding Plate Spreading Event
An unexpected side effect of the lower crustal viscosity, higher plate speeds and increased mobility of the trench in Model 6 is the significant accretion of crustal material to the overriding plate. Comparison of Model 4 ( Figure 4G ) and Model 6 ( Figure 6B) shows that even early on the region of accreted material in Model 6 is wider than in Model 4. As this region expands in Model 6, a thin region of cold high viscosity material keeps it separated from the hot weak mantle wedge ( Figure 6C , Movie S5). However, the retreat of the -10-slab from 27-30 my allows the deeper portion to broaden at the same time the mantle wedge corner migrates up along the slab surface (30.2 my; Figure 6F ).
What happens next (30.2-34.5 my) is a rapid separation of the subducting and overriding plate as the weak mantle links up with weak crustal material (Figure 6F -H; Movie S5). The buoyancy of the hot mantle drives this extension as it pushes up into the crustal material and the overriding plate is pushed away from the subducting plate at a rate exceeding 4 cm/yr. At the same time the trench begins to advance, but at a slower rate than the overriding plate. The crustal material is extended across a 300-km wide region that opens in between the subducting and overriding plates, while a thin, colder, high-viscosity mantle layer forms beneath it.
The combination of this shallow plate spreading event occurring at the same time as deeper slab folding provides a unique opportunity to recognize the partial independence of these two parts of the subduction system. While the subducting plate speed and trench motion respond to the deeper folding, the overriding plate motion is controlled by the shallow crustal spreading. However, both the subducting plate speed and trench motion are higher in the second folding event than in the first. This increase in rates of motion is a consequence of the decreased resistance to plate motion caused by the rapid shallowing of the low viscosity mantle wedge and subsequent separation of the overriding and subducting plates. It is also notable that even though the two plates become less coupled, the subducting plate does not fall away (retreat), indicating that viscous coupling to the overriding plate is not limiting trench motion.
Discussion
The suite of models explored in this study demonstrate how the coupled effects of phase transitions and stress-dependent rheology leads to oscillatory behavior in plate speed and trench motion in response to deformation of the slab in the transition zone. As in our previous study using kinematic boundary conditions, [Arredondo and Billen, 2016] we find that as the driving stresses change due to the phase transitions, the stress-dependent rheology causes a reduction in viscosity around the slab. Reduction in the mantle viscosity forces more of the weight of the slab to be supported by the internal strength of the slab causing the slab to weaken and stretch. However, here using free-slip boundary conditions, we find that if the crustal viscosity is too high or the yield strength is too low, this stretching leads to slab break-off. In addition, for models in which the slab does not break off, the internal deformation of the slab reduces the amount of slab-pull force transmitted to the surface plate causing the subducting plate speed to decrease even as the overall driving stress increases. Notably, as the slab tip first enters the transition zone, this feedback through the rheology leads to oscillating subducting plate speed even as the slab density is increasing.
Once the slab enters the lower mantle, the forces on the slab are more balanced leading to a long period of relatively steady subduction. If the crust/shear zone viscosity is low enough to have subducting plate speeds similar to those used in our previous kinematic study, then the deformation of the slab is similar to that found in the previous study. However, here we find that the folding/buckling of the slab also is affected by, and can affect, the trench motion. For example, advancing trench motion eventually interrupts this balanced steady motion by changing the slab shape such that the slab buckles and folds, sooner and more often than the same model with a fixed kinematic boundary condition. Notably, identical models without phase transitions also form slabs with overturned shapes caused by the advancing trench motion, but these slabs do not buckle and fold. Therefore, we conclude that the buckling and folding is promoted by trench advance, but requires the localized dense regions and weakening in the slab caused by the elevated phase transitions. Weakening of the slab due to latent heat release and shear heating is an important factor in this process as it allow the slab to deform in response to the additional driving forces.
-11-Comparison to Similar Studies. Two other recent studies of slab dynamics also use the same or similar rheology, but made different choices about the boundary conditions, overriding plate structure and phase transitions [Lee and King, 2011; Cížková and Bina, 2013] . Therefore, comparison to these other models is useful for further understanding the coupled effects of the rheology and phase transitions. First, the study by Lee and King [2011] uses the Boussinesq Approximation with the same rheology, but does not include phase transitions and fixes the location of subduction. They found that without any phase transitions a 64-fold viscosity increase from the upper to lower mantle was needed to induce folding and buckling. They also did not produce any slab stagnation even with an imposed trench retreat of 2 cm/yr. Second, the study by Cížková and Bina [2013] uses the EBA with a similar rheology to that used here and includes olivine-only phase transitions at 410-km and 660-km depth. The biggest difference in that study is that the models only exhibit steady trench retreat, and all of the models also exhibit slab stagnation or very slow sinking of the slab into lower mantle. However, they also show that the rate of trench retreat is slower (1.3 cm/yr) when the density anomaly at 410-km depth is larger (e.g., using γ 410 = +4.0 and γ 660 = −2.5 MPa/K). This rate of trench retreat is similar to that occurring in Model 3 during periods of retreat, suggesting that stationary or advancing trench motion is promoted by additional negative slab buoyancy at depths around 410-km.
In our models the slabs sink slowly into the lower mantle, but do not stagnate because at 660-km depth there is a smaller viscosity jump (30-fold) and the added phase transitions for garnet (composing 40% of the rock) reduce the magnitude of the positive buoyancy force from the olivine polymorph (composing 55% of the rock). Therefore, we conclude that a more complete CDPT model favors more stationary or advancing trench motion due to the larger negative density anomalies above 660-km depth, and allows the slab to sink more easily into the lower mantle due to the smaller positive density anomalies at 660-km depth. However, we emphasize, that the models presented here do exhibit periods of trench retreat, demonstrating that the model parameterization does not preclude this mode of deformation. Other detailed differences in the design of these simulations can also affect the trench motion including the exact formulation of the rheology, thickness, depth-extent and viscosity of the weak crustal layer, the size, shape and initial location of the protoslab, the structure of the overriding plate, the size of the model domain and the boundary conditions. Model Limitations. While the suite of models presented here are useful for investigating how the CDPT model couples with the rheology to affect subduction dynamics, there are still some aspects of the models that do not match observations: the peak plate speeds are too high and initial plate motion is dominated by trench advance.
First, the peak plate velocities that occur while the slab first sinks through the transition zone are higher than observed, reaching more than 40 cm/yr in some models. Similar behavior is observed in Lee and King [2011] and Bina [2013] . Observations of subducting plate speeds do indicate that slabs just entering the transition zone are the fastest moving plates, but the fastest speeds are 10-14 cm/yr relative to maximum speeds of 6 cm/yr for slabs that extend into the lower mantle [Billen, 2010] . The high peak velocities in the models are due to the feedback between the driving force in the slab and the stressdependence of the viscosity: as the slab lengthens and crosses into the transition zone, the driving force increases substantially and the mantle viscosity surrounding the slab decreases to 10 18 Pa s. The higher peak velocities in the models, therefore indicates that either the density increase in the slab is too large, or that some other process limits the stress-induced weakening of the mantle viscosity, as the slab density increases.
One possibility for limiting the density increase in the slab is metastable phase transitions: as the slab sinking rate increases, the cold temperature of the slab may limit phase transitions from occurring, thus creating a region of positively buoyant metastable phases [Kirby et al., 1996; Mosenfelder et al., 2001; Diedrich et al., 2009] . Previous models including metastable phases all show that the positive buoyancy causes the slab to stagnate in the upper mantle [Tetzlaff and Schmeling, 2009; Quinteros and Sobolev, 2012; Agrusta et al., 2014 ], but it is not clear whether this would be a viable mechanism for slowing the initial rapid decent of the slab into the transition zone, without causing all slabs to stagnate. We note that the long-term plate speeds in our models are consistent with observations indicating that we are reproducing the right balance between driving and resisting forces once the slab enters the lower mantle. Further simulations including metastable olivine and/or pyroxene are needed to determine how this process could limit plate speeds during initial decent through the transition zone, without dramatically changing the force balance once the slab enters the lower mantle.
Another possibility for reducing plate speeds is for there to be a feedback between the shear zone viscosity and rate of subduction. For example, if the long term shear zone viscosity depends on the amount of fluid released from the slab and metasomatism of the shear zone material, then this process may be regulated by plate speeds: faster subduction would lead to a colder slab shifting fluid release and metasomatism deeper. Again, simulations are needed to test how such a feedback would work and whether it could lead to appropriate changes in the average shear zone properties, while maintaining a sufficiently weak plate boundary in the long term.
Second, most of the simulations presented here are dominated by advancing trench motion at the start of the simulation. In other studies, the period of initial decent of the slab through the upper mantle, commonly exhibits a stationary trench or only slow trench retreat [Garel et al., 2014; Cížková and Bina, 2013; Agrusta et al., 2017] . This issue is highlighted during the overriding plate spreading event in Model 6 when the slab advances toward the overriding plate even as the mantle wedge material pushes up in between the two plates. After the deeper slab is anchored in the lower mantle, the stiff slab can maintain shallower dips, and therefore creates a larger component of horizontal mantle flow from beneath the subducting plate to beneath the overriding plate. The response of the slab suggest that perhaps it is too stiff, within the bending region, to allow the slab to sink down and away from the mantle wedge [Schellart, 2008] . The effective stiffness of the shallow slab is due to both the applied rheology and the buoyant harzburgite and crustal layers, which also resists bending at shallow depth [Arredondo and Billen, 2016] . A shallow slab that is too stiff could also lead to the dominance of trench advance at the start of the simulations.
As we demonstrate, decreasing the slab strength through a lower yield stress does not lead to less trench advance, but instead causes slab break-off. Alternatively, models that allow more deformation of the shallow slab through low-temperature creep [Garel et al., 2014] or a power-law implementation of yielding [Cížková and Bina, 2013] do exhibit steady trench retreat: although it is not known if this is due to the implementation of the slab rheology or some other factor [Holt and Becker, 2017] . Indeed, we note that over the duration of the simulation, the slab in Model 6 spends 52% of the time in trench retreat (with trench retreat rates up to 3.1 cm/yr), which is similar to estimates for observed plate motions Funiciello et al., 2008] . Therefore, while a modification to the rheology affecting the shallow portion of the slab may be needed to allow for more trench retreat, too much weakening of the slab could lead to dominance of trench retreat, which would also not agree with observations. Alternatively, this result suggests that other factors are necessary to drive trench retreat, such as overriding plate motion or mantle flow.
Conclusions
We have presented 2-D dynamical simulations of subduction including a compositionallydependent phase transitions (CDPT) model for a pyrolite mantle, and harzburgite and basalt/eclogite layers in the subducting lithosphere. We have shown how the coupled effect of added driving forces (stresses) from the phase transitions and stress-dependent rheology leads to oscillatory motion of the surface plate and trench both during descent into the transition zone and in response to buckling and folding of the slab. Weakening of the slab and mantle due the stress-dependent rheology leads to plate speeds that oscillate even as the negative buoyancy -13-of the slab increases during sinking into the transition zone. Our preferred model exhibits both trench advance (42% of model duration) and trench retreat (52% of model duration) at rates of about ±1.0 cm/yr in agreement with observations of trench motion . With the added stress from phase transitions, the yield strength of the slab must be larger than 500 MPa to avoid slab break-off. A shear zone viscosity of 10 20 Pa s is needed to produce more mobile trench motion including trench retreat, and to maintain average plate speeds on the order of 4-5 cm/yr. We find that the more stationary or advancing trench motion is promoted by the CDPT model due to the larger net negative buoyancy of the slab above 660-km, and the strong slab, which directs more mantle flow horizontally. However, extended periods of slow trench retreat do occur, with faster retreat (and advance) in response to slab folding. The mineral phases (k) are: Olivine (ol), wadsleyite (wd), ringwoodite (rw), garnet (gt), Calcium-Perovskite (CaPv), ilmenite (il), bridgmanite (brg), ferropericlase (fp). Clapeyron slope, γ (MPa/K) and percentage density change, [Ringwood, 1991; Ji and Zhao, 1994; Weidner and Wang, 2000; Katsura et al., 2004; Saikia et al., 2008] . 1 Calculated such that ∆ρ k across gt → brg is consistent with the two ilmenite transitions. 2 The left value is used in the models while the right number is the actual proportion: due to unmodeled phase transformations the proportion is altered to produce a density profile similar to that predicted for the full mineralogy [Irifune and Ringwood, 1987; Ganguly et al., 2009] . with oscillatory trench motion, the trench is in advance and retreat for 42% and 52% of the model duration, respectively.
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