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Much of agricultural research has the ultimate goal of enhancing our ability to predict phenotypes (P)
based upon knowledge of genotypes (G), environment (E) andmanagement (M) in order to quantitatively
predict phenotypes (P), also known as the GEM-to-P problem. Ecophysiological models are powerful
tools for quantitatively predicting phenotypes in terms of environment and management, but their rep-
resentations of genetic effects are very simplistic. Genomics offers promising avenues to reduce model
uncertainty by improving descriptions of the genetic differences among cultivars. This paper reviews use
of genetics and genomics with emphasis on wheat (Triticum aestivum L.), sorghum (Sorghum bicolor [L.]
Moench) and common bean (Phaseolus vulgaris L.). Cultivar-speciﬁc parameters, such as for photoperiod
sensitivity or grain size, are often problematic because their values are estimated empirically from ﬁeld
studies and because the assumed physiology is inaccurate. Estimates based on genotypic data should be
more reliable than estimates from phenotypic data since environmental variation is eliminated. Using
ecophysiological models for wheat, sorghum and common bean, cultivar coefﬁcients were estimated
using linear functions for gene effects. For all three crops, simulations with gene-based coefﬁcients were
similar to those fromconventional coefﬁcients.Wideruseof this approachhasbeen limitedby thenumber
of loci that have been characterized for readily modelled traits. However, data limitations are diminish-
ing as genomic tools provide robust characterization of genes such as the Vrn and Ppd series in wheat.
Genomics also can contribute to understanding of howprocesses should be represented inmodels. Exam-
ples include determining the end of the juvenile phase, characterizing interactive effects of temperature
on photoperiod sensitivity, improving how tiller development is modelled, and estimating carbon costs
of low-lignin traits for bioenergy crops. The merger of ecophysiological models with genomics, however,
will not happen spontaneously. Modellers must broaden their understanding of genomics and related
ﬁelds, while developing effective collaborations with the plant biology community.
Roya© 2009
. Introduction
Process-based ecophysiological models predict how plant per-
ormance (the phenotype, P) varies in response to the genetic
akeup of the plants (G), the biophysical environment (E) they
row in, and how the plants are managed (M). This prediction
roblem is often described as the genotype to phenotype or GP
roblem [1,2], but a more accurate term is the ‘GEM-to-P problem’,
mphasizing that environment and management also determine
he phenotype. Better prediction of phenotypes underlies much
f crop research, including efforts to predict crop responses to
ater and fertilizer management, to identify trait combinations
hat enhance performance in a given population of environments,
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573-5214/$ – see front matter © 2009 Royal Netherlands Society for Agricultural Scienc
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and to predict how processes such as climate change may impact
agriculture. Crop science probablywill never completely ‘solve’ the
GEM-to-Pproblem, but ecophysiologicalmodels are alreadywidely
usedbothas researchanddecision support toolsbasedon their abil-
ity to integratediverse types of data andprovideuseful quantitative
predictions of crop performance.
Accuracy of predictions should increase if model inputs are
accurately speciﬁed and individual processes are represented as
correctly as possible. Plant genomics offers avenues to beneﬁt
both aspects of modelling [3]. The simplest and most immedi-
ately practicable opportunities relate to improved estimation of
model parameters used to represent differences among cultivars,
such as for photoperiod sensitivity or potential grain size. These
parameters are often problematic because their values are esti-
mated empirically from ﬁeld studies and because the assumed
underlying physiology is poorly understood. Even greater oppor-
tunities may reside in using information from genomics and
es. Published by Elsevier B.V. All rights reserved.
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Table 1
The six levels of genetic detail in crop simulation models [3].
1. Generic: no consideration of difference among species.
2. Species-speciﬁc: species described but no cultivar differences recognized.
3. Cultivar-speciﬁc parameters used to describe cultivar differences.
4. Cultivar differences represented by genotypes with linear model parameters.
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Fig. 1. Comparison of observed vs. simulated days to ﬂowering using gene-based
model parameters. Both datasets were independent of calibration data. (A) For 10
sorghum recombinant inbred lines varying for three maturity (Ma) loci and grown5. Cultivar differences expressed through processes described using
knowledge of gene expression and gene products.
6. Full representation of gene regulators, gene products, etc., in networks.
elated ﬁelds to improve representations of speciﬁc physiologi-
al processes, which likely will require integrating information
nd experimental approaches from the gene to whole-plant lev-
ls.
This paper reviews use of genetics and genomics to improve
cophysiological models, emphasizing experiences from wheat
Triticum aestivum), sorghum (Sorghum bicolor), and common bean
Phaseolus vulgaris). Six levels of geneticdetailmaybe implemented
n models [3], ranging from non-species speciﬁc, generic models to
odels that seek to describe processes by scaling up from gene-
equences or gene products and eventually, to major physiological
rocessesorevenanentireplant (Table1). These six levelsprovidea
seful framework for discussion. Current widely used models such
s the Cropping Systems Model [4], which is distributed with the
ecision Support System for Agrotechnology Transfer for (DSSAT)
oftware [5], and APSIM [6] are at level 3 (Table 1). These models
escribe genetic differences through cultivar-speciﬁc parameters
hat describe traits like photoperiod sensitivity, leaf appearance
ate, and characteristic leaf or grain sizes. Emphasis is given here to
mprovements inpredicting speciﬁcphenotypic traits. Theultimate
oal, of course, is to beneﬁt applications ranging from specifying
deotypes for plant breeding to identifying opportunities for adapt-
ng cropping systems to climate change [7].
. Gene-based estimation of model parameters
The most immediately practicable approach for employing
enetic information is to estimate cultivar parameters as a func-
ion of the alleles present at known loci, corresponding to level 4
n Table 1. The ﬁrst step in this approach is to assemble ﬁeld data
or a large set of germplasm known to vary for loci of interest. The
eld data are then used to calibrate the cultivar coefﬁcients using
he conventional approach of adjustment and comparison of mea-
ured vs. simulated data on phenotypes.With the coefﬁcient values
n hand, one can then proceed to estimate the effects of known loci.
Where only dominant and recessive alleles are considered and
ultivars are pure inbred lines, the alleles at a given locus can
e scored with a value of 1 if dominant and 0 if recessive, and
heir effects estimated through linear regression. Thus, for two loci
ffecting a cultivar parameter P, one might have:
= a + bL1 + cL2
herea,band care regressioncoefﬁcients (estimated throughordi-
ary least squares), and L1 and L2 are scores for two loci. Interactions
mong loci (genetic epistasis) are accounted for by multiplying loci
ffects (e.g., L1 × L2), as done for the Ppd and Hr loci that determine
hotoperiod sensitivity in common bean [9]. Applied to wheat,
he estimating equation for the effect of the Ppd-D1 locus on the
hotoperiod sensitivity coefﬁcient P1D thus was
1D = 39.9 − 13.9Ppd-D1 r2 = 0.42 (p < 0.01)here Ppd-D1 indicates whether the dominant or recessive allele
as present. Note that dominance (Ppd-D1=1) reduces the value
f P1D, reducing photoperiod sensitivity, in agreement with the
escribed effect of the locus [10].at two locations [8]. (B) For 29 wheat cultivars of the International Winter Wheat
Production Nurseries grown at 34 locations [15].
The loci that are assumed to inﬂuence a given cultivar parame-
ter and thus are included in a regression model should be chosen
based on physiological evidence. For example, based on described
effects of theRht loci inwheat [11], onemight expect anRht locus to
inﬂuence internode length and leaf size but not photoperiod sensi-
tivity. Statistics for signiﬁcance of loci effects in a linear regression
can be used to reject loci whose effects are too small or uncertain to
merit inclusion in the regression for a given model coefﬁcient, but
physiological understanding (or at least ﬁrm hypotheses) should
direct selection of candidate variables (loci).
Estimation through linear regression has been used success-
fully for common bean, soybean (Glycine max), sorghum and wheat
[8,9,12–15]. Fig. 1 shows simulations of days to ﬂowering using
gene-based approaches for sorghum and wheat, using sets of phe-
notypic data that were independent of data used to calibrate the
models. The sorghum dataset consisted of results for 10 near-
isogenic lines differing in three maturity (Ma) loci that appear to
affect photoperiod sensitivity and earliness per se [8]. The wheat
dataset represented 29 cultivars from the International Winter
J.W. White / NJAS - Wageningen Journal
Table 2
Comparisons of results for conventional and gene-based simulation models of time
to ﬂower for 10 sorghum lines [8] and 29 wheat cultivars [15]. Evaluation datasets
are independent from calibration sets, predominantly involving different locations.
The variation that was explained by assuming no differences among cultivars was
tested by evaluating simulations based on parameters for a single generic cultivar.
Crop Dataset N Model type Mean r2 Slope RMSE
Sorghum Calibration 108 Generic 64 0.23** 0.76 12.5
Conventional 67 0.61** 0.76 8.8
Gene-based 67 0.55** 0.73 9.5
Evaluation 74 Generic 58 0.31** 1.41 8.8
Conventional 61 0.60** 0.91 6.7
Gene-based 61 0.61** 0.97 6.6
Wheat Calibration 540 Generic 208 0.95** 0.95 9.7
Conventional 209 0.98** 0.95 6.6
Gene-based 208 0.96** 0.92 8.6
Evaluation 1499 Generic 214 0.89** 1.02 10.4
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cConventional 213 0.92** 1.00 9.0
Gene-based 214 0.90** 0.99 9.9
** Statistically signiﬁcant at the p<0.01 level.
heat Performance Nurseries (IWWPN), grown at diverse loca-
ions from 1969 to 1981 [15]. These included both winter and
pring types. For both crops, the gene-based simulations of ﬂower-
ng dateswere similar to those obtainedwith conventional cultivar
oefﬁcients [8,15].
Table 2 summarizes results of the simulations of time to ﬂow-
ring in sorghum and wheat using conventional and gene-based
odelling. An effect of a ‘generic’ cultivar was assessed in order to
rovide a more meaningful basis for comparisons. The parameter
alues for the generic cultivars were estimated as the mean values
or all cultivars being examined. For sorghum, the generic cultivar
erformedpoorly comparedwith the conventional and gene-based
odels, but in wheat, the generic cultivar was surprisingly effec-
ive (Table 2). One interpretation of the contrasting results is that
or the wheat dataset, there were large differences among the 34
ocations that a generic cultivar was sufﬁcient to describe, whereas
n sorghum, cultivar differences were large relative to the differ-
nces between the two locations. Regression analysis and related
echniques provide valuable tools for exploring the relative ability
f ecophysiological models to explain genotype, environment and
anagement effects [16].
In the common bean model GeneGro, genotypes were input
irectly into the model. Gene effects were coded into the model,
hich made them difﬁcult to modify. Since the gene effects were
nly used to specify cultivar parameters, the requisite calcula-
ions can be made external to the model code: the gene-based
stimates of cultivar parameters can simply replace the conven-
ionally estimatedparameters. Thus, forwheat and sorghum,which
ere modelled using the DSSAT Cropping Systems Model [4], gene
ffects were estimated with linear regression, and the results used
o estimate values of the cultivar parameters used in the standard
ersions of the model. The gene-based parameters were then used
s inputs to the model.
Additional modiﬁcations to the basic approach have included
onsolidating effects of three loci with similar effects (Vrn-A1, Vrn-
1, and Vrn-D1 in wheat) through a single variable for a number of
ominant alleles present [15] and accounting for the three alleles
f the sorghum Ma3 locus by scoring values of 1.0, 0.5 and 0 based
n estimates of the relative effect of each allele [8].
Constraints to wider use of gene-based estimation of cultivar
arameters include that modellers seldom are sufﬁciently familiar
nough with the genetics of the crop of interest to implement the
pproaches, that loci are not sufﬁciently characterized to permit
odelling their effects, that even when loci are known and well
haracterized, few cultivars have been genotyped for loci of inter-of Life Sciences 57 (2009) 53–58 55
est, and that phenotypic data often are from materials of similar
adaptation, which may have limited genetic variation for physi-
ological traits. Reducing the ﬁrst constraint requires efforts from
the modelling community to collaborate with a broader range of
disciplines. The next two constraints are diminishing rapidly as
genomic tools facilitate characterization of cultivars for loci such
as the Vrn and Ppd series in wheat as well as accelerate identiﬁca-
tion of new loci. Illustrating this progress, CIMMYT has offered to
genotype wheat lines for photoperiod sensitivity (Ppd-D1), vernal-
ization (Vrn-A1, Vrn-B1, Vrn-D1) and plant height (Rht-B1, Rht-D1),
at a cost per locus of less than US$ 2.00 per data point (S. Dreisi-
gacker, 2009, personal communication). The constraint on access to
phenotypic data may require developing special nurseries or com-
piling data from regions growing contrasting germplasm. In the
case of sorghum, near-isogenic lines for maturity loci have been
tested in a wide range of environments, providing a valuable data
resource for model development [8].
Nonetheless, since characterization of speciﬁc loci affecting
physiological traits has been problematic, researchers have pur-
sued alternative approaches for incorporating genetic information
in models. One strategy is to identify quantitative trait loci (QTL),
and then use loci effects to estimate model parameters. This
approach was implicitly used in GeneGro [9] since the three hypo-
thetical loci for seed mass were inferred mainly from QTL studies.
QTL-based estimation, including consideration of larger numbers
of minor QTLs, has been used to simulate barley (Hordeum vul-
gare L.) growth and yield [17], sorghum phenology [18] and leaf
growth in maize [19]. Traditional QTL studies based on mapping
populations derived from bi-parental crosses have methodolog-
ical limitations, but combining high-throughput marker systems
such as Diversity Array Technology [20] with association mapping
[21,22] may overcome many of these problems.
3. Improving the physiological assumptions used to predict
P from GEM
In a sense, using simple linear representations of gene action
implies partial knowledge of the underlying physiology. Specifying
that the bean Ppd locus only affected photoperiod parameters [9]
implicitly assumed that photoperiod control of phenology is inde-
pendent of processes that are more directly related to growth such
as intrinsic leaf size or potential leaf photosynthetic rate. Further
work to incorporate differences at the Tip locus, which conditions
whether photoperiod sensitivity increases with temperature, was
implemented with a more mechanistic rate effect [23]. However,
such examples do little to advance our understanding of underlying
processes. Closer integration of genomics and allied ﬁelds, whole-
plant physiology and ecophysiological modelling is still needed in
order to move to level 5 of Table 1 [24–26]. Four cases are intro-
duced to illustrate potential avenues for research. These cases byno
means exhaust the knowledge emerging from plant biology. Other
examples include control of plant architecture [27], the identity
and mode of action of ﬂorigen [28], the role of Rubisco activase
in thermotolerance [29], and demonstration that multiple plant
stress-signalling cascades likely involve common triggers involv-
ing detection of an energy deﬁcit [30]. Excellent sources of reviews
on such topics include Annual Reviews of Plant Biology and Trends in
Plant Science.
In many plant species, onset of ﬂowering requires activation
of the meristem identity gene APETALA1 (AP1), which initiates
the conversion of the shoot apex to a reproductive state [31,32].
The photoperiod system inhibits AP1. To fully model photope-
riod effects on development, one needs to estimate the times of
onset and end of photoperiod sensitivity. In classical photoperiod
research, the onset of sensitivity is termed the ‘end of the juvenile
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the genome was estimated to contain 25,000 genes. Subsequent
progress in genomics suggests that the notion of ‘gene’ is much
more complex than expected. MicroRNAs have important sig-
nalling roles, violating the ‘one gene, one enzyme’ paradigm [58].
Similarly, alternate splicing patterns of pre-messenger RNA mean
Fig. 2. Hypothetical plot of progress in predicting phenotypes for an arbitrary trait6 J.W. White / NJAS - Wageningen J
hase’. The value, if expressed in thermal time units (i.e., grow-
ng degree days) should be characteristic for a cultivar and usually
s determined with reciprocal transfer (switching) experiments.
lants of a photoperiod sensitive genotype are grown under both
hort and long-day regimes, and individual plants are transferred
rom one regime to the other every few days. Analysis of days to
owering (or other stages) should reveal a date prior to which
he plants can be grown in either photoperiod with no effect on
evelopment, indicating that this date corresponds to the end of
he juvenile phase [e.g., 33,34]. However, such trials are labour
ntensive and time consuming. Genomic tools appear ideally suited
or tracking the activity of the photoperiod system as manifested
n levels of speciﬁc gene products and thus suggesting simpler,
aster criteria for measuring the end of the juvenile phase. Simi-
arly, genomics should be able to clarify what determines the end
f photoperiod sensitivity, which although often assumed to end at
oral initiation, appears to vary among cultivars (e.g., [35,36]).
Higher temperatures increase photoperiod sensitivity in many
rops, and there are genetic differences among cultivars for
his effect (e.g., [37–39]). Due to uncertainty over the physi-
logical mechanisms involved, however, many ecophysiological
odels ignore photoperiod-temperature interactions. Genomics
gain offers the possibility of clarifying whether a speciﬁc, inde-
endent temperature response is involved or whether higher
emperatures simply enhance some aspect of the basic photope-
iod system through general effects of temperature on metabolic
ates. Of course, just improving characterization of genotypes for
his trait would facilitate testing alternative approaches to model
he interaction.
In cereals, simple models that assume uniform tiller size may
ork well for conditions of high populations with uniform stands
ut have difﬁculties when yield variation is closely linked to varia-
ion in tiller number and fertility [40]. Tiller production involves
phytochrome B-based sensing mechanism as part of a shade
voidance mechanism, and advances in understanding of this sys-
em [41] are a promising source of information for modelling tiller
evelopment. Evers et al. [42] combined the architectural model
ADEL-wheat’with a light interceptionmodel to estimate red to far-
ed light ratios, which were then used to regulate bud extension.
enetic characterization of loci affecting tillering offers comple-
entary avenues for more mechanistic approaches. For example,
he Tin locus inhibits tillering inwheat [43],whereas the TAC1 locus
n rice affects tiller angle, with the tac1 allele conferring more erect
illers that are more efﬁcient at high populations [44].
Estimating the carbon costs of novel traits provides a fourth
xamplewhere genomics can enhance ecophysiologicalmodelling.
he pioneering work of Penning de Vries et al. [45] estimated that
he cost of biosynthesis of different plant compounds [45]. The cost
f lignin synthesis was estimated at approximately 2.2 g glucose
er 1 g lignin vs. 1.2 g g−1 for cellulose. This information is used in
any ecophysiological models to estimate the growth component
f respiration. Changes in plant composition are actively sought as
means to improve the digestibility of cereal straw for cellulosic
thanol production [46]. Lignins, as complex polymers of phenolic
ompounds, are not fermentable, and breeders seek to manipulate
heir levels by means such as the brown-midrib mutants of maize
nd sorghum [46]. In cereals, lignins typically represent 15–20%
f stem dry weight, so reducing their levels could substantially
educe the net growth respiration. The costs of biosynthesis of Pen-
ing de Vries et al. [45] provide rough estimates of the impact of
educed lignin content on growth respiration, but more precise
stimates require a detailed understanding of the metabolic path-
ays affected [47] – information obtainable through genomics and
etabolomics. Of course, the metabolic beneﬁt of lowering lignin
ontent should be balanced against possible adverse effects such
s in reducing stem strength. Note that consideration of costs ofof Life Sciences 57 (2009) 53–58
biosynthesis should have broad applications in predicting possi-
ble trade-offs for crop improvement efforts that seek to radically
alter phenotypes for plant structure or composition, regardless of
whether the changes are through application of molecular or con-
ventional breeding.
4. Plant systems biology
The sixth and highest level of complexity in modelling
approaches is to explicitly representbiochemical networksof genes
and gene products to achieve what is sometimes termed the ‘in
silico plant’ [48]. Various software systems can simulate complex
metabolic pathways [49,50], and the Systems Biology Markup Lan-
guage (SBML)was established to facilitate this research [51].Welch
et al. [52,53] have described models of control of ﬂowering in Ara-
bidopsis that are relevant to crop modelling and use simpliﬁed
genetic networks. Other models of ﬂowering also consider genetic
networks [54].
5. How solvable is the GEM-to-P problem?
The arguments outlined above support optimism about
improved prediction of phenotypes from genotypes, environment
andmanagement.However, there is value in considering thepoten-
tial limits to prediction of phenotypes. For a given quantitative
trait, one might ask what percentage of variation can ultimately
be explained by models that integrate the best available knowl-
edge about genetics, physiology and the environment. There has
been remarkable progress since Reaumur [55] ﬁrst proposed the
concepts that provided the foundation of quantitative modelling
of plant development, and Garner and Allard [56] demonstrated
the inﬂuence of photoperiod on ﬂowering time. But if we look to
2050 or beyond, how much further improvement can we expect?
Fig. 2 presents threehypothetical trajectories representingpossible
answers to this question.
When the Arabidopsis genome was sequenced in 2000 [57],(e.g., ﬂoweringdate) fromgenetic, environmental andmanagementdata.Note inter-
rupted axis between 1700 and 1970. (A) First conceptualization of accumulated
temperature affecting phenology by Reaumur [50]. (B) Inclusion of photoperiod
in simple developmental models. (C) First attempts to introduce genetic informa-
tion into models. The trajectories I, II and III correspond to differing expectations
concerning the complexity of genetic control of quantitative traits (see text).
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hat a single gene sequence can result in multiple transcripts and
ence, multiple proteins [59]. And epigenetic effects imply that
ow DNA is physically packaged is sometimes more important in
egulating transcription than the gene sequence per se [60].
Taking 25,000 genes as a lower estimate of the potential com-
lexity of a single plant species, one might argue that the prospects
or major improvements in predicting P from GEM are poor, pre-
umably supporting the most pessimistic trajectory, I, of Fig. 2.
owever, counter-arguments suggest that important simpliﬁca-
ions are possible. Many gene systems may primarily affect disease
r pest resistance and thus exert little direct effect on the processes
sed to predict P in current ecophysiological models. Additionally,
ertain complex processes such as for pollination, fertilization and
arly embryo development may have limited relevance except as
hey relate to speciﬁc stress responses. More speculatively, Kaplan
61] argued that the generation of form of speciﬁc organs is pro-
uced independently of the patterns of cell division in plants. Thus,
he possibility exists that many processes related to cell division
re irrelevant for simulating processes at the scales from organs
o plants. These arguments thus support optimism for solving the
EM-to-P problem, represented by trajectory III of Fig. 2.
In many cases, signalling systems, such as from roots to shoots,
ay not require complete description [62]: it should sufﬁce to
now that a sensory mechanism exists and that when the sensor
s activated, a message is transmitted to a receptor. The simpliﬁed
ene networks modelled by Welch and others [53] exemplify this
middle way’.
The possible limits of modelling to solve the GEM-to-P problem
lso relate to questions about how plants evolve. If physiological
daptations primarily evolve through slow accumulation of micro-
daptations, this would argue for models representing massively
omplex regulatory networks. If most mutations are essentially
eutral, and only occasional mutations cause major, step-like
hanges in phenotypes, then variation in P presumably can largely
e explained through effects of major loci. The increasing availabil-
ty of genome sequence data allows more rigorous testing of the
ature of evolution (e.g., [63]), including for crop domestication
64]. To date, the evidence mainly suggests that the genomic rate
f adaptive evolution differs greatly among species [65], suggesting
hat a wide range of trajectories in Fig. 2 might be valid, depending
n the crop species.
. Conclusions
Prospects appear excellent for incorporating information from
enomics intoecophysiologicalmodelling, thus improvingour abil-
ty to decipher the GEM-to-P problem. However, the required
esearch is surrounded with uncertainty that may require answer-
ng fundamental questions of plant function and evolution.
urthermore, realizing the potential contributions of genomicswill
ot happen spontaneously. Modellers must broaden their under-
tanding of genomics and related ﬁelds and develop more effective
ollaborations with the plant biology community.
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