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Abstract—We present a synthesis of the sparse matrix/adap-
tive integral method (SM/AIM) and the multiresolution (MR)
approach for the analysis of electrically large finite arrays, with
planar or 3-D radiating elements; the two methods were sepa-
rately introduced previously. The use of the MR has the effect of a
preconditioner and speeds up the convergence rate of the SM/AIM
of almost two orders of magnitude, with a total reduction of the
numerical complexity with respect to the standard MoM of almost
three orders of magnitude.
Index Terms—Antenna arrays, method of moments (MoM),
multiresolution, numerical methods, wavelets.
I. INTRODUCTION
AS WELL-KNOWN, an efficient cure to the limitation ofthe standard method of moments (MoM) is represented by
the so-called “fast methods”, that have been essentially devel-
oped for the analysis of scattering problems (e.g., [1], [2]), or for
planar structures, as single-layer printed antennas [3]. Its effi-
cient extension to antenna problems involving 3-D radiating el-
ements, as stacked patches or radiators connected to the ground
plane (e.g., Fig. 1, bottom) is, however, not straightforward.
For this reason part of these authors have improved the
BMIA/AIM formulation introduced in [5] for the analysis of
stacked patch antennas to the sparse matrix—adaptive integral
method (SM/AIM), able to handle efficiently 3-D structures,
including also vertical connection, by introducing an ad hoc
version of the AIM [2]. As the other fast (iterative) methods
(e.g., see [1]–[4]), the SM/AIM acts on the operation count of
matrix-vector multiplication: the number of iterations remains
essentially the same as with the standard MoM. To accelerate
convergence, one needs a suitable preconditioner, that has to
satisfy three constraints; low memory storage, low compu-
tational cost for its generation and application, compatibility
with a fast method, in which the MoM matrix is never fully
computed and stored. Results presented in literature (e.g., [6])
show that techniques as the sparse LU or the sparse iterative
method can be adopted to generate a preconditioner suitable
also for fast methods. However they are not able to both reduce
the number of iterations and require a low memory space, and
this may undo the computational advantages of the use of the
preconditioner itself.
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Fig. 1. Geometry of the test problems.
In this paper, we demonstrate that the multiresolution (MR)
[8] technique produces an efficient MoM preconditioner for an-
tenna problems, that is fully compatible with the SM/AIM algo-
rithm. The MR approach was first introduced in [7] (for a rectan-
gular grid) then extended in [8] to the generation of wavelet-like
vector functions that can be adopted for the analysis of arbi-
trary-shape 2.5-D or 3-D antenna problems. The employed ap-
proach allows expressing the MR functions as linear combina-
tion of RWG [10] functions, and the MR basis is represented by
a matrix T whose rows represent the MR functions in the RWG
basis. For the reader interested in more theoretical MR issues,
[9] shows that the approach in [8] produces indeed a MR anal-
ysis.
Unlike other preconditioners (see e.g., [6], [11]), the results
in Section IV will show that the MR allows a strong reduction
of the iterative solver number of iterations (more than one order
of magnitude) with a negligible increase of memory storage and
of computational effort for its construction and application. This
is related to two aspects of the MR preconditioner. The first is
that the matrix T is very sparse ( non-zero ele-
ments) and frequency independent; this is important in antenna
problems, where the resulting linear system has to be solved for
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several frequencies. The second is that the eigenvalue distribu-
tion of the MoM matrix in the MR basis can be controlled by
application of a simple diagonal preconditioner.
The present work can be considered a synthesis of the
SM/AIM and MR techniques. A preliminary stage of this
work was reported in the conference paper [12]. To the best
of authors’ knowledge, this is the first work reporting how
the MR properties in [8] can be implemented in an AIM like
formulation resulting in a preconditioner that is direct, i.e., that
does not require any inversion, and with storage and operational
count compatible with the intrinsic structure of AIM.
II. THE SM/AIM FORMULATION
Let us consider a metallic structure, located over an infinite
ground plane extending along the directions, two examples
of which are shown in Fig. 1. The EFIE-MoM linear system
is set up for the RWG basis [10].
In the classical SMCG [13], computational efficiency
is achieved by defining a distance which separates two
regions: a near-interaction region and a weak-interaction
region. One can then write the matrix Z as a superposition
of a strong interaction—matrix and a weak-interaction
matrix (i.e., ). The elements of are
related to weighting and basis functions having distances
. This matrix is eval-
uated using the standard MoM and results very sparse.
The weak-interaction region is defined as that in which
for all ;
in it, we can approximate the Green’s function in a Taylor series
with respect to height ; keeping terms up to one obtains
(1)
where . Therefore, by assuming the Galerkin
discretization scheme, each element of the weak-interaction ma-
trix can be expressed as a linear combination of four ele-
ments of the form [5]
(2)
where refers to the components of the vector poten-
tials, and to the scalar potential, and is the pertinent
basis or weighting function. Each term (2) has a two-dimen-
sional (2-D) convolution form and can be efficiently evaluated
by means of a 2-D fast Fourier transform (FFT). This formula-
tion, however, cannot be directly applied to the analysis of non
planar antenna structures: it either requires a regular grid to de-
scribe the structure or does not allow the use of basis functions
along the direction.
To overcome this limitation, we consider the products
or and we approx-
imate them with equivalent sets of point-like currents. We
choose the point-like current elements located at the nodes
of a regular Cartesian 2-D grid, parallel to the plane.
Both the basis and weighting functions are approximated as
a linear combination of Dirac delta functions; denoting by
or , the generic term of the
expansion is then
(3)
with , where is the set of grid nodes
closest to the center of the basis or weighting func-
tion support. This procedure is similar to the classical AIM
approach [2]; however, by approximating not only the basis
(weighting) functions but their product with the part of the fac-
torized Green’s function (1) depending on , we require that
point-like current elements belong only to a regular Cartesian
2-D grid having nodes. Hence, we enforce the equality
(4)
for . By inserting (3) into (2), the weak-
interaction matrix can readily be written as
(5)
where , and .
Furthermore, the matrix is a block Toeplitz matrix, while
the matrices are extremely sparse. While the matrix is
a full matrix with elements and usually cannot be stored
for large-scale problems, we now have to store only
elements for each matrix , where is the number of nodes
on the regular 2-D grid, and a few other matrices that need the
overall storage of elements. Furthermore, when
a conjugate gradient is used to solve the matrix equation, based
on the discrete convolution theorem, the product
can be suitably evaluated by means of two 2-D-FFTs, since




The effect of the MR system [8] on the MoM matrix spectrum
is a complex topic, presently under investigation and beyond the
scope of this paper; a preliminary account is presented in [14]
and briefly outlined here. A key point is that the MR functions
of [8] possess both spatial (as the RWG) and spectral resolu-
tion [7], since they are defined on meshes of different levels,
and have different spectral occupations. Because of the spectral
resolution, the evaluation of the matrix entries in the spectral
domain results in sampling the spectral Green function in cor-
respondence of the peaks of the Fourier transform of the basis
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TABLE I
TEST ARRAY SIMULATION FEATURES FOR DUAL-POLARIZATION ARRAYS OF BOWTIE DIPOLES SHOWN IN FIG. 1, TOP. (Freq: = 1 GHZ, TAYLOR GREEN
FUNCTION EXPANSION ORDER = 2, BASIS FUNCTIONS MULTIPOLE EXPANSION ORDER = 1; r = 0:288 m = 0:96; = =20, CG Tol: = 10 , CPU
TIME IS RELEVANT TO A PENTIUM III 1 GHZ)
TABLE II
TEST ARRAY SIMULATION FEATURES FOR ARRAYS OF DUAL-POL. DIPOLES SHOWN IN FIG. 1, BOTTOM. (Freq: = 2:1 GHZ) : TAYLOR GREEN FUNCTION
EXPANSION ORDER= 2, BASIS FUNCTIONS MULTIPOLE EXPANSION ORDER = 1; r = 0:2m = 1:4; = 0:0025m = 0:028, CG Tol: = 1:e  4;
(CPU TIME IS RELEVANT TO A PENTIUM III 1 GHZ). : RESIDUE = 5:9  10 (STAGNATION)
and test functions. As a result of all of the above, the MoM ma-
trix in the MR basis, , presents a peaked diagonal, whose
entries are very close to the matrix eigenvalues [7, Sec. VII].
Thanks to this, the application of a simple diagonal precondi-
tioner improves the distribution of the eigenvalues [14], that is
the main responsible of the convergence rate of iterative solvers.
In this sense, the MR scheme induces an efficient physics-based
preconditioner.
The construction and application of this preconditioner can
be summarized in the following three steps:
— construction of the matrix whose rows represent the MR
functions in the RWG basis, i.e., it is the basis change ma-
trix. Note that is very sparse and frequency independent;
— extraction of the symmetric diagonal preconditioner
;
— construction of the preconditioning matrix ,
that share the same memory space of matrix .
Note that, unlike other commonly used preconditioner (see for
instance [11], [6] and reference therein), this scheme presents
the advantage of requiring a low memory occupation, since only
the matrix , having non-zero elements, has to be
stored.
The procedure described above is general; however, the con-
struction of the diagonal matrix requires the knowledge of
the entire MoM matrix , which is undesirable in fast methods.
One then conveniently resorts to the approximate diagonal ma-
trix generated via the strong-interaction matrix , i.e.,
, and uses instead of .
For the specific array problem at hand, however, the radiating
elements are not connected to one another, and the matrix is
a block diagonal matrix, since in this case there are no functions
covering more than one array element, not even those belonging
to the mesh; therefore to construct the exact precondi-
tioner we only need the diagonal blocks of , that represent
the interactions between RWG basis functions within the same
radiating element. As a result, this exact MR preconditioner can
be computed and stored at a very low cost.
Once the matrix has been evaluated, the following equiva-
lent linear system:
(6)
can be solved adopting the scheme described in Section II. The
solution can be calculated, where and are the un-
known currents in the preconditioned MR basis and in the RWG
basis, respectively.
IV. RESULTS
As a first example, we considered dual-polarization arrays
of bowtie dipoles of the type shown at the top of Fig. 1. Each
element has been discretized with the mesh generated by the
MR procedure [8], on which 125 unknowns are defined.
The efficiency of the MR-SM/AIM has been investigated for
arrays with an increasing number of elements; its performance
and those of the SM/AIM with the standard RWG functions are
summarized in Table I.
From these data, it appears that the introduction of the MR
functions slightly increases the time taken to complete one
CG iteration compared to that taken when the RWG basis
is used, since it introduces two additional products with the
basis-change and preconditioning matrices (columns 6 and 9
in Table I), but strongly reduces the number of iterations re-
quired to achieve the desired tolerance, as it appears comparing
columns 7 and 10. Therefore, if for instance we consider the
largest array, corresponding to about 30 000 unknowns, the
total time needed to solve the linear system using the SM/AIM
with the RWG functions is almost 9 hr., 45 min., while, using
the MR functions, it is reduced to almost 54 min., with a gain
of almost a factor of eight.
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Fig. 2. Number of iterations for reaching the tolerance of 10 versus the fre-
quency for an array of 6 10 2 dipoles of the type in Fig. 1, bottom.
Fig. 3. CPU time for the whole analysis of arrays of dipoles of the type in
Fig. 1, bottom.
Like Table I, Table II shows the relevant characteristics of
the simulations carried out at a frequency of 2.1 GHz on arrays
of the type sketched at the bottom of Fig. 1. Also, in this case,
columns 6 and 9 in Table II show that it takes slightly more time
to complete one CG iteration when the MR preconditioning is
used than it does when the standard RWG basis is used; however,
this increase is always less than 10%, and the total gain is very
high, since the number of iterations required to achieve the set
CG tolerance value is reduced by almost two
orders of magnitude when the MR scheme with the diagonal
preconditioner is introduced, as shown in columns 7 and 10 of
Table II. Fig. 2 shows the number of iterations necessary for
the SM/AIM method to reach the set tolerance on the frequency
interval GHz, with and without the MR preconditioner.
These results refer to an array of 6 10 dipole pairs (15 000
unknowns), feeding one dipole at a time as required to obtain
the array admittance matrix. It is also clear from Table II, that
the use of MR reduces the number of iterations of about a factor
of 200. The slight increase in the number of iterations around 2.3
GHz can be connected to the strong variation of the impedance
around this frequency, as evident in Fig. 4.
Fig. 3 reports the total CPU time needed to solve the MoM
linear system for increasing problem dimensions (number of
unknowns). The three curves refer to the use of the SM/AIM
approach with the MR (circle) or the RWG (square) functions
Fig. 4. Real and imaginary part of the input impedance of the 50th (top) and of
the 59th (bottom) element of the 6 10 dipoles pairs array of the type sketched
in Fig. 1 bottom. Continuous line: standard MoM; marked line: MR-SM/AIM.
and of the standard MoM (triangle). The marks correspond to
computed values, while the continuous curves are the interpo-
lating functions, which give the dependence of the CPU time on
, whose expression is also reported in the figure. The use of
the SM/AIM instead of the classical MoM reduces the numer-
ical complexity from to ; in this case,
sec. This means that, starting from medium
size problems , the CPU time reduction achieved
using the SM/AIM is almost one order of magnitude. The in-
troduction of the MR functions within the SM/AIM frame re-
duces the solution time by about two orders of magnitude, so
that the MR-SM/AIM always reduces the CPU time compared
with the standard MoM, even for small size problems. In case
of the gain is of almost three orders of magni-
tude. Finally, it is worth noting that the increase of the dynamic
memory in the MR formulation is negligible (see columns 8 and
11 in Tables I and II).
In addition to the numerical efficiency of the proposed
method, we checked its accuracy, via the active (embedded)
impedance for broadside scan. Fig. 4 shows the frequency per-
formance of the real and imaginary part of the active impedance
of two array elements on the frequency band GHz
for the array consisting of the 6 10 dipole pairs in Table II,
when the standard MoM or the MR-SM/AIM are used. We in-
tentionally placed the elements of the array very close one each
other to point out the critical behavior of the active
input impedance around 2.3 GHz: despite the sharp variation,
the agreement between the two sets of results is very good.
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Fig. 5. Amplitude pattern at 2.1 GHz for the 6 10 dipole pairs array of the
type sketched in Fig. 1 bottom: (a) xz plane, (b) yz plane. Solid line: co-polar
component, standard MoM; Dashed line: cross-polar component, standard
MoM; : co-polar component, MR-SM/AIM : cross-polar component,
MR-SM/AIM.
Moreover, Fig. 5(a) and (b) shows the co-polar (solid) and
the cross-polar (dashed) radiation patterns at the frequency of
2.1 GHz in the and the planes, respectively; the con-
tinuous lines refer to the radiated field evaluated with the MoM,
while the marked lines to the standard MR-SM/AIM solution:
the plots show the very good agreement between the results ob-
tained with both approaches.
V. CONCLUSION
We proposed and tested a combined application of the
SM/AIM formulation and of the MR approach to antenna
arrays of medium/large or large dimensions. It reduces the
SM/AIM total solution time by about two orders of magnitude
for medium-size problems, without affecting storage require-
ments. The total gain of the MR-SM/AIM over the standard
MoM is of almost three orders of magnitude; the computational
gain increases for larger problems. Extension of this work to
other fast methods is presently underway [15].
ACKNOWLEDGMENT
This work was developed in the Sixth Framework Programme
of the European Community within the Antenna Centre of Ex-
cellence (ACE).
REFERENCES
[1] J. M. Song and W. C. Chew, “Fast multipole method solution of three
dimensional integral equation,” in IEEE Antennas and Propagation So-
ciety Int. Symp. Digest, 1995, pp. 1528–1531.
[2] E. Bleszynski, M. Bleszynski, and T. Jaroszewicz, “AIM: Adaptive in-
tegral method for solving large-scale electromagnetic scattering and
radiation problems,” Radio Sci., vol. 5, pp. 1225–1251, 1996.
[3] F. Ling, C.-F. Wang, and J.-M. Jin, “An efficient algorithm for ana-
lyzing large-scale microstrip structures using adaptive integral method
combined with discrete complex-image method,” IEEE Trans. Microw.
Theory Tech., vol. MTT-48, pp. 832–839, 2000.
[4] K. Zhao and J. F. Lee, “A single-level dual rank IE-QR algorithm to
model large microstrip antenna arrays,” IEEE Trans. Antennas Propag.,
vol. AP-52, pp. 2580–2585, 2004.
[5] P. De Vita, A. Mori, and A. Freni, “A BMIA/AIM formulation for
the analysis of large stacked patch antennas,” in Proc. MMET*02-Int.
Conf. on Math. Methods in Electromagnetic Theory, Kiev, Ukraine,
Sep. 10–13, 2002, vol. 1, pp. 48–53.
[6] C. C. Huang, L. Tsang, C. H. Chan, and K. H. Ding, “Multiple scat-
tering among vias in planar waveguides using preconditioned SMCG
method,” IEEE Trans. Microw. Theory Tech., vol. MTT-52, pp. 20–28,
2004.
[7] P. Pirinoli, G. Vecchi, and L. Matekovits, “Multiresolution analysis of
printed antennas and circuits: A dual-isoscalar approach,” IEEE Trans.
Antennas Propag., vol. AP-49, pp. 858–874, Jun. 2001.
[8] F. Vipiana, P. Pirinoli, and G. Vecchi, “A multiresolution method of
moments for triangular meshes,” IEEE Trans. Antennas Propag., vol.
AP-53, pp. 2247–2258, 2005.
[9] F. P. Andriulli, A. Tabacco, and G. Vecchi, “A multiresolution ap-
proach to the electric field integral equation in antenna problems,” in
SIAM, J. Scientific Comput., to be published.
[10] S. M. Rao, D. R. Wilton, and A. W. Glisson, “Electromagnetic scat-
tering by surfaces of arbitrary shape,” IEEE Trans. Antennas Propag.,
vol. AP-30, pp. 409–418, 1982.
[11] J. F. Lee, R. Lee, and R. J. Burkholder, “Loop-star basis functions and
a robust preconditioner for EFIE scattering problems,” IEEE Trans.
Antennas Propag., vol. AP-51, pp. 1855–1863, 2003.
[12] P. De Vita, A. Mori, A. Freni, F. Vipiana, P. Pirinoli, and G. Vecchi, “A
BMIA/AIM multi-resolution approach for the analysis of large printed
array,” in IEEE Antennas and Propagation Society Int. Symp. Digest,
Jul. 2003, pp. 803–806.
[13] L. Tsang, C. H. Chan, and K. Pak, “Monte-Carlo simulations of two-di-
mensional random rough surfaces using the sparse-matrix flat-surface
iterative approach,” Electron. Lett., vol. 29, pp. 1153–1154, 1993.
[14] F. Vipiana, P. Pirinoli, and G. Vecchi, “Regularization effect of a muti-
resolution basis on the EFIE-MoM matrix,” in IEEE Antennas and
Propagation Society Int. Symp. Digest, Washington, DC, Jul. 2005, vol.
3b, , pp. 192–195.
[15] P. De Vita, A. Freni, P. Pirinoli, F. Vipiana, and G. Vecchi, “A com-
bined MR-FMM approach,” presented at the URSI Nat. Radio Science
Meeting, Jul. 2005.
Paolo De Vita received the M.S. degree in electronic engineering and the Ph.D.
degree in information and telecommunication engineering from the University
of Florence, Florence, Italy, in 1999 and 2004, respectively .
Since 1999, he has served as a Research Assistant at the Electronics and Com-
munications Department of University of Florence. His main research interests
are on numerical techniques for electromagnetic radiation and scattering prob-
lems.
Angelo Freni (S’90–M’91–SM’03) received the
Laurea (Doctors) degree in electronics engineering
from the University of Florence, Florence, Italy, in
1987.
Since 1990, he has been with the Department of
Electronic Engineering of the University of Florence,
first as an Assistant Professor and since 2003 as an
Associate Professor of electromagnetism. During
1994, he was involved in research in the Engineering
Department at the University of Cambridge, Cam-
bridge, U.K. From 1995 to 1999, he was an Adjunct
Professor at the University of Pisa. His research interests include meteo-
rological radar systems, radiowave propagation, numerical and asymptotic
methods in electromagnetic scattering and antenna problems, remote sensing.
In particular, part of his research concerned the extension and the application
of the finite element method to the electromagnetic scattering from periodic
structures and to the electromagnetic interaction with moving media.
3832 IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. 54, NO. 12, DECEMBER 2006
Francesca Vipiana received the Laurea and Ph.D.
(Dottorato di Ricerca) degrees in electronic en-
gineering from the Politecnico di Torino, Torino,
Italy, in 2000 and 2004, respectively, with doctoral
research carried out partly at the European Space
Research Technology Centre (ESTEC, Noordwijk,
The Netherlands).
Since 2004, she has been with the Electronics De-
partment, Politecnico di Torino, as a Research As-
sistant. Her main research activities concern numer-
ical techniques for antennas and circuits analysis, and
synthesis techniques for multi-beam antennas.
Dr. Vipiana received the Young Scientist Award at the Union of Radio Science
(URSI) General Assembly in 2005.
Paola Pirinoli (M’96) received the Laurea and
Ph.D. (Dottorato di Ricerca) degrees in electronic
engineering, from the Politecnico di Torino, Italy, in
1989 and 1993, respectively.
In October 1994, she joined the Department of
Electronics of the Politecnico di Torino as an As-
sistant Professor where, since December 2003, she
has been an Associate Professor. From November
1996 to February 1997, she was a Visiting Research
Fellow at the Laboratoire d’Electronique, Antennes
et Telécomunication of the University of Nice (F),
through a Fellowship of the Communauté de Travail des Alpes Occidentales
(COTRAO). Her main research activities include the development of analyt-
ically based numerical techniques, essentially devoted to the fast analysis of
printed structures on planar or curved substrates, the modelling of nonconven-
tional substrates as bi-isotropic ones, the design and analysis of antennas for
wireless communications.
Dr. Pirinoli received the Young Scientist Award in 1998, the “Barzilai”
prize for the best paper at the National Italian Congress of Electromagnetic
(XII RiNEm) in 1998 and the prize for the best oral paper on antennas at the
Millennium Conference on Antennas and Propagation (AP2000) in 2000.
Giuseppe Vecchi (M’90) received the Laurea and Ph.D. (Dottorato di Ricerca)
degrees in electronic engineering from the Politecnico di Torino, Torino, Italy,
in 1985 and 1989, respectively, with doctoral research carried out in part at Poly-
technic University, Farmingdale, NY.
He was a Visiting Scientist at Polytechnic University from August 1989 to
February 1990, when he joined the Department of Electronics at Politecnico di
Torino as an Assistant Professor (Ricercatore). From 1992 to 2000, he was an
Associate Professor at Politecnico, and a Professor since 2000. He was a Visiting
Scientist at the University of Helsinki, Espoo, Finland, in 1992 and an Adjunct
Faculty at the University of Illinois at Chicago, Department of Electrical and
Computer Engineering since 1997. His main research activities concern ana-
lytical and numerical techniques for antennas and circuits analysis, RF plasma
heating, antenna design for wireless communications, and electromagnetic com-
patibility.
