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ABSTRACT
We present a novel approach for reconstructing the projected mass distribution
of clusters of galaxies from sparse and noisy weak gravitational lensing shear data.
The reconstructions are regularised using knowledge gained from numerical simula-
tions of clusters: trial mass distributions are constructed from n physically-motivated
components, each of which has the universal density profile and characteristic geome-
try observed in simulated clusters. The parameters of these components are assumed
to be distributed a priori in the same way as they are in the simulated clusters.
Sampling mass distributions from the components’ parameters’ posterior probability
density function allows estimates of the mass distribution to be generated, with error
bars. The appropriate number of components is inferred from the data itself via the
Bayesian evidence, and is typically found to be small, reflecting the quality of the
simulated data used in this work. Ensemble average mass maps are found to be robust
to the details of the noise realisation, and succeed in recovering the input mass distri-
bution (from a realistic simulated cluster) over a wide range of scales. We comment on
the residuals of the reconstruction and their implications, and discuss the extension
of the method to include strong lensing information.
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1 INTRODUCTION
Mapping the mass distributions of galaxy clusters via their
weak gravitational lensing effect has become something of a
standard tool in astrophysics, allowing these most massive
objects to be better understood in terms of their matter con-
tent, dynamical state and their value as galaxy evolution lab-
oratories and cosmic observatories. Given this importance,
it seems worthwhile to investigate more accurate, more ro-
bust, and more practically useful methods for reconstructing
the mass distributions in clusters from the available data.
Following a number of seminal papers on the subject in
the 1990s (e.g. Tyson et al. 1990; Kaiser & Squires 1993), the
emphasis now is very much on the application of mapping
methods to weak gravitational lensing shear data. Large
CCD mosaic cameras such as SuprimeCam at Subaru, Mega-
Cam at CFHT and the ESO Wide Field Imager at La Silla
have enabled the mass distributions of clusters to be mapped
to much larger radii than before (e.g. Clowe & Schneider
2002; Broadhurst et al. 2005). From space with HST, the
same science has been made possible in higher redshift clus-
ters, first though large multi-pointing WFPC2 datasets (e.g.
Hoekstra et al. 2000; Kneib et al. 2003) and subsequently
with observations with the Advanced Camera for Surveys
(ACS) (e.g. Lombardi et al. 2005; Jee et al. 2005). As is
always the case in astronomy, these data are being pushed
to their limits: the aim now is to understand cluster mass
distributions in great detail, moving beyond the simple mass
estimates of the early years. Kneib et al. (2003) and Gavazzi
et al. (2003) measured the outer logarithmic slope of the
density profile in two systems, while Clowe et al. (2004) in-
vestigated the relative peak positions of the gravitating mass
density and the intracluster gas density (the latter being de-
rived from the X-ray surface brightness). The quantification
of the substructure in galaxy clusters is a topic of ongoing
research, with progress being made in the central parts of
clusters by comparing strong and weak lensing mass mod-
els with predictions from N-body simulations (Natarajan &
Springel 2004).
Despite the advances in data quality, weak gravitational
lensing data remains very sparse and very noisy. It is notable
indeed that the most exciting results in the field in recent
years have come from the comparison of weak lensing data
with external observations, such as the modelling of strong
gravitational lensing features (e.g. Kneib et al. 2003; Bradacˇ
et al. 2005), the X-ray emission (as in Clowe et al. 2004), and
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the optical data on the cluster member galaxies (e.g. Czoske
et al. 2002; Kneib et al. 2003). With this in mind, we ask
how best to extract as much information as possible from
the weak lensing data, and how to draw the most meaning-
ful conclusions about the mass distributions in clusters. In
general terms, including information from external sources
means assigning appropriate prior probability distributions
to whatever set of parameters we are using: to this end we
seek a flexible fitting algorithm that is able to cope with
such constraints and return parameter estimates (with ac-
curate uncertainties) that reflect all the observational data
in hand. Moreover, the choice of model itself can be made so
as to facilitate comparisons with independent observations.
However, in the first instance, it seems sensible to postpone
combination with other observational data until the lensing
signal is understood.
In all weak lensing reconstruction algorithms to date
the assumed model has been that of a grid of pixels, whose
values (be they surface mass density or lens potential) com-
prise the model parameters, an approach often described
as “non-parametric.” It is not at all clear that a grid of
pixels is the optimal model for a cluster mass distribution;
as shown in Marshall et al. (2002, hereafter M02), such
a large number of parameters is very often discouraged by
the data quality, leading to over-fitting and potentially over-
interpretation of the data. In M02, the effective number of
parameters was reduced by including the assumption of the
mass pixels being correlated on some characteristic angu-
lar scale (∼ 1 arcmin), an algorithm implemented in the
LensEnt2 code. This assumption led to smoother, less noisy
maps, which, by virtue of the resolution scale being inferred
from the data themselves, were restricted to show only “be-
lievable” structures with angular scales greater than the res-
olution parameter. In this work we seek a more natural basis
set of functions with which to model cluster mass distribu-
tions. By correlating pixels together, cluster-like structures
can be more easily modelled: the logical extension of this
idea is to build up a mass distribution from components
that already have cluster-like properties. This is the princi-
pal concept in this work.
From N-body simulations we expect the ensemble av-
erage mass distribution to be ellipsoidal with an NFW pro-
file (e.g. Navarro et al. 1997; Jing & Suto 2002), and clusters
to lie at the high mass end of a hierarchy of structures, each
with this same universal profile. The NFW profile has some
support from the data, at least for the most massive halos:
previous gravitational lensing analyses have found the NFW
profile mass distribution to provide a somewhat better de-
scription of the data than competing models (e.g. Clowe &
Schneider 2002; Kneib et al. 2003; Gavazzi et al. 2003), as
have high resolution X-ray studies (e.g. Allen et al. 2002).
If all the mass in clusters of galaxies were distributed ex-
actly in ellipsoidal NFW-profile halos, then the optimal basis
set for the lensing inverse problem would be a collection of
ellipsoidal NFW profile mass components, shifted and scaled
to match the various mass clumps in the field. The results
of the simulations suggest that clusters do indeed look like
this, and it is this that motivates our choice of mass model.
This basis set allows a continuously multi-scale mass map to
be reconstructed, with the angular resolution reflecting the
local data quality and signal strength, but also the expected
density profile cusps and slopes. We anticipate that such a
basis set will be able to cope much better with the high level
of noise in the data, provided that the data themselves are
used to select the appropriate number of mass components
used in the inference: if the weak shear data only support the
inference of a small number of parameters associated with a
small number of mass components, then we must be able to
quantify this statement, and so automatically prevent the
over-fitting that can plague pixel-based methods.
While it is the NFW component parameters that are
to be inferred, it is a reconstructed projected mass map
that best encapsulates our state of knowledge of the clus-
ter potential. Such maps can be constructed by tabulating
the inferred (shifted and scaled) basis functions onto a grid
of pixels. These maps will have, by design, highly correlated
pixel values: the covariance of the pixel values should also be
taken into account to make the maps quantitatively useful.
The general ideas introduced above, whilst not previ-
ously applied in the field of weak gravitational lensing, are
not new to the inferential science community. Such “atomic”
methods were suggested and developed for image reconstruc-
tion by Skilling (1998), who was motivated to move beyond
pixellised models when analysing spectral and image data
for the same reasons as outlined above. Skilling’s “atoms”
were often very simple in nature, as he sought to recon-
struct complex images with very little prior knowledge. To
have such a natural choice of “atom,” as proposed above
for galaxy clusters, is something of a rare treat. Indeed, we
might instead dub the NFW halos “physical components”
to emphasise their highly motivated nature. This also helps
to avoid the possible confusion that may be induced by the
term “atomic inference” among the readership of this jour-
nal.
However, we should remain open to the idea that the
details of the component properties are best also determined
from the data – how else would we learn that the numer-
ical simulations are realistic? In this work we demonstrate
the use of NFW halos in modelling weak lensing data: al-
ternative models may not have such well-defined prior dis-
tributions, which puts them at a natural disadvantage when
comparing models. However, if a particular dataset demands
a different profile atom then this can be straightforwardly
inferred from the data (Kneib et al. 2003).
The methodology in this work can be rightly seen as an
extension of the mass modelling of Kneib et al. (1996, and
subsequent works). In their approach, one or two smooth el-
liptical mass components were used to model the positions
of the strongly lensed images, with the parameters of the
components optimised, and the model refined, as more mul-
tiple image systems were identified; the weak lensing data
was used (if at all) as a weak constraint on the (primar-
ily strong lensing) model. Here, we adopt and justify the
same modelling philosophy, but focus on the weak lensing
effects of lower mass substructure at larger radii, increasing
the number of free parameters, automating their estimation,
exploring parameter degeneracies and pushing the interpre-
tation of the mass components beyond that of simply stating
a best-fit parameter set. Indeed, our method is much closer
to the “smooth particle inference” approach put forward for
X-ray data analysis by Peterson et al. (2005): the differences
in this case arise from the much lower signal-to noise weak
lensing data (and the correspondingly fewer parameters the
data can support), and the more obvious choice of basis set.
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Physical component analysis 3
Having introduced the relevant concepts, we present in
Section 2 a detailed description of the application of the
atomic inference technique to weak gravitational lensing
data and demonstrate its performance on simulated data in
Section 4; its application to HST data is presented in Kneib
et al. (2003, to some extent) and in Jaunsen et al (2006, in
prep.).
2 METHODOLOGY
2.1 Weak lensing background
The data considered here are the ellipticities of N back-
ground galaxies; under the assumption of intrinsically ran-
domly oriented galaxies, the average ellipticity provides a
(noisy) estimate of the local gravitational reduced shear g
(see e.g. Schneider 2006, for an introduction). The mag-
nitude of the (complex) ellipticity, as used throughout this
paper, is |ǫ| = (1−q)/(1+q) where q is the ellipse axis ratio.
In practice, each of 2N lensed ellipticity components ǫj (real
and imaginary) are assumed to have been drawn indepen-
dently from a Gaussian distribution with mean gj ; here gj is
the true value of the jth component of the (complex) reduced
shear at the position of the galaxy. The likelihood function
can then be written as (see e.g. Schneider et al. 2000, M02)
Pr(d|x) =
1
ZL
exp
„
−
χ2
2
«
, (1)
where d is the vector of ellipticity (component) values, and
x are the parameters of the lens potential used to calculate
the shear fields at the background galaxy positions. χ2 is
the usual misfit statistic
χ2 =
NX
i=1
2X
j=1
(ǫj,i − gj,i(x))
2
σ2
, (2)
and the normalisation factor is
ZL = (2πσ
2)
2N
2 . (3)
The effect of errors introduced by the galaxy shape esti-
mation procedure have been included by adding them in
quadrature to the intrinsic ellipticity dispersion,
σ =
q
σ2
obs
+ σ2intrinsic[1−max(|g|
2, 1/|g|2)]2. (4)
This approximation rests on the assumption that the shape
estimation error σ2obs is Gaussian. Correcting for the effect
of lensing on the intrinsic ellipticity dispersion, as suggested
by Schneider et al. (2000) and implemented by Bradacˇ et al.
(2004), effectively provides the correct weighting of the el-
lipticities of images close to the critical regions of a strong
lensing cluster. Any arclets lying within the critical curves
of the cluster act as estimators for 1/g∗ instead of g (e.g.
Bradacˇ et al. 2005): we make this correction when calcu-
lating χ2. In practice very few galaxies are affected by this
correction, since most lie well outside the critical region, but
these are the ones that contain high lensing signal and so
should be treated with care. For a projected mass distribu-
tion Σ(x) composed of n physical components, the reduced
shear at position θ is given by
g(θ) =
Pn
k=1
γk(θ)
1−
Pn
k=1
κk(θ)
, (5)
where γk and κk are the shear and convergence due to the
k-th component, e.g.
κk(θ) =
Σk(θ)
Σcrit,i
. (6)
(See, e.g., Schneider 2006, for more details on the weak lens-
ing observables.) The (lens and source redshift-dependent)
critical density for the ith galaxy is Σcrit,i – any redshift in-
formation can be included here, although non-neglible red-
shift errors would need to be absorbed into the likelihood
function, broadening it somewhat.
Note that in the above model all mass components are
assumed to be at the same redshift. This is both necessary
for the thin lens plane formulae to be applicable, and ap-
propriate for a cluster modelling algorithm where all mass
in the field of view is assumed to be associated with the
cluster. If there were massive clumps lying along the line of
sight their gravitational shear effects would be interpreted
within this model. Extending the physical component anal-
ysis into three dimensions is an intriguing possibility but
beyond the scope of this paper; however we do note that
it may be profitable to do so, as the additional information
needed in constraining the redshift of the components, and
the more complex lens equations needed to predict the ob-
served shear, are both readily incorporated into the already
non-linear data model.
2.2 The physical component (halo) mass model
In the spherically symmetric case the NFW density pro-
file (Navarro et al. 1997) is
ρ(r) =
ρs
(r/rs) (1 + r/rs)
2
, (7)
where rs and ρs are the radius and density at which the loga-
rithmic slope breaks from −1 to −3. It is useful to normalise
this profile, which we treat as a two-parameter fitting func-
tion, to the mass contained within a region of overdensity
200 relative to the critical density at that redshift (Allen
et al. 2003; Evrard et al. 2002):
M(r200)
4
3
πr3200
= 200ρcrit (8)
= 4πρsr
3
s
»
log (1 + c)−
c
1 + c
–
. (9)
Here, c = r200/rs is a measure of the concentration of
the halo. Lensing properties of the NFW model have been
worked out by a number of authors (Bartelmann 1996;
Wright & Brainerd 2000; Meneghetti et al. 2003) and we
do not reproduce their results here. Each NFW mass com-
ponent contributes to the shear field: we assign a uniform
prior distribution to the component positions within the ob-
servation region.
It has been found in many previous lensing analyses
that it is rather important to include the ellipticity of the
lens (see e.g. King et al. 2002; Sand et al. 2004; Kochanek
2006). There is some choice as to whether the lens potential,
the deflection angle or the surface density should be asserted
to be elliptically symmetric – since the three quantities dif-
fer by the number of times the gradient operator has been
applied (0, 1 and 2 times respectively), only one of them
can have concentric elliptical contours. King & Schneider
c© 2006 RAS, MNRAS 000, 1–11
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(2001) chose the surface density, while Golse & Kneib (2002)
opted for the slightly rectangular projected mass contours of
a concentric elliptical deflection angle distribution. We fol-
low Meneghetti et al. (2003) and, citing analytic tractabil-
ity, use the lens potential ψ(θ): the major disadvantage of
this approach is that for axis ratios of less than ≈ 0.7 the
corresponding mass distribution becomes dumbbell-shaped.
However, massive cluster potentials are likely to be much
closer to spherical than this: we quantify this point below.
The breaking of axial symmetry means that the derivatives
of the lens potential must be calculated explicitly in order
to calculate the shear and convergence; this can be done an-
alytically for each NFW profile component. In this process
the radius parameter is defined in such a way as to keep the
mass within a given circular radius constant as the elliptic-
ity changes (e.g. Kassiola & Kovner 1993; Meneghetti et al.
2003).
As outlined in the introduction, N-body simulations
provide the prior probability distributions for the NFW pro-
file parameters. For example, Jing & Suto (2002) showed
that numerically simulated cluster-scale halos can be reason-
ably well modelled using triaxial ellipsoidal density profiles,
and produced fitting functions for the probability distribu-
tions of the two axis ratios. However, as indicated above,
we prefer to use the more readily calculated elliptical lens
potential: we use the following procedure to derive an ap-
proximate prior on the lens potential ellipticity parameter
from the distributions tabulated by Jing & Suto.
We draw a large number of halos’ axis ratios from the
fitted joint probability density function (PDF), numerically
project the prescribed densities onto the lens plane, and then
compute (using, after padding with zeros, fast Fourier trans-
forms – FFTs) the corresponding lens potentials via the con-
volution
ψ(θ) =
1
π
Z
κ(θ′) log |θ − θ′|d2θ′. (10)
We then measure the axis ratio of the resulting isopoten-
tials, from the ratios of the second moments of the potential.
These isopotentials are not quite elliptical, and the inferred
ellipticity changes slightly with radius; however the derived
ellipticities were compared with the actual isopotential at
the scale radius and found to deviate by only a few percent.
The resulting derived probability distribution for the lens
ellipticity, defined as in Section 2.1, is given in Figure 1. It
is well-approximated by a Gaussian distribution with mean
0.125 and width (standard deviation) 0.05, and it is this
that we use as our ellipticity prior. The effects of this prior
are to suppress halos with unphysically high ellipticity, and
to favour the non-spherical halos which are more commonly
seen in the N-body simulations. The position angle of the
halo is assumed to follow a uniform distribution between 0
and 180 degrees: in the two-dimensional ellipticity compo-
nent space the prior PDF peaks at the circularly symmetric
model.
The priors on the NFW profile parameters may also
be derived from N-body simulations. For example, Jing &
Suto (2002) find the concentration parameter c to be dis-
tributed log-normally with width ≈ 0.3 about a value of
3, for a massive cluster at redshift 0.5. We note that this
width corresponds to an uncertainty of ≈ 50%. Although
much larger values of the concentration have been inferred
Figure 1. Prior PDF for the (modulus of the) lens component
isopotential ellipticity, derived from fits to a statistical sample of
N-body simulated clusters by Jing & Suto (2002). The dashed
curve is a Gaussian distribution of mean 0.125 and width 0.05.
in some lensing analyses (Kneib et al. 2003; Gavazzi et al.
2003), it is not clear that the data have enough constrain-
ing power in the critical region to support this conclusion.
In any case, a concentration of 20 is less than 3-sigma from
the mean of the lognormal distribution, suggesting that this
prior is flexible enough to cope with unusual concentrations
(whilst retaining the desired feature of rejecting very low,
and indeed negative, values).
Finally we consider the prior on the atom mass it-
self,M200. The Press-Schecter formalism (Press & Schechter
1974), or one of its many numerically-corrected forms (e.g.
Jenkins et al. 2001; Evrard et al. 2002), would serve to pro-
vide an approximate prior PDF for the halo mass were we
observing a random patch of sky. The logarithmic slope of
the mass function at the mass scale of galaxy clusters is close
to −2, indicating the rareness of massive clusters. However,
we are interested in pre-selected clusters, whose masses are
large and typically estimable to within an order of magni-
tude. We suggest a compromise, and assign a Jeffreys prior
PDF (logarithmic slope −1) to the halo mass, sampling uni-
formly in the logarithm of the mass. This has the pleasant
effect of suppressing the introduction of mass into the map
unless it is required by the data, but is not so severe that the
halos either have masses that are heavily biased low, or are
discouraged completely. A more rigorous approach would be
to use the predicted halo occupation distribution to provide
a joint prior on the number and mass of sub-halos, given a
main cluster component. This is beyond the scope of this
paper: the specified priors suffice to define a robust data
model. We will see in Section 3 that the method is some-
what insensitive to the exact form of this prior, with the
presence of components, and their masses, being principally
determined from the data.
2.3 Parameter inference
Whilst linear methods are often favoured on the grounds of
computation speed and ease of error propagation, we argue
that the benefits of a fully non-linear fit outweigh these fac-
c© 2006 RAS, MNRAS 000, 1–11
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tors. We are seeking an optimal mass reconstruction, folding
in as much information as we can: we do not wish to com-
promise this goal in favour of a computationally easier alter-
native. With the non-linearity comes flexibility: introducing
new constraints on the mass distribution can be done in a
conceptually straightforward way, adding extra terms to the
posterior PDF for the model parameters.
In the non-linear data model the global best-fit point is
typically hard to find, and exists in a parameter space whose
dimensionality can run well into double figures when many
components are used. To solve these problems we employ
a Markov chain Monte Carlo (MCMC) sampler to explore
the parameter space. This technique is now widespread in
astronomical data analysis (see e.g. Knox et al. 2001; Lewis
& Bridle 2002; Marshall et al. 2003; Dunkley et al. 2005;
Bonamente et al. 2004; Peterson et al. 2005, for some ex-
amples of its use). Good introductions to the technique are
given by Gilks et al. (1996) and MacKay (2003); here we
make the following brief comments.
Having defined a likelihood function Pr(d|x, n), and
sensible priors Pr(x) on the parameters x of the n mass
components, we note that the distribution containing all
the information about the mass distribution is the poste-
rior PDF:
Pr(x|d) =
Pr(d|x, n)Pr(x)
Pr(d|n)
(11)
Calculating the numerator of the right hand side on a fine
grid throughout the parameter space would allow the nor-
malising evidence Pr(d|n) to be calculated, the regions of
high probability to be located, and any uninteresting param-
eters to be numerically integrated over. In any more than a
few dimensions both these operations are computationally
unfeasible. It is much more convenient to work with samples
drawn from the posterior distribution: both marginalisation
and changing variables are trivial, the latter being done on
a sample-by-sample basis. MCMC provides an efficient way
of drawing these samples.
Perhaps of greater practical importance is the robust-
ness of MCMC to local maxima in the likelihood. Optimisa-
tion schemes for locating the best-fit point are vulnerable to
becoming trapped at the wrong point in parameter space:
MCMC alleviates this problem by providing a way out of
such traps (i.e. with a random trial step to a nearby part of
the parameter space).
Note the dependence of the likelihood and evidence on
the number of components used in the model, n (the priors
on each component’s parameters having been chosen to be
independent of n). The posterior probability distribution for
n can be seen to be available from the data via the evidence:
Pr(n|d) ∝ Pr(d|n)Pr(n). With the assignment of a uniform
prior on the number of components, the evidence gives the
(discrete) PDF for n directly. In the same way the evidence
may also be used to quantify the relative probabilities of two
or more competing component models, a process carried out
in Kneib et al. (2003). The evidence lies at the heart of all
Bayesian model selection and hypothesis testing (see e.g.
MacKay 2003, for an excellent introduction), and its use
is growing in astronomy (e.g. Jaffe 1996; Knox et al. 1998;
Hobson et al. 2002; Marshall et al. 2003; Mukherjee et al.
2006).
We use the freely available software package bayesys3,
written by John Skilling. This general purpose code, used
in previous work on this subject (Marshall et al. 2003), is
known to cope well with the types of likelihood surface pre-
sented by weak lensing datasets: we find the evidence values
to be accurate and their calculation readily repeated. The
evidence is calculated by thermodynamic integration during
the burn-in period (O´ Ruanaidh & Fitzgerald 1996).
The only disadvantage to using MCMC rather than an
optimisation followed by a Gaussian approximation to the
posterior is that it can be slow: typically, analysing a cata-
logue of some few thousand galaxies using a model consisting
of three components on a 3GHz processor can be expected
to take several hours, while a chi-squared minimisation may
only take minutes. However, the problem of avoiding local
posterior maxima typically leads one to consider an ensem-
ble of minimisations from different starting points, or the use
of some more advanced algorithm such as simulated anneal-
ing (which incur many more likelihood evaluations). Like-
wise, estimating uncertainties is commonly done using tech-
niques such as bootstrap re-sampling or simulation of mock
data. The MCMC process performs more or less the same
calculation during the inference. Therefore it is the total run
time, to obtain both reliable parameter estimates and their
uncertainties that should be compared between methods –
with this metric MCMC becomes rather competitive.
2.4 Probabilistic mass mapping
While the parameters of individual halos may well be of in-
terest (e.g. Kneib et al. 2003), the information on the mass
distribution can be displayed in a more visually helpful way,
in the form of a mass image. Each MCMC sample corre-
sponds to a set of halos that provide an acceptable fit to the
data: the projected mass distribution of these halos can be
mapped on to a pixellised grid. The probability distribution
of the surface mass density in any given pixel can be built
up by calculating its value for each sample, and forming a
histogram. This is the PDF marginalised over all halo pa-
rameters, so that the width of this distribution represents
the maximum uncertainty of that pixel value, given the as-
sumptions. To make a map, the individual pixel probability
distributions have to be reduced to one number: we use the
arithmetic mean for its ease of calculation (Skilling 1998),
but note that an alternative central value may be more ap-
propriate if the pixel value PDF is highly skewed.
The resulting reconstructed maps inevitably retain
some of the appearance of the halos from which they are
composed: however, averaging over the posterior PDF does
bring out some extra information not present in any indi-
vidual sample map. These reconstructions can be thought of
as having been highly regularised, using a multi-scale ker-
nel whose shape has been chosen to be appropriate for dark
matter in cluster halos. In the next section we show some
examples of these atomic maps, and how well they describe
the lensing data.
3 DEMONSTRATION ON SIMULATED DATA
In order to demonstrate the methodology introduced above,
we generated mock weak lensing data for a typical, mod-
erately massive (Mvirial ≈ 6 × 10
14M⊙), unrelaxed cluster
c© 2006 RAS, MNRAS 000, 1–11
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Figure 2. True convergence distribution (left) and mock ellipticity data (right) for the z = 0.55 N-body simulated cluster described in
the text, assuming a source plane redshift of 1.2. The 3-arcmin square observing region is shown by the dashed box. One main clump,
and two minor clumps, are visible in the mass map.
at redshift 0.55. We used an N-body simulated cluster, from
the sample in Eke, Navarro & Frenk (1998). We placed back-
ground galaxies at random positions on a single source plane
at redshift 1.2 (such that the cluster has a tangential crit-
ical curve with radius ≈ 5 arcsec), with a number density
of 80 per square arcmin over a square field 3 arcmin on a
side. This was intended to represent a standard weak lens-
ing dataset from the ACS camera on HST, and resulted in a
catalogue of 741 galaxy shapes. An intrinsic ellipticity dis-
tribution of width 0.25, and shape estimation error of 0.2,
were assumed. The reduced shear due to the input cluster
was calculated by convolving (using FFTs) the simulated
cluster mass distribution (as provided by the simulators and
after padding with zeros to avoid edge effects) with the lens-
ing kernel, and then scaling by the critical density, as in
Marshall et al. (2002). We note that this process used a pro-
jected density map with pixel scale ≈ 2 arcsec, fine enough
to retain any cuspy features in the mass distribution.
When assessing the statistical performance of the
atomic inference algorithm, multiple noise realisations were
used. Each realisation corresponds to a separate set of back-
ground galaxy positions and intrinsic ellipticities, and a dif-
ferent shape estimation noise term. The true projected mass
distribution, scaled by the critical density for this lens and
source redshift, is shown in Figure 2, along with one reali-
sation of the simulated weak lensing data.
A single source plane was employed for simplicity, and
to separate out the performance of the atomic modelling
from systematic effects due to unknown background galaxy
redshifts. We do note again, however, that including mea-
sured redshifts for each source is trivial in this algorithm,
since we predict the convergence and shear at each back-
ground galaxy position.
3.1 Estimating the number of halos
We first investigate the number of halos appropriate for
modelling this mock dataset. This was done by sampling the
posterior distributions of the parameters of an n-component
model, where n was allowed to increase from 1 to 5. For
each inference, the evidence was calculated, and is shown
in Figure 3. These evidence values are readily reproducible,
as indicated by the error bars on the plot: these show the
standard deviations of the mean log evidence, over 5 runs
of the sampler, to be routinely less than one unit. This plot
gives us some confidence in the ability of the sampler to sim-
ulate the posterior PDF; it also quantifies the quality of the
data available in observations such as that simulated. The
plot shows evidence curves from ten different noise realisa-
tions, all of which peak at between 1 and 3 components. The
different noise realisations give rise to posterior probability
distributions with different geometries and complexities: the
different challenges thus presented to the sampler result in a
range of error bar sizes. In contrast, the scatter between the
curves shows the effect the noise has on the appropriateness
of n components.
The evidence for the n-halo model is Pr(d|n): the ratio
of this to the evidence for zero atoms (i.e. the null model,
with zero predicted surface mass density) gives a measure
of the significance of the detection (Hobson & McLachlan
2003). Had Figure 3 been plotted over a wider range in the
ordinate, probability (evidence) ratios relative to the null
model of e40−60 would have been visible, indicating a re-
sounding detection of the cluster in the shear data. The dif-
ferences between evidence values for n of 1, 2, 3, 4 and 5
components are much smaller, typically reaching between
two and four units in the logarithm between the peak ev-
idence and the n = 5 value. These differences correspond
c© 2006 RAS, MNRAS 000, 1–11
Physical component analysis 7
Figure 3. (Renormalised) log evidence as a function of halo num-
ber for the simulated cluster described in the text. The points with
error bars show the evidence estimates at each atom number: the
ten lines correspond to ten different noise realisations of the sim-
ulation. A broad peak around atom number 1-3 is typically seen.
to probability ratios of approximately 10− 50: the data are
found to be typically an order of magnitude more likely to
have come from a two-component model than a 5-component
model (with the exact favoured value of n being dependent
on the noise realisation). This is an important result: the
simulated data were designed to be representative of that
being analysed in contemporary work; what we are seeing
here is a quantification of the amount of information avail-
able to us from that data. With the well-appointed halo
model used, only a handful of parameters are both required
and supported by the data. This is in agreement with the
findings of M02: in the next section we show how the in-
ferred mass distributions differ from the maximum entropy
maps.
3.2 Mass mapping
The left-hand panels of Figure 4 show the ensemble-averaged
halo-model mass reconstructions, for two different noise
realisations. For comparison, the maximum-entropy maps
are shown along side, at two different resolution scales.
These plots serve to illustrate some general points about the
two techniques. The LensEnt2 algorithm, and any other
method that uses a single resolution scale when smoothing
the data or in the reconstruction process itself, does not cope
well with the range of scales of mass structure in this cluster.
A sharp, cuspy peak, surrounded by an extended irregular
mass distribution in the outer regions clearly requires at
least two scales (approximated here by the 15 and 40-arcsec
LensEnt2 resolution kernels): these scales are provided nat-
urally by the physical components. The “atomic” recon-
struction is remarkably robust between noise realisations,
whereas the more flexible pixel-based method maps contain
transient structure as the noise is fitted. This problem was
alleviated in M02 by increasing the resolution scale until, at
maximum evidence, only believable features remained; the
same may be said about the structure in the atomic maps,
except that the small-scale, high signal-to-noise structure is
retained (e.g. at the centre of the cluster). Finally we note
the long standing problem of inferring super-critical density
from weak shear data, outlined in some detail in the work
of Schneider & Seitz (1995; 1995). With no additional in-
formation it is impossible to infer uniquely the presence of
convergence greater than unity: in contrast, when construct-
ing the mass distribution from naturally cuspy components
the convergence can be effectively interpolated upwards in
a seamless and physically-reasonable way.
The observations of the previous paragraph can be put
on a more quantitative footing by plotting the correlation
between the inputs and outputs of the algorithms. This is
shown in Figure 5. We use the correlation function ξ+(θ),
where θ is the angular separation between galaxy pairs; this
is given by (e.g. Schneider 2006):
ξ+(θ) = 〈g
A
t g
B
t 〉+ 〈g
A
x g
B
x 〉, (12)
where gAt (g
A
x ) is the tangential (cross) component of the
reduced shear estimator at galaxy position of galaxy A,
relative to galaxy position B (and vice versa). This func-
tion conveniently quantifies the alignment of pairs of galaxy
shapes. Since we are interested in the difference between the
reduced shear predicted by the reconstructions (g), and ei-
ther the true reduced shear (gˆ) or measured ellipticities (ǫ),
we construct the difference function
∆ξ+(θ) = 〈(g
A
t − gˆ
A
t )(g
B
t − gˆ
B
t )〉
+ 〈(gAx − gˆ
A
x )(g
B
x − gˆ
B
x )〉 (13)
= ξgg+ (θ) + ξ
gˆgˆ
+ (θ)− 2ξ
ggˆ
+ (θ). (14)
For a perfect match on all scales, this function would be
zero. All correlation functions decrease with increasing pair
separation, as the lensing signal diminishes in strength. The
upper panel of Figure 5 shows that the residuals in the 3-
atom reconstruction, and the evidence-preferred 40-arcsec
LensEnt2 reconstruction, are consistent with noise; the
high resolution LensEnt2 reconstruction shows a small pos-
itive ∆ξ+(θ) at scales of 5-40 arcsec indicative of an imper-
fect reconstruction. This shortcoming is seen more clearly in
the lower panel; in the figure the low resolution LensEnt2
map and the 3-atom reconstruction are seen to perform
roughly equally well in recovering the true mass distribu-
tion, with the atomic map doing slightly better on the small-
est scales. This agrees with the maps of Figure 4, where
the cuspy cluster centre is not reproduced with the smooth
maximum-entropy map.
The information in the correlation functions may also
be visualised via maps of residuals. Plotted in the left panel
of Figure 6 is the difference between the reconstruction in
the top left hand panel of Figure 4, and the true mass dis-
tribution; for comparison, the central panel shows the width
of the pixel value PDF, as estimated by the standard devi-
ation of the samples. This “error” map is informative: even
in the regions where the shear signal is strong, the uncer-
tainty on the predicted convergence is high. However, using
this uncertainty map to rescale the residuals between recon-
struction and truth we see that the differences are fairly low
significance: only in the region of the undetected sub-clump
are the pixel values more than 3 sigma from the truth (where
“sigma” is the uncertainty mapped in the central panel).
Evident in Figure 6 is the small-scale mass structure in
the cluster core, undetectable by weak lensing, that makes
pointwise convergence prediction at the level of a few percent
c© 2006 RAS, MNRAS 000, 1–11
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Figure 4. Two representative mass reconstructions, one noise realisation per row, for the z = 0.55 simulated cluster described in the text.
Left column: ensemble-average atomic inference mass distributions. Centre and right columns: 15 and 40-arcsec resolution maximum-
entropy maps. These panels may be compared directly with the left-hand panel of Figure 2. The 3-arcminute square observing region is
shown by the dashed box.
or better very difficult. Clearly more information is needed:
the work of Natarajan & Springel (2004) indicates that in-
cluding the mass associated with galaxies (via small compo-
nents placed at the cluster member positions) is sufficient to
model this substructure.
3.3 Component properties
The ensemble average mass map is one way of represent-
ing the information in the joint posterior PDF; marginal
distributions for other parameters of interest are also read-
ily available. For example, Figure 7 shows the position, and
mass profile parameters, associated with the secondary sub-
clump visible in the projected mass map. MCMC samples
corresponding to a circular region centred on the map peak
were excised and histogrammed, to plot the marginalised
posterior distributions for component position Pr(x, y|d,H),
and density profile parameters Pr(M200, c|d,H), where H is
the assumption that a mass feature of interest lies within
this aperture. The widths of these distributions provide es-
timates of the uncertainties on the parameters. This sec-
ondary feature is somewhat transient: in some noise realisa-
tions the signal is too broken up to be detected.
4 DISCUSSION
We now discuss three of aspects of the physical compo-
nent analysis in greater detail. First is the sensitivity of
the method to the prior PDFs assigned to the model pa-
rameters; second is the effect of the assumed halo model on
the accuracy of the reconstruction; third is the potential for
including strong lensing information.
4.1 “Bias” in the reconstruction
We point out explicitly that the mass maps derived in the
physical component analysis are biased, in the sense that
no matter how good the data is the predicted mass distribu-
tion still has to be constructed from NFW-shaped halos, and
in any individual cluster observed at a high signal-to-noise
ratio one can imagine this model breaking down. Indeed,
careful inspection of the maps in Figure 6 shows that the
reconstructed surface density is systematically higher than
the true density in the outer parts of the field of view, by
0.05 in convergence or so. This is despite the ellipticity data
being fitted to a fully satisfactory level (Figure 5), and is due
to the mass sheet degeneracy (Falco et al. 1985). This effect
when working with parameterised profiles was pointed out
by Schneider et al. (2000) and further investigated by Bradacˇ
et al. (2004), and was left as a limitation on the measurement
of cluster density profiles. In the present case we are effec-
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Figure 6. Left: difference map between the 3-halo reconstruction of Figure 4 and the true surface density seen in Figure 2. Centre: the
physical component method uncertainty map, as estimated by the standard deviations of the individual pixel PDFs. Right: the difference
map, divided by the error map. In all panels the reconstructed convergence contours are overplotted to guide the eye.
Figure 5. Quantifying the mass map reconstruction accuracy via
the correlation function differences. Top: correlation function ξ+
of the difference between the ensemble-average predicted reduced
shear, and the data. The curves shown are for the 3-halo atomic
reconstruction (solid), 15-arcsec resolution LensEnt2 map (dot-
ted), and the 40-arcsec LensEnt2 map (dashed). Bottom: the
same exercise, with the same legend, but now comparing the pre-
dicted reduced shear with the true input values.
tively selecting a particular mass sheet transformation pa-
rameter through our choice of the NFW profile for our mass
components: the error bars mapped in Figure 6 are model-
dependent. The bias does lie, however, within this statistical
Figure 7. Inferences about the south-eastern substructure
seen in the reconstruction of Figure 4. Left: Pr(x, y|d); right:
Pr(M200, c|d). In the right panel the prior on the concentration
can be seen, allowing a reasonable estimate of the mass of the
marginally-detected subclump.
uncertainty: the simulated cluster used here is well-fit by a
density profile close to NFW!
The model-dependence of the inferences advocated is
therefore presented as a sensible use of the prior informa-
tion available from N-body simulations. However, one should
remember that the universal profiles came from fitting the
ensemble average profiles of simulated halos: in any given
cluster it may be that the prior distribution for the concen-
tration may not afford the halo profiles sufficient freedom
to fit the data well, or even that some alternative profile
is more appropriate altogether. In this case, the profile can
be inferred from the data via the evidence as was shown in
(Kneib et al. 2003). When using any other profile, the priors
on the halo parameters will not be as readily derived, and in-
deed may be preferred to be kept uninformative. In this case
the Occam’s razor factor inherent to the evidence will act
to favour the basic (and a priori better-constrained) NFW
atom set. A consequent increase in evidence when using the
alternative profile will then be a rather robust conclusion,
the analyst’s natural tendency towards the expected forms
having been taken care of already.
4.2 Robustness to prior PDFs
Weak lensing data is very noisy: in such situations, we should
be wary of the prior PDF becoming comparable in impor-
c© 2006 RAS, MNRAS 000, 1–11
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tance to the likelihood function. We investigated this for
the simulated dataset described above by applying some
alternative priors and examining the evidence values. For
the component masses we tried a prior uniform in mass
(as opposed to the Jeffrey’s prior suggested above, which
is uniform in the logarithm of the mass). This prior is more
favourable to higher mass components: if the presence of an
extra component were being suppressed by the Jeffreys prior
then we would be more likely to see it with the more for-
giving uniform distribution. We found the Jeffrey’s prior to
give slightly higher evidence, perhaps slightly better reflect-
ing the true halo occupation distribution. The difference was
however, much less than one unit, suggesting that the com-
ponent number and mass are well-determined by the data.
Indeed, the resulting mass maps were indistinguishable from
those from the main analysis.
Connected to the prior for the component mass is that
for the component number, implicitly assumed to be uni-
form when interpreting Figure 3. While there may be some
theoretical motivation for attempting to model the cluster
with a mass function, that gives a joint PDF on n and halo
mass, that is steeper than that used here, we would run the
risk of over-fitting the data. At present, Figure 3 shows that
the fit is being sensibly regularised in models with small
numbers of components, with the evidence clearly decreas-
ing towards higher n. When using data with artificially low
noise, the evidence does indeed favour higher numbers of
components, and lower mass features in the field are indeed
recovered, as expected.
We also investigated the effect of changing the compo-
nent ellipticity prior, broadening it to make higher ellipticity
components intrinsically more probable. Again, this made
very little difference to the evidence values or to the mass
maps.
4.3 Including strong lensing information
The non-linear nature of the inference process described in
the previous sections makes it straightforward to include
strong lensing constraints as priors. These constraints may
come from galaxy-scale lenses in the field, or from objects
multiply-imaged by the cluster potential itself.
For example, an independent strong lens modelling (on
either scale) might be designed to yield estimates of the con-
vergence and shear (or perhaps more likely, magnification µ)
at a particular point, with error bars (e.g. σµ). These un-
certainties, when translated into Gaussian (or the appropri-
ate error distribution) PDFs centred on the point estimate,
can be used to weight the MCMC trial parameter sets: the
weak lensing likelihood is simply multiplied by the value of
a PDF such as Pr(κ|µ, σµ). This approach, while convenient
for marrying two independent pieces of analysis software,
would be somewhat wasteful in its use of information (and
has not yet been applied in practice!). A more rigorous ap-
proach would be to include the strong lens image positions,
or even the image pixel values themselves, as data, and form
a joint likelihood from the product of the individual weak
and strong lensing forms. Such an analysis is beyond the
scope of this work, but is being developed as an extension of
the LensTool package (Kneib et al. 1996). MCMC is antic-
ipated as being very useful indeed here: the strong lensing
likelihood surface is highly complex.
One application of cluster lensing that has been sug-
gested is to predict the “external” convergence at the po-
sition of galaxy-scale strong lenses in the cluster field (e.g.
Bernstein & Fischer 1999; Kneib et al. 2000). Any contribu-
tion to the strong lens convergence is degenerate with the
estimate of Hubble’s constant from that lens, motivating the
study of additional constraints on the convergence, such as
might be hoped for from weak lensing. While both strong
and weak lens systems suffer from the mass sheet degener-
acy referred to above, when assuming physically-motivated
parameterised profiles for all mass distributions this degen-
eracy is broken. A model-dependent estimate of convergence
at a particular point in the field (and indeed its posterior
probability distribution) can then be generated from the
MCMC samples: its accuracy will be dependent on both
the noise in the weak lensing data, and the assumptions of
an NFW-profile component cluster. The maps in Figure 6
suggest that, for the data quality investigated here, both
the statistical and systematic parts of the error bar on a
pointwise convergence estimate are likely to be in the region
of 0.05, representing a significantly greater fractional error
than that due to the best-measured time delays.
5 CONCLUSIONS
We have presented a new method for reconstructing the
mass distribution of clusters of galaxies from weak gravi-
tational lensing data, based on the atomic inference proce-
dure suggested by Skilling (1998). By investigating its per-
formance on simulated HST ACS data, we draw the follow-
ing conclusions:
• Perhaps as expected, the number of mass components
supported by the data (and selected via the evidence) is typ-
ically quite small. This is a consequence of the domination
of clusters by a single deep potential with a few satellite ha-
los, combined with the paucity of information on the weak
shear data.
• The physical component (posterior average) mass maps
are cleaner and more robust to the noise realisation, than
those made with pixel-based methods: the natural basis set
of elliptical NFW profile halos act to suppress spurious peaks
and provide an accurate reconstruction. This accuracy is
evident in the high-strength correlation between input map
and reconstruction, that extends (by virtue of the additional
information input to the model) to smaller angular scales
than previous techniques.
• The mass maps are biased towards the results of nu-
merical simulations, incorporating our expectations of what
clusters should look like. As a result, the mass sheet degener-
acy is broken, and absorbed into the uncertainties associated
with the maps. The accuracy of the reconstruction is partly
determined by the assumption of the NFW profile for each
halo, but this is an assumption that can be ranked against
competing profiles using the evidence.
• The necessarily non-linear method, while slow to ex-
ecute, has the advantages of coping with local minima in
the chi-squared surface, providing error bars on the model
parameters directly, and easily accommodating additional
physical constraints of an arbitrary functional form.
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This very last point opens the door for a more com-
prehensive weak plus strong lensing reconstruction strategy:
the method outlined here is conceptually very clean, and
consequently provides a framework within which additional
constraints on the cluster mass distribution can be straight-
forwardly incorporated.
The (standard fortran77 and c) code used in this and
the cited work is available on request from the author.
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