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INFORMATION SECURITY AWARENESS: AN EVALUATION 
AMONG BUSINESS STUDENTS WITH REGARD TO COMPUTER 
SELF-EFFICACY AND PERSONAL INNOVATION 
Jim  Ryan 
Troy University 
jeryan@troy.edu 
Abstract 
Business colleges and schools expose students to core business principles, which yield 
potential employees having certain marketable skills and awareness.  However, the 
current business environment also advocates an intensive use of information technology 
to enable competitive advantage, which requires a basic awareness of information 
security practices.  This study empirically explores the awareness of information security 
practices, computer self-efficacy, and personal innovation measures among 
undergraduate business students at a large public university.  The theoretical and 
practical implications of this study’s results are also discussed with respect to 
practitioners and researchers alike. 
Keywords: Information security awareness, computer self-efficacy, and personal innovation 
Introduction 
Business colleges and schools expose students to core concepts from multiple disciplines across accounting, economics, 
finance, management, marketing, and information systems (IS).  Engaged in these curriculums, students prepare themselves 
to meet various organizational needs.  Likewise, organizations seek future employees that understand core business concepts, 
which range from maintaining positive cash flow to maintaining virus protection software.  However, learning requires 
knowledge transfer from formal and/or informal training channels (Kanter, 2003; Wu and Rocheleau, 2001).   
Authors postulate that information security is a learned behavior (Schou and Trimmer, 2004; Thomson and von Solms, 1998, 
2005), which increases the merit in optimizing learned behavior required for sufficiency (Aytes and Connolly, 2004; Stahl, 
2004; Straub, 1990).  All of these views are relevant to the operationalization of information security awareness, where the 
absence of awareness from appropriate training channels yields insufficient outcomes (Leach, 2003; Stanton, Stam, 
Mastrangelo, and Jolton, 2005).  However, steps to maintain a positive cash flow are more likely tested for knowledge 
transfer than steps to maintain sufficient virus protection software.  Furthermore, business students engage and practice 
information security in varying degrees throughout their academic endeavors, without any indicator as to the full context of 
their awareness.   
Business organizations also fail to identify the context of their employee’s information security awareness.  The 2005 Global 
Security Survey reported increasing internal (35%) and external (26%) security breaches, yet expenditures for employee 
awareness were at the bottom of information security priorities among the world's top 100 global financial institutions 
(Deloitte Touche Tohmatsu International, 2005).  Within the survey, half (48%) the member respondents identified the lack 
of employee awareness as a top information security challenge.  However, the reported future information security 
investment plans where not aligned to meet this challenge because more resources were targeted for information security 
tools (64%) than employee information security awareness (15%).  This example was cited given financial institutions 
expend greater resources on information security than other types of organizations (Kankanhalli, Teo, Tan, and Wei, 2003).   
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Information security awareness presents a perception challenge, due in part because threats to information security are 
dynamic (Kruger and Kearney, 2006).  Furthermore, perceptions toward human traits influence individual beliefs about 
technology value (Lewis, Agarwal, and Sambamurthy, 2003).  Hence, referencing individual perception provides a basis for 
investigating information security awareness operationalization.   
This study develops and compares user-level information security awareness measures across empirically valid and reliable 
scales.  In its execution, this study represents an initial work toward a systematic technique for interpreting information 
security awareness.  The organization of this paper is as follows.  The next sections address previous literature on information 
security awareness and human traits.  Following the literature review, this paper presents the study’s methodology and 
analysis of results.  Implications and limitations of this study are discussed in the conclusion. 
Information Security Awareness 
Effective information security starts with the basics (Egan, 2004).  Hence, information security awareness (ISA) must meet 
basic security concerns.  Whitman and Mattord (2004) noted how smaller organizations commonly outsource higher-level 
information technology (IT) functions.  Hence, organizational size should not distinguish information security concerns for 
desktop computer management, computer virus protection, and local-area-network issues.  These security concerns are 
applicable across university and/or non-university computing-environments.   
ISA has differing developmental origins (Straub, 1990). Also, differing ISA yields information security via differing 
practices (Kankanhalli et al., 2003).  Nonetheless, researchers (Furnell, Gennatou, and Dowland, 2002; Hawkins, Yen, and 
Chou, 2000; Kankanhalli et al., 2003; Leach, 2003; Stanton et al., 2005; Straub, 1990) and practitioners (Egan, 2004; Hulme, 
2001; Ramanathan, 2004; Spurling, 1995) note the importance of ISA.  Most of these studies call for additional ISA through 
training.  Some studies explore the methodology required to raise user-level ISA (Schou and Trimmer, 2004; Spurling, 1995; 
Thomson and von Solms, 1998).  Few studies consider ISA in detail (Leach, 2003; Siponen, 2000, 2001), and fewer studies 
consider measuring ISA (Furnell et al., 2002; Stanton et al., 2005). No study yielded a consensus ISA measurement.    
Schou and Trimmer (2004) summarized interrelated ISA perceptions across technology, policy, and threat-context.  
Technology provides ISA capability, yet users may not have sufficient computer literacy.  Policy dictates ISA behavior, yet 
users may not comply.  Specific threat-context knowledge yields ISA, yet user knowledge may not span all information 
security scenarios.  Combined, these perceptions provide a means to measure ISA.   
Technology perception of ISA 
Technology is the most obvious and expensive information security countermeasure, which summarizes the technology view 
(Schou and Trimmer, 2004).  The technology perception views ISA as an assortment of hardware and software capabilities 
that individual IS users, with sufficient computer literacy, manipulate as tools (Hawkins et al., 2000).  However, the costs 
associated with technology acquisition, implementation, and training are prohibitive (Sandhu, 2003).  Hence, the literature 
provides a theoretical basis that different technology capabilities will affect ISA.   
Through the technology perception, ISA represents an IS user applying technology as a security countermeasure.  Hawkins et 
al. (2000) illustrated this perception with a variety of technologies made available to secure Internet computing.  A 
technology-ISA measure equates technology application to information security, regardless of user comprehension 
concerning the given technology.  Examples of technology-ISA measures are:   
With respect to information technology and its security, I am aware... 
ISA01 - Virus protection software identifies and removes known viruses                       
ISA02 - Firewall software blocks network attacks 
ISA03 - Virus protection software requires frequent updates  
ISA04 - Personal firewall software blocks access to/from a computer  
Policy perception of ISA 
An issue-specific security policy adheres to particular rules of acceptable security behavior, such as email or Internet usage 
(Whitman and Mattord, 2004).  Similarly, the policy perception views ISA as a set of acceptable user behaviors that follow a 
certain security pattern.  Users act out the behavioral security pattern to mimic ISA.  The information security literature 
provides a theoretical basis that strong user-level security policy will affect ISA.   
Schlarman (2002) viewed policies and standards as the foundation of a security program.  Thomson and von Solms (2005) 
showed how formal policy follows management directives, while informal policy follows user suggestions.  The policy 
Ryan                                       ISA: An Evaluation among Business Students with Regard to Computer Self-efficacy and Personal Innovation 
 
3
perception represents ISA through required or recommended user behavior.  A user running virus protection software on a 
computer because of a company virus-protection policy is a formal example.  A user choosing not to open a strange email 
attachment from an unknown sender because of another user’s advice is an informal policy example.   
A policy-ISA measure reflects a specific, desired security behavior that distinguishes user compliance.  Repetition of user 
compliance leads to regularity, structure, and ultimately knowledge transfer (Bartoli, Hermel, and Ramis-Pujol, 2003).  The 
result is learned ISA, practiced over time through repetition of required or recommended security policy.  Examples of 
policy-ISA measures are:   
With respect to information technology and its security, I am aware... 
ISA05 - of the university’s acceptable use policy strongly suggests keeping passwords safeguarded  
ISA06 - of the university’s virus protection policy requires use of available software and updates                    
ISA07 - of the university offers virtual private network (VPN) software for outside of intranet use        
ISA08 - of the university’s virus protection policy requires restricted access for computers with viruses          
ISA09 - of the university’s acceptable use policy dictates wired and wireless network access requires a 
user-id and password 
ISA10 - other users suggest that computer viruses can infect emails or attachments             
Threat-context perception of ISA 
The threat-context perception views ISA as user domain knowledge—understanding where potential IT security threats exist 
and the appropriate countermeasures.  The information security literature provides a theoretical basis that individual threat-
context knowledge plays a significant role in maintaining information security.  IT security is a core business process, where 
a competent IT security work force yields a people-based countermeasure (Schou and Trimmer, 2004).  A threat-context user 
comprehends why effective virus protection software requires frequent updates.   
The literature also shows an apparent lack of effective threat-context knowledge in organizations.  Most studies call for 
additional training, while leaving the questions of why, where, what, who, and how unanswered.  Siponen (2001) proposed 
interest groups (organizational, general-public, socio-political, computer-ethical, and institutional-education) to answer the 
respective why and where.  Furnell et al. (2002) offered a technology answer as to how.  A threat-context view measures who 
and what. 
Condensing security threats and countermeasures into measures for numerous threat-context scenarios is a challenge.  
However, both Weber (1988) and Ferrarini (2001) address managing security problems via information access-points.  
Within IS, an information access-point exists as read, write, and/or execute capability.  Authorized users (e.g. people, 
software, computers, or other IS) obtain legal read, write, and/or execute capabilities (Whitman and Mattord, 2005).  
Unauthorized capabilities are illegal and potentially insecure.  Ferrarini (2001) framed network security over five information 
access points:  physical security, user authentication, access control, encryption, and security management.  Measurement 
across these five access-points provides a detailed threat-context-ISA view that requires specific domain knowledge about 
access-point vulnerability.  Examples of threat-context-ISA measures are:   
With respect to information technology and its security, I am aware... 
ISA11 - as a user, my knowledge of computer threats plays a significant role                       
ISA12 - a current, restorable data back-up is necessary    
ISA13 - password secrecy is fundamental                                                                               
ISA14 – of the impact that a virus has on a computer system                                         
ISA15 - of the impact that spyware or adware have on a computer system  
ISA16 - of the impact that network attacks have on a computer system                                  
ISA17 - of the vulnerability with shared devices such as files, drives, or printers                        
ISA18 - encryption deters unauthorized access to sensitive information (i.e. credit card numbers, social 
security numbers, confidential emails or documents)  
ISA19 - software requires periodic decisions and updates                                                                         
Human Traits 
Lord, De Vader, and Alliger (1986) noted that human traits are important constructs for the perception of individual behavior.  
Human traits also impact user acceptance of technology (Bartoli, Hermel, and Ramis-Pujol, 2003; Compeau and Higgins, 
1995; Davis, 1989; Harrison and Rainer, 1992; Hurt, Joseph, and Cook, 1977; Ma and Pearson, 2003; Man, 2001; McAdam, 
2000; Thatcher and Perrewè, 2002) as well as adoption of technology (Baptista, 1999; Kegerreis, Engel, and Blackwell, 
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1970; Raho, Belohlav, and Fiedler, 1987; Teng, Grover, and Güttler, 2002).  Lewis, Agarwal, and Sambamurthy (2003) more 
recently identified that personal innovativeness and computer self-efficacy influence individual beliefs about technology use 
within IS.  The Lewis et al. results also unexpectedly found that ease of use, from the theory of reasoned action (Fishbein and 
Ajzen, 1975) and the technology acceptance model (Davis, 1989), did not influence individual beliefs about technology use.  
A closer review of personal innovativeness and computer self-efficacy clarifies human trait influence on ISA perceptions. 
Personal Innovativeness  
Hurt, Joseph, and Cook (1977) defined personal innovativeness (PI) as an underlying personality construct for an individual’s 
willingness to change, measured over a 20-item scale.  Man (2001) noted that 1) innovation shifts paradigms, 2) new 
technologies provide a foundation for innovation, and 3) innovativeness ventures past creativity into implementation.  
McAdam (2000) detailed how knowledge workers increase innovation by turning tacit knowledge into explicit knowledge, as 
well as passing tacit knowledge on to other organizational users.  Teng, Grover, and Güttler (2003) showed how innovation 
diffusion occurs mostly through an imitation process among the organizational user culture.  Likewise, until knowledge is 
transferred, both technology-ISA and policy-ISA depend upon a threat-context-ISA imitation process.  Hence, individuals 
who have a high PI measure will also have a high ISA measure.  Table 2 depicts examples of PI measures. 
H1:  High measures of PI will positively affect high measures of ISA. 
 
Table 1.  Personal Innovativeness (PI) Measures 
(adapted from Hurt, Joseph, and Cook, 1977) 
With respect to my approach toward information technology and its security… 
PI01…my peers ask me for advice or information. 
PI02…I enjoy trying out new ideas. 
PI03…I seek out new ways to do things. 
PI04…I am generally cautious about accepting new ideas.   
PI05…I frequently improvise methods for solving a problem when an answer is not obvious. 
PI06…I am suspicious of new technology and new ways of thinking. 
PI07…I rarely trust new ideas until I can see whether the vast majority of people around me accept them.   
PI08…I feel that I am an influential member of my peer group. 
PI09…I consider myself to be creative and original in my thinking and behavior. 
PI10…I am aware that I am usually one of the last people in my group to accept something new.   
PI11…I am an inventive kind of person. 
PI12…I enjoy taking part in the leadership responsibilities of groups. 
PI13…I am reluctant about adopting new ways of doing things until I see them working for people around me.  
PI14…I find it stimulating to be original in my thinking and behavior.   
PI15…I tend to feel that the old way of living and doing things is the best way.   
PI16…I am challenged by ambiguities and unsolved problems. 
PI17…I must see other people using new technologies before I will consider them.   
PI18…I am receptive to new ideas and practices. 
PI19…I am challenged by unanswered questions. 
PI20…I often find myself skeptical of new ideas and practices.   
Computer Self-efficacy 
Compeau and Higgins (1995) defined computer self-efficacy (CSE) as judgment of an individual’s own capability to use a 
computer in the accomplishment of some future task—an individual perception of one’s own computer skills.  These authors 
developed a 10-item scale, suggesting that CSE plays an important role in shaping individuals’ feelings and behaviors when 
accomplishing computer tasks.  With respect to ISA, CSE measures user perception of ability (i.e. computer literacy).  CSE is 
a dynamic human trait due to intervention influence from others (Gist and Mitchell, 1992; Sheng, Pearson, & Crosby, 2003). 
Thatcher and Perrewé (2002) found that PI correlated positively with CSE.  Harrison and Rainer (1992) also noted that 
individuals demonstrating higher computer skills also exhibited greater innovativeness.  With respect to ISA, both PI and 
CSE differentiate user-level ISA perceptions.  Hence, individuals who have a high CSE measure will also have a high ISA 
measure.  Table 2 depicts examples of CSE measures.  
H2:  High measures of user-level CSE will positively affect high measures of ISA. 
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Table 2.  Computer Self-efficacy (CSE) Measures 
(Adapted from Compeau and Higgins, 1995) 
In your opinion, could you install and set-up security software… 
CSE01 …if there was no one around to tell me what to do as I go? 
CSE02 …if I had never used another application like it before? 
CSE03 …if I had only manuals for reference? 
CSE04 …if I had seen someone else using it before trying it myself? 
CSE05 …if I could call someone for help if I got stuck? 
CSE06 …if someone else had helped me get started? 
CSE07 …if I had a lot of time for the completion of the task(s)? 
CSE08 …if I had just the built-in help facility for assistance? 
CSE09 …if someone showed me how to do it first? 
CSE10 …if I had used similar applications before to obtain the same goal? 
Methodology 
Given that the study’s objective was to develop and compare user-level ISA measures across empirically valid and reliable 
scales, the study took a survey research approach in its design.  The study concerns individuals who use computers, so the 
sampling frame of an electronic survey restricted the population to members who have computer access (Kiesler and Sproull, 
1986).  Webster and Compeau (1996) suggested that computer-specific measures, captured by the computer, allow the 
computer to become both the object and means for measurement, which increases salience.  ISA, PI, and CSE are measures 
that relate to IT.  Therefore, a Web-based questionnaire is an appropriate data collection method.   
IS faculty members and university IT specialists pre-tested the ISA (19) scales for clarity, conciseness, and readability to 
ensure consistency of interpretation.  Established scales were used for PI (20) and CSE (10).  Demographic variables 
consisted of gender, class, major, years of computer use, weekly hours of campus Internet use, and weekly hours of off-
campus Internet use.   The 55-item survey was pilot tested among university graduate students and staff. A review of each 
participant’s response resulted in revisions based on their feedback.  Likert-scale response categories were:  1) not at all, 2) to 
a small extent, 3) average extent, 4) to a large extent, 5) with out question.  For individuals who did not understand the 
concept of a particular ISA measure, the response category was 0) I do not know.  All demographic variables were 
categorical.   
Upper-level undergraduate business students, enrolled in a business core IS course, were the study’s sample population.  An 
introductory email included a research explanation and survey URL, which requested individuals to participate in the study.  
The email directed each student to register for access to the Web-based survey, which limited each participant to only one set 
of responses.  The study’s design required respondents to have Internet access, email access, a Web browser, and the survey 
URL.   
The methodology employed in this research combined survey design frameworks from Churchill (1979).  The content and 
construct validity tests facilitated greater internal and external validity (generalizability) of the ISA measures.  The research 
methodology also considered ideal survey attributes (Malhotra and Grover, 1998), which assured sufficient rigor in the 
development of quality ISA measures.  Statistical methods used the Statistical Package for the Social Sciences (SPSS) for 
reliability, factor, correlation, ANOVA, and MANOVA analysis. 
Analysis of Results 
Business students who registered and responded yielded a response rate of 72% (286 out of 400).  The high response rate was 
attributed to extra-credit given to students who completed the survey.  Table 3 depicts the ISA, PI, and CSE scale results 
mean, standard deviation, and frequency of responses.  The average “I do not know” response per question was 9%.  Among 
the respective ISA items, 7 of the 19 questions (37%) had “I do not know” responses of 10% or more.  Without this response 
option, the “I do not know” responses would have skewed the “not at all” responses beyond the average 4%.  Table 4 depicts 
demographic variable response frequencies. 
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Before construct validity could be assessed using the response data, four tests were performed to determine the 
appropriateness of factor analysis:  the Kaiser-Meyer-Olin (KMO) test, Bartlett sphericity test, skewness test, and kurtosis 
test.  The KMO statistics for ISA (.89) and PI (.89) exceeded .80 or the meritorious range and CSE (.93) exceeded .90, which 
is in the marvelous range (Hair, Anderson, Tatham, and Black, 1995).  Combined for all three scales, the KMO statistics were 
.91.  The Bartlett statistics were significant at the p<.00 level.  Skewness (-1.7 to +0.8) and kurtosis (-1.4 to +3.0) statistics 
fell within the ±3 and ±10 ranges respectively, indicating no potential non-normality problems associated with extreme 
skewness or kurtosis (Kline, 1998).  Thus, factor analysis of item-responses is appropriate. 
 
Table 3.  Results of Scale Measures 
Percent of Responses 
Measure Mean Std. Dev. not at 
all 
to a small 
extent 
average 
extent 
to a large 
extent 
with out 
question 
I do not 
know 
ISA01 4.07 1.09 2 3 17 31 45 2 
ISA02 4.16 1.09 2 4 13 29 50 2 
ISA03 3.47 1.55 3 8 20 27 32 10 
ISA04 3.02 1.75 5 10 18 24 25 17 
ISA05 4.18 1.18 1 6 13 20 57 3 
ISA06 3.09 1.71 7 10 20 22 27 14 
ISA07 2.27 1.78 15 14 18 14 15 24 
ISA08 2.66 1.78 10 13 18 18 20 20 
ISA09 3.30 1.72 5 8 16 24 33 14 
ISA10 3.84 1.38 2 6 16 29 41 6 
ISA11 3.66 1.28 2 8 24 31 30 5 
ISA12 3.41 1.39 2 11 28 27 25 7 
ISA13 4.06 1.20 1 4 15 29 47 4 
ISA14 4.04 1.20 1 3 16 30 46 4 
ISA15 3.91 1.24 2 5 21 27 42 3 
ISA16 3.48 1.41 2 11 26 24 30 7 
ISA17 3.41 1.43 3 11 26 24 28 7 
ISA18 3.29 1.62 4 10 21 24 29 12 
ISA19 3.80 1.26 1 7 20 33 35 5 
PI01 2.48 1.17 24 29 29 11 7  
PI02 2.99 1.10 9 24 36 22 10  
PI03 2.87 1.08 10 28 33 23 6  
PI04 2.73 0.95 7 35 39 15 4  
PI05 2.89 1.01 9 25 40 20 6  
PI06 2.46 0.93 14 41 33 9 3  
PI07 2.45 0.94 16 39 31 13 1  
PI08 3.10 0.98 6 17 44 25 7  
PI09 3.30 0.99 5 13 41 30 11  
PI10 2.13 0.97 29 39 25 5 2  
PI11 2.71 1.00 11 30 40 15 5  
PI12 3.11 1.09 8 19 36 27 10  
PI13 2.54 0.87 9 41 38 10 2  
PI14 3.26 0.97 3 17 38 32 9  
PI15 2.27 0.88 17 47 28 6 2  
PI16 2.93 0.99 7 25 41 21 6  
PI17 2.42 0.97 16 42 28 12 2  
PI18 3.36 0.91 3 10 44 32 10  
PI19 3.12 0.95 5 18 45 25 7  
PI20 2.49 0.91 11 42 36 8 3  
CSE01 2.89 1.32 18 24 24 19 15  
CSE02 2.78 1.30 19 28 22 19 13  
CSE03 3.43 1.18 5 18 28 26 23  
CSE04 3.53 1.13 5 15 27 31 23  
CSE05 3.80 1.09 3 10 25 30 33  
CSE06 3.78 1.03 3 7 25 37 27  
CSE07 3.69 1.11 3 11 27 30 29  
CSE08 3.37 1.18 6 19 28 27 20  
CSE09 4.02 1.02 2 6 20 31 41  
CSE10 3.90 1.03 2 9 21 34 34  
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Table 4.  Demographic Variable Frequency Responses 
Demographic Variable Category  Frequency Percent 
Age 19 – 24 276 96.5 
25 – 29 7 2.4 
30 – 34 3 1.0 
Gender female 129 45.1 
male 157 54.9 
Years of computer use < 7 47 16.4 
7 – 10 135 47.3 
> 10 104 104 
Major accounting 83 29.0 
finance 8 2.8 
management 40 14.0 
information systems 19 6.6 
marketing 88 30.8 
pre-business 48 16.8 
Weekly Hours of Campus Internet Use < 1 91 31.8 
> 1 195 68.2 
Weekly Hours of Off-campus Internet Use <= 5 89 31.1 
6 – 10 86 30.1 
> 10 111 38.8 
ISA Validity 
The ISA measures exhibited acceptable properties of construct validity based on reliability (Klerlinger, 1986) and factor 
(Allen and Yen, 1979) analysis.  Multiple methods using multivariate and univariate tests were also employed to analyze the 
measures.  With respect to reliability, ISA (W=.92), PI (W=.88), and CSE (W=.95) yielded Cronbach alpha (W) statistics above 
the desirable level of 0.80 (Nunnally, 1978). Factorial validity was demonstrated from an exploratory factor analysis, where 
retained measures had large effect construct explanations and clustered around identifiable factors.  Hence, the ISA measures 
were deemed valid and reliable.   
 Table 5 depicts the rotated factor matrix results across all 49 measures in the factor analysis, which yielded eight factors and 
explained 66.5% of the variance.  Factor loadings below 0.32 (Tabachnick and Fidell, 2001) were excluded from the analysis, 
as well as any measure that loaded (Xi >= 0.32) on two or more factors.  Two of the identified factors were excluded because 
their measures cross-loaded on CSE and/or other PI factors, leaving the factors measureless and reducing the variance 
explained to 61.9%.  Two CSE measures cross-loaded, leaving eight CSE measures strongly loaded (Xi > 0.5) on the CSE 
factor.  Four PI measures cross-loaded, leaving sixteen measures over two PI factors (PI+ and PI-).  The PI measures show a 
clear distinction between the eight measures for innovative PI+ traits and the eight measures for laggard PI- traits.  All four 
technology-ISA measures strongly loaded on the ISA-T factor.  Four of the six policy-ISA measures strongly loaded on the 
ISA-P factor and six of the nine threat-context-ISA measures strongly loaded on the ISA-C factor.   
The six cross-loading ISA measures between ISA-P and ISA-C were explainable as repetition of user compliance or 
knowledge transfer, but each were excluded in lieu of the stronger loading measures.  The six cross-loading CSE and PI 
measures were an interesting exclusion.  The two cross-loaded CSE measures (CSE01 and CSE02) tapped into increased 
innovation from tacit knowledge PI* to accomplish a future computer task.  PI02 tapped into the changing technology aspect 
of CSE.  The remaining three cross-loading PI measures tapped into innovative PI+ traits as well as tacit knowledge PI* 
(PI01) and problem solving PI& (PI16 and PI19).  
The retained measures for the six factors (CSE, PI+, PI-, ISA-C, ISA-P, and ISA-T) were averaged for each participant’s 
responses, yielding average factor responses.  Table 6 depicts the correlation matrix among the six factor averages.  Factor 
averages between PI+, CSE, ISA-T, ISA-C, and ISA-P were positively correlated (p<.00), with large-effect associations 
between PI+ and CSE (r2Z.26), ISA-T and ISA-C (r2Z.29), and ISA-T and ISA-P (r2Z.30).  Medium-effect associations were 
found between PI+ and ISA-T (r2Z.14), PI+ and ISA-C (r2Z.17), CSE and ISA-T (r2Z.21), CSE and ISA-C (r2Z.23), and ISA-
P and ISA-C (r2Z.14).  Small-effect associations were found between PI+ and ISA-P (r2Z.08) and CSE and ISA-P (r2Z.05).  
Factor averages between PI- and ISA-T were negatively correlated (p<.035), with a small-effect association (r2Z.02).  
Therefore, factor average correlations supported partially retaining hypotheses H1 with respect to PI+ and fully retaining 
hypothesis H2. 
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Table 5.  Rotated Factor Matrix 
Eigen Value 30.46 9.59 7.73 6.22 4.81 3.05 2.38 2.28 
--------------- *Factor Loadings (@i)----------------   Measure 
CSE PI+ ISA-C *ISA-P PI- ISA-T PI* PI& 
CSE01 0.66 0.32     0.42  
CSE02 0.60      0.44  
CSE03 0.73  
CSE04 0.76  
CSE05 0.81  
CSE06 0.87  
CSE07 0.81  
CSE08 0.74  
CSE09 0.84  
CSE10 0.79  
PI01  0.56     0.36  
PI02 0.36 0.70       
PI03  0.73  
PI04  0.61  
PI05  0.57  
PI06  0.66  
PI07  0.72  
PI08  0.73  
PI09  0.77  
PI10  0.68  
PI11  0.68  
PI12  0.65  
PI13  0.66  
PI14  0.74  
PI15  0.45  
PI16  0.44      0.51 
PI17  0.60  
PI18  0.58  
PI19  0.56      0.49 
PI20  0.76   
ISA01  0.73  
ISA02  0.75  
ISA03  0.54  
ISA04  0.64  
ISA05   0.49 0.39     
ISA06  0.65  
ISA07  0.79  
ISA08  0.81  
ISA09  0.57  
ISA10   0.44 0.39     
ISA11  0.51  
ISA12  0.50  
ISA13  0.77  
ISA14  0.80  
ISA15  0.77  
ISA16   0.52 0.37     
ISA17   0.63 0.33     
ISA18   0.50 0.45     
ISA19  0.57  
Extraction: Principal Axis Factoring with Varimax rotation                  *Factor loadings >= 0.32 
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Table 6.  Correlation Matrix of Factor Averages 
CSE PI+ PI- ISA-T ISA-P ISA-C 
CSE  .51*  .46* .23* .48* 
PI+ .51*   .38* .28* .42* 
PI-    -.13**   
ISA-T .46* .38* -.13**  .55* .54* 
ISA-P .23* .28*  .55  .37* 
ISA-C .48* .42*  .54* .37*  
* p-value<.00                                                                                         **p-value < .035
Univariate and Multivariate Analysis of Variance 
One-way analysis of variance tests were performed across PI+, PI-, CSE, ISA-T, ISA-P, and ISA-C using the six 
demographic variables.  Male business students’ averaged higher PI+ (p<.00), CSE (p<.00), ISA-T (p<.00) and ISA-P 
(p<.04) than female business students.  Information systems majors averaged higher PI+ (p<.04) than other majors.  Students 
who averaged more than one hour per week of on-campus Internet use averaged higher ISA-P (p<.04) than students who 
averaged less than one hour per week.  Students who averaged more hours of off-campus Internet use averaged higher PI+ 
(p<.00), CSE (p<.00), ISA-T (p<.00), ISA-P (p<.00), and ISA-C (p<.00) than students with fewer hours of off-campus 
Internet use.  Students with more than 10 years of computer experience averaged higher PI+ (p<.00), CSE (p<.00), ISA-T 
(p<.00), ISA-P (p<.03), and ISA-C (p<.00) than students with less than 7 years. 
Univariate analysis of covariance tests were performed across ISA-T, ISA-P, and ISA-C using the six demographic variables 
as factors with PI+, PI-, and CSE as covariates.  Hours of off-campus Internet use (p<.04), PI+ (p<.00), PI- (p<.00), and CSE 
(p<.00) explained ISA-T (Adj. R2Z0.27).  Therefore, hours of off-campus Internet use, PI, and CSE attributed a large effect 
explanation (27%) of the response variance within the technology ISA perspective. 
Multivariate analysis of variance tests were also performed across PI+, PI-, CSE, ISA-T, ISA-P, and ISA-C using the six 
demographic variables.  Gender (Wilks[ =.90) factored across PI+, CSE, ISA-T, and ISA-P.  Therefore, gender 
differentiated innovative PI+, CSE, and ISA perspectives of technology and policy.  However, gender did not differentiate 
the ISA threat-context perspective.  Furthermore, years of computer experience (Wilks’[=.87) factored across PI+, CSE, 
ISA-T, ISA-P, and ISA-C.  Hence years of computer experience did not differentiate laggard PI-. 
Conclusions 
ISA factors had positive correlation with PI+ and CSE, which indicates that users who increase their perception of PI+ or 
CSE should increase their perception of ISA-T, ISA-P, and/or ISA-C.  Increases in CSE would have a broader ISA increase 
over PI+.  Also, increases in CSE had more effect on threat-context-ISA (ISA-C), which the literature supports as the more 
desired ISA perception.  IS faculty teaching within core business courses should note these associations.   
Demographic variables of gender and computer use differentiate CSE, innovative PI+ and ISA factors of technology and 
policy.  However, gender did not differentiate the ISA threat-context factor, which the literature identified as the more desired 
ISA perspective.  Also, years of computer experience did not differentiate the laggard PI- trait among respondents. 
The study contributed to IT literature through investigating ISA measures over the technology, policy, and threat-context 
perceptions.  The single method bias present in our lone survey instrument and the convenience sample of business students 
are study limitations, along with others that may have inadvertently been overlooked.  Future research will address these 
issues.  Future research will employ multiple methods to filter method bias and future research will also sample multiple 
universities.  The results presented in this study can serve as momentum for future ISA research, while the results should be 
viewed as exploratory and in need of further confirmation.  Researchers could choose to further or expand the investigation; 
while practitioners could apply the findings to improve ISA. 
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