Wall heat transfers take place in a wide range of industrial applications such as gas turbine and electronic components. The capacity to correctly predict these heat fluxes has a direct impact on the component life duration and the system performance. This paper proposes to investigate this specific problem in a well documented turbine guide vane configuration, by means of a numerical approach. The test case has been designed to obtain flows close to those observed in a real modern highly loaded turbine (transonic operating conditions, laminar to turbulent transition, etc.). The flow is simulated thanks to both structured and unstructured flow solvers. A wide range of numerical methods are assessed, from steady-state methods based on the Reynolds Averaged Navier-Stokes (RANS) equations to more sophisticated methods such as the Large Eddy Simulation (LES) technique. As expected steady RANS fails to predict the wall heat transfer in the investigated configuration, mainly because unsteady flows and laminar-to turbulent transition are not taken into account. Another intermediate approach is the unsteady RANS method that is able to represent a part of the unsteady flow phenomena such as vortex shedding. The results underlines the role of these flows on the heat transfer coefficient, mainly due to acoustic waves that are emitted at the blade trailing edge and interact with the suction side boundary layer. However, only the LES (partially) succeeds to estimate wall heat fluxes since this method consid- * Address all correspondence to this author.
INTRODUCTION
The transfer of thermal energy between a flow and a wall occurs in a lot of industrial applications (electronic circuit boards, gas turbine, etc.). This effect is often responsible for the reduction of the life duration and efficiency of components. The prediction of such wall heat transfers remain complex due the interaction between different kind of physics such as dynamic and thermal boundary layers, wall thermal properties, etc. In the context of gas turbine applications, the temperature at the inlet of the high pressure turbine impacts directly the whole system performance. It is thus necessary to maximize this temperature to design an efficient propulsive system. The consequence is that the high pressure turbine blades experiences high temperature gradients at walls and their life duration directly rely on the capacity of designers to correctly estimate the wall heat transfer [1] . Unfortunately, this parameter is difficult to predict in such agressive environment and technological devices (such as cooling holes, tip gap, etc.) also largely impact the turbine flow (and the wall temperature). Finally, turbulence plays a major role on heat transfer and a laminar to turbulent transition is often observed on the turbine blade walls. This kind of phenomenon is complex to predict and depends on many parameter such as Reynolds number, turbulence intensity, wall roughness, shock, etc. A correct estimation of the wall heat transfer is thus out of range with classical steady state numerical simulations in most gas turbine configurations, even if no coupling is observed between thermal and dynamic boundary layers (conjugate heat transfer).
The physical understanding of such complex flow and the capacity to efficiently predict heat transfer at the design stage is thus mandatory to improve the efficiency of industrial systems such as gas turbine. In this regard a reliable Computational Fluid Dynamics (CFD) code represents a very attractive approach since it induces a relatively shorter response time in comparison to experimental campaigns. But the validation of a CFD code requires important features like well documented test cases, accurate numerical schemes, grid flexibility and validated turbulence and transition modelling/simulation. A large range of numerical methods is available in the literature to simulate these near wall flows [2] , from steady-state simulations where all the turbulent scales of the flow are modelled to full unsteady flow methods (all turbulent scales are solved). To complete the flow description when turbulence is modelled, criteria can be used to predict boundary layer transition [3] [4] [5] [6] ). However there are already clear evidences in the literature that numerical methods that solve a part of the turbulent spectrum provide the most promising results regarding the prediction of heat transfer [7] [8] [9] . Another aspect is the grid design that directly impacts both the accuracy and the efficiency of the flow solver. Many applications of CFD considering structured grids for turbine investigations are reported in the literature since the main advantage of this approach is its capacity to properly compute boundary layers. While effective, this method also suffers of major drawbacks such as the meshing of complex technological effects and the difficulty to refine localized regions. A potential answer is the use of unstructured grids that represent a promising way for local mesh refinement and taking into account complex technological devices (cooling holes, etc.) [7, 10] .
Based on this state-of-the-art, this paper proposes to investigate the prediction of heat transfers in a highly loaded turbine guide vane, by means of structured and unstructured flow solvers. The test case is a well documented configuration [11] representative of a modern turbine blade and extensively used for CFD validation [3, 12] . The first section of the paper details the main parameters of this configuration. The guide vane operates at a high Reynolds number and transonic conditions, meaning it is a challenging case for numerical flow solvers. A quite important aspect resulting from the comparison against experiments lays in the capability of numerical simulation to predict the correct onset of the laminar to turbulent transition. Different numerical methods are tested in this paper to underline the capacity of current and more advanced approaches (RANS, LES, etc.) to estimate the complex flow features that develops in this turbine guide vane. These methods and the approaches followed with both structured and unstructured codes are presented in a second section of the paper. Results are then compared with experiments for the estimation of the heat transfer coefficient along the blade chord in section three. More specifically, comparisons are done to estimate the capacity of numerical methods to predict the wall heat fluxes at different freestream turbulence intensities. Finally, the results obtained with structured and unstructured approaches are discussed in a fourth section, with a particular interest for unsteady flows and transition.
EXPERIMENTAL CONFIGURATION
The experimental facility is the isentropic light piston compression tube located at the Von Karman Institute (Fig.1) . The light weight piston is driven by the air of a high pressure tank in order to achieve the desired freestream gas conditions in terms of Mach and Reynolds numbers. More information about this facility is available in Consigny and Richards [13] . The tested configuration is a 2D turbine blade cascade largely described by Arts et al. [11] . The design of the high pressure nozzle guide vane (the so-called LS89 blade) was optimized for a downstream isentropic Mach number equal to 0.9 and the vane is mounted in a linear cascade made of five profiles (only the central passage is investigated to ensure periodic flow conditions). The blade chord C is 67.647 mm with a pitch/chord ratio of 0.85 and a staggered angle γ equal to 55 o . Experimental investigations were done to measure the blade velocity distribution by means of static pressure tappings, convective heat transfer by means of platinum thin films, downstream loss coefficient and exit flow angle by using a fast traversing mechanism (based on a Pitot probe). Uncertainties were quantified for all these measurements (pressure: ±0.5%, integrated loss coefficient: ±0.2 points, exit flow angle: ±0.5 degrees, heat transfer coefficient: ±5%). Measurements of the freestream turbulence intensity and spectrum are also available (the freestream turbulence is generated by a grid of spanwise oriented parallel bars located upstream the guide vane). A large range of freestream conditions have been experimentally investigated. More specifically, two configurations are explored in this paper, as shown in Table 1 (test cases MUR129 and MUR235) . The considered Reynolds number is about 10 6 (based on the chord and outlet velocity), corresponding to an outlet Mach number of 0.9. The most important difference between the two configurations is the inlet turbulence intensity (Tu MUR129 = 1% and Tu MUR235 = 6%).
Local wall convective heat fluxes are of primary importance for this study. The measurement technique is based on information provided by thin film gauges painted on the cascade central blade (made of glass ceramic) and an electrical analogy (Schultz and Jones [14] ). The thin films used for measurements are located in the "clean" region (the time-averaged flow is 2D) and 
Thanks to the experimental investigations led by Arts et al. [11] , most flow features have been clearly identified in this configuration. At the investigated Mach and Reynolds numbers (M 2,is = 0.9, Re 2 = 10 6 ), the heat transfer coefficient is largely affected by the inlet turbulence intensity. For the lowest value of the freestream turbulence intensity (Tu 0 = 1%), the heat transfer falls quickly after the leading edge, corresponding to the development of a laminar boundary layer both on pressure and suction sides. A transition is only observed close to the trailing edge on the suction side around S = 70 mm. For a higher level of the turbulent intensity (Tu 0 = 6%), the onset of transition is observed earlier along the suction side (S = 25 mm) and thus the level of the guide vane heating is significantly increased from this point. It is expected that these flow features will be challenging for flow solvers, mainly due to the transition phenomenon.
TOOLS AND METHOD Governing equations
The governing equations are the unsteady compressible Navier-Stokes equations that describe the conservation of mass, momentum and energy. In conservative form, it can be expressed in three-dimensional coordinates as:
where W is the vector of primary variables,
is the flux tensor; f , g, h are the inviscid fluxes and f v , g v , h v are the viscous fluxes.
In the mathematical description of compressible turbulent flows the primary variables are the density ρ(x,t), the velocity vector u i (x,t) and the total energy E(x,t) ≡ e s + 1/2 u i u i . The fluid follows the ideal gas law, p = ρ r T and e s = R T 0 C p dT − p/ρ, where e s is the sensible energy, T the temperature, C p the fluid heat capacity at constant pressure and r is the mixture gas constant. The viscous stress tensor and the heat diffusion vector use classical gradient approaches. The fluid viscosity follows Sutherland's law and the heat flux follows Fourier's law.
Simulating directly turbine flows by means of the fully compressible three-dimensional Navier-Stokes equations is still unpractical mainly because of the flow Reynolds number which implies that all the flow scales be represented by Direct Numerical Simulation (DNS). Such a DNS requirement clearly yields unfeasable computations (the size of the mesh should be around Re 9 4 ). Turbulence modelling is thus necessary to represent the cascade of energy and different formalisms exist over a wide range of applications, including flows at high Reynolds numbers [2, 15] . At the same time, super-computers have reached performace and memory increases which allow to consider full three-dimensional simulations of real flow in experimental and industrial configurations [16] . The most common approach for complex configurations is still the Reynolds-Averaged Navier Stokes methods (RANS) that propose to model all the turbulent scales. This approach can be used to obtain either a steady-state flow (RANS) or an unsteady flow that contains the deterministic flow scales (unsteady RANS), such as rotor-stator interactions or vortex shedding. In these cases, the transition from laminar to turbulent boundary layers require to use transition criteria [3, 6] . A more universal method is the Large-Eddy Simulation (LES) that introduces a separation between the resolved (large) turbulent scales and the modelled (small) scales [17] . This separation of scales is explicitely or implicitely obtained by filtering out the small flow scales that can not be properly represented by the mesh, their effects on the filtered field being modelled by the socalled Sub-Grid-Scale (SGS) model [2, 18] . LES involves the spatial Favre filtering operation that reduces for spatially, temporally invariant and localised filter functions [19] to:
where G denotes the filter function. The unresolved SGS stress tensor τ i j t is modelled using the Boussinesq assumption [20] :
with S i j = 1 2
In Eq. (4), S i j is the resolved strain rate tensor and ν t is the SGS turbulent viscosity. The SGS energy flux q i t is modelled using a SGS turbulent heat conductivity obtained from ν t by λ t = ρ ν t C p /Pr t where Pr t = 0.7 is a constant turbulent Prandtl number:
In Eq. (6), T is the Favre filtered temperature which satisfies the modified filtered state equation p = ρ r T [21] [22] [23] [24] . The LES method proposes to improve the level of flow description, as already shown by Duchaine et al. [7] for conjugate heat transfer prediction in a turbine blade. However the capacity of LES to describe laminar to turbulent transition in complex configurations such as the LS 89 blade is not well established. While unsteady flows (including turbulence) are clearly critical for heat transfer predictions, the need for LES still requires to be demonstrated, mainly because the computational effort is largely increased with respect to classical (U)RANS methods. In the present paper, two strategies are considered to simulate turbulent flows in the turbine guide vane: either an implicit flow solver that requires structured multi-block (SMB) meshes or an explicit flow solver that uses unstructured (UNS) meshes. On the one hand, an implicit SMB approach allows to finely mesh the boundary layers without major restriction regarding the definition of the time step. However the wall boundary fine grid topology is propagating far into the computational domain. On the other hand, unstructured (or hybrid) grids are more flexible and the grid refinements can be concentrated in the region of interest where strong gradients are expected in the flow. The difficulty with an explicit scheme is that stability criterion (CFL < 1) imposes more stringent conditions on the definition of the time step. As a consequence, when the Reynolds number is high (this is the case of the studied configuration), mesh requirements imply very small time-steps to compute the viscous sub-layer (i.e. the computational cost increases drastically).
Strategy with a structured multi-block flow solver
The elsA software uses a cell centered approach on SMB meshes. More information about this flow solver can be found in Cambier and Veuillot [25] . For this application, convective fluxes are computed with a third-order AUSM scheme considering a minimal artificial dissipation [26] and diffusive fluxes are calculated with a second-order centered scheme. For steady-state RANS simulations, the pseudo time-marching is performed by using an efficient implicit time integration scheme, based on the backward Euler scheme and a scalar Lower-Upper (LU) Symmetric Successive Over-Relaxation (SSOR) method as proposed by Yoon and Jameson [27] . To obtain a time consistent solution (for unsteady RANS and LES), the time-marching method is a 4 step Runge-Kutta scheme coupled with an implicit residual smoothing (IRS) stage as proposed by Lerat et al. [28] (this method ensures a second order accuracy). For unsteady flow simulations, about 50,000 iterations are used to discretize one flow through time (about 0.5 ms), which is equivalent to 2,000 time steps to describe the vortex shedding frequency of the LS 89 blade. For (U)RANS simulations, the turbulent viscosity is computed with the two equations model of Wilcox [29] based on a k-ω formulation (the flow is assumed to be fully turbulent). For LES, the subgrid scale model is the Wall-Adapting Local EddyViscosity (Wale) model [30] , specially built to compute the turbulence effects near walls.
The flow domain is discretized with a multi-block approach, using an O-4H meshing strategy for the guide vane passage. A view of the computational domain is presented in Fig. 2(a) . The mesh extends up to one axial chord uptream and two axial chords dowstream the blade (in order to limit the dependancy of the solution to the inlet/outlet positions). The mesh represents exactly 10% of the blade span (i.e. 10 mm in the spanwise direction). Typical grid dimensions are 651 points in the streamwise direction (781 points around the blade), 175 points in the pitchwise direction and 101 points in the spanwise direction. Experiments indicate that the mean flow is 2D. The number of points in the spanwise direction has thus been reduced to 5 for (U)RANS simulations, since the turbulence is only taken into account with the model. A low-Reynolds method is applied for the near wall mesh, and at least 30 points are used in the boundary layer in the wall-normal direction. Since the numerical method considers implicit schemes, the minimum cell size can be set to less than 2 µm all around the blade (corresponding to a mean wall distance y + of 1) with an expansion ratio near the wall around 1.05. Figure 3 presents the evolution of the y + parameter around the blade. It shows that the maximum value of y + is always below 2 and is reached close to the trailing edge. In other directions, normalized wall distances are kept under acceptable values (∆z + = 50, ∆x + = 10−150 with a mean value ∆x + = 100). This mesh is thus well adapted to compute boundary layers without any wall function. Based on this meshing strategy, the blade passage is represented with a 14.4 × 10 6 points grid (for LES) and a 0.7 × 10 6 points grid (for (U)RANS).
Strategy with an unstructured flow solver
The parallel LES code AVBP [31, 32] solves the full compressible Navier-Stokes equations using a finite volume cellvertex and residual distribution formulation of the Lax-Wendroff scheme [33, 34] . This explicit scheme, which provides secondorder accuracy on hybrid meshes, is particularly adequate for low-dissipation requirements of LES applications [35] . In the present case, about 20,000 iterations are used to discretize one flow through time (i.e. 0.5 ms). Boundary conditions are handled with the Navier-Stokes Characteristic Boundary Con- dition (NSCBC) formulation [17] . The dynamic Smagorinsky model [36] is chosen to model the SGS viscosity:
In Eq. (7), ∆ denotes the filter characteristic length (approximated by the cubic-root of the cell volume) and C S D is the closure coefficient obtained from the Germano inequality following Lilly's procedure [37] : In the expression Eq. 8, the tensors M i j and L i j are defined by:
and introduce the notion of "test" filter of characteristic lengtĥ ∆ equal to the cubic root of the volume defined by all the cells surrounding the cell of interest. Note that clipping and smoothing ensures none negative values for C S D .
The dynamic Smagorinsky subgrid model is used in conjunction with isothermal wall law conditions using NSCBC formalism [38] . Total pressure and total temperature with velocity angle are imposed using NSCBC formalism at the inlets of the fluid domain. Static pressures are enforced at outlet boundaries in characteristic NSCBC form. The computational domain extends up to one axial chord uptream and two axial chords dowstream the blade. Only one blade is represented in the domain with a periodicity condition. As with the SMB approach, only 10 mm of the blade span are represented with periodicity enforced on each side. This last simplification neglects end-wall effects but retains the three-dimensionality of the flow and greatly reduces the number of cells required to model the blade.
To reach minimum cell size close to 40 µm at the wall, about 13.6 million tetrahedral cells are required. In order to reduce the number of cells within the wall region, an hybrid grid strategy allows mesh adaptation in wall regions: with prism layers at the wall and tetrahedra in the domain. Indeed, for a same spatial resolution in the normal direction, the prism layer approach uses less elements and leads to a higher minimum cell volume than the full tetrahedral grid approach because prismatic elements can have a large aspect ratio. Thus, the near-wall region is meshed using five layers of prismatic elements where the height of the layer, ∆h, is smaller than the size of their triangle basis, ∆x. To avoid numerical errors in the prism layers, the aspect ratio of the thinnest layer (inner layer adjacent to the wall) has been limited to ∆x/∆h = 3 so that x + ≈ z + ≈ 3y + . The streching ratio between the height of an inner layer to the adjacent outer layer has been set to 1.09. Using this mesh constraint in the near-wall region and a minimum cell size close to 40 µm at the wall leads to a 3.6 million cell grid (about 1200 points around the blade are necessary to ensure such mesh constraints). Improvement of the resolution results for a minimum cell size set to 20 µm on the suction side and 40 µm on the pressure side. The resulting mesh is composed of about 8 million cells (Fig. 2(b) ). Figure 4 shows the evolution of the y + parameter around the blade. It indicates that the mean value of y + is around 20 and its maximum value is 50 on the pressure side close to the trailing edge.
Boundary conditions
An overview of the boundary conditions used with both numerical methods is shown on Table 2 . A particular attention has been brought to the definition of flow conditions to ensure a similar behaviour with both flow solvers. An injection condition is applied at the inlet with identical parameters (based on experimental data) and a static pressure is used downstream to set the isentropic Mach number. An isothermal wall condition is applied at the blade walls with a uniform temperature (T wall = 301 K). However, a few differences exist between both flow solvers since strictly identical boundary conditions are not always available. For example, for radial sections ("top" and "bottom" of the numerical domain), a symmetry condition is used with the SMB flow solver while a periodicity condition is imposed with the UNS flow solver. Another difference comes from the capacity to define the inlet turbulence level Tu 0 . With the SMB code (elsA), a broadband noise is injected at the inlet to set the turbulence level. However, it is well know that this approach does not respect the true nature of turbulence since it does not take into account any turbulent correlation and the energy is distributed along a wide range of frequencies. Indeed, most fluctuations are rapidly damped by the simulation before to reach the blade leading edge. For the UNS flow solver (AVBP), no condition is available (at the moment) for this parameter and the turbulence naturally develops in the numerical domain (due to numerical errors, etc.).
The evolution of the isentropic Mach number is plotted Fig. 5 with respect to the curvilinear abscissa S (S = 0 corresponds to the blade leading edge) to ensure that numerical approaches correctly compute the experimental flow operating conditions. Results indicate that both methods reproduce well experimental aerodynamic conditions on the pressure side and that only small discrepancies are observed on the suction side around S = 60 − 75 mm. Moreover, the small plateau experimentally pointed out on the suction side around S = 25 mm is well predicted by both numerical methods. A small shock is found on the suction side near the trailing edge, around the position S = 60 − 70 mm (this flow feature is also observed experimentally thanks to Schlieren pictures). As a consequence, this comparison indicates that both numerical methods proposed in this paper are able to correctly compute the mean aerodynamic flow that is a pre-requisite for the prediction of the aero-thermal behaviour.
RESULTS
As already mentioned, different methods exist to simulate the flow in a high-pressure turbine guide vane. The objective of this paper is to show an overview of the capacity of these numerical methods to predict the wall heat transfer coefficient H in a turbine guide vane configuration. Indeed, results are presented and discussed for steady state methods (laminar and RANS simulations) and unsteady flow methods (unsteady RANS and LES). All numerical simulations are performed on a SGI Altix computing platform and results are compared to experimental values obtained for two inlet turbulence intensities (Tu 0 = 1% and Tu 0 = 6%). All comparisons are based on figures that show the evolution of H with respect to the curvilinear abscissa S (positive values of S corresponds to the suction side). 
Laminar simulation
As a first approximation, the flow can be assumed to be in a purely laminar state (including boundary layers). This assumption is not far to reality when considering the small value of the inlet turbulence level. Indeed, this simulation is only representative of the case Tu 0 = 1%. One simulation of the flow with this method requires only 20 CPU hours. Results are indicated on Fig. 6 for the prediction of the heat transfer coefficient H. As expected, the wall heat transfer is globally well estimated by the laminar simulation when comparing with experiments at Tu 0 = 1%. On the pressure side, discrepancies are less than 5% (which is equivalent to the experimental uncertainty). When comparing results on the suction side, results agree well until S = 40 mm. After this point, the laminar simulation tends to underestimate the value of H (by 30%), indicating that transition of the flow experimentally begins at this location. After S = 75 mm, experimental data indicate a fully developped turbulent boundary layer and the simulation completely failed to predict the correct level of H (error is more than 70%). The experimental data registered for the inlet turbulence intensity Tu 0 = 6% are also inticated in Fig. 6 , showing that the laminar simulation fails to estimate the correct level of H at these flow conditions, including on the pressure side.
Steady state RANS simulation
Another approximation is to consider a fully turbulent flow in a steady state. It is thus expected that a RANS simulation is more representative of the case Tu 0 = 6% (this value of Tu is imposed to define the inlet turbulence level). As for laminar simulations, 20 CPU hours are required to reach convergence. Results are shown on Fig. 7 . The RANS simulation underpredicts the value of H near the leading edge (by about 10%). Close to the leading edge (S = ±5 mm), the predicted level tends to be coherent with experimental observations. However, the value of H increases rapidly after these locations and the simulation finally overestimates the heat transfer by more than 200% both on the pressure and suction sides (before the transition point). Once the experimental boundary layer is fully turbulent (S > 65 mm), the simulation predicts a similar magnitude order of the guide vane heating (H ≈ 800 W.m −2 .K −1 ). This result is well coherent with other numerical works that consider a RANS method [3] . A way to improve the result quality is to couple RANS simulations with transition criteria [3, 6] . Nevertheless, this complex subject requires a full study and is thus not investigated in this paper.
Unsteady RANS simulation
The next step is to assess the role of unsteady flows on the prediction of heat transfer. Starting from RANS simulations, the most natural method is to use an unsteady RANS approach, that solves the deterministic part of the flow unsteadiness (vortex shedding, etc.). In the LS 89 configuration, most unsteady flows are generated in the guide vane trailing edge region. Indeed, the vortex shedding needs to be properly simulated to capture the unsteady flow features and their influence on the blade boundary layers. As with the RANS method, the inlet turbulence intensity is set to Tu = 6%. The simulation cost is 250 CPU hours to obtain a periodic state solution. Time-averaged results obtained for the heat transfer coefficient H are plot in Fig. 8 and compared with experimental data. As already mentioned, the full turbulent assumption leads to an overestimation of the blade heating both on pressure and suction sides. However, important differences are observed with the steady state solution. First the begining of the heat transfer jump shown on the pressure side is shifted from S = −5 mm (RANS) to S = −25 mm (URANS). The value of H close to the trailing edge predicted by the unsteady RANS method tends also to be lower (H ≈ 650 W.m −2 .K −1 instead of 800 W.m −2 .K −1 ). Then the value of H on the suction side is largely reduced, especially in the region 40 mm < S < 60 mm where H drops from 850 W.m −2 .K −1 to 500 W.m −2 .K −1 . This observation points out that unsteady flows (generated in the trail- ing edge region in the present case) have a significant impact on the local heat transfer. It is thus mandatory to correctly predict these flows in order to better estimate the value of H.
LES method
As mentioned, a promising method to describe unsteady flows (including turbulent flows) is the LES approach. The (assumed) most energetic turbulent scales are directly simulated, leading to a better description of the flow unsteadiness. A converged solution (from the statistical point of view) of the flow in the LS 89 blade requires 12,000 CPU hours with the SMB flow solver (corresponding to 10 flow through times) and 11,000 CPU hours with the UNS flow solver (corresponding to 20 flow through times). In this context, parallel computation greatly helps to reduce the simulation time [16] (32 to 128 computing cores have been used for LES). Time-averaged solutions obtained with both SMB and UNS flow solvers are compared with experiments on Fig. 9(a) and (b) . Part (a) of Fig. 9 gives an overview of the evolution of the heat transfer coefficient along the whole blade chord while part (b) is a close view around the leading edge. As mentioned, both flow solvers do not consider the same method to set the turbulence level at the inlet. With the SMB code, despite the fact that Tu 0 = 6% is imposed at the inlet, results scale better with the experimental case considering Tu 0 = 1%. As already explained, the reason is that the broadband noise imposed at the inlet is not an efficient strategy since most turbulent fluctuations are damped, due to numerical viscosity (most numerical schemes require 10 points to correctly transport a wavelength). It has been checked in the simulation with the SMB code that the freestream turbulence intensity close to the the blade leading edge is less than 1%. For the UNS code, the problem is that no turbulence is imposed at the inlet. Indeed, turbulence naturally occurs since the numerical scheme used is associated to a very low numerical dissipation. The result is that the turbulence level evolves along the blade chord. Close to the trailing edge, the freestream turbulence intensity is about 5%. Hence this case scales better with the experimental case at Tu 0 = 6%.
Despite these difficulties, results are encourageous since both approaches show that the global shape of the experimental curves are quite well reproduced. When comparing with experimental data at Tu 0 = 1%, the SMB approach shows its ability to estimate precisely the value of H close to the leading edge (relative error is less than 5%). At the position S = 5−15 mm (suction side), experiments indicate the development of a plateau (H is constant) that is also well predicted by the simulation (Fig. 9(b) ). The simulation predicts a purely laminar boundary layer on the pressure side (as experimentally observed) and a laminar to turbulent transition occurs on the suction side close to the position S = 70 mm. The position of the boundary layer transition and the heat transfer coefficient after the transition are thus correctly predicted by the simulation (the experimental position for transition is S = 65 mm). Finally, the simulation correctly predicts the value of H all around the blade with a precision around 5%.
The UNS flow solver also correctly reproduces a part of the experimental flow features at Tu 0 = 6%. Since the numerical turbulence intensity varies along the blade chord, results are a bit complex to interprete. Close to the leading edge, the turbulence intensity is lower than 1% and a laminar boundary layer develops both on pressure and suction sides until S = ±5 mm. The turbulence level increases rapidly after S = −10 mm (pressure side), leading to an increase of the heat transfer coefficient (that perfectly scales with experiments at this location). The numerical turbulence level still increases close to the trailing edge and the value of H is slightly overestimated around S = −50 mm (by 7% with respect to experimental data). Similar observations are done on the suction side. At S = 10 mm (suction side), the numerical turbulence intensity increases and the value of H matches the experimental data at Tu 0 = 6%. The simulation predicts the begining of the transition at S = 30 mm, very close to the experimental value (error is only 10%). From S = 30 mm to S = 60 mm, the numerical data follow the experimental observations. However, once the boundary layer is fully turbulent, the simulation largely underestimates the value of H (by about 50%).
DISCUSSION

Unsteady flow features
Previous results clearly underline that unsteady flows affect the development of boundary layers and thus the heat transfer coefficient. Only unsteady RANS and LES are able to reproduce a part of these flow features. A view of the instantaneous flow around the LS 89 blade is shown in Fig. 10 , that points out the main flow features that are computed with the LES method. The local flow acceleration issued by the suction side flow passage restriction is clearly visible and induces a region of density gradient in the blade passage. Figure 10 indicates that the flow is chocked at the most reduced section (the throat). Density gradients are also observed on each side of the trailing edge and are linked with the wake region induced by the blade boundary layer separations at the end of the blade. The resulting vortex shedding develops and interacts with a weak shock about half a chord behind the trailing edge. One can observe that numerical dissipation plays a major role since the wake is largely damped about one chord behind the trailing edge. This observation is more pronounced when considering RANS methods than with LES. The vortex shedding is also a good candidate to underline the capacity of numerical methods to reproduce unsteady flows. A signal of axial velocity V x is registered at a fourth of the blade chord behind the trailing edge, in the middle of the wake. Results are shown on Fig. 11 both for unsteady RANS and LES approaches. First, both methods indicate very large fluctuations since the fluctuating part V x is equivalent to 100% of the time-averaged value V x ≈ 100 m.s −1 . Negative values of the axial velocity are even observed in the wake region. Second, the difference betwen unsteady RANS and LES is well pointed out when looking at the signal shape in Fig. 11 : URANS exhibits only one well identified frequency but LES clearly shows a more complex behaviour and larger frequency spectrum. The time-averaged value predicted with both methods is roughly identical. However, peak-to-peak fluctuations are more pronounced with LES.
While the flow features in the wake region have only a small influence on the boundary layers (and thus on the heat transfer coefficient), acoustic waves that are emitted at the blade trailing edge can potentially modify the boundary layer nature (the transition point). These waves are emitted at the same frequency that vortex shedding and impact the opposite blade on the suction side, potentially stimulating the boundary layer. Both methods are able to represent these flow features, but the LES clearly better estimates the complex interactions that occur between the boundary layer flow and the acoustic waves. Moreover, the effect of such waves is out of range for purely RANS simulations.
Laminar to turbulent transition
It is now established that unsteady flows phenomena can modify the position for the boundary layer transition. But the main criteria to estimate the nature of the transition is the turbulence intensity outside the boundary layer. In the case of low turbulence levels (Tu < 1%), a natural transition develops along the blade chord due to Tollmien-Schlichting waves. With a higher turbulence intensity, the transition proceeds more rapidly and the natural transition is by-passed [39] . It is exactly what is observed with the LES performed in the present paper. Figure 12 shows the instantaneous solution for the wall heat flux predicted with LES on the blade suction side. The nature of the boundary layer is well highlighted: close to the leading edge (x = 0 mm), SMB and UNS flow solvers both predict a laminar behaviour of the boundary layer. However, the transition process is clearly different. The external turbulence level is around Tu = 1% with the SMB approach. Indeed, as shown in Fig. 12(a) , the boundary layer is perfectly laminar until x = 25 mm, that corresponds to the position where acoustic waves impact on the suction side. At this point, spanwise modes develop in the boundary layer and the heat flux is no longer uniform along the blade span. However, these modes tend to be damped after x = 30 mm and the laminar to turbulent transition is finally triggered by the shock at x = 35 mm. With the UNS flow wolver, the turbulence intensity evolves along the chord to reach 5% close to the trailing edge (before the vortex shedding). As expected, the natural transition process is by-passed and turbulent spots are already observed at the position x = 5 mm (Fig. 12(b) ). The boundary layer appears then to be fully turbulent along the blade suction side. The wall heat flux is clearly increased at x = 32 mm, corresponding to the shock position. The shock position is thus shifted upstream with respect to the results obtained with the SMB flow solver. This observation is coherent with the experimental results [11] that report this modification of the shock position with respect to the turbulence intensity. Finally close to the trailing edge, the boundary layer is fully developped in both cases. However, the SMB flow solver predicts better the experimental value of the heat flux close to the trailing edge (Q exp. ≈ Q SMB ≈ 8 W.cm −2 ) than the UNS flow solver (Q UNS ≈ 5 W.cm −2 ). The reason is that the boundary layer thickness is better estimated with a low-Reynolds method than with wall functions, especially close to the position x = 30 − 35 mm where the boundary layer is significantly thickened due to the interaction with the shock.
CONCLUSION
The study presented in this paper has been performed to investigate the flow in a highly loaded turbine guide vane (the so-called LS 89 blade). This well documented configuration is a good candidate to assess the capacity of numerical methods to predict wall heat transfers in a complex test case exhibiting shock-boundary layer interactions and laminar to turbulent transition. Four kinds of methods have been applied: purely laminar, steady RANS, unsteady RANS and LES. First, the computational time T required by these methods to obtain a solution can be summarized as follow: T LES = 40.T URANS = 500.T RANS = 500.T LAMINAR . As expected, the cost associated to LES is significantly increased with respect to classical (U)RANS methods. The main reasons are the size of the mesh and the number of time steps required to describe a characteristic period of the flow. Even for a "2D" flow, the size of the domain is considerably increased due to the 3D nature of turbulence.
Comparisons of simulations with experiments indicate that the effectiveness of numerical methods depends on the freestream conditions (the turbulence intensity Tu in the present case). Two challenging flows are identified in the studied configuration. First the laminar to turbulent transition that occurs on the blade suction side can be natural (Tollmien-Schlichting waves) or by-passed. It can also be triggered by the interaction between the shock and boundary layer. Then, unsteady flows at the trailing edge are responsible for the development of acoustic waves that impact the suction side. These waves interact with the boundary layer, leading to a local increase of the wall heat flux. These observations explain why the flow in this configuration is so difficult to simulate. For small values of Tu (≈ 1%), a simple laminar approache gives quite satisfactory results, even better than RANS methods. In fact steady (U)RANS simulations fail to estimate heat transfer in this configuration mainly because the transition phenomenon is not taken into account (discrepancies are around 200% at some locations). Previous studies have shown the interest of transition criteria for such turbine configurations [3, 6] . However a difficulty to apply these criteria is that they require a knowledge a priori of freestream conditions to determine the nature of transition (by-passed, natural, shock, etc.). It has been chosen in this paper to apply a more universal method, based on the LES approach.
The main interest for LES is its potential capacity to describe most kinds of transition and unsteady flows in a large range of industrial applications. Moreover, in complex and agressive environements (such as in a high-pressure turbine), freestream conditions are not always known, meaning the numerical method must be able to deal with this constraint to provide reliable information. Two flow solvers have been used to simulate the turbulent flow: one considering structured multiblock grids and one considering unstructured grids. While structured grids are well adapted to the simulation of boundary layers, the unstructured approach has the advantage of flexibility (especially if technological effects are considered, which is not the case here). In both cases, the application of LES gives very encouraging results regarding the prediction of the heat transfer coefficient. On the one hand, the value of the heat transfer coefficient is estimated with a good accuracy by the SMB flow solver for the case corresponding to Tu 0 = 1% (error is less than 5% all around the blade, including close to the trailing edge). On the other hand, the value of H and most flow phenomena are correctly computed with the UNS flow solver for the case corresponding to Tu 0 = 6% (error is only 5 to 10% at most locations). Thus LES demonstrates its capacity to compute unsteady flows and flow transition with a reasonably good accuracy. However, difficulties still exist. First, both flow solvers used in this paper are not able to properly set the inlet turbulence intensity Tu 0 (while this parameter is easy to define for RANS simulations). Since the flow is very sensitive to this parameter (and thus the heat transfer coefficient), it is mandatory for future investigations to implement an efficient strategy to define the inlet turbulence intensity (following the work of Jarrin et al. [40] ). Another solution could be the simulation of the whole experimental system that generates the turbulence at the inlet. However, such a method will require the use of a very large mesh (probably dozens of million points). Then, the use of low dissipative numerical schemes is also necessary, especially if a description far to the walls is requested (for example to propagate a vortex shedding or turbulence at the inlet of the domain).
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