Abstract| In a typical linear data compression system the representation variables resulting from the coding operation are assumed totally reliable and therefore the solution in the mean-squared-error sense is an orthogonal projector to the so-called principal component subspace. When the representation variables are contaminated by additive noise which is uncorrelated with the signal, the problem is called Noisy PCA (NPCA) and the optimal MSE solution is not a trivial extension of PCA. We rst show that the problem is not well de ned unless we impose explicit or implicit constraints on either the coding or the decoding operator. Second, orthogonality is not a property of the optimal solution under most constraints. Third, the signal components may or may not be reconstructed depending on the noise level. As the noise power increases, we observe rank reduction in the optimal solution under most reasonable constraints. In these cases it appears that it is preferable to omit the smaller signal components rather than attempting to reconstruct them. This phenomenon has similarities with classical information theoretical results, notably the water-lling analogy, found in parallel additive Gaussian noise channels. Finally, we show that standard Hebbian-type PCA learning algorithms are not optimally robust to noise, and propose a new Hebbiantype learning algorithm which is optimally robust in the NPCA sense.
I. Introduction
The last 20 years have seen a great surge of research interest in the area of learning models for optimal linear data compression and feature extraction, relating to classical statistical methods such as Principal Component Analysis (PCA) 16], 6], 19], 1], 3]. These rules can roughly be categorized into the ones which are derived from a Hebbian learning principle and those implemented on special types of multilayer perceptrons. The Hebbian rules are usually realized by single layer networks with perhaps lateral weights among the output units. The multilayer networks, on the other hand, usually operate in auto-associative mode and have a \bottleneck" hidden layer of reduced size which enforces the optimal compression and decompression of the input signal.
In this paper we shall study the problem of optimal linear compression and decompression from the perspective of its robustness to noise. In section II, we introduce the Noisy PCA (NPCA) model which assumes that both the representation and the reconstruction process is characterized by the presence of additive noise which is uncorrelated with the signal. (It turns out that without loss of generality, the reconstruction noise can be ignored.) In the NPCA case, no nite solution minimizing the mean square reconstruction error can be found, and constraints need to be imposed on the encoding and decoding operators.
In section III, we characterize the NPCA optimal solutions for the most important constraints (orthogonality, bounds on the Frobenius norm, symmetry, and hard and soft constraints on the representation variance). It turns out that in most cases, the optimal solutions are not orthogonal, and their rank (the number of features extracted) decreases with increasing noise level. The relation of these ndings to results from information theory is brie y discussed in section IV.
In section V, we assess the NPCA robustness of Hebbian PCA neural methods that have been proposed in the past. We show that these algorithms are not optimally robust, and propose a new Hebbian-type learning rule, the so-called robust PCA learning rule for extracting single or multiple noisy principal components, which is optimally robust in the NPCA sense (under the symmetry constraint). In fact, it turns out that for the fundamental Hebbian learning rule of Oja 16] , the \breakdown" noise power level at which the algorithms stops extracting anything interesting is only half the level set by the NPCA optimal solution and realized by our new algorithm.
Our results are summarized and discussed in section VI. Proofs are deferred to the Appendix.
II. Noisy Principal Component Analysis (NPCA)
A. Standard PCA The standard analysis of a stochastic signal x(k) 2 R n , k = 0; 1; : : :, into principal components determines a set of hidden linear representation parameters y 1 (k); : : :; y m (k), called factors or features. The features are used for the linear least mean-squared-error reconstruction of the original signal. If there is enough correlation between the observation variables x i (k), then we can reconstruct the signal with acceptable accuracy using a number of features m much smaller than the data dimension n. We often call n the super cial dimensionality of the signal while m is called the intrinsic dimensionality of the signal.
The linear mapping y = Ax from the data space R n to the representation space R m , is combined with the linear reconstruction mappinĝ x = By to yield, in general, a lossy compression mechanism (if m < n), thus perfect reconstruction is not possible. The PCA method minimizes the mean-squared reconstruction error J = E kx ? xk 2 (1) by an optimal choice of the linear coding and decoding operators A and B, respectively.
In signal processing PCA is known as the KarhunenLo eve transform (KLT) and both are immediately related to the eigenvalue decomposition (ED) of the symmetric signal autocorrelation matrix
x;i u x;i u T x;i The eigenvectors u x;i are orthonormal and the corresponding eigenvalues x;i are nonnegative. Assuming that there are no repeated eigenvalues and that they are arranged in decreasing order, x;1 > > x;n , then the PCA-optimal compression and decompression maps are In the Noisy PCA (NPCA) problem the basic assumption is the unreliability of the representation signal y. Without changing the fundamental linear mapping assumptions of standard PCA the question is what is the e ect of noise in the representation variables. For example, in many telecommunications applications, the representation data are not reliable due to channel noise. How does the optimal reconstruction change when there is representation noise and how is the minimum error a ected by the noise level? As with standard PCA, the dimension m of the representation vector y is assumed to be less than or equal to the dimension n of the input x. For our unreliability study to be complete we assume that, in addition to the representation process, the reconstruction process is also noisy. So the general NPCA model is y = Ax + e (3) x = By + (4) (see Fig. 1 ). We assume that the reconstruction and representation noises are uncorrelated with the signal x and with each other, so R xe = R x = R e = 0, where R uv E (uv T ), and our goal is to minimize the mean-squared error (7) of the decoding operator.
Note that (6) and (7) are inconsistent (6) ) AB = AR x A T (AR x A T + R e ) ?1 (8) (7) ) AB = B + B = I (9) The right hand sides of (8) and (9) are not equal except for the trivial zero noise case. It follows that in the noisy case the problem has no nite solution if both coding and decoding matrices are unknown. This issue and ways to tackle it are discussed in the next section.
III. Optimization under Constraints
The minimization of J is an unbounded problem if no constraints are imposed on either B or A. If we arbitrarily increase the magnitude of A we increase the power ratio (SNR) of the term Ax relative to e, thus making the e ect of the noise arbitrarily small relative to the signal. The magnitude of B must be correspondingly reduced in order to balance the size of A for the sake of reconstructing x. However, since B multiplies both the noise and the signal terms it does not in uence the SNR. Take for example, any pair of matrices A, B 6 = 0, and any positive scalar c > 1. (10) >From (10) and (6) (12) is not an orthogonal projector except for the trivial zeronoise case. >From (12) it becomes apparent that each signal component is reconstructed with di erent accuracy level In this case the input-output transfer matrix is an orthogonal projector but now the minimum error
is larger than the minimum error J Ao attained when the orthogonality constraint is imposed on the coding matrix. Therefore, the orthogonal solution corresponds to the worse of the two errors. This fact manifests a clear lack of symmetry between the coding and decoding operators.
B. Frobenius Norm Constraints
One way to obtain nite NPCA solutions is to use bruteforce constraints on the sizes of the coding and decoding matrices. For example, since the unconstrained problem leads to an in nite coding matrix one constraint could be to bound the size of A from above using the Frobenius norm kAk 2 F s 2 :
We have the following result 2], 3]. The solution is similar to the one obtained using the coding matrix orthogonality constraint, in the sense that both solutions are outer products between the signal and noise eigenvectors and also that these signal and noise eigenvectors are paired in the reverse order. One additional feature of the solution we obtain from the Frobenius constraint is the rank reduction of the optimal matrix as the noise power increases. This rank reduction feature will be recurrent in the next sections when we will study other constraints as well. Under these constraints, the increase of the noise power leads to the loss of the least signi cant signal components. In terms of the MSE it is better to lose these components in the reconstruction rather than try to recover them.
The dual constraint on the Frobenius norm of the decoding matrix kBk 2 F s 2 (16) leads to the following result 3]. Once more, the solution is a weighted outer product between the signal and noise eigenvectors paired in reverse order. The necessary and su cient condition for A to have full rank is that the largest noise eigenvalue be less than twice the m-th signal eigenvalue. If that condition does not hold, then the optimal rank is the largest integer r for which the condition e;?r < 2 x;r is satis ed. In other words, r rank(A) = m if e;1 < 2 In most telecommunications applications channel bandwidth is at a premium. In these cases it is reasonable to put an upper bound on the NPCA representation vector variance, thus indirectly limiting the size of the coding matrix A. In the Gaussian setting there is a close relationship between information maximization and PCA. We expect that there will a be similar relation between the noisy PCA and information maximization and noisy Gaussian channels as well. Indeed, the following is an old information theoretical result 7, chapter 7] which bears strong analogies with NPCA.
Theorem 6 (Parallel additive Gaussian noise channels) Consider a set of n memoryless channels y 1 ; : : :; y n with additive zero-mean Gaussian noise e 1 ; : : :; e n : y i = x i + e i :
We denote the noise variances by e;i = E (e 2 i ), i = 1; : : :; n, and we de ne the input and output vectors x = x 1 ; : : :; x n ], y = y 1 ; : : :; y n ]. If the energy of the input messages is constrained in a way that
then the mutual information I(x; y) is maximized by choosing the inputs to be statistically independent, zero-mean Gaussian random variables with variances E (x 2 i ) = x;i , where
and L is chosen so that P n i=1 x;i = s 2 . The interpretation of the solution is shown in Fig. 2 . The system puts most of its energy to the least noisy channels and progressively less energy to the more noisy channels. This is analogous to the noisy PCA situation where the least principal noise component pairs with the most principal signal component and vice versa. The situation in the information theoretical setting resembles a container lled with water (and justi ably it is called the water-lling analogy) where the bottom of the container is shaped according to the sizes of the noise variances e;i and the quantity of the water is s 2 .
It is interesting to note that as the noise variances e;i become larger compared to s 2 more and more channels are left without signal. In the limit, as e;i ! 1 and assuming that the noise variances are not equal, then all the signal is concentrated in only one channel: the one with smallest noise. In noisy PCA a similar phenomenon happens when increasing the noise variance results in rank loss.
The NPCA model is also closely related to the INFO-MAX principle proposed by Linsker 14] . Linsker considers the same noisy linear data compression process y = Ax+e, where the noise is uncorrelated with the signal, as in NPCA (see Eq. 3), but proposes to choose A in a way that \the rate of (Shannon) information transmission . .. is maximized, subject to constraints and/or additional cost terms" 14, p. 113]. If both signal and noise are zero mean Gaussian, this amounts to maximizing the criterion I = 1 2 log det(AR x A T + R e ) det(R e ) :
He nds that under suitable additional assumptions, the rows of A become increasingly collinear with increasing noise level. This is qualitatively similar to the asymptotic NPCA behavior under e.g. the Frobenius norm constraint in section III-B, where the high noise NPCA optimal solutions have rank 1 (note that 1 (1) = s 2 > 0). See 9] for more details. The di erence between noisy PCA and the above information theoretical results is that the noisy PCA problem applies to non-Gaussian signal and/or noise distributions as well, and hence it is more general. Oja 16] . It applies to a single linear neuron. Let w = w 1 ; : : :; w n ] T denote the synaptic weight vector of such a neuron and let y = w T x be its output given an input signal x. The Oja rule uses the adaptation formula w / xy ? y 2 w (25) and extracts the unit-length principal eigenvector u 1 (the sign ambiguity is inconsequential) of the input autocorrelation matrix R x .
Oja's successful neural principal component extraction algorithm for a single unit was extended to multiple principal component extraction algorithms proposed by various authors (see e.g. 1], 3]). Essentially, all Hebbian PCA rules are based on Oja's rule. Next we shall study the robustness of this fundamental rule when there is noise present in the feature unit.
Suppose that the cell activation is a non-deterministic function of the input signal, the non-determinism modeled as in NPCA by an additive noise term:
According to stochastic approximation theory 13 3] , which is also a principal eigenvector of R x . This happens if 2 e < x;1 . In the noisy case, the norm of the steady state solution is seen to be given by kwk 2 = 1 ? 2 e = x;1 : Hence, unlike the noiseless PCA case, it is not unity. If on the other hand 2 e x;1 , R x becomes negative semide nite, and in this case the globally stable attractor of (26) is w = 0.
To evaluate the robustness of rule (25) we must compare its solution with the optimal NPCA solution for an appropriate constraint. As Oja's rule employs only a single weight vector, a natural choice for a constraint is the symmetry one where B = A T . In this case, our results in section III-C yield that the optimal solution for a single vector is w NPCA = 1 u 1 (where 2 1 = 1 ? 2 e =2 x;1 ) if 2 e < 2 x;1 , and zero otherwise. Hence, Oja's rule has only half the noise tolerance of the optimal NPCA solution, since the weights result in the trivial zero solution at noise levels x;1 and 2 x;1 , respectively. Clearly, even for small noise variances the Oja solution is not NPCA-optimal, as shown by the disparity between the norms of Oja's solution and the optimal NPCA solution (which are 1 and 1 < 1, respectively).
The robust stochastic gradient descent law However, it a ects the dynamics of the algorithm when the noise level is non-zero.
B. Multiple Component Case
A simple generalization of the approach followed in the previous subsection leads to the extraction of the learning rule for multiple components from the derivative of J with respect to the matrix W. >From Hence, if the largest noise eigenvalue e;1 is larger than the largest signal eigenvalue x;1 , then the left hand side is negative and the right hand side is positive unless W = 0.
Recall that according to the NPCA theory, the optimal matrix is zero only for e;1 > 2 x;1 . Therefore, again the subspace rule \quits" at half the NPCA noise level.
The di erence between the two rules in (28) and (29) Therefore, as with the single unit case, the two algorithms are identical in steady state for the noise-free case, although their dynamics di er in the transient state, thus leading to di erent results in the presence of noise. Of course, even if the noise level is zero, rule (28) can still be used since this rule is NPCA-optimal and PCA is a special case of NPCA.
C. Simulation Experiments
We tested the old and the new (robust) algorithms (25) and (27) using arti cial data. The input data is a set of 100 6-dimensional vectors created by a standard uniform noise generator in the range ?0:5; 0:5]. The signal eigenvalues are 0.115502, 0.112392, 0.080303, 0.075401, 0.066348, and 0.049583 (in decreasing order). The noise e is zero-mean Gaussian with adjustable power. The learning rate constant that we used for both algorithms took values between 0.002 and 0.005. Fig. 3 shows the norms of the nal weight vector for both cases. We see that the norm of Oja's rule decays to zero faster than that of the robust algorithm. At all non-zero noise levels below 2 x;1 , Oja's rule produces non-NPCA-optimal results. Fig. 4 shows the nal cost obtained from the two algorithms.
At noise levels approaching x;1 the di erence between the two costs is maximal. At noise level 2 x;1 the two solutions are zero so the two costs are identical. They are also identical for noise power equal to zero as expected since the NPCA problem degenerates to the PCA problem in this case.
VI. Discussion
This paper studies the e ects of unreliability in the representation variables in a linear data compressor. We found that a non-zero level of additive noise in the representation vector (\Noisy PCA") introduces interesting phenomena. First, the problem is unbounded, unless some constraints are imposed on the linear coding or decoding operators. Typically the magnitude of the decoding matrix must be bounded from above while the magnitude of the coding matrix must be bounded from below (explicitly or implicitly). Various such constraints have been studied in the literature but a lot of questions still remain open.
Second, orthogonality does not appear to be a property of the optimal solution under most constraints. If we impose a total orthogonality constraint on both the coding and decoding operators then the MSE is larger than the MSE obtained when not forcing the matrices to orthogonality.
Third, under most constraints the Noisy PCA solution has a rank restriction depending on the level of noise in the neural activations. This imposes a limit on the number of components that can be meaningfully extracted from the input signal. The stronger the noise power, the fewer the number of components that have non-zero magnitude. This rank reduction of the optimal solution is similar to the water-lling analogy appearing in information theory 7] where it appears as absence of signal from channels with the highest noise power. Most signal power is transmitted through the channel with the least noise power, while the second largest signal power is transmitted through the channel with the second smallest noise power, and so on. Our Noisy PCA results however, are more general than the information theoretical results because they apply to non-Gaussian signals and/or noises.
The similarity between PCA and NPCA is naturally the involvement of the signal eigenvectors in both solutions. After all, PCA is a special case of NPCA for zero noiselevel. Unlike PCA, if the noise level is non-zero, then the the NPCA optimal norm typically is not equal to 1 as usually is the case for PCA.
Finally, using the NPCA analysis as a tool, we study the robustness of Hebbian PCA learning rules that have been proposed in the literature. Most of these models are based on Oja's algorithm which is shown to be less than optimally robust to the presence of noise. We follow our observation by proposing a new robust PCA learning rule for both single and multiple component extraction. The form of this algorithm is derived immediately from our NPCA theory as a stochastic gradient descent method on the noisy error surface. Simulation results are presented to verify the fact that the algorithm extracts the NPCA-optimal vectors at twice the noise level acceptable by the original PCA rules. 
