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Abstract
This paper is concerned with three 3-species time-delayed Lotka–Volterra reaction–diffusion
systems and their corresponding ordinary differential systems without diffusion. The time delays
may be discrete or continuous, and the boundary conditions for the reaction–diffusion systems are
of Neumann type. The goal of the paper is to obtain some simple and easily verifiable conditions
for the existence and global asymptotic stability of a positive steady-state solution for each of the
three model problems. These conditions involve only the reaction rate constants and are independent
of the diffusion effect and time delays. The result of global asymptotic stability implies that each
of the three model systems coexists, is permanent, and the trivial and all semitrivial solutions are
unstable. Our approach to the problem is based on the method of upper and lower solutions for a
more general reaction–diffusion system which gives a common framework for the 3-species model
problems. Some global stability results for the 2-species competition and prey–predator reaction–
diffusion systems are included in the discussion.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
In the study of population dynamics in ecology, a primary concern in the mathematical
literature is the determination of conditions on the various physical parameters to ensure the
long time behavior of the population species. This includes the coexistence, permanence,
and convergence of the various population densities in relation to the corresponding
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models, the equations governing the population densities possess multiple steady-state
(or equilibrium) solutions. An ecologically interesting and mathematically challenging
problem is to determine whether and when the time-dependent solution converges to
a steady-state solution, and to which one and for what class of initial functions if it
does converge. This is equivalent to determine among the various steady-state solutions
which ones are stable (including their respective stability regions) and which ones are
unstable. Of particular interest in many ecological systems is to determine under what
condition the time-dependent solution converges to a positive steady-state solution, and
what role is played by the effect of diffusion and time delays. The stability problem for
reaction–diffusion systems has been extensively investigated in the literature, and most of
the discussions are devoted to coupled systems of two equations (cf. [1,3,5,11,16,20,23,
27,30,31]). In recent years, attention has been given to reaction–diffusion systems with
three population species, and the main concerns in these works are the coexistence and
permanence of the time-dependent system (cf. [2,4,6,9,10,13,15,19–22,25]). The purpose
of this paper is to investigate the asymptotic behavior of the time-dependent solution
for three 3-species population systems where the effect of diffusion and time delays are
both taken into consideration. The systems of equations under consideration are of Lotka–
Volterra type and are described as follows.
(1) A two-prey one-predator model.
In the Lotka–Volterra reaction–diffusion model with two preys and one predator where
the population densities do not move across the boundary of a habitat and time delays may
appear in the opposing species, the densities of the prey populations u, v and the predator
population w are governed by the coupled equations
∂u/∂t −L1u= a1(x)u(1− u− b1v− c1w− β1J2 ∗ v − γ1J3 ∗w),
∂v/∂t −L2v = a2(x)v(1− v − b2u− c2w− β2J1 ∗ u− γ2J3 ∗w),
∂w/∂t −L3w= a3(x)w(1−w+ b3u+ c3v + β3J1 ∗ u+ γ3J2 ∗ v)
(t > 0, x ∈Ω) (1.1)
with the boundary and initial conditions
∂u/∂ν = ∂v/∂ν = ∂w/∂ν = 0 (t > 0, x ∈ ∂Ω),
u(t, x)= η1(t, x)(t ∈ I1), v(t, x)= η2(t, x)(t ∈ I2), w(t, x)= η3(t, x)
(t ∈ I3, x ∈Ω). (1.2)
In the above system, Ω is a bounded domain in Rn with boundary ∂Ω , ∂/∂ν denotes the
outward normal derivative on ∂Ω , and for each i = 1,2,3, ai(x) is a positive Cα-function
on Ω ≡Ω ∪ ∂Ω , bi , ci , βi , and γi are nonnegative constants with bi +βi > 0, ci + γi > 0,
and Li is a uniformly elliptic operator in the form
Liui =
n∑
a
(i)
jk (x)
∂2ui
∂xj∂xk
+
n∑
b
(i)
j (x)
∂ui
∂xj
(1.3)j,k=1 j=1
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by the discrete time delay
Ji ∗ ui = ui(t − ri, x) (1.4)
or by the continuous time delay
Ji ∗ ui =
t∫
−ri
Ji (t − s)ui(s, x) ds, (1.5)
and the interval Ii is given by Ii = [−ri,0], where ri > 0 is a constant representing the time
delay. It is allowed that the type of time delays and the values of ri may be different for
different ui . This consideration includes various combination of discrete and continuous
time delays for the species u, v, and w.
Throughout the paper we assumed that the function Ji(t) is piecewise continuous in
R+ ≡ [0,∞) and possesses the property
Ji(t) 0 for t  0, Ji(t)≡ 0 for t > ri, and
ri∫
0
Ji(t) dt = 1 (i = 1,2,3). (1.6)
The above property implies that for any constant function ui(t, x)= ρi , we have
Ji ∗ ui =
t∫
−ri
Ji (t − s)ρi ds = ρi
ri∫
0
Ji(s) ds = ρi (t  0). (1.7)
The same is obviously true if Ji ∗ui is given by (1.4). It is also assumed that the domain Ω
is smooth and the coefficients a(i)j,k, b
(i)
j of Li are smooth functions in Ω (see [23,24]).
In the special case of the diffusion operator Liui =Di(x)D2ui , it suffices to assume that
Di(x) is strictly positive on Ω and are in C1+α(Ω) for some α ∈ (0,1). We allow Li = 0
(and without the corresponding boundary condition) for some or all i . In particular, if
Li = 0 for all i then the equations in (1.1) are reduced to the ordinary differential system
(with time delays)
du/dt = a1u(1− u− b1v − c1w− β1J2 ∗ v − γ1J3 ∗w),
dv/dt = a2v(1− v − b2u− c2w− β2J1 ∗ u− γ2J3 ∗w),
dw/dt = a3w(1−w+ b3u+ c3w+ β3J1 ∗ u+ γ3J2 ∗ v), (1.8)
where ai(x) ≡ ai is a constant. Problem (1.8) and various similar problems have been
investigated by many investigators in the framework of ordinary differential systems
(cf. [12,14,26,29] and references therein). It is to be noted that if Li = 0 and βi = γi = 0
for every i then problem (1.1) is reduced to the 3-species prey–predator system considered
in [2,4,6,9,10,19,28] without time delays. On the other hand, if c1 = c2 = γ1 = γ2 = 0
or b1 = c3 = β1 = γ3 = 0 then it reduces to the 2-species competition and prey–predator
models, respectively, which have been extensively investigated in the current literature
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asymptotic stability of a positive steady-state solution to system (1.1)–(1.2) is directly
applicable to the above special cases (see Corollaries 2.3 and 2.4).
To investigate the asymptotic behavior of the solution we consider the corresponding
steady-state problem
−L1u= a1(x)u(1− u− b1v − c1w− β1v − γ1w),
−L2v = a2(x)v(1− v − b2u− c2w− β2u− γ2w),
−L3w = a3(x)w(1−w+ b3u+ c3v + β3u+ γ3v) (x ∈Ω),
∂u/∂ν = ∂v/∂ν = ∂w/∂ν = 0 (x ∈ ∂Ω). (1.9)
It is clear that the above system has always the trivial solution (0,0,0) and various forms
of constant semitrivial solutions, that is, constant nonnegative solutions with at least one
component zero and one component positive. Our aim is to obtain a sufficient condition on
the various rate constants for the existence and global asymptotic stability of a positive
constant steady-state solution (with respect to nonnegative initial perturbations). This
global asymptotic stability result implies that system (1.1)–(1.2) is permanent, and the
trivial and all forms of semitrivial solutions are unstable.
(2) A one-prey two-predator model.
If the 3-species Lotka–Volterra system involves one prey and two predators then the
reaction–diffusion equations in (1.1) are replaced by
∂u/∂t −L1u= a1(x)u(1− u− b1v− c1w− β1J2 ∗ v − γ1J3 ∗w),
∂v/∂t −L2v = a2(x)v(1− v + b2u− c2w+ β2J1 ∗ u− γ2J3 ∗w),
∂w/∂t −L3w= a3(x)w(1−w+ b3u− c3v + β3J1 ∗ u− γ3J2 ∗ v)
(t > 0, x ∈Ω), (1.10)
where Li , ai(x), and the various rate constants bi , ci , βi , and γi are the same as that
in (1.1). The boundary and initial conditions are also given by (1.2). It is obvious that the
system in (1.10) is reduced to the 3-species prey–predator problem considered in [8,14]
for the case without time delays if βi = γi = 0 for every i . As in the case of (1.1) the
corresponding steady-state problem of (1.10) is given by
−L1u= a1(x)u(1− u− b1v − c1w− β1v − γ1w),
−L2v = a2(x)v(1− v + b2u− c2w+ β2u− γ2w),
−L3w = a3(x)w(1−w+ b3u− c3v + β3u− γ3v) (x ∈Ω),
∂u/∂ν = ∂v/∂ν = ∂w/∂ν = 0 (x ∈ ∂Ω). (1.11)
We again allow Li = 0 for some or all i , and in the special case Li = 0 for all i ,
problem (1.10) becomes an ordinary differential system similar to (1.8), and problem (1.11)
is reduced to a system of algebraic equations. Our aim is to obtain a sufficient condition
for the existence and global asymptotic stability of a positive steady-state solution similar
to that for systems (1.1) and (1.9).
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We next consider a 3-species food-chain model, denoted by A, B , and C, where C con-
sumes A and B , and B consumes A. The reaction–diffusion model for the corresponding
densities u, v, and w is given by the coupled system
∂u/∂t −L1u= a1(x)u(1− u− b1v− c1w− β1J2 ∗ v − γ1J3 ∗w),
∂v/∂t −L2v = a2(x)v(1− v + b2u− c2w+ β2J1 ∗ u− γ2J3 ∗w),
∂w/∂t −L3w= a3(x)w(1−w+ b3u+ c3v + β3J1 ∗ u+ γ3J2 ∗ v)
(t > 0, x ∈Ω), (1.12)
and the boundary-initial condition (1.2), where Li , ai(x), and the various rate constants are
the same as that in (1.1) (cf. [7,17,18]). The corresponding steady-state problem is given
by
−L1u= a1(x)u(1− u− b1v − c1w− β1v − γ1w),
−L2v = a2(x)v(1− v + b2u− c2w+ β2u− γ2w),
−L3w = a3(x)w(1−w+ b3u+ c3v + β3u+ γ3v) (x ∈Ω),
∂u/∂ν = ∂v/∂ν = ∂w/∂ν = 0 (x ∈ ∂Ω). (1.13)
The models in (1.1), (1.10), and (1.12) have been given considerable attention in recent
years, and most of the discussions are devoted either to reaction–diffusion systems without
time delays or to ordinary differential systems with or without delays. In particular, the
works in [2,4,6,9,10,19,28] are concerned with coexistence and permanence problem of
the two-prey one-predator model (1.1) with Dirichlet or Robin boundary condition but
without time-delays, and those in [12,26,29] are for ordinary differential systems. The
same problem for the one-prey two-predator model (1.10) has been treated in [8,14] for
the case without time delays. Similar discussions for the 3-species food-chain model are
given in [7,17,18], including some numerical results of the solutions. From an analytic
point of view, a more delicate problem is to determine whether and when the time-
dependent solution converges to a positive steady-state solution as time tends to infinity.
The determination of global stability of a positive steady-state solution is, in general, rather
difficult when the boundary condition is of Dirichlet or Robin type. This is because each
of the above models may have multiple nonuniform (i.e., spatially dependent) positive
steady-state solutions even in the case of 2-species problems (cf. [20,27]). In this paper,
we show that under the Neumann boundary condition in (1.2) it is possible to obtain some
simple conditions that ensure the global asymptotic stability of a unique positive steady-
state solution for each of the three model problems. It turns out that these conditions are
explicit and easily verifiable, and they depend only on the reaction rates bi+βi and ci+γi ,
and are independent of the effect of diffusion and time delays. This property implies that in
each model the corresponding steady-state problem has a unique uniform positive steady-
state solution, and it cannot sustain any nonuniform positive steady-state solution despite
the fact that the coefficients of Li and the rate function ai(x) may depend on the spatial
variable x . It also implies that all the conclusions for the reaction–diffusion systems hold
true for the corresponding ordinary differential systems.
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state solution can be obtained for a similar 3-species competition system. However, since
this problem is a special case of a more general competition model treated in [25] (see
also [21]), we limit our discussion to the prey–predator and food-chain systems. The plan
of the paper is as follows: In Section 2 we state our main results for each of the models
in (1.1), (1.10), and (1.12), including their corresponding ordinary differential systems
without the effect of diffusion. Section 3 gives some preliminary results for a more general
time-delayed reaction–diffusion system so that all the three model problems can be treated
in the same framework of discussion. Proofs of the main results in Section 2 are given in
Section 4.
2. The main results
In this section we give some sufficient conditions for the existence and global asymp-
totic stability of a positive constant solution for each of the three model problems (1.1),
(1.10), and (1.12) under the boundary-initial condition (1.2). These conditions are given in
terms of the rate constants bi , ci , βi , and γi , and are independent of the diffusion effect and
time-delays. In fact, our conditions are given only with respect to the positive constants
b∗i ≡ bi + βi , c∗i ≡ ci + γi , i = 1,2,3, and the nonsingular property of the matrix A given
by
A=


−1 b∗1 c∗1
b∗2 −1 c∗2
b∗3 c∗3 −1

 . (2.1)
We say that the nonnegative initial function η(t, x) ≡ (η1(t, x), η2(t, x), η3(t, x)) is
nontrivial nonnegative if ηi(0, x) is nonnegative and is not identically zero in Ω for every
i = 1,2,3. It is obvious that if ηi(0, x)≡ 0 in Ω for some i then the corresponding solution
component in any one of the three models is identically zero for all t > 0, x ∈Ω . Our first
result is for the two prey-one predator model problem (1.1) and its corresponding steady-
state problem (1.9).
Theorem 2.1. Let b∗i ≡ bi+βi > 0, c∗i ≡ ci +γi > 0, i = 1,2,3, and letA be nonsingular.
If
b∗1 < 1, b∗2 < 1, and 1+ b∗3 + c∗3 < min
{1− b∗1
c∗1
,
1− b∗2
c∗2
}
, (2.2)
then the following statements hold true:
(i) For any nontrivial nonnegative (η1, η2, η3), problem (1.1)–(1.2) has a unique non-
negative global solution (u, v,w);
(ii) The steady-state problem (1.9) has a unique constant positive solution (ρ1, ρ2, ρ3);
(iii) The solution (u, v,w) possesses the convergence property
lim
t→∞
(
u(t, x), v(t, x),w(t, x)
)= (ρ1, ρ2, ρ3) (x ∈Ω). (2.3)
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leads to the following stability and instability results despite the fact that the elliptic
operators Li and the functions ai(x) may be spatially dependent.
Corollary 2.1. Under the conditions in Theorem 2.1 the constant solution ρ ≡ (ρ1, ρ2, ρ3)
is globally asymptotically stable, and the trivial solution and all nonnegative semitrivial
solutions are unstable. Moreover, problem (1.9) has no nonuniform steady-state solution.
When Li = 0 (and without the corresponding boundary condition) for some or all
i = 1,2,3, Theorem 2.1 remains true. Specifically, we have the following conclusion.
Corollary 2.2. Let the conditions in Theorem 2.1 be satisfied. Then all the results in (i)–
(iii) of Theorem 2.1 and the conclusions in Corollary 2.1 hold true if Li = 0 for some or
all i . In particular, these results hold true for the ordinary differential system (1.8). They
are also true if the reaction functions involve no time delays.
If c1 = c2 = γ1 = γ2 = 0 then problem (1.1)–(1.2) is reduced to the 2-species
competition model
∂u/∂t −L1u= a1(x)u(1− u− b1v− β1J2 ∗ v),
∂v/∂t −L2v = a2(x)v(1− v − b2u− β2J1 ∗ u) (2.4)
with the boundary-initial condition (1.2) for (u, v). The model (2.4) with Dirichlet and
Robin boundary conditions has been treated in [1,5,20,23,25,31]. For the present Neumann
boundary condition we have the following conclusion.
Corollary 2.3. If 0 < bi + βi < 1, i = 1,2, then all the conclusions in Theorem 2.1 and
Corollaries 2.1 and 2.2 hold true for the solution (u, v) of problem (2.4), (1.2).
For the one-prey two-predator model we have the same results as that for problem (1.1)
but with a different condition on the rate constants. This is given in the following
Theorem 2.2. Let b∗i > 0, c∗i > 0, i = 1,2,3, and let A be nonsingular. If
c∗2
(
1+ b∗3
)
 1, c∗3
(
1+ b∗2
)
 1, and b∗1
(
1+ b∗2
)+ c∗1(1+ b∗3)< 1, (2.5)
then all the conclusions in (i)–(iii) of Theorem 2.1 and those in Corollaries 2.1 and 2.2
hold true for the time-dependent problem (1.10), (1.2), and its corresponding steady-state
problem (1.11).
If c1 = c2 = γ1 = γ2 = 0 then problem (1.10), (1.2) is reduced to the 2-species prey–
predator model
∂u/∂t −L1u= a1(x)u(1− u− b1v− β1J2 ∗ v),
∂v/∂t −L2v = a2(x)v(1− v + b2u+ β2J1 ∗ u) (2.6)
with the boundary-initial condition (1.2) for (u, v). As a consequence of Theorem 2.2 we
have the following results.
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Theorem 2.2 hold true for the solution (u, v) of problem (2.6), (1.2).
For the 3-species food-chain model we have the following
Theorem 2.3. Let b∗i > 0, c∗i > 0, i = 1,2,3, and let A be nonsingular. If either
(a) 1+ b∗3 + c∗3
(
1+ b∗2
)
< min
{
1
c∗2
,
1− b∗1(1+ b∗2)
c∗1
}
(2.7)
or
(b) 1+ b∗3 + c∗3
(
1+ b∗2
)
 1
c∗2
and b∗1
(
1+ b∗2
)+ c∗1
c∗2
< 1, (2.8)
then all the conclusions in (i)–(iii) of Theorem 2.1 and those in Corollaries 2.1 and 2.2
hold true for the time-dependent problem (1.12), (1.2), and its corresponding steady-state
problem (1.13).
Remark 2.1. When ai(x) = ai is independent of x , models (1.1), (1.10), and (1.12) are
some normalized version of the population species where ai represents the natural growth
rate of the ith species, and b∗i and c∗i are reaction rates relative to ai . In this case the main
conditions (2.2), (2.5), and (2.7) (or (2.8)) in the respective Theorems 2.1, 2.2, and 2.3
imply that for small interacting reaction rates (relative to the natural growth rate) the
three population species in all the three model problems coexist and converge to some
positive constant states as t tends to infinity. This convergence property holds true for
every nontrivial nonnegative initial function and is independent of the effect of diffusion
and time delays. In particular, this property implies that both the reaction–diffusion system
and the corresponding ordinary differential system are permanent in the ecological sense
(cf. [12,26]).
3. Some preliminary results
To prove the theorems in Section 2 in the same framework for all the three model
problems we first give some preliminary results for a more general time-delayed parabolic
system in the form
∂ui/∂t −Liui = fi(x,u, J ∗ u) (t > 0, x ∈Ω),
∂ui/∂ν = 0 (t > 0, x ∈ ∂Ω),
ui(t, x)= ηi(t, x) (t ∈ Ii , x ∈Ω), i = 1, . . . ,N, (3.1)
where u = (u1, . . . , uN), J ∗ u = (J1 ∗ u1, . . . , JN ∗ uN), and for each i = 1, . . . ,N ,
fi(·,u, J ∗ u) is, in general, a nonlinear function of u and J ∗ u, and Li is a uniformly
elliptic operator in the form of (1.3). The components Ji ∗ui of J ∗u are given by (1.4) for
i = 1, . . . , n0 and by (1.5) for i = n0 + 1, . . . ,N , where n0 is a nonnegative integer. (The
case n0 = 0 corresponds to (1.5) for every i = 1, . . . ,N .)
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where ai , bi , ci , and di are nonnegative integers satisfying
ai + bi =N − 1 and ci + di =N (i = 1, . . . ,N), (3.2)
and [w]σi denotes a vector with σi components of w, we write fi(x,u,v) in the form
fi(x,u,v)= fi
(
x,ui, [u]ai , [u]bi , [v]ci , [v]di
)
for every i = 1, . . . ,N . We say that the vector function
f(·,u,v)≡ (f1(·,u,v), . . . , fN (·,u,v))
possesses a mixed quasimonotone property in a subset S ofRN if for each i there exist non-
negative integers ai , bi , ci , and di satisfying (3.2) such that fi(·, ui, [u]ai , [u]bi , [v]ci , [v]di )
is nondecreasing in [u]ai , [v]ci and is nonincreasing in [u]bi , [v]di for every u,v in S
(cf. [20,24]). In particular, if bi = di = 0 for all i then f(·,u,v) is said to be quasimonotone
nondecreasing in S. It is easily seen that the reaction functions in the models (1.1), (1.10),
and (1.12) are all mixed quasimonotone in RN+ .
For mixed quasimonotone functions we call a pair of smooth functions u˜ ≡ (u˜1, . . . ,
u˜N ), uˆ ≡ (uˆ1, . . . , uˆN ) coupled upper and lower solutions of (3.1) if u˜ uˆ and if
∂u˜i/∂t −Liu˜i  fi
(
x, u˜i, [u˜]ai , [uˆ]bi , [J ∗ u˜]ci , [J ∗ uˆ]di
)
,
∂uˆi/∂t −Liuˆi  fi
(
x, uˆi, [uˆ]ai , [u˜]bi , [J ∗ uˆ]ci , [J ∗ u˜]di
)
,
∂u˜i/∂ν  0 ∂uˆi/∂ν,
u˜i(t, x) ηi(t, x) uˆi(t, x) (i = 1, . . . ,N), (3.3)
where inequality between vectors is in the componentwise sense. It is obvious that if
u˜ ≡ M ≡ (M1, . . . ,MN) and uˆ ≡ δ ≡ (δ1, . . . , δN) are constant vectors, then the above
inequalities become
fi
(
x,Mi, [M]ai , [δ]bi , [M]ci , [δ]di
)
 0,
fi
(
x, δi, [δ]ai , [M]bi , [δ]ci , [M]di
)
 0,
Mi  ηi(t, x) δi (i = 1, . . . ,N). (3.4)
Notice that the boundary inequalities in (3.3) are trivially satisfied. For a given pair of
constant vectors M, δ satisfying (3.4) we set
S ≡ {u ∈ C(Ω): δ  uM}, (3.5)
where C(Ω) denotes the set of continuous functions on Ω . In the following we give our
basic hypotheses on f(·,u,v) with v ≡ J ∗ u.
(H) The function f(·,u,v) is mixed quasimonotone for u,v ∈ S, and for each i, fi(·,u,v)
satisfies the Lipschitz condition∣∣fi(x,u,v)− fi(x,u′,v′)∣∣Ki(|u− u′| + |v− v′|) (u,v,u′,v′ ∈ S), (3.6)
where Ki is a positive constant and |w| = |w1| + · · · + |wN | for w ∈RN .
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fi
(
x,Mi, [M]ai , [o]bi , [M]ci , [o]di
)
 0,
fi
(
x, o, [o]ai , [M]bi , [o]ci , [M]di
)
 0, (3.7)
then the pair u˜ = M, uˆ = o are coupled upper and lower solutions of (3.1) whenever
Mi  ηi(t, x) 0. By an application of Theorem 2.1 in [24] we have the following global
existence result.
Theorem 3.1. Let M ≡ (M1, . . . ,MN), δ ≡ (δ1, . . . , δN ) be a pair of constant vectors
satisfying (3.4) and M  δ, and let hypothesis (H) hold. Then for any η(t, x) in S,
problem (3.1) has a unique global solution u(t, x) ∈ S for all t  0. In particular,
if condition (3.7) holds for every M  o then problem (3.1) has a unique bounded
nonnegative global solution whenever η(t, x) o.
In system (3.1) if fi is given in the form
fi(x,u,v)≡ uif ∗i (x,u,v) (i = 1, . . . ,N), (3.8)
then the pair u˜ = M, uˆ = o satisfy (3.7) whenever
f ∗i
(
x,Mi, [M]ai , [o]bi , [M]ci , [o]di
)
 0 (i = 1, . . . ,N). (3.9)
Moreover, by the positivity lemma for the linear scalar parabolic problem
∂Ui/∂t −LiUi = f ∗i (x,u, J ∗ u)Ui in R+ ×Ω,
∂Ui/∂ν = 0 on R+ × ∂Ω, Ui(0, x)= ηi(0, x) in Ω, (3.10)
where u ≡ u(t, x) is the solution of (3.1), the solution Ui ≡ Ui(t, x) is positive in
(0,∞)×Ω whenever ηi(0, x) 0 and ηi(0, x) ≡ 0 (cf. [20]). Since for each i the solution
component ui ≡ ui(t, x) is also a solution of (3.10) the uniqueness property of Ui ensures
that ui(t, x)=Ui(t, x) > 0 in (0,∞)×Ω . This observation leads to the following
Corollary 3.1. Let fi(x,u,v) be given by (3.8) and satisfy hypothesis (H), and let M ≡
(M1, . . . ,MN) be a constant vector satisfying (3.9). Then for any nontrivial nonnegative
η(t, x)M problem (3.1) has a unique bounded positive solution u(t, x) in (0,∞)×Ω .
To investigate the asymptotic behavior of the solution of (3.1), we consider the special
case
fi(x,u,v)= ai(x)gi(u,v) (i = 1, . . . ,N), (3.11)
where ai(x) > 0 on Ω and gi(u,v) is not explicitly dependent on x . The corresponding
steady-state problem of (3.1) is given by
−Liui = ai(x)gi
(
ui, [u]ai , [u]bi , [u]ci , [u]di
)
(x ∈Ω),
∂ui/∂ν = 0 (x ∈ ∂Ω), i = 1, . . . ,N. (3.12)
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using u¯(0) = M, u(0) = δ as a pair of coupled initial iterations we construct two sequences
{u¯(m)} ≡ {u¯(m)1 , . . . , u¯(m)N }, {u(m)} ≡ {u(m)1 , . . . , u(m)N } from the linear iteration process
−Liu¯(m)i + (Kiai)u¯(m)i = (Kiai)u¯(m−1)i
+ aigi
(
u¯
(m−1)
i , [u¯(m−1)]ai , [u(m−1)]bi , [J ∗ u¯(m−1)]ci , [J ∗ u(m−1)]di
)
,
−Liu(m)i + (Kiai)u(m)i = (Kiai)u(m−1)i
+ aigi
(
u
(m−1)
i , [u(m−1)]ai , [u¯(m−1)]bi , [J ∗ u(m−1)]ci , [J ∗ u¯(m−1)]di
)
,
∂u¯
(m)
i /∂ν = ∂u(m)i /∂ν = 0 (i = 1, . . . ,N), (3.13)
where Ki is the Lipschitz constant in (3.6). It is clear that the sequences {u¯(m)}, {u(m)} are
well defined. Since the initial iterations in (3.13) are the constant vectors M, δ, and gi(u,v)
is independent of x whenever u and v are constants we conclude from the uniqueness
property for linear boundary-value problems that the solutions u¯(m)i , u
(m)
i of (3.13) are
constants and are given by
u¯
(m)
i = u¯(m−1)i +
1
Ki
gi
(
u¯
(m−1)
i , [u¯(m−1)]ai , [u(m−1)]bi , [u¯(m−1)]ci , [u(m−1)]di
)
,
u
(m)
i = u(m−1)i +
1
Ki
gi
(
u
(m−1)
i , [u(m−1)]ai , [u¯(m−1)]bi , [u(m−1)]ci , [u¯(m−1)]di
)
(i = 1, . . . ,N). (3.14)
It is easy to show from the mixed quasimonotone property of g(u,v) that the sequences
{u¯(m)}, {u(m)} possess the monotone property
δ  u(m)  u(m+1)  u¯(m+1)  u¯(m) M (m= 1,2, . . .) (3.15)
(cf. [24]). The above property implies that the constant limits
lim
m→∞ u¯
(m) = ρ¯, lim
m→∞u
(m) = ρ (3.16)
exist and satisfy the relation δ  ρ  ρ¯ M. Letting m→∞ in (3.14) shows that ρ¯ and ρ
satisfy the equations
gi
(
ρ¯i , [ρ¯]ai , [ρ]bi , [ρ¯]ci , [ρ]di
)= 0,
gi
(
ρ
i
, [ρ]ai , [ρ¯]bi , [ρ]ci , [ρ¯]di
)= 0 (i = 1, . . . ,N). (3.17)
Although the limits ρ¯,ρ are not necessarily solutions, problem (3.12) has at least one
solution between ρ¯ and ρ, and if ρ¯ = ρ (≡ ρ∗) then ρ∗ is the unique solution in S
(cf. [20,24]). In the latter case, the time-dependent solution of (3.1) (with fi(x,u,v) given
by (3.11)) converges to ρ∗ as t →∞ (cf. [24]). To summarize the above conclusions we
have the following
Theorem 3.2. Let the conditions in Theorem 3.1 be satisfied with respect to the function
given by (3.11). Then the sequences {u¯(m)}, {u(m)} given by (3.13) with u¯(0) = M, u(0) = δ
are constant functions and converge monotonically to their respective constant limits ρ¯
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and for any initial function η ∈ S the corresponding solution u(t, x) of (3.1) converges to
ρ∗ as t →∞.
In Theorem 3.2 the convergence of the time-dependent solution u(t, x) to ρ∗ is for the
class of initial functions in S. For arbitrary nontrivial nonnegative initial functions we have
the following result from [24].
Theorem 3.3. Let the conditions in Theorem 3.2 be satisfied, and let u ≡ (u1, . . . , uN) be
the solution of (3.1) corresponding to an arbitrary nontrivial nonnegative η(t, x). Assume
that ρ¯ = ρ (≡ ρ∗) and there exists t∗ > 0 such that
δi  ui(t, x)Mi for t∗ − ri  t  t∗, x ∈Ω (i = 1, . . . ,N). (3.18)
Then u(t, x)→ ρ∗ as t →∞.
4. Proof of the main theorems
To prove the theorems in Section 2, we apply Theorems 3.1–3.3 for each of the models
in (1.1), (1.10), and (1.12) with u = (u, v,w) by constructing a suitable pair of constant
upper and lower solutions u˜ = M and uˆ = δ. This is equivalent to show that M and δ satisfy
condition (3.4) for the reaction functions fi(x,u,v) in the corresponding model problems.
Proof of Theorem 2.1. (i) In the two-prey one-predator model (1.1) the reaction functions
fi(x,u, J ∗ u), i = 1,2,3, are given by
f1(x,u, J ∗ u)= a1(x)u(1− u− b1v − c1w− β1J2 ∗ v− γ1J3 ∗w),
f2(x,u, J ∗ u)= a2(x)v(1− v− b2u− c2w− β2J1 ∗ u− γ2J3 ∗w),
f3(x,u, J ∗ u)= a3(x)w(1−w+ b3u+ c3v + β3J1 ∗ u+ γ3J2 ∗ v). (4.1)
It is clear that fi(·,u,v) satisfies the Lipschitz condition (3.6) for u,v in every bounded
subset of R3, and the vector function f(·,u,v) = (f1(·,u,v), . . . , f3(·,u,v)) possesses
a mixed quasimonotone property for u  o, v  o. This implies that hypothesis (H) is
satisfied for any bounded subset S of R3+. Moreover, by (1.7) and the definition of mixed
quasimonotone functions the requirements on M ≡ (M1,M2,M3) and δ ≡ (δ1, δ2, δ3)
in (3.4) for the functions in (4.1) become
a1(x)M1(1−M1 − b1δ2 − c1δ3 − β1δ2 − γ1δ3) 0,
a1(x)δ1(1− δ1 − b1M2 − c1M3 − β1M2 − γ1M3) 0,
a2(x)M2(1−M2 − b2δ1 − c2δ3 − β2δ1 − γ2δ3) 0,
a2(x)δ2(1− δ2 − b2M1 − c2M3 − β2M1 − γ2M3) 0,
a3(x)M3(1−M3 + b3M1 + c3M2 + β3M1 + γ3M2) 0,
a3(x)δ3(1− δ3 + b3δ1 + c3δ2 + β3δ1 + γ3δ2) 0. (4.2)
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M1  1, M2  1, and M3  1+ b∗3M1 + c∗3M2
the pair M ≡ (M1,M2,M3) and δ = (0,0,0) satisfy all the inequalities in (4.2). By The-
orem 3.1 and the arbitrariness of (M1,M2,M3) we conclude that for any nonnegative
η≡ (η1, η2, η3) problem (1.1)–(1.2) has a unique global nonnegative solution (u, v,w).
(ii) To show the existence of a constant positive solution for the steady-state pro-
blem (1.9), we seek a pair of positive constant vectors M, δ satisfying (4.2). It is clear
from the positive property of ai(x), Mi and δi that condition (4.2) is satisfied if
1−M1 − b∗1δ2 − c∗1δ3  0 1− δ1 − b∗1M2 − c∗1M3,
1−M2 − b∗2δ1 − c∗2δ3  0 1− δ2 − b∗2M1 − c∗2M3,
1−M3 + b∗3M1 + c∗3M2  0 1− δ3 + b∗3δ1 + c∗3δ2. (4.3)
By choosing M1 = M2 = 1 and a sufficiently small (δ1, δ2, δ3) we see that all the in-
equalities in (4.3) are satisfied if
b∗1 + c∗1M3 < 1, b∗2 + c∗2M3 < 1, M3  1+ b∗3 + c∗3 .
In view of condition (2.2), the above requirements on M3 are fulfilled by any constant M3
satisfying
1+ b∗3 + c∗3 M3 < min
{(
1− b∗1
)/
c∗1,
(
1− b∗2
)/
c∗2
}
. (4.4)
With this choice of M3 and some small δ > o, the pair M ≡ (1,1,M3) and δ satisfy
condition (4.2). By Theorem 3.2 the sequences governed by (3.13), where fi(x,u,v)
is given by (4.1), converge monotonically to some constant limits ρ¯ ≡ (ρ¯1, ρ¯2, ρ¯3) and
ρ ≡ (ρ1, ρ2, ρ3) that satisfy the equations
ρ¯1
(
1− ρ¯1 − b∗1ρ2 − c∗1ρ3
)= 0, ρ1
(
1− ρ1 − b∗1ρ¯2 − c∗1 ρ¯3
)= 0,
ρ¯2
(
1− ρ¯2 − b∗2ρ1 − c∗2ρ3
)= 0, ρ2
(
1− ρ2 − b∗2ρ¯1 − c∗2 ρ¯3
)= 0,
ρ¯3
(
1− ρ¯3 + b∗3ρ¯1 + c∗3 ρ¯2
)= 0, ρ3
(
1− ρ3 + b∗3ρ1 + c∗3ρ2
)= 0. (4.5)
Let ρi = ρ¯i − ρi , i = 1,2,3. Then by the positivity of ρ¯i and ρi a subtraction of the
above pairs of equations leads to
−ρ1 + b∗1ρ2 + c∗1ρ3 = 0,
−ρ2 + b∗2ρ1 + c∗2ρ3 = 0,
−ρ3 + b∗3ρ1 + c∗3ρ2 = 0. (4.6)
Since these equations are equivalent to Aρ = 0, where A is given by (2.1) and ρ is
the column vector (ρ1, ρ2, ρ3)T , we conclude from the nonsingular property of A that
ρ = o. This proves ρ¯ = ρ (≡ ρ¯∗) and ρ∗ is the unique positive solution of (1.9) in S. The
uniqueness of ρ∗ in the whole set R3+ will be shown in the proof of part (iii).
(iii) Since ρ¯ = ρ ≡ ρ∗, Theorem 3.2 ensures that for any initial function η(t, x) with
δ  η(t, x)M, where M = (1,1,M3) and δ > o is sufficiently small, the corresponding
solution u ≡ (u, v,w) of (1.1) converges to ρ∗ as t → ∞. To show this convergence
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the arbitrary smallness of δ that there exists t0 > 0 such that u(t, x) δ on [t0,∞)×Ω .
We show that there exists T > t0 such that u(t, x)M on [T ,∞)×Ω .
Consider the scalar parabolic boundary-value problem
∂U/∂t −LU = a(x)U(σ −U) (t > 0, x ∈Ω),
∂U/∂ν = 0 (t > 0, x ∈ ∂Ω), U(0, x)=U0(x) (x ∈Ω), (4.7)
where L is in the form (1.3), a(x) > 0, and σ is a positive constant. It is well known that
for any U0(x)  0 with U0(x) ≡ 0 a unique positive solution U(t, x) to (4.7) exists and
converges to σ as t → ∞ (cf. [20, p. 201]). Since the solution u ≡ (u, v,w) of (1.1)
is positive, a comparison between (4.7) and the first equation in (1.1) (with L = L1,
a(x)= a1(x), σ = 1, and U0(x)= η1(0, x)) shows that u(t, x) < U(t, x) on (0,∞)×Ω .
This implies that there exists T1 > 0 such that u(t, x)  1 on [T1,∞) × Ω . A similar
comparison between (4.7) and the second equation in (1.1) shows that v(t, x)  1 on
[T1,∞)×Ω with possibly a different T1. Using the above bounds of (u, v) in the third
equation in (1.1) leads to
∂w/∂t −L3w a3w
[(
1+ b∗3 + c∗3
)−w] (t  T1, x ∈Ω).
It follows again from the above comparison argument that there exists T ′1 > 0 such that
w(t, x)  1 + b∗3 + c∗3 on [T ′1,∞) × Ω . By the choice of M3 in (4.4) we conclude that
there exists T > 0 such that (u, v,w)  (1,1,M3) on [T ,∞)×Ω . The above upper and
lower bounds of u(t, x) show that there exists t∗ > 0 such that condition (3.18) is satisfied
for u ≡ (u1, u2, u3) = (u, v,w). The conclusion of u(t, x)→ ρ∗ as t →∞ follows from
Theorem 3.3. Finally, the uniqueness of the positive solution ρ∗ in R3+ follows from the
convergence of u(t, x) to ρ∗ for every nontrivial nonnegative initial function η(t, x). This
proves the theorem. ✷
Proof of Corollary 2.1. The global asymptotic stability of ρ∗ and the instability of the
trivial and semitrivial solutions follow from the conclusion in part (iii) of Theorem 2.1. The
nonexistence of nonuniform positive steady-state solution follows also from (iii) because
if us(x) were a nonuniform steady state solution then u(t, x)→ us (x) as t →∞ when
η(t, x)= us (x) which is a contradiction. ✷
Proof of Corollary 2.2. This follows from the argument in the proof of Theorem 2.1 by
letting Li = 0 (and without the corresponding boundary condition) and by letting ri = 0,
i = 1,2,3, respectively. ✷
Proof of Corollary 2.3. For the 2-species competition model (2.4), (1.2), the requirements
on M= (M1,M2) and δ = (δ1, δ2) in (3.4) become
M1
(
1−M1 − b∗1δ2
)
 0 δ1
(
1− δ1 − b∗1M2
)
,
M2
(
1−M2 − b∗2δ1
)
 0 δ2
(
1− δ2 − b∗2M1
)
(see also (4.2)). The existence of a global nonnegative solution (u, v) follows from
Theorem 3.1 by choosing any (M1,M2) (1,1) and (δ1, δ2)= (0,0). For the convergence
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above inequalities are satisfied by (M1,M2)= (1,1) and a sufficiently small δ > o. Since
the matrix A in (2.1) is reduced to a 2 by 2 submatrix A2, which is obtained from A by
deleting the last row and last column, the nonsingular property ofA2 is ensured if b∗1b∗2 = 1.
This condition is obviously satisfied by the hypothesis b∗i < 1, i = 1,2. The conclusions of
the corollary follow from the reasoning in the proof of Theorem 2.1. ✷
Proof of Theorem 2.2. (i) In the one-prey two-predator model the reaction functions are
given by
f1(x,u, J ∗ u)= a1(x)u(1− u− b1v − c1w− β1J2 ∗ v− γ1J3 ∗w),
f2(x,u, J ∗ u)= a2(x)v(1− v+ b2u− c2w+ β2J1 ∗ u− γ2J3 ∗w),
f3(x,u, J ∗ u)= a3(x)w(1−w+ b3u− c3v + β3J1 ∗ u− γ3J2 ∗ v). (4.8)
Clearly, the above functions satisfy hypothesis (H) for u,v in any bounded subset of R3+.
In view of (1.7) and the positive property of ai(x) the requirements on M≡ (M1,M2,M3)
and δ ≡ (δ1, δ2, δ3) in (3.4) become
M1
(
1−M1 − b∗1δ2 − c∗1δ3
)
 0 δ1
(
1− δ1 − b∗1M2 − c∗1M3
)
,
M2
(
1−M2 + b∗2M1 − c∗2δ3
)
 0 δ2
(
1− δ2 + b∗2δ1 − c∗2M3
)
,
M3
(
1−M3 + b∗3M1 − c∗3δ2
)
 0 δ3
(
1− δ3 + b∗3δ1 − c∗3M2
)
. (4.9)
It is obvious that the pair M ≡ (M1,M2,Ms), δ = o, where
M1  1, M2 = 1+ b∗2M1, M3 = 1+ b∗3M1, (4.10)
satisfy all the equalities in (4.9). By Theorem 3.1 and the arbitrariness of M1, prob-
lem (1.10), (1.2) has a unique bounded nonnegative global solution (u, v,w).
(ii) It is easy to verify that by choosing M1 = 1, M2 = 1 + b∗2, and M3 = 1 + b∗3
and by using condition (2.5) the vector M ≡ (M1,M2,M3) and a suitably small δ > o
satisfy all the inequalities in (4.9). By Theorem 3.2 the sequences governed by (3.13)
with (f1, f2, f3) given by (4.8) converge monotonically to some constant limits ρ¯ ≡
(ρ¯1, ρ¯2, ρ¯3), ρ ≡ (ρ1, ρ2, ρ3) that satisfy the equations
ρ¯1
(
1− ρ¯1 − b∗1ρ2 − c∗1ρ3
)= 0, ρ1
(
1− ρ1 − b∗1ρ¯2 − c∗1 ρ¯3
)= 0,
ρ¯2
(
1− ρ¯2 + b∗2ρ¯1 − c∗2ρ3
)= 0, ρ2
(
1− ρ2 + b∗2ρ1 − c∗2 ρ¯3
)= 0,
ρ¯3
(
1− ρ¯3 + b∗3ρ¯1 − c∗3ρ2
)= 0, ρ3
(
1− ρ3 + b∗3ρ1 − c∗3 ρ¯2
)= 0.
Again let ρi = ρ¯i−ρi , i = 1,2,3. Then a subtraction of the above pairs of equations, using
the positivity of ρ¯i and ρi , leads to the same equations as that in (4.6). It follows from the
proof of Theorem 2.1 that ρ¯ = ρ (≡ ρ∗) and ρ∗ is the unique positive steady-state solution
of (1.11) in S.
(iii) By Theorem 3.2 the time-dependent solution u ≡ (u, v,w) of (1.10), (1.2)
corresponding to any η(t, x) satisfying δ  η(t, x) M converges to the constant ρ∗ as
t →∞, where M ≡ (M1,M2,M3)= (1,1 + b∗2,1 + b∗3) and δ > o is chosen sufficiently
small. We show the convergent property of the solution u for any nontrivial, nonnegative
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that there exists t∗ > r0 such that uM for t∗ − r0  t  t∗, where r0 = max{r1, r2, r3}.
Consider the scalar boundary-value problem (4.7). By the reasoning in the proof of
Theorem 4.1, the component u of the solution (u, v,w) satisfies u 1 on [T1,∞)×Ω for
some T1 > 0. In view of u > o we see that
f2(x,u, J ∗ u) a2(x)v(1− v + b2 + β2)
when 0 < u  1. Hence the solution U(t, x) of (4.7) corresponding to L = L2, a(x) =
a2(x), σ = 1 + b2 + β2, and U0(x) = v(T1, x) is a positive upper solution of the scalar
boundary-value problem
∂V/∂t −L2V = a2(x)V (1− V + b2u− c2w+ β2J1 ∗ u− γ2J3 ∗w)
(t > T1, x ∈Ω),
∂V/∂ν = 0 (t > T1, x ∈ ∂Ω), V (T1, x)= v(T1, x) (x ∈Ω). (4.11)
Since Vˆ = 0 is a lower solution of (4.11), an application of Theorem 3.1 to (4.11)
yields V (t, x)  U(t, x) on [T1,∞) × Ω . In fact, the maximum principle implies that
V (t, x) < U(t, x) on [T1,∞)×Ω . But v(t, x) is also a solution of (4.11), the uniqueness of
the solution yields v(t, x) < U(t, x) on [T1,∞)×Ω . It follows fromU(t, x)→ σ ≡ 1+b∗2
that there exists T ′1  T1 such that v(t, x) 1 + b∗2 on [T ′1,∞)×Ω . A similar argument
with f2(x,u, J ∗ u) replaced by f3(x,u, J ∗ u) leads to the relation w(t, x) 1 + b∗3 on
[T ′′1 ,∞)×Ω for some T ′′1 > 0. The above conclusions show that there exists t∗ > 0 such
that u ≡ (u, v,w) satisfied (3.18). The result in (iii) follows from Theorem 3.3. Finally the
proof for the uniqueness of ρ∗ in R3+ and the conclusions in Corollaries 2.1 and 2.2 follow
from the reasoning in the proofs of Theorem 2.1 and its corollaries. ✷
Proof of Corollary 2.4. For the 2-species prey–predator problem (2.6), (1.2), the require-
ments on (M1,M2) and (δ1, δ2) in (3.4) become
M1
(
1−M1 − b∗1δ2
)
 0 δ1
(
1− δ1 − b∗1M2
)
,
M2
(
1−M2 + b∗2M1
)
 0 δ2
(
1− δ2 + b∗2δ1
)
(see also (4.9)). The existence of a global nonnegative solution for (2.6), (1.2) follows by
choosing any M1  1, M2 = 1 + b∗2M1, and δ = o. For the convergence of (u, v) to a
positive constant (ρ∗1 , ρ∗2 ) we observe from the hypothesis b∗1(1 + b∗2) < 1 that the above
inequalities are satisfied by (M1,M2) = (1,1 + b∗2) and a sufficiently small δ > o. The
nonsingular property of A2 is also ensured by the hypothesis b∗1(1 + b∗2) < 1. It follows
from Theorem 3.2 and the argument in the proof of Theorem 2.2 that all the conclusions in
the corollary hold true. ✷
Proof of Theorem 2.3. (i) In the food-chain model (1.12) the reaction functions are given
by
f1(x,u, J ∗ u)= a1(x)u(1− u− b1v − c1w− β1J2 ∗ v− γ1J3 ∗w),
f2(x,u, J ∗ u)= a2(x)v(1− v+ b2u− c2w+ β2J1 ∗ u− γ2J3 ∗w),
f3(x,u, J ∗ u)= a3(x)w(1−w+ b3u+ c3v + β3J1 ∗ u+ γ3J2 ∗ v). (4.12)
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of ai(x) > 0 the requirement on M ≡ (M1,M2,M3) and δ ≡ (δ1, δ2, δ3) in (3.4) becomes
M1
(
1−M1 − b∗1δ2 − c∗1δ3
)
 0 δ1
(
1− δ1 − b∗1M2 − c∗1M3
)
,
M2
(
1−M2 + b∗2M1 − c∗2δ3
)
 0 δ2
(
1− δ2 + b∗2δ1 − c∗2M3
)
,
M3
(
1−M3 + b∗3M1 + c∗3M2
)
 0 δ3
(
1− δ3 + b∗3δ1 + c∗3δ2
)
. (4.13)
It is obvious that the above inequalities are satisfied by δ = o and any constants
(M1,M2,M3) satisfying
M1  1, M2 = 1+ b∗2M1, M3 = 1+ b∗3M1 + c∗3M2.
The conclusion in (i) follows from Theorem 3.1 and the arbitrariness of M1  1.
(ii) Choose M1 = 1, M2 = 1 + b∗2, and a sufficient small (δ1, δ2,§3) with b∗2δ1  δ2.
Then the inequalities in (4.13) are all satisfied if
M3  1+ b∗3 + c∗3
(
1+ b∗2
)
, c∗1M3 < 1− b∗1
(
1+ b∗2
)
, c∗2M3  1. (4.14)
Now if condition (2.7) holds, then the inequalities in (4.14) are satisfied by any constantM3
satisfying
1+ b∗3 + c∗3
(
1+ b∗2
)
M3 < min
{
1/c∗2,
[
1− b∗1
(
1+ b∗2
)]/
c∗1
}
. (4.15)
On the other hand, if condition (2.8) holds, then these inequalities are also satisfied by
M3 = 1/c∗2. In either case the requirements in (3.4) are satisfied. By Theorem 3.2 there
exist constant vectors ρ ≡ (ρ¯1, ρ¯2, ρ¯3), ρ ≡ (ρ1, ρ2, ρ3) with ρ¯  ρ > o that satisfy the
equations
1− ρ¯1 − b∗1ρ2 − c∗1ρ3 = 0, 1− ρ¯1 − b∗1ρ¯2 − c∗1 ρ¯3 = 0,
1− ρ¯2 + b∗2ρ¯1 − c∗2ρ3 = 0, 1− ρ2 + b∗2ρ1 − c∗2 ρ¯3 = 0,
1− ρ¯3 + b∗3ρ¯1 + c∗3ρ¯3 = 0, 1− ρ3 + b∗3ρ1 + c∗3ρ2 = 0.
A subtraction of the above pairs of equations leads to the same set of equations in (4.6),
where ρi = ρ¯i − ρi , i = 1,2,3. It follows from the nonsingular property of A that ρ = o
which shows that ρ¯ = ρ (≡ ρ∗) and ρ∗ is the unique positive solution in S.
(iii) By Theorem 3.2 the time-dependent solution (u, v,w) corresponding to any η(t, x)
with δ  η(t, x)  M converges to ρ∗ as t →∞. For arbitrary nontrivial nonnegative
η(t, x), Corollary 3.1 implies that (u, v,w) (δ1, δ2, δ3) on [t1,∞)×Ω for some t1 > 0.
We show that there exists T > 0 such that (u, v,w)  (1,1 + b∗2,M3), where M3
satisfies (4.15) or M3 = 1/c∗2 depending on condition (2.7) or (2.8).
It is seen from the proof of Theorem 2.2 that u(t, x)  1 and v(t, x)  1 + b∗2 on
[T1,∞)×Ω for some T1 > 0. Consider the case where condition (2.7) holds. Since the
solution U(t, x) of (4.7) corresponding to L= L3, a(x)= a3(x), σ = 1+b∗3 + c∗3(1+b∗2),
and U(T1, x)=w(T1, x) is an upper solution of the scalar boundary-value problem
∂W/∂t −L3W = a3(x)W(1−W + b3u+ c3v + β3J1 ∗ u+ γ3J2 ∗ v)
(t > T1, x ∈Ω),
∂W/∂ν = 0 (t > T1, x ∈ ∂Ω), W(T1, x)=w(T1, x) (x ∈Ω), (4.16)
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follows from U(t, x)→ 1+b∗3 + c∗3(1+b∗2) that there exist T ′1 > 0 such that w(t, x)M3
on [T ′1,∞) × Ω . The same is true if M3 = 1/c∗2 when condition (2.8) holds. In view
of these results and the choice of M3 we conclude that (u, v,w)  (1,1 + b∗2,M3) on
[T ,∞)×Ω for some T > 0. This shows that condition (3.18) is satisfied by some t∗ > 0.
The conclusion of (u, v,w) → ρ∗ as t → ∞ follows from Theorem 3.3. Finally, the
uniqueness of ρ∗ in R3+ and the conclusions in Corollaries 2.1 and 2.2 for problem (1.12),
(1.2), follow from the reasoning in the proof of Theorem 2.1 and its corollaries. ✷
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