Abstract. Let X be a Gorenstein normal 3-fold satisfying (ELF) with local rings which are at worst isolated hypersurface (e.g. terminal) singularities. By using the singular derived category Dsg(X) and its idempotent completion Dsg(X), we give necessary and sufficient categorical conditions for X to be Q-factorial and complete locally Q-factorial respectively. We then relate this information to maximal modification algebras(=MMAs), introduced in [IW2], by showing that if an algebra Λ is derived equivalent to X as above, then X is Q-factorial if and only if Λ is an MMA. Thus all rings derived equivalent to Q-factorial terminalizations in dimension three are MMAs. As an application, we extend some of the algebraic results in [BIKR] and [DH] using geometric arguments.
1. Introduction 1.1. Overview. The broader purpose of this work, in part a continuation of [IW2] , is to understand (and run) certain aspects of the minimal model program (=MMP) in dimension three using categorical and noncommutative techniques. As part of the conjectural underlying picture, it is believed in dimension three (see 1.8 below) that the theory of noncommutative minimal models (=MMAs below) should 'control' the geometry of commutative minimal models (=Q-factorial terminalizations) in the same way noncommutative crepant resolutions (=NCCRs) control the geometry of crepant resolutions [V04b] . If this is to have any chance of being true, we must first be able to extend the well-known characterization of smoothness by the singular derived category to be zero to a characterization of Q-factoriality. This involves moving from smooth schemes to singular ones, and it is unclear geometrically what form such a derived category characterization should take.
However, from the noncommutative side, in the study of MMAs one homological condition, which we call 'rigid-freeness', completely characterizes when 'maximality' has been reached. The purpose of this paper is to show that this very same condition gives a necessary condition for a scheme with isolated Gorenstein singularities to be Q-factorial. If furthermore the singularities are hypersurfaces (e.g. Gorenstein terminal singularities) this condition is both necessary and sufficient. The ability of the noncommutative side to give new results purely in the setting of algebraic geometry adds weight to the conjectures outlined in §1.5 below.
We now explain our results in more detail.
1.2. Results on Q-factoriality. We denote by CM R the category of CM (=maximal Cohen-Macaulay) R-modules, and by CM R its stable category (see §2). As in [O03, O09] , we denote D sg (X) := D b (coh X)/ per(X) (see §3.1 for more details). We call a functor F : T → T ′ an equivalence up to direct summands if it is fully faithful and any object s ∈ T ′ is isomorphic to a direct summand of F (t) for some t ∈ T . The first key technical result is the following. Note that the latter part on the idempotent completion also follows from work of Orlov [O09] , and is well-known to experts [BK] .
Theorem 1.1. (=3.2) Suppose that X is a Gorenstein scheme of dimension d satisfying (ELF) (see 3.2 for full details and explanation)
, with isolated singularities {x 1 , . . . , x n }.
Then there is a triangle equivalence
D sg (X) ֒→ n i=1 CM O X,xi
up to direct summands. Thus taking the idempotent completion gives a triangle equivalence
Recall that a normal scheme X is defined to be Q-factorial if for every Weil divisor D, there exists n ∈ N for which nD is Cartier. If we can always take n = 1, we say that X is locally factorial. Note that these conditions are Zariski local, i.e. X is Q-factorial (respectively, locally factorial) if and only if O X,x is Q-factorial (respectively, factorial) for all closed points x ∈ X. It is well-known (and problematic) that, unlike smoothness, Q-factoriality cannot in general be checked complete locally. Thus we define X to be complete locally Q-factorial (respectively, complete locally factorial) if the completion O X,x is Q-factorial (respectively, factorial) for all closed points x ∈ X. Now we recall a key notion from representation theory. Let T be a triangulated category with a suspension functor [1] . An object a ∈ T is called rigid if Hom T (a, a[1]) = 0. We say that T is rigid-free if every rigid object in T is isomorphic to the zero object. Applying 1.1, we have the following result. (=3.10, 3.11) Suppose that X is a normal 3-dimensional Gorenstein scheme over a field k, satisfying (ELF), with isolated singularities {x 1 , . . . , x n }. Thus the technical geometric distinction between a Q-factorial and complete locally Q-factorial variety is explained categorically by the existence of a triangulated category in which there are no rigid objects, but whose idempotent completion has many. Note also that 1.2 demonstrates that by passing to the idempotent completion of D sg (X) we lose information on the global geometry (see e.g. 2.13), and so thus should be avoided.
1.3. Results on MMAs. The homological characterization of rigid-freeness in 1.2 originated in the study of modifying and maximal modifying modules (see 2.6 for definitions). Recall that if M is a maximal modifying R-module, we say that End R (M ) is a maximal modification algebra (=MMA) . Proposition 1.3. (=2.14, 2. 3) Suppose that R is normal, Gorenstein, and Throughout this paper we will use the word variety to mean • a normal integral scheme, of finite type over a field k, satisfying (ELF). Recall that if X and Y are varieties, then a projective birational morphism f : Y → X is called crepant if f * ω X = ω Y (see §4 for more details). A Q-factorial terminalization of X is a crepant projective birational morphism f : Y → X such that Y has only Q-factorial terminal singularities. When Y is furthermore smooth, we call f a crepant resolution.
Maximal modification algebras were introduced in [IW2] with the aim of generalizing NCCRs to cover the more general situation when crepant resolutions do not exist. Throughout this paper, we say that
The following result ensures that all algebras derived equivalent to a variety Y above are of the form End R (M ), which relate the geometry to NCCRs and MMAs.
Using this, we have the following result, which explains the geometric origin of the definition of modifying modules:
We stress that 1.5(1) holds even if Y is singular. The following consequence of 1.2, 1.3 and 1.5 is one of our main results. As an important consequence, when k = C and Y has only terminal singularities and derived equivalent to some ring Λ, then Y is a Q-factorial terminalization of Spec R if and only if Λ is an MMA. See 4.17 for more details.
1.4. Application to cA n singularities. As an application of the above, we can extend some results of [BIKR] and [DH] . We let K denote an algebraically closed field of characteristic zero, and suppose that f 1 , . . . , f n ∈ m := (x, y) ⊆ K[ [x, y] ] are irreducible polynomials, and let
When K = C then R is a cA m singularity for m := ord(f 1 . . . f n ) − 1 [BIKR, 6.1(e) ]. Note that R is not assumed to be an isolated singularity, so the ideals (f 1 ), . . . , (f n ) are not necessarily pairwise distinct. For each element ω in the symmetric group S n , define
Our next result generalizes [BIKR, 1.5] and [DH, 4.2] , and follows more or less immediately from 1.6. This is stronger and more general since the results in [BIKR, DH] assume that R is an isolated singularity, and only study cluster tilting objects.
We remark that the proof of 1.7 also provides a conceptual geometric reason for the condition f i / ∈ m 2 . We refer the reader to §5 for details.
1.5. Conjectures. One of the motivations for the introduction of MMAs is the following conjecture, which naturally generalizes conjectures of Bondal-Orlov and Van den Bergh:
Conjecture 1.8. Suppose that R is a normal Gorenstein 3-fold over C, with only canonical (equivalently rational, since R is Gorenstein [R87, (3.8) ]) singularities. Then (1) R admits an MMA.
(2) All Q-factorial terminalizations of R and all MMAs of R are derived equivalent.
A special case of 1.8 is the long-standing conjecture of Van den Bergh [V04b, 4.6] , namely all crepant resolutions of Spec R (both commutative and non-commutative) are derived equivalent. The results in this paper (specifically 1.6) add some weight to 1.8.
We note that 1.8 is true in some situations: Proof. The Q-factorial terminalizations are connected by a finite sequence of flops [K89] , so they are derived equivalent by [C02] . By [V04a] there is a derived equivalence between Y and some algebra End R (M ) with End R (M ) ∈ CM R. Thus by 1.6 End R (M ) is an MMA. On the other hand, we already know that MMAs are connected by tilting modules [IW2, 4.14] , so they are all derived equivalent.
As it stands, the proof of 1.9 heavily uses the MMP. We believe that it should be possible to prove 1.9 (for more general situations) without using the MMP, instead building on the categorical techniques developed in this paper, and generalizing Van den Bergh's [V04a] interpretation of Bridgeland-King-Reid [BKR] . Indeed, it is our belief and longterm goal to show that many of the results of the MMP come out of our categorical picture (along the lines of [B02] , [BKR] ), allowing us to both bypass some of the classifications used in the MMP, and also run some aspects of the MMP in a more efficient manner.
Conventions. Throughout commutative rings are always assumed to be noetherian, and R will always denote a commutative noetherian ring. All modules will be left modules, so for a ring A we denote mod A to be the category of finitely generated left A-modules, and Mod A will denote the category of all left A-modules. Throughout when composing maps f g will mean f then g. Note that with these conventions Hom R (M, X) is a End R (M )-module and Hom R (X, M ) is a End R (M ) op -module. For M ∈ mod A we denote add M to be the full subcategory consisting of direct summands of finite direct sums of copies of M , and we denote proj A := add A to be the category of finitely generated projective A-modules. We say that M ∈ mod R is a generator if R ∈ add M . For an abelian category A, we denote by D b (A) the bounded derived category of A. If X is a scheme, O X,x will denote the localization of the structure sheaf at the closed point x ∈ X. We will denote by O X,x the completion of O X,x at the unique maximal ideal. For us, locally will always mean Zariski locally, that is if we say that R has locally only isolated hypersurface singularities, we mean that each R m is an isolated hypersurface singularity (or is smooth). When we want to discuss the completion, we will always refer to this as complete locally.
Throughout, k will denote an arbitrary field. Rings and schemes will not be assumed to be finite type over k, unless specified. When we say 'over k' we mean 'of finite type over k'.
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Preliminaries
For a commutative noetherian local ring (R, m) and M ∈ mod R, recall that the depth of M is defined to be depth R M := inf{i ≥ 0 : Ext i R (R/m, M ) = 0}. We say that M ∈ mod R is maximal Cohen-Macaulay (or simply, CM ) if depth R M = dim R. Now let R be a (not necessarily local) commutative noetherian ring. We say that M ∈ mod R is CM if M p is CM for all prime ideals p in R, and we say that R is a CM ring if R is a CM R-module. Denoting (−) * := Hom R (−, R) : mod R → mod R, we say that X ∈ mod R is reflexive if the natural map X → X * * is an isomorphism. We denote ref R to be the category of reflexive R-modules, and we denote CM R to be the category of CM R-modules. Throughout this section, we stress our convention that commutative rings are always assumed to be noetherian, and R always denotes a commutative noetherian ring.
2.1. d-CY and d-sCY algebras. When dealing with singularities, throughout this paper we use the language of d-sCY algebras, introduced in [IR, §3] . Although technical, it provides the common language that links the commutative rings and the various noncommutative endomorphism rings that we will consider.
To do this, let R be a commutative ring with dim R = d and let Λ be a module-finite R-algebra (i.e. an R-algebra which is a finitely generated R-module). For any X ∈ mod Λ, denote by E(X) the injective hull of X, and put E := m∈Max R E(R/m). This gives rise to Matlis duality D := Hom R (−, E). Note that if R is over an algebraically closed field k, then D coincides with Hom k (−, k) on the category fl Λ by [O76, 1.1, 1.2] . We let D b fl (Λ) denote all bounded complexes with finite length cohomology, and per(Λ) = K b (proj Λ) denote all complexes which are isomorphic to bounded complexes of finitely generated projective modules.
We have the following characterizations. Suppose that R is a commutative d-sCY ring, and let Λ be a module-finite R-algebra which is d-sCY. We say that X ∈ mod Λ is maximal Cohen-Macaulay (or simply, CM ) if X ∈ CM R. We denote by CM Λ the category of CM Λ-modules. Then X ∈ mod Λ is CM if and only if Ext i R (X, R) = 0 for all i ≥ 1, which is equivalent to Ext i Λ (X, Λ) = 0 for all i ≥ 1 by the proof of [IR, 3.4 (5)(i)]. We denote CM Λ to be the stable category, where we factor out by those morphisms which factor through projective Λ-modules.
On the other hand, when Λ is a noetherian ring we denote Proof. These are well-known (e.g. [Y90, 3.3] , [A84] ), but for convenience of the reader we give the proof.
(1) By the Auslander-Buchsbaum formula, Λ is non-singular if and only if any finitely generated Λ-module has finite projective dimension. This is equivalent to
and Ω −1 X ∈ CM Λ, we know that Supp R Hom CM Λ (X, Y ) consists of maximal ideals (e.g. [IW2, 2.6] ). Thus the assertion follows. (⇐) Let p be a prime ideal of R with ht p < d and let X ∈ mod Λ p . Certainly we can find Y ∈ mod Λ with Y p ∼ = X and so consider a projective resolution
in mod Λ. Since Λ ∈ CM R, by localizing and using the depth lemma we see that K ∈ CM R, i.e. K ∈ CM Λ. Consider
has finite length, it is supported only on maximal ideals. Hence (2.A) splits under localization to p and so K p is free. Thus proj.dim Λp (X) < d, as required.
MM and CT modules.
We briefly recap the definitions of modifying, maximal modifying, and CT modules, then give some basic lemmas.
The following results will be used extensively. As in [IW2] , if X ∈ mod R, we denote fl X to be the largest finite length sub-R-module of X.
Lemma 2.7. [IW2, 2.7 
] Suppose that R is a 3-sCY ring, and let
M ∈ ref R. (1) If M is modifying, then fl Ext 1 R (M, M ) = 0. The converse holds if M ∈ CM R. (2) Assume that R is an isolated singularity. If M is modifying, then it is rigid. The converse holds if M ∈ CM R. Lemma 2.8. Suppose that R is a d-sCY normal domain, and M ∈ ref R. Let Λ = End R (M ). Then (1) [IR, 2.4(3)] Λ ∼ = Hom R (Λ, R) as Λ-bimodules. (2) [IW2, 2.
20(2)] M is modifying if and only if Λ is d-sCY .
We remark that the property CT can be checked complete locally [IW2, 5.5] , that is M is a CT R-module if and only if M m is a CT R m -module for all m ∈ Max R. In our context in §3, this corresponds to the fact that a scheme X is non-singular if and only if complete locally it is non-singular.
In contrast, the property of being MM cannot be checked complete locally. If M m is an MM R m -module for all m ∈ Max R, then M is an MM R-module. However the converse is not true (see e.g. 2.13 below). This corresponds to the difference between Q-factorial and complete locally Q-factorial singularities in §3.
We record here the following easy lemma, which shows the first link between modifying modules and factoriality.
Proposition 2.9. Suppose R is 3-sCY normal domain, with isolated singularities. Consider the statements
Proof. Since R is an isolated singularity, modifying modules are rigid by 2.7(2).
(1)⇒(2) Let M ∈ ref R be any modifying module. Since R is MM, there exists an exact sequence [IW2, 4.12] . Then clearly f is surjective, and so we have proj.dim R (M ) ≤ 1. By [AG, 4.10] 
is a CM R-module which is a rigid object in CM R. Hence X is zero in CM R, i.e. X ∈ add R. (2)⇒(4) Since R is a normal domain, all members of the class group have R as endomorphism rings, and thus they are modifying R-modules. Hence every member of the class group is projective, so the result follows. (4)⇒ (5) is clear.
In future sections we will often use the following result from commutative algebra:
Theorem 2.10. [D1, 3.1(1)] Let S be a regular local ring of dimension four containing a field k, and let R = S/(f ) be a hypersurface. If R is a Q-factorial isolated singularity, then the free modules are the only modifying modules.
Proof. This is the equi-characteristic version of [D1, 3.1(1)], but since loc. cit. is in somewhat different language than used here, so we sketch Dao's proof. Let N be a modifying R-module. Since R is isolated, N is rigid by 2.7(2). On the other hand, by [D2] , N is a Tor-rigid R-module. These two facts imply, via a result of Jothilingham [J75, Main Theorem] (see also [D1, 2.4]) , that N is a free R-module. Now we have the following result, which strengthens 2.9.
Theorem 2.11. Let R be a 3-sCY normal domain over k, which locally has only isolated hypersurface singularities. Then the following are equivalent:
Proof. By 2.9 we only have to show (5)
Remark 2.12. The corollary is false if we remove the isolated singularities assumption, since then (4) does not necessarily imply (1). An example is given by R = C[x, y, z, t]/(x 2 + y 3 + z 5 ). Also, note that in the isolated singularity case it is unclear if the hypersurface assumption is strictly necessary; indeed Dao conjectures that 2.10 still holds in the case of complete intersections [D3, §4] . We remark that removing the hypersurface assumption in 2.11 would allow us to bypass the use of the classification of terminal singularities later.
Example 2.13. Consider the element f = x 2 + x 3 + y 2 − uv in the ring C [u, v, x, y] , and
Proof. Since R has an isolated singularity only at m := (u, v, x, y) and √ x + 1 does not exist in R m , we have that R m is a factorial hypersurface singularity for all m ∈ Max R. Hence if M is a modifying R-module, then M m is a free R m -module for any m ∈ Max R by 2.10. Thus M is projective.
For the last statement, since √ x + 1 exists (and is a unit) in the completion, R m is isomorphic to C [[u, v, x, y] ]/(uv − xy), for which R m ⊕ (u, x) is a modifying module. Now we give a general categorical criterion for a given modifying module to be maximal, generalizing 2.9.
Proposition 2.14. Suppose that R is normal 3-sCY, let M be a modifying R-module and
Proof. By [IW2, 4.8(1) ], M is an MM R-module if and only if there is no non-zero object X ∈ CM Λ such that fl Hom CM Λ (X, X[1]) = 0. This clearly implies CM Λ is rigid-free. By 2.5(2), the converse is true if Λ has isolated singularities.
Remark 2.15. We conjectured in [IW2] that in dimension three MMAs always have isolated singularities (see 4.16 for some evidence), so the key property from 2.14 is that the stable category of CM modules is rigid-free. Note that End R (M ) is an NCCR if and only if the stable category is zero. Hence when passing from NCCRs to MMAs, the categories D sg (Λ) ≃ CM Λ are no longer zero, but instead rigid-free. This motivates §3.
2.3. Homologically finite complexes. In this subsection we wish to consider the general setting of commutative rings, and so in particular the Krull dimension may at times be infinite. The following is based on some Danish handwritten notes of Hans-Bjørn Foxby.
Theorem 2.16. Let R be a commutative ring (not necessarily of finite Krull dimension), let Λ be a module-finite R-algebra, and let
Proof. Take a projective resolution
of M with finitely generated projective R-modules P i , and set K 0 := Im d 0 = M and
and the right hand side is equivalent to the condition that Supp R Ext
In particular, we have a decreasing sequence
so we have V (I t ) = V (I t+1 ) = . . . for some t since the Spec R is noetherian by our assump-
Corollary 2.17. Let R be a commutative ring and Λ a module-finite R-algebra. Then (1) For every p ∈ Spec R, the algebra Λ p has only finitely many simple modules.
(1) Λ p is a module-finite R p -algebra. There are only finitely many simple Λ pmodules since they are annihilated by pR p and hence they are modules over the finite dimensional (R p /pR p )-algebra Λ p /pΛ p , which has only finitely many simples.
(2) We only have to show 'if' part. For any p ∈ Spec R, we know that the localization functor (−) p : mod Λ → mod Λ p is essentially surjective, and that the completion functor (−) : fl Λ p → fl Λ p is an equivalence since the completion does not change finite length modules. By (1) there exists X ∈ mod Λ such that X p is the sum of all simple Λ p -modules. The assumptions imply that there exists t ≥ 0 such that Ext
minimal projective resolution. Thus we have proj.dim Λp (M p ) ≤ t by applying [IW2, 2.24 , 2⇔4] to the t-th syzygy of M . By 2.16, it follows that proj.dim Λ (M ) < ∞.
Let T be a triangulated category with a suspension functor [1] . Recall that x ∈ T is called homologically finite if for all y ∈ T , Hom T (x, y[i]) = 0 for all but finitely many i. The following is well-known under more restrictive hypothesis: Proposition 2.18. Let R be a commutative ring and Λ be a module-finite R-algebra.
Then the homologically finite complexes in
Proof. Since every object in per(Λ) is homologically finite, we just need to show the converse. If X is homologically finite, replace X by its projective resolution (P, d). The truncation of P , namely τ ≥i P , is quasi-isomorphic to X for small enough i. Fix such an i. Thus, if we can show that Ker(d i ) has finite projective dimension, certainly it follows that X belongs to per(Λ). Now by the usual short exact sequence given by truncation, there is a triangle
where Q ∈ per(Λ). Since the first two are homologically finite, so is Ker(d i ). In particular, for all Y ∈ mod Λ, we have that Ext 3. Singular derived categories and Q-factorial terminalizations 3.1. Singular derived categories of Gorenstein schemes with isolated singularities. Recall that a scheme X is called Gorenstein if O X,x is a Gorenstein local ring for all closed points x ∈ X. We say that a scheme X satisfies (ELF) if X is separated, noetherian, of finite Krull dimension, such that coh X has enough locally free sheaves (i.e. for all F ∈ coh X, there exists a locally free sheaf E and a surjection E ։ F ). This is automatic in many situations, for example if X is quasi-projective over commutative noetherian ring of finite type.
Definition 3.1. We say that F ∈ Qcoh X is locally free if X can be covered with open sets U for which each F | U is a (not necessarily finitely generated) free O X | U -module.
As in [O03, §1] we consider • the full triangulated subcategory per(X) of D b (coh X) consisting of objects which are isomorphic to bounded complexes of finitely generated locally free sheaves in D b (coh(X)).
• the full triangulated subcategory Lfr(X) of D b (Qcoh X) consisting of objects which are isomorphic to bounded complexes of locally free sheaves in D b (Qcoh(X)).
Following Orlov [O03, O09] , we denote
Then the natural functor D sg (X) → D SG (X) is fully faithful [O03, 1.13], and we regard D sg (X) as a full subcategory of D SG (X). The aim of this subsection is to prove the following result, which plays a crucial role in this paper. Note that part (2) also follows from work of Orlov [O09] , and is well-known to experts [BK] .
Theorem 3.2. Suppose that X is a Gorenstein scheme of dimension d satisfying (ELF), with isolated singularities {x 1 , . . . , x n }.
(1) There is a triangle equivalence
Since a key role in our proof of Theorem 3.2 is played by the category D SG (X), we need to deal with infinitely generated modules. Let us start with recalling results by Gruson-Raynaud [GR] and Jensen [J70] . 
Proof.
(1) is due to Bass and Gruson-Raynaud [GR, II.3.2.6 ] (see also [F77, 3.2 
]).
(2) is due to Jensen [J70, Prop.6 ] (see also [F77, 3.3] ).
We have the following immediate consequence. 
This implies flat.dim R (M ) ≤ dim R since Tor groups localize also for infinitely generated modules. By 3.3(2), M has finite projective dimension. Again by 3.3(1), we have proj
The following is easy:
Lemma 3.5. Let R be a commutative noetherian ring of finite Krull dimension, then
since every free module is clearly locally free, and further every locally free R-module is locally projective, thus projective by [GR, II.3.1.4(3) ]. We only have to show K b (Proj R) = K b (Free R). The proof is similar to [R89, 2.2] -by the Eilenberg swindle, if P ∈ Proj R, there exists F ∈ Free R such that P ⊕ F is free. Hence from every object of K b (Proj R) we can get to an object of K b (Free R) by taking the direct sum with complexes of the form 0 → F → F → 0, which are zero objects in the homotopy category.
Corollary 3.6. Suppose that X satisfies (ELF). If F ∈ Qcoh X satisfies proj.dim OX,x (F x ) < ∞ for all closed points x ∈ X, then F ∈ Lfr(X).
Proof. Since X satisfies (ELF), membership of Lfr(X) can be checked locally (see [O03, 1.7 , proof of 1.14]). Thus we only have to show F | U ∈ Lfr(U ) for each affine open subset U = Spec R of X. Since F m is an R m -module with finite projective dimension for all m ∈ Max R, we have F | U ∈ K b (Proj R) by 3.4. By 3.5, we have F | U ∈ Lfr(U ), so the assertion follows.
We will also require the following well-known lemma, due to Orlov. If s is an object in a triangulated category T , we denote thick T (s) to be the smallest triangulated subcategory of T which is closed under direct summands and isomorphisms and contains s. 
The functor g i * is just extension of scalars corresponding to a localization R i → R im , so g i * is exact and preserves quasi-coherence. Further h i is an affine morphism (since X is separated), hence h i * also is exact and preserves quasi-coherence. Hence each f i * is exact and preserves quasi-coherence. Thus we have an adjoint pair
Qcoh O X,xi f * f * which are explicitly given by f * F = (F x1 , . . . , F xn ) and f * (G 1 , . . . , G n ) = n i=1 f i * G i . These functors are exact, so induce an adjoint pair
in the obvious way. We will show f * (Lfr(X)) ⊆ Lfr(Y ) and f * (Lfr(Y )) ⊆ Lfr(X), since this then induces an adjoint pair
It is clear that f * takes locally free sheaves to projective modules, and so f * (Lfr(X)) ⊆ Lfr(Y ). On the other hand, each f i * is an affine, flat morphism so f i * O X,xi is a flat O X -module. Further, each f i * preserves sums, so takes projective O X,xi -modules to flat O X -modules. Consequently, it follows that f * takes a projective S-module P to a sheaf f * (P ) for which f * (P ) x is a flat O X,x -module for all closed points x ∈ X. By 3.3(2) we have proj.dim OX,x (f * (P ) x ) < ∞ for all closed points x ∈ X, hence by 3.6 f * (P ) ∈ Lfr(X) holds. Thus we have f * (Lfr(Y )) ⊆ Lfr(X). Now denote the skyscraper sheaves in X corresponding to the singular points x 1 , . . . , x n by k 1 , . . . , k n . By 3.7 we know that D sg (X) = thick Dsg(X) ( Proof. By 3.2(1), it is enough to show that all Hom-sets in CM O X,xi are finite dimensional k-vector spaces. Since each O X,xi is isolated, all Hom-sets in CM O X,xi are finite length O X,xi -modules by 2.5(2). But each O X,xi is a localization of a finitely generated kalgebra, so by the Nullstellensatz its residue field is a finite extension of k. Thus the assertion follows.
3.2. Rigid-freeness and Q-factoriality. In this section we give our main result which characterizes the Q-factorial property in terms of the singular derived category, and then relate this to MMAs.
Definition 3.9. Suppose that X is a Gorenstein scheme. We say that F ∈ coh X is a
Under the assumption that X is Gorenstein, F ∈ coh X is a CM sheaf if and only if
)) = 0 for all closed points x ∈ X and all i > 0. Thus F ∈ coh X is a CM sheaf if and only if
The following is a generalization of 2.9(3)⇒(4).
Proposition 3.10. Suppose that X is a Gorenstein normal scheme satisfying (ELF), of dimension three which has only isolated singularities {x 1 , . . . , x n }. If D sg (X) is rigid-free, then X is locally factorial.
Proof. We need to show that any reflexive sheaf G on X of rank one is locally free. For all closed points x ∈ X, we have a reflexive O X,x -module G x of rank one. Since O X,x is a normal domain, we have End OX,x (G x ) = O X,x . Since O X,x is an isolated singularity, we have Ext 1 OX,x (G x , G x ) = 0 by 2.7(2). Since X satisfies (ELF), there exists an exact sequence 0 → K → V → G → 0 with a locally free sheaf V. Localizing at x, we have an exact sequence
.10] to (3.C). Thus Ext 1 OX,x (K x , K x ) = 0 holds again by 2.7(2). Since K x ∈ CM O X,x , we have by 3.2(1)
Since D sg (X) is rigid-free by our assumption, we have K ∈ per(X). Thus K x is a CM O X,x -module of finite projective dimension. By the Auslander-Buchsbaum equality, K x has to be a projective O X,x -module. By (3.C), we have proj.dim OX,x G x ≤ 1 for all x ∈ X. If proj.dim OX,x G x = 1, then Ext 1 OX,x (G x , G x ) = 0 by [AG, 4 .10], a contradiction. Thus G x is a projective O X,x -module for all x ∈ X. Hence G is locally free. Now we are ready to state our main result, which gives a relationship between factoriality of schemes and rigid-freeness of their singular derived categories.
Theorem 3.11. Suppose that X is a normal 3-dimensional Gorenstein scheme over k, satisfying (ELF), with isolated singularities {x 1 , . . . , x n }.
(1) If O X,xi are hypersurfaces for all 1 ≤ i ≤ n, then the following are equivalent:
(a) X is locally factorial. 
MMAs and NCCRs via tilting
The aim of this section is to give explicit information on rings that are derived equivalent to certain varieties. Our main results (4.5, 4.14, 4.15 and 4.16) show a strong relationship between the crepancy of birational morphisms and the property that the rings are Cohen-Macaualy. In particular, we show that all algebras derived equivalent to Q-factorial terminalizations in dimension three are MMAs.
Throughout this section, we continue to use the word variety to mean a normal integral scheme, of finite type over a field k, satisfying (ELF). Some of the results below remain true with weaker assumptions. If X is a variety, we denote D X := g ! k to be the dualizing complex of X, where g : X → Spec k is the structure morphism. If further X is CM of dimension d, we will always use ω X to denote D X [−d], and refer to it as the geometric canonical. Thus, although canonical modules and dualizing complexes are not unique, throughout this section ω X has a fixed meaning. Note that crepancy is defined with respect to this canonical, i. 
Lemma 4.1. Suppose that X is a scheme over a field k satisfying (ELF). Suppose that X is derived equivalent to some ring
Λ, then (1) per(X) ≃ per(Λ). (2) D sg (X) ≃ D sg (Λ).
Corollary 4.2. Suppose that X is a scheme over a field k satisfying (ELF). Suppose that X is derived equivalent to some ring Λ, which is a d-sCY algebra over a normal d-sCY k-algebra. Then (1) X is smooth if and only if Λ is non-singular (in the sense of 2.4).
(2) If X has only isolated singularities, then Λ has isolated singularities.
Proof. The derived equivalence induces D sg (X) ≃ D sg (Λ) by 4.1. It is very well-known that X is smooth if and only if D sg (X) = 0, so (1) follows from 2.5(1). (2) is immediate from 3.8 and 2.5(2).
In the rest of this subsection we suppose that we have a projective birational morphism f : Y → Spec R and that Y is derived equivalent to some ring Λ, and we investigate when Λ has the form End R (M ) for some M ∈ ref R. We need the following well-known lemma. 
(1) Since Y and Spec R are integral schemes and f is a projective birational morphism, it is well-known that f is the blowup of some ideal I of R [Liu, 8.1.24] . But blowups are preserved under flat base change, and in fact g is the blowup at the ideal I p [Liu, 8.1.14] . Now since R is normal R p is a discrete valuation ring, so every ideal is principal. Thus g is the blowup of a Cartier divisor, and so is an isomorphism by the universal property of blowing up.
(2) Since V is a pretilting complex, we have
Applying j * on both sides, we have
where the second equality is flat base change, and the third holds since i is flat and V is coherent [H66, II.5.8 ]. Thus we have the assertion.
We will also need the following result of Auslander-Goldman. A proof can be found in [IW2, 2.11] . 
Proof. The sheafified duality theorem [N01, §6, 6.3] reads
In this situation, Rf * = RΓ, and since Spec R is affine, global and local hom agree.
The following is also well-known [V04a, 3.2.9 ].
Lemma 4.7. Suppose that f : Y → Spec R is a projective birational morphism, where Y and R are both Gorenstein varieties of dimension d. Then
Proof. Since R is Gorenstein ω R is a line bundle and thus is a compact object in D(Mod R).
Hence by [N01, p227-228] we have f
Since both ω Y and f * ω R are line bundles,
The following result show that crepancy implies that Λ is Cohen-Macaulay. Proof. We have
. Applying RΓ to both sides, we have
Hence applying H i to both sides, we obtain Ext
To show the converse of 4.8, namely Λ is Cohen-Macaulay implies crepancy, will involve Serre functors. However, since we are in the singular setting these are somewhat more subtle than usual. The following is based on [G06, 7.2.6 ].
Definition 4.9. Suppose that Y → Spec R is a morphism where R is CM ring with a canonical module C R . We say that a functor S : per(Y ) → per(Y ) is a Serre functor relative to C R if there are functorial isomorphisms
If Λ is a module-finite R-algebra, we define Serre functor S : per(Λ) → per(Λ) relative to C R in a similar way. Remark 4.10. We remark that since we are working in the non-local CM setting, canonical modules are not unique. Although crepancy is defined with respect to the geometric canonical ω R , and [G06] defines Serre functors with respect to ω R , there are benefits of allowing the flexibility of different canonical modules. Bridgeland-King-Reid [BKR, 3.2] had technical problems when the geometric canonical is not trivial, since they first had to work locally (where the canonical is trivial), and then extend this globally. Below, we avoid this problem by considering Serre functors with respect to the canonical module R, using the trick in 4.13(2).
The following two lemmas are standard.
Lemma 4.11. Suppose that S and T are two Serre functors relative to the same canonical C R . Then S and T are isomorphic.
Proof. There are functorial isomorphisms
for all F , G ∈ per(Y ), which after applying H 0 give functorial isomorphisms
Since S and T take values in per(Y ), we may use Yoneda's lemma to conclude that S and T are isomorphic. (iii) Since V is a tilting complex, we have quasi-isomorphisms A ≤0 → A and Combining (i) and (ii), we have the desired assertion.
The following is our key observation. Proof. (1) We know by 4.7 that f ! O R is a line bundle, so it follows that tensoring by
. Further, we have functorial isomorphisms 
By [IR, 3.5(2) (3)], there exists a functorial isomorphism
for all A ∈ D b (mod Λ) and all B ∈ per(Λ). Now suppose that Λ ∈ CM R. Since it is reflexive, Λ ∼ = End R (M ) for some M ∈ ref R by 4.5. Then we have
where the first isomorphism holds by 2.8(1), and the second since Λ ∈ CM R. When further Y is smooth, we can strengthen 4.14. (1) f is a crepant resolution of Spec R.
(2) Λ is an NCCR of R.
Proof. By 4.14 f is crepant if and only if Λ ∈ CM R. Assume that this is satisfied, then again by 4.14 Λ ∼ = End R (M ) for some M ∈ ref R. By 4.2(1) Y is smooth if and only if Λ is non-singular, which means that Λ is an NCCR of R.
We are now in a position to relate maximal modification algebras and Q-factorial terminalizations in dimension three. The following is the second main result of this subsection. Proof. By 4.14 f is crepant if and only if Λ ∈ CM R. Assume that this is satisfied, then again by 4.14 Λ ∼ = End R (M ) for some M ∈ ref R. Since the singularities in Y are isolated, Λ has isolated singularities by 4.2(2). Now by 3.11(1), Y is Q-factorial if and only if D sg (Y ) = CM Λ is rigid-free, which by 2.14 holds if and only if Λ is an MMA. Lastly, since Λ has isolated singularities, all maximal modification algebras are derived equivalent and have isolated singularities by [IW2, 4.15, 2.22] .
Remark 4.17. When k = C and Y has only terminal singularities, the geometric assumptions in 4.16 are satisfied since terminal singularities are isolated for 3-folds [KM, 5.18] , and Gorenstein terminal singularities are Zariski locally hypersurfaces [R83, 0.6(I) ]. This shows that when k = C and Y has only terminal singularities, Y is a Q-factorial terminalization of Spec R if and only if Λ is an MMA.
Remark 4.18. We also remark that if Conjecture 1.8 is true, then the Y in 4.16 always admit a tilting complex. This is false in dimension four (see 4.20 later).
The following complete local version of 4.16 will be used in §5. 
is already idempotent complete, since it is an additive category which is Krull-Schmidt [CYZ, A.1] . This implies that D sg (Λ) = D sg (Λ) and so the result follows by 2.14 and 3.11(2).
A counterexample in dimension four.
Here we show that we cannot always expect the setup of 4.16 and 4.15 to hold in higher dimension. This puts severe limitations on any general homological theory that covers dimension four.
The following is an extension of an example of Dao [D1, 3.5] . Proof. Note first that R is an isolated singularity, with unique singular point at the origin. A projective crepant resolution exists by [Lin, Thm. A.4] . Suppose Λ is derived equivalent to Y , then by 4.15 Λ ∼ = End R (M ) is an NCCR of R. Completing with respect to the maximal ideal of the origin, this implies that End R ( M ) is an NCCR of R. But End R ( M ) ∈ CM R with M ∈ ref R, so since R is a 4-dimensional local isolated hypersurface, M must be free [D1, 2.7(3) ]. But this forces End R ( M ) ∼ = M n ( R), which is a contradiction since M n ( R) has infinite global dimension.
Remark 4.21. The singularity in 4.20 is not a quotient singularity. However, whenever we have a crepant resolution Y → Spec R with Y derived equivalent to some NCCR End R (M ) of R, we still say that 'the generalized derived McKay correspondence holds'. There are many conjectures that state that given the existence of some crepant resolution Y → Spec R, then under certain assumptions on R (e.g. R is a quotient singularity) generalized derived McKay correspondence holds. We remark that the above example adds weight to the idea that these conjectures may indeed be false.
cA n singularities via derived categories
We now illustrate the results of the previous section to give many examples of maximal modification algebras. The following result is due to Shepherd-Barron (unpublished).
Proposition 5.1. Let R = C[u, v, x, y]/(uv − f (x, y)) be an isolated cA n singularity. Then the following are equivalent (1) There does not exists a non-trivial crepant morphism Y → Spec R.
Proof. (1)⇒(2) If f (x, y) factors as f = f 1 f 2 then blowing up the ideal (u, f 1 ) yields a non-trivial crepant morphism (as in the calculation in §5.1). Hence f (x, y) cannot factor. (2)⇒(3) This is easy (see e.g. proof of [IW3, §4] ). (6)⇒(1) Since R is an isolated cDV singularity of type A (see e.g. [BIKR, 6 .1(e)]), it is a terminal singularity by [R83, 1.1] . If there exists a non-trivial crepant morphism f : Y → Spec R, then f must have one-dimensional fibres. Hence by [V04a, 3.2.10] there exists a non-projective modifying module. Since R is a MM R-module, this contradicts 2.9. 5.1. Crepant modifications of cA n singularities. In this section we work over K, an algebraically closed field of characteristic zero. Let
. We let f = f 1 . . . f n be a factorization into prime elements of K [[x, y] ]. We restrict to this complete local setting since it simplifies the proof of the main theorem 5.2. A similar version of 5.2 is true when R is not complete local, though this requires a much more complicated proof [W12] .
We remark that when K = C, R is a cA m singularity for m := ord(f ) − 1 (see e.g. [BIKR, 6.1(e) 
]). This is terminal if and only if R is an isolated singularity [R83, 1.1] if and only if (f
For any subset I ⊆ {1, . . . , n} we denote
which is an ideal of R. For a collection of subsets
we say that F = (I 1 , . . . , I m ) is a flag in the set {1, 2, . . . , n}. We say that the flag F is maximal if n = m + 1. Given a flag F = (I 1 , . . . , I m ), we define
Geometrically, given a flag F = (I 1 , . . . , I m ) we define a scheme X F as follows:
F1 is covered by two open charts, given explicitly by
) .
Note that the new coordinates V 1 = fI 1 u and U 1 = u fI 1 glue to give a copy of P 1 inside X F1 (possibly moving in a family), which maps to the origin of Spec R.
Next, let X F2 → X F1 be the blowup of the divisor (U 1 ,
) in the second co-ordinate chart R 2 . Note that the zero set of the divisor (U 1 ,
) does not intersect the first coordinate chart R 1 , so R 1 is unaffected under the second blowup. Locally above R 2 , the calculation to determine the structure of X F2 is similar to the above. Thus X F2 is covered by the three affine open sets
The U 2 and the V 2 coordinates again glue to produce another P 1 (again which might move in a family) which maps to the origin of R 2 and hence to the origin of R.
Continuing by blowing up the ideal (U 2 , fI 3 fI 2 ), in this way we obtain a chain of projective birational morphisms
and we define X F := X Fm . Thus X F is covered by the m + 1 affine open sets
See 5.5 later for a picture of this process. Proof. In the explicit calculation for X F above, the preimage of the unique closed point n of Spec R is a chain of P 1 's (some of which move in a family), in a type A m configuration. Now by [V04a, Thm. B] , there is a tilting bundle on X F given as follows: let C = f −1 (n). Giving C the reduced scheme structure, write C red = i∈I C i , and let L i denote the line bundle on X F such that L i · C j = δ ij . If the multiplicity of C i in C is equal to one, set V04a, 3.5 .4], else define M i to be given by the extension V04a, 3.5.5 ]. In our situation, let C i be the curve in X F , above the origin of Spec R, which in the process of blowing up first appears in X Fi (see 5.5 for a picture of this). We now claim that all the curves C i have multiplicity one. If some C i had multiplicity greater than one, then M i would be an indecomposable bundle with rank greater than one [V04a, 3.5.4] . But this would imply, by [V04a, 3.2.9 ], that its global sections H 0 (M i ) := M i is an indecomposable CM R-module of rank greater than one, such that End R (M i ) ∈ CM R. But this is impossible (see e.g. [IW3, §4] ). Hence all curves have multiplicity one, and so
, and so it remains to show that R ⊕ (
But it is easy to see (for example using theČech complex) that the rank one CM module H 0 (L i ) is generated as an R-module by u and f Ii .
So as to match our notation with [BIKR] and [DH] , we can (and do) identify maximal flags with elements of the symmetric group S n . Hence we regard each ω ∈ S n as the maximal flag {ω(1)} ⊂ {ω(1), ω(2)} ⊂ . . . ⊂ {ω(1), . . . , ω(n − 1)}.
The following is simply a special case of 5.2.
Corollary 5.3. X ω is derived equivalent to End R (T ω ) for all ω ∈ S n . Moreover the completions of singular points of X ω are precisely K [[u, v, x, y] ]/(uv − f i ) for all 1 ≤ i ≤ n such that f i ∈ (x, y)
2 .
This yields the following generalization of [BIKR, 1.5] and [DH, 4.2] , and provides a conceptual reason for the condition f i / ∈ m 2 .
Corollary 5.4. Let f 1 , . . . , f n ∈ m := (x, y) ⊆ K[ [x, y] ] be irreducible polynomials and R = K [[u, v, x, y] ]/(uv − f 1 . . . f n ). Then (1) Each T ω (ω ∈ S n ) is an MM R-module which is a generator. The endomorphism rings End R (T ω ) have isolated singularities. (2) T ω is a CT R-module for some ω ∈ S n ⇐⇒ T ω is a CT R-module for all ω ∈ S n ⇐⇒ f i / ∈ m 2 for all 1 ≤ i ≤ n.
(1) End R (T ω ) is derived equivalent to a space whose (complete local) singularities are listed in 5.3. Since each f i is irreducible, these are all factorial (5.1). Hence the result follows from 4.19. For an algebraic non-derived category proof of the above, see [IW3] . In fact the commutative algebraic method in [IW3] is stronger, since it also gives that there are no other MM (respectively CT) generators. Also, the methods in [IW3] work over more general fields.
Remark 5.5. It is useful to visualize the above in an example. Consider uv = f 1 f 2 f 3 f 4 and choose maximal flag F = (I 1 := {1} ⊂ I 2 := {1, 2} ⊂ I 3 := {1, 2, 3}). Thus T I1 = (u, f 1 ), T I2 = (u, f 1 f 2 ) and T I3 = (u, f 1 f 2 f 3 ). Moreover we assume, so that we can draw an accurate picture, that (f 2 ) = (f 3 ), and (f 3 ) = (f 4 ), so that uv = f 2 f 3 f 4 is non-isolated, but uv = f 3 f 4 is isolated. Then we have the following: 
R
On the geometric side we have drawn the non-local picture; the complete local picture is obtained by drawing a tubular neighbourhood around all the red curves, and restricting to the origin in Spec R. Now on X F1 , the black dot is the singularity uv = f 1 , whereas the yellow dot is uv = f 2 f 3 f 4 . On X F2 , the latter singularity splits into uv = f 2 (middle black dot) and uv = f 3 f 4 (yellow). The left hand black dot is still uv = f 1 . On X F , the black dots are (reading left to right) uv = f 1 , uv = f 2 , uv = f 3 and uv = f 4 . All yellow dots correspond to non-Q-factorial singularities, and all black dots correspond to isolated Qfactorial singularities, possibly smooth. The yellow dots with squiggles through them are non-isolated singularities.
The red curves are the P 1 's which map to the origin in Spec R. The right hand curve in X F2 moves in a family (represented as blue lines) and ϕ 2 contracts the whole family; consequently ϕ 2 contracts a divisor. However both ϕ 1 and ϕ 3 contract a single curve but no divisor and so are flopping contractions. Note that Spec R and X F1 have canonical singularities, but X F2 and X F have only terminal singularities. The precise form of the quiver relies on the (easy) calculation in [IW3, §4] , but this can be ignored for now. Note that the geometric picture will change depending both on the choice of polynomials, and their ordering. Blowing up in a different order can change which curves move in families, and also normal bundles of the curves. Of course, this depends on the choice of the polynomials too. On the algebraic side, if we change the polynomials or their order then the number of loops change, as do the relations. Changing the ordering corresponds to mutation (see [IW3, §4] ).
On each level i the geometric space X Fi is derived equivalent to the corresponding algebra by 5.2 . The top space has only Q-factorial terminal singularities, hence the top algebra is an MMA.
Remark 5.6. A version of 5.4 is actually true in the non-local case (see [W12] ), but we explain here why the non-local case is a much more subtle problem.
For example, in the case R = C[u, v, x, y]/(uv − xy(y − 2)), define the modules M 1 := (u, x), L 1 := (u, x(y − 2)) and L 2 := (u, xy). Then we can show that both M := R ⊕ M 1 and L := R ⊕ L 1 ⊕ L 2 give NCCRs by checking complete locally. Also we can show add M = add L by checking complete locally [IW2, 2.24] ). Thus End R (M ) and End R (L) are Morita equivalent. Since dim R = 3 and R has an NCCR, by [V04b] we obtain a derived equivalence between these NCCRs and some crepant resolution of Spec R.
Hence our picture in 5.5 becomes with everything in the top row being derived equivalent. This all relies on the fact that we a priori know that we have an NCCR (because we can check this complete locally) and so we can use [V04b] . In a similar case uv = (x 2 + y 3 )y(y − 2) (where no NCCR exists), we cannot play this trick, since we do not know if MMAs can be detected locally, and also since completion destroys Q-factoriality we cannot reduce to the complete local setting.
The other way to try to prove a non-local version of 5.4 is to try and find an explicit tilting complex starting with the geometry, as in 5.2. Although a tilting bundle exists abstractly for one-dimensional fibres [V04a] , to describe it explicitly is delicate, since for example we have to deal with issues such as curves being forced to flop together. We refer the reader to [W12] for more details.
