In this paper we quantify the performances of an automated weather forecast system implemented on the Large Binocular Telescope (LBT) site at Mt. Graham (Arizona) in forecasting the main atmospheric parameters close to the ground. The system employs a mesoscale non-hydrostatic numerical model (Meso-Nh). To validate the model we compare the forecasts of wind speed, wind direction, temperature and relative humidity close to the ground with the respective values measured by instrumentation installed on the telescope dome. The study is performed over a large sample of nights uniformly distributed over two years. The quantitative analysis is done using classical statistical operators (bias, RMSE and σ) and contingency tables, which allows to extract complementary key information, such as the percentage of correct detection (PC) and the probability to obtain a correct detection within a defined interval of values (POD). Results of our study indicate that the model performances in forecasting the atmospheric parameters we have just cited are very good, in some cases excellent: RMSE for temperature is below 1
INTRODUCTION
The study presented in this paper was developed in the context of the Advanced LBT Turbulence and Atmosphere (ALTA Center 1 ) project, which aims to implement an automated forecast system for the Large Binocular Telescope (LBT) using non-hydrostatic mesoscale atmospheric models. The purpose of ALTA is to perform forecasts of classical atmospheric parameters (wind speed and direction, temperature, relative humidity) which are relevant for ground-based astronomy and astroclimatic parameters (C 2 N profiles, seeing , isoplanatic angle θ0, wavefront coherence time τ0) to support ground-based observations of LBT. The forecasts of all these parameters are crucial for the telescope operations and are relevant for adaptive optics applications (AO). In the context of this extended project, the goal of this paper is to validate the forecasts of atmospheric parameters (temperature, relative humidity, wind speed and direction) close to the ground above Mount Graham (Arizona), site of the LBT, by comparing outputs of the model (i.e. the forecast system) with measurements of the same parameters (stored in the telescope telemetry) taken by instruments placed on the telescope. More precisely this paper quantifies the confidence level of the model predictions of the parameters just cited. The knowledge in advance of the value of these parameters close to the ground is crucial to maximize the efficiency of the telescope operations and the scheduling of the planned observations. We refer the reader to Masciadri et al. (2013) -Section 2 in which it is extensively explained how the atmospheric parameters close to the ground play a fundamental role in optimizing the ground-based observations of telescope facilities, particularly if they are supported by AO systems. Here we summarize the main arguments. The dome seeing, one of the main contributions to total seeing, is proportional to the temperature gradients between primary mirror, dome temperature and external temperature, thus knowing in advance the temperature close to the ground is fundamental to minimize the thermal gradients and, as a consequence, the dome seeing. The wind speed close to the ground is the main cause of vibrations of the telescope mirrors. The noise produced by the wind bursts is one of the main causes of error introduced in the AO systems. This effect is mostly visible when the wind hits frontally the mirrors, while it is minimal when hitting laterally. Precise knowledge in advance of the wind direction helps in selecting the suitable part of the sky used for observations, in order to minimize the impact of strong winds on AO systems. Also wind direction is known to be well correlated to seeing conditions. The relative humidity forecast is very useful to be able to close the dome when the RH reaches values larger than the fixed threshold. Of course all these elements, joint with the forecast of the optical turbulence (not analyzed in this paper), will contribute to optimize the scheduling of telescope observations and the telescope scientific outputs.
The ALTA Center is integral part of the new strategy conceived by the LBT Observatory (LBTO) to optimize the science operations of the LBT telescope in the near future (Veillet et al. 2016) . The ALTA project commissioning is articulated in different phases. We intend here with the term 'commissioning' the validation of model forecasts or, equivalently, the estimate of the model performances in predicting specific parameters. Results contained in this paper are basically a certification of how good or bad are the model performances with respect to the atmospheric parameters close to the ground. Users and staff responsible for the LBT scheduling can now take advantage of the forecasts of the atmospheric parameters knowing the model performances.
The numerical models used in the ALTA project to forecast the atmospheric paramaters are the Meso-Nh (Lafore et al. 1998 ) model developed by the Centre National des Recherches Météorologiques (CNRM) and Laboratoire d'Aérologie (LA) and the Astro-Meso-Nh module (Masciadri et al. 1999) which is used to provide forecasts of OT parameters. We limit in the context of this paper to the first one.
Among the first studies in using of non-hydrostatic mesoscale models in forecasting atmospheric parameters close to the surface for astronomical applications we highlight (Masciadri et al. 2001; Masciadri 2003) . At that epoch it was particularly relevant the employment of subkilometric horizontal resolutions in the simulations (in the context of the astronomical applications). More recently further attempts followed with the same mesoscale model MesoNh (Lascaux et al. 2009 ) above the Antarctic plateau of Dome C and with the WRF model (Giordano et al. 2013) 2 above Roque de los Muchchos. More recently, forecasts of atmospheric parameters was part of a large validation campaign conducted within the MOSE project, commissioned by the European Souther Observatory (ESO) and applied to Cerro Paranal and Armazones in Chile using the MesoNh model Masciadri et al. (2013) . In that context a detailed study has been carried out on the performances of the MesoNh model in forecasting the most important atmospheric parameters close to the ground (Lascaux et al. , 2015 . For the first time an exhaustive statistical analysis including statistical operators such as the percent of correct detection and the probability of detection in specific ranges of values has been presented putting in evidence excellent model performances (at our knowledge the best ever achieved in this field) for basically all the parameters.
In this work we aim to perform a model validation study of the surface atmospheric parameters calculated on a sample of 144 nights uniformly distributed between 2014 and 2015. We intend to use the same strategy used for Lascaux et al. (2015) but on a different site. This is the first study on the performances of a non-hydrostatic mesoscale model applied to an astronomical site in which the model is already running in an operational system. Besides, we present a characterization of the surface layer atmospheric parameters above the site of LBT. At our knowledge there are no published results in the literature and this is a fundamental first step for our analysis.
In Section 2 we give an overview of the LBT site, measurements characteristics, sample selection criteria and model setup. In Section 3 we present a synthesis of the climatological analysis of the surface atmospheric parameters: temperature, relative humidity, wind speed and direction. In Section 4 we describe the strategy of the statistical analysis performed in this study. In Section 5 we show the results of the model validation study, in terms of statistical operators and contingency tables. In Section 6 we draw the conclusions and perspectives.
NUMERICAL ANALYSIS OVERVIEW

Observations
Measurements used as a reference are obtained from the weather stations positioned on two masts placed above the telescope dome and afterwards stored in the telemetry of LBT. Fig. 1 shows telescope and the associated weather station instruments. The LBT dome has a flat roof that is 53 m high above the ground. The mast labeled "FRONT" is positioned on the front side of the dome, facing the telescope line of sight direction. This mast has only one anemometer measuring wind speed and wind direction, placed at a height of 3 m above the roof (i.e. 56 m above the ground). The second mast labeled "REAR" is placed on the rear side of the dome and is equipped with an anemometer, at 5 m height above the roof (i.e. 58 m above the ground), and a set of sensors measuring temperature, relative humidity and pressure, placed at 2.5 m above the roof (i.e. 55.5 m above the ground). The weather station send data to the telemetry streams approximately each second, which are stored in the LBT archive. We checked that REAR and FRONT anemometer provide the same measure for the wind direction, thus for this specific parameter we used measurements coming from the REAR anemometer for the analysis presented in this paper. In the case of the wind speed we detected discrepancies between the two sensors, depending on the direction of the incoming wind. We could conclude that this was due to the position of the anemometers relative to the LBT roof and we found a method to disentangle the biased measurements and to discard them. We have been forced therefore to use both FRONT and REAR sensors to reconstruct a reliable measure of this parameter. In Section 5.3 we discuss the actual procedure for the wind speed measurements selection.
Sample selection
To validate the model we selected a rich sample of 144 nights uniformly distributed between 2014 and 2015. This sample is rich enough to be statistically significative and permits us to perform a reasonable number of simulations with an homogenous model configuration. The selection criterion was therefore the following: starting from 2014/01/01, we selected a date every roughly 5 days with the full night data available. In cases were the telemetry data were missing, we selected the closest night with the full night data available. This criterion permitted us to have around six nights for each month. The selected dates are reported in Table 1 . We observed that the telemetry archive presented some lack of measurements here and there mainly due to temporary failures of the sensors. Telemetry streams have flags which signal if the corresponding instrument is working and online, however when the night sample was already selected we noticed that there were cases in which the instrument was clearly malfunctioning while the corresponding flag was signaling it was working properly. Specifically we had to remove one night from the relative humidity measurements sample, 5 nights from the wind speed sample and 8 nights from the wind direction sample. We refer to Table 2 for the number of nights used to validate each atmospheric parameter considered in this analysis. Besides we noticed that the relative humidity values extracted from telemetry were distributed between a minimum of 4% to a maximum of 104% (exact numbers). Values larger than 100% are obviously not realistic. We do not know which is the cause of this problem. We therefore considered two cases in our analysis. In case A we assume that the sensor has a bias of + 4% and we therefore subtract to all measurement 4%. In case B we simply disregard all measurement between 100% and 104%. In both cases measurements are included in the interval [0%, 100%] 3 .
Model configuration
The numerical model used to produce the forecasts of the aforementioned parameters is Meso-Nh 4 , which is an atmospheric nonhydrostatic mesoscale model that simulates the 3 For completeness beside cases A and B we might assume a case C in which the problem causing a RH larger than 100% might affect also the other measurements in an unknown way. However this should be equivalent to assume that all measurements are not reliable at all. This does not seems to be the case as we will see later. 4 http://mesonh.aero.obs-mip.fr/mesonh/ time evolution of weather parameters in a three-dimensional volume over a finite geographical area. The coordinates system is based on Mercator projection, which is most suitable at low latitudes as in the LBT case, while the vertical levels use the Gal-Chen and Sommerville coordinate systems (GalChen & Sommerville 1975) . The model filter acoustic waves thanks to an anelastic formulation of hydrodynamic equations. Simulations are made using a one-dimensional mixing length proposed by Bougeault and Lacarrere (Bougeault & Lacarrere 1989 ) with a one-dimensional 1.5 closure scheme (Cuxart et al. 2000) . The exchange between surface and atmosphere is computed with the Interaction Soil Biosphere Atmosphere -ISBA scheme (Noilhan & Planton 1989) .
The model is initialized with forecast data provided by the European Center for Medium Weather Forecasts (ECMWF), calculated with their hydrostatic General Circulation Model (HRES) extend on the whole globe, with an horizontal resolution of 16 km 5 . The Meso-Nh model initialization starts each night at 00:00 UT (i.e. 17:00 MST) and the Meso-Nh model is forced every six hours with new date from the ECMWF. We simulate a total of 15 hours up to 15:00 UT (i.e. 08:00 MST) in order to completely cover the night time period of Mt. Graham. This is exactly the procedure used in the operational configuration.
The Mt. Graham site of LBT is located at coordinates [32.70131, −109.88906] , at an height of 3221 m above sea level (a.s.l.). We used a grid-nesting technique (Stein et al. 2000) , that consists of using different imbricated domains, described in Table 3 , with digital elevation model (DEM, i.e. orography) extended on smaller and smaller surfaces having a progressively higher horizontal resolution. This procedure consents to achieve a high horizontal resolution, using the same vertical grid resolution, on a sufficiently small region around the summit of interest to provide better model predictions at the specific site. Each domain is centered on the LBT coordinates. A graphic representation of the model domains is given in Fig. 2 . Lascaux et al. (2013) proved that an horizontal resolution of 100 m is necessary at Cerro Paranal and Cerro Armazones to reconstruct wind speed close to the ground when the wind speed is strong. In our study we compare the results obtained with 500 m resolution with the ones obtained with 100 m resolution for the wind speed to verify if similar conditions are found also above Mt. Graham. In the case of the other atmospheric variables (temperature, relative humidity, wind direction), we used a resolution of 500 m that is sufficient to reconstruct reliable values of these parameters.
For what concerns the orography on domains 1 and 2, we used the GTOPO 6 DEM, with an intrinsic resolution of 1 km. In domains 3 and 4 we utilized the SRTM90 7 DEM (Jarvis et al. 2008) , with an intrinsic resolution of approximately 90 m (3 arcsec). The resolution is obviously defined at the end by the number of grid-points of the atmospheric model therefore 500 and 100 meters in our case. For all the couples of imbricated domains we uses a twoway interacting grid-nesting, in which the interface between Figure 1 . Large Binocular Telescope dome scheme with reported weather mast locations. We report also the model levels K=2,3,4 with the corresponding heights. outer and inner domain has a bidirectional interaction. This allows the atmospheric flow between each domain to be in constant thermodynamic equilibrium with the outer one, consenting for the propagation of gravity waves through the whole area mapped by the simulation independently on the specific domain.
The simulation has 54 physical vertical levels on each domain, with the first grid point set to 20 m above ground level (a.g.l.), and a logarithmic stretching of 20% up to Table 3 . The black dot in the center of each domain corresponds to the position of LBT, while the color scale represents the orography elevation.
3.5 km a.g.l following Eq.1:
From this point onward the model uses an almost constant vertical grid size of ∼ 600 m up to 23.57 km, which is the top level of our domain. As reported in section 2.1, LBT weather stations are positioned ∼ 55-58 m above ground, and this corresponds to the third physical Meso-Nh level (K=4, Fig. 1 ) spanning the interval m at LBT site coordinates. The model output for each level from the innermost model is representative of the whole interval spanned by the level itself. The model has been configured in order to give access to the temporal evolution of the surface parameters calculated on the summit (LBT location) with a temporal frequency equal to the time step (order of a few seconds) of the innermost domain.
CLIMATOLOGIC CHARACTERIZATION OF THE SURFACE LAYER ATMOSPHERIC PARAMETERS
We report in this section the climatology distributions of the atmospheric parameters (temperature, wind speed and direction, relative humidity) in the surface layer at the summit of Mt. Graham. At our knowledge there are no published results on the characterization of these parameters above Mt.Graham. This should be therefore the first one in this respect. We report the cumulative distribution and histogram for each parameter, either for the full 2014-2015 years (730 nights) considered in this analysis ( In Fig. 3 we observe that temperature distribution has two distinct peaks at around ∼ 10
• C and ∼ 1 • C. By observing the partial temperature distributions in Fig. 4 and 5 relative to summer and winter, we can easily detect that the two temperature peaks are related to the median temperature in summer and winter respectively. However in Fig. 5 it is evident that there is a secondary small peak at around ∼ 1
• C meaning that even in summer time there are events where outside temperature is near or below the freezing point. The relative humidity (RH) distribution show that there are numerous events, both in summer and winter, where the values are near ∼ 100%, mostly related to rainy events. However the driest season is winter, while summer tend to have a more flat distribution of relative humidity values. Median value of RH on the whole year is 47.8%, in winter is 42.1% and in summer is 52.1%. Regarding the wind speed distribution, we observe that the median value on the whole year is 6.5 ms −1 while in winter is ∼ 7.5 ms −1 and in summer is ∼ 5.6 ms −1 . The percent of cases where wind speed is larger than 15 ms −1 is 6% (with no major differences between winter and summer) and those larger than 20 ms −1 is 1%. The wind direction distribution does not show much seasonal variability. From its distribution we observe that strong winds (above 10 ms −1 , those most critical for astronomers) are mainly coming from south-west direction, however there is always a chance to observe strong wind from all directions.
STRATEGY OF ANALYSIS
As already done in recent studies (Lascaux et al. , 2015 on Cerro Paranal and Cerro Armazones 8 we decided to perform a moving average over a 1-hour time window, from 30 minutes before to 30 minute after, both on measurements and numerical forecasts. This operation allows for the filtering of fast frequencies and consents us to estimate the model performance over the slower-moving trends, which are of interest for the telescope operation and planning. Data were then resampled over 20-minutes intervals. Such a value has been selected because the time required to switch a beam from an instrument to another one (or to a program to another one) is typically of the order of 20 minutes. It makes therefore no sense to use a higher frequency. We highlight the fact that, even if we calculate a moving average that smooth out the high frequencies it is extremely important to have an high frequency output from the model (as it is our case) instead of treating outputs with a temporal sampling of 1 hour (as is the case in many studies in the literature) since it allows for a more reliable estimate of the atmospheric quantities over the selected time window. Finally, we selected only values contained between sunset an sunrise hours, computed with ephemerids 8.0% 6.0% 4.0% 2.0% 0.0% 2.0% 4.0% 6.0% 8. 8.0% 6.0% 4.0% 2.0% 0.0% 2.0% 4.0% 6.0% 8. 8.0% 6.0% 4.0% 2.0% 0.0% 2.0% 4.0% 6.0% 8. tables for each date.
In Table 4 we report the total sample size (number of couples of points (pi,sim, p i,obs )) considered for each atmospheric parameter, once the procedure described in this section was applied. For the wind direction we considered different samples in which we filtered out values which corresponds to associated wind speeds lower than 3, 5 and 10 ms −1 (see discussion in Section 5.4).
The validation procedure used in this paper, similarly to what has already been done for ESO telescope sites by (Lascaux et al. 2015) , followed two different statistical approaches. First we computed the classical statistical operators bias, RMSE and σ, defined as follows:
where Xi are the individual observations and Yi the individual numerical forecasts calculated at the same time index i nd N being the total sample size. From the above quantities we deduce the bias-corrected RMSE (σ):
The previously defined indicators provide us a global information on the statistical and systematic errors of the model.
In order to refine the statistical analysis and have a more practical estimate of the model score of success, we proceeded to perform also a different analysis based on contingency tables, which are able to provide us complementary informations, with respect to the above statistical operators, on the reliability of the model in a realistic use-case scenario. A contingency table is a method to study the relationship between two or more categorical variables and provide multiple statistical operators: the percent of correct detection (PC), the probability to detect a parameter within a specific range of values (PODi) and the probability of extremely bad detection (EBD). We refer to Lascaux et al. (2015) for an exhaustive discussion on contingency tables and definition of all these statistical operators. For temperature, wind speed and relative humidity we decided to use as categories the tertiles of the cumulative distribution of these parameters (3×3 contingency tables) in which the thresholds are the tertiles of a climatological analysis performed on measurements (see Table 5 ). An exception was made for the wind direction, which was divided into quadrants defined as follows: North=[315
• ] (4×4 contingency table). As can be seen in Section 5 the selected sample of nights (144) on which we performed the model validation cover all the conditions revealed by the climatological analysis. In other words there are no biased effects.
MODEL VALIDATION
In this section we report the results obtained with the procedure described in section 4. The validation is performed over the full sample of nights distributed over the whole two years 2014-2015, with actual sample sizes for each parameter reported in Tables 1 and 2 . Here we report the RMSE, bias and σ obtained on the whole sample as well as the contingency tables with associated PC, PODs and EBDs values. The cumulative distributions of RMSE, bias and σ errors obtained considering each single night are reported in appendix A. When not otherwise specified, model outputs are taken from the vertical level K=4 (see Fig. 1 ), which is representative of the weather masts positions and in the grid point correspondent to the summit of Mt. Graham in the innermost domain having a horizontal resolution of 500 m for temperature, RH and wind direction and a resolution of 100 m for the wind speed.
Temperature
In Fig. 6 is reported the scattering plot between observations and simulations calculated on the sample in Table 2 . We can observe that all the statistical operators are well below the degree Celsius (bias = 0.42
• C, RMSE = 0.99
• and σ = 0.9
• C) and this indicates an excellent model performances. Table 6 is the contingency table obtained for the temperature parameter where the thresholds are the climatological tertiles defined in Table 5 . We observe that the model has an impressive PC=91.7% and a zero EBD, as well as excellent PODi (between 84% and 99%). These results confirm an excellent model performance similar to what we found in a recent study carried out above Cerro Paranal on a sample of 129 nights (Lascaux et al. 2015) .
If we consider a sample of bias, RMSE and σ calculated for each night and we calculate the cumulative distribution (see Annex A) we observe that the median value of the bias, RMSE and σ of the temperature is well below the degree Celsius too. This means that also if we look at the problem from the single nights perspective, the results are equivalently good.
If we consider the two separate sub-samples of summer and winter time we find an equivalent good model performances. Fig. B1 and Fig. B2 (left panel) in Annex B show the scattering plots of temperature in summer and winter time, while Table B1 and Table B6 show the contingency tables calculated using, as thresholds, the tertiles associated to the respective sub-samples. We can observe that the model performances remain good with no major differences observed in the two periods of the years. PODi are well above 80% with the unique exception of POD2 in summer that is 70.1% that is in any case still very good.
Relative humidity
Relative humidity (RH) is the ratio (expressed in percentage) of the mixing ratio w to the saturation mixing ratio ws with respect to water at the same temperature and pressure: RH = w ws × 100. Fig. 7 reports the scattering plot of RH on the sample in Table 2 , as done for the temperature. Values of bias = -2.4%, RMSE = 14.0% and σ = 13.8% can be considered absolutely satisfactory. The points are well distributed along the regression line passing by the origin. We note that the dispersion of the cloud points increases with RH values. If we look at the contingency tables (Table 7) we observe a good global PC=71.8% and EBD=0.3%. For what concerns the PODi we find good values for POD1 = 74.4% and POD2 = 79.6%. POD3 decreases to 61%. This matches with the increasing dispersion of the scattering plot for large RH (see Fig. 7 ). We note that POD3 is the most interesting from an astronomical point of view. Astronomers are indeed interested in knowing when the RH is higher than the threshold that permits to keep open the dome for observations. In spite of a more modest performance 61% is still well above the 33% value of the random case. We highlight that these results have been obtained considering the case A (see Section 2.2). We verified that the case B provides negligible differences in results on the scattering plots and contingency table. The only interesting thing is that POD3 is 56.2% instead of 61%. In conclusions POD3 is in the [56.2%-61%] range. We observe that the rich sample of 144 night provides a much better result [56.2%-61%] with respect to what we had found in a preliminary study ) in which POD3 calculated on a small sample of 22 nights was 30%.
If we consider a sample of bias, RMSE and σ calculated for each night and we calculate the cumulative distribution (see Annex A) we observe that the median value of the bias, RMSE and σ are as good as those obtained on the whole sample.
Looking at the scattering plots of the sub-sample of summer and winter ( Fig. B1 and B2 , second panel) we do not observe any substantial difference between the periods. Also the contingency tables (Table B2 and Table B7 ) in summer and winter confirm a substantial equivalent behavior of the model with similar performances. POD3 in summer is 62.8% and in winter is 59.4% (while POD3 is 61% on the total sample).
Wind speed
While studying wind speed measurements, we discovered that FRONT and REAR anemometers tend to give significantly different measurements in some cases. Wind speed values tend to disagree when wind is coming from specific directions: if the wind is coming from the front of the telescope, the REAR anemometer tends to give a lower wind speed value with respect to the FRONT one, while the opposite is true if the wind is coming from the back of the telescope. We report in Fig. 8 (left side) the observed wind speed behaviour for the test night of 14/03/2016 UT. It is evident that when the telescope orientation (azimuth) is coincident with the measured wind direction, so that the wind is coming from the front of the telescope, the wind speed measured on the REAR anemometer suddenly drops more than 5 ms −1 . Also, the wind speed predicted by the model tends to agree with the anemometer which is facing the incoming wind direction. We interpreted this evidence as the proof of a drag effect that slows down the wind passing over the dome. Thanks to the above finding, we looked for a criterion to select wind speed measurements to be used in this validation study: the idea is that wind speed is taken from the FRONT anemometer if wind is coming within a specific incident angle α (measured by the telescope anemometers) with respect to the telescope orientation (azimuth), otherwise the measure is taken from the REAR anemometer (see Fig. 9 -left side). To identify the width of this specific angle we selected different angle apertures from which to select FRONT anemometer measures and we looked for when the RMSE was minimum (see Fig. 9 -right side). We observed that there is a saturation effect between an aperture of α = 60
• (±30
• from the telescope 
azimuth) and α = 140
• (±70 • from the telescope azimuth) where the RMSE, with respect to the model outputs, is minimum. We also observed that selecting any value of α within the range [60
• ] does not significantly change the values of the other statistical indicators used in this paper. For this reason, we decided to select FRONT wind speed measurements if the incident angle of the wind is within α = 60
• with respect to the telescope azimuth, otherwise we select the REAR measurements.
While other parameters were all computed at 500 m horizontal resolution (see Table 3 ), in this section we report the results of the wind speed (measured with the criterion explained above) computed with two different horizontal resolutions on the sample reported in Table 2 . In the left panel of Fig. 10 we report the scatter plots computed with 500 m horizontal resolution, in the right panel the plot computed with 100 m horizontal resolution. We observe that the overall result is slightly better at 500 m resolution, with negligible bias = -0.2 ms −1 , RMSE = 2.4 ms −1 and σ = 2.4 ms −1 , while at 100 m resolution the bias=0.7 ms −1 is slightly larger, yielding an RMSE = 2.7 ms −1 and σ = 2.6 ms −1 . However, as explained in section 2.3 and in Lascaux et al. (2015) , it is evident that the results at 500 m resolution tend to underestimate strong wind speeds (larger than 10 ms −1 ). The above result is confirmed in the contingency tables 8 and 9, which reports the results obtained with 500 m and 100 m resolution respectively. In both cases we obtain a good global PC 65%. At 500 m resolution we have a higher performance at low-medium wind speeds, with POD1=67.2% and POD2=57.9%, while at 100 m resolution the performance is POD1=61.0% and POD2=42.3%. The result is reversed in the strong wind case, with a good POD3=72.3% at 500 m resolution that increases to an excellent POD3=87.5% at 100 m resolution. This is a logic result because it tells us that the higher resolution starts to Wind speed RMSE (m/s) Scaling of RMSE with α Figure 9 . Left: Wind speed selection scheme. Wind speed is taken from the FRONT anemometer if wind is coming within incident angle α with respect to the telescope orientation (azimuth), otherwise the measure is taken from the REAR anemometer. Right: RMSE between model outputs and wind speed measurements with respect to the total angle α.
play an important role when the wind speed is strong. We must also notice that in both cases the weaker performance reported in the POD2 is influenced by the fact that the interval between the first and second tertile is 3.6 ms
which is just slightly larger than to the RMSE values.
Since the most interesting application, from an astronomical point of view, is to correctly predict ground-layer strong winds that would affect telescope operations, we definitely need 100 m horizontal resolution to obtain the best performance. However, since low wind speeds are better modelled by a 500 m horizontal resolution model, in the operative setup we will end up using a mixed strategy of forecast, which will display results obtained with the 100 m resolution only in those nights characterized by strong wind speed. A test done on the sample we analyzed in this paper tells us that a good strategy should be to take as a threshold 8.5 ms −1 (second tertile of the wind speed distribution in Fig. 3 ). When the wind speed of the night is larger than this threshold we take the result of the model run at 100 m resolution, when the wind speed is lower we take results obtained by the model at 500 m resolution. In the operational procedure, we run, indeed, both models in sequence and we display the results from the 100 m or 500 m resolution wether the wind speed value from 100 m resolution is larger or weaker than 8.5 ms −1 . With the threshold at 8.5 ms −1 we obtain a POD1=65.7%, POD2=45.0% and POD3=84.8% that provides us an excellent POD3. Also for the wind speed we confirm the good model performances already observed above Cerro Paranal (Lascaux et al. 2015 ).
If we consider a sample of bias, RMSE and σ calculated for each night and we calculate the cumulative distribution (see Annex A) we observe that the median values of the above parameters are lower than the the ones obtained on the whole sample. We obtain a median bias=0.2 ms −1 , a media RMSE=2.0 ms −1 , a median σ=1.6 ms −1 . From the distributions we observe that the nights in which the RMSE is larger than 4 ms −1 are less than 5% of the total, with rare events (less than 1%) in which the RMSE is larger than 6 ms −1 .
Looking at the scattering pots of the sub-sample of summer and winter ( Fig. B1 and B2 , third panel) we do not observe any significant seasonal difference. Also the contingency tables (Table B3 , B4, B8 and B9) in summer and winter confirm an equivalent good behavior of the model with similar performances. 
Wind direction
In this analysis, we use the wind direction angle convention with respect to the geographical north, counting clockwise (0 • =North, 90
• =East). We compared observed and simulated wind direction on different samples from which we filtered out all those measurements below a certain threshold, in order to compare model performances under different conditions. It is known indeed, that, when the wind speed is weak the dispersion of the wind direction is high and it is harder to reconstruct the right wind direction. If we think about the realistic scenarios, from an astronomical point of view we are more interested in knowing the accuracy of the model in forecasting wind directions when the wind speed is high, because this impacts on telescope operations and instrument performances. In this paper we decided to analyze the model performances with three different wind speed thresholds: 3 ms −1 , 5 ms −1 and 10 ms −1 . The first threshold correspond to negligible wind speed values, the second one is more or less close to the median value of the wind speed (6.5 ms −1 ) while the last threshold corresponds to moderately high wind speed values. The total sample size in nights for the wind direction is reported in Table 2 , while in Table 4 is the total sample size in data points, once the wind speed filter is applied.
As introduced in Lascaux et al. (2015) , we calculated another statistical quantity RM SE rel = RM SE 180 • × 100 i.e. the relative error of the RMSE calculated with respect the the worst possible prediction (reversed by 180
• ).
In Fig. 11 we report the scatter plots obtained for the three different wind speed filters. In all cases results are extremely good with a maximum RMSE rel = 16.9%. Besides, we observed that, as expected, the larger is the threshold on the wind speed, the better is the model performance. If we consider the threshold of 10 ms −1 we find an excellent RMSE rel = 8.8%. Table 10 report the contingency table computed for the first threshold (wind speed less than 3 ms −1 , the same used for Cerro Paranal) that permits us to discard just the very low wind speed values: the performance level is extremely good, with a global PC=75.4% and PODs in the four wind quadrants ranging from 67.0% to 81.5%. In table 11 we show the computed contingency table statistical indicators with the three different wind speed filters. Raising the filter from 3 ms −1 to 10 ms −1 we see that EBD rapidly drops to zero, while PC raises up to 80.5% for wind speeds greater than 10 ms −1 . In the case of strong winds we are able to obtain excellent PODs which ranges from 71.8% to 97.5%. If we consider that the wind speed comes mainly from South-West (see the wind rose Fig. 3) we deduce that the model performances are within 71.8% and 87.7% if we consider the threshold at 10 ms −1 and within 67% and 80% if we consider the threshold at 3 ms −1 .
The model seems to perform slightly worse for wind directions coming from South, however this is due to the fact the the wind rose distribution (Fig. 3) shows that a significant portion of the winds come from an angle which is near the intersection of the West and South quadrants. If we rotate the division of quadrants of 45
• and we consider SouthEast=[90
• ] we obtain in these quadrants a POD of 76.6% and 85.5% respectively and a similar global PC=79.2%, with a wind speed threshold of 3 ms −1 . The PODSW that corresponds to the sector with the highest frequency of the wind has therefore an excellent 85.5%.
By observing the cumulative distributions of bias, RMSE and σ computed over each single night, in Annex A, computed with a wind speed threshold of 3 ms −1 , we observe that the median RMSE=22
• and σ=15
• are much lower than in the ones obtained over the whole sample.
By looking at the scattering pots of the sub-sample of summer and winter ( Fig. B1 and B2 , fourth panel, Annex B) we observe that the model performances are definitely better in winter time than in summer time. RMSE rel =21% in the summer season and an RMSE=13% in the winter season. This is due to the fact that the winter season (see Fig. 5 ) has much stronger winds than the summer season (see Fig. 4 ) and the it is easier for the model to well reconstruct the wind direction when the wind speed is strong. This, as observed in table 11, produces a statistics which is more favorable to model predictions.
CONCLUSIONS
In this paper we presented the results of the validation study on the operational forecast system being developed for LBT, as part of the ALTA project, performed on a large 144 nights test sample uniformly distributed over the 2014-2015 solar years. The test was performed on the atmospheric parameters (temperature, relative humidity, wind speed and direction) near the ground level using, as a reference term, the telemetry data feed by the weather stations installed on the telescope dome. We used the Meso-Nh model with gridnesting technique and an horizontal resolution of the innermost domain of 500 m and 100 m, the latter being essential in well reconstructing the wind speed in the case of strong winds. The results obtained in this validation study are extremely good and satisfactory and absolutely comparable to those obtained above Paranal and Armazones. Different statistical operators have been used (bias, RMSE and σ) and more sophisticated operators derived from the computation of the contingency tables i.e. the percent of correct detection (PC), the probability to detect the value of a parameter inside a specific range of values (POD) and the probability to have an extremely bad detection. The validation of the forecasting system refers to the operational configuration of the model used in the ALTA project. We summarize here the most relevant results:
(i) The model has an excellent degree of reliability in reconstructing the temperature, with bias, RMSE and σ below one degree Celsius. We obtained an excellent PC=91.7% and all PODi are between 84% and 99%.
(ii) The model shows good performances in reconstructing the relative humidity. We find a very satisfactory bias (bias=-2.36%), RMSE 14% and a σ = 13.8%. Besides the PC=71.8% is good too. The most critical PODi for the RH is POD3 that is the probability to detect a RH larger than the second tertile. We obtained a POD3 = 61%. The model correctly discriminate the weak and the strong values of RH. We would like in the future to improve the dispersion in the every high values of RH but the present result is already more than satisfactory.
(iii) The model shows good performances in reconstructing the wind speed with an RMSE ranging from 2.4 ms −1 to 2.7 ms −1 , depending on the horizontal resolution (500 m or 100 m). We observed that the resolution of 100 m is necessary only when the wind speed is large ( > = 8.5 ms −1 ) otherwise 500 m can provide even better results. We conceived therefore a hybrid treatment of the model outputs that consider the model outputs from the run having the highest resolution of 500 m when the average of the wind speed of the night is below 8.5 ms −1 and a resolution of 100 m when it is larger than 8.5 ms −1 . With such a hybrid configuration we obtained a very satisfactory PC 65%, POD1 = 65.7%, POD2 = 45% and POD3 = 84.8%. We highlight that POD3 is the most important result for observational applications, being the strong wind case the critical one for telescope operations. We conclude that model performance is excellent in this respect.
(iv) Also the results obtained for the wind direction are very satisfactory, with an RMSE rel =16.9% if we consider all data with wind speeds greater than 3 ms −1 . Besides we observed that RMSE rel can arrive to 8.8% if we consider all data with wind speed larger than 10 ms −1 . This means that the higher is the wind speed, the better is the reconstruction of the wind direction by the model. Values of PC and PODi improve also passing from a filtering of 3 ms −1 to 10 ms −1 with the best PC=80.5%. PODi in all the four quadrants are excellent with values always larger than 72% and, when we filter out wind speed lower than 10 ms −1 , model performances achieve percents larger than 90% (see Table 11 ). In particular, the PODSW related to the most interesting quadrant from which the wind comes more frequently (South-West) is an excellent 85.5%.
Next step of our investigation for the ALTA Center project will be to use the Astro-Meso-Nh model in its most recent version Masciadri et al. (2017) to forecast the optical turbulence at LBT. We will take advantage of measurements related to an extended site testing campaign Masciadri et al. (2010) providing a vertical stratification of the optical turbulence on the whole 20 km above the ground in which a new technique for high-vertical resolution close to the ground Egner & Masciadri (2007) was employed. A study (Hagelin et al. 2011 ) done with a previous version of the Astro-MesoNh model, has already shown promising perspectives in that context. The Astro-Meso-Nh as well as the strategy evolved since there. The model requires therefore to re-clibrated and re-validated in this perspective. 1st Quartile = 4.6 % MEDIAN = 6.7 % 3rd Quartile = 9.8 % 
APPENDIX B: SEASONAL VALIDATION
In this section we report the same validation study discussed in section 5, performed on the subsample of nights from April to September (summer) and in the subsample from October to March (Winter). This is done in order to give the partial validation against the seasonal variation. We refer to the discussion about each parameter in section 5 for the specific methods used to validate the model. Here we report only the scatter plots and contingency tables obtained for each parameter in the specific seasonal subsample. Reported seasonal variations show a relevant difference for what regards wind direction, where the model performs better during winter time. This is eventually due to the fact that during winter wind speed is significantly higher (see figures 4 and 5), which in turns reflect on the capability of the model in reconstructing the wind direction, as already discussed in section 5.4. This paper has been typeset from a T E X/L A T E X file prepared by the author. Sample size = 2315; PC=62.5%; EBD=1.5% POD 1 =55.6%; POD 2 =51.1%; POD 3 =77.9% Figure B1 . Scatter plots computed for each parameter in the summer subsample (April-September). Wind speed is computed at 100 m horizontal resolution. Figure B2 . Scatter plots computed for each parameter in the winter subsample (October-March). Wind speed is computed at 100 m horizontal resolution. 
