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Filtering of stationary
Gaussian statistical experiments
V.S.Koroliuk, D.Koroliouk
Abstract. This article proposes a new filtering model for stationary Gaussian Markov
statistical experiments, given by diffusion-type difference stochastic equations.
Key words: difference stochastic equation, discrete Markov diffusion, filtering equa-
tion, statistical estimates, filtering error.
1 Stationary statistical experiments
The statistical experiment (SE) is defined as the averaged sums:
SN(k) =
1
N
N∑
r=1
δr(k), k ≥ 0, (1)
in which the random variables δr(k), 1 ≤ r ≤ N , k ≥ 0, are equally distributed and
independent for each fixed k ≥ 0, which take binary values 0 or 1.
In particular, let us consider
δr(k) = I(A) =
{
1, if event A occurs;
0, if event A does not occur.
, 1 ≤ r ≤ N , k ≥ 0.
In this case, the random amount SN(k), k ≥ 0, describes the relative frequencies of
presence of the attribute A in a sample of fixed volume N at each time instant k ≥ 0.
Introducing the normalized fluctuations ζN(k) :=
√
N(SN(k) − ρ), where ρ be the
equilibrium of SE [1, 2], one gets an important representation of SEs.
Namely, some natural conditions [3, Proposition 5.2], the SE (1) has the following
diffusion approximation:
∆ζ(k + 1) = −V ζ(k) + σ∆W (k + 1) , 0 ≤ V ≤ 2 , σ ≥ 0, (2)
where the increments ∆ζ(k + 1) := ζ(k + 1) − ζN(k) and ∆W (k + 1) are the standard
normally distributed martingale - differences. The solution of the difference stochastic
equation (2) is called discrete Markov diffusion (DMD) [4].
The next theorem [5] gives the necessary and sufficient conditions of the stationarity,
in wide sense, of the DMD (2).
Theorem 1. (Theorem on stationarity). The DMD (2) is a stationary random sequence
in wide sense if and only if the following relations take place:
Eζ(0) = 0 , Eζ2(0) = Rζ = σ
2/(2V − V 2). (3)
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Now consider a stationary, in wide sense, two-component random sequence(
ζ(k), ∆ζ(k + 1)
)
, k ≥ 0, with the following joint covariances:
Rζ = E
[
ζ(k)
]2
, R0ζ = E
[
ζ(k)∆ζ(k + 1)
]
, R∆ζ = E
[
∆ζ(k + 1)
]2
. (4)
In filtering problem of Gaussian stationary DMD, the equivalence formulated in the fol-
lowing theorem (see [5]) is essentially used.
Theorem 2. (Theorem on equivalence). Let the two-component Gaussian Markov random
sequence
(
ζ(k), ∆ζ(k + 1)
)
, k ≥ 0, with the mean value E[ζ(k)] = 0, k ≥ 0, and the
joint covariances (4) that satisfy the stationarity condition
σ2 =
(
2V − V 2)Rζ . (5)
Then the random sequence
(
ζ(k), ∆ζ(k + 1)
)
, k ≥ 0, is a solution of the stochastic
difference equation (2), that is a DMD.
Proof. By Theorem on normal correlation [6, Th. 13.1], one has:
E
[
∆ζ(k + 1) | ζ(k)] = R0ζR−1ζ ζ(k). (6)
Hence
R0ζ = −V Rζ and R∆ζ = 2V Rζ . (7)
Considering the martingale-differences
∆W (k + 1) =
1
σ
(
∆ζN(k + 1) + V ζ(k)
)
. (8)
Let’s calculate its first two moments.
E
[
∆W (k + 1)
]
=
1
σ
E
[
∆ζN(k + 1) + V ζ(k)
]
= 0, (9)
E
[
∆W (k + 1)
]2
= 1. (10)
Now it remains to prove that, the stochastic part covariations are:
E
[
∆W (k + 1)∆W (r + 1)
]
=
{
1, if k = r,
0, otherwise.
(11)
Suppose for determination, that r < k. Using the Markov property of the sequence (ζ(k),
k ≥ 0, and the relation (9), one obtains:
E
[
∆W (k + 1) | ζ(r), ζ(k)
]
= E
[(
∆ζ(k + 1) + V ζ(k)
)
| ζ(k)
]
= 0. (12)
Theorem 2 is proved.
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2 Filtering of discrete Markov diffusion
The filtering and extrapolation problem is considered by many authors (for ex., [7, 8].
In our constructions of the new filter, we proceed from the following basic principle:
the presence of two normally distributed random sequences implies the presence of their
covariances, which contain information about the filtering.
The task is to estimate the unknown parameters of a stationary Gaussian Markov sig-
nal process α(k) by using the trajectories of the signal (α(k), ∆α(k+1)), and a stationary
Gaussian Markov filtering process (β(k), ∆β(k + 1)), k ≥ 0.
The signal with unknown parameters is determined by the next equation:
∆α(k + 1) = −V0α(k) + σ0∆W 0(k + 1) , k ≥ 0. (13)
The filtering process - by the equation:
∆β(k + 1) = −V β(k) + σ∆W (k + 1) , k ≥ 0. (14)
It is known that the best estimate (in the mean square sense) of the signal (α(k), ∆α(k+
1)), by observing the filtering proccess (β(k), ∆β(k + 1)), coincides with the conditional
expectation
(α̂(k), ∆α̂(k + 1)) = E
[
(α(k), ∆α(k + 1))
∣∣∣∣ (β(k), ∆β(k + 1))]. (15)
The next calculation of filtering matrix Φ β , determined by the conditional expectation
(15), essentially uses Theorem 2 on equivalence and is based on Theorem on normal
correlation by Liptser and Shiryaev.
Theorem 3. The estimate (15) is determined by the filtering equation
(
α̂(k), ∆α̂(k + 1)
)
= Φ β ·
(
β(k)
∆β(k + 1)
)
, (16)
with the filtering matrix
Φ β =
[
1 0
−V0 0
]
RαβR
−1
β . (17)
where
Rαβ := E
[
α(k)β(k)
]
, Rβ := E
[
β2(k)
]
. (18)
Corollary 1. The interpolation of the signal α(k) by observing the filtering process β(k)
is
α̂(k) = Φ 11β(k) , Φ 11 := RαβR
−1
β ;
∆α̂(k + 1) = Φ 21β(k) = −V0Φ 11∆β(k + 1).
Corollary 2. One has the following statistical parameter estimation:
V0 ≈ V T0 = −
Φ T
21
Φ T11
. (19)
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Corollary 3. One has the following statistical parameter estimation:
σα ≈ σTα = ET0 · RTα , ET0 := 2V T0 −
(
V T0
)2
. (20)
Proposition 1. Under the assumption of mutual uncorrelatedness (24), the statistical es-
timates (19)1 – (20) are unbiased and strongly consistent, as T →∞.
Proof of Theorem 3. By the Theorem on normal correlation [6, Th. 13.1], the filtering
matrix introduced in (16) has the following form:
Φ β = RαβR
−1
β , (21)
where
Rαβ :=
[
Rαβ R
0
αβ
R0βα R
∆
αβ
]
, Rβ :=
[
Rβ R
0
β ,
R0β R
∆
β
]
, (22)
and the covariances are defined as follows:
R0αβ := E(α(k)∆β(k + 1)),
R0βα := E(β(k)∆α(k + 1)) , R
∆
αβ := E(∆α(k + 1)∆β(k + 1)),
R0β := E(β(k)∆β(k + 1)) , R
∆
β := E[(∆β(k + 1))
2].
(23)
Under the assumption of mutual uncorrelatedness
E
[
α(k) ·W (k)] = 0 , E[β(k) ·W 0(k)] = 0 and E[W (k) ·W 0(k)] = 0 , k ≥ 0, (24)
the equations (13) – (14) imply the following representations:
R0αβ = −V Rαβ , R0βα = −V0Rαβ , R∆αβ = V V0Rαβ;
R0β = −V Rβ , R∆β := 2V Rβ.
(25)
So the matrix
Rβ =
[
Rβ −V Rβ
−V Rβ 2V Rβ
]
(26)
has the following inversion:
R
−1
β =
[
2V Rβ V Rβ
V Rβ Rβ
]
· d−1β , dβ := (2V − V 2)R2β. (27)
Now let’s calculate the elements of the filtering matrix
Φ β =
[
Φ11 Φ12
Φ21 Φ22
]
(28)
By (21), taking into account (27), one has:
Φ β =
[
Rαβ −V Rαβ
−V0Rαβ V V0Rαβ
]
·
[
2V Rβ V Rβ
V Rβ Rβ
]
· d−1β . (29)
1For the filtering parameter estimation see the Section 4.
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Hence, taking into account the relation dβ := (2V − V 2)R2β , one obtains
Φ11 = RαβR
−1
β ,
Φ21 = −V0RαβR−1β ,
Φ12 = Φ22 = 0.
(30)
So the matrix
Φ β =
[
RαβR
−1
β 0
−V0RαβR−1β 0
]
, (31)
which is equivalent to (17). Theorem 3 is proved.
3 The filtering error
Let’s denote the filtering mean square estimation error
Γ(k) = E
(
α(k)− α̂(k)
)2
+ E
(
∆α(k + 1)−∆α̂(k + 1)
)2
. (32)
By stationarity of the processes α(k) and β(k), k ≥ 0, we shall skip the parameter k
where it is considered possible and convenient.
By the normal correlation theorem [6, Theorem 13.3], the mean square error of the filtering
is expressed as the trace of the following error matrix:
Γ =
[
Γ11 Γ12
Γ21 Γ22
]
= cov[α(k),∆α(k + 1) | β(k),∆β(k + 1)]
= Rα − RαβR−1β R∗αβ = Rα[I− R−1α Rαβ︸ ︷︷ ︸
Φ α
R
−1
β R
∗
αβ︸ ︷︷ ︸
Φ ∗
β
] , ∀k ≥ 0. (33)
Let’s denote Fβk the natural increasing sequence of σ-algebras of events, generated by the
trajectories of the filtering DMD β(k), k ≥ 0. Then the elements of error matrix Γ are
defined as:
Γ11 = E
[(
α(k)− α̂(k))2 | Fβk ],
Γ12 = E
[
(α(k)− α̂(k))(∆α(k + 1)−∆α̂(k + 1)) | Fβk
]
,
Γ21 = E
[
(∆α(k + 1)−∆α̂(k + 1))(α(k)− α̂(k)) | Fβk
]
,
Γ22 = E
[(
∆α(k + 1)−∆α̂(k + 1))2 | Fβk ],
 , ∀k ≥ 0,
and
Rα =
[
1 −V0
−V0 2V0
]
· R2α,
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the covariation matrix Rαβ is defined in (20) and the term Φ β is defined in formula (33).
Let’s calculate the term Φ α.
Φ α = R
−1
α Rαβ =
[
R∆α R
0
α
R0α Rα
]
·
[
Rαβ R
0
αβ
R0αβ R
∆
αβ
]
· d−1α ,
dα := V0(2− V0)R2α.
(34)
So that
Φ α =
[
1 −V
0 0
]
· RαβR−1α . (35)
Next, using (17), one obtains
Φ ∗β = R
−1
β R
∗
αβ =
[
1 −V0
0 0
]
· RαβR−1β . (36)
So
Φ α · Φ ∗β =
[
1 −V
0 0
]
·
[
1 −V0
0 0
]
·R2αβR−1α R−1β =
=
[
1 −V0
0 0
]
·R2αβR−1α R−1β .
(37)
Hence
I− Φ αΦ ∗β =
[
1 0
0 1
]
−
[
1 −V0
0 0
]
R2αβR
−1
α R
−1
β︸ ︷︷ ︸
=:Γαβ
=
=
[
1− Γαβ V0Γαβ
0 1
]
.
(38)
So the filtering error matrix (33) has the following form:
Γ = Rα(I− Φ αΦ ∗β) =
[
1 −V0
−V0 2V0
]
R2α ·
[
1− Γαβ V0Γαβ
0 1
]
=
=
[
1− Γαβ −V0(1− Γαβ)
−V0(1− Γαβ) V0(2− V0Γαβ)
]
· R2α.
(39)
Using the trivial identity 2− V0Γ = 2− V0 + V0(1− Γ), one has:
Γ = R2α · (1− Γαβ) ·
[
1 −V0
−V0 V 20
]
+R2α ·
[
0 0
0 V0(2− V0)
]
. (40)
and considering the stationarity condition σ2
0
= RαV0(2 − V0), one obtains the following
equivalence of (39):
Γ = R2α · (1− Γαβ) ·
[
1 −V0
−V0 V 20
]
+Rα ·
[
0 0
0 σ2
0
]
. (41)
Hence
Γ11 = R
2
α · (1− Γαβ), Γ12 = −V0R2α · (1− Γαβ),
Γ21 = −V0R2α · (1− Γαβ), Γ22 = V 20 R2α · (1− Γαβ) +R2α · (2V0 − V 20 ).
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4 The filtering empirical estimation
In real physical observations, the condition of mutual uncorrelatedness (24) is practically
not satisfied. Therefore, the covariance characteristics (24) should be taken into account
in the covariance analysis of filtering, if they are nonzero. The corresponding correction
terms are subject to estimates, based on the filtering equation (16).
We will explore the best estimate (in the mean square sense), determined by the following
empirical filtering equation:
(
α̂(k), ∆α̂(k + 1)
)
= Φ Tβ ·
(
β(k)
∆β(k + 1)
)
, k ≥ 0, (42)
with the empirical filtering matrix
Φ Tβ = R
T
αβ(R
T
β )
−1, (43)
where
R
T
αβ :=
[
RTαβ R
0T
αβ
R0Tβα R
∆T
αβ
]
, RTβ :=
[
RTβ R
0T
β ,
R0Tβ R
∆T
β
]
. (44)
The following empirical covariances, corresponding to (18) and (23), are used here:
RTαβ :=
1
T
T−1∑
k=0
(α(k)β(k)) , R0Tαβ :=
1
T
T−1∑
k=0
(α(k)∆β(k + 1)),
R0Tβα :=
1
T
T−1∑
k=0
(β(k)∆α(k + 1)) , R∆Tαβ :=
1
T
T−1∑
k=0
(∆α(k + 1)∆β(k + 1)),
RTβ :=
1
T
T−1∑
k=0
(β(k)2) , R0Tβ :=
1
T
T−1∑
k=0
(β(k)∆β(k + 1)),
R∆Tβ :=
1
T
T−1∑
k=0
[(∆β(k + 1))2].
(45)
Note that for one-component correlations one has the representation
R0Tβ = −V RTβ , R∆β := 2V RTβ . (46)
So the factor matrix
R
T
β =
[
RTβ −V RTβ
−V RTβ 2V RTβ
]
(47)
has the following inversion:
(RTβ )
−1 =
[
2V RTβ V R
T
β
V RTβ R
T
β
]
· (dTβ )−1 , dTβ := (2V − V 2)(RTβ )2. (48)
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Supposing that the mutual correlations (24) in reality are not null, the empirical covari-
ances are connected by more complex relations, namely
R0Tαβ = −V RTαβ + σ
1
T
T−1∑
k=0
(α(k)∆W (k + 1)),
R0Tβα = −V0RTαβ + σ0
1
T
T−1∑
k=0
(β(k)∆W 0(k + 1)),
R∆Tαβ = V V0R
T
αβ − σ
1
T
T−1∑
k=0
(α(k)∆W (k + 1))−
− σ0 1
T
T−1∑
k=0
(β(k)∆W 0(k + 1)) + σσ0
1
T
T−1∑
k=0
(∆W (k + 1)∆W 0(k + 1)).
(49)
Taking into account (44) and (47), one has
R
T
αβ =
[
RTαβ −V RTαβ + AT
−V0RTαβ +BT V V0RTαβ + CT
]
(50)
where
AT := σ
1
T
T−1∑
k=0
(α(k)∆W (k + 1)),
BT := σ0
1
T
T−1∑
k=0
(β(k)∆W 0(k + 1)),
CT := −σ 1
T
T−1∑
k=0
(α(k)∆W (k + 1))− σ0 1
T
T−1∑
k=0
(β(k)∆W 0(k + 1))+
+ σσ0
1
T
T−1∑
k=0
(∆W (k + 1)∆W 0(k + 1)).
(51)
Now our task is to express the filtering matrix in the terms of empirical covariances.
By the definition (43) one has
Φ Tβ =
[
RTαβ −V RTαβ + AT
−V0RTβα +BT V V0RTαβ + CT
]
·
[
2V RTβ V R
T
β ,
V RTβ R
T
β
]
· d−1β . (52)
Taking into account the relation dTβ = E(RTβ )2 = σ ·RTβ , one obtains:
Φ T
11
= RTαβ(R
T
β )
−1 + V AT · (σRTβ )−1;
Φ T12 = A
T · (ERTβ )−1;
Φ T21 = −V0RTαβ(RTβ )−1 + V (2BT + CT ) · (σRTβ )−1;
Φ T
22
= (V BT + CT ) · (σRTβ )−1.
(53)
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which one can rewrite in the matrix form as
Φ Tβ =
[
1 0
−V0 0
]
RTαβ(R
T
β )
−1 +
[
V AT AT ,
V (2BT + CT ) V BT + CT
]
(σRTβ )
−1. (54)
The empirical matrix representation (54) contains two terms. The first addendum defines
the filtering matrix under conditions of uncorrelatedness (24) of the stochastic compo-
nents of signal and filter. The second addendum defines additional statistical estimates,
generated by the correlation of the stochastic components of signal and filter.
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