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Abstract
We consider nontrivial finite energy traveling waves for the Landau–Lifshitz equation with easy-
plane anisotropy. Our main result is the existence of a minimal energy for these traveling waves,
in dimensions two, three and four. The proof relies on a priori estimates related with the theory of
harmonic maps and the connection of the Landau–Lifshitz equation with the kernels appearing in
the Gross–Pitaevskii equation.
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1 Introduction
In this work we consider the Landau–Lifshitz equation
∂tm+m× (∆m+ λm3e3) = 0, m(t, x) ∈ S2, t ∈ R, x ∈ RN , (1.1)
where e3 = (0, 0, 1), λ ∈ R and m = (m1,m2,m3). This equation was originally introduced by L. Landau
and E. Lifshitz in [32] to describe the dynamics of magnetization in ferromagnetic materials. Here
the parameter λ takes into account the anisotropy of such material. More precisely, the value λ = 0
corresponds to the isotropic case, meanwhile λ > 0 and λ < 0 correspond to materials with an easy-axis
and an easy-plane anisotropy, respectively (see [29, 25]).
The isotropic case λ = 0 recovers the Schödinger map equation, which has been intensively studied
due to its applications in several areas of physics and mathematics (see [17, 38]). For λ > 0, the existence
of solitary waves periodic in time have been established in [20, 41]. Moreover, Pu and Guo [42] showed
that λ 6= 0 is a necessary condition to the existence of these types of solutions.
In this paper we are interested in the case of easy-plane anisotropy λ < 0. By a scaling argument we
can suppose from now on that λ = −1. Then the energy of (1.1) is given by
E(m) =
∫
RN
e(m) dx ≡ 1
2
∫
RN
(|∇m|2 +m23) dx,
that it is formally conserved due to the Hamiltonian structure of (1.1). If m is smooth, by differentiating
twice the condition |m(t, x)|2 = 1 we obtain m ·∆m = −|∇m|2, so that taking cross product of m and
(1.1), we can recast (1.1) as
m× ∂tm = ∆m+ |∇m|2m− (m3e3 −m23m). (1.2)
Using formal developments and numerical simulations, Papanicolaou and Spathis [40] found in dimensions
N ∈ {2, 3} nonconstant finite energy traveling waves of (1.2), propagating with speed c ∈ (0, 1) along the
x1-axis, i.e. of the form
mc(x, t) = u(x1 − ct, x2, . . . , xN ).
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By substituting mc in (1.2), the profile u satisfies
−∆u = |∇u|2u+ u23u− u3e3 + cu× ∂1u. (TWc)
Notice that if u satisfies (TWc) with speed c, so does −u with speed −c, therefore we can assume
that c ≥ 0. Also, we see that any constant in S1 × {0} satisfies (TWc), so that we refer to them as the
trivial solutions. Since we are interested in finite energy solutions, the natural energy space to work in is
E(RN ) = {v ∈ L1loc(RN ;R3) : ∇v ∈ L2(RN ), v3 ∈ L2(RN ), |v| = 1 a.e. on RN}.
1.1 The minimal energy
Our main theorem is in the same spirit as the result proved by the author for the Gross–Pitaevskii
equation in [9] (see also [2]). Precisely, we show the existence of a minimal value for the energy for the
nontrivial traveling waves.
Theorem 1.1. Let N ∈ {2, 3, 4}. There exists a universal constant µ > 0 such that if u ∈ E(RN ) is
a nontrivial solution of (TWc) with c ∈ (0, 1], satisfying in addition that u is uniformly continuous if
N ∈ {3, 4}, then
E(u) ≥ µ. (1.3)
As noticed in [21] in dimension two, there is no smooth static solution of (TWc), i.e. with speed
c = 0. More generally, we obtain the following result for static waves.
Proposition 1.2. Let N ≥ 2. Assume that u ∈ E(RN ) is a solution of (TWc) with c = 0. Suppose also
that u is uniformly continuous if N ≥ 3. Then u is a trivial solution.
Theorem 1.1 shows that there are no small energy traveling wave solutions in dimensions two, three
and four (assuming that they are uniformly continuous in dimensions three and four). This opens the
door to have a scattering theory for equation (1.1) with λ = −1, similarly to the theory developed for
the Gross–Pitaevskii equation by Gustafson, Nakanishi and Tsai [18, 19].
The one-dimensional case is different. If N = 1, (TWc) is completely integrable and we can compute
the solutions in E(R) explicitly. More precisely,
Proposition 1.3. Let N = 1, c ≥ 0 and u ∈ E(R) be solution of (TWc).
(i) If c ≥ 1, then u is a trivial solution.
(ii) If 0 ≤ c < 1 and u is nontrivial, then, up to invariances, u is given by
u1 = c sech(
√
1− c2 x), u2 = tanh(
√
1− c2 x), u3 =
√
1− c2 sech(
√
1− c2 x).
Moreover, if 0 < c < 1,
E(u) = 2
√
1− c2 and E(p(u)) = 2 sin(p(u)/2),
where p(u) denotes the momentum of u.
We notice that equation (TWc) is invariant under translations and under the action of S
1 by a rotation
around the e3-axis, that is if u = (u1, u2, u3) is a solution of (TWc), so is
(u1 cos(ϕ)− u2 sin(ϕ), u1 sin(ϕ) + u2 cos(ϕ), u3),
for any ϕ ∈ R. Also, if u = (u1, u2, u3)(x) is a solution, so is u = (u1, u2,−u3)(−x). These are the
invariances that we refer to in Proposition 1.3.
We provide the proof of Proposition 1.3 in Section 6, as well as the precise definition of momentum.
The relation E = 2 sin(p/2) is showed in Figure 1. In particular we note that there are solutions of
small energy, but there is a maximum value for the energy and the momentum. We also remark that
Proposition 1.3 provides a solution with c = 0, meanwhile Proposition 1.2 states that this is not possible
in the case N ≥ 2.
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Figure 1: Curve of energy E as a function of the momentum p in the one-dimensional case.
1.2 From Gross–Pitaevskii to Landau–Lifshitz
The results of this paper have been motivated by the numerical simulations in [40], where the authors
determine a branch of nontrivial solutions of (TWc), axisymmetric around the x1-axis, for any speed
c ∈ (0, 1) in dimensions two and three. They also conjecture that there is no nontrivial finite energy
solution of (TWc) for c ≥ 1. For c small, the existence of these traveling waves has been proved rigorously
by Lin and Wei [33]. The branch of solutions is depicted in Figure 2. We see that the curve has a nonzero
minimum, which represents the minimal energy in Theorem 1.1.
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Figure 2: Curve of energy E as a function of the momentum p in the two-dimensional case.
Some properties of the solutions found in [40] are very similar to those of the traveling waves for the
Gross–Pitaevskii equation obtained numerically by Jones, Putterman and Roberts [27, 26] and studied
rigourously in [1, 2, 35]. In fact, if u is a solution of (TWc), the stereographic variable
ψ =
u1 + iu2
1 + u3
,
satisfies
∆ψ +
1− |ψ|2
1 + |ψ|2ψ − ic∂1ψ =
2ψ¯
1 + |ψ|2 (∇ψ)
2, (1.4)
that seems like a perturbed equation for the traveling waves for the Gross–Pitaevskii equation, namely
∆Ψ+ (1 − |Ψ|2)Ψ− ic∂1Ψ = 0. (1.5)
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However, other properties of the solutions are very different. For instance, the energy-momentum curve
for the Gross–Pitaevskii equation tends to zero as the momentum goes to zero in the two-dimensional
case, but there exists a minimal energy if N ≥ 3 (see [2, 9]).
From a mathematical point of view, (1.4) is a quasilinear Schrödinger equation meanwhile (1.5) is
a semilinear Schrödinger equation. Therefore, it is not clear how to relate both equations. One of the
purposes of this paper is to clarify this connection, to show how to exploit the similarities between (1.4)
and (1.5), and how to deal with the extra difficulties of equation (TWc). In particular, we will discuss the
regularity of the solutions of (TWc), some a priori bounds and their asymptotic behavior as |x| → ∞.
1.3 Sketch of the proof of Theorem 1.1
The starting point of our analysis is that for any solution u ∈ E(RN ) of (TWc), there exists R ≡ R(u)
such that we have the lifting
uˇ ≡ u1 + iu2 = ̺eiθ, on B(0, R)c, (1.6)
where ̺ ≡
√
u21 + u
2
2 =
√
1− u23 and ̺, θ ∈ H˙1(B(0, R)c) (see Lemma 2.4). Let χ ∈ C∞(RN ) be such
that |χ| ≤ 1, χ = 0 on B(0, 2R) and χ = 1 on B(0, 3R)c, if R > 0. In the case that R = 0, we let χ = 1
on RN . In this way, we can assume that the function χθ and
G = (G1, . . . , GN ) ≡ u1∇u2 − u2∇u1 −∇(χθ), (1.7)
is well-defined on RN . For u = (u1, u2, u3), equation (TWc) reads
−∆u1 = 2e(u)u1 + c(u2∂1u3 − u3∂1u2), (1.8)
−∆u2 = 2e(u)u2 + c(u3∂1u1 − u1∂1u3), (1.9)
−∆u3 = 2e(u)u3 − u3 + c(u1∂1u2 − u2∂1u1). (1.10)
Then, using (1.8) and (1.9),
div(G) = u1∆u2 − u2∆u1 −∆(χθ)
= c(∂1u3 − u3u · ∂1u)−∆(χθ)
= c∂1u3 −∆(χθ),
(1.11)
where we used the fact that u · ∂1u = 0. By combining with (1.10), we obtain
∆2u3 −∆u3 + c2∂211u3 = −∆F + c∂1(divG), on RN . (1.12)
At this point we remark that the differential operator
∆2 −∆+ c2∂211
is elliptic if and only if c ≤ 1, which shows that c = 1 is a critical value for the equation (TWc).
Taking Fourier transform in (1.12), we get
(|ξ|4 + |ξ|2 − c2ξ21) û3(ξ) = |ξ|2F̂ (ξ) − c N∑
j=1
ξ1ξjĜj(ξ), (1.13)
and hence
û3(ξ) = Lc(ξ)
F̂ (ξ)− c N∑
j=1
c
ξ1ξj
|ξ|2 Ĝj(ξ)
 , (1.14)
where
Lc(ξ) =
|ξ|2
|ξ|4 + |ξ|2 − c2ξ21
.
Equivalently, we can write (1.14) as the convolution equation
u3 = Lc ∗ F − c
N∑
j=1
Lc,j ∗Gj , (1.15)
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where L̂c = Lc and
L̂c,j = ξ1ξj|ξ|4 + |ξ|2 − c2ξ21
. (1.16)
Similarly, from (1.11) and (1.14), for j ∈ {1, . . . , N},
∂j(χθ) = cLc,j ∗ F − c2
N∑
k=1
Tc,j,k ∗Gk −
N∑
k=1
Rj,k ∗Gk, (1.17)
where
T̂c,j,k = ξ1ξjξk|ξ|2(|ξ|4 + |ξ|2 − c2ξ21)
and R̂j,k = ξjξk|ξ|2 ,
for all j, k ∈ {1, . . . , N}.
The kernels Lc, Lc,j , Rj,k and Tc,j,k are the same as those appearing in the Gross–Pitaevskii equation
(1.5). As a consequence, all the properties valid for the (1.5) depending only in the structure of these
kernels, can be transfer to the Landau–Lifshitz equation. For instance, the asymptotic behavior theory
developed in [14, 16, 4, 8] can be applied, after proving some algebraic decay of the solutions. We provide
a precise statement in Theorem 1.6 at the end of this introduction.
Roughly speaking, the principle used to find a minimal energy for the traveling waves of (1.5) in [2, 9],
written in the context of the equation (TWc), is that on one hand a convolution equation such as (1.15)
should imply that
‖u3‖Lp ≤ C(‖u‖Wk,q )E(u)γ , (E1)
for some q, k ∈ N, and γ > 0. On the other hand, using (1.8), (1.9), (1.10) and integrating by parts one
should get an a priori bound for the energy of the form:
E(u) ≤ C(‖u‖W ℓ,r)‖u3‖δLp , (E2)
for some ℓ, r ∈ N, and δ > 0. By putting together (E1) and (E2),
E(u) ≤ C(‖u‖W ℓ,r)C(‖u‖Wk,p)δE(u)γδ.
Notice that we can assume that E(u) > 0 because u is not constant. If γδ > 1 and if
C(‖u‖W ℓ,r)C(‖u‖Wk,p)δ ≤M, (E3)
for some constant M independent of u and c, we can conclude that
1
M1/(γδ−1)
≤ E(u),
so that we have the existence of a minimal energy.
In conclusion, we have reduced the proof of Theorem 1.1 to the proof of the estimates (E1), (E2) and
(E3), for some γ, δ > 0 such that γδ > 1.
1.3.1 Estimate (E3) and regularity of traveling waves
Let us consider the quasilinear elliptic system,
∆u = f(x, u,∇u), in Ω,
where Ω is a smooth domain and f is a smooth function with quadratic growth
|f(x, z, p)| ≤ A+B|p|2.
We notice that the square-gradient term prevents us from invoking the usual elliptic regularity esti-
mates. However, well-known regularity results imply that every continuous solution in H1(Ω) belongs to
H2,2loc (Ω) ∩ C0,αloc (Ω) (see [12, 31, 5, 28]), but in general we do not have nice a priori estimates such as in
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the Lp-regularity theory because the H2,2loc (Ω)-norm depends on the modulus of continuity of the u. To
exemplify this point, let us consider the harmonic map equation
−∆v = |∇v|2v, in Ω, v ∈ S2. (1.18)
Let Ω = RN , N ≥ 2, and assume that there exists C1, C2, α > 0 such that
‖∇v‖L∞(RN ) ≤ C1 + C2‖∇v‖αL2(RN ). (1.19)
Note that ‖∇v‖2L2(RN ) is the energy associated to (1.18). Since the function vλ(x) = v(λx), λ > 0, also
solves (1.18), we conclude that vλ satisfies (1.19), but this implies
‖∇v‖L∞(RN ) ≤
1
λ
(
C1 +
C2
λα(N−2)/2
‖∇v‖αL2(RN )
)
.
Then, letting λ→∞, we deduce that v is constant. Therefore an estimate such as (1.19) does not hold for
(1.18) and probably neither for (TWc). This a big difference with the semilinear equation (1.5). Indeed,
if Ψ is a solution of (1.5), then (see [11, 2])
‖Ψ‖Ck(RN ) ≤ C(c, k,N).
In dimension N = 2, Hélein [22, 23] proved that any finite energy solution of (1.18) is continuous and
therefore smooth. In dimensionN ≥ 3, this result if false. In fact, ifN ≥ 3, v(x) = x/|x| is a discontinuous
finite energy solution and Rivière [43] proved that (1.18) has almost everywhere discontinuous solutions
with finite energy.
For these reasons, we need to treat differently the cases N = 2 and N ≥ 3. In any case, we establish
in Section 2 a bound of ‖∇u‖L∞(RN ) in terms of the energy, provided that the energy is small enough.
Proposition 1.4. Let c ≥ 0 and u ∈ E(R2) be a solution of (TWc). Then u ∈ C∞(R2), u3 ∈ Lp(R2) for
all p ∈ [2,∞] and ∇u ∈ W k,p(R2) for all k ∈ N and p ∈ [2,∞]. Moreover, there exist constants ε0 > 0
and K > 0, independent of u and c, such that
‖u3‖L∞(R2) ≤ K(1 + c)E(u)1/2, (1.20)
‖∇u‖L∞(R2) ≤ K(1 + c)E(u)1/4, (1.21)
provided that E(u) ≤ ε0.
Denoting by UC(RN ) the set of uniformly continuous functions, in the higher dimensional case, we
have
Proposition 1.5. Let N ≥ 3, c ≥ 0 and u ∈ E(RN ) ∩ UC(RN ) be a solution of (TWc). Then u ∈
C∞(RN ) and ∇u ∈W k,p(RN ) for all k ∈ N and p ∈ [2,∞]. Moreover, if N ∈ {3, 4} and c ∈ [0, 1], there
exist ε0,K, α > 0, independent of u and c, such that
‖u3‖L∞(RN ) ≤ KE(u)α, (1.22)
‖∇u‖L∞(RN ) ≤ KE(u)α, (1.23)
provided that E(u) ≤ ε0.
As we will show, Propositions 1.4 and 1.5 will be enough to get the universal constant M in estimate
(E3). The proof of Proposition 1.5 is the only point of the paper where the condition N ≤ 4 is used. It
is straightforward to verify that if the estimates (1.22) and (1.23) are satisfy for some dimension N , then
Theorem 1.1 holds for this N .
1.3.2 Estimates (E1) and (E2)
In order to prove Theorem 1.1, we can assume that E(u) is small. Then, by (1.20) and (1.22), we only
need to prove (E1) and (E2) for traveling waves such that ‖u3‖ ≤ 1/2.
In Section 3, we will prove that estimate (E1) holds with p = 4, γ = 1 if N = 2, p = 2, γ = 2N+32(N−1)
if N ≥ 3, and k = 1, q = ∞ in both cases. The main element in the proof is the study of the Fourier
multiplier Lc done by the author in [9] if N ≥ 3 and by Chiron and Maris [7] if N = 2.
Sections 4 and 5 are devoted to establish some Pohozaev identities and a priori bounds that allow us
to obtain estimate (E2). More precisely, under the condition ‖u3‖ ≤ 1/2, we show that
E(u) ≤ K‖u3‖δLp ,
with p = 4, δ = 4 if N = 2, and p = 2, δ = 2 if N ≥ 3.
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1.4 Asymptotic behavior at infinity
As remarked before, the arguments given by Gravejat in [14, 16] apply to (1.15) and (1.17), since they
rely mainly on the structure of the kernels. This allows to establish the precise limit at infinity of the
finite energy solutions of (TWc).
Theorem 1.6. Let N ≥ 2 and c ∈ (0, 1). Assume that u ∈ E(RN ) is a solution of (TWc). Suppose
further that u ∈ UC(RN ) if N ≥ 3. Then there exist a constant λ∞ ∈ C of modulus one and two functions
uˇ∞, u3,∞ ∈ C(SN−1;R) such that
|x|N−1(uˇ(x)− λ∞)− iλ∞uˇ∞
(
x
|x|
)
→ 0, (1.24)
|x|Nu3(x)− u3,∞
(
x
|x|
)
→ 0, (1.25)
uniformly as |x| → ∞. Moreover, assuming without loss of generality that λ∞ = 1, we have
uˇ∞(σ) =
ασ1
(1− c2 + c2σ21)
N
2
+
N∑
j=2
βjσj
(1 − c2 + c2σ21)
N
2
, (1.26)
u3,∞(σ) = αc
(
1
(1− c2 + c2σ21)
N
2
− Nσ
2
1
(1− c2 + c2σ21)
N+2
2
)
−
N∑
j=2
βj
Ncσ1σj
(1− c2 + c2σ21)
N+2
2
, (1.27)
where σ = (σ1, . . . , σN ) ∈ SN−1,
α =
Γ
(
N
2
)
2π
N
2
(1 − c2)N−32
(
2c
∫
RN
e(u)u3 dx− (1− c2)
∫
RN
G1(x) dx
)
and
βj = −
Γ
(
N
2
)
2π
N
2
(1− c2)N−12
∫
RN
Gj(x) dx.
In particular, since the solutions found in [33] are uniformly continuous, Theorem 1.6 applies to those
solutions. For the sake of completeness we sketch the proof of Theorem 1.6 in Section 7.
Remark 1.7. The analogous constants α and βj found in [16] for the asymptotic behavior at infinity of
the nontrivial finite energy traveling waves to the Gross–Pitaevskii equation (1.5) can be written in terms
the energy and (vectorial) momentum. Later, Wei and Yao [47] have proved that all the coordinates of
the momentum of these solutions are zero, except the first one. As a consequence the traveling waves
are asymptotically axisymmetric (see [47] for details). It is not clear if the arguments in [47] can be
generalized in the context of the Landau–Lifshitz equation. However, we think that the same conclusion
holds in our case, that is βj = 0, for all 2 ≤ j ≤ N , which would imply the asymptotically axisymmetry
of the solutions of (TWc).
Notations. We use the standard notations “ ·” and “×” for the inner and cross product, respectively.
For y ∈ RN and r ≥ 0, B(y, r) or Br(y) denote the open ball of center y and radius r (which is empty
for r = 0). In the case that there is no confusion, we simply put Br.
Given x = (x1, x2), f : R
2 → R2, f = (f1, f2), we set x⊥ = (−x2, x1), and curl(f) = ∂1f2 − ∂2f1. We
also use the skew gradient ∇⊥ = (−∂2, ∂1).
For a function g : Rℓ → R3, g = (g1, g2, g3), we define gˇ as the complex-valued function gˇ = g1 + ig2.
We identify ∇g with the matrix in Rℓ,3 whose columns are ∇g1, ∇g2 and ∇g3.
Let A = [A1 |A2 |A3] and A˜ = [A˜1 | A˜2 | A˜3] be two matrices in Rℓ,3, then
A : A˜ =
3∑
j=1
Aj · A˜j ,
and for any vector b ∈ R3, A.b ∈ R3. denotes the standard matrix-vector product.
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Either F(f) or f̂ stands for the Fourier transform of f , namely
F(f)(ξ) = f̂(ξ) =
∫
RN
f(x)e−ix·ξ dx.
We also adopt the standard notation K(·, ·, . . . ) to represent a generic constant that depends only on
each of its arguments.
2 Estimates for ‖u3‖L∞(RN ) and ‖∇u‖L∞(RN )
In this section we use some of the elements developed to the study of the harmonic map equation. In
particular, the next lemma is a consequence of the Wente lemma [48, 6, 46] and Hélein’s trick [22, 23].
Lemma 2.1. Let Ω ⊂ R2 be a smooth bounded domain and g ∈ L2(Ω). Assume that u ∈ H1(Ω, S2)
satisfies
−∆u = |∇u|2u+ g, in Ω. (2.1)
Let r > 0 and x ∈ Ω such that B(x, r) ⊆ Ω. Then for any i ∈ {1, 2, 3} we have
osc
B(x,r/2)
ui ≤K
(
min
{‖∇u‖L2(B(x,r)), ‖ui‖L∞(∂Br)}+ ‖∇u‖2L2(B(x,r))
+ r‖g‖L2(B(x,r))
(
1 + ‖∇u‖L2(B(x,r))
))
,
(2.2)
for some universal constant K > 0. In particular u ∈ C(Ω). Moreover, if the trace of u on ∂Ω belongs to
C(∂Ω), then u ∈ C(Ω¯) and
‖ui‖L∞(Ω) ≤ ‖ui‖L∞(∂Ω) +K(Ω)(‖∇u‖2L2(Ω) + ‖g‖L2(Ω)(1 + ‖∇u‖L2(Ω))), (2.3)
for some constant K(Ω) depending only on Ω.
Proof. As for the standard harmonic maps, we recast (2.1) as
−∆ui =
3∑
j=1
vi,j · ∇uj + gi, in Ω, i = 1, 2, 3, (2.4)
where vi,j = ui∇uj − uj∇ui. Then
div(vi,j) = ujgi − uigj and ‖ div(vi,j)‖L2(Ω) ≤ 2‖g‖L2(Ω). (2.5)
Let us consider hi,j ∈ H2(Ω) the solution of{
∆hi,j = div(vi,j), in Ω,
hi,j = 0, on ∂Ω.
(2.6)
Thus
‖∇hi,j‖L2(Ω) ≤ ‖vi,j‖L2(Ω) ≤ 2‖∇u‖L2(Ω). (2.7)
Since div(vi,j −∇hi,j) = 0, with vi,j −∇hi,j ∈ L2(Ω), there exists wi,j ∈ H1(Ω) (see e.g. [13, Thm 2.9])
such that
vi,j = ∇hi,j +∇⊥wi,j , in Ω. (2.8)
Now we decompose u as ui = φi + ϕi + ψi, where φi, ϕi, ψi are the solutions of the equations{
−∆φi = 0, in U,
φi = ui, on ∂U,
(2.9)
{
−∆ϕi = ∇hi : ∇u+ gi, in U,
ϕi = 0, on ∂U,
(2.10)
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{
−∆ψi = ∇⊥wi : ∇u, in U,
ψi = 0, on ∂U,
(2.11)
where ∇hi = [∇hi,1 | ∇hi,2 | ∇hi,3], ∇⊥wi = [∇⊥wi,1 | ∇⊥wi,2 | ∇⊥wi,3], and U is an open smooth domain
such that Br ⊆ U ⊆ Ω. We now prove (2.2) for r = 1, supposing that B1 ⊆ U , since then (2.2) follows
from a scaling argument. First, invoking Theorem A.1 we have that
osc
B1/2
φi ≤ Kmin
{
‖∇φi‖L2(B2/3), ‖φi‖L2(B2/3)
}
. (2.12)
Also, some standard computations and the maximum principle yield
‖∇φi‖L2(U) ≤ ‖∇ui‖L2(U) and ‖φi‖L∞(U) ≤ ‖ui‖L∞(∂U). (2.13)
Thus from (2.12) and (2.13) we conclude that
osc
B1/2
φi ≤ Kmin
{‖∇ui‖L2(U), ‖ui‖L∞(∂U)} . (2.14)
For ϕi, Theorem A.2 gives
osc
B1
ϕi ≤ K(‖∇h · ∇u‖L3/2(B1) + ‖g‖L2(B1)). (2.15)
To estimate the first term in the r.h.s. of (2.15), we use the Hölder inequality
‖∇hi : ∇u‖L3/2(B1) ≤ ‖∇h‖L6(B1)‖∇u‖L2(B1), (2.16)
and the Sobolev embedding theorem
‖∇h‖L6(B1) ≤ K(‖∇h‖L2(B1) + ‖D2h‖L2(B1)). (2.17)
By using (2.5), (2.15), (2.16), (2.17) and L2-regularity estimates for (2.6), we are led to
osc
B1
ϕi ≤ K‖g‖L2(B1)(1 + ‖∇u‖L2(B1)). (2.18)
Similarly, since W 2,p(U) →֒ C(U¯), for all p > 1, we also have
‖ϕi‖C(U¯) ≤ K(U)‖g‖L2(U)(1 + ‖∇u‖L2(U))). (2.19)
To estimate ψi we invoke the Wente estimate (see [46], [23]), so that
‖ψi‖C(U¯) + osc
U
ψi ≤ K‖∇w‖L2(U)‖∇u‖L2(U) ≤ K‖∇u‖2L2(U), (2.20)
where we have used (2.7) and (2.8) for the last inequality.
Therefore, taking U = B1 and putting together (2.14), (2.18) and (2.20), we conclude (2.2) with r = 1.
If the trace of u on ∂Ω belongs to C(∂Ω), we take Ω = U and then from (2.9) we deduce that
φi ∈ C2(Ω)∩C(Ω¯). Since ϕi, ψi ∈ C(Ω¯), we conclude that ui ∈ C(Ω¯) and (2.3) follows from (2.13), (2.19)
and (2.20).
Lemma 2.2. Let y ∈ R2, r > 0 and Br ≡ B(y, r). Assume that u ∈ H1(Br, S2) satisfies
−∆u = |∇u|2u+ f(x, u(x),∇u(x)), in Br, (2.21)
where f is a continuous function such that |f(x, z, p)| ≤ C1 + C2|p|, for some constants C1, C2 ≥ 0, for
a.e. x ∈ Br, z ∈ R3, p ∈ R3×3. Suppose that
A ≡ A(u, r) ≡ oscBr u(1 + r
2(C1 + C
2
2 ))
1− 3 oscBr u
≤ 1
32
. (2.22)
Then
‖D2u‖L2(Br/2) + ‖∇u‖2L4(Br/2) ≤ Kr−1
(‖∇u‖L2(Br) + ‖g‖L2(Br)) , (2.23)
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where g(x) = f(x, u(x),∇u(x)). Assume further that f(x, z, p) = f˜(x) +Rf (x, z, p), for some continuous
functions f˜ , Rf , such that |Rf (x, z, p)| ≤ C3|p|, for some constant C3 ≥ 0, for a.e. x ∈ Br, z ∈ R3,
p ∈ R3×3. Then,
‖∇u‖L∞(Br/4) ≤Kr−1‖∇u‖L2(Br) +Kr−2/3
(
‖∇u‖2L2(Br)(r−2 + r−4/3) + ‖g‖2L2(Br)
+ ‖f˜‖L3(Br) + C3r−1/3‖∇u‖1/3L2(Br)
(‖∇u‖1/3L2(Br) + ‖g‖1/3L2(Br))), (2.24)
where K is some universal constant.
Proof. As mentioned before, Lemma 2.1 and the quadratic growth of the r.h.s. of (2.21) imply that
u ∈ H2,2loc (Ω). In fact, this could be seen by repeating the following arguments with finite differences
instead of weak derivatives. As standard in the analysis of this type of equations, we let ρ ∈ (0, r) and
χ ∈ C∞0 (Br), with χ(x) = 1 if |x| ≤ ρ,
|χ| ≤ 1 and |∇χ| ≤ K/(r − ρ), on Br. (2.25)
Then setting η = χ|∇u|, taking inner product in (2.1) with (u − u(x0))η2 and integrating by parts we
obtain∫
Br
|∇u|2η2+2
∫
Br
(∇u.(u− u(x0))) · (η∇η) =
∫
Br
|∇u|2u · (u− u(x0))η2 +
∫
Br
η2g · (u−u(x0)). (2.26)
Then, using the elementary inequality 2ab ≤ a2 + b2,
|η2g · (u− u(x0))| ≤η2(C1 + C2|∇u|) osc
Br
(u) ≤ C1η2 osc
Br
(u)+
η2|∇u|2 osc
Br
(u) +
1
4
C22η
2 osc
Br
(u).
In a similar fashion, we estimate the remaining terms in (2.26). Then, using the Poincaré inequality
‖η‖L2(Br) ≤
r
j0
‖∇η‖L2(Br),
where j0 ≈ 2.4048 is the first zero of the Bessel function, and that |u| = 1, we conclude that∫
Br
|∇u|2η2 ≤ oscBr u(1 + r
2(C1 + C
2
2 ))
1− 3 oscBr u
∫
Br
|∇η|2,
where we bounded 1/j0 and 1/(4j0) by 1 to simplify the estimate. Thus,∫
Br
|∇u|4χ2 ≤ A
∫
Br
(|D2u|2χ2 + |∇u|2|∇χ|2)). (2.27)
On the other hand, taking inner product in (2.21) with ∂k(χ
2∂ku), integrating by parts and summing
over k = 1, 2, we have
−
∫
Br
χ2|D2u|2 − 2
∑
i∈{1,2}
j,k∈{1,2,3}
∫
Br
∂jkuiχ∂jχ∂kui =
∑
i∈{1,2}
∫
Br
(|∇u|2ui + gi)(2χ∇χ∇ui + χ2∆ui).
(2.28)
Using again the inequalities 2ab ≤ εa2 + b2/ε and ab ≤ εa2 + b2/4ε, we are led to∫
Br
χ2|D2u|2 ≤ 1
1− 3ε
∫
Br
(
(2 + ε−1)|∇u|2|∇χ|2 + (1 + 4ε−1)|∇u|4χ2 + (1 + 4ε−1)χ2|g2|)) . (2.29)
Then, minimizing with respect to ε, it follows that∫
Br
χ2|D2u|2 ≤ 16
∫
Br
(|∇u|2|∇χ|2 + |∇u|4χ2 + χ2|g2|). (2.30)
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By combining (2.25), (2.27) and (2.30), we infer that∫
Bρ
|∇u|4 ≤ KA
1− 16A
(
1
(r − ρ)2
∫
Br
|∇u|2 +
∫
Br
|g|2
)
, (2.31)∫
Bρ
|D2u|2 ≤ K
1− 16A
(
1 +A
(r − ρ)2
∫
Br
|∇u|2 +
∫
Br
|g|2
)
. (2.32)
Taking ρ = r/2 and using that A ≤ 1/32, (2.23) follows.
Now we decompose u as ui = φi + ψi, where{
−∆φi = 0, in Br/2,
φi = ui, on ∂Br/2,
(2.33)
{
−∆ψi = |∇u|2ui + f˜i + (Rf (x, u,∇u))i, in Br/2,
ψi = 0, on ∂Br/2,
(2.34)
Since φi is a harmonic function,
‖∇φi‖L∞(Br/4) ≤ Kr−1‖∇φi‖L2(Br/2),
so that using also (2.13), we obtain the estimate
‖∇φi‖L∞(Br/4) ≤ Kr−1‖∇ui‖L2(Br/2). (2.35)
For ψi, we recall that using the L
p-regularity theory for the Laplacian and a scaling argument, the solution
v ∈ H10 (BR) of the equation −∆v = h satisfies
‖∇v‖L∞(BR) ≤ K(p)R1−2/p‖h‖Lp(BR), for all p > 2.
Applying this estimate with p = 3 to (2.34), we get
‖∇ψi‖L∞(Br/2) ≤ Cr−2/3
(
‖∇u‖2L6(Br/2) + ‖f˜‖L3(Br/2) + C3‖∇u‖L3(Br/2)
)
. (2.36)
Also, by the Sobolev embedding theorem, we have
‖∇u‖L6(Br/2) ≤ K
(
‖D2u‖L2(Br/2) + r−2/3‖∇u‖L2(Br/2)
)
. (2.37)
Therefore, by putting together (2.23), (2.35), (2.36), (2.37) and the interpolation inequality
‖∇u‖L3(Br/2) ≤ ‖∇u‖1/3L2(Br/2)‖∇u‖
2/3
L4(Br/2)
,
we deduce (2.24).
Now we turn back to equation (TWc). By setting
Ex,r(u) =
∫
B(x,r)
e(u),
we obtain the following result.
Corollary 2.3. There exist ε0 > 0 and a positive constant K(ε0), such that for any c ≥ 0 and any
u ∈ E(R2) solution of (TWc) satisfying
Ex,r(u) ≤ ε0,
for some x ∈ R2 and r ∈ (0, 1], we have
osc
B(x,r/2)
u ≤ K(ε0)(1 + c)Ex,r(u)1/2, (2.38)
‖∇u‖L∞(B(x,r/4)) ≤ K(ε0)(1 + c)Ex,r(u)1/4r−2/3. (2.39)
In particular, if E(u) ≤ ε0, then (1.20) and (1.21) hold.
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Proof. Estimates (2.38) and (2.39) follow from Lemmas 2.1 and 2.2. Then, taking r = 1, we conclude
that (1.21) holds. Now we turn to (1.20). For any y ∈ R2 we have
2E(u) ≥
∫
B(y,1/2)
u23 ≥
π
4
min
B(y,1/2)
|u3|2. (2.40)
On the other hand, by Lemma 2.1,
max
B(y,1/2)
|u3| ≤ osc
B(y,1/2)
u3 + min
B(y,1/2)
|u3| ≤ K(1 + c)E(u)1/2 + min
B(y,1/2)
|u3|. (2.41)
By combining (2.40) and (2.41), we are led to (1.20).
Proof of Proposition 1.4. Since u has finite energy, for every ε > 0, there exists ρ > 0 such that for all
y ∈ R2
Ey,ρ(u) ≤ ε. (2.42)
In fact, since e(u) ∈ L1(R2), by Lemma A.3, for every ε > 0 we can decompose e(u) = e1,ε(u) + e2,ε(u)
such that
‖e1,ε(u)‖L1(R2) ≤ ε/2 and ‖e2,ε(u)‖L∞(R2) ≤ Kε,
for some constant Kε. Then for any y ∈ R2,
‖e2,ε(u)‖L1(B(y,ρ)) ≤ Kεπρ2.
Taking
ρ =
(
ε
2Kεπ
)1/2
,
we obtain (2.42). Thus, invoking Corollary 2.3, with ε = ε0 and r = min{1, ρ}, we conclude that
‖∇u‖L∞(B(y,r/4)) ≤ K(ε0)(1 + c)E(u)1/4, for all y ∈ R2.
Therefore u ∈ W 1,∞(R2), with ‖∇u‖L∞(R2) ≤ K(ε0)(1 + c)E(u)1/4. Differentiating (TWc), we find that
v = ∂ju, j = 1, 2, satisfies
Lλ(v) ≡ −∆v − 2(∇u : ∇v)u− c(u× ∂1v) + λv = |∇u|2v + 2u3v3u+ u23v − v3e3 + c(v × ∂1u) + λv,
in R2. Since ∇u ∈ L∞(R2) ∩ L2(R2), we deduce that the r.h.s. of the formula above belongs to L2(R2).
Therefore taking λ > 0 large enough, we can invoke the elliptic regularity theory for linear systems and
deduce that v ∈ W 2,2(R2). Then, by the Sobolev embedding theorem, D2u ∈ Lp(R2), for all p ∈ [2,∞)
and a bootstrap argument allows us to conclude that ∇u ∈ W k,p(R2) for all k ∈ N and p ∈ [2,∞].
The estimates (1.20) and (1.21) are given by Corollary 2.3.
Proposition 1.4 shows that u3 is uniformly continuous, so that u3(x)→ 0, as |x| → ∞. In particular
u belongs to the space E˜(R2), where
E˜(RN ) = {v ∈ E(RN ) : ∃R ≥ 0 s.t. ‖v3‖L∞(B(0,R))c) < 1}.
In the caseN ≥ 3, we always suppose that u ∈ E(RN )∩UC(RN ) and then it is immediate that u ∈ E˜(RN ).
Now we recall a well-known result (see e.g. [34, Proposition 2.5]) that provides the existence of the lifting
for any function in E˜(RN ).
Lemma 2.4. Let N ≥ 2 and v ∈ E˜(RN ). Then there exists R ≥ 0 such that v admits the lifting
vˇ(x) = ̺(x)eiθ(x), on B(0, R)c, (2.43)
where ̺ =
√
1− v23 and θ is a real-valued function. Moreover, ̺, θ ∈ H1loc(B(0, R)c) and ∇̺,∇θ ∈
L2(B(0, R)c)).
Corollary 2.5. Let c ≥ 0 and u ∈ E(R2) be a solution of (TWc). Then there is R ≥ 0 such that the
lifting uˇ(x) = ̺(x)eiθ(x) holds on B(0, R)c and satisfies ∇̺,∇θ ∈ W k,p(B(0, R)c) for any k ≥ 2 and
p ∈ [2,∞]. Moreover, there exists a constant ε(c) > 0, depending only on c, such that if E(u) ≤ ε(c),
then we can take R = 0.
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Proof. By Proposition 1.4, u ∈ E˜(R2) and then Lemma 2.4 gives us the existence of the lifting, whose
properties follow from Proposition 1.4 and the identity
|∇uˇ|2 = ̺2|∇θ|2 + |∇̺|2, on B(0, R)c, (2.44)
noticing that 1 − ‖v3‖2L∞(B(0,R)c) = inf{̺(x)2 : x ∈ B(0, R)c} > 0. The last assertion is an immediate
consequence of (1.20).
In the case N ≥ 3, some regularity for the solutions of the equation (2.1) can be obtained considering
that u is a stationary solution in the sense introduced by R. Moser in [37].
Definition 2.6. Let Ω ⊂ RN be a smooth bounded domain and g ∈ Lp(Ω;R3). A solution u ∈ H1(Ω; S2)
of (2.1) is called stationary if
div(|∇u|2ej − 2∇u.∂ju) = 2∂ju · g, in Ω, (2.45)
for all j ∈ {1, . . . , N} in the distributional sense.
If we suppose that u is a smooth solution of (2.1), then
div(|∇u|2ej − 2∇u.∂ju) = −2∆u · ∂ju = 2g · ∂ju,
so it is a stationary solution. However not every solution u ∈ H1(Ω; S2) of (2.1) satisfies (2.45). The
advantage of stationary solutions is that they satisfy a monotonicity formula that allows to generalize some
standard results for harmonic maps. However, when g belongs only to L2(Ω), the regularity estimates
hold only for N ≤ 4.
Lemma 2.7 ([37]). Let N ≤ 4 and y ∈ RN . Assume that u ∈ H1(B(y, 1); S2) ∩ W 1,4(B(y, 1)) is a
stationary solution of (2.1), with Ω = B(y, 1) and g ∈ L2(B(y, 1)). Then there exist K > 0 and ε0 > 0,
depending only on N, such that if
‖∇u‖L2(B(y,1)) + ‖g‖L2(B(y,1)) = ε ≤ ε0,
we have
‖∇u‖L4(B(y,1/4)) ≤ Kε
1
2 .
Applying this result to equation (TWc), we are led to the following estimate.
Lemma 2.8. Let N ≤ 4. There exist K > 0 and ε0 > 0, depending only on N , such that for any solution
u ∈ E(RN ) ∩ C∞(RN ) of (TWc), with c ∈ [0, 1], satisfying E(u) ≤ ε0, we have
‖∇u‖L4(B(x,1)) ≤ KE(u)1/2.
Now we are in position to complete the regularity result in higher dimensions stated in the introduc-
tion.
Proof of Proposition 1.5. Recalling again a classical results for elliptic systems with quadratic growth
(see [5, 31, 28]), u ∈ UC(RN ) yields that u ∈ C∞(RN ). This is due to the fact that now we are assuming
that u is uniformly continuous and then we can choose r > 0 small such that the oscillation of u on the
ball B(y, r) is small, uniformly in y. Then we can make the quantity A(u, r) defined in (2.22) as small as
needed and repeat the first part of the proof of Lemma 2.2 to conclude that for all y ∈ RN
‖D2u‖L2(B(y,r/2)) + ‖∇u‖2L4(B(y,r/2)) ≤ K(N)r−1
(‖∇u‖L2(B(y,r)) + ‖u3‖L2(B(y,r))) , (2.46)
for some constant K(N) and r > 0 small enough, independent of y. At this stage we note that we cannot
follow the rest of the argument of Lemma 2.2, since it relies on the two-dimensional Sobolev embeddings.
However, it is well-known that using (2.46) it is possible to deduce that ∇u ∈ Lp(RN ), for all p ≥ 2.
More precisely, as discussed before, there exists r ∈ (0, 1] such that
osc
B(y,2Nr)
u ≤ 1
8(1 + c)(2N − 1) , for all y ∈ R
N . (2.47)
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Then, by iterating Lemma A.5, we have∫
B(y,r)
|∇u|2N+2 ≤ K(N)(1 + c)2N E(u)
r2N
, for all y ∈ RN . (2.48)
By proceeding as in the proof of Lemma 2.2, we decompose ui as ui = φi + ψi, where{
−∆φi = 0, in B(y, r),
φi = ui, on ∂B(y, r),{
−∆ψi = |∇u|2ui + u23ui − δi,3u3 + cu× ∂1u, in B(y, r),
ψi = 0, on ∂B(y, r).
In view of (2.48), elliptic regularity estimates imply that ψi ∈ W 2,N+1(B(y, r)) and then by the Sobolev
embedding theorem we can establish an upper bound for ‖∇ψi‖L∞(B(y,r)) in terms of powers of E(u).
Since φi is a harmonic function, we obtain a similar estimate for φi as in the proof of Lemma 2.24. Then
we conclude that ∇u ∈ L∞(RN ), so that, by interpolation, ∇u ∈ Lp(RN ), for all p ∈ [2,∞]. Proceeding
as in the proof of Proposition 1.4, we conclude that ∇u ∈ W k,p(RN ), for all k ∈ N and p ∈ [2,∞].
Now we turn to (1.22) and (1.23). Let us first take N = 3 and ε0 given by Lemma 2.8, such that
E(u) ≤ ε0. Then, by the Morrey inequality,
osc
B(y,1/2)
u ≤ K‖∇u‖L4(B(y,1)) ≤ KE(u)1/2, (2.49)
for all y ∈ R3 and for all c ∈ [0, 1]. Taking ε0 smaller if necessary, (2.47) holds with r = 1/16 and then
so it does (2.48) (with r = 1/16). Hence the previous computations give a bound for ∇u ∈ L∞(R3)
depending only on E(u), which yields (1.23).
In order to prove (1.22), we estimate the minimum of |u3| on B(y, 1/2) as in (2.40), and using (2.49)
we conclude that
max
B(y,1/2)
|u3| ≤ KE(u)1/2,
which implies (1.22).
It only remains to consider the case N = 4. Note that the r.h.s. of (2.47) is less than or equal to
1/112, for c ∈ [0, 1]. Let r∗ > 0 be the maximal radius given by the uniform continuity of u for this value,
i.e.
r∗ = sup
{
ρ > 0 : ∀x, z ∈ R4, |x− z| ≤ ρ⇒ |u(x)− u(z)| ≤ 1/112} . (2.50)
We claim that r∗ ≥ 1/2 for ε0 small. Arguing by contradiction, we suppose that 0 < r∗ < 1/2. Since
(A.2) is satisfied for any y ∈ R4, with r = r∗ and s = 2, Lemma A.5 implies that
‖∇u‖6L6(B(y,r∗/2)) ≤ 8
(
1 +
16
r2∗
)
‖∇u‖4L4(B(y,r∗)).
Since 0 < r∗ < 1/2, the Morrey inequality implies that
osc
B(y,r∗/4)
u ≤ K1r
1
3∗ ‖∇u‖L6(B(y,r∗/2)) ≤ K2r
1
3∗
(
1 +
16
r2∗
) 1
6
‖∇u‖
2
3
L4(B(y,r∗))
≤ K3E(u) 13 , (2.51)
where we have used Lemma 2.8 for the last inequality and K3 > 0 is a universal constant. Finally we
notice that there exists a universal constant ℓ ∈ N such that for any x ∈ R4, there is a collection of points
y1, y2, . . . , yℓ ∈ R4 such that
osc
B(x,2r∗)
u ≤
ℓ∑
k=1
osc
B(yk,r∗/4)
u.
Thus, using (2.51), oscB(x,2r∗) u ≤ ℓK3E(u)
1
3 . Taking ε0 ≤ 1/(112ℓK3)3, we get that oscB(x,2r∗) ≤ 1/112,
which contradicts the definition of r∗. Therefore, oscB(x,1/2) u ≤ 1/112, for all x ∈ R4. Moreover, the
same argument shows that
osc
B(y,1/8)
u ≤ KE(u)1/3, for all y ∈ R4,
and then (1.22) and (1.23) follow as before.
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3 Properties related to the kernels and the convolution equations
Through this section, we fix u ∈ E˜(RN ) ∩ UC(RN ) a solution of (TWc) for a speed c ∈ [0, 1]. We also
use the notation introduced in Subsection 1.3.
We start recalling the following result for Lc.
Lemma 3.1. [9, 7]. For any c ∈ (0, 1], we have
‖Lcf̂‖L4/3(R2) ≤ 11‖f‖L1(R2), (3.1)
and
‖Lcf̂‖L2(RN ) ≤ K(N)‖f‖
L
2(2N−1)
2N+3 (RN )
, if N ≥ 3. (3.2)
Proof. By the Plancherel identity, the estimate (3.2) is exactly [9, Lemma 4.3]. To prove (3.1), we note
that
‖Lcf̂‖L4/3(R2) ≤ ‖Lc‖L4/3(R2)‖f̂‖L∞(R2) ≤ ‖Lc‖L4/3(R2)‖f‖L1(R2).
Then it only remains to compute ‖Lc‖L4/3(R2). Using polar coordinates, we have
‖Lc‖4/3L4/3(R2) = 4
∫ ∞
0
∫ π/2
0
r dθ dr
(r2 + 1− c2 cos2(θ))4/3 = 6
∫ π/2
0
dθ
(1 − c2 cos2(θ))1/3
≤ 6
∫ π/2
0
dθ
(1− cos2(θ))1/3 = 6
∫ π/2
0
dθ
sin2/3(θ)
= 3B
(
1
6
,
1
2
)
,
(3.3)
where B denotes the Beta function. Using that B(x, y) = Γ(x)Γ(y)/Γ(x+ y), we conclude that
‖Lc‖L4/3(R2) ≤
(
3
Γ(1/6)Γ(1/2)
Γ(2/3)
)3/4
≤ 11. (3.4)
From (3.3) and (3.4), (3.1) follows.
Now we are able to prove the exact form of estimate (E1) stated in the introduction and also further
integrability for u3.
Proposition 3.2. Let N ≥ 2 and c ∈ (0, 1). Then u3 ∈ Lp(RN ), for all p ∈ (1, 2). Moreover, if c ∈ (0, 1]
and ‖u3‖L∞(RN ) ≤ 1/2, we have
‖u3‖L4(R2) ≤ 54‖u3‖L∞(RN )E(u), (3.5)
and
‖u3‖L2(RN ) ≤ K(N)‖u3‖L∞(RN )
(
1 + ‖∇u‖
2N−5
2(2N−1)
L∞(RN )
)
E(u)
2N+3
2(2N−1) , if N ≥ 3. (3.6)
Proof. Let us recall that by Propositions 1.4 and 1.5, and noticing that
G = −u23∇θ, on B(0, 3R)c, (3.7)
we infer that F,G1, G2 ∈ Lp(RN ), for all p ∈ [1,∞]. On the other hand, from the Riesz-operator theory,
the functions ξ 7→ ξiξj/|ξ|2 are Lq-multipliers for any q ∈ (1,∞) and 1 ≤ i, j ≤ N . Since Lc is also an
Lq-multiplier for any q ∈ (1,∞) (see [14]), from (1.14) we conclude that u3 ∈ Lq(RN ), for all q ∈ (1,∞).
We turn now to the proof (3.5). Using (1.14) and the Hausdorff–Young inequality
‖η‖Lq(RN ) ≤ p1/2pq−1/2q‖η̂‖Lp(RN ), p ∈ [1, 2], q = p/(p− 1),
with p = 4/3, and (3.1) we obtain
‖u3‖L4(R2) ≤ ‖û3‖L4/3(R2) ≤ 11
(
‖F‖L1(R2) + ‖G1‖L1(R2) +
1
2
‖G2‖L1(R2)
)
, (3.8)
where we have used that ξ21/|ξ|2 ≤ 1 and ξ1ξ2/|ξ|2 ≤ (ξ21 + ξ22)/(2|ξ|2) ≤ 1/2 for the last inequality.
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On the other hand, since ‖u3‖L∞(RN ) ≤ 1/2, the inequality (4.6) implies that
‖Gj‖L1(RN ) ≤
2√
3
‖u3‖L∞(RN )E(u). (3.9)
From (3.8) and (3.9), since F = 2e(u)u3 + cG1 and 11(2 + 5/
√
3) < 54, (3.5) follows.
Let us prove now (3.6). By applying the Plancherel identity to (1.14) and using (3.2) and (3.9), we
are led to
‖u3‖L2(RN ) ≤ K(N)
(
‖F‖
L
2(2N−1)
2N+3 (RN )
+
N∑
j=1
‖Gj‖
L
2(2N−1)
2N+3 (RN )
)
≤ K(N)‖u3e(u)‖
L
2(2N−1)
2N+3 (RN )
≤ K(N)‖u3‖L∞(RN )‖e(u)‖
2N−5
2(2N−1)
L∞(RN )
‖e(u)‖
2N+3
2(2N−1)
L1(RN )
,
which gives (3.6).
Lemma 3.3. For all k ∈ N and p ∈ (1,∞], we have u3,∇(χθ) ∈W k,p(RN ).
Proof. By Propositions 1.4 and 1.5, it remains only to treat the case p ∈ (1, 2). Differentiating (1.15)
and (1.17), we have
∂αu3 = Lc ∗ ∂αF − c
N∑
j=1
Lc,j ∗ ∂αGj ,
∂α∂j(χθ) = cLc,j ∗ ∂αF − c2
N∑
k=1
Tc,j,k ∗ ∂αGk −
N∑
k=1
Rj,k ∗ ∂αGk,
for all α ∈ NN . The conclusion follows by observing that Lc,j, Tc,j,k and Rj,k are Lp-multipliers for all
p ∈ (1,∞), that u3,∇(χθ),∇u ∈W k,p(RN ) for all k ∈ N and p ∈ [2,∞) and using the Leibniz rule.
Corollary 3.4. Let N ≥ 2 and c ∈ [0, 1). Then the function θ is bounded on B(0, R)c and there exists
θ¯ ∈ R such that
θ(x)→ θ¯, as |x| → ∞. (3.10)
Proof. By Lemma 3.3, ∇θ ∈ Lp(RN ), for all 1 < p ≤ ∞. Then there exists θ¯ ∈ R such that θ − θ¯ ∈
L
Np
N−p (RN ) (see e.g. [24, Theorem 4.5.9]). Since ∇θ ∈ L∞(RN ), we have θ ∈ UC(RN ) and therefore
(3.10) follows.
Proof of Proposition 1.2. For c = 0, we deduce from (4.1) and (4.2) that ‖u3‖L2(RN ) = 0, so that u3 ≡ 0.
Thus uˇ = eiθ on RN and using (TWc) (see (5.2)) we deduce that ∆θ = 0 on R
N . Therefore, by
Corollary 3.4, we obtain that θ is a bounded harmonic function, which implies that it is constant and so
that uˇ is constant.
4 Pohozaev identities
We start establishing the following Pohozaev identities for (TWc). For this purpose, we introduce the
notation
wk(v) ≡ v · (∂1v × ∂kv), k ∈ {2, . . . , N}.
Proposition 4.1. Let u ∈ E(RN ) ∩ C2(RN ) be a solution of (TWc). Then there exists a sequence
rn →∞ such that
E(u) =
∫
RN
|∂1u|2 dx, (4.1)
E(u) =
∫
RN
|∂ku|2 dx− c lim
rn→∞
∫
B(0,rn)
xkwk(u) dx, for all k ∈ {2, . . . , N}. (4.2)
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Proof. Taking inner product between (TWc) and xk∂ku, 1 ≤ k ≤ N , integrating by parts in the ball
B(0, R) and using that u · ∂ku = 0, we obtain∫
B(0,R)
|∂ku|2 − 1
2
∫
B(0,R)
|∇u|2 −
∫
∂B(0,R)
∂u
∂ν
· ∂kuxk +
∫
∂B(0,R)
|∇u|2xkνk =
1
2
∫
B(0,R)
u23 −
1
2
∫
∂B(0,R)
u23xkνk + c
∫
B(0,R)
xkwk(u),
where ν denotes the exterior normal of the ball B(0, R) and ∂u∂ν = (∇u1 ·ν,∇u2 ·ν,∇u3 ·ν). By Lemma A.4,
there is a sequence rn →∞ such that
−
∫
∂B(0,rn)
∂u
∂ν
· ∂kuxk +
∫
∂B(0,rn)
|∇u|2xkνk + 1
2
∫
∂B(0,rn)
u23xkνk → 0, as n→∞.
Therefore
E(u) =
∫
RN
|∂ku|2 − c lim
rn→∞
∫
B(0,rn)
xkwk(u),
which completes the proof.
Let us now discuss the definition of momentum in the two dimensional case. Formally, the first
component of the vectorial momentum is given by (see [40])
p(v) = −
∫
R2
x2w2(u) dx,
but it is not clear that this quantity is well-defined in E(R2). In general, it is a delicate task to define
the momentum as a functional is the energy space. This difficulty also appears in the context of the
Gross–Pitaevskii equation (see e.g. [10]). For the purpose of this paper, we will only define p for smooth
solutions of (TWc). In fact, from Proposition 4.1, there exists a sequence rn →∞ such that the limit
lim
rn→∞
∫
B(0,rn)
x2x2w2(u) dx,
exists. Moreover, (4.2) shows that this limit does not depend on the sequence rn and therefore we will
define this quantity as the momentum
p(u) = − lim
rn→∞
∫
B(0,rn)
x2w2(u) dx. (4.3)
With this notation we have the following consequence of Proposition 4.1.
Corollary 4.2. Let u ∈ E(R2) be a solution of (TWc). Then∫
R2
u23 dx = cp(u). (4.4)
Proof. Writing ∫
R2
u23 dx = 2E(u)−
∫
R2
|∂1u|2 dx−
∫
R2
|∂2u|2 dx,
since u ∈ C2(R2) by Proposition 1.4, the result is a direct consequence of Proposition 4.1.
In the case that u admits a global lifting, we obtain
Lemma 4.3. Let u ∈ E(R2) ∩ C2(R2) such that ‖u3‖L∞(R2) < 1. Then
p(u) =
∫
R2
u3∂1θ, (4.5)
where u1 + iu2 =
√
1− u23eiθ.
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Proof. First we notice that
|u3∂1θ| ≤ |u3||1− u
2
3|
1
2 |∂1θ|
(1− ‖u3‖2L∞(R2))1/2
≤ e(u)
(1− ‖u3‖2L∞(R2))1/2
, (4.6)
so that the integral in (4.5) is well-defined in E(R2). We notice that
u · (∂1u× ∂2u) = u3̺(∂1̺∂2θ − ∂2̺∂1θ) + ̺2(∂1θ∂2u3 − ∂2θ∂1u3) = ∂2(u3∂1θ)− ∂1(u3∂2θ),
where we have used that u23 = 1− ̺2 for the last equality. Then, multiplying by x2, integrating by parts
and using the definition of p(u), (4.5) follows.
From (4.6), we see that integral in (4.5) is well-defined in E(R2). Actually, integrating on RN instead
of R2, this expression provides a general definition of momentum, for functions that admit a global lifting,
in any dimension. We will see this for N = 1 in Section 6.
5 Properties of solutions satisfying ‖u3‖L∞(RN ) ≤ 1/2
In this section we assume that u ∈ E˜(RN )∩UC(RN ) is a nontrivial solution of (TWc) with c ∈ (0, 1] and
‖u3‖L∞(RN ) ≤
1
2
. (5.1)
We have chosen 1/2 to simplify the estimates. The main assumption here is that ‖u3‖L∞(RN ) < 1, which
implies that uˇ = ̺eiθ on RN . Hence we can recast (TWc) as
div(̺2∇θ) = c∂1u3, (5.2)
−∆̺+ ̺|∇θ|2 = 2e(u)̺− cu3̺∂1θ, (5.3)
−∆u3 = (2e(u)− 1)u3 + c̺2∂1θ. (5.4)
From these equations we obtain the following useful integral relations.
Lemma 5.1. We have the following identities∫
RN
̺2|∇θ|2 = c
∫
RN
u3∂1θ, (5.5)∫
RN
|∇̺|2 +
∫
RN
̺2|∇θ|2 = 2
∫
RN
e(u)̺2 − c
∫
RN
u3̺
2∂1θ, (5.6)
2
∫
RN
̺|∇̺|2 + 2
∫
RN
e(u)u23̺ =
∫
RN
̺u23|∇θ|2 + c
∫
RN
̺u33∂1θ, (5.7)∫
RN
|∇u3|2 +
∫
RN
u23 = 2
∫
RN
e(u)u23 + c
∫
RN
̺2u3∂1θ. (5.8)
Proof. First we recall that by Lemma A.4, for any f ∈ L2(R2), there exists a sequence Rn → ∞ such
that ∫
∂B(0,Rn)
|f | ≤ (2π)
1/2
(ln(Rn))1/2
. (5.9)
Now we multiply (5.2) by θ and integrate by parts on the ball B(0, Rn). Using the fact that u3,∇θ ∈
L2(RN ) and u3, ̺, θ ∈ L∞(RN ), we can choose Rn as in (5.9) such that the integrals on ∂B(0, Rn) go to
zero and (5.5) follows.
To obtain (5.6), (5.7) and (5.8), we multiply (5.3) by ̺, (5.3) by u23 and (5.4) by u3, and proceed in
a similar way.
The following result corresponds to the estimate (E2) in the case N ≥ 3.
Proposition 5.2.
E(u) ≤ 3‖u3‖2L2(RN ). (5.10)
18
Proof. Let δ = ‖u3‖L∞(RN ) ∈ [0, 1/2]. By the Cauchy–Schwarz inequality we have∫
RN
u3∂1θ ≤
(∫
RN
u23
) 1
2
(∫
RN
(∂1θ)
2
) 1
2
≤ 1√
1− δ2
(∫
RN
u23
) 1
2
(∫
RN
̺2|∇θ|2
) 1
2
.
Thus from (5.5), ∫
RN
ρ2|∇θ|2 ≤ c
2
1− δ2
∫
RN
u23 ≤
4
3
∫
RN
u23. (5.11)
On the other hand, from (5.7) and the Cauchy–Schwarz inequality, we obtain
2
√
1− δ2
∫
RN
|∇̺|2 ≤ δ
2
√
1− δ2
∫
RN
̺2|∇θ|2 + cδ2
(∫
RN
u23
) 1
2
(∫
RN
̺2|∇θ|2
) 1
2
. (5.12)
By combining (5.11) and (5.12), with δ ≤ 1/2, we are led to∫
RN
|∇ρ|2 ≤ 7
18
∫
RN
u23. (5.13)
From (5.8), using the Cauchy–Schwarz inequality, we have
(1− δ2)
∫
RN
(|∇u3|2 + u23) ≤ δ2
(∫
RN
|∇ρ|2 +
∫
RN
ρ2|∇θ|2
)
+
(∫
RN
u23
) 1
2
(∫
RN
̺2|∇θ|2
) 1
2
,
so that, by (5.11) and (5.13),∫
RN
|∇u3|2 ≤
(
4
3
(
1
4
(
7
18
+
4
3
)
+
(
4
3
)1/2)
− 1
)∫
RN
u23 ≤ 2
∫
RN
u23. (5.14)
Finally, by putting together (5.11), (5.13) and (5.14),
E(u) ≤ 1
2
(
4
3
+
7
18
+ 3
)∫
RN
u23 ≤ 3
∫
RN
u23.
In the two-dimensional case, Corollary 4.2 allows us also to estimate the energy in terms of ‖u3‖L4(R2).
To this purpose, as remarked in [7], it is useful to study the norm of ∂1θ − cu3.
Lemma 5.3.
‖∂1θ − cu3‖2L2(R2) + ‖∂2θ‖2L2(R2) ≤
9
4
‖u3‖4L4(R2).
Proof. By adding (4.4) and (5.5), we obtain∫
R2
u23 +
∫
R2
̺2|∇θ|2 = 2c
∫
R2
u3∂1θ. (5.15)
Since |∇θ|2 = (∂1θ)2 + (∂2θ)2, by defining the function ϕ = ∂1θ − cu3, we have ∂1θ = ϕ+ cu3 and then
we recast (5.15) as∫
R2
(1− u23)(ϕ2 + (∂2θ)2) + (1 − c2)
∫
R2
u23 = 2c
∫
R2
u33ϕ+ c
2
∫
R2
u43.
Letting δ = ‖u3‖L∞(R2) and using that c ∈ [0, 1], we conclude that
(1 − δ2)(‖ϕ‖2L2(R2) + ‖∂2θ‖2L2(R2)) ≤ 2‖u33ϕ‖L1(R2) + ‖u3‖4L4(R2). (5.16)
For the first term in the r.h.s., we use the Hölder inequality
‖u33ϕ‖L1(R2) ≤ ‖u3‖L∞(R2)‖u23ϕ‖L1(R2) ≤ δ‖u23‖L2(R2)‖ϕ‖L2(R2). (5.17)
Then (5.16), (5.17) and the inequality ab ≤ a2/4 + b2 imply that(
1− δ2 − δ
2
)
‖ϕ‖2L2(R2) + (1− δ2)‖∂2θ‖2L2(R2) ≤
(
1 +
δ
4
)
‖u3‖4L4(R2).
Since δ ≤ 1/2, the conclusion follows.
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Lemma 5.4.
‖∇̺‖2L2(R2) ≤ 6‖u3‖4L4(R2). (5.18)
Proof. Since ̺ =
√
1− u23 ∈ [
√
3/2, 1], from (5.7) we have
√
3
∫
R2
|∇̺|2 +
√
3
∫
R2
e(u)u23 ≤
∫
R2
̺u23(|∇θ|2 + cu3∂1θ). (5.19)
As in the proof of Lemma 5.3, we define ϕ = ∂1θ − cu3 so that
|∇θ|2 + cu3∂1θ = ϕ2 + 3cu3ϕ+ 2c2u23 + (∂2θ)2. (5.20)
Since ̺ ≤ 1, |u3| ≤ 1 and c ≤ 1, using (5.20) and the Cauchy–Schwarz inequality,∫
R2
|̺u23(|∇θ|2 + cu3∂1θ)| ≤ ‖ϕ‖2L2(R2) + 3‖u3‖2L4(R2)‖ϕ‖L2(R2) + 2‖u3‖4L4(R2) + ‖∂2θ‖2L2(R2)
≤ 35
4
‖u3‖4L4(R2), (5.21)
where we have used Lemma 5.3 for the last inequality. By combining (5.19), (5.21) and the fact that
35/(4
√
3) ≤ 6, we obtain (5.18).
Finally, we get estimate (E2) for N = 2.
Proposition 5.5.
E(u) ≤ 10‖u3‖4L4(R2).
Proof. From (5.6) we obtain
2
∫
R2
e(u)̺2 =
∫
R2
|∇̺|2 +
∫
R2
̺2(|∇θ|2 + cu3∂1θ).
By using Lemma 5.4, (5.21) and the fact that ̺2 ∈ [3/4, 1], we conclude that
E(u) ≤ 59
6
‖u3‖4L4(R2) ≤ 10‖u3‖4L4(R2).
At this point we dispose of all the elements to prove our result, as was sketched in the introduction.
Proof of Theorem 1.1. By virtue of Propositions 1.4 and 1.5, we can fix ε0 > 0 such that if E(u) ≤ ε0,
then ‖u3‖L∞(RN ) ≤ 1/2 and ‖∇u‖L∞(RN ) is uniformly bounded. Then Propositions 3.2, 5.2 and 5.5 imply
that
E(u) ≤ 10‖u3‖4L4(RN ) ≤ 10(54)4E(u)4, if N = 2, (5.22)
and
E(u) ≤ 3‖u3‖2L2(RN ) ≤ KE(u)
2N+3
2N−1 , if N ∈ {3, 4}. (5.23)
Thus, since u is nonconstant, E(u) > 0 and we can divide by E(u). Therefore, from (5.22) and (5.23) we
conclude that K˜ ≤ E(u), for some constant K˜ > 0. Taking µ = min{ε0, K˜}, the proof is complete.
6 The one-dimensional case
In this section we consider the case N = 1. Then equation (TWc) is integrable and the solutions can be
computed explicitly as was noticed in [36, 39, 44]. More precisely, we have
Proposition 6.1. Let N = 1, c ≥ 0 and u ∈ E(R) be solution of (TWc).
(i) If c ≥ 1, then u is a trivial solution.
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(ii) If 0 ≤ c < 1 and u is nontrivial, then, up to invariances, u is given by
u1 = c sech(
√
1− c2 x), (6.1)
u2 = tanh(
√
1− c2 x), (6.2)
u3 =
√
1− c2 sech(
√
1− c2 x). (6.3)
(iii) If 0 < c < 1, we can write
uˇ =
√
1− u23 exp(iθ), (6.4)
where
θ = arctan
(
sinh(
√
1− c2 x)
c
)
. (6.5)
Proof. We first remark that since N = 1, it is simply to verify that u is smooth and then the condition
u ∈ E(R) implies that u′ and u3 vanish at infinity. Let us write (TWc) in coordinates
−u′′1 = 2e(u)u1 + c(u2u′3 − u3u′2), (6.6)
−u′′2 = 2e(u)u2 + c(u3u′1 − u1u′3), (6.7)
−u′′3 = 2e(u)u3 − u3 + c(u1u′2 − u2u′1). (6.8)
Also, as in (1.11), we have
(u1u
′
2 − u′1u2)′ = cu′3. (6.9)
Integrating (6.9), we obtain
u1u
′
2 − u′1u2 = cu3. (6.10)
Then, replacing (6.9) in (6.8), we get
u′′3 + 2e(u)u3 − (1− c2)u3 = 0. (6.11)
Now, multiplying (6.6), (6.7), (6.11) by u′1, u
′
2, u
′
3, respectively, adding these relations and using again
(6.10),
− (|u′|2)′ = 2e(u)(u21 + u22 + u23)′ − (u23)′. (6.12)
Since (u21 + u
2
2 + u
2
3)
′ = (|u|2)′ = 0, integrating (6.12) we conclude that
|u′|2 = u23, (6.13)
so that e(u) = u23 and equation (6.11) reduces to
u′′3 − 2u33 − (1− c2)u3 = 0. (6.14)
As before, multiplying (6.14) by u′3 and integrating, we conclude that
(u′3)
2 = u23((1 − c2)− u23). (6.15)
If u3 is identically zero, (6.13) implies that u is a trivial solution. Therefore, we suppose from now on
that u3 not identically zero. Since equation (6.14) is invariant under translation, we can assume that
|u3(0)| = max{|u3(x)| : x ∈ R} > 0.
Therefore
u′3(0) = 0, (6.16)
and from (6.15) and (6.16), u23(0) = 1− c2. In particular we deduce that if c ≥ 1, u3 ≡ 0, which implies
that u1 and u2 are constant, which completes the proof of (i). If 0 ≤ c < 1, by the Cauchy–Lipschitz
theorem, equation (6.14) with initial conditions (6.16) and u3(0) =
√
1− c2 or u3(0) = −
√
1− c2 has a
unique maximal solution. It is straightforward to check that
u3(x) = ±
√
1− c2 sech(
√
1− c2 x) (6.17)
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is the desired solution. Moreover, (6.17) shows that ‖u3‖L∞(R) < 1 if c ∈ (0, 1). Hence, for c ∈ (0, 1), we
can write uˇ = (1 − u23)1/2eiθ, and then (6.9) yields
θ′ =
cu3
1− u23
. (6.18)
From (6.17) and (6.18), we are led to
θ = θ0 + arctan
(
sinh(
√
1− c2 x)
c
)
,
for some constant θ0 ∈ R, which proves (6.4)–(6.5). Using some standard identities for trigonometric and
hyperbolic functions, we also obtain (6.1)–(6.3), for c ∈ (0, 1). It only remains to show that for c = 0,
(6.1) and (6.2) are the unique solutions of (6.6)–(6.8). Indeed, since e(u)(x) = u23(x) = sech
2(x), we
recast (6.1) and (6.2) as
− uˇ′′ = 2 sech2(x)uˇ, (6.19)
and from (6.13) we can assume that, up to a multiplication by a complex number of modulus one,
uˇ′(0) = 1. (6.20)
Then the Cauchy–Lipschitz theorem provides the existence of a unique solution of (6.19)–(6.20) in a
neighborhood of x = 0, and it is immediate to check that uˇ(x) = tanh(x) is the solution, which concludes
the proof.
In the one-dimensional case, the momentum is formally given by
p(u) =
∫
R
u3(u1u
′
2 − u2u′1)
1− u23
.
If ‖u3‖L∞(R) < 1, we see that
p(u) =
∫
R
u3θ
′,
and therefore it agrees with the corresponding expression in dimension two.
Corollary 6.2. Assume that c ∈ [0, 1) and let u ∈ E(R) be a nontrivial solution of (TWc). Then
E(u) = 2
√
1− c2. (6.21)
Moreover,
p(u) =
∫
R
u3θ
′ = 2 arctan
(√
1− c2
c
)
, for c ∈ (0, 1). (6.22)
In particular, we can write explicitly E as a function of p as
E(p) = 2 sin
(p
2
)
(6.23)
and
dE
dp
= cos
(p
2
)
= c, (6.24)
for c ∈ (0, 1).
Proof. Using (6.3) and (6.13), we have
E(u) =
∫
R
u23 =
√
1− c2
∫
R
sech2(x) dx = 2
√
1− c2.
For the momentum, (6.18) yields
p(u) =
∫
R
u3θ
′ = c
∫
R
u23
1− u23
= c(1 − c2)
∫
R
sech2(
√
1− c2x)
1− (1− c2) sech2(√1− c2x)dx.
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Then, using the change of variables y =
√
1−c2
c tanh(
√
1− c2 x), we obtain (6.22), from where we deduce
that
c2 =
1
tan2(p/2) + 1
= cos2(p/2). (6.25)
Finally, from (6.21) and (6.25), we establish (6.23), from where (6.24) is an immediate consequence.
Proposition 1.3 follows from Proposition 6.1 and Corollary 6.2.
7 Decay at infinity
In this section we provide a sketch the proof of Theorem 1.6. The first step is to obtain some algebraic
decay at infinity of the solutions of (TWc). This can be achieved following an argument of [3].
Proposition 7.1. Assume that c ∈ (0, 1). Let u ∈ E(RN ) be a solution of (TWc). Suppose further that
u ∈ UC(RN ) if N ≥ 3. Then there exist constants R1, α > 0 such that for all R ≥ R1,∫
B(0,R)c
e(u) ≤
(
R1
R
)α ∫
B(0,R1)c
e(u). (7.1)
Proof. By Corollary 2.5, there exists R0 > 0 such that equations (5.2)–(5.4) hold on B(0, R0)
c. Let
ρ > r ≥ R0 and
Ωr,ρ = {r ≤ |x| ≤ ρ}.
Multiplying (5.2) by θ − θr, with θr = 1|∂Br|
∫
∂Br
θ, and integrating by parts, we get∫
Ωr,ρ
̺2∇θ2 = c
∫
Ωr,ρ
u3∂1θ +
∫
∂Ωr,ρ
(θ − θr)̺2∂νθ − c
∫
∂Ωr,ρ
(θ − θr)u3ν1, (7.2)
where ν denotes the outward normal to Ωr,ρ.
We recall that the Poincaré inequality for ∂Br reads∫
∂Br
(θ − θr)2 ≤ r2
∫
∂Br
|∇τθ|2.
Then we obtain∣∣∣∣∫
∂Br
(θ − θr)̺2∂νθ
∣∣∣∣ ≤ r(∫
∂Br
|∇θ|2
)1/2(∫
∂Br
|ρ∇θ|2
)1/2
≤ r√
1− δ2
∫
∂Br
|ρ∇θ|2,
where δ = ‖u3‖L∞(Bcr). Similarly, using also the inequality ab ≤ a2/2 + b2/2,∣∣∣∣∣
∫
∂Ωr,ρ
(θ − θr)u3ν1
∣∣∣∣∣ ≤ r√1− δ2
∫
∂Br
e(u) and
∣∣∣∣∣
∫
Bcr
u3∂1θ
∣∣∣∣∣ ≤ 1√1− δ2
∫
Bcr
e(u).
On the other hand, by Lemma 3.3 and Corollary 3.4,
(θ − θr)̺2∂νθ, (θ − θr)u3ν1 ∈ L2(B(0, R0)c).
Then by Lemma A.4, we conclude that there exists a sequence ρn →∞ such that∫
∂Bρn
(θ − θr)̺2∂νθ → 0 and
∫
∂Bρn
(θ − θr)u3ν1 → 0. (7.3)
Therefore, taking ρ = ρn, using (7.2)–(7.3) and the dominated convergence theorem we conclude that∫
Bcr
̺2∇θ2 ≤ c√
1− δ2
∫
Bcr
e(u) +
3r√
1− δ2
∫
∂Br
e(u).
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In the same way, multiplying (5.4) by u3, integrating by parts on the set Ωr,ρ˜n , for a suitable sequence
ρ˜n →∞, we are led to ∫
Bcr
(|∇u3|2 + u23) ≤ (2δ2 + c)
∫
Bcr
e(u) +
∫
∂Br
e(u).
Since c < 1, we can choose r large enough such that
1
2(1− δ2)
(
2δ2 + c
(
1 +
1√
1− δ2
))
< 1.
Therefore, noticing that
e(u) ≤ 1
2(1− δ2) (|∇u3|
2 + ̺2|∇θ|2 + u23),
we conclude that there exists a constant K(δ, c) > 0 such that∫
Bcr
e(u) ≤ K(δ, c)r
∫
∂Br
e(u). (7.4)
Since
d
dr
∫
Bcr
e(u) = −
∫
∂Br
e(u),
we can integrate inequality (7.4) to conclude that∫
BcR
e(u) ≤
( r
R
)1/K(c,δ) ∫
Bcr
e(u), for all R ≥ r,
which completes the proof.
Corollary 7.2. Under the hypotheses and notations of Proposition 7.1, we have
| · |βe(u) ∈ L1(RN ) and | · |β(|F |+ |G1|+ · · ·+ |GN |) ∈ L1(RN ),
for all β ∈ [0, α).
Proof. Since u ∈ C∞(RN ), the fact that | · |βe(u) ∈ L1(RN ) is a direct consequence of Proposition 7.1
(see e.g. [14, Proposition 28]). On the other hand, we take R large enough such that ‖u3‖L∞(BcR) ≤ 1/2.
Then using that |u3| ≤ 1, (3.7) and (4.6), we deduce that for all j ∈ {1, . . . , N},
|F |+ |Gj | ≤ 2e(u) + |u23∂1θ|+ |u23∂jθ| ≤
|∇θ|2
2
≤
(
2 +
4√
3
)
e(u),
and then the conclusion follows.
The properties of the kernels appearing in equations (1.15) and (1.17) has been extensively studied
in [14]. Indeed, using the sets
Mk(RN ) =
{
f : RN → C : sup
x∈RN
|x|k|f(x)| <∞
}
, k ∈ N,
M(RN) =
{
f ∈ C∞(RN \ {0};C) : Dkf ∈Mk(RN ) ∩Mk+2(RN ), for all k ∈ N
}
,
it is proved that
DnLc, DnLc,j , DnTc,j,k ∈Mα+n(RN ), for all 1 ≤ j, k ≤ N, n ∈ N, α ∈ (N − 2, N ], (7.5)
and also that
L̂c, L̂c,j , T̂c,j,k ∈M(RN ). (7.6)
Similar results hold for the composed Riesz kernels Rj,k. By combining these results with Corollary 7.2,
equations (1.15) and (1.17) allow us to obtain the following algebraic decay.
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Lemma 7.3. For any n ∈ N,
u3, D
n(∇(χθ)), Dn(∇uˇ) ∈MN (RN ) and Dnu3 ∈MN+1(RN ).
Proof. In view of Corollary 7.2, the proof follows using the same arguments in [14, Theorem 11].
Proposition 7.4. Let N ≥ 2 and c ∈ (0, 1). Assume that u ∈ E(RN ) is a solution of (TWc). Suppose
further that u ∈ UC(RN ) if N ≥ 3. Then there exist constants R(u),K(c, u) ≥ 0 such that
|u3(x)|+ |∇θ(x)| + |∇uˇ(x)| ≤ K(c, u)
1 + |x|N , (7.7)
|∇u3(x)| + |D2θ(x)| + |D2uˇ(x)| ≤ K(c, u)
1 + |x|N+1 , (7.8)
|D2u3(x)| ≤ K(c, u)
1 + |x|N+2 , (7.9)
for all x ∈ B(0, R(u))c.
Proof. Inequality (7.7) and the estimate for ∇u3 in (7.8) are particular cases of Lemma 7.3. A sightly
improvement of Lemma 7.3 is necessary for the decay of the second derivatives in (7.8) and (7.9). This
can be done by following the lines in [15, Theorem 6], which completes the proof.
The pointwise convergence at infinity follows from general arguments in [15], valid for all functions
satisfying (7.6).
Lemma 7.5 ([15]). Assume that T is a tempered distribution whose Fourier transform T̂ = P/Q is a
rational fraction which belongs to M(RN ) and such that Q 6= 0 on RN \ {0}. Then there exists a function
T∞ ∈ L∞(SN−1;C) such that
RNT (Rσ)→ T∞(σ), as R→∞, for all σ ∈ SN−1.
Moreover, assume that f ∈ C∞(RN ) ∩ L∞(RN ) ∩M2N (RN ). Then g ≡ T ∗ f satisfies
RNg(Rσ)→ T∞(σ)
∫
RN
f(x) dx, as R→∞, for all σ ∈ SN−1.
Roughly speaking, it only remains to pass to the limit in the terms associated to the Riesz kernels
Ri,j . For this purpose, we also recall the following.
Lemma 7.6 ([15]). Assume that f ∈ C∞(RN )∩L∞(RN )∩M2N(RN ) with ∇f ∈ L∞(RN )∩M2N+1(RN ).
Then g ≡ Rj,k ∗ f satisfies for all j, k ∈ {1, . . . , N},
RNg(Rσ)→ (2π)−N2 Γ
(
N
2
)
(δj,k −Nσjσk)
∫
RN
f(x) dx, as R→∞, for all σ ∈ SN−1.
Finally, we have all the elements to provide the sketch of the proof of Theorem 1.6.
Proof of Theorem 1.6. In view of (1.15), (7.6) and Lemma 7.3, we can apply Lemma 7.5 to the function
u3 to conclude that there exists u3,∞ ∈ L∞(SN−1;R) such that
RNu3(Rσ)→ u3,∞(σ), as R→∞, for all σ ∈ SN−1, (7.10)
where
u3,∞(σ) =Lc,∞(σ)
∫
RN
F − c
N∑
j=1
Lc,j,∞(σ)
∫
RN
Gj , (7.11)
for some functions Lc,∞,Lc,j,∞. Moreover, adapting [16, Proposition 2], we obtain
Lc,∞(σ) =
Γ
(
N
2
)
(1− c2)N−32 c2
2π
N
2 (1− c2 + c2σ21)
N
2
(
1− Nσ
2
1
1− c2 + c2σ21
)
,
Lc,j,∞(σ) =
Γ
(
N
2
)
(1 − c2)N−12
2π
N
2 (1− c2 + c2σ21)
N
2
(
δj,1(1 − c2)−
δj,1+1
2 − N(1− c
2)−δj,1σ1σj
1− c2 + c2σ21
)
,
(7.12)
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which gives (1.27).
Now we turn to equation (1.17). Proceeding as before and using also Lemma 7.6, we infer that there
exist functions θj∞ ∈ L∞(SN−1;R), j ∈ {1, . . . , N} such that
RN∂jθ(Rσ)→ θj∞(σ), as R→∞, (7.13)
for all j ∈ {1, . . . , N}, and also that θj∞ is given by
θj∞(σ) = cLc,j,∞(σ)
∫
RN
F −
N∑
k=1
(
c2Tc,j,k,∞(σ) +
Γ
(
N
2
)
2π
N
2
(δj,k −Nσjσk)
)∫
RN
Gk. (7.14)
As before, adapting [16, Proposition 2] we have
Tc,j,k,∞ =
Γ
(
N
2
)
2π
N
2 c2
(
(1− c2)N2
(
δj,k(1− c2)−
δj,1+δk,1+1
2
(1− c2 + c2σ21)
N
2
− N(1− c
2)−δj,1−δk,1+
1
2 σjσk
(1− c2 + c2σ21)
N+2
2
)
−δj,k +Nσjσk
)
.
(7.15)
At this stage, we invoke Corollary 3.4 and suppose that θ¯ = 0. Then by [15, Lemma 10],
Rθ(Rσ)→ θ∞(σ) ≡ − 1
N − 1
N∑
j=1
σjθ
j
∞, as R→∞. (7.16)
A further analysis shows that the convergence in (7.10) and (7.16) are uniform, which implies that
RN−1(uˇ(Rσ)− 1) = RN−1
(√
1− u23(Rσ) exp(iθ(Rσ)) − 1
)
→ iθ∞(σ), in L∞(SN−1).
By combining with the expression for θj∞ above, (1.24) follows with λ∞ = 1 and uˇ∞ = θ∞, provided that
θ¯ = 0. Moreover, using (7.11)–(7.16) and that
N∑
j=1
σjLc,j,∞(σ) = −
Γ
(
N
2
)
(N − 1)(1− c2)N−32 σ1
2π
N
2 (1− c2 + c2σ21)
N
2
,
N∑
j=1
σjTc,j,k,∞(σ) = −
Γ
(
N
2
)
(N − 1)σk
2π
N
2 c2
(
(1− c2)N2 − 12−δk,1
(1− c2 + c2σ21)
N
2
− 1
)
,
we obtain (1.26).
In the case that θ¯ 6= 0, it is enough to redefine the function G in (1.7) as
G = u1∇u2 − u2∇u1 −∇(χ(θ − θ¯)),
since then we can establish an equation such as (1.17) for ∂j(χ(θ − θ¯)). Since θ(x) − θ¯ → 0, as x → ∞,
we conclude as before that there exists θ∞ ∈ L∞(SN−1;R) such that
RN−1
(√
1− u23(Rσ) exp(i(θ(Rσ) − θ¯)− 1
)
→ iθ∞(σ), in L∞(SN−1).
Since
√
1− u23(Rσ) exp(i(θ(Rσ) − θ¯) = uˇ(Rσ) exp(−iθ¯), taking λ∞ = exp(iθ¯), we conclude that
RN−1(uˇ(Rσ) − λ∞)→ iλ∞θ∞, in L∞(SN−1),
which completes the proof of Theorem 1.6.
Acknowledgments. The author is grateful to N. Papanicolaou and S. Komineas for interesting and
helpful discussions.
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Appendix
For the convenience of the reader we recall some well-known results used in this paper. We assume Ω to
be a smooth open bounded domain of RN .
Theorem A.1 ([45, 30]). Let u ∈ H1(Ω), such that ∆u = 0 on D′(Ω). Then there are constants
0 < α ≤ 1, α = α(N), and K > 0 such that if x ∈ Ω and 0 < ρ < r < dist(x,Ω),
osc
Bρ
u ≤ K
(ρ
r
)α ‖u‖L2(Br)
rN/2
.
Moreover, if N = 2, then
osc
Bρ
u ≤ K(ln(ρ/r))−1/2‖∇u‖L2(Br),
for some K > 0.
Theorem A.2 ([45]). Let p > N/2 and f ∈ Lp(Ω). Assume that u ∈ H10 (Ω) is solution of −∆u = f , in
Ω. Then u is Hölder continuous in Ω¯. Moreover, for ρ > 0, there exists a constant K(ρ) such that
osc
Bρ∩Ω
u ≤ K(ρ)‖f‖Lp(Ω).
Lemma A.3. Let f ∈ L1(RN ). Then for every ε > 0 there exists a constant K(ε) such that f = f1 + f2
a.e. on RN and
‖f2‖L1(RN ) ≤ ε, ‖f1‖L∞(RN ) ≤ K(ε).
Proof. Let
f1,k =

k, if f ≥ k,
f, if |f | ≤ k,
−k, if f ≤ −k.
and f2,k = f − f1,k. Then
‖f2,k‖L1(RN ) ≤ 2
∫
{|f |≥k}
|f |. (A.1)
Since
|{|f | ≥ k}| =
∫
{|f |≥k}
1 ≤ 1
k
‖f‖L1(RN ) → 0, as k →∞,
invoking the dominated convergence theorem and (A.1), we conclude that ‖f2,k‖L1(RN ) → 0, as k → ∞
and the conclusion follows.
Lemma A.4. Let N ≥ 1. Assume that f ∈ Lp(B(0, R0)c), for some R0 ≥ 0 and p ∈ [1,∞). Then there
exists a sequence Rn →∞ such that for all s ∈ [0, N/p−N + 1] we have
Rsn
∫
∂B(0,Rn)
|f |dσ ≤ K(p,N)
(lnRn)p
, as n→∞,
for some constant K(p,N) > 0.
Proof. Since f ∈ Lp(B(0, R0)c), ∫ ∞
R0
(∫
∂B(0,r)
|f |p
)
dr <∞,
and thus there is a sequence Rn →∞, as n→∞, such that∫
∂B(0,Rn)
|f |p ≤ 1
Rn ln(Rn)
.
Then, using the Hölder inequality we obtain∫
∂B(0,Rn)
|f | ≤ (K(N)RN−1n )1−1/p
1
(Rn lnRn)1/p
,
from where the result follows.
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Lemma A.5. Let c ≥ 0 and u ∈ C∞(RN ) ∩ UC(RN ) be a solution of (TWc). Assume that
osc
B(y,r)
u ≤ 1
8(1 + c)(2s+ 1)
, (A.2)
for some y ∈ RN , r > 0 and s ≥ 1. Then∫
B(y,r/2)
|∇u|2(s+1) ≤ 4(1 + c)2
(
1 +
16
r2
)∫
B(y,r)
|∇u|2s. (A.3)
Proof. The ideas of the proof are based on classical computations for elliptic equations with quadratic
growth (see e.g. [31, 5, 28]). Therefore we only provide the main ideas, in order to show the dependence
on u, c, s and N as stated. We set Br ≡ B(y, r) and η ∈ C∞0 (Br) a function such that 0 ≤ η ≤ 1,
|∇η| ≤ 4
r
on Br and η ≡ 1 on Br/2. (A.4)
Finally, we fix w = |∇u|2, which is smooth by hypothesis, so that
|∇w| ≤ 2w1/2|D2u|. (A.5)
We now divide the computations in several steps.
Step 1. If oscBr u ≤ 1/4, we have∫
Br
η2ws+1 ≤ 2 osc
Br
u
(∫
Br
|∇η|2ws + 2s+ 1
2
∫
Br
η2|D2u|ws−1
)
.
Indeed, since ∫
Br
η2ws+1 =
∫
Br
η2ws∇(u− u(y)) · ∇u,
integrating by parts and using (A.5), we deduce that∫
Br
η2ws+1 ≤ osc
Br
u
(
2
∫
Br
η|∇η|ws+1/2 + (2s+ 1)
∫
Br
η2|D2u|ws
)
. (A.6)
Using the elementary inequalities 2ab ≤ a2 + b2 and ab ≤ a2 + b2/4 in the first and second integrals in
the r.h.s. of (A.6), we obtain
(1− 2 osc
Br
u)
∫
Br
η2ws+1 ≤ osc
Br
u
(∫
Br
|∇η|2ws + (2s+ 1)
2
4
∫
Br
η2|D2u|ws−1
)
.
Since oscBr u ≤ 1/4, we conclude Step 1.
Step 2. We have
1
2
∫
Br
η2|D2u|2ws−1 ≤ 2
∫
Br
|∇η|2ws −
N∑
k=1
∫
Br
∂k(∆u) · ∂ku η2ws−1.
Let k ∈ {1, . . . , N} and φk = η2ws−1∂ku ∈ C∞0 (Br). On one hand, integrating by parts,
N∑
j=1
∫
Br
∂2jku · ∂jφk = −
∫
Br
∂k(∆u) · φk. (A.7)
On the other hand, using that
∂jw = 2
N∑
k=1
∂ku · ∂2jku,
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and developing the term ∂jφk,
N∑
j,k=1
∫
Br
∂2jku · ∂jφk =
∫
Br
η2|D2u|2ws−1 + 2
N∑
j,k=1
∫
Br
η∂jηw
s−1∂ku · ∂2jku
+
s− 1
2
∫
Br
η2ws−2|∇w|2.
(A.8)
Then the conclusion of this step follows combining (A.7) and (A.8), noticing that the last integral in the
r.h.s. of (A.8) is nonnegative, and that
2
N∑
j,k=1
|η∂jηws−1∂2jku · ∂ku| ≤ 2
N∑
j,k=1
η|∂2jku|w
s−1
2 · |∂jη||∂ku|w
s−1
2 ≤ 1
2
η2|D2u|2ws−1 + 2|∇η|2ws.
Step 3. For all δ > 0, we have
N∑
j=1
|∂j∆u · ∂ju| ≤ δ(c+ 1)|D2u|2 +
(
c+
c
δ
+ 4
)
w + (1 + c)w2.
Using (TWc) and the fact that |u| = 1, it is simple to check that
N∑
j=1
|∂j∆u · ∂ju| ≤ 2w|D2u|+ w2 + 4w + 2cw3/2 + 2c|D2u|w1/2.
By combining with the fact that 2ab ≤ δa2 + δ−1b2, for all δ > 0, we finish Step 3.
Step 4..
1
4
∫
Br
η2|D2u|2ws−1 ≤ 2
∫
Br
|∇η|2ws + (4c2 + 5c+ 4)
∫
Br
η2ws + (c+ 1)
∫
Br
η2ws+1.
Step 4 follows immediately from Steps 2 and 3, taking δ = (4(c+ 1))−1.
Now we are in position to finish the proof of Lemma A.5. In fact, by combining Steps 1 and 4, we are
led to
(1− 4(c+ 1)(2s+ 1) osc
Br
u)
∫
Br
η2ws+1 ≤ 2 osc
Br
u
(
(8s+ 5)
∫
Br
|∇η|2ws+
2(4c2 + 5c+ 4)(2s+ 1)
∫
Br
η2ws
)
.
Also, we see that (A.2) implies that
1/2 ≤ (1− 4(c+ 1)(2s+ 1) osc
Br
u),
and that
2 osc
Br
u ·max{8s+ 5, 2(4c2 + 5c+ 4)(2s+ 1)} ≤ 2(4c
2 + 5c+ 4)
4(1 + c)
≤ 2(1 + c2).
By combining with (A.4), we conclude (A.3).
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