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Abstract
We consider a Poisson process η on an arbitrary measurable space with an arbitrary
sigma-finite intensity measure. We establish an explicit Fock space representation
of square integrable functions of η. As a consequence we identify explicitly, in terms
of iterated difference operators, the integrands in the Wiener-Itoˆ chaos expansion.
We apply these results to extend well-known variance inequalities for homogeneous
Poisson processes on the line to the general Poisson case. The Poincare´ inequality
is a special case. Further applications are covariance identities for Poisson processes
on (strictly) ordered spaces and Harris-FKG-inequalities for montone functions of
η.
Key words and phrases. Poisson process, chaos expansion, derivative operator, Kabanov-
Skorohod integral, Malliavin calculus, Poincare´ inequality, variance inequalities, infinitely
divisible random measure
1 Introduction
The aim of this paper is to develop and to exploit the basic Fock space structure of a
Poisson process η on a measurable space (Y,Y) with σ-finite intensity measure λ. In
contrast to the literature we do not make any restrictions of generality, neither imposing
a topological structure on the phase space (Y,Y), nor assuming the measure λ to be
continuous. Moreover, our results are more explicit than what was available previously.
We use a probabilistic and non-technical approach that is based on only a few basic
properties of a Poisson process.
We now describe the contents of this paper in more detail. The underlying probability
space is denoted by (Ω,F ,P). We interpret the Poisson process η as a random element
in the space N := N(Y) of integer-valued σ-finite measures µ on Y equipped with the
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smallest σ-field N making the mappings µ 7→ µ(B) measurable for all B ∈ Y . For y ∈ Y
the difference operator Dy (also known as the add one cost operator) is given as follows.
For any measurable f : N→ R the function Dyf on N is defined by
Dyf(µ) := f(µ+ δy)− f(µ), µ ∈ N, (1.1)
where δy is the Dirac measure located at a point y ∈ Y. Iterating this definition, for n ≥ 2
and (y1, . . . , yn) ∈ Yn we define a function Dny1,...,ynf : N(Y)→ R inductively by
Dny1,...,ynf := D
1
y1
Dn−1y2,...,ynf, (1.2)
where D1 := D and D0f = f . As we shall see, the operator Dny1,...,yn is symmetric in
y1, . . . , yn. We define symmetric and (as it turns out) measurable functions Tnf on Y
n by
Tnf(y1, . . . , yn) := ED
n
y1,...,ynf(η), (1.3)
and we set T0f := Ef(η), whenever these expectations are defined.
By 〈·, ·〉n we denote the scalar product in L2(λn) and by ‖ · ‖n the associated norm.
Let Pη denote the distribution of η. Then L
2(Pη) is the space of all measurable f : N→ R
satisfying Ef(η)2 <∞. For n ∈ N let Hn be the space of symmetric functions in L2(λn),
and let H0 := R. Our first result says that the mapping f 7→ (Tn(f))n≥0 is an isometry
from L2(Pη) to the Fock space given by the direct sum of the spaces Hn, n ≥ 0, with L
2
norms scaled by n!−1/2, as we describe in more detail in Section 2.
Theorem 1.1. Let f ∈ L2(Pη). Then
Ef(η)2 = (Ef(η))2 +
∞∑
n=1
1
n!
‖Tnf‖
2
n. (1.4)
If also g ∈ L2(Pη), then more generally,
Ef(η)g(η) = (Ef(η))(Eg(η)) +
∞∑
n=1
1
n!
〈Tnf, Tng〉n. (1.5)
We shall use Thoerem 1.1 to provide a new proof of the following family of inequalities
for the variance of Poisson functionals, which were previously given by Houdre´ and Perez-
Abreu [12] (but with proof only for a Gaussian analogue) and by Privault [38] for the case
of normal martingales (including the homogeneous Poisson process on the line). These
estimates involve alternating sums with similar terms to those in (1.4), except that we take
the expectation outside the inner product. Accordingly, let Dnf(η) denote the mapping
(y1, . . . , yn) 7→ Dny1,...,ynf(η).
Theorem 1.2. Let f ∈ L2(Pη) and k ∈ N be such that
E‖Dnf(η)‖2n <∞, n = 1, . . . , 2k. (1.6)
Then
2k∑
n=1
(−1)n+1
n!
E‖Dnf(η)‖2n ≤ Var[f(η)] ≤
2k−1∑
n=1
(−1)n+1
n!
E‖Dnf(η)‖2n. (1.7)
The first inequality of (1.7) is an equality if and only if D2k+1y1,...,y2k+1f(η) = 0 almost surely,
for λ2k+1-almost all (y1, . . . , y2k+1) ∈ Y2k+1. The second inequality of (1.7) is an equality
if and only if D2ky1,...,y2kf(η) = 0 almost surely, for λ
2k-almost all (y1, . . . , y2k) ∈ Y2k.
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The case k = 1 of the right hand inequality in (1.7) says that
Var f(η) ≤ E
∫
(f(η + δy)− f(η))
2λ(dy), (1.8)
and is known as the Poincare´ inequality for the variance of Poisson functionals. In the
present generality (1.8) was previously derived by [43] using an explicit martingale rep-
resentation. The same method was used earlier in [5] to establish the result for infinitely
divisible random vectors with independent components. Again our proof is different.
In our opinion the Poincare´ inequality is a fundamental property of Poisson processes;
for an example of its application see [10]. It is related to the well-known Efron-Stein
inequality [8] for the variance of a symmetric function of n independent Y-valued random
variables.
In Section 3 we consider for n ∈ N themultiple Wiener-Itoˆ integral In(g) of a symmetric
function g ∈ L2(λn) with respect to the compensated Poisson process ηˆ (see [41, 16, 30]).
In fact we shall follow Liebscher [22] in defining this integral in the general case, that is
without assuming that λ is continuous as in [16, 30]. For c ∈ R we set I0(c) := c. Itoˆ’s
[16] and Wiener’s [41] famous chaos expansion of square integrable random variables says
that every function f ∈ L2(Pη) can be decomposed uniquely as a sum of variables of the
form In(fn) with (fn)n≥0 in our Fock space. The following result identifies each function
fn as 1/n! times the image of f under the mean iterated difference operator Tn.
Theorem 1.3. Let f ∈ L2(Pη). Then Tnf ∈ L2(λn), n ∈ N, and
f(η) =
∞∑
n=0
1
n!
In(Tnf), (1.9)
where the series converges in L2(P). Moreover, if gn ∈ Hn for n ∈ N0 satisfy f(η) =∑∞
n=0
1
n!
In(gn) with convergence in L
2(P), then g0 = Ef(η) and gn = Tnf , λ
n-almost
everywhere on Yn, for all n ∈ N.
In the case Y = R, Theorem 1.3 has been obtained by Y. Ito ([17], see eqn (7.5) there).
A less explicit version for the special case of Le´vy processes (without Gaussian component)
can be found as Theorem 4 in [23]. (The proof in [23] does not seem to justify its usage of
iterated stochastic integrals, see e.g. Theorem 18.13 in [21] for the Brownian case.) Our
proof is different from these, and applies to arbitrary σ-finite intensity measures. Theorem
1.3 and the isometry properties of stochastic integrals (see (3.5)) show that the isometry
f 7→ (Tn(f))n≥0 is in fact a bijection from L2(Pη) onto the Fock space. They could also
be used to deduce Theorem 1.1, but we shall proceed in the other direction, starting with
Theorem 1.1 which is more fundamental. Neither its formulation nor its proof requires
stochastic integration. For finite Poisson processes the operators Tn had been previously
used in [28, 29] to approximate the expectation of a Poisson functional, while [3] used (in
a similar context) a closely related operator for more general point processes on the line.
Additional results in Section 3 are concerned with certain derivative and integral
operators which are important in Malliavin calculus on Poisson spaces (see for example
[32]). In Theorem 3.3, we provide a generalization to arbitrary σ-finite intensity measure
(and new proof) of a result in [17] (see also [30]) identifying the difference operator with
a stochastic linear derivative operator from L2(Pη) to L
2(Pη ⊗ λ). We also consider
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the stochastic Kabanov-Skorohod integral [11, 18, 19] which is a linear operator from
L2(Pη × λ) to L2(Pη) that is dual to the derivative operator. In Theorem 3.5 we provide
a new proof of this duality for our more general setting, and a pathwise interpretation
of the Kabanov-Skorohod integral, using a classical Campbell-type formula due to Mecke
[25] for general Poisson processes.
In Section 5 we prove some results on covariances, including the following Harris-
FKG inequality; see also [26], [4] (treating special Poisson processes) [43], and [9] for more
general point processes. Given B ∈ Y , a function f : N(Y) → R is increasing on B if
f(µ+δy) ≥ f(µ) for all µ ∈ N(Y) and all y ∈ B. It is decreasing on B if (−f) is increasing
on B. The formulation we give allows for functions which are increasing on some parts of
Y and decreasing on others, which has occasionally been useful; see Lemma 14 on page
278 of [4], or page 878 of [34].
Theorem 1.4. Suppose B ∈ Y. Let f, g ∈ L2(Pη) be increasing on B and decreasing on
Y \B. Then
E[f(η)g(η)] ≥ (Ef(η))(Eg(η)). (1.10)
We shall derive Theorem 1.4 from the following result. For this result only, we make
the extra assumption that Y is equipped with a transitive binary relation < such that
(i) {(y, z) : y < z} is a measurable subset of Y2 and (ii) for any y, z ∈ Y at most one of
the relations y < z and z < y can be satisfied, and (iii) < strictly orders the points of Y
λ-a.e., that is
λ(Y \ {z ∈ Y : z < y or y < z}) = 0, y ∈ Y. (1.11)
For any µ ∈ N let µy denote the restriction of µ to y↓ := {z ∈ Y : z < y}. Our final
assumption on < is that (iv) (µ, y) 7→ µy is a measurable mapping from N × Y to N.
In Section 5 we shall use Theorem 1.1 to derive the following identity for the covariance
between two functions of η. The theorem requires a version of the conditional expectation
E[Dyf(η)|ηy] that is jointly measurable in all arguments. Thanks to the independence
properties of a Poisson process we can and will work with
E[Dyf(η)|ηy] :=
∫
Dyf(ηy + µ)Π
y(dµ), (1.12)
where Πy is the distribution of the restriction of η to Y \ y↓. By assumption (iv) and
Fubini’s theorem it follows that Πy(·) is a kernel, that is y 7→ Πy(A) is measurable for all
measurable A ⊂ N.
Theorem 1.5. Assume that Y is equipped with a transitive binary relation < satisfying
conditions (i)–(iv) above. For any f ∈ L2(Pη),
E
∫
E[Dyf(η)|ηy]
2λ(dy) <∞, (1.13)
and for any f, g ∈ L2(Pη),
Cov[f(η), g(η)] = E
∫
E[Dyf(η)|ηy]E[Dyg(η)|ηy]λ(dy). (1.14)
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When λ is the product of Lebesgue measure on [0, 1] and a σ-finite measure on some
space X, formula (1.14) is proved in [5] for special functions f , mentioned in [43] (under
an additional assumption on f) and derived (in case of a finite and absolutely continuous
intensity measure) in [35]. For normal martingales the result is stated in [14]. The version
for infinitely divisible random vectors can be found in [5] and [13].
In Section 6 we shall discuss the Poincare´ and Harris-FKG inequalities for infinitely
divisible random measures. In Section 7 we describe some of the implications of our
results in the case where Y is a finite set.
As has been discussed, some of our results already appear in the literature for special
cases such as when the intensity measure is Lebesgue measure on R+. It may be possible
to extend these existing results to the case where Y is a Borel space (a space that is
Borel isomorphic to a Borel subset of [0, 1]), by considering λ as the image of Lebesgue
measure under a measurable mapping from R+ to Y (see Lemma 3.22 of [21]) and making
an appropriate change of variables in the integrals. Nevertheless, we think our direct
approach is worthwhile; as well as being applicable to an arbitrary intensity measure
without any Borel condition, it provides a natural apporach which relies only on basic
properties of Poisson processes, avoiding the technicalities of stochastic calculus seen in
previous work.
2 Fock space representation
For any n ∈ N let Hn denote the space of all measurable functions g : Yn → R that
are square-integrable with respect to λn and symmetric λn-a.e., equipped with the L
2(λn)
innner product 〈·, ·〉n and corresponding norm norm ‖·‖n as in Section 1. Define H0 := R.
Consider the vector space H of all sequences f = (fn)n≥0 satisfying fn ∈ Hn, n ≥ 0, and
∞∑
n=0
1
n!
‖fn‖
2
n <∞ (2.1)
where ‖f0‖0 := |f0|. Equipped with the scalar product
〈f, g〉H :=
∞∑
n=0
1
n!
〈fn, gn〉n, f = (fn), g = (gn) ∈ H, (2.2)
H becomes a Hilbert space; this is the Fock space that we consider in this paper. Meyer
[27] gives an introduction into stochastic calculus on these spaces.
For any f ∈ L2(Pη) we define Tf := (Tnf)n≥0, where Tnf is given at (1.3). Theorem
1.1 asserts that Tf ∈ H for f ∈ L2(Pη) and
Ef(η)g(η) = 〈Tf, Tg〉H, f, g ∈ L
2(Pη). (2.3)
We prove these assertions in stages. Note first that
Dny1,...,ynf(µ) =
∑
J⊂{1,2,...,n}
(−1)n−|J |f
(
µ+
∑
j∈J
δyj
)
, (2.4)
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where |J | denotes the number of elements of J . This shows that the operator Dny1,...,yn is
symmetric in y1, . . . , yn, and that (µ, y1, . . . , yn) 7→ Dny1,...,ynf(µ) is measurable whenever
f : N→ R is measurable.
Let F+ denote the space of all bounded and measurable functions v : Y → R+. By
Lemma 12.2 in [21] the Laplace functional of η is given by
E exp[−η(v)] = exp[−λ(1− e−v)], v ∈ F+, (2.5)
where µ(v) :=
∫
vdµ for any measure µ on Y.
Let Y0 be the system of all measurable B ∈ Y having λ(B) <∞. Let F
+
B denote the
space of all those v ∈ F+ vanishing outside B ∈ Y . Let F+0 be the space of all functions
v that belong to F+B for some B ∈ Y0. Let G denote the space of all (bounded and
measurable) functions g : N→ R of the form
g(µ) = a1e
−µ(v1) + . . .+ ane
−µ(vn), (2.6)
where n ∈ N, a1, . . . , an ∈ R and v1, . . . , vn ∈ F
+
0 .
Lemma 2.1. Relation (2.3) holds for f, g ∈ G.
Proof: By linearity it suffices to consider functions f and g of the form
f(µ) = exp[−µ(v)], g(µ) = exp[−µ(w)]
for v, w ∈ F+0 . Then we have for n ≥ 1 that
Dnf(µ) = exp[−µ(v)](e−v − 1)⊗n,
where (e−v − 1)⊗n(y1, . . . , yn) :=
∏n
i=1(e
−v(yi) − 1). From (2.5) we obtain that
Tnf = exp[−λ(1− e
−v)](e−v − 1)⊗n. (2.7)
Since v ∈ F+0 it follows that Tnf ∈ Hn, n ≥ 0. Using (2.5), we obtain that
Ef(η)g(η) = exp[−λ(1− e−(v+w))]. (2.8)
On the other hand we have from (2.7) (putting λ0(1) := 1) that
∞∑
n=0
1
n!
〈Tnf, Tng〉n
= exp[−λ(1− e−v)] exp[−λ(1− e−w)]
∞∑
n=0
1
n!
λn(((e−v − 1)(e−w − 1))⊗n)
= exp[−λ(2− e−v − e−w)] exp[λ((e−v − 1)(e−w − 1))].
This equals the right-hand side of (2.8).
To extend (2.3) to general f, g ∈ L2(Pη) we need two lemmas.
Lemma 2.2. The set G is dense in L2(Pη).
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Proof: Let W be the space of all bounded measurable g : N → R that can be
approximated in L2(Pη) by functions in G. This space is closed under monotone and
uniformly bounded convergence and contains the constant functions. The space G is
stable under multiplication and we denote by N ′ the smallest σ-field on N such that
µ 7→ h(µ) is measurable for all h ∈ G. A well-known functional version of the monotone
class theorem (see e.g. Theorem I.21 in [7]) implies that W contains any bounded N ′-
measurable g. On the other hand we have that
µ(C) = lim
t→0+
t−1(1− e−tµ(C)), µ ∈ N,
for any C ∈ Y . Hence µ 7→ µ(C) is N ′-measurable whenever C ∈ Y0. Since λ is σ-finite,
for any C ∈ Y there is a monotone sequence Ck ∈ Y0, k ∈ N, with union C, so that
µ 7→ µ(C) is N ′-measurable. Hence N ′ = N and it follows that W contains all bounded
measurable functions. But then W is clearly dense in L2(Pη) and the proof of the lemma
is complete.
In proving the next lemma, and repeatedly later, we need to consider factorial moment
measures. For µ ∈ N(Y) and for m ∈ N, define the measure µ(m) on Ym by
µ(m)(B) :=
∫
· · ·
∫
1B(y1, . . . , ym)
(
µ−
m−1∑
j=1
δyj
)
(dym)
(
µ−
m−2∑
j=1
δyj
)
(dym−1)
. . . (µ− δy1)(dy2)µ(dy1). (2.9)
If we can write µ =
∑
i≥1 δxi , then µ
(m)(B) counts the number of n-tuples of distinct
indices (i1, . . . , im) such that (xi1 , . . . , xik) is in B, and Eη
(m)(·) is known as the mth
factorial moment measure of the Poisson process η. A standard tool in the analysis of
Poisson driven stochastic systems is the formula
E
∫
h(η, y1, . . . , ym)η
(m)(d(y1, . . . , ym))
= E
∫
h(η + δy1 + . . .+ δym , y1, . . . , ym)λ
m(d(y1, . . . , ym)), (2.10)
for all h : N×Ym → [−∞,∞] for which one (and then also the other) side makes sense.
When m = 1, (2.10) simplifies to the following classical formula by Mecke [25]:
E
∫
h(η, y)η(dy) = E
∫
h(η + δy, y)λ(dy). (2.11)
In the special case where λ is a finite, absolutely continuous measure on Rd, a proof of
(2.10) is given in e.g. Theorem 1.6 of [33], and the argument there can be extended to the
general case. Here, and again later on, we use the fact that for arbitrary σ-finite λ, the
standard proof of existence of a Poisson process η with σ-finite intensity measure λ (see
e.g. Theorem 12.7 of [21]) shows that there is a version of this Poisson process process
taking the form
∑η(Y)
i=1 δXi for a sequence of Y-valued random variables Xi.
Lemma 2.3. Suppose that f, f 1, f 2, . . . ∈ L2(Pη) satisfy fk → f in L2(Pη) as k → ∞,
and that h : N→ [0, 1] is measurable. Let n ∈ N, let C ∈ Y0 and set B := Cn. Then
lim
k→∞
∫
B
E[|Dny1,...,ynf(η)−D
n
y1,...,yn
fk(η)|h(η)]λn(d(y1, . . . , yn)) = 0. (2.12)
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Proof: By (2.4), the relation (2.12) is implied by the convergence
lim
n→∞
∫
B
E
[∣∣∣f(η + m∑
i=1
δyi
)
− fk
(
η +
m∑
i=1
δyi
)∣∣∣h(η)]λn(d(y1, . . . , yn)) = 0 (2.13)
for all m ∈ {0, . . . , n}. For m = 0 this is obvious. Assume m ∈ {1, . . . , n}. Then the
integral in (2.13) equals
λ(C)n−mE
∫
Cm
∣∣∣f(η + m∑
i=1
δyi
)
− fk
(
η +
m∑
i=1
δyi
)∣∣∣h(η)λm(d(y1, . . . , ym))
= λ(C)n−mE
∫
Cm
|f(η)− fk(η)|h
(
η −
n∑
i=1
δyi
)
η(m)(d(y1, . . . , ym)),
≤ λ(C)n−mE|f(η)− fk(η)|η(m)(Cm),
where we have used (2.10) to get the equality. By the Cauchy-Schwarz inequality the last
expression is bounded above by
λ(C)n−m(E(f(η)− fk(η))2)1/2(E[(η(m)(Cm))2])1/2.
Since any Poisson variable has moments of all orders, we obtain (2.13) and hence the
lemma.
Later we will also need the following direct consequence of (2.11).
Lemma 2.4. Let f, g : N → R be measurable functions that coinicde Pη-a.e. Then
Dyf(µ) = Dyg(µ) for Pη ⊗ λ-a.e. (µ, y).
Proof of Theorem 1.1: By linearity and the polarization identity
4〈f, g〉H = 〈f + g, f + g〉H − 〈f − g, f − g〉H
it suffices to prove (2.3) for f = g ∈ L2(P). By Lemma 2.2 there are fk ∈ G, k ∈ N,
satisfying fk → f in L2(Pη) as k →∞. By Lemma 2.1, Tf
k, k ∈ N, is a Cauchy sequence
in H. Let f˜ = (f˜n) ∈ H be the limit, that is
lim
k→∞
∞∑
n=0
1
n!
‖Tnf
k − f˜n‖
2
n = 0. (2.14)
Taking the limit in the identity Efk(η)2 = 〈Tfk, T fk〉H yields Ef(η)2 = 〈f˜ , f˜〉H. Equation
(2.14) implies that f˜0 = Ef(η) = T0f . It remains to show that for any n ≥ 1,
f˜n = Tnf λ
n-a.e. (2.15)
Let C ∈ Y0 and B := C
n. Let λn|B be the restriction of the measure λ
n to B. By (2.14)
Tnf
k converges in L2(λn|B) (and hence in L1(λn|B)) to f˜n, while by the definition (1.3)
of Tn, and the case h ≡ 1 of (2.13), Tnfk converges in L1(λn|B) to Tnf . Hence these L1
limits must be the same almost everywhere, so that f˜n = Tnf λ
n-a.e. on B. Since λ is
assumed σ-finite, this implies (2.15) and hence the theorem.
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3 Chaos expansion
Given functions gi : Y → R for i = 1, 2, . . . , n, define the tensor product function ⊗ni=1gi
to be the function from Yn to R which maps each (y1, . . . , yn) to
∏n
i=1 gi(yi). When the
functions g1, . . . , gn are all the same function g, we write g
⊗n for this tensor product
function. This is consistent with notation used in the proof of Lemma 2.1.
For n ∈ N0 and g ∈ L2(λn) we define the multiple Wiener-Itoˆ integral In(g) of g with
respect to the compensated Poisson process ηˆ := η − λ as follows. Set I0(c) := c for
c ∈ R. When n ≥ 1, consider first the case where g is of product form, by which we mean
g = ⊗ni=1gi, with each of the gi bounded and vanishing outside B for some B ∈ Y0. For
such g, set
In(g) :=
∑
J⊂[n]
(−1)n−|J |η(|J |)(⊗j∈Jgj)λ
n−|J |(⊗j′∈[n]\Jgj′), (3.1)
where [n] := {1, . . . , n}, and |J | denotes the number of elements of J , and η(m)(·) denotes
integration with respect to the measure η(m) defined by (2.9), while η(0)(⊗j∈∅gj) := 1 and
λ0(⊗j∈∅gj) := 1. In the special case where the functions gi are all the same function h,
the formula (3.1) simplifies to
In(h
⊗n) =
n∑
k=0
(
n
k
)
(−1)n−kη(k)(h⊗k)(λ(h))n−k. (3.2)
Recall [31, 17, 2] that the Charlier polynomials Cn(λ; ·), n ∈ N0, are a family of
orthogonal polynomials for the Poisson distribution with parameter λ ≥ 0 defined by
Cn(λ; x) =
n∑
k=0
(
n
k
)
(−1)n−kλ−k(x)k
where (x)j is the descending factorial x(x − 1) · . . . · (x − j + 1) with (x)0 interpreted
as 1. Assume that the function g in (3.1) is of the form g = 1⊗m1B1 ⊗ . . . ⊗ 1
⊗mk
Bk
, where
B1, . . . , Bk ∈ Y0 are pairwise disjoint and m1 + . . .+mk = n. Then
In(g) =
m1∑
j1=0
. . .
mk∑
jk=0
k∏
i=1
(
mi
ji
)
(η(Bi))ji(−λ(Bi))
mi−ji.
This can be written as
In
(
1⊗m1B1 ⊗ . . .⊗ 1
⊗mk
Bk
)
=
k∏
i=1
λ(Bi)
miCmi(λ(Bi); η(Bi)), (3.3)
at least if η(Bi) < ∞ for i = 1, . . . , k, an event with probability 1. Ogura [31] used this
formula to define the Wiener-Itoˆ integral for a homogeneous Poisson process on the line.
Liebscher [22] generalized this approach to Poisson processes on a complete separable
metric space with locally finite intensity measure.
We extend the definition of In(g) by linearity to those functions g which can be ex-
pressed as a finite sum of functions of product form; we shall say that such g are of
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sum-product form. The extension is well defined because each term of the sum in the
right hand side of (3.1) is ±1 times the integral of g with respect to a certain measure on
Ym, and hence is linear in g.
Let Σn denote the set of all permutations of [n], and for g ∈ L2(λn) define the sym-
metrization g˜ of g by
g˜(y1, . . . , yn) :=
1
n!
∑
π∈Σn
g(yπ(1), . . . , yπ(n)). (3.4)
By (3.1), for g of product form In(g) is invariant under permutations of the functions gi
in the tensor product. Hence In(g) = In(g˜) for all g of sum-product form.
We shall show in Lemma 3.1 below that if g and h are functions of sum-product form
on Yn and on Ym respectively, we have the isometry relation
EIm(g)In(h) = 1{m = n}m!〈g˜, h˜〉n, m, n ∈ N0. (3.5)
Since functions of sum-product form are dense in L2(λn), we can (and do) extend the
definition of In(g) to general g ∈ L2(λn) by isometry. It follows from the isometry that
Im(g) = Im(g˜) for all g ∈ L2(λm), and that Im(g) is linear in g, and that (3.5) holds for
all g ∈ L2(λm) and h ∈ L2(λn), since all these properties were already established for
functions of sum-product form.
The proofs of (3.5) in the literature (see [16], [39]) assume further structure on the
measure space (Y,Y , λ), typically including diffuseness or continuity of λ, and in some
cases, topological assumptions on Y. We are not making such assumptions here, so we
provide a new proof of (3.5), as follows. An alternative proof can be based on (3.3) and
the orthogonality properties of the Charlier polynomials, see [22].
Lemma 3.1. Let m,n ∈ N0, and suppose g : Y
m → R and h : Yn → R are of sum-product
form. Then Im(g), In(h) ∈ L2(P), and (3.5) holds.
Proof: First consider g and h of product form. Suppose n > 0 and m > 0, and
suppose g = ⊗nj=1gj and h = ⊗
m
k=1hk, where all the functions gj and hk are bounded and
vanish outside of some B ∈ Y0. Then
EIm(g)In(h) =
∑
J⊂[m]
∑
K⊂[n]
(−1)m+n−|J |−|K|
( ∏
j′∈[m]\J
λ(gj′)
)( ∏
k′∈[n]\J
λ(gk′)
)
× Eη(|J |)(⊗j∈Jgj)η
(|K|)(⊗k∈Khk).
Suppose, in each term of the preceding sum, we were to replace the expectation by
E[η(|J |+|K|)((⊗j∈Jgj) ⊗ (⊗k∈Khk))]. Then the modified sum would come to zero, because
by (2.10), the modified expectation comes to (
∏
j∈J λ(ηj))(
∏
k∈K λ(ηk)), so in the modified
sum each term is of the form (−1)m+n−|J |−|K|(
∏m
j=1 λ(gj))(
∏n
k=1 λ(hj)) (this also shows
that (3.5) holds when one of m and n is 0.) Therefore,
EIm(g)In(h) =
∑
J⊂[m]
∑
K⊂[n]
(−1)m+n−|J |−|K|
( ∏
j′∈[m]\J
λ(gj′)
)( ∏
k′∈[n]\K
λ(gk′)
)
(3.6)
× E[η(|J |)(⊗j∈Jgj)η
(|K|)(⊗k∈Khk)− η
(|J |+|K|)((⊗j∈Jgj)⊗ (⊗k∈Khk))].
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Suppose we write the restriction of η to B as
∑N
i=1 δXi (for any Poisson process this
is possible, as remarked earlier). Then η(|J |)(
∏
j∈J gj) is the sum, over all |J |-tuples of
distinct points Xi, i ∈ [N ], of the product of the values of gj at those points. Similarly,
η(|K|)(⊗k∈Khk) is the sum, over all |K|-tuples of distinct points Xi, of the product of
the values of hj at those points. When multiplied together, the j-tuple and the k-tuple
need to have at least one element in common for this product to be different from the
corresponding term in η(|J |+|K|)((⊗j∈Jgj) ⊗ (⊗k∈Khk)). For example, if J = K = {1, 2}
we have
η(2)(g1 ⊗ g2)η
(2)(h1 ⊗ h2)− η
(4)(g1 ⊗ g2 ⊗ h1 ⊗ h2)
=η(3)(g1h1 ⊗ g2 ⊗ h2 + g1h2 ⊗ g2 ⊗ h1 + g2h1 ⊗ g1 ⊗ h2 + g2h2 ⊗ g1 ⊗ h1)
+ η(2)(g1h1 ⊗ g2h2 + g1h2 ⊗ g2h1)
where the product gihj is defined pointwise, that is gihj(y) := gi(y)hj(y) for y ∈ Y. In
general, for each matching (bijection) ϕ of a nonempty subset {j1, . . . , jα} of J to a subset
of K, writing ki for ϕ(ji) we get a contribution to the expression inside the expectation
in the (J,K)th term of (3.6) which is of the form
η(|J |+|K|−α)((⊗αi=1gjihki)⊗ (⊗j∈J\{j1,...,jα}gj)⊗ (⊗k∈K\{k1,...,kα}hk))
so that when one takes the expectation using (2.10), and multiplies by the remaining
factors of λ(gj′)λ(hk′) appearing in this term of the right hand side of (3.6), one ends up
with a contribution of
(−1)m+n−|J |−|K|
( α∏
i=1
λ(gjihki)
)
×
( ∏
j∈[m]\{j1,...,jα}
λ(gj)
)
×
( ∏
k∈[n]\{k1,...,kα}
λ(hk)
)
which depends on J and K only through the sign factor. Writing J = {j1, . . . , jα} ∪ J ′
and K = {k1, . . . , kα} ∪K ′, we have that the total contribution to the right hand side of
(3.6) from a given matching ϕ is given by
( α∏
i=1
λ(gjihki)
)
×
( ∏
j∈[m]\{j1,...,jα}
λ(gj)
)
×
( ∏
k∈[n]\{k1,...,kα}
λ(hk)
)
×
∑
J ′⊂[m]\{j1,...,jα}
∑
K ′⊂[n]\{k1,...,kα}
(−1)m+n−|J
′|−|K ′|−2α
and this comes to zero, except in the case where α = m = n.
Hence, all matchings contribute zero to (3.6) unless m = n, and for this case there are
n! matchings ϕ having α = n, namely the permutations of [n], so that
E [In(g)In(h)] =
∑
ϕ∈Σn
n∏
i=1
λ(gihϕ(i)) =
∑
ϕ∈Σn
n∏
i=1
〈gi, hϕ(i)〉n.
With the symmetrization g˜ defined at (3.4), we have by linearity that
EIn(g˜)In(h˜) = n!
−2
∑
π∈Σn
∑
σ∈Σn
E[In(⊗
n
i=1gπ(i))In(⊗
n
j=1hσ(j))] =
∑
ϕ∈Σn
n∏
i=1
〈gi, hϕ(i)〉n
11
whereas
〈g˜, h˜〉n = n!
−2
∑
π∈Σn
∑
σ∈Σn
〈gπ(i), hσ(j)〉n = n!
−1
∑
ϕ∈Σn
〈gi, hϕ(i)〉n
so that (3.5) holds for this case. We can then extend by linearity to all f and g of
sum-product form.
The proof of Theorem 1.3 requires the following key lemma.
Lemma 3.2. Let f(µ) := e−µ(v), µ ∈ N(Y), where v : Y → R+ is a measurable function
vanishing outside a set B ∈ Y0. Then (1.9) holds P-a.s. and in L2(P).
Proof: By (2.5) and (2.7) the right-hand side of (1.9) equals the formal sum
I := exp[−λ(1− e−v)] + exp[−λ(1− e−v)]
∞∑
n=1
1
n!
In((e
−v − 1)⊗n). (3.7)
The function (e−v−1)⊗n is of product form. Using the pathwise definition (3.2) we obtain
that almost surely
I = exp[−λ(1− e−v)]
∞∑
n=0
1
n!
n∑
k=0
(
n
k
)
η(k)((e−v − 1)⊗k)(λ(1− e−v))n−k
= exp[−λ(1− e−v)]
∞∑
k=0
1
k!
η(k)((e−v − 1)⊗k)
∞∑
n=k
1
(n− k)!
(λ(1− e−v))n−k
=
N∑
k=0
1
k!
η(k)((e−v − 1)⊗k), (3.8)
where N := η(B). Writing δX1 + . . . + δXN for the restriction of η to B, we have almost
surely that
I =
∑
J⊂{1,...,N}
∏
i∈J
(e−v(Xi) − 1) =
N∏
i=1
e−v(Xi) = e−η(v),
and hence (1.9) holds with almost sure convergence of the series. To demonstrate that
convergence also holds in L2(P), let the partial sum I(m) be given by the right hand side
(3.7) with the series terminated at n = m. Then since λ(1 − e−v) is nonnegative and
|1− e−v(y)| ≤ 1 for all y, a similar argument to (3.8) yields
|I(m)| ≤
min(N,m)∑
k=0
1
k!
|η(k)((e−v − 1)⊗k)|
≤
N∑
k=0
N(N − 1) · · · (N − k + 1)
k!
= 2N .
Since 2N has finite moments of all orders, by dominated convergence the series (3.7) (and
hence (1.9)) converges in L2(P).
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Proof of Theorem 1.3: Let f ∈ L2(Pη) and define Tnf for n ∈ N0 by (1.3). By (3.5)
and Theorem 1.1,
∞∑
n=0
E
( 1
n!
In(Tnf)
)2
=
∞∑
n=0
1
n!
‖Tnf‖
2
n = Ef(η)
2 <∞.
Hence the infinite series of orthogonal terms
X :=
∞∑
n=0
1
n!
In(Tnf)
converges in L2(P). Let h ∈ G, where G was defined at (2.6). By Lemma 3.2 and
linearity of In(·) the sum
∑∞
n=0
1
n!
In(Tnh) converges in L
2(P) to h(η). Using (3.5) followed
by Theorem 1.1 yields
E(h(η)−X)2 =
∞∑
n=0
1
n!
‖Tnh− Tnf‖n = E(f(η)− h(η))
2.
Hence if E(f(η)− h(η))2 is small, then so is E(f(η)− X)2. Since G dense in L2(Pη) by
Lemma 2.2, it follows that f(η) = X almost surely.
To prove the uniqueness, suppose that also gn ∈ Hn for n ∈ N0 are such that∑∞
n=0
1
n!
In(gn) converges in L
2(P) to f(η). By taking expectations we must have g0 =
Ef(η) = T0f . For n ≥ 1 and h ∈ Hn, by (3.5) and (1.9) we have
Ef(η)In(h) = EIn(Tnf)In(h) = n!〈Tnf, h〉n
and similarly with Tnf replaced by gn, so that 〈Tnf − gn, h〉n = 0. Putting h = Tnf − gn
gives ‖Tnf − gn‖n = 0 for each n, completing the proof of the theorem.
We proceed with proving that the pathwise defined difference operator Dy coincides
with a derivative operator acting on square integrable σ(η)-measurable random variables.
For n ∈ N, f ∈ Hn, and y ∈ Y we define fy : Yn−1 → R by fy(y1, . . . , yn−1) :=
f(y1, . . . , yn−1, y). Whenever fy ∈ L2(λn−1) (which is the case for λ-a.e. y) we de-
fine In−1f(y) := In−1(fy). Otherwise we set In−1f(y) := 0. We choose a version of
In−1f(y) that is jointly measurable in ω and y. Strictly speaking, we claim that there is a
h ∈ L2(P⊗ λn) and a B ∈ Y such that λ(Y \B) = 0 and In−1f(y) = h(·, y) P-a.s. for any
y ∈ B. If f was a function of sum-product form then by using (3.1) one could see directly
that In−1f was jointly measurable. In general we approximate f in L
2(λn) by symmetric
functions fk, k ∈ N, of sum-product form. Since by (3.5)∫
E|In−1f
k(y)− In−1f
l(y)|2λ(dy) =
∫
‖fky − f
l
y‖
2
n−1λ(dy) = ‖f
k − f l‖2n, k, l ∈ N,
we can take h as the L2-limit of the Cauchy sequence In−1f
k(y). Next we can choose
B1 ∈ Y and a subsequence J ⊂ N such that λ(Y\B1) = 0 and E|In−1fk(y)−h(·, y)|2 → 0
as k → ∞ along J for all y ∈ B1. On the other hand we may also choose B2 ∈ Y and a
subsequence J ′ ⊂ J such that λ(Y \ B2) = 0 and ‖fky − fy‖
2
n−1 → 0 as k → ∞ along J
′
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for all y ∈ B2. But then E|In−1fk(y)− In−1f(y)|2 → 0 as k →∞ along J ′, implying that
In−1f(y) = h(·, y) P-a.s. for any y ∈ B1 ∩ B2.
Given f ∈ L2(Pη), define fn =
1
n!
Tnf ∈ Hn, so by Theorem 1.3,
f(η) =
∞∑
n=0
In(fn) (3.9)
is the chaotic expansion of f (with L2(P) convergence). We then define
D′yf(η) :=
∞∑
n=1
nIn−1fn(y), (3.10)
provided that
∞∑
n=1
n · n!
∫
f 2ndλ
n <∞. (3.11)
In this case, by (3.5),
E
∫
(D′yf(η))
2λ(dy) =
∫ ( ∞∑
n=1
n · n!‖(fn)y‖
2
n−1
)
λ(dy) =
∞∑
n=1
n · n!
∫
‖fn‖
2
n.
Therefore we can interpret D′ as a linear derivative operator from L2(Pη) to L
2(Pη ⊗ λ),
see e.g. [30]. The following result generalizes Theorem 6.5 in [17] (see also Theorem 6.2
in [30]).
Theorem 3.3. Let f ∈ L2(Pη) have a chaotic expansion (3.9) satisfying (3.11). Then
Dyf(η) = D
′
yf(η) P-a.s., λ-a.e. y. (3.12)
Before proving Theorem 3.3, it is convenient to introduce the dual operator of D′. Let
h ∈ L2(Pη ⊗ λ). Then h(·, y) ∈ L2(Pη) for λ-a.e. y. Define
h˜n(y1, . . . , yn+1) =
1
(n+ 1)!
n+1∑
i=1
EDny1,...,yi−1,yi+1,...,ynf(η, yi). (3.13)
From Theorem 1.1 we obtain that h˜n ∈ Hn+1 and we can define the Kabanov-Skorohod
integral [11, 18, 40, 19] of h, denoted δ(h), by
δ(h) :=
∞∑
n=0
In+1(h˜n), (3.14)
which converges in L2(P) provided that
∞∑
n=0
(n + 1)!
∫
h˜2ndλ
n+1 <∞. (3.15)
The following duality relation is a special case of Proposition 4.2 in [30] applying to
general Fock spaces. We give the short proof for completeness.
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Proposition 3.4. Let f ∈ L2(Pη) have a chaotic expansion (3.9) satisfying (3.11) and
let h ∈ L2(Pη ⊗ λ) be such that (3.15) holds. Then
E
∫
D′yf(η)h(η, y)λ(dy) = Ef(η)δ(h). (3.16)
Proof: For y ∈ Y with h(·, y) ∈ L2(Pη), the function Tnh(·, y) ∈ Hn is defined, and
by Theorem 1.3 the sum
∑∞
n=0
1
n!
In(Tnh(·, y)), converges in L2(P) to h(η, y). Also, by the
explicit formula (2.4), the function (y1, . . . , yn, y) 7→
1
n!
Tnh(·, y)(y1, . . . , yn) is measurable.
Moreover h˜n, given by (3.13), is the symmetrization of this function, as defined at (3.4).
By (3.5),
E
∫
D′yf(η)h(η, y)λ(dy) =
∞∑
n=1
∫
〈(fn)y, Tn−1h(·, y)〉n−1λ(dy) =
∞∑
n=1
n!〈fn, h˜n−1〉n,
where we have used the fact that fn is a symmetric function. By definition (3.14) and
(3.5), the last series coincides with Ef(η)δ(h).
Proof of Theorem 3.3: First consider the case with f(µ) = e−µ(v) with v ∈ F+0 .
Then n!fn = Tnf is given by (2.7). Given n ∈ N,
n · n!
∫
f 2ndλ
n =
1
(n− 1)!
exp[2λ(e−v − 1)](λ((e−v − 1)2))n
which is summable in n, so (3.11) holds in this case. Also, in this case, Dyf(η) =
(ev(y) − 1)f(η) by (1.1), while (fn)y = (e−v(y) − 1)n−1fn−1 so that by (3.10),
D′yf(η) =
∞∑
n=1
(e−v(y) − 1)In−1(fn−1) = (e
−v(y) − 1)f(η)
where the last inequality is from Lemma 3.2 again. Thus (3.12) holds for f of this form.
By linearity this extends to all elements of G.
Let us now consider the general case. Choose gk ∈ G, k ∈ N, such that gk → f in
L2(Pη) as k →∞, see Lemma 2.2. Define h ∈ L2(Pη⊗λ) by h(µ, y) := h′(µ)1B(y), where
h′ is as in Lemma 3.2 and B ∈ Y0. From Lemma 3.2 it is easy to see that (3.15) holds.
Therefore we obtain from Proposition 3.4 and the linearity of the operator D′ that
E
∫
(D′yf(η)−D
′
ygk(η))h(η, y)λ(dy) = E(f(η)− gk(η))δ(h)→ 0 as k →∞. (3.17)
On the other hand,
E
∫
(Dyf(η)−Dygk(η))h(η, y)λ(dy) =
∫
B
E[(Dyf(η)−Dygk(η))h
′(η)]λ(dy),
and by the case n = 1 of Lemma 2.3, this tends to zero as k → ∞. Since D′ygk = Dygk
a.s. for λ-a.e. y we obtain from (3.17) that
E
∫
(D′yf)h(η, y)λ(dy) = E
∫
(Dyf(η))h(η, y)λ(dy). (3.18)
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By Lemma 2.2, the linear combinations of the functions h considered above are dense in
L2(Pη ⊗ λ), and by linearity (3.18) carries through to h in this dense class of functions
too, so we may conclude that the assertion (3.12) holds.
Next we derive a pathwise interpretation of the Kabanov-Skorohod integral. For h ∈
L1(Pη ⊗ λ) we define
δ′(h) :=
∫
h(η − δy, y)η(dy)−
∫
h(η, y)λ(dy). (3.19)
It turns out that the Kabanov-Skorohod integral and the operator δ′ coincide on the
intersection of their domains:
Theorem 3.5. Let h ∈ L1(Pη ⊗ λ) ∩ L2(Pη ⊗ λ) and assume that (3.15) holds. Then
δ(h) = δ′(h) P-a.s.
Proof: The Mecke equation (2.11) shows that E
∫
|h(η− δy, y)|η(dy) <∞ as well as
E
∫
Dyf(η)h(η, y)λ(dy) = Ef(η)δ
′(h), (3.20)
whenever f : N → R is measurable and bounded. Therefore we obtain from Theorem
3.3 and Proposition 3.4 that Ef(η)δ′(h) = Ef(η)δ(h) provided that f satisfies (3.11). By
Lemma 2.2 the space of such bounded functions is dense in L2(Pη), so we may conclude
that the assertion holds.
The duality relation (3.20) was observed in [37], at least in case λ is diffuse. Therefore
Theorem 3.5 is implicit in this work.
4 Variance inequalities
In this section we prove Theorem 1.2, and also give a further set of variance inequalities
in Theorem 4.2. To help us identify the cases where these equalities are strict, we first
give a criterion, in terms of the difference operator, for the chaotic expansion (3.9) of a
function f ∈ L2(Pη) to terminate after k steps.
Proposition 4.1. Suppose f ∈ L2(Pη) and k ∈ N0. Then f satisfies
f(η) = I0(f0) + . . .+ Ik(fk) P-a.s. (4.1)
for some fj ∈ Hj, 0 ≤ j ≤ k, if and only if Dk+1y1,...,yk+1f(η) = 0 almost surely for λ
k+1-a.e.
(y1, . . . , yk+1), in which case f0 = Ef(η) and fj and Tjf are equal λ
j-a.e. for j = 1, . . . , k.
Proof: First suppose Dk+1y1,...,yk+1f(η) = 0 almost surely for λ
k+1-a.e. (y1, . . . , yk+1).
Then given such y1, . . . , yk+1, for any m ∈ N with m ≥ k + 2 we have almost surely
Dmy1,...,ym(f) = 0 for any yk+2, . . . , ym, and taking expectations shows that T
mf(y1, . . . , ym)
for any m ≥ k + 1 and λm-a.e. (y1, . . . , ym). Applying (1.9) yields (4.1).
For the converse implication, we assume that (4.1) holds for k ≥ 1. (The case k = 0
follows from Lemma 2.4.) By the uniqueness part of Theorem 1.3 we then have ‖Tmf‖2m =
0 for all m ≥ k + 1 and hence
EDny1,...,ynD
k
x1,...,xk
f(η) = 0 λn-a.e. (y1, . . . , yn), λ
k-a.e. (x1, . . . , xk)
16
for all n ≥ 1. Applying (1.4) to the function Dkx1,...,xkf gives
E(Dkx1,...,xkf(η))
2 = (EDkx1,...,xkf(η))
2 λk-a.e. (x1, . . . , xk).
Since Jensen’s inequality EX2 ≥ (EX)2 is an equality iff X is a.s. constant, we obtain
that
Dkx1,...,xkf(η) = ED
k
x1,...,xk
f(η) P-a.s., λk-a.e. (x1, . . . , xk).
By Lemma 2.4 and Fubini’s theorem we get Dk+1x1,...,xk+1f(η) = D
1
xk+1
Dkx1,...,xkf(η) = 0
almost surely for λk+1-a.e. (x1, . . . , xk+1).
For the final part, assume (4.1) is true. By the uniqueness part of Theorem 1.3 we
have (λj-a.e.) that Tjf = fj for j ≤ k, as asserted.
Next we use Theorem 1.1 to prove a series of lower and upper variance bounds associ-
ated with the truncated series (1.4). The first of these upper bounds, i.e. the case k = 1
of (4.2) below, is the Poincare´ inequality (1.8) and, as remarked earlier, is also a special
case of Theorem 1.2.
Theorem 4.2. Let f ∈ L2(Pη) and k ∈ N. Then
k∑
n=1
1
n!
‖Tnf‖
2
n ≤ Var[f(η)] ≤
( k−1∑
n=1
1
n!
‖Tnf‖
2
n
)
+
1
k!
E‖Dkf(η)‖2k, (4.2)
with an empty sum interpreted as zero. Both inequalities are strict unless Dk+1y1,...,yk+1f(η) =
0 almost surely for λk+1-a.e. (y1, . . . , yk+1), in which case both inequalities are equalities.
Proof: The first inequality follows directly from (1.4). To prove the second, write
(1.4) as
Var[f(η)] =
( k−1∑
n=1
1
n!
‖Tnf‖
2
n
)
+
1
k!
∫
(EDky1,...,ykf(η))
2λk(d(y1, . . . , yk))
+
∞∑
n=k+1
1
n!
∫∫
(EDn−kyk+1,...,ynD
k
y1,...,yk
f(η))2λn−k(d(yk+1, . . . , yn))λ
k(d(y1, . . . , yk)).
By relabelling n− k as m for n > k and yℓ as xℓ−k for ℓ > k, it follows that
Var[f(η)] ≤
( k−1∑
n=1
1
n!
‖Tnf‖
2
n
)
+
1
k!
∫ [
(EDky1,...,ykf(η))
2
+
∞∑
m=1
1
m!
∫
(EDmx1,...,xmD
k
y1,...,yk
f(η))2λm(d(x1, . . . , xm))
]
λk(d(y1, . . . , yk)).
Assuming without loss of generality that E
∫
(Dky1,...,ykf(η))
2λk(d(y1, . . . , yk)) < ∞ (else
the right hand side of (4.2) is infinite), we can apply (1.4) to the function Dky1,y2,...,ykf for
λk-a.e. (y1, . . . , yk), thereby simplifying the expression inside [·] above, to obtain
Var[f(η)] ≤
( k−1∑
n=1
1
n!
‖Tnf‖
2
k
)
+
1
k!
∫
E(Dky1,...,ykf(η))
2λk(d(y1, . . . , yk))
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which yields (4.2).
Assume now that one of the inequalities in (4.2) is an equality. Then ‖Tnf‖n = 0 for
all n > k. Therefore we obtain from (1.9) and (3.5) that (4.1) holds for some fj ∈ Hj,
j = 1, . . . , k. Hence, by Proposition 4.1, Dk+1y1,...,yk+1f(η) = 0 almost surely for λ
k+1-a.e.
(y1, . . . , yk+1),
Assume, conversely, that Dk+1y1,...,yk+1f(η) = 0 almost surely for λ
k+1-a.e. (y1, . . . , yk+1).
Then by Proposition 4.1, (4.1) holds for some fj ∈ Hj, j = 1, . . . , k. Therefore, by
the uniqueness part of Theorem 1.3 we have (λj-a.e.) that Tjf = 0 for j > k, so that
‖Tnf‖n = 0 for n > k and hence we have equalities in (4.2).
Proof of Theorem 1.2: For any n ∈ N we abbreviate an := ‖EDnf(η)‖2n. Using
(1.4) for Dny1,...,ynf we get
E
∫
(Dny1,...,ynf(η))
2λn(d(y1, . . . , yn)) =
∞∑
m=0
am+n
m!
=
∞∑
m=n
am
(m− n)!
.
Hence, using (1.4) again, we have that (1.7) is equivalent to
2k∑
n=1
∞∑
m=n
(−1)n+1
n!
am
(m− n)!
≤
∞∑
m=1
am
m!
≤
2k−1∑
n=1
∞∑
m=n
(−1)n+1
n!
am
(m− n)!
.
Interchanging the order of summation shows that these inequalities are implied by
(2k)∧m∑
n=1
(−1)n+1
n!
1
(m− n)!
≤
1
m!
≤
(2k−1)∧m∑
n=1
(−1)n+1
n!
1
(m− n)!
, m ∈ N,
where (2k)∧m denotes the minimum of 2k andm. Since the latter equalities are equivalent
to the elementary inequalities
(2k)∧m∑
n=0
(−1)n
(
m
n
)
≥ 0 ≥
(2k−1)∧m∑
n=0
(−1)n
(
m
n
)
, (4.3)
this concludes the proof of (1.7). Moreover, the first inequality in (4.3) is strict unless
m ≤ 2k, so that the first inequality of (1.7) is an equality if and only if am = 0 for all m >
2k. By Theorem 1.3 and Proposition 4.1, this happens if and only if D2k+1y1,...,y2k+1f(η) = 0
almost surely for λ2k+1-a.e. (y1, . . . , y2k+1).
Similarly, the second inequality in (4.3) is strict unless m ≤ 2k−1, so that the second
inequality of (1.7) is an equality if and only if am = 0 for all m ≤ 2k − 1, which happens
if and only if D2ky1,...,y2kf(η) = 0 almost surely for λ
2k-a.e. (y1, . . . , y2k).
5 Covariance identities
In this section we shall prove Theorem 1.5 but first we give some of its consequences.
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Theorem 5.1. Consider a Poisson process η˜ on Y˜ := R+ × Y whose intensity measure
is the product of Lebesgue measure on [0, 1] and λ. Assume that η = η˜([0, 1]× ·), and for
s > 0 let η˜s− denote the restriction of η˜ to [0, s)× Y. Let f, g ∈ L
2(Pη). Then
E
∫ ∫ 1
0
E[Dyf(η)|η˜s−]
2dsλ(dy) <∞ (5.1)
and
Cov[f(η), g(η)] = E
∫ ∫ 1
0
E[Dyf(η)|η˜s−]E[Dyg(η)|η˜s−]dsλ(dy). (5.2)
Proof: Apply Theorem 1.5 to η˜ with the relation < on Y˜ given by (s, x) < (t, y) if and
only if s < t.
Proof of Theorem 1.4: It is no loss of generality to assume that η = η˜([0, 1]×·), with
η˜ as in Theorem 5.1. Then the result is a direct consequence of Theorem 5.1.
Remark 5.2. Again assuming without loss of generality that η = η˜([0, 1] × ·), taking
g = f and applying the conditional Jensen inequality in (5.2) yields an alternative proof
of the Poincare´ inequality (1.8).
We proceed with proving Theorem 1.5. For the rest of this section we assume that η
is a Poisson process on Y = R+×X with an intensity measure satisfying (1.11). We need
the following lemma.
Lemma 5.3. Let f ∈ L2(Pη) and define fy(µ) :=
∫
Dyf(µy + ν)Π
y(dν), for µ ∈ N,
y ∈ Y. Then
EDn(x1,...,xn)fy(η) =
( n∏
i=1
1{xi < y}
)
EDn+1(x1,...,xn,y)f(η) (5.3)
holds for λn+1-a.e. (x1, . . . , xn, y).
Proof: For any n ∈ N, and any C ∈ Y0, arguing as in the proof of Lemma 2.3 yields
∫
Cn
E
[∣∣∣∣∣f
(
η +
n∑
i=1
δyi
)∣∣∣∣∣
]
λn(d(y1, . . . , yn)) <∞.
Hence E[|f(η +
∑n
i=1 δyi)|] is finite for λ
n-almost all (y1, . . . , yn) ∈ Yn. Thus for any
m ∈ N0, ∫
|f(µy + δy1 + . . .+ δym + δy + ν)|Π
y(dν) <∞ (5.4)
and ∫
|f(µy + δy1 + . . .+ δym + ν)|Π
y(dν) <∞ (5.5)
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hold for Pη-a.e. µ and λ
m+1-a.e. (y1, . . . , ym, y), since integrating the left hand side of (5.4)
over µ (with respect to the measure Pη) yields E|f(η+ δy+
∑m
i=1 δyi)| and integrating the
left hand side of (5.5) over µ yields E|f(η +
∑m
i=1 δyi)|.
Let xi ∈ Y for 1 ≤ i ≤ n. First suppose for some i that xi < y does not hold. Then
since fy(µ) depends on µ only through µy, and since (µ + δxi)y = µy, it follows that
Dxify(µ) = 0 for any µ. Since Dy1,...,ynf(µ) is symmetric in y1, . . . , yn it follows that in
this case (5.3) holds with both sides equal to zero.
Now suppose that xi < y for each i, and that (5.4) and (5.5) hold for every subset
{y1, . . . , ym} of {x1, . . . , xn}. Then by (2.4)
Dnx1,...,xnfy(µ) =
∑
J⊂{1,...,n}
(−1)n−|J |fy
(
µ+
∑
i∈J
δxi
)
=
∑
J⊂{1,...,n}
(−1)n−|J |
∫
Dyf
((
µ+
∑
i∈J
δxi
)
y
+ ν
)
Πy(dν)
=
∫
Dn+1y,x1,...,xnf(µy + ν)Π
y(dν). (5.6)
Integrating over µ (with respect to the measure Pη) yields (5.3) for this case.
Proof of Theorem 1.5: Let us first assume that f, g are bounded. Then fy and
gy are trivially in L
2(Pη) for all y ∈ Y and we have by (1.12) that
E
∫
E[Dyf(η)|ηy]E[Dyg(η)|ηy]λ(dy) =
∫
E[fy(η)gy(η)]λ(dy),
where the use of Fubini’s theorem will be justified below. By Theorem 1.1 and Lemma
5.3 this equals∫ ∞∑
n=0
1
n!
〈Tnfy, Tngy〉nλ(dy) =
∞∑
n=0
1
n!
〈1Jn+1Tn+1f, Tn+1g〉n+1,
where Jn+1 := {(y1, . . . , yn+1) : y1 < yn+1, . . . , yn < yn+1} and where the interchange
of summation and integration will be justified below. By (1.11) the measure λn+1 is
concentrated on ∪π∈Σn+1{(y1, . . . , yn+1) : yπ(1) < . . . < yπ(n+1)} where the union is over all
permutations. Using the symmetry of Tn+1f and Tn+1g this gives
1
n!
〈1Jn+1Tn+1f, Tn+1g〉n+1 =
1
(n+ 1)!
〈Tn+1f, Tn+1g〉n+1.
Using Theorem 1.1 again, yields the asserted identity (1.14). Repeating the above calcu-
lation with f = g shows that (1.13) holds. This also justifies our use of Fubini’s theorem.
Finally we consider the case of general f, g ∈ L2(Pη). The previous arguments carry
through once we have shown that (1.13) holds for f ∈ L2(Pη). Let fk, k ∈ N, be a sequence
of bounded measurable functions on N(Y) such E(f(η) − fk(η))2 → 0 as k → ∞. We
have just proved that
Var[fk(η)− f l(η)] = E
∫
(E[Dyf
k(η)|ηy]− E[Dyf
l(η)|ηy])
2λ(dy), k, l ∈ N.
20
Since L2(P⊗ λ) is complete, there is an h ∈ L2(P⊗ λ) satisfying
lim
k→∞
E
∫
(h(y)− E[Dyf
k(η)|ηy])
2λ(dy) = 0. (5.7)
On the other hand it follows from Lemma 2.3 that for any C ∈ Y0∫
C
E
∣∣E[Dyfk(η)|ηy]− E[Dyf(η)|ηy]∣∣λ(dy)
≤
∫
C
E|Dyf
k(η)−Dyf(η)|λ(dy)→ 0
as k → ∞. Comparing this with (5.7) shows that h(ω, y) = E[Dyf |ηy](ω) for P ⊗ λ-a.e.
(ω, y) ∈ Ω × C and hence also for P ⊗ λ-a.e. (ω, y) ∈ Ω × Y. Therefore the fact that
h ∈ L2(Pη ⊗ λ) implies (1.13).
6 Infinitely divisible random measures
In this section we consider an infinitely divisible randommeasure ξ on a complete separable
metric space X equipped with the Borel σ-field X , see [24, 6] and [20] for the the special
case of a locally compact phase space X. The distribution of such a random measure can
be most conveniently described by its Laplace functional as follows. Let M denote the
space of all locally finite measure on X, that is, the set of all measures that are finite on
metrically bounded sets. We equip M with the smallest σ-field of subsets of M such that
the mappings µ 7→ µ(B) are measurable for all B ∈ X . Let v : X → R+ be measurable.
Then
E exp
[
−
∫
vdξ
]
= exp
[
−
∫
vdα−
∫ (
1− e−
R
vdµ
)
Q(dµ)
]
, (6.1)
where α ∈ M and the KLM (or Le´vy) measure Q is a σ-finite measure on M having
Q({0}) = 0 (here 0 denotes the zero measure) and∫
(1− exp[−µ(B)])Q(dµ) <∞, B ∈ X0. (6.2)
Here X0 ⊂ X denotes the ring of (metrically) bounded Borel subsets of X.
Proposition 6.1. For any f ∈ L2(Pξ),
Var[f(ξ)] ≤ E
∫
(f(ξ + µ)− f(ξ))2Q(dµ). (6.3)
Proof: Let Cn, n ∈ N, be a sequence of closed balls with fixed centre and radius n.
We define a measurable mapping H : N(M)→M as follows. Let ν ∈ N(M) and define
H(ν)(B) := α(B) +
∫
µ(B)ν(dµ), B ∈ X ,
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whenever the right hand side is finite for all B = Cn, n ∈ N. Otherwise we define
H(ν) := 0. Now let η be a Poisson process on M with intensity measure Q. It is well-
known [20, 24, 6] that ξ and H(η) have the same distribution. Because of this Poisson
cluster representation of ξ we can assume ξ = H(η) without restricting generality. Now
we apply Theorem 1.2 to the function f ◦H . Since H(ν+δµ) = H(ν)+µ for all ν ∈ N(M)
and all µ ∈M we obtain the assertion.
In case α = 0 and Q =
∫
1{δx ∈ ·}λ′(dx) for some λ′ ∈ M the random measure ξ is
a Poisson process with intensity measure λ′. Then the inequality (6.3) simplifies to the
Poincare´ inequality (1.8).
By means of the Poisson cluster representation of ξ we could also rewrite the other
results of this paper. We restrict ourselves to the following version of the Harris-FKG
inequality. We call a measurable function f : M → R increasing almost everywhere if
f(ξ + µ) ≥ f(ξ) P-a.s. and for Q-a.e. µ. The next proposition follows from Theorem 1.4.
Proposition 6.2. Assume that f, g ∈ L2(Pξ) are increasing almost everywhere. Then
E[f(ξ)g(ξ)] ≥ (Ef(ξ))(Eg(ξ)). (6.4)
7 The case of finite Y
For this section only, we assume Y is a finite set {1, . . . , k} and Y is the power set
of Y. In this case let us write λi for λ({i}) (assumed finite) and ηi for η({i}). Then
η1, . . . , ηk are independent Poisson variables. Given n ∈ N and y = (y1, . . . , yn) ∈ Yn, let
m(y) = (m1(y), . . . , mk(y)) be given by
mj(y) :=
n∑
i=1
1{yi = j},
so that
∑k
j=1mj(y) = n. Then for any h : Y
n → R, by (3.3) and linearity,
In(h) =
∑
y∈Yn
h(y)
k∏
i=1
(
λmii Cmi(λi; ηi)
)
. (7.1)
Now consider f : Nk0 → R with Ef(η1, . . . , ηk)
2 <∞. Then Tnf(y1, . . . , yn) depends on y
only through m :=m(y). Writing mi for mi(y), and using (2.4), we define
am := Tnf(y) =
m1∑
i1=0
. . .
mk∑
ik=0
(−1)n−
Pk
j=1 ij
(
k∏
j=1
(
mj
ij
))
E[f(η1 + i1, . . . , ηk + ik)].
Then by (7.1),
In(Tnf) =
∑
m:m1+...+mk=n
( n!
m1! · · ·mk!
)
am
k∏
i=1
(
λmii Cmi(λi; ηi)
)
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and therefore by Theorem 1.3,
f(η1, . . . , ηk) = E[f(η1, . . . , ηk)] +
∑
m
am
k∏
i=1
(
λmii Cmi(λi; ηi)/mi!
)
(7.2)
where the sum is over all m = (m1, . . . , mk) ∈ Nk0 except for (0, . . . , 0), and the conver-
gence is in L2(P).
This identifies the coefficients in the Charlier polynomial expansion of f in terms of
the expected repeated differences am. Note that E[Cm(λi; ηi)
2] = m!λ−mi (to see this, use
(7.1) and (3.5) in the case with k = 1 and h = g = 1). Hence by taking inner products
with
∏k
i=1Cmi(λi; ηi) in (7.2) and using orthogonality of the Charlier polynomials, we
obtain
am = E
[
f(η1, . . . , ηk)
k∏
i=1
Cmi(λi; ηi)
]
.
In the case k = 1 this has previously been obtained as Lemma 9.1.4 of [2].
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