The increasing need for multimodal terminals that adjust their configuration on the fly in order to meet the required quality of service (QoS), under various channel/system scenarios, creates the need for flexible architectures that are capable of performing such actions. The paper focuses on the concept of flexible/reconfigurable radio systems and especially on the elements of flexibility residing in the PHYsical layer (PHY). It introduces the various ways in which a reconfigurable transceiver can be used to provide multistandard capabilities, channel adaptivity, and user/service personalization. It describes specific tools developed within two IST projects aiming at such flexible transceiver architectures. Finally, a specific example of a mode-selection algorithmic architecture is presented which incorporates all the proposed tools and, therefore, illustrates a baseband flexibility mechanism.
INTRODUCTION
The emergence of speech-based mobile communications in the mid 80s and their exponential growth during the 90s have paved the way for the rapid development of new wireless standards, capable of delivering much more advanced services to the customer. These services are and
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will be based on much higher bit rates than those provided by GSM, GPRS, and UMTS. The new services (video streaming, video broadcasting, high-speed Internet, etc.) will demand much higher bit rates/bandwidths and will have strict QoS requirements, such as the received BER and the end-to-end delay. The new and emerging standards (WiFi, WiMax, DVB-T, S-DMB, IEEE 802.20) will have to compete with the ones based on wired communications and overcome the barriers posed by the wireless medium to provide seamless coverage and uninterrupted communication.
Another issue that is emerging pertains to the equipment that will be required to handle the plethora of the new standards. It will be highly unlikely that the user will have available a separate terminal for each of the introduced standards. There will be the case that the use of a specific standard will be dictated by factors such as the user location (inside buildings, in a busy district, or in a suburb), the user speed (pedestrian, driving, in a high-speed train), and the required quality (delay sensitivity, frame error rate, etc.). There might also be cases in which it would be preferred that a service was delivered using a number of different standards (e.g., WiFi for video, UMTS for voice), based on some criteria related to the terminal capabilities (say, power consumption) and the network capacity constraints. Therefore, the user equipment has to follow the rapid development of new wireless standards by providing enough flexibility and agility to be easily upgradeable (with perhaps the modification/addition of specific software code but no other intervention in hardware).
We note that flexibility in the terminal concerns both the analog/front-end (RF/IF) as well as digital (baseband) parts. The paper will focus on the issues pertaining to the baseband flexibility and will discuss its interactions with the procedures taking place in the upper layers.
DEFINITIONS OF RADIO FLEXIBILITY
The notion of flexibility in a radio context may be defined as an umbrella concept, encompassing a set of nonoverlapping (in a conceptual sense) postulates or properties (each of which must be defined individually and clearly for the overall definition to be complete) such as adaptivity, reconfigurability, modularity, scalability, and so on. The presence of any subset of such features would suffice to attribute the qualifying term flexible to any particular radio system [1] . These features are termed "nonoverlapping" in the sense that the occurrence of any particular one does not predicate or force the occurrence of any other. For example, an adaptive system may or may not be reconfigurable, and so on. Additional concepts can be also added, such as "ease of use" or "seamlessly operating from the user's standpoint," as long as these attributes can be quantified and identified in a straightforward way, adding a new and independent dimension of flexibility. Reconfigurability, for instance, which is a popular dimension of flexibility, can be defined as the ability to rearrange various modules at a structural or architectural level by means of a nonquantifiable 1 change in its configuration. Adaptivity, on the other hand, can be defined as the radio system response to changes by properly altering the numerical value of a set of parameters [2, 3] . Thus, adaptive transmitted (Tx) power or adaptive bit loading in OFDM naturally fall in the latter category, whereas dynamically switching between, say, a turbo-coded and a convolutional-coded system in response to some stimulus (or information) seems to fit better the code-reconfigurability label, simply because that type of change implies a circuit-design change, not just a numeric parameter change. Furthermore, the collection of adaptive and reconfigurable transmitted-signal changes in response to some channel-state-information feedback may be termed dynamic signal design (DSD). Clearly, certain potential changes may fall in a grey area between definitions. 2 A primitive example of flexibility is the multiband operation of current mobile terminals, although this kind of flexibility driven by the operator is not of great research interest from the physical-layer point of view. A more sophisticated version of such a flexible transceiver would be the one that has the intelligence to autonomously identify the incumbent system configuration and also has the further ability to adjust its circumstances and select its appropriate mode of operation accordingly. Software radio, for example, is meant to exploit reconfigurability and modularity to achieve flexibility. Other approaches may encompass other dimensions of flexibility, such as adaptivity in radio resource management techniques.
FLEXIBILITY SCENARIOS
In response to the demand for increasingly flexible radio systems from industry (operators, service providers, equipment manufacturers, chip manufacturers, system integrators, etc.), government (military communication and signalintelligence systems), as well as various user demands, the field has grown rapidly over the last twenty years or so (perhaps more in certain quarters), and has intrigued and activated R&D Departments, academia, research centers, as well as funding agencies. It is now a rapidly growing field of inquiry, development, prototyping, and even fielding. Because of the enormity of the subject matter, it is hard to draw solid boundaries that exclusively envelop the scientific topic, but it is clear that such terms as SR, SDR, reconfigurable radio, cognitive/intelligent/smart radio, and so on are at the center of this activity. Similar arguments would include work on flexible air-interface waveforms and/or generalized (and properly parameterized) descriptions and receptions thereof. Furthermore, an upward look (from the physical-layer "bottom" of the communication-model pyramid) reveals an everexpanding role of research on networks that include reconfigurable topologies, flexible medium-access mechanisms, interlayer optimization issues, agile spectrum allocation [4] , and so on. In a sense, ad hoc radio networks fit the concept, as they do not require any rigid or fixed infrastructure. Similarly, looking "down" at the platform/circuit level [5] , we see intense activity on flexible and malleable platforms and designs that are best suited for accommodating such flexibility. In other words, every component of the telecommunication and radio universe can be seen as currently participating in the radio-flexibility R&D work, making the field exciting as well as difficult to describe completely.
Among the many factors that seem to motivate the field, the most obvious seems to be the need for multistandard, multimode operation, in view of the extreme proliferation of different, mutually incompatible radio standards around the globe (witness the "analog-to-digital-towideband-to-multicarrier" evolution of air interfaces in the various cellular-system generations). The obvious desire for having a single-end device handling this multitude in a compatible way is then at the root of the push for flexibility. This would incorporate the desire for "legacy-proof " functionality, that is, the ability to handle existing systems in a single unified terminal (or single infrastructure access point), regardless of whether this radio system is equipped with all the related information prestored in memory or whether this is software-downloaded to a generically architected terminal; see [6] for details. In a similar manner, "future-proof " systems would employ flexibility in order to accommodate yetunknown systems and standards with a relative ease (say, by a mere resetting of the values of a known set of parameters), although this is obviously a harder goal to achieve that legacyproofness. Similarly, economies of scale dictate that radio transceivers employ reusable modules to the degree possible (hence the modularity feature). Of course, truly optimized designs for specific needs and circumstances, lead to "point solutions," so that flexibility of the modular and/or generic waveform-design sort may imply some performance loss. In other words, the benefit of flexibility may come at some cost, but hopefully the tradeoff is still favorable to flexible designs.
There are many possible ways to exploit the wide use of a single flexible reconfigurable baseband transceiver, either on the user side or on the network side. One scenario could be the idea of location-based reconfiguration for either multiservice ability or seamless roaming. A flexible user terminal can be capable of reconfiguring itself to whichever standard prevails (if there are more than one that can be received) or exists (if it is the only one) at each point in space and time, either to be able to receive the ever-available (but possibly different) service or to receive seamlessly the same service. Additionally, the network side can make use of the futureproof reconfiguration capabilities of its flexible base stations for "soft" infrastructure upgrading. Each base station can be easily upgradeable to each current and future standard. Another interesting scenario involves the combined reception of the same service via more than one standard in the same terminal. This can be envisaged either in terms of "standard selection diversity," according to which a flexible terminal will be able to download the same service via different airinterface standards and always sequentially (in time) select the optimum signal (to be processed through the same flexible baseband chain) or, in terms of service segmentation and standard multiplexing, meaning that a flexible terminal will be able to collect frames belonging to the same service via different standards, thus achieving throughput maximization for that service, or receive different services (via different standards) simultaneously. Finally, another flexibility scenario could involve the case of peer-to-peer communication whereby two flexible terminals could have the advantage of reconfiguring to a specific PHY (according to conditions, optimization criteria) and establish a peer-to-peer ad hoc connection.
The aforementioned scenarios of flexibility point to the fact that the elements of wireless communications equipment (on board both future terminals and base station sites) will have to fulfill much more complicated requirements than the current ones, both in terms of multistandard capabilities as well as in terms of intelligence features to control those capabilities. For example, a flexible terminal on either of the aforementioned scenarios must be able to sense its environment and location and then alter its transmission and reception parameters (frequency band, power, frequency, modulation, and other parameters) so as to dynamically adapt to the chosen standard/mode. This could in theory allow a multidimensional reuse of spectrum in space, frequency, and time, overcoming the various spectrum usage limitations that have slowed broadband wireless development and thus lead to one vision of cognitive radio [7] , according to which radio nodes become radio-domain-aware intelligent agents that define optimum ways to provide the required QoS to the user.
It is obvious that the advantageous operation of a truly flexible baseband/RF/IF platform will eventually include the use of sophisticated MAC and RRM functionalities. These will have to regulate the admission of new users in the system, the allocation of a mode/standard to each, the conditions of a vertical handover (from one standard to another), and the scheduling mechanisms for packet-based services. The criteria for assigning resources from a specific mode to a user will depend on various parameters related to the wireless channel (path loss, shadowing, fast fading) and to the specific requirements imposed by the terminal capabilities (minimization of power consumption and transmitted power), the generated interference, the user mobility, and the service requirements. That cross-layer interaction will lead to the ultimate goal of increasing the multiuser capacity and coverage while the power requirements of all flexible terminals will be kept to a minimum required level.
FLEXIBLE TRANSCEIVER ARCHITECTURE
AT THE PHY-DYNAMIC SIGNAL DESIGN
Transmission schemes and techniques
Research exploration of the next generation of wireless systems involves the further development of technologies like OFDM, CDMA, MC-CDMA, and others, along with the use of multiple antennas at the transmitter and the receiver. Each of these techniques has its special benefits in a specific environment: for example, OFDM is used successfully in WLAN systems (IEEE 802.11a), whereas CDMA is used successfully in cellular 2G (IS-95) and 3G (UMTS) systems. The selection of a particular one relies on the operational environment of each particular system. In OFDM, the available signal bandwidth is split into a large number of subcarriers, orthogonal to each other, allowing spectral overlapping without interference. The transmission is divided into parallel subchannels whose bandwidth is narrow enough to make them effectively frequency flat. A cyclic prefix is used to combat ISI, in order to avoid (or simplify) the equalizer [8] .
The combination of OFDM and CDMA, known as MC-CDMA [9] , has gained attention as a powerful transmission technique. The two most frequently investigated types are multicarrier CDMA (MC-CDMA) which employs frequency-domain spreading and multicarrier DS-CDMA (MC-DS-CDMA) which uses time-domain spreading of the individual subcarrier signals [9, 10] . As discussed in [9] , MC-CDMA using DS spread subcarrier signals can be further divided into multitone DS-CDMA, orthogonal MC-DS-CDMA, and MC-DS-CDMA using no subcarrier overlapping. In [11, 12] , it is shown that the above three types of MC-DS-CDMA schemes with appropriate frequency spacing between two adjacent subcarriers can be unified in the family of generalized MC-DS-CDMA schemes.
Multiple antennas with transmit and receive diversity techniques have been introduced to improve communication reliability via the diversity gain [13] . Coding gain can also be achieved by appropriately designing the transmitted signals, resulting in the introduction of space-time codes (STC). Combined schemes have already been proposed in the literature. MIMO-OFDM has gained a lot of attention in recent years and intensive research has already been performed. Generalized MC-DS-CDMA with both time-and frequencydomain spreading is proposed in [11, 12] and efforts on MIMO MC-CDMA can be found in [14, 15, 16, 17, 18] .
Dynamic signal design
Flexible systems do not just incorporate all possible point solutions for delivering high QoS under various scenarios, but possess the ability to make changes not only on the algorithmic but also on the structural level in order to meet their goals. Thus, the DSD goal is to bring the classic design procedure of the PHY layer into the intelligence of the transceiver and initiate new system architectural approaches, capable of creating the tools for on-the-fly reconfiguration. The module responsible for all optimization actions is herein called supervisor, also known as controller and the like.
The difference between adaptive modulation and coding (AMC) and dynamic signal design (DSD) is that AMC is a design approach with a main focus on developing algorithms for numerical parameter changes (constellation size, Tx power, coding parameters), based on appropriate feedback information, in order to approach the capacity of the underlying channel. The type of channel code in AMC is predetermined for various reasons, such as known performance of a given code in a given channel, compatibility with a given protocol, fixed system complexity, and so on. Due to the variety of channel models, system architectures, and standards, there is a large number of AMC point solutions that will succeed in the aforementioned capacity goal.
In a typical communication system design, the algorithmic choice of most important functional blocks of the PHY layer is made once at design time, based on a predetermined and restricted set of channel/system scenarios. For example, the channel waveform is selected based on the channel (fast fading, frequency selective) and the system characteristics (multi/single-user, MIMO). On the other hand, truly flexible transceivers should not be restricted to one specific scenario of operation, so that the choice of channel waveform, for instance, must be broad enough to adapt either parametrically or structurally to different channel/system conditions. One good example of such a flexible waveform would be fully parametric MC-CDMA, which can adjust its spreading factor, the number of subcarriers, the constellation size, and so on. Similarly, MIMO systems that are able to change the number of active antennas or the STC, on top of a flexible modulation method like MC-CDMA, can provide a large number of degrees of freedom to code designers.
With respect to the latter point, we note that STC design has relied heavily on the pioneering work of Tarokh et al. in [19] , where design principles were first established. Recent overall code design approaches divide coding into inner and outer parts (see Figure 1 ), in order to produce easily implementable solutions [20, 21] . Inner codes are the so-called ST codes, whereas outer codes are the classic SISO channel codes. Each entity tries to exploit a different aspect of channel properties in order to improve the overall system performance. Inner codes usually try to get diversity/multiplexing/SNR gain, while outer codes try to get diversity/coding gain. The best choice of an inner/outer code pair relies on channel characteristics, complexity, and feedback-requirement (CSI) considerations.
There are several forms of diversity that a system can offer, such as time, frequency, and space. The ability to change the number of antennas, subcarriers, spreading factor and the ST code provides great control for the purpose of reaching the diversity offered by the current working environment. There are many STCs presented in the literature which exploit one form of diversity in a given system/environment. All these point solutions must be taken into account in order to design a system architecture that efficiently incorporates most of them.
Outer channel codes must also be chosen so as to obtain the best possible overall system performance. In some cases, the diversity gain of the cascade coding can be analytically derived, based on the properties of both coding options [20] . Even in these idealized scenarios, however, individually maximizing the diversity gain of both codes does not improve performance. This means that, in order to maximize the overall performance of the system, a careful tradeoff is necessary between multiplexing gain, coding gain, and SNR gain.
New channel estimation methods must also be developed in order to estimate not only the channel gain values but also other related inputs (see Table 1 ). For example, the types of diversity that can be exploited by the receiver or the correlation factor between multiple antennas are important inputs for choosing the best coding option. Another input is the channel rate of change (Doppler), normalized to the system bandwidth, in order to evaluate the feedback delay. In most current AMC techniques, this kind of input information has not been employed, since the channel characteristics have not been considered as system design variables.
FLEXIBILITY TOOLS
The paper is based on techniques developed in two IST projects, WIND-FLEX and Stingray. The main goal of WIND-FLEX was the development of flexible (in the sense of Section 2) architectures for indoor, high-bit-rate wireless modems. OFDM was the signal modulation of choice [22] , along with a powerful turbo-coded scheme. The Stingray Project targeted a Hiperman-compatible [23] MIMO-OFDM system for Fixed Wireless Access (FWA) applications. It relied on a flexible architecture that exploited the channel state information (CSI) provided by a feedback channel from the receiver to the transmitter, driven by the needs of the supported service.
In the following sections, the key algorithmic choices of both projects are presented, which can be incorporated in a single design able to operate in a variety of environments and system configurations. Since a flexible transceiver must operate under starkly different channel scenarios, the transmission-mode-selection algorithm must rely solely on instantaneous channel measurements and not on the average behavior of a specific channel model. This imposes the restriction of low channel dynamics in order to have the benefit of feedback information. On both designs, a maximum of one bit per carrier is allowed for feedback information, along with the mode selection number. The simplicity of this feedback information makes both designs robust to channel estimation errors or feedback delay.
AMC in WIND-FLEX
The WIND-FLEX (WF) system was placed in the 17 GHz band, and has been measured to experience high frequency selectivity within the 50 MHz channel widths. The result is strong performance degradation due to few subcarriers experiencing deep spectral nulls. Even with a powerful coding scheme such as turbo codes, performance degradation is unacceptable. The channel is fairly static for a large number of OFDM symbols, allowing for efficient design of adaptive modulation algorithms in order to deal with this performance degradation. In order to keep implementation complexity at a minimum, and also to minimize the required channel feedback traffic, two design constraints have been adopted: same constellation size for all subcarriers, as well as same power for all within an OFDM symbol, although both these parameters are adjustable (adaptive). Two algorithms have been proposed in order to optimize the performance. The first algorithm (Figure 2 ) evaluates the required Tx power for a specific code, constellation, and channel realization to achieve the target BER. If the required power is greater than the maximum available/allowable Tx power, a renegotiation of the target QoS (lowering the requirements) takes place. This approach exhibits low complexity and limited feedback information requirements. The relationship of the uncoded versus the coded BER performance in an OFDM system have been given in [24] for turbo codes and can be easily extended to convolutional codes. An implementation of this algorithm is described in [25] .
The large SNR variation across the subcarriers of OFDM degrades system performance even when a strong outer code is used. To counter, the technique of Weak Subcarrier excision (WSCE) is introduced as a way to exclude a certain number of subcarriers from transmission. The second proposed algorithm employs WSCE along with the appropriate selection of code/constellation size. This is called the "coded weak subcarrier excision" (CWSCE) method.
In WIND-FLEX channel scenarios performance improved when using a fixed number of excised subcarriers. The bandwidth penalty introduced by this method was compensated by the ability to use higher code rates. In Figure 3 , bit error rate (BER) simulation curves are shown for the uncoded performance of fixed WSCE and are compared with the bit loading algorithm presented in [26] for the NLOS channel scenario. {Rate 1} and {Rate 2} are the system throughputs when using 4-QAM with 10% and 20% WSCE, respectively. The BER performance without bit loading or WSCE is also plotted for a 4-QAM constellation.
There is a clear improvement by just using a fixed WSCE scheme, and there is a marginal loss in comparison to the nearly optimum bit-loading algorithm. Based on the average SNR across the subcarriers, semianalytic computation of the average and outage capacity for the effective channel is possible in order to evaluate a performance upper bound of a system employing such WSCE plus uniform power loading. The use of an outer code helps to come close to this bound. We note that the average capacity of an OFDM system without power-loading techniques is
where the expectation operator is over the stochastic channel. For a system employing WSCE, the summation is over the used carriers along with appropriate transmit energy normalization. These capacity results are based on the "quasistatic" assumption. For each burst, it is also assumed that a sufficiently large number of bits are transmitted, so that the standard infinite time horizon of information theory is meaningful. In Figure 4 , the system average capacity (SAC) and the 1% system outage capacity (SOC) of the WF system employing various WSCE scenarios are presented. Here, the definitions are as follows.
(i) SAC (system average capacity). This is equivalent to the mean or ergodic capacity [27] applied to the effective channel. It serves as an upper bound of systems with boundless complexity or latency that use a specific inner code. (ii) SOC (system outage capacity). This is the 1% outage capacity of the STC-effective channel. (iii) AC and OC. This is the average capacity and outage capacity of the actual sample-path channel.
The capacity of an AWGN channel is also plotted as an upper bound for a given SNR. At low SNR regions, the capacity of a system employing as high as 30% WSCE is higher than a system using all carriers without power loading. At high SNR, the capacity loss asymptotically approaches the bandwidth percentage loss of WSCE. The capacity using adaptive WSCE is also plotted. In some channel realizations, in the low-to-medium SNR region, a 30% to 50% WSCE is needed. This result motivates the design of the second algorithm. The impact of CWSCE is the ability to choose between different code rates for the same target rate, a feature absent from the first algorithm. Assume an ordering of the different pairs {code rate-constellation size} based on the SNR necessary to achieve a certain BER performance. It is obvious that this ordering also applies to the throughput of each pair (a system will not include pairs that need more power to provide lower throughput). For each of these pairs, the fixed percentage of excised carriers is computed so that they all provide the same final (target) throughput. The block diagram of CWSCE algorithm is given in Figure 5 . The respective definitions are as follows: The algorithm calculates the triplet that needs the minimum Tx power for a given target BER. If the minimum required power is greater than the maximum available/allowable Tx power, it renegotiates the QoS. Transmitpower adaptation is usually avoided, although it can be handled with the same algorithm. The triplet selection will still be the one that needs the minimum Tx power. The extra computation load is mainly due to the channel-tap sorting. Proper exploitation of the channel correlation in frequency (coherence bandwidth) can reduce this complexity overhead. Instead of sorting all the channel taps, one can sort groups of highly correlated taps. These groups can be restricted to have an equal number of taps. There are many sorting algorithms in the literature with different performance-versuscomplexity characteristics that can be employed, depending on implementation limitations.
Simulation results using algorithm 1 for adaptive transmission-power minimization are presented in Figure 6 . The performance gain of the proposed algorithm is shown for 4-QAM, the code rates 1/2 and 2/3. Performance is plotted for no adaptation, as well as for algorithm 1 in an NLOS scenario. The performance over a flat (AWGN) channel is also shown for comparison reasons, since it represents the coded performance limit (given that these codes are designed to work for AWGN channels). The main simulation system parameters are based on the WIND-FLEX platform. It uses a parallel-concatenated turbo code with variable rate via three puncture patterns (1/2, 2/3, 3/4) [28] . The recursive systematic code polynomial used is (13, 15) oct . Perfect channel estimation and zero phase noise are also assumed.
In addition to the transmission power gain, the adaptive schemes practically guarantee the desired QoS for every channel realization. Note that in the absence of adaptation, users experiencing "bad" channel conditions will never get the requested QoS, whereas users with a "good" channel would correspondingly end up spending too much power versus what would be needed for the requested QoS. By adopting these algorithms, one computes (for every channel realization) the exact needed power for the requested QoS, and thus can either transmit with minimum power or negotiate for a lower QoS when channel conditions do not allow transmission. An average 2 dB additional gain is achieved by using the second algorithm versus the first one.
Adaptive STC in Stingray
As mentioned, Stingray is a Hiperman-compatible 2 × 2 MIMO-OFDM adaptive system. The adjustment rate, namely, the rate at which the system is allowed to change the Tx parameters, is chosen to be once per frame (one frame = 178 OFDM symbols) and the adjustable sets of the Tx parameters are (1) the selected Tx antenna per subcarrier, called transmission selection diversity (TSD), (2) the {outer code rate, QAM size} set.
The antenna selection rule in TSD is to choose, for every carrier k, to transmit from the Tx antenna T(k) with the best performance from a maximum-ratio combining (MRC) perspective. For the second set of parameters, the optimization procedure is to choose the set that maximizes the system throughput (bit rate), given a QoS constraint (BER). In order to identify performance bounds, TSD is compared with two other rate-1 STC techniques, beamforming and Alamouti. Beamforming is the optimal solution [29] for energy allocation in an N T ×1 system with perfect channel knowledge at the transmitter side, whereby the same symbol is transmitted from both antennas multiplied by an appropriate weight factor in order to get the maximum achievable gain for each subcarrier. Alamouti's STBC is a blind technique [30] , where for each OFDM symbol period two OFDM signals are simultaneously transmitted from the two antennas.
Each of the three STC schemes can be treated as an ordinary OFDM SISO system producing (ideally) N independent Gaussian channels [31] . This is the effective SISO-OFDM channel. For the Stingray system (2 × 2), the corresponding effective SNR (ESNR) per carrier is as follows:
for Alamouti,
for beamforming,
where λ max k is the square of the maximum eigenvalue of the
k is the frequency response of the channel between the Tx antenna i and Rx antenna j at subcarrier k = 0, 1, . . . , N − 1, and N 0 is the onesided power spectral density of the noise in each subcarrier.
In Figure 7 , BER simulation curves are presented for all inner code schemes and 4-QAM constellation. Both perfect and estimated CSI scenarios are presented. The channel estimation procedure uses the preamble structure described in [32] .
For all simulations, path delays and the power of channel taps have been selected according to the SUI-4 model for intermediate environment conditions [33] . The average channel SNR is employed in order to compare adaptive systems that utilize CSI. Note that this average channel SNR is independent of the employed STC. Having normalized each Tx-Rx path to unit average energy, the channel SNR is equal to one over the power of the noise component of any one of the receivers. Alamouti is the most sensitive scheme to estimation errors. This is expected, since the errors in all four channel taps are involved in the decoding procedure. Based on the ESNR, a semianalytic computation of the average and outage capacity for the effective channel is possible in order to evaluate a performance upper bound of these inner codes.
In Figure 8 , the average capacity and the 1% outage capacity of the three competing systems are presented. For comparison reasons, the average and outage capacity of the 2 × 2 and 1 × 1 systems with no channel knowledge at the transmitter and perfect knowledge at the receiver are also presented. It is clear that all three systems have the same slope of capacity versus SNR. This is expected, since the rate of all three systems is one. A system exploiting all the multiplexing gain offered by the 2 × 2 channel may be expected to have a slope similar to the capacity of the real channel (AC, OC). It is also evident that the cost of not targeting full multiplexing is a throughput loss compared to that achievable by MIMO channels. On the other hand, the goal of high throughput incurs the price of either enhanced feedback requirements or higher complexity. Comparing the three candidate schemes, we conclude that beamforming is a high-complexity solution with considerable feedback requirements, whereas Alamouti has low complexity with no feedback requirement. TSD has lower complexity than Alamouti, whereas in comparison with beamforming, it has a minimal feedback requirement. The gain over Alamouti is approximately 1.2 dB, while the loss compared to beamforming is another 1.2 dB.
For all schemes, frequency selectivity across the OFDM tones is limited due to the MIMO diversity gain. That is one of the main reasons why bit loading and WSCE gave marginal performance gain. The metric for selecting the second set of parameters was the effective average SNR at the receiver (meaning the average SNR at the demodulator after the ST decoding). The system performance simulation curves based on the SNR at the demodulator ( Figure 9) were the basis for the construction of the Tx mode table (TMT), which consists of SNR regions and code-rate/constellation size sets for all the QoS operation modes (BER) that will be supported by the system. The selected inner code is TSD and the outer code is the same used in the WF system. Since perfect channel and noise-power knowledge are assumed, ESNR is in fact the real prevailing SNR. This turns out to be a good performance metric, since the outer (turbo) code performance is very close to that achieved on an AWGN channel with equivalent SNR. Ideally, an estimation process should be included for assessing system performance as a function of the actual measured channel, which would then be the input to the optimization. Using this procedure in Stingray, the related SNR fluctuation resulted in marginal performance degradation. Based on those curves, and assuming perfect channel-SNR estimation at the receiver, the derived TMT is presented in Table 2 .
By use of this table, the average system throughput (ST) for various BER requirements is presented in Figure 10 . The system outage capacity (1%) is a good measure of throughput evaluation of the system and is also plotted in the same figure. The average capacity is also plotted, in order to show the difference from the performance upper bound.
The system throughput is very close to the 1% outage capacity, but it is 5 to 7 dB away from the performance limit, depending on the BER level. Since the system is adaptive, probably the 1% outage is not a suitable performance target for this system. The SNR gain achieved by going from one BER level to the next is about 0.8 dB. This marginal gain is expected due to the performance behavior of turbo codes (very steep performance curves at BER regions of interest).
Flexible algorithms for phase noise and residual frequency offset estimation
Omnipresent nuisances such as phase noise (PHN) and residual frequency offsets (RFO), which are the result of a nonideal synchronization process, compromise the orthogonality between the subcarriers of the OFDM systems (both SISO and MIMO). The resulting effect is a Common Error (CE) for all the subcarriers of the same OFDM symbol plus ICI. Typical systems adopt CE compensation algorithms, while the ICI is treated as an additive, Gaussian, uncorrelated per subcarrier noise parameter [34] . The phaseimpairment-correction schemes developed in Stingray and WF can be implemented either by the use of pilot symbols or by decision-directed methods. They are transparent to the selection of the Space-Time coding scheme, and they are easily adaptable to any number of Tx/Rx antennas, down to the 1 × 1 (SISO) case. In [35, 36] it is shown that the quality of the CE estimate, which is typically characterized by the Variance of the estimation error (VEE), affects drastically the performance of the ST-OFDM schemes. In [34, 35, 36] it is shown that the VEE is a function of the number and the position of the subcarriers used for estimation purposes, of the corresponding channel taps and of the pilot modulation method (when pilot-assisted modulation methods are adopted). Figure 11 depicts the dependence of the symbol error rate of an Alamouti STC OFDM system with tentative decisions on the number of subcarriers assigned for estimation purposes. It is clear that this system is very sensitive to the estimation error, and therefore to the selection of the corresponding "pilot" number. Additionally, the working range of the decision-directed approaches is mainly dictated by the mean CE and the SNR, which should be such that most of the received symbols are within the bounds of correct decisions (i.e., the resulting error from the tentative decisions should be really small). This may be difficult to ensure, especially when transmitting highorder QAM constellations. An improved supervisor has to take into account the effect of the residual CE error on the overall system performance for selecting the optimal triplet, by inserting its effect into the overall calculations. Two approaches can be followed for the system optimization. When the system protocol forces a fixed number of pilot symbols loaded on fixed subcarriers (as in Hiperman), the corresponding performance loss is calculated and the possible triplets are decided. It is noted that an enhanced supervisor device could decide on the use of adaptive pilot modulation in order to minimize estimation errors by maximizing the received energy, since the pilot modulation may significantly affect the system performance. Figure 12 depicts the effect of the pilot modulation method for the 2 × 2 Alamouti ST-OFDM system including 8 pilots, 256 subcarriers, and assuming independent compensation per receiver antenna for a realization of an SUI-4 channel. Three modulation methods are considered: randomly generated pilots (RGPs), orthogonal generated pilots (OGPs), and fixed pilot pattern (FPP), where the same pilots are transmitted from any Tx antenna. Thus, the selection of the pilot modulation scheme is another parameter to be decided, since its affects system performance in a significant way. On the other hand, when the system protocol allows for a variable number of pilot symbols, the optimization procedure becomes more complex. After a training period of some OFDM symbols, the mean CE can be roughly estimated. Using this estimate and taking into account that the whole OFDM symbol is loaded with the same QAM constellation, it can be decided whether a specifically chosen constellation is robust to the CE, so that the decision directed methods (based on tentative decisions) are reliable. For the constellations where the pilot-symbol use is necessary, the supervisor has to select appropriately the position and the number of pilot symbols.
TOWARDS A FLEXIBLE ARCHITECTURE
As already mentioned, a flexible transceiver must be equipped with the appropriate robust solutions for all possible widely ranging environments/system configurations. To target the universally best possible performance translates to high complexity. A first step towards a generic flexible architecture should be one that efficiently incorporates simple tools in order to deliver not necessarily the best possible, but an acceptable performance under disparate system/channel environments. The aforementioned CWSCE and TSD methods do belong to this category of flexible (partial) solutions. The capacity penalty for their use (compared to the optimal solutions) has been shown herein to be small. Both require common feedback information (1 bit/carrier) and can be incorporated appropriately in a system able to work under a variety of antenna configurations, when such limited feedback information is available. When feedback information is not available, CWSCE has the appropriate modules for mode selection (algorithm 1) for the SISO case, while Alamouti can be the choice for the MIMO case. Both STC schemes transform the MIMO channel into an inner SISO one, allowing for the use of AMC (mode selection) techniques designed for SISO systems. In the Stingray system, as already explained, the average ESNR at the demodulator is a sufficient metric for choosing the Tx mode, whereas in WIND-FLEX the uncoded BER is, respectively, used. Employing TMT tables with the required uncoded BER and code-rate/constellationsize sets for all the QoS operation modes in MIMO systems will increase the complexity, but it will permit seamless incorporation of both systems into one single common architecture. The uncoded performance of the effective channel is thus the only metric that need be used for choosing the Tx mode and can be computed for a variety of STC options. Furthermore, the fully parametric PHN and RFO algorithms mentioned above are transparent to the selection of the ST coding scheme and can provide the appropriate information about their performance under different environments/modes.
The overall block diagram of a proposed architecture for the mode selection algorithm is given in Figure 13 . It is meant to be able to work for all systems employing one or two antennas at the Tx/Rx. The related parameters are defined as follows:
is the number of needed pilots for a specific PHN/RFO performance, when the operation mode enables variable number of pilots; (ii) H EF is the vector of the estimated effective channel gains in the frequency domain (STC dependent); (iii) PCE : pilot carrier excision (an enhancement of the WSCE module which provides the pilot positions for a given number of used pilots).
Here, WSCE is active only when the system is 1 × 1. On all other Tx-Rx antenna choices, all subcarriers are assumed "on." When only a fixed number of pilot symbols are permitted (e.g., when a specific protocol is used), the PHN/RFO estimator provides the VEE for each constellation choice to the Tx power evaluation module. In a peer-to-peer communication system, where two flexible terminals could have the possibility of reconfiguring to a specific PHY, the number of pilots can be allowed to change and the optimum solution depends on the constellation size. The competitive-triplet evaluation must take this variable pilot number into account. The supervisor module is responsible for this optimization procedure. The best choice depends not only on the channel/system characteristics but also on the selected optimization criteria such as maximizing the throughput, minimizing the Tx power, and so on.
CONCLUSIONS
The scientific field of radio flexibility is growing in importance and appeal. Although still in fairly nascent form for commercial use, flexible radio possesses attractive features and attributes that require further research. The present paper presents the flexibility concept, definition, and related scenarios while, in parallel, explores in some depth the tool of dynamic signal design for instantiating some of these attributes in a specific application environment. Two design approaches are presented (based on the WF and Stingray projects) and the key algorithmic choices of both are presented and incorporated into one flexible design capable of successfully operating in a variety of environments and system configurations. It is evident that physical-layer flexibility requires not only novel system architectures but also new algorithms that efficiently utilize existing and/or new modulation/coding techniques that can be adjusted to various environment and system scenarios, in order to offer QoS close to that delivered by corresponding point-optimal solutions.
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Wireless systems for medical applications hold a number of advantages over wired alternatives, including the ease of use, reduced risk of infection, reduced risk of failure, reduced patient discomfort, enhanced mobility, and lower cost. Typically, applications demand expertise in multiple disciplines, varying from analog sensors to digital processing cores, suggesting opportunities for extensive hardware integration.
The special issue will address the state of the art in CMOS design in the context of wireless communication for 3G/4G cellular telephony, wireless sensor networks, and wireless medical applications.
• Hardware aspects of wireless networks • Wireless CMOS circuits for healthcare and telemedicine • Modulation schemes for low-power RF transmission • RF transceiver architectures (low IF, direct conversion, super-regenerative) • RF signal processing • Phase-locked loops (PLLs) • Digitally controlled oscillators • LNAs, mixers, charge pumps, and VCOs in CMOS • System-on-Chip (SoC) and System-in-Package (SiP) implementations • RF design implementation challenges in deep-submicron CMOS processes
