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On parabolic Whittaker functions II
Sergey Oblezin∗
Abstract
We derive a Givental-type stationary phase integral representation for the specified Grm,N -
Whittaker function introduced in [GLO2], which presumably describes the S1×UN -equivariant
Gromov-Witten invariants of Grassmann variety Grm,N . Our main tool is a generalization of
Whittaker model for principal series U(glN )-modules. In particular, our construction includes
a representation theory interpretation of the Batyrev–Ciocan-Fontanine–Kim–van Straten toric
degeneration of Grassmannian, providing a direct connection between this toric degeneration of
Grm,N and total positivity for unipotent matrices.
Introduction
Quantum cohomology D-moduleQH∗(FlN ) for complete flag manifold FlN ofGLN can be identified
with the quantum Toda lattice [Giv1], [GK]. In [Giv2] Givental proposed a stationary phase
integral formula for the solution (generating function) of QH∗(FlN ). Unfortunately, Givental’s
approach cannot be applied directly to description of quantum cohomology of incomplete (partial)
flag variaties, since no relevant Toda lattice associated with a partial flag variaties was known.
Givental’s construction possesses a set of remarkable properties, and particularly it involves a
degeneration of FlN to a certain Gorenstein toric Fano variety. In [BCFKvS1] and [BCFKvS2]
Batyrev, Ciocan-Fontanine, Kim and van Straten introduced toric degenerations of partial flag
manifolds of GLN , generalizing Givental’s result; they conjectured that the proposed toric varieties
describe the quantum cohomology of partial flag manifolds.
In [GKLO], [GLO1] was given a representation theory proof of Givental’s stationary phase
integral formula for the complete flag manifold, including a representation theory derivation of
Givental’s toric degeneration of complete flag manifold in more general context of Lie groups of
classical type. In this note we extend the construction of [GKLO] to Grassmann varieties, giving a
representation theory construction of the toric degeneration of Grassmann varieties Grm,N proposed
by Batyrev, Ciocan-Fontanine, Kim, van Straten in [BCFKvS1] and [BCFKvS2].
The key obstacle in representation theory approach to quantum cohomology of homogeneous
spaces until recently was an absence of a relevant Toda lattice associated with partial flag man-
ifolds. Recently such a quantum Toda-type lattice was proposed in [GLO2], using a generaliza-
tion of the classical Whittaker model for principal series representations of U(glN ). The solution
Ψ
(m,N)
λ (x1, . . . , xN ) to the quantum parabolic Toda lattice was defined in [GLO2] as a certain matrix
element in principal series representation, and it was referred to as parabolic Whittaker function, or
Grm,N -Whittaker function. It was conjectured in [GLO2] that the specialized parabolic Whittaker
function, Ψ
(m,N)
λ (x, 0, . . . , 0), describes the S
1×UN -equivariant quantum cohomology of Grm,N , and
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this conjecture was verified in the case of projective variety Gr1,N = P
N−1. This conjecture is sup-
ported by an observation that the specialized symbol L(x, 0, . . . , 0; p1, . . . , pN ) of the Lax operator
associated with the parabolic Toda lattice reproduces the small cohomology algebra qH∗(Grm,N )
in the form of [AS] and [K].
In our main result, Theorem 1.1, we propose a stationary phase integral formula for the spe-
cialized Grm,N -Whittaker function Ψ
(m,N)
λ (x, 0, . . . , 0). Our basic tool is a generalization of the
classical Whittaker model for principal series representations of U(glN ), which extends the con-
struction of generalized Whittaker model from [GLO2]. This result should be compared with the
Mellin-Barnes integral representation for Ψ
(m,N)
λ (x, 0, . . . , 0) constructed recently in [O]. The co-
incidence of the two integrals in the case Gr1,N = P
N−1 is evident due to a simple transformation
of integration variables. For generic Grm,N an identification of the two integrals involves a more
delicate description of the integration contour of the stationary phase integral than we do in this
note; this will be done in a separate note.
Moreover, according to [GLO2] the two integral representations for Ψ
(m,N)
λ (x, 0, . . . , 0), the
stationary phase one and the Mellin-Barnes one from [O], should be presumably identified with
certain correlation functions in the two, type B and type A respectively, mirror dual topological field
theories. A detailed analysis of the two integral representations of the Grm,N -Whittaker function
in the framework of [GLO2] will be given elsewhere.
Our stationary phase integral representation of Grm,N -Whittaker function is naturally related to
a toric degeneration of the Grassmannian (Corollary 1.2). Namely, we identify the function defining
the toric variety 1 (in [GLO2] it is given by the superpotential in the mirror dual Landau-Ginzburg
model) with phase function Fm,N in our integral formula when the UN -equivariance parameters
λ = (λ1, . . . , λN ) are specialized to zero.
Our construction of stationary phase integral uses the Gauss-Givental realization of universal
enveloping algebra U(glN ) in the space of functions on totally positive unipotent (upper-triangular)
matrices introduced in [GKLO]. It should be emphasized that in our representation theory approach
the involved toric degeneration of the (partial) flag manifolds is directly provided by the total
positivity property of the Gauss-Givenatal realization of U(glN ); this connection was established in
[GLO1] for complete flag manifolds of Lie groups of classical types. One may also refer [GLO1] for
a detailed analysis of connections between Gauss-Givental realizations of U(g) in general setting
and total positivity phenomenon [L].
The paper is organized in the following way. In Section 1 we introduce a generalization of the
standard Whittaker model, and define Grm,N -Whittaker function.In Theorem 1.1 we propose a sta-
tionary phase integral representation for Ψ
(m,N)
λ (x, 0, . . . , 0), which extends the Givental’s integral
formula for complete flag manifold FlN . Next we describe the arising toric degeneration of Grm,N
in Corollary 1.2, and identify it with the Batyrev–Ciocan-Fontanine–Kim–van Straten construc-
tion [BCFKvS1], [BCFKvS2]. In Proposition 1.1 we derive the Lax operator for the associated
Grm,N -Toda lattice, and in Proposition 1.2 we find out the first two quantum Hamiltonians of the
Grm,N -Toda lattice. The second half contains detailed proofs of our main results. In particular, in
Section 2 we review on the Gauss-Givental realization of U(glN ) from [GKLO] and construct the
Grm,N -Whittaker vectors; and in Section 3 we verify the integral formula from Theorem 1.1. In
Section 4 we prove Propositions 1.1 and 1.2.
Acknowledgments: The author is thankful to A. Gerasimov and D. Lebedev for very useful
discussions.
1In [BCFKvS1] it referred to as ”Lax operator of Grassmannian”; one should not mistake this function with the
matrix-valued differential operator L(x, ∂x) in the present work
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1 The Grm,N-Whittaker functions
A Whittaker model for principal series representation of universal enveloping alegbra U(g) involves
a choice of an N -dimensional commutative subalgebra a and the Lie algebra decomposition g =
u−⊕a⊕u+. Then choosing a pair of characters χ± : u± → C one can reduce the space of functions on
G = Lie (g) to the space of functions on the commutative subgroup Lie (a). In the case g = glN one
uses the Gauss triangular decomposition of glN with a being the diagonal subalgebra of semisimple
elements, and u+ being the nilpotent subalgebras of upper-triangular matrices.
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In [GLO2] was proposed a generalization of the standard scheme with a ⊂ glN being a com-
mutative subalgebra, containing both semisimple and nilpotent elements, and similarly for u±. In
the following we use another generalized Whittaker model, using another choice of commutative
subalgebra a = h(m,N) ⊂ glN . In special case of Gr1,N = P
N−1 our choice of the commutative
subalgebra h(m) ⊂ glN coincides with the one used in [GLO2] and [O]. For generic m the two
commutative subalgebras differ by a simple automorphism, and thus the generalized Whittaker
model used in our calculations below is different from [GLO2].
Let us consider the triangular decomposition of the Lie algebra glN of real (N × N)-matrices
with the standard set of generators Eij, i, j = 1, . . . , N . Namely, let b± be the subalgebras of
upper- and lower-triangular matrices, and n± = [b±, b±] ⊂ b± are the radicals of the triangular
subalgebras. Then the following holds:
glN = n− ⊕ h⊕ n+ .
Next, let ∆ = {αi; i ∈ I} be the set of simple roots indexed by I = {1, 2, . . . , N − 1}, and R+
be the set of positive roots. Given an elementary subset {m} ⊂ I, let us associate with m the
following modification of the triangular decomposition:
glN = n
(m,N)
− ⊕ h
(m,N) ⊕ n
(m,N)
+ , (1.1)
where the commutative subalgebra h(m,N) is spanned by
H1 = E11 + . . . + Emm, Hi = Ei,1 , i = 2, . . . ,m ;
Hj = Ej,N , j = m+ 1, . . . , N − 1 ; HN = Em+1, m+1 + . . .+ ENN .
(1.2)
The Lie subalgebras n
(m)
± are defined by their set of generators as follows:
n
(m,N)
− =
〈
Em+1, 1 ; Eki , i = 2, . . . ,m, k = i, . . . , N ; (1.3)
Ej+1, j , j = m+ 1, . . . , N − 1
〉
,
and
n
(m,N)
+ =
〈
Ei−1, i , i = 2, . . . ,m ; Em,N ; (1.4)
Ekj , j = m+ 1, . . . , N − 1, k = 1, . . . , j
〉
.
One may note that
dim h(m,N) = rank glN = N , dim n
(m,N)
± = dimn± =
N(N − 1)
2
.
2Alternatively, one can consider the Iwasawa decomposition glN = k ⊕ a ⊕ u+ with k ⊂ glN being the compact
subalgebra; then choosing characters of k and u+ one can obtain another reduction of the space of functions on GLN
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Let H(m,N) and N
(m,N)
+ be the Lie groups corresponding to the Lie algebras h
(m,N) and n
(m,N)
+ ,
then an open part GL◦N (the big Bruhat cell) of GLN allows the following modification of the Gauss
decomposition:
GL◦N = N
(m,N)
− ·H
(m,N) ·N
(m,N)
+ . (1.5)
A principal series representation Vλ admits a natural structure of U -module. Let us assume
that the action of the commutative subalgebra h(m) ⊂ glN in Vλ is integrable to the action of
commutative subgroup H(m,N) ⊂ GLN (R). Below we introduce a pair of elements, ψL, ψR ∈ Vλ,
generating a pair of Whittaker submodules in Vλ, WL = UψL and WR = UψR.
Definition 1.1 The Grm,N -Whittaker vectors ψL and ψR are defined by the following conditions:


Em+1, 1ψL = ~
−1ψL ;
EkiψL = 0 , i = 2, . . . ,m, k = i, . . . , N ;
Ej+1, jψL = ~
−1ψL , j = m+ 1, . . . , N − 1 ;
(1.6)


Ei−1, iψR = −~
−1ψR , i = 2, . . . ,m ;
EkjψR = 0 , j = m+ 1, . . . , N − 1, k = 1, . . . , j ;
EkjψL = (−1)
ǫ(m,N)
~
−1ψL , j = m+ 1, . . . , N − 1, k = 1, . . . , j ;
(1.7)
where ǫ(m,N) is an integer number and ~ is an indeterminant.
Lemma 1.1 The introduced Grm,N -Whittaker vectors define characters of the subalgebras n
(m,N)
± :
χ+ : n
(m,N)
+ −→ C , χ− : n
(m,N)
− −→ C , (1.8)
Proof: One can readily check that the defining equations (1.6) are compatible with Lie algebra
relations in n
(m,N)
− ; and the same is valid for (1.7) and n
(m,N)
+ . ✷
Definition 1.2 Given a pair of characters χ± of the opposed nilpotent subalgebras n
(m,N)
± , the
Grm,N -Whittaker function associated with the principal series representation
(
πλ, Vλ
)
is defined as
the following matrix element:
Ψ
(m,N)
λ (x) = e
−x1
m(N−m)
2
〈
ψ
(m,N)
L , πλ
(
g(x1, . . . , xN )
)
ψ
(m,N)
R
〉
, (1.9)
where the left and right vectors solve the equations (1.6) and (1.7) respectively, and . Here g(x) is
a H(m)-valued function given by
g(x) = exp
{ N∑
i=1
xiHi
}
, (1.10)
where x = (x1, . . . , xN ) and the generators Hi, i = 1, . . . , N are defined by (1.2).
In the above definition 〈 , 〉 denotes a non-degenerate pairing between the Whittaker submodules:
WL ×WR → C.
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1.1 Stationary phase integral and Toric degeneration of Grm,N
This part contains our main result; namely, we introduce the stationary phase integral repre-
sentation for the Grm,N -Whittaker function, and then establish a direct connection to the toric
degeneration of Grassmannian Grm,N proposed in [BCFKvS1].
Theorem 1.1 The specialized Grm,N -Whittaker function (1.9) has the following stationary phase
integral representation.
Ψ
(m,N)
λ (xN,1, 0, . . . , 0) =
∫
C
ωm,N e
Fm,N (x)
, (1.11)
where
Fm,N (x) = ı
( m∑
k=1
λN−m+k
)
xN,1 + ı
N−m∑
n=1
(λn − λn+1)
min(m,n)∑
i=1
xn,i
+ ı
m−1∑
n=1
(λN−m+n − λN−m+n+1)
min(N−m+n,m)∑
i=n+1
xN−m+n, i
−
1
~
(
e−xmm + exN−m, 1−xN,1 +
m∑
k=1
N−1−m∑
i=1
exi+k−1, k−xi+k, k
+
N−m∑
k=1
m−1∑
i=1
exk+i, i+1−xk+i−1, i
)
.
(1.12)
and
ωm,N =
N−m∏
n=1
min(n,m)∏
k=1
dxn,k ·
m−1∏
n=1
min(N−m+n,m)∏
i=n+1
dxN−m+n, i . (1.13)
The integration contour C is a slight deformation of Rm(N−m) in Cm(N−m) such that the integrand
decreases exponentially.
Proof: The proof is given in Section 3. ✷
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Specifying the parameters λn = 0, n = 1, . . . , N , the function Fm,N (x) admits a simple combi-
natorial structure. Namely, let us consider the following graph:
xN, 1

...
. . .
xN−m, 1 //

. . . //

xN−1, m

...

// . . .
//

...

x21

// . . .
//

xm+1, m

x11 // . . . // xm,m // 0
(1.14)
Then let us associate with every arrow x→ y an exponential function ey−x; to any interior vertex
xk,i in (1.14) let us assign a pair of exponential functions ak,i = e
xk−1−xk,i and bk,i = e
xk+1, i+1−xk,i .
Besides, let aN = e
xN−m, 1−xN,1 and bm = e
−xmm .
Corollary 1.1 The function Fm,N (x) (1.12) equals to the sum of exponential functions for all the
arrows in the graph (1.14):
Fm,N = aN +
N−m∑
k=2
ak,m + bm +
m−1∑
i=1
b1, i +
N−m∑
k=2
m−1∑
i=1
ak,i + bk,i .
Actually, the graph (1.14) defines a toric degeneration of the Grassmann variety [BCFKvS1],
[BCFKvS2]. Namely, the torification of Grm,N can be identified with a spectrum of the algebra
of functions in aki, k = 2, . . . , N − m, i = 1, . . . ,m and bnj, n = 1, . . . , N −m, j = 1, . . . ,m − 1
modulo the ideal of relations:
ak, ibk−1, i = bk, iak+1, i+1 , k = 2, . . . , N −m, i = 1, . . . ,m− 1 ;
aN bm
m−1∏
i=1
aN−m, i
N−m∏
k=2
bk,m = q , q = e
−x1 .
(1.15)
1.2 Quantum Grm,N-Toda lattice
Actually, the Grm,N -Whittaker function defines a D-module introduced in [GLO2] and called quan-
tum Grm,N -Toda lattice. This D-module is provided by the infinitesimal action of the universal
enveloping algebra U(glN ) in our representation (πλ, Vλ). In this part we describe the D-module
Dm,N defined by (1.9), and then identify Dm,N with the Grm,N -Toda lattice from [GLO2].
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The action of the center Z ⊂ U(glN ) of the universal enveloping algebra in principal series
representation (πλ, Vλ) produces the following action of differential operators, the parabolic Toda
lattice Hamiltonians, on Grm,N -Whittaker function:
H
(m,N)
k (x, ∂x) ·Ψ
(m,N)
λ (x) = ~
k e−x1
m(N−m)
2
〈
ψL , πλ
(
ck g(x)
)
ψR
〉
, (1.16)
for k = 1, . . . , N with ck, k = 1, . . . , N being the Casimir generators of the center Z. The first two
Casimir elements are given by:
C1 =
N∑
i=1
Eii, C2 =
N∑
i,j=1
i<j
(
EiiEjj − EjiEij + ρiρj
)
−
N∑
i=1
ρiEii , (1.17)
where ρi = (N + 1− 2i)/2, i = 1, . . . , N .
Proposition 1.1 Action of the first two Casimir generators (1.17) have the following explicit form:
H
(m,N)
1 = ~
∂
∂x1
+ ~
∂
∂xN
,
H
(m,N)
2 = ~
2
{ ∂2
∂x1∂xN
+
∑
1≤i≤j≤m
(
(−xi)
1−δi, 1
∂
∂xi
)(
xj
∂
∂xj
)
+
∑
m+1≤i≤j≤N
(
xi
∂
∂xi
)(
x
1−δj, N
j
∂
∂xj
)
−
m∑
k=1
(k − 1)xk
∂
∂xk
−
N∑
k=m+1
(N + 1− k)xk
∂
∂xk
}
− ~
{m−1∑
i=1
(−xi)
1−δi, 1
∂
∂xi+1
+
N−1∑
j=m+1
x
1−δj, N−1
j+1
∂
∂xj
}
+(−1)δm,N−1+ǫ(m,N)x
1−δm,1
m x
1−δm,N−1
m+1 e
xN−x1 −
~
2
24
(N − 1)(N − 2)(N − 3) .
(1.18)
Proof: The first statement is trivial. The proof of the second formula is given in Section 4. ✷
Remark 1.1 The Hamiltonians (1.18) coincide (up to signs in accordance with the choice of signs
in (1.10)) with the first two Grm,N -Toda Hamiltonians from [GLO2]. Let us emphasize that although
for generic m the Grm,N -Whittaker vectors (1.6) and (1.7) are different from the ones introduced
in [GLO2], the two (generalized) Whittaker models: the one from [GLO2], and its modification
introduced above, produce the same Grm,N -Toda D-module. In particular, the Hamiltonians (1.16)
are identical to the parabolic Toda Hamiltonians from [GLO2], and after specifying x2 = . . . =
xN = 0 the symbols of Hamiltonians H
(m,N)
k , k = 1, . . . , N generate the small quantum cohomology
algebra qH∗(Grm,N ).
Let Dm,N be the D-module generated by the Hamiltonians H
(m,N)
k , k = 1, . . . , N as a module
over the algebra of differential operators D
(
ex, ∂x, ~
)
:
Dm,N ≃ D
(
ex, ∂x, ~
)/
Tm,N , Tm,N =
〈
H
(m,N)
1 (x, ∂x), . . . , H
(m,N)
N (x, ∂x)
〉
.
Equivalently, the D-module Dm,N can be defined in terms of the quantum Lax operator, the fol-
lowing Mat(N,R)-valued differential operator:
L(x, ∂x) ·Ψ
(m,N)
λ (x) := ~
N∑
i,j=1
eij e
−x1
m(N−m)
2 〈ψL , πλ
(
Eij g(x)
)
ψR〉, (1.19)
where (eij)kn = δikδjn, for i, j, k, n = 1, . . . , N are the matrix units.
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Proposition 1.2 The quantum Lax operator L(x1, . . . , xN ; ∂x1 , . . . , ∂xN ) = ‖Lij‖, i, j = 1, . . . , N
has the following form:
Lk,1 = ~∂xk , k = 1, . . . ,m ; Lm+1, 1 = −1 ,
Lk,1 = 0 , k = m+ 2, . . . , N ; Lk,j = 0 , j = 2, . . . ,m, k = j, . . . , N ;
La+1, a = −1 , Lk, a = 0 , k = a+ 2, . . . , N, a = m+ 1, . . . , N − 1 ;
L1, k = −δk,2 + (1− δk,m)xk+1 + xk∂x1 +
m∑
n=2
xkxn∂xn , k = 2, . . . ,m ;
Lk, i = δi, k+1 + ~xi∂xk , k = 2, . . . ,m− 1 , i = k + 1, . . . ,m ;
L1, a = −(−1)
ǫ(m,N)xaxme
xN−x1 , Lk, a = 0 , k = 2, . . . ,m− 1 ,
Lm,a = (−1)
ǫ(m,N)xae
xN−x1 , a = m+ 1, . . . , N − 1 ;
Lm,N = −(−1)
ǫ(m,N)exN−x1 ;
Laa = ~xa∂xa , La,N = ~∂xa , a = m+ 1, . . . , N − 1 ;
LNN = ~∂xN −
N−1∑
a=m+1
xa∂xa .
(1.20)
Proof: The proof is given in Section 4. ✷
The symbol of the quantum Lax operator is referred to as the Lax matrix L(x1, . . . , xN ; p1, . . . , pN ).
Corollary 1.2 (i) The Lax matrix L(x; p) of (1.20) and the Lax matrix introduced in [GLO2]
have identical characteristic polynomials.
(ii) The specialized Lax matrix L(x1, 0, . . . , 0; p1, . . . , pN ) = ‖Lij‖, i, j = 1, . . . , N is given by
Lk,1 = pk , k = 1, . . . ,m ; Lm+1, 1 = −1 ,
Lk,1 = 0 , k = m+ 2, . . . , N ; Lk,j = 0 , j = 2, . . . ,m, k = j, . . . , N ;
La+1, a = −1 , Laa = Lk,a = 0 , k = a+ 2, . . . , N, a = m+ 1, . . . , N − 1 ;
Li, i+1 = −1 , i = 1, . . . ,m− 1 ;
La,N = −pa , a = m+ 1, . . . , N − 1 ; Lm,N = −(−1)
ǫ(m,N)e−x1
(1.21)
It defines the small quantum cohomology algebra qH∗(Grm,N ) in the form of [AS], [K].
Proof: One can readily check that the matrix ‖Lij‖ and matrix A in [AS] defining qH
∗(Grm,N )
have identical characteristic polynomials, and thus det
(
λ+ ‖Lij‖
)
is the generating function of the
ideal for the small quantum cohomology algebra. ✷
2 Gelfand-Zetlin graphs, paths, and Grm,N-Whittaker vectors
In this section we recall the Gauss-Givental realization of the universal enveloping algebra U =
U(glN ) introduced in [GKLO]. In the second part of this Section we apply this construction to
derivation of the Grm,N -Whittaker vectors, solving the defining relations (1.6) and (1.7).
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Actually, the construction of Gauss-Givental realization of principal series U -modules originates
from the total positivity phenomenon in unipotent varieties developed by Lusztig [L]; a detailed
study of connections between Gauss-Givental realizations of U(g) and total positivity can be found
in [GLO1].
2.0.1 LetMN be the space of meromorphic functions in e
xn,k , n = 1, . . . , N−1 ; k = 1, . . . , n, then
the standard generators Eij , i, j = 1, . . . , N of glN admit the following realization by first-order
differential operators in MN :
Ei,i = µi −
i−1∑
k=1
∂
∂xN+k−i,k
+
N−1∑
k=i
∂
∂xk,i
,
Ei,i+1 = −
i∑
n=1
exN−1−i+n, n−xN−i+n, n
n∑
k=1
{ ∂
∂xN−1−i+k, k
−
∂
∂xN−1−i+k, k−1
}
, (2.1)
Ei+1,i =
N−i∑
n=1
exn+i, i+1−xk+i−1, i
[
µi − µi+1 +
n∑
k=1
{ ∂
∂xi+k−1, i
−
∂
∂xi+k−1, i+1
}]
,
where xN, i = 0, i = 1, . . . , N is assumed.
The universal enveloping algebra acts in Vλ ⊂MN by differential operators (2.1) with
µn = ıλn − ρ
(N)
n , ρn = n−
N + 1
2
, n = 1, . . . , N , (2.2)
and the Whittaker submodules WL,R ⊂ Vλ ⊂ MN are spanned by
∏
1≤k≤i≤N−1
enk,ixk,iψL,R with
nk,i ∈ Z. The non-degenerate pairing between the Whittaker modules is given by
〈φ1, φ2〉 =
∫
C
µN (x)φ1 φ2 , φ1 ∈ WL, φ2 ∈ WR , (2.3)
where the integration contour is a slight deformation of RN(N−1)/2 in CN(N−1)/2 such that the
integrand exponentially decreases for φ1 = ψL and φ2 = ψR, and the measure µN (x) is given by
µN (x) =
N−1∏
k=1
k∏
i=1
e−xk, idxk, i . (2.4)
One can readily check that thus defined pairing (2.3) between WL and WR possesses the following
property:
〈X · φ1, φ2〉 = −〈φ1, X · ψ2〉 , X ∈ glN , φ1 ∈ WL, φ2 ∈ WR . (2.5)
2.0.2 The Gauss-Givental realization of U(glN ) possesses a distinguished combinatorial structure
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arising from the Gelfand-Zetlin graph (see [GLO1]):
xN, 1

xN−1,1

// xN, 2

...

. . .
. . .
x21

// . . .

. . .
// xN,N−1

x11 // x22 // . . . // xN−1, N−1 // xNN
(2.6)
Namely, let IN be the set of vertices in the Gelfand-Zetlin graph:
IN =
{
(n, j) ∈ Z2+ ; 1 ≤ j ≤ n ≤ N
}
;
there is a tautological embedding Im ⊂ IN , for any 0 < m < N . Given (n, j) ∈ IN−1 ⊂ IN let
Arn, j be the following function attached to a vertex xn, i in (2.6):
Arn, j =
∑
Ir
r∏
α=1
exn+iα−α, j+iα−xn+iα−α−1, j+iα , (2.7)
where the summation goes over the strict partitions
Ir = (i1 < . . . < ir) ∈ Z
r
+ , iα ≤ N − n+ α, α = 1, . . . , r .
The function Arn, j(k) satisfy the following evident relation:
Arn,j = A
r
n+1, j+1 + A
r−1
n, j+1 e
xn, j+1−xn+1, j+1 . (2.8)
Also for (n, j) ∈ IN−1 ⊂ IN let us introduce the function Bn, i given by
Bn, j(k) =
∑
I∗
k+j−n−1
exn, j−xn+1, j
k+j−n−1∏
α=1
exn+iα+α, j+ıα−xn+iα−α+1, j+iα , (2.9)
where the summation goes over the partitions
I∗k+j−n−1 = (i1 ≤ . . . ≤ ik+j−n−1) ∈ Z
k+j−n−1
+ .
The function Bn, j satisfies the following relation:
Bn, j(k) e
xn+1, j−xn, j = Bn+1, j(k) + Bn+2, j+1(k) . (2.10)
Actually, the relations (2.8) and (2.10) are direct consequence of the ”box relations” (1.15).
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2.0.3 With respect to an obvious symmetry of the graph (1.14), let us introduce the following pair
of functions:
⊤A
r
n, j =
∑
I∗r−1
exn+1, j+1−xn, j
r−1∏
α=1
exn+iα+α+1, j+α+1−xn+iαα, j+α , (2.11)
where the summation goes over partitions
I∗r−1 = (i1 ≤ . . . ≤ ir−1) ∈ Z
r−1
≥0 , iα ≤ N − n− r , α = 1, . . . , r − 1 ;
and
⊤Bn, j(k) =
∑
Ij−k
j−k∏
α=1
exn+iα−α+1, j+1−α−xn+iα−α, j−α , (2.12)
where the summation goes over strict partitions
Ij−k = (i1 < . . . < ij−k) ∈ Z
j−k
+ , iα ≤ N − n+ α , α = 1, . . . , j − 1 .
Analogously to the the functions Arn, j and Bn, j, the ”box relations” (1.15) imply the following
relations for the introduced functions (2.11) and (2.12):
⊤A
r
n, j e
xn+1, j+1−xn, j = ⊤A
r−1
n+1, j+1 +
⊤A
r−1
n+2, j+1 ; (2.13)
and
⊤Bn, j =
⊤Bn+1, j +
⊤Bn, j−1 e
xn+1, j−xn, j−1 . (2.14)
2.0.4 In fact, the summations in (2.7), (2.13), and (2.9), (2.14) can be readily interpreted as sums
over paths in Gelfand-Zetlin graph. More precisely, the functions
P rn, j(k) := A
r+n−k−j
n, j ·Bn, j(k) ,
⊤P
r
n, j :=
⊤A
r+k−j
n, j ·
⊤Bn, j , (2.15)
are represent sums over all paths (with certain restrictions) of length r passing through a vertex xn, j
on the Gelfand-Zetlin graph; the paths from P rn, j(k) are starting at horizontal line {xa, b; a−b = k},
and the paths from ⊤P
r
n, j(k) are starting at vertical line {xa, b; b = k} in graph (2.6).
Moreover, the generators Eij of Lie algebra glN in Gauss-Givental realization (2.1) admit a
distinct description in terms of certain paths in graph (2.6). Namely, for any vertex xn, j let us
introduce the following pair of differential operators:
Dn, j =
∂
∂xn+1−j, 1
+
j−1∑
i=1
( ∂
∂xn+1+i−j, i+1
−
∂
∂xn+1+i−j, i
)
,
⊤D
µ
n, j = µj − µj+1 +
∂
∂xj, j
+
n−j∑
i=1
( ∂
∂xi+j, j
−
∂
∂xi+j, j+1
)
.
(2.16)
Proposition 2.1 The Lie algebra generators Eij have the following combinatorial realization in
terms of the Gelfand-Zetlin graph (2.6):
En, j =
n−1∑
k=j
(−1)k+1
N−n∑
i=0
⊤P
n−j
k+i, k(j)
⊤D
µ
k+i, k , n > j ;
En, i =
i−n∑
k=1
(−1)k
n−1∑
j=0
P i−nN+k−i+j, j+1(N − n)DN−i+k+j, j+1 ,
(2.17)
for n < i.
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Corollary 2.1 The elements Em, 1 and Em,N have the following differential operators in the Gauss-
Givental realization (2.1).
En,N =
N+1−n∑
k=1
(−1)k+1
n∑
i=1
Pn+1−ik+i−1, i
{ ∂
∂xk+i−1, 1
+
i∑
j=2
( ∂
∂xk+i−2, i
−
∂
∂xk+i−2, i
)}
;
En, 1 =
n−1∑
k=1
(−1)k
N−n∑
i=1
⊤P
n−1
k+i, i
{
µk − µk+1 +
∂
∂xkk
+
i∑
j=1
( ∂
∂xk+j, k
−
∂
∂xk+j, k+1
)}
,
(2.18)
where P rn, j := P
r
n, j(1), and
⊤P
r
:= ⊤P
r
n, j(N − 1).
Proof: Direct calculations of commutators, using (2.1). ✷
2.1 Derivation of Grm,N-Whittaker vectors
In this part we solve the defining equations (1.6) and (1.7) and find out the Grm,N -Whittaker
vectors.
Proposition 2.2 The following Grm,N -Whittaker vectors satisfy the defining equations (1.6) and
(1.7) in realization (2.1):
ψ
(m,N)
L =
1
CLm,N
exp
{
−
N−1∑
n=1
(
µn − µn+1
) n∑
i=1
xn,i +
m−1∑
k=1
µN−1−kxN−1−k, 1
−
1
~
(
exN−m, 1 +
m∑
k=1
N−m−1∑
i=1
exi+k−1, k−xi+k, k +
N−1∑
k=m+1
[
exN−1, k
+
N−k−1∑
i=1
exi+k−1, k−xi+k, k
])}
(2.19)
and
ψ
(m,N)
R =
1
CRm,N
exp
{
−
N−1∑
k=m+1
µkxkk −
1
~
(
e−xmm +
N−m∑
k=1
m−1∑
i=1
exk+i, i+1−xk+i−1, i
+
m−1∑
k=1
[
e−xN−1, k +
k−1∑
i=1
exN−k+i, i+1−xN−k+i−1, i
])} (2.20)
where
CLm,N =
N∏
i,j=N−m+1
i<j
~
ρi−ıλjΓ
(
−ıλj − ρi
)
, CRm,N =
N∏
i,j=m+1
i<j
~
ıλj−ρiΓ
(
ρi − ıλj
)
. (2.21)
Proof. Our proof of Proposition 2.1 is based on an verification of the defining equations (1.6), (1.7),
using the Gauss-Givental realization (2.1).
Actually, the expressions (2.19) and (2.20) (with specialized parameters µn = 0, n = 1, . . . , N)
have definite interpretation in terms of arrows in (2.6) defined by the equations (1.6), (1.7), respec-
tively. In this way the graph (1.14) is a subgraph of (2.6), built of the corresponding arrows from
(2.19) and (2.20).
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2.1.1 At first let us observe that the action of the Cartan generators Eii, i = 2, . . . , N − 1 fixes a
dependence of the Whittaker vectors on the parameters µ1, . . . , µN ). Namely, the following holds:
Ekk · exp
{
−
N−1∑
n=1
(
µn − µn+1
) n∑
i=1
xn,i +
m−1∑
k=1
µN−1−kxN−1−k, 1
}
= 0
for k = 2, . . . ,m, and
Eaa · e
−(µm+1xm+1,m+1+...+µN−1xN−1, N−1) = 0 , a = m+ 1, . . . , N − 1 .
2.1.2 Besides, the action of differential operators Eii have the following properties:
Ekk · e
xn,k−xn+1, k = 0 , k = 2, . . . ,m ,
when n = 2, . . . , N −m, k = 2, . . . ,m, and
Eaa · e
xn+1, k+1−xn,k = 0 , a = m+ 1, . . . , N − 1 ,
when n = 2, . . . , N + 1 −m, k = 1, . . . ,m − 1. Also, taking into account that Ekk, k = 2, . . . ,m
annihilate any function in xn,1, n = 1, . . . , N−m, and Eaa, m+1, . . . , N−1 annihilate any function
in xnn, n = 1, . . . ,m, one can deduce that (2.19) and (2.20) satisfy
Ekkψ
(m,N)
L = 0 , k = 2, . . . ,m ; Eaaψ
(m,N)
R = 0 , a = m+ 1, . . . , N − 1 .
2.1.3 Next for ψ
(m,N)
R one finds out the following:
Ek−1, kψ
(m,N)
R = −
1
~
ψ
(m,N)
R , k = 2, . . . ,m , (2.22)
since
Ei, i+1 · e
−~−1 e
−xN−1, i
= −
1
~
e−~
−1 e
−xN−1, i
, i = 1, . . . , N − 1 ,
and
Ei, i+1 · exp
{
−
1
~
m−1∑
j=1
exN+j−i, j+1−xN+j−i−1, j + exN+j−i+1, j+1−xN+j−i, j
}
= 0 , i = 1, . . . , N − 1
for any m = 1, . . . , N − 1, is due to the ”box relations” (1.15.1):
exN+j−i−1, j−xN+j−i, j · exN+j−i, j+1−xN+j−i−1, j = exN+j−i+1, j+1−xN+j−i, j · exN+j−i, j+1−xN+j−i+1, j+1 ,
where exN+j−i−1, j−xN+j−i, j with exN+j−i, j+1−xN+j−i+1, j+1 come from coefficients in Ei, i+1,
and exN+j−i, j+1−xN+j−i−1, j with exN+j−i+1, j+1−xN+j−i, j are from the exponent in (2.20).
2.1.4 Similarly for the left (m,N)-Whittaker vectors one obtains:
Ea+1, aψ
(m,N)
L = −
1
~
ψ
(m,N)
L , a = m+ 1, . . . , N − 1 , (2.23)
since for E0j+1, j being the generators (2.1) with specialized parameters µj = µj+1 = 0:
E0j+1, j · e
−~−1 exN−1, j = −
1
~
e−~
−1 exN−1, j , j = 1, . . . , N − 1 ,
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and
E0j+1, j · exp
{
−
1
~
r−1∑
i=1
exj+i, j−xj+i−1, j + exj+1+i, j+1−xj+i, j+1
}
= 0 , j = 1, N − 1 ,
for any r = 2, . . . , N − 1 holds due to the ”box relations” (1.15.1):
exj+i−1, j−xj+i, j · exj+i, j+1−xj+i−1, j = exj+1+i, j+1−xj+i, j · exj+1+i, j+1−xj+i, j+1 ,
where exj+i, j+1−xj+i−1, j with exj+1+i, j+1−xj+i, j come from coefficients of Ej+1, j, and e
xj+i−1, j−xj+i, j
with exj+1+i, j+1−xj+i, j+1 are from the exponent of (2.19).
2.1.5 At last to verify the remaining defining relations
Em,Nψ
m,N
R = −~
−1ψm,NR , Em+1, 1ψ
m,N
L = −~
−1ψm,NL ,
for the (m, N)-Whittaker vectors, we use the explicit form (2.18) of the generators Em,N and
Em+1, 1 and apply the relations (2.8), (2.13), and (2.10), (2.14). ✷
3 Proof of Theorem 1.1
In this part we apply the results of previous Section to derive the integral formula (1.11) for
Ψ
(m,N)
λ (x, 0 . . . , 0). Namely, into (1.9) using (2.3) one readily obtains:
Ψ
(m,N)
λ (x, 0 . . . , 0) = e
−x
m(N−m)
2
〈
ψ
(m,N)
L , e
x(E11+...+Emm)ψ
(m,N)
R
〉
= e−x
m(N−m)
2
∫
C
N−1∏
n=1
n∏
i=1
e−xn,idxn,i ψ
m,N
L (x)e
x(E11+...+Emm)ψ
(m,N)
R (x) .
(3.1)
Then one picks from (2.1):
E11 + . . .+ Emm =
m∑
k=1
µk +
N−m∑
n=1
min(m,n)∑
i=1
∂
∂xn,i
+
m−1∑
n=1
min(N−m+n,m)∑
i=n+1
∂
∂xN−m+n, i
,
and substituting this together with (2.19) and (2.20) into (3.1) one finds out the following:
. . . =
1
CLm,N C
R
m,N
∫
C
N−1∏
n=1
n∏
i=1
dxni e
m−1∑
k=1
µN−1−k xN−1−k, 1−
N−1∑
k=m+1
µkxkk
× exp
{
ı
N−1∑
n=1
(
λn − λn+1
) n∑
i=1
xn,i + ı
m∑
k=1
λN−m+kx −
1
~
(
exN−m, 1−x
+
m∑
k=1
N−m−1∑
i=1
exi+k−1, k−xi+k, k +
N−1∑
k=m+1
[
exN−1, k +
N−k−1∑
i=1
exi+k−1, k−xi+k, k
]
+ e−xmm +
N−m∑
k=1
m−1∑
i=1
exk+i, i+1−xk+i−1, i
+
m−1∑
k=1
[
e−xN−1, k +
k−1∑
i=1
exN−k+i, i+1−xN−k+i−1, i
])}
.
(3.2)
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Next, let us integrate out the variables xN−k, i, k = 1, . . . ,m−1, i = 1, . . . ,m−k and xm+k,m+j , k =
1, . . . , N −m− 1, i = 1, . . . , k:
∫
R
m(m−1)
2
m−1∏
k=1
m−k∏
i=1
dxN−k, i
m−1∏
k=1
exp
{
ı(λN−k − λN−k+1)
m−k∑
i=1
xN−k, i
− (ıλN−1−k + ρN−1−k)xN−1−k, 1
−
1
~
(
e−xN−1, k +
k−1∑
i=1
exN−k+i, i+1−xN−k+i−1, i
)}
= CRm,N ,
(3.3)
and
∫
R
(N−m)(N−m−1)
2
N−m−1∏
k=1
k∏
i=1
dxm+k, k+i
N−m−1∏
k=1
exp
{
ı(λm+k − λm+k+1)
k∑
i=1
xm+k,m+i
− (ıλm+k − ρm+k)xm+k,m+k
−
1
~
(
exN−1, m+k +
N−m−k−1∑
i=1
exm+i+k−1,m+k−xm+i+k,m+k
)}
= CLm,N .
(3.4)
Finally, making cancelations of the normalization constants CRm,N and C
L
m,N in (3.2), one arrives
to (1.11), and thus completes the proof of Theorem 1.1.
4 Proof of Propositions 1.1 and 1.2
In this part we prove Proposition 1.1. Explicit form (1.20) of the quantum Lax operator L(x; ∂x)
readily follows from a simple calculation.
Lemma 4.1 The adjoint action of g = g(x) ∈ H(m,N) ⊂ GLN (1.10) in Mat(N,R) reads as
follows:
g−1E11g = E11 −
m∑
k=2
xkEk,1 ;
g−1E1,kg = E1,k + xkE11 −
m∑
n=2
xn
(
En,k + xkEn,1
)
, k = 2, . . . ,m ;
g−1Ek,ng = Ek,n + xnEk,1 , k, n = 2, . . . ,m ;
g−1E1,ag = e
xN−x1
[
E1,a + xaE1,N −
m∑
k=2
xk
(
Ek,a + xaEk,N
)]
,
g−1Ek,ag = e
xN−x1
[
Ek,a + xaEk,N
]
, k = 2, . . . ,m , a = m+ 1, . . . , N − 1 ;
g−1Ea,bg = Ea,b + xbEa,N , a = m+ 1, . . . , N − 1 , b = a, . . . ,N − 1 .
(4.1)
Proof: Expanding the functions Fij(x) = g(x)
−1Eijg(x) by the Taylor formula one arrives to (4.1).
✷
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4.1 Next, let us introduce the following notation:
〈Xg〉 =
〈
ψL , πλ(X)πλ(g)ψR
〉
, X ∈ U(glN ) , g = g(x) ∈ H
(m,N) .
Thus, using (4.1), and taking into account the property (2.5) with the defining equations (1.6),
(1.7), one can find the following:
〈E11g〉 = 〈(E11 + . . . + Emm)g〉 −
m∑
k=2
〈Ekkg〉 = ∂x1〈g〉 ;
〈E1,kg〉 = 〈E1,kg〉 + xk〈E11g〉 +
m∑
n=2
xn
(
xk〈En,1g〉 − 〈En,kg〉
)
=
{
− δk,2~
−1
+(1− δk,m)~
−1xk+1 + xk∂x1 +
m∑
n=2
xkxn∂xn
}
〈g〉 , k = 2, . . . ,m;
〈Ek, ig〉 =
{
−δi, k+1~
−1 + xi∂xk
}
〈g〉 , k = 2, . . . ,m , i = k + 1, . . . ,m ;
〈E1,ag〉 = −(−1)
ǫ(m,N)xaxme
xN−x1 ,
〈Em,a〉 = (−1)
ǫ(m,N)xae
xN−x1 , a = m+ 1, . . . , N − 1 ;
〈E1Ng〉 = −(−1)
ǫ(m,N)xme
xN−x1 , 〈Em,Ng〉 = (−1)
ǫ(m,N)exN−x1 ;
〈Ea,ig〉 = xi∂xa , a = m+ 1, . . . , N − 1 , i = a, . . . ,N − 1 ;
〈ENNg〉 =
{
∂xN −
N−1∑
a=m+1
xa∂xa
}
〈g〉 .
(4.2)
At last, using (2.5), together with the defining equations (1.6), (1.7) one obtains the expressions
for the remaining matrix elements of the Lax operator (1.20).
4.2 Finally, let us adopt the following notations:
CI =
N∑
i,j=1
i<j
EiiEjj , CII =
N∑
i,j=1
i<j
EjiEij , CIII =
N∑
i=1
ρiEii ;
and therefore (1.17.2) reads
C2 = CI − CII − CIII + σ2(ρ) .
Then one has
CI = (E11 + . . .+ Emm)(Em+1, m+1 + . . .+ ENN ) +
m∑
j=2
(E11 + . . .+ Emm)Ejj
+
N−1∑
i=m+1
Eii(Em+1, m+1 + . . . + ENN ) −
m∑
i,j=2
i≤j
EiiEjj −
N−1∑
i,j=m+1
i≤j
EiiEjj ;
(4.3)
and similarly to (4.2) one finds out:
〈CIg〉 = 〈C
′
Ig〉 =
{ ∂2
∂x1∂xN
+
N−1∑
i=m+1
xi
∂2
∂xi∂xN
−
N−1∑
i,j=m+1
i≤j
(
xi
∂
∂xi
)(
xj
∂
∂xj
)}
〈g〉 , (4.4)
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with
C ′I = (E11 + . . .+ Emm)(Em+1, m+1 + . . .+ ENN )
+
N−1∑
i=m+1
Eii(Em+1, m+1 + . . .+ ENN ) −
N−1∑
i,j=m+1
i≤j
EiiEjj .
(4.5)
Next, let us observe that for 1 < k ≤ m one has
〈Ek,1E1,kg〉 =
{
xk
∂2
∂x1∂xk
− (−xk−1)
1−δk,2
∂
∂xk
+
m∑
n=k
[
xn
∂
∂xn
+
(
xk
∂
∂xk
)(
xn
∂
∂xn
)]}
〈g〉 ;
(4.6)
hence, for
〈CIIg〉 =
m∑
k=2
〈Ek,1E1,kg〉 +
N−1∑
i=m+1
〈Ei+1, iEi, i+1〉 + 〈Em+1, 1E1, m+1g〉 ,
one obtains
m∑
k=2
〈Ek,1E1,kg〉 =
{
~
−1
(
(δm,1 − 1)
∂
∂x2
+
m−1∑
k=2
xk
∂
∂xk+1
)
+
m∑
k=2
[
(k − 1)xk
∂
∂xk
+
∂2
∂x2k
]
+
m∑
i,j=1
i<j
(
x
1−δi,1
i
∂
∂xi
)(
xj
∂
∂xj
)}
〈g〉 ,
N−1∑
i=m+1
〈Ei+1, iEi, i+1〉 =
{ N−2∑
i=m+1
xi+1
∂
∂xi
+ (1− δm,N−1)~
−1 ∂
∂xN−1
}
〈g〉 ,
〈Em+1, 1E1, m+1g〉 = (−1)
δm,N−1+ǫ(m,N)~
−2 (xm)
1−δm,1(xm+1)
1−δm,N−1 exN−x1 〈g〉 .
(4.7)
At last one derives
〈CIIIg〉 =
{
ρ1
( ∂
∂x1
−
∂
∂xN
)
+
N−1∑
i=m+1
(ρ1 + ρi)xi
∂
∂xi
}
〈g〉 , (4.8)
and collecting (4.4), (4.7) and (4.8) one arrives at (1.18.2).
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