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THREE-TERM POLYNOMIAL PROGRESSIONS IN
SUBSETS OF FINITE FIELDS
SARAH PELUSE
Abstract. Bourgain and Chang recently showed that any subset of Fp
of density ≫ p−1/15 contains a nontrivial progression x, x + y, x + y2.
We answer a question of theirs by proving that if P1, P2 ∈ Z[y] are
linearly independent and satisfy P1(0) = P2(0) = 0, then any subset of
Fp of density≫P1,P2 p
−1/24 contains a nontrivial polynomial progression
x, x+ P1(y), x+ P2(y).
1. Introduction
Let P1, . . . , Pm ∈ Z[y] be polynomials satisfying P1(0) = · · · = Pm(0) = 0,
and for each N ∈ N, let [N ] denote the set {1, . . . , N}. Bergelson and
Leibman’s polynomial generalization of Szemere´di’s Theorem [2] states that
if A ⊂ [N ] contains no progression
(1) x, x+ P1(y), . . . , x+ Pm(y)
with y 6= 0, then |A| = oP1,...,Pm(N).
When each Pi is linear, Gowers’s proof of Szemere´di’s Theorem [6] gives
the explicit bound
|A| ≪P1,...,Pm
N
(log logN)cm
.
Quantitative bounds are known for the size of subsets of [N ] lacking nontriv-
ial polynomial progressions in only two other special cases. The case when
m = 1 is covered by Sa´rko¨zy’s Theorem [15], which dealt with P1 = y
2, and
later generalizations to other polynomials, such as work by Sa´rko¨zy [16],
Balog, Pelika´n, Pintz, and Szemere´di [1], Slijepcˇevic´ [18], and Lucier [13].
When m ≥ 2, the only quantitative result for progressions involving nonlin-
ear polynomials is due to Prendiville [14], who dealt with the special case
when Pi = aiy
d for a fixed d ∈ N.
In this paper, we consider the related problem of bounding the size of
A ⊂ Fq lacking nontrivial polynomial progressions. Of course, any bounds
in the integer setting automatically hold in the prime field setting. However,
one should expect that superior bounds hold in finite fields as the degrees
of the Pi’s increase. Indeed, if, for example, degPm = d and Pm(y) 6= 0
for any y 6= 0, then one can greedily construct a subset of [N ] of density
≫ N−1/d that lacks nontrivial progressions of the form (1), since we must
have x ∈ [N ] and y ≪ N1/d for (1) to lie in [N ]. In the finite field setting,
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in contrast, both x and y can clearly run over all of Fq regardless of the
degrees of the Pi, so such a construction does not work.
We will focus on the case when m = 2 and P1 and P2 are linearly inde-
pendent, so that the terms of the progression
(2) x, x+ P1(y), x + P2(y)
satisfy no linear relation. In this situation, we can prove a power-saving
bound on the size of subsets of Fq lacking a nontrivial progression of the
form (2), provided the characteristic of Fq is large enough:
Theorem 1.1. Let P1, P2 ∈ Z[y] be two linearly independent polynomials
with P1(0) = P2(0) = 0. There exists a constant cP1,P2 > 0 depending only
on P1 and P2 such that if the characteristic of Fq is at least cP1,P2 , then any
A ⊂ Fq containing no nontrivial progression
x, x+ P1(y), x+ P2(y), y 6= 0,
satisfies
(3) |A| ≪P1,P2 q
1−1/24.
Note that the exponent of q in (3) is independent of P1 and P2. Thus,
when the degree of one of P1 or P2 is large enough, the conclusion of Theo-
rem 1.1 is stronger than what can possibly hold in the integer setting.
Since the number of trivial three-term polynomial progressions in A is
bounded above by |A|, Theorem 1.1 is a consequence of the following result,
which counts three-term polynomial progressions in subsets of finite fields:
Theorem 1.2. Let P1, P2 ∈ Z[y] be two linearly independent polynomials
satisfying P1(0) = P2(0) = 0. There exists a cP1,P2 > 0 depending only
on P1 and P2 such that if the characteristic of Fq is at least cP1,P2 and
A,B,C ⊂ Fq, then
#{(x, y) ∈ F2q : (x, x+ P1(y), x+ P2(y)) ∈ A×B × C} =
|A||B||C|
q
+OP1,P2((|A||B||C|)
1/2q1/2−1/16).
Theorem 1.2 says that if the characteristic of Fq is large enough, then any
subset of Fq of density at least q
−1/24+ε contains very close to the expected
number of progressions (2) in a random set of the same density.
Bourgain and Chang [3] were the first to consider the problem of finding
quantitative bounds for the polynomial Szemere´di Theorem in finite fields.
In [3], Bourgain and Chang prove that
#{(x, y) ∈ F2p : (x, x+ y, x+ y
2) ∈ A3} =
|A|3
p
+O(|A|3/2p1/2−1/10),
when A ⊂ Fp, and ask whether such a result with a power-saving error
term holds when y and y2 are replaced by any pair of linearly independent
polynomials with zero constant term. Thus, Theorem 1.2 answers their
question in the affirmative. Note that the error term in Theorem 1.2 is
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larger than the error term in Bourgain and Chang’s result, however, so we
do not quantitatively recover their result when P1 = y and P2 = y
2.
Though Bourgain and Chang were the first to consider polynomial pro-
gressions, there was work prior to theirs on other nonlinear configurations
in finite fields. For example, Shkredov [17] showed that if A,B,C ⊂ Fq
satisfy |A||B||C| ≫ p5/2, then there exist x, y ∈ Fp such that (x, x+y, xy) ∈
A×B × C.
Results such as Shkredov’s, Bourgain and Chang’s, and ours are connected
to questions about expanding polynomials and sum-product phenomena for
large subsets of finite fields. One corollary of Shkredov’s result is that if
A,B ⊂ Fp, then
#{a2 + ab : a ∈ A, b ∈ B} ≥ p− 1−
40p5/2
|A||B|
,
so that #{a2 + ab : a ∈ A, b ∈ B} ≫ p whenever |A||B| ≫ p3/2. Similarly,
Theorem 1.2 implies that if P ∈ Z[y] has degree at least two, then the
polynomial Q(x, y) := x+ P (y − x) satisfies
(4) #{Q(a, b) : a ∈ A, b ∈ B} ≫P1,P2 q
whenever A,B ⊂ Fq, |A||B| ≫P1,P2 q
2−1/8, and the characteristic of Fq is
large enough.
Expanding polynomials and sum-product for large sets have been studied
extensively, and related results can be found in papers of Hart, Iosevich,
and Solymosi [7], Vu [20], Hart, Li, and Shen [8], Bukh and Tsimerman [4],
and Tao [19]. Indeed, the bound (4) is not new–it follows immediately from
Theorem 1 of [19]. Work on large sets has tended to combine some sort of
algebraic input (such as the Weil bound) with extensive use of the Cauchy-
Schwarz inequality and Fourier analysis on Fq. Our proof will also be in this
vein.
A common approach to counting configurations such as (1) in subsets of
abelian groups involves bounding averages of the type
(5) Ex,yf0(x)f1(x+ P1(y)) . . . fm(x+ Pm(y)),
for fi with ‖fi‖∞ ≤ 1 and fm having mean zero. Repeated applications of
Cauchy-Schwarz are often used to bound (5) in terms of an average over
some other (often much longer) configuration that is easier to deal with.
When starting with non-linear polynomial configurations, usually Cauchy-
Schwarz is used to replace these non-linear polynomials with their discrete
derivative. This eventually leads to a bound for (5) in terms of an average of
averages over linear configurations. For example, Prendiville [14] bounds (5)
by an average of local Gowers U s-norms, where the degree s grows extremely
quickly as the degrees of the Pi and the length of the progression grow.
The general strategy of the proof of Theorem 1.2 is also to use Cauchy-
Schwarz to bound
(6) Ex,y∈Fqf0(x)f1(x+ P1(y))f2(x+ P2(y))
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in terms of an average
Ex,yf2(x)f2(x+Q1(y)) . . . f2(x+Qm(y))
over some other polynomial progression. We will never use Cauchy-Schwarz
to reduce the degrees of P1 and P2, however. Instead, we will apply Cauchy-
Schwarz so that, as we range over x and y, the (m + 1)-tuples (x, x +
Q1(y), . . . , x + Qm(y)) are close to being equidistributed in F
m+1
q . Thus,
the average (6) is always small whenever f2 has mean zero.
This paper is organized as follows. In Section 2, we will bound (6) in terms
of an average over a length 2 polynomial progression x, x+QP1,P2(y). Here
x ∈ Fq and y ranges over the Fq-points VP1,P2(Fq) of some algebraic variety.
Showing that the map (x, y) 7→ (x, x+QP1,P2(y)) is close to equidistributed
boils down to checking that QP1,P2 is sufficiently non-degenerate on VP1,P2 .
We verify this non-degeneracy in Section 3, and then in Section 4 complete
the proof of Theorem 1.2.
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2. The Cauchy-Schwarz argument
2.1. Notation. We will first fix notation and normalizations. For all sets
S and functions f : S → C, we write the average of f over S as
Ex∈Sf(x) :=
1
|S|
∑
x∈S
f(x).
We will often write Ex1,...,xm in place of E(x1,...,xm)∈Fmq when averaging over
Fmq . For f : Fq → C, we also set
‖f‖2L2 := Ex∈Fq |f(x)|
2.
Let F̂q denote the group of additive characters of Fq and 1 denote the
trivial character. For any ψ ∈ F̂q, the Fourier transform of f at ψ is
fˆ(ψ) := Ex∈Fqf(x)ψ(x).
Then we have the Fourier inversion formula:
f(x) =
∑
ψ∈F̂q
fˆ(ψ)ψ(x)
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and Parseval’s identity:
Exf1(x)f2(x) =
∑
ψ∈F̂q
fˆ1(ψ)fˆ2(ψ),
so that
‖f‖2L2 =
∑
ψ∈F̂q
|fˆ(ψ)|2.
2.2. The averages ΛP1,P2 and ΛP1. Fix P1, P2 ∈ Z[y] such that P1(0) =
P2(0) = 0 and P1 and P2 are linearly independent. We write
P1 =
r1∑
i=1
aiy
i and P2 =
r2∑
j=1
bjy
j
with ar1 , br2 6= 0 and assume, without loss of generality, that r2 ≥ r1. By
replacing P1 by P1−P2 and P2 by −P2 if needed, we may also assume that
ar1 6= br1 if r1 = r2. Since P1 and P2 are linearly independent, we have
P ′2 := P2 − P1 =
r2∑
k=1
cky
k
with cr2 6= 0, and, when r1 = r2,
P2 =
br2
ar1
P1 + P3,
where
P3 =
r3∑
ℓ=1
dℓy
ℓ
with r1 > r3 > 0 and dr3 6= 0.
Let Fq be a finite field. For any f0, f1, f2 : Fq → R, we define
ΛP1,P2(f0, f1, f2) := Ex,y∈Fqf0(x)f1(x+ P1(y))f2(x+ P2(y))
and
ΛP1(f0, f1) := Ex,y∈Fqf0(x)f1(x+ P1(y)).
Note that if A,B,C ⊂ Fq, then ΛP1,P2(1A, 1B , 1C) is the normalized count of
the number of polynomial progressions (x, x+P1(y), x+P2(y)) in A×B×C.
Let α, β, and γ be the densities of A,B, and C, respectively, in Fq. Setting
fB := 1B − β and fC := 1C − γ, we see that
|ΛP1,P2(1A, 1B , 1C)− αβγ| ≤ |ΛP1,P2(1A, 1B , fC)|+ γ|ΛP1(1A, fB)|.
Indeed, this follows from the decomposition
ΛP1,P2(1A, 1B , 1C) = ΛP1,P2(1A, 1B , fC)+ΛP1,P2(1A, fB, γ)+ΛP1,P2(1A, β, γ),
and the fact that ΛP1,P2(1A, fB , γ) = γΛP1(1A, fB) and ΛP1,P2(1A, β, γ) =
αβγ. Thus, bounds on ΛP1,P2(1A, 1B , fC) and ΛP1(1A, fB) yield a bound
on the difference between the actual number of three-term progressions in
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A × B × C and the expected number if A, B, and C were random subsets
of Fq of density α, β, and γ, respectively.
Bounding ΛP1(1A, fB) is quite simple. Let f0, f1 : Fq → R be any two
real-valued functions with Exf1(x) = 0. By Fourier inversion, we have
(7) ΛP1(f0, f1) =
∑
ψ0,ψ1∈F̂q
f̂0(ψ0)f̂1(ψ1)[Exψ0(x)ψ1(x)][Eyψ1(P1(y))].
The orthogonality relation for characters says that Exψ0(x)ψ1(x) equals 1
if ψ0 = ψ1 and equals 0 otherwise, and the Weil bound says that Eyψ1(P1(y)) ≤
(degP1)q
−1/2 whenever ψ1 6= 1. Thus, since f̂1(1) = 0, it follows that (7) is
bounded above by
(degP1)q
−1/2
∑
ψ∈F̂q
f̂0(ψ)f̂1(ψ).
By Parseval’s identity and Cauchy-Schwarz, we have∑
ψ∈F̂q
f̂0(ψ)f̂1(ψ) = Exf0(x)f1(x) ≤ ‖f0‖L2‖f1‖L2 .
Thus, |ΛP1(f0, f1)| ≤ (deg P1)‖f0‖L2‖f1‖L2q
−1/2.
Now, since ‖1A‖L2 = α
1/2 and ‖fB‖L2 = (β − β
2)1/2, we conclude that
|ΛP1(1A, fB)| ≤ (degP1)α
1/2β1/2q−1/2, and thus that
|ΛP1,P2(1A, 1B , 1C)− αβγ| ≤ |ΛP1,P2(1A, 1B , fC)|+ (degP1)α
1/2β1/2γq−1/2.
Theorem 1.2 will thus be a consequence of the following result.
Theorem 2.1. Suppose that f0, f1, f2 : Fq → R and Exf2(x) = 0. Then
ΛP1,P2(f0, f1, f2)≪P1,P2 ‖f0‖L2‖f1‖L2‖f2‖L2q
−1/16.
The proof of Theorem 2.1 proceeds by bounding ΛP1,P2(f0, f1, f2) in terms
of an average Λ′P1,P2(f2, f2) over a polynomial progression of length two,
x, x+QP1,P2(y),
similar to the average ΛP1(f0, f1). The only difference is that y does not
vary over Fq. It instead varies over the Fq-points VP1,P2(Fq) of an affine
variety that depends on P1 and P2. We can then bound Λ
′
P1,P2
(f2, f2) in the
same manner that we bounded ΛP1(f0, f1), provided we have a nontrivial
bound, uniform in q, for the character sum∑
y∈VP1,P2(Fq)
ψ(QP1,P2(y))
whenever ψ ∈ F̂q \{1}. The remainder of this section will focus on bounding
ΛP1,P2(f0, f1, f2) in terms of Λ
′
P1,P2
(f2, f2), which we will define next.
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2.3. Bounding ΛP1,P2. We define polynomialsR
(1)
P1,P2
, R
(2)
P1,P2
, R
(3)
P1,P2
, R
(4)
P1,P2
,
and QP1,P2 ∈ Z[y1, . . . , y8] by
R
(1)
P1,P2
:= P1(y4)− P1(y3)− P1(y2) + P1(y1),
R
(2)
P1,P2
:= P1(y8)− P1(y7)− P1(y6) + P1(y5),
R
(3)
P1,P2
:= P2(y6)− P2(y5)− P2(y2) + P2(y1),
R
(4)
P1,P2
:= P ′2(y7)− P
′
2(y5)− P
′
2(y3) + P
′
2(y1),
and
QP1,P2 := P2(y8)− P2(y7)− P2(y4) + P2(y3).
For any field F, set
VP1,P2(F) := {y ∈ F
8 : R
(i)
P1,P2
(y) = 0 for i = 1, 2, 3, 4}
and
WP1,P2(F) := {y ∈ VP1,P2(F)
2 : QP1,P2(y1, . . . , y8) = QP1,P2(y9, . . . , y16)}.
For any f0, f1 : Fq → R, we define
Λ′P1,P2(f0, f1) := Ex∈Fq,y∈VP1,P2 (Fq)f0(x)f1(x+QP1,P2(y)).
The following proposition bounds ΛP1,P2(f0, f1, f2) in terms of Λ
′
P1,P2
(f2, f2).
Proposition 2.2. Suppose that f0, f1, f2 : Fq → R. Then
ΛP1,P2(f0, f1, f2) ≤
|VP1,P2(Fq)|
q4
‖f0‖L2‖f1‖L2‖f2‖
3/4
L2
|Λ′P1,P2(f2, f2)|
1/8.
We will show in Section 3 that dimVP1,P2(F¯q) ≤ 4 whenever the char-
acteristic of Fq is sufficiently large. This, combined with the Lang-Weil
bound [12], implies that |VP1,P2(Fq)| ≪P1,P2 q
4. Thus, Proposition 2.2 does
indeed bound ΛP1,P2(f0, f1, f2) in terms of Λ
′
P1,P2
(f2, f2).
Before proving Proposition 2.2, we will illustrate the main way in which
Cauchy-Schwarz is used in the proof. Let R1, . . . , Rm ∈ Z[y1, . . . , yn] and
S ⊂ Fnq , and suppose that we want to bound
(8) Ex∈Fq,y∈Sf0(x)f1(x+R1(y)) · · · fm(x+Rm(y)),
where f0, . . . , fm : Fq → R and ‖fi‖∞ ≤ 1 for i = 0, . . . ,m.
We can rewrite (8) as follows by collecting together the elements of S in
each fiber of R1:
1
q2
∑
x,z∈Fq
f0(x)f1(x+ z)
1
|S|/q
∑
y∈S
R1(y)=z
f2(x+R2(y)) · · · fm(x+Rm(y)).
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Applying Cauchy-Schwarz in the outer sum, we bound the modulus squared
of the above by
1
q2
∑
x,z∈Fq
1
|S|2/q2
∑
y1,y2∈S
R1(y1)=z
R1(y2)=z
f2(x+R2(y1))f2(x+R2(y2)) · · · fm(x+Rm(y2)),
which, summing the interior sum over z ∈ Fq, equals
1
q
∑
x∈Fq
1
|S|2/q
∑
y1,y2∈S
R1(y1)=R1(y2)
f2(x+R2(y1))f2(x+R2(y2)) · · · fm(x+Rm(y2)).
Note that the inner sum is the sum over y ∈ S ×R1 S, where S ×R1 S =
{(y1, y2) ∈ S
2 : R1(y1) = R1(y2)} is the fiber product over R1 of the set S
with itself. So if |S ×R1 S| ≪ |S|
2/q, then (8) is
≪ |E x∈Fq
y∈S×R1S
f2(x+R2(y1))f2(x+R2(y2)) · · · fm(x+Rm(y2))|
1/2.
Thus, Cauchy-Schwarz can be used to bound an average over x ∈ Fq and
y ∈ S in terms of an average over x ∈ Fq and (y1, y2) in some fiber product
of S with itself.
Proof of Proposition 2.2. By Cauchy-Schwarz, |ΛP1,P2(f0, f1, f2)|
2 is bounded
above by
‖f0‖
2
L2Ex,y1,y2f1(x+ P1(y1))f1(x+ P1(y2))f2(x+ P2(y1))f2(x+ P2(y2)).
After the change of variables x 7→ x− P1(y1), the average above becomes
Ex,y1,y2f1(x)f1(x+P1(y2)−P1(y1))f2(x+P2(y1)−P1(y1))f2(x+P2(y2)−P1(y1)).
We rewrite this by collecting together (y1, y2) ∈ F
2
q in the same fiber of
T1(y1, y2) := P1(y2)− P1(y1):
1
q2
∑
x,z∈Fq
f1(x)f1(x+z)
1
q
∑
y1,y2∈Fq
T1(y1,y2)=z
f2(x+P2(y1)−P1(y1))f2(x+P2(y2)−P1(y1)).
Then |ΛP1,P2(f0, f1, f2)|
4/(‖f0‖
4
L2‖f1‖
4
L2) is bounded above by
1
q4
∑
x,z∈Fq
∑
y∈F4q
T1(y1,y2)=z
T1(y3,y4)=z
1∏
i=0
f2(x+P2(y1+2i)−P1(y1+2i))f2(x+P2(y2+2i)−P1(y1+2i)),
by Cauchy-Schwarz. Summing the inner sum over z ∈ Fq, this equals
(9)
1
q4
∑
x∈Fq
y∈F2q×T1F
2
q
1∏
i=0
f2(x+ P2(y1+2i)− P1(y1+2i))f2(x+ P2(y2+2i)− P1(y1+2i)).
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After making the change of variables x 7→ x − P2(y1) + P1(y1), we can
rewrite (9) by collecting together y ∈ F2q ×T1 F
2
q with the same values of
T2(y) := P
′
2(y3)− P
′
2(y1) and T3(y) := P2(y2)− P2(y1):
(10)
1
q4
∑
x,z,z′∈Fq
f2(x)f2(x+z)f2(x+z
′)
∑
y∈F2q×T1F
2
q
T2(y)=z
T3(y)=z′
f2(x+z+P2(y4)−P2(y3)).
Applying Cauchy-Schwarz to the outer sum in (10) thus shows that
|ΛP1,P2(f0, f1, f2)|
8
‖f0‖8L2‖f1‖
8
L2
‖f2‖6L2
is bounded above by
1
q5
∑
x,z,z′∈Fq
∑
y∈F2q×T1F
2
q
T2(y1,y2,y3,y4)=z
T2(y5,y6,y7,y8)=z
T3(y1,y2,y3,y4)=z′
T3(y5,y6,y7,y8)=z′
f2(x+z+P2(y4)−P2(y3))f2(x+z+P2(y8)−P2(y7)).
Making the change of variables x 7→ x − z − P2(y4) + P2(y3) and summing
the inner sum over (z, z′) ∈ F2q, the above becomes
|VP1,P2(Fq)|
q4
Λ′P1,P2(f2, f2).

3. Dimension bounds
The main goal of this section is to prove a power-saving bound for the
sum
(11)
∑
y∈VP1,P2 (Fq)
ψ(QP1,P2(y))
whenever ψ is a non-trivial additive character of Fq. When the characteristic
of Fq is large enough and QP1,P2 is not constant on the smooth points of any
irreducible component of VP1,P2(F¯q), then such a bound should follow from
Deligne’s theorem and the Grothendieck-Lefschetz trace formula. Indeed,
in Proposition 9 of [11], Kowalski has already carried this argument out in
general. Kowalski’s proposition is phrased in terms of q-Weil numbers, so
for the convenience of the reader we state below an immediate consequence
of it.
Proposition 3.1 (Kowalski, Proposition 9.ii of [11]). Let V ⊂ AnZ be an
affine subscheme and F,G ∈ Z[V ] be regular functions on V . Suppose that
ψ and χ are additive and multiplicative characters of Fq, respectively. There
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exists an ηV > 0 depending only on V and a cV,degF,degG > 0 depending
only on V , degF , and degG such that if
|F−1(a)| ≤ ηV |V (Fq)|
for every a ∈ Fq and the characteristic of Fq is at least cV,deg F,degG, then∑
x∈V (Fq)
ψ(F (x))χ(G(x)) ≪V,degF,degG q
dimV (F¯q)−1/2
whenever ψ is nontrivial.
To check that the hypotheses of Proposition 3.1 are satisfied, we will show
that dimVP1,P2(F¯q) ≤ 4 and that all of the fibers of QP1,P2 : VP1,P2(F¯q) →
F¯q have dimension at most 3. This second fact follows from the bound
dimWP1,P2(F¯q) ≤ 7, which we will prove instead of bounding the dimension
of the fibers directly. We discuss the reasoning for this prior to the proof of
Lemma 3.8.
Our main tool in this section will be the connection between a variety’s
Hilbert polynomial and its dimension, and we will first briefly review the
definitions needed to describe this connection. The following standard ma-
terial can be found in Chapters 9–11 of [10] and Chapters 2 and 9 of [5], for
example.
3.1. Preliminaries. Let F be a field and n ∈ N, and let N0 := N ∪ {0}
denote the nonnegative integers. For any α = (α1, . . . , αn) ∈ N
n
0 , we set
yα :=
n∏
i=1
yαii
in the ring F[y1, . . . , yn]. The quantity |α| := α1 + · · · + αn is the degree
of the monomial yα. Let Mn denote the set of monomials in the variables
y1, . . . , yn:
Mn := {y
α : α ∈ Nn0}.
Any element G ∈ F[y1, . . . , yn] may be written as
(12) G =
∑
Y ∈Mn
aY Y,
where aα = 0 for all but finitely many α ∈ N
n
0 . We say that a monomial
Y ∈ Mn appears in G if aY 6= 0 in the expression (12). For example, y1y2
appears in y21 + 5y1y2, but y1y2 does not appear in y
2
1 + y1y2 − y1y2. The
degree of G is the maximum degree of all monomials appearing in G. For
G′ ∈ F[y1, . . . , yn], we will write
G = G′ + lower degree terms
to mean that G = G′ +G′′ for some G′′ ∈ F[y1, . . . , yn] such that
degG′′ < min{deg Y : Y ∈Mn appears in G
′}.
In order to define the leading term of a multivariate polynomial, we must
specify an ordering of the set of monomials Mn. The most useful orders
THREE-TERM POLYNOMIAL PROGRESSIONS IN SUBSETS OF FINITE FIELDS 11
on Mn are monomial orders, which are those that respect multiplication of
monomials.
Definition 3.2 (Monomial order). A monomial order > on F[y1, . . . , yn] is
a total order on Mn that satisfies
(1) yα > 1 for all yα ∈Mn \ {1}, and
(2) if yα > yβ, then yα · yγ > yβ · yγ whenever yα, yβ, yγ ∈Mn.
A monomial order > is graded if yα > yβ whenever |α| > |β|.
It is an easy consequence of the Hilbert basis theorem that any monomial
ordering is a well-ordering.
Once we have specified a monomial order on F[y1, . . . , yn], we may write
any G ∈ F[y1, . . . , yn] as
G = aα1y
α1 + · · ·+ aαmy
αm ,
where yα
1
> · · · > yα
m
and aα1 6= 0. Then the leading term of G is
lt(G) := aα1y
α1
and the leading monomial of G is
lm(G) := yα
1
.
An important concept for us will be the ideal of leading terms of a set:
Definition 3.3 (Leading term ideal). Let F be a field and n ∈ N, and fix
a monomial order on F[y1, . . . , yn]. For any S ⊂ F[y1, . . . , yn], the leading
term ideal of S is
lt(S) := 〈{lt(H) : H ∈ S}〉.
Now, for any S ⊂ F[y1, . . . , yn], set
V (S) := {y ∈ Fn : H(y) = 0 for all H ∈ S}.
For any s ∈ N0, let F[y1, . . . , yn]≤s denote the F-vector space of polynomials
in F[y1, . . . , yn] of degree at most s, and for any ideal I ⊂ F[y1, . . . , yn], set
I≤s := I ∩ F[y1, . . . , yn]≤s. When s is sufficiently large depending on I, the
affine Hilbert function of I,
HFI(s) := dimF F[y1, . . . , yn]≤s/I≤s
equals a polynomial HPI called the affine Hilbert polynomial of I.
Fix a graded monomial order on F[y1, . . . , yn]. Then HFI = HFlt(I), and
when F is algebraically closed, we have that degHPI = dimV (I) as well.
Thus,
dimV (I) = degHPlt(I)
when F is algebraically closed. The degree of HPlt(I) is easy to compute if
one knows a generating set for lt(I). As one important special case, if there
exist G1, . . . , Gn ∈ I and α1, . . . , αn > 0 such that
lm(Gi) = y
αi
i
for each i = 1, . . . , n, then dimV (I) = 0.
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Our choice of graded monomial order will not have much of an impact on
our arguments bounding dimVP1,P2(F¯q) and dimWP1,P2(F¯q). For this rea-
son, we will use the graded lexicographic order, which is simple to describe.
Definition 3.4. Let F be a field and n ∈ N. The graded lexicographic
order (abbreviated grlex) with y1 > · · · > yn is defined as follows. We have
yα > yβ if
(1) |α| > |β|, or
(2) |α| = |β| and αi0 > βi0 , where i0 ∈ [n] is the smallest index i for
which αi 6= βi.
For example, y21y2y3 > y
2
1y
2
3 with respect to the grlex ordering with y1 >
y2 > y3.
3.2. Bounding the dimension of VP1,P2(F¯q) and WP1,P2(F¯q). It is now
immediate that dimVP1,P2(F¯q) ≤ 4 when charFq ≫P1,P2 1. Indeed, put the
grlex order with
y8 > y4 > y7 > y3 > y6 > y2 > y5 > y1
on F¯q[y1, . . . , y8], and let
I = 〈R
(1)
P1,P2
, R
(2)
P1,P2
, R
(3)
P1,P2
, R
(4)
P1,P2
〉 ⊂ F¯q[y1, . . . , y8],
so that V (I) = VP1,P2(F¯q). If charFq > max(|ar1 |, |br2 |, |cr2 |), then
lm(R
(1)
P1,P2
) = yr14 ,
lm(R
(2)
P1,P2
) = yr18 ,
lm(R
(3)
P1,P2
) = yr26 ,
and
lm(R
(4)
P1,P2
) = yr27 .
Thus, lt(I) ⊃ 〈yr14 , y
r2
6 , y
r2
7 , y
r1
8 〉, so that dimVP1,P2(F¯q) ≤ 4. (In fact, the
R
(i)
P1,P2
’s form a Gro¨bner basis, so actually lt(I) = 〈yr14 , y
r2
6 , y
r2
7 , y
r1
8 〉.)
That |VP1,P2(Fq)| ≪P1,P2 q
4 is now a consequence of the following corollary
of the Lang-Weil bound:
Theorem 3.5 (Lang and Weil, Lemma 1 of [12]). Let m,n, r ∈ N and F be
a finite field. Suppose that V = V ({G1, . . . , Gm}) ⊂ AnF¯ is an affine variety
with degGi ≤ r for every i = 1, . . . ,m. Then
|V ∩ F| ≪m,n,r |F|
dimV .
As a corollary of Proposition 2.2, we can thus bound ΛP1,P2(f0, f1, f2) in
terms of Λ′P1,P2(f2, f2):
Corollary 3.6. Suppose that f0, f1, f2 : Fq → R. Then
ΛP1,P2(f0, f1, f2)≪P1,P2 ‖f0‖L2‖f1‖L2‖f2‖
3/4
L2
|Λ′P1,P2(f2, f2)|
1/8.
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Proving that dimWP1,P2(F¯q) ≤ 7, however, is not as simple. Regardless
of which graded monomial order we put on F[y1, . . . , y16], two of the defining
polynomials of WP1,P2(F) will have leading monomial equal to a power of
the same yi. Indeed, let
I = 〈R
(1)
P1,P2
(y1, . . . , y8), R
(1)
P1,P2
(y9, . . . , y16),
R
(2)
P1,P2
(y1, . . . , y8), R
(2)
P1,P2
(y9, . . . , y16),
R
(3)
P1,P2
(y1, . . . , y8), R
(3)
P1,P2
(y9, . . . , y16),
R
(4)
P1,P2
(y1, . . . , y8), R
(4)
P1,P2
(y9, . . . , y16),
QP1,P2(y1, . . . , y8)−QP1,P2(y9, . . . , y16)〉.
Then, for every i = 1, . . . , 16, some power of the variable yi appears in at
least two of the generators of I as a monomial of the highest degree.
Because working in a sixteen-variable polynomial ring has the potential
to become very messy, we will simplify things by intersecting WP1,P2 with
seven well-chosen hyperplanes. We will then show that the resulting variety
is zero-dimensional. Here we need the following result on intersections of
varieties, which can be found as Proposition I.7.1 in [9].
Proposition 3.7. Let n ∈ N and F be any field. Suppose that W1,W2 ⊂ AnF
are two irreducible affine varieties, and that Z ⊂W1 ∩W2 is an irreducible
component of W1 ∩W2. Then
dimW1 + dimW2 − n ≤ dimZ.
Before proving Lemma 3.8, we remark on why we bound dimWP1,P2(F¯q)
instead of bounding the fibers of QP1,P2 directly. The reason is that it
turns out to be very convenient to work over Q¯, so we want all of our
defining polynomials to have coefficients in Q. The proof of Lemma 3.8
reduces the problem of bounding dimWP1,P2(Q¯) to two inequalities that
involve explicit elements of Q¯ and are straightforward to prove. Once we
have shown that dimWP1,P2(Q¯) ≤ 7, we can deduce the same bound for
dimWP1,P2(F¯q) whenever the characteristic of Fq is sufficiently large.
Indeed, Exercise II.3.20 of [9] tells us that dimWP1,P2(Q) = dimWP1,P2(Q¯).
Now set d = dimWP1,P2(Q) and let I be as above, viewed as an ideal
in Q[y1, . . . , y16]. Then Noether normalization says that there exist (al-
gebraically independent) elements x1, . . . , xd ∈ Q[y1, . . . , y16]/I such that
Q[y1, . . . , y16]/I is integral over Q[x1, . . . , xd]. Thus, each yi, i = 1, . . . , 16,
satisfies a monic polynomial equation
ysii + vi,si−1y
si−1
i + · · ·+ vi,0
with vi,j ∈ Q[x1, . . . , xd]. Let S ⊂ Q be the (finite) set of all coefficients of
terms (i.e. products of the y1, . . . , y16’s) appearing in the xk’s and coefficients
of terms (i.e. products of the x1, . . . , xd’s) appearing in the vi,j’s, and let
M be some fixed common multiple of the denominators of the elements of
S. Then Z[1/M ][y1, . . . , y16]/I (with I as above, but as an ideal in Z[1/M ])
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is a finitely-generated Z[1/M ][x1, . . . , xd]-module, and tensoring with F¯q of
characteristic at least M , we see that dimWP1,P2(F¯q) ≤ d. With a little
more work, one can show that dimWP1,P2(F¯q) = dimWP1,P2(Q) when Fq
has large enough characteristic, but we will only need the upper bound.
Lemma 3.8. There exists a cP1,P2 > 0 depending only on P1 and P2 such
that
dimWP1,P2(F¯q) ≤ 7
whenever the characteristic of Fq is at least cP1,P2 .
Proof. By the discussion above, it suffices to show that dimWP1,P2(Q¯) ≤
7. Let W1 be a top-dimensional irreducible component of WP1,P2(Q¯), and
suppose that W2 ⊂ A
16
Q¯
is an irreducible affine variety of dimension 9 such
that W1 ∩W2 6= ∅. Then Proposition 3.7 implies that
dimWP1,P2(Q¯) ≤ 7 + dim(W1 ∩W2) ≤ 7 + dim(WP1,P2(Q¯) ∩W2).
It thus suffices to find such a W2 for which dim(WP1,P2(Q¯) ∩W2) = 0.
First suppose that r1 < r2. Write ri = (r1, r2)r
′
i for i = 1, 2, so that
(r′1, r
′
2) = 1. Let r be any integer whose reduction modulo r
′
2 is the multi-
plicative inverse of r′1 modulo r
′
2, and fix some w = (w1, . . . , w16) ∈W1. Set
u1 = w8 − er2(r)w7, u2 = w3, u3 = w5, u4 = w16 − er2(r)w15, u5 = w11, u6 =
w13, and u7 = w12. Then we take
W2 = V (〈y8 − er2(r)y7 − u1, y3 − u2, y5 − u3,
y16 − er2(r)y15 − u4, y11 − u5, y13 − u6, y12 − u7〉),
which is a 9-dimensional irreducible subvariety of A16
Q¯
such thatW1∩W2 6= ∅.
Also set
I = 〈R
(1)
P1,P2
(y1, . . . , y8), R
(1)
P1,P2
(y9, . . . , y16),
R
(2)
P1,P2
(y1, . . . , y8), R
(2)
P1,P2
(y9, . . . , y16),
R
(3)
P1,P2
(y1, . . . , y8), R
(3)
P1,P2
(y9, . . . , y16),
R
(4)
P1,P2
(y1, . . . , y8), R
(4)
P1,P2
(y9, . . . , y16),
QP1,P2(y1, . . . , y8)−QP1,P2(y9, . . . , y16),
y8 − er2(r)y7 − u1, y3 − u2, y5 − u3,
y16 − er2(r)y15 − u4, y11 − u5, y13 − u6, y12 − u7〉,
so that WP1,P2(Q¯) ∩W2 = V (I).
We put the grlex order with
y8 > y4 > y7 > y3 > y6 > y2 > y5 > y1,
y16 > y12 > y15 > y11 > y14 > y10 > y13 > y9,
and y1 > y16 on Q¯[y1, . . . , y16]. By reducing the generating polynomials of
WP1,P2(Q¯) modulo the generating polynomials of W2 and dividing by either
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ar1 or br2 (in this case, cr2 = br2), we see that I contains polynomials of the
form
yr14 − y
r1
2 + y
r1
1 + lower degree terms,
(er′
2
(1)− 1)yr17 − y
r1
6 + lower degree terms,
yr26 − y
r2
2 + y
r2
1 + lower degree terms,
yr27 + y
r2
1 + lower degree terms,
−yr110 + y
r1
9 + lower degree terms,
(er′
2
(1) − 1)yr115 − y
r1
14 + lower degree terms,
yr214 − y
r2
10 + y
r2
9 + lower degree terms,
yr215 + y
r2
9 + lower degree terms,
and
−yr24 + lower degree terms,
in addition to the polynomials y8 − er2(r)y7 − u1, y3 − u2, y5 − u3, y16 −
er2(r)y15 − u4, y11 − u5, y13 − u6, and y12 − u7. Thus, it is immediate that I
contains polynomials with leading terms equal to
y3, y
r1
4 , y5, y
r2
6 , y
r1
7 , y8, y
r1
10, y11, y12, y13, y
r2
14, y
r1
15, and y16.
To show that dimV (I) = 0, then, it remains to show that there exist
G1, G2, G9 ∈ I and α1, α2, α9 > 0 such that lm(Gi) = y
αi
i for each i = 1, 2, 9.
Note that I also contains elements of the form
y
[r1,r2]
4 − (y
r1
2 − y
r1
1 )
r′
2 + lower degree terms,
(er′
2
(1)− 1)r
′
2y
[r1,r2]
7 − y
[r1,r2]
6 + lower degree terms,
y
[r1,r2]
6 − (y
r2
2 − y
r2
1 )
r′
1 + lower degree terms,
y
[r1,r2]
7 − (−y
r2
1 )
r′
1 + lower degree terms,
and
y
[r1,r2]
4 + lower degree terms.
Thus, there exist H1,H2 ∈ I with
H1 = y
[r1,r2]
4 − (y
[r1,r2]
4 − (y
r1
2 − y
r1
1 )
r′
2) + lower degree terms
= (yr12 − y
r1
1 )
r′
2 + lower degree terms
and
H2 =(er′
2
(1)− 1)r
′
2(y
[r1,r2]
7 − (−y
r2
1 )
r′
1)− ((er′
2
(1)− 1)r
′
2y
[r1,r2]
7 − y
[r1,r2]
6 )
− (y
[r1,r2]
6 − (y
r2
2 − y
r2
1 )
r′
1) + lower degree terms
=(yr22 − y
r2
1 )
r′
1 − (er′
2
(1)− 1)r
′
2(−yr21 )
r′
1 + lower degree terms.
Note that lm(H1) = lm(H2) = y
[r1,r2]
2 . Now set
H ′1 = (y
r1
2 − y
r1
1 )
r′
2
and
H ′2 = (y
r2
2 − y
r2
1 )
r′
1 − (er′
2
(1) − 1)r
′
2(−yr21 )
r′
1 ,
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so that H ′1 and H
′
2 are both homogeneous polynomials of degree [r1, r2] in
Q¯[y1, y2].
Let
H ={(yi1y
[r1,r2]−1−i
2 )H
′
1 : 0 ≤ i ≤ [r1, r2]− 1}
∪ {(yi1y
[r1,r2]−1−i
2 )H
′
2 : 0 ≤ i ≤ [r1, r2]− 1}.
If the polynomials in H generate the Q¯-vector space of homogeneous degree
2[r1, r2] − 1 polynomials in Q¯[y1, y2], then 〈H1,H2〉, and thus I, certainly
contains an element with leading monomial y
2[r1,r2]−1
1 . Since |H| = 2[r1, r2]
and the space of homogeneous degree 2[r1, r2] − 1 polynomials in Q[y1, y2]
has dimension 2[r1, r2], to show that I contains an element with leading
monomial y
2[r1,r2]−1
1 it now suffices to show that the polynomials in H are
linearly independent.
If the elements of H were not linearly independent, then there would ex-
ist nonzero homogeneous polynomials F1, F2 ∈ Q¯[y1, y2] of degree [r1, r2] −
1 such that F1H
′
2 = F2H
′
1. As a consequence, we certainly have that
F1(1, y2)H
′
2(1, y2) = F2(1, y2)H
′
1(1, y2) in Q¯[y2], and since H
′
1 and H
′
2 both
have degree [r1, r2] in y2, this implies that the polynomials
H ′′1 = H
′
1(1, z) = (z
r1 − 1)r
′
2
and
H ′′2 = H
′
2(1, z) = (z
r2 − 1)r
′
1 − (−1)r
′
1(er′
2
(1) − 1)r
′
2
must have a common root over Q¯. We will show that this is impossible when
r1 < r2.
Let ω be a root of H ′′1 , so ω = er1(a) for some a ∈ Z. Then
H ′′2 (ω) = (er′
1
(ar′2)− 1)
r′
1 − (−1)r
′
1(er′
2
(1)− 1)r
′
2 .
Since r′2 > r
′
1, we have |er′2(1) − 1|
r′
2 < |er′
1
(ar′2) − 1|
r′
1 for every a for
which er′
1
(ar′2) 6= 1, and when er′1(ar
′
2) = 1, we have |er′1(ar
′
2) − 1|
r′
1 = 0 <
|er′
2
(1)− 1|r
′
2 . So, H ′′2 (ω) 6= 0.
Thus, I contains a polynomial G1 with lm(G1) = y
2[r1,r2]−1
1 and a poly-
nomial G2 = H1 with lm(G2) = y
[r1,r2]
2 . Since I also contains y
r2
12 − u
r2
7 and
a polynomial of the form
yr112 − y
r1
10 + y
r1
9 + lower degree terms,
the proof that I contains an element with leading monomial y
2[r1,r2]−1
9 is
identical to the argument just given, but with y1, y2, y4, y6, and y7 replaced
by y9, y10, y12, y14, and y15, respectively. We conclude that dimV (I) = 0.
Now suppose that r1 = r2. In this case, we have that
(13) Q′P1,P2 := QP1,P2 +
br2
ar1
(R
(1)
P1,P2
−R
(2)
P1,P2
) +R
(3)
P1,P2
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equals
P3(y1)− P3(y2)− P3(y3) + P3(y4)− P3(y5) + P3(y6) + P3(y7)− P3(y8).
As before, fix some w ∈ (w1, . . . , w16) ∈ W1 and set u1 = w8 − w3, u2 =
w4 − w5, u3 = w1, u4 = w16 − w11, u5 = w12 − w13, u6 = w9, and u7 =
wr315 − 2w
r3
11 + w
r3
14 − w
r3
10. We take
W2 = V (〈y8 − y3 − u1, y4 − y5 − u2, y1 − u3,
y16 − y11 − u4, y12 − y13 − u5, y9 − u6, y
r3
15 − 2y
r3
11 + y
r3
14 − y
r3
10 − u7〉),
which is a 9-dimensional irreducible (apply Eisenstein’s criterion to yr315 −
2yr311 + y
r3
14 − y
r3
10 − u7 in Q¯[y10, y14, y15][y11]) subvariety of A
16
Q¯
such that
W1 ∩W2 6= ∅. Set
I = 〈R
(1)
P1,P2
(y1, . . . , y8), R
(1)
P1,P2
(y9, . . . , y16),
R
(2)
P1,P2
(y1, . . . , y8), R
(2)
P1,P2
(y9, . . . , y16),
R
(3)
P1,P2
(y1, . . . , y8), R
(3)
P1,P2
(y9, . . . , y16),
R
(4)
P1,P2
(y1, . . . , y8), R
(4)
P1,P2
(y9, . . . , y16),
Q′P1,P2(y1, . . . , y8)−Q
′
P1,P2(y9, . . . , y16)
y8 − y3 − u1, y4 − y5 − u2, y1 − u3,
y16 − y11 − u4, y12 − y13 − u5, y9 − u6, y
r3
15 − 2y
r3
11 + y
r3
14 − y
r3
10 − u7〉,
which also contains QP1,P2(y1, . . . , y8) − QP1,P2(y9, . . . , y16) by (13). As
above, we have WP1,P2(Q¯) ∩W2 = V (I).
We put the grlex order with
y8 > y4 > y7 > y3 > y6 > y5 > y2 > y1,
y16 > y12 > y15 > y11 > y14 > y13 > y10 > y9,
and y1 > y16 on Q¯[y1, . . . , y16]. This is almost the same as the order used in
the previous case, except that we have swapped y2 with y5 and y10 with y13.
Reducing the generating polynomials ofWP1,P2(Q¯) with QP1,P2(y1, . . . , y8)−
QP1,P2(y9, . . . , y16) replaced by Q
′
P1,P2
(y1, . . . , y8)−Q
′
P1,P2
(y9, . . . , y16) by the
generating polynomials of W2 and dividing by either ar1 , br1 , cr1 , or dr3 , we
get that I contains polynomials of the form
−yr13 + y
r1
5 − y
r1
2 + lower degree terms,
−yr17 + y
r1
3 − y
r1
6 + y
r1
5 + lower degree terms,
yr16 − y
r1
5 − y
r1
2 + lower degree terms,
yr17 − y
r1
3 − y
r1
5 + lower degree terms,
−yr111 + y
r1
13 − y
r1
10 + lower degree terms,
−yr115 + y
r1
11 − y
r1
14 + y
r1
13 + lower degree terms,
yr114 − y
r1
13 − y
r1
10 + lower degree terms,
yr115 − y
r1
11 − y
r1
13 + lower degree terms,
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and
(14) − yr37 + 2y
r3
3 − y
r3
6 + y
r3
2 + lower degree terms,
in addition to the polynomials y8− y3− u1, y4− y5− u2, y1− u3, y16− y11−
u4, y12 − y13− u5, y9 − u6, and y
r3
15− 2y
r3
11 + y
r3
14− y
r3
10 − u7. Thus, the ideal I
contains polynomials with leading terms equal to
y1, y
r1
3 , y4, y
r1
6 , y
r1
7 , y8, y9, y
r1
11, y12, y
r1
14, y
r1
15, and y16,
and to prove that dimV (I) = 0, it suffices to show that there exist polyno-
mials G2, G5, G10, G13 ∈ I and α2, α5, α10, α13 > 0 such that lm(Gi) = y
αi
i
for each i = 2, 5, 10, 13.
Note that I also contains elements of the form
(15) yr16 + lower degree terms,
(16) yr17 − y
r1
3 + y
r1
2 + lower degree terms,
(17) yr13 + 2y
r1
2 + lower degree terms,
and
yr15 + y
r1
2 + lower degree terms,
so that yr15 ∈ lt(I).
Since I contains polynomials of the form (14) and (16), it certainly con-
tains ones of the form(
r1−1∑
i=0
(yr37 )
i(2yr33 + y
r3
2 )
r1−1−i
)
yr36 +y
r1r3
7 −(2y
r3
3 +y
r3
2 )
r1+lower degree terms
and
yr1r37 − (y
r1
3 − y
r1
2 )
r3 + lower degree terms,
and hence of the form(
r1−1∑
i=0
(yr37 )
i(2yr33 + y
r3
2 )
r1−1−i
)
yr36 − ((2y
r3
3 + y
r3
2 )
r1 − (yr13 − y
r1
2 )
r3)
+ lower degree terms
as well. As I also contains a polynomial of the form(
r1−1∑
i=0
(yr37 )
i(2yr33 + y
r3
2 )
r1−1−i
)r1
yr1r36 − ((2y
r3
3 + y
r3
2 )
r1 − (yr13 − y
r1
2 )
r3)r1
+ lower degree terms
and, since I contains (15), a polynomial of the form(
r1−1∑
i=0
(yr37 )
i(2yr33 + y
r3
2 )
r1−1−i
)r1
yr1r36 + lower degree terms,
we see that I contains an element H1 of the form
H1 = ((2y
r3
3 + y
r3
2 )
r1 − (yr13 − y
r1
2 )
r3)r1 + lower degree terms.
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In addition, I contains a polynomial of the form (17), so it also contains a
polynomial H2 of the form
H2 = (y
r1
3 + 2y
r1
2 )
r1r3 + lower degree terms.
Now set
H ′1(y2, y3) = (y
r1
3 + 2y
r1
2 )
r1r3
and
H ′2(y2, y3) = ((2y
r3
3 + y
r3
2 )
r1 − (yr13 − y
r1
2 )
r3)r1 ,
which are both homogeneous polynomials of degree r21r3 in Q¯[y2, y3]. By
a similar argument as the one given in the previous case, it follows that I
contains a polynomial with leading monomial equal to y
2r2
1
r3
2 if there do not
exist nonzero homogeneous polynomials F1, F2 ∈ Q¯[y2, y3] of degree r
2
1r3−1
such that F1H
′
2 = F2H
′
1. Because H
′
1 and H
′
2 both have degree r
2
1r3 in y3,
if there did exist such polynomials, then
H ′′1 = z
r1 + 2
and
H ′′2 = (2z
r3 + 1)r1 − (zr1 − 1)r3
would share a common root. We will show that this is impossible when
r1 < r3.
Suppose that ω ∈ Q¯ is a root of H ′′1 . Then ω = er1(a/2)2
1/r1 for some
odd a ∈ Z, and we have
H ′′2 (ω) = (2
r3/r1+1er1(ar3/2) + 1)
r1 − (−3)r3 .
Note that
|(2r3/r1+1er1(ar3/2) + 1)
r1 | ≥ (2r3/r1+1 − 1)r1
for all a ∈ Z, so for ω to be a root of H ′′2 , we need that
3r3/r1 ≥ 2r3/r1+1 − 1.
However, as can be easily checked, the function x 7→ 2x+1− 3x − 1 is always
positive on the interval (0, 1). Since 0 < r3/r1 < 1, we see that H
′′
2 (ω) 6= 0.
Thus, I contains elements with leading monomial equal to y
r2
1
r3
2 and y
r1
5 .
As before, the proof that I contains elements with leading monomials equal
to y
r2
1
r3
10 and a power of y
r1
13 is the same. We conclude that dimV (I) = 0 in
this case as well. 
4. Proof of Theorem 2.1
We can now deduce from Proposition 3.1 and Lemma 3.8 the character
sum bound needed to complete the proof of Theorem 2.1.
Proposition 4.1. There exists a cP1,P2 > 0 depending only on P1 and P2
such that if the characteristic of Fq is at least cP1,P2 and ψ ∈ F̂q is nontrivial,
then
Ey∈VP1,P2(Fq)
ψ(QP1,P2(y))≪P1,P2 q
−1/2.
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Proof. That VP1,P2(F¯q) and QP1,P2 satisfy the hypotheses of Proposition 3.1
follows from Lemma 3.8 and the Lang-Weil bound, which together tell us
that ∑
a∈Fq
|Q−1P1,P2(a)|
2 = |WP1,P2(Fq)| ≪P1,P2 q
7,
so that every fiberQ−1P1,P2(a) of QP1,P2 must have dimension at most 3 when q
and the characteristic of Fq are sufficiently large. Hence, |Q
−1
P1,P2
(a)| ≪P1,P2
q3. By the argument given in Section 3, we know that |VP1,P2(Fq)| ≪P1,P2 q
4,
so it only remains to check that |VP1,P2(Fq)| ≫P1,P2 q
4. This will imply that
|Q−1P1,P2(a)| ≪P1,P2 |VP1,P2(Fq)|/q for all a ∈ Fq, so that our desired bound
will hold when q is sufficiently large.
That |VP1,P2(Fq)| ≥ q
4 follows easily from two applications of Cauchy-
Schwarz. Indeed, if S and S′ are any two finite sets and f : S → S′, then
(18) |S|2 =
(∑
s′∈S′
|f−1(s′)|
)2
≤ |f(S)|
∑
s′∈S′
|f−1(s′)|2,
Applying (18) with the function T1 : F
2
q → Fq defined, as in the proof of
Proposition 2.2, by
T1(y1, y2) = P1(y2)− P1(y1)
gives the bound |F2q ×T1 F
2
q| ≥ q
3, and then applying (18) again with the
function from F2q ×T1 F
2
q to F
2
q defined by
(y1, . . . , y4) 7→
(
P2(y2)− P2(y1)
P ′2(y3)− P
′
2(y1)
)
yields the bound |VP1,P2(Fq)| ≥ q
4. 
Now we can prove Theorem 2.1.
Proof of Theorem 2.1. By Corollary 3.6, we have
ΛP1,P2(f0, f1, f2)≪P1,P2 ‖f0‖L2‖f1‖L2‖f2‖
3/4
L2
|Λ′P1,P2(f2, f2)|
1/8,
and by Fourier inversion, Parseval’s identity, and orthogonality of characters,
we have
Λ′P1,P2(f2, f2) =
∑
ψ∈F̂q
|f̂2(ψ)|
2[Ey∈VP1,P2 (Fq)ψ(QP1,P2(y))].
If ψ = 1, then f̂2(ψ) = 0 since f2 has mean zero, and if ψ 6= 1, then
Ey∈VP1,P2 (Fq)
ψ(QP1,P2(y))≪P1,P2 q
−1/2 by Proposition 4.1. Thus,
|Λ′P1,P2(f2, f2)| ≪P1,P2 ‖f2‖
2
L2q
−1/2
by Parseval’s identity. We conclude that
ΛP1,P2(f0, f1, f2)≪P1,P2 ‖f0‖L2‖f1‖L2‖f2‖L2q
−1/16.

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