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Introduction
Motivation
Un réseau ad hoc est constitué d’un ensemble d’unités mobiles communi-
quant via un médium radio et ne requiert ni infrastructure fixe ni administra-
tion centralisée. Il se forme de manière spontanée et provisoire dès que plusieurs
nœuds mobiles se trouvent à portée radio les uns des autres. Lorsque le réseau
est étendu, certains nœuds peuvent se comporter comme des routeurs afin de
permettre la communication entre des unités mobiles hors de portée immédiate.
Les réseaux ad hoc présentent des caractéristiques différentes des réseaux
filaires. Tout d’abord, le medium de communication offre une bande passante
limitée par rapport aux réseaux filaires. Les unités mobiles disposent de res-
sources matérielles limitées et hétérogénes en terme de batterie et de puissance
de calcul. Enfin, la mobilité des nœuds génère une topologie dynamique.
Les protocoles de routage doivent donc s’ajuster aux contraintes particu-
lières des réseaux ad hoc. En premier lieu, un protocole de routage doit être
efficace en bande passante utilisée. D’autre part, les ressources matérielles limi-
tées des équipements mobiles excluent les algorithmes exigeants en capacité de
mémoire et de traitement. Enfin, un protocole de routage ad hoc doit s’adapter
rapidement aux changements de topologie.
Nous pouvons définir deux générations de protocoles. La première généra-
tion propose des mécanismes simples pour l’obtention et la maintenance des
informations de routage. La deuxième génération vise l’adaptation et l’optimi-
sation du routage par rapport à des conditions particulières comme le passage
à l’échelle ou l’économie d’énergie.
Parmi les protocoles de première génération, DSR (Dynamic Source Routing)
est l’un des plus étudiés. Comme son nom l’indique, le DSR est un protocole de
routage par la source. L’émetteur des données doit fournir la route (la liste des
nœuds à traverser) nécessaire pour atteindre la destination. La route source est
présente dans l’en-tête de chaque paquet de données. DSR est un protocole de
routage réactif : une route n’est calculée que si c’est nécessaire à la communica-
tion entre deux nœuds. La découverte des routes DSR est basée sur l’inondation
du réseau. La station source diffuse un paquet de requête qui va atteindre tous
les nœuds du réseau. La destination recherchée répond alors à la source pour
lui fournir la route.
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D’après les différentes évaluations de performance que nous avons étudiées,
DSR est un des protocoles de première génération les plus performants en termes
de délai, d’acheminement des données et de minimisation du trafic de contrôle.
Ces mêmes études montrent aussi les difficultés de passage à l’échelle du proto-
cole DSR lorsque le nombre de nœuds et la charge du réseau augmentent.
Les difficultés de passage à l’échelle du DSR viennent principalement de
l’usage de l’inondation pour découvrir les routes. L’inondation consomme de la
bande passante car tous les nœuds doivent rediffuser les paquets reçus. De plus,
la diffusion de paquets pose des problèmes de collision et de redondance.
Les algorithmes de clustering font partie des solutions proposées pour per-
mettre le passage à l’échelle des protocoles de routage ad hoc par rapport à la
taille du réseau. Cette famille de solutions est particulièrement intéressante car
elle repose sur une architecture virtuelle : elle est par conséquent souple et facile
à mettre en œuvre. Les algorithmes de clustering s’appuient sur le partition-
nement des nœuds du réseau en groupes (clusters). Un leader (appelé Cluster
Head) est choisi dans chaque groupe et sert à identifier les clusters.
Les protocoles basés sur l’inondation comme le DSR sont bien adaptés aux
petits réseaux tandis que les solutions hiérarchiques, comme les algorithmes
de clustering, s’avérent plus efficaces sur des réseaux de taille plus grande. La
taille d’un réseau ad hoc varie au gré des fusions et des partitionnements de
réseaux. C’est pourquoi il nous a paru intéressant de combiner les avantages
des deux approches (inondation et routage hiérarchique) afin d’augmenter les
performances du routage. Par ailleurs, pour de nombreuses applications comme
les applications militaires, des phases de faible mobilité et de forte mobilité sont
observables. Dans ces conditions, un protocole hiérarchique sera utilisé lors des
périodes de faible mobilité alors qu’un protocole basé sur l’inondation sera plus
indiqué durant les périodes de forte mobilité.
Ces observations ont motivé l’approche que nous proposons dans cette thèse :
elle consiste à adapter le mode de routage (plat ou hiérarchique) selon les condi-
tions du réseau en termes de mobilité et de densité de nœuds.
Contributions
Dans cette thèse, nous proposons d’adapter le mode de routage selon les
changements des conditions du réseau. Nous présentons une méthode générale
d’adaptation du mode de routage et nous la mettons en œuvre en nous basant
sur le protocole DSR. L’extension CSR (Cluster Source Routing) que nous avons
développée permet le passage à l’échelle du protocole DSR par rapport à la taille
du réseau et la mobilité des nœuds et ce de manière adaptative. L’objectif de
notre proposition est de transférer la découverte de routes à un niveau supérieur
de l’architecture de clusters : le chef de groupe de niveau supérieur agit comme
un cache de routes central et la découverte de routes s’effectue par des commu-
nications directes entre Cluster Heads. Chaque nœud a la capacité de changer
de mode de routage (DSR↔CSR) selon ses critères d’adaptation (mobilité et
densité).
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Les procédures CSR sont totalement transparentes et assurent la compati-
bilité entre les nœuds DSR et les nœuds CSR. Nous conservons le format de
paquet DSR et les procédures de clustering sont mises en place grâce au mé-
canisme d’option du DSR. Des codes d’options appropriés sont choisis pour
permettre le traitement des paquets CSR par les nœuds DSR lorsque cela est
nécessaire.
Pour permettre le changement de mode de routage, nous définissons une
métrique de mobilité et une métrique de densité. Ces métriques sont calculées
périodiquement et individuellement par chaque nœud.
Nous avons spécifié les procédures de routage et de clustering de notre ex-
tension. Ces procédures ont ensuite été implantées sous l’environnement de si-
mulation ns2 pour permettre l’évaluation de performances de l’extension CSR.
Nous avons comparé les performances du CSR avec celles des protocoles pré-
conisés par l’IETF. Tout d’abord, nous montrons la faisabilité et l’intérêt du
changement adaptatif du mode de routage. Nous étudions ensuite le passage à
l’échelle par rapport à la taille du réseau et la charge de trafic. Nous étudions
finalement la stabilité du changement de mode de routage.
Organisation de la thèse
La thèse est organisée en cinq chapitres.
Dans le premier chapitre, nous précisons le concept de réseau ad hoc. Nous
présentons les principes du routage dans les réseaux ad hoc et détaillons le pro-
tocole DSR.
Dans le chapitre 2, nous introduisons les notions d’évaluation de perfor-
mances du routage ad hoc : les différents paramètres et métriques d’évaluation
sont présentés. Par la suite, nous détaillons deux modèles de mobilité et analy-
sons des résultats d’évaluation portant sur les protocoles décrits dans le chapitre
précédent. Nous concluons sur la problématique du passage à l’échelle du rou-
tage dans les réseaux ad hoc.
Dans le chapitre 3, nous précisons les notions d’adaptation dans les réseaux
ad hoc. Nous présentons tout d’abord différentes métriques pour adapter le rou-
tage par rapport à la mobilité et proposons une métrique de mobilité. Nous
exposons ensuite différentes solutions qui permettent le passage à l’échelle du
routage par rapport à la taille du réseau. Parmi ces solutions, les algorithmes
de clustering sont plus particulièrement détaillés. Nous présentons alors notre
méthode générale d’adaptation du mode de routage en fonction des conditions
du réseau.
Dans le chapitre 4, nous appliquons notre méthode sur un exemple en nous
basant sur le protocole DSR. Nous proposons notre extension hiérarchique nom-
mée CSR. Les procédures de routage et de clustering de notre proposition sont
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ensuite détaillées. Nous terminons cette partie en expliquant les mécanismes
d’auto-adaptation du mode de routage proposés par le CSR.
Dans le chapitre 5, nous évaluons les performances de notre proposition.
Nous validons le principe d’optimisation du routage ainsi que les procédures de
clustering. Notre proposition est ensuite comparée aux protocoles préconisés par
l’IETF. L’intérêt et la stabilité du changement adaptatif du mode de routage
sont analysés.
Pour terminer, nous exposons nos conclusions et perspectives à notre travail
tant au niveau du routage qu’au niveau de l’adaptation.
Chapitre 1
Introduction au routage dans
les réseaux Ad hoc
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Dans ce premier chapitre, nous précisons les notions de base des réseaux ad
hoc. Nous présentons les principales caractéristiques des réseaux ad hoc ainsi
que les contraintes qui en découlent. Nous nous intéressons plus précisément
à la problématique du routage. Les principes du routage dans les réseaux ad
hoc sont exposés. Nous présentons ensuite les principaux protocoles plats de
première génération. Nous détaillons plus précisément le protocole DSR car
il constitue la base des expérimentations que nous ménerons dans les derniers
chapitres.
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Fig. 1.1 – Exemple de réseaux ad hoc
1.1 Notions de réseaux ad hoc
1.1.1 Historique
Le concept de réseau maillé sans fil (wireless mesh network) consiste à créer
un réseau décentralisé où chaque nœud est connecté à plusieurs autres nœuds
assurant ainsi une plus grande fiabilité. Les architectures de réseaux maillés sans
fil peuvent être regroupées en trois catégories [AW05] :
– Réseaux maillés à infrastructure : le cœur de réseau (backbone) est consti-
tué de routeurs, nœuds dédiés, communiquant entre eux via un medium
radio. Les clients qui sont à portée radio d’un routeur peuvent accèder au
réseau.
– Réseaux maillés clients : c’est un réseau pair à pair formé par les clients.
Cela signifie que les nœuds clients participent à la configuration et au
routage dans le réseau. Dans ce type de réseau, il n’y a pas de nœuds
dédiés au routage.
– Réseaux maillés hybrides : c’est une combinaison des deux architectures
précédentes : un client peut accèder au réseau grâce à un routeur ou en
se connectant via les autres clients. Cette architecture mixte améliore la
connectivité et la couverture du réseau.
Les réseaux maillés clients sont un cas particulier de réseaux maillés sans fil
aussi appelés réseaux ad hoc.
Un réseau ad hoc est constitué d’un ensemble d’unités mobiles communi-
quant via un médium radio et qui ne requiert ni infrastructure fixe ni adminis-
tration centralisée [HGJ+99].
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Historiquement, le concept de réseaux ad hoc a été introduit par la DARPA
(Defense Advanced Research Projects Agency) sous le nom de PRNET (Packet
Radio NETworks) en 1972 [KGBK78, JT87]. La DARPA continua à travailler sur
cette problématique au cours des années 80 pour répondre aux besoins militaires
en matière de réseaux mobiles sans fil (projet SURAN)[Bey90].
Un réseau ad hoc se forme de manière spontanée et provisoire dès que plu-
sieurs nœuds mobiles se trouvent à portée radio les uns des autres. Lorsque le
réseau est étendu, certains nœuds peuvent se comporter comme des routeurs
afin de permettre la communication entre des unités mobiles hors de portée
immédiate (voir Figure 1.1).
La facilité de déploiement des réseaux ad hoc s’avère particulièrement utile
lorsque la mise en place d’une infrastructure fixe serait trop coûteuse, trop
longue voire impossible :
– au cours d’opérations militaires, leur déploiement ex nihilo permet leur
utilisation sur un champ de bataille.
– les réseaux de secours (emergency networks) facilitent la mise en place
rapide de moyens d’assistance lors de catastrophes naturelles (séismes,
inondations, incendies, . . .)
– le partage d’informations entre partenaires au cours d’un meeting, d’une
conférence ou dans un hall d’aéroport peut s’effectuer aisément.
– l’emploi de réseaux ad hoc permet d’étendre la couverture d’un réseau
sans fil utilisant des points d’accès (réseaux maillés sans fil hybrides).
– le déploiement de réseaux de capteurs (sensor networks) permet d’observer
et de surveiller l’environnement [ASSC02].
1.1.2 Technologies radio
La mise en œuvre d’un réseau ad hoc peut s’appuyer sur différentes tech-
nologies de transmission radio : 802.11, Bluetooth et HiperLAN. Les stan-
dards 802.11 et Hiperlan décrivent les caractéristiques d’un réseau local sans
fil (WLAN) et Bluetooth qualifie un type de réseau personnel sans fil (WPAN).
1.1.2.1 802.11
Le standard 802.11 a été normalisé par l’IEEE en 1997. Il définit deux modes
de fonctionnement :
– le mode infrastructure ou PCF (Point Coordination Function) dans lequel
un point d’accès fixe est nécessaire à la communication entre deux mobiles.
Le point d’accès sert de relais entre les nœuds.
– le mode ad hoc ou DCF (Distributed Coordination Function) dans lequel
les nœuds peuvent communiquer sans point d’accès dès lors qu’ils sont à
portée radio les uns des autres.
Dans un réseau radio en mode ad hoc, l’émetteur ne peut détecter au cours de sa
transmission l’éventuel brouillage de ses données par une émission concurrente.
L’utilisation d’une méthode d’accès de type CSMA/CD (Carrier Sense Multiple
Access / Collision Detection), comme dans les réseaux locaux Ethernet [IEE85],
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s’avère donc impossible dans ce contexte. La méthode d’accès au medium dans
les réseaux 802.11 est de type CSMA/CA (Collision Avoidance).
Une station souhaitant transmettre écoute le support. Si le medium est libre
(décision sur temporisation), elle transmet immédiatement. Sinon, elle écoute
le canal jusqu’à ce qu’il soit libre. Lorsqu’il devient disponible, un algorithme
de back-off, défini dans [IEE97], permet de résoudre l’accès si plusieurs stations
veulent transmettre en même temps. La destination envoie un acquittement pour
confirmer la réception des données à l’émetteur. Le mécanisme de réservation
du canal VCS (Virtual Carrier Sense) est basé sur l’envoi d’une trame RTS
(Request To Send) par l’émetteur et CTS (Clear To Send) par le récepteur. Ce
mécanisme est utilisé pour résoudre le problème de la station cachée (hidden
node problem) qui survient lorsque deux nœuds qui ne peuvent pas s’entendre
(étant hors de portée directe) tentent d’émettre vers la même destination. Cette
réservation explicite du medium permet d’éviter les collisions lorsque la taille des
données à transmettre est importante et qu’une retransmission serait coûteuse.
Les débits théoriquement atteignables varient de 11 Mbps (802.11b) à 54
Mbps (802.11a/g) pour les produits actuellement déployés. La future norme
802.11n (prévue en 2007) devrait proposer un débit théorique de 540 Mbps avec
une portée d’une centaine de mètres à l’intérieur de locaux grâce à la techno-
logie MIMO (Multiple Input Multiple Output) qui permet d’utiliser plusieurs
antennes tant au niveau de l’émetteur qu’au niveau du récepteur. La technologie
MIMO s’appuie sur les multi-trajets dûs aux réflexions du signal, qui sont gé-
néralement considérés comme une perturbation, pour atteindre des débits plus
importants. Les propositions relatives aux réseaux maillés sans fil, émanant de
différents consortiums d’industriels, seront étudiées dans le standard 802.11s et
devraient aboutir à une norme courant 2007.
1.1.2.2 Bluetooth
Bluetooth fut proposé par Eriksson en 1994 et appuyé par la suite (en 1998)
par un consortium d’industriels (Nokia, IBM, Motorola, . . .) [Cha01]. Cette pro-
position fut intégrée par l’IEEE au sein du groupe 802.15 qui traite des réseaux
personnels WPAN (Wireless Personal Area Network). La technologie Bluetooth
est peu onéreuse grâce à la forte intégration sur une unique puce. En contre-
partie, la portée de transmission (quelques mètres) et les débits atteignables (1
Mbps) sont faibles comparés aux solutions 802.11 et HiperLAN.
1.1.2.3 HiperLAN
Le standard HiperLAN fut développé par l’ETSI (European Telecommunica-
tions Standards Institute). Deux versions compatibles, HiperLAN1 (jusqu’à 20
Mbps) et HiperLan2 (jusqu’à 54 Mbps), ont vu le jour [hip95]. Hiperlan propose,
comme la norme 802.11, un mode infrastructure et un mode ad hoc. Hiperlan
fut soutenu par de nombreux industriels au sein du projet HIPERCOM mais
l’absence de développement par ces mêmes industriels laissa le 802.11 comme
seule solution sur le marché. Cependant, la conception d’Hiperlan a influencé
CHAPITRE 1. INTRODUCTION AU ROUTAGE DANS LES RÉSEAUX AD HOC9
les fonctionnalités disponibles dans la norme 802.11. Par exemple, la possibilité
de fonctionnement en mode ad hoc du 802.11 fut héritée du standard Hiperlan.
1.1.2.4 Déploiement
Actuellement, de nombreuses implantations réelles de réseaux ad hoc ont été
menées telles que les réseaux maillés créés par des associations de consomma-
teurs (Paris, Londres, . . .) et utilisant un routage ad hoc. Les différents points
d’accès communiquent entre eux par voie hertzienne et le routage s’effectue via
le protocole OLSR [CJ03](voir partie 3.3.4.2). L’utilisation d’un routage ad hoc
entre les points d’accès permet une plus grande souplesse lorsque le maillage est
modifié (par l’ajout, le retrait ou le déplacement de points d’accès). OLSR est
un des protocoles les plus utilisés dans le déploiement de réseaux ad hoc. Mi-
crosoft a développé un protocole de routage pour réseaux maillés sans fil appelé
LQSR (Link Quality Source Routing) [DPZ04]. Ce protocole est une extension
du protocole DSR (Dynamic Source Routing) [JMY04] (voir partie 1.3). DSR
a été modifié pour prendre en compte la qualité du lien radio dans sa sélec-
tion des routes. Des expérimentations ont eu lieu dans différentes universités
(en particulier dans l’université d’Uppsala qui a l’un des bancs d’essais les plus
importants [TGLN05]) afin d’évaluer les réseaux ad hoc en conditions réelles.
L’IEEE a aussi étudié des technologies sans fil fournissant une couverture
plus importante. La technologie 802.16 (WiMax) traite des réseaux métropo-
litains sans fil (WMAN) utilisant des stations de base fixes pour proposer des
connexions haut débit par voie hertzienne à des terminaux mobiles. Le WiMax
rentre dans la famille des réseaux maillés avec infrastructure.
Dans la suite de ce document, nous supposerons que les nœuds utilisent une
technologie issue de la famille 802.11 car ce standard est le plus utilisé dans le
déploiement de réseaux ad hoc.
1.1.3 Caractéristiques et contraintes
Par rapport aux réseaux filaires, les réseaux ad hoc présentent les caracté-
ristiques suivantes :
– En premier lieu, les réseaux ad hoc possèdent une bande passante li-
mitée. En effet, les unités mobiles communiquent via un medium radio
partagé. La capacité des liens est limitée et variable. Contrairement aux
réseaux filaires, un réseau sans fil est sensible à l’atténuation du signal,
aux interférences ainsi qu’aux multi-trajets. Ces limitations réduisent la
bande passante théoriquement disponible. De plus, des problèmes inhé-
rents aux réseaux à diffusion locale, basés sur une méthode d’accès de
type CSMA/CA, surviennent. Le problème de la station cachée (voir par-
tie 1.1.2.1) peut engendrer des collisions en série car le medium apparait
comme libre pour chacun des émetteurs. Une autre source de limitation
de la bande passante provient du problème de la station exposée (exposed
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node problem) : tous les nœuds à portée de transmission d’un émetteur ne
peuvent pas émettre durant la durée de la transmission.
– D’autre part, les différents équipements mobiles disposent de ressources
matérielles limitées et hétérogénes en terme de batterie, de puissance
de calcul et de capacité de stockage. L’énergie des nœuds doit donc être
utilisée avec parcimonie afin d’accroître leur durée de vie. L’hétérogénéité
des nœuds, en terme de puissance de transmission et donc de portée de
transmission, peut aussi générer des liens unidirectionnels.
– La mobilité des nœuds produit une topologie hautement dynamique.
Les déplacements des stations mobiles sont imprévisibles et influent for-
tement sur l’acheminement des données dans le réseau. En effet, le mou-
vement d’une station peut créer et/ou détruire les liens radio existants et
provoquer le partitionnement ou la fusion de réseaux ad hoc.
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1.2 Principe du routage
1.2.1 Problématique du routage
Les protocoles de routage traditionnellement déployés dans les réseaux fi-
laires s’avèrent inadaptés aux contraintes des réseaux ad hoc.
Tout d’abord, la capacité des liens étant limitée, un protocole de routage
ad hoc doit être efficace en bande passante utilisée. Il doit minimiser le tra-
fic de contrôle (overhead) nécessaire à l’établissement et à la maintenance des
routes afin de réduire la charge sur le réseau. La nature des liens peut aussi être
variable (unidirectionnelle ou bidirectionnelle) étant donné l’hétérogénéité des
nœuds et doit être prise en compte par le protocole de routage. Les ressources
matérielles restreintes des unités mobiles excluent les algorithmes exigeants en
capacité de mémoire et de traitement. Enfin, un protocole de routage ad hoc
doit s’adapter rapidement aux changements relativement fréquents dans la to-
pologie. L’algorithme d’obtention d’une route doit être optimal en terme de
rapidité, doit prendre en compte la mobilité des nœuds et rechercher la route
la plus courte en nombre de sauts. En effet, le déplacement des unités mo-
biles peut remettre en cause la validité des informations de routage. L’absence
d’infrastructure ou d’administration fixes dans le réseau impose par ailleurs un
fonctionnement distribué.
De nombreux travaux de recherche sur des protocoles de routage adaptés
aux réseaux ad hoc ont été menés dès la fin des années 90. Nous pouvons définir
deux générations de protocoles :
– la première génération propose des mécanismes simples pour l’obtention
et la maintenance des informations de routage.
– la deuxième génération vise l’adaptation et l’optimisation du routage par
rapport à des contraintes particulières (passage à l’échelle, économie d’éner-
gie, . . .).
1.2.2 Classification des protocoles de routage
Le routage dans les réseaux ad hoc présente de nombreux challenges pour la
communauté scientifique. Un grand nombre de protocoles fut proposé.
Les protocoles de routage dédiés aux réseaux ad hoc peuvent être caractérisés
par leur catégorie (protocoles proactifs, réactifs ou hybrides), leur architecture
(plate ou hiérarchique) ainsi que par leur type d’algorithmes (voir tableau 1.1).
Catégories
– le fonctionnement des protocoles proactifs repose sur l’établissement des
routes à l’avance (DSDV (Destination-Sequenced Distance-Vector) [PB94],
OLSR, TBRPF). Cela signifie que les routes sont établies avant qu’il y
ait demande de transmission. La maintenance des routes est assurée par
l’échange périodique d’informations de routage entre les unités mobiles.
Les informations de routage sont toujours disponibles mais en contrepartie,
le réseau est continuellement encombré par un trafic de contrôle dont une
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Protocoles
Catégorie Réactifs Proactifs Hybride
Nom DSR AODV OLSR TBRPF ZRP
Architecture Plat Plat Hiérarchique Hiérarchique Hiérarchique
Algorithme
Routage
source
Vecteur
de
distance
Etat de
lien
Etat de lien Combinaison
Tab. 1.1 – Caractéristiques des principaux protocoles de routage ad hoc
partie importante est inutile : celle concernant les routes non modifiées
et/ou non utilisées. La fréquence de rafraichissement des informations est
alors un paramètre important. En effet, un compromis doit être trouvé
entre minimisation du trafic de contrôle et pertinence des informations de
routage.
– le routage réactif, quant à lui, s’appuie sur l’établissement des routes à la
demande (AODV, DSR). Une route n’est calculée que si c’est nécessaire
à la communication entre deux nœuds. La durée d’obtention d’une route
est souvent plus longue que pour un protocole réactif car la recherche
d’un chemin vers la destination commence uniquement lorsque la source
veut transmettre des données. Cependant, le trafic de contrôle requis pour
obtenir une route est minimisé car les mécanismes ne sont déployés qu’en
cas de besoin.
– les protocoles de routage hybrides tentent de réunir les avantages des
deux approches (ZRP (Zone Routing Protocol)[HP98], IZR (Independent
Zone Routing)[SPH04]). Traditionnellement, les nœuds maintiennent des
informations de routage sur leur voisinage (la notion de voisinage diffère
selon les algorithmes) de manière proactive tandis que les informations
concernant l’extérieur du voisinage sont obtenues à la demande.
Architectures
– dans un protocole plat, toutes les unités mobiles ont les mêmes fonction-
nalités quant au routage (DSR, AODV).
– un protocole hiérarchique distinguera certains nœuds qui auront des
fonctionnalités de routage étendues par rapport aux autres nœuds du ré-
seau (OLSR).
Algorithmes
– l’un des protocoles à vecteur de distance les plus connus dans l’Inter-
net est RIP (Routing Information Protocol) [Mal98]. Les nœuds utilisant
le routage à vecteur de distance dans les réseaux ad hoc maintiennent
une table de routage où chaque entrée comprend une destination, le pro-
chain nœud pour atteindre la destination et une métrique (le nombre de
sauts pour atteindre la destination) (AODV, DSDV). Cette métrique va
permettre la mise à jour des tables de routage lors de l’échange d’informa-
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tions de routage entre nœuds car chaque unité mobile va conserver la route
la plus courte en nombre de sauts. Le routage par saut est utilisé : chaque
nœud relaie le paquet de données en se basant sur l’adresse destination et
sur sa table de routage.
– l’un des protocoles de routage à état de liens les plus utilisés dans l’In-
ternet est OSPF (Open Shortest Path First) [Moy98]. Le routage à état
de liens nécessite que chaque nœud maintienne un arbre partiel ou com-
plet de la topologie du réseau (TBRPF, OLSR). Les nœuds échangent des
messages Hellos afin de découvrir leurs voisins. Ensuite, les arbres (ou les
sous-arbres selon les algorithmes) de topologie sont diffusés dans le réseau
afin que chaque nœud puisse calculer ses routes. Les protocoles à état de
liens utilisent un routage par saut.
– une unité mobile utilisant le routage source va indiquer, dans chaque pa-
quet de données transmis, la liste des nœuds (identifiés par leurs adresses
IP) à traverser pour atteindre la destination. Le routage source est une
option IP rarement utilisée dans les réseaux filaires.
Nous présentons par la suite les protocoles plats de première génération DSDV,
TORA (Temporally-Ordered Routing Algorithm) [PC97], AODV et DSR qui
furent les premiers protocoles étudiés par l’IETF. Les solutions hiérarchiques
telles que ZRP ou OLSR seront considérées dans le chapitre 3.
1.2.3 Exemples de protocoles de 1èregénération
1.2.3.1 DSDV
DSDV (Destination-Sequenced Distance-Vector) est un protocole proactif à
vecteur de distance utilisant le routage par saut [PB94]. Chaque entrée de la
table de routage est composée d’une destination, du prochain saut pour atteindre
la destination, d’une métrique correspondant au nombre de sauts pour atteindre
la destination ainsi que d’un numéro de séquence associé. Le numéro de séquence,
assigné par la destination, permet de garantir un routage sans boucle et de
s’assurer de la fraîcheur des routes.
Lorsqu’un nœud reçoit de nouvelles informations de routage, il les compare à
celles de sa table de routage. La nouvelle route vers une destination est préférée
si elle a un numéro de séquence plus élevé ou si elle possède le même numéro de
séquence et une métrique inférieure.
La maintenance des informations de routage est assurée par la transmission
de mises à jour de manière périodique (suivant le principe des paquets Hello
dans OSPF) ainsi que lors de changements de topologie.
1.2.3.2 TORA
TORA (Temporally Ordered Routing Algorithm) a été proposé par Park et
Corson [PC97]. C’est un protocole réactif caractérisé par sa réaction locale aux
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changements de topologie. Son nom traduit l’hypothèse selon laquelle tous les
nœuds ont leurs horloges synchronisées (par exemple, par GPS).
La découverte et la maintenance de route sont basées sur la création d’un
graphe acyclique orienté entre la source et la destination. Si un des liens du
graphe devient défaillant, le concept d’inversion de liens permet de rétablir le
graphe localement.
Le but de TORA est de trouver des routes stables qui puissent être réparées
rapidement et localement, le caractère optimal des routes étant secondaire. Il
conserve plusieurs routes vers la même destination afin d’éviter de déployer le
mécanisme de découverte de route trop fréquemment.
1.2.3.3 AODV
Le protocole AODV (Ad hoc On demand Distance Vector), proposé par
Perkins et Belding-Royer, combine des mécanismes réactifs de découverte et
de maintenance de routes avec le routage par sauts, l’utilisation de numéros
de séquence et la transmission périodique de paquets Hello propres à DSDV
[PBRS03]. Chaque entrée de la table de routage comprend, comme dans DSDV,
une adresse destination, le prochain saut pour atteindre la destination, une mé-
trique indiquant le nombre de sauts pour atteindre la destination et un numéro
de séquence. Le protocole AODV utilise un mécanisme de découverte de route
à la demande et les routes sont maintenues grâce à des échanges périodiques
entre les nœuds.
Le mécanisme de découverte de AODV est analogue à celui du DSR que
nous détaillerons dans la partie suivante. Il est présenté sur la figure 1.2. Pour
obtenir une route vers la destination recherchée, la source va diffuser un paquet
de requête contenant l’adresse de la destination et le dernier numéro de séquence
connu pour cette destination (figure 1.2(a)). Chaque nœud traitant la requête
stocke une route de retour vers la source (sous la forme du prochain saut à
utiliser pour atteindre la source). Il renvoie une réponse de route s’il est la
destination ou s’il possède une route avec un numéro de séquence plus grand
que celui contenu dans la requête (figure 1.2(b)). Sinon, le nœud rediffuse la
requête.
Une route est considérée comme active tant que des paquets de donnée tran-
sitent par cette route (le prochain saut correspondant est alors un voisin actif).
L’activation de la route se fait par l’envoi d’une réponse de route vers la source
qui contient un numéro de séquence plus élevé. Lors de la propagation de la
réponse de route, chaque nœud intermédiaire stocke une route vers la destina-
tion. Ainsi, la source peut commencer l’envoi de données dès la réception de
la réponse de route. Chaque paquet de données est routé uniquement selon le
champ adresse destination.
Lorsqu’une route n’est plus utilisée (détection sur timer), elle est supprimée
de la table de routage. La maintenance de routes s’appuie sur l’échange pério-
dique de paquets Hello. Si un nœud ne reçoit plus de paquet Hello d’un voisin
actif, le lien est considéré comme défaillant. Un paquet d’erreur de route est
alors diffusé vers les voisins actifs et relayé jusqu’à la source qui pourra initier
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une nouvelle découverte de routes. Un nœud émet une erreur de route s’il dé-
tecte la défaillance d’un lien, s’il doit relayer un paquet pour lequel il ne possède
pas de route active ou s’il reçoit une erreur de route d’un voisin concernant l’une
de ses routes actives.
AODV utilise des tables de routage distribuées. Cela diminue l’overhead par
paquet car chaque paquet est routé uniquement selon le champ adresse desti-
nation (routage par saut). De plus, les nœuds doivent périodiquement émettre
des paquets Hello afin de maintenir la fraîcheur des informations de routage.
(a) Requête de la source
(b) Réponse de la destination
Fig. 1.2 – Découverte de routes AODV et DSR
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1.3 DSR
Le protocole DSR (Dynamic Source Routing) a été élaboré dans le cadre
du projet Monarch (MObile Network ARCHitectures) mené par le département
informatique de l’université de Rice [Joh94, JM96, JMY04]. Comme son nom
l’indique, DSR est un protocole de routage par la source. L’émetteur des données
doit fournir la route (la liste des nœuds à traverser) nécessaire pour atteindre le
destinataire. Le chemin complet entre la source et la destination est présent dans
l’en-tête de chaque paquet de donnée. Ainsi, les nœuds intermédiaires relaient
le paquet selon la route indiquée.
DSR utilise un en-tête d’options qui peut être inclus dans tout paquet IP
pour véhiculer le trafic de contrôle. Cet en-tête DSR suit immédiatement l’en-
tête IP du paquet (dans IPv4) ou l’option Saut-Par-Saut (Hop-By-Hop définie
dans IPv6) si elle est présente. Une ou plusieurs options DSR peuvent suivre
l’en-tête DSR. Chaque option est caractérisée par un type. Les plus utilisées sont
l’option Route Source (la liste de nœuds à traverser), Route Request (requête
de route), Route Reply (réponse de route) et Route Error (erreur de route). Si
un nœud ne comprend pas le type d’une option, il l’ignore.
Dans la suite, nous allons détailler les procédures du DSR et les principales
optimisations.
1.3.1 Procédures DSR
DSR est un protocole de routage réactif qui s’appuie sur deux mécanismes :
la découverte de routes (Route Discovery) et la maintenance de routes (Route
Maintenance).
1.3.1.1 Découverte de routes
Lorsqu’une unité mobile désire émettre des données mais ne dispose d’au-
cune route vers la destination, elle déclenche une découverte de routes. Celle-ci
s’effectue en inondant le réseau comme dans le protocole AODV que nous avons
vu précédemment (figure 1.2).
La source diffuse un paquet de requête de route (Route Request) contenant
l’adresse de la destination recherchée, une liste dans laquelle les adresses des
nœuds traversés sont conservées ainsi qu’un identifiant de requête. En recevant
une requête de route, un nœud vérifie qu’il ne l’a pas déjà traitée grâce à l’iden-
tifiant de requête et en vérifiant que son adresse n’est pas déjà dans le chemin.
Il va alors s’enregistrer dans le chemin et la propager à tous ses voisins. Lorsque
la destination de la requête est atteinte, elle renvoie un paquet de réponse de
route (Route Reply) vers la source en utilisant le chemin construit lors de la
propagation de la requête 1.2(b).
1.3.1.2 Maintenance de routes
Lorsqu’un nœud initie ou relaie un paquet de données, il doit s’assurer que
le nœud suivant dans le chemin a effectivement reçu le paquet. Le contrôle de la
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réception du paquet par le nœud suivant se fait au niveau MAC (par exemple,
grâce au mécanisme d’acquittement du 802.11). Si la transmission s’avère im-
possible (le prochain saut s’est déplacé ou il y a trop de collisions), le mobile qui
a détecté la défaillance envoie un paquet d’erreur (Route Error) vers la source,
indiquant quel nœud est à l’origine du problème. La source tronque alors les
routes de son cache contenant le lien erroné. Si la source dispose d’une autre
route vers la même destination (grâce à des réponses de routes supplémentaires
issues de sa découverte de routes ou bien via un chemin obtenu par écoute
des autres paquets), elle poursuit l’émission avec sa nouvelle route. Dans le cas
contraire, elle effectue une nouvelle découverte de routes.
1.3.2 Optimisations
L’un des principaux avantages du DSR réside dans son fonctionnement pure-
ment réactif car les mécanismes de routage ne sont déployés qu’en cas de besoin,
réduisant ainsi la consommation de bande passante. L’utilisation du routage par
la source (toutes les informations nécessaires au routage d’un paquet de don-
nées sont contenues dans celui-ci) permet d’éviter les boucles. De plus, de cette
façon, seule la source doit maintenir une route cohérente vers la destination et
aucune mémorisation n’est nécessaire sur les nœuds intermédiaires. Cependant,
l’utilisation du routage source implique un overhead important par paquet de
données car la route est incluse dans chaque en-tête. De nombreuses optimi-
sations ont été apportées à l’algorithme initial du DSR. Les deux mécanismes
principaux du DSR (Découverte et Maintenance de route) ainsi que la gestion
du cache ont été améliorés pour minimiser le trafic de contrôle et accroître les
performances du protocole. Les optimisations décrites ci-après sont définies dans
le draft IETF du DSR (groupe MANET) [JMY04].
1.3.2.1 Découverte de routes
– écoute active (Snooping) : lorsqu’un nœud transmet un paquet de données
ou qu’il écoute le support, il peut enregistrer dans sa table de routage le
chemin présent dans le paquet.
– réponse du cache (Replying from Cache) : si un nœud reçoit une requête
de route pour laquelle il possède un chemin dans son cache, il renvoie
directement une réponse à la source et ne rediffuse pas la requête. Ainsi,
la découverte de routes est accélérée et la charge d’overhead sur le réseau
est diminuée.
– limitation de la portée des requêtes : cette optimisation consiste à ajuster
le TTL du paquet IP qui contient la requête de route. Le but est d’éviter
l’inondation du réseau avec des paquets de requête. Deux techniques de
découverte de route en découlent :
réponse des voisins (Non-propagating Route Request) : quand un nœud
entreprend une découverte de routes, il envoie en premier lieu une
requête en positionnant le TTL (du paquet IP qui la contient) à 1,
afin qu’elle ne soit pas rediffusée par ses voisins. Si aucune réponse n’a
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été reçue après expiration d’un timer, la source déclenche une requête
avec un TTL égal à la taille maximale d’une route. Cette optimisation
prévient l’inondation inutile du réseau quand un des voisins est la
destination recherchée ou qu’il possède la route adéquate.
recherche incrémentale (Expanding Ring Search) [JM96] : le nœud com-
mence par envoyer une requête de route “Non-propagating” avec un
TTL égal à 1. Si le nœud ne reçoit pas de réponse, il double la valeur
du TTL lors de sa requête suivante. Il poursuit ce processus jusqu’à
ce qu’il reçoive une réponse de route. Avec cette technique, le nœud
explore progressivement le réseau pour ne pas inonder systématique-
ment le réseau.
Les techniques visant à limiter la portée des requêtes de route peuvent également
être utilisées dans le protocole AODV.
1.3.2.2 Maintenance de routes
– récupération de route (Salvaging) : le nœud détectant l’inaccessibilité du
nœud suivant consulte son cache à la recherche d’un autre chemin menant
à la destination. S’il possède une route, il renvoie un message d’erreur vers
la source en précisant les modifications apportées au chemin et il transmet
le paquet de données avec la nouvelle route. Sinon, le nœud peut lancer
une découverte de route ciblée vers le nœud destinataire. Ainsi, on évite
de repartir de la source.
– annonce de route erronée (Gratuitous Route Errors) : lorsqu’une source
reçoit un message d’erreur de route, elle le joint à sa nouvelle requête de
route. Ainsi, elle ne recevra pas de réponse contenant le chemin erroné.
1.3.2.3 Option Flow State
Cette option permet d’avoir un relayage par saut comme dans le cas d’AODV.
Elle est activée par la source après la découverte de route. Le but est de mettre
en place un routage des paquets de données qui est basé sur un numéro de flot
plutôt que sur une route explicite. Les nœuds intermédiaires de la route décou-
verte vont relayer les paquets en utilisant l’adresse source et le numéro de flot
associé à la route. L’overhead de routage par paquet est réduit car l’en-tête DSR
ne contient plus de route source.
1.3.2.4 Gestion du cache
La table de routage utilisée par les stations sources est un cache qui mémorise
les routes sous la forme de chemins (liste de nœuds à traverser). De nombreuses
études ont analysé l’influence de l’algorithme gérant la table de routage des pro-
tocoles réactifs et en particulier du DSR. En effet, la gestion du cache de routes
est primordiale sur les performances d’un protocole comme DSR. Selon la mobi-
lité du réseau, les informations contenues dans la table de routage peuvent vite
se révéler erronées. L’étude présentée dans [HJ00] démontre que l’utilisation de
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caches mémorisant des liens plutôt que des chemins est plus efficace et devrait
être choisie dans la plupart des implantations. Elle propose un algorithme de
gestion de cache basé sur une table de routage de liens et sur une table de sta-
bilité qui conserve la stabilité observée de chacun des nœuds présents dans le
cache. L’idée est de prévoir la durée de vie de chacun des liens afin de minimiser
l’utilisation d’informations périmées. Plutôt que de prévoir la stabilité des liens,
l’algorithme présenté dans [YK05] propose de propager, de manière proactive,
les changements de liens à tous les nœuds concernés de manière distribuée.
L’utilisation de ces optimisations peut entrainer des performances variables
selon les conditions de réseau. Dans le cas de l’optimisation sur la portée des
requêtes de route, l’overhead est réduit lorsque la destination recherchée est
proche (en nombre de sauts) de la source. On évite ainsi l’inondation du réseau.
Cependant, si la destination est éloignée ou inaccessible (en cas de partition-
nement du réseau), l’optimisation peut avoir l’effet contraire car elle génére de
multiples découvertes de route et augmente la durée d’obtention d’une route (les
découvertes successives sont déclenchées sur expiration de timer). L’option Flow
State pour le routage par saut est utilisable seulement si tous les nœuds inter-
médiaires de la route peuvent mettre en place cette optimisation. Elle impose
aussi une mémorisation des flux sur chaque nœud intermédiaire.
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1.4 Axes de recherche sur le routage ad hoc
En 1997, un groupe de travail de l’IETF, nommé MANET [IET](Mobile Ad-
hoc NETworks), fut mis en place afin d’assurer la normalisation de protocoles
de routage basés sur IP et adaptés aux spécificités des réseaux mobiles autocon-
figurables sans infrastructure. Jusqu’à présent, le groupe MANET a standardisé
les protocoles AODV (Ad hoc On demand Distance Vector) [PBRS03], TBRPF
(Topology Dissemination Based on Reverse-Path Forwarding) [OTL04], OLSR
(Optimized Link State Routing Protocol) [CJ03] et DSR (Dynamic Source Rou-
ting) [JMY04]. Les protocoles DYMO (Dynamic MANET On-demand) [CP06]
et SMF (Simplified Multicast Forwarding) [Mac06] sont actuellement à l’état de
drafts.
Hors du groupe de travail MANET, d’autres problématiques de routage ad
hoc sont activement étudiées. Nous pouvons citer en particulier :
l’économie d’énergie
Cette famille d’algorithmes de routage vise à minimiser l’utilisation des
batteries des nœuds. En effet, la limitation d’énergie est une des contraintes
principales des réseaux ad hoc (partie 1.1.3). Ainsi, le choix d’une route
peut être basé sur le niveau de batterie des nœuds qui la composent. Une
autre approche consiste à mettre en place des mécanismes de contrôle de
la puissance de transmission de l’émetteur. Les algorithmes de “contrôle
de topologie” (Topology Control) minimisent la consommation d’énergie
tout en maintenant la connectivité du réseau : ces protocoles identifient
et mettent en veille les nœuds redondants.
la qualité de service
Les caractéristiques spécifiques des réseaux ont conduit à l’élaboration de
mécanismes de qualité de service appropriés. Les politiques mises en place
se concentrent sur les garanties de bande passante et de délai de bout en
bout sur les routes sélectionnées.
le passage à l’échelle
Le passage à l’échelle des protocoles de routage ad hoc par rapport au
nombre de nœuds, à la charge de trafic et à la mobilité est abordé en
détail dans la partie 2.4. Le chapitre 3 exposera les solutions de routage
existantes pour permettre le passage à l’échelle.
les architectures cross-layer
Les informations des couches basses de la pile protocolaire sont utilisées
pour améliorer le routage. Par exemple, le taux d’erreur de transmissions
du niveau MAC est pris en compte pour choisir les routes.
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1.5 Conclusion
Les protocoles de routage doivent s’adapter aux contraintes spécifiques des
réseaux ad hoc comme la limitation de la bande passante et la dynamicité de
la topologie. La problématique du routage présente de nombreux challenges et
constitue un sujet d’étude très ouvert. Dans ce chapitre, nous avons réalisé un
état de l’art des premières solutions proposées par la communauté scientifique.
Dans le chapitre 2, nous analyserons les performances des protocoles dé-
crits dans ce chapitre en nous basant sur différentes études dont la nôtre. Cette
analyse nous permettra de déterminer les points forts et les faiblesses des proto-
coles étudiés. En particulier, nous déterminerons les conditions de réseau dans
lesquelles les protocoles de 1èregénération voient leurs performances se dégrader.
Chapitre 2
Evaluation de performances
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Nous avons vu dans le chapitre 1 que de nombreux protocoles de routage ad
hoc ont été proposés.
Pour effectuer l’évaluation de performances de ces protocoles, des métriques
de performances et des paramètres de simulation sont présentés dans la partie
2.1.
Parmi les paramètres de simulation, l’un des plus critiques est la modélisation
de la mobilité des nœuds : ce point sera abordé dans la partie 2.2.
Nous présentons dans la partie 2.3 nos résultats d’évaluation ainsi que ceux
fournis par la littérature.
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Les différentes études de performances montrent la difficulté de passage à
l’échelle pour les protocoles de routage : cette problématique sera étudiée dans
la dernière partie de ce chapitre.
2.1 Notions de performances du routage
L’importance des méthodes d’évaluation des protocoles de routage ad hoc fut
abordée dès le premier RFC publié par le groupe de travail MANET [CM99]. Les
métriques quantitatives utilisables pour évaluer un protocole sont présentées par
Corson et Macker. La mesure externe de l’efficacité du routage (comment la
performance du protocole est perçue par les mécanismes utilisant le routage) est
séparée de samesure interne (pour un même niveau externe de performances,
deux algorithmes vont déployer des volumes d’overhead différents).
2.1.1 Mesures externes de l’efficacité
Les mesures externes de l’efficacité d’un protocole ad hoc regroupent :
– le délai de bout en bout
– le débit de bout en bout
– le temps d’acquisition d’une route (uniquement dans le cas des protocoles
réactifs)
– le pourcentage de segments reçus hors séquence (intéressant du point de
vue de la couche transport car TCP ajuste sa fenêtre en cas d’arrivées
désordonnées de segments)
2.1.2 Mesures internes de l’efficacité
Pour mesurer l’efficacité interne du protocole, les métriques suivantes sont
conseillées :
– le nombre moyen de bits de donnée transmis / nombre de bits de donnée
reçus
– le nombre moyen de bits de contrôle transmis / nombre de bits de donnée
reçus
– le nombre moyen de paquets de contrôle et de donnée transmis / nombre
de paquets de donnée reçus
Cette dernière métrique est particulièrement intéressante car elle mesure l’effica-
cité du protocole en terme d’accès au canal partagé. En effet, l’accès au medium
se révèle coûteux dans les réseaux à forte contention comme les réseaux ad hoc.
La méthode d’accès CSMA/CA utilise des temporisations et des mécanismes de
réservation pour l’accès au canal (partie 1.1.2.1). La transmission d’une trame
peut ainsi être retardée selon le nombre de stations en contention et l’algorithme
de back-off. De plus, la méthode CSMA/CA empêche les nœuds partageant le
même espace de contention d’émettre pendant la durée de la transmission (pro-
blème de la station exposée, voir partie 1.1.3). La mesure du trafic de contrôle
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et de donnée en nombre de paquets permet de prendre en compte l’importance
de l’accès au medium par rapport à la taille des trames transmises.
2.1.3 Paramètres d’évaluation
Les paramètres d’évaluation sont aussi considérés dans le RFC 2501. En
effet, le grand nombre d’applications potentielles des réseaux ad hoc impose une
évaluation du protocole dans plusieurs contextes différents (chaque contexte
étant décrit par un ensemble de paramètres). Les paramètres retenus ici sont :
– la taille du réseau (exprimée en nombre de nœuds)
– la connectivité (le degré moyen d’un nœud où le degré représente le nombre
de voisins d’un nœud)
– le taux de changement de la topologie (la vitesse à laquelle la topologie
est modifiée)
– la mobilité (ce point soulève la question des modèles de mobilité que nous
verrons dans la section 2.2)
– le type de trafic
– la capacité réelle du lien (en prenant en compte les pertes dues à l’accès
multiple), le nombre de liens unidirectionnels
Un protocole de routage ad hoc doit fonctionner sur une gamme de contextes
très variés comme le montrent les paramètres décrits ci-dessus. Les performances
sont très liées aux conditions de réseaux. C’est pour cela que la plupart des
équipes ont privilégié l’évaluation par simulation à l’approche formelle car la
modélisation mathématique des environnements ad hoc (avec des paramètres
comme la mobilité) s’avère actuellement difficile à exploiter.
2.1.4 Environnements de simulation
Les environnements de simulation les plus utilisés pour modéliser les réseaux
ad hoc sont ns-2 [NS], OPNET [OPN] et GloMoSim [Glo] :
ns-2
C’est un environnement complet de simulation écrit en C++ et Tcl dont
le code source est ouvert. Il offre un choix important de protocoles (de la
couche applicative jusqu’à la couche physique) permettant une grande li-
berté de modélisation. ns-2 est actuellement l’environnement de simulation
de réseaux le plus utilisé par la communauté académique car il est totale-
ment gratuit et permet l’implantation de nouveaux modules. Cependant,
l’implantation d’un nouveau protocole se révéle complexe car elle requiert
une connaissance approfondie de l’outil de simulation.
OPNET
C’est un outil commercial de modélisation et de simulation de réseaux très
utilisé dans la communauté industrielle. Il propose, comme ns-2, un très
grand choix de protocoles. Cependant, OPNET est moins répandu que
ns-2 dans les milieux académiques car il a un coût élevé. Comme ns-2,
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OPNET demande un certain temps de prise en main lorsqu’on souhaite
ajouter son propre module.
GloMoSim
C’est un environnement de simulation à grande échelle pour les réseaux
mobiles sans fil. Il est écrit en Parsec, un langage de programmation basé
sur le C qui permet la simulation d’événements discrets en parallèle. Glo-
MoSim a un nombre de modèles plus faible que ns-2 et OPNET et la
communauté utilisant cet outil est plus restreinte.
Pour permettre la comparaison des résultats de simulation entre différentes
équipes, l’utilisation d’un outil commun est préférable. Ainsi, grâce à sa gra-
tuité et son nombre important de modules, ns-2 est l’un des outils de simulation
les plus utilisés. Les résultats de simulation que nous présenterons dans la partie
2.3 ont été obtenus sous l’environnement ns-2.
Comme la plupart des équipes de recherches, nous avons choisi une évalua-
tion par scénarii pour prendre en compte les nombreux paramètres possibles
(taille du réseau, densité de nœuds, type et charge de trafic, conditions de
mobilité, . . .) . Ainsi, l’influence de chacun des paramètres peut être évaluée
séparément.
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2.2 Modèles de mobilité
L’un des paramètres de simulations les plus critiques est la mobilité. En effet,
la manière de la modéliser influence directement le comportement des protocoles
étudiés. Le choix du modèle de mobilité est primordial dans la simulation d’envi-
ronnements mobiles : il doit être suffisamment réaliste afin de prendre en compte
le comportement des unités mobiles et relativement simple pour ne pas générer
une charge de calcul trop importante. Il dépend principalement des applica-
tions simulées et des scénarii utilisés. Par exemple, il peut servir à représenter
le comportement des unités mobiles dans une zone métropolitaine, lors d’une
conférence ou sur un terrain d’opération militaire. Ce choix est critique dans
les MANET car les performances du protocole évalué en dépendent fortement
comme cela a été démontré dans [JLH+99, JWT02]. La représentation de la
mobilité varie énormément selon les environnement considérés et de nombreux
modèles de mobilité ont été mis au point pour couvrir les divers comportements
possibles.
Les modèles de mobilité se divisent en deux catégories :
– les modèles individuels, où les déplacements de chaque nœud sont dé-
terminés indépendamment les uns des autres
– les modèles de groupe, qui prennent en compte la corrélation de dépla-
cements entre certains nœuds. Ces modèles divisent les nœuds en plusieurs
groupes et définissent une relation entre les unités mobiles appartenant à
un même groupe.
De plus, il existe trois types de loi de mouvement : aléatoire, déterministe et
hybride.
– les modèles aléatoires présentent des déplacements arbitraires et sans
contraintes d’environnement. Ce sont des modèles simples à mettre en
œuvre et par conséquent très utilisés.
– lesmodèles déterministes, quant à eux, s’appuient sur des traces (com-
portements d’utilisateurs observés dans des systèmes réels). Cependant, les
réseaux ad hoc restent à l’état émergent et très peu de traces réelles sont
disponibles.
– des modèles hybrides sont en cours d’élaboration afin de réaliser un
compromis entre simplicité et réalisme mais ils restent difficiles à mettre
en place.
Parmi les modèles individuels, nous pouvons citer les modèles Random Way-
point, Random Direction, Boundless Simulation Area et Gauss-Markov. RPGM
(Reference Point Group Model) et les modèles de Sanchez sont les modèles de
mobilité de groupe les plus utilisés. Enfin, les modèles Manhattan (représentant
le mouvement des nœuds dans une zone urbaine) et Freeway (modélisant les
déplacements de véhicules sur un réseau routier) sont des modèles hybrides ba-
sés sur l’utilisation de cartes. Dans la suite, les modèles Random Waypoint et
RPGM sont décrits plus en détail.
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Fig. 2.1 – Déplacement d’un nœud selon le modèle Random Waypoint
2.2.1 Modèle Random Waypoint
Ce modèle a été mis au point et utilisé par le groupe de recherche Monarch
[JM96]. Il est aléatoire et comprend des temps de pause entre les changements
de direction et de vitesse. Le principe en est simple : au début de la simulation,
chaque unité mobile reste sur sa position pendant son temps de pause. A l’expi-
ration de ce délai, elle choisit aléatoirement une nouvelle destination dans l’aire
de simulation. Chaque station choisit aussi une vitesse de déplacement (suivant
une loi uniforme) pour atteindre sa nouvelle destination. Une fois que l’unité
mobile arrive à cette position, le schéma précédent se répète : attente pendant le
temps de pause, tir d’une destination et d’une vitesse. La figure 2.1 montre le dé-
placement d’une unité mobile suivant le modèle de mobilité Random Waypoint.
Le modèle Random Waypoint est le modèle de mobilité le plus employé
actuellement dans la simulation de réseaux ad hoc. Tout d’abord, sa grande
simplicité de fonctionnement facilite sa mise en œuvre. De plus, sa disponibilité
sur les environnements de simulation OPNET et surtout ns2, qui sont des envi-
ronnements de simulation très utilisés actuellement, a contribué à sa popularité
et de nombreuses équipes de recherche l’ont adopté pour leurs simulations de
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réseaux ad hoc.
Cependant, le modèle Random Waypoint présente certaines lacunes. Il est
sans mémoire, i.e la position et la vitesse passées ne sont pas prises en compte
lors de la détermination d’une nouvelle destination. Ceci peut conduire à des
comportements irréalistes comme des arrêts brutaux ou des changements radi-
caux de direction. D’autres défauts, plus inattendus, existent. Tout d’abord, ce
modèle ne permet pas d’atteindre un état stable en terme de vitesse moyenne
(les nœuds se déplacent de plus en plus lentement avec le temps) [YLN03].
Par conséquent, cela peut conduire à des résultats erronés, en particulier les
moyennes temporelles.
De plus, la répartition aléatoire initiale des unités mobiles influe sur les
résultats de simulation. Dans [CBD02], Boleng et Camp ont observé l’évolution
du nombre de voisins au cours du temps. Ils constatent que le nombre moyen
de voisins par nœud est très variable au début de la simulation à cause de la
répartition initiale et conseillent la suppression du début de la simulation lors
de l’exploitation des résultats. Un comportement non désiré des nœuds mobiles
a également été mis en évidence, ils tendent à passer fréquemment par le centre
de la surface de simulation [RPSM01].
Ces limitations du modèle Random Waypoint nous ont poussé à considérer
un autre modèle dans nos simulations, le modèle RPGM.
2.2.2 Modèle RPGM
Dans les applications possibles des MANET, la notion de groupe intervient à
de nombreuses reprises (équipes de secours, détachements militaires, conférences
). Les modèles de mobilité individuels sont inadaptés à la simulation de ces
scénarii car les mouvements des unités mobiles sont indépendants les uns des
autres. Dans les modèles de groupe, l’ensemble des nœuds est divisé en plusieurs
groupes et il existe une relation entre les déplacements des unités appartenant
à un même groupe.
Les modèles de Sanchez sont des modèles de mobilité de groupe [CBD02].
Trois modèles sont définis et chacun représente une application bien précise :
– le modèle en colonne reproduit une recherche d’objets ou de personnes
(battue pour retrouver un disparu). Les membres d’un groupe forment
une ligne et se déplacent suivant le même vecteur de déplacement.
– le modèle de poursuite : il sert à modéliser un ensemble de nœuds à la
recherche d’une cible (des officiers de police cherchant à appréhender un
suspect). Les membres du groupe suivent les déplacements de la cible.
– le modèle de la communauté nomade représente les mouvements d’un en-
semble de nœuds qui se déplacent ensemble. Les membres du groupe se
déplacent autour d’un point de référence commun au groupe.
Le modèle RPGM a été défini par l’équipe de Gerla [HGPC99] et il permet de
reproduire tous les modèles de Sanchez.
RPGM modélise aussi bien les déplacements des groupes que les déplace-
ments des unités mobiles au sein d’un même groupe. Il utilise la notion de centre
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Fig. 2.2 – Principe du modèle RPGM
logique pour déterminer le déplacement du groupe (position, vitesse, direction).
Le fonctionnement de RPGM est schématisé sur la figure 2.2.
Chaque nœud possède un point de référence qui suit le mouvement du centre
logique du groupe. A l’intérieur d’un même groupe, tous les points de référence
connaîtront un déplacement identique. Dans un second temps, chaque unité
mobile va se déplacer aléatoirement dans le voisinage (un rayon maximal est
spécifié) de son point de référence.
Le chemin suivi par le centre logique est caractérisé par une suite de points de
contrôle qui correspondent à des intervalles de temps donnés. L’utilisation d’une
séquence de points de contrôle, qui peut être obtenue à partir de données réelles
(cartes, . . .), permet de générer de nombreux scénarii. L’aire de simulation peut
être partitionnée en assignant un groupe à chaque région (modèle In-Place). Des
groupes peuvent exécuter des tâches différentes dans la même aire de simulation
et être amenés à se croiser (modèle Overlap).
2.2.3 Influence du modèle de simulation
Le choix du modèle de mobilité influe sur les résultats de simulation. L’uti-
lisation de différents modèles permet d’identifier les concordances de résultats.
Etude Monarch : Hu et Johnson ont réalisé une étude portant sur la compa-
raison de différents algorithmes de gestion de cache. Ils ont fait intervenir
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plusieurs modèles de mobilité dans la phase de simulation [HJ00]. On re-
trouve notamment les modèles de groupe créés par Sanchez et le modèle
Random Waypoint. De cette évaluation de performances qui fait interve-
nir plusieurs modèles de mobilité, il ressort que leur choix est très lié au
type d’application simulée. Ici, pour éprouver les différentes gestions du
cache, il fallait des modèles avec un degré de mobilité élevé mais aussi une
certaine connectivité dans le réseau. Certains modèles de groupe, comme
le modèle de poursuite, générent des partitions du réseau fréquentes et
s’avéraient inadaptés. Les résultats concordants sur plusieurs modèles de
mobilité assurent une plus grande robustesse de l’algorithme de cache en
fonction des conditions de mobilité.
Etude Toilers : une étude du groupe Toilers effectue une comparaison plus
poussée de différents modèles de mobilité [CBD02]. Elle regroupe les mo-
dèles Random Walk, Random Waypoint, Random Direction et RPGM.
Pour ce dernier, on distingue deux sous-modèles : dans le premier, les
communications seront exclusivement inter-groupes (RPGM inter) alors
que dans le second la moitié du trafic sera dédiée à la communication
intra-groupe et l’autre moitié à la communication inter-groupes (RPGM
inter-intra). Le protocole utilisé pour comparer ces différents modèles est
DSR. Les performances du protocole varient énormément en fonction du
modèle de mobilité, prouvant son influence dans l’évaluation. Le choix
d’un modèle est lié au type d’applications : par exemple, RPGM offre de
meilleurs résultats quand la communication à l’intérieur d’un groupe est
importante.
2.2.4 Conclusion
Le choix du modèle de mobilité a un impact certain sur l’évaluation d’un
protocole dédié aux MANET, et plus particulièrement pour un protocole de
routage. Random Waypoint s’avère être un modèle quasi-obligatoire (malgré
ses nombreux défauts) vu sa popularité. Pour pouvoir comparer les résultats de
simulation issus de différentes études, il convient d’utiliser ce modèle. Le modèle
RPGM apparait comme le modèle de groupe le plus général et le plus complet
(les modèles de Sanchez sont entièrement reproductibles à partir de RPGM). Il
permet par ailleurs de couvrir un grand nombre d’applications non réalisables
avec le modèle Random Waypoint.
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2.3 Résultats d’évaluation des protocoles de rou-
tage
De nombreuses études ont été menées afin de comparer les performances des
différents protocoles de première génération décrits dans le chapitre précédent.
Les trois études présentées dans cette partie ont été menées sous l’environnement
de simulation ns-2. Elles sont exposées dans l’ordre chronologique de leur paru-
tion. Nous rappelons que les principales caractéristiques des protocoles étudiés
dans cette partie sont regroupées dans le tableau ??.
2.3.1 Etude de l’équipe Monarch
Une des premières évaluations de performances sur différents protocoles de
routage ad hoc a été menée par l’équipe Monarch [BMJ+98]. Elle présente les
comportements relatifs de quatre protocoles : DSDV (proactif), TORA, DSR
et AODV (réactifs). L’environnement de simulation est ns-2 et le modèle de
mobilité utilisé est Random Waypoint. Le choix des paramètres a été repris par
de nombreuses équipes. Les sources de trafic sont de type CBR (Constant Bit
Rate) et le nombre de sources est variable (10, 20 et 30). Le nombre de nœuds
est fixé à 50 et le temps de simulation est de 900 secondes. L’aire de simulation
est de 1500m x 300m. Les liens sont considérés comme bidirectionnels.
Les critères de performances étudiés sont :
– le packet delivery ratio (PDR) : c’est le rapport entre le nombre de mes-
sages émis au niveau application par les sources CBR et le nombre de
messages applicatifs reçus au niveau des destinations.
– le trafic de contrôle : il doit être le plus faible possible pour optimiser la
bande passante du réseau. Il est mesuré en nombre de transmissions de
paquet de contrôle.
– la pertinence du chemin : c’est la différence entre le chemin pris par les
données et le chemin le plus court existant entre la source et la destination.
Cela montre la capacité du protocole à trouver les routes les plus efficaces
en termes de nombre de nœuds intermédiaires.
Le facteur de mobilité est une grandeur permettant de quantifier la mobilité au
cours de la simulation. Le facteur de mobilité choisi ici pour comparer les quatre
protocoles est le temps de pause (paramètre d’entrée du modèle de mobilité
Random Waypoint). Le temps de pause prend les valeurs : 0, 30, 60, 120, 300,
600 et 900s.
L’équipe Monarch a obtenu les résultats suivants :
– AODV et DSR sont les plus efficaces en terme de PDR quel que soit le
nombre de sources de trafic.
– AODV et DSR utilisent moins de trafic de contrôle par rapport à TORA
et DSDV. DSR s’avère plus performant qu’AODV, surtout à forte mobilité
(temps de pause = 0). Cependant, il faut rappeler que l’overhead est me-
suré en nombre de paquets. Or, l’en-tête DSR est de taille non négligeable
car il contient toute la route que le paquet doit suivre.
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Si on raisonne en charge, alors AODV devient meilleur, sauf en cas de
forte mobilité (temps de pause = 0).
– Les protocoles les plus performants quant à la pertinence du chemin sont
DSDV et DSR. De plus, contrairement à TORA et AODV, ce critère est
relativement indépendant du degré de mobilité.
Globalement, les résultats sont favorables au protocole DSR, et dans une moindre
mesure au protocole AODV.
Cette étude a servi de base à de nombreuses simulations. A ce titre, elle
a été contestée sur de nombreux points. En premier lieu, le degré de mobilité
choisi n’est pas forcément représentatif de la dynamique du réseau. Le trafic de
contrôle aurait dû être comparé au trafic de données véhiculé par le protocole.
En effet, un protocole peut générer plus d’overhead mais acheminer plus de
données. En ce sens, le rapport du volume de contrôle sur le volume de données
aurait été plus judicieux (voir partie 2.1). Pour finir, le critère de distance pour
définir la pertinence du chemin est assez réducteur (aucun résultat relatif aux
délais n’est présenté).
2.3.2 Etude de l’équipe Ericsson
Cette étude [JLH+99] est particulièrement intéressante car, outre l’utilisation
de Random Waypoint pour les scénarii aléatoires, elle emploie des scénarii plus
réalistes pour représenter des applications plus spécifiques :
– conférence (les nœuds sont considérés comme ayant une faible mobilité)
– couverture d’événements (forte mobilité)
– catastrophe (nœuds lents et nœuds plus rapides attachés à des véhicules).
Les protocoles de routage DSDV, AODV et DSR sont comparés selon un nou-
veau facteur de mobilité qui traduit la vitesse relative des nœuds (ce facteur est
calculé à partir du scénario de mobilité). Les sources de trafic sont CBR et sont
au nombre de 15. Le nombre de nœuds est fixé à 50 dans une aire de simulation
carrée de 1000m x 1000m. Le débit d’émission des sources est de 5, 10, 15 et 20
paquets/s.
Les critères de performances présentés sont :
– le délai de bout en bout
– le débit de données reçues
– l’overhead de routage en nombre de paquets et en terme de bits
Les résultats obtenus par l’équipe Ericsson confirme l’avantage des protocoles
DSR et AODV sur DSDV, comme cela avait été montré par l’étude précédente.
En effet, leurs performances en terme de délai et de débit sont largement supé-
rieures que ce soit sur les scénarii aléatoires ou sur les scénarii réalistes. DSR
et AODV ont quasiment le même comportement sur l’ensemble des scénarii.
Cependant, l’étude montre que DSR se comporte mieux que AODV lorsque la
charge de trafic est faible alors que la tendance s’inverse lorsque la charge de-
vient élevée (AODV a alors de meilleures performances). En effet, l’overhead en
bits du DSR est supérieur à celui d’AODV lorsque la charge de trafic est grande
à cause de l’utilisation du routage source. Au contraire, le protocole AODV a
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Figure 2.3: Rapport Donne´es
Trafic de controˆle
pour 10 connexions
l’overhead en bits le plus faible des protocoles considérés, car seule l’adresse
de destination est incluse dans les paquets de données, mais en contrepartie il
affiche un overhead en terme de paquets élevé dû à l’émission périodique de pa-
quets Hello. Ce trafic périodique le pénalise donc sur les configurations à faible
charge. L’utilisation de scénarii plus réalistes a permis de conforter l’efficacité
des protocoles DSR et AODV sur le protocole DSDV quelque soit le contexte
considéré.
2.3.3 Problèmes de performances de DSR et AODV
Les études précédentes ont révélé que les protocoles DSR et AODV présen-
taient les meilleures performances parmi les protocoles de première génération.
S’appuyant sur ces résultats, nous avons comparé plus en détail les performances
des protocoles AODV et DSR.
Nous avons utilisé l’environnement de simulation ns2 (version 2.27) pour
effectuer notre étude de performances. Nous utilisons les implantations des pro-
tocoles DSR et AODV intégrées à ns2. Au niveau MAC, nous utilisons le modèle
802.11 implanté par le groupe Monarch. Nous gardons les valeurs par défaut des
paramètres de ce modèle.
– La portée de transmission de chaque nœud est fixée à 150 m.
– Nous fixons la durée de simulation à 1000s.
– L’aire de simulation est de 1000m x 1000m.
– Nous avons effectué des simulations pour 50, 100 et 150 nœuds.
– Le modèle de mobilité est Random Waypoint. La vitesse maximale de
déplacements des nœuds est limitée à 20 m/s et nous avons utilisé des
temps de pause de 100, 200, 300, 400 et 500s.
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– Le trafic de données est de type CBR (Constant Bit Rate) et le débit
d’émission est de 4 paquets/s.
Pour comparer les performances relatives des deux protocoles, nous calculons
les critères de performances suivants :
– Trafic de controˆle : le nombre de paquets de contrôle transmis. Nous pre-
nons en compte chaque transmission du paquet si la communication s’ef-
fectue sur plusieurs sauts.
– Donne´es : le nombre de paquets de données reçus.
– Charge de donne´es normalise´e : elle est définie comme Donne´es
Trafic de controˆle
.
Ce critère de performances constitue une mesure interne de l’efficacité du
protocole (voir partie 2.1.2).
Le trafic de contrôle et de données est mesuré en termes de paquets comme pour
l’étude Monarch.
Les résultats que nous avons obtenu sont les suivants.
Nous observons dans un premier temps la charge de données normalisée en
fonction de la densité de nœuds (Figure 2.3). 10 connexions sont mises en place.
Chaque point calculé représente une moyenne sur 50 scénarii de mobilité (10
scénarii pour chaque temps de pause).
Pour 50 nœuds, les protocoles DSR et AODV présentent des performances
très proches même si celles de DSR sont légèrement supérieures. Cette différence
est dûe au trafic de contrôle périodique généré par le protocole AODV : les nœuds
AODV émettent périodiquement des messages Hello (voir partie 1.2.3.3).
Pour 100 nœuds, la différence entre DSR et AODV s’accentue. En effet, le
nombre de connexions reste fixe tandis que le nombre de nœuds augmente : le
trafic de contrôle nécessaire à l’établissement des routes est équivalent dans les
deux protocoles mais le trafic de contrôle périodique d’AODV augmente.
Pour 150 nœuds, la tendance s’inverse : la différence entre DSR et AODV
diminue. La politique de maintenance de routes d’AODV s’avère plus efficace et
compense le trafic périodique. Cependant, DSR présente toujours de meilleures
performances.
DSR s’avère plus performant qu’AODV en terme de rapport Donne´es
Trafic de controˆle
quelle que soit la densité de nœuds, même si l’écart est faible.
La figure 2.4 présente la charge de données normalisée en fonction du temps
de pause (paramètre de mobilité). Le critère de performance est calculé sur dif-
férentes configurations de densité (50, 100 et 150 nœuds). Chaque point calculé
représente une moyenne sur 10 scénarii de mobilité.
Nous observons tout d’abord que DSR obtient de meilleures performances à
faible mobilité (temps de pause = 500s) quelle que soit le nombre de nœuds :
le trafic de contrôle périodique d’AODV pénalise ce protocole lorsque les méca-
nismes de découverte de route sont peu utilisés. Lorsque la mobilité augmente,
les mécanismes de routage sont plus utilisés. La politique de maintenance de
routes d’AODV est plus efficace. De plus, la politique de cache du DSR est coû-
teuse lorsque la mobilité est grande : la source essaye toutes les routes disponibles
vers la destination avant de recourir à la procédure de découverte de route. Ce
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comportement génère de nombreuses erreurs de routes. Ainsi, la différence entre
DSR et AODV tend à diminuer lorsque la mobilité augmente : AODV s’avère
même plus performant que DSR à forte mobilité (temps de pause < 200s) pour
les densités de 50 et 150 nœuds.
Les protocoles DSR et AODV voient leurs performances diminuer lorsque la
densité de nœuds augmente.
Nous avons comparé les performances relatives des protocoles DSR et AODV
avec une charge de trafic plus importante : le nombre de connexions est fixé à
20. La figure 2.5 montre la charge de données normalisée en fonction du temps
de pause pour une densité de 100 nœuds.
Pour la même densité, DSR est plus performant lorsque le nombre de connexions
est faible même si la différence diminue lorsque la mobilité augmente (voir figure
2.4(b)). Lorsque le nombre de sources augmente, la différence entre les deux pro-
tocoles diminue. AODV présente même de meilleures performances que DSR à
forte mobilité (temps de pause = 100s).
Le protocole AODV passe relativement mieux à l’échelle que DSR par rap-
port à la charge de trafic.
Les résultats obtenus sont confirmés par l’étude de l’équipe Perkins sur 50
et 100 nœuds qui montre les difficultés des deux protocoles, en particulier DSR,
lorsque le nombre de nœuds et la charge du réseau augmentent [DPR00].
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(a) 50 nœuds
(b) 100 nœuds
(c) 150 nœuds
Figure 2.4: Rapport Donne´es
Trafic de controˆle
pour 10 connexions pour différentes den-
sités de nœuds
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Figure 2.5: Rapport Donne´es
Trafic de controˆle
pour 20 connexions pour une densité de
100 nœuds
2.4 Problématique du passage à l’échelle
2.4.1 Limitations de la diffusion
Les réseaux ad hoc reposent sur des technologies proposant un canal ra-
dio partagé. Ce type de medium est bien adapté à l’utilisation de la diffusion
(broadcast) dès lors que l’on veut transmettre un message à tous ses voisins.
De nombreux protocoles de routage ad hoc emploient le mécanisme de diffusion
afin de mettre en place et de maintenir les chemins de communication. En par-
ticulier, les protocoles réactifs comme DSR et AODV s’appuient sur la diffusion
lors de leur procédure de découverte de routes qui vise à inonder le réseau de
paquets de requête. Ainsi, chaque nœud rediffuse le paquet de requête reçu à
l’ensemble de ses voisins. L’utilisation de l’inondation génère un certain nombre
de problèmes [TNCS02] :
– redondance : un nœud recevra et devra traiter plusieurs fois le même
paquet car ses voisins vont le rediffuser.
– collision : dans la méthode d’accès CSMA/CA du 802.11, il n’y a pas de
mécanisme de réservation du medium de type RTS/CTS pour la diffusion
de trames multipoint. Les collisions sont donc possibles. De plus, l’absence
de mécanisme d’acquittement pour les trames diffusées peut mener à des
collisions répétées.
– contention : tous les voisins d’un nœud vont rediffuser le paquet diffusé
au même instant et leurs communications vont entrer en concurrence pour
l’accès au canal.
– manque de fiabilité : en l’absence de mécanisme d’acquittement, on ne
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peut être sûr que tous les nœuds aient été atteints.
– consommation de la bande passante : l’inondation du réseau implique
que tous les nœuds ayant reçu le paquet vont le rediffuser à leur tour,
consommant ainsi énormément de bande passante.
Tous ces problèmes sont accentués sur des configurations de réseaux denses. En
effet, les collisions et la redondance d’informations augmentent avec le nombre
de voisins. L’inondation du réseau, si elle est acceptable sur des réseaux de petite
taille, devient rapidement très coûteuse en terme de trafic de contrôle sur des
réseaux denses et de grande taille. D’autre part, si le nombre de connexions est
important, les mécanismes basés sur l’inondation (comme la découverte de route
des protocoles réactifs) seront sollicités très fréquemment. Dès lors, le passage
à l’échelle d’un protocole de routage utilisant l’inondation devient difficile.
2.4.2 Etudes du passage à l’échelle
La notion de passage à l’échelle d’un protocole est particulièrement impor-
tante dans les réseaux ad hoc. La nécessité de mettre au point des algorithmes
permettant le passage à l’échelle est imposée par les contraintes ad hoc :
– l’absence d’administration centralisée rend difficile toute planification ou
dimensionnement du réseau.
– dans le cas des protocoles réactifs, la diffusion consomme beaucoup de
bande passante.
– les ressources des unités mobiles (en termes de batterie, de mémoire, . . .)
restreignent les algorithmes gourmands en mémoire et en calcul.
– le dynamisme du réseau peut faire changer les conditions d’utilisation.
Le nombre de nœuds peut augmenter très rapidement via la fusion de
différents réseaux ad hoc. Dans le domaine des réseaux de capteurs, le
nombre de nœuds peut potentiellement atteindre le million. De plus, les
déplacements des unités mobiles peuvent impliquer une densité de nœuds
accrue.
– lorsque la mobilité des nœuds ou le nombre de connexions augmentent, les
mécanismes de routage sont utilisés plus souvent et leur consommation en
bande passante peut augmenter très rapidement.
Nous verrons dans cette partie les différentes caractérisations du passage à
l’échelle proposées par le groupe ANS (Ad hoc Networks Scaling) de l’IRTF
[IRT] ainsi que les études analytiques de cette problématique.
2.4.2.1 Définitions du groupe ANS
Le passage à l’échelle (scalability) d’un protocole de routage dans les réseaux
ad hoc peut être défini comme son aptitude à conserver son efficacité lorsque
certains paramètres du réseau (nombre de nœuds, charge de trafic, mobilité, . . .)
augmentent très fortement. Cette définition permet seulement de caractériser le
passage à l’échelle d’un protocole en termes qualitatifs. Pour permettre l’évalua-
tion voire la comparaison de différents algortihmes, le groupe ANS de l’IRTF a
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pour but d’établir un cadre général pour étudier le passage à l’échelle dans les
réseaux ad hoc. Les principaux objectifs sont de définir les métriques nécessaires
à l’évaluation (appelées métriques primaires), des critères (appelés paramètres
indépendants) permettant de mesurer les performances et la stabilité des al-
gorithmes considérés ainsi qu’une caractérisation du contexte de déploiement
(traduit par un vecteur de paramètres environnementaux) [ASH03].
– les métriques primaires reprennent les mesures externes de l’efficacité
vues dans la partie 2.1 (délai, débit, . . .) et y rajoutent les ressources
matérielles (puissance de la batterie, mémoire, puissance de calcul).
– les paramètres indépendants retenus sont le nombre de nœuds, la den-
sité de nœuds, la charge de trafic ainsi que la mobilité.
– les paramètres environnementaux définissent les conditions opération-
nelles du réseau et regroupent, entre autres, l’aire de déploiement, la pré-
sence d’un réseau filaire, le modèle de trafic et les caractéristiques maté-
rielles des nœuds. Ils représentent l’environnement d’évaluation.
L’efficacité d’un algorithme s’évanouit quand au moins une des métriques
primaires devient arbitrairement grande lorsqu’un paramètre indépendant
tend vers l’infini. La notion “d’arbitrairement grande” peut être précisée selon
le type d’algorithme considéré. Le groupe définit plusieurs types de passage à
l’échelle, toujours en fonction d’un certain triplet (environnement, paramètre
indépendant, métrique(s) primaire(s)) :
– le passage à l’échelle absolu : l’efficacité du protocole ne s’évanouit pas
lorsque le paramètre indépendant tend vers l’infini. Le passage à l’échelle
absolu implique des résultats asymptotiques, qui sont difficiles à obtenir
dans de nombreux cas. Par exemple, un protocole de routage permet un
passage à l’échelle absolu si son trafic de contrôle ne dépasse pas la charge
maximale supportée par le réseau lorsque le nombre de nœuds tend vers
l’infini.
– le passage à l’échelle relatif : une méthode E1 passe mieux à l’échelle
qu’une méthode E2 si limPI→∞
m(E1)
m(E2)
= 0 où m(Ei) est une métrique
primaire de la méthode Ei et PI un paramètre indépendant. Cette notion
permet la comparaison de méthodes.
– le passage à l’échelle optimal : une méthode E1 passe optimalement
à l’échelle si elle passe mieux à l’échelle que n’importe quelle méthode,
toujours par rapport à un certain triplet (environnement, PI, MP). Le
passage à l’échelle optimal définit le meilleur passage à l’échelle possible,
étant donné (E, PI, MP).
– le passage à l’échelle relatif faible : Etant donné un paramètre indé-
pendant variant sur l’intervalle [a,M], une méthode E1 passe faiblement
mieux à l’échelle qu’une méthode E2 si
m(E1(M))−m(E1(a))
m(E2(M))−m(E2(a)) < 1. Elle est in-
téressante car certains paramètres indépendants ne peuvent dépasser une
valeur seuil. Dans ce cas, il est plus facile d’étudier le passage à l’échelle
sur un intervalle fini.
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Ces différents degrés de passage à l’échelle permettent de caractériser un pro-
tocole ou la comparaison de plusieurs protocoles selon les outils disponibles.
Lorsque l’approche formelle est possible, le passage à l’échelle absolu ou optimal
peut être obtenu. Dans une étude par simulation, le passage à l’échelle relatif
faible sera plus approprié.
2.4.2.2 Travaux analytiques sur le passage à l’échelle
Gupta et Kumar ont effectué une étude théorique du passage à l’échelle qui
analyse le débit de bout en bout de chaque nœud L lorsque le nombre de nœuds
N dans le réseau devient très grand [GK00].
Cette étude considère deux modèles de réseau : le modèle arbitraire et le
modèle aléatoire.
– le modèle arbitraire considère que tous les nœuds sont disposés sans res-
triction dans la surface du réseau (un disque). Il n’y a aucune restriction
sur les puissances de transmission, le type de trafic ainsi que sur le proto-
cole de routage.
– le modèle aléatoire suppose une distribution uniforme des nœuds dans
la surface du réseau, le type de trafic est aléatoire et la puissance de
transmission est fixée afin d’assurer la connectivité du réseau quand le
nombre de nœuds tend vers l’infini.
Dans les deux modèles, tous les nœuds sont considérés comme statiques. De plus,
les auteurs considérent deux modèles de réception : le modèle niveau protocole
et le modèle niveau physique.
– le modèle niveau protocole suppose qu’une transmission échoue si le ré-
cepteur est dans les zones de couverture de deux émetteurs.
– le modèle niveau physique est plus proche de la réception dans les réseaux
ad hoc réels : la transmission est réussie si le rapport signal sur bruit et
interférence dépasse un certain seuil.
Sur le modèle de réception niveau protocole, le débit L varie en Θ( 1√
N
) pour
le modèle de réseau arbitraire et en Θ( 1√
N log(N)
) pour le modèle de réseau
aléatoire. Avec le modèle de réception niveau physique, en considérant que le
facteur d’atténuation lié à la propagation α > 2 , le débit L varie en Θ( 1
N
1
α
)
pour le modèle de réseau arbitraire et en Θ( 1√
N
) pour le modèle aléatoire. Cette
étude montre que le débit de bout en bout de chaque nœud L tend vers 0 lorsque
le nombre de nœuds N tend vers l’infini.
Quel que soit le protocole de routage utilisé, les auteurs montrent que le
passage à l’échelle absolu par rapport à taille du réseau n’est pas possible.
L’étude de Graussgloser et Tse part des résultats de l’étude précédente en
modifiant leur modèle de réseau aléatoire [GT02]. Le modèle de réception au
niveau physique prend désormais en compte le gain de traitement afin de réduire
les interférences. Les positions des nœuds suivent un processus ergodique sta-
tionnaire avec une distribution uniforme dans la surface du réseau alors que les
nœuds étaient statiques dans le modèle de [GK00]. Enfin, les auteurs supposent
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que les paires source-destination ne changent pas et des délais de bout en bout
très longs sont acceptables. A partir de ce modèle plus favorable, l’existence
d’une politique d’ordonnancement et de routage permettant de transmettre un
paquet jusqu’à sa destination en moins de deux sauts est démontrée. Cela per-
met au débit de bout en bout de chaque nœud de varier en Θ(1)quand le nombre
de nœuds N tend vers l’infini.
Santivanez et al. [SMSR02] se sont intéressés au cas particulier du passage à
l’échelle des protocoles de routage ad hoc. Pour réaliser leur étude analytique,
ils définissent le critère de trafic de contrôle complet (total overhead) qui servira
de base à l’évaluation du passage à l’échelle de plusieurs protocoles de routage.
Un facteur de passage à l’échelle du réseau est proposé, fonction de la charge
minimale du réseau et des paramètres considérés. Les paramètres de passage à
l’échelle considérés sont le nombre de nœuds, la mobilité et le trafic.
Cette étude démontre les difficultés de passage à l’échelle quelle que soit la
catégorie de routage (réactif, proactif ou hybride).
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2.5 Conclusion
Les réseaux ad hoc possèdent des contraintes fortes (bande passante et res-
source matérielles limitées, dynamisme de la topologie) qui découlent de leur
architecture distribuée ainsi que des méthodes d’accès utilisées. Ces contraintes
particulières ont nécessité la mise au point de protocoles de routage ad hoc
dédiés. Au vu des évaluations menées par différentes équipes, les protocoles de
1èregénération AODV et DSR offrent de très bonnes performances, en ce qui
concernent le débit et le délai de bout en bout, sur des réseaux de petite taille
(de l’ordre de la centaine de nœuds) et des charges de réseau faibles. Cependant,
si la taille du réseau est importante, DSR et AODV voient leurs performances
décroitre très rapidement, en particulier pour DSR. Nous avons explicité leur
difficulté de passage à l’échelle par rapport à la taille du réseau et à la charge
par simulation : elle provient essentiellement de leur mécanisme d’acquisition de
routes car il est basé sur l’inondation du réseau avec des paquets de contrôle. Les
études analytiques menées sur la problématique du passage à l’échelle montrent
également les limitations des protocoles de 1èregénération.
Nous verrons dans le chapitre suivant les solutions qui peuvent être envi-
sagées pour améliorer ces performances et permettre le passage à l’échelle des
protocoles de routage ad hoc.
Chapitre 3
Méthodes d’adaptation dans
les réseaux ad hoc
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Dans le chapitre 2, nous avons vu que les protocoles de routage de pre-
mière génération comme AODV et DSR ont des difficultés pour maintenir leurs
performances lorsque les conditions du réseau changent.
Dans ce chapitre, nous nous intéressons aux moyens qui permettent aux
protocoles de routage de s’adapter aux changements de réseau afin d’améliorer
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leurs performances. Parmi les dynamiques du réseau, la mobilité des nœuds et la
taille du réseau influencent directement les performances des protocoles. Après
avoir caractérisé l’adaptation dans les réseaux ad hoc dans la partie 3.1, nous
présenterons les mécanismes de base qui permettent de s’adapter par rapport à
la mobilité du réseau dans la partie 3.2. Nous verrons ensuite les solutions de
2ème génération proposées pour permettre le passage à l’échelle par rapport à
la taille du réseau dans la partie 3.3. Parmi celles-ci, les méthodes de clustering
seront plus particulièrement analysées dans la partie 3.4. Nous présenterons
alors notre méthode d’adaptation du routage dans la partie 3.5.
3.1 Notions d’adaptation
Nous pouvons distinguer deux types d’adaptation d’un protocole dans les
réseaux ad hoc :
– adaptation aux conditions du réseau : un protocole est choisi car ses carac-
téristiques conviennent à l’application choisie. Par exemple, un protocole
proactif sera efficace dans des réseaux de grande taille et à mobilité faible.
– auto-adaptation aux conditions du réseau : un protocole détecte les condi-
tions du réseau et ajuste son comportement selon elles.
Quel que soit le type d’adaptation envisagée, elle s’effectue par rapport à un ou
plusieurs paramètres du réseau. Les paramètres d’adaptation les plus courants
sont :
– la qualité du lien : Lin et al. proposent dans [LKL05] d’adapter la
transmission des données et le routage selon les conditions du canal. Ils
utilisent un codage canal adaptatif et une technique de modulation qui
permettent aux utilisateurs de changer dynamiquement leur débit de don-
nées en ajustant le niveau de protection aux erreurs. La qualité du lien est
estimée grâce au rapport signal-à-bruit mesuré sur des symboles pilotes.
Quand le lien est de bonne qualité, l’émetteur utilise une modulation avec
un plus grand nombre de bits (par ex, 16QAM) et un taux de correction
d’erreurs plus élevé afin de maximiser le débit sur le lien. Si on détecte
un lien de faible qualité, l’émetteur emploie un nombre de bits plus petit
pour moduler le signal (par ex, BPSK) et un taux de correction d’erreurs
plus faible pour assurer la transmission avec un débit faible. La qualité
de lien permet aussi de déclencher des mécanismes de recouvrement de
route (global ou local) lorsque le débit disponible ne satisfait les besoins
en bande passante.
– la mobilité : de nombreuses métriques permettant d’estimer la mobilité
des nœuds ont été proposées. La définition donnée à la mobilité dépend de
la couche d’utilisation (routage, MAC, . . .). Nous étudierons les métriques
de mobilité et leurs applications dans la partie 3.2.
– la taille du réseau et la densité de nœuds : la densité de nœuds et le
nombre de nœuds dans le réseau sont deux notions différentes mais sont
souvent considérées en même temps. La densité décrit la concentration des
nœuds dans une aire donnée (information locale) tandis que le nombre de
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nœuds dans le réseau est une mesure globale. De nombreuses solutions
ont été proposées pour permettre le passage à l’échelle des protocoles de
routage par rapport à ces paramètres :
– les architectures hybrides (C-DSR)
– les protocoles hybrides (ZRP, IZR)
– les protocoles proactifs (TBRPF, OLSR)
– les protocoles basés sur la position des nœuds
– les protocoles basés sur des backbones virtuels (Connected Dominating
Sets, Clustering)
Nous détaillerons ces différentes approches dans les parties 3.3 et 3.4.
3.2 Adaptation à la mobilité
La mobilité des nœuds peut être définie et calculée de différentes manières.
Nous présentons dans cette partie les principales métriques de mobilité et leurs
utilisations.
3.2.1 Métriques de mobilité
Vitesse relative
Johansson et al. présentent une métrique de mobilité basée sur la vitesse
relative entre les nœuds[JLH+99]. Soit l(x, t) la position du nœud x à
l’instant t, la vitesse relative entre 2 nœuds x et y à l’instant t est définie
comme :
v(x, y, t) =
d(l(x, t) − l(y, t))
dt
La mesure de mobilité entre deux nœuds est alors définie comme la vitesse
relative moyenne entre x et y sur la période T .
Mxy =
1
T
∫
t0≤t≤t0+T
| v(x, y, t) | dt
Chaque nœud doit connaitre sa position via un mécanisme de localisation
comme le GPS. L’unité mobile doit obtenir périodiquement la position des
autres nœuds pour pouvoir calculer la métrique de mobilité. Une mesure
de mobilité basée sur la vitesse relative est difficile à calculer dans un
déploiement réel du protocole car tous les nœuds doivent posséder un
mécanisme de localisation.
Link change rate
Boleng utilise la fréquence de changements de liens pour évaluer la mobilité
[Bol01]. Le calcul de cette métrique est simple et totalement distribué.
Différents critères de performances comme le délai de bout en bout et
le pdr sont étudiés en fonction de la fréquence de changements de liens.
L’auteur montre que la fréquence de changements de liens est liée à la
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performance relative d’un protocole de routage : si la fréquence est élevée,
le protocole sera moins efficace. Cependant, la fréquence de changements
de liens ne caractérise pas précisément la performance du protocole.
Link duration
Boleng, Navidi and Camp visent à améliorer la fréquence de changements
de liens en prenant en compte la durée de vie des liens. Ils proposent la
durée moyenne de lien comme métrique de mobilité [JWT02]. L’approche
consiste à pondérer le nombre de changements de liens par la stabilité des
liens. La durée d’un lien est définie comme la période pendant laquelle 2
nœuds sont à portée radio l’un de l’autre. Chaque unité mobile peut cal-
culer sa durée moyenne de lien en moyennant les durées de lien constatées
avec ses voisins.
La durée moyenne de lien permet de fournir une métrique locale de la
mobilité. Elle est facilement calculable si les nœuds échangent périodique-
ment des messages avec leurs voisins (par exemple, des messages Hello).
Les auteurs prouvent que leur métrique capture la mobilité des nœuds
en observant les critères de performances usuels en fonction de la durée
moyenne de lien : le pdr augmente avec la durée de lien, le délai de bout
en bout et le trafic de contrôle diminuent lorsque la durée de lien aug-
mente. Ces résultats sont conformes aux comportements que l’on attend
des critères de performances en fonction de la mobilité.
Eloignement
La proposition de Kwak, Song et Miller repose sur une fonction d’éloignement[KSM03].
L’éloignement entre les nœuds i et j est défini comme :
Rij(t) = F (dij(t))
où F est une fonction de la distance séparant i et j, dij(t). Plusieurs
conditions sur F doivent être réunies : F doit être croissante, bornée et
plus sensible au mouvement lorsque l’éloignement est proche du rayon
de transmission. Les auteurs utilisent une fonction F répondant à leurs
critères mais n’importe quelle autre fonction F peut être utilisée pour
définir l’éloignement. Cette liberté dans le choix de F rend la mesure de
mobilité adaptable selon l’application choisie.
La mesure de la mobilité des autres nœuds vue par le nœud i, Mi(t), est
définie par :
Mi(t) =
1
N − 1
N−1∑
j=0
| d
dt
F (dij(t)) |
où N est le nombre de nœuds. La mesure de mobilité globale est alors
calculée comme :
M(t) =
1
N
N−1∑
i=0
Mi(t)
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La mesure de mobilité globale est évaluée sur des scénarii obtenus via
différents modèles de mobilité comme Random Waypoint ou RPGM. Les
résultats de simulation montrent une relation linéaire entre la mesure de
mobilité globale et la fréquence de changements de liens.
Predicted link status
Jiang et al. proposent de prédire le statut du lien (disponible ou non)
pour une certaine période de temps Tp. L(Tp) est la probabilité que le
lien soit disponible pendant la période Tp. Les auteurs supposent que les
mouvements des nœuds peuvent être divisés en différentes époques. Du-
rant chacune de ces époques, la vitesse et la direction de déplacement du
nœud sont supposées constantes. Pour simplifier le calcul de la probabilité
L(Tp), les auteurs supposent que la distribution des époques suit une loi
exponentielle. L(Tp) peut être calculé en déploiement réel si chaque nœud
mesure la période pendant laquelle le lien est disponible.
Les auteurs utilisent la prédiction du statut du lien pour améliorer la
gestion du cache DSR. Lorsqu’un nœud reçoit un paquet, il doit prédire
Tp et estimer L(Tp) pour le lien entre lui et l’émetteur du paquet. Les
paramètres estimés doivent alors être propagés au prochain saut. Pour
cela, un champ d’un octet est ajouté à l’en-tête DSR. Il indique jusqu’à
quand le lien sera disponible (heure courante + L(Tp).Tp). La durée de vie
du lien dans le cache est alors égale à L(Tp).Tp. Ainsi, si le même lien est
stocké dans plusieurs nœuds, il sera supprimé simultanément des caches
des nœuds concernés. De cette manière, les caches de lien contiennent
moins d’informations périmées. L’utilisation de la prédiction de lien dans
la gestion du cache améliore notamment les performances du DSR en
termes de trafic de contrôle et de délai de bout en bout.
Différentiel de routes
Hu et Johnson utilisent une nouvelle métrique qui dépend du protocole
DSR[HJ00]. Les auteurs calculent le nombre de changements de route entre
les unités mobiles pour évaluer la mobilité globale du réseau. Le nombre de
changements de routes entre deux nœuds est le nombre minimum de fois
où les deux stations devraient changer de route afin que leur connectivité
soit toujours assurée.
VPR (Virtual Paths Routing)
Altahi et Richard utilisent la table de routage pour évaluer la mobilité[AR04].
Une entrée est supprimée du cache lorsqu’un chemin est rompu. La rupture
d’un chemin révèle la mobilité de certains nœuds. Les auteurs proposent
de comptabiliser périodiquement le nombre d’entrées supprimées du cache
pour calculer leur métrique de mobilité. N est le nombre d’entrées suppri-
mées du cache depuis le dernier calcul. C est le nombre d’entrées dans le
cache. L’indicateur de mobilité M est alors obtenu :
M =
N
C
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Les auteurs utilisent cette métrique pour ajuster la durée de vie des en-
trées de la table de routage. Si un nœud a supprimé au moins une entrée
depuis le dernier calcul de la métrique, il doit diminuer la durée de vie des
entrées de sa table de routage. L’ajustement de la durée de vie des entrées
est proportionnel à la métrique de mobilité M . Si aucune entrée n’a été
supprimée depuis le dernier ajustement, le nœud augmente la durée de vie
des entrées de son cache.
3.2.2 Choix d’une métrique de mobilité
Les métriques de mobilité peuvent être utilisées pour :
– le choix des chemins : dans la plupart des protocoles de routage ad hoc,
le critère de sélection des routes est le nombre de sauts (DSR, AODV,
. . .). Cependant, choisir la route la plus stable en terme de mobilité peut
accroître la durée de vie du chemin. Des routes plus stables permettent
d’utiliser moins souvent les procédures de découverte de routes.
– la gestion du cache : l’algorithme de gestion de la table de routage a
une grande importance sur les performances des protocoles réactifs comme
DSR (voir partie 1.3.2.4). Les entrées périmées entrainent un trafic inutile
et retardent le déclenchement de la découverte de routes. Ajuster la durée
de vie des entrées du cache en fonction de la mobilité permet de d’améliorer
la fraicheur des routes utilisées.
– la mise en place de clusters : les algorithmes de clustering visent à
mettre en place une architecture virtuelle. La stabilité de cette architec-
ture constitue un critère de performance important. Certains algorithmes
utilisent des critères de mobilité comme le statut des liens pour mettre en
place l’architecture (partie 3.4.1.3).
Les définitions de la mobilité sont très différentes selon l’utilisation visée. Cer-
taines s’appuient sur les caractéristiques relatives d’un mobile par rapport aux
autres (vitesse relative, éloignement). Du point de vue du routage, les métriques
basées sur la notion de lien semblent les plus intéressantes. En effet, le déplace-
ment ou la panne d’un mobile ont un effet équivalent pour les nœuds voisins :
la rupture d’un lien.
Certaines métriques de mobilité sont calculées grâce à des émissions pério-
diques de chaque nœud (Link change rate, Link duration, . . .). Cette méthode
permet à chaque nœud d’avoir une estimation de sa métrique régulièrement.
Ainsi, la mesure de la mobilité est plus précise. Cependant, l’émission pério-
dique de paquets génère un surplus de trafic de contrôle quand elle n’est pas
nécessaire au fonctionnement d’un protocole. Les protocoles AODV et OLSR
peuvent calculer les métriques basées sur des échanges périodiques : leur fonc-
tionnement requiert un échange périodique de messages Hello. Ces messages
servent à s’assurer de la qualité et de la symétrie des liens.
En revanche, aucun échange périodique n’est intégré au protocole DSR. Les
informations de routage sont alors utilisées pour avoir une estimation de la
mobilité. Le trafic de contrôle peut être généré par la mobilité des nœuds. Par
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exemple, l’envoi d’un paquet Route Error indique la rupture du chemin. Les
ruptures de lien se répercutent sur la table de routage. La gestion de la table de
routage permet alors de mesurer la mobilité comme dans le VPR.
Le choix d’une métrique de mobilité dépend essentiellement des informations
disponibles au niveau routage. Si l’échange périodique de paquets est intégré au
fonctionnement du protocole, il permet de calculer de nombreuses métriques.
Sinon, les informations de routage comme le trafic de contrôle ou la gestion de
la table permettent d’avoir une estimation de la mobilité sans générer de trafic
de contrôle supplémentaire.
3.3 Routage adapté à la taille du réseau
Pour les réseaux de grande taille, une simple adaptation des variables du
protocole de routage n’est pas suffisante. En effet, les protocoles de première
génération utilisent des procédures basées sur l’inondation du réseau et ne sont
pas adaptés aux réseaux de grande taille. Ainsi, des solutions dédiées ont été
proposées pour répondre au passage à l’échelle du routage dans les réseaux ad
hoc. Ces solutions permettent aussi un meilleur passage à l’échelle lorsque la
charge de trafic augmente. Nous présentons dans cette partie les principales
solutions proposées par la communauté scientifique.
3.3.1 C-DSR
Le protocole C-DSR (Cellular DSR) est une extension du protocole DSR
[JHP+03]. Il permet le passage à l’échelle du DSR dans le cas des réseaux maillés
hybrides. Le déploiement de C-DSR s’appuie sur une architecture appelée Ad
Hoc City et composée de :
– stations de base fixes : chaque station de base gère les routeurs mobiles
présents dans sa cellule. La taille de la cellule n’est pas déterminée par la
portée de transmission mais par le nombre de sauts à partir de la station
de base (paramètre fixe pour l’ensemble du réseau noté h).
– routeurs sans fil mobiles : ils sont implantés sur des véhicules. Les routeurs
mobiles gérent les utilisateurs mobiles à portée radio.
– utilisateurs mobiles : les utilisateurs mobiles utilisant le réseau ne par-
ticipent pas au relayage des données. L’association entre les utilisateurs
mobiles et les routeurs mobiles n’est pas considérée par la proposition.
Les paquets provenant d’un utilisateur mobile sont acheminés à travers les rou-
teurs mobiles jusqu’à la station de base la plus proche en nombre de sauts de
la source. La station de base peut alors router les paquets vers Internet ou vers
la station de base la plus proche de la destination. Si la source et la destination
sont toutes les deux dans le réseau Ad Hoc City, les paquets peuvent être ache-
minés par les routeurs mobiles sans passer par les stations de base si le chemin
est plus court.
Localisation des routeurs mobiles
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Une des stations de base, appelée registre de localisation mobile, conserve
une base centrale de localisation des routeurs mobiles. Chaque routeur
est localisé grâce à la station de base à laquelle il est associé. Chaque
station de base mémorise les informations de localisation reçues dans un
cache de localisation pour réduire le nombre de requêtes vers le registre
de localisation.
La position des routeurs mobiles est obtenue grâce à la surveillance des
paquets de contrôle envoyés lors des procédures de découverte et de main-
tenance de route de C-DSR. Lorsqu’une station de base reçoit une requête
de route ou une réponse de route provenant d’un routeur mobile, elle la re-
laie au registre de localisation pour mettre à jour la base centrale. La route
DSR contenue dans le paquet permet aussi un enregistrement implicite des
nœuds intermédiaires. Si un routeur mobile nécessaire à la transmission
de paquets est absent de la base centrale, le registre de localisation ini-
tie une découverte de route à partir d’une ou plusieurs stations de base
(mécanismes de paging).
Découverte de route
Lorsqu’un routeur mobile désire émettre des données, il cherche une route
vers la destination ou vers une station de base dans sa table de routage.
Une route vers une station de base est choisie si le nombre de sauts entre
le routeur et la station de base est inférieur ou égal à h (taille d’une
cellule). Sinon, si le routeur ne dispose d’aucune route vers la destination,
il déclenche une découverte de routes DSR en diffusant une requête de
route à portée limitée (TTL égal à h) :
– lorsqu’une station de base reçoit la requête de route :
1. elle répond à la source en utilisant la route construite lors du re-
layage de la requête.
2. elle relaie la requête jusqu’au registre de localisation pour l’enregis-
trement de la source.
– si la destination recherchée reçoit la requête de route, elle renvoie une
réponse de route comme dans le protocole DSR de base.
Lorsque le routeur souhaite émettre des données, il choisit entre les routes
reçues en réponse (provenant de la (ou des) station(s) de base et/ou de la
destination) la meilleure en terme de nombre de sauts.
Gestion des paquets de données niveau station de base
Lorsqu’une station de base reçoit un paquet de données, elle cherche une
route vers la destination dans son cache de localisation. Si une telle route
existe, elle supprime la route présente dans l’en-tête et relaie les données
jusqu’à la station de base associée à la destination. Sinon, elle mémorise
le paquet et fait une requête vers le registre de localisation. Le registre de
localisation répond à la station de base si l’entrée est présente dans sa base
centrale. Sinon, il déclenche une découverte de route à partir des stations
de base pour localiser la destination.
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La solution C-DSR est proposée dans un contexte de déploiement très précis.
Cette extension permet le passage à l’échelle du DSR mais nécessite la présence
d’une infrastructure fixe pour pouvoir fonctionner.
3.3.2 Protocoles de routage hybrides
3.3.2.1 ZRP
Le protocole ZRP (Zone Routing Protocol) est un protocole de routage hy-
bride combinant des mécanismes réactifs et proactifs [Haa97, HP98, HPS03]. Il
a été mis au point par l’équipe de Haas de l’université de Cornell. Chaque nœud
possède une zone de routage, délimitée par un nombre de sauts à partir du nœud
considéré (rayon de la zone). La zone de routage regroupe tous les nœuds dont
la distance en nombre de sauts est inférieure ou égale au rayon de la zone. Le
fonctionnement de ZRP s’appuie sur trois protocoles :
– le protocole IARP (Intra-Zone Routing Protocol) : c’est un protocole
proactif qui permet à chaque nœud de connaitre la topologie de sa zone
de routage (comme OLSR par exemple).
– le protocole IERP (Inter-Zone Routing Protocol) : c’est un protocole réac-
tif pour découvrir les routes vers les nœuds externes à la zone de routage
(comme DSR ou AODV).
– le protocole BRP (Bordercast Resolution Protocol) : il est utilisé en as-
sociation avec le protocole IERP. Au lieu d’utiliser la diffusion classique,
ce protocole permet de ne relayer la requête de route d’un nœud qu’aux
nœuds périphériques de sa zone (connus grâce à l’IARP). Les nœuds pé-
riphériques de la zone sont les nœuds situés à une distance en nombre de
sauts égale au rayon de la zone.
Découverte de route
Lorsqu’un nœud a un paquet à émettre, il consulte les tables de routage
de ses protocoles IARP et IERP. S’il ne trouve pas de route vers la des-
tination, il va déclencher une découverte de route IERP et émettre une
requête de route.
La requête est relayée jusqu’aux nœuds périphériques (grâce au protocole
BRP) qui vont vérifier si la destination est dans leur zone ou s’il possède
une route valide :
– si un nœud périphérique possède une route, il renvoie une réponse de
route à la source.
– sinon, il va relayer la requête aux nœuds périphériques de sa zone.
ZRP peut être considéré comme un cadre de routage modulaire :
– un protocole de routage proactif à état de liens peut être adapté pour être
utilisé comme IARP.
– n’importe quel protocole réactif peut être utilisé comme IERP.
– seul le protocole BRP est interne à ZRP
Les performances du protocole ZRP sont dépendantes de la taille de la zone de
routage. Dans ZRP, tous les nœuds du réseau doivent possèder le même rayon de
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zone. Un petit rayon de zone sera adapté aux réseaux très mobiles tandis qu’un
rayon plus grand conviendra aux réseaux peu mobiles. Le besoin d’adaptation du
rayon de la zone selon les conditions de réseaux amena l’équipe d’Haas à proposer
un protocole adaptatif appelé IZR (Independent Zone Routing) [SPH04].
3.3.2.2 IZR
Le protocole IZR (Independent Zone Routing) est une extension du proto-
cole ZRP. Il permet l’adaptation du rayon de la zone de routage de manière
distribuée. Chaque nœud décide individuellement du rayon de sa zone de rou-
tage. Les nœuds du réseau peuvent donc avoir des rayons de zone différents,
contrairement à ZRP. L’idée d’IZR est d’adapter le rayon de la zone de routage
d’après les conditions de mobilité qui peuvent varier en fonction du temps et
selon les régions du réseau.
Une zone d’émission (Send Zone) est définie pour chaque nœud. Elle cor-
respond à tous les nœuds auxquels le nœud doit transmettre des informations
de routage proactives. Cette zone a été introduite pour que les nœuds puissent
avoir des rayons différents (dans ZRP, zone d’émission et zone de routage sont
confondues).
Les mécanismes de routage d’IZR sont similaires à ceux de ZRP. Ils ont été
adaptés afin de prendre en compte des tailles de zone de routage différentes.
IZR adapte le rayon de la zone de routage en combinant deux algorithmes :
– Min-Searching : La taille de la zone de routage est itérativement in-
crémentée ou décrémentée jusqu’à ce qu’un minimum local en terme de
trafic de contrôle soit atteint. Le trafic de contrôle passant par le nœud
est mesuré sur un certain intervalle de temps. L’algorithme Min-Searching
converge lorsque C(R) < C(R−1) et C(R) < C(R+1) où C(R) représente
le trafic de contrôle mesuré pour un rayon de zone égal à R sauts.
– Estimation Adaptative du Trafic : lorsque le rayon de zone est plus
grand que le rayon optimal, le trafic de contrôle est essentiellement consti-
tué de paquets proactifs. Si le rayon de zone est inférieur au rayon optimal,
le trafic sera principalement constitué de requêtes réactives. L’algorithme
d’Estimation Adaptative du Trafic compare le rapport trafic re´actif
trafic proactif
reçu
sur un intervalle de temps avec un seuil de référence :
– trafic re´actif
trafic proactif
> seuil : le rayon de zone est incrémenté pour réduire la
prédominance du trafic réactif.
– trafic re´actif
trafic proactif
< seuil : le rayon de zone est décrémenté pour diminuer
la prédominance du trafic proactif.
Initialement, l’algorithme Min-Searching est appliqué en partant d’un rayon
de zone égal à 1. Une fois qu’un minimum du trafic de contrôle est atteint,
le seuil de référence est initialisé avec le rapport trafic re´actif
trafic proactif
correspondant.
L’Estimation Adaptative du Trafic va alors ajuster dynamiquement le rayon de
la zone en se basant sur le seuilde référence déterminé au cours de l’exécution
de l’algorithme Min-Searching.
L’extension IZR apporte l’auto-adaptation au protocole ZRP. L’adaptation
de la zone de routage se fait de manière distribuée et se base sur la quantité de
CHAPITRE 3. MÉTHODES D’ADAPTATION DANS LES RÉSEAUX AD HOC53
trafic de contrôle réactif et proactif reçu. Cependant, l’estimation du rayon de
zone optimal est complexe.
3.3.3 Routage basé sur la position
Cette classe de protocoles utilise la position géographique des nœuds pour
prendre des décisions de routage. Cela suppose que chaque nœud peut détermi-
ner individuellement sa propre position. L’un des mécanismes les plus utilisés
pour obtenir sa position est le GPS (Global Positioning System) [Get93]. La
décision de routage à chaque nœud est basée sur les positions de la destina-
tions et des voisins. Typiquement, le paquet est relayé vers le voisin qui est le
plus proche (en distance) de la destination. Chaque nœud informe ses voisins
de sa propre position en émettant périodiquement des balises. La position de la
destination peut être obtenue grâce à un service de localisation.
Les algorithmes de routage basés sur la position ne requiert pas de méca-
nismes de découverte et de maintenance de route. Les nœuds n’ont pas besoin
de stocker de table de routage ni de transmettre des paquets pour maintenir
de telles tables. Cette caractéristique est très intéressante dans les réseaux à
très forte mobilité où les informations de routage périmées réduisent les per-
formances. De plus, le routage basé sur la position permet de distribuer facile-
ment des paquets à tous les nœuds d’une zone géographique donnée (geocasting)
[NI97].
Le routage basé sur la position peut être divisé en deux services : le service
de localisation et le routage des paquets de données.
Service de localisation
Il consiste à faire correspondre l’identifiant du nœud (généralement l’adresse
IP) avec sa position géographique. Il est utilisé par la source de paquets de
données afin de localiser la destination. Les nœuds intermédiaires peuvent
avoir recours à ce mécanisme pour estimer plus précisément la position de
la destination. Un service de localisation peut être caractérisé par :
– son mode de mise à jour : réactif, proactif ou hybride.
– sa structure : plate ou hiérarchique.
– son type de stockage des positions : certains-pour-certains (some-for-
some), certains-pour-tous (some-for-all), tous-pour-certains (all-for-some)
ou tous-pour-tous (all-for-all).
Routage
La localisation de la destination est incluse dans l’en-tête de chacun des pa-
quets de données pour permettre leur acheminement. Si un nœud possède
une estimation plus précise de la position de la destination, il peut choisir
de mettre à jour la localisation présente dans l’en-tête avant de le relayer.
Les algorithmes de routage peuvent être divisés en trois catégories :
– greedy routing : le nœud relaie le paquet à son voisin le plus proche
de la destination.
– inondation dirigée (directed flooding) : le nœud relaie le paquet à
plusieurs de ses voisins les plus proches de la destination
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– hiérarchique : une hiérarchie est mise en place pour permettre le pas-
sage à l’échelle. Différents algorithmes de routages, basés ou non sur la
position, peuvent être utilisés selon le niveau dans la hiérarchie.
3.3.3.1 Service de localisation
Réactif
Les service de localisation réactifs, comme RLS (Reactive Location Ser-
vice), sont basés sur l’inondation du réseau. Lorsqu’un nœud veut locali-
ser une destination, il diffuse une requête de localisation dans le réseau.
La portée de la requête peut être limitée et incrémentée progressivement
selon les algorithmes (de type expanding ring search). Les services de lo-
calisation réactifs ont les mêmes problèmes de passage à l’échelle que les
protocoles réactifs à cause du coût lié à l’inondation du réseau. Ce type
d’algorithme possède une structure plate et un stockage des positions de
type tous-pour-certains : tous les nœuds possèdent les positions des unités
mobiles pour lesquelles ils ont fait des recherches.
Proactif
Basagni et al. proposent dans [BCSW98] un mécanisme proactif à la struc-
ture plate nommé DREAM (Distance Routing Effect Algorithm for Mo-
bility). Ils utilisent une approche de stockage des positions de type tous-
pour-tous i.e chaque nœud conserve la localisation de tous les autres nœuds
du réseau. Chaque nœud peut ajuster :
– la fréquence à laquelle il émet des mises à jour sur sa position : la vitesse
de déplacement peut être calculée car le nœud connait ses positions
successives. Si sa vitesse de déplacement augmente, le nœud envoie des
mises à jour plus rapprochées.
– la portée (en nombre de sauts) de ses mises à jour : les mises à jour à
portée maximale sont envoyées moins fréquemment que les mises à jour
vers les voisins. Les nœuds éloignés ont une estimation moins précise de
la position du nœud que ses voisins. Lorsque qu’un paquet est relayé
vers une destination, les nœuds intermédiaires ont une localisation plus
précise de la destination et peuvent mettre à jour l’en-tête.
DREAM permet un meilleur passage à l’échelle que les services réactifs.
Cependant, le réseau est inondé lorsqu’un nœud informe les unités
mobiles éloignées de sa position.
Hybride
Li et al. ont étudié un service hiérarchique appelé GLS (Grid Location Ser-
vice) [LJC+00]. L’aire de réseau est divisée en une hiérarchie de carrés :
chaque carré d’ordre N contient quatre carrés d’ordre (N-1). Un carré
d’ordre 1 possède une taille comparable à la portée radio d’un nœud.
Chaque nœud possède des informations de localisation sur certains autres
nœuds : l’approche est tous-pour-certains. Chaque nœud conserve les po-
sitions de tous les nœuds qui sont dans le même carré d’ordre 1. La table
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Nom RLS DREAM GLS
Mise à jour Réactive Proactive Hybride
Architecture Plate Plate Hiérarchique
Stockage des positions tous-pour-certains tous-pour-tous tous-pour-certains
Tab. 3.1 – Caractéristiques des services de localisation étudiés
est construite grâce à des émissions périodiques de mise à jour limitées à
la taille du carré d’ordre 1.
Chaque unité mobile sélectionne les nœuds qui vont posséder sa localisa-
tion (ses serveurs de localisation) en se basant sur l’identifiant. Il envoie sa
position au nœud ayant l’identifiant (supérieur au sien) le plus faible dans
chacun des trois autres carrés d’ordre 1 qui font partie du même carré
d’ordre 2. Le mécanisme est répété aux niveaux supérieurs : les nœuds
ayant l’identifiant (supérieur au sien) le plus faible dans chacun des trois
autres carrés d’ordre 2 environnants sont choisis pour conserver la position
du nœud. Le processus s’achève lorsque tout le réseau est couvert.
Lorsqu’un nœud souhaite connaitre la position d’une destination donnée, il en-
voie une requête, parmi les nœuds dont il connait la localisation, au nœud qui
possède l’identifiant le plus proche du nœud recherché. Si le nœud ne connait pas
la position du nœud recherché, il connaitra un nœud possédant un identifiant
plus proche de la destination à localiser et lui relayera la requête. La recherche
se termine lorsque la localisation du nœud est découverte.
Un nœud n’a pas besoin de connaitre l’adresse de ses serveurs de localisa-
tion. L’information de position est relayée aux nœuds ayant l’identifiant le plus
proche par un mécanisme similaire à la recherche de position. L’information de
localisation est distribuée dans le réseau car chaque nœud possède ses propres
serveurs de localisation. GLS passe mieux à l’échelle que DREAM grâce à la
distribution des informations de position et l’utilisation d’une hiérarchie.
Les caractéristiques des services de localisation présentés dans cette partie
sont résumées dans le tableau 3.1.
3.3.3.2 Routage des données
Greedy routing
Lorsq’un nœud reçoit un paquet de données, il le relaie à un de ses voisins
(à un saut) plus proche de la destination. Plusieurs voisins peuvent être
plus proches de la destination que le nœud actuel. Dès lors, différentes
stratégies existent pour choisir le prochain saut :
– relayer le paquet au nœud qui est le plus proche en terme de distance de
la destination. Cette technique minimise le nombre de sauts mais génére
des chemins plus fragiles : le rayon de transmission entre les nœuds est
élevé ce qui augmente les risques de collision.
– parmi les nœuds plus proches de la destination, on choisit le nœud étant
le plus proche de l’émetteur. Les transmissions entre nœuds se font sur
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des portées courtes ce qui réduit les risques de collision. En contrepartie,
le nombre de sauts nécessaire au relayage est plus grand.
Inondation dirigée
Lorsqu’un nœud reçoit un paquet de données, il le relaie à tous ses voisins
qui sont situés dans la même direction que la destination. L’inondation
dirigée est plus robuste que le greedy routing mais son coût en trafic de
contrôle est plus élevé (problème de passage à l’échelle). C’est le type de
routage utilisé dans DREAM.
Routage hiérarchique
Les protocoles hiérarchiques utilisent une combinaison de protocoles se-
lon le niveau. Généralement, un protocole traditionnel (par exemple, un
protocole proactif à vecteur de distance) est employé au niveau local (le
niveau le plus faible dans la hiérarchie). Un protocole basé sur la position
est alors utilisé pour le routage de niveau supérieur (par exemple, une
méthode de greedy routing).
3.3.4 Protocoles proactifs
3.3.4.1 TBRPF
Le protocole TBRPF (Topology Dissemination Based on Reverse-Path For-
warding) [OTL04] est un protocole proactif à état de liens. Il utilise le routage
par saut en choisissant le chemin le plus court jusqu’à la destination. Chaque
nœud construit un arbre en se basant sur des informations de topologie partielles
et en utilisant une variante de l’algorithme de Dijkstra. Cet arbre contient les
plus courts chemins vers tous les nœuds atteignables.
TBRPF repose sur deux mécanismes :
Découverte des voisins
Les nœuds échangent périodiquement des messages Hello “différentiels”
avec leurs voisins. Un message Hello ne contient que les changements d’état
de liens qui se sont produits depuis l’émission du message Hello précédent
pour réduire la taille des informations échangées.
Découverte de la topologie
Les nœuds échangent périodiquement une partie de leur arbre de topologie
appelée “sous-arbre reporté” avec leurs voisins. Les changements dans le
“sous-arbre reporté” (suppression ou ajout de liens) sont propagés grâce
aux messages de topologie différentiels. Les messages de topologie différen-
tiels peuvent être inclus dans le même paquet que le message Hello échangé
lors de la découverte de voisins afin de réduire le trafic de contrôle.
Pour calculer son sous-arbre reporté, chaque nœud doit sélectionner un ensemble
de nœuds parmi ses voisins appelé “l’ensemble des nœuds reportés” (reported
node set RN). Un nœud M inclut un nœud N dans son RN si le nœud M estime
qu’un de ses voisins va le choisir comme le prochain saut dans le plus court
chemin vers N. Pour faire cette estimation, le nœud M calcule les plus courts
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chemins vers ses voisins jusqu’à deux sauts grâce aux messages Hello échangés
lors de la découverte de voisins. Le sous-arbre reporté est l’ensemble des nœuds
joignables à partir des nœuds inclus dans RN : il contient tous les liens tels que
l’une des extrémités appartienne à RN.
3.3.4.2 OLSR
Le protocole OLSR (Optimized Link State Routing Protocol) [CJ03] est un
protocole de routage proactif à état de liens. Il a été proposé par l’INRIA dans
le cadre du projet Hipercom. OLSR constitue une optimisation des protocoles
à état de liens traditionnels :
– il permet de réduire le trafic de contrôle nécessaire à l’échange d’informa-
tions sur l’état des liens. Le trafic de contrôle, habituellement diffusé dans
les protocoles à état de liens, n’est relayé que par des nœuds choisis, les
MPR (MultiPoint Relays ou relais multipoint).
– La taille des messages de contrôle est réduite car chaque nœud déclare
uniquement les liens avec ses voisins l’ayant choisi comme relais multipoint.
Chaque nœud choisit ses relais multipoints parmi ses voisins à un saut. Les liens
entre un nœud et ses MPR doivent être bidirectionnels. L’ensemble des relais
multipoints d’un nœud lui permet de couvrir tous les voisins à deux sauts. Les
MPR d’un nœud sont chargés de relayer ses paquets de contrôle pour réduire le
nombre de retransmissions redondantes.
Tout comme TBRPF, le fonctionnement du protocole OLSR repose sur deux
mécanismes : la détection des voisins et la découverte de topologie.
Détection des voisins
Chaque nœud diffuse périodiquement un message Hello dans son voisinage
à un saut. Ce message contient la liste des voisins à un saut et indique
lesquels font partie des relais multipoints du nœud. Un champ du message
Hello nommé “willingness” exprime la volonté du nœud à relayer du trafic
pour d’autres nœuds.
Chaque nœud stocke les informations de voisinage reçues dans une base
d’information NIB (Neighborhood Information Base). Cette base contient
des informations sur :
– les voisins à un saut, leur “willingness” et l’état du lien : lien unidirec-
tionnel, lien bidirectionnel, MPR (ce qui implique un lien bidirectionnel)
ou perdu
– les voisins à deux sauts : liens bidirectionnels entre les voisins à un saut
et les voisins à deux sauts.
– les relais multipoints
– les sélecteurs de relais multipoint : tous les nœuds qui l’ont sélectionné
comme relais multipoint.
Chaque nœud sélectionne individuellement ses relais multipoints en se
basant sur les informations de la base NIB. Les paquets provenant des
sélecteurs de relais multipoint sont retransmis lorsqu’ils sont reçus pour
la première fois.
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Découverte de topologie
Chaque nœud qui a été choisi comme relais multipoint diffuse périodique-
ment un message TC (Topology Control) dans l’ensemble du réseau. Ce
message indique les nœuds ayant sélectionné la source du message comme
relais multipoint. Les messages TC sont traités par tous les nœuds mais
ne sont relayés que par les relais multipoint afin de minimiser l’inondation
du réseau.
Chaque nœud maintient une table de topologie TIB (Topology Information
Base) qui contient les informations topologiques du réseau obtenues grâce
aux messages TC. Cette table mémorise pour chaque adresse destination
dans le réseau :
– l’adresse d’un voisin à un saut de la destination (généralement un relais
multipoint de la destination)
– un numéro de séquence
– une durée de vie : l’entrée est supprimée de la table à l’expiration de la
durée de vie
Routage OLSR
OLSR s’appuie sur un routage par saut. La table de routage est calculée
grâce aux informations de voisinages et de topologies. Elle est mise à jour
lorsque les informations de voisinage et de topologie sont modifiées (ajout,
modification ou suppression d’une entrée des tables NIB ou TIB). Chaque
entrée de la table de routage contient :
– une adresse destination
– l’adresse du prochain saut pour atteindre la destination
– la distance en nombre de sauts entre le nœud et la destination
– l’interface par laquelle le prochain saut est accessible
La construction de la table de routage s’appuie sur un algorithme de calcul
du plus court chemin (comme l’algorithme de Dijkstra). L’algorithme de
calcul est appliqué sur l’ensemble :
– des liens avec des voisins symétriques (lien bidirectionnel) à un saut.
– des liens (dest_addr, next_addr) contenus dans la table de topologie
et tels que dest_addr est l’adresse d’une destination et next_addr est
l’adresse d’un relais multipoint de la destination.
Le protocole OLSR convient aux réseaux denses avec un grand nombre de nœuds
car le concept des relais multipoint fonctionne bien dans ces conditions de réseau.
3.3.5 Connected Dominating Sets
Un CDS (Connected Dominating Set) est un sous-ensemble des nœuds du
réseau tel que tout nœud du réseau appartient au CDS (nœud dominant) ou est
voisin d’un nœud appartenant au CDS (nœud dominé). Un k-CDS est un CDS
où les nœuds dominés se trouvent au plus à k sauts d’un nœud dominant. Le but
des CDS est de former une architecture virtuelle (un backbone) pour faciliter
le routage et réduire les effets de l’inondation du réseau. Déterminer un CDS
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minimal (MCDS) est un problème NP-complet. Les paramètres à considérer
pour mettre en place un CDS sont la complexité en message et la stabilité par
rapport aux déplacements des nœuds.
Il existe différentes techniques de construction de CDS. Wu et Lou four-
nissent une classification des algorithmes CDS utilisés pour le broadcast [WL03] :
– construction globale
Ces algorithmes utilisent des informations provenant de tout le réseau.
Das, Sivakumar et Bhargavan proposent un algorithme global où les nœuds
ont connaissance de toute la topologie [DSB97]. Le processus de construc-
tion colore en noir les membres du CDS (nœuds dominants) et en gris les
nœuds couverts (nœuds dominés). Initialement, tous les nœuds sont colo-
rés en blanc. Le nœud du réseau ayant le degré le plus grand est coloré
en noir et ses voisins sont colorés en gris. Parmi les nœuds colorés en gris,
celui qui a le plus de voisins colorés en blanc est choisi pour appartenir au
CDS : il est coloré en noir et ses voisins sont colorés en gris. Le mécanisme
de sélection se poursuit jusqu’à ce qu’il n’y ait plus de nœuds colorés en
blanc. Cet algorithme peut être implanté de manière distribuée. Une pro-
cédure d’élection choisit le nœud ayant le degré le plus grand comme racine
du CDS. Ce type d’algorithme ne peut pas être maintenu localement. Tout
changement dans le CDS doit être diffusé dans tout le réseau.
– construction quasi-globale
La construction du CDS est basée sur des informations globales partielles.
Alzoubi, Wan et Frieder ont proposé un algorithme de construction s’ap-
puyant sur un arbre de recouvrement [AWF02]. L’arbre est mis en place à
partir d’une racine choisie par élection. L’idée consiste à sélectionner l’en-
semble des nœuds dominants en parcourant l’arbre puis à interconnecter
cet ensemble pour obtenir le CDS. La maintenance locale du CDS n’est pas
possible car le déplacement des nœuds peut déclencher la reconstruction
de l’arbre de recouvrement.
– construction quasi-locale
Ces algorithmes utilisent principalement des informations locales.
Des informations globales partielles sont exploitées de manière occasion-
nelle. Les algorithmes de clustering rentrent dans cette catégorie. Ils sont
détaillés dans la partie 3.4.
– construction locale
Ces algorithmes utilisent seulement des informations locales pour mettre
en place le CDS. Les choix locaux ne se répercutent pas sur le reste de
l’architecture.
Wu et Li ont proposé une technique de marquage utilisant une construc-
tion locale [WL99]. Initialement, tous les nœuds sont colorés en blanc. Un
nœud se colore en noir s’il a au moins deux voisins qui ne sont pas directe-
ment connectés. Les nœuds colorés en noir forment un ensemble dominant
connecté. Cependant, le CDS peut comporter des redondances. Wu et Li
ont mis en place 2 règles pour retirer les nœuds redondants du CDS :
– règle 1 : un nœud noir u devient blanc si un nœud noir voisin v possède
un identifiant plus grand que u et que l’ensemble des voisins de u est
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inclus dans l’ensemble des voisins de v. u est couvert par v.
– règle 2 : un nœud noir u devient blanc s’il existe 2 nœuds connectés v et
w qui possèdent des identifiants plus grands que u et tels que les voisins
de u sont inclus dans l’union des voisins de v et w. u est couvert v et
w.
Les approches globales et quasi-globales permettent d’obtenir des CDS proches
du CDS minimum. Cependant, la maintenance locale de l’architecture n’est
pas possible : chaque changement dans le CDS doit être diffusé dans tout le
réseau. De plus, la complexité en message est fonction de la taille du réseau. Les
algorithmes globaux et quasi-globaux conviennent donc aux réseaux ayant une
mobilité faible. Le coût en trafic de contrôle devient important si les nœuds se
déplacent souvent.
Les algorithmes locaux et quasi-locaux construisent des CDS qui contiennent
plus de nœuds redondants. Cependant, des mécanismes de suppression des
nœuds redondants sont mis en place pour s’approcher du CDS minimum. De
plus, l’architecture peut être maintenue localement ce qui rend ces algorithmes
plus robustes à la mobilité. La complexité en message est indépendante de la
taille du réseau. Les algorithmes locaux et quasi-locaux sont donc les plus adap-
tés aux réseaux ad hoc.
Les algorithmes de clustering construisent des CDS locaux ou quasi-locaux
en génèrant peu de trafic de contrôle et nous les détaillerons dans la partie
suivante.
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Fig. 3.1 – Exemple de formation de clusters
3.4 Méthodes de clustering
Dans la partie précédente, nous avons vu de nombreuses solutions qui per-
mettent le passage à l’échelle. Parmi ces méthodes, celles qui construisent une
architecture virtuelle sont intéressantes car elles possèdent une grande facilité
de déploiement. Les algorithmes de clustering font partie de cette famille et
possédent la particularité de reposer sur des algortihmes généralement simples.
Les algorithmes de clustering reposent sur le partitionnement des nœuds du
réseau en groupes (clusters). Un leader (appelé Cluster Head) est choisi dans
chaque groupe et sert à identifier les clusters. Les nœuds appartenant à plus
d’un cluster sont des passerelles. Les passerelles permettent l’interconnexion et
la communication inter-cluster. Un CDS est alors formé par les Cluster Heads et
les passerelles. La construction du CDS est quasi-locale car le choix d’un Cluster
Head peut se répercuter sur les choix des autres Cluster Heads. Un exemple de
formation en cluster est présenté sur la figure 3.1.
Les différents algorithmes de clustering se distinguent principalement par :
– le critère d’élection du Cluster Head (par exemple, l’adresse des nœuds
ou leur nombre de voisins).
– la taille des groupes : généralement exprimée en nombre de sauts à partir
du Cluster Head.
– le contrôle du nombre de Cluster Head .
– le routage
Un routage hiérarchique est effectué grâce à l’architecture mise en place.
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3.4.1 Critère d’élection des Cluster Head
3.4.1.1 Identifiant
LCA (Lowest-ID Cluster Algorithm)
Baker et al. proposent une architecture de clustering pour réseaux mobiles
radio dans [EWB87].
Chaque nœud possède un identifiant unique qui sert de critère d’élection.
Un nœud peut prendre trois statuts différents : Cluster Head, Passerelle
et Nœud.
La mise en place des clusters s’effectue par l’émission de messages vers le
voisinage à un saut. Initialement, tous les nœuds ont un statut de Nœud.
Chaque nœud émet périodiquement un message de mise en place, conte-
nant son identifiant. Ce message contient aussi les identifiants des voisins
dont on a reçu un message de mise en place. Cela permet de détecter les
voisins avec lesquels des liens bidirectionnels sont établis.
1. Si le nœud a l’identifiant le plus petit parmi ses voisins, il devient
Cluster Head et déclare son statut.
2. Sinon, le nœud attend que ses voisins, dont l’identifiant est plus petit
que le sien, déclarent leur statut.
(a) Si un des voisins ayant un identifiant plus petit se déclare Cluster
Head, le nœud déclare son status de Nœud. Si le nœud entend
plus d’un Cluster Head, il se déclare Passerelle.
(b) Si tous les voisins ayant un identifiant plus petit se déclarent
Nœud, le nœud se déclare Cluster Head.
Les clusters sont recouvrants : les nœuds qui appartiennent à plusieurs
clusters servent de passerelles. Utiliser l’identifiant comme critère de sé-
lection des Cluster Head est une des méthodes les plus simples pour mettre
en place l’architecture. Les nœuds ayant un identifiant faible ont tendance
à rester Cluster Head plus longtemps. Cela contribue à la stabilité de la
structure si ces nœuds sont peu mobiles. Au contraire, si les nœuds ayant
un identifiant faible sont très mobiles, l’architecture sera instable.
Adaptive Clustering
L’architecture de clustering décrite par Lin et Gerla dans [LG97] vise à
améliorer l’allocation de ressources (réutilisation spatiale et partage de la
bande passante dans chaque cluster) plutôt que le routage. Les auteurs
utilisent une version modifiée de l’algorithme Lowest-ID. Chaque nœud
possède un identifiant unique et connaît les identifiants de ses voisins.
1. Si le nœud a l’identifiant le plus petit parmi ses voisins, il devient
Cluster Head et déclare son statut à ses voisins.
2. Sinon, le nœud attend que ses voisins, dont l’identifiant est plus petit
que le sien, déclarent leur statut.
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(a) Parmi les voisins ayant un identifiant plus petit qui se déclarent
Cluster Head, le nœud choisit le Cluster Head ayant l’identifiant
le plus petit et diffuse son statut de Nœud.
(b) Si tous les voisins ayant un identifiant plus petit se déclarent
Nœud, le nœud se déclare Cluster Head.
Chaque unité mobile conserve l’ensemble des membres de son cluster. Les
clusters ne sont pas recouvrants car chaque nœud adhère à un unique
cluster. Lorsque les clusters sont formés, le rôle de Cluster Head disparait
car selon les auteurs, les Cluster Head devraient remplir des fonctions
supplémentaires qui génèrent une consommation accrue d’énergie pour les
nœuds sélectionnés.
En cas de mobilité, le nœud ayant le plus grand nombre de voisins et ses
voisins restent dans le cluster. Les autres nœuds doivent changer de clus-
ter.Pour maintenir les clusters, chaque nœud doit connaitre son voisinage
à deux sauts. Lorsqu’un nœud y sort du voisinage à deux sauts de x :
– Si le nœud ayant le plus grand nombre de voisins est toujours à un saut,
x reste dans son cluster et enlève y de son cluster.
– Sinon, x change de cluster.
Le nœud ayant le plus grand nombre de voisins joue implicitement le rôle
de Cluster Head.
3.4.1.2 Connectivité
Parekh
L’algorithme proposé par Parkh dans [Par94] vise à sélectionner les nœuds
les plus connectés comme Cluster Head. Le critère d’élection utilisé est le
degré (nombre de voisins). Des algorithmes pour la mise en place des
clusters sont présentés (synchrones ou basés sur des événements). Chaque
nœud peut avoir l’un des statuts : Non-Couvert, Couvert ou Cluster Head.
Un nœud Non-Couvert est un nœud qui n’a pas de Cluster Head. L’idée
générale est d’inclure successivement dans l’ensemble des Cluster Head le
nœud ayant le plus grand nombre de voisins Non-Couvert.
Les messages indiquant le statut des Cluster Head sont relayés dans le
réseau afin que chaque nœud mette à jour son ensemble de Cluster Head.
La complexité en message des algorithmes proposés est plus importante
que pour l’algorithme Lowest-ID.
Highest-Connectivity degree
Tsai et Gerla proposent une version modifiée de l’algorithme de Parekh
dans [GT95], appelée HCC (Highest-Connectivity degree Clustering). Le
critère d’élection reste le nombre de voisins mais la complexité en message
est réduite.
La mise en place des clusters s’effectue par l’émission de messages vers le
voisinage à un saut. Initialement, tous les nœuds ont un statut de Nœud.
Chaque nœud émet périodiquement un message de mise en place, conte-
nant son identifiant et les identifiants de ses voisins.
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– Un nœud se déclare Cluster Head s’il est le nœud ayant le plus grand
degré parmi ses voisins Non-Couvert. En cas d’égalité, le nœud ayant le
plus petit identifiant devient Cluster Head.
– Sinon, le nœud attend que ses voisins de degré plus grand annoncent
leur statut :
1. si un des voisins ayant un degré plus grand se déclare Cluster Head,
le nœud déclare son status de Nœud. Si le nœud entend plus d’un
Cluster Head, il se déclare Passerelle.
2. si tous les voisins ayant un degré plus grand se déclarent Nœud, le
nœud se déclare Cluster Head.
Tsai et Gerla ont montré que l’algorithme Lowest-ID est plus performant
que l’algorithme Highest-connectivity degree en terme de stabilité des clus-
ters. En effet, le nombre de voisins peut varier fréquemment selon la mobi-
lité des nœuds. Cependant, le choix des nœuds les plus connectés comme
Cluster Head permet de diminuer le nombre de Cluster Head.
Density metric
Le degré d’un nœud varie selon les déplacements de ses voisins et n’est pas
un critère très stable. A partir de ce constat, Mitton et Fleury proposent
une nouvelle métrique permettant d’absorber les changements minimes de
topologie [Mit06]. La métrique de densité d’un nœud, appelée k-densité, est
fonction du nombre de nœuds et des liens existants dans son k-voisinage.
Elle est définie comme le rapport entre le nombre de liens et le nombre
de nœuds dans le k-voisinage. Les auteurs considèrent aussi la mobilité
relative de chaque nœud dans leur algorithme de clustering. Les nœuds
trop mobiles ne participent pas à l’algorithme de clustering car cela im-
pliquerait de nombreuses reconstructions des clusters. La mobilité relative
d’un nœud peut être obtenue en observant la stabilité de son k-voisinage
au cours du temps.
La mise en place de l’architecture s’effectue par émission de messages dans
le k-voisinage.
1. Périodiquement, chaque nœud peu mobile calcule sa densité et la
diffuse dans son voisinage.
2. Chaque nœud compare sa densité avec celle de ses voisins :
(a) s’il possède la plus grande densité, il devient Cluster Head. En
cas d’égalité, le nœud ayant été élu au tour précédent sera choisi,
sinon le nœud de plus petit identifiant sera préféré.
(b) sinon, il choisit comme père dans l’arbre de clustering son voisin
de plus forte densité. Tous les nœuds qui appartiennent au même
arbre appartiennent au même cluster.
Pour recentrer les Cluster Heads dans leurs clusters respectifs, tout nœud
voisin d’un Cluster Head doit adhérer à son cluster. De plus, si un nœud est
voisin de plusieurs Cluster Heads, les clusters concernés doivent fusionner
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et le Cluster Head de plus forte densité conserve son rôle dans le nouveau
cluster. Ainsi, les Cluster Heads sont distants d’au moins trois sauts. Les
clusters mis en place sont non recouvrants et peuvent avoir des tailles
différentes.
3.4.1.3 Mobilité
MOBIC
Basu et al. proposent un protocole de clustering appelé MOBIC [BKL01]
qui utilise un algorithme identique à Lowest-ID et HCC. Le critère de
sélection des Cluster Head est la mobilité relative d’un nœud. L’objectif
est de choisir les nœuds les moins mobiles comme Cluster Head pour avoir
une plus grande stabilité.
La métrique de mobilité est calculée grâce à l’émission périodique de mes-
sages Hello. La puissance du signal reçu est fonction de la distance entre
l’émetteur et le récepteur. Chaque nœud mesure la puissance du signal
reçu avec chacun de ses voisins et calcule le rapport de la puissance reçue
avec celle mesurée lors de l’émission précédente. La mobilité relative du
nœud est obtenue en calculant la variance de l’ensemble des rapports des
voisins. Les auteurs ont comparé leur algorithme de clustering avec la ver-
sion de l’algorithme Lowest-ID présentée dans [CWLG97] et montrent que
leur technique construit des clusters plus stables (le taux de changements
de Cluster Heads est plus faible pour MOBIC).
(α, t) Cluster
La proposition de McDonald et Znati s’inspire des concepts de ZRP [MZ99].
Un routage proactif est utilisé à l’intérieur d’un même cluster et un routage
réactif est déployé entre les clusters. La métrique de mobilité utilisée pour
mettre en place les clusters est la disponibilité du chemin. Cette métrique
repose sur un modèle probabiliste :
– la disponibilité de lien est définie comme la probabilité qu’un lien exis-
tera entre deux nœuds à l’instant t0 + t sachant qu’un tel lien existe à
l’instant t. Elle est obtenue en supposant que les mouvements des nœuds
suivent un modèle de mobilité stochastique défini par les auteurs.
– un chemin (α, t) est un chemin qui sera disponible à l’instant t0+ t avec
une probabilité > α . La disponibilité du chemin est définie comme le
produit des disponibilités de lien entre les nœuds qui compose le chemin.
Les ruptures de lien sont supposées indépendantes.
Chaque membre d’un cluster dispose de chemins (α, t) avec tous les autres
membres du cluster. Ainsi, la taille des clusters augmente lorsque la mo-
bilité est faible et diminue lors des périodes de forte mobilité.
Initialement, un nœud n’appartenant à aucun cluster tente d’adhérer au
cluster d’un des ses voisins. Grâce au trafic proactif intra-cluster, le nœud :
– identifie le cluster auquel appartient chacun de ses voisins.
– évalue la disponibilité de lien avec chacun de ses voisins.
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Les voisins détectent le nœud non-couvert et lui transmettent les informa-
tions topologiques relatives à leurs clusters respectifs. Le nœud peut alors
déterminer s’il satisfait les critères (α, t) pour rejoindre un cluster. S’il
possède un chemin (α, t) vers chacun des membres d’un cluster, le nœud
non-couvert intégre ce cluster. S’il ne peut rejoindre aucun des clusters de
ses voisins, le nœud crée son propre cluster. Les clusters sont maintenus
grâce au trafic proactif intra-cluster.
Les valeurs optimales des paramètres α et t sont très difficiles à déter-
miner. Des grandes valeurs de t impliquent des clusters plus stables mais
rendent la borne α plus difficile à atteindre pour des conditions de mobilité
données. De plus, le comportement de l’algorithme dépend fortement du
modèle de mobilité probabiliste.
3.4.1.4 Poids
DCA/DMAC
Basagni propose dans [Bas99] les algorithmes de clustering DCA (Distri-
buted Clustering Algorithm) et DMAC (Distributed Mobility-Adaptive
Clustering). L’algorithme DCA convient pour les réseaux quasi-statiques
tandis que l’algorithme DMAC est adapté aux environnements mobiles. De
nombreux algorithmes de clustering s’inspirent de l’algorithme Lowest-ID
en modifiant uniquement le critère de sélection des Cluster Head. L’auteur
propose donc un poids générique dont le choix dépend de l’implantation
choisie. Dans les propositions DCA et DMAC, le choix des Cluster Head
est basé sur un poids (un réel positif) représentant la stabilité du nœud.
Ce poids peut être défini par exemple par l’inverse de la vitesse de dépla-
cement. Les membres d’un cluster sont à un saut du Cluster Head.
3.4.1.5 Combinaison de critères
WCA
L’algorithme de clustering WCA (Weighted Clustering Algorithm) pro-
posé par Chatterjee, Das et Turgut prend en compte plusieurs métriques
pour choisir les Cluster Heads [CDT02]. Le critère de sélection correspond
à la somme pondérée de quatre critères :
– la différence de degré ∆v est la différence entre le nombre de voisins de
v et une constante δ correspondant au nombre de voisins idéal pour un
Cluster Head. Elle traduit la connectivité.
– Dv est la somme des distances entre v et ses voisins. Les distances
peuvent être estimées en utilisant la puissance du signal reçu ou à l’aide
d’un GPS. Dvest lié à la consommation d’énergie car une puissance
de transmission plus élevée est nécessaire pour communiquer à grande
distance.
– Mv est la vitesse relative de v. Elle est obtenue à partir des coordonnées
de v entre deux instants t et (t−1). Cette métrique exprime la mobilité
du nœud.
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– Pv est le temps cumulé durant lequel v a agi comme Cluster Head. Il
mesure la quantité de batterie consommée.
Le critère de sélection Wvest alors calculé par la formule :
Wv = w1 ·∆v + w2 ·Dv + w3 ·Mv + w4 · Pv
Le nœud ayant le critère Wv le plus petit est choisi comme Cluster Head
suivant l’algorithme LCA. Les facteurs de pondération wi sont choisis selon
l’application. Ainsi, dans un réseau de capteurs, l’économie des batteries
est un paramètre critique pour la durée de vie du réseau et le poids de Pv
peut être plus important.
3.4.2 Taille des clusters
Les algorithmes proposés précédemment mettent en place des clusters à 1
saut. Ainsi, tous les membres du cluster sont à portée directe du Cluster Head.
Le concept a été généralisé aux k -clusters : les membres du cluster sont situés
au plus à k sauts du Cluster Head.
k-hop clustering
Les auteurs de [NGS03] ont étendu l’algorithme de clustering Lowest-ID
de Lin et Gerla [LG97] pour construire des k -clusters. Chaque unité mobile
connait ses voisins à k sauts (k -voisins).
1. Si le nœud a l’identifiant le plus petit parmi ses k -voisins, il devient
Cluster Head et déclare son statut à ses k-voisins (son paquet a un
TTL égal à k).
2. Sinon, le nœud attend que ses k-voisins, dont l’identifiant est plus
petit que le sien, déclarent leur statut.
(a) Parmi les k-voisins ayant un identifiant plus petit qui se déclarent
Cluster Head, le nœud choisit le Cluster Head ayant l’identifiant
le plus petit et diffuse son statut de Nœud à ses k-voisins.
(b) Si tous les k-voisins ayant un identifiant plus petit se déclarent
Nœud, le nœud se déclare Cluster Head.
Les auteurs de [NGS03] proposent aussi une extension de l’algorithme
Highest-Connectivity degree aux k -clusters. Les Cluster Heads sont choi-
sis selon leur k -degré (le nombre de voisins situés à au plus k sauts) et
l’identifiant est utilisé en cas d’égalité. Les procédures de maintenance de
l’architecture reprennent celles décrites par [LG97].
Max-min D-clusters
Amis et al. ont mis au point une heuristique pour construire des k -clusters
[APHV00]. Le critère de sélection des Cluster Heads est l’identifiant. La
mise en place de l’architecture se déroule en trois phases :
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1. Floodmax : Cette phase se déroule en k étapes. A chaque étape, une
unité mobile diffuse vers ses voisins à un saut le plus grand identifiant
entendu (WINNER) lors des étapes précédentes de Floodmax. La
variable WINNER est initialisée avec l’identifiant du nœud.
2. Floodmin : Cette phase se déroule en k étapes. A chaque étape, une
unité mobile diffuse vers ses voisins à un saut le plus petit identifiant
entendu (WINNER) lors des étapes précédentes de Floodmin. La
variable WINNER est initialisée avec la valeur collectée lors de la
dernière étape de Floodmax.
3. la sélection des Cluster Heads s’effectue grâce aux identifiants collec-
tés lors des deux premières phases :
– si on a reçu son propre identifiant lors de la deuxième phase, on
devient Cluster Head.
– sinon, chaque nœud choisit son Cluster Head parmi les identifiants
reçus lors des phases 1 et 2 (le plus petit identifiant est retenu).
– sinon, on choisit le nœud de plus grand identifiant parmi ceux
entendus lors de la première phase.
Cet algorithme construit des Max-Min k -clusters non recouvrants, en ré-
férence aux phases Floodmax et Floodmin. Une fois les Cluster Heads
choisis, chaque nœud diffuse l’identifiant de son Cluster Head à ses voi-
sins. Ainsi, chaque nœud peut savoir s’il joue le rôle de passerelle. Les
auteurs montrent un meilleur passage à l’échelle par rapport à la densité
de nœuds que l’algorithme LCA. Cependant, ils ne présentent pas de mé-
canisme de maintenance de clusters par rapport à la mobilité. De plus,
la durée de mise en place des clusters (2.k étapes) peut être importante
selon la valeur de k.
3.4.3 Contrôle du nombre de Cluster Head
Le déplacement d’un nœud peut induire des réactions en chaîne qui né-
cessitent une remise en place de l’architecture de clusters. Les algorithmes de
base comme Lowest-ID ou Highest-Connectivity Degree choisissent un nouveau
Cluster Head dès que les membres du cluster changent. Certains algorithmes
de clustering essaient de minimiser le nombre de changements de Cluster Heads
afin d’améliorer la stabilité des clusters.
LCC
Gerla et son équipe furent parmi les premiers à traiter le problème en
proposant l’agorithme LCC (Least Cluster Change) [CWLG97]. La mise
en place des clusters suit l’algorithme LCA ou Highest-Connectivity De-
gree. Lorsque des membres (non Cluster Heads) d’un cluster se déplacent,
l’architecture de clusters reste inchangée. Lorsque deux Cluster Heads se
retrouvent à portée radio, celui qui possède le critère de sélection le plus
faible (l’ID le plus grand ou le degré le plus petit) abandonne son rôle
de Cluster Head et devient membre du cluster. Les unités mobiles qui se
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retrouvent sans Cluster Head relancent la procédure de mise en place. Le
mécanisme de maintenance LCC est l’un des plus utilisés dans les algo-
rithmes de clustering.
MOBIC
Les auteurs de MOBIC ont adapté le mécanisme LCC pour gagner en
stabilité [BKL01]. Lorsqu’un Cluster Head A détecte un Cluster Head B
avec un meilleur critère à portée radio, il arme un timer. A n’abandonne
son rôle que si B est toujours à portée radio à l’expiration du timer. Ainsi,
l’architecture des clusters n’est pas modifiée si les Cluster Heads restent
voisins pendant un court espace de temps.
ARC
Belding-Royer met en évidence dans [BR02] un des effets négatifs du méca-
nisme LCC : lorsque un Cluster Head abandonne son rôle, certains nœuds
se retrouvent Non-Couverts et initient l’élection d’un nouveau Cluster
Head. Cet événement peut déclencher des changement de Cluster Heads
en rafale et rendre l’architecture de clusters instable. Dans le protocole
ARC (Adaptive Routing using Clusters), un Cluster Head abandonne son
rôle si les membres de son cluster constituent un sous-ensemble d’un autre
cluster. Un Cluster Head sait que son cluster E est un sous ensemble du
cluster F si tous les membres de E sont des passerelles vers le Cluster
Head de F . L’avantage de cette approche est qu’aucun nœud membre de
son cluster ne se retrouve Non-Couvert. En contrepartie, le nombre de
Cluster Heads peut être plus grand que dans le cas de LCC.
3.4.4 Routage
ARC/ARCH
Belding-Royer décrit deux algorithmes de clustering pour le routage dans
[BR03] : ARC (Adaptive Routing using Clusters) et ARCH (Adaptive
Routing using Clustered Hierarchies). ARC construit une hiérarchie de
clusters à un niveau et ARCH construit une architecture multi-niveaux.
La mise en place des clusters est basée sur l’identifiant comme l’algorithme
Lowest-ID. La maintenance de l’architecture est assurée par l’échange pé-
riodique de messages Hello indiquant le statut des nœuds. Le contrôle
du nombre de Cluster Heads a été décrit dans la partie 3.4.3 : un Clus-
ter Head abandonne son rôle si les membres de son cluster constituent un
sous-ensemble d’un autre cluster. L’originalité des protocoles ARC/ARCH
est l’utilisation d’un adressage hiérarchique pour router les données. La
motivation de l’auteur vient de la faiblesse de l’adressage plat par rapport
aux ruptures de liens. ARC définit plusieurs passerelles (si elles existent)
pour interconnecter deux clusters. La route utilisée est alors composée
de l’adresse source, des Cluster Heads intermédiaires et de l’adresse des-
tination. Cette route hiérarchique est plus robuste aux changements de
topologie car le passage par une passerelle donnée n’est pas imposé.
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Les nœuds ordinaires maintiennent une table où sont mémorisées les adresses
des Cluster Heads situés à un saut (Cluster Head Table). Chaque Cluster
Head maintient :
– une table regroupant les adresses des membres de son cluster
– une table contenant les adresses des Cluster Heads voisins ainsi que les
passerelles pour les atteindre.
Le protocole est utilisé en conjonction avec un protocole de routage ré-
actif (dans [BR03], l’auteur choisit AODV). Le Cluster Head sert de re-
présentant pour les membres de son cluster. Ainsi, seuls les Cluster Heads
traitent les paquets de contrôle AODV. Les nœuds ordinaires se contentent
de relayer ou de diffuser les paquets de contrôle selon leur type (unicast
ou broadcast). Le Cluster Head communique à chacune des passerelles
les routes qu’elle doit connaitre. En cas de rupture de route, le Cluster
Head sélectionne une autre passerelle pour réparer le chemin ou initie une
découverte de route AODV si aucune passerelle n’est présente.
CBRP
Jiang, Li et Tay proposent un algorithme de clustering qui met en place
des 1-clusters [JLT99]. La formation des clusters est basée sur l’algorithme
Lowest-ID. Chaque nœud maintient :
– une table des voisins qui mémorise les adresses et les rôles des voisins
(Nœud ou Cluster Head).
– une table des clusters adjacents qui contient les adresses des Cluster
Heads voisins ainsi que les passerelles pour les joindre.
Tous les nœuds émettent périodiquement des messages Hello qui contien-
net la table des voisins et la table des clusters adjacents. Chaque Cluster
Head maintient les informations concernant les membres de son cluster.
Les routes entre les différents clusters sont découvertes à l’aide des infor-
mations maintenues par les Cluster Heads. Le routage CBRP est basé sur
le routage source comme DSR. La route est composée de l’adresse source,
de la liste des Cluster Heads intermédiaires et de l’adresse destination.
La découverte de route s’effectue à la demande. Lorsqu’un nœud source
S recherche un nœud destination D, il émet une requête de route. Cette
requête de route contient des entrées Cluster Head Voisin/Passerelle indi-
quant les adresses des Cluster Heads voisins (y compris celle de son Cluster
Head) ainsi que les passerelles pour les atteindre.
Lorsqu’un Nœud intermédiaire reçoit une requête de route :
– si D est son voisin, il relaie la requête jusqu’à D.
– s’il est indiqué comme passerelle, il relaie la requête jusqu’au Cluster
Head correspondant.
– sinon, il détruit la requête.
Lorsqu’un Cluster Head reçoit une requête de route :
– s’il a déjà traité cette requête, il la détruit.
– sinon il enregistre son adresse dans la liste des Cluster Heads intermé-
diaires :
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1. si D est son voisin direct ou à 2 sauts, il relaie la requête jusqu’à D.
2. sinon, le Cluster Head parcourt sa table des clusters adjacents. Si
le Cluster Head adjacent n’est ni dans la liste des Cluster Heads
voisins, ni dans la liste des Cluster Heads intermédiaires, il rajoute
une entrée Cluster Head Voisin/Passerelle dans la requête. Après
avoir parcouru sa table, le Cluster Head diffuse la requête.
Lorsque la destination D est atteinte, elle renvoie une réponse de route
qui contient la liste des Cluster Heads intermédiaires et un champ route
calculée. Lors du relayage de la réponse, chaque Cluster Head intermédiaire
remplit une partie de la route calculée en se basant sur sa table des clusters
adjacents.
3.5 Méthode d’adaptation du routage
3.5.1 Approche proposée
Nous avons vu dans le chapitre 2 que les protocoles de routage basés sur
l’inondation ont des difficultés de passage à l’échelle par rapport à la taille du
réseau. De nombreuses solutions pour permettre le passage à l’échelle par rap-
port à la taille du réseau ont été présentées dans ce chapitre. Parmi ces solutions,
les algorithmes de clustering construisent une architecture virtuelle pour faciliter
le routage. Les algorithmes de clustering permettent une mise en place locale qui
requiert peu de trafic de contrôle. De plus, ils ne nécessitent aucun équipement
supplémentaire sur les nœuds comme un système de localisation GPS.
Les protocoles de première génération tels DSR ou AODV sont bien adaptés
aux petits réseaux car les routes sont recherchées à la demande. De plus, le trafic
de contrôle généré par l’inondation du réseau ne pénalise pas les performances
de ces protocoles lorsque le nombre de nœuds est faible. Les protocoles basés
sur l’inondation sont aussi les plus adaptés aux conditions de forte mobilité.
Les solutions hiérarchiques, quant à elles, s’avérent plus performantes sur
les réseaux de grande taille. Cependant, leurs performances se dégradent rapi-
dement en cas de forte mobilité : l’avantage d’utiliser une architecture pour le
routage ne compense pas le coût de la mise en place et de la maintenance de
l’architecture virtuelle
Nous avons vu que les solutions basés sur l’inondation et les solutions hiérar-
chiques ont des domaines de performance différents en fonction de la mobilité
des nœuds et de la taille du réseau. Cependant, les conditions du réseau peuvent
changer rapidement et de manière imprévisible. Prenons pour exemples des ap-
plications classiques des réseaux ad hoc : les opérations militaires et les réseaux
de secours. Lorsque des troupes ou des équipes médicales sont déployées dans
une zone étendue, il est possible que plusieurs réseaux ad hoc de petite taille
se forment. Ces petits réseaux peuvent ensuite n’en former qu’un seul lorsque
les différents groupes rejoignent un même lieu (camp de base, centre médical).
Ainsi, la taille du réseau peut varier au gré des fusions et/ou des partition-
nements de réseaux. De la même manière, les conditions de mobilité peuvent
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évoluer selon la mission effectuée. Lors de la recherche de blessés, les équipes
médicales sont amenées à se déplacer fréquemment. Leurs déplacements sont
moins nombreux lors de la prise en charge des blessés.
Nous proposons de combiner les avantages des protocoles basés sur l’inon-
dation et des protocoles basés sur une hiérarchie en fonction des conditions en
termes de mobilité et de densité [JP06]. Le type de routage utilisé (inondation
ou hiérarchique) dépendra de la mobilité et de la densité. Le routage hiérar-
chique Avec Architecture (AA) sera utilisé lorsque la densité est élevée et que
la mobilité est faible. Le routage plat Sans Architecture (SA) sera plus indiqué
dans des conditions de densité faible ou de mobilité forte.
L’adaptation du mode de routage doit être distribuée car aucune administra-
tion centralisée n’est disponible dans les réseaux ad hoc. Chaque nœud mobile
doit évaluer les conditions de mobilité et de densité du réseau pour adapter son
mode de routage. L’hypothèse d’une adaptation distribuée impose une compati-
bilité entre les deux modes de routage. En effet, deux nœuds peuvent se trouver
dans des modes de routage différents à un instant donné. La communication
entre deux nœuds dans des modes différents doit rester possible. Par consé-
quent, le choix d’une extension hiérarchique d’un protocole plat est préférable
à l’utilisation de deux protocoles distincts.
Nous présentons dans cette partie une méthode pour adapter dynamique-
ment le mode de routage (plat ou hiérarchique) selon les conditions de réseau.
Tout d’abord, nous nous intéresserons aux métriques de mobilité et de densité
qui permettent le changement de mode. Nous décrirons ensuite les principes de
notre méthode d’adaptation. Un exemple de mise en œuvre de notre méthode
d’adaptation sera étudié dans le chapitre 4.
3.5.2 Métriques d’adaptation
3.5.2.1 Mobilité
Dans notre processus d’adaptation, la métrique de mobilité est nécessaire
pour déclencher le changement de mode de routage. Elle est aussi utilisée pour
la mise en place de l’architecture ainsi que pour l’ajustement de timers.
Nous avons présenté différentes métriques de mobilité dans la partie 3.2. Le
choix de la métrique de mobilité est lié aux caractéristiques du protocole de
routage plat :
– échanges périodiques de paquets : de nombreuses métriques comme
Link change rate ou Link duration peuvent être calculées grâce à des
émissions périodiques. Par exemple, le protocole AODV utilise des émis-
sions périodiques de messages Hello dans son fonctionnement.
– pas d’échanges périodiques de paquets : nous devons alors utiliser les
informations de routage disponibles. L’utilisation du trafic de contrôle ou
la gestion de la table de routage fournissent une évaluation de la mobilité
sans trafic de contrôle supplémentaire. En effet, la minimisation du trafic
de contrôle est un des objectifs principaux de notre méthode d’adapta-
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tion. Dans le cas du protocole DSR, les paquets Route Error indiquent
par exemple des ruptures de lien.
Dans l’exemple d’application de notre méthode exposé dans le chapitre suivant,
nous utilisons comme protocole plat le protocole DSR. Nous proposons d’utiliser
le nombre d’erreurs de routes DSR générées par un nœud comme métrique de
mobilité. Un paquet d’erreur de route est émis par un nœud lorsqu’il ne peut
transmettre un paquet au prochain saut. Le choix de cette métrique a été motivé
par trois points :
– minimisation du trafic de contrôle : le calcul de notre métrique de
mobilité ne doit pas générer de trafic de contrôle supplémentaire. En effet,
la minimisation du trafic de contrôle est un des objectifs d’un protocole
de routage ad hoc. La métrique de mobilité doit être obtenue en utilisant
les mécanismes intégrés au protocole DSR comme les erreurs de route.
– notion de lien : une erreur de route est générée lorsqu’un nœud constate
qu’un lien n’est plus disponible. Une définition de la mobilité liée à la
rupture de lien est intéressante du point de vue du routage.
– définition liée au trafic : les erreurs de route concernent les liens qui
sont utilisées pour véhiculer du trafic de données. Le mouvement d’un
nœud qui ne véhicule pas de trafic de données est sans incidence sur le
routage.
3.5.2.2 Densité
Dans notre processus d’adaptation, la métrique de densité est nécessaire
pour déclencher le changement de mode de routage. Nous l’utilisons aussi pour
la mise en place de la hiérarchie.
Une métrique de densité globale est une métrique qui fournit une estimation
du nombre total de nœuds dans le réseau. Cependant, le calcul d’une telle mé-
trique nécessite un trafic de contrôle important et la minimisation du trafic de
contrôle est une de nos priorités. Ainsi, nous nous sommes concentrés sur une
estimation locale de la densité.
L’estimation locale de la densité est fournie par le nombre de voisins (nœuds
avec lesquels un nœud possède un lien radio). Cependant, cette métrique peut
être obtenue de différentes manières selon les caractéristiques du protocole :
– échanges périodiques de paquets : le nombre de voisins peut être
obtenu grâce à des émissions périodiques. Par exemple, le protocole AODV
utilise des émissions périodiques de messages Hello pour remplir une table
de voisins.
– pas d’échanges périodiques de paquets : nous devons utiliser les in-
formations de routage disponibles. La gestion de la table de routage fournit
une évaluation du nombre de voisins sans trafic de contrôle supplémen-
taire. En effet, la minimisation du trafic de contrôle est un des objectifs
principaux de notre méthode d’adaptation. Dans le cas du protocole DSR,
le cache de routes permet de connaitre les nœuds avec lesquels on possède
un lien radio et ainsi de calculer le nombre de voisins.
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station AA
Routage AA Routage SA
station AA station SA
station SARoutage SA
Routage SA
AA: Avec Architecture, SA: Sans Architecture
Fig. 3.2 – Compatibilité entre les modes de routage
3.5.2.3 Principes de notre méthode d’adaptation
Notre méthode d’adaptation est indépendante du choix des métriques de
mobilité et de densité. Nous notons Mobilité et Densité les métriques qui four-
nissent les estimations de mobilité et de densité.
Chaque nœud peut être dans un mode de routage plat Sans Architecture
(SA) ou dans un mode de routage hiérarchique Avec Architecture (AA).
Dans le mode AA, des procédures sont spécifiées afin de mettre en place
l’architecture : certains nœuds sont choisis pour remplir des fonctions de rou-
tage supplémentaires. Ces procédures sont liées au protocole de routage utilisé
en mode SA. Cependant, deux règles doivent être appliquées pour obtenir un
modèle ouvert :
1. deux nœuds dans des modes de routage différents doivent pouvoir commu-
niquer. Par conséquent, le même format de paquet doit être utilisé dans
les deux modes.
2. le mode de routage Avec Architecture est une extension du mode de rou-
tage Sans Architecture. Les paquets de routage du mode AA sont véhiculés
par une option du protocole SA. Les paquets de routage AA sont traités
comme des paquets de routage SA par les nœuds en mode SA alors qu’ils
sont traités comme des paquets de routage AA par les nœuds en mode
AA. Les échanges entre les nœuds dans des modes différents sont résumés
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D_faible < D < D_forte 
ou 
M_forte > M > M_faible
Mode Sans Architecture
Mode Avec Architecture
D < D_faible ou 
M > M_forte
Mode Transition Adaptative
Erreur AA ou
non(AA opérationnel)
Erreur AA
Mode AA 
opérationnel
Nb_ERROR > MAX
D < D_faible ou
M > M_forte
D: Densité ; M:Mobilité
(D > D_forte et M < M_faible) ou 
(D_faible < D < D_forte et M_faible < M < M_forte 
et paquet AA reçu)
(D > D_forte et M < M_faible) ou 
(D_faible < D < D_forte et M_faible < M < M_forte 
et paquet AA reçu)
Fig. 3.3 – Modes de routage
dans la figure 3.2.
Chaque unité mobile adapte son mode de routage de manière autonome en
fonction de sa Mobilité et de sa Densité. Un nœud qui utilise l’extension AA
peut expérimenter trois modes (voir figure 3.3) :
Sans Architecture
C’est le mode de démarrage pour chaque nœud. L’unité mobile utilise les
procédures de routage du protocole plat Sans Architecture. Elle calcule
périodiquement sa Mobilité et sa Densité. Ainsi chaque nœud peut détec-
ter les conditions de réseau favorables à un changement de mode (faible
Mobilité et forte Densité). Si les conditions de mobilité et de densité sont
convenables, le nœud rentre dans le mode Transition Adaptative. Nous
avons défini deux seuils de changement de mode pour la Mobilité (Mfaible
< Mforte) et la Densité (Dfaible < Dforte).
– Mobilite´ > Mforte ou Densite´ < Dfaible : la station mobile reste en
mode Sans Architecture car la Mobilité est forte et/ou la Densité faible.
– Mobilite´ ≤ Mforte et Densite´ ≥ Dfaible : la station mobile passe du
mode Sans Architecture au mode Transition Adaptative si elle reçoit
un paquet de routage AA. La Mobilité et la Densité ont des valeurs
moyennes. Cette transition a été définie pour favoriser le passage en
mode AA. En effet, la valeur de la métrique de mobilité peut osciller
autour des seuils selon la définition choisie. Pour que le mode de routage
AA soit performant, il faut que le plus de noeuds possible bascule en
mode AA durant la même période.
– Mobilite´ ≤ Mfaible et Densite´ ≥ Dforte : la station mobile passe du
mode Sans Architecture au mode Transition Adaptative car la Mobilité
est faible et la Densité est forte.
Transition Adaptative
La station mobile utilise les procédures de routage du protocole plat Sans
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Architecture. Cependant, les procédures du mode de routage Avec Archi-
tecture sont exécutées pour mettre en place l’architecture hiérarchique. Le
routage Sans Architecture et la mise en place du mode AA sont effectués
en parallèle pour permettre la transition entre les deux modes. Ainsi, le
routage est opérationnel même durant la phase de transition.
Si les procédures AA parviennent à mettre en place l’architecture, le nœud
passe en mode de routageAvec Architecture.Dans le cas contraire, le nœud
repasse en mode Sans Architecture.
Le mode Transition Adaptative permet aussi de gérer le recouvrement
d’erreurs du mode hiérarchique. Si une erreur se produit dans le mode Avec
Architecture, le nœud peut utiliser le routage Sans Architecture pendant
le recouvrement de l’architecture.
Avec Architecture
Le nœud utilise les procédures de routage du mode Avec Architecture. Les
procédures hiérarchiques AA sont utilisées pour maintenir l’architecture.
En cas d’erreur, le nœud passe en mode Transition Adaptative pour re-
couvrer l’architecture. Le nœud passe en mode Sans Architecture si les
dynamiques de réseau ne sont plus favorables au mode hiérarchique (Mo-
bilité trop forte et/ou Densité trop faible).
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3.6 Conclusion
Afin d’améliorer les performances des protocoles de routage, nous avons ana-
lysé les mécanismes d’adaptation du routage. La méthode d’adaptation que
nous préconisons permet un fonctionnement dynamique des protocoles selon les
conditions de mobilité et de taille du réseau.
De nombreux travaux de routage se sont focalisés sur l’optimisation des so-
lutions de routage hiérarchiques. L’originalité de notre approche est d’optimiser
les performances de routage en considérant le routage hiérarchique comme un
mode de fonctionnement du protocole dans des conditions de réseau données.
Les unités mobiles adoptent un mode de fonctionnement plat en cas de change-
ments de conditions de réseau.
Nous verrons dans le chapitre suivant comment mettre en œuvre notre ap-
proche en nous basant sur le protocole DSR.
Chapitre 4
Hiérarchisation adaptative du
protocole DSR
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Nous avons présenté dans le chapitre précédent les principes de notre mé-
thode d’adaptation du mode de routage. Notre proposition repose sur l’utilisa-
tion d’un mode de routage plat ou hiérarchique selon les conditions de mobilité
et de densité du réseau. Nous allons présenter dans ce chapitre un exemple de
mise en œuvre de notre méthode.
Pour appliquer notre méthode d’adaptation du mode de routage, nous avons
choisi le protocole DSR comme mode de routage plat Sans Architecture.
DSR est un protocole standardisé et il possède un mécanisme d’options qui
facilite l’ajout de nouveaux paquets au protocole.
En nous basant sur DSR, nous avons défini une extension hiérarchique de ce
protocole que nous appelons CSR (Cluster Source Routing). Cette extension
constituera le mode de routage hiérarchique Avec Architecture. Parmi
les solutions hiérarchiques possibles, nous avons choisi de définir un algorithme
de clustering. Les algorithmes de clustering que nous avons vu précédemment
sont adaptés à notre méthode car ils s’appuient sur une architecture virtuelle,
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0 7 15 31
En-tête suivant Réservé Longueur charge utile
Tab. 4.1 – En-tête fixe DSR
génèrent un trafic de contrôle faible et sont simples à mettre en œuvre. Nous
avons spécifié toutes les procédures de routage et de clustering de l’extension
CSR.
Pour déclencher le changement de mode entre les deux mode de routage, nous
avons proposé deux métriques. Notre métrique de mobilité est le nombre
de paquets d’erreurs de route générés. Notre métrique de densité est
le nombre de voisins à 1 saut estimé grâce au cache de routes.
Dans ce chapitre, nous démontrons la faisabilité de notre méthode d’adap-
tation.
4.1 Notre approche
4.1.1 Clusterisation du routage source : CSR
Les dynamiques du réseau peuvent évoluer rapidement. Ainsi, nous propo-
sons de combiner les avantages des protocoles basés sur l’inondation et des pro-
tocoles basés sur une hiérarchie en fonction des conditions en termes de mobilité
et de densité. Le type de routage utilisé (inondation ou hiérarchique) dépendra
de la mobilité et de la densité.
Les réseaux ad hoc ne disposent d’aucune infrastructure centralisée. Ainsi,
chaque nœud doit adapter de manière individuelle et dynamique son mode de
routage en se basant sur ses métriques d’adaptation. Deux nœuds peuvent se
trouver dans des modes de routage différents à un instant donné. Par consé-
quent, la compatibilité et la transparence entre les modes de routage sont des
conditions qui doivent être nécessairement remplies par l’extension que nous
présentons.
Nous proposons une extension hiérarchique du protocole DSR que nous ap-
pelons CSR (Cluster Source Routing) [JP04, JP05]. L’objectif de notre extension
est de permettre le passage à l’échelle du protocole DSR par rapport à la taille
du réseau. Pour cela, nous mettons en place une architecture de clusters pour fa-
ciliter le routage et éviter l’inondation du réseau lors des découvertes de routes.
Le chef du cluster de plus haut niveau agit comme un cache de routes centralisé
et traite les requêtes de route provenant des autres nœuds du réseau. La dé-
couverte de routes est alors effectuée via des communications unicast entre les
chefs de clusters. L’originalité de notre approche réside dans l’adaptation distri-
buée du mode de routage (plat ou hiérarchique) selon les conditions du réseau :
chaque nœud adapte son mode de routage de manière autonome en fonction de
ses critères d’adaptation (Mobilité et Densité).
Pour permettre la compatibilité entre les deux modes, le format de paquet
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0 7 15 31
Type d’option Longueur ................................
Tab. 4.2 – Format d’option DSR
du DSR est conservé. Ainsi, les nœuds en mode DSR et CSR peuvent commu-
niquer. L’en-tête DSR est situé immédiatement après l’en-tête IP du paquet. Il
est composé d’un en-tête fixe de 4 octets suivi d’une ou plusieurs options DSR
(Route Request, Route Reply, Route Error, Source Route, . . .). L’en-tête fixe
est composé d’un champ “En-tête suivant” identique au champ “Protocole” de
l’en-tête IPv4, d’un champ “Réservé” qui n’est pas utilisé pour l’instant et d’un
champ “Longueur charge utile” qui indique la taille de la partie option DSR
(voir Figure 4.1). Chaque nouvelle option débute par un champ “Type d’option”
qui permet d’identifier l’option et un champ “Longueur” qui indique la taille en
octets de l’option (voir Figure 4.2).
Nous avons attribué aux options CSR des codes d’option pour que les nœuds
DSR natifs traitent le paquet si nécessaire. Le draft du protocole DSR spécifie le
comportement des nœuds DSR natifs en présence d’une option de type inconnu :
– si le premier bit du champ “Type d’option” est positionné à 1, le nœud
renvoie un paquet DSR Route Error à la source du paquet. Le type de
l’erreur de route indique que l’option n’est pas supportée. Sinon, il poursuit
le traitement de l’option.
– le nœud examine alors les deux bits suivant du champ “Type d’option” :
– les deux bits sont positionnés à 00 : le nœud ignore cette option et
continue le traitement des options suivantes éventuelles.
– les deux bits sont positionnés à 01 : le nœud supprime l’option du paquet
et continue le traitement des options suivantes.
– les deux bits sont positionnés à 10 : le nœud marque l’option en posi-
tionnant le premier bit du champ “Type d’option” à 1. Il ignore alors
l’option et continue le traitement des options suivantes.
– les deux bits sont positionnés à 11 : le nœud supprime le paquet.
Les trois premiers bits du champ “Type d’option” seront positionnés à 000 ou
011 selon le traitement souhaité. Typiquement, les nœuds DSR natifs vont :
– soit relayer les paquets contenant une option CSR jusqu’aux nœuds qui
peuvent les traiter (Type d’option = 000).
– soit supprimer un paquet CSR qui ne peuvent pas traiter (Type d’option
= 011).
Nous présentons dans le tableau 4.3 les différentes options que nous avons ra-
jouté pour implanter l’extension CSR.
Jusqu’à présent, seuls les codes d’option de 0 à 7 ainsi que les codes 128 et
129 sont utilisés par le protocole DSR. L’utilisation des options que nous avons
rajoutées sera détaillée dans la partie 4.2.
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Nom Code d’option Utilisation
Procédures de routage
CSR Route 0110 0000 (96) Requête de Route CSR
Request Nœud S → Cluster Head CS
CSR Forward 0000 1000 (8) Relayage de la Requête de Route
Route Request Cluster Head CS → Serveur
CSR Route 0000 1001 (9) Réponse de Route CSR
Reply Serveur → Nœud S
CSR Server 0000 1010 (10) Localisation d’une destination D
Query Serveur → Cluster Heads Ci
CSR Server 0000 1011 (11) Réponse Localisation D
Query Reply Cluster Head CD → Serveur
Procédures de clustering
CSR Status 0110 0001 (97) Maintenance de la Cellule de Ci
Cluster Head Ci → Nœuds
CSR Registration 0000 1100 (12) Demande d’enregistrement
Request Cluster Head Ci → Serveur
CSR Registration 0000 1101 (13) Réponse d’enregistrement
Reply Serveur → Cluster Head Ci
CSR Election 0000 1110 (14) Election du Serveur
Cluster Head Ci → Cluster Heads Ci
CSR Server 0000 1111 (15) Maintenance Serveur
Presence Serveur → Cluster Heads Ci
Tab. 4.3 – Options CSR
CHAPITRE 4. HIÉRARCHISATION ADAPTATIVE DU PROTOCOLE DSR82
Fig. 4.1 – Modèle CSR
4.1.2 Architecture de clusters
Le réseau est divisé selon une architecture de clusters à deux niveaux (Figure
4.1). Le premier niveau est la cellule (cluster 0-cell). Chaque nœud qui appartient
à une cellule est situé à portée radio directe du chef de cellule (Cluster Head).
La communication entre les cellules s’effectue par le biais de passerelles. Le
deuxième niveau de cluster regroupe un ensemble de cellules (cluster 1-server).
Le chef de ce cluster est appelé Server. Chaque nœud peut expérimenter quatre
statuts :
– Indéfini : le nœud n’a pas encore obtenu de statut valide. Il utilise le
protocole DSR natif.
– Nœud : c’est un nœud qui utilise le mode CSR. Il peut émettre des
requêtes de route CSR.
– Cluster Head : c’est un chef de cluster de niveau 0-cell.
– Serveur : c’est le chef de cluster de niveau 1-server. Ses informations de
routage sont stockées dans deux tables :
– table Mobile - Cluster Head (MCH) : les nœuds localisés sont
CHAPITRE 4. HIÉRARCHISATION ADAPTATIVE DU PROTOCOLE DSR83
Cluster Heads Membres de la cellule
S N1 N2 N3
C1 N4 N1 N5
C2 N4 N2 N7
C3 N8 N5
C4 N10
Tab. 4.4 – Table Mobile - Cluster Head
Cluster Heads Chemins
S N1 C1
N2 C2
C1 N1 S
N5 C3
N4 C2
C2 N2 S
N4 C1
N7 N10 C4
C3 N5 C1
C4 N10 N7 C2
Tab. 4.5 – Table Cluster Head - Cluster Head
regroupés par cellule. Les cellules sont identifiées par les Cluster Heads.
Dans notre exemple, les membres de la cellule du Cluster Head C1 sont
les nœuds N1, N4 et N5(voir Tableau 4.4).
– table Cluster Head - Cluster Head (CHCH) : c’est un cache qui
conserve les liens existants entre chaque Cluster Head et ses Cluster
Heads voisins. Les Cluster Heads voisins d’un Cluster Head Ci sont
les Cluster Heads situés à 2 ou 3 sauts du Cluster Head Ci. La table
CHCH permet ainsi d’obtenir les routes entre les Cluster Heads. Dans
notre exemple, le Cluster Head C1 a pour “voisins” le Serveur et les
Cluster Heads C2 et C3(voir Tableau 4.5).
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4.2 Procédures CSR
Les procédures nécessaires au fonctionnement de l’extension CSR sont divi-
sées en deux catégories :
– les procédures de routage : elles servent à la découverte et à la mainte-
nance de routes.
– les procédures de clustering : elles servent à la mise en place et à la
maintenance de l’architecture virtuelle.
Nous présenterons dans la suite ces procédures en indiquant les formats de
paquets utilisés.
4.2.1 Routage CSR
4.2.1.1 Découverte de routes
La découverte de routes CSR vise à améliorer le mécanisme de découverte de
routes DSR en terme de trafic de contrôle nécessaire. L’architecture de clusters
est utilisée pour éviter l’inondation du réseau.
Recherche locale DSR
Lorsqu’un Nœud source S souhaite émettre un paquet de données vers un
nœud destination D, il consulte son cache de routes. Si la route recherchée
est manquante, S diffuse localement une requête de route conformément
à l’option Non-propagating Route Request du protocole DSR (voir partie
1.3.2.1).
L’en-tête fixe DSR est suivi d’une option DSR Route Request . Le TTL
du paquet IP est positionné à 1.
L’option Non-propagating Route Request est utilisée dans l’hypothèse où
un des voisins possède la route recherchée. Elle est intéressante car chaque
Nœud est voisin d’au moins un Cluster Head. Or, les Cluster Heads ac-
quièrent des informations de routage plus complètes via leurs communica-
tions vers le Serveur. Si la station S reçoit une réponse d’un de ses voisins,
elle met à jour son cache et commence à émettre. L’en-tête du paquet est
de la forme suivante :
0 7 15 31
Type d’option=2 Longueur Identification
Adresse Cible
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(a) Requête de Route CSR
(b) Réponse de Route CSR
(c) Localisation de la destination par le Serveur
Figure 4.2: Découverte de Routes CSR
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Recherche globale CSR
1. Emission de la requête : si le Nœud S ne reçoit pas de réponse
de ses voisins, il déclenche une découverte de route CSR. L’en-tête
fixe DSR est suivi d’une option CSR Route Request . Les trois
premiers bits du champ “Type d’option” sont positionnés à 011 : les
nœuds DSR natifs et les Nœuds CSR ne traitent pas le paquet. Nous
choisissons donc un code d’option égal à 96. Le TTL du paquet IP
est positionné à 1 pour atteindre seulement les Cluster Heads situés à
un saut. L’option CSR Route Request est identique à l’option Route
Request du DSR si ce n’est qu’elle est traitée uniquement par les
Cluster Heads. Elle contient l’adresse de la destination recherchée
D ainsi qu’un numéro d’identification de la requête. Sur la Figure
4.2(a), le Nœud S diffuse localement un paquet CSR Route Request.
L’en-tête du paquet est de la forme suivante :
0 7 15 31
Type d’option=96 Longueur Identification
Adresse Cible = @D
2. Relayage de la requête par le Cluster Head : lorsqu’un Cluster
Head Ci reçoit un paquet CSR Route Request, il relaie la requête
jusqu’au Serveur. Sur la Figure 4.2(a), le Cluster Head B relaie la re-
quête de route jusqu’au Serveur C. Le Cluster Head possède la route
pour atteindre le Serveur via la procédure Découverte de Topologie
que nous détaillerons dans la partie 4.2.2.4. Le Cluster Head insére
une option DSR Source Route qui contient le chemin jusqu’au
Serveur (code d’option = 7) et une option CSR Forward Route
Request . Les trois premiers bits du champ “Type d’option” de l’op-
tion CSR Forward Route Request sont positionnés à 000 : les nœuds
DSR natifs et les Nœuds CSR ignorent l’option. Nous choisissons un
code d’option égal à 8 pour l’option CSR Forward Route Request.
L’option CSR Forward Route Request reprend les champs “Identifica-
tion” et “Adresse Cible” du paquet CSR Route Request. Le TTL est
positionné à MAX_HOPS (constante fixée à 16 sauts dans le draft
DSR). Plusieurs Cluster Heads peuvent relayer la même requête vers
le Serveur. L’en-tête du paquet est de la forme suivante :
0 7 15 31
Type d’option=7 Longueur Flags Sauts
Adresse[1]=@S
Adresse[2]=@Ci
..............
Adresse_Serveur
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Type d’option=8 Longueur Identification
Adresse Cible=@D
3. Traitement de la requête par le Serveur : lorsque le Serveur
reçoit un paquet CSR Route Request, il met à jour sa table MCH : le
Nœud S est localisé dans la cellule du Cluster Head CS. Le Serveur
vérifie qu’il n’a pas déjà traité cette requête en contrôlant le numéro
d’identification de la requête. Si le Serveur a déjà traité cette requête,
le paquet est détruit. Sinon, le Serveur consulte sa table MCH pour
trouver la localisation du nœud destination D :
(a) si la destination D est présente dans la table, le Serveur construit
le chemin entre la source S et la destination D. Pour cela, il uti-
lise sa table CHCH et construit le chemin entre le Cluster Head
associé à S, CS, et le Cluster Head associé à D, CD. S et D
peuvent tous deux appartenir à plusieurs cellules. Dans ce cas, le
Serveur choisit la route qui comporte le moins de sauts si aucune
politique de qualité de service n’est déployée. Si le Serveur ne
peut construire de chemin entre S et D, il passe à l’étape 3b. Si-
non, le Serveur renvoie un paquet comportant une option DSR
Source Route et une option CSR Route Reply . Sur la Figure
4.2(b), le Serveur C renvoie une réponse de route vers le Nœud
S. L’option DSR Source Route contient le chemin entre le Ser-
veur et le nœud S. L’option CSR Route Reply contient la route
entre S et D et les trois premiers bits du champ “Type d’option”
de l’option CSR Route Reply sont positionnés à 000. Nous choi-
sissons un code d’option égal à 9 pour l’option CSR Route Reply.
0 7 15 31
Type d’option=7 Longueur Flags Sauts
Adresse_Serveur
Adresse[2]
..............
Adresse[N]=@S
Type d’option=9 Longueur Réservé
Adresse[1]=@S
Adresse[2]
..............
Adresse[N]=@D
(b) Si la destination n’est pas présente dans la table MCH, le Ser-
veur interroge tous les Cluster Heads qu’il connait pour localiser
la destination D (Figure 4.2(c)). Pour chaque Cluster Head Ci
présent dans la table CHCH :
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– le Serveur construit le chemin entre le Cluster Head Ci et lui.
– le Serveur envoie un paquet comportant une optionDSR Source
Route et une option CSR Server Query . L’option DSR
Source Route contient la route entre le Serveur et le Cluster
Head Ci. L’option CSR Server Query contient l’adresse de la
source S, l’adresse de la destination recherchée D et l’identi-
fiant du paquet CSR Route Request. Nous choisissons un code
d’option égal à 10 pour l’option CSR Server Query.
0 7 15 31
Type d’option=7 Longueur Flags Sauts
Adresse_Serveur
Adresse[2]
..............
Adresse[N]=@Ci
Type d’option=10 Longueur Identification
Adresse Source=@S
Adresse Cible=@D
Lorsqu’il reçoit un paquet Server Query, le Cluster Head diffuse
localement une requête de route conformément à l’option Non-
propagating Route Request du protocole DSR pour rechercher la
destination D. Si le Cluster Head reçoit une réponse de la part
de D, il envoie un paquet comportant une option DSR Source
Route et une option CSR Server Query Reply . L’option
DSR Source Route contient la route entre le Cluster Head et le
Serveur. L’option CSR Server Query Reply contient l’adresse de
la source S, l’adresse de la destination recherchée D et l’iden-
tifiant du paquet CSR Server Query. Chaque Cluster Head qui
localise la destination recherchée dans sa cellule envoie un paquet
CSR Server Query Reply. Nous choisissons un code d’option égal
à 11 pour l’option CSR Server Query Reply.
0 7 15 31
Type d’option=7 Longueur Flags Sauts
Adresse[1]=Ci
Adresse[2]
..............
Adresse[N]=@S
Type d’option=11 Longueur Identification
Adresse Source=@S
Adresse Cible=@D
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En recevant un paquet CSR Server Query Reply d’un Cluster
Head CD, le Serveur met à jour sa table MCH : le nœud D est
localisé dans la cellule du Cluster Head CD. Il vérifie qu’il n’a pas
déjà traité cette requête en contrôlant le numéro d’identification
de la requête. Si le Serveur a déjà traité cette requête, le paquet
est détruit. Sinon, le Serveur effectue l’étape 3a.
4. Réception de la réponse de route : lorsque le nœud source S re-
çoit la réponse de route, il met à jour son cache et commence l’émis-
sion des données. Si S ne reçoit pas de réponse de route, il déclenche
une découverte de routes DSR globale. Il diffuse un paquet conte-
nant une option DSR Route Request . Le TTL du paquet IP est
positionné à la valeur maximale.
4.2.1.2 Maintenance de routes
Les ruptures de chemin sont détectées via le mécanisme d’erreur de route
du DSR (voir partie 1.3.1.2).Lorsqu’un nœud détecte que le prochain saut est
inaccessible, il envoie un paquet contenant une option DSR Route Error vers
la source du paquet. Les nœuds intermédiaires utilisent l’erreur de route pour
mettre à jour leurs caches de routes.
Les Cluster Heads appliquent un traitement supplémentaire aux erreurs de
route relayées ou reçues : ils vérifient si leur chemin vers le Serveur est toujours
valide. Si l’erreur de route rend le chemin vers le Serveur invalide, le Cluster Head
applique la procédure Topology Discovery pour retrouver un nouveau chemin
(partie 4.2.2.4).
Lorsque la source du paquet reçoit une erreur de route, elle met à jour son
cache et cherche une nouvelle route pour acheminer les données. Si aucune route
n’est disponible dans le cache, le nœud source initie une découverte de routes
CSR. Le paquet contient une option CSR Route Request et une option DSR
Route Error . Ainsi, le Serveur pourra mettre à jour son cache et supprimer le
lien erroné de ses tables MCH et CHCH.
4.2.2 Procédures de clustering
Ces procédures servent à mettre en place et à maintenir l’architecture des
clusters. Pour choisir les chefs de clusters (Cluster Heads et Serveur), nous uti-
lisons une métrique de densité et une métrique de mobilité (voir partie 3.2).
Nous avons choisi les métriques selon différents critères. Tout d’abord, le calcul
des métriques ne doit générer aucun trafic de contrôle supplémentaire. La mini-
misation du trafic de contrôle est en effet un de nos critères pour permettre le
passage à l’échelle du DSR.
La métrique de mobilité est basée sur la notion de rupture de lien : lorsqu’un
nœud n’arrive pas à transmettre un paquet au prochain saut, il génére un paquet
DSR contenant une option DSR Route Error . Chaque nœud comptabilise le
nombre de paquetsDSR Route Error qu’il génére. Notre métrique de mobilité
est donc le nombre de paquets DSR Route Error générés.
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Une métrique de densité globale n’est calculable qu’en contrepartie d’un
trafic de contrôle important. Nous nous sommes donc intéressés à une mesure
locale de la densité. Nous avons choisi le nombre de voisins estimé à partir du
cache de routes. Cette mesure est moins précise que l’estimation reposant sur
l’échange périodique de messages Hello mais elle est plus économique en terme
de trafic de contrôle.
Dans la suite, les métriques de mobilité et de densité seront respectivement
notées Mobilité et Densité.
Les métriques de mobilité et de densité choisies sont utilisées pour élire
les chefs de clusters. Les nœuds les plus connectés et les moins mobiles sont
sélectionnés.
4.2.2.1 Mise en place du niveau 0-Cell
Chaque nœud débute la procédure de mise en place de la cellule avec un
statut Indéfini. Pour mettre en place l’architecture de clusters CSR, chaque
nœud doit tout d’abord obtenir un statut de Nœud ou de Cluster Head.
Procedure GetStatus
La mise en place des cellules est basée sur l’algorithme Highest-Connectivity
Degree qui permet de minimiser le nombre de clusters et de réduire ainsi
le trafic de contrôle. Cependant, de façon à augmenter la stabilité de l’ar-
chitecture, nous utilisons les métriques de mobilité et de densité comme
critères d’élection.
Un nœud utilise la procédure GetStatus pour mettre en place ou pour réta-
blir l’architecture. Chaque nœud possèdant un statut Indéfini va diffuser
localement un paquet de statut. Le paquet comporte une option CSR
Status.
L’option CSR Status contient le statut du nœud (Indéfini) et les valeurs de
ses critères d’élection (Mobilité et Densité). Le champ “OP” indique si le
mode de routage CSR est opérationnel. Les trois premiers bits du champ
“Type d’option” sont positionnés à 011. Nous choisissons un code d’option
égal à 97 pour l’option CSR Status. La variable candidat est positionnée
à vrai. Une fois le paquet de statut émis, le nœud attend pendant une
période GetStatus.
0 7 15 31
Type d’option=97 Longueur Statut OP Densité Mobilité
En recevant un paquet de statut, chaque nœud vérifie son mode de routage
et le cas échéant son statut :
– mode CSR et statut Indéfini : le nœud contrôle le statut du paquet :
– statut du paquet = Cluster Head : le nœud prend le statut de Nœud
et quitte la procédure.
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– statut du paquet = Indéfini : le nœud compare ses critères d’élection
avec ceux contenus dans le paquet. Les valeurs de Densité sont com-
parées. En cas d’égalité, les valeurs de Mobilité sont comparées. En
cas d’égalité sur les deux critères, le plus petit identifiant est préféré.
Si les critères du paquet sont meilleurs, le nœud positionne sa variable
candidat à faux.
– mode CSR et statut différent de Indéfini : le nœud détruit le paquet.
– mode DSR : le nœud contrôle ses critères d’adaptation conformément
au processus de changement de mode (voir partie 4.3). Si les valeurs de
Mobilité et de Densité permettent le passage en CSR, le nœud débute
la procédure GetStatus.
– mode DSR natif : les nœuds qui ne supportent pas l’extension CSR
détruisent le paquet.
A l’expiration du timer GetStatus :
– si le nœud a localement les meilleurs critères d’élection (candidat =
vrai), il prend le statut de Cluster Head. Il diffuse alors dans sa cellule
un paquet comportant une option CSR Status. L’option CSR Status
contient le statut du nœud (Cluster Head) et les valeurs de ses critères
d’élection (Mobilité et Densité).
– si le nœud n’a pas les meilleurs critères d’élection (candidat = faux),
il arme une temporisation en attendant un paquet de statut provenant
d’un Cluster Head :
– si un paquet de statut provenant d’un Cluster Head est reçu, le nœud
prend le statut de Nœud et quitte la procédure.
– à l’expiration de la temporisation, si le nœud n’a pas reçu de paquet
provenant d’un Cluster Head, il se déclare lui-même Cluster Head. Il
diffuse alors dans sa cellule un paquet de statut indiquant son rôle.
4.2.2.2 Maintenance du niveau 0-Cell
Chaque Cluster Head diffuse périodiquement un paquet CSR Status pour
maintenir sa cellule. Le timer de maintenance est ajusté selon la Mobilité. Si la
Mobilité augmente, le Cluster Head diminue la valeur de son timer de mainte-
nance. Si la mobilité diminue, le Cluster Head augmente la valeur de son timer.
Le paquet de statut contient, outre le statut et les métriques, la valeur du timer
de maintenance.
Lorsqu’un Nœud reçoit un paquet de statut d’un Cluster Head, il réarme
son timer de Statut : la valeur du timer de Statut est égale à 2 fois la valeur du
timer de maintenance pour tolérer la perte d’un paquet de Statut. Si un Nœud
n’a pas reçu de paquet provenant d’un Cluster Head à l’expiration de son timer
de statut, il prend le statut Indéfini et applique la procédure GetStatus.
Nous utilisons l’algorithme de contrôle des Cluster Heads appelé LCC (Least
Cluster Change) qui a été détaillé dans la partie 3.4.3. Si un Cluster Head reçoit
un paquet de statut provenant d’un autre Cluster Head, il compare sa Densité
avec celle contenue dans le paquet. En cas d’égalité sur les Densités, les valeurs
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Fig. 4.3 – Procédure d’enregistrement global
de Mobilité sont comparées. En cas d’égalité sur les deux critères, le plus petit
identifiant est préféré :
– si le Cluster Head possède des critères plus faibles que ceux du paquet, il
abandonne son rôle de Cluster Head et prend le statut de Nœud.
– si le Cluster Head possède des critères plus forts que ceux du paquet, il
attend l’expiration de son timer de maintenance pour diffuser un paquet
de statut.
L’algorithme de contrôle LCC assure que les Cluster Heads sont éloignés d’au
moins 2 sauts.
4.2.2.3 Mise en place du niveau 1-Server
Nous décrivons ici les procédures qui permettent de mettre en place le ni-
veau de cluster 1-Server. Seuls les Cluster Heads et le Serveur participent à
ces procédures de manière active. Les Nœuds CSR et les nœuds DSR natifs se
contentent de relayer les paquets si nécessaire.
Enregistrement global des Cluster Heads
Lorsqu’un nœud est élu Cluster Head à l’issue de la procédure GetStatus,
il doit s’enregistrer auprès du Serveur (Figure 4.3). Cette procédure a
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plusieurs objectifs :
– le Cluster Head peut vérifier la présence du Serveur.
– il obtient un chemin vers le Serveur.
– le Serveur peut localiser le Cluster Head par rapport à ses Cluster Heads
voisins. Les Cluster Heads voisins d’un Cluster Head Ci sont les Cluster
Heads situés à 2 ou 3 sauts du Cluster Head Ci.
Le Cluster Head C diffuse localement un paquet comportant une option
DSR Route Request et une option CSR Registration Request . Sur
la Figure 4.3, le Cluster Head A diffuse localement une requête d’enregis-
trement (étape 1).
La destination cible de l’option DSR Route Request contient l’adresse pré-
définie pour identifier le Serveur. Il existe un certain nombre d’adresses
IP non routables dans les standards IPv4 et IPv6. Pour IPv4, nous choi-
sissons l’adresse ADDR_SRV = 10.0.0.0 comme adresse prédéfinie pour
le Serveur car elle ne sera jamais attribuée. Ainsi, lorsqu’un nœud reçoit
une option DSR Route Request ayant ADDR_SRV comme adresse des-
tination cible, nous savons que le nœud ne répondra pas et se contentera
de relayer la requête.
L’option CSR Registration Request indique que le Cluster Head attend
une réponse de la part du Serveur (champ “Reply” = vrai) et répète le
champ “Identification” de l’option DSR Route Request . Les trois pre-
miers bits du champ “Type d’option” de l’option CSR Registration Re-
quest sont positionnés à 000. Ainsi, les Nœuds CSR et les nœuds DSR
natifs se contentent de relayer le paquet conformément à l’option DSR
Route Request et ne traitent pas l’option CSR Registration Request. Nous
choisissons un code d’option égal à 12. Le paquet d’enregistrement vise à
atteindre les Cluster Heads voisins. Le TTL du paquet IP est fixé à 3 car
les Cluster Heads sont éloignés d’au plus 3 sauts.
0 7 15 31
Type d’option=2 Longueur Identification
Adresse Cible = ADDR_SRV
Type d’option=12 Longueur Identification
Reply
Lorsqu’un Cluster Head voisin D reçoit un paquet CSR Registration Re-
quest de C :
– s’il ne possède pas de route jusqu’au Serveur : il détruit le paquet.
– s’il possède une route jusqu’au Serveur : il va relayer la demande d’en-
registrement jusqu’au Serveur. Pour cela, il concatène la route entre
C et D avec la route entre D et le Serveur. La route entre C et D
est construite lors du relayage de la demande d’enregistrement grâce à
l’option Route Request. D obtient la route jusqu’au Serveur lors de la
réponse d’enregistrement.
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Le Cluster HeadD émet un paquet comportant une optionDSR Source
Route et une option CSR Registration Request . L’option DSR
Source Route contient la route entre C et le Serveur. L’option CSR
Registration Request n’est pas modifiée. Sur la Figure 4.3, les Cluster
Heads B et C relaient la requête de A (étape 2).
0 7 15 31
Type d’option=7 Longueur Flags Sauts
Adresse[1]=CC
Adresse[2]=Ni
Adresse[1]=CD
..............
Adresse[N]=Adresse_Serveur
Type d’option=12 Longueur Identification
Reply
Lorsque le Serveur reçoit un paquet Registration Request provenant de
C :
– il met à jour sa table CHCH en insérant si nécessaire le Cluster Head
C. Il rajoute aussi le lien existant entre les Cluster Heads C et D.
– il met à jour sa table MCH en insérant si nécessaire le Cluster Head C.
Il rajoute le nœud Ni dans les cellules de C et D.
– il vérifie le numéro d’identification contenu dans l’option CSR Regis-
tration Request. S’il n’a jamais traité cette requête, il répond à la de-
mande d’enregistrement. Il envoie un paquet comportant une option
DSR Source Route et une option CSR Registration Reply vers
C. Sur la Figure 4.3, le Serveur S répond à la requête d’enregistrement
de A (étape 3).Nous choisissons un code d’option égal à 13 pour l’op-
tion CSR Registration Reply. L’option DSR Source Route contient la
route entre le Serveur et C. Le champ “Identification” de l’option CSR
Registration Reply reprend le numéro d’identification du paquet CSR
Registration Request. Le champ “OP” indique si le mode de routage
CSR est opérationnel.
0 7 15 31
Type d’option=7 Longueur Flags Sauts
Adresse[1]=Adresse_Serveur
Adresse[2]
..............
Adresse[N]=CC
Type d’option=13 Longueur Identification
OP
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Lorsque le Cluster Head C reçoit une option CSR Registration Reply, il
mémorise la route jusqu’au Serveur ainsi que la date de réception de la
réponse.
Le Cluster Head C détecte l’échec de la procédure d’enregistrement global
sur expiration de timer. 3 échecs d’enregistrement consécutifs sont inter-
prétés comme une absence de Serveur. Le Cluster Head déclenche alors
une élection de Serveur.
Election du Serveur
Le Serveur est élu parmi les Cluster Heads : le choix du Serveur est basé
sur la Densité et la Mobilité. Au début de la procédure, chaque Cluster
Head initialise ses variables :
– Densité_candidat et Mobilité_candidat avec ses valeurs de Densité et
de Mobilité
– Adresse_candidat avec son adresse
Lorsqu’un Cluster Head Ci déclenche une élection de Serveur, il diffuse
un paquet comportant une option DSR Route Request et une option
CSR Election et arme son timer d’élection. La destination cible de l’op-
tion DSR Route Request contient l’adresse prédéfinie pour identifier le
Serveur, ADDR_SRV. Les trois premiers bits du champ “Type d’option”
de l’option CSR Election sont positionnés à 000. Ainsi, les Nœuds CSR
et les nœuds DSR natifs se contentent de relayer le paquet conformément
à l’option DSR Route Request et ne traitent pas l’option CSR Election.
Nous choisissons un code d’option égal à 14 pour l’option CSR Election.
L’option CSR Election contient l’adresse, la Densité et la Mobilité du can-
didat. Le TTL du paquet IP est positionné à 3 car on cherche à atteindre
les Cluster Heads voisins. Les Cluster Heads voisins relaieront le paquet
CSR Election si nécessaire. Le trafic de contrôle nécessaire à l’élection du
Serveur est ainsi réduit.
0 7 15 31
Type d’option=2 Longueur Identification
Adresse Cible = ADDR_SRV
Type d’option=14 Longueur Densité Mobilité
Adresse Candidat = Ci
Lorsqu’un Cluster Head Cj reçoit un paquet d’élection, il vérifie le numéro
d’identification. Si le paquet a déjà été traité, il le supprime. Sinon, il
compare la date de réception de la dernière CSR Registration Reply du
Serveur avec la date courante. Si la différence est inférieure à la valeur
du timer de maintenance, le Cluster Head ne participe pas à l’élection et
détruit le paquet. Sinon, il arme son timer d’élection si celui-ci est inactif
(premier paquet Election reçu). Il compare sa variable Densité_candidat
avec la Densité contenue dans le paquet. En cas d’égalité, les valeurs de
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Mobilité_candidat et de Mobilité sont comparées. En cas d’égalité sur les
deux critères, le plus petit identifiant entre la variable Adresse_candidat
et l’adresse du candidat du paquet CSR Election est préféré.
– Si le Cluster Head possède des meilleurs critères d’élection, il supprime
le paquet.
– Si le candidat du paquet est meilleur, le Cluster Head Cj met à jour ses
variables Densité_candidat, Mobilité_candidat et Adresse_candidat
avec les valeurs contenues dans le paquet CSR Election et réarme son
timer d’élection. Le Cluster Head mémorise aussi la route jusqu’au can-
didat qui est contenue dans l’option DSR Route Request.
Une fois ses variables mises à jour, le Cluster Head va propager le pa-
quet CSR Election . Il ajoute son adresse dans le champ “Route” de
l’option DSR Route Request et positionne le TTL du paquet à 3 pour
relayer le paquet d’élection aux Cluster Heads voisins. Le champ “Rou-
te” de l’option DSR Route Request contient les adresses des nœuds qui
ont relayé la requête.
0 7 15 31
Type d’option=2 Longueur Identification
Adresse Cible = ADDR_SRV
Adresse[1]=N1
Adresse[2]=Cj
Type d’option=14 Longueur Densité Mobilité
Adresse Candidat = Ci
Lorsque son timer d’élection expire, chaque Cluster Head compare l’Adresse_candidat
avec son adresse :
– si les adresses sont différentes, le Cluster Head applique la procédure
d’enregistrement global décrite précédemment.
– si les adresses sont identiques, le Cluster Head se déclare Serveur. Il dif-
fuse alors dans le réseau un paquet comportant une option DSR Route
Request et une option CSR Server Presence. La destination cible
de l’option DSR Route Request contient l’adresse prédéfinie pour iden-
tifier le Serveur, ADDR_SRV. Les trois premiers bits du champ “Type
d’option” de l’option CSR Server Presence sont positionnés à 000. Ainsi,
les Nœuds CSR et les nœuds DSR natifs se contentent de relayer le pa-
quet conformément à l’option Route Request et ne traitent pas l’option
CSR Server Presence. Nous choisissons un code d’option égal à 15 pour
l’option CSR Server Presence. L’option CSR Server Presence contient
l’adresse, la Densité et la Mobilité du Serveur. Le TTL du paquet IP
est positionné à 3 pour atteindre les Cluster Heads voisins.
CHAPITRE 4. HIÉRARCHISATION ADAPTATIVE DU PROTOCOLE DSR97
0 7 15 31
Type d’option=2 Longueur Identification
Adresse Cible = ADDR_SRV
Type d’option=15 Longueur Densité Mobilité
Adresse Serveur
Le paquet de présence sert à résoudre les conflits dans l’éventualité où
plusieurs Cluster Heads se déclarent Serveur. En effet, si la connectivité
n’est pas maintenue pendant la durée de l’élection, il est possible que le
paquet d’élection du meilleur candidat n’atteigne pas tous les Cluster
Heads.
Lorsqu’un Cluster Head reçoit un paquet CSR Server Presence, il com-
pare sa variable Adresse_candidat avec l’Adresse du Serveur contenue
dans le paquet :
– si elles sont identiques, le Cluster Head relaie le paquet de présence
comme un paquet d’élection. Il ajoute son adresse dans le champ
“Route” de l’option DSR Route Request et positionne le TTL du
paquet à 3. L’option Server Presence n’est pas modifiée.
– sinon, les critères d’élection sont comparés. Si le candidat du pa-
quet est meilleur, le Cluster Head met à jour ses variables Den-
sité_candidat, Mobilité_candidat et Adresse_candidat avec les va-
leurs contenues dans le paquet CSR Server Presence. Il applique la
procédure d’enregistrement global pour se signaler à son nouveau Ser-
veur et relaie le paquet Server Presence. Il ajoute son adresse dans le
champ “Route” de l’option DSR Route Request et positionne le TTL
du paquet à 3. L’option CSR Server Presence n’est pas modifiée.
Lorsqu’un Serveur S1 reçoit un paquet CSR Server Presence de S2, il
compare les critères d’élection du paquet avec les siens. Si ses critères
d’élection sont meilleurs, S1 diffuse à son tour un paquet CSR Server
Presence. Sinon, S1 abandonne son rôle de Serveur et devient Cluster
Head. Il relaie le paquet CSR Server Presence et s’enregistre auprès du
Serveur S2.
4.2.2.4 Maintenance du niveau 1-Server
Enregistrement Direct
Périodiquement, le Cluster Head s’enregistre directement auprès du Ser-
veur. Il envoie un paquet comportant une option DSR Source Route et
une option CSR Registration Request . Le champ “Route” de l’option
DSR Source Route contient le chemin jusqu’au Serveur. Le champ “Reply”
de l’option CSR Registration Request est positionné à vrai.
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0 7 15 31
Type d’option=7 Longueur Flags Sauts
Adresse[1]=C
Adresse[2]
..............
Adresse[N]=Adresse_Serveur
Type d’option=12 Longueur Identification
Reply
L’enregistrement direct permet de s’assurer de la validité de la route jus-
qu’au Serveur et de la présence du Serveur. L’échec d’enregistrement direct
est détecté sur expiration de timer. Après 2 échecs d’enregistrement direct,
le Cluster Head applique la procédure Découverte de Topologie.
Si le Cluster Head reçoit un paquet DSR Route Error consécutif à sa
requête d’enregistrement, cela signifie que la route vers le Serveur n’est
plus valide. Le Cluster Head applique alors la procédure Découverte de
Topologie pour retrouver un chemin vers le Serveur.
Découverte de Topologie
Périodiquement, chaque Cluster Head applique la procédure d’enregistre-
ment global. De cette manière, le Serveur peut mettre à jour ses informa-
tions de routage stockées dans ses tables. La durée du timer de découverte
de topologie est proportionnelle à la durée du timer de maintenance de la
cellule. Le Cluster Head envoie un paquet comportant une option DSR
Route Request et une option CSR Registration Request . Le champ
“Reply” de l’option CSR Registration Request est positionné à faux : le
Cluster Head n’attend pas de réponse du Serveur.
La procédure Découverte de Topologie est aussi utilisée pour retrouver
un chemin vers le Serveur. Lorsqu’un Cluster Head reçoit un paquet DSR
Route Error, il vérifie si la route vers le Serveur est toujours valide. Si
la route vers le Serveur n’est plus valide, le Cluster Head applique la
procédure d’enregistrement global. Le paquet d’enregistrement contient
une option DSR Route Error , une option DSR Route Request et
une option CSR Registration Request . Le Serveur peut mettre à jour
ses tables en traitant l’option DSR Route Error. Le champ “Reply” de
l’option CSR Registration Request est positionné à vrai car le Cluster
Head attend une réponse du Serveur. Ainsi, il obtient un chemin vers le
Serveur lorsqu’il reçoit le paquet Registration Reply.
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4.3 Adaptation du mode de routage
Nous avons choisi d’adapter le mode de routage en fonction des conditions
de mobilité et de densité du réseau. Les conditions du réseau sont estimées grâce
à deux métriques :
– notre métrique de mobilité est le nombre de paquets Route Error générés
et sera notée Mobilité dans la suite.
– notre métrique de densité est le nombre de voisins estimé via le cache de
routes et sera notée Densité dans la suite.
La métrique de mobilité que nous avons choisie est dépendante du protocole
utilisé et du trafic de données qui transite par le réseau. Ainsi, l’estimation de
la mobilité peut être erronée après une longue période d’inactivité de trafic et
nécessite une période d’ajustement. Un travail sur les métriques de mobilité
pourrait permettre de trouver des métriques plus fiables que celle que nous
utilisons. D’ailleurs, une de nos perspectives de recherche consiste à observer
l’impact du changement de définition des métriques sur le comportement de
l’extension CSR afin d’optimiser les performances de routage de CSR.
La métrique que nous utilisons présente l’avantage d’être simple à calculer
et ne requiert pas de trafic de contrôle supplémentaire. Elle permet de montrer,
malgé ses défauts, les principes et les avantages de notre méthode.
4.3.1 Changements de mode
Conformément à la méthode d’adaptation présentée dans le chapitre 3, chaque
nœud supportant l’extension CSR peut expérimenter 3 modes :
– DSR : c’est le mode de routage Sans Architecture.
– DSR+ : c’est le mode Transition Adaptative entre le mode de routage Sans
Architecture et le mode de routage Avec Architecture.
– CSR : c’est le mode de routage Avec Architecture.
Chaque nœud peut changer de mode de routage de manière autonome (voir
Figure 3.3).
Nous présentons ici les caractéristiques du changement de mode qui sont
dépendantes du mode Avec Architecture utilisé. Les autres mécanismes de chan-
gements de mode sont conformes à ceux présentés dans la partie 3.5.2.3.
Calcul des métriques
Le nœud calcule ses métriques d’adaptation quand :
– il arme son timer de statut.
– il reçoit un paquet comportant une option CSR.
Lorsque les métriques d’adaptation sont très proches des seuils d’adapta-
tion, un nœud peut changer très fréquemment de mode de routage et os-
ciller entre les deux modes. Pour éviter ce comportement, lorsqu’un nœud
change de mode de routage, il arme un timer de stabilité (la valeur de ce
timer est égale à trois fois la valeur par défaut du timer de statut). Jusqu’à
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l’expiration de ce timer, un nœud ne peut pas changer de mode même si
ses métriques le permettent.
Transitions
Lorsqu’un nœud passe du mode de routage DSR au mode de routage
DSR+, il déclenche les procédures pour mettre en place l’architecture de
clustering :
– tout d’abord, le nœud utilise la procédure GetStatus pour obtenir un
statut de Nœud CSR ou de Cluster Head.
– les Cluster Heads s’enregistrent auprès du Serveur. Les Cluster Heads
peuvent déclencher la procédure d’élection du Serveur si celui-ci est in-
accessible.
Si les procédures de clustering réussissent, le nœud passe en mode CSR :
– une fois élu, le Serveur arme un timer et attend les demandes d’enre-
gistrement des Cluster Heads. Lorsque le timer expire, le Serveur est
opérationnel pour répondre aux requêtes de route. En effet, les de-
mandes d’enregistrement fournissent les informations de routage néces-
saires pour remplir les tables du Serveur. Lorsqu’il répond aux demandes
d’enregistrement, le Serveur indique s’il est opérationnel dans la réponse
d’enregistrement (champ “OP” dans l’optionCSR Registration Reply
positionné à 1).
– lorsqu’unCluster Head reçoit une réponse d’enregistrement, il contrôle
le champ “OP” de l’option CSR Registration Reply .
Si le champ “OP” indique que le Serveur est opérationnel, le Cluster
Head positionne sa variable “Csr_Routing” à vrai. Il positionnera le
champ “OP” de l’option CSR Status à 1 dans le prochain paquet de
maintenance qu’il émettra.
Si le Serveur n’est pas opérationnel, le Cluster Head arme un timer et
passe en mode opérationnel à l’expiration de ce timer. Il positionne alors
sa variable “Csr_Routing” à vrai : il peut désormais relayer les requêtes
de route CSR vers le Serveur.
– un Nœud passe en mode CSR lorsqu’il reçoit un paquet comportant
une option CSR Status dont le champ “OP” est positionné à 1. Il peut
alors faire des requêtes de route CSR.
Si les procédures de clustering échouent, le nœud passe en mode DSR :
– si le Serveur ne possède aucun Cluster Head enregistré dans ses tables
après 3 expirations consécutives du timer d’enregistrement, il abandonne
son rôle et passe en mode DSR. En effet, cela signifie qu’il n’y a pas de
Cluster Head ou que la mobilité des nœuds empêche leur enregistrement.
– après 3 échecs de la procédure d’élection du Serveur, le Cluster Head
abandonne son rôle et passe en mode DSR.
– si un Nœud n’a pas reçu de paquet CSR Status avec le champ “OP”
positionné à 1 au bout de 3 paquets CSR Status consécutifs, il passe
en mode DSR.
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4.4 Conclusion
Dans ce chapitre, nous avons appliqué notre méthode d’adaptation du mode
de routage. Pour cela, nous avons proposé et défini une extension de routage
hiérarchique en nous basant sur le protocole DSR. Cette extension, que nous
appelons CSR, s’appuie sur une architecture de clusters pour réaliser un routage
hiérarchique. Elle adapte son mode de routage selon la mobilité et la densité du
réseau.
Nous avons spécifié l’ensemble des procédures de routage et de clustering de
l’extension CSR. Nous avons aussi indiqué le moyen d’implanter ces procédures
en définissant le format des différents paquets.
Dans le chapitre suivant, nous étudierons les performances de l’extension
CSR pour montrer son intérêt par rapport aux protocoles préconisés par l’IETF.
Chapitre 5
Evaluation de l’optimisation
CSR
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Dans le chapitre précédent, nous avons montré la faisabilité de notre méthode
d’adaptation en définissant l’extension CSR. Dans ce chapitre, nous montrons
le gain de performances apporté par notre extension auto-adaptative.
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Nous avons évalué les performances de l’extension que nous proposons en
quatre étapes :
1. tout d’abord, nous avons validé les principes de l’extension CSR (partie
5.1) :
– l’optimisation du routage en s’appuyant sur une architecture de clusters.
– la mise en place et la maintenance de l’architecture
2. nous avons ensuite comparé notre extension avec les protocoles de 1ère
génération qui sont standardisés à ce jour : DSR et AODV. Cette étude
vise à montrer que notre optimisation améliore le passage à l’échelle du
routage dans les réseaux ad hoc (partie 5.2).
3. nous avons par la suite comparé notre extension avec le protocole de 2ème
génération OLSR. OLSR est un des protocoles de routage les plus utilisés
actuellement. Il est de plus normalisé à l’IETF.
4. notre extension s’appuie sur un changement adaptatif du mode de routage.
La stabilité et l’efficacité de cette adaptation sont analysées dans la partie
5.4.
Dans la partie 2.2, nous avons décrit en détail deux modèles de mobilité : Ran-
dom Waypoint et RPGM. Ces deux modèles ont été utilisés dans notre étude.
Cependant, le modèle RPGM a été utilisé uniquement pour valider le compor-
tement global de l’extension CSR. Il permet de simuler des scénarii de mobilité
plus “prévisibles” grâce à l’utilisation des points de contrôle. Ainsi, nous avons
pu observer les performances de CSR par rapport au comportement que nous
attendions.
5.1 Validation des principes CSR
Dans cette partie, nous validons les principes de l’extension CSR
5.1.1 Optimisation du routage
5.1.1.1 Modèle de simulation
Nous avons utilisé l’environnement de simulation QNAP2 pour valider l’op-
timisation du routage [VP84]. QNAP2 est un environnement de simulation basé
sur la théorie des files d’attente. Nous l’avons choisi car il permet une modéli-
sation rapide de notre problème. Ainsi, nous pouvons valider le principe de la
découverte de routes CSR.
Nous avons choisi des sources de trafic de type CBR (Constant Bit Rate). La
mobilité des destinations est modélisée par une probabilité de mouvement : la
destination est accessible selon cette probabilité. Chaque point calculé représente
une moyenne sur 10 simulations. Nous avons calculé un intervalle de confiance à
95% pour chacun des critères de performances observés : les intervalles relatifs
sont inférieurs à 1%.
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Nous définissons un degré de connectivité : il correspond au nombre de Clus-
ter Heads voisins que chaque Cluster Head peut atteindre. Le degré de connec-
tivité moyen nous permet de caractériser le nombre de chemins distincts dans
une topologie donnée. Deux topologies différentes ont été utilisées pour notre
évaluation : la topologie à connectivité faible a un degré de connectivité moyen
égal à 2 et la topologie à connectivité forte a un degré de connectivité moyen
égal à 4.
Dans notre étude, le nombre de nœuds par cluster prend les valeurs 3, 4 et
5. Tous les liens sont considérés bidirectionnels.
Pour comparer le protocole DSR et l’extension CSR, nous avons observé les
métriques suivantes :
– Trafic de controˆle : le nombre de paquets de contrôle transmis. Nous pre-
nons en compte chaque transmission du paquet si la communication s’ef-
fectue sur plusieurs sauts.
– Donne´es : le nombre de paquets de données reçus.
– Efficacite´ : elle est définie comme Donne´es
Donne´es+Trafic de controˆle .
5.1.1.2 Résultats
Le trafic de contrôle déployé par chacune des procédures de découverte de
routes varie en fonction des conditions du réseau (mobilité, densité, . . .). Parmi
celles-ci, nous nous sommes intéressés à la densité de nœuds et au nombre de
chemins distincts dans la topologie.
Pour montrer l’influence de ces dynamiques du réseau, nous avons effectué
des simulations en utilisant deux topologies différentes et en faisant varier la
densité de nœuds. La Figure 5.1 montre le rapport des efficacités CSR
DSR
en fonc-
tion de la mobilité.
Nous observons tout d’abord le protocole DSR natif a de meilleures perfor-
mances avec une topologie à faible connectivité et une densité faible. Cepen-
dant, l’extension CSR devient plus efficace lorsque la densité de nœuds aug-
mente. L’amélioration observée est plus importante encore sur la topologie à
forte connectivité.
La procédure de découverte de routes DSR repose sur l’inondation du ré-
seau avec des paquets de requêtes. Ainsi, le trafic de contrôle nécessaire à une
découverte de route est de l’ordre de n, où n est le nombre total de nœuds dans
le réseau. En effet, chaque nœud, excepté la destination recherchée, va diffuser
le paquet de requête.
La procédure de découverte de route CSR s’appuie sur l’interrogation du
Serveur. Le trafic de contrôle nécessaire à une découverte de route dépend du
nombre de Cluster Heads et de la distance moyenne, en nombre de sauts, entre
une station et le Serveur.
La topologie à connectivité faible possède peu de chemins distincts. Ainsi, à
faible densité, DSR et CSR ont des performances voisines. Cependant, lorsque
la densité de nœuds augmente :
– le trafic de contrôle du CSR n’augmente pas car le nombre de Cluster
Heads et la distance moyenne Nœud-Serveur restent constants
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densité de nœuds : × < ♦ < 
Fig. 5.1 – Rapports des efficacités sur 2 topologies pour différentes densités
– le trafic de contrôle du DSR augmente car le nombre total de nœuds n
augmente
L’influence du nombre de chemins distincts est illustrée par les résultats obtenus
sur la topologie à connectivité forte. Lorsque le nombre de chemins distincts
augmente, l’utilisation de l’inondation est plus coûteuse en trafic de contrôle.
L’utilisation du cache central du Serveur permet aussi une minimisation du
trafic de contrôle lorsque le nombre de chemins distincts est grand.
L’utilisation de l’optimisation de routage CSR s’avère plus intéressante sur
des configurations de réseau denses.
5.1.2 Procédures de clustering
Nous évaluons dans cette partie le trafic de contrôle généré par les procédures
de clustering. Cela permet de déterminer les conditions de réseau dans lesquelles
l’utilisation de l’extension CSR est intéressante.
5.1.2.1 Modèle de simulation
Nous avons utilisé l’environnement de simulation ns2 (version 2.27) pour
évaluer les procédures de clustering. Au niveau MAC, nous utilisons le modèle
802.11 implanté par le groupe Monarch. Nous gardons les valeurs par défaut des
paramètres de ce modèle.
– La portée de transmission de chaque nœud est de 150 m.
– la durée de simulation est fixée à 1000s.
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– L’aire de simulation est de 1000m x 1000m.
– Nous avons effectué des simulations pour 50, 100 et 150 nœuds.
– Le modèle de mobilité est Random Waypoint. La vitesse de déplacements
des nœuds varie de 1 m/s à 20 m/s et nous avons utilisé un temps de pause
de 30s.
– Le trafic de données est de type CBR (Constant Bit Rate) et le débit
d’émission est de 4 paquets/s.
Pour évaluer les procédures de clustering, nous calculons la métrique suivante :
– Trafic de controˆle : le nombre de paquets de contrôle transmis. Nous pre-
nons en compte chaque transmission du paquet si la communication s’ef-
fectue sur plusieurs sauts.
Chaque point calculé représente une moyenne sur 10 scénarii de mobilité diffé-
rents.
5.1.2.2 Résultats
Notre étude se concentre sur le trafic de contrôle généré par les procédures
de mise en place et de maintenance de l’architecture.
La Figure 5.2 montre le trafic de contrôle généré par les procédures de ni-
veau 0-Cell en fonction de la vitesse des nœuds. Nous observons le trafic de
contrôle pour 3 densités de nœuds différentes. Pour permettre la comparaison,
nous considérons le trafic de contrôle moyen par nœud.
Tout d’abord, on remarque que le trafic de contrôle par nœud reste quasiment
constant en fonction de la mobilité, quelle que soit la densité considérée. Cela
montre que les cellules restent relativement stables par rapport à la mobilité des
nœuds.
Nous pouvons constater que le trafic de contrôle nécessaire à l’établissement
et à la maintenance de l’architecture diminue lorsque la densité de nœuds aug-
mente : le gain est de 50% quand on passe de 50 à 100 nœuds et de 20% lorsqu’on
passe de 100 à 150 nœuds.
La mise en place et la maintenance des cellules nécessitent moins de trafic
de contrôle lorsque la densité de nœuds augmente.
La Figure 5.3 présente le trafic de contrôle généré par la procédure d’élection
du Serveur en fonction de la densité de nœuds. Les résultats ont été obtenus avec
une vitesse de déplacement moyenne (10 m/s). Le trafic de contrôle introduit
par l’élection du Serveur diminue lorsque la densité de nœuds augmente. Cela
confirme le résultat obtenu précédemment : la mise en place et la maintenance
de l’architecture est plus avantageuse dans des conditions de forte densité de
nœuds.
Nous avons observé le trafic de contrôle généré par la procédure d’élection
du Serveur avec des conditions de mobilité variées et nous avons obtenu la même
tendance : l’élection du Serveur est réalisée rapidement par rapport à la mobilité
des nœuds. Ainsi, la mobilité des nœuds n’affecte pas de manière importante la
procédure d’élection.
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Fig. 5.2 – Trafic de contrôle par nœud pour les procédures de niveau 0-Cell
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Fig. 5.3 – Trafic de contrôle par nœud pour la procédure d’élection du Serveur
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5.2 Comparaison de performances de l’extension
CSR avec les protocoles de 1ère génération
Dans cette partie, nous considérons l’ensemble des procédures de routage et
de clustering du CSR. Nous comparons les protocoles de 1ère génération DSR et
AODV avec l’extension CSR sous différentes conditions de mobilité, de densité
et de charge de trafic.
5.2.1 Modèle de simulation
Nous avons utilisé l’environnement de simulation ns2 (version 2.27) pour
effectuer notre étude de performances. Nous utilisons les implantations des pro-
tocoles DSR et AODV intégrées à ns2. Au niveau MAC, nous utilisons le modèle
802.11 implanté par le groupe Monarch. Nous gardons les valeurs par défaut des
paramètres de ce modèle.
– La portée de transmission de chaque nœud est fixée à 150 m.
– Nous fixons la durée de simulation à 1000s.
– L’aire de simulation est de 1000m x 1000m.
– Nous avons effectué des simulations pour 50, 100 et 150 nœuds.
– Le modèle de mobilité est Random Waypoint. La vitesse de déplacements
des nœuds varie de 1 m/s à 20 m/s et nous avons utilisé des temps de
pause de 100, 200, 300, 400 et 500s.
– Le trafic de données est de type CBR (Constant Bit Rate) et le débit
d’émission est de 4 paquets/s. Nous avons effectué des simulations pour
10 et 20 sources de trafic.
Pour comparer les performances relatives des protocoles, nous calculons les mé-
triques suivantes :
– Trafic de controˆle : le nombre de paquets de contrôle transmis. Nous pre-
nons en compte chaque transmission du paquet si la communication s’ef-
fectue sur plusieurs sauts.
– Donne´es : le nombre de paquets de données reçus.
– Charge de donne´es normalise´e : elle est définie comme Donne´es
Trafic de controˆle
.
Ce critère de performances constitue une mesure interne de l’efficacité du
protocole (voir partie 2.1.2).
L’analyse du comportement relatif du DSR par rapport à AODV est exposée
dans la partie 2.3.3 et ne sera pas reprise dans cette partie.
5.2.2 Intérêt du changement adaptatif du mode de rou-
tage
Nous avons tout d’abord vérifié l’intérêt du changement adaptatif du mode
de routage. Pour cela, nous considérons deux versions de l’extension CSR :
– NA-CSR (Non Adaptive CSR) : cette version implante toutes les pro-
cédures CSR excepté le changement adaptatif du mode de routage. Les
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Figure 5.4: Rapport Donne´es
Trafic de controˆle
pour 10 connexions
nœuds restent en mode CSR quelles que soient les conditions de Mobilité
et de Densité.
– A-CSR (Adaptive CSR) : cette version implante toutes les procédures CSR
y compris le changement adaptatif du mode de routage. Des seuils de chan-
gement de mode pour chaque métrique d’adaptation ont été définis dans la
partie 4.3.1. Notre métrique de Mobilité est le nombre d’erreurs de route
générées et notre métrique de Densité est le nombre de voisins. Les valeurs
des seuils sont les suivantes : Mfaible = 2, Mforte = 4, Dfaible = 2 et
Dforte = 5 .
La Figure 5.4 montre la charge de données normalisée en fonction de la
densité de nœuds pour les protocoles DSR et AODV et pour les versions NA-
CSR et A-CSR de l’extension CSR. 10 connexions sont mises en place. Chaque
point calculé représente une moyenne sur 50 scénarii de mobilité (10 scénarii
pour chaque temps de pause).
Pour une densité de 50 nœuds, NA-CSR est le moins performant : la densité
de nœuds est trop faible pour utiliser un protocole hiérarchique. Les perfor-
mances de A-CSR sont très proches de celles du protocole DSR : les simulations
montrent que la majorité des nœuds ont basculé en mode de routage DSR.
Cependant, certains Nœuds CSR détectent des conditions locales favorables à
un changement de mode (DSR → CSR ). Ce comportement génère un trafic
de contrôle supplémentaire qui explique que les performances de A-CSR sont
légèrement inférieures à celles du DSR (0,05% d’écart relatif).
Pour une densité de 100 nœuds, les performances de NA-CSR sont meilleures
que celles d’AODV mais restent inférieures à celles de DSR et A-CSR. Ces
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derniers ont des charges de données normalisées proches même si DSR reste
supérieur (0,09 % d’écart relatif).
Pour une densité de 150 nœuds, NA-CSR et A-CSR présentent de meilleures
performances que AODV et DSR. Cela indique que les conditions de réseau en
terme de densité sont plus favorables à un routage hiérarchique qu’à un routage
plat : les versions de l’extension CSR passent mieux à l’échelle par rapport à
la densité de nœuds. Les performances d’A-CSR sont légèrement inférieures à
celles de NA-CSR mais largement supérieures à celles du DSR (50 % d’écart
relatif).
Nous pouvons remarquer que la charge de données normalisée d’A-CSR est
toujours comprise entre celles de NA-CSR et du DSR. NA-CSR et DSR repré-
sentent les deux comportements extrêmes : routage purement hiérarchique et
routage purement plat. De plus, A-CSR a toujours un comportement proche du
mode de routage le plus performant quelle que soit la densité : DSR pour 50 et
100 nœuds, NA-CSR pour 150 nœuds.
Les simulations montrent que A-CSR réussit à détecter les conditions de
réseau et à adapter dynamiquement son mode de routage pour réaliser de
meilleures performances.
Dans la suite, nous étudierons plus précisement les performances de la version
A-CSR que nous notons CSR.
5.2.3 Influence de la densité et de la mobilité
La Figure 5.5 présente la charge de données normalisée en fonction du temps
de pause (paramètre de mobilité). Le critère de performance est calculé sur dif-
férentes configurations de densité (50, 100 et 150 nœuds). Chaque point calculé
représente une moyenne sur 10 scénarii de mobilité. Nous utilisons 10 connexions
pour cet ensemble de simulations.
Pour une densité de 50 nœuds, DSR et CSR ont des performances très
proches (Figure 5.5(a)). La densité est faible et la majorité des Nœuds CSR res-
tent en mode de routage DSR. L’écart le plus grand se produit pour la mobilité
la plus faible (temps de pause = 500s) : les conditions de mobilité sont adé-
quates et les Nœuds CSR qui détectent une densité suffisante changent de mode
(DSR → CSR ). Ces changements de mode générent un trafic de contrôle sup-
plémentaire. Lorsque la mobilité augmente, les conditions de réseau sont moins
favorables à un changement de mode : il y a moins de Nœuds CSR qui basculent
en mode CSR et l’écart entre DSR et CSR est réduit.
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(a) 50 nœuds
(b) 100 nœuds
(c) 150 nœuds
Figure 5.5: Rapport Donne´es
Trafic de controˆle
pour 10 connexions pour différentes den-
sités de nœuds
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Figure 5.6: Rapport Donne´es
Trafic de controˆle
pour 20 connexions pour une densité de
100 nœuds
Nous observons le même comportement pour une densité de 100 nœuds (Fi-
gure 5.5(b)). DSR et CSR ont des comportements similaires et l’écart diminue
lorsque la mobilité augmente. La densité de nœuds est désormais plus favorable
à un routage hiérarchique. Cependant, le gain de performance dû à l’optimisa-
tion de routage CSR ne compense pas complétement le coût de la mise en place
et de la maintenance de l’architecture de clusters car le nombre de connexions
est faible et la procédure de découverte de routes est peu utilisée.
Pour une densité de 150 nœuds, CSR présente de meilleures performances
que DSR ou AODV même à faible mobilité (Figure 5.5(c)). Les conditions de
densité sont plus favorables à un routage hiérarchique qu’à un routage plat :
la majorité des Nœuds CSR basculent en mode de routage CSR. L’écart de
performances entre CSR et DSR augmente avec la mobilité : une forte mobilité
entraine un plus grand nombre de requêtes de routes. Le gain de performance
liée à l’optimisation de routage CSR est alors plus visible.
5.2.4 Influence de la charge de trafic
Nous avons comparé les performances relatives des protocoles DSR, AODV
et de l’extension CSR lorsque la charge de trafic augmente. Le nombre de
connexions est désormais fixé à 20. La Figure 5.6 montre la charge de données
normalisée en fonction du temps de pause pour une densité de 100 nœuds.
L’extension CSR présente de meilleures performances que les protocoles
AODV et DSR. L’écart entre CSR et DSR augmente avec la mobilité. Ces
résultats doivent être comparés à ceux présentés sur la Figure 5.5(b). Avec 10
connexions, DSR présente une meilleure charge de données normalisée que l’ex-
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tension CSR. Cette tendance s’inverse avec 20 connexions : CSR présente alors
de meilleures performances que DSR. Avec 20 connexions, le nombre de décou-
vertes de routes est plus important : le gain de performance dû à l’optimisation
de routage CSR est plus important que le coût de la mise en place et de la
maintenance de l’architecture de clusters. L’intérêt de l’architecture de clusters
est plus important lorsque l’utilisation de cette architecture augmente.
L’extension CSR passe mieux à l’échelle que les protocoles DSR et AODV
par rapport à la charge de trafic.
5.2.5 Durée de la découverte de route
Nous étudions dans cette partie la durée de la découverte de route selon le
type de routage utilisé. Nous reprenons le modèle de simulation décrit précédem-
ment. Nous illustrons la durée de découverte de routes sur une configuration de
150 noeuds, un temps de pause de 300 secondes et pour 10 sources de trafic.
La Figure 5.7 indique la durée de découverte de route selon la procédure
utilisée :
– découverte CSR et réponse directe du Serveur : lorsque le Serveur reçoit
la requête de route CSR, la destination recherchée est déjà localisée. Le
Serveur répond donc directement à la source de la requête.
– découverte CSR et recherche de la destination par le Serveur : lorsque
le Serveur reçoit la requête de route CSR, la destination recherchée n’est
pas localisée. Le Serveur interroge donc les Cluster Heads et attend une
réponse de localisation. Il répond alors à la source de la requête.
– découverte DSR : la source inonde le réseau avec des paquets de requête
et attend la réponse de route de la destination recherchée.
Nous constatons tout d’abord que la réponse directe est en moyenne beaucoup
plus rapide que les deux autres types de recherche. L’acheminement de la requête
et de la réponse se déroule en mode unicast : le mécanisme de back-off est moins
souvent activé que dans le cas de la diffusion. Ce type de recherche est aussi plus
fiable : en transmission unicast, on peut utiliser un mécanisme de réservation
du medium.
Les durées de découverte de route CSR avec recherche et DSR sont voisines.
Il faut cependant noter que la recherche CSR bénéficie des avantages de l’unicast
et requiert moins de trafic de contrôle que la recherche DSR.
Dans notre étude, il apparait que la découverte avec réponse CSR directe est
utilisée dans 70% des cas, la découverte avec recherche CSR dans 20% des cas et
la découverte DSR dans les 10% de cas restants. Ce comportement montre que le
Serveur possède une bonne connaissance de la topologie et de la composition des
cellules via les procédures de mise en place et de maintenance de l’architecture.
Ainsi, il n’a pas recours à son mécanisme de recherche dans la majorité des cas.
Cette étude pourrait être approfondie en s’intéressant aux mécanismes de
gestion des caches du Serveur et constitue une perspective de poursuite de nos
travaux.
La Figure 5.8 illustre le temps moyen de découverte de routes CSR par rap-
port au DSR. Nous observons que la durée moyenne d’une découverte de routes
CHAPITRE 5. EVALUATION DE L’OPTIMISATION CSR 115
Figure 5.7: Durée de la découverte de route selon la procédure utilisée
Figure 5.8: Durée moyenne des découvertes de route DSR et CSR
CSR est largement inférieure à celle d’une découverte DSR. Comme nous l’avons
indiqué précédemment, la découverte CSR avec réponse directe du Serveur est
largement plus utilisée que la découverte avec localisation (70% / 20 %). Grâce
à l’utilisation du mode unicast, la découverte de routes CSR est plus rapide que
la découverte de routes DSR sur des configurations de réseau denses.
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5.3 Comparaison de performances de l’extension
CSR avec un protocole de 2ème génération
Nous comparons le protocole de 2ème génération OLSR avec l’extension CSR
sous différentes conditions de mobilité et de densité.
5.3.1 Modèle de simulation
Nous reprenons le modèle de simulation présenté dans la partie 5.2.1. Nous
utilisons l’implantation du protocole OLSR réalisée par l’INRIA dans le cadre
du projet Hipercom (version oolsr-0.99.15). Nous avons effectué des simulations
pour 10 sources de trafic.
Pour comparer les performances relatives des protocoles, nous calculons les
métriques suivantes :
– Trafic de controˆle : le nombre de paquets de contrôle transmis. Nous pre-
nons en compte chaque transmission du paquet si la communication s’ef-
fectue sur plusieurs sauts.
– Donne´es : le nombre de paquets de données reçus.
– Charge de donne´es normalise´e : elle est définie comme Donne´es
Trafic de controˆle
.
Ce critère de performances constitue une mesure interne de l’efficacité du
protocole.
– PacketDeliveryRatio : il est défini comme Donne´es recues
Donne´es e´mises
. Ce critère de
performances constitue une mesure externe de l’efficacité du protocole.
5.3.2 Influence de la densité
Les critères de performance sont calculés sur différentes configurations de
densité (50, 100 et 150 nœuds). Chaque point calculé représente une moyenne
sur 50 scénarii de mobilité (10 scénarii pour chaque temps de pause).
La figure 5.9 présente la charge de données normalisée en fonction de la
densité de nœuds. L’extension CSR présente de meilleures performances que
OLSR quelle que soit la densité de nœuds : son rapport Donne´es
Trafic de controˆle
est 2 à
3 plus grand que celui d’OLSR.
OLSR est un protocole purement proactif : il maintient toutes les routes
périodiquement. CSR est une extension hybride (proactive et réactive) du pro-
tocole DSR. Ainsi, le trafic de contrôle généré par OLSR est plus important
que celui du CSR. L’écart le plus important se produit sur une configuration
de 50 nœuds : les nœuds CSR sont principalement en mode de routage DSR
et utilisent des procédures de découverte et de maintenance de routes pure-
ment réactives. La différence se réduit lorsque la densité de nœuds augmente
mais les performances internes de CSR restent largement supérieures à celles du
protocole OLSR.
La figure 5.10 montre le PacketDeliveryRatio en fonction de la densité
de nœuds. Le rapport Donne´es recues
Donne´es e´mises
constitue une mesure externe des perfor-
CHAPITRE 5. EVALUATION DE L’OPTIMISATION CSR 117
Figure 5.9: Rapport Donne´es
Trafic de controˆle
pour 10 connexions
mances d’un protocole : les résultats obtenus sont à rapprocher de ceux obtenus
sur la figure 5.9.
Pour 50 nœuds, CSR présente de meilleures performances qu’OLSR (le PDR
du CSR est supérieur de 18%). De plus, CSR affiche des performances accrues
tout en consommant moins de bande passante : comme nous l’avons vu pré-
cédemment, la charge de données normalisée du CSR est meilleure que celle
d’OLSR (Figure 5.9). Pour 50 nœuds, la plupart des nœuds CSR sont en mode
de routage DSR qui est plus adapté qu’OLSR à des réseaux de petite taille.
L’inondation ponctuelle du réseau est alors la technique de découverte de routes
la plus efficace.
Sur une configuration de 100 nœuds, les deux protocoles présentent des PDR
équivalents. Cependant, la charge de données normalisée du CSR est toujours
meilleure. La densité du réseau augmente et les conditions de réseau sont plus
favorables pour le protocole OLSR. CSR présente cependant des performances
globales (internes et externes) plus intéressantes.
Pour 150 nœuds, la tendance s’inverse : OLSR présente de meilleures per-
formances que CSR (le PDR d’OLSR est supérieur de 8%). Cependant, en
contrepartie, OLSR consomme plus de 2 fois plus de bande passante. La den-
sité de nœuds et la taille de réseau sont particulièrement adaptées au protocole
OLSR qui présente de meilleures performances dans des réseaux denses et de
grande taille [CJ03]. Cependant, l’extension CSR possède des performances ex-
ternes proches de celles d’OLSR tout en maintenant une efficacité interne plus
importante.
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Figure 5.10: Rapport Donne´es recues
Donne´es e´mises
pour 10 connexions
5.3.3 Influence de la mobilité
Les critères de performances sont calculés sur différentes configurations de
densité (50, 100 et 150 nœuds). Chaque point calculé représente une moyenne
sur 10 scénarii de mobilité.
La Figure 5.11 présente la charge de données normalisée en fonction du temps
de pause (paramètre de mobilité).
Pour 50 nœuds, le rapport Donne´es
Trafic de controˆle
du CSR est meilleur que celui
d’OLSR quelle que soit la mobilité (Figure 5.11(a)). Cependant, le comporte-
ment des deux protocoles en fonction de la mobilité est différent : le trafic de
contrôle du CSR augmente avec la mobilité alors que celui d’OLSR reste re-
lativement stable. En effet, OLSR est un protocole proactif et sa quantité de
trafic de contrôle déployée ne dépend pas de la mobilité. Les nœuds CSR sont en
grande majorité en mode de routage DSR qui est purement réactif : lorsque la
mobilité augmente, les ruptures de liens deviennent plus fréquentes et les nœuds
ont recours plus souvent au mécanisme de découverte de routes. Cela explique
pourquoi le trafic de contrôle du CSR augmente avec la mobilité.
La même tendance est observable sur une configuration de 100 nœuds (Figure
5.11(b)). La charge de données normalisée du CSR est toujours meilleure que
celle d’OLSR. Cependant, le trafic de contrôle d’OLSR reste stable tandis que
celui du CSR augmente avec la mobilité. L’augmentation du trafic de contrôle
du CSR est moins importante que pour la configuration de 50 nœuds. En effet,
le trafic de contrôle est partagé entre trafic réactif et trafic proactif.
Les résultats obtenus pour 150 nœuds confirment le comportement déjà ob-
servé sur les deux protocoles.
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(a) 50 nœuds
(b) 100 nœuds
(c) 150 nœuds
Figure 5.11: Rapport Donne´es
Trafic de controˆle
pour 10 connexions pour différentes den-
sités de nœuds
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La figure 5.12 montre le PacketDeliveryRatio en fonction de la mobilité
pour différentes densités de nœuds. Le rapport Donne´es recues
Donne´es e´mises
constitue une
mesure externe des performances d’un protocole : les résultats obtenus sont à
rapprocher de ceux obtenus sur la figure 5.11.
Pour 50 nœuds, l’extension CSR présente de meilleures performances qu’OLSR.
La différence s’accentue avec la mobilité. En effet, la mobilité pose plus de pro-
blèmes lorsque le comportement du protocole est purement proactif : les in-
formations de routage transmises périodiquement aux nœuds OLSR sont plus
souvent erronées. CSR affiche aussi de meilleures performances internes comme
nous l’avons vu sur les résultats précédents.
Une configuration de 100 nœuds est plus favorable au protocole OLSR car
la densité de nœud est plus importante. Ainsi, le protocole OLSR possède un
meilleur PDR à faible mobilité. Cependant, la tendance s’inverse lorsque la
mobilité augmente : la différence entre les deux algorithmes de routage diminue
et CSR devient meilleur lorsque le temps de pause est inférieur à 300s. Le
PDR d’OLSR est plus dépendant de la mobilité que celui du protocole CSR.
En effet, ce dernier adapte son mode de routage selon la mobilité. De plus, les
performances internes du CSR sont meilleures que celles d’OLSR.
Pour 150 nœuds, les conditions de densité sont adaptées à un routage pure-
ment hiérarchique : le protocole OLSR présente un meilleur rapport Donne´es recues
Donne´es e´mises
que CSR. Cependant, comme sur les configurations de densité précédentes, on
retrouve une diminution de l’écart entre les deux algorithmes lorsque la mobilité
augmente. Les PDR sont même égaux pour un temps de pause de 100s. De plus,
les performances internes du CSR restent meilleures quelle que soit la mobilité.
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(a) 50 nœuds
(b) 100 nœuds
(c) 150 nœuds
Figure 5.12: Rapport Donne´es recues
Donne´es e´mises
pour 10 connexions pour différentes densités
de nœuds
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5.4 Etude de la stabilité du changement de mode
adaptatif
5.4.1 Temps passé dans chacun des modes
Dans cette partie, nous étudions le changement adaptatif du mode de routage
plus en détail. Nous reprenons le modèle de simulation présenté dans la partie
5.2.1.
Nous avons utilisé l’environnement de simulation ns2 (version 2.27) pour
étudier le changement de mode. Nous utilisons l’implantation du protocole DSR
intégrée à ns2. Au niveau MAC, nous utilisons le modèle 802.11 implanté par
le groupe Monarch. Nous gardons les valeurs par défaut des paramètres de ce
modèle.
– La portée de transmission de chaque nœud est fixée à 150 m.
– Nous fixons la durée de simulation à 1000s.
– L’aire de simulation est de 1000m x 1000m.
– Nous avons effectué des simulations pour 50, 100 et 150 nœuds.
– Le modèle de mobilité est Random Waypoint. La vitesse de déplacements
des nœuds varie de 1 m/s à 20 m/s et nous avons utilisé des temps de
pause de 100, 200, 300, 400 et 500s.
– Le trafic de données est de type CBR (Constant Bit Rate) et le débit
d’émission est de 4 paquets/s. Nous avons effectué des simulations pour
10 sources de trafic.
Pour évaluer la stabilité du changement de mode, nous calculons les métriques
suivantes :
– Pourcentage de temps passe´ enmodeDSR : nous additionnons le temps
passé dans le mode de routage DSR pour l’ensemble des nœuds. La mé-
trique est alors obtenue en divisant la somme du temps passé en mode
DSR par le nombre de nœuds N multiplié par le temps de simulation T :
pourcentageDSR =
P
N−1
i=0
t dsri
N∗T .
– Pourcentage de temps passe´ enmodeCSR : nous additionnons le temps
passé dans le mode de routage CSR pour l’ensemble des nœuds. La mé-
trique est alors obtenue en divisant la somme du temps passé en mode
CSR par le nombre de nœuds N multiplié par le temps de simulation T :
pourcentageCSR =
P
N−1
i=0
t csri
N∗T .
– Nombre de noeuds enmodeCSR a` un instant t : Nous suivons l’évolution
au cours du temps du nombre de nœuds en mode CSR. La métrique est
obtenue en divisant le nombre de nœuds en mode CSR par le nombre to-
tal de nœuds. Ainsi, nous pouvons comparer les résultats obtenus sur des
densités de nœuds différentes.
La Figure 5.13 montre le pourcentage de temps passé par un nœud dans
chacun des modes de routage en fonction de la densité de nœuds. 10 connexions
sont mises en place. Chaque point calculé représente une moyenne sur 50 scénarii
de mobilité (10 scénarii pour chaque temps de pause). Les nœuds débutent la
CHAPITRE 5. EVALUATION DE L’OPTIMISATION CSR 123
Figure 5.13: Pourcentage de temps dans chaque mode de routage pour 10 con-
nexions
simulation en mode DSR conformément au processus d’adaptation (voir partie
4.3.1).
Le pourcentage de temps passé en mode CSR augmente avec la densité de
nœud.
Pour une densité de 50 nœuds, un nœud passe en moyenne moins de 7%
du temps en mode CSR. La densité globale du réseau est faible. La majorité
des nœuds reste donc en mode de routage DSR. Cependant, les mouvements
des nœuds peuvent créer des zones de forte densité locale. Ainsi, les nœuds qui
détectent des conditions locales favorables au routage hiérarchique basculent en
mode CSR.
Pour une densité de 100 nœuds, le temps passé en mode CSR est quasiment
égal au temps passé en mode DSR (48% - 52%). La densité globale du réseau
est plus forte que dans le cas précédent. Ainsi, plus de nœuds expérimentent le
mode de routage CSR. Les conditions de mobilité et de densité du réseau dans
les simulations sont proches des seuils d’adaptation.
Pour une densité de 150 nœuds, le temps passé en mode CSR est de 66%.
La densité globale du réseau est forte. Lorsque un nœud détecte des conditions
de réseau favorables au CSR, il adapte son mode de routage. La mobilité des
nœuds peut entrainer le changement de mode inverse mais la densité est assez
forte pour maintenir la majorité des nœuds en mode CSR.
Les résultats précédents ont été obtenus en réalisant une moyenne sur de nom-
breux scénarii. Ils permettent d’observer que l’utilisation du mode hiérarchique
augmente avec la densité. Ce comportement est conforme à nos attentes. Ce-
pendant, il convient de vérifier que les nœuds réagissent globalement de manière
identique aux changements de conditions de réseau. En effet, le mode de routage
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CSR nécessite qu’une majorité de nœuds soient en mode CSR pour réaliser un
routage efficace.
Par conséquent, nous avons étudié l’évolution au cours du temps du nombre
de nœuds en mode CSR. Pour chaque densité de nœuds, nous avons observé
le nombre de nœuds en mode CSR pour une mobilité faible (temps = 500s),
une mobilité moyenne (temps de pause = 300s) et une mobilité forte (temps de
pause = 100s).
Pour une densité de 50 nœuds, nous constatons que le pourcentage de nœuds
en mode CSR reste globalement inférieur à 5% quelle que soit la mobilité (Figure
5.14(a)). Certains pics apparaissent cependant: pour un temps de pause égal à
300s, on remarque un pic après 300s de simulation qui correspond au premier
déplacement des nœuds.
Pour une densité de 100 nœuds, le nombre de nœuds en CSR dépasse les
60% après le premier déplacement des nœuds quel que soit le temps de pause
(Figure 5.14(b)).
Pour une densité de 150 nœuds, le nombre de nœuds en CSR dépasse 60 %
après l’activation des sources de trafic (entre 30s et 70s). Cependant on constate
une augmentation du nombre de nœuds en CSR après chaque déplacement des
nœuds quel que soit le temps de pause (Figure 5.14(c)).
Deux phénomènes expliquent l’augmentation du nombre de nœuds en mode
CSR après un déplacement de nœuds:
• le déplacement des nœuds modifie les conditions de réseau en terme de mo-
bilité. Les auteurs de [CBD02] ont notamment remarqué un comportement
imprévu du modèle de mobilité Random Waypoint: lorsque les nœuds se
déplacent, il ont tendance à passer par le centre de l’aire de simulation.
Après un déplacement de nœuds, on peut assister à un regroupement de
nœuds au centre de l’aire de simulation qui augmente la densité de nœuds.
• la mobilité des nœuds implique un trafic de contrôle important (Erreurs de
route, Requêtes de route). La pertinence de l’estimation de la métrique de
densité dépend du trafic, de données ou de contrôle, qui traverse le réseau.
En effet, la Densité est définie comme le nombre de voisins obtenus via le
cache de routes: lorsque le trafic est important, chaque nœud obtient plus
d’informations sur ses voisins. L’accroissement de la mobilité des nœuds
permet donc une meilleure estimation de la métrique de densité.
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(a) 50 nœuds
(b) 100 nœuds
(c) 150 nœuds
Figure 5.14: Pourcentage de nœuds en mode CSR pour 10 connexions et pour
différentes densités de nœuds
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Figure 5.15: Durée de la transition DSR -> CSR selon le statut
5.4.2 Durée de la transition
Le temps passé dans le mode Transition Adaptative permet de mesurer la réac-
tivité de l’extension aux changements des conditions du réseau. Plus ce temps
est court, plus l’utilisation du mode de routage adéquat sera rapide. Nous
rappelons toutefois qu’un mode de routage opérationnel, le routage DSR, est
constamment disponible dans le mode Transition Adaptative.
Nous reprenons le modèle de simulation décrit précédemment. Nous illus-
trons la durée de transition sur une configuration de 150 noeuds, un temps de
pause de 300 secondes et pour 10 sources de trafic.
La Figure 5.15 montre le temps passé en mode Transition Adaptative selon
le statut obtenu par le noeud à l’issue de la transition. Nous observons ici la
transition du mode DSR vers le mode CSR. La durée absolue de la transition n’a
pas de portée en elle-même car elle dépend des valeurs des timers associés aux
procédures CSR. En effet, les valeurs des timers ont été fixées de manière arbi-
traire car notre objectif premier était d’illustrer les principes de notre méthode
d’adaptation.
Nous observons tout d’abord que le temps passé en mode Transition Adap-
tative augmente avec la position dans la hiérarchie: les Noeuds CSR passent le
moins de temps dans la phase de transition tandis que le Serveur a la durée de
transition la plus élevée. Ainsi, la durée de transition est relativement faible
pour la majorité des noeuds (les Noeuds CSR).
Dans le cas des Noeuds CSR, plusieurs événements peuvent déclencher le
passage en mode Transition Adaptative:
• le noeud reçoit un message de maintenance de son Cluster Head indiquant
que le mode CSR est opérationnel. Dans ce cas, le passage en mode de
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routage CSR Avec Architecture est immédiat.
• le noeud reçoit un autre message CSR. Le temps de passage dépend alors
du processus de transition de ses voisins.
Un Cluster Head quitte le mode Transition Adaptative pour le mode Avec Ar-
chitecture lorsque le Serveur répond à sa demande d’enregistrement. Sa du-
rée de transition dépend aussi de l’état de l’architecture. Si l’architecture est
déjà en place, le passage est relativement rapide car il ne requiert que la phase
d’enregistrement. Si l’architecture est en phase de mise en place ou de mainte-
nance, la durée de transition sera plus longue (enregistrement et élection).
Le Serveur quitte le mode Transition Adaptative pour le mode Avec Archi-
tecture lorsqu’au moins trois Cluster Heads se sont enregistrés. A priori, la durée
de transition du Serveur devrait donc être voisine de celle des Cluster Heads.
Cependant, il faut noter que la transition du Serveur vers le mode Avec Ar-
chitecture requiert obligatoirement la phase d’enregistrement (le Cluster Head
essaie de s’enregistrer auprès du Serveur avant de conclure à son absence) et la
phase d’élection. Ces phases introduisent une latence supplémentaire et ne sont
pas toujours nécessaires dans le cas des Cluster Heads.
CHAPITRE 5. EVALUATION DE L’OPTIMISATION CSR 128
5.5 Conclusion
La comparaison de performances entre CSR et les protocoles de première généra-
tion montre que CSR permet le passage à l’échelle du routage par rapport à la
taille du réseau et à la charge de trafic. Nous avons aussi montré l’intérêt
du changement dynamique du mode de routage en comparant l’extension CSR
adaptative avec une version non adaptative de CSR.
En comparant CSR et OLSR, nous avons observé que CSR a des perfor-
mances proches de celles d’OLSR en terme d’acheminement de données. Cepen-
dant, CSR consomme moins de bande passante pour atteindre ce niveau de per-
formances. CSR présente même de meilleures performances sur des réseaux de
petite taille.
Par ailleurs, l’étude de la stabilité du changement de mode montre que le
temps passé par chaque nœud en mode CSR augmente avec la densité. De plus,
les nœuds réagissent de manière homogène aux changement des conditions du
réseau.
Conclusions et perspectives
Dans cette thèse, nous avons étudié l’auto-adaptation du mode de routage
dans les réseaux ad hoc en fonction des conditions du réseau. Notre objectif
était d’améliorer les performances du routage sur des domaines de densité et de
mobilité plus étendus que les protocoles proposés jusqu’à présent.
Les travaux que nous avons exposés montrent qu’il n’existe actuellement pas
de protocole de routage qui soit adapté à toutes les conditions de mobilité et de
densité. De ce fait, l’adaptation du mode de routage nous a paru une solution
très intéressante. L’étude menée sur les protocoles de routage de 1ère génération
nous a montré leurs limitations de passage à l’échelle par rapport à la taille du
réseau.
Nous avons défini une méthode générale d’adaptation du mode de routage
qui peut être appliquée à tout protocole de routage réactif. Cette méthode s’ap-
puie sur l’estimation de deux dynamiques du réseau : la mobilité et la densité.
Nous proposons d’utiliser un protocole plat lorsque la mobilité est forte ou la
densité faible et d’utiliser un protocole hiérarchique pendant les périodes de
faible mobilité et de forte densité.
Notre méthode d’adaptation repose sur les principes de transparence et de
compatibilité : deux nœuds dans des modes de routage différents doivent pouvoir
communiquer entre eux. Pour mettre en œuvre notre méthode, nous proposons
donc de développer une extension hiérarchique d’un protocole plutôt que d’uti-
liser deux protocoles distincts.
Pour démontrer la faisabilité de notre méthode d’adaptation, nous l’avons
appliquée en nous basant sur le protocole DSR. L’extension hiérarchique que
nous avons développée s’appelle le CSR (Cluster Source Routing) et s’appuie
sur une hiérarchie de clusters. Nous avons défini les procédures de routage et
de clustering de notre extension. Le format des paquets CSR a été clairement
explicité pour permettre une implantation réelle de l’extension CSR.
Nous avons également défini des métriques d’adaptation de mobilité et de
densité. L’ensemble des procédures CSR a été implanté sur l’environnement de
simulation ns2 pour valider le fonctionnement de notre extension.
Nous avons réalisé une étude de performances du CSR en le comparant aux
principaux protocoles de routage préconisés par l’IETF.
Tout d’abord, nous avons comparé l’extension CSR aux protocoles de 1ère
génération DSR et AODV. Nous avons ainsi montré que notre extension per-
mettait le passage à l’échelle du routage dans les réseaux ad hoc par rapport à
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la taille du réseau.
Nous avons ensuite comparé les performances de notre proposition avec l’un
des protocoles de 2ème génération les plus utilisés, OLSR. Notre étude montre
que notre extension adaptative réalise des performances proches d’OLSR en
termes de PacketDeliveryRatio tout en consommant beaucoup moins de bande
passante pour le trafic de contrôle. De plus, l’extension CSR possède un meilleur
PDR sur des réseaux de petite taille (50 nœuds).
Nous avons terminé notre étude de performances en évaluant la stabilité du
changement adaptatif du mode de routage : les nœuds CSR s’adaptent bien aux
conditions de densité et de mobilité du réseau. De plus, les nœuds réagissent de
manière homogène aux changements de conditions du réseau.
De nombreuses applications peuvent bénéficier du gain apporté par l’exten-
sion CSR :
– les applications militaires : lors d’un déploiement sur un champ d’opéra-
tions, l’utilisation d’un protocole adaptatif peut être profitable. Typique-
ment, les soldats sont divisés en petits groupes ou unités pour couvrir le
champ d’opérations. Ces petits groupes se déplacent souvent et la connec-
tivité entre les groupes n’est pas garantie. Le protocole DSR est alors
particulièrement adapté à ces conditions de petits réseaux à forte mobi-
lité. Les unités se regroupent ensuite au centre d’opérations. La densité
de noeuds est alors plus élevée et la mobilité est réduite : CSR constitue
alors le mode de routage le plus approprié à cette configuration de réseau
.
– les réseaux de secours : l’extension CSR convient au déploiement d’un
réseau ad hoc après une catastrophe de type séisme ou inondation. Les
phases de mobilité et de densité sont similaires à celles des applications
militaires. Les équipes de secours se déploient en petits groupes pour re-
chercher les blessés et utilisent DSR car les réseaux sont de petite taille
et présentent une forte mobilité. Les blessés sont ensuite transportés au
centre de soins : la mobilité est plus réduite et la densité de noeuds aug-
mente, le mode de routage CSR est alors le plus adapté.
– les réseaux maillés sans fil métropolitains : ce type de réseau ad hoc est tra-
ditionnellement déployé par des associations de consommateurs. De nom-
breux événements peuvent modifier la connectivité du réseau et la taille du
réseau. Par exemple, la panne, le déplacement, la suppression ou l’ajout
d’un routeur mobile peuvent générer des fusions ou des partitionnements
de réseaux. Pour répondre à ces changements de conditions de réseau,
l’utilisation d’une extension adaptative comme CSR est particulièrement
indiquée.
Les travaux que nous avons effectués dans cette thèse nous ouvrent de nom-
breuses perspectives de recherche.
En premier lieu, de nombreux paramètres de notre méthode d’adaptation
peuvent être étudiés plus en détail.
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Nous envisageons d’observer l’impact du changement de définition des mé-
triques sur le comportement de notre extension. En effet, l’estimation des condi-
tions de réseau, en particulier la mobilité, est un sujet très actif de la recherche
sur les réseaux ad hoc. Par exemple, des informations de mobilité et de densité
issues des couches basses peuvent être obtenues en utilisant des mécanismes
cross− layer et ne nécessitent aucun trafic de contrôle supplémentaire.
Les seuils d’adaptation relatifs aux métriques peuvent aussi être affinés. Dans
cette thèse, les seuils d’adaptation ont été fixés de manière arbitraire car notre
but était d’illustrer le comportement général de l’extension CSR. Cependant,
dans une optique d’optimisation du CSR, des seuils plus précis pourraient être
obtenus par des simulations poussées ou par une étude analytique.
L’algorithme de gestion des caches du Serveur reste aussi un sujet intéres-
sant à étudier plus en détail. Cette étude s’inscrirait, comme l’étude des seuils
d’adaptation, dans une optique d’optimisation de l’extension CSR.
Dans cette thèse, nous nous sommes focalisés sur la minimisation du trafic
de contrôle afin d’améliorer les performances du routage. Cependant, la mise en
place d’un Serveur ouvrent des perspectives d’applications aux mécanismes de
qualité de service en particulier dans le choix des chemins et la répartition de
la charge.
Il serait également intéressant d’implémenter l’extension CSR pour observer
son comportement dans des conditions de déploiement réelles. L’implantation
de CSR que nous avons effectuée sur ns2 facilitera le déploiement réel de CSR :
l’ensemble des procédures et le format des paquets ont été spécifiés en détail.
La phase d’implémentation permettra par la suite de réaliser le prototypage de
l’extension CSR.
Nous avons étudié l’auto-adaptation du routage aux conditions de réseaux.
De façon plus globale, l’auto-adaptation des protocoles peut s’étendre à toutes
les couches de la pile de protocole (Application, Transport, MAC et Physique).
En effet, l’absence d’administration et le fonctionnement distribué rend l’auto-
adaptation particulièrement intéressante dans les réseaux ad hoc.
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RESUME 
La facilité de déploiement des réseaux ad hoc s'avère utile lorsque la 
mise en place d'une infrastructure est impossible. 
L'objectif du routage est de trouver les chemins tout en considérant les 
contraintes de bande passante et de dynamicité de la topologie. 
Le routage dans les réseaux ad hoc présente de nombreux challenges dus 
tant aux contraintes technologiques qu'aux différents contextes 
applicatifs. 
Après avoir analysé les problématiques inhérentes au routage dans les 
réseaux ad hoc, nous nous intéressons en particulier au passage à 
l'échelle des protocoles de routage qui constitue un sujet d'étude très 
ouvert. 
Par ailleurs, l'absence d'administration centralisée dans un réseau ad 
hoc et le changement dynamique et imprévisible des conditions de réseau 
(mobilité des noeuds, taille du réseau) contraignent les unités mobiles 
à une certaine autonom�e et une plus grande réactivité. 
Nous introduisons alors la notion d'adaptation aux conditions de réseau. 
Nous nous concentrons sur l'évaluation des conditions en termes de 
mobilité et de densité afin de pouvoir adapter le mode de routage. 
Nous proposons en premier lieu une méthode d'auto-adaptation du mode de 
routage (plat ou hiérarchique) en fonction de la mobilité et de la 
densité. Nous réalisons une étude détaillée des métriques de mobilité. 
Les métriques utilisées pour l'adaptation, les modes de routages ainsi 
que les transitions entre les modes ont été définis. 
L'objectif est double: améliorer le passage à l'échelle des protocoles 
plats et utiliser le mode de routage le plus performant en fonction des 
conditions de réseau. 
Nous avons par la suite montré la faisabilité de notre méthode en 
proposant une extension hiérarchique du protocole plat DSR que nous 
avons nommée CSR. 
Nous avons spécifié les procédures de routage et de clustering du CSR et 
les avons implantée de manière détaillée sous ns2. Nous avons mené une 
étude de performances du CSR en le comparant aux protocoles préconisés 
par l'IETF (DSR, AODV et OLSR). 
Notre étude montre l'intérêt de l'adaptation du mode de routage afin 
d'améliorer les performances du routage. 
Une étude détaillée du changement de mode montre que les unités mobiles 
implémentant le CSR réagissent correctement et de manière homogène aux 
changements de conditions du réseau. 
MOTS CLE : réseaux ad hoc, routage, adaptation, mobilité, densité, 
clustering 
