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Abstract
This paper introduces a Laplace approximation to Bayesian inference in regression
models for multivariate response variables. We focus on Dirichlet regression models,
which can be used to analyze a set of variables on a simplex exhibiting skewness and het-
eroscedasticity, without having to transform the data. These data, which mainly consist
of proportions or percentages of disjoint categories, are widely known as compositional
data and are common in areas such as ecology, geology, and psychology. We provide both
the theoretical foundations and a description of how this Laplace approximation can be
implemented in the case of Dirichlet regression. The paper also introduces the package
dirinla in the R-language that extends the R-INLA package, which can not deal directly
with multivariate likelihoods like the Dirichlet likelihood. Simulation studies are presented
to validate the good behaviour of the proposed method, while a real data case-study is
used to show how this approach can be applied.
Keywords: Hierarchical Bayesian models, INLA, Dirichlet regression, multivariate likelihood.
1. Introduction
The use of regression models with multivariate or correlated responses has enormously in-
creased in the last few years. Responses in these models can be discrete (Hedeker 2003; Cox
1988), providing for multinomial data; or continuous, such as Gaussian (Anderson et al. 1951)
or compositional data (Aitchison and Egozcue 2005; Hijazi and Jernigan 2009). Of particular
interest are compositional data (Aitchison and Egozcue 2005), which consist of proportions
or percentages of disjoint categories as they play an important role in many fields such as
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2 INLA for models with multivariate response
ecology and geology.
One of the biggest problems one has to face when dealing with models with multivariate or
correlated responses is that of performing inference. Their own complexity makes statistical
analysis complicated. In the case of compositional data, there are different approaches to
deal with these additional complications. One method, due to Aitchison (1986), is based in
the idea that “information in compositional vectors is concerned with relative, not absolute
magnitudes”, and uses log-ratio analysis to deal with the unit-sum constraint (Aitchison
1981, 1982, 1983, 1984). Dirichlet regression models (Hijazi and Jernigan 2009) are another
good way of analyzing compositional data. By using appropriate link functions, Dirichlet
regression provides a GLM-like framework that allows to address relationships between the
compositional data and other relevant variables of interest. Beta regression can be considered
a special, and effectively univariate, case of the former with only two categories.
Different packages have been implemented in R (R Core Team 2018) that analyze composi-
tional data using beta regression and Dirichlet regression, both under the frequentist (Cribari-
Neto and Zeileis 2010; Maier 2014) and the Bayesian paradigm. In the case of the latter, the
largest challenge is implementing the posterior approximation. In particular, it has been im-
plemented in BayesX (Klein, Kneib, Klasen, and Lang 2015), Stan (Sennhenn-Reulen 2018),
BUGS (van der Merwe 2018) and R-JAGS (Plummer 2016). These packages are mainly based
on Markov chain Monte Carlo (MCMC) methods, which construct a Markov chain whose sta-
tionary distribution converges to the posterior distribution. However, the the computational
cost of MCMC can be high and the Markov chains often mix poorly leading to large depen-
dence between samples. On the other hand, the integrated nested Laplace approximation
(INLA) methodology (Rue, Martino, and Chopin 2009), whose main idea is to approximate
the posterior distribution using the Laplace integration method, has become an alternative
to MCMC, guaranteeing a higher computational speed for Latent Gaussian models (LGMs).
The INLAmethodology is now a well-established tool for Bayesian inference in several research
fields, including ecology, epidemiology, econometrics and environmental science (Rue, Riebler,
Sørbye, Illian, Simpson, and Lindgren 2017). It can be used through R with the R-INLA
package. Nevertheless, and spite of its availability for a large number of models, R-INLA
does not allow to deal with compositional data when the number of categories is bigger than
2, the reason being that it is constructed for models with univariate responses.
Our objective in this work is twofold. We present an expansion of the INLA method for
any multivariate response model focusing on the particular case of the Dirichlet regression.
We provide both its theoretical foundations and a description of how it can be implemented
for the application of Dirichlet regression. We also introduce the package dirinla in the R-
language that allows its practical use. To do so, the remainder of the paper is structured as
follows. Section 2 provides the basics of the Dirichlet regression, while Section 3 gives the
necessary hints about LGMs and the INLA approach to follow the remainder of the paper.
Section 4 depicts the new approach, and Section 5 introduces the dirinla package and how to
use it. A simulation study about the performance of the method introduced is presented in
Section 6, followed by an illustration of its use on real data in Section 7. Finally, section 8
concludes.
2. Dirichlet likelihood
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2.1. Dirichlet distribution
The Dirichlet distribution is the generalization of the widely known beta distribution, and it
is defined by the following probability density,
p(y | α) = 1B(α)
C∏
c=1
yαc−1c , (1)
where α = (α1, . . . , αC) is known as the vector of shape parameters for each category, αc > 0
∀c, yc ∈ (0, 1), ∑Cc=1 yc = 1, and B(α) is the multinomial beta function, which serves as the
normalizing constant. The multinomial beta function is defined as ∏Cc=1 Γ(αc)/Γ(∑Cc=1 αc).
The sum of all αs α0 =
∑C
c=1 αc is usually interpreted as a precision parameter. The Beta
distribution is the particular case when C = 2. In addition, each variable is marginally beta
distributed with α = αc and β = α0 − αc.
Let y ∼ D(α) denote a variable that is Dirichlet distributed. The expected values are
E(yc) = αc/α0, the variances are Var(yc) = [αc(α0−αc)]/[α20(α0 + 1)] and the covariances are
Cov(yc, yc′) = (−αcαc′)/[α20(α0 + 1)].
Dealing with zeros and ones
The Dirichlet variable is defined in the open interval (0, 1), nevertheless, in practice data may
come from the closed interval [0, 1]. In order to deal with this issue, a transformation was
proposed in Smithson and Verkuilen (2006) to deal with zeros and ones in Beta distributions,
and was subsequenctly extended to Dirichlet distributions in Maier (2014):
y∗ = y(N − 1) + 1/C
N
. (2)
This transformation compresses the data symmetrically around 0.5 from a range of m = 1 to
(N − 1)/N , so extreme values are affected more than values lying close to 1/2. Additionally,
as it is pointed out in Maier (2014), if N →∞ the compression vanishes, that is, larger data
sets are less affected by this transformation.
From now on, we suppose that our response variable take values in the open interval (0, 1).
If not, we consider that the variable has been transformed using expression (2).
2.2. Dirichlet regression
Let Y be a matrix with C rows and N columns denoting N observations for the different
categories C of the C dimensional response variables Y•n ∼ D(αn). Let ηcn be the linear
predictor for the ith observation in the cth category, so η is a matrix with C rows and N
columns. Let V (c), c = 1, . . . , C, represents a matrix with dimension N×Jc that contains the
covariates values for each individual and each category, so V (c)n• shows the covariates values
for the nth observation and the cth category. Let β be a matrix with Jc rows and C columns
representing the regression coefficients in each dimension, then the model is set up as:
g(αcn) = ηcn = V (c)n• β•c , (3)
where g(·) is the link-function. As αc > 0 for c = 1, . . . , C, log-link g(·) = log(·) is used. The
regression coefficients β•c are a column vector with Jc elements.
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The previous equation (3) can be rewritten in a vectorized form. In particular, if
η˜ =
η•1...
η•N

︸ ︷︷ ︸
CN×1
denotes a restructured linear predictor, the model in matrix notation is
η˜ = Ax , (4)
where A is the matrix with covariates properly constructed with CN rows and ∑Cc=1 Jc
columns and x a vector formed by the regression coefficientes with ∑Cc=1 Jc rows and 1
column.
3. INLA for Latent Gaussian Models (LGMs)
In this section, we start with a brief explanation about LGMs (subsection 3.1), followed by
the main idea of the Laplace approximation (subsection 3.2) and finishing with the INLA
methodology (subsection 3.3).
3.1. LGMs
The popularity of INLA stems from the fact that it allows for fast approximate inference for
LGMs, which are a large class of models that include a lot of classically important models
(Rue and Held 2005). LGMs can be written as a three-stage hierarchical model in which ob-
servations y can be assumed to be conditionally independent given a latent Gaussian random
field x and hyperparameters θ1,
y | x,θ1 ∼
N∏
n=1
p(yn | xn,θ1) .
The versatility of the model class relates to the specification of the latent Gaussian field
x | θ2 ∼ N (µ(θ2),Q−1(θ2))
which includes all the latent (nonobservable) components of interest such as fixed effects
and random terms describing the underlying process of the data. The hyperparameters θ =
(θ1,θ2) control the latent Gaussian field and/or the likelihood for the data.
The LGMs are a class generalising the large number of related variants of additive and gener-
alized models. If the likelihood p(yn | xn,θ) such that “yn only depends on its linear predictor
ηn” yields the generalized linear model setup, the set {xn, n = 1, . . . , N} can be interpreted
as ηn, being ηn the linear predictor which is additive with respect to other effects,
ηn = β0 +
∑
j
vnjβj +
∑
k
fk,n , (5)
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where β0 is the intercept, v represents the fixed covariates with linear effects {βj}, and
the terms {fk} represent specific Gaussian processes. Each fk,n is the contribution of the
model components fk to the nth linear predictor (Rue et al. 2017). If Gaussian prior is
assumed for the intercept and the parameters of the fixed effects, the joint distribution of
x = (η, β0,β,f1,f2, . . .) is a priori Gaussian. This yields the latent field x in the hierarchi-
cal LGM formulation. The hyperparameters θ contain the non-Gaussian parameters of the
likelihood and the model components. These parameters commonly include variance, scale,
or correlation parameters.
In many important cases, the latent field is not only Gaussian, but also it is a sparse Gaussian
Markov random field (GMRF) (Rue and Held 2005). A GMRF is a multivariate Gaussian
random variable with additional conditional independence properties: xj and x′j are condi-
tionally independent given the remaining elements if and only if the (i, j) entry of the precision
matrix is 0. Implementations of the INLA method frequently use this property to speed up
computation.
3.2. Laplace Approximation
Laplace approximation (Barndorff-Nielsen and Cox 1989) is a technique used to approximate
integrals of the form
In =
∫
exp(nf(x)) dx. (6)
The main idea is to approximate the target with a scaled Gaussian density that matches the
value and the curvature of the target distribution at the mode and evaluate the integral using
this Gaussian instead. If x0 is the point where f(x) has its maximum, then
In ≈
∫
exp(n(f(x0) +
1
2(x− x0)
2f ′′(x0))) dx
= exp(nf(x0))
√
2pi
−nf ′′(x0) = I˜n . (7)
If nf(x) is interpreted as the sum of log-likelihoods and x as the unknown parameter, the
Gaussian approximation will be very accurate as n→∞ under appropriate regularity condi-
tions.
If we are interested in computing a marginal distribution p(γ1) from a joint distribution p(γ),
the Laplace approximation of the integral
∫
p(γ) dγ−1 can be expressed as follows:
p(γ1) =
p(γ)
p(γ−1 | γ1)
∣∣∣∣
γ−1=γ∗−1
≈ p(γ)
pG(γ−1;µ(γ1),Q(γ1))
∣∣∣∣
γ−1=γ∗−1=µ(γ1)
, (8)
where the first equality holds for any valid γ∗−1, and the mean µ(γ1) and precision Q(γ1)
are the parameters the multivariate Gaussian density derived from the derivatives of log p(γ)
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with respect to γ−1, for fixed γ1. If the posterior is close to a Gaussian density, the results will
be more accurate than if the posterior is very non-Gaussian. In this context, unimodality is
necessary since the integrand is being approximated with a Gaussian at the mode γ∗−1 = µ(γ1).
3.3. INLA
The main idea of INLA approach is to approximate the posteriors of interest: the marginal
posteriors for the latent field, p(xm | y), and the marginal posteriors for the hyperparameters,
p(θk | y). These posteriors can be written as
p(xm | y) =
∫
p(xm | θ,y)p(θ | y) dθ , (9)
p(θk | y) =
∫
p(θ | y) dθ−k . (10)
The nested formulation is used to compute p(xm | y) by approximating p(xm | θ,y) and
p(θ | y), and then using numerical integration to integrate out θ. Similarly, p(θk | y) can be
computed by approximating p(θ | y) and integrating out θ−k.
The marginal posterior distributions in (9) and (10) are computed using the Laplace approx-
imation presented in subsection 3.2. In Rue et al. (2009) it is shown that the nested approach
yields a very accurate approximation if applied to LGMs.
All this methodology can be used through R with the R-INLA package. For more details about
R-INLA we refer the reader to Blangiardo and Cameletti (2015); Zuur, Ieno, and Saveliev
(2017); Wang, Ryan, and Faraway (2018); Krainski, Gómez-Rubio, Bakka, Lenzi, Castro-
Camilo, Simpson, Lindgren, and Rue (2018), where practical examples and code guidelines
are provided.
However, and despite the advantages of R-INLA implementation, there are some limitations.
In our particular context, R-INLA is not able to work with multivariate response variables.
In what follows, we propose an expansion of the INLA method for any multivariate response
variable, with a focus on the particular case of the Dirichlet regression.
4. Inference in multivariate likelihoods
The INLA methodology is a tool which allows dealing with a wide range of LGMs. However,
when a multivariate response is required and several linear predictors are needed to explain
it, the implemented R-INLA methodology has some limitations. In order to incorporate a
multivariate likelihood, the main idea is first to approximate the effect of the log likelihood
on the posterior using the Laplace approach and then convert the multivariate response
data into observations that R-INLA can deal with. The remainder of the Section presents
both the theoretical fundamentals to approximate the log-likelihood function log p(Y | x,θ)
using the Laplace approximation that provides the conditioned independent Gaussian pseudo-
observations, and then an algorithmic representation of the method.
4.1. Fundamentals of the approximation
Let ηn := η•n denote the linear predictor corresponding to the nth observation yn := Y•n.
If l(y | x) represents − log p(y | x) for any y and x, then l(yn | ηn) = − log p(yn | ηn) is
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the log-likelihood function expressed for the nth observation, being yn and ηn vectors with
C components.
Moreover, if η0n is a vector with dimension C, we express the gradient of l(yn | ηn) in η0n as
g0ηn = ∇ηn(l)(η0n,yn), and the Hessian of l(yn | ηn) in η0n as H0ηn. Depending on which
is more computationally convenient, H0ηn can be either the true Hessian (∇2ηn(l)(η0n,yn))
or the expected Hessian(Eyn|ηn(∇2ηn(l)(η0n,yn))) in η0n. Let L0n be the result of applying
the Cholesky factorization to H0ηn, H0ηn = L0nL0
T
n .
Theorem 4.1. If the Laplace approximation method is applied to l(yn | ηn) with respect to
η0n, then the vector
z0n := L0Tn (η0n −H0η−1n g0ηn) = L0Tnη0n −L0−1n g0ηn , (11)
is conditionally independent Gaussian distributed
l(yn | ηn) ≈ Constant+ 12[z0n −L0
T
nηn]T [z0n −L0Tnηn] , (12)
i.e. z0n | ηn ∼ N(L0Tnηn, Id) and z0ik | ηn ∼ N([L0Tnηn]k, 1), and the constant value of the
expression is l(yn | η0n)− 12g0ηTn (H0η−1n )Tg0ηn.
Proof. For proof of the theorem see Appendix A.
Theorem 4.1 allows us to convert the the observation vector yninto Gaussian conditionally
independent pseudo-observations z0n. More importantly, this theorem can be expanded to
multiple observations. In particular, if we denote
η˜0 =
η0•1...
η0•N

︸ ︷︷ ︸
CN×1
, g0η˜ =
g01...
g0N

︸ ︷︷ ︸
CN×1
, L0 =
L01 0. . .
0 L0N

︸ ︷︷ ︸
CN×CN
, H0η˜ =
H0η1 0. . .
0 H0ηN

︸ ︷︷ ︸
CN×CN
,
then the following proposition stands.
Proposition 4.2. The matrix
z˜0 := L0T η˜0 −L0−1g0η˜ (13)
is conditionally independent Gaussian distributed by columns,
z˜0 | η˜ ∼ N(L0T η˜, ICN ) . (14)
Proof. For proof of this proposition see Appendix A.
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This approximation has been constructed for a generic η˜0, but, as we are interested in building
a Gaussian approximation of the effect of the likelihood on the posterior distribution, η˜0 has
been chosen as the posterior mode of l(x | Y ) in η˜0.
4.2. The algorithm
In what follows, we depict the different steps in order to compute the marginals posterior
distributions of the latent field, p(xn | Y ), n = 1, . . . , N . The approximation is carried
out in three steps. In the first step, we locate the mode of the posterior distribution of the
latent field x0 and the mode of the posterior distribution of the linear predictor η˜0. In the
second step, the conditionally independent Gaussian pseudo-observations are computed using
Theorem 4.1. The last step consists of calling R-INLA to get the posterior distributions of
the latent field.
1. Computing the mode in x of p(x | Y ). The mode x0 in x of − log(p˜(x | Y ))
is computed using a quasi-Newton method (Dennis and Moré 1977) with line search
strategy. As we can see in previous sections, the likelihood function can be approximated
with a quadratic expression being z˜0 defined as in expression (13). On the other hand,
as we are in the context of LGMs, prior distribution for x is multivariate Gaussian
with precision matrix Qx. Thus, the minus log-posterior density approximation of x is
computed as follows:
l(x | z˜0,θ) = l(Y | η˜) + l(x | θ)
≈ +C + 12{[z˜0 −L0
TAx]T [z˜0 −L0TAx] + xTQxx} . (15)
The target function to optimize is l(x | z˜0,θ), always keeping in mind that z˜0 is
depending on x0. To compute the quasi Newton-Raphson method, the gradient and
the Hessian of expression (15) are needed. Note that this method works when first and
second derivatives exist:
∂l(x | z˜0,θ)
∂x
= −ATL0(z˜0 −L0TAx) +Qxx ,
∂2l(x | z˜0,θ)
∂x∂xT
= +ATH0η˜A+Qx . (16)
The quasi-Newton algorithm with line search strategy and Armijo conditions (Nocedal
and Wright 2006) is employed in order to find the mode x0. In the algorithm, the
Hessian, the gradient, and the conditionally independent Gaussian quasi-observations
have to be computed in each iterative step until the method converges. Once the
algorithm reaches the mode x0, η˜0 can be easily calculated from the expression η˜ = Ax.
2. Calculating the conditionally independent Gaussian pseudo-observations z˜0.
At the modal configuration, the Hessian matrix H0η˜ is computed. If the submatrix
corresponding to the nth indivual H0ηi is not positive definite, the expected Hessian
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is used instead to guarantee a positive definite H0η˜. Following the approximation pre-
viously presented, the Cholesky factorization is computed in H0η˜ = L0L0T . Gradient
(g0η˜) is also calculated in η˜0. According to the equation (13), the scale and rotation of
the original observations are done to get the pseudo-observations z˜0.
3. Call R-INLA. Lastly, as we have conditionally independent Gaussian observations, we
are able to call R-INLA and use it in order to obtain the posterior distribution of the
parameters that we are interested in.
After depicting the complete method, we focus on the dirinla package to fit Dirichlet regression
models.
5. The R-package dirinla
In what follows we show how the approximation works for the case of the Dirichlet re-
gression models using dirinla. This package can be installed and upgraded within R (R
Core Team 2018) via the repository https://bitbucket.org/joaquin-martinez-minaya/
dirinla. This Section is divided in three subsections, the first one presenting the neces-
sary commands to perfom a simulation from a Dirichlet regression model, the second one
shows how to fit those models, and the last one depicts how to perform predictions using this
package. In particular, we firstly illustrate how to simulate 50 data points from a Dirichlet
regression model with four different categories and one different covariate per category:
Yn ∼ Dirichlet(α1n, . . . , α4n) , n = 1, . . . , 50,
log(α1n) = β01 + β11v1n,
log(α2n) = β02 + β12v2n,
log(α3n) = β03 + β13v3n, (17)
log(α4n) = β04 + β14v4n,
being the parameters that compose the latent field β01 = −1.5, β02 = 1, β03 = −3, β04 = 1.5
(the intercepts), and β11 = 2, β12 = −3, β13 = −1, β14 = 5 (the slopes).
For simplicity, covariates are simulated from a Uniform distribution on (0,1). To posteriorly
fit the model, Gaussian prior distributions are assigned with precision 10−4 to all the elements
of the Gaussian field.
5.1. Data simulation
This subsection is devoted to present how the simulation of the data is conducted.
First, we simulate the covariates from a Uniform(0,1).
R> set.seed(1000)
R> N <- 50
R> V <- as.data.frame(matrix(runif((4) * N, 0, 1), ncol = 4))
R> names(V) <- paste0('v', 1:4)
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We then define the formula that we want to fit in order to keep the values of the different
categories in a list. This object will be used to construct the A matrix. We use the function
formula_list() from the package dirinla. The output is a list indicating the covariates in
each category.
R> formula <- y ~ 1 + v1 | 1 + v2 | 1 + v3 | 1 + v4
R> (names_cat <- formula_list(formula))
$`category 1`
[1] "intercept" "v1"
$`category 2`
[1] "intercept" "v2"
$`category 3`
[1] "intercept" "v3"
$`category 4`
[1] "intercept" "v4"
We fix the values of the parameters that take part of the latent field and that we want to fit.
As we have previously depicted, β01 = −1.5, β02 = 1, β03 = −3, β04 = 1.5 are the intercepts,
and β11 = 2, β12 = −3, β13 = −1, β14 = 5 are the slopes.
R> x <- c(-1.5, 1, -3, 1.5,
+ 2, -3 , -1, 5)
We call the function data_stack_dirich() of the package dirinla to construct the A matrix
presented in previous sections. This function uses the inla.stack() structure of the package
R-INLA. As a consequence, the returning object is an inla.stack object. Observe that the
arguments are the response variable y (in this case it has not been generated yet), the names
of the categories covariates, a matrix with the values of the covariates data, the number of
categories d and the number of data N. The sparse matrix A is then computed.
R> mus <- exp(x) / sum(exp(x))
R> C <- length(names_cat)
R> data_stack_construct <-
+ data_stack_dirich(y = as.vector(rep(NA, N * C)),
+ covariates = names_cat,
+ data = V,
+ d = C,
+ n = N)
R> A_construct <- data_stack_construct$A
R> A_construct[1:8, ]
8 x 8 sparse Matrix of class "dgCMatrix"
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[1,] 1 . . . 0.3278787 . . .
[2,] . 1 . . . 0.7267993 . .
[3,] . . 1 . . . 0.5993679 .
[4,] . . . 1 . . . 0.3224284
[5,] 1 . . . 0.7588465 . . .
[6,] . 1 . . . 0.6820559 . .
[7,] . . 1 . . . 0.4516818 .
[8,] . . . 1 . . . 0.5613199
The next step is to construct the linear predictor as η˜ = Ax using the parameters fixed in
the latent field. Using the exponential transformation it is easy to get the parameters α of
the Dirichlet distribution.
R> eta <- A_construct %*% x
R> alpha <- exp(eta)
R> alpha <- matrix(alpha,
+ ncol = C,
+ byrow = TRUE)
The last stage is to generate the response variable using the function rdirichlet() from
DirichletReg (Maier 2014). The output is a matrix with the response variable and we can
see that each row sums to one.
R> y_o <- rdirichlet(N, alpha)
R> colnames(y_o) <- paste0("y", 1:C)
R> head(y_o)
y1 y2 y3 y4
[1,] 1.679925e-04 4.818290e-02 5.735022e-09 0.9516491
[2,] 9.997111e-03 4.883205e-03 1.609580e-10 0.9851197
[3,] 1.380501e-03 1.569424e-02 4.333877e-08 0.9829252
[4,] 1.314562e-02 7.062509e-05 3.036551e-07 0.9867834
[5,] 3.168432e-06 3.677293e-04 5.455780e-04 0.9990835
[6,] 1.021381e-01 5.447746e-03 3.562061e-11 0.8924142
5.2. Fitting the model
Once the data is simulated, we show how to fit the model. To do so, we have to call the main
function dirinlareg. This function is the core of the package and it carries out all the steps
presented in Section 4.
R> y <- y_o
R> model.inla <- dirinlareg(
+ formula = y ~ 1 + v1 | 1 + v2 | 1 + v3 | 1 + v4,
+ y = y,
+ data.cov = V,
+ prec = 0.0001,
+ verbose = FALSE)
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where we just need to specify the formula, the response variable Y in a matrix format (in
this case, with dimension 50 × 4), the data.frame with the covariates data.cov, and the
precision of the Gaussian priors (prec) for the latent field x. If we want to follow the process
step by step, we can add the instruction verbose = TRUE.
Once the model is fitted, we can see a summary of the posterior distribution of the fixed effects
by means of the function summary applied to the object generated. This has the dirinlareg
class. Three model selection criteria are also displayed: Deviance Information Criterion
(Spiegelhalter, Best, Carlin, and Van Der Linde 2002), Watanabe-Akaike information crite-
ria (Gelman, Hwang, and Vehtari 2014), and the mean of the logarithm of the conditional
predictive ordinate (Gneiting and Raftery 2007). Lastly, the number of observations and the
number of categories are also depicted.
R> summary(model.inla)
Call:
dirinlareg(formula = y ~ 1 + v1 | 1 + v2 | 1 + v3 | 1 + v4, y = y,
data.cov = V, prec = 1e-04, verbose = FALSE)
---- FIXED EFFECTS ----
=======================================================================
Category 1
-----------------------------------------------------------------------
mean sd 0.025quant 0.5quant 0.975quant mode
intercept -1.279 0.2809 -1.8310 -1.279 -0.7283 -1.279
v1 1.757 0.4707 0.8327 1.757 2.6802 1.757
=======================================================================
Category 2
-----------------------------------------------------------------------
mean sd 0.025quant 0.5quant 0.975quant mode
intercept 0.6585 0.2500 0.1677 0.6585 1.149 0.6585
v2 -2.3316 0.4226 -3.1613 -2.3317 -1.503 -2.3316
=======================================================================
Category 3
-----------------------------------------------------------------------
mean sd 0.025quant 0.5quant 0.975quant mode
intercept -2.947 0.2662 -3.469 -2.947 -2.4247 -2.947
v3 -1.073 0.4507 -1.958 -1.073 -0.1885 -1.073
=======================================================================
Category 4
-----------------------------------------------------------------------
mean sd 0.025quant 0.5quant 0.975quant mode
intercept 1.235 0.3231 0.6002 1.234 1.868 1.235
v4 5.258 0.4458 4.3828 5.258 6.133 5.258
=======================================================================
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DIC = 1881.3398 , WAIC = 1882.7261 , LCPO = 941.405
Number of observations: 50
Number of Categories: 4
Using the information in model.inla$marginals_fixed and model.inla$summary_fixed,
a graphical representation (see example.R from the supplementary code to see the details of
the code) and a summary of the posterior marginal distribution of the parameters of the fixed
effects can also be obtained (Figure 1).
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Figure 1: Marginal posterior distributions of the latent field for the different categories. Real
values are indicated with a red line. The amount of data is 50.
Finally, the posterior distribution for the scale parameters of the Dirichlet α can also be
computed. In particular, model.inla$marginals_fixed and model.inla$summary_fixed
provide the marginals and a summary for each category. Parameter means can also be
obtained via model.inla$marginals_means or model.inla$summary_means, and similarly,
model.inla$marginals_precision or model.inla$summary_precision provides the pa-
rameters precisions.
5.3. Prediction
In most cases, practitioners want to be able to predict the composition of a new observation. A
function is available in order to compute posterior predictive distributions for new individuals.
This function is called predict_dirinla. To show how this function works, we will predict
for a value of v1 = 0.2, v2 = 0.5, v3 = 0.5 and v4 = 0.1:
R> model.prediction <-
+ predict_dirinla(model.inla,
+ data.pred = data.frame(v1 = 0.25,
+ v2 = 0.5,
+ v3 = 0.5,
+ v4 = 0.1))
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The resulting object is of class dirinlareg, where the elements summary.predictive.alphas
and marginals.predictive.alphas describe the posterior predictive distribution for the
scale parameters of the Dirichlet α, obtained for the new values of the covariates. For the pa-
rameters themselves, posterior means and precisions are available via the model.inla object,
in the four elements {summary,marginals}_predictive_{means,precision}.
6. Simulation studies
This section provides a comparison of the performance of the INLA approach for Dirichlet re-
gression models using the dirinla package with the widely used method for Bayesian inference
using MCMC algorithms, R-JAGS (Plummer 2016). The comparison has been performed in
two different simulated settings, the first one being a Dirichlet regression with no slopes and
the second one another Dirichlet regression this one with four different covariates for each
category. In each setting, we have simulated three different datasets with the same parame-
ters but with a different number of observations: 50, 100 and 500. Finally, for each simulated
dataset, we have employed three different methods to make inference: a standard application
of the R-JAGS package with a number of iterations enough to guarantee convergence of the
chains; the INLA methodology through the dirinla package; and a “long” application of the
R-JAGS package, in this case with a large amount of iterations in order to get really good
representation of the posterior distributions. All computations have been performed on a
processor Intel(R) Core(TM) i7-6700 CPU @ 3.40GHz.
6.1. Simulation 1
Our first setting it is based on a Dirichlet regression with four categories and one parameter
per category, the intercept, that is:
Yn ∼ Dirichlet(α1n, . . . , α4n) , n = 1, . . . , N,
log(α1n) = β01,
log(α2n) = β02,
log(α3n) = β03, (18)
log(α4n) = β04.
Three different datasets with this structure have been simulated letting β0c, c = 1, . . . , 4 to
be −2.4, 1.2, −3.1 and 1.3, respectively. In order to fit the model, we have used vague prior
distributions for the latent field. In particular p(xm) ∼ N(0, τ = 0.0001). As the response
values are not close to 0 and 1, no transformation has been needed.
As above mentioned, for each simulated dataset, we have employed three different methods to
make inference: a standard application of the R-JAGS package with 1000 iterations, a warmup
of 100, a thin number of 5 and 3 chains; the INLA methodology through the dirinla package;
and a “long” application of the R-JAGS package, in this case using 1000000 iterations with
a warmup of 100000, a thin number of 5 and 3 chains.
Figures 2, 3 and 4 display the marginal posterior distributions for the parameters β0c with
1, . . . , 4. As it can be seen, they show an almost perfect performance of the proposed approach
comparing with models fitted using R-JAGS and also with the real value.
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Figure 2: Marginal posterior distributions of the latent field for the different categories, and
using different methodologies R-JAGS, dirinla and long R-JAGS, when the amount of data
is 50.
Despite the extra computation before the R-INLA call, the dirinla implementation of the
Laplace approxiamtion is faster than long R-JAGS in all the cases, and it is even faster than
the standard use of R-JAGS package in some cases (see Table 1). This is a reflection of the
low computational cost of the Laplace approximation.
N R-JAGS dirinla long R-JAGS
50 2.945 4.336 2869.940
100 21.335 14.232 9839.647
500 28.454 41.082 30383.49
Table 1: Computational time in seconds for the different simulated data and with the different
methodologies.
6.2. Simulation 2
The seccond setting it is based on a Dirichlet regression with a different covariate per each of
four categories:
Yn ∼ Dirichlet(α1n, . . . , α4n) , i = 1, . . . , N,
log(α1n) = β01 + β11v1n,
log(α2n) = β02 + β12v2n,
log(α3n) = β03 + β13v3n, (19)
log(α4n) = β04 + β14v4n.
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Figure 3: Marginal posterior distributions of the latent field for the different categories, and
using different methodologies R-JAGS, dirinla and long R-JAGS, when the amount of data
is 100.
Three different datasets of sizes N = 50, 100 and 500 have been simulated. Values for β0c
and β1c for c = 1, . . . , 4 have been set to −1.5, 1,−3, 1.5, 2,−3,−1, 5 respectively, and covari-
ates have come from a Uniform distribution with mean in the interval (0, 1). Vague prior
distributions for the latent field have been established p(xn) ∼ N(0, τ = 0.0001). As the data
generated did not present zeros and ones, no transformation has been needed.
For each simulated dataset we have employed three different inference methods. With respect
to the standard application of the R-JAGS package, different settings have been considered
depending on the sample size. When N = 50, the number of iterations used in R-JAGS has
been 1000 with a warm up of 100, thinning 5 and 3 chains, while for N = 100 and N = 500,
the number of iterations has been 2000 with a warmup of 200, thinning 5 and 3 chains. For the
“long” application of the R-JAGS package, we have used 1000000 iterations with a warmup
of 100000, a thinning number of 5 and 3 chains.
Figures 5, 6, 7 show the approximate marginal posterior distributions. All the posteriors
capture the true value. With regard to the comparison of dirinla with R-JAGS and long
R-JAGS, the posteriors have similar shape, with the new method tending to agree more with
the long R-JAGS result than the more variable short run R-JAGS does, illustrating how our
method reduces estimator variability, at the potential cost of a generally small bias.
With respect the computational effort needed to get those results, Table 2 displays that, in
most cases, the INLA methodology guarantees a faster computational speed.
7. Real example: Glacial tills
After validating the use of the package and the approximation in simulated examples, this
Section shows an application of the INLA approach for Dirichlet regression models in a real
setting. In particular, we work with data extracted from Aitchison (1986), where 92 samples
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Figure 4: Marginal posterior distributions of the latent field for the different categories, and
using different methodologies R-JAGS, dirinla and long R-JAGS, when the amount of data
is 500.
N R-JAGS dirinla long R-JAGS
50 5.715 6.664 4916.804
100 21.335 14.232 9839.647
500 133.973 54.873 57347.919
Table 2: Computational time in seconds for the different simulated data and with the different
methodologies.
of pebbles from glacial tills were sorted into four categories: red sandstone, gray sandstone,
crystalline, and miscellaneous. The percentages of these four categories and the total pebble
counts were also recorded. Glaciologists were interested in describing whether the composi-
tions are in any way related to abundance.
The Dirichlet regression model that relates the multivariate response Yn to the abundance is
Yn ∼ Dirichlet(α1n, . . . , α4n) , n = 1, . . . , N,
log(α1n) = β01 + β11Pcountn,
log(α2n) = β02 + β12Pcountn,
log(α3n) = β03 + β13Pcountn, (20)
log(α4n) = β04 + β14Pcountn,
where Pcountn is the covariate of total pebble count for the nth sample divided by 100. Vague
prior distributions for the latent field has been settled, in particular p(xn) ∼ N(0, τ = 0.0001).
As the data presented zeros and ones, the transformation introduced in 2.1.1 has been used.
In a similar approach as in the previous Section, the number of iterations used in R-JAGS
has been 1000 with a warmup of 100, a thinning of 5 and 3 chains, while in the case of the
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Figure 5: Marginal posterior distributions of the latent field for the different categories, and
using different methodologies R-JAGS, dirinla and long R-JAGS, when the amount of data
is 50.
long R-JAGS we have used 1000000 of iterations with a warmup of 100000, a thinning of 5
and 3 chains.
Figure 8 displays the marginal posterior distributions for β0c and β1c, c = 1, . . . , 4. In most
cases distributions obtained with R-JAGS perfectly match with those obtained using R-INLA.
R-JAGS took 11.489 seconds, dirinla 7.030 and long R-JAGS 11588.554.
8. Concluding remarks and future work
In this paper the INLA methodology is extended to fit any model with multivariate likelihood.
In particular, we present both the calculations and a package to make inference and prediction
for Dirichlet regression. The main idea underneath the proposed method is to approximate
the multivariate likelihood with univariate ones that can be fitted by R-INLA, in particular,
Gaussian likelihoods. This idea is similar to that proposed in Simpson, Illian, Lindgren,
Sørbye, and Rue (2016), where they constructed a Poisson approximation to the true log-
Gaussian Cox process likelihood that allows to make inference on a regular lattice over the
observation window, counting the number of points in each cell. This technique has been
already implemented in the R package inlabru (Bachl and Lindgren 2018; Bachl, Lindgren,
Borchers, and Illian 2019).
All examples in this paper focus on models that only have fixed effects. As we are converting
the multivariate observations to conditionally independent Gaussian observations that only
depends on the linear predictor, we expect to be able to incorporate random effects to the
model, in particular, all the random effects which R-INLA can deal with allowing the user
to fit spatial, temporal and spatio-temporal models, among many others. For such models,
the computational scaling cost benefits in comparison with R-JAGS should be even more
pronounced, due to the sparse matrix algebra taken advantage of by R-INLA. Since the
pseudo-data will depend on the non-Gaussian parameters, a possible approach is to incorpo-
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Figure 6: Marginal posterior distributions of the latent field for the different categories, and
using different methodologies R-JAGS, dirinla and long R-JAGS, when the amount of data
is 100.
rate this into the inlabru package, which uses an iterative method to handle similar issues for
non-linear predictors, allowing some parameters to be represented as transformed Gaussian
values.
Finally, we would like to mention that this approximation has been presented for a Dirichlet
likelihood, but, with the extensions discussed above, it can be applied to other multivariate
likelihoods such as multivariate normal regression (Anderson, Anderson, Anderson, Anderson,
and Mathématicien 1958) and multinomial regression (Menard 2002).
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A. Approximation of the likelihood
This Appendix presents both the proof for the Theorem 4.1 and the Proposition 4.2, which
is the expansion of the theorem to multiple observations.
To do so, let ηn := η•n denotes the linear predictor corresponding to the nth observation
yn := Y•n, we define l(y | x) = − log p(y | x) for any y and x. In particular, we denote
l(yn | ηn) = − log p(yn | ηn) the log-likelihood function expressed for the nth observation,
being yn ∈ RC and ηn ∈ RC . Using the Taylor series expansion in vector η0n, we obtain the
approximation.
l(yn | ηn) ≈
≈ l(yn | η0n) + [∇ηn(l)(η0n,yn)]T [ηn − η0n]
+ 12[ηn − η0n]
T [∇2ηn(l)(η0n,yn)][ηn − η0n]
= l(yn | η0n) + g0ηTn [ηn − η0n] +
1
2[ηn − η0n]
TH0ηn[ηn − η0n] (21)
= C1 +
1
2[ηn − (η0n −H0η
−1
n g0ηn)]
TH0ηn[ηn − (η0n −H0η−1n g0ηn)] ,
where g0ηn = ∇ηn(l)(η0n,yn) and H0ηn is either the true Hessian (∇2ηn(l)(η0n,yn)) or
the expected Hessian(Eyn|ηn(∇2ηn(l)(η0n,yn))). C1 is a constant whose value is l(yn | η0n)−
1
2g0η
T
n (H0η
−1
n )Tg0ηn. Now we consider the Cholesky factorization ofH0ηn,H0ηn = L0nL0
T
n
and rewrite expression (21) as follows:
l(yn | ηn) ≈ (22)
≈ C1 + 12[L0
T
nηn −L0Tn (η0n −H0η−1n g0ηn)]T
[L0Tnηn −L0Tn (η0n −H0η−1n g0ηn)] .
Defining
z0n := L0Tn (η0n −H0η−1n g0ηn) = L0Tnη0n −L0−1n g0ηn , (23)
a conditionally Gaussian approximation is constructed.
log p(yn | ηi,θ) ≈ −C1 − 12[z0n −L0
T
nηn]T [z0n −L0Tnηn] . (24)
Thus, z0n | ηn ∼ N (L0Tnηn, Id), i.e., z0ik | ηn ∼ N ([L0Tnηn]k, 1). The observation vector yn
has been converted into conditionally independent Gaussian pseudo-observations z0n. This
approximation can be expanded to the N observations.
To present a proof for Proposition (4.2), we rewrite l(Y | η) for all the observations N as in
equation (22).
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l(Y | η) ≈
≈ NC1 + 12
n∑
n=1
[L0Tnηn −L0Tn (η0n −H0η−1n g0ηn)]T (25)
[L0Tnηn −L0Tn (η0n −H0η−1n g0ηn)] .
Using the notation
η˜0 =
η0•1...
η0•N

︸ ︷︷ ︸
CN×1
, g0η˜ =
g01...
g0N

︸ ︷︷ ︸
CN×1
, L0 =
L01 0. . .
0 L0N

︸ ︷︷ ︸
CN×CN
,
H0η˜ =
H0η1 0. . .
0 H0ηN

︸ ︷︷ ︸
CN×CN
,
and we rewrite equation (25) as follows:
l(Y | η˜) ≈
≈ NC1 + 12[L0
T η˜ −L0T (η˜0 −H0η˜−1g0η˜)]T (26)
[L0T η˜ −L0T (η˜0 −H0η˜−1g0η˜)] .
Defining
z˜0 := L0T (η˜0 −H0η˜−1g0η˜) = L0T η˜0 −L0−1g0η˜ , (27)
we obtain p(z˜0 | η˜),
z˜0 | η˜ ∼ N (L0T η˜, ICN ) , (28)
and the observation vector Y•n has been turned into Gaussian conditionally independent
pseudo-observations z˜0, a likelihood which R-INLA can deal with.
B. Calculus for the Dirichlet likelihood
In this Appendix, we present all the calculus required for the particular case of the Dirichlet
likelihood. For the sake of simplicity, we present those required just for one observation. We
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start with presenting the likelihood in terms of the linear predictor, we continue with the
gradient, followed by the Hessian and finishing with the expected Hessian.
B.1. Likelihood
The density function corresponding to Dirichlet distribution has been depicted in expression
(1). Using the Dirichlet regression displayed in Equation (3), we know that αc = exp(ηc), c =
1, . . . , C. Then the density function or the likelihood for just one observation can be expressed
as:
p(y | η1, . . . , ηC) = 1B(exp(η1), . . . , exp(ηC))
C∏
c=1
yexp(ηc)−1c . (29)
Taking logarithms and using the definition of the B function, the next expression is obtained:
log p(y | η) = log
( Γ(exp(η1)) · · ·Γ(exp(ηC))
Γ(exp(η1) + · · ·+ exp(ηC))
)
+
C∑
c=1
(exp(ηc)− 1) log(yc) . (30)
B.2. Gradient
Here, the gradient of the log likelihood is calculated.
∂l
∂ηc
= exp(ηc)
[
φ(exp(ηc))− φ
(
C∑
c=1
exp(ηc)
)]
− exp(ηc) log(yc) , (31)
where c = 1 . . . , C and φ is the digamma function.
B.3. Hessian
The second derivatives are calculated for the log likelihood. Let c and d two naturals such as
1 ≤ c ≤ C and 1 ≤ d ≤ C, then
∂2l
∂2ηc
= exp(ηc)
[
φ(exp(ηc))− φ
(
C∑
c=1
exp(ηc)
)]
+
+ exp(2ηc)
[
φ1(exp(ηc))− φ1
(
C∑
c=1
exp(ηc)
)]
−
− exp(ηc) log(yc) (32)
and
∂2l
∂ηc∂ηd
= − exp(ηc) exp(ηd)
[
φ1
(
C∑
c=1
exp(ηc)
)]
,
where φ is the digamma function and φ1 is the trigamma function.
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B.4. Expected Hessian
The expected second derivatives are calculated for the log likelihood. Thus
E
(
∂2l
∂2ηc
)
= exp(2ηc)
[
φ1(exp(ηc))− φ1
(
C∑
c=1
exp(ηc)
)]
and
E
(
∂2l
∂ηc∂ηd
)
= − exp(ηc) exp(ηd)
[
φ1
(
C∑
c=1
exp(ηc)
)]
,
where φ is the digamma function and φ1 is the trigamma function.
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