Large-gap clones, a kind of clones that reuses code with many edits, are very common in software development practice and widespread in software systems. The detection of such clones is very crucial. However, due to a large number of edits, most of the current work fails to detect such clones effectively. This paper aims to find an effective approach for accurate detection of large-gap clones. We transform the code clone detection problem into a biological sequence alignment question and propose a novel approach that combines code fingerprint with sequence alignment. The sequence alignment is Smith-Waterman algorithm based, but shows significant improvements using dynamic parameter acquisition strategy. Furthermore, we design new rational criteria for clone identification. The proposed approach is automatically evaluated extensively by more than 10 million lines of code for general clones detection. We further conduct an empirical study on five large-scale Java projects to manually measure the approach for large-gap clones detection. The experimental results show that the proposed approach can effectively detect large-gap clones and exhibit good performance, and at the same time remains the competitiveness with existing advanced detection tools in detecting general clone detection.
I. INTRODUCTION
Reusing code fragments by copying and pasting with or without adaptation is a common activity in software development, and code clones are widespread in both open source and enterprise software systems. Study [1] explored a multitude of large software systems and found that the total quantity of duplicated code in source code varies from 7% to 23%. Code clone is a double-edged sword. On the one hand, it can improve the development efficiency in the short term. While on the other hand, arbitrarily cloning of code increases the risks of defect propagation, copyright violation, and maintenance problems [2] - [5] . As it is impossible to eliminate all the existing clones, the detection and management of code clones are of great importance.
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Bellon et al. [6] classified syntactically similar code clones into three types named Type-1, Type-2, and Type-3. Type-1 and Type-2 clones are code fragments that are almost identical in code, except that identifiers, numbers, and strings may be renamed or modified. Partial edit of code statements (add, delete, or modify some statements), results in Type-3 clones, which are shown to be the most common type of clones [7] , [8] . Ueda et al. [9] referred to such clones as gapped code clones and called the different statements between two cloned code fragments as gaps. According to the sizes of gaps, Type-3 clones can be further divided into small-gap clones and large-gap clones.
Lopes et al. [10] analyzed millions of open source projects on GitHub and found that developers are more likely to reuse code with extensions (e.g., change or improvement). A large number of extensions lead to the generation of large-gap clones. Figure 1 shows an example of large-gap clones we detected in project Maven 3.6.0. Statements in FIGURE 1. An example of large-gap clones found in maven 3.6.0. lines 9-15 and 19-23 in code fragment 2 are large gaps, including the addition and modification of code statements. Tracking such clones is very important, because despite the developers making a lot of modifications, vulnerabilities of the original code fragments may still be spread.
Numerous tools have been proposed for clone detection [11] , but most of them either do not support the detection of Type-3 clones or only perform well in detecting small-gap clones. For example, Duploc [12] and CCFinderX [13] only support detection of Type-1 and Type-2 clones. iClones [14] and Deckard [15] can only detect small-gap clones and perform poorly on other types. NiCad [16] , [17] has perfect performance in the detection of Type-1, Type-2, and small-gap clones. NiCad is limited in detecting large-gap clones unless being set to a very low similarity degree threshold. However, this could seriously affect precision, as demonstrated in Subsection 4, Section III. SourcererCC [18] is a newly proposed detection tool with good scalability and execution time. It is capable of Type-3 clones detection, but the recall is not as good as NiCad. Besides, the same as NiCad, SourcererCC needs to be set to a very low similarity degree threshold if it wants to find large-gap clones. To the best of our knowledge, CCAligner [26] is the state-of-the-art large-gap clone detector published for now. We compare our approach it in experiments.
To achieve accurate detection of large-gap clones, we transform the code clone detection problem into a biological sequence alignment question and propose a novel approach that combines code fingerprint with sequence alignment. The sequence alignment is Smith-Waterman algorithm [19] based, but with significant improvements. Previous work [20] , [21] has applied the Smith-Waterman algorithm to code clone detection, but parameters were set to static fixed values when using the algorithm, which leads to inevitable missing of similar regions in some cases, as demonstrated in Subsection 3, Section III. For this reason, we utilize dynamic parameter acquisition strategy to dynamically optimize the key parameters in the Smith-Waterman algorithm to overcome the prescribed problem. Moreover, we design new rational criteria for large-gap clone identification.
We use a framework called BigCloneEval to automatically evaluate our approach and manually evaluate it through an empirical study on five Java projects. The results show that our approach has good performance in large-gap clones detection. At the same time, our approach remains competitive with advanced tools in the detection of general clones.
The rest of the paper is organized as follows. We describe some concepts about code clone in Section II and present details of our novel detection approach in Section III. We evaluate our approach both for large-gap and general clones in Section IV. We explain threats to validity in Section V. Related work is discussed in Section VI, and we summarize our work in Section VII.
II. DEFINITIONS
In this section, we first introduce some basic concepts regarding code clone [22] . We then propose the concepts of directed clone pair and large-gap clone to be used in our approach.
Code Fragment: A sequence of statements, which can be of any granularity, such as a function or a block of code that specifies the number of rows. A code fragment can be specified by the triple (SF, SL, EL), including the source file SF, the line the fragment starts from, SL, and the line it ends at, EL.
Code Similarity Degree: The ratio of the number of statements in a code fragment F i that is cloned from another code fragment F j to the total number of statements in F i , denoted by SD ij . SD ij may not equal to SD ji because the total length of the two code fragments may be different.
Clone Pair: Two code fragments that are similar to each other, which can be specified by the triple (F i , F j , SD), including two code fragments F i and F j , and the similarity degree SD, which is the minimum of SD ij and SD ji .
In previous studies, many code clone detection tools such as NiCad identify clones based on the concept of clone pair. They use the minimum of SD ij and SD ji to determine whether two code fragments are clones. In this case, two code fragments are recognized as clones only when they are similar to each other. However, in software systems we find a class of special Type-3 clone called large-gap clone, which is characterized in that one code fragment contains many modifications relative to the other. This clone does not conform to the concept of clone pair defined by previous studies, so the previous identification criteria no longer apply. Therefore, in the following, we introduce some necessary definitions.
Directed Clone Pair: A code fragment F i contains some statements cloned from another code fragment F j , which can be specified by a directed pair [F i , F j , SD ij ], including F i , F j , and the similarity degree SD ij .
Large-gap clones are a class of Type-3 clones that are not detected by traditional techniques due to blocks of statements that have been added, removed, or modified. The large gap makes this type of clone not conform to the definition of clone pair, but conforms to the concept of directed clone pair. Based on this, we give the definition of large-gap clone as follows.
Large-gap Clone: A class of Type-3 clones that SD ij and SD ji will be one higher and the other one lower.
III. APPROACH A. OVERVIEW OF THE PROPOSED APPROACH
The core processing of general code clone detection includes source code representation and similarity computing. The detailed process of our approach mainly consists of four steps, including source code preprocessing, code fingerprint generation, cloned statement detection, and clone identification. The first two steps focus on source code representation, and the last two steps aim to compute the code similarity based on the new code representation and detect the cloned code. The framework of our approach is summarized in Figure 2 .
In the preprocessing phase, the source code is split up into code fragments. A code fragment can be of any granularity such as a line of code, a code block, or a function. In this paper, functions are used as the granularity of code fragments, which is consistent with the usual detection scenario.
In the fingerprints generation phase, each code fragment is tokenized with a scanner. The scanner will identify language keywords, symbols, identifiers, etc., and transform every statement of all code fragments into token sequences (one statement corresponds to one token sequence). Each token sequence then is normalized by some rules which are based on the syntax of the given language and has its fingerprint generated by Message Digest Algorithm 5 (MD5) [23] . Finally, each code fragment is converted into a code fingerprint sequence. This step helps us deal with some simple code modifications such as identifier renaming and multiple spaces removing.
In the detection phase, dynamic parameter acquisition strategy is used to optimize the key parameters in the Smith-Waterman algorithm, for finding identical elements between two code fingerprint sequences, which are the cloned statements between original code fragments. We leverage the advantages of the Smith-Waterman algorithm at condoning various edits such as modifications, insertions, and deletions, for detecting small-gap clones, and overcome the problem of missing similar regions through dynamic parameter acquisition strategy, for achieving detection of large-gap clones.
After finding all cloned statements between any two code fragments, code similarity degrees of these two fragments are calculated to identify clones. We design new rational criteria for identifying code clones, which can reveal large-gap clones effectively.
B. CODE FINGERPRINT GENERATION
Source code is converted to hash values as its fingerprints by normalization and hashing, as shown in Figure 3 .
Normalization aims to reserve the grammar-related element while eliminating those that have no structural or functional means like comments and so on. Code normalization should be language grammar-related, which means that grammar-related information of the code, such as keywords and various symbols, should be reserved. While Elements that do not affect the syntax structure of the code, such as comments, extra spaces, etc., should be removed.
The indentation format that programmers write may be various or even non-standard, and we use a unified format to handle them. Besides, identifiers such as variable names, numeric values, and strings are replaced with fixed text to enable detection of Type-2 clones.
Normalization rules are shown in Table 1 .
Hash operation transforms the various length of code statements into a unified length of strings which will be used for clone detection. The hash function is a way to create a digital fingerprint for any kind of data, usually strings. All hash functions have a basic characteristic, that is, if the two hash values are not identical (generated by the same hash function), then the original inputs of the two hash values are also different. MD5 is a widely used hash function, and its collision rate is roughly 2 −128 , which means that there are almost no cases where different content statements have the same hash value.
C. CLONED STATEMENT DETECTION
Sequence alignment could find cloned statements between two code fragments. Figure 4 shows the schematic diagram. Assume the statements in lines 2-6 and the statements in lines 8-13 are two code fragments to be detected (code fingerprints are abstractly represented by uppercase letters for convenience of description). After removing mismatched elements and gaps from the alignment result, the rest are cloned statements between these two fragments. Thereby, the clone detection of two code fragments is converted into the alignment of two fingerprint sequences.
Finding cloned statements between code fragments is a behavior of local sequence alignment. Thus, the Smith-Waterman algorithm is chosen, not Needleman-Wunsch algorithm or other algorithms that are used for global sequence alignment. Levenshtein distance is the core mechanism of the Smith-Waterman algorithm. To better illustrate our approach, we firstly give a simple introduction of the Levenshtein Distance and Smith-Waterman algorithm. Then we explain why there is a problem when using the original Smith-Waterman algorithm to find cloned statements. Finally, we propose the dynamic parameter based sequence alignment algorithm.
1) LEVENSHTEIN DISTANCE
Levenshtein distance between two character sequences is the minimum number of single-character edits (insertions, deletions or replacement) required to change one character sequence into the other [24] . We demonstrate it with the following example.
In general, the basic editing operations for a character sequence are as follows.
• Insert a blank in a sequence, recorded as I • Delete a character in a sequence, recorded as D • Replace a character in a sequence with another character, recorded as R • Keep a character in a sequence, recorded as M (Match) Thus, for the editing process from one character sequence to another, we can represent it with a character set {I , D, R, M }. For example, changing 'chicken' to 'kitchen' can be edited as Figure 5 .
Mathematically, the Levenshtein distance between two strings a, b (of length |a| and |b| respectively) is given by
where 1 (ai =b j) is the indicator function equal to zero when a i = b j and equal to one otherwise, and lev a,b (i, j) is the distance between the first i characters of a and the first j characters of b. In the example shown in Figure 5 , its Levenshtein distance is four.
2) SMITH-WATERMAN ALGORITHM
Levenshtein distance is a metric for measuring the cost of changing one string to another. Each Insert, Delete and Replace operations cost one. Based on this, Smith-Waterman algorithm adds a scoring mechanism: each Match operation will get a certain score, and each Insert, Delete and Replace operations will reduce a certain score. Then the Smith-Waterman algorithm calculates the scores of various sequence editing operations by dynamic programming and uses the highest score editing method as the alignment result. The Smith-Waterman algorithm consists of the following four steps.
Step 1. Set substitution matrix and gap penalty scheme: substitution matrix can be described as
. The editing operation of Match will get +p, and Replace will get −q. Gap penalty determines cost for inserting gaps. Linear gap penalty function is the most commonly used, which can be denoted by W k = kW 1 , where W 1 is the penalty of a single gap. Both Insert and Delete operations are inserting gaps.
Step 2. Initialize the scoring matrix: the dimension of the scoring matrix is the length of the two sequences plus one. All elements in the first row and first column are set to zero. The extra first row and first column make it possible to align one sequence with another at any location, and set them to zero so that the terminal gap is not penalized.
Step 3. Scoring: score each remaining element from left to right and top to bottom in a scoring matrix by Equation 2 .
Step 4. Backtracking: starting from the element with the highest score, recursively backtracking based on the source of each score until zero is encountered. The highest score segment is generated during this process, which is the alignment result of the two sequences. Figure 6 (a) is the finished scoring matrix of the example in Figure 4 , blue part shows the highest score (p, q, W 1 are set (2, 1, 1) for ease of explanation). Figure 6 (b) shows the backtracking process, and the alignment result.
3) DYNAMIC PARAMETER ACQUISITION STRATEGY
The Smith-Waterman algorithm is parameter sensitive, specifically, for the following parameters: p, q, W 1 . Previous work [20] , [21] set these three parameters to static fixed values, which caused the Smith-Waterman algorithm to lose similar regions between sequences in some cases. We explain this with the following example. Suppose there are two code fragments whose fingerprint sequences are AABBBCCCCC and AADDCCCCC, and two cases as follows.
The scoring matrix for each case is shown in Table 2 and Table 3 .
The red part is a conservative region, which means the score will reduce when through this area because of mismatching or introducing gap. As for Case 1, since the score is not reduced to zero before leaving the conservative region, the algorithm connects the three segments (two blue parts and one red part). As for Case 2, because the score has been reduced to zero before leaving the conservative region, the Smith-Waterman algorithm only retains the last blue part as alignment result. Figure 7 (a) shows that in Case 1, alignment result contains all cloned statements. However, as shown in Figure 7 (b), in Case 2, the beginning AA was lost.
For two code fingerprint sequences, if there is a conservative region in the middle of two similar regions, and one of the similar regions has a lower score than the conservative region (we record this similar region as F), the alignment result will lose this similar region (see Figure 7 (b)). No matter how the parameters are set, as long as they are static, the problem of missing similar regions cannot be avoided because fixed parameter values do not fit all sequences. To solve this, we design a dynamic parameter acquisition strategy to dynamically set algorithm parameters based on the length of the code fragments and the similarity degree threshold.
Given two code fragments F 1 and F 2 , with length 10 and 9 respectively, and the similarity degree threshold is 0.7. The sufficient and necessary condition for these two code fragments forming a directed clone pair or a cloned pair is that they have 7 or more statements that are cloned. Consider the most extreme case, that is, there is a conservative region between one cloned statement and six cloned statements (like ABBBCCCCCC and ADDCCCCCC). In this case, the beginning A will be included in the alignment result only if the score of one-time matching is greater than three times deduct marks due to mismatching or introducing gap.
Let n be the maximum length of F 1 and F 2 , f be the length of region F, and SD t be the similarity degree threshold. Then calculate p by Equation 3. Where is the ceiling function.
At the most extreme case, f = 1. In order to facilitate the calculation in detection, let q = W 1 = 1, then Equation 3 can be converted into Equation 4 , which is the parameter calculation equation of dynamic parameter acquisition strategy. 
4) DYNAMIC PARAMETER BASED SEQUENCE ALIGNMENT ALGORITHM
Based on the dynamic parameter acquisition strategy, we propose a new sequence alignment algorithm which is shown in Algorithm 1. The proposed algorithm first sets the parameters of substitution matrix and gap penalty scheme through dynamic parameter acquisition strategy, then initializes a matrix S for recording score, and a matrix R for recording the source of the score. Next, the first row and the first column of matrix S are set to zero, then the remaining elements from left to right, from top to bottom, are scored by Equation 2. At the same time, we record the source of the score in matrix R. According to Equation 2, there are four sources for each matrix element's score: from the top, from left, from top left or no source. Subsequently, starting from the element with the highest score in S, recursively backtracking based on the source of the score of each element, and save the position of the traversed element (subscript i, j), until an element with score zero is encountered. Finally, remove mismatched elements and gaps in traversed elements, and output the rest. Take ABBBCCCCCC and ADDCCCCCC as and example. According to dynamic parameter acquisition strategy, p, q, W 1 will be set to 4, 1, 1. Then the alignment process is shown in Figure 8 .
D. CLONE IDENTIFICATION
After finding all cloned statements between two code fragments F i and F j , we calculate code similarity degrees of these two fragments. As defined in Section II, here we give a quantitative formula, as follows.
If only SD ij is above a certain threshold, our approach identifies F i as a clone of F j . As a result, they form a directed clone pair [F 1 , F 2 , SD ij ]. If SD ji is also above this threshold, they are clones of each other, which means that they no longer form a directed clone pair, but a general clone pair (F i , F j , min(SD ij , SD ji )).
Algorithm 1 Dynamic Parameter Based Sequence Alignment Algorithm INPUT: A = a 1 , a 2 , ..., a n and B = b 1 , b 2 , ..., b m , which are two code fingerprint sequences to be detected, where n and m are the lengths of A and B respectively. OUTPUT: Cloned statements between original two code fragments. 14: if S[i][j] is the maximum value in S, record its location; 15: end for 16 : end for 17: set i, j to the location of the maximum value in S; 18: Based on the above and the definitions mentioned in Section II, we propose the criteria for identifying clones, which are shown in Table 4 . Large-gap clones are directed clone pairs, while other types of clones are clone pairs.
We identify large-gap clones via SD ij and SD ji , and then we explain why 0.3, 0.7, 0.9 being selected. Since it is generally believed that when a gap is about half the length of the original code, it is a large gap [9] . Assume F 1 be a code fragment with length l and F 2 be a copy of F 1 with l/2 statements insertion (i.e., the length of F 2 is 3l/2), then SD 12 = 1.0, SD 21 = 2/3 ≈ 0.7. We determine 0.3 and 0.9 through experiments. In a large-gap clone, SD ij and SD ji must have one and only one is a very high value. If they are both high, there is no large gap between F i and F j . If they are both low, F i and F j do not constitute a clone. We set several sets of thresholds and observe the experimental results. The results show that when the similarity degree is lower than 0.3, many non-clones are reported, resulting in lower precision. When the similarity degree is greater than 0.9, many large-gap clones are ignored, resulting in a lower recall.
For clone pairs, we stipulate that both SD ij and SD ji have to be greater than 0.7.
NiCad and SourcererCC do not have the concept of directed clone pair, only considering clone pairs. This means that only if the minimum of SD ij and SD ji is greater than the similarity degree threshold, they treat these two code fragments as clones. Hence, a low similarity degree threshold is needed when they detect large-gap clones, resulting in a large number of non-cloned code fragments being detected at the same time, which greatly affects the detection precision.
IV. EXPERIMENT ANALYSIS
In this section, we evaluate our approach both for large-gap clones and general clones. We first measure large-gap clones detection performance of our approach manually on five large-scale Java projects and compare it with CCAligner [26] , the current state-of-the-art detection tool for large-gap clones. We then evaluate general clones detection performance based on BigCloneEval. We compare our approach with seven advanced detection tools.
A. EVALUATION OF LARGE-GAP CLONES DETECTION
The previous study [26] suggested that CCAligner is the best performing detector for large-gap clones for now, and confirmed that traditional clone detection tools such as NiCad and SourcererCC cannot detect large-gap clones. Therefore, we compare our approach with CCAligner and analyze the detection performance of the two tools.
1) EXPERIMENT SETUP
We conduct an empirical study with five Java open source projects which have many Star on GitHub or are well-known. The source code sizes for these projects range from 24 thousand LOC (lines of code) to 120 thousand LOC, measured by tool cloc [25] . Table 5 shows the detailed information.
Since large-gap clones currently lack a standard benchmark (as demonstrated in Section V), we use sampling and manual evaluation to compare the precision of the two tools. Assume all large-gap clones reported by our approach constitute set A, and all large-gap clones reported by CCAligner constitute set B. We analyze the experimental results of A∩B, A − B, and B − A. Where A ∩ B indicates the clones that are reported by both our approach and CCAligner at the same time, A − B indicates the clones that are only reported by our approach, and B−A indicates the clones that are only reported by CCAligner.
For sets that contain more than 100 clone pairs, we randomly select 100 clone pairs for manual verification. Otherwise, we validate all clone pairs. Three code clone researchers are invited to participate in the validation process. Each clone is randomly assigned to two experts for judgment. If the opinions of them are inconsistent, ask the third person to make a decision. This prevents any one judge's personal subjectivity from influencing the entire measurement.
2) EXPERIMENT RESULTS
Detailed results are shown in Table 6 , where LGC indicates the number of detected large-gap clones. In columns A ∩ B,  A − B, and B − A, the number outside the brackets shows the number of clones and the number inside the brackets indicates the precision. In the process of manually verifying clones, we summarize the following conclusions.
1) In A ∩ B (the clones that are reported by both our approach and CCAligner at the same time), precision varies from 93% to 97%. This means that most of the clones detected by our approach and CCAligner at the same time are true positive.
2) In A − B (the clones that are only reported by our approach), precision varies from 36% to 65%. We analyze the true-positive clones in this set and find that a considerable number of clones show the following characteristics. The core logic of the code fragment remains essentially the same, but a very long gap is inserted into the code (e.g. a large number of configuration statements). Invited experts agree that they could be identified as clones. Limited by the size of CCAligner's code window (e.g. a six-line window with e = 1 they suggested in study [26] ), these clones are missed by CCAligner. In contrast, our approach finds clone statements through sequence alignment, which is not limited by the size of the window selection and has better tolerance for large gaps. We find such examples in each project.
We also analyze the false-positive clones in this set and find that some of them have the following characteristics. When some FOR statements or IF statements from a short code fragment are scattered in a long code fragment, and the statement blocks are completely different inside, the code fragments are not actually clones. Our approach incorrectly identifies them as clones, while CCAligner does not. Because the sliding strategy of CCAligner's code window takes into account the continuity of the code in a small range. These false-positive clones are abundant in Maven, which reduces the detection precision of our approach in Maven.
3) In B − A (the clones that are only reported by CCAligner), precision varies from 45% to 55%. We explore why our approach does not report these clones and find that this is related to the threshold of 0.9 of our approach (as described in Subsection 4, Section III). This threshold is used to ensure that in a large-gap clone, most of the statements in the short code fragment are cloned by the long code fragment. However, when the number of lines of a short code fragment is less than 10 lines, the threshold of 0.9 means that all the statements in this code fragment should be cloned by a long code fragment, otherwise our approach will not judge them as clones.
We find a large number of such clones in this set. After expert verification, some of them are true positive and some are not. This is consistent with the experimental results we made when choosing thresholds. We think 0.9 is the threshold for a good compromise between recall and precision. If we lower this value, the recall will be promoted, but for code fragments with longer lengths, a threshold below 0.9 will be too loose. How to set the threshold more reasonably is a problem we need to study further. 4) Code normalization is the most significant reason that affects the precision of both our approach and CCAligner. Study [18] pointed out that all detection tools using code normalization face the same problem. For example, the structure of function call statements is basically the same. Since identifiers such as function names and variable names are uniformly replaced after normalization, the detection tool treats function call statements with the same structure as clones, although they may call completely different functions. We find a kind of situation in projects that a short code fragment is some function call statements, and a long code fragment also contains a few function call statements. These statements call different functions, while CCAligner still reports them as large-gap clones (e.g. in MPAndroid-Chart and Mockito). Our approach set a threshold of 0.3 (as described in Subsection 4, Section III). We think it is a reasonable threshold, because it helps us to filter the situation described above to some extent and improve detection precision. However, how to overcome the misjudgment caused by code normalization is still a focus of our research in future work.
In summary, most of the clones reported by both our approach and CCAligner at the same time are true positive. Since our approach and CCAligner are different in detection algorithms and clone identification criteria, both tools have some missed large-gap clones and wrongly detected large-gap clones.
In general, the experimental results show that our approach is effective in large-gap clones detection. Our approach detects some large-gap clones that would be missed by CCAligner, but there are still some issues that need further study.
B. ANALYSIS OF THE DISTRIBUTION OF LARGE-GAP CLONES IN PROJECTS
To further empirically demonstrate the large-gap clones we detected, we summarize the number of different types of clones detected by our approach in these projects and calculate the proportion of large-gap clones in them, as shown in Table 7 . We consider clones with SD ij = 1 , SD ji = 1 as Type-1 and Type-2 clones, while others we consider them as Type-3 clones.
We can see that the number of Type-3 clones is more than the number of Type-1&2 clones in most the projects, which is consistent with previous studies we mentioned in Section I [7] , [8] . Among Type-3 clones, the proportion of large-gap clones varies from 33% to 54%, and among all clones, the proportion varies from 15% to 38%. This shows that large-gap clones are common in real software systems. 
C. EVALUATION OF GENERAL CLONES DETECTION 1) EXPERIMENT SETUP
We choose the widely used evaluation framework named BigCloneEval [8] , [29] to carry on this experiments. It is a framework for clone detection recall evaluation using Big-CloneBench [30] . BigCloneBench provides a collection of over eight million validated clones in IJaDataset [31] , which is a large Java project repository with over 45000 Java code files and 10 million LOC. Besides Type-1 clones and Type-2 clones, BigCloneBench subdivide Type-3 clones into four categories based on their code similarity degrees (use the minimum value of SD ij and SD ji as standard). Very Strongly Type-3 (VST3) clones have a code similarity degree between 90% (inclusive) and 100% (exclusive), Strongly Type-3 (ST3) in 70-90%, Moderately Type-3 (MT3) in 50-70% and Weakly Type-3(WT3) in 0-50%.
We select seven advanced clone detection tools to compare with, including Duploc [12] , CCFinderX [13] , iClones [14] , Deckard [15] , NiCad [16] , [17] , SourcererCC [18] , and CCAligner [26] . Based on the summary of previous work and our research on detection tools, the configuration of all the tools for the experiment is shown in Table 8 . Six lines or fifty tokens are proven to be the smallest standard size for a code clone [1] , [6] . For tools that need to be set to a similarity threshold such as NiCad and SourcererCC, we use their default settings of 0.7. As for CCAligner, we use q = 6, e = 1 suggested by study [26] (see the meaning of q, e in their paper).
Although this experiment is mainly to evaluate the recall of each detection tool, we recorded the running time of each tool.
2) EXPERIMENT RESULTS
Detailed results is summarized in Table 9 .
All detection tools have perfect Type-1 recall except Duploc and Deckard. This is the most easily detected type of clone. Only NiCad and our approach have a perfect performance in Type-2 clones detection.
For the detection of VST3 clones, both NiCad and our approach achieve the highest recall with a rate larger than 99%. CCAligner and SourcererCC have excellent recall (97% and 93% respectively), and iClones has good performance (82%). An interesting result is CCFinderX, a tool that does not formally support Type-3 clones detection has a similar recall in the VST3 region to the Type-3 clones detector Deckard. This is because CCFinderX finds all Type-1 clones and most of the Type-2 clones. These code fragments cover a portion of the high similarity regions in Type-3. But for Type-3 clones with lower similarity, like ST3, the recall rate of CCFinderX drops sharply to 15%. As for the performance of other tools in ST3, our approach has a better recall (98%) than NiCad (95%). The remaining tools perform poorly, the third-highest recall rate is only 61% of SourcererCC. VST3 and ST3 clones are small-gap clones according to the similarity definitions of them ([70, 100)). The results show that our approach has a good recall for small-gap clones.
No tools perform well in MT3 and WT3 clones. Relatively speaking, Deckard finds the most MT3 clones, while CCAligner finds the second most. MT3 and WT3 contain large-gap clones (e.g. SD ij is below 70% while SD ji is over 90%), but also contain many code fragments that are not similar to each other (i.e. both SD ij and SD ji are below 70%). Our approach detected large-gap clones among them, and the rest were excluded due to our clone identification criteria. We reset the clones identification criteria to SD ij 0.3 or SD ji 0.3 and re-evaluate our approach. In this case, the total number of detected clones increases dramatically. Because of the large size of the benchmark, we do not obtain complete detection results. Despite this, BigCloneEval reports that the recall of MT3 and WT3 clones of these partial results rise to 24% and 3%, respectively. This means that we can set a low similarity threshold for our approach so that it supports the detection of all MT3 and WT3 clones. However, we manually validated some detected MT3 and WT3 clones and found that only a few of them are real clones. Therefore, we think it is debatable whether these code fragments that are not similar to each other should be detected.
Experimental results show that our approach and NiCad achieve the best performance for general clone detection on almost all types of clones. As for MT3 and WT3, we prove that our approach has the ability to detect them, although we do not recommend this.
The results of the running time are shown in Table 10 . The experimental results are consistent with the conclusions of previous work [11] . Text-based tools and Token-based tools (Duploc, CCFinderX, iClones, Sourcer-erCC, and CCAligner) are highly efficient, while Tree-based tools (Deckard) are the slowest. The efficiencies of both our approach and NiCad are at an intermediate level. 
V. THREATS TO VALIDITY
Svajlenko et al. created a benchmark named Big-CloneBench [30] , which is recognized as a standard experimental data set in code clone detection studies. Many studies like SourcererCC [18] used this benchmark to evaluate their proposed detection tools. However, this benchmark does not specifically provide a classification of large-gap clones. In fact, to the best of our knowledge, no work offers this until now.
Therefore, in this paper, we used BigCloneBench as the benchmark for the experiment of general clone detection. As for large-gap clones, we conducted an empirical study with five open source projects. The benchmark should be created independently of the proposed approach. Since it is true that some clones may have been missed by all tools, the total number of large-gap clones in the project is difficult to know. Hence, we did not provide an analysis of the recall, but instead focused on precision and analysis of detected clones.
VI. RELATED WORK
Code clone detection is a research that has been studied for decades, and various approaches have been proposed in literature. Roughly, these approaches can be classified into five categories: Text-baded, Token-based, Tree-based, PDG-based and Metrics-based [11] .
Text-based tools compare the source code. Johnson [32] , [33] used sliding window technique with an incremental hash function, and Ducasse et al. [12] used dynamic pattern matching. However, both techniques do not support Type-3 clones detection. NiCad [16] , [17] is a Text-based hybrid tool, which using Flexible Pretty-Printing to normalize code and Longest Common Subsequence (LCS) algorithm [28] to detect clones. However, as discussed in Section III, NiCad cannot detect large-gap clones unless a low similarity threshold is set, but this will reduce precision.
Early Token-based tools such as CP-Miner [34] , [35] and CCFinderX [13] , only support clone detection of Type-1 and Type-2. iClones [14] and SourcererCC [18] support clone detection of Type-3. iClones presented an incremental clone detection algorithm, which creates a mapping between clones of one revision to the next, supplying information about the addition, deletion or modification of clones. But experiments show that it can only detect small-gap clones. As for SourcererCC, a low similarity threshold must be set to detect large-gap clones. So the precision is limited.
Representative work in Tree-based tools is Deckard [15] . Its main idea is to compute certain characteristic vectors to approximate structural information within Abstract Syntax Trees (ASTs) and then adapt Locality Sensitive Hashing (LSH) [36] to efficiently cluster similar vectors. Komondoor and Horwitz [37] proposed using Program Dependence Graphs (PDGs) [38] and program slicing [39] to find isomorphic PDG subgraphs in order to identify code clones. Since then, Krinke and Liu et al. implemented Duplix [40] and GPLAG [41] in 2001 and 2006, respectively. Tree-based and PDG-based tools could detect Type-3 clones, but only small-gap clones, since large-gap clones may affect the structure of tree and PDG.
Among Metrics-based tools, the work of Liu et al. [42] could only detect clones of Type-1 and Type-2. Kodhai et al. [43] used metrics extracted from ASTs to detect clones. However, the same as Tree-based tools, they failed to detect large-gap clones.
Yu et al. [20] discovered that the Smith-Waterman algorithm can be used for code clone detection. However, as described above, they set algorithm parameters to static fixed values, which caused the Smith-Waterman algorithm to lose similar regions between sequences in some cases. Therefore, their work cannot detect large-gap clones very well.
Sheneamer and Kalita [21] applied the Smith-Waterman algorithm to align Java bytecode sequences for detecting Java code clones. Nevertheless, similar to the work of Murakami et al., DJ Yu et al. used the original Smith-Waterman algorithm and set algorithm parameters to static fixed values.
Waterman [26] proposed a tool named CCAligner for detecting large-gap clones using code windows and asymmetric similarity coefficient, which is an effective large-gap clone detection tool. We compared our approach with it in experiments.
VII. CONCLUSION AND FUTURE WORK
In this paper, we have presented a dynamic parameter based sequence alignment algorithm and combined it with code fingerprint for detecting large-gap clones. We have demonstrated the effectiveness of our approach by experimentally evaluating it. We first conduct an empirical study for large-gap clones detection with five popular open source projects. Then we compare the performance of our approach and seven advanced clone detectors in general clone detection, based on more than 10 million LOC.
In the future, we will work on two main aspects. First, we plan to improve the efficiency of our approach to apply it to large-scale source code repositories. Second, we plan to build a benchmark that includes a classification of large-gap clones by manually constructing large-gap clones. Besides, our work has many potential applications, such as software maintenance, code copyright authentication, etc. For future work, we plan to implement our algorithm in a tool and expose it to apply our work to such problem domains. 
