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Abstract
This paper presents a canonical dual approach to the problem of minimiz-
ing the sum of a quadratic function and the ratio of nonconvex function and
quadratic functions, which is a type of non-convex optimization problem subject
to an elliptic constraint. We first relax the fractional structure by introducing
a family of parametric subproblems. Under certain conditions, we show that
the canonical dual of each subproblem becomes a two-dimensional concave max-
imization problem that exhibits no duality gap. Since the infimum of the optima
of the parameterized subproblems leads to a solution to the original problem,
we then derive some optimality conditions and existence conditions for finding a
global minimizer of the original problem.
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1
1 Introduction
We study in this paper the following nonconvex fractional programming problem:
(P) : min
{
P0(x) = f(x) +
g(x)
h(x)
: x ∈ X
}
, (1)
where x = (x1, x2, · · · , xn)
T ∈ Rn and
f(x) =
1
2
xTQx− fTx, g(x) =
1
2
(
1
2
|Bx|2 − λ)2, h(x) =
1
2
xTHx− bTx,
with B ∈ Rm×n, Q ∈ Rn×n being symmetric, H ∈ Rn×n negative definite , λ ∈ R+, and
f ,b ∈ Rn, where |v| denotes the Euclidean norm of v. Assume that µ−10 = h(H
−1b) > 0
and δ ∈ (0, µ−10 ], then the feasible domain X is defined by
X = {x ∈ Rn | h(x) ≥ δ > 0},
which is a constraint of elliptic type.
Problem (P) belongs to a class of “sum-of-ratios” problems that have been actively
studied for several decades. The ratios often stand for efficiency measures representing
performance-to-cost, profit-to-revenue or return-to-risk for numerous applications in
economics, transportation science, finance, engineering, etc. [1, 6, 10, 16, 18, 19, 23, 25].
Depending on the nature of each application, the functions f, g, h can be affine, convex,
concave, or neither. However, even for the simplest case in which f, g, h are all affine
functions, problem (P) is still a global optimization problem that may have multiple
local optima [5, 22]. In particular, Freund and Jarre [12] showed that the sum-of-ratios
problem (P) is NP-complete when f, g are convex and h is concave.
Due to the non-convexity involved in the fractional structure, the ordinary La-
grangean dual only provides a weak duality theorem that may exist a positive duality
gap. In this paper, we explore some interesting properties and develop a canonical dual
approach based on Gao’s work [13] for solving problem (P).
In Section 2, we first parameterize problem (P) into a family of subprograms {(Pµ)},
in which each subproblem is a non-convex quadratic program subject to one quadratic
constraint. Then, we show the infimum of the optima of the parameterized subproblems
provides a solution to problem (P). Since each subproblem (Pµ) is a non-convex prob-
lem, a canonical dual problem (Pdµ) is derived. We provide some sufficient conditions
to establish both the weak and strong duality theorems (the so called perfect duality)
for the pair of (Pµ) and (P
d
µ). In Section 3, we develop some existence conditions under
which a global optimizer of the original problem (P) can indeed be identified by solving
the corresponding canonical dual problems.
2
2 Sufficiency for Global Optimality
In order to solve problem (P), we consider the following family of parameterized sub-
problem:
(Pµ) : min
{
Pµ(x) =
1
2
xTQx− fTx+ µg(x) : x ∈ Xµ
}
, (2)
where µ ∈ [µ0, δ
−1] and
Xµ = {x ∈ R
n | h(x) ≥ µ−1 ≥ δ > 0}
is a convex set. We immediately have the following result:
Lemma 1 Problem (P) is equivalent to (Pµ) in the sense that
inf
x∈X
P0(x) = inf
µ∈[µ0,δ−1]
inf
x∈Xµ
Pµ(x). (3)
Proof. It is easy to see that
inf
x∈X
P0(x)
= inf
x∈X
{
1
2
xTQx− fTx +
g(x)
h(x)
}
= inf
µ∈[µ0,δ−1]
inf
h(x)=µ−1
{
1
2
xTQx− fTx +
g(x)
h(x)
}
= inf
µ∈[µ0,δ−1]
inf
h(x)=µ−1
{
1
2
xTQx− fTx + µg(x)
}
≥ inf
µ∈[µ0,δ−1]
inf
x∈Xµ
{
1
2
xTQx− fTx+ µg(x)
}
= inf
µ∈[µ0,δ−1]
inf
x∈Xµ
Pµ(x).
Conversely,
inf
µ∈[µ0,δ−1]
inf
x∈Xµ
{
1
2
xTQx− fTx+ µg(x)
}
= inf
µ∈[µ0,δ−1]
inf
h(x)≥µ−1
{
1
2
xTQx− fTx + µg(x)
}
≥ inf
µ∈[µ0,δ−1]
inf
h(x)≥µ−1
{
1
2
xTQx− fTx +
g(x)
h(x)
}
(since g(x) > 0)
= inf
x∈X
P0(x).
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This completes the proof of the lemma. 
Now, for any µ ∈ [µ0, δ
−1], we define
Gµ(ς, σ) = Q + µB
TBς − σH, for ς ≥ −λ, σ ≥ 0, (4)
S+µ = {ς ≥ −λ, σ ≥ 0| Gµ(ς, σ) ≻ 0}, (5)
where ‘≻’ means positive definiteness of a matrix. Then, the parametrical canonical
dual problem can be proposed as the following:
P dµ (ς, σ) = −
1
2
(f − σb)TG−1µ (ς, σ)(f − σb)− µλς −
µ
2
ς2 +
σ
µ
. (6)
Given any µ ∈ [µ0, δ
−1], consider the following canonical dual problem (Pdµ):
(Pdµ) sup P
d
µ (ς, σ)
s.t. (ς, σ) ∈ S+µ .
Theorem 1 (Weak Duality) If there exists a global maximizer (ςµ, σµ) of P
d
µ (ς, σ) over
S+µ , then the vector
xµ = G
−1
µ (ςµ,, σµ)(f − σµb) (7)
is a global minimizer of (Pµ) over Xµ and
P dµ (ς, σ) ≤ Pµ(x), ∀(x, ς, σ) ∈ Xµ × S
+
µ . (8)
Proof. Let Λ(·) : Rn → R be the geometrical transformation[13, 14, 15] defined by
ξ = Λ(x) =
1
2
|Bx|2 − λ (9)
and let
U(ξ) =
1
2
ξ2 (10)
Then, Problem (Pµ) in (2) can be written as the following unconstrained optimization
problem
min
{
P (x) =
1
2
xTQx− fTx+ µ(U(Λ(x))− σ(h(x)− µ−1)|x ∈ Rn.
}
. (11)
Let ς be the dual variable of ξ, i.e., ς = ∇U(ξ) = ξ, the Legendre conjugate U∗(ς) can
be uniquely defined by
U ♯(ς) = staξ≥λ{ξς − U(ξ)} =
1
2
ς2 (12)
4
where ς ∈ V∗a = {ς ∈ R|ς ≥ −λ}.
By replacing U(Λ(x)) with Λ(x)T ς−U ♯(ς) in (11), we define the total complementary
function as
Ξ(x, ς, σ) =
1
2
xTQx− fTx+ µ(U(Λ(x))− σ(
1
2
xTHx− bTx− µ−1)
=
1
2
xTQx− fTx+ µ(Λ(x)T ς − U ♯(ς))− σ(
1
2
xTHx− bTx− µ−1)
=
1
2
xTQx− fTx+ µ[(
1
2
(|Bx|2 − λ)ς −
1
2
ς2]− σ(
1
2
xTHx− bTx− µ−1)
=
1
2
xTGµ(ς, σ)x− (f − σb)
Tx− µλς −
µ
2
ς2 +
σ
µ
,
where Gµ(ς, σ) is defined in (4). Note that Ξ(x, ς, σ) is convex in x ∈ R
n for any given
(ς, σ) ∈ S+µ and affine (hence concave) in (ς, σ) for any given x ∈ R
n. By the criticality
condition
∂Ξ
∂x
= Gµ(ς, σ)x− (f − σb) = 0. (13)
we have x(σ) = G−1µ (ς, σ)(f −σb), which is the global minimizer of Ξ(x, σ). Moreover,
min
x∈Rn
Ξ(x, ς, σ) = Ξ(x(ς, σ), ς, σ)
=
1
2
x(ς, σ)T (Gµ(ς, σ))x(ς, σ)− (f − σb)
Tx(ς, σ)− µλς −
µ
2
ς2 +
σ
µ
=
1
2
x(ς, σ)T (f − σb)− (f − σb)Tx(ς, σ)− µλς −
µ
2
ς2 +
σ
µ
= −
1
2
(f − σb)Tx(ς, σ)− µλς −
µ
2
ς2 +
σ
µ
= −
1
2
(f − σb)TG−1µ (ς, σ)(f − σb)− µλς −
µ
2
ς2 +
σ
µ
= P dµ (ς, σ).
By the assumption, (ςµ, σmu) is a global maximizer of P
d
µ (ς, σ). If (ςµ, σµ) is
an interior of S+µ , then
∂
∂ς
P dµ (ςµ, σµ) = 0, and
∂
∂σ
P dµ(ςµ, σµ) = 0. Otherwise, we
have ∂
∂ς
P dµ (ςµ, σµ) = 0, σµ = 0,
∂
∂σ
P dµ (ςµ, σµ) ≤ 0. In either case, If we denote
xµ = x(ςµ, σµ) = G
−1
µ (ςµ, σµ)(f − σµb), we have
∂
∂ς
P dµ (ςµ, σµ) = µ(
1
2
x(ςµ, σµ)
TBTBx(ς, σ)− λ− ς) = 0,
∂
∂σ
P dµ (ςµ, σµ) =
1
µ
− xTµ (
1
2
Hxµ − b) ≤ 0.
That is,
ς =
1
2
|Bx|2 − λ,
1
2
xTHx− bTx− µ−1 ≥ 0.
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Therefore, xµ ∈ Xµ, and for any (ς, σ) ∈ S
+
µ , we have
P dµ (ς, σ) ≤ P
d
µ (ςµ, σµ)
= min
x∈Rn
Ξ(x, ςµ, σµ)
= Ξ(xµ, ςµ, σµ)
= min
x∈Xµ
Ξ(x, ςµ, σµ)
=
1
2
xTQx− fTx + µ(Λ(x)T ς − U ♯(ς))− σ(
1
2
xTHx− bTx− µ−1)
≤
1
2
xTQx− fTx + µ(Λ(x)T ς − U ♯(ς))
=
1
2
xTQx− fTx + µ(
1
2
(
1
2
|Bx|2 − λ)2 = Pµ(x).
This completes the proof. 
Theorem 2 (Strong Duality) If (ςµ, σµ) is a critical point of P
d
µ (ς, σ) over S
+
µ , then
(Pdµ) is perfectly dual to (Pµ) in the sense that the vector
xµ = G
−1
µ (ςµ, σµ)(f − σµb) (14)
is a global minimizer of (Pµ) and (ςµ, σµ) is a global maximizer of (P
d
µ), and
min
x∈Xµ
Pµ(x) = Pµ(xµ) = P
d
µ (ςµ, σµ) = max
(ς,σ)∈S+µ
P dµ (ς, σ). (15)
Proof. The proof basically follows that of the former weak duality Theorem, The
only difference lies in the assumption that (ςµ, σµ) is a critical point of P
d
µ (ς, σ) over
S+µ . In this case,
∂
∂ς
P dµ (ςµ, σµ) = 0, and
∂
∂σ
P dµ (ςµ, σµ) = 0. So xµ = x(ςµ, σµ) =
G−1µ (ςµ, σµ)(f −σµb) is on the boundary of Xµ. That is,
1
2
xTHx−bTx−µ−1 = 0. this
further implies that
P dµ (ςµ, σµ) = Ξ(xµ, ςµ, σµ) = Pµ(xµ) (16)
and the equation (15) follows naturally. 
The above results immediately lead to the following sufficient condition for finding
the global optimizer of problem (P):
Corollary 1 If (ςµ, σµ) ∈ S
+
µ holds for all µ ∈ [µ0, δ
−1], then
min
x∈X
P0(x) = min
µ∈[µ0,δ−1]
P dµ(ςµ, σµ). (17)
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3 Existence of Global Optimality
Before we provide the condition for the existence of a global optimal solution (ςµ, σµ)
to problem (P dµ ) over S
+
µ with any given µ ∈ [µ0, δ
−1], we need the following property.
Lemma 2 For any µ ∈ [µ0, δ
−1], P dµ (σ, ς) is a two-dimensional concave function over
S+µ .
Proof. Notice that the Hessian Matrix of the dual objective function is
∇2P d(σ, ς) = S =
(
Hσ2 Hσς
Hςσ Hς2
)
,
where
Hσ2 = −(Hx(ς, σ)− b)G
−1(σ, σ)(Hx(σ, σ)− b),
Hς2 = −(µB
TB)2G−1(ς, σ)x(ς, σ)− µI,
Hςσ = µB
TBx(ς, σ)G−1(ς, σ)(Hx(ς, σ)− b).
In order to show the dual function is a concave function, it is equivalent to show that
S0 =
(
Hσ2 Hσς
Hςσ Hς2 + µ
)
,
is semi-negative definite. By Sylvester’s Criterion, it suffices to show that all the leading
principal minors have a non-positive determinant. Obviously, the first n − 1 leading
principal minors have non-positive determinants, since
− (Hx(ς, σ)− b)G−1(ς, σ)(Hx(ς, σ)− b) (18)
is semi-negative definite. It is left to show det(S0) ≤ 0. Note that
S0 = C ·D
=
(
−(Hx(ς, σ)− b)G−1(ς, σ) 0
0 UBTBG−1(ς, σ)x(ς, σ)
)
·
(
Hx(ς, σ)− b UBTB
Hx(ς, σ)− b UBTB
)
Apparently, Rank(C ·D) ≤ Rank(D) ≤ n. We can make a conclusion that detS0 = 0.
Thus, S is semi-negative definite, which implies that dual function is concave function.
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Let ∂S+µ denotes a singular hyper-surface defined by
∂S+µ = {σ ≥ −λ, σ ≥ 0| Gµ(ς, σ)  0, detGµ(ς, σ) = 0}. (19)
Theorem 3 (Existence) Given any µ ∈ [µ0, δ
−1], if
lim
(ς, σ)→∂S+a
P dµ (ς, σ) = −∞, ∀(ς, σ) ∈ S
+
µ , (20)
and
lim
ς→∞, σ→−∞
P dµ (ς, σ) = −∞, ∀(ς, σ) ∈ S
+
µ , (21)
then the canonical dual problem (Pdµ) has at least one global optimal solution (ςµ, σµ) ∈
S+µ .
Proof. It follows from (20) and (21) that there exists one (ςµ, σµ) ∈ S
+
µ to be a critical
point of P dµ (ς, σ). By Theorem 2, we know (ςµ, σµ) is a global maximizer of (P
d
µ). 
4 Conclusions
In this paper, we study a kind of problems with sum of a quadratic function and
the ratio of nonconvex function and quadratic function as its objective function. We
first parameterize such a problem into a family of subproblems. Then we develop
a corresponding canonical duality theory, both in weak and strong duality form, to
handle each subproblem. Based on the properties of the subproblems, we provide non
only the extremality conditions for global optimality of the original problem, but also
existence conditions to assure that the global optimal solutions of the primal problems
can indeed be found by solving a sequence of concave maximization problems.
Acknowledgement: This paper was partially supported by a grant (AFOSR FA9550-
10-1-0487) from the US Air Force Office of Scientific Research. Dr. Ning Ruan was
supported by a funding from the Australian Government under the Collaborative Re-
search Networks (CRN) program.
8
References
[1] Y. Almogy and O. Levin (1971). A class of fractional programming problems,
Operations Research 19, 57-67.
[2] H.P. Benson (2002). Global optimization algorithm for the nonlinear sum of ratios
problem, Journal of Optimization Theory and Applications 112, 1-29.
[3] H.P. Benson (2002). Using concave envelopes to globally solve the nonlinear sum
of ratios problems, Journal of Global Optimization 22, 343–364.
[4] H.P. Benson (2004). On the global optimization of sum of linear fractional func-
tions over a convex set, Journal of Optimization Theory and Applications 121,
19-39.
[5] A. Cambini, J-P Crouzeix and L. Martein (2002). On the pseudoconvexity of a
quadratic fractional function, Optimization 51, 677-687.
[6] C.S. Colantoni, R.P. Manes and A. Whinston (1969). Programming, profit rates,
and pricing decisions, The Accounting Review 44, 467-481.
[7] B.D. Craven (1988). Fractional Programming, Sigma Series in Applied Mathemat-
ics, Heldermann Verlag, Berlin, Germany, Vol. 4.
[8] G. Dahl (2000). A note on diagonally dominant matrices, Linear Algebra and Its
Applicaitons 317, 217-224.
[9] R.J. Duffin and E.L. Peterson (1973). Geometric programming with signomials,
Journal of Optimization Theory and Applications 11, 3-35.
[10] J.E. Falk and S.W. Palocsay (1992). Optimizaing the sum of linear fractional
functions, in Recent Advances in Global Optimization, C.A. Floudas and P.M.
Pardalos (eds). Princeton University Press, Princeton, NJ, 221-258.
[11] S.C. Fang, D.Y. Gao, R.L. Sheu and S.Y. Wu (2008). Canonical dual approach to
solving 0-1 quadratic programming problems, Journal of Industry and Manage-
ment Optimization 4, 125-142.
[12] R.W. Freund and F. Jarre (2001). Solving the sum-of-ratios problem by an interior-
point method, J. Global Optimization 19, 83-102.
9
[13] D.Y. Gao (2000). Duality Principles in Nonconvex Systems: Theory, Methods and
Applications, Kluwer Academic Publishers, Dordrecht/Boston/London, 454pp.
[14] D.Y. Gao and H.D. Sherali(2007). Canonical Duality Theory: Connections be-
tween nonconvex mechanics and global optimization Advances in Mechanics and
Mathematics, Vol. III, Springer.
[15] D.Y. Gao and G. Strang (1989). Geometric nonlinearity: Potential energy, com-
plementary energy, and the gap function, Quart. Appl. Math. 47(3), 487-504.
[16] P.K. Kanchan, A.S.B. Holland and B.N. Sahney (1981), Transportation techniques
in linear-plus-fractional programming, Cahiers du CERO 23, 153-157.
[17] H. Konno and K. Fukaishi (2000), A branch and bound algorithm for solving low
rank linear multiplicative and fractional programming problems, Journal of Global
Optimization 18, 283-299.
[18] H. Konno and M. Inori (1989), Bond portfolio optimization by bilinear fractional
programming, Journal of the Operations Research Society of Japan 32, 143-158.
[19] H. Konno and H. Watanabe (1996), Bond portfolio optimization problems and
their application to index tracking: a partial optimiztion approach, Journal of the
Operations Research Society of Japan 39, 295-306.
[20] T. Kuno (2002), A branch-and-bound algorithm for maximizing the sum of several
linear ratios, Journal of Global Optimization 22, 155–174.
[21] N.T.H. Phuong and H. Tuy (2003), A unified monotonic approach to generalized
linear fractional programming, Journal of Global Optimization 26, 229-259.
[22] S. Schaible (1977), A note on the sum of a linear and linear-fractional function,
Naval Research Logistics Quarterly 24, 691-693.
[23] S. Schaible (1995). Fractional Programming, in Handbook of Global Optimization,
R. Horst and P.M. Pardalos (eds). Kluwer Academic Publishers, 495-608.
[24] C.H. Scott and T.R. Jefferson (1998), Duality of a nonconvex sum of ratios, Jour-
nal of Optimizaiton Theory and Applications 98, 151-159.
[25] I.M. Stancu-Minasian (1980). Applications of the fractional programming, in Eco-
nomic Computation and Economic Cybernetics Studies and Research 1, 69-86.
10
[26] W.Y. Wu, R.L. Sheu and S.I. Birbil (2007), Solving the sum-of-ratios problem by
a stochastic search algorithm, submitted to Journal of Global Optimization.
11
