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ADAM NYMAN
Abstract. Let X be a smooth scheme of finite type over a field K, let E be
a locally free OX -bimodule of rank n, and let A be the non-commutative
symmetric algebra generated by E. We construct an internal Hom func-
tor, HomGrA(−,−), on the category of graded right A-modules. When E
has rank 2, we prove that A is Gorenstein by computing the right derived
functors of HomGrA(OX ,−). When X is a smooth projective variety, we
prove a version of Serre Duality for ProjA using the right derived functors of
lim
n→∞
HomGrA(A/A≥n ,−).
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SERRE DUALITY FOR NON-COMMUTATIVE P1-BUNDLES 3
1. Introduction
Although the classification of non-commutative surfaces is nowhere in sight, some
classes of non-commutative surfaces are relatively well understood. For example,
non-commutative deformations of the projective plane and the quadric in P3 have
been classified in [1] and [20], respectively.
Non-commutative P1-bundles over curves have not been studied as extensively
as non-commutative P2’s or non-commutative quadrics, but certainly play a promi-
nent role in the theory of non-commutative surfaces. For example, certain non-
commutative quadrics are isomorphic to non-commutative P1-bundles over curves
[20]. In addition, every non-commutative deformation of a Hirzebruch surface is
given by a non-commutative P1-bundle over P1 [19, Theorem 7.4.1, p. 29]. Quo-
tients of four-dimensional Sklyanin algebras by central homogeneous elements of
degree two provide important examples of coordinate rings of non-commutative
P1-bundles over P1 [17, Theorem 7.2.1].
The purpose of this paper is to prove a version of Serre duality for non-commutative
P1-bundles over smooth projective varieties of dimension d over a field K. Before
describing this result in more detail, we review some important notions from non-
commutative algebraic geometry.
If X is a quasi-compact and quasi-separated scheme, then ModX , the category
of quasi-coherent sheaves on X , is a Grothendieck category. This leads to the
following generalization of the notion of scheme, introduced by Van den Bergh in
order to define a notion of blowing-up in the non-commutative setting.
Definition 1.1. [18] A quasi-scheme is a Grothendieck category ModX , which
we denote by X . X is called a noetherian quasi-scheme if the category ModX is
locally noetherian. X is called a quasi-scheme over K if the category ModX is
K-linear.
If R is a ring and ModR is the category of right R-modules, ModR is a quasi-
scheme, called the non-commutative affine scheme associated to R. If A is a graded
ring, GrA is the category of graded right A-modules, TorsA is the full subcategory of
GrA consisting of direct limits of right bounded modules, and ProjA is the quotient
category GrA/TorsA, then ProjA is a quasi-scheme called the non-commutative
projective scheme associated to A. If A is an Artin-Schelter regular algebra of
dimension 3 with the same hilbert series as a polynomial ring in 3 variables, ProjA
is called a non-commutative P2. These definitions motivate the following
Definition 1.2. [19] Suppose X is a smooth scheme of finite type over K, E is
a locally free OX -bimodule of rank 2 and A is the non-commutative symmetric
algebra generated by E [19, Section 5.1]. Let GrA denote the category of graded
right A-modules, let TorsA denote the full subcategory of GrA consisting of direct
limits of right-bounded modules, and let ProjA denote the quotient of GrA by
TorsA. The category ProjA is a non-commutative P1-bundle over X.
Although no generally accepted definition of “smooth non-commutative surface”
exists yet, it seems reasonable to insist that such an object should be a noetherian
quasi-scheme of cohomological dimension 2. While an intersection theory for non-
commutative surfaces exists ([7], [12]), it has yet to be applied to the study of
non-commutative P1-bundles over curves. Mori shows [12, Theorem 3.5] that if Y
is a noetherian quasi-scheme over a field K such that
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(1) Y is Ext-finite,
(2) the cohomological dimension of Y is 2, and
(3) Y satisfies Serre duality
then there is an intersection theory on Y such that the Riemann-Roch theorem and
the adjunction formula hold.
We prove a version of Serre duality for non-commutative P1-bundles over smooth
projective varieties of dimension d over K. In the course of the proof, we show that
such a P1-bundle has cohomological dimension d + 1. Thus, the second and third
items on the list above are verified for non-commutative P1-bundles over smooth
projective curves. The author is currently using the techniques of this paper to
prove the first item on the list above holds for non-commutative P1-bundles.
We now describe the main results of this paper. Suppose A is as in Definition 1.2,
π : GrA → ProjA is the quotient functor, ω is right adjoint to π, and τ : GrA → GrA
is the torsion functor. For any collection {Cij}i,j∈Z of OX -bimodules, let eiC denote
the OX -bimodule ⊕
j
Cij .
We prove the following version of Serre duality (Theorem 5.20):
Theorem 1.3. If X is a smooth projective variety of dimension d over K, there
exists an object ωA in ProjA such that for 0 ≤ i ≤ d+ 1 there is an isomorphism
ExtiProjA(π(OX ⊗ e0A),M)
′ ∼= Extd+1−iProjA (M, ωA)
natural in M. The prime denotes dualization with respect to K.
To prove this theorem, we apply the Brown representability theorem following
Jo¨rgenson [9]. In order to apply the Brown representability theorem to prove our
version of Serre duality, we need to prove technical results (Theorem 4.13 and
Theorem 4.16) regarding the cohomology of the functor
(1.1) HomProjA(π(O(i)⊗ emA),−).
Our strategy for studying the cohomology of (1.1) is indirect. We construct a
bifunctor, HomGrA(−,−) (Definition 3.7) whose left input is a locally free A − A
bimodule and whose right input and output are graded right A-modules. We prove
the functor HomGrA(−,−) enjoys the expected properties:
• HomGrA(A,−) ∼= idGrA,
• HomOX (L,HomGrA(C,M)m)
∼= HomGrA(L⊗emC,M) for an quasi-coherent
OX -module L, and
• τ(−) ∼= lim
n→∞
HomGrA(A/A≥n,−)
(Propositions 3.15, 3.10 and 3.19, respectively). Since A is not a sheaf of algebras,
HomGrA(−,−) cannot be defined locally. Instead, we use the natural categorical
definition.
We can use the first two properties above to find an alternative description for
(1.1):
HomProjA(π(O(i) ⊗ emA),−) ∼= HomGrA(O(i) ⊗ emA, ω(−))
∼= HomOX (O(i),HomGrA(A, ω(−))m)
∼= HomOX (O(i), (ω(−))m)
∼= Γ ◦ O(−i)⊗ (ω(−))m
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where Γ : ModOX → ModΓ(X,OX) is the global sections functor. Since R
i ω ∼=
(Ri+1 τ)π for i ≥ 1 (Theorem 4.11), the cohomology of (1.1) is thus related to the
cohomology of τ . By the third property of HomGrA(−,−) above, the cohomology
of (1.1) is thus related to the cohomology of lim
n→∞
HomGrA(A/A≥n,−). In order to
compute the cohomology of lim
n→∞
HomGrA(A/A≥n,−), we use the following theorem
of Van den Bergh:
Theorem 1.4. [19, Theorem 7.1.2] Let OX denote the trivial right A-module. The
sequence of OX-A bimodules
(1.2) 0→ Q⊗ em+2A → E ⊗ em+1A → emA → OX → 0
whose maps come from the structure of the relations in A, is exact.
In order to use this theorem, we prove, using a variant of the first property of
HomGrA(−,−) above, that each term in (1.2) to the left of OX is HomGrA(−,M)m-
acyclic. We may thus use (1.2) to compute the cohomology of HomGrA(OX ,−). In
fact, we prove that A is Gorenstein (Theorem 4.4):
Theorem 1.5. Let L be a coherent, locally free OX-module. Then
Ext iGrA(OX ,L⊗ elA) = 0 for i 6= 2
and
Ext2GrA(OX ,L⊗ elA)j
∼=
{
L⊗ Q∗l−2 if j = l − 2,
0 otherwise
where Ql−2 is the image of the unit map η : OX → Al−2,l−1⊗A∗l−2,l−1 (See Section
2.1 for the definition of η).
Using this result, we compute the cohomology of the limit
lim
n→∞
HomGrA(A/A≥n,−)
which, in turn, allows us to prove the technical results regarding (1.1) we need to
prove Serre duality.
1.1. Notation. Suppose we are given a diagram of categories, functors, and natural
transformations between functors:
X
F
%%
F ′
99
✤✤ ✤✤
 ∆ Y
G
&&
G′
88
✤✤ ✤✤
 Θ Z.
The horizontal composition of ∆ and Θ, denoted Θ ∗∆ is defined, for every
object X of X, by the formula
(Θ ∗∆)X = ΘF ′X ◦G(∆X) = G
′(∆X) ◦ΘFX .
Suppose A is an abelian category. If C is a localizing subcategory, we let π :
A→ A/C denote the quotient functor, ω : A/C→ A denote the section functor and
τ : A→ C denote the torsion functor.
We let Ch(A), K(A) and D(A) denote the category of cochain complexes of ob-
jects of A, cochain complexes of objects of A with morphisms the chain homotopy
equivalence classes of maps between complexes, and the derived category of A, re-
spectively. We will sometimes just write Ch, K and D. We will write Q : K → D
for the localization functor. If F : A → B is a left exact functor between abelian
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categories whose derived functor exists, we will write RF for the derived functor
of F .
Throughout, we let X denote a smooth scheme of finite type over a field K, and
we let ModX denote the category of quasi-coherent OX -modules.
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2. Non-commutative Symmetric Algebras and P1-bundles
2.1. Preliminaries. We remind the reader of some definitions from [19]. A coher-
ent OX-bimodule, E , is a coherent OX2 -module whose support over both copies
of X is finite. An OX -bimodule is a direct limit of coherent OX -bimodules.
For i = 1, 2 and 1 ≤ j < l ≤ 3, let pri : X2 → X and prjl : X3 → X2 denote the
standard projections. Let d : X → X×X be the diagonal map and let O∆ = d∗OX .
If E and F are OX -bimodules, define the tensor product by
E ⊗OX F := pr13∗(pr
∗
12E ⊗OX3 pr
∗
23F).
If M is an OX -module, define M⊗OX E by pr2∗(pr
∗
1M⊗ E). In what follows, we
will drop the subscript on the tensor product.
Let µO : E ⊗ O∆ → E and Oµ : O∆ ⊗ E → E denote the left and right scalar
multiplication morphisms (see [14, Proposition 3.7, p. 35] for the definitions).
A coherent OX -bimodule E is said to be locally free of rank n if pri∗E is
locally free of rank n for i = 1, 2.
We shall use the following result without comment in the sequel.
Proposition 2.1. [19, p. 6] If E is a locally free OX-bimodule of rank n, there exists
a locally free OX-bimodule E
∗, the dual of E, of rank n and natural transformations
ηE : idModX → (−⊗ E)⊗ E
∗
and
ǫE : (−⊗ E
∗)⊗ E → idModX
such that (−⊗ E ,− ⊗ E∗, ηE , ǫE) is an adjunction.
Consider the composition of functors
(2.1) −⊗O∆ → idModX
ηE
→ (−⊗ E)(− ⊗ E∗)→ −⊗ (E ⊗ E∗)
whose left arrow is induced by scalar multiplication and whose right arrow is induced
by the associativity isomorphism ([17, Propostion 2.5, p. 442]). By [19, Lemma
3.1.1, p.4], this morphism of functors corresponds to a morphism O∆ → E ⊗ E∗.
We will often abuse notation by referring to this morphism as η. Similarly, there is
a morphism ǫ : E∗⊗E → O∆ induced by ǫE . the maps η and ǫ are monomorphisms
and epimorphisms, respectively [19, Proposition 3.1.1, p. 7]
Let E = −⊗ E and let E∗ = −⊗ E∗. By Proposition 2.1, the compositions
E idModX
E∗ηE
−−−−→ EE∗E
ǫE∗E−−−−→ idModX E
and
idModX E
∗ ηE∗E
∗
−−−−→ E∗EE∗
E∗∗ǫE−−−−→ E∗ idModX
equal E and E∗ respectively. As a consequence, one can show that the compositions
E
Oµ
−1
−−−−→ O∆ ⊗ E
η∗E
−−−−→ (E ⊗ E∗)⊗ E
∼=
−−−−→
E ⊗ (E∗ ⊗ E)
E∗ǫ
−−−−→ E ⊗O∆
µO
−−−−→ E
and
E∗
µO
−1
−−−−→ E∗ ⊗O∆
E∗∗η
−−−−→ E∗ ⊗ (E ⊗ E∗)
∼=
−−−−→
(E∗ ⊗ E)⊗ E∗
ǫ∗E∗
−−−−→ O∆ ⊗ E∗
Oµ
−−−−→ E∗
whose central isomorphisms are associativity isomorphisms, equal E and E∗ respec-
tively.
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Remark: In what follows, we will abuse the notation we have introduced above.
Suppose E and F are locally free finite rank OX -bimodules. As an example of the
abuse which follows, we will write
E
η
→ E ⊗ E∗ ⊗ E
η
→ (E ⊗ F ⊗ F∗)⊗ E∗ ⊗ E
instead of
E
∼=
−−−−→ O∆ ⊗ E
η⊗E
−−−−→ (E ⊗ E∗)⊗ E
((E⊗η)⊗E∗)⊗E
−−−−−−−−−−→ ((E ⊗ (F ⊗ F∗))⊗ E∗)⊗ E .
We will also use, without further comment, the fact that the category of OX -
bimodules together with the tensor product forms a monoidal category. Hence, the
coherence theorem for monoidal categories holds, so that any diagram whose arrows
are associativity isomorphisms commutes. As another example of the notational
abuse we will be guilty of, if φ : E → F , we will write E ⊗ E
φ
→ F ⊗ E instead of
E ⊗ E
φ⊗E
→ F ⊗ E .
In addition, we will sometimes omit tensor product symbols, and will write OX
instead of O∆ where no confusion arises.
If E and F are locally free, finite rank OX -bimodules, there is an isomorphism
− ⊗ (E ⊗ F) → (− ⊗ E) ⊗ F of functors from ModX to ModX ([17, Propostion
2.5, p. 442]). Thus, there exists a canonical choice of unit, η and counit, ǫ, making
(−⊗(E⊗F), (−⊗E∗)⊗F∗, η, ǫ) an adjunction, and there is a canonical isomorphism
φ : (−⊗F∗)⊗E∗ → −⊗(E⊗F)∗ (see Lemma 6.1 for more details). The composition
−⊗ (F∗ ⊗ E∗)→ (− ⊗F∗)⊗ E∗
φ
→ −⊗ (E ⊗ F)∗
whose left arrow is the associativity isomorphism, induces an isomorphism
(2.2) F∗ ⊗ E∗ → (E ⊗ F)∗
by [19, Lemma 3.1.1, p.4].
Definition 2.2. If g : C → D is a morphism of coherent, locally free OX -bimodules,
the dual of g, g∗ : D∗ → C∗, is the composition
D∗
η
→ D∗ ⊗ C ⊗ C∗
D∗⊗g⊗C∗
→ D∗ ⊗D ⊗ C∗ → C∗.
We will need the following result to prove Proposition 3.6.
Lemma 2.3. Let
OX
i
−−−−→ Q
α
−−−−→ E ⊗ E∗
be a factorization of the unit η : OX → E⊗E∗, where Q is the image of η in E ⊗E∗.
Let δ : Q∗ ⊗ E → E denotes the isomorphism
Q∗E
Oµ
−1
−−−−→ OQ∗E
i
−−−−→ QQ∗E
η−1
−−−−→ E .
Then the diagram
E
η
−−−−→ QQ∗E
η
y yα
EE∗E ←−−−−
δ
EE∗Q∗E
commutes.
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Proof. It suffices to show the outer circuit in the diagram
OX
η
−−−−→ QQ∗
α
−−−−→ EE∗Q∗
η
y yη yOµ−1
EE∗ −−−−→
η
EE∗Q∗ −−−−→
i−1
EE∗OQ∗
commutes. The left square commutes by functoriality of the tensor product. To
prove the right square commutes, it suffices to prove
QQ∗
i−1
−−−−→ OQ∗
Oµ
−1
y yη
OQQ∗ EE∗Q∗
EE∗QQ∗ −−−−→
i−1
EE∗OQ∗
commutes, where we have used our convention that
η : QQ∗ → EE∗QQ∗
denotes the composition
QQ∗
Oµ
−1
−−−−→ OQQ∗
ηQQ∗
−−−−→ EE∗QQ∗.
Thus, it suffices to show
Q
i−1
−−−−→ O
η
−−−−→ EE∗
Oµ
−1
y yOµ−1 yµ−1O
OQ −−−−→
i−1
OO −−−−→
η
EE∗O
commutes. Since Oµ : OO → O equals µO : OO → O, the diagram commutes by
the functoriality of ⊗. 
2.2. The algebra A. We now review the definition of non-commutative symmetric
algebra, and we study some of its basic properties.
Definition 2.4. [19, Section 4.1] Let E be a locally free OX -bimodule. A non-
commutative symmetric algebra in standard form generated by E is the
sheaf Z-algebra ⊕
i,j∈Z
Aij with components
• Aii = O∆
• Ai,i+1 = E i∗,
• Aij = Ai,i+1 ⊗ · · · ⊗ Aj−1,j/Rij for j > i + 1, where Rij ⊂ Ai,i+1 ⊗ · · · ⊗
Aj−1,j is the OX -bimodule
j−2
Σ
k=i
Ai,i+1 ⊗ · · · ⊗ Ak−1,k ⊗Qk ⊗Ak+2,k+3 ⊗ · · · ⊗ Aj−1,j ,
and Qi is the image of the unit map O∆ → Ai,i+1 ⊗Ai+1,i+2, and
• Aij = 0 if i > j
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and with multiplication defined as follows: for i < j < k,
Aij ⊗Ajk =
Ai,i+1 ⊗ · · · ⊗ Aj−1,j
Rij
⊗
Aj,j+1 ⊗ · · · ⊗ Ak−1,k
Rjk
∼=
Ai,i+1 ⊗ · · · ⊗ Ak−1,k
Rij ⊗Aj,j+1 ⊗ · · · ⊗ Ak−1,k +Ai,i+1 ⊗ · · · ⊗ Aj−1,j ⊗Rjk
by [14, Corollary 3.18, p.38]. On the other hand,
Rik ∼= Rij ⊗Aj,j+1 ⊗ · · · ⊗ Ak−1,k +Ai,i+1 ⊗ · · · ⊗ Aj−1,j ⊗Rjk+
Ai,i+1 ⊗ · · · ⊗ Aj−2,j−1 ⊗Qj−1 ⊗Aj+1,j+2 ⊗ · · · ⊗ Ak−1,k.
Thus there is an epi µijk : Aij ⊗Ajk → Aik.
If i = j, let µijk : Aii ⊗ Aik → Aik be the scalar multiplication map Oµ :
O∆ ⊗ Aik → Aik. Similarly, if j = k, let µijk : Aij ⊗ Ajj → Aij be the scalar
multiplication map µO. Using the fact that the tensor product of bimodules is
associative, one can check that multiplication is associative.
We define ekA≥k+n to be the sum of OX2 -modules ⊕
i
ekAk+n+i and A≥n =
⊕
k
(ekA)≥k+n. We define A≤n similarly. If Aij = 0 for i > j, we write An instead
of A≤n.
Remark: Instead of writing µijk : Aij⊗Ajk → Aik, we will write µ. Furthermore,
if M is a right A-module, we will sometimes write µ for every component of its
multiplication.
We will use the fact that Aij is locally free of rank j − i+ 1 [19, Theorem 7.1.2]
without further comment.
The proof of the following result is similar to the proof of [3, Proposition 7, p.18],
so we omit it.
Lemma 2.5. Let B, B′, C and C′ be OX-bimodules such that B ⊂ B′ and C ⊂
C′. Suppose, further, that either B/B′ is locally free or C/C′ is locally free. If
(B ⊗ C′) ∩ (B′ ⊗ C) denotes the appropriate pullback, the natural morphism
B ⊗ C → (B ⊗ C′) ∩ (B′ ⊗ C)
is an isomorphism.
We will need the following lemma to prove Proposition 3.6 and Theorem 4.4.
Lemma 2.6. If α : Qk → Ak,k+1 ⊗ Ak+1,k+2 denotes the inclusion map, the
composition
Alk ⊗Qk
α
→ Alk ⊗Ak,k+1 ⊗Ak+1,k+2
µ⊗Ak+1,k+2
→ Al,k+1 ⊗Ak+1,k+2
is monic.
Proof. The proof is almost identical to the proof of [19, Theorem 7.1.2(2)] and is
omitted. 
We now present a definition and Lemma which will be useful in the proof of
Lemma 3.18. Recall that the objects of GrA are sums ⊕
i∈Z
Mi of OX -modules with
a graded right A-module structure.
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Definition 2.7. Let M be an object of GrA. The submodule of M generated
by Mi, Mi, is the graded A-module with Mik = imµik and with multiplication
defined as follows. On the diagram
imµik ⊗Akj ←−−−− Mi ⊗Aik ⊗Akj −−−−→ Mi ⊗Aijy y y
Mk ⊗Akj −−−−→
=
Mk ⊗Akj −−−−→ Mj −−−−→ cokµij
whose left vertical is induced by inclusion, whose bottom right-most horizontal
is the cokernel of µij and whose other unlabeled maps are multiplication maps,
consider the path starting at the top center and continuing left. Since the right
square commutes, this path is 0. Since the upper left horizontal is an epimorphism,
the path starting at the upper left is 0. By the universal property of the cokernel,
there is a morphism
Mik ⊗Akj
=
→ imµik ⊗Akj → imµij
denoted µijk. The collection {µ
i
kj}k≤j givesM
i a right A-module structure.
Lemma 2.8. Let M be an object of GrA. For i ≤ j and for k ∈ Z, Let (φij)k :
imµik → imµjk be the canonical morphism induced by the associativity diagram
Mi ⊗Aij ⊗Ajk −−−−→ Mi ⊗Aiky y
Mj ⊗Ajk −−−−→ Mk
whose arrows are multiplication. Then φij : Mi → Mj is a morphism of right
A-modules making {Mi, φij} a direct system. Furthermore, the direct limit of this
system is M.
2.3. Generators for D(ProjA). The purpose of this section is to construct a set
of generators for the derived category of a non-commutative P1-bundle ProjA,
D(ProjA). We will later prove (Theorem 4.16, Proposition 5.12) these generators
are compact.
In order to construct a set of generators for the category D(ProjA), we must first
study generators of the category GrA.
Definition 2.9. A locally noetherian category is a Grothendieck category with
a set of noetherian generators.
Lemma 2.10. [16, Exercise 5.4, p.56] In a locally noetherian category, every finitely
generated object is noetherian.
Lemma 2.11. If C is locally noetherian, any object M of C is the direct limit of
its noetherian subobjects.
We remind the reader that an object in GrA is torsion if it is a direct limit of
right-bounded objects.
Lemma 2.12. If GrA is locally noetherian, an essential extension of a torsion
module in GrA is torsion.
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Proof. SupposeM is torsion, and let F be an essential extension ofM. Since GrA
is locally noetherian, F is a direct limit of its noetherian subobjects by Lemma
2.11. Let N be a noetherian subobject of F . Then N ∩M is torsion, hence right-
bounded since N is noetherian. Thus N≥n ∩ M = 0 for n >> 0, whence N is
right-bounded. 
Lemma 2.13. If GrA is locally noetherian and M is an object in GrA, M is
torsion if and only if every noetherian subobject is right bounded.
Proof. Since GrA is locally noetherian, any object M in GrA is the direct limit of
its noetherian subobjects by Lemma 2.11. Thus, if every noetherian subobject is
right bounded, M is torsion.
Conversely, suppose M is torsion. Since TorsA is closed under subquotients,
every noetherian subobject N of M is torsion. Since N is torsion, it is a direct
limit of its right bounded submodules. On the other hand, since N is noetherian,
it is a direct limit of finitely many of its right bounded submodules. Thus, N is
right bounded. 
Corollary 2.14. If GrA is locally noetherian, M is an object of GrA which is not
torsion and M ∈ Z is given, there exists an m ≥ M and a noetherian subobject N
of M generated in degree m which is not torsion.
Proof. Since M is not torsion, Lemma 2.13 implies that M has a noetherian sub-
object N which is not right bounded. If, for all m ≥ M , N≥m were torsion, then
since N≥m is noetherian, N≥m would be right bounded. This contradicts the fact
that N is not right bounded. 
The following lemma is a variant of [17, Lemma 3.4, p. 450].
Lemma 2.15. Let M be an OX -module, let N be a graded A-module and let
u : Akk → ekA be the inclusion morphism. Then there is an isomorphism
HomGrA(M⊗ ekA,N )→ HomOX (M,Nk)
given by sending f ∈ HomGrA(M⊗ ekA,N ) to the composition
M
∼=
→M⊗Akk
id⊗u
→ M⊗ ekA
f
→ N
The inverse is given by sending g ∈ HomOX (M,Nk) to the composition
M⊗ ekA
g⊗ekA→ Nk ⊗ ekA
µ
→ N .
Lemma 2.16. Let N be an object of ModX. If N is noetherian, N ⊗ ekA is a
finitely generated graded A-module.
Proof. Suppose there is an epimorphism⊕
i∈I
Mi → N ⊗ ekA
of graded A-modules with I countable (the notationMi here is the ith A-module,
not the ith graded piece of a graded A-moduleM). If we identify N with N ⊗Akk
and Mi with its image in N ⊗ ekA, we find that⋃
i∈I
Mi ∩ N = N .
Since N is noetherian, there exists a finite set I ′ ⊂ I such that
⋃
I′Mi ∩ N = N .
Thus, the restriction
⊕
i∈I′Mi → N⊗ekA is an epimorphism of gradedA-modules,
as desired. 
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Lemma 2.17. Let X be a scheme such that ModX is locally noetherian with noe-
therian generators {Mi}i∈I . If GrA is locally noetherian, {Mi ⊗ ekA}i∈I,k∈Z is a
set of noetherian generators of GrA.
Proof. By Lemmas 2.16 and Lemma 2.10, Mi ⊗ ekA is noetherian. By Lemma
2.15,
(2.3) HomOX (Mi,Nk) ∼= HomGrA(Mi ⊗ ekA,N ).
Thus, if N 6= 0, then the left hand side of (2.3) is nonzero for some i ∈ I, k ∈ Z
since {Mi}i∈I generates ModX . Thus, the right hand side of (2.3) is nonzero for
some i ∈ I, k ∈ Z. 
Definition 2.18. A categoryB satisfies (Gen) with a set of objects {Bi,m}i,m∈Z
(in B) if, for any C∗ in D(B) with hnC∗ 6= 0 then
HomD(B)(Bi,m{−n}, C
∗) 6= 0
for i,m >> 0, where {−} is the suspension functor in D(B).
The following result is a variation of [9, Lemma 2.2, p.712].
Proposition 2.19. If GrA is locally noetherian then ProjA satisfies (Gen) with the
collection {π(OX(i)⊗ emA){n}}i,m,n∈Z.
Proof. Let C∗ ∈ D(ProjA) have hn C∗ 6= 0. Given M, I ∈ Z, we claim there exist
m ≥M and i ≥ I such that
HomD(ProjA)(OX(−i)⊗ emA{−n}, C
∗) 6= 0.
To prove the claim, we first note that C∗ is a complex over ProjA so D∗ = ωC∗ is a
complex over GrA and C∗ ∼= πωC∗ = πD∗. Since π is exact and hn C∗ 6= 0, hnD∗ is
not torsion.
By Corollary 2.14 there exists an m ≥ M and a noetherian submodule N of
hnD∗ generated in degree m which is not torsion. Let ψ be the composition
(ZnD∗)m
δ
→ (hnD∗)m → (h
nD∗/N )m.
whose left arrow, δ, is the quotient map. The image of the kernel of ψ in (hnD∗)m
is Nm. Since X is noetherian, kerψ is the direct limit of its coherent submodules,
and the image of some such submodule, M, under δ must generate a non-torsion
A-submodule N ′ of N . By [5, Corollary 5.18, p. 121] there exists an integer i0
such that for i ≥ i0 there is an epimorphism
⊕
k
OX(−i)→M→N
′
m.
The image of some summand must generate a non-torsion A-submodule N
′′
of N
′
.
Thus, there is a nonzero morphism
(2.4) OX(−i)→ (Z
nD∗)m → (h
nD∗)m
whose image equals N
′′
m. Tensoring (2.4) by emA gives a map of complexes
OX(−i)⊗ emA{−n} → D
∗
whose induced map in cohomology has non-torsion image. 
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3. Internal Tensor and Hom functors on GrA
Definition 3.1. Let BimodA−A denote the category of A−A-bimodules. Specif-
ically:
• an object of BimodA−A is a triple
(C = {Cij}i,j∈Z, {µijk}i,j,k∈Z, {ψijk}i,j,k∈Z)
where Cij is an OX -bimodule and µijk : Cij ⊗Ajk → Cik and ψijk : Aij ⊗
Cjk → Cik are morphisms of OX2-modules making C an A-A bimodule.
• A morphism φ : C → D between objects in BimodA − A is a collection
φ = {φij}i,j∈Z such that φij : Cij → Dij is a morphism of OX2 -modules,
and such that φ respects the A−A-bimodule structure on C and D.
Let BimodOX−A denote the full subcategory of BimodA−A consisting of objects
C such that for some n ∈ Z, Cij = 0 for i 6= n (we say C is left-concentrated in
degree n).
Let B denote the full subcategory of BimodA−A whose objects C = {Cij}i,j∈Z
have the property that Cij is coherent and locally free for all i, j ∈ Z.
Let GrA denote the full subcategory of B consisting of objects C such that for
some n ∈ Z, Cij = 0 for i 6= n (we say C is left-concentrated in degree n).
In what follows, we usually omit indices on multiplication morphisms.
3.1. The internal Tensor functor on GrA.
Definition 3.2. Let C be an object in BimodA−A and letM be a graded right A-
module. We defineM⊗
A
C to be the Z-graded OX -module whose k-th component
is the coequalizer of the diagram
(3.1)
⊕
l
⊕
m
(Ml ⊗Alm)⊗ Cmk
µM⊗C
−−−−→ ⊕
m
Mm ⊗ Cmk
M⊗µC
y y=
⊕
l
Ml ⊗ Clk −−−−→
=
⊕
m
Mm ⊗ Cmk.
Let C be an object in BimodA − A and let D be an object in BimodOX − A
left-concentrated in degree n. We define D⊗
A
C to be the Z-graded OX2 -module
whose k-th component is the coequalizer of the diagram
(3.2)
⊕
l
⊕
m
(Dnl ⊗Alm)⊗ Cmk
µD⊗C
−−−−→ ⊕
m
Dnm ⊗ Cmk
D⊗µC
y y=
⊕
l
Dnl ⊗ Clk −−−−→
=
⊕
m
Dnm ⊗ Cmk.
Since each component of D⊗AC is a quotient of a direct limit of OX -bimodules,
each component is an OX -bimodule.
Proposition 3.3. IfM is an object in GrA, C is an object in BimodA−A and D is
an object in BimodOX−A, thenM⊗AC and D⊗AC inherit a graded right A-module
structure from the right A-module structure of C, making −⊗AC : GrA → GrA and
−⊗AC : BimodOX −A → GrA functors.
SERRE DUALITY FOR NON-COMMUTATIVE P1-BUNDLES 15
Proof. We only prove the first claim. We construct a map
(3.3) µij : (M⊗AC)k ⊗Akj → (M⊗AC)j,
i.e., we construct a map from the coequalizer of
(3.4)
⊕
l
⊕
m
((Ml ⊗Alm)⊗ Cmk)⊗Akj
µ
−−−−→ ⊕
m
(Mm ⊗ Cmk)⊗Akj
µ
y y=
⊕
l
(Ml ⊗ Clk)⊗Akj −−−−→
=
⊕
m
(Mm ⊗ Cmk)⊗Akj
to the coequalizer of
(3.5)
⊕
l
⊕
m
((Ml ⊗Alm)⊗ Cmj
µ
−−−−→ ⊕
m
Mm ⊗ Cmj
µ
y y=
⊕
l
Ml ⊗ Clj −−−−→
=
⊕
m
Mm ⊗ Cmj.
We think of (3.4) and (3.5) as the top and bottom, respectively, of a cube whose
vertical arrows are induced by multiplication maps. In order to construct a map
(3.3), it suffices, by the universal property of coequalizers, to prove that the vertical
faces of this cube commute. The diagram
⊕
l
⊕
m
((Ml ⊗Alm)⊗ Cmk)⊗Akj −−−−→ ⊕
m
(Mm ⊗ Cmk)⊗Akjy y
⊕
l
⊕
m
(Ml ⊗Alm)⊗ Cmj −−−−→ ⊕
m
Mm ⊗ Cmj
whose arrows are induced by multiplication, commutes by functoriality of ⊗. In
addition, the diagram
⊕
l
⊕
m
((Ml ⊗Alm)⊗ Cmk)⊗Akj −−−−→ ⊕
l
(Ml ⊗ Clk)⊗Akjy y
⊕
l
⊕
m
(Ml ⊗Alm)⊗ Cmj −−−−→ ⊕
l
Ml ⊗ Clj
whose arrows are induced by multiplication, commutes by the associativity ofA−A-
bimodule multiplication. Thus, by the universal property of coequalizers, there
exists a map
µij : (M⊗AC)k ⊗Akj → (M⊗AC)j.
The fact that µ is associative and compatible with scalar multiplication follows
from the fact that the right A multiplication on C is associative and compatible
with scalar multiplication.
The proof of the functoriality of −⊗AC and M⊗A− is straightforward, and we
omit it. 
We now establish some important properties of ⊗A.
Lemma 3.4. If L is an object of ModX and D is an object in GrA, there is an
isomorphism of right A-modules
(L ⊗D)⊗AC → L ⊗ (D⊗AC).
16 ADAM NYMAN
natural in C.
Proof. The proof follows from the associativity of the ordinary tensor product of
bimodules, and we omit the details. 
Proposition 3.5. If M is an object in GrA, multiplication induces a natural iso-
morphism M⊗AA →M in GrA. If C is an object in BimodA −A, multiplication
induces a natural isomorphism eiA⊗AC → eiC.
Proof. The proof of the second result is similar to the proof of the first result, so
we omit it. We first prove µM : ⊕
k
⊕
m
Mm ⊗Amk → ⊕
k
Mk is the coequalizer of
(3.6)
⊕
k
⊕
l
⊕
m
(Ml ⊗Alm)⊗Amk
α=µM⊗A
−−−−−−−→ ⊕
k
⊕
m
Mm ⊗Amk
β=M⊗µA
y y=
⊕
k
⊕
l
Ml ⊗Alk −−−−→
=
⊕
k
⊕
m
Mm ⊗Amk
which will prove that multiplication induces an isomorphism M⊗AA → M. We
will then prove that this isomorphism is natural.
Part 1: We show µM : ⊕
k
⊕
m
Mm ⊗Amk → ⊕
k
Mk is the coequalizer of (3.6).
In order to show µM : ⊕
k
⊕
m
Mm ⊗ Amk → ⊕
k
Mk is the coequalizer of (3.6), it
suffices to prove that given a diagram
(3.7)
⊕
k
⊕
l
⊕
m
(Ml ⊗Alm)⊗Amk
α
−−−−→ ⊕
k
⊕
m
Mm ⊗Amk
f
−−−−→ ⊕
k
Dk
β
y yµM y=
⊕
k
⊕
l
Ml ⊗Alk −−−−→
µM
⊕
k
Mk −−−−→
g
⊕
k
Dk
of right A-modules such that fα = fβ, there exists a unique g making the right
square commute. Notice that the right square in (3.7) commutes by associativity
of right A-module multiplication.
Let δk denote the composition
Mk
µO
−1
→ Mk ⊗Akk → ⊕
m
Mm ⊗Amk
whose right arrow is inclusion, and let δ = ⊕
k
δk. It is easy to see that µM ◦δ = idM.
Let
γ : ⊕
k
⊕
l
⊕
m
(Ml ⊗Alm)⊗Amk → ⊕
k
⊕
m
Mm ⊗Amk
denote the map −β + α− δµMβ.
Part 1, Step 1: We prove the map γ is an epimorphism. To show that γ is an
epi, it suffices to construct a map
ζ : ⊕
k
⊕
m
Mm ⊗Amk → ⊕
k
⊕
l
⊕
m
(Mm ⊗Aml)⊗Alk
such that γζ = − id. Let ζk be induced by the composition
Amk
µO
−1
→ Amk ⊗Akk → ⊕
l
Aml ⊗Alk
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whose right composite is inclusion of a summand.
Now, γζ = (−β + α − δµMβ)ζ = −βζ + αζ − δµMβζ. We notice that (βζ)k
equals the composition
⊕
m
Mm ⊗Amk
µO
−1
→ ⊕
m
Mm ⊗ (Amk ⊗Akk)→ ⊕
l
⊕
m
Mm ⊗ (Aml ⊗Alk)
µ
→
⊕
m
Mm ⊗Amk
whose second arrow is inclusion in a direct summand. This composition is the
identity map. Next, we compute αζ. Since the diagram
⊕
m
Mm ⊗Amk
µO
−1
−−−−→ ⊕
m
Mm ⊗ (Amk ⊗Akk) −−−−→ ⊕
l
⊕
m
Mm ⊗ (Aml ⊗Alk)
µM
y yµM⊗Akk yαk
Mk −−−−→
µO−1
Mk ⊗Akk −−−−→ ⊕
l
Ml ⊗Alk
whose top horizontals compose to give ζk and whose bottom horizontals compose to
give δk, commutes, αζ = δµM. Thus, γζ = −βζ = − id as desired. Thus γ is an epi.
Part 1, Step 2: We prove
(3.8)
⊕
k
⊕
l
⊕
m
(Ml ⊗Alm)⊗Amk
β−α
−−−−→ ⊕
k
⊕
m
Mm ⊗Amk
γ
y y=
⊕
k
⊕
m
Mm ⊗Amk −−−−−→
δµM−id
⊕
k
⊕
m
Mm ⊗Amk
commutes.
Using computations from Step 1, we have
(δµM − id)γ = δµM(−β + α− δµMβ)− (−β + α− δµMβ)
= −δµMβ + δµMα− δµMδµMβ + β − α+ δµMβ
= −δµMβ + δµMα− δµMβ + β − α+ δµMβ
= δµMα− δµMβ + β − α
since µMδ = id.
By the commutivity of the right square in (3.7) δµMα = δµMβ, i.e. δµM(α −
β) = 0. This establishes the commutivity of (3.8).
Part 1, Step 3: We prove that the map g = fδ makes the right square in (3.7)
commute.
We show that gµM = f , i.e. fδµM = f , or f(δµM − id) = 0. The fact that
f(δµM − id) = 0 follows from the commutivity of (3.8) and the fact that γ is an
epi. These results were established in Step 2 and Step 1, respectively.
Part 1, Step 4: We prove g = fδ :M→D is unique such that gµM = f .
Suppose g′µM = f . Then g
′ = g′µMδ = fδ = g.
We may conclude from Part 1 that multiplication µM : ⊕
k
⊕
m
Mm⊗Amk → ⊕
k
Mk
induces an isomorphismM⊗AA →M
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Part 2: We show that the isomorphism M⊗AA → M constructed in Part 1 is
natural in M.
Let φ :M→N be a morphism in GrA and consider the induced diagram
⊕
k
⊕
m
Mm ⊗Amk
⊕
k
⊕
m
φm⊗Amk
−−−−−−−−→ ⊕
k
⊕
m
Nm ⊗Amk
ψ
y y
M⊗AA −−−−→ N⊗AAy y
M −−−−→
φ
N
whose bottom verticals are induced by multiplication, whose middle horizontal is
induced by the top horizontal, and whose top verticals are the cokernels of the
diagram defining ⊗A. Notice that the composition of the left verticals is µM and
the composition of the right verticals is µN . We must show that the bottom square
of this diagram commutes. We know the outer square commutes since multiplication
is natural, and we know that the top square commutes since the middle horizontal
is induced by the top horizontal. This implies that
⊕
k
⊕
m
Mm ⊗Amk
ψ
−−−−→ M⊗AA −−−−→ My y
N⊗AA −−−−→ N
commutes. Thus, the bottom square of the first diagram commutes since ψ is an
epi. 
Proposition 3.6. Let L be a coherent, locally free OX-module and let N be an
object of GrA. The inclusion A≥1 → A induces an epi
HomGrA(N⊗AA,L ⊗ elA)→ HomGrA(N⊗AA≥1,L ⊗ elA).
Proof. Let φ : N⊗AA≥1 → L ⊗ elA be given. It suffices, in light of Proposition
3.5, to construct an A-module morphism ψ : N → L⊗ elA such that
(3.9)
N⊗AA≥1
φ
−−−−→ L⊗ elA
=
x xψ
N⊗AA≥1 −−−−→µ
N
commutes, where we have abused notation by letting µ : N⊗AA≥1 → N denote
the morphism induced by multiplication
⊕
k
⊕
m<k
Nm ⊗Amk → ⊕
k
Nk.
By the definition of the graded tensor product, the map φk corresponds to a map
γk : ⊕
m<k
Nm ⊗Amk → L⊗Alk
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such that
(3.10)
⊕
m<k
(Nl ⊗Alm)⊗Amk
µN⊗A
−−−−→ ⊕
m<k
Nm ⊗Amk
N⊗µA
y y=
⊕
l<k
Nl ⊗Alk −−−−→
=
⊕
m<k
Nm ⊗Amk −−−−→
γk
L⊗Al,k
commutes.
Step 1: We construct the components of ψ. To define the kth graded component
of ψ, notice that the diagram
Nk ⊗Qk −−−−→ Nk ⊗ (Ak,k+1 ⊗Ak+1,k+2) −−−−→ Nk ⊗Ak,k+2
γk+1⊗Ak+1,k+2
y yγk+2
L ⊗Al,k+1 ⊗Ak+1,k+2 −−−−→
µ
L ⊗Al,k+2
whose right horizontals are multiplication maps and whose left horizontal is induced
by the inclusion Qk → Ak,k+1 ⊗Ak+1,k+2 commutes, and hence factors as
(3.11)
Nk ⊗Qk −−−−→ Nk ⊗Ak,k+1 ⊗Ak+1,k+2 −−−−→ Nk ⊗Ak,k+2y γk+1⊗Ak+1,k+2y yγk+2
kerµ −−−−→ L⊗Al,k+1 ⊗Ak+1,k+2 −−−−→
µ
L ⊗Al,k+2.
Let
R =
k−1
Σ
i=l
Al,l+1 ⊗ · · · ⊗ Ai−1,i ⊗Qi ⊗Ai+2,i+3 ⊗ · · · ⊗ Ak,k+1 ⊗Ak+1,k+2.
By [14, Corollary 3.18, p.38], there is a unique isomorphism
ζ : ker µ→
L⊗R+ L ⊗Al,l+1 ⊗ · · · ⊗ Ak−1,k ⊗Qk
L ⊗R
making the diagram
kerµ −−−−→ L⊗Al,k+1 ⊗Ak+1,k+2
ζ
y y
L⊗R+L⊗Al,l+1⊗···⊗Ak−1,k⊗Qk
L⊗R
−−−−→ L⊗Al,l+1⊗···⊗Ak,k+1⊗Ak+1,k+2
L⊗R
whose right vertical is the canonical isomorphism from [14, Corollary 3.18, p.38]
and whose horizontals are inclusions, commute.
Letting R ∩ Al,l+1 ⊗ · · · ⊗ Ak−1,k ⊗ Qk denote the appropriate pullback, the
canonical morphism
k−2
Σ
i=l
Al,l+1⊗· · ·⊗Ai−1,i⊗Qi⊗Ai+2,i+3⊗· · ·⊗Ak−1,k⊗Qk →R∩Al,l+1⊗· · ·⊗Ak−1,k⊗Qk
is an isomorphism by Lemma 2.5. Hence, there are isomorphisms
R+Al,l+1 ⊗ · · · ⊗ Ak−1,k ⊗Qk
R
∼=
→
Al,l+1 ⊗ · · · ⊗ Ak−1,k ⊗Qk
R∩Al,l+1 ⊗ · · · ⊗ Ak−1,k ⊗Qk
(3.12)
∼=
→ Alk ⊗Qk.
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Thus, the morphism
(3.13)
Nk ⊗Qk → kerµ
ζ
→
L⊗R+ L ⊗Al,l+1 ⊗ · · · ⊗ Ak−1,k ⊗Qk
L ⊗R
→ L⊗Alk ⊗Qk
whose rightmost arrow is L tensored with (3.12), gives a morphism
Nk ⊗Qk → L⊗Al,k ⊗Qk.
Tensoring this morphism with Q∗k gives a morphism
Nk ⊗Qk ⊗Q
∗
k → L⊗Alk ⊗Qk ⊗Q
∗
k.
Since Qk is invertible, we thus get a morphism
ψk : Nk → L⊗Al,k.
Step 2: Let Q = Qk, E = Ak,k+1 and let α : Q → E ⊗ E∗ denote inclusion.
We show the diagram
Nk ⊗Q
α
−−−−→ Nk ⊗ E ⊗ E
∗ =−−−−→ Nk ⊗ E ⊗ E
∗
ψk⊗Q
y yγk+1⊗E∗
L ⊗Alk ⊗Q −−−−→
α
L ⊗Alk ⊗ E ⊗ E∗ −−−−→
µ
L ⊗Al,k+1 ⊗ E∗
commutes. Consider the diagram
NkQ
α
−−−−→ NkEE
∗y yγk+1
kerµ −−−−→ LAl,k+1E∗
ζ
y y∼=
LR+LAl,l+1···Ak−1,kQ
LR
−−−−→ LAl,l+1···E
∗
LR
∼=
←−−−− LAl,k+1E∗y xµ
LAl,l+1···Ak−1,kQ
R∩Al,l+1···Ak−1,kQ
−−−−→ LAlkQ −−−−→
α
LAlkEE∗
whose two middle two horizontals are induced by inclusion, whose upper left ver-
tical is the left vertical in (3.11), whose lower left vertical and horizontal are in-
duced by (3.12) and whose other unlabeled isomorphisms are both the canonical
isomorphisms. Since the left column of this diagram composed with the bottom
left horizontal in the diagram equals ψk tensored with Qk, it suffices to show the
outer circuit of the diagram commutes. Since the top two squares of the diagram
commute, it suffices to show the bottom circuit commutes. This follows from the
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commutivity of the diagram
(3.14)
Al,l+1 · · · Ak−1,kQ −−−−→ R+Al,l+1 · · ·Ak−1,kQ
µ
y y
Al,k Al,l+1 · · · E∗
α
y yµ
Al,kEE∗ −−−−→
µ
Al,k+1E∗
whose unlabeled arrows are canonical inclusions. As the reader can check, the com-
mutivity of (3.14) follows from the associativity of multiplication.
Step 3: Keep the notation as in the previous step, and let δ : Q∗ ⊗ E → E de-
note the isomorphism defined in Lemma 2.3. We show the diagram
(3.15)
Nk ⊗ E
=
−−−−→ Nk ⊗ E
ψk⊗E
y yγk+1
L⊗Alk ⊗ E −−−−→
µ
L⊗Al,k+1
commutes. We first prove the rectangle consisting of the diagram
(3.16)
NE
η
−−−−→ NQQ∗E
α
−−−−→ NEE∗Q∗E
=
−−−−→ NEE∗Q∗E
ψkE
y yψkQQ∗E yγk+1E∗Q∗E
LAlkE −−−−→
η
LAlkQQ∗ −−−−→
α
LAlkEE∗Q∗E −−−−→
µ
LAl,k+1E∗Q∗E
to the left of the diagram
(3.17)
NEE∗Q∗E
δ
−−−−→ NEE∗E
ǫ
−−−−→ NE
γk+1E
∗Q∗E
y yγk+1E∗E yγk+1
LAl,k+1E∗Q∗E −−−−→
δ
LAl,k+1E∗E −−−−→
ǫ
LAl,k+1
commutes. For, the left square in (3.15) commutes by the functoriality of the tensor
product, the right rectangle in (3.15) commutes by Step 2, and the squares in (3.16)
commute by the functoriality of the tensor product. The top row of the rectangle
consisting of (3.16) to the left of (3.17) is the identity morphism by Lemma 2.3.
Thus, in order to show (3.15) commutes, it suffices to show the bottom route in
the rectangle consisting of (3.16) to the left of (3.17) is equal to the multiplication
morphism µ : L⊗Alk⊗E → L⊗Al,k+1. Thus, it suffices to prove that the diagram
(3.18)
AlkE
η
−−−−→ AlkQQ∗E
α
−−−−→ AlkEE∗Q∗E
µ
y yµ
Al,k+1 ←−−−−
ǫ
Al,k+1E∗E ←−−−−
δ
Al,k+1E∗Q∗E
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commutes. By functoriality of the tensor product, the diagram
AlkEE∗Q∗E
δ
−−−−→ AlkEE∗E
µ
y yµ
Al,k+1E∗Q∗E −−−−→
δ
Al,k+1E∗E
commutes. Thus, to prove (3.18) commutes, it suffices to prove
(3.19)
AlkE
η
−−−−→ AlkQQ∗E
α
−−−−→ AlkEE∗Q∗E
µ
y yδ
Alk ←−−−−
ǫ
Al,k+1E∗E ←−−−−
µ
AlkEE∗E
commutes. By Lemma 2.3, the composition of the first three maps of the top route
is induced by the counit η : E → EE∗E . Thus, it suffices to show the left square in
AlkE
η
−−−−→ AlkEE∗E
ǫ
−−−−→ AlkE
µ
y yµ yµ
Al,k+1 ←−−−−
ǫ
Al,k+1E∗E −−−−→
ǫ
Al,k+1
commutes. The right square commutes by functoriality of the tensor product. Since
η composed with the top route of the right square is µ : AlkE → Al,k+1, while η
composed with the bottom route of the right square is the top route of the left
square, the left square commutes. Thus (3.19), and hence (3.15), commutes.
Step 4: We show ψ is an A-module morphism. Since (3.15) commutes by Step
3, the two right hand squares of
Nk−1Ak−1,k
µ
−−−−→ Nk
η
−−−−→ NkAk,k+1A∗k,k+1
=
−−−−→ NkAk,k+1A∗k,k+1
γk
y yψk yψkAk,k+1A∗k,k+1 yγk+1A∗k,k+1
LAl,k −−−−→
=
LAl,k −−−−→
η
LAl,kAk,k+1A
∗
k,k+1 −−−−→µ
LAl,k+1A
∗
k,k+1
commute. Since the bottom horizontal is monic by Lemma 2.6, in order to show
the left square commutes, it suffices to show that
(3.20)
Nk−1 ⊗Ak−1,k
µ
−−−−→ Nk
η
−−−−→ Nk ⊗Ak,k+1 ⊗A∗k,k+1
γk
y yγk+1⊗A∗k,k+1
L ⊗Al,k −−−−→
η
L⊗Al,k ⊗Ak,k+1 ⊗A∗k,k+1 −−−−→µ
L ⊗Al,k+1 ⊗A∗k,k+1
commutes. Since (3.10) commutes, the diagram
Nm ⊗Am,k−1 ⊗Ak−1,k
µ
−−−−→ Nm ⊗Amk
µ
y yγk
Nk−1 ⊗Ak−1,k −−−−→
γk
L ⊗Alk
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commutes. Thus
Nk−1 ⊗Ak−1,k ⊗Ak,k+1
µN
−−−−→ Nk ⊗Ak,k+1
γk⊗Ak,k+1
y yγk+1
L ⊗Al,k ⊗Ak,k+1 −−−−→ L⊗Al,k+1
commutes. By tensoring this diagram on the right by A∗k,k+1 and precomposing on
the left with the diagram
Nk−1 ⊗Ak−1,k −−−−→ Nk−1 ⊗Ak−1,k ⊗Ak,k+1 ⊗A∗k,k+1
γk
y yγk⊗Ak,k+1⊗A∗k,k+1
L ⊗Al,k −−−−→ L⊗Al,k ⊗Ak,k+1 ⊗A∗k,k+1
whose horizontals are counits, it is readily seen that the left hand square in (3.20)
commutes. We note that ψ is an A-module map since the left hand square in (3.20)
commutes and (3.15) commutes. Since A is generated in degree 1, the result follows.
Step 5: We show (3.9) commutes. We must show
(3.21)
Nm ⊗Amk
µ
−−−−→ Nk
=
y yψk
Nm ⊗Amk −−−−→
γk
L ⊗Al,k
commutes. In order to prove (3.21) commutes, it suffices to show
Nm ⊗Am,k−1 ⊗Ak−1,k
µ
−−−−→ Nm ⊗Amk
µ
−−−−→ Nk
=
y yψk
Nm ⊗Amk −−−−→
γk
L⊗Al,k
commutes, since the left horizontal is an epi. Since A-module multiplication is
associative, the diagram
Nm ⊗Am,k−1 ⊗Ak−1,k −−−−→ Nm ⊗Amky y
Nk−1 ⊗Ak−1,k −−−−→ Nk
whose arrows are multiplication maps, commutes. Since (3.10) holds, the diagram
(3.22)
Nm ⊗Am,k−1 ⊗Ak−1,k −−−−→ Nm ⊗Amky yγk
Nk−1 ⊗Ak−1,k −−−−→
γk
L ⊗Alk
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whose unlabeled maps are multiplication maps, commutes. Thus, to prove (3.21)
commutes, it is enough to show
(3.23)
Nk−1 ⊗Ak−1,k
µ
−−−−→ Nk
=
y yψk
Nk−1 ⊗Ak−1,k −−−−→
γk
L ⊗Alk
commutes. Since, by Step 4, ψ is an A-module morphism, the commutivity of
(3.23) follows from Step 3. 
3.2. The internal Hom functor on GrA.
Definition 3.7. Let C be an object in B and let M be a graded right A-module.
We define Hom
GrA(C,M) to be the Z-graded OX -module whose kth component
is the equalizer of the diagram
(3.24)
Π
i
Mi ⊗ C∗ki
α
−−−−→ Π
j
Mj ⊗ C∗kj
β
y yγ
Π
j
(Π
i
(Mj ⊗A∗ij)⊗ C
∗
ki) −−−−→
δ
Π
j
(Π
i
Mj ⊗ (Cki ⊗Aij)∗)
where α is the identity map, β is induced by the composition
(3.25) Mi
η
→Mi ⊗Aij ⊗A
∗
ij
µ
→Mj ⊗A
∗
ij ,
γ is induced by the dual (Definition 2.2) of
Cki ⊗Aij
µ
→ Ckj ,
and δ is induced by the composition
(Mj ⊗A
∗
ij)⊗ C
∗
ij →Mj ⊗ (A
∗
ij ⊗ C
∗
ki)→Mj ⊗ (Cki ⊗Aij)
∗
whose left arrow is the associativity isomorphism and whose right arrow is induced
by the canonical map (2.2). If C is an object of GrA left-concentrated in degree k,
we define HomGrA(C,M) to be the equalizer of (3.24).
Remark 3.8. If C is an object in B and D is an object in BimodA−A then we can
define HomGrA(C,D) to be the bigraded OX2 -module whose l, kth component is
the equalizer of the diagram
⊕
l
⊕
k
Π
i
Dli ⊗ C∗ki
α
−−−−→ ⊕
l
⊕
k
Π
j
Dlj ⊗ C∗kj
β
y yγ
⊕
l
⊕
k
Π
j
(Π
i
(Dlj ⊗A∗ij)⊗ C
∗
ki) −−−−→
δ
⊕
l
⊕
k
Π
j
(Π
i
Dlj ⊗ (Cki ⊗Aij)∗)
where α is the identity map, β is induced by the composition
Dli
η
→ Dli ⊗Aij ⊗A
∗
ij
µ
→ Dlj ⊗A
∗
ij ,
γ is induced by the dual of
Cki ⊗Aij
µ
→ Ckj ,
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and δ is induced by the composition
(Dlj ⊗A
∗
ij)⊗ C
∗
ij → Dlj ⊗ (A
∗
ij ⊗ C
∗
ki)→ Dlj ⊗ (Cki ⊗Aij)
∗
whose left arrow is the associativity isomorphism and whose right arrow is induced
by the canonical map (2.2). Since we will not use this object in what follows, we
will not study its properties.
Lemma 3.9. Let F be an object of GrA left-concentrated in degree k and let L be
an OX -module. Then HomGrA(OX ⊗F ,M) is the equalizer of the diagram
(3.26)
Π
i
HomOX (L ⊗ Fki,Mi)
=
−−−−→ Π
j
HomOX (L ⊗ Fkj ,Mj)y y
Π
j
(Π
i
HomOX (L ⊗ Fki,Mj ⊗A
∗
ij)) −−−−→∼=
Π
j
(Π
i
HomOX (L ⊗ (Fki ⊗Aij),Mj))
whose left vertical is induced by the composition
Mi
η
→Mi ⊗Aij ⊗A
∗
ij
µ
→Mj ⊗A
∗
ij ,
whose right vertical is induced by
Fki ⊗Aij
µ
→ Fkj ,
and whose bottom horizontal is induced by the composition of isomorphisms
HomOX (L ⊗ Fki,Mj ⊗A
∗
ij)
∼= HomOX ((L ⊗ Fki)⊗Aij ,Mj)
∼= HomOX (L ⊗ (Fki ⊗Aij),Mj)
where the last isomorphism is induced by the associativity of the tensor product.
Proof. Suppose Π
i
fi ∈ Π
i
HomOX (L ⊗ Fki,Mi). Then Π
i
fi maps, via the top route,
to the product Π
j
(Π
i
gij), where gij is the composition
L ⊗ (Fki ⊗Aij)
µ
→ L⊗Fkj
fj
→Mj .
Π
i
fi maps, via the bottom route, to Π
j
(Π
i
hij), where hij is the composition
L ⊗ (Fki ⊗Aij)→ (L ⊗ Fki)⊗Aij
fi⊗Aij
−→ Mi ⊗Aij
η
−→
(Mi ⊗ (Aij ⊗A
∗
ij)⊗Aij)
µ⊗A∗ij⊗Aij
−→ (Mj ⊗A
∗
ij)⊗Aij
ǫ
−→Mj .
Thus, Π
i
fi is in the equalizer of (3.26) if and only if the diagram
(3.27)
(L ⊗ Fki)⊗Aij −−−−→ L⊗ Fkj
fj
−−−−→ Mj
fi⊗Aij
y xǫ
Mi ⊗Aij −−−−→
η
Mi ⊗ (Aij ⊗A∗ij)⊗Aij −−−−−−−−→
µ⊗A∗ij⊗Aij
Mj ⊗A∗ij ⊗Aij
whose top left arrow is the composition
(3.28) (L ⊗ Fki)⊗Aij → L⊗ (Fki ⊗Aij)
µ
→ L⊗Fkj
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with left arrow induced by associativity of tensor product, commutes for all i and
j. However, since
Mi ⊗Aij
η
−−−−→ (Mi ⊗ (Aij ⊗A∗ij)⊗Aij)
ǫ
−−−−→ Mi ⊗Aij
µ⊗A∗ij⊗Aij
y yµ
(Mj ⊗A∗ij)⊗Aij −−−−→
ǫ
Mj
commutes, Π
i
fi is in the equalizer of (3.26) if and only if the diagram
(L ⊗ Fki)⊗Aij
fi⊗Aij
−−−−−→ Mi ⊗Aijy yµ
L⊗ Fkj −−−−→
fj
Mj
whose left vertical is the morphism (3.28), commutes for all i and j. 
The following result provides some justification for Definition 3.7.
Proposition 3.10. If F is an object of GrA which is left-concentrated in degree k,
and if L is an OX -module, HomOX (L,HomGrA(F ,M)) ∼= HomGrA(L ⊗ F ,M). In
particular, if Γ(X,−) : ModX → ModΓ(X,OX) is the global sections functor,
Γ(X,HomGrA(F ,M)) ∼= HomGrA(OX ⊗F ,M).
Proof. Since HomOX (L,−) is left exact, HomOX (L,HomGrA(F ,M)) is isomorphic
to the equalizer of the diagram
(3.29)
Π
i
(HomOX (L,Mi ⊗F
∗
ki))
=
−−−−→ Π
j
(HomOX (L,Mj ⊗F
∗
kj))y y
Π
j
(Π
i
(HomOX (L, (Mj ⊗A
∗
ij)⊗F
∗
ki))) −−−−→∼=
Π
j
(Π
i
(HomOX (L,Mj ⊗ (Fki ⊗Aij)
∗)))
whose left vertical is induced by the composition
Mi
η
→Mi ⊗Aij ⊗A
∗
ij
µ
→Mj ⊗A
∗
ij ,
whose right vertical is induced by the dual of
Fki ⊗Aij
µ
→ Fkj ,
and whose bottom horizontal is induced by
(3.30) (Mj ⊗A
∗
ij)⊗F
∗
ki →Mj ⊗ (A
∗
ij ⊗F
∗
ki)→Mj ⊗ (Fki ⊗Aij)
∗.
To complete the proof, we must show the equalizer of (3.29) is isomorphic to the
equalizer of (3.26). We think of (3.29) and (3.26) as the top and bottom, respec-
tively, of a cube whose vertical arrows are adjointness isomorphisms. To show the
equalizers of (3.29) and (3.26) are isomorphic, it suffices to show the vertical faces
of this cube commute. By naturality of adjointness isomorphisms, three of these
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vertical faces obviously commute. To complete the proof, we must show that the
diagram
(3.31)
HomOX (L, (Mj ⊗A
∗
ij)⊗F
∗
ki) −−−−→ HomOX (L,Mj ⊗ (Fki ⊗Aij)
∗)y y
HomOX (L ⊗ Fki,Mj ⊗A
∗
ij) −−−−→ HomOX (L ⊗ (Fki ⊗Aij),Mj)
whose left and right arrows are adjointness isomorphisms, whose top arrow is in-
duced by (3.30), and whose bottom arrow is the composition
HomOX (L ⊗ Fki,Mj ⊗A
∗
ij)
∼= HomOX ((L ⊗ Fki)⊗Aij ,Mj)
∼= HomOX (L ⊗ (Fki ⊗Aij),Mj)
whose first isomorphism is the adjointness isomorphism and whose second isomor-
phism is induced by associativity, commutes. The diagram (3.31) can be rewritten
as the diagram
HomOX ((L ⊗ Fki)⊗Aij ,Mj) −−−−→ HomOX (L, (Mj ⊗A
∗
ij)⊗F
∗
ki)y y
HomOX (L ⊗ (Fki ⊗Aij),Mj) −−−−→ HomOX (L,Mj ⊗ (Fki ⊗Aij)
∗)
whose top horizontal is the composition of adjointness isomorphisms
HomOX ((L ⊗ Fki)⊗Aij ,Mj) ∼= HomOX (L ⊗ Fki,Mj ⊗A
∗
ij)
∼= HomOX (L, (Mj ⊗A
∗
ij)⊗ F
∗
ki),
whose bottom horizontal is the adjointness isomorphism, whose left vertical is in-
duced by associativity, and whose right vertical is induced by (3.30). This commutes
by Lemma 6.1, and the result follows. 
Proposition 3.11. IfM is an object in GrA and C is an object in B, HomGrA(C,M)
inherits a graded right A-module structure from the left A-module structure of C,
making HomGrA(−,−) : B
op × GrA → GrA a bifunctor.
Proof. We first show that HomGrA(C,−) is a functor from GrA to GrA. We begin
by constructing a map of OX -modules
(3.32) µij : HomGrA(C,M)i ⊗Aij → HomGrA(C,M)j.
To this end, we note that HomGrA(C,M)i is an OX -submodule of Π
l
Ml⊗C∗il. Thus,
we have a map
(3.33) HomGrA(C,M)i ⊗Aij → (Π
l
Ml ⊗ C
∗
il)⊗Aij
∼=
→ Π
l
Ml ⊗ (C
∗
il ⊗Aij)
whose right composite is induced by associativity of the tensor product. The left
A-module structure of C yields a multiplication map Aij ⊗ Cjl → Cil. Dualizing
gives us a map
(3.34) C∗il → (Aij ⊗ Cjl)
∗ ∼=→ C∗jl ⊗A
∗
ij
whose right composite is the canonical isomorphism. Tensoring (3.34) by Aij on the
right and composing with the map induced by the counit C∗jl⊗ ǫ : C
∗
jl⊗A
∗
ij⊗Aij →
C∗jl gives us a map
(3.35) C∗il ⊗Aij → (C
∗
jl ⊗A
∗
ij)⊗Aij → C
∗
jl.
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Tensoring (3.35) on the left with Ml, taking the product over all l, and composing
with (3.33) gives us a map
(3.36) HomGrA(C,M)i ⊗Aij → Π
l
(Ml ⊗ C
∗
jl).
We must show this map factors through HomGrA(C,M)j . Let
(3.37)
Π
l
(MlC
∗
il)Aij −−−−→ Π
l
(Ml(C
∗
jlA
∗
ij))Aij
ǫ
−−−−→ Π
l
MlC
∗
jl
=
y y= y=
Π
m
(MmC∗im)Aij −−−−→ Π
m
(Mm(C∗jmA
∗
ij))Aij −−−−→
ǫ
Π
m
MmC∗jm
µ∗
y yµ∗ yµ∗
Π
m
Π
l
(Mm(CilAlm)∗)Aij −−−−→ Π
m
Π
l
(Mm((CjlAlm)∗A∗ij)Aij) −−−−→ Π
m
Π
l
Mm(CjlAlm)∗
be the diagram whose top and middle rows are induced by (3.35) and whose bottom
row is induced by the composition
(3.38) (Cil ⊗Alm)
∗ µ
∗
→ ((Aij ⊗ Cjl)⊗Alm)
∗ → (Cjl ⊗Alm)
∗ ⊗A∗ij
(whose right composite is the canonical isomorphism). Let
(3.39)
Π
l
(MlC∗il)Aij −−−−→ Π
l
(Ml(C∗jlA
∗
ij)Aij)
ǫ
−−−−→ Π
l
MlC∗jly y y
Π
m
Π
l
((MmA∗lm)C
∗
il)Aij −−−−→ Π
m
Π
l
((MmA∗lm)(C
∗
jlA
∗
ij)Aij) −−−−→
ǫ
Π
m
Π
l
(MmA∗lm)C
∗
jl
∼=
y y∼= y∼=
Π
m
Π
l
(Mm(CilAlm)∗)Aij −−−−→ Π
m
Π
l
((Mm(CjlAlm)∗)A∗ij)Aij −−−−→
ǫ
Π
m
Π
l
Mm(CjlAlm)∗
be the diagram whose top and middle rows are induced by (3.35), whose bottom left
horizontal is induced by (3.38), whose top verticals are induced by the composition
Ml
η
→Ml ⊗Alm ⊗A
∗
lm →Mm ⊗A
∗
lm,
and whose bottom verticals are induced by the canonical isomorphisms (2.2). We
leave it as an exercise for the reader to prove, using the universal property of
equalizer, that, in order to prove (3.36) factors through HomGrA(C,M)j, it suffices
to show that the outer circuits of (3.37) and (3.39) commute.
The upper squares in (3.37) commute since the vertical maps are identity maps.
The right squares in (3.37) and (3.39), and the upper left square in (3.39), commute
by the functoriality of the tensor product. Thus, in order to show that (3.36) factors
through HomGrA(C,M)j , we must show that the lower-left squares in (3.37) and
(3.39) commute, i.e. we must show
(3.40)
C∗im −−−−→ C
∗
jm ⊗A
∗
ijy y
(Cil ⊗Alm)∗ −−−−→ (Cjl ⊗Alm)∗ ⊗A∗ij
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whose maps are induced by µC , commutes, and
(3.41)
A∗lm ⊗ C
∗
il −−−−→ A
∗
lm ⊗ (C
∗
jl ⊗A
∗
ij)y y
(Cil ⊗Alm)∗ −−−−→ (Cjl ⊗Alm)∗ ⊗A∗ij
whose horizontal maps are induced by µC and whose vertical maps are canonical
isomorphisms, commutes. By Corollary 6.3, in order to show (3.40) commutes, it
suffices to show the diagram
C∗im −−−−→ (Aij ⊗ Cjm)
∗y y
(Cil ⊗Alm)
∗ −−−−→ ((Aij ⊗ Cjl)⊗Alm)
∗
whose arrows are induced by multiplication, commutes. This follows from the
functoriality of (−)∗.
Expanding (3.41), we have a diagram
A∗lm ⊗ C
∗
il
µ∗
−−−−→ A∗lm ⊗ (Aij ⊗ Cjl)
∗ −−−−→ A∗lm ⊗ (C
∗
jl ⊗A
∗
ij)y y y
(Cil ⊗Alm)∗ −−−−→
µ∗
((Aij ⊗ Cjl)⊗Alm)∗ −−−−→ (Cjl ⊗Alm)∗ ⊗A∗ij
whose right vertical is a composition of an associativity isomorphism with the
canonical isomorphism (2.2). The left square commutes by Corollary 6.3, while
the right square commutes by Corollary 6.5.
We defer the proof that the map (3.32) is associative and compatible with scalar
multiplication to Section 7.
We omit the routine proofs that HomGrA(C,−) and HomGrA(−,M) are functo-
rial, that HomGrA(C, idM) = idHomGrA(C,M) and that HomGrA(C,−) is compatible
with composition. 
3.3. Adjointness of internal Hom and Tensor.
Definition 3.12. We say that F : A×B→ A and G : Bop×A→ A are conjugate
bifunctors if, for every C ∈ B, F (−, C) has a right adjointG(C,−) via an adjunction
φ : HomA(F (M, C),N )→ HomA(M, G(C,N ))
which is natural in M, N and C.
Proposition 3.13. Let C be an object in B.
(1) There exist natural transformations and
η : idGrA → HomGrA(C,−⊗AC)
ǫ : HomGrA(C,−)⊗AC → idGrA
making (−⊗AC,HomGrA(C,−), η, ǫ) : GrA → GrA an adjunction.
(2) There exists a unique way to make −⊗A− : GrA × B → GrA a bifunctor
such that −⊗A− and HomGrA(−,−) are conjugate.
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Proof. We construct an A-module map
ηM :M→HomGrA(C,M⊗AC)
natural in M. To begin, for each k we construct a map
(3.42) Mk → (M⊗AC)i ⊗ C
∗
ki
for all i. In order to construct (3.42), we construct a map
(3.43) Mk → (⊕
m
Mm ⊗ Cmi)⊗ C
∗
ki.
The map (3.43) is just the composition
Mk
η
→Mk ⊗ Cki ⊗ C
∗
ki → (⊕
m
Mm ⊗ Cmi)⊗ C
∗
ki
whose right arrow is induced by inclusion of a direct summand. Thus, we have a
map
Mk → (⊕
m
Mm ⊗ Cmi)⊗ C
∗
ki → (M⊗AC)i ⊗ C
∗
ki
for every i, and hence a map
ψk :Mk → Π
i
(M⊗AC)i ⊗ C
∗
ki.
In order to show this map induces a map
ηM,k :Mk → HomGrA(C,M⊗AC)k,
we must show the diagram
(3.44)
Mk
ψk
y
Π
i
(M⊗AC)i ⊗ C
∗
ki −−−−→ Π
j
(M⊗AC)j ⊗ C
∗
kjy y
Π
j
Π
i
((M⊗AC)j ⊗A
∗
ij)⊗ C
∗
ki −−−−→∼=
Π
j
Π
i
((M⊗AC)j ⊗ (Cki ⊗Aij)
∗)
whose unlabeled maps are those in (3.24), commutes. In order to prove this, it
suffices to show the projection of (3.44) onto its i,j component, the left square in
Mk
=
−−−−→ Mk
=
−−−−→ Mk
η
y yη yη
(MkCki)C∗ki (MkCkj)C
∗
kj Mk(CkjC
∗
kj)y yµ∗ yµ∗
((MkCkj)A∗ij)C
∗
ki −−−−→∼=
(MkCkj)(CkiAij)∗ −−−−→ Mk(Ckj(CkiAij)∗)
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whose bottom right horizontal is induced by associativity, commutes. Since the
outer circuit of this diagram equals the outer circuit of the diagram
Mk
=
−−−−→ Mk
=
−−−−→ Mk
η
y yη yη
Mk(Cki(AijA∗ij)C
∗
ki) −−−−→ Mk((CkiAij)(CkiAij)
∗) Mk(CkjC∗kj)
µ
y yµ yµ∗
Mk((CkjA∗ij)C
∗
ki) −−−−→ Mk(Ckj(CkiAij)
∗) −−−−→
=
Mk(Ckj(CkiAij)∗)
whose unlabeled arrows are canonical isomorphisms, it suffices to show each circuit
in this diagram commutes. The right rectangle commutes by Corollary 6.7, the
bottom-left square commutes by the functoriality of the tensor product and the
upper-left square commutes by Lemma 6.2.
The fact that η is natural follows from a straightforward computation, which
we omit. We defer the proof the η is compatible with A-module multiplication to
Section 7.
We next construct a map ǫM : HomGrA(M, C)⊗AC → M natural in M. To
begin, we construct a natural map
ǫk : (HomGrA(C,M)⊗AC)k →Mk.
To construct ǫk, it suffices to construct a map
δk : ⊕
m
(HomGrA(C,M))m ⊗ Cmk →Mk
such that the diagram
(3.45)
⊕
l
⊕
m
((HomGrA(C,M))l ⊗Alm)⊗ Cmk −−−−→ ⊕
m
(HomGrA(C,M))m ⊗ Cmky y=
⊕
l
(HomGrA(C,M))l ⊗ Clk −−−−→=
⊕
m
(HomGrA(C,M))m ⊗ Cmkyδ
Mk
whose unlabeled arrows are induced by multiplication, commutes. We define δk as
the map induced by the composition
(Π
i
Mi ⊗ C
∗
mi)⊗ Cmk
ǫ
→Mk ⊗ C
∗
mk ⊗ Cmk →Mk
which we call γk. To show (3.45) commutes, it suffices to show the diagram
⊕
l
⊕
m
((Π
i
Mi ⊗ C∗li)⊗Alm)⊗ Cmk −−−−→ ⊕
m
(Π
i
Mi ⊗ C∗mi)⊗ Cmky yγk
⊕
l
(Π
i
Mi ⊗ C∗li)⊗ Clk −−−−→γk
Mk
whose left vertical is induced by multiplication and whose top horizontal is induced
by the composition
(3.46) C∗li ⊗Alm
µ∗
→ (Alm ⊗ Cmi)
∗ ⊗Alm
∼=
→ C∗mi ⊗A
∗
lm ⊗Alm
ǫ
→ C∗mi
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commutes for all l and m. Fixing l,m, we must show the diagram
Π
i
((Mi ⊗ C
∗
li)⊗Alm)⊗ Cmk −−−−→ Π
i
(Mi ⊗ C
∗
mi)⊗ Cmk
µ
y y
Π
i
(Mi ⊗ C
∗
li)⊗ Clk (Mk ⊗ C
∗
mk)⊗ Cmky yǫ
(Mk ⊗ C
∗
lk)⊗ Clk −−−−→ǫ
Mk
whose top horizontal is induced by (3.46) and whose bottom left-vertical and top
right vertical are projections, commutes. This is equivalent to showing the diagram
((Mk ⊗ C∗lk)⊗Alm)⊗ Cmk −−−−→ (Mk ⊗ C
∗
mk)⊗ Cmk
µ
y yǫ
(Mk ⊗ C∗lk)⊗ Clk −−−−→ǫ
Mk
whose top horizontal is induced by (3.46) and whose left vertical is induced by
multiplication, commutes. This follows from Corollary 6.7.
The fact that ǫ is natural follows from a straightforward computation, which
we omit. We defer the proof the ǫ is compatible with A-module multiplication to
Appendix 2.
The proofs that
(ǫ ∗ (−⊗AC)) ◦ ((−⊗AC) ∗ η) = (−⊗AC)
and
(HomGrA(C,−) ∗ ǫ) ◦ (η ∗ HomGrA(C,−)) = HomGrA(C,−)
are straightforward but tedious, and we omit them.
We have established that (−⊗AC,HomGrA(C,−), η, ǫ) forms an adjunction. Thus,
the second part of the proposition follows from [11, Theorem 3, p. 102]. 
We endow −⊗A− with the bifunctor structure from (3) in the Proposition.
Lemma 3.14. Suppose A is a subcategory of an abelian category, B is a Grothendieck
category with generator O, and suppose
F : B× A→ B
and
G : Aop × B→ B
are conjugate bifunctors. If F (O,−) is exact, G(−, E) is left exact for E in B, and
G(−, E) is exact for E injective in B.
Proof. Let
(3.47) 0→ H→ I → J → 0
be exact in A. Applying G(−, E) to this sequence, we get a sequence
(3.48) K → G(J , E)→ G(I, E)→ G(H, E)→ C
where K is the kernel of the leftmost arrow in (3.48) and C is the cokernel of
the rightmost arrow in (3.48). Since B is a Grothendieck category, there exists a
quotient of ModHomB(O,O) (with quotient functor π) such that πHomB(O,−) is
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an equivalence [16, Theorem 13.5, p. 88]. If we apply the functor P = πHomB(O,−)
to (3.48), we get a sequence
(3.49) P (K)→ P (G(J , E))→ P (G(I, E))→ P (G(H, E))→ P (C).
We will show that P (K) = P (C) = 0 and that (3.49) is exact in the middle. Since
P is an equivalence, the result will follow. Since F and G are conjugate bifunctors,
the diagram
(3.50)
HomB(O, G(J , E)) −−−−→ HomB(O, G(I, E)) −−−−→ HomB(O, G(H, E))y y y
HomB(F (O,J ), E) −−−−→ HomB(F (O, I), E) −−−−→ HomB(F (O,K), E).
with vertical arrows adjointness isomorphisms and horizontal arrows induced by
(3.47), commutes. Since F (O,−) is exact, the kernel of the leftmost map on the
bottom row is 0 and the bottom row is exact in the middle. If E is injective, the
rightmost bottom map is surjective as well. Thus the kernel of the leftmost map
on the top row is 0 and the top row is exact in the middle. If E is injective, the
rightmost top map is surjective as well. 
3.4. Elementary properties of internal Hom.
Proposition 3.15. The composition
(3.51) M
ηM
→ HomGrA(A,M⊗AA)→ HomGrA(A,M)
whose right-most map is induced by the multiplication map M⊗AA → A is a
natural isomorphism in GrA.
Proof. By Yoneda’s Lemma, if α : HomGrA(−,N )→ HomGrA(−,N ′) is an isomor-
phism of functors, αN (id) : N → N ′ is an isomorphism.
We construct an isomorphism α : HomGrA(−,M)→ HomGrA(−,HomGrA(A,M)).
By Proposition 3.5, multiplication induces an isomorphism of functors −⊗AA →
idGrA, which induces an isomorphismHomGrA(−,M)→ HomGrA(−⊗AA,M). Com-
posing this map with the adjoint isomorphism gives the desired isomorphism α:
HomGrA(−,M)→ HomGrA(−⊗AA,M)→ HomGrA(−,HomGrA(A,M)).
Thus, the image of the identity idM : M → M under α gives an isomorphism
M → HomGrA(A,M). Computing explicitly, we find α(idM) is the morphism
(3.51). 
Theorem 3.16. Let M be an object in GrA and let C be an object in B.
(1) HomGrA(−,−) is left exact in either factor.
(2) If M is an injective object in GrA, HomGrA(−,M) : B
op → GrA is exact.
(3) HomGrA(−,−) : GrA
op × GrA → ModOX is a bifunctor which is left
exact in either factor. Furthermore, if M is an injective object in GrA,
HomGrA(−,M) : GrA
op → QcohOX is exact.
(4) If Q is a coherent, locally free OX-bimodule, there is a natural isomorphism
HomGrA(Q⊗ emA,M) ∼=Mm ⊗Q
∗.
In particular, HomGrA(Q⊗ emA,−) is exact.
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Proof. The functor HomGrA(C,−) is left exact since, by Proposition 3.13 (1), it has
a left adjoint. For M an object of GrA, it remains to show HomGrA(−,M) is left
exact. To this end, we note that
⊕
i,m∈Z
(OX(i)⊗ emA)
is a generator of GrA by Lemma 2.17. In addition,
⊕
i,m∈Z
(OX(i)⊗ emA)⊗A−
∼= ⊕
i,m∈Z
(OX(i)⊗ (emA⊗A−))
∼= ⊕
i,m∈Z
(OX(i)⊗ em(−))
where the first isomorphism is a consequence of Lemma 3.4 and the last isomorphism
is a consequence of Proposition 3.5. Thus, by Proposition 3.13 (2), the hypothesis
of Lemma 3.14 hold and HomGrA(−,M) is left exact. Thus, the first part of the
theorem holds. A similar argument, with M injective, proves that the second part
of the theorem holds. The third part of the theorem follows from the first two parts
of the theorem since taking the kth graded component of an object in GrA is an
exact functor.
We now prove the fourth part of the theorem. We note that the OX -module
HomGrA(Q⊗ emA,M) is the equalizer of the diagram
(3.52)
Π
i
Mi ⊗ (Q⊗Ami)∗ −−−−→ Π
j
Mj ⊗ (Q⊗Amj)∗y y
Π
j
(Π
i
(Mj ⊗A∗ij)⊗ (Q⊗Ami)
∗) −−−−→ Π
j
(Π
i
Mj ⊗ (Q⊗ (Ami ⊗Aij))∗)
whose arrows are defined as in (3.24). We claim this diagram is isomorphic to the
diagram
(3.53)
Π
i
(Mi ⊗A∗mi)⊗Q
∗ −−−−→ Π
j
(Mj ⊗A∗mj)⊗Q
∗
y y
Π
j
(Π
i
((Mj ⊗A∗ij)⊗A
∗
mi)⊗Q
∗) −−−−→ Π
j
(Π
i
(Mj ⊗ (Ami ⊗Aij)∗)⊗Q∗)
whose arrows are tensor products of the arrows in (3.26) with Q∗. To prove the
claim, we think of these diagrams as the top and bottom, respectively, of a cube
whose vertical edges are canonical isomorphisms (2.2). We orient the cube so that
the bottom horizontals of (3.52) and (3.53) are the top and bottom horizontals of
the facing side of the cube. The far face of this cube obviously commutes. The left
face commutes by functoriality of the tensor product.
To show the closest face commutes, it suffices to show that the diagram
A∗ij ⊗ (Q⊗Ami)
∗ −−−−→ (Q⊗ (Ami ⊗Aij))∗y y
A∗ij ⊗ (A
∗
mi ⊗Q
∗) −−−−→ (Ami ⊗Aij)∗ ⊗Q∗
whose maps are induced by the canonical isomorphisms (2.2), commutes. This
follows from Corollary 6.5.
SERRE DUALITY FOR NON-COMMUTATIVE P1-BUNDLES 35
Finally, to show the right face commutes, it suffices to show that the diagram
(Q⊗Amj)∗ −−−−→ A∗mj ⊗Q
∗y y
(Q⊗ (Ami ⊗Aij))∗ −−−−→ (Ami ⊗Aij)∗ ⊗Q∗
whose arrows are induced by the canonical isomorphisms (2.2), commutes. This
follows from Corollary 6.3, and the claim follows.
The claim, together with the fact that − ⊗ Q∗ commutes with products ([11,
Theorem 1, p. 118]), implies thatHomGrA(Q⊗emA,M) ∼= HomGrA(emA,M)⊗Q∗.
The result now follows from Proposition 3.15. 
3.5. Torsion. In this section, we write the torsion functor τ : GrA → GrA in terms
of the internal Hom functor.
Lemma 3.17. If N is an object of GrA such that Ni = 0 for all i ≥ m, then
lim
→
HomGrA(A≥n,N ) = 0.
Proof. Let k ∈ Z. We claim HomGrA(A≥n,N )k = 0 whenever n ≥ m−k. To prove
the claim, we note that
HomGrA(A≥n,N )k ⊂ Π
i<m
Ni ⊗ (A≥n)
∗
ki.
On the other hand,
(A≥n)ki =
{
Aki if i ≥ k + n,
0 otherwise.
Thus, HomGrA(A≥n,N )k = 0 whenever k + n ≥ m as desired. 
Lemma 3.18. If M is an object of GrA, HomGrA(A/A≥n,M) is a direct limit of
torsion submodules.
Proof. We claim the multiplication map
µk,k+n : HomGrA(A/A≥n,M)k ⊗Ak,k+n → HomGrA(A/A≥n,M)k+n
is the zero map for all k. This will imply that HomGrA(A/A≥n,M)
k is torsion.
The lemma will then follow from Lemma 2.8.
To prove the claim, recall that the diagram
HomGrA(A/A≥n,M)k ⊗Ak,k+n
µ
−−−−→ HomGrA(A/A≥n,M)k+ny y
(Π
i
Mi ⊗ (A/A≥n)∗ki)⊗Ak,k+n −−−−→ Π
i
Mi ⊗ (A/A≥n)∗k+n,i
whose verticals are inclusions, and whose bottom map is induced by the multipli-
cation map
(3.54) Ak,k+n ⊗ (A/A≥n)k+n,i → (A/A≥n)k,i.
commutes by definition of the right A-module structure on HomGrA(A/A≥n,M).
If i < k+n, the domain of (3.54) is 0. On the other hand, if i ≥ k+n, the codomain
of (3.54) is 0. The claim follows. 
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Proposition 3.19. There is a natural equivalence
τ ∼= lim
n→∞
HomGrA(A/A≥n,−).
Proof. Let M be an object in GrA. We prove that there is a natural isomorphism
τM∼= lim
n→∞
HomGrA(A/A≥n,M).
To this end, we first apply the functor HomGrA(−,M) to the exact sequence
0→ A≥n → A→ A/A≥n → 0
in the category B. Since HomGrA(−,M) is left exact, we get an exact sequence
0→ HomGrA(A/A≥n,M)→ HomGrA(A,M)→ HomGrA(A≥n,M).
Since GrA is a Grothendieck category, the induced sequence
0→ lim
→
HomGrA(A/A≥n,M)→ lim
→
HomGrA(A,M)
ψ
→ lim
→
HomGrA(A≥n,M).
is exact. Let i be the composition τM→M
γ
→ lim
→
HomGrA(A,M), where γ is in-
duced by (3.51). We claim (τM, i) is a kernel of ψ. This will induce an isomorphism
of kernels τM→ lim
→
HomGrA(A/A≥n,M), and naturality of the isomorphism fol-
lows in a straightforward way from the universal property of kernels.
To prove the claim, we first prove that ψi = 0. Suppose N ⊂M has the property
that there exists an m such that Ni = 0 for all i ≥ m and consider the commutative
diagram
N
∼=
−−−−→ lim
→
HomGrA(A,N ) −−−−→ lim
→
HomGrA(A≥n,N )y y y
M −−−−→
γ
lim
→
HomGrA(A,M) −−−−→
ψ
lim
→
HomGrA(A≥n,M)
whose verticals are induced by inclusion, whose right horizontals are induced by
inclusion A≥n → A and whose upper left horizontal is induced by (3.51). By
Lemma 3.17, lim
→
HomGrA(A≥n,N ) = 0. Thus, the bottom route of the outer
circuit is 0. Since τM is the direct limit of such N , the composition
(3.55) τM→M
γ
→ lim
→
HomGrA(A,M)
ψ
→ lim
→
HomGrA(A≥n,M)
is zero as well.
Next, suppose
N
φ
→ lim
→
HomGrA(A,M)
ψ
→ lim
→
HomGrA(A≥n,M)
equals 0. To complete the proof that (τM, i) is the kernel of ψ, we must show that
there exists a unique map φ′ : N → τM such that the diagram
N
φ′
−−−−→ τM
φ
y y
lim
→
HomGrA(A,M) −−−−→=
lim
→
HomGrA(A,M)
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commutes. Since the diagram
im(γ−1φ) −−−−→ lim
→
HomGrA(A, im(γ
−1φ))
δ
−−−−→ lim
→
HomGrA(A≥n, im(γ
−1φ))y y y
M −−−−→
γ
lim
→
HomGrA(A,M) −−−−→
ψ
lim
→
HomGrA(A≥n,M)
whose verticals are monomorphisms induced by inclusion and whose upper left
horizontal is induced by (3.51), commutes, δ = 0. In particular, the quotient map
A → A/A≥n → 0 induces an isomorphism
lim
→
HomGrA(A/A≥n, im (γ
−1φ))→ lim
→
HomGrA(A, im (γ
−1φ))→ im (γ−1φ)
whose right arrow is induced by (3.51). By Lemma 3.18,
im (γ−1φ) ∼= lim
→
HomGrA(A/A≥n, im (γ
−1φ))
is a direct limit of torsion submodules. Thus, the inclusion im (γ−1φ)→M factors
through τM, and hence, γ−1φ factors through τM via the left-most vertical in the
commutative diagram
N −−−−→ im (γ−1φ)
∼=
−−−−→ lim
→
HomGrA(A, im (γ
−1φ))
φ′
y y y
τM −−−−→ M −−−−→
γ
lim
→
HomGrA(A,M).
whose right two verticals are induced by inclusion and whose top right horizontal
is induced by (3.51). To show φ′ is unique, suppose ζ : N → τM is another map
making the left square commute. Since τM→M is a monomorphism, φ′ = ζ. 
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4. Cohomology
In light of Theorem 3.16, the right derived functors of HomGrA(C,−) exist. Let
ExtGrA
i(C,−) denote the functor RiHomGrA(C,−).
4.1. Elementary properties of internal Ext.
Proposition 4.1. Suppose there is an exact sequence
. . .→ L1 → L0 → C → 0
in GrA such that Li is HomGrA(−,M) acyclic for some M in GrA. Then there is
a natural isomorphism
Ext iGrA(C,M)
∼= hi(HomGrA(L.,M)).
Proof. By Theorem 3.16, the hypothesis of [10, Proposition 8.2, p. 809] are satisfied.
The result follows. 
Lemma 4.2. Let
0→ C′ → C → C′′ → 0
be a short exact sequence in B. Then, for fixed M in GrA, we have a long exact
sequence
0→ HomGrA(C
′′,M)→ HomGrA(C,M)→ HomGrA(C
′,M)→
→ Ext1GrA(C
′′,M)→ Ext1GrA(C,M)→ Ext
1
GrA(C
′,M)→ · · ·
such that the association
D 7−→ ExtnGrA(D,M)
is a δ-functor.
Proof. By Theorem 3.16, the hypothesis of [10, Lemma 8.3, p.809] are satisfied. 
Notice that we are not claiming δ is universal. We shall use Lemma 4.2 without
comment in the sequel.
Lemma 4.3. If Q is a coherent, locally free OX-bimodule, there is a natural iso-
morphism
Ext iGrA(Q⊗ C,M) ∼= Ext
i
GrA(C,M)⊗Q
∗
for all i ≥ 0.
Proof. The i = 0 case of the isomorphism follows from Theorem 3.16 (4).
Since any δ-functor composed with an exact functor is a δ-functor, all terms are
δ-functors. For M injective and i > 0, all terms vanish by Theorem 3.16 (2), and
the result follows from [5, Theorem 1.3A, p. 206]. 
For the remainder of this paper, we assume Ai,i+1 is locally free of rank 2.
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4.2. A is Gorenstein. The next result tells us that A is Gorenstein.
Theorem 4.4. Let L be a coherent, locally free OX-module. Then
Ext iGrA(A0,L ⊗ elA) = 0 for i 6= 2
and
Ext2GrA(A0,L ⊗ elA)j
∼=
{
L ⊗Q∗l−2 if j = l − 2,
0 otherwise.
Proof. The kth graded piece of Ext iGrA(A0,L⊗ elA) is Ext
i
GrA(ekA0,L⊗ elA). By
[19, Theorem 7.1.2], the sequence
(4.1) 0→ Qk ⊗ ek+2A → Ek ⊗ ek+1A
φ
→ ekA → ekA/ekA≥1 → 0
where φ is multiplication is exact. In addition, by Theorem 3.16(4), the sequence
is a HomGrA(−,L ⊗ elA)-acyclic resolution of ekA/ekA≥1. Applying the functor
HomGrA(−,L⊗ elA) to the sequence obtained by omitting ekA/ekA≥1 from (4.1)
gives a sequence
(4.2) HomGrA(ekA,L ⊗ elA)
d0→ HomGrA(Ek ⊗ ek+1A,L ⊗ elA)
d1→ HomGrA(Qk ⊗ ek+2A,L ⊗ elA).
By Proposition 4.1,
Ext0GrA(A0,L⊗ elA)k
∼= kerd0,
Ext1GrA(A0,L⊗ elA)k
∼=
kerd1
im d0
,
Ext2GrA(A0,L ⊗ elA)k
∼=
HomGrA(Qk ⊗ ek+2A,L⊗ elA)
im d1
and Ext iGrA(A0,L ⊗ elA) = 0 for all i > 2. The terms of (4.2) are isomorphic to
L⊗Alk, L⊗Al,k+1⊗E
∗
k and L⊗Al,k+2⊗Q
∗
k respectively. Thus, by Theorem 3.16
(4), all terms vanish if k < l − 2. If k = l − 2, the left and center terms are zero,
and we conclude that
Ext0GrA(A0,L⊗ elA)l−2 = Ext
1
GrA(A0,L⊗ elA)l−2 = 0
and
Ext2GrA(A0,L⊗ elA)l−2
∼= L ⊗Al,l ⊗Q
∗
l−2.
We prove that (4.2) is exact for k > l − 2, which will establish the result. We first
show (4.2) is exact in the middle. Since the sequence
0→ Qk ⊗ ek+2A → Ek ⊗ ek+1A
φ′
→ ekA≥1 → 0
is exact, where φ′ is the restriction of φ to degrees ≥ 1, and HomGrA(−,L ⊗ elA)
is left exact by Theorem 3.16(1), this sequence induces an exact sequence
0→ HomGrA(ekA≥1,L⊗ elA)
d′0→ HomGrA(Ek ⊗ ek+1A,L⊗ elA)
d1→ HomGrA(Qk ⊗ ek+2A,L ⊗ elA).
To prove (4.2) is exact in the middle, it suffices to show im d0 = im d0′ . To prove
this, it suffices to prove the morphism γ : HomGrA(A,L⊗elA)→ HomGrA(A≥1,L⊗
elA) induced by the inclusion A≥1 → A is epi.
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We proceed to prove that γ is an epi. By Proposition 3.6 and the adjointness of
HomGrA and ⊗A, we may conclude that, for all N in GrA, the map induced by γ,
f : HomGrA(N ,HomGrA(A,L ⊗ elA))→ HomGrA(N ,HomGrA(A≥1,L ⊗ elA))
is epi. If N is a generator of GrA and π : ModHomGrA(N ,N ) → B is a quo-
tient functor which makes πHomGrA(N ,−) : GrA → B an equivalence, π(f) =
πHomGrA(N , γ) is an epi. Thus γ is epi and (4.2) is exact in the middle.
We next show that d0 is a monomorphism. This is the same as showing that
HomGrA(ekA/A≥1,L ⊗ elA) = 0, which is the same as showing that the equalizer
of the diagram
(4.3)
L⊗Alk ⊗ (A/A≥1)∗kk −−−−→ Π
j
L ⊗Al,j+k ⊗ (A/A≥1)∗k,j+ky y
Π
j
(L ⊗Al,j+k ⊗A∗k,j+k)⊗ (A/A≥1)
∗
kk −−−−→∼=
Π
j
(L ⊗Alj ⊗ ((A/A≥1)kk ⊗Akj)∗
whose maps are those in (3.24), equals 0. Now, the morphism
Alk → Alk ⊗Ak,k+1 ⊗A
∗
k,k+1 → Al,k+1 ⊗A
∗
k,k+1
is monic by Lemma 2.6, i.e. j = 1 component of the left-hand route of (4.3) is a
monomorphism, while the j = 1 component of the right-hand route of (4.3) is the
zero morphism, whence the claim.
We defer the proof that d1 is epi to Section 7.5. 
Definition 4.5. Let C be an object of B. Let l, r,m ∈ Z. We say C ⊂ [l, r] if Cij
is zero whenever i, j ∈ Z do not satisfy l ≤ j − i ≤ r. We say C is concentrated in
degree m if C ⊂ [m,m].
Corollary 4.6. If C is an object of GrA concentrated in degree m and L is a
coherent, locally free OX-module and M is an object in GrA,
Ext iGrA(C,M)j ∼= Ext
i
GrA(A0,M)j+m ⊗ C
∗
j,j+m,
Ext iGrA(C,L ⊗ elA) = 0 for all integers i 6= 2 and Ext
i
GrA(C,M) = 0 for all i > 2.
Proof. By hypothesis, C = ⊕
k
Ck,k+m. Thus
Ext iGrA(C,M)j = Ext
i
GrA(⊕
k
Ck,k+m,M)j
∼= Ext iGrA(ejC,M)
∼= Ext iGrA(Cj,j+m ⊗ ej+mA0,M)
∼= Ext iGrA(A0,M)j+m ⊗ C
∗
j,j+m
where we have used Lemma 4.3 to establish the final isomorphism. The second
result follows from Theorem 4.4 and the third result follows from Proposition 4.1.

Corollary 4.7. If L is a coherent, locally free OX-module, Ext
i
GrA(A/A≥n,M) = 0
for i > 2 and Ext iGrA(A/A≥n,L ⊗ elA) = 0 for i 6= 2.
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Proof. We prove the result by induction on n. When n = 1, the result follows from
Corollary 4.6. Next, we note that the exact sequence
0→ A≥n/A≥n+1 → A/A≥n+1 → A/A≥n → 0
induces a long exact sequence, of which
Ext iGrA(A/A≥n,M)→ Ext
i
GrA(A/A≥n+1,M)→ Ext
i
GrA(A≥n/A≥n+1,M)
is a part. If i > 2 the left term is zero by induction hypothesis while the right term
is zero by Corollary 4.6. If i = 0 or i = 1 and M = L ⊗ elA the same reasoning
ensures that the center is zero. 
The following Lemma and proof are slight modifications of [8, Lemma 2.3, p. 21]
Lemma 4.8. Let C be an object of B such that C ⊂ [l, r] and let M be an object of
GrA such that
ExtjGrA(A0,M) ⊂ [λ, ρ]
for all j ≤ i. Then, for j ≤ i,
ExtjGrA(C,M) ⊂ [λ− r, ρ− l].
Proof. Assume C is concentrated in degree m. By Corollary 4.6,
(4.4) Ext iGrA(C,M)k
∼= Ext iGrA(A0,M)k+m ⊗ C
∗
k,k+m.
Since Ext jGrA(A0,M) ⊂ [λ, ρ], (4.4) implies Ext
i
GrA(C,M) ⊂ [λ − m, ρ − m] as
desired.
Now, consider the general situation C ⊂ [l, r], and define ekC′ = Ck,k+r. We have
a short exact sequence
0→ C′ → C → C/C′ → 0
with C/C′ ⊂ [l, r− 1]. We shall use this for induction on r − l, the case r = l being
dealt with above.
Suppose that r − l = m and that the result is correct when r − l = m− 1. The
long-exact sequence for ExtGrA(−,M) on the above short exact sequence contains
ExtjGrA(C/C
′,M)→ ExtjGrA(C,M)→ Ext
j
GrA(C
′,M).
But the left hand module is in [λ − r + 1, ρ − l], whereas the right module is in
[λ− r, ρ− r]. 
Lemma 4.9. Let L be a coherent, locally free OX-module. In the category of graded
OX-modules, Ext
2
GrA(A0,L⊗ elA) is a direct summand of
lim
n→∞
Ext2GrA(A/A≥n,L ⊗ elA),
and
(4.5)
( lim
n→∞
Ext2GrA(A/A≥n,L ⊗ elA))l−2−i
∼=
{
L ⊗Q∗l−2 ⊗A
∗
l−2−i,l−2 if i ≥ 0,
0 otherwise.
Proof. For all n ≥ 1, the exact sequence
(4.6) 0→ A≥n/A≥n+1 → A/A≥n+1 → A/A≥n → 0
induces a sequence
(4.7) 0→ Ext2GrA(A/A≥n,L ⊗ elA)→ Ext
2
GrA(A/A≥n+1,L ⊗ elA)
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→ Ext2GrA(A≥n/A≥n+1,L⊗ elA)→ 0
of gradedOX -modules which is exact by Corollary 4.7. In order to prove the lemma,
we prove, by induction on n, that Ext2GrA(A/An+1,L⊗ elA) is contained in degrees
[l − 2− n, l− 2].
When n = 1, we have an exact sequence
0→ Ext2GrA(A/A≥1,L ⊗ elA)→ Ext
2
GrA(A/A≥2,L ⊗ elA)
→ Ext2GrA(A≥1/A≥2,L ⊗ elA)→ 0.
Since the left hand term is concentrated in degree l− 2, while the right hand term
is concentrated in degree l − 3 by Lemma 4.8, the central term is contained in
[l − 3, l− 2] = [l − 2− 1, l− 2].
Next, suppose Ext2GrA(A/A≥n,L ⊗ elA) ⊂ [l − 2 − n + 1, l − 2]. Since the right
hand term of the exact sequence (4.7) is concentrated in degree l−2−n by Lemma
4.8, the central term is contained in [l − 2− n, l − 2] as desired. The isomorphism
(4.5) now follows from Corollary 4.6. 
Corollary 4.10.
cd lim
n→∞
HomGrA(A/A≥n,−) = 2.
Proof. Since direct limits are exact in GrA,
Ri( lim
n→∞
HomGrA(A/A≥n,−)) ∼= lim
n→∞
Ext iGrA(A/A≥n,−).
By Corollary 4.7, this is zero whenever i > 2.
On the other hand, by Lemma 4.9, Ext2GrA(A0,L⊗ elA) is a direct summand of
lim
n→∞
Ext2GrA(A/A≥n,L⊗ elA) in the category of OX -modules. By Theorem 4.4,
Ext2GrA(A0,L⊗ elA) 6= 0
whence the result. 
4.3. Application to Non-commutative P1-bundles. In this section, we prove
a vanishing result for the cohomology of ProjA and we compute the cohomological
dimension of ProjA when X is a smooth projective variety of dimension d over K.
Theorem 4.11. For i ≥ 1, the right-derived functors of τ : GrA → GrA and
ω : ProjA → GrA satisfy
Ri+1 τ(−) ∼= Ri ω(π(−))
and there is an exact sequence
0 −−−−→ τM −−−−→ M
η
−−−−→ ωπM −−−−→ R1 τM −−−−→ 0.
Proof. By Lemma 2.12, the hypothesis of [16, Theorem 14.15 (3), p.99] hold with
A = GrA and T = TorsA. The result follows. 
Corollary 4.12. The counit
OX(−i)⊗ emA → ωπ(O(−i)X ⊗ emA)
is an isomorphism for all i,m ∈ Z.
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Proof. By Theorem 4.11, it suffices to prove that τ(OX(−i) ⊗ emA) = 0 and
R1 τ(OX(−i) ⊗ emA) = 0. Both of these equalities follow from Corollary 4.7 in
light of the fact that
Ri τ ∼= lim
n→∞
Ext iGrA(A/A≥n,−).

Theorem 4.13. Let d be the cohomological dimension of X. For 0 ≤ j ≤ d,
(4.8) Rj(Γ ◦ ω(−)0)(π(OX(−i)⊗ emA)) = 0
whenever i,m >> 0.
Proof. Since the counit OX(−i) ⊗ emA → ωπ(OX(−i)⊗ emA) is an isomorphism
by Corollary 4.12, (4.8) holds when j = 0 since (OX(−i)⊗ emA)0 = 0 for m > 0.
In case 0 < j ≤ d, consider the exact sequence
(4.9) Rj Γ(ω(π(OX(−i)⊗ emA))0)→ R
j(Γω(−)0)(π(OX (−i)⊗ emA))→
Rj−1 ΓR1(ω(−)0)(π(OX(−i)⊗ emA))
arising from the Grothendieck spectral sequence. The left hand term of (4.9) is
zero since the counit OX(−i)⊗ emA → ωπ(OX(−i)⊗ emA) is an isomorphism by
Corollary 4.12. Thus, to prove the central term of (4.9) is zero, it suffices to show
the final term of (4.9) is zero. Since (R1 ω)π ∼= R2τ by Theorem 4.11, it in fact
suffices to prove that
Rj−1 Γ((R2 τ)(OX (−i)⊗ emA)0) = 0
for i,m >> 0. By Lemma 4.9, it thus suffices to prove that
Rj−1 Γ(OX(−i)⊗Q
∗
m−2 ⊗A
∗
0,m−2) = 0
for i >> 0. Let F = Q∗m−2 ⊗ A
∗
0,m−2. Then, for 1 ≤ j ≤ d, Serre duality on X
gives us an isomorphism
ExtjX(OX(−i)⊗F , ωX)
∼= Rd−j Γ(X,OX(−i)⊗F)
′
where ωX is a dualizing sheaf on X . On the other hand, for i >> 0,
ExtjX(OX(−i)⊗F , ωX)
∼= Ext
j
X(OX(−i), ωX ⊗F
∗)
∼= Γ(X, Ext
j
OX
(OX(−i), ωX ⊗F
∗))
= 0
where the first isomorphism is due to a variant of [5, Proposition 6.7, p. 235], the
second isomorphism is a consequence of [5, Proposition 6.9, p. 236], and the final
equality is due to the fact that OX(−i) is locally free. 
Lemma 4.14. Suppose A, B and C are abelian categories such that A and B have
enough injectives and G : A → B and F : B → C are left exact functors. If, for I
injective in A, G(I) is F -acyclic and if cdG=1 and cdF=d, then
cd(FG) ≤ d+ 1
and
Rd+1(FG) ∼= (Rd F )(R1G).
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Proof. The Grothendieck Spectral Sequence is a convergent first quadrant spectral
sequence
Epq2 = (R
p F )(Rq G)(A) =⇒ Rp+q(FG)(A).
Since cd G=1, the only nonzero rows on the E2 page are the q = 0 and q = 1 rows.
The lemma is a straightforward consequence of these facts, and we leave the rest
of the proof as an exercise. 
Lemma 4.15. If X is an integral, proper K-scheme then Γ(X,OX) ∼= K.
Theorem 4.16. If X is a smooth, projective variety of dimension d, the cohomo-
logical dimension of the functor HomProjA(π(OX(−i)⊗ emA),−) equals dimX + 1
for all i,m ∈ Z.
Proof. SinceX is projective and irreducible, Lichtenbaum’s theorem implies cdX =
d [6, Theorem 3.1, p.416].
If Γ : ModX → ModΓ(X,OX) is the global sections functor,
HomProjA(π(OX(−i)⊗ emA),−) ∼= HomGrA(OX(−i)⊗ emA, ω(−))
∼= HomOX (OX(−i),HomGrA(emA, ω(−)))
∼= HomOX (OX(−i), (ω(−))m)
∼= HomOX (OX ,OX(i)⊗ (ω(−))m)
∼= Γ ◦ OX(i)⊗ (ω(−))m
where we have used Proposition 3.10 for the second isomorphism and Proposition
3.15 for the third isomorphism.
To complete the proof of the theorem, it suffices, by Lemma 4.14, to find an
object N in ProjA such that RdΓ(OX(i) ⊗ R
1ω(N )m) 6= 0. Suppose π(M) ∼= N .
Then we must find an object M in GrA such that
Hd(X,OX(i)⊗R
1ω(πM)m) 6= 0.
LetM = OX(−i)⊗ ωX ⊗ em+2A, where ωX is the canonical sheaf on X . By Serre
duality on X ,
Hd(X,OX(i)⊗ R
1ω(πM)m)
′ ∼= HomOX (OX(i)⊗ R
1ω(πM)m, ωX).
By Theorem 4.11, R1ω(πM) ∼= R2τ(M). By Proposition 3.19,
R2 τM∼= lim
n→∞
Ext2GrA(A/A≥n,M).
Thus
HomOX (OX(i)⊗ R
1ω(πM)m, ωX) ∼= HomOX (OX(i)⊗ lim
n→∞
Ext2GrA(A/A≥n,M)m, ωX)
∼= HomOX ( lim
n→∞
Ext2GrA(A/A≥n,M)m,OX(−i)⊗ ωX).
By Lemma 4.9, this is isomorphic to a product of
(4.10) HomOX (Ext
2
GrA(A0,M)m,OX(−i)⊗ ωX)
with some other K-vector space. To prove the result, it suffice to show (4.10) is
nonzero. By Theorem 4.4,
Ext2GrA(A0,OX(−i)⊗ ωX ⊗ em+2A)m
∼= OX(−i)⊗ ωX ⊗Q
∗
m
∼= OX(−i)⊗ ωX
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as OX -modules. Thus
HomOX (Ext
2
GrA(A0,M)m,OX(−i)⊗ ωX)
∼= HomOX (OX(−i)⊗ ωX ,OX(−i)⊗ ωX)
∼= HomOX (OX ,OX)
∼= K
where the last isomorphism is from Lemma 4.15. Thus (4.10) is nonzero as desired.

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5. Serre duality
Most of the results in this section are modest generalizations of the results in [9].
5.1. Quotient categories and derived functors.
Lemma 5.1. [15, Exercise 1, p. 370] Let A be an abelian category. If M is a
noetherian A-module, the functor HomA(M,−) commutes with direct sums.
Lemma 5.2. If A is a Grothendieck category, taking (co-)homology of A-complexes
commutes with taking small direct sums of such complexes.
Proof. Let fi : Mi → Ni be a family of morphisms in A. Since direct sums are
exact in A, ker ⊕fi ∼= ⊕ ker fi and coker ⊕fi ∼= ⊕ coker fi. Thus, ⊕ im fi ∼= im
⊕fi, and the assertion follows. 
Lemma 5.3. If A is a locally noetherian category, and C is a localizing subcategory
of A, the direct sum of a small family of injective objects in A/C is injective.
Proof. Since A is locally noetherian, the direct sum of a small family of injective
objects is injective [4, Corollaire 1, p. 358]. Let {Ai} be a small family of injectives
from A/C. For each i, Ai ∼= πωAi [16, Proposition 11.20(5), p. 78]. In addition, ωAi
is torsion-free [16, Proposition 11.20(1), p. 78] and, since A has enough injectives
[4, The´ore´m 2, p. 362], ωAi is also injective [16, Theorem 11.25(1), p. 81]. Thus,
⊕ωAi is injective. Since ω commutes with direct limits [4, Corollaire 1, p. 379],
⊕ωAi ∼= ω⊕Ai is also torsion-free. Thus, πω⊕Ai ∼= ⊕Ai is injective [16, Theorem
11.25(2)] as desired. 
From now on, we let A denote a locally noetherian category, and we assume
a localizing subcategory C of A has been chosen. By [4, Corollaire 1, p.81], the
quotient category A/C is locally noetherian. We let Q denote the quotient A/C.
Corollary 5.4. If U is an abelian category and T : Q→ U is an additive left exact
functor which commutes with small direct sums, then each right-derived functor
Ri T also commutes with small direct sums.
Corollary 5.5. If U is an abelian category and M is an object of A such that
HomA(M,−) commutes with small direct sums, then each functor
RiHomQ(πM,−) : Q→ U
commutes with small direct sums.
Proof. Since HomQ(M,−) is additive, it suffices, by Corollary 5.4 to show that
HomQ(M,−) commutes with small direct sums. Since ω commutes with direct
sums, this follows from [16, Proposition 11.20(3), p. 78]. 
Definition 5.6. Let R be a commutative ring. Then A is R-linear if there is a
map of rings λ : R → HomA(M,M) for all M in A such that if f : M→ N is a
morphism in A, the diagram
R −−−−→ HomA(M,M)y y
HomA(N ,N ) −−−−→ HomA(M,N )
whose right vertical and bottom horizontal are induced by f commutes.
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We omit the straightforward proof of the following
Lemma 5.7. Suppose A is R-linear. The categories Ch and K inherit an R-linear
structure from A. If R is a field, D inherits an R-linear structure from K such that
the localization functor Q : K→ D is R-linear.
From now on, we assume A is K-linear for some field K.
The proof of the following lemma is straightforward, so we omit it.
Lemma 5.8. Let B be a category with arbitrary direct sums and let S be a multi-
plicative system in B which is closed under direct sums. Then the localization of B
at S, BS inherits direct sums from B.
Corollary 5.9. If B is an abelian category closed under direct sums, K(B) has
direct sums and D(B) inherits direct sums from K(B).
Proof. Direct sums of complexes in B descend to direct sums in K [2, Lemma
1.1, p.211]. Since cohomology of complexes commutes with direct sums, quasi-
isomorphisms in K are closed under direct sums and the previous lemma applies. 
Proposition 5.10. Let U be an abelian category closed under direct sums. If
T : Q→ U is a left exact functor with finite cohomological dimension D, then D(Q)
and D(U) have direct sums and the derived functor
RT : D(Q)→ D(U)
exists and preserves small direct sums.
Proof. The first assertion follows from Corollary 5.9, and the proof of the second
assertion is virtually identical to the proof of [9, Proposition 2.1, p. 712], relying
on Lemma 5.2 and Corollary 5.4. 
Lemma 5.11. Let B be an object of Q such that
T (−) = HomQ(B,−)
has finite cohomological dimension, and let U = ModK. Then the derived functor
RT : D(Q)→ D(U)
exists, preserves small direct sums, and there is an isomorphism of functors
(5.1) h0RT (−)
∼=
→ HomD(Q)(B,−).
Proof. The first two assertions follow from Proposition 5.10. The proof of the
third claim proceeds exactly like the proof of [9, Lemma 2.3, p. 713], where the
isomorphism (5.1) on T -acyclics Q∗ is the localization map
HomK(Q)(B,Q
∗)→ HomD(Q)(B,Q
∗).
This map is a K-module homomorphism by Lemma 5.7. 
Proposition 5.12. If Q satisfies (Gen) with the set {Bi,m}i,m∈Z and T (−) =
HomQ(Bi,m,−) has finite cohomological dimension, then D(Q) is compactly gener-
ated.
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Proof. By Corollary 5.9, D(Q) has direct sums. Since Q satisfies (Gen), and since
an acyclic complex is isomorphic to the zero complex in D(Q), {Bi,m{n}}i,m,n∈Z is
a generating set for D(Q).
To complete the proof that D(Q) is compactly generated, we must prove
{Bi,m{n}}i,m,n∈Z
is a set of compact objects, i.e., we must prove that
HomD(Q)(Bi,m{n},−)
commutes with direct sums. By Lemma 5.11, RT exists and commutes with direct
sums. Thus, h0RT (−) preserves direct sums, and so HomD(Q)(Bi,m,−) preserves
direct sums by Lemma 5.11. By the observation following [2, Definition 1.6, p.
210], HomD(Q)(Bi,m{n},−) is compact as well. 
5.2. Serre duality for quotient categories. In this section we assume Q = A/C
satisfies (Gen) with the set {Bi,m}i,m∈Z and T (−) = HomQ(Bi,m,−) has finite
cohomological dimension D for all i,m ∈ Z.
We let Γ(−) = HomQ(B0,0,−), and we let Hn(−) denote the n’th right derived
functor of Γ(−). Finally, we let Hom∗(−,−) denote the complex-hom. We will
sometimes abuse notation in this section by writing K for ModK.
Theorem 5.13. The derived functor RΓ has a right-adjoint
G : D(K)→ D(B).
Proof. Since the hypothesis of Proposition 5.12 hold, the result follows from the
Brown Adjoint Functor Theorem [13, Theorem 4.1, p. 223]. 
Definition 5.14. We set ω∗ = G(K), ω◦ = h−D(ω∗) and call ω∗ the dualizing
complex.
Corollary 5.15. There is an isomorphism of abelian groups
HomD(Q)(C
∗, ω∗) ∼= HomK(h
0RΓC∗,K)
natural in C∗.
Proof. By Theorem 5.13 there is a natural isomorphism of abelian groups
HomD(Q)(C
∗, GM∗) ∼= HomD(K)(RΓC
∗,M∗).
Setting M∗ = K gives an isomorphism
HomD(Q)(C
∗, ω∗) ∼= HomD(K)(RΓC
∗,K).
It is straightforward to show that h0(Hom∗K(RΓC
∗,K)) ∼= HomK(K)(RΓC
∗,K) as
K-modules. On the other hand, the localization map
HomK(K)(RΓC
∗,K)→ HomD(K)(RΓC
∗,K)
is an isomorphism of K-modules by [21, Corollary 10.4.7, p.388]. Thus, to prove
the result, we must establish an isomorphism
h0(Hom∗K(RΓC
∗,K))→ HomK(h
0RΓC∗,K).
Such an isomorphism exists by exactness of the functor HomK(−,K). 
Lemma 5.16. The only non-vanishing cohomology of ω∗ is in degrees −D,−D +
1, . . . , 0. Thus we may assume that ω∗ has ω−D−r = 0 for every r > 0 and that ω∗
consists of injective Q-objects.
SERRE DUALITY FOR NON-COMMUTATIVE P1-BUNDLES 49
Proof. By Corollary 5.15,
HomD(Q)(Bi,m{−n}, ω
∗) ∼= HomK(h
0RΓ(Bi,m{−n}),K).
Since RΓ is triangulated, it commutes with shifts so that
h0RΓ(Bi,m{−n}) ∼= h
−n(RΓ(Bi,m))
∼= R−n Γ(Bi,m).
Thus
HomK(h
0RΓ(Bi,m{−n}),K) ∼= HomK(R
−n Γ(Bi,m),K).
The first claim follows from the fact that Q satisfies (Gen) with {Bi,m}i,m∈Z.
To prove the second assertion, note that by the first part of the Lemma, ω∗ is
quasi-isomorphic to
· · · → 0→ ω−D/B−D(ω∗)→ ω−D+1 → · · · → ω0 → · · ·
The fact that we can assume ω∗ consists of injective Q-objects now follows from
the proof of [21, Theorem 10.4.8, p.388]. 
Lemma 5.17. Let M be an object of Q. The adjointness isomorphism of abelian
groups
(5.2) HomD(Q)(M{n}, ω
∗) ∼= HomD(K)(RΓM{n},K)
is an isomorphism which induces an isomorphism of K-modules
(5.3) h0Hom∗(M{n}, ω∗) ∼= h0Hom∗(RΓM{n},K).
functorial in M{n}.
Proof. SinceM is quasi-isomorphic to an injective resolution ofM, and since (5.2)
is functorial, it suffices to prove the result after replacingM{n} with a left-bounded
complex of injectives, I∗. By [21, Corollary 10.5.11, p.394] and [21, Existence
Theorem 10.5.6, p. 392], the diagram
HomK(I
∗, ω∗)
Γ
−−−−→ HomK(ΓI
∗,Γω∗) −−−−→ HomK(ΓI
∗,K)y y y
HomD(I∗, ω∗) −−−−→
RΓ
HomD(RΓI∗,RΓω∗) −−−−→ HomD(RΓI∗,K)
whose verticals are localizations, whose bottom-right horizontal is induced by the
counit of the adjoint pair (RΓ, G), and whose top-right horizontal is the map guar-
anteed to exist by [21, Corollary 10.4.7, p. 388], commutes. Since K and Γ are
K-linear, and since the verticals are isomorphisms by [21, Corollary 10.4.7, p. 388]
the bottom horizontals must be K-linear maps since the top verticals are. Thus,
(5.2) is a morphism of K-modules.
To complete the proof, we note that
HomD(Q)(M{n}, ω
∗)
Q−1
→ HomK(Q)(M{n}, ω
∗) ∼= h0Hom∗(M{n}, ω∗)
and
HomD(K)(RΓM{n},K)
Q−1
→ HomK(K)(RΓM{n},K) ∼= h
0Hom∗(RΓM{n},K)
are isomorphisms of K-modules. 
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The proof of the following two Corollaries are essentially the same as the proofs
of [9, Corollary 3.5, p. 715] and [9, Corollary 3.6, p. 716].
Corollary 5.18. The dualizing complex ω∗ has the property that
HomK(H
n(M),K) ∼= h−nHomQ(M, ω
∗).
Furthermore, this isomorphism is K-linear and functorial in M.
Proof. First, notice that
HomK(H
n(M),K) ∼= (h0RΓM{n})′
as K-modules. On the other hand, (5.3) tells us the right-hand side is isomorphic,
as K-modules, to h0Hom∗(M{n}, ω∗). 
Corollary 5.19. Let r ∈ N, suppose
(5.4) HD−1(Bi,m) = · · · = H
D−r(Bi,m) = 0
for all i >> 0 and all m >> 0. Then, for n = D,D − 1, . . . , D − r there is a
K-linear isomorphism
Hn(M)′ → ExtD−nQ (M, ω
0)
functorial in M.
Proof. By Corollary 5.15,
HomD(Q)(Bi,m{D − n}, ω
∗) ∼= h0RΓ(Bi,m{D − n})
′
∼= HD−n(Bi,m)
′.
Thus, since Q satisfies (Gen) with {Bi,m}i,m∈Z, (5.4) implies
h−D+1 ω∗ = · · · = h−D+r ω∗ = 0.
This implies ω∗ is the beginning of ω0’s injective resolution, twisted by {D}. Thus,
by Corollary 5.18,
Hn(M)′ = h−nHomQ(M, ω
∗) = ExtD−nQ (M, ω
0).

Theorem 5.20. Let X be a smooth projective variety of dimension d over a field
K, and let A be a non-commutative symmetric algebra generated by a locally free
OX-bimodule of rank two. Then there exists an object ωA in ProjA such that for
0 ≤ i ≤ d+ 1 there is an isomorphism
ExtiProjA(π(OX ⊗ e0A),M)
′ ∼= Extd+1−iProjA (M, ωA)
natural in M. The prime denotes dualization with respect to K.
Proof. If we set A = GrA, C = TorsA, Bi,m = π(OX(−i) ⊗ emA) and r = D,
Theorem 4.16, Proposition 2.19 and Theorem 4.13 ensure that the hypothesis of
Corollary 5.19 are satisfied. The result follows. 
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6. Compatibilities
The purpose of this section is to prove various compatibilities between the duality
functor (−)∗ and the tensor product functor ⊗.
Given a diagram of categories, functors, and natural transformations:
X
F

✤✤ ✤✤
 ∆
EE
F ′′
✤✤ ✤✤
∆
′F ′
// Y
G

✤✤ ✤✤
 Θ
EE
G′′
✤✤ ✤✤
Θ
′G′
// Z
we have
(6.1) (Θ′ ◦Θ) ∗ (∆′ ◦∆) = (Θ′ ∗∆′) ◦ (Θ ∗∆).
The proof of the following lemma is straightforward, so we omit it.
Lemma 6.1. For i = 1, 2, suppose Fi : C → D and Gi : D → C are functors such
that (Fi, Gi, ηi, ǫi) is an adjoint pair. Suppose ψ : F1 → F2 is an isomorphism.
Then (F1, G2, G2 ∗ ψ−1 ◦ η2, ǫ2 ◦ ψ ∗ G2) is an adjoint pair, and the isomorphism
φ : G2 → G1 resulting from the uniqueness of right adjoints makes the diagram
HomD(F2A,B)
∼=
−−−−→ HomC(A, G2B)
−◦ψA
y yφB◦−
HomD(F1A,B) −−−−→∼=
HomC(A, G1B)
whose horizontals are adjointness isomorphisms, commute.
Lemma 6.2. Keep the notation as in Lemma 6.1. If C = D, the diagram
F1G1
ǫ1−−−−→ id
η1
−−−−→ G1F1
ψ∗φ−1
y y= yφ−1∗ψ
F2G2 −−−−→
ǫ2
id −−−−→
η2
G2F2
commutes.
Proof. The commutivity of the diagram follows from the universal property of a
right adjoint to F1. 
Corollary 6.3. If A, B and B′ are coherent, locally free OX-bimodules and f :
B → B′ is a morphism, the diagram
(A⊗ B′)∗
(A⊗f)∗
−−−−−→ (A⊗ B)∗
∼=
y y∼=
B′∗ ⊗A∗ −−−−−→
f∗⊗A∗
B∗ ⊗A∗
whose verticals are the maps (2.2), commutes.
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Proof. Let (A,A∗), (B,B∗), (B′, B′
∗
), (C,C∗) and (C′, C′
∗
) denote the adjoint
pairs (−⊗A,−⊗A∗), (−⊗B,−⊗B∗), (−⊗B′,−⊗B′∗), (−⊗(A⊗B),−⊗(A⊗B)∗)
and (−⊗ (A⊗ B′),−⊗ (A⊗ B′)∗) respectively.
Associativity of the bimodule tensor product induces isomorphisms α : C → BA
and β : C′ → B′A. Thus, (C,A∗B∗) and (C′, A∗B′∗) are canonically adjoint
pairs as in Lemma 6.1. By uniqueness of right adjoints, there are isomorphisms
γ : C∗ → A∗B∗ and δ : C′∗ → A∗B′∗. In the proof that follows, we will abuse
notation by using the symbols η and ǫ to denote the canonical units and counits of
adjoint pairs. We will also omit horizontal products with identity functors where
no confusion arises.
To prove the Corollary, we need to show the outer circuit in the diagram
(6.2)
C′
∗ η−−−−→ C∗CC′∗
f
−−−−→ C∗C′C′∗
ǫ
−−−−→ C∗
δ
y yγ∗C∗δ yγ∗D∗δ yγ
A∗B′
∗ −−−−→
η
A∗B∗CA∗B′
∗ −−−−→
f
A∗B∗C′A∗B′
∗ −−−−→
ǫ
A∗B∗
=
y yα yβ y=
A∗B′
∗
A∗B∗BAA∗B′
∗ −−−−→
f
A∗B∗B′AA∗B′
∗
A∗B∗
=
y yǫ yǫ y=
A∗B′
∗ −−−−→
η
A∗B∗BB′
∗ −−−−→
f
A∗B∗B′B′
∗ −−−−→
ǫ
A∗B∗
commutes. Thus, it suffices to show each square in (6.2) commutes. The upper left
square in (6.2) is the outer circuit of the diagram
C′
∗ η−−−−→ C∗CC′∗
=
y yγ∗CC′∗
C′
∗ −−−−→
η
A∗B∗CC′
∗
δ
y yδ
A∗B′
∗ −−−−→
η
A∗B∗CA∗B′
∗
.
The top square commutes by Lemma 6.2 while the bottom square commutes by
(6.1).
The upper middle square of (6.2) commutes by (6.1).
The upper right square in (6.2) is the outer circuit in the diagram
C∗C′C′
∗ ǫ−−−−→ C∗
γ
y yγ
A∗B∗C′C′
∗ −−−−→
ǫ
A∗B∗
β
y xǫ
A∗B∗B′AC′
∗ −−−−→
δ
A∗B∗BAA∗B′
∗
.
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The upper square in this diagram commutes by (6.1) while the lower square com-
mutes by Lemma 6.2.
The central square in (6.2) commutes by the naturality of the associativity iso-
morphisms, while the lower middle square commutes by (6.1).
Finally, we show the lower left rectangle in (6.2) commutes. The proof that the
lower right rectangle commutes is similar, so we omit it. We must show the square
A∗
η∗A∗
−−−−→ A∗B∗CA∗
η
y yα
A∗B∗B ←−−−−
ǫ
A∗B∗BAA∗
commutes. Since
A∗
η∗A∗
−−−−→ A∗B∗CA∗
η∗A∗
y yα
A∗AA∗ −−−−−−−→
A∗∗η∗AA∗
A∗B∗BAA∗
commutes by Lemma 6.2, we need only show
A∗
η∗A∗
−−−−→ A∗AA∗
η
y yη
A∗B∗B ←−−−−
ǫ
A∗B∗BAA∗
commutes. This, in turn, follows from the commutivity of
A∗
ǫ
←−−−− A∗AA∗
η
y yη
A∗B∗B ←−−−−
ǫ
A∗B∗BAA∗
which follows from (6.1). 
Lemma 6.4. For 1 ≤ i ≤ 4, let (Fi, Gi, ηi, ǫi) be an adjunction and suppose
F1
ψ12
−−−−→ F2
ψ13
y yψ24
F3 −−−−→
ψ34
F4
is a commutative diagram of isomorphisms and let φji : Gj → Gi denote the iso-
morphism of functors resulting from the uniqueness of right adjoints. Then, for
each arrow ψij in the diagram,
(Fi, Gj , Gj ∗ ψij
−1 ◦ ηj , ǫj ◦ ψij ∗Gj)
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is an adjoint pair and the diagram
G1
φ21
←−−−− G2
φ31
x xφ42
G3 ←−−−−
φ43
G4
commutes.
Proof. The proof is a consequence of the universal property of the arrows φji and
we leave the details to the reader. 
Corollary 6.5. If E, F and G are locally free, coherent OX-bimodules, then the
diagrams
(6.3)
G∗ ⊗ (E ⊗ F)∗ −−−−→ G∗ ⊗ (F∗ ⊗ E∗)y y
((E ⊗ F)⊗ G)∗ −−−−→ (F ⊗ G)∗ ⊗ E∗
and
G∗ ⊗ (E ⊗ F)∗ −−−−→ (G∗ ⊗F∗)⊗ E∗y y
(E ⊗ (F ⊗ G))∗ −−−−→ (F ⊗ G)∗ ⊗ E∗
whose arrows are induced by the canonical isomorphism (2.2), commutes.
Proof. We only prove the first diagram commutes since the proof that the other
diagram commutes follows in a similar way. The diagram of functors from ModX
to ModX
(− ⊗ (E ⊗ F))⊗ G ←−−−− ((− ⊗ E)⊗F)⊗ Gx x
−⊗ ((E ⊗ F)⊗ G) ←−−−− (−⊗ E)⊗ (F ⊗ G)
whose arrows are associativity isomorphisms, commutes by [17, Propostion 2.5,
p. 442]. The arrows in this diagram induce the arrows of the diagram of adjoint
functors
(−⊗ G∗)⊗ (E ⊗ F)∗ −−−−→ ((− ⊗ G∗)⊗F∗)⊗ E∗y y
−⊗ ((E ⊗ F)⊗ G)∗ −−−−→ (−⊗ (F ⊗ G)∗)⊗ E∗
as in Lemma 6.4, and hence the diagram commutes by Lemma 6.4. The fact that
(6.3) commutes follows from the pentagon axiom (see [17, Propostion 2.5, p. 442])
and we leave the details to the reader. 
Lemma 6.6. Let (A,A∗, ηA, ǫA) and (B,B
∗, ηB , ǫB) be pairs of adjoint functors,
where A,B : C → D. If f : A → B is a natural transformation and f∗ is the dual
morphism,
B∗
ηA∗B
∗
−→ A∗AB∗
A∗∗f∗B∗
−→ A∗BB∗
A∗∗ǫB−→ A∗
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the diagrams
(6.4)
AB∗
f∗
−−−−→ AA∗
f
y yǫA
BB∗ −−−−→
ǫB
id
and
(6.5)
id
ηA
−−−−→ A∗A
ηB
y yf
B∗B −−−−→
f∗∗B
A∗B
commute.
Proof. By definition of f∗, (6.4) equals the diagram
AB∗
ηA
−−−−→ AA∗AB∗
f
−−−−→ AA∗BB∗
ǫB−−−−→ AA∗
f∗B∗
y yǫA∗BB∗ yǫA
BB∗ −−−−→
=
BB∗ −−−−→
=
BB∗ −−−−→
ǫB
id .
The right commutes by (6.1). Thus, we must show
AB∗
A∗ηA∗B
∗
−−−−−−→ AA∗AB∗
f∗B∗
y yAA∗∗f∗B∗
BB∗ ←−−−−−
ǫA∗BB∗
AA∗BB∗
commutes, i.e.
A
A∗ηA
−−−−→ AA∗A
f
y yAA∗f
B ←−−−−
ǫA∗B
AA∗B
commutes. But
A
ǫA∗A←−−−− AA∗A
f
y yAA∗f
B ←−−−−
ǫA∗B
AA∗B
commutes by (6.1). Thus, the right square in the diagram
A
A∗ηA
−−−−→ AA∗A
ǫA∗A−−−−→ A
f
y yAA∗f yf
B ←−−−−
ǫA∗B
AA∗B −−−−→
ǫA∗B
B
commutes. The fact that (6.4) commutes follows.
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The outer circuit of the diagram
id
ηA
−−−−→ A∗A
A∗f
−−−−→ A∗B
ηB
y yA∗A∗ηB xA∗∗ǫB∗B
B∗B −−−−−→
ηA∗B∗B
A∗AB∗B −−−−−−−→
A∗∗f∗B∗B
A∗BB∗B
.
equals (6.5). The left commutes by (6.1), while the right commutes since
A∗A
A∗∗f
−−−−→ A∗B
AA∗∗ηB
y yA∗B∗ηB
A∗AB∗B −−−−−−−→
A∗∗f∗B∗B
A∗BB∗B
commutes. 
We omit the straightforward proof of the following
Corollary 6.7. If A and B are locally free coherent OX-bimodules and f : A → B
is a morphism, the diagrams
B∗ ⊗A
f∗
−−−−→ A∗ ⊗A
f
y yǫ
B∗ ⊗ B −−−−→
ǫ
OX
and
OX
η
−−−−→ A⊗A∗
η
y yf
B ⊗ B∗ −−−−→
f∗
B ⊗A∗
commute.
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7. Proofs
In this section, all arrows labeled with “∼=” are canonical isomorphisms (2.2).
In addition, we will sometimes implicitly invoke both the naturality of the associa-
tivity of bimodules and the fact that any diagram whose arrows are associativity
isomorphisms commutes.
7.1. Proposition 3.11, associativity. We prove that the right A-module multi-
plication on HomGrA(C,M) is associative and compatible with scalar multiplica-
tion.
To show µ : HomGrA(C,M)⊗A → HomGrA(C,M) is associative, we must show
the diagram
(HomGrA(C,M)i ⊗Aij)⊗Ajk −−−−→ HomGrA(C,M)i ⊗Aiky y
HomGrA(C,M)j ⊗Ajk −−−−→ HomGrA(C,M)k
whose arrows are multiplications, commutes. Since HomGrA(C,M)k is a kernel,
the commutivity of this diagram follows from the commutivity of the diagram
((Π
l
Ml ⊗ C
∗
il)⊗Aij)⊗Ajk −−−−→ (Π
l
Ml ⊗ C
∗
il)⊗Aiky y
(Π
l
Ml ⊗ C
∗
jl)⊗Ajk −−−−→ Π
l
Ml ⊗ C
∗
kl
whose verticals are induced by (3.35). Expanding the diagram and dropping prod-
ucts, we must establish the commutivity of
(7.1)
(C∗il ⊗Aij)⊗Ajk
µ
−−−−→ C∗il ⊗Aik
µ∗
y yµ∗
((Aij ⊗ Cjl)∗ ⊗Aij)⊗Ajk (Aik ⊗ Ckl)∗ ⊗Aik
∼=
y y∼=
((C∗jl ⊗A
∗
ij)⊗Aij)⊗Ajk (C
∗
kl ⊗A
∗
ik)⊗Aik
ǫ
y yǫ
C∗jl ⊗Ajk C
∗
kl
µ∗
y xǫ
(Ajk ⊗ Ckl)∗ ⊗Ajk −−−−→∼=
(C∗kl ⊗A
∗
jk)⊗Ajk.
58 ADAM NYMAN
Consider the diagram
(7.2)
C∗ilAik
µ∗
−−−−→ (AikCkl)∗Aik
∼=−−−−→ (C∗klA
∗
ik)Aik
ǫ
−−−−→ C∗kl
µ
x xµ
(C∗ilAij)Ajk −−−−→µ∗
((AikCkl)
∗Aij)Ajk
µ∗
y yµ∗
((AijCjl)∗Aij)Ajk −−−−→
µ∗
((Aij(AjkCkl))∗Aij)Ajk ‖
∼=
y y∼=
((C∗jlA
∗
ij)Aij)Ajk −−−−→
µ∗
(((AjkCkl)∗A∗ij)Aij)Ajk
ǫ
y yǫ
C∗jlAjk −−−−→µ∗
(AjkCkl)∗Ajk −−−−→∼=
(C∗klA
∗
jk)Ajk −−−−→ǫ
C∗kl.
The outer top path of (7.2) (starting at the second row and first column) is the
right-hand route of (7.1), while the lower route of (7.2) is the left-hand route of
(7.1). Thus, in order to prove (7.1) commutes, it suffices to show every square in
(7.2) commutes. By the functoriality of ⊗ and (−)∗, the top left square, the second
left square and the bottom left square commute. The third left square commutes
by Corollary 6.3. Thus, to establish the result, we need to show the right-hand
square in (7.2) commutes. Define β as the composition
A∗ik
µ∗
→ (AijAjk)
∗ ∼=→ A∗jkA
∗
ij .
Since the outer circuit of the diagram
(7.3)
(AikCkl)∗Aik
∼=
−−−−→ (C∗klA
∗
ik)Aik
ǫ
−−−−→ C∗kl
µ
x µx x=
((AikCkl)∗Aij)Ajk −−−−→∼=
((C∗klA
∗
ik)Aij)Ajk C
∗
kl
µ∗
y βy xǫ
(((AijAjk)Ckl)∗Aij)Ajk −−−−→∼=
((C∗kl(A
∗
jkA
∗
ij))Aij)Ajk −−−−→
ǫ
(C∗klA
∗
jk)Ajk
∼=
y ∼=x ∼=x
(((AjkCkl)∗A∗ij)Aij)Ajk −−−−→=
(((AjkCkl)∗A∗ij)Aij)Ajk −−−−→
ǫ
(AjkCkl)∗Ajk
is the right-hand square in (7.2), the result will follow from its commutivity.
The upper-left and bottom right squares commute by the functoriality of ⊗,
the middle-left square commutes by Corollary 6.3, while the bottom-left square
commutes by Corollary 6.5. We leave it to the reader to check, using the naturality
of associativity, that the commutivity of the right square in (7.3) is implied by the
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commutivity of
A∗ik(AijAjk)
µ
−−−−→ A∗ikAik
µ∗
y yǫ
(AijAjk)∗(AijAjk) −−−−→
ǫ
OX .
The commutivity of this diagram follows from Corollary 6.7.
7.2. Proposition 3.11, scalar multiplication. To show that
µ : HomGrA(C,M)⊗A → HomGrA(C,M)
is compatible with scalar multiplication, it suffices to show
(7.4)
C∗il ⊗Aii
µ∗
−−−−→ (Aii ⊗ Cil)∗ ⊗Aii
µO
y y
C∗il ←−−−−µO◦ǫ
C∗il ⊗A
∗
ii ⊗Aii.
commutes, which will follow from the fact that
(7.5)
C∗il ⊗OX
=
−−−−→ C∗il ⊗Aii
ǫ
x yµ∗
(C∗il ⊗A
∗
ii)⊗Aii ←−−−−∼=
(Aii ⊗ Cil)
∗ ⊗Aii
commutes. To simplify notation, we write C for Cil and O for O∆ = Aii. Expanding
the right vertical of (7.5), we must show that the diagram
(7.6)
C∗O
µ
−1
O
O
−−−−→ (C∗O)O
η
−−−−→ (C∗((OC)(OC)∗))O
=
x yOµ
C∗O (C∗(C(OC)∗))O
ǫ
x yǫ
(C∗O∗)O ←−−−−
∼=
(OC)∗O ←−−−−
Oµ
(O(OC)∗)O
commutes. Let β denote the composition
O
η
−−−−→ OO∗
µ
−1
O
O∗
−−−−→ OOO∗
η
−−−−→ OCC∗O∗.
We leave it as an exercise to check, using the functoriality of ⊗ and Corollary 6.3,
to prove that the commutivity of (7.6) follows from the commutivity of
(7.7)
C∗O
µ
−1
O
O
−−−−→ (C∗O)O
β
−−−−→ (C∗((O(CC∗))O∗))O
ǫ
x yOµ
(C∗O∗)O ←−−−−
Oµ
((OC∗)O∗)O ←−−−−
ǫ
(C∗((CC∗)O∗))O.
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By the functoriality of ⊗, the diagram
(7.8)
(C∗O)O
µ
−1
O
O
←−−−− C∗O
β
y
(C∗((O(CC∗))O∗))O
Oµ
−−−−→ (C∗((CC∗)O∗))O
ǫ
−−−−→ ((OC∗)O∗)O
Oµ
−−−−→ (C∗O∗)O
ǫ
y yǫ yǫ
(C∗(CC∗))O −−−−→
ǫ
(OC∗)O −−−−→
Oµ
C∗O
µO
y yµO
(C∗C)C∗ −−−−→
ǫ
OC∗
commutes. In order to prove (7.7) commutes, we must show the top route of (7.8)
equals the identity. Since (7.8) commutes, it suffices to show its bottom route equals
the identity, i.e. that the diagram
(7.9)
OC∗
µ
−1
O−−−−→ O(C∗O)
Oµ
−−−−→ C∗O
µ
−1
O
O
−−−−→ (C∗O)O
ǫ
x yβ
C∗(CC∗) ←−−−−
µO
(C∗(CC∗))O ←−−−−
ǫ
(C∗((CC∗)O∗))O ←−−−−
Oµ
(C∗((O(CC∗))O∗))O
commutes. To prove this, it suffices to show
OO
Oǫ−1
−−−−→ O(O∗O)
Oµ
−1O∗O
−−−−−−−→ (OO)(O∗O)
η
y xµOO∗O yη
(OO∗)O −−−−−−−→
Oµ−1O∗O
((OO)O∗)O −−−−→
η
(O(CC∗))(O∗O)
commutes. The right square commutes trivially while the left square commutes
since (Oǫ) ◦ (ηO) = idO. Let
γ : C∗ ⊗ (C ⊗ C∗)→ (C∗ ⊗ C)⊗ C∗
and
δ : (C∗ ⊗O)⊗ C → C∗ ⊗ (O ⊗ C)
denote the canonical associativity isomorphisms. Since
((C∗O)(CC∗))(O∗O)
δ
−−−−→ (C∗((OC)C∗))(O∗O)
µO
y yOµ
(C∗(CC∗))(O∗O) −−−−→
=
(C∗(CC∗))(O∗O)
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commutes, in order to show the top of (7.9) commutes, it suffices, by the naturality
of associativity, to show
(7.10)
C∗O
µ
−1
O
O
−−−−→ (C∗O)O
ǫ−1
−−−−→ (C∗O)(O∗O)
Oµ
x yµ−1O
(OC∗)O ((C∗O)O)(O∗O)
ǫ
x yη
((C∗C)C∗)(O∗O) ←−−−−
γ
(C∗(CC∗))(O∗O) ←−−−−
µO
((C∗O)(CC∗))(O∗O)
commutes.
The commutivity of (7.10) is equivalent to the route in
(7.11)
(C∗O)O
ǫ−1
−−−−→ (C∗O)(O∗O)
µ
−1
O−−−−→ ((C∗O)O)(O∗O)
µ
−1
O
O
x xµ−1O O yη
C∗O −−−−→
ǫ−1
C∗(O∗O) ((C∗O)(CC∗))(O∗O)
µ
−1
O
y yµ−1O O yµO
(C∗O)O −−−−→
ǫ−1
(C∗O)(O∗O) −−−−→
µO
(C∗(CC∗))O∗O
ǫ
y yγ
(C∗O)O ((C∗C)C∗)(O∗O)
=
y yǫ
(C∗O)O −−−−−−−−−−−−−−→
(Oµ−1C∗O)◦(C∗OµO)
O(C∗O) −−−−→
Oµ
C∗O
beginning at the second row and first column and proceeding up and around the
outside of the diagram equaling the identity. Thus, to complete the proof that (7.10)
commutes, we show every square in (7.11) commutes, and we show the bottom route
of (7.11) is the identity.
We first prove that every square in (7.11) commutes. The upper and lower left
square commutes by the functoriality of ⊗. The commutivity of the upper right
square follows, in light of the functoriality ⊗, from the commutivity of
O
µO
←−−−− O ⊗O
η
y yη
C ⊗ C∗ ←−−−−
Oµ
O ⊗ (C ⊗ C∗).
Since the maps O⊗O
µO
→ O and O⊗O
Oµ
→ O are equal, this diagram commutes by
the naturality of the counit.
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The commutivity of the lower right square in (7.11) follows from the commutivity
of
(C∗O)O
η⊗ǫ−1
−−−−→ (C∗(CC∗))(O∗O)
C∗µO
y yγ
C∗O ((C∗C)C∗)(O∗O)
=
y yǫ
C∗O −−−−→
Oµ−1
O(C∗O)
and, hence, from the commutivity of
(C∗O)O
η
−−−−→ (C∗(CC∗))O
C∗µO
y yγ
C∗O ((C∗C)C∗)O
=
y yǫ
C∗O −−−−→
Oµ−1
O(C∗O).
Since the composition
C∗
µ
−1
O−−−−→ C∗O
η
−−−−→ C∗(CC∗)
γ
−−−−→ (C∗C)C∗
ǫ
−−−−→ OC∗
Oµ
−−−−→ C∗
is the identity, the upper route in this diagram is
(C∗O)O
µO
−−−−→ C∗O
Oµ
−1
−−−−→ O(C∗O)
and so the diagram commutes.
Finally, we must show the route in (7.11) starting in the first column and second
row and proceeding downwards is the identity. This is clear, and the proof follows.
7.3. Proposition 3.13(1), η is a morphism in GrA. We show
Mk ⊗Akl
ηk⊗Akl−−−−−→ HomGrA(C,M⊗AC)k ⊗Akl
µ
y yµ
Ml −−−−→
ηl
HomGrA(C,M⊗AC)l
commutes for all k and l. The above diagram will commute provided the diagram
(7.12)
Mk ⊗Akl −−−−→ ((M⊗AC)i ⊗ C
∗
ki)⊗Akl
µ
y y
Ml −−−−→ (M⊗AC)i ⊗ C
∗
li
whose right vertical is induced by the composition
(7.13) C∗ki ⊗Akl
µ∗
−−−−→ (Akl ⊗ Cli)∗ ⊗Akl
∼=
−−−−→ C∗li ⊗A
∗
kl ⊗Akl
ǫ
−−−−→ C∗li
and whose horizontals are induced by the composition
Mj
ηj
→ HomGrA(C,M⊗AC)l → Πi
(M⊗AC)i ⊗ C
∗
li
πj
→ (M⊗AC)j ⊗ C
∗
lj
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(whose second arrow is the canonical inclusion and whose last arrow is projection)
commutes for all i. To show (7.12) commutes, it suffices to show the diagram
(7.14)
MkAkl
η
−−−−→ (Mk(CkiC∗ki))Akl
µ
y y
Ml (MkCki)C∗li
η
y y
(MlCli)C∗li −−−−→ (⊕
m
MmCmi)C∗liy
(M⊗AC)iC
∗
li
whose upper right vertical is induced by (7.13), whose bottom horizontal and middle
right vertical are canonical inclusions, and whose bottom vertical is the canonical
quotient, commutes. To show (7.14) commutes, we claim it suffices to prove that
the diagram
(7.15)
(MkAkl)(CliC∗li)
η
−−−−→ ((Mk(CkiC∗ki))Akl)(CliC
∗
li)
µ
y y
Ml(CliC∗li) ((MkCki)C
∗
li)(CliC
∗
li)
η
y y
((MlCli)C∗li)(CliC
∗
li) −−−−→ ((⊕
m
MmCmi)C∗li)(CliC
∗
li)y
((M⊗AC)iC
∗
li)(CliC
∗
li)
ǫ
y
(M⊗AC)iC
∗
li
whose upper four rows are just (7.14) tensored on the right by Cli ⊗C∗li, commutes.
For, the vertices of (7.14) may be mapped to the upper seven vertices of (7.15) using
maps induced by the unit O
η
→ Cli⊗C∗li. Since the tensor product is functorial and
since the composition
C∗li
η
→ C∗li ⊗ Cli ⊗ C
∗
li
ǫ
→ C∗li
is the identity, the claim follows.
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Now we prove (7.15) commutes. To this end, we claim that each square in the
diagram
(7.16)
((Mk(CkiC
∗
ki)Akl)(CliC
∗
li)
µ
−−−−→ ((Mk(CkiC
∗
ki))Cki)C
∗
liy yǫ
((MkCki)C∗li)(CliC
∗
li) −−−−→ǫ
(MkCki)C∗liy y
((⊕
m
MmCmi)C∗li)(CliC
∗
li) −−−−→ǫ
⊕
m
(MmCmi)C∗liy y
((M⊗AC)iC
∗
li)(CliC
∗
li) −−−−→ǫ
(M⊗AC)iC
∗
li
whose left verticals are the right verticals in (7.15), whose center right vertical is
the canonical inclusion, and whose lower right vertical is induced by the canonical
quotient, commutes. For, the bottom two squares commute by the functoriality
of ⊗. We leave it as an exercise in the naturality of associativity to prove the
commutivity of the top square follows from Corollary 6.7. We also claim that the
diagram
(7.17)
⊕
k
⊕
l
((Mk(CkiC∗ki))Akl)Cli
µ
−−−−→ ⊕
k
(Mk(CkiC∗ki))Cki
η
x yǫ
⊕
k
⊕
l
(MkAkl)Cli −−−−→
µ
⊕
k
MkCki
µ
y y
⊕
l
MlCli −−−−→ (M⊗AC)i
whose unlabeled morphisms are canonical quotients, commutes. To prove the claim,
we note that the bottom square commutes by definition of M⊗AC, while the top
commutes by the functoriality of ⊗. Thus, (7.17) commutes.
To complete the proof that (7.15) commutes, and hence that (7.14) commutes,
we note that the outer circuit of the diagram resulting by putting (7.15) to the
left of (7.16) commutes since (7.17) commutes. Since (7.16) commutes, we may
conclude that (7.15) commutes, as desired.
7.4. Proposition 3.13(1), ǫ is a morphism in GrA. We prove
(HomGrA(C,M)⊗AC)k ⊗Akl
ǫk⊗Akl−−−−−→ Mk ⊗Akl
µ
y yµ
(HomGrA(C,M)⊗AC)l −−−−→ǫl
Ml
SERRE DUALITY FOR NON-COMMUTATIVE P1-BUNDLES 65
commutes. That is, we show the diagram
(7.18)
(⊕
m
(HomGrA(C,M))mCmk)Akl −−−−→ (⊕
m
(Π
i
MiC∗mi)Cmk)Akl −−−−→ MkAkl
µ
y yµ
⊕
m
(HomGrA(C,M))mCml −−−−→ ⊕
m
(Π
i
MiC
∗
mi)Cml −−−−→ Ml
whose left horizontals are the canonical inclusions and whose right horizontals are
induced by the composition
(Π
i
Mi ⊗ C
∗
mi)⊗ Cmi
πj
−−−−→ (Mj ⊗ C
∗
mj)⊗ Cmj
ǫ
−−−−→ Mj
commutes. Let
α : (HomGrA(C,M)m ⊗ Cmk)⊗Akl → ((Π
i
Mi ⊗ C
∗
mi)⊗ Cmk)⊗Akl
be the canonical inclusion. We first reduce the commutivity of (7.18) to the com-
mutivity of the diagram
(7.19)
(HomGrA(C,M)mCmk)Akl
α
y
((Π
i
MiC∗mi)Cmk)Akl
πl−−−−→ ((MlC∗ml)Cmk)Akl
πl
y y
((MlC∗ml)Cmk)Akl −−−−→ (((MlA
∗
kl)C
∗
mk)Cmk)Akl
µ
y yǫ
(MlC∗ml)Cml −−−−→ǫ
Ml
whose upper right vertical and middle horizontal are induced by the composition
(7.20) C∗ml
µ∗
−−−−→ (Cmk ⊗Akl)∗
∼=
−−−−→ A∗kl ⊗ C
∗
mk.
To this end, we note that, by definition of HomGrA(C,M), the diagram
(7.21)
(HomGrA(C,M)mCmk)Akl
α
−−−−→ ((Π
i
MiC∗mi)Cmk)Akl
α
y yπk
((Π
i
MiC∗mi)Cmk)Akl ((MkC
∗
mk)Cmk)Akl
πl
y y
((MlC∗ml)Cmk)Akl −−−−→ (((MlA
∗
kl)C
∗
mk)Cmk)Akl
whose bottom horizontal is induced by (7.20) and whose bottom right vertical is
induced by
(7.22) Mi
η
−−−−→ Mi ⊗ (Aij ⊗A∗ij)
µ
−−−−→ Mj ⊗A∗ij
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commutes. In addition, the diagram
(7.23)
((MkC∗mk)Cmk)Akl
ǫ
−−−−→ MkAkly y
(((MlA∗kl)C
∗
mk)Cmk)Akl −−−−→
ǫ
(MlA∗kl)Akl
whose verticals are induced by (7.22), commutes by the functoriality of ⊗. Finally,
the diagram
(7.24)
MkAkl
µ
−−−−→ Mly y=
(MkA∗kl)Akl −−−−→
ǫ
Ml
whose left vertical is induced by (7.22), commutes since the diagram
MkAkl
µ
−−−−→ Ml
ǫ
x xǫ
(MkAkl)(A∗klAkl) −−−−→
µ
Ml(A∗klAkl)
commutes by the functoriality of ⊗. Since (7.21), (7.23) and (7.24) commute, the
outer circuit of the diagram we get by placing (7.24) to the right of (7.23) and
(7.23) to the right of (7.21) commutes, i.e. the diagram
(HomGrA(C,M)mCmk)Akl
α
−−−−→ ((Π
i
MiC∗mi)Cmk)Akl
α
y yπk
((Π
i
MiC
∗
mi)Cmk)Akl ((MkC
∗
mk)Cmk)Akl
πl
y yǫ
((MlC
∗
ml)Cmk)Akl MkAkly yµ
((Ml(A
∗
klC
∗
mk)Cmk)Akl Ml
ǫ
y y=
(MlA∗kl)Akl −−−−→
ǫ
Ml
commutes. Thus, to prove (7.18) commutes, it suffices to prove that the outer circuit
of (7.19) commutes. We note that the top square in (7.19) trivially commutes. We
leave it as an exercise in the naturality of associativity to show the commutivity of
the bottom square in (7.19) follows from Corollary 6.7.
7.5. Theorem 4.4, d1 is an epimorphism. Let Ej = Aj,j+1 so that Ej+1 = E∗j .
Let α : Qi → Ei ⊗ Ei+1 denote the canonical inclusion, and let β denote the
isomorphism
Ei+1
η
−−−−→ Ei+1(QiQ
∗
i )
α
−−−−→ Ei+1((EiEi+1)Q
∗
i )
ǫ
−−−−→ Ei+1Q
∗
i .
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Finally, let ψ : Qi ⊗ ei+2A → Ei ⊗ ei+1A denote the morphism of right A-modules
whose kth component is the composition
Qi ⊗Ai+2,k
α
−−−−→ (Ei ⊗ Ei+1)⊗Ai+2,k
µ
−−−−→ Ei ⊗Ai+1,k.
We prove the morphism
ψ′ : HomGrA(Ei ⊗ ei+1A, elA)→ HomGrA(Qi ⊗ ei+2A, elA)
induced by ψ is an epimorphism. Let φ be the epimorphism
Al,i+1E∗i
η
−−−−→ (Al,i+1E∗i )(QiQ
∗
i )
β−1
−−−−→ Al,i+1Ei+1Q∗i
µ
−−−−→ Al,i+2Q∗i .
We show the diagram
(7.25)
Al,i+1E∗i −−−−→ HomGrA(ei+1A, elA)E
∗
i −−−−→ HomGrA(Eiei+1A, elA)
φ
y yψ′
Al,i+2Q∗i −−−−→ HomGrA(ei+2A, elA)Q
∗
i −−−−→ HomGrA(Qiei+2A, elA)
whose right horizontals are the isomorphisms in Theorem 3.16 (4) and whose left
horizontals are induced by the composition of the unit of the adjoint pair
(−⊗AA,HomGrA(A,−))
with the isomorphism
HomGrA(A, elA⊗AA)→ HomGrA(A, elA)
induced by the multiplication isomorphism
elA⊗AA → elA
from Proposition 3.5, commutes.
The diagram
Al,i+1E∗i
ηi+1
−−−−→ HomGrA(A, elA⊗AA)i+1E
∗
iy
(Al,i+1E∗i )(QiQ
∗
i )y yβ
(Al,i+1E∗i )((EiEi+1)Q
∗
i )y
Al,i+1(Ei+1Q∗i )
ηi+1
−−−−→ HomGrA(A, elA⊗AA)i+1(Ei+1Q
∗
i )
µ
y yµ
Al,i+2Q∗i −−−−→
ηi+1
HomGrA(A, elA⊗AA)i+2Q
∗
i
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whose left column is φ, commutes since the counit of (−⊗AA,HomGrA(A,−)) is
an A-module morphism. In addition, the diagram
HomGrA(A, elA⊗AA)i+1E
∗
i −−−−→ HomGrA(A, elA)i+1E
∗
i
β
y yβ
HomGrA(A, elA⊗AA)i+1(Ei+1Q
∗
i ) −−−−→ HomGrA(A, elA)i+1(Ei+1Q
∗
i )
µ
y yµ
HomGrA(A, elA⊗AA)i+2Q
∗
i −−−−→ HomGrA(A, elA)i+2Q
∗
i
whose horizontals are the isomorphisms from Theorem 3.16 (4), commutes by func-
toriality of HomGrA(A,−) and ⊗. Thus, to prove (7.25) commutes, it suffices to
prove the diagram
(7.26)
HomGrA(ei+1A, elA)E∗i −−−−→ HomGrA(Eiei+1A, elA)
β
y y
HomGrA(ei+1A, elA)(Ei+1Q∗i ) HomGrA(Ei(Ei+1ei+2A), elA)
µ
y yα
HomGrA(ei+2A, elA)Q∗i −−−−→ HomGrA(Qiei+2A, elA)
whose upper right vertical is induced by multiplication Ei+1 ⊗ ei+2A → ei+1A and
whose horizontals are induced by the isomorphisms in Theorem 3.16 (4), commutes.
Let E = Ei and let Q = Qi. To prove (7.26) commutes, it suffices to show, by the
definition of HomGrA(−,−), that the diagram
(7.27)
A∗i+1,jE
∗
∼=
−−−−→ (EAi+1,j)∗
η
y yµ∗
A∗i+1,j(E
∗(QQ∗)) (E(E∗Ai+2,j))∗
α
y yα∗
A∗i+1,j(E
∗((EE∗)Q∗)) (QAi+2,j)∗
ǫ
y x∼=
A∗i+1,j(E
∗Q∗) A∗i+2,jQ
∗
µ∗
y xǫ
(E∗Ai+2,j)∗(E∗Q∗) −−−−→∼=
(A∗i+2,jE
∗∗)⊗ (E∗Q∗)
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commutes. In order to prove that (7.27) commutes, we notice that (7.27) is the
outer circuit of the diagram consisting of the diagram
(7.28)
A∗i+1,jE
∗
∼=
−−−−→ (EAi+1,j)∗
µ∗
−−−−→ (E(E∗Ai+2,j))∗
η
y yη y∼=
(A∗i+1,j(E
∗(QQ∗)) −−−−→
∼=
(EAi+1,j)∗(QQ∗) (E∗Ai+2,j)∗E∗
α
y yα yη
(A∗i+1,j(E
∗((EE∗)Q∗)) −−−−→
∼=
(EAi+1,j)∗((EE∗)Q∗) (E∗Ai+2,j)∗(E∗(QQ∗))
ǫ
y yµ∗ y=
A∗i+1,j(E
∗Q∗) (E(E∗Ai+2,j))∗((EE∗)Q∗) (E∗Ai+2,j)∗(E∗(QQ∗))
µ∗
y y∼= yα
(E∗Ai+2,j)∗(E∗Q∗) −−−−→
η
(E∗Ai+2,j)∗((E∗(EE∗))Q∗) −−−−→
=
(E∗Ai+2,j)∗((E∗(EE∗))Q∗)
to the left of the diagram
(7.29)
(E(E∗Ai+2,j))∗
α∗
−−−−→ (QAi+2,j)∗
∼=
y y∼=
(E∗Ai+2,j)∗E∗ A∗i+2,jQ
∗
η
y xǫ
(E∗Ai+2,j)∗(E∗(QQ∗)) (A∗i+2,jE
∗∗)(E∗Q∗)
α
y x∼=
(E∗Ai+2,j)∗((E∗(EE∗))Q∗) −−−−→
ǫ
(E∗Ai+2,j)∗(E∗Q∗).
Thus, to prove that (7.27) commutes, we need only prove (7.28) and (7.29) com-
mute. We first prove (7.28) commutes.
The upper left and middle left squares in (7.28) commute by the functoriality
of ⊗. To prove the right rectangle in (7.28) commutes, we decompose it into the
diagram
(EAi+1,j)∗
µ∗
−−−−→ (E(E∗Ai+2,j))∗
∼=
−−−−→ (E∗Ai+2,j)∗E∗
η
y yη yη
(EAi+1,j)∗(QQ∗) −−−−→
µ∗
(E(E∗Ai+2,j))∗(QQ∗) −−−−→∼=
(E∗Ai+2,j)∗(E∗(QQ∗))
α
y yα yα
(EAi+1,j)∗((EE∗)Q∗) −−−−→
µ∗
(E(E∗Ai+2,j))∗((EE∗)Q∗) −−−−→∼=
(E∗Ai+2,j)∗((E∗(EE∗))Q∗)
whose squares commute by the functoriality of ⊗. To prove the lower left square in
(7.28) commutes, it suffices, by the naturality of associativity, to show both squares
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in
(EAi+1,j)
∗E
µ∗
−−−−→ (E(E∗Ai+2,j))
∗E
∼=
y y∼=
(A∗i+1,jE
∗)E −−−−→
µ∗
(E∗Ai+2,j)∗(E∗E)
ǫ
y yǫ
A∗i+1,j −−−−→
µ∗
(E∗Ai+2,j)
∗
commute. The lower square commutes by functoriality of ⊗ while the upper square
commutes by Corollary 6.3.
Thus, in order to prove (7.27) commutes, it suffices, in light of the commutivity
of (7.28), to prove that (7.29) commutes. We leave it as an exercise in the naturality
of associativity to show that Corollary 6.3 implies that the commutivity of (7.29)
follows from the commutivity of the diagram
A∗i+2,j(EE
∗)∗
α∗
−−−−→ A∗i+2,jQ
∗
∼=
y
A∗i+2,j(E
∗∗E∗)
η
y xǫ
(A∗i+2,j(E
∗∗E∗))(QQ∗)
α
y
(A∗i+2,j(E
∗∗E∗))((EE∗)Q∗) −−−−→
ǫ
A∗i+2,j((E
∗∗E∗)Q∗).
The commutivity of this diagram follows, by the naturality of associativity, from
the commutivity of
(EE∗)∗
α∗
−−−−→ Q∗
∼=
y x=
E∗∗E∗ Q∗
η
y xǫ
(E∗∗E∗)(QQ∗) −−−−→
α
(E∗∗E∗)((EE∗)Q∗).
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The commutivity of this diagram follows from the commutivity of each of the
squares in the diagram
(EE∗)∗
α∗
−−−−→ Q∗
=
−−−−→ Q∗
η
y xǫ xǫ
(EE∗)∗(QQ∗) −−−−→
α
(EE∗)∗((EE∗)Q∗) ((E∗∗(E∗E))E∗)Q∗
∼=
y y∼= x
(E∗∗E∗)(QQ∗) −−−−→
α
(E∗∗E∗)((EE∗)Q∗) −−−−→ (((E∗∗E∗)E)E∗)Q∗
whose bottom right horizontal and bottom right vertical are associativity isomor-
phisms. The upper left square commutes by definition of the dual morphism while
the lower left square commutes by the functoriality of ⊗. The right hand square
commutes by Lemma 6.2, and the result follows.
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