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Abstract
Existing analytical solutions for the long-time chronoamperometric current response
at an inlaid disk electrode are restricted to diffusion-limited currents due to extreme
polarisation or reversible kinetics at the electrode surface. In this article, we derive an
approximate analytical solution for the long-time-dependent current when the kinetics
of the redox reaction at the electrode surface are quasi-reversible and the diffusion
coefficients of the oxidant and reductant are different. We also detail a novel method
for calculating the steady-state current. We show that our new method encapsulates
and extends the existing solutions, and agrees with numerically simulated currents.
Keywords: chronoamperometry, disk, ultramicroelectrode, quasi-reversible,
analytical
1. Introduction
Microdisk electrodes, and in particular ultra-microdisk electrodes, are popularly
used for electrochemical investigations, since they possess many advantages [1–3]. A
microdisk electrode is a conducting disk embedded in an insulating plane, and is easily
fabricated by slicing through an insulated wire. Due to the geometry of the electrode,
mass transport is enhanced at the edge of the disk, and the current scales with the
radius of the disk rather than the area. The effects of ohmic drop and double-layer
capacitance are reduced, and the behaviour of electrochemical systems can be investi-
gated over very small time- and length-scales. Miniaturisation of the electrode allows
accurate information to be obtained about reactions with fast kinetics, which would
be impossible to distinguish at larger electrodes, [4]. Since this type of electrode is
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so widely used, theoretical research is vital to understand how the current response
should behave. Theoretical investigations are complicated by the different boundary
conditions on the electrode and the insulator, which results in a discontinuity in the
flux normal to the surface at the electrode edge.
The general problem involves two redox species, Ox and Red, diffusing above a
disk electrode with radius a˜ inlaid in an insulating plane. The diffusion coefficients for
Ox and Red are denoted D˜O and D˜R respectively, and they are not generally equal.
Provided the potential at the electrode is stepped to a constant value, the following
redox reaction occurs at the electrode and produces a chronoamperometric current:
Ox+ n e k˜f!
k˜b
Red, (1)
where the forward and backward reaction rates, k˜f and k˜b, are constant. If the effects
of migration and natural convection can be neglected, then the current produced is a
function of the rate of mass transport to the electrode due to diffusion and the rate of
the reaction itself. Eventually the current reaches a steady state.
Analytically, investigations into the current produced at a disk electrode started with
the steady-state problem. The earliest recorded solutions in the electrochemical litera-
ture date back to Newman [5] and Saito [6], who reported the formula for the diffusion-
limited current due to extreme polarization, which was also well-known from potential
theory [7]. For reversible kinetics, where the Nernst equation applies at the electrode
surface, the analytical formula for the resulting diffusion-limited current is also well-
known, cf. Bond et al. [4] (using the properties of discontinuous integrals of Bessel
functions) and Oldham [8] (using spheroidal coordinates). More generally, reversible
diffusion-limited currents occur whenever the following dimensionless parameter is
infinite (cf. Phillips [9]):
β =
k˜f a˜
D˜O
+
k˜ba˜
D˜R
. (2)
If β is finite, then the reaction at the electrode is quasi-reversible. In this case, the
steady-state current depends on a function of β, which generally must be calculated
numerically. Analytical approximations have been derived by Phillips [9] for large
β (when the current is close to diffusion-limited), and by Bender and Stone [10] for
small β. Bender and Stone [10] also used a Green’s function approach to derive an
integral equation for the current for any β, which they solved numerically. Aoki et al.
[11] used the Wiener-Hopf method to show that the steady-state current for a quasi-
reversible reaction can be calculated by solving a truncated infinite set of simultaneous
equations. Three other approaches have been illustrated in the literature, namely that
of Bond et al. [4] (using the properties of discontinuous integrals of Bessel functions),
Fleischmann, Daschbach and Pons [12, 13] (using the Neumann integral theorem) and
Baker and Verbrugge [14, 15] (using an integral equation written in terms of elliptic
integrals, similar to the approach of Bender and Stone [10]). Oldham and Zoski [16]
demonstrated that these three approaches are fundamentally similar and showed that
they yield the same numerical values.
The behaviour of the transient current before the system reaches steady-state, cor-
responding to a chronoamperometric experiment, is also of interest to researchers. For
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reversible reactions, and assuming that the diffusion coefficients of the oxidant and re-
ductant are equal, Aoki and Osteryoung [17, 18] used the Wiener-Hopf procedure to
develop approximate series expansions for the transient currents at short time and long
time; the long-time series was subsequently corrected by Shoup and Szabo [19]. As
part of a more general article on the long-time transient currents to microelectrodes
of arbitrary shape, Phillips [20] showed that, in the special case of an inlaid disk,
his solution agreed with Shoup and Szabo’s correction. Due to an approximation in
Aoki and Osteryoung’s analysis [17], there was some doubt about the third term in the
short-time series [18, 19], and Phillips and Jansons [21] derived a corrected version
of the series. Oldham [22] found the first two terms in the short-time series for the
diffusion-limited current in the case of extreme polarisation. Rajendran and Sangara-
narayanan [23] also derived five- and four-term series respectively for the diffusion-
limited currents at short- and long-time using results from scattering analogue theory,
valid for equal diffusion coefficients. Fleischmann and coworkers also considered the
chronoamperometric response of a disk electrode at extreme polarisation. In [24], they
find an approximate solution in the Laplace-transformed variable, which satisfies the
constant concentration boundary condition on average across the disk; and, in [25],
they use Neumann’s integral theorem to find a series solution (which they also extend
to irreversible reactions), the time-dependent coefficients of which must be determined
from a system of complicated equations.
A number of different numerical approaches have been developed to investigate
both the steady-state current and the transient chronoamperometric current. Gavaghan
[26, 27] developed a finite-difference approach using a spatial grid expanding expo-
nentially from the electrode edge. Harriman, Gavaghan, Su¨li et al. [28–30] used an
adaptive finite-element approach. Amatore, Oleinick and Svir [31–34] have described
how to use quasi-conformal mapping techniques. Mirkin and Bard [35] showed how
the transient current can be calculated from a multi-dimensional integral equation. Al-
though extremely useful, these numerical simulations cannot provide the same direct
insight as analytical solutions into how the current response depends on the underlying
system parameters.
All of the analytical work on transient chronoamperometric currents descibed above
only covers diffusion-limited currents, due to extreme polarisation or reversible kinet-
ics, when the parameter β is infinite. For the reversible kinetics/infinite-β case, existing
analysis also requires that the diffusion coefficients of the oxidant and the reductant are
equal. In this article, we derive a two-term asymptotic series for the general long-time
chronoamperometric current. For the reader who wishes to skip the detailed deriva-
tion, the final expression is given in equation (52). The solution extends the prior work
described above to allow for quasi-reversible kinetics at the electrode and unequal dif-
fusion coefficients. By ‘long-time’, we mean that the solution is valid for times, t˜, such
that the following condition is satisfied:
t˜! max
(
a˜2
D˜O
,
a˜2
D˜R
)
. (3)
We demonstrate that the solution encapsulates the existing solutions for the diffusion-
limited currents, and we show that it agrees with numerically simulated values using
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Gavaghan’s finite-difference method [26, 27]. The first term in the series is the steady-
state current, and the second term is proportional to t˜−1/2, and depends on the square
of the steady-state current. As detailed above, solutions for the steady-state current
for a quasi-reversible reaction are already known. However, whilst carrying out this
research, we found a new solution for the steady-state current using Tranter’s method
[36], which exploits the properties of discontinuous integrals of Bessel functions, and
we report this in Appendix A. The approach is similar to Bond et al. [4], but uses
different weighting functions. The resulting truncated infinite system of equations to
be solved is easy to implement, since the coefficients in the matrix are simple, and
converge quickly.
2. Theory
2.1. Problem statement and non-dimensionalisation
A schematic of the dimensional theoretical problem is displayed in Figure 1 (tildes
indicate dimensional variables). We consider a simple redox reaction (1) between two
species, Ox and Red, diffusing in the half-space z˜ > 0, which exchange n electrons
at disk electrode placed in the plane z˜ = 0. The forward and backward rate constants
of the reaction are denoted by k˜f and k˜b respectively, and we will assume that the
electrode is held at a constant potential so that they are both constant. The inlaid disk
electrode has its centre situated at r˜ = 0, z˜ = 0 and has radius r˜ = a˜ (m). If any
effects due to migration and convection are neglected, then the concentrations of Ox
and Red, C˜O(r˜, z˜, t˜) and C˜R(r˜, z˜, t˜), each satisfy the diffusion equation for z˜ > 0
with constant diffusion coefficients D˜O and D˜R (m2 s−1), that is:
D˜O∇2C˜O = ∂C˜O
∂ t˜
, D˜R∇2C˜R = ∂C˜R
∂ t˜
. (4)
Initially the bulk concentration of each species is constant everywhere:
C˜O(r˜, z˜, 0) = C˜
∗
O, C˜R(r˜, z˜, 0) = C˜
∗
R. (5)
We assume that the bulk concentrations remain undisturbed as the reaction at the elec-
trode progresses, which provides the far-field boundary conditions
C˜O → C˜∗O, C˜R → C˜∗R, as r˜2 + z˜2 →∞. (6)
On the electrode surface, the boundary conditions are given by the reaction at the sur-
face and conservation of matter:
D˜O
∂C˜O
∂z˜
= k˜f C˜O − k˜bC˜R,
D˜O
∂C˜O
∂z˜
= −D˜R ∂C˜R
∂z˜
,
 for r˜ ≤ a˜, z˜ = 0. (7)
There is no flux through the remainder of the surface, so that
D˜O
∂C˜O
∂z˜
= D˜R
∂C˜R
∂z˜
= 0, for r˜ > a˜, z˜ = 0. (8)
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The Faradaic current through the electrode is given by
I˜(t˜) = −2pinFD˜O
∫ a˜
0
∂C˜O
∂z˜
(r˜, 0, t˜) r˜ dr˜, (9)
where F is Faraday’s constant, and we recall that n is the number of electrons trans-
ferred in the redox reaction.
To non-dimensionalise the problem, we choose the following scalings:
r˜ = a˜r, z˜ = a˜z, t˜ =
a˜2
D˜O
t, k˜f =
D˜O
a˜
kf , k˜b =
D˜O
a˜
kb, (10a)
C˜O = C˜
∗
O −
(
kf C˜∗O − kbC˜∗R
kf + kbD−1
)
CO, C˜R = C˜
∗
R −
(
kf C˜∗O − kbC˜∗R
kf + kbD−1
)
CR, (10b)
I˜ = nF a˜D˜O
(
kf C˜∗O − kbC˜∗R
kf + kbD−1
)
I, (10c)
where
D = D˜R
D˜O
. (11)
Then, in terms of the non-dimensional variables, the problem becomes:
∇2CO = ∂CO
∂t
, D∇2CR = ∂CR
∂t
, in z > 0. (12)
The initial conditions become:
CO(r, z, 0) = 0, CR(r, z, 0) = 0, (13)
and the far-field boundary conditions are
CO → 0, CR → 0, as r2 + z2 →∞. (14)
On the electrode surface, the boundary conditions are:
∂CO
∂z
=
(
kf + kbD−1
)(kfCO − kbCR
kf + kbD−1 − 1
)
,
∂CO
∂z
= −D∂CR
∂z
,
 for r ≤ 1, z = 0. (15)
On the remaining surface, the no-flux condition is:
∂CO
∂z
=
∂CR
∂z
= 0, for r > 1, z = 0. (16)
The dimensionless Faradaic current through the electrode is given by
I(t) = 2pi
∫ 1
0
∂CO
∂z
(r, 0, t) r dr. (17)
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2.2. Steady-state problem
The long-time solution of the time-dependent problem is highly reliant on the so-
lution to the steady-state problem, which we consider here first. The steady-state con-
centrations, which we denote CssO and CssR , satisfy Laplace’s equation:
∇2CssO = 0, ∇2CssR = 0, (18)
in z > 0, along with the boundary conditions (14)-(16). It is simple to see that CssO +
DCssR = 0 for all r, z, so that solution of the steady-state problem reduces to solving
the following problem for CssO :
∇2CssO = 0 z > 0, (19a)
CssO → 0 z →∞, (19b)
∂CssO
∂z
= q(β; r) =
{
0 r > 1,
β(CssO − 1) r ≤ 1,
z = 0, (19c)
where the mass transfer coefficient β is given by
β = kf + kbD−1. (20)
(This is expression (2) written in non-dimensional variables.) The solution to this prob-
lem, CssO = CssO (β; r, z), depends parametrically on the single parameter β, and the
steady-state current, Iss(β), is given by (cf. (17))
Iss(β) = 2pi
∫ 1
0
∂CssO
∂z
∣∣∣∣
z=0
r dr = 2pi
∫ 1
0
q(β; r)r dr. (21)
The steady-state current as a function of β can be computed in a number of ways as
described in the Introduction [4, 10–16]. We have found a new solution using Tranter’s
method [36], which we detail in Appendix A. This methodology uses the properties
of discontinuous integrals of Bessel functions, and is similar to that employed by Bond
et al. [4], but uses different weighting functions. Our methodology results in a simpler
matrix equation to solve for the current and it converges very quickly as the size of
the matrix is increased. The result is shown as a log-log plot in Figure 2, along with
the small- and large-β asymptotes. The small-β asymptote was derived by Bender and
Stone [10], and is given by:
Iss(β) ∼ −piβ + 8
3
β2 − 2.294β3 + 1.969β4 +O(β5), as β → 0,
(22)
while the large-β asymptote was derived by Phillips [9] to be:
Iss(β) = −4
(
1− (piβ)−1 log β + o(β−1 log β)) , as β →∞. (23)
By comparing their numerical solution to this asymptotic approximation, Bender and
Stone [10] suggested that (23) can be improved by adding a numerically based correc-
tion of O(β−1), so that the asymptote is given by:
Iss(β) = −4
(
1− β−1 (pi−1 log β + 0.725)+ o(β−1 log β)) , as β →∞. (24)
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Nisanciog¨lu and Newman [37] found the coefficient of the extra O(β−1) term to be
0.708.
Using a Green’s function, the solution forCssO can be expressed in terms of the flux,
q(β; r), defined in (19c), as [14, 38]:
CssO (β; r, z) = −
2
pi
∫ 1
0
K
(
4rs
(r + s)2 + z2
)
q(β; s)s ds√
(r + s)2 + z2
, (25)
whereK(m) denotes a complete elliptic integral of the first kind ([39], p. 590, 17.3.1):
K(m) =
∫ pi/2
0
1√
1−m sin2 θ
dθ. (26)
Solution of the transient problem requires knowledge of the far-field behaviour of
CssO (β; r, z), which can be derived from (25) to be:
CssO (β; r, z) ∼ −
Iss(β)
2pi
√
r2 + z2
−
(
r2 − 2z2)
4 (r2 + z2)5/2
∫ 1
0
q(β; s)s3 ds+ · · · ,
as r2 + z2 →∞. (27)
To leading order, the far-field influence of the disk is characterised entirely by the
steady-state current Iss(β) and is equivalent to a point source of strength Iss(β).
Since Iss(β) is critical for the understanding of the current response, we have sup-
plied a working curve for Iss(β) as a function of β over the range 0 ≤ β ≤ 500 in the
Supplementary Information; details of the calculation are set out in Appendix A. For
β > 500, the asymptotic approximations (23) or (24) for large β can be used.
2.3. Asymptotic solution for the long-time transient behaviour
To find the long-time solution, we perform a coordinate expansion for large t by
letting
t =
T
%2
, (28)
where T = O(1) and %) 1, so that the governing equations (12) become:
∇2CO = %2 ∂CO
∂T
, D∇2CR = %2 ∂CR
∂T
. (29)
In dimensional terms, the condition % ) 1 is equivalent to assuming condition (3)
mentioned in the Introduction, and which we repeat here:
t˜! max
(
a˜2
D˜O
,
a˜2
D˜R
)
. (30)
For example, for a microdisk electrode with radius a˜ ≈ 10−5 m and diffusion coef-
ficients D˜O, D˜R ≈ 10−10 m2 s−1, this condition implies that the solution that we
derive will be valid for time-scales t˜! 1s.
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Since % ) 1, there is an inner region near the disk where the concentrations are at
a steady state to leading order, and a outer region far from the disk where the concen-
trations are time-dependent to leading order. We find solutions in both regions using
approximate matched asymptotic expansions. This approach is similar to that used
for the diffusion-limited current by Phillips [20], who performed the analysis in the
Laplace-transform domain. In the inner region, the coordinate system is simply (r, z)
as defined above, and we denote the inner dependent variables by using the subscript
i, so that they are CO, i(r, z, T ) and CR, i(r, z, T ). In the outer region, we define the
coordinate system to be (rˆ, zˆ), where rˆ = %r and zˆ = %z, and we denote the dependent
variables using the subscript o: CO, o(rˆ, zˆ, T ) and CR, o(rˆ, zˆ, T ).
We expand the inner variables in the following perturbation series:
CO, i(r, z, T ) = C
(0)
O, i(r, z) + %C
(1)
O, i(r, z, T ) + %
2C(2)O, i(r, z, T ) + . . . , (31a)
CR, i(r, z, T ) = C
(0)
R, i(r, z) + %C
(1)
R, i(r, z, T ) + %
2C(2)R, i(r, z, T ) + . . . , (31b)
and the outer variables as:
CO, o(rˆ, zˆ, T ) = %C
(0)
O, o(rˆ, zˆ, T ) + %
2C(1)O, o(rˆ, zˆ, T ) + %
3C(2)O, o(rˆ, zˆ, T ) + . . . ,
(32a)
CR, o(rˆ, zˆ, T ) = %C
(0)
R, o(rˆ, zˆ, T ) + %
2C(1)R, o(rˆ, zˆ, T ) + %
3C(2)R, o(rˆ, zˆ, T ) + . . . .
(32b)
2.3.1. Leading-order inner solution
To leading order, the concentrations are at steady state in the vicinity of the elec-
trode, so that C(0)O, i(r, z) and C(0)R, i(r, z) satisfy the steady-state problem discussed in
Section 2.2. Hence
C(0)O, i(r, z) = C
ss
O (β; r, z), (33)
where the steady-state solution,CssO , is given by expression (25), and the corresponding
leading-order solution for C(0)R, i is:
C(0)R, i(r, z) = −
1
DC
ss
O (β; r, z). (34)
2.3.2. Leading-order outer solution
Now we apply Van Dyke’s matching rule [40].Writing the inner solutionsC(0)O, i and
C(0)R, i in terms of the outer variables rˆ and zˆ, and letting % tend to zero, we find from
(27) that
C(0)O, i(rˆ, zˆ) = −%
Iss(β)
2piρˆ
+O(%3), (35)
C(0)R, i(rˆ, zˆ) = %
Iss(β)
2piDρˆ +O(%
3), (36)
where ρˆ = √rˆ2 + zˆ2. Hence the leading-order terms C(0)O, o and C(0)R, o of the outer
perturbation series, (32), are functions of ρˆ and T only and are spherically symmetric,
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as the disk appears as a point source or sink on the outer length-scale; thus they satisfy
the following time-dependent problems:
1
ρˆ
∂2
∂ρˆ2
(
ρˆC(0)O, o
)
=
∂C(0)O, o
∂T
z > 0, (37a)
C(0)O, o = 0 T = 0, (37b)
C(0)O, o → 0 ρˆ→∞, (37c)
C(0)O, o ∼ −
Iss(β)
2piρˆ
ρˆ→ 0, (37d)
and
D
ρˆ
∂2
∂ρˆ2
(
ρˆC(0)R, o
)
=
∂C(0)R, o
∂T
z > 0, (38a)
C(0)R, o = 0 T = 0, (38b)
C(0)R, o → 0 ρˆ→∞, (38c)
C(0)R, o ∼
Iss(β)
2piDρˆ ρˆ→ 0, (38d)
whose solutions are:
C(0)O, o = −
Iss(β)
2piρˆ
erfc
(
ρˆ
2
√
T
)
, (39)
C(0)R, o =
Iss(β)
2piDρˆ erfc
(
ρˆ
2
√DT
)
. (40)
2.3.3. First-order inner solution
Next we apply Van Dyke’s matching rule [40] to determine the first-order influence
of the outer solution upon the inner problem. Writing (39) and (40) in terms of the
inner variable ρˆ = %ρ, where ρ = √r2 + z2, and taking the first two terms of the
expansion as %→ 0, we obtain
CO, o = −Iss(β)
2piρ
+ %
Iss(β)
2pi
3
2
√
T
+O(%3), (41)
CR, o =
Iss(β)
2piDρ − %
Iss(β)
2pi
3
2D 32√T +O(%
3). (42)
Hence, the first-order terms C(1)O, i and C(1)R, i of the inner perturbation series, (31a) and
(31b), satisfy:
∇2C(1)O, i = 0, ∇2C(1)R, i = 0, (43a)
with boundary conditions as ρ→∞:
C(1)O, i →
Iss(β)
2pi
3
2
√
T
, C(1)R, i → −
Iss(β)
2pi
3
2D 32√T . (43b)
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On the electrode surface, r ≤ 1, z = 0, the boundary conditions are:
∂C(1)O, i
∂z
= kfC
(1)
O, i − kbC(1)R, i, (43c)
∂C(1)O, i
∂z
= −D∂C
(1)
R, i
∂z
. (43d)
For r > 1, z = 0, the no-flux condition is:
∂C(1)O, i
∂z
=
∂C(1)R, i
∂z
= 0. (43e)
Using the governing equations, (43a), and the boundary conditions, (43b), (43d)–(43e),
we see that the following quantity must be conserved:
C(1)O, i +DC(1)R, i ≡ −
Iss(β)
2pi
3
2
√
T
(
D− 12 − 1
)
. (44)
Hence C(1)R, i can be eliminated from (43a)–(43e) to obtain a single problem for C(1)O, i:
∇2C(1)O, i = 0 z > 0, (45a)
C(1)O, i →
Iss(β)
2pi
3
2
√
T
ρ→∞, (45b)
−∂C
(1)
O, i
∂z
=
0 r > 1kbIss(β)
2pi
3
2D√T
(
1−D− 12
)
− βC(1)O, i r ≤ 1
z = 0. (45c)
By comparison with (19), the solution to this problem can be written in terms of the
steady-state solution, CssO , as follows:
C(1)O, i =
Iss(β)
2pi
3
2
√
T
[
1−
(
kf + kbD− 32
β
)
CssO (β; r, z)
]
. (46)
From (44), we see that C(1)R, i has the corresponding solution:
C(1)R, i = −
Iss(β)
2pi
3
2D√T
[
D− 12 −
(
kf + kbD− 32
β
)
CssO (β; r, z)
]
. (47)
2.4. Analytical expression for the long-time transient current
Collecting the terms in the inner perturbation series for CO, i, (33) and (46), the
solution for CO, i is therefore given by
CO, i = C
ss
O (β; r, z) +
%√
T
Iss(β)
2pi
3
2
[
1− kf + kbD
−
3
2
β
CssO (β; r, z)
]
+O
((
%√
T
)3)
, (48)
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while the corresponding solution for CR, i is found from (34) and (47) to be:
CR, i = − 1DC
ss
O (β; r, z)−
%√
T
Iss(β)
2pi
3
2D
[
D− 12 −
(
kf + kbD− 32
β
)
CssO (β; r, z)
]
+O
((
%√
T
)3)
. (49)
In expressions (48) and (49), we have indicated the error term of O((%/√T )3). In
other words, it transpires that the second-order corrections of O(%2/T ) are identically
zero. We relegate the detailed justification of this to Appendix B.
Expression (48) implies that the long-time transient current is given by
I(t) = 2pi
∫ 1
0
∂CO, i
∂z
∣∣∣∣
z=0
rdr, (50)
= Iss(β)
[
1− Iss(β)
2pi
3
2
√
t
(
kf + kbD− 32
β
)]
+O(t−
3
2 ), (51)
where Iss(β) is the steady-state current defined by (21) and we return to the physical
time variable t = T/%2. Converting back to dimensional variables gives the main result
of this article:
I˜(t˜) ∼ nF a˜D˜OD˜RIss(β)
(
k˜f C˜∗O − k˜bC˜∗R
k˜f D˜R + k˜bD˜O
)
×[
1− a˜Iss(β)
2pi
3
2
√
t˜D˜OD˜R
(
k˜f D˜
3
2
R + k˜bD˜
3
2
O
k˜f D˜R + k˜bD˜O
)]
, as t˜→∞, (52)
where the error in the formula is proportional to t˜−3/2 and β is defined as in (2).
3. Results and discussion
In this section, we consider special cases of the solution for the current response
(52) and show that it encapsulates existing solutions in the literature for diffusion-
limited currents. We also verify the analytical solution by comparison with numerically
calculated currents.
3.1. Special cases of the current response
3.1.1. Extreme polarisation currents
For a reduction reaction, extreme polarisation corresponds to letting kf → ∞ and
kb → 0. Since Iss(∞) = −4, the resulting time-dependent limiting current is given
by:
I˜(t˜) ∼ −4nF a˜D˜OC˜∗O
[
1 +
2a˜
pi
3
2
√
t˜D˜O
]
. (53)
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This result agrees with the first two terms of the series reported by Shoup and Szabo
[19] and Phillips [20]. Similarly for an oxidation reaction, kb → ∞ and kf → 0, so
that the limiting current is given by:
I˜(t˜) ∼ 4nF a˜D˜RC˜∗R
[
1 +
2a˜
pi
3
2
√
t˜D˜R
]
. (54)
3.1.2. Reversible reactions
Aoki and Osteryoung [17, 18] (corrected by Shoup and Szabo [19]) found the com-
plete expansion using the Wiener-Hopf method for the special case when C˜∗R = 0,
D˜O = D˜R = D˜ and kf , kb → ∞ such that kb/kf = O(1). Rajendran and San-
garanarayanan [23] also reported four terms of the series for the current. In this case,
Iss(β) = −4, and, making the same assumptions in (52), we obtain the same result as
the first two terms in their series, namely
I˜(t˜) ∼ −4nF a˜D˜C˜∗O
(
1 +
k˜b
k˜f
)−1 [
1 +
2a˜
pi
3
2
√
D˜t˜
]
. (55)
If the diffusion coefficients are not the same and C˜∗R -= 0, then the generalised
result for reversible reactions is given by
I˜(t˜) ∼ −4nF a˜D˜OD˜R
(
k˜f C˜∗O − k˜bC˜∗R
k˜f D˜R + k˜bD˜O
)
×[
1 +
2a˜
pi
3
2
√
t˜D˜OD˜R
(
k˜f D˜
3
2
R + k˜bD˜
3
2
O
k˜f D˜R + k˜bD˜O
)]
. (56)
3.1.3. Irreversible reactions
For an irreversible reduction reaction, kb → 0, whilst kf remains O(1), so that
I˜(t˜) ∼ nF a˜D˜OIss
(
k˜f a˜
D˜O
)
C˜∗O
1− a˜Iss
(
k˜f a˜
D˜O
)
2pi
3
2
√
t˜D˜O
 . (57)
For an irreversible oxidation reaction, kf → 0, whilst kb remains O(1), so that
I˜(t˜) ∼ −nF a˜D˜RIss
(
k˜ba˜
D˜R
)
C˜∗R
1− a˜Iss
(
k˜ba˜
D˜R
)
2pi
3
2
√
t˜D˜R
 . (58)
3.2. Comparison with numerical simulations
To verify our prediction (51) for the long-time current response, we performed
numerical simulations using the fully implicit finite-difference (FIFD) method detailed
by Gavaghan [26, 27], with a spatial mesh expanding exponentially from the edge of
the disk. The problem to be solved is given by the governing equations (12), with
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initial conditions (13), far-field boundary conditions (14) implemented at the edge of
the finite domain, and boundary conditions on the electrode (15) and the surrounding
insulator (16).
For the dimensionless problem, we chose the region of integration to be (0 ≤ r ≤
101 = rmax, 0 ≤ z ≤ 100 = zmax) and solved for 0 ≤ t ≤ 10 = tmax. Note
that the domain of integration was larger than the 6√Dtmax condition recommended
by Britz, [41], to ensure that the finite boundaries have no effect on the processes at
the electrode; in this case, rmax, zmax must be greater than max(6
√
tmax, 6
√Dtmax).
Following Gavaghan [26, 27], we chose the mesh parameters to be hlast = 8 × 10−5
and f = 1.175, and the time-stepping was chosen to ensure accurate solutions at all
times. The initial time-step was taken to be 10−6 and was increased by a factor of 10 af-
ter every 1000 steps. To test whether this was sufficiently accurate, we also performed
the simulations with an initial time-step of 10−5 and found that there was a negligi-
ble difference in the values of the current over the entire time domain; the maximum
percentage difference was less than 0.5% for all the simulations run.
In Figure 3, we show comparisons of the numerical and analytical solutions for
various combinations of the parameters kf , kb and D. We have plotted I(t)/β against
t to ensure that the full effect of different diffusion coefficients on the current is cap-
tured, since the non-dimensionalisation of the concentrations includes a factor of 1/β,
cf. expression (10b).The percentage differences between the numerical and analytical
solutions are plotted in Figure 4, which confirms that the analytical solution diverges
from the numerical solution for small t and converges for large t. We expect that the
analytical solution (51) is valid for long-times t such that
t! max (1, D−1) , (59)
which is the non-dimensional equivalent of condition (30). For the parameters con-
sidered in Figure 4, the percentage difference between the analytical and numerical
solutions is less than 1.5% for t ≥ 1.
4. Conclusions
We have derived a novel approximate solution (52) for the long-time-dependent
chronoamperometric current at a circular disk electrode. The solution generalises pre-
vious results in the literature to allow for quasi-reversible reactions at the electrode. It
also extends the previous work to allow the oxidant and the reductant to have differ-
ent diffusion coefficients. We showed that our new solution encapsulates and gener-
alises the known solutions for diffusion-limited currents, and agrees well with numer-
ically calculated solutions. Our analysis shows that the large-time current decays to
its steady-state value like t˜−1/2 as t˜ → ∞. A key conclusion of our work is that the
correction ofO(t˜−1) is identically zero, so that a simple two-term approximation gives
surprisingly accurate results.
We have made no assumptions in this article about the form of the forward and
backward rate constants, k˜f and k˜b, other than that they are constant. The most com-
monly used model for the forward and backward rate constants is the Butler–Volmer
model [42], which relates the rate constants to the applied potential at the electrode
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surface. In the future, we plan to discuss how the results in this paper can be applied
to define a protocol for estimating the parameters of the Butler–Volmer model from a
series of chronoamperometric experiments, and we will verify the protocol experimen-
tally.
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Supplementary Data
We supply a working curve for the non-dimensional steady-state current Iss(β)
as a function of β for the range 0 ≤ β ≤ 500, at the points βj = 0.05 × (j − 1),
j = 1, . . . , 10, 001. Details of its calculation are described in Appendix A. The file is
called ‘Iss working curve.txt’.
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Appendix A. Computing the steady-state non-dimensional current Iss(β)
To recap for clarity, the solution for the steady-state oxidant concentration,CssO (β; r, z),
satisfies the following problem (cf. (19)):
∇2CssO = 0 z > 0, (A.1a)
CssO → 0 z →∞, (A.1b)
∂CssO
∂z
= q(β; r) =
{
0 r > 1,
β(CssO − 1) r ≤ 1,
z = 0. (A.1c)
The non-dimensional steady-state current through the disk electrode is given by
Iss(β) = 2pi
∫ 1
0
∂CssO
∂z
(β; r, 0)r dr = 2pi
∫ 1
0
q(β; r)r dr. (A.2)
Let q̂(β; s) denote the Hankel transform of q(β; r), namely
q̂(β; s) =
∫
∞
0
q(β; r)J0(rs)r dr. (A.3)
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It is straightforward to deduce from (A.1) and (A.2) that q̂(β; s) must satisfy the dual
integral equations
∫
∞
0
q̂(β; s)(β + s)J0(rs) ds = −β r ≤ 1, (A.4a)∫
∞
0
q̂(β; s)J0(rs)s ds = 0 r > 1. (A.4b)
Once q̂(β; s) is determined, we can compute Iss(β) using
Iss(β) = 2piq̂(β; 0). (A.5)
We solve (A.4) to find q̂(β; s) using Tranter’s method [36]. If we decompose
q̂(β; s) into a series of the form
q̂(β; s) =
1
s
∞∑
n=0
anJ2n+1(s), (A.6)
then (A.4b) is satisfied identically, while (A.4a) leads to an infinite system of linear
algebraic equations for the coeffients an. We truncate the system at some large finite
size N and hence obtain a matrix equation of the form
N−1∑
n=0
(δmn + βLmn) an = −βδm0, (A.7)
for a0, a1, · · · , aN−1, where
Lmn =
8(−1)m+n(2m+ 1)
pi(2m+ 2n+ 1)(2m− 2n+ 1)(2n− 2m+ 1)(2m+ 2n+ 3) , (A.8)
and δmn is the Kronecker delta. For each finite value of β and N , (A.7) is easily
inverted and the non-dimensional steady-state current is then recovered from
I(N)ss (β) = pia0. (A.9)
Accurate computation of Iss(β) requires an estimate of the truncation error in
I(N)ss (β). Assuming that the error is proportional to N−p for some positive integer
p, it is possible to determine that the relative error, ErrN (β), decreases as N−6, where
ErrN (β) is defined as:
ErrN (β) = |I
(N)
ss (β)− Iss(β)|
|Iss(β)| . (A.10)
We display a log-log plot of ErrN (β) versus N for β = 500 in Figure A.1; the dashed
line indicates the slope of −6.
For practical purposes, it is useful to have a working curve for Iss(β). We have
calculated a working curve for Iss(β) using N = 50 for 0 ≤ β ≤ 500 at the
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points β = βj , where βj = 0.05(j − 1), j = 1, . . . , 10, 001. The curve is plotted
in Figure 2 in the main text and is supplied as Supplementary Data in a file called
‘Iss working curve.txt’. Since ErrN (β) increases with β for a given N , and
Figure A.1 shows that ErrN (500) = O(10−7) at N = 50, this implies that the relative
error at each point on the calculated curve is less than O(10−7).
Finally, we note that the asymptotic approximation, (23), derived by Phillips [21]
can be used to calculate Iss(β) for larger values of β; for β > 500, the error is less
than 0.2%.
Appendix B. Higher-order terms in the inner perturbation series solution (31)
In the main body of the text we found the first two terms in the inner perturbation
expansions for CO, i(r, z, T ) and CR, i(r, z, T ), (31). The leading-order solutions
C(0)O, i and C(0)R, i are given by (33) and (34) respectively, while the first-order solutions
C(1)O, i and C(1)R, i are given by (46) and (47). We have also found the leading-order terms
in the outer perturbation expansions for CO, o(r, z, T ) and CR, o(r, z, T ), (32); C(0)O, o
is given by (39) and C(0)R, o is given by (40).
In this appendix, we continue the asymptotic matching procedure to find the first-
order outer solutions, C(1)O, o and C(1)R, o. Subsequent matching back to the inner solution
shows that the second-order inner solutions C(2)O, i and C(2)R, i are zero. This implies that
the error in the inner perturbation expansions truncated at two terms is O((%/√T )3)
(or equivalentlyO(t−3/2)), as we have indicated in expressions (48), (49) and (51).
Appendix B.1. First-order outer solution
Using the method of Van Dyke and the far-field behaviour of CssO (β; r, z) given by
(27), we find that the two-term outer expansion of the two-term inner solution is given
by:
CO, i = −%Iss(β)
2pi
(
1
ρˆ
− 1√
piT
)
+ %2
(
kf + kbD− 32
) Iss(β)2
4pi
5
2β
√
T ρˆ
+O(%3), (B.1)
CR, i = %
Iss(β)
2piD
(
1
ρˆ
−
(
1
DpiT
) 1
2
)
− %2
(
kf + kbD− 32
) Iss(β)2
4pi
5
2Dβ√T ρˆ +O(%
3). (B.2)
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Hence the outer solutions, C(1)O, o and C(1)R, o, must satisfy the following problems:
1
ρˆ
∂2
∂ρˆ2
(
ρˆC(1)O, o
)
=
∂C(1)O, o
∂T
z > 0, (B.3a)
C(1)O, o = 0 T = 0, (B.3b)
C(1)O, o → 0 ρˆ→∞, (B.3c)
C(1)O, o ∼
(
kf + kbD− 32
) Iss(β)2
4pi
5
2β
√
T ρˆ
ρˆ→ 0, (B.3d)
and
D
ρˆ
∂2
∂ρˆ2
(
ρˆC(1)R, o
)
=
∂C(1)R, o
∂T
z > 0, (B.4a)
C(1)R, o = 0 T = 0, (B.4b)
C(1)R, o → 0 ρˆ→∞, (B.4c)
C(1)R, o ∼ −
(
kf + kbD− 32
) Iss(β)2
4pi
5
2Dβ√T ρˆ ρˆ→ 0, (B.4d)
and the solutions are found to be:
C(1)O, o =
(
kf + kbD− 32
) Iss(β)2
4pi
5
2 β
√
T ρˆ
e−
ρˆ2
4T , (B.5)
C(1)R, o = −
(
kf + kbD− 32
) Iss(β)2
4pi
5
2Dβ√T ρˆe
−
ρˆ2
4DT . (B.6)
Appendix B.2. Second-order inner solution
The three-term inner expansion of the two-term outer solution is given by:
CO, o = −Iss(β)
2piρ
+ %
Iss(β)
2pi
3
2
√
T
(
1 +
(
kf + kbD− 32
) Iss(β)
2piβρ
)
− %3 Iss(β)
2(piT )
3
2
[
ρ2
12
+
(
kf + kbD− 32
) Iss(β)ρ
8piβ
]
+O(%5), (B.7)
and
CR, o =
Iss(β)
2piDρ − %
Iss(β)
2pi
3
2D√T
(
D− 12 +
(
kf + kbD− 32
) Iss(β)
2piβρ
)
+ %3
Iss(β)
2D2(piT ) 32
[
D− 12 ρ
2
12
+
(
kf + kbD− 32
) Iss(β)ρ
8piβ
]
+O(%5). (B.8)
Since the coefficient of %2 is zero, this means that C(2)O, i and C(2)R, i must satisfy linear
homogeneous boundary-value problems, whose solutions are C(2)O, i = C(2)R, i = 0, and
hence there is no term of O(%2) in the inner solution. This allows us to deduce that
the error in the inner perturbation expansion truncated at two terms isO((%/√T )3) (or
equivalentlyO(t−3/2)).
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Electrode, r˜ ≤ a˜, z˜ = 0
D˜O
∂C˜O
∂z˜
= k˜fC˜O − k˜bC˜R
D˜O
∂C˜O
∂z˜
= −D˜R∂C˜R
∂z˜
Axi-symmetric cylindrical
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z˜
r˜
Insulator, r˜ > a˜, z˜ = 0
D˜O
∂C˜O
∂z˜
= D˜R
∂C˜R
∂z˜
= 0
C˜O → C˜∗O, C˜R → C˜∗R
D˜O∇2C˜O = ∂C˜O
∂ t˜
D˜R∇2C˜R = ∂C˜R
∂ t˜
Governing equations, z˜ > 0
Far-field, r˜2 + z˜2 →∞
Figure 1: Schematic of the theoretical problem of an oxidant and reductant diffusing above a circular disk
electrode of radius a˜ (m) inlaid into an otherwise insulating plane at z˜ = 0. The concentration fields of the
two species are denoted by C˜O(r˜, z˜, t˜) and C˜R(r˜, z˜, t˜) (mol m−3) respectively, and their bulk concentra-
tions in the far-field, C˜∗O and C˜∗R (mol m−3), are constant. Their diffusion coefficients are represented by
D˜O and D˜R (m2 s−1). A redox reaction with forward and backward reaction rates denoted by k˜f and k˜b
(m s−1) takes place at the electrode, where the two species exchange n electrons.
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Figure 2: Log-log plot of the steady-state non-dimensional current, Iss(β), through a circular disk versus
the mass transfer coefficient β ∈ [0.05, 500] (solid lines). The asymptotic approximations given by (22) as
β → 0 and (23) as β →∞ are shown as dashed curves.
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(a) Parameters kf = 1, kb = 1
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Figure 3: Comparison between the non-dimensional analytical solution (solid lines) for the long-time tran-
sient current I(t)/β , where I(t) is given by (51), with numerically simulated values (triangles, squares and
circles) using the FIFD method devised by Gavaghan [26, 27]. The three separate transients marked by the
triangles, squares and circles on each plot correspond to taking D = 0.5, 1, and 2 respectively and illustrate
the impact of unequal diffusion coefficients.
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Figure 4: Semi-log plots of the time-varying percentage difference between the non-dimensional long-time
analytical solution for I(t) given by (51) and numerically simulated values. The triangles, squares and circles
denote different ratios of the diffusion coefficients, D = 0.5, 1, 2 respectively. As expected, the analytical
solution diverges from the numerical solution at small times and converges at large times. For all the param-
eters considered, the percentage difference between the solutions is less than 1.5% for t ≥ 1.
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Figure A.1: Log-log plot of the relative error, ErrN (500), defined in (A.10), versus size N of the truncated
matrix equation (A.7). The dashed line indicates that the error decreases as N−6. We note that choosing
N = 50 will ensure that the relative error in I(N)ss (500) is O(10−7).
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Abstract
Existing analytical solutions for the long-time chronoamperometric current response
at an inlaid disk electrode are restricted to diffusion-limited currents due to extreme
polarisation or reversible kinetics at the electrode surface. In this article, we derive an
approximate analytical solution for the long-time-dependent current when the kinetics
of the redox reaction at the electrode surface are quasi-reversible and the diffusion
coefficients of the oxidant and reductant are different. We also detail a novel method
for calculating the steady-state current. We show that our new method encapsulates
and extends the existing solutions, and agrees with numerically simulated currents.
Keywords: chronoamperometry, disk, ultramicroelectrode, quasi-reversible,
analytical
1. Introduction
Microdisk electrodes, and in particular ultra-microdisk electrodes, are popularly
used for electrochemical investigations, since they possess many advantages [1–3].
A microdisk electrode is a conducting disk embedded in an insulating plane, and is
easily fabricated by slicing through an insulated wire. Due to the geometry of the
electrode, mass transport is enhanced at the edge of the disk, and the current scales
with the radius of the disk rather than the area. The effects of ohmic drop and double-
layer capacitance are reduced, and the behaviour of electrochemical systems can be
investigated over very small time- and length-scales. Miniaturisation of the electrode
allows accurate information to be obtained about reactions with fast kinetics, which
would be impossible to distinguish at larger electrodes, [4]. Since this type of electrode
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is so widely used, theoretical research is vital to understand how the current response
should behave. Theoretical investigations are complicated by the different boundary
conditions on the electrode and the insulator, which results in a discontinuity in the
flux normal to the surface at the electrode edge.
The general problem involves two redox species, Ox and Red, diffusing above a
disk electrode with radius a˜ inlaid in an insulating plane. The diffusion coefficients for
Ox and Red are denoted D˜O and D˜R respectively, and they are not generally equal.
Provided the potential at the electrode is stepped to a constant value, the following
redox reaction occurs at the electrode and produces a chronoamperometric current:
Ox + n e k˜f!
k˜b
Red, (1)
where the forward and backward reaction rates, k˜f and k˜b, are constant. If the effects
of migration and natural convection can be neglected, then the current produced is a
function of the rate of mass transport to the electrode due to diffusion and the rate of
the reaction itself. Eventually the current reaches a steady state.
Analytically, investigations into the current produced at a disk electrode started
with the steady-state problem. The earliest recorded solutions in the electrochemi-
cal literature date back to Newman [5] and Saito [6], who reported the formula for the
diffusion-limited current due to extreme polarization, which was also well-known from
potential theory [7]. For reversible kinetics, where the Nernst equation applies at the
electrode surface, the analytical formula for the resulting diffusion-limited current is
also well-known, cf. Bond et al. [4] (using the properties of discontinuous integrals
of Bessel functions) and Oldham [8] (using spheroidal coordinates). More generally,
reversible diffusion-limited currents occur whenever the following dimensionless pa-
rameter is infinite (cf. Phillips [9]):
β =
k˜f a˜
D˜O
+
k˜ba˜
D˜R
. (2)
If β is finite, then the reaction at the electrode is quasi-reversible. In this case, the
steady-state current depends on a function of β, which generally must be calculated
numerically. Analytical approximations have been derived by Phillips [9] for large
β (when the current is close to diffusion-limited), and by Bender and Stone [10] for
small β. Bender and Stone [10] also used a Green’s function approach to derive an
integral equation for the current for any β, which they solved numerically. Aoki et al.
[11] used the Wiener-Hopf method to show that the steady-state current for a quasi-
reversible reaction can be calculated by solving a truncated infinite set of simultaneous
equations. Three other approaches have been illustrated in the literature, namely that
of Bond et al. [4] (using the properties of discontinuous integrals of Bessel functions),
Fleischmann, Daschbach and Pons [12, 13] (using the Neumann integral theorem) and
Baker and Verbrugge [14, 15] (using an integral equation written in terms of elliptic
integrals, similar to the approach of Bender and Stone [10]). Oldham and Zoski [16]
demonstrated that these three approaches are fundamentally similar and showed that
they yield the same numerical values.
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The behaviour of the transient current before the system reaches steady-state, cor-
responding to a chronoamperometric experiment, is also of interest to researchers. For
reversible reactions, and assuming that the diffusion coefficients of the oxidant and re-
ductant are equal, Aoki and Osteryoung [17, 18] used the Wiener-Hopf procedure to
develop approximate series expansions for the transient currents at short time and long
time; the long-time series was subsequently corrected by Shoup and Szabo [19]. As
part of a more general article on the long-time transient currents to microelectrodes
of arbitrary shape, Phillips [20] showed that, in the special case of an inlaid disk,
his solution agreed with Shoup and Szabo’s correction. Due to an approximation in
Aoki and Osteryoung’s analysis [17], there was some doubt about the third term in the
short-time series [18, 19], and Phillips and Jansons [21] derived a corrected version
of the series. Oldham [22] found the first two terms in the short-time series for the
diffusion-limited current in the case of extreme polarisation. Rajendran and Sangara-
narayanan [23] also derived five- and four-term series respectively for the diffusion-
limited currents at short- and long-time using results from scattering analogue theory,
valid for equal diffusion coefficients. Fleischmann and coworkers also considered the
chronoamperometric response of a disk electrode at extreme polarisation. In [24], they
find an approximate solution in the Laplace-transformed variable, which satisfies the
constant concentration boundary condition on average across the disk; and, in [25],
they use Neumann’s integral theorem to find a series solution (which they also extend
to irreversible reactions), the time-dependent coefficients of which must be determined
from a system of complicated equations.
A number of different numerical approaches have been developed to investigate
both the steady-state current and the transient chronoamperometric current. Gavaghan
[26, 27] developed a finite-difference approach using a spatial grid expanding expo-
nentially from the electrode edge. Harriman, Gavaghan, Su¨li et al. [28–30] used an
adaptive finite-element approach. Amatore, Oleinick and Svir [31–34] have described
how to use quasi-conformal mapping techniques. Mirkin and Bard [35] showed how
the transient current can be calculated from a multi-dimensional integral equation. Al-
though extremely useful, these numerical simulations cannot provide the same direct
insight as analytical solutions into how the current response depends on the underlying
system parameters.
All of the analytical work on transient chronoamperometric currents descibed above
only covers diffusion-limited currents, due to extreme polarisation or reversible kinet-
ics, when the parameter β is infinite. For the reversible kinetics/infinite-β case, existing
analysis also requires that the diffusion coefficients of the oxidant and the reductant are
equal. In this article, we derive a two-term asymptotic series for the general long-time
chronoamperometric current. For the reader who wishes to skip the detailed deriva-
tion, the final expression is given in equation (52). The solution extends the prior work
described above to allow for quasi-reversible kinetics at the electrode and unequal dif-
fusion coefficients. By ‘long-time’, we mean that the solution is valid for times, t˜, such
that the following condition is satisfied:
t˜! max
(
a˜2
D˜O
,
a˜2
D˜R
)
. (3)
We demonstrate that the solution encapsulates the existing solutions for the diffusion-
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limited currents, and we show that it agrees with numerically simulated values using
Gavaghan’s finite-difference method [26, 27]. The first term in the series is the steady-
state current, and the second term is proportional to t˜−1/2, and depends on the square
of the steady-state current. As detailed above, solutions for the steady-state current
for a quasi-reversible reaction are already known. However, whilst carrying out this
research, we found a new solution for the steady-state current using Tranter’s method
[36], which exploits the properties of discontinuous integrals of Bessel functions, and
we report this in Appendix A. The approach is similar to Bond et al. [4], but uses
different weighting functions. The resulting truncated infinite system of equations to
be solved is easy to implement, since the coefficients in the matrix are simple, and
converge quickly.
2. Theory
2.1. Problem statement and non-dimensionalisation
A schematic of the dimensional theoretical problem is displayed in Figure 1 (tildes
indicate dimensional variables). We consider a simple redox reaction (1) between two
species, Ox and Red, diffusing in the half-space z˜ > 0, which exchange n electrons
at disk electrode placed in the plane z˜ = 0. The forward and backward rate constants
of the reaction are denoted by k˜f and k˜b respectively, and we will assume that the
electrode is held at a constant potential so that they are both constant. The inlaid disk
electrode has its centre situated at r˜ = 0, z˜ = 0 and has radius r˜ = a˜ (m). If any
effects due to migration and convection are neglected, then the concentrations of Ox
and Red, C˜O(r˜, z˜, t˜) and C˜R(r˜, z˜, t˜), each satisfy the diffusion equation for z˜ > 0
with constant diffusion coefficients D˜O and D˜R (m2 s−1), that is:
D˜O∇2C˜O = ∂C˜O
∂ t˜
, D˜R∇2C˜R = ∂C˜R
∂ t˜
. (4)
Initially the bulk concentration of each species is constant everywhere:
C˜O(r˜, z˜, 0) = C˜
∗
O, C˜R(r˜, z˜, 0) = C˜
∗
R. (5)
We assume that the bulk concentrations remain undisturbed as the reaction at the elec-
trode progresses, which provides the far-field boundary conditions
C˜O → C˜∗O, C˜R → C˜∗R, as r˜2 + z˜2 →∞. (6)
On the electrode surface, the boundary conditions are given by the reaction at the sur-
face and conservation of matter:
D˜O
∂C˜O
∂z˜
= k˜f C˜O − k˜bC˜R,
D˜O
∂C˜O
∂z˜
= −D˜R ∂C˜R
∂z˜
,
 for r˜ ≤ a˜, z˜ = 0. (7)
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There is no flux through the remainder of the surface, so that
D˜O
∂C˜O
∂z˜
= D˜R
∂C˜R
∂z˜
= 0, for r˜ > a˜, z˜ = 0. (8)
The Faradaic current through the electrode is given by
I˜(t˜) = −2pinFD˜O
∫ a˜
0
∂C˜O
∂z˜
(r˜, 0, t˜) r˜ dr˜, (9)
where F is Faraday’s constant, and we recall that n is the number of electrons trans-
ferred in the redox reaction.
To non-dimensionalise the problem, we choose the following scalings:
r˜ = a˜r, z˜ = a˜z, t˜ =
a˜2
D˜O
t, k˜f =
D˜O
a˜
kf , k˜b =
D˜O
a˜
kb, (10a)
C˜O = C˜
∗
O −
(
kf C˜∗O − kbC˜∗R
kf + kbD−1
)
CO, C˜R = C˜
∗
R −
(
kf C˜∗O − kbC˜∗R
kf + kbD−1
)
CR, (10b)
I˜ = nF a˜D˜O
(
kf C˜∗O − kbC˜∗R
kf + kbD−1
)
I, (10c)
where
D = D˜R
D˜O
. (11)
Then, in terms of the non-dimensional variables, the problem becomes:
∇2CO = ∂CO
∂t
, D∇2CR = ∂CR
∂t
, in z > 0. (12)
The initial conditions become:
CO(r, z, 0) = 0, CR(r, z, 0) = 0, (13)
and the far-field boundary conditions are
CO → 0, CR → 0, as r2 + z2 →∞. (14)
On the electrode surface, the boundary conditions are:
∂CO
∂z
=
(
kf + kbD−1
)(kfCO − kbCR
kf + kbD−1 − 1
)
,
∂CO
∂z
= −D∂CR
∂z
,
 for r ≤ 1, z = 0. (15)
On the remaining surface, the no-flux condition is:
∂CO
∂z
=
∂CR
∂z
= 0, for r > 1, z = 0. (16)
The dimensionless Faradaic current through the electrode is given by
I(t) = 2pi
∫ 1
0
∂CO
∂z
(r, 0, t) r dr. (17)
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2.2. Steady-state problem
The long-time solution of the time-dependent problem is highly reliant on the so-
lution to the steady-state problem, which we consider here first. The steady-state con-
centrations, which we denote CssO and CssR , satisfy Laplace’s equation:
∇2CssO = 0, ∇2CssR = 0, (18)
in z > 0, along with the boundary conditions (14)-(16). It is simple to see that CssO +
DCssR = 0 for all r, z, so that solution of the steady-state problem reduces to solving
the following problem for CssO :
∇2CssO = 0 z > 0, (19a)
CssO → 0 z →∞, (19b)
∂CssO
∂z
= q(β; r) =
{
0 r > 1,
β(CssO − 1) r ≤ 1,
z = 0, (19c)
where the mass transfer coefficient β is given by
β = kf + kbD−1. (20)
(This is expression (2) written in non-dimensional variables.) The solution to this prob-
lem, CssO = CssO (β; r, z), depends parametrically on the single parameter β, and the
steady-state current, Iss(β), is given by (cf. (17))
Iss(β) = 2pi
∫ 1
0
∂CssO
∂z
∣∣∣∣
z=0
r dr = 2pi
∫ 1
0
q(β; r)r dr. (21)
The steady-state current as a function of β can be computed in a number of ways as
described in the Introduction [4, 10–16]. We have found a new solution using Tranter’s
method [36], which we detail in Appendix A. This methodology uses the properties
of discontinuous integrals of Bessel functions, and is similar to that employed by Bond
et al. [4], but uses different weighting functions. Our methodology results in a simpler
matrix equation to solve for the current and it converges very quickly as the size of
the matrix is increased. The result is shown as a log-log plot in Figure 2, along with
the small- and large-β asymptotes. The small-β asymptote was derived by Bender and
Stone [10], and is given by:
Iss(β) ∼ −piβ + 8
3
β2 − 2.294β3 + 1.969β4 +O(β5), as β → 0,
(22)
while the large-β asymptote was derived by Phillips [9] to be:
Iss(β) = −4
(
1− (piβ)−1 log β + o(β−1 log β)) , as β →∞. (23)
By comparing their numerical solution to this asymptotic approximation, Bender and
Stone [10] suggested that (23) can be improved by adding a numerically based correc-
tion of O(β−1), so that the asymptote is given by:
Iss(β) = −4
(
1− β−1 (pi−1 log β + 0.725)+ o(β−1 log β)) , as β →∞. (24)
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Nisanciog¨lu and Newman [37] found the coefficient of the extra O(β−1) term to be
0.708.
Using a Green’s function, the solution for CssO can be expressed in terms of the flux,
q(β; r), defined in (19c), as [14, 38]:
CssO (β; r, z) = −
2
pi
∫ 1
0
K
(
4rs
(r + s)2 + z2
)
q(β; s)s ds√
(r + s)2 + z2
, (25)
where K(m) denotes a complete elliptic integral of the first kind ([39], p. 590, 17.3.1):
K(m) =
∫ pi/2
0
1√
1−m sin2 θ
dθ. (26)
Solution of the transient problem requires knowledge of the far-field behaviour of
CssO (β; r, z), which can be derived from (25) to be:
CssO (β; r, z) ∼ −
Iss(β)
2pi
√
r2 + z2
−
(
r2 − 2z2)
4 (r2 + z2)5/2
∫ 1
0
q(β; s)s3 ds+ · · · ,
as r2 + z2 →∞. (27)
To leading order, the far-field influence of the disk is characterised entirely by the
steady-state current Iss(β) and is equivalent to a point source of strength Iss(β).
Since Iss(β) is critical for the understanding of the current response, we have sup-
plied a working curve for Iss(β) as a function of β over the range 0 ≤ β ≤ 500 in the
Supplementary Information; details of the calculation are set out in Appendix A. For
β > 500, the asymptotic approximations (23) or (24) for large β can be used.
2.3. Asymptotic solution for the long-time transient behaviour
To find the long-time solution, we perform a coordinate expansion for large t by
letting
t =
T
%2
, (28)
where T = O(1) and %) 1, so that the governing equations (12) become:
∇2CO = %2 ∂CO
∂T
, D∇2CR = %2 ∂CR
∂T
. (29)
In dimensional terms, the condition % ) 1 is equivalent to assuming condition (3)
mentioned in the Introduction, and which we repeat here:
t˜! max
(
a˜2
D˜O
,
a˜2
D˜R
)
. (30)
For example, for a microdisk electrode with radius a˜ ≈ 10−5 m and diffusion coef-
ficients D˜O, D˜R ≈ 10−10 m2 s−1, this condition implies that the solution that we
derive will be valid for time-scales t˜! 1s.
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Since % ) 1, there is an inner region near the disk where the concentrations are at
a steady state to leading order, and a outer region far from the disk where the concen-
trations are time-dependent to leading order. We find solutions in both regions using
approximate matched asymptotic expansions. This approach is similar to that used
for the diffusion-limited current by Phillips [20], who performed the analysis in the
Laplace-transform domain. In the inner region, the coordinate system is simply (r, z)
as defined above, and we denote the inner dependent variables by using the subscript
i, so that they are CO, i(r, z, T ) and CR, i(r, z, T ). In the outer region, we define the
coordinate system to be (rˆ, zˆ), where rˆ = %r and zˆ = %z, and we denote the dependent
variables using the subscript o: CO, o(rˆ, zˆ, T ) and CR, o(rˆ, zˆ, T ).
We expand the inner variables in the following perturbation series:
CO, i(r, z, T ) = C
(0)
O, i(r, z) + %C
(1)
O, i(r, z, T ) + %
2C(2)O, i(r, z, T ) + . . . , (31a)
CR, i(r, z, T ) = C
(0)
R, i(r, z) + %C
(1)
R, i(r, z, T ) + %
2C(2)R, i(r, z, T ) + . . . , (31b)
and the outer variables as:
CO, o(rˆ, zˆ, T ) = %C
(0)
O, o(rˆ, zˆ, T ) + %
2C(1)O, o(rˆ, zˆ, T ) + %
3C(2)O, o(rˆ, zˆ, T ) + . . . ,
(32a)
CR, o(rˆ, zˆ, T ) = %C
(0)
R, o(rˆ, zˆ, T ) + %
2C(1)R, o(rˆ, zˆ, T ) + %
3C(2)R, o(rˆ, zˆ, T ) + . . . .
(32b)
2.3.1. Leading-order inner solution
To leading order, the concentrations are at steady state in the vicinity of the elec-
trode, so that C(0)O, i(r, z) and C(0)R, i(r, z) satisfy the steady-state problem discussed in
Section 2.2. Hence
C(0)O, i(r, z) = C
ss
O (β; r, z), (33)
where the steady-state solution,CssO , is given by expression (25), and the corresponding
leading-order solution for C(0)R, i is:
C(0)R, i(r, z) = −
1
DC
ss
O (β; r, z). (34)
2.3.2. Leading-order outer solution
Now we apply Van Dyke’s matching rule [40].Writing the inner solutions C(0)O, i and
C(0)R, i in terms of the outer variables rˆ and zˆ, and letting % tend to zero, we find from
(27) that
C(0)O, i(rˆ, zˆ) = −%
Iss(β)
2piρˆ
+O(%3), (35)
C(0)R, i(rˆ, zˆ) = %
Iss(β)
2piDρˆ +O(%
3), (36)
where ρˆ = √rˆ2 + zˆ2. Hence the leading-order terms C(0)O, o and C(0)R, o of the outer
perturbation series, (32), are functions of ρˆ and T only and are spherically symmetric,
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as the disk appears as a point source or sink on the outer length-scale; thus they satisfy
the following time-dependent problems:
1
ρˆ
∂2
∂ρˆ2
(
ρˆC(0)O, o
)
=
∂C(0)O, o
∂T
z > 0, (37a)
C(0)O, o = 0 T = 0, (37b)
C(0)O, o → 0 ρˆ→∞, (37c)
C(0)O, o ∼ −
Iss(β)
2piρˆ
ρˆ→ 0, (37d)
and
D
ρˆ
∂2
∂ρˆ2
(
ρˆC(0)R, o
)
=
∂C(0)R, o
∂T
z > 0, (38a)
C(0)R, o = 0 T = 0, (38b)
C(0)R, o → 0 ρˆ→∞, (38c)
C(0)R, o ∼
Iss(β)
2piDρˆ ρˆ→ 0, (38d)
whose solutions are:
C(0)O, o = −
Iss(β)
2piρˆ
erfc
(
ρˆ
2
√
T
)
, (39)
C(0)R, o =
Iss(β)
2piDρˆ erfc
(
ρˆ
2
√DT
)
. (40)
2.3.3. First-order inner solution
Next we apply Van Dyke’s matching rule [40] to determine the first-order influence
of the outer solution upon the inner problem. Writing (39) and (40) in terms of the
inner variable ρˆ = %ρ, where ρ = √r2 + z2, and taking the first two terms of the
expansion as %→ 0, we obtain
CO, o = −Iss(β)
2piρ
+ %
Iss(β)
2pi
3
2
√
T
+O(%3), (41)
CR, o =
Iss(β)
2piDρ − %
Iss(β)
2pi
3
2D 32√T +O(%
3). (42)
Hence, the first-order terms C(1)O, i and C(1)R, i of the inner perturbation series, (31a) and
(31b), satisfy:
∇2C(1)O, i = 0, ∇2C(1)R, i = 0, (43a)
with boundary conditions as ρ→∞:
C(1)O, i →
Iss(β)
2pi
3
2
√
T
, C(1)R, i → −
Iss(β)
2pi
3
2D 32√T . (43b)
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On the electrode surface, r ≤ 1, z = 0, the boundary conditions are:
∂C(1)O, i
∂z
= kfC
(1)
O, i − kbC(1)R, i, (43c)
∂C(1)O, i
∂z
= −D∂C
(1)
R, i
∂z
. (43d)
For r > 1, z = 0, the no-flux condition is:
∂C(1)O, i
∂z
=
∂C(1)R, i
∂z
= 0. (43e)
Using the governing equations, (43a), and the boundary conditions, (43b), (43d)–(43e),
we see that the following quantity must be conserved:
C(1)O, i +DC(1)R, i ≡ −
Iss(β)
2pi
3
2
√
T
(
D− 12 − 1
)
. (44)
Hence C(1)R, i can be eliminated from (43a)–(43e) to obtain a single problem for C(1)O, i:
∇2C(1)O, i = 0 z > 0, (45a)
C(1)O, i →
Iss(β)
2pi
3
2
√
T
ρ→∞, (45b)
−∂C
(1)
O, i
∂z
=
0 r > 1kbIss(β)
2pi
3
2D√T
(
1−D− 12
)
− βC(1)O, i r ≤ 1
z = 0. (45c)
By comparison with (19), the solution to this problem can be written in terms of the
steady-state solution, CssO , as follows:
C(1)O, i =
Iss(β)
2pi
3
2
√
T
[
1−
(
kf + kbD− 32
β
)
CssO (β; r, z)
]
. (46)
From (44), we see that C(1)R, i has the corresponding solution:
C(1)R, i = −
Iss(β)
2pi
3
2D√T
[
D− 12 −
(
kf + kbD− 32
β
)
CssO (β; r, z)
]
. (47)
2.4. Analytical expression for the long-time transient current
Collecting the terms in the inner perturbation series for CO, i, (33) and (46), the
solution for CO, i is therefore given by
CO, i = C
ss
O (β; r, z) +
%√
T
Iss(β)
2pi
3
2
[
1− kf + kbD
−
3
2
β
CssO (β; r, z)
]
+O
((
%√
T
)3)
, (48)
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while the corresponding solution for CR, i is found from (34) and (47) to be:
CR, i = − 1DC
ss
O (β; r, z)−
%√
T
Iss(β)
2pi
3
2D
[
D− 12 −
(
kf + kbD− 32
β
)
CssO (β; r, z)
]
+O
((
%√
T
)3)
. (49)
In expressions (48) and (49), we have indicated the error term of O((%/√T )3). In
other words, it transpires that the second-order corrections of O(%2/T ) are identically
zero. We relegate the detailed justification of this to Appendix B.
Expression (48) implies that the long-time transient current is given by
I(t) = 2pi
∫ 1
0
∂CO, i
∂z
∣∣∣∣
z=0
rdr, (50)
= Iss(β)
[
1− Iss(β)
2pi
3
2
√
t
(
kf + kbD− 32
β
)]
+O(t−
3
2 ), (51)
where Iss(β) is the steady-state current defined by (21) and we return to the physical
time variable t = T/%2. Converting back to dimensional variables gives the main result
of this article:
I˜(t˜) ∼ nF a˜D˜OD˜RIss(β)
(
k˜f C˜∗O − k˜bC˜∗R
k˜f D˜R + k˜bD˜O
)
×[
1− a˜Iss(β)
2pi
3
2
√
t˜D˜OD˜R
(
k˜f D˜
3
2
R + k˜bD˜
3
2
O
k˜f D˜R + k˜bD˜O
)]
, as t˜→∞, (52)
where the error in the formula is proportional to t˜−3/2 and β is defined as in (2).
3. Results and discussion
In this section, we consider special cases of the solution for the current response
(52) and show that it encapsulates existing solutions in the literature for diffusion-
limited currents. We also verify the analytical solution by comparison with numerically
calculated currents.
3.1. Special cases of the current response
3.1.1. Extreme polarisation currents
For a reduction reaction, extreme polarisation corresponds to letting kf → ∞ and
kb → 0. Since Iss(∞) = −4, the resulting time-dependent limiting current is given
by:
I˜(t˜) ∼ −4nF a˜D˜OC˜∗O
[
1 +
2a˜
pi
3
2
√
t˜D˜O
]
. (53)
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This result agrees with the first two terms of the series reported by Shoup and Szabo
[19] and Phillips [20]. Similarly for an oxidation reaction, kb → ∞ and kf → 0, so
that the limiting current is given by:
I˜(t˜) ∼ 4nF a˜D˜RC˜∗R
[
1 +
2a˜
pi
3
2
√
t˜D˜R
]
. (54)
3.1.2. Reversible reactions
Aoki and Osteryoung [17, 18] (corrected by Shoup and Szabo [19]) found the com-
plete expansion using the Wiener-Hopf method for the special case when C˜∗R = 0,
D˜O = D˜R = D˜ and kf , kb → ∞ such that kb/kf = O(1). Rajendran and San-
garanarayanan [23] also reported four terms of the series for the current. In this case,
Iss(β) = −4, and, making the same assumptions in (52), we obtain the same result as
the first two terms in their series, namely
I˜(t˜) ∼ −4nF a˜D˜C˜∗O
(
1 +
k˜b
k˜f
)−1 [
1 +
2a˜
pi
3
2
√
D˜t˜
]
. (55)
If the diffusion coefficients are not the same and C˜∗R -= 0, then the generalised
result for reversible reactions is given by
I˜(t˜) ∼ −4nF a˜D˜OD˜R
(
k˜f C˜∗O − k˜bC˜∗R
k˜f D˜R + k˜bD˜O
)
×[
1 +
2a˜
pi
3
2
√
t˜D˜OD˜R
(
k˜f D˜
3
2
R + k˜bD˜
3
2
O
k˜f D˜R + k˜bD˜O
)]
. (56)
3.1.3. Irreversible reactions
For an irreversible reduction reaction, kb → 0, whilst kf remains O(1), so that
I˜(t˜) ∼ nF a˜D˜OIss
(
k˜f a˜
D˜O
)
C˜∗O
1− a˜Iss
(
k˜f a˜
D˜O
)
2pi
3
2
√
t˜D˜O
 . (57)
For an irreversible oxidation reaction, kf → 0, whilst kb remains O(1), so that
I˜(t˜) ∼ −nF a˜D˜RIss
(
k˜ba˜
D˜R
)
C˜∗R
1− a˜Iss
(
k˜ba˜
D˜R
)
2pi
3
2
√
t˜D˜R
 . (58)
3.2. Comparison with numerical simulations
To verify our prediction (51) for the long-time current response, we performed
numerical simulations using the fully implicit finite-difference (FIFD) method detailed
by Gavaghan [26, 27], with a spatial mesh expanding exponentially from the edge of
the disk. The problem to be solved is given by the governing equations (12), with
12
initial conditions (13), far-field boundary conditions (14) implemented at the edge of
the finite domain, and boundary conditions on the electrode (15) and the surrounding
insulator (16).
For the dimensionless problem, we chose the region of integration to be (0 ≤ r ≤
101 = rmax, 0 ≤ z ≤ 100 = zmax) and solved for 0 ≤ t ≤ 10 = tmax. Note
that the domain of integration was larger than the 6√Dtmax condition recommended
by Britz, [41], to ensure that the finite boundaries have no effect on the processes at
the electrode; in this case, rmax, zmax must be greater than max(6
√
tmax, 6
√Dtmax).
Following Gavaghan [26, 27], we chose the mesh parameters to be hlast = 8×10−5 and
f = 1.175, and the time-stepping was chosen to ensure accurate solutions at all times.
The initial time-step was taken to be 10−6 and was increased by a factor of 10 after
every 1000 steps. To test whether this was sufficiently accurate, we also performed
the simulations with an initial time-step of 10−5 and found that there was a negligi-
ble difference in the values of the current over the entire time domain; the maximum
percentage difference was less than 0.5% for all the simulations run.
In Figure 3, we show comparisons of the numerical and analytical solutions for
various combinations of the parameters kf , kb and D. We have plotted I(t)/β against
t to ensure that the full effect of different diffusion coefficients on the current is cap-
tured, since the non-dimensionalisation of the concentrations includes a factor of 1/β,
cf. expression (10b). The percentage differences between the numerical and analytical
solutions are plotted in Figure 4, which confirms that the analytical solution diverges
from the numerical solution for small t and converges for large t. We expect that the
analytical solution (51) is valid for long-times t such that
t! max (1, D−1) , (59)
which is the non-dimensional equivalent of condition (30). For the parameters con-
sidered in Figure 4, the percentage difference between the analytical and numerical
solutions is less than 1.5% for t ≥ 1.
4. Conclusions
We have derived a novel approximate solution (52) for the long-time-dependent
chronoamperometric current at a circular disk electrode. The solution generalises pre-
vious results in the literature to allow for quasi-reversible reactions at the electrode. It
also extends the previous work to allow the oxidant and the reductant to have differ-
ent diffusion coefficients. We showed that our new solution encapsulates and gener-
alises the known solutions for diffusion-limited currents, and agrees well with numer-
ically calculated solutions. Our analysis shows that the large-time current decays to
its steady-state value like t˜−1/2 as t˜ → ∞. A key conclusion of our work is that the
correction of O(t˜−1) is identically zero, so that a simple two-term approximation gives
surprisingly accurate results.
We have made no assumptions in this article about the form of the forward and
backward rate constants, k˜f and k˜b, other than that they are constant. The most com-
monly used model for the forward and backward rate constants is the Butler–Volmer
model [42], which relates the rate constants to the applied potential at the electrode
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surface. In the future, we plan to discuss how the results in this paper can be applied
to define a protocol for estimating the parameters of the Butler–Volmer model from a
series of chronoamperometric experiments, and we will verify the protocol experimen-
tally.
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Supplementary Data
We supply a working curve for the non-dimensional steady-state current Iss(β)
as a function of β for the range 0 ≤ β ≤ 500, at the points βj = 0.05 × (j − 1),
j = 1, . . . , 10, 001. Details of its calculation are described in Appendix A. The file is
called ‘Iss working curve.txt’.
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Appendix A. Computing the steady-state non-dimensional current Iss(β)
To recap for clarity, the solution for the steady-state oxidant concentration,CssO (β; r, z),
satisfies the following problem (cf. (19)):
∇2CssO = 0 z > 0, (A.1a)
CssO → 0 z →∞, (A.1b)
∂CssO
∂z
= q(β; r) =
{
0 r > 1,
β(CssO − 1) r ≤ 1,
z = 0. (A.1c)
The non-dimensional steady-state current through the disk electrode is given by
Iss(β) = 2pi
∫ 1
0
∂CssO
∂z
(β; r, 0)r dr = 2pi
∫ 1
0
q(β; r)r dr. (A.2)
Let q̂(β; s) denote the Hankel transform of q(β; r), namely
q̂(β; s) =
∫
∞
0
q(β; r)J0(rs)r dr. (A.3)
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It is straightforward to deduce from (A.1) and (A.2) that q̂(β; s) must satisfy the dual
integral equations
∫
∞
0
q̂(β; s)(β + s)J0(rs) ds = −β r ≤ 1, (A.4a)∫
∞
0
q̂(β; s)J0(rs)s ds = 0 r > 1. (A.4b)
Once q̂(β; s) is determined, we can compute Iss(β) using
Iss(β) = 2piq̂(β; 0). (A.5)
We solve (A.4) to find q̂(β; s) using Tranter’s method [36]. If we decompose
q̂(β; s) into a series of the form
q̂(β; s) =
1
s
∞∑
n=0
anJ2n+1(s), (A.6)
then (A.4b) is satisfied identically, while (A.4a) leads to an infinite system of linear
algebraic equations for the coeffients an. We truncate the system at some large finite
size N and hence obtain a matrix equation of the form
N−1∑
n=0
(δmn + βLmn) an = −βδm0, (A.7)
for a0, a1, · · · , aN−1, where
Lmn =
8(−1)m+n(2m+ 1)
pi(2m+ 2n+ 1)(2m− 2n+ 1)(2n− 2m+ 1)(2m+ 2n+ 3) , (A.8)
and δmn is the Kronecker delta. For each finite value of β and N , (A.7) is easily
inverted and the non-dimensional steady-state current is then recovered from
I(N)ss (β) = pia0. (A.9)
Accurate computation of Iss(β) requires an estimate of the truncation error in
I(N)ss (β). Assuming that the error is proportional to N−p for some positive integer
p, it is possible to determine that the relative error, ErrN (β), decreases as N−6, where
ErrN (β) is defined as:
ErrN (β) = |I
(N)
ss (β)− Iss(β)|
|Iss(β)| . (A.10)
We display a log-log plot of ErrN (β) versus N for β = 500 in Figure A.1; the dashed
line indicates the slope of −6.
For practical purposes, it is useful to have a working curve for Iss(β). We have
calculated a working curve for Iss(β) using N = 50 for 0 ≤ β ≤ 500 at the
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points β = βj , where βj = 0.05(j − 1), j = 1, . . . , 10, 001. The curve is plotted
in Figure 2 in the main text and is supplied as Supplementary Data in a file called
‘Iss working curve.txt’. Since ErrN (β) increases with β for a given N , and
Figure A.1 shows that ErrN (500) = O(10−7) at N = 50, this implies that the relative
error at each point on the calculated curve is less than O(10−7).
Finally, we note that the asymptotic approximation, (23), derived by Phillips [21]
can be used to calculate Iss(β) for larger values of β; for β > 500, the error is less
than 0.2%.
Appendix B. Higher-order terms in the inner perturbation series solution (31)
In the main body of the text we found the first two terms in the inner perturbation
expansions for CO, i(r, z, T ) and CR, i(r, z, T ), (31). The leading-order solutions
C(0)O, i and C(0)R, i are given by (33) and (34) respectively, while the first-order solutions
C(1)O, i and C(1)R, i are given by (46) and (47). We have also found the leading-order terms
in the outer perturbation expansions for CO, o(r, z, T ) and CR, o(r, z, T ), (32); C(0)O, o
is given by (39) and C(0)R, o is given by (40).
In this appendix, we continue the asymptotic matching procedure to find the first-
order outer solutions, C(1)O, o and C(1)R, o. Subsequent matching back to the inner solution
shows that the second-order inner solutions C(2)O, i and C(2)R, i are zero. This implies that
the error in the inner perturbation expansions truncated at two terms is O((%/√T )3)
(or equivalently O(t−3/2)), as we have indicated in expressions (48), (49) and (51).
Appendix B.1. First-order outer solution
Using the method of Van Dyke and the far-field behaviour of CssO (β; r, z) given by
(27), we find that the two-term outer expansion of the two-term inner solution is given
by:
CO, i = −%Iss(β)
2pi
(
1
ρˆ
− 1√
piT
)
+ %2
(
kf + kbD− 32
) Iss(β)2
4pi
5
2β
√
T ρˆ
+O(%3), (B.1)
CR, i = %
Iss(β)
2piD
(
1
ρˆ
−
(
1
DpiT
) 1
2
)
− %2
(
kf + kbD− 32
) Iss(β)2
4pi
5
2Dβ√T ρˆ +O(%
3). (B.2)
19
Hence the outer solutions, C(1)O, o and C(1)R, o, must satisfy the following problems:
1
ρˆ
∂2
∂ρˆ2
(
ρˆC(1)O, o
)
=
∂C(1)O, o
∂T
z > 0, (B.3a)
C(1)O, o = 0 T = 0, (B.3b)
C(1)O, o → 0 ρˆ→∞, (B.3c)
C(1)O, o ∼
(
kf + kbD− 32
) Iss(β)2
4pi
5
2β
√
T ρˆ
ρˆ→ 0, (B.3d)
and
D
ρˆ
∂2
∂ρˆ2
(
ρˆC(1)R, o
)
=
∂C(1)R, o
∂T
z > 0, (B.4a)
C(1)R, o = 0 T = 0, (B.4b)
C(1)R, o → 0 ρˆ→∞, (B.4c)
C(1)R, o ∼ −
(
kf + kbD− 32
) Iss(β)2
4pi
5
2Dβ√T ρˆ ρˆ→ 0, (B.4d)
and the solutions are found to be:
C(1)O, o =
(
kf + kbD− 32
) Iss(β)2
4pi
5
2 β
√
T ρˆ
e−
ρˆ2
4T , (B.5)
C(1)R, o = −
(
kf + kbD− 32
) Iss(β)2
4pi
5
2Dβ√T ρˆe
−
ρˆ2
4DT . (B.6)
Appendix B.2. Second-order inner solution
The three-term inner expansion of the two-term outer solution is given by:
CO, o = −Iss(β)
2piρ
+ %
Iss(β)
2pi
3
2
√
T
(
1 +
(
kf + kbD− 32
) Iss(β)
2piβρ
)
− %3 Iss(β)
2(piT )
3
2
[
ρ2
12
+
(
kf + kbD− 32
) Iss(β)ρ
8piβ
]
+O(%5), (B.7)
and
CR, o =
Iss(β)
2piDρ − %
Iss(β)
2pi
3
2D√T
(
D− 12 +
(
kf + kbD− 32
) Iss(β)
2piβρ
)
+ %3
Iss(β)
2D2(piT ) 32
[
D− 12 ρ
2
12
+
(
kf + kbD− 32
) Iss(β)ρ
8piβ
]
+O(%5). (B.8)
Since the coefficient of %2 is zero, this means that C(2)O, i and C(2)R, i must satisfy linear
homogeneous boundary-value problems, whose solutions are C(2)O, i = C(2)R, i = 0, and
hence there is no term of O(%2) in the inner solution. This allows us to deduce that
the error in the inner perturbation expansion truncated at two terms is O((%/√T )3) (or
equivalently O(t−3/2)).
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∂z˜
= D˜R
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∂z˜
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C˜O → C˜∗O, C˜R → C˜∗R
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∂ t˜
D˜R∇2C˜R = ∂C˜R
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Governing equations, z˜ > 0
Far-field, r˜2 + z˜2 →∞
Figure 1: Schematic of the theoretical problem of an oxidant and reductant diffusing above a circular disk
electrode of radius a˜ (m) inlaid into an otherwise insulating plane at z˜ = 0. The concentration fields of the
two species are denoted by C˜O(r˜, z˜, t˜) and C˜R(r˜, z˜, t˜) (mol m−3) respectively, and their bulk concentra-
tions in the far-field, C˜∗O and C˜∗R (mol m−3), are constant. Their diffusion coefficients are represented by
D˜O and D˜R (m2 s−1). A redox reaction with forward and backward reaction rates denoted by k˜f and k˜b
(m s−1) takes place at the electrode, where the two species exchange n electrons.
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Figure 2: Log-log plot of the steady-state non-dimensional current, Iss(β), through a circular disk versus
the mass transfer coefficient β ∈ [0.05, 500] (solid lines). The asymptotic approximations given by (22) as
β → 0 and (23) as β →∞ are shown as dashed curves.
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(a) Parameters kf = 1, kb = 1
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(b) Parameters kf = 5, kb = 1
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(c) Parameters kf = 1, kb = 5
Figure 3: Comparison between the non-dimensional analytical solution (solid lines) for the long-time tran-
sient current I(t)/β, where I(t) is given by (51), with numerically simulated values (triangles, squares and
circles) using the FIFD method devised by Gavaghan [26, 27]. The three separate transients marked by the
triangles, squares and circles on each plot correspond to taking D = 0.5, 1, and 2 respectively and illustrate
the impact of unequal diffusion coefficients.
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(a) Parameters kf = 1, kb = 1
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(b) Parameters kf = 5, kb = 1
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(c) Parameters kf = 1, kb = 5
Figure 4: Semi-log plots of the time-varying percentage difference between the non-dimensional long-time
analytical solution for I(t) given by (51) and numerically simulated values. The triangles, squares and
circles denote different ratios of the diffusion coefficients, D = 0.5, 1, 2 respectively. As expected, the
analytical solution diverges from the numerical solution at small times and converges at large times. For all
the parameters considered, the percentage difference between the solutions is less than 1.5% for t ≥ 1.
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Figure A.1: Log-log plot of the relative error, ErrN (500), defined in (A.10), versus size N of the truncated
matrix equation (A.7). The dashed line indicates that the error decreases as N−6. We note that choosing
N = 50 will ensure that the relative error in I(N)ss (500) is O(10−7).
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