In recent work a solution of the Ornstein-Zernike equation for a general Yukawa closure for a single component fluid was found. Because of the complexity of the equations a simplifying assumption was made, namely that the main scaling matrix Γ had to be diagonal. While in principle this is mathematically correct, it is not physical because it will violate symmetry conditions when different Yukawas are assigned to different components. In this work we show that by using the symmetry conditions the off diagonal elements of Γ can be computed explicitly for the case of two Yukawas solving a quadratic equation: There are two branches of the solution of this equation, and the physical one has the correct behavior at zero density. The non-physical branch corresponds to the solution of the diagonal approximation. Although the solution is different from the diagonal case, the excess entropy is formally the same as in the diagonal case.
Introduction
There are many problems of practical and academic interest that can be formulated as closures of either a scalar or matrix Ornstein-Zernike (OZ) equation. These closures can always be expressed by a sum of exponentials, which do form a complete basis set if we allow for complex numbers [1] [2] [3] [4] [5] . Another interesting application is to fluids with non-spherical molecules, like water [6, 7] .
While the initial motivation was to study simple approximations like the Mean Spherical (MSA) [8] or Generalized Mean Spherical Approximation (GMSA) [9] [10] [11] [12] [13] , the availability of closed form scaling solutions [14] [15] [16] , an equation makes it possible to write down analytical solutions for any given approximation that can be formulated by writing the direct correlation function c(r) outside the hard core as
In this equation K (n) is the interaction/closure constant used in the general solution first found by Blum and Hoye (which we will call BH78) [17] , while K (n) is the definition used in the later general solution by Blum, Vericat and Herrera (BVH92 in what follows) [16] . In this work we will use the more common notation of BVH92. The case of factored interactions discussed by Blum, [14, 18] was simplified by Ginoza [15, 19, 20] for the one Yukawa case.
We have
where
The general solution of this problem was formulated by Blum, Vericat and Herrera [16] in terms of a scaling matrix Γ. The full solution was recently given by Blum et al. [1, 2, 4] . For only one component the matrix Γ was assumed to be diagonal and explicit expressions for the closure relations for any arbitrary number of Yukawa exponents M were obtained. Then, the solution is remarkably simple in the MSA since explicit formulas for the thermodynamic properties are obtained.
The diagonal assumption is however not correct for mixtures, even if they are of the same hard core diameter. It is also more natural to solve the full problem with no diagonal assumption and compute the nondiagonal terms of the Γ matrix using the symmetry relations: In this work we do precisely the following: the symmetry relations are used to calculate explicitly the off diagonal terms of Γ in the 1 component, 2 Yukawa case.
Summary of the previous work
We study the Ornstein-Zernike (OZ) equation
where h ij (12) is the molecular total correlation function and c ij (12) is the molecular direct correlation function, ρ i is the number density of the molecules i, and i = 1, 2 is the position r i , r 12 = | r 1 − r 2 | and σ ij is the distance of the closest approach of two particles (or species) i, j. The direct correlation function is
and the pair correlation function is
We use the Baxter-Wertheim (BW) factorization of the OZ equation
where I is the identity matrix, and we have used the notatioñ
The matrices J and S have matrix elements
whereQ T (−k) is the complex conjugate and transpose ofQ(k). The first matrix is non-singular in the upper half complex k-plane, while the second is non-singular in the lower half complex k-plane.
It can be shown that the factored correlation functions must be of the form
where we used the following definitions
Similarly, from equation (12) and equation (7) we get, using the analytical properties of Q and Cauchy's theorem
The general solution is discussed in [3, 15, 18] , and yields
From here
Here we use the notation of our previous work [3] β 0 = πσ ∆ .
The Laplace transforms
From equation 16 we obtain the Laplace transform of the pair correlation function
The Laplace transform of equations (17) and (18) yields
This result will be used below.
Another important relation deduced from equation [21]by setting s
= z n is −Π (n) j = mM nm a (m) j ,(24)whereM nm = 1 z n + z m ρ X (n) (z m X (m) − Π (m) ) + X (m) Π (n) .(25)
The general one component closure
The closure relation (BVH92 [16] ) is, for only one component
This simplifies to
which is the desired expression. This equation is in a more compact form [1] 
Symmetry
In this section we will summarize and extend our previous analysis of the most general scaling relation [16] for the multi Yukawa closure of the Ornstein Zernike equation. We have Π
where Γ mn is the M × M matrix of scaling parameters. This matrix is not uniquely defined by the MSA closure relations and must be supplemented by M (M −1) equations obtained from symmetry requirements for the correlations. From the symmetry of the direct correlation function at the origin, equation (15) 
we write a
where, as was shown in reference [16] , Λ must be a symmetric matrix. From the symmetry of the contact pair correlation function equation (16) we get
which are
from which we get the scaling relation
and a new set of M (M − 1)/2 symmetry relations
Furthermore, using the scaling relations we get
where the matrixM (see equation [25] )has elements
Solving these equations yields the relations
and
Both Υ and Λ must be symmetric matrices. We have, therefore, a total of M (M −1) symmetry relations, which together with the M closure equations give the required equations for the M 2 elements of the matrix Γ. The symmetry requirements are more explicit
The second symmetry condition in equation (42) is
The two-Yukawa case: symmetric matrix results
We write equation (24) in matrix form [1] 
Using the symmetry relation equation (41) we get
with
in equation (45) we can writẽ
.
We rewrite equation (49) as 2 G
(1)
Here we have defined
X (1) Γ (12) ,
If we also define .
where G (n) is a (generally algebraic) function of the coefficients β ≡ {β 1 , β 2 , · · ·}. In fact in equation (77)
