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BEMERKUNGEN ÜBER APPROXIMATIVE ABLEITUNG 
LADISLAV MlSlK, Bratislava 
1. Es ist bekannt, daß die Ableitung jeder D*-Funktion aus der Klasse Ji'* 
ist ([7], S. 397). J . M a r i k hat eine allgemeinere Eigenschaft — als die Eigen­
schaft der D*-Funktion — gegeben, bei welcher die Behauptung über die 
Ableitung richtig ist ([7], S. 399). Wir werden jetzt zeigen, daß auch im Falle 
einer approximativen Ableitung eine ähnliche Behauptung gilt. 
/ wird eine reelle Funktion sein, welche auf einem Intervall J definiert ist. 
fiv(x) w i r d die endliche oder unendliche approximative Ableitung der Funkt ion/ 
f(t)~f(x) 
im Punkte x bedeuten, d. h. f'(x) = lim ap ([8], S. 218-219). 
t^x t — X 
Es sei a, b e J, a < b und t eine Zahl; dann wird at
b = \x : x e < a, b), 
f(x)-f(b) ) ( f(x)-f(a) \ 
< t\ und Hb = \x : x e (a, b > , < t\ bedeuten. Wenn 
x — b I I x — a I 
A eine Teilmenge von (— oo, oo) ist, dann wird \A\ das äußere Lebesguemaß 
von A bedeuten. 
Es ist evident, daß folgendes Lemma gilt: 
Lemma 1. Es sei a < b < c, a, b, c e J . Dann gilt 
. (f(a)~f(b) f(b)-f(c)\ ^ f(a)-f(c) (f(a)-f(b) 
(1) mm , I ^ ^ max , 
\ a — b b — c ] a — c \ a — b 
f(b)-f(c) 
b-c 
Lemma 2. Für a, b eJ gilt: 
(2) X € at
b => <x, 5> <= JP U Hb => \XV>\ + \Hb\ ^ b — X , 
(3) y e Hb => <o, y> <= Hy U „f> => \Hy\ + \„p\ £ y — o . 
Bewe i s . Es genügt nur zu zeigen, daß x e at
b => <ar, 6> <= xt
b U xtb und 
ye„P=> <o, y> <= «.V U aV> gilt. 
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/ f(t>)-f(x) f(x)-f(b) \ 
Es sei xeat
b. Es ist evident, daß bexh weil = < t ist I 
y b — x x — b J 
f(u)-f(b) 
ist. Es sei x < u < b und u $ xt
b. Dann gilt ^ t und aus (1) folgt 
u — b 
. (f(x)-f(u) f(u) -f(b)\ f(x)-f(b) f(u)-f(x) 
mm I , — I = — < t. Es ist also 
\ X — u 
X — u 
Die Behauptung y eah => (a, y} <-= Hy u atv beweist man ähnlich. 
Lemma 3. Es sei 0 < rj = J. Kte «ei \at
b\ > 77(0 — a). Dann existiert ein 
Punkt xo e (a, 6) und eine Folge von abgeschlossenen Intervallen {Jn}n=i *°> daß 
a) \Jn\-> 0, 
b) xo e Jn für n = 1, 2, 3, . . . , 
c) \Jn n (apo U Mb)\ = r?|Jn\ für n = 1, 2, 3, . . . (i). 
Bewe i s . Wir werden voraussetzen, daß ein solcher Punkt und eine solche 
Folge nicht existieren. Wir werden zuerst folgende Behauptung beweisen: 
Es sei u, v e J, u < v, \ut
v\ > rj(v — u), bzw. \utv\ > rj(v — u); dann existiert 
ein Punkt x, bzw. y so, daß folgendes gilt: x e ut
v, u < x < v, v — # = (1 — %rj) 
(v — u) und \zt
v\ < rj(v — z) für jedes z e < x, v), bzw. u < y < v, y eutv, 
y — u = (1 — | rj) (v — u) und |
ttfe| < r\(z — w) für jedes z e (u, y > . 
Wir werden nur den ersten Teil der Behauptung beweisen. Es sei u, v eJ, 
u < v und \ut
v\ > r)(v — u). Aus der Voraussetzung für den indirekten Beweis 
folgt die Existenz eines 6 e (0, J (v — w)) so, daß | v _ ^ | < ^A für 0 < h<d 
gilt. Wir setzen w = v — d. Wenn wt
v 4= 0 ist, dann können wir einen beliebigen 
Punkt aus dieser Menge für x wählen. Es sei jetzt wt
v = 0. Es sei a das Supre-
mum von ut
v. Es ist evident, daß a = w, rj(v — u) < \ut
v\ = a — w ist. Wir 
wählen a; e ut
v so, daß o* — drj < x ist. Dann gilt: x — u > a — u — drj > q 
(v — u) — r}\ (v — u) = % rj(v —- u). Daraus bekommen wir, daß v — x < 
<, (v —.u) —- (x —- u) < (1 — £ 77) (v — it) ist. Es sei jetzt # = 2 < v. Wenn 
z <, a ist, dann gilt \zt
v\ = o
- — x < drj = rj(v — w) = ^(v — 2); wenn 2; > Ö* 
ist, dann ist \zt
v\ = 0 < 7?(-y — z). 
Es sei #0 = b. Jetzt benützen wir den ersten Teil der Behauptung auf at
xo. 
Dann bekommen wir ein x\ so, daß xi e at
xo, a < x\ < b, xo — x\ = (1 — | rj) 
(xo — a) und \zt
xo\ < rj(xo — z) für x± = z < xo ist. Auf Grund von Lemma 2 
gilt <xx, x0y <= Xit
xo u «ifeo. Da | r i^o| < ^(xo — a?i) ist, muß |*ifc0| > (1 — rj) 
(x0 — Xi) = ^ (#0 — #1) gelten. Es ist also \
xJXo\ > 77(̂ 0 — #1) und wir können 
(!) Wenn a = Xo ist, dann nehmen wir at
x° = 0 ; im Falle xo = b nehmen wir x°tt, = 0. 
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den zweiten Teil der Behauputng auf *ife0 benützen. Es existiert ein x2 so, 
daß xi<x2<x0,x2e *itXo, x± — x2 i (1 — I v) (
x<> ~ x±)und \XM < v(z — xi) 
für xi < z ^ x2 gilt. Da \*4X,\ < ^(x2 — xi) ist, muß folgendes gelten: \Xlt**\ > 
> (l _ yj) (x2 — in) ^ J (x2 — #1) ^ r\(x2 — #1). Daraus bekommen wir einen 
Punkt xz mit folgenden Eigenschaften: xi < x3 < x2, x3eXlt^9 x2 — x% ^ 
-̂  (1 — 1 fl) (#2 — xi) und \ztx*\ < 77(0:3 — z) für #3 ^ z < x2. Jetzt ist es klar, 
daß man in solcher Weise eine Folge {sjj l i von Punkten mit folgenden Eigen-
schaften definieren kann: 
(i) *2*+2 e
 X2i+1tX2t und x2i+3 e X2iJ™
+2 für t = 0, 1, 2, . . . , 
(ü) #2* ii < #2* +3 < x2i+2 < X2t für i = 0, 1, 2, . . . , 
(iii) rci+i — a?i ^ (1 — f rj) (xt — #i_i) für i = 1, 2, 3, . . . , 
(iv) \X2i+1tz\ < rj(z — x2i+i) für x2i+i < * ^ tot+2 und \zt
X2t\ < r\(x2i — z) für 
x2i+i ^ z <x2i und für i == 0, 1, 2, . . . . 
Die Folge {<#2* 1-1, X2i}}f=i *
s t eine nichtsteigende Folge von abgeschlossenen 
Intervallen (nach (ii)), deren Länge gegen 0 konvergiert (nach (iii)). Ihr 
Durchschnitt ist eine Menge mit einem einzigen Punkt, den wir mit f bezeich-
nen. Es ist klar, daß f — lim x2i+i = lim x2i ist. Es sei s > 0. Dann existiert 
i->co i-*x> 
eine solche natürliche Zahl j , daß x2j, x2j+i e (f — e, £ -j- s) ist. Da f —- e < 
<^2;rl < f < *ty+2 < I + £ Und ^ G ^ ist, ist <>2/+l, X2y+2> C 
c " y \ i 2 U ^ / y + 1 n a c h d e m Lemma 2. Es ist also entweder f e ^ 1 / ^ 
oder fe*2i+1^
2+2. Nach dem Lemma 2 ist <x2j+1, £> <= *w
+1^ u ^ t f im 
ersten Falle und <f, #2y+2>
 c %2}+2 U ^
2 i+2 im zweiten Falle. Es ist also 
U+1**| £ f - aty+i - T
2J+1^I im ersten Falle und | ^ 2 J ^ x2j+2 - £ -
-— |f̂ 2i+a| im zweiten Falle. Wir wählen Y = <#2/+i, £> im ersten Falle und 
Y = <f, #2;+2> im zweiten Falle. Dann ist | Y| < e, | G 7 und 
U + 1 ^ l ^ \Y\ - \
X2i+1t,\ \X2i+1U\ 
, ^ = 1 > 1 — rj ^l^rj 
\Yn(at*unb)\ / \Y\ \Y\ £-x2j+i 
Ъj+2 I m \ I«*J ^ m-ut* w i , \^u. . . > , ^ 
> = 1 > 1 — ri^ h^n 
\T\ \Y\ xy+2-t 
im ersten, bzw. zweiten Falle. Dabei haben wir die Behauptung benützt, 
daß nach (iv) \X2i+1t^\ < rj(£ — x2}+1), bzw. |^
2 i+2 | < r\(x2}+2 — f) ist, weil 
x2j+i < £ < x2j+2, bzw. x2}+z < | < x2i+2 ist. 
Aus dieser Betrachtung ist klar, daß ein Punkt f e (a, b) und eine Folge 
{Jn}n^i von abgeschlossenen Intervallen so existieren, daß a) \Jn\ -> 0; b) f e Jn 
für n = 1, 2, 3, . . . und c) \Jn C\ (att U Hb)\ > rj\Jn\ für n = 1, 2, 3, . . . ist. 
Das ist aber ein Widerspruch, weil wir vorausgesetzt haben, daß es im Intervall 
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(a, b> keinen Punkt x0 und keine Folge {JJti
 v o n abgeschlossenen Intervallen 
mit den Eigenschaften a), b) und c) gibt. 
Eine Funktion f ist aus der Klasse Jt'* im Intervall J, wenn aus der Inklusion 
(a, b) <-= {x :f(x) ^ h}, bzw. (a, b) <= {x :f(x) ^ k} die Inklusion (a, 6 > n J c 
<= {x : f(x) ^ k}, bzw. (a, b} n J <= {x : f(x) ^ k} für alle a, b eJ, a <b und 
jede Zahl k folgt. 
Satz 1. Es sei f eine solche Funktion, welche am Intervall J definiert ist, in 
keinem Punkt von J einen uneigentlichen Limes weder von links noch von rechts 
hat und in jedem Punkt von J, in welchem ihr eigentlicher Limes von linhs, bzw. 
von rechts existiert, von linhs, bzw. von rechts stetig ist. Wenn die Funktion f in 
jedem Punht von J die approximative Ableitung hat, dann ist f' e-y#^. 
B e w e i s . Es sei (a, 6> <= J und/ a p(#) ^ h für jedes x e (a, b). Jetzt werden 
wir zeigen, daß flv(a) ^ h und /a'p(&) ^ h ist. Wir werden die Ungleichungen 
flv(a) ^ k und /ap(ö) ^ k mit Hilfe des Lemma 4 (siehe S. 287) beweisen (
2). 
Wir definieren: g(x) = f(x) —• kx. Dann ist glv(x) ^ 0 für jedes xe(a,b). 
Nach dem Lemma 4 muß g eine nichtfallende Funktion sein. Es existieren 
also lim f(x) und lim f(x). Nach der Voraussetzung über / ist f(a) — 
= lim f(x) und f(b) = lim f(x). Es ist also auch lim g(x) = g(a) und 
x-*a+ x^b~ v^xt* 
lim g(x) = g(b) und die Funktion g ist auf (a, b} nichtfallend. So bekommen 
x-*b+ f f 
wir, daß g'av(a) ^ Ound^ap(&) ^ 0 ist. Daraus folgt, daß/ a p(a) ^ k und/ a p(b) ^ 
^ ßgi l t . 
Es ist jetzt leicht zu sehen, daß / a p eJi* ist. 
Eine Funktion ist eineT)*-Funktion am Intervall J, wenn f((a, b}) <= <min(/(a), 
/(&)), max (f(a),f(b))} für jedes a und jedes b aus J, a <b, gilt. Jede 
D*-Funktion ist aus der Klasse Ji* ([5], S. 412) und jede Funktion aus der 
Klasse Jt'% erfüllt die Voraussetzungen des Satzes 1. 
2. Z. Z a h o r s k i hat eine solche reelle Funktion einer reellen Veränderlichen 
aus der ersten Baireschen Klasse mit der Eigenschaft von Darboux (d. h. 
das Bild jeder zusammenhängenden Menge ist eine zusammenhängende 
Menge) konstruiert, welcher eine approximative Ableitung aus der zweiten 
Baireschen Klasse ist und die Eigenschaft von Darboux hat ([9], S. 321—323) (3). 
A. M. B r ü c k n e r ([1], S. 24) hat bewiesen: Wenn /und / a p Funk t ionen aus der 
(2) Fü r den Gedanken des Beweises danke ich Herrn J . Maf ik. Mein ursprünglicher 
Beweis war länger als der jetzige. 
(3) In dem Beispiel von Z. Z a h o r s k i existiert leider nicht in jedem Punk t eine appro-
xima t ive Ableitung. D. P r e i s s hat gezeigt, daß die approximative Ableitung einer belie-
bigen Funktion, wenn sie auf einem Intervall existiert, aus der ersten Baireschen Klasse 
sein muß . Ich bin nur schriftlich über dieses Resultat informiert. 
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ersten Baireschen Klasse sind, dann hat / a p die Eigenschaft von Darboux und 
ist noch dazu aus der Klasse Ji^. Eine Funktion f ist aus der Klasse *M\ am 
Intervall J, wenn sie aus der ersten Baireschen Klasse ist und wenn die Ungleichung 
\{x : x e (a, 6>, f(x) > a}| > 0, bzw. \{x : x e (a, b}, f(x) < a}| > 0 aus {x : x e 
e (a, &>, f(x) > a} + 0, bzw. {x : x e (a, b}, f(x) < a} + 0 folgt. Wir werden 
jetzt eine allgemeinere Behauptung beweisen. 
A. K h i n t c h i n e hat im [4], S. 243 folgenden Satz bewiesen: 
Eine approximative Ableitung / a p ist am Intervall J eine Ableitung einer 
Funktion dann und nur dann, wenn / a p durch eine Ableitung majorisierbar ist. 
Der Beweis dieses Satzes beruht auf folgenden zwei Behauptungen: 
I. Lemma. ([4], S. 242) Wenn eine Funktion f eine nichtfallende Funktion 
ist und wenn sie im Punkte a eine approximative Ableitung fav(a) besitzt, dann 
hat sie im a eine Ableitung f (a) und es ist f'(ä) = / a p ( a ) . 
I L Wennflv(x) ^ 0 für jedes xeJ ist, dann ist die Funktion f am Intervall J 
nichtfallend. 
A. K h i n t c h i n e hat nur endliche approximative Ableitungen zugelassen. 
Dieser Satz von K h i n t c h i n e gilt aber für den Fall endlicher oder unendlicher 
approximativer Ableitungen (4). A. K h i n t c h i n e benützt den Mittelwertsatz 
zum Beweis der zweiten Beahuptung. Den Mittelwertsatz kann man im Falle 
endlicher approximativer Ableitungen benützen, aber für den Fall unendlicher 
approximativer Ableitungen gilt der Mittelwertsatz im Allgemeinen nicht. 
Wir werden hier einen kurzen Beweis der zweiten Behauptung geben, welcher 
auf dem Lemma 1 und 3 beruht. 
Lemma 4. Es sei f eine Funktion, welche am Intervall J eine approximative 
Ableitung hat. Es seif^(x) ^ 0 für jedes x eJ. Dann ist feine auf J nichtfallende 
Funktion und hat in jedem Punkt von J die Ableitung f (x) = flv(x). 
(4) Z. Z a h o r s k i behauptet in [10], daß der Satz von K h i n t c h i n e für diesen Fall 
nicht gilt. Er leitet seine Behauptung aus einem seiner Beispiele aus [10] ab. Leider 
existiert auch bei diesem Beispiel eine approximative Ableitung der betrachteten Funktion 
nicht in jedem Punk t . Für den Fall der ersten Behauptung muß diese nur für den Fall 
f'&v(a) = oo bewiesen sein. Hier ist ein kurzer Beweis, daß /aP(
a) — f'(ß) auch im Falle 
/ap(a) = oo gilt, gegeben: Nehmen wir an, daß f
/+(a) ^ oo ist (den Fall f'~(a) ^ oc 
behandelt man ähnlich). Dann existiert ein k > 0 so, daß für jedes e ;> 0 ein solches h, 
0 < h < e, existiert, für das 
f(a + h) _ / ( a ) /(£) - / ( a ) f(a + h)-f(a) k + 1 
< k ist. Dann gilt ^ < k + 1 
h | — a h k 
k 
für jedes £ e < a + h , a + h > . Daraus folgt, daß 
k + 1 
< k + l | I ^ Ä gilt. Das ist aber im Widerspruch mit/aP(«) = oo. 
î : f є < a, a + h > 
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B e w e i s . Es sei a, 6 e J, a < 6 und f(a) > f(b). Es sei t eine solche Zahl, 
f(a)—f(b) 
daß < t < 0 ist. Dann ist a e at
b. Da /a'p(a) = 0 ist, so ist die 
a — 6 
( f(x)—f(a) ] 
Menge ix : x e (a, 6>, > n vom positiven Lebesguemaß. Auf 
(̂  # — a j 
( f(x)~f(a) } 
Grund von Lemma 1 ist \x:xe(a, 6>, >t\<=-at
t). Bezeich-
{ x — a J 
1 1 
nen wir |a£
ft| mit 77. Dann ist r\ > 0 und \JP\ > rl.Aus dem 
2(6 — a) b — a 
Lemma 3 geht die Existenz eines Punktes x0 e (a, 6> hervor, für welchen 
/ap(#o) = t < 0 ist. Das ist aber ein Widerspruch. 
Lemma 5. Es sei /ap(#) = 0 fast überall im J und fv(x) = K für jedes xeJ. 
Dann ist f eine monotone Funktion und es gilt: fv(x) = 0 für jedes xeJ (
5). 
B e w e i s . Wir setzen g(x) = f(x) — Kx. Dann ist glv(x) = 0 für jedes xeJ. 
Es ist also nach dem Lemma 4 g auf J monoton und <7ap(a;) = g'(x) für jedes 
b 
xeJ. Es sei a, beJ. Nach dem Satz (7.4) von [8], S. 119 gilt: j g'(x) dx = 
a 
= a(b) — g(a)> Es ist aber g'(x) = :Jap(#) = / a p ( ^ ) — I^ = — K fast überall 
im J und darum muß - K(b - a) = J flr'(a?) dx = /(6) - / ( a ) — K(6 — a) 
a 
sein. Daraus folgt nun, daß f(a) = f(b) ist. Damit haben wir bewiesen, daß / 
auf J eine nichtfallende Funktion ist. 
Wir werden jetzt einen Satz beweisen, der allgemeiner ist als der Satz von 
A. M. B r ü c k n e r : 
Satz 2. Es sei f eine Funktion, die auf dem Intervall J eine approximative 
Ableitung hat und es sei fv aus der ersten Baireschen Klasse. Wenn / a p aus der 
Klasse Ji'% am Intervall J ist, dann gilt: 
1. f hat die Eigenschaft von Darboux; 
2. /a'p erfüllt den Mittelwertsatz, d. h. wenn a, b eJ und a < 6 ist, dann gilt: 
f(b) — f(a) =/ap(£) (& ~~ a)> wooei £ eine geeignete Zahl aus (a, 6) ist; 
(5) Dieses Lemma hat J . M a r l k formuliert und bewiesen. In meinem ursprünglichen 
Lemma 5 habe ich die Erfüllung der Voraussetzungen des Satzes 1 für / verlangt (dann 
ist a b e r / auf J stetig). Das muß te ich darum verlangen, weil ich in meinem Beweis des 
Lemma 5 den Satz (7.9) von [8], S. 206 benützt habe. Im Teil 3 des Satzes 2 habe ich 
noch die Erfüllung der Voraussetzungen des Satzes 1 für die Funk t ion / verlangt. Diese 
Forderung kann man infolge der neuen Formulierung des Lemma 5 weglassen. Unser 
Beweis des Lemma 5 stammt von J . M a r i k . 
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3. / a p hat die Eigenschaft von Denjoy, d.h.\{x:xe <a, &>, a < /ap(a;) < ß}\ > 0, 
wenn {x : x e <a, b>, a < fv(x) < ß} 4= 0 is* (
6). 
B e w e i s . Die Behauptung 1. folgt aus den Sätzen 1 und 2 ([5], S. 45 und 47), 
wonach eine Funktion / aus der ersten Baireschen Klasse die Eigenschaft 
von Darboux dann und nur dann hat, wenn sie aus der Klasse Ji'% ist. Dieser 
Satz gilt auch für den Fall, wenn die Funktion / als Funktionswerte ± oo an-
nimmt ([7], S. 398) (7). 
Es ist leicht zu sehen, daß man sich im Beweise der Behauptung 2. auf den 
Fall / (a) = f(b) beschränken kann. Aber für diesen Fall geht diese Behauptung 
aus dem Lemma 5 und aus der Behauptung 1. hervor. 
Die Behauptung 3. werden wir indirekt beweisen. Es sei E = {x : x e (a, 6>, 
a < / a P ^ ) < ß} * °
 u n d \E\ = °> wobei.a, beJ und a < b ist. 
Es sei Ea = {x : x e <ay &>, fv(x) ^ a} und Eß = {x : x e <a, &>, fv(x) ^ ß}. 
Dann gilt <a, &> =Ea\J E U Eß. Wir werden jetzt zeigen, daß E c (^ a) ' n 
n (#0)' ist, wobei (2?«)', bzw. (Eß)' die Ableitung der Menget« , bzw. Eß bedeutet. 
Es sei x0eE und x0 $ (Eay. Dann existiert ein Intervall J± <= <a, &> so, daß 
x0 E J\ und JinEot — 0 ist. Dann ist/ap(#) ^ ß fast überall in J i und/ap(o;) ^ a 
für jedes xeJ\. Nach dem Lemma 5 ist fv(x) ^ 8̂ für jedes x e J\. Dao ; 0 6J i 
ist, bedeutet das, daß x0$E ist. Das ist aber unmöglich. Ähnlich beweist man, 
daß E <= (Eß)9 ist. 
Es sei jetzt A0 = E n (a, 6). Die Menge A0 ist nicht leer, weil {x : x e (a, &>, 
a </a P (^) < j^} + 0> Ap
 G « ^ * - s t u n ( i / ap die Eigenschaft von Darboux nach 1. 
hat. Es sei y e A0 und I ein beliebiges Intervall, welches den Punkt y im 
Inneren enthält, und es sei I <= (a, b). Dann existieren im I Punkte wie ausF7a 
als aus Eß. Es ist also oc = inf {fv(x) : xe A0C\ 1} und ß = sup {/ap(#): x eA0 n 
n / } , weil f nach 1. die Eigenschaft von Darboux hat. Daraus folgt jetzt, 
daß die partielle Funktion fjA0 in keinem Punkte von A0 stetig ist. Das ist 
aber ein Widerspruch, weil die Funktion / a p aus der ersten Baireschen Klasse 
ist. 
Wir bemerken, daß C. G o f f m a n n und C. J . N e u g e b a u e r ([3]) für den 
Fall endlicher approximativer Ableitungen die äquivalenz von Behauptungen 1. 
und 2. aus dem Satz 2 bewiesen haben. Wir haben im Beweise des Satzes 2 
gezeigt, daß die Behauptung 2. aus der Behauptung 1. für beliebige approxi-
(6) Nach dem Satz von D. P r e i s s, daß jede approximative Ableitung auf jedem Intervall 
aus der ersten Baireschen Klasse ist, kann man die Voraussetzung, daß / a p aus der ersten 
Baireschen Klasse ist, weglassen. Dann geben aber die Sätze 1 und 2 eine positive Lösung 
eines Problems von A. M. B r ü c k n e r ([1], s. 25), d. h., daß jede approximative Ableitung 
einer Funktion mit der Eigenschaft von Darboux auf jedem Intervall die Eigenschaft von 
Darboux hat. 
(7) Man kann das auch direkt wie in [7] beweisen. 
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mative Ableitungen (d .h . ohne Voraussetzungen, daß /a'p aus der ersten Baire-
schen Klasse und aus der Klasse Ji'^ ist) folgt. Es ist klar, daß der Satz 2 die 
äquivalenz der Behauptungen 1. und 2. unter viel allgemeineren Vorausset-
zungen als in [3] gibt. Es ist nicht bekannt, ob im Allgemeinen die äquivalenz 
der Behauptungen 1. und 2. gilt (8). 
3 . T. Ö w i a t k o w s k i hat im [9] folgende zwei Lemmata bewiesen: 
Lemma 1. (T. S w i a t k o w s k i ) Es sei f eine meßbare Funktion im Intervall 
(a, b) und f soll in jedem Punkt einer Residualmenge H <-- (a, b) eine approxima-
tive Ableitung besitzen. Es seien M und N zwei Zahlen und M > N. Dann ist 
mindestens eine von diesen zwei Mengen A = {x : flv(x) ^ M} und B = {x : 
flv(x) ^ N) im (a, b) nicht dicht. 
Lemma 2. (T. Ö w i a t k o w s k i ) Es sei f eine solche Funktion aus J (J ist 
die Klasse aller Funktionen aus der ersten Baireschen Klasse, die die Eigenschaft 
von Darboux haben), welche eine approximative Ableitung im (a, b) mit Aus-
nahme von höchstens abzählbar vielen Punkten besitzt. Es sei M > 0 und es 
soll die Ungleichung flv(x) ^ M auf (a, b) mit Ausnahme von höchstens abzählbar 
vielen Punkten gelten. Dann ist f am (a, b) nichtfallend. 
Im Beweise des Lemma 2 benützt T. Ö w i a t k o w s k i eine Behauptung 
von Z. Z a h o r s k i [11], wonach eine Funktion aus der ersten Baireschen 
Klasse die Eigenschaft von Darboux dann und nur dann hat, wenn sie aus 
der Klasse e^ i , die Z. Z a h o r s k i definiert hat, ist. Eine Funktion f ist aus der 
Klasse *M\ am Intervall J, wenn f aus der ersten Baireschen Klasse ist und wenn 
{x : x e <a, &>, f(x) > a} und {x : x e <a, &>, f(x) < a} entweder leer oder von 
der Mächtigkeit des Kontinuums für alle a, & e J, a < & und jede reelle Zahl a 
sind. In dem Beweis des Lemma 2 benützt T. S w i a t k o w s k i nur die Eigen-
schaft der Funktion / , daß die Mengen {x : x e (a, &>, f(x) > a} und {x : x e 
e <a, &>, f(x) < a} entweder leer oder von der Mächtigkeit des Kontinuums 
sind. Also benützt man an keiner Stelle, daß die Funktion aus der ersten 
Baireschen Klasse ist. Wenn wir die K l a s s e ^ ^ als die Klasse aller Funktionen f 
definieren, die am Intervall J definiert sind und für welche die Mengen {x : x e 
e <a, &>, f(x) > a} und {x : x e <a, &>, f(x) < a} für alle a, & eJ, a < & und 
jede reelle Zahl oc entweder leer oder von der Mächtigkeit des Kontinuums sind, 
dann können wir die Behauptung, welche T. S w i a t k o w s k i wirklich bewiesen 
hat, in folgender Weise formulieren: 
Lemma 6. (T. Ö w i a t k o w s k i ) Es sei f eine meßbare Funktion aus Jt\ am 
Intervall (a, b) und f soll auf (a, b) mit Ausnahme von höchstens abzählbar 
(8) Aus dem Satz von D. P r e i s s über approximative Ableitung folgt, daß die Äquiva-
lenz der Behauptungen 1., 2. und 3. allgemein gilt. 
2 9 0 
vielen Punkten eine approximative Ableitung besitzen. Es sei M > 0 und es 
soll die Ungleichung/a'p(#) ^ M auf (a, b) mit Ausnahme von höchstens abzählbar 
vielen Punkten gelten. Dann ist die Funktion f auf (a, b) nichtfallend. 
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