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LetMn be the algebra of all n × nmatrices, and let ϕ : Mn → Mn
be a linear mapping. We say that ϕ is a multiplicative mapping at G
if ϕ(ST) = ϕ(S)ϕ(T) for any S, T ∈ Mn with ST = G. Fix G ∈ Mn,
we say that G is an all-multiplicative point if every multiplicative
linear bijection ϕ at G with ϕ(In) = In is a multiplicative mapping
in Mn, where In is the unit matrix in Mn. We mainly show in this
paper the following two results: (1) IfG ∈ Mn with det G = 0, then
G is an all-multiplicative point in Mn; (2) If ϕ is an multiplicative
mapping at In, then there exists an invertible matrix P ∈ Mn such
that either ϕ(S) = PSP−1 for any S ∈ Mn or ϕ(T) = PTtrP−1 for
any T ∈ Mn.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and preliminaries
In this paper we will mainly discuss multiplicative linear bijection at some points on the algebra of
all n × n matrices. Before proceeding let us ﬁx some notations and symbols in this paper. Let H and
K be two Hilbert spaces (or Banach spaces). B(H,K) stands for the set of all bounded linear operators
fromH intoK, and is abbreviated to B(H,H) to B(H). LetMn be the algebra of all n × nmatrices. Since
we may regard an n × n matrix as an operator on an n-dimension Hilbert space, we may write Mn
for B(H) if dimH = n. Let the symbols x ⊗ y and IH denote the rank one operator < ·, y > x and the
unit operator onH respectively, and is abbreviated IH to In if B(H) = Mn. If A ∈ B(H), then the kernel
space and range space of Awill be denoted byN(A) and R(A), respectively. If T ∈ Mn, the transposition
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matrix, rank and determinant of the matrix T will be denoted by Ttr , rankT and det T , respectively. We
write Fn for the real or complex n-dimensional Euclidean space.
Let A be a subalgebra of B(H), and let ϕ be a linear mapping from A into A. We say that ϕ is a
spatial isomorphism if ϕ(S) = ASA−1 for some invertible matrix A ∈ A. We say that ϕ is a derivable
mapping at G ∈ A if ϕ(ST) = ϕ(S)T + Sϕ(T) for any S, T ∈ A with ST = G. We say that G ∈ A is an
all-derivable point if every derivable mapping at G is a derivation on A.
We describe some of the results related to ours. Hou andQi [6] proved that every derivablemapping
at unit operator on J-subspace lattice algebras is a derivation. Jing [4] showed that every derivable
mapping ϕ at unit operator on B(H) is a derivation. Lu [9] showed that every derivable mapping at P
on Banach algebras is a derivation if P is a non-trivial idempotent. Zhu and Xiong in [10–13] showed
that (1) every strongly operator topology continuous derivable mapping at an invertible operator on
nest algebras is a derivation; and (2) every G is an all-derivable point if and only if G /= 0 in the algebra
of all matrices (or the algebra of all upper triangular matrices) is a derivation. On the other hand,
Hou and Gao [5] considered adding mappings preserving zero products on B(H). For other results see
[1,2,7,8,14,15]
Motivated by the above the concepts and results, we will consider a multiplicative mapping at a
ﬁxing point on operator algebras and matrix algebras. Fixing an operator G ∈ A, we say that ϕ is a
multiplicative mapping at G if ϕ(ST) = ϕ(S)ϕ(T) for any S, T ∈ A with ST = G. An element G ∈ A
is called an all-multiplicative point in A if every multiplicative linear bijection at G with ϕ(IH) = IH
is a multiplicative mapping. In this paper, we will show that every G ∈ Mn with det G = 0 is an all-
multiplicative point in n × nmatrix algebras. If ϕ is a multiplicative mapping at In on complex matrix
algebras Mn, then there exists an invertible matrix P ∈ Mn such that either ϕ(S) = PSP−1 for any
S ∈ Mn or ϕ(T) = PTtrP−1 for any T ∈ Mn.
This paper is organized as follows. Section 2 concerns multiplicative linear bijections at a ﬁxing
point in B(H), and we obtain the major result Theorem 2.2 in this paper. Using the results in Section
2, we consider multiplicative mappings and all-multiplicative points in matrix algebras and give the
proofs of our main Theorems 3.1 and 3.4 in Section 3.
2. Multiplicative mapping at a ﬁxing point on B(H)
We always assume that n 2 and write En(Im) =
[
Im 0
0 0
]
∈ Mn(0 < m < n), En(In) = In and
En(I0) = 0 in this paper.
Lemma 2.1. Let ϕ : Mn → Mn be a linear mapping with ϕ(In) = In, and let G =
[
F h
0 0
]
∈ Mn where
F ∈ Mn−1 and h is a n × 1 column matrix. If ϕ is a multiplicative mapping at G onMn, then there exists
an invertible matrix P ∈ Mn such that
Pϕ(En(In−1))P−1 = En(Im).
Proof. First, there exists an invertiblematrix P ∈ Mn such that Pϕ(En(In−1))P−1 is a Jordan canonical
form, and we may write
Pϕ(En(In−1))P−1 =
⎡
⎢⎢⎣
J1 0 · · · 0
0 J2 · · · 0· · · · · · · · · · · ·
0 0 · · · Jr
⎤
⎥⎥⎦ ,
where Ji is a ni × ni Jordan block (i = 1, 2, . . . , r), for which
Ji =
⎡
⎢⎢⎢⎢⎣
λi 1 · · · 0 0
0 λi · · · 0 0· · · · · · · · · · · · · · ·
0 0 · · · λi 1
0 0 · · · 0 λi
⎤
⎥⎥⎥⎥⎦
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and |λ1| |λ2| · · · |λr |. Deﬁnite ψ : Mn → Mn as the following
ψ(T) = Pϕ(T)P−1
for any T ∈ Mn. Then ψ is also a multiplicative mapping at G onMn, and ψ(In) = In.
Step 1. We show that r  2. If r = 1, thenψ(En(In−1)) = J1, and it may be written as the following
form:
ψ(En(In−1)) =
[
J′ ∗
0 λ1
]
,
where J′ =
⎡
⎢⎢⎢⎢⎣
λ1 1 · · · 0 0
0 λ1 · · · 0 0· · · · · · · · · · · · · · ·
0 0 · · · λ1 1
0 0 · · · 0 λ1
⎤
⎥⎥⎥⎥⎦ ∈ Mn−1. Thus we have
ψ(In − En(In−1)) = In −
[
J′ ∗
0 λ1
]
=
[
In−1 − J′ ∗
0 1 − λ1
]
.
Taking S = En(In−1) and T =
[
F h
0 1
]
in Mn, then ST = SG = G. Note that ϕ is a multiplicative
linear mapping at G. Thus we have
ψ(G) = ψ(S)ψ(T) = ψ(S)[ψ(G + In − En(In−1)]
= ψ(S)ψ(G) + ψ(S)ψ(In − En(In−1))
= ψ(G) +
[
J′ ∗
0 λ1
] [
In−1 − J′ ∗
0 1 − λ1
]
= ψ(G) +
[
J′ − J′2 ∗
0 λ1 − λ21
]
.
So J′2 = J′, λ21 = λ1 and ψ(En(In−1))ψ(In − En(In−1)) = 0. Note that J′2 /= J′ when n − 1 2. It
follows that J′ must be 1 × 1 matrix and λ1 = 0 or 1. Thus n = 2 and J1 =
[
1 1
0 1
]
or
[
0 1
0 0
]
.
Suppose that ψ(E2(I1))= J1=
[
1 1
0 1
]
. Then ψ(E2(I1))ψ(I2 − E2(I1))=
[
1 1
0 1
] (
I2 −
[
1 1
0 1
])
=[
0 −1
0 0
]
. This is a contradiction withψ(E2(I1))ψ(I2 − E2(I1)) = 0. Suppose thatψ(E2(I1)) = J1 =[
0 1
0 0
]
. Then ψ(E2(I1))ψ(I2 − E2(I1)) =
[
0 1
0 0
] (
I2 −
[
0 1
0 0
])
=
[
0 1
0 0
]
. This is also a contra-
diction with ψ(E2(I1))ψ(I2 − E2(I1)) = 0. Hence one must obtain r  2.
Step 2. We show that ψ(En(In−1)) = En(Im) (0m n). If rank(Jr) = k (0 < k < n), then
ψ(En(In−1)) may be written as the following form:
ψ(En(In−1)) =
[
J 0
0 Jr
]
,
where J =
⎡
⎢⎢⎣
J1 0 · · · 0
0 J2 · · · 0· · · · · · · · · · · ·
0 0 · · · Jr−1
⎤
⎥⎥⎦ ∈ Mn−k and Jr ∈ Mk (0 < k < n). Thus we have
ψ(In − En(In−1)) = ψ(In) −
[
J 0
0 Jr
]
=
[
In−k − J 0
0 Ik − Jr
]
.
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Taking S = En(In−1) and T =
[
F h ⊗ g
0 g ⊗ g
]
inMn, then ST = SG = G. Hence we have
ψ(G) = ψ(S)ψ(T) = ψ(S)[ψ(G) + ψ(In − En(In−1))]
= ψ(S)ψ(G) + ψ(S)ψ(In − En(In−1))
= ψ(G) +
[
J 0
0 Jr
] [
In−k − J 0
0 Ik − Jr
]
= ψ(G) +
[
J − J2 0
0 Jr − J2r
]
.
So J2 = J and J2r = J2r . That is J2i = Ji (1 i r). Since J2i /= Ji whenni  2, every Ji must be 1 × 1matrix.
Obviouslyλi = 1or 0. Since |λ1| |λ2| · · · |λr |,ψ(En(In−1)) = En(Im) (0m n). This completes
the proof of the lemma. 
Theorem 2.2. Let H be a Hilbert space. Fixing a vector g ∈ H with ‖g‖ = 1, we write K = {g}⊥ and
K0 = span{g}. ObviouslyK ⊕ K0 is an orthogonal decomposition ofH. LetK1 ⊆ K be a closed subspace.
(1) If a linear bijection ϕ : B(H) → B(H) is multiplicative at G =
[
F h ⊗ g
0 0
]
(where F is a ﬁxing
operator in B(K) and h is a ﬁxing vector in K) with ϕ
([
IK 0
0 0
])
=
[
IK1 0
0 0
]
and ϕ(IH) = IH,
then there exist two operators B, C ∈ B(K) such that
ϕ
([
u ⊗ v y ⊗ g
g ⊗ z ξg ⊗ g
])
=
[
B 0
0 g ⊗ g
] [
u ⊗ v y ⊗ g
g ⊗ z ξg ⊗ g
] [
C∗ 0
0 g ⊗ g
]
(1)
for any y, z, u, v ∈ K and ξ ∈ F.
(2) If a linear bijection ϕ : B(H) → B(H) is multiplicative at IH with ϕ
([
IK 0
0 0
])
=
[
IK1 0
0 0
]
and
ϕ(IH) = IH, then there exist two bounded conjugate linear operators B, C fromK into itself such that
ϕ
([
u ⊗ v y ⊗ g
g ⊗ z ξg ⊗ g
])
=
[
Cv ⊗ Bu Cz ⊗ g
g ⊗ By ξg ⊗ g
]
(2)
for any y, z, u, v ∈ K and ξ ∈ F; or there exist two operators C, B ∈ B(K) such that
ϕ
([
u ⊗ v y ⊗ g
g ⊗ z ξg ⊗ g
])
=
[
C 0
0 g ⊗ g
] [
v ⊗ u z ⊗ g
g ⊗ y ξg ⊗ g
] [
B∗ 0
0 g ⊗ g
]
(3)
for any y, z, u, v ∈ K and ξ ∈ F.
Proof. Let ϕ be a linear bijection from B(H) into itself. For any X ∈ B(K) and y, z ∈ K, we write⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
ϕ
([
X 0
0 0
])
=
[
A11(X) A12(X)
A21(X) A22(X)
]
,
ϕ
([
0 y ⊗ g
0 0
])
=
[
B11(y) B12(y)
B21(y) B22(y)
]
,
ϕ
([
0 0
g ⊗ z 0
])
=
[
C11(z) C12(z)
C21(z) C22(z)
]
,
where A11, A12, A21 and A22 are bounded linear operators from B(K) into B(K1), B(K⊥1 ,K1), B(K1,K⊥1 )
and B(K⊥1 ), respectively; B11, B12, B21 and B22 are linear mappings from K into B(K1), B(K⊥1 ,K1),
B(K1,K⊥1 ) and B(K⊥1 ), respectively; C11, C12, C21 and C22 are conjugate linear operators from K into
B(K1), B(K⊥1 ,K1) B(K1,K⊥1 ) and B(K⊥1 ), respectively.
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(1)Suppose thatϕ satisﬁes thehypothesisof thestatement (1) in the theorem.Thenϕ
([
IK 0
0 0
])
=[
IK1 0
0 0
]
and ϕ(IH) = IH. So A11(IK) = IK1 , A12(IK) = 0, A21(IK) = 0 and A22(IK) = 0. Since IH =
ϕ(IH) = ϕ
([
IK 0
0 0
])
+ ϕ
([
0 0
0 g ⊗ g
])
=
[
IK1 0
0 0
]
+ ϕ
([
0 0
0 g ⊗ g
])
, it follows that
ϕ
([
0 0
0 g ⊗ g
])
=
[
0 0
0 IK⊥1
]
. Now we show that Eq. (1) holds.
Step 1. The goal is to show that A21(F) + B21(h) = 0 and A22(F) + B22(h) = 0.
Taking S =
[
IK 0
0 0
]
, then SG = G. Note that ϕ is a multiplicative linear mapping at G on B(H).
Thus we have[
A11(F) + B11(h) A12(F) + B12(h)
A21(F) + B21(h) A22(F) + B22(h)
]
= ϕ(G) = ϕ(S)ϕ(G)
=
[
IK1 0
0 0
] [
A11(F) + B11(h) A12(F) + B12(h)
A21(F) + B21(h) A22(F) + B22(h)
]
=
[∗ ∗
0 0
]
.
So
A21(F) + B21(h) = 0, (4)
A22(F) + B22(h) = 0. (5)
Step 2. The goal is to show that A22(F) = 0, B11(h) = 0 and B22(h) = 0.
For any real number λ /= 0, taking S =
[
λIK h ⊗ g
0 0
]
and T =
[
λ−1F 0
0 g ⊗ g
]
, then ST =[
F h ⊗ g
0 0
]
= G. Note that ϕ is a multiplicative linear mapping at G on B(H). Thus we have[
A11(F) + B11(h) A12(F) + B12(h)
0 0
]
= ϕ(G) = ϕ(S)ϕ(T)
=
[
λIK1 + B11(h) B12(h)
B21(h) B22(h)
] [
λ−1A11(F) λ−1A12(F)
λ−1A21(F) λ−1A22(F) + IK⊥1
]
=
⎡
⎢⎢⎢⎣
A11(F) + λ−1B11(h)A11(F) A12(F) + λ−1B11(h)A12(F)
+λ−1B12(h)A21(F) +λ−1B12(h)A22(F) + B12(h)
λ−1B21(h)A11(F) λ−1B21(h)A12(F)
+λ−1B22(h)A21(F) +λ−1B22(h)A22(F) + B22(h)
⎤
⎥⎥⎥⎦ .
Furthermore we have
A11(F) + B11(h)=A11(F) + λ−1B11(h)A11(F) + λ−1B12(h)A21(F), (6)
A22(F) + B22(h)=λ−1B21(h)A12(F) + λ−1B22(h)A22(F) + B22(h). (7)
We obtain that B11(h) = 0 and A22(F) = 0 as λ → +∞ in Eqs. (6) and (7), respectively. It follows
from Eq. (5) that B22(h) = 0.
Step 3. The goal is to show that B11(y) = 0 and B22(y) = 0 for any y ∈ K.
For any real number λ /= 0 and vector y ∈ K, if we take two operators S =
[
λIK y ⊗ g
0 0
]
and
T =
[
λ−1F (λ−1h − y) ⊗ g
0 λg ⊗ g
]
, then ST =
[
F h ⊗ g
0 0
]
= G. Note that ϕ is a multiplicative linear
mapping at G on B(H) and A21(F) + B21(h) = 0. So we have
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[
A11(F) A12(F) + B12(h)
0 0
]
= ϕ(G) = ϕ(S)ϕ(T)
=
[
λIK1 + B11(y) B12(y)
B21(y) B22(y)
] [
λ−1A11(F) − B11(y) λ−1A12(F) + λ−1B12(h) − B12(y)−B21(y) λIK
1⊥ − B22(y)
]
=
⎡
⎢⎢⎢⎢⎢⎢⎣
A11(F) − λB11(y) A12(F) + B12(h) − λB12(y)
+λ−1B11(y)A11(F) +λ−1B11(y)A12(F) + λ−1B11(y)B12(h)
−(B11(y))2 − B12(y)B21(y) −B11(y)B12(y) − B12(y)B22(y) − λB12(y)
λ−1B21(y)A11(F) − B21(y)B11(y) λ−1B21(y)A12(F) + λ−1B21(y)B12(h)
−B22(y)B21(y) −B21(y)B12(y) − (B22(y))2 + λB22(y)
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Furthermore we have
0 = −λB11(y) + λ−1B11(y)A11(F) − (B11(y))2 − B12(y)B21(y), (8)
0 = λ−1B21(y)A21(F) + λ−1B21(y)B12(h) − B21(y)B12(y) − (B22(y))2 + λB22(y) (9)
for any y ∈ K. Dividing Eqs. (8) and (9) by λ and let λ → +∞, respectively, then we have B11(y) = 0
and B22(y) = 0 for any y ∈ K.
Step 4. The goal is to show that A12(F) = 0, A21(F) = 0 and B21(h) = 0.
For any y ∈ K and real number λ /= 0, if we take two operators S =
[
λF (λ−1h − Fy) ⊗ g
0 0
]
and
T =
[
λ−1IK y ⊗ g
0 λg ⊗ g
]
, then ST =
[
F h ⊗ g
0 0
]
= G. Note that ϕ is a multiplicative linear mapping
at G on B(H). Thus we have[
A11(F) A12(F) + B12(h)
0 0
]
= ϕ(G) = ϕ(S)ϕ(T)
=
⎡
⎢⎢⎣
λA11(F) λA12(F) + λ−1B12(h)−B12(Fy)
λA21(F) + λ−1B21(h)−B21(Fy) 0
⎤
⎥⎥⎦
[
λ−1IK1 B12(y)
B21(y) λIK⊥1
]
=
⎡
⎢⎢⎢⎢⎣
A11(F) + λA12(F)B21(y) λA11(F)B12(y) + λ2A12(F)
+λ−1B12(h)B21(y) − B12(Fy)B21(y) +B12(h) − λB12(Fy)
A21(F) + λ−2B21(h) λA21(F)B12(y) + λ−1B21(h)B12(y)
−λ−1B21(Fy) −B21(Fy)B12(y)
⎤
⎥⎥⎥⎥⎦ .
Furthermore we have
A12(F) + B12(h) = λA11(F)B12(y) + λ2A12(F) + B12(h) − λB12(Fy), (10)
0= A21(F) + λ−2B21(h) − λ−1B21(Fy). (11)
Dividing Eq. (10) by λ2 and let λ → +∞, then we have A12(F) = 0. We have A21(F) = 0 as leting
λ → +∞ in Eq. (11). Multiplying Eq. (11) by λ2 and let λ → 0, we may also get that B21(h) = 0.
Step 5. The goal is to show that C11(z) = 0, C12(z) = 0 and A11(y ⊗ z) = B12(y)C21(z) for any y.z ∈
K.
Foranyy, z ∈ Kandrealnumberλ /= 0, takingS =
[
IK λy ⊗ g
0 0
]
andT =
[
F − λy ⊗ z h ⊗ g
g ⊗ z 0
]
,
then ST =
[
F h ⊗ g
0 0
]
= G. Note thatϕ is amultiplicative linearmapping atG on B(H). Thuswehave
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[
A11(F) B12(h)
0 0
]
= ϕ(G) = ϕ(S)ϕ(T)
=
[
IK1 λB12(y)
λB21(y) 0
] ⎡⎣ A11(F) + C11(z) B12(h) + C12(z)−λA11(y ⊗ z) −λA12(y ⊗ z)−λA21(y ⊗ z) + C21(z) −λA22(y ⊗ z) + C22(z)
⎤
⎦
=
⎡
⎢⎢⎣
A11(F) + C11(z) − λA11(y ⊗ z) B12(h) + C12(z) − λA12(y ⊗ z)
−λ2B12(y)A21(y ⊗ z) −λ2B12(y)A22(y ⊗ z)+λB12(y)C21(z) +λB12(y)C22(z)∗ ∗
⎤
⎥⎥⎦ .
Furthermore we have
0 = C11(z) + λ[B12(y)C21(z) − A11(y ⊗ z)] − λ2B12(y)A21(y ⊗ z), (12)
0 = C12(z) + λ[B12(y)C22(z) − A12(y ⊗ z)] − λ2B12(y)A22(y ⊗ z). (13)
Thus we have
C11(z) = 0, C12(z) = 0 (14)
for any z ∈ K and
A11(y ⊗ z) = B12(y)C21(z), A12(y ⊗ z) = B12(y)C22(z) (15)
for any y, z ∈ K.
Step 6. The goal is to show that A12(X) = 0 and A22(X) = 0 for any X ∈ B(K) and C22(z) = 0 for
any z ∈ K.
For any invertible operator X ∈ B(K) and real number λ /= 0, taking S =
[
X λh ⊗ g
0 0
]
and T =[
X−1F 0
0 λ−1g ⊗ g
]
, then ST =
[
F h ⊗ g
0 0
]
= G. Note that ϕ is a multiplicative linear mapping at
G on B(H). Thus we have[
A11(F) B12(h)
0 0
]
= ϕ(G) = ϕ(S)ϕ(T)
=
[
A11(X) A12(X) + λB12(h)
A21(X) A22(X)
] [
A11(X
−1F) A12(X−1F)
A21(X
−1F) A22(X−1F) + λ−1IK⊥1
]
=
⎡
⎢⎢⎢⎢⎢⎣
A11(X)A11(X
−1F) A11(X)A12(X−1F) + B12(h)
+A12(X)A21(X−1F) +λB12(h)A22(X−1F)
+λB12(h)A21(X−1F) +λ−1A12(X) + A12(X)A22(X−1F)
A21(X)A11(X
−1F) A21(X)A12(X−1F) + λ−1A22(X)
+A22(X)A21(X−1F) +A22(X)A22(X−1F)
⎤
⎥⎥⎥⎥⎥⎦ .
Furthermore we have
0 = A11(X)A12(X−1F) + λB12(h)A22(X−1F) + λ−1A12(X) + A12(X)A22(X−1F), (16)
0 = A21(X)A12(X−1F) + λ−1A22(X) + A22(X)A22(X−1F). (17)
Multiplying Eqs. (16) and (17) by λ and let λ → 0, It follows that A22(X) = 0 and A12(X) = 0 for any
invertible operator X ∈ B(K). For arbitrary X ∈ B(K), there exists a real number ν such that νIK + X is
an invertible operator. Since A12(IK) = 0, we obtain A12(X) = A12(νIK + X) = 0. Similarly A22(X) =
0 for any X ∈ B(K).
Finally, we showbelow that C22(z) = 0 for any z ∈ K. Note that B12 : K → B(K⊥1 ,K1) is a bounded
linear operator, and ϕ is a linear bijection with
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ϕ
([
X y ⊗ g
g ⊗ z λg ⊗ g
])
=
[
A11(X) B12(y)
A21(X) + B21(y) + C21(z) C22(z) + λIK⊥1
]
.
So R(B12) = B(K⊥1 ,K1). It follows fromEq. (15) and A12(X) = 0 that B12(y)C22(z) = 0 for any y, z ∈ K.
Hence C22(z) = 0 for any z ∈ K.
Step 7. The goal is to show that A21(X) = 0 for any X ∈ B(K) and B21(y) = 0 for any y ∈ K.
For arbitrary invertible operator X ∈ B(K) and vector y ∈ K, taking S =
[
X (h − Xy) ⊗ g
0 0
]
and
T =
[
X−1F y ⊗ g
0 g ⊗ g
]
, then ST = G. Note that ϕ is a multiplicative linear mapping at G. Thus we have[
A11(F) B12(h)
0 0
]
= ϕ(G) = ϕ(S)ϕ(T)
=
[
A11(X) B12(h − Xy)
A21(X) − B21(Xy) 0
] [
A11(X
−1F) B12(y)
A21(X
−1F) + B21(y) IK⊥1
]
=
[∗ ∗
∗ A21(X)B12(y) − B21(Xy)B12(y)
]
.
Furthermore we have
A21(X)B12(y) − B21(Xy)B12(y) = 0. (18)
Replaying y by λy in Eq. (18), we obtain λA21(X)B12(y) − λ2B21(Xy)B12(y) = 0. Thus A21(X)B12(y) =
0. Since R(B12) = B(K⊥1 ,K1), we obtain A21(X) = 0 for any invertible operator X ∈ B(K). Furthermore
A21(X) = 0 for anyX ∈ B(K). It follows fromEq. (18) thatB21(Xy)B12(y) = 0 for any invertible operator
X ∈ B(K). Furthermore B21(v)B12(y) = 0 for any y, v ∈ K. It follows from R(B12) = B(K⊥1 ,K1) that
B21(v) = 0 for any v ∈ K.
Step 8. The goal is to show that Eq. (1) holds.
Since ϕ is a bijection and ϕ
([
X y ⊗ g
g ⊗ z ξg ⊗ g
])
=
[
A11(X) B12(y)
C21(z) ξ IK⊥1
]
, we get that dimK⊥1 = 1.
So K = K1. Thus we obtain K⊥1 = K0 and
ϕ
([
X y ⊗ g
g ⊗ z ξg ⊗ g
])
=
[
A11(X) B12(y)
C21(z) ξg ⊗ g
]
.
It follows that B12(y), B21(y), C12(z) and C21(z) are one rank operators at most. Note that B12 ∈
B(K, B(K⊥,K)) and C21 : K → B(K⊥,K)) is a bounded conjugate linear operator. Thus there exist
two operators B, C ∈ B(K) such that B12(y) = By ⊗ g and C21(z) = g ⊗ Cz. It follows from Eq. (15)
that A11(y ⊗ z) = B12(y)C21(z) = By ⊗ Cz = B(y ⊗ z)C∗. Thus we have
ϕ
([
v ⊗ w y ⊗ g
g ⊗ z ξg ⊗ g
])
=
[
B(v ⊗ w)C∗ By ⊗ g
g ⊗ Cz ξg ⊗ g
]
.
Hence Eq. (1) holds.
(2)Suppose thatϕ satisﬁes thehypothesisof thestatement (2) in the theorem.Thenϕ
([
IK 0
0 0
])
=[
IK1 0
0 0
]
and ϕ(IH) = IH. So A11(IK) = IK1 , A12(IK) = 0, A21(IK) = 0 and A22(IK) = 0. Since IH =
ϕ(IH) = ϕ
([
IK 0
0 0
])
+ ϕ
([
0 0
0 g ⊗ g
])
= ϕ
([
IK1 0
0 0
])
+ ϕ
([
0 0
0 g ⊗ g
])
, it follows that
ϕ
([
0 0
0 g ⊗ g
])
=
[
0 0
0 IK⊥1
]
.
Now we show that Eq. (2) or (3) holds.
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Step 1. The goal is to show that A12(X) = 0, A21(X) = 0 and A22(X) = 0 for any X ∈ B(K).
For any invertible operator X ∈ B(K), taking S =
[
λX 0
0 g ⊗ g
]
and T =
[
λ−1X−1 0
0 g ⊗ g
]
, then
ST = IH. Note that ϕ is a multiplicative linear mapping at IH on B(H). Thus we have[
IK1 0
0 IK⊥1
]
= ϕ(IH) = ϕ(S)ϕ(T)
=
[
λA11(X) λA12(X)
λA21(X) λA22(X) + IK⊥1
] [
λ−1A11(X−1) λ−1A12(X−1)
λ−1A21(X−1) λ−1A22(X−1) + IK⊥1
]
=
⎡
⎢⎢⎢⎣
A11(X)A11(X
−1) A11(X)A12(X−1)
+A12(X)A21(X−1) +A12(X)A22(X−1) + λA12(X)
A21(X)A11(X
−1) + λ−1A21(X−1) A21(X)A12(X−1)
+A22(X)A21(X−1) +(λA22(X) + IK⊥1 )(λ−1A22(X−1) + IK⊥1 )
⎤
⎥⎥⎥⎦ .
Thus we have
A11(X)A12(X
−1) + A12(X)A22(X−1) + λA12(X) = 0, (19)
A21(X)A11(X
−1) + λ−1A21(X−1) + A22(X)A21(X−1) = 0, (20)
A21(X)A12(X
−1) + (λA22(X) + IK⊥1 )(λ
−1A22(X−1) + IK⊥1 ) = 0. (21)
Dividing Eq. (19) byλ and lettingλ → ∞, we get thatA12(X) = 0 for any invertible operatorX ∈ B(K).
Multiplying Eqs. (20) and (21) by λ and letting λ → 0 respectively, we get that A21(X−1) = 0 and
A22(X
−1) = 0 forany invertibleoperatorX ∈ B(K). ForanyU ∈ B(K), thereexists a realnumberα such
that αIK + U is an invertible operator. It follows 0 = A12(αIK + U) = αA12(IK) + A12(U) = A12(U),
that is A12(U) = 0 for any U ∈ B(K). Similarly A21(U) = 0 and A22(U) = 0 for any U ∈ B(K).
Step 2. The goal is to show that B11(y) = 0, B22(y) = 0, B21(y)B12(y) = 0 and B12(y)B21(y) = 0 for
any y ∈ K.
For any y ∈ K and real number λ /= 0, taking S =
[
λIK −y ⊗ g
0 λ−1g ⊗ g
]
and T =
[
λ−1IK y ⊗ g
0 λg ⊗ g
]
,
then ST = IH. Note that ϕ is a multiplicative linear mapping at IH on B(H). Thus we have[
IK1 0
0 IK⊥1
]
= ϕ(IH) = ϕ(S)ϕ(T)
=
[
λIK1 − B11(y) −B12(y)−B21(y) −B22(y) + λ−1IK⊥1
] [
λ−1IK1 + B11(y) B12(y)
B21(y) B22(y) + λIK⊥1
]
=
⎡
⎢⎢⎢⎣
IK1 + λB11(y) − λ−1B11(y) λB12(y) − B11(y)B12(y)−B11(y)B11(y) − B12(y)B21(y) −B12(y)B22(y) − λB12(y)
−λ−1B21(y) − B21(y)B11(y) −B21(y)B12(y) − B22(y)B22(y)
−B22(y)B21(y) + λ−1B21(y) −λB22(y) + λ−1B22(y) + IK⊥1
⎤
⎥⎥⎥⎦ .
Thus we have
λB11(y) − λ−1B11(y) − B11(y)B11(y) − B12(y)B21(y) = 0,
−B21(y)B12(y) − B22(y)B22(y) − λB22(y) + λ−1B22(y) = 0.
Multiply the above two equations by λ and let λ → 0 respectively, and get B11(y) = 0 and B22(y) = 0
for any y ∈ K. Furthermore
B21(y)B12(y) = 0, B12(y)B21(y) = 0 (22)
for any y ∈ K.
J. Zhu et al. / Linear Algebra and its Applications 433 (2010) 914–927 923
Step 3. The goal is to show that C11(z) = 0, C22(z) = 0, C21(z)C12(z) = 0 and C12(z)C21(z) = 0 for
any z ∈ K.
Forany z ∈ Kandrealnumberλ /= 0, takingS =
[
λIK 0
g ⊗ z g ⊗ g
]
andT =
[
λ−1IK 0
−λ−1g ⊗ z g ⊗ g
]
,
then ST = IH. Note that ϕ is a multiplicative linear mapping at IH on B(H). Thus we have[
IK1 0
0 IK⊥1
]
= ϕ(IH) = ϕ(S)ϕ(T)
=
[
λIK1 + C11(z) C12(z)
C21(z) C22(z) + IK⊥1
] [
λ−1IK1 − λ−1C11(z) −λ−1C12(z)−λ−1C21(z) −λ−1C22(z) + IK⊥1
]
=
⎡
⎢⎢⎢⎢⎣
IK1 − C11(z) + λ−1C11(z) −C12(z) − λ−1C11(z)C12(z)
−λ−1C11(z)C11(z) − λ−1C12(z)C21(z) −λ−1C12(z)C22(z) + C12(z)
λ−1C21(z) − λ−1C21(z)C11(z) −λ−1C21(z)C12(z) − λ−1C22(z)C22(z)
−λ−1C22(z)C21(z) − λ−1C21(z) +C22(z) − λ−1C22(z) + IK⊥1
⎤
⎥⎥⎥⎥⎦ .
Thus we have
−C11(z) + λ−1C11(z) − λ−1C11(z)C11(z) − λ−1C12(z)C21(z) = 0,
−λ−1C21(z)C12(z) − λ−1C22(z)C22(z) + C22(z) − λ−1C22(z) = 0.
Letλ → ∞ in the above two equations, and get C11(z) = 0 and C22(z) = 0 for any z ∈ K. Furthermore
C21(z)C12(z) = 0, C12(z)C21(z) = 0 (23)
for any z ∈ K.
Step 4. By Steps 1–3, we have
ϕ
([
X y ⊗ g
g ⊗ z λg ⊗ g
])
=
[
A11(X) B12(y) + C12(z)
B21(y) + C21(z) λIK⊥1
]
for any
[
X y ⊗ g
g ⊗ z λg ⊗ g
]
. Note that ϕ is a bijection. So dimK⊥1 = 1 and we get K = K1. It follows
that B12(y), B21(y), C12(z) and C21(z) are one rank operators at most. Thus we may write B12(y) =
b12(y) ⊗ g, B21(y) = g ⊗ b21(y), C12(z) = c12(z) ⊗ g and C21(z) = g ⊗ c21(z), where b12 and c21 are
two bounded linear operators onK, and b21 and c12 are two bounded conjugate linear operators onK.
We claim the following two statements hold.
(a) c12(z) /= 0 if and only if c21(z) = 0 for any 0 /= z ∈ K;
(b) b12(y) /= 0 if and only if b21(y) = 0 for any 0 /= y ∈ K.
For any 0 /= z ∈ K, suppose that c12(z) /= 0. It follows from Eq. (23) that c21(z) = 0. Suppose that
c21(z) = 0. Since ϕ is a bijection and ϕ
([
0 0
g ⊗ z 0
])
=
[
0 c12(z) ⊗ g
g ⊗ c21(z) 0
]
. So c12(z) /= 0.
Thus the statement (a) holds. Similarly we may prove that the statement (b) is true.
Step 5. We claim that one and only one of the following two statements is true.
(c) c12(z) = 0 for any z ∈ K.
(d) c21(z) = 0 for any z ∈ K.
In fact, if both (c) and (d) are not true, then there exist z1, z2 ∈ K such that c12(z1) /= 0and c21(z2) /=
0. It follows from Step 4 that c21(z1) = 0 and c12(z2) = 0. Furthermore c12(z1 + z2) = c12(z1) /= 0
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and c21(z1 + z2) = c21(z2) /= 0. This is a contradictionwith the statement (a) in Step 4. If both (c) and
(d) are true, then c12(z) = c21(z) = 0 for any z ∈ K. This is also a contradiction with the statement
(a) in Step 4.
Step 6. We claim that one and only one of the following two statements is true.
(e) b12(z) = 0 for any z ∈ K.
(f) b21(z) = 0 for any z ∈ K.
We may similarly prove the statement as in Step 5.
Step 7. We claim that one and only one of the following two statements is true.
(g) c12(z) = 0 for any z ∈ K and b21(y) = 0 for any y ∈ K.
(h) c21(z) = 0 for any z ∈ K and b12(y) = 0 for any y ∈ K.
In fact, if the statement (g) is not true, by Steps 5 and 6, then we need only consider the following
two cases:
Case 1. If c12(z) = 0 for any z ∈ K and b12(y) = 0 for any y ∈ K, then
ϕ
([
X y ⊗ g
g ⊗ z λg ⊗ g
])
=
[
A11(X) 0
g ⊗ b21(y) + c21(z) λg ⊗ g
]
for any
[
X y ⊗ g
g ⊗ z λg ⊗ g
]
∈ B(H). This is a contradiction of which ϕ is a surjection.
Case 2. If c21(z) = 0 for any z ∈ K and b21(y) = 0 for any y ∈ K, then
ϕ
([
X y ⊗ g
g ⊗ z λg ⊗ g
])
=
[
A11(X) (b12(y) + c12(z)) ⊗ g
0 λg ⊗ g
]
for any
[
X y ⊗ g
g ⊗ z λg ⊗ g
]
∈ B(H). This is a contradiction of which ϕ is a surjection.
Step 8. Suppose that statement (h) holds in Step 7. We claim that A11(y ⊗ z) = c12(z) ⊗ b21(y) for
any z ∈ K.
For any 0 /= y, z ∈ K with 〈y, z〉 = 0, and S =
[
IK − y ⊗ z y ⊗ g−g ⊗ z g ⊗ g
]
and T =
[
IK −y ⊗ g
g ⊗ z g ⊗ g
]
,
then ST = IH. Thus we have[
IK 0
0 g ⊗ g
]
= ϕ(IH) = ϕ(S)ϕ(T)
=
[
IK − A11(y ⊗ z) −c12(z) ⊗ g
g ⊗ b21(y) g ⊗ g
] [
IK c12(z) ⊗ g−g ⊗ b21(z) g ⊗ g
]
=
[
IK − A11(y ⊗ z) + c12(z) ⊗ b21(y) ∗∗ ∗
]
.
So we obtain
A11(y ⊗ z) = c12(z) ⊗ b21(y).
For any y, z ∈ K with 〈y, z〉 /= 0, without loss of generality, we assume that 〈y, z〉 = 1. Taking
S =
[
IK − y ⊗ z y ⊗ g
g ⊗ z −g ⊗ g
]
and T =
[
IK y ⊗ g
g ⊗ z 0
]
, then ST = IH. Note that ϕ is a multiplicative
linear mapping at IH on B(H). Thus we have
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[
IK 0
0 g ⊗ g
]
= ϕ(IH) = ϕ(S)ϕ(T)
=
[
IK − A11(y ⊗ z) c12(y) ⊗ g
g ⊗ b21(z) −g ⊗ g
] [
IK c12(y) ⊗ g
g ⊗ b21(z) 0
]
=
[
IK − A11(y ⊗ z) + c12(y) ⊗ b21(z) ∗∗ ∗
]
.
So we also obtain
A11(y ⊗ z) = c12(z) ⊗ b21(y).
Hence there exist two bounded conjugate linear operators C = c12 and B = b21 fromK into itself such
that
ϕ
([
u ⊗ v y ⊗ g
g ⊗ z ξg ⊗ g
])
=
[
Cu ⊗ Bv Cz ⊗ g
g ⊗ By ξg ⊗ g
]
(24)
for any y, z, u, v ∈ K and ξ ∈ F.
Step 9. Suppose that statement (g) holds in Step 7. By imitating the proof in Step 8, there exist two
bounded linear operators C, B ∈ B(K) such that
ϕ
([
u ⊗ v y ⊗ g
g ⊗ z ξg ⊗ g
])
=
[
B 0
0 g ⊗ g
] [
u ⊗ v y ⊗ g
g ⊗ z ξg ⊗ g
] [
C∗ 0
0 g ⊗ g
]
(25)
for any y, z, u, v ∈ K and ξ ∈ F. 
3. Multiplicative mappings and all-multiplicative points in matrix algebras
In this section, wemay naturally regard an n × nmatrix as an operator on Euclidean n-dimensional
space. First we will show that every Gwith det G = 0 is an all-multiplicative point in the algebra of all
n × nmatrices in the following theorem.
Theorem 3.1. Let G ∈ Mn with det G = 0, and ϕ : Mn → Mn is a multiplicative linear bijection at G
onMn with ϕ(In) = In. Then ϕ is a spatial isomorphism.
Proof. Let G ∈ Mn and ϕ : Mn → Mn be a multiplicative linear bijection at G onMn. We need only
to prove that ϕ is a spatial isomorphism.
Since there exists an invertiblematrix Q ∈ M such thatQGQ−1 is a Jordan canonical form, without
loss of generality, we may assume
QGQ−1 =
⎡
⎢⎢⎣
J1 0 · · · 0
0 J2 · · · 0· · · · · · · · · 0
0 0 · · · Jm
⎤
⎥⎥⎦ ,
where every Ji is an Jordan block with
Ji =
⎡
⎢⎢⎢⎢⎣
λi 1 · · · 0 0
0 λi · · · 0 0· · · · · · · · · 1 0
0 0 · · · λi 1
0 0 · · · 0 λi
⎤
⎥⎥⎥⎥⎦ ∈ Mni , (i = 1, 2, . . . , m)
and |λ1| |λ2| · · · |λm|. Since G is not an invertible matrix, we obtain λm = 0. Thus there exist
F ∈ Mn−1 and h ∈ Fn−1 such that QGQ−1 =
[
F h ⊗ g
0 0
]
. Deﬁne ψ : Mn → Mn as the following
ψ(T) = ϕ(Q−1TQ),
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for any T ∈ Mn. We need only to show thatψ is a spatial isomorphism inMn. It is easy to verify that
ψ is a multiplicative linear bijection at QGQ−1 =
[
F h ⊗ g
0 0
]
onMn, and ψ(In) = In.
By Lemma 2.1, there exists an invertible matrix P ∈ Mn such that Pψ(En(In−1))P−1 = En(Im).
Deﬁne
ρ(T) = Pψ(T)P−1 = Pϕ(Q−1TQ)P−1
for any T ∈ Mn. Then ρ is a multiplicative linear bijection at QGQ−1 =
[
F h ⊗ g
0 0
]
on Mn with
ρ(In) = In and ρ(En(In−1)) = En(Im). It follows from Theorem 2.2 that there exist B, C ∈ such that
ρ
([
u ⊗ v y ⊗ g
g ⊗ z ξg ⊗ g
])
=
[
B 0
0 g ⊗ g
] [
u ⊗ v y ⊗ g
g ⊗ z ξg ⊗ g
] [
C∗ 0
0 g ⊗ g
]
(26)
for any
[
X y ⊗ g
g ⊗ z ξg ⊗ g
]
∈ Mn, where X ∈ Mn−1, y, z ∈ Fn−1 and ξ ∈ F. If we write R =
[
B 0
0 1
]
,
then
ρ(T) = RTR−1 = Pϕ(Q−1TQ)P−1
for any T ∈ Mn. Hence
ϕ(T) = P−1RQTQ−1R−1P
for any T ∈ Mn. 
Corollary 3.2. Every G ∈ Mn with det G = 0 is an all-multiplicative point inMn.
Remark 3.3. It is easy to see that In is not an all-multiplicative point in Mn. For example, let Mn be
n × nmatrix algebras. Deﬁne a linear mapping ϕ : Mn → Mn as follows ϕ(S) = S′ for any S ∈ Mn.
It is obvious that ϕ is a linear bijection and ϕ(In) = In. For any S, T ∈ Mn with ST = In, if we multiply
the equation ST = In by S−1 from left and T−1 from right, respectively, then we have In = S−1T−1.
So S−1T−1 = In = (ST)−1 = T−1S−1. Thus we get that ST = TS and TtrStr = StrTtr and ϕ(ST) =
(ST)tr = TtrStr = StrTtr = ϕ(S)ϕ(T), that is ϕ is a multiplicative mapping at In. Obviously, ϕ is not a
multiplicative mapping onMn.
Now we consider the multiplicative mapping at In onMn in the following theorem.
Theorem 3.4. Let Mn be the algebra of all n × n complex matrices. If a linear bijection ϕ : Mn → Mn
is multiplicative at In onMn, then there exists an invertible matrix P ∈ Mn such that either
ϕ(S) = PSP−1 (27)
for any S ∈ Mn; or there exists an invertible matrix P ∈ Mn such that
ϕ(S) = PStrP−1 (28)
for any S ∈ Mn.
Proof. First, we show that ϕ(In) = In. In fact, for any idempotent operator P ∈ Mn, if we take two
complex numbersα,β such thatαβ = α + β = 1, then (P − αIn)(P − βIn) = In and (P − βIn)(P −
αIn) = In. Compute and get ϕ(P)ϕ(In) = ϕ(In)ϕ(P). Since every rank one matrix in Mn can be rep-
resented as a linear combination of at most four idempotent elements inMn, it is obvious that
ϕ(S)ϕ(In) = ϕ(In)ϕ(S).
for any S ∈ Mn. Since ϕ is a surjection, thus ϕ(In) ∈ M′n and ϕ(In) = λIn. On the other hand, noting
that ϕ(In) = ϕ(In)2, we get that λ = 0, 1. Since ϕ is an injection, we obtain λ /= 0, that is ϕ(In) = In.
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Finally, we show that the theorem holds. In fact, for every invertible matrix A ∈ Mn, we have
In = ϕ(AA−1) = ϕ(A)ϕ(A−1).
It follows from the above equation that ϕ preserves the invertibility. By the main theorem in [3] or
[10], we obtain either
ϕ(S) = PSP−1 (29)
for any S ∈ Mn; or there exists an invertible matrix P ∈ Mn such that
ϕ(S) = PStrP−1 (30)
for any S ∈ Mn. 
The referee give a simply proof of Theorem 3.4. The authors would like to thank him for his helpful
suggestions in the review of this paper.
References
[1] M.A. Chebotar, W.F. Ke, P.H. Lee, N.C. Wong, Mappings preserving zero products, Stud. Math. 155 (1) (2003) 77–94.
[2] J.L. Cui, J.C. Hou, Linearmaps on vonNeumann algebras preserving zero products, Bull. Austral. Math. Soc. 65 (2002) 79–91.
[3] J.L. Cui, J.C. Hou, A characterization of homomorphisms between Banach algebras, Acta Math. Sinica (Eng. Ser.) 20 (4)
(2004) 761–768.
[4] W. Jing, On Jordan all-derivable points of B(H), Linear Algebra Appl. 430 (4) (2009) 941–946.
[5] J.C. Hou, M.C. Gao, Additive mappings preserving zero products on B(H), Chinese Sci. Bull. 43 (22) (1998) 2388–2391.
[6] J.C. Hou, X.F. Qi, Additive maps derivable at some points on J-subspace lattice algebras, Linear Algebra Appl. 429 (2008)
1851–1863.
[7] D.R. Larson, A.R. Sourour, Local derivations and local automorphisms of B(X), operator algebras and applications, Proc.
Sympos. Pure Math. 51 (1990) 187–194.
[8] J.K. Li, Z.D. Pan, H. Xu, Characterizations of isomorphisms and derivations of some algebras, J. Math. Anal. Appl. 332 (2007)
1314–1322.
[9] F.Y. Lu, Characterizations of derivations and Jordan derivations on Banach algebras, Linear Algebra Appl. 430 (2009)
2233–2239.
[10] A.R. Sourour, Invertibility preserving linear maps on L(X), Trans. Amer. Math. Soc. 348 (1) (1996) 13–30.
[11] J. Zhu, All-derivable points of operator algebras, Linear Algebra Appl. 427 (2007) 1–5.
[12] J. Zhu, C.P. Xiong, Derivable mappings at unit operator on nest algebras, Linear Algebra Appl. 422 (2007) 721–735.
[13] J. Zhu, C.P. Xiong, R.Y. Zhang, All-derivable points in the algebra of all upper triangular matrices, Linear Algebra Appl. 429
(4) (2008) 804–818.
[14] J. Zhu, C.P. Xiong, L. Zhang, All-derivable points in matrix algebras, Linear Algebra Appl. 430 (2009) 2070–2079.
[15] J. Zhu, C.P. Xiong, All-derivable points in continuous nest algebras, J. Math. Anal. Appl. 340 (2008) 845–853.
