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Résumé. La thèse étudie les problèmes de Dirihlet linéaires et semilinéaires pour diérents opérateurs
du type Laplaien frationnaire. Les données peuvent être des fontions régulières ou plus généralement
des mesures de Radon. Le but est de lassier les solutions qui présentent une singularité au bord du
domaine presrit.
Nous remarquons d'abord l'existene de toute une gamme de fontions harmoniques explosants au bord
et nous les aratérisons selon une nouvelle notion de trae au bord. À l'aide d'une nouvelle formule
d'intégration par parties, nous élaborons ensuite une théorie faible de type Stampahia pour étendre la
théorie linéaire à un adre qui omprend es fontions : nous étudions les questions lassiques d'existene,
d'uniité, de dépendane à l'égard des données, la régularité et le omportement asymptotique au bord.
Puis, nous développons la théorie des problèmes sémilinéaires, en généralisant la méthode des sous-
et sursolutions. Cela nous permet de onstruire l'analogue frationnaire des grandes solutions dans la
théorie des EDPs elliptiques nonlinéaires, en donnant des onditions susantes pour l'existene.
La thèse se termine par la dénition et l'étude d'une notion de ourbures diretionnelles nonloales.
Mots lés: Laplaien frationnaire, opérateurs nonloaux, grandes solutions, solutions faibles L1, équa-
tions elliptiques nonlinéaires, problème de Dirihlet, singularité au bord, ourbures nonloales.
Abstrat. The thesis studies linear and semilinear Dirihlet problems driven by dierent frational
Laplaians. The boundary data an be smooth funtions or also Radon measures. The goal is to lassify
the solutions whih have a singularity on the boundary of the presribed domain.
We rst remark the existene of a large lass of harmoni funtions with a boundary blow-up and
we haraterize them in terms of a new notion of degenerate boundary trae. Via some integration by
parts formula, we then provide a weak theory of Stampahia's sort to extend the linear theory to a
setting inluding these funtions: we study the lassial questions of existene, uniqueness, ontinuous
dependene on the data, regularity and asymptoti behaviour at the boundary.
Afterwards we develop the theory of semilinear problems, by adapting and generalizing some sub- and
supersolution methods. This allows us to build the frational ounterpart of large solutions in the ellipti
PDE theory of nonlinear equations, giving suient onditions for the existene.
The thesis is onluded with the denition and the study of a notion of nonloal diretional urvatures.
Keywords: frational Laplaian, nonloal operators, large solutions, L1 weak solutions, nonlinear ellipti
equations, Dirihlet problem, boundary singularity, nonloal urvatures.
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Résumé
Ce manusrit présente l'étude des solutions ave explosion au bord pour deux diérents opérateurs
intégro-diérentiels, l'un et l'autre appellés Laplaien frationnaire. Ce type d'opérateurs a été étudié
intensivement dans les dernières années, pare qu'ils montrent beauoup de ressemblanes ave la théorie
lassique des opérateurs elliptiques, tandis qu'ils sont souvent dénis omme opérateurs intégraux ave
noyaux singuliers et interations à longue portée, e qui les rend des opérateurs nonloaux
1
. En même
temps, ils apparaissent naturellement dans des appliations onrètes, notemment pour modéliser des
phénomènes où des interations à longue portée sont présents. On a par exemple : modèles de transition
de phase [79℄, disloation des ristaux [84℄, problème de l'obstale [78℄, propagation des ammes [80℄,
surfaes minimales [17℄, nane [29℄, et sienes des matériaux [9℄.
Le Laplaien frationnaire. On va appeler le premier de es deux opérateurs simplement
2
Laplaien
frationnaire et on le dénote par (−△)s. Fixée s ∈ (0, 1), pour une fontion3 u : RN → R et opérateur
admet diérentes dénitions équivalentes et il peut être introduit :
 omme un opérateur intégral ave noyau singulier [37℄
(−△)su(x) = CN,s p.v.
∫
RN
u(x)− u(y)
|x− y|N+2s dy
où p.v. dénote l'intégral au sens de la valeur prinipale, CN,s est une onstante positive de
normalisation et vaut (e.g. [74, formula (A.1)℄)
CN,s =
4s Γ
(
N
2 + s
)
πN/2
· s
Γ(1− s) ;
 omme un opératuer pseudo-diérentiel [37, 50℄
F [(−△)su] (ξ) = |ξ|2s Fu(ξ)
où F dénote la transformée de Fourier ;
 omme un opérateur Dirihlet-to-Neumann [18℄{
div
(
t1−2s U(x, t)
)
= 0 x ∈ RN , t > 0
U(x, 0) = u(x) x ∈ RN  
 (−△)su(x) = −c(N, s) lim
t↓0
t1−2s ∂tU(x, t)
où c(N, s) est une onstante positive de normalisation ;
1
À noter que les opérateurs elliptiques, omme tout opérateur diérentiel, sont purement loaux.
2
Il est appellé aussi Laplaien frationnaire restreint lorsque l'attention est xée seulement sur les fontions qui s'annulent
en dehors d'un domaine xé, voir par exemple [86℄.
3
Ce n'est pas notre intention dans et Resumé de fournir les hypothèses optimales de regularité où inteégrabilité sur u
pour que les dénitions aient un sens : on travaille seulement formellement ii.
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 omme le générateur innitesimal du semigroupe de la haleur et△ dans RN subordonné au sens
de Bohner ave fontion de Bernstein orréspondante τ 7→ τs [76, Setion 13.1℄
(−△)su(x) = s
Γ(1− s)
∫ ∞
0
(
u(x)− et△u(x)
t
)
dt
ts
;
 omme le générateur innitesimal d'un proessus stohastique α-stable (Xt)t≥0 où α = 2s
(−△)su(x) = lim
t↓0
u(x)− Ex[u(Xt)]
t
.
L'opérateur se révèle nonloal au sens que pour le aluler (sur une fontion donnée et en un
point xé) e n'est pas susant de onnaître la fontion dans un voisinage du point ; inversement, une
modiation de la fontion loin du point onerne quoi qu'il en soit la valeur au point même (ette
aratéristique est laire en utilisant la première dénition) ; ei n'est pas du tout le as, par exemple,
pour le Laplaien lassique −△. Les diérentes, pourtant équivalentes, dénitions pour (−△)s permet-
tent de prendre des approhes diérents lorsqu'on veut résoudre les problèmes assoiés, en engendrant
une interation frutueuse entre tehniques variationelles, la théorie des opérateurs pseudo-diérentiels,
l'analyse fontionelle et la théorie du potentiel.
Le Laplaien frationnaire spetral. Le deuxième opérateur que l'on va étudier est un autre opéra-
teur nonloal dont la dénition dépend fortement du domaine pris en onsidération. Fixons un domaine
borné Ω ⊂ RN , s ∈ (0, 1) et dénotons δ(x) = dist(x, ∂Ω). Pour une fontion mesurable4 u : Ω → R
l'opérateur (−△|Ω)s peut être déni :
 omme un opérateur intégral ave noyau singulier [82℄
(−△|Ω)su(x) = p.v.
∫
Ω
[u(x)− u(y)] J(x, y) dy + κ(x)u(x), x ∈ Ω
où J(x, y) et κ(x) sont fontions données par
J(x, y) =
s
Γ(1− s)
∫ ∞
0
pΩ(t, x, y)
t1+s
dt ≍ δ(x)δ(y)
|x− y|N+2s
· 1|x− y|2 + δ(x)δ(y)
κ(x) =
s
Γ(1− s)
∫ ∞
0
(
1−
∫
Ω
pΩ(t, x, y)
)
dt
t1+s
≍ 1
δ(x)
2s
et pΩ(t, x, y) est le noyau de la haleur de Ω ave onditions homogènes ;
 via la déomposition spetrale de u : étant donnée {ϕj}j∈N une base hilbertienne de L2(Ω) on-
stituée par les fontions propres du Laplaien de Dirihlet −△|Ω assoiées à les valeurs propres
λj , j ∈ N,
(−△|Ω)su(x) =
∞∑
j=1
λj ûj ϕj(x), ûj =
∫
Ω
ujϕj ;
 omme un opérateur Dirihlet-to-Neumann [16, 23℄
div
(
t1−2s U(x, t)
)
= 0 x ∈ Ω, t > 0
U(x, t) = 0 x ∈ ∂Ω, t > 0
U(x, 0) = u(x) x ∈ Ω
 
 (−△|Ω)su(x) = −c(N, s) limt↓0 t
1−2s ∂tU(x, t)
où c(N, s) est une onstante positive de normalisation ;
4
Comme auparavant, ii on travaille seulement formellent.
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 omme le générateur innitesimal du semigroup de la haleur e t△|Ω dans Ω subordonné au sens de
Bohner ave fontion de Bernstein orréspondante τ 7→ τs [76, Setion 13.1℄ (et aussi [47℄)
(−△|Ω)su(x) =
s
Γ(1− s)
∫ ∞
0
(
u(x)− e t△|Ωu(x)
t
)
dt
ts
;
 omme le générateur innitesimal d'un proessus de Wiener arrêté subordonné (X˜t)t≥0
(−△|Ω)su(x) = limt↓0
u(x)− Ex[u(X˜t)]
t
.
À notre onnaissane la dénition via la déomposition spetrale est la plus utilisée dans un ontexte
d'EDP. Cependant elle ause restritions sur le domaine de l'opérateur, et auune théorie de onditions
au bord non homogènes était disponible jusqu'à e travail ; ela est une des ontributions de ette thèse,
voir Chapitre 7. Voilà pourquoi on va utiliser surtout la dénition ave le noyau singulier ou elle obtenue
par la subordination au sens de Bohner.
Interprétation stohastique et le nom des opérateurs. Comme on l'a déjà mentionné, les deux
opérateurs ont un lien profond ave la théorie des proessus stohastiques. En eet ils génèrent des
proessus de Lévy ave sauts, 'est-à-dire dont les trajetoires sont disontinues. L'opérateur (−△)s
génère un proessus (2s)-stable dans RN , e qui signie que sa distribution a une homogénéité d'ordre
2s dans le temps. Ce proessus peut être onstrui aussi en subordonnant un mouvement Brownien dans
le temps : étant donné un mouvement Brownien (Bt)t≥0, au lieu de onsidérer un temps ontinu, on
va l'évaluer dans des temps aléatoires (Tt)t≥0 qui sont roissants presque sûrement. De ette façon on
onstruit un nouveau proessus (BTt)t≥0. Le temps aléatoire Tt n'est pas supposé avoir des trajetoires
ontinues. Dans ette approhe, on obtient nalement un proessus de Lévy dont les sauts sont dus
aux sauts temporels, omme si l'on était en train d'enregistrer le mouvement aléatoire d'une partiule
mais en arrêtant l'appareil d'une façon aléatoire, ensuite on le réallume et on repète (on pourrait aussi
aélérer ou ralentir l'éoulement du temps). On rappelle que le générateur du mouvement Brownien est
le Laplaien lassique (negatif) −△. Si le subordinateur est bien hoisi, alors l'opération stohastique de
la subordination a omme homologue analytique le alul d'une puissane frationnaire du générateur :
'est là qu'on voit apparaître (−△)s.
Le même type de onstrution serait valable aussi pour (−△|Ω)s, mais ave une diérene importante.
Avant de subordonner, on l'arrête lors de la première sortie de Ω. Pour ela on a dit que il génère un
mouvement Brownien arrêté subordonné. Le mouvement Brownien arrêté est engendré par le Laplaien
de Dirihlet −△|Ω et la subordination fournit sa puissane frationnaire (−△|Ω)s. Cei explique pourquoi
on a hoisi ette notation au lieu d'utiliser la plus ommune As.
Nous préisons enn que nous l'avons appelé Laplaien frationnaire spetral pour nous onformer à
omment il est appelé dans la bibliographie disponible. On pourrait aussi l'appeler Laplaian de Dirihlet
frationnaire et ela prendrait plus en ompte la façon dont il est onstruit. Le mot spetral risque d'être
trompeur, pare qu'il rappelle la dénition via la déomposition spetrale qui a des restritions assez
naturelles à respeter et qui ne peut pas être appliquée à l'entière lasse de fontions qu'on va onsidérer
ii. Dans le même ésprit on pourrait aussi appeler Laplaien frationnaire de Dirihlet l'opérateur obtenu
ave une restrition du Laplaien frationnaire à les fontions ave ondition au bord nulles. En eet,
et opérateur génère un mouvement Brownien subordonné arrêté, 'est-à-dire le proessus obtenu en
arrêtant le proessus de Lévy (2s)-stable lors de la première sortie du domaine xé. On remarque que
subordonné arrêté et arrêté subordonné sont diérents en nature et que de même frationnaire de
Dirihlet et de Dirihlet frationnaire ne sont pas la même hose.
Solutions ave explosion au bord. Dans la théorie des équations elliptiques semilinéaires, une
fontion qui résout
−△u+ f(u) = 0 dans Ω ⊂ RN ouvert et borné,
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ave ondition au bord
lim
x→∂Ω
u(x) = +∞,
est appelée solution ave explosion au bord où aussi grande solution. On a énormément de bibliographie
disponible sur e sujet qui remonte à Bieberbah [10℄, pour N = 2 et f(u) = eu. Keller [56℄ et Osserman
[70℄ indépendamment ont établi une ondition néessaire et susante sur la nonlinéarité f pour l'existene
d'une solution ave explosion au bord : elle est∫ +∞ dt√
F (t)
, où F ′ = f ≥ 0
et elle est onnue omme ondition de Keller-Osserman. On peut trouver es solutions ave singularité
au bord dans nombreuses appliations : par exemple, Loewner et Nirenberg [63℄ ont étudié le as f(u) =
u(N+2)/(N−2), N ≥ 3 qui est stritement lié au problème de Yamabe singulier en géometrie onforme,
tandis que Labutin [59℄ a omplètement aratérisé la lasse des ensembles Ω qui admettent une grande
solution pour f(u) = uq, q > 1, à travers des méthodes de apaité inspirés par la théorie des spatial
branhing proesses, qui sont des proessus stohastiques partiuliers ; voir aussi les travaux purement
probabilistes de Le Gall [61℄ et Dhersin, Le Gall [35℄ traitants le as q = 2 et le as déliat des domaines
non lisses. Mselati [68℄ a omplètement lassié les solutions positives en fontion de la trae au bord, qui
peut être +∞ sur une partie du bord et une mesure qui ne se onentre pas sur des ensemble de apaité
zéro ; voir aussi Dumont, Dupaigne, Goubet, R dulesu [40℄ pour le as d'une nonlinéarité osillante.
On se réfère au très reent livre de Marus et Véron [65, Chapitres 5 et 6℄ pour d'autres référenes.
Fontions s-harmoniques grandes, formules d'intégration par partie et théorie faible L1.
Dans le ontexte frationnaire, notre point de départ est que des solutions ave explosion au bord
apparaissent même dans des problèmes linéaires. En partiulier, il est possible de donner des fontions
s-harmoniques grandes, 'est-à-dire des fontions qui résolvent
(−△)su = 0 dans Ω
u = 0 dans RN \ Ω
lim
x→∂Ω
x∈Ω
u(x) = +∞
and

(−△|Ω)su = 0 dans Ω
lim
x→∂Ω
x∈Ω
u(x) = +∞
voir Lemmata 2.11, 7.10 and (7.20) i-dessous.
Ces exemples montrent que d'un oté les problèmes pour (−△)s sont mal posés au sens de Hadamard
si seulement les valeurs à l'extérieur de Ω sont données et diérentes onditions au bord doivent être
prises en onsideration, tandis qu'ils montrent le besoin de onditions au bord non nulles pour (−△|Ω)s.
Cela veut dire aussi qu'on a besoin des notions de solution faible qui puissent traiter ettes nouvelles
onditions au bord. On réfère à Grubb [50, Theorèmes 4 et 5℄ pour des résultats très réents pour la
théorie de regularité pour les problèmes de e type impliquants le Laplaien frationnaire, et on ite
Dhii, Mâagli et Zribi [36℄ où un premier essai a été fait sur le Laplaien frationnaire spetral. On
répond à es questions dans la Setion 2.2 et le Théorème 6.5 : la trae est une limite au bord pondérée
ave puissanes de la distane au bord, δ(x)1−su(x) dans le as du Laplaien frationnaire et δ(x)2−2su(x)
dans elui du Laplaien frationnaire spetral.
Dans les deux as on a eu besoin de développer une théorie faible L1 de type Stampahia ave
des mesures omme données, apable de traiter aussi ette nouvelle lasse de fontions s-harmoniques.
Solutions de
5 
(−△)su = λ dans Ω
u = µ dans RN \ Ω
u
w1
= ν sur ∂Ω
and
 (−△|Ω)
s
u = ξ dans Ω
u
w2
= ζ sur ∂Ω
5
Ii w1 et w2 vont dénoter des fontions de référene dénies dans Ω dont le omportement est omparable respetivement
à eux de δs−1 et δ2s−2: il faut interpreter la ondition au bord omme une limite lorsq'on approhe un point du bord.
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où λ, ξ ∈ M(Ω), µ ∈ M(RN \ Ω), ν, ζ ∈ M(∂Ω) sont des mesures de Radon qui satisfont ertaines
hypothèses, vont ressembler à∫
Ω
u(−△)sφ =
∫
Ω
φ dλ−
∫
RN\Ω
(−△)sφ dµ+
∫
∂Ω
φ
δs
∣∣∣∣
∂Ω
dν u ∈ L1(Ω), χΩ(−△)sφ ∈ C∞c (Ω),∫
Ω
u(−△|Ω)sφ =
∫
Ω
φ dξ −
∫
∂Ω
∂φ
∂ν
dζ u ∈ L1(Ω, δ(x)dx), (−△|Ω)sφ ∈ C∞c (Ω).
Elles seront présentées dans les Setions 2.3 et 7.4. Ces dénitions sont inspirées de et, d'une ertaine
manière, généralisent des formules d'intégration par parties. Les tehniques sont basées surtout sur
l'analyse du potentiel, et exploitent la représentation via la fontion de Green, les noyaux de Poisson
et de Martin, dont la onstrution est inluse. Une présentation plus préise des résultats et l'énoné
rigoureux des déouvertes prinipales se trouvent dans les Chapitres 1 et 6.
Problèmes nonlinéaires. Jusque là on a vu que des singularités au bord peuvent apparaître même
en presene de donnée assez régulières. Lorsqu'on s'oupe d'un problème nonlinéaire, ette perte de
régularité au bord donne lieu à une grande lasse de solutions ave une singularité presrite au bord,
presentée dans le Chapitre 3 et la Setion 8.1. On va étudier les problèmes du type
(−△)su = f(x, u) dans Ω
u = g dans RN \ Ω
u
w1
= h sur ∂Ω
et
 (−△|Ω)
su = f(x, u) dans Ω
u
w2
= h sur ∂Ω.
Dans es as là, les fontions s-harmoniques grandes peuvent être utilisées omme sous- et sursolution si
le signe de la nonlinéarité le permet. Pour ela, on a résolu es problèmes nonlinéaires en adaptant les
tehniques de Clément et Sweers [28℄ et Montenegro et Pone [67℄.
Si l'on prend par exemple la donnée h ≡ 1, elle va nous donner une solution ave une explosion
au bord d'ordre δs−1 et δ2s−2. Pourtant ette solution ne sera pas grande, dans le sens suivant. Dans
la théorie lassique du Laplaien, les grandes solutions sont engendrées par une ompensation entre la
ondition au bord - qui essaie de relever la solution à l'inni - et la nonlinéarité - qui la pousse vers le bas,
en raison du signe negatif. La nonlinéarité doit fournir une réponse assez forte à la ondition au bord,
et dans e sens là la ondition de Keller-Osserman quantie le niveau néessaire pour que e phénomène
ait lieu. Mais pour l'instant, dans le ontexte frationnaire, on a seulement presenté des solutions dont
la singularité au bord est due à des aratéristiques linéaires des opérateurs. Alors, enore une question
attend une réponse : est-il possible de trouver des solutions dont la singularité au bord soit engendrée
non pas par les aratéristiques de l'opérateur, mais plutt par un phénomeène de ompensation ?
Grandes solutions pour le Laplaien frationnaire. On ommene à répondre dans les Chapitres
4 et 8, en donnant des onditions susantes pour l'existene d'une solution à (−△)su + f(u) = 0 et
(−△|Ω)su + f(u) = 0 ave une singularité au bord qui soit d'ordre supérieur à eux dérits dans le
paragraphe préédent, de sorte que les onditions au bord seront
u
w1
= +∞ sur ∂Ω et u
w2
= +∞ sur ∂Ω
qui sont équivalentes à
δ1−su
∣∣
∂Ω
= +∞ et δ2−2su∣∣
∂Ω
= +∞.
Le as de la nonlinéarité de type puissane f(u) = up pour (−△)s a été étudié par Felmer et Quaas
[43℄ et Chen, Felmer et Quaas [25℄. On va étendre es résultats en montrant des bornes éxpliites sur p,
qui sont
p ∈
(
1 + 2s, 1 +
2s
1− s
)
,
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en admettant des nonlinéarités plus générales et un endroit plus lair où travailler, surtout lorsqu'on
parle de ondition au bord. On démontre aussi l'estimation pontuelle suivante, qui est valable dans le
domaine entier :
F ′ = f,
∫ ∞
u(x)
dt√
F (t)
≥ c δ(x)s;
ette borne supérieur vient d'un alul expliit d'une sursolution pour le problème. Dans le as partiulier
où f(u) = up elle devient
u ≤ Cδ−2s/(p−1).
Dans le as du Laplaien frationnaire spetral, on va étudier les nonlinéarités de type puissane. On
regarde {
(−△|Ω)su = −up dans Ω
δ2−2su = +∞ sur ∂Ω,
et on prouve l'existene d'une solution u ∈ L1(Ω, δ(x)dx) pour
p ∈
(
1 + s, 1 +
s
1− s
)
.
Là aussi on a une estimation pontuelle, qui est derivée d'une sursolution, et qui est
u ≤ Cδ−2s/(p−1) dans Ω.
Cette roissane oinide ave elle du Laplaien lassique et elle est optimale pour s = 1.
Lorsqu'on s'oupe de f(u) = up pour (−△)s ou (−△|Ω)s, une question naturelle est de savoir
si les gammes des exposants admissibles onvergent asymptotiquement lorsque s ↑ 1 vers la gamme
des exposants admissibles pour −△, qui est donnée par la ondition de Keller-Osserman et qui est
p ∈ (1,+∞). La réponse est non, lairement. Si d'un oté on a
1 +
2s
1− s → +∞ et 1 +
s
1− s → +∞ lorsque s ↑ 1,
de l'autre on a seulement que
1 + 2s→ 3 et 1 + s→ 2 lorsque s ↑ 1.
Pourtant ela n'est pas déourageant. Dans le deux ontextes frationnaires on a besoin respetivement
de u ∈ L1(Ω) et u ∈ L1(Ω, δ(x)dx) pour donner un sens aux opérateurs. Celle-là est une hypothèse que
l'on n'a pas dans le problème lassique, et il est don raisonnable d'obtenir des gammes plus petites pour
p. De plus, on sait que la solution lassique se omporte omme
u ≍ δ−2/(p−1)
et qu'elle est dans L1(Ω) si p > 3, alors qu'elle est dans L1(Ω, δ(x)dx) si p > 2; ainsi, en e sens là, on a
la onvergene asymptotique des gammes des exposants admissibles.
Courbures diretionelles nonloales. Dans le dernier hapitre du manusrit on va étudier une
notion frationnaire de ourbure diretionelle pour des variétés lisses de dimension N − 1 dans RN . Cet
interêt est motivé par le ontexte frationnaire dans lequel beauoup des problèmes lassique on été
reformulés. En partiulier, en géométrie diérentielle et en analyse géométrique, beaoup de nouveaux
résultats ont été obtenus à regard de la diusion par ourbure moyenne et le problème lié des surfaes
minimales dans un ontexte nonloal.
Comme l'on va voir, le onept de ourbure moyenne nonloale peut être naturellement assoié à la
moyenne des ourbures diretionelles appropriées, qui asymptotiquement onvergent à leur homologues
lassiques. Par ailleurs, les ourbures nonloales semblent avoir un omportement plus désordonné et
résumé  xi
fantaisiste de elles lassiques. En partiulier, les ourbures diretionelles minimale et maximale ne sont
pas atteintes, en général, le long de deux diretions orthogonales et les ensembles où elles sont atteintes
peut même être présrit d'une façon arbitraire
6
. Des raisons pour introduire es objets sont données
dans le Paragraphe 9.2.2.
partie i : grandes solutions pour (−△)s
Dans la première Partie on va étudier une notion de solution faible à des problèmes sémilinéaires
pour le Laplaien frationnaire (−△)s, 'est-à-dire l'opérateur integral déni par (voir par exemple Di
Nezza, Palatui et Valdinoi [37℄ pour une introdution)
(−△)sf(x) = CN,s PV
∫
RN
f(x)− f(y)
|x− y|N+2s
dy,
où CN,s est la onstante positive de normalisation dénie dans (3).
Pour pouvoir faire ela, on aura besoin de développer une théorie pour le problème de Dirihlet ave
le Laplaien frationnaire et des mesures omme données (voir Karlsen, Petitta et Ulusoy [55℄ et Chen
et Véron [26℄ pour des résultats réents en ette diretion). On va se onentrer sur les solutions ave un
omportement explosif au bord du domaine presrit, onnues dans la littérature omme grandes solutions
ou solutions ave explosion au bord.
On rappelle que dans le as lassique (voir [5, Théorème 6.9℄), à toute mesure non negative de Borel
µ ∈M(∂B) il est possible d'assoier, en utilisant le noyau de Poisson, une fontion harmonique dans B
qui a µ pour trae au bord. Inversement, toute fontion harmonique sur la boule B admet une trae sur
∂B qui est une mesure de Borel non negative (voir [5, Théorème 6.15℄).
Lorsqu'on étudie le problème sémilinéaire pour le Laplaien, les solutions peuvent atteindre la valeur
+∞ omme donnée au bord. Plus préisément, si Ω est un domaine lisse borné et ouvert, et si f est
roissante ave f(0) = 0, d'après les travaux de Keller [56℄ et Osserman [70℄, on obtient que l'équation
△u = f(u) dans Ω ⊆ RN
lim
x→∂Ω
x∈Ω
u(x) = +∞
possède une solution si et seulement si f satisfait la ondition de Keller-Osserman (déjà nommée en
haut).
Dans le ontexte frationnaire, notre point de départ est que l'on peut fournir des fontions telles que (−△)
s
u = 0 dans une région bornée et ouverte Ω ⊆ RN ,
lim
x→∂Ω
x∈Ω
u(x) = +∞.
Par exemple une fontion s-harmonique grande sur la boule B est
uσ(x) =

c(N, s)
(1− |x|2)σ in B
c(N, s+ σ)
(|x|2 − 1)σ in R
N \B
σ ∈ (0, 1− s), c(N, s) = Γ(N/2) sin(πs)
π1+N/2
.
En plus, lorsque σ → 1 − s on rétrouve l'exemple suivant donné par Bogdan, Byzkowski, Kulzyki,
Ryznar, Song, et Vondra£ek [13℄, qui est qualitativement diérent du préédent :
u1−s(x) =

c(N, s)
(1− |x|2)1−s in B,
0 in RN \B.
6
On peut trouver l'énoné rigoureux de es résultats dans le Paragraph 9.2.3.
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La fontion u1−s dénie ainsi satisfait{
(−△)su = 0 in B
u = 0 in RN \B
et montre omme les problèmes où seulement les valeurs extérieures sont présrits sont mal posés en sens
lassique. Diérentes onditions au bord doivent être onsidérées : en eet, dans le premier as on a
une fontion s-harmonique assoiée aux valeurs presrites de uσ à l'extérieur de B; dans le deuxième as
toute la masse de la donnée se onentre sur ∂B. Cela veut dire que l'on a besoin d'une notion de solution
faible qui puisse aronter en même temps ettes deux données au bord, une sur le omplémentaire du
domaine et une sur le bord. On renvoi à Grubb [50, Théorème 4 et 5℄ pour des résultats très réents sur
la régularité du Laplaien frationnaire traitant es types de problèmes.
La notion de fontion s-harmoniques. On ommene par la dénition de fontion s-harmonique,
en suivant Landkof [60, 6.20℄. On dénote
η(x) =

c(N, s)
|x|N (|x|2 − 1)s
|x| > 1
0 |x| ≤ 1
et
ηr(x) =
1
rN
η
(x
r
)
=

c(N, s) r2s
|x|N (|x|2 − r2)s
|x| > r,
0 |x| ≤ r.
La onstante c(N, s) est hoisie d'une façon telle que∫
RN
η(x) dx =
∫
RN
ηr(x) dx = 1
et en onséquene, voir [60, 6.19℄,
c(N, s) =
Γ(N/2) sin(πs)
π1+N/2
.
La dénition de fontion s-harmonique est donnée par
définition | On dit que une fontion mesurable u : RN → [0,+∞] est s-harmonique sur un ensemble
ouvert Ω ⊆ RN si u ∈ C(Ω) et pour tout x ∈ Ω et 0 < r < dist(x, ∂Ω)
u(x) =
∫
CBr(x)
c(N, s) r2s
|y − x|N (|y − x|2 − r2)s u(y) dy = (ηr ∗ u) (x).
Une formule d'intégration par parties
Pour toute ouple de fontions u, v dans la lasse de Shwartz S, le fait que (−△)s soit auto-adjoint
implique que ∫
RN
u (−△)sv =
∫
RN
(−△)su v,
et ela suit de la représentation du Laplaien frationnaire via la transformée de Fourier, voir [37,
Paragraph 3.1℄. Si l'on oupe en deux moreaux l'espae RN on obtient∫
Ω
u (−△)sv −
∫
Ω
(−△)su v =
∫
RN\Ω
(−△)su v −
∫
RN\Ω
u (−△)sv.
On dénote par
C2s+ε(Ω) = {v : RN → R telle que v ∈ C(Ω) et pour haque K ⊂⊂ Ω
il existe α = α(K, v) tel que v ∈ C2s+α(K)}.
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proposition | Soit Ω ⊆ RN ouvert et borné. Si u ∈ C2s+ε(Ω) ∩ L∞(RN ) et v = 0 in RN \ Ω,
v ∈ C2s+ε(Ω) ∩ Cs(RN ) et (−△)sv ∈ L1(RN ), alors∫
Ω
u (−△)sv −
∫
Ω
(−△)su v = −
∫
RN\Ω
u (−△)sv.
La preuve se trouve dans la Setion 2.2.1.
À partir de maintenant l'ensemble Ω ⊆ RN sera un domaine ouvert et borné ave bord C1,1. On va
montrer dans la Setion 2.2
proposition | Soit δ(x) = dist(x, ∂Ω) pour tout x ∈ RN , et u ∈ C2s+ε(Ω) telle que
δ(x)
1−s
u(x) ∈ C(Ω) et
∫
CΩ
|u(x)|
1 + |x|N+2s
· dx
δ(x)
s < +∞.
Soit
a) GΩ(x, y), x, y ∈ Ω, x 6= y, la fontion de Green du Laplaien frationnaire sur Ω, 'est-à-dire
GΩ(x, y) =
−CN,−s
|x− y|N−2s
−HΩ(x, y)
et HΩ la seule fontion dans C
s(RN ) qui résout
(−△)sHΩ(x, ·) = 0 in Ω
HΩ(x, y) =
−CN,−s
|x− y|N−2s
in RN \ Ω
pontuellement,
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b) PΩ(x, y) = −(−△)sGΩ(x, y), x ∈ Ω, y ∈ RN \ Ω, le noyau de Green orrespondant,
) pour x ∈ Ω, θ ∈ ∂Ω,8
MΩ(x, θ) = lim
y→θ
y∈Ω
GΩ(x, y)
δ(y)
s ,
d) pour θ ∈ ∂Ω,
Eu(θ) = lim
x→θ
x∈Ω
u(x)∫
∂ΩMΩ(x, θ
′) dH(θ′) ,
où la limite est bien dénie grâe au Lemme 2.7 en bas.
Alors on a la formule d'intégration par parties∫
Ω
u (−△)sv =
∫
Ω
(−△)su v −
∫
RN\Ω
u (−△)sv +
∫
∂Ω
Eu(θ)Dsv(θ) dH(θ)
où
Dsv(θ) = lim
x→θ
x∈Ω
v(x)
δ(x)s
, θ ∈ ∂Ω
pour toute v ∈ Cs(RN ) telle que (−△)sv|Ω ∈ C∞c (Ω) et v ≡ 0 dans RN \ Ω. Une telle limite existe et
elle est ontinue en θ grâe au Lemme 2.12. En plus, on a la formule de répresentation
u(x) =
∫
Ω
GΩ(x, y)(−△)su(y) dy −
∫
RN\Ω
(−△)sGΩ(x, y)u(y) dy +
∫
∂Ω
DsGΩ(x, θ)Eu(θ) dH(θ).
7
La onstrution de H peut être trouvée dans la preuve du Théorème 2.1.
8
Cei est un noyau de Martin de Ω réadapté.
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Le problème de Dirihlet
Étant xé x ∈ Ω, le noyau de Poisson satisfait
0 ≤ −(−△)sGΩ(x, y) ≤ c min
{
δ(y)
−s
, δ(y)
−N−2s
}
, y ∈ RN \ Ω
pour quelque onstante c > 0 indépendante de y, en onsequene de (2.11) et (2.19) en bas. En partiulier,
toute ondition de Dirihlet u = g dans RN \Ω qui satisfait (1) en bas est admissible dans la formule de
réprésentation. On démontre le suivant
théorème | Soit f ∈ Cα(Ω) pour quelque α ∈ (0, 1), g : RN \ Ω → R une fontion mesurable qui
satisfait ∫
RN\Ω
|g(y)|min
{
δ(y)
−s
, δ(y)
−N−2s
}
dy < +∞ (1)
et h ∈ C(∂Ω). Alors la fontion dénie par
u(x) =

∫
Ω
f(y)GΩ(y, x) dy −
∫
RN\Ω
g(y) (−△)sGΩ(x, y) dy +
+
∫
∂Ω
h(θ)MΩ(x, θ) dH(θ),
x ∈ Ω
g(x), x ∈ RN \ Ω
appartient à C2s+ε(Ω), satisfait (1.8), et elle est la seule solution pontuelle de
(−△)su = f in Ω,
u = g in RN \ Ω,
Eu = h on ∂Ω.
En plus, si g ∈ C(Vε) pour quelque ε > 0, où Vε = {x ∈ RN \ Ω : δ(x) < ε} et h = 0, alors u ∈ C(Ω).
remarque | Même si e n'est pas important d'érire
∫
RN\Ω
ou
∫
RN\Ω
, par la deuxième notation on
veut souligner que le bord ∂Ω a une importane non triviale en et endroit.
remarque | Vu que ∂Ω ∈ C1,1, on va exploiter le omportement de la fontion de Green et du
noyau de Poisson dérit par [27, Théorème 2.10 et équation (2.13) resp.℄ : ils existent c1 = c1(Ω, s) > 0,
c2 = c2(Ω, s) tels que
δ(x)
s
c1δ(y)
s
(1 + δ(y))
s |x− y|N
≤ −(−△)sGΩ(x, y) ≤
≤ c1δ(x)
s
δ(y)
s
(1 + δ(y))
s |x− y|N
,
x ∈ Ω, y ∈ RN \Ω,
et
1
c2 |x− y|N
(|x− y|2 ∧ δ(x)δ(y))s ≤ GΩ(x, y) ≤
≤ c2|x− y|N
(|x− y|2 ∧ δ(x)δ(y))s x, y ∈ Ω.
remarque: onstrution de fontions s-harmoniques grandes | Le as où f = 0
dans le Théorème au dessus orrespond aux fontions s-harmoniques : lorsque h 6≡ 0 on a que u automa-
tiquement est singulière quelque part au bord (par dénition de E), tandis que si h ≡ 0 des fontions
s-harmoniques grandes peuvent être onstruites omme suit. On prends une g positive quelonque ave
lim
δ(x)↓0
g(x) = +∞
résumé  xv
et soit gn = min{g, n}, n ∈ N. D'après le Théorème au dessus, les solutions orrespondantes un ∈ C(Ω).
En partiulier, un = n sur ∂Ω et par le Prinipe du Maximum {un}n∈N est roissante. Alors
un(x) = −
∫
RN\Ω
gn(y)(−△)sGΩ(x, y) dy
augmente jusqu'à une fontion s-harmonique u telle que
lim inf
x ∈ Ω
x→∂Ω
u(x) ≥ lim inf
x ∈ Ω
x→∂Ω
un(x) = n, pour tout n ∈ N.
Ensuite, on a le droit d'introduire l'espae des fontions test
T (Ω) = {φ ∈ C∞(Ω) : il existe ψ ∈ C∞c (Ω) tel que
(−△)sφ = ψ dans Ω, φ = 0 dans RN \ Ω, Eφ = 0 sur ∂Ω}.
À noter que T (Ω) ⊆ Cs(RN ), grâe à [73, Proposition 1.1℄. Inspirée par la formule d'intégration par
parties, on donne la suivante dénition de solution faible
définition | Étant donnée trois mesures de Radon λ ∈M(Ω), µ ∈ M(RN \Ω) et ν ∈M(∂Ω), telles
que ∫
Ω
δ(x)s d|λ|(x) < +∞,
∫
RN\Ω
min{δ(x)−s, δ(x)−N−2s} d|µ|(x) < +∞, |ν|(Ω) < +∞
on dit que une fontion u ∈ L1(Ω) est une solution de
(−△)su = λ dans Ω
u = µ dans RN \ Ω
Eu = ν sur ∂Ω
si pour tout φ ∈ T (Ω)∫
Ω
u(x)(−△)sφ(x) dx =
∫
Ω
φ(x) dλ(x) −
∫
RN\Ω
(−△)sφ(x) dµ(x) +
∫
∂Ω
Dsφ(θ) dν(θ).
Les intégrales dans la dénition sont tous bien dénies d'après le Lemme 2.12. Grâe à la formule
d'intégration par partie, on montre
théorème | Étant donnée deux mesures de Radon λ ∈M(Ω) et µ ∈M(RN \ Ω) telles que∫
Ω
GΩ(x, y) d|λ|(y) < +∞, and −
∫
RN\Ω
(−△)sGΩ(x, y) d|µ|(y) < +∞,
pour presque tout x ∈ Ω, et une mesure de Radon ν ∈M(∂Ω) telle que |ν|(∂Ω) < +∞, le problème
(−△)su = λ dans Ω
u = µ dans RN \ Ω
Eu = ν sur ∂Ω
admet une solution unique u ∈ L1(Ω) en un sens faible. De plus, on a la formule de réprésentation
u(x) =
∫
Ω
GΩ(x, y) dλ(y)−
∫
CΩ
(−△)sGΩ(x, y) dµ(y) +
∫
∂Ω
MΩ(x, y) dν(y)
et
‖u‖L1(Ω) ≤ C
(
‖δ(x)sλ‖M(Ω) + ‖min{δ(x)−s, δ(x)−N−2s}µ‖M(RN\Ω) + ‖ν‖M(∂Ω)
)
pour quelque onstante C = C(n, s,Ω) > 0.
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On va onlure la Setion 2.2 ave
proposition | La solution faible de
(−△)su(x) = 1
δ(x)
β
dans Ω
u = 0 dans RN \ Ω
Eu = 0 sur ∂Ω
satisfait
c1δ(x)
s ≤ u(x) ≤ c2δ(x)s pour 0 < β < s,
c3δ(x)
s
log
1
δ(x)
≤ u(x) ≤ c4δ(x)s log 1
δ(x)
pour β = s,
c5δ(x)
−β+2s ≤ u(x) ≤ c6δ(x)−β+2s pour s < β < 1 + s.
En plus, ils existent deux onstantes c = c(n, s,Ω) > 0 et c = c(n, s,Ω) telles que la solution de
(−△)su = 0 dans Ω
u = g dans RN \ Ω
Eu = 0 dans ∂Ω
satisfait
c g(δ(x)) := c inf
δ(y)=δ(x)
g(y) ≤ u(x) ≤ c sup
δ(y)=δ(x)
g(y) =: c g(δ(x)) x ∈ Ω,
pour toute g admissible et telle que g, g sont des fontions roissantes en 0+ et
lim
t↓0
g(t) = +∞.
Le problème de Dirihlet semilinéaire
On va onsidérer f : Ω× R→ R sous les hypothèses
f.1) f ∈ C(Ω× R), f ∈ L∞(Ω× I) pour haque I ⊆ R borné
f.2) f(x, 0) = 0 pour tout x ∈ Ω, et f(x, t) ≥ 0 pour tout x ∈ Ω, t > 0,
et tous les données au bord g admissibles.
Une fois que l'on a onstruit les fontions s-harmoniques grandes, on démontre tout d'abord le résultat
suivant.
théorème | Soit f : Ω × R → R une fontion qui satisfait f.1). Soit g : RN \ Ω → R une fontion
mesurable bornée. On suppose que le problème nonlinéaire
(−△)su = −f(x, u) dans Ω
u = g dans RN \ Ω
Eu = 0 sur ∂Ω
admet une soussolution u ∈ L1(Ω) et une sursolution u ∈ L1(Ω) au sense faible
(−△)su ≤ −f(x, u) dans Ω
u ≤ g dans RN \ Ω
Eu = 0 dans ∂Ω
and

(−△)su ≥ −f(x, u) dans Ω
u ≥ g dans RN \ Ω
Eu = 0 sur ∂Ω
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'est-à-dire que pour toute φ ∈ T (Ω), (−△)sφ|Ω ≥ 0∫
Ω
u (−△)sφ ≤ −
∫
Ω
f(x, u)φ−
∫
RN\Ω
g (−△)sφ,
∫
Ω
u (−△)sφ ≥ −
∫
Ω
f(x, u)φ−
∫
RN\Ω
g (−△)sφ.
On suppose aussi que u ≤ u dans Ω, et u, u ∈ L∞(Ω) ∩ C(Ω). Alors le problème nonlinéaire admet une
solution faible u qui satisfait
u ≤ u ≤ u.
En plus,
 si f est roissante dans la deuxième variable, i.e. f(x, s) ≤ f(x, t) lorsque s ≤ t, pour toute x ∈ Ω,
alors il existe une seule solution,
 sinon, il y a une seule solution minimale u1, e qui veut dire une solution u1 telle que u ≤ u1 ≤ v
pour toute sursolution v ≥ u.
Au as où la donné au bord g est une fontion positive bornée, alors le Théorème (ave f.2) aussi
omme hypothèse) fournit une seule solution pare qu'on peut onsidérer u = sup g et u = 0. Ensuite on
peut attaquer le problème ave données non bornées, et on est speialement interessé aux données ave
une explosion sur ∂Ω. L'existene de solution s-harmoniques grandes est la lé pour résoudre tous les
théorèmes suivants.
théorème: onstrution de grandes solutions | Soit f : Ω × R → R une fontion qui
satisfait f.1) and f.2). Ils existent u, v : RN → [0,+∞] telles que
(−△)su = −f(x, u) dans Ω
lim
x→∂Ω
x∈Ω
u(x) = +∞, et

(−△)sv = f(x, v) dans Ω
lim
x→∂Ω
x∈Ω
v(x) = +∞.
Selon la nature de la nonlinéarité f on peut être plus préis pour e qui onèrne les valeurs de
Dirihlet de u.
théorème | Soit f : Ω × R → R une fontion qui satisfait f.1) et f.2), et g : RN \ Ω → [0,+∞] une
fontion mesurable admissible ; soit aussi h ∈ C(∂Ω), h ≥ 0. Le problème semilinéaire
(−△)su(x) = −f(x, u(x)) dans Ω
u = g dans RN \ Ω
Eu = h sur ∂Ω
satisfait les énonés suivants:
i si h ≡ 0, l'équation a une solution faible pour tout g,
ii si h 6≡ 0 alors
 le problème a une solution faible si ils existent a1, a2 ≥ 0 et p ∈ [0, 1+s1−s ) tels que
f(x, t) ≤ a1 + a2tp, pour t > 0,
 le problème n'admet pas de solution si ils existent b1, T > 0 tels que
f(x, t) ≥ b1t
1+s
1−s , pour t > T.
Si, en plus, f est roissante dans la deuxième variable alors le problème admet une seule solution.
remarque | À notre onnaissane, les seuls résultats disponibles traitant les problèmes semilinéaires
pour le Laplaien frationnaire sont [43℄ et [25℄, omme annoné dans l'introdution. Le théorème au
dessus les améliore des façons suivantes :
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1. on a des hypothèses assez générales sur la nonlinéarité, alors que dans [43℄ et [25℄ onsidèrent
seulement des nonlinéarités du type puissane,
2. on donne la valeur exate pour la roissane ritique (i.e. f(t) ∼ t(1+s)/(1−s)) qui sépare l'existene
et la non existene des solutions,
3. on spéie en quel sens les solutions explosent au bord via l'opérateur de trae E, de ette manière
on explique pourquoi les auteurs dans [43℄ et [25℄ trouvent une innité des solutions.
Par ailleurs, on ne trouve pas toutes les solutions ave explosion au bord qui sont traitées dans [43℄ et
[25℄ : elles orrespondent aux données au bord h ≡ +∞ ou bien g ∈ L1(CΩ) non admissible. Cette
question sera étudié dans la suite.
théorème | Soit f : Ω × R → R une fontion qui satisfait f.1) et f.2), et g : RN \ Ω → [0,+∞] une
fontion mesurable admissible; soit aussi h ∈ C(∂Ω), h ≥ 0. On suppose aussi que
f(x, t) ≤ Λ(t), pour tout x ∈ Ω, t ≥ 0
où Λ ∈ C1(0,+∞) est onave et Λ′(t) t↑∞−−−→ 0. Alors il existe une solution faible u au problème
semilinéaire 
(−△)su(x) = f(x, u(x)) in Ω
u = g in RN \ Ω
Eu = h on ∂Ω.
théorème | Soit f : Ω × R → R une fontion qui satisfait f.1) and f.2). Pour 0 < β < 1 − s, on
onsidère les problèmes
(⋆)

(−△)su(x) = λf(x, u(x)) dans Ω
u(x) = δ(x)
−β
dans RN \ Ω
Eu = 0 sur ∂Ω
(⋆⋆)

(−△)su(x) = λf(x, u(x)) dans Ω
u(x) = 0 dans RN \ Ω
Eu = 1 sur ∂Ω.
Existene. Si ils existent a1, a2, T > 0 et p ≥ 1, tels que
f(x, t) ≤ a1 + a2 tp, x ∈ Ω, t > T.
et pβ < 1 + s, alors il existe L1 > 0 qui dépend de β et p tel que le problème (⋆) admet une solution
faible u ∈ L1(Ω) pour tout λ ∈ [0, L1]. De la même façon, si p(1− s) < 1+ s, il existe L2 > 0 qui dépend
de p tel que le problème (⋆⋆) admet une solution faible u ∈ L1(Ω) pour tout λ ∈ [0, L2].
Nonexistene. Si ils existent , b, T > 0 et q > 0, tels que
b tq ≤ f(x, t), x ∈ Ω, t > T.
et qβ ≥ 1 + s, alors le problème (⋆) admet une solution faible seulement pour λ = 0. De la même façon,
si q(1− s) ≥ 1 + s, alors le problème (⋆⋆) admet une solution faible seulement pour λ = 0.
On remarque nalement, que, ave la dénition de solution faible que l'on utilise, la nonexistene
implique l'explosion omplète :
définition | Si pour haque suite roissante {fk}k∈N de fontions ontinues telles que fk ↑ f
pontuellement lorsque k ↑ +∞, et toute suite {uk}k∈N de solutions positives
(−△)suk = fk(x, uk) and Ω
uk = g and R
N \ Ω
Euk = h sur ∂Ω,
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on a
lim
k↑+∞
uk(x)
δ(x)s
= +∞, uniformement pour x ∈ Ω,
alors on dit qu'on a explosion omplète.
théorème | Soit f : Ω× R → R une fontion qui satisfait f.1) and f.2) et g : RN \ Ω → [0,+∞] une
fontion mesurable admissible ; soit aussi h ∈ C(∂Ω), h ≥ 0. S'il n'y a auune solution de
(−△)su = f(x, u) in Ω
u = g in RN \ Ω
Eu = h on ∂Ω,
alors on a explosion omplète.
L'interêt dans des solutions enore plus grandes
Jusque là on a démontré l'existene de solutions ave explosion au bord ave une donnée négative dans
l'équation ; de toute façon e omportement singulier est du à un phénomène linéaire plutt que à
une ompensation entre la nonlinéarité et l'explosion (omme dans le as lassique). En eet auune
hypothèse sur f apparaît, sauf lorsque h 6≡ 0 où on a besoin que∫
Ω
f(x, δ(x)s−1) δ(x)s dx < ∞
pour pouvoir donner un sens à la dénition de solution faible L1.
Pour ette raison, dans e qui suit on va étudier l'existene des solutions au problèmes de la forme
(−△)su = −f(u) dans Ω
u = g dans RN \ Ω
δ1−su = +∞ sur ∂Ω
g ≥ 0,
∫
RN\Ω
g δ−smin{1, δ−N−s} = +∞.
et on donnera des onditions susantes pour leur solvabilité. En faisant ela, on ommene à répondre
à la question laissée ouverte dessus. Les résultats dans le Théorèmes 1.21 et 1.23 peuvent être appliqués
aussi au problème frationnaire de Yamabe singulier, voir par exemple González, Mazzeo et Sire [49℄.
Vers une ondition de Keller-Osserman frationnaire
Dans le Chapitre 4 on va travailler dans les hypothèses suivantes :
 Ω est un domaine ouvert borné de regularité C2,
 f est une fontion C1 roissante ave f(0) = 0,
 F est la primitive de f qui s'annule en 0 :
F (t) :=
∫ t
0
f(τ) dτ,
 ils existent 0 < m < M , tels que
1 +m ≤ tf
′(t)
f(t)
≤ 1 +M,
et don f satisfait la ondition de Keller-Osserman pare que en intégrant l'inégalité de gauhe, on
obtient
f(t) ≥ f(1)t1+m and F (t) ≥ f(1)
2 +m
t2+m;
et on peut aussi dénir
φ(u) :=
∫ +∞
u
dt√
F (t)
,
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 f satisfait ∫ +∞
1
φ(t)1/s dt < +∞.
Dans e qui suit, on va utiliser l'expression g ≍ h où g, h : (0,+∞)→ (0,+∞) pour raourir
il existe C > 0 tel que
h(t)
C
≤ g(t) ≤ Ch(t), pour tout t > 0.
remarque | La fontion φ : (0,+∞)→ (0,+∞) est deroissante et
lim
t↓0
φ(t) = +∞, lim
t↑+∞
φ(t) = 0.
En plus
φ′(u) = − 1√
F (u)
.
est du même ordre de −(u f(u))−1/2, vu que pour tout t > 0 et quelque τ ∈ (0, t)
F (t)
t f(t)
=
f(τ)
f(τ) + τ f ′(τ)

≥ 1
2 +M
≤ 1
2 +m
par le Théorème de Cauhy.
Cela implique que l'ordre de φ(u) est le même de (u/f(u))1/2, en eet pour u > 0 et quelque t ∈ (0, u)√
u
f(u)
φ(u)
=
1
2
√
f(t)
t · f(t)−tf
′(t)
f(t)2
φ′(t)
≍ f(t)− tf
′(t)
−f(t) =
tf ′(t)
f(t)
− 1
qui appartient à (m,M) d'après l'hypothèse tehnique sur le rapport entre f et sa derivée. À noter que
l'hypothèse sur l'intégrabilité de f sera équivalente à∫ +∞
1
(
t
f(t)
) 1
2s
dt < +∞.
remarque | Dans [56℄ et [70℄ il a été montré que la ondition de Keller-Osserman est néessaire et
susante pour l'existene d'une solution de{−△u = −f(u) dans Ω,
lim
x→∂Ω
u(x) = +∞.
Si l'on pose s = 1 dans l'hypothèse sur l'intégrabilité de f
+∞ >
∫ +∞
u
φ(t) dt ≍
∫ +∞
u
√
t
f(t)
dt ≍
∫ +∞
u
t√
F (t)
dt
on obtient la ondition pour forer la solution lassique u à être dans L1(Ω). En eet, dans [40, Théorème
1.6℄ il est prouvé que une solution u satisfait
lim
x→∂Ω
φ(u(x))
δ(x)
= 1
qui implique que u ∈ L1(Ω) si et seulement si φ−1, la fontion inverse de φ (on rappelle qu'elle est
déroissante), est intégrable dans un voisinage de 0, 'est-à-dire que ave un hangement de variable
+∞ >
∫ η
0
φ−1(r) dr =
∫ +∞
φ−1(η)
t|φ′(t)| dt =
∫ +∞
t0
t√
F (t)
dt.
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Nos résultats prinipaux peuvent être réapitulés ainsi.
théorème | On suppose que le terme nonlinéaire f satisfait les hypothèses au dessus et∫ +∞
t0
f(t)t−2/(1−s) dt < +∞.
Alors le problème 
(−△)su = −f(u) dans Ω
u = 0 dans RN \ Ω
δ1−su = +∞ sur ∂Ω
admet une solution u ∈ L1(Ω). En plus il existe c > 0 ave lequel
φ(u(x)) ≥ c δ(x)s près de ∂Ω.
remarque | La ondition u ∈ L1(Ω) est néessaire pour donner un sens au Laplaien frationnaire,
omme toutes les diérentes dénitions indiquent (voir au dessus). À remarquer aussi le omportement
asymptotique donné par le Théorème et elui de la solution lassique.
théorème | On suppose que le terme nonlinéaire f satisfait les hypothèses au dessus et
g : RN \ Ω −→ [0,+∞), g ∈ L1(RN \ Ω)
φ(g(x)) ≥ δ(x)s, près de ∂Ω.
Le problème {
(−△)su = −f(u) dans Ω
u = g dans RN \ Ω
admet une solution u ∈ L1(Ω). En plus, il existe c > 0 ave lequel
φ(u(x)) ≥ c δ(x)s près de ∂Ω.
À remarquer que dans e dernier problème on ne presrit pas la trae singulière sur ∂Ω.
partie ii : grandes solutions pour (−△|Ω)s
Étant donné un domaine borné Ω de l'éspae RN , l'opérateur Laplaien frationnaire spetral (−△|Ω)s
pour s ∈ (0, 1) lassiquement est déni omme une puissane frationnaire du Laplaien ouplé ave
des onditions de Dirihlet homogènes, vu omme un opérateur auto-adjoint sur l'espae de Lebesgue
L2(Ω). Cela donne un opérateur nonloal de type elliptique ave onditions de Dirihlet homogènes.
Bibliographie réente sur et opérateur peut être trouvée dans Bonforte, Sire et Vazquez [14℄, Grubb
[50℄, Caarelli et Stinga [20℄, Servadei et Valdinoi [77℄.
Un aspet de la théorie n'est toujours pas exploré : la formulation de onditions nonhomogènes au
bord naturelles. On trouve un premier essai dans le travail de Dhii, Mâagli et Zribi [36℄. Les reherhes
qu'on a developpées dans ette Partie donnent quelques réponses dans ette diretion. On va donner une
formulation faible, qui est bien posée en sense de Hadamard, pour les problèmes linéaires de la forme (−△|Ω)
su = µ in Ω,
u
h1
= ζ on ∂Ω,
où h1 est une fontion de référene ave un omportement singulier au bord. Plus preisement, h1 est
bornée entre deux multiples de δ−(2−2s) et la ondition au bord doit être interprétée omme une limite
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lorsque δ onverge à zero. Autrement dit, ontrairement à e que l'on a dans le problème de Dirihlet
pour l'opérateur de Laplae, les onditions au bord doivent être singulières. En plus, si les données µ, ζ
sont lisses, la solution explose
9
à la vitesse xée δ−(2−2s). En eet, dans le as partiulier des fontions
s-harmoniques positives, lorsque µ = 0, la ondition au bord singulière était déjà identiée dans des
travaux préédents qui insistaient sur les aspets probabilistes et de théorie du potentiel : voir par
exemple Song et Vondra£ek [82℄, Glover, Pop-Stojanovi, Rao, iki¢, Song and Vondra£ek [47℄ et Song
[81℄.
Dès que l'on s'oupe des problèmes nonlinéaires, des onditions enore plus singulières peuvent être
atteintes : si µ = −up, pour ertaines valeurs de p on pourrait hoisir ζ = +∞, et la solution aura une
explosion au bord d'ordre supérieur par rapport à δ−(2−2s) et ontrolé par le omportement δ−2s/(p−1).
À noter que la valeur ζ = +∞ n'est pas admissible dans un problème linéaire. Cela a été observé dans
le ontexte du Laplaien frationnaire et 'est e que l'on montrera aussi pour le Laplaien frationnaire
spetral. Il est interessant de remarquer que les exposants admissibles p sont diérents selon l'opérateur
que l'on onsidère.
Résultats prinipaux
On rappelle d'abord les dénitions qu'on va utiliser.
définition | Soit Ω ⊂ RN un domaine borné et soit {ϕj}j∈N une base hilbertienne de L2(Ω) onstituée
par les fontions propres du Laplaien de Dirihlet −△|Ω, assoiées aux valeurs propres λj , j ∈ N, i.e.
ϕj ∈ H10 (Ω) ∩ C∞(Ω) et −△ϕj = λjϕj dans Ω. Étant donné s ∈ (0, 1), on onsidère l'éspae de Hilbert
H(2s) :=
v =
∞∑
j=1
v̂jϕj ∈ L2(Ω) : ‖v‖2H(2s) =
∞∑
j=0
λ2sj |v̂j |2 <∞
 .
Le Laplaien frationnaire spetral de u ∈ H(2s) est la fontion de L2(Ω) donnée par la formule
(−△|Ω)su =
∞∑
j=1
λsj ûj ϕj .
À noter que C∞c (Ω) ⊂ H(2s) →֒ L2(Ω). Don l'opérateur (−△|Ω)s est non borné, déni sur un
sous-espae dense et ave inverse borné (−△|Ω)−s dans L2(Ω). Autrement, pour tout x ∈ Ω,
(−△|Ω)su(x) = PV
∫
Ω
[u(x)− u(y)]J(x, y) dy + κ(x)u(x),
où, si pΩ(t, x, y) denote le noyau de la haleur de −△|Ω,
J(x, y) =
s
Γ(1 − s)
∫ ∞
0
pΩ(t, x, y)
t1+s
dt and κ(x) =
s
Γ(1− s)
∫
Ω
(
1−
∫
Ω
pΩ(t, x, y) dy
)
dt
t1+s
sont respetivement
10
le noyau de saut et la mesure d'arrêt, voir Song et Vondra£ek [82, formules (3.3)
et (3.4)℄. On suppose pour le reste du Chapitre que
Ω est de lasse C1,1.
En partiulier, des bornes préises pour pΩ sont onnues et donnent des estimations préises pour J(x, y),
d'une façon telle que les intégrales restent bien dénies pour u ∈ C2s+εloc (Ω)∩L1(Ω, δ(x)dx) pour quelque
ε > 0. Cela permet de dénir le Laplaien frationnaire spetral sur des fontions qui ne s'annulent pas
sur le bord de Ω. Par exemple u(x) ≡ 1, x ∈ Ω, n'appartient pas à H(2s) si s ≥ 1/4, mais elle résout le
problème au dessus pour µ = κ et ζ = 0 quoi qu'il en soit.
9
Cei est très prohe à la théorie de onditions nonhomogènes pour le Laplaien frationnaire - même si dans e as là
l'explosion est d'ordre δ−(1−s) - omme analysé dans la Partie I de e manusrit et d'une perspetive diérente par Grubb
[50℄.
10
ave le langage de la théorie du potentiel d'un proessus stohastique arrété. La première intégrale doit être interpretée
au sens de la valeur prinipale.
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définition | La fontion de Green et le noyau de Poisson du Laplaien frationnaire spetral sont
dénis par
Gs|Ω(x, y) =
1
Γ(s)
∫ ∞
0
pΩ(t, x, y) t
s−1 dt, x, y ∈ Ω, x 6= y, s ∈ (0, 1],
et par
P s|Ω(x, y) := −
∂
∂νy
Gs|Ω(x, y), x ∈ Ω, y ∈ ∂Ω.
où ν est la derivée normale exterieure sur ∂Ω.
Dans la Setion 7.1, on va montrer que P s|Ω est bien déni (voir Lemma 7.4) et on va réviser des
identités sur la fontion de Green Gs|Ω et le noyau de Poisson P
s
|Ω.
définition | On onsidère l'espae de fontions test
T (Ω) := (−△|Ω)−sC∞c (Ω)
et le poids
h1(x) =
∫
∂Ω
P s|Ω(x, y) dσ(y), x ∈ Ω.
Étant données deux mesures de Radon µ ∈M(Ω) et ζ ∈ M(∂Ω) ave∫
Ω
δ(x) d|µ|(x) < ∞, |ζ|(∂Ω) < ∞,
une fontion u ∈ L1loc(Ω) est une solution faible de (−△|Ω)
s
u = µ dans Ω
u
h1
= ζ sur ∂Ω
si pour tout ψ ∈ T (Ω) ∫
Ω
u (−△|Ω)sψ =
∫
Ω
ψ dµ−
∫
∂Ω
∂ψ
∂ν
dζ.
On montrera que T (Ω) ⊆ C10 (Ω), voir Lemme 7.18, et don les intégrales au dessus sont bien dénies.
La dénition qu'on vient d'énoner est une formulation faible du problème omme le Lemme suivant dit.
lemma | 1. (solutions faible sont solutions au sens des distributions) On suppose que u ∈ L1loc(Ω)
est une solution faible. Alors u ∈ L1(Ω, δ(x)dx) et (−△|Ω)su = µ au sens des distributions i.e.
pour tout ψ ∈ C∞c (Ω), (−△|Ω)
sψ
δ est borné et∫
Ω
u(−△|Ω)sψ =
∫
Ω
ψ dµ,
2. (si les données sont lisses, la solution faible est lassique) On suppose que u ∈ L1loc(Ω) est une
solution faible, où µ ∈ Cα(Ω) pour quelque α tel que α + 2s 6∈ N et ζ ∈ C(∂Ω). Alors (−△|Ω)su
est bien déni pontuellement pour tout x ∈ Ω, (−△|Ω)su(x) = µ(x) pour tout x ∈ Ω et pour tout
x0 ∈ ∂Ω,
lim
x→ x0
x∈Ω
u(x)
h1(x)
= ζ(x0).
3. (les solutions lassique sont faibles) On suppose que u ∈ C2s+εloc (Ω) est telle que u/h1 ∈ C(Ω). Soit
µ = (−△|Ω)su et ζ = u/h1|∂Ω. Alors u est une solution faible.
On va présenter les fontions harmoniques dans la Setion 7.2 en regardant leur trae au bord dans
la Setion 7.3. En eet on peut montrer
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théorème | Soit ζ ∈ L1(∂Ω) et
u(x) =
∫
∂Ω
P s|Ω(x, y) dζ(y).
Alors pour tout φ ∈ C0(Ω) on a
1
t
∫
{δ(x)≤t}
φ(x)
h1(x)
(∫
∂Ω
P s|Ω(x, y) ζ(y) dσ(y)
)
dx −−→
t↓0
∫
∂Ω
φ(y) ζ(y) dσ(y).
En plus on a aussi
théorème | Pour tout µ ∈ M(Ω), telle que∫
Ω
δ d|µ| <∞,
et tout φ ∈ C0(Ω) on a
1
t
∫
{δ(x)≤t}
φ(x)
h1(x)
(∫
Ω
Gs|Ω(x, y) dµ(y)
)
dx −−→
t↓0
0.
On va montrer que le problème linéaire est bien-posé dans la Setion 7.4, et plus préisément
théorème | Étant données deux mesures de Radon µ ∈ M(Ω) et ζ ∈ M(∂Ω) il existe une seule
fontion u ∈ L1loc(Ω) qui soit solution faible du problème au dessus. En plus, pour presque tout x ∈ Ω,
u(x) =
∫
Ω
Gs|Ω(x, y) dµ(y) +
∫
∂Ω
P s|Ω(x, y) dζ(y)
et
‖u‖L1(Ω,δ(x)dx) ≤ C(Ω, N, s)
(‖δµ‖M(Ω) + ‖ζ‖M(∂Ω)) .
On a aussi les estimations suivantes :
‖u‖Lp(Ω,δ(x)dx) ≤ C1‖δµ‖M(Ω) si ζ = 0 et p ∈
[
1,
N + 1
N + 1− 2s
)
‖u‖Cα(ω) ≤ C2
(‖µ‖L∞(ω) + ‖ζ‖M(∂Ω)) si ω ⊂⊂ Ω et α ∈ (0, 2s)
‖u‖C2s+α(ω) ≤ C3
(‖µ‖Cα(ω) + ‖ζ‖M(∂Ω)) si ω ⊂⊂ Ω et 2s+ α 6∈ N.
où C1 = C1(Ω, N, s, p), C2 = C2(Ω, ω,N, s, α), C3 = C3(Ω, ω,N, s, α).
Dans la Setion 8.1 on résout les problèmes nonlinéaires.
théorème | Soit g(x, t) : Ω×R+ −→ R+ une fontion de Carathéodory et h : R+ → R+ une fontion
roissante tels que g(x, 0) = 0 et pour presque tout x ∈ Ω et tout t > 0,
0 ≤ g(x, t) ≤ h(t) où h(δ−(2−2s))δ ∈ L1(Ω).
Alors le problème  (−△|Ω)
s
u = −g(x, u) dans Ω
u
h1
= ζ sur ∂Ω
a une solution u ∈ L1(Ω, δ(x)dx) pour tout ζ ∈ C(∂Ω), ζ ≥ 0. Si t 7→ g(x, t) est roissante alors la
solution est unique.
Enn, dans la Setion 8.2, on va prouver que
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théorème | Soit
p ∈
(
1 + s,
1
1− s
)
.
Alors il existe une fontion u ∈ L1(Ω, δ(x)dx) ∩ C∞(Ω) qui résout (−△|Ω)
s
u = −up dans Ω,
u
h1
= +∞ sur ∂Ω
au sens suivant : la première egalité est pontuelle et au sense des distributions, la ondition au bord est
une limite pontuelle. Il existe aussi une onstante C = C(Ω, N, s, p) telle que
0 ≤ u ≤ Cδ− 2sp−1 .
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Introduction
This manusript presents the study of boundary blow-up solutions for two dierent integro-dierential
operators, both alled frational Laplaian. Operators of this sort have been intensively studied in reent
years, sine they show many resemblanes with the lassial theory of ellipti operators, whereas they
are often dened as integral operators with singular kernels and long-range interations, making them
nonloal operators
11
. At the same time, they naturally appear in onrete appliations, most of all to
model phenomena where long-range interations are present. We have for example: phase transition
models [79℄, rystal disloation [84℄, the obstale problem [78℄, ame propagation [80℄, minimal surfaes
[17℄, nane [29℄, and materials siene [9℄.
The frational Laplaian. We all the rst one of these operators simply
12
frational Laplaian and
we denote it by (−△)s. Fixed s ∈ (0, 1), for a funtion13 u : RN → R this operator an be dened in a
number of dierent equivalent ways:
 as an integral operator with singular kernel [37℄
(−△)su(x) = CN,s p.v.
∫
RN
u(x)− u(y)
|x− y|N+2s dy (2)
where p.v. stands for the integral in the prinipal value sense, CN,s is a positive renormalizing
onstant and it equals (e.g. [74, formula (A.1)℄ and [34, formula (1.3) and following℄)
CN,s =
4s Γ
(
N
2 + s
)
πN/2
· s
Γ(1− s) ; (3)
 as a pseudodierential operator [37, 50℄
F [(−△)su] (ξ) = |ξ|2s Fu(ξ) (4)
where F denotes the Fourier transform;
 as a Dirihlet-to-Neumann map [18℄: let U : RN × [0,+∞) solve{
div
(
t1−2s U(x, t)
)
= 0 x ∈ RN , t > 0
U(x, 0) = u(x) x ∈ RN
then
(−△)su(x) = −c(N, s) lim
t↓0
t1−2s ∂tU(x, t) (5)
where c(N, s) is the positive renormalizing onstant
c(N, s) =
4
(N + 2− 2s)πN/2+s Γ (N/2 + s) ; (6)
11
Note that all dierential operators, suh as the lassial Laplaian −△, are purely loal.
12
It is sometimes alled restrited frational Laplaian when restrited only to funtions who are supported in a xed
bounded region, see for example [86℄.
13
It is not not our purpose in this Introdution to provide thorough regularity or integrability assumptions on u in order
to make sense of the denitions: let us work only formally at this stage.
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 as the innitesimal generator of the heat semigroup et△ in RN subordinated in the sense of Bohner
with orresponding Bernstein funtion τ 7→ τs [76, Setion 13.1℄
(−△)su(x) = s
Γ(1− s)
∫ ∞
0
(
u(x)− et△u(x)
t
)
dt
ts
; (7)
 as the innitesimal generator of a symmetri α-stable stohasti proess (Xt)t≥0 for α = 2s
(−△)su(x) = lim
t↓0
u(x)− Ex[u(Xt)]
t
. (8)
The operator turns out to be nonloal in the sense that to ompute it (on a given funtion and at
a xed point) it is not suient to know the values of the funtion in a neighbourhood of the point;
onversely, modifying the funtion far away from the point aets the value at the point itself (this
feature is lear when using the representation in (2)); this is not at all the ase, for instane, for the
lassial Laplaian −△. The dierent, yet equivalent, denitions for (−△)s allow to take very dierent
approahes in solving related problems, reating a fruitful interplay between e.g. variational tehniques,
the theory of pseudodierential operators, funtional analysis and potential theory.
The spetral frational Laplaian. The seond operator we deal with is another nonloal operator
whose denition strongly depends on the domain taken into aount. So, x a bounded domain Ω ⊂ RN ,
s ∈ (0, 1) and denote by δ(x) = dist(x, ∂Ω). For a funtion14 u : Ω → R the operator (−△|Ω)s an be
dened
 as an integral operator with singular kernel [82℄
(−△|Ω)su(x) = p.v.
∫
Ω
[u(x)− u(y)] J(x, y) dy + κ(x)u(x), x ∈ Ω (9)
where J(x, y) and κ(x) are the funtions given by
J(x, y) =
s
Γ(1− s)
∫ ∞
0
pΩ(t, x, y)
t1+s
dt ≍ δ(x)δ(y)
|x− y|N+2s
· 1|x− y|2 + δ(x)δ(y)
κ(x) =
s
Γ(1− s)
∫ ∞
0
(
1−
∫
Ω
pΩ(t, x, y)
)
dt
t1+s
≍ 1
δ(x)
2s
and pΩ(t, x, y) is the heat kernel of Ω assoiated to homogeneous boundary onditions;
 via the spetral deomposition of u: given {ϕj}j∈N a Hilbert basis of L2(Ω) onsisting of the
eigenfuntions of the Dirihlet Laplaian −△|Ω assoiated to the eigenvalues λj , j ∈ N
(−△|Ω)su(x) =
∞∑
j=1
λsj ûj ϕj(x), ûj =
∫
Ω
ujϕj ; (10)
 as a Dirihlet-to-Neumann map [16, 23℄: let U : Ω× [0,+∞) solve
div
(
t1−2s U(x, t)
)
= 0 x ∈ Ω, t > 0
U(x, t) = 0 x ∈ ∂Ω, t > 0
U(x, 0) = u(x) x ∈ Ω
then
(−△|Ω)su(x) = −c(N, s) limt↓0 t
1−2s ∂tU(x, t) (11)
where c(N, s) is the positive renormalizing onstant dened in (6);
14
As before, let us work only formally for the moment.
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 as the innitesimal generator of the heat semigroup e t△|Ω in Ω subordinated in the sense of Bohner
with orresponding Bernstein funtion τ 7→ τs [76, Setion 13.1℄ (and also [47℄)
(−△|Ω)su(x) =
s
Γ(1− s)
∫ ∞
0
(
u(x)− e t△|Ωu(x)
t
)
dt
ts
; (12)
 as the innitesimal generator of a subordinate killed Brownian motion (X˜t)t≥0
(−△|Ω)su(x) = lim
t↓0
u(x)− Ex[u(X˜t)]
t
. (13)
To our knowledge, denition (10) is the most ommonly used in the PDE framework. Still it bears some
restritions on the domain of the operator, and no theory for nonhomogeneous boundary onditions for
(−△|Ω)s was available until this work: this is one of the ontributions of this thesis, see Chapter 7. This
is why we will mostly exploit denitions (9) and (12).
Some stohasti interpretation and the names of the operators. As mentioned above, both
operators reveal a deep onnetion with the theory of stohasti proesses. Indeed they generate Lévy
proesses with jumps
15
, i.e. whose paths are disontinuous. The operator (−△)s generates a so alled
(2s)-stable proess in RN , and in partiular the distribution law at a xed time is homogeneous of order
2s. This proess an be built also by subordinating a Brownian motion in time: given a Brownian motion
(a Wiener proess) (Bt)t≥0, one evaluates it at random times (Tt)t≥0 rather than at the deterministi
time, whih are almost surely inreasing aording to a linear (2s)-stable proess. This way we provide a
new proess (BTt)t≥0. The random time Tt has not ontinuous trajetories in general. In this approah,
we nally obtain a Lévy proess whose jumps are due to jumps taken in time, as we were reording the
random movement of a partile but we stop our amera randomly and then turn it on again (and we
might also speed up and slow down the time ow). Reall that the generator of the Brownian motion is
the lassial (negative) Laplaian −△. If the subordinator is well hosen, then the stohasti operation
of subordinating has as analytial ounterpart taking a frational power of the generator: at this point
(−△)s omes forth.
The same kind of onstrution works for (−△|Ω)s but with an interesting dierene. Before sub-
ordinating, one kills the proess upon leaving the domain Ω. For this reason we have written that it
generates a subordinate killed Brownian motion. The killed proess is generated by the Dirihlet Lapla-
ian −△|Ω and the subordination provides its frational power (−△|Ω)s. For this reason we have hosen
this notation for the spetral frational Laplaian rather than the ommon one As.
Let us nally mention that we all it spetral frational Laplaian to omply with the usual way it is
referred to in the bibliography. We might all it also frational Dirihlet Laplaian, and this would take
more into aount the way it is onstruted. The word spetral might be misleading, sine it realls the
denition via the spetral deomposition whih has some natural restritions and does not apply to the
full lass of funtions we onsider here. In this spirit we might also all Dirihlet frational Laplaian
the operator obtained by restriting the frational Laplaian to funtion with null boundary onditions.
Indeed, suh an operator generates a killed subordinate Brownian motion, i.e. the proess obtained by
killing the (2s)-stable Lévy proess upon leaving a xed domain. Mind that killed subordinate and
subordinate killed are dierent in nature and in the same way Dirihlet frational and frational
Dirihlet would not be the same thing.
Boundary blow-up solutions. In the theory of semilinear ellipti equations, funtions solving
−△u+ f(u) = 0, in some Ω ⊆ RN open and bounded (14)
15
This type of proesses are sometimes alled Lévy ights in physis.
4  Introduction
oupled with the boundary ondition
lim
x→∂Ω
u(x) = +∞
are known as boundary blow-up solutions or large solutions. There is a huge amount of bibliography
dealing with this problem whih dates bak to the seminal work of Bieberbah [10℄, for N = 2 and
f(u) = eu. Keller [56℄ and Osserman [70℄ independently established a suient and neessary ondition
on a nondereasing nonlinearity f for the existene of a boundary blow-up solution: it takes the form∫ +∞ dt√
F (t)
< +∞, where F ′ = f ≥ 0 (15)
and it is known as Keller-Osserman ondition. One an nd these solutions with singular behaviour at
the boundary in a number of appliations: for example, Loewner and Nirenberg [63℄ studied the ase
f(u) = u(N+2)/(N−2), N ≥ 3, whih is stritly related to the singular Yamabe problem in onformal
geometry, while Labutin [59℄ ompletely haraterized the lass of sets Ω that admit a large solution for
f(u) = uq, q > 1, with apaitary methods inspired by the theory of spatial branhing proesses, that
are partiular stohasti proesses; see also the purely probabilisti works by Le Gall [61℄ and Dhersin
and Le Gall [35℄ dealing with q = 2 and the deliate ase of nonsmooth domains. Mselati [68℄ ompletely
lassied positive solutions in terms of their boundary trae, whih an be +∞ on one part of the
boundary and a measure that does not harge sets of zero boundary apaity on the remaining part; see
also Dumont, Dupaigne, Goubet and R dulesu [40℄ for the ase of osillating nonlinearity. We refer to
the very reent book by Marus and Véron [65, Chapters 5 and 6℄ for further readings and developments
in this diretion.
Large s-harmoni funtions, integration by parts formulas and weak L1 theories. In the
frational ontext, our starting point is that boundary blow-up solutions arise even in linear problems.
In partiular, it is possible to provide large s-harmoni funtions, i.e. funtions satisfying
(−△)su = 0 in Ω
u = 0 in RN \ Ω
lim
x→∂Ω
x∈Ω
u(x) = +∞
and

(−△|Ω)su = 0 in Ω
lim
x→∂Ω
x∈Ω
u(x) = +∞ (16)
see e.g. Lemmas 2.11, 7.10 and (7.20) below.
These examples show on the one hand how problems for (−△)s where only outer values are presribed
are ill-posed in the lassial sense and dierent kinds of boundary onditions have to be taken into aount,
while for (−△|Ω)s they show the need for nonzero boundary onditions. This means in turn that we
need notions of weak solutions that an deal with these new boundary data. We provide answers to these
questions respetively in Setion 2.2 and Theorem 6.5: the trae is a limit at the boundary weighted
with powers of the distane to the boundary, δ(x)1−su(x) in the ase of the frational Laplaian and
δ(x)2−2su(x) in the spetral frational Laplaian ase. We refer also to Grubb [50, e.g. Theorems 4 and
5℄ for very reent results on the frational Laplaian, while we mention the work by Dhii, Mâagli and
Zribi [36℄ for a rst attempt on the spetral frational Laplaian.
In both ases we needed to develop a weak L1-theory of Stampahia's sort with measure data, able
to treat this lass of s-harmoni funtions as well. We onsider the following nonhomogeneous problems
(−△)su = λ in Ω
u = µ in RN \ Ω
u
w1
= ν on ∂Ω
and
 (−△|Ω)
su = ξ in Ω
u
w2
= ζ on ∂Ω
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and we show how are well-posed when λ, ξ ∈M(Ω), µ ∈M(RN \Ω), ν, ζ ∈M(∂Ω) are Radon measures
satisfying assumptions ∫
Ω
δs d|λ| < +∞,
∫
Ω
δ d|ξ| < +∞∫
RN\Ω
δ−smin{1, δ−N−s} d|µ| < +∞
|ν|(∂Ω) < +∞, |ζ|(∂Ω) < +∞
and w1 and w2 are referene funtions
16
dened in Ω whose behaviour is omparable respetively with
δ−(1−s) and δ−(2−2s). The solutions are funtions satisfying respetively∫
Ω
u(−△)sφ =
∫
Ω
φ dλ−
∫
RN\Ω
(−△)sφ dµ+
∫
∂Ω
φ
δs
∣∣∣∣
∂Ω
dν u ∈ L1(Ω), φ ∈ T1(Ω),∫
Ω
u(−△|Ω)sφ =
∫
Ω
φ dξ −
∫
∂Ω
∂φ
∂ν
dζ u ∈ L1(Ω, δ(x)dx), φ ∈ T2(Ω)
and the test funtion spaes are dened as
T1(Ω) =
φ ∈ Cs(RN ) :

(−△)sφ = ψ in Ω, ψ ∈ C∞c (Ω)
φ = 0 in RN \ Ω
δ1−sφ = 0 on ∂Ω
 ,
T2(Ω) =
{
φ ∈ C10 (Ω) : (−△|Ω)sφ = ψ in Ω, ψ ∈ C∞c (Ω)
}
.
These results are ontained respetively in Setions 2.3 and 7.4. These denitions are inspired by and, in a
sense, extend some integration by parts formulas. The tehniques are mainly based on potential analysis,
exploiting the representation via the Green funtions, Poisson and Martin kernels, whose onstrutions
are inluded in the treatment. A more preise presentation of the results and the rigorous statements of
the main ndings are inluded in the introdutory Chapters 1 and 6.
Nonlinear problems. So we have seen how boundary singularities an show up even in presene
of quite smooth data. When turning to nonlinear problems, this lak of smoothness at the boundary
provide a wide lass of solutions with a presribed singularity at the boundary, presented in Chapter 3
and Setion 8.1. There, we deal with problems
(−△)su = f(x, u) in Ω
u = g in RN \Ω
u
w1
= h on ∂Ω
and
 (−△|Ω)
s
u = f(x, u) in Ω
u
w2
= h on ∂Ω
In these ases, large s-harmoni funtions an be used as sub- or supersolutions whenever the sign of the
nonlinearity f allows it. Indeed we solved these nonlinear problems using some sub- and supersolution
methods by adapting the arguments in Clément and Sweers [28℄ and Montenegro and Pone [67℄.
Taking, for example, datum h ≡ 1 will provide solutions with a boundary explosion of the rate δs−1
and δ2s−2 respetively. These solutions are not large though, in the following sense. In the lassial theory
for the Laplaian, large solutions are generated by a ompensation between the boundary ondition -
whih tries to push the solution to innity - and the nonlinearity - whih pulls it down, in view of the
negative sign. The nonlinearity must provide a suiently strong answer to the boundary ondition, and
in this spirit the Keller-Osserman ondition quanties the neessary rate in order for this phenomenon to
take plae. Yet so far, in the frational ontext, we have atually introdued solutions whose boundary
singularity is just due to linear features of the operators. So, at this stage one question is still left
unanswered: is it possible to nd solutions with a singularity at the boundary generated not by the
features of the operator, but rather due to a ompensation phenomenon?
16
Here the boundary datum has to be taken as the limit as approahing a point on the boundary.
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Large solutions for frational Laplaian operators. We produe initial answers in Chapters 4
and 8, stating suient onditions on the nonlinearity in order for solutions to (−△)su+ f(u) = 0 and
(−△|Ω)su+ f(u) = 0 to exist, with a singularity at the boundary whih is higher order with respet to
the ones desribed in the previous paragraph, so that the singular boundary onditions read as
u
w1
= +∞ on ∂Ω, u
w2
= +∞ on ∂Ω
whih are equivalent to
δ1−su = +∞ on ∂Ω, δ2−2su = +∞ on ∂Ω.
The ase of the power nonlinearity f(u) = up for (−△)s has been studied by Felmer and Quaas [43℄
and Chen, Felmer and Quaas [25℄. We extend those results by providing expliit bounds on p for the
existene, whih are
p ∈
(
1 + 2s, 1 +
2s
1− s
)
, (17)
allowing more general nonlinearities and a lear framework to work in, espeially when speaking of
boundary onditions. We also prove the following pointwise bound holding throughout the domain∫ ∞
u(x)
dt√
F (t)
≥ c δ(x)s, F ′ = f ;
this upper bound is omputed via an expliit supersolution for the problem. In the partiular ase where
f(u) = up this yields
u ≤ C δ−2s/(p−1).
In the ase of the spetral frational Laplaian, we study power-like nonlinearities. We deal with{
(−△|Ω)su = −up in Ω
δ2−2su = +∞ on ∂Ω
proving the existene of a solution u ∈ L1(Ω, δ(x)dx) for
p ∈
(
1 + s, 1 +
s
1− s
)
. (18)
Also in this ase we provide the following upper bound, oming from the onstrution of a supersolution,
on the solution
u ≤ C δ−2s/(p−1) in Ω.
This rate oinides with the ase of the frational Laplaian and is sharp in the ase s = 1.
Let us mention that we suspet (17) and (18) to be optimal, but at present we annot provide a
proof. When p is too large (i.e. it exits the ranges from above), then the andidate supersolution will
not full the boundary ondition. Moreover, in this ase no solution with bounded boundary datum
an exist (see Theorem 1.13 and Lemma 4.11 below) so we do not expet the large problem to admit a
solution either. Conversely, when p is too small, then we lose the neessary integrability on the andidate
supersolution in order to ompute its (spetral or not) frational Laplaian. In both ases we lose some
tools neessary for a sub- and supersolution's type method, suh as omparison priniples, uniqueness
of solutions, preise boundary behaviour and the ability to ompute sharp subsolutions. These laks
indiate that the theory is just at the beginning and muh work an be still done.
When looking at f(u) = up both for (−△)s and (−△|Ω)s, a natural question would be if the ranges
(17) and (18) of admissible exponents p's asymptotially onverge as s ↑ 1 to the set of admissible
exponents for −△, whih is given by (15) and simply redues to p ∈ (1,+∞). The answer is learly no.
While both
1 +
2s
1− s → +∞ and 1 +
s
1− s → +∞ as s ↑ 1,
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we only have
1 + 2s→ 3 and 1 + s→ 2 as s ↑ 1.
This is not disouraging, though. In both frational settings we need respetively that u ∈ L1(Ω) and
u ∈ L1(Ω, δ(x)dx) to make sense of the operator, see for example denitions (2) and (9). This is an
additional assumption we do not have in the lassial problem, so it is reasonable to get smaller ranges
for p. Moreover, the lassial solution to the large problem is known to behave like
u ≍ δ−2/(p−1)
and suh a u is L1(Ω) when p > 3, while it belongs to L1(Ω, δ(x)dx) for p > 2; so, in this sense, we
atually have the asymptoti onvergene of the admissible ranges of p.
Nonloal diretional urvatures. In the nal hapter of the manusript we introdue a frational
notion of diretional urvature for (N − 1)-dimensional smooth manifolds in RN . This interest is moti-
vated by the frational Laplaian ontext in whih several lassial problems have been reently rephrased
by attrating the attention of a large number of researhers. In partiular, in the dierential geometry
and geometri analysis framework, several new results have been reently obtained for the diusion by
mean urvature and the losely related problem of minimal surfaes in a nonloal setting.
As we shall see, the onept of nonloal mean urvature is naturally assoiated to a suitable average of
appropriate nonloal diretional urvatures, whih asymptotially approah their lassial ounterpart.
On the other hand, the nonloal urvatures seem to have a more messy and faniful behaviour than
the lassial ones. In partiular we show how, dierently from the lassial ase, minimal and maximal
nonloal diretional urvatures are not in general attained at orthogonal diretions and the set of extremal
diretions for nonloal diretional urvatures an be presribed somehow arbitrarily
17
. Some motivations
for introduing these new objets an be found in Paragraph 9.2.2.
17
The preise statements of these results are listed in Paragraph 9.2.3.
8  Introduction
Part I
Boundary blow-up solutions for (−△)s

Chapter 1
Overview and main results
In this rst Part we study a suitable notion of weak solution to semilinear problems driven by the
frational Laplaian (−△)s, i.e. the integral operator dened as (see e.g. Di Nezza, Palatui and
Valdinoi [37℄ for an introdution)
(−△)sf(x) = CN,s PV
∫
RN
f(x)− f(y)
|x− y|N+2s
dy. (1.1)
where CN,s is the normalizing onstant dened in (3).
In order to do this, we will need to develop a theory for the Dirihlet problem for the frational
Laplaian with measure data (see Karlsen, Petitta and Ulusoy [55℄ and Chen and Véron [26℄, for earlier
results in this diretion; in partiular, look at Paragraph 5.4 for a omparison with [26℄). We pay
partiular attention to those solutions having an explosive behaviour at the boundary of the presribed
domain, known in the literature as large solutions or also boundary blow-up solutions.
Let us reall that in the lassial setting (see Axler, Bourdon and Ramey [5, Theorem 6.9℄), to any
nonnegative Borel measure µ ∈ M(∂B) on ∂B it is possible to assoiate, via the representation through
the Poisson kernel, a harmoni funtion in B with µ as its trae on the boundary. Conversely, any
positive harmoni funtion on the ball B has a trae on ∂B that is a nonnegative Borel measure (see [5,
Theorem 6.15℄).
When studying the semilinear problem for the Laplaian, solutions an ahieve the boundary datum
+∞ on the whole boundary. More preisely, take Ω a bounded smooth domain and f nondereasing
suh that f(0) = 0. Aording to the works of Keller [56℄ and Osserman [70℄, the equation
△u = f(u) in Ω ⊆ RN
lim
x→∂Ω
x∈Ω
u(x) = +∞
has a solution if and only if f satises the so alled Keller-Osserman ondition (15).
In the frational ontext, our starting point is that it is possible to provide funtions satisfying (−△)
s
u = 0 in some open bounded region Ω ⊆ RN ,
lim
x→∂Ω
x∈Ω
u(x) = +∞. (1.2)
An example of a large s-harmoni funtion on the unit ball B is
uσ(x) =

c(N, s)
(1− |x|2)σ in B
c(N, s+ σ)
(|x|2 − 1)σ in R
N \B
σ ∈ (0, 1− s), c(N, s) = Γ(N/2) sin(πs)
π1+N/2
.
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See Lemma 2.11 below. Moreover, letting σ → 1− s we reover the following example found in Bogdan,
Byzkowski, Kulzyki, Ryznar, Song, and Vondra£ek [13℄, qualitatively dierent from the previous one:
u1−s(x) =

c(N, s)
(1− |x|2)1−s in B,
0 in RN \B.
The funtion u1−s so dened satises {
(−△)su = 0 in B
u = 0 in RN \B
and shows how problems where only outer values are presribed are ill-posed in the lassial sense.
Dierent kinds of boundary onditions have to be taken into aount: indeed, in the rst ase we have
an s-harmoni funtion assoiated to the presribed data of uσ outside B; in the seond ase all the mass
of the boundary datum onentrates on ∂B. This means that we need a notion of weak solution that
an deal at the same time with these two dierent boundary data, one on the omplement of the domain
and the other one on its boundary. We refer to Grubb [50, e.g. Theorems 4 and 5℄ for very reent results
on the regularity theory for the frational Laplaian, dealing with this kind of problems.
The notion of s-harmoni funtion. We start with the denition of s-harmoniity, found in Landkof
[60, 6.20℄. Denote by
η(x) =

c(N, s)
|x|N (|x|2 − 1)s
|x| > 1
0 |x| ≤ 1
and by
ηr(x) =
1
rN
η
(x
r
)
=

c(N, s) r2s
|x|N (|x|2 − r2)s
|x| > r,
0 |x| ≤ r.
The onstant c(N, s) above is hosen in suh a way that∫
RN
η(x) dx =
∫
RN
ηr(x) dx = 1 (1.3)
and therefore, see [60, 6.19℄
c(N, s) =
Γ(N/2) sin(πs)
π1+N/2
. (1.4)
The denition of s-harmoniity is given via a mean value property, namely
definition 1.1: s-harmoni funtion | We say that a measurable nonnegative funtion u :
RN → [0,+∞] is s-harmoni on an open set Ω ⊆ RN if u ∈ C(Ω) and for any x ∈ Ω and 0 < r <
dist(x, ∂Ω)
u(x) =
∫
RN\Br(x)
c(N, s) r2s
|y − x|N (|y − x|2 − r2)s u(y) dy = (ηr ∗ u) (x). (1.5)
1.1 an integration by parts formula
For any two funtions u, v in the Shwartz lass S, the self-adjointness of the operator (−△)s entails∫
RN
u (−△)sv =
∫
RN
v (−△)su,
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this follows from the representation of the frational Laplaian via the Fourier transform, see [37, Para-
graph 3.1℄. By splitting RN into two domains of integration∫
Ω
u (−△)sv −
∫
Ω
v (−△)su =
∫
RN\Ω
v (−△)su−
∫
RN\Ω
u (−△)sv. (1.6)
Denote by
C2s+ε(Ω) = {v : RN → R suh that v ∈ C(Ω) and for any K ⊂⊂ Ω
there exists α = α(K, v) suh that v ∈ C2s+α(K)}.
proposition 1.2 | Let Ω ⊆ RN open and bounded. If u ∈ C2s+ε(Ω)∩L∞(RN ) and v = 0 in RN \Ω,
v ∈ C2s+ε(Ω) ∩ Cs(RN ) and (−△)sv ∈ L1(RN ), then∫
Ω
u (−△)sv −
∫
Ω
v (−△)su = −
∫
RN\Ω
u (−△)sv. (1.7)
The proof an be found in Paragraph 2.2.1.
From now on the set Ω ⊆ RN will be an open bounded domain with C1,1 boundary. More generally,
we will prove in Setion 2.2 the following
proposition 1.3 | Let δ(x) = dist(x, ∂Ω) for any x ∈ RN , and u ∈ C2s+ε(Ω) suh that
δ(x)1−su(x) ∈ C(Ω) and
∫
CΩ
|u(x)|
1 + |x|N+2s
· dx
δ(x)
s < +∞. (1.8)
Let
a) GΩ(x, y), x, y ∈ Ω, x 6= y, be the Green funtion of the frational Laplaian on Ω, that is
GΩ(x, y) =
−CN,−s
|x− y|N−2s
−HΩ(x, y)
and HΩ is the unique funtion in C
s(RN ) solving
(−△)sHΩ(x, ·) = 0 in Ω
HΩ(x, y) =
−CN,−s
|x− y|N−2s
in RN \ Ω
pointwisely,
1
b) PΩ(x, y) = −(−△)sGΩ(x, y), x ∈ Ω, y ∈ RN \ Ω, be the orresponding Poisson kernel (where the
frational Laplaian is omputed in the variable y ∈ CΩ and treating x ∈ Ω as a xed parameter),
) for x ∈ Ω, θ ∈ ∂Ω,2
MΩ(x, θ) = lim
y→θ
y∈Ω
GΩ(x, y)
δ(y)
s ,
d) for θ ∈ ∂Ω,
Eu(θ) = lim
x→θ
x∈Ω
u(x)∫
∂Ω
MΩ(x, θ′) dH(θ′) ,
where the limit is well-dened in view of Lemma 2.7 below.
1
The onstrution of H an be found in the proof of Theorem 2.1 below.
2
This is a readaptation of the Martin kernel of Ω.
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Then the integration by parts formula∫
Ω
u (−△)sv =
∫
Ω
(−△)su v −
∫
RN\Ω
u (−△)sv +
∫
∂Ω
Eu(θ)Dsv(θ) dH(θ) (1.9)
holds, where
Dsv(θ) = lim
x→θ
x∈Ω
v(x)
δ(x)
s , θ ∈ ∂Ω
for any v ∈ Cs(RN ) suh that (−△)sv|Ω ∈ C∞c (Ω) and v ≡ 0 in RN \ Ω. Suh a limit exists and is
ontinuous in θ in view of Lemma 2.12. In addition, we have the representation formula
u(x) =
∫
Ω
GΩ(x, y)(−△)su(y) dy−
∫
RN\Ω
(−△)sGΩ(x, y)u(y) dy+
∫
∂Ω
DsGΩ(x, θ)Eu(θ) dH(θ). (1.10)
The present Part is organized as follows. Setion 2.1 relates Denition 1.1 with the frational Lapla-
ian (−△)s. Setion 2.2 realls some fats on Green funtions and Poisson kernels and it studies the
linear Dirihlet problem both in the pointwise and in a weak sense. Chapter 3 deals with the nonlinear
problem. Now, let us outline the main results in Setion 2.2 and Chapter 3.
1.2 the dirihlet problem
For a xed x ∈ Ω the Poisson kernel satises
0 ≤ −(−△)sGΩ(x, y) ≤ c min
{
δ(y)
−s
, δ(y)
−N−2s
}
, y ∈ RN \ Ω
for some onstant c > 0 independent of x and y, as a onsequene of (2.11) and (2.19) below. In partiular
any Dirihlet ondition u = g in RN \Ω satisfying (1.11) below is admissible in the representation formula
(1.10). We prove the following
theorem 1.4 | Let f ∈ Cα(Ω) for some α ∈ (0, 1), g : RN \ Ω → R be any measurable funtion
satisfying
3 ∫
RN\Ω
|g(y)|min
{
δ(y)
−s
, δ(y)
−N−2s
}
dy < +∞ (1.11)
and h ∈ C(∂Ω). Then, the funtion dened by setting
u(x) =

∫
Ω
f(y)GΩ(y, x) dy −
∫
RN\Ω
g(y) (−△)sGΩ(x, y) dy +
+
∫
∂Ω
h(θ)MΩ(x, θ) dH(θ),
x ∈ Ω
g(x), x ∈ RN \ Ω
(1.12)
belongs to C2s+ε(Ω), fulls (1.8), and u is the only pointwise solution of
(−△)su = f in Ω,
u = g in RN \ Ω,
Eu = h on ∂Ω.
Here Eu has been dened in Proposition 1.3. Moreover, if g ∈ C(Vε) for some ε > 0, where Vε = {x ∈
RN \ Ω : δ(x) < ε} and h = 0, then u ∈ C(Ω).
remark 1.5 | Even if it is irrelevant to write
∫
RN\Ω
or
∫
RN\Ω
in formula (1.12), with the latter notation
we would like to stress on the fat that the boundary ∂Ω plays an important role in this setting.
3
Compare also with equation (2.18) below.
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remark 1.6 | Sine ∂Ω ∈ C1,1, we will exploit the behaviour of the Green funtion and the Poisson
kernel desribed by [27, Theorem 2.10 and equation (2.13) resp.℄: there exist c1 = c1(Ω, s) > 0, c2 =
c2(Ω, s) suh that
δ(x)
s
c1δ(y)
s
(1 + δ(y))
s |x− y|N
≤ −(−△)sGΩ(x, y) ≤
≤ c1δ(x)
s
δ(y)
s
(1 + δ(y))
s |x− y|N
,
x ∈ Ω, y ∈ RN \ Ω, (1.13)
and
1
c2 |x− y|N
(|x− y|2 ∧ δ(x)δ(y))s ≤ GΩ(x, y) ≤
≤ c2|x− y|N
(|x− y|2 ∧ δ(x)δ(y))s x, y ∈ Ω. (1.14)
remark 1.7: onstrution of large s-harmoni funtions | The ase when f = 0 in
Theorem 1.4 orresponds to s-harmoni funtions: when h 6≡ 0 then u automatially explodes somewhere
on the boundary (by denition of E), while if h ≡ 0 then large s-harmoni funtions an be built as
follows. Take any positive g satisfying (1.11) with
lim
δ(x)↓0
g(x) = +∞
and let gn = min{g, n}, n ∈ N. By Theorem 1.4, the orresponding solutions un ∈ C(Ω). In partiular,
un = n on ∂Ω and by the Maximum Priniple {un}n∈N is inreasing. Hypothesis (1.11) guarantees a
uniform pointwise bound far from ∂Ω on {un}n∈N. Then
un(x) = −
∫
RN\Ω
gn(y)(−△)sGΩ(x, y) dy
inreases to a s-harmoni funtion u suh that
lim inf
x ∈ Ω
x→∂Ω
u(x) ≥ lim inf
x ∈ Ω
x→∂Ω
un(x) = n, for any n ∈ N.
Next, in view of Theorem 1.4, we introdue the test funtion spae
T (Ω) = {φ ∈ C∞(Ω) : there exists ψ ∈ C∞c (Ω) suh that
(−△)sφ = ψ in Ω, φ = 0 in RN \ Ω, Eφ = 0 on ∂Ω}.
Note that T (Ω) ⊆ Cs(RN ), by [73, Proposition 1.1℄. Starting from the integration by parts formula
(1.9), we introdue the following notion of weak solution
definition 1.8: weak L1 solution | Given three Radon measures λ ∈ M(Ω), µ ∈ M(RN \ Ω)
and ν ∈M(∂Ω), suh that∫
Ω
δ(x)s d|λ|(x) < +∞,
∫
RN\Ω
min{δ(x)−s, δ(x)−N−2s} d|µ|(x) < +∞, |ν|(Ω) < +∞
we say that a funtion u ∈ L1(Ω) is a solution of
(−△)su = λ in Ω
u = µ in RN \ Ω
Eu = ν on ∂Ω
if for every φ ∈ T (Ω) it holds∫
Ω
u(x)(−△)sφ(x) dx =
∫
Ω
φ(x) dλ(x) −
∫
RN\Ω
(−△)sφ(x) dµ(x) +
∫
∂Ω
Dsφ(θ) dν(θ). (1.15)
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The integrals in the denition are nite for any φ ∈ T (Ω) in view of Lemma 2.12.
Thanks to the representation formula (1.10), we prove
theorem 1.9 | Given two Radon measures λ ∈M(Ω) and µ ∈ M(RN \ Ω) suh that∫
Ω
GΩ(x, y) d|λ|(y) < +∞, and −
∫
RN\Ω
(−△)sGΩ(x, y) d|µ|(y) < +∞,
for a.e. x ∈ Ω, and a Radon measure ν ∈ M(∂Ω) suh that |ν|(∂Ω) < +∞, the problem
(−△)su = λ in Ω
u = µ in RN \ Ω
Eu = ν on ∂Ω
admits a unique solution u ∈ L1(Ω) in the weak sense. In addition, we have the representation formula
u(x) =
∫
Ω
GΩ(x, y) dλ(y)−
∫
CΩ
(−△)sGΩ(x, y) dµ(y) +
∫
∂Ω
MΩ(x, y) dν(y)
and
‖u‖L1(Ω) ≤ C
(
‖δ(x)sλ‖M(Ω) + ‖min{δ(x)−s, δ(x)−N−2s}µ‖M(RN\Ω) + ‖ν‖M(∂Ω)
)
for some onstant C = C(n, s,Ω) > 0.
We will onlude Setion 2.2 by showing that
proposition 1.10 | The weak solution of
(−△)su(x) = 1
δ(x)β
in Ω, β ∈ (0, 1 + s)
u = 0 in RN \ Ω
Eu = 0 on ∂Ω
satises
c1δ(x)
s ≤ u(x) ≤ c2δ(x)s for 0 < β < s,
c3δ(x)
s log
1
δ(x)
≤ u(x) ≤ c4δ(x)s log 1
δ(x)
for β = s, (1.16)
c5δ(x)
−β+2s ≤ u(x) ≤ c6δ(x)−β+2s for s < β < 1 + s.
Moreover, there exist onstants c = c(n, s,Ω) > 0 and c = c(n, s,Ω) > 0 suh that the solution of
(−△)su = 0 in Ω
u = g in RN \ Ω
Eu = 0 on ∂Ω
satises
c g(δ(x)) := c inf
δ(y)=δ(x)
g(y) ≤ u(x) ≤ c sup
δ(y)=δ(x)
g(y) =: c g(δ(x)) x ∈ Ω, (1.17)
for any g satisfying (1.11) suh that g, g are dereasing funtions in 0+ with g ≤ g and
lim
t↓0
g(t) = +∞.
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1.3 semilinear dirihlet problems
In the following, Ω ⊂ RN will always be a bounded open region with C1,1 boundary. We onsider
nonlinearities f : Ω× R→ R satisfying hypotheses
f.1) f ∈ C(Ω× R), f ∈ L∞(Ω× I) for any bounded I ⊆ R
f.2) f(x, 0) = 0 for any x ∈ Ω, and f(x, t) ≥ 0 for any x ∈ Ω, t > 0,
and all positive boundary data g that satisfy (1.11).
After having onstruted large s-harmoni funtions, we rst prove the following preliminary
theorem 1.11 | Let f : Ω×R→ R be a funtion satisfying f.1). Let g : RN \Ω→ R be a measurable
bounded funtion. Assume the nonlinear problem
(−△)su = −f(x, u) in Ω
u = g in RN \ Ω
Eu = 0 on ∂Ω
admits a subsolution u ∈ L1(Ω) and a supersolution u ∈ L1(Ω) in the weak sense
(−△)su ≤ −f(x, u) in Ω
u ≤ g in RN \ Ω
Eu = 0 on ∂Ω
and

(−△)su ≥ −f(x, u) in Ω
u ≥ g in RN \ Ω
Eu = 0 on ∂Ω
i.e. for any φ ∈ T (Ω), (−△)sφ|Ω ≥ 0, it holds∫
Ω
u (−△)sφ ≤ −
∫
Ω
f(x, u)φ−
∫
RN\Ω
g (−△)sφ,
∫
Ω
u (−△)sφ ≥ −
∫
Ω
f(x, u)φ−
∫
RN\Ω
g (−△)sφ.
Assume also u ≤ u in Ω, and u, u ∈ L∞(Ω) ∩ C(Ω). Then the above nonlinear problem has a weak
solution u in the sense of Denition 1.8 satisfying
u ≤ u ≤ u.
In addition,
 if f is inreasing in the seond variable, i.e. f(x, s) ≤ f(x, t) whenever s ≤ t, for all x ∈ Ω, then
there is a unique solution,
 if not, there is a unique minimal solution u1, that is a solution u1 suh that u ≤ u1 ≤ v for any
other supersolution v ≥ u.
In ase our boundary datum g is a nonnegative bounded funtion, then Theorem 1.11 (with f.2) as an
additional assumption) provides a unique solution sine we may onsider u = sup g and u = 0. Then we
attak diretly the problem with unbounded boundary values, and we are espeially interested in those
data exploding on ∂Ω. The existene of large s-harmoni funtions turns out to be the key ingredient to
prove all the following theorems, that is,
theorem 1.12: onstrution of large solutions | Let f : Ω × R → R be a funtion
satisfying f.1) and f.2). Then there exist u, v : RN → [0,+∞] solving
(−△)su = −f(x, u) in Ω
lim
x→∂Ω
x∈Ω
u(x) = +∞ and

(−△)sv = f(x, v) in Ω
lim
x→∂Ω
x∈Ω
v(x) = +∞,
in a weak L1 sense.
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Depending on the nature of the nonlinearity f one an be more preise about the Dirihlet values of
u. Namely,
theorem 1.13 | Let f : Ω× R→ R be a funtion satisfying f.1) and f.2), and g : RN \ Ω→ [0,+∞]
a measurable funtion satisfying (1.11); let also be h ∈ C(∂Ω), h ≥ 0. The semilinear problem
(−△)su(x) = −f(x, u(x)) in Ω
u = g in RN \ Ω
Eu = h on ∂Ω
satises the following:
i) if h ≡ 0, the equation has a weak solution for any g satisfying (1.11),
ii) if h 6≡ 0 then
 the problem has a weak solution if there exist a nondereasing funtion Λ : (0,+∞)→ (0,∞)
and a > 0 suh that
f(x, t) ≤ Λ(at), for t > 0
and Λ(δs−1)δs ∈ L1(Ω),
 the problem does not admit any weak solution if there exist b1, T > 0 suh that
f(x, t) ≥ b1t
1+s
1−s , for t > T.
If, in addition, f is inreasing in the seond variable then the problem admits only one positive solution.
remark 1.14 | To our knowledge, the only previous results dealing with semilinear problems driven
by the frational Laplaian are [43℄ and [25℄, as mentioned in the Introdution. On the one hand the
above theorem improves them in the following ways:
1. we have quite general assumptions on the nonlinearity, while in [43℄ and [25℄ only power-like non-
linearities are taken into aount,
2. we give the exat value of the threshold growth (i.e. f(t) ∼ t(1+s)/(1−s)) distinguishing the existene
and the nonexistene of solutions,
3. we speify in what sense solutions blow up at the boundary via the E trae operator, larifying
why the authors in [43℄ and [25℄ nd innitely many solutions.
On the other hand we do not nd all boundary blow-up solutions whih are proved to exist in [43℄ and
[25℄: these orrespond to boundary data h ≡ +∞ or g ∈ L1(RN \ Ω) not satisfying (1.11). This last
question will be studied in the following.
theorem 1.15: sublinear soure | Let f : Ω × R → R be a funtion satisfying f.1) and f.2),
and g : RN \Ω→ [0,+∞] a measurable funtion satisfying (1.11); let also be h ∈ C(∂Ω), h ≥ 0. Suppose
also that
f(x, t) ≤ Λ(t), for all x ∈ Ω, t ≥ 0
where Λ ∈ C1(0,+∞) is onave and Λ′(t) t↑∞−−−→ 0. Then there exists a positive weak solution u to the
semilinear problem 
(−△)su(x) = f(x, u(x)) in Ω
u = g in RN \ Ω
Eu = h on ∂Ω.
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theorem 1.16: superlinear soure | Let f : Ω×R→ R be a funtion satisfying f.1) and f.2).
For 0 < β < 1− s, onsider problems
(⋆)

(−△)su(x) = λf(x, u(x)) in Ω
u(x) = δ(x)−β in RN \ Ω
Eu = 0 on ∂Ω
(⋆⋆)

(−△)su(x) = λf(x, u(x)) in Ω
u(x) = 0 in RN \ Ω
Eu = 1 on ∂Ω.
Existene. If there exist a1, a2, T > 0 and p ≥ 1, suh that
f(x, t) ≤ a1 + a2 tp, x ∈ Ω, t > T
and pβ < 1 + s, then there exists L1 > 0 depending on β and p suh that problem (⋆) admits a weak
solution u ∈ L1(Ω) for any λ ∈ [0, L1]. Similarly, if p(1− s) < 1 + s, then there exists L2 > 0 depending
on p suh that problem (⋆⋆) admits a weak solution u ∈ L1(Ω) for any λ ∈ [0, L2].
Nonexistene. If there exist b, T > 0 and q > 0, suh that
b tq ≤ f(x, t), x ∈ Ω, t > T
and qβ ≥ 1 + s, then problem (⋆) admits a weak solution only for λ = 0. Similarly, if q(1 − s) ≥ 1 + s,
then problem (⋆⋆) admits a weak solution only for λ = 0.
We nally note that, with the denition of weak solution we are dealing with, the nonexistene of a
weak solution implies omplete blow-up, meaning that:
definition 1.17: omplete blow-up | If for any nondereasing sequene {fk}k∈N of bounded
funtions suh that fk ↑ f pointwisely as k ↑ +∞, and any sequene {uk}k∈N of positive solutions to
(−△)suk = fk(x, uk) in Ω
uk = g in R
N \ Ω
Euk = h on ∂Ω,
there holds
lim
k↑+∞
uk(x)
δ(x)s
= +∞, uniformly in x ∈ Ω,
then we say there is omplete blow-up.
theorem 1.18 | Let f : Ω×R→ R be a funtion satisfying f.1) and f.2) and g : RN \Ω→ [0,+∞] a
measurable funtion satisfying (1.11); let also be h ∈ C(∂Ω), h ≥ 0. If there is no weak solution to
(−△)su = f(x, u) in Ω
u = g in RN \ Ω
Eu = h on ∂Ω,
then there is omplete blow-up.
1.3.1 The interest in larger solutions
So, we have ahieved the existene of boundary blow-up solutions to nonlinear problems with negative
right-hand side, provided by Theorem 1.13; anyhow this singular behaviour is driven by a linear phe-
nomenon rather than a ompensation between the nonlinearity and the explosion (as in the lassial
ase), indeed no growth ondition on f arises exept when h 6≡ 0, where one essentially needs∫
Ω
f(x, δ(x)s−1) δ(x)s dx < ∞
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in order to make sense of the weak L1 denition.
For this reason in what follows we address the question of the existene of solutions to problems of
the form 
(−△)su = −f(u) in Ω
u = g in RN \ Ω
δ1−su = +∞ on ∂Ω
g ≥ 0,
∫
RN\Ω
g δ−smin{1, δ−N−s} = +∞.
providing suient onditions for the their solvability. In doing so, we start answering the question
left opened in Remark 1.14. The results listed in Theorems 1.21 and 1.23 below an be applied for a
partiular ase of the frational singular Yamabe problem, see e.g. González, Mazzeo and Sire [49℄.
1.4 towards a frational keller-osserman ondition
In Chapter 4 we will work in the following set of assumptions:
 Ω is a bounded open domain of lass C2,
 f : R→ R satises
f is an inreasing C1 funtion with f(0) = 0 (1.18)
 F is the antiderivative of f vanishing in 0:
F (t) :=
∫ t
0
f(τ) dτ, (1.19)
 there exist 0 < m < M , suh that
1 +m ≤ tf
′(t)
f(t)
≤ 1 +M, (1.20)
and thus f satises (15) beause, integrating the lower inequality, one gets
f(t) ≥ f(1)t1+m and F (t) ≥ f(1)
2 +m
t2+m;
we an therefore dene the funtion
φ(u) :=
∫ +∞
u
dt√
F (t)
, (1.21)
 f satises ∫ +∞
1
φ(t)1/s dt < +∞. (1.22)
In what follows we will use the expression g ≍ h where g, h : (0,+∞)→ (0,+∞) to shorten
there exists C > 0 suh that
h(t)
C
≤ g(t) ≤ Ch(t), for any t > 0.
remark 1.19 | The funtion φ : (0,+∞)→ (0,+∞) is monotone dereasing and
lim
t↓0
φ(t) = +∞, lim
t↑+∞
φ(t) = 0.
Moreover
φ′(u) = − 1√
F (u)
.
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is of the same order as −(u f(u))−1/2 sine for t > 0 and some τ ∈ (0, t)
F (t)
t f(t)
=
f(τ)
f(τ) + τ f ′(τ)

≥ 1
2 +M
≤ 1
2 +m
by the Cauhy Theorem.
This entails that the order of φ(u) is the same as (u/f(u))1/2 indeed for u > 0 and some t ∈ (u,+∞)√
u
f(u)
φ(u)
=
1
2
√
f(t)
t · f(t)−tf
′(t)
f(t)2
φ′(t)
≍ f(t)− tf
′(t)
−f(t) =
tf ′(t)
f(t)
− 1
whih belongs to (m,M) by hypothesis (1.20). Note that hypothesis (1.22) is therefore equivalent to∫ +∞
1
(
t
f(t)
) 1
2s
dt < +∞. (1.23)
remark 1.20 | In [56℄ and [70℄ ondition (15) is proven to be neessary and suient for the existene
of a solution of {−△u = −f(u) in Ω,
lim
x→∂Ω
u(x) = +∞.
Note that if we set s = 1 in (1.22) then
+∞ >
∫ +∞
u
φ(t) dt ≍
∫ +∞
u
√
t
f(t)
dt ≍
∫ +∞
u
t√
F (t)
dt
we get the ondition to fore the lassial solution u to be L1(Ω). Indeed in [40, Theorem 1.6℄ it is proved
that a solution u satises
lim
x→∂Ω
φ(u(x))
δ(x)
= 1 (1.24)
whih yields that u ∈ L1(Ω) if and only if φ−1, the inverse funtion of φ (reall it is monotone dereasing),
is integrable in a neighbourhood of 0, i.e. with a hange of integration variable
+∞ >
∫ η
0
φ−1(r) dr =
∫ +∞
φ−1(η)
t|φ′(t)| dt =
∫ +∞
t0
t√
F (t)
dt.
Our results an be summarized as follows.
theorem 1.21 | Suppose that the nonlinear term f satises hypotheses (1.18), (1.20), (1.22) and∫ +∞
t0
f(t)t−2/(1−s) dt < +∞. (1.25)
Then problem 
(−△)su = −f(u) in Ω
u = 0 in RN \Ω
δ1−su = +∞ on ∂Ω
(1.26)
admits a solution u ∈ L1(Ω). Moreover there exists c > 0 for whih
φ(u(x)) ≥ c δ(x)s near ∂Ω. (1.27)
remark 1.22 | The ondition u ∈ L1(Ω) is neessary to make sense of the frational Laplaian, as any
dierent possible denition points out (see the Introdution). Also, ompare the boundary behaviour in
this setting expressed by equation (1.27), with the lassial one in equation (1.24).
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theorem 1.23 | Suppose that the nonlinear term f satises hypotheses (1.18), (1.20), (1.22) and
g : RN \ Ω −→ [0,+∞), g ∈ L1(RN \ Ω)
φ(g(x)) ≥ δ(x)s, near ∂Ω. (1.28)
Then problem {
(−△)su = −f(u) in Ω
u = g in RN \ Ω (1.29)
admits a solution u ∈ L1(Ω). Moreover there exists c > 0 for whih
φ(u(x)) ≥ c δ(x)s near ∂Ω.
Mind that in problem (1.29) we do not presribe the singular trae at ∂Ω.
Notations
In the following we will always use the following notations:
 CΩ, when Ω ⊆ RN is open, for RN \ Ω,
 δ(x) for dist(x, ∂Ω) one Ω ⊆ RN has been xed,
 M(Ω), when Ω ⊆ RN , for the spae of measures on Ω,
 H, for the n− 1 dimensional Hausdor measure, dropping the n− 1 subsript whenever there is
no ambiguity,
 f ∧ g, when f, g are two funtions, for the funtion min{f, g},
 C2s+ε(Ω) = {v : RN → R and for any K ompatly supported in Ω, there exists α = α(K, v) suh
that v ∈ C2s+α(K)}.
Chapter 2
Linear fractional Dirichlet problems
2.1 a mean value formula
Denition 1.1 of s-harmoniity turns out to be equivalent to have a null frational Laplaian. Sine
we ould not nd a preise referene for this fat, we provide a proof. Indeed, on the one hand we have
that any funtion u whih is s-harmoni in an open set Ω solves
(−△)su(x) = 0 in Ω,
indeed ondition (1.5) an be rewritten, using (1.4),∫
CBr(x)
u(y)− u(x)
|y − x|N (|y − x|2 − r2)s dy = 0 for any r ∈ (0, dist(x, ∂Ω))
and therefore
0 = lim
r↓0
∫
CBr(x)
u(y)− u(x)
|y − x|N (|y − x|2 − r2)s dy
= PV
∫
RN
u(y)− u(x)
|y − x|N+2s dy = −
(−△)su(x)
CN,s
.
Indeed, by dominated onvergene, far from x it holds∫
CB1(x)
u(y)− u(x)
|y − x|N (|y − x|2 − r2)s dy
r↓0−−→
∫
CB1(x)
u(y)− u(x)
|y − x|N+2s dy.
Now, any funtion u s-harmoni in Ω is smooth in Ω: this follows from the representation through the
Poisson kernel on balls, given in Theorem 1.4, and the smoothness of the Poisson kernel, see formula
(2.21) below. Sine u is a smooth funtion, a Taylor expansion when |y − x| < 1
u(y)− u(x) = 〈▽u(x), y − x 〉+ θ(y − x), where |θ(y − x)| ≤ C |y − x|2
implies ∣∣∣∣∣
∫
B1(x)\Br(x)
u(y)− u(x)
|y − x|N (|y − x|2 − r2)s dy −
∫
B1(x)\Br(x)
u(y)− u(x)
|y − x|N+2s
dy
∣∣∣∣∣
≤
∫
B1(x)\Br(x)
|θ(y − x)|
|y − x|N
(
1
(|y − x|2 − r2)s −
1
|y − x|2s
)
dy
≤ C
∫
B1(x)\Br(x)
1
|y − x|N−2+2s
[(
1− r
2
|y − x|2
)−s
− 1
]
dy
≤ C r2−2s
∫ 1/r
1
t1−2s
[(
1− 1
t2
)−s
− 1
]
dt −−→
r↓0
0
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as it an be heked for example with the L'Hpital's rule. So any u whih s-harmoni funtion in Ω
satises (−△)su = 0 in Ω. The onverse follows from the following theorem.
theorem 2.1 | Let u : RN → R a measurable funtion suh that for some open set Ω ⊆ RN is
u ∈ C2s+ε(Ω). Also, suppose that ∫
RN
|u(y)|
1 + |y|N+2s
dy < +∞.
Then for any x ∈ Ω and r > 0 suh that Br(x) ⊆ Ω, one has
u(x) =
∫
CBr
ηr(y) u(x− y) dy + γ(N, s, r)(−△)su(z), γ(N, s, r) = Γ(N/2) r
2s
22s Γ
(
N+2s
2
)
Γ(1 + s)
(2.1)
for some z = z(x, s, r) ∈ Br(x).
Proof. Suppose, without loss of generality, that x = 0. Let v = Γs −H , where Γs is the fundamental
solution
1
of the frational Laplaian
Γs(x) =
−CN,−s
|x|N−2s
and H solves in the pointwise sense {
(−△)sH = 0 in Br
H = Γs in CBr.
We laim that H satises equality
H(x) = H1(x) :=
∫
RN
Γs(x− y) ηr(y) dy = (Γs ∗ ηr)(x).
Indeed
1. (−△)sH1 = 0 in Br beause H1 = Γs ∗ ηr, (−△)sΓs = δ0 in the sense of distributions and ηr = 0
in Br,
2. sine (f. Appendix in [60, p. 399ss℄)∫
RN
Γs(x− y) ηr(y) dy =
∫
CBr
Γs(x− y) ηr(y) dy = Γs(x), |x| > r,
then H1 = Γs in CBr, as desired.
Finally, as in 1., note that
(−△)sH(x) = ηr(x), when |x| > r.
Sine u ∈ C2s+ε(Ω), (−△)su ∈ C(Ω) ⊆ C(Br), see [78, Proposition 2.4℄ or Lemma 2.3 below. Mollify u
in order to obtain a sequene {uj}j ⊆ C∞(RN ). Hene,∫
Br
v · (−△)suj =
∫
Br
Γs · (−△)suj −
∫
Br
H · (−△)suj =
=
∫
RN
Γs · (−△)suj −
∫
RN
H · (−△)suj = uj(0)−
∫
CBr
uj ηr, (2.2)
1
One possible onstrution and the expliit expression of the fundamental solution an be found in [18, paragraph 2.2℄.
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where we have used the integration by parts formula (1.7) and the denition of Γs. On the one hand we
have now that (−△)suj j↑+∞−−−−→ (−△)su uniformly in Br, sine
sup
x∈Br
|(−△)suj(x) − (−△)su(x)| =
= sup
x∈Br
∣∣∣∣∣CN,s PV
∫
RN
uj(x) − uj(y)− u(x) + u(y)
|x− y|N+2s
dy
∣∣∣∣∣
≤ CN,s‖uj − u‖C2s+ε(Br+δ) sup
x∈Br
∫
Br+δ
dy
|x− y|N−ε
+
+ CN,s
∫
RN\Br+δ
‖uj − u‖L∞(Br) + |uj(y)− u(y)|
(|y| − r)N+2s
dy,
while on the other hand
uj(0)
j↑+∞−−−−→ u(0),
∫
CBr
uj ηr
j↑+∞−−−−→
∫
CBr
u ηr
so that we an let j → +∞ in equality (2.2). Colleting the information so far, we have
u(0) =
∫
CBr
u ηr +
∫
Br
v (−△)su =
∫
CBr
u ηr + (−△)su(z) ·
∫
Br
v (2.3)
for some |z| ≤ r, by ontinuity of (−△)su in Br and sine v > 0 in Br. The onstant γ(N, s, r) appearing
in the statement equals to
∫
Br
v.
Let us ompute γ(N, s, r) =
∫
Br
v. If we onsider the solution ϕδ to{
(−△)sϕδ = 1 in Br+δ
ϕδ = 0 in CBr+δ
and we apply formula (2.3) to ϕδ in plae of u to entail
ϕδ(0) =
∫
CBr
ϕδ ηr + (−△)sϕδ(z) ·
∫
Br
v =
∫
Br+δ\Br
ϕδ ηr +
∫
Br
v
The solution ϕδ is expliitly known (see [73, equation (1.4)℄ and referenes therein) and given by
ϕδ(x) =
Γ(N/2)
22s Γ
(
N+2s
2
)
Γ(1 + s)
(
(r + δ)2 − |x|2)s .
Hene, by letting δ ↓ 0,
γ(N, s, r) =
∫
Br
v = lim
δ↓0
ϕδ(0) =
Γ(N/2)
22s Γ
(
N+2s
2
)
Γ(1 + s)
r2s.
2.1.1 The Liouville theorem for s-harmoni funtions
Following the proof of the lassi Liouville Theorem due to Nelson [69℄, it is possible to prove the
analogous result for the frational Laplaian. In the following we denote by ωN−1 = HN−1(∂B), the
(N − 1)-dimensional Hausdor measure of the unit sphere.
theorem 2.2 | Let u : RN → R be a funtion whih is s-harmoni throughout RN . Then, if u is
bounded in RN , it is onstant.
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Proof. Take two arbitrary points x1, x2 ∈ RN . Both satisfy for all r > 0
u(x1) =
∫
CBr(x1)
ηr(y − x1)u(y) dy, u(x2) =
∫
CBr(x2)
ηr(y − x2)u(y) dy.
Denote by M := supRN |u|, whih is nite by hypothesis:
|u(x1)− u(x2)| =

∫
CBr(x1)
ηr(y − x1)u(y) dy −
∫
CBr(x2)
ηr(y − x2)u(y) dy

≤
∫
CBr(x1)∩Br(x2)
ηr(y − x1)M dy +
∫
CBr(x2)∩Br(x1)
ηr(y − x2)M dy +
+
∫
CBr(x1)∩CBr(x2)
|ηr(y − x1)− ηr(y − x1)| M dy.
Dene δ := |x1 − x2|. The rst addend (and similarly the seond) vanish as r → +∞:∫
CBr(x1)∩Br(x2)
ηr(y − x1) dy ≤
∫
Br+δ\Br
c(N, s) r2s
|y|N (|y|2 − r2)s dy
= ωN−1c(N, s) r
2s
∫ r+δ
r
dρ
ρ (ρ2 − r2)s
≤ ωN−1c(N, s) 1
r1−s
∫ r+δ
r
dρ
(ρ− r)s
r↑+∞−−−−→ 0.
The third one is more deliate:∫
CBr(x1)∩CBr(x2)
 r2s|y − x1|N (|y − x1|2 − r2)s − r
2s
|y − x2|N (|y − x2|2 − r2)s
 dy
=
∫
CB(x1/r)∩CB(x2/r)
 1|y − x1r |N (|y − x1r |2 − 1)s − 1|y − x2r |N (|y − x2r |2 − 1)s
 dy
=
∫
CB∩CB(
x2−x1
r )
 1|y|N (|y|2 − 1)s − 1|y − x2−x1r |N (|y − x2−x1r |2 − 1)s
 dy
[setting xr = (x2 − x1)/r, |xr| = δ/r → 0 as r → +∞]
=
∫
CB∩CB(xr)
 1|y|N (|y|2 − 1)s − 1|y − xr |N (|y − xr|2 − 1)s
 dy[
taking wlog xr =
δe1
r
and dening Hr = {x ∈ R
N : x1 >
δ
2r
, |x− xr| > 1}
]
= 2
∫
Hr
[
1
|y − xr|N (|y − xr|2 − 1)s −
1
|y|N (|y|2 − 1)s
]
dy
≤ 2ωN−1
∫ +∞
1
[
1
ρ (ρ2 − 1)s −
ρN−1
(ρ+ δr )
N ((ρ+ δr )
2 − 1)s
]
dρ
≤ 2ωN−1
∫ +∞
1
1
ρ (1 + δrρ)
N
[
1
(ρ2 − 1)s −
ρN−1
((ρ+ δr )
2 − 1)s
]
dρ
r↑+∞−−−−→ 0
thanks to the Monotone Convergene Theorem.
2.1.2 Asymptotis as s ↑ 1
First of all, the proof of Theorem 2.1 implies
lim
s↑1
γ(N, s, r) = γ(N, 1, r) =
Γ(N/2)
4 Γ
(
N+2
2
)
Γ(2)
r2 =
r2
4
· Γ(N/2)
N
2 Γ(N/2)
=
r2
2N
.
Also
1 =
∫
CBr
ηr(y) dy =
∫
CBr
c(N, s) r2s
|y|N (|y|2 − r2)s dy where c(N, s) =
2 sin(πs)
π ωN−1
.
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Then
1 =
2 sin(πs)
π ωN−1
∫
CBr
r2s
|y|N (|y|2 − r2)s dy =
2 sin(πs)
π ωN−1
∫
CB
1
|y|N (|y|2 − 1)s dy =
=
2 sin(πs)
π ωN−1
∫
∂B
[∫ +∞
1
dρ
ρ (ρ2 − 1)s
]
dHN−1(θ) = 2 sin(πs)
π
∫ +∞
1
dρ
ρ (ρ2 − 1)s .
With similar omputation∫
CBr
ηr(y) u(x− y) dy = 2 sin(πs)
π
∫
∂B
[∫ +∞
1
u(x− rρθ)
ρ (ρ2 − 1)s dρ
]
dHN−1(θ).
Fix a θ ∈ ∂B and onsider the dierene∣∣∣∣2 sin(πs)π
∫ +∞
1
u(x− rρθ)
ρ (ρ2 − 1)s dρ − u(x− rθ)
∣∣∣∣ ≤ 2 sin(πs)π
∫ +∞
1
|u(x− rρθ)− u(x− rθ)|
ρ (ρ2 − 1)s dρ :
sine we are handling C2 funtions we an push a bit further the estimate to dedue
∣∣∣∣2 sin(πs)π
∫ +∞
1
u(x− rρθ)
ρ (ρ2 − 1)s dρ − u(x− rθ)
∣∣∣∣ ≤
≤ 2 sin(πs)
π
∫ 1+δ
1
C (ρ− 1)1−s
ρ (ρ+ 1)
s dρ+
2 sin(πs)
π
∫ +∞
1+δ
|u(x− rρθ)− u(x− rθ)|
ρ (ρ2 − 1)s dρ −−→s↑1 0
therefore ∫
CBr
ηr(y) u(x− y) dy −−→
s↑1
1
ωN−1 rN−1
∫
∂Br
u(x− y) dHN−1(y).
The hoie of the point z ∈ Br in (2.1) depends on the value of s, but sine these are all points belonging
to a ompat set, we an build {sk}k∈N ⊆ (0, 1), sk → 1 as k → +∞, suh that z(sk)→ z0 ∈ Br. Sine
it is known (see [37, Proposition 4.4℄) that
lim
s↑1
(−△)su = −△u,
then
|(−△)su (z(sk)) +△u(z0)| ≤ |(−△)su (z(sk))− (−△)su (z0)|+ |(−△)su (z0) +△u(z0)| k→+∞−−−−−→ 0.
Finally we have proven that
u(x) =
∫
CBr
ηr(y) u(x− y) dy + γ(N, s, r)(−△)su(z(sk))
k→+∞−−−−−→ 1
ωN−1 rN−1
∫
∂Br
u(x− y) dHN−1(y)− r
2
2n
△u(z0)
whih is a known formula for C2 funtions, see e.g. [41, Proposition A.1.2℄.
2.2 existene and uniqueness
Assume Ω ⊆ RN is open and bounded, with C1,1 boundary.
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2.2.1 Proof of Proposition 1.2
Assume rst that u ∈ S and v = 0 in RN \Ω, v ∈ C2s+ε(Ω)∩C(Ω) and (−△)sv ∈ L1(RN ); then we an
regularize v, via the onvolution with a mollier {αk(x) = kNα(kx) : α(x) = 0 for |x| ≥ 1}k∈N in order
to obtain a sequene {vk := αk ∗ v}k∈N ⊆ C∞c (RN ) ⊆ S onverging uniformly to v in RN . Also,
(−△)svk = v ∗ (−△)sαk
indeed
(−△)svk(x) = CN,s PV
∫
RN
vk(x) − vk(y)
|x− y|N+2s
dy
= CN,s lim
ε↓0
∫
CBε(x)
∫
RN
v(z)[αk(x− z)− αk(y − z)] dz
|x− y|N+2s
dy
= CN,s lim
ε↓0
∫
RN
v(z)
∫
CBε(x)
αk(x − z)− αk(y − z)
|x− y|N+2s
dy dz
= CN,s lim
ε↓0
∫
RN
v(z)
∫
CBε(x−z)
αk(x − z)− αk(y)
|x− z − y|N+2s
dy dz
where we have
CN,s
∫
CBε(x)
αk(x)− αk(y)
|x− y|N+2s
dy −−→
ε↓0
(−△)sαk(x), uniformly in RN
sine, see [37, Lemma 3.2℄, ∣∣∣∣∣(−△)sαk(x)− CN,s
∫
CBε(x)
αk(x)− αk(y)
|x− y|N+2s
dy
∣∣∣∣∣ =
=
∣∣∣∣∣CN,s PV
∫
Bε(x)
αk(x)− αk(y)
|x− y|N+2s
dy
∣∣∣∣∣ (2.4)
=
∣∣∣∣∣CN,s2
∫
Bε
αk(x + y) + αk(x− y)− 2αk(x)
|y|N+2s
dy
∣∣∣∣∣
≤ CN,s ‖αk‖C2(Bε(x))
2
∫
Bε
dy
|y|N+2s−2
(2.5)
≤ CN,s ‖αk‖C2(RN )
2
∫
Bε
dy
|y|N+2s−2
−−→
ε↓0
0.
Following the very same proof up to (2.5), sine v ∈ C2s+ε(Ω), it is also possible to prove
(−△)svk(x) = (αk ∗ (−△)sv) (x), for δ(x) > 1
k
.
Sine (−△)sv ∈ C(RN \ Ω), see [78, Proposition 2.4℄, we infer that
(−△)svk(x) −−−−→
k↑+∞
(−△)sv, for every x ∈ RN \ ∂Ω.
We give now a pointwise estimate on (−△)sαk(x), x ∈ B1/k. Sine αk ∈ C∞c (RN ), we an write (see
[78, Paragraph 2.1℄)
(−△)sαk(x) =
[
(−△)s−1 ◦ (−△)
]
αk(x) = (−△)s−1[−kN+2△α(kx)] =
= CN,−s+1
∫
RN
kN+2△α(ky)
|x− y|N+2s−2
dy.
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With a hange of variable we entail
(−△)sαk(x) = CN,−s+1 kN+2s
∫
B
△α(y)
|k x− y|N+2s−2
dy
and therefore
|(−△)sαk(x)| ≤ ωN−1
2 (1− s) k
N+2s‖△α‖L∞(RN ). (2.6)
Indeed, ∫
B
dy
|z − y|N+2s−2
is a bounded funtion of z, having in z = 0 its maximum ωN−12 (1−s) . Indeed,∫
B
dy
|z − y|N+2s−2
=
∫
B∩B(z)
dy
|z − y|N+2s−2
+
∫
B\B(z)
dy
|z − y|N+2s−2
=
∫
B∩B(z)
dy
|y|N+2s−2
+
∫
B\B(z)
dy
|z − y|N+2s−2
≤
∫
B∩B(z)
dy
|y|N+2s−2
+
∫
B\B(z)
dy
|y|N+2s−2
=
∫
B
dy
|y|N+2s−2
.
Using (2.6), the L1-norm of (−△)svk an be estimated by∫
RN
|(−△)svk(x)| dx =
=
∫
{δ(x)<1/k}
|(v ∗ (−△)sαk)(x)| dx+
∫
{δ(x)≥1/k}
|(αk ∗ (−△)sv)(x)| dx
≤
∫
{δ(x)<1/k}
∫
B1/k(x)
|v(y)(−△)sαk(x− y)| dy dx +
∫
{δ(x)≥1/k}
∫
B1/k
|αk(y)(−△)sv(x − y)| dy dx
≤
∫
{δ(x)<1/k}
∫
B1/k(x)
Cδ(y)skN+2s‖△α‖L∞(RN ) dy dx +
∫
B1/k
αk(y)
∫
RN
|(−△)sv(x− y)| dx dy
≤ C ‖△α‖L∞(RN )
k1−s
+ ‖(−△)sv‖L1(RN ),
so that, by the Fatou's Lemma we have∫
RN
|(−△)sv| ≤ lim inf
k↑+∞
∫
RN
|(−△)svk| ≤ lim sup
k↑+∞
∫
RN
|(−△)svk| ≤
∫
RN
|(−△)sv|
whih means
‖(−△)svk‖L1(RN ) −−−−→
k↑+∞
‖(−△)sv‖L1(RN ).
Apply the Fatou's lemma to |(−△)svk|+ |(−△)sv| − |(−△)svk − (−△)sv| ≥ 0 to dedue
2
∫
RN
|(−△)sv| ≤ lim inf
k↑+∞
∫
RN
(|(−△)svk|+ |(−△)sv| − |(−△)svk − (−△)sv|) =
= 2
∫
RN
|(−△)sv| − lim sup
k↑+∞
∫
RN
|(−△)svk − (−△)sv|
and onlude
‖(−△)svk − (−△)sv‖L1(RN ) −−−−→
k↑+∞
0
and, for any u ∈ S, ∫
RN
u(−△)svk −−−−→
k↑+∞
∫
RN
u(−△)sv.
Note now that ∫
Ωk
vk(−△)su =
∫
RN
vk(−△)su k↑0−−→
∫
RN
v(−△)su =
∫
Ω
v(−△)su
sine ‖vk − v‖L∞(RN ) k↑0−−→ 0, and this onludes the proof.
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2.2.2 Preliminaries on frational Green funtions, Poisson kernels and Martin
kernels
Consider the funtion GΩ : Ω× RN → R built as the family of solutions to the problems
for any x ∈ Ω
{
(−△)sGΩ(x, ·) = δx in Ω,
GΩ(x, y) = 0 in CΩ.
This funtion an be written as the sum
GΩ(x, y) = Γs(y − x) −H(x, y),
where Γs is the fundamental solution to the frational Laplaian, and
for any x ∈ Ω
{
(−△)sH(x, ·) = 0 in Ω,
H(x, y) = Γs(y − x) in CΩ.
lemma 2.3 | Fix x ∈ Ω. Then H(x, ·) ∈ C2s+ε(Ω) ∩C(Ω).
Proof. Take r = r(x) > 0 suh that Br(x) ⊆ Ω and κ a uto funtion
0 ≤ κ ≤ 1 in RN , κ ∈ C∞(RN ), κ = 1 in CΩ, κ = 0 in Br(x)
and dene γs(y) := κ(y)Γs(y − x): γs ∈ C∞(RN ), γs = Γs in CΩ, γs = 0 in Br(x). Then establish the
equivalent problem
∀ x ∈ Ω
{
(−△)sH(x, ·) = 0 in Ω
H(x, y) = γs(y − x) in CΩ
and by setting h(x, y) := H(x, y)− γs(x, y) we obtain
∀ x ∈ Ω
{
(−△)sh(x, ·) = −(−△)sγs in Ω,
h(x, y) = 0 in CΩ.
Note that (−△)sγs ∈ L∞(RN )∩C∞(RN ) (see [78, Proposition 2.7℄): from this we dedue that h(x, ·) ∈
C2s+ε(Ω)∩Cs(RN ) by [78, Proposition 2.8℄ and [73, Proposition 1.1℄ respetively and then also H(x, ·) ∈
C2s+ε(Ω) ∩ Cs(RN ).
lemma 2.4 | The funtion GΩ(x, y) we have just obtained satises the following properties:
i) GΩ is ontinuous in Ω× Ω exept on the diagonal2,
ii) (−△)sGΩ(x, ·) ∈ L1(CΩ) for any x ∈ Ω,
iii) for any u ∈ C2s+ε(Ω) ∩ L∞(RN ) and x ∈ Ω
u(x) =
∫
Ω
(−△)su(y)GΩ(x, y) dy −
∫
CΩ
u(y) (−△)sGΩ(x, y) dy, (2.7)
and this formula is a Green's representation formula (GΩ is the Green funtion while its frational
Laplaian is the Poisson kernel),
iv) (−△)sGΩ(x, y), x ∈ Ω, y ∈ CΩ is given by the formula
(−△)sGΩ(x, y) = −CN,s
∫
Ω
GΩ(x, z)
|z − y|N+2s dz, (2.8)
v) GΩ(x, y) ≥ 0 for a.e. (x, y) ∈ Ω× Ω, x 6= y, and (−△)sGΩ(x, y) ≤ 0 for any x ∈ Ω, y ∈ CΩ,
2
where its singularity is inherited by the singularity in 0 of Γs
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vi) it holds
Γs(y − x) = −
∫
CΩ
Γs(y − z) · (−△)sGΩ(x, z) dz for x ∈ Ω, y ∈ CΩ, (2.9)
GΩ(x, y)− Γs(y − x) = −
∫
CΩ
Γs(y − z) · (−△)sGΩ(x, z) dz for x ∈ Ω, y ∈ Ω. (2.10)
Proof. We prove all onlusions step by step.
Proof of ii). First of all, we use the estimate
|h(x, y)| ≤ C‖(−△)sγs(x, ·)‖∞ δ(y)s,
where h solves
∀ x ∈ Ω
{
(−△)sh(x, ·) = −(−△)sγs in Ω
h(x, y) = 0 in CΩ
and γs is a regularization of Γs as in Lemma 2.3; for the inequality we refer to [73, Proposition 1.1℄. We
dedue that, for y suiently lose to ∂Ω, it holds
|GΩ(x, y)| = |Γs(y − x)−H(x, y)| = |γs(y − x)−H(x, y)| = |h(x, y)| ≤ C‖(−△)sγs(x, ·)‖∞δ(y)s.
Then, for y ∈ CΩ,
|(−△)sGΩ(x, y)| =
∣∣∣∣CN,s PV ∫
RN
GΩ(x, z)−GΩ(x, y)
|y − z|N+2s dz
∣∣∣∣ =
= CN,s
∫
Ω
GΩ(x, z)
|y − z|N+2s dz ≤ C
∫
Ω
δ(z)s
|y − z|N+2s dz
(2.11)
and ∫
CΩ
|(−△)sGΩ(x, y)| dy ≤ C
∫
CΩ
∫
Ω
δ(z)s
|y − z|N+2s dz dy ≤
≤ C
∫
Ω
δ(z)s
∫ +∞
δ(z)
ρ−1−2s dρ dz ≤ C
2s
∫
Ω
dz
δ(z)s
< +∞.
(2.12)
Proof of iii). The funtion GΩ(x, y) = Γs(y − x) − H(x, y) an be integrated by parts against any
u ∈ C2s+ε(RN \Ω)∩L∞(RN ), sine, aording to Lemma 2.3, H(x, ·) ∈ C2s+ε(Ω)∩C(Ω) and so we an
apply Proposition 1.2. Hene,
u(x) =
∫
Ω
(−△)su(y)GΩ(x, y) dy −
∫
CΩ
u(y) (−△)sGΩ(x, y) dy.
Proof of iv). We point how the omputation of (−△)sGΩ(x, y), x ∈ Ω, y ∈ CΩ redues to a more
readable formula:
−(−△)sGΩ(x, y) = CN,s PV
∫
RN
GΩ(x, z)−GΩ(x, y)
|z − y|N+2s dz = = CN,s
∫
Ω
GΩ(x, z)
|z − y|N+2s dz,
by simply realling that GΩ(x, z) = 0, when z ∈ CΩ.
Proof of v). GΩ(x, y) ≥ 0 for (x, y) ∈ Ω × Ω, x 6= y, in view of Lemma 2.8 below applied to the
funtion H(x, ·). Also, from this and (2.8) we dedue that
− (−△)sGΩ(x, y) = CN,s
∫
Ω
GΩ(x, z)
|z − y|N+2s dz ≥ 0. (2.13)
Proof of vi). It sues to apply (2.7) to the solution H(x, y) of{
(−△)sH(x, ·) = 0 in Ω
H(x, y) = Γs(y − x) in CΩ
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to infer
Γs(y − x) = −
∫
CΩ
Γs(y − z) · (−△)sGΩ(x, z) dz for x ∈ Ω and y ∈ CΩ,
H(x, y) = −
∫
CΩ
Γs(y − z) · (−△)sGΩ(x, z) dz for x ∈ Ω and y ∈ Ω.
lemma 2.5 | For any x ∈ Ω, θ ∈ ∂Ω the funtion
MΩ(x, θ) = lim
y ∈ Ω
y→θ
GΩ(x, y)
δ(y)
s
is well-dened in Ω× ∂Ω and for any h ∈ C(∂Ω), ψ ∈ C∞c (Ω) one has∫
Ω
(∫
∂Ω
MΩ(x, θ)h(θ) dH(θ)
)
ψ(x) dx =
∫
∂Ω
h(θ)Dsφ(θ) dH(θ),
where
Dsφ(θ) = lim
y ∈ Ω
y→θ
φ(y)
δ(y)s
and φ(y) =
∫
Ω
GΩ(x, y)ψ(x) dx.
Proof. For a small parameter ε > 0 dene Ωε = {x ∈ Ω : 0 ≤ δ(x) < ε}: assoiate to any x ∈ Ω a
ouple (ρ, θ) where ρ = δ(x) and θ ∈ ∂Ω satises |x − θ| = ρ: suh a θ is uniquely determined for small
ε sine ∂Ω ∈ C1,1. Take also ϕ ∈ C∞(R), with ϕ(0) = 1 and supported in [−1, 1]. With a slight abuse
of notation dene
fε(x) = fε(ρ, θ) = h(θ)
ϕ(ρ/ε) ρ−s
Kε
, Kε =
1
1 + s
∫ ε
0
ϕ(r/ε) dr. (2.14)
Consider the funtions
uε(x) =
∫
Ω
fε(y)GΩ(x, y) dy,
and any funtion ψ ∈ C∞c (Ω):∫
Ω
uεψ =
∫
Ω
fε(y)
[∫
Ω
ψ(x)GΩ(x, y) dx
]
dy =
∫
Ωε
h(θ(y))
ϕ(δ(y)/ε) δ(y)
−s
Kε
[∫
Ω
ψ(x)GΩ(x, y) dx
]
dy
=
∫
Ωε
h(θ(y))
ϕ(ρ(y)/ε)
Kε
[∫
Ω
ψ(x)
GΩ(x, y)
δ(y)s
dx
]
dy.
Note that the funtion ψ1(y) =
∫
Ω
ψ(x)GΩ(x, y) δ(y)
−s dx is ontinuous in Ωε, as a onsequene of the
boundary behaviour of GΩ, see [27, equation (2.13)℄. Then∫
Ωε
h(θ(y))
ϕ(ρ(y)/ε)
Kε
ψ1(y) dy =
1
(1 + s)Kε
∫ ε
0
ϕ(r/ε)
(∫
∂Ω
h(θ)ψ1(r, θ) dH(θ)
)
dr
ε↓0−−→
∫
∂Ω
h(θ)ψ1(0, θ) dH(θ) =
∫
∂Ω
h(θ)
∫
Ω
ψ(x) lim
y→θ
GΩ(x, y)
δ(y)s
dx dH(θ).
Hene ∫
Ω
uεψ
ε↓0−−→
∫
Ω
(∫
∂Ω
MΩ(x, θ)h(θ) dH(θ)
)
ψ(x) dx (2.15)
where
MΩ(x, θ) = lim
y ∈ Ω
y→θ
GΩ(x, y)
δ(y)
s .
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Note that, always in view of the boundary estimates on GΩ, the funtion MΩ(x, ·) ∈ L∞(∂Ω) for any
xed x ∈ Ω. In addition,∫
Ω
uεψ =
∫
Ωε
h(θ(y))
ϕ(ρ(y)/ε)
Kε
[∫
Ω
ψ(x)GΩ(x, y) dx
]
dy =
=
∫
Ωε
h(θ(y))
ϕ(ρ(y)/ε) δ(y)s
Kε δ(y)s
φ(y) dy
ε↓0−−→
∫
∂Ω
h(θ)Dsφ(θ) dH(θ). (2.16)
So the limits (2.15) and (2.16) must oinide.
remark 2.6 | The funtion MΩ(x, θ) we have just introdued is losely related to the Martin kernel
based at x0 ∈ Ω
M˜Ω(x, θ) = lim
y ∈ Ω
y→θ
GΩ(x, y)
GΩ(x0, y)
.
For this reason we borrow the usual notation of the Martin kernel.
lemma 2.7 | For any h ∈ C(∂Ω) dene
u(x) =
∫
∂Ω
MΩ(x, θ)h(θ) dH(θ), x ∈ Ω.
Then for any θ∗ ∈ ∂Ω
Eu(θ∗) := lim
x ∈ Ω
x→θ∗
u(x)∫
∂ΩMΩ(x, θ) dH(θ)
= h(θ∗).
Proof. Denote by
L(x) = δ(x)
1−s
∫
∂Ω
MΩ(x, θ) dH(θ), x ∈ Ω
for whih we have ∫
∂Ω
δ(x)
c |x− θ|N
dH(θ) ≤ L(x) ≤
∫
∂Ω
c δ(x)
|x− θ|N
dH(θ),
and so L is a bounded quantity. Indeed, referring to estimates on the Green funtion in [27, equation
(2.13)℄, we have inequalities
δ(x)
s
c |x− θ|N
≤MΩ(x, θ) ≤ c δ(x)
s
|x− θ|N
, x ∈ Ω, θ ∈ ∂Ω. (2.17)
Thus,∣∣∣∣∣δ(x)1−s u(x)L(x) − h(θ∗)
∣∣∣∣∣ =
∣∣∣∣∣δ(x)1−sL(x)
∫
∂Ω
MΩ(x, θ)h(θ) dH(θ)− h(θ∗)δ(x)
1−s
L(x)
∫
∂Ω
MΩ(x, θ) dH(θ)
∣∣∣∣∣ ≤
≤ δ(x)
1−s
L(x)
∫
∂Ω
MΩ(x, θ) |h(θ)− h(θ∗)| dH(θ) ≤ Cδ(x)
∫
∂Ω
|h(θ) − h(θ∗)|
|x− θ|N
dH(θ).
Call θx ∈ ∂Ω the point satisfying δ(x) = |x − θx|. Desribe ∂Ω as a graph in a neighbourhood of 0, i.e.
Γ ⊆ ∂Ω open, and
Γ ∋ θ = (θ′, φ(θ′)) for some φ : B′r ⊆ RN−1 → R, (0, φ(0)) = θx,
φ ∈ C1,1(Br(0)), ∇φ(0) = 0.
It holds θ∗ ∈ Γ for x lose enough to θ∗. Let us now write,∫
Γ
|h(θ) − h(θ∗)|
|x− θ|N
dH(θ) ≤
∫
Γ
|h(θ)− h(θ∗)|
[|x− θx|2 + |θx − θ|2 − 2〈x− θx, θx − θ〉]N/2
dH(θ)
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where
2〈x− θx, θx − θ〉 = 2|x− θx| · |θx − θ|
〈
x− θx
|x− θx| ,
θx − θ
|θx − θ|
〉
≤ 2µ|x− θx| · |θx − θ|, θ ∈ Γ
for some µ < 1, sine x− θx is normal to ∂Ω, while θx − θ is almost tangent to ∂Ω. Then∫
Γ
|h(θ)− h(θ∗)|
|x− θ|N
dH(θ) ≤ 1
(1− µ)N/2
∫
Γ
|h(θ)− h(θ∗)|
[|x− θx|2 + |θx − θ|2]N/2
dH(θ)
Suppose without loss of generality that θx = 0 and denote by ω the modulus of ontinuity of h:∫
Γ
|h(θ)− h(θ∗)|
|x− θ|N
dH(θ) ≤ supΓ ω(|θ − θ
∗|)
(1− µ)N/2
∫
B′r
dθ′
[|x|2 + |θ′|2 + |φ(θ′)|2]N/2
≤
≤ supΓ ω(|θ − θ
∗|)
(1− µ)N/2
∫ r
0
ρN−2 dρ
[|x|2 + ρ2]N/2
≤
≤ supΓ ω(|θ − θ
∗|)
(1− µ)N/2
∫ r
0
dρ
|x|2 + ρ2 ≤
supΓ ω(|θ − θ∗|)
|x| (1 − µ)N/2
and therefore
δ(x)
∫
∂Ω
|h(θ) − h(θ∗)|
|x− θ|N
dH(θ) = δ(x)
∫
Γ
|h(θ)− h(θ∗)|
|x− θ|N
dH(θ) + δ(x)
∫
∂Ω\Γ
|h(θ) − h(θ∗)|
|x− θ|N
dH(θ) ≤
≤ supΓ ω(|θ − θ
∗|)
(1 − µ)N/2 + o(δ(x)).
Now, sine supΓ ω(|θ− θ∗|) ≤ ω(diamΓ), where diamΓ = supθ,θ′∈Γ |θ− θ′|, and Γ is arbitrary, we dedue
δ(x)
∫
∂Ω
|h(θ)− h(θ∗)|
|x− θ|N
dH(θ) −−−−→
x→θ∗
0.
2.2.3 Linear theory for smooth data: proof of Theorem 1.4
We start by stating
lemma 2.8: maximum priniple | Let O ⊂ RN be an open set suh that Ω ⊂ O. Let u : RN → R
be a measurable funtion in C2s+ε(Ω) ∩ C(O), and∫
RN
|u(y)|
1 + |y|N+2s dy < +∞, and
{
(−△)su ≤ 0 in Ω
u ≤ 0 in CΩ.
Then u ≤ 0 in Ω.
Proof. Call Ω+ = {x ∈ RN : u > 0}: Ω+ is an open set ontained in Ω. Assume by ontradition that
Ω+ 6= ∅. By ontinuity of u in Ω+ ⊂ O, there exists x0 ∈ Ω+ suh that u(x0) = max{u(x) : x ∈ Ω+};
moreover, x0 ∈ Ω+, sine u ≤ 0 on ∂Ω+. This point x0 will be also a global maximum for u sine outside
Ω+ the funtion u is nonpositive. Thus
(−△)su(x0) = CN,s PV
∫
RN
u(x0)− u(y)
|x0 − y|N+2s > 0
ontraditing our hypotheses. Therefore Ω+ is empty.
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By splitting g into its positive and negative part, it sues to prove Theorem 1.4 in the ase where
g ≥ 0. So, from now on we will deal with nonnegative boundary data g : CΩ → [0,+∞) whih are
measurable funtions with
0 ≤ −
∫
CΩ
g(y) · (−△)sGΩ(x, y) dy < +∞ x ∈ Ω. (2.18)
Note that, in view of equation (2.11), for x ∈ Ω, y ∈ CΩ
0 ≤ −(−△)sGΩ(x, y) ≤ C
∫
CΩ
δ(y)s
|y − z|N+2s
dz ≤ C
∫ +∞
δ(y)
dρ
ρ1+s
=
C
s
1
δ(y)s
. (2.19)
Proof of Theorem 1.4. We split the proof by building the solution assoiated to eah datum f , g and h
separately.
First ase: f, h ≡ 0. We present here a readaptation of [60, Lemma 1.13℄.
The funtion u dened by equation (1.12) is ontinuous in Ω as an appliation of the Dominated Con-
vergene Theorem and inequality (2.19). The ontinuity up to the boundary is postponed to Paragraph
2.4.2.
For the sake of larity we divide the proof in four steps: for speial forms of g, for g regular enough,
for g bounded and nally for any other g.
Step 1. Suppose we have a measure ν, suh that ν(Ω) = 0 and
g(x) =
∫
CΩ
Γs(x− y) dν(y) x ∈ CΩ.
Then set
u˜(x) =
∫
RN
Γs(x− y) dν(y) for any x ∈ RN :
a) u˜ = g in CΩ, sine ν is supported in CΩ,
b) u˜ = u in Ω, where u is given by
u(x) = −
∫
CΩ
g(y) (−△)sGΩ(x, y) dy, x ∈ Ω,
indeed,
−
∫
CΩ
g(y) · (−△)sGΩ(x, y) dy = −
∫
CΩ
(−△)sGΩ(x, y)
(∫
CΩ
Γs(z − y) dν(z)
)
dy
= −
∫
CΩ
(∫
CΩ
Γs(z − y) · (−△)sGΩ(x, y) dy
)
dν(z)
[in view of equation (2.9)℄
=
∫
CΩ
Γs(z − y) dν(z) = u˜(x),
) u is s-harmoni in Ω:
(ηr ∗ u) (x) =
∫
CBr(x)
ηr(y − x) · u(y) dy =
∫
CBr(x)
ηr(y − x)
(∫
RN
Γs(z − y) dν(z)
)
dy
=
∫
RN
(∫
CBr(x)
Γs(z − y) ηr(y − x) dy
)
dν(z) =
∫
RN
Γs(x− z) dν(z) = u(x)
by hoosing 0 < r < δ(x) ≤ |z − x| and exploiting the s-harmoniity of Γs.
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Step 2. If g ∈ C∞(CΩ) and supp g is bounded, then g admits an extension g˜ ∈ C∞c (RN ) and (see [60,
Lemma 1.1℄) there exists an absolutely ontinuous measure ν, with density Ψ, suh that
g˜(x) =
∫
CΩ
Γs(x− y) dν(y) for any x ∈ RN .
Denote by νΩ the measure obtained by restriting ν to Ω, i.e. νΩ(A) = ν(A ∩ Ω) for any measurable A
and νΩ has density ΨΩ = ΨχΩ, and
ν′Ω(y) =
{ ∫
Ω (−△)sGΩ(x, y) dνΩ(x) = −
∫
Ω (−△)sGΩ(x, y)ΨΩ(x) dx y ∈ CΩ
0 y ∈ Ω :
the integral is well-dened beause ΨΩ ∈ L1(Ω) while (−△)sGΩ(·, y) ∈ C(Ω) for any xed y ∈ CΩ as a
onsequene of GΩ(·, y) ∈ C(Ω) and equation (2.8). Dene γ = ν−νΩ+ν′Ω whih is a measure supported
in CΩ. Then, when x ∈ CΩ,∫
RN
Γs(x− y) dν′Ω(y) = −
∫
Ω
(∫
CΩ
Γs(x− y) (−△)sGΩ(z, y) dy
)
dνΩ(z) =
∫
Ω
Γs(x− z) dνΩ(z)
where we have used (2.9). Therefore∫
CΩ
Γs(x− y) dγ(y) =
∫
CΩ
Γs(x − y) dν(y) = g˜(x)
so that we an apply the previous step of the proof.
Step 3. For g ∈ L∞(CΩ), onsider a sequene {gn}n∈N ⊆ C∞(CΩ) uniformly bounded and onverging
pointwisely to g. The orresponding sequene of s-harmoni funtions un onverges to u, sine
un(x) = −
∫
CΩ
gn(y) (−△)sGΩ(x, y) dy −−−−→
n↑+∞
u(x) = −
∫
CΩ
g(y) (−△)sGΩ(x, y) dy
by Dominated Convergene. Then, again by the Dominated Convergene theorem we have
un = ηδ ∗ un −→ ηδ ∗ u, in Ω
therefore
u = lim un = ηδ ∗ u, in Ω,
i.e. u is s-harmoni in Ω.
Step 4. For a general measurable nonnegative g it sues now to onsider an inreasing sequene
gn onverging to g, e.g. gn = min{g, n}. Then the orresponding sequene of s-harmoni funtions un
onverges to u. Moreover, the sequene {un}n∈N is inreasing:
un+1(x) = −
∫
CΩ
gn+1(y) (−△)sGΩ(x, y) dy ≥ −
∫
CΩ
gn(y) (−△)sGΩ(x, y) dy = un(x).
Then, thanks to the Monotone Convergene theorem we have
un = ηδ ∗ un −→ ηδ ∗ u, in Ω
therefore
u = lim un = ηδ ∗ u, in Ω.
Uniqueness. Finally, if g ∈ C(CΩ), the solution we have built is the only solution in C(Ω) as an
appliation of Lemma 2.8.
remark 2.9 | Suppose to have g : CΩ → [0,+∞) for whih (2.18) fails and there is a set O ⊆ Ω,
|O| > 0, in whih
−
∫
CΩ
g(y) (−△)sGΩ(x, y) dy = +∞, x ∈ O.
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It is not possible in this ase to have a pointwise solution of{
(−△)su = 0 in Ω,
u = g in CΩ.
Indeed, if we set gn = min{g, n}, n ∈ N, then gn onverges monotonially to g, and
u(x) ≥ −
∫
CΩ
gn(y) (−△)sGΩ(x, y) dy n↑+∞−−−−−→ +∞
for all x ∈ O.
Regularity. As a last step we notie that the C∞ regularity is a onsequene of the representation
on balls and the regularity of the assoiated Poisson kernel therein. Properties listed in (1.8) are a
onsequene of Paragraph 5.3 below and the estimates on (−△)sGΩ(x, y), x ∈ Ω, y ∈ CΩ.
Seond ase: g, h ≡ 0. Use the onstrution of GΩ to write for x ∈ Ω
u(x) =
∫
Ω
f(y)GΩ(y, x) dy =
∫
Ω
f(y) Γs(y − x) dy −
∫
Ω
f(y)H(y, x) dy :
the rst addend is a funtion u1(x) whih solves (−△)su1 = fχΩ in RN , let us turn to the seond one:
u2(x) :=
∫
Ω
f(y)H(y, x) dy = −
∫
Ω
f(y)
[∫
CΩ
Γs(y − z)(−△)sH(x, z) dz
]
dy
= −
∫
CΩ
(−△)sH(x, z)
[∫
Ω
f(y)Γs(y − z) dy
]
dz
= −
∫
CΩ
(−△)sH(x, z)u1(z) dz = −
∫
CΩ
u1(z) (−△)sGΩ(x, z) dz.
Aording to the Step 4 above, u2 solves{
(−△)su2 = 0 in Ω
u2 = u1 in CΩ
therefore u = u1 − u2 and {
(−△)su = (−△)su1 − (−△)su2 = f in Ω
u = u1 − u2 = 0 in CΩ. (2.20)
Finally, u ∈ C2s+α(Ω) thanks to [78, Proposition 2.8℄, while for inequality
|u(x)| ≤ C‖f‖∞ δ(x)s
we refer to [73, Proposition 1.1℄.
remark 2.10 | Note that these omputations give an alternative integral representation to the one
provided in equation (2.7) for u, meaning that we have both∫
Ω
GΩ(x, y) (−△)su(y) dy = u(x) =
∫
Ω
GΩ(y, x) (−△)su(y) dy,
so we must onlude that GΩ(x, y) = GΩ(y, x) for x, y ∈ Ω, x 6= y.
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Third ase: f, g ≡ 0. The funtion u(x) = ∫∂ΩMΩ(x, θ)h(θ) dH(θ) is s-harmoni: to show this we
use both the onstrution of MΩ(x, θ) and the mean value formula (2.1). Using the notations of (2.14),
for any 0 < r < δ(x) there exists z ∈ Br(x)
uε(x) =
∫
CBr(x)
ηr(y)uε(x− y) dy + γ(N, s, r)(−△)suε(z) =
∫
CBr(x)
ηr(y)uε(x− y) dy + γ(N, s, r) fε(z)
where the equality (−△)suε = fε holds throughout Ω. Letting ε ↓ 0 we have both
uε(x)
ε↓0−−→ u(x) =
∫
∂Ω
MΩ(x, θ)h(θ) dH(θ)
and
fε(z)
ε↓0−−→ 0, for any z ∈ Ω.
If now we note that, for any p ∈ [1, N/(N − 2s)) it holds by the Jensen's Inequality∫
Ω
|uε|p ≤ ‖fε‖p−1L1(Ω)
∫
Ω
∫
Ω
GΩ(x, y)
p dx dy
whih is a quantity bounded independently of ε (see also Theorem 2.19 below), we dedue that {uε}ε
is an equibounded and equiontinuous family in L1(Ω) and so the onvergene uε → u holds in L1(Ω).
Moreover, when x is far from ∂Ω and ε < δ(x)
uε(x) =
∫
Ω
GΩ(x, y) fε(y) dy ≤ C
∫
{δ(y)<ε}
δ(y)fε(y) dy
whih again is bounded independently on ε. So we have boundedness in L∞loc(Ω) and onvergene in
L1(Ω). This implies that we have equality
u(x) =
∫
CBr
ηr(y)u(x− y) dy,
i.e. u is s-harmoni.
The fat that δ1−su ∈ C(Ω) is done in Lemma 2.7, while the C∞ regularity an be done one again
with the representation on balls.
lemma 2.11: an expliit example on the ball | If 0 < σ < 1− s, the funtions
uσ(x) =

c(N, s)
(1− |x|2)σ |x| < 1
c(N, s+ σ)
(|x|2 − 1)σ |x| > 1
u1−s(x) =

c(N, s)
(1− |x|2)1−s |x| < 1
0 |x| > 1
are s-harmoni in the ball B = B1(0), where c(N, s) is given by (1.4). Moreover in this ase
MB(x, θ) = lim
y ∈ Ω
y→θ∈∂Ω
GsB(x, y)
δ(y)s
=
C
(
1− |x|2)s
|x− θ|N for some C = C(N, s).
Proof. Aording to [60, equation (1.6.11')℄ and in view to the omputations due to Riesz [72℄, the
Poisson kernel for the ball B of radius 1 and entered at 0 has the expliit expression
− (−△)sGsB(x, y) =
c(N, s)
|x− y|N
(
1− |x|2
|y|2 − 1
)s
, c(N, s) =
Γ(N/2) sin(πs)
π1+N/2
. (2.21)
We onstrut here the s-harmoni funtion indued by data
h(θ) = 0, gσ(y) =
c(N, s+ σ)
(|y|2 − 1)σ , 0 < σ < 1− s.
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Indeed, it an be expliitly omputed(
1− |x|2)σ uσ(x) =
= − (1− |x|2)σ ∫
CB
gσ(y) · (−△)sGsB(x, y) dy =
∫
CB
c(N, s)
|x− y|N ·
(1− |x|2)s+σ
(|y|2 − 1)s gσ(y) dy =
=
∫
CB
c(N, s) c(N, s+ σ)
|x− y|N ·
(1− |x|2)s+σ
(|y|2 − 1)s+σ dy = −c(N, s)
∫
CB
(−△)s+σGs+σB (x, y) dy = c(N, s)
therefore the funtion
uσ(x) =

c(N, s)
(1− |x|2)σ x ∈ B
c(N, s+ σ)
(|x|2 − 1)σ x ∈ CB
solves the problem  (−△)
s
uσ = 0 in B
uσ(x) = gσ(x) =
c(N, s+ σ)
(|x|2 − 1)σ in CB.
We are interested in letting σ → 1− s. Obviously,
uσ(x)
σ→1−s−−−−−→ u(x) =

c(N, s)
(1− |x|2)1−s in B
0 in CB
everywhere in RN \ ∂B. The s-harmoniity is preserved, sine for x ∈ B and any r ∈ (0, 1− |x|),
u(x) = lim
σ→1−s
uσ(x) = lim
σ→1−s
∫
CBr
uσ(y) ηr(x− y) dy =
= lim
σ→1−s
∫
CBr∩B
uσ(y) ηr(x− y) dy + lim
σ→1−s
∫
CB
gσ(y) ηr(x− y) dy =
=
∫
CBr∩B
u(y) ηr(x − y) dy =
∫
CBr
u(y) ηr(x − y) dy
sine gσ
σ→1−s−−−−−→ 0 in L1(CB), while ηr( · − x) is bounded in CB for 0 < r < δ(x). For any ψ ∈ C∞c (B)
we have∫
B
uσψ = −
∫
CB
gσ(x)
∫
B
ψ(z) (−△)sGsB(z, x) dz dx =
= −
∫
CB
c(N, s+ σ)
(|x|2 − 1)σ
∫
B
ψ(z) (−△)sGsB(z, x) dz dx.
Then on the one hand ∫
B
uσψ
σ→1−s−−−−−→
∫
B
uψ = c(N, s)
∫
B
ψ(x)
(1− |x|2)1−s dx.
On the other hand
−
∫
CB
c(N, s+ σ)
(|x|2 − 1)σ
∫
B
ψ(z) (−△)sGsB(z, x) dz dx =
=
∫
CB
c(N, s+ σ)
(|x|2 − 1)σ
[∫
B
ψ(z)
c(N, s)
|z − x|N
(
1− |z|2
|x|2 − 1
)s
dz
]
dx =
=
∫
CB
c(N, s+ σ) c(N, s)
(|x|2 − 1)σ+s
∫
B
[
ψ(z)
(
1− |z|2)s
|z − x|N dz
]
dx.
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Note that the funtion
∫
B ψ(z) · (1−|z|
2)s
|z−x|N dz is C(CB) in the x variable, sine ψ ∈ C∞c (B). Splitting
x ∈ CB in spherial oordinates, i.e. x = ρθ, ρ = |x| ∈ (1,+∞) and |θ| = 1, and denoting by φ ∈ C(Ω)
the funtion satisfying (−△)sφ|Ω = ψ, φ = 0 in CΩ,
− c(N, s+ σ)
∫
CB
(−△)sφ(x)
(|x|2 − 1)σ dx =
∫ +∞
1
c(N, s+ σ) c(N, s)
(ρ2 − 1)σ+s · ψ1(ρ)ρ
N−1 dρ (2.22)
where ψ1(ρ) =
∫
∂B
∫
B
ψ(z)
(1−|z|2)
s
|z−ρθ|N
dz dH(θ) is ontinuous on [1,+∞) and has a deay at innity whih
is omparable to that of ρ−N . Therefore, as σ → 1− s,
− c(N, s+ σ)
∫
CB
(−△)sφ(x)
(|x|2 − 1)σ dx −→ c(N, s) c(N, 1/2)
ψ1(1)
2
=
=
c(N, s) c(N, 1/2)
2
∫
∂B
∫
B
ψ(z) ·
(
1− |z|2)s
|z − θ|N dz dH(θ).
Indeed, by the denition of c(N, s) in (1.4), it holds
−c(N, s+ σ)
∫ +∞
1
ρ dρ
(ρ2 − 1)σ+s = −
c(N, s+ σ)
2(1− s− σ)
σ↑1−s−−−−→ c(N, 1/2)
2π
and, sine in (2.22) the produt ψ1(ρ) ρ
N−2 ∈ C([1,+∞)),
−c(N, s+ σ)
∫
CB
(−△)sφ(x)
(|x|2 − 1)σ dx −→ c(N, s) c(N, 1/2)
ψ1(1)
2
.
So ∫
B
uψ =
c(N, s) c(N, 1/2)
2
∫
∂B
∫
B
ψ(z) ·
(
1− |z|2)s
|z − θ|N dz dH(θ),
i.e.
u(x) =
c(N, s) c(N, 1/2)
2
∫
∂B
(
1− |x|2)s
|x− θ|N dH(θ)
and then the kernel MB(x, θ) for the ball is
MB(x, θ) = lim
y ∈ Ω
y→θ∈∂Ω
GsB(x, y)
δ(y)
s = C ·
(
1− |x|2)s
|x− θ|N
where C = C(N, s).
2.3 the linear dirihlet problem: an L
1
theory
We dene L1 solutions for the Dirihlet problem, in the spirit of Stampahia [83℄. A proper funtional
spae in whih to onsider test funtions is the following.
lemma 2.12: test funtion spae | For any ψ ∈ C∞c (Ω) the solution φ of
(−△)sφ = ψ in Ω
φ = 0 in CΩ
Eφ = 0 on ∂Ω
satises the following
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1. (−△)sφ ∈ L1(CΩ) and for any x ∈ CΩ
(−△)sφ(x) =
∫
Ω
ψ(z) (−△)sGΩ(z, x) dz, (2.23)
2. for any θ ∈ ∂Ω ∫
Ω
MΩ(x, θ)ψ(x) dx = Dsφ(θ). (2.24)
Proof. The solution φ is given by φ(x) =
∫
RN
ψ(y)GΩ(y, x) dy ∈ C2s+ε(Ω) ∩ C(Ω). Also, when x ∈ CΩ,
(−△)sφ(x) = −CN,s
∫
Ω
φ(y)
|y − x|N+2s dy = −
∫
Ω
CN,s
|y − x|N+2s
[∫
Ω
ψ(z)GΩ(z, y) dz
]
dy =
= −
∫
Ω
ψ(z)
[
CN,s
∫
Ω
GΩ(z, y)
|y − x|N+2s dy
]
dz =
∫
Ω
ψ(z) (−△)sGΩ(z, x) dz.
Thanks to the integrability of (−△)sGΩ(z, x) in CΩ, also (−△)sφ ∈ L1(CΩ), so that φ is an admissible
funtion for the integration by parts formula (1.7). Moreover,∫
Ω
MΩ(x, θ)ψ(x) dx = Dsφ(θ).
Indeed,∫
Ω
MΩ(x, θ)ψ(x) dx =
∫
Ω
ψ(x) lim
z∈Ω
z→θ
GΩ(x, z)
δ(z)
s dx = lim
z∈Ω
z→θ
∫
Ω
ψ(x)GΩ(x, z)
δ(z)
s dx = lim
z∈Ω
z→θ
φ(z)
δ(z)
s = Dsφ(θ).
Then, our spae of test funtions will be
T (Ω) =
φ ∈ C(RN ) :

(−△)sφ = ψ in Ω
φ = 0 in CΩ
Eφ = 0 in ∂Ω
, when ψ ∈ C∞c (Ω)
 .
Note that the map Ds is well-dened from T (Ω) to C(∂Ω) as a onsequene of the results in [73, Theorem
1.2℄. We give the following
definition 2.13: Weak L1 solution | Given three Radon measures λ ∈ M(Ω), µ ∈ M(CΩ)
and ν ∈M(∂Ω), we say that a funtion u ∈ L1(Ω) is a solution of
(−△)su = λ in Ω
u = µ in CΩ
Eu = ν on ∂Ω
if for every φ ∈ T (Ω) it holds∫
Ω
u(x)(−△)sφ(x) dx =
∫
Ω
φ(x) dλ(x) −
∫
CΩ
(−△)sφ(x) dµ(x) +
∫
∂Ω
Dsφ(θ) dν(θ) (2.25)
where Dsφ(θ) = lim
x ∈ Ω
x→θ
φ(x)
δ(x)s
.
proposition 2.14 | Solutions provided by Theorem 1.4 are solutions in the above L1 sense.
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Proof. Indeed, if
u(x) =
∫
Ω
f(y)GΩ(y, x) dy −
∫
CΩ
g(y) (−△)sGΩ(x, y) dy +
∫
∂Ω
MΩ(x, θ)h(θ) dH(θ),
then for any φ ∈ T (Ω),∫
Ω
u(x) (−△)sφ(x) dx =
=
∫
Ω
[∫
Ω
f(y)GΩ(y, x) dy −
∫
CΩ
g(y) (−△)sGΩ(x, y) dy +
∫
∂Ω
MΩ(x, θ)h(θ) dH(θ)
]
(−△)sφ(x) dx
=
∫
Ω
f(y)
∫
Ω
(−△)sφ(x)GΩ(y, x) dx dy −
∫
CΩ
g(y)
∫
Ω
(−△)sφ(x) (−△)sGΩ(x, y) dx dy +
+
∫
∂Ω
h(θ)
∫
Ω
MΩ(x, θ)(−△)sφ(x)dH(θ).
Apply now (2.23) and (2.24) to dedue the thesis.
Proof of Theorem 1.9. In ase ν = 0, we laim that the solution is given by formula
u(x) =
∫
Ω
GΩ(y, x) dλ(y)−
∫
CΩ
(−△)sGΩ(x, y) dµ(y).
Take φ ∈ T (Ω):∫
Ω
u(x) (−△)sφ(x) dx =
∫
Ω
[∫
Ω
GΩ(y, x) dλ(y)−
∫
CΩ
(−△)sGΩ(x, y) dµ(y)
]
(−△)sφ(x) dx =
=
∫
Ω
[∫
Ω
(−△)sφ(x)GΩ(y, x) dx
]
dλ(y) −
∫
CΩ
[∫
Ω
(−△)sφ(x) (−△)sGΩ(x, y) dx
]
dµ(y) =
=
∫
Ω
φ(y) dλ(y)−
∫
CΩ
(−△)sφ(y) dµ(y)
again using (2.23). Then, we laim that the funtion
u(x) =
∫
∂Ω
MΩ(x, θ) dν(θ)
solves problem 
(−△)su = 0 in Ω,
u = 0 in CΩ,
Eu = ν on ∂Ω.
This, along with the rst part of the proof, proves our thesis. Take φ ∈ T (Ω) and all ψ = (−△)sφ|Ω ∈
C∞c (Ω). Then∫
Ω
(∫
∂Ω
MΩ(x, θ) dν(θ)
)
ψ(x) dx =
∫
∂Ω
(∫
Ω
MΩ(x, θ)ψ(x) dx
)
dν(θ)
=
∫
∂Ω
∫
Ω
ψ(x) lim
z ∈ Ω
z→θ
GΩ(x, z)
δ(z)s
dx
 dν(θ)
=
∫
∂Ω
lim
z ∈ Ω
z→θ
(∫
Ω
ψ(x)GΩ(x, z)
δ(z)
s dx
)
dν(θ)
=
∫
∂Ω
lim
z ∈ Ω
z→θ
φ(z)
δ(z)s
dν(θ) =
∫
∂Ω
Dsφ(θ) dν(θ).
The uniqueness is due to Lemma 2.16 below. Theorem 2.17 below proves the estimate on the L1
norm of the solution.
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orollary 2.15 | The solution provided by Theorem 1.9 satises, for any open A ⊆ Ω suh that
A ⊆ Ω and any φA ∈ T (A),∫
A
u(x)(−△)sφA(x) dx =
∫
A
φA(x) dλ(x) −
∫
Ω\A
u(x)(−△)sφA(x) dx−
∫
CΩ
(−△)sφ(x) dµ(x).
Proof. For the sake of larity we give the proof in the partiular ase µ = ν = 0; the other ases follow
with the same omputations with the neessary modiations. Establish problem
(−△)suA = λ in A
uA = u in CA
EuA = 0 on ∂A
:
we want to prove that uA = u in A. The funtion uA is given by
uA(x) =
∫
A
GA(x, z) dλ(z)−
∫
Ω\A
(−△)sGA(x, z)u(z) dz
=
∫
A
GA(x, z) dλ(z)−
∫
Ω\A
(−△)sGA(x, z)
[∫
Ω
GΩ(z, y) dλ(y)
]
dz
=
∫
A
GA(x, z) dλ(z)−
∫
A
[∫
Ω\A
(−△)sGA(x, y)GΩ(y, z) dy
]
dλ(z)
−
∫
Ω\A
[∫
Ω\A
(−△)sGA(x, y)GΩ(y, z) dy
]
dλ(z).
Sine now, by onstrution of Green funtions,
GA(x, z)−
∫
Ω\A
(−△)sGA(x, y)GΩ(y, z) dy = GΩ(x, z) x, z ∈ A,∫
Ω\A
(−△)sGA(x, y)GΩ(y, z) dy = (−△)sGΩ(x, z) x ∈ A, z ∈ CA,
we dedue uA(x) = u(x), x ∈ A.
lemma 2.16: maximum priniple | Let u ∈ L1(Ω) be a solution of
(−△)su ≤ 0 in Ω,
u ≤ 0 in CΩ,
Eu ≤ 0 on ∂Ω.
Then u ≤ 0 a.e. in RN .
Proof. Take ψ ∈ C∞c (Ω), ψ ≥ 0 and the assoiated φ ∈ T (Ω) for whih (−△)sφ|Ω = ψ: it is φ ≥ 0 in Ω,
in view of Lemma 2.8. This implies that for y ∈ CΩ it holds
(−△)sφ(y) = −CN,s
∫
Ω
φ(z)
|y − z|N dz ≤ 0,
and also Dsφ ≥ 0 throughout ∂Ω. In partiular∫
Ω
uψ ≤ 0
as a onsequene of (2.25).
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2.3.1 Regularity theory
theorem 2.17 | Given three Radon measures λ ∈ M(Ω), µ ∈ M(CΩ) and ν ∈ M(∂Ω), onsider the
solution u ∈ L1(Ω) of problem 
(−△)su = λ in Ω,
u = µ in CΩ,
Eu = ν on ∂Ω.
Then
‖u‖L1(Ω) ≤ C
(
‖λ‖M(Ω,δ(x)s dx) + ‖µ‖M(CΩ,δ(x)−s∧δ(x)−n−2s dx) + ‖ν‖M(∂Ω)
)
.
Proof. Consider ζ to be the solution of 
(−△)sζ = 1 in Ω
ζ = 0 in CΩ
Eζ = 0 on ∂Ω
whih we know to satisfy 0 ≤ ζ(x) ≤ C δ(x)s in Ω, see [73℄. Note also that, by approximating ζ with
funtions in T (Ω) and by (2.23), for x ∈ CΩ
(−△)sζ(x) =
∫
Ω
(−△)sGΩ(z, x) dz, x ∈ CΩ,
and therefore, when x ∈ CΩ and δ(x) < 1,
0 ≤ −(−△)sζ(x) ≤
∫
Ω
C δ(y)s
|y − x|N+2s dy ≤ C
∫ +∞
δ(x)
dt
t1+s
=
C
δ(x)s
,
while for x ∈ CΩ and δ(x) ≥ 1
0 ≤ −(−△)sζ(x) ≤
∫
Ω
C δ(y)s
|y − x|N+2s dy ≤
C
δ(x)N+2s
∫
Ω
δ(y)s dy.
Furthermore, Dsζ is a well-dened funtion on ∂Ω, again thanks to the results in [73, Proposition 1.1℄.
Indeed, onsider an inreasing sequene {ψk}k∈N ⊆ C∞c (Ω), suh that 0 ≤ ψk ≤ 1, ψk ↑ 1 in Ω. Call φk
the funtion in T (Ω) assoiated with ψk, i.e. (−△)sφk|Ω = ψk. In this setting
0 ≤ lim
z∈Ω
z→θ
ζ(z)− φk(z)
δ(z)
s = lim
z∈Ω
y→θ
∫
Ω
GΩ(y, z)
δ(z)
s (1− ψk(y)) dy ≤
∫
Ω
MΩ(y, θ) (1− ψk(y)) dy k→+∞−−−−−→ 0,
hene Dsζ(θ) is well-dened and it holds
Dsζ(θ) =
∫
Ω
MΩ(x, θ) dx.
Finally, we underline how Dsζ ∈ L∞(Ω), thanks to (2.17).
We split the rest of the proof by using the integral representation of u:
i the mass indued by the right-hand side is∫
Ω
∣∣∣∣∫
Ω
GΩ(y, x) dλ(y)
∣∣∣∣ dx ≤ ∫
Ω
∫
Ω
GΩ(y, x) dx d|λ|(y) ≤
∫
Ω
ζ(y) d|λ|(y) ≤ C
∫
Ω
δ(y)s d|λ|(y),
ii the one indued by the external datum∫
Ω
∣∣∣∣∫
CΩ
(−△)sGΩ(x, y) dµ(y)
∣∣∣∣ dx ≤ ∫
CΩ
−
∫
Ω
(−△)sGΩ(x, y) dx d|µ|(y) =
=
∫
CΩ
−(−△)sζ(y) d|µ|(y) ≤
∫
CΩ
(
C
δ(y)s
∧ C
δ(y)N+2s
)
d|µ|(y),
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iii nally the mass due to the boundary behavior∫
Ω
∣∣∣∣∫
∂Ω
MΩ(x, θ) dν(θ)
∣∣∣∣ dx ≤ ∫
∂Ω
∫
Ω
MΩ(x, θ) dx d|ν|(θ) =
=
∫
∂Ω
Dsζ(θ) d|ν|(θ) ≤ ‖Dsζ‖∞ |ν|(∂Ω).
Note that the smoothness of the domain is needed only to make the last point go through, and we an
repeat the proof in ase ν = 0 without requiring ∂Ω ∈ C1,1.
To gain higher integrability on a solution, the rst step we take is the following
lemma 2.18 | For any q > N/s there exists C = C(N, s,Ω, q) suh that for all φ ∈ T (Ω)wwww φδs
wwww
L∞(Ω)
≤ C ‖(−△)sφ‖Lq(Ω).
Proof. Call as usual ψ = (−△)sφ|Ω ∈ C∞c (Ω). Let us work formallywwww φδs
wwww
L∞(Ω)
≤ sup
x∈Ω
1
δ(x)s
∫
Ω
GΩ(x, y) |ψ(y)| dy ≤ sup
x∈Ω
‖GΩ(x, ·)‖Lp(Ω)
δ(x)s
· ‖(−△)sφ‖Lq(Ω),
where
1
p +
1
q = 1. Thus we need only to understand for what values of p we are not writing a trivial
inequality. The main tool here is inequality
GΩ(x, y) ≤ c δ(x)
s
|x− y|N (|x− y|
s ∧ δ(y)s) , (2.26)
whih holds in C1,1 domains, see [27, equation 2.14℄. We have then∫
Ω
∣∣∣∣GΩ(x, y)δ(x)s
∣∣∣∣p dy ≤ c ∫
Ω
1
|x− y|Np (|x− y|
sp ∧ δ(y)sp) dy ≤ c
∫
Ω
1
|x− y|(N−s)p
whih is uniformly bounded in x for p < N/(N − s). This ondition on p beomes q > N/s.
In view of this last lemma, we are able to provide the following theorem, whih is the frational
ounterpart of a lassial result (see e.g. [41, Proposition A.9.1℄).
theorem 2.19 | For any p < N/(N − s), there exists a onstant C suh that any solution u ∈ L1(Ω)
of problem 
(−△)su = λ in Ω
u = 0 in CΩ
Eu = 0 on ∂Ω
has a nite Lp-norm ontrolled by
‖u‖Lp(Ω) ≤ C ‖λ‖L1(Ω,δ(x)sdx)
Proof. For any ψ ∈ C∞c (Ω), let φ ∈ T (Ω) be hosen in suh a way that (−△)sφ|Ω = ψ. We have∣∣∣∣∫
Ω
u(x)ψ(x) dx
∣∣∣∣ = ∣∣∣∣∫
Ω
φ(x) dλ(x)
∣∣∣∣ ≤ ∫
Ω
|φ(x)|
δ(x)s
· δ(x)s d|λ|(x) ≤ C‖ψ‖Lq(Ω)
∫
Ω
δ(x)s d|λ|(x).
where q is the onjugate exponent of p, aording to Lemma 2.18. By density of C∞c (Ω) in L
q(Ω) and
the isometry between Lp(Ω) and the dual spae of Lq(Ω), we obtain our thesis.
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2.4 asymptoti behaviour at the boundary
2.4.1 Right-hand side blowing up at the boundary: proof of (1.16)
In this paragraph we study the boundary behaviour of the solution u to the problem

(−△)su(x) = δ(x)−β in Ω, 0 < β < 1 + s
u = 0 in CΩ
Eu = 0 on ∂Ω
starting from the radial ase Ω = B. Then
u(x) =
∫
B
GB(x, y)
δ(y)
β
dy
and by using (1.14), up to multipliative onstants,
u(x) ≤
∫
B
[
|x− y|2 ∧ δ(x)δ(y)
]s
|x− y|N
· dy
δ(y)β
.
Set
ε := δ(x) and x = (1 − ε)e1, θ := y|y| , r := δ(y) and y = (1 − r)θ,
and rewrite
u(x) ≤
∫
SN−1
∫ 1
0
[
|(1 − ε)e1 − (1− r)θ|2 ∧ εr
]s
|(1− ε)e1 − (1− r)θ|N
· (1− r)
N−1
rβ
dr dHN−1(θ).
Split the angular variable in θ = (θ1, θ
′) where θ1 = 〈θ, e1〉 and θ21 + |θ′|2 = 1: then, for a general F ,∫
SN−1
F (θ)dHN−1(θ) =
∫
SN−2
(∫ 1
−1
(
1− θ21
)(N−3)/2
F (θ1, θ
′) dθ1
)
dHN−2(θ′),
and we write
u(x) ≤
∫
SN−2
∫ 1
0
(
1− θ21
)(N−3)/2 ∫ 1
0{
[(1 − ε)2 + (1 − r)2 − 2(1− ε)(1− r)θ1] ∧ εr
}s
(1− r)N−1
[(1− ε)2 + (1− r)2 − 2(1− ε)(1− r)θ1]N/2 rβ
dr dθ1 dHN−2(θ′)
= HN−2(SN−2)
∫ 1
0
(
1− θ21
)(N−3)/2 ∫ 1
0{
[(1 − ε)2 + (1 − r)2 − 2(1− ε)(1− r)θ1] ∧ εr
}s
(1− r)N−1
[(1− ε)2 + (1− r)2 − 2(1− ε)(1− r)θ1]N/2 rβ
dr dθ1.
From now on we will drop all multipliative onstants and all inequalities will have to be interpreted to
hold up to onstants. Let us apply a rst hange of variables
t =
1− r
1− ε ←→ r = 1− (1− ε)t
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to obtain
u(x) ≤
∫ 1
0
(
1− θ21
)(N−3)/2 ∫ 1/(1−ε)
0
(2.27){
[(1− ε)2 + (1− ε)2t2 − 2(1− ε)2tθ1] ∧ ε(1− (1− ε)t)
}s
[(1− ε)2 + (1− ε)2t2 − 2(1− ε)2tθ1]N/2
(1− ε)N tN−1
(1− (1 − ε)t)β
dt dθ1
=
∫ 1
0
(
1− θ21
)(N−3)/2 ∫ 1/(1−ε)
0
[
(1− ε)2(1 + t2 − 2tθ1) ∧ ε(1− (1 − ε)t)
]s
[1 + t2 − 2tθ1]N/2
· t
N−1
(1− (1− ε)t)β
dt dθ1
≤
∫ 1/(1−ε)
0
∫ 1
0
{
[(1− t)2 + 2tσ] ∧ ε[1− (1 − ε)t]}s
[(1− t)2 + 2tσ]N/2
σ(N−3)/2 dσ
tN−1
(1 − (1− ε)t)β
dt, (2.28)
where σ = 1− θ1. We ompute now the integral in the variable σ. Let σ′ be dened by equality
(1− t)2 + 2tσ′ = ε[1− (1− ε)t] ⇐⇒ σ′ = ε[1− (1 − ε)t]− (1− t)
2
2t
and let
σ∗ = max{σ′, 0}.
The quantity σ∗ equals 0 if and only if
ε[1− (1 − ε)t] ≤ (1 − t)2
and it is easy to verify that this happens whenever
t ≤ t1(ε) := 1− ε− ε
2 + ε
√
ε2 − 2ε+ 5
2
, t ≥ t2(ε) := 1 + −ε+ ε
2 + ε
√
ε2 − 2ε+ 5
2
.
remark 2.20 | For small ε > 0 we have t2(ε) <
1
1−ε , 0 < t1(ε) < 1
Hene
σ∗ = max{σ′, 0} =

ε[1− (1− ε)t]− (1 − t)2
2t
if t ∈ (t1(ε), t2(ε)) ⊆
(
0, 11−ε
)
0 if t ∈ (0, t1(ε)) ∪
(
t2(ε),
1
1−ε
)
.
We split now integral (2.28) into four piees, as following∫ 1
1−ε
0
dt
∫ 1
0
dσ =
=
∫ t2(ε)
t1(ε)
dt
∫ σ∗
0
dσ +
∫ t2(ε)
t1(ε)
dt
∫ 1
σ∗
dσ +
∫ t1(ε)
0
dt
∫ 1
0
dσ +
∫ 1
1−ε
t2(ε)
dt
∫ 1
0
dσ, (2.29)
and we treat eah of them separately:
 for the rst one we have∫ σ∗
0
σ(N−3)/2
[(1− t)2 + 2tσ]N/2−s
dσ ≤ 1
(2t)
(N−3)/2
∫ σ∗
0
[(1 − t)2 + 2tσ]s−3/2 dσ ≤
≤ 1
t(N−1)/2
1
s− 12
[
εs−1/2 (1− (1− ε)t)s−1/2 − |1− t|2s−1
]
and therefore the rst integral is less than∫ t2(ε)
t1(ε)
t(N−1)/2
(1− (1− ε)t)β
· 1
s− 12
[
εs−1/2 (1− (1− ε)t)s−1/2 − |1− t|2s−1
]
dt; (2.30)
note now that t2(ε)− t1(ε) ∼ ε, up to a multipliative onstant, and 11−ε − 1 ∼ ε and thus (2.30)
is of magnitude
ε−β+2s;
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 for the seond integral we have
∫ 1
σ∗
σ(N−3)/2
[(1− t)2 + 2tσ]N/2
dσ ≤ 1
(2t)
(N−3)/2
∫ σ∗
0
[(1− t)2 + 2tσ]−3/2 dσ ≤
≤ 1
t(N−1)/2
[
ε−1/2 (1− (1− ε)t)−1/2 − (1 + t2)−1/2
]
and therefore the seond integral is less than∫ t2(ε)
t1(ε)
t(N−1)/2
(1− (1 − ε)t)β
·
[
ε−1/2 (1− (1− ε)t)−1/2 − (1 + t2)−1/2
]
dt; (2.31)
and (2.31) is of magnitude
ε−β+2s;
 for the third integral we have∫ 1
0
σ(N−3)/2
[(1− t)2 + 2tσ]N/2
dσ ≤ 1
t(N−3)/2
∫ 1
0
dσ
[(1− t)2 + 2tσ]3/2
≤ 1
t(N−1)/2
· 1|1− t|
so that the third integral is less than∫ t1(ε)
0
t(N−1)/2 εs
(1− (1 − ε)t)β−s
· dt
1− t ≤ ε
s
∫ t1(ε)
0
dt
(1− t) (1− (1− ε)t)β−s
≤
≤ εs
∫ t1(ε)
0
dt
(1− t)β−s+1
=
εs (1− t1(ε))β−s
β − s −
εs
β − s
(2.32)
if β 6= s and (2.32) is of magnitude
εs for 0 ≤ β < s,
εs log 1ε for β = s,
ε−β+2s for s < β < 1 + s;
 for the fourth integral we have∫ 1
0
σ(N−3)/2
[(1− t)2 + 2tσ]N/2
dσ ≤ 1
t(N−1)/2
· 1|1− t|
so that the fourth integral is less than∫ 1
1−ε
t2(ε)
t(N−1)/2 εs
(1− (1− ε)t)β−s
· dt
t− 1 ≤ ε
s
∫ 1
1−ε
t2(ε)
dt
(t− 1) (1− (1− ε)t)β−s
(2.33)
and (2.33) is of magnitude
εs
∫ 1
1−ε
t2(ε)
dt
(t− 1)β−s+1
∼ εs for 0 ≤ β < s,
εs
∫ 1
1−ε
t2(ε)
dt
t− 1 ∼ ε
s log 1ε for β = s,
εs
t2(ε)− 1
∫ 1
1−ε
t2(ε)
dt
(1− (1− ε)t)β−s
∼ ε−β+2s for s < β < 1 + s.
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Resuming the information olleted so far, what we have gained is that, up to onstants,
u(x) ≤

δ(x)
s
for 0 ≤ β < s,
δ(x)
s
log
1
δ(x)
for β = s,
δ(x)−β+2s for s < β < 1 + s.
(2.34)
This establishes an upper bound for the solutions. Note now that the integral (2.28) works also as a
lower bound, of ourse up to onstants. Using the split expression (2.29) we entail
u(x) ≥∫ 1
1−ε
0
∫ 1
0
{
[(1− t)2 + 1 + 2tσ] ∧ ε[1− (1− ε)t]}s
[(1− t)2 + 2tσ]N/2
σ(N−3)/2 dσ
tN−1
(1 − (1− ε)t)β
dt
≥
∫ t1(ε)
0
tN−1 εs
(1− (1− ε)t)β−s
∫ 1
0
σ(N−3)/2
[(1− t)2 + 2tσ]N/2
dσ dt,
where we have used only the expression with the third integral in (2.29). We laim that∫ 1
0
σ(N−3)/2
[(1− t)2 + 2tσ]N/2
dσ ≥ 1
1− t ≥
1
1− (1− ε)t , (2.35)
where the inequality is intended to hold up to onstants. In ase (2.35) holds and β 6= s we have
∫ t1(ε)
0
tN−1 εs
(1− (1− ε)t)β−s
∫ 1
0
σ(N−3)/2
[(1 − t)2 + 2tσ]N/2
dσ dt ≥
∫ t1(ε)
0
tN−1 εs
(1− (1− ε)t)β−s+1
dt =
=
1
(1− ε) (β − s) ·
tN−1 εs
(1− (1 − ε)t)β−s

t1(ε)
0
− N − 1
(1 − ε)(β − s)
∫ t1(ε)
0
tN−2 εs
(1− (1− ε)t)β−s
dt.
The integral on the seond line is a bounded quantity as ε ↓ 0 sine β < 1 + s. Now, we are left with
u(x) ≥ ε
−β+2s
β − s −
εs
β − s
so that
u(x) ≥

εs when 0 ≤ β < s
εs log
1
ε
when β = s
ε−β+2s when s < β < 1 + s.
We still have to prove (2.35): note that an integration by parts yields, for N ≥ 4,∫ 1
0
σ(N−3)/2
[(1− t)2 + 2tσ]N/2
dσ =
1
2t (1−N/2) ·
1
[(1 − t)2 + 2t]N/2−1
+
+
1
2t (N/2− 1)
∫ 1
0
σ(N−5)/2
[(1− t)2 + 2tσ]N/2−1
dσ
so that we an show (2.35) only in dimensions N = 2, 3 and dedue the same onlusions for any other
value of N by integrating by parts a suitable number of times. For N = 2∫ 1
0
dσ√
σ [(1− t)2 + 2tσ] =
π√
2t(1− t) .
For N = 3 ∫ 1
0
dσ
[(1− t)2 + 2tσ]3/2
=
1
4t
(
1
1− t −
√
1
1 + t2
)
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whih ompletely proves our laim (2.35).
So far we have worked only on spherial domains. In a general domain Ω with C1,1 boundary, split
the problem in two by setting u = u1 + u2, for 0 < β < 1 + s and a small δ0 > 0
(−△)su1 =
χ{δ≥δ0}
δβ
in Ω
u1 = 0 in CΩ
Eu1 = 0 on ∂Ω,

(−△)su2 =
χ{δ<δ0}
δβ
in Ω
u2 = 0 in CΩ
Eu2 = 0 on ∂Ω.
Note that u1 ∈ Cs(RN ), see [73, Proposition 1.1℄. Sine ∂Ω ∈ C1,1, we hoose now δ0 suiently small
in order to have that for any y ∈ Ω with δ(y) < δ0 it is uniquely determined θ = θ(y) ∈ ∂Ω suh that
|y − θ| = δ(y). Then in inequalities (see (1.14))
∫
{δ(y)<δ0}
[
|x− y|2 ∧ δ(x)δ(y)
]s
c2 |x− y|N δ(y)β
dy ≤ u2(x) =
∫
{δ(y)<δ0}
GΩ(x, y)
δ(y)
β
dy ≤
≤
∫
{δ(y)<δ0}
c2
[
|x− y|2 ∧ δ(x)δ(y)
]s
|x− y|N δ(y)β
dy
set
ν(θ), θ ∈ ∂Ω, the outward unit normal to ∂Ω at θ,
ε := δ(x), θ∗ = θ(x), and x = θ∗ − ε ν(θ∗),
θ = θ(y), r := δ(y), and y = θ − r ν(θ).
Then, using the Fubini's Theorem, we write
∫
{δ(y)<δ0}
[
|x− y|2 ∧ δ(x)δ(y)
]s
|x− y|N δ(y)β
dy =
∫ δ0
0
∫
∂Ω
[
|θ∗ − ε ν(θ∗)− θ + r ν(θ)|2 ∧ εr
]s
|θ∗ − ε ν(θ∗)− θ + r ν(θ)|N rβ
dH(θ) dr. (2.36)
Split the integration on ∂Ω into the integration on Γ := {θ ∈ ∂Ω : |θ− θ∗| < δ1} and ∂Ω \ Γ, and hoose
δ1 > 0 small enough to have a C
1,1
dieomorphism
ϕ : Γ˜ ⊆ SN−1 −→ Γ
ω 7−→ θ = ϕ(ω).
We build now
ϕ : Γ˜× (0, δ0) ⊆ B1 −→ {y ∈ Ω : δ(y) < δ0, |θ(y)− θ∗| < δ1}
(1− δ)ω = ω − δω 7−→ y = θ − δ ν(θ) = ϕ(ω)− δ ν(ϕ(ω)),
where we suppose e1 ∈ Γ˜ and φ(e1) = θ∗. With this hange of variables (2.36) beomes
∫
{δ(y)<δ0}
[
|x− y|2 ∧ δ(x)δ(y)
]s
|x− y|N δ(y)β
dy =
∫ δ0
0
∫
Γ˜
[
|e1 − ε e1 − ω + r ω|2 ∧ εr
]s
|e1 − ε e1 − ω + r ω|N rβ
|Dϕ(ω)| dH(ω) dr
whih, sine |Dϕ(ω)| is a bounded ontinuous quantity far from 0, is bounded below and above in terms
of ∫ δ0
0
∫
Γ˜
[
|(1− ε)e1 − (1− r)ω|2 ∧ εr
]s
|(1− ε)e1 − (1 − r)ω|N rβ
dH(ω) dr,
i.e. we are brought bak to the spherial ase.
2.4.2 Boundary ontinuity of s-harmoni funtions
Consider g : CΩ→ R and
u(x) = −
∫
CΩ
g(y)(−△)sGΩ(x, y) dy
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and think of letting x → θ ∈ ∂Ω. Suppose that for any small ε > 0 there exists δ > 0 suh that
|g(y)− g(θ)| < ε for any y ∈ CΩ ∩Bδ(θ). Then
|u(x)− g(θ)| =
∣∣∣∣∫
CΩ
(g(θ)− g(y))(−△)sGΩ(x, y) dy
∣∣∣∣ ≤
≤
∫
CΩ∩Bδ(θ)
|(g(θ)− g(y))(−△)sGΩ(x, y)| dy +
∫
CΩ\Bδ(θ)
|(g(θ)− g(y))(−△)sGΩ(x, y)| dy.
The rst addend satises∫
CΩ∩Bδ(θ)
|(g(θ)− g(y))(−△)sGΩ(x, y)| dy ≤ −ε
∫
CΩ∩Bδ(θ)
(−△)sGΩ(x, y) dy ≤ ε.
For the seond one we exploit (1.13):∫
CΩ\Bδ(θ)
|(g(θ)− g(y))(−△)sGΩ(x, y)| dy ≤ δ(x)s
∫
CΩ\Bδ(θ)
c1|(g(θ)− g(y))|
δ(y)
s
(1 + δ(y))
s |x− y|N
whih onverges to 0 as x→ θ ∈ ∂Ω. So we have that
lim
x→θ
|u(x)− g(θ)| ≤ ε,
and by arbitrarily hoosing ε, we onlude
lim
x→θ
u(x) = g(θ).
2.4.3 Explosion rate of large s-harmoni funtions: proof of (1.17)
We study here the rate of divergene of
u(x) = −
∫
CΩ
g(y) (−△)sGΩ(x, y) dy as x→ ∂Ω, x ∈ Ω
whih is the solution to 
(−△)su = 0 in Ω
u = g in CΩ
Eu = 0 on ∂Ω
in ase g explodes at ∂Ω.
remark 2.21 | The asymptoti behaviour of u depends only on the values of g near the boundary,
sine we an split
g = gχ{d<η} + gχ{d≥η}
and the seond addend has a null ontribution on the boundary, in view of Paragraph 2.4.2. Therefore
in our omputations we will suppose that g(y) = 0 for δ(y) > η.
In the further assumption that g explodes like a power, i.e. there exist η, k,K > 0 for whih
k
δ(y)τ
≤ g(y) ≤ K
δ(y)σ
, for 0 ≤ τ ≤ σ < 1− s, 0 < δ(y) < η
(the hoie σ < 1 − s is in order to have (2.18), see (1.13) above) our proof doesn't require heavy
omputations and it is as follows.
Dropping multipliative onstants in inequalities and for Ωη = {y ∈ CΩ : δ(y) < η}:
δ(x)σu(x) = −δ(x)σ
∫
CΩ
g(y) · (−△)sGΩ(x, y) dy ≤
≤
∫
Ωη
δ(x)s+σ
δ(y)s+σ (1 + δ(y))
s |x− y|N dy ≤ −
∫
CΩ
χΩη (y) · (−△)s+σGs+σΩ (x, y) dy ≤ 1
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Similarly one an treat also the lower bound:
δ(x)τu(x) = −δ(x)τ
∫
CΩ
g(y) · (−△)sGΩ(x, y) dy ≥
≥
∫
Ωη
δ(x)s+τ
δ(y)s+τ (1 + δ(y))s |x− y|N dy ≥ −
∫
CΩ
χΩη (y) · (−△)s+τGs+τΩ (x, y) dy −−−−→
x→∂Ω
1.
The limit we have omputed above is the ontinuity up to the boundary of û solution of
(−△)s+τ û = 0 in Ω,
û = χΩη in CΩ,
Eû = 0 on ∂Ω.
remark 2.22 | Both the upper and the lower estimate are optimal, thanks to what have been shown
in Example 2.11.
In the ase of a general boundary datum g we start from the ase Ω = B, realling that in this setting,
aording to [60, equation (1.6.11')℄,
−(−△)sGB(x, y) = c(N, s)|x− y|N
(
1− |x|2
|y|2 − 1
)s
and therefore
u(x) =
∫
CB
c(N, s)
|x− y|N
(
1− |x|2
|y|2 − 1
)s
g(y) dy.
Suppose without loss of generality
x = (1− ε) e1 ε = δ(x)
y = (1 + r) θ r = δ(y), θ = y|y| , θ1 = e1 · θ
so that
u(x) =
∫ η
0
[∫
∂B
c(N, s)
|(1− ε)2 + (1 + r)2 − 2(1− ε)(1 + r)θ1|N/2
(
ε(2− ε)
r(2 + r)
)s
g(rθ) dH(θ)
]
(1 + r)N−1 dr.
Denote now by g(r) = supr≤t≤η supδ(x)=t g(x), whih is dereasing in 0. Splitting the integral in the θ
variable into two integrals in the variables (θ1, θ
′) where θ21 + |θ′|2 = |θ|2 = 1, up to onstants we obtain
u(x) ≤
∫ η
0
[∫ 1
−1
(1− θ21)(N−3)/2
|(1− ε)2 + (1 + r)2 − 2(1− ε)(1 + r)θ1|N/2
· ε
s
rs
dθ1
]
g(r) (1 + r)N−1 dr ≤
≤ εs
∫ η
0
[∫ 1
−1
(1 − θ21)(N−3)/2
|(1 − ε)2 + (1 + r)2 − 2(1− ε)(1 + r)θ1|N/2
dθ1
]
g(r)
rs
dr. (2.37)
Dene M := 1+r1−ε > 1 and look at the inner integral:∫ 1
−1
(1− θ21)(N−3)/2
|1 +M2 − 2Mθ1|N/2
dθ1 =
∫ 1
−1
(1− θ21)(N−3)/2
|1− θ21 + (M − θ1)2|N/2
dθ1 ≤
≤
∫ 1
−1
∣∣1− θ21 + (M − θ1)2∣∣−3/2 dθ1.
The integral from −1 to 0 ontributes by a bounded quantity so that we are left with
u(x) ≤
∫ 1
0
∣∣1− θ1 + (M − θ1)2∣∣−3/2 dθ1 = ∫ 1
0
∣∣τ + (M − 1 + τ)2∣∣−3/2 dτ
≤
∫ 1
0
∣∣τ + (M − 1)2∣∣−3/2 dτ = −2 (τ + (M − 1)2)−1/2∣∣∣1
τ=0
≤ 1
M − 1 =
1− ε
r + ε
.
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Thus
u(x) ≤ εs
∫ η
0
g(r)
rs
· 1− ε
r + ε
dr ≤ εs
∫ ε
0
g(r)
rs
· 1
r + ε
dr +
∫ η/ε
1
g(ετ)
τs
· 1
1 + τ
dτ.
Our laim now is that this last expression is ontrolled by g(ε) as ε ↓ 0. Sine g is exploding in 0, for
small ε it holds g(τε) ≤ g(ε) for τ > 1 and
1
g(ε)
∫ η/ε
1
g(ετ)
τs
· 1
1 + τ
dτ ≤
∫ +∞
1
1
τs
· 1
1 + τ
dτ.
For the other integral
εs
g(ε)
∫ ε
0
g(r)
rs
· 1
r + ε
dr ≤ ε
s
ε g(ε)
∫ ε
0
g(r)
rs
dr.
To ompute the limit as ε ↓ 0 we use a Taylor expansion:
1
ε
∫ ε
0
G(r) dr = G(ε) +G′(ε)
ε2
2
+ o(ε2),
where we have denoted by G(ε) = ε−s g(s). Thus
εs
g(ε)
∫ ε
0
g(r)
rs
· 1
r + ε
dr ≤ 1 + G
′(ε)
2G(ε)
ε+ o
(
ε
G(ε)
)
.
We are going to show now that
|G′(ε)|
G(ε)
ε < 1.
Indeed
−
∫ η
ε
G′(ξ)
G(ξ)
dξ <
∫ η
ε
dξ
ξ
⇐⇒ G(ε) < G(η) η
ε
whih is guaranteed by the fat that G is integrable in a neighbourhood of 0.
These omputations show that, in the ase of the ball, the explosion rate of the s-harmoni funtion
indued by a large boundary datum is the almost the same as the rate of the datum itself.
Note now that up to (2.37) the same omputations provide a lower estimate for u if we substitute g
with g(r) = infδ(x)=r g(x). Then∫ 1
−1
(1− θ21)(N−3)/2
|1 +M2 − 2Mθ1|N/2
dθ1 =
∫ 1
−1
(1− θ21)(N−3)/2
|1− θ21 + (M − θ1)2|N/2
dθ1 ≥
≥
∫ 1
0
σ(N−3)/2
|σ + (M − 1 + σ)2|N/2
dσ ≥ 1
M − 1
where the last inequality is (2.35). Finally we need only to repeat the above omputations replaing g
with g and other minor modiations.
In the ase of a general smooth domain, we an redue to the spherial ase as we did to onlude
Paragraph 2.4.1.
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Chapter 3
Semilinear fractional Dirichlet problems
3.1 the method of sub- and supersolution:
proof of theorem 1.11
The proof is an adaptation of the result by Clément and Sweers [28℄.
Existene. We an redue the problem to homogeneous boundary ondition, indeed by onsidering
the solution of 
(−△)sv = 0 in Ω
v = g in CΩ
Ev = 0 on ∂Ω
we an think of solving the problem (note that the boundedness of g implies (1.11))
(−△)su = −f(x, v + u) in Ω
u = 0 in CΩ
Eu = 0 on ∂Ω
therefore from now on we will suppose g ≡ 0. Note also that sine v is ontinuous in Ω and bounded
then (x, t) 7→ f(x, v(x) + t) satises f.1) too.
Modify f by dening
F (x, u) =

f(x, u(x)) if u > u(x)
f(x, u) if u(x) ≤ u ≤ u(x)
f(x, u(x)) if u < u(x)
for every x ∈ Ω, u ∈ R :
the funtion F (x, u) is ontinuous and bounded on Ω × R, by hypothesis f.1) and the boundedness of
u, u. We an write a solution of
(∗)

(−△)su = −F (x, u) in Ω
u = 0 in CΩ
Eu = 0 on ∂Ω
as a xed-point of the map obtained as the omposition
L∞(Ω) −→ L∞(Ω) −→ L∞(Ω)
u 7−→ −F (x, u(x)) 7−→ w s.t.
{
(−△)sw = −F (x, u(x)) in Ω,
w = 0 in CΩ, Ew = 0 on ∂Ω.
The rst map sends L∞(Ω) in a bounded subset of L∞(Ω), by ontinuity of f and boundedness of u, u.
The seond map is ompat sine w ∈ Cs(RN ), thanks to the results in1 [73, Proposition 1.1℄. Then the
omposition admits a xed point in view of the Shauder Fixed Point Theorem.
1
The notion of solution used in [73℄ is dierent from the one we use here, but look at Setion 5.2.
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Note that a solution to the original problem lying between u and u in Ω, is also a solution of (∗).
Moreover, any solution of (∗) is between u and u. Indeed onsider A := {x ∈ Ω : u(x) > u(x)}, whih is
open by the ontinuity of u and u. For any ψ ∈ C∞c (A), ψ ≥ 0, with the orresponding φA ∈ T (A), by
Corollary 2.15,∫
A
u(x)ψ(x) dx = −
∫
A
F (x, u(x))φA(x) dx−
∫
Ω\A
u(x) (−△)sφA(x) dx
= −
∫
A
F (x, u(x))φA(x) dx−
∫
Ω\A
u(x) (−△)sφA(x) dx
≤
∫
A
u(x)ψ(x) dx
whih implies u ≤ u in A, by positivity of ψ, proving A = ∅.
Uniqueness. If we have two ontinuous solutions u and w
(−△)su = −f(x, u) in Ω
u = g in CΩ
Eu = 0 in ∂Ω

(−△)sw = −f(x,w) in Ω
w = g in CΩ
Ew = 0 in ∂Ω
then for the dierene u− w it holds
(−△)s(u− w) = −f(x, u) + f(x,w) in Ω
u− w = 0 in CΩ
Eu− Ew = 0 in ∂Ω.
Dening Ω1 = {x ∈ Ω : w(x) < u(x)}, thanks to the monotony of f ,
(−△)s(u− w) ≤ 0 in Ω1
u− w ≤ 0 in CΩ1
Eu− Ew = 0 in ∂Ω1
but then, aording to Lemma 2.16, u ≤ w in Ω1. This means Ω1 is empty. By reversing the roles of u
and w, we dedue u = w in Ω.
Minimal solution. We refer the reader to the proof in [40, Corollary 2.2℄.
3.2 proof of theorem 1.12
In the ase of negative right-hand side, Theorem 1.12 follows from Theorem 1.13. So, assume the
right-hand side is positive and onsider (−△)
s
v = f(x, v) in Ω,
lim
x→∂Ω
x∈Ω
v(x) = +∞.
We look for a suitable shape g of v outside Ω and exploding at ∂Ω: the large s-harmoni funtion v0
indued by g in Ω will be a subsolution of our equation, and in partiular will imply that the blow-up
ondition at ∂Ω is fullled. Then, in order to prove the existene part, we need a supersolution.
Consider F : R→ R ontinuous, inreasing and suh that F (t) ≥ f(x, t) for any t ≥ 0: for example,
F (t) = t
4s
1−s + max
0≤r≤t
[
max
x∈Ω
f(x, r)
]
.
Choose
g(x) :=
F−1(I(x)) − 1
c
,
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where c = c(N, s,Ω) is the onstant of equation (1.17) giving the upper ontrol of large s-harmoni fun-
tions in terms of the boundary datum (see Paragraph 2.4.3), and dene for x ∈ RN , δ(x) ≤ maxx′∈Ω δ(x′)
I(x) = min
{
CN,s
∫
CΩ
dy
|z − y|N+2s
: z ∈ Ω, δ(z) = δ(x)
}
,
while I(x) = 0 when x ∈ CΩ, δ(x) > max
x′∈Ω
δ(x′). Note that when δ(x) is small
I(x) ≤ CN,s ωN−1
∫ +∞
δ(x)
dρ
ρ1+2s
=
CN,s ωN−1
2s
· 1
δ(x)2s
.
Suh g satises hypothesis (2.18), sine when δ(x) is small
F (t) ≥ t 4s1−s ⇒ F−1(t) ≤ t 1−s4s ⇒ F−1 (I(x)) ≤
(
CN,s ωN−1
2s
) 1−s
4s 1
δ(x)
(1−s)/2
.
Call v0 the solution to 
(−△)sv0 = 0 in Ω,
v0 = g in CΩ,
Ev0 = 0 on ∂Ω.
Denote by w := v − v0: our laim is that problem
(−△)sw = f(x, v0 + w) in Ω
w = 0 in CΩ
Ew = 0 on ∂Ω
admits a solution w. Indeed, we have a subsolution whih is the funtion onstant to 0 in Ω and χΩ
turns out to be a supersolution. To show this we onsider the problem
(−△)sw ≥ F (v0 + w) in Ω
w = 0 in CΩ
Ew = 0 on ∂Ω
and observe that, when x ∈ Ω
(−△)sχΩ(x) = CN,s
∫
CΩ
dy
|x− y|N+2s
≥ I(x)
and
F (v0(x) + 1) ≤ F (cg(x) + 1) = F (F−1(I(x))) = I(x).
Finally, the property F (v0 + w) ≥ f(x, v0 + w) onludes the onstrution of the supersolution. Then
Lemma 3.2 below provides the existene of a solution.
3.3 proof of theorem 1.13
For any n ∈ N, denote by gn = min{g, n}. Also, with the notation of equation (2.14), for a small
parameter r > 0 denote by
fr(y) = fr(ρ, θ) = h(θ)
ϕ(ρ/r)
Kr
, Kr =
1
1 + s
∫
Ωr
ϕ(δ(y)/r) δ(y)
s
dy,
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and reall that this is an approximation of the h boundary datum. Finally all un,r the minimal solution
of 
(−△)sun,r(x) = −f(x, un,r(x)) + fr(x) in Ω
un,r = gn in CΩ
Eun,r = 0 on ∂Ω
provided by Theorem 1.11, with u ≡ 0 and u = u0r dened below. Note that for any r > 0, the sequene
{un,r}n∈N we obtain is inreasing in n: indeed, un+1,r is a supersolution for the problem dening un,r,
sine it has larger boundary values and the minimality property on un,r gives un,r ≤ un+1,r. Moreover,
{un,r}n∈N is bounded by the funtion u0r assoiated with the linear problem with data g and fr, i.e.
(−△)su0r = fr in Ω,
u0r = g in CΩ,
Eu0r = 0 on ∂Ω.
Therefore un,r admits a pointwise limit in R
N
as n ↑ +∞. Call ur this limit: obviously ur = g in CΩ.
Take any nonnegative φ ∈ T (Ω) with 0 ≤ ψ = (−△)sφ|Ω ∈ C∞c (Ω): then∫
Ω
[f(x, ur)− fr]φ ≤ lim inf
n↑+∞
∫
Ω
[f(x, un,r)− fr]φ =
= − lim sup
n↑+∞
∫
Ω
un,rψ −
∫
CΩ
g (−△)sφ = −
∫
Ω
urψ −
∫
CΩ
g (−△)sφ,
where we have used the Fatou lemma and the ontinuity of the map t 7→ f(x, t). This means that ur is
a subsolution.
We are left to prove that ur is also a supersolution. Call Ω
′ = suppψ ⊂⊂ Ω and build a sequene
{Ωk}k∈N suh that Ω′ ⊆ Ωk ⊆ Ω and Ωk ր Ω. Sine ψ ∈ C∞c (Ωk) for any k, then the we an build the
sequene of funtions φk ∈ T (Ωk) indued by ψ: this sequene is inreasing and onverges pointwise to
φ. Moreover, for any k, sine (−△)sφk ≤ 0 in CΩk∫
Ω
[f(x, ur)− fr]φk = lim
n↑+∞
∫
Ωk
[f(x, un,r)− fr]φk
= lim
n↑+∞
(
−
∫
Ωk
un,rψ −
∫
CΩk
un,r (−△)sφk
)
≥ lim
n↑+∞
(
−
∫
Ω
un,rψ −
∫
CΩ
gn (−△)sφk
)
= −
∫
Ω
urψ −
∫
CΩ
g (−△)sφk :
letting both sides of the inequality pass to the limit as k ↑ +∞ we obtain∫
Ω
[−f(x, ur)− fr]φ ≥ −
∫
Ω
urψ −
∫
CΩ
g (−△)sφ,
beause reall that for x ∈ CΩ ⊆ CΩk
−(−△)sφk(x) =
∫
Ωk
φk(y)
|x− y|N+2s
dy
inreases to −(−△)sφ(x).
This means that ur is both a sub- and a supersolution and it solves
(−△)sur(x) = −f(x, ur(x)) + fr(x) in Ω,
u = g in CΩ,
Eu = 0 on ∂Ω.
(3.1)
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remark 3.1 | Note that we have just solved all problems with null h boundary datum, i.e.
(−△)su(x) = −f(x, u(x)) in Ω
u = g in CΩ
Eu = 0 on ∂Ω
sine in this ase fr ≡ 0.
We want now to push r ↓ 0. We laim that the family {ur}r is uniformly bounded and equiontinuous
on every ompat subset of Ω: there would exist then a u ∈ L1(Ω) and a sequene {rk}k∈N suh that
rk → 0 as k→ +∞ and urk → u a.e. in Ω and uniformly on ompat subsets. Then for any φ ∈ T (Ω)∫
Ω
urk(−△)sφ = −
∫
Ω
f(x, urk)φ +
∫
Ω
frk φ −
∫
CΩ
g (−△)sφ
↓ ↓ ↓∫
Ω
u(−△)sφ = −
∫
Ω
f(x, u)φ +
∫
∂Ω
hDsφ −
∫
CΩ
g (−△)sφ
where the onvergene
∫
Ω
f(x, urk)φ→
∫
Ω
f(x, u)φ holds sine
f(x, urk)|φ| ≤ Λ(aurk)Cδs ≤ Λ(au0)Cδs ≤ Λ(Cδs−1) δs ∈ L1(Ω).
We still have to prove that our laim is true. The uniform boundedness on ompat subsets of {ur}r is
a onsequene of inequalities
0 ≤ ur ≤ u0r r↓0−−→ u0, for any r,
where 
(−△)su0r = fr in Ω
u0r = g in CΩ
Eu0r = 0 on ∂Ω,

(−△)su0 = 0 in Ω
u0 = g in CΩ
Eu0 = h on ∂Ω,
and the onvergene of vr to u0 is uniform in ompat subsets of Ω. Then
|ur(x) − ur(z)| =
∣∣∣∣∫
Ω
(GΩ(x, y)−GΩ(z, y)) [−f(y, ur(y)) + fr(y)] dy
∣∣∣∣
≤
∫
Ω
|GΩ(x, y)−GΩ(z, y)|
(
a1 + C a2δ(y)
p(s−1)
)
dy +
∫
Ω
|GΩ(x, y)−GΩ(z, y)| C δ(y)−1 dy
implies the equiontinuity. If there exist b1, T > 0 suh that
f(x, t) ≥ b1t
1+s
1−s , for t > T.
and h 6≡ 0, then a solution would satisfy
f(·, u) δs 6∈ L1(Ω);
in this ase the integration by parts formula dening a weak solution would not make sense.
Note that this proof exploits the negativity of the right-hand side only in onsidering the s-harmoni
funtion indued by g and h as a supersolution of problem
−(−△)su = f(x, u) in Ω
u = g in CΩ
Eu = h in ∂Ω.
With minor modiations to the proof we an state
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lemma 3.2 | Let f : Ω × R → [0,+∞) be a funtion satisfying f.1) and f.2). Let g : CΩ → R+ be a
measurable funtion satisfying (1.11) and h ∈ C(∂Ω), h ≥ 0. Assume the nonlinear problem
(−△)su = f(x, u) in Ω
u = g in CΩ
Eu = h on ∂Ω
admits a subsolution u ∈ L1(Ω) and a supersolution u ∈ L1(Ω). Assume also u ≤ u in Ω. Then the
above nonlinear problem has a weak solution u ∈ L1(Ω) satisfying
u ≤ u ≤ u.
Proof. Replae, in the above proof, the funtion u0 with the supersolution u.
3.4 sublinear nonnegative nonlinearity:
proof of theorem 1.15
We rst prove a Lemma whih will make the proof easily go through.
lemma 3.3 | There exists m = m(Λ) > 0 suiently large for whih any problem of the form
(−△)su(x) = Λ(u(x)) in Ω,
u = g in CΩ, g ≥ m > 0,
Eu = h on ∂Ω,
is solvable.
Proof. We an equivalently solve the integral equation
u(x) = u0(x) +
∫
Ω
GΩ(x, y) Λ(u(y)) dy,
where u0 is the s-harmoni funtion indued by g and h in Ω.
Dene the map
K : L1(Ω) −→ L1(Ω)
u(x) 7−→ u0(x) +
∫
Ω
GΩ(x, y) Λ(u(y)) dy
The ondition g ≥ m in CΩ entails u0 ≥ m in Ω; also, for any w ∈ L1(Ω), w ≥ 0 implies Kw ≥ u0 ≥ m,
therefore K sends the subset Dm := {w ∈ L1(Ω) : w ≥ m} of L1(Ω) into itself. Moreover, for u, v ∈ Dm∫
Ω
|Ku(x) −Kv(x)| dx ≤
∫
Ω
|Λ(u(y))− Λ(v(y))|
∫
Ω
GΩ(x, y) dx dy ≤
≤ ‖ζ‖∞ sup
x∈Ω
Λ′(u(x))
∫
Ω
|u(y)− v(y)| dy ≤ ‖ζ‖∞Λ′(m)
∫
Ω
|u(y)− v(y)| dy
where ζ(y) =
∫
ΩGΩ(x, y) dx. Now, if m is very large, we have
‖ζ‖∞Λ′(m) < 1,
i.e. K is a ontration on Dm, and K has a xed point in Dm.
In general, for the problem 
(−△)su = f(x, u) in Ω,
u = g in CΩ,
Eu = h on ∂Ω,
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we have a subsolution whih is the s-harmoni funtion satisfying the boundary onditions.
But we are now able to provide a supersolution: this an be done by setting gm = max{g,m} and by
solving, for some large value of m,
(−△)su = Λ(u) ≥ f(x, u) in Ω,
u = gm ≥ g in CΩ,
Eu = h on ∂Ω.
It is suient to apply the lassial iteration sheme starting from the s-harmoni funtion u0 and
with iteration step
for any k ∈ N

(−△)suk = f(x, uk−1(x)) in Ω,
uk = g in CΩ,
Euk = h on ∂Ω.
In suh a way we build an inreasing sequene {uk}k∈N ⊆ L1(Ω) whih is uniformly bounded from above
by u. Indeed, on the one hand we have that
(−△)s(u1 − u0) = f(x, u0(x)) ≥ 0 in Ω
u1 − u0 = 0 in CΩ
Eu1 − Eu0 = 0 on ∂Ω
entails that u1 − u0 ≥ 0, while on the other hand an indution argument relying on the monotony of
t 7→ f(x, t) nally shows that uk inreases. Call u(x) := limk uk(x), whih is nite in view of the upper
bound furnished by u. Then
u(x) = lim
k↑+∞
uk(x) = u0(x) + lim
k↑+∞
∫
Ω
f(y, uk−1(y))GΩ(x, y) dy = = u0(x) +
∫
Ω
f(y, u(y))GΩ(x, y) dy.
3.5 superlinear nonnegative nonlinearity:
proof of theorem 1.16
We give the proof for problem
(−△)su = λf(x, u) in Ω
u(x) = δ(x)−β in CΩ, 0 < β < 1− s
Eu = 0 on ∂Ω
while for the other one it is suient to replae β with 1− s and repeat the same omputations.
To treat the ase of a general nonlinearity we use again the equivalent integral equation
u(x) = u0(x) + λ
∫
Ω
GΩ(x, y) f(y, u(y)) dy,
where u0 is the s-harmoni funtion indued in Ω by the boundary data. In this ase the omputations
in Setion 2.4 on the rate of explosion at the boundary turn out to be very useful. Indeed on the one
hand we have that u0 inherits its explosion from the boundary data g and h: briey, in our ase
g(x) =
1
δ(x)
β
, 0 < β < 1− s −→ c
δ(x)
β
≤ u0(x) ≤ c
δ(x)
β
.
Sine u0 is a subsolution, our rst goal is to build a supersolution and we build it of the form
u = u0 + ζ,
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where 
(−△)sζ = δ(x)−γ in Ω, γ > 0
ζ = 0 in CΩ,
Eζ = 0 on ∂Ω.
Reall that, (1.16) says
ζ(x) ≥

c1δ(x)
s
if 0 ≤ γ < s,
c3δ(x)
s
log
1
δ(x)
if γ = s,
c5δ(x)
−γ+2s
if s < γ < 1 + s.
The funtion u is a supersolution if
u(x) ≥ u0(x) + λ
∫
Ω
GΩ(x, y) f(y, u(y)) dy,
or, equivalently formulated
ζ(x) ≥ λ
∫
Ω
GΩ(x, y) f(y, u0(y) + ζ(y)) dy. (3.2)
If f(x, t) has an algebrai behavior2
f(x, t) ≤ a1 + a2 tp, a1, a2 > 0, p ≥ 1
then
f(y, u0(y) + ζ(y)) ≤ a1 + a2 (u0(y) + ζ(y))p ≤

C
δ(x)pβ
if γ − 2s ≤ β,
C
δ(x)
p(γ−2s)
if γ − 2s > β.
In ase γ − 2s ≤ β we have
∫
Ω
GΩ(x, y) f(y, u0(y) + ζ(y)) dy ≤

c2 Cδ(x)
s
if pβ < s
c4 Cδ(x)
s
log
1
δ(x)
if pβ = s
c6 C
δ(x)
pβ−2s
if s < pβ < 1 + s
again in view of Paragraph 2.4.1, so that we an hoose γ = pβ provided pβ − 2s ≤ β.
If this is not the ase then it means we need powers γ satisfying γ − 2s > β. If γ − 2s > β we have
∫
Ω
GΩ(x, y) f(y, u0(y) + ζ(y)) dy ≤

c2 Cδ(x)
s
if p(γ − 2s) < s
c4 Cδ(x)
s
log
1
δ(x)
if p(γ − 2s) = s
c6 C
δ(x)
p(γ−2s)−2s
if s < p(γ − 2s) < 1 + s
and a suitable hoie for γ would be
γ = max
{
2s p
p− 1 , β + 2s+ ε
}
whih fulls both inequalities
γ − 2s > β, γ ≥ p(γ − 2s).
This is an admissible hoie for γ provided γ < 1 + s, i.e. only if p > (1 + s)/(1 − s); in ase p doesn't
satisfy this lower bound then
p ≤ 1 + s
1− s =⇒ pβ ≤
1 + s
1− s β ≤ β + 2s
2
For p < 1 we are atually in the ase of the previous paragraph.
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and we are in the previous ase.
Finally, if qβ > 1 + s then a solution u should satisfy, whenever δ(x) < 1,
f(x, u(x)) ≥ bu(x)q ≥ bu0(x)q ≥ cδ(x)−qβ
whih would imply ∫
Ω
GΩ(x, y) f(y, u(y)) dy = +∞, x ∈ Ω,
whih means that the problem is not solvable.
3.6 omplete blow-up: proof of theorem 1.18
Consider a nondereasing sequene {fk}k∈N of bounded funtions suh that fk ↑ f pointwisely as
k ↑ +∞, as in Denition 1.17. Let us rst prove the theorem in the ase of null boundary data. The
rst laim is that ∫
Ω
fk(x, uk(x)) δ(x)
s
dx
k↑+∞−−−−→ +∞.
Suppose by ontradition that the sequene of integrals is bounded by a onstant C. Consider an
inreasing sequene of nonnegative {ψn}n∈N ⊆ C∞c (Ω) suh that ψn ↑ 1 in Ω and pik φn ∈ T (Ω) in
suh a way that (−△)sφn = ψn holds in Ω. Then∫
Ω
uk ψn =
∫
Ω
fk(x, uk)φn ≤ c
∫
Ω
fk(x, uk(x)) δ(x)
s
dx
for some onstant c > 0 not depending on n, see [73, Proposition 1.2℄. By letting n ↑ +∞, we dedue
that uk is a bounded sequene in L
1(Ω). Take now uk as the minimal solution to the k-th nonlinear
problem: sine (−△)suk+1 = fk+1(x, uk+1) ≥ fk(x, uk+1) then uk is an inreasing sequene and it admits
a pointwise limit u. This u is limit also in the L1-norm, sine uk is bounded in this norm. But then, for
any φ ∈ T (Ω), we have by the Monotone Convergene Theorem∫
Ω
u (−△)sφ = lim
k↑+∞
∫
Ω
uk (−△)sφ = lim
k↑+∞
∫
Ω
fk(x, uk)φ =
∫
Ω
f(x, u)φ,
that is u ∈ L1(Ω) would be a weak solution, a ontradition.
Our seond laim is that
uk(x) ≥ c
[∫
Ω
fk(y, uk(y)) δ(y)
s
dy
]
δ(x)
s
,
for some onstant c > 0 independent of k. To do this, we exploit (1.14). Call Ω1(x) = {y ∈ Ω : |y− x| ≤
δ(x)δ(y)}, Ω2(x) = {y ∈ Ω : |y − x| > δ(x)δ(y)} and d(Ω) = sup{|y − x| : x, y ∈ Ω}:
uk(x) =
∫
Ω
GΩ(x, y) fk(y, uk(y)) dy
≥ c2
∫
Ω
[
|x− y|2s ∧ δ(x)sδ(y)s
]
fk(y, uk(y))
dy
|x− y|N
= c2
∫
Ω1(x)
fk(y, uk(y))
dy
|x− y|N−2s
+ c2 δ(x)
s
∫
Ω2(x)
δ(y)
s
fk(y, uk(y))
dy
|x− y|N
≥ c2
d(Ω)
2s
∫
Ω1(x)
δ(x)
s
δ(y)
s
fk(y, uk(y))
dy
|x− y|N−2s
+
c2
d(Ω)
N
δ(x)
s
∫
Ω2(x)
δ(y)
s
fk(y, uk(y)) dy
≥ c2
d(Ω)N
δ(x)
s
∫
Ω
δ(y)
s
fk(y, uk(y)) dy.
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Let now k ↑ +∞: by the monotone pointwise onvergene of fk to f and by the monotoniity of {uk}k∈N
(as notied above), the last term in the inequalities above onverges to +∞, and we see then how we
have omplete blow-up.
In the ase of nonhomogeneous boundary onditions, we onsider the s-harmoni funtion u0 indued
by data g and h, and we denote by F (x, t) = f(x, u0(x) + t) for x ∈ Ω, t ≥ 0. By hypothesis we have
then that there is no weak solution to
(−△)sv = F (x, v) in Ω,
v = 0 in CΩ,
Ev = 0 on ∂Ω.
Sine any monotone approximation on f is also a monotone approximation of F , then there is omplete
blow-up in the problem for v and this bears the omplete blow-up for the problem on u.
Chapter 4
A Keller-Osserman condition for (−△)s
In this Chapter we are going to provide the proofs of the results listed in Setion 1.4. Reall the list of
assumptions we have set ourselves in.
4.1 preliminaries
Hypothesis (1.20) implies that f(t)t−1−M is monotone dereasing and f(t)t−1−m is monotone in-
reasing, sine
d
dt
f(t)
t1+M
=
1
t1+M
(
f ′(t)− (1 +M)f(t)
t
)
≤ 0, d
dt
f(t)
t1+m
=
1
t1+m
(
f ′(t)− (1 +m)f(t)
t
)
≥ 0 :
we write this monotoniity onditions as
c1+mf(t) ≤ f(ct) ≤ c1+Mf(t), c > 1, t > 0. (4.1)
The funtion F satises two inequalities similar to (1.20):
2 +m ≤ t f(t)
F (t)
≤ 2 +M, (4.2)
indeed by integrating (1.20) we dedue
(1 +m)F (t) ≤
∫ t
0
τ f ′(τ) dτ = tf(t)− F (t).
Let ψ = φ−1 be the inverse of φ, so that
v =
∫ +∞
ψ(v)
dt√
F (t)
, v ≥ 0. (4.3)
The funtion ψ is dereasing and ψ(v) ↑ +∞ as v ↓ 0. Moreover, by Remark 1.19 and (4.2), for u > 0
and some y ∈ (u,+∞)
φ(u)
u|φ′(u)| =
√
F (u)
u
∫ +∞
u
dt√
F (t)
=
− 1√
F (y)
1√
F (y)
− yf(y)
2F (y)3/2
=
1
yf(y)
2F (y) − 1

≥ 2
M
≤ 2
m
whih in turn says that it holds, by setting v = φ(u),
2
M
≤ v|ψ
′(v)|
ψ(v)
≤ 2
m
, (4.4)
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and one an also prove
ψ(cv) ≤ c−2/Mψ(v), c ∈ (0, 1), v > 0. (4.5)
as we have done for (4.1) above. Also, by (4.2) and (4.4),
v2 ψ′′(v)
ψ(v)
=
v2 f(ψ(v))
2ψ(v)
≍ v
2 F (ψ(v))
ψ(v)2
=
v2 ψ′(v)2
ψ(v)2
≍ 1. (4.6)
4.2 onstrution of a supersolution
In this paragraph we prove the key point for the proof of Theorems 1.21 and 1.23, that is we build a
supersolution to both problems by handling the funtion U dened in (4.7) below.
Sine by assumption ∂Ω ∈ C2, the funtion dist(x, ∂Ω) is C2 in an open strip around the boundary,
exept on ∂Ω itself. Consider a positive funtion δ(x) whih is obtained by extending dist(x, ∂Ω) smoothly
to RN \ ∂Ω. Dene
U(x) = ψ(δ(x)s), x ∈ RN . (4.7)
lemma 4.1 | The funtion U dened in (4.7) is in L1(Ω).
Proof. Sine both ψ and δs are ontinuous in Ω, then U ∈ L1loc(Ω). Fix δ0 > 0 small and onsider
Ω0 = {x ∈ Ω : δ(x) < δ0}. We have (using one the oarea formula)∫
Ω0
ψ(δ(x)s) dx ≤ C
∫ δ0
0
ψ(ts) dt :
apply now the transformation ψ(ts) = η to get∫
Ω0
U(x) dx ≤ C
∫ +∞
η0
η φ(η)(1−s)/s|φ′(η)| dη
where, by Remark 1.19,
|φ′(η)| ≍ 1√
η f(η)
and φ(η) ≍
√
η
f(η)
,
therefore ∫
Ω0
U(x) dx ≤ C
∫ +∞
η0
(
η
f(η)
) 1
2s
dη
whih is nite by (1.23).
proposition 4.2 | The funtion U dened in (4.7) satises for some C, δ0 > 0
(−△)sU ≥ −Cf(U), in Ωδ0 = {x ∈ Ω : δ(x) < δ0}. (4.8)
Proof. We start by writing, for x ∈ Ω
(−△)sU(x)
CN,s
= PV
∫
Ω
ψ(δ(x)s)− ψ(δ(y)s)
|x− y|N+2s dy +
∫
CΩ
ψ(δ(x)s)− ψ(δ(y)s)
|x− y|N+2s dy. (4.9)
Let us begin with an estimate for
PV
∫
Ω
ψ(δ(x)s)− ψ(δ(y)s)
|x− y|N+2s dy.
Split the integral into∫
Ω1
ψ(δ(x)s)− ψ(δ(y)s)
|x− y|N+2s dy + PV
∫
Ω2
ψ(δ(x)s)− ψ(δ(y)s)
|x− y|N+2s dy +
∫
Ω3
ψ(δ(x)s)− ψ(δ(y)s)
|x− y|N+2s dy
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where we have set
Ω = Ω1 ∪Ω2 ∪ Ω3, with: Ω1 =
{
y ∈ Ω : δ(y) > 3
2
δ(x)
}
Ω2 =
{
y ∈ Ω : 1
2
δ(x) ≤ δ(y) ≤ 3
2
δ(x)
}
Ω3 =
{
y ∈ Ω : δ(y) < 1
2
δ(x)
}
.
In Ω1 we have in partiular δ(y) > δ(x) so that, sine ψ dereasing funtion, the rst integral ontributes
by a positive quantity.
Now, let us turn to integrals on Ω2 and Ω3. Set x = θ + δ(x)▽δ(x), θ ∈ ∂Ω: up to a rotation
and a translation, we an suppose that θ = 0 and ▽δ(x) = eN . By ompatness, ∂Ω an be overed
by a nite number of open portions Γj ⊂ ∂Ω, j = 1, . . . , n. For any j = 1, . . . , n, the funtion η 7→
dist(η, ∂Ω \ Γj) is ontinuous in ∂Ω and so is η 7→ maxj dist(η, ∂Ω \ Γj): there is a point η∗ ∈ ∂Ω where
η 7→ maxj dist(η, ∂Ω\Γj) attains its minimum. Suh a minimum annot be 0 beause η∗ belongs at least
to one of the Γj . This implies that for any η ∈ ∂Ω there exists i ∈ {1, . . . , n} for whih
dist(η, ∂Ω \ Γi) ≥ max
j
dist(η∗, ∂Ω \ Γj) (4.10)
and this in partiular implies η ∈ Γi. Let Γ be a neighbourhood of 0 on ∂Ω hosen from {Γj}nj=1 and for
whih (4.10) is fullled. Let also
ω = {y ∈ RN : y = η + δ(y)▽δ(y), η ∈ Γ}.
The set Γ ⊂ ∂Ω an be desribed via as the graph of a C2 funtion
γ : B′r(0) ⊆ RN−1 −→ R
η′ 7−→ γ(η′) s.t η = (η′, γ(η′)) ∈ Γ
satisfying γ(0) = |▽γ(0)| = 0.
The integration on (Ω2 ∪Ω3) \ ω is lower order with respet to the one on (Ω2 ∪Ω3) ∩ ω sine in the
latter we have the singular in x to deal with, while in the former |x − y| is a quantity bounded below
independently on x. Indeed when y ∈ (Ω2 ∪ Ω3) \ ω
|x− y| ≥ |η + δ(y)▽δ(y)| − δ(x) ≥ |η| − δ(y)− δ(x) ≥ dist(0, ∂Ω \ Γ)− 5
2
δ(x)
where δ(x) is small and the rst addend is bounded uniformly in x by (4.10).
We are left with:
C · PV
∫
Ω2∩ω
ψ(δ(x)s)− ψ(δ(y)s)
|x− y|N+2s dy + C
∫
Ω3∩ω
ψ(δ(x)s)− ψ(δ(y)s)
|x− y|N+2s dy.
Let us split the remainder of the estimate in steps.
First step: the distane between x and y. We laim that there exists c > 0 suh that
|x− y|2 ≥ c (|δ(x) − δ(y)|2 + |η′|2) , y ∈ (Ω2 ∪ Ω3) ∩ ω,
y = η + δ(y)▽δ(y), η = (η′, γ(η′)).
(4.11)
Sine in our set of oordinates x = δ(x)eN , we an write
|x− y|2 = |δ(x)eN − δ(y)eN + δ(y)eN − yNeN − y′|2 ≥
≥ |δ(x)− δ(y)|2 − 2|δ(x) − δ(y)| · |δ(y)− yN |+ |δ(y)− yN |2 + |y′|2.
We onentrate our attention on |δ(y) − yN |: the idea is to show that this is a small quantity; indeed,
in the partiular ase when Γ lies on the hyperplane yN = 0, this quantity is atually zero. As in the
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denition of ω, we let y = η+ δ(y)▽δ(y) and η = (η′, γ(η′)) ∈ Γ: thus yN = γ(η′)+ δ(y)〈▽δ(y), eN 〉 where
▽δ(y) is the inward unit normal to ∂Ω at the point η, so that
▽δ(y) =
(−▽γ(η′), 1)√|▽γ(η′)|2 + 1
and
y′ = η′ − δ(y)▽γ(η
′)√|▽γ(η′)|2 + 1 , yN = γ(η′) + δ(y)√|▽γ(η′)|2 + 1 . (4.12)
Now, sine y ∈ Ω2 ∪ Ω3, it holds |δ(x) − δ(y)| ≤ δ(x) and
|δ(y)− yN | ≤ |γ(η′)|+ δ(y)
(
1− 1√|▽γ(η′)|2 + 1
)
≤ C|η′|2 + 2Cδ(x)|η′|2
where, in this ase, C = ‖γ‖C2(Br) depends only on the geometry of ∂Ω and not on x. By (4.12), we
have
|η′|2 ≤ 2|y′|2 + 2δ(y)
2 |▽γ(η′)|2
|▽γ(η′)|2 + 1 ≤ 2|y
′|2 + 2Cδ(y)2 |η′|2 ≤ 2|y′|2 + Cδ(x)2 |η′|2,
so that |η′|2 ≤ C|y′|2 when δ(x) is small enough. Finally
|x− y|2 ≥ |δ(x)− δ(y)|2 + |y′|2 − 2|δ(x)− δ(y)| · |δ(y)− yN | ≥
≥ |δ(x)− δ(y)|2 + c|η′|2 − 2Cδ(x)|η′|2,
where, again, C = ‖γ‖C2(Br) and (4.11) is proved provided x is lose enough to ∂Ω.
Seond step: integration on Ω2 ∩ ω. Using the regularity of ψ and δ we write
ψ(δ(x)s)− ψ(δ(y)s) ≥ ▽(ψ ◦ δs)(x) · (x − y)− ‖D2(ψ ◦ δs)‖L∞(Ω2∩ω)|x− y|2
where
D2(ψ ◦ δs) = sψ
′(δs)
δ1−s
D2δ +
s2 ψ′′(δs)
δ2−2s
▽δ ⊗ ▽δ + s(s− 1)ψ
′(δs)
δ2−s
▽δ ⊗ ▽δ
so that
‖D2(ψ ◦ δs)‖L∞(Ω2∩ω) ≤ C
∥∥∥∥ψ′(δs)δ1−s
∥∥∥∥
L∞(Ω2∩ω)
+ C
∥∥∥∥ψ′′(δs)δ2−2s
∥∥∥∥
L∞(Ω2∩ω)
+ C
∥∥∥∥ψ′(δs)δ2−s
∥∥∥∥
L∞(Ω2∩ω)
.
By denition of Ω2 and by (4.5) we an ontrol the sup-norm by the value at x:
‖D2(ψ ◦ δs)‖L∞(Ω2∩ω) ≤ C
|ψ′(δ(x)s)|
δ(x)1−s
+ C
ψ′′(δ(x)s)
δ(x)2−2s
+ C
|ψ′(δ(x)s)|
δ(x)2−s
≤
≤ C ψ
′′(δ(x)s)
δ(x)2−2s
+ C
|ψ′(δ(x)s)|
δ(x)2−s
and using equation (4.6) we nally get
‖D2(ψ ◦ δs)‖L∞(Ω2∩ω) ≤ C
ψ′′(δ(x)s)
δ(x)2−2s
.
If we now retrieve the whole integral and exploit (4.11)
PV
∫
Ω2∩ω
ψ(δ(x)s)− ψ(δ(y)s)
|x− y|N+2s dy ≥ −C
ψ′′(δ(x)s)
δ(x)2−2s
∫
Ω2∩ω
dy
|x− y|N+2s−2 ≥
≥ −Cψ
′′(δ(x)s)
δ(x)2−2s
∫
Ω2∩ω
dy
(|δ(x)− δ(y)|2 + |η|2)(N+2s−2)/2
.
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We fous our attention on the integral on the right-hand side: by the oarea formula∫
Ω2∩ω
dy
(|δ(x)− δ(y)|2 + |η|2)(N+2s−2)/2
=
=
∫ 3δ(x)/2
δ(x)/2
dt
∫
{δ(y)=t}∩ω
dHN−1(η)
(|δ(x)− t|2 + |η|2)(N+2s−2)/2
≤ C
∫ 3δ(x)/2
δ(x)/2
dt
∫
Br
dη′
(|δ(x)− t|2 + |η′|2)(N+2s−2)/2
≤ C
∫ 3δ(x)/2
δ(x)/2
dt
∫ r
0
ρN−2
(|δ(x)− t|2 + ρ2)(N+2s−2)/2
dρ
≤ C
∫ 3δ(x)/2
δ(x)/2
dt
∫ r
0
ρ
(|δ(x)− t|2 + ρ2)(2s+1)/2
dρ ≤ C
∫ 3δ(x)/2
δ(x)/2
dt
|t− δ(x)|2s−1 .
We an retrieve now the hain of inequalities we stopped above:∫
Ω3∩ω
ψ(δ(x)s)− ψ(δ(y)s)
|x− y|N+2s dy ≥ −C
ψ′′(δ(x)s)
δ(x)2−2s
∫ 3δ(x)/2
δ(x)/2
dt
|δ(x) − t|−1+2s ≥ −C ψ
′′(δ(x)s).
Third step: integration on Ω3 ∩ ω. We use (4.11) one again:∫
Ω3∩ω
ψ(δ(x)s)− ψ(δ(y)s)
|x− y|N+2s dy ≥
≥ −
∫
Ω3∩ω
ψ(δ(y)s)
|x− y|N+2s dy ≥ −C
∫
Ω3∩ω
ψ(δ(y)s)
(|δ(x)− δ(y)|2 + |η′|2)N+2s2
dy
≥ −C
∫ δ(x)/2
0
ψ(ts)
(δ(x)− t)1+2s dt ≥ −
C
δ(x)1+2s
∫ δ(x)/2
0
ψ(ts) dt.
The term we have obtained is of the same order of δ(x)−2sψ(δ(x)s), by (4.4):∫ δ(x)/2
0
ψ(ts) dt ≍
∫ δ(x)/2
0
tsψ′(ts) dt =
δ(x)
2s
ψ
(
δ(x)s
2s
)
− 1
s
∫ δ(x)/2
0
ψ(ts) dt
so that ∫ δ(x)/2
0
ψ(ts) dt ≍ δ(x)ψ(δ(x)s) = δ(x)1+2s · ψ(δ(x)
s)
δ(x)2s
. (4.13)
Reall now that ψ(δ(x)s)δ(x)−2s is in turn of the same size of ψ′′(δ(x)s) by (4.6).
Fourth step: the outside integral in (4.9). We fous now our attention on∫
CΩ
ψ(δ(y)s)− ψ(δ(x)s)
|x− y|N+2s dy.
First, by using the monotoniity of ψ, we write∫
CΩ
ψ(δ(y)s)− ψ(δ(x)s)
|x− y|N+2s dy ≤
∫
{y∈CΩ:δ(y)<δ(x)}∩ω
ψ(δ(y)s)− ψ(δ(x)s)
|x− y|N+2s dy +
+
∫
{y∈CΩ:δ(y)<δ(x)}\ω
ψ(δ(y)s)− ψ(δ(x)s)
|x− y|N+2s dy.
The seond integral gives∫
{y∈CΩ:δ(y)<δ(x)}\ω
ψ(δ(y)s)− ψ(δ(x)s)
|x− y|N+2s dy ≤ C‖ψ(δ
s)‖L1(RN )
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beause the distane between x and y is bounded there. Again we point out that∫
{δ(y)<δ(x)}∩ω
ψ(δ(y)s)− ψ(δ(x)s)
|x− y|N+2s dy ≤ C
∫ δ(x)
0
ψ(ts)− ψ(δ(x)s)
|δ(x) + t|1+2s dt ≤
≤ C
∫ δ(x)/2
0
ψ(ts)
|δ(x) + t|1+2s dt+ C
∫ δ(x)
δ(x)/2
ψ(ts)
|δ(x) + t|1+2s dt
≤ Cδ(x)−1−2s
∫ δ(x)/2
0
ψ(ts) dt+ Cψ
(
δ(x)s
2s
)∫ δ(x)
δ(x)/2
(δ(x) + t)−1−2s dt
≤ Cδ(x)−1−2s
∫ δ(x)
0
ψ(ts) dt+ Cψ(δ(x)s)δ(x)−2s
whih is of the order of ψ′′(δ(x)s), by (4.13) and (4.6).
Conlusion. We have proved that for δ(x) suiently small
(−△)sU(x) ≥ −Cψ′′(δ(x)s).
Reall now that ψ′′(δs) = f(ψ ◦ δs)/2 and U = ψ ◦ δs in Ω, so that
(−△)sU ≥ −Cf(U)
holds in a neighbourhood of ∂Ω.
4.3 existene
lemma 4.3 | If the nonlinear term f satises the growth ondition (1.25) then the funtion U dened
in (4.7) satises
lim
x→∂Ω
δ(x)1−sU(x) = +∞.
Proof. Write
lim inf
x→∂Ω
δ(x)1−sψ(δ(x)s) = lim inf
u↑+∞
uφ(u)
1−s
s .
Suh a limit is +∞ if and only if
lim inf
u↑+∞
u
s
1−s
∫ +∞
u
dt√
2F (t)
= +∞.
If we use the L'Hpital's rule to ∫ +∞
u
dt√
2F (t)
u−s/(1−s)
we get the ratio u
1
1−s /
√
2F (u) and applying one again the L'Hpital's rule, this time to u
2
1−s /F (u), we
get u
1+s
1−s /f(u) whih diverges by hypothesis (1.25). Indeed, sine f is inreasing,
u−
1+s
1−s f(u) = f(u) · 1− s
1 + s
∫ +∞
u
t−2/(1−s)dt ≤
∫ +∞
u
f(t)t−2/(1−s)dt −−−−→
u↑+∞
0.
lemma 4.4 | Let v : RN → R be a funtion whih satises (−△)sv ∈ C(Ω). If there exist C, δ0 > 0
suh that
(−△)sv ≥ −Cf(v) in Ωδ0 := {x ∈ Ω : δ(x) < δ0}
then there exists u ≥ v suh that (−△)su ≥ −f(u) throughout Ω.
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Proof. Dene ξ : RN → R as the solution to
(−△)sξ = 1 in Ω
ξ = 0 in CΩ
Eξ = 0 on ∂Ω
(4.14)
and onsider u = µv + λξ, where µ, λ ≥ 1. If C ∈ (0, 1] then (−△)sv ≥ −f(v) in Ωδ0 , so hoose µ = 1.
If C > 1, then hoose µ = C1/M > 1 in order to have in Ωδ0
(−△)su+ f(u) = (−△)s(µv + λξ) + f(µv + λξ) ≥ −µCf(v) + f(µv) ≥
≥ (−µC + µ1+M )f(v) = 0
where we have heavily used the positivity of ξ and (4.1). Now, sine (−△)sv ∈ C(Ω \ Ωδ0) we an hoose
λ = µ‖(−△)sv‖L∞(Ω\Ωδ0 ) so that also in Ω \ Ωδ0
(−△)su = (−△)s(µv + λξ) = µ(−△)sv + λ ≥ 0 ≥ −f(u).
Colleting the information so far, we have that Lemmas 4.1, 4.4 and 4.3 fully prove the following
theorems.
theorem 4.5 | If the nonlinear term f satises (1.18), (1.20), (1.22) and the growth ondition (1.25),
then there exists a funtion u supersolution to (1.26). Moreover
u = µψ(δs) + λξ, in Ω
where ξ is the solution of (4.14), λ > 0, µ = max{1, C1/M} where C > 0 is the onstant in (4.8) and
M > 0 the one in (1.20).
theorem 4.6 | If the nonlinear term f satises (1.18), (1.20), (1.22), then there exists a funtion u
supersolution to (1.29). Moreover
u = µψ(δs) + λξ, in Ω
where ξ is the solution of (4.14), λ > 0, µ = max{1, C1/M} where C > 0 is the onstant in (4.8) and
M > 0 the one in (1.20).
4.3.1 Proof of Theorem 1.21
Theorems 4.5 bears as a onsequene the following. Build the sequene of weak solutions to problems
(−△)suk = −f(uk) in Ω
uk = 0 in CΩ
E uk = k on ∂Ω, k ∈ N.
(4.15)
The existene of any uk an be proved as in Theorem 1.13, in view of hypothesis (1.25), sine it implies∫ δ0
0
f(δs−1)δs dδ < +∞.
We need here auxiliary regularity results that will be proved in the next hapter. Using Lemma 5.2 and
Corollary 5.3, we dedue that uk ∈ C2s+ε(Ω) and
(−△)suk(x) = −f(uk(x)), for any x ∈ Ω
in a pointwise sense.
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Step 0: {uk}k∈N is inreasing with k. Consider
(−△)s(uk+1 − uk) = f(uk)− f(uk+1) in Ω
uk+1 − uk = 0 in CΩ
E(uk+1 − uk) = 1 on ∂Ω.
Call Ω+k := {uk > uk+1} whih satises Ω+k ⊂ Ω as it is implied by the singular boundary trae. In
Ω+k ⊂ Ω the dierene uk − uk+1 attains its maximum at some point xk: at this point we must have
(−△)s(uk − uk+1)(xk) > 0 beause it is also a global maximum. But at the same time f(uk+1(xk)) −
f(uk(xk)) ≤ 0, beause f is inreasing, proving that Ω+k must be empty.
Step 1: {uk}k∈N has a pointwise limit. Any uk lies below u: sine E(u−uk) > 0, there exists a ompat
set Uk ⊂ Ω for whih uk ≤ u in Ω \ Uk. Inside Uk we have
(−△)s(u − uk) ≥ f(uk)− f(u) in Uk
u− uk ≥ 0 in CUk
E∂Uk(u − uk) = 0 on ∂Uk
in a pointwise sense, where uk, u ∈ C2s+ε(Uk). Then an argument similar to the one in Step 0 yields
uk ≤ u also in Uk.
Finally, {uk}k∈N is inreasing and pointwisely bounded by u throughout Ω. This entails that
u(x) := lim
k↑+∞
uk(x)
is well-dened and nite for any x ∈ Ω. Also, 0 ≤ u ≤ u in Ω and sine u ∈ L1(Ω) by Lemma 4.1, then
u ∈ L1(Ω).
Step 2: u ∈ C(Ω). Fix any ompat D ⊂ Ω and hoose a c > 0 for whih δ(x) > 2c for any x ∈ D. Let
D˜ := {y ∈ Ω : δ(y) > c}. For any k, j ∈ N it holds
(−△)s(uk+j − uk) = f(uk)− f(uk+j) ≤ 0, in D˜
and therefore
0 ≤ uk+j(x)− uk(x) ≤
∫
CD˜
PD˜(x, y) [uk+j(y)− uk(y)] dy
where PD˜(x, y) is the Poisson kernel assoiated to D˜, whih satises (see [27, Theorem 2.10℄)
PD˜(x, y) ≤
C δD˜(x)
s
δD˜(y)
s |x− y|N , x ∈ D˜, y ∈ CD˜.
When x ∈ D ⊂ D˜ one has |x− y| > c for any y ∈ CD˜, and therefore
0 ≤ uk+j(x)− uk(x) ≤ C
∫
CD˜
uk+j(y)− uk(y)
δD˜(y)
s dy ≤ C
∫
CD˜
u(y)− uk(y)
δD˜(y)
s dy
where the last integral onverges by Monotone Convergene to 0 independently on x. This means the
onvergene uk → u is uniform on ompat subsets and sine {uk}k∈N ⊂ C(Ω) (f. the proof of Theorem
1.13, Setion 3.3), then also u ∈ C(Ω).
Step 3: u ∈ C2(Ω). This is a standard bootstrap argument using the ellipti regularity in [78, Propo-
sitions 2.8 and 2.9℄.
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Step 4: u solves (1.26) in a pointwise sense. The funtion (−△)su(x) is well-dened for any x ∈ Ω
beause u ∈ C2(Ω) ∩ L1(RN ). Using the regularity results in [78, Propositions 2.8 and 2.9℄, we have
(−△)su = lim
k↑+∞
(−△)suk = − lim
k↑+∞
f(uk) = −f(u).
Also, δ1−su ≥ δ1−suk holds in Ω for any k ∈ N. Therefore, for any k ∈ N,
lim inf
x→∂Ω
δ(x)1−su(x) ≥ lim
x→∂Ω
δ(x)1−suk(x) ≥ λEuk = λk
for some onstant λ > 0 depending on Ω and not on k. This entails
lim
x→∂Ω
δ(x)1−su(x) = +∞
and ompletes the proof of Theorem 1.21.
remark 4.7 | The proof of Theorem 1.23 is alike. Indeed, in the same way, the sequene of solutions
to 
(−△)suk = −f(uk) in Ω
uk = gk := min{k, g} in CΩ, k ∈ N
E uk = 0 on ∂Ω,
(4.16)
approahes a solution of problem (1.29) whih lies below the supersolution provided by Theorem 4.6.
4.4 examples
example 4.8: Power nonlinearity | Let us onsider f(t) = tp, for p > 1. In this ase
tf ′(t)
f(t)
= p.
The funtion φ reads as (f. (1.21))
φ(u) =
∫ +∞
u
√
p+ 1
2
t−
p+1
2 dt =
√
2(p+ 1)
p− 1 u
1−p
2
and hypothesis (1.22) an then be written∫ +∞
u
η
1−p
2s dη < +∞
that holds if and only if p > 1 + 2s. On the other hand hypothesis (1.25) beomes
p− 2
1− s < −1, i.e. p <
1 + s
1− s

In the next two examples we look at the two ritial ases in the power-like nonlinearity, adding a
logarithmi weight.
example 4.9: Lower ritial ase for powers | We onsider here f(t) = t1+2s lnα(1 + t), α > 0.
In this ase
tf ′(t)
f(t)
=
(1 + 2s)f(t) + αtf(t)(1+t) ln(1+t)
f(t)
= 1 + 2s+
αt
(1 + t) ln(1 + t)
.
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Condition (1.23) turns into∫ +∞
u
(
t
t1+2s lnα(1 + t)
)1/(2s)
dt =
∫ +∞
u
dt
t lnα/(2s)(1 + t)
< +∞
whih is fullled only for α > 2s. Also, hypothesis (1.25) beomes∫ +∞
t0
t1+2s−2/(1−s) lnα(1 + t) dt < +∞
whih is satised by any α > 0 sine (1 + 2s)(1− s)− 2 < s− 1. 
example 4.10: Upper ritial ase for powers | We onsider here f(t) = t
1+s
1−s ln−β(1+ t), β > 0.
In this ase
tf ′(t)
f(t)
=
1+s
1−sf(t)− βtf(t)(1+t) ln t
f(t)
=
1 + s
1− s −
βt
(1 + t) ln(1 + t)
Hypothesis (1.23) turns into
∫ +∞
u
(
t lnβ(1 + t)
t(1+s)/(1−s)
)1/(2s)
dt =
∫ +∞
u
lnβ/(2s)(1 + t)
t1/(1−s)
dt < +∞
whih is fullled for any β > 0. Also, hypothesis (1.25) beomes∫ +∞
t0
t−1 ln−β(1 + t) dt < +∞
whih is satised by any β > 1. 
4.5 omments on hypotheses (1.22) and (1.25)
The present setion will be devoted to the explanation of the diulties of problem (1.26) when one
of hypotheses (1.25) or (1.22) fails.
We reall that hypothesis (1.22) is the one needed to guarantee that that the funtion U dened in
(4.7) belongs to L1(Ω) (f. Lemma 4.1), while (1.25) has been used to show that EU = +∞ (f. Lemma
4.3). These features are essential in proving that U is a supersolution to (1.26). Roughly speaking,
ondition (1.22) gives a lower growth ondition at innity of the nonlinear term f : in the power ase
f(t) = tp it orresponds to p > 1 + 2s (f. Example 4.8). On the other hand hypothesis (1.25) gives
an upper growth ondition. Note that in ase (1.25) fails, we have two issues: not only the andidate
supersolution U does not satisfy EU = +∞, but also the approximate problem (4.15) does not have any
solution.
lemma 4.11 | In ase (1.25) fails, problem
(−△)su1 = −f(u1) in Ω
u1 = 0 in CΩ
E u1 = 1 on ∂Ω
(4.17)
does not admit any weak or pointwise solution.
Proof. In both ases the solution would satisfy u1 ≥ cδs−1 in Ω, for some c > 0. If u1 was a weak solution
then for any φ ∈ T (Ω) ∫
Ω
u1 (−△)sφ+
∫
Ω
f(u1)φ =
∫
∂Ω
Dsφ
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where ∫
Ω
f(u1)φ ≥ C
∫
Ω
f(c δs−1)δs = +∞
beause (1.25) does not hold, a ontradition.
If u1 was a pointwise solution, then by Lemma 5.4 it would be a weak solution on any subdomain
D ⊂ D ⊂ Ω. Therefore
u1(x) = −
∫
D
GD(x, y) f(u1(y)) dy +
∫
CD
PD(x, y)u1(y) dy.
If u0 denotes the s-harmoni funtion indued by Eu = 1, then u1 ≤ u0 in Ω and
u1(x) ≤ −
∫
D
GD(x, y) f(u1(y)) dy +
∫
CD
PD(x, y)u0(y) dy = −
∫
D
GD(x, y) f(u1(y)) dy + u0(x).
Fix x ∈ Ω. Letting now D ր Ω we have that GD(x, y) ↑ GΩ(x, y) and∫
Ω
GΩ(x, y) f(u1(y)) dy ≥ cδ(x)s
∫
{2δ(y)<δ(x)}
δ(y)s f(u1(y)) dy = +∞
beause (1.25) does not hold, a ontradition.
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Chapter 5
Final remarks
In this Chapter we would like to point out some elements that may risk to be unlear if left impliit.
In the rst paragraph we disuss the relation between pointwise solutions and weak L1 solutions. The
seond paragraph states in what sense the singular boundary trae is attained by weak solutions, when
the data are not smooth. The third and paragraph deals with the denition of weak L1 solution given
by Chen and Véron [26℄, whih amounts to be equivalent to Denition 1.8.
5.1 pointwise solutions vs. weak L
1
solutions
lemma 5.1 | Solutions provided by Theorem 1.9 are distributional solutions, meaning that for any
ψ ∈ C∞c (Ω) it holds ∫
Ω
u(−△)sψ =
∫
Ω
ψ dλ−
∫
CΩ
(−△)sψ dµ.
Proof. Consider a sequene {ηk}k∈N of bump funtions, suh that 0 ≤ . . . ≤ ηk ≤ ηk+1 ≤ . . . ≤ 1 and
ηk ↑ χΩ. Dene fk := ηk(−△)sψ ∈ C∞c (Ω) and the orresponding φk ∈ T (Ω). Then we know that∫
Ω
u fk =
∫
Ω
φk dλ−
∫
CΩ
(−△)sφk dµ+
∫
∂Ω
Dsφk dν.
Sine |fk| ≤ |(−△)sψ| < C in Ω, the left-hand side onverges to
∫
Ω
u(−△)sψ by dominated onvergene.
In the same way |φk| ≤
∫
ΩGΩ(·, y)|fk(y)|dy ≤ Cδs and
|(−△)sφk(x)| ≤ CN,s
∫
Ω
|φk(y)|
|x− y|N+2s
≤ C
∫
Ω
δ(y)s
|x− y|N+2s
≤ Cδ(x)−smin{1, δ(x)−N−s},
thus we have the onvergene on the rst and the seond addend on the left-hand side. Finally, we have
that φk δ
−s
onverges uniformly towards ψ δ−s in Ω, so that Dsψk → Dsψ = 0 as k ↑ +∞; this, along
with
|Dsφk(z)| =
∣∣∣∣∫
Ω
MΩ(x, z) fk(x) dx
∣∣∣∣ ≤ ∫
Ω
MΩ(x, z) |(−△)sψ(x)| dx < C(N,Ω, s)
would prove the onvergene ∫
∂Ω
Dsφk dν −−−−−→
k↑+∞
∫
∂Ω
Dsψ dν = 0
ompleting the proof of the lemma. Indeed, by (2.26), it holds
|φk(x)− ψ(x)| ≤
∫
Ω
GΩ(x, y)(1 − ηk(y)) |(−△)sψ(x)| dy ≤ δ(x)s ‖(−△)sψ‖L∞(Ω)
∫
Ωk
dy
|x− y|N−s
where Ωk := {ηk < 1} ⊂ Ω has measure onverging to 0, if the sequene {ηk}k∈N is properly hosen.
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lemma 5.2 | Suppose f ∈ L∞loc(Ω), and onsider a u ∈ L1(RN , (1 + |x|)−N−2sdx) satisfying
(−△)su = f in a distributional sense
i.e. for any ψ ∈ C∞c (Ω) ∫
Ω
u(−△)sψ =
∫
Ω
fψ −
∫
CΩ
u(−△)sψ.
Then u ∈ Cβ(Ω) for any β ∈ [0, 2s). If f ∈ Cαloc(Ω) for some α > 0 suh that α + 2s 6∈ N, then
u ∈ C2s+αloc (Ω).
Proof. This an be proved as in [78, Proposition 2.8℄.
orollary 5.3 | Take f ∈ Cαloc(Ω) for some α > 0 suh that α+ 2s 6∈ N with∫
Ω
|f |δs < +∞,
a Radon measure µ ∈ M(CΩ) suh that∫
CΩ
δ−smin{1, δ−N−s} d|µ| < +∞,
a nite Radon measure ν ∈M(∂Ω) and u : RN → R a weak L1 solution to
(−△)su = f in Ω
u = µ in CΩ
Eu = ν on ∂Ω.
Then (−△)su(x) = f(x) holds pointwisely for any x ∈ Ω.
Proof. This is a ombination of the previous Lemma with [78, Proposition 2.4℄.
lemma 5.4 | Take f ∈ Cαloc(Ω) for some α ∈ (0, 1), h ∈ C(∂Ω) and u : RN → R a pointwise solution
to 
(−△)su = f in Ω
u = g in CΩ
Eu = h on ∂Ω.
(5.1)
If ∫
Ω
|f |δs < +∞,
∫
CΩ
|g|δ−smin{1, δ−N−s} < +∞, h ∈ C(∂Ω)
then u is also a weak L1 solution to the same problem.
Proof. We refer to Theorem 1.9 for the existene and uniqueness of a weak L1 solution v to problem
(5.1). By Corollary 5.3, v ∈ C2s+αloc (Ω) and (−△)sv = f holds pointwisely in Ω. So
(−△)s(u− v) = 0 in Ω
u− v = 0 in CΩ
E(u− v) = 0 on ∂Ω.
in a pointwise sense. In partiular, u − v ∈ C(Ω) sine harmoni funtions are smooth. Dene Ω+ :=
{x ∈ Ω : u(x) > v(x)}: u− v is a nonnegative s-harmoni funtion and, by [12, Lemma 5 and Theorem
1℄, it deomposes into the sum of the s-harmoni funtion indued by the EΩ+(u− v) trae and the one
by its values on CΩ+. But EΩ+(u− v) = 0 on ∂Ω+ as it is implied by the singular trae datum in (5.1)
and the ontinuity on ∂Ω+ ∩Ω, while u− v ≤ 0 in CΩ+. This yields Ω+ = ∅ and v ≥ u in Ω. Repeating
the argument we dedue also u ≤ v and this ompletes the proof of the lemma.
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5.2 variational weak solutions vs. weak L
1
solutions
definition 5.5 | Given f ∈ L∞(Ω), a variational weak solution of{
(−△)su = f in Ω
u = 0 in CΩ (5.2)
is a funtion u ∈ Hs(RN ) suh that u ≡ 0 in CΩ and for any other v ∈ Hs(RN ) suh that v ≡ 0 in CΩ
it holds ∫
RN
(−△)s/2u (−△)s/2v =
∫
Ω
f v.
lemma 5.6 | T (Ω) ⊂ Hs(RN ).
Proof. Consider φ ∈ T (Ω). The frational Laplaian (−△)s/2φ is a ontinuous funtion deaying like
|x|−N−s at innity. So ‖(−△)s/2φ‖L2(RN ) <∞ and we an apply [37, Proposition 3.6℄.
proposition 5.7 | Let f ∈ L∞(Ω). Let u be a variational weak solution of (5.2). Then it is also a
weak L1 solution to the problem 
(−△)su = f in Ω
u = 0 in CΩ
Eu = 0 on ∂Ω.
Proof. Consider φ ∈ T (Ω): ∫
Ω
u(−△)sφ =
∫
RN
(−△)s/2u (−△)s/2φ =
∫
Ω
fφ.
where we have used Lemma 5.6 on φ.
proposition 5.8 | Let f ∈ L∞(Ω). Let u be a weak L1 solution to the problem
(−△)su = f in Ω
u = 0 in CΩ
Eu = 0 on ∂Ω.
Then it is also a variational weak solution of (5.2).
Proof. Call w the variational weak solution of (5.2). By the previous Lemma, w is also a weak L1
solution. We must onlude u = w by the uniqueness of a weak L1 solution.
5.3 traes
With Setion 2.4 and Lemma 2.7 we provided some fats on the boundary behaviour of solutions to
linear problems with some assumptions on the data. In this setion we reover the boundary behaviour
in presene of rough data. We use the notion of weak trae introdued by Pone [71, Proposition 3.5℄.
proposition 5.9 | Let λ ∈ M(Ω) be a Radon measure suh that∫
Ω
δs d|λ| < +∞. (5.3)
Then the weak solution to 
(−△)su = λ in Ω
u = 0 in CΩ
Eu = 0 on ∂Ω
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satises
lim
η↓0
1
η
∫
{δ(x)<η}
δ(x)1−s u(x) dx = 0. (5.4)
Proof. By using the Jordan deomposition on λ = λ+ − λ−, we an suppose that λ is a nonnegative
measure without loss of generality. Fix σ ∈ (0, s) and exhange the order of integration in∫
{δ(x)<η}
δ(x)1−s u(x) dx =
∫
δ(x)<η
δ(x)1−s
∫
Ω
GΩ(x, y) dλ(y) dx.
Our laim is that∫
Ω
GΩ(x, y) δ(x)
1−sχ(0,η)(δ(x)) dx ≤
{
Cη1+σδ(y)s−σ if δ(y) ≥ η
Cηδ(y)s if δ(y) < η.
(5.5)
This would prove
1
η
∫
Ω
(∫
Ω
GΩ(x, y) δ(x)
1−sχ(0,η)(δ(x)) dx
)
dλ(y) ≤
≤ Cησ
∫
{δ(y)≥η}∩Ω
δ(y)s−σ dλ(y) + C
∫
{δ(y)<η}∩Ω
δ(y)s dλ(y)
where the seond addend onverges to 0 as η ↓ 0 by (5.3). For the rst addend, we have that ησδ(y)s−σ
onverges pointwisely to zero for any y ∈ Ω and ησδ(y)s−σ ≤ δ(y)s if y ∈ Ω ∩ {δ(y) > η}, therefore we
have the onvergene to 0 by dominated onvergene.
We turn now to the proof of (5.5). For any y ∈ Ω one has∫
Ω
GΩ(x, y) δ(x)
1−sχ(0,η)(δ(x)) dx ≤ η1+σ
∫
Ω
GΩ(x, y) δ(x)
−s−σ dx ≤ Cη1+σδ(y)s−σ (5.6)
where we have used the regularity at the boundary in (1.16). In partiular (5.6) holds when δ(y) > η.
To prove the other part of (5.5) we write (dropping from now on multipliative onstants depending
on N,Ω and s)∫
Ω
GΩ(x, y) δ(x)
1−sχ(0,η)(δ(x)) dx ≤ η1−s
∫
{δ(x)<η}∩Ω
(
δ(x)δ(y) ∧ |x− y|2)s
|x− y|N
δ(x)1−sdx
and, by exploiting Lemma (8.10) below, we are allowed to perform the omputations only in the ase
where ∂Ω is loally at where the above reads as∫ η
0
∫
B
[
xNyN ∧ (|x′ − y′|2 + |xN − yN |2)
]s
(|x′ − y′|2 + |xN − yN |2)N/2
· x1−sN dx′ dxN .
where x = (x′, xN ) ∈ RN−1 × R and y = (y′, yN) ∈ RN−1 × R. First note that we an suppose y′ = 0
without loss of generality and a ∧ b ≤ 2ab/(a+ b) when a, b > 0. With the hange of variable xN = yN t
and x′ = yN ξ, we redue to
y1+sN
∫ η/yN
0
∫
B1/yN
t
(|ξ|2 + |t− 1|2)N/2−s
· dξ
(|ξ|2 + |t− 1|2 + t)s dt
and, passing to polar oordinates in the ξ variable
y1+sN
∫ η/yN
0
∫ 1/yN
0
t ρN−2
(ρ2 + |t− 1|2)N/2−s
· dρ
(ρ2 + |t− 1|2 + t)s dt ≤
≤ y1+sN
∫ η/yN
0
∫ 1/yN
0
t ρ
(ρ2 + |t− 1|2)3/2−s
· dρ
(ρ2 + |t− 1|2 + t)s dt.
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We deal rst with the integral in the ρ variable1
t
∫ 1/yN
0
ρ
(ρ2 + |t− 1|2)3/2−s
· dρ
(ρ2 + |t− 1|2 + t)s ≤
≤ t
(|t− 1|2 + t)s
∫ 1
0
ρ
(ρ2 + |t− 1|2)3/2−s
dρ+ t
∫ 1/yN
1
ρ
(ρ2 + |t− 1|2)3/2
dρ
≤ t
(|t− 1|2 + t)s ·
(
ρ2 + |t− 1|2)−1/2+s
2s− 1
∣∣∣∣∣
1
ρ=0
+
t
(1 + |t− 1|2)1/2
.
We then have
t
∫ 1/yN
0
ρ
(ρ2 + |t− 1|2)3/2−s
· dρ
(ρ2 + |t− 1|2 + t)s ≤
≤

t
(|t− 1|2 + t)s |t− 1|1−2s +
t
(1 + |t− 1|2)1/2
s ∈ (0, 1/2),
t
(
1 + |t− 1|2)s−1/2
(|t− 1|2 + t)s +
t
(1 + |t− 1|2)1/2
s ∈ (1/2, 1).
The two quantities are both integrable in t = 1 and onverge to a positive onstant as t ↑ +∞, therefore
y1+sN
∫ η/yN
0
∫ 1/yN
0
t ρN−2
(ρ2 + |t− 1|2)N/2−s
· dρ
(ρ2 + |t− 1|2 + t)s dt ≤ η y
s
N = η δ(y)
s
ompleting the proof of (5.5).
proposition 5.10 | Let µ ∈ M(CΩ) be a Radon measure suh that∫
CΩ
δ−s min{1, δ−N−s} d|µ| < +∞. (5.7)
Then the s-harmoni funtion u indued in Ω by µ satises
lim
η↓0
1
η
∫
{δ(x)<η}
δ(x)1−s u(x) dx = 0. (5.8)
Proof. Again, we an assume without loss of generality that µ is a nonnegative measure. Reall that u
is represented by
u(x) = −
∫
CΩ
(−△)sGΩ(x, y) dµ(y), x ∈ Ω
and by (1.13)
u(x) ≤
∫
CΩ
δ(x)s
|x− y|N
· dµ(y)
δ(y)s (1 + δ(y))s
.
Choose R > 0 large enough to have Ω ⊂⊂ BR and split
µ = µ1 + µ2 := χBRµ+ χCBRµ :
note that
δ(x)1−s
∫
CΩ
δ(x)s
|x− y|N
· dµ2(y)
δ(y)s (1 + δ(y))
s ≤ δ(x)
∫
CBR
dµ2(y)
δ(y)s (1 + δ(y))N+s
whih onverges uniformly to 0 as δ(x) ↓ 0 in view of (5.7). Thus we an suppose that µ is supported in
BR and
1
η
∫
{δ(x)<η}
δ(x)1−s u(x) dx ≤
∫
CΩ
(
1
η
∫
{δ(x)<η}
δ(x)
|x− y|N
dx
)
dµ(y)
δ(y)s
.
1
The omputation whih follows is not valid in the partiular ase s = 1/2, but with some minor natural modiations
the same idea will work.
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One again, we redue to the at ase as we did in (and with the same notation of) the last proposition.
Let y = (0,−yN) with yN > 0. We have to handle
1
η
∫ η
0
∫
B
xN
[
(xN + yN)
2 + |x′|2]−N/2 dx′ dxN .
With the hange of variable x′ = (xN + yN )ξ we have
1
η
∫ η
0
∫
B
xN
[
(xN + yN )
2 + |x′|2]−N/2 dx′ dxN = 1
η
∫ η
0
xN
xN + yN
∫
B1/(xN+yN )
[
1 + |ξ|2]−N/2 dξ dxN
whih is uniformly bounded in η for yN > 0. Moreover,
1
η
∫ η
0
∫
B
xN
[
(xN + yN )
2 + |x′|2]−N/2 dx′ dxN = ∫ 1
0
∫
B
η t
[
(η t+ yN )
2 + |x′|2]−N/2 dx′ dt ≤
≤ η
∫ 1
0
∫
B
[
y2N + |x′|2
]−N/2
dx′ dt
onverges to 0 as η ↓ 0 for any yN > 0. Therefore, sine δ−sµ is a nite measure on CΩ, by dominated
onvergene the limit
lim
η↓0
∫
CΩ
(
1
η
∫
{δ(x)<η}
δ(x)
|x− y|N
dx
)
dµ(y)
δ(y)s
= 0
holds.
5.4 the test funtion spae
In [26℄ the following denition of weak solution is given.
definition 5.11 | Given a Radon measure ν suh that δs ∈ L1(Ω, dν) a funtion u ∈ L1(Ω) is a weak
solution of {
(−△)su+ f(u) = ν in Ω
u = 0 in CΩ
if f(u) ∈ L1(Ω, δs dx) ∫
Ω
u(−△)sξ +
∫
Ω
f(u)ξ =
∫
Ω
ξ dν
for any ξ ∈ Xs ⊂ C(RN ), i.e.
1. suppξ ⊆ Ω
2. (−△)sξ(x) is pointwisely dened for any x ∈ Ω and ‖(−△)sξ‖L∞(Ω) < +∞
3. there exist a positive ϕ ∈ L1(Ω, δsdx) and ε0 > 0 suh that
|(−△)sεξ(x)| =
∣∣∣∣∣
∫
CBε(x)
ξ(x) − ξ(y)
|x− y|N+2s dx
∣∣∣∣∣ ≤ ϕ(x) for all ε ∈ (0, ε0].
The test spae Xs in Denition 5.11 is quite dierent from the spae T (Ω) whih is used in Denition
1.8. Still, testing a Dirihlet problem against one or the other does not yield two dierent solutions, i.e.
the two notions of weak L1 solutions are equivalent. We split the proof of this fat into two lemmas.
lemma 5.12 | T (Ω) ⊂ Xs.
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Proof. Pik φ ∈ T (Ω). Properties 1. and 2. of Denition 5.11 are satised by onstrution. In order to
prove 3. write for δ(x) < 2ε
(−△)sεφ(x) = ψ(x)− PV
∫
Bε(x)
φ(x) − φ(y)
|x− y|N+2s dy =
= ψ(x) − PV
∫
Bδ(x)/2(x)
φ(x) − φ(y)
|x− y|N+2s dy −
∫
Bε(x)\Bδ(x)/2(x)
φ(x) − φ(y)
|x− y|N+2s dy. (5.9)
with ψ := (−△)sφ|Ω ∈ C∞c (Ω). Consider α ∈ (0, s). For the rst integral∣∣∣∣∣PV
∫
Bδ(x)/2(x)
φ(x) − φ(y)
|x− y|N+2s dy
∣∣∣∣∣ ≤ ‖φ‖C2s+α(Bδ(x)/2(x))
∫
Bδ(x)/2(x)
dy
|x− y|N−α
= ‖φ‖C2s+α(Bδ(x)/2(x))
ωN−1
α
(
δ(x)
2
)α
where, by [78, Proposition 2.8℄
‖φ‖C2s+α(Bδ(x)/2(x)) = 22s+αδ(x)−2s−α
∥∥∥∥φ(x+ δ(x)2 ·
)∥∥∥∥
C2s+α(B)
≤
≤ Cδ(x)−2s−α
(∥∥∥∥φ(x+ δ(x)2 ·
)∥∥∥∥
L∞(B)
+
∥∥∥∥ψ(x+ δ(x)2 ·
)∥∥∥∥
Cα(B)
)
≤ Cδ(x)−2s−α
(
‖φ‖L∞(Bδ(x)/2(x)) + δ(x)α‖ψ‖Cα(Bδ(x)/2(x))
)
≤ Cδ(x)−2s−α (‖ψ‖L∞(RN )δ(x)s + δ(x)α‖ψ‖Cα(RN )) ≤ C‖ψ‖Cα(RN )δ(x)−2s.
The integration far from x gives∣∣∣∣∣
∫
Bε(x)\Bδ(x)/2(x)
φ(x) − φ(y)
|x− y|N+2s dy
∣∣∣∣∣ ≤ ‖φ‖Cs(RN )
∫
Bε(x)\Bδ(x)/2(x)
dy
|x− y|N+s ≤
≤ ‖φ‖Cs(RN )
∫
RN\Bδ(x)/2
dz
|z|N+s ≤ ‖φ‖Cs(RN )
ωN−1
s
(
2
δ(x)
)s
.
All this entails
δ(x)s|(−△)sεφ(x)| ≤ δ(x)s|ψ(x)| + C‖ψ‖Cα(RN )δ(x)α−s + C‖φ‖Cs(RN ), when δ(x) < 2ε.
For δ(x) ≥ 2ε one does not have the seond integral on the right-hand side of (5.9) whereas the rst one
is omputed on the ball of radius ε, but the same omputations an be run. This proves the statement
of the Lemma.
lemma 5.13 | Given a Radon measure ν ∈ M(Ω) suh that δs ∈ L1(Ω, dν), if a funtion u ∈ L1(Ω)
satises ∫
Ω
u(−△)sξ =
∫
Ω
ξ dν, for any ξ ∈ T (Ω), (5.10)
then the same holds true for any ξ ∈ Xs.
Proof. Pik ξ ∈ Xs: by denition, ζ := (−△)sξ ∈ L∞(Ω). Consider the standard mollier η ∈ C∞c (RN )
and ηε(x) := ε
−Nη(x/ε). Then
ζε := ζχΩ ∗ ηε ∈ C∞(RN ) and ‖ζε‖L∞(Ω) ≤ ‖ζ‖L∞(Ω). (5.11)
Dene ξε as the solution to 
(−△)sξε = ζε in Ω
ξε = 0 in CΩ
Eξε = 0 on ∂Ω.
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Also, for ρ > 0 small onsider
Ωρ := {x ∈ Ω : δ(x) > ρ}
and a bump funtion bρ ∈ C∞c (RN ) suh that
bρ ≡ 1 in Ω2ρ, bρ ≡ 0 in RN \ Ωρ, 0 ≤ bρ ≤ 1 in RN .
Then ζε,ρ := bρζε ∈ C∞0 (Ω). Let ξε,ρ ∈ T (Ω) be the funtion indued by ζε,ρ. By (5.10),∫
Ω
uζε,ρ =
∫
Ω
ξε,ρ dν. (5.12)
It holds ζε,ρ → ζε as ρ ↓ 0, with ‖ζε,ρ‖L∞(Ω) ≤ ‖ζε‖L∞(Ω) and
|ξε,ρ(x)| ≤ C‖ζε,ρ‖L∞(Ω)δ(x)s ≤ ‖ζε‖L∞(Ω)δ(x)s
so that we an push equality (5.12) to the limit to dedue, by dominated onvergene,∫
Ω
uζε =
∫
Ω
ξε dν. (5.13)
Similarly, sine ‖ζε‖L∞(Ω) ≤ ‖ζ‖L∞(Ω), letting ε ↓ 0 yields∫
Ω
uζ =
∫
Ω
ξ dν.
Part II
Boundary blow-up solutions for (−△|Ω)s

Chapter 6
Introduction and main results
Given a bounded domain Ω of the Eulidean spae RN , the spetral frational Laplaian operator
(−△|Ω)s, s ∈ (0, 1), is lassially dened as a frational power of the Laplaian with homogeneous
Dirihlet boundary onditions, seen as a self-adjoint operator in the Lebesgue spae L2(Ω), see (6.2)
below. This provides a nonloal operator of ellipti type with homogeneous boundary onditions. Reent
bibliography on this operator an be found e.g. in Bonforte, Sire and Vázquez [14℄, Grubb [51℄, Caarelli
and Stinga [20℄, Servadei and Valdinoi [77℄.
One aspet of the theory is however left unanswered: the formulation of natural nonhomogeneous
boundary onditions. A rst attempt an be found in the work of Dhii, Mâagli and Zribi [36℄. The
investigations that have resulted in the present Part turn out, we hope, to shed some further light on
this question. We provide a weak formulation, whih is well-posed in the sense of Hadamard, for linear
problems of the form  (−△|Ω)
s
u = µ in Ω,
u
h1
= ζ on ∂Ω,
(6.1)
where h1 is a referene funtion, see (6.8) below, with presribed singular behaviour at the boundary.
Namely, h1 is bounded above and below by onstant multiples of δ
−(2−2s)
and the left-hand side of
the boundary ondition must be understood as a limit as δ onverges to zero. In other words, unlike
the lassial Dirihlet problem for the Laplae operator, nonhomogeneous boundary onditions must be
singular. In addition, if the data µ, ζ are smooth, the solution blows up1 at the xed rate δ−(2−2s). In
fat, for the speial ase of positive s-harmoni funtions, that is when µ = 0, the singular boundary
ondition was already identied in previous works emphasizing the probabilisti and potential theoreti
aspets of the problem: see e.g. Song and Vondra£ek [82℄, Glover, Pop-Stojanovi, Rao, iki¢, Song and
Vondra£ek [47℄ and Song [81℄ for the spetral frational Laplaian.
Turning to nonlinear problems, even more singular boundary onditions arise: in the above system,
if µ = −up for suitable values of p, one may hoose ζ = +∞, in the sense that the solution u will blow
up at a higher rate with respet to δ−(2−2s) and ontrolled by the (sale-invariant) one δ−2s/(p−1). Note
that the value ζ = +∞ is not admissible for linear problems. This has been already observed in the
ontext of the frational Laplaian in the previous Part, see [2℄, and this is what we prove here for the
spetral frational Laplaian. Interestingly, the range of admissible exponents p is dierent aording to
whih operator one works with.
1
This is very similar indeed to the theory of nonhomogeneous boundary onditions for the frational Laplaian - although
in that ase the blow-up rate is of order δ−(1−s) - as analysed in Part I of this manusript and from a dierent perspetive
by Grubb [50℄.
88  Introduction and main results
6.1 main results
For larity, we list here the denitions and statements that we use. First reall the denition of the
spetral frational Laplaian:
definition 6.1 | Let Ω ⊂ RN a bounded domain and let {ϕj}j∈N be a Hilbert basis of L2(Ω) onsisting
of eigenfuntions of the Dirihlet Laplaian −△|Ω, assoiated to the eigenvalues λj , j ∈ N, i.e.2 ϕj ∈
H10 (Ω) ∩ C∞(Ω) and −△ϕj = λjϕj in Ω. Given s ∈ (0, 1), onsider the Hilbert spae3
H(2s) :=
v =
∞∑
j=1
v̂jϕj ∈ L2(Ω) : ‖v‖2H(2s) =
∞∑
j=0
λ2sj |v̂j |2 <∞
 .
The spetral frational Laplaian of u ∈ H(2s) is the funtion belonging to L2(Ω) given by the formula
(−△|Ω)su =
∞∑
j=1
λsj ûj ϕj . (6.2)
Note that C∞c (Ω) ⊂ H(2s) →֒ L2(Ω). So, the operator (−△|Ω)s is unbounded, densely dened and
with bounded inverse (−△|Ω)−s in L2(Ω). Alternatively, for almost every x ∈ Ω,
(−△|Ω)su(x) = PV
∫
Ω
[u(x)− u(y)]J(x, y) dy + κ(x)u(x), (6.3)
where, letting pΩ(t, x, y) denote the heat kernel of −△|Ω,
J(x, y) =
s
Γ(1− s)
∫ ∞
0
pΩ(t, x, y)
t1+s
dt and κ(x) =
s
Γ(1− s)
∫
Ω
(
1−
∫
Ω
pΩ(t, x, y) dy
)
dt
t1+s
(6.4)
are respetively
4
the jumping kernel and the killing measure, see Song and Vondra£ek [82, formulas (3.3)
and (3.4)℄. For the reader's onveniene, we provide a proof of (6.3) in Paragraph 8.3.1. We assume from
now on that
Ω is of lass C1,1.
In partiular, sharp bounds are known for the heat kernel PΩ, see (7.9) below, and provide in turn sharp
estimates for J(x, y), see (7.13) below, so that the right-hand side of (6.3) remains well-dened for every
x ∈ Ω under the assumption that u ∈ C2s+ε(Ω)∩L1(Ω, δ(x)dx) for some ε > 0. This allows us to dene
the spetral frational Laplaian of funtions whih do not vanish on the boundary of Ω. As a simple
example, observe that the funtion u(x) ≡ 1, x ∈ Ω, does not belong to H(2s) if s ≥ 1/4, yet it solves
(6.1) for µ = κ and ζ = 0.
definition 6.2 | The Green funtion and the Poisson kernel of the spetral frational Laplaian are
dened respetively by
Gs|Ω(x, y) =
1
Γ(s)
∫ ∞
0
pΩ(t, x, y) t
s−1 dt, x, y ∈ Ω, x 6= y, s ∈ (0, 1], (6.5)
where pΩ denotes the heat kernel of −△|Ω, and by
P s|Ω(x, y) := −
∂
∂νy
Gs|Ω(x, y), x ∈ Ω, y ∈ ∂Ω. (6.6)
where ν is the outward unit normal to ∂Ω.
2
See Brezis [15, Theorem 9.31℄.
3
When Ω is smooth, H(2s) oinides with the Sobolev spae H2s(Ω) if 0 < s < 1/4, Hs00(Ω) if s ∈ {1/4, 3/4}, H
2s
0 (Ω)
otherwise; see Lions and Magenes [62, Theorems 11.6 and 11.7 pp. 7072℄.
4
in the language of potential theory of killed stohasti proesses. Note that the integral in (6.3) must be understood
in the sense of prinipal values. To see this, look at (7.13).
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In Setion 7.1, we shall prove that P s|Ω is well-dened (see Lemma 7.4) and review some useful
identities involving the Green funtion Gs|Ω and the Poisson kernel P
s
|Ω. Now, let us dene weak solutions
of (6.1).
definition 6.3 | Consider the test funtion spae
T (Ω) := (−△|Ω)−sC∞c (Ω) (6.7)
and the weight
h1(x) =
∫
∂Ω
P s|Ω(x, y) dH(y), x ∈ Ω. (6.8)
Given two Radon measures µ ∈M(Ω) and ζ ∈M(∂Ω) with∫
Ω
δ(x) d|µ|(x) < ∞, |ζ|(∂Ω) < ∞, (6.9)
a funtion u ∈ L1loc(Ω) is a weak solution to (−△|Ω)
s
u = µ in Ω
u
h1
= ζ on ∂Ω
(6.10)
if, for any ψ ∈ T (Ω), ∫
Ω
u (−△|Ω)sψ =
∫
Ω
ψ dµ−
∫
∂Ω
∂ψ
∂ν
dζ. (6.11)
We shall prove that T (Ω) ⊆ C10 (Ω), see Lemma 7.18, so that all integrals above are well-dened.
Equation (6.11) is indeed a weak formulation of (6.10), as the following lemma shows.
lemma 6.4 | 1. (weak solutions are distributional solutions) Assume that u ∈ L1loc(Ω) is a weak
solution of (6.10). Then in fat, u ∈ L1(Ω, δ(x)dx) and (−△|Ω)su = µ in the sense of distributions
i.e. for any ψ ∈ C∞c (Ω), (−△|Ω)
sψ
δ is bounded in Ω and∫
Ω
u(−△|Ω)sψ =
∫
Ω
ψ dµ,
moreover the boundary ondition holds in the sense that for every φ ∈ C(Ω)
lim
t↓0
1
t
∫
{δ(x)<t}
u(x)
h1(x)
φ(x) dH(x) =
∫
∂Ω
φ(x) dζ(x)
whenever µ ∈ M(Ω) satises (6.9) and ζ ∈ L1(∂Ω).
2. (for smooth data, weak solutions are lassial) Assume that u ∈ L1loc(Ω) is a weak solution of
(6.10), where µ ∈ Cα(Ω) for some α suh that α + 2s 6∈ N and ζ ∈ C(∂Ω). Then, (−△|Ω)su is
well-dened by (6.3) for every x ∈ Ω, (−△|Ω)su(x) = µ(x) for all x ∈ Ω and for all x0 ∈ ∂Ω,
lim
x→ x0
x∈Ω
u(x)
h1(x)
= ζ(x0).
3. (lassial solutions are weak solutions) Assume that u ∈ C2s+ε(Ω) is suh that u/h1 ∈ C(Ω). Let
µ = (−△|Ω)su be given by (6.3) and ζ = u/h1|∂Ω. Then, u is a weak solution of (6.10).
We present some fats about harmoni funtions in Setion 7.2 with an eye kept on their singular
boundary trae in Setion 7.3.
We prove the well-posedness of (6.10) in Setion 7.4, namely
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theorem 6.5 | Given two Radon measures µ ∈ M(Ω) and ζ ∈ M(∂Ω) suh that (6.9) holds, there
exists a unique funtion u ∈ L1loc(Ω) whih is a weak solution to (6.10). Moreover, for a.e. x ∈ Ω,
u(x) =
∫
Ω
Gs|Ω(x, y) dµ(y) +
∫
∂Ω
P s|Ω(x, y) dζ(y) (6.12)
and
‖u‖L1(Ω,δ(x)dx) ≤ C(Ω, N, s)
(‖δµ‖M(Ω) + ‖ζ‖M(∂Ω)) . (6.13)
In addition, the following estimates hold.
‖u‖Lp(Ω,δ(x)dx) ≤ C1‖δµ‖M(Ω) if ζ = 0 and p ∈
[
1,
N + 1
N + 1− 2s
)
(6.14)
‖u‖Cα(ω) ≤ C2
(‖µ‖L∞(ω) + ‖ζ‖M(∂Ω)) if ω ⊂⊂ Ω and α ∈ (0, 2s) (6.15)
‖u‖C2s+α(ω) ≤ C3
(‖µ‖Cα(ω) + ‖ζ‖M(∂Ω)) if ω ⊂⊂ Ω and 2s+ α 6∈ N. (6.16)
In the above C1 = C1(Ω, N, s, p), C2 = C2(Ω, ω,N, s, α), C3 = C3(Ω, ω,N, s, α).
In Setion 8.1 we solve nonlinear Dirihlet problems, by proving
theorem 6.6 | Let g(x, t) : Ω × R+ −→ R+ be a Carathéodory funtion and h : R+ → R+ a
nondereasing funtion suh that g(x, 0) = 0 and for a.e. x ∈ Ω and all t > 0,
0 ≤ g(x, t) ≤ h(t) where h(δ−(2−2s))δ ∈ L1(Ω).
Then, problem  (−△|Ω)
s
u = −g(x, u) in Ω
u
h1
= ζ on ∂Ω
(6.17)
has a solution u ∈ L1(Ω, δ(x)dx) for any ζ ∈ C(∂Ω), ζ ≥ 0. In addition, if t 7→ g(x, t) is nondereasing
then the solution is unique.
Finally, with Setion 8.2 we prove
theorem 6.7 | Let
p ∈
(
1 + s,
1
1− s
)
.
Then, there exists a nonnegative funtion u ∈ L1(Ω, δ(x)dx) ∩ C∞(Ω) solving (−△|Ω)
s
u = −up in Ω,
u
h1
= +∞ on ∂Ω (6.18)
in the following sense: the rst equality holds pointwise and in the sense of distributions, the boundary
ondition is understood as a pointwise limit. In addition, there exists a onstant C = C(Ω, N, s, p) suh
that
0 ≤ u ≤ Cδ− 2sp−1 .
Chapter 7
Nonhomogeneous boundary conditions
7.1 green funtion and poisson kernel
In the following three lemmas
1
, we establish some useful identities for the Green funtion dened by
(6.5).
lemma 7.1 | ([48, formula (17)℄) Let f ∈ L2(Ω). For almost every x ∈ Ω, Gs|Ω(x, ·)f ∈ L1(Ω) and
(−△|Ω)−sf(x) =
∫
Ω
Gs|Ω(x, y)f(y) dy for a.e. x ∈ Ω.
Proof. If ϕj is an eigenfuntion of −△|Ω, then∫
Ω
Gs|Ω(x, y)ϕj(y) dy =
∫ ∞
0
ts−1
Γ(s)
∫
Ω
pΩ(t, x, y)ϕj(y) dy dt
=
∫ ∞
0
ts−1
Γ(s)
e−λjtϕj(x) dt =
λ−sj
Γ(s)
ϕj(x)
∫ ∞
0
ts−1e−t dt = λ−sj ϕj(x) = (−△|Ω)−sϕj(x).
By linearity, if f ∈ L2(Ω) is a linear ombination of eigenvetors f =∑Mj=1 f̂jϕj , then∫
Ω
Gs|Ω(x, y)
M∑
j=1
f̂jϕj(y) dy =
M∑
j=1
f̂jλ
−s
j ϕj(x)
and so, letting
Gs|Ωf :=
∫
Ω
Gs|Ω(·, y) f(y) dy, (7.1)
we have
‖Gs|Ωf‖2H(2s) =
M∑
j=1
λ2sj · |f̂j |2λ−2sj = ‖f‖2L2(Ω). (7.2)
Thus the map Gs|Ω : f 7−→ Gs|Ωf uniquely extends to a linear isometry from L2(Ω) to H(2s), whih
oinides with (−△|Ω)−s. It remains to prove that the identity (7.1) remains valid a.e. for f ∈ L2(Ω).
By standard paraboli theory, the funtion (t, x) 7→ ∫Ω pΩ(t, x, y)dy is bounded (by 1) and smooth in
[0, T ] × ω for every T > 0, ω ⊂⊂ Ω. Hene, for every x ∈ Ω, Gs|Ω(x, ·) ∈ L1(Ω). Assume rst that
f = ψ ∈ C∞c (Ω) and take a sequene {ψk}k∈N in the linear span of the eigenvetors {ϕj}j∈N suh that
{ψk}k∈N onverges to ψ in L2(Ω). The onvergene is in fat uniform and so (7.1) holds for f = ψ.
Indeed, by standard ellipti regularity, there exist onstants C = C(N,Ω), k = k(N) suh that any
eigenfuntion satises
‖▽ϕj‖L∞(Ω) ≤ (Cλj)k‖ϕj‖L2(Ω) = (Cλj)k.
1
whih hold even if the domain Ω is not C1,1
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In partiular, taking C larger if needed, ∥∥∥ϕj
δ
∥∥∥
L∞(Ω)
≤ (Cλj)k. (7.3)
Now write ψ =
∑∞
j=1 ψ̂jϕj and x m ∈ N. Integrating by parts m times yields
ψ̂j =
∫
Ω
ψϕj = − 1
λj
∫
Ω
ψ△ϕj = − 1
λj
∫
Ω
△ψ ϕj = . . . = (−1)
m
λmj
∫
Ω
△mψ ϕj
whih implies that
|ψ̂j | ≤
‖△mψ‖L2(Ω)
λmj
, (7.4)
i.e. the spetral oeients of ψ onverge to 0 faster than any polynomial. This and (7.3) imply that
{ψk}k∈N onverges to ψ uniformly, as laimed.
Take at last f ∈ L2 and a sequene {fk}k∈N in C∞c (Ω) of nonnegative funtions suh that {fk}k∈N
onverges to |f | a.e. and in L2(Ω). By (7.2), ‖Gs|Ωfk‖L2 ≤ ‖fk‖L2 and by Fatou's lemma, we dedue
that Gs|Ω(x, ·)f ∈ L1(Ω) for a.e. x ∈ Ω and the desired identity follows.
lemma 7.2 | ([48, formula (8)℄) For a.e. x, y ∈ Ω,∫
Ω
G1−s|Ω (x, ξ)G
s
|Ω(ξ, y) dξ = G
1
|Ω(x, y). (7.5)
Proof. Clearly, given an eigenfuntion ϕj ,
(−△|Ω)−s(−△|Ω)s−1ϕj = λ−sj λs−1j ϕj = (−△|Ω)−1ϕj
so (−△|Ω)−s ◦ (−△|Ω)s−1 = (−△|Ω)−1 in L2(Ω). By the previous lemma and Fubini's theorem, we
dedue that for ϕ ∈ L2(Ω) and a.e. x ∈ Ω,∫
Ω2
G1−s|Ω (x, ξ)G
s
|Ω(ξ, y)ϕ(y) dξ dy =
∫
Ω
G1|Ω(x, y)ϕ(y) dy
and so (7.5) holds almost everywhere.
lemma 7.3 | For any ψ ∈ C∞c (Ω),
(−△|Ω)sψ = (−△) ◦ (−△|Ω)s−1ψ = (−△|Ω)s−1 ◦ (−△)ψ. (7.6)
Proof. The identity learly holds if ψ is an eigenfuntion. If ψ ∈ C∞c (Ω), its spetral oeients have
fast deay and the result follows by writing the spetral deomposition of ψ. Indeed, thanks to (7.4) and
(7.3), we may easily work by density to establish (7.6).
Let us turn to the denition and properties of the Poisson kernel. Reall that, for x ∈ Ω, y ∈ ∂Ω, the
Poisson kernel of the Dirihlet Laplaian is given by
P 1|Ω(x, y) = −
∂
∂νy
G1|Ω(x, y).
lemma 7.4 | The funtion
P s|Ω(x, y) := −
∂
∂νy
Gs|Ω(x, y)
is well-dened for x ∈ Ω, y ∈ ∂Ω and P s|Ω(x, ·) ∈ C(∂Ω) for any x ∈ Ω. Furthermore, there exists a
onstant C > 0 depending on N, s,Ω only suh that
1
C
δ(x)
|x− y|N+2−2s ≤ P
s
|Ω(x, y) ≤ C
δ(x)
|x− y|N+2−2s (7.7)
and ∫
Ω
G1−s|Ω (x, ξ)P
s
|Ω(ξ, y) dξ = P
1
|Ω(x, y). (7.8)
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remark 7.5 | When Ω is merely Lipshitz, one must work with the Martin kernel in plae of the
Poisson kernel, see [47℄.
Proof. of Lemma 7.4. Take x, z ∈ Ω, y ∈ ∂Ω. Then,
Gs|Ω(x, z)
δ(z)
=
1
Γ(s) δ(z)
∫ ∞
0
pΩ(t, x, z)t
s−1 dt =
|z − x|2s
Γ(s) δ(z)
∫ ∞
0
pΩ(|z − x|2τ, x, z)τs−1 dτ.
Sine Ω has C1,1 boundary, given x ∈ Ω, pΩ(·, x, ·) ∈ C1((0,+∞) × Ω) and the following heat kernel
bound holds (f. Davies, Simon and Zhang [32, 33, 88℄):[
δ(x)δ(y)
t
∧ 1
]
1
c1tN/2
e−|x−y|
2/(c2t) ≤ pΩ(t, x, y) ≤
[
δ(x)δ(y)
t
∧ 1
]
c1
tN/2
e−c2|x−y|
2/t, (7.9)
where c1, c2 are onstants depending on Ω, N only. So,
|z − x|2s
δ(z)
pΩ(|z − x|2τ, x, z)τs−1 ≤ C|z − x|2s−N−2δ(x)τs−2−N/2e−c2/τ (7.10)
and the reverse inequality
1
C
|z − x|2s−N−2δ(x)τs−2−N/2e−1/(c2τ) ≤ |z − x|
2s
δ(z)
pΩ(|z − x|2τ, x, z)τs−1
also holds for τ ≥ δ(x)δ(z)|z−x|−2. As z → y ∈ ∂Ω, the right-hand-side of (7.10) obviously onverges in
L1(0,+∞, dτ) so we may apply the generalized dominated onvergene theorem to dedue that P s|Ω(x, y)
is well-dened, satises (7.7) and
P s|Ω(x, y) = −
∂
∂νy
Gs|Ω(x, y) = limz→y
Gs|Ω(x, z)
δ(z)
= − 1
Γ(s)
∫ ∞
0
∂
∂νy
pΩ(t, x, y) t
s−1 dt.
From this last formula we dedue also that, for any xed x ∈ Ω, the funtion P s|Ω(x, ·) ∈ C(∂Ω): indeed,
having hosen a sequene {yk}k∈N ⊂ ∂Ω onverging to some y ∈ ∂Ω, we have∣∣∣P s|Ω(x, yk)− P s|Ω(x, y)∣∣∣ ≤ 1Γ(s)
∫ ∞
0
∣∣∣∣ ∂∂νy pΩ(t, x, yk)− ∂∂νy pΩ(t, x, y)
∣∣∣∣ ts−1 dt
where, by (7.9)∣∣∣∣ ∂∂νy pΩ(t, x, y)
∣∣∣∣ ≤ c1 δ(x)tN/2+1 e−c2|x−y|2/t ≤ c1 δ(x)tN/2+1 e−c2δ(x)2/t for any y ∈ ∂Ω,
so that
∣∣∣P s|Ω(x, yk)− P s|Ω(x, y)∣∣∣→ 0 as k ↑ ∞ by dominated onvergene.
By similar arguments, Gs|Ω is a ontinuous funtion on Ω
2 \ {(x, y) : x = y}. And so, by (7.5), we
have
− ∂
∂νy
∫
Ω
G1−s|Ω (x, ξ)G
s
|Ω(ξ, y) dξ = P
1
|Ω(x, y).
Let us ompute the derivative of the left-hand side alternatively. We have∫
Ω
G1−s|Ω (x, ξ)
Gs|Ω(ξ, z)
δ(z)
dξ =
∫
R+×Ω
f(t, ξ, z) dtdξ,
where, having xed x ∈ Ω,
f(t, ξ, z) =
G1−s|Ω (x, ξ)
Γ(s) δ(z)
pΩ(t, ξ, z)t
s−1 ≤ C|x− ξ|2s−N
[
δ(x)δ(ξ)
|x− ξ|2 ∧ 1
]
ts−2−N/2δ(ξ)e−c2|z−ξ|
2/t.
For a xed ε > 0, and ξ ∈ Ω \B(y, ε), z ∈ B(y, ε/2), we dedue that
f(t, ξ, z) ≤ C|x− ξ|2s−N ts−2−N/2e−cε/t ∈ L1((0,+∞)× Ω)
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Similarly, if t > ε,
f(t, ξ, z) ≤ C|x − ξ|2s−N ts−2−N/2 ∈ L1((ε,+∞)× Ω).
Now, ∫ ε
0
ts−1−N−2e−c2
|ξ−z|2
t dt ≤ |ξ − z|2s−N
∫ +∞
0
τs−1−N/2e−c2/τdτ.
Hene, there exists a onstant C > 0 independent of ε suh that∫
(0,ε)×B(y,ε)
f(t, ξ, z)dt dξ ≤ Cε2+2s.
It follows from the above estimates and dominated onvergene that
P 1|Ω(x, y) = limz→y
∫
(0,+∞)×Ω
f(t, ξ, z) dtdξ =
∫
Ω
G1−s|Ω (x, ξ)P
s
|Ω(ξ, y)dξ (7.11)
i.e. (7.8) holds.
remark 7.6 | Thanks to the heat kernel bound (7.9), the following estimate also holds.
1
C
1
|x− y|N−2s
(
1 ∧ δ(x) δ(y)|x− y|2
)
≤ Gs|Ω(x, y) ≤
C
|x− y|N−2s
(
1 ∧ δ(x) δ(y)|x− y|2
)
(7.12)
for some onstant C = C(Ω, N, s). Also observe for omputational onveniene that
1
2
(
1 ∧ δ(x) δ(y)|x− y|2
)
≤ δ(x) δ(y)
δ(x) δ(y) + |x− y|2 ≤
(
1 ∧ δ(x) δ(y)|x− y|2
)
.
7.2 harmoni funtions and interior regularity
By the heat kernel bound (7.9), there exists C = C(Ω, N, s) > 0 suh that
1
C|x − y|N+2s
[
δ(x)δ(y)
|x− y|2 ∧ 1
]
≤ J(x, y) ≤ C
|x− y|N+2s
[
δ(x)δ(y)
|x− y|2 ∧ 1
]
. (7.13)
definition 7.7 | A funtion h ∈ L1(Ω, δ(x)dx) is s-harmoni in Ω if for any ψ ∈ C∞c (Ω) there holds∫
Ω
h (−△|Ω)sψ = 0.
The above denition makes sense thanks to the following lemma.
lemma 7.8 | For any ψ ∈ C∞c (Ω), (−△|Ω)sψ ∈ C10 (Ω) and there exists a onstant C = C(s,N,Ω, ψ) >
0 suh that
|(−△|Ω)sψ| ≤ Cδ in Ω. (7.14)
In addition, if ψ ≥ 0, ψ 6≡ 0, then
(−△|Ω)sψ ≤ −Cδ in Ω \ suppψ. (7.15)
Proof. Thanks to (7.3) and (7.4), (−△|Ω)sψ ∈ C10 (Ω) and∣∣∣∣(−△|Ω)sψδ
∣∣∣∣ ≤ ∞∑
j=1
λsj |ψ̂j |
∥∥∥ϕj
δ
∥∥∥
L∞(Ω)
<∞
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and (7.14) follows. Let us turn to the ase where ψ ≥ 0, ψ 6≡ 0. We apply formula (6.3) and assume
that x ∈ Ω \ suppψ. Denote by x∗ a point of maximum of ψ and let 2r = dist(x∗, suppψ). Then for
y ∈ Br(x∗), it holds ψ(y), δ(y) ≥ c1 > 0, r ≤ |x− y| ≤ c2 and so, applying (7.13),
(−△|Ω)sψ(x) = −
∫
Ω
ψ(y)J(x, y) dy
≤ −C
∫
Br(x∗)
ψ(y)
|x− y|N+2s
[
δ(x)δ(y)
|x− y|2 ∧ 1
]
dy
≤ −C ·
∫
Br(x∗)
c1
cN+2s2
[
δ(x) c1
c22
∧ 1
]
dy
≤ −C˜ δ(x).
lemma 7.9 | The funtion P s|Ω(·, z) ∈ L1(Ω, δ(x)dx) is s-harmoni in Ω for any xed z ∈ ∂Ω.
Proof. Thanks to (7.7), P s|Ω(·, z) ∈ L1(Ω, δ(x)dx). Pik ψ ∈ C∞c (Ω) and exploit (7.6):∫
Ω
P s|Ω(·, z) (−△|Ω)sψ =
∫
Ω
P s|Ω(·, z) (−△|Ω)s−1[−△ψ].
Applying Lemma 7.1, the Fubini's Theorem and (7.8), the above quantity is equal to∫
Ω
P 1|Ω(·, z) (−△)ψ = 0.
lemma 7.10 | For any nite Radon measure ζ ∈M(∂Ω), let
h(x) =
∫
∂Ω
P s|Ω(x, z) dζ(z), x ∈ Ω. (7.16)
Then, h is s-harmoni in Ω. In addition, there exists a onstant C = C(N, s,Ω) > 0 suh that
‖h‖L1(Ω,δ(x)dx) ≤ C‖ζ‖M(∂Ω). (7.17)
Conversely, for any s-harmoni funtion h ∈ L1(Ω, δ(x)dx), h ≥ 0, there exists a nite Radon measure
ζ ∈M(∂Ω), ζ ≥ 0, suh that (7.16) holds.
Proof. Sine P s|Ω(x, ·) is ontinuous, h is well-dened. By (7.7),
δ(x)|h(x)| ≤ C
∫
∂Ω
d|ζ|(z)
|x− z|N−2s
so that h ∈ L1(Ω, δ(x)dx) and (7.17) holds. Pik now ψ ∈ C∞c (Ω):∫
Ω
h(x) (−△|Ω)sψ(x) dx =
∫
∂Ω
(∫
Ω
P s|Ω(x, z) (−△|Ω)sψ(x) dx
)
dζ(z) = 0
in view of Lemma 7.9. Conversely, let h denote a nonnegative s-harmoni funtion. By Denition 7.7
and by equation (7.6), we have for any ψ ∈ C∞c (Ω)
0 =
∫
Ω
h(x)(−△|Ω)sψ(x) dx =
∫
Ω
h(x) (−△|Ω)s−1 ◦ (−△)ψ(x) dx =
=
∫
Ω
(∫
Ω
G1−s|Ω (x, ξ)h(ξ) dξ
)
(−△)ψ(x) dx,
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so that
∫
ΩG
1−s
|Ω (x, ξ)h(ξ)dξ is a (standard) nonnegative harmoni funtion. In partiular (f. e.g. [5,
Corollary 6.15℄), there exists a nite Radon measure ζ ∈ M(∂Ω) suh that ∫ΩG1−s|Ω (x, ξ)h(ξ)dξ =∫
∂Ω P
1
|Ω(x, y)dζ(y) ∈ C∞(Ω). We now exploit equation (7.8) to dedue that∫
Ω
G1−s|Ω (x, ξ)
[
h(ξ)−
∫
∂Ω
P s|Ω(ξ, y)dζ(y)
]
dξ = 0.
Sine ∫
Ω
ϕ1(x)
(∫
Ω
G1−s|Ω (x, ξ)h(ξ) dξ
)
dx =
∫
Ω
h (−△|Ω)s−1ϕ1 =
1
λ1−s1
∫
Ω
hϕ1 <∞,
it holds
∫
ΩG
1−s
|Ω (x, ξ)h(ξ)dξ ∈ L1(Ω, δ(x)dx). Thanks to (7.12), we are allowed to let Gs|Ω at on it. By
(7.5), this leads to ∫
Ω
G1|Ω(x, ξ)
[
h(ξ)−
∫
∂Ω
P s|Ω(ξ, y) dζ(y)
]
dξ = 0.
Take at last ψ ∈ C∞c (Ω) and ϕ = (−△|Ω)−1ψ. Then,
0 =
∫
Ω
ϕ(x)
[∫
Ω
G1|Ω(x, ξ)
[
h(ξ)−
∫
∂Ω
P s|Ω(ξ, y)dζ(y)
]
dξ
]
dx =
∫
Ω
ψ(ξ)
[
h(ξ)−
∫
∂Ω
P s|Ω(ξ, y) dζ(y)
]
dξ
and so (7.16) holds a.e. and in fat everywhere thanks to Lemma 7.11 below.
lemma 7.11 | Take α > 0 suh that 2s+ α 6∈ N and f ∈ Cαloc(Ω). If u ∈ L1(Ω, δ(x)dx) solves
(−△|Ω)su = f in D′(Ω),
then u ∈ C2s+αloc (Ω), the above equation holds pointwise, and given any ompat sets K ⊂⊂ K ′ ⊂⊂ Ω,
there exists a onstant C = C(s,N, α,K,K ′,Ω) suh that
‖u‖C2s+α(K) ≤ C
(‖f‖Cα(K′) + ‖u‖L1(Ω,δ(x)dx)) .
Similarly, if f ∈ L∞loc(Ω) and α ∈ (0, 2s),
‖u‖Cα(K) ≤ C
(‖f‖L∞(K′) + ‖u‖L1(Ω,δ(x)dx)) .
In partiular, if h is s-harmoni, then h ∈ C∞(Ω) and the equality (−△|Ω)sh(x) = 0 holds at every point
x ∈ Ω.
Proof. We only prove the former inequality, the proof of the latter follows mutatis mutandis. Given
x ∈ Ω, let
v(x) =
∫
Ω
G1−s|Ω (x, y)u(y) dy.
Observe that v is well-dened and
‖v‖L1(Ω,δ(x)dx) ≤ C(Ω, N, s)‖u‖L1(Ω,δ(x)dx) (7.18)
Indeed, letting ϕ1 > 0 denote an eigenvetor assoiated to the prinipal eigenvalue of the Laplae
operator, it follows from the Fubini's theorem and Lemma 7.1 that∫
Ω
ϕ1(x)
∫
Ω
G1−s|Ω (x, y) |u(y)| dy dx = λs−11
∫
Ω
|u(y)|ϕ1(y) dy.
In addition, −△v = f in D′(Ω), sine for ϕ ∈ C∞c (Ω),∫
Ω
v (−△)ϕ =
∫
Ω
u (−△|Ω)sϕ,
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thanks to the Fubini's theorem, equation (7.6), Lemma 7.1 and Denition 7.7. Observe now that if
ϕ ∈ C∞c (Ω), then
(−△|Ω)1−sϕ =
s
Γ(1− s)
∫ +∞
0
ts−1
(
ϕ− e−t△|Ωϕ
t
)
dt.
The above identity is straightforward if ϕ is an eigenfuntion and remains true for ϕ ∈ C∞c (Ω) by density,
using the fast deay of spetral oeients, see (7.4). So,∫
Ω
uϕ dx =
∫
Ω
v(−△|Ω)1−sϕ dx =
=
s
Γ(1− s)
∫
Ω
∫ ∞
0
v ts−1
(
ϕ− e−t△|Ωϕ
t
)
dt dx =
=
s
Γ(1− s)
∫
Ω
∫ ∞
0
ϕts−1
(
v − e−t△|Ωv
t
)
dt dx
and
u =
s
Γ(1− s)
∫ +∞
0
ts−1
(
v − e−t△|Ωv
t
)
dt.
Choose f ∈ Cαc (RN ) suh that f = f in K ′, ‖f‖Cα(RN ) ≤ C‖f‖Cα(K′) and let
u(x) = cN,s
∫
RN
|x− y|−(N−2s)f(y) dy
solve (−△)su = f in RN . It is well-known (see e.g. [78℄) that ‖u‖C2s+α(RN ) ≤ C‖f‖Cα(RN ), for a onstant
C depending only on s, α,N and the measure of the support of f . It remains to estimate u− u. Letting
v(x) = cN,1−s
∫
RN
|x− y|−(N−2(1−s))u(y) dy,
we have as previously that −△v = f and
u =
s
Γ(1− s)
∫ +∞
0
ts−1
(
v − e−t△v
t
)
dt,
where this time e−t△v(x) = 1
(4πt)N/2
∫
RN
e−
|x−y|2
4t v(y) dy. Hene,
Γ(1− s)
s
(u − u) =
∫ +∞
0
ts−1
(
(v − v)− e−t△(v − v)
t
)
dt+
∫ +∞
0
ts−1
(
e−t△|Ωv − e−t△v
t
)
dt.
Fix a ompat set K ′′ suh that K ⊂⊂ K ′′ ⊂⊂ K ′. Sine v − v is harmoni in K ′,
‖v − v‖C2s+α+2(K′′) ≤ C‖v − v‖L1(K′) ≤ C‖u‖L1(Ω,δ(x)dx)
By paraboli regularity,∥∥∥∥∫ +∞
0
ts−1
(
(v − v)− e−t△(v − v)
t
)
dt
∥∥∥∥
C2s+α(K)
≤ C‖u‖L1(Ω,δ(x)dx).
In addition, the funtion w = e−t△|Ωv − e−t△v solves the heat equation inside Ω with initial ondition
w(0, ·) = v−v. Sine △(v−v) = 0 in K ′, it follows from paraboli regularity again that w(t, x)/t remains
bounded in C2s+α(K) as t→ 0+, so that again∥∥∥∥∫ +∞
0
ts−1
(
e−t△|Ωv − e−t△v
t
)
dt
∥∥∥∥
C2s+α(K)
≤ C‖u‖L1(Ω,δ(x)dx).
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lemma 7.12 | Take α > 0, α 6∈ N, and u ∈ C2s+αloc (Ω) ∩ L1(Ω, δ(x)dx). Given any ompat set
K ⊂⊂ K ′ ⊂⊂ Ω, there exists a onstant C = C(s,N, α,K,K ′,Ω) suh that
‖(−△|Ω)su‖Cα(K) ≤ C
(‖u‖C2s+α(K′) + ‖u‖L1(Ω,δ(x)dx)) .
Proof. With a slight abuse of notation, we write
(−△|Ω)s−1u(x) =
∫
Ω
G1−s|Ω (x, y)u(y) dy.
By Lemma 7.11 we have
‖(−△|Ω)s−1u‖C2+α(K) ≤ C
(
‖u‖C2s+α(K′) + ‖(−△|Ω)s−1u‖L1(Ω,δ(x)dx)
)
≤
≤ C (‖u‖C2s+α(K′) + ‖u‖L1(Ω,δ(x)dx)) .
Obviously it holds also
‖(−△) ◦ (−△|Ω)s−1u‖Cα(K) ≤ ‖(−△|Ω)s−1u‖C2+α(K).
By (7.6),
(−△) ◦ (−△|Ω)s−1u = (−△|Ω)su in D′(Ω),
whih onludes the proof.
proposition 7.13 | Let f ∈ L1(Ω, δ(x)dx) and u ∈ L1loc(Ω). The funtion
u(x) =
∫
Ω
Gs|Ω(x, y) f(y) dy
belongs to Lp(Ω, δ(x)dx) for any p ∈
[
1,
N + 1
N + 1− 2s
)
.
Proof. We start by applying the Jensen's Inequality,∣∣∣∣∫
Ω
Gs|Ω(x, y) f(y) dy
∣∣∣∣p ≤ ‖f‖p−1L1(Ω,δ(x)dx) ∫
Ω
∣∣∣∣∣G
s
|Ω(x, y)
δ(y)
∣∣∣∣∣
p
δ(y) f(y) dy,
so that ∫
Ω
|u(x)|p δ(x) dx ≤ ‖f‖pL1(Ω,δ(x)dx) sup
y∈Ω
∫
Ω
∣∣∣∣∣G
s
|Ω(x, y)
δ(y)
∣∣∣∣∣
p
δ(x) dx
and by (7.12) we have to estimate
sup
y∈Ω
∫
Ω
1
|x− y|(N−2s)p
· δ(x)
p+1
[|x− y|2 + δ(x)δ(y)]p dx
Pik ε > 0. Clearly,
sup
{y : δ(y)≥ε}
∫
Ω
1
|x− y|(N−2s)p
· δ(x)
p+1
[|x− y|2 + δ(x)δ(y)]p dx ≤ Cε.
Thanks to Lemma 8.10, we may now redue to the ase where the boundary is at, i.e. when in a
neighbourhood A of a given point y ∈ Ω suh that δ(y) < ε, there holds A ∩ ∂Ω ⊆ {yN = 0} and
A ∩ Ω ⊆ {yN > 0}. Without loss of generality, we assume that y = (0, yN ) and x = (x′, xN ) ∈
B × (0, 1) ⊆ RN−1 × R. We are left with proving that∫
B
dx′
∫ 1
0
dxN
1
[|x′|2 + |xN − yN |2](N−2s)p/2
· x
p+1
N
[|x′|2 + |xN − yN |2 + xNyN ]p
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is a bounded quantity. Make the hange of variables xN = yN t and pass to polar oordinates in x
′
, with
|x′| = yNρ. Then, the above integral beomes
y
−(N+1−2s)p+N+1
N
∫ 1/yN
0
dρ
∫ 1/yN
0
dt
ρN−2
[ρ2 + |t− 1|2](N−2s)p/2
· t
p+1
[ρ2 + |t− 1|2 + t]p . (7.19)
Now, we split the integral in the t variable into
∫ 1/2
0 +
∫ 3/2
1/2 +
∫ 1/yN
3/2 . Note that the exponent −(N +
1 − 2s)p + N + 1 is positive for p < (N + 1)/(N + 1 − 2s). We drop multipliative onstants in the
omputations that follow. The rst integral is bounded above by a onstant multiple of∫ 1/yN
0
dρ
∫ 1/2
0
dt
ρN−2
[ρ2 + 1]
(N−2s)p/2
· t
p+1
[ρ2 + 1 + t]p
.
∫ 1/yN
0
dρ
ρN−2
[ρ2 + 1]
(N+2−2s)p/2
whih remains bounded as yN ↓ 0 sine
p ≥ 1 > N − 1
N + 2− 2s implies (N + 2− 2s)p−N + 2 > 1.
The seond integral is of the order of∫ 1/yN
0
dρ
∫ 3/2
1/2
dt
ρN−2
[ρ2 + |t− 1|2](N−2s)p/2
· 1
[ρ2 + 1]p
=
=
∫ 1/yN
0
dρ
∫ 1/2
0
dt
ρN−2
[ρ2 + t2]
(N−2s)p/2
· 1
[ρ2 + 1]
p
=
∫ 1/yN
0
dρ
ρN−1−(N−2s)p
[ρ2 + 1]
p
∫ 1/(2ρ)
0
dt
1
[1 + t2](N−2s)p/2
.
∫ ∞
0
dρ
ρN−1−(N−2s)p
[ρ2 + 1]
p
whih is nite sine p < (N + 1)/(N + 1 − 2s) < N/(N − 2s) implies N − 1 − (N − 2s)p > −1 and
p ≥ 1 > N/(N + 2− 2s) implies 2p−N + 1 + (N − 2s)p > 1.
We are left with the third integral whih is ontrolled by∫ 1/yN
0
dρ ρN−2
∫ 1/yN
3/2
dt
tp+1
[ρ2 + t2]
(N+2−2s)p/2
≤
≤
∫ 1/yN
0
dρ ρN−(N+1−2s)p
∫ 1/(yNρ)
3/(2ρ)
dt
tp+1
[1 + t2]
(N+2−2s)p/2
.
∫ 1/yN
0
dρ ρN−(N+1−2s)p.
The exponent N − (N +1− 2s)p > −1 sine p < (N +1)/(N +1− 2s), so this third integral is bounded
above by a onstant multiple of y
−1−N+(N+1−2s)p
N whih simplies with the fator in front of (7.19).
7.3 boundary behaviour
We rst provide the boundary behaviour of the referene funtion h1. Afterwards, in Proposition
7.15 below, we will deal with the weighted trae left on the boundary by harmoni funtions indued by
ontinuous boundary data.
lemma 7.14 | Let h1 be given by (6.8). There exists a onstant C = C(N,Ω, s) > 0 suh that
1
C
δ−(2−2s) ≤ h1 ≤ Cδ−(2−2s). (7.20)
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Proof. Restrit without loss of generality to the ase where x lies in a neighbourhood of ∂Ω. Take
x∗ ∈ ∂Ω suh that |x − x∗| = δ(x), whih exists by ompatness of ∂Ω. Take Γ ⊂ ∂Ω a neighbourhood
of x∗ in the topology of ∂Ω. By Lemma 8.10 in the Appendix, we an think of Γ ⊂ {xN = 0}, x∗ = 0
and x = (0, δ(x)) ∈ RN−1 × R without loss of generality. in suh a way that it is possible to ompute∫
Γ
δ(x)
|x− z|N+2−2s dH(z) ≍
∫
Br
δ(x)
[|z′|2 + δ(x)2]N/2+1−s dz
′.
Realling (7.7), we have redued the estimate to∫
∂Ω
P s|Ω(x, z) dH(z) ≍
≍
∫
Br
δ(x)
[|z′|2 + δ(x)2]N/2+1−s dz
′ ≍
∫ r
0
δ(x) tN−2
[t2 + δ(x)2]N/2+1−s
dt
=
∫ r/δ(x)
0
δ(x)N tN−2
[δ(x)2t2 + δ(x)2]N/2+1−s
dt ≍ δ(x)2s−2
∫ r/δ(x)
0
tN−2 dt
[t2 + 1]N/2+1−s
and this onludes the proof, sine ∫ r/δ(x)
0
tN−2 dt
[t2 + 1]N/2+1−s
≍ 1.
In the following we will use the notation
Ps|Ωg :=
∫
∂Ω
P s|Ω(·, θ) g(θ) dH(θ)
where σ denotes the Hausdor measure on ∂Ω, whenever g ∈ L1(Ω).
proposition 7.15 | Let ζ ∈ C(∂Ω). Then, for any z ∈ ∂Ω,
Ps|Ωζ(x)
h1(x)
x∈Ω−−−→
x→z
ζ(z) uniformly on ∂Ω. (7.21)
Proof. Let us write∣∣∣∣∣P
s
|Ωζ(x)
h1(x)
− ζ(z)
∣∣∣∣∣ =
∣∣∣∣ 1h1(x)
∫
∂Ω
P s|Ω(x, θ) ζ(θ) dH(θ) −
h1(x) ζ(z)
h1(x)
∣∣∣∣ ≤
≤ 1
h1(x)
∫
∂Ω
P s|Ω(x, θ)|ζ(θ) − ζ(z)| dH(θ) ≤ Cδ(x)3−2s
∫
∂Ω
|ζ(θ) − ζ(z)|
|x− θ|N+2−2s dH(θ) ≤
≤ Cδ(x)
∫
∂Ω
|ζ(θ) − ζ(z)|
|x− θ|N dH(θ).
It sues now to repeat the omputations in Lemma 2.7 to show that the obtained quantity onverges
to 0 as x→ z.
With an approximation argument started from the last Proposition, we an deal with a ζ ∈ L1(∂Ω)
datum.
theorem 7.16 | For any ζ ∈ L1(∂Ω) and any φ ∈ C0(Ω) it holds
1
t
∫
{δ(x)≤t}
Ps|Ωζ(x)
h1(x)
φ(x) dx −−→
t↓0
∫
∂Ω
φ(y) ζ(y) dH(y).
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Proof. For a general ζ ∈ L1(∂Ω), onsider a sequene {ζk}k∈N ⊂ C(∂Ω) suh that∫
∂Ω
|ζk(y)− ζ(y)| dH(y) −−−→
k↑∞
0. (7.22)
For any xed k ∈ N, we have∣∣∣∣∣1t
∫
{δ(x)<t}
Ps|Ωζ(x)
h1(x)
φ(x) dx−
∫
∂Ω
φ(x) ζ(x) dH(x)
∣∣∣∣∣ ≤∣∣∣∣∣1t
∫
{δ(x)<t}
Ps|Ωζ(x) − Ps|Ωζk(x)
h1(x)
φ(x) dx
∣∣∣∣∣ (7.23)
+
∣∣∣∣∣1t
∫
{δ(x)<t}
Ps|Ωζk(x)
h1(x)
φ(x) dx−
∫
∂Ω
φ(x) ζk(x) dH(x)
∣∣∣∣∣ (7.24)
+
∣∣∣∣∫
∂Ω
φ(x) ζk(x) dH(x) −
∫
∂Ω
φ(x) ζ(x) dH(x)
∣∣∣∣ . (7.25)
Call λk := ζk − ζ: the term (7.23) equals
1
t
∫
{δ(x)<t}
Ps|Ωλk(x)
h1(x)
φ(x) dH(x) =
∫
∂Ω
(
1
t
∫
{δ(x)<t}
P s|Ω(x, y)
h1(x)
φ(x) dx
)
λk(y) dH(y).
Call
Φ(t, y) :=
1
t
∫
{δ(x)<t}
P s|Ω(x, y)
h1(x)
φ(x) dx.
Combining equations (7.7), (7.20) and the boundedness of φ, we an prove that Φ is uniformly bounded
in t and y. Indeed,
|Φ(t, y)| ≤ ‖φ‖L∞(Ω)
t
∫
{δ(x)<t}
δ(x)3−2s
|x− y|N+2−2s dx ≤
‖φ‖L∞(Ω)
t
∫
{δ(x)<t}
δ(x)
|x− y|N dx
and reduing our attention to the at ase (see Lemma 8.10 in the Appendix for the omplete justiation)
we estimate (the ' supersript denotes an objet living in RN−1)
1
t
∫ t
0
∫
B′
xN
[|x′|2 + x2N ]N/2
dx′ dxN ≤ 1
t
∫ t
0
∫
B′
1/xN
dξ
[|ξ|2 + 1]N/2
dxN ≤
∫
RN−1
dξ
[|ξ|2 + 1]N/2
.
Thus
∫
∂Ω
Φ(t, y)λk(y)dH(y) is arbitrarily small in k in view of (7.22).
The term (7.24) onverges to 0 as t ↓ 0 beause the onvergene
Ps|Ωζk(x)
h1(x)
φ(x)
x∈Ω−−−→
x→z
ζk(z)φ(z)
is uniform in z ∈ ∂Ω in view of Proposition 7.15.
Finally, the term (7.25) is arbitrarily small with k ↑ +∞, beause of (7.22). This onludes the proof
of the theorem, beause
lim
t↓0
∣∣∣∣∣1t
∫
{δ(x)<t}
Ps|Ωζ(x)
h1(x)
φ(x) dx−
∫
∂Ω
φ(x) ζ(x) dH(x)
∣∣∣∣∣ ≤
≤ ‖Φ‖L∞((0,t0)×∂Ω)
∫
∂Ω
|ζk(y)− ζ(y)| dH(y) + ‖φ‖L∞(∂Ω)
∫
∂Ω
|ζk(y)− ζ(y)| dH(y)
and letting k ↑ +∞ we dedue the thesis as a onsequene of (7.22).
Moreover we have also
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theorem 7.17 | For any µ ∈ M(Ω), suh that∫
Ω
δ d|µ| <∞, (7.26)
and any φ ∈ C0(Ω) it holds
1
t
∫
{δ(x)≤t}
Gs|Ωµ(x)
h1(x)
φ(x) dx −−→
t↓0
0. (7.27)
Proof. By using the Jordan deomposition of µ = µ+ − µ− into its positive and negative part, we an
suppose without loss of generality that µ ≥ 0. Fix some s′ ∈ (0, s ∧ 1/2). Exhanging the order of
integration we laim that∫
{δ(x)≤t}
Gs|Ω(x, y) δ(x)
2−2sdx ≤
{
C t2−2s
′
δ(y)2s
′
δ(y) ≥ t
C t δ(y) δ(y) < t
(7.28)
where C = C(N,Ω, s) and does not depend on t, whih yields
1
t
∫
Ω
(∫
{δ(x)<t}
Gs|Ω(x, y)
dx
h1(x)
)
dµ(y) ≤ C t1−2s′
∫
{δ(y)≥t}
δ(y)2s
′
dµ(y) + C
∫
{δ(x)<t}
δ(y) dµ(y).
The seond addend onverges to 0 as t ↓ 0 by (7.26). Sine t1−2s′δ(y)2s′ onverges pointwisely to 0 in
Ω as t ↓ 0 and t1−2s′δ(y)2s′ ≤ δ(y) in {δ(y) ≥ t}, then the rst addend onverges to 0 by dominated
onvergene. This sues to dedue our thesis (7.27).
Let us turn now to the proof of the laimed estimate (7.28). For the rst part we refer to [36,
Proposition 7℄ to say∫
{δ(x)≤t}
Gs|Ω(x, y) δ(x)
2−2sdx ≤ t2−2s′
∫
{δ(x)≤t}
Gs|Ω(x, y) δ(x)
−2s+2s′dx ≤ C t2−2s′ δ2s′ .
We fous our attention on the ase where ∂Ω is loally at, i.e. we suppose that in a neighbourhood A
of y it holds A ∩ ∂Ω ⊆ {xN = 0} (see Lemma 8.10 in the Appendix to redue the general ase to this
one). So, sine δ(x) = xN and retrieving estimate (7.12) on the Green funtion, we are dealing with (the
′
supersript denotes objets that live in RN−1)∫ t
0
∫
B′(y′)
yN x
3−2s
N
|x′ − y′|2 + (xN − yN )2 + xN yN ·
dx′
[|x′ − y′|2 + (xN − yN )2](N−2s)/2
dxN .
From now on we drop multipliative onstants depending only on N and s. Suppose without loss of
generality y′ = 0. Set xN = yNη and swith to polar oordinates in the x
′
variable:∫ t/yN
0
∫ 1
0
y5−2sN η
3−2s
r2 + y2N (η − 1)2 + η y2N
· r
N−2dr
[r2 + y2N(η − 1)2](N−2s)/2
dη
and then set r = yNρ to get
y2N
∫ t/yN
0
η3−2s
∫ 1/yN
0
ρN−2
[ρ2 + (η − 1)2](N−2s)/2
· dρ
ρ2 + (η − 1)2 + η dη ≤
≤ y2N
∫ t/yN
0
η3−2s
∫ 1/yN
0
ρ
[ρ2 + (η − 1)2](3−2s)/2
· dρ
ρ2 + (η − 1)2 + η dη.
Consider now s ∈ (1/2, 1). The integral in the ρ variable is less than∫ 1/yN
0
ρ
[ρ2 + (η − 1)2](5−2s)/2
dρ ≤ |η − 1|−3+2s
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so that, integrating in the η variable,
y2N
∫ t/yN
0
η3−2s |η − 1|−3+2s dη ≤ t yN
and we prove (7.28) in the ase s ∈ (1/2, 1). Now we study the ase s ∈ (0, 1/2]. Split the integration in
the η variable into
∫ 2
0 and
∫ 1/yN
2 : the latter an be treated in the same way as above. For the other one
we exploit the inequality ρ2 + (η − 1)2 + η ≥ 34 to dedue2:
y2N
∫ 2
0
η3−2s
(∫ 1/yN
0
ρ
[ρ2 + (η − 1)2 + η](3−2s)/2
· dρ
ρ2 + (η − 1)2
)
dη ≤
≤ y2N
∫ 2
0
η3−2s
(∫ 1/yN
0
ρ
[ρ2 + (η − 1)2](3−2s)/2
dρ
)
dη ≤ y2N
∫ 2
0
η3−2s
|η − 1|1−2s dη ≤ y
2
N .
Note now that, in our set of assumptions, yN = δ(y) < t. So y
2
N ≤ tyN and we get to the desired
onlusion (7.28) also in the ase s ∈ (0, 1/2].
7.4 the dirihlet problem
Reall the denition of test funtions (6.7).
lemma 7.18 | T (Ω) ⊆ C10 (Ω) ∩C∞(Ω). Moreover, for any ψ ∈ T (Ω) and z ∈ ∂Ω,
− ∂ψ
∂ν
(z) =
∫
Ω
P s|Ω(y, z) (−△|Ω)sψ(y) dy. (7.29)
Proof. Take ψ ∈ T (Ω) and let f = (−△|Ω)sψ. Sine f ∈ C∞c (Ω), the spetral oeients of f have fast
deay (see (7.4)) and so the same holds true for ψ. It follows that ψ ∈ C10 (Ω) and T (Ω) ⊆ C10 (Ω). By
Lemma 7.1, for all x ∈ Ω,
ψ(x) =
∫
Ω
Gs|Ω(x, y) f(y) dy
Using Lemma 7.4, (7.10) and the dominated onvergene theorem, (7.29) follows.
Sine (−△|Ω)s is self-adjoint in H(2s), we know that the equality (−△|Ω)sψ = f holds in D′(Ω) and
the interior regularity follows from Lemma 7.11.
lemma 7.19: maximum priniple for lassial solutions | Consider u ∈ C2s+ε(Ω) ∩
L1(Ω, δ(x) dx) suh that
(−△|Ω)su ≥ 0 in Ω, lim infx→∂Ω u(x) ≥ 0.
Then u ≥ 0 in Ω. In partiular this holds when u ∈ T (Ω).
Proof. Suppose x∗ ∈ Ω suh that u(x∗) = min
Ω
u < 0. Then
(−△|Ω)su(x∗) =
∫
Ω
[u(x∗)− u(y)] J(x, y) dy + κ(x∗)u(x∗) < 0,
a ontradition.
lemma 7.20: maximum priniple for weak solutions | Let µ ∈ M(Ω), ζ ∈ M(∂Ω) be
two Radon measures satisfying (6.9) with µ ≥ 0 and ζ ≥ 0. Consider u ∈ L1loc(Ω) a weak solution to the
Dirihlet problem (6.10). Then u ≥ 0 a.e. in Ω.
Proof. Take f ∈ C∞c (Ω), f ≥ 0 and ψ = (−△|Ω)−sf ∈ T (Ω). By Lemma 7.19, ψ ≥ 0 in Ω and by
Lemma 7.18 −∂ψ∂ν ≥ 0 on ∂Ω. Thus, by (6.11),
∫
Ω
uf ≥ 0. Sine this is true for every f ∈ C∞c (Ω), the
result follows.
2
In the omputation that follows, in the partiular ase s = 1
2
the term |1− η|2s−1 must be replaed by − ln |1− η|, but
this is harmless.
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7.4.1 Proof of Theorem 6.5
Uniqueness is a diret onsequene of the Maximum Priniple, Lemma 7.20. Let us prove that formula
(6.12) denes the desired weak solution. Observe that if u is given by (6.12), then u ∈ L1(Ω, δ(x)dx).
Indeed,
∫
Ω
∣∣∣∣ϕ1(x)∫
Ω
Gs|Ω(x, y)dµ(y)
∣∣∣∣ dx ≤ ∫
Ω
∫
Ω
Gs|Ω(x, y)ϕ1(x)dx d|µ|(y)
=
1
λs1
∫
Ω
ϕ1(y) d|µ|(y) ≤ C‖δµ‖M(Ω). (7.30)
This, along with Lemma 7.10, proves that u ∈ L1(Ω, δ(x)dx) and (6.13). Now, pik ψ ∈ T (Ω) and
ompute, via the Fubini's Theorem, Lemma 7.1 and Lemma 7.18,∫
Ω
u(x)(−△|Ω)sψ(x) dx =
=
∫
Ω
(∫
Ω
Gs|Ω(x, y)dµ(y)
)
(−△|Ω)sψ(x) dx+
∫
Ω
(∫
∂Ω
P s|Ω(x, z) dζ(z)
)
(−△|Ω)sψ(x) dx =
=
∫
Ω
(∫
Ω
Gs|Ω(x, y)(−△|Ω)sψ(x) dx
)
dµ(y) +
∫
∂Ω
(∫
Ω
P s|Ω(x, z)(−△|Ω)sψ(x) dx
)
dζ(z) =
=
∫
Ω
ψ(y) dµ(y)−
∫
∂Ω
∂ψ
∂ν
(z) dζ(z).

7.4.2 Proof of Lemma 6.4
Proof of 1. Consider a sequene {ηk}k∈N ⊂ C∞c (Ω) of bump funtions suh that 0 ≤ η1 ≤ . . . ≤ ηk ≤
ηk+1 ≤ . . . ≤ 1 and ηk(x) ↑ χΩ(x) as k ↑ ∞. Consider ψ ∈ C∞c (Ω) and dene fk := ηk(−△|Ω)sψ ∈
C∞c (Ω), ψk := (−△|Ω)−sfk ∈ T (Ω).
Let us rst note that the integral ∫
Ω
u (−△|Ω)sψ
makes sense in view of (7.14) and (6.13). The sequene {fk}k∈N trivially onverges a.e. to (−△|Ω)sψ,
while
|ψk(x)− ψ(x)| ≤
∫
Ω
Gs|Ω(x, y)|(−△|Ω)sψ(y)| · (1− ηk(y)) dy
onverges to 0 for any x ∈ Ω by dominated onvergene. Sine u is a weak solution, it holds∫
Ω
u fk =
∫
Ω
ψk dµ−
∫
∂Ω
∂ψk
∂ν
dζ.
By dominated onvergene
∫
Ω
u fk →
∫
Ω
u(−△|Ω)sψ and
∫
Ω
ψk dµ→
∫
Ω
ψ dµ. Indeed for any k ∈ N,
|fk| ≤ |(−△|Ω)sψ| and |ψk| ≤
1
λs1
∥∥∥∥ (−△|Ω)sψϕ1
∥∥∥∥
L∞(Ω)
ϕ1,
where the latter inequality follows from the maximum priniple or the representation formula ψk(x) =∫
ΩG
s
|Ω(x, y)fk(y)dy. Finally, the onvergene∫
∂Ω
∂ψk
∂ν
dζ −−−→
k↑∞
0
holds by dominated onvergene, sine ∫
∂Ω
∂ψk
∂ν
dζ =
∫
Ω
Ps|Ωζ fk
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by the Fubini's Theorem, and Ps|Ωζ ∈ L1(Ω, δ(x)dx) while |fk| ≤ |(−△|Ω)sψ| ≤ Cδ by Lemma 7.8, so
that ∫
Ω
Ps|Ωζ fk −−−→
k↑∞
∫
Ω
Ps|Ωζ f = 0
beause Ps|Ωζ is s-harmoni and f ∈ C∞c (Ω).
The proof of the boundary trae an be found in Theorems 7.16 and 7.17, by realling the represen-
tation formula provided by Theorem 6.5 for the solution to (6.10). 
Proof of 2. Reall that u is represented by
u(x) =
∫
Ω
Gs|Ω(x, y)µ(y) dy +
∫
∂Ω
P s|Ω(x, y) ζ(y) dH(y).
By Point 1. and Lemma 7.11, u ∈ C2s+αloc (Ω). Moreover, u ∈ L1(Ω, δ(x)dx) thanks to (6.13). So, we an
ompute pointwise (−△|Ω)su by using (6.3) and (8.6): this entails by the self-adjointness of the operator
in (8.6) that ∫
Ω
(−△|Ω)suψ =
∫
Ω
u(−△|Ω)sψ =
∫
Ω
µψ, for any ψ ∈ C∞c (Ω)
and we must onlude that (−△|Ω)su = µ a.e. By ontinuity the equality holds everywhere.
We turn now to the boundary trae. The ontribution given by Gs|Ωµ is irrelevant, beause it is a
bounded funtion as it follows from
|Gs|Ωµ(x)| ≤ C‖µ‖L∞(Ω)
∫
Ω
dy
|x− y|N−2s
where we have used (7.12). Therefore, by Proposition 7.15, there also holds for all x0 ∈ ∂Ω,
lim
x→x0,x∈Ω
u(x)
h1(x)
= lim
x→x0,x∈Ω
Gs|Ωµ(x) + P
s
|Ωζ(x)
h1(x)
= ζ(x0).

Proof of 3. By Lemma 7.12 µ ∈ Cεloc(Ω). In addition, we have assumed that ζ ∈ C(∂Ω). Consider
v(x) =
∫
Ω
Gs|Ω(x, y)µ(y) dy +
∫
∂Ω
P s|Ω(x, z) ζ(z) dH(z)
the weak solution assoiated to data µ and ζ. By the previous point of the Lemma, v is a lassial
solution to the equation, so that in a pointwise sense it holds
(−△|Ω)s(u− v) = 0 in Ω,
u− v
h1
= 0 on ∂Ω.
By applying Lemma 7.19 we onlude that |u− v| ≤ εh1 for any ε > 0 and thus u− v ≡ 0. 
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Chapter 8
Nonlinear problems and large solutions for the power
nonlinearity
8.1 the nonlinear problem
lemma 8.1: kato's inequality | For f ∈ L1(Ω, δ(x)dx) let w ∈ L1(Ω, δ(x)dx) weakly solve (−△|Ω)
sw = f in Ω
w
h1
= 0 on ∂Ω.
For any onvex Φ : R→ R, Φ ∈ C2(R) suh that Φ(0) = 0 and Φ(w) ∈ L1loc(Ω), it holds
(−△|Ω)sΦ(w) ≤ Φ′(w)(−△|Ω)sw.
Moreover, the same holds for Φ(t) = t+ = t ∧ 0.
Proof. Let us rst assume that f ∈ Cαloc(Ω). In this ase, by Lemma 7.11, w ∈ C2s+αloc (Ω) and the equality
(−△|Ω)sw = f holds in a pointwise sense. Then
(−△|Ω)sΦ ◦ w(x) =
∫
Ω
[Φ(w(x)) − Φ(w(y))] J(x, y) dy + κ(x)Φ(w(x))
= Φ′(w(x))
∫
Ω
[w(x) − w(y)] J(x, y) dy + κ(x)Φ(w(x))
−
∫
Ω
[w(x) − w(y)]2 J(x, y)
∫ 1
0
Φ′′(w(x) + t[w(y) − w(x)])(1 − t) dt dy
≤ Φ′(w(x)) (−△|Ω)sw(x)
where we have used that Φ′′ ≥ 0 in R and that Φ′(t) ≤ tΦ(t), whih follows from Φ(0) = 0.
We deal now with f ∈ L∞(Ω). Pik {fj}j∈N ⊆ C∞c (Ω) onverging to f in L1(Ω, δ(x), dx) and bounded
in L∞(Ω). The orresponding {wj = GsΩfj}j∈N onverges to w in L1(Ω, δ(x)dx), is bounded in L∞(Ω)
and without loss of generality we assume that fj → f and wj → w a.e. in Ω. We know that for any
ψ ∈ T (Ω), ψ ≥ 0 ∫
Ω
Φ(wj) (−△|Ω)sψ ≤
∫
Ω
fj Φ
′(wj)ψ.
By the ontinuity of Φ and Φ′ we have Φ(wj)→ Φ(w), Φ′(wj)→ Φ′(w) a.e. in Ω and that {Φ(wj)}j∈N,
{Φ′(wj)}j∈N are bounded in L∞(Ω). Sine {fj}j∈N is onverging to f in L1(Ω, δ(x)dx), then∫
Ω
Φ(wj) (−△|Ω)sψ −→
∫
Ω
Φ(w) (−△|Ω)sψ and
∫
Ω
fj Φ
′(wj)ψ −→
∫
Ω
f Φ′(w)ψ
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by dominated onvergene.
For a general f ∈ L1(Ω, δ(x)dx) dene fj,k := (f ∧ j) ∨ (−k), j, k ∈ N. Also, split the expression of
Φ = Φ1 − Φ2 into the dierene of two inreasing funtion: this an be done in the following way. The
funtion Φ′ is ontinuous and inreasing in R, so that it an either have onstant sign or there exists
t0 ∈ R suh that Φ′(t0) = 0. If it has onstant sign than Φ an be inreasing or dereasing and we an
hoose respetively Φ1 = Φ,Φ2 = 0 or Φ1 = 0,Φ2 = −Φ. Otherwise we an take
Φ1(t) =
{
Φ(t) t > t0
Φ(t0) t ≤ t0
and Φ2(t) =
{
0 t > t0
Φ(t0)− Φ(t) t ≤ t0
.
We already know that for any ψ ∈ T (Ω), ψ ≥ 0∫
Ω
Φ(wj,k) (−△|Ω)sψ ≤
∫
Ω
fj,k Φ
′(wj,k)ψ.
On the right-hand side we an use twie the monotone onvergene, letting j ↑ ∞ rst and then k ↑ ∞. On
the left hand side, by writing Φ = Φ1−Φ2 again we an exploit several times the monotone onvergene
by splitting∫
Ω
Φ(wj,k) (−△|Ω)sψ =
∫
Ω
Φ1(wj,k) [(−△|Ω)sψ]+ −
∫
Ω
Φ1(wj,k) [(−△|Ω)sψ]− +
−
∫
Ω
Φ2(wj,k) [(−△|Ω)sψ]+ +
∫
Ω
Φ2(wj,k) [(−△|Ω)sψ]−
to dedue the thesis.
Finally, note that Φ(t) = t+ an be monotonially approximated by
Φj(t) =
1
2
√
t2 +
1
j2
+
t
2
− 1
2j
whih is onvex, C2 and Φj(0) = 0. So∫
Ω
Φj(w) (−△|Ω)sψ ≤
∫
Ω
f Φ′j(w)ψ.
Sine Φj(t) ↑ t+ and 2Φ′j(t) ↑ 1 + sgn(t) = 2χ(0,+∞)(t), we prove the last statement of the Lemma.
theorem 8.2 | Let f(x, t) : Ω × R −→ R be a Carathéodory funtion. Assume that there exists a
subsolution and a supersolution u, u ∈ L1(Ω, δ(x)dx) ∩ L∞loc(Ω) to (−△|Ω)
su = f(x, u) in Ω,
u
h1
= 0 on ∂Ω.
(8.1)
Assume in addition that f(·, v) ∈ L1(Ω, δ(x)dx) for every v ∈ L1(Ω, δ(x)dx) suh that u ≤ v ≤ u a.e.
Then, there exist weak solutions u1, u2 ∈ L1(Ω, δ(x)dx) in [u, u] suh that any solution u in the interval
[u, u] satises
u ≤ u1 ≤ u ≤ u2 ≤ u a.e.
Moreover, if the nonlinearity f is dereasing in the seond variable, then the solution is unique.
Proof. Aording to Montenegro and Pone [67℄, the mapping v 7→ F (·, v), where
F (x, t) := f(x, [t ∧ u(x)] ∨ u(x)), x ∈ Ω, t ∈ R,
ats ontinuously from L1(Ω, δ(x)dx) into itself. In addition, the operator
K : L1(Ω, δ(x)dx) −→ L1(Ω, δ(x)dx)
v(x) 7−→ K(v)(x) =
∫
Ω
Gs|Ω(x, y)F (y, v(y))dy
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is ompat. Indeed, take a bounded sequene {vn}n∈N in L1(Ω, δ(x)dx). On a ompat set K ⊂⊂ Ω,
u, u are essentially bounded and so must be the sequene {F (·, vn)}n∈N. By Theorem 6.5 and Lemma
7.11, {K(vn)}n∈N is bounded in Cαloc(K) ∩Lp(Ω, δ(x)dx), p ∈ [1, (N + 1)/(N + 1− 2s)). In partiular, a
subsequene {vnk}k∈N onverges loally uniformly to some v. By Hölder's inequality, we also have
‖vnk − v‖L1(Ω\K,δ(x)dx) ≤ ‖vnk − v‖Lp(Ω\K,δ(x)dx)‖χΩ\K‖Lp′(Ω\K,δ(x)dx).
Hene,
‖vnk − v‖L1(Ω,δ(x)dx) ≤ ‖vnk − v‖L∞(K,δ(x)dx)‖δ‖L1(Ω) + C‖χΩ\K‖Lp′(Ω\K,δ(x)dx.
Letting k → +∞ and then K → Ω, we dedue that K is ompat and by the Shauder's Fixed Point
Theorem, K has a xed point u ∈ L1(Ω, δ(x)dx). We then may prove that u ≤ u ≤ u by means of the
Kato's Inequality (Lemma 8.1) as it is done in [67℄, whih yields that u is a solution of (8.1).
The proof of the existene of the minimal and a maximal solution u1, u2 ∈ L1(Ω, δ(x)dx) an be
performed in an analogous way as in [67℄, as the only needed tool is the Kato's Inequality.
As for the uniqueness, suppose f is dereasing in the seond variable and onsider two solutions
u, v ∈ L1(Ω, δ(x)dx) to (8.1). By the Kato's Inequality Lemma 8.1, we have
(−△|Ω)s(u− v)+ ≤ χ{u>v}[f(x, u)− f(x, v)] ≤ 0 in Ω
whih implies (u− v)+ ≤ 0 by the Maximum Priniple Lemma 7.20. Reversing the roles of u and v, we
get also (v − u)+ ≤ 0, thus u ≡ v in Ω.
8.1.1 Proof of Theorem 6.6
Problem (6.17) is equivalent to  (−△|Ω)
s
v = g(x,Ps|Ωζ − v) in Ω
v
h1
= 0 on ∂Ω
(8.2)
that possesses u = Ps|Ωζ as a supersolution and u = 0 as a subsolution. Indeed, by equation (7.20) we
have
0 ≤ Ps|Ωζ ≤ ‖ζ‖L∞(Ω)h1 ≤ C‖ζ‖L∞(Ω)δ−(2−2s).
Thus any v ∈ L1(Ω, δ(x)dx) suh that 0 ≤ v ≤ PsΩζ satises
g(x, v) ≤ h(v) ≤ h(cδ−(2−2s)) ∈ L1(Ω, δ(x)dx).
So, all hypotheses of Theorem 8.2 are satised and the result follows. 
8.2 large solutions
Consider the sequene {uj}j∈N built by solving (−△|Ω)
suj = −upj in Ω
uj
h1
= j on ∂Ω.
(8.3)
Theorem 6.6 guarantees the existene of suh a sequene if δ−(2−2s)p ∈ L1(Ω, δ(x)dx), i.e. p < 1/(1− s).
We laim that the sequene is inreasing in Ω: indeed the solution to problem (8.3) is a subsolution for
the same problem with boundary datum j+1. In view of this, the sequene {uj}j∈N admits a pointwise
limit, possibly innite.
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8.2.1 Constrution of a supersolution
lemma 8.3 | There exist δ0, C > 0 suh that
(−△|Ω)sδ−α ≥ −C δ−αp, for δ < δ0 and α =
2s
p− 1 .
Proof. We use the expression in equation (6.3). Obviously,
(−△|Ω)sδ−α(x) =
∫
Ω
[δ(x)−α − δ(y)−α]J(x, y) dy + δ(x)−ακ(x) ≥
∫
Ω
[δ(x)−α − δ(y)−α]J(x, y) dy.
For any xed x ∈ Ω lose to ∂Ω, split the domain Ω into three parts:
Ω1 =
{
y ∈ Ω : δ(y) ≥ 3
2
δ(x)
}
,
Ω2 =
{
y ∈ Ω : 1
2
δ(x) < δ(y) <
3
2
δ(x)
}
,
Ω3 =
{
y ∈ Ω : δ(y) ≤ 1
2
δ(x)
}
.
For y ∈ Ω1, sine δ(y) > δ(x), it holds δ(x)−α − δ(y)−α > 0 and we an drop the integral on Ω1. Also,
sine it holds by equation (7.13)
J(x, y) ≤ C
|x− y|N+2s
,
the integration on Ω2 an be performed as in Seond step in Proposition 4.2 providing
PV
∫
Ω2
[δ(x)−α − δ(y)−α] J(x, y) dy ≥ −C δ(x)−α−2s = −C δ(x)−αp.
To integrate on Ω3 we exploit one again (7.13) under the form
J(x, y) ≤ C · δ(x) δ(y)
|x− y|N+2+2s
to dedue ∫
Ω3
[δ(x)−α − δ(y)−α] J(x, y) dy ≥ −C δ(x)
∫
Ω3
δ(y)1−α
|x− y|N+2+2s
.
Again, a diret omputation as in Third step in Proposition 4.2 yields∫
Ω3
[δ(x)−α − δ(y)−α] J(x, y) dy ≥ −C δ(x)−α−2s = −C δ(x)−αp.
lemma 8.4 | If a funtion v ∈ L1(Ω, δ(x)dx) satises
(−△|Ω)sv ∈ L∞loc(Ω), (−△|Ω)sv(x) ≥ −C v(x)p, when δ(x) < δ0, (8.4)
for some C, δ0 > 0, then there exists u ∈ L1(Ω, δ(x)dx) suh that
(−△|Ω)su(x) ≥ −u(x)p, throughout Ω. (8.5)
Proof. Let λ := C1/(p−1) ∨ 1 and Ω0 = {x ∈ Ω : δ(x) < δ0}, then
(−△|Ω)s (λv) ≥ − (λv)p , in Ω0.
Let also µ := λ‖(−△|Ω)sv‖L∞(Ω\Ω0) and dene u = µGs|Ω1 + λv. On u we have
(−△|Ω)su = µ+ λ(−△|Ω)sv ≥ λ|(−△|Ω)sv|+ λ(−△|Ω)sv ≥ −up throughout Ω.
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orollary 8.5 | There exists a funtion u ∈ L1(Ω, δ(x)dx) suh that the inequality
(−△|Ω)su ≥ −up, in Ω,
holds in a pointwise sense. Moreover, u ≍ δ−2s/(p−1).
Proof. Apply Lemma 8.4 with v = δ−2s/(p−1): the orresponding u will be of the form
u = µGs|Ω1 + λδ
−2s/(p−1).
8.2.2 Existene
lemma 8.6 | For any j ∈ N, the solution uj to problem (8.3) satises the upper bound
uj ≤ u, in Ω,
where u is provided by Corollary 8.5.
Proof. Write uj = jh1 − vj where (−△|Ω)
svj = (jh1 − vj)p in Ω
vj
h1
= 0 on ∂Ω.
and 0 ≤ vj ≤ jh1. Sine (jh1 − vj)p ∈ L∞loc(Ω), we dedue that vj ∈ Cαloc(Ω) for any α ∈ (0, 2s). By
bootstrapping vj ∈ C∞(Ω) and, by Lemma 7.11, also uj ∈ C∞(Ω). This says that uj is a lassial
solution to problem (8.3). Now, we have that, by the boundary behaviour of u stated in Corollary 8.5,
uj ≤ u lose enough to ∂Ω (depending on the value of j) and
(−△|Ω)s (u− uj) ≥ upj − up, in Ω.
Sine upj − up ∈ C(Ω) and limx→∂Ω upj − up = −∞, there exists x0 ∈ Ω suh that uj(x0)p − u(x0)p =
m =: maxx∈Ω (uj(x)
p − u(x)p). If m > 0 then (−△|Ω)s(u− uj)(x0) ≥ m > 0: this is a ontradition, as
Denition 6.3 implies. Thus m ≤ 0 and uj ≤ u throughout Ω.
theorem 8.7 | For any p ∈
(
1 + s,
1
1− s
)
there exists a funtion u ∈ L1(Ω, δ(x)dx) solving
{
(−△|Ω)su = −up in Ω
δ2−2su = +∞ on ∂Ω
both in a distributional and pointwise sense.
Proof. Consider the sequene {uj}j∈N provided by problem (8.3): it is inreasing and loally bounded
by Lemma 8.6, so it has a pointwise limit u ≤ u, where u is the funtion provided by Corollary 8.5.
Sine p > 1 + s and u ≤ Cδ−2s/(p−1), then u ∈ L1(Ω, δ(x)dx). Pik now ψ ∈ C∞c (Ω), and reall that
δ−1(−△|Ω)sψ ∈ L∞(Ω): we have, by dominated onvergene,∫
Ω
uj(−△|Ω)sψ −−−→j↑∞
∫
Ω
u(−△|Ω)sψ,
∫
Ω
upjψ −−−→
j↑∞
∫
Ω
upψ
so we dedue ∫
Ω
u(−△|Ω)sψ = −
∫
Ω
upψ.
Note now that for any ompat K ⊂⊂ Ω, applying Lemma 7.11 we get for any α ∈ (0, 2s)
‖uj‖Cα(K) ≤ C
(
‖uj‖pL∞(K) + ‖uj‖L1(Ω,δ(x)dx)
)
≤ C
(
‖u‖pL∞(K) + ‖u‖L1(Ω,δ(x)dx)
)
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whih means that {uj}j∈N is equibounded and equiontinuous in C(K). By the Asoli-Arzelà Theorem,
its pointwise limit u will be in C(K) too. Now, sine
(−△|Ω)su = −up in D′(Ω),
by bootstrapping the interior regularity in Lemma 7.11, we dedue u ∈ C∞(Ω). So, its spetral frational
Laplaian is pointwise well-dened and the equation is satised in a pointwise sense. Also,
lim inf
x→∂Ω
u(x)
h1(x)
≥ lim inf
x→∂Ω
uj(x)
h1(x)
= j
and we obtain the desired boundary datum.
8.3 appendix
8.3.1 Another representation for the spetral frational Laplaian
lemma 8.8 | For any u ∈ H(2s) and almost every x ∈ Ω, there holds
(−△|Ω)su(x) = PV
∫
Ω
[u(x)− u(y)]J(x, y) dy + κ(x)u(x),
where J(x, y) and κ(x) are given by (6.4).
Proof. Assume that u = ϕj is an eigenfuntion of the Dirihlet Laplaian assoiated to the eigenvalue
λj . Then, (−△|Ω)su = λsju, et△|Ωu =
∫
Ω
pΩ(t, ·, y)u(y) dy = e−tλju and for all x ∈ Ω
Γ(1− s)
s
(−△|Ω)su(x) =
=
∫ ∞
0
(
u(x)− et△|Ωu(x)
) dt
t1+s
(8.6)
=
∫ ∞
0
(
u(x)−
∫
Ω
pΩ(t, x, y)u(y) dy
)
dt
t1+s
= lim
ǫ→0
∫ ∞
0
∫
Ω\B(x,ǫ)
pΩ(t, x, y)[u(x) − u(y)] dy dt
t1+s
+
∫ ∞
0
u(x)
(
1−
∫
Ω
pΩ(t, x, y) dy
)
dt
t1+s
= PV
∫
Ω
[u(x)− u(y)]J(x, y) dy + κ(x)u(x). (8.7)
By linearity, equality holds on the linear span of the eigenvetors. Now, if u ∈ H(2s), a sequene {un}n∈N
of funtions belonging to that span onverges to u in H(2s). In partiular, (−△|Ω)sun onverges to
(−△|Ω)su in L2(Ω). Note also that for v ∈ L2(Ω),
s
Γ(1 − s)
∣∣∣∣∫
Ω
∫ ∞
0
(
u(x)− et△|Ωu(x)
) dt
t1+s
· v(x) dx
∣∣∣∣ =
∣∣∣∣∣
+∞∑
k=1
λskûkv̂k
∣∣∣∣∣ ≤ ‖u‖H(2s)‖v‖L2(Ω)
so that we may also pass to the limit in L2(Ω) when omputing (8.6) along the sequene {un}n∈N. By
the Fubini's theorem, for almost every x ∈ Ω, all subsequent integrals are onvergent and the identities
remain valid.
8.3.2 The redution to the at ase
In this paragraph we are going to justify the omputation of the asymptoti behaviour of integrals of the
type ∫
A∩Ω
F (δ(x), δ(y), |x − y|) dy as δ(x) ↓ 0,
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where A is a xed neighbourhood of x with A ∩ ∂Ω 6= ∅, by just looking at∫ 1
0
dt
∫
B
dy′ F
(
δ(x), t,
√
|y′|2 + |t− δ(x)|2
)
.
The rst thing to be proved is that
|x− y|2 ≍ |x0 − y0|2 + |δ(x) − δ(y)|2,
where x0, y0 are respetively the projetions of x, y on ∂Ω.
lemma 8.9 | There exists ε = ε(Ω) > 0 suh that for any x ∈ Ω, x = x0 + δ(x)▽δ(x0), x0 ∈ ∂Ω, with
δ(x) < ε and any y ∈ Ω with δ(y) < ε and |y0 − x0| < ε
1
2
(|x0 − y0|2 + |δ(x) − δ(y)|2) ≤ |x− y|2 ≤ 3
2
(|x0 − y0|2 + |δ(x)− δ(y)|2) .
Proof. Call Ωε = {x ∈ Ω : δ(x) < ε}. Write x = x0 + δ(x)▽δ(x0), y = y0 + δ(y)▽δ(y0). Then
|x− y|2 = |x0 − y0|2 + |δ(x)− δ(y)|2 + δ(y)2|▽δ(x0)− ▽δ(y0)|2 + 2[δ(x)− δ(y)]〈x0 − y0,▽δ(x0)〉 +
+ 2δ(y)〈x0 − y0,▽δ(x0)− ▽δ(y0)〉+ 2δ(y)[δ(x)− δ(y)]〈▽δ(x0),▽δ(x0)− ▽δ(y0)〉. (8.8)
Sine, for ε > 0 small, δ ∈ C1,1(Ωε) and
|▽δ(x)− ▽δ(y)|2 ≤ ‖δ‖2C1,1(Ωε)|x− y|2
〈x0 − y0,▽δ(x0)〉 = O(|x0 − y0|2)
|〈x0 − y0,▽δ(x0)− ▽δ(y0)〉| ≤ ‖δ‖C1,1(Ωε)|x0 − y0|2
|δ(x)− δ(y)| = ‖δ‖C1,1(Ωε)|x− y|
|〈▽δ(x0),▽δ(x0)− ▽δ(y0)〉| ≤ ‖δ‖C1,1(Ωε)|x0 − y0|
The error term we obtained in (8.8) an be reabsorbed in the other ones by hoosing ε > 0 small enough
to have
δ(y)2|▽δ(x0)− ▽δ(y0)|2 + 2|δ(x)− δ(y)| · |〈x0 − y0,▽δ(x0)〉|+ 2δ(y)|〈x0 − y0,▽δ(x0)− ▽δ(y0)〉| +
+ 2δ(y)|δ(x) − δ(y)| · |〈▽δ(x0),▽δ(x0)− ▽δ(y0)〉| ≤ 1
2
(|x0 − y0|2 + |δ(x) − δ(y)|2) .
lemma 8.10 | Let F : (0,+∞)3 → (0,+∞) be a ontinuous funtion, dereasing in the third variable
and Ωε = {x ∈ Ω : δ(x) < ε}, with ε = ε(Ω) > 0 provided by the previous lemma. Consider x =
x0 + δ(x)▽δ(x0), x0 ∈ ∂Ω, and the neighbourhood A of the point x, dened by A = {y ∈ Ωε : y =
y0 + δ(y)▽δ(y0), |x0 − y0| < ε}. Then there exist onstants 0 < c1 < c2, c1 = c1(Ω), c2 = c2(Ω) suh that
c1
∫ ε
0
dt
∫
B′ε
dy′ F
(
δ(x), t, c2
√
|y′|2 + |t− δ(x)|2
)
≤
∫
A
F (δ(x), δ(y), |x − y|) dy ≤
≤ c2
∫ ε
0
dt
∫
B′ε
dy′ F
(
δ(x), t, c1
√
|y′|2 + |t− δ(x)|2
)
where the ' supersript denotes objets that live in RN−1.
Proof. By writing y = y0 + δ(y)▽δ(y0), y0 ∈ ∂Ω and using the Fubini's Theorem, we an split the
integration into the variables y0 and t = δ(y):∫
A
F (δ(x), δ(y), |x − y|) dy ≤
∫
Bε(x0)∩∂Ω
(∫ ε
0
F (δ(x), t, |x − y0 − t▽δ(y0)|) dt
)
dH(y0).
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Using the monotony of F and the above lemma, we get∫
A
F (δ(x), δ(y), |x − y|) dy ≤
∫
Bε(x0)∩∂Ω
(∫ ε
0
F
(
δ(x), t, c
√
|x0 − y0|2 + |δ(x) − t|2
)
dt
)
dH(y0)
where c is a universal onstant. Representing Bε(x0)∩∂Ω via a dieomorphism γ with a ball B′ε ⊂ RN−1
entered at 0, we an transform the integration in the y0 variable into the integration ontoB
′
ε. The volume
element |Dγ| will be bounded above and below by
0 < c1 ≤ |Dγ| ≤ c2,
in view of the smoothness assumptions on ∂Ω.
Part III
Nonloal urvatures

Chapter 9
Nonlocal directional curvatures
In this Chapter we study a nonloal notion of urvature of a surfae. For some bibliography dealing with
the motion by mean urvature and minimal surfaes, see e.g. [4, 8, 24, 17, 19, 22, 21, 38, 45, 53, 75℄ as
well as [85℄ for a reent review.
The Chapter is organized as follows: the introdutory Setion 9.1 realls some basi denitions and
fats on lassial urvatures of smooth surfaes (of ourse, this part an be skipped by the expert reader
but we inluded it in order to make a lear omparison between the lassial setting and the nonloal
one); in Setion 9.2 we introdue a denition of nonloal diretional urvature and give some ideas of
the ontext in whih it arises; nally, we state some theorems whih ompare similarities and dierenes
between the loal and the nonloal setting. The remaining setions are devoted to proofs and expliit
omputations.
Though the motivation of the present Chapter arises in the framework of nonloal minimal surfaes
and integro-dierential operators of frational type, whih are subjets that involve a very advaned
tehnology, the Chapter itself is ompletely self-ontained and no prior knowledge on the topi is required
to follow the involved proofs. Also, we put an eort in keeping all the arguments as elementary as possible
and aessible to a wide audiene.
Notation
In the following we will always use:
 N to denote the dimension of the Eulidean spae RN , with N ≥ 3, whose points are sometimes
written in the form x = (x′, xN ) ∈ RN−1 × R,
 CE to denote the omplementary set of E ⊆ RN , i.e. CE := RN \ E,
 HN−2(E) to denote the (N − 2)-dimensional Hausdor measure of a set E,
 SN−2 to denote the (N − 2)-dimensional unit sphere in RN−1, namely
SN−2 := {e ∈ RN−1 : |e| = 1};
with a slight abuse of notation, we will also identify SN−2 and the set
{(x′, xN ) ∈ RN−1 × R : |x′| = 1, xN = 0} ⊆ RN :
note that the latter set is simply an (N − 2)-dimensional sphere lying in an (N − 1)-dimensional
subspae of RN and this justies our notation,
 ωN−2 to denote the (N − 2)-dimensional Hausdor measure of the (N − 2)-dimensional sphere,
that is ωN−2 := HN−2(SN−2),
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 χE , where E ⊆ RN , for the harateristi funtion of E, i.e.
χE(x) :=
{
1 if x ∈ E,
0 if x ∈ CE,
 χ˜E for the dierene χE − χCE , namely
χ˜E(x) :=
{
1 if x ∈ E,
−1 if x ∈ CE,
 〈Ax, x〉, when A is an N ×N real symmetri matrix and x ∈ RN , to denote the quadrati form on
RN represented by A and evaluated at x, i.e. if A = {Aij}i,j=1,...,N , then
〈Ax, x〉 :=
N∑
i,j=1
Aijxixj ,
 −
∫
Ω
, when Ω ⊆ RN has nite measure, for the integral operator 1|Ω|
∫
Ω
.
Also, we will sometimes write multiple integrals by putting in evidene the integration variables aording
to the expression∫
X
dx
∫
Y
dy
∫
Z
dz f(x, y, z) in plae of
∫
X
[∫
Y
[∫
Z
f(x, y, z) dz
]
dy
]
dx.
Moreover, we will reserve the name s for a frational parameter that, in our saling, is taken in (0, 1/2).
9.1 summary on lassial urvatures
In order to make a lear omparison between some lassial fats and their orresponding nonloal
ounterparts, we reall here a few basi results. Namely, some well-known fats on the lassial onept
of urvature show a nie and deep interplay between geometry, analysis and algebra that an risk to be
not evident from the beginning. In partiular, the mean urvature, whih is a geometrial objet, an be
desribed in normal oordinates by the Laplaian, whih omes from analysis, and also an be seen as
the trae of a linear map, and here an algebrai notion shows up. The interplay between these disiplines
has some striking onsequenes: let us reall two of them.
First of all, we reall that, given a C2 surfae Σ, a point p ∈ Σ and a vetor e in the tangent spae
of Σ at p, one may dene the lassial notion of diretional urvature of Σ at p in diretion e by the
urvature at p of the urve C lying in the intersetion between Σ and the two-dimensional plane spanned
by e and the normal vetor of Σ at p. We denote by Ke the diretional urvature in diretion e.
It is well-known that this diretional urvature may be easily omputed in normal oordinates.
Namely, suppose we are given a set E ⊆ RN suh that 0 ∈ ∂E, and suppose that Σ = ∂E is de-
sribed as a graph in normal oordinates, meaning that, in an open ball Br ⊆ RN , ∂E oinides with
the graph of a C2 funtion ϕ : Br ∩ RN−1 → R with ϕ(0) = 0 and ▽ϕ(0) = 0. Then the diretional
urvature in diretion e is given by
Ke = 〈D2ϕ(0) e, e〉 = D2eϕ(0), e ∈ RN−1, |e| = 1
where D2ϕ(0) is the Hessian matrix of ϕ evaluated at 0.
Sine D2ϕ(0) is a real symmetri matrix, it will admit N − 1 real eigenvalues λ1 ≤ . . . ≤ λN−1
alled prinipal urvatures. Moreover, assoiated to these eigenvalues, there is an orthonormal basis of
eigenvetors v1, . . . , vN−1 alled prinipal diretions.
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The arithmeti mean of the prinipal urvatures is alled mean urvature and we denote it by H ,
namely
H :=
λ1 + · · ·+ λN−1
N − 1 .
The above mentioned algebrai formulation implies that the prinipal diretions v1, . . . , vN−1 an be
always hosen orthogonally, whih is a somehow surprising geometri outome that allows to easily
ompute any diretional urvature one the prinipal urvatures are known:
theorem 9.1 | Let Σ be a C2 surfae desribed as the graph of the C2 funtion ϕ : Br ∩ RN−1 → R
with ϕ(0) = 0 and ▽ϕ(0) = 0. Every diretional urvature an be alulated using prinipal urvatures,
i.e. the eigenvalues λ1, . . . , λN−1 of the matrix D
2ϕ(0), and prinipal urvatures, i.e. an orthonormal
basis v1, . . . , vN−1 of eigenvetors; given a vetor e = α1v1+ . . .+αN−1vN−1, with α
2
1 + . . .+α
2
N−1 = 1,
then
Ke = 〈D2ϕ(0) e, e〉 = λ1α21 + . . .+ λN−1α2N−1.
remark 9.2 | We point out that Theorem 9.1 implies also that all diretional urvatures are bounded
below by λ1 and above by λN−1 and that λ1 and λN−1 are attained along orthogonal diretions. In par-
tiular, when N = 3, the two prinipal urvatures are the minimum and the maximum of the diretional
urvature Ke for e ∈ S1.
remark 9.3 | In a sense, Theorem 9.1 shows a sort of linear phenomenon that drives the lassial
diretional urvatures. As we will see in forthoming Remark 9.9, this linear feature annot be reovered
in the ase of nonloal diretional urvatures, that are somewhat intrinsially nonlinear in nature.
Furthermore, the spherial average of diretional urvatures may be reonstruted by the arithmeti
mean of the prinipal urvatures, that is the normalized integral of Ke over e ∈ SN−2 oinides with
the normalized trae of the Hessian matrix, thus reduing the (diult, in general) omputation of an
integral on the sphere to a (simple, in general) sum of nitely many terms (that are the eigenvalues of
the Hessian matrix) and this learly provides an important omputational simpliation:
theorem 9.4 | Let Σ be a C2 surfae desribed as the graph of the C2 funtion ϕ : Br ∩ RN−1 → R
with ϕ(0) = 0 and ▽ϕ(0) = 0. The mean urvature an be dened
H :=
λ1 + . . .+ λN−1
N − 1 or equivalently H := −
∫
SN−2
Ke dHN−2(e),
sine
−
∫
SN−2
Ke dHN−2(e) = −
∫
SN−2
〈D2ϕ(0) e, e〉 dHN−2(e) = λ1 + . . .+ λN−1
N − 1 .
Proof. By symmetry ∫
SN−2
α2i dHN−2(α) =
∫
SN−2
α21 dHN−2(α) (9.1)
for any i ∈ {1, . . . , N − 1}. By summing up in (9.1) we obtain
ωN−2 =
∫
SN−2
1 dHN−2(α) =
∫
SN−2
N−1∑
i=1
α2i dHN−2(α) = (N − 1)
∫
SN−2
α21 dHN−2(α).
Using again (9.1) we dedue from the identity above that
ωN−2 = (N − 1)
∫
SN−2
α2i dHN−2(α)
for any i ∈ {1, . . . , N − 1}. As a onsequene
1
ωN−2
∫
SN−2
〈D2ϕ(0) e, e〉 dHN−2(e) = 1
ωN−2
∫
SN−2
(
λ1α
2
1 + . . .+ λN−1α
2
N−1
)
dHN−2(α) =
=
1
ωN−2
N−1∑
i=1
λi
∫
SN−2
α2i dHN−2(α) =
λ1 + . . .+ λN−1
ωN−2
· ωN−2
N − 1
as desired.
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Assoiated with these onepts, there is also a theory of motion by mean urvature. Let us think of a
bounded set Ω ⊆ RN whose shape hanges in time aording to loal features of its boundary, i.e. eah
point x0 of the boundary moves along the normal diretion to ∂Ω at x0 and with a speed given by the
mean urvature of ∂Ω at x0. In [66℄, with the aid of [54℄ and [42℄, it is possible to nd the following
approximation of this motion. Let evolve the funtion χ˜Ω aording to the heat equation{
∂tu(x, t) = △u(x, t),
u(x, 0) = χ˜Ω(x).
(9.2)
Then the set Ωε = {u(x, ε) > 0}, for small ε > 0, has a boundary lose to the evolution of ∂Ω by mean
urvature. Before passing to the nonloal ase, we would like to bring to the reader's attention two fats:
1. we underline how the evolution of a point x0 ∈ ∂Ω depends only on the shape of Ω in a neighborhood
of x0,
2. we reall that if a set E has minimal perimeter in a region U , then it has zero mean urvature at eah
point of ∂E∩U , see [46℄, and we an say that this is the Euler-Lagrange equation assoiated to the
minimization of the perimeter of a set; therefore a set with minimal perimeter will be a stationary
solution to the motion by mean urvature.
9.2 nonloal diretional urvatures
From now on we take s ∈ (0, 1/2) and a set E ⊆ RN , with C2 boundary ∂E.
9.2.1 Nonloal denitions
We introdue here the nonloal objets that will play the role of diretional and mean urvatures (for
details, heuristis and justiations of our denitions see Setion 9.2.2).
definition 9.5: nonloal mean urvature | The nonloal mean urvature of ∂E at the point
p ∈ ∂E is
Hs :=
1
ωN−2
∫
RN
χ˜E(x)
|x− p|N+2s dx. (9.3)
Denote now by ν be a normal unit vetor for ∂E at p. Let also e be any unit vetor in the tangent
spae of ∂E at p and1let π(e) the two-dimensional open half-plane
π(e) := {y ∈ RN : y = ρe+ hν, ρ > 0, h ∈ R}.
We endow π(e) with the indued two-dimensional Lebesgue measure, that is we dene the integration
over π(e) by the formula ∫
π(e)
g(y) dy :=
∫ +∞
0
dρ
∫
R
dh g(ρe+ hν). (9.4)
definition 9.6: nonloal diretional urvature | We dene the nonloal diretional
urvature of ∂E at the point p ∈ ∂E in diretion e the quantity
Ks,e :=
∫
π(e)
|y′ − p′|N−2 χ˜E(y)
|y − p|N+2s dy. (9.5)
1
Notie that pi(e) is simply the portion of the two-dimensional plane spanned by e and ν given by the vetors with
positive salar produt with respet to e. We point out that a hange of the orientation of ν does not hange pi(e) whih
is therefore uniquely dened. Needless to say, suh two-dimensional plane plays an important role even in the lassial
setting.
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Without loss of generality, we an onsider now a normal frame of oordinates in whih p oinides
with the origin 0 of RN , and the tangent spae of S at 0 is the horizontal hyperplane {xN = 0}. In this
way we an take also
ν = (0, . . . , 0, 1). (9.6)
With this hoie, (9.3) and (9.5) beomes
Hs =
1
ωN−2
∫
RN
χ˜E(x)
|x|N+2s dx (9.7)
and
Ks,e =
∫
π(e)
|y′|N−2 χ˜E(y)
|y|N+2s dy. (9.8)
As a matter of fat, sine the funtion χ˜E(x)/|x|N+2s is not in the spae L1(RN ), the integral in (9.7)
has to be taken in the prinipal value sense, that is
lim
ε↓0
∫
CBε
χ˜E(x)
|x|N+2s dx. (9.9)
Similarly, the integral in (9.8) may be taken in the prinipal value sense as
lim
ε↓0
∫
π(e)\Bε
|y′|N−2χ˜E(y)
|y|N+2s dy. (9.10)
Next observation points out that these denitions are well-posed, in view of the smoothness of ∂E:
lemma 9.7 | The limits
2
in (9.9) and (9.10) exist and are nite.
We postpone the proof of Lemma 9.7 to Setion 9.8. Though the denition of the nonloal diretion
urvature may look rather mysterious at a rst glane, it nds a onrete justiation thanks to the
following result:
theorem 9.8 | In the setting above
Hs = −
∫
SN−2
Ks,e dHN−2(e).
Namely, Theorem 9.8 states that the nonloal mean urvature is the average of the nonloal diretional
urvatures, thus providing a nonloal ounterpart of Theorem 9.4. See Setion 9.3 for the proof of
Theorem 9.8.
In the partiular ase when the set E is haraterized as the subgraph of a funtion f ∈ C2(RN−1)
(that, due to our normalization setting, satises f(0) = 0 and ▽f(0) = 0), namely if E = {xN < f(x′)},
then formula (9.8) an be written diretly in terms of f , aording to the expression
Ks,e = 2
∫ +∞
0
dρ ρN−2
∫ f(ρe)
0
dh
(ρ2 + h2)
s+N/2
. (9.11)
The proof of (9.11) is deferred to Setion 9.4.
remark 9.9 | We point out that if f is a radial funtion, i.e. f(ρe) = φ(ρ) for some φ : [0,+∞)→ R,
equation (9.11) beomes
Ks,e = 2
∫ +∞
0
dρ
1
ρ2+2s
∫ φ(ρ)
0
dh
(1 + ρ−2h2)s+N/2
= 2
∫ +∞
0
dρ
1
ρ1+2s
∫ φ(ρ)
ρ
0
dτ
(1 + τ2)s+N/2
=
=
∫ +∞
0
1
ρ1+2s
· F
(
φ(ρ)
ρ
)
dρ,
2
Similar statements an be found in [17, Theorem 5.1℄, where less regularity is asked on E and only the lim sup is
alulated, and [53, Lemma 1℄; we add here the niteness of the nonloal diretional urvature.
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where
F (t) :=
∫ t
0
(
1 + τ2
)−s−N/2
dτ.
We observe that the funtion F is nonlinear, thus the nonloal diretional urvature depends on the
graph of the set in a nonlinear fashion. Comparing this remark with Theorem 9.1, we notie that this
phenomenon is in sharp ontrast with the lassial ase.
remark 9.10 | In our setting Ks,−e is, in general, not equal to Ks,e, dierently from the lassial
ase in whih K−e = Ke. For a notion of frational diretional urvature that is even on S
N−2
one an
onsider K˜s,e := (Ks,e +Ks,−e)/2. Of ourse the results presented in this paper hold for K˜s,e too (with
obvious minor modiations).
9.2.2 The ontext in whih nonloal urvatures naturally ome forth
We now give some further motivation for the study of urvatures of nonloal type. A few years ago the
notion of s-minimal set has been introdued, see [17℄. Roughly speaking, one an think of the problem
of minimizing funtionals whih have a strong nonloal avor, meaning that these funtionals take into
aount power-like interations between distant objets. In partiular, one is interested in the funtional
J (A,B) = 1
ωN−1
∫
A
∫
B
dx dy
|x− y|N+2s
for every measurable sets
3 A,B ⊆ RN , and in the minimization of the funtional
Pers(E,U) := J (E ∩ U,U \ E) + J (E ∩ U, CE ∩ CU) + J (E \ U,U \ E),
alled the s-perimeter of E in U , where E,U ⊆ RN are measurable sets and U is bounded.
A set E⋆ ⊆ RN that minimizes Pers(E,U) among all the measurable sets E ⊆ RN suh that E \U =
E⋆ \U is alled s-minimal. In this framework, U an be viewed as an ambient spae, meaning the spae
in whih one is free to modify the set E, while the shape of E is xed outside U and E \U plays the role
of a boundary datum.
As the reader may have notied, the notation Pers(E,U) and the name s-perimeter strongly remind
the notation Per(E,U) for the perimeter of a set E in U , see [46℄ (and indeed s-minimal sets are the
natural nonloal generalizations of sets with minimal perimeter). For instane, it is proved in [21, 4℄
that, as s ↑ 12 , the s-perimeter redues to the lassial perimeter, namely
lim
s↑ 12
(1− 2s)Pers(E,Br) = Per(E,Br) for a.e. r > 0. (9.12)
Also, asymptotis of the s-perimeter as s ↓ 0 are studied in [38℄.
While, in the lassial setting, sets with minimal perimeter satisfy the zero mean urvature equation,
it is proved in [17℄ that if E⋆ is an s-minimal set and p ∈ ∂E, then∫
RN
χ˜E⋆(x)
|x− p|N+2s dx = 0. (9.13)
Of ourse this equation makes sense if ∂E⋆ is smooth enough near p, so in general [17℄ has to deal with
(9.13) in a suitable weak (and in fat visosity) sense. In this setting, one an say that (9.13) is the
Euler-Lagrange equation of the funtional Pers and so, by analogy with the lassial ase, it is natural
to onsider the left hand side of (9.13) as a nonloal mean urvature.
This justies Denition 9.5. Furthermore, in [53, 19℄ a nonloal approximation sheme of motion by
mean urvature has been developed. This sheme diers from the lassial one realled in Setion 9.1
sine it substitutes the standard heat equation in (9.2) with its nonloal ounterpart{
∂tu(x, t) = −(−△)su(x, t)
u(x, 0) = χ˜Ω(x).
3
We refer here to sets as in [22, footnote 1℄.
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With this modiation it has been proved that the ounterpart of the normal veloity at a point x0 ∈ ∂Ω
is given by the quantity (see [17℄ and referenes therein)∫
RN
χ˜Ω(x)
|x− x0|N+2s dx. (9.14)
9.2.3 Some omparisons between lassial and nonloal diretional urvatures
Now we turn to the study of the objets that we have introdued in the last paragraph, by stating some
properties. Our goal is threefold: rst we study the diretions in whih maximal urvatures are attained,
then we are interested in asymptotis for s ↑ 1/2, nally we present an example dealing with the relation
between the nonloal mean urvature and the average of extremal nonloal diretional urvatures.
First of all, we establish that the ounterparts of Theorem 9.1 and Remark 9.2 do not hold in the
nonloal framework. Indeed, the diretion that maximizes the nonloal diretional urvature is not, in
general, orthogonal to the one that minimizes it. Even more, one an presribe arbitrarily the set of
diretions that maximize and minimize the nonloal diretional urvature, aording to the following
result:
theorem 9.11: diretions of extremal nonloal urvatures | For any two disjoint,
nonempty, losed subsets
Σ−,Σ+ ⊆ SN−2,
there exists a set E ⊆ RN suh that ∂E is C2, 0 ∈ ∂E and
Ks,e− < Ks,e < Ks,e+ , for any e− ∈ Σ−, e ∈ SN−2 \ (Σ+ ∪ Σ−), e+ ∈ Σ+,
and the minimum and maximum of the nonloal diretional urvatures are attained at any point of Σ−
and Σ+ respetively.
We remark that, in the statement above, it is not neessary to assume any smoothness on the
boundary of the sets Σ− and Σ+ in S
N−2
.
Next result points out that the denition of nonloal diretional urvature is onsistent with the
lassial onept of diretional urvature and redues to it in the limit:
theorem 9.12: asymptotis to 1/2 | For any e ∈ SN−2
lim
s↑ 12
(1− 2s)Ks,e = Ke (9.15)
and
lim
s↑ 12
(1 − 2s)Hs = H,
where Ke (resp., H) is the diretional urvature of E in diretion e (resp., the mean urvature of E) at
0.
Notie that Theorem 9.12 an be seen as an extension of the asymptotis in (9.12) for the diretional
and mean urvatures.
A further remark is that, dierently from the loal ase, in the nonloal one it is not possible to
alulate the mean urvature simply by taking the arithmeti mean of the prinipal urvatures (this
in dimension N = 3 redues to the half of the sum between the maximal and the minimal diretional
urvatures). This phenomenon is a onsequene of Theorem 9.12 and it may also be deteted by an
expliit example:
example 9.13 | Let E = {(x, y, z) ∈ R3 : z ≤ 8x2y2}. Let Hs be the nonloal mean urvature at
0 ∈ ∂E. Let also Ks,e be the nonloal urvature at 0 in diretion e,
λ− := min
e∈S1
Ks,e and λ+ := max
e∈S1
Ks,e.
Then λ− is attained at (0, 1), λ+ is attained at (
√
2/2,
√
2/2), and Hs 6= (λ− + λ+)/2.
124  Nonlocal directional curvatures
Of ourse, Example 9.13 is in sharp ontrast with the lassial ase, reall Remark 9.2. For the proof
of the laims related to Example 9.13 see Setion 9.7.
9.3 proof of theorem 9.8
Given a funtion G, we apply (9.4) to the funtion g(y) := |y′|N−2G(y). For this, we reall the normal
oordinates in (9.6) and, with a slight abuse of notation we identify the vetor e = (e1, . . . , eN−1, 0) ∈ RN
with (e1, . . . , eN−1) ∈ RN−1, so that we write
π(e) ∋ y = ρe+ hν = (ρe, h). (9.16)
Then (9.4) reads ∫
π(e)
dy |y′|N−2G(y) =
∫ +∞
0
dρ
∫
R
dh ρN−2G(ρe, h).
We integrate this identity over e ∈ SN−2: by reognizing the polar oordinates in RN−1 we obtain∫
SN−2
dHN−2(e)
∫
π(e)
dy |y′|N−2G(y) =
∫
R
dh
∫
SN−2
dHN−2(e)
∫ +∞
0
dρ ρN−2G(ρe, h) =
=
∫
R
dh
∫
RN−1
dx′ G(x′, h) =
∫
RN
dx G(x).
We apply this formula to G(y) := χ˜E(y)/|y|N+2s and we reall (9.7) and (9.8), so to onlude that∫
SN−2
dHN−2(e) Ks,e =
∫
SN−2
dHN−2(e)
∫
π(e)
dy
|y′|N−2χ˜E(y)
|y|N+2s =
∫
RN
dx
χ˜E(x)
|x|N+2s = ωN−2Hs,
establishing Theorem 9.8. 
9.4 proof of (9.11)
We exploit again the notation in (9.16) and (9.4) applied to g(y) := |y′|N−2χ˜E(y)/|y|N+2s, to see
that ∫
π(e)
dy
|y′|N−2χ˜E(y)
|y|N+2s =
∫ +∞
0
dρ
∫
R
dh
ρN−2χ˜E(ρe, h)
(ρ2 + h2)s+N/2
. (9.17)
Now we observe that χ˜E(ρe, h) = 1 if h < −|f(ρe)| and χ˜E(ρe, h) = −1 if h > |f(ρe)|, being E the
subgraph of f . Therefore, for any xed e ∈ SN−2 the map
h 7−→ ρ
N−2χ˜E(ρe, h)
(ρ2 + h2)s+N/2
is odd for h ∈ R \ [−|f(ρe)|, |f(ρe)|] and therefore∫
R\[−|f(ρe)|,|f(ρe)|]
dh
ρN−2χ˜E(ρe, h)
(ρ2 + h2)s+N/2
= 0. (9.18)
The subgraph property also gives that
∫ |f(ρe)|
−|f(ρe)|
dh
ρN−2χ˜E(ρe, h)
(ρ2 + h2)s+N/2
=

2
∫ |f(ρe)|
0
dh
ρN−2
(ρ2 + h2)s+N/2
if f(ρe) ≥ 0,
−2
∫ 0
−|f(ρe)|
dh
ρN−2
(ρ2 + h2)s+N/2
if f(ρe) ≤ 0
= 2
∫ f(ρe)
0
dh
ρN−2
(ρ2 + h2)s+N/2
.
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This, (9.17) and (9.18) give that∫
π(e)
dy
|y′|N−2χ˜E(y)
|y|N+2s = 2
∫ +∞
0
dρ
∫ f(ρe)
0
dh
ρN−2
(ρ2 + h2)s+N/2
,
and so (9.11) follows now from (9.8). 
9.5 proof of theorem 9.11
In RN dene the set E = {x = (x′, xN ) ∈ RN−1 × R : xN ≤ f(x′)}. We will onstrut f in suh a
way to make it a regular funtion, say at least C2. For this, we x two losed and disjoint sets Σ− and
Σ+ in S
N−2
, and we take a ∈ C∞(SN−2, [0, 1]) in suh a way that
a(e) = 0 for any e ∈ Σ−,
a(e) ∈ (0, 1) for any e ∈ SN−2 \ (Σ− ∪ Σ+),
a(e) = 1 for any e ∈ Σ+.
(9.19)
The existene of suh an a is warranted by a strong version of the smooth Urysohn Lemma (notie that
a ∈ C∞(SN−2) in spite of the fat that no regularity assumption has been taken on Σ− and Σ+ and
that a takes values 0 and 1 only in Σ− ∪ Σ+). We provide the details of the onstrution of a for the
faility of the reader. For this we observe that Σ− is a losed set in R
N−1
. So, by Theorem 1.1.4 in [58℄,
there exists f− ∈ C∞(RN−1) suh that f−(p) = 0 for any p ∈ Σ− and f−(p) 6= 0 for any p ∈ RN−1 \Σ−.
Then the funtion g−(p) :=
(
f−(p)
)2
satises that g−(p) = 0 for any p ∈ Σ− and g−(p) > 0 for
any p ∈ RN−1 \ Σ−. Similarly, there exists g+ ∈ C∞(RN−1) suh that g+(p) = 0 for any p ∈ Σ+
and g+(p) > 0 for any p ∈ RN−1 \ Σ+. Then the funtion
RN−1 ∋ p 7−→ a(p) := g−(p)
g+(p) + g−(p)
satises (9.19) as desired.
Now we take an even funtion φ ∈ C∞0 (R, [0, 1]) with φ(ρ) > 0 if ρ ∈ (1, 2),
lim
ρ→0+
φ′′(ρ) = lim
ρ→0+
φ′(ρ) = lim
ρ→0+
φ(ρ) = 0.
Then we dene f using the polar oordinates of RN−1, namely we set
f(x′) := a(e)φ(ρ), where ρ = |x′| and e = x
′
|x′| .
By onstrution f is C2 in the whole of RN−1 (in partiular, in a neighborhood of 0). Also
0 = a(e−)φ(ρ) ≤ φ(ρ)a(e) ≤ φ(ρ)a(e+) for all ρ > 0, e ∈ SN−2 (9.20)
whenever we hoose e− ∈ Σ−, e+ ∈ Σ+ and e ∈ SN−2 \(Σ−∪Σ+), and strit inequalities our whenever
ρ ∈ (1, 2). Therefore, by (9.11) and (9.20),
Ks,e− = 0 = 2
∫ +∞
0
dρ ρN−2
∫ φ(ρ)a(e−)
0
dh
(ρ2 + h2)
s+N/2
≤
≤ 2
∫ +∞
0
dρ ρN−2
∫ φ(ρ)a(e)
0
dh
(ρ2 + h2)s+N/2
= Ks,e
and
Ks,e = 2
∫ +∞
0
dρ ρN−2
∫ φ(ρ)a(e)
0
dh
(ρ2 + h2)
s+N/2
≤
≤ 2
∫ +∞
0
dρ ρN−2
∫ φ(ρ)a(e+)
0
dh
(ρ2 + h2)
s+N/2
= Ks,e+ ,
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hene Ks,e attains its minimum at any point of Σ− and its maximum at any point of Σ+ (and only
there). 
9.6 proof of theorem 9.12
For simpliity, we onsider here the ase in whih E is a subgraph, namely that there exists f ∈
C2(RN−1), suh that f(0) = 0, ▽f(0) = 0 and E = {(x′, xN ) ∈ RN−1 × R : xN ≤ f(x′)} ⊆ RN . Suh
assumption an be easily dropped a posteriori just working in loal oordinates and observing that the
ontribution to Ks,e oming from far is bounded uniformly
4
when s ↑ 1/2 and so it does not ontribute
to the limit in (9.15).
So, to prove Theorem 9.12, we take equation (9.11) and split the integral in η > 0
Ks,e = 2
∫ η
0
dρ ρN−2
∫ f(ρe)
0
dh
(ρ2 + h2)
s+N/2
+ 2
∫ +∞
η
dρ ρN−2
∫ f(ρe)
0
dh
(ρ2 + h2)
s+N/2
. (9.21)
Let us start from the seond addendum:
∫ +∞
η
dρ ρN−2
∫ f(ρe)
0
dh
(ρ2 + h2)
s+N/2
 ≤
∫ +∞
η
dρ
∫ +∞
0
dh
ρN−2
(ρ2 + h2)
s+N/2
≤
≤
∫ +∞
η
dρ
∫ +∞
0
dh
(ρ2 + h2)(N−2)/2
(ρ2 + h2)
s+N/2
≤
∫
R2\Bη
|x|−2−2s dx = 2π
∫ +∞
η
r−1−2s dr =
π
s
η−2s.
(9.22)
Now we look at the rst addendum in (9.21): for this we write, for η ∈ (0, 1) suiently small,
D2ef(0)
ρ2
2
− ε(ρ) ≤ f(ρe) ≤ D2ef(0)
ρ2
2
+ ε(ρ), ρ ∈ (0, η) (9.23)
where ε : (0, η)→ (0,+∞) is dened as
ε(ρ) := sup
|ξ′|≤ρ
|D2ef(ξ′)−D2ef(0)|
ρ2
2
.
Let also
E(η) := sup
0<ρ≤η
ε(ρ)
ρ2
=
1
2
sup
|ξ′|≤η
|D2ef(ξ′)−D2ef(0)|.
and observe that
E(η) ↓ 0 as η ↓ 0. (9.24)
Then, if we denote by D := 12D
2
ef(0), we have that
∫ η
0
dρ ρN−2
∫ f(ρe)
0
dh
(ρ2 + h2)s+N/2
− D
1− 2s
 ≤

∫ 1
0
dρ ρN−2
∫ Dρ2
0
dh
(ρ2 + h2)s+N/2
− D
1− 2s

+

∫ η
0
dρ ρN−2
∫ f(ρe)
0
dh
(ρ2 + h2)
s+N/2
−
∫ η
0
dρ ρN−2
∫ Dρ2
0
dh
(ρ2 + h2)
s+N/2
 (9.25)
+
∣∣∣∣∣
∫ 1
η
dρ ρN−2
∫ Dρ2
0
dh
(ρ2 + h2)
s+N/2
∣∣∣∣∣ .
4
In further detail, realling (9.4),∣∣∣∣∣
∫
pi(e)\B1
|y′|N−2 χ˜E(y)
|y|N+2s
dy
∣∣∣∣∣ ≤
∫
pi(e)
|y|N−2 χCB1 (y)
|y|N+2s
dy ≤
≤
∫ +∞
0
dρ
∫ +∞
−∞
dh χR\(−1,1)(ρ
2 + h2) (ρ2 + h2)−1−s ≤
∫
R2\B1
dx|x|−2−2s = 2pi
∫ +∞
1
dr r−1−2s =
pi
s
that is uniformly bounded as s ↑ 1/2. This means that we an suppose that ∂E is a graph in, say, B1 and replae it outside
B1 without aeting the statement of Theorem 9.12.
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The latter term is uniformly bounded as s ↑ 1/2: indeed∣∣∣∣∣
∫ 1
η
dρ ρN−2
∫ Dρ2
0
dh
(ρ2 + h2)s+N/2
∣∣∣∣∣ ≤
∫ 1
η
dρ ρN−2 · |D|ρ
2
ρN+2s
=
∫ 1
η
dρ
|D|
ρ2s
= |D| 1− η
1−2s
1− 2s −−→s↑ 12
−|D| ln η, (9.26)
and therefore, for s lose to 1/2,∣∣∣∣∣
∫ 1
η
dρ ρN−2
∫ Dρ2
0
dh
(ρ2 + h2)s+N/2
∣∣∣∣∣ ≤ −D˜ ln η, (9.27)
where D˜ is a positive onstant depending only on D.
The entral term in (9.25) may be estimated using (9.23): indeed
∫ η
0
dρ ρN−2
∫ f(ρe)
0
dh
(ρ2 + h2)s+N/2
−
∫ η
0
dρ ρN−2
∫ Dρ2
0
dh
(ρ2 + h2)s+N/2

≤
∫ η
0
dρ ρN−2

∫ f(ρe)
Dρ2
dh
(ρ2 + h2)s+N/2
 ≤
∫ η
0
ρN−2
|f(ρe)−Dρ2|
ρN+2s
dρ (9.28)
≤
∫ η
0
ε(ρ)
ρ2+2s
dρ ≤ E(η)
∫ η
0
ρ−2s dρ = E(η) · η
1−2s
1− 2s .
It remains now to estimate the rst term on the right hand side of (9.25). For this we apply the
hange of variable t = h/ρ and we see that
ρN−2
∫ Dρ2
0
dh
(ρ2 + h2)
s+N/2
−Dρ−2s
 = |D|ρ−2s

1
Dρ2
∫ Dρ2
0
dh(
1 + h
2
ρ2
)s+N/2 − 1

= |D|ρ−2s
 1Dρ
∫ Dρ
0
dt
(1 + t2)
s+N/2
− 1
 .
Now, sine the map t 7−→ 1/ (1 + t2)s+N/2 is dereasing, we have that
1
(1 +D2ρ2)
s+N/2
≤ −
∫ |D|ρ
0
dt
(1 + t2)
s+N/2
≤ 1.
Using this and a Taylor expansion, we obtainρN−2
∫ Dρ2
0
dh
(ρ2 + h2)s+N/2
−Dρ−2s
 = |D|ρ−2s
(
1− 1|D|ρ
∫ |D|ρ
0
dt
(1 + t2)s+N/2
)
≤ |D|ρ−2s
(
1− 1
(1 +D2ρ2)s+N/2
)
≤ |D|ρ−2s · (βD2ρ2) = β|D|3ρ2−2s
for any ρ ∈ (0, 1), where β is a suitable positive onstant only depending on N . By integrating this
estimate over the interval (0, 1) we onlude that
∫ 1
0
dρ ρN−2
∫ Dρ2
0
dh
(ρ2 + h2)s+N/2
− D
1− 2s
 =
=

∫ 1
0
dρ
[
ρN−2
∫ Dρ2
0
dh
(ρ2 + h2)
s+N/2
−Dρ−2s
] ≤ β˜,
(9.29)
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for a suitable β˜ possibly depending on D and N , but independent of s.
Resuming all this alulations in one formula and putting together the information in equations
(9.21), (9.22), (9.25), (9.27), (9.28) and (9.29), we obtain thatKs,e − 2D1− 2s
 ≤ 2πs η−2s − D˜ ln η + 2E(η) · η1−2s1− 2s + 2β˜, (9.30)
hene
lim sup
s↑ 12
(1− 2s)
Ks,e − 2D1− 2s
 ≤ 2E(η).
But, by (9.24), E(η) is arbitrarily small. Hene we an onlude
lim
s↑ 12
(1− 2s)
Ks,e − 2D1− 2s
 = 0
whih also implies
lim
s↑ 12
(1− 2s)Ks,e = 2D = D2ef(0),
that is the desired laim. Moreover, sine estimate (9.30) is uniform on SN−2, we have also the onver-
gene
(1− 2s)Hs = 1− 2s
ωN−2
∫
SN−2
Ks,e dHN−2(e) −−→
s↑ 12
1
ωN−2
∫
SN−2
D2ef(0) dHN−2(e) = H.
This ompletes the proof of Theorem 9.12. 
9.7 proof of the laims in example 9.13
In R3 dene
E = {(x, y, z) ∈ R3 : z ≤ f(x, y) = 8x2y2}
and denote by (ρ, θ, z) the ylindrial oordinates, i.e.
ρ =
√
x2 + y2, cos θ =
x√
x2 + y2
, sin θ =
y√
x2 + y2
.
In this way, we set e := (cos θ, sin θ) ∈ S1 and we have that (x, y) = ρe. Notie that
1− cos 4θ = 1− cos2 2θ + sin2 2θ = 2 sin2 2θ = 8 sin2 θ cos2 θ · ρ
4
ρ4
=
8x2y2
(x2 + y2)
2
therefore the funtion f , written in terms of (ρ, θ), beomes
f(x, y) = f(ρe) = f˜(ρ, θ) = (1− cos 4θ)ρ4.
With a slight abuse of notation, we denote by Ks,θ the nonloal diretional urvature of E at 0 in
diretion e = (cos θ, sin θ) (i.e. Ks,θ is short for Ks,(cos θ,sin θ)). We reall that, in this ase, we an
ompute nonloal urvatures exploiting identity (9.11), i.e.
Ks,θ = 2
∫ +∞
0
dρ
∫ f˜(ρ,θ)
0
dz
ρ
(ρ2 + z2)
s+3/2
. (9.31)
In the above domain of integration it holds that
0 ≤ z ≤ f˜(ρ, θ) = (1− cos 4θ)ρ4
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and so
ρ ≥ 4
√
z
1− cos 4θ , when cos 4θ 6= 1.
Therefore, integrating rst in the ρ variable, we dedue from (9.31) that
Ks,θ =
∫ +∞
0
dz
∫ +∞
4
√
z
1−cos 4θ
dρ
2ρ
(ρ2 + z2)
s+3/2
=
∫ +∞
0
dz
(
ρ2 + z2
)−s−1/2
−s− 12

ρ=+∞
ρ= 4
√
z
1−cos 4θ
=
2
2s+ 1
∫ +∞
0
dz(
z2 +
√
z
1−cos 4θ
)s+1/2 = 22s+ 1
∫ +∞
0
(1− cos 4θ)s/2+1/4(
z2
√
1− cos 4θ +√z)s+1/2 dz.
(9.32)
We onentrate now on maximal and minimal nonloal diretional urvatures. SineKs,θ is a nonnegative
quantity (beause f˜(ρ, θ) is a nonnegative funtion) and sine Ks,0 = Ks,π/2 = 0, then Ks,θ attains its
minimum in 0 and π/2. Also, f˜(ρ, π/4) ≥ f˜(ρ, θ) for every positive ρ and θ ∈ [0, π), thus Ks,θ attains its
maximum for θ = π/4. On the one hand we have that the arithmeti mean of the maximal and minimal
nonloal prinipal urvatures is given by
Ks,0 +Ks,π/4
2
=
1
2
Ks,π/4 =
2s/2+1/4
2s+ 1
∫ +∞
0
dz(√
2z2 +
√
z
)s+1/2 , (9.33)
thanks to (9.32).
On the other hand, the nonloal mean urvature is
Hs =
1
2π
∫ 2π
0
Ks,θ dθ
and we are going to estimate this quantity, in order to show that it is not equal to the arithmeti mean
of the prinipal nonloal urvatures (i.e. to the quantity in (9.33)). Note that
1
2π
∫ 2π
0
Ks,θ dθ =
1
(2s+ 1)π
∫ 2π
0
dθ
∫ +∞
0
dz
(1− cos 4θ)s/2+1/4(
z2
√
1− cos 4θ +√z)s+1/2
≥ 1
(2s+ 1)π
∫ 2π
0
(1− cos 4θ)s/2+1/4dθ ·
∫ +∞
0
dz(√
2z2 +
√
z
)s+1/2
=
1
π 2s/2+1/4
∫ 2π
0
(1− cos 4θ)s/2+1/4dθ · 2
s/2+1/4
2s+ 1
∫ +∞
0
dz(√
2z2 +
√
z
)s+1/2︸ ︷︷ ︸
=Ks,π/4/2
=
1
π 2s/2+1/4
∫ 2π
0
(1− cos 4θ)s/2+1/4dθ · 1
2
Ks,π/4.
(9.34)
On the other hand, with the substitution ϕ := 4θ and realling that s+ 1/2 ∈ (1/2, 1), we see that
1
π 2s/2+1/4
∫ 2π
0
(1 − cos 4θ)s/2+1/4dθ = 1
4π
∫ 8π
0
(√
1− cosϕ
2
)s+1/2
dϕ =
1
π
∫ 2π
0
(
sin
ϕ
2
)s+1/2
dϕ
≥ 1
π
∫ 2π
0
sin
ϕ
2
dϕ = − 2
π
cos
ϕ
2
2π
0
=
4
π
> 1.
By ombining this with (9.33) and (9.34) we onlude that
Hs 
1
2
Ks,π/4 =
Ks,0 +Ks,π/4
2
.
This establishes the laims in Example 9.13.
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9.8 proof of lemma 9.7
We prove now (9.10), while (9.9) an be dedued with minor modiations with respet to the proof
below. Let
σε :=
∫
π(e)\Bε
|y′|N−2χ˜E(y)
|y|N+2s dy.
Notie that, for any ε > ε′ > 0,
|σε′ − σε| =
∣∣∣∣∣
∫
π(e)∩(Bε\Bε′)
|y′|N−2χ˜E(y)
|y|N+2s dy
∣∣∣∣∣ . (9.35)
Sine ∂E is C2, in normal oordinates we may suppose that, for small ε > 0,
E ∩Bε ⊆ {x = (x′, xN ) ∈ RN : xN ≤M |x′|2} and (CE) ∩Bε ⊆ {x ∈ RN : xN ≥ −M |x′|2},
for a suitable M > 0. This provides a anellation of the ontributions outside the set Eε,ε′ := {x ∈
Bε \Bε′ : xN ≤M |x′|2}, namely∣∣∣∣∣
∫
π(e)∩(Bε\Bε′ )
|y′|N−2χ˜E(y)
|y|N+2s dy
∣∣∣∣∣ =
∣∣∣∣∣
∫
π(e)∩Eε,ε′
|y′|N−2χ˜E(y)
|y|N+2s dy
∣∣∣∣∣ ≤
≤
∫
π(e)∩Eε,ε′
|y′|N−2
|y|N+2s dy ≤
∫
π(e)
χEε,ε′ (y)
|y′|2+2s dy,
sine |y| ≥ |y′|. Note now that in Eε,ε′ we have
|x′|2 ≥ |ε′|2 − |xN |2 ≥ |ε′|2 −M2|x′|4 ≥ |ε′|2 −M2ε2|x′2|
and therefore
|x′|2 ≥ |ε
′|2
1 +M2ε2
=: |ε∗|2
That is, by (9.4),∣∣∣∣∣
∫
π(e)∩(Bε\Bε′ )
|y′|N−2χ˜E(y)
|y|N+2s dy
∣∣∣∣∣ ≤
∫ ε
ε∗
dρ
∫ Mρ2
−Mρ2
dh ρ−2−2s ≤ 2M
∫ ε
ε∗
dρ ρ−2s =
2M (ε− ε∗)1−2s
1− 2s
whih is innitesimal with ε (reall that s ∈ (0, 1/2) by assumption). This and (9.35) imply that for any
εN ↓ 0, σεN is a Cauhy sequene, as desired. 
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