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Abstract
In classical PDE theory, Widder’s theorem gives a representation for nonnegative solutions
of the heat equation on Rn. We show that an analogous theorem holds for local weak solutions
of the canonical “heat equation” on a symmetric local Dirichlet space satisfying a local parabolic
Harnack inequality.
Contents
1 Introduction 2
2 Definition of local weak solutions 3
3 Assumptions 6
4 Examples 8
4.1 Intrinsic distance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
4.2 Fractal-like spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
4.3 Locally compact but infinite dimensional examples . . . . . . . . . . . . . . . . . . . 11
5 Properties of local weak solutions 13
6 Widder’s theorem 20
7 Conditions for uniqueness of nonnegative solutions 22
8 An application to projections 23
9 Acknowledgements 26
A Energy measures 26
1
B Cutoff Sobolev inequalities 27
C Maximum principle 28
1 Introduction
The purpose of this article is to give an extension of Widder’s theorem [44], which gives a represen-
tation for nonnegative solutions of the heat equation, to the general setting of symmetric, strictly
local, regular Dirichlet spaces.
To motivate the theorem, consider the Cauchy problem for the classical heat equation on Rn:
∂tu(t, x)− 1
2
∆u(t, x) = 0, x ∈ Rn, t > 0
u(0, x) = f(x), x ∈ Rn.
(1.1)
When (1.1) is introduced in an elementary PDE course, an immediate question is whether solutions
of (1.1) are unique. The answer, of course, is no: explicit examples of nonzero functions u satisfying
(1.1) with f = 0 are known, and can be found in [34] and references therein. However, such
counterexamples generally have some sort of bad behavior. For instance, they grow rapidly as
|x| → ∞; if one requires certain growth conditions, such as the requirement that
|u(t, x)| ≤ Cec|x|2 , (1.2)
then it is well known that there is a unique solution of (1.1) which satisfies (1.2). See, e.g. [14,
Theorem 2.3.6].
Another sort of bad behavior that these counterexamples exhibit is that they are unbounded below.
If we think of the heat equation as a model for heat flow, then such solutions are non-physical,
since temperatures cannot be less than absolute zero. Thus, it is natural to restrict our attention
to nonnegative solutions of (1.1), and ask whether this is sufficient to ensure uniqueness. In 1944,
D. Widder showed in [44] that the answer is affirmative. This is a satisfying result, since the
hypothesis of nonnegativity seems more natural and less arbitrary than growth conditions such as
(1.2).
Widder also showed that every nonnegative solution u of the classical heat equation in Rn for times
t > 0 is of the form
u(t, x) = Ptν(x) :=
∫
Rn
p(t, x, y)ν(dy) (1.3)
for some unique positive Radon measure ν, where p(t, x, y) = 1
(2πt)n/2
e−|x−y|
2/2t is the classical heat
kernel. One can interpret this result as saying that any nonnegative solution of the heat equation
for times t > 0 must have evolved from some initial temperature distribution ν (which may be
singular). This result was later extended to nonnegative classical solutions [23] and weak solutions
[2, 3] of more general second-order parabolic equations on Rn.
To extend Widder’s result to more general spaces than Rn, one must first notice that uniqueness of
nonnegative solutions of the Cauchy problem may fail. For example, if Ω is a bounded open subset
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of Rn, then there are many nonnegative classical solutions of
∂tu(t, x)− 1
2
∆u(t, x) = 0, x ∈ Ω, t > 0
u(0, x) = f(x), x ∈ Rn.
(1.4)
For instance, we might take
u(t, x) =
{
p(t− t0, x, x0), t > t0 ≥ 0
0, t ≤ t0
for some x0 /∈ Ω. The problem is that (1.4) does nothing to exclude the possibility of heat entering
through the boundary of Ω. Thus we certainly cannot hope to represent a solution u as u(t, x) =
Ptν(x). A more appropriate representation for u might be
u(t, x) = Ptν(x) + h(t, x) (1.5)
where h is another nonnegative solution of the heat equation which vanishes at time 0. This is the
type of result we shall prove in the present paper. We shall return to the question of uniqueness in
Section 7.
In 1992, Ancona and Taylor [1] proved a representation result of the form (1.5) in the language of
abstract potential theory, where solutions of a parabolic equation on a manifold are considered as
a sheaf of functions satisfying certain properties. A key ingredient in their proof is the assumption
that solutions satisfy a parabolic Harnack inequality. It is worth noting that their results are able to
include solutions to equations of the form ∂tu(t, x)−Lu(t, x) = 0 where the second-order operator
L need not be elliptic but can be hypoelliptic.
In recent years, attention has focused on the notion of Dirichlet spaces (see section 2) as a setting
for the study of potential theory. In this setting, one takes as the underlying space a metric measure
space or similar object; in particular, no differentiable structure is assumed. However, the space
carries enough structure to allow one to define a notion of a solution to a canonical “Laplace
equation” or “heat equation,” and in particular to study functional inequalities for such solutions,
such as Harnack and Poincare´ inequalities. Since a Dirichlet space also carries a canonical stochastic
process, one is also able to exploit tools from probability and probabilistic potential theory.
The main result of this paper is to prove that so-called local weak solutions of the heat equation
on a Dirichlet space, under certain assumptions, are given by a representation of the form (1.5).
The proof is along similar lines to that of [1], but the details are quite different. Along the way, we
shall obtain several useful properties of local weak solutions.
For related results in a variety of other settings, see [26, 37, 27, 32].
2 Definition of local weak solutions
Let (X, d, µ) be a metric measure space: (X, d) is a metric space, and µ is a positive Radon
measure on X. We further assume that X is separable and locally compact; it follows that X is
Polish and that every finite Borel measure is automatically Radon.
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Let (E ,D) be a Dirichlet form on L2(X,µ): a closed, Markovian, positive, bilinear form. (We
refer the reader to [16] for the definition of a Dirichlet form and of the following properties.) The
quintuple (X, d, µ, E ,D) will be called a Dirichlet space. We assume that (E ,D) is symmetric,
regular, and strictly local. We shall write E(f) for E(f, f).
To each f ∈ D ∩ L∞ there is associated a Radon measure Γ(f), called the energy measure of f ,
defined by ∫
X
φdΓ(f) = 2E(φf, f)− E(f2, φ) (2.1)
for φ ∈ Cc(X) ∩ D, where Cc(X) denotes the space of continuous, compactly supported functions
on X. (It is worth recalling that D∩L∞ is an algebra; see [16, Theorem 1.4.2 (ii)].) One may then
define the signed measure Γ(f, g) = 12(Γ(f + g) − Γ(f) − Γ(g)) by polarization. For the classical
Dirichlet form on Rn, we have dΓ(f, g) = ∇f · ∇g dm. We have collected some useful properties of
Γ in Appendix A; further information can be found in [15].
Let L denote the self-adjoint generator of (E ,D), with its domain D(L). We will take the sign
convention that L is a positive semidefinite operator, so that E(f, g) = (f, Lg)L2(X,µ) for f ∈ D,
g ∈ D(L). Let Pt denote the associated strongly continuous, symmetric, Markovian semigroup.
Note that since (E ,D) is closed, D is a Hilbert space under the inner product E1(f, g) = E(f, g) +∫
X fg dµ. (As before, E1(f) is short for E1(f, f).) The inclusion D →֒ L2(X,µ) is obviously
continuous, 1-1, and has dense image, so taking its adjoint gives another inclusion L2(X,µ) →֒ D∗
which is also continuous, 1-1, and has dense image. (So (D, L2(X,µ),D∗) is a Gelfand triple.) Under
these identifications, the pairing (ℓ, f)D∗,D is given by
∫
X ℓ(x)f(x)µ(dx) when ℓ ∈ L2(X,µ) ⊂ D∗.
We will try to keep denoting this pairing by (ℓ, f)D∗,D, but it would be a permissible abuse of
notation to just write
∫
X ℓ(x)f(x)µ(dx) in all cases.
In the classical case when X = Rn, µ = m is Lebesgue measure and E(f, g) = 12
∫
Rn
∇f · ∇g dm on
the domain D = H1(Rn) (so L = −12∆) we have D∗ = H−1(Rn). So it is helpful to think of D∗ as
some space of distributions on X.
We note that the assumption that (E ,D) is regular may impose some implicit “boundary conditions”
on functions f ∈ D. For example, if X = Ω is a bounded open subset of Rn and E is the classical
Dirichlet form, then D = H10 (Ω), so functions in the domain D must satisfy Dirichlet boundary
conditions on ∂Ω.
Intuitively, we want to consider solutions u : (0, T )×X → R of the heat equation
∂tu+ Lu = 0. (2.2)
However, the implicit assumption in (2.2) that u(t, ·) ∈ D(L) for each t is much too strong. In
particular, it is a global condition: it requires that u(t, ·) is in L2(X,µ) and satisfies certain boundary
conditions. We want something more analogous to the classical heat equation
∂tu− 1
2
∆u = 0 (2.3)
on an open set Ω ⊂ Rn, which is only a local equation. It makes sense for any u ∈ C2, for instance,
and imposes no global conditions such as integrability or behavior at the boundary.
The resulting notion of “local weak solution” has a more complicated definition than (2.2), but
comes closer to the intuition of (2.3) in that it avoids global conditions.
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Notation 2.1. Let L2([a, b];D) denote the Hilbert space of (strongly measurable) square-integrable
vector-valued functions u : [a, b]→ D under the norm
‖u‖2L2([a,b];D) :=
∫ b
a
E1(u(t), u(t)) dt.
m will denote Lebesgue measure on the time interval [a, b].
Notation 2.2. Let W 1,2([a, b];D,D∗) denote the vector-valued Sobolev space of functions u ∈
L2([a, b];D) with one time derivative u′ ∈ L2([a, b];D∗). We will write W 1,2 for short. W 1,2 is a
Hilbert space under the norm
‖u‖2W 1,2([a,b];D,D∗) :=
∫ b
a
(E1(u(t), u(t)) +
∥∥u′(t)∥∥2
D∗
) dt.
A standard “Sobolev embedding theorem” gives that W 1,2([a, b];D,D∗) ⊂ C([a, b];L2(X,µ)), so
that u(t) is well-defined as an element of L2(X,µ) for every t ∈ [a, b], and u is also well-defined
as an element of L2([a, b] × X). Also, we recall the following “product rule”: if u ∈ W 1,2, then
t 7→ ‖u(t)‖2L2(X,µ) is an absolutely continuous function on [a, b], and
d
dt
‖u(t)‖2L2(X,µ) =
(
u′(t), u(t)
)
D∗,D
. (2.4)
We refer the reader to [45, §25] for proofs.
One can show that any function u : [a, b] → D which is in W 1,2 is represented by an (almost
everywhere defined) function from [a, b]×X to R, so we may write either u(t) or u(t, x) depending
on whether we prefer to think of u as a curve in a function space or a real-valued function of time
and space.
Definition 2.3 (See, e.g., [41, 42]). Let U ⊂ X be open. A function u : (0, T )× U → R is said to
be a local weak solution (of the heat equation 2.2) if for every compact K ⊂ (0, T ) × U , there
exists a function uK ∈ W 1,2([0, T ];D,D∗) such that u = uK (m× µ-a.e.) on K, and such that for
every φ ∈W 1,2([0, T ];D,D∗) with compact support inside K, we have∫ T
0
(u′K(t), φ(t))D∗ ,D dt+
∫ T
0
E(uK(t), φ(t)) dt = 0. (2.5)
Note that, because the Dirichlet form (E ,D) is local, the expression in (2.5) does not depend on
the choice of uK . Therefore, for test functions φ which are compactly supported inside (0, T )× U ,
we can interpret an expression like
∫ T
0 E(u(t), φ(t)) dt as shorthand for
∫ T
0 E(uK(t), φ(t)) dt where
K ⊂ (0, T ) × U is any compact set containing the support of φ. We shall henceforth commit this
abuse of notation.
We also note that the left side of (2.5) is continuous in φ with respect to the L2([0, T ];D) topology.
Therefore, since W 1,2([0, T ];D,D∗) is dense in L2([0, T ];D), (2.5) holds for all φ ∈ L2([0, T ];D)
which have compact support inside K.
Observe that we do not assume that u(t) ∈ D or even u(t) ∈ L2(X,µ). This definition gives no
control on the behavior of u “at infinity,” i.e. away from compact sets, and u need not satisfy any
implicit Dirichlet boundary conditions. Each uK does need to satisfy them, but u can be totally
different from uK outside the compact set K. There is also no assumption as to what happens near
t = 0 and t = T .
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3 Assumptions
In this section, we collect, and discuss, the hypotheses under which we shall prove our results.
Assumption 1. (X, d) is a separable, locally compact, connected, locally connected metric space.
µ is a positive Radon measure on X with full support. (E ,D) is a symmetric, regular, strictly local
Dirichlet form on L2(X,µ).
We shall now assume that local weak solutions satisfy a parabolic Harnack inequality. This in-
equality was developed by Moser, extending previous work of Hadamard and Pini; see [28, 29] and
references therein for further history.
Assumption 2. Nonnegative local weak solutions satisfy the following parabolic Harnack in-
equality. Let U ⊂ X be open and connected, let K ⊂ U be compact, and fix 0 < a < b < c < d < T .
There exists a finite constant C = C(U,K, a, b, c, d) such that for every nonnegative local weak so-
lution u on (0, T )× U ,
esssup[a,b]×K u ≤ C essinf [c,d]×K u. (3.1)
We make no assumption as to the exact dependence of C on U,K, a, b, c, d, so this Harnack inequality
is local and in no way scale-invariant.
In the context of local Dirichlet spaces, various forms of the parabolic Harnack inequality are known
to be related to other functional inequalities, such as Poincare´ inequalities and heat kernel estimates.
See, for example, [41, 42, 6]. We shall discuss this further in Section 4.
Assumption 3. The semigroup Pt admits a continuous heat kernel. That is, there is a continuous
p : (0,∞) ×X ×X → R such that, for all f ∈ L2(X,µ),
Ptf(x) =
∫
X
p(t, x, y)f(y)µ(dy) for µ-a.e x ∈ X.
Since the semigroup Pt is Markovian, it follows that p ≥ 0. In fact, since u(t, x) = p(t, x0, x) is a
local weak solution, the Harnack inequality (Assumption 2) implies that p > 0. We will make use
of this later.
Notation 3.1. For any positive Radon measure ν on X, set
Ptν(x) =
∫
X
p(t, x, y)ν(dy). (3.2)
Note that the continuity of p is needed to ensure that Ptν is well-defined for measures ν which are
not necessarily absolutely continuous to µ.
Assumption 4. For f ∈ Cc(X) and every x ∈ X, we have Ptf(x) → f(x) pointwise as t → 0.
(Note that since the heat kernel p is assumed to be continuous, Ptf is continuous and hence Ptf(x)
is well-defined for every x ∈ X.)
Assumption 4 is very mild. Indeed, we are not aware of any examples which satisfy our previous
assumptions but not Assumption 4; however, we have not been able to show that Assumption 4
follows from them.
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We emphasize that in Assumption 4, we require that the convergence hold for every x ∈ X. Under
our other assumptions, the convergence will certainly hold for quasi-every x ∈ X (i.e. except on
a set which, in the terminology of [16], is zero capacity, or equivalently is exceptional). The
Dirichlet form (E ,D) is associated with a continuous Hunt process Xt which is normal in the sense
that Px(X0 = x) = 1. So by dominated convergence, we have Ex[f(Xt)] → f(x) for every x ∈ X.
On the other hand, it also holds that for quasi-every x, Ptf(x) = Ex[f(Xt)] for every t > 0 and
every f ∈ Cc(X).
The Hunt process Xt is not unique (one can change its behavior on an exceptional set of initial
points), and in many cases, there is a canonical choice of Xt for which Ptf(x) = Ex[f(Xt)] holds
everywhere. One could circumvent Assumption 4 by taking as the starting point a particular
continuous Hunt process Xt with a continuous transition density p(t, x, y) and taking (E ,D) to be
the corresponding Dirichlet form.
It is also worth noting that Assumption 4 holds automatically in the common case that Pt is a
Feller semigroup, i.e. a strongly continuous semigroup on C0(X). In this case the convergence
holds not only pointwise but uniformly. Another situation where the assumption holds is when the
state space X is a homogeneous space such as a Lie group, and the Dirichlet form is translation
invariant.
In Definition 2.3, the existence of the “localized” functions uK is merely asserted, and we have
little control over them. To produce them more constructively, we would like to use some “smooth”
cutoff functions, as follows.
Definition 3.2. Let U be open and K ⊂ U compact. We will say a function ψ : X → [0, 1] is a
nice cutoff function for K inside U if:
1. ψ = 1 on K;
2. ψ is compactly supported inside U ;
3. For every f ∈ D, ψf ∈ D. (It follows from the closed graph theorem that there is a constant
Cψ such that E1(ψf) ≤ CψE1(f). And in particular, ψ ∈ D.)
Definition 3.3. We shall say an open set U ⊂ X is nice if for every compact K ⊂ U there exists
a nice cutoff function for K inside U .
Assumption 5. There is a sequence of open, precompact, connected, nice sets Un ↑ X.
Some sufficient conditions for this assumption to hold are as follows:
1. If X is compact, then X itself is nice, since ψ = 1 is a nice cutoff function of any closed set
inside X. So we can take Un = X. Actually, when X is compact, several of the arguments in
this paper become trivial.
2. If the intrinsic pseudo-distance defined by (4.1) below is a genuine metric and generates the
topology of X, then every open set is nice: we can use the metric to construct cutoff functions
that are Lipschitz. This is a common assumption in the theory of Dirichlet spaces. See Section
4.1 for more on this notion.
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This reduces Assumption 5 to the statement that we can exhaust X by open, precompact,
connected sets (which we shall abbreviate OPC for this paragraph). But this follows from
our topological assumptions on X. Indeed, if we write x ∼ y whenever there is an OPC
set containing x, y, then by local compactness and local connectedness ∼ is an equivalence
relation on X, and every equivalence class is open. But then by connectedness of X there is
only one equivalence class. Thus any pair of points, and moreover any finite set of points, is
contained in an OPC set. The same holds for any compact set K: we can cover K by a finite
number of OPC sets Un. Picking one xn from each Un, we can find an additional OPC set
U0 which contains all the xn. Now the union of U0 and the Un is an OPC set which contains
K. Since X is σ-compact, this suffices.
3. If the Dirichlet space satisfies a local cutoff Sobolev inequality CS(β)loc in the sense of [6],
then all open sets are nice, and so Assumption 5 holds. See Appendix B. Note that CS(β)loc
is shown in [6] to follow from a uniform parabolic Harnack inequality. The authors discuss
examples of spaces, such as certain fractals, that are known to satisfy this condition, although
they do not have a well-behaved intrinsic distance. See also Section 4.2.
The useful consequence of Assumption 5 is that if U is nice and u is a local weak solution on
(0, T )×U , then for compact K ⊂ (0, T )× U , we can produce the function uK explicitly as follows.
We may enclose K inside some set [a, b] × K1 for a compact K1 ⊂ U . Let ψ be a nice cutoff
function for K1 inside U , and let χ ∈ C∞c ((0, T )) be a cutoff function which equals 1 on [a, b]. Set
K ′ = suppχ × suppψ and let uK(t, x) = χ(t)ψ(x)uK ′(t, x). This gives the same function uK no
matter which of the many possible choices for uK ′ is used, and it is not hard to see that this uK is
in W 1,2([0, T ];D,D∗).
4 Examples
This section discusses examples of spaces satisfying the assumptions listed in Section 3. As long as
one is interested in local self-adjoint Markov operators defined over a locally compact metric space,
it should be clear that these assumptions are quite mild and are satisfied for a great many interesting
examples. We will work under the very basic Assumption 1 and focus on various contexts where
the other assumptions listed in Section 3 are satisfied.
4.1 Intrinsic distance
Under Assumption 1, the intrinsic distance dE is defined by
dE (x, y) = inf{f(y)− f(x) : f ∈ Cc(X) ∩ D, dΓ(f) ≤ dµ}, x, y ∈ X. (4.1)
Here dΓ(f) ≤ dµ means that the Radon measure Γ(f) is absolutely continuous with respect to
µ with Radon–Nikodym derivative bounded by 1. The function (x, y) 7→ dE (x, y) may be 0 even
if x 6= y or may be infinity for some x, y but is symmetric and satisfies the triangle inequality.
Loosely speaking, the condition dΓ(f) ≤ dµ can be understood as requiring that f is “Lipschitz”
with constant 1. On a complete Riemannian manifold equipped with its natural Dirichlet space
structure, dE equals the Riemannian distance. See [40, 39, 10].
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Fractals such as the Sierpinski gasket and carpet provide examples of Dirichlet spaces with very
interesting properties but where the intrinsic distance dE is identically 0 (the only functions with
“bounded gradient” are the constant functions). The infinite dimensional torus T∞, the count-
able product of circles with its normalized Haar measure µ, equipped with the Dirichlet form EA
associated with an infinite symmetric positive definite matrix A = (ai,j),
EA(f) =
∫
T∞
∑
i,j
ai,j∂if∂jfdµ,
provide examples where, depending on A, the intrinsic distance may be finite and continuous or
infinite except on a dense set of measure 0. See [7].
We define the balls B(x, r) and the volume growth function V (x, r) by setting
B(x, r) = {y : dE(x, y) < r} and V (x, r) = µ(B(x, r)).
Please note that these balls are relative to the intrinsic distance dE .
Consider the following properties that may or may not be satisfied:
(ID1) The intrinsic distance dE is continuous and defines the topology of X.
(ID2) Property (ID1) is satisfied and for any compact set K ⊂ X there are constants rK ∈ (0,∞]
and DK , PK ∈ (0,∞) such that:
– (Compact balls) For all x ∈ K and r < rK , the closed ball B(x, 2r) is compact.
– (Doubling) For all any x ∈ K and r ∈ (0, rK), we have V (x, 2r) ≤ DKV (x, r).
– (Poincare´ inequality) For all any x ∈ K and r ∈ (0, rK),
∀f ∈ D,
∫
B(x,r)
|f − fB(x,r)|2dµ ≤ PKr2
∫
B(x,2r)
dΓ(f)
where fB denotes the mean of f over B.
We say that (ID2) holds locally uniformly if there exists r0,D0, P0 ∈ (0,∞) such that (ID2)
holds true with r{x} ≥ r0, D{x} ≤ D0 and P{x} ≤ P0 for all x ∈ X. Note that this implies that
B(x, r0) is compact for every x, and in particular dE is a complete metric on X.
We say that (ID2) holds uniformly at all scales and positions if there are constants D0 and
P0 such that (ID2) holds with rK =∞, DK ≤ D0 and PK ≤ P0, for any compact K ⊂ X. Spaces
where this holds are sometimes said to be of Harnack type.
As explained in [40], property (ID1) implies the existence of an abundance of cutoff functions. In
particular, under (ID1), every open set is nice, and so Assumption 5 is satisfied as argued in the
previous section.
By the work of K.T. Sturm [42] extending to Dirichlet spaces earlier work by Grigoryan [17] and
Saloff-Coste [35], the following theorem holds.
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Theorem 4.1. Assuming (ID1), property (ID2) holds if and only if for any compact K there
exists a constant HK such that any nonnegative local weak solution u of the heat equation (2.2) in
Q = (0, r2)×B(x, r), x ∈ K, r ∈ (0, rK), satisfies
esssupQ−{u} ≤ HK essinfQ+{u}, (4.2)
where Q− = (r2/4, r2/2) ×B(x, r/2) and Q+ = (3r2/4, r2)×B(x, r/2).
Further, if (ID2) holds locally uniformly and r0 is as described above, then r{x} ≥ r0 > 0 and there
is a constant H0 such that H{x} ≤ H0 for all x ∈ X. If (ID2) holds uniformly at all scales and
locations then rK =∞ and there is a constant H0 such that HK ≤ H0 for all compact K ⊂ X.
The parabolic Harnack inequality supplied by Theorem 4.1 can be shown to imply that of Assump-
tion 2, by covering the set K that appears in Assumption 2 with finitely many sufficiently small
overlapping balls. Moreover, it is argued in [41] that under (ID1)–(ID2) a measurable heat kernel
exists. Another very important consequence of (ID1)–(ID2), as shown in [42, Corollary 3.3], is that
local weak solutions are locally Ho¨lder continuous. In particular the heat kernel is continuous, so
Assumption 3 is also satisfied.
Using the continuity of local weak solutions, we can also show that Assumption 4 is satisfied. Fix
f ∈ Cc(X), x0 ∈ X and ǫ > 0. Using regularity and the Markovian properties of (E ,D), we may
choose g ∈ Cc(X) ∩ D with ‖f − g‖∞ < ǫ and such that g is constant on a neighborhood U of x0.
Since Ptf, Ptg are continuous on (0,∞) ×X and Pt is Markovian, we also have ‖Ptf − Ptg‖∞ < ǫ.
Now it is shown in [19, Lemma 2.28] that if we set
u(t, x) =
{
Ptg(x), t > 0
g(x0), t ≤ 0
then u is a local weak solution on (−∞,∞) × U . (This also follows from our extension principle,
Lemma 5.2, below.) Therefore u is continuous on (−∞,∞) × U , and in particular Ptg → g(x0)
uniformly on compact subsets of U . Letting ǫ→ 0, it follows that Ptf → f uniformly on compact
subsets of U , and in particular Ptf(x0)→ f(x0).
To summarize:
Corollary 4.2. Let (X, d) be a separable, locally compact, connected, locally connected metric space
equipped with a positive Radon measure µ with full support and a symmetric, regular, strictly local
Dirichlet form (E ,D) on L2(X,µ). If (X, d, µ, E ,D) satisfies (ID1)–(ID2) then the assumptions 2,
3, 4 and 5 of Section 3 are all satisfied.
Among the great many concrete examples of Dirichlet spaces satisfying (ID1)–(ID2), let us mention
inner uniform Euclidean domains equipped with the canonical Neumann-type Dirichlet form [19],
complete Riemannian manifolds, connected Lie groups equipped with an invariant sub-Riemannian
structure given by a generating family of left-invariant vector fields [43], the natural Dirichlet
form on a polytopal complex (under mild structural assumptions) [13, 33], and Alexandrov spaces
with sectional curvature bounded below [24]. Another example is the harmonic Sierpin´ski gasket
described in [21], which is something of a bridge to the fractal-like spaces of the next subsection.
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4.2 Fractal-like spaces
For the purposes of this paper, we call a Dirichlet space satisfying Assumption 1 fractal-like of
type β if the following local parabolic Harnack inequality relative to the metric balls Bd(x, r) of
(X, d) is satisfied:
(H-β) For any compact K there exist constants rK ,HK such that for any x ∈ K, we have B(x, 2rK)
is compact, and any nonnegative local weak solution u of the heat equation (2.2) in Q =
(0, rβ)×B(x, r), x ∈ K, r ∈ (0, rK), satisfies
esssupQ−{u} ≤ HK essinfQ+{u}, (4.3)
where Q− = (rβ/4, rβ/2) ×B(x, r/2) and Q+ = (3rβ/4, rβ)×B(x, r/2).
As in Section 4.1, we can also say that (H-β) holds locally uniformly if H{x}, r{x} may be
chosen independent of x, and uniformly at all scales and positions if moreover we can take
r{x} ≡ ∞.
The parameter β is known as the walk dimension and describes the space-time scaling in the
Dirichlet space. Thanks to the work of Barlow, Bass, Kumagai, and their collaborators (see [6] and
references therein), property (H-β) can be characterized in a way that is similar in spirit to the
statement provided by Theorem 4.1.
The parabolic Harnack inequality (4.3) is certainly stronger than that of Assumption 2, and continu-
ity of the heat kernel (and other local weak solutions) follows as well, thus verifying Assumptions 3
and 4 as in Section 4.1. Condition (ID1) often fails to hold in fractal-like spaces, but a replacement
is supplied by so-called CS(β) cutoff Sobolev inequalities as described in [6]. The latter condition
is implied by (4.3) [6, Theorem 2.16], and guarantees the existence of reasonable cutoff functions;
in particular, as we show in Appendix B, it implies Assumption 5. Thus, a fractal-like space in the
sense introduced above satisfies all the assumptions introduced in Section 3.
Examples of fractal-like spaces in this sense include the Sierpin´ski gasket [5], generalized Sierpin´ski
carpets [6], and Laakso spaces [38].
4.3 Locally compact but infinite dimensional examples
An interesting classes of examples comes from a symmetric Gaussian semigroup on the infinite
dimensional torus T∞ (the countable product of circles) and Rk × T∞. Each of these spaces is
equipped with its Haar measure µ. Non-degenerate symmetric Gaussian convolution semigroups
of measures, (µAt )t≥0, are in one-to-one correspondence with symmetric positive definite matrices
A = (ai,j) in such a way that for any smooth function φ depending only on finitely many coordinates,
we have
lim
t→0
1
t
(µAt (φ)− φ(0)) =
∑
i,j
ai,j∂i∂jφ(0).
Here the partial derivatives refer to the natural coordinate system in the corresponding product
space. The sum on the right-hand side has only finitely many non-zero terms because φ depends
only on finitely many coordinates. To say that A is positive definite is to say that for any vector
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ξ = (ξi) with finitely many non-zero coordinates, 〈Aξ, ξ〉 =
∑
ai,jξiξj ≥ 0 and 〈Aξ, ξ〉 = 0 if and
only if ξ = 0.
The family of measures (µAt )t≥0 defines a symmetric Markov semigroup f 7→ f ∗µAt with associated
Dirichlet form
EA(f, g) =
∫ ∑
i,j
ai,j∂if∂jg dµ.
The domain of this form is the closure of the smooth compactly supported functions depending only
on finitely many coordinates in the norm ‖f‖2 + EA(f, f)1/2 and can be described more explicitly,
see [7].
As examples of Dirichlet spaces on locally compact spaces, these examples are interesting because
of the great variety of very different behaviors. For instance, depending on the matrix A, the
measures µAt may or may not have a density with respect to the Haar measure µ and, if it exists,
this density may or may not be continuous. Further, depending on A, the intrinsic distance defined
by (4.1) may or may not have property (ID1) whereas property (ID2) is never satisfied.
The following theorem addresses the question of whether or not the assumptions of Section 3 hold.
We note that Rk × T∞ is locally compact, metrizable, path connected and locally path connected.
The Dirichlet forms EA described above are regular and strictly local, so Assumption 1 is always
satisfied. Assumption 4 is also always satisfied (indeed, in this case, if f is continuous and compactly
supported, f ∗µAt (x) = Ex[f(Xt)] everywhere, by invariance). Assumption 5 is also always satisfied
(use smooth cutoff functions that depend only on finitely many coordinates).
Define
WA(s) = #{θ ∈ Z(∞) : 〈Aθ, θ〉 ≤ s}
where Z(∞) is the set of integer valued sequences with finitely many non-zero entries. The function
WA may be infinite for some s.
Theorem 4.3 ([7]). Referring to the above setting and notation, we have:
• Assumption 3 is satisfied if and only if
lim
s→∞
1
s
logWA(s) = 0.
• Assumption 2 is satisfied if and only if
lim
s→∞
1√
s
logWA(s) = 0.
This is also equivalent to the statement that µAt is absolutely continuous with respect to the
Haar measure µ and admits a continuous density x 7→ µAt (x) such that
lim
t→0
t log µAt (0) = 0.
Computing the functions WA is a very difficult task. However, the results become much more
explicit in the case when A is a diagonal matrix with diagonal entries ai,i = ai > 0. In this case,
set
NA(s) = #{i : ai ≤ s}.
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Then, Assumption 3 is satisfied if and only if
lim
s→∞
1
s
logNA(s) = 0.
Assumption 2 is satisfied if and only if
lim
s→∞
1
s
NA(s) = 0.
5 Properties of local weak solutions
In this section, we collect a number of facts about local weak solutions that we will use in the proof
of the main theorem.
We can integrate by parts in (2.5) and put the time derivative on the test function φ. This results
in a statement that makes sense for u which are not a priori assumed to have an L2 time derivative.
By the following lemma, this new statement is equivalent to Definition 2.3.
Lemma 5.1. Let U ⊂ X be open and nice. A function u ∈ L2([0, T ];D) is a local weak solution
on (0, T ) × U if and only if it satisfies
−
∫ T
0
(φ′(t), u(t))D∗,D dt+
∫ T
0
E(φ(t), u(t)) dt = 0 (5.1)
for all φ ∈W 1,2([0, T ];D,D∗) which are compactly supported inside (0, T )× U .
Proof. The forward implication is trivial, using integration by parts. For the converse, let V
be open and precompact with V ⊂ U . Let ψ be a nice cutoff function for V inside U . Then
φ 7→ − ∫ T0 E(u(t), ψφ(t)) dt is a bounded linear functional on L2([0, T ];D). But L2([0, T ];D)∗ =
L2([0, T ];D∗) [12, Theorem II.13.5.8, Corollary 1], so there exists w ∈ L2([0, T ];D∗) such that for
all φ ∈ L2([0, T ];D), ∫ T
0
(w(t), φ(t))D∗ ,D dt = −
∫ T
0
E(u(t), ψφ(t)) dt.
For any χ ∈ C∞c ((0, T )) and any f ∈ D, we note that χ(t)ψf ∈ W 1,2([0, T ];D,D∗) with compact
support inside (0, T )× U . Thus we have(∫ T
0
w(t)χ(t) dt, f
)
D∗,D
=
∫ T
0
(w(t), χ(t)f)D∗ ,D dt
= −
∫ T
0
E(u(t), χ(t)ψf) dt
= −
∫ T
0
(χ′(t)ψf, u(t))L2 dt
= −
(∫ T
0
χ′(t)ψu(t) dt, f
)
L2
.
Thus w is the weak derivative of ψu, and so we have ψu ∈W 1,2.
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Now if φ ∈W 1,2 with compact support inside (0, T ) × V , we have∫ T
0
(ψu′(t), φ(t))D∗ ,D dt = −
∫ T
0
E(u(t), ψφ(t)) dt
= −
∫ T
0
E(ψu(t), φ(t)) dt
since E is local and ψ = 1 on the support of φ. Thus we have produced a function (namely ψu)
which equals u a.e. on (0, T ) × V and satisfies the necessary equation. Since V was arbitrary, u is
a local weak solution on (0, T )× U .
We now give an “extension principle” giving conditions for a local weak solution to have an extension
backwards in time. In the setting of Euclidean space, a similar result was given in [2].
Lemma 5.2 (Extension principle). Let U be open and nice, and let u be a local weak solution on
(0, T ) × U . Suppose that for any nice cutoff function ψ compactly supported inside U , we have
ψu ∈ L2([0, T ];D), and ψu(t) → 0 weakly in L2(X,µ) as t ↓ 0. Extend u by setting u(t) = 0 for
t ≤ 0. Then u is a local weak solution on (−∞, T )× U .
Proof. Let V be open and precompact with V ⊂ U , and let ψ be a nice cutoff function of V inside U .
Let φ ∈W 1,2((−∞;T ];D,D∗) be compactly supported inside (−∞, T )× V . Fix any ǫ > 0, and let
χn ∈ Cc((ǫ, T )) be a bounded sequence of cutoff functions with χn → 1[ǫ,T ) pointwise. Integrating
by parts, we have∫ T
ǫ
(φ′(t), ψu(t))D∗ ,D dt = −(φ(ǫ), ψu(ǫ))L2(X,µ) −
∫ T
ǫ
(ψu′(t), φ(t))D∗ ,D dt
= −(φ(ǫ), ψu(ǫ))L2(X,µ) − lim
n→∞
∫ T
ǫ
(ψu′(t), χn(t)φ(t))D∗ ,D dt
= −(φ(ǫ), ψu(ǫ))L2(X,µ) + lim
n→∞
∫ T
ǫ
E(ψu(t), χn(t)φ(t)) dt
= −(φ(ǫ), ψu(ǫ))L2(X,µ) +
∫ T
ǫ
E(ψu(t), φ(t)) dt,
since u, and hence ψu, is a local weak solution on (0, T )× V . The limits involving χn converge as
desired by dominated convergence.
Now let ǫ → 0. Since φ ∈ W 1,2([0, T ];D,D∗) and ψu ∈ L2([0, T ];D), we have by dominated
convergence that∫ T
ǫ
(φ′(t), ψu(t))D∗ ,D dt→
∫ T
0
(φ′(t), ψu(t))D∗ ,D dt =
∫ T
−∞
(φ′(t), ψu(t))D∗ ,D dt∫ T
ǫ
E(ψu(t), φ(t)) dt →
∫ T
0
E(ψu(t), φ(t)) dt =
∫ T
−∞
E(ψu(t), φ(t)) dt.
Also, since φ ∈ C((−∞, T ];L2(X,µ)) we have φ(ǫ) → φ(0) in L2(X,µ), and ψu(ǫ) → 0 weakly in
L2(X,µ), so (φ(ǫ), ψu(ǫ))L2(X,µ) → 0. Thus we have shown∫ T
−∞
(φ′(t), ψu(t))D∗ ,D dt =
∫ T
−∞
E(φ(t), ψu(t)) dt
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so by Lemma 5.1 we have that ψu (hence u) is a local weak solution on (−∞, T )×V . Since V ⊂ U
was arbitrary, we are done.
An important property of a local weak solution is that, locally, the size of the function controls its
energy. This is the content of the following inequality. A similar inequality was used in [36, Section
5.2.2].
Lemma 5.3 (Caccioppoli-type inequality). Let U be open, nice, and precompact, and let V be open
and precompact with V ⊂ U . Let ψ be a nice cutoff function of V inside U . There is a constant C,
depending on U, V, ψ, T , such that, for every nonnegative local weak solution u on (0, T ) × U , we
have
‖ψu‖L2([0,T ];D) ≤ C esssup[0,T ]×U u. (5.2)
(Recall that ‖v‖2L2([0,T ];D) =
∫ T
0 E1(v(t), v(t)) dt =
∫ T
0
[
‖v(t)‖2L2(X,µ) + E(v(t))
]
dt.)
Proof. Set M = esssup[0,T ]×U u. Since
∫ T
0 ‖ψu(t)‖2L2(X,µ) dt ≤ TM2, it will be enough to show∫ T
0 E(ψu(t)) dt ≤ CM2.
By Proposition A.3, we have
E(ψu(t), ψu(t)) ≤ 2
∫
X
u(t)2 dΓ(ψ) + 2
∫
X
ψ2 dΓ(u(t)). (5.3)
The first term is bounded by 2M2E(ψ) so we work on the second term. By repeated application of
the product rule (Proposition A.1),∫
X
ψ2 dΓ(u(t)) = E(u(t), ψ2u(t))− 2
∫
X
u(t)ψ dΓ(u(t), ψ)
≤ E(u(t), ψ2u(t)) +
∣∣∣∣
∫
X
(2u(t))ψ dΓ(u(t), ψ)
∣∣∣∣
≤ E(u(t), ψ2u(t)) + 2
∫
X
u(t)2 dΓ(ψ) +
1
2
∫
X
ψ2 dΓ(u(t)) by (A.2).
Thus ∫
X
ψ2 dΓ(u(t)) ≤ 2E(u(t), ψ2u(t)) + 4
∫
X
u(t)2 dΓ(ψ) ≤ 2E(u(t), ψ2u(t)) + 4M2E(ψ).
Now let χn ∈ C∞c ((0, T )) with χn ↑ 1 pointwise and
∫ T
0 |χ′n(t)| dt ≤ 5. By monotone convergence,∫ T
0
∫
X
ψ2 dΓ(u(t)) dt = lim
n→∞
∫ T
0
χn(t)
∫
X
ψ2 dΓ(u(t)) dt
≤ 4M2TE(ψ) + lim sup
n→∞
∫ T
0
E(u(t), χn(t)ψ2u(t)) dt.
15
However, φ(t, x) = χn(t)ψ(x)
2u(t, x) is in W 1,2([0, T ];D,D∗) and is compactly supported inside
(0, T ) × U . Thus, since u is a local weak solution on (0, T ) × U , we have
∫ T
0
E(u(t), χn(t)ψ2u(t)) dt = −
∫ T
0
(u′(t), χn(t)ψ2u(t))D∗,D dt
= −
∫ T
0
χn(t)((ψu)
′(t), ψu(t))D∗ ,D dt
=
∫ T
0
χ′n(t)||ψu(t)||2L2 dt
≤ 5M2µ(U)
where in the next-to-last line we used (2.4) and integration by parts. This completes the proof.
Combining Lemmas 5.1 and 5.3 lets us show that a bounded limit of local weak solutions is another
local weak solution.
Lemma 5.4. Let U be open and nice, and let un be a sequence of nonnegative local weak solutions
on (0, T ) × U which are uniformly bounded, i.e. 0 ≤ un ≤ M on (0, T ) × U . Suppose un → u
pointwise. Then u is a local weak solution on (0, T ) × U .
Proof. Let V be open and precompact with V ⊂ U , and let ψ be a nice cutoff function of V inside U .
By Lemma 5.3 we have ‖ψun‖L2([0,T ];D) ≤ CM for all n. Passing to a subsequence, we may assume
ψun converges weakly to ψu in the Hilbert space L
2([0, T ];D). By Lemma 5.1, it immediately
follows that ψu is a local weak solution on (0, T )× V (the left side of (5.1), as a function of u, is a
continuous linear functional on L2([0, T ];D)). Since V ⊂ U was arbitrary, we are done.
We now record some properties of local weak solutions produced by the heat semigroup Pt.
Lemma 5.5. Let f ∈ L2(X,µ), and for each t > 0 let u(t) = Ptf . Then u(t) ∈W 1,2([0, T ];D,D∗)
for any T ; in fact, u(t) ∈ D(L) for every t > 0, and u′(t) = Lu(t). In particular, u is a local weak
solution on (0,∞) ×X.
Proof. This is a simple consequence of the spectral theorem.
For νn a sequence of finite positive Radon measures on X, recall that νn → ν weakly if
∫
X f dνn →∫
X f dν for every f ∈ C0(X), where C0(X) is the space of continuous functions on X which vanish
at infinity (i.e. the uniform closure of Cc(X)). (In other words, this is weak-* convergence in
C0(X)
∗.) Equivalently, νn → ν weakly iff {νn} is bounded in total variation (i.e. supn νn(X) <∞)
and
∫
X f dνn →
∫
X f dν for every f ∈ Cc(X). For a nonnegative measurable function f , we identify
f with the measure f dµ, and note that the total variation of this measure is ‖f‖L1(X,µ).
Lemma 5.6. If ν is a compactly supported positive Radon measure, then Ptν → ν weakly as t→ 0.
(Ptν is as defined in (3.2).)
Proof. It follows from the Markovian property of Pt that ‖Ptν‖L1(X,µ) ≤ ν(X), so {Ptν} is bounded
in total variation.
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For f ∈ Cc(X), we have by Fubini’s theorem and the symmetry of Pt that
∫
X f(x)Ptν(x)µ(dx) =∫
X Ptf(y)ν(dy). By Assumption 4, Ptf → f pointwise, and the Markovian property gives ‖Ptf‖∞ ≤
‖f‖∞ <∞. Thus by dominated convergence,
∫
X f(x)Ptν(x)µ(dx)→
∫
X f(x)ν(dx).
Note that Assumption 4 asserts that Ptf(x) → f(x) for every x ∈ X. “µ-almost every x” would
not be sufficient to establish Lemma 5.6, as the measure ν could charge µ-null sets.
Lemma 5.7. If ν is a compactly supported positive Radon measure, then u(t, x) = Ptν(x) is a local
weak solution on (0,∞) ×X, and moreover Ptν ∈ D for each t > 0.
Proof. It is sufficient to show that Ptν ∈ L2(X,µ) for any t > 0, since then we can write Ptν =
Pt−ǫPǫν and apply Lemma 5.5 (replacing t by t − ǫ) to get that u is a local weak solution on
(ǫ,∞)×X, for arbitrary ǫ. If ν is supported on the compact set K, we have
∫
X
|Ptν(x)|2µ(dx) =
∫
X
∣∣∣∣
∫
K
p(t, x, y)ν(dy)
∣∣∣∣
2
µ(dx)
≤ ν(K)
∫
X
∫
K
p(t, x, y)2ν(dy)µ(dx) (Cauchy–Schwarz)
= ν(K)
∫
K
∫
X
p(t, x, y)p(t, y, x)µ(dx)ν(dy) (by symmetry of p)
= ν(K)
∫
K
p(2t, y, y)ν(dy)
≤ ν(K)2 sup
y∈K
p(2t, y, y) <∞
since p is continuous.
Lemma 5.8. Let νn be a sequence of positive Radon measures supported in a single compact set
K ⊂ X. Suppose νn → ν weakly, and tn → t ∈ (0,∞). Then Ptnνn(x)→ Ptν(x) for each x ∈ X.
Proof. Fix x ∈ X and ǫ > 0. Write
Ptnνn(x)− Ptν(x) = (Ptnνn(x)− Ptνn(x)) + (Ptνn(x)− Ptν(x)).
For the first term, we have
|Ptnνn(x)− Ptνn(x)| =
∣∣∣∣
∫
K
(p(tn, x, y)− p(t, x, y))νn(dy)
∣∣∣∣ ≤ νn(K) sup
y∈K
|p(tn, x, y)− p(t, x, y)| .
Since νn converges weakly, we have supn νn(K) <∞. And since p is continuous, we have p(tn, x, ·)→
p(t, x, ·) uniformly on K as tn → t. So this term goes to zero. The second term goes to zero by
definition of weak convergence, since p(t, x, ·) is a continuous function on K.
An important fact about the heat semigroup is that Ptf is the smallest of all nonnegative local
weak solutions which equal f at time t = 0. Intuitively, Ptf is the solution which imposes Dirichlet
conditions at the boundary of X, so that heat flows out of X as much as possible, and no heat
flows in.
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Proposition 5.9. Let u be a nonnegative local weak solution on (−a, T ) × X for some −a < 0,
and suppose f ∈ L2(X,µ) satisfies f ≤ u(0) a.e. Then Ptf ≤ u a.e. on [0, T )×X.
The proof requires considering what happens when we restrict our attention to some open subset
U and impose Dirichlet boundary conditions on ∂U . We make use of the following results which
can be found in [18].
Definition 5.10. For U ⊂ X open, let D(U) ⊂ D denote the E1-closure of D ∩ Cc(U).
Morally these are the functions from D satisfying Dirichlet boundary conditions on ∂U . There
are several other possible equivalent definitions. Note in particular that if f ∈ D(U), then f = 0
µ-a.e. on U c. (This follows because f is an E1-limit of functions fn ∈ Cc(U), and so a subsequence
converges to f almost everywhere. In fact, this can be upgraded to quasi-everywhere convergence.)
Lemma 5.11. Suppose U ⊂ X is open, and we have f ∈ D, g ∈ D(U) with 0 ≤ f ≤ g a.e. Then
f ∈ D(U).
Proof. See Lemma 4.4 of [18].
The following fact can easily be verified:
Proposition 5.12. The restriction (E ,D(U)) of E to D(U) defines a regular, strictly local, sym-
metric Dirichlet form on L2(U, µ) ⊂ L2(X,µ).
Proposition 5.13. Suppose U ⊂ X is open and nice. If u is a local weak solution on (0, T ) × U
with respect to (E ,D), then it is also a local weak solution on (0, T ) × U with respect to (E ,D(U)).
Proof. Let K ⊂ (0, T )×U be compact; without loss of generality we can take K = [a, b]×K1. Then
there exists uK ∈ W 1,2([0, T ];D,D∗) with uK = u a.e. on K. Set u˜K = ψuK , where ψ is a nice
cutoff function of K1 inside U . Then it is easy to see that u˜K ∈ W 1,2([0, T ];D(U),D(U)∗). If φ ∈
W 1,2([0, T ];D(U),D(U)∗) with compact support inside K, then we also have φ ∈W 1,2([0, T ];D,D∗),
and so (2.5) holds.
D(U) gives us a notion of “functions vanishing on ∂U”, which allows one to state the following
parabolic maximum principle. A similar statement is proved in [18, Proposition 4.11].
Theorem 5.14. Let U ⊂ X be open. Suppose u ∈W 1,2([0, T ];D,D∗) satisfies:
1. u(0) ≤ 0 a.e. (recall u ∈ C([0, T ];L2(X,µ)) so u(0) is well defined as an L2(X,µ) function);
2. u(t)+ ∈ D(U) for a.e. t;
3. For every φ ∈ L2([0, T ];D(U)) which vanishes outside some (δ, T − δ), we have
∫ T
0
[
(u′(t), φ(t))D∗ ,D + E(u(t), φ(t))
]
dt = 0. (5.4)
Then u ≤ 0 a.e. on [0, T ]× U .
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The proof is a fairly straightforward adaptation of the argument in [18] and is relegated to Appendix
C.
Let PUt be the semigroup generated by (E ,D(U)). Technically it is only a semigroup on L2(U, µ),
but it can be extended to L2(X,µ) in the obvious way (by defining PUt f = P
U
t (f |U )). It is strongly
continuous only on L2(U, µ). By the spectral theorem we have PUt f ∈ D(U) for all f ∈ L2(X,µ).
Regularity says that the semigroup Pt (and hence the Dirichlet form) is determined by its behavior
on sufficiently large open sets, as made precise in the following lemma.
Lemma 5.15 ([18, Lemma 4.17]). If {Ui}∞i=1 is an increasing sequence of open subsets of X with
X =
⋃∞
i=1 Ui, then for any t > 0 and 0 ≤ f ∈ L2(X,µ), we have PUit f → Ptf µ-a.e.
Combining these, we may prove Proposition 5.9.
Proof of Proposition 5.9. Let u be a nonnegative local weak solution on (−a, T )×X, and suppose
f ∈ L2(X,µ) satisfies f ≤ u(0) a.e. Since Ptf ≤ Ptf+, we can assume without loss of generality
that f ≥ 0 a.e. (We shall only apply the theorem with nonnegative f anyway.)
Let U be an open precompact set, and let T ′ < T be arbitrary. Choose a nonnegative function uK ∈
W 1,2([0, T ′];D,D∗) which agrees with u on some compact neighborhood of [0, T ′]×U and set v(t) =
PUt f − uK(t) ∈ W 1,2([0, T ′];D,D∗) (because W 1,2([0, T ′];D(U),D(U)∗) ⊂ W 1,2([0, T ′];D,D∗)). We
claim v satisfies the hypotheses of Theorem 5.14. v(0) ≤ 0 is clear since uK(t) and PUt f are
both continuous in L2 as t ↓ 0, and f ≤ u(0). Since 0 ≤ v+(t) ≤ PUt f for almost every t, and
PUt f ∈ D(U), we have v+(t) ∈ D(U) for almost every t ∈ [0, T ′] by Lemma 5.11. Finally, suppose
φ ∈ L2([0, T ];D(U)) with φ(t) = 0 outside some (δ, T ′ − δ). Since φ(t) is supported inside U for
almost every t, φ is compactly supported inside (0, T ′) × X. Thus (5.4), with T replaced by T ′,
holds for uK (since u is a local weak solution) and also for P
U
t f (by spectral theory), so it holds
for v. Thus Theorem 5.14 applies and we have v ≤ 0 on [0, T ′] × U , which is to say u(t) ≥ PUt f .
Letting T ′ → T we have the same on [0, T ) × U , and outside of U we have u(t) ≥ 0 = PUt f , so in
fact u(t) ≥ PUt f on [0, T )×X.
Now take an increasing sequence of open precompact subsets Ui ↑ X (this is possible in any
separable locally compact metric space). We have PUit f ≤ u for each i, and PUit f → Ptf a.e. by
Theorem 5.15, so the proof is complete.
In the following lemma, we show that nonnegative local weak solutions have bounded L1 norms on
compact sets K near the initial time. This says, in some sense, that heat cannot flow out of K too
rapidly. We will use this fact in conjunction with weak compactness to produce the measure ν in
the main theorem.
Proposition 5.16. Let u be a nonnegative local weak solution on (0, T ) ×X, and let K ⊂ X be
compact. Then for any T ′ < T , we have
sup
t∈(0,T ′)
∫
K
u(t, y)µ(dy) <∞.
Proof. Fix any 0 < T ′ < T ′′ < T . For any t ∈ (0, T ′), let v(s, x) = u(s + t, x), so that v is a
nonnegative local weak solution on (−t, T − t)×X, and v(0, x) = u(t, x) ≥ 1K(x)u(t, x). Applying
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Proposition 5.9 to v with f(x) = 1K(x)u(t, x) gives
Ps[1Ku(t, ·)](x) ≤ v(s, x) = u(s+ t, x), µ-a.e. x
for any 0 ≤ s < T − t. Taking s = T ′′ − t, this reads
PT ′′−t[1Ku(t, ·)](x) ≤ u(T ′′, x), µ-a.e. x. (5.5)
Let A ⊂ X be any compact set of positive measure, and set
c = inf{p(s, x, y) : s ∈ [T ′′ − T ′, T ′′], x ∈ A, y ∈ K}.
Since we have assumed that the heat kernel p is positive and continuous on (0,∞) × X × X, we
have c > 0. Then for µ-a.e. x ∈ A we have
PT ′′−t[1Ku(t, ·)](x) =
∫
K
u(t, y)p(T ′′ − t, x, y)µ(dy)
≥ c
∫
K
u(t, y)µ(dy)
and so, combining this with (5.5)∫
K
u(t, y)µ(dy) ≤ 1
c
essinfx∈A u(T ′′, x).
The right side is finite and independent of t ∈ (0, T ′), so the proof is complete.
6 Widder’s theorem
In this section we prove our main result.
Theorem 6.1 (Widder’s theorem, local version). Let U ⊂ X be open, connected, nice and precom-
pact, and suppose u is a nonnegative local weak solution on (0, T )×W for some open neighborhood
W of U . Then, there exists a unique positive Radon measure ν supported on U , and a unique
nonnegative local weak solution h on (−∞, T )× U with h(t, ·) = 0 for t ≤ 0, such that
u(t, x) = Ptν(x) + h(t, x), t ∈ (0, T ). (6.1)
Proof. For ǫ > 0, set
hǫ(t) =
{
u(t)− Pt−ǫ[1Uu(ǫ)], ǫ < t < T
0, −∞ < t ≤ ǫ.
Since 1Uu(ǫ) ∈ L2(X,µ), hǫ is a local weak solution on (ǫ, T ) × U (Lemma 5.5). By Proposition
5.9 (shifting time by ǫ), we also have hǫ ≥ 0 on (−∞, T )× U .
For any nice cutoff function ψ supported inside U , we have ψu ∈ L2([ǫ, T − ǫ];D) by definition of
local weak solution. We also have Pt[1Uu(ǫ)] ∈ L2([ǫ, T −ǫ];D) by Lemma 5.5, so the same holds for
ψPt[1Uu(ǫ)]. And by strong continuity of the heat semigroup Pt, we have ψhǫ(t) → 0 in L2(X,µ)
as t→ ǫ. So by Lemma 5.2, hǫ is a local weak solution on (−∞, T )× U .
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Now by Proposition 5.16 with K = U , we have that 1Uu(ǫ) is bounded in L
1 norm as ǫ ↓ 0,
or equivalently, that the Radon measures 1Uu(ǫ)dµ are bounded in total variation. Hence by
compactness, there is a sequence ǫn ↓ 0 and a positive Radon measure ν with 1Uu(ǫn)dµ → dν
weakly. By Lemma 5.8, we have Pt−ǫn [1Uu(ǫn)](x)→ Ptν(x) pointwise. Thus hǫn(t, x)→ h(t, x) =
u(t, x)− Ptν(x) pointwise, where we take h(t, x) = 0 for t ≤ 0.
We now apply the parabolic Harnack inequality (Assumption 2). Fix −∞ < a < 0 < b < c < d < T ,
and V open and precompact with V ⊂ U . By the Harnack inequality, for each hǫ we have
esssup[a,b]×V hǫ ≤ C essinf [c,d]×V hǫ ≤ C essinf [c,d]×V u
since hǫ ≤ u. Since the bound is independent of ǫ, we can apply Lemma 5.4 to find that h =
limn→∞ hǫn is a local weak solution on (a, b) × V , and hence (since a, b, V were arbitrary) on
(−∞, T )× U . This completes the proof of existence.
To show uniqueness of ν and h, fix f ∈ Cc(U). Lemma 5.6 says that we have
∫
X Ptν(x)f(x)µ(dx)→∫
X f dν as t→ 0. Since h is a local weak solution on (−∞, T )×U , h is continuous in L2loc(U), and
since h vanishes for t ≤ 0, we have ∫X h(t, x)f(x)µ(dx) → 0. Thus ∫X u(t, x)f(x)µ(dx) → ∫ f dν,
which shows that ν, and therefore also h, is uniquely determined by u. In fact, we have shown that
u(t)→ ν weakly on U (i.e. in the weak-* topology of Cc(U)∗).
Theorem 6.2 (Widder’s theorem, global version). Let u be a nonnegative local weak solution
on (0, T ) × X. There exists a unique positive Radon measure ν (possibly infinite), and a unique
nonnegative local weak solution h on (−∞, T )×X with h(t, x) = 0 for t ≤ 0, such that
u(t, x) = Ptν(x) + h(t, x), t ∈ (0, T ). (6.2)
Proof. Let Un be an increasing exhaustion of X by open, precompact, connected, nice sets, and
for each Un let u(t) = Ptνn + hn(t) be the unique decomposition produced by Theorem 6.1. As
we previously argued, u(t) → νn weakly on Un as t ↓ 0, and thus for m > n, we have νm = νn on
Un. In particular, the measures νn are increasing. Their limit ν is another positive Radon measure,
possibly infinite, and by monotone convergence we have Ptνn ↑ Ptν. Thus hn ↓ h = u − Ptν. h
remains a nonnegative function which vanishes for t ≤ 0.
Moreover, if V is any precompact open set, we have V ⊂ Un for sufficiently large n. Fixing
−∞ < a < 0 < b < c < d, we have by the Harnack inequality
esssup[a,b]×V hn ≤ C essinf [c,d]×V hn ≤ C essinf [c,d]×V u
Thus applying Lemma 5.4, h is a local weak solution on (a, b) × V , and hence on (−∞, T )×X.
For uniqueness, suppose we have another decomposition u(t) = Ptν˜ + h˜(t). Let f ∈ Cc(X) be
nonnegative; f is supported in one of the Un, so as t→ 0 we have∫
X
u(t, x)f(x)µ(dx)→
∫
Un
f(x) dνn =
∫
X
f dν.
Thus since h˜(t)→ 0 in L2loc(X), we also have∫
X
Ptf dν˜ =
∫
X
Ptν˜(x)f(x)µ(dx)→
∫
X
f dν.
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Since Ptf → f pointwise, Fatou’s lemma gives
∫
X f dν˜ ≤
∫
X f dν. Thus we have ν˜ ≤ ν, so η = ν− ν˜
is a positive Radon measure. Since Ptη = h˜(t)− h(t), we have that Ptη → 0 in L2loc(X,µ) as t→ 0.
If K is any compact set and η|K is the restriction of η to K, then 0 ≤ Ptη|K ≤ Ptη, so we also
have Ptη|K → 0 in L2loc. However, since η|K is a compactly supported Radon measure, Lemma 5.6
gives Ptη|K → η|K weakly, so η|K = 0. Letting K ↑ X, we have η = 0, and thus ν = ν˜ so the
decomposition is unique.
7 Conditions for uniqueness of nonnegative solutions
In the classical version of Widder’s theorem (for the classical heat equation on Rd), the function
h appearing in (6.2) is actually zero, and the theorem just states that u(t, x) = Ptν(x). Thus in
the classical case, a nonnegative solution of the heat equation is uniquely determined by its initial
values. However, in our general setting, h can certainly be nonzero. For example, let X = (0,∞)
be the open half-line, with the classical Dirichlet form E(f, g) = 12
∫∞
0 f
′g′ dm with its domain
D = H10 ((0,∞)). Then u(t, x) = 1√2πte−x
2/2t is a local weak solution, but it is easy to see that the
decomposition in (6.2) must have ν = 0 and h = u.
We record here some conditions that are, or are not, necessary or sufficient to guarantee that h = 0.
1. The Dirichlet space (X,µ, E ,D) is said to be conservative (or stochastically complete) if
Pt1 = 1, or equivalently if the corresponding Hunt process Xt has an infinite lifetime, almost
surely. This condition is necessary, but not sufficient, to ensure h = 0.
To see it is necessary, observe that v(t, x) = 1−(Pt1)(x) satisfies the hypotheses of Lemma 5.2,
and hence can be regarded as a nonnegative local weak solution on (−∞,∞)×X. Applying
Theorem 6.2 to u(t, x) = v(t − 1, x), we have v(t − 1, x) = Ptν(x) + h(t, x). If h = 0 then
v(t− 1, x) = Ptν(x), but since this vanishes for all 0 ≤ t ≤ 1, we must have ν = 0 and hence
v = 0 identically.
To see it is not sufficient, see the next example.
2. A stronger condition is that the Dirichlet space, or equivalently its corresponding Hunt process,
be recurrent. This is also not sufficient to ensure h = 0. Consider X = R2 \ {0} with the
classical Dirichlet form E(f, g) = 12
∫ ∇f · ∇g dm and its domain D = H10 (X). Since points
are polar for Brownian motion in R2, this is a recurrent Dirichlet space. However, it is not
hard to see that
u(t, x) =
{
1
2π(t−1)e
−|x|2/2(t−1), t > 1
0, t ≤ 1
is a nonnegative local weak solution on (0,∞) × X. Since it vanishes for 0 ≤ t ≤ 1, its
decomposition according to Theorem 6.2 must have ν = 0, so h cannot be 0.
Recurrence is not necessary, as can be seen by considering the classical Dirichlet form on Rd,
d ≥ 3. The fact that h = 0 in this case is Widder’s original theorem; it is also included in the
Harnack-type case below.
3. Completeness under an intrinsic metric is not sufficient to ensure h = 0. See [4, Section 7.7]
for an example of a complete two-dimensional Riemannian manifold with unbounded negative
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curvature, such that the Brownian motion explodes in finite time with positive probability.
This corresponds to a strictly local Dirichlet space which is not conservative.
4. If X is compact, then any local weak solution u on I ×X is actually a global weak solution,
because we can take K = [a, b]×X in Definition 2.3. In particular, we have u(t) ∈ D for all
t. So we can apply the maximum principle (Theorem 5.14) to h and immediately conclude
that h = 0. In fact, when X is compact, many of the arguments in this paper become much
simpler.
5. Under the basic assumptions made in Section 3, if we assume further that either (ID2) holds
locally uniformly or that (H-β) holds locally uniformly then we can follow the elegant argu-
ment of [22]. A nonnegative local weak solution u is said to be minimal if the only local
weak solutions v satisfying 0 ≤ v ≤ u are of the form v = λu; the Choquet representation
theorem says that any solution has an integral representation in terms of minimal solutions.
Suppose, then, that h is a nonnegative local weak solution which vanishes for t ≤ 0; it has a
representation in terms of minimal solutions h˜ that also vanish for t ≤ 0. However, it follows
from the locally uniform parabolic Harnack inequality that for sufficiently small ǫ, we have
h˜(t − ǫ, x) ≤ H0h˜(t, x); thus by minimality h˜(t − ǫ, x) = λh˜(t, x) and we conclude that h˜
vanishes for t ≤ ǫ. By iteration, h˜ vanishes everywhere, and so the same must be true of h.
In fact, [22] proves the much stronger statement that nonnegative minimal weak solutions u
of (2.2) on (−∞, T )×X are in fact of the form
u(t, x) = eαtv(x)
where v is a nonnegative minimal weak solution of Lv = αv on X.
The question of whether a nonnegative solution of the heat equation is uniquely determined by its
initial values has been studied by many authors in various settings. In addition to [44] and [2, 3],
we mention [20, 30, 31, 22].
8 An application to projections
In this short section we outline what we think is a compelling application of our main result to the
study of the projection of one Dirichlet space onto another.
Let (Xi, di, µi, Ei,Di), i = 1, 2 be two Dirichlet spaces satisfying the assumptions of Section 3.
Assume further that (Xi, di), i = 1, 2 are complete. We are interested in considering the situation
when there exists a continuous projection map π : X1 → X2 with the following properties:
(P1) For any x, y, x˜ with x, y ∈ X2, x˜ ∈ X1 with π(x˜) = x,
d2(x, y) = min{d1(x˜, y˜) : y˜ ∈ π−1({y})}.
(P2) If u is a local weak solution of (2.2) in (0, T ) × U on X2 then v(t, x) = u(t, π(x)) is a local
weak solution of (2.2) in (0, T ) × U˜ on X1 where U˜ = π−1(U).
(P3) A Borel set A ⊂ X2 is µ2-negligible if and only if π−1(A) is µ1-negligible.
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If Bi(x, r) denotes the ball of radius r around x in Xi, i = 1, 2, then (P1) implies that
π−1(B2(x, r)) ⊃ B1(x˜, r)
and that
π(B1(x˜, r)) ⊂ B2(x, r)
for any x˜ such that π(x˜) = x.
Condition (P3) implies that we can disintegrate µ1 with respect to µ2; that is, there exists a family
of measures νπz on X1, z ∈ X2, with νπz supported in π−1(z) and such that∫
X1
f(x) dµ1(x) =
∫
X2
∫
X1
f(x) dνπz (x) dµ2(z) (8.1)
for any nonnegative measurable f on X1. We will assume that this disintegration formula has the
following continuity property.
(P4) For f ∈ Cc(X1), the measurable compactly supported function
z 7→
∫
f dνπz
admits a continuous version.
Theorem 8.1. Referring to the setup introduced above, assume that (P1), (P2), (P3) and (P4)
hold true and that (X1, d1, µ1, E1,D1) satisfies the parabolic Harnack inequality (H-β) of Section 4,
locally uniformly. Then the same is true for (X2, d2, µ2, E2,D2). Furthermore, the two heat kernels
are related by
p2(t, x, y) =
∫
p1(t, x˜, z) dν
π
y (z)
where x˜ is such that π(x˜) = x.
Proof. The first assertion follows immediately by inspection, using (P1) and (P2) to lift a local
solution on X2 to a local solution on X1.
Consider
(t, z˜) 7→ uy(t, z˜) = p2(t, π(z˜), y).
This is a nonnegative local weak solution of (2.2) on (0,∞) × X1. By Theorem 6.2 (with h ≡ 0
because of the validity of the local uniform parabolic Harnack inequality) there exists a nonnegative
Radon measure ωy on X1 such that, for all z˜ ∈ X1 and t > 0,
uy(t, z˜) =
∫
X1
p1(t, z˜, ζ) dωy(ζ)
and, for any f ∈ Cc(X1), as t tends to 0,∫
X1
uy(t, ζ)f(ζ) dµ1(ζ) =
∫
X1
p2(t, π(ζ), y)f(ζ) dµ1(ζ)→
∫
X1
f(ζ) dωy(ζ).
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Now, ∫
X1
p2(t, π(ζ), y)f(ζ) dµ1(ζ) =
∫
X2
(∫
X1
f dνπz
)
p2(t, z, y) dµ2(z).
Since z 7→ ∫X1 fdνπz admits a continuous version, we see that∫
X1
p2(t, π(ζ), y)f(ζ) dµ1(ζ))→
∫
X1
f dνπy .
In other words, the Radon measure ωy is, in fact, equal to ν
π
y .
Theorem 8.1 is surprising and interesting even in the simplest cases. Consider for instance the
case when X1 and X2 are complete Riemannian manifolds, each equipped with its natural Dirichlet
space structure, and π is the projection associated with a countable group G of isometries acting
properly and freely on X1. The hypotheses (P1)–(P4) are clearly satisfied (the measure ν
π
z is the
counting measure on the countable set π−1(z).) The theorem says that the heat kernels on X1 and
X2 are related by
p2(t, π(x), π(y)) =
∑
g∈G
p1(t, x, gy).
This statement includes the non-trivial fact that the sum on the right hand side is finite.
Another illustrative application of Theorem 8.1 is to relate the Gaussian heat kernel of Brownian
motion on Rn to its radial part, the Bessel process, which is associated with an explicit Dirichlet
space on the semi-axis (this requires a proper treatment of the point 0, depending on dimension).
See [11, page 126]. In this case, the group action is the action of the rotation group.
The setting of Dirichlet spaces allow us to treat in exactly the same way the very natural case that
arises when X1 and X2 are polytopal complexes (satisfying mild assumptions, see [33, 13]) instead
of Riemannian manifolds. See also [7, 8] for examples involving the Dirichlet forms of Section 4.3
on Rk × T∞.
Theorem 8.1 can be applied in a wide variety of contexts where the projection π is associated to
the proper continuous action of a locally compact group G on X1 that preserves the distance d1.
See for instance [9], especially Corollary 4.6 and Section 6, for descriptions of concrete examples.
We end this section by specializing Theorem 8.1 in the context of sub-Riemannian diffusions on
unimodular groups.
Theorem 8.2. Let G be a unimodular Lie group equipped with its Haar measure and a family
{X1, . . . ,Xk} of left invariant vector fields generating the Lie algebra of G. Let H be a closed
subgroup of G equipped with its Haar measure. Let π : G → M = H \ G be the projection on the
quotient space M of right-cosets. Equip M with its natural G-invariant measure. Let LG =
∑k
1 X
2
i
and LM =
∑k
1 [dπ(Xi)]
2 be the associated hypoelliptic sub-Laplacians on G and M , respectively.
Then the heat kernels on M and G are related by
pM (t, x, y) =
∫
H
pG(gx, hgy)dHh
where π(gx) = x, π(gy) = y and dHh is the Haar measure on H. In particular, the right-hand side
is finite.
For background information regarding the setting of this theorem, see [43, 25].
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A Energy measures
Let (E ,D) be a regular, strictly local Dirichlet form on L2(X,µ).
Recall that D ∩ L∞(X,µ) is an algebra, and for f, g ∈ D ∩ L∞ we have√
E(fg) ≤ ‖f‖∞
√
E(g) + ‖g‖∞
√
E(f).
(See [16, Theorem 1.4.2 (ii)].)
For f ∈ D ∩ L∞, we can define a Radon measure Γ(f) on X by taking∫
X
φdΓ(f) := 2E(φf, f)− E(f2, φ) (A.1)
for φ ∈ Cc(X) ∩ D. (In the classical case, dΓ(f) = |∇f |2dm, where m is Lebesgue measure.)
To see that (A.1) in fact defines a Radon measure, i.e. a continuous linear functional on Cc(X), set
αt(φ) :=
1
t
[2 (fφ, Ptf − f)−
(
Pt(f
2)− f2, φ)]
and note that
|αt(φ)| ≤ 1
t
[2| (f, Ptf − f) |+ ||Pt(f2)− f2||L1 ]||φ||∞
where ||Pt(f2) − f2||L1 < ∞ because f ∈ L2, so f2 ∈ L1, and Pt is a contraction on L1 (which
follows from the Markovian property). So αt is a bounded linear functional on Cc(X), and as t→ 0,
αt(φ)→ 2E(φf, f)−E(f2, φ). By the uniform boundedness principle, a pointwise limit of bounded
linear functionals is another bounded linear functional.
One may then define the signed measure Γ(f, g) = 12(Γ(f +g)−Γ(f)−Γ(g)) by polarization, where
Γ(f, f) = Γ(f).
Note that for f, g ∈ D ∩ L∞, the integral ∫X f dΓ(g) needs some care to be well-defined, since f
is technically only defined up to µ-null sets, which Γ(g) may charge. However, a quasi-continuous
µ-version f˜ of f is uniquely defined up to polar sets, which Γ(g) does not charge. So
∫
X f dΓ(g)
should be interpreted as
∫
X f˜ dΓ(g).
Note that [15] discusses energy measures for additive functionals, but this is a generalization of the
energy measure of a function. Note also in the strictly local case we have, in the notation of [15],
Eres = E .
Some properties of Γ which we shall use:
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Proposition A.1 ([15, Lemma 5.4.2]). For f, g, h ∈ D ∩ L∞, dΓ(fg, h) = fdΓ(g, h) + gdΓ(f, h).
Proposition A.2 ([15, Lemma 5.4.3]). For f, g, h, k ∈ D ∩ L∞, we have the Cauchy–Schwarz
inequality (∫
X
|fg| d|Γ(h, k)|
)2
≤
∫
X
f2 dΓ(h)
∫
X
g2 dΓ(k).
We remark that using the AM-GM inequality, we have the useful form∣∣∣∣
∫
X
fg dΓ(h, k)
∣∣∣∣ ≤
∫
X
|fg| d|Γ(h, k)| ≤ 1
2
(∫
X
f2 dΓ(h) +
∫
X
g2 dΓ(k)
)
. (A.2)
The latter form will be more useful to us.
Corollary A.3. For f, g ∈ D ∩ L∞,
dΓ(fg) ≤ 2(f2dΓ(g) + g2dΓ(f)).
Proof. Fix h ∈ D ∩ Cc(X) with h ≥ 0. By repeated application of the Leibniz rule (Proposition
A.1), ∫
X
hdΓ(fg) =
∫
X
hf2 dΓ(g) +
∫
X
hg2 dΓ(f) + 2
∫
X
hfg dΓ(f, g).
Writing hfg as (f
√
h)(g
√
h) and applying (A.2), we have what we want.
B Cutoff Sobolev inequalities
In [6], the notion of a (local) cutoff Sobolev inequality is defined. Here X is assumed to be a
strictly local Dirichlet space. X was also assumed to be a metric space; we write d for the metric
and B(x, r) for the open metric balls. Note that d is not assumed to be an intrinsic distance in the
sense of the previous section.
Definition B.1 ([6]). X is said to satisfy a local cutoff Sobolev inequality CS(β)loc if there
exists θ ∈ (0, 1] and constants c1, c2 such that for every x0 ∈ X, 0 < R ≤ 1, there exists a cutoff
function ψ with the properties:
1. ψ ≥ 1 on B(x0, R/2);
2. ψ = 0 on B(x0, R)
c;
3. |ψ(x) − ψ(y)| ≤ c1(d(x, y)/R)θ for all x, y ∈ X;
4. For any ball B(x, s) with 0 ≤ s ≤ R and f ∈ D,
∫
B(x,s)
f2 dΓ(ψ) ≤ c2(s/R)2θ
(∫
B(x,2s)
dΓ(f) + sβ
∫
B(x,2s)
f2 dµ
)
. (B.1)
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Note that by replacing ψ with ψ¯ = ψ ∧ 1 ∨ 0, we can assume 0 ≤ ψ ≤ 1. (If ψ satisfies the above
condition, so does ψ¯: we have |ψ¯(x)− ψ¯(y)| ≤ |ψ(x)−ψ(y)|, and the Markovian properties of (E ,D)
implies dΓ(ψ¯) ≤ dΓ(ψ).)
We remark that if ψ satisfies (B.1), then for any f ∈ D, we have fψ ∈ D. We clearly have
fψ ∈ L2(X,µ) since ψ is bounded. If we take s = R in (B.1), then the left side becomes ∫X f2dΓ(ψ)
and the right side is controlled by E1(f). If f ∈ D ∩ L∞ we can apply Corollary A.3 and see that
E1(fψ) is controlled by E1(f). Since by the Markovian property, D ∩ L∞ is E1-dense in D, an
approximation argument shows fψ ∈ D for any f ∈ D.
Lemma B.2. If X satisfies CS(β)loc, then all open sets in X are nice, and X satisfies Assumption
5.
Proof. Let U ⊂ X be open, and K ⊂ U compact. By compactness of K and local compactness of
X, we can cover K by a finite number of balls B(xi, Ri/2) such that Ri ≤ 1 and B(xi, Ri) ⊂ U .
Let ψi : X → [0, 1] be the corresponding cutoff functions as provided by Definition B.1. If f ∈ D,
then we have argued that fψi ∈ D for each i. Now taking ψ = maxψi gives a nice cutoff function
for K inside U , since fψ = max{f+ψi} −max{f−ψi} ∈ D as well.
C Maximum principle
In this appendix we give a proof of Theorem 5.14, adapted from [18], for local weak solutions.
Lemma C.1. Let u ∈ C1([0, T ];L2(X,µ)), and suppose Φ ∈ C1(R) satisfies Φ(0) = 0 and |Φ′| ≤ 1.
Then Φ ◦ u ∈ C([0, T ];L2(X,µ)), and Φ ◦ u is differentiable with (Φ ◦ u)′(t, x) = Φ′(u(t, x))u′(t, x).
Proof. Note that Φ is Lipschitz, so if f ∈ L2, then |Φ◦f | ≤ |f | and so Φ◦f ∈ L2. Also, if f, g ∈ L2,
then |Φ ◦ f − Φ ◦ g| ≤ |f − g| and so f 7→ Φ ◦ f is a continuous function on L2 (indeed, Lipschitz).
Thus Φ ◦ u ∈ C([0, T ];L2).
For the derivative, we must show that for each t ∈ (0, T ) and every real sequence ǫn → 0,
lim
ǫn→0
Φ(u(t+ ǫn, ·))− Φ(u(t, ·))
ǫn
= Φ′(u(t, ·))u′(t, ·) (C.1)
with the convergence in L2. Let us write
Φ(u(t+ ǫn, x))− Φ(u(t, x))
ǫn
=
Φ(u(t, x) + ǫnu
′(t, x))− Φ(u(t, x))
ǫn
+
Φ(u(t+ ǫn, x)) − Φ(u(t, x) + ǫnu′(t, x))
ǫn
.
The first term converges to Φ′(u(t, x))u′(t, x) pointwise, and since Φ is Lipschitz we also have∣∣∣∣Φ(u(t, x) + ǫnu′(t, x))− Φ(u(t, x))ǫn
∣∣∣∣ ≤ |u′(t, x)| ∈ L2
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so by dominated convergence, this convergence is also in L2. For the second term, we have, again
because Φ is Lipschitz, that∣∣∣∣Φ(u(t+ ǫn, x))− Φ(u(t, x) + ǫnu′(t, x))ǫn
∣∣∣∣ ≤
∣∣∣∣u(t+ ǫn, x)− u(t, x)− ǫnu′(t, x)ǫn
∣∣∣∣
which goes to 0 in L2 by differentiability of u.
Notation C.2. As in [18, Proposition 4.11], set
ϕ(s) =
{
e−s−2 , s > 0
0, s ≤ 0
and Φ(s) =
(∫ s
−∞ ϕ(ξ) dξ
)1/2
, so that ϕ = 2ΦΦ′. Then one can verify that:
• ϕ,Φ ∈ C1(R);
• ϕ > 0 and Φ > 0 on (0,∞);
• 0 ≤ ϕ′ ≤ 1 and 0 ≤ Φ′ ≤ 1 on R.
We remark in particular that for f ∈ D, ϕ◦f is a normal contraction of f , and thus E1(ϕ◦f) ≤ E1(f).
Also, it is shown in [18, Lemma 4.3] that
E(f, ϕ ◦ f) ≥ E(ϕ ◦ f) ≥ 0. (C.2)
Lemma C.3. For any v ∈W 1,2([0, T ];D,D∗), the function t 7→ ‖Φ(v(t, ·))‖2L2 is absolutely contin-
uous, and
d
dt
‖Φ(v(t, ·))‖2L2 = (v′(t), ϕ(v(t, ·)))D∗ ,D.
Proof. Suppose first that v ∈ C1([0, T ];D). We have by the product rule and Lemma C.1 that
d
dt
‖Φ(v(t, ·))‖2L2 = 2
∫
X
Φ′(v(t, x))v′(t, x)Φ(v(t, x))µ(dx)
=
∫
X
v′(t, x)ϕ(v(t, x))µ(dx) = (v′(t), ϕ(v(t, ·)))D∗ ,D.
Thus the lemma holds for such v. Integrating by parts gives, for any χ ∈ C∞c ((0, T )),∫ T
0
‖Φ(v(t, ·))‖2L2 χ′(t) dt = −
∫ T
0
χ(t)(v′(t), ϕ(v(t, ·)))D∗ ,D dt. (C.3)
Now suppose v ∈ W 1,2([0, T ];D,D∗). Since C1([0, T ];D) is dense in W 1,2, we can find a sequence
vn ∈ C1([0, T ];D) with vn → v in W 1,2, and hence also in C([0, T ];L2(X,µ)), which is to say
‖v(t) − vn(t)‖L2 → 0 uniformly in t. Since Φ is Lipschitz, we also have ‖Φ(v(t, ·)) − Φ(vn(t, ·))‖L2 →
0 uniformly in t, and it follows that∫ T
0
‖Φ(vn(t, ·))‖2L2 χ′(t) dt→
∫ T
0
‖Φ(v(t, ·))‖2L2 χ′(t) dt.
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We also have v′n → v′ in L2([0, T ];D∗) and vn → v in L2([0, T ];D). In particular, passing to a
subsequence, we have vn(t) → v(t) in E1/21 -norm and v′n(t) → v′(t) in D∗-norm for almost every t.
Now by [16, Theorem 1.4.2 (v)], we have ϕ(vn(t, ·))→ ϕ(v(t, ·)) E1-weakly for almost every t. Thus
(v′n(t), ϕ(vn(t, ·)))D∗,D → (v′(t), ϕ(v(t, ·)))D∗ ,D for almost every t. Now since ϕ(vn(t, ·)) is a normal
contraction of vn(t, ·), we have∣∣(v′n(t), ϕ(vn(t, ·)))D∗ ,D∣∣ ≤ ∥∥v′n(t)∥∥D∗√E1(ϕ(vn(t, ·))) ≤ ∥∥v′n(t)∥∥D∗√E1(vn(t)).
Since vn → v in W 1,2, it follows that the expression on the right side converges in L1([0, T ]). Thus
by a variant of the dominated convergence theorem, we have∫ T
0
χ(t)(v′n(t), ϕ(vn(t, ·)))D∗ ,D dt→
∫ T
0
χ(t)(v′(t), ϕ(v(t, ·)))D∗ ,D dt.
By passing to the limit, we have shown that (C.3) holds for all v ∈W 1,2([0, T ];D,D∗), which implies
the desired result.
Proof of Theorem 5.14. Let χ ∈ C∞c ((0, T )), and set φ(t, x) = χ(t)ϕ(u(t, x)). Since ϕ is a normal
contraction and ϕ(u) = ϕ(u+), we have φ(t) ∈ D(U) for a.e. t. Also, since E1(ϕ(u(t))) ≤ E1(u(t)),
we have φ ∈ L2([0, T ];D(U)), and φ(t) vanishes outside the support of χ. Thus (5.4) holds for φ;
that is, ∫ T
0
χ(t)(u′(t), ϕ(u(t, ·)))D∗ ,D dt = −
∫ T
0
χ(t)E(u(t), ϕ(u(t, ·))) dt.
Now χ was arbitrary, so we must have (u′(t), ϕ(u(t, ·)))D∗ ,D = −E(u(t), ϕ(u(t))) for a.e. t. By
Lemma C.3 and (C.2), if we write a(t) = ‖Φ(u(t, ·))‖2L2 , this says a′(t) ≤ 0. But a(0) = 0 since
u(0) ≤ 0, and a ≥ 0 by definition, so we must have a = 0 identically. So we have Φ(u(t, ·)) = 0 a.e.
Since Φ(s) > 0 for all s > 0, it must be that u ≤ 0 a.e.
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