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Abstract
In the last decade, a new class of solids known as “2D Dirac materials” has led to
an outburst of research activity in condensed matter physics and materials science.
The quasiparticles in these materials are described by the relativistic (2+1) Dirac
equation rather than Schrödinger’s equation. The relativistic effect in these sys-
tems confers on them some unusual properties not observed in normal condensed
matter systems. This makes them very attractive for fundamental research as well
for practical applications in technology. Recently, germanene has been predicted to
be a 2D Dirac material and to show behaviour beyond that of existing 2D Dirac
materials (graphene, silicene), such as a detectable quantum spin Hall effect. That
makes it more applicable in the semiconductor and spintronics industries. Although
germanene has been predicted from first principles calculation to exist and claimed
to have been synthesized on various substrates, convincing experimental evidence of
its Dirac cone structure has not yet been presented. This lack of evidence has led
to controversy about germanene’s existence on one hand and about the existence
of any Dirac cones in this material on the other hand, especially on metallic sub-
strates. In this project, we explored the possible growth of germanene on Pt(111) by
thermally depositing Ge onto clean Pt(111). Three structures were identified with
low energy electron diffraction, depending on the growth conditions. Their chemical
environment was characterized by x-ray photoemission spectroscopy. Finally, the
electronic band structure of all three was determined by the use of angle-resolved
photoemission spectroscopy. Our findings point towards the formation Ge-Pt alloys
instead of germanene in all cases. There is therefore a need to revisit recent results
alleging the synthesis of germanene on Pt(111) and other metallic substrates.
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Chapter 1
Introduction and Motivation
In this introductory chapter, we define 2D Dirac materials, give a brief overview on
this class of materials and the motivation of the present study.
1.1 Dirac equation and 2D Dirac materials
In 1928, Paul Dirac invented relativistic quantum mechanics by writing an equation
that made Schrödinger’s equation Lorentz invariant for half-integer spin particles
(1, 2). In its original form, Dirac’s equation reads:
i~
dψ
dt
=
(
3∑
i=1
αipic+ βmc
2
)
ψ, (1.1)
where c is the speed of light and pi the momentum components. The four component
matrices αi and β are known as Dirac matrices and satisfy:
α2i = β
2 = 1, αiαj = −αjαi, αiβ = −βαi.
The anticommutation relations mean that these matrices obey a Clifford algebra,
thus they are not simple complex numbers. They must be matrices. In two spa-
tial dimensions Dirac matrices are the three Pauli matrices and therefore Dirac’s
Hamiltonian in 2D is (1):
H =
2∑
i=1
σipic+ σ3mc
2, (1.2)
with
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
and σ3 =
(
1 0
0 −1
)
.
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In three spatial dimension, there are four Dirac matrices that are written as follows
(1, 2):
αi =
(
0 σi
σi 0
)
and β =
(
0 σ0
σ0 0
)
, i = 1, 2, 3
where σ0 is the 2× 2 identity matrix. The relativistic energy-momentum dispersion
is written as:
E2 = c2p2 +m2c4 (1.3)
and two energy solutions can be deduced from that equation.
E = ±c
√
p2 +m2c2. (1.4)
The positive energy solution is the particle and the negative energy solution is the
anti-particle. The Dirac equation is mostly used in the context of relativistic quan-
tum theory (1, 2). Condensed matter systems are usually described in the scheme of
Schrödinger’s equation where the energy depends quadratically on the momentum
(see figure 1.1). However, in recent years starting with the study of graphene, a
monolayer of carbon with a honeycomb structure, new materials have been found
in which the energy of quasiparticles near the Fermi level depends linearly on mo-
mentum (3). Moreover one needs only two spatial dimensions to fully describe the
electronic properties of these materials. Their Hamiltonian can therefore be written
as a 2D Dirac Hamiltonian with mass term equal to zero. They are therefore called
2D Dirac materials.
Figure 1.1: (a) Quasiparticles in usual condensed matter systems described by the
Schrödinger equation. (b) Relativistic particles in the limit of zero mass described by
the Dirac equation. (c) Quasiparticles in graphene described by a 2D Dirac equation
where the speed of light is replaced by the Fermi velocity vf (figure adapted from
(3)).
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1.2 Graphene and 2D-Xenes
The theoretical discussion about 2D crystals started 80 years ago when Landau
and Peierls (4) strongly argued that 2D materials cannot exist because they would
lose their long-range order and melt at any non-zero temperature due to thermal
fluctuations. Mernin and Wagner further supported this argument and extended it
to the well known Mernin-Wagner theorem (5) in statistical mechanics completely
ruling out the existence of any 2D crystal. The successful synthesis of graphene (6)
in 2004, the first single layer 2D material, led to an outburst of research activity in
condensed matter physics and materials science in the last decade. The authors of
the first synthesis were awarded the Nobel prize in 2010.
1.2.1 Graphene
Tight binding band structure of graphene
There are many ways of computing the electronic structure of materials. They all
come with their complexity as well as their accuracy. The tight-binding (TB) method
is an easy analytical way of computing the electronic band structure of solids. In
TB, one takes advantage of the weak overlap between atomic/molecular orbitals. In
the following we review the band structure of graphene using the TB method. The
approach presented here can be extended to the other 2D materials. It is based on
the paper by Wallace who was the first to use the TB model to compute the band
structure of graphite (7). Certain notations are however different from what was
used in the original paper.
Graphene has a honeycomb structure that can be characterized as a Bravais lattice
with a basis of two atoms A and B as shown in figure 2.2. The corresponding Bravais
Figure 1.2: Lattice structure of graphene. The primitive unit cell is the parallelogram
(dashed lines) with the two atoms A and B as basis (figure taken from (8)).
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lattice is hexagonal and its primitive unit vectors are defined as:
a1 =
(√
3a
2
,
a
2
)
and a2 =
(√
3a
2
,−a
2
)
. (1.5)
The length of each of these unit vectors is a =
√
3ac−c where ac−c is the distance
between two carbon atoms in the graphene layer. Each carbon atom has three nearest
neighbors and the vectors connecting a type A atom to its nearest type B neighbours
atom are defined as follows:
R1 =
(
a√
3
, 0
)
, R2 =
(
− a
2
√
3
,−a
2
)
, R3 =
(
− a
2
√
3
,
a
2
)
. (1.6)
The wave function of the TB model can be written as a linear combination of two
Bloch functions φA and φB as follows:
ψ = φA + λφB, (1.7)
with
φA =
1√
N
N∑
j
e
k.RAjχ(r−RAj ) and φB =
1√
N
N∑
j
e
k.RBjχ(r−RBj ). (1.8)
χ(r) is the normalized wave function of the 2pz orbital for an isolated carbon atom.
N is the number of unit cells in the lattice. RA(RB) are position lattice vectors of all
type A(B) atoms and j stands for a specific unit cell. In graphene, the 2pz orbitals
do not participate in hybridization. Conduction is therefore due to electrons hopping
between these orbitals. The overlap between orbitals is neglected, this means that:∫
S
χ(r−RAj )χ(r−RBj )dr = 0. (1.9)
S denotes the space of the two dimensional graphene sheet. One needs to solve the
time-independent Schrödinger’s equation.
Hψ = Eψ. (1.10)
In the following, we only consider the three nearest neigbours of each of the two atoms
in the unit cell. A first step in solving the Schrödinger’s equation is to multiply by
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the complex conjugate of φA and of φB separately. This leads to the following:
HAA + λHAB = E (1.11)
HBA + λHBB = λE (1.12)
where we defined the following:
HAA = HBB =
∫
S
φ∗AHφAdr and HAB = H
∗
BA =
∫
S
φ∗AHφBdr. (1.13)
These are just the matrix elements of the 2× 2 TB Hamiltonian. The two atoms in
a unit cell are identical. Therefore the transfer integral between type A atoms is the
same as the transfer integral between type B atoms. This means HAA = HBB.
From 1.11 and 1.12, we have the following:
E = HAA ± |HAB|. (1.14)
One needs to express explicitly HAA and HAB as follows:
HAA =
1
N
N∑
j,l
e
−k.(RAl−RAj )
∫
S
χ∗(r−RAj )Hχ(r−RAl)dr (1.15)
and
HAB =
1
N
N∑
j,l
e
−k.(RAl−RBj )
∫
S
χ∗(r−RAj )Hχ(r−RBl)dr. (1.16)
We set∫
S
χ∗(r−RAj )Hχ(r−RAj )dr = E0 and
∫
S
χ∗(r−RAj )Hχ(r−RBl)dr = γ0.
(1.17)
These are respectively the on-site and hopping energies of electrons.
HAA = E0 and HAB = γ0
(
e−ik.R1 + e−ik.R2 + e−ik.R3
)
. (1.18)
Further simplification using eiα + e−iα = 2 cosα and |HAB| =
√
H∗ABHAB and
plugging the results into equation 1.14 gives the following:
E = E0 ± γ0
√√√√1 + 4 cos(√3akx
2
)
cos
(
aky
2
)
+ 4 cos2
(
aky
2
)
. (1.19)
The parameter γ0 is difficult to find analytically, thus it is chosen to fit density
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functional theory (DFT) calculations or experimental data. Figure 1.3 shows the
plot of the band structure with the value : E0 = 0 and γ0 = 2.7 (9).
Figure 1.3: (a) TB band structure of graphene. Six valleys can be seen in the plot.
(b) K and K’ points where the Dirac cones (linear dispersion) emerge. The figure is
taken from (10).
As one can see there are six points in the Brillouin zone (BZ) where the graphene
band structure shows cone-like behaviour. These are the so-called Dirac points where
the valence and conduction bands touch. In the vicinity of these points, the dispersion
relation can be approximated by the following:
E(k) = ±~vf |k| (1.20)
and therefore the Hamiltonian describing the quasiparticles in graphene at the Dirac
point can be written as:
H = ±vf (pxσ1 ± pyσ2). (1.21)
px and py are the x and y components of the momentum. This is simply the 2D
Dirac Hamiltonian with the mass term equal to zero and the speed of light replaced
by the Fermi velocity vf = 1.5aγ0. Quasiparticles in graphene are therefore called
massless Dirac fermions.
In the years following the discovery of graphene, the same equation was predicted
at the K points in silicene, germanene and stanene where the linear dispersion could
be observed (11, 12) (figure 1.4). These are all monolayers (ML) of atoms which
are analogues of graphene and the majority of their electronic properties can be
determined by studying the behaviour of electrons in two dimensions. Hence they
are called 2D Dirac materials. The emergence of the Dirac equation in this class
of materials leads to a linear dispersion relation rather than the parabola usually
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Figure 1.4: Predicted band structure from a DFT study for graphene, silicene,
stanene and germanene. The insets are to show the opening of the gap due to
spin-orbit coupling (SOC). Figure taken from (13).
observed in solids (12). This pecular linear dispersion and the seemingly relativistic
effect give rise to many exotic properties never previously observed in condensed
matter systems. Graphene has high intrinsic carrier mobility (14, 15) and displays
an anomalous quantum Hall effect. It was also predicted to host the quantum spin
Hall effect (QSHE) (16, 17). More interestingly, relativistic physics such as the Klein
paradox can actually be tested in graphene (18). The interest has spanned a wide
range of activities including efforts to fundamentally understand the new physics
brought by graphene, discover new alike materials, investigate the unusual proper-
ties of such materials and finally use them for practical application in technology.
Collectively, these materials are known as 2D-Xenes (X=Si, Sn, Ge, and so on)(19).
Contrary to graphene the 2D-Xenes show buckling in their stable configuration. The
buckling in silicene, germanene and stanene is predicted to be 0.44 Å, 0.69 Å and
0.85 Å respectively (20, 21) (figure 1.5).
In the following, we review the main work on silicene, stanene and germanene
since these are the most studied in this class. We focus more on germanene because
it is the subject of this dissertation.
1.2.2 Silicene
Silicene has been predicted to be buckled with a honeycomb structure (23, 24). After
the prediction of the existence of massless Dirac fermions in silicene (11, 25), it has
received a lot of attention. It does not have a 3D counterpart, like graphene has
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Figure 1.5: Top and side view of 2D-Xenes. The two colors are to illustrate the two
sub-lattices. Figure taken from (22).
graphite. It has to be synthesised on a substrate. Stable silicene has been claimed to
be successfully synthesised on various substrates such as Ag(111), Ag(110), Ir(111),
ZrB2 and MoS2 (26, 27, 28, 29, 30). Silicene on Ag(111) has been most studied and it
turns out that Si can present various superstructures on that substrate (27). These
superstructures are substrate temperature and Si thickness dependent (30). The
Dirac cones in silicene grown on Ag(111) have been addressed both from experimental
studies as well as DFT studies. Some groups have claimed the presence of Dirac cones
in silicene (31, 32, 33). Combining DFT calculations, angle-resolved photoemission
spectroscopy (ARPES) and scanning tunneling miscroscopy (STM) measurements,
Vogt et al. reported the existence of a linear dispersion in (4 × 4) silicene/Ag(111)
(32). Chen et al.’s argument was based on STM measurements (33). However, soon
after the declaration of the presence of Dirac cones in silicene, a flood of studies
lead to a complete opposite view (34, 35, 36, 37, 38, 39, 40, 41). They all dismissed
the results by Vogt and coworkers as well as Chen et al. Some argue that (4 × 4)
silicene/Ag(111) presents a diamond-like dispersion at the K points of silicene on
Ag(111) rather than a linear one (34). Others attribute the observed linear band to
Ag-Si intermixing (38, 39, 40, 41). They argue that no linear bands can originate
from silicene on Ag(111). Either it disappears or when it exists, it comes from Ag-
Si hybridization. To date, no free standing silicene has been synthesised and the
debate around the existence of Dirac cones in silicene on a substrate is still ongoing.
Recently silicene on semiconducting substrates such as MgBr2, WSe2 and solid Ar
(42, 43, 44) have been also explored by means of DFT and the Dirac cones of silicene
are predicted to be preserved.
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1.2.3 Stanene
Stanene, a ML of tin was also predicted to exist and host massless Dirac fermions
(45, 46). It has also been predicted to have a larger spin-orbit gap compared to
graphene and silicene (21). α-Sn films have been synthesised on InSb(111) and its
band structure studied by ARPES (47). The ARPES results show the presence of
Dirac cones and topological surface states. DFT shows that its topological properties
are driven by strain. Ohtsubo et al. report the presence of Dirac cones in an α-Sn film
on Sb(001) that also shows topological properties (48). Barfuz and co-workers report
that the topological properties of the α-Sn film on Sb(001) are also strain driven and
thickness dependent (49). The α-Sn film on Sb(001) is only a topological insulator
within the first few layers. Bi2Te3(111) has been also used as a substrate to support
stanene. Its successful synthesis was studied by STM and ARPES was used to map
its electronic band structure. The observed bands agree well with DFT calculations
(50). Dirac cones were not seen by the authors. However, topological properties and
superconductivity were observed. Another report by Liao et al. claimed supercon-
ductivity in a few layers of stanene grown on PbTe (51). More recently Yahara et al.
used Ag(111) as a substrate and reported the successful synthesis of planar stanene
on Ag(111) (52). However their band structure by ARPES shows no presence of
Dirac cones. Interaction with the substrate may have destroyed the Dirac nature of
stanene in this case.
1.2.4 Germanene
The first DFT calculation on germanene was carried out by Takeda and Shiraishi
(53). Their calculation revealed that free standing germanene in its stable configu-
ration is buckled and composed of two vertically separated groups of Ge atoms (see
figure 1.6). The buckling in germanene is predicted to be in the range of 0.65− 0.74
Å and originates from the large Ge-Ge bond length that prevents Ge atoms from
being purely sp2 hybridised and forming pi bonds like carbon in graphene. Their
calculation also suggested that germanene exhibits semi-metal behaviour.
A few years later, Cahangirov and co-workers predicted that buckled germanene
is gapless and has Dirac cones at the K points in its Brillouin zone (11). They
also demonstrated its stability by computing its phonon spectrum. Soon after Ca-
hangirov and co-workers’ report, several groups have reported DFT calculations on
the electronic as well as the structural properties of germanene (54, 55, 56). Figure
1.6 displays the band strucrure of free standing germanene computed by Ren et al.
(57).
With its buckling a gap can be opened at its K points. For instance, by applying
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Figure 1.6: (a) Top view of germanene, (b) side view of germanene, (c) calculated
electronic band structure of free standing germanene, (d) first Brillouin zone of ger-
manene. The figure is taken from (57).
a vertical electric field to its plane, a charge transfer between the two sublattices
in germanene induces a gap at its K points (58). On the other hand, adsorption of
alkali metals opens a gap at the Dirac points in germanene (59). The possibility of
opening a gap in germanene makes it promising for application in the semiconductor
industry. Also a spin-orbit gap of 23.9 meV was predicted in germanene making it
more adequate to realize the QSHE (277 K) (60), compared to silicene and graphene
(figure 1.7). The QSHE is of interest for its potential application in spintronics (61)
and quantum computation.
One of the most attractive properties of germanene is that it is being predicted
to be a 2D topological insulator (TI) like graphene (60). A 2D TI insulates in its in-
terior but has charge and spin transport in gapless edge states (62). The edge states
are robust and protected from scattering with a quantized spin Hall conductance.
The presence of the edge states in 2D TI is due to the spin-orbit interaction. Ger-
manene is a strong spin-orbit coupling system because of the large atomic number of
germanium. More recently it has been established theoretically that germanene be-
comes an s-wave topological superconductor upon photo-irradiation (63). This type
of topological superconductor was predicted to host Majorana zero modes in vortex
cores in 2D. These Majorana bound states exhibit non-abelian exchange statistics
that establishes them as building blocks in topological quantum computing (64).
The synthesis of germanene has been reported by several research groups around
the world. In 2014 Li et al. reported the fabrication of germanene on Pt(111)
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Figure 1.7: Illustration of the QSHE for a 2D material. Gapless helical edges modes
are protected topologically and have a vanishing charge conductance but a quantized
spin Hall conductance. The figure is taken from (65).
(66). The reported low energy electron diffraction (LEED) and STM measurements
suggested a well ordered (
√
19 × √19) superstructure with respect to the Pt(111)
lattice with periodicity 1.2 nm that they ascribed to a (3× 3) germanene with non-
symmetric buckling of 0.6 Å. However, later by studying the Si/Pt(111) system
with a number of experimental techniques and DFT, Švec et al. suggested that the
(
√
19×√19) superstructure on Pt(111) obtained previously was not germanene, but
a surface alloy composed of Ge3Pt (67). In 2015 Pirri and co-workers used Al(111) as
a substrate to prepare a germanene layer (68). The germanene uniformly covers the
substrate with a large coherence over the Al(111) surface. LEED and STM revealed a
(3×3) superstructure on the Al(111) lattice corresponding to (2×2) germanene with
high symmetric buckling of 1.23 Å and a Ge-Ge distance of 2.60− 2.65 Å. Dávila’s
group used molecular beam epitaxy to deposit an ordered and two-dimensional multi-
phase single layer film of germanene upon a Au(111) surface (69). Synchrotron
radiation (SR) spectroscopy measurements and DFT calculations showed a (
√
7×√7)
superstructure with respect to the Au(111) supercell with low symmetric buckling of
0.47 Å and a Ge-Ge distance of 2.58 Å. Dimoulas et al. used Ag(111) as a substrate.
By means of reflection high-energy electron diffraction, they observed approximately
1/3 monolayer coverage with a stable (
√
3 × √3) superstructure (70). Zhang and
co-workers fabricated germanene on the outermost layer of Ge2Pt nanocrystals (71).
STM images revealed a buckled honeycomb structure composed of two hexagonal
sublattices displaced by 0.2 Å in the vertical direction with respect to each other.
In 2017, Qin et al. reported the growth of bilayer germanene on Cu(111). This was
in order to lessen the interaction with the substrate (72). The bottom layer acts as a
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buffer and decouples the topmost layer from the substrate. MoS2, a large band-gap
insulating substrate has also been used for the growth of germanene (73). Figure 1.8
shows STM images of reported germanene on various substrates.
Figure 1.8: Reported STM images of germanene: A)(
√
19 × √19) germanene on
Pt(111), B) (
√
3×√3) germanene on A(111), C) germanene on Ge2Pt nanocrystals,
D) (3× 3) germanene on Al(111). The figure is taken from (65).
The experimental study of the electronic structure of germanene has been per-
formed mostly by the use of STM measurements. STM analysis of the Dirac cones
in germanene grown on substrate is based on the shape of the differential conductiv-
ity (DC), a quantity proportional to the local density of states (LDOS). Graphene
presents a V-shaped vanishing LDOS at the Fermi level (9). By extension, a V-
shaped vanishing LDOS at the Fermi level has been considered as a hallmark of a
2D Dirac system. The interior of the synthesised germanene by Zang and coworkers
(71) has a V-shaped DC as shown in figure 1.9(a) which they took as a hint for
Dirac cones in germanene. It can be noticed that the DC is not perfectly V-shaped.
Also, it does not vanish at Fermi level. The authors argued that the deviation from
a perfect V-shape is due to thermal fluctuations in germanene and the offset from
zero at the Fermi level is caused by the interaction with the substrate. Alternatively,
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Qin et al. synthesized a bilayer of germanene on Cu(111) (72). Their reported DC
(see figure 1.9(b)) has an offset of 30 meV above zero at the Fermi level. The offset
in the DC is argued by the authors to be due to hole doping; the copper atoms act
as acceptors so they attract electrons from germanium atoms leading to hole doping
in germanene. Metallic substrates seem to impede the exhibition of Dirac cones by
germanene. Bampoulis and coworkers used MoS2, a large band-gap insulator, as a
substrate (73). The recorded DC displays a V-shape that does not vanish (figure
1.9(c)). The authors argued that this is due to the metallic behavior of the combined
germanene/MoS2 system. More recently germanene has also been claimed to form
on Ge(111), a semiconducting substrate (74). Also the authers recorded a DC that
does not vanish. They argue that the observed offset is due to surface point defects
that act as scattering centres and induce LDOS oscillations.
Figure 1.9: Reported differential conductivity on germanene: (a) germanene as
Ge2Pt nanocrystals, (b) bilayer germanene on Cu(111), (c) germanene on MoS2.
Figures taken from (71, 72, 73).
The experimental evidence for Dirac cones in germanene by use of STM is subject
to some criticism (65). Either STM is not an adequate experimental tool to probe the
Dirac cones of germanene due to probing only the LDOS and not the full dispersion
relations or this material is not a 2D Dirac system. Two general ideas have been
therefore proposed: Firstly, measure the Landau level in germanene in the presence of
a strong magnetic field. The Landau spectrum of a typical 2D Dirac system is given
by ±√n~eB. B is the magnetic field, e the charge of electron, n the filling factor and
~ the reduced Planck constant. Levels are shared by holes and electrons. Hence the
Hall conductivity is half integer in units of e2/~. This fractional quantum Hall effect
is a powerful tool to test whether a system is a 2D Dirac system. Secondly, ARPES
is suggested to be performed as on graphene and silicene to reveal if synthesised
germanene does indeed have Dirac cones (65).
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Recently three studies by ARPES of the Dirac cones of germanene grown on
Au(111) have been reported, yet they are still controversial. Dávila et al. reported
the presence of a Dirac cone in germanene grown on Au(111) (75). Their claim is
based on a seemingly linear dispersion observed at the K points in germanene on
Au(111). After this report, Kim et al. also reported the emergence of a Dirac cone
when more than 1 ML Ge is deposited on Au(111) (76). However another study by
Wang et al. opposed this view. They argue that the bands by Dávila’s group and
Kim’s are actually parabolic and originate from Au-Ge atoms intermixing. Moreover,
they argue that the formation of germanene on Au(111) is unlikely (77) because Ge
atoms tend to diffuse into Au bulk instead of forming a layer on top of Au(111).
Another ARPES study on Ge/Ag(111) has revealed no Dirac cones (70). From first
principle calculations, the observed bands were interpreted by Golias et al. as surface
states of an ordered Ag2Ge surface alloy.
1.2.5 Motivation
The predicted Dirac cones in germanene are still a controversial issue. It is clear that
more experiments are needed on germanene grown on various substrates in order to
settle the debate not only around its existence but also around the existence of any
Dirac cones in germanene on substrates. DFT studies suggest that the Dirac cone
structure of germanene should not be affected by buckling whereas the interaction
with the substrate may destroy it (78, 79). It might be that the above used sub-
strates do not decouple sufficiently from germanene and therefore alter its electronic
structure. Germanene has been claimed to be grown on Pt(111) and it is known to be
fairly unreactive. Moreover DFT predicted the survival of germanene Dirac cones on
Pt(111) (78). However the previously mentioned study by Švec et al. suggests that
germanene cannot form on any transition metals (67). Their argument is based on
a study made on Si/Pt(111) that they extend to Ge and Si on any transition metal.
The present dissertation aims at contributing to the debate around the existence of
germanene but also elucidating the Dirac nature of germanene by use of ARPES.
Pt(111) was used as a substrate to explore the possible growth of germanene. After
the growth, its electronic structure was explored by means of ARPES.
1.3 Plan of this dissertation
The first part of this work is devoted to the growth of 2D germanene on Pt(111). Ge
growth modes on Pt(111) are studied by LEED. The electronic interaction of Ge and
Pt is studied by X-ray photoemission spectroscopy (XPS). The second part focuses
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on the investigation of germanene’s Dirac cone structure by direct ARPES measure-
ments on Ge/Pt(111). The dissertation is organised as follows: the first chapter
intoduced 2D Dirac materials, gave a brief overview of the various members of this
class, particularly of germanene. In the second chapter, the experimental methods
used are presented. For each of them, the theory behind is briefly presented as well
as the experimental set-up with emphasis on the equipment at the University of Jo-
hannesburg ARPES laboratory where all our measurements have been conducted. In
the third chapter, the results obtained from germanene growth on Pt(111) and char-
acterization are presented and compared with previously reported work. The fourth
chapter is devoted to the results and analysis from the ARPES measurements. The
last chapter is an epilogue where we discuss the obtained results and suggest some
grounds for further research.
Chapter 2
Experimental techniques
Understanding experimental results is difficult or even impossible without some back-
ground on the theory of the experimental tools used to obtain the results. In this
chapter, we give a brief review of XPS, LEED and ARPES, the three main exper-
imental techniques used in this work. These methods can be discussed in different
manners depending on what they are used for. We mainly focus our discussion on
the aspects that we used in this work. Concepts that are beyond the scope of this
work are not discussed.
2.1 X-ray Photoemission Spectroscopy
2.1.1 Overview
XPS is a technique based on the photoelectric effect. The basic principles of XPS are
as follows: a sample surface is irradiated by a monochromatic photon source with
energy hν. Electrons from the sample are photoemitted into the vacuum (80).
These photoelectrons are collected by an analyzer that measures their kinetic
energy. The binding energy EB of the electrons in the solid is then determined by
using the energy conservation law during the PE process:
Ek = hν − EB − ΦA (2.1)
where ΦA is the work function of the analyzer. Figure 2.1 presents the energy
diagram of the PE process. An XPS spectrum is obtained by plotting the intensity of
photoelectrons against their kinetic energy or binding energy. Peaks in the spectrum
correspond to electron energy levels. The peak’s intensity is proportional to the
quantity of each element in the near-surface region while the peak’s position gives
information about the elemental and chemical composition (82). XPS is a surface
16
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Figure 2.1: Energy diagram of the photoemission (PE) process: (a) photoelectric
effect. (b) Density of states (denoted N(E)) energy level diagram of a PE experiment.
Figure taken from (81).
sensitive technique. This is due to the short inelastic mean free path of electrons and
thus the small escape depth (see figure 2.2). It therefore gives information about the
topmost surface layers.
Figure 2.2: Universal inelastic mean free path of electrons. Dots are measurements
and the dashed curve is a calculation (figure from (83)).
In addition to identifying the elements in the sample surface region, XPS allows
for the characterization of the chemical environment of different elements. Different
chemical environments cause shifts in energy of the electron core levels. From the
XPS spectrum analysis, the interactions between the surface elements can therefore
be studied (84). Attenuation of a specific core level on a clean sample surface caused
by the deposition or adsorption of another element on the surface can also be used
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to evaluate the deposited or adsorbed film thickness. The most used algorithm is
based on the emission angle θ, the inelastic mean free path λ of the photoelectron
in the solid under study and the intensities from the core level before (I0) and after
(I) the film growth or adsorption of an element (85, 86). The thickness t of the film
can be evaluated by using the following equation
I = I0e
−t/λ cos θ. (2.2)
In the present work, XPS has been used to check the crystal cleanliness, to estimate
the deposited Ge thickness and to study the dynamics of the Ge-Pt interaction.
To study the interaction between species on a sample surface, one needs to fit
the raw XPS data. To get meaningful fits, attention must be given to the type
of background and lineshape function used. Background, always present in a XPS
spectrum, comes from inelastically scattered electons mainly due to electron-electron
and electron-phonon interactions. Many background types exist but most of them
are purely mathematical (87, 88, 89). However, they do take into account the fact
that the number of inelastic electrons detected at a certain energy is proportional to
the number of electrons detected at higher kinetic energies. In this project, we used
the Shirley background (88). Shirley introduced this to account for the asymmetry
at the lower kinetic energy side in a PE spectrum. Mathematically it can written as
follows:
S(E) = α
∫ ∞
E
(
j(E′)− S0(E′)
)
dE′, (2.3)
where j(E′) is the measured spectrum at energy E, S0(E′) the background at all
kinetic energies higher than E and α is the scattering factor (90). The most efficient
way to compute the Shirley background is to assume an initial background S0(E′),
and then use an iterative algorithm as follows:
Sn(E) = αn
∫ E2
E1
(
I(E′)− I2 − Sn−1(E′)
)
dE′, (2.4)
with
αn(E) =
I1 − I2∫ E2
E1
(I(E′)− I2 − Sn−1(E′)) dE′
. (2.5)
Sn(E) is the Shirley background at the nth interation and αn the nth iteration value
of the scattering factor. I1 and I2 are the PE intensities at E1 and E2. Successive
backgrounds are calculated until convergence is reached (90). However in modern
code the background is often treated as a fit parameter. The Shirley background
gives good accuracy and is easy to implement, which is why it is commonly used.
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Voigt functionals are used to fit the peak lineshapes in this work. The Voigt
functional is the convolution of a Gaussian and a Lorentzian function (91). This is
to account for the contribution to the lineshape from the experimental resolution
(Gaussian) and from the core hole lifetime (Lorentzian). The Voigt profile at E = 0
is given by:
V (x, σ, γ) =
∫ +∞
−∞
G(x′, σ)L(x− x′, γ)dx′, (2.6)
where x is the energy spread from the line center. γ and σ are half-widths. G(x′, σ)
is the centered Gauss function defined by:
G(x′, σ) =
e−x′2/2σ2
σ
√
2pi
, (2.7)
and the centered Lorentzian lineshape is given by:
L(x, γ) =
γ
pi(x2 + γ2)
. (2.8)
2.1.2 XPS intrumentation
To perform an XPS experiment, a set of equipment is needed. Here we briefly review
the essential components of this equipment.
Photon Source
X-ray light used in an XPS experiment is obtained by bombarding a solid material
with very high energy electrons. Characteristic lines are therefore emitted from the
bombarded material due to the filling of the core holes created by the incident elec-
tron beam. These lines are generally superimposed on a continuum bremsstrahlung
(braking radiation) spectrum due to the deflection of the incident beam. To get useful
information on the sample from the photoemitted electrons, it is necessary that the
photon source is as monochromatic as possible. Materials with less bremsstrahlung
background and a narrow characteristic line emission are a suitable choice as a pho-
ton source. In addition, a monochromator is usually placed in conjunction with a
X-ray source to single out the desired photon energy. Other constraints such as
the photon energy need to be taken into account when choosing a photon source.
Commonly used materials and their photon energies as well as their linewidths are
summarized in table 2.1. For this project, a twin anode X-ray source (XR 50M from
SPECS) was used. It is made of a silver tipped anode coated with two different thin
metals (aluminium and silver) for two different photon energies (1486.7 eV for Al
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Table 2.1: Typical materials used for X-ray light and their energies.
Materials Kα energy (eV) Linewidth (eV)
Na 1041.0 0.42
Mg 1253.6 0.78
Al 1486.6 0.85
Ag 2984.3 2.6
Cr 5415.72 2.1
and 2984.31 eV for Ag). A sketch is shown in figure 2.3.
Figure 2.3: Schematic of the X-ray source (figure adapted from (92)).
Another way to get a photon beam is by SR. SR is a very useful source for a
wide range of photon energy. SR is emitted by relativistically accelerated electrons
or positrons running through magnets in a circular storage ring. It allows one to
perform photon energy-dependent experiments such as resonance studies on rare
earth elements and transition metals.
Electron Analyzer
Once ejected outside the sample, photoelectrons have to be detected. This is achieved
through an electron analyzer. The most common used electron analyzer is the elec-
trostatic hemispherical electron analyzer as sketched in figure 2.4 below. For this
project a SPECS PHOIBOS 150 spectrometer was used. A cut-off view is shown in
figure 2.5. Emitted from the sample, the photoelectrons enter a lens system. Sub-
sequently the lens system focuses them towards an energy filter. Only a fraction of
these photoelectrons is allowed to reach the filter through an entrance slit. A wide
entrance slit will let in a large amount of electrons at the cost of resolution whereas
a narrow slit will let fewer electrons in with a higher resolution. The energy filter
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Figure 2.4: Schematic representation of hemispherical analyzer (Figure taken from
(93)).
Figure 2.5: Cut-off view of SPECS PHOIBOS 100/150 spectrometer (figure taken
from SPECS PHOIBOS 100/150 users manual).
is composed of two hemispherical spheres placed at a given potential so that only
electrons within a certain range of energy around the selected pass energy will go
through the filter. The pass energy is defined as follows:
Ep = −
(
R1R2
2R0(R2 −R1)
)
q∆V (2.9)
where R1, R2 and R0 are the radius of the inner hemisphere, the radius of the
outer hemisphere and the mean radius of the analyzer as shown in figure 2.4. ∆V is
the potential difference between the two hemispherical spheres. Photoelectrons will
reach the exit slit at a nominal radius R0. The energy filter resolution is given by:
∆En = Ep
(
W1 +W2
4R0
+
α2
4
)
(2.10)
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withW1, W2 and α as the width of the entrance slit, the width of the exit slit and the
average angular width of the electrons distribution, respectively. Finally a restricted
number of photoelectrons will leave the energy filter through the exit slit and go to
the detector.
The overall energy experimental setup resolution is given by:
∆E =
√
∆E2n + ∆E
2
level + ∆E
2
ph (2.11)
where ∆Elevel is the linewidth of the atomic level and ∆Eph the linewidth of the
photon source. In the fixed analyzer transmission mode, ∆En is proportional to the
pass energy. This means that signals of all photoelectrons are measured with the
same resolution. All our measurements are done in this mode since we require a
resolution that is energy independent.
2.2 Low Energy Electron Diffraction
2.2.1 Overview
LEED is the most used technique to determine the surface structure of a crystal. The
technique is based on the wave nature of electrons and the principle of diffraction
(94). In a LEED experiment, electrons produced from an electron gun are accelerated
towards a sample surface. The electron gun is made up of a filament held at a
negative potential EP with respect to ground. Electrons leaving the gun therefore
have kinetic energy equal to eEP. Different kinetic energies of the incident electrons
can be obtained by varying EP (94, 95).
From the kinetic energy of the incident electron beam, the wavelength is deter-
mined as follows:
λ =
h
2mE
(2.12)
where E is the kinetic energy and m the mass of the electron. For constructive
interference to occur during diffraction, the Laue condition must be satisfied. This
is:
∆k = k− k0 = ghkl (2.13)
where ghkl is a valid reciprocal lattice vector. k and k0 are the wave vectors of the
scattered and incident electron beam. Also |k| = |k0| since only elastically scattered
electrons are considered (94, 95). Each interference point on the screen represents
a reciprocal lattice point, therefore LEED resolves the reciprocal lattice image (96).
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Figure 2.6: Schematic of a usual LEED system. Adapted from (83).
For a 2D surface, the above diffraction condition can be written as:
∆k = k|| − k||0 = ha1 + ka2 (2.14)
where k|| and k||0 are the parallel components of the diffracted and incident wave
vectors respectively. Here we write ghk = ha1 + ka2 with a1 and a2 unit vectors of
the 2D reciprocal lattice. h and k are whole numbers. There is no Laue condition
in the perpendicular direction of the sample surface because the introduction of the
surface breaks the periodicity of the solid in the normal direction to it. However,
energy conservation imposes an implicit constraint on the perpendicular components
of the wave vectors.
In most LEED experiments, the sample is positioned such that the incoming electron
beam’s path is normal to the sample surface, i.e k||0 = 0, and we have:
∆k = k|| = ha1 + ka2. (2.15)
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In that case the diffraction maxima can be directly associated to the surface reciprocal
space. If θhk is the emission angle of a beam corresponding to a valid surface’s
reciprocal lattice vector ghk, the position dhk of the diffraction maxima on the screen
(see figure 2.7) are determined as follows:
dhk = R sin θhk. (2.16)
Using sin θhk =
|ghk|
|k| and |k| =
~√
2mE
, the distance dhk can then be rewritten as:
dhk =
~R√
2mE
|ha1 + ka2| . (2.17)
It can be seen from the equation that if the incident electrons’ energy is increased,
the LEED pattern shrinks and diffraction spots corresponding to larger reciprocal
lattice vectors are observed (96).
Figure 2.7: Mapping of the reciprocal space by LEED. Figure adapted from (83)
From a LEED experiment the superstructure formed by an adsorbate on top of a
substrate can be determined. If a1 and a2 are the lattice vectors of the substrate
and b1 and b2 the lattice vectors of the adsorbate, they can be related by:b1 = m11a1 +m12a2b2 = m21a1 +m22a2 (2.18)
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where mij are real constants (96). The reciprocal vectors of b1 and b2 can be de-
termined. They give the position of the additional spots on the LEED screen and
thereby the superstructure of the adsorbate with respect to the substrate.
LEED is a powerful technique for characterization of a 2D surface because it enables
an accurate qualitative determination of orientation, coverage, quality and symmetry
of superstructures on the sample crystal. Quantitative analysis can also be done with
LEED. The intensity of the diffracted electron beam as a function of their incident
kinetic energy can be recorded and generate the so-called I-V curves (83). The po-
sition of the surface atoms can be determined from that curve through comparaison
with calculations.
2.2.2 LEED Instrumentation
In addition to the electron gun, a LEED apparatus is generally composed of optics.
The optics are usually a series of two, three or four hemispherical grids and a fluores-
cent screen. Electrons incident onto the sample are reflected back towards the optics.
The first grid is held at ground potential to create a field-free space for electrons.
The second and the third middle grids are held roughly at the same potential as the
filament to act as a filter to prevent inelastically scattered electrons from reaching
the screen. This reduces a lot of the background of a LEED image. The fourth
grid is usually at ground to shield the high voltage of the screen from the electrons
until they pass the final grid (97). To see the electrons on the screen, a high voltage
needs to be applied to the screen. This gives enough kinetic energy to the diffracted
electrons to create transitions in the phosphor to emit visible light.
One of the downsides of a LEED experiment is the black shadow from the electron
gun that blocks a part of the image. Unfortunately this is inherent to any LEED
experiment.
LEED is used in this project for qualitative analysis and our data are recorded
using an ErLEED from SPECS (figure 2.8). The ErLEED is a four grid LEED and
the grids are made of molybdenum and are gold coated. The screen is covered on the
grid side by an indium tin oxide layer (a transparent conductor) and the other side
is coated with cadmium free phosphor. The whole LEED equipment is enclosed in a
ultra high vacuum (UHV) system (preparation chamber). A viewport allows one to
observe the LEED pattern by eye and record it with a camera.
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Figure 2.8: Left panel: SPECS ErLEED. Right panel: photo of the LEED as
mounted in our laboratory.
2.3 Angle-resolved Photoemission Spectroscopy
2.3.1 Overview
Like XPS, ARPES is based on the photoelectric effect. The basic principles of
ARPES are the same as those of XPS. However in ARPES one is interested in deter-
mining the dispersion relation of electrons in the sample. To that end, not only the
conservation of the total energy is used but also the conservation of the momentum
parallel to the sample surface. From the kinetic energy and the momentum of the
photoelectrons in vacuum, the dispersion relation of the electrons inside the sample is
determined and the solid’s band structure thereby mapped out (98). The measured
kinetic energy Ek of the outgoing electron is given in equation 2.1. The components
of the wave vector ki of the photoelectrons inside the solid are given by:
ki

ki,|| =
√
2mEk
~
sin θ
ki,⊥ =
√
2mEk
~
cos θ
(2.19)
where the angle θ is defined in figure 2.9(a) showing the geometry of a typical ARPES
experiment.
In-plane translation symmetry of the crystal surface implies conservation of the
parallel component of the wave vector. Therefore:
ki,|| = kf,|| (2.20)
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Figure 2.9: (a) Typical geometry of an ARPES experiment. θ and ϕ are the emission
angles of the electrons. (b) Momentum diagram for PE process. (c) Kinematics of
the PE process in the valence band region described as a three step phenomenon.
Figure adapted from (99).
ki is used for the wave vector of photoelectrons inside the sample and kf for their
wave vector outside the sample. The photon momentum has been neglected because
it is much smaller than the typical size of a first Brillouin zone (FBZ) in the range of
energies normally used in ARPES (hν < 100 eV) (98). Using the energy conservation
law, the parallel component of the momentum inside the solid and the electron’s
binding energy are related as follows:
kf,|| =
sin θ
~
√
2m(hν − EB − ΦA) (2.21)
The perpendicular component is, however, not conserved because of the presence of
a surface potential V0 whose gradient is perpendicular to the surface. It is given by
kf,⊥ =
cos θ
~
√
2m(hν − Eb − φa + V0) (2.22)
The value of V0 is generally unknown. It can be determined under some assumptions.
Knowledge of kf,⊥ helps to distinguish bulk states from surface states in 3D systems
(98). This is very useful for systems where the dispersion relation strongly depends
on k⊥. In this project, we are dealing with a 2D system therefore k⊥ is unecessary
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in mapping the electronic band structure.
2.3.2 Simple Description of ARPES: the Three-Step Model
In the previous subsection, the kinematics of ARPES was discussed. ARPES is a
PE process and PE is a complex physical phenomenon. For simplicity, it is usually
described within the Three-Step Model (TSM) (84, 98). In the TSM, sketched in
figure 2.10, PE is considered as three independent steps: optical excitation from a low
to high energy Bloch state in the solid, travel through the solid and escape into the
vacuum. Each of these events occurs with some probability. The total PE intensity
Figure 2.10: Schematic of the TSM. Figure adapted from (100).
is proportional to the product of the probabilities of the three steps (84, 101).
I ∝ P (E, hν)T (E, hν)D(E) (2.23)
with P (E, hν), T (E, hν) and D(E) the probability of the first, second and third step
respectively. The TSM is a phenomenogical approach to the PE process. it describes
most of its physics in a simple manner. However, describing the PE process as three
different steps is artificial, even unrealistic. A rigorous approach is to describe PE as
a single process with a transition between initial and final many-particle states. To
gain full understanding and give a rigorous description of PE, a many-body quantum
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mechanical approach is used.
2.3.3 Many-body Approach to Photoemission
PE requires excitation of an N electron ground state ψNi to one of the possible final
states ψNf . The probability of this excitation is given by Fermi’s golden rule (84, 101):
wfi =
2pi
~
| 〈ψNf |Hin |ψNi 〉 |2δ(ENf − ENi − hν). (2.24)
In this formula, ENi = E
N−1
i −EkB and ENf = EN−1f +Ek stand respectively for the
initial and final energies of the N electron system, with Ek the kinetic energy of the
photoelectron with momentum ~k and binding energy EB. The interaction between
the photon and the N particle system is treated as a perturbation (84, 101). The
perturbation is given by:
Hin =
e
2mc
(2A.p+ i~∇.A) (2.25)
This is the perturbing part of the Hamiltonian of an electron in an electromagnetic
field. It is obtained by considering only first order perturbation theory for the vector
potential A. In this expression, p is the momentum operator of the electron. The
term A.p stands for the direct transition and contributes the most to the PE inten-
sity. The above expression of the perturbing Hamiltonian can be further simplified
by using the dipole approximation (the electromagnetic vector potential is consid-
ered to be constant over atomic dimensions). The term ∇.A therefore vanishes and
the above perturbing Hamiltonian therefore becomes:
Hin =
e
mc
(A.p) . (2.26)
In some cases, in the vicinity of the surface, the vector potential may have a strong
spatial variation and then the contribution from ∇.A must be taken into account
(84, 98, 101, 102).
Upon perturbation, the solid changes from N electrons to N − 1 electrons. The
perturbed solid will try to readjust its N − 1 remaining electrons to go to the lowest
energy state (relaxation). The relaxation and the many-body interaction complicate
the interpretation of the photoexcitation. The complication from the relaxation is
simplified using the sudden approximation. Electrons are assumed to instantaneously
leave the system with no post collision with the system left behind (98, 102). This
assumption simplifies the many-body calculation relative to the PE process. Under
this approximation, the initial and final wave functions of the solid can be written
2.3 Angle-resolved Photoemission Spectroscopy 30
as follows:
ψNi = Cφ
k
i ψ
N−1
i and ψ
N
f = Cφ
k
fψ
N−1
i . (2.27)
The operator C stands to antisymmetrize the wave function since we are dealing with
a fermionic system. φki and φ
k
f are the initial and final states of the photoelectron.
ψN−1i and ψ
N−1
f are the states of the remaining N − 1 electrons. With these, the
expression for the transition probability in equation 2.24 can be rewritten as follows:
〈ψNf |Hin |ψNi 〉 = 〈φkf |Hin |φki 〉 〈ψN−1f |ψN−1i 〉 . (2.28)
The quantities 〈φkf |Hin |φki 〉 = Mkf,i are the transition matrix elements. The matrix
elements depend not only on the interaction of the electrons with the incoming
photon but also on the geometry of the experimental set-up with respect to the
sample orientation. They may even result in the suppression of the PE intensity in
some directions in the Brillouin zone during an ARPES measurement (98, 102, 103).
〈ψN−1f |ψN−1i 〉 = cf,i is the probability that a removed electron is in an excited state
f . The total intensity of the photoemission is proportional to the total transition
probability, therefore it can be written as:
I ∝
∑
f,i
|Mkf,i|2
∑
m
|cm,i|2δ(Ekin + EN−1m − ENi − hν). (2.29)
In a non-interacting system with non-zero matrix elements, the probability cf,i is
evaluated using the frozen approximation (98, 103). The remaining orbitals are
assumed to be in the same state meaning that |ψN−1f 〉 = |ψN−1i 〉. This makes cf,i = 1
and the transition matrix elements are just one particle matrix elements. The PE
spectra is therefore a set of single delta functions (see figure 2.11(a)). In a strongly
interacting system, many of the states |ψN−1f 〉 and |ψN−1i 〉 overlap (98, 102, 103).
Many of the cf,i are therefore non-zero and the ARPES spectra is given by a main
line with several satellites (see figure 2.11(b)). In order to understand the many-body
physics behind the PE process, it is necessary to intoduce the concept of spectral
function. It is related to the many-body Green’s function. The Green’s function
formalism is discussed in the next section.
2.3.4 Green’s Function Formalism
In a quantum system, correlations between particles are usually described by the use
of the Green’s function. Information about the dynamics of a many-body system are
encoded in its Green’s function (104, 105, 106). In a fermionic many-body system,
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Figure 2.11: (a) Spectrun of on-interacting particle system; the single particle excita-
tions are delta-functions. The shaded area represents hole excitations. (b) Spectrum
of an interacting Fermi liquid system; the interacting particles are represented by the
sharp peaks. The broad peaks contribute incohently to the Green’s function. Figure
taken from (81).
the one particle Green’s function is defined as follows:
G(k1, t1, k2, t2) =
G+(k1, t1, k2, t2) = −iθ(t1 − t2) 〈ΨN0 | ck1(t1)c
†
k2
(t2) |ΨN0 〉 ;
G−(k1, t1, k2, t2) = +iθ(t2 − t1) 〈ΨN0 | c†k2(t2)ck1(t1) |ΨN0 〉 ;
(2.30)
θ is the Heaviside function and the operators c†k(t) and ck(t) respectively create
and destroy at a given time t an electron in a state k. They are defined using the
Heisenberg picture as follows:
ck(t) = e
i
~Htcke
− i~Ht and c†k(t) = e
i
~Htc†ke
− i~Ht (2.31)
The above defined G+ describes the creation of a particle in a state k2 which
evolves and, at a later time t1, is in the state k1. In other words, G+ describes
the overlap between these two states. It is therefore proportional to the probability
amplitude that the many-body system at a time t1, after creation of a particle at
time t2 in the state k2, has the created particle in the state k1. The same argument
holds for G− which describes the propagation of holes in the many-body system
(102, 103, 104, 105, 106). To relate the Green’s function to the excitation spectrum of
the perturbed Hamiltonian, one inserts the identity matrix
∑
n,N |ΨNn 〉 〈ΨNn |. Setting
t = t1, t2 = 0, k1 = k2 = k, one can derive the following (103, 104):
G+(k, t) = −iθ(t)
∑
n
| 〈ΨN+1n | c†k |ΨN0 〉 |2e
−
i
~
(ENn −E0n)t
. (2.32)
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In the Fourier space, the retarded Green’s function can be written as:
G+(k,E) =
∑
n
| 〈ΨN+1n | c†k |ΨN0 〉 |2
E − ENn + E0n + iη
. (2.33)
A similar expression can be derived for G−, the advanced Green’s function (102, 103):
G−(k,E) =
∑
n
| 〈ΨN+1n | ck |ΨN0 〉 |2
E + ENn − E0n − iη
. (2.34)
The resulting Green’s function at zero temperature is the sum of G+ and G−.
G(k,E) =
∑
n
| 〈ΨN+1n | c†k |ΨN0 〉 |2
E − ENn + E0n + iη
+
∑
n
| 〈ΨN+1n | ck |ΨN0 〉 |2
E + ENn − E0n − iη
. (2.35)
From the above expression for the Green’s function, it is clear that the energy eigen-
values (excitation energies) of the system are the poles of the Green’s function.
Therefore by determining the poles of the Green’s function, we thereby know the
eigenvalues of the many-body Hamiltonian (84, 104, 105, 106). This motivates the
use of the Green’s function to describe an interacting quantum mechanical sys-
tem. To see this feature of the Green’s function in spectroscopy, one needs to
introduce the chemical potentials µN+1 = EN+10 − EN0 and µN−1 = EN0 − EN−10
and refer the total excitation energies to the ground state energy, that is N+1n =
EN+1n −EN+10 and N−1n = EN−1n −EN−10 . With these definitions, the Green’s func-
tion can be written as follows:
G(k,E) =
∑
n
| 〈ΨN+1n | c†k |ΨN0 〉 |2
E − N+1 − µ+ iη +
∑
n
| 〈ΨN+1n | ck |ΨN0 〉 |2
E + N−1 − µ− iη . (2.36)
Presented this way, the poles of the Green’s function are the affinity and the ioniza-
tion potential of the many-body system. The affinity potential is the required energy
to add a single particle to the many-body system and the ionization potential the
required energy to remove a particle from the many-body system (84, 104, 105, 106).
2.3.5 Self-energy and One Particle Spectral Function
One of the powerful properties of Green’s functions is the description of the many-
body effect in a one-particle picture. The effect of a particle is described as an
effective potential that depends on its energy. It is called self-energy. The self-
energy of a particle includes all the interactions with that particle (84, 105, 106, 107).
When a many-body system is disturbed by an incoming particle, the perturbation
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takes place in such a way that the system’s motion is correlated to the motion of
the disturbing particle. The disturbed system reacts back by altering the particle’s
energy. The interaction is therefore a dynamic process and the self-energy describes
this dynamic (84, 107). The complete derivation of the self-energy is not presented
in this work. We only point out how this concept is related to the Green’s function
and gives useful information in an ARPES experiment.
To better understand the concept of self-energy (Σ(k, ω)), we start by writing it
in terms of its real (Σ′(k, ω)) and imaginary (Σ′′(k, ω)) components as:
Σ(k, ω) = Σ
′
(k, ω) + iΣ
′′
(k, ω). (2.37)
k, ω represent the particle’s wave vector and energy. When the self-energy is com-
puted, the effect of all interactions can be expressed by considering a quasiparticle
with a renormalized energy ′k = k + Σ(k, ω) where k is the energy of the free
particle. Therefore the real part of the self energy is the correction to the energy of
the free particle (quasiparticle mass or velocity renormalization) while its imaginary
part represents the finite lifetime of the quasiparticle state (84, 107). In terms of the
self-energy, the Green’s function can be written as follows:
G =
1
ω − k − Σ(k, ω) . (2.38)
The one particle spectral function is determined by taking the imaginary part of the
Green’s function and multiplying by a factor of −1/pi, which gives:
A(k, ω) = − Σ
′′
(k, ω)
pi
[
(ω − k − Σ′(k, ω))2 + (Σ′′(k, ω))2
] . (2.39)
The total intensity measured during an ARPES experiment is given by the following:
I ∝
∑
f,i
|Mkf,i|2f(ω)A(k, ω) (2.40)
where f(ω) is the Fermi distribution since ARPES only probes occupied electronic
states. The imaginary part of the Green’s function can therefore be extracted from
an ARPES spectrum. Its real part is determined using the Kramers-Kronig relations
(84). Importantly, many theoretical calculations directly give the spectral function
which allows them to be directly compared to experiment.
If the self-energy is considered to be independent or weakly dependent on the
momentum k and its imaginary part negligible compared to the binding energy, the
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spectral function gives a Lorentzian line shape with a peak centered at ω = ω0 + Σ′
and a full width at half maximum (FWHM) Γ equal to 2Σ′′ (107, 84). Considering
the proportionality between the imaginary part Σ′′ of the self-energy and the inverse
of the photohole life time τ (Σ′′ =
~
2τ
), Γ can be written as:
Γ =
~
τ
. (2.41)
The FWHM is therefore proportional to the inverse lifetime of the photohole.
The Lorentzian lineshape makes analysis simple and the self-energy can be eas-
ily extracted from such functions. Therefore ARPES data are usually treated by
analyzing intensity profiles as a function of momentum at constant energy known
as momentum distribution curves (MDCs). This is shown in figure 2.12. The peak
of the MDCs at the Fermi level gives the area (or volume in 3D) of the occupied
states of the Fermi surface. Another usual way to analyse ARPES data is by the so
called energy distribution curves (EDCs) where the intensity profiles are taken as a
function of energy at constant momentum (98, 107). The disadvantage of the EDCs
is that there may be asymmetric lineshapes due to the variation of the self-energy
as a function of energy. However since the spectral widths of EDCs are already in
units of energy, it does not require one to know the bare band velocity.
Figure 2.12: Example of 2D ARPES data and EDC and MDC curves. Figure taken
from (100).
In a general treatment, the PE intensity is not a simple Lorentzian. It is rather
represented by the convolution of two Lorentzians, from the photohole linewidth (Γi)
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and the photoelectron linewidth (Γf ) (107, 84, 98). The resulting linewidth is given
by:
Γ =
vf⊥Γi + vi⊥Γf
vf⊥
(
1− mvi‖ sin
2 θ
~k‖
)
− vi⊥
(
1− mvf‖ sin
2 θ
~k‖
) (2.42)
where vi, vf represent the group velocity of the photohole and the photoelectron
respectively, θ the emission angle and m the mass of the free electron. For initial
states near the Fermi level, Γi is approximatively zero and the linewidth is related
only to the lifetime of the photoelectron (98, 107). For a 2D system, the final state
contribution to the linewidth vanishes because v⊥ is zero and therefore we have:
Γ =
Γi
1− mvi‖ sin
2 θ
~k‖
∝ Γi. (2.43)
In summary photoemission, though complex to describe, probes directly the spectral
function of electrons in a solid. It is used to study quasiparticle dynamics in many-
body systems. This makes ARPES a powerful tool to probe the electronic structure
of solids. Many other aspects of ARPES are not discussed; we have just discussed
those essential for this work.
2.3.6 ARPES Instruments
ARPES equipment usually consists mainly of an UHV chamber where the sample is
placed for measurement, a light source that emits photons and an electron analyser.
In figure 2.13, we show a block diagram of a typical ARPES system. Any in-situ
sample preparation can be done in the UHV chamber where the ARPES is carried
out, or in a separate but connected UHV chamber.
In figure 3.15, we show two photographs of the equipment in the University of
Johannesburg ARPES laboratory.
Ultra High Vacuum Chamber
UHV is a requirement for any ARPES experiment due to its surface sensitivity.
A base pressure of the order of 10−10 Torr is required to have a sample free of
contamination. To obtain UHV, a set of turbo pumps and ion pumps are generally
used to pump out any floating gas molecules in the chamber. Prior to the majority
of ARPES experiments, the vacuum chamber needs to be baked out. During the
bake-out, gas absorbed by or adsorbed onto the inner walls is desorbed and pumped
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Figure 2.13: Block diagram of a typical ARPES system.
out by the ion pumps. After the bakeout, a titanium pump also periodically pumps
the chamber. This routine ensures UHV conditions for ARPES measurements.
Electron Analyzer
The physics behind the analyzer is described in subsection 2.1. In general, an electron
analyzer has a multi-element transfer lens with several modes of operation that allow
spatial and angular resolved studies. The angular resolved mode allows the angular
information to be kept and transmitted as vertical position on the detector. After
passing through the hemispheres, both the kinetic energy and the emission angle
of electrons are recorded by the 2D micro channel plate (MCP) detector located
at the exit of the analyzer. The electrons that pass through the MCP detector
strike a fluorescent phosphor screen and finally a CCD camera collects the images
as raw ARPES data. Figure 2.14 show a schematic diagram of the analyser and its
geometry for an ARPES measurement. A full map of PE intensity throughout the
FBZ is obtained by scanning of the polar angle. Placed in front of the analyzer, the
sample is rotated along the orthogonal axis to the dispersive plane and, at each value
of the polar angle, a spectrum is recorded. The choice of the lens mode determined
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Figure 2.14: Schematic of the analyzer and its associated geometry. (a) Illustration
of the dispersive plane of the analyzer. (b) Illustration of the non-dispersive plane.
In our experimental setup this would correspond to a side-view of the analyzer (c)
An example PE spectra from the 2D detector. In our experimental setup, this would
correspond to a top-view of the analyzer. Figure taken from (99).
the acceptance angle ±β. Only electrons emitted in this angular range will reach the
detector.
The angular and momentum resolution are two important parameters that deter-
mine the quality of a recorded PE spectrum. The momentum and angular resolution
for an ARPES experiment are related as follows:
∆k|| =
cosϕ∆ϕ
~
√
2m(hν − Eb − φa), (2.44)
where m is the mass of the electron. ∆ϕ is the angular resolution and depends on
the lens mode and the number of camera pixels that are summed in the angular
direction used during the ARPES experiment.
UV Light Source
Lower photon energies are mostly used in ARPES. A UV source is therefore generally
needed for ARPES experiments. It can be obtained by SR as discussed in the case of
XPS or by laboratory-based lamps or lasers. In this project a helium gas discharge
was used with energy 21.2 eV. UV light is produced by He electron synchrotron
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Figure 2.15: Photographs of the University of Johannesburg ARPES laboratory
equipment where all our experiments were carried out.
resonance plasma. Low pressure He gas placed in a cavity is ionized by microwave
radiation. By collision, electrons from the gas atoms will be excited to higher energy
levels. During their transition back, they emit UV light. If the pressure is too high,
the energy levels are distorted and the spectrum line is broadened. This results in
a continuous spectrum of photons. Since we are aiming for monochromatic light, a
low pressure discharge lamp is used. Also a monochromator is placed in conjunction
with the UV source not only to prevent from a continuous spectrum but also to avoid
background in the recorded data in the case when the two energy lines overlap.
Chapter 3
Film growth and characterization
In this chapter we present the results of Ge deposition onto Pt(111). LEED and
XPS are the two experimental tools used for the characterization.
3.1 Pt(111) Substrate
The crystal structure of Pt is face centered cubic (FCC). Cut along the (111) plane,
the FCC crystal creates an hexagonal array of closed packed atoms as shown in figure
3.1. The distance between each atom in the (111) plane is a/
√
2 with a = 3.92 Å,
Figure 3.1: Left panel: Pt crystal structure with the (111) plane highlighted in blue.
Right panel: atomic structure of the (111) plane with a and b its unit vectors.
the lattice parameter of the FCC unit cell (108). The Pt(111) surface has hexagonal
symmetry and offers a fairly good lattice mismatch with germanene (the germanene
lattice parameter has been predicted to be in the range 3.97−4.02 Å(11)). Moreover
Pt is fairly unreactive, therefore it should have a weak interfacial interaction with Ge
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atoms. This makes Pt(111) a good substrate to grow germanene. Thus the electronic
structure of germanene, if synthesized, is expected to be preserved on Pt(111).
3.2 Ge deposition by thermal evaporation
Before any thin film growth a clean substrate surface is required. A clean surface
is necessary for a good interface between film and substrate and a good quality
film. We cleaned the as-received Pt(111) surface by argon ion sputtering (E=1.5 eV,
I=6 mA) followed by annealing. Schematics of the argon sputtering and annealing
system are shown in figure 3.2. The annealing was done by an electron beam heater
(EBH). The EBH heats by electron bombardment from a filament placed a few
millimeters behind the sample holder in the manipulator. The crystal’s temperature
was controlled by a commercial pyrometer through one of the quartz windows of the
preparation chamber.
Figure 3.2: Top panel: schematic of the sputtering system: argon ions impact the
sample surface and knock any contaminants from the surface. Bottom panel: electron
beam heater. The filament is held at a negative potential and the sample at ground.
The cleanliness of the surface was checked by XPS and LEED analysis. After the
cleaning routine (cycles of sputtering-annealing), a sharp LEED pattern as displayed
in figure 3.3, was obtained indicating a surface free of any contaminants. This was
confirmed by XPS analysis which gave no sign of carbon and oxygen.
Ge was deposited by resistively heating (tantalum wire filament) an ingot of
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Figure 3.3: LEED image of the Pt(111) clean surface (taken at 64 eV).
pure Ge loaded in a boron nitride crucible placed in an evaporator. The pressure
during evaporation was less than 2.25×10−9 mbar. Each deposition was followed by
subsequent annealing when necessary. Figure 3.4 shows a schematic of the evaporator
and its geometry with respect to the substrate.
Figure 3.4: Schematic of the evaporator system: an ingot of Ge placed in a crucible
is resistively heated.
The growth was followed by in-situ LEED and XPS measurements. The prepa-
ration chamber is connected to the analysis chamber where our measurements were
done. Thus the film did not leave the vacuum system before measurement.
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3.3 LEED Results and Analysis
Various deposition scenarios were carried out, where both Ge thickness and the sub-
strate temperature were tuned. Ge deposition on Pt(111) held at room temperature
leads to the loss of all LEED features from Pt(111) with the appearance of no addi-
tional features. At low or high coverage these results were the same. Upon annealing
the structure formed by Ge becomes thickness dependent. We found that Ge forms
three different structures on Pt(111). In the low coverage (less than 1 monolayer of
Ge atoms), Ge/Pt(111) exhibits either a (
√
7×√7) or (√19×√19) superstructure
with respect to Pt(111). We will refer to these as
√
7 and
√
19 for short. The
√
19
structure appears as a transition from the
√
7 structure upon annealing at 750 ◦C.
At high coverage (more than 1 monolayer of Ge atoms) Ge/Pt(111) prefers a (2× 2)
superstructure with respect to the Pt(111) surface.
Alternatively we were able to produce these structures by depositing Ge onto Pt
held at 400 ◦C or 500 ◦C with no subsequent annealing. Only the
√
19 structure
required further annealing at 750◦ C to appear. In the following we discuss these
structures from a LEED and XPS perspective.
3.3.1 (
√
7×√7) superstructure
The LEED pattern of the
√
7 superstructure is shown in figure 3.5. We made a
systematic drawing of the reciprocal space structure consistent with the observed
pattern for better understanding. It is composed of two symmetrically equivalent
domains with the lattice vectors rotated with respect to those of Pt(111). By com-
paring to a previous reported silicene structure on Ir(111) by Meng et al. (109),
we identified it as a (
√
7 ×√7) superstructure with respect to Pt(111). The angle
between this overlayer and the Pt(111) surface is estimated to be 19.1± 0.5◦.
It is the first time that this structure of Ge/Pt(111) is realised experimentally.
However, whether it is germanene or a Ge-Pt surface alloy is unclear. Švec et al.
studied Si/Pt(111) and argue that the reported structures are surface alloys rather
than a 2D layer of Si atoms (silicene). They extended their argument to Ge on
any transition metal since Ge and Si exhibit similar electronic behavior (67). On
the other hand, as discussed in the literature survey on germanene, several reports
have supported the formation of germanene with various superstructures on tran-
sition metals including Pt(111). A DFT study has also predicted the existence of
germanene with preserved Dirac cones on Pt(111) (79).
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(b)(a)
Figure 3.5: (a) LEED image taken at 65 eV of Ge/Pt(111)
√
7 structure. (b)
Schematic diagram of the LEED pattern. The black arrows are the unit vectors
of Pt and the red and green arrows are the unit vectors of the two domains formed
by Ge. The LEED picture and the drawing are scaled differently.
3.3.2 (
√
19×√19) superstructure
As mentioned above, when less than one Ge layer is deposited onto Pt(111) with a
subsequent annealing to 750 ◦C, Ge/Pt(111) exhibits a
√
19 structure with low Ge
coverage (figure 3.6). In real space, the size of the unit cell of this structure is 1.65
(a) (b)
Figure 3.6: (a) LEED image taken at 64 eV of the Ge/Pt(111)
√
19 structure. (b)
Schematic diagram of the LEED pattern. The black arrows are the unit vectors of
Pt and the red and green arrows are the unit vectors of the two domains formed by
Ge. The LEED picture and the drawing are scaled differently.
times bigger than the unit cell of the
√
7 structure. This suggests a redistribution
of the Ge and Pt atoms at the surface during the transition from the
√
7 to
√
9
structure, which induces the complexity of the latter as shown by the LEED image.
This structure has been reported by Li et al. to be germanene. Their argument
was based on a combined STM, DFT and electron localization study (66). However,
a Ge/Pt(111) alloy with the same structure was reported by Ho Chih-Sung et al
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(110). They deposited 1 ML of Ge onto Pt(111) at room temperature. Subsequent
annealing at 1173 ◦C - 1473 ◦C resulted in a surface alloy. Also, as in the case of
the
√
7 structure, Švec et al. ascribe this structure to a surface alloy made of GePt
tetramers (67).
3.3.3 (2× 2) superstructure
Above one monolayer, the structure obtained is displayed in figure 3.7. Clearly it
Figure 3.7: (a) LEED image taken at 64 eV of the Ge/Pt(111) (2 × 2) structure.
(b) Schematic diagram of the LEED pattern. The black arrows are the unit vectors
of Pt and the red arrows are the unit vectors of the structure formed by Ge. The
LEED picture and the drawing are not to the same scale.
can be identified as a (2×2) superstructure with respect to Pt(111) with no rotation.
To the best of our knowledge, this structure has not been reported in any literature
on Ge growth on Pt(111). Two structures consistent with the LEED pattern are
shown in figure 3.8: 2D Ge overlayer (germanene) and Ge-Pt alloy. Although the
Ge/Pt(111) alloy is believed to have a much larger unit cell than that of Pt(111),
from the LEED image, we cannot argue the true nature of the structure (110, 111).
It could also be that there is a bulk Ge structure resulting from clusters of Ge atoms
on top of Pt(111), since Ge(111) has an hexagonal structure.
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Surface alloy Overlayer
Figure 3.8: Possible structures consistent with the (2 × 2) LEED pattern. In the
overlayer, Ge atoms are shown on top of the hole site. They could conceivably be
above another site of the Pt surface.
3.4 XPS Results and Analysis
Detailed XPS measurements of Pt 4f, Ge 3d, Ge 2p core levels and the Pt valence
band (VB) were done to gain more insight into the real nature (alloy or germanene) of
the three structures. XPS measurement results of the two stuctures at low coverage
(
√
7 and
√
19) are more or less the same. In the following, we discuss them together.
The high coverage structure is discussed separately.
3.4.1
√
7 and
√
19 structures
Figure 3.9: Pt 4f spectra for clean Pt,
√
7 and
√
19 structures. The arrows are used
to show the decrease in the core level width upon Ge deposition.
As can be seen in figure 3.9, Pt 4f is almost insensitive to Ge deposition at low Ge
converage. A first interpretation could be to identify these structures as a 2D layer of
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Ge atoms (germanene) interacting weakly with the Pt(111) substrate . This picture
would be consistent with the reported result by Li et al. claiming the synthesis of
germanene with a
√
19 structure with respect to Pt(111). Another way to interprete
the absence of core level shift is that Ge atoms mix with Pt atoms at the surface
(surface alloy) forming an nonpolar bond with the Ge-Pt interaction strength being
the same as the Pt-Pt strength. Nonpolar bond between Ge and Pt atoms is possible
because of their relatively close electron negativities (2.28 for Pt and 2.01 for Ge)
(112, 113). Therefore from the Pt 4f core level analysis, surface alloy and germanene
scenarios are possible.
The one visible feature in the Pt 4f spectra is the narrowing of the peak’s width
upon Ge deposition and annealing. This means either the formation of a more
ordered surface or an increase in the core hole lifetime (see equation 2.41). The clean
Pt(111) surface is already well ordered, thus it is very difficult to imagine how Ge
deposition could increase the surface order. The observed decrease in the width is
therefore ascribed to the increase in photohole lifetime and therefore reduction of
the metallic nature of the surface.
Attention was also given to the evolution of the Pt VB upon Ge deposition. Clean
Pt(111) VB spectrum shows a large band width characteristic of the delocalized 5d
electrons that mostly constitute it (figure 3.10). The step function characteristic of a
metallic Fermi level is clearly resolved. Three main features, most likely originating
from the Pt 5d bands are visible in the spectrum. After Ge deposition, the VB for
both structures, apart from being slightly decreased in intensity, conserves the same
features as that of the clean Pt. This is consistent with the absence of a shift in the
Pt 4f core level. the Pt atoms’ state is not pertubed by the deposited Ge atoms.
The VB of materials is usually sensitive to pertubations of the systems. The VB is
investigated in much more details in the following chapter.
Analysis of the Pt 4f core level spectra and Pt VB leaves us with two possible
interpretations of the
√
7 and
√
19 structures. We then look at the Ge 3d and Ge 2p
core level spectra to better understand these structures.
In figure 3.11, Ge 3d core level spectra for the two different structures are shown.
The main difference in the two spectra is the decrease of intensity from the
√
7 to
the
√
19 structure where a decrease in the spectra width can also be observed. This
means that the amount of Ge on Pt(111) has been reduced. This also suggests that
the latter structure is more ordered. We estimated the deposited Ge thickness using
equation 2.2 with the Pt 4f levels. This results in 0.52 ML of Ge for the
√
7 structure.
Upon annealing to 750◦ C where the
√
19 structure appears, it reduces to 0.38 ML.
Ge has therefore diffused into Pt bulk during the annealing process that resulted in
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Figure 3.10: Valence bands spectra of clean Pt(111),
√
7 Ge/Pt(111) and
√
19
Ge/Pt(111) structures.
the formation of the
√
19 structure. The conversion of the
√
7 structure into the√
19 structure is therefore driven by a diffusion process. It is also possible that Ge
desorbs into the preparation chamber. However, 750◦ C is far below the sublimation
temperature of Ge in vacuum. This strongly supports the diffusion into Pt bulk.
Moreover, our experience when cleaning Ge from the Pt surface, is that Ge diffuses
into the bulk upon annealing.
Figure 3.11: Ge 3d core level spectra of
√
7 and
√
19 structures.
To get interpretable information form the Ge 3d spectra, we fitted the spectra for
the two observed structures (figure 3.12). Both could be fitted by two components
suggesting two chemical environments for Ge atoms at the surface of Pt(111). The
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ratios of the area of the two component are in the 1:3 for the
√
7 and 1:4 for the√
19. This rules out planar germanene, as all Ge atoms occupy identical sites. It
does not also agree with previous reported buckled germanene since it has either 1:1
ratio between the two sites (72), or a 1:5 ratio (66).
Figure 3.12: Fits of Ge 3d spectra. Top panel:
√
7 structure. Bottom panel:
√
19
structure.
The table below summarizes the components areas and their ratio from the fitting.
A1 and A2 are used to denote the areas of the higher (Ge1) and lower (Ge2) binding
energy components in each fitting.
Table 3.1: Component areas and ratios from Ge 3d fitting.
Structures A1 A2 A1/A2√
7 260 754 0.344√
19 146 587 0.248
In order to better understand the origin of the two sites we looked at the Ge
2p3/2 core level for the
√
19 structure, shown in figure 3.13. The Ge 2p core levels
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are at a much higher binding energy than the Ge 3d, which means that the 2p
photoelectron emitted from the Ge has a much lower kinetic energy. This in turn
means that it is substantially more surface sensitive than the 3d levels. Figure 3.13
clearly shows that the component at higher binding energy is significantly smaller
in the surface sensitive regime. In other words, it originates from the bulk, and the
component at lower binding energy originates from the surface. The existence of a
bulk component is not surprising, given our experience of the diffusion of Ge in Pt.
We also computed the area of the two components from the 2p fitting. The results
Figure 3.13: Fits of Ge Ge 2p3/2 for the
√
19 structures. Only the 2p3/2 component
was fitted due to the exceptionally large spin-orbit splitting of Ge 2p, 31.1 eV.
are shown in table 3.2. Comparing the results in tables 3.1 and 3.2, it can be seen
Table 3.2: Components areas and ratio from Ge 2p fitting.
Structure A1 A2 A1/A2√
19 0.130× 106 0.980× 106 0.134
that the ratio decreases in the surface sensitive region.
All these facts point towards a Ge-Pt surface alloy. If we look more carefully at the
model proposed by Švec et al., we see that the
√
7 structure has more Ge atoms
per unit surface area than the
√
19 (67). This agrees with the decrease in surface
coverage that we saw with annealing. It suggests Ge diffusion into the bulk and the
resultant lower surface coverage favours the formation of the
√
19 structure. The
bulk component in Ge 2p spectrum indicates the existence of a subsurface Ge atom
underneath the first layer, possibly below the tetramer proposed by Švec et al. (figure
3.14). We note that Švec and coworkers did not see a bulk component in their XPS
measurements. This could well be explained by the photon energy that they used,
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150 eV, which resulted in an exceptionally surface sensitive measurement.
Figure 3.14: Atomic structure of the model proposed by Švec et al. for Si/Pt(111)
(67). There are different tetramers per unit cell. The Si atoms in each tetramer form
a triangle (red and blue). The Pt atom in red is raised above the surface, whereas
the dark grey Pt atom is at the same height as the other atoms.
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3.4.2 (2× 2) structure
As mentionned previously, this structure only appears above 1 ML. We deposited
2.5 ML of Ge onto clean Pt(111). The Pt 4f level spectrum presents a core level shift
(CLS) of about 260 meV toward higher values (figure 3.15). This CLS means that a
significant interaction between Pt and Ge is present in this structure.
Figure 3.15: Pt 4f core level of clean Pt and (2× 2) Ge/Pt(111).
The overall peak’s intensity decreases by 40% after Ge deposition. Such an
important attenuation of Pt 4f core level suggests either development of a bulk Ge
structure on the substrate surface or a very Ge rich surface. We fitted both the clean
Pt(111) 4f spectrum and that of the observed (2×2) Ge/Pt(111). Clean Pt(111) can
be fitted with one component originating from Pt bulk with a very high asymmetry
(1.45) with a width of 0.85 eV (upper panel figure 3.16). With our photon energy and
resolution, no surface component could be resolved. In Ge/Pt(111), two components
can be resolved: one at the same position as bulk Pt (Pt2) and the other one at
a higher binding energy (Pt1) (lower panel figure 3.16). The two components have
very low asymmetry and the width of the bulk Pt component reduces to 0.61. This
is probably due to the reduction of the metallic activity of Pt upon Ge deposition.
The second components at higher binding energy is due to Ge-Pt interaction.
Visible changes can be seen in the VB displayed in figure 3.17. There is a depletion
of states near Fermi. Ge atoms therefore hybridized strongly with Pt atoms causing
the reduction of the DOS near Fermi. The net attenuation ofthe Pt 4f core level
intensity and the reduction of the DOS point toward Ge-Pt intermixing with electrons
localized between Ge-Pt atoms. This results in the positive core level shift in Pt 4f.
The Ge 3d spectrum is shown in figure 3.18. We fitted the spectrum and two
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Figure 3.16: Pt 4f core level of clean Pt (top panel) and (2× 2) Ge/Pt(111) (bottom
panel)
components could be resolved. Ge atoms are therefore in two different chemical
environments. One is probably due to Pt-Ge bonding and the second to Ge-Ge
bonding. As in the case of the low coverage structure we used Ge 2p to understand
more the origin of these two sites. Again two components could be resolved from Ge
2p fitting (figure 3.19). We therefore have a bulk as well as a surface component.
By comparing with the results for the low coverage structures, the two components
in Ge 3d as well as in Ge 2p swap places with a net increase in intensity. The
increase in intensity can be explained by the increase in Ge thickness. However
more experiments are needed to fully explain the mechanism behind the swap of the
components from low to high coverage. From these facts, we cannot conclude the
real nature of the observed (2× 2) Ge/Pt(111).
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Figure 3.17: Valence bands of clean Pt(111) and (2× 2) Ge/Pt(111).
Figure 3.18: Fit of Ge 3d spectrum of the (2× 2) Ge/Pt(111).
Figure 3.19: Fits of Ge 2p3/2 spectrum of the (2× 2) structure.
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3.5 Partial conclusion
In this chapter we charaterized using XPS and LEED the surface structure formed by
Ge deposited onto the Pt(111) surface. We found that Ge can form three structures
on Pt(111) depending on the substrate temperature and Ge thickness. The
√
7 and
the 2 × 2 structure are new findings for this system. Our observation and analysis
rule out the formation of germanene on Pt(111) and point toward Ge-Pt alloys. The√
7 and
√
19 fit well with the tretramer model proposed by Švec et al. (67) (figure
3.12) with a subsurface atom underneath each tetramer. In the 2×2 structure, XPS
results suggest a strong interaction between Pt and Ge atoms but we are not able to
determine the nature of this structure.
Chapter 4
ARPES on Ge/Pt(111)
This chapter is devoted to presentation of the results from the analysis of the ARPES
data recorded on the different structures obtained for Ge on Pt(111). Attention is
given to the change in clean Pt electronic structure due to Ge deposition and whether
Dirac cones emerge in the Ge/Pt system.
The ARPES spectra were taken at room temperature with a photon energy of
21.2 eV using the Phoibos 150 SPECS analyzer described previously. The momentum
space map was obtained by scanning the polar at various azimuthal angles. The
energy and angular resolutions are 120 meV and 0.058◦ respectively.
4.1 Electronic band structure of clean Pt(111)
We first mapped out the electronic band structure of Pt(111). This is important
because it serves as a reference to detect any new features induced by Ge deposition
and understand the mechanism of Ge-Pt interaction.
As mentioned in the third chapter, the Pt(111) surface has hexagonal symmetry.
Its real lattice vectors are defined as follows:
a1 = d
(
1
2
,
√
3
2
)
and a2 = d
(
1
2
,−
√
3
2
)
(4.1)
d is the inter-atomic distance in the (111) plane. The reciprocal lattice vectors can
be found using the following relation:
ai · bi = 2pi. (4.2)
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Therefore the reciprocal lattice vectors of the Pt(111) plane are the following:
b1 =
4pi
d
√
3
(√
3
2
,
1
2
)
and b2 =
4pi
d
√
3
(√
3
2
,−1
2
)
. (4.3)
The real and reciprocal spaces of Pt(111) are represented in the figure below. We
also construct the FBZ from the reciprocal lattice.
Figure 4.1: Lattice structure of Pt(111) and its FBZ.
Given that the Pt crystal could not be oriented during mounting, we applied a
correction to the azimuthal angle determined from the LEED to align the FBZ in the
laboratory frame. From figure 4.1, we determined the distance in the high symmetry
directions of the FBZ. They are as follows:
ΓM =
2pi
d
√
3
, ΓK =
4pi
3d
, MK =
ΓK
2
. (4.4)
Since the momentum space is mapped out by scanning angles, it is useful to find
the corresponding angle for each of these high symmetry directions. To that end we
used the relationship between that angle and k|| from equation 2.10:
k|| = 0.51
√
Ek sin θ, (4.5)
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where Ek is the kinetic energy of electron at the Fermi level since we are looking at
the region around the Fermi level. The found values are summarized in table 4.1.
Table 4.1: Pt(111) FBZ high symmetry directions and corresponding lengths and
polar angles.
FBZ directions length (1/Å) polar angle
Γ-M 0.925 26.2◦
Γ-K 1.070 31.8◦
M-K 0.534 14.7◦
We performed the ARPES measurement with the detector operating in the wide
angular mode. It offers us the greatest acceptance angle in the vertical direction of
±13◦. This corresponds to a parallel k vector of length 0.470 1/Å. This means that
we are able to map only 44% of ΓK, 51% of ΓM and 88% of MK for clean Pt(111).
The obtained PE spectra of Pt(111) along ΓK and MK are presented in figure 4.2.
In the ΓK direction, two bands can be clearly seen at binding energy 1.5 eV and 4.1
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Figure 4.2: (a) recorded ARPES spectrum along ΓK in the FBZ of Pt(111). (b)
ARPES spectrum along MK in the FBZ of Pt(111). Dotted red lines are guides to
eye. Dark color represents low PE intensity.
eV at Γ. These bands broaden towards K and M and then split each in two. Tapilin
et al., using ARPES with linear muffin-tin orbitals tight binding calculations, have
reported similar bands for the surface FBZ of Pt(111) (114). Their bands’ positions
were EB = 1.7 eV and EB = 4.2 eV. They argue that the bands at EB = 1.7 eV
come from dx2−y2 and dz2 and those at EB = 4.2 eV from dxy, dyz and dxz. The
splittings of these bands towards K were also observed by them (left panel figure
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4.3). Mills et al. also reported, using SR based ARPES, the same bands on Pt(111)
that they argue originate from resonant states (115). Resonant states come from
a combination of surface and bulk states. Smith et al. using ARPES argue that
the bands at EB = 1.5 eV are surface resonance bands but the origin of those at
EB = 4.1 eV is unclear (116). It has been claimed that Pt surface states fall above
the Fermi level, and therefore cannot be probed by ARPES (117).
In the MK direction, at least four bands can be seen around Γ. A very dispersive
band at EB = 4 eV and a less dispersive band at EB = 2.87 eV. This latter band
appears as a shoulder for the one at EB = 4 eV. The two other visible bands are
close to the Fermi level at 0.93 eV and 0.2 eV respectively. The bands at EB = 0.93
eV split into two towards K. These bands have been reported by Smith et al. to be
resonance states (116). More recently similar bands near the Fermi level at the M
point of clean Pt(111) FBZ have been reported by Yong et al.(118) to be surface
resonance states (right panel figure 4.3).
(a) (b)
Figure 4.3: (a) ARPES spectrum along ΓK in the FBZ of Pt(111) reported by Tapilin
et al. (114). The vertical dashed line is to show our mapping window and the arrows
are to show positions of bands comparable to those observed in our spectrum. (b)
ARPES spectrum along ΓK and KM of the FBZ of Pt(111) reported by Yong et
al.(118). The arrows are to show positions of bands comparable to those observed
in our spectrum. Figure adapted from (114, 118).
The bands in the ΓM direction are similar to those in the ΓK (left panel figure
4.4). They are situated at EB = 1.5 eV and EB = 4.1 eV and split into two towards
M. Tapilin et al. have reported similar bands as shown on the right panel in figure
4.4 (114). However, in their report the band at 4.1 eV splits into four bands towards
M (right panel figure 4.4).
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In spite of the various studies, it appears that knowledge of the band structure of
Pt(111) is still not complete since the authors have divergent views on the nature of
the observed bands. Moreover a modern ARPES study on clean Pt(111) is lacking.
k||(1/Å)
E
B
[e
V
]
M---Γ---M(a) (b)
Figure 4.4: (a) Measured ARPES spectrum along ΓM of the FBZ of Pt(111). (b)
Calculated spectrum along ΓM in the FBZ of Pt(111) reported by Tapilin et al.
(114). The vertical dashed line is to show our mapping window and the arrows to
show positions of bands comparable to those observed in our spectrum. The figure
in the right panel is adapted from (114).
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4.2 Electronic band structure of Ge/Pt(111)
In this section, we present and discuss the ARPES results on each of the obtained
structures of Ge on Pt(111). We used the same experimental parameters as for clean
Pt(111). The results presented were seen to be reproducible.
4.2.1 (
√
7×√7) structure
The figure 4.5 shows the geometry of the FBZ of the
√
7 Ge/Pt(111) with respect to
that of the clean Pt(111). In table 4.2, the corresponding lengths and polar angles
Figure 4.5: Geometry of FBZ of Pt(111) in red and that of
√
7 Ge/Pt(111) in blue.
of each of the high symmetry directions of
√
7 Ge/Pt(111) are summarized. With
the acceptance angle of the detector, we were able to scan these directions in full.
Table 4.2:
√
7 Ge/Pt(111) FBZ directions and corresponding lengths and polar an-
gles.
FBZ directions length (1/Å) polar angle
Γ-M 0.350 11.4◦
Γ-K 0.404 9.60◦
M-K 0.202 5.52◦
In figure 4.6, we display the ARPES spectra along ΓK of clean Pt and that of√
7 Ge/Pt(111). It can be seen that no new bands are induced by Ge deposition on
Pt(111). In the ΓK direction of the FBZ of the
√
7 Ge/Pt(111), we can observe the
same bands as those seen in the same direction on clean Pt(111). Their intensities
reduce as compared to the Pt(111) bands. Particularly at the K point of the
√
7
Ge/Pt(111) superstructure where the Dirac cones were predicted to emerge, no bands
were seen. This rules out the existence of any Dirac cones in this structure.
We also took the spectra in the MK directions of both FBZ. The results are
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Figure 4.6: (a) ARPES spectrum along ΓK of Pt(111) FBZ on clean Pt(111), (b)
ARPES spectrum along ΓK of
√
7 Ge/Pt(111) FBZ on clean Pt(111), (c) ARPES
spectrum along ΓK of Pt(111) FBZ on
√
7 Ge/Pt(111), (d) ARPES spectrum along
ΓK of
√
7 Ge/Pt(111) FBZ on
√
7 Ge/Pt(111). The vertical red lines on (b) and (d)
are to show the position of the K point of
√
7 Ge/Pt(111) FBZ.
presented in figure 4.7. No difference can be seen compared to the clean Pt(111)
bands, apart from broadening of the features. Also there is absence of new bands at
the K point of
√
7 Ge/Pt(111). The preservation of clean Pt(111) bands is consistent
with the absence of shift and the preservation of the Pt VB seen in XPS. The loss
of the PE intensity can be interpreted as this structure being disordered but this
would contradict our observations from LEED. Therefore the loss of PE intensity
is probably due to Pt electron scattering off of Ge atoms. However, if a layer of
Ge atoms were formed on Pt(111), bands originating from it should apear in the
PE spectra. All these observations suggest that in the
√
7 Ge/Pt(111) structure,
Ge atoms mix with Pt atoms forming a surface alloy that is hindering the Pt(111)
bands. The absence of new features has been also observed by Švec et al. (67) in
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Si/Pt(111) Fermi surface.
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Figure 4.7: (a) ARPES spectrum along MK of Pt(111) FBZ on clean Pt(111), (b)
ARPES spectrum along MK of
√
7 Ge/Pt(111) FBZ on clean Pt(111), (c) ARPES
spectrum along MK of Pt(111) FBZ on
√
7 Ge/Pt(111), (d) ARPES spectrum along
MK of
√
7 Ge/Pt(111) FBZ on
√
7 Ge/Pt(111). The vertical red lines on (b) and
(d) are to show the position of the K point of
√
7 Ge/Pt(111) FBZ.
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4.2.2 (
√
19×√19) structure
The FBZ of (
√
19 Ge/Pt(111) is shown in figure 4.8. We draw it together with that
of Pt(111) to show their orientation with respect to each other. Table 4.3 summarizes
Figure 4.8: FBZ of Pt(111) in red and that of the (
√
19 Ge/Pt(111) in blue. The
two are drawn together to show their geometry with respect to each other.
the corresponding lengths and polar angle of the various high symmetry directions
of the FBZ of the
√
19 Ge/Pt(111) structure.
Table 4.3:
√
19 Ge/Pt(111) FBZ directions and corresponding lengths and polar
angles.
FBZ directions length (1/Å) polar angle
Γ-M 0.212 6.70◦
Γ-K 0.245 5.80◦
M-K 0.122 3.35◦
We show in figure 4.9 the ARPES spectra along ΓK direction of clean Pt(111)
and
√
19 Ge/Pt(111) structures. We observed the same trend as in the case of the√
7 structure: no new bands appear, there is a loss of PE intensity and no Dirac
cones at the K point of
√
19 Ge/Pt(111).
Spectra along MK directions were also taken. They follow the same trend as
that of
√
7 Ge/Pt(111) (see figure 4.10). These observation can be interpreted in
the same way as in the
√
7 Ge/Pt(111) case. This also confirms that the difference
between the two phases is just structural. However, the Pt(111) bands become more
visible, this is probably due to the reduction of Ge on the Pt(111) surface due to
difusion into the Pt bulk. In this structure electrons from Pt are subject to less
scattering. All these facts rule out any Ge overlayer structure on Pt(111) as claimed
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Figure 4.9: (a) ARPES spectrum along ΓK of Pt(111) FBZ on clean Pt(111), (b)
ARPES spectrum along ΓK of Pt(111) FBZ on
√
19 Ge/Pt(111), (c) ARPES spec-
trum along ΓK of
√
19 Ge/Pt(111) FBZ on clean Pt(111): Top right, (d) ARPES
spectrum along ΓK of
√
19 Ge/Pt(111) FBZ on
√
19 Ge/Pt(111). The vertical red
lines are to show the position of the K point of the
√
19 Ge/Pt(111) FBZ.
by Li et al.(66). The observed
√
19 Ge/Pt(111) superstructure is simply a Ge-Pt
surface alloy.
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Figure 4.10: (a) ARPES spectrum along MK of Pt(111) FBZ on clean Pt(111), (b)
ARPES spectrum along MK of
√
7 Ge/Pt(111) FBZ on clean Pt(111), (c) ARPES
spectrum along MK of Pt(111) FBZ on
√
7 Ge/Pt(111), (d) ARPES spectrum along
MK of
√
7 Ge/Pt(111) FBZ on
√
7 Ge/Pt(111). The vertical red lines on (b) and
(d) are to show the position of the K point of
√
7 Ge/Pt(111) FBZ.
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4.2.3 (2× 2) structure
Figure 4.11 shows the FBZ of Pt(111) and that of the (2× 2) Ge/Pt(111). We put
them together to show their orientation with respect to each other. High symmetry
Figure 4.11: FBZ of Pt(111) in red and that of the (2× 2) Ge/Pt(111) in blue. The
two BZ are aligned with each other.
direction lengths and polar angles of the FBZ of the (2×2) structure are summarized
in table 4.4. In the ΓK direction of the (2×2) FBZ, the K point could not be reached.
Table 4.4: (2× 2) Ge/Pt(111) FBZ directions and corresponding lengths and polar
angles.
FBZ directions length (1/Å) polar angle
Γ-M 0.462 12.7◦
Γ-K 0.534 14.7◦
M-K 0.267 3.35◦
Figure 4.12 presents the ARPES data of the (2 × 2) structure along the ΓK
direction. As observed in the case of low coverage structures, no new bands are
induced by Ge. However, in this case the Pt(111) bands are strongly depleted. A
drastic change can be seen. The bands broaden and become blurred. Bands in the
MK direction of clean Pt(111) near the Fermi level are even more depleted (figure
4.13). The blurriness of Pt(111) bands, at first sight, points towards disorder on
Pt(111). However, even if this structure brings some disorder, it is still ordered since
we observed a good LEED image. The 2 ML (5× 5) Ge-Pt alloy electronic structure
has been studied by Futani et al.(111) using ARPES and STM. They observed a
strong disturbance of the Pt states by Ge deposition. They also observed the bands
broadening. They argue that this is because of a smearing effect due to dilute Ge.
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Their observations suggest a well ordered (5×5) Ge-Pt alloy. However, from what we
observed in XPS and how the Pt(111) bands are blurred, we postulate the following:
the observed (2× 2) Ge/Pt(111) is either Ge islands on the Pt(111) surface or bulk
Ge developing in a disordered way on top of Pt(111). An an atomically resolved
study is needed to know more about this structure.
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Figure 4.12: (a) ARPES spectrum along ΓK of Pt(111) FBZ on clean Pt(111), (b)
ARPES spectrum along ΓK of Pt(111) FBZ on (2× 2) Ge/Pt(111).
4.3 Partial conclusion
In the low coverage regime, ARPES measurements show no difference apart from loss
of PE intensity between the bands observed on clean Pt(111) and those observed on
the two low coverage structures (
√
7 and
√
19). The bands observed on the
√
7
structure are similar to those observed on the
√
19 structure. This is consistent with
Švec et al’s.(67) argument that the difference between the two structures is only
structural. Moreover Pt(111) bands in the
√
19 structure are more visible than those
in the
√
7 structure. The diffusion of Ge into Pt bulk has caused reduction of Ge on
the Pt(111) and therefore a more intense PE. We also took the bands along the MK
direction of each of the FBZ.
The (2 × 2) Ge/Pt(111) structure leads to an almost complete depletion and
blurriness of the Pt(111) bands with the introduction of no new bands. The bands
near Fermi of the clean Pt(111) in the MK direction are completely depleted. These
lead us to conclude that this structure is more disordered than those observed at low
coverage and cannot be a layer of Ge atoms. However its atomic structure cannot
be deduced from our observations.
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Figure 4.13: (a) ARPES spectrum along MK of Pt(111) FBZ on clean Pt(111), (b)
ARPES spectrum along MK of (2×2) Ge/Pt(111) FBZ on clean Pt(111), (c) ARPES
spectrum along MK of Pt(111) FBZ on (2 × 2) Ge/Pt(111), (d) ARPES spectrum
along MK of (2× 2) Ge/Pt(111) FBZ on (2× 2) Ge/Pt(111). The vertical red lines
on (b) and (d) are to show the position of the K point of the (2 × 2) Ge/Pt(111)
FBZ.
Chapter 5
Conclusions and perspective
The aim of this study was to investigate the growth and electronic structure of
germanene on Pt(111) and especially to search for any Dirac cone structure in this
2D material. Understanding the electronic structure of this material is paramount to
settle the controversy around its existence but also to take advantage of the predicted
properties for practical application. Our studies were done by the use of XPS, LEED
and ARPES.
In the first chapter, we introduced the reader to 2D Dirac materials and gave a
literature survey on 2D-Xenes with focus on germanene, the material that we studied
in this project. Afterwards, we motivated our study and presented the plan of this
dissertation.
The second chapter presented the experimental tools necessary for this project
namely XPS, LEED and ARPES. We discussed in a succinct manner the theory
behind them and presented the set-up in our lab where all our measurements were
performed.
In the third chapter we present the film growth and characterization. The char-
acterization was done by the use of XPS and LEED. LEED measurements reveal
that Ge can form three structures on Pt(111) depending on the coverage and the
annealing temperature. The
√
7 and
√
19 structures occur at very low coverage (0.5
ML and 0.35 ML respectively) and the
√
19 structure appears as a transition from
the
√
7 upon annealing to 750◦C. The (2× 2) structure is only observed at a higher
coverage (beyond the one monolayer limit). It is the first time (2 × 2) Ge/Pt(111)
and (
√
7×√7) Ge/Pt(111) have been realized experimentally. We also discussed in
this chapter the possible nature of this structure from XPS analysis. In the low cov-
erage regime, XPS data reveals a weak Ge-Pt interaction and Ge diffusion into the
Pt bulk. Moreover we found evidence of a subsurface atom in the case of the root√
19 structure. In the high coverage regime, XPS reveals a significant interaction
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between Ge-Pt atoms with possible formation of Ge islands.
The last chapter presents the ARPES measurements on clean Pt(111) and on
the three Ge/Pt(111) structures. In the low coverage regime, the Pt bands are pre-
served. They do however become blurred with a loss of intensity. No new bands
due to Ge superstructures were observed. Moreover Pt(111) bands become blurred
with loss of intensity. We deduce that Ge deposition onto Pt(111) cause electrons to
scatter off the Ge atoms. The formed structure is a mixture of Ge-Pt atoms leading
to a surface alloy rather than a continuous Ge layer on top of Pt(111). We therefore
have a Ge-Pt alloy instead of germanene. Moreover we proposed the existence of a
subsurface Ge atom due to diffusion. These low coverage structures seem to fit well
with the alloy model put forth by Švec et al.(67).
The high coverage structure shows an important Ge-Pt interaction and leads to a
complete blurring of the Pt(111) bands. This means that this structure is a more dis-
ordered phase. This appears to be in conflict with our LEED results. An atomically
resolved study is needed to know its nature.
To go beyond the present work, STM on the obtained (2 × 2) structure needs
to be performed. This would give more insight on this structure. Also, the Ge-Pt
interaction needs to be studied more carefully in order to understand the dynamics
of the formation of Ge/Pt(111). This would include both systematic high resolved
XPS and DFT calculations. Another route of study would be the dynamic of the
transition from the
√
7 Ge/Pt(111) structure to the
√
19 structure. This would help
to understand the real difference between these two phases.
Bibliography
[1] P. Dirac. The quantum theory of the electron. Proceedings of the Royal Society
of London A, 117(778):610, 1928.
[2] P. Dirac. The principles of quantum mechanics. Oxford University Press,
Oxford, 1981.
[3] A. K. Geim. Graphene: status and prospects. Science, 324(5934):1530, 2009.
[4] L. D. Landau. On the theory of phase transitions. Ukrainian Journal of
Physics, 11:19, 1937.
[5] N. D. Mermin. Crystalline order in two dimensions. Physical Review,
176(1):250, 1968.
[6] K. S. Novoselov, A. K. Geim, S. V. Morozov, D. A. Jiang, Y. Zhang, S. V.
Dubonos, I. V. Grigorieva and A. A. Firsov. Electric field effect in atomically
thin carbon films. Science, 306(5696):666, 2004.
[7] P. R. Wallace. The band theory of graphite. Physical Review, 71(9):622, 1974.
[8] H. S. Philip and D. Akinwande. Carbon Nanotube and Graphene Devices
Physics. Cambridge University Press, New York, 2011.
[9] A. C. Neto, F. Guinea, N. M. Peres, K. S. Novoselov and A. K. Geim. The
electronic properties of graphene. Reviews of Modern Physics, 81(1):109, 2009.
[10] M. Spencer and T. Morishita. Silicene: structure, properties and applications.
Springer, Switzerland, 2016.
[11] S. Cahangirov, M. Topsakal, E. Aktürk, H. Şahin and S. Ciraci. Two-and one-
dimensional honeycomb structures of silicon and germanium. Physical Review
Letters, 102(23):236804, 2009.
71
BIBLIOGRAPHY 72
[12] J. Wang, S. Deng, Z. Liu and Z. Liu . The rare two-dimensional materials with
Dirac cones. National Science Review, 2(1):22, 2015.
[13] S. Balendhran, S. Walia, H. Nili, S. Sriram and M. Bhaskaran. Elemental
analogues of graphene: silicene, germanene, stanene, and phosphorene. Small,
11(6):640, 2015.
[14] K. I. Bolotin, K. J. Sikes, Z. Jiang, M. Klima, G. Fudenberg, J. Hone, P. Kim
and H. L. Stormer. Ultrahigh electron mobility in suspended graphene. Solid
State Communications, 146(9):351, 2008.
[15] J. H. Chen, C. Jang, S. Xiao, M. Ishigami and M. S. Fuhrer. Intrinsic and ex-
trinsic performance limits of graphene devices on SiO2. Nature Nanotechnology,
3(4):206, 2008.
[16] C. L. Kane and E. J. Mele. Quantum spin Hall effect in graphene. Physical
Review Letters, 95(22):226801, 2005.
[17] Y. Yao, F. Ye, X. L. Qi, S. C. Zhang and Z. Fang. Spin-orbit gap of graphene:
First-principles calculations. Physical Review B, 75(4):041401, 2007.
[18] M. I. Katsnelson, K. S. Novoselov and A. K. Geim. Chiral tunnelling and the
Klein paradox in graphene. Nature Physics, 2(9):620, 2006.
[19] A. Molle, J. Goldberger, M. Houssa, Y. Xu, S. C. Zhang and D. Akinwande.
Buckled two-dimensional Xene sheets. Nature Materials, 16(2):163, 2017.
[20] E. Scalise. Vibrational Properties of Defective Oxides and 2D Nanolattices.
Springer, Switzerland, 2014.
[21] Y. Xu, B. Yan, H. J. Zhang, J. Wang, G. Xu, P. Tang, W. Duan and S. C.
Zhang. Large-gap quantum spin Hall insulators in tin films. Physical Review
Retters, 111(13):136804, 2013.
[22] A. Accun. The growth and characterization of silicene, germanene and hexag-
onal boron nitride. PhD thesis, University of Twente, 2017.
[23] M. Houssa, A. Dimoulas and A. Molle. Silicene: a review of recent experi-
mental and theoretical investigations. Journal of Physics: Condensed matter,
27(25):253002, 2015.
[24] T. P. Kaloni, G. Schreckenbach, M. S. Freund and U. Schwingenschlögl. Cur-
rent developments in silicene and germanene. Physica Status Solidi - Rapid
Research Letters, 10(2):133, 2016.
BIBLIOGRAPHY 73
[25] G. G. Guzmán-Verri and L. C. L. Yan Voon. Electronic structure of silicon-
based nanostructures. Physical Review B, 76(7):075131, 2007.
[26] B. Lalmi, H. Oughaddou, H. Enriquez, A. Kara, S. Vizzini, B. Ealet and
B. Aufray. Epitaxial growth of a silicene sheet. Applied Physics Letters,
97(22):223109, 2010.
[27] Z. L. Liu, M. X. Wang, J. P. Xu, J. F. Ge, G. Le Lay, P. Vogt, D. Qian, C.
L. Gao, C. Liu and J. F. Jia. Various atomic structures of monolayer silicene
fabricated on Ag(111). New Journal of Physics, 16(7):075006, 2014.
[28] H. Enriquez, S. Vizzini, A. Kara, B. Lalmi and H. Oughaddou. Silicene struc-
tures on silver surfaces. Journal of Physics: Condensed matter, 24(31):314211,
2012.
[29] B. Feng, Z. Ding, S. Meng, Y. Yao, X. He, P. Cheng, L. Chen and K. Wu.
Evidence of silicene in honeycomb structures of silicon on Ag(111). Nano
Letters, 12(7):3507, 2012.
[30] H. Jamgotchian, Y. Colignon, N. Hamzaoui, B. Ealet, J. Y. Hoarau, B. Aufray
and J. P. Bibérian. Growth of silicene layers on Ag(111): unexpected ef-
fect of the substrate temperature. Journal of Physics: Condensed matter,
24(17):172001, 2012.
[31] P. De Padova, C. Quaresima, C. Ottaviani, P. M. Sheverdyaeva, P. Moras,
C. Carbone, D. Topwal, B. Olivieri, A. Kara, H. Oughaddou and B. Aufray.
Evidence of graphene-like electronic signature in silicene nanoribbons. Applied
Physics Letters, 96(26):261905, 2010.
[32] P. Vogt, P. De Padova, C. Quaresima, J. Avila, E. Frantzeskakis, M. C. Asen-
sio, A. Resta, B. Ealet and G. Le Lay. Silicene: compelling experimental
evidence for graphenelike two-dimensional silicon. Physical Review Retters,
108(15):155501, 2012.
[33] L. Chen, C. C. Liu, B. Feng, X. He, P. Cheng, Z. Ding, S. Meng, Y. Yao and
K. Wu. Evidence for Dirac fermions in a honeycomb lattice based on silicon.
Physical Review Letters, 109(5):056804, 2012.
[34] S. K. Mahatha, P. Moras,V. Bellini, P. M. Sheverdyaeva, C. Struzzi, L. Petac-
cia, C. Carbone. Silicene on Ag(111): A honeycomb lattice without Dirac
bands. Physical Review B, 89(20):201416, 2014.
BIBLIOGRAPHY 74
[35] D. Tsoutsou, E. Xenogiannopoulou, E. Golias, P. Tsipas and A. Dimoulas.
Evidence for hybrid surface metallic band in (4× 4) silicene on Ag(111). Applied
Physics Letters, 103(23):231604, 2013.
[36] S. K. Mahatha, P. Moras, P. M. Sheverdyaeva, R. Flammini, K. Horn and C.
Carbone. Evidence for a diamondlike electronic band structure of Si multilayers
on Ag(111). Physical Review B, 92(24):245127, 2015.
[37] R. Arafune, C. L. Lin, R. Nagao, M. Kawai and N. Takagi. Comment on
evidence for Dirac fermions in a honeycomb lattice based on silicon. Physical
Review Letters, 110(22):229701, 2013.
[38] C. L. Lin, R. Arafune, K. Kawahara, M. Kanno, N. Tsukahara, E. Minamitani,
Y. Kim, M. Kawai and N. Takagi. Substrate-induced symmetry breaking in
silicene. Physical Review Letters, 110(7):076801, 2013.
[39] S. Cahangirov, M. Audiffred, P. Tang, A. Iacomino, W. Duan, G. Merino and
A. Rubio. Electronic structure of silicene on Ag(111): Strong hybridization
effects. Physical Review B, 88(3):035432, 2013.
[40] M. X. Chen and M. Weinert. Revealing the substrate origin of the linear
dispersion of silicene/Ag(111). Nano Letters, 14(9):5189, 2014.
[41] Z. X. Guo, S. Furuya, J. I. Iwata and A. Oshiyama. Absence and presence
of Dirac electrons in silicene on substrates. Physical Review B, 87(23):235435,
2013.
[42] J. Zhu and U. Schwingenschlögl. Structural and electronic properties of sil-
icene on MgX2 (X= Cl, Br, and I). ACS Applied Materials and Interfaces,
6(14):11675, 2014.
[43] J. Zhu and U. Schwingenschlögl. Stability and electronic properties of silicene
on WSe2. Journal of Materials Chemistry C, 3(16):3946, 2015.
[44] S. Sattar, R. Hoffmann and U. Schwingenschlögl. Solid argon as a possible
substrate for quasi-freestanding silicene. New Journal of Physics, 16(6):065001,
2014.
[45] C. C. Liu, H. Jiang and Y. Yao. Low-energy effective hamiltonian involving
spin-orbit coupling in silicene and two-dimensional germanium and tin. Phys-
ical Review B, 84(19):195430, 2011.
BIBLIOGRAPHY 75
[46] P. Tang, P. Chen, W. Cao, H. Huang, S. Cahangirov, L. Xian, Y. Xu, S. C.
Zhang, W. Duan and A. Rubio. Stable two-dimensional dumbbell stanene: A
quantum spin Hall insulator. Physical Review B, 90(12):121408, 2014.
[47] C. Z. Xu, Y. H. Chan, P. Chen, X. Wang, D. Flötotto, J. A. Hlevyack, G.
Bian, S. K. Mo, M. Y. Chou and T. C. Chiang. Gapped electronic structure
of epitaxial stanene on InSb(111). Physical Review B, 97(3):035122, 2018.
[48] Y. Ohtsubo, P. Le Fèvre, F. Bertran and A. Taleb-Ibrahimi. Dirac cone with
helical spin polarization in ultrathin α-Sn(001) films. Physical Review Letters,
14(10):1020, 2013.
[49] A. Barfuss, L. Dudy, M. R. Scholz, H. Roth, P. Höpfner, C. Blumenstein, G.
Landolt, J. H. Dil, N. C. Plumb, M. Radovic and A. Bostwick. Elemental
topological insulator with tunable Fermi level: Strained α-Sn on InSb(001).
Physical Review Letters, 14(10):1020, 2013.
[50] F. F. Zhu, W. J. Chen, Y. Xu, C. L. Gao, D. D. Guan, C. H. Liu, D. Qian, S.
C. Zhang and J. F. Jia. Epitaxial growth of two-dimensional stanene. Nature
Materials, 14(10):1020, 2017.
[51] M. Liao, Y. Zang, Z. Guan, H. Li, Y. Gong, K. Zhu, X. P. Hu, D. Zhang, Y.
Y. Wang, K. He and X. C. Ma. Superconductivity in few-layer stanene. arXiv
preprint arXiv, page 1712.03695, 2017.
[52] J. Yuhara, Y. Fujii, K. Nishino, N. Isobe, M. Nakatake, L. Xian L, A. Rubio
and G. Le Lay G. Large area planar stanene epitaxially grown on Ag(111). 2D
Materials, 5(2):025002, 2018.
[53] K. Takeda and K. Shiraishi. Theoretical possibility of stage corrugation in Si
and Ge analogs of graphite. Physical Review B, 50(20):14916, 1994.
[54] M. Houssa, G. Pourtois, V. V. Afanas’ev and A. Stesmans. Electronic prop-
erties of two-dimensional hexagonal germanium. Applied Physics Letters,
96(8):082111, 2010.
[55] H. Behera and G. Mukhopadhyay. First-principles study of structural and
electronic properties of germanene. AIP Conference Proceedings, 1349(1):823,
2011.
[56] D. Kaltsas and L. Tsetseris. Stability and electronic properties of ultrathin films
of silicon and germanium. Physical Chemistry Chemical Physics, 15(24):9710,
2013.
BIBLIOGRAPHY 76
[57] C. C. Ren, S. F. Zhang, W. X. Ji, C. W. Zhang, P. Li and P. J. Wang. Tun-
able electronic and topological properties of germanene by functional group
modification. Nanomaterials, 8(3):145, 2018.
[58] Z. Ni, Q. Liu, K. Tang, J. Zheng, J. Zhou, R. Qin, Z. Gao, D. Yu and J. Lu.
Tunable bandgap in silicene and germanene. Nano Letters, 12(1):113, 2011.
[59] M. Ye, R. Quhe, J. Zheng, Z. Ni, Y. Wang, Y. Yuan, G. Tse, J. Shi, Z. Gao
and J. Lu. Tunable band gap in germanene by surface adsorption. Physica E:
Low-dimensional Systems and Nanostructures, 59:60, 2014.
[60] C. C. Liu, W. Feng and Y. Yao. Quantum spin Hall effect in silicene and
two-dimensional germanium. Physical Review Letters, 107(7):076802, 2011.
[61] J. Fabian I. Žutić and S. D. Sarma. Spintronics: Fundamentals and applica-
tions. Reviews of Modern Physics, 76(2):323, 2004.
[62] E. J. Moore. The birth of topological insulators. Nature, 464(7286):194, 2010.
[63] M. Ezawa. Photo-induced topological superconductor in silicene, germanene,
and stanene. Journal of Superconductivity and Novel Magnetism, 28(4):1249,
2015.
[64] J. Alicea, Y. Oreg, G. Refael, F. Von Oppen and M. P. Fisher. Non-abelian
statistics and topological quantum information processing in 1D wire networks.
Nature Physics, 7(5):412, 2011.
[65] A. Acun, L. Zhang, P. Bampoulis, M. Farmanbar, A. van Houselt, A. N.
Rudenko, M. Lingenfelder, G. Brocks, B. Poelsema, M. I. Katsnelson and H.
J. Zandvliet. Germanene: the germanium analogue of graphene. Journal of
Physics: Condensed matter, 27(44):443002, 2015.
[66] L. Li, S. Z. Lu, J. Pan, Z. Qin, Y. Q. Wang, Y. Wang, G.Y. Cao, S. Du and
H. J. Gao. Buckled germanene formation on Pt(111). Advanced Materials,
26(28):4820, 2014.
[67] M. Švec, P. Hapala, M. Ondráček, P. Merino, M. Blanco-Rey, P. Mutombo,
M. Vondráček, Y. Polyak, V. Cháb, J. M. Gago and P. Jelínek. Silicene versus
two-dimensional ordered silicide: Atomic and electronic structure of Si-(19×
19) R23.4/Pt (111). Physical Review B, 89(20):201412, 2014.
[68] M. Derivaz, D. Dentel, R. Stephan, M. C. Hanf, A. Mehdaoui, P. Sonnet and
C. Pirri. Continuous germanene layer on Al(111). Nano letters, 15(4):2510,
2015.
BIBLIOGRAPHY 77
[69] M. E. Dávila, L. Xian, S. Cahangirov, A. Rubio and G. Le Lay. Germanene:
a novel two-dimensional germanium allotrope akin to graphene and silicene.
New Journal of Physics, 16(9):095002, 2014.
[70] E. Golias, E. Xenogiannopoulou, D. Tsoutsou, P. Tsipas, S. A. Giamini and A.
Dimoulas. Surface electronic bands of submonolayer Ge on Ag(111). Physical
Review B, 88(7):075403, 2013.
[71] L. Zhang, P. Bampoulis, A. van Houselt and H. J. Zandvliet. Two-dimensional
Dirac signature of germanene. Applied Physics Letters, 107(11):111605, 2015.
[72] Z. Qin, J. Pan, S. Lu, Y. Shao, Y. Wang, S. Du, H. J. Gao and G. Cao. Direct
evidence of Dirac signature in bilayer germanene islands on Cu(111). Advanced
Materials, 29(13), 2017.
[73] L. Zhang, P. Bampoulis, A. N. Rudenko, Q. Yao, A. van Houselt, B. Poelsema,
M. I. Katsnelson and H. J. Zandvliet. Structural and electronic properties of
germanene on MoS2. Physical Review Letters, 116(25):256804, 2016.
[74] J. Zhuang, C. Liu, Z. Zhou, G. Casillas, H. Feng, X. Xu, J. Wang, W. Hao, X.
Wang, S. X. Dou and Z. Hu. Dirac signature in germanene on semiconducting
substrate. Advanced Science, 15(24):1800207, 2018.
[75] M. E. Dávila and G. Le Lay, Guy. Few layer epitaxial germanene: a novel
two-dimensional Dirac material. Scientific Reports, 6:20714, 2016.
[76] N. B. Schröter, M. D. Watson, L. B. Duffy, M. Hoesch, Y. Chen, T. Hesjedal
and T. K. Kim. Emergence of Dirac-like bands in the monolayer limit of
epitaxial Ge films on Au(111). 2D Materials, 4(3):031005, 2017.
[77] W. Wang and R. I. Uhrberg. Investigation of the atomic and electronic struc-
tures of highly ordered two-dimensional germanium on Au(111). Physical Re-
view Materials, 1(7):074002, 2017.
[78] Y. Wang, J. Li, J. Xiong, Y. Pan, M. Ye, Y. Guo, H. Zhang, R. Quhe and J.
Lu . Does the Dirac cone of germanene exist on metal substrates? Physical
Chemistry Chemical Physics, 18(28):19451, 2016.
[79] M. X. Chen, Z. Zhong and M. Weinert. Designing substrates for silicene
and germanene: first-principles calculations. Physical Review B, 94(7):075409,
2016.
BIBLIOGRAPHY 78
[80] F. Reinert and S. Hüfner. Photoemission spectroscopy—from early days to
recent applications. New Journal of Physics, 7(1):97, 2005.
[81] S. N. Arlette. Low-energy electronic structure and Fermi surface topology of
the itinerant metamagnet Sr3Ru2O7. MSc dissertation, University of Johan-
nesburg, 2013.
[82] M. P. Seah. The quantitative analysis of surfaces by XPS: a review. Surface
and Interface Analysis, 2(6):222, 1980.
[83] P. Hofmann. Surface physics: An introduction. Lecture notes, Aarhus Univer-
sity, 2013.
[84] S. Hüfner. Photoelectron spectroscopy: principles and applications. Springer,
Berlin, 2013.
[85] S. J. Geng, S. Zhang and H. Onishi. Precision thickness measurement of ultra-
thin films via XPS. Materials Science Forum, 437(6):195, 2003.
[86] P. J. Cumpson. The thickogram: a method for easy film thickness measurement
in XPS. Surface and Interface Analysis, 29(6):403, 2000.
[87] S. Tougaard. Quantitative analysis of the inelastic background in surface elec-
tron spectroscopy. Surface and Interface Analysis, 11(9):453, 1988.
[88] J. Végh. The Shirley background revised. Journal of Electron Spectroscopy
and Related Phenomena, 151(3):159, 2006.
[89] M. Repoux. Comparison of background removal methods for XPS. Surface
and Interface Analysis, 18(7):567, 1992.
[90] J. A. C. Santana. Quantitative Core Level Photoelectron Spectroscopy. Morgan
and Claypool, California, 2016.
[91] B. H. Armstrong. Spectrum line profiles: the voigt function. Journal of Quan-
titative Spectroscopy and Radiative Transfer, 7(1):61, 1967.
[92] J. A. C. Santana. Quantitative Core Level Photoelectron Spectroscopy. Morgan
and Claypool, Washington, 2016.
[93] Y. Liu. Angle-resolved photoemission studies of two-dimensional electron sys-
tems. PhD thesis, University of Illinois at Urbana-Champaign, 2010.
[94] K. Heinz. LEED and DLEED as modern tools for quantitative surface structure
determination. Reports on Progress in Physics, 58(6):637, 1995.
BIBLIOGRAPHY 79
[95] M. A. Van Hove, W. H. Weinberg and C. M. Chan. Low-energy electron diffrac-
tion: experiment, theory and surface structure determination. Springer, Berlin,
2012.
[96] M. A. Van Hove S. Y. and Tong. Surface crystallography by LEED: theory,
computation and structural results. Springer, Berlin, 2012.
[97] D. P. Woodruff. Modern techniques of surface science. Cambridge University
Press, Cambridge, 2016.
[98] A. Damascelli. Probing the electronic structure of complex systems by ARPES.
Physica Scripta, 2004(T109):61, 2004.
[99] S. N. Arlette. Study of the electronic properties of three and two-dimensional
transition metal dichalcogenides. PhD thesis, Aarhus University, 2017.
[100] J. Graf. Kinks in the angle resolved photoemission and inelastic x-ray spectra
of high temperature superconductors. PhD thesis, Berkeley University, 2008.
[101] S. Suga and A. Sekiyama. Photoelectron Spectroscopy. Springer, Atlanta, 2016.
[102] W. Schattke and M. A. Van Hove. Solid-state photoemission and related meth-
ods: Theory and experiment. Wiley, New Jersey, 2008.
[103] E. W. Plummer W. Eberhardt. Angle-resolved photoemission as a tool for the
study of surfaces. Advances in Chemical Physics, 49:533, 2007.
[104] S. Doniach and E. H Sondheimer. Green’s functions for solid state physicists.
Imperial College Press, London, 1974.
[105] C. Kittel and C. Y. Fong. Quantum theory of solids. Wiley, New York, 1963.
[106] H. Bruus and K. Flensberg. Many-body quantum theory in condensed matter
physics: an introduction. Oford University Press, Oxford, 2004.
[107] T. Valla, A. V. Fedorov, P. D. Johnson and S. L. Hulbert. Many-body effects in
angle-resolved photoemission: quasiparticle energy and lifetime of a Mo(110)
surface state. Physical Review Letters, 83(10):2085, 1999.
[108] J. M. MacLaren et al. Surface crystallographic information service: a handbook
of surface structures. Springer Science & Business Media, 2012.
[109] L. Meng, Y. Wang, L. Zhang, S. Du, R. Wu, L. Li, Y. Zhang, G. Li, H. Zhou,
W. A. Hofer and H. J. Gao. Buckled silicene formation on Ir(111). Nano
Letters, 13(2):685, 2013.
BIBLIOGRAPHY 80
[110] C. S. Ho, S. Banerjee, M. Batzill, D. E. Beck and B. E. Koel. Formation and
structure of a (
√
19 × √19 ) R 23.4o/Pt(111) surface alloy. Surface Science,
603(9):1161, 2009.
[111] K. Fukutani, Y. Murata, J. Brillo, H. Kuhlenbek, H. J. Freund and M. Taguchi.
Electronic structure of a Pt-Ge surface alloy. Surface Science, 464(2):48, 2000.
[112] C. L. Allen. Electronegativity is the average one-electron energy of the valence-
shell electrons in ground-state free atoms. Journal of the American Chemical
Society, 111(25):9003, 1989.
[113] J. B. Mann, T. L. Meek, E. T. Knight, J. F. Capitani and C. L. Allen. Con-
figuration energies of the d-block elements. Journal of the American Chemical
Society, 122(21):5132, 2000.
[114] V. M. Tapilin, D. Y. Zemlyanov, M. Y. Smirnov and W. Gorodetskii. Angle
resolved photoemission study and calculation of the electronic structure of the
Pt(111) surface. Surface Science, 310(1):155, 1994.
[115] K. A. Mills, R. F. Davis, S. D. Kevan, G. Thornton and A. D. Shirley. Angle-
resolved photoemission determination of λ-line valence bands in Pt and Au
using synchrotron radiation. Physical Review B, 22(2):581, 1980.
[116] Wei Di, Kevin E Smith, and Stephen D Kevan. Angle-resolved photoemission
study of the clean and hydrogen-covered Pt(111) surface. Physical Review B,
45(7):3652, 1992.
[117] A. Bendounan, K. Aït-Mansour, J. Braun, J. Minár, S. Bornemann, R. Fasel,
O. Gröning, F. Sirotti and H. Ebert. Evolution of the Rashba spin-orbit-split
Shockley state on Ag/Pt(111). Physical Review B, 83(19):195427, 2011.
[118] Y. S. Kim, S. H. Jeon, A. Bostwick, E. Rotenberg, P. N. Ross, A. L. Walter, Y.
J. Chang, V. R. Stamenkovic, N. M. Markovic, T. W. Noh and S. Han. Role
of preferential weak hybridization between the surface-state of a metal and
the oxygen atom in the chemical adsorption mechanism. Physical Chemistry
Chemical Physics, 15(43):19019, 2013.
