In this paper, we investigate a symmetric rank-one (SR1) quasi-Newton (QN) formula in which the Hessian of the objective function has some special structure. Instead of approximating the whole Hessian via the SR1 formula, we consider an approach which only approximates part of the Hessian matrix that is not easily acquired. Although the SR1 update possesses desirable features, it is unstable in the sense that, it may not retain positive definiteness and may become undefined. Therefore, we describe some safeguards to overcome these difficulties. Since the structured SR1 method provides a more accurate Hessian approximation, therefore the proposed method reduces significantly the computational efforts needed in solving a problem. The results of a series of experiments on a typical set of standard unconstrained optimization problems are reported, which show that the structured SR1 method exhibits a clear improvement in numerical performance over some existing QN algorithms.
Introduction
In this paper, we consider numerical methods for the unconstrained optimization problem
in locating a minimum of the nonlinear function f . The objective function f is assumed to be at least continuously twice differentiable with gradient g = ∇f where the Hessian of the objective function G = ∇ 2 f has some special structure. Algorithms for solving such a problem are always iterative in character, generating a sequence of approximations {x k } to the desired minimum. One of the most frequently used iterative methods to solve (1) is the Newton method. The deficiency of Newton method as a practical algorithm for optimization is well-known: in many practical applications, the Hessian of the objective function is too expensive to calculate or may even be unavailable in the explicit form. Quasi-Newton (QN) methods endeavor to circumvent this difficulty (while retaining the basic structure of Newton method and thus preserving, as far as possible, its advantages) by constructing approximations for the Hessian iteratively in the following way.
On every iteration k, an iterate x k and a positive definite matrix B k , that approximates the Hessian G k = ∇ 2 f (x k ) are given then the gradient vector g k = ∇f (x k ) and the search direction d k = −B −1 k g k are calculated using the updating scheme x k+1 = x k + α k d k . A steplength α k is computed such that the Wolfe conditions
where 0 < δ 1 < δ 2 < 1 , δ 1 < 1 2 , are satisfied. A new Hessian approximation B k+1 is obtained by updating B k in terms of the vectors s k and y k where s k = x k+1 − x k and y k = g k+1 − g k (for further details, see, e.g. [16] ).
There are two well-known QN updating formulae, which have featured in many applications. These are the Broyden-Fletcher-Goldfarb-Shanno (BFGS) formula
and the symmetric rank-one (SR1) formula
An important property of the BFGS formula (4) is that if B k is positive definite and s T k y k > 0, then B k+1 is positive definite. On the other hand, this is not true for the SR1 formula. The denominator in the SR1 formula may be negative even when the function is a convex quadratic [9, 16] and so the updated Hessian approximation B k+1 is not positive definite. Moreover, the denominator could be zero or numerically zero, which could lead to numerical instability. Despite these disadvantages, in practice, the SR1 update is surprisingly good, particularly in the context of trust region methods, with some safeguards [4] . For convex quadratic functions, under mild assumptions, the sequence of SR1 matrices converges to the exact Hessian in at most n + 1 iterations [16] . This property is called the finite termination. Furthermore, there is some evidence [6] that the matrices B k converge more rapidly to ∇ 2 f (x * ) compared to Powell-Symetric-Broyden (PSB) and Davidon-Fletcher-Powell (DFP) when the SR1 update is used.
Notice that all of the above methods approximate the whole Hessian of the objective function f . However, if the information of the Hessian matrix is partially known, it is desirable to use this information to obtain a more accurate Hessian approximation.
Therefore, our particular concern in this paper is the case where the Hessian matrix of the objective function has special structures, say given by
where C(x) : R n → R n×n is the part of ∇ 2 f (x) that is easily computable, while S(x) is part of the Hessian expensive to be calculated (hard-to-compute). This situation motivates the derivation of the so-called structured QN method. In the structured QN method, instead of approximating the whole Hessian, we can consider an approach that exploits the available part and approximates only the remaining unknown part. Since we are incorporating more actual information of the Hessian, we expect a more efficient algorithm. Structured problem (6) is extremely important in many applications of mathematical programming, e.g. nonlinear least squares and equality-constrained minimization. In 1981, Dennis et al. [13] proposed the structured DFP update for solving the nonlinear least square problem (12) (see, Section 2 for more details) and Dennis and Walker [10] developed a general convergence theory for the structured QN method, where the local and qsuperlinear convergence for the structured PSB and DFP methods are established except for the structured BFGS method. Later, Dennis et al. [14] proved local and the q-superlinear convergence of the structured BFGS update, which was not covered in [10] . Factorized structured QN methods were suggested byYabe and Takahashi [24] to generate descent directions for the objective function of the nonlinear least square problem. They proposed the factorized BFGS-like and DFP-like updates. Subsequently, Yabe and Takahashi [25] proved local and q-superlinear convergence of these methods. In addition, Yabe and Yamaki [26] extended these convergence results to a factorized Broyden-like family.
In 1988, Tapia [22] introduced another important application of structured secant methods for the equality-constrained optimization problems, which utilize the structure presented in the Hessian of the augmented Lagrangian. They established the local and q-superlinear convergence for the DFP and BFGS versions of these structured secant methods under standard assumptions. Engels and Martinez [15] also proposed the structured Broyden family and showed the local and q-superlinear convergence property for the convex class of the structured Broyden family. Subsequently,Yabe andYamaki [27] extended the results of Engels and Martinez [15] to Broyden's bounded class.
A modified QN method based on a better approximation to the Hessian in the current search direction for the structured unconstrained optimization was developed by Chen et al. [5] . They proved local and q-superlinear convergence of their method. Using the proposed method, they gave encouraging results, when compared with the methods proposed in [14] .
Motivated by the above observations and the success of the structured QN method, we propose a structured SR1 method to improve the Hessian approximation of the SR1 updating formula.
This paper is organized as follows. In Section 2, we describe briefly the structure QN method. Then in Section 3, we consider some safeguard schemes to preserve positive definiteness of the update and to eliminate zero denominators. Section 4 summarizes some numerical results which we obtain by applying the structured SR1 algorithm to a set of standard test problems. It is shown that the proposed modification techniques improved the performance of the SR1 method substantially.
Structured QN method
In order to define our algorithm, we first present some details on the structured QN method. We begin by stating that the main interest at taking up the structured QN method is to use the available information of the Hessian matrix, C(x), to obtain a more efficient method. In these methods, the approximate Hessian B k is given by
where A k is an approximation to S(x k ), in which S(x k ) is part of the Hessian matrix that is not easily computable.
The matrix A k is then updated to obtain A k+1 that satisfies the condition
By lettingŷ
we have that, from Equation (7)ŷ
Accordingly, we will update A k+1 such that it satisfies Equations (8) and (9) . For this purpose, we have chosen the SR1 formula to update A k+1 :
(although, one can use other QN formulae to update A k+1 ). Therefore, we obtain a structured SR1 method as follows:
where A k+1 is updated by Equation (10) and C(x) is the known part of the Hessian H . Very often, the diagonal entries of the Hessian are easily computable. Hence, in this work, we will consider C(x) as the matrix of the diagonal elements of the Hessian for the test problems.
A primary and typical application of the structured methods is the nonlinear least-square problem
where m ≥ n, the residual function r : R n → R m is smooth and nonlinear and r i (x) is the ith component function of the residual function r(x) = (r 1 (x), . . . , r m (x)) T . One can see that, the Hessian matrix is in the form of
and J (x) is the m × n matrix whose (i, j )th element is ∂r i (x)/∂x j . It is interesting to note that C(x) contains only the first-order information which is easily available, while S(x) contains the second-order information which usually cannot be directly obtained. Hence, the use of structured methods in nonlinear least-squares problems is a significant part of the formulation of any secant method for this problem. Several authors reported that the choice ofŷ in the following form:ŷ
which can improve the numerical performance, see for example [2, 8] .
In general, there are some cases that the Hessian matrix ∇ 2 f (x), besides the additive structure, has a further structure that the computationally expensive part can be expressed in the form as follows:
where E(x) is an m × n rectangular matrix. This structure is used by the factorized structured QN method. For example, in the nonlinear case, we can set E(x) as the jacobian matrix of the residual function.
On the other hand, we can also apply the structured QN methods within the equality-constrained optimization problem
The structured form of the Hessian for the augmented Lagrangian function
can be expressed as
with
where λ ∈ R m is a Lagrange multiplier vector associated with the equality constraint and ρ is a positive penalty parameter.
Possible instability of the SR1 update
Concerning the drawback of the SR1 update (10), we will use the restarting procedure of Leong and Hassan [18] to guarantee the positive definiteness of the SR1 updating matrix and to prevent the possibility of having the zero denominator in Equation (10). Since the SR1 update does not preserve positive definiteness even when updated from a positive definite matrix, our main motivation is to find a matrix D, such that A k+1 updated from D is positive definite under some measures. Furthermore, A k+1 should satisfy the secant equation while preserving the most information from D. Consider the κ-measure (l 2 -condition number)
where P is an n × n positive definite matrix, ζ max and ζ min are the largest and the smallest eigenvalues of P . Davidon [7] used the κ-measure (22) to choose an optimally conditioned update in Broyden's class. Later, Shanno and Phua [21] used the κ-measure to derive the optimal scaling factor for the BFGS update. However, Wolkowicz [23] showed that it is difficult to find an optimal scaling factor for the SR1 update under l 2 -condition number. For this reason, Dennis and Wolkowicz [11] suggested a measure that yields an optimally scaled SR1 update. This measure is corresponding to the volume of the symmetric difference between the two ellipsoid corresponding to the most recent updates, says B k and B k+1 [23] .
Adding the restriction that the ellipsoid for B k+1 contains (or is contained in) the normalized ellipsoid for B k , yields the measure
where 'det' denotes the determinant, P is an n × n positive definite matrix and ζ max is the largest eigenvalue of P . This measure is useful for us to derive our scaling factor. For more details in deriving the σ -measure, see [23] .
The following theorem shows that the 'best' semi-positive definite (s.p.d) SR1 update for A k+1 under the σ -measure given by Equation (23) are scaled, optimally conditioned, SR1 updates such as in [17] .
whereŷ T k s k > 0. Then the direct SR1 matrix updated from (1/μ k )I,
is the unique solution of
Proof The theorem is a straight result of Corollary 2.1 due to Leong and Hassan [18] with y k be replaced byŷ k .
Description of algorithm
In this section, we describe the implementation of the structured symmetric rank-one algorithm (STSR1) algorithm in detail.
Structured symmetric rank-one algorithm
Step 0. Given an initial point x 0 ∈ R n , an initial positive definite matrix B 0 = I and A 0 = I , compute f (x 0 ) and g 0 = ∇f (x 0 ). Set k = 0.
Step 1. Termination test. If the convergence criterion g k ≤ ε is achieved, then stop.
Step 2. Compute a QN direction, d k , by d k = −B −1 k g k .
Step 3. Find an acceptable steplength, α k , such that the Wolfe conditions (2) and (3) are satisfied for δ 1 = 10 −4 and δ 2 = 0.9.
Step 5. Evaluate the diagonal part C(x), of the Hessian for the test problem.
Step 6. If s T kŷ k − s T k A k s k < 0, (the updating matrix may not be positive definite) or
where t ∈ (0, 1), (denominator in the updating matrix is close to zero) or A k ∞ > L, (where L = 10 10 is used),
is given by Equation (9) . Else, go to Step 7.
Step
Step 8. Compute the inverse Hessian approximation B −1 k+1 .
Step 9. Set k := k + 1, and go to Step 1.
Numerical results
This section is devoted to test the implementation of the STSR1 method. The experimental work is carried out on a set of 69 unconstrained optimization test functions. A total of 1381 runs are performed. Test functions are chosen from the CUTE [3] library along with other standard optimization test problems from [1, 20] . These chosen functions are those widely used in the literature to test unconstrained optimization algorithms. The dimensions of these problems varied from 2 to 1000.
We compare the performance of the STSR1 with the BFGS, NSSR1 (the SR1 method that restarts with the identity matrix) and +SSR1 (the SR1 method that is proposed by Leong and Hassan [18] ). All the experiments are implemented on a PC with a 1.8 GHz Pentium IV processor and 1 GB of memory RAM using Fortran 77. We have employed the line-search procedure, developed by Moré and Thuente [19] , using the Wolfe conditions (2) and (3) in the implementation of these methods.
In all the tests, the values of δ 1 and δ 2 in conditions (2) and (3) are set as δ 1 = 10 −4 and δ 2 = 0.9, where the unit steplength is always tried first. All experiments are performed using the double precision arithmetic. The value = 10 −5 is used in termination tests. We also force the routine to stop if the number of function/gradient evaluations exceed 1000. Tables 1-4 give the relative efficiency of STSR1 to +SSR1 and NSSR1 to the BFGS method in terms of geometric and arithmetic means of the number of iterations and function/gradient evaluations. In order to analyse the efficiency of the STSR1 algorithm and particularly any tendency for the performance to improve or degrade as the dimension increases, the test problems have been divided into three groups, corresponding to small (2 ≤ n ≤ 100) dimension, medium (101 ≤ n ≤ 500) dimension, and large (n ≥ 500) dimension.
In this series of experiments, STSR1 can solve over 97% of the test problems, +SSR1 solves 94% with BFGS and NSSR1 solves 92% and 78%, respectively. The two reported data 'Itrn.', 'Feval.' in tables means iteration, function/gradient evaluations, respectively.
The presented results in Tables 1-4 show clearly that the STSR1 method exhibits a superior numerical performance by means, in comparison with the other algorithms. The improvement of STSR1 over +SSR1 is that the STSR1 needs 4% and 7% less, on average, respectively, in terms of the number of iteration calls and function/gradient evaluations. Similarly, the improvement of STSR1 over BFGS is that STSR1 needs 7% and 9% less, where the NSSR1 needs 11% and 14% more, over the STSR1 on average, respectively, in terms of the number of iteration calls and function/gradient evaluations. Therefore, the STSR1 Algorithm is 4% to 14%, on average, cheaper than +SSR1, BFGS and the NSSR1 method.
Comparing the performance of all these algorithms, Tables 1-4 show that the STSR1 scores the best while +SSR1 is the second best, with NSSR1 the last and BFGS the second last. We observed that the STSR1 tends to perform fewer iterations.
The STSR1 method becomes much more competitive than the +SSR1 and BFGS as the problems dimension get larger.
The numerical evidence provided by the tests reported in Tables 1-4 demonstrates clearly that the STSR1 method shows significant improvements, when compared with the NSSR1 and the BFGS methods.
We use the performance profiles proposed by Dolan and Moré [12] to present a more complete information in terms of iteration calls and function/gradient evaluations. The use of profiles presents a descriptive measure providing a wealth of information such as solver efficiency and probability of success in the compact form. In the Figures 1 and 2 , we plot the performance profiles for the algorithms in terms of the number of iteration calls and function/gradient evaluations, respectively.
We observe from Figures 1 and 2 that, generally, the performance of the STSR1 algorithm is substantially better than that of +SSR1, BFGS and the NSSR1 methods in terms of iterations and function/gradient evaluations.
Conclusion
The derivation of the structured QN method has been reviewed as a technique for improving Hessian approximations, accordingly, the STSR1 method has been developed. It has been established that, in the proposed method, Hessian approximations can be done by parts. Therefore, Hessian approximations using the STSR1 method may often be more accurate than using the standard SR1 method. The proposed algorithm computes the main diagonal entries of Hessian analytically and approximates the off-diagonal enteries by the SR1 formula. However, due to the drawback of the SR1 update, a restarting procedure has been presented to avoid the zero denominator iterates and to preserve positive definiteness. The numerical results for a broad class of test problems show that the STSR1 algorithm is efficient and robust in solving small to large size problems. Particularly, we found that the STSR1 method requires fewer iterations than the BFGS and NSSR1 methods when solving large problems.
