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FOURIER DECAY IN NONLINEAR DYNAMICS
TUOMAS SAHLSTEN AND CONNOR STEVENS
Abstract. We study when Fourier transforms of Gibbs measures of sufficiently nonlinear
expanding Markov maps decay at infinity at a polynomial rate. Assuming finite Lyapunov
exponent, we reduce this to a nonlinearity assumption, which we verify for the Gauss map
using Diophantine analysis. Our approach uses large deviations and additive combinatorics,
which combines the earlier works on the Gibbs measures for Gauss map (Jordan-Sahlsten,
2013) and Fractal Uncertainty Principle (Bourgain-Dyatlov, 2017).
1. Introduction
Given a Borel measure µ on Rd and a frequency ξ ∈ Rd, then the corresponding Fourier
coefficient (or amplitude in frequency ξ) associated to µ is given by the complex number
µ̂(ξ) =
∫
e−2piiξ·x dµ(x)
for ξ ∈ Rd. The Fourier coefficients of µ relate closely to various fine structure properties
of the measure. For example, the Riemann-Lebesgue lemma states that if µ is absolutely
continuous with L1 density, then µ̂(ξ) converges to 0 when the frequencies |ξ| → ∞. In
contrast for atomic measures µ, Wiener’s theorem says that their Fourier transform µ̂(ξ)
cannot converge to 0 as |ξ| → ∞. The intermediate case, namely, fractal measures is a
very difficult problem. For middle-third Cantor measure the Fourier transform cannot decay
at infinity due to invariance under ×3, but some other fractal measures such as random
measures (Salem’s work [22] or Kahane’s work on Brownian motion [12, 13]) or measures on
badly or well approximable numbers (see Kaufman’s papers [14, 15]) exhibit decay of Fourier
coefficients. Hence it is interesting to see if one can find more axiomatic way to explain what
is sufficient for Fourier decay of fractal measures.
In a random setting, the conditions usually require certain rapid correlation decay prop-
erties of the processes such as independent increments on Brownian motion (see Kahane’s
work [12, 13], or other independence or Markov properties (see the works of Shmerkin and
Suomala [24]). In the deterministic setting, the known examples are currently suggesting
some form of nonlinearity starting from the work of Kaufman [14], where measures were
constructed on sets of badly approximable numbers. Such sets are naturally invariant for
the Gauss map G : [0, 1]→ [0, 1], defined by
G : x 7→ 1
x
mod 1, x ∈ (0, 1], G(0) = 0
The Gauss map forms a crucial dynamical system in the theory of Diophantine approx-
imation as it can be used to generate continued fraction expansions, and the geodesic flow
on modular surface can be connected to its evolution by suspension flows [5]. In contrast
to the ×3 map, which has fully linear inverse branches, the Gauss map exhibits nonlinear
inverse branches. Any ×3 invariant measure cannot have Fourier decay, but as proven by
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Figure 1. The first and second iterations of the Gauss map.
Jordan and Sahlsten [11], when assuming certain correlation properties from the invariant
measures for the Gauss map (Bernoulli or more generally Gibbs property) and finite Lya-
punov exponent, then invariant measures of large enough dimensions exhibit Fourier decay.
Hence it would be interesting to see which properties of the results of [11] are really needed
for Fourier decay of invariant measures for interval maps, and not just the Gauss map.
In a recent work [2] Bourgain and Dyatlov adapted the discretised sum-product the-
ory from additive combinatorics developed by Bourgain [1] and proved Fourier decay of
Patterson-Sullivan measures for convex cocompact Fuchsian groups. This was also proved
by Li [17] using different tools from random walks on matrix groups. Patterson-Sullivan mea-
sures are self-conformal (Gibbs) measures associated to an iterated function system given by
contractive fractional linear transformations
x 7→ ax+ b
cx+ d
, x ∈ [0, 1]
with ad − bc = 1 and a, b, c, d ∈ R chosen such that the map is a contraction. This reflects
the situation of the Gauss map, where the inverse branches of the Gauss map are of the form
x 7→ 1
x+ a
, x ∈ [0, 1]
and a ∈ N so the work of Bourgain and Dyatlov generalises the work of Jordan and Sahlsten
to more general fractional linear transformations but it does not directly include it. The
motivation for the results of Bourgain and Dyatlov [2] is to establish a Fractal Uncertainty
Principle for the limit sets of Fuchsian groups. Fractal Uncertainty Principle, as introduced
by Dyatlov and Zahl [8], is a powerful harmonic analytic tool used in understanding Pollicott-
Ruelle resonances in open dynamical systems [3] and delocalisation of semiclassical limits of
eigenfunctions for the Laplacian [7].
In the study of dimension theory for equilibrium states of fractional linear transformations,
one is often able to generalise the results to more general interval maps T : [0, 1] → [0, 1]
with enough regularity or distortion assumptions on the inverse branches of T . However,
recall that Fourier decay is not possible for fractal invariant measures of the interval map
T (x) = 3x mod 1 (e.g. for the middle-third Cantor measure), so some conditions are required.
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The main tool used in the work of Bourgain and Dyatlov [2] is a quite general decay
theorem for multiplicative convolutions proved by Bourgain [1] in his seminal paper on
discretised sum-product theorem (see Section 3 for details). The decay theorem applies
to general Borel measures provided that bound on some type of an additive energy term.
Controlling the additive energy term requires structure from the measure, which is missing
from, say, middle-third Cantor measures, but is present for Patterson-Sullivan measures for
Fuchsian group actions or Gibbs measures for the Gauss map.
The main axiomatic property that gives the additive energy bound in the fractional linear
transformation case is that the contraction ratios or sizes of construction intervals form a
set that is ’spread-out’ uniformly enough. Essentially the property relies on invariance of
length under symbolic reversing, which means that if we have a natural symbolic dynamical
system (Σ, σ) associated to the iterated function system (say given by the Fuchsian group
or Gauss map), and corresponding intervals Ia, a ∈ Σ, then the length
|Ia|  |Ia←|
for all a ∈ Σ, where a← is the word a reversed. This property is rare for general Markov
maps and one would need to thus find a way to avoid the reversing property.
Let us now formulate our main result. For this purpose we need to define a suitable
nonlinearity assumption for the maps. Suppose T : [0, 1] → [0, 1] is a (countable) Markov
map, that is, it has C1+α expanding inverse branches Ta : Ia → [0, 1], a ∈ N, for some
intervals Ia ⊂ [0, 1] partitioning [0, 1] of the same orientation. Throughout this paper we will
assume that the potential ψ = − log |T ′| has summable variations and bounded distortion in
the sense that the distortions |T ′′a (x)/T ′a(x)| are uniformly bounded over n ∈ N, a ∈ Nn and
x ∈ [0, 1], which are natural conditions to assume in order to do thermodynamical formalism
and statistical analysis of equilibrium states [23].
Given length n-words a,b ∈ Nn for some n ∈ N and x ∈ [0, 1], we will be interested of the
fine structure of the set of distortions of the inverse branches Tab at the point x:
Da,x =
{T ′′ab(x)
T ′ab(x)
: b ∈ Nn
}
.
Thus Da,x gives information about the behaviour of the inverse branches inside the construc-
tion interval Ia = Ta[0, 1]. If T is a Lu¨roth map, that is, the inverse branches Ta, a ∈ N,
are linear, then immediately Da,x = {0} for all a ∈ Nn, n ∈ N and x ∈ [0, 1]. Thus the
map b 7→ T ′′ab(x)
T ′ab(x)
is very far from one-to-one. The nonlinearity condition we require is that
the opposite is true: the set Da,x forms very “non-concentrated set” in many scales. Since
we deal with infinitely many branches and the intervals Ib may become superexponentially
small for some choices of b, we need to involve the Gibbs measure µ and consider a subset
of Da,x where we know the expected lengths of the intervals Ib.
Let µ be any Gibbs probability measure for T with finite Lyapunov exponent λ > 0 and
positive Hausdorff dimension s > 0, see Section 2 for a more detailed definitions. For any
ε > 0 and n ∈ N, let Rn be the finite set of all words of length n such that for some constant
C > 0 we have that the lengths:
C−1e(−λ−ε)n ≤ |Ia| ≤ Ce(−λ+ε)n.
Large deviations for Gibbs measures (see Theorem 2.2 below) imply that the union Rn of
the intervals defined by words in Rn form a subset in [0, 1], whose complement in [0, 1] has
exponentially small measure, that is, µ([0, 1] \ Rn) is exponentially small. This is true for
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all Gibbs measures of all Markov maps with C1+α inverse branches and finite Lyapunov
exponent as proved in [11].
We say that T and µ satisfy the nonlinearity condition if for all small enough ε > 0
and large enough n ∈ N (depending on ε > 0), we have for all a,b ∈ Rn, x ∈ [0, 1] and
% ∈ [e−λn/2, 1] that
]
{
c ∈ Rn :
∣∣∣T ′′ab(x)
T ′ab(x)
− T
′′
ac(x)
T ′ac(x)
∣∣∣ ≤ %} ≤ C0%κ]Rn
for some C0 > 0 and κ > 0 are both independent of n. Thus this is a non-concentration
multiscale assumption on Da,x over the scales e
−λj, when j runs from 1, 2, . . . , n/2. Assuming
the nonlinearity condition, we can prove the following result:
Theorem 1.1. Suppose T : [0, 1]→ [0, 1] is a Markov map and µ be any Gibbs measure for
T with finite Lyapunov exponent and positive Hausdorff dimension. Suppose µ and T satisfy
the nonlinearity condition. Then the Fourier coefficients of µ tend to zero with a polynomial
rate.
If adapted to the language of limit sets of Fuchsian groups as Bourgain and Dyatlov [2],
this condition appears naturally in the proof of Lemma 2.16 in [2] and the distortions arise as
inverse images of the ∞ under the Fuchsian group elements. In the case of Gibbs measures
for the Gauss map, the nonlinearity assumption is a distribution result of continuants, which
Queffe´lec and Ramare´ [21] (and in [11]) were able to control quite efficiently. In their proof,
they used multiscale analysis on the continuants and related this to the distortions. Thus
we have
Corollary 1.2. Let µ be a Gibbs measure that is invariant under the Gauss map, finite
Lyapunov exponent and positive Hausdorff dimension. Then the Fourier transform µ̂(ξ) for
ξ ∈ R of µ tends to zero with a polynomial rate.
Note that this result also was proved in [11] when Hausdorff dimension of µ is at least
1/2 using also the distortion bounds by Queffe´lec and Ramare´ [21]. Here such assumption
is not required thanks to the decay theorem on multiplicative convolutions by Bourgain [1]
we employ for Fourier decay in Theorem 1.1. We still employ the same distortion bounds
by Queffe´lec and Ramare´ [21] and they turn out to give more effective information on the
Fourier transform of µ using the methods of Bourgain and Dyatlov [2].
Consider the badly approximable numbers
B(A) = {[a1, a2, . . . ] : ai ∈ A}
defined by a set A ⊂ N of at least 2 elements (note that A = {1, 2, . . . , N} is the usual
set with uniformly bounded continued fraction coefficients). K. Khanin asked in a private
communication about the equidistribution of {nkx mod 1} where x is typical in B(A) allow-
ing the Hausdorff dimension of B(A) to be small and (nk) are the denominators of rational
approximations of another badly approximable number. This can be proved using Theo-
rem 1.3 with the equidistribution theorem of Davenport-Erdo¨s-LeVeque [6] for polynomially
decaying measures, which implies
Theorem 1.3. For any strictly increasing sequence (nk), we have that the set {nkx mod 1}
is equidistributed for µ typical x ∈ B(A), where µ is the Hausdorff measure (or any Gibbs
measure) on B(A) of finite Lyapunov exponent.
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A natural next step to improve our work would be to transform the non-concentration
condition of the distortions assumed in Theorem 1.1 to something more easily verifiable.
One such example could be that the map T is totally nonlinear, which means that T is
not C1 conjugated to Lu¨roth map (i.e. countable Markov map with linear inverse branches).
Hochman and Shmerkin [10] established that Gibbs measures defined on finitely many inverse
branches for such maps have very strong equidistribution properties: {pkx mod 1}k∈N is
equidistributed for all p ∈ N, p > 1, at µ almost every x. Their proof relied on a spectral
theoretic condition on the distribution P generated by the scenery flow S at typical points
for the Gibbs measure. More precisely, they proved that the measure preserving system
(S, P ) has no eigenvalues: the pure-point spectrum
Σ(S, P ) = {0}.
Given the multiscale analysis nature of the nonlinearity assumption in Theorem 1.1 in the
scales e−λn, n ∈ N, it would make sense to attempt to connect these notions and for example
check whether the failure of the nonlinearity assumption in Theorem 1.1 means that the
Lyapunov exponent λ is an eigenvalue for the scenery flow (S, P ) and λ ∈ Σ(S, P ). This
would imply total nonlinearity of T is already enough for Fourier decay for Gibbs measures.
We are able to use large deviations in the proof thanks to finite Lyapunov exponent for the
Gibbs measure. Large deviations allow us to extract a regular part of the measure, which,
when applied with the transfer operator give an error term going to 0 polynomially for high-
frequencies. In the infinite Lyapunov exponent case we would need a different large deviation
theorem, but then the rate of Fourier decay might be subpolynomial (e.g. logarithmic). In
this case one could for example aim to prove a Fourier decay theorem for natural measures
supported on Liouville numbers, which our result does not give.
Finally, there is also a need to get a Fourier decay theorem for equilibrium states of certain
transfer operators in a higher dimensional setting, see for example the work of Gamburd,
Magee and Ronan [9], which would have high theoretic importance. In this case a natural
analogue for the decay theorem for multiplicative convolutions would be to relate this to the
work of Bourgain and Gamburd [4], but also one would need to define properly the regular
part of the measure with different Lyapunov exponents and an analogue of large deviations
in this setting.
2. Statistical properties of Markov maps
2.1. Symbolic model of Markov maps. A Markov map T : [0, 1]→ [0, 1] is a map with
associated disjoint half-open intervals Ia ⊂ [0, 1], a ∈ N, with⋃
a∈N
Ia = [0, 1]
and inverse branches Ta = (T |Ia)−1 : [0, 1]→ Ia for a ∈ N, which are continuous and mono-
tonic with same orientation: all of them are either strictly increasing or strictly decreasing.
Moreover, the maps Ta are assumed to be twice differentiable on [0, 1]. Here the map T has
infinitely many branches, but a similar definition can be used to define finite branch Markov
maps. In this article, we will just concentrate on the more general case of countable Markov
maps, as this includes the Gauss map case.
Dynamics of Markov maps are naturally conjugated to the shift map σ : NN → NN,
σ(w) = w2w3 . . . for w = w1w2 · · · ∈ NN. In the following we summarise this link and all
the basic notations we will use on the symbolic dynamics model for Markov maps:
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Notations 2.1. (1) Write N∗ as the union
⋃{a ∈ Nn : n ∈ N}. If a = (a1, . . . , an) ∈ Nn,
let σa be the shift
σa := a2 . . . an
and let a′ be the parent of a in Nn−1:
a′ := a1...an−1.
For a ∈ N∗ and b ∈ N∗, we write
a ≺ b
to mean that a precedes b, i.e. that there exists some c ∈ N∗ such that b = ac. For
example, always a′ ≺ a. Given a ∈ Nn, write
[a] := {w ∈ N∗ : w|n = a}
as the cylinder associated to a. Finally, if a ∈ Nn, define a∞ to be the infinite word
that repeats the word a.
(2) Given a,b ∈ N∗, let ab be the concatenation and define the composition
Tab := Ta ◦ Tb,
where for a = a1 . . . an we define
Ta := Ta1 ◦ · · · ◦ Tan .
If a ∈ N∗, define the construction interval Ia by
Ia := Ta([0, 1]).
Notice that if a ≺ b, then
Ib ⊂ Ia.
(3) Let pi : NN → [0, 1] be the projection
pi(w) =
∞⋂
n=1
Iw|n, w ∈ NN.
Then, after removing the countable set Q = {∂Ia : a ∈ N∗} from [0, 1] , this map is a
bijection. We now have the following link between T and σ: given a ∈ N∗, we have
Ia = pi[a]
and pi provides the topological conjugation mapping between T and σ:
T ◦ pi = pi ◦ σ.
2.2. Thermodynamical formalism for Markov maps. Thermodynamical formalism
concerns the study of invariant measures of maps T that arise as equilibrium states as-
sociated to a potential function. We writeM as the space of all Borel probability measures
on [0, 1] and MT ⊂ M as the space of all T -invariant ones [0, 1]. From now on, write
X = [0, 1] \ Q, where Q is the countable set of boundary points Q = {∂Ia : a ∈ N∗}. We
name functions ϕ : [0, 1]→ R as potentials or observables.
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Definition 2.2. (1) The transfer operator associated to a potential ϕ is the map Lϕ :
C(X)→ C(X), defined for f ∈ C(X) and x ∈ X by
Lϕf(x) :=
∑
y∈T−1{x}
eϕ(y)f(y).
Here C(X) is the space of all bounded continuous functions f : X → R. The dual
operator of Lϕ on M is the map L∗ϕ :M→M, defined by
L∗ϕν(f) :=
∫
Lϕf dν
at ν ∈M and f ∈ C(X).
(2) Let µ ∈MT . Then the Kolmogorov-Sinai entropy of µ is defined by
hµ := lim
n→∞
1
n
∑
a∈Nn
−µ(Ia) log µ(Ia)
and the Lyapunov exponent of µ is
λµ :=
∫
log |T ′| dµ.
(3) Given a potential ϕ : X → R, define the pressure associated to ϕ by
P (ϕ) := sup
µ∈MT
{
hµ +
∫
ϕdµ :
∫
ϕdµ > −∞
}
Any potential attaining this supremum is called an equilibrium state for ϕ.
As we are in the context of countable Markov maps, the equilibrium state is not unique,
and also without further assumptions on the potential, it fails to have many pleasurable
properties. The following theorem follows from Sarig [23], but written down in e.g. [11]
gives natural assumptions that we will impose and then gives us the statistical theorems
needed to get enough regularity for equilibrium states.
Theorem 2.1. Suppose ϕ : X → R is a locally Ho¨lder continuous potential and µ an
equilibrium state associated to ϕ. Assume µ has at most polynomial tail:
µ
( ∞⋃
a=n
Ia
)
= O(n−p) n→∞
for some p > 1.
Then there exists a locally Ho¨lder continuous potential ϕ0 : X → R such that
(1) ϕ0 ≤ 0, P (ϕ0) = 0 and Lϕ01 = 1;
(2) the potential ϕ0 has a unique equilibrium state µϕ0 satisfying
L∗ϕ0µϕ0 = µϕ0
and the Gibbs condition: there exists C > 0 such that for µ almost every x ∈ N we
have for all n ∈ N that
C−1 exp(Snϕ0(x)) ≤ µϕ0(Ia) ≤ C exp(Snϕ0(x)).
(3) the equilibrium state µ associated to ϕ is the same measure as µϕ0:
µ = µϕ0 .
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Thanks to part (3) of Theorem 2.1, we may, from the beginning assume that ϕ ≤ 0,
P (ϕ) = 0, Lϕ1 = 1, µ is the unique equilibrium state associated to ϕ satisfying the invariance
under the transfer operator
L∗ϕµ = µ
and the Gibbs condition
C−1 exp(Snϕ(x)) ≤ µ(Ia) ≤ C exp(Snϕ(x)).
for some fixed C > 0 at µ almost every x ∈ N and for all n ∈ N. In this paper, we shall
assume C > 1 without loss of generality.
2.3. Regular subtrees via large deviations. The reason we need the specific conditions
on pressure and the tail condition is that we need to find a large regular part of the measure
µ in terms of the Lyapunov exponent and Hausdorff dimension, which allow us to prove good
estimates on the Fourier transforms. In Bourgain and Dyatlov they dealt with Patterson-
Sullivan measures which automatically are Ahlfors-David regular, which is stronger than
the Gibbs condition. Large deviations allow us to extract a “large part” of the support
with similar Ahlfors-David regular behaviour for µ. Here is also where we need the finite
Lyapunov exponent for µ.
Theorem 2.2 (Large deviations for λ and dimH µ). Let µ be the equilibrium state associated
to ϕ having at most polynomial tail:
µ
( ∞⋃
a=n
Ia
)
= O(n−p) n→∞
for some p > 1. Let λ be the Lyapunov exponent of µ and s the Hausdorff dimension. Write
ψ = − log |T ′|.
Then we have that for any ε > 0, there exists a δ > 0 and n1(ε) such that for n ≥ n1
µ
({
x ∈ [0, 1] :
∣∣∣ 1
n
Snψ(x) + λ
∣∣∣ ≥ ε or ∣∣∣Snϕ(x)
Snψ(x)
− s
∣∣∣ ≥ ε}) = O(e−nδ).
See [11] for a proof. Large deviations allow us to construct a kind of tree structure within
the probability tree determined by µ, which has extra regularity. This is crucial for us to
apply the ideas from additive combinatorics as often this type of initial regularisation is
needed.
Definition 2.3 (Regular words and blocks). Fix now ε > 0 and n ∈ N. Write
An(ε) =
{
x ∈ [0, 1] :
∣∣∣ 1
n
Snψ(x) + λ
∣∣∣ < ε and ∣∣∣Snϕ(x)
Snψ(x)
− s
∣∣∣ < ε}.
Define for a fixed n ∈ N the set of regular words :
Rn =
n⋂
k=bn/4c
{a ∈ Nn : Ia|k ⊂ Ak(ε)}
Note that unlike [11], we will require bn/4c-regularity as opposed to bn/2c. In fact, one can
achieve bεrnc-regularity for any desired εr > 0 by choosing large enough n so that
bεrnc − εrn/2 ≥ 1
δ
log
4
1− e−δ
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in the paper of [11]. In this paper, we will use εr = 1/4. Using the definitions of regular
words, we define a regular block of length k to be the concatenation of k regular words of
length n. We denote the set of such words by Rkn. Note that we can equivalently define this
set as
Rkn = {A ∈ (Nn)k : I(σn)iA ⊂ An(ε), ∀i = 0, 1, ..., n− 1}
where σ is the shift mapping and An(ε) is the n-regular set. We shall consider the corre-
sponding geometric points to be
Rkn :=
⋃
A∈Rkn
IA ⊂ [0, 1].
Lemma 2.4. Define Cε,j := e
εj, and assume that n is chosen large enough so that
log 4
εrn
< ε2,
log 4C2
log(θ2εrn)
< ε/2 and
e−δεrn
1− e−δ < e
−δεrn/2.
For some n-regular word a ∈ Rn and j ∈ {bεrnc, ..., n} we have that the following hold:
(i) the size of the derivative |T ′a|k | satisfies
1
16
C−1ε,j e
−λj ≤ |T ′a|k | ≤ Cε,je−λj
and hence so does the length |Ia|k |;
(ii) The measure satisfies
C−1 · C−3λε,j e−sλj ≤ µ(Ia|k) ≤ C · C3λε,je−sλj;
(iii) The Birkhoff weights satisfy
C−3λε,j e
−sλj ≤ wa|j(x) ≤ C3λε,je−sλj.
(iv) The cardinality
1
2
C−1C−3λε,n e
λsn ≤ ]Rn ≤ CC3λε,neλsn
For a ∈ Nn, assume that ∃θ > 1 and c > 0 such that for all x ∈ X,
|T ′a|k(x)| ≤ cθ−2k,
i.e. (T n)′ is uniformly expanding. Then for k ∈ N we have that if n→∞,
µ([0, 1] \Rkn) = O(e−δεrn/2)
where δ = δ(ε/2) is given to us Theorem 2.2.
Proof. We prove this result for εr = 1/4. Parts (i), (ii), and (iii) are done in Jordan-Sahlsten
[11] and the part (iv) follows from the bounds for µ(Ia) and combining with the measure
bound for µ([0, 1] \ Rn). For the measure bound for µ([0, 1] \ Rkn), it is sufficient to prove
that
k−1⋂
i=0
(T−1)ni
( n⋂
j=bn/4c
Aj(ε/2)
)
⊂ Rkn
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since we have that
µ([0, 1] \Rkn) ≤ µ
(
[0, 1] \
k−1⋂
i=0
(T−1)ni
( n⋂
j=bn/4c
Aj(ε/2)
)))
≤
k−1∑
i=0
µ
(
[0, 1] \ (T−1)ni
( n⋂
j=bn/4c
Aj(ε/2)
))
≤ kµ
(
[0, 1] \
( n⋂
j=bn/4c
Aj(ε/2)
))
≤ ke−δn/8
where the details of the last inequality are given in J-S [11].
We now prove the claim. Let B ∈ (Nn)k be a word such that T niTBx ∈ Aj(ε/2) for all
i = 0, 1, ..., k− 1 and all j = bn/4c, ..., n. We want to prove that TBx ∈ Rkn. By definition of
Rkn, it is enough for us to prove that TBx ∈ IA for some A ∈ Rkn. So we can just prove that
B ∈ Rkn. By definition of Rkn, we need to prove that I(σn)iB|j ⊂ Aj(ε) for all i = 0, 1, ..., k−1
and j = bn/2c, ..., n. If we have y ∈ [0, 1]\Q, then T(σn)iB|jy is a general point in I(σn)iB|j (we
may equivalently consider the point T niTB|jy). So we want to prove that T(σn)iB|jy ∈ Aj(ε).
Using the assumptions on B we have that∣∣∣1
j
Sjψ(T(σn)iB|jy) + λ
∣∣∣ ≤ ∣∣∣1
j
Sjψ(T(σn)iB|jy)−
1
j
Sjψ(T(σn)iBx)
∣∣∣+ ε
2
=
ε
2
+
1
j
log
|T ′(σn)iB|j(T(σn)i+1By)|
|T ′
(σn)iB|j(T(σn)i+1Bx)|
≤ ε
2
+
log 4
j
≤ ε
by choice of n. Now for the second condition we see that∣∣∣Sjϕ(T(σn)iB|jy)
Sjψ(T(σn)iB|jy)
− s
∣∣∣ ≤ ∣∣∣Sjϕ(T(σn)iB|jy)
Sjψ(T(σn)iB|jy)
− Sjϕ(T(σn)iBx)
Sjψ(T(σn)iBx)
∣∣∣+ ε
2
≤ log 4C
2
log(cθ2k)
+
ε
2
< ε
by following the proof of Lemma 5.2 in [11]. 
Lemma 2.5. For a,b ∈ Rn,
16−2C−2ε,ne
−2λn ≤ |Iab| ≤ C2ε,ne−2λn.
Proof. By the Mean Value theorem and chain rule we have that
|Iab| = |Tab(1)− Tab(0)| = |T ′ab(ξ)| = |T ′a(Tbξ)| · |T ′b(ξ)|
for some ξ ∈ [0, 1]. Hence we get the result by the regularity bounds in Lemma 2.4. 
Given
A = (a0, ..., ak) ∈ Rk+1n and b = (b1, ...,bk) ∈ Rkn.
define the following concatenation operators (as in Bourgain-Dyatlov):
A ∗B := a0b1a1b2...ak−1bkak and A#B := a0b1a1b2...ak−1bk.
Lemma 2.6. We have that
Lnϕh(x) =
∑
a∈Nn
eSnϕ(Tax)h(Tax).
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Proof. First note that this result is true for n = 1 by definition of the transfer operator. We
shall assume that this result is true for n = k. For n = k + 1 we have that
Lk+1ϕ h(x) = Lϕ
( ∑
a∈Nk
eSkϕ(Tax)h(Tax)
)
=
∑
a∈Nk
∑
b∈N
eϕ(Tbx)
(
eSkϕ(TaTbx)h(TaTbx)
)
=
∑
(a,b)∈Nk+1
exp
(
ϕ(Tbx) +
k−1∑
i=0
ϕ(T iTaTbx)
)
h(T(a,b)x)
We get the result for n = k + 1 by noting that the power in the exponent of the above line
is equal to Sk+1ϕ(x) by definition of the Birkhoff sum. 
Lemma 2.7. We have that
(Lnϕ)kh(x) =
∑
A∈(Nn)k
wA(x)h(TAx).
Proof. The result holds for k = 1 by Lemma 2.6. We shall assume the result is true for k
(the given statement). For the k + 1 case,
(Lnϕ)k+1h(x) = Lnϕ
(∑
A
eSnkϕ(TAx)h(TAx)
)
=
∑
(A,a)
eSnϕ(Tax)+Snkϕ(T(A,a)x)h(T(A,a)x).
So the result holds for k+ 1 because the term in the exponent of the right hand side (above)
is equal to Sn(k+1)ϕ(T(A,a)x) by definition of the Birkhoff sum. 
Using Lemma 2.7 we see that
(Lnϕ)2k+1h(x) =
∑
A∈(Nn)k+1
B∈(Nn)k
wA∗B(x)h(TA∗Bx)
Given a word a, we shall define xa ∈ Ia to be the center point of this construction interval.
Given j ∈ Nk and some regular word b ∈ Rn, we define the real number
ζj,A(b) := e
2λnT ′aj−1b(xaj).
By the chain rule we have that
ζj,A(b) = e
2λnT ′aj−1(Tbxaj)T
′
b(xaj).
Hence by Lemma 2.4 we have that
Lemma 2.8.
ζj,A(b) ∈ [16−2C−2ε,n, C2ε,n]
This holds because T ′aj−1 and T
′
b must both be either positive or negative because they are
defined by words of the same length. Later, we will use the fact that
ζj,A(b) ∈ [16−2C−1C−3λε,n , 162CC3λε,n]
where C is the Gibbs constant.
Lemma 2.9. Consider a closed interval L ⊂ R. Then the set of points x ∈ [0, 1] such that
f(x) := log
T ′ab(x)
T ′ac(x)
∈ L
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is contained in some interval whose length is bounded above by
|L| · max
x∈[0,1]
∣∣∣T ′′ab(x)
T ′ab(x)
− T
′′
ac(x)
T ′ac(x)
∣∣∣−1.
Proof. We want to cover the set f−1(L) with an interval. Since f is continuous, there exist
points x1, x2 ∈ [0, 1] such that x1 and x2 are the end points of the closed set f−1(L). By the
Mean Value Theorem, we have that
|f(x1)− f(x2)|
|x1 − x2| = f
′(ξ) for some ξ ∈ [x1, x2] ⊂ [0, 1].
Hence it follows that
|f−1(L)| = |f ′(ξ)|−1 · |f(x1)− f(x2)| ≤ |L| · max
x∈[0,1]
∣∣∣T ′′ab(x)
T ′ab(x)
− T
′′
ac(x)
T ′ac(x)
∣∣∣−1
as required. 
3. Additive combinatorics and multiplicative convolutions
To get a desired bound on the Fourier transform, we use the ideas of Bourgain-Dyatlov
[2, Chapter 3] to be able to reduce our problem to studying exponential sums:
Lemma 3.1. Define Jn := {η ∈ R : eλn/4 ≤ |η| ≤ Cε,neλn/2}. Then we have that
|µ̂(ξ)|2 ≤ e−λ(2k+1)sn
∑
A∈Rk+1n
sup
η∈Jn
∣∣∣ ∑
B:A↔B
e2piiηζ1,a(b1)...ζk,a(bk)
∣∣∣+27C2C2ε,neλ(k+1)2e−δn/8+C1δ2n.
We leave the proof of this in Section 6. To control such exponential sums, we will, as
Bourgain and Dyatlov used in [2], we will use the following Fourier decay theorem for multi-
plicative convolutions proved in this form by Bourgain [1, Lemma 8.43] that follows from the
discretised sum-product theorem. Recall that the multiplicative convolution of two measures
µ and ν on R is defined by∫
f d(µ⊗ ν) =
∫∫
f(xy) dµ(x) dν(y), f ∈ C0(R).
Lemma 3.2 (Bourgain). For all κ > 0, there exist ε3 > 0, ε4 > 0 and k ∈ N such that the
following holds.
Let µ be a probability measure on [1
2
, 1] let and N be a large integer. Assume for all
1/N < % < 1/N ε3 that
max
a
µ(B(a, %)) < %κ. (3.1)
Then for all ξ ∈ R, |ξ| ∼ N , the Fourier transform
|µ̂⊗k(ξ)| < N−ε4 . (3.2)
Here |ξ| ∼ N means that there exists a constant c > 0 such that c−1N ≤ |ξ| ≤ cN . In [2]
Bourgain and Dyatlov showed that by taking linear combinations of measures µj, one can
prove an analogous statement for multiplicative convolutions of several measures µj with the
growth assumption (3.1) on R replaced with a growth assumption for µj × µj on R2. Then
in the case of discrete measures µj, this implies the following decay theorem for exponential
sums:
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Lemma 3.3 (Bourgain-Dyatlov). Fix δ0 > 0. Then there exist k ∈ N, ε2 > 0 depending
only on δ0 such that the following holds. Let C0, N ≥ 0 and Z1, . . . ,Zk be finite sets such
that ]Zj ≤ C0N . Suppose ζj, j = 1, . . . , k, on the sets Zj satisfy for all j = 1, . . . , k that
(a) the range
ζj(Zj) ⊂ [C−10 , C0];
(b) for all σ ∈ [|η|−1, |η|−ε3 ]
]{(b, c) ∈ Z2j : |ζj(b)− ζj(c)| ≤ σ} ≤ C0N2σδ0 .
Then for some constant C1 depending only on C0 and δ0 we have for all η ∈ R, |η| > 1, that∣∣∣N−k ∑
b1∈Z1,...,bk∈Zk
exp(2piiηζ1(b1) . . . ζk(bk))
∣∣∣ ≤ C1|η|−ε2 .
However, in our case, due to the fluctuations arising from large deviations of the
ψ = − log |T ′|
potential, the maps ζj we obtain do not map the sets Zj into a fixed interval [C−10 , C0], but
when we increase |η|, the C0 will change and will actually blow-up polynomially in |η|. Since
the constant C1 in Lemma 3.3 depends on C0, it could cause problems when we increase |η|.
For this reason we will open up the argument of Bourgain and Dyatlov (Proposition 3.2 of
[2]) to give a more precise dependence on the constant C1 and C0 and have the following
quantitative version:
Lemma 3.4. Fix s0 > 0. Then there exist k ∈ N, ε2 > 0 depending only on s0 such that the
following holds. Let R,N > 1 and Z1, . . . ,Zk be finite sets such that ]Zj ≤ RN . Suppose
ζj, j = 1, . . . , k, on the sets Zj satisfy for all j = 1, . . . , k that
(1) the range
ζj(Zj) ⊂ [R−1, R];
(2) for all σ ∈ [R2|η|−1, |η|−ε3 ]
]{(b, c) ∈ Z2j : |ζj(b)− ζj(c)| ≤ σ} ≤ N2σs0 .
Then there exists a constant c > 0 depending only on k such that we have for all η ∈ R large
enough, that ∣∣∣N−k ∑
b1∈Z1,...,bk∈Zk
exp(2piiηζ1(b1) . . . ζk(bk))
∣∣∣ ≤ cRk|η|−ε2 .
Proof. We begin by altering assumption (2). We have that
µj([x− σ, x+ σ]) ≤ σs0/2
for σ ∈ [R2|η|−1, |η|−ε2/2] by using (2). Define a measure µj on R by
µj(A) = N
−1]{b ∈ Zj : ζj(b) ∈ A}, A ⊂ R.
Then µj(R) ≤ R and by the assumptions (1) and (2) of the lemma we are about to prove,
we have that the measure µj is a Borel measure on [R
−1, R] and that
(µj × µj)({(x, y) ∈ R2 : |x− y| ≤ σ}) ≤ σs0
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for all σ ∈ [R2|η|−1, |η|−ε2 ]. Then to prove the claim, we just need to check that the Fourier
transform of the multiplicative convolutions of µj satisfies:
|(µ1 ⊗ · · · ⊗ µk)̂(η)| ≤ 3k+1 1
k!
RkC∗|η|−ε2 .
The rate of decay to be found will be given by
ε2 :=
1
10
min(ε4, ε3)
where ε3 and ε4 are given in Lemma 3.2.
Fix ` ∈ N such that 2` < R ≤ 2`+1. Then suppµj ∩ [R−1, R] can be covered by intervals of
the form I [i] := [2i−1, 2i] for i = −l, ..., l, l + 1. Let µ[i]j be µj restricted to I [i]. Thus writing
the re-scaling map
Si(x) = 2
−ix, x ∈ R,
we have that the measure ν
[i]
j = Si(µ
[i]
j ) is supported on [
1
2
, 1]. Moreover, it satisfies
(ν ′j × ν ′j)({(x, y) ∈ R2 : |x− y| ≤ 2−iσ}) ≤ (µj × µj)({(x, y) ∈ R2 : |x− y| ≤ σ})
and
(ν
[i1]
1 ⊗ · · · ⊗ ν [ik]k )̂(η k∏
j=1
2−ij
)
= (µ
[i1]
1 ⊗ · · · ⊗ µ[ik]k )̂(η).
Each µj is a sum of at most 2l + 2 of the restricted measures µ
[i]
j , so the Fourier transform
(µ1⊗· · ·⊗µk)̂(η) decomposes into at most (2l+ 2)k terms consisting of Fourier transforms
(µ
[i1]
1 ⊗ · · · ⊗ µ[ik]k )̂(η) going through all the possible restrictions µ[i]j . Hence if we can prove
|(ν [i1]1 ⊗ · · · ⊗ ν [ik]k )̂(η)| ≤ 1k!C∗|η|−ε2
for some constant C∗ > 0 only depending on k, the triangle inequality gives
|(µ1 ⊗ · · · ⊗ µk)̂(η)| ≤ 2(2l + 1)k 1
k!
C∗|η|−ε2 ≤ 3k+1 1
k!
RkC∗|η|−ε2
for sufficiently small ε2 giving the claim with c = 3
k+1 1
k!
RkC∗.
Thus let us assume from the start that µj is supported on [
1
2
, 1]. As in [2], let us first argue
that it is enough to consider the case µ1 = µ2 = · · · = µk. Given λ = (λ1, . . . , λk) ∈ [0, 1]k,
write
G(λ) := (µλ ⊗ · · · ⊗ µλ)̂(η) = µ̂⊗kλ (η).
and the linear combination
µλ = λ1µ1 + · · ·+ λkµk.
Expanding µ̂⊗kλ (η) using the definition of µλ as a weighted sum of µk’s, we see that it
contains at most kk terms involving multiplicative convolutions of µj with coefficients given
by products of λ1, . . . , λk. Then if we know the claim for µ1 = · · · = µk, then we can apply
it to µλ and obtain
sup
λ∈[0,1]k
|G(λ)| ≤ |η|−ε2 .
From this we see that as the map G is a polynomial of degree k, so there is a constant C∗ > 0
depending on k
1
k!
|∂λ1 . . . ∂λkG(λ)|λ=0| ≤ C∗|η|−ε2 .
FOURIER DECAY IN NONLINEAR DYNAMICS 15
However,
|(µ1 ⊗ · · · ⊗ µk)̂(η)| = 1
k!
|∂λ1 . . . ∂λkG(λ)|λ=0|,
so this gives the claim.
As for the case µ1 = µ2 = · · · = µk, depending on the amount of mass µ1 has, we have
two cases.
If µ1(R) ≥ |η|−ε3s0/10, choose an integer N such that N/2 ≤ |η| ≤ N . The probability
measure
µ0 =
µ1
µ1(R)
on R satisfies
sup
x
µ0(B(x, σ)) < σ
s0/2
for all σ ∈ [4R2N−1, N−ε3 ]. Similarly we have by applying the above for σ := 4R2σ (when
R > 1), we obtain this for σ ∈ [N−1, 4R2N−1] by monotonicity of µ, which holds for
|η|1−ε3 ≥ 16R4. Hence Lemma 3.2 proves the claim. Note that here the constant dependence
does not change.
If µ1(R) ≤ |η|−ε3s0/10, then one can use a trivial bound on exponential function in the
integral convolution and triangle inequality to obtain the claim. The desired decay can be
achieved by noting k ≥ 1 in this final case. 
3.1. Distribution of distortion within the regularised tree. In this section we will
prove the following other distribution property for general Markov maps in the regularised
tree given by large deviations, which is similar to what Bourgain and Dyatlov [2] employed:
Lemma 3.5. Write W ⊂ Rk+1n to be the set of “well-distributed blocked words” a defined
such that for all j = 1, ..., k and σ ∈ [e−λn, e−λε3n/4] we have that
e−2λsn|{(b, c) ∈ R2n : |ζj,a(b)− ζj,a(c)| ≤ σ}| ≤ σs0 .
where s0 = min{κ, s}/4 and κ is from the nonlinearity assumption for T and µ. Then most
blocks are well-distributed, so for some a > 0,
e−λ(k+1)sn|Rk+1n \W| ≤ aC6λε,ne−ε3λsn/20.
To prove this lemma, we need to split the analysis into two parts depending on the
distortion distance. For the first part, we need to use the nonlinearity assumption of Theorem
1.1:
Lemma 3.6. Consider a ∈ Rn fixed. Define xd to be the centre of Id for d ∈ Nn. Then
under the nonlinearity assumption of Theorem 1.1 we have that for e−λn ≤ σ ≤ 1,
|D1| :=
∣∣∣{(b, c,d) ∈ R3n : ∣∣∣T ′′ab(xd)T ′ab(xd) − T
′′
ac(xd)
T ′ac(xd)
∣∣∣ ≤ 1
2
√
σ
}∣∣∣ ≤ αCβε,ne3λsnσκ/2
for some constants α, β ≥ 0.
Proof. By the assumption of T we have for % = 1
2
√
σ ∈ [1
2
e−λn/2, 1
2
] ⊂ [1
2
e−λn/2, 1] that
|D1| ≤ (]Rn)2]
{
c ∈ Rn :
∣∣∣T ′′ab(x)
T ′ab(x)
− T
′′
ac(x)
T ′ac(x)
∣∣∣ ≤ %} ≤ C0%κ(]Rn)3.
This implies the claim as by Lemma 2.4(iv) we have
1
2
C−1C−3λε,n e
λsn ≤ ]Rn ≤ CC3λε,neλsn.
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
The second part follows from the mean value theorem:
Lemma 3.7. Consider a ∈ Rn fixed. We have that for e−λn ≤ σ ≤ 1,
|D2| :=
∣∣∣{(b, c,d) ∈ R3n : ∣∣∣T ′′ab(xd)T ′ab(xd) − T
′′
ac(xd)
T ′ac(xd)
∣∣∣ ≥ 1
2
√
σ, |T ′ab(xd)− T ′ac(xd)| ≤ e−2λnσ
}∣∣∣
is less than or equal to 96C2eλC10λε,n e
3λsnσs/2.
Proof. To begin, choose j such that
1
96
e−λe−λj−
7
2
εn ≤ √σ ≤ 1
96
e−λj−
7
2
εn
Consider words b and c also to be fixed. In this situation, we only want to count the number
of centre points xd.
We begin by rewriting the second condition in D2. By Lemma 2.5, we have that
16−2C−2ε,ne
−2λn ≤ |Iab|, |Iac| ≤ C2ε,ne−2λn
and since by the chain rule |T ′ab(x)| = |T ′a(Tb(x))||T ′b(x)| we must have the same bounds for
|T ′ab(x)| and |T ′ac(x)|. By the Mean Value Theorem, we have that
| log T ′ab(xd)− log T ′ac(xd)|
|T ′ab(xd)− T ′ac(xd)|
=
1
|ξ| for some ξ ∈ [T
′
ab(xd), T
′
ac(xd)] ∪ [T ′ac(xd), T ′ab(xd)].
So we have that |ξ| ∈ [16−2C−2ε,ne−2λn, C2ε,ne−2λn]. As a result we see that
| log T ′ab(xd)− log T ′ac(xd)| ≤
1
|ξ| |T
′
ab(xd)− T ′ac(xd)| ≤ 162C2ε,ne2λne−2λnσ = 162C2ε,nσ.
So we have that D2 ⊂ D′2 ×R2n where
D′2 :=
{
d ∈ Rn :
∣∣∣T ′′ab(xd)
T ′ab(xd)
− T
′′
ac(xd)
T ′ac(xd)
∣∣∣ ≥ 1
2
√
σ,
∣∣∣ log T ′ab(xd)
T ′ac(xd)
∣∣∣ ≤ 44C2ε,nσ}
By Lemma 2.9, we have that the set of centre points xd corresponding to the regular words
in D′2 must be containing in an interval J of length at most 4
5C2ε,n
√
σ. Note that instead of
counting the centre points xd, we can instead count the number of corresponding intervals
Id. However, it is important to note that there might exist at most two intervals Id whose
centre points do lie in J , but the intervals themselves are not entirely contained in J . If
we were to cover J with j-parents of n-regular intervals who length are at least e(−λ−ε)j/4,
then in the ‘worst case’ (when J does not contain any irregular geometric points), then the
number K of j-parent covering sets would satisfy the last inequality in the following
45C2ε,n
√
σ ≤ 4
5
96
e−λj−3εn/2 ≤ 11e−λj ≤ K
4
e−λj−εj.
So we can sufficiently choose a K ≥ 44eελn ≥ 44eεj, for example K = d44eελne ≤ 48Cλε,n
where the inequality is true if we assume that n is large enough so that eελn ≥ 1.
Given a j-parent Idj in the cover, we now approximate the number of n-regular intervals
Id (corresponding to the number of regular words which we wanted originally) contained in
this set. We see that by Lemma 2.4
#{d ∈ Rn : dj ≺ d}C−1e−λsnC−3λε,n ≤ µ
( ⋃
d∈Rn:dj≺d
Id
)
≤ µ(Idj) ≤ Ce(−sλ+3λε)j
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so we get that
#{d ∈ Rn : dj ≺ d} ≤ C3λε,nC2eλsne(−sλ+3λε)j.
So to conclude, we get that
#D′2 ≤ KC3λε,nC2eλsne(−sλ+3λε)j ≤ 962C2eλC11λε,n eλsnσs/2
(using the fact that s ≤ 1 and j ≤ n) which is as we require. 
Now using the Lemma 3.6 together with the above lemma, we can prove Lemma 3.5
Proof of Lemma 3.5. Consider l ∈ Z such that e−λn ≤ 2−l ≤ 2e−λε3n/4, noting that only
finitely many such l exist. Define R∗l to be the set of n-regular pairs (a,d) ∈ R2n such that
e−2λsn|{(b, c) ∈ R2n : |T ′ab(xd)− T ′ac(xd)| ≤ e−2λn2−l}| ≤ 2−(l+1)s/4.
For every σ ∈ [e−λn, e−λε3n/4] there is a unique l such that 2−l−1 ≤ σ ≤ 2−l. In this setting,
if we have a block A such that (aj−1, aj) ∈ R∗l for every j = 1, ..., k and every l, then by
definition of R∗l and by definition of ζj,a(b) we have that
e−2λsn|{(b, c) ∈ R2n : |ζj,a(b)− ζj,a(c)| ≤ σ}|
≤ e−2λsn|{(b, c) ∈ R2n : |T ′aj−1b(aj)− T ′aj−1c(aj)| ≤ e−2λn2−l}| ≤ 2−(l+1)s/4 ≤ σs/4.
This therefore tells us that ⋂
j
⋂
l
{A : (aj−1, aj) ∈ R∗l } ⊂ W .
From this containment, we can say that a k + 1 block A is not in W if there exists at
least one position j in the block and a scale l such that the pair (aj−1, aj) /∈ R∗. So to
prove the lemma, it is enough to show that e−2λsn|{R2n \ R∗l }| ≤ aCbε,ne−λε3sn/16 for some
a, b > 0. We achieve this bound by considering the counting measure ] on pairs in R2n and
use Chebychev’s inequality to get an upper bound on |R2n \ R∗l |. We apply Chebychev’s
inequality to the counting function defined by
f(a,d) = e−2λsn|{(b, c) ∈ R2n : |T ′ab(xd)− T ′ac(xd)| ≤ e−2λn2−l}|
which gives us that
|{R2n \ R∗l }| = ]({(a,d) ∈ R2n : |f(a,d)| ≥ 2−(l+1)s/4}) ≤ 2(l+1)s/4
∫
R2n
|f | d]
= e−2λsn2(l+1)s/4|{(a,b, c,d) ∈ R4n : |T ′ab(xd)− T ′ac(xd)| ≤ e−2λn2−l}|
By using the bound for ]Rn (recall Lemma 2.4(iv)), Lemma 3.6 and Lemma 3.7, we have
the claim. 
4. Strategy of the proof
Given Lemma 3.5, let us now give a strategy of the proof of Theorem 1.1 for general
nonlinear Markov maps.
(1) We consider frequencies ξ ∈ [e(2k+3/2)n, e(2k+3/2)(n+1)] for large n.
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(2) Applying the iterated transfer operator (Lnϕ)(2k+1), which is invariant under integra-
tion by µ, we can put our transform into a sum of T (2k+1)n preimages with corre-
sponding Birkhoff weights. We can equivalently consider the sum over 2k + 1 words
of length n, which we split into two blocks A of length k + 1, and B of length k. So
each term in the sum to be integrated will be of the form exp(2piiξTA∗Bx)wA∗B(x).
(3) We split this sum into regular and irregular blocks, the latter of which has exponential
decay in terms of the measure of their totalling cylinder sets (by large deviations). So
we can continue and make use of regularity bounds on cylinders and Birkhoff weights.
(4) We centralise the Birkhoff weights in the integral, and conclude that using regularity
of weights that we can bound our original transform from above using weights cen-
tralised at xak , which denotes the centre of the cylinder set indexed by the last word
in A. These weights are constant in each integral (for fixed A), and so we can pull
out this weight using Ho¨lder’s inequality.
(5) By considering the square of the transform, the oscillations can be considered as a dif-
ference of phases of the form exp(2piiξ(TA∗Bx−TA∗By)). With the weights centralised,
we now wish to centralise the phase differences using words in the block B. We can
achieve this by considering the centralised phase T ′a0b1(xa1)...T
′
ak−1bk(xak)(Takx−Taky)
as opposed to TA∗B(x)− TA∗B(y). This centralisation is possible by using regularity
of A at each stage. We bound our current expression using this centralisation.
(6) With the integral over [0, 1]2 completely centralised, we need only remove the integral
over small set centred around x = y, which can be done since it will have small
measure. This puts our integral into an exponential sum, of which we can apply
Lemma 3.4 on multiplicative convolutions; we need only prove (3.6).
(7) Similarly to removing irregular blocks, we wish to ignore “not-well distributed blocks”,
which occur when two different regular words give rise to inverse branches which have
similar derivative. Combinatorially, we do not expect this to be a regular occurrence
because of the nonlinearity of the maps that we consider. When looking at centred
differences of the form T ′ab(xd) − T ′ac(xd), we consider when (T ′ab − T ′ac)′ is large.
In this case, by the Mean Value Theorem, this will give us that the centres xd are
only in some small interval. By covering this interval with regular intervals of com-
parable length, we can use multi-regularity and measure bounds to conclude that a
sufficiently small amount of such centres can exist. When (T ′ab − T ′ac)′ is small, we
can manipulate to apply Lemma 3.6. Using [11] and Queffe´lec and Ramare´, this as-
sumption can be proved for the Gauss map. Both these cases combined proves (3.6)
of Bourgain-Dyatlov. This gives us decay on the proportion of not-well distributed
blocks, so we can remove the from our consideration.
(8) Now we have reduced the proof to decay theorem for exponential sums, which can
be controlled using the Fourier decay theorems for multiplicative convolutions by
Bourgain [1] in a similar fashion as Bourgain and Dyatlov did in [2]. However, due
to the fluctuations arising from large deviations of the − log |T ′| potential, we cannot
apply this directly. Hence in Section 3 we give a more quantitative application of
Bourgain’s decay theorem for multiplicative convolutions that shows the dependence
on the constants. This, combined with the fluctuation rates from large deviations
allows us to conclude the proof of the main result.
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5. Proof of Theorem 1.1
5.1. Definition of n0. To be able to apply relevant large deviation results, we need to make
sure that the values of n that we consider are sufficiently large. The conditions that will
be laid out now are analogous of those given in Section 5 page 15 of Jordan-Sahlsten [11].
Assuming that εrn-level regularity is required, we first assume that εr = m
−1 > 0 for some
m ∈ N. If this is not the case, we can simply make εr smaller so that this is so. We begin
by choosing n0 so that m|n0, as well as the following:
(1) If n1 is the generation that arises from the main large deviation theorem, then we
require
n0εr > n1
to ensure we have valid regularity at each scale that we need.
(2) If θ is the rate of expansion of (T n)′ with respect to n, and C is the Gibbs constant
for µ, we require
log 4
εrn0
< ε2,
log 4C2
log(θ2εrn0)
< ε/2 and
e−δεrn0
1− e−δ < e
−δεrn0/2
to ensure that we get decay on multiregular blocks of words.
(3) Finally we require that
1
192
e(λ/2−2ε)n0 ≥ 1
to apply the ideas of Queffe´lec and Ramare´.
Let us now begin the proof of Theorem 1.1. Let s = dimH µ and λ the Lyapunov exponent
of µ. Write s0 = κ/2 from the nonlinearity assumption for T and µ. Let k ∈ N and ε2 > 0
from Lemma 3.3.
Fix a frequency ξ ∈ R. Suppose |ξ| ≥ C (constant defined throughout the paper) . Let
n ∈ N be the number such that ξ = sgn ξ · %e(2k+3/2)n where % ∈ [1, e2k+3/2]. Recall that
|Rn| ≤ CC3λε,ne−λsn
and if a ∈ Rn, we have
wa(x) ≤ C3λε,ne−λsn
for all x ∈ [0, 1]. Write
h(x) := exp(2piiξx).
5.2. Applying the decay of exponential sums. Recall the formulation of Lemma 3.1:
Lemma 5.1. Define Jn := {η ∈ R : eλn/4 ≤ |η| ≤ Cε,neλn/2}. Then we have that
|µ̂(ξ)|2 ≤ e−λ(2k+1)sn
∑
A∈Rk+1n
sup
η∈Jn
∣∣∣ ∑
B:A↔B
e2piiηζ1,a(b1)...ζk,a(bk)
∣∣∣+27C2C2ε,neλ(k+1)2e−δn/8+C1δ2n.
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We begin by removing not well-distributed blocks from consideration in Lemma 3.1. We
see that
e−(2k+1)λsn
∑
a∈Rk+1n \W
sup
η∈Jn
∣∣∣ ∑
B:A↔B
e2piiηζ1,A(b1)...ζk,A(bk)
∣∣∣
≤ e−(2k+1)λsn
∑
A∈Rk+1n \W
sup
η∈Jn
∑
B:A↔B
1
≤ e−(2k+1)λsn
∑
A∈Rk+1n \W
CkC3λkε,n e
kλsn
≤ aCkC(3k+6)λε,n e−(k+1)λsne(k+1)λsneε2λsn/20
= a′C3λkε,n e
−ε2λsn/20
where a′ > 0. Hence we have that
|µ̂(ξ)|2 ≤ Ce−kλsn max
A∈W
sup
η∈Jn
∣∣∣ ∑
B:A↔B
e2piiηζ1,A(b1)...ζk,A(bk)
∣∣∣
+ a′C3λkε,n e
−ε2λsn/20 + 27C2C2ε,ne
λ(k + 1)2e−δn/8 + C1δ2n.
Note that by the regularity bounds for the measure of construction intervals, since µ is a
probability measure, we have that |Rn| ≤ CC3λε,nesλn. Let η ∈ Jn. Recall that
s0 = min{κ, s}/4.
By the definition of Jn and the definition of W , we have
]{(b, c) ∈ R2n : |ζj,A(b)− ζj,A(c)| ≤ σ} ≤ e2λsnσs0
Note that also ζj,A(b) ∈ [16−2C−1C−3λε,n , 162CC3λε,n]. Thus we may apply Lemma 3.4 to the
maps ζj,A. It implies that for all A ∈ W and η ∈ Jn that
e−kλsn
∣∣∣ ∑
B:A↔B
e2piiηζ1,a(b1)...ζk,a(bk)
∣∣∣ ≤ dC3kλε,n |η|−ε2 ≤ dC3kλε,n e−ε2λn/4
for d > 0 depending only on s and k.
Thus we have proved
|µ̂(ξ)|2 ≤ dC3kλε,n e−ε2λn/4 + a′C6λε,ne−ε3λsn/20 +DC2ε,ne−δn/8 + C1δ2n.
By making sure that ε is chosen such that 3λkε ≤ ε2s/20, the proof of Theorem 1.1 is
complete.
6. From oscillatory integrals to exponential sums
We are now just left to prove Lemma 3.1. Recall again the formulation:
Lemma 6.1. Define Jn := {η ∈ R : eλn/4 ≤ |η| ≤ Cε,neλn/2}. Then we have that
|µ̂(ξ)|2 ≤ e−λ(2k+1)sn
∑
A∈Rk+1n
sup
η∈Jn
∣∣∣ ∑
B:A↔B
e2piiηζ1,a(b1)...ζk,a(bk)
∣∣∣+27C2C2ε,neλ(k+1)2e−δn/8+C1δ2n.
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We will prove this using iterations of the transfer operator L∗ϕ. Since µ is invariant under
the transfer operator L∗ϕ:
µ = L∗ϕµ
we obtain immediately the following estimate
Lemma 6.2.
|µ̂(ξ)|2 ≤ 2
∣∣∣∑
A,B
∫
h(TA∗B(x))wA∗B(x) dµ(x)
∣∣∣2 + 4C2(k + 1)2e−δn/8.
Proof. By the invariance of the transfer operator
µ̂(ξ) =
∫
h(x) dµ(x) =
∫
L(2k+1)nϕ h(x) dµ(x) =
∫
(Lnϕ)2k+1h(x) dµ(x).
This splits using Rkn and (Nn)k \ Rkn to∣∣∣ ∫ ∑
A∈Rk+1n
B∈Rkn
wA∗B(x)h(TA∗Bx) dµ
∣∣∣+ ∣∣∣ ∫ ∑
A∈(Nn)k+1\Rk+1n
or B∈(Nn)k\Rkn
wA∗B(x)h(TA∗Bx) dµ
∣∣∣.
We shall bound the right hand side by considering that∣∣∣ ∫ ∑
A∈(Nn)k+1\Rk+1n
or B∈(Nn)k\Rkn
wA∗B(x)h(TA∗Bx) dµ
∣∣∣ ≤ ∫ ∑
A∈(Nn)k+1\Rk+1n
or B∈(Nn)k\Rkn
wA∗B(x) dµ
≤
∑
A∈(Nn)k+1\Rk+1n
or B∈(Nn)k\Rkn
Cµ(IA∗B)
≤ Cµ([0, 1] \ (Rn)k+1) + Cµ([0, 1] \ (Rn)k).
We get the required result by noting that (Rn)k+1 ⊂ (Rn)k, which follows by the fact that
for any A ∈ Rk+1n we have that there exists B ∈ Rkn such that B ≺ A. Conclude using
|a+ b|2 ≤ 2|a|2 + 2|b|2. 
To control the above sums, we will rely on the local variation assumption of the potential
ϕ defining the Gibbs measure and the bounded distortion assumption on T . First of all,
since the distortion |(log T ′a)′(z)| is uniformly bounded over a ∈ Nn and z ∈ [0, 1], we obtain
the following:
Lemma 6.3. For a ∈ Nn, assume that for all z ∈ X,∣∣∣T ′′a (z)
T ′a(z)
∣∣∣ ≤ B
for some B > 0. Then we have that
T ′a(x)
T ′a(y)
≤ exp(B|x− y|)
for x, y ∈ [0, 1].
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Proof. By the mean value theorem we have that
T ′a(x)
T ′a(y)
= exp
(
log
T ′a(x)
T ′a(y)
)
≤ exp | log T ′a(x)− log T ′a(y)|
= exp(|(log T ′a)′(z)| · |x− y|) ≤ exp(B|x− y|).

Lemma 6.4. For the value δ > 0 coming from the local variation assumption of the potential
ϕ, we have∣∣∣ ∫ f dµ∣∣∣2 ≤ Ce−(2k−1)λsn∑
A,B
∣∣∣ ∫ eiξTA∗B(x)wak(x)dµ(x)∣∣∣+ C1δ2n + 4C2(k + 1)2e−δn/8
for some constant C1 > 0.
Proof. Choose a point y ∈ [0, 1] such that xak = Tak(y). Then we have that
wA#B(Takx)
wA#B(xak)
= exp(S2knϕ(TA∗B(x))− S2knϕ(TA∗B(y))).
Since ϕ is locally Ho¨lder, we know that there exists a constant C > 0 and 0 < δ < 1 such
that for any m ∈ N we have
sup
w∈Nm
sup{|ϕ(u)− ϕ(v)| : u, v ∈ Iw} ≤ Cδm.
This gives as |A ∗B| = (2k + 1)n that
|S2knϕ(TA∗B(x))− S2knϕ(TA∗B(y))| ≤
2kn−1∑
j=0
Cδ2kn+n−i ≤ C
1− δ δ
n+1 =: C0δ
n+1.
Hence
exp(−C0δn) ≤ wA#B(Takx)
wA#B(xak)
≤ exp(C0δn).
Rearranging this result we have that
|wA#B(Takx)− wA#B(xak)| ≤ max{| exp(±C0δn)− 1|}wA#B(xak).
Hence since |h| ≤ 1 we have that
|h(TA∗Bx)wA∗B(x)− wA#B(xak)h(TA∗Bx)wak(x)| ≤ Ce−(2k+1)λsn · C0δn
where we use that fact that wA∗B(x) = wA#B(Tak(x))wak(x). Comparing this with the
integral on the right hand side of Lemma 6.2 we see that∣∣∣∑
A,B
∫
h(TA∗B(x))wA∗B(x) dµ(x)−
∑
A,B
wA#B(xak)
∫
h(TA∗Bx)wak(x) dµ(x)
∣∣∣
≤
∑
A,B
∫
|h(TA∗Bx)wA∗B(x)− wA#B(xak)h(TA∗Bx)wak(x)| dµ(x)
≤
∑
A,B
Ce−(2k+1)λsn · C0δn ≤ C1δn
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where we use the fact that we have an upper bound on the number of block combinations
A and B which is given by Ce(2k+1)λsn. Using Ho¨lder’s inequality we get that∣∣∣∑
A,B
wA#B(xak)
∫
h(TA∗Bx)wak(x) dµ(x)
∣∣∣2
≤ Ce−(2k−1)λsn
∑
A,B
∣∣∣ ∫ h(TA∗Bx)wak(x) dµ(x)∣∣∣2
Using |a+ b|2 ≤ 2|a|2 + 2|b|2 for a, b ∈ C, we get the result. 
Now we are ready to finish the proof of Lemma 3.1:
Proof of Lemma 3.1. First of all,
|µ̂(ξ)|2 ≤ Ce−λ(2k−1)sn
∑
A,B
∣∣∣ ∫ h(TA∗B(x))wa′k(x) dµ(x)∣∣∣2 + C1δ2n.
The first term on the right-hand side of the above inequality is∑
A,B
∣∣∣ ∫ h(TA∗B(x))wa′k(x) dµ(x)∣∣∣2,
which, when opening up, is equal to∑
A
∫
[0,1]2
wa′k(x)wa′k(y)
∑
B
e2piiξ(TA∗B(x)−TA∗B(x)) dµ(x) dµ(y).
Taking absolute values, and using the bound for wa′k(x), this is bounded from above by
Ce−2λsn
∑
A
∫
[0,1]2
∣∣∣∑
B
e2piiξ(TA∗B(x)−TA∗B(x))
∣∣∣ dµ(x) dµ(y).
Consider a fixed block A. Given x, y ∈ [0, 1], define x̂ := Tak(x) and ŷ := Tak(y) both of
which are in Iak . We also have that TA∗B(x) = TA#B(x̂) and TA∗B(y) = TA#B(ŷ). By the
Fundamental Theorem of Calculus we have that
TA∗B(y)− TA∗B(x) =
∫ ŷ
x̂
T ′A#B(t)dt.
By applying the Chain rule k times, we have that there exists ti ∈ Iai for i = 1, ..., k such
that
T ′A#B(t) = T
′
a0b1
(t1)T
′
a1b2
(t2)...T
′
ak−1bk(tk)
where tk = t. Lemma 6.3 gives us that
exp(−2|xai − ti|) ≤
T ′ai−1bi(ti)
e−2λne2λnT ′ai−1bi(xai)
≤ exp(2|ti − xai |)
where the upper bound is direct, but the lower bound is achieved by swapping xai and ti in
the lemma. We also have that |xai − ti| ≤ Cε,ne−λn because both points are in Iai . Hence
using the definition of ζi,A(bi) we have that
exp(−2kCε,ne−λn) ≤
T ′A#B(t)
e−2kλnζ1,A(b1)...ζk,A(bk)
≤ exp(2kCε,ne−λn).
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We shall denote the denominator of the above fraction by Pk to see that by rearranging we
have
[exp(−2kCε,ne−λn)− 1]Pk ≤ T ′A#B(t)− Pk ≤ [exp(2kCε,ne−λn)− 1]Pk.
So by integrating between ŷ and x̂ we get that
[exp(−2kCε,ne−λn)−1]Pk(ŷ−x̂) ≤ TA∗B(x)−TA∗B(y)−Pk(ŷ−x̂) ≤ [exp(2kCε,ne−λn)−1]Pk(ŷ−x̂).
Since ŷ, x̂ ∈ Iak and ζi,A ∈ [C−2ε,n, C2ε,n], we have that |Pk| ≤ Ckε,ne−2kλn and so
|TA∗B(x)− TA∗B(y)− Pk(ŷ − x̂)| ≤ e2kCk+2ε,n e−(2k+2)λn.
We define
η :=
sgn ξ
%
e3λn/2(x̂− ŷ).
By the Mean Value Theorem and using the regularity bounds on |T ′ak | we get that C−1ε,ne−λn|x−
y| ≤ |x̂− ŷ| ≤ Cε,ne−λn|x− y| and hence we have that
C−1ε,ne
λn/2|x− y| ≤ |η| ≤ Cε,neλn/2|x− y|.
Using the fact that the map x→ eix is Lipschitz, we get that∣∣∣∑
B
e2piiξ(TA∗B(x)−TA∗B(x))
∣∣∣
≤
∣∣∣∑
B
e2piiζ1,a(b1)...ζk,a(bk)
∣∣∣+ ∣∣∣∑
B
e2piiξ(TA∗B(x)−TA∗B(x)) − e2piiζ1,a(b1)...ζk,a(bk)
∣∣∣
≤
∣∣∣∑
B
e2piiζ1,a(b1)...ζk,a(bk)
∣∣∣+∑
B
|2piξ(TA∗B(x)− TA∗B(x))− 2piηζ1,a(b1)...ζk,a(bk)|
≤
∣∣∣∑
B
e2piiζ1,a(b1)...ζk,a(bk)
∣∣∣+∑
B
2pie−λn/2 ≤
∣∣∣∑
B
e2piiζ1,a(b1)...ζk,a(bk)
∣∣∣+ 2piCkC3kλε,n e(s−1/2)λn
This gives us that
|µ̂(ξ)|2 ≤ Ce−λ(2k+1)sn
∑
A∈Rk+1n
∫
I2
b(A)
∣∣∣∑
B
e2piiηζ1,a(b1)...ζk,a(bk)
∣∣∣ dµ(x) dµ(y) + C ′C(2k+1)λε,n e−λsn/2
By covering the n-regular part of the following set with bn/4c-generation parent intervals,
for fixed y ∈ [0, 1] we have that
µ({x ∈ [0, 1] : |x− y| ≤ C0e−λn/4}) ≤ µ([0, 1] \Rn) + µ({x ∈ Rn : |x− y| ≤ C0e−λn/4})
≤ Ce−δn +
⌈ 2C0e−λn/4
C−1ε,ne−λbn/4c/16
⌉
e−λsbn/4c
≤ Ce−δn + 64C0Cε,ne−λs(n/4−1)
≤ Ce−δn + 64eλC0Cε,ne−λsn/4.
Hence we have that
µ× µ({(x, y) ∈ [0, 1]2 : |x− y| ≤ C0e−λn/4}) ≤ Ce−δn + 64eλC0Cε,ne−λsn/4
So we can just consider our double integral where |x− y| ≥ C0e−λn/4, which in turn gives us
that η ∈ Jn by choosing C0 = Cε,n. 
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7. The case of Gauss map: Proof of Corollary 1.2
7.1. Preliminaries. Given a finite word consisting of natural numbers a = (a1, a2, ..., an) ∈
Nn for some n ∈ N, define its continued fraction to be
[a] := [a1, a2, ..., an] :=
1
a1 +
1
a2 +
1
...+
1
an
.
We use the fact given to us by number theory that for each irrational number x ∈ [0, 1] \Q,
we can find a unique sequence of numbers ai(x) ∈ N such that
x = lim
n→∞
[a1(x), a2(x), ..., an(x)].
We obtain an identification of the set of irrational numbers in [0, 1] \ Q and countable
words consisting of natural numbers given by (a1, a2, ...) ∈ NN.
Definition 7.1 (The Gauss Map). Define the Gauss map T : [0, 1]→ [0, 1] as follows
T (x) =
{
1
x
mod 1 x ∈ (0, 1]
0 x = 0.
The Gauss map is bijective on the intervals In = (
1
n+1
, 1
n
], so we can consider the inverse
of T |In(x) = 1x − n; this inverse Tn : [0, 1]→ In is given by
Tn(x) :=
1
x+ n
for fixed n ∈ N. We call the graph of the functions Tn the inverse branches of the Gauss
map T . From now on, consider the Gauss map and its inverse branches given in Definition
7.1 on the set of irrationals X := [0, 1] \Q. The Gauss map corresponds to the shift map σ
in NN.
Definition 7.2. We can rewrite the continued fraction for a finite word a = (a1, ..., an) in
the following way:
[a1, ..., an] =:
pn(a)
qn(a)
where pn(a), qn(a) ∈ N are coprime. We call the denominator qn(a) the continuant of [a].
For k < n, we define qk(a) := qk(a|k) where a|k := (a1, ..., ak) is the word consisting of the
first k letters of a.
Below are some useful relations about continuants. Define the mirror of a word a =
(a1, ..., an) ∈ Nn to be a← = (an, ..., a1).
Proposition 7.3. For a word a ∈ Nn we have that the following hold:
(i) qn(a) = anqn−1(a) + qn−2(a) (the recurrence relation for continuants);
(ii) pn(a) = anpn−1(a) + pn−2(a) (the recurrence relation for numerators);
(iii) qn(a) = qn(a
←) and qn−1(a) = pn(a←) (invariance and recovery under mirroring);
(iv) qn(a)pn−1(a)− qn−1(a)pn(a) = (−1)n.
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Lemma 7.4. For a ∈ Nn we have that
1
4
qn(a)
−2 ≤ |T ′a| ≤ qn(a)−2.
This gives us the same bounds for the length of the intervals Ia.
Lemma 7.5. Suppose a ∈ Rn and j = n/2, . . . , n. Then
C−1ε,ne
λj ≤ qj(a)2 ≤ 4Cε,neλj;
Lemma 7.6. For a ∈ Nn, let b := (a1, ..., an−k) be the first n − k digits of a, and c :=
(an−k+1, ..., an) be the last k digits for any 1 ≤ k < n. We have that
1
2
≤ qn(a)
qn−k(b)qk(c)
≤ 4.
Lemma 7.7. For a ∈ Rn we have that
1
16
C−1ε,ne
−λn ≤ |Ia←| ≤ Cε,ne−λn.
Proof. By invariance of continuants under mirroring we have that
1
16
C−1ε,ne
−λn ≤ 1
4
qn(a)
−2 =
1
4
qn(a
←)−2 ≤ |Ia←| ≤ qn(a←)−2 = qn(a)−2 ≤ Cε,ne−λn.

7.2. Distortion control. The main result on Gauss map, Corollary 1.2, follows if we can
establish Lemma 3.6 on the distribution of distortions
T ′′b(x)
T ′b(x)
for Theorem 1.1 on nonlinear maps, which is done in the following
Proposition 7.8. The statement of Lemma 3.6 holds with α = 192eλ, β = 11λ and κ = s.
The main tool that allows us to reduce the proof of Proposition 7.8 to properties of
continues fractions is that it turns out that the distortion control distortion between iterated
branches represented by words b and c using the difference between the geometric points
pn(b
←)
qn(b←)
represented by the reverse of these words:
Lemma 7.9. Let b, c ∈ Nn. Then we have for all x ∈ [0, 1] that
1
2
∣∣∣pn(b←)
qn(b←)
− pn(c
←)
qn(c←)
∣∣∣ ≤ ∣∣∣T ′′b(x)
T ′b(x)
− T
′′
c (x)
T ′c(x)
∣∣∣ ≤ 2∣∣∣pn(b←)
qn(b←)
− pn(c
←)
qn(c←)
∣∣∣.
We need a simple lemma on the upper bound for distortion:
Lemma 7.10. For a ∈ Nn, for all z ∈ X we have that∣∣∣T ′′a (z)
T ′a(z)
∣∣∣ ≤ 2.
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Proof.
|(log |T ′a(x)|)′| =
∣∣∣( log 1
(qn−1(a)x+ qn(a))2
)′∣∣∣ = |(−2 log(qn−1(a)x+ qn(a)))′|
=
∣∣∣ 2qn−1(a)
qn−1(a)x+ qn(a)
∣∣∣ ≤ 2qn−1(a)
qn(a)
≤ 2.

Proof of Lemma 7.9. By the formula for T ′b and T
′
c in terms of continuants and using the
reversal property, we have
1
2
∣∣∣pn((b)←)
qn((b)←)
− pn((c)
←)
qn((c)←)
∣∣∣ = ∣∣∣2qn−1(b)qn(c)− 2qn(b)qn−1(c)
2qn(b) · 2qn(c)
∣∣∣
≤
∣∣∣ 2qn−1(b)qn(c)− 2qn(b)qn−1(c)
(qn−1(b) + qn(b)) · (qn−1(c) + qn(c))
∣∣∣
≤
∣∣∣ 2qn−1(b)qn(c)− 2qn(b)qn−1(c)
(qn−1(b)xd + qn(b)) · (qn−1(c)xd + qn(c))
∣∣∣
=
∣∣∣ 2qn−1(b)
(qn−1(b)xd + qn(b))
− 2qn−1(c)
(qn−1(c)xd + qn(c))
∣∣∣
=
∣∣∣T ′′b(x)
T ′b(x)
− T
′′
c (x)
T ′c(x)
∣∣∣ ≤ ∣∣∣2qn−1(b)qn(c)− 2qn(b)qn−1(c)
qn(b) · qn(c)
∣∣∣
= 2
∣∣∣qn−1(b)
qn(b)
− qn−1(c)
qn(c)
∣∣∣ = 2∣∣∣pn((b)←)
qn((b)←)
− pn((c)
←)
qn((c)←)
∣∣∣

Lemma 7.11 (Distance bounds for concatenating regular words). Given a word a ∈ Nn of
length n, we have that
|[b←]− [c←]| ≤ |[(ab)←]− [(ac)←]|+ 2Cε,ne−λn/2.
Proof.
|[b←]− [c←]| = |[b←]− [(ab)←] + [(ab)←]− [(ac)←] + [(ac)←]− [c←]|
≤ Cε,ne−λn + |[(ab)←]− [(ac)←]|+ Cε,ne−λn ≤ |[(ab)←]− [(ac)←]|+ 2Cε,ne−λn/2

Proof of Proposition 7.8. Define
|R| := |{(b, c,d) : |[(ab)←]− [(ac)←]| ≤ √σ}|.
By Lemma 7.9, we have that D2 ⊂ R. Note that
R = R2n × {b ∈ Rn : |[(ab)←]− [(ac)←]| ≤
√
σ} =: R2n ×R′
So it will be sufficient to get a cardinality bound for R′. By Lemma 7.11, and since e−λn/2 ≤√
σ we have that
R′ ⊂ {b ∈ Rn : |[b←]− [c←]| ≤ 3Cε,n
√
σ} =: R′′.
By demanding that
3
√
σ ≤ 3
96
e−λj−
7
2
εn ≤ 3rj
qn(c)
28 TUOMAS SAHLSTEN AND CONNOR STEVENS
we have that R′′ ⊂ Bj in the proof of Lemma 6.8 in the paper of Jordan-Sahlsten [11].
Note that Lemma 7.6 gives us that
1
2
≤ qn(c)
qn−j(c1, ..., cn−j)qj(cn−j+1, ..., cn)
and so by rearranging we see that
qn−j(c1, ..., cn−j)2
4qn(c)2
≤ qj(cn−j+1, ..., cn)−2 = qj(cn, ..., cn−j+1)−2
where the last equality is by the mirroring property. By definition of rj we have that
3rj =
1
128
e(n/2−j)λ−2εn ≤ 1
128
e(n/2−j)λ−
3
2
εn+εj =
1
128
e(λ−ε)(n−j)
e(λ+ε)n/2
≤ 1
64
qn−j(c1, ..., cn−j)2
qn(c)
where the last inequality uses Lemma 7.5 twice, which is valid because bn/2c ≤ n− j < n.
So we can now say that the jth annulus is contained in Xj where we define
Xj :=
{
b ∈ Rn : |[c←]− [b←]| < 1
16
qj(cn, ..., cn−j+1)−2
}
.
We proceed by showing that |Xj| ≤ 2|Sj| where we define
Sj := {(b1, ..., bn−j+1) : b ∈ Rn}.
We may use the results in Lemma 2.4 for the words in Sj because they are length n− j + 1
subwords and hence satisfy n− j + 1-regularity because bn/2c ≤ n− j + 1 ≤ n. Define the
construction interval I := Icn,...,cn−j+1 . We consider two cases.
(i) If cn−j+1 6= 1, then its neighbouring intervals are in the same generation. These intervals
are Icn,...,cn−j+1−1 and Icn,...,cn−j+1+1. We consider bounding the diameter of these sets from
below, so that we may then apply some covering argument. By applying the recurrence
relation in Proposition 7.3 twice we see that
qj(cn, ..., cn−j+1 + 1) = (cn−j+1 + 1)qj−1(cn, ..., cn−j+1) + qj−2(cn, ..., cn−j+1)
= cn−j+1qj−1(cn, ..., cn−j+1) + qj−2(cn, ..., cn−j+1) + qj−1(cn, ..., cn−j+1)
= qj(cn, ..., cn−j+1) + qj−1(cn, ..., cn−j+1) ≤ 2qj(cn, ..., cn−j+1).
In the same way we see that
qj(cn, ..., cn−j+1 − 1) = qj(cn, ..., cn−j+1)− qj−1(cn, ..., cn−j+1) ≤ qj(cn, ..., cn−j+1)
where the last inequality uses the fact that the continuants are positive. So by Lemma 7.4 we
can bound the diameter of both of the neighbouring intervals from below by 1
16
qj(cn, ..., cn−j+1)−2.
As a result, if b ∈ Xj, then b must be contained in I or one of it’s two neighbours (because of
the geometric distance restriction on b ∈ Xj, stating that it must be less than the minimum
diameter of the neighbouring sets away from c)
(ii) The other case is when cn−j+1 = 1. In general, the neighbouring intervals of I are
Icn,...,cn−j+1+1 and Icn,...,cn−j+2+1, but their position relative to I depends on whether n− j+ 1
is odd or even. The diameter of the second neighbouring interval is bounded from below as
we would like because
qj−1(cn, ..., cn−j+2 + 1) = qj−1(cn, ..., cn−j+2) + qj−2(cn, ..., cn−j+2)
≤ 2qj−1(cn, ..., cn−j+2) = 2qj−1(cn, ..., cn−j+1)
≤ 2qj(cn, ..., cn−j+1).
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So in this case by the same covering argument, we know that there are only two choices for
the first j − 1 entries of (bn, ..., bn−j+1), but we are unsure of the last entry bn−j+1 (this will
not matter because we know that b ∈ Sj).
So we conclude that in any case, there are at most two choices of the last j− 1 entries (as
a word) of b. We also know that the first n− j+ 1 entries of b ∈ Rn are contained in Sj. So
we must have that |Bj| ≤ 2|Sj|. We now bound the size of Sj. For some (b1, ..., bn−j+1) ∈ Sj,
Lemma 2.4 tells us that µ(Ib1,...,bn−j+1) ≥ e−(n−j+1)(λs+3λε). So the number of these words in
Sj must not exceed e(n−j+1)(λs+3λε), otherwise we could take the union of the intervals to give
a set of measure greater than one (a contradiction). Hence we have that
|Bj| ≤ 2|Sj| ≤ 2e(n−j+1)(λs+3λε)  e(sλ+3λε)ne−sλj.
So we get that |Bj| ≤ 2C3λε,neλsne−sλj. For the given σ, choose j such that
1
λ
(
− λ− 7
2
εn+ log
( 1
96
√
σ
))
≤ j ≤ 1
λ
(
log
( 1
96
√
σ
)
− 7
2
εn
)
.
This upper bound for j is equivalent to the demand made to have that R′′ ⊂ Bj. Also, the
lower bound is such that j is contained in an interval of length 1, so there is at least one
choice for j (if the left hand bound is negative, 0 is a valid choice for j since the upper bound
is non-negative). The lower bound for j is equivalent to
1
96
e−λe−λj−
7
2
εn ≤ √σ.
So we have that
|Bj| ≤ 192eλC7λε,neλsnσs/2.
Following the containment arguments given at the start of this proof, we get that
|D1| ≤ αC6λε,ne3λsnσs/2
where α is some positive constant, as required. 
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