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CHARACTERIZATION OF QUADRATIC CAUCHY-STIELTJES KERNEL
FAMILIES BY ORTHOGONALITY OF POLYNOMIALS
RAOUF FAKHFAKH
Abstract. In this paper we specify some facts about the sequence of polynomials asso-
ciated to a Cauchy-Stieltjes Kernel (CSK) family and we prove that quadratic variance
function is characterized by the property of orthogonality of these polynomials.
1. Introduction
The notion of variance function of a natural exponential family (NEF) has drawn consid-
erable attention of recherche and many classifications of NEF by the form of their variance
function has been realized. For many common NEFs the variance function takes a very
simple form. Morris ([9]) describe the class of real NEFs such that the variance function
is a polynomial in the mean of degree less than or equal to two. In [10], Letac and Mora
have extended the work of Morris by classifying all real cubic NEFs such that the variance
function is a polynomial in the mean of degree less than or equal to three. This classes has
received a deal of attention in the statistical literature and many interesting characteristic
properties have been established. A remarkable characteristic result is due to Meixner ([11]).
It characterizes the distribution µ for which there exists a family of µ-orthogonal polyno-
mials with an exponential generating function. These distributions generates exactly the
Morris class of NEFs. A second characterization is due to Feinsilver ([8]), who shows that
a certain class of polynomials naturally associated to a NEF is µ-orthogonal if and only if
the family is in the Morris class. In [7], Hassairi and Zarai have introduced the notion of
2-orthogonality for a sequence of polynomials to give extended versions of the Meixner and
Feinsilver characterizations results based on orthogonal polynomials. In fact, they show that
the cubicity of the variance function is characterized by the property of 2-orthogonality.
In a manner analogous to the definition of NEFs, Bryc and Ismail (see [3]) have intro-
duced the definition of q-exponential families. They have identified all q-exponential families
when |q| < 1. In particular they have studied the case when q = 0 which is related to free
probability theory by using the Cauchy-Stieltjes kernel 1/(1−θx) instead of the exponential
kernel exp(θx). In [1], Bryc continue the study of Cauchy-Stieltjes Kernel (CSK) families
for compactly supported probability measures ν. He has shown that such families can be
parameterized by the mean and under this parametrization, the family (and measure ν) is
uniquely determined by the variance function V (m) and the mean m0 of ν. He has also
described the class of quadratic CSK families. Up to affine transformations and powers of
free convolution, this class consists of the free Meixner distributions. In [2], Bryc and Has-
sairi continue the study of CSK families by extending the results to allow measures ν with
unbounded support, providing the method to determine the domain of means, introducing
the “pseudo-variance” function that has no direct probabilistic interpretation but has similar
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properties to the variance function. They have also introduced the notion of reciprocity be-
tween tow CSK families by defining a relation between the R-transforms of the corresponding
generating probability measure. This leads to describe a class of cubic CSK families which
is related to quadratic class by a relation of reciprocity.
In this paper, we are interested in the class of quadratic CSK families: Our aim is to
characterize such families by the property of orthogonality of polynomials in the Meixner and
Feinsilver way. In section 2, after a review of CSK families, we specify some facts about the
sequence of polynomials associated to a CSK family, in particular we show that the generating
function of this sequence converge in a neighborhood of 0. In section 3, we state and prove
our main result concerning the characterization of the sequence of polynomials corresponding
to distribution generating a quadratic CSK family by a property of orthogonality. Then, we
determine the families of orthogonal polynomials with a Cauchy-Stieltjes type generating
function. This leads to another characterization of the quadratic CSK family.
2. Polynomials associated to CSK families
The CSK families arise from a procedure analogous to the definition of NEFs by using the
Cauchy-Stieltjes kernel 1/(1− θx) instead of the exponential kernel exp(θx). In this section,
we present the basic concept of CSK families and we define the associated polynomials. We
first review some facts concerning the polynomials associated to NEFs.
2.1. NEFs and associated polynomials. If µ is a positive measure on the real line, we
denote by
Lµ(θ) =
∫
R
exp(θx)µ(dx), (2.1)
its Laplace transform, and we denote Θ(µ) = interior{θ ∈ R; Lµ(θ) < ∞}. M(R) will
denote the set of measures µ such that Θ(µ) is not empty and µ is not concentrated on one
point. If µ is in M(R), we also denote
Kµ(θ) = log(Lµ(θ)), θ ∈ Θ(µ), (2.2)
the cumulate function of µ. To each µ in M(R) and θ in Θ(µ), we associate the following
probability distribution:
P (θ, µ)(dx) = exp(θx−Kµ(θ))µ(dx). (2.3)
The set
F = F (µ) = {P (θ, µ), θ ∈ Θ(µ)} (2.4)
is called the natural exponential family (NEF) generated by µ. The map θ 7−→ K ′µ(θ) is
a bijection between Θ(µ) and its image MF which is called the domain of the means of
the family F. Denote by φµ : MF −→ Θ(µ) the inverse of K
′
µ. We are thus led to the
parametrization of F by the mean m. For each µ ∈ M(R) and m ∈ MF , let us denote
P (m,F ) = P (φµ(m), µ) and rewrite F = {P (m,F ); m ∈ MF}. The density of P (m,F )
with respect to µ is
hµ(x,m) = exp(φµ(m)x− kµ(φµ(m))). (2.5)
The variance of P (m,F ) is denoted VF (m). The map m 7−→ VF (m) is called the variance
function of the NEF F and is defined for all m ∈MF by
VF (m) = K
′′
µ(φµ(m)) = (φ
′
µ(m))
−1.
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The important feature of VF (.) is that it characterizes the NEF F in the following sense: If
F1 is another NEF such that MF ∩MF1 contains a non-empty open interval O and VF (m) =
VF1(m) for m ∈ O, then F = F1. Thus (MF , VF (m)) completely characterizes F .
Consider now a real natural exponential family F and take µ = P (m0, F ) with m0 fixed in
MF . the density hµ(., m) of P (m,F ) with respect to µ is still given by (2.5) with hµ(., m0) ≡
1. It is easily verified by induction on N that there exists a polynomials Hn in x of degree n
such that
∂n
∂mn
hµ(x,m) = Hn(x,m)hµ(x,m). (2.6)
and
Hn+1(x,m) = φ
′
µ(m)(x−m)Hn(x,m) +Rn+1(x,m), (2.7)
where Rn+1 is a polynomial in x of degree < n+1. In particular, we have that H0(x,m) = 1
and H1(x,m) = φ
′
µ(m)(x−m).
2.2. CSK families and associated polynomials. The notations are the ones used in [2].
Suppose ν is a non-degenerate probability measure with support bounded from above. Then
Mν(θ) =
∫
1
1− θx
ν(dx) (2.8)
is well defined for all θ ∈ [0, θ+) with 1/θ+ = max{0, sup supp(ν)} and
Pθ(dx) =
1
Mν(θ)(1− θx)
ν(dx)
is a probability measure for each θ ∈ [0, θ+). Then an analog of the NEF, with Cauchy
kernel 1/(1− θx) replacing the exponential kernel exp(θx), is the family
K+(ν) = {Pθ(dx); θ ∈ (0, θ+)} = {Qm(dx), m ∈ (m0, m+)} (2.9)
which we call the (one-sided) CSK family generated by ν.
As in the case of NEF, the CSK family can be re-parameterized by the mean, and we
already included this alternative parametrization on the right hand side of (2.9). The interval
(m0, m+) is called the (one sided) domain of means, and is determined as the image of (0, θ+)
under the strictly increasing function kν(θ) =
∫
xPθ(dx) which is given by the formula
kν(θ) =
Mν(θ)− 1
θMν(θ)
. (2.10)
The variance function
Vν(m) =
∫
(x−m)2Qm(dx) (2.11)
is the fundamental concept of the theory of NEF, and also of the theory of CSK families.
Unfortunately, if ν does not have the first moment, all measures in the CSK family generated
by ν have infinite variance. Reference [2] introduces the concept of pseudo-variance function
which is defined in general by
Vν(m) = m
(
1
ψν(m)
−m
)
, (2.12)
where ψν : (m0, m+) → (0, θ+) is the inverse of the function kν(·). If m0 =
∫
xdν is finite,
the variance function given by (2.11) exists, in fact from proposition 3.2 in [2] we know that
Vν(m) =
m
m−m0
Vν(m). (2.13)
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In particular, Vν = Vν when m0 = 0. Specifically, the re-parameterized measure involves the
pseudo-variance function Vν(m) and is given by
Qm(dx) =
Vν(m)
Vν(m) +m(m− x)
ν(dx). (2.14)
Another interesting fact is that the pseudo-variance function Vν characterizes the CSK
family, in fact the generating measure ν is determined uniquely through the following iden-
tities, for technical details, see proposition 3.5 in [2]: if
z = z(m) = m+
Vν(m)
m
(2.15)
then the Cauchy transform
Gν(z) =
∫
1
z − x
ν(dx). (2.16)
satisfies
Gν(z) =
m
Vν(m)
. (2.17)
For a non-degenerate probability measure ν with support bounded from above, the do-
main of means (m0, m+) is determined from the following formulas ([2, Remark 3.3]) m0 :=
limθ→0+ kν(θ) and m+ = B − 1/Gν(B), with B = B(ν) = max{0, sup supp(ν)}.
One may define the one-sided CSK family for a generating measure with support bounded
from below. The one-sided CSK family K−(ν) is defined for θ− < θ < 0, where θ− is either
1/A(ν) or −∞ with A = A(ν) = min{0, inf supp(ν)}. In this case, the domain of the means
for K−(ν) is the interval (m−, m0) with m− = A− 1/Gν(A). If ν has compact support, the
natural domain for the parameter θ of the two-sided CSK family K(ν) = K+(ν)∪K−(ν)∪{ν}
is θ− < θ < θ+.
As indicated in formula (2.6), for NEFs the associated polynomials are obtained by taking
successive derivative of the density hµ(., m) of P (m,F ) with respect to µ. For the CSK
families we use the q-derivative for q = 0. Usually the q-derivative operator Dq is defined by
Dqf(x) =
f(x)− f(qx)
(1− q)x
, for x 6= 0,
where q is fixed and −1 < q < 1. Further we have that Dnq f(x) = Dq(D
n−1
q f(x)), for
n = 1, 2, 3, ..., where D0q denotes the identity operator. If f is differentiable then Dqf(x)
tends to f ′(x) as q tends to 1. Note that for any positive integer and f a function for which
f (n)(0) exists, we have
(Dnq f)(0) = lim
x−→0
Dnq f(x) =
f (n)(0)
n!
[n]q!,
with [n]q! =
(q; q)n
(1− q)n
such that for a ∈ R, (a; q)0 = 1 and (a; q)n =
∏n−1
k=0(1−aq
k), n = 1, 2, ...
In particular, we have that (D0f)(0) := f
′(0) and for each n ∈ N∗ for which f (n)(0) exists,
(Dn0f)(0) = lim
x−→0
Dn0 f(x) =
f (n)(0)
n!
.
Proposition 2.1. Let K(ν) = {Qm(dx), m ∈ (m−, m+)} be the CSK family generated by a
compactly supported probability measure ν with mean m0(ν) = 0. Suppose that Vν is analytic
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near 0 and Vν(0) > 0. The density fν(x,m) of Qm with respect to ν is given by (2.14). Then
there exists a polynomials Pn in x of degree n such that
Dn0fν(x,m) = Pn(x,m)fν(x,m). (2.18)
In particular P0(x,m) = 1 and P1(x,m) =
x−m
Vν(m)
.
Proof. We verify this result by induction on n ∈ N. For n = 0, we have that D00fν(x,m) =
1× fν(x,m), so that P0(x,m) = 1. For n = 1, we have that
D0fν(x,m) =
x−m
Vν(m)
fν(x,m).
Then, P1(x,m) =
x−m
Vν(m)
is a polynomial in x of degree 1, in particular P1(x, 0) = x/Vν(0).
For n = 2, we have
D20fν(x,m) =
D0fν(x,m)−D0fν(x, 0)
m
=
[
x−m
mVν(m)
−
x(Vν(m) +m(m− x))
mVν(0)Vν(m)
]
fν(x,m).
So,
P2(x,m) =
x−m
mVν(m)
−
x(Vν(m) +m(m− x))
mVν(0)Vν(m)
is a polynomial in x of degree 2, in particular
P2(x, 0) = D
2
0fν(x, 0) = lim
m−→0
D20fν(x,m) =
x2 − xV′ν(0)− Vν(0)
Vν(0)2
.
Let n > 2, suppose that there exists a polynomials Pn in x of degree n such that
Dn0fν(x,m) = Pn(x,m)fν(x,m).
In this case we have
Pn(x, 0) = D
n
0fν(x, 0) =
1
n!
∂n
∂mn
fν(x,m)
∣∣∣∣
m=0
,
which is well defined from the fact that Vν is analytic near 0 and Vν(0) > 0. We have that
Dn+10 fν(x,m) = D0(D
n
0fν(x,m)) =
Dn0fν(x,m)−D
n
0fν(x, 0)
m
=
[
Pn(x,m)
m
−
Pn(x, 0)(Vν(m) +m(m− x))
mVν(m)
]
fν(x,m) = Pn+1(x,m)fν(x,m).
It is clear that Pn+1(x,m) =
Pn(x,m)
m
− Pn(x,0)(Vν(m)+m(m−x))
mVν(m)
is a polynomial in x of degree
n+ 1.

We now make a useful observation through the following lemma, that will be used in the
proof of Theorem 3.4.
Lemma 2.2. Let ν be a compactly supported probability measure such that 0 ∈ Θ = (θ−, θ+)
and m0(ν) = 0. Denote by (Tn) the sequence of orthogonal polynomials with respect to ν
such that Tn is monic of degree n. Let r = sup{α; (−α, α) ⊂ Θ}. Then the entire serie∑
znTn(x) valued in L
2(ν) has radius of convergence ≥ r.
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Proof. We have to prove that for |z| < r
lim
N−→+∞
∫ ( N∑
n=0
znTn(x)
)2
ν(dx) = lim
N−→+∞
N∑
n=0
z2n
∫
T 2n(x)ν(dx) < +∞.
Denote bn =
∫
T 2n(x)ν(dx) and γn =
∫
xnν(dx). We have that∫
x2nν(dx) =
∫
(xn − Tn(x))
2ν(dx) +
∫
T 2n(x)ν(dx).
That is γ2n ≥ bn. From the analyticity of Mν on Θ, if |z| < r
Mν(z) =
∫
1
1− zx
ν(dx) =
∫ ∑
n≥0
znxnν(dx) =
∑
n≥0
znγn.
Hence ∑
n≥0
z2nbn ≤
∑
n≥0
z2nγ2n
and converge if |z| < r. 
To help in the proof of Theorem 3.2, we need to state the following result.
Lemma 2.3. Let m ∈ (m−, m+). Then Qm is a probability measure. For z ∈ C\supp(ν)
such that z 6= m+ Vν(m)/m the Cauchy transform of Qm ∈ K(ν) is
GQm(z) =
1
m+ Vν(m)/m− z
(
Vν(m)
m
Gν(z)− 1
)
. (2.19)
Proof. From (2.14),
1
z − x
Qm(dx)
=
Vν(m)
(z − x)(m2 + Vν(m)−mz)
ν(dx)−
Vν(m)
(Vν(m) +m(m− x))((m+ Vν(m)/m)− z)
ν(dx)
=
Vν(m)
m2 + Vν(m)−mz
(z − x)−1ν(dx)−
m
m2 + Vν(m)−mz
Qm(dx).
Integrating, we get (2.19).

3. Characterizations of the quadratic CSK families
As pointed out in the introduction, reference [1] describe the class of quadratic CSK
families; that is the class of CSK families such that the corresponding variance function is
a polynomial function in the mean of degree at most 2. Up to affine transformation and
powers of free convolution, this class consists of, the Wigner’s semi-circle (free gaussian), the
Marchenko Pastur (free Poisson), the free Pascal (free negative binomial), the free Gamma,
the free analog of hyperbolic type law and the free binomial families. In this section, we give
new versions of the Feinsilver and Meixener characterizations results based on orthogonal
polynomials. These versions subsume the quadratic class of CSK families.
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3.1. Characterization of the quadratic CSK families in the Feinsilver way. Feinsil-
ver ([8]) characterizes the class of quadratic NEFs on R as the ones for which the associated
polynomials are orthogonal with respect to the generating measure, more precisely, (see [15]):
Theorem 3.1. Let F be a NEF on R and let µ an element of F with mean m0. Consider the
polynomials (Hn)n∈N defined by Hn(x) =
∂n
∂mn
hµ(x,m)|m=m0. Then the following statements
are equivalent:
(i) The polynomials (Hn)n∈N are µ-orthogonal.
(ii) F is a quadratic NEF.
(iii) There exists real numbers (αi)0≤i≤2 such that
xHn(x) = n(α2(n− 1) + 1)Hn−1(x) + (nα1 +m0)Hn(x) + α0Hn+1(x).
Furthermore, in this case we have VF (m) = α0 + α1(m−m0) + α2(m−m0)
2.
The polynomials associated to quadratic CSK families have also a characterizing property
of orthogonality in the Feinsilver way, more precisely we have
Theorem 3.2. Let K(ν) = {Qm(dx), m ∈ (m−, m+)} be the CSK family generated by
a compactly supported probability measure ν with mean m0(ν) = 0. Suppose that Vν is
analytic near 0 and Vν(0) > 0. The density fν(x,m) of Qm with respect to ν is given by
(2.14). Consider the polynomials (Pn)n∈N defined by
Pn(x) = lim
m−→0
Dn0 fν(x,m) =
1
n!
∂n
∂mn
fν(x,m)
∣∣∣∣
m=0
. (3.1)
Then the three following statements are equivalent:
(i) The polynomials (Pn)n∈N are ν-orthogonal.
(ii) K(ν) is a quadratic CSK family.
(iii) There exists real numbers (ai)0≤i≤2 such that
xPn(x) = (1 + a2)Pn−1(x) + a1Pn(x) + a0Pn+1(x).
Furthermore, in this case we have Vν(m) = a0 + a1m+ a2m
2.
It is shown in [14], that there exists a unique compactly supported positive measure ν on
R, up to a constant multiplication, such that a sequence of polynomials (Tn)n∈N, generated by
a three-terms recursion formula with constant coefficients, are ν-orthogonal. In [13], Cohen
and Trenholme calculated the measure ν explicitly, for which the sequence of polynomials
(Tn) is orthogonal. The normalization for measure ν, given by Cohen and Trenholme is not
one for the probability measure. In ([6], Theorem 2.1) a modified version of this result is
given, by normalizing their measure, to obtain probability measure. Theorem 3.2 deals with
orthogonal polynomials from a point of view related to CSK families.
Proof. (i) =⇒ (ii). There exists r > 0 such that for all m in ]− r, r[,
fν(x,m) =
∑
n≥0
mnPn(x)
If for (m, m˜) ∈ (]− r, r[)2, we set
g(m, m˜) =
∫
fν(x,m)fν(x, m˜)ν(dx)
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then from the orthogonality of the polynomials (Pn), we get
g(m, m˜) =
∫
fν(x,m)fν(x, m˜)ν(dx) =
∫ ∑
n,n˜≥0
mn(m˜)n˜Pn(x)Pn˜(x)
 ν(dx)
=
∑
n≥0
(mm˜)n
∫
Pn(x)
2ν(dx) = 1 +
∑
n≥1
(mm˜)n
∫
Pn(x)
2ν(dx).
On the other hand, we have
g(m, m˜) =
∫
Vν(m˜)
Vν(m˜) + m˜(m˜− x)
Qm(dx) =
Vν(m˜)
m˜
GQm
(
Vν(m˜)
m˜
+ m˜
)
.
Using (2.19), we get
g(m, m˜) =
m˜Vν(m)−mVν(m˜)
m˜m2 −mm˜2 + m˜Vν(m)−mVν(m˜)
. (3.2)
Taking the derivative of (3.2) with respect to m˜, we get for all (m, m˜) ∈ (]− r, r[)2
mm˜2Vν(m) + (m
2m˜2 − m˜m3)V′ν(m˜) + (m
3 − 2m2m˜)Vν(m˜)
[m˜m2 −mm˜2 + m˜Vν(m)−mVν(m˜)]2
=
∑
n≥1
nβnm(mm˜)
n−1, (3.3)
with βn =
∫
Pn(x)
2ν(dx).
Making m˜ = 0 in (3.3), we get m/Vν(0) = mβ1. This is true for all m ∈] − r, r[, then
β1 = 1/Vν(0). Again we take the derivative of (3.3) with respect to m˜ and we let m˜ = 0, we
get for all m in ]− r, r[
[Vν(m) +m
2 −mV′ν(0)− Vν(0)]/Vν(0)
2 = β2m
2.
Therefore,
Vν(m) = (β2Vν(0)
2 − 1)m2 +mV′ν(0) + Vν(0).
Then, Vν is quadratic on ]− r, r[, and by extension K(ν) is a quadratic CSK family.
(ii) =⇒ (iii). From (ii), there exists real numbers (ai)0≤i≤2 such that
Vν(m) = a0 + a1m+ a2m
2.
On the other hand we know that there exists r > 0 such that for all m ∈]− r, r[,
fν(x,m) =
∑
n≥0
mnPn(x). (3.4)
Applying D0(.) to the both side of (3.4), we obtain
x−m
Vν(m)
fν(x,m) =
∑
n≥0
mn−1Pn(x),
which is equivalent to∑
n≥0
(x−m)mnPn(x) =
∑
n≥0
(a0 + a1m+ a2m
2)mn−1Pn(x).
Then, we have∑
n≥0
(x− a1)m
nPn(x) =
∑
n≥0
(1 + a2)m
n+1Pn(x) +
∑
n≥0
a0m
n−1Pn(x).
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By identification, we get
xPn(x) = (1 + a2)Pn−1(x) + a1Pn(x) + a0Pn+1(x).
(iii) =⇒ (i). The result is easily obtained if we verify the three following facts:
(a) For all n ∈ N∗,
∫
Pn(x)ν(dx) = 0.
(b) There exists real numbers βsn,q such that, for all n, q ∈ N
∗
xqPn(x) = β
0
n,qPn−q(x) +
∑
n−q+1≤s≤n+q
βsn,qPs(x)
with β0n,q = 0 if n < q.
(c) There exists real numbers (αq)0≤q≤n such that
Pn(x) = αnx
n +
∑
0≤q≤n−1
αqx
q.
Proof of (a). We first observe that∫
D0fν(x,m)ν(dx) =
∫
(x−m)
Vν(m)
fν(x,m)ν(dx) =
1
Vν(m)
∫
(x−m)Qm(dx) = 0.
We have that∫
Dn+10 fν(x,m)ν(dx) =
∫
Dn0 fν(x,m)−D
n
0 fν(x, 0)
m
ν(dx)
=
∫
Dn0 fν(x,m)ν(dx)−
∫
Dn0 fν(x, 0)ν(dx)
m
= D0
(∫
Dn0 fν(x,m)ν(dx)
)
.
Hence we obtain that, for all n ∈ N∗∫
Dn0 fν(x,m)ν(dx) = 0.
|Dn0fν(x,m)| = |Pn(x,m)fν(x,m)| ≤ sup
m∈(m−,m+)
sup
x∈ supp(ν)
|Pn(x,m)|fν(x,m)
≤ sup
m∈(m−,m+)
sup
x∈ supp(ν)
{|Pn(x,m)|}
Vν(m)/m
Vν(m)/m+m− x
≤ sup
m∈(m−,m+)
sup
x∈ supp(ν)
{|Pn(x,m)|}
supm∈(m−,m+){Vν(m)/m}
B(ν)− x
= g(x).
Here we use the fact that Vν(m)/m+m ≥ B(ν) for all m ∈ (m−, m+). It is clear that g(.)
is ν-integrable. This implies that
lim
m−→0
∫
Dn0 fν(x,m)ν(dx) =
∫
lim
m−→0
Dn0fν(x,m)ν(dx). (3.5)
This end the proof of (a).
Proof of (b). We can write (iii) as
xPn(x) = β
0
n,1Pn−1(x) +
∑
n≤s≤n+1
βsn,1Ps(x). (3.6)
For a fixed n ∈ N∗, let us show by induction that for all q ∈ N∗ such that q ≤ n, we have
xqPn(x) = β
0
n,qPn−q(x) +
∑
n−q+1≤s≤n+q
βsn,qPs(x). (3.7)
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where β0n,q = 0 if n = q.
For q = 1, it is nothing but equality (3.6).
Suppose now that (3.7) is true for q such that q + 1 ≤ n. Then we have
xq+1Pn(x) = x(x
qPn(x)) = β
0
n,qxPn−q(x) +
∑
n−q+1≤s≤n+q
βsn,qxPs(x)
= β0n,q
{
β0n−q,1Pn−q−1(x) +
∑
n−q≤s′≤n−q+1
βs
′
n−q,1Ps′(x)
}
+
∑
n−q+1≤s≤n+q
βsn,q
{
β0s,1Ps−1(x) +
∑
s≤s”≤s+1
βs”s,1Ps”(x)
}
= β0n,q+1Pn−(q+1)(x) +
∑
n−q≤s≤n+q+1
βsn,q+1Ps(x).
where β0n,q+1 = β
0
n,qβ
0
n−q,1 and β
0
n,q+1 = 0 if n = q+1 (because n−q = 1 and then β
0
n−q,1 = 0).
Proof of (c). We show by induction that
Pn(x) =
1
(Vν(0))n
xn +
∑
0≤q≤n−1
αqx
q. (3.8)
For n = 1, we have that P1(x) =
x
Vν(0)
.
Let n ∈ N∗ and suppose that (3.8) is true for n. The expression Pn(x,m)−Pn(x,0)
m
is a polynomial
in x of degree ≤ n. On the other hand
Pn(x,m)− Pn(x, 0)
m
=
Dn
0
fν(x,m)
fν(x,m)
−
Dn
0
fν(x,0)
fν(x,0)
m
= D0
(
Dn0fν(x,m)
fν(x,m)
)
=
fν(x,m)D
n+1
0 fν(x,m)−D
n
0fν(x,m)D0fν(x,m)
fν(x,m)fν(x, 0)
= Dn+10 fν(x,m)−
(x−m)
Vν(m)
Dn0 fν(x,m).
This implies that
lim
m−→0
Pn(x,m)− Pn(x, 0)
m
= Pn+1(x)−
x
Vν(0)
Pn(x) (3.9)
is well defined. Since the left sided part of (3.9) can be written as
∑
0≤k≤n
akx
k, with ak ∈ R
for 0 ≤ k ≤ n, we have,
Pn+1(x) =
∑
0≤k≤n
akx
k +
x
Vν(0)
(
xn
(Vν(0))n
+
∑
0≤q≤n−1
αqx
q
)
=
xn+1
(Vν(0))n+1
+
∑
0≤i≤n
δix
i,
with δi ∈ R for 0 ≤ i ≤ n. 
We give, for each of the six type of CSK families with polynomial variance function of
degree ≤ 2, the sequence of ν-orthogonal polynomials Pn(x) defined by its recurrence relation
for m0(ν) = 0.
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type Induction relations
Semi-circle distribution P0(x) = 1, P1(x) = x,
Vν(m) = 1 Pn+1(x) = xPn(x)− Pn−1(x),
n ≥ 1
Marchenko-Pastur P0(x) = 1, P1(x) = x,
Vν(m) = 1 + am Pn+1(x) = (x− a)Pn(x)− Pn−1(x),
with a 6= 0 n ≥ 1
free Pascal P0(x) = 1, P1(x) = x,
Vν(m) = 1 + am+ bm
2 Pn+1(x) = (x− a)Pn(x)− (1 + b)Pn−1(x),
with b > 0 and a2 > 4b n ≥ 1
free Gamma P0(x) = 1, P1(x) = x,
Vν(m) = 1 + am+ bm
2 Pn+1(x) = (x− a)Pn(x)− (1 + b)Pn−1(x),
with b > 0 and a2 = 4b n ≥ 1
the free analog of hyperbolic type law P0(x) = 1, P1(x) = x,
Vν(m) = 1 + am+ bm
2 Pn+1(x) = (x− a)Pn(x)− (1 + b)Pn−1(x),
with b > 0 and a2 < 4b n ≥ 1
free binomial P0(x) = 1, P1(x) = x,
Vν(m) = 1 + am+ bm
2 Pn+1(x) = (x− a)Pn(x)− (1 + b)Pn−1(x),
with −1 ≤ b < 0 n ≥ 1
3.2. Characterization of the quadratic CSK families in the Meixner way. Meixner
([11]) characterizes the distributions µ for which there exists a family of µ-orthogonal poly-
nomials with an exponential generating function. These distributions generate exactly the
Morris class of NEFs, more precisely, (see [15]):
Theorem 3.3. Let F be a NEF on R and let µ an element of F with mean m0. If (Hn)n∈N
is a sequence of µ-orthogonal polynomials such that Hn is monic of degree n. Then the
following statements are equivalent:
(i) there exist an open set O of R and a, b : O −→ R two analytic functions such that
for any z in O ∑ zn
n!
Hn = exp{a(z)x+ b(z)}
(ii) F is a quadratic NEF. In this case a(z) = φµ(αz) and b(z) = −Kµ(a(z)) for some
real number α.
The sequence (Hn) is said to have an exponential generating function.
We say that the generating function of the sequence of polynomials Tn is given by a
Cauchy-Stieltjes type kernel if ∑
n∈N
Tn(x)z
n =
1
u(z)[f(z)− x]
(3.10)
where u and z 7−→ zf(z) are analytic functions around 0 with lim
z−→0
u(z)
z
= lim
z−→0
zf(z) = 1.
The free analog of the Meixner result basing on the notion of orthogonal polynomials is
due to Anshelevich (see [12]). He characterizes the distributions µ for which there exists
a family of µ-orthogonal polynomials with a Cauchy-Stieltjes generating function. This
distributions turns to be the free Meixner distributions. On the other hand, another proof
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of the Meixner classification was given in [16], via orthogonal polynomials using Asai-Kuo-
Kubo’s criterion basing on the multiplicative renormalization method applied with exp(x).
In [17], Bozejko and Demni give the free probabilistic interpretation of the multiplicative
renormalization method applied with (1−x)−1. They give a proof of the Kubo’s result on the
characterization of the family of probability measure with Cauchy-Stieltjes type generating
function for orthogonal polynomials. They have used this result to deduce Bryc and Ismail
characterization of quadratic CSK families, (see [18]). Our approach to the characterization
of quadratic CSK families is different from the one given in [18], and it consist as a first step
to give the connection between the ν-orthogonal polynomials, having Cauchy-Stieltjes type
kernel generating function, and the polynomials obtained from the density fν(x,m) of Qm
with respect to ν.
Theorem 3.4. Let K(ν) be the CSK family generated by a compactly supported probability
measure ν with mean m0(ν) = 0. Suppose that (Tn)n∈N is a family of ν−orthogonal poly-
nomials such that Tn is of degree n. Then the generating function of (Tn)n∈N is given by a
Cauchy-Stieltjes type kernel as in (3.10), if and only if there exists t ∈ R∗ such that, for all
n ∈ N,
Tn(x) = t
nPn(x),
where (Pn) is defined by (3.1). In this case, f(z) = 1/ψν(tz) and u(z) = Gν(1/ψν(tz)).
Proof. Up to T˜ = Tn/T0, we can suppose T0 = 1.
⇐ Is obvious.
⇒ There exist r > 0 such that, for all z ∈]− r, r[,∫ (∑
n∈N
Tn(x)z
n
)
ν(dx) =
∫ (∑
n∈N
Tn(x)T0(x)z
n
)
ν(dx) =
∫
T0(x)
2ν(dx) = 1.
On the other hand, writing the generating function of (Tn) as in (3.10), we have∫ (∑
n∈N
Tn(x)z
n
)
ν(dx) =
∫
1
u(z)[f(z)− x]
ν(dx) =
1
u(z)
Gν(f(z)).
Hence
u(z) = Gν(f(z)). (3.11)
Proceeding similarly, we have that∫ (∑
n∈N
Tn(x)T1(x)z
n
)
ν(dx) =
(∫
T1(x)
2ν(dx)
)
z. (3.12)
Or T1 is a polynomial of degree 1 in x, then there exists α ∈ R
∗ and β ∈ R such that
T1(x) = αx+ β. (3.13)
Since
∫
T1(x)T0(x)ν(dx) =
∫
T1(x)ν(dx) = 0, we get β = 0 and
∫
T1(x)
2ν(dx) =
∫
α2x2ν(dx) =
α2Vν(0). Furthermore, using (3.11)-(3.13), we get(∫
T1(x)
2ν(dx)
)
z =
∫
1
u(z)[f(z)− x]
T1(x)ν(dx) =
∫
αx
Gν(f(z))[f(z)− x]
ν(dx)
=
∫
αx
Mν(1/f(z))[1− x/f(z)]
ν(dx) =
∫
αxP1/f(z)(dx) = αkν(1/f(z)),
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and we deduce that α2Vν(0)z = αkν(1/f(z)). Therefore, with t = αVν(0), we have that
f(z) = 1/ψν(tz). Finally, we obtain∑
n∈N
Tn(x)z
n =
1
Gν(1/ψν(tz))[1/ψν(tz)− x]
= fν(x, tz).

The following result is the CSK-version of Theorem 3.3.
Corollary 3.5. Let K(ν) be the CSK family generated by a compactly supported probability
measure ν with mean m0(ν) = 0. Then there exists a family of ν-orthogonal polynomials
with a Cauchy-Stieltjes type kernel generating function if and only if K(ν) is quadratic.
Proof. Follows easily from Theorems 3.2 and 3.4. 
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