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Two recent experiments [I. P. Radu et al., Science 320, 899 (2008) and X. Lin et al., Phys. Rev. B
85, 165321 (2012)] measured the temperature and voltage dependence of the quasiparticle tunneling
through a quantum point contact in the ν = 5/2 quantum Hall liquid. The results led to conflicting
conclusions about the nature of the quantum Hall state. In this paper, we show that the conflict
can be resolved by recognizing different geometries of the devices in the experiments. We argue
that in some of those geometries there is significant unscreened electrostatic interaction between the
segments of the quantum Hall edge on the opposite sides of the point contact. Coulomb interaction
affects the tunneling current. We compare experimental results with theoretical predictions for
the Pfaffian, SU(2)2, 331 and K = 8 states and their particle-hole conjugates. After Coulomb
corrections are taken into account, measurements in all geometries agree with the spin-polarized
and spin-unpolarized Halperin 331 states.
PACS numbers: 73.43.Jn, 73.43.Cd, 05.30.Pr
I. INTRODUCTION
Among numerous phases of two-dimensional elec-
tron gases (2DEG), the even-denominator quantum Hall
states with the filling factors1 5/2 and 7/2 are particu-
larly interesting. In contrast to odd-denominator frac-
tional quantum Hall (FQH) liquids, they cannot be ex-
plained by a straightforward generalization of the Laugh-
lin variational wave function. An early attempt to un-
derstand their nature led to the beautiful idea of non-
Abelian states of matter2. In non-Abelian systems, the
types and positions of quasiparticles do not uniquely
determine the quantum state. This results in unusual
physics and may open a road to topological quantum
computing3,4. However, the existence of non-Abelian
quasiparticles has not been proven and the nature of the
5/2 state remains a puzzle.
Both Abelian and non-Abelian candidate states were
proposed as possible theoretical explanations of the 5/2
FQH effect2,5–12. A number of methods13–28 were in-
vented and several experiments29–40 were performed in
an attempt to determine the right ground state. One
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FIG. 1: The three QPC geometries in the experiments. The
arrows follow the current propagation direction on the edge.
Dashed lines denote quasiparticle tunneling. Dotted lines
across narrow gates in the geometries 1a and 1b represent
the electrostatic interaction.
approach39,40 consists in the measurement of the tun-
neling current through a quantum point contact (QPC)
between the edges of a 5/2 FQH liquid. The low-
temperature conductance exhibits a power-law behavior
G ∼ T 2g−2, where the exponent g depends on the topo-
logical order in the bulk41. The exponent g was mea-
sured in two recent experiments39,40. The results of the
earlier experiment39 were interpreted as supporting the
non-Abelian anti-Pfaffian or SU(2)2 states. The best fit
for the second experiment40 comes from the Abelian 331
state.
We argue that the discrepancy between those results
can be explained by different geometries of point contacts
in Refs. 39 and 40. The geometry of the device from Ref.
39 is shown schematically in Fig. 1a. Figs. 1b and 1c
illustrate the two geometries from Ref. 40. In all cases,
transport is supported by FQH edge channels defined by
top gates. In Fig. 1a and for the upper gate in Fig.
1b, the gate widths are comparable to their distances
from 2DEG. The gates are considerably wider in Fig. 1c.
Thus, the distance between the edge points, connected
by the dotted lines in Figs. 1a and 1b, is shorter than
the screening length due to the metallic gates. In other
words, the repulsive Coulomb interaction between the
FQH edge segments on the opposite sides of QPC is not
fully screened by the gates in the geometries Fig. 1a,b
but is screened completely in the geometry of Fig. 1c.
It is well known that repulsive interaction suppresses
tunneling in quantum wires42. Similar physics has been
addressed in the context of edge transport in Laugh-
lin FQH states in Refs. 43,44. We find that in our
case the Coulomb interaction drives the tunneling ex-
ponents gA and gB in the geometries 1a and 1b above
the exponent gC in the geometry 1c. Only the latter
assumes a universal value while the former depend on
the strength of the interaction across the gates. Hence,
information about the nature of the 5/2 state can be ex-
tracted from a comparison of the experimental gC (Ref.
40) but not gA and gB with universal theoretical predic-
2tions in various proposed phases. Such predictions are
available for the Abelian K = 8 and spin-polarized and
unpolarized 331 states8,9,12, the non-Abelian SU(2)2 and
Pfaffian states2,4,12 and the particle-hole conjugate of the
Pfaffian state, the anti-Pfaffian state5,6. Since Ref. 32
provides support for the existence of contra-propagating
edge channels in the 5/2 FQH liquid, it is particularly in-
teresting to consider candidate states with upstream edge
modes. In the above list, only the anti-Pfaffian state has
such property. The particle-hole conjugates of the other
proposed states also exhibit upstream edge transport and
we compute gC in them below. The comparison with the
experiment shows that the Halperin 331 state agrees best
with the tunneling data40.
This paper is organized as follows. We review theoret-
ically proposed ν = 5/2 FQH states in Section II. Three
appendices complement that section. In Appendix A we
discuss the edge theory of the anti-331 state which can be
understood as the Bonderson-Slingerland state10 built on
the particle-hole conjugate of the Laughlin 1/3 state. Ap-
pendix B addresses the anti-SU(2)2 state. In Appendix
C, we argue that the anti-K = 8 state does not exhibit
a universal tunneling exponent. Effects of the Coulomb
interaction across the gate are discussed qualitatively in
Section III. Detailed calculations are given in Section IV
and Appendix D. In the final section we compare our
results and the experimental findings39,40 with the infor-
mation obtained from other types of experiments.
II. CANDIDATE ν = 5/2 FQH STATES
Here we review several simplest topological orders, pro-
posed for the 5/2 state, and address their edge properties
which we will need in the subsequent sections.
In all candidate states, the lowest quasiparticle charge
is e/4, where e is the electron charge. This is rather dif-
ferent from the odd denominator states, where we usu-
ally expect that the lowest quasiparticle charge of the
p/q state is e/q. The e/4 charge follows a general rule45
for even denominator states: The ratio of the quantized
Hall conductance to the lowest possible charge must be
2ne/h, where n is an integer. The e/4 value of the charge
agrees with the experiments29,30,40 on the 5/2 FQH liq-
uids. The best fits for the quasiparticle charge in the
tunneling experiments39,40 are 0.17e in the geometry 1a,
0.25e in the geometry 1b and 0.22e in the geometry 1c.
In all cases the nearest possible excitation charge is e/4.
Thus, we conclude that in all geometries the tunneling
current is carried by e/4-quasiparticles.
We start our overview with the simplest Abelian topo-
logical orders. To simplify our notation we set h¯ to 1.
A. K = 8 state
We assume that electrons form pairs in the second
Landau level and single-electron excitations are gapped.
In particular, no single-electron tunneling into the FQH
edge channel of a 5/2 system is possible at low energies.
The filling factor for bosonic electron pairs is 1/8. Thus,
we use the edge theory of a Laughlin state of bosons at
that filling factor. The Lagrangian density12
L = − 1
4pi
[8∂tφ∂xφ+ 8v(∂xφ)
2] + L2 + Lint, (1)
where
L2 = − 1
4pi
[
∑
i=1,2
∂tφ
0
i ∂xφ
0
i +
∑
ij
Uij∂xφ
0
i ∂xφ
0
j ] (2)
describes two integer edge modes, Lint contains informa-
tion about the interaction of the integer and fractional
modes, the charge density on the FQH edge is ρ(x) =
e∂xφ/pi and the charge density on the integer edges is
ρ2 = e(φ
0
1 + φ
0
2)/2pi. The operator Ψ(x) = exp(iφ(x))
annihilates a charge-e/4 anyon. The pair annihilation
operator on the fractional edge is Ψ2e(x) = exp(i8φ(x)).
We do not make assumptions about the spin of the
electron pairs in the K = 8 state. The same edge the-
ory describes spin-polarized and unpolarized FQH liq-
uids. Certainly, the particle-hole conjugate system has
the filling factor 5/2 only for the spin-polarized K = 8
liquid.
B. 331 state
This state comes in two shapes with identical sig-
natures in the tunneling experiment but different spin
polarizations12.
The spin-unpolarized version can be understood as a
Halperin bilayer state with spin-up and -down electrons
playing the role of two layers. The Lagrangian density
on the edge
L = − 1
4pi
∑
I,J=1,2
[KIJ∂tφI∂xφJ+VIJ∂xφI∂xφJ ]+L2+Lint,
(3)
where the K-matrix41
K = Kunpolarized =
(
3 1
1 3
)
(4)
and L2 and Lint are defined in the same way as in the
previous subsection. The charge density on the frac-
tional edge is e(∂xφ1 + ∂xφ2)/2pi and the most rele-
vant operators that annihilate quasiparticles with charge
e/4 are exp(iφ1,2). There are two independent elec-
tron operators: Ψ1(x) = exp(i[3φ1 + φ2]) and Ψ2(x) =
exp(i[3φ2+φ1]). The spin-unpolarized 331 state is not an
eigenstate of the total spin and is related46 to the physics
of superfluid He-3.
3The spin-polarized version of the 331 state emerges
from the condensation of the charge-2e/3 quasiparticles
on top of the Laughlin state with the filling factor 1/3.
The K-matrix
K = Kpolarized =
(
3 −2
−2 4
)
(5)
can be expressed as Kpolarized =W
TKunpolarizedW with
W =
(
0 1
1 −1
)
(6)
and hence describes the same topological order as the ma-
trix (4). Note that the particle-hole conjugate of the 331
state has the filling factor 5/2 only for its spin-polarized
version.
C. Pfaffian state
The non-Abelian Pfaffian state2,4 can be seen as a p-
wave superconductor with the wave function
Pf[
1
zi − zj ]Πi<j(zi − zj)
2 exp(−1
4
∑
|zi|2), (7)
where zk = xk + iyk is the position of the kth electron,
Pf stays for the Pfaffian of a matrix and we ignore the
two filled Landau levels for a moment. The edge theory
is described by the following Lagrangian density
L = − 2
4pi
[∂tφ1∂xφ1+v1(∂xφ1)
2]+iψ(∂t+vψ∂x)ψ+L2+Lint,
(8)
where the charge density on the fractional edge is
e∂xφ1/2pi, ψ is a neutral Majorana fermion, v1 and vψ are
the velocities of the charged and neutral modes and the
meaning of L2 and Lint is the same as in the preceding
subsections. The charge e/4-quasiparticle annihilation
operator Ψ(x) = σ(x) exp(iφ1(x)/2), where the opera-
tor σ changes the boundary conditions for the Majorana
fermion from periodic to antiperiodic and has the scaling
dimension 1/16. The Pfaffian state is spin-polarized.
D. SU(2)2 state
This is another spin-polarized non-Abelian state.
Its wave function can be derived from the parton
construction7. We split an electron into a fermion ψ1/2
of charge e/2 and two fermions ψ1/4a,, ψ1/4,b of charge
e/4:
Ψe = ψ1/2ψ1/4,aψ1/4,b. (9)
The filling factor for the e/2-partons is 1. For each of the
two sorts of e/4-partons the filling factor is 2. For decou-
pled partons the wave function would simply be a prod-
uct of three integer quantum Hall (IQH) wave functions.
Taking into account that the three types of partons oc-
cupy exactly the same positions, we find the ground state
wave function of the form12
Ψ({zk}) = [χ2(zk)]2Πk<l(zk − zl) exp(−1
4
∑
|zk|2),
(10)
where χ2 is the polynomial factor in the wave function
of two filled Landau levels.
The decomposition (9) exhibits U(1) × SU(2) gauge
symmetry (the factor SU(2) acts on ψ1/4,a and ψ1/4,b;
U(1) describes the freedom to choose the phase of ψ1/2).
For decoupled partons, the edge theory would contain
5 IQH edge channels. The theory of the FQH edge is
obtained by keeping only gauge invariant states and is
described by the Lagrangian density12
L = − 1
4pi
[2∂tφρ∂xφρ + ∂tφn∂xφn + 2vρ(∂xφρ)
2
+ vn(∂xφn)
2] + iψ(∂t + vψ∂x)ψ, (11)
where φρ is a bosonic mode carrying electric charge,
φn is an electrically neutral bosonic mode and ψ is
a neutral Majorana fermion. The charge density is
e∂xφρ/2pi. The neutral mode φn describes “pseudo-
polarization”, i.e., the difference in the occupation of the
two Landau levels for e/4-partons. The two integer edge
modes should be included in the same way as in Eqs.
(1,3,8). The e/4-quasiparticle annihilation operators are
σ(x) exp(±iφn(x)/2) exp(iφρ(x)/2), where σ twists the
boundary conditions for the Majorana fermion and has
the scaling dimension 1/16. Three operators annihilate
an electron on the fractional edge: ψ(x) exp(2iφρ(x)) and
exp(±iφn(x)) exp(2iφρ(x)).
In the presence of disorder the “pseudo-polarization”
does not conserve and the action can contain tunnel-
ing operators of the form ξ±(x)ψ(x) exp(±iφn(x)), where
ξ±(x) are random functions of the coordinate. Their ef-
fect is the same as the effect of similar operators in the
anti-Pfaffian state5,6 and the anti-331 and anti-SU(2)2
states (Appendices A and B). The theory acquires an
emergent SO(3) symmetry. The neutral modes should
be described as three Majorana fermions with equal ve-
locities. In contrast to Appendices A and B, however,
this does not affect the scaling dimension of the most
relevant quasiparticle operators.
E. Anti-K = 8 state
We now turn to the particle-hole duals of the above
four states. In Appendix C we argue that the anti-K = 8
state does not exhibit universal behavior in the tunnel-
ing experiment with a broad range of possible values for
4the tunneling exponent g. Moreover, we do not expect
the quantized conductance 5e2/2h in that state at suffi-
ciently low temperatures and voltages. Its physics is thus
quite different from the physics of the other seven states
considered in this paper.
F. Anti-331 state
The edge theory of the anti-331 state can be con-
structed by reversing the direction of the two FQH edge
modes and adding another integer edge channel in the op-
posite direction to the reversed fractional channels. The
presence of impurities ensures electron tunneling between
the fractional edge and the additional integer edge. At
weak interaction this tunneling turns out to be irrelevant
and the physics become nonuniversal just like in the anti-
K = 8 state. In contrast to the anti-K = 8 case, the
anti-331 state exhibits universal conductance and tun-
neling exponents at stronger interactions. This is the sit-
uation addressed in Appendix A. The FQH edge theory
possesses the SO(4) symmetry and contains a bosonic
charge mode and four upstream Majorana fermions with
identical velocities. The Lagrangian density is
L =− 2
4pi
[∂tφρ∂xφρ + vρ(∂xφρ)
2] + i
4∑
k=1
ψ˜k(∂t − v¯n∂x)ψ˜k
+
pi
6
vn1n2ε
ijklψ˜iψ˜jψ˜kψ˜l + L2 + Lint, (12)
where ψ˜k are four Majoranas, the charge density on the
FQH edge is e∂xφρ/2pi and the contributions L2 and Lint
describe two integer channels as above.
The most relevant quasiparticles carry the electric
charge e/2. There are four most relevant e/4-particle
annihilation operators of the structure σα(x) exp(iφρ/2)
(α = 1, . . . , 4), where σα changes the boundary condi-
tions from periodic to antiperiodic for all four Majorana
fermions (see Appendix A for an explicit expression) and
has the scaling dimension 1/4.
G. Anti-Pfaffian state
The anti-Pfaffian state5,6 is obtained from the Pfaffian
state in exactly the same way as the anti-331 state can
be obtained from the 331 state. The edge theory is very
similar to (12) and exhibits the SO(3) symmetry. The
edge Lagrangian density is
L = − 2
4pi
[∂tφρ∂xφρ + vρ(∂xφρ)
2]
+
3∑
k=1
iψk(∂t − v¯n∂x)ψk + L2 + Lint. (13)
The two most relevant e/4-quasiparticle operators ex-
press as σα exp(iφρ/2) (α = 1, 2), where σα changes the
boundary conditions from periodic to antiperiodic for all
Majorana fermions and has the scaling dimension 3/16.
H. Anti-SU(2)2 state
The edge theory is similar to the anti-Pfaffian and anti-
331 cases. Its derivation is given in Appendix B. There
are 5 Majorana fermions on the edge. This corresponds
to the emergent SO(5) symmetry. The edge Lagrangian
density
L = − 2
4pi
[∂tφρ∂xφρ + vρ(∂xφρ)
2]
+
5∑
k=1
iψk(∂t − v¯n∂x)ψk + L2 + Lint (14)
differs from Eq. (13) only by the number of upstream
neutral modes. The four most relevant e/4-anyon op-
erators can be written as σα exp(iφρ/2) (α = 1, . . . , 4),
where σα changes the boundary conditions from periodic
to antiperiodic for all Majorana fermions and has the
scaling dimension 5/16.
III. QUALITATIVE PICTURE
In Luttinger liquid systems with position-independent
interaction constants, such as the edge theories discussed
in Section II, the low-energy tunneling density of states
scales as ρ(E) ∼ Eg−1, where g depends on the details
of the system47. We argue below that g assumes differ-
ent values in different geometries. The tunneling con-
ductance is proportional to the product of the tunnel-
ing densities of states ρu and ρl on the upper and lower
edges at E ∼ kBT (Ref. 47). In general, the edges are
described by two different exponents gu and gl. At low
temperatures, the linear conductance for the tunneling
current G ∼ T gu+gl−2. Hence, the experimentally mea-
sured g = (gu + gl)/2.
As we discussed in Section II, in all three geometries
the tunneling current is carried by quasiparticles with
charge e/4. The best fits39,40,48 for the tunneling expo-
nent at this quasiparticle charge are gA = 0.45, gB = 0.42
and gC = 0.38. We want to connect these numbers with
the nature of the topological order.
Since the electric current is carried by the edges, the
exponent g depends on the edge physics near the QPC.
The size of the relevant region near the point contact is
set by the distance a charge can travel during the tunnel-
ing event: L = vt, where v is the velocity of the edge exci-
tation and t is the duration of the tunneling event. The
latter can be estimated from the uncertainty relations,
t ∼ h¯/E, where E ∼ max(kBT, eV ) is the uncertainty of
the quasiparticle energy. Assuming that v ∼ 107 cm/s,
5B A
O
FIG. 2: Charge tunnels to point O and travels along the edge
to point A. Dotted lines show Coulomb repulsion. Arrows
show the transport direction on the chiral edge.
we find L ∼ 10 µm at relevant values of the temperature
and voltage bias.
Let us look at the geometry of the edges within 10
µm from the QPC. The edges are defined by gates at
the distance of 200 nm from 2DEG. The widths of both
gates in the geometry 1a and the upper gate in the ge-
ometry 1b have the same order of magnitude of hundreds
nanometers48. The width is 2200 nm for the lower gate
in the geometry 1b and both gates in the geometry 1c.
The distance between the edge channel segments on the
opposite sides of a gate differs from its width. In our case
there are several edge channels that can run at different
locations. It is not easy to determine those locations. In
particular, the annealing procedure used in Refs. 39,40
changes the device electrostatics but it is unclear what
its effect on the geometry is. A crude estimate of the
edge channel positions can be obtained from Ref. 49.
We find that the edge channels run within the distance
of hundreds nanometers from the gates. This agrees with
the upper bound one can derive from the gate geometry
in Fig. 1b. The tip of the upper gate is at 600 nm from
the lower gate. The distance between the outermost edge
channel and the gate is thus expected to be below 600/2
nm = 300 nm. We conclude that the gate width, the
gate distance from 2DEG and the distance between the
edge modes on the opposite sides of the gate all have the
same order of magnitude for both gates in the geometry
1a and the upper gate in the geometry 1b. This means
that there is a significant unscreened Coulomb interac-
tion between the segments of the edge on the opposite
sides of the gates. On the other hand, in the geome-
try 1c and for the lower gate in the geometry 1b, the
width of the gates is close to the distance between the
edge channels on their opposite sides and much greater
than the gate distance from the 2DEG plane. Thus, we
expect that the Coulomb interaction across the gates is
almost completely screened in the latter geometries. One
can also neglect the electrostatic interaction between the
edge channels defined by two different gates in all geome-
tries. Indeed, an edge point at the distance ∼ L ∼ 10 µm
from the tip of the gate is much further from the edge on
the other side of the QPC than from the gate.
What is the effect of the electrostatic interaction across
inner channel 
outer channel 
FIG. 3: The Π-shaped gate defines an inner and outer quan-
tum Hall channels. Dotted lines illustrate Coulomb interac-
tion across the gate.
the gate on the tunneling current? It is easy to see that
repulsive Coulomb interaction suppresses tunneling. In-
deed, after a tunneling event, the tunneling charge must
move away from the QPC. Due to the chiral transport
on the quantum Hall edge, it moves along segment OA
in Fig. 2. When the excess charge arrives at point A, it
pushes charge from point B due to their repulsive electro-
static interaction. Because of chirality the charge from
point B can only move towards the tip O of the gate.
Thus, excess charge accumulates in point O. This means
lower tunneling density of states than for a noninteract-
ing system where charge rapidly distributes over a large
region. Hence, one expects higher values of the tunnel-
ing exponent g in the geometries 1a and 1b than in the
geometry 1c. This is exactly what has been observed.
The lower edge has the same geometry in Figs. 1b and
1c and its tunneling density of states is described by the
same exponent gl. The same exponent also describes the
upper edge in Fig. 1c. Thus, gC = gl. The upper edge
in the geometry 1b is described by a different exponent
gu. Hence, gB = (gl+ gu)/2. If two identical gates of the
same geometry as the upper gate in Fig. 1b were used in
Fig. 1a then one would obtain gA = gu. In such situation
gA, gB and gC form an arithmetic series. Interestingly,
this agrees with experiment. At the same time, device 1a
was made in a different sample and its geometry details
are different from the upper gate in Fig. 1b. Besides, the
gate width changes linearly48 with the distance x from
the QPC at the distances x ∼ L in the geometry 1a. This
means that the effective interaction strength depends on
the temperature since it depends on the gate width at
the distance x ∼ h¯v/kBT . Hence, there are corrections
to the power law for the tunneling density of states in the
geometry 1a. This may be a reason for a poor fit for the
quasiparticle charge e/4 from the data in that geometry.
The above discussion has focused on the geometry 1a
and the upper gate in Fig. 1b. We now briefly discuss
some features of the lower gate in the geometry 1b and
both gates in the geometry 1c. Those gates are Π-shaped,
as shown in Fig. 3, with the width of the metal strips
on the order of 200nm. Thus, each gate gives rise to
two FQH edge channels inside and outside the gate. We
are interested in the tunneling in the outer channel. Its
Coulomb interaction with the inner channel affects the
tunneling exponent g. We investigate that effect in Sec-
tion IV.D below and show that it can be neglected, pro-
6state K = 8 331 Pfaffian SU(2)2 anti-
331
anti-
Pfaffian
anti-
SU(2)2
g 1/8 3/8 1/4 1/2 5/8 1/2 3/4
TABLE I: Exponent g in the tunneling density of states
ρ(E) ∼ Eg−1 for a straight edge in various 5/2 states. The
values for the K = 8, 331, Pfaffian, SU(2)2 and anti-Pfaffian
states can be found in Ref. 12. The anti-331 state is ad-
dressed in Appendix A. Appendix B contains calculations for
the anti-SU(2)2 state.
vided that the interaction across the gate is such that the
system is not close to the interaction-driven instability.
Our main conclusion is that only gC is unaffected by
the electrostatic interaction between different edge seg-
ments. Thus, the information about the topological order
at the filling factor 5/2 can be obtained from the com-
parison of gC = 0.38 with theoretical predictions for the
models from Section II. Table I shows the predictions
for g. We find that the 331 state gives the best fit with
an excellent agreement between the theoretical g = 3/8
and the experimental value 0.38. As discussed in Section
IV.D, for a system on the verge of instability, all three
exponents gA, gB and gC considerably exceed the univer-
sal value in the absence of interactions across the gates.
In this unlikely scenario, the data40 do not exclude the
Pfaffian state.
IV. EDGE PHYSICS AND TUNNELING
CURRENT
In this section we compute the tunneling exponents g
for various models of the 5/2 state in the presence of
unscreened Coulomb interaction across the gate. This
will allow us to estimate the strength of the electrostatic
interaction across the gate. Even though the difference of
the tunneling exponents is rather small in the geometries
1b and 1c, we find that the electrostatic interaction is
strong: the interaction between the nearest points of the
edge segments on the opposite sides of the upper gate
in Fig. 1b turns out comparable with the interaction
between the charges, placed in those points in the absence
of a gate. This agrees with what one expects from the
geometry of the gates.
A. Lagrangian
The general structure of the action of a straight edge
is
L0 =
∫
dxdtL = − 1
4pi
∫ +∞
−∞
dxdt∑
ij
[Kij∂tφi∂xφj + Vij∂xφi∂xφj ] + Lψ, (15)
x−∞
φρ
F
ψ
φ
1
0
φ
2
0
0
FIG. 4: Two integer modes φ01 and φ
0
2, the charged FQH
mode φFρ and the neutral mode ψ travel around the shaded
gate. Electrostatic interaction across the gate is illustrated
by dotted lines.
where φi denote various edge Bose-modes and Lψ is the
action of the Majorana fermion degrees of freedom in the
Pfaffian, SU(2)2, anti-SU(2)2, anti-331 and anti-Pfaffian
states. Modes φi include two fields describing integer
quantum Hall channels. Stability requires that the sym-
metric matrix Vij is positive definite. As seen from Sec-
tion II, there are no relevant or marginal interactions
between the Bose and Majorana degrees of freedom.
Consider now the geometry of the edge, defined by a
narrow gate, Fig. 4. We can still extend integration in
Eq. (15) from minus to plus infinity, assuming that x is
measured along the edge, i.e., x is negative on the edge
segment above the gate and positive below the gate, Fig.
4. However, Eq. (15) is no longer the only contribution
to the action. We must also include the electrostatic
interaction across the gate. In the presence of the gate
the interaction is short range and hence can be described
by local operators coupling fields at the points x and
−x. Since we consider low temperature physics, we are
interested in relevant and marginal operators only. In the
following discussion we will assume that the list of such
operators remains the same as in the limit of the weak
Coulomb interaction. This will allow us to use the same
scaling dimensions as in the absence of the electrostatic
force across the gate.
The most obvious interaction contribution to the ac-
tion is − 14pi
∫
dt
∫ 0
−∞ dx
∑
ij Uij∂xφi(x)∂xφj(−x). All
other contributions made of derivatives of Bose fields are
irrelevant. What about contributions with operators of
the form exp(i
∑
n anφn) which shift charge between dif-
ferent edge channels on each side of the gate (certainly, no
charge tunneling across the gate is allowed)? One might
think that some such operators must be included. In-
deed, consider the operator O1 = exp(i[φ
0
1(x)+φ
0
1(−x)−
φ02(x) − φ02(−x)]) which moves one electron between the
two integer modes on each side of the gate. It appears
to be marginal. However, there is inevitable disorder in
our system. Disorder can be described by adding contri-
butions of the form
∑
k ζk(x)∂xφk(x) with random ζk(x)
to the Lagrangian density. We omitted all such contri-
butions in Eq. (15) since one can gauge out disorder
by redefining φk → φk + 2pi
∑
k(V
−1)ki
∫
ζidx. We ex-
pect that disorder contains a contribution with no cor-
relation between the opposite sides of the gate. Then
7our redefinition of the fields introduces randomness in
the operator O1 and makes it irrelevant. A similar ar-
gument excludes operators, containing exp(±iφn) in the
SU(2)2 state. What about other neutral-mode contribu-
tions such as operators with Majorana fermions? The list
of possible operators is restricted by the requirement that
the topological charge conserves on each side of the gate:
Indeed, topological charge cannot travel under the gate
where there is no FQH liquid. One might still construct
some marginal operators that conserve topological charge
on both sides in some of the states from Section II. For
example, the operator O2 = ψ˜1(x)ψ˜2(x)ψ˜3(−x)ψ˜4(−x) is
marginal in the anti-331 state. However, all such opera-
tors are prohibited by symmetry. Indeed, as discussed in
Appendix A, disorder gives rise to the emergent SO(4)
symmetry in the anti-331 state. The electrostatic cou-
pling between the sides of the gate has the same form as
for an infinitely long gate. In the latter case, the system
is invariant with respect to two independent SO(4) sym-
metry groups acting on the two electrostatically coupled
edges. The combined SO(4)×SO(4) symmetry excludes
the operator O2. A similar argument applies in the anti-
Pfaffian and anti-SU(2)2 states. We conclude that the
action can be chosen in the form
L = L0 − 1
4pi
∫
dt
∫ 0
−∞
dx
∑
ij
Uij∂xφi(x)∂xφj(−x).
(16)
B. Tunneling exponent g
The tunneling at the QPC at x = 0 is described by the
contribution to the action
LT =
∑
α,β
∫
dtΓαβΨ
†
u,α(x = 0)Ψl,β(x = 0) + H.c., (17)
where Ψu,α and Ψl,β are quasiparticle operators on the
upper and lower edges, α and β distinguish different
quasiparticle operators, Γαβ = Γαβ(Ec) are the tunnel-
ing amplitudes and Ec is the ultraviolet cut-off energy.
Certainly, every allowed tunneling process conserves the
electric and topological charges. In order to find the low-
temperature conductance, it is convenient to perform the
renormalization group procedure. We integrate out fast
degrees of freedom and rescale Γαβ. Only the terms with
the most relevant e/4-excitation operators Ψ†u,α and Ψl,β
with the scaling dimensions ∆u and ∆l must be kept.
We stop at the energy scale E ∼ kBT . At that scale
Γαβ(E = kBT ) ∼ (kBT/Ec)∆u+∆l−1Γαβ(Ec). The lin-
ear conductance G ∼ T 2g−2 = T gu+gl−2 can now be
found from the perturbation theory: G ∼ |Γ(kBT )|2. We
conclude that gu = 2∆u, gl = 2∆l and g = ∆u +∆l.
Thus, to find g we need to compute the scaling di-
mensions of quasiparticle operators of a general structure
Ψe/4 = σ(x = 0) exp(i
∑
akφk(x = 0)), where the opera-
tor σ acts on the Majorana sector (and is just an identity
operator in some models) and ak are constants (see Sec-
tion II). Since the Majorana sector is decoupled from the
Bose modes, the scaling dimension of the operator σ is
not affected by the interaction across the gate and can be
taken from Section II. We thus focus on the exponential
factor in Ψe/4.
In all models of Section II, the symmetric K-matrix
Kij is positive definite. In the rest of this subsection
we also assume that Uij , Eq. (16), is symmetric. This
is automatically satisfied, if the gate configuration has a
symmetry plane such that reflections in the plane trans-
form the segments of the edge above and below the gate
into each other. The gate configuration39, Fig. 1a, has
such a symmetry plane. The configuration of the upper
gate, Fig. 1b, used in Ref. 40, does not have a symme-
try plane but is approximately symmetric beyond about
10 µm from the QPC. Note that Uij can be symmetric
even in the absence of a symmetry plane. This happens
if one can neglect all interactions across the gate except
the interaction of the charged modes. Then Uij becomes
a 1× 1 matrix. This is the case in the model of the next
subsection. Thus, in Subsection IV.C, we can rely on
Subsection IV.B even without assuming the existence of
a symmetry plane. Certainly, our qualitative discussion
in Section III is also free from that assumption. Cal-
culations are similar but more cumbersome without the
symmetry. We focus on the symmetric situation because
it allows a proof of two general theorems: 1) in Appendix
D we demonstrate that Uij is positive definite; 2) we show
that the positive definite Uij drives the tunneling expo-
nent above the universal value without interaction across
the gate. The physical origin of the latter claim has been
addressed in Section III.
At this point it is convenient to change notation. We
define φ¯i(x) = (φi(x) + φi(−x))/
√
2 and θi = (φi(x) −
φi(−x))/
√
2, x < 0. The Bose-mode contribution to the
action now reads
LB = − 1
4pi
∫
dt
∫ 0
−∞
dx
∑
ij
{2Kij∂tφ¯i∂xθj
+[Vij +
Uij
2
]∂xθi∂xθj + [Vij − Uij
2
]∂xφ¯i∂xφ¯j}. (18)
The quasiparticle operator becomes Ψe/4 =
σ exp(i
∑
akφ¯k(0)/
√
2). Stability implies that V ± U/2
are positive definite matrices. We next diagonalize
the bilinear form Kij∂tφ¯i∂xθj with the transformation
φ¯i =
∑
k Sikφ˜k; θi =
∑
k Sikθ˜k, where the matrix S is
such that STKS = E. The Bose contribution to the
action becomes
LB = − 1
4pi
∫
dt
∫ 0
−∞
dx
∑
ij
{2δij∂tφ˜i∂xθ˜j
+[V˜ij + Λ˜ij ]∂xθ˜i∂xθ˜j + [V˜ij − Λ˜ij ]∂xφ˜i∂xφ˜j}, (19)
8where V˜ = STV S and Λ˜ = STUS/2 are positive definite
symmetric matrices. Integrating out the fields θ˜i one gets
LB =
1
4pi
∫
dt
∫ 0
−∞
dx
∑
ij
{(V˜ + Λ˜)−1ij ∂tφ˜i∂tφ˜j
−(V˜ − Λ˜)ij∂xφ˜i∂xφ˜j}. (20)
The quasiparticle operator assumes the form Ψe/4 =
σ exp(i
∑
kj akSkj φ˜j(0)/
√
2).
We introduce another piece of notation now. Consider
a symmetric positive definite matrix A. We define
√
A
in the following way. We first find such orthogonal ma-
trix O that A = OT A¯O, where A¯ is a diagonal matrix
with positive diagonal entries. Next, we define
√
A¯ as a
diagonal matrix with positive diagonal entries such that
(
√
A¯)2 = A¯. Finally, we set
√
A = OT
√
A¯O. Obviously,√
A is a symmetric positive definite matrix whose square
is A; (
√
A)−1 =
√
A−1. We make the following change of
variables
φ˜i =
∑
j
(√
V˜ + Λ˜
[
4
√√
V˜ + Λ˜(V˜ − Λ˜)
√
V˜ + Λ˜
]−1)
ij
φˆj .
(21)
The action becomes
LB =
1
4pi
∫
dt
∫ 0
−∞
dx
∑
ij
{
P−1ij ∂tφˆi∂tφˆj − Pij∂xφˆi∂xφˆj ,
}
(22)
where
P =
√√
V˜ + Λ˜(V˜ − Λ˜)
√
V˜ + Λ˜. (23)
At this point we trace back the steps that led us to Eq.
(20) with Eq. (22) as the starting point. We introduce
auxiliary fields θˆi and rewrite the action in the form,
similar to Eq. (19):
LB = − 1
4pi
∫
dt
∫ 0
−∞
dx
∑
ij
{2δij∂tφˆi∂xθˆj
+Pij∂xθˆi∂xθˆj + Pij∂xφˆi∂xφˆj}. (24)
Next, we define new fields Φi according to φˆi(x) =
(Φi(x)+Φi(−x))/
√
2 and θˆi(x) = (Φi(x)−Φi(−x))/
√
2,
x < 0, and end up with the action
LB = − 1
4pi
∫ +∞
−∞
dtdx
∑
ij
[δij∂tΦi∂xΦj + Pij∂xΦi∂xΦj ] ,
(25)
In Eq. (25) we return to our initial definition of the
coordinate −∞ < x < +∞ and the points x and −x
no longer interact. The quasiparticle operator Ψe/4 =
σ exp
[
i
∑
kj ak
(
S
√
V˜ + Λ˜
√
P−1
)
kj
Φj(0)
]
. It is now
easy to write down the scaling dimension ∆ of Ψe/4 and
g = 2∆:
g = 2∆σ+
∑
ij
(
S
√
V˜ + Λ˜P−1
√
V˜ + Λ˜ST
)
ij
aiaj , (26)
where ∆σ is the scaling dimension of the operator σ.
We now prove that for any choice of ai, i.e., for any
quasiparticle operator, g in Eq. (26) exceeds the value
one would obtain without Coulomb interaction between
the edge segments on the opposite sides of the gate. In
the above expression the electrostatic interaction across
the gate enters only through the symmetric positive def-
inite matrix Λ˜. We thus wish to prove that g, Eq. (26),
is greater at Λ˜ 6= 0 than at Λ˜ = 0.
∆σ does not depend on Λ˜. The symmetric positive
definite matrix N =
√
V˜ + Λ˜P−1
√
V˜ + Λ˜ that enters
(26) reduces to the identity matrix at Λ˜ = 0. Hence, it is
enough to prove that all eigenvalues ni of N are greater
than 1. For this end, we notice that
N−1(V˜ + Λ˜)N−1 = (V˜ − Λ˜). (27)
Let us work in the eigenbasis of N and look at the diag-
onal elements of the above Eq. (27). We find
1
n2i
(
V˜ii + Λ˜ii
)
=
(
V˜ii − Λ˜ii
)
(28)
and hence ni = +1/
√
1− 2Λ˜ii
V˜ii+Λ˜ii
. Since both matrices Λ˜
and (V˜ + Λ˜) are positive definite, their diagonal matrix
elements are positive. Hence, ni > 1 and g (26) increases
indeed at nonzero Λ˜ compared to the case of Λ˜ = 0. This
agrees with the relation between the exponents gA, gB
and gC in Refs. 39,40.
C. Estimates of the electrostatic force
In this subsection we address an apparent paradox:
The geometry suggests a rather strong interaction across
the upper gate in geometry 1b; why is then the tunneling
exponent gB close to gC?
The expression (26) depends on several unknown pa-
rameters. They cannot be extracted from a single observ-
able g. In particular, one cannot compute the strength of
the interaction across the gate. We can only estimate its
order of magnitude from gC and gB. Our estimates show
that despite a small difference gB− gC , the interaction is
not weak. Interestingly, our estimates do not depend on
the nature of the bulk topological order.
9The estimates will be based on two simple models. In
the first model we will assume that the interaction con-
tribution U to the action reduces to the product of the
charged modes on the opposite sides of the gate,
U = − 2
4pi
∫
dt
∫ 0
−∞
dx
2
5
λ1∂xΦρ(x)∂xΦρ(−x), (29)
where e∂xΦρ/2pi stays for the linear charge density. Such
model is legitimate, if all edge channels on each side of the
gate run much closer to each other than to the gate. In
our second model the across-the-gate interaction includes
only the charge density in the FQH channel:
U = − 2
4pi
∫
dt
∫ 0
−∞
dx2λ2∂xΦ
F
ρ (x)∂xΦ
F
ρ (−x), (30)
where e∂xΦ
F
ρ /2pi is the linear charge density on the edge
channel, separating the ν = 2 and ν = 5/2 regions.
Model 2 is legitimate, if the gate is close to 2DEG and
all integer channels run under the gate while fractional
channels are sufficiently far from the gate.
It is unlikely that either of the above two sets of as-
sumptions accurately describes the experimental system.
At the same time, our estimates of λ in Eqs. (29) and
(30) will give an idea of the range of possible interaction
strength.
For simplicity we will assume that the mode Φρ in
model 1 and the mode ΦFρ in model 2 do not interact
with any other edge modes on the same side of the gate.
The application of Eq. (26) then becomes very easy.
Consider first model 1. We can always make a linear
change of the variables φi such that one of the new vari-
ables is Φρ and all other new variables commute with
Φρ. Then the dynamics of the charged mode is com-
pletely independent from all other modes. The form of
the charged mode action is dictated41 by the quantum
Hall conductance 5e
2
2h :
Lρ = − 1
4pi
∫
dt
∫ +∞
−∞
dx
[
2
5
∂tΦρ∂xΦρ +
2
5
vρ∂xΦρ∂xΦρ
]
,
(31)
where vρ is the velocity of the mode. Since the quasipar-
ticle charge is e/4, the field Φρ must enter the quasiparti-
cle operator as exp(iΦρ/[4× 52 ]) = exp(iΦρ/10). Finally,
from Eq. (26) one finds:
gB − gC = 1
80
[√
vρ + λ1
vρ − λ1 − 1
]
. (32)
In model 2 we similarly assume that the charged mode
of the FQH edge is decoupled from all other modes. It is
controlled by the action
Lρ = − 1
4pi
∫
dt
∫ +∞
−∞
dx
[
2∂tΦ
F
ρ ∂xΦ
F
ρ + 2vρ∂xΦ
F
ρ ∂xΦ
F
ρ
]
,
(33)
where the coefficient 2 reflects41 the FQH conductance
e2
2h . The quasiparticle operator contains Φ
F
ρ in the ex-
ponential factor exp(iΦFρ /[4× 12 ]) = exp(iΦFρ /2). Hence,
Eq. (26) yields
gB − gC = ∆g = 1
16
[√
vρ + λ2
vρ − λ2 − 1
]
. (34)
Substituting the experimental gB − gC = 0.04 in Eqs.
(32,34) we find λ1/vρ ∼ 0.9 and λ2/vρ ∼ 0.45. These
values are similar to the estimate43 in a related geometry
in the 1/3 state. Certainly, the above two models are not
very realistic. Besides, even small uncertainties in gB and
gC result in major uncertainties in λ1,2. Note also that
we neglect the repulsive interaction between the upper
and lower edges of the 2200 nm-wide constriction in the
geometry 1c since the constriction width is much shorter
than the relevant thermal length. This interaction de-
creases gC and hence decreases the estimates (32,34) for
λ1,2. Finally, in the above discussion we disregarded the
repulsive interaction between the edge modes on the in-
ner and outer sides of the gates in the geometry 1c and
the lower gate in the geometry 1b (Fig. 3). This interac-
tion increases both gB and gC compared to the situation
without an inner edge. In the next subsection we show
that it is safe to neglect the interaction of the inner and
outer channels unless it is so strong that the system is on
the verge of instability. This possibility is not a concern
for us here because our goal is to demonstrate that the
interaction is not weak. Overall, it appears safe to con-
clude that physical λ/vρ is within an order of magnitude
from the above values. This corresponds to a significant
interaction across the gate.
D. Interaction of inner and outer edge channels
In this subsection we address the interaction between
the inner and outer edge channels, Fig. 3, in the geome-
try 1c and around the lower gate in the geometry 1b. We
find that for most values of parameters this interaction
has considerably less effect on the tunneling exponents
gB and gC than the interaction discussed in the previ-
ous subsection. This justifies neglecting the interaction
of the inner and outer channels.
To estimate the change in the exponents gB and gC
we consider a model, similar to the second model of the
previous subsection. The action reads
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L = − 2
4pi
∫
dt
∫ +∞
−∞
dx[∂tΦ
F
ρO∂xΦ
F
ρO + vρ∂xΦ
F
ρO∂xΦ
F
ρO
−∂tΦFρI∂xΦFρI + vρ∂xΦFρI∂xΦFρI + 2λ2∂xΦFρO∂xΦFρI ],
(35)
where ΦFρO and Φ
F
ρI describe the charge density in the
outer and inner fractional edge channels. We are inter-
ested in the tunneling into the outer channel. ΦFρO enters
the tunneling operator through the factor exp(iΦFρO/2).
Thus, we wish to compute the correction δg to the scaling
dimension of the above operator due to a nonzero λ2.
It is convenient to change the variables:
ΦFρO =
(z + 1/z)
2
φ+ +
(z − 1/z)
2
φ−;
ΦFρI =
(z − 1/z)
2
φ+ +
(z + 1/z)
2
φ−, (36)
where z = 4
√
vρ−λ2
vρ+λ2
. In the new variables, we discover
the action of two noninteracting chiral fields:
L = − 2
4pi
∫
dt
∫
dx{∂tφ+∂xφ+ − ∂tφ−∂xφ−
+
√
v2ρ − λ22[(∂xφ+)2 + (∂xφ−)2]}. (37)
Computing δg is now easy. One finds
δg =
1
16
(
1√
1− (λ2/vρ)2
− 1
)
. (38)
The experimentally measured g differs from the univer-
sal value guniversal for a system without an inner channel
along a wide gate and Coulomb interaction across a nar-
row gate: gC = guniversal+2δg and gB = guniversal+ δg+
∆g, where ∆g is given by Eq. (34) and reflects the effect
of the interaction across the upper gate in Fig. 1b. In
the previous subsection we estimated λ2/vρ ∼ 0.45. This
corresponds to ∆g ∼ 0.04. Substituting the same value
of λ2 in Eq. (38), one finds δg ∼ 0.007. This justifies
neglecting δg above. It is easy to see that δg is much
less than 1 and considerably smaller than ∆g as long as
λ2/vρ is not close to 1. The unlikely regime λ2/vρ ≈ 1
describes a system on the verge of an instability due to
Coulomb interaction. Even in that regime δg < ∆g/2
for all λ2 and hence δg can be ignored in crude estimates
of, e.g., the Coulomb interaction strength. At the same
time, the expressions (32), (34) and (38) all diverge as
λ1,2/vρ → 1 and all three experimental exponents gA, gB
and gC provide only upper bounds for guniversal in that
unlikely limit.
One can avoid complications due to the inner channel
by changing the geometry of the gates. Instead of Π-
shaped gates, one can use gates that contain not only
the perimeter but also the inside of a rectangle.
L
0
FIG. 5: Setup of the “smoking gun” experiment. The width of
the gates depends on the distance from the tunneling contact.
V. DISCUSSION
We find that the 331 state with the theoretical gC =
3/8 gives the best fit to the experimental gC = 0.38. It
is instructive to compare this conclusion with the lessons
from other types of experiments. The data on the spin
polarization are controversial33–36. There is support for
both 0 and 100% polarization. The 331 state comes in
both spin-polarized and unpolarized versions with iden-
tical transport signatures in the tunneling experiment.
Most other proposed 5/2 states are spin-polarized. Some
features of the thermopower data37 are qualitatively
compatible with theoretical predictions for the Pfaffian
state28. However, even Abelian states may exhibit quali-
tatively similar behavior, if different quasiparticle species
are degenerate or close in energy. The Fabry-Perot inter-
ference experiments30,31 were interpreted50 as support-
ing the Pfaffian or anti-Pfaffian state. At the same time,
it was shown that the 331 state can produce identical
signatures in a Fabry-Perot interferometer51 (but inter-
estingly, not in a Mach-Zehnder interferometer52). The
anti-331 state may also exhibit identical signatures. The
results of the transport experiment32 were explained as
a sign of an upstream neutral mode. Such interpreta-
tion is incompatible with all proposed states except anti-
Pfaffian, anti-331 and anti-SU(2)2. In particular, the 331
state has no upstream edge modes. As discussed in sec-
tion III, in the unlikely case of a system on the verge
of Coulomb-interaction driven instability, the data40 do
not exclude the Pfaffian state. That state also does not
possess contra-propagating edge modes.
Thus, a conflict appears between the interpretation
of the experiments from Refs. 32 and 39,40. Our ex-
planation of the data39,40 is based on the assumption
that the system is in the scaling regime, where univer-
sal predictions apply. We also assume that the edges
can be described by a chiral Luttinger liquid model.
It may happen that such description fails due to, e.g.,
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dissipation53. At the same time, edge reconstruction54
or bulk transport55 may affect the interpretation of the
experiments on upstream modes. On the other hand,
various proposed 5/2 states are rather close in energy56
and it was suggested that more than one 5/2 state
might be present at different conditions or in different
samples57. It is also possible that the true 5/2 state is
not one of the simplest states considered above. More
light could be shed on the nature of the 5/2 state by
tunneling experiments at lower temperatures. To re-
duce the effect of Coulomb interaction across the gate,
one needs to modify the 1c setup, Fig. 3. The inner
edge channel can be eliminated by filling the inside of
the Π-shaped gate, Fig. 3, with metal. Other methods
that could show unique signatures of Abelian and non-
Abelian states include thermopower measurements28,37
and Mach-Zehnder interferometry18,52,58–64. The non-
equilibrium fluctuation-dissipation theorem65,66 would
provide an independent test of the existence of upstream
modes.
Our key idea about the role of gating in the
experiments39,40 can be tested with a “smoking gun” ex-
periment illustrated in Fig. 5. The width of the gate is
different at short distances x < L0 and long distances
x > L0 from the gate. The Coulomb interaction across
the gate is strong at x < L0 and negligible at large x.
In such situation our theory predicts two different power
dependencies of the conductance on the temperature at
T < h¯v/kBL0 and T > h¯v/kBL0, where v is the excita-
tion speed on the edges. The higher temperature regime
is similar to the geometry 1a and the low temperature
limit corresponds to the geometry 1c. Thus, one can go
between two fixed points by simply changing the temper-
ature (or voltage).
Even though the agreement between the experimental
gC = 0.38 and theoretical gC = 3/8 looks excellent, one
should be cautious about data accuracy. For example,
electron tunneling experiments into the 1/3 edge have
routinely shown a 10% discrepancy with the theory67. A
relative fragility of the 5/2 edge may lead to even lower
experimental resolution. Nevertheless, the difference be-
tween gC in the 331 and other competing states exceeds
30% in all cases and this lends credibility to the 331 state
as the best fit.
A considerable body of numerical work supports Pfaf-
fian or anti-Pfaffian states (see, e.g., Refs. 68–71). As dis-
cussed above, the data39,40 are not compatible with the
anti-Pfaffian state but do not exclude the Pfaffian state
in the unlikely case of the system on the verge of instabil-
ity. On the other hand, numerical studies of small simpli-
fied model systems have limitations and only experiment
can determine the right state. In particular, the existing
numerical results72–75 for the energy gap at ν = 5/2 sig-
nificantly exceed experimental findings. One limitation
of numerics is due to the fact that most studies assume
full spin polarization outright. This would exclude the
spin-unpolarized 331 state. At the same time, several
papers56,68,76,77 lend support to a spin-polarized ground
state. Another limitation comes from the incomplete un-
derstanding of the Landau-level mixing effects78–81. Dis-
order apparently plays a major role in the discrepancy
of the theoretical and experimental results for the en-
ergy gap73,82 and may affect the nature of the ground
state. We are not aware of any numerical studies that
include disorder. Moreover, the numerical energy differ-
ence between competing states56 is so small that even
a tiny and generally neglected effect of the spin-orbit
interaction83,84 might be relevant.
In conclusion, we have proposed an explanation of the
discrepancy of the tunneling exponents in Refs. 39,40
Two of the three geometries used in Refs. 39,40 are af-
fected by the electrostatic interaction across the gates
that changes the exponent g. We compare the exponent
gC in the third geometry 1c with the theoretical predic-
tions for seven states with the simplest topological orders
at ν = 5/2. For some of those states, the tunneling ex-
ponents were computed earlier. In addition, we compute
the tunneling exponents for the particle-hole conjugates
of the non-Abelian SU(2)2 state and Abelian 331 state in
Appendices A and B. The latter state can also be viewed
as the Bonderson-Slingerland state built on top of the
particle-hole conjugate of the Laughlin 1/3 state. We
find that the 331 state gives the best fit to the experi-
ment.
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Appendix A: Edge of the anti-331 state
In this appendix we formulate the edge theory of the
particle-hole conjugate of the spin-polarized 331 state
which we call the anti-331 state. We only consider the
FQH edge between the ν = 2 and ν = 5/2 regions. The
two additional integer edge modes will play little role in
our discussion.
We use an approach similar to the treatment of the
disorder-dominated ν = 2/3 state85 and the anti-Pfaffian
state5,6. We start from a clean particle-hole conjugate
of the 331 state which is obtained by condensing hole
excitations of the ν = 1 quantum Hall state into the 331
state. In our picture, the 2DEG has an annular shape
with the inner edge being the interface between the hole
331 state and its parental ν = 1 IQH state and the outer
edge being the interface between the ν = 1 quantum Hall
state and the vacuum. The edge is the combination of a
right-moving ν = 1 edge and a left-moving FQH edge of
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the 331 state with the Lagrangian density
L0 = − 1
4pi
∑
I,J=0,1,2
[KIJ∂tφI∂xφJ + VIJ∂xφI∂xφJ ],
(A1)
where the K-matrix41 and the potential matrix are
K =
 1 0 00 −3 2
0 2 −4
 and V =
 V00 V01 V02V01 V11 V12
V02 V12 V22
 ,
(A2)
φ0 is the right-moving ν = 1 charge density mode, φ1 and
φ2 are two left-moving modes in the edge theory of the
331 state. The charge vector that determines how the
modes (φ0, φ1, φ2) couple to the external gauge field and
contribute to the electric current is tT = (1, 1, 0). The
K-matrix and the charge vector t together characterize
the topological order of the FQH state. To simplify the
discussion, we assume at this point that V12 = −V22/2.
We will also assume that the ν = 1 edge mode only cou-
ples with the edge mode in the bottom hierarchy of the
hole 331 state so that V02 = 0. This approximation re-
flects the fact that only the bottom level hierarchy con-
tains electrons which interact with the ν = 1 IQH liquid
through the Coulomb potential. At the end of the ap-
pendix, we will relax the above assumptions and will see
that they do not change any conclusions.
The Lagrangian L0 describes the low energy edge
physics of a clean particle-hole conjugate of the 331 state.
In reality, there are always impurities on the edge. They
destroy the translational invariance on the FQH edge
and cause inter-edge tunneling which leads to the edge
mode equilibration. Nontrivial topological charges can-
not travel between the hole 331 edge and the ν = 1 chan-
nel. Hence, only electrons can tunnel. The electron op-
erator on the ν = 1 edge is eiφ0 . The most relevant
electron operators on the hole 331 edge are e−i(3φ1−2φ2)
and e−i(φ1+2φ2). The appropriate term for the electron
tunneling in the Lagrangian density is
Ltun = ξ1(x)ei(φ0+3φ1−2φ2) + ξ2(x)ei(φ0+φ1+2φ2) +H.c.,
(A3)
where we have suppressed the Klein factors that are nec-
essary to ensure correct statistics among different elec-
tron operators. ξ1(x) and ξ2(x) are complex variables
characterizing the strength of random impurities. We
assume for simplicity that their distribution is Gaussian
and they are δ-correlated: 〈ξ1(x)ξ∗1 (x′)〉 = W1δ(x − x′)
and 〈ξ2(x)ξ∗2 (x′)〉 =W2δ(x− x′).
At weak disorder W1 and W2, the effect of electron
tunneling on the FQH edge is determined by the scaling
behavior of the tunneling operators. Using L0, we find
that the two tunneling operators have the same scaling
dimension
∆ =
1
2
+
3− 2√2c
2
√
1− c2 , (A4)
where c = 8
√
2V01/(8V00+4V11−V22). The leading order
renormalization group (RG) equations for the disorder
strength are86
dWi
dl
= (3− 2∆)Wi, (A5)
where i = 1, 2. For ∆ > 3/2, the electron tunneling is
irrelevant and the low temperature edge physics is de-
scribed by L0 in Eq. (A1) in which no equilibration oc-
curs between the ν = 1 edge and the hole 331 edge. The
physics is very similar to the physics of the anti-K = 8
state, addressed in Appendix C. Quasiparticle tunneling
is nonuniversal. At low voltages and temperatures the
quantum Hall conductance is quantized at 7e2/2h instead
of the right value 5e2/2h. This happens because the inte-
ger mode conductance 3e2/h and the conductance e2/2h
of the fractional edge must be added and not subtracted
in the quantum Hall bar geometry. A detailed discussion
of a similar point can be found in Ref. 27. On the other
hand, if ∆ < 3/2 the electron tunneling is relevant and
we end up with a disorder-dominated phase with equi-
librated edge modes at low temperatures. This is the
situation we consider below.
To study the disorder-dominated phase, it is useful to
rewrite the edge dynamics in terms of a charged mode,
represented by the charge vector t, and two indepen-
dent neutral modes, represented by the neutral vectors
n1, n2. If we treat the matrix K
−1 as a metric then
neutral vectors are those with vanishing inner products
with the charge vector, nT1K
−1
t = 0, nT2K
−1
t = 0. We
choose nT1 = (1, 2, 0), n
T
2 = (0,−1, 2). The correspond-
ing charged φρ and neutral φn1 , φn2 boson fields are
t → φρ = φ0 + φ1
n1 → φn1 = φ0 + 2φ1
n2 → φn2 = −φ1 + 2φ2. (A6)
In the basis (φρ, φn1 , φn2), the Lagrangian density of the
tunneling problem L0 +Ltun = Lρ +LSym +LSB, where
Lρ = − 2
4pi
[∂tφρ∂xφρ + vρ(∂xφρ)
2] (A7)
and
LSym =− 1
4pi
∑
i=1,2
[−∂tφni∂xφni + v¯n(∂xφni)2]
+ [ξ1(x)e
i(φn1−φn2) + ξ2(x)ei(φn1+φn2) +H.c.];
LSB =− 1
4pi
∑
i=1,2
δvni(∂xφni)
2 − 2
4pi
vρn1∂xφρ∂xφn1 .
(A8)
The velocities of φρ, φn1 and φn2 are vρ = 2V00 − 2V01 +
1
2V11− 18V22, vn1 = V00−2V01+V11− 14V22 and vn2 = 14V22,
respectively. In writing the Lagrangians, we have defined
the average velocity v¯n =
1
2 (vn1 + vn2) and moved the
anisotropic part of the velocities δvni = vni − v¯n into
LSB. The reason for this is that LSym now has a hidden
SO(4) symmetry whereas LSB is the symmetry-breaking
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term. The interaction between the charged mode φρ and
the neutral mode φn1 is vρn1 = −2V00+3V01−V11+ 14V22.
Note that after the basis change the electron tunneling
only couples the neutral modes and contributes to their
equilibration. The charged mode is left alone with its
own velocity vρ.
To view the SO(4) symmetry in LSym more clearly,
we fermionize φn1 and φn2 into chiral fermions by set-
ting Ψn1 =
1√
2pi
e−iφn1 and Ψn2 =
1√
2pi
e−iφn2 . We then
further break the two chiral fermions into four real Ma-
jorana fermions defined as ψ1 = ReΨn1 , ψ2 = ImΨn1 ,
ψ3 = ReΨn2 and ψ4 = ImΨn2 . In terms of the Majorana
fermions, the Lagrangians LSym and LSB are
LSym = iψT (∂t − v¯n∂x)ψ + ψT (ξabLab)ψ;
LSB = −iψT (δv∂x)ψ − vρn1 (∂xφρ)ψTMψ, (A9)
where ψT ≡ (ψ1, ψ2, ψ3, ψ4) and a, b = 1, 2, 3, 4. The new
random variables are defined as ξ13 = −2pi(Imξ1+Imξ2),
ξ14 = −2pi(Reξ1 − Reξ2), ξ23 = 2pi(Reξ1 + Reξ2), ξ24 =
−2pi(Imξ1− Imξ2), and all other ξab = 0. The Hermitian
matrices Lab are the generators of the SO(4) group in
the fundamental representation,
(Lab)kl = i(δalδbk − δakδbl) (A10)
with k, l = 1, 2, 3, 4. The other two matrices in the
Lagrangians are δv = Diag(δvn1 , δvn1 , δvn2 , δvn2) and
M = −L12.
As the last step, we perform a local rotation of the
Majorana fermions ψ˜(x) = R(x)ψ(x), where
R(x) = P exp
( i
v¯n
∫ x
−∞
dx′ξab(x′)Lab
)
(A11)
and P is the path-ordering operator. Clearly, RTR =
14×4 and det(R) = 1. After the rotation, the Lagrangians
become
LSym = iψ˜T (∂t − v¯n∂x)ψ˜;
LSB = −iψ˜T (δ˜v∂x)ψ˜ − vρn1 (∂xφρ)ψ˜T M˜ψ˜,(A12)
where δ˜v = R(x)δvR−1(x) and M˜ = R(x)MR−1(x)
are spatially random matrices. On the second line of
the above equation we omit a term with the deriva-
tive ∂xR
−1. Its structure is similar to the second term
on the first line of Eq. (A9) and it can be removed
with a variable change, similar to Eq. (A11). The
SO(4) symmetry in LSym is now clearly manifest. Let
us study the symmetry-breaking terms in LSB. Naively,
both operators in LSB have scaling dimension 2 and
they are marginal. However, the random coefficients δ˜v
and M˜ make them irrelevant under a perturbative RG
analysis.86 Hence, both terms in LSB scale to zero at low
temperature.
In general, our initial simplifying assumptions for the
potential matrix may not hold and we will have two more
terms in the Lagrangian,
L′Sym =−
1
4pi
vn1n2∂xφn1∂xφn2 =
pi
6
vn1n2ε
ijklψ˜iψ˜jψ˜kψ˜l;
L′SB =−
1
4pi
vρn2∂xφρ∂xφn2 = −vρn2(∂xφρ)ψ˜TNψ˜,
(A13)
where εijkl is the Levi-Civita tensor with i, j, k, l =
1, 2, 3, 4, and N is a spatially random matrix. L′Sym is
a marginal term that respects the SO(4) symmetry. It
should be retained in the edge theory of the anti-331
state. On the other hand, the operator in L′SB is irrele-
vant.
Any SO(4)-invariant combination of the Majorana
fermions can be constructed from the Majorana oper-
ators and their derivatives, the Kronecker tensor δij and
the Levi-Civita tensor εijkl. Keeping all possible relevant
terms we find the full Lagrangian that describes the low
energy edge physics of the anti-331 state:
L =− 2
4pi
[∂tφρ∂xφρ + vρ(∂xφρ)
2] + iψ˜T (∂t − v¯n∂x)ψ˜
+
pi
6
vn1n2ε
ijklψ˜iψ˜jψ˜kψ˜l. (A14)
The edge theory consists of one right-moving charged
density mode and four left-moving Majorana fermions
obeying an explicit SO(4) symmetry. The density mode
and the Majorana fermions decouple.
The thermal conductance of a FQH state is a universal
quantity that is determined by the bulk topological or-
der. It depends only on the numbers of right-moving and
left-moving edge modes and is robust with respect to in-
teractions (for example, the off-diagonal elements in the
potential matrix) and disorder.87 Using the Lagrangian
in Eq. (A1) or Eq. (A14), we obtain the thermal conduc-
tance in the anti-331 state as κ331 = 2 + 1 − 1 − 1 =
2 + 1− 4× 12 = 1, in units of pi2k2BT/3h (the first factor
of 2 comes from the two integer modes). This is different
from the thermal conductance κ331 = 2 + 1 + 1 = 4 in
the 331 state, indicating different topological orders of
the 331 and anti-331 state.
A generic quasiparticle operator on the edge of the
anti-331 state is Ψqp = e
i(l0φ0+l1φ1+l2φ2) with the elec-
tric charge Qqp = l0 − 12 l1 − 14 l2 in units of e, where
l0, l1, l2 are independent integers. Its scaling dimen-
sion gqp can be obtained by computing the correlation
function, 〈Ψ†qp(t)Ψqp(0)〉 ∼ t−2gqp at zero temperature,
using the SO(4) invariant Lagrangian from Eq. (A14).
Equivalently yet more easily, we can use the boson La-
grangians from Eqs. (A7,A8,A13) by setting δv1 = δv2 =
vρn1 = vρn2 = 0 and ξ1 = ξ2 = 0. This is be-
cause the rotation R(x) is local and does not change
the equal-space correlation functions of quasiparticle op-
erators. The interaction vn1n2 between copropagating
neutral bosons cannot modify the scaling behavior of a
quasiparticle41. Using φ0 = 2φρ − φn1 , φ1 = −φρ + φn1
and φ2 = − 12 (φρ − φn1 − φn2), we obtain the universal
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scaling dimension of Ψqp as
gqp =
(4l0 − 2l1 − l2)2
16
+
(2l0 − 2l1 − l2)2
8
+
l22
8
. (A15)
The most relevant quasiparticles are those with the min-
imal scaling dimension (A15). Here, it is ei(φ0+φ1)
with the electric charge e/2 and scaling dimension 1/4.
The next-most relevant quasiparticles are ei(φ0+2φ1−φ2),
ei(φ0+φ1+φ2), ei(φ2−φ1) and e−iφ2 with the electric charge
e/4 and scaling dimension 5/16. The above quasi-
particle operators can all be represented in the form
eiφρ/2e±iφn1/2e±iφn2/2, where the last two exponential
factors correspond to the operators σα in Section II.F.
Appendix B: Edge of the anti-SU(2)2 state
In this appendix we discuss the edge physics of the anti-
SU(2)2 state, which is the disorder-dominated particle-
hole conjugate of the SU(2)2 state. As in the previous
appendix, we focus on the FQH edge separating ν = 2
and ν = 5/2 regions.
Our approach is the same as in Appendix A. As a start-
ing point, we write down the edge Lagrangian of a clean
particle-hole conjugate of the SU(2)2 phase
L0 =− 1
4pi
[∂tφ0∂xφ0 − 2∂tφρ∂xφρ − ∂tφn∂xφn
+ v0(∂xφ0)
2 + 2vρ(∂xφρ)
2 + vn(∂xφn)
2]
− 2
4pi
v0ρ∂xφ0∂xφρ + iψ(∂t − vψ∂x)ψ, (B1)
where φ0 is the right-moving ν = 1 edge mode and φρ,
φn, ψ are left-moving SU(2)2 FQH edge modes. We first
assume that only charged modes interact via Coulomb
potential v0ρ. At the end of the appendix we will see
that our conclusions do not depend on that assumption.
The charge vector of the boson fields (φ0, φρ, φn) is t
T =
(1, 1, 0). The Majorana fermion ψ is neutral.
In the presence of disorder, electrons may tunnel be-
tween the integer edge and the FQH edge. The elec-
tron operator on the ν = 1 edge is eiφ0 . The most rel-
evant electron operators on the FQH edge are ψe−i2φρ ,
Re{e−iφn}e−i2φρ and Im{e−iφn}e−i2φρ . The Lagrangian
density that describes the electron tunneling due to im-
purities on the edge is
Ltun =ξ1(x)ψei(φ0+2φρ) + ξ2(x)Re{e−iφn}ei(φ0+2φρ)
+ ξ3(x)Im{e−iφn}ei(φ0+2φρ) +H.c., (B2)
where ξi(x) are complex Gaussian variables character-
izing the strength of disorder, 〈ξi(x)ξ∗j (x′)〉 = Wiδ(x −
x′)δij , where i, j = 1, 2, 3. To simplify notation we sup-
press Klein factors as in Appendix A.
From L0 in Eq. (B1), we find that the tunneling oper-
ators in Eq. (B2) have the same scaling dimension ∆ =
1/2+(3−2√2c)/(2√1− c2), where c = √2v0ρ/(v0+vρ).
The scaling dimension ∆ determines the edge physics at
low temperatures. The leading order RG equations are
dWi/dl = (3−2∆)Wi.86 When ∆ > 3/2, the electron tun-
neling is irrelevant and the low temperature edge physics
is described by L0. When ∆ < 3/2, we arrive at the
disorder-dominated phase with equilibrated edges at low
temperature.
The physics of the non-equilibrated case ∆ < 3/2 is
nonuniversal. Just like in Appendix C we find that the
quasiparticle tunneling exponent g can assume a broad
range of values. Moreover, the quantum Hall conduc-
tance at low temperatures and voltages does not assume
the correct value 5e2/2h. It becomes 7e2/2h in the quan-
tum Hall bar geometry. This happens for the same rea-
sons as in Appendices A and C: One has to add the con-
ductance 3e2/h of the integer quantum Hall subsystem
and the conductance e2/2h of the FQH subsystem. Below
we focus on the disorder dominated equilibrated phase.
Let us separate the charged and neutral degrees of free-
dom on the edge by defining φρ˜ = φ0+φρ, φn1 = φ0+2φρ
and φn2 = φn. The full Lagrangian L0 + Ltun =
Lρ˜ + LSym + LSB, where
Lρ˜ =− 2
4pi
[∂tφρ˜∂xφρ˜ + vρ˜(∂xφρ˜)
2];
LSym =− 1
4pi
∑
i=1,2
[−∂tφni∂xφni + v¯n(∂xφni)2] + [ξ1ψeiφn1
+ ξ2Re{e−iφn2}eiφn1 + ξ3Im{e−iφn2}eiφn1 +H.c.]
+ iψ(∂t − v¯n∂x)ψ;
LSB =− 1
4pi
∑
i=1,2
δvni(∂xφni)
2 − 2
4pi
vρ˜n1∂xφρ˜∂xφn1
− iψ(δvψ∂x)ψ. (B3)
The velocities of φρ˜, φn1 , φn2 are vρ˜ = 2v0 + vρ − 2v0ρ,
vn1 = v0 + 2vρ − 2v0ρ and vn2 = vn, respectively. The
interaction parameter vρ˜n1 = −2v0 − 2vρ + 3v0ρ. Here
we have split the Lagrangian into LSym, which respects
a hidden symmetry, and the symmetry-breaking part
LSB. The velocity anisotropies δvψ = vψ − v¯n and
δvni = vni − v¯n (i = 1, 2) are defined with respect to
the average velocity v¯n =
1
5 (vψ + 2vn1 + 2vn2).
We now fermionize the neutral bosons into Ma-
jorana fermions according to ψ2 =
1√
2pi
Re{e−iφn1},
ψ3 =
1√
2pi
Im{e−iφn1}, ψ4 = 1√2piRe{e−iφn2}, ψ5 =
1√
2pi
Im{e−iφn2} and define ψ1 = ψ. In terms of the Ma-
jorana fermions,
LSym = iψT (∂t − v¯n∂x)ψ + ψT (ξabKab)ψ
LSB = −iψT (δv∂x)ψ − vρ˜n1(∂xφρ˜)ψTMψ, (B4)
where ψT ≡ (ψ1, ψ2, ψ3, ψ4, ψ5) and a, b = 1, 2, 3, 4, 5.
Random variables ξab are defined as ξ12 = −
√
2piImξ1,
ξ13 =
√
2piReξ1, ξ24 = 2piImξ2, ξ25 = 2piImξ3, ξ34 =
−2piReξ2, ξ35 = −2piReξ3 and all other ξab = 0. Hermi-
tian matrices Kab are the generators of the SO(5) group
in the fundamental representation, (Kab)kl = i(δalδbk −
δakδbl) with k, l = 1, 2, 3, 4, 5. The other matrices in the
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Lagrangians are δv = Diag(δvψ , δvn1 , δvn1 , δvn2 , δvn2)
and M = −K23.
Finally, we make a local rotation of the Majorana
fermions ψ˜(x) = R(x)ψ(x), where
R(x) = P exp
( i
v¯n
∫ x
−∞
dx′ξab(x′)Kab
)
(B5)
and P is the path-ordering operator. The Lagrangians
after the rotation are
LSym = iψ˜T (∂t − v¯n∂x)ψ˜
LSB = −iψ˜T (δ˜v∂x)ψ˜ − vρ˜n1(∂xφρ˜)ψ˜T M˜ψ˜, (B6)
where δ˜v = R(x)δvR−1(x) and M˜ = R(x)MR−1(x) are
spatially random matrices. As in Appendix A, we omit a
term with ∂xR
−1. It can be removed with another trans-
formation of the type (B5). Now, the SO(5) symmetry
in LSym is clear. The symmetry-breaking terms in LSB
are irrelevant due to their random coefficients, in exactly
the same way as in the anti-331 state, Appendix A.
In the most general case, the neutral boson φn in
Eq. (B1) may interact with charged bosons φ0 and φρ.
This gives rise to two more symmetry-breaking terms in
the Lagrangian. However, both terms are irrelevant and
disappear at low temperatures. The edge physics of the
anti-SU(2)2 state is described by Lρ˜ + LSym that con-
tains all relevant operators allowed by the symmetry. In
contrast to the anti-331 case with its SO(4) symmetry
group, we do not need to keep any four-fermion opera-
tors in the action.
A generic quasiparticle operator on the edge of the
anti-SU(2)2 state is Ψqp = ζe
i(l0φ0+lρφρ+lnφn) with the
electric charge Qqp = l0 − 12 lρ in units of e, where ζ is
one of the three fields 1, σ, and ψ with the scaling di-
mensions g1 = 0, gσ =
1
16 and gψ =
1
2 . l0 is an arbitrary
integer. lρ and ln are integers or half integers. We are
interested in ±e/4 charged quasiparticles. The quasipar-
ticle charge gives the constraint l0 =
1
2 lρ ± 14 , which is
satisfied only if lρ is a half integer given that l0 is an inte-
ger. In addition, we must require that the quasiparticle
is local with respect to electrons, which means there is no
branch cut in the correlation function between the quasi-
particle operator and any of the electron operators in the
theory41. Hence, ln must also be a half integer and ζ = σ.
The most general ±e/4 charged quasiparticle is then
Ψ±e/4 = σei(l0φ0+lρφρ+lnφn) with lρ and ln being half
integers and l0 =
1
2 lρ ± 14 an integer. The scaling dimen-
sion g±e/4 can be computed using the boson Lagrangians
in Eq. (B3) by setting δvψ = δv1 = δv2 = vρ˜n1 = 0 and
ξ1 = ξ2 = ξ3 = 0. This gives
g±e/4 =
1
2
(l0 ∓ 1
2
)2 +
1
2
l2n +
1
8
. (B7)
The most relevant e/4 and −e/4 charged quasi-
particles are σei(φ0+
3
2
φρ± 12φn), σe−i(
1
2
φρ± 12φn) and
σe−i(φ0+
3
2
φρ± 12φn), σei(
1
2
φρ± 12φn), all with the scaling di-
mension 3/8. All these operators are products of a factor
e±iφρ˜/2 and one of the twist operators σα, Section II.H.
Appendix C: Edge of the anti-K = 8 state
The anti-K = 8 state is the particle-hole conjugate of
the K = 8 state, with the FQH edge Lagrangian density
L0 =− 1
4pi
[∂tφ0∂xφ0 − 8∂tφ1∂xφ1 + v0(∂xφ0)2
+ 8v1(∂xφ1)
2]− 1
pi
v01∂xφ0∂xφ1, (C1)
where φ0 is the right-moving integer edge mode and φ1
is the left-moving fractional edge mode from the K = 8
state. As in Appendices A and B we focus on the FQH
edge between the ν = 2 and ν = 5/2 regions. The charge
vector of (φ0, φ1) is t
T = (1, 2), which reflects that the
K = 8 state is a Laughlin state of electron pairs. The
Lagrangian that describes the tunneling of electron pairs
between the integer and fractional edges due to impuri-
ties is
Ltun = ξ(x)ei(2φ0+8φ1) +H.c., (C2)
where ξ(x) is a complex Gaussian random variable that
describes local disorder, 〈ξ(x)ξ∗(x′)〉 =Wδ(x− x′). The
scaling dimension of the tunneling operators is ∆ =
(6−4√2c)/√1− c2, where c = √2v01/(v0+v1). Positive-
definiteness of the Hamiltonian requires v0v1 > v
2
01/2,
and hence |c| < 1. The leading order RG equation for
the disorder strengthW is dW/dl = (3−2∆)W .86 By in-
spection, the scaling dimension ∆ is always greater than
3/2. Hence, electron-pair tunneling is always irrelevant
and a disorder-dominated phase does not exist. The edge
physics of the anti-K = 8 state is described by L0.
A generic quasiparticle Ψqp = e
i(l0φ0+l1φ1) (l0, l1 are
independent integers) on the edge of the anti-K = 8 state
has the electric charge Qqp = l0 − 14 l1 in units of e. Its
scaling dimension gqp is nonuniversal and depends on the
parameters in the Hamiltonian. With L0, we find
gqp =
1
2
√
1− c2 (l
2
0 +
l21
8
− l0l1√
2
c). (C3)
Possible values of gqp for charge-e/4 excitations range
between 1/16 and +∞. The low temperature quantum
Hall bar conductance is quantized at 7e2/2h just like in
other nonequilibrated states with the same filling factor,
Ref. 27.
The above discussion ignores the two integer edge
modes φ01, φ
0
2 always present in the second Landau level
states. If we allow tunneling between those modes and
the FQH modes and include operators that transmit
three or more electrons then it is possible to find relevant
tunneling operators at certain choices of the interaction
constants in the Hamiltonian. One example would be the
operator O3 = exp(i[8φ1+3φ0−φ01]), where φ01 describes
the integer mode with the same spin polarization as the
FQH edge. We expect the amplitude of such many-body
operators to be small and neglect them even if the inter-
action constants are such that they are relevant.
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FIG. 6: The charge distribution is mirror symmetric with
respect to the y = 0 plane. The mirror-symmetric gate with
the potential Φ = 0 is shaded.
Appendix D: Positive-definiteness of the interaction
matrix Uij
In this appendix we prove that the interaction matrix
Uij in Eq. (16) is positive definite. We consider a system
with mirror symmetry, Fig. 6. In Fig. 6 the x-axis is
perpendicular to the plane of the figure and the mirror
plane is defined by the equation y = 0. The only as-
sumption about the dielectric constant outside the mirror
symmetric gates is the mirror symmetry of its coordinate
dependence. Our effective models for edge states are one-
dimensional and contain only the coordinate x but the
physical charge distribution is always three-dimensional.
The energy of the electrostatic interaction between the
edge segments on the left and right of the gate, Fig. 6,
depends on the whole three-dimensional distribution of
the charges.
The derivatives of the Bose fields ∂xφi in Eq. (16)
are determined by the local charge distribution. It will
be convenient for us to consider a situation in which
the charge density ρ(r) = ρ(x, y, z) does not depend
on x and exhibits the mirror symmetry ρ(x, y, z) =
ρ(x,−y, z). Then all ∂xφi remain constant on the
left and right of the gate with ∂xφi(left of the gate) =
−∂xφi(right of the gate). The interaction energy (16)
becomes (+1/4pi)
∫ 0
−∞ dx
∑
ij Uij∂xφi(x < 0)∂xφj(x <
0). The same energy can be found from electrostatics.
It is just the interaction energy of the charge distribu-
tion on the left of the gate, ρ(x, y, z), y < 0, with the
mirror symmetric charge distribution ρ(x, y, z), y > 0. It
is now clear that to prove the positive definiteness of U
it is sufficient to prove that the electrostatic interaction
energy of a set of charges on the left of the mirror plane
with the mirror symmetric set of charges on the right
of the plane is always positive. Below we compute such
electrostatic energy in the presence of mirror symmetric
metallic gates.
We set the electrostatic potential of the gates to zero.
The electrostatic potential Φ(r) outside the gates can
be represented as the sum of two contributions. Φl(r)
is the electrostatic potential, created by the charges on
the left of the mirror plane (i.e., the charges from the
points with negative y). By definition Φl includes the
effect of the screening charges on the gate surface, i.e.,
satisfies the boundary condition Φl(r in the gate) = 0.
Φr(r) is created by the charges on the right of the mirror
plane in the presence of a screening gate. The mirror
symmetry implies that Φl(x, y, z) = Φr(x,−y, z). The
total electrostatic energy is thus
E =
∫
dxdz
∫ 0
−∞
dyρ(x, y, z)[Φl(x, y, z) + Φr(x, y, z)].
(D1)
We wish to prove that the interaction contribution
Elr =
∫
dxdz
∫ 0
−∞
dyρΦr (D2)
is positive.
Let us investigate the effect of two changes in the
charge distribution on the energy.
1) We remove all charges on the right of the mirror
plane, i.e., set ρ(x, y > 0, z) = 0. The electrostatic energy
becomes
E1 =
∫
dxdz
∫ 0
−∞
ρ(x, y, z)Φl(x, y, z)/2. (D3)
2) Alternatively, let us change the sign of all charges
on the right of the mirror plane: ρ(x, y, z)→ −ρ(x, y, z),
y > 0. The potential becomes Φl(r) − Φr(r). We have
created a situation with Φ(x, y = 0, z) = 0. Hence, the
total electrostatic potential at y < 0 would not change
after all charges with y > 0 are removed and the region
y > 0 is filled with metal. In the latter situation, the
total electrostatic energy becomes
E2 =
∫
dxdz
∫ 0
−∞
dyρ(x, y, z)[Φl(x, y, z)−Φr(x, y, z)]/2,
(D4)
where Φl and Φr are the same as in Eq. (D1), i.e.,
[Φl(x, y, z) + Φr(x, y, z)] is the electrostatic potential of
a mirror symmetric charge distribution.
According to a theorem of electrostatics88, the energy
always goes down if a piece of metal is introduced into a
system at fixed positions of free charges. Hence, E2 < E1.
Subtracting E2 from E1 we find that Elr > 0 and hence
Uij is positive definite.
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