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a b s t r a c t
The multivariate linear mixed model (MLMM) has become the most widely used tool for
analyzingmulti-outcome longitudinal data. Although it offers great flexibility formodeling
the between- and within-subject correlation among multi-outcome repeated measures,
the underlying normality assumption is vulnerable to potential atypical observations. We
present a fully Bayesian approach to the multivariate t linear mixed model (MtLMM),
which is a robust extension of MLMM with the random effects and errors jointly
distributed as a multivariate t distribution. Owing to the introduction of too many hidden
variables in the model, the conventional Markov chain Monte Carlo (MCMC) method
may converge painfully slowly and thus fails to provide valid inference. To alleviate this
problem, a computationally efficient inverse Bayes formulas (IBF) sampler coupled with
the Gibbs scheme, called the IBF-Gibbs sampler, is developed and shown to be effective in
drawing samples from the target distributions. The issues related to model determination
and Bayesian predictive inference for future values are also investigated. The proposed
methodologies are illustrated with a real example from an AIDS clinical trial and a careful
simulation study.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The multivariate linear mixed model (MLMM) proposed by Shah et al. [28], a multivariate generalization of linear mixed
models (LMM) [18], has been an important tool for studying the joint evolution of multi-outcome longitudinal data. Further
extensions and applications of themodel and some of its variants can be found in Fieuws andVerbeke [7], Roy [25] andWang
and Fan [38], among others. Although such a model offers a great flexibility in modeling the between- and within-subject
source of variation among the repeated responses, it suffers from a lack of robustness when the assumption of underlying
normality is seriously violated. To remedy this weakness, a number of authors [19,20,24,30] have considered the use of the
t distribution [17] in place of normal for robust estimation of the LMM, namely the t linear mixed model (tLMM). More
recently, [39] extended the existing tLMM to a multivariate version, called the multivariate t linear mixed model (MtLMM),
for properlymodelingmulti-outcome longitudinal data that arise from a fat-tailed distribution. Moreover, they considered a
parsimonious order p autoregressive, AR(p), dependence structure to address the autocorrelation among thewithin-subject
errors.
In this paper, we pursue a Bayesian sampling-based inference in the framework of MtLMM as an alternative strategy for
marginalizing the random effects that may be more robust. The practical advantages of adopting Bayesian methods involve
the incorporation of prior knowledge and the ability of taking account of the parameter uncertainties. Quite often, it is
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difficult to obtain the marginal posterior distributions by adopting the multidimensional integration of the joint posterior
distribution. A direct solution to the problem involves using asymptotic methods, such as the normal approximation [4] and
Ljung and Box’s method [22]. However, resorting approximate methods to obtain analytic approximations of the marginal
posterior densities is limited to models of low dimension or may result in insufficient accuracy. The two most popular
Markov chain Monte Carlo (MCMC) procedures: the Gibbs sampler [10] and the Metropolis–Hastings (M–H) algorithm [13]
are widely used to carry out Bayesian inference by drawing posterior samples sequentially from full conditional posterior
distributions and then correcting these draws to achieve a better approximation of the target posterior distribution. Some
work have been done to investigate a MCMC-based Bayesian analysis of longitudinal data; see [5,8,20,27], among others.
For the Bayesian analysis of MtLMM that involves a large number of hidden variables, the conventional MCMC algorithm
may converge painfully slowly or even fail to converge. To circumvent this obstacle, we perform a noniterative inverse Bayes
formulas (IBF) sampler [23,32] to obtain a set of independent and identically distributed (i.i.d.) samples approximately from
the posterior distribution of the underlying hidden variables. Here the IBF, including the point-wise, function-wise and
sampling-wise versions, are used to determine the marginal densities and thus the joint density from the corresponding
conditional densities. The sampling-wise IBF relies on the posterior density proportional to the ratio of two conditional
posterior densities with the numerator providing a natural class of built-in importance sampling densities, whereas the
point-wise and function-wise IBF give explicit formulas for the posteriors. In Bayesian modeling, especially for missing
data problems, the ability of IBF is to obtain the exact expression of posteriors or draw i.i.d. samples from them. For a
comprehensive development and application of the IBF method, the interested readers can refer to [33,35,36].
Although it is convenient to implement the IBF sampler, not all of the full conditional posteriors are of standard forms such
that the IBF structure of the MtLMM cannot be well established. Because the model involves two convenient hierarchical
representations, posterior inference of model parameters can be greatly facilitated by the Gibbs sampler. Thus, we adopt a
hybrid algorithm that combines the IBF and Gibbs samplers to take into account the uncertainty of all parameter and allows
for creating posterior prediction for the hidden variables. Related work on Bayesian missing data problems via the IBF and
Gibbs sampler jointly can be found in the monograph by Tan et al. [34] and the references therein. Moreover, our chosen
priors are conditional conjugate and weakly informative, which ensure proper posterior distributions of model parameters
and facilitate efficient computation of the proposed sampling-based procedure. Posterior predictive inferences for random
effects and future values can be accurately drawn on the basis of the converged Monte Carlo samples.
The rest of the paper is organized as follows. In Section 2, we define the notation, formulate the model and review
some relevant properties. In Section 3, we describe the implementation of the IBF-Gibbs procedure and outline the
Bayesian approach used for parameter estimation and predictive inference. In Section 4, a simulation study is conducted
to substantiate the effectiveness of the proposed algorithm compared with the general MCMC method. In Section 5, a real
example concerning the AIDS Clinical Trials Group Study 175 (ACTG 175) is utilized to demonstrate our methodologies.
Some concluding remarks are given in Section 6, and the detailed implementation of MCMC methods as well as the M–H
algorithm are sketched in Appendices.
2. Model formulation
2.1. Notation and setting
To establish notation, we let Yi = [yi1 : · · · : yir ] be an ni × r response matrix for subject i (i = 1, . . . ,N), where
yij = (yij1, . . . , yijni)T is an ni × 1 vector of measurements of characteristic j (j = 1, . . . , r). Let Xij and Zij be ni × q1 and
ni × q2 matrices of covariates for yij. The measurement length ni may be different for each subject. Further, we assume that
all subjects are taken on the same r characteristics. The MtLMM [38] takes the following form:
yi = Xiβ + Zibi + ei with

bi
ei

ind∼ t(q2+ni)r

0
0

,

D 0
0 Ri

, ν

, (1)
where yi = vec(Yi) = (yTi1, . . . , yTir)T is an nir × 1 response vector created from Yj by stacking its column vectors;
β = (βT1, . . . ,βTr )T are the regression coefficientswith each q1-vectorβj used to describe the fixed effects of the jth outcome;
bi = (bTi1, . . . , bTir)T is a q2r-vector of random effects; Xi = diag{Xi1, . . . ,Xir} and Zi = diag{Zi1, . . . , Zir} are designmatrices
corresponding to β and bi, respectively; ei = vec(Ei), where Ei = [ei1 : · · · : eir ] is an ni× r matrix with each column vector
eij being the within-subject errors corresponding to yij. Note that Xi and Zi are block-diagonal and of full rank, and the joint
distributions of (bTi , e
T
i )
T for distinct subjects are independent.
In model (1), D = [Djj′ ] is a q2r × q2r symmetric positive-definite matrix, where Djj′ is a q2 × q2 partition matrix, in
particular for j = j′,Djj is an unstructured scale covariancematrix of the random effects for the jth outcome only, and Ri is an
nir×nir scale covariancematrix of error components. If we do not make any specific assumption about the scale covariance
matrix for rows and columns of Ei, then the unknown parameters in Ri may be too numerous to be accurately estimated.
Accordingly, each row of Ei, implying the errors of r characteristics at different occasions, is assumed to be serially correlated
and distributed as tr(0,Σ, ν), where Σ = [σjj′ ] describes the variances and covariances among r outcomes. Moreover, the
dependence of rows indicates that each column of Ei, say eij, follows tni(0, σjjCi, ν), where we assume an AR(p) dependence
structure for Ci. Thus, the covariance structure of ei is Ri = Σ ⊗ Ci.
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More specifically, Ci is defined as Ci(φ) = [ρ|t−t ′|(φ)], t, t ′ = 1, . . . , ni, where each entry ρs satisfies the Yule–Walker
equation [2]:
ρs(φ) = ρs = φ1ρs−1 + · · · + φpρs−p, ρ0 = 1, (s = 0, . . . , ni − 1),
which is a recursive function of AR parameters φ = (φ1, . . . , φp). To ensure the admissibility and stationarity of φ and
stabilize the estimating procedure, we further reparameterize φ [1] through
φ(p)p = γp,
φ(p)v = φ(p−1)v − γpφ(p−1)p−v = γv − γv+1φ(v)1 − γv+2φ(v+1)2 − · · · − γpφ(p−1)p−v , (2)
where φ(p)v is the vth AR parameter under the AR(p) model, and γv = φ(v)v is the partial autocorrelation at lag v, for v =
1, . . . , p−1. The reparameterization (2) is a one-to-one transformation thatmaps the AR parametersφ = (φ1, . . . , φp) ∈ Cp
onto the partial autocorrelations γ = (γ1, . . . , γp) ∈ [−1, 1]p. Accordingly, the structure of Ci can be rewritten in terms
of γ .
2.2. Bayesian hierarchical models
Let θ be the structural vector of unknown parameters that contain all distinct elements in β, D, Σ, φ, and ν. Let
y = {y1, . . . , yN} be the observed data, and b = {b1, . . . , bN} be the unobservable random effects. From model (1), the
marginal distribution of yi is given by
yi ∼ tnir(Xiβ,Λi, ν), (3)
whereΛi = Λi(D,Σ, γ) = ZiDZTi + Σ ⊗ Ci. It follows that the marginal density of yi is
f (yi|θ) = Γ ((ν + nir)/2) |Λi|
−1/2
Γ (ν/2)(πν)nir/2

1+ ∆i
ν
−(ν+nir)/2
, (4)
where∆i = (yi−Xiβ)TΛ−1i (yi−Xiβ) denotes theMahalanobis distance between yi andXiβ. Note that E(yi) = Xiβ as ν > 1,
and cov(yi) = ν(ν − 2)−1Λi as ν > 2. After introducing latent variables τ = {τ1, . . . , τN}, the MtLMM can be represented
as a two-level hierarchical form
yi|τi ∼ Nnir(Xiβ, τ−1i Λi),
τi ∼ Gamma(ν/2, ν/2), (5)
where τi is an unknown weight distributed as gamma with mean 1 and variance 2/ν.
Alternatively, a three-level hierarchical form of the model can be written as
yi|(bi, τi) ∼ Nnir

Xiβ + Zibi, τ−1i Ri

,
bi|τi ∼ Nq2r(0, τ−1i D),
τi ∼ Gamma(ν/2, ν/2). (6)
Multiplying the densities of yi|τi and τi in (5) and integrating out τi leads to the marginal density of yi in (4). Consequently,
combining the densities of yi|(bi, τi), bi|τi and τi in (6) and then integrating out bi and τi yields (4), too.
To specify themodel from a Bayesian point of view, we need to select the prior distributions for all unknown parameters.
When the prior information is not available, a convenient strategy of avoiding improper posterior distributions is to use
diffuse proper priors. Let W be a r × r random matrix that follows an inverse Wishart distribution IW(a,A) if its pdf is
proportional to
|A|−a/2|W |−(a+r+1)/2 exp

−1
2
tr(A−1W−1)

.
The prior distributions adopted are as follows:
β ∼ Nq1r(β0, F0), D ∼ IW(d0,G0), Σ ∼ IW(s0,H0),
γi ∼ Uniform(−1, 1), i = 1, . . . , p, (1+ ν)−1 ∼ Uniform(0, 1), (7)
where the prior for ν follows from [16] on the basis of vagueness. The hyperparameters β0, F0, d0, G0, s0, H0 are chosen to
reflect vague prior information. Note that small values for d0 and s0 make the prior densities relatively diffuse. In practice, if
there is no prior information from historical experiment, we can take the values of hyperparameters in such a way that we
get non-informative priors in the limiting case. If there are no available prior guesses, one commonly assigns appropriate
‘‘data-dependent’’ quantities to them.
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For convenience but not always optimal, we suppose that the parameters are independent a priori. Let π(θ) be the joint
prior density for θ corresponding to the prior distributions specified in (7). From (3), (5) to (6), we obtain three (joint)
posterior densities:
p(θ|y) ∝ π(θ)
N
i=1
f (yi|θ), (8)
p(θ, τ|y) ∝ π(θ)
N
i=1
{f (yi|τi,β,D,Σ, γ)f (τi|ν)} , (9)
and
p(θ, b, τ|y) ∝ π(θ)
N
i=1
{f (yi|bi, τi,β,Σ, γ)f (bi|τi,D)f (τi|ν)} , (10)
respectively. The full conditional posterior distributions required for the implementation of sampling-based procedure are
summarized in the following proposition.
Proposition 1. From (8) to (10), we have the following full conditional distributions (the symbol ‘‘θ(−α)’’ comprises all parameters
contained in θ except α):
τi|(yi, θ) ∼ Gamma

nir + ν
2
,
∆i + ν
2

, (11)
bi|(yi, τi, θ) ∼ Nq2r

ΣbiZ
T
i R
−1
i (yi − Xiβ), τ−1i Σbi

, (12)
β|(y, τ, θ(−β)) ∼ Nq1r

Σβ

N
i=1
τiX Ti Λ
−1
i yi + F−10 β0

,Σβ

, (13)
D|(y, b, τ, θ(−D)) ∼ IW

N + d0,
N
i=1
τibibTi + G0

, (14)
Σ|(y, b, τ, θ(−Σ)) ∼ IW

N
i=1
ni + s0,
N
i=1
Ψ i + H0

, (15)
where Σbi =

ZTi R
−1
i Zi + D−1
−1
, Σβ =
N
i=1 τiX
T
i Λ
−1
i Xi + F−10
−1
and Ψ i =

tr

τiC−1i Eijl

represents an r × r matrix
whose (j, l) element is tr

τiC−1i Eijl

with Eijl = eijeTil = (yij − Xijβj − Zijbij)(yil − Xilβl − Zilbil)T .
For the full conditional distributions of γ and ν , they are not of standard forms:
p(γ|y, θ(−γ )) ∝ |Λi|−1/2 (1+∆i/ν)−(ν+nir)/2 , (16)
p(ν|y, θ(−ν)) ∝ Γ ((ν + nir)/2)
Γ (ν/2)ν(nir)/2(ν + 1)2 (1+∆i/ν)
−(ν+nir)/2 . (17)
Proof. The proof of the proposition is straightforward and hence is omitted. 
Note that the inverse of Λi can be undertaken by using the Sherman–Morrison–Woodbury formula [11], i.e., Λ−1i =
R−1i − R−1i Zi

D−1 + ZTi R−1i Zi
−1
ZTi R
−1
i , where R
−1
i can be calculated asΣ
−1 ⊗ C−1i .
3. Estimation and prediction
3.1. The IBF-Gibbs sampler
We apply a hybrid procedure, called the IBF-Gibbs sampler henceforth, that combines the IBF sampler [32] and the Gibbs
sampler [10] to create approximately i.i.d. samples from the posterior distribution p(θ | y). The basic idea behind this
procedure is that if we could obtain the hidden data {b(s), τ(s)}ms=1 from p(b, τ | y) via the IBF sampler and generate θ(s) ∼
p(θ | y, b(s), τ(s)), for s = 1, . . . ,m, by means of the Gibbs sampler, then {θ(s)}ms=s0+1 = {β(s),D(s),Σ(s),φ(s), ν(s)}ms=s0+1 will
converge to their associated target distributions in a stochastic fashion after a sufficiently long burn-in, s = 1, . . . , s0, to
remove the effects of the initial sampling values.
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By Proposition 1,we have shown that all full conditionals p(θ|y, b, τ), p(τ|y, θ) and p(b|y, τ, θ) are available. Let θˆ denote
themode or ML estimate of the observed posterior density p(θ|y), andS (θ, b, τ|y),S (θ|y),S (b|y) andS (τ|y) denote the
joint and conditional supports of (θ, b, τ)|y, θ|y, b|y and τ|y, respectively. Essentially, the implementation of IBF sampler
requires two assumptions: (a) the ML estimate θˆ is already obtained, say, by carrying out the EM-type algorithms (Wang
and Fan [39]); and (b) the joint support is a product space, i.e.,S (θ, b, τ|y) = S (θ|y)× S (b|y)× S (τ|y).
The fundamental sampling-wise IBF scheme states that
p(b, τ|y, θˆ) = p(b|y, τ, θˆ)p(τ|y, θˆ), (18)
p(b, τ|y) ∝ p(b, τ|y, θˆ)
p(θˆ|y, b, τ) . (19)
As pointed out by Tan et al. [32], the IBF sampling approach is realized via sampling/importance resampling (SIR)
technique [26]. Specifically, (i) Generate K i.i.d. samples {τ(k)}Kk=1 from (11) with θ replaced by θˆ. (ii) With those draws
{τ(k)}Kk=1 and θˆ, generate K i.i.d. samples {b(k)}Kk=1 from (12). (iii) Calculate the reciprocals of the joint posterior densities to
get
wk = p−1(θˆ|y, b(k), τ(k))
 K
h=1
p−1(θˆ|y, b(h), τ(h)), k = 1, . . . , K .
(iv) Choose a subset from {b(k), τ(k)}Kk=1 via resampling without replacement from the discrete distribution on {b(k), τ(k)}
with probabilities {wk}Kk=1 to obtain an i.i.d. sample of size m approximately from p(b, θ|y), denoted by {b(ks), τ(ks)}ms=1. In
summary, our proposed IBF-Gibbs procedure can be adopted as follows:
IBF-Step 1. Based on (18), draw K samples such that {b(k), τ(k)}Kk=1 i.i.d.∼ p(b, τ|y, θˆ) via the conditional sampling technique.
IBF-Step 2. Based on (19), drawm < K samples such that {b(ks), τ(ks)}ms=1 i.i.d.∼ p(b, τ|y) via the IBF sampler.
Next, we generate θ(s) ∼ p(θ | y, b(ks), τ(ks)) for s = 1, . . . ,m via aMetropolis-within-Gibbs scheme, a special variant of
MCMC method that combines Gibbs sampler and M–H algorithms [6]. After a sufficiently long burn-in period, the Markov
chain {θ(s), s ≥ s0} tends to converge to the target distribution p(θ | y). In light of Proposition 1, we have the following two
Gibbs steps:
Gibbs-Step 1. Draw β, D andΣ from their full conditional posteriors (13)–(15).
Gibbs-Step 2. Generate γ and ν from (16) to (17) via the M–H algorithm.
It can be seen that draws of β, D and Σ are straightforward because their full conditionals have conveniently analytical
forms. To elaborate on the M–H algorithm for updating γ , we use a multivariate normal distribution for the proposal
distribution of γ∗ = (γ ∗1 , . . . , γ ∗p ) ∈ Rp, where γ ∗i = log((γi + 1)/(1 − γi)). Having obtained γ∗ and ν∗, we transform
them back to φ and ν. Details on the implementation of M–H algorithm for γ and ν can be found in Appendix A. Finally,
the model uncertainty or any posterior inference of interest can be effectively taken into account by convergedMonte Carlo
samples of size L, say {θ(s)}ms=s0 or recoded {θ(l)}Ll=1.
When the data are fittedwith too complicatedmodels, the evaluation of inverses of matricesmight become unstable and
the result might even turn out to be singular. This can be avoided by specifying a low-order ARmodel for the within-subject
errors and a moderate dimension for the random effects.
3.2. Predictive inference for random effects and future responses
We now turn our attention to the posterior inference for random effects, which is useful for obtaining the fitted values
of repeated measures as well as interpreting the subject features such as individually changed intercepts and slopes. The
posterior predictive distribution of bi is given by
p(bi|yi) =

p(bi|yi, θ)p(θ|yi)dθ. (20)
From (12), it is straightforward to derive that
bi|(yi, θ) ∼ tq2r(b˜i, Ω˜i, ν + nir),
where
b˜i = b∗i −Wi(Wi + D)−1b∗i , (21)
Ω˜i =

ν +∆i
ν + nir
 
Wi −Wi(Wi + D)−1Wi

(22)
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with b∗i = WiZTi (Σ⊗ Ci)−1(yi − Xiβ) andWi = [ZTi (Σ⊗ Ci)−1Zi]−1. By the Rao–Blackwellization Theorem [9], (20) can be
approximated by
p(bi|yi) ≈ L−1
L
l=1
tq2r(bi|b˜(l)i , Ω˜
(l)
i , ν
(l) + nir),
where b˜(l)i and Ω˜
(l)
i are b˜i and Ω˜i, respectively, in (21) and (22)with θ replaced byMonte Carlo samples θ
(l). Thus, the Bayesian
estimate of random effects is bˆi = L−1Ll=1 b˜(l)i . Consequently, the resulting fitted vector of yi is yˆi = Xiβˆ + Zibˆi, where
βˆ = L−1Ll=1 β(l).
Furthermore, we are interested in predicting future values on a subject given past responses on the same subject and a
different set of subjects at various occasions. For this purpose, we want to predict Y02, an n02× r future matrix of the n01× r
observed matrix Y01 of a given subject. Let X01 and Z01 be n01× q1 and n01× q2 design matrices of covariates corresponding
to Y01, and X02 and Z02 be n02× q1 and n02× q2 design matrices of prediction regressors corresponding to Y02. Suppose that
vec

Y01
Y02

∼ t(n01+n02)r

Ir ⊗

X01
X02

β,Λ0, ν

, (23)
where Ir is an identity matrix of size r , andΛ0 = (Ir ⊗ Z0)D(Ir ⊗ Z0)T +Σ⊗ C0 with Z0 =

ZT01, Z
T
02
T and C0 = [ρ|t−t ′|(φ)],
t, t ′ = 1, . . . , n01 + n02.
Define Λ11 = (Ir ⊗ Z01)D(Ir ⊗ Z01)T + Σ ⊗ C11, Λ12 = ΛT21 = (Ir ⊗ Z01)D(Ir ⊗ Z02)T + Σ ⊗ C12, Λ22 =
(Ir ⊗ Z02)D(Ir ⊗ Z02)T + Σ ⊗ C22, for i, j = 1, 2, where Cij (i, j = 1, 2) are partitioned matrices of C0 with conformable
dimensions. It follows from (23) that the predictive distribution of y02 = vec(Y02) is
y02|(y01, θ) ∼ tn02r (µ2·1,Ω22·1, ν + n01r) , (24)
where
µ2·1 = (Ir ⊗ X02)β + (Ir ⊗ Z02)b2·1 + e2·1 (25)
with b2·1 = b˜01 − W01(W01 + D)−1b˜01, e2·1 = (Σ ⊗ C21)(Σ ⊗ C11)−1 [y01 − (Ir ⊗ X01)β − (Ir ⊗ Z01)b2·1] in which
b˜01 = W01(Ir ⊗ Z01)T (Σ ⊗ C11)−1[y01 − (Ir ⊗ X01)β] andW01 =

(Ir ⊗ Z01)T (Σ ⊗ C11)−1(Ir ⊗ Z01)
−1; and
Ω22·1 =

ν +∆01
ν + n01r
 
(Σ ⊗ C22)− (Σ ⊗ C21)(Σ ⊗ C11)−1(Σ ⊗ C12)

+ G W01 −W01(W01 + D)−1W01GT (26)
with∆01 = [y01− (Ir ⊗X01)β]TΛ−111 [y01− (Ir ⊗X01)β] and G =

(Ir ⊗ Z02)− (Σ ⊗ C21)(Σ ⊗ C11)−1(Ir ⊗ Z01)

. Similarly,
(24) can be approximated as
p(y02|y01) ≈ L−1
L
l=1
tn02r(y02|µ(l)2·1,Ω(l)22·1, ν(l) + n01r),
whereµ(l)2·1 andΩ
(l)
22·1 areµ2·1 andΩ22·1 in (25) and (26) with θ
(l) substituted for θ. Consequently, the conditional prediction
for y02 can be estimated as yˆ02 = L−1Ll=1 y(l)02 , where {y(l)02}Ll=1 is a set of Monte Carlo samples generated from (24) with θ
replaced by θ(l). An approximate 100(1 − α)% predictive interval of y02 can be constructed by (y[α/2]02 , y[1−α/2]02 ), where y[α]02
denotes the α-percentile of posterior samples of y(l)02 .
4. Simulation
We conduct a simulation study to investigate the speed of convergence of the proposed IBF-Gibbs sampler in comparison
with the conventional MCMC procedure. We generated Monte Carlo data from the MtLMM (1) with bivariate outcomes,
where the design sub-matrix Xij includes an intercept and scheduled visits of time (1–7) such that Xi = I2 ⊗ [17 : k],
where 17 is a 7× 1 unitary vector and k = (1, 2, 3, 4, 5, 6, 7)T . For the specification of random effects, we consider (a) the
random intercepts (RI) model in which Zi = I2⊗ 17 and (b) the random intercepts plus slopes (RIS) model in which Zi = Xi.
Furthermore, we assume an AR(1)-dependence structure for the within-subject errors. In this setting, r = 2, q1 = 2, q2 = 1
or 2, and p = 1. The presumed parameters are β = (1, 2,−2, 4)T ,
D = [dls] with dls =

1 if l = s
0.25 if l ≠ s (l, s = 1, . . . , q2r), Σ =

1 0.75
0.75 1

,
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Table 1
Average iterations of convergence along with the number of non-convergence cases (in parentheses) by implementing IBF-Gibbs and MCMC methods.
Method RI RIS
N = 20 N = 50 N = 20 N = 50
IBF-Gibbs 387(0) 380(0) 472(0) 452(0)
MCMC 1625(0) 2631(1) 3755(22) 4361(59)
φ1 = 0.75, and ν = 7. A total of 100 replications are simulated for each combination of random-effect specification and
sample size N = 20, 50. Each simulated data set is then fitted by performing both the IBF-Gibbs sampler and the MCMC
procedure, separately. For reference purpose, we provide the MCMC procedure in Appendix B.
For each model, the IBF-Gibbs sampler is run with K = 10 000 to get m = 5000 i.i.d. samples of hidden data (b, τ)
and then run 5000 iterations of Gibbs sampler. Also, the MCMC procedure is run with 5000 iterations. For each method,
we run five parallel chains and then evaluate the multivariate potential scale reduction factor (MPSRF) proposed by Brooks
and Gelman [3] to monitor the convergence of Markov chains. To compare the speed of convergence of the algorithms,
we compute their MPSRF once for every 50 iterations so that there are 100 diagnostic points. Specifically, we numerically
calculate
min
k

J
l=k
I(Rˆ(l)p ≤ threshold) = J − k+ 1

,
where I(·) is an indicator function, Rˆ(l)p is the value of MPSRF evaluated at the lth diagnostic point, and J = 100 is the length
of diagnostic points. Then, we find the minimum k such that Rˆ(l)p at those points larger than the kth one are all smaller than
or equal to a specified threshold. For later analysis, threshold = 1.1 is employed. The minimum point k can be viewed as
the required number of ‘‘burn-in’’ iterations.
Table 1 lists the average number of iterations required to achieve convergence and the frequency of non-convergence
cases (convergence occurs after 5000 iterations) for each model. It is interesting to see that the required iterations for the
IBF-Gibbs sampler are much fewer than those for the MCMC method. Moreover, the IBF-Gibbs sampler achieves the
stationary state very quickly, whereas the MCMC method usually results in non-convergence, especially for the RIS model
or for a relatively large sample (N = 50). The results indicate that the IBF-Gibbs sampler indeed provides a computational
efficiency in the sense of a small number of ‘‘burn-in’’. Therefore, wewould like to suggest the IBF-Gibbs sampler for carrying
out a Bayesian analysis of the MtLMM.
5. Application
To demonstrate the proposed methodology, we analyze a set of ACTG 175 data reported by Hammer et al. [12]. The
original data consist of a total of 2467 HIV-1-infected patients who were recruited from 43 AIDS Clinical Trials Units and
9 National Hemophilia Foundation sites in the United States and Puerto Rico. The recruitment began in December 1991
and ended in October 1992. The recruited patients were repeatedly measured his/her CD4 and CD8 cell counts (per cubic
millimeter) at 2, 4 and 8weeks and then per protocol about every 12weeks until the end of the follow-up period, November
1994. Each patient was randomly assigned to one of four daily regimens: zidovudine alone, zidovudine plus didanosine,
zidovudine plus zalcitabine, or didanosine alone. If the patient had a ≥50% decline in the CD4 cell counts, progression to
AIDS, or death, then he/she left this study. The likelihood-based inferences of the data have been carefully examined by a
number of authors, see [14,29,38,39] for example. Our main objective is to adopt a Bayesian approach to analyzing this data
set by using the proposed IBF-Gibbs sampler.
For ease of exposition, we randomly selected 50 patients from those patients without intermittent missing values and
focused on the post-week-12 observations henceforth. As recommended by Song et al. [29], to achieve constant variance
of CD4 and CD8 cell counts, we take the base 10 logarithm of all repeated measures. Formally, we write yi = (yTi1, yTi2)T for
patient i, i = 1, . . . , 50, where yi1 = log10(CD4)i and yi2 = log10(CD8)i, respectively. Fig. 1 shows the time trajectories of yi1
and yi2 alongwith their mean profiles across 13measurement weeks. The occasions on each characteristic per patient range
from 80 to 164 weeks. It can be observed that the trend of population mean profiles declines linearly over time. Moreover,
we found that patients differ in their baseline levels and time trends.
Assuming a linear trend for the population average, and subject-specific intercepts and slopes for the random effects, we
fit the MtLMMs to the data. The design matrix for the mean response takes the form of
Xi = I2 ⊗ [1ni : ti : treati1ni : agei1ni : sexi1ni : treatiti],
where 1ni = (1, . . . , 1)T ; ti = (ti1, . . . , tini)T with tit = (weekit − 8)/12, t = 1, . . . , ni; treati is a treatment indicator (1 =
zidovudine alone, 0 = the other three therapies); agei is the baseline age ranging from 22 to 67 years; sexi is the gender
indicator (1 =male, 0 = female). The designmatrices considered for subject-specific randomeffects are the RI (Zi = I2⊗1ni )
and the RIS (Zi = I2⊗[1ni : ti]). Besides, we consider the uncorrelated (UNC) and AR(p), p = 1, 2, 3, structures, respectively,
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Fig. 1. Trajectories of log10 (CD4) and log10 (CD8) for 50 randomly selected patients. (There are 25 patients in each treatment group of the study.)
for Ci. For the sake of model comparison, we also fit the MLMM counterparts, which can be treated as the reduced MtLMMs
as ν →∞.
To conduct Bayesian inference,we first perform the IBF sampler usingK = 20 000 original samples to obtain i.i.d. samples
of size m = 10 000 approximately from the joint posterior p(b, τ|y). The Gibbs sampler is then performed to generate a
sufficient number of posterior samples of parameters. We run five parallel chains with 10 000 iterations per chain and
different initial values extracted randomly from the priors. Based on these multiple chains, we diagnose the convergence
by examining the MPSRF. Inspection of the MPSRF suggests that the convergence occurs after 500 iterations for all of the
fitted models. We therefore discard the first 500 iterations as a ‘‘burn-in’’ period for each chain and then store one imputed
sample for every 25 iterations to reduce the autocorrelation within each chain. Finally, we have a sample size of L = 1900
realizations used to approximate the target posterior distribution of θ.
To compare the relative model adequacy among 16 candidate models, we use the deviance information criterion (DIC;
Spiegelhalter et al. [31]), denoted by
DIC = 2D(θ)− D(θ¯) = D(θ)+ pD = D(θ¯)+ 2pD,
where D(θ) = Eθ |y[−2ℓ(θ|y)] is the posterior expectation of the deviance, D(θ¯) is the deviance evaluated at the posterior
means of parameters, and pD = D(θ) − D(θ¯) is the penalty term regarded as the effective number of parameters with
ℓ(θ|y) being the likelihood function of θ. Having the posterior samples {θ(l)}Ll=1, D(θ) and D(θ¯) can be approximated by
L−1
L
l=1 D(θ
(l)) and D(L−1
L
i=1 θ
(l)), respectively. The smaller value of DIC corresponds to a better fit. It can be seen from
the DIC values listed in Table 2 that all t models are superior to the corresponding normal counterparts, and themodels with
UNC structure plus RIS are inferior to those with AR structures plus RI. The result indicates that the heavy-tailed behavior
308 W.-L. Wang, T.-H. Fan / Journal of Multivariate Analysis 105 (2012) 300–310
Table 2
Bayesian model selection based on the DIC.
Model RI RIS
UNC AR(1) AR(2) AR(3) UNC AR(1) AR(2) AR(3)
MLMM −286.893 −1269.745 −1292.967 −1294.557 −1120.868 −1410.691 −1438.902 −1437.579
MtLMM −723.236 −1421.394 −1444.184 −1441.821 −1264.565 −1510.274 −1529.975 −1528.560
Table 3
Posterior estimates obtained by the IBF-Gibbs sampler for the MtLMMwith RIS and AR(2).
Fixed effects β10 β11 β12 β13 β14 β15 β20 β21 β22 β23 β24 β25
Mean 2.5930 −0.0241 0.0267 −0.0002 0.0203 −0.0331 2.8488 −0.0035 0.0742 −0.0006 0.0982 −0.0169
Sd 0.0905 0.0099 0.0487 0.0023 0.0680 0.0149 0.0995 0.0057 0.0586 0.0025 0.0718 0.0086
2.5%** 2.4149 −0.0439 −0.0656 −0.0048 −0.1138 −0.0630 2.6544 −0.0150 −0.0461 −0.0054 −0.0405 −0.0342
97.5%** 2.7660 −0.0054 0.1243 0.0043 0.1539 −0.0037 3.0390 0.0076 0.1892 0.0042 0.2366 0.0002
Random effects* d11 d21 d22 d31 d32 d33 d41 d42 d43 d44
Mean 0*** 0 0.0022 0 −0.0029 0.0117 0 0.0009 −0.0008 0.0004
Sd 0 0 0.0005 0 0.0009 0.0028 0 0.0002 0.0004 0.0001
2.5% 0 0 0.0014 0 −0.0049 0.0071 0 0.0006 −0.0017 0.0003
97.5% 0 0 0.0034 0 −0.0014 0.0181 0 0.0015 −0.0002 0.0007
Errors σ11 σ21 σ22 φ1 φ2 ν
Mean 0.0114 0.0080 0.0122 0.5934 0.1801 6.1059
Sd 0.0011 0.0008 0.0010 0.0386 0.0397 1.6193
2.5% 0.0095 0.0066 0.0105 0.5195 0.1028 3.8384
97.5% 0.0139 0.0098 0.0142 0.6681 0.2581 10.0624
* dls , for l, s = 1, . . . , q2r are the distinct elements of D.
** The 2.5% and 97.5% percentiles of posterior samples construct the 95% posterior intervals for parameters.
*** The quantity is smaller than 10−5 .
and the serially correlated phenomenon contained in the data should assuredly be considered for model fitting. Overall, the
best choice is theMtLMMwith RIS plus AR(2) errors. Table 3 presents summary statistics ofmodel parameters, including the
posterior means, posterior standard deviations and the posterior 2.5% and 97.5% quantiles. Note that the posterior median
is chosen as a better estimator for ν due to a heavy tail of posterior samples.
We turn our attention to interpret the estimates of parameters. For the fixed effects, the significance of the intercepts,
(β10, β20), indicates that CD4 and CD8 are different from zero at baseline. The insignificant difference of the intercepts
between the zidovudine group and the other three therapies, (β12, β22), indicates that these two groups indeed have no
difference in CD4 and CD8 at baseline. Besides, the negative slope on CD4, β11, and the slope difference between the two
treatment groups, β15, reveal that CD4 levels significantly fall across time, and there is a significant increase in the rate of
progression to clinical endpoint for the zidovudine group. The result is consistent with Hammer et al. [12] who concluded
that therapies except for zidovudine alone offer advantages to slow the progression of AIDS symptom. Meanwhile, the age
and gender of patients have no significant impact on CD4 and CD8, and all covariates are also insignificant for the evolution
of CD8. For the estimates of σjl’s, they are apparently significant because of far larger than twice the corresponding posterior
standard deviations. The estimate of the correlation ρ21 = σ21/√σ11σ22 for the ‘‘best’’ model is 0.68. As a result, there is
strong evidence that CD4 and CD8 are positively correlated. Furthermore, the estimates of the AR parameters φˆ1 = 0.59,
φˆ2 = 0.18 are highly significant. It is noteworthy that the estimate of degrees of freedom νˆ = 6.11 is somewhat small,
confirming the use of the multivariate t distribution appears justified.
To detect the potential outliers, Fig. 2 displays the boxplots of posterior samples of {τ (l)i }Ll=1 for i = 1, . . . , 50. As pointed
out by Wakefield et al. [37], the sampled τi’s can be used as concise indicators for detecting outliers with prior expectation
of one. When the value of τi is substantially lower or higher than one, it gives a strong indication that the ith participant
should be regarded as an outlier in the population. Inspection of the figure reveals that patients 2, 3, 10, 14, 15, 18, 21, 24,
28, 31, 33, 34, 35, 37 and 45 are suspected outliers since none of these 95% posterior intervals cover one. With regard to
these patients, we mark their identity numbers in Fig. 1. Based on a visual inspection, we observe that the level of trajectory
patterns deviates systematically from the other ones.
6. Conclusion
We provide a fully Bayesian approach to analyzing longitudinal data withmultiple characteristics and a set of covariates.
We have developed a computationally feasible IBF-Gibbs sampling algorithm that enables practitioners to efficiently
simulate the posterior samples of model parameters. The main advantage of the algorithm is that the slow convergence
problem due to sampling posterior samples {b(s), τ (s)}ms=1 via conventional MCMC methods can be bypassed in the IBF
sampler. The view is also supported by a simulation study. We also demonstrated how the model provides flexibility in
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Fig. 2. Marginal posterior distributions of τi ’s for the 50 AIDS patients.
analyzing heavy-tailed longitudinal data from a Bayesian perspective. Numerical results illustrated in Section 5 reveal that
the MtLMMs for a set of ACTG 175 data with potential outliers are evidently more adequate than the MLMMs.
Missing observations may frequently occur in practice such that the rows of the response matrix are not completely
observed. Thus, a deeper investigation into the model within an incomplete-data framework is a worthwhile task.
Further, another challenging topic of future research is to develop a multivariate version of skew normal/t linear mixed
models [15,21], for dealing with longitudinal data with multiple non-normal outcomes.
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Appendix A. Implementation of M–H algorithm for γ and ν
With regard to γ , we transform them to γ∗ = (γ ∗1 , . . . , γ ∗p ) ∈ Rp, where γ ∗i = log((γi + 1)/(1− γi)) ∈ R = (−∞,∞)
for i = 1, . . . , p. Such a transformation yields unbounded support of γ∗ and the full conditional posterior density of γ∗:
f (γ∗|y, θ(−γ )) = p(γ|y, θ(−γ ))
p
i=1

2eγ
∗
i /(1+ eγ ∗i )2

.
We choose a p-dimensional normal distribution with mean vector γ∗(s) and variance–covariance matrix c2Σˆγ ∗ as the
proposal distribution, where Σˆγ ∗ is taken as cov(γˆ
∗
), and c2 is a suitable tuning parameter whose value is chosen such that
the acceptance rate of M–H algorithm is between 0.2 and 0.4. Here cov(γˆ∗), a by-product when running EM-type algorithms
in IBF steps, is the asymptotic variance of γˆ∗. Note that the posterior samples of γ are obtained as γi = (eγ ∗i − 1)/(1+ eγ ∗i ),
and then we invert them back to the posterior samples of φ according to (2).
Let ν∗ = log(1/ν), and then the posterior density of ν∗ is
f (ν∗|y, θ(−ν)) = p(ν|y, θ(−ν))e−ν∗ .
We generate ν∗(s+1) through a truncated normal distribution with mean ν∗(s) , variance σ 2
νˆ∗ and truncated region (−10, 10),
where an approximation of σ 2
νˆ∗ is chosen as the asymptotic variance of νˆ
∗. Having obtained ν∗, we transform it back to
ν = e−ν∗ .
Appendix B. Implementation of the MCMC algorithm
To approximate the posterior distribution p(θ, b, τ|y) in (10), the conventional MCMC procedure can be implemented
as follows:
Step1:Using theGibbs sampler to generate τi andbi, i = 1, . . . ,N , from the associated full conditional posterior distributions
(11) and (12), respectively.
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Step 2: Using the Gibbs sampler to generate β, D andΣ from (13) to (15).
Step 3: Generate γ and ν from (16) to (17) using the M–H algorithm described in Appendix A.
Repeat Steps 1–3 until the sequence becomes stable. The convergence of the procedure can be assessed by examining
the MPSRF using multiple chains. After ‘‘burn-in’’, we can use the remaining samples to estimate the parameters of interest.
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