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Abstract 
Due to realization of the grid environment as commercial grid where diverse and unknown users can access the 
grid resources for job execution, resource access control becomes a major issue. Traditional methods of 
providing access control to grid resources fail because of lack of flexibility and scalability in them. Considering 
grid environment as cooperative model of the society, it is envisioned that as people like to give their valuable 
belongings to only trustworthy people to safeguard themselves from loss similarly if, somehow, the resource 
providers are able to classify the requesting users as trustworthy or not before giving them access of resources, 
then they will be able to protect their resources from malicious users. In this paper classification of the user 
requesting grid resources as trustworthy or not is done using Radial Basis Function Neural Network (RBFNN). 
They are good at approximation and are able to generalize well even for that data whose training is not given to 
the network. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of C3IT 
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1. Introduction 
Computational infrastructure of the grid couples a wide variety of the resources and presents them 
to the user community for usage. Due to diverse behavior of indefinite users submitting jobs on these 
resources, it is necessary to incorporate access control for these resources to safeguard them from 
malicious users. Traditional methods of providing access control to resources fail because of lack of 
dynamism and scalability in them [1] [2]. And as in grid environment, one job may be executed on 
multiple resources and multiple users may be using a resource dynamically, therefore to capture this 
ad hoc relationship between resource providers and users there is a need of flexible and scalable 
access control method for grid.  
As it happens in our society, people only want to share their valuable belongings with trustworthy 
people to safeguard themselves. Similarly in the grid environment, if somehow resource providers 
are able to classify the requesting user as trustworthy or not, then it will become possible to protect 
the resources from malicious users. To classify the requesting user as trustworthy or not, a 
framework based on radial basis function neural network (RBFNN) is proposed in this paper. 
RBFNN are nonlinear hybrid networks which are typically advantageous in terms of better 
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generalization performance [13] and smaller network size which imposes lower computational 
complexity and lesser time in construction of the network. The requested resource providers first 
construct a RBFNN from the data of users to whom they have already supplied the services. Once 
the network has learned the experience of resource provider, it can be used to predict whether the 
requesting user is trustworthy or not from the attributes of the requesting user which can be obtained 
by asking the user to fill a questionnaire. The experiments were also conducted using a statistical 
method - logistic regression and get compared with RBFNN. 
The paper is organized as follows. Section 2 discusses the related study. Basics of Radial basis 
function neural network (RBFNN) are presented in section 3. Section 4 presents the methodology of 
the proposed framework. Section 5 discusses the experimental results. The paper ends with the 
concluding remarks in section 6. 
2.  Related study  
In literature, access control models can be broadly divided into Role Based Access Control 
(RBAC) [3] and Usage Control [4] [5]. Although RBAC models have received broad support but 
because of its passive security system and no single authoritative definition present, a number of 
variant RBAC models exist [5] which creates confusion and uncertainty about its usage and 
meaning. Usage control method introduces number of novelties in accessing distributed system and 
therefore has been adopted in Grid Trust [6]. But it inherits complexity and can be error prone 
especially in highly heterogeneous environments [7].  Other access control methods based on 
attributes using logic programming and using identity certificates have been proposed [8] [9]. But 
these methods are too general and are not concerned about the special requirements needed for grid 
resources. Few trust models for access control [10] [11] have also been proposed in literature: but 
they are too abstract and only focus on applying trust to enhanced grid resource allocation.  In  [12] a 
reputation based system for grid is proposed where resource providers are computing the trust on 
requesting users before giving resources by finding correlation between recommendations collected 
from other providers but as resource providers are competitors to each other therefore they may not 
provide correct recommendations about requesting user. RBFNN have been successfully used in 
literature for ECG beat classification [13] and for fabric defect classification [14]. In the presented 
work, RBFNN is used to classify the requesting users as trustworthy or not, which can be used by 
the resource providers on the grid to safeguard themselves from the malicious users. 
3. Basics of Radial Basis Function Neural Network 
RBFNN are feed forward networks which match the function approximation theory and has the 
advantage of fast learning with large data also because of non-iterative method involved in its 
construction and has good generalization ability[14]. A RBFN network constructs a classifier under 
supervision from a set of labeled training samples. For multi-classification problem, let (xi, yi) € Rm0 
× Rm2 where i = 1, 2,  . , n be such training sample. Being different from ANN, RBFN network is 
composed of three layers with one hidden layer implementing the nonlinear mapping from the data 
space to the feature space. All the three layers in RBF network have absolutely different properties. 
The input layer’s contains m0 nodes corresponding to each dimension of input data vector. The 
number of nodes in the hidden layer is m1 plus bias term, where nonlinear functions are applied in 
each unit. The output layer produces m2 outputs representing m2 possible classes. 
  According to the configuration of RBF network, each output is denoted as the weighed sum 
of hidden nodes 
 
    )   where j = 1, 2 ,…, m2   (1)
 
where x is the input vector; wij is the weight from the ith node in the hidden layer to the jth node in the 
output layer; ti is the center of the ith hidden node; gi is ith Gaussian kernel with ti as its center and 
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here it is taken as Gaussian function which is written in equation 2; w0j is the bias of the jth node in 
the output layer.
                           (2)
where ı is the spread factor or width of the hidden node, ti is the center of the neuron with x as the 
input vector.
4. Proposed framework  
Due to availability of grid resources to unknown users in commercial grids, there is always a 
risk associated with grid resources being attacked by malicious users.  To make the commercial grids 
reliable and to protect the resources, it is necessary to control the access of grid resources. 
Considering the grid environment as a social network and realizing that as it happens in our society, 
people usually give their valuable things to trustworthy people to safeguard their valuables from 
damage. Similarly if resource providers of the grid, before giving access of their resources, classify 
requesting users as trustworthy or not then grid resources can be protected from malicious attacks. 
For classification of the grid users as trustworthy or not, Radial Basis Function Neural Networks 
(RBFNN) are used in this paper.  
 When the request of any user comes to resource provider with the demand of access of its 
resources, the resource provider sends a questionnaire to the requesting user to get his attributes. 
Each of the questionnaires sent by the resource providers should be well designed so that user can 
give accurate answers to the questions. The questionnaire consists of questions that the resource 
provider finds necessary to be asked to be able to classify him as trustworthy or not. It may be 
different for different resource providers. The sample of one such questionnaire is shown in table 1. 
Table 1: Performa of Questionnaire to be filled by Requesting User  
 
 
 
 
To classify the requesting user as trustworthy or not, resource provider first constructs and  trains the 
radial basis function neural network from the data of users to whom already services were provided 
by the resource provider over a period of time. In the system, the resource providers save the 
attributes of the users who were provided resources along with the experience as to whether the user 
was found trustworthy or not, at the end of each transaction. The sample database of a resource 
provider for 10 users is shown in table 2. 
1. How many instructions will be given to the resource (MIPS) for execution? 
2. What percentage of the job constitutes those above instructions (0-100)?
3. How much will be paid for the job completion (Rs./$)?
4. What is your annual income (Rs/$)? 
5. Whether the advance payment will be made or not? (Yes/No)?
6. How many times already the services of the grid have been used?
7. How did you select me?(Self experience/Advice from friends/Arbitrary Selection)?.
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Table 2: Database of a resource provider having attributes of 10 users. 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
The trained RBFNN obtained in the above step is then used to classify the requesting user. The 
attributes of the requesting user obtained using questionnaire will be supplied to the trained neural 
network to classify him as trustworthy or not. The neural network uses his training data to classify 
user by giving output y and some error (€). If € is below threshold value as meant to be error rate 
acceptable to the resource provider, then only predicted value  is used to take the decision about 
requesting user. 
   
5.  Experimental Results 
For experimentation, database of one service provider was prepared by sending the questionnaire to 
large number of users from whom 97 users responded back with the filled questionnaire which was 
stored assuming that each one of them got the resources from the resource provider and got 
classified as trustworthy or not depending upon filled questionnaire. A user may be classified as non-
trustworthy because of many reasons: maybe the entire agreed amount was not paid or the user ran 
malicious code harming the resources of the resource provider. From that data set a random selection 
of 67 records is made as training set and rest of the 30 records as testing set. The architecture of the 
RBFNN adopted for the experiments consisted of 7 nodes in the input layer, 67 hidden neurons in 
the hidden layer and 2 output nodes in the output layer. The activation function for hidden neurons 
was taken as Gaussian function in which value of variance was found out by experimenting for 
different value of variance (ı). The results obtained are shown in table 3. 
Table 3: Computation of Mean square Error (MSE) with the Variance 
S.No. Variance of Radial Basis Function (ı) Mean Square Error=   
1. 0.9 0.3211 
2. 0.8 0.079 
3. 0.7 0.0004 
4. 0.6 0.141 
5. 0.5 0.711 
 
Fig. 1 shows the variation of MSE with variance and it was found that by increasing the variance, 
mean square error (MSE) decreases and after a certain value i.e. ı = 0.7, it started increasing. Hence 
experiments were performed by constructing RBFNN with ı  = 0.7 and classification results 
obtained for 10 users from test  data are shown in fig. 2 where predicted values of trustworthiness 
using RBFNN and the actual values of trustworthiness is depicted.  
S.N. Job
Size
Pntg_
Job
Cost
($)
A_
income($)
Adv
_Payment
Usage
_Grd
Select 
_Criteria
Trust
1 144 50 27,000 57,000 1 1 3 0
2 36 35 18,700 40,200 1 2 1 1
3 381 27 12,000 21,450 0 1 2 1
4 190 70 13,200 21,900 0 3 1 1
5 46 95 23,250 14,250 1 1 1 0
6 114 45 13,500 32,100 1 2 2 1
7 70 67 18,700 36,000 1 1 1 0
8 115 80 9,750 21,900 0 1 2 0
9 175 96 39,990 92,000 1 3 3 1
10 456 90 50,000 70.000 1 2 2 1
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To find the classification accuracy of the model, average sensitivity and average specificity are 
computed, based on classification table as shown in table 4.  
 
Table 4: Classification Result as obtained using RBFNN on validation set of 30 users 
The classification results as obtained using RBFNN were compared with a statistical method- 
Logistic Regression. Logistic regression is also a predictive model used to predict the probability of 
a variable lying in different categories from a set of predictor variables for classification. It has been 
used in literature [15][16].  Considering the attributes of the user obtained using questionnaire as 
predictor variable and the trustworthiness of the user as dependent variable, the trustworthiness of 
the user can be computed using the formula written in equation (3) as 
¦
¦
 
 

 
k
i ii
k
i ii
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0
0
)exp(1
)exp(
     (3)
Where xi represents k potential attributes of the user from requirement set and ai denotes the 
coefficients assigned to different attributes and trustworthiness denotes the degree of trust on any user. 
The classification table as obtained using logistic regression on the dataset of 30 users using SPSS 
16.0 is depicted in table 5. 
Table 5: Classification Result as obtained using logistic regression on dataset of 30 users 
Observed Predicted 
 
=15/(15+1)*100 = 93.7% 
  
= 12 /(12 +2) *100 = 85.7% 
0       1 
0 12 2 
1 1 15 
Observed Predicted 
 
=15/(15+2)*100 = 88.2% 
  
= 11/(11 +2) *100 = 84.6% 
0       1 
0 11 2 
1 2 15 
Fig 1: Variation of MSE with variance  Fig 2: Classification results of 10 users  
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Comparing results of the table 4 and table 5, it is observed both although both RBFNN and Logistic 
regression gave good classification results for the test data of 30 users but RBFNN performs better 
than logistic regression.
6.  Conclusion 
The procedure of providing access control to the resources of the grid using radial basis function 
neural network is presented in the paper. As people in the society like to provide their valuable 
things only to trustworthy people to safeguard themselves, similarly resource providers computes the 
trustworthiness of the requesting users before providing the access of resources to safeguard their 
resources. Each of the resource providers constructs the network using input as the data of those 
users to whom they had already serviced and used this network for predicting trustworthiness of the 
requesting users. Experiments were conducted using Logistic regression and RBFNN on sample data 
collected from users by sending them questionnaire, in which better results were obtained using 
RBFNN. 
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