Maxime LUCASC onvergent rewriting systems are well-known tools in the study of the word-rewriting problem. In particular, a presentation of a monoid by a finite convergent rewriting system gives an algorithm to decide the word problem for this monoid. In [5] , [6] , Squier proved that there exists a finitely presented monoid whose word problem was decidable but which did not admit a finite convergent presentation. To do so, Squier constructed, for any convergent presentation pG, Rq of a monoid M , a set of syzygies S corresponding to relations between the relations. This construction was later extended (see [3] ) into the construction of a polygraphic resolution Σ of M , whose first dimensions coincide with Squier's construction pG, R, Sq.
1 Cubical 2-categories Definition 1.1. A cubical 2-set consists of:
• Sets C 0 , C 1 and C 2 , whose objects are respectively called the 0, 1 and 2-cells.
• Applications B`, B´: C 1 Ñ C 0 .
• Applications B1 , B1 , B2 , B2 : C 2 Ñ C 1 .
Satisfying the following relations for any α, β P t`,´u:
Notation 1.2. We represent a 1-cell f in the following way : B´f B`f, f and a 2-cell A as:
Cubical 2-categories. A cubical 2-category is a cubical 2-set equipped with extra structure. See [1] for a formal definition. We give here a run-down of the structure.
• An operation ‹ sending any two 1-cells x y z f g to a 1-cell x z.
f ‹g
• An operation ǫ sending any 0-cell x to a 1-cell x x, ǫx which we usually represent by x x.
• An operation ‹ 1 (resp. ‹ 2 ) associating, to any 2-cells
• Operations Γ´, Γ`:
Those operations have to satisfy a number of axioms. In particular, pC 0 , C 1 , B´, B`, ‹, ǫq and pC 1 ,
Remark 1.3. The cells Γ α and ǫ i are completely characterised by their faces. Hence we will omit them when the context is clear in the rest of this paper.
Cubical p2, 1q-categories. A cubical p2, 1q-category is given by a cubical 2-category C equipped with an operation T :
2 " id C2 and:
Remark 1.4. The operation A Þ Ñ T A corresponds to the operation A Þ Ñ A´1 in a globular setting. The equation T 2 " id C2 corresponds to the equality pA´1q´1 and the axiom (1) corresponds to the relation A ‹ 1 A´1 " 1.
Cubical 2-groupoid. A cubical 2-groupoid is a cubical 2-category such that pC 0 , C 1 q is a groupoid (we note f the inverse of a cell f ) and equipped with operations S 1 , S 2 : C 2 Ñ C 2 , sending any 2-cell
to 2-cells of shape:
Though the proof is not as straightforward as in the globular case, we still have the following result. Proposition 1.5. A cubical 2-groupoid is a cubical p2, 1q-category.
Word rewriting
We now apply the structures defined in the previous section to word rewriting.
Definition 2.1. A cubical p3, 2q-monoid is a cubical p2, 1q-category object in the category of monoids. A p3, 1q-monoid is a cubical 2-groupoid object in the category of monoids.
Example 2.2. In a p3, 2q-monoid (resp. p3, 1q-monoid) C, the sets C 0 , C 1 , C 2 are equipped with a structure of monoid, and all the operations on the cells defined previously are morphisms of monoids. In particular, for every 1-cells f :
The fact that ǫ i is a morphism of monoids implies that ǫ i pf gq " pǫ i f qpǫ i gq.
Polygraphs are presentations for higher-dimensional globular categories and were introduced by Burroni [2] and by Street under the name of computads [7] [8]. We adapt them here to present cubical pn, kq-monoids. Definition 2.3. For any set E, we denote by E˚the free monoid on E. A cubical 2-polygraph Σ is given by two sets Σ 0 , Σ 1 , together with maps B α : Σ 1 Ñ Σ0 (for α "˘). We denote by Σ˚(resp. Σ J ) the free 2-monoid (resp. p2, 1q-monoid) generated by Σ.
Definition 2.4.
A cubical p3, 2q-polygraph (resp. p3, 1q-polygraph) is given by three sets Σ 0 , Σ 1 and Σ 2 , together with maps
. We denote by Σ˚(resp. Σ J ) the free p3, 2q-monoid (resp. the free p3, 1q-monoid) generated by Σ.
Example 2.5. If Σ is a cubical p3, 2q-polygraph, the cells of Σ and Σ˚together with the faces operations can be visualized as follows (a similar diagram could be drawn for Σ J ):
The notion of cubical 2-monoid coincides with the notion of (globular) 2-monoid as defined by Burroni in [2] , and a cubical 2-polygraph is a particular case of (globular) 2-polygraph. As a consequence, the following classical definitions and results come directly from classical word rewriting theory [4] . Definition 2.6. Let Σ be a cubical 2-polygraph. A rewriting step in Σ1 is a 1-cell of the form uf v, where f is in Σ 1 , and u and v are elements of Σ0 . Definition 2.7. Let Σ be a cubical 2-polygraph. It is confluent if for any 1-cells f and g in Σ1 with the same source, there exist 1-cells f 1 and g 1 in Σ1 with the same target and such that B`f " B´f 1 and B`g " B´g 1 . It is terminating if there is no infinite sequence of rewriting steps f 1 , . . . , f n , . . . satisfying that B`f i " B´f i`1 for all i.
It is convergent if it is both terminating and confluent.
Definition 2.8. Let Σ be a cubical 2-polygraph. A branching is a pair of 1-cells f, g P Σ1 with the same source. It is said to be local if f and g are rewriting steps. Up to permutation of f and g, there are three distinct types of local branchings:
• If f " g, pf, gq is said to be an aspherical branching.
• If there exists f 1 , g 1 P Σ1 and u, v P Σ0 such that f " f 1 v and g " ug 1 with B´f 1 " u and B´g 1 " v, pf, gq is said to be a Peiffer branching.
• Otherwise, pf, gq is said to be an overlapping branching.
Finally a critical branching is a minimal overlapping branching, where overlapping branchings are ordered by the (well-founded) relation: pf, gq ď puf v, ugvq for u, v P Σ0
Squier's theorem
Before stating Squier's theorem, we need to define the cubical analogue to the notion of globe. The proof of this result occupies the rest of this article and loosely follows the proof of the globular case from [4] . Lemma 3.3. For every local branching pf 1 , f 2 q, there exists a cell A in Σ2 such that B1 A " f 1 and B2 A " f 2 . So A is of the following shape:
Proof. The proof is similar to the globular case, by distinguishing cases depending on the form of the branching pf 1 , f 2 q. Note first that if A is a suitable cell for the branching pf 1 , f 2 q, then T A satisfies the conditions for the branching pf 2 , f 1 q, and uAv for the branching puf 1 v, uf 2 vq. So by hypothesis on Σ 2 , it remains to show that the property holds for aspherical and Peiffer branchings.
If pf 1 , f 2 q " pf, f q is an aspherical branching, then the 2-cell f Γ´f f satisfies the condition.
If pf 1 , f 2 q " pf v, ugq is a Peiffer branching, then the 2-cell pǫ 1 f qpǫ 2 gq satisfies the condition:
Lemma 3.4. For every f, g P Σ1 of same source and of target a normal form, the shell f g admits a filler in Σ1 .
Proof. Define the origin of a shell pf α i q as B´f1 P Σ0 . Let us prove that for any u P Σ0 , any shell over Σ1 of origin u and of the form f g admits a filler. We reason by induction on u. If u is a normal form, then f " g " ǫu and ǫ 1 ǫu is a filler of the shell. If u is not a normal form, then we can write f " f 1 ‹ f 2 and g " g 1 ‹ g 2 in Σ1 , where f 1 and g 1 are rewriting steps. Let A be a 2-cell in Σ2 such that B1 A " f 1 and B2 A " g 1 (which exists thanks to the previous Lemma). Denote f 1 " B1 A and g 1 " B2 A. Then we can apply the induction hypothesis to both pf 1 , g 2 q and pf 2 , g 1 q defining 2-cells B 1 and B 2 , and we conclude using the following composite:
Lemma 3.5. For every f P Σ J 1 , and every g 1 , g 2 P Σ1 of target a normal form, the shell g1 f g2 admits a filler in Σ J 2 . Proof. To prove that the set of 1-cells f satisfying the Lemma is Σ J 1 , we show that it contains Σ1 , and that it is closed under composition and inverses.
• It contains Σ1 . Indeed, let f, g 1 and g 2 be 1-cells in Σ1 . We can form the following composite, where the cell A is obtained by the previous Lemma:
• It is stable under composition. Indeed, let f 1 , f 2 P E be two composable 1-cells, and g 1 , g 2 P Σ1 . Let g 3 P Σ1 be a 1-cell such that B´g 3 " B`f 1 , and whose target is a normal form. Then the following composite shows that f 1 ‹ f 2 is in E, where A 1 and A 2 exist since f 1 and f 2 are in E:
• It is stable under inverses. Indeed, let f P E, and let g 1 , g 2 P Σ1 . We can construct the following cell, where A comes from the fact that f is in E, applied to the pair pg 2 , g 1 q: g1 S 2 B 
