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Abstract. In this paper, we show an approximation in law, in the space of continuous
functions on [0, 1]2, of two-parameter Gaussian processes that can be represented as a
Wiener type integral by processes constructed from processes that converge to the Brownian
sheet. As an application, we obtain a sequence of processes constructed from a Lévy sheet
that converges in law towards the fractional Brownian sheet.
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1. Introduction
A Brownian sheet B = {Bs,t ; (s, t) ∈ [0, 1]2} is a zero mean real continuous Gaus-
sian process with covariance function E[Bs1,t1Bs2,t2 ] = (s1 ∧ s2)(t1 ∧ t2) for any
(s1, t1), (s2, t2) ∈ [0, 1]2.






θn(x, y)dxdy, (s, t) ∈ [0, 1]× [0, 1],
converge in law in the space of continuous functions C([0, 1]2), with its usual topology,
to the Brownian sheet. Our aim is to give sufficient conditions on the family θn and






K1(s, u)K2(t, v)θn(u, v)dudv, (1)






K1(s, u)K2(t, v)dBu,v. (2)
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As an example, we obtain the convergence to the fractional Brownian sheet
of a family defined using random kernels based on a Lévy sheet. In Section 5, the
reader can find the definition of the fractional Brownian sheet and the corresponding
expressions of the kernels K1 and K2.
Compared with the previous literature, our result generalizes widely the family
of random kernels used in the construction of the approximating processes. By
clearly distinguishing the essential properties needed by the kernels to obtain the
convergence, we are able to extend the approximations that have been known so far
only by using Poisson process (see [4]) to Lévy processes.
The proces WK1,K2 =
{
WK1,K2s,t , (s, t) ∈ [0, 1]2
}
given by (2) is characterized by




















There are several papers in the literature dealing with the weak convergence to
the fractional Brownian motion. In [7, 9, 10] the authors built up the approximations
using Poisson processes, while in [11], the approximation sequence is based on a Lévy
process.











ny)dxdy, n ∈ N,
where {N(x, y), (x, y) ∈ R2+} is a standard Poisson process in the plane, converges
in law in C([0, 1]2) to an ordinary Brownian sheet. Using this result, in [4], the













converges in law to the process WK1,K2 defined in (2). Actually, this convergence is







will satisfy our hypothesis (see Section 2).
The result of [3] is generalized in [5]. The authors consider {L(x, y); x, y ≥ 0} a
Lévy sheet with Lévy exponent Ψ(ξ) := a(ξ) + ib(ξ), ξ ∈ R. Given θ ∈ (0, 2π) such
that a(θ)a(2θ) ̸= 0, for any n ∈ N and (s, t) ∈ [0, 1]2, they define






















Then they prove that, as n tends to infinity, ζ̄n converges in law, in the space
of complex-valued continuous functions C([0, 1]2;C), to a complex Brownian sheet.
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That is, the real part and the imaginary part converge to two independent Brownian
sheets.
In our paper, we show that the random kernels presented in [5], that is,















satisfy the set of conditions in Section 2. Thus, they can also be used to construct
approximations to the fractional Brownian sheet.
Actually, we will present two sets of conditions (H1) and (H1’) on the determinis-
tic kernels K1 and K2. (H1) is satisfied for the kernels that can be used to define the
fractional Brownian sheet with a parameter greater than 12 while the kernels used to
define the fractional Brownian sheet with a parameter less than or equal to 12 satisfy
only hypothesis (H1’) that is weaker than (H1). Moreover, deterministic kernels that
satisfy only (H1’) need random kernels θn that satisfy an extra hypothesis (H4), that
also depends on the properties of deterministic kernels.
We have organized the paper as follows: Section 2 is devoted to the sets of
hypotheses for the deterministic kernels K1 and K2 and for random kernels θn. In
Section 3, we prove our main result that under the hypothesis presented in the
previous section we can obtain weak convergence. In Section 4, we prove that the
kernels θ1n and θ
2
n satisfy the set of hypotheses, and, finally, in Section 5, we give
some examples to which our result applies, pointing out the case of the fractional
Brownian sheet.
Along the paper we will consider two probability spaces. On the one hand, we will
consider a probability space (Ω, F , P ), where we have defined the approximating
processes, and another probability space (Ω̃, F̃ , P̃ ), where we have defined the limit
processes. The mathematical expectation of these probability spaces will be denoted
by E and Ẽ, respectively.
The multiplicative constants that appear along the paper are denoted with cap-
ital letters. They may vary from one expression to another. We only specify the
parameters on which they depend when this dependence is important for the bounds.
2. Hypothesis







where B is a standard Brownian sheet and K1 and K2 are deterministic kernels,
we need to fix the conditions that will satisfy K1 and K2 and allow us to get the
convergence to a fractional Brownian sheet. We consider two sets of hypotheses on
K1 and K2 that we recall from [3]:
134 X.Bardina and C.Rovira
(H1)
(i) For i = 1, 2, Ki is measurable and Ki(0, r) = 0 for all r ∈ [0, 1] almost
everywhere.
(ii) For i = 1, 2, there exists an increasing continuous function Gi : [0, 1] −→








(i) For i = 1, 2, Ki is measurable and Ki(0, r) = 0 for all r ∈ [0, 1] almost
everywhere.
(ii’) For i = 1, 2, there exists an increasing continuous function Gi : [0, 1] −→







(iii) For i = 1, 2, there exist constants Mi > 0 and βi > 0 such that for all





dr ≤ Mi(s′0 − s0)βi .
Remark 1. Clearly, condition (ii) implies condition (ii’). Condition (iii) is added
in order to obtain tightness under the weak condition (ii’) (see Theorem 1).
For instance, the deterministic kernels associated to a fractional Brownian sheet
with Hurst parameter H > 12 satisfy (ii), while when H ≤
1
2 , the deterministic
kernels satisfy (ii’) and (iii).
On the other hand, to build the approximation sequence Xn given by (1), we








θn(x, y)dxdy, (s, t) ∈ [0, 1]× [0, 1],
converge in law in C([0, 1]2), as n tends to infinity, to the Brownian sheet.
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Finally, under (H1’) we need another hypothesis on the kernels θn. Notice that
this hypothesis (H4) will also depend on the properties of K1 and K2. We need
first to introduce some notation. Given a real function X defined on R2+, and
(s, t), (s′, t′) ∈ R2+ such that s ≤ s′ and t ≤ t′, we denote by ∆s,tX(s′, t′) the
increment of X over the rectangle ((s, t), (s′, t′)], that is
∆s,tX(s
′, t′) = X(s′, t′)−X(s′, t)−X(s, t′) +X(s, t).






′, x)−K1(s, x))(K2(t′, y)−K2(t, y))θn(x, y)dxdy
= ∆0,0Yn(1, 1),
where the process Yn, that depends on s, t, s





′, x)−K1(s, x))(K2(t′, y)−K2(t, y))θn(x, y)dxdy. (4)
Now, we can state (H4) when (H1’) holds:
(H4) Consider the processes Yn defined in (4). For any 0 < s0 < s
′
0 < 2s0,
0 < t0 < t
′














× [(s′0 − s0)(t′0 − t0)]
mγ
, (5)
where γ is a parameter belonging to the interval (0, 1) (that will only depend
on β1 and β2) and the constant Cm,M depends only on m, M1 and M2.
Remark 2. Notice that under (H1) or (H1’) the processes Xn are continuous. In-
deed, for all 0 < s ≤ s′ < 1, 0 < t ≤ t′ < 1 using condition (ii’) on hypothesis (H1’)
we have that






where G1 and G2 are continuous functions.
3. Convergence in law to two-parameter Gaussian processes
In this section, we present our main result. It states as follows:
Theorem 1. Assume one of the following sets of hypotheses:
(J1) K1 and K2 satisfy (H1) and the kernels θn satisfy (H2) and (H3)
(J2) K1 and K2 satisfy (H1’), the kernels θn satisfy (H2) and (H3) and, all together,
they satisfy (H4).
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Then, the laws of the processes {Xn(s, t), (s, t) ∈ [0, 1]2}, given by (1), converge
weakly to the law of {WK1,K2s,t , (s, t) ∈ [0, 1]2}, given by (2), in C([0, 1]2), when n
goes to infinity.
Before the proof, we need to recall a technical lemma from [4] (see Lemma 3.2
therein), that will be useful for our computations.
Lemma 1. Let Z = {Zu,v; (u, v) ∈ [0, 1]2} be a continuous process. Assume that




m ≤ Q (u′ − u)mδ1(v′ − v)mδ2
for any 0 < u < u′ < 2u, 0 < v < v′ < 2v. Then, there exists a constant C that
depends only on m, δ1 and δ2 such that
E (∆u,vZ(u
′, v′))
m ≤ CQ (u′ − u)mδ1(v′ − v)mδ2
for any 0 ≤ u < u′ ≤ 1, 0 ≤ v < v′ ≤ 1.
Proof of Theorem 1. We will prove the convergence in law checking the tight-
ness of the family of laws of the family {Xn} and identifying the limit using the
convergence of finite dimensional distributions.
This structure of the proof is similar to those in [3] and [4] to obtain the con-
vergence. Nevertheless, we present a general version. [3] and [4] deal with specific
kernels θn constructed from a Poisson process, and therefore some computations
could be made directly. In our case, we can only use the bounds given by hypothe-
ses (H3) and (H4). As we will see in Section 4, these hypotheses are satisfied not
only by the kernels constructed from a Poisson process but also by those constructed
from Lévy processes.
We first prove the tightness. Using the criterion given by Bickel and Wichura
in [6] and that our processes are null on the axes, it suffices to show that for some
m ≥ 2 there exist two constants, C > 0 and η > 1, and two increasing continuous





m ≤ C [(G1(s′)−G1(s)) (G2(t′)−G2(t))]
η
, (6)
for any 0 ≤ s ≤ s′ ≤ 1, 0 ≤ t ≤ t′ ≤ 1.




















where α1 and α2 are greater than 1. So, choosing η = min{α1, α2}, (6) holds.
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Under the set of conditions (J2) we will see that for m > 4min{ρ1,ρ2} given in (H4)



















′, x)−K1(s, x))(K2(t′, y)−K2(t, y))θn(x, y)dxdy
]m
= E [∆0,0Yn(1, 1)]
m
,
where the process Yn was defined in (4). By Lemma 1 it suffices to check that for
any 0 < s0 < s
′








m ≤ L [(s′0 − s0)(t′0 − t0)]
mγ
,






4 and it is true by hypothesis
(H4). So (6) holds easily.
We proceed now with the identification of the limit law. We will prove the con-
vergence of finite dimensional distributions of the processes Xn to those of W
K1,K2 .
For fixed k ∈ N, consider a1, . . . , ak ∈ R and (s1, t1), . . . , (sk, tk) ∈ [0, 1]2. We must
see that the random variables
k∑
j=1
ajXn(sj , tj) (7)




K1,K2(sj , tj). (8)
Actually, we will prove the convergence of the characteristic functions.
For any j, consider a sequence {γj,ℓ} of elementary functions converging in
L2([0, 1]), as ℓ tends to infinity, to K1(sj , ·). In the same way, take a sequence {ρj,ℓ}











Then, for any λ ∈ R we can bound the difference between characteristic functions
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of (7) and (8) by∣∣∣E [eiλ∑j ajXn(sj ,tj)]− Ẽ [eiλ∑j ajWK1,K2 (sj ,tj)] ∣∣∣
≤
∣∣E [eiλ∑j ajXn(sj ,tj) − eiλ∑j ajXj,ℓn ] ∣∣∣
+
∣∣∣E [eiλ∑j ajXj,ℓn ]− Ẽ [eiλ∑j ajXj,ℓ] ∣∣∣
+
∣∣∣Ẽ [eiλ∑j ajXj,ℓ − eiλ∑i ajWK1,K2 (sj ,tj)] ∣∣∣
:= S1,n,ℓ + S2,n,ℓ + S3,ℓ. (9)
We study first S1,n,ℓ. By the mean value theorem
S1,n,ℓ ≤ Cmax
j
{E|Xn(sj , tj)−Xj,ℓn |}.
Each one of the expectations appearing in the last maximum can be bounded as
follows:



































(K1(sj , x)− γj,ℓ(x))2dx
)
,
where in the last inequality we have used hypothesis (H3). Since {γj,ℓ} and {ρj,ℓ}
converge in L2([0, 1]), as ℓ tends to infinity, to K1(sj , ·) and K2(tj , ·), respectively, if
ℓ is big enough, this last expression can be made arbitrarily small. That is, for any
ε > 0, there exists ℓ0 big enough such that for any ℓ > ℓ0
sup
n
|S1,n,ℓ| < ε. (10)
We deal now with S2,n,ℓ. Since the functions γ
j,ℓ and ρj,ℓ are elementary func-
tions, the random variables Xj,ℓn are linear combinations of increments of the pro-
cess ζn(s, t) defined in (H2). Due to (H2), the laws of these last processes converge
weakly, in C([0, 1]2), to the law of the Brownian sheet. Then, the linear combinations
of the increments of ζn will converge in law to the same linear combinations of the
increments of the Brownian sheet, that is, to Xj,ℓ. So, for fixed ℓ ∈ N,
lim
n→∞
S2,n,ℓ = 0. (11)
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Finally, we consider S3,ℓ. Applying the mean value theorem as in the study of
S1,n,ℓ and using the isometry of the stochastic integral, we can write
S3,ℓ ≤ Cmax
j


















This last norm in L2([0, 1]2) tends to zero as ℓ tends to infinity. That is
lim
ℓ→∞
S3,ℓ = 0. (12)
Putting together (9), (10), (11) and (12) we finish the proof.
4. Kernels defined from a Lévy sheet
In this section, we will prove that the kernels defined from a Lévy sheet introduced
in [5] satisfy our hypothesis.
Remark 3. In [3], it is proved that if we consider the kernels







where {N(x, y), (x, y) ∈ R2+} is a standard Poisson process, then the corresponding
processes {ζn(s, t), (s, t) ∈ [0, 1]×[0, 1]} converge in law in C([0, 1]2) to the Brownian
sheet. So, hypothesis (H2) is verified. Moreover, hypothesis (H3) corresponds to
Lemma 3.1 in [4], and (H4) is checked for deterministic kernels satisfying (H1’) in
the proof of Lemma 3.3 in [4]. Thus, the kernels θ0n satisfy hypotheses (H2), (H3)
and (H4).
Let us recall some notation and definitions of Lévy sheets. If Q is a rectangle in
R2+ and Z a random field in R2+, we denote by ∆QZ the increment of Z on Q. It is
well-known that for any negative definite function Ψ in R, there exists a real-valued
random field L = {L(s, t); s, t ≥ 0} such that
 For any family of disjoint rectangles Q1, . . . , Qn in R2+, the increments ∆Q1L,
. . . ,∆QnL are independent random variables.






= e−λ(Q)Ψ(ξ), ξ ∈ R, (13)
where λ denotes the Lebesgue measure on R2+.
Definition 1. A random field L = {L(s, t); s, t ≥ 0} taking values in R that is
continuous in probability and satisfies the above two conditions is called a Lévy sheet
with exponent Ψ.
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with a ∈ R, σ ≥ 0 and η the corresponding Lévy measure, that is a Borel measure





Notice that a(ξ) ≥ 0 and, if ξ ̸= 0, a(ξ) > 0 whenever σ > 0 or η is nontrivial.
We are able now to recall the kernels defined from a Lévy sheet introduced in
[5]. Consider {L(x, y); x, y ≥ 0} a Lévy sheet and Ψ(ξ) := a(ξ) + ib(ξ), ξ ∈ R, its
Lévy exponent. Let θ ∈ (0, 2π) and define















where we assume that a(θ)a(2θ) ̸= 0 and where the constant Nθ is given by (3).
Our aim is to check that these kernels satisfy hypotheses (H2), (H3) and (H4).
In [5], it is proved that the corresponding processes {ζn(s, t), (s, t) ∈ [0, 1] × [0, 1]}
converge in law in C[0, 1]2 to a Brownian sheet. So, θ1n and θ2n verify hypothe-
sis (H2). We will prove that they also satisfy (H3) and (H4) in lemmas 2 and
4, respectively. Notice that to check (H4) we need the additional condition that
a(θ)a(2θ) · · · a(mθ) ̸= 0, where m is the even integer appearing in hypothesis (H4).
We also present an intermediate technical result in Lemma 3.












Proof. We will prove the lemma in the case k = 1 since the case k = 2 can be done



































ny2))]1{x1≤x2}dx1 · · · dy2,(18)
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where in the last expression we have used the symmetry between x1 and x2 to get
that the integral over [0, 1]2 is two times the integral over the set {x1 ≤ x2}.









































































:= A1 +A2 +A3 +A4.
Putting this expression in (18), we obtain that the term (18) is equal to the sum of
the corresponding four terms obtained from A1, A2, A3 and A4 that will be denoted
by I1, I2, I3 and I4.
We will deal first with I1 and so we will begin with the study of A1. Notice that










































































where in the last inequality we have bounded by 1 the modulus of all the terms with
the factor ib(θ) in the exponential and we have used that a(θ) ≥ 0 to bound also by
1 some exponentials with negative real exponent.
Since both summands in the last expression are equal interchanging the roles of







×I{x1≤x2}I{y1≤y2}dx1 · · · dy2.
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On the other hand, using that a(−θ) = a(θ), we can bound the modulus of the












×I{x1≤x2}I{y1≤y2}dx1 · · · dy2.
From here we can follow closely the proof of Lemma 3.1 in [4]. We have to divide
the region of integration into two parts: A := {x1 ≤ x2 ≤ 2x1, y1 ≤ y2 ≤ 2y1} and


















and the proof finishes easily.
Let us present an intermediate technical result.
Lemma 3. Consider L = {L(s, t); s, t ≥ 0} a Lévy sheet with exponent Ψ(ξ) =
a(ξ) + ib(ξ), 0 < s0 < s
′
0 < 2s0, 0 < t0 < t
′
0 < 2t0, m an even number and
θ ∈ (0, 2π) such that a(θ)a(2θ) · · · a(mθ) ̸= 0. Then, for any (x1, y1), . . . , (xm, ym)
such that s0 < xj < s
′
0 and t0 < yj < t
′
















x(m−1)(y(m) − y(m−1)) + x(m−3)(y(m−2) − y(m−3))









+y(m−3)(x(m−2) − x(m−3)) + · · ·+ y(1)(x(2) − x(1))
]]
,
where a∗(θ) = min{a(θ), a(2θ), . . . , a(mθ)} and x(1), . . . , x(m) and y(1), . . . , y(m) are
x1, . . . , xm and y1, . . . , ym after being ordered.
































































































































j=1 δj . (20)
Since the interval ((0, 0), (s0, t0)] and the families of intervals {((s0, t0), (xj , yj)],
1 ≤ j ≤ m}, {((s0, 0), (xj , t0)], 1 ≤ j ≤ m}, {((0, t0), (s0, yl)], 1 ≤ j ≤ m} have












































































where in the last step we have bounded two factors by 1.
Let us study first the second term in (21). We need to introduce the notation
(y(1), δ(1)), . . . , (y(n), δ(n)) for the variables (y1, δ1), . . . , (yn, δn) sorted in increasing
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Since in the last expression all the rectangles where we consider the increments of the
Lévy sheet are disjoint, all the terms in the last expression are independent random
variables. Then, if we bound by 1 all the factors with an even number of summands














− ns0(y(m) − y(m−1))Ψ(δ(m)θ)
−ns0(y(m−2) − y(m−3))Ψ((δ(m) + δ(m−1) + δ(m−2))θ)






Let us recall that Ψ(hθ) = a(hθ) + ib(hθ) for all h ∈ R. Bounding again by 1 the














− ns0(y(m) − y(m−1))a(δ(m)θ)
−ns0(y(m−2) − y(m−3))a((δ(m) + δ(m−1) + δ(m−2))θ)








−ns0(y(m−2) − y(m−3))a∗(θ)− · · · − ns0(y(2) − y(1))a∗(θ)
]
, (22)
where a∗(θ) = min{a(θ), a(2θ), . . . , a(mθ)}.















−nt0(x(m) − x(m−1))a∗(θ)− nt0(x(m−2) − x(m−3))a∗(θ)
− · · · − nt0(x(2) − x(1))a∗(θ)
]
. (23)
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(x(m)−x(m−1))+ (x(m−2)−x(m−3)) + · · ·+ (x(2)−x(1))
]]
.
Finally, using that 2t0 > t
′
0 and 2s0 > s
′



































+y(m−3)(x(m−2) − x(m−3)) + · · ·+ y(1)(x(2) − x(1))
]]
. (24)
Since this last bound does not depend on (δ1, . . . , δm), putting together bound (24)
with (19), we finish the proof easily.
We are now able to prove (H4) under (H1’).
Lemma 4. Assume (H1’). Let us consider processes (4) defined using the kernels θ1n
or θ2n, with θ ∈ (0, 2π) such that a(θ)a(2θ) · · · a(mθ) ̸= 0 for an even integer number
m > 4min{ρ1,ρ2} . Then, for any 0 < s0 < s
′














× [(s′0 − s0)(t′0 − t0)]
mγ
, (25)
where γ is a parameter belonging to the interval (0, 1) (that will depend only on β1
and β2) and the constant Cm,M depends only on m, M1 and M2.
Proof. As in Lemma 2, we will prove the result only for the kernels θ1n since the























dx1 · · · dym
]
.
146 X.Bardina and C.Rovira




























a∗(θ)ym−1(xm − xm−1) + · · ·+ y1(x2 − x1)
]
I{x1≤···≤xm}


















a∗(θ) [x1(y2 − y1) + y1(x2 − x1)]
]




where Cm is a constant depending only on m.
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where γ = 14 inf{β1, β2}. So, we have proved inequality (25) and the proof is now
complete.
Putting together all the lemmas of this section, we get the following result:
Corollary 1. Let L = {L(s, t); s, t ≥ 0} be a Lévy sheet with exponent Ψ(ξ) =
a(ξ) + ib(ξ), where a(ξ) and b(ξ) are defined in (14) and (15), respectively. Con-
sider θ ∈ (0, 2π) with a(θ)a(2θ) ̸= 0. Then, the kernels θ1n and θ2n defined in (16)
and (17) satisfy hypotheses (H2) and (H3). Furthermore, given deterministic ker-
nels K1 and K2 satisfying (H1’), if for an even integer number m >
4
min{ρ1,ρ2}
a(θ)a(2θ) · · · a(mθ) ̸= 0, then (H4) is also satisfied.
5. The fractional Brownian sheet and other examples
In this section, we apply Theorem 1 to obtain the convergence to the fractional
Brownian sheet. More precisely, we use the anisotropic fractional Wiener random
field introduced by [8] and [2]. This is a centered Gaussian process, defined on
some probability space (Ω̃, F̃ , P̃ ), denoted by Wα,β = {Wα,βs,t , (s, t) ∈ R2+}, with



















+ t2β − |t′ − t|2β
)
, (26)
where α and β are two parameters belonging to the interval (0, 1). By definition,
this process is null almost surely on the axes, and it is proved in [8] and [2] that
it possesses a continuous version. Observe that if α = β = 12 , then we obtain the
standard Brownian sheet.
Recall that a fractional Brownian motion of Hurst parameter α ∈ (0, 1), Wα =
{Wαt , t ∈ R+} is a centered Gaussian process with covariance function






t2α + s2α − |t− s|2α
)
.




























with the following normalizing constant
dα =
(
2αΓ( 32 − α)
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Taking into account expression (27) for the fractional Brownian motion, one can





To see the equality in law of these processes and the fractional Brownian sheet it
suffices to realize that this is a centered Gaussian process with the same covariance
function as Wα,β .
Our result states as follows.
Theorem 2. Let L = {L(s, t); s, t ≥ 0} be a Lévy sheet with exponent Ψ(ξ) =
a(ξ)+ ib(ξ), where a(ξ) and b(ξ) are defined in (14) and (15), respectively. Consider
the random kernels θ1n or θ
2
n defined in (16) and (17), with θ ∈ (0, 2π), and the
deterministic kernels Kα and Kβ defined in (28). Consider the conditions:
(A) min(α, β) > 12 and a(θ)a(2θ) ̸= 0.




a(θ)a(2θ) · · · a(mθ) ̸= 0.
Then, if (A) or (B) is satisfied, the laws of the processes {Xn(s, t), (s, t) ∈ [0, 1]2}
given by (1) (with K1 = Kα and K2 = Kβ) converge weakly to the law of a fractional
Brownian sheet, {WKα,Kβs,t , (s, t) ∈ [0, 1]2}, given by (2), in C([0, 1]2) when n goes
to infinity.





dr = E (Wαs′ −Wαs )
2
= (s′ − s)2α.
And then the set of conditions (H1) is satisfied if α > 12 and β >
1
2 . In [4], it is
proved that if α or β belongs to (0, 12 ], then the kernels satisfy the set of conditions
(H1’).
In Corollary 1, we have checked that θ1n and θ
2
n satisfy (H2) and (H3). We have
also checked that under (B) (H4) is also true. We finish the proof by applying
Theorem 1.
Remark 4. If we consider the kernel processes θ1n and θ
2
n with the same Lévy process,
it can be proved that we will obtain two families of approximation processes that
converge to two independent fractional Brownian sheets. The proof follows the ideas
in [5] for the case of the Brownian sheet.
5.1. Other examples
In [4], we can find other examples of kernels that satisfy the set of conditions (H1’).
On the other hand, in Lemma 4, we have seen that using random kernels θ1n or θ
2
n
defined by (16) and (17) condition (H4) will also be satisfied. So Theorem 1 can be
applied to processes with representation (2), where K1 and K2 are some of these
kernels. For the sake of completeness, let us recall these examples.







for some I ∈ N, with gi ∈ Lipγ1(0 < γ1 ≤ 1) and hi ∈ L
2([0, 1]). We also impose
that F , defined by F (t) =
∫ t
0
h2i (r)dr, belongs to Lipγ2(0 < γ2 ≤ 1).




2π(t− r)H− 12 I[0,t](r),
with 0 < H < 1. This kernel satisfies the set of conditions (H1’) for all 0 < H < 1.
5.1.3. A Lipschitz function
The kernel
K(t, r) = h(t− r)I[0,t](r),
with h a Lipschitz function of parameter γ ∈ (0, 1].
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