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Abstract
In this paper we direct attention at bounded families of complex n×n-matrices. In order
to study their asymptotic behaviour, we recall from [Linear Algebra Appl. 322 (2001) 162]
the concept of limit spectrum-maximizing product and show that nondefective families always
admit such limit products. Then we consider defective families. In [loc. cite] we proved that,
for finite families of 2×2-matrices, defectivity is equivalent to the existence of defective such
limit products. This result led us to conjecture the validity of this property also for higher di-
mensions n  3. Here, instead, by making use of the results obtained by Bousch and Mairesse
[J. Am. Math. Soc. 15 (2002) 77] that disproved the well-known Finiteness Conjecture, we
find some counterexamples to our conjecture in [loc. cite] for all n  3.
© 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
In this paper, we are concerned with the spectral radius of a family of matrices.
Let F = {A(i)}i∈I be a bounded family of complex n×n-matrices, where I is
a set of indeces, possibly infinite. Then let ‖ · ‖ denote a given norm on the vector
space Cn and the corresponding induced n×n-matrix norm, and let
‖F‖ = sup
i∈I
‖A(i)‖.
Moreover, let ρ(·) denote the spectral radius of an n×n-matrix.
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For k  1 consider the sets k(F) of all possible products of length k whose
factors are elements of F, that is
k(F) = {A(i1) · · ·A(ik) | i1, . . . , ik ∈ I}.
Then consider the numbers
ρˆk(F) = sup
P∈k(F)
‖P ‖ (1.1)
and define the joint spectral radius of F as
ρˆ(F) = lim sup
k→∞
ρˆk(F)
1/k
(see [9]). Note that ρˆ(F) is independent of the particular norm ‖ · ‖ used in (1.1).
Analogously, consider the numbers
ρ¯k(F) = sup
P∈k(F)
ρ(P )
and define the generalized spectral radius of F as
ρ¯(F) = lim sup
k→∞
ρ¯k(F)
1/k (1.2)
(see [4]).
It has been proved that
ρˆ(F) = lim
k→∞ ρˆk(F)
1/k = inf
k1
ρˆk(F)
1/k and ρ¯(F) = sup
k1
ρ¯k(F)
1/k
(see [4]) and, eventually, that
ρˆ(F) = ρ¯(F) (1.3)
(see [3,5,10]).
The above equality allows us to simply speak of the spectral radius of the (bounded)
family of matricesF and it will be denoted by ρ(F).
Unfortunately, if the family F is not just a single matrix, the computation of
ρ(F) is not an easy task at all. Simple examples of families of just two 2×2-matrices
can be given which illustrate this point (see, for example, [8]).
The following result can be found, for example, in [5].
Proposition 1.1. The spectral radius of a bounded family F of complex n×n-
matrices is characterized by the equality
ρ(F) = inf‖·‖∈N ‖F‖, (1.4)
where N denotes the set of all possible induced n×n-matrix norms.
Given a family F, an important question to answer is whether or not the inf in
(1.4) is actually attained by some induced matrix norm. To this purpose, we recall
the following definition.
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Definition 1.1. We shall say that a norm ‖ · ‖∗ satisfying the condition
‖F‖∗ = ρ(F)
is extremal for the family F.
Given a bounded familyF = {A(i)}i∈I of complex n×n-matrices, let us consider
the normalized family
F′ = {ρ(F)−1A(i)}i∈I,
whose spectral radius is ρ(F′) = 1. Then consider the semigroup of matrices gen-
erated by F′, i.e.,
(F′) =
⋃
k1
k(F
′).
Definition 1.2. A bounded family F of complex n×n-matrices is said to be defec-
tive if the corresponding normalized family F′ is such that the semigroup (F′) is
an unbounded set of matrices. Otherwise, if (F′) is bounded, then the familyF is
said to be nondefective.
We have the following result (see, for example, [3]).
Proposition 1.2. A bounded familyF of complex n×n-matrices admits an extremal
norm ‖ · ‖∗ if and only if it is nondefective.
An important geometric characterization of defectivity is given by the following
theorem by Elsner [5].
Theorem 1.1. If a bounded family F = {A(i)}i∈I of complex n×n-matrices is de-
fective, then there exist a nonsingular n×n-matrix M and two integers n1, n2 
1, n1 + n2 = n, such that, for all i ∈ I, it holds that
M−1A(i)M=
[
Aˆ
(i)
11 Aˆ
(i)
12
O Aˆ
(i)
22
]
,
where the blocks Aˆ(i)11 , Aˆ
(i)
12 and Aˆ
(i)
22 are n1×n1-, n1×n2- and n2×n2-matrices, re-
spectively.
Now recall the definition of spectrum-maximizing product from [7].
Definition 1.3. If F is a bounded family of complex n×n-matrices, any matrix
P¯ ∈ k∗(F) satisfying
ρ(F) = ρ(P¯ )1/k∗ (1.5)
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for some k∗  1 will be called a spectrum-maximizing product (in short, an s.m.p.)
for F.
The following well-known conjecture was stated by Lagarias and Wang [8].
Conjecture 1.1 (Finiteness conjecture). Every finite family F of complex n×n-
matrices has an s.m.p. P¯ .
This conjecture, which was partially proved by Lagarias and Wang themselves,
has been recently disproved in general by Bousch and Mairesse [1] and later by
Blondel et al. [2].
In [7], we introduced the concept of limit spectrum-maximizing product (l.s.m.p.)
and characterized the defectivity of finite families of 2×2-matrices by the existence
of defective such limit products. At the end of the paper we also conjectured that this
characterization should hold in general.
Here, after proving that all nondefective bounded normalized families of matri-
ces always have an l.s.m.p., we show that finite defective families of 3×3-matrices
always have an s.m.p., but may not have a defective l.s.m.p. So we disprove our
conjecture in [7]. The result is obtained by exploiting the counterexample to the
Finiteness conjecture given in [1].
Then we construct also a finite defective family of 4×4-matrices which does not
have even any l.s.m.p., regardless its possible defectivity.
2. Limit spectrum-maximizing products
We recall the following definition from [7].
Definition 2.1. Assume that F is a normalized bounded family of complex n×n-
matrices and that there exists a sequence of products Pk ∈ dk (F), dk nondecreasing
integers, such that
lim
k→∞Pk = P˜ , (2.1)
where ρ(P˜ ) = 1. Then P˜ will be called a limit spectrum-maximizing product (in
short, an l.s.m.p.) for F.
Note that, for a normalized family F, an s.m.p. P¯ is an l.s.m.p., too. To see this,
just put Pk = P¯ for all k  1.
Moreover, if the family F is nondefective, another possibility is to consider the
power sequence {P¯ k} and, since (F) is bounded, to extract a subsequence {P¯ ks }
converging to some P˜ ∈ (F), which obviously satisfies ρ(P˜ ) = 1.
In order to investigate the existence of l.s.m.p.’s for normalized families which do
not admit any s.m.p., we begin with the case of nondefective families.
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The solution to this problem is not straighforward. In fact, in view of (1.2), we
can consider a sequence of products P˜k ∈ dk (F) (with dk increasing integers) such
that
lim
k→∞ ρ
(
P˜k
)1/dk = 1. (2.2)
Then, since (F) is bounded, there exists a subsequence {P˜ks } which converges
to a certain matrix P˜ ∈  (F), but (2.2) does not imply necessarily that ρ(P˜ ) = 1.
Indeed, the existence of an l.s.m.p. is proved by the following theorem.
Theorem 2.1. LetF be a (possibly infinite) normalized nondefective bounded fam-
ily of complex n×n-matrices. Then there exists an l.s.m.p. P˜ for F.
Proof. By [3, Theorem I(b)], there exists a sequence {Qn} of left products
Qn = A(in) A(in−1) · · · A(i1) ∈ n (F)
which does not converge to the zero matrix O. Otherwise it should be ρ(F) < 1,
against the assumption of normalization.
Since F is nondefective,  (F) is bounded. As a consequence, there exists a
convergent subsequence {Qnk } such that
lim
k→∞Qnk = Q˜
with Q˜ /= O, Q˜ ∈  (F).
We set Q˜k = Qnk and define (for all k) Pk ∈  (F) such that
Q˜k+1 = Pk Q˜k.
Since the sequence {Pk} is bounded, there exists a convergent subsequence {Pks }.
Let
P˜ = lim
s→∞Pks .
Hence, we have
Q˜ = lim
s→∞ Q˜ks+1 = lims→∞Pks Q˜ks = P˜ Q˜.
Since Q˜ /= O, we have that 1 is an eigenvalue of P˜ and, consequently, that ρ(P˜ ) = 1.
More precisely, the multiplicityµ of the eigenvalue 1 satisfiesµ  rank(Q˜)  1. 
Assume, for the moment, not to be aware of equality (1.3). Indeed, Theorem I(b)
in [3] implies that, if ρˆ(F) = 1 (where ρˆ(F) is the joint spectral radius), then there
exists a sequence {Qn} of left products which does not converge to the zero matrix
O. Therefore, the proof of the previous Theorem 2.1 shows that, for a nondefective
family F with ρˆ(F) = 1, the generalized spectral radius ρ¯(F) satisfies
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ρ¯(F)  1 = ρˆ(F).
On the other hand, the opposite inequality ρ¯(F)  ρˆ(F) is easy to prove (see [4]).
Thus we can conclude as follows.
Remark 2.1. Starting from the knowledge of Theorem I(b) in [3], the proof of The-
orem 2.1 may be viewed as an alternative proof of equality (1.3) for nondefective
families, more elementary than the one given with Theorem IV in [3].
We now are interested in the existence of l.s.m.p.’s for normalized defective fam-
ilies and, more specifically, of defective l.s.m.p.’s.
In [7], we proved the following result.
Theorem 2.2. LetF be a normalized bounded family of complex n×n-matrices. If
there exists a defective l.s.m.p., then F is defective.
In [7] we proved the following partial converse to Theorem 2.2.
Theorem 2.3. Let F be a finite normalized defective family of complex 2×2-
matrices. Then there exist an s.m.p. P¯ and also a defective l.s.m.p. P˜ .
In this paper, we analyze the case of n×n-matrices for n  3.
We begin with the case n = 3.
Theorem 2.4. Let F be a finite normalized defective family of complex 3×3-
matrices. Then there exists an s.m.p. P¯ .
Proof. Since the family F = {A(i)}mi=1 is defective, Theorem 1.1 assures the exis-
tence of a nonsingular 3×3-matrix M such that
M−1A(i)M =


a
(i)
11 a
(i)
12 a
(i)
13
0 a(i)22 a
(i)
23
0 a(i)32 a
(i)
33

 , i = 1, . . . , m,
where
|a(i)11 |  1, i = 1, . . . , m,
and
ρ(F2)  1
with
F2 = {A(i)22 }mi=1 and A(i)22 =
[
a
(i)
22 a
(i)
23
a
(i)
32 a
(i)
33
]
, i = 1, . . . , m.
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If |a(i)11 | = 1 for some index i, then the theorem is proved. Otherwise, with
F1 = {a(i)11 }mi=1
we have ρ(F1) < 1. Since by [3, Lemma II(c)]
ρ(F) = max {ρ(F1), ρ(F2)},
the family F2 has spectral radius
ρ(F2) = 1.
Moreover, by [7, Proposition 3.3], the defectivity ofF implies the defectivity ofF2.
Thus the result follows as a consequence of Theorem 2.3. 
As shown by Bousch and Mairesse [1], there exist nonnegative 2×2-matrices,
say A0, B0  O (elementwise) such that the family G = {A0, B0} does not admit
any s.m.p. (and hence contradicts the Finiteness Conjecture). An example of such
matrices is given by
A0 =
[
3 0
4 1
]
and B0 = b
[
1 4
0 3
]
for a suitable b ∈ [1/3, 3].
By using Theorem 1.1, we can see that the family G is nondefective. To this aim,
we consider the general nonsingular 2×2-matrix
M =
[
m11 m12
m21 m22
]
, m11 m22 −m12 m21 /= 0,
and define
A∗0 = M−1 A0 M, B∗0 = M−1 B0 M.
Suppose, by contradiction, that G is defective. Then, by Theorem 1.1, there exists M
such that both A∗0 and B∗0 are upper triangular matrices. Straightforward calculations
yield
(
A∗0
)
21=
2m11(2m11 −m21)
m11m22 −m12m21 ,(
B∗0
)
21=b
2m21(m11 − 2m21)
m11m22 −m12m21 .
By observing that the above two elements cannot vanish simultaneously for any M ,
we get the absurd.
For convenience, we set
A = 1
ρ
A0 and B = 1
ρ
B0, (2.3)
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where ρ = ρ(G) > 3, so that F = {A,B} is a normalized family such that
ρ(A) < 1 and ρ(B) < 1 (2.4)
and P  O (elementwise) for all P ∈ (F).
By using the family F = {A,B}, in the following section we shall prove that,
for normalized finite defective families of 3×3-matrices, the existence of a defective
l.s.m.p. is not guaranteed. Moreover, we shall also prove that, for normalized finite
defective families of 4×4-matrices, even the esistence of an l.s.m.p. is not assured,
regardless its possible defectivity.
As a consequence, a fortiori, the converse of Theorem 2.2 does not apply for
n  3.
3. The counterexamples
In the sequel, we shall use the following notation to denote the left products:
s∏
n=1
Xn = Xs Xs−1 · · · X2 X1.
Consider the 3×3-matrices
A˜ =

1 1 10
0 A

 and B˜ =

1 1 10
0 B

 , (3.1)
where A and B are given by (2.3).
Theorem 3.1. The family F˜ = {A˜, B˜}, A˜ and B˜ given by (3.1), is defective and
does not admit any defective l.s.m.p.
Proof. Assume, by contradiction, that there exists a defective l.s.m.p. P˜ . Then it
must necessarily have the form
P˜ =

1 x y0
0 Pˆ

 ,
where Pˆ is an l.s.m.p. for the nondefective family F = {A,B}, whose existence is
guaranteed by Theorem 2.1. Therefore, there is a sequence of products Pk ∈ dk (F),
dk nondecreasing and diverging integers, such that
lim
k→∞Pk = Pˆ and limk→∞ ρ (Pk) = ρ(Pˆ ) = 1. (3.2)
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The corresponding products P˜k ∈ dk (F˜) are given by
P˜k =

1 xk yk0
0 Pk


and thus, in particular,
lim
k→∞ xk = x and limk→∞ yk = y. (3.3)
By setting Pk = Lk,j Rk,j , j = 1, . . . , dk − 1, where
Lk,j =
dk∏
n=j+1
X(k)n and Rk,j =
j∏
n=1
X(k)n , X
(k)
n ∈F ∀n,
we obtain
xk=1 + uT

dk−1∑
j=1
Rk,j

 e1, (3.4)
yk=1 + uT

dk−1∑
j=1
Rk,j

 e2, (3.5)
with
e1 =
[
1
0
]
, e2 =
[
0
1
]
, and u =
[
1
1
]
.
Since F is nondefective, there exists an extremal norm ‖ · ‖∗ (see Proposition
1.2) such that
‖F‖∗ = 1. (3.6)
Thus, (3.2) implies
lim
k→∞‖Pk‖∗ = ‖Pˆ ‖∗ = 1.
Consequently, since Pk = Lk,j Rk,j and since (3.6) implies
‖Lk,j‖∗ 
dk∏
n=j+1
‖X(k)n ‖∗  1,
there exists δ > 0 such that, for k sufficiently large,
0 < δ  ‖Pk‖∗  ‖Lk,j‖∗ ‖Rk,j‖∗  ‖Rk,j‖∗.
Consider the following norm ‖ · ‖ defined on the space of n×n-matrices X:
‖X‖ =
n∑
i,j=1
|xij |.
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By the equivalence of all the norms on finite-dimensional vector spaces, we have that
there exists δ′ > 0 such that, for k sufficiently large,
‖Rk,j‖  δ′.
By the nonnegativity of Rk,j , we get
xk + yk = 2 +
dk−1∑
j=1
∥∥Rk,j∥∥  2 + (dk − 1) δ′
and, therefore,
lim
k→∞ xk = +∞ and/or limk→∞ yk = +∞.
This contradicts (3.3) and, hence, the defective l.s.m.p. P˜ cannot exist. Neverthe-
less, the unbounded sequence of products P˜k exists and, thus, the family F˜ is defec-
tive. 
Then turn to the second counterexample. Consider the 4×4-matrices
A˜ =
[
A I
O A
]
and B˜ =
[
B I
O B
]
, (3.7)
where O and I are the zero and the identity 2×2-matrices, respectively, and A and
B are given by (2.3).
Theorem 3.2. The family F˜ = {A˜, B˜}, A˜ and B˜ given by (3.7), is defective and
does not admit any l.s.m.p.
Proof. Assume, by contradiction, that there exists an l.s.m.p. P˜ for F˜. Then it must
necessarily have the form
P˜ =
[
Pˆ Qˆ
O Pˆ
]
,
where Pˆ is an l.s.m.p. for the nondefective family F = {A,B}. Therefore, there is
a sequence of products Pk ∈ dk (F), dk nondecreasing and diverging integers, such
that
lim
k→∞Pk = Pˆ and limk→∞ ρ (Pk) = ρ(Pˆ ) = 1. (3.8)
More precisely, Pˆ has an eigenvalue equal to 1, since Pˆ  O (elementwise).
It is convenient to define the class of nonnegative 2×2-matrices with determinant
equal to 0 and trace equal to 1, which we denote by M0,1.
By (2.4) we have that | det (A)| < 1 and | det (B)| < 1. Consequently, limk→∞
det (Pk) = 0, which implies that Pˆ is singular. Thus Pˆ ∈M0,1.
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Now consider the corresponding products P˜k ∈ dk (F˜). By straightforward
manipulations we get
P˜k =
[
Pk Qk
O Pk
]
with Pk =
dk∏
n=1
X(k)n , X
(k)
n ∈F ∀n,
and
Qk =
dk∑
j=1
Pk,j with Pk,j =
dk∏
n=1
n /=j
X(k)n . (3.9)
It is clear that
P˜ = lim
k→∞ P˜k
and that, in particular,
Qˆ= lim
k→∞Qk. (3.10)
Unlike the technique used to prove Theorem 3.1, it is not so straightforward to prove
that there exists δ′ > 0 such that ‖Pk,j‖ > δ′ > 0 for k sufficiently large. To this aim
we shall get a uniform lower bound to the traces of some of the matrices Pk,j .
Let νk be the number of internal factors AB in Pk . If there existed a sequence of
increasing integers {ks} such that νks would be bounded, (2.4) and (3.8) would imply
that
Pˆ = lim
s→∞Pks = O,
O being the zero matrix, that is not possible. Therefore,
lim
k→∞ νk = +∞. (3.11)
Now consider a particular internal factor AB of Pk . Then there exist products Lk
and R˜k such that
Pk=Lk AB R˜k. (3.12)
Hence, with
Rk=B R˜k and L˜k = Lk A, (3.13)
for a suitable index j we have
Pk,j+1 = Lk Rk and Pk,j = L˜k R˜k. (3.14)
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Since A and B are nonsingular, Lk is nonsingular too. Thus, by using also (3.12) and
(3.13), we can define
Hk=L−1k Pk Lk = ARk Lk, (3.15)
which is a nonnegative matrix.
Since Hk is similar to Pk and Pˆ ∈M0,1, by (3.8) we can write
trace(Pk) = trace(Hk) = 1 − εk,1, (3.16)
det (Pk) = det (Hk) = εk,2 > 0, (3.17)
where
lim
k→∞ εk,1 = limk→∞ εk,2 = 0.
From here on, we often omit the dependence of k for simplicity of notation. Then we
set
Hk =
[
w x
y z
]
and solve (3.16) and (3.17) with respect to w and z, so that we obtain
z = 1 − w − ε1,
w = 1
2
(1 − ε1 ± F(x, y)) , (3.18)
where
F(x, y) = √f (x, y), f (x, y) = (1 − ε1)2 − 4 (ε2 + x y).
We consider the smaller of the two solutions for w in (3.18), that is
w = 1
2
(1 − ε1 − F(x, y)) .
The other choice is completely symmetric. Observe that w > 0 and z > 0.
Then we focus our attention to the pair of nonnegative matrices
Uk=Rk Lk = A−1 Hk = ρ
(
u11 u12
u21 u22
)
, (3.19)
U˜k=R˜k L˜k = B−1 Uk A = ρ
b
(
u˜11 u˜12
u˜21 u˜22
)
. (3.20)
Routine manipulations yield
u11 = 16 (1 − ε1 − F(x, y)) ,
u12 = x3 ,
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u21 = y − 23 (1 − ε1 − F(x, y)) ,
u22 = − 43 x +
(
1 − ε1 − 12 (1 − ε1 − F(x, y))
)
,
u˜11 = − 118 (9 ε1 − 152 ε2 + 3 (−3 + 24 y + 35F(x, y))) ,
u˜12 = 19 (6 ε1 + 19 x − 6 (1 + F(x, y))) ,
u˜21 = − 169 x + y +
4
3
F(x, y),
u˜22 = 118 (3 − 3 ε1 − 8 x + 3F(x, y)) .
Thus, for the trace tr1(x, y) of Uk and for the trace tr2(x, y) of U˜k , we get
tr1(x, y)= 13 ρ (2 − 2 ε1 − 4 x + F(x, y))  0,
tr2(x, y)= 13
ρ
b
(2 − 2 ε1 + 24 x − 12 y − 17F(x, y))  0.
In order to bound tr⊕(x, y) = tr1(x, y)+ tr2(x, y) away from 0 uniformly with
respect to the index k in Pk , we deal with the following constrained optimization
problem:
min tr⊕(x, y) (3.21)
s.t. G(x, y)  0 (componentwise),
where G(x, y) = [tr1(x, y), tr2(x, y), x, y, f (x, y)]T.
Then we check the Kuhn–Tucker first order necessary conditions (see, e.g. [6])
for (x, y) to be a local minimizer for (3.21), that is

∇x tr⊕(x, y)− µT∇xG(x, y) = 0,
∇y tr⊕(x, y)− µT∇yG(x, y) = 0,
µi Gi(x
, y) = 0, i = 1, . . . , 5,
(3.22)
with G(x, y)  0 and µ  0 componentwise (where µ ∈ R5). A delicate point
is related to the fact that the gradients are not defined when f (x, y) = 0, due to
presence of the square root terms. Hence such a situation has to be considered apart.
As a consequence, we first consider the case f (x, y)− ϑ  0, with fixed ϑ > 0
(arbitrarily small), as the fifth constraint.
By means of algebraic manipulation tools, we obtain 26 solutions for the system
(3.22), three of which fulfilling Kuhn–Tucker conditions (one only for sufficiently
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small ϑ). The following solution turns out to determine the global minimizer for
(3.21):
x =
−1 + ε1 +
√
73 − 146 ε1 + 73 ε22 − 288 ε2
24
=
(
−1 +√73
)
24
(1 − ε1)− 6 ε2√
73
+ · · ·
≈ 0.314333 (1 − ε1)− 0.702247 ε2 + · · · ,
y =
1 − ε1 +
√
73 − 146 ε1 + 73 ε22 − 288 ε2
12
= 1 +
√
73
12
(1 − ε1)− 12√
73
ε2 + · · ·
≈ 0.795334 (1 − ε1)− 1.40449 ε2 + · · · ,
µ1 = 0,
µ2 = 0, 1 −
b
17
,
µ3 = 0,
µ4 = 0,
µ5 = 0,
where we denote by “+ · · ·” vanishing terms of higher order with respect to the
(small) parameters ε1, ε2.
Note that, according to the Kuhn–Tucker conditions,µ2 is positive (recall that b <
3). Consequently, observe that the active constraint is only the second one (this means
that tr2(x, y) = 0). Furthermore, the minimizer turns out to be independent of ϑ .
The corresponding global minimum value for the objective function is given by
tr⊕(x, y)=
(
13 − 13 ε1 −
√
73 − 146 ε1 + 73 ε21 − 288 ε2
)
18
ρ
=
(
13 −√73
)
ρ
18
(1 − ε1)+ 8 ρ ε2√
73
+ · · ·
≈ 0.247555 ρ (1 − ε1)+ 0.936329 ρ ε2 + · · · (3.23)
Next we separately consider the (x, y)-pairs such that f (x, y) = 0. First observe
that, for sufficiently small ε1, ε2, neither x = 0 nor y = 0 can be a solution to
f (x, y) = 0. Explicitly solving such equation yields
y = h(x) = 1 − 2 ε1 + ε
2
1 − 4 ε2
4 x
.
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Moreover, observe that tr⊕(x, h(x)) is negative (for sufficiently small ε1, ε2) in a
right neighbourhood of x = 0.
Similarly to the previous case, we have to consider the problem
min tr⊕(x, h(x)) (3.24)
s.t. tr1(x, h(x))  0,
tr2(x, h(x))  0,
x − δ  0
with a suitable (fixed) δ > 0. Still making use of the Kuhn–Tucker conditions, we
have to solve the system of equations
∇x
(
tr⊕
(
x, h(x)
)− µ1tr1 (x, h(x))− µ2tr2 (x, h(x)))− µ3
= 0,
µ1 tr1
(
x, h(x)
) = 0,
µ2 tr2
(
x, h(x)
) = 0,
µ3 (x − δ) = 0,
and we find the following global minimizer
x = x
y = h (x) = y,
µ1 = 0,
µ2 = 1 −
73 −√73
876
b + 12b ε2
73
√
73
+ · · · ,
≈ 1 − 0.0735799 b + 0.0192396 b ε2 + · · · ,
µ3 = 0,
independent of δ, whose corresponding global minimum value for the objective func-
tion coincides with (3.23), i. e.
tr⊕
(
x, h(x)
)= tr⊕ (x, y) .
In conclusion, the lowest achievable value for tr⊕ (x, y) under the considered
constraints is larger than
ρ
5
for -1, -2 sufficiently small, that is for k sufficiently
large.
It is known that σ(Lk Rk) = σ(Rk Lk) and σ(L˜k R˜k) = σ(R˜k L˜k), where σ(X)
denotes the spectrum of the matrix X. Therefore, by (3.14), (3.19) and (3.20), it turns
out that, whenever Pk = Lk AB R˜k and k is sufficiently large,
trace
(
Pk,j + Pk,j+1
)= trace (Pk,j )+ trace (Pk,j+1) = tr⊕ (x, y) > ρ/5.
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Since the number of internal factors AB in Pk is νk , for k sufficiently large (3.9)
implies
trace (Qk)=
dk∑
j=1
trace
(
Pk,j
)
>
ρ
5
νk.
Therefore, by (3.11), trace (Qk) diverges as k →∞. This contradicts (3.10) and,
hence, the l.s.m.p. P˜ cannot exist. Nevertheless, the unbounded sequence of products
P˜k exists and, thus, the family F˜ is defective. 
4. Conclusions
In this paper, we have drawn our attention to the limit spectrum-maximizing prod-
ucts (l.s.m.p.) defined in [7] for normalized families of matrices (see Definition 2.1),
showing first that nondefective families always admit such l.s.m.p.’s.
In [7] we proved that the existence of defective l.s.m.p.’s implies defectivity (see
Theorem 2.2) and that, for finite defective families of 2×2-matrices, the opposite
implication holds.
In this paper (Theorems 3.1 and 3.2) we have shown, instead, that the opposite
implication is not valid for the case of finite defective families of 3×3- and 4×4-
matrices. In particular, for families of 4×4-matrices we have even proved that
l.s.m.p.’s may not exist, regardless their possible defectivity.
We conclude the paper by observing that the result of Theorem 3.2 easily extends
also to all dimensions n  4.
Corollary 4.1. For any dimension n  4 there exists a finite defective normalized
family of complex n×n-matrices F which does not admit any l.s.m.p.
Proof. For n  5 it is sufficient to imbed the sample family F considered in the
proof of Theorem 3.2 into an n-dimensional family having a block-diagonal structure
with a common zero diagonal block. 
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