Abstract. We show that the surface X, which is a blow-up of P 2 in n points on a line, has finitely generated Cox ring. We give explicit generators for the ring and calculate its defining ideal of relations.
Introduction
Let X be the blow-up of P 2 in n distinct points p 1 , . . . , p n lying on a line Y in P 2 . The Picard group Pic X has rank n + 1 and is generated by the divisor classes of the exceptional curves E 1 , . . . , E n and L = π * H for a general line H in P 2 not going through any of the p 1 , . . . , p n . The concern of this paper is to calculate the Cox ring, or total coordinate ring of X, which is given by Cox(X) = (m 0 ,...,mn)∈Z n+1
The ring product here is given by multiplication of sections as functions in k(X), i.e s ∈ H 0 (X, O X (D)), t ∈ H 0 (X, O X (E)) =⇒ s · t ∈ H 0 (X, O X (D + E)).
The algebra Cox(X) does not depend on the choice of basis for Pic(X) in the sense that two choices of bases yield isomorphic rings. In Section 3 we show that Cox(X) is finitely generated, so that X is a so-called Mori Dream Space. This result was first shown in the article [EKW04] and correlates with a recent result of Testa, Várilly-Alvarado and Velasco in [TVV09] , where the authors consider Cox rings of smooth rational surfaces with big anticanonical divisor.
In this paper we focus on finding explict generators for Cox(X), i.e sections x 1 , . . . , x r from the vector spaces H 0 (D 1 ), . . . , H 0 (D r ) respectively, and regard Cox(X) as a quotient of R := k[x 1 , . . . , x r ] by some homogenous prime ideal I:
Here we consider a Pic(X)−grading on k[x 1 , . . . , x r ] and I given by letting deg(
In section 4 we find explicit generators and Gröbner basis for the ideal I. Our main result will be the following:
Theorem. Let X be the blow-up of P in n ≥ 3 distinct points lying on a line Y . Then Cox(X) is a complete intersection ring, and its defining ideal is generated by quadrics.
Notation: We make the following standard shortened notation for sheaf cohomology:
2. Nefness and Cohomology on the Surface X.
Lemma 2.1. The monoid of effective divisor classes of X is finitely generated as follows:
Proof. It is clear that the generators above are all effective, hence we have the "⊇" inclusion. Conversely, note that these divisor classes actually form a Z-basis for Pic X. So let D be an irreducible effective divisor, and let
represent the corresponding divisor class. We show that all the coefficients are non-negative. If D is not one of the generators above we have D.
These inequalities imply that m ≥ 0 and m ≥ m − a i ≥ 0, ∀i = 1, . . . , n. Hence m, a i ≥ 0, and we are done.
Proof. The nef condition and the generating set of N E(X) translates into the following set of inequalities on a nef divisor class D = aL − b i :
Now it is easy to see that we can decompose each D as a sum of the L − E i 's by using b i of L − E i and finally add a
2.1. Cohomology Vanishing for Nef Divisors on X. Note first that H 2 (D) = H 0 (K −D) = 0 by Serre duality, since K cannot be effective on X. We now turn to H 1 (D), by recalling a result of Harbourne [Har98] . Proof. The proof is done by induction on the number m of L − E i classes in the decomposition of D in the nef cone. For m = 0 we have D = kL and the result is trivial since h 1 (X, kL) = h 1 (P 2 , O P 2 (k)) = 0. So suppose m > 0 and w.l.o.g that L − E 1 occurs in the decomposition. Let C be a general member of
By the above lemma we get that h 1 (C, D| C ) = 0. Now we take the exact sequence
and the l.e.s gives us h 1 (D) = 0, since by the induction assumption we have
Generators For Cox(X).
We need some preparatory lemmas before we can find the generators for Cox(X) as a k−algebra.
The following lemma is ex. 17.18 in [Eis95] . We include the proof here by lack of reference Lemma 3.1 (Castelnuovo's base point free pencil trick). Let X be an algebraic variety over a field k, let F be any sheaf of O X -modules on X, let L be an invertible sheaf on X and V a twodimensional base-point free subspace of
Proof. Since L is generated by global sections, there exists generators s 1 , s 2 ∈ V that generates L locally everywhere. Taking the Kozul complex of the sequence s 1 , s 2 , we get the following exact sequence
which is exact since V is basepoint free. Now, L is locally free, so we may tensor the sequence with
and taking the long exact sequences of cohomology we have
C is an irreducible rational curve, and so h 1 (C, O C (−1)) = 0 by Riemann-Roch. Taking the long exact sequence of 0
Now deg D| C = D.C = −1, and (n − 1)L − E 1 is nef for n ≥ 1, so the first and third cohomology groups vanish and so H 1 (D) = 0, by exactness.
We now proceed to find generators for Cox(X). We first choose some generators e 1 , . . . , e n for the 1-dimensional vector spaces H 0 (E i ), for i = 1, . . . , n. Also, let l be a generator for H 0 (L − E 1 − . . . − E n ). We now consider generators for classes generating the nef cone. These are of course of the form L − E i , and since H 0 (L − E i ) is 2-dimensional, we need in addition to the section le 1 · · · e i−1 e i+1 · · · e n , a new section s i to form a basis. Suppose we choose these sections such that their projections to P 2 are as the three lines shown in figure 1. That is, we choose a point q ∈ P 2 , and for each i take a section corresponding to the strict transform of the line going through q and p i . We now claim that these sections generate Cox(X).
Proposition 3.3. Let X be the blow-up of P 2 in n distinct points on a line. Then there is a multigraded surjection p : k[l, e 1 , e 2 , . . . , e n , s 1 , s 2 , . . . , s n ] → Cox(X).
Proof. We follow the strategy of [BP04] . Let D be an effective divisor on X. We first show that we may take D to be nef. Indeed, suppose E is a negative curve such that D · E < 0 and let s E be the corresponding section in H 0 (E). Then multiplication by s E induces an isomorphism
where a, a i ≥ 0. Note that all the nef cone generators of the form L − E i are indeed basepoint free pencils, so we may apply lemma 3.1. We proceed by induction on n and a 1 + . . . + a n . Case 1: a i ≥ 2 for some 1 ≤ i ≤ n. Suppose this is a 1 ≥ 2. First of all, H 1 (D − 2(L − E 1 )) = 0, by nefness, and so we get by Castelnuovo's basepoint free pencil trick a surjection
Now the claim follows by induction on a 1 + . . . + a n . Case 2: a i = 1 for some 1 ≤ i ≤ n and a ≥ 1. For the case D.E 1 = 1 we need the exact sequence
The first H 1 is zero since D−2Q−E 1 = (a−1)L+a 2 (L−E 2 )+. . .+a n (L−E n ) is nef, while the last one is zero since h 1 (P 1 , O P 1 (−1)) = 0 by Riemann-Roch. Exactness gives H 1 (O X (D − 2Q)) = 0, and we get a surjection as above by the basepoint free pencil trick. Case 3: a i = 0 for some 1 ≤ i ≤ n . Here we must have say, D.E n = 0, and
where π : X → X ′ is the morphism contractcting E n and X ′ is a rational surface isomorphic to the blow-up of P 2 in the points p 1 , . . . , p n−1 . For n = 2, the result is clear since Cox(X) is the polynomial ring k[e 1 , e 2 , l 12 , s 1 , s 2 ] by [Cox95] . Now, by induction on n a generating set of Cox(X ′ ), is l ′ , s ′ 1 , . . . , s ′ n−1 , e ′ 1 , . . . , e ′ n−1 , and we have π * (e ′ i ) = e i , π * (s ′ i ) = s i and π * (l ′ ) = le n . Hence we can choose a basis of H 0 (X, O X (D)) of monomials in the variables {l, e i , s i } i=1,...,n . Case 4: D = nL − E 1 − . . . − E n . This is the case a 1 = · · · = a n = 1, a = 0 above. Note that we have an exact sequence
Taking the long exact sequence and using the fact that H 1 (X, nL − 2E 1 − . . . − E n ) = 0 by the lemma, we get
is generated by the above sections, so we need only show that H 0 (X, nL − E 1 − . . . − E n ) has two sections that restricts to a basis of H 0 (E 1 , O E 1 (1)).
Consider the sections s = s 1 (s 2 s 3 · · · s n ) and t = le 2 · · · e n (s 2 s 3 · · · s n ). Now, s meets the line E 1 in the intersection between s 1 and E 1 , while t meets E 1 in the intersection with l. Recall that s 1 was defined as the pullback of a line through p 1 , q ∈ P 2 , where q was not lying on the line C. These lines have different tangent directions through p 1 which implies that s 1 meets e 1 in a different point than l in the blow-up. Hence the two sections s, t vanish at different points on E 1 and hence restrict to linearly independent sections of H 0 (E 1 , O E 1 (1)).
Lemma 3.4. The ideal I is generated in degrees corresponding to nef divisor classes.
Proof. Suppose D is an effective divisor class, and that there is a negative curve E such that D.E < 0. Then this implies that E is a component of D and hence every monomial in R D is divisible by x E , the monomial corresponding to E. Hence any relation in I D can be written as a product of x E and a relation in I D−E . Now the claim follows by induction on the number of fixed components of D.
Relations
Now, consider the divisor class L. h 0 (L) = 3, while there are n + 1 monomials of degree L in k[l, e 1 , e 2 , . . . , e n , s 1 , s 2 , . . . , s n ] :
s 1 e 1 , s 2 e 2 , · · · s n e n , le 1 e 2 e 3 · · · e n Hence there are n − 2 linear dependence relations between them. Consider again the projection of these sections in figure 1. Of course any three of these these lines are linearly independent and
it follows that we have relations of the following form: g 1 = s 1 e 1 + a 1 s n−1 e n−1 + b 1 s n e n = 0 g 2 = s 2 e 2 + a 2 s n−1 e n−1 + b 2 s n e n = 0 . . . . . . (4.1) g n−2 = s n−2 e n−2 + a n−2 s n−1 e n−1 + b n−2 s n e n = 0 where all of the coefficients a i , b i are non-zero. We denote the ideal generated by these relations by J. The leftmost terms above are underlined since as the next lemma shows, they form an initial ideal for J.
Lemma 4.1. The set {g 1 , . . . , g n−2 } is a Gröbner basis for J with respect to the graded lexicographical order, and in J = (s 1 e 1 , . . . , s n−2 e n−2 ) is an initial ideal of J.
Proof. It is well-known (e.g see [AL94] ) that a collection of polynomials with relatively prime leading terms is a Gröbner basis for the ideal they generate. Proof. We show that I D = J D for all nef classes D = mL − a 1 E 1 − a 2 E 2 − . . . − a n E n , where m ≥ a 1 + . . . + a n . Note that since J ⊆ I, we have in any case a multigraded surjection 
To calculate dim k R/J D , we use the Gröbner basis for J. Since the hilbert function is preserved when going to initial ideals, we have
Now, any monomial m in R/(s 1 e 1 , . . . , s n−2 e n−2 ) D corresponds to a way of writing D as a nonnegative sum of divisor classes from
such that not both L − E i and E i occurs in the sum for i = 1, . . . , n − 2. Thus the problem of finding dim k (R/J) D reduces to the following counting problem: finding the number of nonnegative solutions of
. . . . . . s n + l − e n = a n such that s i · e i = 0 for i = 1, . . . , n − 2.
Here, by horrible abuse of notation, the numbers s i , e i , l represents respectively the non-negative
. − E n in the sum. Note the apparent lack of symmetry here compared to equation (4.2). Now, fix l ≥ 0 and subtract l from each of the equations in (4.3) to get
. . . . . .
We count the number of non-negative solutions S(l) to this system. First we claim that
for l ≤ m. This is by induction on l: For l = 0, this is the nef condition on D. Now, increasing l by one decreases the left hand side by one, and if there is some a i − l > 0, then max(a i − l, 0) is decreased by also 1, if not, the right hand side is zero, so in any case the inequality is preserved. Now, note that s i for 1 ≤ i ≤ n−2 is completely determined by s i .e i = 0, in fact s i = max(a i −l, 0). Hence by the first equation in (4.4) we are looking for non negative solutions to
such that s n ≥ max(a n − l, 0) and s n−1 ≥ max(a n−1 − l, 0), of which there are in total
Hence the total number of solutions to (4.3) is (a n − i) = m + 2 2 − a 1 + 1 2 − a 2 + 1 2 − . . . − a n + 1 2 .
This finishes the proof that I = J. Now, from [BP04, Remark 1.4] we have dim Cox(X) = n + 3, furthermore by Proposition 3.3 we have that codim Cox(X) = (2n + 1) − (n + 3) = n − 2, which is exactly the number of relations in I.
Corollary 4.3. The ring Cox(X) is a Koszul algebra and is Gorenstein.
Proof. It is well known that any G−quadratic algebra is Koszul and that any complete intersection is Gorenstein. Note that (g 1 , . . . , g n−2 )∩k[s 2 , . . . , s n , e 2 . . . , e n , l] = (g 2 , . . . , g n−2 ) since {g 1 , . . . , g n−2 } is a Gröbner basis. Then the above lemma can be applied inductively, to prove that J is prime (take x 1 = e 1 , g = s 1 , h = a 1 s n−1 e n−1 + b 1 s n e n ). For n = 3, the result is obvious. Then, since I ⊆ J are two prime ideals with the same Krull dimension, it follows that they are in fact equal.
