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Resumen. Para el funcionamiento ideal de un sistema tutor inteligente es in-
dispensable poder estimar el nivel de habilidad de los estudiantes de acuerdo a 
objetivos complejos de aprendizaje. En este trabajo se propone una arquitec-
tura para la evaluación del nivel de habilidad del estudiante, basada en la teoría 
de la utilidad multiatributo, utilizando como operador de agregación a la integral 
de Choquet. El método toma en cuenta los objetivos de aprendizaje planteados 
por el tomador de decisiones (académicos, representantes instituciones, etc.) re-
presentados por relaciones complejas que se pueden dar entre los criterios consi-
derados para la evaluación.
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1 Introducción
Los sistemas tutores inteligentes (ITS por sus siglas en inglés) dan un complemento a
la educación formal, permitiendo a los estudiantes reforzar sus conocimientos a su
ritmo, con libertad de horarios y de lugar de trabajo. La personalización de las activi-
dades propuestas por el ITS es un factor clave para su aprovechamiento [1]. En [2] se 
señalan tres problemas principales en la personalización de actividades: la estimación 
de la dificultad de los ejercicios, el algoritmo de personalización y la estimación del 
nivel de habilidad del estudiante. En este trabajo se propone un método para la estima-
ción del nivel de habilidad del estudiante, para su aplicación en la plataforma Sofía XT.
Sofía XT es una plataforma desarrollada e implementada en México como comple-
mento a la enseñanza clásica, buscando mejorar las habilidades matemáticas y fomentar
el interés en ellas para los grados de enseñanza básica. Actualmente se utiliza en dife-
rentes instituciones, tanto públicas como privadas [3]. El desempeño de Sofía XT de-
pende en gran medida de la medición de la evolución del estudiante, por lo que la esti-
mación del nivel de habilidad del estudiante es fundamental.
Establecer los criterios que permitan evaluar el nivel de habilidad de los estudiantes 
es una tarea compleja que requiere el manejo de niveles de abstracción elevados [4].
Típicamente este cálculo se realiza utilizando el modelo de Rasch [5] o una versión 
modificada de éste [6], sin embargo estos métodos no se ajustan a los criterios particu-
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lares de cada institución. Por ejemplo, en educación matemática hay estudios que mues-
tran que la ansiedad matemática puede causar bajos desempeños [7] mientras que otros 
sustentan un punto de vista opuesto en el cual, es el bajo desempeño matemático lo que 
causa la ansiedad matemática [8].
La teoría de la utilidad multiatributo (MAUT) es una metodología adecuada para 
asignar un valor global a una situación que puede ser observada desde diferentes puntos 
de vista, tomando en cuenta, además, que dichos puntos de vista pueden ser de muy 
diferente naturaleza [9].
La contribución principal de este trabajo es la propuesta de una arquitectura para la 
evaluación del nivel de habilidad de los estudiantes después de realizar actividades en 
Sofia XT, en el cual los tomadores de decisión (académico, responsables institucionales 
o escolares, …) puedan expresar las relaciones complejas por las cuales medir el nivel 
de habilidad de acuerdo a diferentes criterios. 
El artículo se organiza de la siguiente manera: En la siguiente sección se presenta la 
idea general de la metodología MAUT de ayuda a la decisión. En la sección 3 se pre-
senta la operación general de la plataforma y la arquitectura del sistema de evaluación
del nivel de habilidad propuesto. En las secciones 4 y 5 se presentan los operadores
propuestos para el cálculo de los indicadores de desempeño marginales y globales res-
pectivamente. Por último, se presentan las conclusiones, así como los trabajos futuros.
2 Metodología MAUT
Sea ܺ ك ଵܺ × ܺଶ ×ڮ× ܺ௡, ݊ ൒ 2, un conjunto de situaciones de interés descrito por 
un conjunto ܰ = {1, 2, … ,݊} de atributos, los cuales se denominan índices. La inten-
ción, dentro de la MAUT, es modelar las preferencias de un tomador de decisión (DM) 
representada por un operador binario غ en ܺ, por medio de una función global de uti-
lidad ܷ: ܺ ՜  [0,1] tal que
ݔ غ ݕ ฻ ܷ(ݔ) ൒ ܷ(ݕ),     ׊ݔ, ݕ א ܺ.
La función ܷ es generalmente determinada a partir de la información proveniente del 
DM mediante la cual expresa sus preferencias sobre un subconjunto relativamente pe-
queño y prototípico de situaciones y de atributos. La función global de utilidad ܷ es 
entonces una representación numérica de la relación غ en ܺ y puede utilizarse como un 
modelo del conocimiento experto del DM.
El operador binario de preferencia غ es una relación completa y transitiva. El modelo 
MAUT más general es el llamado modelo transitivo decomposable, propuesto por 
Krantz [7]. En este, ܷ se obtiene por 
ܷ(ݔ) = ݃(ݑଵ(ݔଵ),ݑଶ(ݔଶ), … ,ݑ௡(ݔ௡)), ׊ݔ = (ݔଵ, ݔଶ, … , ݔ௡) א ܺ, 
donde las funciones ݑ௜: ௜ܺ ՜  [0,1] se conocen como funciones marginales de utilidad, 
y la función no decreciente ݃: [0,1]௡ ՜  [0,1] es llamada operador de agregación. 
La capacidad de descomponer el proceso de calificación en dos etapas depende de 
la selección de las funciones ݑ௜ las cuales deben de ser conmensurables. Dos funciones 
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de utilidad marginal son conmensurables si los criterios son similares en cuanto a mag-
nitudes, esto es que, de acuerdo al tomador de decisiones, los atributos ݅ y ݆ cumplen 
en el mismo grado con sus criterios marginales.
3 Arquitectura propuesta
La plataforma Sofía XT funciona en términos generales de la siguiente manera: 
1. En base a la información de registro, al estudiante se le asigna un nivel de habilidad 
por cada concepto y en base a su nivel, el sistema habilita los conceptos que el estu-
diante puede seleccionar. 
2. Una vez que el estudiante selecciona un concepto, se genera una actividad, que con-
siste en 5 ejercicios en orden creciente de dificultad, a partir del conjunto de ejerci-
cios asociados al concepto.
3. El estudiante realiza la actividad y se reevalúa el nivel de habilidad del estudiante 
sobre el concepto y se asignan recompensas para el estudiante, en relación a su pro-
greso. 
a. Si el estudiante no cumple con un nivel de habilidad mínimo, se le presenta la 
opción de seleccionar uno de los conceptos antecedentes al actual. 
b. En caso que el estudiante tenga un nivel de habilidad alto en este concepto, se le 
presenta una selección de conceptos adecuados a su nivel.
c. En otro caso se mantiene la misma selección de conceptos.
Un método de estímulos y recompensas busca guiar al estudiante, al mismo tiempo 
que le brinda la libertad de tomar decisiones sobre su aprendizaje, convirtiéndolo en un 
sujeto activo en la toma de decisión. Este método de estímulos funciona basado en un 
avatar, y la otorgación de créditos para que los estudiantes personalicen su avatar. De 
acuerdo a lo observado por los profesores, el sistema de créditos ha estimulado en los 
estudiantes el uso de la plataforma.
La base para la operación correcta de la plataforma es la estimación del nivel de 
habilidad del estudiante, la cual se realiza tomando en cuenta el nivel de habilidad an-
terior y la evaluación de la última actividad. En dicha evaluación es donde se requiere 
expresar los objetivos de aprendizaje.
En la Fig. 1 se presenta un esquema con la adaptación del método MAUT, propuesto 
para la calificación de las actividades resueltas por estudiantes. Una vez que un estu-
diante resuelve una actividad, se genera un vector de cinco entradas ஺ܺ =
[ݔଵ, ݔଶ, ݔଷ, ݔସ, ݔହ, ], las cuales a su vez son estructuras complejas de datos. La estructura 
de la entrada incluye como información, el identificador del estudiante que la realizó 
݁(ݔ௞), la dificultad del problema ݀(ݔ௞), el tiempo en segundos que tardó en realizar el 
problema ݐ(ݔ௞) y los intentos que requirió el estudiante para realizar el problema ݅ (ݔ௞),
además de la información genérica de la actividad. Esta información se procesa para 
obtener dos conjuntos de datos: por una parte, se obtiene un conjunto de atributos es-
pecíficos a la actividad realizada, los cuales servirán para la calificación como atributos 
en un proceso MAUT; por otra, un conjunto complementario de datos (concepto, grado, 
área de conocimiento), para establecer los criterios de los indicadores de desempeño 
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marginal. Los atributos específicos a la actividad son la dificultad, el tiempo utilizado
y el número de intentos realizados por cada uno de los ejercicios, definidos por തܺ௞  =
 (d(ݔଵ), ݐ(ݔଵ), ݅(ݔଵ), … , d(ݔହ), ݐ(ݔହ), ݅(ݔହ)).
Fig. 1. Arquitectura tipo MAUT de evaluación de actividades
Estos atributos son llevados a las diferentes funciones ݑ௜ las cuales se designan como 
indicadores marginales de desempeño (MPI). Los MPI se pueden tratar y analizar como 
funciones de pertenencias, las cuales definen 15 subconjuntos borrosos. Si bien, se cal-
cula cada uno independiente de las otras mediciones de la actividad, debido al requeri-
miento de conmesurabilidad de índices en el proceso MAUT, todos los MPI similares 
serán calculados de la misma forma. Así, los MPI se calculan como funciones de per-
tenencia difusas parametrizadas a partir del conjunto complementario de datos.
Una vez que los datos se han tratado, se obtiene un vector de indicadores, los cuales 
se van a utilizar para generar un indicador global de desempeño. Los operadores de 
agregación ݃ son funciones globalmente estrictamente crecientes, tales que 
݃(0, … , 0) = 0 y ݃(1, … ,1) = 1. En las secciones siguientes se desarrollan los indica-
dores marginales y global de desempeño propuestos.
4 Indicadores marginales de desempeño
Se desarrollaron 3 tipos básicos de funciones de pertenencia borrosas: la dificultad, el 
tiempo utilizado para contestar el reactivo y el número de intentos realizado. 
El grado de dificultad de cada ejercicio se calcula en forma estadística, modelando 
el grado de dificultad de los reactivos como una variable aleatoria normal ࣨ(0,1),
donde ݀(ݔ௞) =  0 es la dificultad media de los ejercicios. A partir de esta información, 
el MPI respecto a la dificultad de un reactivo se puede realizar como una aproximación
de la función de probabilidad dada por
ݑଷ௞ିଶ(d(ݔ௞))  =  ଵଶ ቀ1 + sign(d(ݔ௞))൫1 െ ݁
ିଶd(௫ೖ)/గ൯ଵ/ଶቁ.
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Para el cálculo de los MPI correspondientes al tiempo que le tomó al estudiante realizar 
el reactivo, es necesario parametrizar en relación a los datos complementarios (el con-
cepto, subtema y grado), debido a que estos difieren entre sí. Como podemos observar 
en el ejemplo de la Fig. 2, la distribución de los tiempos presenta una regularidad entre 
todos los conceptos, variando su valor medio en función del nivel de dificultad del con-
cepto. 
Fig. 2. Distribución del tiempo de resolución del subtema Números naturales de cuatro cifras
Fig. 3. Índices marginales de desempeño en tiempo para el subtema Números naturales de cua-
tro cifras
Sea ߮௧஼ el número de ocurrencias en que el conjunto de entradas históricas pertenecien-
tes al concepto ܥ tuvo un intervalo de tiempo de resolución ݐ, en segundos. El cálculo 
de los MPI de tiempo se realiza mediante
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ݑଷ௞ିଵ ቀݐ൫ݔ௜,௞൯ቁ = 1െ
σ ߮௞஼
ہ௧(௫ೖ)ۂ
௞ ୀ ଵ
σ ߮௧஼׊௧
.
Si bien el índice propuesto solo contempla tiempos en una granularidad de segundos, 
esta parece ser una escala de detalle suficientemente suave, tal como se aprecia en la 
Fig. 3.
En la Fig. 4 podemos ver el número de intentos de los 6 conceptos que conforman 
el subtema Números naturales de cuatro cifras de tercer grado. La gran mayoría de las 
entradas se resolvió en el primer intento como se puede observar. Otro comportamiento 
interesante de observar es el número de entradas que registran 0 intentos. En la plata-
forma Sofía XT los estudiantes pueden decidir saltar un ejercicio sin resolverlo, a pesar 
de las ayudas ofrecidas. Cada vez que un estudiante salta un ejercicio, su número de 
intentos se marca como 0. Si bien en algunos conceptos revisados existe un número 
mayor que 4 de intentos significativos, estos nunca (en todos los conceptos de la plata-
forma) son mayores a 10. 
Fig. 4. Distribución de intentos del subtema Números naturales de cuatro cifras
Sea ߠ௜஼ el número de entradas del concepto ܥ que se registró con ݅ intentos, entonces 
el índice de desempeño marginal se define como
ݑଷ௞(݅(ݔ௞)) = ൞
       ݅(ݔ௞),                         si  ݅(ݔ௞) < 2,
ቆ
ߠ௜(௫ೖ)
஼
σ ߠ௟஼ଵ଴௟ୀ଴
ቇ
ଵ/௥
,   en otro caso,
 
donde ݎ ൒  1 es una constante de autoestima. Entre mayor sea el valor de ݎ, menor será 
la exigencia del entorno de aprendizaje para que los estudiantes resuelvan los ejercicios 
al primer intento. Como se observa en la función, solamente si se resuelve el ejercicio 
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en el primer intento, el valor del índice será de 1 y solamente si el estudiante decidió 
no resolver el ejercicio se asignará el valor de 0. 
5 Indicador global de desempeño
Una vez procesada la información de la actividad por los MPI se obtienen quince valo-
res de desempeño marginal. Éstos se arreglan de la forma siguiente:
ݑ = (݀ଵ, ݐଵ, ݅ଵ, … ,݀ହ, ݐହ, ݅ହ),
donde ݀௞ , ݐ௞ y ݅௞ representan al valor del MPI de dificultad, tiempo e intentos de la 
entrada ݇ de la actividad a calificar. Usualmente, las actividades de estudiantes se eva-
lúan por medias ponderadas. Esto implica que las relaciones entre la dificultad, el 
tiempo y los intentos de un mismo ejercicio, o entre los ejercicios de la actividad se 
consideran irrelevantes para la evaluación. Sin embargo, en [10] y [11] se muestra con 
ejemplos que aún en casos muy sencillos, esta hipótesis no se cumple generalmente.
En este trabajo se propone como operador de agragación la integral de Choquet. Sea 
ܰ = {1, 2, … ,݊} el conjunto de ݊ índices, de manera que cada índice represente a un 
atributo de una situación ݔ =  (ݔଵ, ݔଶ, … , ݔ௡) א ܺ. Una capacidad borrosa es una fun-
ción del conjunto potencia de ܰ al intervalo unitario, ߤ: ࣪(ܰ) ՜  [0, 1] que satisface 
las condiciones siguientes:
x ߤ(׎) = 0, ߤ(ܰ) = 1 (condiciones de frontera);
x para todo ܵ,ܶ ك ܰ, tal que ܵ ك ܶ entonces ߤ(ܵ) ൑ ߤ(ܶ) (monotonía).
Para cada subconjunto de índices ܵ ك ܰ, el número ߤ(ܵ) representa el peso o importan-
cia de ܵ. La monotonía de ߤ significa que el peso o importancia de un subconjunto de 
índices no puede disminuir si se agregan nuevos índices. La integral de Choquet re-
specto a una capacidad ߤ es una función ܥఓ: [0, 1]௡  ՜  [0, 1] definida por
ܥఓ(ݔ)ؔ  ෍ݔఙ(௜)ൣߤ൫ܣఙ(௜)൯ െ  ߤ൫ܣఙ(௜ାଵ)൯൧
௡
௜ୀଵ
,
donde ߪ =  (ߪ(1), … ,ߪ(݊)) es una permutación de ܰ tal que ݔఙ(ଵ) ൑  ݔఙ(ଵ) ൑ ڮ ൑
ݔఙ(௡). Igualmente, para todo ݅ א ܰ, ܣఙ(௜)  =  {ߪ(݅), … ,ߪ(݊)} y ܣఙ(௡ାଵ) = 0.
El análisis del comportamiento de la integral de Choquet en cuanto a relevancia de 
criterios e interacciones, se hace mediante dos de los índices más reportados en la lite-
ratura. Para evaluar la importancia de cada uno de los atributos respecto a los demás, 
utilizamos los valores de Shapley, definidos como
߶ఓ(݅) ؔ ෍
(݊ െ |ܶ| െ 1)! |ܶ|!
݊! ൫ߤ(ܶ ׫ {݅})െ ߤ(ܶ)൯
்كேି{௜}
,
y pueden verse como el valor promedio de la contribución marginal de ݅ a todas las 
capacidades. 
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La interacción básica entre dos índices ݅ y ݆ se puede obtener calculando la diferencia 
[ߤ({݅, ݆})] - [ߤ({݅}) + ߤ({݆})]. Si la diferencia es positiva, se dice que son complemen-
tarios; si la diferencia es 0 se dice que son independientes; y si la diferencia es negativa, 
se dicen redundantes. La idea básica del valor de Shapley se puede generalizar a la 
relación con los dos índices, permitiendo calcular un valor de interacción de la forma
ܫఓ(݅, ݆) = ෍
(݊ െ |ܶ| െ 2)! |ܶ|!
(݊ െ 1)! [ߤ(ܶ ׫ {݅, ݆}
்كேି{௜,௝}
െ ߤ(ܶ ׫ {݅})െ ߤ(ܶ ׫ {݆}) + ߤ(ܶ)] .
El valor ܫఓ(݅, ݆) א [െ1, 1] puede por lo tanto ser considerado como el promedio de la 
interacción marginal de ݅ y ݆, cuyo valor es 1 si existe una complementariedad máxima 
y -1 si los índices son completamente redundantes.
Frente a problemas de evaluación, es poco factible solicitar a la institución o peda-
gogos reglas generales que permitan obtener el operador de agregación. Para los exper-
tos puede resultar más fácil expresar su conocimiento en casos concretos. En este tra-
bajo se propone un método interactivo donde los expertos expresen su conocimiento 
como relaciones de preferencias, que irán tomando una complejidad creciente a medida 
que se interacciona con el método de adaptación. El experto expresa su conocimiento a 
partir de ejemplos de actividades que pueden ser reales o casos prototípicos.
Sea ݑ y ݑᇱ dos actividades prototípicas descritas por un vector de MPI de dimensión 
15, se dice que ݑ debe estar mejor calificada ݑᇱ y se denota ݑ غ ݑᇱ si y solo si
ܥఓ(ݑ) െ ܥఓ(ݑᇱ) ൒ ߜ௖,
donde ߜ஼ es una constante pequeña. De la misma forma, se dice que dos actividades 
deben tener una calificación parecida (denotada por ݑ(௣) ׽஺ ݑ(௤)) siempre que
หܥఓ(ݑ)െ ܥఓ(ݑᇱ)ห ൑ ߜ௖.
Una vez establecido el conjunto de casos particulares y un orden parcial de ellos, se 
establece un orden entre los valores de importancia de los índices, lo que permite ex-
presar relaciones de importancia entre la dificultad de los ejercicios y la importancia 
del tiempo respecto a los intentos en cada ejercicio.
Se dice que un índice ݅ se prefiere respecto a un índice ݆ (݅ غே ݆) si ߶ఓ(݅)  െ
 ߶ఓ(݆) ൒  ߜௌ௛ donde ߜௌ௛es una constante muy pequeña. De la misma forma dos índices 
݅ y ݆ tienen una importancia semejante (݅ ׽ே ݆) si |߶ఓ(݅)െ ߶ఓ(݆)| ൑  ߜௌ௛.
Si es necesario, se pueden establecer criterios que fijen las interdependencias entre 
los diferentes criterios. La relación entre los índices ݅ y ݆ se obtiene directamente al 
imponer el criterio ܫఓ(݅, ݆) < 0 para redundancia ܫఓ > 0 para complementabilidad y 
|ܫఓ(݅, ݆)| < ߳ para independencia. Por otra parte, las relaciones de preferencia entre re-
laciones de índices, tales como ݅, ݆ غூ ݇, ݈ están dadas por ܫఓ(݅, ݆) െ ܫఓ(݇, ݈) ൒  ߜூ .
El proceso de especificación se hace en forma incremental, buscando representar 
cada vez un objetivo de aprendizaje más complejo. El método de construcción  de ݃ se 
desarrolló en el lenguaje estadístico R usando librería kappalab [9].
Con el fin de ilustrar el proceso de generación de operador de agregación se presenta 
un ejemplo ilustrativo, el cual se basa en cinco casos prototípicos representados en el 
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cuadro 1. El orden de preferencia establecido por el tomador de decisiones es ࢋଵ غ
ࢋଶ غ ࢋଷ غ ࢋସ غ ࢋହ. Este criterio busca fomentar la competitividad matemática.
Cuadro 1. Casos prototípicos del ejemplo ilustrativo
Estu-
diante
Índices marginales de desempeño
݀ଵ ݐଵ ݅ଵ ݀ଶ ݐଶ ݅ଶ ݀ଷ ݐଷ ݅ଷ ݀ସ ݐସ ݅ସ ݀ହ ݐହ ݅ହ
ࢋ૚ 0.2 0.4 0.9 0.4 0.4 0.9 0.6 0.4 0.5 0.8 0.4 0.5 1.0 0.4 0.5
ࢋ૛ 0.2 0.8 0.9 0.4 0.8 0.5 0.6 0.4 0.9 0.8 0.4 0.5 1.0 0.4 0.5
ࢋ૜ 0.2 0.8 0.5 0.4 0.8 0.9 0.6 0.4 0.9 0.8 0.4 0.5 1.0 0.4 0.5
ࢋ૝ 0.2 0.8 0.5 0.4 0.8 0.5 0.6 0.4 0.9 0.8 0.4 0.9 1.0 0.4 0.5
ࢋ૞ 0.2 0.8 0.5 0.4 0.4 0.5 0.6 0.8 0.5 0.8 0.8 0.9 1.0 0.4 0.9
Una vez parametrizada la integral de Choquet se evalúan los casos prototípicos ob-
teniendo la estimación del nivel de habilidad para cada estudiante siguiente: ݃(ࢋଵ) =
0.9, ݃(ࢋଶ) = 0.8, ݃(ࢋଷ) = 0.7, ݃(ࢋସ) = 0.6 y ݃(ࢋହ) = 0.5 respectivamente.
Con el fin de entender el comportamiento de la evaluación, se revisan los valores de 
Shapley en cada criterio y los índices de interacción. Dado que se desea establecer un 
criterio para que la plataforma promueva la competitividad matemática, se revisan prin-
cipalmente los índices que se relacionan con el número de intentos. Al obtener los va-
lores de Shapley se encuentra que ߶ఓ(݅ଵ) = 0.375, ߶ఓ(݅ଶ) = ߶ఓ(݅ଷ) =  0.125 y los 
valores de Shapley para los problemas con mayor dificultad ߶ఓ(݅ସ) = ߶ఓ(݅ହ) =  0.
Esta conducta es inaceptable desde el punto de vista de la competitividad matemá-
tica, ya que no le da importancia a requerir muchos intentos en los ejercicios de mayor 
dificultad. Con este fin se agrega al algoritmo de parametrización del operador de agre-
gación la consideración 
݅ଵ ׽ே ݅ଶ ׽ே ݅ଷ ׽ே ݅ସ ׽ே ݅ହ.
Una vez obtenida la nueva parametrización, se obtienen valores de Shapley 
߶ఓ(݅௞) = 0.125 para ݇ = 1, … , 5. Al recalcular los niveles estimados de habilidad ob-
tenemos lo siguiente: ݃(ࢋଵ) = 0.68, ݃(ࢋଶ) = 0.63, ݃(ࢋଷ) = 0.58, ݃(ࢋସ) = 0.53 y
݃(ࢋହ) = 0.48 respectivamente. Estas evaluaciones cumplen con todos los criterios es-
tablecidos y se ajustan mejor a las evaluaciones que consideran correctas los tomadores 
de decisiones. Es interesante resaltar que, al estudiar la relación de interacción entre 
índices, se encontró que el número de intentos entre los diferentes problemas son inde-
pendientes entre sí salvo por los ejercicios 3 y 5 en el cual ܫఓ(݅ଷ, ݅ହ) = 0.25.
6 Conclusiones y trabajos futuros
En este trabajo se propone un método basado en la metodología MAUT para la evalua-
ción del nivel de habilidad de un estudiante, en el cual los objetivos de aprendizaje se 
puedan establecer en términos de comparación de casos reales o prototípicos. El método 
propuesto utiliza la información histórica de la plataforma para establecer los índices 
de desempeño marginal, así como el conocimiento experto y las preferencias de los 
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tomadores de decisiones, a través de un método interactivo para construir un operador 
de agregación. Para esto último, se adaptó la metodología MAUT que permite expresar 
un conocimiento experto en función de relaciones particulares tanto entre niveles de 
habilidad de estudiantes como entre los criterios considerados para la evaluación.
Actualmente el método propuesto se encuentra en etapas de prueba en la plataforma 
Sofia XT. Con esta propuesta se espera poder personalizar la plataforma de enseñanza 
a las necesidades y objetivos de cada institución de enseñanza que la utilice.
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