Chronic extracellular recordings were obtained from cells of the medial septum and diagonal band of Broca in rats performing a simple behavioural task. The cells were found to display a variety of bursting patterns phaselocked to hippocampal theta rhythm to a greater or lesser degree. Among phase-locked cells, no systematic distribution in preferential phase could be found, and these cells were shown to maintain their preferential phase for extended periods. Cells were classified into those which showed signs of a broadening of the repolarization phase of their action potential ('inflected': putative cholinergic) and those without ('non-inflected': putative GABAergic). Non-inflected cells tended to fire rhythmic bursts while inflected cells mostly fired in an irregular fashion, although still significantly phase-locked to hippocampal theta. In neither population did the phase-locked cells show any coherent distribution of their preferential phase. Sixty-five per cent of the rhythmically bursting cells showed a significant correlation between the interburst frequency and the animal's running speed. Five cells displayed rhythmic activity only when the rat ran in a specific direction. These results have implications for models of septohippocampal function and the effects of variable septal rhythmicity on the production of hippocampal theta rhythm.
Introduction
There is now a wealth of evidence that the hippocampus is vital for spatial cognition in freely moving rats. Pyramidal cells of the hippocampus of the rat fire selectively in response to the animal's location in two-dimensional space (O'Keefe & Dostrovsky, 1971; O'Keefe & Nadel, 1978) . In addition, lesions of the hippocampus have been shown to be accompanied by deficits in the animal's ability to navigate in space (Morris et al., 1982) and learn spatial discriminations (Jarrard, 1978) .
Initial electrophysiological investigation of the hippocampus revealed the hippocampal theta rhythm (Green & Arduini, 1954) , a large (™ 1 mV), sinusoidal (6-10 Hz) oscillation that, in the awake animal, is related to voluntary movement (Vanderwolf, 1969) . Recent examinations of the relationship between place cell activity and the theta rhythm have revealed that the phase of theta rhythm at which a place cell fires varies systematically as the animal moves through the cell's spatial response field (O'Keefe & Recce, 1993; Skaggs et al., 1996) .
Following the discovery that lesions of the septal area abolished hippocampal theta rhythm (Green & Arduini, 1954) , extracellular recordings showed that cells in the medial septum and diagonal band of Broca (MS/DBB) fired in a rhythmically bursting manner in phase with hippocampal theta . The rhythmic activity of MS/DBB cells was also found to persist in the absence of theta oscillations in the hippocampus, leading to the conclusion that these cells acted as a pacemaker.
The pacemaker model was further developed in the light of later anatomical and physiological findings. These showed that the MS/ DBB is composed of two major populations of cells, one cholinergic and one GABAergic (Baisden et al., 1984; Köhler et al., 1984) . While the cholinergic cells project to both interneurones and pyramidal cells in the hippocampus, the GABAergic population synapses only on the interneurones (Freund & Antal, 1988) . Both of the models of septohippocampal function presented in recent years are based on evidence collected in anaesthetized or restrained animals and have assumed that both the cholinergic and GABAergic cell groups fire rhythmic bursts (Stewart & Fox, 1990; Lee et al., 1994) .
There is, however, evidence showing that anaesthetics affect the firing behaviour of MS/DBB cells. Administration of urethane leads to a decrease in the burst frequency of rhythmically bursting cells, and a drop in the number of spikes fired in each burst . Systemic injection of pentobarbital into restrained rabbits caused the frequency of rhythmically bursting cells to lower, and led to the elimination of theta bursts in cells with unstable rhythmicity (Brazhnik & Vinogradova, 1986 ). An experiment involving the administration of urethane anaesthesia, however, showed that the number of rhythmically bursting cells in the MS/DBB of restrained rats increased significantly over the unanaesthetized state, and the cells exhibited a higher variability of discharge rate in the latter condition . This was confirmed in a later study on restrained rats (Sweeney et al., 1992) , which also found that the percentage of rhythmically bursting cells was far higher during paradoxical sleep (94%) than during wakefulness with hippocampal theta rhythm (64.2%) and particularly low during slow wave sleep (8%).
Apart from the experiments conducted by Ranck (1976) , all the unit studies of the MS/DBB have been conducted in anaesthetized or restrained animals. As the data discussed above indicate that the rhythmic behaviour of MS/DBB cells is altered significantly by anaesthesia, and the generation of theta rhythm in rodents is closely linked to voluntary motor activity (Vanderwolf, 1969) , further developments in the understanding of septohippocampal function must include evidence from awake animals allowed to move freely.
Any functional differences between the GABAergic and cholinergic cell groups are clearly a matter of great interest. Cholinergic cells are known to display a broadened action potential (AP) associated with a prominent slow afterhyperpolarization (sAHP), whereas GABAergic cells have a short AP and a fast afterhyperpolarization (fAHP) (Griffith & Matthews, 1986; Markram & Segal, 1990; Gorelova & Reiner, 1996) . Matthews & Lee (1991) raised the possibility of distinguishing these two populations on the basis of their extracellular waveform. They found, in a slice preparation, that the first derivative of the intracellular AP waveform of a cell with an sAHP was characterized by a 'hump' in the repolarization phase. A hump of very similar proportions was found in the extracellular waveform of slow-firing cells with a long AP duration. Likewise, the first derivative of the AP of fAHP cells was very similar to the extracellular waveform of rapid-firing, short action-potential duration cells. The intra-and extracellularly recorded sAHP/hump cells showed corresponding responses to Cd 2ϩ and apamin, as did the fAHP/no-hump group.
In this experiment we sought to explore the firing properties of MS/DBB cells under behavioural conditions to discover whether any systematic relations existed between the cells' firing patterns, the cell type and elements of the animals' behaviour. A subset of these results have been reported in abstract form (King & Recce, 1995) .
Methods

Electrode construction
Microelectrodes were constructed from 5 ϫ 10 -4 in diameter Rediohm-800 wire supplied by H. P. Reid (PO Box 352440, Palm Coast, FL 32135-2440, USA) , coated with polyamide insulation. This wire was used to create bundles, each consisting of four electrodes.
Two electrode bundles were loaded into a microdrive apparatus and were arranged so that they were spaced 300-500 µm in the vertical plane and had as small a horizontal separation as possible. The ends of the electrodes were plated with gold sufficient to bring the electrode's impedance in saline down below 500 kΩ.
EEG electrodes were constructed from 75-µm-diameter stainlesssteel wire coated with PTFE insulation (Advent Research Materials Ltd, Halesworth, Suffolk IP19 8DD, UK). The ends of the electrodes were plated with gold in a similar fashion to the microelectrodes described above. Typically, impedances well below 50 kΩ were obtained in this fashion.
Surgery
Fourteen adult male Hooded Lister rats were used. They weighed 250-400 g and were anaesthetized using an isofluorane/N 2 O/O 2 mixture. Rectal temperature and heart rate (which provided a measure of depth of anaesthesia) were monitored throughout the operation.
© 1998 European Neuroscience Association, European Journal of Neuroscience, 10, [464] [465] [466] [467] [468] [469] [470] [471] [472] [473] [474] [475] [476] [477] After the operation the animal was given a dose of Temgesic® to provide postoperative analgesia Four stainless steel screws with a diameter of 2.6 mm were screwed into holes in the occipital and frontal bones to act as anchors. One screw, with a ground lead attached, was screwed into the right parietal hole.
The microelectrodes mounted on the microdrive were implanted 0.5 mm anterior to the bregma in the mid-line and lowered to a depth of 4.5 mm, so that the electrode tips were situated 1-1.5 mm above the medial septum. The EEG electrodes were implanted into the hippocampus at 4 mm posterior to bregma and 2.5 mm lateral to the mid-line at a depth of 3 mm so that the deep electrode was situated in the dentate gyrus and the superficial one in the upper layers of CA1. This was subsequently verified at the start of recording by observing the presence of a 180°phase-shift in the EEG recorded from the two electrodes. All EEG recordings used the signal from the deep (dentate) electrode.
After the operation the rats were kept one to a cage, weighed and inspected daily. Feeding was restricted so that their weight gain was about 10 g/week until they reached 400 g when weight gain fell off to 2-5 g/week. This was generally sufficient to ensure motivation for the behavioural requirements of the experiment. The environment was maintained on a 12 h/12 h light/dark cycle.
Recording technique
Recording began after approximately 1 week. The eight electrodes were used in differential mode to produce four signal channels. As each electrode occupied a unique position relative to the source of the action potentials, the size and shape of the resultant waveform was different on each channel, thus providing a unique signature for each source of action potentials. This allowed separation of multiple units in those circumstances when many sources were active at the same time (McNaughton et al., 1983; Recce & O'Keefe, 1991) .
The signal from the septal electrodes was amplified and band-pass filtered between 800 and 10 kHz, while the monopolar EEG signal was low-pass filtered at 125 Hz. Both were then digitized with 12-bit resolution, with sampling rates of 50 kHz and 250 Hz, respectively. At the same time, the position of the rat was continuously monitored by means of a small light fixed to the headstage assembly and a video camera placed above the recording area. The output of this camera was fed to a tracking computer (HVS Image VP112) which scanned the video image and encoded the Cartesian position of the light with 8-bit resolution at a rate of 50 Hz. The data were analysed off-line.
Behavioural tasks
The rat was required to run along a 4.5 cm wide by 180 cm long wooden track raised ™ 30 cm above floor level. Food reward was placed at both ends of the track and the rat was trained to run to one end of the track, eat the food and then turn round, run to the other end and repeat the process.
Measurement of brain temperature
In order to test whether the brain temperature of the rat altered significantly while it ran on the linear track, a fast-response (10 ms) thermocouple was implanted in the cortex above the MS/DBB after having been stiffened and insulated with epoxy glue. This was connected (using identical metals to avoid the formation of spurious thermoelectric effects) to a specialized thermocouple amplifier (Analogue Devices AD595AQ), which also provided thermal compensation and was mounted on the rat's head in a similar fashion to the microelectrode headstage. The signal from this thermocouple/ amplifier combination was factory-set at 10 mV/°C with a gain error of Ϯ 1.5%. This was checked before implantation and after removal and found to be accurate (within the limits of the mercury thermometer used). The output from the amplifier was filtered at 0-100 Hz with a 50 Hz notch filter and amplified before being fed to the digitizer usually used for EEG recording.
Histology
At the end of the experiment the rats were perfused with 4% formaldehyde, the brains removed and allowed to fix for a week before slicing and staining with cresyl violet. In all cases, there was sufficient gliosis or local tissue damage around the electrode track for it to be found and charted. Figure 1 shows the location of the electrode tracks in the MS/DBB. Only one track was made per animal. The hippocampus was examined to verify that the EEG electrode was positioned in the molecular layer of the dentate gyrus.
Data analysis
In those cells displaying rhythmic bursts, we attempted to isolate individual bursts for further analysis. The spike times were examined sequentially from the beginning of a dataset and the spikes were grouped into collections of spikes in which the interspike interval (ISI) did not exceed a threshold, which was determined by examining the ISI distribution. Cells that fire bursts have a bimodal distribution of their ISIs, with the first peak occurring at the ISI of spikes within a burst and the second at the interval between bursts. For this method, a threshold value corresponding to the trough between these two peaks was used.
The correlation between unit firing and the phase of the hippocampal theta rhythm was computed for each spike. The EEG was modelled as a set of independent sinusoidal waves, where the transition from one wave to the next occurred near the positive to negative zero crossing. The time corresponding to this transition was computed by finding the best match between the negative half of a single-period sine wave and segments of the EEG. Each wave was extracted in sequence from the beginning of the dataset. The initial half sine wave template had a wavelength of 100 ms and began at the end of the last cycle. The wavelength and the onset time of the template were changed in the direction that decreased the sum of the squares of the difference between the template and the EEG. Changes were made until no increase or decrease of 1 ms in either parameter improved the fit. The beginning of the EEG cycle was taken to be the starting point of the template, and the phase was scaled to match the instantaneous frequency of the best fit sinusoidal template. After the EEG phase of each spike was found, the mean phase and the mean resultant length, a measure of the degree of deviation from the mean (eccentricity), were determined using methods described by Mardia (1972) .
Results
Firing behaviour
A variety of classifications have been proposed for MS/DBB cells, but the most comprehensive one is that first described by Gaztelu & Buño (1982) and confirmed by Alonso et al. (1987) . It was found that this classification scheme was well suited to categorize all the 74 cells recorded in freely moving rats in this study.
The cells were divided into three major groups. Type 1 cells show rhythmicity in their autocorrelograms and are phase-locked to theta rhythm. This group was further subdivided according to the properties of the cells' bursts. Type 1a cells ( Fig. 2 ; n ϭ 8, firing rate 30.3 Ϯ 15.4 Hz) fire relatively long bursts with clear interburst intervals which show up as a secondary peak in the interspike interval (ISI) histogram. Type 1b cells ( Fig. 2 ; n ϭ 15, firing rate 21.6 Ϯ 22.5 Hz) fired much shorter bursts (often only a single spike), their autocorrelation histograms showed a higher peak/trough ratio and the secondary peak in the ISI histogram was higher in relation to the primary peak. The median intraburst firing frequency of cells that fired in discrete bursts (types 1a and 1b) averaged 138.2 Ϯ 38.87 Hz. The firing behaviour of type 1c cells (Figs 2; n ϭ 12, firing rate 23.7 Ϯ 18.8 Hz) could not be grouped into distinct bursts, but showed rate-modulation. As a result the secondary ISI peak was small or non-existent. Type 2 cells ( Fig. 3 ; n ϭ 24, firing rate 10.2 Ϯ 13.5 Hz) showed no rhythmicity in their autocorrelation histogram, but were phase-locked to theta rhythm (the presence of a FIG. 2. Type 1 cells, all of which manifest rhythmic autocorrelations. Type 1a: these cells were phase-locked to hippocampal theta and fired in long, rhythmic bursts which lasted a substantial portion of the theta cycle. As a result, the secondary peak in the interspike interval distribution is small. Type 1b: these cells fire short, rhythmic bursts phase-locked to hippocampal theta rhythm. The short burst/gap ratio causes a pronounced secondary peak in the interspike interval histogram. Type 1c: these cells are phase-locked to hippocampal theta rhythm, but the rhythmicity is manifest as rate modulation rather than rhythmic burst firing. Data shown (from top to bottom): raw data sample showing spike firing relative to hippocampal theta; the autocorrelation plot (y-axis: no. of intervals); the interspike-interval plot (y-axis: no. of intervals); phase of each spike relative to hippocampal theta measured at the dentate gyrus (y-axis: no. of spikes). Calibration bars: 500 µV, 150 ms. preferential phase was assessed by using the Rayleigh test (Mardia, 1972) to test for significant non-uniformity in the distribution of their spikes relative to the phase of theta rhythm at the P Ͻ 0.001 level). Type 3 cells ( Fig. 3 ; n ϭ 15, firing rate 21.8 Ϯ 23.7 Hz) had no relationship with theta rhythm at all.
Preferential phase
Similar to the findings of Gaztelu & Buño (1982) and Stewart & Fox (1989b) , the cells' mean phase showed no overall preference (Fig. 4) . The amount of phase modulation (measured by the average mean vector) of rhythmically bursting cells (types 1a and 1b) was 0.38 Ϯ 0.13, and was significantly larger than that of the non-bursting cells (types 1c and 2), which was 0.13 Ϯ 0.087 (t-test, P Ͻ 0.0001).
The preferential phase was evaluated against theta rhythm measured at the dentate gyrus. As the phase of hippocampal theta rhythm varies according to the depth of penetration of the electrode (Leung, 1984) , it may be argued that the variation in preferential phase is partly attributable to differences in the placement of the hippocampal EEG electrodes across animals. In all cases histological examination verified the recording locus to be in the molecular layer of the dentate gyrus, in which the phase of theta rhythm is stable (Winson, 1976) , indicating that comparisons between cases are valid. In many cases, however, multiple cells were recorded at the same time, and they could be differentiated on the basis of the four waveforms recovered from the recording tetrode. In nine cases a pair of cells, in 10 cases three cells and in four cases four cells were recorded simultaneously. The average difference between the mean phases of cells recorded simultaneously was 81.4°Ϯ 56.5°, with a range from 3.02°to 175.6°. In cases where more than two phase-locked cells were recorded, the phase difference for each possible pairing within the group was calculated. No clustering of preferential phase was found along individual electrode tracks.
No previous study has measured the preferential phase of MS/ DBB cells over more than a few hours, as they have all been conducted in acute preparations. The chronic implantations used in this experiment, however, allowed individual cells to be monitored over many days. Twenty cells were recorded for more than 1 day, and they had a similar preferential phase on each day of recording. 
Separation of cells into putative GABAergic and cholinergic groups
The APs displayed shapes similar to those described by Matthews & Lee (1991) . In order to categorize each waveform objectively, the waves' power spectra were calculated (examples are shown in Fig. 6a ). The ratio of values of the third and second spectral ordinates was used to distinguish between the two groups of cells and Figure 6 (b) displays the distribution of this ratio, which clearly manifests two distinct populations. A ratio of 0.75 was used as the criterion to distinguish between non-inflected (putative GABAergic) cells and inflected (putative cholinergic) cells. This classification was found to agree very closely with that arrived at by simple visual inspection of the waveforms. The waveforms from cells which were recorded over more than 1 day were categorized separately and showed a high degree of stability over time. In only two cases were waveforms from the same cell assigned to different groups. In both cases the cells were on the borderline between the two groups and the different categorization was the result of minor changes in the value of the ratio. Thirty-four cells (53 records on separate days) were assigned to the inflected group, and 37 cells (60 records) to the noninflected group.
A separate attempt was made to distinguish APs on the basis of their length. This was done by measuring the length of time during which the waveform deviated from the baseline by more than a certain percentage of the total deflection. A variety of parameters were tried, but none could be found which demonstrated two clearly distinguishable populations.
While the groups of non-inflected and inflected cells showed no overall phase preference, the distribution of bursting patterns showed significant differences between the two groups (χ 2 ϭ 13.4, d.f. ϭ 4, P Ͻ 0.01, Fig. 7) .One third (12 of 36) of the non-inflected cells belonged to type 1b (firing rhythmic, phase-locked bursts of one or a few spikes), whereas 44% (15 of 34) of the inflected cells belonged to type 2 (displaying a significant theta phase lock without rhythmic bursting or noticeable rate modulation).
Relationships between septal firing frequency and hippocampal theta rhythm An objective measure of the presence and strength of hippocampal theta rhythm was provided by estimating the power spectrum of short runs of EEG data. The minimum acceptable length of data varies directly with the number of ordinates at which the power spectrum is estimated, i.e. an increase of resolution in the frequency domain requires a corresponding decrease in resolution in the time domain. Analysis using 128 ordinates was found to give the best balance between the two, requiring a dataset of 384 samples (a little over 1.5 s). The start of the data run was moved by 120 samples (slightly less than half a second) for successive estimations, producing a set of overlapping windows in order to ameliorate slightly the loss of temporal resolution.
The power of theta rhythm was estimated by finding the peak value in the 7-11 Hz range in each power spectrum and adding the values at the preceding and following ordinates (as long as those ordinates were within the 7-11 Hz range). This compensated for cases in which the theta rhythm frequency fell between two ordinates. The average firing rate was determined for each of the time windows used for estimating the power spectrum. The two sets of values (theta power and firing rate) were then used to calculate a Spearman's ranked correlation coefficient. Ford et al. (1989) described MS/DBB cells in urethane-anaesthetized rats which varied their firing rate in a manner correlated with the presence or absence of hippocampal theta rhythm and with changes in its frequency. These cells were classified as 'phasic' or 'tonic' depending on whether they fired rhythmically or not, and as 'theta-on' or 'theta-off' depending on whether their firing rate showed a positive or negative correlation with the presence of hippocampal theta or increases in its frequency.
The presence of such relations in MS/DBB cells of awake, freely moving rats was tested by examining the data for correlations between firing rate and EEG power in the theta frequency band. Of the 74 cells, 12 produced linear theta power/firing rate correlations which were significant at P Ͻ 0.01, and a further 24 had significant correlations at P Ͻ 0.05. Figure 8 shows examples of raw data displaying positive ('theta-on') and negative ('theta-off') correlations. Table 1 gives the correlations sorted by the firing behaviour of the cell. There was a definite bias in favour of cells with a significant phase relationship with theta rhythm (all except type 3 cells), suggesting that the 'tonic' theta-on and theta-off cells described by Ford et al. (1989) were in fact mostly type 2 cells.
Burst pauses
Fourteen cells (61% of the all the rhythmically bursting units) frequently failed to fire on each cycle. As Figure 10 shows, this was manifested by the formation of a secondary peak at 4 Hz (representing FIG. 5 . The mean firing phase (ϩ SD) of three cells which were recorded on a number of occasions over 5 or more days. In no case did the mean phase display any significant variation. one dropped cycle) and, in some circumstances, additional peaks were visible at lower frequencies (2.66 Hz and 2 Hz, representing two and three dropped cycles, respectively). While the height of the secondary peaks varied widely, reflecting differences in the prevalence of dropped cycles, in many cases the height of the secondary peak approached that of the primary. The average ratio of heights of the secondary and the primary peaks was 42.3 Ϯ 25.6%, range 8.3% to 95.5%. The waveforms of eight of these cells were classified as noninflected, the rest falling into the inflected group.
Correlation between burst frequency and running speed
Fifteen of the rhythmically bursting cells (65%) also demonstrated a significant (P Ͻ 0.05) correlation between burst frequency and the running speed of the rat (Fig. 10) , and six of those cells were recorded on two separate days, displaying significant correlations on both occasions. Eleven of the cells were classified in the non-inflected group and the remaining four in the inflected group, although this distinction may simply reflect the greater number of GABAergic rhythmically bursting cells. The average slope using linear regression © 1998 European Neuroscience Association, European Journal of Neuroscience, 10, 464-477
FIG. 6. (a)
This shows the power spectra of the average waveform (shown inset) of two cells: one without an inflection in its repolarization phase (top, 'non-inflected': putatively GABAergic) and one with such a feature (bottom, 'inflected': putatively cholinergic). The waveforms are the averages of 57485 and 30216 spikes, respectively, and in both cases highly similar waveforms were observed on more than 1 day. The power spectrum was measured at 16 ordinates between 0 Hz and the critical frequency of 25 kHz (only the first 10 are shown). Calibration bars: 1 ms, 100 µV. (b) The distribution of the ratio of the third and second power spectrum ordinates. Two clear peaks are discernible and could be fit as shown with two Gaussian curves using the Levenberg-Marquardt method (χ 2 ϭ 44.7) (Press et al., 1992) . A criterion ratio of 0.75 was used to separate the cells into non-inflected and inflected groups.
FIG. 7. Putative GABAergic and cholinergic cells classified according to their bursting patterns. The two groups show significantly different distributions in
which non-inflected (putative GABAergic) cells tend to fire in the type 1b (rhythmically bursting) pattern, whereas inflected (putative cholinergic) cells tend to display type 2 behaviour (non-rhythmic firing but significantly phaselocked to hippocampal theta rhythm). was 0.87 Ϯ 0.2 Hz/m/s and the average y-intercept was 8.4 Ϯ 0.13 Hz. Although the method of delineating bursts inevitably yielded a number of outliers, especially at low frequencies, the robust maximum likelihood estimator (a technique which is designed to lessen the effect of outlying data points: Huber, 1981) It has been demonstrated that the frequency of hippocampal EEG can be influenced by the body temperature of the animal (Whishaw & Vanderwolf, 1971) , presumably by altering the kinetic rates of the metabolic processes underlying the generation of theta rhythm. However, measurement of brain temperature using a fast-response thermocouple failed to detect any significant variations in brain temperature as the rat ran along the track. This may be attributed both to the short bursts in which the rat ran and the close proximity of the nasal sinuses to the basal forebrain.
Variation of rhythmicity with direction of motion
During each recording session, the rat ran in both directions along the track. The spike timeline was therefore separated depending on which of the two relevant directions the rat was running when the spike fired. Spikes which occurred when the rat was moving in other directions (for instance, when the rat was making searching movements at the ends of the track) were deleted, as were spikes fired when the rat was moving at a speed of less than 0.05 m/s. The cell's rhythmicity in each direction was then analysed by first constructing the autocorrelation histogram and then calculating its power spectrum (the autocorrelation histogram is treated as a series of samples from an underlying continuous autocorrelation function). This method avoided spuriae caused by the inevitable holes that © 1998 European Neuroscience Association, European Journal of Neuroscience, 10, 464-477 occurred in the timeline data. Datasets in which the cell's overall firing rate was below 5 Hz were not included in further analysis.
Sufficient data samples were calculated to allow calculation of the power spectrum up to 64 Hz. The autocorrelation histograms were normalized so that the total power present in each dataset was the same. This ensured that the spectral analysis produced an estimation of the proportion of power present at each frequency rather than a measurement of absolute power, which might vary with the cell's firing rate. The power for frequencies below 2 Hz was removed and the spectrum was then scanned for the frequency with the highest power.
A Kolmogorov-Smirnov test was used to evaluate whether this peak was significant below the P Ͻ 0.01 level (the peaks for most rhythmic cells had a significance level many orders of magnitude below this). As this is a ranked test, no assumptions needed to be made about the distribution of the data.
Four cells were found whose rhythmicity varied depending on the direction of motion of the rat (Two of which are shown in Fig. 11 ). These cells fired rhythmically at the frequency of theta rhythm when the animal moved in the preferred direction, but the firing behaviour lost coherence when running in other directions. The power spectrum variance of the directional cells was significantly different from that of the other, non-directional cells (F 63,383 ϭ 3.09, P Ͻ 0.001). In all of these cells the variation in rhythmicity demonstrated a single, significant peak (Kuiper test, P Ͻ 0.05). A fifth cell showed directionality, but failed to pass criterion on this test because of poor behaviour by the tiring rat on some of the runs in the trial set (a complete set of trials in all directions required the rat to run for over 30 min). On one occasion, two cells were recorded simultaneously, one of which maintained a relatively constant rhythmicity across the full range of directions while the other demonstrated a marked change in rhythmicity as the rat's direction of motion changed.
It is possible that the rhythmicity of MS/DBB cells is linked to the rat's running speed or the firing rate of the cell being observed. To test for this, ANOVA statistics were computed to test for significant variation in mean velocity or firing rate. This hypothesis was strongly rejected in all cases (P Ͼ 0.5). Spearman's ranked cross-correlations between the power of theta rhythmicity and the velocity parameters or average firing rate failed to reveal any correlation with a significance below the P Ͻ 0.1 level. There was very little variation in the frequency of hippocampal EEG, which remained in the range of 8.5-9 Hz in all directions of motion.
The cells with directional rhythmicity did not form an homogeneous group in terms of their firing rate or in terms of their classification. Using the classification system outlined above, one cell was classified as type 1a, two cells as type 1b and two as type 1c. Three cells were classified as non-inflected by their AP shape, and the other two belonged to the inflected group.
Discussion
These results have shown that the firing patterns of MS/DBB cells in the awake, behaving rat are broadly similar to those found in anaesthetized or restrained animals. It has also been shown, however, that these cells demonstrate certain significant behavioural correlations. We will initially consider the implications the data concerning phase and cell type have on models of septo-hippocampal function.
The number of rhythmically bursting cells was substantially lower in awake, freely moving animals than in anaesthetized ones. This study found 24 of 74 (32.4%), while that of Ranck (1976) demonstrated 18 of 35 (51.34%) to be rhythmically bursting. Studies on anaesthetized rats, on the other hand, show proportions of 136 of 313 (43.4%, FIG. 8 . Examples of data from theta-on (top) and theta-off cells (bottom). Each example consists of four parts (from top to bottom): the spike timeline showing when each spike fired (because of the high firing rate, one mark may represent several spikes); the firing rate averaged over a period roughly six times the length of the bar (the data windows overlapped considerably); the power of theta rhythm measured over the same period; and the raw electroencephalograph record from the dentate gyrus. Calibration bars: 1 s, 1 mV, 50 Hz, (top sample), 10 Hz (bottom sample). Dutar et al., 1986) , 55 of 88 (62.5%, Ford et al., 1989) and 128 of 160 (78%, Stewart & Fox, 1989b) . A lumped comparison of the freely moving and anaesthetized states shows a significant decrease in rhythmically bursting cells in freely moving animals (χ 2 ϭ 12.46, d.f. ϭ 1, P Ͻ 0.001) This may, in part, be attributable to the high variation in the estimates from anaesthetized animals (χ 2 ϭ 59, d.f. ϭ 2, P Ͻ 0.001), although no significant difference could be found between the two studies on freely moving rats (χ 2 ϭ 3.5, d.f. ϭ 1, P Ͼ 0.05). This study has described a method of distinguishing MS/DBB cells into two groups on the basis of their extracellular waveforms, building on prior research in this area. As the extracellular waveform approximates the first derivative of the intracellular AP, the extra inflection caused by a broadening in the repolarization phase leads to increased energy at high frequencies. It also causes the extracellular wave to appear to terminate prematurely, as the rate of change during the broadened repolarization phase of the AP is lower than that seen in the fast APs of non-inflected cells. It may be argued that some of © 1998 European Neuroscience Association, European Journal of Neuroscience, 10, 464-477 the frequency differences on which this analysis relies are caused by differences in the passive electrical properties of the extracellular milieu. Such capacitative effects would be purely first order, however, and thus, even at their most extreme, account for no more than an approximate halving of power with each doubling of frequency. The phenomenon shown here is clearly of a far higher magnitude. There is no evidence in MS/DBB cells for the production of significant regenerative potentials at any site other than the soma and axon. Even if these cells did possess calcium-channel 'hot-spots' such as those found in hippocampal pyramidal cells, the small current flows at such sites would be dwarfed by the somatic action potential.
Of course, the identification of inflected cells as cholinergic and non-inflected cells as GABAergic is indirect and Matthews & Lee (1991) themselves noted some overlap between the different groups of cells. Undoubtedly, attempts to categorize a cell's neurotransmitter on the basis of its extracellular waveform are prone to a degree of uncertainty. This approach does, however, offer the valuable opportunity to compare cellular behaviour in the awake, behaving animal with that described in in vitro preparations.
The major conclusion of the waveform analysis was that cholinergic cells tend to display a type 2 firing behaviour. Type 2 cells have been described in the hippocampus (García-Austt et al., 1977; García-Sánchez et al., 1978) and in the MS/DBB Gaztelu & Buño, 1982; Alonso et al., 1987; Stewart & Fox, 1989b) , although in far smaller numbers than found in this study. At first, it would appear anomalous that these cells are phase-locked to theta rhythm yet do not have a rhythmic autocorrelogram. This may be explained, however, by the low sensitivity of the autocorrelogram to rhythmic processes that are highly discontinuous (i.e. the cell fires phase-locked to theta, but the intervals between phase-locked bursts are too long to be visible above the accumulated noise and timing jitter).
Of the four previous reports of type 2 cells in the MS/DBB, three quantify the number of cells showing this behaviour (Petsche et al., 1962: five of 115; Gaztelu & Buño, 1982: 18 of 96; Stewart & Fox, 1989b: 13 of 160) . The number of type 2 cells in the freely moving animal reported in this study is significantly higher (χ 2 ϭ 28.06, d.f. ϭ 1, P Ͻ 0.001). As the majority of type 2 cells appear to be cholinergic, the reduction in rhythmically bursting cells and the increase in type 2 cells in awake, freely moving rats implies that the behaviour of cholinergic cells is particularly affected by anaesthetics. While cholinergic cells may produce rhythmic bursts in the anaesthetized preparation (Stewart & Fox, 1989a) , the data presented here suggest that these cells fire in a less coherent pattern when the animal © 1998 European Neuroscience Association, European Journal of Neuroscience, 10, 464-477 is awake and freely moving, although they still display a relationship with hippocampal theta rhythm.
Models of theta rhythm production
Data from these experiments have confirmed that the broad dispersion of the preferential phase of MS/DBB cells is present in awake freely moving animals as well and, furthermore, that there is no phase correspondence between nearby cells. In addition, most of the rhythmically bursting MS/DBB cells are unstable and prone to frequently skipping cycles of theta rhythm. It is evident that it is necessary to revise current models of septohippocampal function. The lack of any overall preferential phase directly contradicts models such as that of Lee et al. (1994) , which assume that these cells exhibit 'population phase locking'. This, together with the instability of the FIG. 11 . Two examples of directionally selective rhythmicity in the medial septum and diagonal band of Broca cells. For each cell, a segment of raw data illustrates the cell's firing behaviour in the null and preferred directions in relation to the hippocampal theta rhythm. Below are the autocorrelograms of the spikes fired when the rat ran in the corresponding direction. At the bottom is the distribution of rhythmicity index (peak power within the theta band of 7-11 Hz) against direction. For those directions in which the peak of theta power failed to reach significance, the power is plotted as a greyed-out column. Calibration bars: 150 ms, 1 mV. rhythmically bursting cells, also militates against models which require these cells to pace or gate directly the rhythmic oscillations in the hippocampus (Stewart & Fox, 1990) . In order to construct an alternative model, it is necessary to combine the results from this study with lower level physiological data concerning the actions of the different MS/DBB projections on the hippocampus. This separates theta rhythm production into processes responsible for its potentiation, generation and regulation.
Potentiation
It is well established that the cholinergic excitation of pyramidal (Benardo & Prince, 1982) and inhibitory (Pitler & Alger, 1992) hippocampal cells has too long a latency to allow it to transmit rhythmic pacing at theta frequencies (Stewart et al., 1992) . Although McCormick & Prince (1986) demonstrated that some neocortical cells responded to cholinergic agonists with a latency of 25 ms, such cells were exceedingly rare (eight of 255) and have not been demonstrated in the hippocampus.
Acetylcholine is known to exert a number of modulatory effects on hippocampal cells, as well as causing a mild depolarization known to be due to blockade of a potassium conductance open at rest (Madison et al., 1987) . Interestingly, pyramidal hippocampal cells are known to carry a persistent sodium current, which is activated by low levels of depolarization (French et al., 1990) , and this may be similar to the sodium current responsible for rhythmic oscillations in thalamic cells (Jahnsen & Llínas, 1984) . Taken together with the poor rhythmicity of cholinergic cells in awake, freely moving animals, as shown in this study, these data suggest that cholinergic activity serves to potentiate theta rhythm by relatively long-latency modulation of synaptic and non-synaptic channels, rather than generate it directly.
Generation
There is good evidence that the oscillations observed as hippocampal theta are primarily generated by current flows at inhibitory synapses (Leung & Yim, 1986; Soltész & Deschênes, 1993; Ylinen et al., 1995) , although two reports show rhythmic excitatory (sodium) current flows within hippocampal pyramidal cells (Fujita & Sato, 1964; Núñez et al., 1987) . While these latter may be due to synaptic currents, it is possible that they arise from rhythmic processes intrinsic to the pyramidal cells (García-Muñoz et al., 1993; Cobb et al., 1995) . As abolition of the cholinergic input to the hippocampus diminishes, but does not eradicate hippocampal theta rhythm (Lee et al., 1994) , it is reasonable to conclude that the actual generation of theta rhythm occurs in pyramidal cells and is the result of an interaction between inhibitory synaptic inputs and intrinsic conductances.
Regulation
The intrinsic rhythmicity of hippocampal pyramidal cells may explain the robustness of hippocampal theta rhythm. This study has shown that the rhythmic inputs from the MS/DBB manifest a significant degree of rhythmic instability, however. This suggests that the function of inputs from MS/DBB inhibitory cells is to regulate theta rhythm by entraining the pyramidal cells' intrinsic processes rather than being responsible for pacing it directly. In this model, the MS/DBB inputs set the frequency and phase of hippocampal theta rhythm and update these parameters at regular intervals. The mechanism by which the resultant phase of theta is determined is still unclear, as it has been shown that MS/DBB cells do not display any coherent phase correlate. Presumably, the final phase is decided by a competitive process at the level of either hippocampal interneurones or pyramidal cells. The finding that the firing properties of MS/DBB cells show significant correlates with the behaviour of the animal also reinforces the hypothesis that MS/DBB inputs play a regulatory role in theta rhythm production.
Behavioural correlates
The linear relationship between the frequency of rhythmical bursting activity in the MS/DBB and the speed at which the rat runs corresponds with earlier studies which showed similar relationships between the frequency of hippocampal theta rhythm and speed of motion. This has best been shown at the start of motion (Vanderwolf, 1969; Bland & Vanderwolf, 1972; Whishaw & Vanderwolf, 1973; Morris et al., 1976) , but has also been reported during changes in velocity of continuous motion (McFarlane et al., 1975; Arnolds et al., 1979) . There is evidence to suggest that the motor feedback responsible for this relationship is relayed via a variety of brainstem structures, but particularly the posterior hypothalamus (Bland & Colom, 1993) .
The change in rhythmicity found here has parallels with results from anaesthetized or restrained animals. There are four reports from different laboratories (Petsche et al., 1965; Wilson et al., 1976; Dutar et al., 1986; Brazhnik & Vinogradova, 1988 ) of MS/DBB cells which changed their rhythmicity independent of the state of hippocampal theta rhythm. These data, together with the results presented here, suggest that modulation of the rhythmicity of a subgroup of MS/ DBB cells may play a part in the overall function of this area.
Two possible mechanisms exist whereby changes in the rhythmicity of MS/DBB cells would have an effect on the rhythmic firing of hippocampal cells.
1 The induction of rhythmic behaviour in a neurone not sufficiently inhibited by the rhythmic inhibition from non-varying inputs. Theoretical studies of the interaction between inhibitory inputs (Douglas & Martin, 1990) has shown that inputs on the soma or dendrite can exert an effect synergistic with inputs to the axon initial segment, allowing the shunting of excitatory currents that would otherwise cause a high firing rate. As GABAa synapses are effective for periods of time as short as 4 ms (Hille, 1992) , it is possible that many inhibitory inputs must be active at the same time in order to shunt sufficient current to control the cell. Thus, variations in the rhythmicity of one of the cells may effectively turn off theta rhythm in the target interneurone.
2 It is possible that cells showing variable rhythmicity act by altering the phase of theta rhythm expressed in the target interneurones. The presence of additional inhibition either just before or just after the onset of the primary rhythmic input may be sufficient to shift the phase of the resultant rhythm in the target cell. Thus, variable rhythmicity may serve to fine-tune the local phase of theta rhythm. Although it is not certain whether GABAergic septohippocampal neurones synapse on to the whole population of hippocampal interneurones or only on to a particular class, it is known that basket cells possess extensive axonal arbours (Sik et al., 1995) . Thus, single interneurones may govern theta rhythm over a relatively large area of the hippocampus, accounting for the high degree of local coherence found (Bullock et al., 1990) . This also implies that changes made to the phase of theta rhythm in a small number of interneurones may have effects across a large number of pyramidal cells.
It is known that theta rhythm is used to encode part of the place response characteristic of hippocampal pyramidal cells (O'Keefe & Recce, 1993; Skaggs et al., 1996) . It would seem reasonable that regulation of the frequency and phase of hippocampal theta is a necessary component of this mechanism. In this light, it is interesting to see that the behaviour of the animal, such as running speed or direction of motion, may alter the firing behaviour of subgroups of MS/DBB neurones. Such mechanisms, which alter the clock used to encode data passing out of the hippocampus, may be responsible for determining the context in which neuronal data are used and transmitted to other areas. If so, such context-dependent coding may play an important part in the flexibility of hippocampal function and may have important implications with regard to the part played by the hippocampus in memory.
