The trapped wave nature of axisymmetric vortex breakdown is investigated for swirling ows in a variable area pipe. From numerical simulations, axisymmetric breakdown is shown to occur when a vortex locally achieves critical conditions. Wave-trapping or focusing is suggested as the mechanism responsible for the axisymmetric breakdown. At ow criticality, long waves of any wave packet traveling downstream (such as created by a small change in inlet swirl) will be trapped at the critical location where the group velocity of long waves is zero. Transient numerical simulations of near critical vortices show these trapped long waves slowly amplify and decrease in wavelength (i.e. focus) eventually resulting in vortex breakdown. Therefore, axisymmetric vortex breakdown occurs as a supercritical vortex is decelerated through critical conditions similar to the formation of a shock in decelerating supersonic ow. 
Introduction
Wave motions on swirling ows have been studied in the hopes of providing an explanation of vortex breakdown since shortly after the initial discovery of vortex breakdown by Peckham and Atkinson 1] in 1957. An important concept in wave motions is the criticality of the ow. A supercritical ow is a ow which supports only downstream-running waves while a subcritical ow is a ow which supports both upstream and downstream-running waves. Squire 2] is often credited with the rst suggestion that vortex breakdown may be explained by considering the waveguide nature of vortex ows. Squire proposed that vortex breakdown occurs when a swirling ow becomes critical; in particular, he hypothesized that, at criticality, downstream disturbances could now travel upstream and initiate breakdown. In his analysis, Squire considered only in nitely long, standing waves on columnar vortices which led Benjamin 3] to criticize Squire's proposal because these particular waves have a downstream group velocity and, therefore, the energy of any disturbance composed solely of in nitely long, standing waves must propagate downstream. Although Squire's analysis may be slightly in error due to the choice of in nitely long, standing waves, his suggestion that vortex breakdown occurs when the ow achieves critical conditions cannot be dismissed as implausible. Numerous experimental results have shown that a vortex is supercritical upstream of breakdown and often subcritical downstream of breakdown 4, 5, 6, 7] .
Since Squire's initial suggestion, many di erent theoretical and computational studies on the importance of wave motions in vortex breakdown have been conducted 3, 8, 9, 10, 11] . A work which is related to our paper is the trapped wave theory of Randall and Leibovich 10] . Randall and Leibovich considered the evolution of weakly nonlinear waves on a transcritical vortex through a slightly diverging tube. Since the inlet state of their vortex was critical, the only mechanism in their analysis to stop the forward propagation of the nite amplitude waves was viscous dissipation. Therefore, Randall and Leibovich suggest that breakdown may in fact be related to a forward-running nite amplitude wave on a transcritical base ow and that the steady state position of the wave is determined by a balance of this forward propagation and viscous dissipation. Hence, the wave is e ectively`trapped' by viscous e ects. A (self-admitted) weakness of the Randall and Leibovich trapped wave theory of vortex breakdown is its dependence on viscous dissipation.
In 7], Leibovich o ers the suggestion that a more likely form of dissipation might be due to the growth of non-axisymmetric disturbance modes on the critical ow. Although this form of apparent dissipation seems likely to be more important than viscous dissipation, the nearly axisymmetric form of breakdown shows no signs of three-dimensional instabilities upstream of breakdown. Furthermore, computational results for axisymmetric ows 12] show that steady breakdown positions which are Reynolds number independent are possible without the inclusion of non-axisymmetric e ects. Therefore, although Leibovich's proposal may be an accurate model of the spiral mode of breakdown, a di erent mechanism seems necessary to explain the nal location of the axisymmetric form of breakdown. In addition, Sarpkaya 13] has noted that Randall and Leibovich's theory is di cult to interpret since breakdown occurs in pipe ows for which the vortex is not critical at the inlet.
In this paper, we explore the notion of vortex breakdown being related to a trapped wave of a slightly di erent nature than Randall and Leibovich. The main elements of this trapped wave theory as applies to vortex breakdown were rst described in the thesis of Bilanin 14] and in a more general context by Landahl 15] . The theory suggests that vortex breakdown results from the trapping or focusing of waves at a critical location where the group velocity of long wave modes rst becomes negative and allows upstream propagation. This idea has much in common with the formation of a shock wave in compressible ow. In a supersonic ow through a Laval nozzle, an oscillatory disturbance will produce two acoustic waves. One wave will travel downstream at U + a where U is the ow velocity and a is the speed of sound. The other wave will travel at U ? a. Results from linear theory show that the wave amplitude of the slow wave will vary as (U ?a) ? 1 2 ; therefore, if the ow is approaching sonic conditions, the wave amplitude will also increase. Upon reaching a sonic location, the wave becomes stationary and the amplitude tends toward in nity according to linear theory. This phenomenon is an example of the space-time focusing of waves as a result of consecutive wave fronts catching up with each other at the sonic singularity. With the inclusion of non-linearities, this singularity takes the form of a shock which then propagates upstream until nally achieving its steady state position. In the context of vortex breakdown, this analogy suggests that a necessary condition for breakdown to occur is for the ow to be critical at some location. However, breakdown will only occur if consecutive wave fronts can focus; in other words, the group velocity must be decreasing from supercritical to subcritical. A ow which is`accelerating' through the critical condition will not breakdown since wave-focusing cannot occur (similar to a compressible ow expanding through sonic conditions).
The goals of this paper are to show that axisymmetric vortex breakdown is associated with the ow locally becoming critical and that the evolution of vortex breakdown may be interpreted as a process of wave-trapping or wave-focusing. The validity of this trapped wave theory of vortex breakdown is assessed using numerical results from an axisymmetric, incompressible, Navier-Stokes solver. Speci cally, for a given family of inlet vortex velocity pro les, we have varied the inlet swirl ratio, , and determined the inlet swirl ratio, b , at which breakdown rst appears in the pipe. Then, we examined the criticality of solutions with inlet swirl ratios slightly below b and show that these ows have regions of local criticality. We note that these ows with < b are very smooth and nearly columnar allowing the valid application of a local eigenvalue analysis to determine the ow criticality. Finally, we examine the transient evolution of breakdown for a ow where the inlet swirl is raised from slightly below b to slightly above b . Previously, Tsai and Widnall 6] attempted to determine the connection (if any) between vortex breakdown and wave-trapping by analyzing the criticality of experimentally measured swirling pipe ow data. However, the experimental data which they analyzed already contained vortex breakdown, and, they could not determine a cause-and-e ect relationship between the occurrence of ow criticality and vortex breakdown. Instead, they were only able to show that vortices were supercritical upstream of breakdown and subcritical downstream of breakdown. However, using numerical results for ows with < b , we have been able to establish a cause-and-e ect relationship between the occurrence of ow criticality and the subsequent appearance of axisymmetric vortex breakdown for the ows studied in this paper.
Preliminaries

Governing Equations
The axisymmetric, viscous, incompressible Navier-Stokes equations are the model equations used for the simulations discussed in this work. The radial, azimuthal, and axial velocities are u, v, and w. The azimuthal vorticity, , is useful for the streamfunction-vorticity numerical solution approach and is given by: = @u @z ? @w @r :
An axisymmetric streamfunction, , can be de ned as
With the introduction of the streamfunction as given in Equation (2), the conservation of mass is automatically satis ed. Introducing the streamfunction into Equation (1) 
Finally, the circulation in a swirling ow is often more convenient than the azimuthal velocity for analysis and is de ned as ? = vr. All variables are non-dimensionalized using the appropriate combination of inlet core size, , the freestream axial velocity, W 1 , and the kinematic viscosity, . 
With appropriate boundary conditions, Equations (3), (4), and (5) describe the motion of an incompressible, axisymmetric, viscous ow.
Numerical Algorithm
The algorithm used to calculate the incompressible, swirling ow is a nite volume scheme very similar to a node-based, central-di erencing two-dimensional Euler method and is described in detail in 12]. This high Reynolds number ow requires numerical smoothing to stabilize the scheme. Since the ow is smooth, only a fourth di erence, background smoothing is needed to prevent sawtooth modes from developing. 
Boundary Conditions
The ow through variable area pipes will be considered in this paper. where w measures the freestream to core axial velocity di erence. The radial coordinate, r, has been non-dimensionalized by the core size, . Therefore, r = 1 is the core edge (note the maximum swirl occurs at r = 1:21). The pipe centerline boundary conditions are = u = v = 0. The pipe wall is modeled as an inviscid, slip boundary in order to avoid any ambiguities associated with wall boundary layer behavior. Finally, at the outlet, the ow is assumed to have negligible axial gradients. This allows all the equations to be approximated using one-sided di erences at the pipe exit.
The general pipe geometry will possess a converging-diverging inlet section, a constant area test section, and converging outlet section. This pipe geometry is a slight variant of the geometries considered by Beran and Culick 18]. The inlet section serves to isolate the inlet boundary from the breakdown bubble which occurs in the diverging section of the pipe. The converging outlet section is used to re-accelerate the ow such that, at the outlet, the ow returns to supercritical after breakdown. If the ow were not supercritical, the parabolized outlet boundary conditions would be incorrect and could lead to non-physical contamination of the solution. The speci c pipe radius, R(z), chosen for this investigation is
The speci c constants are given in Table 1 . The general shape of the pipe is similar to the geometry which Sarpkaya 20, 21, 13 ] studied experimentally. His pipe consisted of a contraction from the upstream swirl generator section, a divergence section with a linear pipe radius variation, a constant area section, and a converging outlet section. Thus, one might expect that the ows which we solve numerically are similar to those seen in experiments.
In 12], Pipe A is referred to as Pipe 6 (the same results for Pipe A appear there also). All grids were composed of 31 equally-spaced points in the radial direction ( r 0:067) and 151 points in the axial direction ( z = 0:2). The grid for Pipe A is shown in Figure 1 . Pipe B has a larger divergence than Pipe A and is used to study the e ects of increased adverse pressure gradient upon vortex breakdown similar to the experimental results of Sarpkaya 13 ].
Trapped Wave Theory
In this section, we outline Bilanin's wave-trapping model 14] which is based upon the kinematic wave theory of Whitham 16] and Hayes 19] . The analysis of vortex breakdown is complicated by the dispersive nature of vortical ows (where as compressible ow is simply hyperbolic). The intent of this section is to indicate the general behavior of dispersive ows with axial variations rather than provide a comprehensive, analytic description of vortex breakdown.
Vortices admit in nitesimal wave solutions of the form
where is the streamfunction perturbation, a(z; t) is the amplitude, and f(r) is the eigenmode for the given wavenumber and frequency, k and !, respectively. The wavenumber and frequency are related by a dispersion relation which gives ! = !(k; z). The axial dependence is included in the dispersion relation to indicate the axially-varying nature of the mean ow. The group velocity, c g , and the phase velocity, c, are given by c g = @! @k ; c = ! k : For any dispersive, slowly varying medium, the wavenumber propagates according to @k @t + c g @k @z = ?! z :
The right-hand side uses the subscript notation to represent that the derivative is in the augmented space (k; z); the partial notation on the left-hand side refers to derivatives in the propagation space (z; t). Equation (6) is simply a statement of the conservation of waves. For a varying waveguide, the wavenumber must change in response to frequency changes. In a uniform waveguide, the wavenumber convects unchanged at the group velocity. The amplitude of the wave can be found from Whitham's 16] principle of the conservation of wave action. This conservation principle can be related to the conservation of energy. The wave action density, A, is proportional to the square of the wave amplitude. For a linear system, the conservation of wave action may be stated as @A @t + c g @A @z = ?A (c g ) z :
(7) Thus, for a ow in which the group velocity decreases, the wave action density necessarily increases as a result of the conservation of wave action.
From Equations (6) and (7), the propagation speed for the wavenumber and amplitude of a given wave packet is given by the group velocity. Thus, the criticality of the ow is determined by the smallest value of c g for all wavenumbers. If the minimum group velocity is less than zero then the ow is subcritical, if it equals zero then the ow is critical, and if it is greater than zero then the ow is supercritical.
An interesting point in the study of dispersive waves is that underlying their dispersive nature are two hyperbolic equations governing the propagation of wave packet wavelength and amplitude. Therefore, one might expect the same type of di culties encountered in a hyperbolic ow at a singularity where the propagation velocity goes to zero. In particular, we might expect that if the group velocity is approaching zero such that (c g ) z < 0 (i.e. the ow is approaching criticality from supercriticality) then waves will begin to focus or become trapped at this critical location. As the amplitude of the trapped wave increases, nonlinearities will become important and allow upstream propagation of the wave into the supercritical region of the ow. Unfortunately, any more preciseness concerning wave-trapping theory is quite di cult without resorting to speci c, contrived mean ows to provide the necessary dispersion relations 14] or non-linear analysis 10] both of which are beyond the scope of this work. Instead, we will pursue the use of numerical simulations to investigate the possible connection of wave-trapping to vortex breakdown.
Flow Criticality
As discussed in the previous section, vortex breakdown is hypothesized to occur when the ow attains criticality at some location and the criticality of the ow is determined by the local group velocity. However, Leibovich 11] has found that the group velocity criterion is coincident with a phase velocity criterion. Therefore, if the phase velocity of a wave is negative (allowing upstream phase propagation), then the group velocity of the wave is also negative. Furthermore, Benjamin 3] found that if a standing wave (i.e. a wave with zero phase velocity, c = 0) exists for some nite wavenumber, k s , then a wave with wavenumber at most k s exists with negative phase velocity. Thus, the phase velocity criticality criterion is also coincident with the ability of a ow to support stationary waves (except in the limiting case of in nitely long waves). Since the group velocity, phase velocity, and standing wave criterion for criticality are coincident, we will employ the more easily determined standing wave criterion in the following discussions.
To analyze standing waves, the vortex ow is divided into a steady, mean ow and a steady in nitesimal perturbation. The steady, mean ow is given by 0; V (r; z); W(r; z)] and is assumed to have axial variations whose length scale, L, is large compared to the perturbation wavelength, , such that =L << 1. The streamfunction perturbation is de ned as
where is the axial wavenumber. As given by Hall 4] 
where ? = rV (r; z) is the mean ow circulation. For ow in a pipe, the perturbation streamfunction is zero at r = 0 and at the pipe wall, r = R(z). Hall 4] has shown that Equation (8) is valid for quasi-cylindrical ows as well as columnar. An in nite, ordered set of eigenvalues exists for this Sturm-Liouville system such that 2 0 < 2 1 < 2 2 < ::: 3]. Thus, the ow is supercritical when 2 0 > 0 since then all eigenvalues of Equation (8) will be positive and only exponential solutions are possible. When 2 0 < 0, the perturbations are sinusoidally varying waves. In the supercritical case, 0 gives the slowest decay rate of disturbances in the upstream direction and is a measure for how much a vortex will be in uenced by downstream e ects.
For subcritical ows, j 0 j is the highest wavenumber possible for stationary waves on the mean ow.
In the following, the criticality of several numerically-simulated steady pipe ows will be determined by calculating the local eigenvalues, 2 , at each axial grid station for Equation (8) . The local mean ow is given by the local velocity distributions from the steady results of the axisymmetric, Navier-Stokes solver. The eigenvalues are calculated by discretizing Equation (8) with a second order accurate nite di erence scheme and using an EISPACK eigenvalue solver on the resulting matrix. For display purposes, only the value of 2 0 will be plotted since this eigenvalue completely determines the local criticality.
Steady Pipe Flow Solutions
Our goal for the steady results is to illustrate that vortex breakdown is associated with the onset of local ow criticality. In many experimental studies of vortex breakdown 20, 21, 22], the inlet swirl is gradually raised from a low to a high value and the onset and subsequent motion of the breakdown region is observed. Experimentally, changing the swirl ratio also changes the axial velocity pro le in the vortex core. Numerically, however, we simply x the axial velocity pro le (i.e. w is constant) while gradually raising the inlet swirl ratio, , in a quasi-steady manner. Speci cally, after an increase in the inlet swirl ratio, the computation proceeds until the ow again returns to a steady state. Then, if breakdown has not occurred, the inlet swirl ratio is again raised and the computation is run to a new steady state solution. For each pipe, a swirl ratio sweep has been calculated from = 0 until b which is de ned as the inlet swirl ratio for which breakdown rst appears. The value of b has been calculated with an accuracy to the nearest hundredth. This computational swirl ratio sweep procedure is intended to mimic procedures typical of experimental vortex breakdown studies.
A Reynolds number of 1000 is considered for all results contained in this paper. Swirl ratio sweeps were run for w = 0:0 and 0:4 for both pipes and the results are shown in Figures 2-5 . The gures contain plots of the minimum eigenvalue for all z, 2 0min , and the minimum axial velocity at r = 0 for all z, w min . Speci cally, for a function f(z), the minimum f min is de ned as f min = min z ff(z)g:
For all of the results, both the minimum eigenvalue, 2 0 min , and the minimum axial velocity, w min , drop monotonically with increasing swirl ratio. More importantly, all of the solutions are nearly critical for inlet swirl ratios just below the inlet swirl, b , at which breakdown rst appears. For example, breakdown rst occurs for an inlet swirl of b = 1:51 in Pipe A with w = 0:0. For a slightly lower inlet swirl, = 1:50, the lowest eigenvalue of the steady solution is nearly zero, 2 0min = 0:093, thus, the vortex is almost locally critical. However, the minimum axial velocity for this case is 0:50. Thus, as discussed by Hall 4] , a ow near criticality is not necessarily a ow near stagnation, and, the detection of impending breakdown from core axial velocity pro les is likely to be di cult. Comparing the results from Pipes A and B, the vortices which ow through Pipe B's larger divergence experience vortex breakdown at lower inlet swirl ratios than Pipe A. This behavior agrees with Sarpkaya's previous experimental results regarding vortices in adverse pressure gradients 13].
The streamsurfaces for the steady ow in Pipe A with = 1:50 and 1:51 are shown in Figure 6 . For the = 1:50 steady solution, the streamsurfaces are smooth and appear quasi-cylindrical with no apparent sign of the breakdown which occurs at the slightly higher swirl ratio, = 1:51. Note, the radial direction has been magni ed by a factor of three in these plots such that the non-parallel e ects are three times larger in the gure than in reality. The = 1:51 solution has a prominent recirculation region at z = 9 and an extremely small, nearly unrecognizable, second recirculation region at z = 17. As discussed above, the criticality analysis based on Equation (8) is valid for quasi-cylindrical as well as columnar swirling ows 4] . From the smoothness of the streamsurfaces for = 1:50, we suspect that the criticality analysis is fairly accurate even for ows which have nearly critical conditions (i.e. with inlet swirl ratios only slightly below b ). Furthermore, for all of the high Reynolds number (approximately Re > 500) swirling pipe ow simulations which we have checked, including many not documented here, breakdown always appeared nearly simultaneously with the development of local ow criticality as determined from Equation (8) . More generally, for decreasing Reynolds numbers, we have found that a vortex can go slightly beyond critical conditions (i.e. 2 0 < 0) without breakdown occurring 12]. Although the accuracy of the criticality analysis for the < b solutions appears reasonable, the criticality analysis for ows with b is very questionable because of the large axial gradients in the vicinity of the recirculation region. However, the central argument put forth in this paper is based on the criticality analysis of steady vortices with < b for which the solutions are smoothly varying.
The axial distributions, 2 0 (z) and w(0; z), for = 1.48, 1.49, 1.50, and 1.51 in Pipe A are shown in Figure 7 . The ow criticality (i.e. 2 0 ) increases (decreases) as the pipe converges (diverges). For increasing inlet swirl ratio, the steady ow nears local criticality until at = 1:51, the minimum eigenvalue drops well below zero. This large drop in the eigenvalue is associated with the breakdown recirculation region which appears at = 1:51 (see Figure 6 ). As previously mentioned, the accuracy of the = 1:51 eigenvalue distribution is very questionable because of the large axial gradients in the recirculation region. At about z = 15 of the = 1:51 solution, the eigenvalue again becomes positive and, at z = 17, a second large gradient in 2 0 occurs. This second large gradient is the location of the second recirculation region. These features can be observed in the axial velocity distributions as well (Figure 7(b) ). Note that the axial velocity is not near stagnation for the < 1:51 solutions although the ow is on the verge of breakdown.
Transient Breakdown Evolution
In the previous section, we found that breakdown occurs when the ow locally achieves critical conditions. To illustrate the trapped wave nature of vortex breakdown, a transient ow simulation is necessary. The initial ow is the steady result for = 1:504 in Pipe A. The inlet swirl ratio is then raised at t = 0 to = 1:52 initiating a disturbance which propagates throughout the domain. Since this swirl ratio is above that for which breakdown occurs ( b = 1:51), the nal solution should contain breakdown and the transient will contain the breakdown evolution. The = 1:504 solution was calculated from the = 1:50 steady solution and run until a steady state was achieved. After 15000 iterations, the residual had reached machine precision; however, to insure the = 1:504 solution was truly steady, we performed another 25000 iterations and found the solution was unchanged. Note, all of the solutions in this section were calculated with a timestep of approximately 0:041 =W 1 .
A ow quantity which has been found useful in depicting the wave nature of the breakdown process is the perturbation azimuthal vorticity,~ , de ned bỹ (r; z; t) = (r; z; t) ? (r; z); where (r; z; t) is the total vorticity and (r; z) is the steady, base ow vorticity. Brown and Lopez 23] discussed the importance of negative azimuthal vorticity in vortex breakdown. In this particular case, is the azimuthal vorticity from the = 1:504 steady solution. We will focus on the azimuthal vorticity perturbation near the axis; since the azimuthal vorticity must be zero at r = 0, we instead will use the azimuthal vorticity perturbation at the j = 2 grid line,~ 2;k , which corresponds to a radial location of r 0:066. The transient behavior of~ 2;k from t = 0 to 578 =W 1 is shown in Figure 8 . The initial perturbation is so small in comparison to the nal perturbation that, on the scale of Figure 8 , the initial stages of the breakdown evolution are undetectable. However, by t 250, a small wave-like perturbation can be seen traveling forward and amplifying from z 11. This wave is responsible for the rst breakdown bubble. For 250 < t < 350, the wave continually moves upstream and ampli es, and, at t 350, a second spike of negative azimuthal vorticity appears which is the formation of second downstream breakdown bubble. For t > 350, the ow slowly settles into a steady state and most of the transients have died away.
The features of the transient solution may be better observed by considering smaller time intervals. Figure 9 shows the initial stages of the wave evolution for 0 < t < 41. A small wave perturbation is convecting downstream and ampli es in the region from 5 < z < 10. This ampli cation is expected because the group velocity of the base ow is approaching zero (this follows from the eigenvalues in Figure 7 (a) approaching zero); therefore, according to Equation (7), the wave action density must increase as the group velocity decreases. Since the wave action density, A, is roughly proportional to the square of the wave amplitude, a, we also expect an increase in wave amplitude. At later times, say t > 25, most of the perturbations have traversed the entire computational domain; however, a fairly long wavelength perturbation is trapped at z 12 which is slightly upstream of the critical location of the base ow. Figure 10 shows the next stages of transient evolution for 41 < t < 124. The dominant feature in this portion of the evolution is the trapped wave. This wave is slowly amplifying and the wavelength is also slowly decreasing. Figure 11 , for 124 < t < 206, shows the trapped wave continually increasing in amplitude and decreasing in wavelength. Figure 12 , for 206 < t < 289, again displays the continued growth of the trapped wave. For t 275, a large spike of positive azimuthal vorticity appears in the transient evolution (which we will interpret shortly). In Figure 13 , this spike continues to grow and large amplitude oscillations are appearing behind the initial trapped wave. Finally, Figure 14 , for 330 < t < 372, shows the formation of the second negative spike in azimuthal vorticity (i.e. the second recirculation region). For t > 372, the transients have nearly died away and the breakdown bubble slowly settles into it steady location.
Many of the features of the vorticity perturbation time evolution may be interpreted by visualization of the streamsurfaces. Figure 15 shows the initial stages of the bubble formation. At t = 41, only a slight perturbation is visible at z 12:4 By t = 165, the streamfunction perturbation has increased further, and, at t = 223, the = 0 streamsurface has lifted o the axis to form a small region of reversed ow. At t = 254, the bubble has become quite large and is moving upstream. The bubble formation from t = 0 to t = 254 is quite symmetric and strongly resembles the solitary wave solutions found by Leibovich 9] ; it seems that the initial development of breakdown may indeed be describable by weakly nonlinear theory.
At t = 286, an inner bubble is formed and the breakdown bubble loses its symmetry. This formation of an inner bubble corresponds to the large spike in positive azimuthal vorticity previously noted in Figure 12 . The bubble is also continuing its upstream motion. Figure 16 shows the nal stages of the bubble growth. For t =290, 304 and 309, the inner bubble is ejected from the rear of the breakdown region, another inner bubble forms, and this inner bubble is again ejected. After the inner bubble process completes, the bubble takes on an open-ended shape. At t = 355, the second bubble forms at z 17:6. Finally, the steady result, determined when the residual reached machine zero at approximately t = 1300, shows the rst bubble has increased quite signi cantly in size and the second bubble has moved slightly upstream. Evidently, the unsteady bubble may be smaller than the nal steady bubble structure. Note, the calculation was continued for several thousand iterations after achieving steady state with no changes in the solution as shown in Figure 16 (e).
Escudier 24] describes an experimental breakdown evolution process and shows a time sequence of dye visualization photographs ( Figure 13 in the reference) which are remarkably similar to the previous simulation results. In the experimental results, a slight swelling in the vortex core region initially appears just after a change in ow conditions. This swelling gradually develops into an initially axisymmetric ring-like structure. Then, after some transient asymmetries, the structure stabilizes into a bubble breakdown structure slightly upstream of the initial swelling location with a second stagnation behind the primary bubble.
Closing Remarks
The above results show that the occurrence of vortex breakdown coincides with the occurrence of ow criticality as suggested by Squire 2] . However, Squire proposed that, at criticality, upstream propagating disturbances travel forward to the critical location, amplify, and lead to breakdown unlike the wave-trapping process illustrated herein which shows downstream propagating waves becoming stalled at the critical location, slowly amplifying, and eventually resulting in breakdown. However, Squire's explanation could have some relevance to certain instances of vortex breakdown. For example, consider a near critical ow such as Pipe A, = 1:50, w = 0. If we place a small obstacle on the axis in the downstream portion of the ow, a local increase in the streamsurface divergence would occur. The upstream in uence of this perturbation will die o exponentially at a rate given by the smallest eigenvalue, ?j 0 j. For su cient upstream in uence, the additional streamsurface divergence could drive the ow to criticality at which point vortex breakdown would occur. This type of behavior was observed by Lambourne and Bryer 25] when bodies of various thicknesses were inserted into a leading-edge vortex. Upstream in uence of downstream conditions may also be important when considering the e ects of trailing edge aps on vortex breakdown over delta wings at high angles of attack. Again, Lambourne and Bryer mention that upward de ection of trailing edge aps results in forward motion of breakdown and vice-versa. At near critical angles of attack, breakdown might be delayed or created by appropriate ap de ections. Regardless of the particular application, ows approaching critical conditions are extremely sensitive to any perturbations in the ow, upstream or downstream.
Since axisymmetric vortex breakdown is associated with local ow criticality, an appropriate local measure of the`nearness' of breakdown is the local eigenvalue, 2 0 . Unfortunately, this requires complete swirl and axial velocity pro les through the vortex in order to solve the associated eigenvalue problem. An approximate form of this criterion which is frequently used is that the local swirl ratio is greater than one. Furthermore, general e ects which might alter the occurrence of breakdown may be assessed since any e ect which drives the ow towards criticality, also drives the ow towards breakdown. For example, both increased swirl 3] and streamsurface divergence 12] have been shown to drive a ow towards criticality. Therefore, these e ects also increase the likelihood of vortex breakdown.
As discussed in the Introduction, the trapped wave theory of Randall and Leibovich 10] contains many of the elements of the trapped wave theory proposed herein. However, a possible weakness in their theory is its reliance upon viscous dissipation to x the nal breakdown position. According to these results, a possible inaccuracy in their trapped wave model stems from the assumption that the base ow is near criticality. Although this is an accurate model for the initial stages of breakdown, at later stages, nonlinear e ects (as shown by Randall and Leibovich) allow the wave to propagate upstream. As the wave propagates, the base ow typically becomes increasingly supercritical. Therefore, the wave propagation might be halted at a location where the growth of the bubble is balanced by the changing criticality of the ow. In the companion paper to their trapped wave theory 26], Leibovich and Randall derive an equation valid for base ows which are far from critical; however, the implications of this equation have not been pursued.
Finally, although our results are only for swirling pipe ows with a speci c geometry, we believe that the fundamental mechanism of wave-trapping at a critical location might apply to a wide range of pipe geometries and other ows such as delta wings. Also, although this mechanism is purely axisymmetric, it may provide a stimulus to initiate non-axisymmetric e ects which might be related to the spiral mode of breakdown. Both of these issues are areas which require future investigation. 
