Abstract: It is a well-known fact that the Bayesian Networks' (BNs) use as classifiers in different fields of application has recently witnessed a noticeable growth. Yet, the Naïve Bayes' application, and even the augmented Naïve Bayes', to classifier-structure learning, has been vulnerable to certain limits, which explains the practitioners' resort to other more sophisticated types of algorithms. Consequently, the use of such algorithms has paved the way for raising the problem of super-exponential increase in computational complexity of the Bayesian classifier learning structure, with the increasing number of descriptive variables. In this context, the present work's major objective lies in setting up a further solution whereby a remedy can be conceived for the intricate algorithmic complexity imposed during the learning of Bayesian classifiers' structure with the use of sophisticated algorithms. Noteworthy, the present paper's framework is organized as follows. We start, in the first place, by stating the BNs' definition along with the problems related to their structure-learning from data. We, then, go on to propose a novel approach designed to reduce the algorithmic complexity without engendering any loss of information when learning the structure of a Bayesian classifier. Ultimately, our approach is to be tested on a car diagnosis, a Lymphography diagnosis and a cardiac disease diagnosis databases, along with our achieved results' discussion, and an exposition of our conducted work's interests as a closing step to this work. 
Introduction
It is worth noting that efficient classifiers can be reached through the use of Bayesian networks [1, 2, 3] . In fact, a Bayesian Classifier relative to a problem with p variables is characterized by the distinction of having p + 1 nodes. Indeed, all Bayesian classifiers model the fact of belonging to a certain class by means of a discrete node dubbed "class node". This node is discrete and multinomial having k modality. The class node is distinct for not owning a parent node. Regarding the other p variables, which we call descriptive variables, they are denoted X i (i from 1 to p). The Bayesian classifier with the simplest structure is the Naïve Bayesian Network (RBN) [9] , also called Naïve Bayes classifier. Nevertheless, no correlations between the attributes are taken into account with respect to the Naïve Bayes, where all features contribute to the classification in the same way. The classification node takes advantage of the information provided by each attribute independently of the information provided by other features-still; this may not be optimal for the classification task. Hence, various proposals have been suggested in a bid to enrich the Naive Bayesian Network structure to make it account for correlations between different attributes. In [2] , for instance, the authors have proposed a Tree-Augmented Naïve Bayes (TAN) approach to enrich the network structure. According to this approach, a tree structure is applied for the classification to be achieved [20, 5] . The tree structure has the advantage of having a low degree of complexity, along with the ability to avoid over fitting problems. However, it restricts the number of parents, other than the classification node, to exactly one single parent for each node, which turns out to be a strong constraint. So, the resulting structure appears to neglect the case where a variable is correlated with several other variables. Besides, it outlooks the case where a variable is conditionally independent of all other variables within the classification node. In which case, the node representing that variable only needs the class node as a parent. The addition of another parent only adds unnecessary complexity and increases the number of network parameters. Consequently, other authors [4, 5, 6, 28, 8] have
proposed the use of more sophisticated methods to overcome these shortcomings, among which are: the use of the K2 algorithms [6, 24, 25, 26, 27, 28, 10, 4] , the Genetic Search [7, 4] , the Greedy Search [11, 4] , the Annealing Simulated [8, 4] , the Greedy Hill Climber [7, 4] and the Repeated Hill Climber [7, 4] . Although these algorithms have actually managed to attain performant classifiers, their application has resulted in the frequently and commonly encountered problem of structure-learning computational complexity owing to the increase in the number of descriptive variables.
Hence, a new approach has been proposed through this research work based on a structure learning upstream clustering, which can be jointly used with the K2 algorithms pertinent to the structure learning of Bayesian Classifiers. The envisaged aim behind this framework proposal is to reduce the computational complexity and, consequently, the execution time without engendering a loss of information, in comparison to the use of the classic K2
algorithm.
The remainder of this paper has been arranged as follows. The upcoming section deals with the BNs and their structure learning problems. In the following section, we are going to put forward a new approach which we shall test upon a car-diagnosis, a Lymphography diagnosis and a cardiac disease diagnosis databases. Finally, we will close up our work by concluding and paving the way for certain potential perspectives for future researches.
Structure learning of BN from data
It is worth highlighting that knowledge representation and the related reasoning, thereof, have given birth to numerous models. The graphic probability model, namely BN, first introduced by Judea Pearl in the 1980s, has been manifested in the practical tools useful for the representation of uncertain knowledge and reasoning process from information.
We denote by B = (G, Θ) a BN such that:
is a graph managed without circuit summits, whose associates are a set of random variables X = {X 1 ,...,X n }. Θ = {P(X i |Pa(X i ))} is a probability set of every knot X i conditional upon the state of its parents relatives Pa(Xi) in G. Hence, the BN graphic representation indicates the dependencies (or independencies) among variables and provides a visual knowledge representation tool, that turns out to be more easily understood by its users. Furthermore, the use of probability allows to take the uncertainty into account, by quantifying the dependences among variables. Actually, these two properties have been at the origin of the first initially-allotted terms to the, namely, BNs, "probabilistic expert systems", where the graph used to be compared with some set rules pertaining to a classic expert system, and conditional probability presented as a quantification measurement of the uncertainty related to these rules.
In this respect, Reference [12] has demonstrated that the Bayesian networks have allowed to represent, in a compact way, the joint probability distribution relevant to all variables, as:
The number of all BN possible structures has been shown to ascend sharply as a superexponential on the number of variables. Indeed, Reference [13] has derived the following recursive formula for the number of Directed Acyclic Graph (DAG) with n variables: (2) which gives: r(1)=1, r(2)=3, r(3)=25, r(5)=29281, r(10)=4,2×10 18 This means that it is impossible to perform an exhaustive search of all structures in a reasonable time in the cases where the number of nodes exceeds seven. In fact, most structure-learning methods use heuristics to search the DAGs space.
A new clustering-based approach: theoretical framework and methodology
The idea lying behind our conceived procedure lies in the rapid super-exponential surge of algorithmic complexity of learning the Bayesian Classifier structure from data with respect to
the rise in the number of variables. To remedy this problem, our idea consists in subdividing the variables into subsets (or clusters), by learning the structure of each cluster's separately, while looking for a convenient procedure whereby the different structures could be assembled into a final structure. In this regard, it has been noticed that in the case of a Bayesian classifier learning structure, there exists one single central variable of a global interest called "class"
variable. In this respect, we reckon to execute the processing of each cluster's learning structure with the class variable, then, proceed by assembling the different various structures around this class variable as a next step.
In the upcoming subsection (3.1.), we shall demonstrate, mathematically, that by subdividing the variables and by separately processing each cluster's learning structure with the class variable, we dramatically reduce the number of possible DAGs in respect of the simultaneous learning structure of the entire variables. After that, in subsection (3.2.), we are going to explain our proposed framework procedure as well as the methodologies to be pursued.
3.1.Theoretical background
The below represented Robinson formula [13] depicts the number of possible DAGs in respect of the variables' number:
, where n stands for the number of variables.
In this section, we will prove that , where J 1 +J 2 +…+J k = n-1; and that J l +1<n for .
Proposition 1
For all n ≥ 2, we have:
In what follows, we denote by: n-1= J 1 +J 2 +…+J k ; J l +1<n, and let .
Proposition 2

Proof
According to ii) of Proposition 1, we have ≥ .
Hence,
Since is constant (independent of l), then ≥ Therefore, .
Finally, we can conclude that: , where n-1= J 1 +J 2 +…+J k ;
J l +1<n and .
3.2.Procedure and applied methodologies
The variables' clustering
Clustering is the most frequently used and widespread technique among the data-analysis and data-mining descriptive techniques. It is often used when we have a huge amount of data, within which we intend to distinguish some homogeneous subsets suitable for processing and for differential analyses [14] .
Actually, there exist two major well-known clustering families of algorithms in the literature, namely: the partition methods and the ascending hierarchical-clustering. The advantage of the ascending-hierarchical methods, as compared to the partitioning ones, lies in the fact that they enable to choose, appropriately, the optimum number of clusters.
Nevertheless, the partitioning criterion is not global; it exclusively depends on the alreadyobtained clusters, since two variables placed in different clusters could by no means be compared any more. Contrary to the hierarchical methods, the partitioning algorithms might perpetually improve the clusters' quality [14] , in addition to the fact that their algorithmic complexities are linear. Regarding our present work, we have chosen to use the K-means algorithm, as it is the most popular, added to fact that its algorithmic complexity is linear (O(n)) [15] . Besides, we reckon to apply a hierarchical clustering algorithm along with the bootstrap technique to obtain the optimal number of clusters suitable for the Kmeans algorithm. To note, the databases that will be applied to test our approach, in the experimentation section, consist of some categorical variables, and regarding the performance of clustering we will use the package ClustOfVar with R language [16] . In particular, we will use the variant K-means [17] along with the linkage-likelihood analysis [18] (hierarchical clustering algorithm) for categorical variables. To assess the stability of all possible partitions, 2 to p-1 (where p is the total number of variables) clusters from the hierarchical clustering, we will use a special feature called "Stability" (also developed in the ClustOfVar package) based on the "bootstrap" technique, whose corresponding steps are:
-An ascendant hierarchical clustering is applied to the B bootstrap replications' sample of n initial observations.
-For each replication, scores of 2 to p-1 clusters obtained are compared with the hierarchy's initial partitions through the calculation of adjusted Rand criterion [19] .
-Averages (the B replications) of these calculated adjusted Rand indices are plotted against the number of clusters.
This graph is then a use full tool to help select the optimal number of clusters. Thus, the user can choose the number K of clusters corresponding to first peak of the stability (see Fig.   1 .). According to " Fig. 1 .", once stability is increased up to the level of five clusters, then the user can select the partition in five clusters.
Structure learning
A structure learning has been performed for each cluster of variables including the class variable. The ultimate structure would be the assembling of the n structures obtained from each cluster around the class variable.
We will perform our tests via the K2 algorithm with, as input, the order obtained by applying the algorithm MWST (for the MWST algorithm, the initial node will be the class variable) [21] . In our study case, we would rather try to prove that the joint use of our approach together with the K2 algorithm can be beneficial in reducing the computational complexity without losing information.
Note that in our work, we will use the BNT toolbox [22] running on the Matlab software (2010 version) to apply the MWST and K2 algorithms to structure learning. We will also apply the BNT toolbox for parameters learning and inference.
Experimentation procedures
Data-bases
We first test our approach, on a car diagnosis database (Car Diagnosis 2). It has 18
variables (see " phase. We also apply our approach to a Lymphography diagnosis database (Lymphography).
It is made up of 19 variables (see Table 2 .), among which is a status variable called "Diagnosis", the Class variable. This lymphography domain has been obtained from the University Medical Centre, Institute of Oncology, Ljubljana, Yugoslavia (available on request on the site http://archive.ics.uci.edu/ml/datasets/Lymphography). Among the 148 instances of data, 32 have been left aside for the references' testing phase. Ultimately, we apply our approach to a cardiac disease diagnosis database (Spect Heart). It is made up of 23 variables (see Table 3 .), among which is a status variable called "Overall_Diagnosis", the Class variable. This Spect Heart domain has been available on the site http://www.norsys.com/downloads/netlib/. Among the 267 instances of data, 32 have been left aside for the references' testing phase. 
Clustering
The stability analysis results, relevant to the "Car Dignosis 2" database, using the ClustOfVar package, are shown in " Fig. 2 .". We can notice that the optimal number of clusters selected is equal to three. The clustering of variables using the K-means is presented in " Table 4 ." below. Fig. 2 . Stability of the partitions of "Car diagnosis 2" data base. For the "Lymphography" database, the stability analysis (Fig. 3.) shows that the optimal number of clusters is two and the variables' clustering results are presented in " Table 5 .". Table 5 . Clustering results of the "Lymphography" data base.
Cluster 1
Cluster 2  V1  V8  V9  V10  V11  V12  V13  V14  V15  V16  V17  V18   V2  V3  V4  V5  V6  V7 For the "Spect Heart" database, the stability analysis (Fig. 4.) shows that the optimal number of clusters is four and the variables' clustering results are presented in " Table 6 .". Fig. 4 . Stability of the partitions of "Spect Heart" data base. " Fig. 6.", "Fig. 7 ." and " Fig. 8 .", appearing below, depict the structures resulting from the learning structure pertaining to every cluster of variables after applying the K2 algorithm, with, as an entry, the order obtained from the MWST resulting tree (we have selected the class variable as being the initial variable during the MWST algorithm application to each cluster). The final structure is automatically represented by reassembling the clusters' structures around the Class variable (see " Fig. 9 ."). The global execution time has been 1.45 seconds (over 1.32 seconds for cluster 1; 0.05 seconds for cluster 2 and 0.09 seconds for cluster 3). The sum of these executions' time (1.45 seconds) remains significantly shorter to the structure learning of the entire variables simultaneously, which equals 3.45 seconds. Concerning the "Lymphography" database, " Fig. 10 ." below depicts the result of structure learning of the entire variables with the K2 algorithm, using as an entry, the order given by the MWST algorithm. The execution time has been 2.67 seconds. remains significantly shorter to the structure learning of the entire variables simultaneously, which equals 2.67 seconds. Concerning the "Spect Heart" database, " Fig. 14 ." below depicts the result of structure learning of the entire variables with the K2 algorithm, using as an entry, the order given by the MWST algorithm. The execution time has been 2.85 seconds. We have also tested the execution time for the "Car Diagnosis 2" database duplicated six times, with the same composition percentage of the clusters. The total variables' number has become equal 108 variables, namely:
Cluster 1: 78 variables including the interest variable.
Cluster 2: 18 variables including the interest variable.
Cluster 3: 12 variables including the interest variable.
The execution structure-learning time corresponding to the entire variables, simultaneously, was 11 minutes. With respect to our approach, however, the execution time for learning the structure has been 2 minutes and 55 seconds. The sum of execution times, on R software, of the hierarchical clustering running, the Stability function running (Bootstrap technique used to estimate the optimal number of clusters) and the K-means algorithm running has been equal to 4 minutes and 35 seconds. This makes a total of: 2 minutes and 55 seconds + 4 minutes and 35 seconds << 11 minutes. Hence, it can be concluded that, by using our approach, the gain in execution time increases as the number of variables increases in so far as the algorithmic complexity of Bayesian classifier structure learning from data increases more than the clustering procedure's algorithmic complexity with respect to the rise in the number of variables.
Both attained structures' relevant inferences and result comparisons
Our approach favors the preservation of data for the class variable's sake, we will learn the parameters of the two structures found for each of the databases studied (structure found after learning all the variables simultaneously and structure found after assembling the various structures of the clusters around the class variables). For the class variable, we are going to calculate the probabilities of its different states; given the states of the networks other nodes in respect of the two obtained Bayesian classifiers structures. Thus, a 32 example database will be used for experimenting the class variables of the three databases. Naturally, the experimentation examples have been excluded during the structures' learning. The statistical significance of difference between the obtained probabilities, with respect to both structures, will be measured via the Z test (comparing the two observed means belonging to two different samples) [23] .
The three tested class variables are "Car starts" of the "Car Diagnosis 2" database, "Diagnosis" of the "Lymphography" database and "Overall_Diagnosis" of the "Spect Heart" database. The results are presented in Appendix B in a tabular form, explaining the different probability pairs according to the various states of each variable studied and their Z tests values. "Appendix C" contains three graphs showing the Z test variation corresponding to each class variable studied according to its different possible states.
Discussion
Based on the achieved experimental results, the pairs of probabilities pertaining to the class variable "diagnosis" of the "Lymphography" database appear to be identical; the preservation of information has been complete. As for the class variable "Car Start" of the "Car Diagnosis 2" database and the class variable "Overall_Diagnosis" of the "Spect Heart" database, the probability pairs are very similar but not identical; the hypothesis H 0 has always been rejected, even with very small |Z| test values, not exceeding the value of 0.46, very distant from the threshold of 1.96, as set by the Z test theory [23] (see Appendix B). It can, therefore, be deduced that the inference results, regarding both learning-structure approaches, are very similar even at eye sight, and without applying any statistical tests to measure the difference's significance. Thus, through our approach, we have managed to reduce, considerably, the algorithmic complexity of the Bayesian classifier structure learning without any significant loss of information, especially with regards to the class variable. The clustering constancy and trustworthiness play a determining role in the accuracy of the resulting structure. In fact, the more independent the obtained clusters are, the more the number of inter-cluster edges to be lost would shrink. Consequently, the more independent the clusters are, the more negligible the lost information would be.
Throughout the present study, we have, firstly, demonstrated mathematically that the algorithmic complexity of the BN from data-base structure learning decreases dramatically in the cases when the variables' subsets are treated in a separate way. In a second place, a new approach has been proposed whereby the demonstrated conduct could be exploited by adding a solution serving to reassemble the sub-sets' structures into a single structure framework.
This solution has been based on the implementation of class variable as a linking variable among the subsets' different structures. Through our proper experimentation procedure, we have proved that by implementing this undertaking, we can be immune against the information loss problem while achieving a considerable gain in terms of execution time. Our original solution has been improved, firstly, because no criterion has been defined for the applicability of our approach on a certain database (possibility of having clusters sufficiently independent to avoid losing information). Secondly, the method applied for determining the optimal number of clusters is known to be greedy in computational complexity (in the order of O(n 3 )). So, a heuristic, less complicated yet effective would be among our aim in future research. Inversely, however, with the help of our newly-devised concept, new largescale horizons have been opened, paving the way for other more global solutions, taking advantage of the fact that the possible number of DAGs decreases incredibly by treating variables' subsets during the Bayesian classifier or the general BN structure learning from database.
Conclusion
Within the scope of the present work, we have set up a new well-defined approach for the Bayesian classifier structure learning from data-base, so useful that it can be jointly applied with the K2 algorithms. As a first step, we have proved, mathematically, that the BN structures' possible space decreases, dramatically, by subdividing the relevant variables into clusters before processing the BN structure learning corresponding to each cluster apart. In the second step, a specially-devised approach has been proposed whereby the demonstrated conduct could be exploited to perform a Bayesian Classifier. Actually, through a speciallyconducted experimentation administered over a car-diagnosis, a Lymphography diagnosis and a cardiac disease diagnosis data-bases, we have proved that loss in data turns out to be so negligible that it does not affect the extracted Bayesian classifier stemming results during the inference stage, while saving a great deal of execution time.
In a potential future research, we reckon to make a serious attempt to investigate other possible alternatives useful and fit to exploit the considerable reduction of algorithmic complexity during the BN structure learning by examining and treating variables' sub-sets, developing some structure-retrieving oriented heuristics encompassing the already achieved sub-structures, a framework that would be the closest possible to the discovered structure, while simultaneously treating the whole set of variables in their entirety. 
Then, =B + S;
Where S = and B = ≥ 0
Thirdly, we will prove that S ≥ 0
We distinct 2 cases: We can thus conclude that ii) is proved. 
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