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Structure parameter of temperature
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Spectral energy
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Refractive index of air
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Abstract

An experimental study of the marine atmospheric boundary layer effects on the index
of refraction was conducted off the coast of Portsmouth, NH between Battery Farnsworth
and Wood Island. This study aimed to compare measured changes in the refractive index
structure parameter (Cn2 ) to estimates using time series data of single point atmospheric
variables, including temperature, pressure, and wind velocity. A scintillometer transmitter
and receiver located at Battery Farnsworth and Wood Island, respectively, provided direct
measurements of (Cn2 ). Data from a weather tower containing a sonic anemometer was used
to estimate (Cn2 ).
Three methods of analysis to estimate (Cn2 ) from the time-series data from single point
atmospheric variables were employed. The three methods were a two-point structure function
method (most common method in practice owing to its simplicity), a spectral analysis method
assuming Kolmogorov turbulence with r2/3 (k -5/3) scaling, and a spectral analysis not
assuming Kolmogorov scaling. Here r (or wavenumber k) refers to the turbulent length scales.
The measurements of (Cn2 ) acquired in the present study are consistent with (Cn2 ) measurements from other studies in the literature. The data for all three methods to estimate
(Cn2 ) closely followed (Cn2 ) measured from the scintillometer, with the spectral analysis methods showing the best agreement. The study lends credence to the use of structure functions
obtained from time-series data from single point measurements of atmospheric variables to
accurately estimate (Cn2 ) within the marine atmospheric boundary layer.

x

Chapter 1
Introduction
1.1

Propagation of Light Through the Atmosphere

As light travels through a material, whether it is the near perfect vacuum of space, air, or
water, its speed is dependent on the properties of the medium. The speed at which it travels
is fastest in a perfect vacuum and for every other substance is slower by some amount. A
way of quantifying the reduction in speed is with the index of refraction (n). The index of
refraction is a numerical index that expresses the relative speed of light through a substance
compared to the speed of light in a vacuum (c); in other words, a refractive index of three
corresponds with a speed of light of 3c . [26]
Atmospheric refraction, responsible for mirages, rainbows and many other visual phenomena, has been known since at least Aristotles Meteorologica in the 4th century BC [20].
As electromagnetic (EM) radiation, of which visible light is only a small subset of, travels through the atmosphere it is distorted by the air that the wave front passes through.
Surrounding particles can both absorb and scatter these waves, causing a decrease in intensity along the main wave path. The most prominent process that distorts EM radiation
is fluctuations in the refractive index; these fluctuations are turbulent in nature and cause
scintillations, or intensity fluctuations. Typically, the index of refraction is thought of as a
1

passive scalar (a quantity in a fluid flow that has no dynamical effect) based on the density of
the medium it is passing from and to yielding a somewhat steady, albeit curved, wave path.
This framework fails to consider the small fluctuations in the refractive index that happen
on small timescales. These small fluctuations lead to measurable intensity fluctuations of a
signal, or scintillations. These fluctuations can be quantified through the refractive index
structure parameter (Cn2 ) [23].
Models for fluctuations of refraction in the atmospheric boundary layer (ABL) are well
understood and have numerous studies verifying turbulent models for Cn2 . While these models
are well studied in the ABL, the subsection of the ABL known as the marine atmospheric
boundary layer (MABL), lacks a through validation. The biggest differences between the
MABL and the ground based ABL is the free slip condition at the air-sea interface, waves,
ocean currents and the two way coupling between the two fluids. Unlike the ground, a wall
or most surfaces considered in fluid flow analysis, water can be accelerated by the dynamics
of the air around it. This leads to much different atmospheric conditions over water when
compared to over land. Secondary to this is the differing temperature at the boundary: the
water and the ground respectively.

1.1.1

Marine Atmospheric Boundary Layer

The MABL is the portion of the atmospheric boundary layer that is directly influenced by
the ocean. The ocean effects vary along the MABL, the main effects not present in the ABL
being a free slip boundary, oscillatory wave flow, sprays, two way coupling of the fluids and
ocean currents. A sublayer of the MABL is the wave boundary layer (WBL). This region
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refers to a significantly smaller region of the flow directly influenced by the wave flow, whose
height is

hW BL ≈ k −1 = gωp−2 ,

(1.1)

where kp , g and ωp are the peak wavenumber, gravity and wavelength respectively. By using
this method and an estimate for wave height given by the Pierson-Moskowitz spectrum for
a significant wave height HS

hW BL /HS = 3.7,

(1.2)

provides a measure of how far the direct structural effects of the wave extend beyond the
height of the wave, such as fluctuations in velocity pressure and stresses [4]. Given the
mounting height of the sonic anemometers used in this study (≈ 4m from water surface for
the lower tower) and expression 1.2, it would appear that the WBL only effects the sonic
anemometer on days with significant wave heights, although the scintillometers are likely
always in the middle to upper WBL due to their lower mounting height (≈ 1.5m from water
level for the lower scintillometer) as wave heights are typically on the order of half a meter
on calm days to a couple meters on stormy days off the coast of Portsmouth, NH. Note that
this is an approximation of the direct effects due only to the wave; this does not mean the
sonic anemometer data is unaffected by the MABL compared to the ABL over land.
In Fairall et al.’s 1996 paper on the bulk parameterization of air-sea fluxes, they showed
that the primary method of heat, momentum and moisture transfer between the sea and air
is through turbulent transport in the MABL [8][17]. Recent studies, both experimental and

3

computer driven (e.g., large-eddy simulations), have shown a larger than expected effect of
ocean swell on the surrounding turbulence in the marine boundary layer.[29]
Lastly, diurnal, or of the day, variability plays a large part in the ABL. The day/night
cycle causes daily cyclic changes in temperature, ocean and ground heat flux, as well as
many other factors of refraction and Cn2 [30]

1.2

Applications and Systems Affected by Optical Turbulence

To the average person, refraction may invoke ideas of visible light splitting when hitting
a prism to form a rainbow (figure 1.1) or the visible distortion of objects submerged in
water due to Snell’s Law (figure 1.2). Both of these phenomena are considered an effect of
refraction.

Figure 1.1: White light being diffracted
and decomposed by a prism [3]

Figure 1.2: Depiction of Snell’s Law [3]

When driving along an asphalt road on an exceedingly hot day, you may notice a patch
4

of what appears to be oil or water spilled across the road in front of you. As you get closer,
it slowly shrinks in size before disappearing completely. This is an inferior mirage and what
you are seeing is the sky above. This process is known as refraction, where light bends
as it travels. It bends from the colder air in the sky, to the hot air around the pavement
and finally to the observer. When the temperature difference between the air and asphalt
is significant enough one can see the sky while looking below the horizon. The opposite
phenomenon, a superior mirage, takes place when a cool medium is below a hot medium. In
mirages, superior and inferior reference the stability of the phenomenon: a superior mirage
is inherently more stable than an inferior mirage due to the stability of the temperature
gradient.
While refraction generally refers to a quasi-constant bending of light as in the above
examples, scintillation is about the ‘changing’ of an image. Scintillation can be caused by
fluctuations in the apparent brightness of a particle in the atmosphere or the visual movement
of a stationary object seen from afar. Scintillation is most noticeable when changes of the
refractive index are high, as in a Fata Morgana (figure 1.3).
These scintillations can also be seen up close in areas of extreme temperature gradients.
AOne example is looking through the exhaust of a jet (figure 1.4). Due to the much larger
temperature gradient, a smaller distance is needed to have noticeable visual distortions, or
‘flickering’.
One of the most important applications of scintillation is in laser beam distortion over
medium to long distances. Both the beam wander associated with the mean refractive
index and the intensity fluctuations can cause significant distortion and deterioration in
laser accuracy and signal strength (figure 1.5). [18]
5

Figure 1.3: Fata morgana sequence of images from Farallons islands. The images show the islands
hovering above the ocean. [5]

1.3

Study and Characterization of Optical Turbulence

Optical turbulence is studied in many ways, each of which has its own limitations. For
atmospheric optical turbulence, common measurement methods are point or path measurements, both of which are used in the data collection for this thesis. Most forms of direct
optical turbulent measurements involve the transmission of EM radiation from an emitter
to a receiver, leading to a path measurement that is averaged over a volume. This is the
case for sensors such as scintillometers and telescopes [22]. Indirect methods can use point
6

Figure 1.4: Heat haze seen through a jet exhaust [32]

Figure 1.5: Effects of laser beam wander and scintillation [18]

measurements of scalar turbulent properties like temperature, pressure and humidity such as
a weather station. These properties can then be used to model the refractive index structure
function.
Scintillometers, such as the LAS MkII used in this study, use near infrared wavelength
EM radiation over up to a several km range to measure intensity fluctuations in the refractive
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index; these are quantified via the structure parameter of the index of refraction (Cn2 ).
Indirect methods of measuring optical turbulence rely on optical turbulence models to
estimate (Cn2 ). For these indirect methods, general atmospheric data from the time series
of the measured variables is collected at a single point and the optical turbulence can be
estimated. In general, when trying to dynamically correct the accuracy of a laser (or another
optic based EM radiation beam), this second form is preferable, owing to its simplicity.
Examples of these indirec time-seriest, point based measurements are weather towers and
specifically for this study: sonic anemometers.

1.4

Scope of Thesis

The research objective of this thesis is to better understand the influence that the air-sea
interface has on optical turbulence, specifically on turbulent refraction fluctuations. In order
to study this problem data was first collected over a long time period (on the order of
months). This data set will then be used to:

1. verify assumptions in existing models, such as the usual assumption of Kolmogorov
turbulence in atmospheric flows based on velocity and temperature fluctuations,
2. compare both turbulent and non-turbulent models for Ct2 ,
3. validate existing models of Ct2 using Ct2 estimates, and
4. use correlations in the long data sets to try and create better models of Cn2 in the near
surface ocean region.

8

1.5

Organization of the Thesis

• Chapter 2: Modeling Optical Turbulence

• Chapter 3: Methods
• Chapter 4: Results of data analysis
• Chapter 5: Literature Comparison
• Chapter 6: Conclusions
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Chapter 2
Modeling Optical Turbulence
2.1
2.1.1

Kolmogorov turbulence
Basic Turbulence

A general overview of turbulence and its properties are first described. Using vector notation
to represent spacial dimensions, velocities and other multi-dimensional variables allows for
more compact representations of many equations. The vector notation for the position and
velocity at a point in a flow is shown in equations 2.1 and 2.2 respectively. Note that î, ĵ and
k̂ (and by extension x, y and z) are arbitrary directions; in this thesis k̂ is pointing vertically
up, î is North and ĵ is East.

~x = xî + y ĵ + z k̂

(2.1)

~u(~x, t) = u(~x, t)î + v(~x, t)ĵ + w(~x, t)k̂

(2.2)

While laminar flow is typically characterized by smooth, parallel particle paths with
minimal mixing between adjacent layer, turbulent flow patterns have eddy hierarchies, that
rapidly transfer momentum between layers of the flow. Because of the sensitivity of turbulent
10

flows to initial conditions turbulence requires a statistical description. In these cases, it is
beneficial to decompose the flow into a mean and fluctuation component.

~ (~x, t) + ~u0 (~x, t)
~u(~x, t) = U

(2.3)

Equation 2.3 defines U as the mean velocity and u0 as the fluctuating velocity. This
brings into question how a mean velocity is determined: namely is it spatially averaged or
time averaged? This is where Taylor’s ‘frozen turbulence’ hypothesis can be of help: for
fully developed turbulence, eddies are advected (transported by mass motion) solely by the
mean velocity. This hypothesis leads to the conclusion that the spatial average and the time
average should be equivalent [28]. We can usually be certain the ensemble average exists,
even if we can only estimate it. In particularly difficult cases we can imagine averaging
instead across an infinite number of universes at a single instant in time and space. As such,
the existence of the ensemble average does not necessarily mean it can be easily obtained
[13]. In this paper, as only point measurements are acquired, the time average is used. Using
~ is calculated using equation 2.4
a time averaging period of τ , U

1 Z t+τ
~
~u(~x, t)dt
U (~x, t) = h~ui =
τ t

(2.4)

For a flow with an unsteady mean flow, an appropriate τ is unclear. τ needs to be long
enough to not be influenced by passing eddies yet short enough to not be effected by long
term changes in atmospheric conditions. Past studies have used τ values between 1 and
10 minutes.[16][24][34] Because of the lack of a definitive value for τ , multiple values are
explored in this thesis.

11

Considering atmospheric air in the MABL as incompressible, conservation of mass simplifies to the general continuity equation (eq. 2.5) simplifies to the general continuity equation
(eq. 2.6)

∇ · ρ~u +

∂ρ
= 0, and
∂t

∇ · ~u = 0,

(2.5)

(2.6)

where the del (nabla) operator (∇) is used for vector calculus and is defined as

∇ = î

∂
∂
∂
+ ĵ
+ k̂
.
∂x
∂y
∂z

(2.7)

A common misconception regarding this operator is to call it a gradient operator. The
del operator can be used to express a gradient, divergence or curl depending on the implementation.
• Gradient: ∇f
• Divergence: ∇ · f
• Curl: ∇ × f
Given the above definitions, the continuity equation is the mathematical representation
of the divergence of the velocity vector being equal to zero.
The Navier–Stokes momentum equation (eq. 2.9) and continuity equation (eq. 2.8)
are partial differential equations which describe the motion of fluid substances. In these

12

equations

D
Dt

is the material (or total) derivative and ~g are the body forces acting on the

fluid.

ρ

∇ · V~ = 0

(2.8)

DV~
= −∇p + ρ~g + µ∇2 V~
Dt

(2.9)

For turbulent flows, a time averaged version of the Navier–Stokes equations is useful:
The Reynolds-averages Navier-Stokes (RANS) equations (eq. 2.10). The RANS equation
uses Reynolds decomposition, where instantaneous quantities are decomposed into its timeaveraged mean component and fluctuating component.

"

∂
∂ui ∂uj
∂ui
= ρf i +
−pδij + µ
+
ρuj
∂xj
∂xj
∂xj
∂xi

!

#

−

ρu0i u0j

(2.10)

Lastly, the convection-diffusion equation (eq. 2.11) describes how energy, particles and
other passive scalars are transferred via the processes of diffusion and convection. In this
equation c is the scalar of interest and R are instances of sources and sinks.

∂c
= ∇ · (D∇c) − ∇ · (vc) + R
∂t

(2.11)

These equations describe how index of refraction fluctuations are influenced by turbulence
and travel through a medium, in this case the MABL.
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2.1.2

Kolmogorov’s Theory of 1941

In 1941 Andrey Kolmogorov published a groundbreaking paper on turbulence. His theory
was based on Lewis Richardson’s notion the turbulent cascade [27]. Kolmogorov’s theory
divided turbulent flows into three ranges; from largest scale to smallest scale: the energy
containing range, inertial subrange and dissipation range (figure 2.1).

Figure 2.1: Length scale subranges [9]

These ranges will also be referred to as large, intermediate and small scales respectively in
this thesis. The energy containing regions are easiest to visualize: giant eddies of turbulent
motion carry more energy than small eddies and the effects of viscosity being negligible
??. The dissipation region is the scale at which viscous dissipation dominates the flow and
turbulent kinetic energy is lost as heat. The inertial subrange is the intermediate region
where energy from large eddies is transferred to the smaller eddy scales. This is how the
energy cascade of turbulence is achieved and is used to explain how energy is transported
and dissipated in a turbulent flow. [31][28]

14

One of the fundamental properties of Kolmogorov turbulence is that small scale turbulence is locally isotropic for high Reynolds number turbulence. This is to say that the
directional preferences of the large scale eddies are lost in the small scale. Note that even
though the small scales are isotropic, the large scales can still be anisotropic. This local
isotropy allows for many simplifications in theoretical turbulent equations. [12]
Kolmogorov defined the smallest scales of turbulence in high Reynolds number flows.
These are known as the Kolmogorov microscales, and include a length scale (η)

ν3


!1/4

,

(2.12)

uK = (ν)1/4 ,

(2.13)

η=
a velocity scale (uK )

and time scale (τK )

 1/2

τK =

ν


(2.14)

based solely on the dissipation of turbulent kinetic energy () and kinematic viscosity (ν) of
the fluid [25].
The integral length scale, or the outer length scale of the inertial region, for isotropic
homogeneous turbulence is defined as the following integral, using the energy spectrum (E)
and inverse wavenumber (k):

`=

R ∞ −1
0 k E(k)dk
R∞
0

E(k)dk
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(2.15)

The inertial region exists between the integral length scale ` and the Kolmogorov microscale η such that l << r << η where r is a turbulent length scale. One of the biggest
results of Kolmogorov’s theory of self-similarity relates to the power spectrum of the inertial
region. This scaling in the inertial region was based off of the velocity structure function of
the flow. [31]
A structure function is a type of probability density function that relates changes in
velocity to changes in position. This is to say it is a statistical moment of the velocity
difference, ∆ur , between points x and x + r seperated by a distance of r where

∆ur = u(x + r, t) − u(x, t).

(2.16)

The n-th order structure function is a measure of the n-th statistical moment of ∆ur :

Sn (r) = h(∆ur )n i = h(u(x + r, t) − u(x, t))n i .

(2.17)

In this study we are interested in the 2nd order structure function and it’s expansion.

D

E

S2 (r) = (u(x + r, t) − u(x, t))2 , and

E

D

D

E

S2 (r) = (u(x + r, t)2 + u(x, t))2 − h2u(x + r, t)u(x, t)i .

(2.18)

(2.19)

The last term in equation 2.19 is a correlation function. Using a correlation coefficient f
to simplify the equation is helpful.

*

f=

ur (x + r, t)ur (x, t)
q

ur (x + r, t)2 ur (x, t)2
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+

(2.20)

In order to make this useful, it is assumed that the rms velocity at points x and x + r
are equal for relatively small values of r (flow is statistically steady). This allows for the
following definitions:

hur (x + r, t)i = hur (x, t)i = urms

(2.21)

This can be used to redefine f and the original structure function can be redefined in
terms of urms and f ,

f=

D

hur (x + r, t)ur (x, t)i
u2

E

D

E

(2.22)

S2 (r) = (u(x + r, t)2 + u(x, t))2 − 2u2rms f

(2.23)

S2 (r) = u2rms + u2rms − 2u2rms f

(2.24)

S2 (r) = 2u2rms (1 − f )

(2.25)

The value of f decreases from 1 to 0 as r increases to infinity and the points become less
correlated, so the structure function will approach 2u2rms for large r values. This also shows
that the structure function is related to the turbulent kinetic energy (TKE).
Kolmogorov found that the energy spectrum of turbulence should always exist in the
form

E(k, t) = u2K ηE∗ (ηk)
17

(2.26)

where α is an arbitrary constant and E∗ is a dimensionless function of the dimensionless
wavenumber ηk., and u2K η gives the proper dimensions for energy. For the inertial range, E
must independent of ν as viscous dissipation is negligible. [28]

E∗ (ηk) = α(ηk)n

(2.27)

Substituting equations 2.12, 2.13 and 2.27 into equation 2.26 allows for an expansion of
E(k) in terms of n.

E(k) = ν 1/2 1/2 ν 3/4 −1/4 αν 3n/4 −n/4 k n

(2.28)

Since E must be independent of ν then n must equal -5/3 leading to equation 2.29 and
the knowledge that the inertial range has a -5/3rds scaling with wave number k

E(k) = α2/3 k −5/3

(2.29)

The -5/3rds value for n is the slope of the inertial region of the graph of Energy versus
k (typically shown in logarithmic coordinates) as in figure 2.2.
This −5/3rds power of k is one of Kolmogorov’s most prominent scaling laws, and one of
the most fundamental parts of Kolmogorov turbulence. If data does not follow this scaling,
the flow is not Kolmogorov turbulence.
Returning to the velocity structure function, the above derivation can be done for a
physical scale (r) instead of wavenumber (k) as shown below (eq. 2.30 to 2.35):

h(∆ur )n i = Fn (, ν, r)
18

(2.30)

Figure 2.2: -5/3rds inertial subrange [6]. Note that lk is equivalent to the η used in this paper,
and the slope shown for the inertial subrange is -5/3rds

D

E

(∆ur )2 = F2 (, ν, r)

h(∆ur )2 i
r
∗
=
F
2
(ν)1/2
(3 /ν)1/4

D

E

(∆ur )2 = u2K F2∗ (r/η)

F2∗

D

∼

r
(ν 3 /)1/4

E

!

(2.32)

(2.33)

!2/3

(∆ur )2 = β2/3 r2/3
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(2.31)

(2.34)

(2.35)

This gives 2/3rds r scaling in the inertial region for the second moment of ∆ur [31]. This
is an extremely important attribute of Kolmogorovian turbulence that will be tested later
in this paper.
Another method of verifying the 2/3rds scaling is looking more generally at Kolmogorov’s
scaling theory for an nth order structure function, Sn and use the Extended Self-Similarity
technique (ESS) [2]. The ESS allows evaluation of scaling parameters in flows with nonnegligible buoyancy forces. The ESS allows for the relatively small inertial region to be
artificially extended into the larger scales, therefore decreasing the uncertainty in estimates
of the accuracy of the 2/3rds scaling. This technique plots a structure function of different
order against a structure function of a chosen order and obtains a relative scaling exponent:

0(n,m)

ξ
Sn,ESS = CTnm Sm

(2.36)

where CTnm is a constant and ξ 0(n,m) is the relative ESS scaling exponent. The advantage
of ESS is that a scaling region consistent with equation 2.36 can be found even when the
structure functions do not obey the expected r power scaling. If there is true scaling, i.e.,
when the structure function has a scaling region consistent with

Sn (r) = CTn rξn ,

(2.37)

the following expression is true:

ξ 0(n,m) =

ξn
.
ξm

If we assume K41 scaling then ξn = n/3 and equation 2.37 becomes
20

(2.38)

Sn (r) = CTn rn/3 .

(2.39)

For the second-order and fourth-order structure functions, this takes the forms:

S2 (r) = CT2 r2/3 , and

(2.40)

S4 (r) = CT4 r4/3 .

(2.41)

It follows that for n = 4 and m = 2 (i.e., the 4th order structure function vs the 2nd order
structure function)

ξ 0(4,2) = ξ4 /ξ2 =

4/3
=2
2/3

(2.42)

And equation 2.36 becomes:

0(4,2)

ξ
S4,ESS = CT4,2 Sm

= CT4,2 S22 .

(2.43)

Instead of assuming K41 scaling, ξ 0(n,m) can be determined by plotting the nth order
structure function as a function of the mth order structure function and using a power law
fit of the form y = axb , where:

y = Sn , a = CTnm , x = Sm , b = ξ 0(n,m)

(2.44)

In the present study, we will evaluate structure functions using both Kolmogorov scaling
and ESS scaling.
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2.2

Index of Refraction Fluctuations

Index of refraction fluctuations in the atmosphere are primarily driven by temperature fluctuations and secondarily by humidity fluctuations [15]. A fairly simplistic model for the
index of refraction of air was introduced by Gossard in 1960 [14]:

N = A(λ)

Q
P
− B(λ)Q + C(λ) ,
T
T

(2.45)

where N is the refractive index, T is temperature, P is pressure, Q is humidity and A,B,C
are functions of wavelength (λ). When equation 2.45 for optical frequencies, the third term
is often ignored [15]. the index of refraction can be decomposed into mean and fluctuating
components (N = hN i + N 0 ). Hill showed that the fluctuations of equation 2.45 can be
treated as differential quantities shown in equation 2.46, which can then be simplified to
equation 2.47 by neglecting pressure and second order fluctuation terms in the expansion.

N0 =

AP + CQ 0
C
A 0
∂N 0 ∂N 0 ∂N 0
0
T +
Q +
P =−
T
+
−B
+
Q
+
P
∂T
∂Q
∂P
T2
T
T




(2.46)

!

AhP i + ChQi 0
C
T + −B +
Q0
N =−
2
hT i
hT i
0

(2.47)

Often the fluctuations in the index of refraction are better quantified through a structure function, similar to what was shown with the velocity fluctuations. The second order
structure function of refraction is defined in equation 2.48 [7]

2
DN
(r) ≡ h[N (x + r) − N (x)]2 i = Cn2 r2/3 ,
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(2.48)

2
Where DN
is the second order structure function of refraction and CN2 is the refractive

index structure parameter.
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2.3

Models of Cn2

The Cn2 used in equation 2.48 is approximated in many different ways that range widely in
complexity. Coulman showed that at visible wavelengths of light, humidity and pressure
fluctuations have negligible effects on Cn2 [7]. This allows for an approximation of Cn2 based
solely on CT2 , pressure and temperature, where T is measured in Kelvin and P in hPa and
CT2 is the temperature structure parameter.

Cn2

=

CT2

79 ∗ 10−6 P
T2

!2

(2.49)

Equation 2.49 is one of the most widely used models to estimate Cn2 due to it’s relative
simplicity. Accounting for humidity in the approximation will lead a slightly more accurate
result of Cn2 at the cost of significantly more computing power as well as the need for humidity
measurements. For a full derivation of the following equations, see Hill’s paper [15]. Another
approach is to use the expression

Cn2 = a2 CT2 + b2 CQ2 + abCT Q .

(2.50)

Equation 2.50 uses values of a and b that are dependent on the wavelength measured. For
example, at radio frequencies b will be negative while at optical frequencies it is positive [15].
Of note, this equation only differs from equation 2.49 by adding a term for humidity and the
interaction between the temperature and humidity parameters. This follows that adding a
term for another parameter, for example pressure, the number of terms will increase to 6.
There are many methods of calculating CT2 , typically using turbulent estimates, such as

24

CT2 = h(T (t) − T (t − τ ))2 i(V τ )−2/3 ,

(2.51)

where T is temperature, V is the advection velocity and τ is the time interval. A common
approach is to use a non-turbulent estimate for measuring CT2 , along with using equation
2.49 to calculate Cn2 . First, a window of 10 minutes is used for all of the data averaging, and
to calculate the fluxes. First a temperature fluctuation, T 0 , is defined:

T 0 (n) = T (n) − hT i.

(2.52)

Next several assumptions are made regarding the turbulent scaling of each factor. The
temperature scaling, h(T (t) − T (t − τ ))2 i, is approximately equal to the difference of the
instantaneous temperature fluctuations squared. The time constant τ is the sampling period.
In the present study this is 0.1 seconds, such that

CT2 = h(T 0 (n)–T 0 (n − 1))2 i(hV i ∗ 0.1)−2/3 .
In this study, CT2 will be determined from equation 2.53.
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(2.53)

Chapter 3
Methods
3.1

Equipment

The measurement instruments and measurement data acquired both Battery Farnsworth
and Wood Island site included:
• PortWise Portlog Weather Station to measure air temperature, air humidity, solar
radiation, air pressure, wind velocity, and wind direction.
• AFIT Sonic Anemometer Station to measure wind vector, sonic temperature, solar radiation, and ground temperature. The sonic anemometer was an Applied Technologies
Inc., Sonic Wind System, Model No. SATl/3A. Velocity accurate to 1 cm/s, temperature to .01 ◦ C.
• Kipp & Zoen LAS MKII Large Aperture Scintillometer to measure the path averaged
(across the 1.3km transect) structure parameter of the refractive index of air (Cn2 ). The
scintillometer transmitter was deployed at Wood Island and the receiver at Battery
Farnsworth. Noise level < 10−17 m−2/3 . Center signal wavelength of 850 nm.
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3.1.1

Setup

The experimental setup for this data was across a 1.3km path between Wood Island (43.062910716674665,
-70.69790497408529) to Battery Farnsworth (43.07031885902817, -70.71137032601902) shown
in figure 3.1. The optical path between the two locations is 1.3km. All of the data collected
was in the summer and fall months of 2019 and 2020.

Figure 3.1: Scintillometer optical path between Wood Island and Battery Farnsworth

3.1.2

Scintillometer

The two scintillometers had different tripods. The receiver on Battery Farnsworth had a
standard surveyors tripod. The transmitter on wood island had a steel base-plate attached,
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allowing a heavy duty tripod to be used. Photos of the tripod mounted scintillometer receiver
and transmitter are shown in figures 3.2 and 3.3.

Figure 3.2: Scintillometer transmitter on Wood Figure 3.3: Scintillometer receiver on Battery
Island

Farnsworth

The scintillometer alignment procedure required both visual alignment and signal strength
maximization. First, a telescope was mounted to the top of both the transmitter (wood island) and receiver (battery Farnsworth). The scintillometer was then adjusted, using the
adjustable knobs, until the telescopes were roughly pointed at each other. On the rear of
the receiver was a panel from which the signal strength can be viewed. After this rough
visual alignment, angle sweeps were performed, from the transmitter first, both horizontally
and vertically. Alternating between horizontal and vertical sweeps to maximize the signal
strength. First, the person using the transmitter would sweep slowly and the person using
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the receive would note the peak signal strength. After the peak was found, you swap from a
horizontal to vertical alignment by sweeping vertically instead of horizontally. This process
repeats - horizontal to vertical then back to horizontal - until no change is noted in signal
strength. Also of importance is the output signal power of the transmitter. Initially it is
set to 500%, but as the measured signal strength at the receiver increases past 100% it is
recommended to lower the signal strength, with the end goal of alignment being the lowest
possible output signal power and still having 100% measured signal strength.
After the alignment is complete for the transmitter the same is done for the receiver.
This process is much easier, as the person adjusting the angle of the scintillometer is the
one viewing the output signal strength, allowing for a much quicker process. After the
receiver is aligned, the transmitter is aligned once more to account for the angle change
of the receiver. Throughout this process, the output signal strength of the scintillometer
transmitter is adjusted to produce a 100% measured signal strength at the receiver.

3.1.3

Sonic Anemometer

A sonic anemometer provides very accurate and fast measurements of all three components
of velocity used for both measuring turbulent fluctuations and mean wind speed. These
instruments work by sending a wave of sound, or sonic pulse, between the transducers at
the end of the sonic anemometer. By measuring the time it takes for these sonic waves to
travel a fixed distance the following relationship can be used:

t = L/(c + v)
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(3.1)

Figure 3.4: 3 transducers on top ring and 3 transducers on bottom ring. Each transducer can act
as both a receiver and transmitter allowing for alternating signal paths.

in which t is time, L is the distance between the transmitter and receiver, c is the speed of
sound and v is the air speed along the transducer path axis [21]. By alternating the direction
of the sonic wave, the dependency of c on temperature, pressure and other factors can be
accounted for. The air speed is then calculated using the formula:

v = 0.5L(1/t1 − 1/t2 ),

(3.2)

where t1 and t2 are the pulse times for alternating sonic waves. Subsequently the speed
of sound can be found from the pulse times:

c = 0.5L(1/t1 + 1/t2 )

(3.3)

By using a sonic anemometer with 3 pairs of transducers as shown in figure 3.4, all
three components of velocity can be calculated. While some sonic anemometers can reach
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frequencies of 100 Hz [21], the sonic anemometers used in this study had a sampling frequency
of 10 Hz, and a resolution of 1 cm/s allowing for turbulent structures on the order of cm to
be resolved [1].
Each anemometer tower was located nearby the scintillometers and the PortWise weather
stations. The tower at Battery Farnsworth was 5 meters from the receiver and the tower at
wood island was 1 meter from the transmitter. The PortWise weather station data provided
redundant data to the sonic anemometers and was used for validation and benchmarking.

Figure 3.5:

Close up of Battery Figure 3.6: Wood Island Sonic Anemometer and Scintil-

Farnsworth tower

lometer

The sonic anemometers for each tower were calibrated in a zero air chamber box. This
setup provided a zero point velocity. The system calibration process was completed by
correcting the temperature component readings to match the measured temperature.
Near the end of the planned deployment period of the weather towers in 2019 a large
storm hit the coast of Portsmouth NH and damaged the equipment. Most significantly, the
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storm fell both sonic anemometer weather towers. The Battery Farnsworth tower fell on a
nearby fence which prevented damage to the fragile equipment. The wood island station
however fell on the extremely rocky landscape, breaking the sonic anemometer and several
other items, including a radiometer and pyrometer.The fell towers are shown in figures 3.7
and 3.8

Figure 3.8: Battery Farnsworth tower
Figure 3.7: Wood island tower having fallen on rocks

on fence

Due to the breaking of the original sonic anemometer, a new one was used in the 2020
measurement campaign.

3.1.4

Field measurements.

While multiple months of data were collected, due to the swapping of batteries on the
island and the inconsistency of sunlight during certain weeks, the maximum duration of
uninterrupted data acquired from all devices was limited to 7 days. The data signals also
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showed instantaneous spikes inconsistent with the overall data set. See, figures 3.9 and 3.10

Figure 3.9: Measured Components of Velocity 08-15-2019

Figure 3.10: Measured Components of Velocity Fluctuations 08-15-2019
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The spikes must be removed without modifying the data since the most crucial component
of the measurements are the turbulent fluctuations, filtering is out of the question. Instead,
removal of points above a certain threshold from the average was investigated. During some
days, as in the week below, there were significant spikes in relation to the mean, so instead
of a moving mean, a moving median was used to remove spikes and were replaced with NaN
values. The moving median used has a 10 minute interval and a maximum median absolute
deviations (MAD) of 4. The four measured variables, from most impacted to least impacted
by this process, were T, W, V and finally U. The U velocity for the week of Aug 14 2019
before and after this process is shown in figure 3.11

Figure 3.11: Measured U Component of Velocity Week of Aug 14 2019 before (top) and after
(bottom) moving median outlier removal
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Chapter 4
Results of data analysis
4.1

Creating Usable Data

Since atmospheric flows do not have a steady mean, the data must first be broken up into
segments of a given length in order to calculate the fluctuations about a mean (eq. 4.1)

c0 = c −

1 Z t+τ
c(t) dt,
τ t

(4.1)

where c is u, v, w, or T. To investigate a suitable vale for τ , first the probability distribution functions of the τ averaged fluctuations of u0 , v 0 , and T 0 were compared to a normal
distribution in figure 4.1.
As shown, the distributions are not Gaussian so additional assessment methods and a
wider range of τ values were explored. A second assessment method was to compare the autocorrelations of the fluctuations for 2, 10, 30 and 60 minute averaging windows of temperature
(figure 4.2). The autocorrelation of the signal is a measure of the correlation of the signal
with a time lagged version of itself.
Both the 30 minute and 60 minute averages continued to have a significant non-zero
auto-correlation after an hour so only the 2 and 10 minute averages are further considered.
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Figure 4.1: Comparing 2 minute and 10 minute averages to normal distribution PDF

Figure 4.2: Comparing time averages via auto-correlation of fluctuations
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4.1.1

Kolmogorov 5/3rds scaling

The next step of assessment was to investigate the scaling of the power spectra vs frequency
in log-log coordinates to see if it follows Kolmogorov’s -5/3rds scaling. This is shown in
figures 4.3 and 4.4. Observed in the figures is that both u0 and T 0 for τ values of 2 minutes
and 10 minutes exhibit -5/3rds scaling.

Figure 4.3: 10 vs 2 minute averages for

Figure 4.4: 10 vs 2 minute averages for U

temperature power spectra with 5/3rds fit

velocity power spectra with 5/3rds fit

In physical space, this means that dividing the second order structure function by r2/3
should result in a flat region corresponding with the inertial subrange as shown in figure 4.5.
The extent of the inertial subrange shown in figure 4.5 is on the order of half a meter to
a few meters.

4.1.2

Diurnal variability

Analysis of turbulent data often requires simplifying assumptions. The conditions for these
assumptions should be verified whenever possible. On common fundamental assumption is
37

Figure 4.5: 2nd order structure function divided by r2/3

that in the inertial subrange the second order structure function scales with r2/3 . To test
this assumption for the atmospheric data, it is first confirmed in a simple canonical flow.
Hotwire data acquired (taken by Chris White) in a turbulent boundary layer with a
constant free stream velocity was used to investigate and validate our methods of analysis.
The actual method of estimating the scaling of the structure function relied on segmenting
the data. In the atmospheric conditions this was done with 10 minutes (6000 elements) of
data and 60 minutes (36000 elements). For the hotwire data, the number of elements was
matched, however since the frequency of that data was 10 kHz instead of 10 Hz, this resulted
in times of .6 seconds and 3.6 seconds, respectively. For each of these segments a structure
function was calculated, and its peak was fitted to the form of

C1 rC2 = S2 ,
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(4.2)

where C1 and C2 are unknown coefficients This best fit estimate for the hotwire data is
shown in figure 4.6 and two atmospheric days of data in figures 4.7 and 4.8.

Figure 4.6: R scaling best fit for hotwire data. The top plot is the r exponent C2 and the bottom
plot is the leading coefficient C1

For the hotwire data both the 6000 and 36000 element averages have some fluctuation
about 2/3rd but when averaged are very close to 2/3rds as shown in figure 4.6. This is
quite different for the atmospheric data collected on 08/15/2019 and 09/28/2019 as shown
in figures 4.7 and 4.8. The differences in the R exponent, C2 , are much more significant in
the atmospheric data, and trend lower on average.
Figures 4.7 and 4.8 suggest a diurnal variation in both C1 and C2 for the 2nd order structure function computed using the velocity data from the sonic anemometer. Over multiple
days, the period 00:00 hours to 11:00 hours had the best agreement with Kolmogorov, while
the period from 14:00 hours to 20:00 hours showed the strongest difference from Kolmogorov,
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Figure 4.7:

R scaling best fit for

Figure 4.8:

R scaling best fit for

08/15/2019. The top plot is the r ex-

09/28/2019. The top plot is the r ex-

ponent C2 and the bottom plot is the

ponent C2 and the bottom plot is the

leading coefficient C1

leading coefficient C1 .

for both the pre-factor coefficient (C1 ) and the r power exponent (C2 ).
one challenge with fitting expression 4.1 within the inertial subrange is the relatively
small size of the K41 region, the linear r-scaling region (2/3rds for the 2nd order and 4/3rds
for the fourth order structure function) is valid. This is illustrated in figures4.9 and 4.10
over the entire data set of structure functions, as a function of r.
A more robust method of testing the deviation from the expected R scaling is the comparison of different order structure functions directly, the ESS technique, which allows for
an extension of the comparable region outside of the rn/3 region. Two examples from the
sonic anemometer data of a best fit between the second and fourth order structure functions
are shown in figures 4.11 and 4.12.
Next, every 10 minute selection of data was overlapped onto a single plot shown in figure
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Figure 4.9: 2nd and 4th order

Figure 4.10: 2nd and 4th order

structure functions log region best

structure functions log region best

fit

fit

Figure 4.11: 2nd order vs 4th order

Figure 4.12: 2nd order vs 4th order

structure function plotted in log coor-

structure function plotted in log coor-

dinates with best fit line

dinates with best fit line

4.13
In order to see the deviation from a 2/3rds fit, a histogram of all C2 values is shown in
figure 4.14
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Figure 4.13: 2nd order vs 4th order structure function over a 24 hour period

Figure 4.14: Histogram of C2 values for a 24 hour period
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As shown in figure 4.14 there is a strong incongruence between teh data collected and
typical Kolmogorov turbulence. This is likely due to strong bouyancy forces in the lower
region of the MABL, something that has been shown to cause deviation from Kolmogorov
scaling [19].
When the data from 14:00 to 20:00 was separated from the rest of the data, there was a
clear deviation from the other 18 hours of data as shown in figure 4.15

Figure 4.15: 2nd order vs 4th order structure function separated by time of day. Blue curves are
from 14:00-20:00 hours (6 hours). Red curves are from 0:00-14:00 hours and 20:00-24:00 hours (18
hours).

The individual histograms for the red and blue data are shown in figures 4.16 and 4.17.
These had mean values of 1.3654 (Blue) and 1.5596 (Red). While both deviated from Kolmogorov scaling, the data from 0:00-14:00 and 20:00-24:00 hours matched more closely.
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Figure 4.17:

Histogram of C2 val-

Figure 4.16: Histogram of C2 values
ues for 0:00-14:00 hours and 20:00-24:00
for 14:00-20:00 hours
hours

4.1.3

Trends Over Multiple Days

The longest interrupted data set obtained over the course of data collection was 4 days
(Sep 28 2019 through Oct 01 2019), which is enough to investigate how some of the previously observed phenomena continue over multiple 24 hour periods. Note while each piece of
equipment had over a week of data uninterrupted data collection, this was the longest span
where all equipment was functional and recording data simultaneously. Figure 4.18 shows
the continued finding that the best fit of Ct2 is lower than that of K41.
This variation in the r exponent compared to the standard value of 2/3rds will cause
differences in estimations of Ct2 as well. The deviation between these estimates is shown in
figure 4.19.
As this study uses atmospheric data, it is important to abide by the meteorological
measurement standards. For meteorological data, the following rules are used for wind
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Figure 4.18: Comparison of best fit exponent to average across data set and the expected 2/3rds
value

Figure 4.19: Comparison of exponent best fit of Ct2 to K41 estimate of Ct2
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angle. Wind direction increases clockwise such that a northerly wind is 0°, an easterly wind
is 90°, a southerly wind is 180°, and a westerly wind is 270°. For reference, a northerly wind
would mean wind blowing from North to South. The +U and +V directions used previously
correspond with 0°and 90°winds respectively.

Figure 4.20: Wind rose with 1 m/s segments for wind speed

This data was then compared to the fluctuations in the r-exponent coefficient to check
for any correlations between wind direction and deviation from Kolmogorov turbulence;
specifically the wind originating from land was compared to wind originating from the sea.
The two categories were statistically different, where the average for land origin wind was
0.55 and ocean origin was 0.61. While this deviation is not solely sufficient to explain the
deviation from the expected K41 value of 2/3rds, wind originating from the sea tended to
match more closely.
Looking at the auto-correlation of Ct2 and Cn2 , the correlation ’flipped’ approximately
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every 12 hours. This is likely entirely due to the diurnal variation seen in the data, with
positive correlations every 24 hours shown in figure 4.21.

Figure 4.21: Auto Correlation of Ct2 and Cn2 with dashed lines marking 12 hour increments

These estimates are next compared to the collected scintillometer data. The scintillometer
data was not processed (such as using an outlier removal method) in any way. When the
exponent value of 2/3rds was not assumed for the spectrum analysis, some deviation was
seen in estimates of Cn2 , although trends remained consistent between both estimates and
the scintillometer data collected. Plots of Cn2 are shown in figure 4.22, and an exquivilent
difference plot in log coordinates is shown in figure 4.23.
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Figure 4.22: Comparison of Cn2 with and without r scaling correction

Figure 4.23: Difference plot of log10 (Cn2 ) between sonic anemometer and scintillometer values for
both corrected and uncorrected estimates
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Chapter 5
Literature Comparison
The range of values for Cn2 were similar for all of the methods falling between 10−17 and
10−12 . The scintillometer tended to give larger values of Cn2 than any of the spectral or
structure function methods. The range of expected values for Cn2 also tended higher than
the literature indicates, with 10−13 being the upper limit in most studies [10] [11]. This is
likely due to a mixture of the height of measurement, with the shortest height used in the
literature being 5m [10] which is several times the height of the scintillometers and still a
bit larger that the sonic anemometer data as well as the previously mentioned papers using
data from over land. Figure 5.1 shows the Cumulative Distribution Function (CDF) of our
data while 5.2 shows a histogram of the same data.
Comparing trends seen in methods used in this study to a bulk model [10] was the
next step. Bulk-flow theory does not intend to analyze turbulent flow in detail, instead
relying entirely on empirical information obtained from experiments based on mean flow
values. Bulk models of Cn2 can be a general guideline for trends we should see for accurate
methods of determining Cn2 . The dependence of the bulk model on humidity for our data
set cannot be accounted for due to lack of humidity measurements. The changing humidity
has two major effects on the model. First, the minimum Cn2 value is at a temperature
difference of 0 degrees Celsius between air and sea only at 98% humidity and increases
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Figure 5.1: CDF of Cn2 values for all meth-

Figure 5.2: Histogram of Cn2 values for all

ods

methods

as humidity decreases. Second, as the humidity decreases from 98%, the minimum Cn2
shifts towards higher positive temperature differences between air and sea; positive here
indicates air temperatures greater than sea temperatures. As many variables - such as wind
speed, humidity and sea temperature - change throughout the data collected only the general
trend plotted in Fredrickson et. al.’s models. These models also not account for expected
fluctuations in Cn2 . The data from this study is shown in figure 5.3 [10].
When comparing figure 5.3 to bulk models from the literature [10], all methods match
the expected trend of increasing Cn2 as the magnitude of the temperature difference increases.
The scintillometer data matches the bulk models the worst. This is in part caused by the
height of the sonic anemometer data is closer to the height used for the bulk estimates than
the scintillometer height. Since this alone does not account for the discrepancy this points
to some bulk model inaccuracies. Similar results were seen on some days in Fredrickson et
al.’s study.
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Figure 5.3: Plot of log(Cn2 ) vs temperature difference for: 1-Scintillometer data, 2-Spectral
Method, 3-Spectral Method with correction, 4-Structure Function Method

Xiaoqing et al. analyzed turbulent data at an Antarctic station and compared Cn2 measurements using a micro-thermometer to both ultrasonic anemometers with structure function analysis and ultrasonic anemometers with spectrum analysis. Their data showed that
the ”values from the ultrasonic anemometer are several times greater than those of the microthermometer”. They go on to mention that the difference is ”sometimes even one order of
magnitude greater”, however in the referenced graph the difference is closer to two orders of
magnitude at peak variability. [34]
This was used as the baseline for comparison to their spectrum analysis that significantly
improved the variance between the sonic and micro thermometer analyses. A method for
judging improvement of the spectrum analysis over the structure function analysis was graphing the frequency of log(Cn2 ) and looking at it’s statistics. Looking first at the means, the
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scintillometers had a mean of -31.352, while the sonic anemometers gave -32.566 and -32.635
for the corrected and uncorrected respectively. This gave a reduction in mean difference
from 1.283 to 1.214 in log scale, or from 19.18 to 16.36 in a non-log scale.
The standard deviation of log(Cn2 ) was 1.633 for the scintillometer while for the sonic
anemometers it was 1.697 and 1.820 for the corrected and uncorrected respectively. This
showed a reduction in difference of the standard deviation from 0.186 to 0.0642 or a 66%
decrease in error.
C. R. Wood showed the standard diurnal and annual cycles of Ct2 , with the largest values
of Ct2 occurring during the daytime. Additionally many winter months had few high values
due to large occurrences of negative heat fluxes. Their comparison of Ct2 from scintillometers
and sonic anemometers showed a slightly higher estimate for the sonic compared to the
scintillometer. While median values of the ratio of the two were close to 1, they varied
by up to factors of 10. Additionally, the sonic tended to give higher estimates than the
scintillometer while under unstable atmospheric conditions while the opposite is true for
stable conditions. Their r value for the two methods was 0.85. [33]
For the data set used in this thesis, the scintillometers tended to average much higher
than the sonic data relative to the trend seen in this paper, however the same stability trend
was still observed as seen in figure 5.4.
Using the means of the logarithm base 10 of each data set, the closest estimate to the
expected was the Spectral Method with correction, followed by the Spectral Method, and
the worst method was the structure function. They had mean logarithmic ratios of -1.16,
-1.23 and -1.49 respectively. When compared to the best method - Spectral Method with
correction - the other two had percent differences of 5.8% and 24.1%. It should be again
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Figure 5.4: Plot of log(Cn2 sonic )/log(Cn2 scint ) from top to bottom: Spectral Method, Spectral
Method with correction, Structure Function Method

noted, that all of these estimates are significantly different than Wood et al.’s research, which
was conducted over a city.
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Chapter 6
Conclusions
The current research conducted shows a strong congruence between spectral analysis and
structure function analysis for the studied conditions. This was not seen in other previous
studies over land, such as the Xiaoqing et al. study in the Antarctic [34]. This variance may
be entirely due to the differences in a free slip vs no slip boundary region, the differences
in stability, the much higher humidity or some combination of the three. When comparing
to the bulk estimates of Frederickson et al., which used ocean based estimates, all three
methods matched better than the scintillometer data itself [10]. This may be in part due
to the line measurement for the scintillometer being only mostly over water while the point
measurement used for the weather tower is above the island.
The ’accuracy’ of each method was highly dependant on what marker was used for such
a word. Between the mean, distribution, standard deviation and other statistics the increase
in accuracy from structure function analysis to spectral analysis seems more significant than
the increase from the spectral analysis to the spectral analysis with correction.
Despite this increase in accuracy, the methods were surprisingly similar to each other in
results for the majority of data taken. This is, in my opinion, the most important take away,
as it means simpler methods that are easily understood and used today are very close to the
more complicated turbulent methods. For example AFIT uses a structure function analysis
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for finding Cn2 and this research has proven that, despite it’s simplicity, the method is quite
accurate at predicting values of Cn2 .
Future work should include a moisture/humidity sensor, as humidity plays a large role
in Cn2 fluctuations as well as covering a much longer uninterrupted data collection window.
Varying the scintillometer and sonic anemometer heights would be another option to test the
viability of the current models. Additionally, since all of the data was taken off the coast of
NH in a relatively cold environment, repeating these experiments in a warmer climate would
be ideal, as the range of temperature differences between air and sea would likely change
considerably allowing for more comparison to the bulk models referenced in this paper.
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