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The evaluation of maintenance strategies is a problem which has been widely
tackled. However, it remains a topic worthy of consideration since the economic
stakes peculiar to this activity are huge. The work presented in this paper deals
with this problem under the point of view of data feedback. A statistical analysis is
made from the examination of the forms of the failure rate distribution. The laws
resulting from the implementation of a given maintenance strategy inform us about
the relevance of the choices representative of this strategy. The construction of these
laws from a raw time of repair is a global approach which tends to hide the induced
phenomenon. A decomposition of the repair process into phases allows us to better
identify the influence of the strategy parameters. The analysis of each elementary
phase distribution is interesting since it gives information about the performance of
the implemented maintenance strategy.
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1. INTRODUCTION
In this paper, we present a methodology for the evaluation of maintenance strategies by taking intoconsideration the effect of certain variables on the dynamic of maintenance, on its structure and its contextof evolution. Our approach considers the return to an operational state as a point of entry into the evaluation
of a strategy. The approach is factual. It is based on the treatment of data collected from the history of the
behaviour of equipment on which the strategy to be evaluated can be applied. The paper is divided into three
parts. Literature in the field of maintenance is explored in the first part, from the aspect of strategies used and
some particular characteristics of the forms of failure and repair. The second part is a synthesis of the techniques
of the collection and processing of factual data, at the foundation of evaluation of the strategy. The method of
evaluation is presented in the last part. It is a structure with three stages. First, we point out and describe
the aggregated presence of elementary phases in the corrective and preventive processes. We then propose a
series of rules of decomposition of a time of repair for the characterization of the durations of each elementary
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phase when the information which allows their estimation is not, or is only partially, available. Lastly, from
the knowledge of the influence of the maintenance parameters on the elementary times and of the sensitivity
of the system to their variation, we propose an approach which leads to the evaluation of the corresponding
maintenance strategy. The ensemble of developed concepts in this work is applied to a practical case which
corresponds to a real industrial situation.
2. MODELLING OF MAINTENANCE AND FAILURE/REPAIR PROCESSES IN
THE CURRENT LITERATURE
2.1. Maintenance
The strategies of maintenance are as diverse and varied as are the systems of production to which they are
applied. Beyond their differences, the objective of each of these strategies is to maintain the system of production
in a working condition as long as possible or to restore it as quickly as possible in the case of failure.
To begin with, a distinction is to be made between the works which treat the interventions of perfect
maintenance1,2 (making the system as good as new) and imperfect maintenance1,3 (repairing the system to a less
deteriorated state, but without completely eliminating the damage). Certain authors4,5 imagine the two scenarios
with the maintenance being sometimes perfect with the probability of p, sometimes imperfect with the probabil-
ity of 1 − p. Other authors6,7, speak of minimal maintenance to describe an interventionwhich brings the system
into a less deteriorated state, but without specifying the level of residual deterioration. The term corrective
maintenance is applied to the maintenance strategy which restores the system to a pre-failure state3. The term
‘systematic preventive maintenance’ is employed to describe preventive interventions implemented on fixed
dates and with constant intervals. Conditional preventive maintenance is characterized by maintenance interven-
tions carried out after the detection of signals emitted by the system revealing present or imminent dysfunction8.
Some authors attempt to respond to the most basic questions which are asked by the maintainers: should we
intervene in the system or not? If so, is it preferable to repair or to replace the failed component9,10? Other works,
less direct in a choice of a single strategy, consider more complex combinations.
The concept of major maintenance has been developed by Sim and Endreneyi6, who defined this maintenance
as a perfect intervention after x minimal interventions. They show, in particular, that this type of maintenance is
useless if the intervals between minimal maintenance interventions are already optimal. Similarly, other works
introduce the notion of opportunistic maintenance11–13. This particular type of maintenance permits one, on
a multi-component system, to take advantage of a failure occurrence of one of the components which is then
repaired or replaced and then carry out preventive inspections of the neighbouring components at the same
time. Vineyard and Meredith14 envisaged several strategies of combinations of opportunistic and corrective
maintenance. Hopp and Wu15 made another division. They distinguished between deterministic maintenance
and stochastic maintenance. The difference appears at the level of the result of the intervention, which is
considered as known in the first case and random in the second.
Gupta and Chand16 put forward the idea of a strategy of temporary replacement of failed components
by components which have already been used, but which had been previously replaced after having
reached a threshold limit (age, for example). This work introduced the concept of palliative maintenance.
Finally, Pellegrin4 combined systematic and conditional maintenance. Conditional maintenance, in fact, proves
to be very efficient for certain components which emit precursor signs of failure, but is inadequate for others.
The choice to combine the two types of preventive maintenance, then, could appear to be logical. Pate´-Cornell
et al.7 defined the level of the maintenance action to be performed as depending on the interpretation of the
signals emitted by the system.
2.2. Forms of failure
The ‘failure’ is the manifestation of an ‘error’ which follows a ‘fault’. In the literature, these faults are generally
considered as being of systemic origin, resulting from the phenomena of wear, fatigue, infant mortality or can
be purely random. Other types of faults could appear in the form of, for example, human faults17–19 or design
faults20,21.
The failure of multi-component systems could be characterized by the progressive failure of a certain number
of its entities or by a common failure mode on the ensemble of the n components of the system22,23. In the first
case, the system could be declared as failed at the occurrence of the first local failure (serial configuration)16 or
at the failure of k out of n entities (presence of hot or cold redundance)24.
Two major classes of failures are highlighted in the literature: cataleptic failures and progressive failures.
The difference lies in the rapidity in which the system falls into a state of failure. This crossing over into the
failure state may either be immediate in the case of ‘binary’ systems (good or bad)25, or it could be in steps
of progressive levels, the last level obviously being the state of failure. In this second case, the deterioration
could be either discrete25 or continuous26. Discrete deterioration could be interpreted as the quantity of damage
to the system following shocks, this quantity increasing by a fixed, variable or random amount on certain
dates27. Kapur and Bhalla28 make the hypothesis that the moments of occurrence of the shocks are limited,
their timescale also being discrete. The number of states corresponding to the respective levels of deterioration
is generally ignored, but certain works consider it as a fixed number. The failure comes after k shocks or passage
of the system into k levels of deterioration6,29.
In this way, the number of levels increases progressively according to papers until reaching, in the case
of an infinite number of shocks on a fixed horizon, the modelling of continuous deterioration. Continuous
deterioration corresponds to a process of progressive and regular degradation comparable to a wear phenomenon
or of fatigue30. The system is declared failed after crossing a threshold. In certain papers27,29,31 the deterioration
is considered to be discrete and continuous at the same time, the failure modes resulting from the utilization of
the system being superimposed on the wear phenomenon.
Preventive maintenance is only of interest to the extent in which it can be applied to a system which has a
failure rate that is not constant. However, the Poissonian hypothesis, because of the simplicity of its utilization,
is widely used for the modelling of the failure process32,33. Numerous works use other more realistic laws
representing different failure rates. For example, an increasing rate is considered but the law is not clearly
defined34–36. Weibull’s law, reputed for accurately interpreting the failure rate increasing period but which is
difficult to manipulate, is only used in certain works37–40. The Erlang law also appears4. Lastly, certain works
consider non-homogenousPoisson laws41,42, log-normal distributions40, the law of extreme values38 or arbitrary
rates43,44 to characterize the phenomenon of failure.
In a multi-component system, the failures of each entity generally have an influence on the reliability
behaviour of the other components22,23. Albin and Chao45 considered a multi-component system with
dependence. The failure of one component leads to the increase of the failure rate of the neighbouring
components.
Until now, we have only referred to sources of failure emanating from the system. The maintenance resources
could also be at the origin of a dysfunction, in preventing the correct and complete repair of the system to
a good working state. Actually, these resources may have themselves undergone failures46 or be unavailable
at the time of the system failure (multi-component system with limited maintenance resources)47. In the case
of conditional maintenance, we also note the possible failure of the monitoring system48. Pate´-Cornell et al.7
showed that errors in the interpretation of the results of inspection (systematic maintenance) or the signals
(conditional maintenance) may lead to two types of errors characterized by the α and β risks7. An error of type I
consists of overestimating or ‘inventing’ a problem (risk α), while an error of type II consists of underestimating
or ignoring a problem (risk β). Even though error I may be considerably less harmful than error II, the two are
detrimental to the functioning of the system, causing the system to be stopped without reason or continuing until
the failure does indeed occur.
2.3. Forms of repair
Repair generally follows the failure of a system27. However, it can follow an inspection or a signal occurrence48.
Its activation is immediate7 or deferred48. Because of severe production constraints, the repairs may be
programmed to start at fixed dates49 and be limited in time50. This type of planification implies a dissociation
between the nature of the repair and the gravity of the failure. More naturally, a direct relation is established
between the duration of the repair and the amount of damage to the system. In a paper by Pate´-Cornell et al.7,
the level of repair depends on the nature of the signal emitted by the system. In contrast, other authors assume
a single level of repair which brings the system back to as good as new1,2.
The location of repair is not often mentioned in the literature. Waganer51 distinguishes between the level of
failure authorizing an on site repair and the level of failure necessitating the movement of the failed part to a
more favourable intervention zone. The number of repairers and, more generally, the amount of resources are
generally determined in order to avoid the unavailability of a repair service in the occurrence of a failure.
In certain papers52,53, however, the number of repairers is restricted. It can even be limited to one single
person in2.
3. PROCESSING OF FACTUAL DATA
The definition and optimization of the strategies of maintenance must be supported by theoretic distributions.
To this end, the maintainer must first know the nature of the laws which govern the system. Two steps are
necessary, namely data collection and data processing.
3.1. Data collection
Data collection corresponds to the capture of information relating to the characteristics of failure and repair
processes and request and service. This information may be varied. Data concerning a corrective intervention
may be, for example, the date, description and duration of an intervention as well as the nature, cause and gravity
of the failure. These data are then exploited for the purpose of the management and organization of maintenance.
In order to illustrate the descriptive part of the model of processing the collected information, we refer to a
factual database established in an industrial environment from the failures and repair of production machines.
Data are related to a numeric control machine tool shop and concerns 50 pieces of machinery (lathe andmilling).
The information is extracted from weekly workflow schedules established by the production or maintenance
operators and represent the sequences of normal function and breakdown of the machines. The reasons for
the interruptions and the operations carried out on the failed machine are specified, which then allows one to
draw conclusions related to failure typology. The majority of the resources of the shop function in two shifts
because of the high cost of depreciation of this type of equipment and the heavy load of production. During these
periods, engagement is maximum. This engagement constraint leaves a very small window period for preventive
maintenance interventions which take place on an approximately annual basis.
A great amount of similarity was recognized during the processing of a list of values which concerns the
50 machines. This constant can be linked, on the one hand, to the similar characteristics and performance of the
machines, but equally to the same forms of engagement in production and to the same intervention protocols in
curative and preventive maintenance. For this reason, the results and comments presented in this paper refer to
the study of a single list of values (that we also call the sample of reference hereafter) which correspond to the
observation over a period of six years of the functioning of a unit composed of four similar machining centres.
The results reported in Tables I and II correspond to the values collected and classified by increasing durations
of the times of proper function and of the repair of the four centres, respectively.
The repair times are completed with a piece of information about the nature of the failure. The letters e, m, c
and o indicate the type of failure: electric, mechanic, computer or other, respectively.
3.2. Exploitation of data
The exploitation of the data requires the knowledge of the time distributions associated with the processes
studied. The first step of this approach consists in testing the exponential distribution of the list of values.
Non-parametric tests are used in order to determine the character of the distribution in comparison to the
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Figure 1. Proper function time distribution Figure 2. Time of repair distribution
exponential law. These tests guide one towards the choice of a law for the representation of the distribution of
durations for the list of values. The conformity of the law in relation to the list of values can then be estimated
by a classic test of goodness-of-fit.
3.2.1. Non-parametric exponential tests
Classically, the forms of distribution of factual data of production systems are compared to an exponential
distribution. We proceed with a graphical analysis of the distribution of values of the sample according to two
methods.
Test of linearity. In this test, the exponential law is represented by a straight line. The n values of the sample
are distributed along this line. The distance of the points from the line reveals the degree of fidelity of the
distribution tested in relation to the exponential. The use of semi-logarithmic plotting paper is necessary for
this test. The points, which correspond to (n + 1)/(n + 1 − i) as a function of each time ti (1 i  n), are
marked.
The analysis is visual. If the distance of the points is far from the straight line, the test does not permit the
judgment of the degree of correlation between the two distributions. On the other hand, if the distribution of the
points lies close to the straight line, the λ parameter of the identified exponential law is given by
λ = n∑n
i=1 ti
As far as the sample of reference is concerned, Figures 1 and 2 show the distribution of proper function and
repair times. The distribution of the proper function time appears closer to the exponential (represented by the
straight line) than the distribution of the time of repair which is remarkably further from the line.
Total time on test (TTT). This second test of exponentiality requires the analysis of the distribution of a
transformed function defined for a sample of size N by
H−1F
(
i
N
)
=
i∑
j=1
(
1 − j − 1
N
)
(Xj − Xj−1) i = 1, . . . , N
The mathematic expectation of the F(t) distribution function is equal to H−1F (1), which permits the introduction
of the normalized TTT transformed function∥∥∥∥H−1F
(
i
N
)∥∥∥∥= H
−1
F (i/N)
H−1F (1)
Figure 3. Proper function time distribution Figure 4. Time of repair distribution
Figure 5. Repair times for each failure type
The normalized TTT transformed function has the following properties:
• the X- and Y -axes of the representation are limited to one;
• the transformed function of the exponential distribution is represented by the first bisector (straight line
at 45◦ passing through the origin);
• the representations of the functions corresponding to increasing rates (hypo-exponential law) or
decreasing rates (hyper-exponential law) are situated above and below the 45◦ line, respectively.
The application of the exponential tests to the values of the tables (see Figures 3 and 4) show the following
characteristics:
• the proper function times are approximately exponentially distributed (constant rates);
• the distribution of repair times follows a hyper-exponential law (decreasing hazard rate).
We can break down the sample of repair times according to the nature of the failures: electric, mechanic,
computer and other. The analysis of the normalized TTT transformed function, associated with each of the
distribution functions, shows (Figure 5) the same hyper-exponential character of repair times.
3.3. Characterization of the distributions
As our objective is to identify the laws characterizing the distribution forms of failures and repairs, we limit our
comments to continuous laws. Classically, five laws are considered for the identification of the processes taken
into account in the evaluation models of dependability. These are:
• the exponential law, representing the distributions of proper function times during the period of maturity
of equipment;
• the normal law, applied to the phenomena of wear or uncertainty;
• the log-normal law, often attached to the representation of the duration of repairs;
• the Weibull law, characterized by three parameters which make the law very flexible and favourable for
the representation of the distribution of proper function times during the infant mortality and wear-out
periods of the equipment; and
• the Erlang law, used for covering problems of material transport and durations of repair, flexible enough
to allow the representation of numerous types of phenomena.
The characteristics of these laws (density function, distribution or survival functions, hazard rate, expectation,
standard deviation, variance, etc.) are described in many works on statistics, so we will not describe them
here. The identification of the parameters of the laws which approach the empirical distribution can be done
analytically (calculations) or graphically (using probability plotting papers). The laws which represent the two
lists of values are:
• for the proper function times, the exponential law with the parameter λ = 0.003 75;
• for the duration of repair, the normal law with parameters μ = 7.85 and σ = 42.49, the log-normal law
with parameters μ = 1.66 and σ = 1.47 and the Weibull law with parameters β = 0.79 and η = 10.88.
3.4. Goodness-of-fit tests
Each method used to identify the laws delivers the parameters associated with the most closely related law.
However, it does not mean that the identified law is the most representative of the distribution form of the list
of values. Some goodness-of-fit tests exist. These non-parametric methods permit the attribution of a level of
confidence between an adjusted law and the sample which it models. Two methods are classically encountered
for the validation of the models: the chi-squared test and the Kolmogorov–Smirnov test.
The chi-squared test is applied to samples of a size greater than 50 values. It is based on the definition
of classes and on the difference between the number of values contained in each theoretical and empirical
class. The initial arranged sample is divided into k intervals such that each one of them contains at least five
values. The function of theoretical distribution is then split identically. The statistic of chi-squared based on the
difference between the number of Fi theoretical values and fi empirical values of each class i is calculated by
the expression
E =
k∑
i=1
(fi − Fi)2
Fi
E is then compared to the table of chi-squared at (k − 1) − ρ degrees of freedom,ρ corresponding to the number
of estimated parameters of the law. If E is greater than chi-squared, the theoretical law is not acceptable to the
degree of corresponding confidence. This test tends to be precise enough in the case of homogenous laws. In the
case of very dispersed laws, it is very sensitive to the distribution of values in the class. It is, then, preferable
to use another test. The Kolmogorov–Smirnov test is less restrictive. The minimum size of the sample is not
limited. The difference between the theoretical and empirical law is calculated point by point. The function of
the empirical distribution is calculated by the method of median ranks according to the formula
F ∗(ti ) =
∑
ci
N + 1
where
∑
ci is the number of failures accumulated at time ti . The F(ti) theoretical values are calculated for each
time ti . The maximum absolute value of the difference between each empirical and theoretical value (DN) is
compared to the table value of DN , corresponding to the α risk. The theoretical hypothesis is rejected if
DN = Max〈F ∗(ti ) − F(ti)〉 > DN, α
The goodness-of-fit tests applied to the samples of reference allow for the acceptance of the exponential law of
the parameter λ = 0.003 75 (distribution of proper functioning times) and the Weibull law of parameters β =
0.79 and η = 10.88 (distribution of repair times) with a level of confidence greater than 90%. In contrast,
the normal and log-normal laws tend not to be representative of the forms of distribution of the repair times
contained in the sample of reference.
4. DECOMPOSITION OF REPAIR TIMES
The distribution forms of the samples representing the durations of failure or preventive interventions give useful
information on the global behaviour of the equipment in relation to the maintenance strategies. However, the
direct use of these results for the purpose of improvement is delicate. In fact, the collected values are an
aggregation of different regrouped pieces of information. The data which could provide a distinction between the
different stages of the process only express, in the majority of cases, the raw (i.e. not broken up into elementary
times) value of down times.
For the repairs, this duration starts at the appearance of a failure and ends when the piece of equipment is
again operational. The duration of preventive interventions begins with the time t when the piece of equipment
is available to the operators charged with its maintenance and ends when it reoccupies the position it had before
the initialization of the intervention. However, between these two times several events take place. Each of these
events represents a part of the global time of repair or preventive inspection and corresponds to a specific
action. The ensemble of these actions constitutes the processes of corrective and preventive maintenance. It is
then possible to decompose the global down time into elementary sequences corresponding to the phases of
the maintenance processes. This decomposition simplifies the work of identifying the parameters at stake and
to visualize the localization of their effects54. In this context, we propose a decomposition of the principal
mechanisms of system maintenance under its corrective and preventive aspects.
4.1. Corrective maintenance
For the processes of repair, which take place between the time of failure and the moment when the piece of
equipment is brought back into service, a partition into two phases can be established. The first step, leading to
a diagnosis, corresponds to all the actions taken in order to identify the failure. The second step regroups all of
the actions taken to repair the piece of equipment and put it back into service.
The decomposition may, however, be detailed at even further levels. We limit ourselves to the identification of
phases at a generic level, to which are attributed the corresponding choices in the construction of a maintenance
strategy. As such, the processes of repair are divided into six phases, presumed to be sequential and taking place
within a specified duration. These six phases, illustrated in Figure 6, are as follows:
• ϕ1: detection and alert;
• ϕ2: awaiting intervention;
• ϕ3: diagnosis;
• ϕ4: awaiting repair;
• ϕ5: repair;
• ϕ6: return to service.
A phase of the decomposition may be of zero duration, since it may not exist in the process (a waiting time,
for example) or it may exist in the form of a ‘Dirac function’ which appears as an event without any duration of
time.
Figure 6. Corrective phase process
Figure 7. Phases of the preventive process
4.2. Preventive maintenance
The process of preventive maintenance, which begins at the moment the machine is made available for revision
and ends with the return to its former functioning state, may be, in the same way, decomposed into phases.
A segmentation of the process into two distinct phases makes two types of action appear when carrying out
preventive maintenance. This classically begins by the implementation of a series of programmed operations.
This first phase may be followed by an ensemble of operations, linked to the discovery of a certain number of
defaults which require rapid intervention, without which the system would rapidly fail. Two types of response
can be imagined. Either the system is returned to production and an agreement is made with the production
party about a date when the system can be made available for adjustment or replacement of defective parts, or
one may proceed directly to the repair of failed parts‡. The programmed phase is assigned a calculated amount
of time. The following phase is of random duration, and in this phase repairs are made and decisions are taken
in accordance with the production demands. As with the process of corrective maintenance, the decomposition
of the duration of revision may be even more refined (see Figure 7). The phases are divided into segments as
follows§:
• ϕ1: preparation of the unit;
• ϕ2: inspection and diagnosis;
• ϕ3: revision;
• ϕ4: awaiting repair;
• ϕ5: repair;
• ϕ6: return to service.
5. INFLUENCE OF A MAINTENANCE STRATEGY ON ELEMENTARY TIMES
In the following we apply ourselves to the decomposition of the processes and to the knowledge of the durations
associated with each phase in order to study, by examination of the variations of these durations, the effect of
the modifications given by the parameters of a maintenance strategy.
‡A third possibility consists of allowing the system to function until its failure, but anticipating the problem by preparing the material and
human resources required for repair. This is a ‘programmed corrective action’.
§In the case of conditional maintenance, the appearance of precursor signs of failure generate a sequence of phases of the same nature as
the corrective process.
Figure 8. Duration of the phase i as a function of the global duration
5.1. Rules of decomposition
It must be noted that the information on the duration of elementary phases are often not directly available.
However, when the need is stated and the ‘mechanisms’ of capture exist, it is easy to establish the procedures
which facilitate their capture. In the particular case where only raw data are accessible, corresponding to the
global duration of the phenomenon (proper functioning time, failure time, revision time, etc.), the analysis
will be global. Because we are in this case (i.e. we do not have the information about the times related to
the elementary phases) we have opted for a reverse approach compared to what should normally be done in
industry. Based on the previous results, the person in charge of maintenance would draw many lessons about the
soundness of the maintenance parameters from the observation of the elementary phases. The lack of data incited
us to do the opposite. We propose rules which, from the global duration of the operation (repair, revision, etc.)
decomposed into an ensemble of P phases, enables us to come up with the elementary duration corresponding
to each phase. Each rule is an application
R : D R→ Di
with global duration of the operation D, Di as the elementary duration of the phase i and
D =
P∑
i=1
Di
The idea is not to define some standard distributions of each phase Di since they have been artificially built, but
to give a form of representation when facing situations corresponding to some classical phenomena. In order to
establish the existing relationship between D and Di , we rely on the knowledge of experts and on the know-
how and rules of the trade collected by consultations with maintenance departments. Two operations applied
to D appeared to be sufficient for the construction of the rules: multiplication by a lower-than-one coefficient
and addition of a constant; representing, respectively, the proportion of the global duration and a fixed minimal
duration. In Figure 8, a graphic illustration of the comprehension of the rules is proposed.
In this example, for an operation of 16 hours (the repair operation for example), 7 hours correspond to phase i
(phase of waiting for a part, for instance).
5.2. Application to the sample of reference
We apply the set of steps leading to the decomposition of the processes on the initial sample list of values.
Three types of failures are identified (electrical, mechanical and computer), a fourth class regroups the other
types of failure.
5.2.1. Decomposition of the repair processes
In Table III we present the values given to the rules of decomposition. The duration Di associated with each
phase i can be estimated by calculating the proportion pi of the total value of the down time (represented by ‘∗’
in the table) and/or by addition of a fixed duration fi (represented by ‘+’)¶. For example, for a repair time of
5 hours (belonging, then, to class 3) of electrical type, the duration D3 of the phase ϕ3: diagnosis (bold numbers
in Table III) is D3 = 5 × 15% − 0.1 = 0.65 h.
We know that
	Di = D (1)
We can also write that
Di = pi(D + fi) (2)
with
	pi = 1 (3)
and
	fi = 0 (4)
From Equation (2) we can write that
	Di = 	(pi(D + fi)) = D	pi + 	fi
Combined with Equations (3) and (4) this gives 	Di = D which indeed corresponds to Equation (1).
We will limit our comments about Table III to the major considerations that helped us to establish the p and
f coefficients as describing it in an exhaustive manner would take too long.
Each type of failure (electrical, mechanical and computer‖) is itself divided into classes characterized by the
duration of the failure. We distinguish five classes for each type of failure:
• immediate intervention carried out within the hour following the failure;
• rapid intervention needing, nonetheless, several actions to be taken;
• a long intervention likely to be caused by the complexity of the repair;
• delayed intervention which may be due to a prolonged waiting time for supplies;
• suspended intervention because of the unavailability of repair resources, for example.
According to the type of failure, the boundaries, or limits, of each class vary slightly. This is related to the fact
that although the seriousness of the failure may be equal, mechanical interventions take longer than electrical
or computer interventions. In fact, these interventions often require more manipulation, as the elements are
¶The precision of the numbers in Table IV may be surprising since they are based on the knowledge of experts, which is, of course, always
subjective. In reality, these numbers were determined in order to express a continuity between the duration of phases in each of the classes
of the table. We can see this continuity in Figure 8.
‖For the ‘other’ types of failures, we consider that the rules of decomposition are the same as for the electrical repairs. Because of the extent
of their possible durations and the diversity of their nature, electrical repairs are the least specific and those to which unknown failures may
be most easily assimilated.
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Figure 9. Distribution of the elementary phase times
frequently less accessible, heavier, more cumbersome, etc. On the other hand, the time needed for diagnosis is
usually lower.
The p and f coefficients have been estimated by making the following assumptions.
• For very small D (<1 h), the main times correspond to the diagnosis and repair phases and are directly
proportional to D.
• For medium D (1 h < D < 20 or 30 h), the total time is explained by the whole phase, which can be
a percentage of D but most often is a fixed coefficient representing an incompressible value added or
subtracted from the proportional part.
• For large D (>20 or 30 h), the immobilization is due to phase 4, the waiting time corresponding to a spare
parts delivery which has been delayed, for instance.
5.2.2. Observation of the distributions
After decomposing the repair times, it is interesting to consider the forms of distribution associated with the
different phases. The hyper-exponential nature of the distribution of the sample of reference is not repeated for
the whole of the distributions of the elementary phase times (Figure 9).
Certain distributions are, rather, hypo-exponential (detection and alert phases and awaiting diagnosis), others
are more exponential (diagnosis, effective repair). The hyper-exponential curves are particularly marked at the
level of the awaiting repair times which are most certainly at the origin of this singularity in the distribution of
the global processes. The hyper-exponential distribution gives rise to a decreasing hazard rate. When applied to
the processes of repair, this means that the more time goes by, the more the opportunity to repair diminishes.
The very influential presence of the waiting and repair times (linked with the time for repair resources
procurement) contributes to this decreasing character. Actually, the longer the duration of repair, the more there
is a risk of a supply problem (implying a delayed repair).
Let us recall that the distribution functions result from the implementation of our own set of hypotheses. In a
real industrial world, the approach would be reversed. From the distribution functions analysis, the engineer in
charge of maintenance would determine if their forms correspond to a favourable or unfavourable situation and
Figure 10. Duration of ϕ3 according to the maintenance strategy
would explain the associated reasons. As the case may be, this analysis would allow one to reinforce or rethink
the maintenance and logistic support strategies. In the situation that we have generated, the hyper-exponential
form of the waiting times of repair would encourage one to modify the spare parts procurement strategy.
5.3. Sensitivity of the system
We propose the observation of the behaviour of the system when modified by the intermediary of a chosen
variable, at the level of the distributions of the times of elementary phases. To this end, we establish a new set
of rules. As opposed to the preceding table, these are not rules which are applied to the raw values of the times
of repair. They concern the values obtained from the first set which are augmented or diminished according to
the new maintenance variables. In other words, the new set of rules is applied to the P samples (one per phase)
generated by the first decomposition.
Again, let us take the example which served to illustrate the functioning of Table III. The previous value
calculated for the phase of diagnosis corresponded to D3 = 0.65 h. The value associated with this phase after
having introduced the parameters representing the new strategy is now: D′3 = (0.65 × 66.7%) + 0.067 = 0.5 h.
In Table IV we propose the rules resulting from the influence of the new set of variables.
The P samples are modified in proportion to the influence of the new variables introduced in the maintenance
strategy. The P samples of the first decomposition are compared to those which are derived. This comparison
between the forms of distributions may be carried out for each phase or globally.
As an illustration, we show in Figure 10 the variation of the length of the diagnosis phase as a function of the
repair time for an electrical maintenance from the values in Tables III and IV. In order to establish the rules for
Table IV, we consider that the given variables reflect an increase in the maintenancemanpower (improvement of
reactivity), a better stock of spare parts (reduction in supply time) and technologies that allow for better testing
of the equipment (diminished diagnosis time).
The distributions of the rough and modified values of the complete process and of each of its phases can be
compared. They are shown in Figures 11 and 12. The curves relating to the distributions of the modified sample
are shown in black, the distributions of the elementary phases of the original sample are shown in grey.
The results show a high modification of the distributions of the complete process and of each of its phases.
Generally speaking, these distributions evolve from the original hyper-exponential form (decreasing rate) toward
an exponential (constant rate) and even hypo-exponential (increasing rate) tendency. The elementary times 1,
2 and 6 (detection and alert, awaiting diagnosis and return to service), which do not occupy a very important
place in the breakdown of the duration of repair, are only slightly modified. The pure repair (phase 5) remains
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Figure 11. Distribution of the repair times
Figure 12. Distribution of the phases of the processes
sensitively distributed under exponential form after the new set of variables is applied. This statement allows
one to assume that the non-exponential character, often stated in the analysis of repair time distributions, is often
the result of parasite times like the waiting times, the pure repair rates remaining almost constant. Of course,
these results must be qualified since they are set arbitrarily in this illustration. The values and explanations that
we put forward in this example should not, then, always be taken as true. This is a principle that we wanted to
illustrate. Let us be clear, also, that the observation of the forms of distribution is not a goal in itself. It is only
the first step of a work of modelling the behaviour of the system to be evaluated from the angle of its form of
reaction when a given strategy of maintenance is applied.
6. CONCLUSION
After having made a bibliographic analysis, we have defined, in this work, a method for the evaluation of
maintenance strategies coming from the analysis of factual data. The analysis of the state of the art was carried
out by distinguishing between the works related to the maintenance strategies and those treating the forms
of failure and repair. This analysis revealed a great diversity of works covering most of the characteristics of
an industrial setting and strategies which are applied to it. We then recalled the different steps of processing
the factual data. We have illustrated these steps with a typical case of a sample from an industrial setting,
representative of a repair time of a tooling unit. When tests of exponentiality were applied, they showed broad
ranges of repair times and particularities linked to the type of failure. The breakdown of the correction and
prevention processes showed the presence of elementary phases that constitute the global down time. From the
set-up of logical rules of construction, we have accessed certain pieces of information that were missing in
order to assign to each phase its elementary duration. Because the effects of a strategy on the duration of the
elementary phases were put forward, these enabled the building up of new samples that could be considered as
performance indicators. By the measure of the impact on the global processes of the parameters having a local
impact, this contribution should, then, offer industry a new means of evaluating the maintenance strategies that
they implement.
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