We analyzed the evolution of the metallicity of the gas with the redshift for a sample of AGNs in a very wide redshift range (0 < z < 4) using ultraviolet emission-lines from the narrow-line regions (NLRs) and photoionization models. The new index C43=log[(C iv+C iii])/He ii] is suggested as a metallicity indicator for AGNs. Based on this indicator, we confirmed the no metallicity evolution of NLRs with the redshift pointed out by previous works. We found that metallicity of AGNs shows similar evolution than the one predicted by cosmic semi-analytic models of galaxy formation set within the Cold Dark Matter merging hierarchy (for z 3). Our results predict a mean metallicity for local objects in agreement with the solar value (12+log(O/H)=8.69).
INTRODUCTION
The study of the metallicity in galaxies and the knowledge of the chemical evolution of these objects with the redshift play an important role to understand the formation and evolution of the universe.
In general, models of cosmic chemical evolution predict that the galaxy metallicities increase with the aging of the universe. For example, Malaney & Chaboyer (1996) , using neutral hydrogen density obtained from observations of Damped Lyman Alpha objects (DLAs) and an analytic model, showed that, for redshift (z) from about 4 to 0, the metallicity (Z) rises from 0.05Z ⊙ to 0.6 Z ⊙ . Other models, such as the model of Pei et al. (1999) , predict a steeper increase of Z with the cosmological time-scale. From an observational point of view, the relation between the metallicity and the redshift, Z − z relation, is controversial.
Along decades, metallicity determinations of DLAs, using mainly the absorption line of the Zn (e.g. Pettini et al. 1994) , have been used to test cosmic chemical evolution models (e.g. Kulkarni et al. 2013; Battisti et al. 2012; Somerville et al. 2001; Pei & Fall 1995) . Despite the large scattering in the metallicity for a fixed redshift, it has been confirmed the increase of the Z with the time (e.g. Rafelski et al. 2012) . The same result is also found by observational studies of the gas phase metallicity of star-forming galaxies (e.g. Maiolino et al. 2008; Savaglio et al. 2005) and by metallicity studies of Narrow-Line Regions (NLRs) of high-z radio galaxies (De Breuck et al. 2000) . However, opposite results have also been obtained.
For example, Mannucci et al. (2010) from spectroscopic data of star-forming galaxies showed that there is a significant dependence of the gas-phase metallicity on the star-formation rate which, if taken into account, does not yield metallicity evolution with the redshift, at least for z < 2.
Moreover, some studies based on emission-lines from active galaxies have failed to identify the cosmic chemical evolution. For example, Dietrich et al. (2003a) compared rest-frame of broad emission-line intensities in the ultraviolet of a sample of 70 quasars (z 3.5) with photoionization models results of Hamann et al. (2002) . They found that the objects analyzed have an average metallicity of about 4-5 Z ⊙ , which is in disagreement with the Z determinations using absorption lines (see Battisti et al. 2012; Kulkarni et al. 2005) . A similar analysis performed by Nagao et al. (2006) using ultraviolet spectra of NLRs for objects with redshifts between 1.2 and 4.0 pointed out a constant behavior of the gas metallicity with z. Nagao and collaborators interpreted the lack of evolution of Z obtained from NLRs as a result of the fact that the major epoch of star formation in the host galaxies of active nuclei is at very high redshifts (z 4). Also Matsuoka et al. (2009) obtained UV rest-frame spectral data from the narrow-line region of 9 high-z radio galaxies at z > 2.7 and, combining these with data from the literature, found not significant metallicity evolution in NLRs for z 4.
Metallicity indicators based on emission-line ratios can be subject to uncertainties (e.g. Dors et al. 2011) . In fact, the N v λ1240/C iv λ1549 ratio, generally used as metallicity indicator for AGNs (Hamann & Ferland 1992) , can yield Z estimations somewhat uncertain since the N v emission line could be enhanced by Lyα photons scattered in a broad absorption-line wind (see Hamann et al. 2002 and references therein) . Moreover, any metallicity indicator based on nitrogen-lines must take into account a N/O abundance relation with the metallicity (Pérez-Montero & Contini 2009), which is poorly determined for AGNs. In this sense, metallicity indicators based on carbon emission-lines, such as the C ivλ1549/He iiλ1640 suggested by Nagao et al. (2006) , can be more reliable. Although the relation between C/O abundance ratio and the O/H (used as metallicity tracer) must to be taken into account in calibrations (Garnett et al. 2004) , chemical evolution models of QSOs of Hamann & Ferland (1993) predict a C/O abundance ratio nearly constant for objects chemically evolved, i.e older than 1 Gyr. This does decrease the uncertainties in metallicity determinations based on carbon emission-lines.
In this paper, we report an analysis of the chemical evolution of AGNs with the cosmological time-scale by modelling the ultraviolet narrow emission-lines observed at different redshifts. We proposed a new metallicity indicator calibrated taking also into account its dependence on other parameters than the metallicity. The paper is organized as follows.
In Section 2 we describe the observational data used along the paper. A description of the photoionization models used in the paper is given in Sect. 3. In Sect. 4 a new metallicity tracer is presented. The results of the use of this index and the discussion are presented in Sects. 5 and 6, respectively. The final conclusions is given in Sect. 7.
OBSERVATIONAL DATA
The fluxes of the N vλ1240, C ivλ1549, He iiλ1640, and C iii]λ1909 emission-lines originated in the NLRs of a sample of Seyfert 2 (12 objects), high-z radio galaxies (59 objects) and type 2 quasars (10 objects) with redshifts 0 z 4.0 were compiled from the literature. The sample is about the same that the one compiled by Nagao et al. (2006) with the addition of Seyfert 2 data taken from Kraemer et al. (1994) and from Díaz et al. (1988) . In Table 1 the identification, redshift, adopted emission-line intensities, and the bibliographic reference of each considered object are presented. The objects in this table are grouped by their nature.
We did not consider in our sample the lines with only intensity upper limits reported.
Since the emission-line intensities were not reddening corrected it could yield some bias in our results. However, Nagao et al. (2006) , using an extinction curve described by Cardelli et al. (1989) , showed that the effect of dust extinction on the C iii]/C iv and C iv/He ii emission-line ratios, generally used as ionization parameter and metallicity indicators of AGNs respectively, is not important. It is worth to mention that the data compiled from the literature were obtained with different instrumentation and observational techniques.
However, the effects caused by the use of non-homogeneous data, such as the ones used in this work, do not yield any bias on the results of abundance estimations in the gas phase of star-forming regions, as pointed out by Dors et al. (2013) .
To investigate possible redshift evolutions of the AGN metallicity based on heterogeneous sample, it is important to verify the effects of the dependence of the metallicity on the AGN luminosity, i.e the Z −L relation (see Matsuoka et al. 2009 ). For that, we used the He iiλ1640 luminosity (L(HeII)) as a representative value for the bolometric luminosity, as suggested by Matsuoka et al. (2009) . The distance to each object was calculated using the z value given in Table 1 and assuming a spatially flat cosmology with H 0 = 71 km s
and Ω vac = 0.730 (Wright 2006) . In Figure 1 we presented the values of L(He II) versus the redshift for the objects in our sample. We computed the average and the standard deviation of the luminosity for 5 redshift intervals and these values are given Table 2 as well as the average values of the observed emission-lines intensities for each interval of redshift considered. We can note the strong dependence of the L(He II) with the redshift, probably due to selection effects and that the intrinsic emission-line luminosity of nearby Seyfert 2 galaxies is significantly smaller than that of the high-z radio galaxies and type 2 quasars. Since more luminous AGNs have higher metallicity gas clouds (Matsuoka et al. 2009 ; Nagao et al. 2006) , the Z − L relation must be taken into account in our analysis, in the sense that for high redshift we are analyzing a sample of most metallic objects (more luminous). References-(1) Data compiled by Nagao et al. (2006), (2) Kraemer et al. (1994) , (3) Díaz et al. (1988) , (4) Table 2. Logarithm of the average values of L(He II), the observed UV emission-line intensity ratios for the selected redshift intervals, and the number of objects N included in each interval. 
Model parameters
In this paper a new metallicity indicator for AGNs is proposed. To obtain a calibration of this indicator with the metallicity, we built photoionization models using Cloudy 08.00 (Ferland et al. 2013) . In these models, predicted emission-line intensities depend basically on three parameters, the spectral energy distribution (SED), the ionization parameter U and the metallicity Z. In what follows the use of these parameters is discussed.
(i) Spectral energy distribution (SED): a two continuum components SED is assumed in the models. One is the Big Bump component peaking at 1 Ryd with a high-energy and an infrared exponential cut-off, and the other represents the X-ray source that dominates at high energies. This last component is characterized by a power law with a spectral index Table 1 . The circles represent the average and their error bars the standard deviation of the luminosity at each redshift interval (see Table 2 ). α x = −1. Its normalization was obtained taking into account the value α ox = −1.4 assumed for the optical to X-ray spectral index. Models assuming this kind of SED reproduce well a large sample of observational AGN data (see Dors et al. 2012 ).
(ii) Ionization parameter U: it is defined as U = Q ion /4πR 2 in nc, where Q ion is the number of hydrogen ionizing photons emitted per second by the ionizing source, R in is the distance from the ionization source to the inner surface of the ionized gas cloud (in cm), n is the particle density (in cm −3 ), and c is the speed of light. The U value was used as one of the input parameters, therefore, Q ion and R in are indirectly defined in each model. Cloudy changes the Q ion value when R in is varied for fixed U and n values, that results in the same local cloud properties, yielding homologous models with the same predicted emission-line intensities (Bresolin et al. 1999 ). We computed a sequence of models with log U ranging from −1.0 to −3.0 (using a bin size of 0.5 dex).
To obtain a representative electron density value for NLRs of AGNs, we compiled from the literature observational intensities of the line ratio of the sulfur [S ii]λ6717/[S ii]λ6731 of 53 Seyfert 2 galaxies. Then, we computed the electron density value n for each object using the temden routine of the nebular package of iraf 1 assuming an electron temperature of 10 000 K. In Fig. 2 a histogram of the obtained electron density values is shown. We can see that, for most of the objects, n is lower than about 1200 cm −3 . The average of these values < n >= 537 cm −3 was obtained and considered in our models. This value is in consonance with the densities derived by Bennert et al. (2006) , who used high-sensitivity spatially-resolved optical spectroscopy of a sample of Seyfert-2 galaxies.
(iii) Metallicity Z: the metallicity of the gas phase in the models was linearly scaled to the solar metal composition with the exception of the N abundance, which was taken from the relation between N/O and O/H given by Dopita et al. (2000) . The C/O ratio was considered to be the solar value log(C/O) = −0.52. In the Cloudy code (version 08.00), the value 12+log(O/H)=8.69 taken from Allende Prieto et al. (2001) is assumed as the solar metallicity. The metallicity range −2.0 log(Z/Z ⊙ ) 0.60 was considered in the models. For models with log(Z/Z ⊙ ) = 0.60 and log U=−2.5, −3.0, the predicted intensities of C ivλ1549
and/or C iii]λ1909 were about equal to zero and they were not consider in our analysis.
We included internal dust in our models and not match with the observational data was possible, therefore, all models considered in this work are dust free. This result is in agreement with the one derived by Nagao et al. (2006) , who showed that dusty models can not explain large observed values of the C iv/He ii line ratio (see also Matsuoka et al. 2009 ).
The reason for models with dust can not explain the observed flux of the lines considered is probably because gas clouds in the high-ionization part of NLRs are dusty free, as suggested by Nagao et al. (2003) . Radovich & Rafanelli (1996) , Osterbrock (1981) , González Delgado & Pérez (1996) , Osterbrock & Dahari (1983) , Phillips et al. (1983) , Goodrich & Osterbrock (1983) , Shuder (1980) , Durret & Bergeron (1988) , and Shuder & Osterbrock (1981) . 4 C43-A NEW METALLICITY TRACER
Z-C43 calibration
Several metallicity indicators have been proposed to estimate the metallicity using strong emission-lines from the gas phase of objects without a direct determination of an electron temperature. The idea is basically to calibrate abundances using ratios among the strongest (easily measured) available emission lines. In the case of star-forming regions, the pioneer work by Pagel et al. (1979) proposed the optical metallicity indicator R 23 (see also Pilyugin et al. 2012) . In general, it is preferable to use a line ratio lower dependent on other physical parameters than on the metallicity, for example, a line ratio with a weak dependence on the ionization parameter U.
For AGNs, metallicity indicators have also been proposed along decades, for example, . Therefore, the assumption that most of carbon is in the form of C 2+ or C 3+ and that the metallicity can be estimated from the line ratio between these ions can be somewhat uncertain. However, even taking this into account, C43 is more reliable than C iv/He ii, since more than one ionization ion stage is considered, tracing a more realistic assumption for the total abundance of C/H.
In Fig. 4 the calibration between Z and C43 considering different ionization parameter values is shown. In Table 3 the coefficients for second-order polynomial fits to the models is given. We can see that C43 is double-valued with the metallicity, yielding one branch to low metallicity (lower branch) and other to high metallicity (upper branch). This problem is also found for other UV-line ratios (e.g. C iv/He ii, N iv/He ii) and for the R 23 parameter (see The ionization parameter can be derived from the C iii]/C iv ratio (Nagao et al. 2006) which is weakly dependent on Z, mainly for high values of U. In Fig. 5 we show this relation obtained from our models, which is represented by log U = −0.10(±0.06) × x 2 − 1.14(±0.02) × x − 1.93(±0.03),
where x=log(CIII]/CIV).
Uncertainties in Z estimations
Uncertainties in Z estimations for star-forming regions based on theoretical and/or empir- (i) C/O abundance ratio -Since C43 index is dependent of the C/O abundance, variations in this ratio produce uncertainties in Z determinations. We have performed a simple test to verify these uncertainties. Considering the averaged value for local AGNs (see Table 2 ) Figure 5 . Logarithm of the ionization parameter versus log(CIII]/CIV). The points represent the results from our models considering different values for Z and log U . The curve represents a fitting (Eq. 1) to the average points for each log U value.
C43=0.53±0.09, and using the Z-C43 calibration for log U = −1.5 presented in Table 3 , we obtained log(Z/Z ⊙ ) = −0.1. Now, if log(C/O) = −0.05 is assumed to derive a new Z-C43 calibration (not shown), we derived log(Z/Z ⊙ ) = 0.20. Thus, a discrepancy by a factor ∼2 is obtained for Z/Z ⊙ .
(ii) Ionization parameter-As seen in Fig.4 , the Z-C43 calibration is dependent on U.
Using the fitting parameters shown in Table 3 and considering that, according to the error in equation 1 and Table 2 , U can be estimated with an uncertainty up to 0.5 dex (been about 0.1 for local AGNs), the Z could ranges up to a factor of 3.
(iii) Observational uncertainties-Considering the observational uncertainty of 0.2 dex in the measured value of C43 and the Z-C43 calibration for log(U) = −1.5, we obtained that log(Z/Z ⊙ ) ranges by about a factor of 3.
(iv) Intrinsic uncertainty-This uncertainty source is associated to the methods that use strong emission-lines to derive the metallicity. Bona fide metallicity determinations for emission-line objects can only be achieved by estimations of the electron temperature (T e -method) of the gas phase (see Hägele et al. 2008 and references therein) . Therefore, we must compare the Z values for our calibrations with those derived using the T e -method.
Unfortunately, this was possible only for one object of our sample: NGC 7674. Using the optical data from Kraemer et al. (1994) and adopting the same procedure than Dors et al.
(2011) we estimated log(Z/Z ⊙ ) = −0.22 for NGC 7674 applying the T e -method. log U for this object, calculated from Eq. 1, is about −1.7. Using the correspondent fitting to the Z-C43 calibration (see Table 3 ) we estimated log(Z/Z ⊙ ) = −0.28, finding a difference of only 15 per cent between these two estimations. We assumed this difference as representative of the intrinsic uncertainty, even when more data are needed to perform a confident statistical analysis of the influence of this uncertainty on the Z-C43 calibration.
Along this paper we consider the derived metallicity from C43 is correct by a factor of 5 (about 0.7 dex), the quadratic sum of the uncertainties discussed above. This discrepancy would be smaller than that given by Kewley & Ellison (2008) for the optical empirical parameters by a factor of 2.
RESULTS
In Fig. 6 log U versus the redshift for the objects in our sample, obtained using Eq. 1, are plotted together with the corresponding average and standard deviation for each redshift bin. We can see that the ionization parameters are in the range −2.8 log U −1.0, with an averaged value of about −1.75 ± 0.32 dex. This range is larger than the one found by Nagao et al. (2006) , who used the C iv/He ii vs. C iii]/C iv diagnostic diagrams, finding
To calculate the abundance for each object, we computed the ionization parameter using
Eq. 1 and we selected the adequate set of coefficients for the Z-C43 calibration (see Table 3) for the closest available log U value. In Fig. 7 the logarithm of the derived metallicity in relation to the solar one versus the redshift for the objects in our sample for which were possible to estimate U and Z is presented. We can not note any metallicity decrease with the redshift. For some objects it was not possible to estimate Z because some emission-lines needed to calculate C43 were not available. Hence the number of objects plotted in Figs. 7 and 8 is smaller than the one in Table 1 and Fig. 1 .
In Fig. 8 the Z estimations versus the redshift considering different bins of luminosity is
shown. In Table 4 the Z mean values are given. Although none Z −z correlation can be noted, Figure 6 . Logarithm of the ionization parameter vs. the redshift. Squares represent log U values obtained using Eq. 1 and the observational data presented in Table 1 . Circles represent the average and their error bars the standard deviation of log U for each redshift interval.
objects with very low metallicity (log(Z/Z ⊙ ) ≈ −0.8), regardless of the luminosity bin, are only found at redshifts 1 < z < 3. In Fig. 9 Although the large scatter of the points and the no so good linear regression fit to our sample data, it seems to be a slight increase of Z with the He ii luminosity. Table 1 and considering the Z-C43 relations for different values of log U whose coefficients are given in Table 3 . The ionization parameter values were computed using Eq 1.
DISCUSSION
About two decades ago the first determinations of metallicity in high redshift star-forming galaxies (z ∼ 3; Kobulnicky & Koo 2000) and in damped Lyman-α systems (1.78 < z < 3; Pettini et al. 1994) were obtained. From these results, among others, a clear discrepancy arise: luminous high redshift galaxies are more metallic than DLAs at the same redshift (Erb 2010) . Likewise, the metallicity-redshift relation followed by DLAs seems to be in consonance with some cosmic chemical evolution models that predict a Z increment with time (see e.g. Kulkarni et al. 2013 ). This kind of behavior has not been derived for using estimations of Z for AGNs. With the aim of compare our results with cosmic chemical model predictions and Z determinations for other objects, we plotted them in Fig. 10 as a function of the redshift. In what follows we briefly described the cosmic chemical models shown in this Figure. (i) Malaney & Chaboyer (1996) -Using the redshift evolution of the neutral hydrogen density inferred from observations of DLAs, these authors calculated the evolution of elemental abundances in the Universe based on an analytical model. From this work, models Table 4 . Average metallicities for the objects in our sample considering different redshift and luminosity ranges. The number of objects in each interval is given. The solar abundance of 12 + log(O/H) = 8.69 (Allende Prieto et al. 2001 ) is assumed in the models.
with a mean metallicity value (not corrected for dust obscuration) in a given redshift were considered.
(ii) Pei et al. (1999) -These authors obtained solutions for the cosmic histories of stars, interstellar gas, heavy elements, dust, and radiation from stars and dust in galaxies using the available data from quasar absorption-line surveys, optical imaging and redshift surveys, and the COBE DIRBE and FIRAS extragalactic infrared background measurements. We considered the mean metallicity of interstellar gas in galaxies predicted by the best models from Pei et al. (1999) .
(iii) Somerville et al. (2001) -They investigated several scenarios for the nature of the high-redshift Lyman-break galaxies using semi-analytic models of galaxy formation set within the cold dark matter merging hierarchy. From the models proposed by these authors, we considered the predictions for the average metallicity of the entire Universe (taken from their Fig. 14) , i.e. the total mass in metals divided by total mass of gas. This is the average between the metallicities of the cold gas, stars, hot gas, and diffuse gas.
(iv) Ballero et al. (2008) -These authors computed chemical evolution of spiral bulges hosting Seyfert nuclei, based on chemical and spectro-photometrical evolution models for the bulge of our Galaxy. We considered the metallicities predicted by those models built assuming a mass of the bulge of 2 × 10 10 M ⊙ . Figure 9 . Logarithm of the metallicity in relation to the solar one vs. the logarithm of the He ii luminosity. Squares represent estimations for our sample presented in Table 1 and considering the Z-C43 relations. Circles represent mean values for HzRGs taken from Matsuoka et al. (2009) . A linear regression fit to the data is plotted.
From Fig.10 it can be seen that, for z 3 and considering the standard deviations, our metallicity estimations are in agreement with the predictions of the cosmic evolution models by Somerville et al. (2001) . This agreement confirms the robustness of our Z determinations using the C43 parameter. It also supports the Somerville et al. (2001) assumptions of a hierarchy galaxy formation and the form of the global star formation rate as a function of the redshift. The independence of the metallicity with the redshift derived from our results can be biased by an observational constrain in the way that we are using only the data of luminous objects at high redshift (see Fig. 1 ), i.e. at such redshifts we are able to observe only the most metallic objects. For z > 3, we have few Z determinations and there could be incompleteness effects in the sample. Therefore, definite conclusions can not be obtained for this redshift range.
Models by Malaney & Chaboyer (1996) and Pei et al. (1999) predict higher metallicities than our estimations (see Fig. 10 ). This could be due to the H I density values used as input in the models of these authors rather than an incorrect selection of the star formation parameters, which control the enrichment of the ISM. The highest discrepancy is found for the model evolution by Ballero et al. (2008) , which shows higher values of Z than the ones derived by us. Interestingly, the results from all these chemical evolution models inferred a solar metallicity for the Local Universe, except for the one by Ballero et al. (2008) .
In panel (d) of Fig. 10 , we compare the cosmological mean metallicity (< Z >) computed for individual elements (e.g. Zn, S and Si) of DLAs and sub-DLAs (taken from Rafelski et al. 2013 , Fox et al. 2007 and Kulkarni et al. 2005 ) with our metallicity estimations. The abundance solar value is also indicated in this plot. Our results predict a mean metallicity for local objects in agreement with the solar value (12+log(O/H)=8.69). This value is about the same that the maximum oxygen abundance derived for the central parts of spiral galaxies (Pilyugin et al. 2007) , and for circumnuclear star-forming regions in both AGNs (Dors et al. 2008 ) and normal galaxies (Díaz et al. 2007 ). Concerning the < Z > in DLAs and sub-DLAs, they tend to decrease with the redshift while our estimations for AGNs present an almost flat behavior, showing an agreement only in the Local Universe. Somerville et al. (2001) pointed out that < Z > estimations in DLAs can be systematically underestimated due to two factors. First, dusty high metallicity systems might dim quasars in the line of sight (Pei & Fall 1995) . Second, the outermost regions of spiral galaxies have often lower Z than central regions, thus, Z estimations of objects at high redshift, not spatially resolved, represent values lower than the one attributed to the active nuclei. The Z estimations for the objects in our sample are affected at least by the second factor. Therefore, it is unlikely that the discrepancy found in Fig. 10 (d) may be due to the factors discussed by Somerville and collaborators.
As can be seen in Fig. 10 , we found no clear metallicity evolution with the redshift.
Similar result was also found by Matsuoka et al. (2009) and Nagao et al. (2006) . It is worth to emphasize that, independently of the luminosity (see Fig. 8 ), very low metallicity Z/Z ⊙ ≈ −0.8 is found for some AGNs in the range 1.5 < z < 3, in consonance with the < Z > found in DLAs and sub-DLAs. Except for the local objects, the mean abundance value estimated by us using the Z-C43 calibration is higher than the mean value for DLAs and sub-DLAs for each redshift interval. In fact, Nagao et al. (2006) presented two interpretations from their analysis: (i) the narrow line regions of AGNs have sub-solar metallicities (−0.7 log(Z/Z ⊙ ) 0) if low-density gas clouds with n 10 3 cm −3 are considered in their photoionization models; (ii) a wider range of gas metallicity (−0.7 log(Z/Z ⊙ ) 0.7) for high-density gas clouds with n ≈ 10 5 cm −3 . Although, in some cases (see e.g. Peterson et al. 2013) , high values of electron density (in the order of 10 5 cm −3 ) were derived for NLRs, we
showed that densities of ∼ 500 cm −3 are representative for AGNs. This low densities yield that very low metallicity be derived for some objects at high redshift.
CONCLUSIONS
We proposed here a metallicity indicator based on the emission-line ratio C43=(C iv+ C iii])/He ii. This index seems to be a more reliable metallicity indicator than other proposed in the literature since it has a weak dependence on the ionization parameter. We confirmed the no metallicity evolution of NLRs with the redshift that was pointed out by previous works. Our results predict a mean metallicity for local objects in agreement with the solar value (12+log(O/H)=8.69). This mean value is also in consonance with the maximum oxygen abundance derived for the central parts of spiral galaxies. For z 3 and considering the standard deviations, our metallicity estimations through the C43 parameter are in agreement with the predictions of the cosmic evolution models by Somerville et al. (2001) .
For z > 3, we have few Z determinations and there could be incompleteness effects in the sample produced by the observational constrain of having data only from the most luminous objects. Therefore, the sample of objects with z > 3 is needed to be enlarged, mainly for brightness objects, to avoid possible observational biases and to improved the conclusions about the metallicity evolution of AGNs with the redshift.
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