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Shape derivatives of boundary integral oper-
ators in electromagnetic scattering. Part I:
Shape differentiability of pseudo-homogene-
ous boundary integral operators
Martin Costabel and Fre´de´rique Le Loue¨r
Abstract. In this paper we study the shape differentiability properties
of a class of boundary integral operators and of potentials with weakly
singular pseudo-homogeneous kernels acting between classical Sobolev
spaces, with respect to smooth deformations of the boundary. We prove
that the boundary integral operators are infinitely differentiable without
loss of regularity. The potential operators are infinitely shape differen-
tiable away from the boundary, whereas their derivatives lose regularity
near the boundary. We study the shape differentiability of surface dif-
ferential operators. The shape differentiability properties of the usual
strongly singular or hypersingular boundary integral operators of inter-
est in acoustic, elastodynamic or electromagnetic potential theory can
then be established by expressing them in terms of integral operators
with weakly singular kernels and of surface differential operators.
Keywords. Boundary integral operators, pseudo-homogeneous kernels,
fundamental solution, surface differential operators, shape derivatives,
Sobolev spaces.
1. Introduction
Optimal shape design problems and inverse problems involving the scattering
of time-harmonic waves are of practical interest in many important fields of
applied physics including radar and sonar applications, structural design, bio-
medical imaging and non destructive testing. We develop new analytic tools
that can be used in algorithms for the numerical solution of such problems.
Shape derivatives are a classical tool in shape optimization and are
also widely used in inverse obstacle scattering. In shape optimization, where
extrema of cost functions have to be determined, the analysis of iterative
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methods requires the study of the derivative of the solution of a scatter-
ing problem with respect to the shape of the boundary of the obstacle. An
explicit form of the shape derivatives is required in view of their implemen-
tation in iterative algorithms such as gradient methods or Newton’s method
[5, 9, 24]. By the method of boundary integral equations, the shape analysis
of the solution of the scattering problem with respect to deformations of the
obstacle is obtained from the Gaˆteaux differentiability analysis of boundary
integral operators and potentials with weakly singular, strongly singular, or
hypersingular kernels. An expression of the shape derivatives of the solution
can then be computed by taking the derivative of its integral representation.
This technique was introduced for the Dirichlet and Neumann problems in
acoustic scattering by Potthast [21, 22] and applied to the Dirichlet problem
in elastic scattering by Charalambopoulos [1] in the framework of Ho¨lder con-
tinuous and differentiable function spaces. More recently these results were
exploited in acoustic inverse obstacle scattering to develop novel methods in
which a system of nonlinear integral equations has to be solved by a regular-
ized iterative method [15, 13, 12].
An extension of the technique to elasticity and electromagnetism re-
quires the shape differentiability analysis of the relevant boundary integral
operators. More generally, we are concerned in this paper with the Gaˆteaux
differentiability of boundary integral operators with strongly and weakly sin-
gular pseudo-homogeneous kernels acting between classical Sobolev spaces,
with respect to smooth deformations of the boundary considered as a hyper-
surface of Rd with d ∈ N, d ≥ 2. This family of integral operators covers
the case of the single and double layer integral operators from the acoustic
and the elastic scattering potential theory. The differentiability properties of
the hypersingular boundary integral operators can then be established by ex-
pressing them as products of integral operators with weakly singular kernels
and of surface differential operators. In return, however, we have to study the
shape differentiability of surface differential operators. The electromagnetic
case presents a specific difficulty: The associated boundary integral operators
act as bounded operators on the space of tangential vector fields of mixed
regularity TH−
1
2 (divΓ,Γ). The very definition of the shape derivative of an
operator defined on this energy space poses non-trivial problems. This is the
subject of the second part of this paper [3] where we propose an analysis
based on the Helmholtz decomposition [4] of TH−
1
2 (divΓ,Γ).
This work contains results from the thesis [17] where this analysis has
been used to construct and to implement shape optimization algorithms for
dielectric lenses, aimed at obtaining a prescribed radiation pattern.
The paper is organized as follows:
In Section 2 we describe the family of pseudo-differential boundary in-
tegral operators and potentials that we consider. We use a subclass of the
class of pseudo-homogeneous kernels introduced by Ne´de´lec in his book [20].
Main results on the regularity of these operators are set out. In Section 3, we
define the notion of shape derivative and discuss its connection to Gaˆteaux
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derivatives. We also recall elementary results about differentiability in Fre´chet
spaces, following ideas of [5, 6] and notations of [23].
Section 4 is dedicated to the shape differentiability analysis of the inte-
gral operators. We discuss different definitions of derivatives with respect to
deformations of the boundary and compare them to the notions of material
derivatives and shape derivatives that are common in continuum mechanics,
see Remark 4.1. We prove that shape derivatives of the boundary integral
operators are operators of the same class, that the boundary integral opera-
tors are infinitely shape differentiable without loss of regularity, and that the
potentials are infinitely shape differentiable away from the boundary of the
obstacle, whereas their derivatives lose regularity in the neighborhood of the
boundary. A main tool is the proof that the shape differentiability of the inte-
gral operators can be reduced to the one of their kernels. We also give higher
order Gaˆteaux derivatives of coefficient functions such as the Jacobian of the
change of variables associated with the deformation, or the components of
the unit normal vector. These results are new and allow us to obtain explicit
forms of higher order derivatives of the integral operators. A utilization for
the implementation of higher order iterative methods is conceivable.
The shape differentiability properties of usual surface differential op-
erators is given in the last section. Again we prove their infinite Gaˆteaux
differentiability and give an explicit expression of their derivatives. These
are then applied to obtain the derivatives of hypersingular boundary integral
operators from acoustic, elastic and electromagnetic potential theory.
Notice that our shape differentiability analysis is realized without re-
striction to particular classes of deformations of the boundary, such as it is
frequently done in the calculus of variations, namely restriction to deforma-
tions normal to the surface as suggested by the structure theorems for shape
derivatives [8, 9, 24], or consideration of radial deformations of star-shaped
surfaces [2, 13, 12].
2. Pseudo-homogeneous kernels
Let Ω denote a bounded domain in Rd with d ≥ 2 and let Ωc denote the
exterior domain Rd \ Ω. In this paper, we will assume that the boundary Γ
of Ω is a smooth closed hypersurface. Let n denote the outer unit normal
vector on Γ.
For a domain G ⊂ Rd we denote by Hs(G) the usual L2-based Sobolev
space of order s ∈ R, and by Hsloc(G) the space of functions whose restrictions
to any bounded subdomain B of G belong to Hs(B).
For any t ∈ R we denote by Ht(Γ) the standard Sobolev space on the
boundary Γ. The dual of Ht(Γ) with respect to the L2 scalar product is
H−t(Γ). Vector functions and spaces of vector functions will be denoted by
boldface letters.
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For α = (α1, . . . , αd) ∈ Nd and z = (z1, . . . , zd) ∈ Rd we denote by
∂|α|
∂zα
the linear partial differential operator defined by
∂|α|
∂zα
=
∂α1
∂zα11
· · ·
∂αd
∂zαdd
,
where |α| = α1 + · · · + αd. For m ∈ N, the total differential of order m, a
symmetric m-linear form on Rd, is denoted by Dm.
The integral operators we consider can be written in the form
KΓu(x) =
∫
Γ
k(y, x− y)u(y)ds(y), x ∈ Γ, (2.1)
where the integral is assumed to exist in the sense of a Cauchy principal value
and the kernel k is regular with respect to the variable y ∈ Γ and pseudo-
homogeneous with respect to the variable z = x − y ∈ Rd. We recall the
regularity properties of these operators on the Sobolev spaces Ht(Γ) for all
t ∈ R, available also for their adjoint operators
K∗Γ(u)(x) =
∫
Γ
k(x, y − x)u(y)ds(y), x ∈ Γ. (2.2)
We use a variant of the class of weakly singular kernels introduced by Ne´de´lec
in [20, pp. 168ff]. More details can be found in [7, 10, 14, 19, 26, 25].
Definition 2.1. The kernel G(z) ∈ C∞
(
Rd \ {0}
)
is said to be homogeneous
of class −m for an integer m ≥ 0 if
(i) for any α ∈ Nd there is a constant Cα such that for all z ∈ Rd \ {0}
we have
∣∣∣∣∂|α|∂zαG(z)
∣∣∣∣ ≤ Cα|z|−(d−1)+m−|α|,
(ii) for any α ∈ Nd with |α| = m, the function
∂|α|
∂zα
G(z) is homogeneous
of degree − (d− 1) with respect to the variable z,
(iii) DmG(z) is an odd function of z.
Remark 2.2. (i) The number −m in this definition is not the order of homo-
geneity of the kernel, but related to the order of the corresponding pseudo-
differential operator defined on the d− 1-dimensional manifold Γ.
(ii) Our condition (iii) is stronger than the vanishing condition in Nedelec’s
original definition, but it is easier to verify, and it is satisfied for the classical
integral operators we will be considering.
Definition 2.3. The kernel k(y, z) defined on Γ ×
(
Rd \ {0}
)
is said to be
pseudo-homogeneous of class −m for an integer m such that m ≥ 0, if the
kernel k admits the following asymptotic expansion when z tends to 0:
k(y, z) =
∑
j≥0,ℓ
bℓm+j(y)G
ℓ
m+j(z), (2.3)
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where for j = 0, 1, ... the sum over ℓ is finite, bℓm+j belongs to C
∞(Γ) and
Gℓm+j is homogeneous of class −(m+ j).
In (2.3), one can also consider coefficient functions of the form bm+j(x, y)
with x = y + z, but using Taylor expansion of such coefficients at z = 0, we
see that this would define the same class of kernels as with (2.3).
Example 2.4. (Acoustic kernels) Let κ ∈ C \ {0} with Im(κ) ≥ 0 and d = 2
or d = 3. The fundamental solution
Ga(κ, z) =


i
4
H
(1)
0 (κ|z|) when d = 2
eiκ|z|
4π|z|
when d = 3
of the Helmholtz equation ∆u + κ2u = 0 in Rd is pseudo-homogeneous of
class −1. Its normal derivative ∂
∂n(y)Ga(κ, z) is a priori pseudo-homogeneous
of class 0 but one can show that in the case of smooth boundaries it is a
pseudo-homogeneous kernel of class -1.
Indeed one can write
eiκ|z|
4π|z|
=
1
|z|
+ iκ−
κ2
2
|z| −
iκ3
6
|z|2 + . . .
The first term is homogeneous of class −1, the second term is smooth and
for j ≥ 3 the j-th term is homogeneous of class −(1 + j). The double layer
kernel has the expansion
∂
∂n(y)
Ga(κ, z) = n(y)·∇
zGa(κ, z) = (n(y)·z)
(
−
1
|z|3
−
κ2
2
1
|z|
−
iκ3
3
+ . . .
)
.
One can prove that the function g(x, y) = n(y) · (x − y) behaves as |x − y|2
when z = x− y → 0 (see for instance [20, p. 173]). We refer to example 4.11
for a proof using a local coordinate system.
Example 2.5. (Elastodynamic kernels) Let ω ∈ R and d = 2 or d = 3. Denote
by ρ, µ and λ the density and Lame´’s constants. The symmetric fundamental
solution of the Navier equation −µ∆u − (µ + λ)∇ divu − ρw2u = 0, given
by
Ge(κs, κp, z) =
1
µ
(
Ga(κs, z) · IRd +
1
κ2s
Hess
(
Ga(κs, z)−Ga(κp, z)
))
,
with κs = ω
√
ρ
µ
and κp = ω
√
ρ
λ+2µ , is pseudo-homogeneous of class −1 .
The traction operator is defined by
Tu = 2µ
∂u
∂n
+ λ
(
divu
)
n+ µn ∧ curlu.
The double layer kernel
(
TyGe(κs, κp, x− y)
)T
is pseudo-homogeneous of
class 0. The index y of Ty means that the differentiation is with respect
to the variable y. Notice that TyGe(κs, κp, x − y) is the tensor obtained by
applying the traction operator Ty to each column of Ge(κs, κp, x− y).
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For the proof of the following theorem we refer to [20, 25].
Theorem 2.6. Let k be a pseudo-homogeneous kernel of class −m. The asso-
ciated boundary integral operator KΓ given by (2.1) is linear and continuous
from Ht(Γ) to Ht+m(Γ) for all t ∈ R. The same result is true for the adjoint
operator K∗Γ.
The following theorem is established in [7].
Theorem 2.7. Let s ∈ R. Let k be a pseudo-homogeneous kernel of class −m.
The potential operator P defined by
P(u)(x) =
∫
Γ
k(y, x− y)u(y)ds(y), x ∈ Rd \ Γ (2.4)
is linear and continuous from Hs(Γ) to Hs+m+
1
2 (Ω) ∪H
s+m+ 1
2
loc (Ω
c).
3. Some remarks on shape derivatives
We want to study the dependence of operators defined by integrals over the
boundary Γ on the geometry of Γ. This dependence is highly nonlinear. The
usual tools of differential calculus require the framework of topological vector
spaces which are locally convex at least, a framework that is not immediately
present in the case of shape functionals. The standard approach consists in
representing the variations of the domain Ω by elements of a function space.
We consider variations generated by transformations of the form
x 7→ x+ r(x)
of point x in the space Rd, where r is a smooth vector function defined in
the neighborhood of Γ. This transformation deforms the domain Ω into a
domain Ωr with boundary Γr. The functions r are assumed to be sufficiently
small elements of the Fre´chet space X = C∞(Γ,Rd) in order that (I+ r) is a
diffeomorphism from Γ to
Γr = (I + r)Γ = {xr = x+ r(x);x ∈ Γ} .
For ε small enough we set
B∞(0, ε) =
{
r ∈ C∞(Γ,Rd), d∞(0, r) < ε
}
,
where d∞ is the distance induced by the family of non-decreasing norms
(‖ · ‖k)k∈N defined by
‖r‖k = sup
0≤m≤k
sup
x∈Rd
|Dm r(x)| .
Consider a mapping F defined on the set {Γr; r ∈ B∞(0, ε)} of bound-
aries. We introduce a new mapping
B∞(0, ε) ∋ r 7→ FΓ(r) = F (Γr).
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We define the shape derivative of the mapping F through the transformation
Γ ∋ x 7→ x+ ξ(x) ∈ Rd by
dF [Γ; ξ] := lim
t→0
F (Γtξ)− F (Γ)
t
= lim
t→0
FΓ(tξ) −FΓ(0)
t
(3.1)
if the limit exists and is finite. The shape derivatives of F are related to the
Gaˆteaux derivatives of FΓ (see [9, 24]).
Fix r0 ∈ B∞(0, ε). Following the same procedure, one can construct
another mapping FΓr0 defined on the family of boundaries
{(I + r′)(Γr0); r
′ ∈ B∞(0, ε′)}.
Notice that FΓr0 (0) = F (Γr0) = FΓ(r0) and FΓr0 ((r − r0) ◦ (I + r0)
−1) =
F (Γr) = FΓ(r).
3.1. Differentiability in Fre´chet spaces: elementary results
Fre´chet spaces are locally convex, metrisable and complete topological vector
spaces on which the differential calculus available on Banach spaces can be
extended. We recall some of the results. We refer to Schwartz’s book [23] for
more details.
Let X and Y be Fre´chet spaces and let U be a subset of X .
Definition 3.1. (Gaˆteaux semi-derivatives) The mapping f : U → Y is said
to have a Gaˆteaux semiderivative at r0 ∈ U in the direction of ξ ∈ X if the
following limit exists in Y
df [r0; ξ] = lim
t→0
f(r0 + tξ)− f(r0)
t
=
d
dt
∣∣t=0f(r0 + tξ).
Definition 3.2. (Gaˆteaux differentiability) The mapping f : U → Y is said to
be Gaˆteaux differentiable at r0 ∈ U if it has Gaˆteaux semiderivatives in all
directions ξ ∈ X and if the mapping
X ∋ ξ 7→ df [r0; ξ] ∈ Y
is linear and continuous.
We say that f is continuously (or C 1-) Gaˆteaux differentiable if it is
Gaˆteaux differentiable at all r0 ∈ U and the mapping
U ×X ∋ df : (r0, ξ) 7→ df [r0; ξ] ∈ Y
is continuous.
Remark 3.3. In the calculus of shape derivatives, we usually consider the
Gaˆteaux derivative at r = 0 only. This is due to the result: If FΓ is Gaˆteaux
differentiable on B∞(0, ε), then for all ξ ∈ X we have
dFΓ[r0; ξ] = dF [Γr0 ; ξ ◦ (I + r0)
−1] = dFΓr0 [0; ξ ◦ (I + r0)
−1].
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Definition 3.4. (Higher order derivatives) Let m ∈ N. We say that f is
(m + 1)-times continuously (or Cm+1-) Gaˆteaux differentiable if it is Cm-
Gaˆteaux differentiable and
U ∋ r 7→ dmf [r; ξ1, . . . , ξm]
is continuously Gaˆteaux differentiable for all m-tuples (ξ1, . . . , ξm) ∈ Xm.
Then for all r0 ∈ U the mapping
Xm+1 ∋ (ξ1, . . . , ξm+1) 7→ d
m+1f [r0; ξ1, . . . , ξm+1] ∈ Y
is (m + 1)-linear, symmetric and continuous. We say that f is C∞-Gaˆteaux
differentiable if it is Cm-Gaˆteaux differentiable for all m ∈ N.
Proposition 3.5. Let f : U → Y be Cm-Gaˆteaux differentiable. Let us fix
r0 ∈ U and ξ ∈ X . We set γ(t) = f(r0 + tξ).
i) The function of a real variable γ is of class Cm in the neighborhood
of zero and
γ(m)(t) =
dm
dtm
∣∣t=0f(r0 + tξ) = dmf [r0; ξ, . . . , ξ︸ ︷︷ ︸
m times
]. (3.2)
ii) We use the notation
∂m
∂rm
f [r0; ξ] = d
mf [r0; ξ, . . . , ξ︸ ︷︷ ︸
m times
].
We then have
dmf [r0; ξ1, . . . , ξm] =
1
m!
m∑
p=1
(−1)m−p
∑
1≤i1<···<ip≤m
∂m
∂rm
f [r0; ξi1 + . . .+ ξip ].
(3.3)
Thus the knowledge of
∂m
∂rm
f [r0; ξ] suffices to determine the expression
of dmf [r0; ξ1, . . . , ξm].
Proposition 3.6. Let f : U → Y be Cm-Gaˆteaux differentiable. Let us fix
r0 ∈ U and ξ ∈ X with ξ sufficiently small. Then we have the following
Taylor expansion with integral remainder :
f(r0 + ξ) =
m−1∑
k=1
1
k!
∂k
∂rk
f [r0; ξ] +
∫ 1
0
(1 − λ)m
m!
∂m
∂rm
f [r0 + λξ; ξ]dλ.
The chain and product rules are still available for Cm-Gaˆteaux differ-
entiable maps between Fre´chet spaces.
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4. Shape differentiability of boundary integral operators
Let xr denote an element of Γr and let nr be the outer unit normal vector
to Γr. When r = 0 we write n0 = n. We denote by ds(xr) the area element
on Γr.
In this section we want to establish the differentiability properties with
respect to r ∈ B∞(0, ε) of boundary integral operators KΓr defined for a
function ur ∈ Ht(Γr) by:
(KΓrur) (xr) =
∫
Γr
kr(yr, xr − yr)ur(yr)ds(yr), xr ∈ Γr (4.1)
and of potential operators Pr defined by:
(Prur) (x) =
∫
Γr
kr(yr, x− yr)ur(yr)ds(yr), x ∈ Ωr ∪ Ω
c
r, (4.2)
where kr ∈ C∞
(
Γr ×
(
Rd \ {0}
))
is a pseudo-homogeneous kernel of class
−m with m ∈ N.
We point out that we have to analyze mappings of the form r 7→ FΓ(r)
where the domain of definition of FΓ(r) varies with r. This is the main dif-
ficulty encountered in the calculus of shape variations. We propose different
strategies according to the definition of the mapping FΓ.
(i) A first idea, quite classical (see [9, 21, 22]), is that instead of studying
mappings r 7→ FΓ(r) where FΓ(r) = ur is a function defined on the boundary
Γr, we consider the mapping
r 7→ ur ◦ (I + r).
Typical examples of such functions ur are the normal vector nr on Γr and
the kernel kr of a boundary integral operator KΓr (see Examples 2.4 and 2.5).
To formalize this, we define the transformation (“pullback”) τr which
maps a function ur defined on Γr to the function ur ◦ (I + r) defined on Γ.
For all r ∈ B∞(0, ε), the transformation τr is linear and continuous from the
function spaces C k(Γr) and H
t(Γr) to C
k(Γ) and Ht(Γ), respectively, and
admits an inverse. We have
(τrur)(x) = ur(x + r(x)) and (τ
−1
r u)(xr) = u(x).
(ii) Next, for linear bounded operators between function spaces on the bound-
ary, we use conjugation with the pullback τr: Instead of studying the mapping
B∞(0, ε) ∋ r 7→ FΓ(r) = KΓr ∈ L
(
Hs(Γr), H
s+m(Γr)
)
we consider the mapping
B∞(0, ε) ∋ r 7→ τrKΓrτ
−1
r ∈ L
(
Hs(Γ), Hs+m(Γ)
)
.
We have for u ∈ Hs(Γ) and x ∈ Γ:(
τrKΓrτ
−1
r
)
(u)(x) =
∫
Γ
kr
(
y+r(y), x+r(x)−y−r(y)
)
u(y)Jr(y) ds(y), (4.3)
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where Jr is the Jacobian (the determinant of the Jacobian matrix) of the
change of variables on the surface, mapping x ∈ Γ to x+ r(x) ∈ Γr.
(iii) The third case concerns potential operators acting from the boundary to
the domain:
Each domain Ω is a countable union of compact subsets: Ω =
⋃
p∈N
Kp. For
all p ∈ N, there exists εp > 0 such that Kp ⊂
⋂
r∈B(0,εp)
Ωr. Thus, instead of
studying the mapping
B∞(0, ε) ∋ r 7→ FΓ(r) = Pr ∈ L
(
Hs(Γr), H
s+m+ 1
2 (Ωr)
)
we can consider the mapping
B∞(0, εp) ∋ r 7→ Prτ
−1
r ∈ L
(
Hs(Γ), Hs+m+
1
2 (Kp)
)
.
We have for u ∈ Hs(Γ)(
PΓ(r)τ
−1
r
)
(u)(x) =
∫
Γ
kr
(
y + r(y), x − y − r(y)
)
u(y)Jr(y) ds(y), x ∈ Kp.
(4.4)
Then passing to the limit p→∞ we can deduce the differentiability proper-
ties of the potentials on the whole domain Ω. We use the analogous technique
for the exterior domain Ωc.
In the framework of boundary integral equations, these approaches were
introduced by Potthast [21, 22] in order to study the shape differentiability
of solutions of acoustic boundary value problems.
Remark 4.1. In continuum mechanics, when the deformation x 7→ r(x) =
r0(x) + tξ(x) is interpreted as a flow with initial velocity field ξ(x), one
frequently considers two different derivatives of functions ur defined on Ωr.
The material derivative u˙r is computed by pulling ur back to the reference
domain Ω, thus by differentiating r 7→ τrur = ur◦(I+r). The shape derivative
u′r(x) at a point x is defined by differentiating ur(x) directly. At r = 0 the
difference between the two derivatives is a convection term:
u˙0 = u
′
0 + ξ · ∇u0 . (4.5)
This is easily seen from the definition of the material derivative
u˙r(x) = d(τu)[0; ξ](x) =
d
dt
∣∣t=0utξ(x+ tξ(x)) = d u[0; ξ](x) + ξ(x) · ∇u0(x) .
Relation (4.5) can be used to compute the shape derivative from the simpler
material derivative, see [18] for an application.
In this terminology, the derivatives of boundary functions and operators
in (i) and (ii) above would be analogous to material derivatives, whereas the
derivatives of potentials in (iii) correspond to shape derivatives. Instead of
formally defining the terms “material derivative” and “shape derivative”, we
prefer here to explain in each instance precisely which Gaˆteaux derivative
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is meant. We want to emphasize, however, that the shape derivatives of so-
lutions of electromagnetic transmission problems can be obtained by using
the three kinds of derivatives defined above. This will be explained in detail
in Part II of this work. The construction is based on an integral representa-
tion of the solution of the transmission problem by potentials, the densities
of which are solutions of boundary integral equations with operators of the
type studied here. Thus the mapping from the given right hand side to the so-
lution is a composition of boundary integral operators, inverses of boundary
integral operators, and potential operators. By the chain rule, its derivative
is then obtained by composing boundary integral operators, their inverses,
and potential operators with derivatives of type (i), (ii), and (iii) above. The
same structure gives the shape gradient of shape functionals that are defined
from the solution of the transmission problem. In this case, also adjoints of
the boundary integral operators have to be differentiated. This poses no new
problem, because adjoints of operators with quasi-homogeneous kernels have
quasi-homogeneous kernels, too.
4.1. Gaˆteaux differentiability of coefficient functions
For the analysis of the integral operators defined by (4.3) and (4.4), we first
have to analyze coefficient functions such as the Jacobian of the change of
variables Γ ∋ x 7→ x+ r(x) ∈ Γr, or the normal vector nr on Γr.
We use the standard surface differential operators as described in detail
in [20]. For a vector function v ∈ C k(Rd,Cd) with k ∈ N∗, we denote by [∇v]
the matrix the i-th column of which is the gradient of the i-th component of
v, and we write [Dv] = [∇v]T. The tangential gradient of a scalar function
u ∈ C k(Γ,C) is defined by
∇Γu = ∇u˜|Γ −
(
∇u˜|Γ · n
)
n, (4.6)
where u˜ is an extension of u to the whole space Rd. For a vector function
u ∈ C k(Γ,Cd), we again denote by [∇Γu] the matrix the i-th column of which
is the tangential gradient of the i-th component of u and we set [DΓ u] =
[∇Γu]
T
.
We define the surface divergence of a vector function u ∈ C k(Γ,Cd) by
divΓ u = div u˜|Γ −
(
[∇u˜|Γ]n · n
)
= div u˜|Γ −
(
n ·
∂u
∂n
)
, (4.7)
where u˜ is an extension of u to the whole space Rd. These definitions do not
depend on the choice of the extension.
The surface Jacobian Jr is given by the formula Jr = JacΓ(I+r) = ‖wr‖
with
wr = cof(I + D r|Γ)n = det(I + D r|Γ)(I + D r|Γ)
−1T
n,
where cof(A) means the matrix of cofactors of the matrix A, and the normal
vector nr is given by
nr = τ
−1
r
(
wr
‖wr‖
)
.
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The first derivative at r = 0 of these functions are well known, we refer for
instance to Henrot–Pierre [9]. Here we present a method that allows to obtain
higher order derivatives.
Lemma 4.2. The functional J mapping r ∈ B∞(0, ε) to the Jacobian Jr ∈
C∞(Γ,R) is C∞-Gaˆteaux differentiable and its first derivative at r0 is given
for ξ ∈ C∞(Γ,Rd) by
dJ [r0, ξ] = Jr0
(
τr0 divΓr0 (τ
−1
r0
ξ)
)
.
Proof. We just have to prove the C∞-Gaˆteaux differentiability of
W : B∞(0, ε) ∋ r 7→ wr = cof(I + D r|Γ)n ∈ C
∞(Γ).
We use a local coordinate system. Assume that Γ is parametrized by an atlas
(Oi, φi)1≤i≤p then Γr can be parametrized by the atlas (Oi, (I+r)◦φi)1≤i≤p.
For any x ∈ Γ, let us denote by e1(x), e2(x), . . . , ed−1(x) a vector basis of the
tangent plane to Γ at x. A basis of the tangent plane to Γr at x + r(x) is
then given by
ei(r, x) = [(I + D r)(x)]ei(x) for i = 1, . . . , d− 1.
Notice that for i = 1, . . . , d − 1 the mapping B∞(0, ε) ∋ r 7→ ei(r) ∈
C∞(Γ,Rd) is C∞-Gaˆteaux differentiable. Its first derivative is dei[r0; ξ] =
[D ξ]ei(r0), and higher order derivatives vanish. We have
wr(x) =
d−1∧
i=1
ei(r, x)∣∣∣∣d−1∧
i=1
ei(x)
∣∣∣∣
,
where the wedge means the exterior product. Since the mappings r 7→ ei(r),
for i = 1, . . . , d− 1 are C∞-Gaˆteaux differentiable, by composition the map-
ping W is, too. We compute now the derivatives using formulas (3.2)-(3.3).
Let ξ ∈ C∞(Γ,Rd) and t small enough. We have at r0 ∈ B
∞(0, ε)
∂mW
∂rm
[r0, ξ] =
∂m
∂tm
∣∣∣t=0
d−1∧
i=1
(I +Dr0 + tDξ)ei(x)∣∣∣∣d−1∧
i=1
ei(x)
∣∣∣∣
.
To simplify this expression one notes that
[D ξ(x)]ei(x) = [D ξ(x)][(I + D r0)(x)]
−1[(I + D r0)(x)]ei(x)
= [D ξ(x)][D(I + r0)
−1(x+ r0(x))][(I + D r0)(x)]ei(x)
= [τr0 D(τ
−1
r0
ξ)(x)]ei(r0, x) = [τr0 DΓr0 (τ
−1
r0
ξ)(x)]ei(r0, x).
Now given a (d× d) matrix A we have
d−1∑
i=1
· · · ∧ ei−1 ×Aei ∧ ei+1 ∧ · · · = (Trace(A)I−A
T)
d−1∧
i=1
ei.
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Thus we have with A = [τr0 DΓr0 (τ
−1
r0
ξ)] and B0 = I, B1(A) = Trace(A)I−AT
(#)


W(r0) = Jr0(τr0nr0),
∂W
∂r
[r0, ξ] = Jr0
((
τr0 divΓr0 (τ
−1
r0
ξ)
)
τr0nr0
−
[
τr0∇Γr0 (τ
−1
r0
ξ)
]
τr0nr0
)
= [B1(A)ξ]W(r0),
∂mW
∂rm
[r0, ξ] = [Bm(A)ξ]W(r0)
=
m∑
i=1
(−1)i+1
(m− 1)!
(m − i)!
[B1(A
i)Bm−i(A)ξ]W(r0)
for 1 ≤ m ≤ d− 1
∂mW
∂rm
[r0, ξ] ≡ 0 for all m ≥ d.
It follows that
∂J
∂r
[r0, ξ] =
1
‖W(r0)‖
∂W
∂r
[r0, ξ] · W(r0)
=
∂W
∂r
[r0, ξ] · τr0nr0 = Jr0
(
τr0 divΓr0 (τ
−1
r0
ξ)
)
.

From (#) we deduce easily the Gaˆteaux differentiability of r 7→ τrnr.
Lemma 4.3. The mapping N from r ∈ B∞(0, ε) to τrnr = nr ◦ (I + r) ∈
C∞(Γ,Rd) is C∞-Gaˆteaux-differentiable and its first derivative at r0 is de-
fined for ξ ∈ C∞(Γ,Rd) by:
∂N
∂r
[r0, ξ] = −
[
τr0∇Γr0 (τ
−1
r0
ξ)
]
N (r0).
Proof. Using the preceding proof, we find
∂N
∂r
[r0, ξ] =
1
‖W(r0)‖
∂W
∂r
[r0, ξ]−
1
‖W(r0)‖3
(
∂W
∂r
[r0, ξ] · W(r0)
)
W(r0)
= J−1r0
(
∂W
∂r
[r0, ξ]−
(
∂W
∂r
[r0, ξ] · (τr0nr0)
))
τr0nr0
= −
[
τr0∇Γr0 (τ
−1
r0
ξ)
]
τr0nr0 .

To obtain higher order shape derivatives of these mappings one can use
the equalities (#) and
(∗)


‖τrnr‖ ≡ 1,
∂mN · N
∂rm
[r0, ξ] ≡ 0 for all m ≥ 1.
For example, we have at r = 0 in the direction ξ ∈ C∞(Γ,Rd):
∂J
∂r
[0, ξ] = divΓ ξ and
∂N
∂r
[0, ξ] = −[∇Γξ]n.
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Using Proposition 3.5, we obtain
∂2J
∂r2
[0, ξ1, ξ2] = −Trace([∇Γξ2][∇Γξ1])+divΓ ξ1·divΓ ξ2+([∇Γξ1]n · [∇Γξ2]n) .
Notice that Trace([∇Γξ2][∇Γξ1]) = Trace([∇Γξ1][∇Γξ2]).
∂2N
∂r2
[0, ξ1, ξ2] = [∇Γξ2][∇Γξ1]n+ [∇Γξ1][∇Γξ2]n− ([∇Γξ1]n · [∇Γξ2]n)n.
In the last section we give a second method to obtain higher order derivatives
using the Gaˆteaux derivatives of the surface differential operators.
Remark 4.4. The computation of the derivatives does not require more than
the first derivative of the deformations ξ. As a consequence for hypersurfaces
of class C k+1, it suffices to consider deformations of class C k+1 to conserve
the regularity C k of the Jacobian and of the normal vector by differentiation.
4.2. Gaˆteaux differentiability of pseudo-homogeneous kernels
The following theorem establishes sufficient conditions for the Gaˆteaux dif-
ferentiability of the boundary integral operators described above.
Theorem 4.5. Let p ∈ N. We set (Γ×Γ)∗ = {(x, y) ∈ Γ× Γ; x 6= y}. Assume
that the following two conditions are satisfied:
1) For all fixed (x, y) ∈ (Γ× Γ)∗ the function
f : B∞(0, ε) → C
r 7→ kr(y + r(y), x + r(x) − y − r(y))Jr(y)
is C p+1-Gaˆteaux differentiable.
2) The functions (y, x− y) 7→ f(r0)(y, x− y) and
(y, x− y) 7→ dlf [r0, ξ1, . . . , ξl](y, x− y)
are pseudo-homogeneous of class −m for all r0 ∈ B∞(0, ε), for all l =
1, . . . , p+ 1 and for all ξ1, . . . , ξp+1 ∈ C∞(Γ,Rd).
Then for any s ∈ R the mapping
B∞(0, ε) → L (Hs(Γ), Hs+m(Γ))
r 7→ τrKΓrτ
−1
r
is C p-Gaˆteaux differentiable and
dp
(
τrKΓrτ
−1
r
)
[r0, ξ1, . . . , ξp]u(x) =
∫
Γ
dpf [r0, ξ1, . . . , ξp](y, x− y)u(y)ds(y).
Proof. We use the linearity of the integral and Taylor expansion with integral
remainder. We do the proof for p = 1 only. Let r0 ∈ B
∞(0, ε), ξ ∈ C∞(Γ,Rd)
and t small enough such that r0 + tξ ∈ B∞(0, ε). We have
f(r0 + tξ, x, y)− f(r0, y, x− y) = t
∂f
∂r
[r0, ξ](y, x− y)
+ t2
∫ 1
0
(1− λ)
∂2f
∂r2
[r0 + λtξ, ξ](y, x− y)dλ.
We have to verify that each term in this equality is a kernel of an operator
mapping Hs(Γ) to Hs+m(Γ). The two first terms in the left hand side are
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pseudo-homogeneous kernels of class −m and by hypothesis
∂f
∂r
[r0, ξ] is also
a kernel of class −m. It remains to prove that the operator with kernel
(x, y) 7→
∫ 1
0
(1− λ)
∂2f
∂r2
[r0 + λtξ, ξ](x, y)dλ
acts from Hs(Γ) to Hs+m(Γ) with norm bounded uniformly in t. Since
∂2f
∂r2
[r0 + λtξ, ξ] is pseudo-homogeneous of class −m for all λ ∈ [0, 1], it
suffices to use Lebesgue’s theorem in order to invert the integration with
respect to the variable λ and the integration with respect to y on Γ.∥∥∥∥
∫
Γ
(∫ 1
0
(1− λ)
∂2f
∂r2
[r0 + λtξ, ξ](x, y)dλ
)
u(y)ds(y)
∥∥∥∥
Hs+m(Γ)
=
∥∥∥∥
∫ 1
0
(1 − λ)
(∫
Γ
∂2f
∂r2
[r0 + λtξ, ξ](x, y)u(y)ds(y)
)
dλ
∥∥∥∥
Hs+m(Γ)
≤ supλ∈[0,1]
∥∥∥∥
(∫
Γ
∂2f
∂r2
[r0 + λtξ, ξ](x, y)u(y)ds(y)
)∥∥∥∥
Hs+m(Γ)
≤ C‖u‖Hs(Γ).
We then have
1
t
(∫
Γ
f(r0 + tξ, x, y)u(y) ds(y)−
∫
Γ
f(r0, x, y)u(y) ds(y)
)
=
∫
Γ
∂f
∂r
[r0, ξ](x, y)u(y)ds(y)
+ t
∫
Γ
(∫ 1
0
(1− λ)
∂2f
∂r2
[r0 + λtξ, ξ](x, y)dλ
)
u(y) ds(y).
We pass to the operator norm limit t → 0 and we obtain the first Gaˆteaux
derivative. For higher order derivatives it suffices to write the proof with
dpf [r0, ξ1, . . . , ξk] instead of f . The linearity, the symmetry and the continuity
of the first derivative are deduced from the corresponding properties of the
derivatives of the kernel. 
Now we will consider some particular classes of pseudo-homogeneous
kernels.
Corollary 4.6. Assume that the kernels kr are of the form
kr(yr, xr − yr) = G(xr − yr)
where G ∈ C∞(Rd\{0}) is a pseudo-homogeneous kernel of class −m,m ∈ N,
which does not depend on r. Then the mapping
B∞(0, ε) → L (Ht(Γ), Ht+m(Γ))
r 7→ τrKΓrτ
−1
r
is C∞-Gaˆteaux differentiable and the kernel of the first derivative at r = 0 is
defined for ξ ∈ C∞(Γ,Rd) by
df [0, ξ] = (ξ(x)− ξ(y)) · ∇G(x − y) +G(x − y) divΓ ξ(y).
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Proof. For fixed (x, y) ∈ (Γ× Γ)∗, consider the mapping
f : B∞(0, ε) ∋ r 7→ f(r, x, y) = G(x+ r(x) − y − r(y))Jr(y) ∈ C.
By Theorem 4.5 we have to prove that r 7→ f(r) is C∞-Gaˆteaux differentiable
and that each derivative defines a pseudo-homogeneous kernel of class −m.
⊲Step 1:
First we prove that for fixed (x, y) ∈ (Γ × Γ)∗ the mapping r 7→ f(r, x, y)
is infinitely Gaˆteaux differentiable on B∞(0, ε). By Lemma 4.2 the mapping
r 7→ Jr(y) is infinitely Gaˆteaux differentiable on B∞(0, ε), the mapping r 7→
x+r(x) is also infinitely Gaˆteaux differentiable on B∞(0, ε) and the kernel G
is of class C∞ on Rd\{0}. Being composed of infinitely Gaˆteaux differentiable
maps, the mapping r 7→ f(r, x, y) is, too.
⊲Step 2:
We then prove that each derivative defines a pseudo-homogeneous kernel of
class −m, that is to say that for all p ∈ N and for any p-tuple (ξ1, . . . , ξp) the
function
(x, y) 7→ dpf [r0, ξ1, . . . , ξp](x, y)
is pseudo-homogeneous of class −m. By formula (3.3), it remains to write the
proof for the function
∂p
∂rp
f [r0, ξ] with ξ ∈ C∞(Γ,Rd). The Leibniz formula
gives
∂p
∂rp
f [r0, ξ](x, y) =
p∑
l=0
(
p
l
)
∂l
∂rl
{G(x+ r(x) − y − r(y))}[r0, ξ]
∂p−lJ
∂rp−l
[r0, ξ](y).
Since
∂p−lJ
∂rp−l
[r0, ξ] ∈ C∞(Γ,R), we have to prove that
(x, y) 7→
∂l
∂rl
{G(x+ r(x) − y − r(y))} [r0, ξ]
defines a pseudo-homogeneous kernel of class −m. We have
∂l
∂rl
{
G(x + r(x) − y − r(y))
}
[r0; ξ]
= DlG[x + r0(x) − y − r0(y); ξ(x) − ξ(y), . . . , ξ(x)− ξ(y)].
By definition, G(z) admits the following asymptotic expansion when z tends
to zero:
G(z) = Gm(z) +
N−1∑
j=1
Gm+j(z) +Gm+N (z) (4.8)
where Gm+j is homogeneous of class −(m+j) for j = 0, . . . , N−1 and Gm+N
is of arbitrary regularity. Using Taylor expansion, the following result is easy
to see:
Lemma 4.7. Let the kernel Gm(z) be homogeneous of class −m and ξ ∈
C∞(Γ,Rd). Then the function
(x, y − x) 7→ DlGm[x+ r0(x)− y − r0(y); ξ(x) − ξ(y), . . . , ξ(x)− ξ(y)]
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is pseudo-homogeneous of class −m.
By taking derivatives in the expansion (4.8) we conclude that
∂l
∂rl
{G(x+ r(x) − y − r(y))} [r0; ξ] is pseudo-homogeneous of class −m too.
This ends the proof of the corollary. 
Theorem 4.8. Let s ∈ R. Let G(z) be a pseudo-homogeneous kernel of class
−(m+1) with m ∈ N. Let us fix a compact subdomain Kp of Ω. Assume that
for all r ∈ B∞(0, εp), we have kr(yr, x− yr) = G(x− yr). Then the mapping
B∞ε → L
(
Hs−
1
2 (Γ), Hs+m(Kp)
)
r 7→ Prτ−1r
is infinitely Gaˆteaux differentiable and
dp(Prτ
−1
r )[r0, ξ1, . . . , ξp]u(x)
=
∫
Γ
dp {G(x− y − r(y))Jr(y)} [r0, ξ1, . . . , ξp]u(y)ds(y).
Its first derivative at r = 0 in the direction ξ ∈ C∞(Γ,Rd) is the integral
operator denoted by P(1) with kernel
−ξ(y) · ∇zG(x − y) +G(x − y) divΓ ξ(y).
The operator P(1) can be extended to a continuous linear operator from
Hs−
1
2 (Γ) to Hs+m(Ω) and Hs+mloc (Ω
c).
Proof. The kernel and its higher order derivatives are of class C∞ on Kp.
Writing Ω as an increasing union of compact subsets, we can define a shape
derivative on the whole domain Ω. Let us look at the first derivative: The
term G(x − y) divΓ ξ(y) has the same regularity as G(x − y) when x − y
tends to zero wheareas ξ(y) · ∇G(x − y) loses one order of regularity. As a
consequence, since the kernel is of class −(m + 1), its first derivative acts
from Hs−
1
2 (Γ) to Hs+m(Ω) and Hs+mloc (Ω
c). 
Remark 4.9. We conclude that the boundary integral operators are smooth
with respect to the domain whereas the potential operators lose one order of
regularity at each derivation. We point out that we do not need more than
the first derivative of the deformations ξ to compute the Gaˆteaux derivatives
of any order of these integral operators.
Example 4.10. (Acoustic single layer potential) Let d = 2 or d = 3 and s ∈ R.
We denote by Ψrκ the single layer potential defined for ur ∈ H
s(Γr) with the
fundamental solution Ga of the Helmholtz equation (see Example 2.4)
Ψrκur(x) =
∫
Γr
Ga(κ, x− yr)ur(yr)ds(yr), x ∈ R
d \ Γr.
Let V rκ its trace on Γr
V rκ ur(x) =
∫
Γr
Ga(κ, x− yr)ur(yr)ds(yr), x ∈ Γr.
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Since Ga is pseudo-homogeneous of class −1, the mapping
B∞(0, ε) → L (Hs(Γ), Hs+1(Γ))
r 7→ τrV rκ τ
−1
r
is infinitely Gaˆteaux differentiable. The mapping
B∞(0, εp) → L
(
Hs(Γ), Hs+
1
2 (Kp)
)
r 7→ τrΨrκτ
−1
r
is infinitely differentiable and its first derivative at r = 0 can be extended to
a linear continuous operator from Hs(Γ) to Hs+
1
2 (Ω) ∪H
s+ 1
2
loc (Ω
c).
Similar results can be deduced for the elastic single layer potential.
Example 4.11. (Acoustic double layer kernel) Let d = 2 or d = 3 and t ∈ R.
We denote by Drκ the boundary integral operator defined for ur ∈ H
t(Γr) by
Drκur(x) =
∫
Γr
nr(xr) · ∇Ga(κ, yr − xr)ur(yr)ds(yr).
The mapping
B∞(0, ε) → L (Ht(Γ), Ht+1(Γ))
r 7→ τrDrκτ
−1
r
is C∞-Gaˆteaux differentiable .
Indeed the mapping
B∞(0, ε) ∋ r 7→ g(r, x, y) = (τrnr)(x) · (x+ r(x) − y − r(y))
is C∞ Gaˆteaux differentiable and by using a local coordinate system (see
[22]) we prove (when d = 3) that the Gaˆteaux derivatives behaves as |x− y|2
when x−y → 0. We use the same notations as in the proof of Lemma 4.2. Fix
x ∈ Γ and set gx(r, y) = g(r, x, y). We have that gx ∈ C∞(B∞(0, ε)× Γ,R).
If Γ is parametrised by the atlas (Oi, φi)1≤i≤p then when x ∈ Γi = φi(Oi)∩Γ
we can write x = φi(η
x
1 , η
x
2 ) where (η
x
1 , η
x
2 ) ∈ Oi. The tangent plane to Γ at
x is generated by the vectors e1(x) =
∂φi
∂η1
(ηx1 , η
x
2 ) and e2(x) =
∂φi
∂η2
(ηx1 , η
x
2 ).
Thus gx(r, φi(η1, η2)) has the expression
(I + D r)∂φi
∂η1
(ηx1 , η
x
2 ) ∧ (I +Dr)
∂φi
∂η2
(ηx1 , η
x
2 )∣∣(I +Dr)∂φi
∂η1
(ηx1 , η
x
2 ) ∧ (I +Dr)
∂φi
∂η2
(ηx1 , η
x
2 )
∣∣ ·
·
(
(I + r) ◦ φi(η
x
1 , η
x
2 )− (I + r) ◦ φi(η1, η2)
)
Using Taylor expansion we have when y → x
gx(r, y) = 0 + D gx(r)[x; y − x] +
1
2
D2 gx(r)[x; y − x, y − x] + . . .
Writing gx(r) = (gx(r) ◦ φi) ◦ φ
−1
i , we have for all r ∈ B
∞(0, ǫ) that
D gx(r) = D(η1,η2)(gx(r) ◦ φi) ◦Dφ
−1
i .
By straigthforward computations we obtain that D(η1,η2)(gx(r) ◦ φi) = 0 for
all r [21]. Thus by differentiation with respect to r we prove that gx(r, y) and
all its Gaˆteaux derivatives behaves as |x− y|2 when x− y → 0.
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5. Shape differentiability of surface differential operators,
application to hypersingular boundary integral operators
Many classical hypersingular boundary integral operators can be expressed
as compositions of boundary integral operators with pseudo-homogeneous
weakly singular kernels and of surface differential operators. Such repre-
sentations are often used in the numerical implementation of hypersingular
boundary integral operators. Here we use these representations to study the
shape derivatives of hypersingular boundary integral operators. To this end,
in addition to the shape derivatives of the weakly singular integral boundary
integral operators as studied in Section 4, we need to determine the Gaˆteaux
derivatives with respect to deformations of the surface differential operators
acting between Sobolev spaces: The tangential gradient is linear and contin-
uous from Ht+1(Γ) to Ht(Γ), the surface divergence is linear and continuous
from Ht+1(Γ) to Ht(Γ).
Example 5.1. (Acoustic hypersingular kernel) Let κ ∈ C with Im(κ) ≥ 0 and
d = 3. The hypersingular kernel is the normal derivative of the double layer
kernel. We have
∂
∂n(x)
∂
∂n(y)
Ga(κ, x− y)
= −n(x) · n(y)∆Ga(κ, x− y) + n(x) · curl
x
(
∇yGa(κ, x− y) ∧ n(y)
)
.
When d = 2, for a scalar function ϕ the term −∇ϕ ∧ n is the arc-length
derivative
dϕ
ds
. Using integration by parts with respect to the variable y and
that for a scalar function v and a vector ~a ∈ Rd it holds n · curl(v~a) =
−(∇v ∧n) · ~a we obtain for a scalar density u∫
Γ
n(x) · curlx
(
∇y
(
Ga(κ, x− y)
)
∧ n(y)
)
u(y)ds(y)
= −
∫
Γ
(
∇x
(
Ga(κ, x− y)
)
∧ n(x)
)
·
(
∇y
(
u(y)
)
∧ n(y)
)
ds(y).
Finally we have∫
Γ
∂
∂n(x)
∂
∂n(y)
Ga(κ, x− y)u(y)ds(y)
= κ2
∫
Γ
Ga(κ, x− y)u(y)(n(x) · n(y))ds(y)
−
∫
Γ
(
∇xΓGa(κ, x− y) ∧ n(x)
)
·
(
∇Γu(y) ∧n(y)
)
ds(y).
A similar technique can be applied to the elastic hypersingular boundary
integral operator using integration by part and Gu¨nter’s tangential deriva-
tives (see [11, 16]).
Lemma 5.2. Let d = 3 and Γ be a closed orientable surface in R3. The
tangential Gu¨nter derivative denoted by M is defined for a vector function
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v ∈ C 1(Γ,C3) by
Mv =
(
∇v − (div v) · IR3
)
n =
∂
∂n
v − (div v)n+ n ∧ curl v.
(i) We set n = (nk)1≤k≤3 and My = (mjk)1≤j,k≤3. We have
mjk = nk(y)
∂
∂yj
− nj(y)
∂
∂yk
= −mkj .
(ii) For any scalar functions u, u˜ in C 1(Γ,C) and vector functions v, v˜ in
C 1(Γ,C3) there holds the Stokes formula∫
Γ
(mjku) · u˜ ds = −
∫
Γ
u · (mjku˜) ds and
∫
Γ
(Mv) · v˜ ds = +
∫
Γ
v · (Mv˜) ds.
(5.1)
Example 5.3. (Elastic hypersingular kernel) Let ω ∈ R and d = 3. Denote
by ρ, µ and λ the density and Lame´’s constants. The hypersingular kernel is
defined by
H(x, y) = Tx
(
TyGe(κ, x− y)
)T
where Ge is the fundamental solution of the Navier equation and T is the
traction operator defined in Example 2.5. First of all we rewrite the operator
Tu as
Tu = 2µMu+ (λ+ 2µ)(divu)n− µn ∧ curlu. (5.2)
Then we apply the operator Ty in the form (5.2) to the tensorGe(κs, κp, x−y).
It follows(
TyGe(κs, κp, x− y)
)T
= 2µ
(
MyGe(κ, x− y)
)T
−
(
n(y) ∧ curly Ga(κs, x− y)IR3
)T
+
(λ+ 2µ)
µ
(n(y) · divyGe(κs, κp, x− y))
T
.
divy Ge(κs, κp, x− y)
=
(
∇yGa(κs, x− y)
)T
+
1
κ2s
∇Ty∆y
(
Ga(κs, x− y)−Ga(κp, x− y)
)
=
κ2p
κ2s
(
∇yGa(κp, x− y)
)T
n(y)∧curly Ga(κs, x−y)IR3 =
(
My −
∂
∂n(y)
+ n(y) · divy
)
Ga(κs, x−y)IR3
In virtue of the property (i) in Lemma 5.2 we can write(
n(y) ∧ curlyGa(κs, x− y)IR3
)T
=
(
−My −
∂
∂n(y)
)
Ga(κs, x− y)IR3
+
(
n(y) · ∇TyGa(κs, x− y)
)T
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Collecting the equalities we obtain
(
TyGe(κs, κp, x− y)
)T
= 2µ
(
MyGe(κ, x− y)
)T
+
(
∂
∂n(y)
+My
)
Ga(κs, x− y)IR3
+ ∇y
(
Ga(κp, x− y)−Ga(κs, x− y)
)
· n(y)T.
By integration by part and using the properties (i) and (ii) of Lemma 5.2 we
obtain that
∫
Γ
(
TyGe(κs, κp, x− y)
)T
u(y) ds(y) = 2µ
∫
Γ
Ge(κs, κp, x−y)Myu(y) ds(y)
−
∫
Γ
Ga(κs, x− y)Myu(y) ds(y) +
∫
Γ
∂
∂n(y)
Ga(κs, x− y)u(y)ds(y)
+
∫
Γ
∇y
(
Ga(κp, x− y)−Ga(κs, x− y)
)(
n(y) · u(y)
)
ds(y).
The kernel of the last term in the right hand side is pseudo-homogeneous of
class −2. Thus Tx applied to this term yields a pseudo-homogeneous kernel of
class −1. Similarly to
(
TyGe(κs, κp, x− y)
)T
, the kernel TxGe(κs, κp, x − y)
can be rewritten in terms of products of weakly singular kernels and the
Gu¨nter derivative Mx. Now we apply the operator Tx to the kernels of the
second and third terms on the right hand side in the form
Txu = (λ+ µ)n
(
divx u
)
+ µ
(
∂
∂n(x)
+Mx
)
u.
We obtain
Tx
{ ∂
∂n(y)
Ga(κs, x− y) · IR3
}
= µ
∂2
∂n(x)∂n(y)
Ga(κs, x− y) · IR3
+µMx
( ∂
∂n(y)
Ga(κs, x−y)·IR3
)
+(λ+µ)n(x)·∇⊤x
∂
∂n(y)
Ga(κs, x−y)
− Tx
{
Ga(κs, x− y) · IR3
}
= −µ
∂
∂n(x)
Ga(κs, x− y) · IR3
− µMx (Ga(κs, x− y) · IR3)− (λ+ µ)n(x) · ∇x
TGa(κs, x− y)
We use the equality
∇x
∂
∂n(y)
Ga(κs, x− y) =My∇xGa(κs, x− y)− n(y)∆yGa(κs, x− y)
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and Lemma 5.2 to show that (see [11] pp. 52)∫
Γ
n(x) · ∇x
T
∂
∂n(y)
Ga(κs, x− y)u(y)ds(y)
−
∫
Γ
n(x) · ∇x
TGa(κs, x− y)Myu(y)ds(y)
= κ2s n(x)
∫
Γ
Ga(κs, x− y)(n(y) · u(y)) ds(y).
Finally we have∫
Γ
Tx
(
TyGe(κs, κp, x− y)
)T
u(y) ds(y)
= 2µ
∫
Γ
[
TxGe(κs, κp, x− y)
]
Myu(y) ds(y)
+ µ
∫
Γ
∂2
∂n(x)∂n(y)
Ga(κs, x− y)u(y)ds(y)
− µ
∫
Γ
∂
∂n(x)
Ga(κs, x− y)Myu(y) ds(y)
−µMx
∫
Γ
Ga(κs, x−y)Myu(y) ds(y)+µMx
∫
Γ
∂
∂n(y)
Ga(κs, x−y)u(y)ds(y)
+
∫
Γ
Tx∇y
(
Ga(κp, x− y)−Ga(κs, x− y)
)(
n(y) · u(y)
)
ds(y)
+ κ2s (λ+ µ)n(x)
∫
Γ
Ga(κs, x− y)(n(y) · u(y)) ds(y).
We see that the boundary integral operator with either the acoustic
hypersingular kernel or the elastic hypersingular kernel are operators of order
+1 on the Sobolev spaces Ht(Γ) for t ∈ R. Using the integral representations
above, the differentiability properties of these operators can be deduced from
the knowledge of the differentiability properties of the surface differential
operators. Following the same pullback procedure as in Section 4, the analysis
of the hypersingular integral operators is finally reduced to the analysis of
the mappings
r 7→ τr∇Γrτ
−1
r
r 7→ τr divΓr τ
−1
r .
Indeed, the Gu¨nter derivative can be rewritten in terms of these two differ-
ential operators:
Mv =
(
∇Γv − (divΓ v) · IR3
)
n.
The results are established in the following theorems.
Theorem 5.4. The mapping
G : B∞(0, ε) → L (Ht+1(Γ),Ht(Γ))
r 7→ τr∇Γrτ
−1
r
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is C∞-Gaˆteaux differentiable and its first derivative at r0 is defined for ξ ∈
C∞(Γ,Rd) by
dG[r0, ξ]u = −[G(r0)ξ]G(r0)u+
(
G(r0)u · [G(r0)ξ]N (r0)
)
N (r0).
Remark 5.5. Note that we can write dN [r0, ξ] = −[G(r0)ξ]N (r0). Since the
first derivatives of N and G are expressed in terms of N and G, we can obtain
the Gaˆteaux derivatives of all orders recursively.
Proof. In accordance with the Definition (4.6) and Lemma 4.3, to prove the
C∞-Gaˆteaux differentiability of G we have to prove the C∞-Gaˆteaux differ-
entiability of the mapping
f : B∞(0, ε) ∋ r 7→
{
u 7→ τr
(
∇τ˜−1r u
)
|Γr
}
∈ L (Ht+1(Γ),Ht(Γ)).
For x ∈ Γ, we have
τr
(
∇τ˜−1r u
)
|Γr
(x) = ∇
(
u˜ ◦ (I + r)−1
)
|Γr
(x+ r(x))
= (I + D r)
−1
|Γr
T
(x+ r(x)) ◦ ∇u˜|Γ(x),
and
(I + D r)
−1
|Γr
(x+ r(x)) =
[
(I + D r)|Γ(x)
]−1
.
The mapping g : B∞(0, ε) ∋ r 7→ (I + D r)|Γ ∈ C
∞(Γ) is continuous, and
C∞-Gaˆteaux differentiable. Its first derivative is dg[0, ξ] = [D ξ]|Γ and its
higher order derivatives vanish. One can easily see that the mapping h : r ∈
B∞ǫ 7→
{
x 7→ [g(r)]−1(x)
}
∈ C∞(Γ) is also C∞ Gaˆteaux-differentiable and
that we have at r0 and in the direction ξ:
dh[r0, ξ] = −h(r0) ◦ dg[r0, ξ] ◦ h(r0) = −h(r0) ◦ [D ξ]|Γ ◦ h(r0).
and
dnh[r0, ξ1, . . . , ξn] = (−1)
n
∑
s∈Sn
(I+D r0)
−1◦[τr0 D τ
−1
r0
ξs(1)]◦. . .◦[τr0 D τ
−1
r0
ξs(n)]
where Sn is the permutation group of {1, . . . , n}. Finally we obtain the C∞-
Gaˆteaux differentiability of f and we have
df [r0, ξ]u = −[f(r0)ξ]f(r0)u.
Notice that this result can also be justified by using commutators : for ex-
ample at r = 0 in the direction , we have
∂
∂r
(τr∇τ
−1
r u)[0, ξ] =
∂
∂ξ
(∇u)−∇
∂
∂ξ
u = −[∇ξ]∇u
where
∂
∂ξ
= ξ · ∇.
To obtain the expression of the first derivative of G we have to differen-
tiate the following expression:
G(r)u = (τr∇Γrτ
−1
r u) = τr∇
(
τ˜−1r u
)
−
(
τrnr ·
(
τr∇
(
τ˜−1r u
)))
τrnr
= f(r)u − (f(r)u · N (r))N (r).
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By Lemma 4.3 and the chain and product rules we have
dG[r0, ξ] = −[f(r0)ξ]f(r0)u+ ([f(r0)ξ]f(r0)u · N (r0))N (r0)
+ (f(r0)u · [G(r0)ξ]N (r0))N (r0) + (f(r0)u · N (r0)) [G(r0)ξ]N (r0)
Combining the first two terms in the right hand side, we get
dG[r0, ξ] = −[G(r0)ξ]f(r0)u+ (f(r0)u · N (r0)) [G(r0)ξ]N (r0)
+ (f(r0)u · [G(r0)ξ]N (r0))N (r0)
= −[G(r0)ξ]G(r0)u+ (f(r0)u · [G(r0)ξ]N (r0))N (r0).
To conclude, it suffices to note that
(f(r0)u · [G(r0)ξ]N (r0)) = (G(r0)u · [G(r0)ξ]N (r0)) .

Theorem 5.6. The mapping
D : B∞(0, ε) → L (Ht+1(Γ), Ht(Γ))
r 7→ τr divΓr τ
−1
r
is C∞-Gaˆteaux differentiable and its first derivative at r0 is defined for ξ ∈
C∞(Γ,Rd) by
dD[r0, ξ]u = −Trace([G(r0)ξ][G(r0)u]) + ([G(r0)u]N (r0) · [G(r0)ξ]N (r0)) .
Proof. For u ∈ Ht+1(Γ) we have D(r)u = Trace([G(r)u]). Then we use the
differentiation rules. 
Remark 5.7. (i) Since the first derivative of D is composed of G and N and
the first derivative of J is composed of J and D, we can obtain an expression
of higher order derivatives of the Jacobian recursively.
(ii) Denoting by MΓr the tangential Gu¨nter derivative on Γr, the formulas
(#) in section 4 can be rewritten as

W(r0) = Jr0(τr0nr0),
∂W
∂r
[r0, ξ] = −Jr0
(
τr0MΓr0 (τ
−1
r0
ξ)
)
,
∂mW
∂rm
[r0, ξ] ≡ 0 for all m ≥ d.
Remark 5.8. (Electromagnetic hypersingular kernel) Let κ ∈ C with Im(κ) ≥
0 and d = 3. The electromagnetic hypersingular operator is defined for a
tangential density j ∈ THt(Γ) by
Cκj(x) = −
1
κ
∫
Γ
n(x) ∧
(
curl
x
curl
x
(
Ga(κ, x− y) j(y)
))
ds(y).
Using the identity curl curl = −∆+∇ div we have
Cκj(x) = −n(x) ∧
∫
Γ
(
κGa(κ, x− y) · IR3
+
1
κ
∇xΓGa(κ, x− y) divΓ
)
j(y) ds(y).
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This is the operator of the electric field integral equation in electromagnetism.
The operator Cκ is a priori an operator of order +1 on the space of tangential
vector functions THt(Γ), but it is well known that this operator is a bounded
Fredholm operator on the space of tangential vector fields of mixed regular-
ity TH−
1
2 (divΓ,Γ), the set of tangential vector fields whose components are
in the Sobolev space H−
1
2 (Γ) and whose surface divergence is in H−
1
2 (Γ).
Therefore it is desirable to study the shape differentiability of this opera-
tor defined on the shape dependent space TH−
1
2 (divΓ,Γ). For this, the tools
presented above are not directly applicable. It is the purpose of the second
part [3] of our paper to present an alternative strategy using the Helmholtz
decomposition of the space TH−
1
2 (divΓ,Γ).
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