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In this paper, we present a new barrier function for primal–dual interior-point methods
in linear optimization. The proposed kernel function has a trigonometric barrier term.
It is shown that in the interior-point methods based on this function for large-update
methods, the iteration bound is improved significantly. For small-update interior-point
methods, the iteration bound is the best currently known bound for primal–dual interior-
point methods.
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1. Introduction
In this paper, we deal with primal–dual Interior-Point Methods (IPMs) for solving the standard Linear Optimization (LO)
problem:
(P) min

cT x : Ax = b, x ≥ 0 ,
where A ∈ Rm×n is a realm× nmatrix of rankm, and x, c ∈ Rn, b ∈ Rm. The dual problem of (P) is given by
(D) max

bTy : ATy+ s = c, s ≥ 0 ,
with y ∈ Rm, and s ∈ Rn.
In 1984, Karmarkar [1] proposed a newpolynomial-timemethod for solving linear programs. Thismethod and its variants
that were developed subsequently are now called IPMs. For a survey, we refer to recent books on the subject [2–5]. Without
loss of generality [4], we assume that (P) and (D) satisfy the interior-point condition (IPC), i.e., there exist x0, y0, and s0 such
that
Ax0 = b, x0 > 0, ATy0 + s0 = c, s0 > 0.
It is well known that finding an optimal solution of (P) and (D) is equivalent to solving the non-linear system:
Ax = b, x ≥ 0,
ATy+ s = c, s ≥ 0, (1)
xs = 0.
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The first equation requires that x is feasible for (P), and the second equation that the pair (y, s) is feasible for (D), whereas the
third equation is the so-called complementarity condition for (P) and (D); here xs ∈ Rn denotes the coordinate-wise product
of the vectors x and s. We shall also use the notation xs = [ x1s1 ,
x2
s2
, . . . , xnsn
], for x, s ∈ Rn such that si ≠ 0, i = 1, 2, . . . , n.
The basic idea underlying primal–dual IPMs is to replace the third equation in (1) by the non-linear equation xs = µ1,
with parameter µ > 0 and where 1 denotes the all-one vector (1, 1, . . . , 1)T . An approximation of (1) is:
Ax = b, x ≥ 0,
ATy+ s = c, s ≥ 0, (2)
xs = µ1.
If the IPC holds, the parameterized system (2) has a unique solution (x(µ), y(µ), s(µ)) for eachµ > 0. There, x(µ) is called
theµ-center of (P) and (y(µ), s(µ)) is theµ-center of (D). The set ofµ-centers (withµ > 0) gives a homotopy path, which
is called the central path of (P) and (D) [6,7]. The limit of the central path when µ → 0 exists and since the limit points
satisfy the complementarity condition, the limit yields optimal solutions for (P) and (D) [4]. Defining the vector
v :=

xs
µ
.
Note that the pair (x, s) coincides with the µ-center (x(µ), s(µ)) if and only if v = 1.
Let Ψ (v) be a smooth strictly convex function which is minimal at v = 1, with Ψ (1) = 0.
Following [8,9,3] we define search directions1x,1y,1s by
A1x = 0,
AT1y+1s = 0, (3)
s1x+ x1s = −µv∇Ψ (v).
Since A has full row rank, the system (3) uniquely defines a search direction (1x,1s,1y) for any x > 0 and s > 0. Note
that1x = 0,1s = 0,1y = 0 if and only if v = 1. For v ∈ Rn, the proximity measure is given by Ψ (v) =ni ψ(vi), where
ψ is called a kernel function. Introducing the notations
A¯ := 1
µ
AV−1X = AS−1V , where V := diag(v), X := diag(x), S := diag(s),
and the search directions
dx := v1xx , ds :=
v1s
s
. (4)
These search directions are obtained by solving the system
A¯dx = 0,
A¯T1y+ ds = 0,
dx + ds = −∇Ψ (v).
(5)
The vectors1x and1s are computed from (4).
The algorithm in Fig. 1 consists of inner iterations and outer iterations. Each outer iteration performs an update of the
barrier parameter and a sequence of inner iterations. It is generally agreed that the total number of inner iterations required
by the algorithm is an appropriatemeasure for the efficiency of the algorithm. This numberwill be referred to as the iteration
complexity of the algorithm; it is usually described as a function of the dimension n and the accuracy parameter ε. The
iteration complexity is bounded by multiplying the number of inner iteration bound K by the number of barrier parameter
updates, which is bounded above by 1
θ
log n
ε
. A crucial question is, of course, how to chose the proximity function Ψ , the
threshold parameter τ , the barrier update parameter θ , and the step size α, so as to minimize the iteration complexity of
the algorithm. Fig. 2 gives some examples of kernel functions that have been analyzed in earlier papers with the complexity
results for the corresponding algorithms. For ψ5 and ψ7 the bound is minimal if we choose q = 12 log n and σ = log n,
respectively.
The aim of this paper is to investigate a new kernel function, namely
ψ(t) = t
2 − 1
2
+ 6
π
tan (h(t)) , with h(t) = π (1− t)
4t + 2 , (6)
and to show that the interior-point methods based on these functions have favorable complexity results.
Note that the growth term of our kernel function is quadratic as all kernel functions in Fig. 2. However, this function (6)
deviates from all other kernel functions since its barrier term is trigonometric as 6
π
tan π(1−t)4t+2 . In order to study the new
kernel function, several new arguments had to be developed for the analysis.
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Fig. 1. The generic primal–dual interior-point algorithm for LO.
Fig. 2. Examples of kernel functions. An upper bound for the total number of iterations is obtained by multiplying the number K by the number of barrier
parameter updates, which is bounded above by 1
θ
log n
ε
, with θ = O(1) (see refs [2,3,8–15]).
The paper is organized as follows. In Section 2 we start by deriving some properties of ψ(t) and Ψ (v) based on the
new kernel function. In Section 3 we derive an expression for the decrease of the proximity during an inner iteration; as
a byproduct we derive a default value for the step size. The analysis is completed in Section 4 by deriving the iteration
complexity. In the final section we conclude with some remarks.
We use the following notational conventions. Throughout the paper, ∥·∥ denotes the 2-normof a vector. The nonnegative
orthant and positive orthant are denoted as Rn+ and Rn++, respectively. Finally, if z ∈ Rn+ and f : R+ → R+, f (z) denotes the
vector in Rn+ whose i-th component is f (zi), with 1 ≤ i ≤ n.
2. Properties of the new proximity function
This section is started by technical lemma, and then some properties of the new kernel function introduced in this paper
are derived.
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2.1. Some technical results
The first three derivatives of ψ are given by
ψ ′(t) = t + 6h
′(t)
π

1+ tan2(h(t)) , (7)
ψ ′′(t) = 1+ 6
π

1+ tan2(h(t)) h′′(t)+ 2h′(t)2 tan(h(t)) . (8)
ψ ′′′(t) = 6
π

1+ tan2(h(t)) k(t), (9)
with
k(t) := 6h′′(t)h′(t) tan(h(t))+ h′′′(t)+ 2h′(t)3 3 tan2(h(t))+ 1 . (10)
Lemma 2.1. For the function h(t) defined in (6), one has
h′′(t)+ 2h′(t)2 tan(h(t)) > 0, t > 0. (11)
tan(h(t))− 1
3π t
> 0, 0 < t ≤ 1
2
. (12)
Proof. Since h (t) is decreasing, we have −π4 ≤ h(t) = π(1−t)4t+2 < π2 , for t ∈]0,∞). Now we consider the following two
cases:
Case 1: 0 ≤ h(t) < π2 , this is true when t ∈]0, 1]. In this case we have tan(h(t)) ≥ 0 and since h′′(t) is always positive,
then
h′′(t)+ 2h′(t)2 tan(h(t)) > 0
which shows that (11) is true for all t ∈]0, 1].
Case 2:−π4 ≤ h(t) < 0, this is valid for t ∈]1,∞)which implies that−1 ≤ tan(h(t)) < 0. Using the first two derivatives
h′ (t) and h′′ (t) of h (t), for all t > 1, we have
h′′(t)+ 2h′(t)2 tan(h(t)) ≥ h′′(t)− 2h′(t)2 = 3π (8t + 4− 3π)
2 (2t + 1)4 >
3π (12− 3π)
2 (2t + 1)4 > 0.
Two cases now show (11).
To prove (12), define g(t) := tan(h(t))− 13π t . The first derivative of g (t) is given by
g ′(t) = h
′(t)
cos2(h(t))
+ 1
3π t2
= 1
3π t2 cos2(h(t))

3π t2h′(t)+ cos2(h(t)) .
Using that for π8 ≤ h(t) < π2 , we have
sin
π
2
− h(t)

= cos(h(t)), and sin
π
2
− h(t)

≤ π
2
− h(t),
it follows that
g ′(t) = 1
3π t2 cos2(h(t))

3π t2h′(t)+ sin2
π
2
− h(t)

≤ 1
3π t2 cos2(h(t))

3π t2h′(t)+
π
2
− h(t)
2
= − 3π
4 (2t + 1)2 cos2(h(t)) < 0.
Thus g(t) is decreasing in

0, 12

, and since g
 1
2

> 0.2 > 0, this implies (12). These completes the proof of lemma. 
The next lemma serves to prove that the new kernel function (6) is eligible.
Lemma 2.2. Let ψ be as defined in (6) and t > 0. Then,
ψ ′′(t) > 1, (13a)
tψ ′′(t)+ ψ ′(t) > 0, (13b)
tψ ′′(t)− ψ ′(t) > 0, (13c)
and ψ ′′′(t) < 0. (13d)
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Proof. The second derivative of ψ is given in (8).
Using (11), we have 6
π

1+ tan2(h(t)) h′′(t)+ 2h′(t)2 tan(h(t)) ≥ 0, which implies that (13a).
By using (7), (8) and h′ (t) and h′′ (t) the first two derivatives of h(t), we have
tψ ′′(t)+ ψ ′(t) = 2t + 6
π

1+ tan2(h(t)) th′′(t)+ 2th′(t)2 tan(h(t))+ h′(t)
= 2t + 9

1+ tan2(h(t)) 4t2 + 3π t tan (h (t))− 13π t 
(1+ 2t)4 . (14)
We consider three cases to prove (13b):
Case 1: If 0 < t ≤ 12 , using (12), the right-hand side of the above equality is positive.
Case 2: If 1 > t > 12 , we consider again (14) which can be simplified as follows:
tψ ′′(t)+ ψ ′(t) = 2t + 9
(1+ 2t)4

1+ tan2(h(t)) 4t2 − 1+ 3π t tan (h (t)) .
Since 4t2 − 1 and tan (h (t)) are nonnegative for t ∈] 12 , 1[, the right-hand side of the last equality is positive which proves
(13b).
Case 3: If t ≥ 1, one has ψ ′(1) = 0, using (13a), ψ ′(t) is strictly increasing. Hence
tψ ′′(t)+ ψ ′(t) ≥ 1+ ψ ′(t) ≥ 1+ ψ ′(1) ≥ 1, for all t ≥ 1.
The three cases together prove (13b).
To prove (13c), we again use (7) and (8),
tψ ′′(t)− ψ ′(t) = 6
π

1+ tan2(h(t)) th′′(t)+ 2th′(t)2 tan(h(t))− h′(t)
= 6
π

1+ tan2(h(t)) t h′′(t)+ 2h′(t)2 tan(h(t))− h′(t) .
From (11) and the positivity of−h′ (t), the right-hand side of the last equality is positive, which proves (13c).
The third derivative of ψ is given in (9). Since 6
π

1+ tan2(h(t)), is positive for all t > 0, the sign of ψ ′′′ is the same as
the sign as k(t) given in (10) for t > 0. Her we discuss three cases:
Case 1: Let t ∈]0, 1]. Then we have tan(h(t)) ≥ 0, for all t ∈]0, 1]. Using also the first three derivatives of h(t), this
implies that k(t) < 0, thus ψ ′′′(t) < 0.
Case 2: For t ∈]1, 4]we have 0 > tan(h(t)) ≥ −
√
3
3 , by substitution in (10), we get
k(t) ≤ −2√3h′′(t)h′(t)+ h′′′(t)+ 2h′(t)3 3 tan2(h(t))+ 1
≤ −2√3h′′(t)h′(t)+ h′′′(t)+ 2h′(t)3
= −9π
4

64t2 + (64− 16√3π)+ 16+ 3π2 − 8√3π

(2t + 1)6 < 0, ∀t ∈

−1
2
,∞

.
Thus k(t) < 0, for all t ∈]1, 4], this implies that ψ ′′′(t) < 0, for all t ∈]1, 4].
Case 3: t > 4. In this case we proceed exactly in the same as in Case 2, we have
k(t) ≤ −6h′′(t)h′(t)+ h′′′(t)+ 2h′(t)3 3 tan2(h(t))+ 1
≤ −6h′′(t)h′(t)+ h′′′(t)+ 2h′(t)3
= −9π
4

64t2 + (64− 48π)+ 16+ 3π2 − 24π
(2t + 1)6 < 0,
∀t > − 12 + 38π + 18
√
6π ≈ 1.64. Thus k(t) < 0, for all t ∈]4,∞), this implies that ψ ′′′(t) < 0, for all t > 4.
From three cases we conclude that ψ ′′′ (t) < 0, for all t > 0, which proves (13d). This completes the proof. 
It follows that ψ(1) = ψ ′(1) = 0 and ψ ′′(t) ≥ 0, proving that ψ is defined by ψ ′′(t).
ψ(t) =
 t
1
 ξ
1
ψ ′′(ζ ) dζdξ . (15)
The second property (13b) in Lemma 2.2 is related to Definitions 2.1.1 and Lemma 2.1.2 in [3]. This property is equivalent
to convexity of the composed function z → ψ(ez) and this holds if and only if ψ(√t1t2) ≤ 12 (ψ(t1)+ ψ(t2)) for any
t1, t2 ≥ 0. Following [9], we therefore say that ψ is exponentially convex, or shortly, e-convex, whenever t > 0.
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Lemma 2.3. Let ψ be as defined in (6), one has
ψ(t) <
1
2
ψ ′′(1) (t − 1)2 , if t > 1.
Proof. By Taylor’s theorem and ψ(1) = ψ ′(1) = 0, we obtain
ψ(t) = 1
2
ψ ′′(1) (t − 1)2 + 1
6
ψ ′′′(ξ) (ξ − 1)3 ,
where 1 < ξ < t if t > 1. Since ψ ′′′(ξ) < 0, the lemma follows. 
Lemma 2.4. Let ψ be as defined in (6), one has
tψ ′(t) ≥ ψ(t), if t ≥ 1.
Proof. Defining g(t) := tψ ′(t) − ψ(t) one has g(1) = 0 and g ′(t) = tψ ′′(t) ≥ 0. Hence g(t) ≥ 0 and the lemma
follows. 
Following [8], we now introduce a norm-based proximity measure δ(v), according to
δ(v) := 1
2
∥∇Ψ (v)∥ = 1
2
 n
i=1
(ψ ′(vi))2, v ∈ Rn++. (16)
2.2. Relations between proximity measure and norm-based proximity measure
For the analysis of the algorithm in Section 3 we need to establish relations betweenΨ (v) and δ(v). A curial observation
is that the inverse function of ψ(t), for t ≥ 1, plays an important role in this relation.
The next theorem, which is one of main results in [8], gives a lower bound on δ(v) in term ofΨ (v). This is due to the fact
that ψ(t) satisfies (13d). The theorem is a special case of Theorem 4.9 in [8], and is therefore stated without proof.
Theorem 2.5 (Theorem 4.9 in [8]). Let ϱ : [0,∞)→ [1,∞) be the inverse function of ψ on [0,∞). One has
δ(v) ≥ 1
2
ψ ′ (ϱ (Ψ (v))) .
Corollary 2.6. Let ϱ be as defined in Theorem 2.5. Thus we have
δ(v) ≥ Ψ (v)
2ϱ (Ψ (v))
.
Proof. Using Theorem 2.5, i.e., δ(v) ≥ 12ψ ′(ϱ(Ψ (v))), we obtain from Lemma 2.4
δ(v) ≥ ψ (ϱ(Ψ (v)))
2ϱ (Ψ (v))
= Ψ (v)
2ϱ (Ψ (v))
.
This proves the corollary. 
Theorem 2.7. If Ψ (v) ≥ 1, then
δ(v) ≥ 1
6
Ψ
1
2 . (17)
Proof. The inverse function of ψ(t) for t ∈ [1,∞) is obtained by solving t from
ψ(t) = t
2 − 1
2
+ 6
π
tan
π (1− t)
4t + 2 = s, t ≥ 1.
We derive an upper bound for t , as this suffices for our goal. One has from (15) and ψ ′′(t) ≥ 1,
s = ψ(t) =
 t
1
 ξ
1
ψ ′′(ζ ) dζdξ ≥
 t
1
 ξ
1
dζdξ = 1
2
(t − 1)2,
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which implies
t = ϱ (s) ≤ 1+√2s. (18)
Assuming s ≥ 1, we get t = ϱ (s) ≤ √s + √2s ≤ 3s 12 . Omitting the argument v, and assuming Ψ (v) ≥ 1, we have
ϱ(Ψ (v)) ≤ 3Ψ (v) 12 . Now, using Corollary 2.6, we have
δ(v) ≥ Ψ (v)
2ϱ (Ψ (v))
≥ 1
6
Ψ (v)
1
2 .
This proves the lemma. 
Note that if Ψ (v) ≥ 1, substitution in (17) gives
δ(v) ≥ 1
6
. (19)
2.3. Growth behavior of the barrier function
Note that at the start of each outer iteration of the algorithm, just before the update of µwith the factor 1− θ , we have
Ψ (v) ≤ τ . Due to the update ofµ the vector v is divided by the factor√1− θ , with 0 < θ < 1, which in general leads to an
increase in the value of Ψ (v). Then, during the subsequent inner iterations, Ψ (v) decreases until it passes the threshold τ
again. Hence, during the course of the algorithm the largest values of Ψ (v) occur just after the updates of µ. In this section
we derive an estimate for the effect of a µ-update on the value of Ψ (v). We start with an important theorem which is valid
for all kernel functions ψ(t) that are strictly convex (13a), and satisfies (13c).
Theorem 2.8 (Theorem 3.2 in [8]). Let ϱ : [0,∞) → [1,∞) be the inverse function of ψ on [0,∞). Then for any positive
vector v and any β > 1 we have:
Ψ (βv) ≤ nψ

βϱ

Ψ (v)
n

. (20)
Corollary 2.9. Let 0 < θ < 1 and v+ = v√1−θ . Then
Ψ (v+) ≤ nψ
ϱ

Ψ (v)
n

√
1− θ
 . (21)
Proof. Substitution of β = 1√
1−θ into (20), the corollary is proved. 
Suppose that the barrier update parameter θ and threshold value τ are given. According to the algorithm, at the start
of each outer iteration we have Ψ (v) ≤ τ . By Theorem 2.8, after each µ-update the growth of Ψ (v) is limited by (21).
Therefore we define
L = L(n, θ, τ ) := nψ

ϱ

τ
n

√
1− θ

. (22)
Obviously, L is an upper bound of Ψ (v+), the value of Ψ (v) after the µ-update.
3. Analysis of the algorithm
In this section, we determine a default step size which not only keeps the iterations feasible but also gives rise to a
sufficiently large decrease of the barrier function Ψ (v) in each inner iteration. Apart from the necessary adaptations to the
present context and some simplifications, the analysis below follows the same line of arguments that was used first in [3],
and later in [8,9].
3.1. Decrease of the proximity during a (damped) Newton step
After a damped step, with step size α, using (4) we have
x+ = x+ α1x = x
v
(v + αdx) , y+ = y+ α1y, s+ = s+ α1s = s
v
(v + αds) .
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Thus we obtain
v2+ =
x+s+
µ
= (v + αdx) (v + αds) .
Let f (α) := Ψ (v+) − Ψ (v) = ψ
√
(v + αdx) (v + αds)
 − Ψ (v). Now using that ψ satisfies the (13b). Hence, ψ(t) is
e-convex. This implies
Ψ (v+) = Ψ

(v + αdx) (v + αds)

≤ 1
2
(Ψ (v + αdx)+ Ψ (v + αds)) .
Thus we have f (α) ≤ f1(α), where
f1(α) := 12 (Ψ (v + αdx)+ Ψ (v + αds))− Ψ (v) (23)
is a convex function of α, since Ψ (v) is convex. Obviously, f (0) = f1(0) = 0. Taking the derivative to α, we get
f ′1(α) =
1
2
n
i=1

ψ ′ (vi + αdxi) dxi + ψ ′ (vi + αdsi) dsi

.
This gives, using last equation in (5) and (16),
f ′1(0) =
1
2
∇Ψ (v)T (dx + ds) = −12∇Ψ (v)
T∇Ψ (v) = −2δ(v)2.
Differentiating once more, we obtain
f ′′1 (α) =
1
2
n
i=1

ψ ′′ (vi + αdxi) dx2i + ψ ′′ (vi + αdsi) ds2i

.
Below we use the following notation: v1 := min(v), δ := δ(v).
From this stage on we can apply word-by-word the same arguments as in [10] to obtain the following results that are
therefore stated without proof.
Lemma 3.1 (Lemma 3.1 in [10]). Let f1 as defined in (23), one has
f ′′1 (α) ≤ 2δ2 ψ ′′ (v1 − 2αδ) .
Since f1(α) is convex, we will have f ′1(α) ≤ 0 for all α less than or equal to the value where f1(α) is minimal, and vice versa.
In this respect the next result is important.
Lemma 3.2 (Lemma 3.2 in [10]). One has f ′1(α) ≤ 0 if α satisfies the inequality
− ψ ′ (v1 − 2αδ)+ ψ ′ (v1) ≤ 2δ. (24)
Lemma 3.3 (Lemmas 3.3 and 3.4 in [10]). Let ρ : [0,∞) → (0, 1] denote the inverse function of − 12ψ ′(t) restricted to the
interval (0, 1]. Then, the step size
α¯ := 1
2δ
(ρ (δ)− ρ (2δ)) (25)
is the largest possible solution of inequality (24). And then,
α¯ ≥ 1
ψ ′′ (ρ (2δ))
. (26)
In what follows we use the notation
α˜ := 1
ψ ′′ (ρ(2δ))
. (27)
By (25) and (26) we have α˜ ≤ α¯.
Lemma 3.4 (Lemma 1.3.3 in [3]). Let h be a twice differentiable convex function with h(0) = 0, h′(0) < 0, which attains its
minimum at t∗ > 0. If h′′ is increasing for t ∈ [0, t∗] then h(t) ≤ 12 th′(0), 0 ≤ t ≤ t∗.
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Lemma 3.5. If the step size α is such that α ≤ α¯ then
f (α) ≤ −αδ2.
Proof. Let the univariate function h be such that
h(0) = f1(0) = 0, h′(0) = f ′1(0) = −2δ2, h′′(α) = 2δ2 ψ ′′ (v1 − 2αδ) .
Due to Lemma 3.1, f ′′1 (α) ≤ h′′(α). As a consequence, f ′1(α) ≤ h′(α) and f1(α) ≤ h(α). We may write
h′(α) = −2δ2 + 2δ2
 α
0
ψ ′′ (v1 − 2ξδ) dξ = −2δ2 − δ

ψ ′ (v1 − 2αδ)− ψ ′ (v1)

.
Using that α ≤ α¯, inequality (24) is certainly satisfied. Thus it follows that h′(α) ≤ 0, for all α ≤ α¯. Since ψ ′′ is decreasing,
as a function of t, h′′ is increasing in α. Hence Lemma 3.4 applies and we obtain
f (α) ≤ f1(α) ≤ h(α) ≤ 12αh
′(0) = −αδ2.
Thus the lemma follows. 
Theorem 3.6. Let ρ be as defined in Lemma 3.3 and α˜ as in (27) and Ψ (v) ≥ 1. Then
f (α˜) ≤ − δ
2
ψ ′′ (ρ(2δ))
≤ − δ
1
2
2593
.
Proof. Since α ≤ α¯, Lemma 3.5 gives f (α) ≤ −αδ2, where α = 1
ψ ′′(ρ(2δ)) as defined in (27). Thus the first inequality
follows. To obtain the inverse function t = ρ(s) of − 12ψ ′(t) for t ∈ (0, 1], we need to solve t from the equation
−

t + 6h′(t)
π

1+ tan2(h(t)) = 2s. This implies,
1+ tan2(h(t)) = −π
6h′(t)
(2s+ t) = 2π (2t + 1)
2
18π
(2s+ t) ≤ 2s+ 1 for t ≤ 1.
Hence, putting t = ρ(2δ), which is equivalent to 4δ = −ψ ′(t), we get
tan(h(t)) ≤ 2√δ. (28)
Using (28), thus we have
α = 1
ψ ′′(t)
= 1
1+ 6
π

1+ tan2(h(t)) h′′(t)+ 2h′(t)2 tan(h(t))
≥ 1
1+ 6
π
(1+ 4δ)

h′′(t)+ 4h′(t)2√δ
 .
Since h′′(t) = 6π
(2t+1)3 ≤ 6π , and h′(t)2 = 9π
2
4(2t+1)4 ≤ 9π
2
4 for all 0 ≤ t ≤ 1. Then we have
α ≥ 1
1+ 6
π
(1+ 4δ)

6π + 9π2√δ
 = 1
1+ 18 (1+ 4δ)

2+ 3π√δ
 .
Also using (19) (i.e., 6δ ≥ 1) we get,
α ≥ 1
(6δ)
3
2 + 18 (6δ + 4δ)

2
√
6δ + 3π√δ
 = 1
6
3
2 + 180

2
√
6+ 3π

δ
3
2
≥ 1
2593δ
3
2
.
Hence
f (α) ≤ − δ2
ψ ′′ (ρ(2δ))
≤ − δ
2
2593δ
3
2
= − δ
1
2
2593
.
Thus the theorem follows. 
Substitution in (17) gives
f (α˜) ≤ − δ
1
2
2593
≤ − Ψ
1
4
2593
√
6
≤ − Ψ
1
4
6532
.
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4. Iteration complexity
In this section we derive the complexity bounds for large-update methods and small-update methods.
4.1. Upper bound for the total number of iterations
Let K denote the number of inner iterations. An upper bound for the total number of iterations is obtained bymultiplying
(the upper bound for) the number K by the number of barrier parameter updates, which is bounded above by 1
θ
log n
ε
(cf. [4,
Lemma II.17, page 116]).
Lemma 4.1 (Proposition 2.2 in [11]). Let t0, t1, . . . , tK be a sequence of positive numbers such that
tk+1 ≤ tk − κt1−γk , k = 0, 1, . . . , K − 1,
where κ > 0 and 0 < γ ≤ 1. Then K ≤

tγ0
κγ

.
Lemma 4.2. If K denotes the number of inner iterations, we have
K ≤ 26 128
3
Ψ
3
4
0 ≤ 8710Ψ
3
4
0 .
Proof. The definition of K implies ΨK−1 > τ and ΨK ≤ τ and
Ψk+1 ≤ Ψk − κ (Ψk)1−γ , k = 0, 1, . . . , K − 1,
with κ = 16532 and γ = 34 . Application of Lemma 4.1, with tk = Ψk yields the desired inequality. 
Using ψ0 ≤ L, where the number L is as given in (22), and Lemma 4.2 we obtain the following upper bound on the total
number of iterations:
8710L
3
4
θ
log
n
ε
. (29)
4.2. Large-update
We just established that (29) is an upper bound for the total number of iterations, using
ψ(t) = t
2 − 1
2
+ 6
π
tan
π (1− t)
4t + 2 ≤
t2 − 1
2
, for t ≥ 1,
and (18), by substitution in (22) we obtain
L ≤ n

ϱ( τn )√
1−θ
2 − 1
2
≤ n
2 (1− θ)

θ + 2

2
τ
n
+ 2τ
n

=

θn+ 2√2τn+ 2τ

2 (1− θ) .
Using (29), thus the total number of iterations is bounded above by
K
θ
log
n
ϵ
≤ 8710
θ

2 (1− θ) 34
 θn+ 2√2τn+ 2τ 34 log n
ϵ
.
A large-update methods uses τ = O(n) and θ = Θ(1). The right-hand side expression is then O

n
3
4 log n
ϵ

, as easily may
be verified.
4.3. Small-update methods
For small-update methods one has τ = O(1) and θ = Θ

1√
n

. Using Lemma 2.3, with ψ ′′(1) = 2π+99 , we then obtain
L ≤ n (2π + 9)
18

ρ

τ
n

√
1− θ − 1
2
.
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Using (18), then
L ≤ n (2π + 9)
18
1+

2τ
n√
1− θ − 1
2 .
Using 1−√1− θ = θ
1+√1−θ ≤ θ , this leads to L ≤ (2π+9)18(1−θ)

θ
√
n+√2τ
2
. We conclude that the total number of iterations
is bounded above by
K
θ
log
n
ϵ
≤ 8710 (2π + 9)
3
4
θ (18 (1− θ)) 34

θ
√
n+√2τ
 3
2
log
n
ϵ
.
Thus the right-hand side expression is then O
√
n log n
ϵ

.
5. Concluding remarks
In this paper we have analyzed large-update and small-update versions of the primal–dual interior-point algorithm
described in Fig. 1 that are based on the new kernel function (6). The proposed function has a trigonometric barrier term
but the function is not logarithmic and not self-regular. We proved that the iteration bound of a large-update interior-
point method based on the kernel function considered in this paper is O(n
3
4 log n
ε
), which improves the classical iteration
complexity with a factor n
1
4 . For small-update methods we obtain the best know iteration bound, namely O
√
n log n
ϵ

.
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