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ОБЩАЯ ХАРАКТЕРИСТИКА РАБОТЫ 
Актуальность темы. В пос.1еднее время в науке и технике уделяется боль­
шое внимание разработке методов математического и компьютерного модели­
рования и, поэтому, исследованию и разработке моделирующих систем. Сред­
ства моделирования включаются во все современные информационные техно­
логии для научных исследований и проектирования. Значительное количество 
исследований, до последнего времени, было посвящено исследованию класси­
Уеских систем моделирования, в том числе систем статистического моделиро­
вания (ССМ). Большой вклад в данную область внесли такие ученые, как 
Бусленко Н. П" Глова В.И" Ермаков С.М, Захаров В.М" Кирьянов Б.Ф" 
Михайлов Г.А, Песошин В.А., Сиразетдинов Р.Т., Советов Б.Я, Хамитов ГЛ" 
Якимов И.М. и др. 
Однако сейчас возникает необходимость уделять больше внимания разра­
ботке нового класса систем моделирования - нечеткого и лингвистического" 
Исследованиям в этой области посвящены работы ученых А.Н. Аверкина, 
И.З. Батыршина, Л.С. Бернштейна, А.Н. Борисова, В.И. Васильева, 
Т. Гачечиладзе, Д. Дюбуа, Л.А. Заде, А.И. Змитровича, Ж. Касилкаса, Б. Коска, 
А. Коффмана, Ф. Криадо, Н.Г. Малышева, Ю.М. Полищука, Д.А. Поспелова, 
А. Лрада, АЛ. Рыжова, М. Сугено, Е.А. Мамдани, Р.Р. Ягера, А.В. Язенина, 
А.Е. Янковской, Н.Г. Ярушкиной и др. 
Большую актуальность, по-видимому, будут представлять исследования и 
разработка комбинированных, смешанных, систем. 
В тоже время, интегрированные средства разработки объектов, моделиро­
вания, научных исследований, экспертных систем, принятия решений доста­
точно LJacтo используют САSЕ-технологии. В них премагаются инструмен­
тальные и сервисные средства и языки, например, UМL, для разработки и мо­
делирования на разных платформах. Проблемно ориентированные средства 
разрабатываются отдельно, на нижнем уровне. Следовательно, их можно разра­
батывать как базовые модели, модули и применять в требуемых областях моде­
,1ирования. 
Однако, несмотря на большое количество исследований, данная область 
остается не до конца проработанной, в ней остается достаточно много нере­
шенных проблем. Большую щ,-туальность представляет проблема разработки 
методов представления нечеткой информации в системах нечеткого (СНМ) и 
лингвистического моделирования (СЛМ), методов генерирования нечетких 
слууайных Уисел с различными законами распределения и методов их 
тестирования, а также совмещения их с классическими системами. 
Данная проблематика исследуется в диссертации. 
Це.1ью диссертации является разработка методов, алгоритмов и моделей 
д.1я базовых модулей статистического и нечеткого моделирования для повыше­
ния эффективности и расширения возможностей в человеко-машинных систе­
мах моделирования. 
Достижение поставленной цели требует решения следующих задач: 
1. Ра.1работка и выбор методов и моделей для базовых модулей систем 
статистического моделирования. 
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2. Разработка и выбор методов и моделей для баз•)ВЫХ модулей систем 
нечеткого моделироваНИJI. 
3. Разработка методов генерирования нечетких базовых законов 
моделирования. 
4. Разработка систем тестирования для оценки качества адекватности ба­
зовых моделей в статистических и нечетких системах моделирования. 
S. Анализ методов построения систем моделирования в mпегрированных 
технологиях проектирования: Саsе-технологиях и языках моделирования (UML 
и т.п.). 
Научная новизна работы заключается в следующем. 
1. Предложены и разработаны методы и алгоритмы генерации нечетких 
случайных чисел с равномерным, нормальным и произвольным законами рас­
пределения. 
2. Разработаны методы и алгорит)!ы тестирования предпоженных методов 
генерирования нечеткой исходной информации. 
3. Разработаны методы и алгоритмы нечеткой аппроксимации размытых 
функциональных зависимостей. 
Практическая ценность заключается в следующем в разработке: 
1. программного модуля представления нечеткой информации в СНМ и 
СЛМ; 
2. программного комплекса для решения задач нечеткого и лингвистиче­
ского моделирования для различных предметных областей (системы: научных 
исследований, экспертные и принятия решений); 
3. программного комплекса тестирования статистической и нечеткой ин­
формации. 
На защиту выносятся следующие результаты: 
1. методы и алгоритмы генерации нечетких случайных чисел с равномер­
ным, нормальным и произвольным законами распределения. 
2. методы и алгоритмы тестирования предложенных методов генерирова­
ния нечеткой информации. 
3. методы и алгоритмы нечеткой аппроксимации размытых функциональ­
ных зависимостей. 
4. модуль представления нечеткой информации в СНМ и СЛМ. 
5. программные комплексы для решения задач нечеткого и лингвистиче­
ского моделирования в различных предметных областях. 
Апробация работы. Основные результаты диссертационной работы докла­
дывались и обсу-мдались: на 1 Всероссийской научно-технической конференции 
"Компьютерные технологии в науке, проектировании и щюизводстве" (Нижний 
Новгород, 1999); 11 Всероссийской научно-технической конференции "Компь­
ютерные технологии в науке, проектировании и производстве" (Нижний Нов­
город, 2000); Sth World Coпference on NonDestructive Testing (Рим, 2000); меж­
дународной конференции «Математика в вузе» (Новгород, 2000); Всероссий­
ской Научно-технической конференции «Интеграция образования, науки и 
производства - главный фа.кт_ор повышенмисJ!S!е,~:пiJвности инженерного обра-
1 
tlЛYЧ/tЛSJ r.:.B:Jlk1TZKA' 
11м. Н. И. Л.:iOti.ЧOl!ICMON 
dat3~oкnro rcc. r• !&ершоrе 
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зования» (Казань, 2000}; lnternational Conference on Image and Signal Processing 
(Morocco, 2001 }; 6th International Conference on Pattern Recognition and Jnfonna-
tio11 Processing (Minsk, 2001}; IV международной конференции по мягким вы­
числениям и измерениям (Санкт-Петербург, 2001г.}; научно-практической кон­
ференции по актуальным вопросам информатики, вычислительной техники и 
информационной безопасности (Казань, 2001г. ); 4•h Intemational Conference 
"Interactive Systems: ProЫems of Human-Computer Interaction" (Ulyanovsk, 2001 ); 
республиканской научно-практической конференции «Интеллектуальные сис­
темы и информационные технологию> (Казань, 2001 }. 
Публикация результатов работы. По теме диссертации опубликовано 20 
печатных работ. 
Структура и объе:\1 диссертации. Диссертация изложена на 153 страницах 
машинописного текста, содержит 55 рисунка, 6 таблиц, состоит из введения, че­
тырех глав, заключения, списка литературы из 124 наименований и 4 приложе­
ний. 
СОдЕРЖАНИЕ РАБОТЫ 
Во введении обоснована актуальность темы проводимых исследований, 
сформулирована цель работы, приведена структура диссертации. 
В первой главе и::следуется понятие сложных систем, анализируются их 
основные базовые э.1ементы. Проводится разграничение между системами ста­
тистического, нечеткого и лингвистического моделирования. Даются рекомен­
дации по использованию соответствующих моделей на практике. 
Под сложными системами (СС} в диссертации понимаются системы, ха­
рактеризующиеся бош.шим числом входов-выходов и элементов; сложным ха­
рактером связи между ними; сложностью функций, выполняемых системой. 
Для большинства СС человек является одним из основных компонент. Как лра~ 
вило, сложность вызывается четырьмя основными причинами: сложностью ре­
альной предметной области; трудностью управления процессом разработки; 
необходимостью обеспечить достаточную гибкость модели; неудовлетвори­
тельными способами описания поведения больших систем. 
На функционирование СС действует очень большое число факторов, наи­
более характерные из которых - с.1)'Чайные и нечеткие. 
Источниками случайных факторов являются воздействие внешней среды, а 
также ошибки, шумы и отклонения различных величин, возникающие внутри 
системы. Их учет возможен только при наличии достаточной априорной ин­
формации о системе. Нечеткие факторы проявляются, как правило, в результате 
привлечения человека как источника информации о модулируемой системе. 
Моделирование СС является одним из наиболее распространенных спосо­
бов их изучения. 
Математической моделыо называется приближенное описание системы, 
выраженное с помощью математической символики. 
Пусть S - исследуемая система, Е - внешняя среда, Х = {х;} -1 - сово-111& ·"Х 
купность входных воздействий, ~·={и,} ,.1 • ..,. - совокупность воздействий внеш-
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ней среды, Н = {h,} "i:;;; - совокупность внутренних параметров системы , 
У = {у,} ,.1 .• , - совокупность выходных характеристик системы, Fs - оператор, 
описывающий функционирование системы во времени. В конкретные моменты 
времени система характеризуется некоторыми свойствами - состояниями . 
Процесс функционирования системы S во времени описывается следую­
щим образом: 
y(t) = FsCi. u,h,t) ( 1) 
Таким образом, математическую модель объекта (реальной системы) мож­
но рассматривать как конечное подмножество переменных ~(t), U(t), h(t)} вме­
сте с математическими связями между ними и характеристиками .v(t) . 
Наиболее известны следующие типы математических моделей : статисти­
ческие, имитационные, нечеткие и смешанные. 
Статистические модели отражают процессы, происходящие в \fОделируе­
мой системе, на вероятностном уровне . При :этом входные воздейсrвия и воз­
действия внешней среды мoryr рассматриваться как случайные . Различают две 
области применения статистических моделей: для анализа стохастических сис­
тем и для реализации отдельных методов решения детерминированных задач. 
Основными блоками ССМ являются: блок подготовки исходной информа­
ции, блок формирования случайных воздействий и блок обработки результатов 
моделирования. Функциональный блок или блок пользователя - изменяемая 
часть ССМ и в зависимости от моделируемого объекта может реализовываться 
по-разному, являться предметом отдельных исследований . 
Блок подготовки исходной информации состоит из двух моду.r::ей : моду.1я 
подготовки исходной информации для функционального блока и модуля подго­
товки исходной информации для блока формирования случайных воздействий. 
Блок формирования случайных воздействий формирует случайные последова­
тельности программным или аппаратным способом. Функциональный блок или 
блок по.1ьзователя включает в себя модель, описывающую функционирование 
исследуемой системы. Блок статистической обработки результатов моделиро­
вания осуществляет анализ качественных 11 количественных показателей рабо­
ты системы, и соответствующую корректировку ее структуры. 
В последнее время все большое внимание уделяется методам искусствен­
ного инте.1лекта при моделировании СС. Основными направлениями при :этом 
являются: построение нечетких моделей и привлечение :экспертных систем 
(ЭС). Основное назначение данных направлений в задачах моделирования -
привлечь человека как источника информации о данных системах, как объекта 
управления и принятия решений . Это, зачастую, необходимо в силу специфики 
обрабатываемой информации, а также в силу специфики самих систем. 
В последние годы наметился синтез различных направлений искусствен­
ного интеллекта при моделировании СС в единое направление «мягкию> вы­
числений, основными составляющими которого являются теория нечетких 
множеств, нейронные сети и генетические алгоритмы. Синтез теории нечетких 
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множеств и ЭС привел к появ..1ению нового направления искусственного ин­
теллекта при моделировании СС - нечетких экспертных систем. 
Можно выделить три основные отличительные черты нечеткого моделиро­
вания: использование «лингвистических» переменных вместо числовых; при­
влечение нечетких высказываний для описания простых отношений и нечетких 
алгоритмов - для сложных отношений. 
в нечетком моделировании се различают два направления - собственно 
нечеткае моделирование и лингвистическое моделирование. При нечетком мо­
делировании, нечеткие параметры могут иметь произвольные функции принад­
.1ежности, при лингвистическом моделировании предварительно задан набор 
.1ингвистических категорий. используемых в качестве значений параметров. 
В диссертации исследуются возможности применения нечетких методов и 
нечетких экспертных систем при моделировании СС. 
сем рекомендуется использовать в следующих случаях . 
1. Случайные воздействия имеют жестко заданный закон распределения и 
можно легко выделить связь данных воздействий между собой. 
2. Можно четко выделить множество случайных параметров, воздейст­
вующих на систему для построения модели с заданной точностью. 
3. Множество случайных параметров, воздействующих на систему, не 
слишком большое. 
4. Имеется в наличии большой объем экспериментальных данных о моде­
лируемой системе. 
5. Параметры, воздействующие на систему, имеют количественный, а не 
качественный характер. 
Статистические модели очень эффективны для приближенного вычисле­
ния различного рода величин. При этом очень большое значение имеют методы 
генерирования с.1учайных величин с произвольным законом распределения. 
СНМ и СЛМ предпочтительнее v.слользовать в следующих случаях. 
1. При невозможности или сложности получения закона распределения 
воздействующих на систему параметров. 
2. При очень большом числе параметров, воздействующих на систему. 
3. Значительная часть информации об объекте носит качественный, нечет­
кий характер. 
4. При не оперативности поступающей информации и требовании мгно­
венной оценки ситуации. 
5. При необходимости моделирования человеческой компоненты как од­
ной из основных компонент сложной системы. 
Общим в системах нечеткого и лингвистического моделирования является 
то, что оба типа моделей основаны на использовании систем вывода на нечет­
ких продукционных правилах вида 
ЕСЛИ А) •. " •. 4. то в. (2) 
где А, -совокупность нечетких входов (нечеткие условия), В -нечеткий выход 
(нечеткое заключение). 
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В нечетких моделях используемые категории мoryr иметь произвольные 
функции принадлежности. В лингвистических моделях (например, моделях 
Мамдани) функции принадлежности используемых категорий наперед заданы, 
имеют лингвистическую интерпретацию, а функции принадлежности лингвис­
тических значений имеют простейшую форму (треугольную, трапециидальную, 
S-образную), операторы модифицирования в таких моделях также жестко за­
даны. 
Основное достоинство лингвистического моделирования - хорошая языко­
вая интерпретируемость, а нечеткого моделирования - ее гибкость. Четкие мо­
дели находятся на промежуточном уровне, не обладая хорошей интерпрети­
руемостью и гибкостью. 
Гибкость модели не подразумевает хорошую точность . Наибольшая точ­
ность при описании поведения модели достигается при комбинировании нечет­
ких и лингвистических моделей, использовании достоинства произвольного 
выбора структуры нечетких моделей и отличной производительности процесса 
обучения лингвистических моделей от человека эксперта. При таком комби~-:и­
ровании улучшается гибкость лингвистических моделей, но, с другой стороны, 
уменьшается гибкость нечетких моделей из-за введения ограничений на воз­
можные типы функций принадлежности, в итоге достигается лучшая точность 
моделирования. 
Гибкость лингвистического моделирования можно увеличить различными 
способами. По степени достигаемой гибкости, перечисленные способы можно 
упорядочить следvющим образом . 
Интерпрети- ~ Метод повышения гибкости 
руемость 
+ Использование лингвистических модификаторов 
Исnользоваине параметрически заданных моднфикаторов 
Использование параметрически заданных функций принадлежности и авто-
матическая настройка параметров J 
Взвешивание нечетких правил и нечетких входов 
Однозначный выбор соответствующего метода и типа модели зависит от 
поставленной задачи, необходимой точности моделирования, и от необходимой 
степени интерпретируемости. 
Во второй главе исследуется проблема построения мсду.'!ей генерирования 
и представления информации в ССМ, СИМ и СЛМ. Предложены методы, алго­
ритмы и модели для данных модулей. 
Задача блока подготовки информации - подготовка информации для чело­
века-эксперта, описывающего поведение системы. В ССМ, СНМ и СЛМ подго­
тавливаемая информация различна. 
в сем блок подготовки информации, моделирующей воздействия на сис­
тему, обеспечивает реализацию случайных возмущений, необходимых при ста­
тистическом моделировании. В СИМ и СЛМ данный блок подготавливает реа­
лизации возмущений, выраженных нечетко, генерирует функции принадлежно-
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сти данных возмущений. В СЛМ данные реализации наделяются языковыми 
интерпретациями. 
в сем реализация случайных возмущений осуществляется через генери­
рование случайных последовательностей с произвольно заданным законом рас­
пределения (моделирование случайной величины). 
Выделяют следующие этапы моделирования случайной величины (рис. 1 ), 
1 ПИД ~-j ГРРСЧ н ГПЗ н ДПр н СО 
Рис. 1. 'Этапы модеJТКровакия случайных величин 
где: ПИД - подrотовк.а исходных данных, ГРРСЧ - генерирование равномерно 
распределенных случайных чисел; ГПЗ - генерирование произвольного закона 
распределения; ДПр - дополнительные преобразования: СО - статистическая 
обработка. 
Методы моделирования непрерывных случайных величин с произвольным 
распределением можно условно разделить на точные (методы обратного преоб­
разования, метод исключения) и приближенные (аппроксимационные) методы . 
В диссертации рассматриваются известные методы. 
В СК\1 и СЛМ воздействия на систему нечетки и задаются функциями 
принадлежности или лингвистическими кг.теrориями соответственно. 
Предлагается следующая структура модуля подготовки исходных данных 
в системах нечеткого моделирования (рис. 2), 
1 ПИД ~-j ГБНИ f--{ПЖИ}-1 ДПр н АР 
Рис. 2. Этапы моделирования нечетких случайных величин 
где ПИД - подготовка исходных данных, ГБНИ - генерирование базовой не­
четкой информации; ГТll-1И - генерирование произвольной нечеткой информа­
ции; ДПр - дополнительные преобразования; АР - анализ результатов. 
В настоящее время методам реализации блоков 2 - 5 уделяется мало вни­
мания. С другой сторе~ны, требуется разработка методов, способных генериро­
вать нечеткие входныt~ воздействия для СНМ и СЛМ. Это необходимо для ре­
шения задач тестирова.ния нечетких и лингвистических моделей, для нечеткого 
приближения стандартных законов распределения и т.д. 
В этой главе_дисс~ртаuии ставится задача разработки методов генерирова­
ния нечетких входных воздействий на систему, приближающих реальные зако­
ны распределения. 
Определение. Пе~следовательность нечетких чисел распределена по не­
четкому равномерному закону распределечия если дефадзифицировакные зна­
чения нечетких чисел распределены по равномерному закону. 
В диссертаuии задача генерирования нечеткого равномерного закона рас­
пределения решается nри следующих ограничениях. 
1. Генерируемые нечеткие числа имеют треугольный вид, являются L- R 
числами вида (а,а,~), а,р е (O,+ro), а -мода нечеткого числа. 
8 
2. В качестве метода дефадзификации использован метод максимума при­
надлежности. 
Коэффициенты нечеткости а и ~ задаются человеком-экспертом и опре­
деляют степень нечеткости генерируемой совокупности. 
Метод генерирования последовательности нечетких равномерно распределен­
ных треугольных чисел 
Вход - .1евая / и правая r степени нечеткости треугольных чисел в фор­
мируемой последовательности, п - число элементов в формируемой последо­
вательности. Левая LB и правая RВ границы интервала генерирования нечет­
ких чисел. 
Выход - последовательность п нечетких равномерно распределенных тре-
угольных чисел F = {7,} ,.i:"п. 
1. Сгенерировать последовательность А= {а,} "i.;, четких чисел, распреде­
ленных равномерно, используя один из существующих методов. Эта последо­
вательность определяет последовательность мод для формируемых п нечетких 
равномерно распределенных чисел. 
2. Сгенерировать последовательности A={a,},.i.~ и В= {~,} .• 1 ~, левых и 
правых коэффициентов нечеткости для формируемых п нечетких равномерно 
распределенных чисел. Последовательности А и В генерируются по нормаль­
ному закону распределения с математическим ожиданием в точках / и r соот­
ветственно. Среднее квадратично отклонение cr для данного распределения за­
дается пользователем. 
Определение. Последовательность нечетких чисел распределена по не­
четкому нормальному закону распределения если дефадзифицированные значе­
ния нечетких чисел распределены по нормальному закону. 
В диссертации предлагаются три метода генерации не•iеткого нормального 
распределения. 
Первый метод получения нечеткоrо нормал1,ного закона распределения на 
основе соотношений х; = Г-2Inz1 cos27!Z2 , X;+i = ~- 2 lnz1 sin2п%2 , где Z = {Z',} 
- последовательность нечетких чисел, распределенных по нечеткому равномер­
ному закону распределения. Используемые при этом математические операции 
яаляются нечеткими аналогами соответствующих четких. 
Второй метод аналогичен генерированию нечеткого равномерного закона 
распределения, за исключением того, что на первом этапе генерируются четкие 
числа, распределенные нормально с мат. ожиданием : т и средним квадратич­
ным отклонением cr. 
Третий метод заключается в генерировании т последовательностей нечет­
ких чисел Zi = {Z,} ,.;:;, k : 1, т по нечеткому равномерному закону и после­
дующем сложении соответствующих чисел данных последовательностей. 
$ • 
х, = :Lz,, где L -сумма нечетких треугольных чисел . 
.... ,,, 
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Предлаrаютс.11 три метода генерации нечетких случайных чисел с произ­
вольным законом распределения путем размывания функции плотности рас­
пределения /(х) и обобщения на нечеткий случай метода исключения. 
Введем в каждой точке х Е[А, В] размывание значения функции /(х). 
Суть первого метода заключаете.я в получении двух равномерно распреде­
ленных в интервале (0,1) числа z1 и z20 вычислении значения 
x,=A+(B-A)·z1 и проверки условия z 2 "5,](x,)IM, M=maxS(f(x)). z1 •·е[А.В] 
принимается в качестве реализации Х, со степенью достоверности, равной дос-
товерности выполнения данного неравенства. При степени достоверности = О, 
z1 в качестве такой рt:ализации точно не принимается. Для более адекватной 
работы, будем исполиовать коэффициент достоверности а дл.я принятия ре­
шения, то есть z1 будет приниматься в качестве реализации х1 если степень 
достоверности выполнения неравенства z2 "5, f(x)I М больше или равна а. 
Второй метод опичается от предыдущего тем, что пользователь задает 
системе необходимый коэффициент размытости для генерируемых нечетких 
чисел в ви.:~е ширины анализируемого интервала l . По,1учив числа х, и z2 , ана­
ли:~ируется вертикальная окрестность точки (х,, z 2 ) ширины / и формируется 
соответствующее нечеткое число. 
Третий метод основан на использовании нечетких функций нечеткого ар­
гумента. Рассматриваются нечеткие числа х,, z2 , генерируемые по нечеткому 
равномерному закону. Анализ нечеткой окрестности (х,, z2 ) позволяет сгене­
рировать соответствующее нечеткое число. 
В третьей части второй главы рассматриваются методы представленк.я не­
четкой информации е: системах нечеткого моделирования. Рассматриваются 
методы нечеткой и лингвистнческой аппроксимации. При этом, большое вни­
ма:;ие уделяется теоре'.!е F АТ, доказанной Б. Коско. 
Методы нечеткой и лингвистнческой аппроксимации данных предпочти­
тельнее использовать вместо четкой аппроксимации (например, сплайнами) ко­
гда существует некоторый уровень неопределенности в экспериментальных 
данных. 
При нечеткой аппроксимации по Б. Коска, аппроксимации ведется с при­
влечением аддитивных нечетких систем. 
Предлагаются новый метод нечеткой функциональной аппроксимации. 
Метод позволяет находить квази-опrимальные параметры для функций 
принадлежности аппроксимирующих нечетких гранул без использования мето­
да градиентного спуска, используемого Б. Коска. В предлагаемом методе зада­
ча нечеткой аппроксимации сводится к задаче равномерного приближения. 
Предложенный метод обладает более высоким быстродействием по сравнению 
с методом Б. Коска. 
В четвертой части первой главы осуществлен анализ функциональных 
блоков систем статистического и нечетхого моделирования. 
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В третьей главе исследуется проблема тестирования информации, подго­
товленной для работы системы. Предложены методы, алгоритмы и модели тес­
тирования нечеткой информации в системах нечеткого и лингвистического мо­
делирования. 
Обычно выделяют два класса статистических тестов: теоретические и эм­
пирические. 
в сем более важную роль играют эмпирические тесты, т.к. они примени­
мы к любому классу генераторов и их многообразие охватывает большинство 
аспектов качества случайных чисел. 
Согласованность теоретической функции распределения результатам экс­
периментов определяется по критериям согласия через построение гистограм­
мы. Наиболее распространенные из критериев согласия - критерий хн-квадрат 
и критерий Колмогорова. 
В связи с тем, что базовым законом распределения является равномерный, 
то наибольшее внимание исследователей уделяется тестированию равномерно 
распределенных случайных чисел. 
В силу отсутствия жестких стандартов тестирования случайных величин в 
информационных технологиях, в диссертации набор соответствующих тестов. 
После удовлетворения критериям согласия генераторы следует проверить на 
равномерность, случайность и периодичность. 
Основными методами проверки равномерности являются тест комбинаций, 
тест пар, тест многомерности и тест «Наибольшее из t». Основными методами 
проверки случайности являются тест серий и тест монотонности. 
Задача разработки методов тестирования информации в системах нечетко­
го моделирования представляет собой очень большую актуальность и до на­
стоящего времени не рассматривалась. С другой стороны, предложенные мето­
ды требуют анализа с позиции различных характеристик. В диссертации разра­
ботаны методы тестирования нечетких чисел с различными законами распреде­
-~еюнr. 
Для проверки соответствия нечетких случайных чисел заданному закону 
распределения в диссертации строится нечеткая гистограмма, которая в даль­
нейшем анализируется некоторым критерием согласия. 
Пусть х1 , ••• , х. -сформированная последовательность нечетких чисел с не­
которым законом распределения на интервале [А, В] с коэффициентом размы­
тости/. 
1. Диапазон [А,В] разбивается на М равных интервалов Q; длиной 
Н =(В- А)! М, и каждый из этих интервалов ;:хискретизируется одинаковым 
количеством отсчетов х1> ... ,х,..., находящихся на равном расстоянии друг от 
друга. По данным отсчетам строится нечеткую гистограмму. Число отсчетов N 
должно быть достаточно большим, чем больше данное число, тем более точная 
получится гистограмма. Это число должно быть связано с коэффициентом раз-
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мытости 1. Необходимо, чтобы выполнялось условие В - А « z для корректного 
N 
построения гистограммы. Будем выбирать N таким образом, чтобы В - А ""..!_. 
N 10 
2. Каждый интервал Q, анализируется и подсчитывается нечеткое число 
попаданий точек хР"., х N в каждый нз них. Пусть х 1 е Q,. Нечеткое число по­
паданий считается следующим образом: перебираются все нечеткие числа 
х1 ."" х. и суммируются степени принадлежности х1 данным нечетким числам. 
Получившееся число принимается за нечеткое число попаданий х1 в Q, . Таким 
образом, Р1 = f µ,, (х,) - нечеткое число попаданий х1 в соответствующий ин-,.,., 
те рвал. 
3. Суммируются все Р1 для всех х1 е Q,. Это значение принимается за s; -
нечеткую частоту для интервала Q,. Таким образом, s; = L;P
1 
• 
r 1EQ, 
4. Анализ всех интервалов Q, позволяет получить последовательность чи-
сел s;, i = 1, М, определяющих нечеткую гистограмму. 
Получившаяся нечеткая гистограмма может бьIТь протестирована стан­
дартными критериями согласия. 
Проанализировав работу данных методов, в диссертации был сделан сле­
дующий вывод: при генерировании нечетких случайных чисел по нечеткому 
нормальному закону распределения путем суммирования нечетких равномерно 
распределенных чисел, мы можем ограничиться суммированием достаточно 
малого количества последовательностей (около 50). Для получения четких, 
нормально распределенных чисел, этого недостаточно. Таким образом, досто­
инством разработанного метода генерирования нечетких нормально распреде­
ленных чисел является очень высокая точность результата при малом количест­
ве суммируемых последовательностей. 
Проведено исследование влияния степени размытости исходной информа­
ции на вид закона распределения. 
Пусть l - длина интервала, на котором генерируются нечеткие числа, а k 
- задаваемый пользователем коэффициент нечеткости генерируемых нечетких 
чисел, а - доверительная вероятность того, что сгенерированная последова­
тельность соответствует заданному закону распределения. 
Анализ генерируемых последовательностей позволил установить следую-
щий факт: доверительная вероятность а напрямую зависит от значения !__ = у . 
k 
Чем больше значение у, тем больше доверительная вероятность а. 
В четвертой главе исследуются практические аспекты реализаuии теорети­
ческих положений, рассмотренных в предыдущих rлавах. Разработана библио­
тека модулей представления нечеткой информации в системах нечеткого и лин­
гвистического моделирования, на основе которой решены ряд задач построения 
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нечетких и лингвистических моделей, в том числе, относящихся к принятию 
решений в задачах нефтедобычи, обработки изображений . 
В настоящее время, наиболее предпочтительным при разработке нечетких 
моделей является использование САSЕ-средств нечеткого моделирования. 
К САSЕ-системам нечеткого моделирования можно отнести такие продук­
ты, как FuzzyТECH (Infonn Software Corp.), FuzzyCalc, FLOPS (FLOPS Devel-
opment Environment), FuzzyCLIPS. Для качественной реализации систем нечет­
кого и лингвистическоrо :\tОделирования, язык моделирующей системы должен 
быть достаточно близок к естественному, отражать его основные черты - раз­
мытость, качественность и т.д. В диссертации проведен сравнительный анализ 
систем нечеткого моделирования. 
Для ряда приложений привлечение указанных пакетов неактуально, хотя в 
них необходимо осуществлять операции над нечеткими числами. Кроме этого, 
в перечисленных пакетах отсутствуют реализации отдельных операций (напри­
мер, лингвистической аппроксимации). В связи с этим, большую актуальность 
представляет разработка библиотеки классов для языков высокого уроБня, с 
реа.1изации основных математических операций над нечеткими данными. В 
диссертации, в системе Rational Rose была разработана структура классов для 
представления нечеткой информации. Данная структура включает в себя такие 
классы, как нечеткое множество, нечеткая переменная, лингвистическая пере­
менная, а также множество операций над ними. 
Перечисленные выше нечеткие пакеты нечеткого моделирования были ис­
пользованы при решении задачи принятия решений в неотедобыче. 
Модели принятия решений данных задач представлялись совокупностью 
нечетких продукционных правил, определяющих моде.пь Мамдани. Формали­
зация значений лингвистических переменных, определнющих значения вход­
ных переменных в правилах осуществлялась методом прямого группового экс­
пертного опроса (а именно, методом Алексеева). Функции принадлежности 
значений лингвистических переменных имели треугольную или трапециидаль­
ную форму. 
Пакет FuzzyTECH использова.ася для решения задачи адекватного выбора 
метода увеличения нефтедобычи (JIЛYH) для нефтяной скважины. Нечеткие 
правила задавались в виде нечетких границ возможности применения МУН при 
заданных входных параметрах. Эти границы сформированы экспертами. 
Пакет FLOPS использовался для решения задач выбора адекватной мето­
дики обработки лризабойной зоны пласта и принятия решения о необходимо­
сти проведения капитального ремонта скважин . Нечеткие правила для первой 
задачи сформированы на основе методики Р.Х. Муслимова с привлечением 
экспертов ОАО «ТатНефты>. 
Тестирование реализованных моделей принятия ?ешений на реальных 
данных позволило сделать вывод об адекватности прин:'iмаемых ими решений 
реальным выводам, осуществленным человеком на 90%. Использование дан­
ных моделей позволило более качественно принимать решения в условиях раз­
мытости исходных данных, неполноты информации, чем при использовании 
экспертных систем с четкими правилами вывода. 
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Метод генерации нечетких случайных чисел с равномерным законом рас­
пределения использован в задаче обучения специалистов-геологов принятию 
решений о выборе f\1YH на добывающих скважинах. В данном случае, контро­
лирующая система была наделена элементами интел.1екта, в качестве тести­
рующего механизма ис:пользовалась разработанная ЭС 
Реализация нечеп:ого метода выделения контуров изображений 
Эффективность операторов выделения контуров изображений снижается 
при работе с размытыми, зашумленными изображениями, изображениями с 
различного рода дефектами контура. В диссертации ставилась задача разработ­
ки метода выделения контуров изображения с привлечением методов теории 
нечетких множеств. Предложен метод выделения контуров, основанный на ме­
тодологии нечеткого вывода. В его основе лежит предположение о том, что 
контур существует там, где имеется перепад яркости. Сформулировано нечет­
кое прави.,о: «ЕСЛИ перепад яркости большой, ТО контурная точка свет­
лаff)>. Для формализации функций принадлежности этих нечетких понятий 
данного правила испоr.ьзовался метод Алексеева. 
В качестве исходной информации для правила брались перепады яркости 
при переходе через рассматриваемую точку во всех направлениях. Далее полу­
ченные результаты преобразовывались в нечеткую форму и осуществлялся не­
четкий вывод на осноье максимальной композиции. Результат дефадзифициро­
вался по максимальной степени принадлежности, и это значение присваивается 
соответствующей точке преобразованного изображения. 
В ходе проведенного анализа получено, что нечеткий оператор позволяет 
добиться несколько более качественного выделения контуров, чем лучшие чет­
кие операторы. Предложенный оператор является нечувствительным к ориен­
тации контура. 
Задача генерирования размытых контуров. 
При разработке алгоритмов распознавания контурных изображений, одной 
из важнейших задач является тестирование их работы в присутствии различно­
го рода шумов. Одним из основных этапов данной задачи является этап генери­
рования зашумленных, размытых контуров для использования их в качестве 
тестирующей выборки алгорит~а распознавания. 
Размытые контуры должны удовлетворять ряду требований относительно 
их внешнего вида: 1. не до.:~жна нарушаться структура размываемого контура, 
то есть размытый кон:-ур должен оставаться похожим на эталонный; 2. требо­
вание замкнутости размьrrого контура. 
Рассмотрено два метода размывания контуров изображений: внесение в 
код Фримена или комплекснозначный код, описывающий контур, случайного 
шума с некоторым законом распределения, а также размывание на основе аппа­
рата дискретных цeneii Маркова. 
Исследования показали, что при использовании а S 1.5 при внесении в код 
контура шума с нормальным распределением, генерируемые контуры, как пра­
вило, удовлетворяют требованию 1 к зашумленным контурам. 
Для контуров, закодированных комплекснозначным кодом получена веро­
ятность Р(а,т,а) того, что расстояние р между начальной и конечной точками 
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зашумленного контура не превысит порога а при заданном количестве точек k 
исходного контура, а таЮl(е математическом ожидании и дисперсии случайных 
величин ~ 1 (n),~2 (n). 
Q 4 (р-м;~ Q 2 _Jp-l" ... •>' 
f'(_a,m,cr)= J---•e 2"' dx= f--=*e 4"'' dx о cr JЪг. о crJ 7rlc 
Порог а в данном случае назван погрешностью замыкания. 
Разработан метод генерирования размытых контуров на основе аппарата 
цепей Маркова. Матрица переходных вероятностей Р = lPy j описанного Мар-
ковскоrо процесса имеет следующий вид, где i иj- расстояния от точки исход­
ного контура до точки деформированного. 
о 1 2 п 
, r 1/3 2/3 о о 
1 1 /3 +у 113-Р 1/3-сх о 
2 о о 
: l о 113+y*i 1/3-j)*i 113-cx*i о о о о о 
Строки и столбцы данной матрицы соответствуют состояниям Марковско­
го процесса - расстояниям между соответствующими точками размытого и эта­
лонного контуров. 
В заключении сформулированы основные результаты и намечены направ­
ления перспективных исследований. 
ОСНОВНЫЕ РЕЗУЛЬТАТЫ РАБОТЫ 
1. Предложен и разработан алгоритм генерации нечетких случайных чи­
сел с равномерным законом распределения. На основе предложенного алгорит­
ма предложены и разработаны алгоритмы генерирования нечетких случайных 
чисел с нормальным распределением. 
2. Предложены и разработаны алгоритмы генерирования нечетких слу­
чайных чисел с произвольным законом распределения. 
3. Предложен и разработан упрощенный метод построения АНС функ­
циональной аппроксимации, позволяющие повысить эффективность процесса 
оптимизации, используемого Б. Коско и снизить алгоритмическую сложность. 
4. Предлагается набор базовых теоретических и эмпирических методов 
ДЛЯ ИСПОЛЬЗОВаНИЯ В ССМ. 
5. Впервые предлагаются методы тестирования случайных чисел в систе­
мах нечеткого моделирования. 
6. Установлена прямая связь между степенью размытости генерируемых 
нечетких чисел и коэффициентом а их соответствия заданному закону распре­
деления. 
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7. Разработан модуль представления нечеткой информации в СНМ и 
СЛМ, а также ее тестирования. 
8. На основе полученных результатов разработан ряд проrраммных ком­
плексов для различных прикладных областей, что подтверждается 
соответствующими актами о внедрении. 
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