. Motivated by the concept of network motifs we construct certain clustering methods (functors) which are parametrized by a given collection of motifs (or representers).
Clustering is an useful procedure to identify subgroups that exhibit some kind of proximity or similarity in datasets. The practice of clustering metric spaces, with its many algorithms, is well developed [1] . From a theoretical perspective, in [2, 3] the authors invoked the concept of "functoriality" to define desirable properties of maps that send a metric space to a hierarchical clustering of its vertices, and proved that a unique method (i.e. functor), single linkage hierarchical clustering, satisfies these properties. When restricting to the category of metric spaces and injective maps, the same authors found an infinite family of standard (or flat) and hierarchical clustering methods satisfying these same properties. This is a counterpart to a result of Kleinberg [4] , which states that there is no method of standard (as opposed to hierarchical) clustering satisfying certain natural conditions. Date: January 7, 2020. FM was partially supported by NSF grants DMS-1723003, CCF-1740761, and AF-1526513. GV was partly supported by the Coordenação de Aperfeiçoamento de Pessoal de Nível Superior -Brasil (CAPES) -Finance Code 001.
However, when a dataset can no longer be represented as a metric space, the interpretation of a clustering can be more difficult. In [5] , the authors extended their previous work and studied hierarchical clustering of dissimilarity networks: pairs (X, A) where A: X × X → R + satisfies A(x, x ′ ) = 0 ⇔ x = x ′ . Under reasonable conditions, the methods of hierarchical clustering they identified were well behaved and many results, such as stability with respect to a suitable notion of distance between networks, were proved.
We further generalize this line of work and study pairs (X, w X ), where X is a finite set and w X : X × X → R ∪ {+∞} is any function. Any such object, called an extended network (and whose category is denoted by N ext ) can be regarded as a filtration of (directed) graphs. By studying endofunctors F : G → G (where G is the category of graphs) we are able to create many different clustering functors on G. These endofunctors naturally give rise to endofunctors on N ext whose output is a generalization of an ultrametric space (or, equivalently, of a dendrogram). This approach, although not as general as directly dealing with general endofunctors on N ext , turns out to be very useful and simplifies many proofs. For example, the notion of quasi-clustering from [5] can be obtained as in Definition 7.9, whenever G is a transitive graph. Besides this, the study of endofunctors on G is interesting on its own. We borrow the notion of representable methods from [6] and adapt it to the context of endofunctors on G. Given a set of graphs Ω (the representers or motifs), we define F Ω : G → G as a functor that captures "interesting shapes" based on Ω.
From the point of view of applications, in the exploratory stage of the analysis of a given, experimentally measured network, applying a clustering procedure may be useful in identifying different structures within the given network. There is evidence suggesting that biological networks are assembled of building blocks that do not appear to be random [7, 8] . On the contrary, in the context of metabolic networks recent work [9] indicates that only certain particular building blocks are the ones that are most often observed. This of course suggests that when looking at a given network, identifying these building blocks, or motifs, and invoking them in order to process the information conveyed by the network, is of chief importance.
Structure of the paper. Section 2 covers the basic background used throughout the paper. In Section 3 we introduce some endofunctors on G, define a partial order on these and prove some useful properties of such endofunctors; we see that some information about an endofunctor F : G → G can be obtained by just applying it to a small graph with two vertices. Section 4 deals with representable endofunctors, which are symmetric as a direct consequence of the definition. In that section we show that many of the functors described in previous sections turned out to be representable. Section 5 presents the notion of pointed representable functor, which tries to remove the forced symmetry in the definition of usual representable functors. A composition rule is obtained, and it turns out that every endofunctor is pointed representable. In Section 6 we completely characterize the relation between sets of representers Ω 1 and Ω 2 so that the functors represented by them are equal, and show how to "simplify" a given family of representers. In Section 7 we show how an endofunctor F : G → G induces a functor F : N ext → N ext , and explain how properties of F such as symmetry and transitivity are "transferred to" F. Thus, when F is symmetric and transitive, the functor F can be seen as a hierarchical clustering method of extended networks. Moreover, if F : G → G is a non trivial functor, we show a stability result: the distance between F(X) and F(Y) is bounded by the distance between X and Y, for any pair of networks X and Y.
B
The elements of V are called vertices, the elements of E are called arrows (or edges), and |G| denotes the cardinality of V. Notice that with this definition directed graphs have all self loops. We denote an arrow
In all illustrations below we will omit depicting self loops.
To denote that v is a vertex of G, we can write v ∈ G or v ∈ V.
The category G of graphs has as objects all graphs and the morphisms are given by
We call any such map a graph map, and denote an element
Given a graph map φ :
Two graphs G and G ′ are isomorphic if there are graph maps φ : G → G ′ and φ ′ : G ′ → G such that φ • φ ′ and φ ′ • φ are the identity maps on G ′ and G, respectively. Any such φ is called an isomorphism between G and G ′ . Thus, in this case, G is obtained from G ′ by a relabeling of the vertices. Whenever G and G ′ are isomorphic we may write G G ′ .
When G = (V, E) and G ′ = (V ′ , E ′ ) are graphs with V ⊆ V ′ and the inclusion map i : G → G ′ given by i(v) = v, ∀v ∈ V, is a graph map, we will denote this simply by G ֒→ G ′ . In this setting, denote by G ′ ∩ V the graph (V, E ′ ∩ (V × V)).
Consider some interesting subcategories of G:
• G sym , whose objects are symmetric graphs (that is: v
• G trans , whose objects are transitive graphs (that is: v
• G clust = G sym ∩ G trans , whose objects are symmetric and transitive graphs, which later we will regard as encoding a clustering of their sets of vertices.
Some standard notions of connectivity on graphs are the ones that follow. A pair of vertices
Now, given a graph G = (V, E), one defines E (2) ≔ E ⊗ E and, in general, for m ∈ N,
Here are some important graphs that will appear several times in the text:
• K n is the complete graph with n vertices a 1 , . . ., a n and all possible arrows. • D n is the discrete graph (or totally disconnected graph) with n vertices a 1 , . . . , a n and no arrows. • For a given graph G = (V, E), we will denote by K (G) and D (G) the complete graph and the totally disconnected graph with vertex set V, respectively. • L n is the line graph with n vertices a 1 , . . ., a n and arrows a i → a i+1 , i = 1, . . ., n − 1.
• T n is the transitive line graph with n vertices a 1 , . . . , a n and arrows a i → a j , for any 1 ≤ i < j ≤ n. • C n is the cycle graph obtained by adding the arrow a n → a 1 to L n . For any of the above graphs, its vertices will be called a 1 , . . . , a n unless stated otherwise.
E
Definition 3.1. A functor F : G → G is called vertex preserving if for any graph G = (V, E) ∈ G, the graph F(G) has vertex set V and, if given any graph map φ : G → G ′ , we have F(φ) = φ. We will henceforth denote by Funct(G, G) the collection of all such functors. All functors in this work are assumed to be vertex preserving. Whenever we say that F is an endofunctor, we mean that F ∈ Funct(G, G).
That F is a functor means that for every G, G ′ ∈ G and every graph map φ : G → G ′ , we have graphs F(G) and F(G ′ ), and the map F(φ) : F(G) → F(G ′ ) is a graph map.
We will regard two endofunctors F 1 , F 2 as equal when F 1 (G) = F 2 (G), for all G ∈ G. We say that F ∈ Funct(G, G) is symmetric if F(G) ⊆ G sym , and that F is transitive (resp. clustering) if F(G) ⊆ G trans (resp. F(G) ⊆ G clust ).
Definition 3.2. Given two endofunctors
Here are some endofunctors that will be used in the sequel:
• Full disconnection: F disc taking G = (V, E) to the totally disconnected graph D (G) , that is,
• Identity: F id the identity endofunctor. • Transitive closure:
is not a functor. To see why it fails, just consider the inclusion D 2 ֒→ K 2 . Definition 3.5. Define the following partial order on Funct(G, G):
This condition is also sufficient, as we prove next.
Remark 3.9. Even when F(L 2 ) = K 2 , we cannot ensure that F is symmetric. Indeed, let F = F us ∪ F tc . Then F(L 2 ) = K 2 but F(L 3 ) is not symmetric. See Figure 1 . Similarly to Proposition 3.8, we can obtain some information about F by applying it to graphs with just two vertices, as described in the following proposition. Proposition 3.10. Let F be an endofunctor. Then:
Proof.
(1) First notice that if F(D 2 ) D 2 , then F(D 2 ) = K 2 . Indeed, suppose F(D 2 ) has just one arrow. Let p be the graph map p : (D 2 , a 1 , a 2 ) → (D 2 , a 2 , a 1 ). By functoriality, F(D 2 ) must have both arrows a 1 → a 2 and a 2 → a 1 . Now let G = (V, E) ∈ G be a graph with |G| ≥ 2, and let v, v ′ ∈ G. Consider the graph map φ :
(2) With the same argument used in the previous item, we can show that if F(K 2 ) K 2 , then
Consider the graph map φ : (G, v, v ′ ) → (K 2 , a 1 , a 2 ) given by φ(v) = a 1 and φ(x) = a 2 , for any x v. By functoriality, we have a graph map φ : (F(G), v, v ′ ) → (D 2 , a 1 , a 2 ). But then we cannot have v
This contradiction finishes the proof. Corollary 3.11. If F F disc , then F(K n ) = K n , for any n.
Proof. Given any a i , a j ∈ K n , we can consider the graph map φ : (K 2 , a 1 , a 2 ) → (K n , a i , a j ). By functoriality, φ : (F(K 2 ), a 1 , a 2 ) → (F(K n ), a i , a j ) is a graph map. Since F(K 2 ) = K 2 by Proposition 3.10, we have a i
The next proposition is a simple characterization of the transitive closure functor.
Applying F, we obtain the graph map φ :
Proof of Lemma 3.13 . Assume the claim is not true. Then, for any partition {C,
If v j = v ′ for some j we have a contradiction. Furthermore, since at each step v j C j , the process must end when C ′ j contains only one element. Thus, at some step in the process we must have v j = v ′ . Corollary 3.14. If F is transitive and arrow increasing, then F tc ≤ F. It turns out that in the case of G sym we indeed have F(G sym ) ⊂ G sym for any F ∈ Funct(G, G). To prove this, we need the following lemma.
Proof. Suppose G has connected components C 1 , . . ., C k (recall that for symmetric graphs both notions of connectivity coincides).
If v and v ′ are in different connected components, say v ∈ C 1 and v ′ ∈ C 2 , define φ| C 1 ≡ v ′ and φ| C i ≡ v, i 1, and we are done.
If v and v ′ are in the same component, say v, v ′ ∈ C 1 , we define φ| C i ≡ v, i 1, and the problem reduces to defining φ on C 1 . Hence, we can suppose that G is connected.
For any x, y ∈ V, define d(x, y) as the number of arrows in the shortest path connecting x to y. Let
be the graph map from Lemma 3.16. Applying F, we obtain the graph map φ :
R
Given a family Ω of graphs, we consider the functor F Ω : G → G defined as follows: given
Definition 4.1. We say that an endofunctor F is representable (or motivic) whenever there exists a family Ω of graphs such that F = F Ω . In this case we say that F is represented by Ω, the set of representers (or motifs) of F. •
• Let Ω be the set of all graphs with vertex set {x 1 , . . . , x n } and such that for each i = 1, . . ., n−1 it holds exactly one of the following conditions:
F Ω is reminiscent of hub or authority type of connections: a connection between two vertices exists if they are both connected to some other vertex (in some direction). In [10] the authors use this kind of connection to construct simplicial complexes over networks. Remark 4.5. Not all symmetric endofunctors are representable. Consider, for example, F = F ls • F [2] . Then F(C 4 ) has arrows a 1 ↔ a 3 and a 2 ↔ a 4 , that is, F(C 4 ) = K 2 ⊔ K 2 . See Figure 2 . Suppose F = F Ω , for some family of representers Ω. Then we have a graph map
which is a graph with two vertices and no arrows. This implies that F(D 2 ) = K 2 . By Proposition 3.10, we should have F = F comp , a contradiction.
The image of C 4 via F = F ls • F [2] . See Remark 4.5.
Definition 4.6. Given an endofunctor F, we define the set of completions of F by
which is non-empty since D 1 ∈ Comp(F).
Proof. The second inequality is clear:
To prove the first inequality, let G ∈ G and suppose that v Proof. We already have F ≤ F Ω . For the other inclusion, just notice that Ω ⊆ A.
The endofunctors F comp and F disc are, respectively, the maximal and minimal elements of the partial order ≤, because their outputs are "all or nothing" graphs (complete or discrete), that is:
For other F, we have two more constraints:
Proof. Indeed, if F F disc , then by Proposition 3.10 we have F(K 2 ) = K 2 . Thus, by Proposition 4.7,
Then v and v ′ are in different weak connected components of G, say C and C ′ . Thus, the surjective map φ : G → D 2 given by φ(C) = v and φ(G \ C) = v ′ is a graph map and, by functoriality, F(D 2 ) D 2 . Thus, F = F comp .
P
For a representable functor F Ω , we have v
. Now we will adapt this definition in order to obtain, in some cases, non-symmetric endofunctors. In order to do this, we will distinguish which vertices z, z of ω satisfy φ(z) = v and φ( z) = v ′ . Definition 5.1. Let G * be the category whose objects are all triples
Given a set Ω * of pointed graphs, consider
When F = F Ω * for some Ω * ⊂ G * , we say that F is pointed representable, and is represented by Ω * .
Example 5.2.
If Ω * consists exactly of:
• (ω, z, z), then F Ω * = F disc , for any ω ∈ G and z ∈ ω.
In blue: the graph ω, with dashed arrows. In red: the graph ω e . In green: the graph ω e ′ . The graph Z is obtained excluding from the picture the blue dashed arrows. See Definition 5.4.
• (L 2 , a 1 , a 2 ), then F Ω * = F id , the identity functor. Remember that L 2 has vertex set {a 1 , a 2 } and an arrow a 1 → a 2 .
. • {(L n , a 1 , a n ), n ∈ N}, then F Ω * = F tc . Any representable functor F Ω is equal to a pointed representable functor, just taking as representer the set of all possible pointed graphs induced by Ω. More precisely: Proof. It is clear that F P * (Ω) ≤ F Ω . Now we prove the remaining inequality. Given G ∈ G, by definition, v
. This is equivalent to the condition that there
Let's consider some standard notation that will ease the reading of what follows: for any graph G = (V, E), the maps s, t : E → V are defined by s(e) = v and t(e) = v ′ , for any e = (v, v ′ ) ∈ E. These functions are called the source and target, respectively. Thus, for any e ∈ E we have
When computing the composition F Ω * 2 • F Ω * 1 , for two families of pointed graphs Ω * 1 and Ω * 2 , we encounter the following construction. Let (ω, z, z) ∈ Ω * 2 . For every arrow e in ω, one "attaches" to ω an arbitrary graph (ω e , z e , z e ) ∈ Ω * 1 by identifying z e with s(e) and z e with t(e). After doing this to all the arrows in ω, we delete the original arrows of ω and only keep the "attached" ones, and thus obtain another graph, let's say Z. See Figure 3 for an illustration.
Definition 5.4. Let (ω, z, z) ∈ G * with vertex set V ω and arrow set E ω , and let Ω * 1 be a set of pointed graphs. Let F : E ω → Ω * 1 be any function assigning edges from E ω to pointed graphs in Ω * 1 . For each e ∈ E ω denote by (ω e , z e , z e ) the element F(e) and denote its vertex set by V ω e . Define a graph ω F as follows:
(1) The vertex set of ω F is the quotient of the disjoint union
where for every e ∈ E ω we identify s(e) ∼ z e and t(e) ∼ z e .
(2) There is an arrow from x to y in ω F ⇔ x and y are both contained in some ω e and x ω e − − → = y. Since z, z ∈ ω F , we can consider the pointed graph (ω F , z, z). Notice that for all e ∈ E ω we have natural inclusions ι e : (ω e , z e , z e ) ֒→ (ω F , s(e), t(e)).
Define the composition of the single pointed graph (ω, z, z) with the whole set Ω * 1 as
which we will refer to as the composition of Ω * 2 with Ω * 1 . Theorem 5.5. Composition of representable functors is also representable. More precisely, given Ω * 1 and Ω * 2 two families of pointed graphs, we have
Denote the vertex set of ω by V ω and the arrow set by E ω . Since φ is a graph map, for each e ∈ E ω we have φ(s(e))
. Then, for every e ∈ E ω there are (ω e , z e , z e ) ∈ Ω * 1 and a graph map φ e : (ω e , z e , z e ) → (G, φ(s(e)), φ(t(e))). Let F : E ω → Ω * 1 be defined by F(e) = (ω e , z e , z e ).
The graph maps φ and φ e induce a graph map ψ : (ω F , z, z) → (G, v, v ′ ) (notice that if x ∈ ω e and y ∈ ω e ′ with e e ′ , then there is no arrow between x and y in ω F ). This implies that v
with vertex set V ω and arrow set E ω , and for some F : E ω → Ω * 1 , where F(e) = (ω e , z e , z e ). Consider the graph maps φ e : (ω e , z e , z e ) → (G, ψ(s(e)), ψ(t(e))) obtained by restricting the domain of ψ, that is: φ e = ψ| ω e . Thus, φ e (s(e))
. This is indeed a graph map since for any e ∈ E ω we have φ(s(e)) = φ e (s(e)) F 1 (G) − −−− → φ e (t(e)) = φ(t(e)).
Example 5.6. In Remark 4.5 we have seen that F = F ls • F [2] is not representable. However, this endofunctor is pointed representable: F [2] is pointed represented by a line graph with 3 vertices, The interesting part of Theorem 5.5 is the formula for the composite, since it turns out that every endofunctor is pointed representable.
For any endofunctor F, let
Remark 5.7 (Interpretation of Ω * F ). The set Ω * F is composed of all graphs (ω, z, z) such that F(ω) has at least one arrow, together with all arrows z → z generated by F. Intuitively, Ω * F is the collection of all possible arrows that F can create, thus it is not surprising that all the information of F is contained in Ω * F as stated by the following theorem. − −− → z, and since φ is a graph map we also have v
is a graph map, it follows that v
The set Ω * F is often unnecessarily large. For example, if F = F comp , then Ω * F is the set of all pointed graphs. Reducing its size is the content of the next section.
S
Given a set Ω * of pointed graphs, can one find a simpler (in some suitable sense) Ω * 0 such that F Ω * = F Ω * 0 ? A necessary and sufficient condition for this is the following. Definition 6.1. We say that (ω 2 , z 2 , z 2 ) covers (ω 1 , z 1 , z 1 ) if there is a graph map p : (ω 2 , z 2 , z 2 ) → (ω 1 , z 1 , z 1 ). Given two families of graphs Ω * 1 and Ω * 2 , we say that Ω * 2 covers Ω * 1 if for any (ω 1 , z 1 , z 1 ) ∈ Ω * 1 , there is (ω 2 , z 2 , z 2 ) ∈ Ω * 2 that covers (ω 1 , z 1 , z 1 ). We denote this by Ω *
For the next two results, let Ω * 1 and Ω * 2 be two families of pointed graphs, and let the endofunctors they represented be denoted by F 1 = F Ω * 1 and F 2 = F Ω * 2 , respectively.
Proof. Let's prove the (⇐) implication first. Suppose v
Since Ω * 1 Ω * 2 , there are (ω 2 , z 2 , z 2 ) ∈ Ω * 2 and a graph map p : (ω 2 , z 2 , z 2 ) → (ω 1 , z 1 , z 1 ).
− −−−− → z 1 follows from the fact that F 1 ≤ F 2 . By definition, there are (ω 2 , z 2 , z 2 ) ∈ Ω * 2 and a graph map p : (ω 2 , z 2 , z 2 ) → (ω 1 , z 1 , z 1 ). This proves that Ω * 1 Ω * 2 . Corollary 6.3. We have F 1 = F 2 ⇔ Ω * 1 Ω * 2 and Ω * 2 Ω * 1 . Via Proposition 5.3 we can obtain a theorem similar to Theorem 6.2 which applies in the case of standard (non pointed) representable functors.
Definition 6.4.
Let Ω 1 and Ω 2 be any two families of graphs. We say that Ω 2 covers Ω 1 if for any ω 1 ∈ Ω 1 and z 1 , z 1 ∈ ω 1 , there are ω 2 ∈ Ω 2 and a graph map p : ω 2 → (ω 1 , z 1 , z 1 ). We denote this by Ω 1 Ω 2 . Notice that Ω 1 Ω 2 is equivalent to P * (Ω 1 ) P * (Ω 2 ), where P * is as in Proposition 5.3.
Corollary 6.5.
Let Ω 1 and Ω 2 be two families of graphs. Then F Ω 1 ≤ F Ω 2 ⇔ Ω 1 Ω 2 .
Proof. We already know that Ω 1 Ω 2 ⇔ P * (Ω 1 ) P * (Ω 2 ). By Proposition 5.3, F Ω 1 = F P * (Ω 1 ) and F Ω 2 = F P * (Ω 2 ) . Then,
where the second equivalence follows by Theorem 6.2. Example 6.6. Given Ω * ⊂ G * and (ω 0 , z 0 , z 0 ) ∈ Ω * , let
Then Ω * 0 ⊆ Ω * implies Ω * 0 Ω * , and, moreover, we have Ω * Ω * 0 . Thus, F Ω * = F Ω * 0 . We can regard Ω * 0 as a simplification of Ω * which yields the same pointed representable functor.
Consider, for example, Ω * = {(L n , a 1 , a n ), n ≤ m}, for a given m ∈ N. Then, choosing (L m , a 1 , a m ) as the pointed graph (ω 0 , z 0 , z 0 ) above, we obtain Ω * 0 = {(L m , a 1 , a m )} and F [m] = F Ω * = F Ω * 0 , that is: we can "throw away" every (L n , a 1 , a n ) with n < m and still obtain the same functor. When Ω * = {(L n , a 1 , a n ), n ∈ N}, however, we cannot obtain a finite family Ω * 0 such that F Ω * = F Ω * 0 . Another example: take Ω * as the set of all pointed graphs, and Ω * 0 = {D 2 }. We have Ω * 0 Ω * because Ω * 0 ⊂ Ω * , and Ω * Ω * 0 , since for any (ω, z, z) ∈ Ω * the map φ : (D 2 , a 1 , a 2 ) → (ω, z, z) is a graph map. Thus, F Ω * = F Ω * 0 = F comp . 6.1. Clustering functors. We already know (Proposition 4.4) that any representable functor F Ω is symmetric. We now establish conditions under which F Ω turns out to be a clustering functor (that is, F Ω is also transitive). Definition 6.7. For any G 1 , G 2 ∈ G, v 1 ∈ G 1 and v 2 ∈ G 2 , define the wedge product of (G 1 , v 1 ) and
that is: we identify v 1 and v 2 in the disjoint union G 1 ⊔ G 2 . Given two families of graphs Ω 1 and Ω 2 , define
We say that Ω is wedge covered whenever Ω ∨ Ω Ω. Theorem 6.8. Ω is a wedge covered family of graphs ⇔ F Ω is a clustering functor.
Proof. Let's prove the (⇒) implication first. Let G be a graph. Suppose that v 1
Then, for some ω 1 , ω 2 ∈ Ω, there exist graph maps φ 1 :
Since Ω is wedge covered, there areω ∈ Ω and a graph map
That F Ω is symmetric follows from it being representable. Now let's prove the (⇐) implication. Let z 1 ∈ ω 1 ∈ Ω and z 2 ∈ ω 2 ∈ Ω. Consider G = (ω 1 , z 1 ) ∨ (ω 2 , z 2 ). Let v, v ′ ∈ G. Consider the inclusions i 1 : ω 1 ֒→ G and i 2 :
By definition of wedge covered, there are ω ∈ Ω and a graph map p : ω → (G, v, v ′ ). The cases when both v, v ′ ∈ i 1 (ω 1 ) or v, v ′ ∈ i 2 (ω 2 ) are immediate. This proves that Ω is wedge covered. Example 6.9. Two important examples of wedge covered families are:
(1) the set of arbitrary size reciprocal line graphs: Ω = {F us (L n ), n ∈ N}. F Ω is called the reciprocal clustering functor, denoted by F rec . Notice that F us (L n ) has vertex set {a 1 , . . . , a n } and arrows a i ↔ a i+1 , for i = 1, . . ., n − 1. (2) the set of arbitrary size cycle graphs Ω = {C n , n ∈ N}. The functor F Ω is called the non-reciprocal clustering functor, denoted by F nrec .
R
In this section we will explore how functors F : G → G induce functors on the category of networks (and, as special case, metric spaces). This will allow us to create clustering functors which can be visualized as treegrams.
7.1. Hierarchical clustering of extended networks. We now introduce a suitable notion of network. Definition 7.1. An extended network is a pair X = (X, w X ), where X is a finite set, and w X :
for any x, x ′ ∈ X, with the convention that a < +∞, for all a ∈ R.
Denote by N ext the category of extended networks and network maps. Dropping the prefix "extended" means that the codomain of the weight function is R, instead of R ∪ {+∞}. Thus, the category N of networks (see [11] ) is a subcategory of N ext .
For any X = (X, w X ) ∈ N ext and ǫ ∈ R, define the graph X ǫ with vertex set
and where we consider the minimum over the empty set to be +∞. This is equivalent to stating that
The functoriality of F guarantees that φ ǫ : F(X ǫ ) → F(Y ǫ ) is also a graph map, and the following
An extended network X = (X, w X ) is said to be symmetric if w X is symmetric, that is, w X (x, x ′ ) = w X (x ′ , x), for any x, x ′ ∈ X. We denote the category of symmetric extended networks by N sym ext , and we write N sym = N ∩ N sym ext . Thus, X ∈ N sym ext implies that X ǫ ∈ G sym for all ǫ. Definition 7.2. An extended ultranetwork is an extended network X = (X, u X ) that satisfies the strong triangle inequality: u X (x, x ′′ ) ≤ max{u X (x, x ′ ), u X (x ′ , x ′′ )} for all x, x ′ , x ′′ ∈ X. This implies that X ǫ ∈ G trans for all ǫ. Denote by U ext the subcategory of N ext whose objects are the extended ultranetworks, and the obvious analogues adding the modifiers "symmetric" or "extended": U, U sym ext and U sym . Any X = (X, u X ) ∈ U sym ext can be mapped to a function T X : R → SubPart(X), where SubPart(X) is the set of partitions of subsets of X and T X (ǫ) is the quotient of V(X ǫ ) by the following equivalence relation: x∼ ǫ x ′ ⇔ u X (x, x ′ ) ≤ ǫ. The map T X , called a treegram, satisfies the following properties:
• (Boundary conditions) T X (ǫ) = ∅, for ǫ < ǫ 0 = min
x,x ′ ∈X u X (x, x ′ ); and T X (ǫ) = T X (ǫ 1 ) for
• (Right continuity) For any ǫ, there exists δ > 0 such that T X (ǫ) = T X (ǫ +r), for any r ∈ [0, δ].
The term "treegram" is taken from [12] , but here it is a bit more general since we don't need condition 2 in [12, Definition 1]: that T X (ǫ) = {X } for some ǫ. We depict a treegram as in Figure 5 . Reading it from left to right, a vertex x appears in the tree at the parameter u X (x, x) and merges with x ′ at parameter u X (x, x ′ ). See Example 7.3. Example 7.3. Let X = (X, u X ) ∈ U sym ext be as follows: X is the set {x 1 , . . . , x 4 } and u is given by the following matrix:
where the entry (i, j) of the matrix is u X (x i , x j ). We can depict X as in Figure 5 .
A graphical representation of the treegram associated to X (see Example 7.3). Notice that two branches may never merge. Remark 7.4. Let F 1 , F 2 : G → G with F 1 ≤ F 2 , and X = (X, w X ) ∈ N ext . Let F 1 (X) = (X, w F 1 ) and F 2 (X) = (X, w F 2 ). For any ǫ ∈ R, we have F 1 (X ǫ ) ֒→ F 2 (X ǫ ). Then for any x, x ′ ∈ X, we have w F 2 (x, x ′ ) ≤ w F 1 (x, x ′ ). Definition 7.5 (Axiom of value). We say that the endofunctor F : G → G satisfies the axiom of value (for graphs), or simply A1, if F(L 2 ) = D 2 and F(K 2 ) = K 2 . This definition is analogous to the one in [5] .
Notice that the condition F(L 2 ) = D 2 implies F(D 2 ) = D 2 . Remark 7.6. In [5] , the authors are concerned with functors
where N dis is the subcategory of N whose objects are dissimilarity networks: pairs (X, w X ) where w X (x, x ′ ) ≥ 0 for all x, x ′ ∈ X, and w X (x, x ′ ) = 0 ⇔ x = x ′ . Such functors are required to satisfy that Y ≔ H(X) be a symmetric ultranetwork for all X ∈ N dis . The axiom of value (for networks) of [5] states that if for some ǫ one has X ǫ = D 2 or L 2 then Y ǫ = D 2 , and if X ǫ = K 2 then Y ǫ = K 2 . This definition in turn inspired Definition 7.5 . It is true that if F : G → G satisfies the axiom of value (for graphs) then F satisfies the axiom of value (for networks). However, not all functors H are equal to some F, as shown by Example 7.7 below. Example 7.7. Let H : N dis → N dis be the grafting functor of [5, Proposition 3] . It is defined, for a given β > 0, as follows:
for any X ∈ N dis . Take β = 2 and X = (X, w X ) where X = {x 1 , x 2 , x 3 } and the weight map w X in matrix form is (see Figure 6 )
Thus, X ǫ = ∅ for ǫ < 0, X β C 3 , and If H were equal to F, for some endofunctor F, we should have, for ǫ = 2,
Example 7.7 above shows that not all functors H : N dis → N dis arise as some F. On the other hand, the functors F have as domain the category of extended networks, which contains the category of dissimilarity networks. Most functors H : N dis → N dis in [5] are equal to some F: the reciprocal, non-reciprocal, semi-reciprocal, directed single linkage and unilateral functors. Another advantage of considering functors F is that they are simpler in the sense that we can work at the graph level instead of the network level: in order to determine F(X) ǫ all we need to consider is X ǫ , in contrast to the representable functors of [2] , which implicitly assume knowledge of the network at (some) parameters greater than ǫ. As a consequence, the proofs are much shorter, including the proof of stability (see Theorem 7.22) , which has as a corollary the stability of all functors mentioned in the previous sentence. Remark 7.8. Property A1 is not related to symmetry nor transitivity, as the following examples show:
• F transitive F satisfies A1. To see this, consider F tc . is a partition of V which can be given as the following equivalence relation:
Notice that G P is the graph with vertex set P that has the least possible number of arrows such that π : G → G P is a graph map; that is: if G ′ is another such graph, then G P ֒→ G ′ . Proposition 7.10. Let F Ω be a representable functor with D 1 Ω. Then F Ω satisfies A1 ⇔ for any ω ∈ Ω and any partition P = {A, B} of V ω (the vertex set of ω) into two blocks, we have ω P = K 2 (as in Definition 7.9).
Proof. The claim follows from the following equivalences:
• F Ω (D 2 ) = D 2 ⇔ every ω ∈ Ω is connected ⇔ for any partition P = {A, B} of V ω into two blocks, we have ω P D 2 . • F Ω (L 2 ) = D 2 ⇔ for any ω ∈ Ω, there is no surjective graph map ω → L 2 ⇔ for any ω ∈ Ω and any partition P = {A, B} of V ω into two blocks, we have ω P = K 2 . • F Ω (K 2 ) = K 2 ⇔ some ω ∈ Ω has more than one vertex. Remark 7.11. Theorem 7.17 below states that F rec ≤ F ≤ F nrec for all clustering functors F satisfying A1. In order to prove this, we will adapt the ideas that led to the proof of [5, Theorem 4] to the setting of functors F arising from functors F : G → G clust . Definition 7.12 (Extended axiom of value). We say that F : G → G clust satisfies the extended axiom of value (or simply A1 ′ ) if F(T n ) = D n and F(K n ) = K n , ∀n ∈ N.
Proof. Let's prove the (⇒) implication. Pick a i , a j ∈ T n with i < j. Consider the partition A = {a k | k < j}, B = {a k | k ≥ j} and the graph map φ : T n → L 2 given by φ(A) = b 1 and φ(B) = b 2 , where b 1 → b 2 is the only arrow in L 2 . By functoriality of F, φ : F(T n ) → F(L 2 ) = D 2 is a graph map. Thus, we cannot have a i F(T n ) − −−− → a j . Since F(T n ) is symmetric and a i and a j were arbitrary, we have F(T n ) = D n . That F(K n ) = K n follows from Proposition 3.11, since F satisfies A1, which implies F F disc . Now let's prove the (⇐) implication. Taking n = 2 gives us T 2 = L 2 . This implies that F(L 2 ) = D 2 and F(K 2 ) = K 2 . Definition 7.14. We say that a graph G has no cycles if there exists no sequence of points v 1 , . . ., v m ∈
This is equivalent to imposing that F {C n } (G) = D (G) for any n ≥ 2, where C n is the cycle graph. Lemma 7.15. If G = (V, E) ∈ G has no cycles, then there is a bijective map φ : V → A T n , where n = |V | and A T n = {a 1 , . . . , a n } is the vertex set of the graph T n . Moreover, φ is a graph map.
Proof. If the claim were false,
Since |V | = n, we must have v i = v j for some i, j, which would contradict the assumption that G has no cycles.
Thus, the map φ : G → T n given by φ(v * i ) = a i , i = 1, . . ., n, is a bijective graph map. 
For the second inequality, letG = G F nrec = (Ṽ,Ẽ) as in Definition 7.9.
Claim 7.17.1.G has no cycles.
Proof. Indeed, if we had a cycle x 1 → x 2 → · · · → x n → x 1 inG, this would imply that there are
Consider the graph map given by the projection π :
Now for the leftmost inequality
Consider the graph maps φ i : K 2 → (G, v i , v i+1 ) for i = 1, . . . , n. Then we also have graph maps φ i :
Corollary 7.18. Let F : G → G clust be a functor satisfying A1. For any extended network X = (X, w X ), denoting F(X) = (X, u F X ), F nrec (X) = (X, u nrec X ) and F rec (X) = (X, u rec X ), we have u nrec X ≤ u F X ≤ u rec X . Proof. Follows from Theorem 7.17 and Remark 7.4. Remark 7.19. We can define, as in [5] , an alternative axiom of value: we say that F : G → G trans satisfies axiom A1 ′′ if F(D 2 ) = D 2 and F(L 2 ) = L 2 (which implies F(K 2 ) = K 2 ). By Proposition 3.12, F tc is the unique endofunctor on G that satisfies this axiom.
Restricted to U sym , the map F tc is called network single linkage hierarchical clustering functor (see [12] ).
When X = (X, w X ) is a dissimilarity network and we write F tc (X) = (X, u tc ), the value u tc (x, x ′ ) is called the directed minimum chain cost of (x, x ′ ) in [5] , and F tc is the directed single linkage. Our result is in agreement with [5, Theorem 7] , which states that directed single linkage is the unique functor satisfying A1 ′′ (for dissimilarity networks). 
This gives us a simple recipe to construct clustering functors on (extended) networks: just take F for F = F 2 • F 1 as above.
Stability.
In [6] the authors defined a distance on the collection of all dissimilarity networks, and in [11] this distance, denoted by d N , was extended to the collection of all networks. Using this distance, we can then ask whether a map F : N → N , for some endofunctor F, is stable with respect to d N . More precisely: given two networks X and Y, is it true that d N F(X), F(Y) ≤ d N (X, Y)? Definition 7.21 ([11] ). Let X = (X, w X ), Y = (Y, w Y ) be two networks. A correspondence between X and Y is a subset R ⊆ X ×Y such that the projections π X : R → X and π Y : R → Y are surjective. Denote by C(X, Y ) the set of all correspondences between X and Y. The distortion of R (with respect to X and Y) is the quantity dis(R; X, Y) ≔ max (x,y),(x ′ ,y ′ )∈R w X (x, x ′ ) − w Y (y, y ′ ) .
The network distance between X and Y is defined as
dis(R; X, Y).
We refer the reader to [11] to see why this is a generalization of the Gromov-Hausdorff distance and the proof that it is actually a pseudometric, among other properties. Proof. Let R ∈ C(X, Y ) be such that η ≔ dis(R; X, Y) = 2d N (X, Y). Write F(X) = (X, w F X ) and F(Y) = (Y, w F Y ).
Let (x, y), (x ′ , y ′ ) ∈ R. Let φ : X → Y be given by φ(x) = y, φ(x ′ ) = y ′ and φ(a) = b, for any choice of b ∈ Y such that (a, b) ∈ R, a x, x ′ . Claim 7.22.1. The map φ induces a graph map φ ǫ : X ǫ → Y ǫ+η given by φ ǫ (a) = φ(a) ∀ǫ.
Proof. Indeed, suppose a X ǫ − − → = a ′ , that is, w X (a, a ′ ) ≤ ǫ. Since (a, φ(a)), (a ′ , φ(a ′ )) ∈ R, we have |w X (a, a ′ ) − w Y (φ(a), φ(a ′ ))| ≤ η ⇒ w Y (φ(a), φ(a ′ )) ≤ w X (a, a ′ ) + η ≤ ǫ + η, i.e., φ(a)
Observe that ǫ is finite since F F disc and for some δ ∈ R we will have that X δ and F(X δ ) are complete graphs.
Further, notice that the map φ ǫ satisfies φ ǫ : (X ǫ , x, x ′ ) → (Y ǫ+η , y, y ′ ). The functoriality of Proof. Indeed, H nrec = F nrec , H rec = F rec , H u = F where F = F tc • F us , and H dsl = F tc . 7.3. Hierarchical clustering of a graph. An extended network can be seen as a sequence of nested graphs. The method studied in Section 7.1 arose by applying an endofunctor to this sequence.
An alternative approach is to fix one graph and consider many "nested" endofunctors, as in the following definition. Definition 7.24. Let Ω 1 , Ω 2 , . . . , Ω n be families of graphs with Ω 1 Ω 2 . . . Ω n . Let F i ≔ F tc • F Ω i , for all i = 1, . . ., n. Since F tc is arrow increasing and F Ω i ≤ F Ω i+1 , i = 1, . . ., n − 1, we have n clustering functors F 1 ≤ F 2 ≤ · · · ≤ F n . Take F 0 ≔ F disc and F n+1 ≔ F comp . For a given graph G = (V, E), define u : V × V → R by
We call (V, u) the (symmetric extended) ultranetwork of G obtained from Ω 1 , . . ., Ω n .
Note that it is not interesting to have F i = F j for i j. The sets Ω i = {K i+1 } are an example of this, since F i = F tc • F us , for any i ≥ 1. Example 7.25. For k = 1, . . . , 4, let Ω k = {C k+1 }. Let G be the graph of Figure 7 (left). The ultranetwork of G obtained from Ω 1 , . . ., Ω 4 is depicted in Figure 7 The following proposition states when Ω i satisfies F i (L 2 ) = K 2 , for some i, then all F j with j > i are redundant.
Proposition 7.26.
If Ω is such that F Ω (L 2 ) = K 2 , then F tc • F Ω = F conn or F comp .
Proof. Let G ∈ G. Then F Ω (L 2 ) = K 2 implies F us ≤ F. Thus, F conn = F tc • F us ≤ F tc • F. By Proposition 4.9, F tc • F = F conn or F comp .
D
The definition and properties of endofunctors F that carry a notion of density (as in [2] ) can be done with a more general construction relying on simplicial complexes. This will be the subject of an upcoming paper. See [13] for a rendition of the idea of motivic clustering in the context of graphons. 
