We consider the chain ladder reserving method in a Bayesian set up, which allows for combining the information from a specific claims development triangle with the information from a collective. That is, for instance, to consider simultaneously own company specific data and industry-wide data to estimate the own company's claims reserves. We derive Bayesian estimators and credibility estimators within this Bayesian framework. We show that the credibility estimators are exact Bayesian in the case of the exponential dispersion family with its natural conjugate priors. Finally, we make the link to the classical chain ladder method and we show that using non-informative priors we arrive at the classical chain ladder forecasts. However, the estimates for the mean square error of prediction differ in our Bayesian set up from the ones found in the literature. Hence, the paper also throws a new light upon the estimator of the mean square error of prediction of the classical chain ladder forecasts and suggests a new estimator in the chain ladder method.
INTRODUCTION
Claims reserving is one of the basic actuarial tasks in the insurance industry. Based on observed claims development figures (complete or incomplete development triangles or trapezoids) actuaries have to predict the ultimate claim amount for different lines of business as well as for the whole insurance portfolio. They are often confronted with the problem that the observed development figures within a given loss development triangle heavily fluctuate due to random fluctuations and a scarce data base. This makes it difficult to make a reliable forecast for the ultimate claim. In such situations, actuaries often rely on industry-wide development patterns rather than on the observed company data. The question then arises, when and to what extent should one rely on the industry-wide data. A similar question arises when considering different lines of business. If the data of a line of business is too scarce, one typically considers the development pattern of other similar lines of business. Here, again, the question occurs how much should one rely on the claims experience of other similar lines of business and how much weight should one give to the observations of the individual line under consideration.
The mathematical tool to answer such kind of questions is credibility theory. The point is that besides the specific claims development triangle there are also other sources of information available (so-called collective information such as the development pattern of industry-wide data, the development figures of other "similar" lines of business or expert opinion), which may tell something about the future development of the claims of the specific claims development triangle in question. Credibility theory allows for modelling such situations and gives an answer to the question of how to combine specific and collective claims information to get a best estimate of the specific ultimate claim amount.
In claims reserving, various models and methods are found in the literature, for an overview we refer to England and Verrall [5] and Wüthrich and Merz [21] . In the following we concentrate on the chain ladder reserving method which is still one of the best known and most popular method in the insurance practice. However, the basic idea of this paper, namely to consider a Bayesian set up and to use credibility techniques for estimating the ultimate claim amount can be transformed to any other claims reserving method.
CLASSICAL CHAIN LADDER
Assume that C i, j denotes the total cumulative claim of accident year i ! {0,… , I } at the end of development period j ! {0, …, J}. Without loss of generality, we assume that the development period is one year. Usually, C i, j denotes either cumulative claims payments or claims incurred, but it could also be another quantity like, for instance, the number of reported claims. We assume that the claims development ends at development year J and that therefore C i, J is the total ultimate claim amount of accident year i. Throughout this paper, C i, j is referred to as claim of accident year i at the end of development year j and C i,J as the ultimate claim. The exact definition of "claim" depends on the situation and on the claims data considered (cumulative payments or claims incurred). At time I we have observations (upper left trapezoid) D I = {C i, j : 0 # i # I, 0 # j # J, i + j # I }, (2.1) and the random variables C i, j need to be predicted for i + j > I. In particular, we want to predict for each accident year i the ultimate claim C i, J and the outstanding loss liabilities (if C i, j refers to payments)
We define for j = 0,1, …, J The chain ladder method was originally understood as a deterministic algorithm for setting claims reserves without having an underlying stochastic model in mind. The basic assumption behind the chain ladder method is that successive column vectors {C i, j : i = 0,1, …,I } for j = 0, …, J are, up to random fluctuations, proportional to each other, i.e.
C i, j +1 -f j C i, j (2.5) for appropriate constants f j > 0. These factors f j are called chain ladder factors, development factors or age-to-age factors. The chain ladder algorithm is such that at time I the random variables C i, k for k > I -i are predicted by the chain ladder forecasts i.e. we have to add the difference between the incurred claims C i, I -i and the cumulative payments C i, I -i paid . Both are known at time I, i.e. the difference between (2.9) and (2.8) is a known constant, which has no impact on the reserving problem and the associated uncertainty. Without loss of generality we therefore just consider the reserves as defined in (2.8).
It is the merit of Mack [10] M2 There exist constants f j > 0 and s j 2 > 0, such that for all i ! {0, 1, …,I } and for all j = 0,1,…, J -1 we have
Note that Mack's model is a distribution-free model making only assumptions on the conditional first and second moments. The advantage of an underlying stochastic model is that it does not only yield a point estimate for the ultimate claim but that it also allows for estimating the standard error of the chain ladder prediction. A formula for estimating the mean square error of prediction was derived in Mack [10] . This formula was the subject of discussions and of further investigations for example in Barnett and Zehnwirth [1] , Buchwalder et al. [2] , Mack et al. [13] , Gisler [6] and Venter [17] .
In the literature, one finds also other stochastic models leading to the chain ladder forecasts given by (2.6) and (2.7), in particular the (overdispersed) Poisson model with maximum likelihood estimators leads also to the chain ladder reserves. More details on these models and a comparison of other models related to the chain ladder method can be found in Mack [9] , England and Verrall [5] , Mack and Venter [12] , Hess and Schmidt [7] , and Mack [11] . However, in our opinion, Mack's model reflects best the very idea behind chain ladder method.
In this paper we introduce a Bayesian chain ladder model, which is the Bayesian counterpart to Mack's model. We will see later that under certain conditions and by using non-informative priors, the chain ladder forecasts in the Bayesian model are the same as in the classical chain ladder model. However, the estimators of the mean square error of prediction are different to the ones given in Mack [10] . Moreover, we would like to remark that the Bayesian model considered in this paper is different to the Bayesian models considered for the increments D i, j = C i, j -C i, j -1 in Verrall [18] and [19] In the sequel it is useful to define for j = 0, …, J
which is the set of observations up to development period j at time I. It is convenient to switch from the random variables C i, j to the random variables Y i, j (individual development factors) defined by
Without loss of generality we assume in ( 
the column vectors of the observed Y-trapezoid and by
The chain ladder assumptions (2.10) and (2.11) are then equivalent to
In the chain ladder methodology and in the underlying stochastic chain ladder model of Mack, only the individual data of a specific claims development triangle or claims development trapezoid are considered and modelled. In this paper we also want to make use of prior information or of portfolio information from other "similar" risks, from which we can possibly learn something about the unknown claims development pattern of the considered specific claims data. To do this, we have to consider the chain ladder methodology in a Bayesian set up. This is described in the next section.
BAYES CHAIN LADDER
In the Bayesian chain ladder set up, the unknown chain ladder factors f j , j = 0,1, …, J -1, are assumed to be realizations of independent positive, real valued random variables F j . We denote by
the random vector of the F j 's and by
a realization of F. In the Bayes chain ladder model it is assumed that conditionally, given F, the chain ladder Model Assumptions 2.1 are fulfilled.
Model Assumptions 3.1. (Bayes chain ladder)
B1 Conditionally, given F, the random variables C i, j belonging to different accident years i ! {0, 1, …, I } are independent.
B2 Conditionally, given F and 
B3 {F 0 , F 1 ,…, F J-1 } are independent and positive.
Remarks:
• The conditional expected value of Y i, j , given F and
only on the unknown chain ladder factor F j and not on the chain ladder factors F k of other development years k ! j.
• In (3.2) C i, j plays the role of a weight function, i.e. the conditional variance
Note that the nominator of (3.2) may depend on F j .
• Of course, the unconditional distribution of F does not depend on D I . The distributions of the F j 's are often called structural function.
• We define
which is the estimator of the chain ladder factor f j in the classical chain ladder model (see (2.7)). Then it follows from Model Assumptions 3.1 that • Conditionally, given F, {C i, j : j = 0, 1, …, J} possess the Markov property, i.e. the conditional distribution of C i, j +1 given {C i, k : k = 0,1, …, j} depends only on the last observation C i, j and not on the observations C i, k for k < j. This is a slightly stronger assumption than assumption M2 of Mack (Model Assumptions 2.1), where only the conditional first and second moments and not the whole conditional distribution depends on the last observation C i, j .
• Conditionally, given F, {Y i, j : j = 0,1, …, J -1} are uncorrelated and (3.5)
(3.5) is a well known result from Mack [10] . Note however, that the Y i, j in (3.5) are only uncorrelated but not independent (see Mack et al. [13] ).
• It is sometimes convenient to consider the increments
and to define the incremental chain ladder factors F j and the corresponding incremental observations Y i, j by • Our goal is to find best predictors of C i, j for i + j > I, given the observations D I .
In the Bayesian framework it is assumed that the distribution of the data (Y i, j ) given F as well as the distributions of the F j 's are specified. Then Bayes' theorem allows for the calculation of the posterior distribution of F given the data. The next theorem gives the result for this calculation. In practice, the conditional distribution of the data given F as well as the prior distributions of the F j 's are mostly unknown. What can be done in such cases is the subject of Section 4. Remark:
• Because of (3.7), Theorem 3.2 holds also true for F 0 , F 1 , …, F J -1 .
CREDIBILITY FOR THE CHAIN LADDER RESERVING METHOD

Proof of Theorem 3.2.
To simplify notation, we use in the remainder of this section the following terminology: for j = 0,1, …, J -1, the distribution functions of the random variables F j are denoted by U( f j ), i.e. we use the same capital U for different distribution functions and the argument f j in U( f j ) says that it is the distribution function of F j . Analogously, we denote the conditional distribution of the data, given
where
For the joint posterior distribution of F given the observations D I we find • Z Bayes also minimizes the conditional quadratic loss, i.e.
Let C i, J be a predictor of the ultimate claim C i, J based on the observations D I .
Definition 3.5. The conditional mean square error of prediction of C i, J is defined by
Denote by
the corresponding claims reserves estimate. Then, note that
From (3.14) follows that
is the best estimator minimizing the conditional mean square error of prediction (3.15).
Theorem 3.6. Under Model Assumptions 3.1 we have
j , i J C C F ,
Bayes i I i
Bayes
for J > I -i, where F j Bayes denotes the Bayes estimator of F j .
Remarks:
• The corresponding claims reserves estimate is given by
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• If we consider the incremental chain ladder factors F j , we obtain from (3.7), that
and hence . 
$ .
¡
Next we want to find a formula for the mean square error of prediction of R i Bayes , which is the same as the mean square error of prediction of C i, J Bayes . Because of the general property
it holds that In the classical approach of Mack [10] the first term corresponds to the process error and the second to the estimation error. Here, this picture is not so clear any more. Since F is a random vector, the first term is some kind of an "average" process error (averaged over the set of possible values of F) and the second term is some kind of an "average" estimation error. 
By iterating (3.21) we obtain
Formula (3.22) is the same as the formula found by Mack [10] , which is not surprising, since conditionally on F, the chain ladder model assumptions of Mack are fulfilled. The next step however differs, because the F j 's are now random. From (3.22) and since the F j are conditionally independent, given D I , we obtain for the "average" process error 
The "average" estimation error of C i, J Bayes is given by (using the posterior independence again)
From (3.20), (3.23) and (3.24) follows immediately the following result:
Theorem 3.7. The conditional mean square error of prediction of the Bayesian claims reserves of accident year i is given by
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CREDIBILITY FOR CHAIN LADDER
In the Bayesian set up, the best predictor of the ultimate claim C i, J is
Bayes i I i
However, to calculate F j Bayes one needs to know the distributions of the F j as well as the conditional distributions of the C i, j , given F. These distributions are usually unknown in the insurance practice. The advantage of credibility theory is that one needs to know only the first and second moments. It is assumed that these first and second moments exist and are finite for all considered random variables. Given a portfolio of similar risks, these moments can be estimated from the portfolio data. For the results of credibility theory used in this paper we refer the reader to the literature, e.g. to the book by Bühlmann and Gisler [3] .
By chain ladder credibility we mean that we replace the 
• Note that we have put the superscript Cred into brackets and that we call C i (Cred) a credibility based estimator and not a credibility estimator. By definition a credibility estimator would be a linear function of the observations. However, given the multiplicative structure in the chain ladder methodology, it would not make sense to restrict to linear estimators of C i, J .
• The corresponding reserve estimate is defined by
Credibility estimators based on some statistic X are best estimators which are a linear function of the entries of X. For estimating F j we base our estimator on the observations Y i, j , i = 0, …, I -j -1, since these are the only observations of the Y-trapezoid containing information on F j .
In other words, F j Cred is defined as the best estimator within {F j :
Theorem 4.3. (Credibility estimator)
i) The credibility estimators for the chain ladder factors F j are given by and the structural parameters are given by
ii) The conditional mean square error of prediction of F j Cred is
Remark:
• Note that F j is the estimate of the development factor f j in the "classical" chain ladder model. That is, (4.4) is a credibility weighted average between the classical chain ladder estimator F j and the a priori expected value f j (expert opinion or market experience).
Proof of the theorem:
Conditionally on B j , the random variables Y i, j , i = 0,1,…, I -j -1, fulfil the assumptions of the Bühlmann-Straub model (see Section 4.2 in Bühlmann and Gisler [3] ). Then (4.4) is the well known credibility estimator in the Bühlmann-Straub model and the formula of its mean square error is also found, for example, in Bühlmann and Gisler [3] , Chapter 4. ¡
The credibility estimator (4.4) depends on the structural parameters f j , s j 2 and t j 2 . These structural parameters can be estimated from portfolio data by using standard estimators (see for instance Bühlmann and Gisler [3] , Section 4.8).
For the conditional mean square error of prediction we obtain similar to (3.20)
The first summand, the "average" process error, remains unchanged and is the same as in Theorem 3.7. For the "average" estimation error we obtain
Henceforth, we have
where = -
Note that these two terms, in general, cannot be calculated explicitely. Therefore, to find an estimator for the conditional mean square error of prediction we make the following approximations in (4.13) and (4.14): . a
Thus we have found the following approximation for the conditional mean square error of prediction of R i (Cred ) :
where Often the conditional mean square error of prediction or the conditional prediction standard error (= square root of the conditional mean square error of prediction) of the total claims reserves is of interest too. Denote the aggregate claims reserves by
where R i (Cred ) = 0 for those i for which I -i $ J. mse
Because of the conditional independence of the accident years we get for the first term
where G I -i is given by (4.13). Note that the average process error of R (Cred ) is the sum of the individual process errors of R i (Cred ) . For the second summand, the average estimation error, we obtain , . Hence, we obtain additional cross-covariance terms for which we need to find approximations. These cross terms derive from the fact that the same chain , , 
LINK TO CLASSICAL CHAIN LADDER
In this section we consider the situation, where the information contained in the prior distribution is non-informative. This is the case if the variance t j 2 becomes very large, i.e. in the limiting case as t j 2 " 3. Remarks:
• Note, that f j are the estimates of the chain ladder factors in the classical chain ladder model (compare with (2.7)). Hence in this case the credibility based chain ladder forecasts are the same as the classical chain ladder forecasts and the resulting reserves are the same as the classical chain ladder reserves.
Proof:
The corollary follows immediately from Theorem 4.3, because a j " 1 for t j 2 " 3. ¡
The next result shows how we can estimate the conditional mean square error of prediction in the limiting case of non-informative priors, which is in this case the conditional mean square error of prediction of the classical chain ladder forecast. Thus the following result gives another view on the estimation of the prediction error in the classical chain ladder method and suggests a different estimator to the ones found so far in the literature. The estimation of the mean square error of prediction has been the topic of several papers in the ASTIN Bulletin 36/2 (see Buchwalder et al. [2] , Mack et al. [13] , Gisler [6] , Venter [17] ). They all give different views how the prediction error can be estimated. As discussed in Gisler [6] , we believe that the Bayesian approach is the appropriate way to look at the situation and to estimate the conditional mean square error of prediction. In the Bayesian approach the estimate is canonically given in the model assumptions. From Corollary 5.1 and Theorem 4.4 we obtain immediately the following result: 
Corollary 5.2. The conditional mean square error of prediction of the chain ladder reserves R i CL can be estimated by
and where s j 2 are appropriate estimators for s j 2 .
• These estimators should be compared to the ones suggested by Mack [10] and Buchwalder et al. [2] . The estimate G I -i of the "average" process error is slightly bigger compared to the ones in Mack [10] and Buchwalder et al. [2] . The reason is that we also study the variability in the chain ladder factors F j which results in the additional terms s n 2 /S n
• The estimate D I -i of the "average" estimation error is the same as the one in the so-called conditional resampling approach by Buchwalder et al. [2] , but it is different from the one in Mack [10] . For a discussion and a comparison we refer to Chapter 3 in Wüthrich and Merz [21] . 
EXACT CREDIBILITY FOR CHAIN LADDER
The case where the Bayes estimator is of a credibility type is referred to as exact credibility in the literature. In this section we consider a class of models for the chain ladder method for which this is the case, i.e. where F j Bayes = F j Cred .
CREDIBILITY FOR THE CHAIN LADDER RESERVING METHOD
For the Bayes estimator we have to specify the family of distributions. Because of the one to one relations (3.7) and (3.8) we can specify either the conditional distributions of the incremental claim figures Y i, j and the a priori distributions of the incremental chain ladder factors F j or the conditional distributions of the cumulative claim figures Y i, j and the a priori distributions of the F j . The class of models and distributions considered in the following can be thought of either as the distributions of the cumulative or the incremental claim figures and the corresponding chain ladder factors. All results hold true for both situation. However, in the following, we will present the models and assumptions in terms of the cumulative figures. The basic assumption of the class of models considered in this section is that, conditionally on F and B j , the random variables Y 0, j ,…,Y I, j are independent with a distribution belonging to the one-parameter exponential dispersion family and that the a priori distribution of F j belongs to the family of the natural conjugate priors.
The exponential dispersion family is usually parameterized by the so called canonical parameter. Hence, instead of F with realizations f we consider in this section the vector Q of the canonical parameters Q j with realizations ‡. Of course, as we will see, the two parameters are linked each to the other. 
Definition 6.1. A distribution G ‡ is said to be of the exponential dispersion type, if it can be expressed as
/ , / , , exp ‫ޒ‬dG x w x b c x w d x x A f f n q ! 1 = - + ] ]^] g g h g < F (6.1)
b( ‡) is a twice differentiable function with a unique inverse for the first derivative b Ј ( ‡).
If X has a distribution function of the exponential dispersion type (6.1), then it is well known from standard theory of generalized linear models (GLM) (see e.g. McCullagh and Nelder [14] or Dobson [4] ) that
By taking the inverse in (6.2) we obtain 
where M is the canonical parameter space (set of possible values of ‡).
It contains the (sub-)families
F b, c exp 1 F exp (6.7)
specified by the specific form of b (·) and c(·,·).
In the following we assume that, conditionally on F and B j , the random variables Y 0, j , …,Y I, j are independent with a distribution belonging to a one-parameter exponential dispersion family F b,c exp . The following results hold true under this general condition. However, not all exponential dispersion families are suited for our problem. In particular, the random variables Y i, j need to be nonnegative. Hence, only distributions having support on ‫ޒ‬ + are suitable for the chain ladder situation.
A subclass of the exponential dispersion class are the class of models with variance function
(6.8)
These models are defined only for p outside the interval 0 < p < 1. For p # 0 they have positive probability mass on the whole real line. This family includes in particular the following distributions:
Compound Poisson distribution with Gamma distributed claim amounts, where the shape parameter of the Gamma distribution is g = (2 -p) / ( p -1).
• p = 2: Gamma distribution
This family of models was also considered in Ohlsson and Johansson [16] in connection with calculating risk premiums in a multiplicative tariff structure.
In this paper there is also given a good summary on the properties of this family. In Ohlsson and Johansson [16] , this family was referred to as the family of the Tweedie models, whereas otherwise in the literature, the Tweedie models are often restricted to the compound Poisson case with 1 < p < 2. For paid chain ladder, the Tweedie models with 1 < p < 2 for modeling the incremental payments seems to us of particular interest. It assumes, that the incremental claim payments D i, j = C i, j + 1 -C i, j have a compound Poisson distribution, which is often a very realistic model. In a claims reserving context this family has, for example, already been studied in Wüthrich [20] . 
Model
where f j (0) and j j 2 are hyperparameters and
Cis a normalizing factor.
Remarks:
• From Assumption E1 follows that
• From Assumption E1 also follows that
Hence conditionally, given F j , the chain ladder assumption M2 of Mack's model (Model Assumptions 2.1) are fulfilled. The difference to the Mack assumptions is, that specific assumptions on the whole conditional distribution and not only on the first and second conditional moments are made.
For instance for Tweedie models with p = 1, the Y i, j (or the Y i, j ) are assumed to be conditionally overdispersed Poisson distributed, or for the Tweedie models with 1 < p < 2, the Y i, j (or the Y i, j ) are assumed to be conditionally compound Poisson distributed.
• The distributions of Q 0 , …, Q J -1 with densities (6.9) belong to the family U 
• The Gaussian model and the Gamma model studied in Gisler [6] are special cases of the exponential dispersion model defined above.
• The model is formulated in terms of individual development factors Y i, j .
We could also formulate it in terms of C i, j . Then, for given ‡, we would obtain a time series model similar to Murphy [15] , Barnett and Zehnwirth [1] or Buchwalder et al. [2] . (6.15)
Theorem 6.4. Under Model Assumptions 6.3 and if the region M is such that u j ( ‡) disappears on the boundary of M then it holds that E[F
• Note that F j Bayes in Theorem 6.4 coincides with the credibility estimator of Theorem 4.3. Therefore C i, J Bayes = C i, J (Cred ) .
• For Tweedie models with p $ 0 the conditions and the result of the theorem are fulfilled for p = 0 (Normal-distribution), for 1 < p < 2 (compound Poisson) and for p = 2 (Gamma), but not for p > 2 (see Ohlsson and Johansson [16] ).
Proof of the theorem:
The result of the theorem follows directly from well known results in the actuarial literature. It was first proved by Jewell [8] in the case without weights.
A proof for the case with weights can, for instance, be found in Bühlmann and Gisler [3] . ¡ 
iii) The conditional mean square error of prediction of the total reserve R Bayes • For the Tweedie models for p $ 0 the condition and the result of Theorem 6.5
are fulfilled for p = 0 (Normal distribution) and for 1 < p < 2 (compound Poisson). For p = 2 (Gamma-distribution) it is only fulfilled for j 2 < 1. In this case the natural conjugate prior u j ( ‡) is again a Gamma-distribution, and j 2 < 1 means, that the shape parameter g of this Gamma distribution is smaller than one. In many practical examples this is fulfilled, see also also Section 9.2.6 in Wüthrich-Merz [21] .
Since F j Bayes is a credibility estimator it follows from Theorem 4.3, that (6.18) holds true, if all random variables are square integrable. Thus, it remains to prove that F j is square integrable. From (6.9) we get In this section we consider the same exponential dispersion family Bayes models as in Section 6. But now we look at the situation of non-informative priors, i.e. we consider the limiting case for t j 2 " 3. Remarks:
• Note, that f j are the estimates of the chain ladder factors in the classical chain ladder model. Hence in this case the Bayes chain ladder forecasts are the same as the classical chain ladder forecasts and the resulting Bayes reserves are equal to the classical chain ladder reserves.
Proof:
The credibility weights a j " 1 for t j 2 " 3. The result then follows immediately from Theorem 6.4. ¡ From Theorem 6.5 and Theorem 7.1 we also obtain immediately the following result for the donditional mean square error of prediction: 
where s j 2 are appropriate estimators for s j 2 .
Remarks:
• See also the remarks before and after Corollary 5.2.
• For Tweedie models, the result holds true for p = 0 (Normal) and for 1 < p < 2,
but not for p = 2, since j 2 has to be smaller than one for p = 2. These parameters have been estimated by the "standard estimators", which can be found e.g. in Section 4.8 of Bühlmann and Gisler [3] .
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The next table shows the development factors F j estimated by classical chain ladder (F j CL ) and by the credibility estimators (F j Cred ) of Section 4 as well as the corresponding credibility weights a j and the "weights" S j
From the above table we can see that the chain ladder (CL) and the credibility (Cred) estimates can differ quite substantially (see for instance the estimate of F 0 for BU F). The estimate of the variance component t j 2 became negative for j = 0, 5, 7 and 8. Therefore In total over all business units, the difference between the chain ladder reserves and the credibility reserves is 6%, and for the business units it varies between 4% and 38%. Hence the differences between the chain ladder and the credibility estimated reserves can be quite substantial and may have a considerable impact on the profit and loss of the individual BU.
The estimates of the mse need some further explanations. In the Bayesian or credibility model as well as in the formula of Mack [10] , the formula of the estimates of the mse contain the estimates of the variance components s j 2 and hence the results depend on how these s j 2 are estimated. In the credibility based chain ladder methodology the s j 2 are structural parameters, which are estimated on the basis of the data of the whole portfolio by just taking the mean of the "individual" estimates obtained from the data of each business unit triangle on its own (see table below). This means that the same "overall" estimates of the s j 2 are used for all business units. This makes sense, since we consider a portfolio of "similar" claims triangles and since the pure random fluctuations of the "individual estimators" are very big due to the scarce data. This makes also sense for estimating the mse of the chain ladder reserves, be it by using the formula of Mack or the slightly different formula developed in this paper. The resulting figures are given in the block "estimated mse 1/2 with overall s j 2 ". The results within this block are directly comparable to each other. In the column "Cred" you find the results by applying theorem 4.4 and corollary 4. From the figures in the block "estimated mse 1/2 with overall s j 2 " in the above table we can see, that, for each business unit, the estimated mse is smaller for the credibility reserve than for the chain ladder. However, the mse of the chain ladder reserve obtained with the new credibility formula with a = 1 differ only little from the values obtained with the estimator suggested by Mack [10] . These findings are similar to the findings in Buchwalder et al. [2] , Section 4.2 and Table 5 .
For comparison purposes we have also added the estimated mse of the chain ladder reserves, if each triangle is considered on its own and if for each business unit the s j 2 are estimated from the data of that particular business unit (see table below). This would mean, that we do not believe, that the triangle are in some sense "similar" and that the individual estimators of the s j 2 are better than the "overall" estimates based on the data of the whole portfolio. However note, that the volatility in the estimates of the s j 2 becomes much bigger, which is then transferred to the estimates of the mse. In any case the obtained figures are not comparable with the figures in the block "estimated mse 1/2 with overall s j 2 ". But they well illustrate the dependence of the estimated mse on the estimates of the s j
2
. Again the results obtained with the new formula (a = 1) differ only little from the ones obtained with the Mack formula.
The chain ladder method can also be applied to the portfolio trapezoid (data from the total of all business units). By doing so, the total reserve obtained is 2'746 and the estimated mse 1/2 is 1'418. This shows once more the well known fact that the chain ladder method is not additive. Credibility could only be applied to the portfolio triangle, if the structural variance components were a priori known or fixed in a pure Bayesian way. In our paper, we have followed the empirical credibility approach and estimated the structural parameters from the portfolio data. Therefore we could not do a credibility estimate based on the trapezoid of the portfolio data.
APPENDIX
A. LOSS DEVELOPMENT DATA
The following trapezoids of cumulative payements show the loss development of the line building engineering for different business units. For confidentiality reasons the data were multiplied with some constant. 
