Depth dependent broadening of the axial point spread function due to dispersion in the imaged media, and algorithms for postprocess correction, have been previously described for both time domain and frequency domain optical coherence tomography. We show that homogeneous media dispersion artifacts disappear when frequency domain samples are acquired with uniform spacing in circular wavenumber, as opposed to uniform sampling in optical frequency. We further explicate the source of this point spread broadening and simulate its magnitude in aqueous media. We experimentally demonstrate media dispersion compensation in high dispersion glass by choosing sample frequencies at equal intervals of media index of refraction divided by vacuum wavelength, and we recover unbroadened reflections without an additional postprocessing step.
Introduction
Uncorrected group delay dispersion mismatch between the sample and reference arms of optical coherence tomography (OCT) systems has been described as a wavelength dependent phase error that causes chirping and broadening of the axial point spread function (PSF) [1] . We concentrate here on "media" dispersion that causes a mismatch that varies over the imaging depth rather than "system" dispersion mismatch that is constant over the imaging depth.
Wang et al. claim water to be the primary dispersive element in biological tissue [2] . Hillman and Sampson demonstrate that water dispersion causes the root mean square width of the axial PSF to rapidly broaden as the sample depth moves away from the depth of best dispersion compensation. They calculate an envelope broadening factor of 10ϫ for a source with 1 m coherence length, 800 nm center wavelength, and an axial distance of 1 mm away from best dispersion compensation [3] .
Thoughtful OCT system design can minimize the artifact resulting from media dispersion mismatch. For example, the center wavelength of the system can be selected to minimize the effects of media dispersion [2] . The sample and reference arms may also be dispersion matched partly into the imaging depth so that the absolute distance away from the point of best dispersion matching is minimized. Depending on the imaging application and the design of the interferometer, it may be advantageous to use an adjustable compensating element [4 -6] or to introduce a fixed surplus of dispersion into the reference arm [7] . In the time domain, a delay arm has been demonstrated that adds a dynamic amount of phase distortion to compensate for primary group delay dispersion [8] .
Numerous digital postprocessing methods have been implemented with the goal of removing both system and media dispersion artifacts. Most closely related to the current work in theory, Marks et al. describe a system that first transforms time domain data to the optical frequency domain, then removes a phase constant associated with the system dispersion mismatch, next resamples the data to k-space by scaling the frequency variable by the dispersion relation, and finally transforms back to the spatial domain [9, 10] . Practically related, though dissimilar in theory and function, Wojtkowski et al. describe a method of digital dispersion compensation that compensates for the system dispersion mismatch caused by eyeto-eye length variation. They describe a high-speed, approximate system dispersion compensation that utilizes a scale change in the hyperbolic scale transformation between wavelength and frequency that results in a dispersion compensation that has the limitation of being depth dependent [11] . Finally, it has been noted that postprocess dispersion correction in frequency domain optical coherence tomography (FD-OCT) is relatively easy because data are already in the frequency domain where most digital dispersion correction algorithms act [12] .
It is ubiquitously described that frequency domain systems must sample uniformly in "frequency" or "k-space" before transform to the spatial domain. In spatially encoded frequency domain systems (se-FD) utilizing a broad bandwidth source and a grating spectrometer, data are typically sampled approximately linearly in vacuum wavelength and must be remapped after sampling to a uniform frequency space [11, 13] . In time encoded frequency domain systems (te-FD) utilizing a swept source, the sweep rate of the laser is typically not uniform in frequency space. The data collected by such te-FD systems may be corrected to a uniform frequency sampling by synchronization with a "k-trigger" [14 -16] or may be resampled a posteriori by comparison with a calibration signal [17] . Such calibration is inherent to sources producing a "comb" of equally spaced frequencies [12] . Incorrect resampling to frequency space has been shown to produce depth dependent broadening of the PSF [18] .
Ralston et al. remark that the wavenumbers k are related to the optical frequencies by the dispersion relation k͑͒ ϭ n͞c [19] . In view of the dependence on index of refraction, it is notable that reported methods of ensuring uniform k-space sampling do not mention a dependence on the dispersive properties of the imaging media [13] [14] [15] [16] [17] and sometimes report sampling uniformly in optical frequency synonymously with uniform k-space sampling [11, 18, 20, 21] .
In the current work, we first clarify the relationship between dispersion, spatial periodicity of interference, and k-space for OCT. Second, we demonstrate that the depth dependent PSF broadening caused by media dispersion and the depth dependent error caused by incorrect sampling to frequency space are ultimately the same thing. Model simulations and experiment are conducted to exemplify the theory. Finally we conclude with suggestions of k-triggering methods that inherently compensate media dispersion.
Theory
Several of the terms used in this manuscript have been inconsistently applied in the OCT literature; we therefore encourage the reader to review Table 1 for a glossary of terms and symbols used.
In OCT, light from a common source is split into a sample arm containing the object of interest and a reference arm containing a single strong reference reflection. Light returning from both of these arms is recombined, and interference is observed. FD-OCT measures the interference of each part of the spectrum separately, commonly by using a spectrometer array as the detector or by sweeping the source output through the spectrum in time. Because the spectral bandwidth of each measurement is narrow, interference can be measured over a significant depth. Equations (1) and (2) summarize this interaction between a single reference and sample reflection. The power observed at a detector element ͑P det ͒ is a function of the power coupled back from the reference ͑P r ͒ and sample ͑P s ͒ reflections, and varies sinusoidally depending on the optical path difference (OPD) and the vacuum wavelength ͑ 0 ͒. The OPD depends on the double pass difference in length ͑⌬z͒ and the length averaged, optical frequency dependent index of refraction ͑͗n ͒͘:
OPD ϭ 2 ϫ ⌬z ϫ ͗n ͘.
The discrete Fourier transform (DFT) relates data sampled in the optical frequency domain ͑ m ͒ to the time domain localization ͓F͑t͔͒ of scatter in the sample [Eq. (3)]. Likewise, the transform relates data sampled in the spatial frequency domain ͑k m ͒ to the spatial organization ͓F͑z͔͒ of the sample [Eq. (4)]:
The computationally less expensive fast Fourier transform (FFT) requires sample points that are uniformly separated in a particular space. The FFT of data sampled uniformly in optical frequency reflects the broadening in temporal delay of light returning from a scatterer in a dispersive media. For biological research we are most interested in the spatial organization of scatter in the sample and therefore focus on the FFT of spatial data. Provided that the refractive index does not change as a function of depth, the interference signal contribution from a scatterer in the sample arm in an FD-OCT system is periodic with respect to location. The period of the interference signal, with respect to location of the scatterer in the sample arm, is described by the wavelength in the imaging media (). The associated spatial frequency is described by the circular wavenumber (k). Equation (5) shows the dependence on the optical frequency and the index of refraction:
The effect of homogenous dispersion is to modify the spatial frequency associated with any particular optical frequency in the spectrum. One approach then, to transform to the spatial domain without dispersive artifacts, is to sample the interference spectrum uniformly in spatial frequency, taking into account a priori estimation of the dispersive index of refraction in the imaged media.
Methods and Results

A. Diagrams
The FD-OCT spectrum versus distance plot illustrates how the interference signal varies with delay between sample and reference reflections in an imaging medium. It shows intuitively how each part of the optical spectrum is associated with a spatial frequency in the sample. The spectrum on the vertical axis is linear in optical frequency. The distance on the horizontal axis represents a single pass physical thickness of imaging media. Each point on the figure is calculated from Eqs. (1) and (2). The source intensity distribution is Gaussian with respect to vacuum wavelength with a center wavelength at 800 nm and a bandwidth of 200 nm full width at half-maximum (FWHM). The range of the vertical axis is 1.9 times the source FWHM bandwidth, which truncates the figure where it begins to lose interference visibility. The power from the reference was set to be 10ϫ that of the sample and was subtracted from each pixel before display to highlight the contribution from the interference term. The calculation of OPD assumes that the dispersion profile of the media is homogenous for all distances shown but allows for the introduction of a mismatched thickness of another material outside the imaged space to demonstrate system dispersion. Figure 1 introduces the spectrum versus distance plot with air imaging media. Long wavelengths are associated with a slow periodicity of interference. Short wavelengths are associated with higher frequency periodicity of interference. As delay increases, the modulation across the spectrum increases in frequency because short wavelengths accumulate more phase in a shorter distance than longer wavelengths do. Both system and media dispersion can distort the spectrum so that it is no longer a sinusoid with respect to optical frequency. System dispersion is demonstrated in Fig. 2 by calculating the optical path of each arm including an additional amount of fused silica in the sample arm (outside of the imaging range) that is compensated by a distance of air with an approximate equivalent path length in the reference arm. Refractive index of fused silica was determined from Sellemeier coefficients (published in Code V optical design software, Optical Research Associates, Pasedena, Calif.). This example of system dispersion mismatch shows that the spatial frequency associated with each optical frequency is unchanged, but a phase offset is added that is nonlinear with respect to optical frequency and constant with respect to depth. This phase offset is best observed by looking at the curvature of the fringe at the zero delay A light pixel corresponds to in-phase constructive interference, while dark corresponds to destructive interference. Long wavelengths, at the top of the diagram, are associated with a slow periodicity of interference as the delay increases. Short wavelengths, at the bottom, are associated with higher frequency periodicity with increasing delay. The lower curve is an integration of all pixels across the spectrum and illustrates a relationship between time domain and frequency domain signals. Note that this integration was performed without a strict normalization for power across a Gaussian spectrum and is therefore somewhat qualitative.
position. Adding system dispersion creates a broadening of the PSF that is constant across imaging depth. To illustrate the effect of media dispersion, fictional media with ideal or exaggerated characteristics were created. Figure 3 illustrates the effect of changing the dispersion characteristics of the imaging media. If the material has a constant index greater than 1, the spatial frequency associated with each part of the spectrum is increased by a constant factor. This changes the scaling of the DFT and narrows the final PSF. If the material has a dispersion that is linear with respect to vacuum wavelength, in the typical direction where higher optical frequency has a higher index of refraction, the effect is to increase the range of spatial frequencies present in a linear manner. The PSF is therefore narrowed by this distortion of the spatial frequencies. If the material has higher order dispersion, the spatial frequencies are no longer linearly related to the optical frequencies. This is the case that causes axial PSF broadening if the sampling is not corrected to consider the media index.
B. Simulations of A-Scans in Aqueous Media
Defining the Sample Ranges
Simulations were performed to compare A-scans resulting from direct FFT of data collected in -space and k-space in water as well as to compare methods of interpolation of data sampled in or 0 -spaces to k-space. The first step in each simulation was to define the sample points on the spectrum in terms of optical frequency. First, a -space sample range of 4096 ͑2
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͒ sample points spaced equally in optical frequency was defined for twice the FWHM bandwidth of the source ͑600-1000 nm͒. The spatial frequency associated with each optical frequency was calculated by multiplying by the media index of refraction. Next, a k-space sample range was defined containing 4096 samples spaced uniformly in spatial frequency between the highest and lowest spatial frequency represented in the -space. The optical frequency associated with each k-space sample was interpolated from the paired set of -space samples and associated spatial frequency. Refractive indices were calculated for pure water using the formula presented by Van Engen et al. [22] . A 0 -space sample range was defined containing 4096 samples spaced uniformly in vacuum wavelength between the highest and lowest vacuum wavelength represented in the -space. The optical frequency associated with each 0 -space sample was determined by taking the inverse of the vacuum wavelength.
Simulated Interferogram Acquisition
The next step in each simulation was simulated interferogram acquisition. The interferogram was calculated at each sample point in the -, k-, or 0 -space range according to Eqs. (1) and (2). The same source intensity distribution was used as in the previous section (Gaussian with respect to vacuum wavelength, a center wavelength at 800 nm, and a FWHM bandwidth of 200 nm). OPD was calculated with no mismatch for system dispersion and 1 mm delay in water. The power from the reference was set to be 10ϫ that of the sample and was subtracted as a background measurement from the interferogram. 
Interpolation to k-Space
Two methods of interpolation of data sampled in -or 0 -spaces to k-space were tested. In the first method, direct linear interpolation was used to interpolate the simulated spectrum sampled in -or 0 -spaces to the optical frequencies specified by the k-space table. In the second method, a zero filling technique was used that first uses a FFT on the simulated spectrum sampled in -or 0 -spaces, then pads the length of the transformed data set with zeros to an array four times as large, next inverse transforms back to the original -or 0 -space with four times as many sample points across the spectrum, and finally ends with a linear interpolation between the points of this finer spectrum to k-space [23] .
Transform to Produce an A-Scan
The next step in each simulation was FFT of the sampled (or sampled and interpolated) data to create an A-scan. The sampled data were zero padding to a width 16 ͑2 4 ͒ times wider than the sampled data before FFT to smooth the final A-scan. The axis marked as distance in the imaging media was calculated by defining the spatial frequency interval between sample points as the difference of the spatial frequencies at the beginning and end of the range divided by the number of sampling intervals.
Simulated A-scans shown in Fig. 4 indicate performance of an interferometer in water media illuminated by a broad bandwidth source (200 nm FWHM, 800 nm center). When the FFT is performed on an interferogram that is sampled in -space, the axial PSF is narrow and tall near the zero delay (1.1 m FWHM) but becomes wider and shorter as delay increases (3.3 m FWHM at delay ϭ 1 mm for a broadening factor of 3.1ϫ). When the interferogram is sampled in k-space, the transform produces an axial PSF equivalent to the above case near zero delay and maintains that shape through a large delay in dispersive material. Postprocessing methods that interpolate to k-space from a spectrum collected in -or 0 -spaces introduce artifacts when the frequency of spectral modulation is close to the sampling limit. For data sampled in -space, significant distortions of the axial PSF resulted. For data sampled in 0 -space, the result was noise. Both of these effects were significantly attenuated by the computationally expensive zero filling method. Figure 5 shows the configuration of our experiment to verify the role of sampling on axial point spread broadening by imaged media dispersion. A quantumwell broadband semiconductor optical amplifier with tunable acousto-optic filter (Broadsweeper-840, Superlum) and external radio frequency generator allowed precise control of output optical frequency (instantaneous linewidth Ͻ 0.05 nm, tuning range 820-870 nm). A fiber beam splitter directed a portion of the light to a lens element that focused the light at a distance of approximately 15 cm and directed the rest of the light to beam dump. A singlet, planoconvex lens was placed near the focus of the beam. The partial reflections from both uncoated lens surfaces provided two interfering wavefronts of approximately equal strength separated by a thickness of glass with well documented dispersion characteristics. Index of refraction for optical glasses was determined from manufacturer's Sellemeier coefficients. The interference from the two wavefronts modulated the intensity of the light backpropagated via the beam splitter onto the detector. The Fizeau interferometer configuration eliminated the possibility of show how water dispersion at 1 mm imaging depth causes dramatic degradation of the axial resolution and signal intensity when sampled in -space that is not present with k-space sampling. At large delays, where the frequency of spectral modulation is close to the sampling limit, interpolation methods may distort the PSF or become very noisy. The plot at the top shows details of the PSF, while the lower plot is scaled to show better detail on the noise background created by each method. experimental setup to test accurate k-sampling using discretely tunable source with modest (51 nm FWHM) bandwidth. The collected spectrum is modulated by interference of the two partially reflected wavefronts at the surfaces of the uncoated singlet lens separated by a thickness of material with well described dispersion. The Fizeau configuration eliminated the possibility of system dispersion, allowing us to isolate sample dispersion. A low dispersion (nBK7) singlet was used to accurately calibrate the output of the source, and a high dispersion (SF11) singlet was used to demonstrate dispersion compensation by accurate k-sampling. system dispersion mismatch, therefore allowing us to isolate sample dispersion.
C. Experimental Verification
The optical frequency versus radio frequency tuning curve was accurately characterized in a two step process. First, a commercial frequency analyzer was used to measure the output optical frequency of the source for 71 points uniformly spaced across the radio frequency tuning spectrum. A fine correction to this original calibration was performed by placing a singlet lens of very well characterized glass with low dispersion (nBK7) into the interferometric setup shown in Fig. 5 . The peaks of the interference output are exactly equally spaced in spatial frequency. The optical frequencies corresponding to a k-space sample range for nBK7 containing the same number of points as the number of peaks counted (651) were calculated. These optical frequencies were paired with the radio frequencies used to drive the acousto-optic modulator at peaks to create a very accurate lookup table of optical frequency versus radio frequency.
A glass with high second order dispersion near the center wavelength of our tunable source was chosen to demonstrate the principle of accurate k-sampling with modest tuning bandwidth. The nBK7 singlet in the above setup was replaced with a similar lens made of SF11. We sampled the spectral interferogram in two ways: First, we created a list of 2 12 (4096) equally spaced optical frequencies, tuned the source to each of these frequencies, and measured the power at the detector to record the -spaced interferogram. Second, we created a list of 2 12 (4096) optical frequencies corresponding to equal spatial frequencies within SF11 material, and measured the power at the detector to record the k-spaced interferogram. We then compared the A-scans produced by the two data sets directly by performing the FFT without further processing.
A prediction was made by simulating the experiment using the same code described above to simulate performance in aqueous media. The sample ranges defined for the experiment were used in the simulation. The interferogram was calculated at each sample point in the -or k-space range according to Eqs. (1) and (2) . The source intensity was determined from the real source spectra passed through a low order (2nd) Savitzky-Golay filter with a very wide window (1001 points) to remove noise and irrelevant modulation. OPD was calculated with no mismatch for system dispersion and 3.8 mm delay in SF11. The power from the reference was set to be equal to that of the sample and was subtracted as a background measurement from the interferogram. Each simulated spectrum was zero padded to a width 16 times wider than the original spectrum and fast Fourier transformed to produce the final A-scan.
Scans in Fig. 6 show the experimental verification of model predictions using the tunable source and SF11 dispersing media. With k-space sampling we expect a FWHM axial PSF of 5.4 m and do not expect distance related broadening. With -space sampling we predict a FWHM broadening factor of 2.3 for 3.8 mm thickness of SF11. Experimentally, at a depth of 3.8 mm, a 5.4 m (FWHM) axial PSF was observed with k-space sampling, and a broadening factor of 2.2 with -space sampling. A small offset of 4 m in the axial direction can be explained by a slight inaccuracy in characterizing the thickness of the lens element. The simulation was recalculated with an adjusted thickness of 3.796 mm to create the final version of the plot.
Conclusions
The experiment confirms that depth dependent axial PSF broadening caused by homogenous media dispersion is an artifact of -space sampling that does not occur if data are sampled in k-space. It also shows that if the dispersion of the sample can be known before imaging, sample frequencies can be chosen that eliminate the need for postprocess dispersion correction. The simulations also show that sampling in k-space is preferable to interpolation to k-space because the quality of reproduction in the spatial domain does not suffer from interpolation artifacts.
Discretely tunable sources offer the ability to sample at an arbitrary array of optical frequencies and thus make an ideal experimental platform to test the advantages of k-space sampling. Continuously tunable lasers tend to have faster sweep times but require an external triggering module to keep data acquisition spaced at regular frequency intervals. An opportunity exists to create triggering modules for te-FD-OCT systems that signal at frequency intervals that closely match a uniform k-space interval within tissue. One method of "k-trigger" currently in use samples a portion of the laser illumination to an interferometer such as a Fabry-Perot etalon. The output peaks of such an interferometer will be equally spaced in spatial frequency for the composite of materials lying in the difference path of the interferometer. A Fabry-Perot etalon filled with air will produce peaks of transmission equally spaced in optical frequency, which is perfect k-space sampling only if the imaging media is air. An etalon filled with water [22] will produce peaks equally spaced in k-space for aqueous media, which may be a good starting approximation of biological tissue. The dispersion of some glasses or a combination of glasses may also provide a reasonable approximation to the dispersion of tissue for this purpose.
The description of FD-OCT presented in this paper encourages a subtle shift in perspective: It attempts to focus the reader on the spatial frequency of the patterns of interference rather than the temporal frequency of the source illumination. Additionally it attempts to relate the spatial frequency to the temporal frequency with the simplest and most intuitive mathematics by highlighting the wavelength in the media. The role of spatial periodicity in media dispersion was noted by Marks et al. for the correction of media dispersion in time domain OCT data using a mathematical formalism similar to that shown earlier by Kohlhaas et al. [24] and Brinkmeyer et al. [25] for describing homogeneous waveguides. This same group later described a similar relationship between spatial frequency and optical frequency with simpler formalism, and suggested that k-sampled data were preferable to -sampled data, but did not emphasize that this relationship summarizes the cause of dispersion artifact in a homogenous media [19] . The current focus on this single variable clarifies the generality of its application. 
