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We propose a detailed stability analysis of the Lugiato-Lefever model for Kerr optical frequency
combs in whispering gallery mode resonators pumped in the normal dispersion regime. We analyze
the spatial bifurcation structure of the stationary states depending on two parameters that are
experimentally tunable, namely the pump power and the cavity detuning. Our study demonstrates
that the non-trivial equilibria play an important role in this bifurcation map, as their associated
eigenvalues undergo critical bifurcations that are foreshadowing the existence of localized spatial
structures. In particular, we show that in the normal dispersion regime, dark cavity solitons can
emerge in the system, and thereby generate a Kerr comb. We also show how these solitons can
coexist in the resonator as long as they do not interact with each other. The Kerr combs created
by these (sets of) dark solitons are also analyzed, and their stability is discussed as well.
PACS numbers: 42.62.Eh, 42.65.Hw, 42.65.Sf, 42.65.Tg
I. INTRODUCTION
A Kerr combs is a set of equidistant spectral compo-
nents generated through the optical pumping of an ultra-
high quality factor whispering gallery mode (WGM) res-
onator with Kerr nonlinearity. In this system, the WGM
resonator is pumped by a continuous-wave (CW) laser,
and the pump photons are transferred through four-wave
mixing (FWM) to neighboring cavity eigenmodes. All
these excited modes are coupled through FWM, and as
a result, may excite an even greater number of modes.
This process can generate as much as several hundred
oscillating modes, which will be the spectral components
constituting the so-called Kerr comb.
Kerr comb generators are characterized by their con-
ceptual simplicity, structural robustness, small size, and
low power consumption. They are therefore promising
candidates to replace femtosecond mode-locked lasers in
applications where these features are of particular rele-
vance. The theoretical understanding of Kerr comb gen-
eration in whispering gallery mode resonators is currently
the focus of a worldwide activity that is motivated by the
wide range of potential applications [1–8]. Another in-
centive is the necessity to understand the complex light-
matter interactions that are induced by the strong con-
finement of long-lifetime photons in nonlinear media.
Early models for Kerr comb generation were based on
a modal expansion approach [9–11], which uses a large
set of coupled nonlinear ordinary differential equations
to track the individual dynamics of the WGMs. This
formalism enabled to determine threshold phenomena,
to explain the role of dispersion, as well as some of the
∗Corresponding author. E-mail: yanne.chembo@femto-st.fr
mechanisms leading to Kerr comb generation. However,
this modal model becomes difficult to analyze theoreti-
cally when the number of excited modes is higher than
five. Indeed, the modal approach simultaneously looses
computational cost-effectiveness because the duration of
the numerical simulations becomes prohibitively large, as
it increases sharply with the number of modes involved
in the FWM process [11].
An alternative paradigm has been introduced recently,
and it is based on the fact that in the system under study,
light circumferentially propagates inside the resonator
and can be treated as if it was propagating along an un-
folded trajectory with periodic boundary conditions [12–
15]. In this case, the system can be modelized by a
spatiotemporal formalism known as the Lugiato-Lefever
equation (LLE), which is a nonlinear Schro¨dinger equa-
tion (NLSE) with damping, detuning and driving [16].
The variable of the LLE is the overall intracavity field,
which is the sum of the modal fields described by the
modal model. Equivalence between the modal approach
and the spatiotemporal formalism have been demon-
strated recently, and enables to understand the Kerr
comb generation process from different viewpoints: the
modal approach is useful to investigate threshold phe-
nomena when only few modes are involved, while the
spatiotemporal formalism is suitable when a very large
number of interacting modes are involved [11]. In this
latter case, mode-locking between the modes can lead to
the formation of narrow pulses such as cavity solitons for
example. From a more general perspective, the LLE for-
malism shows that Kerr combs are the spectral signature
of dissipative patterns or localized structures in WGM
resonators [17].
Amongst the various parameters that are relevant to
understand Kerr comb generation, group velocity disper-
sion (GVD) is one of the most important. GVD in WGM
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FIG. 1: (Color online) (a) Schematical representation of a
WGM resonator. The pump radiation originates from a CW
laser and the coupling is achieved (for example) using a ta-
pered fiber. (b) Eigenmodes of a WGM resonator. The real
location of the modes with normal dispersion is represented
in solid lines, while the dashed lines represent the location of
the modes if the dispersion was null (perfect equidistance).
The zoom-in of the pumped mode `0 shows the relationship
between linewidth ∆ωtot, resonance frequency ω`0 , laser fre-
quency Ω0 and cavity detuning σ = Ω0 − ω`0 . Note that the
normal dispersion pulls the modes leftwards (redshift).
resonators can be either normal or anomalous, and the
real-valued parameter corresponding to GVD have oppo-
site signs depending on the dispersion regime. From a
mathematical point of view, the solutions to be expected
using the constitutive dynamical equations are therefore
different; from the physics standpoint, the phenomenol-
ogy is intrinsically different as well. However, the role
of dispersion in Kerr comb formation is still a wide open
problem, and the various solutions that are expected to
arise depending on the sign of dispersion are to a large
extent unknown.
This article is the first part of a study where we inves-
tigate in detail the bifurcation structure related to the
different steady state solutions. We focus in the present
paper on the case of normal dispersion. More specifi-
cally, we perform a stability analysis of the various so-
lutions that can arise when a nonlinear WGM resonator
is pumped in the normal dispersion regime. The control
parameters of the stability map will be those that are the
most easily accessible at the experimental level, that is,
the pump power and the laser detuning relatively to the
cavity resonance.
The plan of this article is the following. In the next
section, we will present the model that will be used to
FIG. 2: (Color online) Relationship between the number of
solutions and the pumping strength F . There is always only
one solution for α <
√
3, but for α >
√
3, there is a range if
pumping strengths F for which there are three solutions.
perform the stability analysis. A short discussion will
also be led to link the parameters of the model with the
physical properties of the system under study. Section III
is devoted to the equilibria of the system and their tempo-
ral stability. We then investigate the spatial bifurcations
of the system in Sec. IV, and a global stability diagram is
constructed in Sec. V. This stability study enables us to
spot the basins of attraction of dark solitons, which are
studied in Secs. VI and VII. We also analyze the effect of
the magnitude of the dispersion parameter in Sec. VIII.
The main findings of this study are synthetically resumed
in the last section, which concludes this article.
II. THE MODEL
The system under study is a WGM disk pumped by a
CW pump laser radiation via evanescent coupling. Typ-
ical experimental set-ups are displayed in Fig. 1. The
understanding of the various phenomena of interest re-
quires a sound knowledge of the eigenmode structure of
WGM cavities.
Let us consider a disk of main radius a and refraction
index n0 at the laser pump frequency Ω0. The simplest
set of eigenmodes is the so-called fundamental family,
which is characterized by a torus-like (or doughnut) spa-
tial form inside the cavity. Each mode of this family
can be unambiguously defined by a single eigennumber
`, which can be interpreted as the number of internal re-
flections that a photon undergoes in that mode in order
to perform a round-trip along the rim of the disk.
Let us now consider that the pumped mode is `0. If
we only consider the modes ` that are close to `0, their
eigenfrequencies can be Taylor-expanded as
ω` = ω`0 + ζ1(`− `0) +
1
2
ζ2(`− `0)2 (1)
where ζ1 = c/an0 is the intermodal angular frequency
(or free spectral range, FSR), with c being the veloc-
ity of light in vacuum, while ζ2 stands for the second
order dispersion which measures the unequidistance of
the eigenfrequencies at the lowest order. We have here
3restricted ourselves to the second order in the Taylor ex-
pansion, but nothing forbids to consider higher-order dis-
persion terms if necessary. It is also interesting to note
that the intracavity round-trip time is linked to the FSR
by T = 2pi/ζ1.
The eigenmodes that are sufficiently close to `0 are
characterized by the same modal linewidth ∆ωtot. More
precisely, we have
∆ωtot = ∆ωin + ∆ωext , (2)
where ∆ωin,ext,tot = ω`0/Qin,ext,tot are respectively the
intrinsic, extrinsic (or coupling) and total linewidths,
while the quality factors Q are defined analogously. In-
terestingly, the modal linewidth ∆ωtot can be viewed as
a measure of the total losses of the resonator, since it is
linked to the average photon lifetime τph as
τph =
1
∆ωtot
. (3)
The normalized complex slowly varying envelopes A` of
the various eigenmodes can be obtained using the modal
expansion model proposed in ref. [11]. The amplitudes
were normalized such that |A`|2 was the number of pho-
tons in the mode `. The overall intracavity field A can be
determined as a sum of the modal fields A`, and in [14], a
spatiotemporal Lugiato-Lefever formalism has been con-
structed in order to describe the dynamics of this total
intracavity field. In its normalized form, this correspond-
ing equation is the following partial differential equation
∂ψ
∂τ
= −(1 + iα)ψ + i|ψ|2ψ − iβ
2
∂2ψ
∂θ2
+ F , (4)
where
ψ(θ, τ) =
√
2g0
∆ωtot
∑
`
A∗` (τ)e[i(`−`0)θ+i
1
2β(`−`0)2τ] (5)
is the complex envelope of the total intracavity field,
where θ ∈ [−pi, pi] is the azimuthal angle along the cir-
cumference, and τ = t/2τph is the dimensionless time,
with τph being the photon lifetime in the coupled cav-
ity defined in Eq. (3). It is important to note that this
equation has periodic boundary conditions, and that ψ
represents the intracavity fields dynamics in the moving
frame.
The other dimensionless parameters of this normalized
LLE are the frequency detuning
α = −2(Ω0 − ω`0)
∆ωtot
, (6)
where Ω0 and ω`0 are respectively the angular frequencies
of the pumping laser and the cold-cavity resonance, and
the overall dispersion parameter
β = − 2ζ2
∆ωtot
. (7)
Note that the anomalous GVD regime is defined by β < 0
while normal GVD corresponds to β > 0. Finally, us-
ing coupling formalism presented in ref. [18] and used in
ref. [19] for optical resonators, the dimensionless external
pump field intensity can be explicitly defined as:
F =
√
8g0∆ωext
∆ω3tot
P
~Ω0
, (8)
where P is the intensity (in W) of the laser pump at
the input of the resonator. The nonlinear gain g0 is
equal to n2c~Ω20/n20V0 where n0 and n2 are respectively
the linear and nonlinear refraction indices of the bulk
material, and V0 the effective volume of the pumped
mode. Note that since F is real-valued and positive, the
optical phase reference is arbitrarily set by this pump
radiation for all practical purpose.
It is useful to give some orders of magnitude in re-
lation to the model of Eq. (4). We consider the case of
mm-size WGM resonators pumped around 1550 nm. The
intermodal frequencies ζ1/2pi are of the order of 10 GHz,
which correspond to round-trip times of 100 ps and eigen-
numbers `0 ' ω`0/ζ1 ∼ 104. On the other hand, the dis-
persion parameter ζ2 is typically of the order of 1 kHz or
less in absolute value. The Q factors are typically of the
order of 109, so that the corresponding photon lifetimes
τph are of the order of 1 µs, and the modal linewidths
are of the order of 100 kHz. The pump power typically
varies from 10 mW to 1 W. These parameters can be eas-
ily translated to those of the LLE: the frequency detuning
α can be linearly scanned at the experimental level to any
value, but relevant values typically range from −5 to 5
since out-resonance pumping occurs as soon as |α| > 1.
The absolute value |β| of the dispersion parameter is 10
to 1000 times smaller than unity. The pumping term
F will typically range between 0 and 10. Accordingly,
the normalized intracavity field will also have an order of
magnitude |ψ|2 ∼ 1.
We will use the spatiotemporal Lugiato-Lefever for-
malism represented by Eq. (4) in order to investigate the
various steady-state solutions that can emerge in the sys-
tem. The numerical simulations will be performed using
the split-step Fourier algorithm. It is noteworthy that
this algorithm inherently assumes periodic boundary con-
ditions because it is based on the fast Fourier transform
(FFT). It is therefore a very fast and efficient simula-
tion method in our case where the periodic conditions
are indeed periodic [14].
III. EQUILIBRIA AND THEIR TEMPORAL
STABILITY
In this section, we aim to find the various equilibria of
the system and determine their temporal stability.
All equilibria ψe are obtained from Eq. (4) by setting
4Eigenvalues and reversible spatial bifurcations in the system
Denomination Eigenvalues (λ1,2;λ3,4) Pictogram Bifurcation Location on Fig. 3
Type 1 (±a;±b) ss ss
Type 2 (0; 0) ×j 04 a
Type 3 (±ia;±ib) ssss
Type 4 (±a; 0) ×s s 02 B2, b, C1, c, C2
Type 5 (0;±ib) ×ss 02(iω) B1
Type 6 (±a;±ib) ssss
Type 7 (±ia;±ia) ×× (iω)2 A3
Type 8 (±a;±a) ××
Type 9 (a± ib; c± id) s ss s
TABLE I: Nomenclature and pictograms for the various sets of eigenvalues. A set of four eigenvalues is attached to each
equilibrium, and some classified bifurcations are attached to certain configurations of eigenvalues. A dot stands for one
(simple) eigenvalue, the cross corresponds to for a set of two degenerated eigenvalues (double non semi-simple eigenvalue), and
a circled cross stands for a set of four degenerated eigenvalues (quadruple eigenvalue with a 4× 4 Jordan bloc).
all the derivatives to zero, thereby yielding
F 2 = [1 + (ρ2 − α)2]ρ2 ≡ G(α, ρ) , (9)
which is a cubic polynomial equation in ρ = |ψe|2. It is
well-known that this equation has one, two or three real-
valued solutions depending on the parameters α and F .
Multiple solutions may arise in a polynomial equation
when it has local extrema; in our case, this condition
requires the existence of critical values of ρ such that the
partial derivative
∂G
∂ρ
= 3ρ2 − 4αρ+ α2 + 1 (10)
is null. This condition yields a quadratic equation with
a discriminant equal to 4(α2− 3): therefore, if |α| < √3,
there are no such critical values for ρ while for |α| ≥√
3,these critical values are
ρ±(α) =
2α±√α2 − 3
3
. (11)
and the corresponding pumping terms are
F 2±(α) = G[α, ρ±(α)] (12)
=
2α∓√α2 − 3
3
1 +(√α2 − 3± α
3
)2 .
Hence, when α >
√
3, there exists a range of pump-
ing power F 2 ∈]F 2−(α), F 2+(α)[ such that there are three
equilibria ρ1 < ρ2 < ρ3. On the one hand, it can be
shown that if these solutions are perturbed in the tem-
poral domain, the extremal solutions ρ1 and ρ3 are al-
ways stable while the intermediate solution ρ2 is always
unstable. This is the well known theory of hysteresis
in dynamical systems with cubic nonlinearity. On the
other hand, outside the interval [F 2−(α), F
2
+(α)], there is
a unique equilibrium which is always stable. The same
conclusion applies as well for every value of F 2 when-
ever α <
√
3. The intermediate case were two solutions
exist precisely corresponds to the boundary lines F 2−(α)
and F 2+(α). Figure 2 shows how the multiple-equilibria
states emerge as the value of the cavity detuning α, in-
5FIG. 3: (Color online) Bifurcation diagram (not at scale). The areas are labelled using Roman numbers (I, II, and III), and
area I is subdivided in three sub-areas (I1, I2, and I3. The lines are labelled using capital letters, with line A standing for the
limit ρ = 1 (dashed line in the figure), B standing for F 2+(α), and C standing for F
2
−(α). These lines can also be subdivided as
A1, A2, etc. The points are labelled using low-case letters (a and b). It is important to remember that the system has three
equilibria in the area I (between the two thick lines F 2±), and has only one equilibrium in areas II and III. Therefore, there is
a set of three quadruplets of spatial eigenvalues in area I, two quadruplets in the boundaries F 2±, and one quadruplet outside.
The eigenvalue pictograms are in black when they induce a bifurcation, and in grey when they do not.
creases. This analysis is actually equivalent to the one
that was performed in ref. [11] with the modal expansion
model, when the time dynamics was disregarded (tem-
poral derivative set to zero).
IV. SPATIAL BIFURCATIONS
The objective of a spatial bifurcation study is to inves-
tigate the various stationary solutions of the system as
a function of the parameters. The full study requires at
least the calculation of the relevant normal forms around
all the critical points and lines of the system. This task is
indeed very complex, and can be circumvented by a sim-
pler approach which can still provide insightful informa-
tion about the spatial stability of the various solutions.
We start with setting the temporal derivative to zero
and we rewrite the original Eq. (4) as
∂2ψr
∂θ2
=
2
β
[(ψ2r + ψ
2
i − α)ψr − ψi] (13)
∂2ψi
∂θ2
=
2
β
[(ψ2r + ψ
2
i − α)ψi + ψr − F ] (14)
where ψ = ψr + iψi, with ψr and ψi being respectively
the real and complex parts of ψ. If we introduce the
intermediate variable
φr,i =
∂ψr,i
∂θ
, (15)
then Eq. (14) can be rewritten under the form of a four
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FIG. 4: (Color online) Numerical simulation of the temporal
dynamics of a pulse-like perturbation in the normal dispersion
regime. The parameters are α = 2.5, β = 0.0125 and F 2 =
2.61. (a) Initial condition leading to a constant solution ρ1 =
|ψdown|2. (b) Initial condition leading to a constant solution
ρ3 = |ψup|2. (c) Initial condition leading to the formation of
a stable dark soliton.
dimensional flow
∂ψr
∂θ
= φr (16)
∂φr
∂θ
=
2
β
(ψ3r + ψ
2
i ψr − αψr − ψi) (17)
∂ψi
∂θ
= φi (18)
∂φi
∂θ
=
2
β
(ψ2rψi + ψ
3
i − αψi + ψr − F ) . (19)
The matrix of the linearized system around an equilib-
rium ψe = ψe,r + iψe,i is
J =

0 1 0 0
2
β (3ψ
2
e,r+ψ
2
e,i−α) 0 2β (2ψe,rψe,i−1) 0
0 0 0 1
2
β (2ψe,rψe,i+1) 0
2
β (ψ
2
e,r+3ψ
2
e,i−α) 0
 (20)
and the eigenvalues λ of this Jacobian matrix obey the
characteristic equation
λ4− 4|β| (2ρ−α)λ
2+
4
|β|2 (3ρ
2−4αρ+α2+1) = 0 . (21)
−pi −pi/2 0 pi/2 pi0
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FIG. 5: (Color online) (a) Asymptotic steady state profiles
of the temporal dynamics presented in Fig. 4. Note that the
power profile |ψsol|2 of the dark soliton lies between the “up”
and “down” solutions. (b) 3D representation of a dark soliton
of Fig. 4(c). (b) Corresponding Kerr comb obtained using the
Fast Fourier transform (FFT). The separation between the
teeth corresponds to 1 FSR.
Since we consider here the case of normal dispersion, we
have β > 0 but we keep a notation in |β| in order to
facilitate the comparison with the anomalous dispersion
case where β < 0.
Equation (21) is quadratic in λ2: hence, we always
have four eigenvalues which are either pairwise oppo-
site (when real-valued) or pairwise conjugated (when
complex-valued); it is also important to note that there
is a quadruplet of eigenvalues for each solution. We will
therefore have 4 eigenvalues in the area of the α–F 2 plane
where there is a single equilibrium, 12 eigenvalues in
the hysteresis area where there are three equilibria, and
8 eigenvalues in the boundary lines where there are two
solutions.
The nature (complex, real, or pure-imaginary) of the
eigenvalues is decided by the sign of the discriminant
∆ = 16(ρ2 − 1), that is, by the comparative value of the
equilibrium ρ with regards to 1. We hereafter analyze
in detail the nature of the eigenvalues as a function of
the sign of this discriminant, which is decided by ρ > 1,
7ρ = 1, or ρ < 1.
A. First case: ρ > 1
In this case the paired solutions obey
λ2=
2
|β| [2ρ−α±
√
ρ2−1] . (22)
The product of these paired solutions is equal to 3ρ2−
4αρ+α2+1, that is, to ∂G/∂ρ as defined in Eq. (10).
There are three sub-cases depending on the sign of this
function:
• If ∂G/∂ρ > 0, the eigenvalues can be written as
(λ1,2;λ3,4) = (±a;±b) if 2ρ − α > 0 (this sub-case
is referred to as Type 1); as (λ1,2;λ3,4) = (0; 0) if
2ρ−α = 0 (Type 2), and as (λ1,2;λ3,4) = (±ia;±ib)
if 2ρ− α < 0 (Type 3).
• If ∂G/∂ρ = 0, the eigenvalues can be written as
(λ1,2;λ3,4) = (±a; 0) if 2ρ − α > 0 (Type 4); and
as (λ1,2;λ3,4) = (0;±ib) if 2ρ − α < 0 (Types 5).
These sub-cases degenerates to a Type 2 eigenvalue
when 2ρ−α = 0. This sub-case mainly corresponds
to solutions lying on the boundaries F 2±(α).
• If ∂G/∂ρ < 0, the eigenvalues have the form
(λ1,2;λ3,4) = (±a;±ib). This sub-case is referred
to as an eigenvalue of Type 6.
B. Second case: ρ = 1
Here, the characteristic equation has a double-root
λ2=
2
|β| [2−α] . (23)
Hence, the eigenvalues can be written as (λ1,2;λ3,4) =
(±ia;±ia) when α > 2 (Type 7); as (λ1,2;λ3,4) = (0; 0)
when α = 2 (Type 2); and as (λ1,2;λ3,4) = (±a;±a)
when α < 2 (Type 8).
C. Third case: ρ < 1
This case corresponds to the situation where the eigen-
values are complex:
λ2=
2
|β| [2ρ−α±i
√
1−ρ2] . (24)
This kind of eigenvalues will be referred to as of Type 9,
and they have the explicit form (λ1,2;λ3,4) = (a± ib; c±
id).
V. BIFURCATION MAP
The stability analysis developed in Sec. IV enables us
to obtain a bifurcation map, which is presented in Fig. 3.
It is important to note that in our case, the system
has a θ → −θ symmetry: as a consequence, the spatial
bifurcations that are arising in the system are necessarily
reversible. Such reversible bifurcations have been stud-
ied in detail in the fourth Chapter of ref. [20], where a
normal form characterization is provided as well. This
reversibility is essential because it facilitates the study of
the bifurcations. Another consequence of this symmetry
is that the eigenvalue spectrum is symmetrical relatively
to the imaginary axis, which in our system comes along
with a symetry relatively to the real axis. This is why
these eigenvalues are structurally similar to those of an
Hamiltonian system.
We hereafter list the four reversible bifurcations that
can be identified in Fig. 3.
• 02 bifurcation: The 02 bifurcation (also referred
to as Takens-Bogdanov bifurcation) arises when a
quadruplet of eigenvalues is of Type 4. This sit-
uation is witnessed in our system along the lines
B2, C1, and C2. Depending on the system under
study, both periodic and localized stationary solu-
tions can eventually be sustained at the vicinity of
this bifurcation.
• 02(iω) bifurcation: This bifurcation corresponds to
a quadruplet of Type 5, and it is present in our sys-
tem as the line B1. Along this bifurcation, possible
stationary states are periodic and quasiperiodic so-
lutions. However, localized solutions are typically
unstable near this bifurcation.
• (iω)2 bifurcation: This bifurcation is sometimes re-
ferred to as the “1 : 1 resonance” or the “Hamilto-
nian Hopf” bifurcation. It arises when a quadruplet
of eigenvalues is of Type 7, and in Fig. 3, it corre-
sponds to the line A3. Typical solutions around this
bifurcation eventually include quasiperiodic, peri-
odic and localized solutions.
• 04 bifurcation: This is a co-dimension 2 bifurcation,
arising when a quadruplet of eigenvalues degener-
ates to the origin (Type 2). This situation only
arises on the point a ≡ (2, 2), around which a very
large variety of dynamics can be observed a priori.
Since some eigenvalues are located on the imaginary
axis in the pictograms of Type 3 and 6, they also in-
deed correspond to bifurcations, respectively referred to
as (iω1)(iω2) and to (iω). However, the reversibility of
our system forces these eigenvalues to stay on the imagi-
nary axis, so that these bifurcations are not dynamically
relevant in our system (non-respect of the transversal-
ity condition). This is why they are not highlighted in
Table I.
8β > 0
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FIG. 6: (Color online) Bifurcation diagram at scale, showing the parameters leading to various stationary solutions. Dark
cavity solitons can be observed in a thin band laying within the three-equilibria area. Out of this thin band (here approximated
with straight lines), our numerical simulations have only evidenced convergence towards stable equilibria (flat solutions).
It is important to note that in this regime of normal
dispersion, the boundary line ρ = |ψ|2 = 1 does not cor-
respond to a bifurcation when α < 2. In particular, for
α <
√
3, we have shown earlier that there is only one
equilibrium, which is necessary stable. Hence, the bifur-
cation analysis indicates that increasing the pump power
in that case does not lead to any modification since ar-
eas I and III do not differ structurally: this is why Kerr
comb generation is impossible for α <
√
3 in the regime
of normal dispersion. Actually, since most of the time
only in-resonance pumping is investigated (|α| < 1), it
has been thought for long time that Kerr comb genera-
tion was absolutely impossible in the regime of normal
dispersion. Normal GVD Kerr combs have in fact been
numerically evidenced only very recently using a modal
expansion model [21].
However, this bifurcation analysis indicates that non-
trivial solutions might exist around the bifurcation lines
we have identified. We will show in the next sections
that dark solitons can arise in the system and can lead to
complex patterns in both the time and spectral domains.
VI. DARK CAVITY SOLITONS
Dark solitons are stable localized structures character-
ized by a hole in a finite background (see review arti-
cle [22]). In our system, the formation of these solitons
is explicited in Fig. 4 where the temporal dynamics of
the intracavity field ψ is displayed. It can be seen that
depending on the initial conditions, the final steady state
of the field can either be a stable equilibrium (that is, a
stable solution of Eq. (9)) or a dark soliton. We had ex-
plained earlier that in the three-solutions area, the inter-
mediate solution is generally unstable while the extremal
solutions are stable. We can see in Fig. 4(a) and (b)
that for the same sets of parameters, the systems may
converge to the downmost or uppermost steady-state
solution depending on the initial conditions. However,
we can show that a dark soliton can appear as a sta-
ble and robust solution which is intermediate between
the asymptotic levels of the two extremal steady-states,
as evidenced in Fig. 5(a). The typical spectrum of a
dark soliton is displayed in Fig. 5(c), and shows a typ-
ical triangular-like decrease of modal power away from
the pump. It is noteworthy that because there is only
one pulse inside the cavity, the corresponding comb has
a single-FSR spacing. These solitons have already been
observed experimentally [17].
Since dark solitons are intermediate solutions between
the stable equilibria in our system, they do exclusively
appear in the area I, where these three equilibria actu-
ally exist. However, the existence of multiple equilibria is
a necessary but not sufficient condition for the emergence
of stable dark solitons. As displayed in Fig. 6, our numer-
ical simulations show that they can be observed only for a
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FIG. 7: (Color online) (a) Temporal dynamics leading to a
the formation of two solitons in the cavity. The pulses are
evenly spaced in this case (separated by pi and dips at ±pi/2).
The parameters are those of Fig. 4, which are α = 2.5, β =
0.0125 and F 2 = 2.61, so that each pulse is identical to the
isolated pulse presented in Figs. 4(c) and 5(b) at τ = +∞. (b)
3D representation. (c) Corresponding Kerr comb. Note that
the separation between the teeth corresponds to 2 FSRs. The
single-FSR “sub-comb” around −60 dB arises from the fact
that the two pulses are not perfectly identical and perfectly
equidistant.
restricted range of parameters laying within a thin band
inside the three-equilibria area. A direct consequence of
this observation is that no Kerr comb generation is a pri-
ori possible in the areas I and II characterized by single
equilibria. Because fairly large (out of resonance) de-
tunings are required for the emergence of dark solitons
in Fig. 6, Kerr comb generation is very difficult to ob-
tain experimentally in the normal GVD regime. These
combs are also likely to be only weakly stable whenever
observed. Numerical simulations have also indicated that
the solitons seem to loose their stability as α becomes
larger. Further studies are required in order to eluci-
date their dynamical properties in this asymptotic regime
(note however that α > 5 is generally not easy to achieve
under normal circumstances, since the out-of-resonance
pumping starts at α = 1).
It is also important to note that the emergence of dark
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FIG. 8: (Color online) Coexistence of three solitons in the
cavity with α = 2.5, β = 0.0125 and F 2 = 2.61 (same as
in Fig. 4). (a) Temporal dynamics leading to a the forma-
tion of three solitons in the cavity. Note that the solitons
are not evenly spaced (dips at −2pi/3, 0, and pi/2). (b) 3D
representation. (c) Corresponding Kerr comb. The separa-
tion between the teeth is equal to single-FSR, but because of
the unequidistance of the pulses (which are however identi-
cal in shape), the comb looks “irregular”. A three-FSR comb
would have been obtained if the pulses (which are identical)
were also equidistant and separated by 2pi/3.
solitons depends on the initial conditions. Actually, from
an experimental point of view, dark solitons will not nat-
urally arise from noise above a certain threshold. The
most likely outcome in that case would be a conver-
gence towards the nearest flat (constant) solution, which
is ρ1 = |ψdown|2. Only a compact (but continuous) set of
initial conditions ψ(θ, τ = 0) can lead to the dark soliton.
From this standpoint, Fig. 5 can be viewed as the result
of multi-stability, with each stable solution ψdown, ψup
and ψsol having its own basin of attraction.
VII. COEXISTENCE OF DARK CAVITY
SOLITONS
The dark solitons that were investigated in the last
section are localized dissipative structures: they do not
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FIG. 9: (Color online) Evidence of the effect of β, show-
ing how the soliton pulses become narrower as β → 0. The
detuning and pump parameters α = 2.5 and F 2 = 2.61 are
fixed, while the dispersion parameter is logarithmically varied
as β = 0.00125 β = 0.0125 (same as in Fig. 4), and β = 0.125.
see the boundary conditions and actually, they could be
observed as well if the background support was extended
to infinity. Hence, multiple dark cavity solitons can co-
exist in the cavity as long as they are far away from each
other and can not “feel” each other’s influence (they are
not bounded).
This situation for example presented in Figs. 7 where
two solitons are excited inside the cavity with a double-
pulse initial condition. In this case, the solitons have been
evenly spaced (separation of pi) and as a consequence, the
corresponding Kerr comb has a two FSR separation. A
more complex case is presented in Fig. 8, where three
unevenly-spaced solitons are excited inside the cavity.
The corresponding spectra has single-FSR separation but
displays a very complex pattern. Indeed, if the pulses
were equidistant, the Kerr comb would have displayed
a three-FSR separation. These multiple-FSR combs will
generally appear whenever we have N identical dark soli-
tons separated by a 2pi/N angle. However, this symmetry
is fragile and will be broken by non-identical and/or non-
equidistant pulses, yielding non-trivial Kerr comb spec-
tra. Of course, these spectra should not be referred to
as “chaotic” or “noisy”, since the corresponding time-
domain solutions are perfectly periodic and determinis-
tic.
It is worth noting that in the multiple-pulse regime,
each pulse is identical to the solitary pulse presented
in Fig. 5(b). Reaching the single- or multiple-soliton
states only depends on the initial condition. Therefore,
these non-bounded multiple-soliton states emerge in the
shaded area of the parameter space area in Fig. 6, exactly
as single-pulse localized structures.
VIII. INFLUENCE OF THE DISPERSION
PARAMETER β
We have analyzed so far the bifurcation map with re-
gards to the two control parameters α and F . The dis-
persion parameter β does actually not have a direct in-
fluence on this map because we have focused on localized
structures and we have disregarded the boundaries. How-
ever, β has a direct influence on the temporal profile of
the pulses, and particularly on their widths. Figure 9
shows that as the dispersion decreases, the pulse-width
decreases as well. It should be noted that from a physical
standpoint, higher-order dispersion has to be included
into the Lugiato-Lefever model when second-order dis-
persion vanishes [14].
Since the pulses become narrower as β → 0, it also
becomes easier to excite a large number of solitons in the
cavity, following the scenario explained in Sec. VII, and
the corresponding Kerr comb spectra will also display
increasingly complicated patterns.
IX. CONCLUSION
In this article, we have performed a bifurcation analysis
of Kerr comb generation in the normal dispersion regime
based on the Lugiato-Lefever model. The non-trivial so-
lutions we have spotted are dark cavity solitons which
can be stable in the three-equilibria area only. In this
regard, the single-equilibrium area (which encompasses
the in-resonance pumping regime) appeared to be unsuit-
able for Kerr comb generation. This analysis has shown
that normal GVD Kerr combs can not arise straightfor-
wardly from noise, but are excited for only certain ini-
tial conditions. We have also shown that the underlying
dark solitons can coexist in the cavity as long as they do
not interact. It is noteworthy that we have only focused
here on localized solutions, and eventual solutions that
might depend on the finite-background boundary condi-
tions have not been considered here. Further studies are
therefore necessary in order to explore exhaustively this
parameter space with this additional constraint.
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