ABSTRACT Nowadays, there is an increasing demand for images with high definition and fine textures, but images captured in natural scenes usually suffer from complicated blurry artifacts, caused mostly by object motion or camera shaking. Since these annoying artifacts greatly decrease image visual quality, deblurring algorithms have been proposed from various aspects. However, most energy-optimization-based algorithms rely heavily on blur kernel priors, and some learning-based methods either adopt pixel-wise loss function or ignore global structural information. Therefore, we propose an image deblurring algorithm based on a recurrent conditional generative adversarial network (RCGAN), in which the scale-recurrent generator extracts sequence spatio-temporal features and reconstructs sharp images in a coarse-to-fine scheme. To thoroughly evaluate the global and local generator performance, we further propose a receptive field recurrent discriminator. Besides, the discriminator takes blurry images as conditions, which helps to differentiate reconstructed images from real sharp ones. Last but not least, since the gradients are vanishing when training the generator with the output of the discriminator, a progressive loss function is proposed to enhance the gradients in back propagation and to take full advantage of discriminative features. Extensive experiments prove the superiority of RCGAN over state-of-the-art algorithms both qualitatively and quantitatively.
I. INTRODUCTION
Photographic images with high definition and exquisite detailed textures are preferred for their high visual quality. However, photographic images captured in natural scenes have complicated blurry artifacts in most occasions: local blurry structures usually arise when moving objects are in the scene, and global blurs are caused by camera shaking or scene depth variation. These blurry structures not only decrease image visual quality, but bedim detailed textures. Besides, image deblurring [1] , [2] is also conducive to many other computer vision tasks, such as object retrieval [3] , [4] , image restoration [5] - [7] , action recognition [8] , person search [9] , event detection [10] , and image quality assessment [11] , [12] . Therefore, eliminating blurry artifacts and reconstructing sharp images worth studying.
Image deblurring algorithms [13] - [15] have been proposed from various aspects, and relatively promising performance has been achieved. Traditional energy-optimizationbased [16] - [19] and some learning-based methods [20] , [21] rely heavily on the characteristics of blur kernels, but natural blurs are more complicated and can hardly be parameterized. To adaptively learn natural blur types and learn to reconstructed sharp images, end-to-end learning algorithms are proposed. Nah et al. [22] and Tao et al. [23] propose to reconstruct sharp images by multi-scale convolutional neural network (CNN) in a coarse-to-fine manner. Kupyn et al. [24] apply generative adversarial network (GAN) [25] to the image deblur task. Among existing algorithms, [21] and [23] are optimized based on pixel-wise computation or perceptual loss [26] , these fixed calculation can hardly evaluate deblurring performance adaptively. Besides, evaluation metrics in [22] and [24] only assess local similarity, ignoring global structural features. To overcome these drawbacks, we propose a discriminative network with recurrent receptive fields to evaluate reconstructed images in both global and local scopes.
In this paper, we propose a recurrent conditional GAN to reconstruct sharp images, which is consists of a scale-recurrent generator and a receptive field recurrent discriminator. The generator extracts video sequence spatio-temporal features and reconstructs sharp images in a coarse-to-fine manner. The discriminator learns to evaluate the generator deblurring performance with global as well as local receptive fields. Besides, to assist in differentiating reconstructed images from sharp ones, blurry images are fed into the discriminator as conditions. To solve the gradient vanishing problem in training the generator, the proposed RCGAN is optimized with the proposed progressive loss function, and experiments show that RCGAN consistently outperforms state-of-the-art algorithms both objectively and subjectively.
The contributions of this paper are three fold: 1) We propose a recurrent generative adversarial network to reconstruct high definition images, in which the scale-recurrent generator reconstructs sharp images at different scales based on extracted spatio-temporal features. To evaluate recovered image quality with both global and local scopes, a recurrent discriminator is proposed with different receptive fields. 2) Since large-scale sharp structures exist in local motion blurry images, these images are prone to be identified as sharp ones. To cope with this, the proposed discriminator takes blurry images as conditions, structural information of which assists in distinguishing real sharp images. 3) When training generator with the output of discriminator, the gradients are vanishing when they backpropagating through all layers of these two networks. Therefore, we proposed a progressive loss function to enhance the gradients and help training the generator.
II. PROPOSED ALGORITHM
The proposed RCGAN is consist of a scale-recurrent generator G and a receptive field recurrent discriminator D, each of which is consist of 3 subnetworks, represented by 
A. RECURRENT GENERATIVE ADVERSARIAL NETWORK
As explained in Sec. I, the proposed RCGAN contains a generator and a discriminator. For the generator, we apply the scale-recurrent network (SRN) [23] , which recovers sharp images in a coarse-to-fine manner. The generator is consist of 3 neural networks at different scales, each of which extracts spatio-temporal features and reconstructs sharp images with a chain of Residual Network (ResNet) [27] and Convolutional Long Short-Term Memory (ConvLSTM) [28] .
However, SRN [23] and most learning-based image recovery algorithms in literatures are optimized by the Euclidean distance or perceptual loss [26] between reconstructed images and ground truth. The former pixel-wise loss function ignores structural features, and can hardly evaluate image deblurring performance thoroughly. Therefore, images reconstructed by networks which are optimized by pixel-independent loss functions usually suffer from over-blurred structures [29] . Besides, although perceptual loss takes structural similarity into consideration, its calculation is based on pre-trained models and fixed parameters, on which the performance of perceptual loss relies heavily. As for the perceptual model, most algorithms adopt the model pre-trained on ImageNet dataset [30] , but the difference between the manifolds of ImageNet and target dataset is usually non-negligible. The model pre-trained on ImageNet can hardly extract blurry image features effectively. Therefore, to evaluate the structural similarity between reconstructed images and real sharp ones adaptively and thoroughly, we propose a discriminator network to extract targeted features and help training the generator. The two networks are trained adversarially: the generator aims to imitate real sharp images to fool the discriminator, and the discriminator is trained to identify the fake images. However, most discriminators in literatures are simple convolutional network with kernel filter sizes no more than 5×5. These neural networks perform well on extracting local features, but ignore global structural features due to the limited scopes. Some algorithms [31] , [32] cope with this problem by adopting 7×7 kernels, but convolution operations with large kernels are of high computational complexity and high memory demand. Compared with 3×3 kernels, these convolutional layers achieve more than twice as many receptive fields at the cost of more than 5 times as much memory footprint and computational complexity. Hence, to evaluate image deblurring performance with global as well as local features efficiently, we propose a receptive field recurrent discriminator.
As illustrated in Fig. 1 , after sharp images G(B) are reconstructed by the generator, G(B) or the ground truth images O are fed into the discriminator D to differentiate, where O images are supposed to be identified as ''TRUE'' and G(B) as ''FALSE''. Besides, blurry images (B) are also fed as conditions, which help the discriminator to distinguish sharp images. This will be discussed in detail at Sec. II-B. D 1 adopts filter kernels at the size of 4×4, hence can distinguish sharp and blurry features at local scope. Besides, to exploit global structural features and differentiate images from relatively larger receptive fields, G(B) images are down-sampled by the factor of ×2 and ×4 and fed into D 2 and D 3 , respectively. Each discriminator takes not only recovered images as input, but real sharp images and conditional blurry images at their corresponding scale. To constrain the convolutional computational complexity, filters kernels are 4×4 for all discriminators. Then the convolutional scope for D 2 is multiplied by 4 times compared with D 1 , and the receptive field of D 3 is 16 times as large as D 1 . Therefore, we advocate that the proposed receptive field recurrent discriminator can distinguish images with global as well as local structural features.
In addition, although sharing parameters among D 1 , D 2 and D 3 is able to greatly reduce memory cost, there is a great chance that the discriminator will be confused as to some specific structures, leading to the gradient vanishing problem. This is because that edges in natural photos are usually not absolute sharp, while these edges in down-sampled images are generally sharper than original ones. D 1 is supposed to be more tolerable to blurry edges compared with D 3 . Take 1-dimension signal as example. As illustrated in Fig. 2 , edges in natural images (a) are usually relatively blurry due to the characteristics of in-camera image processing pipeline. After these edges are down-sampled by the factor of 4, they appear as sharper structures (b). Besides, smooth gradient areas in natural images (c) are usually down-sampled to staircase-like structures (d). It is evident that the edges in natural images are similar to smooth areas in down-sampled images. Consequently, the similar staircase-like structures in images of different scales are supposed to be identified as real for D 1 and as fake for D 3 . When these 3 discriminator networks share parameters, the network can hardly distinguish (a) and (d). Then the network is difficult to converge since the parameters are supposed to minimize output in some occasions and maximize in others in back-propagation. Therefore, networks in the proposed receptive field recurrent discriminator are trained independently.
B. CONDITIONED DISCRIMINATOR NETWORK
For the image deblurring task, the most credit criterion for the discriminator to distinguish real sharp images from fake ones is whether sharp edges exist. When input images of the discriminator have sharp edges, they are more prone to be identified as real images. However, blurry images captured in natural scenes are caused by not only camera shaking, but object motion. When camera position is fixed and object is moving, there is a great chance that the captured images are consist of both sharp and blurry structures. In this occasion, when the discriminator takes as input only reconstructed images, these images are prone to be identified as real ones for sharp edge structures exist. Then the discriminator will be hard to converge since images with both smooth and sharp structures are trained with label ''TRUE'''and label ''FAKE'' in different occasions.
In order to assist the discriminator in distinguishing real images from reconstructed ones, we propose to provide additional information for the discriminative process. As illustrated in Fig. 3 , real sharp images and the corresponding reconstructed ones have identical structures as to sharp areas, while they are distinct at blurry regions. Then the discriminator is supposed to pay more attention to the blurry areas when differentiating. Therefore, the corresponding blurry images (B) are fed as conditions to provide blurry area information and to help the discriminator focus on these areas. The conditional images are down-sampled by the same operator as input and are concatenated to input images by channel. 
C. LOSS FUNCTION
G and D of the proposed RCGAN are trained adversarially, where G aims to reconstruct photo-realistic images G(B) based on B, while D tries to distinguish real and fake images conditioned on blurry images B. This training process can be represented as follows:
However, training G and D adversarially is unstable, because when D is well-optimized while G performs worse, the intersection between the manifolds of real images O and reconstructed images G(B) is usually negligible. To cope with this, Arjovsky et al. [33] propose to apply Earth Mover's distance instead of Jensen-Shannon divergence to assess the distance between the two probability distributions. Then the loss functions of G and D can be formulated as follows:
1) PROGRESSIVE LOSS FOR THE GENERATOR
Generators in most state-of-the-art generative adversarial networks are trained by the single output of discriminator, and then the gradients to train the generator in back-propagation vanish a lot after they pass through all the layers of the discriminator. Besides, most generators are trained based on the local similarity between reconstructed and raw images, ignoring global structural similarities. Therefore, to solver the gradient vanishing problem and to assess image similarity from both global and local scopes, the progressive loss is proposed.
Since training the generator is to minimize L G , ''1'' or any other constant (C) performs equivalently. Then Formula. 2 can be represented as
and it is equivalent to
since G and D are trained alternatively, and D (O, B) is constant when training G. In this process of training G with the output of D, the gradients in back-propagation can be formulated as follows:
∂D (5) ∂D (4) . . .
where D (i) is the feature map of the i th -layer of D, and θ G is the parameters of G. Since the gradients vanish a lot when they go through all layers of D in back-propagation, the generator is hard to train. Besides, G is trained based only on the 1-dimension output of D, which is highly insufficient for G to reconstruct detailed images. Therefore, to make better use of D and to provide larger gradients to train G, the outputs of not only the final layer (i.e., Formula. 5), but also former layers are extracted to assess image deblurring quality by computing the Euclidean distance of these feature maps when D takes as input G(B) and O. Then the adversarial loss in training G with respect to the 3 discriminators can be formulated as follows:
where λ is a hyper-parameter and N ni is the element number of the i th -layer of D n . In addition, training G with adversarial loss (Formula. 7) is to generate sharp images with photo-realistic structures, but the output of G can be distinct from input images. Therefore, in order to maintain the content consistency of B and G(B), content loss [29] is adopted, which is represented as follows:
where G m (B) is the output of the m th -subnetwork of G, O m is the ground truth image down-scaled to the corresponding shape of G, and W , H are the width and height of input images, respectively.
2) LOSS FUNCTION OF THE DISCRIMINATOR
As explained in Formula. 3, the loss function of training D with respect to 3 discriminators can be represented as follows:
Besides, to stabilize the process of training GAN, we introduce gradient penalty [34] to constrain the weights in compact space, then the loss function in training the discriminator is formulated as follows:
whereB is samples on the straight lines between O and G(B). Therefore, the adversarial loss function when training RCGAN is consist of the generator loss and the discriminator loss, and can be formulated as follows:
III. EXPERIMENTS A. EXPERIMENTAL SETTINGS 1) EXPERIMENTAL SETTINGS
Most blurry images in traditional datasets are blurred by some fixed kernels, which can hardly imitate natural blurry images. In contrast, GOPRO [22] blur images by integrating sharp images over time. Since GOPRO can imitate the image blur type in natural scenes, experiments in this paper are performed on this, which contains 2,103 images pairs for training and 1,111 pairs in test set. These images are at the resolution of 1280×720, and are captured from various scenes.
2) TRAINING DETAILS
The proposed RCGAN is trained for 5,000 epoches with the learning rate polynomial decayed from 10 −4 to 10 −8 , where the generator is pre-trained independently since the training process is easy to be stalled when the discriminator performs promising. Training batch size is set to 16, and hyper-parameters in the proposed RCGAN are set as λ = 100 and γ = 10. Experiments are implemented using the TensorFlow framework on GPU (GeForce GTX 1080Ti 11GB/PCIe/SSE2) and CPU (Intel(R) Xeon(R) CPU E5-2620 v4 @ 2.10GHz × 16).
B. ABLATION ANALYSIS
To prove the effectiveness of our proposed receptive field recurrent discriminator and the conditional images, extensive experiments are performed under the same circumstances. Models are trained and tested on the same dataset and evaluated by peak signal-to-noise ratio (PSNR) as shown in Table. 1. Compared with training generator independently by content loss (Formula. 8), training with a discriminator network D 1 can evaluate reconstructed image quality adaptively and thoroughly, leading to better recovery performance. Besides, after the conditional images are fed into the discriminator, the blurry region information in B helps the discriminator to focus on blurry areas and distinguish fake images more effectively. In addition, experimental results prove the effectiveness of the proposed receptive field recurrent discriminator, without which the deblurring model ignores global structural information and performs relatively worse. 
C. EVALUATIONS RESULTS

1) OBJECTIVE EVALUATIONS
To evaluate the performance of the proposed RCGAN, experiments about energy-optimization-based algorithms Kim et al. [35] , Sun et al. [21] , Xu et al. [36] , and learningbased algorithms DeblurGAN [24] , Nah et al. [22] , and SRN-Deblur [23] are performed. These state-of-the-art algorithms as well as the proposed RCGAN are tested on the same test set of GOPRO and evaluated with PSNR. As shown in Table. 2, learning based algorithms perform generally better than computative ones. This is probably because the computation of most energy-optimization-based algorithms are based on priors of specific kernels rather than natural blurry images, while the learning-based algorithms can learn the complicated blur types of images captured in natural scenes. In addition, our RCGAN outperforms scale-recurrent algorithms since the proposed receptive field recurrent discriminator is trained to distinguish real and fake images, helping to train the generator. RCGAN outperforms discriminative algorithms as well, because DeblurGAN [24] and Nah et al. [22] ignore global structures, and their gradients in training G with D vanish a lot in back-propagation. In contrast, the proposed recurrent discriminator have large receptive scopes and the proposed progressive loss function VOLUME 7, 2019 helps to enhance the vanishing gradients, and thus RCGAN have superior performance over state-of-the-art algorithms quantitatively.
2) SUBJECTIVE EVALUATIONS
To prove that the proposed RCGAN subjectively outperforms state-of-the-art algorithms, RCGAN and recently published high-visual quality algorithm SRN-Deblur [23] are compared in detail. Three typical structures are taken into comparison as the object, edge and texture in Fig. 4 . When cameras or objects move while taking photos, structures can be blurry and even unrecognizable in some occasions, such as the ''Window'' and ''Necklace''. In these cases, SRN-Deblur and RCGAN can both reconstruct the lost details. However, the proposed RCGAN performs relatively better when reconstructing objects, such as the clearer structures of ''Window'' and ''Tree'', since the receptive field recurrent discriminator in RCGAN adversarially helps the generator to reconstruct more photo-realistic images. Besides, RCGAN is superior when recovering sharp edges, such as the pole of ''Light'' and the ''Necklace'', and performs relatively better when recovering detailed textures, such as ''Wrinkle''. This is because the recurrent network reconstructs images by both local and global structures, and the progressive loss function greatly eliminates the gradient vanish problem, leading to more realistic recovery performance.
IV. CONCLUSION
In this paper, we propose a recurrent conditional GAN (RCGAN) for image deblurring, where the network is consist of a scale recurrent generator and a receptive field recurrent discriminator. We advocate that the discriminator can evaluate image deblurring performance thoroughly and adaptively, and further improve the recovery performance. Besides, the 3 receptive field recurrent subnetworks can exploit global as well as local structural features. These discriminative subnetworks also take blurry images as conditions, which help paying attention to the blurry regions and distinguish more effectively. In addition, we propose a progressive loss function for the generator, solving the gradient vanishing problem in training GAN and take full advantages of the discriminators. Extensive experiments are performed and both subjective and objective evaluation results prove the superiority of the proposed RCGAN over state-of-the-art algorithms. 
