We define a problem called Simplex Matching, and show that it is solvable in polynomial time. While Simplex Matching is interesting in its own right as a nontrivial extension of non-bipartite min-cost matching, its main value lies in many (seemingly very different) problems that can be solved using our algorithm. For example, suppose that we are given a graph with terminal nodes, non-terminal nodes, and edge costs. Then, the Terminal Backup problem, which consists of finding the cheapest forest connecting every terminal to at least one other terminal, is reducible to Simplex Matching. Simplex Matching is also useful for various tasks that involve forming groups of at least two members, such as project assignment and variants of facility location.
INTRODUCTION
Matching theory, as well as its extensions, is both extremely important and well-studied. Perhaps surprisingly, there still remain basic matching problems that can be solved efficiently, and yet are not solvable using existing matching algorithms and techniques [9, 12, 18, 19] . In this paper, we address one such problem that we call Simplex Matching and show how to solve it in polynomial time using an elegant covering argument. While Simplex Matching is interesting in its own right as a nontrivial extension of non-bipartite min-cost matching, its main value lies in many (seemingly very different) problems that can be solved using our algorithm. We now give two representative examples of such problems. Terminal Backup. Consider the following network design scenario. As in the Steiner tree problem, we are given a graph consisting of terminal nodes, non-terminal nodes, and edges with costs ce. The terminal nodes represent facilities that need to be connected for backup purposes. To do this, we must construct a network of edges so that every facility is connected to at least one other facility. In other words, we need to find a forest of minimum cost such that every component of this forest contains at least two terminals. The facilities connected together can backup their data and if any one facility failed there would be at least one other that contains its data. In [33] , Xu et al. discuss applications of this problem beyond simply backing up data, and show how to solve it using Simplex Matching. Project Assignment. Consider a teacher with a list of projects for the students, who wants to break the students into groups of at least 2 (and at most k) and assign each group a project (several groups may do the same project as long as they do not work together). Also suppose that there is a function u(s, p) that shows how much a student s likes project p. How should the teacher break the students into groups so that the sum of students' utilities is maximized? This question is a special case of facility location with lower bounds and can be reduced to Simplex Matching. Notice that if the groups were allowed to be of size 1, the optimum would simply assign each student to the project she likes best. If the groups had to be of size exactly 2, this is reducible to non-bipartite matching (notice that not all projects need to be assigned, otherwise this would be easily solvable by a flow argument). And if the group size had to be at least 3, this problem immediately becomes NP-Hard. The variant with group size at least 2 and arbitrary k, however, is reducible to Simplex Matching and so has nontrivial structure that can be exploited to form an efficient algorithm.
Simplex Matching The main focus of this paper lies in providing a polynomial-time algorithm for Simplex Matching, a generalization of min-cost non-bipartite matching. It is also a generalization of {K 2 , K 3 }-packing (see, e.g., [10, 19] ). A lot of work has been devoted to packing of graphs with various subgraphs [3, 8, 10, 11, 18, 24] (for surveys, see [9, 12, 19] ). In this context, the standard matching can be thought of as a packing with edges, i.e. a {K 2 }-packing. The study of packing has a lot in common with our work as it deals with nontrivial extensions of matching, often using totally different methods. In [20] , Hell and Kirkpatrick gave an elegant algorithm to find the perfect {K2, K3}-packing, and [25] classified some types of packings that can be found efficiently. Their results only hold for unweighted graphs, however. Among other things, our algorithm for Simplex Matching gives a simple and intuitive way of finding the best (min-cost) perfect {K2, K3}-packing, even in the weighted case. The algorithm we provide is relatively simple to understand and implement but difficult to prove correct. In the process of this proof we show some powerful new results about covering cubic graphs with simple combinatorial objects.
We now define the Simplex Matching problem. In an instance of Simplex Matching, we are given a hypergraph H containing edges of sizes 2 and 3 with edge costs c(e). The goal is to find a minimum cost perfect matching of H. Since H is a hypergraph, a perfect matching here (often referred to as a packing) is simply a collection S of edges in H such that every node of H appears in exactly one edge of S.
This problem is NP-Hard without additional constraints on the costs c(e). To see this, notice that if H contains only edges of size 3 we have exactly 3D-Matching. However, in the applications that the authors are interested in, H satisfies the following extra condition that we call the Simplex Condition. It states that for every 3d edge (u1, u2, u3), the corresponding 2d edges also exist (see Figure 1 (a)), with the cost relation of To understand why the Simplex Condition is natural, consider the Project Assignment problem. It easily reduces to Simplex Matching as follows. First notice that if the optimal solution forms groups larger than 3, then there is an equivalent solution with groups of only 2 and 3 students. Form a graph H with 2d edges (s1, s2) representing the smallest cost (negation of utility) of assigning students s 1 and s 2 to a project together, and 3d edges representing the same cost for triples of students. The Simplex Condition will hold in any such H. All possible 2d edges (s1, s2) exist and if an edge (s1, s2, s3) corresponds to a project p then c(s 1 
holds for any pair of students (s i , s j ) (Figure 1(b) ). This gives us the inequality portion of the Simplex Condition.
The reduction from Terminal Backup to Simplex Matching is more complicated (see [33] for details). First, we can assume that all components of an optimal solution to Terminal Backup are either a path between two terminals, or a star with three terminals as the leaves and a Steiner node at the center. With this assumption we can form a graph H with a 2d edge for each such path and a 3d edge for each such star, and then solve the Terminal Backup problem using the covering version of Simplex Matching. Once again, any such graph H will satisfy the Simplex Condition. Consider an instance of Terminal Backup shown in Figure 1 (c). There are three terminals u 1 , u 2 and u 3 , and a single Steiner node p. Let c(u i , u j ) be the cost of the cheapest path connecting terminal ui to terminal uj and c(u1, u2, u3) be the cost to connect all three terminals through p. Notice that if we only wanted to connect u i to u j , we could connect them through p, so we obtain that
Our Results Our main contribution consists of providing a polynomial-time algorithm for Simplex Matching, which can be used to solve a variety of related problems. The algorithm is very simple conceptually. It starts with a perfect matching (packing) M , and at every step finds an M -alternating 2-factor, 1 such that augmenting M by this 2-factor creates a significantly cheaper perfect matching. It is not surprising that such an algorithm exists, since the min-cost perfect matching can be obtained from any perfect matching if we just augment it by the correct 2-factor. What is surprising here is that a desirable 2-factor can be found efficiently. Most of the paper is devoted to proving this. Consider how a similar algorithm would behave if we wanted to find the min-cost perfect matching without any edges of size 3. Then any 2-factor is simply a collection of cycles, and we could find an alternating cycle that decreases the matching cost sufficiently. In the case of Simplex Matching, however, the 2-factors can have very complex structure (see Figure 2 ) and finding a good M -alternating 2-factor may seem difficult.
To get around this problem, we show that there is no need to consider arbitrary 2-factors like the one in Figure 2 , as there always exist good 2-factors with simple structure (containing at most two 3d edges), even in the weighted case. The proof of this is complex and relies on our theorem about covering arbitrary cubic graphs with simple combinatorial objects we call dual augmentors. For discussion on the relationship between our results and other covering results, especially cycle covers [21, 22, 31, 34] , see Section 4.
Related Work
Terminal Backup is similar to many Steinertree variations [7, 14, 17] . However, all such variations are required to either connect particular pairs of terminals, connect terminals from a particular set, or connect at least k terminals in total. The problem of finding the cheapest forest with at least k terminals in each component has not been addressed before. In addition, all of the above variations are NP-Hard while Terminal Backup is solvable in polynomialtime for k = 2. For k > 2 it becomes NP-Hard, although there is a 2-approximation algorithm using [15] .
Simplex Matching and especially Project Assignment are also very similar to variants of facility location. In fact, we can use Simplex Matching to solve instances of facility location where all open facilities have lower bounds of 2 and the facility costs obey the Simplex Condition (e.g., costs are all 0 or the cost of serving three clients is at least twice the cost of serving two clients). Although this is a very special case of facility location, it is the first result (to our knowledge) of a non-trivial facility location problem with lower bounds [1, 16, 23] that can be solved efficiently.
Matching theory is a very large field (see e.g. [26] ), and there are many algorithms for weighted non-bipartite matching. A lot of work has also been done on exact packings, which are exact covers of a graph using more complicated combinatorial structures than just edges. For some results on packings, see e.g., [3, 8, 10, 11, 18, 24, 27] , for surveys see [9, 12, 19] . Especially relevant to our work is packing by edges and triangles ({K2, K3} packing), since choosing a 3d edge in Simplex Matching is similar to choosing a triangle for a packing. Hell and Kirkpatrick's algorithm for finding the perfect {K 2 , K 3 } packing in unweighted graphs (in [20] ) can easily be extended to solve the unweighted version of Simplex Matching. The weighted case is significantly more complicated, however, and cannot be solved by any simple extension of the unweighted algorithm. Since Simplex Matching is a generalization of {K2, K3} packing, our algorithm can also be used to find the min-cost {K2, K3} perfect packing. Another relevant line of research is packing by cycles of length at least three [4, 5] .
Much of the literature on packing concerns itself with matching polyhedra. Unlike the standard perfect matching, which has a nice characterization as a linear program, many similar results for packing can be extremely complicated. While the weighted perfect matching problem lends itself to a primal-dual algorithm, this is not true with Simplex Matching, for which there is no nice linear program characterizing the solutions. See [9, 12, 19, 25] for polytope characterizations of other packing problems, although most of these are either for unweighted versions, or for packing problems very different from ours. An exception is Gyula Pap, who produces results similar to ours in [28] (including an efficient algorithm for weighted {K2, K3} packing), although he uses different techniques and looks at this problem from quite a different perspective.
Finally, [33] is a companion paper to this one. In it the reader will find detailed applications of Simplex Matching, much discussion of the Terminal Backup problem, and an implementation of the Simplex Matching algorithm.
WEIGHTED SIMPLEX MATCHING
For the standard 2d matching we know that if we take a perfect matching M that is not the minimum-weight one, then there exists an alternating cycle that could be used to improve the current matching. We now show a similar condition for Simplex Matching.
Let M be a perfect matching of cost e∈M c(e). For any set of edges S, define a potential function φ M (S) = e∈M ∩S c(e) − e∈S−M c(e). If we augment M by S by replacing all edges in M ∩ S with the edges in S − M , the cost of the new set decreases by φM (S). Moreover, if S is an M -alternating 2-factor then this is still a perfect matching. (An M -alternating 2-factor is a set S such that every node in S has exactly two edges incident to it, exactly one of which is in M .) Let M * be a minimum cost perfect matching. The components of the symmetric difference M ⊕ M * are M -alternating 2-factors that augment M to M * . Therefore, there always exists an M -alternating 2-factor S with
If we could find the M -alternating 2-factor with maximum φM , we could simply augment by it and get the mincost perfect matching. Instead, our algorithm will proceed by finding an M -alternating 2-factor S with high φ M (S) at each step, and augmenting by it. Finding a 2-factor S with a high potential φM (S) seems difficult, since 2-factors for Simplex Matching can have a complex structure, as in Figure 2 . We will show, however, that there is no need to consider arbitrary 2-factors like that, because there always exists a good 2-factor with simple structure: it should contain at most two 3d edges. We call such 2-factors augmentors. More specifically, augmentors can be of the following types (see Figure 3 ): Type-0: A Type-0 augmentor is an M -alternating cycle of 2d edges. This is the same as a 2d matching augmenting cycle.
Type-1: A Type-1 augmentor consists of two 3d edges (a 1 , a 2 , a 3 ) and (b 1 , b 2 , b 3 ) together with M -alternating paths of 2d edges connecting a 1 to b 1 , a 2 to a 3 and b 2 to b3. These paths must be disjoint and the entire augmentor must be M -alternating (so the 3d edges may or may not be in M ).
Type-2: Same as Type-1, but the paths connect a 1 to b 1 , a 2 to b 2 and a 3 to b 3 .
The bulk of this paper is devoted to proving that an augmentor with high potential always exists. The following lemma allows us to claim that if this is true, then we can improve the current perfect matching in polynomial time.
Lemma 2.1. Let A be an augmentor of maximum potential. We can find an M -alternating 2-factor S with φM (S) ≥ φM (A) in polynomial time (may or may not be A itself ).
Type-2
Figure 3: Simplex Matching Augmentors
Proof. Suppose A is of Type-0. Delete all 3d edges from H as well as all nodes that are matched in M using 3d edges, forming a graph H with no 3d edges. Find a min-cost matching M * of H . S = M * ⊕ M | H gives us an Malternating 2-factor to augment M by. Since A is of Type-0 it cannot include any nodes incident to 3d edges of M , thus A is contained in H . Augmenting by S results in the best possible matching in H , therefore
Now suppose A is of Type-1 or Type-2. Fix the two 3d edges e1 and e2 that it contains (there are only |E| 2 possibilities). We will find the best M -alternating 2-factor with only e 1 and e 2 as the 3d edges. Form a new graph H as above, except leave the nodes incident to e 1 = (u 1 , u 2 , u 3 ) and 
, then adding it replaces the edges (u i , u i )), forming an M -alternating 2-factor S. As before, A is a possible way to augment M in H and since S is the best such way we have φM (S) ≥ φM (A).
We now choose the best one of the resulting |E| 2 + 1 Malternating 2-factors.
There are many ways to make the above algorithm run faster. Notice that we do not need to consider pairs of 3d edges (e1, e2) if e1 ∈ M is adjacent to a 3d edge of M that is not e2. For more improvements, see Section 5 and [33] .
Using the above lemma, we can state our algorithm for finding the minimum-cost weighted Simplex Matching:
Start with any perfect matching. Repeat until done Find a 2-factor better than any augmentor and augment by it.
DUAL AUGMENTORS
We establish the running time of the above algorithm in Section 5, and now focus on its correctness and termination. To prove this, we need to show that for any perfect matching M that is not of minimum cost there exists an augmentor A with φ M (A) > 0. We will accomplish this by showing that every M -alternating 2-factor of positive potential contains an augmentor of positive potential.
For any S we form a dual graph S that is easier to deal with than S (see Figures 2 and 4) . First, contract all 2d edges (u, v) of S such that u and v are not part of the same 3d edge. Then replace each 3d edge e with a node v e . Form an edge between the new nodes if the 3d edges that produced them were adjacent. Note that this may result in parallel edges as well as self-loops (if both (u, v, w) and (v, w) were in S). The resulting graph S is a cubic (3-regular) graph.
We will say that a node v ∈ S is in M if its corresponding 3d edge of S is in M .
Let Sextra be the multiset of 2d edges (u, v) such that a 3d edge (u, v, w) is in S, but (u, v) ∈ S, as in Figure 4 . Let S = S∪S extra . We will associate a unique object from S that we call a dual augmentor with each augmentor A in S . The dual augmentor is simply the subgraph of S corresponding to the dual of A, as shown in Figure 4 . We explore exactly what this means below, but the reader can look at Lemma 3.1 or Figure 5 for a compact definition of a dual augmentor. Dual augmentors are simply one of the structures in Figure  5 , with nodes of M having degree 1 or 3 (not 2). Figure 4 . After contracting all 2d edges of S, A becomes a cycle of S extra edges. In the dual graph S, A corresponds to a cycle of nodes ve where each e is the 3d edge that produced one of the above Sextra edges. We refer to these cycles as dual augmentors of Type-0. As A is M -alternating, it cannot be that any of the above v e is in M , since then e ∈ M , which would mean that the endpoints of some Sextra edge in A are contained in two edges of M . Type-1: A Type-1 augmentor A will produce a dual augmentor of one of three kinds, as shown in Figure 5 . The M -alternating paths connecting a1 to b1, a2 to a3, and b2 to b 3 behave exactly as the cycle augmentor in the previous case, namely they correspond to paths that do not contain vertices of M . This gives us a dual augmentor of Type-1c in Figure 5 that is a path together with the two cycles attached to it, with only nodes
Notice that if both (a 1 , a 2 , a 3 ) and (a 2 , a 3 ) are in A, then the "cycle" incident to v (a 1 ,a 2 ,a 3 ) in the dual augmentor is just a self-loop. Consider the special case, however, when (a1, a2, a3) ∈ M and (a2, a3) ∈ Sextra , as in many augmentors of Figure 4 . We cannot form a self-loop in the dual augmentor, because we only formed self-loops in S for edges of S, not S extra . Because of this, we simply have no loop at all, and we associate to A a dual augmentor of Type-1a or Type-1b (depending if this special case occurs at both (a 1 , a 2 , a 3 ) and (b 1 , b 2 , b 3 ) or just one of them). Notice that only nodes that are in M can have degree 1 in a dual augmentor. Type-2: By similar reasoning, we obtain a Type-2 dual augmentor shown in Figure 5 , with only the degree 3 nodes possibly being in M .
It is easy to see that the following lemma holds. 
All degree 2 nodes are not in M .
In other words, dual augmentors are the structures in Figure 5 , with the only nodes in M being the ones of degree 1 or 3. The reason for considering the dual graph S instead of S is that we now have a cubic (i.e., 3-regular) graph and as the lemma below will show, our goal now will be to cover this cubic graph with dual augmentors. While the same results can be proven directly for S instead of S, their statements become a lot more complicated.
We now proceed to argue that there always exists an augmentor with high potential, for which we need the concept of augmentor sum. Let A be the set of all possible dual augmentors contained in S. We call a function α : A → N a valid augmentor sum of S iff ∃x > 0 such that for all edges e of S, we have that A∈A,A e α(A) = x. In other words, a valid augmentor sum is a cover of S with dual augmentors so that every edge is contained in exactly the same number of elements (which we call the cover number). Given that there is a one-to-one correspondence between augmentors in S and dual augmentors in S we can also view α as a weight assignment on the augmentors in S . Figure 4 shows a set of dual augmentors that form a valid augmentor sum by covering every edge of S twice. It also shows the augmentors of S they correspond to. The lemma below shows that if φM (S) > 0, then the same must be true for at least one of the augmentors in that list. The idea behind it is that if all augmentors corresponding to the dual augmentors in α "add up" to S and S is improving, then so is some augmentor in the sum. Proof Sketch: If we had a cover of S by augmentors, such that every edge of S is contained in the same number of augmentors, then we immediately know that some augmentor must have positive potential. This follows because the total potential of the augmentors must equal to a multiple of φ M (S). Unfortunately, we have such a cover of S, not S. As shown in Figure 4 , dual augmentors of S can correspond to augmentors that include edges in S extra , not S. In fact, there are some 3d edges of S in Figure 4 that are not contained in any augmentors from the list, even though this list forms a valid augmentor sum of S (with cover number of 2). Notice, however, that the edges of S extra corresponding to these 3d edges are included in the list of augmentors, which we are able to relate to the cost of the 3d edges using the Simplex Condition. 2
Given a perfect matching M that is not min-cost, we know there exists an M -alternating 2-factor S with φM (S) > 0, since every component of the symmetric difference of M with the min-cost perfect matching is such a 2-factor. By Lemma 3.2, it is enough to show that S has a valid augmentor sum to prove that our algorithm finds the min-cost perfect matching. The following theorem completes the correctness proof. 
VALID AUGMENTOR SUMS
In this section we forget about our algorithm and Simplex Matching, and concentrate on proving Theorem 3.3. We assume that we are given an arbitrary cubic multigraph S that may contain self-loops, and some set M of nodes in S. We show that there always exists a valid augmentor sum of S with respect to M .
To understand when such valid sums may exist, consider the special case when M = ∅. [31] states that we can cover any cubic 2-connected graph with cycles so that every edge is in the same number of cycles. Since M = ∅, all cycles are dual augmentors (they satisfy the conditions of Lemma 3.1), and so we always have a valid augmentor sum. There has been much work in finding cycle covers with small cover numbers [21, 34] , and it is unknown if there always exists a cycle cover of a cubic 2-connected graph with cover number 2 (this is the Cycle Double Cover Conjecture). Since we are only proving an existence result, however, for our purposes the cover number does not need to be small.
The fact that M may not be empty complicates things. For example, while forming a cycle cover of a planar graph is easy, consider forming an augmentor sum of Figure 10 , or of K4 with |M | = 1. Lemma 3.1 puts degree constraints on nodes of M , which makes augmentor sums much more difficult to deal with than cycle covers. Our hope is that these results will lead to more covering results where nodes have general degree constraints.
We start our proof of Theorem 3.3 with the following easy lemma about augmentor sums.
Lemma 4.1. Let B be a collection of edge subsets of S, and β : B → N and x β be such that for all edges e in S,

B∈B,B e β(B) = x β . If every B ∈ B has a valid augmentor sum then S has a valid augmentor sum.
We will also make use of the following cycle cover theorem, due to Paul Seymour. It gives a sufficient condition for the existence of a valid cycle sum, which we define in the same way as a valid augmentor sum.
Theorem 4.2. [31] We are given a graph G with capacities cap(e). Let C(G) be the collection of cycles in G and a valid circuit sum of G be a function β : C(G) → Q + such that for every edge e of G, C∈C(G),C e β(C) = cap(e). Then, a valid circuit sum exists if for every cut K, we have that ∀e ∈ K, cap(e) ≤ e ∈K−e cap(e ).
We now proceed to construct a valid augmentor sum of S. We will prove Theorem 3.3 with a series of lemmas that show the existence of a valid augmentor sum of S in a different way depending on the structure of S. Proof. Construct a new graph G by adding an extra node s to S, together with an edge (s, v) for all v ∈ M (see Figure 6 ). Associate a capacity cap(e) to all edges e of G. If e is one of the new edges (s, v), set cap(e) = 3, otherwise set cap(e) = 1. By Theorem 4.2, we know that there exists a valid circuit sum of G iff for all cuts K of G and all edges e ∈ K, cap(e) ≤ e ∈K−e cap(e ). We now show that this holds true for G.
Any cut K in G contains at least three edges since G is 3-connected. If e ∈ K is such that cap(e) = 1 then the above inequality is trivially satisfied (this also finishes the case when |M | = 0). Otherwise, if e = (s, v) and K is the cut (s, G − s) then there is another edge of capacity 3 in K since |M | ≥ 2. Finally, if e = (s, v) and K is not (s, G − s), then K − e is also a cut in S and it contains at least three edges of capacity 1 since S is 3-connected. We will partition each cycle C with β(C) > 0 into dual augmentors as follows. Every cycle that does not contain any nodes in M is contained in S and is trivially a Type-0 dual augmentor. No cycle passes through two edges with capacity 1 incident to a node v ∈ M , since all other cycles passing through v would not be able to fill (s, v) to its capacity. Therefore, every cycle entering a node in M must proceed to s. Removing all (s, v) edges from these cycles gives us a collection of Type-1a dual augmentors in S. The valid circuit sum β can be viewed as a fractional weight assignment on those Type-1a and Type-0 dual augmentors such that every edge in S is covered exactly once. We can now multiply β by a large enough constant to form a valid augmentor sum. Section 4.1 addresses the special (and tricky) case in the above Lemma when only a single node of S is in M . Hence, from this point on we can assume that S is not 3-connected. The following two lemmas provide us with augmentor sums for the cases when S is 1-connected or 2-connected.
S s
Lemma 4.4. Assume that all cubic multigraphs smaller than S have valid augmentor sums and that S contains a bridge. Then S has a valid augmentor sum.
Proof. Let e = (u, v) be a bridge in S (i.e., taking out edge e disconnects the graph). Let the other two edges incident to u be e 1 (u) and e 2 (u), and the other two edges incident to v be e 1 (v) and e 2 (v). Form two smaller cubic multigraphs S 1 and S 2 by removing e and contracting e 2 (u) and e2(v), as in Figure 7 . During this contraction, we delete nodes u and v. Notice that in the case where e1(u) = e2(u) (u has a self-loop), this process just forms a loop without any nodes, which is a dual augmentor of Type-0 and corresponds to a cycle with no 3d edges in S. e e 1 (u)
Figure 7: Breaking S with a bridge into two smaller cubic multigraphs
By the assumption made in the statement of the lemma, there exist valid augmentor sums α1 and α2 of S1 and S2, with corresponding cover values x 1 and x 2 . If x is the least common multiple of x 1 and x 2 , then x x 1 α 1 and x x 2 α 1 are valid augmentor sums of S1 and S2 with cover value x. This gives us a multiset of size x of dual augmentors in S1 that contain e 1 (u) and another multiset of size x of dual augmentors in S 2 that contain e 1 (v). Pair up the dual augmentors of the S 1 multiset with the dual augmentors of the S 2 multiset and let (A1, A2) be one such pair. Consider the multigraph C resulting from adding e to A1 and A2, again forming nodes u and v. If C has a valid augmentor sum regardless of what the types of A 1 and A 2 are, then using Lemma 4.1 we can deduce that the entire graph S has a valid augmentor sum.
Rather than providing a valid augmentor sum individually for all possible graphs C resulting from the pairing of the different types of dual augmentors, we give three simple rules that reduce most of such possible graphs to trivial cases. Each of these rules decomposes C into smaller graphs, such that if all these smaller graphs have valid augmentor sums, then by Lemma 4.1 C also has a valid augmentor sum. Figure 8 illustrates these rules. We would apply Rule 1 if v ∈ M , Rule 2 if v ∈ M , and one of the two variants of Rule 3 depending if u and v are in M . It is easy to check that no matter what two structures A 1 and A2 from Figure 5 are stitched together by a bridge to form C = A1 ∪ A2 ∪ e, we can always decompose them into dual augmentors by repeated application of the above three rules. The only exception occurs in the example below.
Let A 1 be a dual augmentor of Type-1c, A 2 be a dual augmentor of Type-2 and u / ∈ M lies on one of the cycles of A1. Moreover, suppose that the node of degree 3 on the same cycle of A 1 is in M . Then we would apply the second version of Rule 3, as shown in Figure 9 . Graphs like the last one in Figure 9 and ones of similar structure are the only ones that can be formed by this process of repeatedly decomposing C, such that they are neither dual augmentors nor have a further decomposition that is possible using one of the three rules above. For these types of graphs we show a valid augmentor sum directly in Figure  10 . This completes the proof of the lemma. The only case left now is if S is bridgeless, but not 3-connected, which is addressed below.
Lemma 4.5. Assume that all cubic multigraphs smaller than S have a valid augmentor sum and that S contains two edges e 1 and e 2 , the removal of which disconnects it. Then S has a valid augmentor sum.
Proof. We can assume that S is bridgeless. Let e 1 = (u1, v1) and e2 = (u2, v2), so that u1, u2 are in the same component of S − e1 − e2. We proceed as in the proof of Lemma 4.4 to form two smaller cubic multigraphs S 1 and S 2 by removing e 1 and e 2 , and forming two new edges (u 1 , u 2 ) and (v 1 , v 2 ), as in Figure 11 . Notice that the four nodes u1, u2, v1 and v2 must be distinct, since if u1 = u2, then the third edge incident to u1 would be a bridge.
Figure 11: Breaking a 2-connected bridgeless S into two smaller cubic multigraphs
Similarly to Lemma 4.4, there exist valid augmentor sums for S 1 and S 2 with cover value x. This means that there exists a multiset of size x of dual augmentors in S1 that contain (u1, u2) and another multiset of size x of dual augmentors in S 2 that contain (v 1 , v 2 ). Pair up the dual augmentors of the S 1 multiset with the dual augmentors in the S 2 multiset and let (A 1 , A 2 ) be one such pair. Consider the cubic multigraph C resulting from removing (u1, u2), (v1, v2) and adding e1 and e2 to A1 and A2. We will now show that C has a valid augmentor sum, regardless of the types of A 1 and A 2 , which finishes the proof using Lemma 4.1. Figure 12 shows what each dual augmentor might look like once the edge (u 1 , u 2 ) (similarly (v 1 , v 2 ) ) is removed. The graph C is simply the joining of two of these objects along the two "connector" vertices (marked with empty nodes). From left to right these are: Type-1a, Type-0, two versions of Type-1b (depending which edge is removed), two versions of Type-1c, and Type-2.
It is easy to see that all possible ways to join these objects to form C have already been proven to have a valid augmentor sum in Lemma 4.4, with the exception of the graph formed when the two dual augmentors A 1 and A 2 are of Type-2. Figure 13 shows the valid augmentor sum for this graph, which completes the proof of the lemma. Using the above lemmas, we are now able to prove that our algorithm works correctly.
Proof of Theorem 3.3. We prove this by induction on the number of nodes in S. The smallest cubic multigraph consists of two nodes u, v and the entire graph is a dual augmentor of Type-2. Now assume that all cubic multigraphs smaller than S have a valid augmentor sum. If S is not connected consider each component separately and use the inductive hypothesis. By Lemma 4.4, we have proved the inductive step for S containing a bridge, so we can assume S is 2-connected. If S is 3-connected, we can use Lemma 4.3, Lemma 4.6, or Lemma 4.7. Otherwise, we can use Lemma 4.5 together with the inductive hypothesis. This finishes the proof.
Special Case: |M | = 1
This section is devoted to the special case where |M | = 1 and S is 3-connected. Proof. This proof is similar to the proofs of Lemmas 4.4 and 4.5. Let the cut of size 3 be {e 1 , e 2 , e 3 }, and let M = {r}. Form two new 3-connected cubic multigraphs S 1 , S 2 by contracting each side of the cut into a single node, with r ∈ S1. S1 is a smaller set with a single node of M , so by our assumption, there exists a valid augmentor sum α1 of S 1 . Let v be the node of S 2 representing the contracted side of the cut. Here we have a choice: do we say that v is in M or not? Call the first set S 2 , and the second set S 2 . In the first case, S2 is a set with a single node of M , which must have some valid augmentor sum α2 with cover number y. In the second case, S 2 would have no nodes in M , so by Lemma 4.3, we also have a valid augmentor sum α 2 , with cover number y .
We can say something more specific about α2 and α 2 . Since S 2 is a 3-connected set with no nodes in M , by the proof of Lemma 4.3 we can assume that α 2 is a cycle cover (i.e., the only dual augmentors appearing in it with positive weight are cycles). In particular, all dual augmentors containing v in α 2 contain exactly two edges adjacent to v. On the other hand, S 2 is a 3-connected set with a single node v in M . By the proof of Lemma 4.7, we can inductively show that all dual augmentors containing v in α 2 contain all three edges adjacent to it. Now let w be the node of S1 representing the contracted side of the cut. Let a be the number of times w appears in a dual augmentor of α 1 containing all 3 edges of w, and b be the number of times w appears in such a dual augmentor of α1 containing two edges of w. Since w ∈ M , these are the only options, and so the cover number of α1 is a + 2b/3.
The idea is that we are going to attach together α 2 with the a dual augmentors above, and α 2 with the other b dual augmentors. To do this, let x be the least common multiple of y and 3y /2, and form new augmentor sums xα1, xa y α2, and 2xb 3y α 2 . This means that we now have xb dual augmentors containing exactly two edges of w in S1, and xb dual augmentors containing exactly two edges of v in S 2 , the latter coming from 2xb 3y α 2 . Just as in Lemmas 4.4 and 4.5, we can pair up these dual augmentors into pairs (A1, A2). Furthermore, since dual augmentors covering exactly two edges of a node must appear in triples (so that all edges are covered the same number of times), we can make sure that in every pair (A1, A2), both A1 and A2 use the same two edges from the set {e1, e2, e3}. We can then form a multigraph C in S by patching A 1 and A 2 together, i.e., C consists of edges in S corresponding to either A 1 or A 2 . Since all dual augmentors in α 2 are cycles, C must be a dual augmentor, since patching a dual augmentor in this manner together with a cycle results in a dual augmentor again.
We now consider the xa dual augmentors containing exactly three edges of w in S 1 , and xa dual augmentors containing exactly three edges of v in S2, the latter coming from xa y α2. We pair them up in the same way, and patch them together to form subgraphs C = A 1 ∪ A 2 for each pair (A 1 , A 2 ). All structures C that can be formed in this way are dual augmentors.
By taking the above subgraphs C, together with the dual augmentors of α1, α2, and α 2 that do not intersect v or w, we form a valid augmentor sum for S.
The most difficult subcase of Theorem 3.3 is proven in the following main lemma of this section, which requires different techniques from most of our other proofs. We prove the cases when S is planar and non-planar separately. For the non-planar case, we show that there must be some subdivision of K 3,3 containing the node of M , and from this we form a valid augmentor sum using Theorem 4.2. In the planar case, we use powerful edge-coloring results. Proof. Let M = {r}, the three nodes adjacent to r be v 1 , v 2 , v 3 , and denote the edge (r, v i ) by e i . First, we address the non-planar case, the proof of which is due largely to Paul Seymour.
Non-planar.
Assume that S is not planar. We want to show that there exists a subdivision of K 3,3 in S with r as one of the degree-3 nodes in this K 3, 3 . From Theorem 2.4 in [29] , it is easy to derive that this must hold. Specifically, delete r and its adjacent edges from S to form a new graph S . Using the notation of [29] , let {v 1 , v 2 , v 3 } be the set of "special" nodes Ω, and let the permutation Ω be (v 1 , v 2 , v 3 ). The society (S , Ω) is 3-connected, since if there were a separation of size 2, then there would be an edge cut (since S is at most cubic, and v1, v2, v3 have degree 2 in S ) of size 2 separating r from some node in S, which contradicts S being 3-connected. We also need to show that S is not "rural", which means that it can be drawn in the plane without edge intersections, and so that the nodes of Ω are on the outside face. S is not rural, since if it were, we could attach r again and make S become planar. S cannot have a cross because |Ω| = 3. Therefore, by Theorem 2.4 in [29] , S must have a tripod. A tripod combined with r and e 1 , e 2 , e 3 gives us exactly a subdivision of K3,3. Let K be this K 3,3 instance, and let σ(K) be the subdivision of it found above. By "a subdivision" we mean that σ(K) is obtained from K by adding nodes in the middle of edges. As pictured in Figure 14 , let v 1 , v 2 , v 3 be the nodes adjacent to r in K, with v i appearing at the end of a path in σ(K) starting at v i , and let u 1 , u 2 be the nodes in K that are at distance 2 from r. For any u, v, define P (u, v) to be the unique path in σ(K) that does not go through any degree 3 node except at its endpoints. Now we want to show that there exists such a σ(K) with the length of P (r, v i ) equal to 1 for all i. Take a σ(K) as above so that the lengths of P (r, v i ) are minimal. Suppose that there exists some path P from s to t, disjoint from σ(K) except at endpoints, with s ∈ P (r, v 1 ). If t ∈ P (v 1 , u 1 ), then we can form a new K 3,3 instance by replacing P (t, v 1 ) with P , as in Figure 14 (Middle). This shortens the length of P (r, v 1 ), since s becomes the "new" v 1 , giving a contradiction. If t ∈ P (u1, v 2 ), we can similarly re-design K by replacing P (u 1 , v 1 ) with P , and making t the "new" u 1 , as in Figure  14 (Right). This also shortens P (r, v 1 ), and all other cases can be reduced to these, so we can assume that all paths from nodes in P (r, v i ) must pass through v 1 , v 2 , v 3 to reach nodes outside of ∪iP (r, v i ). However, if vi = v i for all i, then the cut consisting of the closest edges to v i on each P (r, v i ) disconnects the graph with more than one node on each side, which we assumed is impossible. This gives us that v i = v i , as desired.
Take this σ(K), which is really the union (although not a valid sum) of two dual augmentors containing r: one with degree 3 at u 1 , and one with degree 3 at u 2 ; both with degree 3 at r. We will now form a valid augmentor sum α for S with the cover number of 2x. Set the α value of each of these dual augmentors to some value x. To complete this augmentor sum, we need to cover all edges not in σ(K) by 2x dual augmentors, and all edges in σ(K) not adjacent to r by x. We do not need to cover the edges adjacent to r anymore, since we already covered them with 2x, so we may as well remove them. This gives us three nodes of degree 2.
Suppose v is such a node, with incident edges (v, w 1 ) and (v, w 2 ). v is not in M , so any dual augmentor must contain both (v, w 1 ) and (v, w 2 ). Without loss of generality, we can replace such nodes v and both incident edges with a single edge (w1, w2). This results in a cubic graph with edges that we need to cover either x or 2x times. By Theorem 4.2, we know we can cover this graph with cycles in the desired manner if it is 3-connected. If it were not, this would mean that there is some cut in this graph consisting of only two edges f1, f2. This graph was constructed by removing r, and then getting rid of the remaining degree 2 nodes, so this means that removing two edges f 1 , f 2 from S together with r disconnects S. Since r is degree 3, this implies that removing three edges from S disconnects it. By our assumption, the only way this is possible is if one side of the cut consists of a single node v that is adjacent to f 1 , f 2 , and r. However, we contracted all nodes adjacent to r, so {f 1 , f 2 } could not be a cut in the resulting graph. Therefore there exists a circuit sum of this graph, giving us a valid augmentor sum together with the the augmentors in σ(K).
Planar.
We now address the planar case. Tait [32] showed that the Four Color Theorem [2, 30] is equivalent to the following statement: "Every 2-connected cubic planar graph is edge-3-colorable," and more recently [6] proved this statement without relying on the Four Color Theorem. Take such a coloring of S, where each color just forms a perfect matching. Call these matchings M 1 , M 2 , M 3 and form symmetric differences M1 ⊕ M2, M2 ⊕ M3, and M3 ⊕ M1. Each of these is a set of disjoint cycles, with every edge being in exactly two of these. Consider what M 1 ⊕ M 2 looks like with respect to r, and let C 1 be the cycle of it containing r, and C2 be the cycle of it containing the node adjacent to r attached by an edge e of M3. Form a dual augmentor by taking C 1 ∪ C 2 ∪ {e} (note that C 1 may equal C 2 ). Figure  15 shows what this object can look like. To check that this is a dual augmentor, notice that the only nodes of degree 3 are the endpoints of e, since C1 and C2 are disjoint. The only node of M is r, which has degree 3, as desired. Now, take all the cycles of M 1 ⊕ M 2 , M 2 ⊕ M 3 , M 3 ⊕ M 1 , but replace C 1 , C 2 by C 1 ∪C 2 ∪{e} (and similarly for M 2 ⊕M 3 and M 3 ⊕ M 1 ). If we take all of these dual augmentors and cycles, we get a dual augmentor cover that covers the edges next to r three times and all the other edges twice. Remove r and its adjacent edges. As in the non-planar case, we can use Theorem 4.2 to show that we can cover the resulting graph with cycles so that every edge appears in exactly the same number x of cycles. Together this gives a valid augmentor sum, since we can multiply the cover above by x, combine it with the cycle cover, and end up with a valid augmentor sum of size 3x.
RUNNING TIME
Here we argue that our algorithm runs in polynomial time. We can find the initial perfect matching using the unweighted version of the Simplex Matching algorithm from [20] . If we are applying this to Terminal Backup or similar problems, then there always exists a perfect matching without 3d edges, so we can find it using traditional matching algorithms. Therefore, in the above algorithm, if we start with a matching that is D more expensive than OPT, then we will decrease D by at least a factor of n−1 n at every step. So at the k'th step we have a solution of cost at most D · ( n−1 n ) k . Therefore, it will take log D/ log n n−1 steps until we find a perfect matching with cost(M ) − OP T < 1. Since we have integer weights, this matching must be optimal. log n n−1 > 1/n, so we require at most n log D steps. In general, D can be as large as n · OP T , but for most of our applications, we can find an initial matching which is a close approximation to OP T , so D < OP T . Done in a naive manner, each step consists of running a min-cost weighted matching algorithm for every pair of 3d edges. This could take as long as O(n 3 m 2 ), where m is the number of 3d edges. However, there are some easy ways to make this run faster. We should take advantage of the fact that the min-cost matchings that we are calculating are extremely related. If we use an "augmenting path" algorithm for calculating min-cost matchings [13] , then each calculation only takes O(n 2 ) time, giving us a time of O(n 3 +n 2 m 2 ). We can reduce this further in the geometric setting. Finally, notice that we do not need to consider all pairs of 3d edges. A lot of these pairs can be eliminated in advance, significantly reducing the running time. This is especially true when applying this algorithm to the Terminal Backup problem, or to any problem involving covering instead of exact matching. For more details, see [33] .
