of the S-T channel for a GSM/DCS system (rank is 2), prompted us to adapt the reduced-rank method for linear regression to estimate a rank-one channel. The proposed estimates coincide (or converge) with the maximum-likelihood (ML) approach when the training sequence is uncorrelated (or when the transmitted symbols are independent, i.e., in stochastic optimization). The beamforming weights and temporal channel are estimated jointly to reduce both cochannel interference (CCI) and intersymbol interference (ISI). The proposed receiver is easily adapted to the front-end architecture of the existing BS with minor modifications. The adaptive version of the algorithm is based on direct matrix inversion, guaranteeing convergence within a GSM burst and tracking time-varying channel and/or asynchronous interference.
Adaptive Rank-One Receiver for GSM/DCS Systems

Umberto Spagnolini
Abstract-In mobile communication systems the space-time (S-T) channel matrix at the base station (BS) can be parameterized by a reduced set of unknowns with negligible distortion. In this correspondence, it is proposed to estimate the S-T channel under the constraint that the channel matrix is low-rank (the rank of the matrix accounts for the degrees of space and/or time diversity in the S-T channel). Low-rank properties
I. INTRODUCTION
Arrays of antennas in uplinks (mobile to base station) allow the use of the spatial dimension to achieve cochannel interference (CCI) impairment reduction or, equivalently, increase spectral efficiency by efficiently exploiting the space (or angular) and time diversity of the space-time (S-T) channel. Spatial dimension in wireless systems has already been exploited, both with switched-beam-based approach [1] and direction-of-arrival (DOA)-based approach [2] . The computational power available today makes it feasible to use techniques that exploit and optimize the receivers jointly (not sequentially) in space and time domains [3] . For single-antenna systems the maximum-likelihood sequence estimation (MLSE) equalizer represents the widespread receiver for mobile communication systems, viz. GSM/DCS standard. For antenna array systems the receivers can exploit the spatial dimension. Once the S-T channel matrix H H H and the covariance matrix of CCI Q Q Q have been estimated, different receiver schemes (and criteria) can be adopted from the combination of spatial filtering and equalization [4] . The intersymbol interference (ISI) and/or CCI is reduced according to the minimum mean-square error (MMSE) criterion in space or S-T linear receivers. Similarly, MMSE/DFE schemes can be adopted but the signal-to-interference-plus-noise ratio (SINR) needs to be high enough to avoid decision error feedback. Multichannel (or vector) MLSE [5] can be exploited to mitigate fading, time dispersion, and cochannel interference without error propagation. However, multichannel MLSE can be simplified into different structures [6] ; for instance, (scalar) MLSE can be adopted when spatial prefiltering of the CCI is carried out by suitable beamforming weights.
Although H H H and Q Q Q can be reliably estimated with a (long) training sequence, performance drops for nonstationary CCI and/or fast fading. For a short training sequence (e.g., the 26 symbols of the GSM/DCS midamble), the estimation of a high number of parameters could become data sensitive and bit-error rate (BER) flooring can occur. Given the drawbacks of the limited training sequence length, the degrees of freedom of H H H and Q Q Q must be kept in check to reduce the estimate error. This is at the expense of a moderate loss of asymptotical performance. For half-wavelength antenna spacing, the coefficients of the S-T channel matrix H H H are correlated, correlation being given by the degree of spatial and temporal spreading of the multipath compared to to array beamwidth and waveform bandwidth, respectively. Here we exploit a reduced-complexity model that is based on tradeoff between model distortion, due to underparameterization, and the variance of the channel estimate, due to the limited training length. 2 (see Section II), rank being limited by temporal resolution (i.e., rank cannot be increased by spatial diversity). With respect to the full-rank estimate, the estimate under the reduced-rank contraint is biased by the implicit underparameterization [7] ; bias dominates the estimate for high SINR while it can be neglected for low SINR as its contribution is lower than (or comparable to) the estimation error. Prompted by the need to keep the complexity of the base-station receiver in GSM/DCS systems at reasonable complexity, the role of space filtering (for CCI reduction) and time channel estimation (for MLSE equalization) have been proposed. The space and time filtering can be obtained from the maximization of the SINR [8] - [10] or a norm-constrained optimization of the mean-square error (MSE) [11] . The linear regression under the reduced-rank constraint proposed in [12] can be adapted to estimate the channel matrix H H H. The rank-one channel is the low-complexity parameterization that yields to a very simple receiver structure. The corresponding receiver can be reduced to the same scheme that maximize the SINR and lets space be separated from time processing while performing the optimization of the space and time parameters jointly. In order to have a computationally efficient structure that can be easily modified to make the rank-one receiver adaptive, a 0018-9545/02$17.00 © 2002 IEEE sligtly different scheme has to be adopted. The proposed suboptimum solution is referred to as joint S-T receiver (JST) [11] . The JST is fully equivalent to the (optimum) rank-one solution when the autocorrelation of the training sequence is zero (at least within the lags that are of interest for channel estimation) but it is computationally more appealing. In fact, the separable character of the JST algorithm corresponds to a computationally efficient structure based on triangular arrays of processing elements (systolic arrays). In order to cope with time-varying CCI, the adaptive scheme based on min-survivor processing [13] has been adapted for the updating of the S-T sections of the JST receiver ("hold-and-go" adaptation), the systolic array structure is modified accordingly. This correspondence is organized as follows. Motivation of reduced-rank channel estimation for GSM/DCS is presented in Section II and the rank-one MLSE is in Section III. Section IV discusses first the maximum-likelihood (ML) estimate when the channel is low-rank and then the JST receiver. The adaptive JST algorithm based on min-survivor processing is discussed in Section V. Finally, Section VI contains some examples and simulation results that demonstrate performance in terms of BER (performance in terms of improved frequency reuse can be found in [14] ).
Notation: Lower case (upper case) bold denotes vectors (matrices),
H 
II. SYSTEM MODEL AND MOTIVATIONS
In a specular multipath environment, the temporal and spatial (or angular) features of the radio channel are related to the relative positions of the base station (BS) and the mobile station (MS). Each path can be described by the delay , the arrival angle , and the amplitude A (or power jAj 2 ) variation. For the ith path, the couple fi;ig can be modeled as a random process with environment-dependent parameters. If necessary, several paths can be clustered into a single compound path, where each cluster contains multiple paths below space and/or time resolution. The received power depends on the attenuation due to the BS-MS distance, the shadowing described by means of a log-normal random variable, and the fading that causes the envelope jAj to be distributed as a Rice or Rayleigh random variable depending on whether there is a meaningful line-of-sight (LOS) component or not (NO-LOS). Performance is evaluated for Rayleigh fading. In a cellular system with low reuse distance, there are many independent sources (users) active simultaneously (or with meaningful power level). Let us consider the transmission of blocks of N symbols fx k (n)g N n=1 for each of the (K + 1) users, the signal received by an array of M half-wavelelength spaced antennas is sampled at the symbol rate (i.e., y y y(n) = y y 
Now e e e(n) is temporally and spatially correlated, correlation being given by the CCI. Notation is further simplified by dropping k = 0 for the user of interest. The n time samples can be collected into matrices, the received signal Y Y Y (n) = [y y y(1); y y y(2); . . . ; y y y(n)] can be compactly rewritten as
Here X X
and E E E(n) are similarly defined. In the following, the structured noise is approximated as Gaussian and temporally uncorrelated, spatial correlation is characterized by the covariance matrix E[e e e(n)e e e H (k)] = Q Q Q(n 0 k).
The equivalent baseband channel
denotes the angle of arrival and the delay a a a(
is the response of the array for the angle [15] . The baseband equivalent pulse g(t) follows from the approximation with amplitude modulation of Gaussian minimum shift keying (GMSK), for bandwidth-time product 0:3, the equivalent offset quadrature modulation holds true with negligible loss using the main pulse of the decomposition [16] . For GSM, the Gaussian smoothing filter of minimum shift keying (MSK) is conveniently limited to the interval [0; 4T ], the main pulse is computed accordingly [16] , [17] . The bits are differentially encoded so that the modulating data values are x(n) 2 f61; 6jg.
A. Reduced-Rank S-T Channel
The S-T channel is described by the matrix H H H that essentially contains M 2 L degrees of freedom. If the spatial and temporal spreading of the multipath channel is smaller than the array beamwidth and/or the waveform resolution, the entries of the channel matrix are correlated. These correlations cause a reduction in the effective number of degrees of freedom when these are to be estimated. The channel matrix H H H has a rank lower than the maximum attainable rank: minfM; Lg. Algorithms can be used to estimate the parameters for each path (structured channel model); in this case, channel matrix H H H is modeled by a limited number of (resolvable) paths.
In order to preserve the S-T structure of the matrix H H H and to avoid a structured estimate, the channel matrix can be approximated by a reduced-rank channel matrix. With respect to the full-rank estimation, the reduced-rank estimate is expected to be biased by the underparameterization. Bias can be neglected when its contribution is lower than (or comparable to) the estimation error for a training sequence of limited length. The rank of H H H depends on the angle and delay spread of the propagation model, the array beamwidth, the signal bandwidth, and on the tolerance of bias estimation. Dependence on these parameters is far too complex to be described exactly. However, we can consider that the effective degrees of freedom for space and time dimensions can be related to the Rayleigh resolution criterion in space and time, the rank of H H H can be approximated as minfM; L; 1 + (DOA spread)=(array beamwidth); 1 + (delay spread)=(waveform resolution)g:
B. Rank-Order for GSM System
The temporal characteristics of the mobile radio channel have been extensively modeled. S-T features have only recently been investigated using experimental results, driven by the need to better model the outdoor propagation for third-generation mobile communication systems [18] , [19] . However, for the GSM/DCS system there are no commonly agreed models of S-T channels for testing.
The time models in [20] can be extended to be an S-T channel by adding, to each path, a DOA. The main advantage of this solution (somewhat arbitrary) is that the performance of the GSM/DCS receivers using an array of adaptive antennas can be compared with that of a single antenna. For the N k = 12 paths model [15] , powers fE[jA are random variables specified by properly choosing the probability density functions (pdf). Different propagation environments, cell size, antenna array height, and cell urbanization levels can be modeled by a judicious choice of pdf. This allows the simulation of scenarios in which rays arriving close in time have not necessarily originated from scatterers close in space. The paths ordered for increasing delays are grouped into two independent directions For each subset of N k =2 paths the pdf is Gaussian with mean value
2 ) and standard deviation 5 o .
The rank of H H H can be evaluated by considering a numerical simulation for these extended propagation models. For each independent channel, the channel matrix H H H is approximated by using r orthogonal rank-one matrices H H H r = SVD r fH H Hg. The rank-r approximation is the one that has the energy of the residual which is 20 dB below the energy of the approximating rank-r channel matrix: model with M = 8 antennas can be described by a rank-2 channel matrix in more than 95% of the cases [21] . Rank order depends on the most restrictive between time or space diversity. For GSM standard, the time resolution is the limiting factor in time diversity while for larger bandwidth, as in the code-division multiple-access (CDMA) system, space diversity would become the limiting rank order [28] .
The results of the rank-order analysis recalled here are referred only to the S-T channel. In practice, the rank-order selection is a tradeoff between accuracy (for large r) and noisy estimates (for low r). This prompted the choice of the rank-one channel proposed in this correspondence.
III. MLSE RECEIVER FOR RANK-ONE APPROXIMATION
The assumption of Gaussian impairments allows the characterization of interference plus noise by the covariance matrix Q Q Q, the negative log likelihood for the sequence fx(i)g n i=1 is given by (apart from unimportant constants)
The metric L(fx(i)g n i=0 ) can be recursively computed, the branch incremental metric allows one to apply Viterbi algorithm to efficiently search for the set of hypotheses fx(i)g N i=1 that demodulate the block of N symbols. However, a suboptimum MLSE scheme can be derived from the multichannel MLSE to preserve the optimality of the MLSE approach for time-dispersion (or ISI) mitigation. The key idea discussed in Section IV is to approximate both the S-T channel and the covariance matrix Q Q Q (or its inverse) by rank-one matrices: H H H = h h 
The rank-one approximation of Q Q Q holds true when the CCI is characterized by a rank-one S-T channel. In realistic environments, the choice of the beamfoming weights w w w is a tradeoff between the CCI reduction and the filtered signal h h h H t x x x(i)
IV. REDUCED-RANK CHANNEL ESTIMATION
The ML estimation of the rank-r channel matrix H H H and covariance matrix Q Q Q are obtained from the minimization of the cost function
for a known training sequence X X X and under the constraint that rankfH H Hg = r minfM; Lg (for notation convenience, the sample index n for the burst of samples has been dropped). The constrained minimization can be transformed into an unconstrained minimization by rewriting the channel matrix
the space (H H H s is M 2 r) and time (H H H t is L 2 r) matrices are fullrank. Let R R R xx = X X XX X X H =N be the correlation matrix of the N training symbols (R R R xy; R R R yy are similarly defined) and R R R xx = R R R 1=2 xx R R R H=2 xx the corresponding Cholesky factorization, the ML estimate is [12] : 
A. Suboptimum Rank-One Receiver (JST)
The rank-one channel estimation reduces to the eigenvector u u u 1 associated to the largest eigenvaluê 
The estimates of spatial filterŵ w w in (4) can be obtained from the deterministic optimization 
is related to the ML estimate (8b). The rank-one receiver that makes use of the spatial filter (11) and temporal channel estimate (9) for MLSE is fully equivalent to the solution that maximizes the SINR after spatial filtering (or equivalently, after CCI reduction) as proposed in [8] - [10] . In GSM systems, the channel can be practically estimated by cross correlating the received and the transmitted training sequences. For this purpose, the training sequence is properly designed to have the autocorrelation function which is zero (or almost zero) for all the lags smaller than the channel length L = 5 [24] ; in this case, the L 2 L matrix is R R R xx = I I I (or R R R xx ' I I I), apart from a scaling factor which is not important here. The rank-one temporal channel (9) estimated from 
This latter solution (referred to as JST or JST algorithm) is fully equivalent to (9) only when R R R xx = I I I, and it is suboptimum for R R R xx 6 = I I I. In addition, the estimates (12) can be equivalently obtained as optimization (10) with unit-norm constraint (i.e., kh h h t k = 1) as proposed by [9] and [11] . However, the computation of can be efficiently implemented to justify the use of this suboptimum approach. The performance loss when the training sequence has been designed to be R R R xx ' I I I can be considered negligible, comparison for GSM system is shown below.
B. JST Versus Rank-One Approach
For GSM training sequence, the loss of the JST (12) with respect to the rank-one estimate (9)-(11) has been evaluated for rank-one Fig. 1 (b) shows the comparison of MSE 1=2 H when using n = 21 samples, the estimateĤ H H RR has a slightly better performance due to the larger number of samples in the training sequence whileĤ H H JST deteriorates when C/I is larger than 20 dB. In this case, the MSEH is below 10 02 thus leading to an equivalent noise which is approximately 20 dB below the signal of interest, the performance deterioration in terms of BER is expected to be negligible.
C. Recursive Cholesky Factorization
The JST optimization (12) needs the evaluation of Eig min fR R R ? s (n)g up the nth sample (or nth iteration). Let
R R R ?
s (n) can be carried out from a partial (M steps) triangularization via fast Schur reduction [22] 
without the explicit inversion of R R
According to the lower-triangular structure of L L L(n);ŵ w w JST(n) can be obtained through back-substitutions onceĥ h h JST (n) has been estimated.
The eigenvector corresponding to the smallest eigenvalue of R R R ? s (n)
can be obtained from the inverse power method [23]n =(R R 
and L L L s(n) is the Cholesky factor of R R R ?
and can, therefore, be solved with a two-step back-substitution approach by using the
By summarizing the iterative method,ĥ h h JST (n) andŵ w w JST (n) are obtained in three steps:
Step 4) Cholesky factorization of R R R(n) via fast Schur reduction [see (14) ];
Step 5) inverse power method to obtainĥ h h JST (n) through a two-step back-substitution approach [see (18) , (19) ];
Step 6) a final back-substitution forŵ w w JST (n) [Eq. (15)]. Table I shows the overall cost for each of the three steps in terms of operation (sums and multiplications) for real operands, most of the cost (approximately 75%) is due to Cholesky factorization. However, the parallelism of the QR decomposition can be exploited by using a triangular array of processing elements [25] .
V. ADAPTIVE JST RECEIVER
A. Min-Survivor Estimation
The channelĥ h h JST and the beamformer's weightsŵ w w JST are estimated by using the known training sequence. In a stationary environment, the GSM training sequence length is generally enough for the estimates to converge. However, it is worthwhile to observe that not only the movement of mobile terminals implies a time-varying channel (even within a burst time), but also the strong variability of the CCI affects the nonstationary nature of the environment. As a matter of fact, GSM/DCS systems are not intercell synchronized and, therefore, interference from neighboring cells can be considered as asynchronous.
As a result, the estimates ofĥ h h JST (n) andŵ w w JST (n) have to be updated in a decision-directed (DD) manner within the burst in order to make the spatialŵ w w JST(n) and the temporalĥ h h JST(n) filter time varying. The drawback in this approach, when the Viterbi algorithm is used as a detector, is the delay for the (tentative) decisionsx n to be available to the updating system. In practice,x n is made available only with a delay of d samples. Performance in nonstationary environment is a tradeoff, as the decision delay d is expected to be high enough for reliable decisions and to avoid error propagation in the loop, while, on the other hand, decisions should be "quick" to compensate for fast-varying environment conditions. The min-survivor processing makes use of temporary decisions with the best metric value [13] , final (and more reliable) decisions are taken at the end of the burst. The error propagation can be minimized by using, at each updating instant (each symbol time), the whole L-symbol x x x(n 0 d) sequence associated with the survivor path using the best metric value up to the nth sample. The JST minimization algorithm can be made time varying by updating, at time instant n, the structured matrix R R R(n) with delayed temporary decisions
the forgetting factor is 0 < 1 and g g g(n) = [y y y T (n 0 d);x x x T (n 0
h JST (n), andŵ w w JST (n) are recomputed for each time sample. It can be shown [9] that the JST performance in a nonstationary CCI environment is similar (but less computationally demanding) to per-survivor processing [26] , in agreement with the performance of the minsurvivor processing in time-varying Doppler channel shown in [13] .
B. "Hold-and-Go" Asynchronous CCI Reduction
When a strong CCI appears asynchronously out-of-midamble, the simple DD policy based on min-survivor principle is not enough to deal effectively with such an abrupt impairment. The spatial filterŵ w w JST (n) can reduce CCI effectively when reliable decisions are taken with large decision delay d. The solution of this problem requires the detection of (strong) asynchronous interferers based on the measurement of received power (i.e., CCI is detected by a threshold, usually +345 dB, on the average power measured within a running window compared to the average power measured within the midamble) and, consequently, an ad hoc strategy of updating for CCI reduction. When an asynchronous out-of-midamble interferer is detected, the updating (20) needs to be modified to reduce the impact of such asynchronous CCI before the corresponding decisions are available.
The anomalous updating is based on the "hold-and-go" strategy. Let n be the delay of the asynchronous CCI (eventually estimated by CCI detection); the spatial filter has to be adapted to accommodate this changed situation by updating the submatrix R R R yy with the 1T inter- 
(terms R R R yx(n); R R R xx(n) are based on delayed decisions), and the updating of the time response is on hold:ĥ h h JST(n) =ĥ h h JST( n), for 8n = n + 1; ...; n + 1T. Within this interval, only the spatial filter is updated to face this modified CCI situation R R R yy ( n + 1T)ŵ w w JST (n) = R R R H xy (n)ĥ h h JST ( n) (22) for n = n + 1; ...; n + 1T. 
This can be done by updating only the term L L L within the time interval ( n; ...; n + 1T], while delaying by 1T the updating for the other terms, to reach the second part of the updating as described by (21) . A simple implementation is carried out by a systolic array with variable length cascade first-in-first-out (FIFO) buffers that employs the delay 1T when the CCI is detected and this anomalous updating is needed (Fig. 2) .
VI. PERFORMANCE
Time-varying frequency-selective fading of both the desired signals and CCI (eventually nonstationary), makes the analytical evaluation of the performance of an S-T receiver a somewhat cumbersome problem. Therefore, the evaluation has been done through extensive Monte Carlo simulations. To gain more insight into the way the algorithm operates, a wide range of conditions is considered. Performance is then evaluated in terms of the BER of uncoded bits (over 2000 TDMA slots), for various C/I ratios; the background additive white Gaussian noise (AWGN) is set to E b =N0 = 10 dB per antenna. The analysis is restricted to interference-limited scenarios as S-T receivers are designed to increase the spectral efficiency of the system by means of a reduction of the reuse distance. Although the algorithm proposed works independently of the array geometry, here we have considered the case of a uniform linear array of M = 8 antennas equally spaced by half wavelength.
To demonstate the benefits of using the JST algorithm, the average performance of different types of S-T receivers is compared in a stationary environment characterized by one useful signal and three (synchronous) CCIs uniformly distributed in the 120 sector covered by the antenna array (see Fig. 3 ). The channel model is the and and linear contrained minimum variance beamforming) [2] , an MMSE beamforming [27] and the JST receiver proposed in this correspondence. For all the receivers, the demodulation is based on the same MLSE detection. As shown in Fig. 3 , the JST solution provides better performance throughput almost the whole range of C/I ratios.
For C/I < 010 dB, the performance of the JST receiver attains that of the MMSE beamforming; this is not surprising as, for low C/I ratio, The capability of the "hold-and-go" strategy to deal with asynchronuos CCIs is shown in Fig. 5 . In this case a strong interferer (C/I = 020 dB) covers only the first 50 symbols of the burst while it is not present during the midamble (i.e., neither the channel estimation nor the semiburst on the right are affected by the CCI, only by the AWGN). This is one example where the "hold-and-go" policy is necessary for adaptation to the nonstationary interferer. The DD-JST (dashed line) is compared with the same receiver scheme after the detection of the CCI and "hold-and-go" updating (solid line), 1T = 10
samples. This simple example shows that the CCI detection allows the DD-JST to reach a BER around 4 2 10 02 just a few symbols after the CCI. DD-JST cannot track this strong impairment effectively as the BER is manifestly larger. The overall performance of the JST receiver in the same nonstationary environment of Fig. 5 are summarized in Fig. 6 for varying C/I (C/I is referred to the first 50 interfered symbols, single antenna performance with the MLSE receiver under the same conditions has been included for reference). From the comparison, the detection of the CCI outperforms the DD-JST in low C/I contexts (here C=I < 0 dB) while there is no meaningful advantage for high C/I.
In any case, we conclude that DD-JST with "hold-and-go" updating should be preferred to static JST or to DD-JST in any nonstationary environment, and when the CCI occur randomly within the TDMA slot.
VII. CONCLUSION
The JST algorithm is based on an approximation of rank-one channel estimation to estimate jointly (not sequentially) the beamforming and the channel response. The main advantages are: i) the capability to reduce the CCIs still using, for the equalization, a scalar Viterbi receiver (i.e., the implementation architecture of standard time-only receivers can be preserved); ii) the convergence of the estimates within a few symbols of the TDMA slot. The adaptive JST (based on the spatial extension of the min-survivor processing) has been proposed to track the time-varying channel (Doppler) and/or CCIs. For asynchronous CCI, the updating of the JST has been modified by adapting first the beamforming and then, jointly, the S-T channel ("hold-and-go"). The adaptive JST structure is based on the updating of the QR decomposition, a systolic structure can be exploited for the efficient implementation of the algorithm.
It is worthwhile to notice that the JST algorithm represents a separable receiver suitable for rank-one channel matrix H H H. In the examples discussed here, the JST algorithm has been proven to be effective mostly because the parameters of the GSM standard reasonably fit the constraints of a rank-one channel. A cost-effective algorithm for a higher rank channel that fully exploits the advantages of the whole diversity of the multichannel is discussed in [21] , extention of reduced-rank channel estimation to time-slotted CDMA system is in the preliminary work in [28] .
Optimal Binary Training Sequence Design for Multiple-Antenna Systems Over Dispersive Fading Channels
Shan-An Yang and Jingshown Wu
Abstract-Accurate and efficient channel estimation is important in multiple-antenna communication systems in order to effectively reduce the mutual interference among different transmitting antennas. For a nondispersive channel that is modeled by a single tap for each transmitting and receiving antenna pair, the well-known Hadamard sequences can be applied to estimate the channel coefficients. However, for a dispersive channel that has multipath problem and is modeled by multiple taps, the optimal sequences must have both good autocorrelations and cross correlations. The existence of binary sequences with such good property is an open problem. In this paper, we devise an algorithm to find these sequence sets. These codes can be applied in multiple-antenna systems.
Index Terms-Channel estimation, fading, MIMO, training sequence.
I. INTRODUCTION
Efficient channel estimation is important for multiple-antenna systems especially when the number of antennas increases. To avoid the degradation of estimation accuracy due to interference, an intuitive way is to transmit training sequences for each transmitting antenna in turn [1] . For a system with M antennas, this scheme requires M times bandwidth compared with a single antenna transmitter system. However, orthogonal training sequences can be simultaneously applied for each transmitter antenna to estimate the channel efficiently [2] , [3] . For a single tap coefficient discrete channel model, it is well known that orthogonal sequences are the optimal training sequences that minimize the estimation errors if the additive noises are identical independent Gaussian random processes. In this case, a Hadamard matrix can be applied. However, in the case of multipath channel, the channel for each pair of transmitting and receiving antennas should be modeled by several taps. It can be proven that the training sequences should have both good autocorrelation and cross correlation. Existence of such training sequence sets is still an open problem. In this paper, we discuss the existence of such optimal binary training sequence sets and propose a search algorithm.
