The empirical correlation between the mass of a super-massive black hole (M BH ) and its host galaxy properties is widely considered to be evidence of their co-evolution. A powerful way to test the co-evolution scenario and learn about the feedback processes linking galaxies and nuclear activity is to measure these correlations as a function of redshift. Unfortunately, currently M BH can only be estimated in active galaxies at cosmological distances. At these distances, bright active galactic nuclei (AGN) can outshine the host galaxy, making it extremely difficult to measure the host's luminosity. Strongly lensed AGNs provide in principle a great opportunity to improve the sensitivity and accuracy of the host galaxy luminosity measurements as the host galaxy is magnified and more easily separated from the point source, provided the lens model is sufficiently accurate. In order to measure the M BH −L correlation with strong lensing, it is necessary to ensure that the lens modelling is accurate, and that the host galaxy luminosity can be recovered to at least a precision and accuracy better than that of the typical M BH measurement. We carry out extensive and realistic simulations of deep Hubble Space Telescope observations of lensed AGNs obtained by our collaboration. We show that the host galaxy luminosity can be recovered with better accuracy and precision than the typical uncertainty on M BH (∼ 0.5 dex) for hosts as faint as 2−4 magnitudes dimmer than the AGN itself. Our simulations will be used to estimate bias and uncertainties on the actual measurements to be presented in a future paper.
INTRODUCTION
In the past two decades, tight correlations have been discovered between supermassive black hole mass (MBH) and the properties of the host galaxy, including luminosity (L bulge ), stellar mass (M * ) and stellar velocity dispersion (σ * ) (e.g., Magorrian et al. 1998; Ferrarese & Merritt 2000; Gebhardt et al. 2001; Marconi & Hunt 2003; Häring & Rix 2004; Gül-tekin et al. 2009; Graham et al. 2011; Beifiori et al. 2012; Park et al. 2015; Kormendy & Ho 2013) .
These tight correlations are usually considered to be the result of physical coupling between supermassive BH growth and galaxy evolution (see, however, Peng 2007 , for a different view). The origin of this co-evolution is still an open question, central for our understanding of the role of active galactic nuclei (AGN) feedback in galaxy formation and evolution. One key to study this coupling is to trace the correlations to higher redshift, determining how and when they emerged and evolved (e.g., Salviander et al. 2006; Woo et al. 2006; Jahnke et al. 2009; DeGraf et al. 2015) .
Unfortunately, there are challenges in mapping these correlations beyond the local universe (i.e. redshift z ∼ 0.1). At cosmologically significant look-back times, the sphere of influence of the black hole cannot be directly resolved, forcing 1 one to study active black holes, where MBH can be estimated indirectly using the properties of the broad emission lines (see recent reviews by Shen 2013; Peterson 2014) . However, the presence of a bright point source makes it very hard to study the properties of the host galaxy, which is typically barely resolved and faint owing to cosmological surface brightness dimming. For these reasons, much attention so far has been devoted to relatively faint AGN (Seyfert 1s) where the brightness of the point source is comparable to that of the host (Woo et al. 2006; Treu et al. 2007; Bennert et al. 2011; Park et al. 2015) , and very little is known about the hosts of the most luminous AGNs, hosting the most massive black holes (see, e.g., Walter et al. 2004 , for a few exceptions).
Strong gravitational lensing (see, e.g., Courbin et al. 2002; Treu 2010 , for reviews) provides a unique opportunity to make progress in the study of the luminosity of the host galaxies of the most luminous AGN in the distant universe. Even with lensing magnification, the AGN is unresolved at Hubble Space Telescope (HST ) resolution, while the host galaxy is typically well resolved. Peng et al. (2006b) and Peng et al. (2006a) first studied the MBH-L host relation using gravitational lensed AGN image out to redshift 2 − 4, finding that host galaxies were typically underluminous compared to the local universe, when taking the evolution of stellar populations into account, provided that systematic uncertainties can be controlled.
Given the advances in both the quality of the data and lensing modelling techniques in the past decade, it is time to revisit this measurement. In this paper we present extensive and realistic simulations of ultradeep HST images of lensed AGNs obtained with the goal of measuring cosmological parameters from gravitational time delays. We then analyze the simulated images with the state of the art code 1 In very rare cases gravitational lensing can also be used to estimate the black hole mass using the properties of the central image (Quinn et al. 2016; Wong et al. 2015; Winn et al. 2004; Tamura et al. 2015) .
Glee
2 as if they were real images, in order to quantify realistic uncertainties and uncover biases and systematic errors associated with the measurement of the lensed host galaxy luminosity. The data analyzed here represent a dramatic improvement over the NICMOS data used a decade ago: not only is WFC3-IR at least a factor of 10 faster (in terms of time required to reach a certain depth), but our exposure times are typically 5−10 longer for each object.
Likewise, Glee has several advantages with respect to the lensing code used by Peng et al. (2006b) . First, the host galaxy is not assumed to have a regular surface brightness profile, but is modelled as a grid of surface brightness pixels obtained through regularized linear inversion. Thus, it has the flexibility to describe the complex morphologies observed in some cases (Suyu et al. 2013 (Suyu et al. , 2014 . This allows the observer to choose the most appropriate parametrized form to describe the surface brightness distribution of each specific system. Second, the deflector mass distribution can be described with models that are more flexible than singular isothermal ellipsoid thus eliminating a potential source of bias in the host galaxy luminosity measurement (e.g. Marshall et al. 2007 ).
In addition to quantifying bias and uncertainties for each system in our sample, we study trends with lensing configuration, host galaxy brightness and host galaxy to AGN contrast, which should be general enough to provide guidance for future studies. We note that the MBH estimates are considered to be uncertain at the ∼ 0.5 dex level even in the local universe (Vestergaard & Peterson 2006) . Thus, the natural goal of this simulation exercise is to find out whether the random error and bias on L host can be constrained or corrected to a level that is smaller than 1.25 magnitudes. In a future paper we will apply the results of our simulations to the actual data and combine them with spectroscopy to construct the MBH-L host relation.
The paper is organized as follows. We briefly summarize the properties of the data set in Section 2. We describe our simulation pipeline in Section 3. In section 4 we present our main results. Discussion and summary are presented in Section 5 and 6, respectively. Magnitudes are given in the AB System.
DATA
The simulations are intended to reproduce as closely as possible the deep HST observations available for a sample of eight lenses currently being analyzed by our team. More information and references for each system are given in Table 1. The real data are taken from three HST programs and are described in detail elsewhere. Briefly, the data for RXJ1131 were obtained as part of HST program (GO-9744; PI: Kochanek) and, together with data for three lenses from program HST -GO-12889 (PI: Suyu), they form the bulk of the H0 Lenses in COSMOGRAIL's Wellspring (H0LiCOW) sample. We refer to Suyu et al. (2013 Suyu et al. ( , 2016 for a description of these data. Four systems have been imaged in cycle 23 as part of Program HST - GO-14254 (PI: Treu) . The cycle 23 sample was selected to have measured time delays from the COSMOGRAIL collaboration (Eigenbrod et al. 2005) 3 , confirmed to have extended host galaxy features in near infrared adaptive optics images taken at the Keck Telescope (PI: Treu) (Agnello et al. 2016) , before being imaged with HST . More details on these observations will be given by Agnello et al. (2017, in preparation) . We note that we do not consider the system B1608+656 in this work even though it is an integral part of the H0LiCOW sample. That system is different from the other eight considered here in that the lensed source does not host a bright AGN, but it is rather an active nucleus without broad emission lines (Fassnacht et al. 1996) . Therefore broad line based MBH estimates cannot be obtained for this system.
SIMULATIONS
The purpose of this section is to describe simulations of lens systems that have similar host luminosity and lensing parameters to the real data. Conceptually, the following steps need to be taken in order to carry out a realistic simulation of strongly lensed AGN.
(i) Compute high resolution simulated images of the lensed AGN, host, and deflector light.
(ii) Convolve with the telescope point spread function (PSF) and sample according to the pixel size of the camera.
(iii) Rebin the high resolution image to the actual data resolution.
(iv) Add noise.
(v) Repeat steps (iii) and (iv) at different positions to simulate dithering and drizzle the individual images to recover some of the resolution lost to undersampling as is done with the real observations. This step introduces correlated noise.
In the remainder of this section we describe these steps in detail, referring to the specific case of HE0435−1223 as an example, when necessary. More details about this system are available in five papers detailing the cosmographic analysis Sluse et al. 2016; Rusu et al. 2016a; Wong et al. 2016; Bonvin et al. 2016 ).
Simulating high resolution noiseless images
We start by generating a high resolution PSF using Tiny Tim 4 . In practice, Tiny Tim will not yield a sufficiently good model of the PSF for our application. However, for the purpose of this simulation exercise we assume that we know the PSF, and that the details of its shape are irrelevant as long as they possess a sufficiently realistic description of HSTquality PSF profiles. We have developed an iterative PSF modelling process which can accurately recover the PSF for real HST observations (Chen et al. 2016; Wong et al. 2016, Suyu et al. in preparation) . This iterative process will be used when analyzing the real lens systems, and the residual uncertainties taken into account when measuring the host galaxy luminosity. An alternative scheme for modelling the PSF in ground based data is described by Rusu et al. (2016b) and applied to adaptive optics observations of gravitationally lensed AGNs from SDSS Quasar Lens Search (SQLS).
In the case of HE0435, the high resolution PSF was oversampled by a linear factor of 4, i.e. using a pixel size of 0. 13/4 = 0. 0325 in steps (i) and (ii) listed above. The same factor for pixel size is used for the other lenses imaged with WFC3-IR except for HE1104, for which we used 0. 13/6 = 0. 0217, in order to simulate the actual dither pattern used during the observations (see Section 3.2 for details).
Once the PSF is generated, we simulate the lensing system itself. The surface brightness is described as a hybrid model (Suyu 2012 ) comprised of (1) point sources for the lensed AGN in the image plane, (2) a simply-parametrized model for the deflector surface brightness in the image plane, and (3) a simply-parametrized model for the host galaxy in the source plane.
For simplicity, in this study we adopt a single Sersic (1968) profile to describe the surface brightness profile of the host (step (i)) and of the deflector. This Sérsic profile is commonly used in the literature and provides a reasonably accurate description of the surface brightness of galaxies, ranging from exponential disks to de Vaucouleurs (1948) profiles. In future papers, when analyzing real systems, we will examine the pixellated reconstructed surface brightness profile of each host galaxy and identify the most appropriate parametrization. Likewise we will adopt different (or multiple) surface brightness profiles to describe the deflector light, if warranted by the data as in the case of RXJ1131 (Suyu et al. 2013 (Suyu et al. , 2014 . We note that choosing a simplyparametrized description of the surface brightness pixels is necessary in order to obtain results directly comparable with the rest of the literature and also to extrapolate the observed flux to an infinite aperture, as it is common practice (the extrapolation is typically several tens of percent in total luminosity, as the reconstructed source image does not extend much further than the effective radius).
The Sersic (1968) profile is parametrized as follows:
Ie is the pixel surface brightness at the effective radius R eff . The Sérsic index n controls the shape of the radial surface brightness profile; a larger n corresponds to a steeper inner profile and a highly extended outer wing. The constant k depends on n so as to ensure that the isophote at R = R eff encloses half of the total light, i.e. that R eff is the half-light radius (Ciotti & Bertin 1999) . The symbol q denotes the axis ratio. The deflector mass density profile is described by a class of elliptical power-law models. The surface mass density is parametrized as Σ(x, y) = Σcr 3 − γ 1 + qm
where Σcr is the critical density, depending on the angular diameter distances to the deflector (D d ), to the source (Ds) and between the deflector and the source (D ds ). The Einstein radius RE is chosen such that, in the spherical limit (14), (15) Note:− For conciseness, we abbreviate each lens name to four digits (e.g HE0435−1223 to HE0435). Approximate magnification is given in magnitudes. References:− (1) Wisotzki et al. (2002) ; (2) (qm = 1), it encloses a mean surface density equal to Σcr. This is also the radius of a ring traced by the host of the AGN when this is exactly aligned with the lens galaxy. The exponent γ is the so-called slope of the mass density profile, ≈ 2 for massive elliptical galaxies (Treu & Koopmans 2002 . The projected axis ratio of the mass density profile is described by qm. We refer the reader to the reviews by ; Bartelmann (2010); Treu (2010) for more details.
Having specified the intrinsic surface brightness of the host galaxy and the mass model of the deflector, the lensed images can be computed by solving the lens equation. In practice, this is done using the code Pylens 5 written by one of us (M.W.A.) and functionally tested extensively by Meng et al. (2015) .
In order to create simulations that are as realistic as possible, we first obtained rough models of the real systems. This set of rough models enables us to set realistic values and ranges (see Table 2 and Section 4 as for details) to the input parameters needed for Pylens simulations of the host galaxy and deflector surface brightness. The AGN images are added directly in the image plane as PSFs scaled to match the observed flux. The procedure is illustrated in Fig. 1 , panels a and b.
Simulating dithering
The HST PSF is undersampled by the camera setups that we simulate in this study. Therefore, a common strategy consists of dithering the observations by non-integer number of pixels in order to recover some of the information lost via a process known as drizzling 6 . In order to simulate the undersampling and dithering, we bin the high resolution image (4 × 4 for HE0345 as an example), varying the location of the binning grid so as to mimic the actual dithering pattern adopted in the HST observations (see Fig. 1 -(c), 2 for an illustration).
5 https://github.com/tommasotreu/HIGHRESOLUTIONIMAGING/ tree/master/code/pylens 6 http://www.stsci.edu/~fruchter/dither/#basics
Adding noise
The noise in each pixel is due as usual to read noise, background noise, and Poisson noise from the astronomical sources themselves. The read noise and background noise level are measured directly from empty regions of the real data while the Poisson noise level is related to the effective exposure time in each pixel. For the systems observed with WFC3-IR, three exposures were obtained at each dither position: one short exposure (∼ 43s) followed by two long exposures (∼ 599s). This strategy allowed us to obtain unsaturated images of the brightest pixels in the center of the AGN, while minimizing overheads and maximizing the signal to noise ratio on the low surface brightness parts of the images. In order to reproduce this strategy, for the central AGN area (3 − 5 pixels in the AGN center), we consider the noise corresponding to the short exposures. For the rest of the image we consider the full exposure time. By comparing the final simulation to the real sample, we find that the simulated noise properties match the noise properties of the observed data very well. shows the image after adding noise).
Drizzling
The final step is to combine the 8 images by using MultiDrizzle 7 . The images are drizzled to a final pixel scale 0. 08 pixel −1 as in real data. The final simulated image is shown on Fig. 1 -(e). Of course, dithered images of the PSF are also drizzled following the same exact procedure in order to produce a realistic PSF for the final combined image.
Modifications for WFC3-UVIS and ACS
Our sample includes systems observed with WFC3-UVIS and the Advanced Camera for Surveys (ACS). The pipeline used to simulate the lensed AGN in these bands is similar to that used for WFC3-IR and described above. The main difference is that the pixel scale is 0. 03 for WFC-UVIS and 
(c) Binning into 8 images. 0. 05 for ACS after drizzling. Also, the noise levels and dither patterns are modified to match the actual observations.
RESULTS
In this section we present the results of our simulations of eight systems. Four of the systems are imaged with WFC3-IR through filter F160W, three with WFC3-UVIS through filter F814W, and the remaining one with ACS through filter F814W. For each system we construct 48 realizations by changing the parameters describing the unknown properties of the host galaxy and mass distribution of the deflector, as summarized in Figure 2. We illustrate 4 different ways to bin high resolution image pixels into lower resolution, using the same linear color stretch. Left panels show the high resolution images before binning. By combining all the pixel inside the blue box, we get the low resolution images shown in the right panels. To make the dither pattern more evident, we only show 9 blue boxes, rather than cover the entire plane. 0. 26 corresponds to 8 and 2 pixels in left and right panels, respectively. from the data, with negligible uncertainty for our purposes and are therefore kept fixed. Of course, the brightness of the AGNs are the key parameters for this study. However, the AGN flux can be measured with very high precision and residual uncertainties have negligible effect on the host galaxy reconstruction, provided a good PSF model is available. We will return to this issue and account for for residual uncertainties when we analyze the actual data in a future paper. Examples of simulated images are shown in Fig. 3 .
Glee fitting
We use Glee to reconstruct the host galaxy properties from the simulated lensed AGN and analyze the resulting uncertainty and bias on the main parameters including magnitude, effective radius and sersic index of the host galaxy. We are mostly interested in magnitude, which is the key quantity entering the correlation with MBH.
The inputs to Glee are the simulated image, a noise map, a mask identifying the lensed image of the arc, and Note:− Grid of simulated parameters. n, Sre and S M ag are the Sérsic index, R eff and the magnitude of the source brightness respectively. After preliminary tests we found that the fidelity of the reconstruction does not depend significantly on source ellipticity. So, we decided to set all ellipticities to 0.7 to save computation time. The magnitude ranges are selected to bracket the range of observed brightness. leta describes the slope of the mass density profile of the deflector (leta = γ − 1, as defined by Eq. 3).
a PSF. The crucial point is that Glee describes the host galaxy as a set of surface brightness pixels, not as a Sérsic profile. This choice enables the extraction of more information, down to the noise level, even though one still needs to fit the reconstructed source plane surface brightness map with a Sérsic profile in order to obtain the desired parameters. In principle, the mask containing the lensed host galaxy light should be selected to be as large as possible, including pixels with surface brightness close to the noise level. However, these masks would be extremely large, and thus too computationally expensive. Thus, in order to keep the run time manageable (of order a week per system on a multicore linux box), and in order to closely mimic what is done in the H0LiCOW analysis, we select a mask corresponding to a thick ring around the Einstein radius (see examples in Fig. 4) .
Importantly, the image pixels used in modelling the AGN host are kept fixed to those in the selected arc mask. For a given set of lens mass parameters, these image pixels in the arc mask are casted back to the source plane, forming a region on the source plane where we would have information to reconstruct the AGN host surface brightness distribution. We then use a minimal rectangular grid with fixed dimensions that encapsulates this source reconstruction region for our AGN host surface brightness modelling. In this way, the data (image pixels) are kept fixed throughout the modelling as the lens mass parameters vary, which is important for sampling the posterior of the data and for deriving lens parameter constraints. Even though the source grid changes as the modelling proceeds, the source pixel parameters are
(a) HE1104.
(e) SDSS0246. marginalized (see, e.g., Suyu & Halkola 2010) when computing the posterior of the data, so the constraints on the lens parameters account for the variable source region. To study the AGN host, we then consider the best-fitting source reconstructions from a set of lens mass models whose parameters are obtained from the modelling. In order to avoid overfitting the noise, regularization is introduced in the framework of Bayesian statistics (Suyu 2012; Suyu et al. 2006) . Following common practice (e.g. Suyu et al. 2013 Suyu et al. , 2014 Agnello et al. 2016) , in order to account for systematic errors in the interpolation of the subsampled PSF, we boost the noise estimate in the central pixels of each AGN image to be effectively infinite. In practice this means that the reconstruction of the host galaxy brightness in the central pixels is dominated by the regularization. This procedure is designed to account for PSF modelling systematic errors and helps avoid underestimating the uncertainties on the final parameter estimates.
Briefly, Glee models each system by simultaneously fitting the following ingredients through a Markov Chain Monte Carlo process:
(i) A set of scaled PSFs to represent the AGN images; (ii) A Sérsic profile to represent the surface brightness of the deflector;
(iii) A grid of pixels in the source plane representing the surface brightness of the host galaxy;
(iv) A mass model for the deflector.
The modelled host image is generated onto a 30 × 30 pixel grid. The pixel resolution for each reconstruction is determined by the arc mask region and light profile of reconstruction. We have tested that the results of our analysis are the same if a 40x40 source grid is used instead of 30x30, using a subset of models. Similar tests on real data performed by our group show that the effect of discretization bias (Vegetti & is small provided that the mask is large enough and the source resolution is high enough (Suyu et al. 2013; Wong et al. 2016) . Moreover, we have tested reconstructing the host galaxy by using the true slope of the mass density profile, and the results on the AGN host flux are unchanged. We illustrate the steps of Glee modelling in Fig. 4 , taking HE0435 as an example. The normalized residual map (i.e. Fig. 4-(d) ) shows that the light model for the deflector is imperfect near the center. This could be fixed by adopting a more extended mask, covering the central region of the image, at a cost of more computing time. In order to test whether this residual could cause systematic uncertainties we repeated the fit for a subset of objects zeroing the flux associated with the deflector and the results on the lensed arc are unchanged. Thus, we conclude that this residual mismatch is not important for the host galaxy property studies and we do not try to reduce it further in this work.
Analysis
In order to obtain a description of the total flux of the host galaxy, accounting for the flux lost by masking, we cannot rely on direct integration of the surface brightness map in the source plane. Instead we rely on the software Galfit (Peng et al. 2002) to fit a Sérsic profile to the data, thus reproducing the procedure used for isolated galaxies. Of course, this approach will provide not only the total magnitude but also the effective radius Sre and Sérsic index n.
In some cases, the reconstructed images are very faint and cover only a small radial range across an arcsecond. This can lead to unphysical results from Galfit fitting. Thus, we constrain n to be in the range 1−4, typical of normal galaxies. We also test the effects of fixing n, as would be the case if we knew that the host galaxy of the bright AGN was a pure elliptical or disk galaxy. Errors on the Galfit fit for each simulated image are obtained by repeating the fit on 30 sets of source reconstructions taken from the MCMC chain output by Glee, and computing the mean and standard deviation of the results. We present four sets of comparisons between input and recovered values including total magnitude (n free and n fixed), effective radius Sre and Sérsic index n.
In the following subsections we describe the results for each system. The lens names are abbreviated in the rest of the paper. See Table 1 for the full name.
HE1104
The results are summarized in Fig. 5 . Panels (a), (b), and (c) summarize the bias, i.e. the difference between inferred and input value of each parameter, allowing n to float in the range 1−4 (filled circles). The bias when n is kept fixed to the input value is represented as filled stars. The serial number representing different parameter configurations in each panel is explained in Table 3 . The random uncertainties are estimated as the scatter in the Galfit inferred parameters for the 30 source reconstructions taken from the Glee MCMC chain output. (This source of random error dominates over the random uncertainties associated with each pixel value, since it includes uncertainties in the lensing parameters.) As expected, given the high signal to noise ratio of the data, the random uncertainties are very small and the error bars are barely visible in Panels (a), (b), and (c).
The main result is that the inferred magnitudes tend to be somewhat larger (i.e. fainter) than the input value. The bias is found to be larger than the estimated noise (illustrated by the error bars). Crucially however, the bias is lower than 0.5 magnitude, which is within our target accuracy (i.e. 1.25 magnitude) to ensure a useful measurement of the MBH−L correlation. (0.5 and 1.25 magnitude area are filled with two colors in the figures.)
It is interesting to note that the bias does not depend strongly on the effective radius of the simulated host galaxy, though lower surface brightness galaxies are more difficult to detect, and a smaller fraction of the entire galaxy is actually reconstructed. This means the mask region we selected is large enough to enclose a sufficient portion of the light. Moreover, the inferred Sérsic index n tends to be smaller than the input value. This bias is likely due to regularization Table 2 .
that tends to suppress sharp features and therefore Glee prefers a flatter profile, whenever possible. As we will discuss later, HE1104 is the hardest system to model among the systems with WFC3-IR imaging, owing to the fact that the lens configuration is a double -and thus we have considerably less information than in quads -and that the AGN images outshine the host galaxy by ∼ 2 − 4 magnitudes. In spite of all these challenges, the simulations here show us the residual uncertainty is within 0.5 magnitudes (<0.2 dex), whether fixing n or not, which is much smaller than the uncertainty on MBH and thus acceptable for our purposes.
HE0435
The results for HE0435 are shown in Fig. 6 , using the same format as in the previous section. We note that the bias is reduced relative to HE1104, for two reasons: i) the system has four lensed images and there is thus more information available to reconstruct the host galaxy surface brightness; ii) the contrast between host galaxy magnitude and AGN magnitude is reduced to ∼ −1 − 2 magnitudes. Fig. 7 summarizes the results for WFI2033. The host galaxy magnitude can be reliably inferred with a much smaller bias than our target accuracy.
WFI2033

SDSS1206
SDSS1206 is a particularly interesting system for the study of the lensed host. While most of the host galaxy is quadruply imaged, the AGN falls just outside the inner caustic and is thus only doubly imaged (Agnello et al. 2016) . As expected, the accuracy of the inferred magnitudes and effective radius are similar to that obtained for quadruply imaged AGNs and the bias is smaller than our target accuracy. The results are summarized in Fig. 8. 
SDSS0246
The system SDSS0246 was imaged with WFC3-UVIS, and it has a much fainter arc compared with other systems. Even though the pixels are smaller than with WFC3-IR and the resolution is higher, the available region for modelling the arc in the mask is quite limited in angular size. In spite of this serious challenge, Glee successfully reconstructed the host image within our target accuracy, at least for the brighter range of source magnitudes considered here. The final results are summarized in Fig. 9 .
Not surprisingly, the bias is larger than for other systems. As we can see, for brighter host set (21.5, 22.0 and part of 22.5 mag), the inferred magnitudes are accurate within 1 mag, i.e. within our target of 1.25 mags.
For the fainter host configuration (e.g. 22.5 and 23 Mag with large Sre), the inferred magnitudes are much smaller than the input. The reasons can be easily understood in the following way. The reconstructions for these images are too faint with an irregular light distribution. In this case, Galfit tries to fit an unrealistically large Sre (see Fig. 9-(b) ) which corresponds to overestimating the brightness of the source. Indeed, this kind of modelling bias can be offset when the Sre are fixed to the truth or limited within 1 . However, the final accuracy of our magnitude inference will be driven by our knowledge of the prior on Sre. Our conclusion is that if the host galaxy is inferred to be as faint or fainter than 22.5 in the final analysis, the inference cannot be considered reliable given the current data quality.
HS2209
It is worth noting that HS2209 is the most challenging system in our sample with the AGN brightness approaching 15 mag, in the image plane. The results of HS2209 is summarized in Fig. 10 with generally larger bias than SDSS0246. Nevertheless, in most cases, the bias levels are within our target.
HE0047
The results for HE0047 are summarized in Fig. 11 . They are similar to those obtained for the other doubles SDSS0246 and HS2209, and show a larger offset between input and output model parameters than is seen in the quads. This is easily understood because the quads have more information and in general larger magnifications.
RXJ1131
RXJ1131 was observed with ACS through the F814W filter. A detailed lens model with Glee has already been published by Suyu et al. (2013 Suyu et al. ( , 2014 . The host galaxy is much brighter than in the other cases (see Table 2 ). Thus, the results of RXJ1131 have the smallest bias in the entire sample, as summarized in Fig. 12 .
DISCUSSION
Having analyzed each individual system we can now study the trends across the sample to identify general lessons. We expect the magnitude bias to depend on the total brightness of the lensed arc in image plane, the contrast between the lensed arc and the AGN, and possibly the effective surface brightness of the host galaxy. The latter quantity is defined as the average surface brightness inside the effective radius in the source plane, which should be approximately independent of lensing magnification.
This intuition is supported by our results across the 1 2 3 4 5 6 7 8 9 10 11 12 serial No. sample, as illustrated in Fig. 13 in which we relate the magnitude bias level to the brightness of the host arc. (The total magnitude of the host galaxy in the image plane is calculated by re-simulating the images without the AGN and deflector light (i.e. right panels in Fig. 3 ).) Indeed, the bias gets larger than our target as magnitudes get fainter than ∼ 20, and it is well within 0.5 mags for arc magnitudes brighter than ∼19. It is also clear that the quads yield better results than the doubles, as expected. By comparing the six panels, it appears that magnitude of the host galaxy and contrast between host and AGN are more important than effective surface brightness of the host in driving the precision of the recovery of the total magnitude. We note that except for RXJ1131 the exposure times are comparable for each system so that differences across the sample are not driven by varying depth of the data, but rather by the different properties of each system. Besides the intrinsic bias from the source reconstruction and fitting, additional bias can also be potentially introduced by the following factors. First, the mask regions for modelling the arc are selected manually. Of course, a different choice of mask region will produce a different reconstructed image. However, we find that this difference is negligible once the mask region is sufficiently large. Second, the noise level in central AGN area was boosted to account for PSF mismatch. This in general leads to underestimating the Sérsic index n. In practice, we find that this bias is not sufficient to affect the inferred magnitudes beyond our target precisions, provided that n is allowed to be within a physically plausible range.
We note that in this work we have assumed that the PSF is known. The analysis of the real systems to be presented in future work will have to take into account additional uncertainties related on the host galaxy magnitude arising from residual uncertainties in the PSF reconstruction. This can be achieved by marginalizing over the distribution of acceptable PSF reconstructions.
It is difficult to compare with Peng et al. (2006b) the very different data quality and inference methods. Three systems (HE0435, HE1104, RXJ1131) are in common with their study and our simulations suggest that indeed systematic errors should be smaller than their reported 0.3 magnitudes uncertainty given our data quality. Moreover, we find that their measurements agree with our estimated range of magnitudes. The host magnitudes in the source plane for HE1104 and HE0435 in Peng et al. (2006b) are measured to be 21.4 and 21.3 mag respectively (converting from Vega to AB), which are both within our estimated range 21 ∼ 22 mag, taking into account our approximate magnification 8 (see Table 2 ). The measured brightness of the AGN in the source plane in their paper are 19.5 and 20.9 mag respectively while our simulations range between ∼19.5 and 22.25. The comparison for RXJ1131 is not straightforward because the analysis is carried out in two different filters.
In this paper we have focused on the accuracy of the reconstruction of the lensed host galaxy properties. A topic of great interest, but beyond the scope of this paper, is how well the parameters of the deflector are recovered. As shown by our analysis of HE0435 (Wong et al. 2016 ) and RXJ1131 (Suyu et al. 2013 ), the mass model is highly constrained by the high signal to noise ratio data available, especially when stellar velocity dispersion, time delays, and other ancillary data are included (Dobke & King 2006) . Thus residual uncertainties in the lens model are unlikely to induce major uncertainties in the lensed galaxy brightness. However, a full assessment of this effect requires more extensive tests and simulations and this is left for future work, when a blind lens modelling challenge will be presented.
Finally, we conclude by noting that the selection function of our sample of lensed quasars is non-trivial in terms of black hole mass and host galaxy properties. Following the practice established for non-lensed samples (e.g., Treu et al. 2007; Lauer et al. 2007; Park et al. 2015) , it will have to be modelled in order to reach general conclusions about the overall population of AGN hosts from this sample. 
SUMMARY
We carried out extensive and realistic simulations of lensed AGN images taken with the Hubble Space Telescope, in order to study the fidelity of AGN host galaxy reconstruction using state of the art data and lens reconstruction software. We simulated eight lensed AGN systems (see Table 1 for detailed information), with 48 sets of parameters each covering the plausible physical range for the host galaxy and lens galaxy properties. Reproducing as closely as possible the analysis procedure of real data, we inferred the magnitude of the AGN host galaxy and compared it to the input value. Our main conclusions are:
(i) Systematic errors in the reconstructed host galaxy luminosity are typically larger than random errors. However, the level of systematic errors and biases are smaller than the uncertainty of single epoch MBH estimates (∼ 0.5 dex, i.e. 1.25 mag). In fact, for brighter host arc images (F 160W 19 − 20 in the image plane) the level of bias and systematic error is significantly smaller (within 0.5 mag).
(ii) The magnitude bias depends on both the magnitude of the host arc, and the contrast between the host arc and the AGN, as expected.
(iii) The magnitude bias does not depend on the Sérsic index of the host; there is no significant difference between different Sérsic index (i.e. 2 and 4) inputs, in the range that may be expected for bright AGN hosts.
(iv) The quadruply imaged systems tend to have smaller bias than the doubles, consistent with their larger magnification and larger amount of available information.
(v) For the fainter host galaxies (F160W 20 mag in the image plane) systematic errors and bias can be larger than 1.25 magnitudes. Such cases may be difficult to analyze without introducing informative priors to constrain the shape and size of the surface brightness profile.
We conclude that by using state of the art data and analysis tools the magnitudes of lensed AGN host galaxies can be studied with uncertainties that are smaller than those stemming from single epoch black hole mass estimates. We will present the actual measurements in forthcoming papers. Wong K. C., Suyu S. H., Matsushita S., 2015 , ApJ, 811, 115 Wong K. C., et al., 2016 , preprint, (arXiv:1607 ) Woo J., Treu T., Malkan M. A., Blandford R. D., 2006 , ApJ, 645, 900 de Vaucouleurs G., 1948 This paper has been typeset from a T E X/L A T E X file prepared by the author. 
