Fire tracking is an increasingly important area of research aiming to help firefighters more effectively fight fires. In the past, piloted aircraft have been the main source for obtaining fire characteristics from the air. In recent years unmanned air vehicles (UAVs) have become popular for the same purpose. While large UAVs are an effective means of assisting firefighters, they are expensive to purchase and operate. Mini UAVs or MAVs, on the other hand, have become cheap and reliable platforms for surveillance missions. However, due to weight and size constraints, MAVs are often equipped with error-prone sensors, in contrast to large UAVs, resulting in poor-quality georeferencing and geolocating. Techniques to solve this problem in the fire tracking context have focused on fusing information from on-board infrared and color cameras and using various filters to correct single geolocation estimates. However, a fire can be very large and arbitrarily shaped, thereby invalidating the single geolocation point assumption. We aim to solve this problem by producing a Georeferenced Uncertainty Mosaic (GUM) in which size, shape, and geolocation information is shown simultaneously in an easy to understand georeferenced image. The GUM is created by appropriately blurring the infrared images captured by the on-board camera, and using the blurred images as observations in a particle filter. 
Nomenclature t x
translation in thex direction (out the nose of the MAV) t y translation in theŷ direction (out the right wing the MAV) t z translation in theẑ direction (out the bottom of MAV) φ MAV roll, or rotation about thex axis θ MAV pitch, or rotation about theŷ axis ψ MAV heading (yaw), or rotation about theẑ axis p a single pixel in an image C a covariance matrix H the Homography matrix x a homogeneous point or a state vector (depending on context) λ a scalar constant ξ magnitude of a vector in the vector field at an image location p β angle between thex axis and a vector in the vector field at an image location p p (·) probability distribution function S a set of particles s a single particle from the set S w weight of a particle Subscripts i, k index of a point/particle/pixel m designates that the item is on the ground plane c designates that the item is on the image plane of the on-board camera Superscript i index of a particle from a set of particles
I. Introduction
W ILDFIRES throughout the U.S. cause a large amount of damage each year and demand many resources from the government and civilian sectors. Research focused on increasing the efficacy of firefighting has the potential to save lives, as well as money and resources. Providing firefighters with detailed fire characteristics through fire tracking can increase the probability of extinguishing fires quickly.
Current fire-tracking strategies can be broken down into strategic and tactical categories [1] . Strategic platforms provide a regional view of the fire. These include various satellite systems that provide regional views of fires in an area [2] [3] [4] . Tactical platforms, on the other hand, provide accurate, frequently updated fire characteristics, including location, intensity, and movement of the fire. Satellite systems are not suitable for tactical goals due to long delays in data transmission as well as orbital cycles. For tactical missions, piloted aircraft using infrared cameras and other sensors have become the norm [1] .
Recently, Unmanned Air Vehicles (UAVs) have received attention as a possible replacement for manned aircraft since they minimize risk to personal and can fly endurance missions to track fires for long periods of time over a large area. Typical large UAVs, however, are currently very expensive to operate and require planning and large crews to deploy. Miniature UAVs or miniature air vehicles (MAVs), in contrast, are becoming relatively inexpensive and can be launched by a single person. Additionally, they can fly closer to the fire and are more maneuverable, thereby providing a potentially more detailed view of the fire. While a single MAV may be unable to observe a large area, a team of MAVs working together is capable of observing a large region. This gives a team of MAVs the potential to be very effective in gathering important information about a fire.
A. Related Work
To implement a team of MAVs capable of providing quick feedback to firefighters four main issues must be addressed. First, MAVs must be able to autonomously fly to remote areas, including "over the horizon" (non-line of sight) flight. This problem has been addressed as evidenced by the burgeoning field of small, commercially available autopilot platforms [5, 6] . Second, the MAV needs to be able to autonomously track the perimeter of the fire. Third, in conjunction with the previous challenge, a team of MAVs should be able to cooperate strategically to quickly and adequately cover the area. These two items have been previously addressed in research [7] [8] [9] .
Finally, once a team of MAVs is tracking a forest fire, data collected from the flight of each MAV must be processed to provide meaningful information for firefighters. With large UAVs, this is accomplished in several ways. In some methods, photogrammetrists analyze the collected imagery and determine the geolocation, size, and shape of the forest fire(s) [10] . Other methods employ aerotriangulation and automatic tie point acquisition [11, 12] to produce georeferenced imagery. In one approach [1] , field control points are established and existing GIS data are used to project and georeference the thermal imagery.
In contrast to large UAVs, however, MAVs have specific weight requirements that necessitate the use of smaller, lighter, and as a result, usually more inaccurate, inertial measurement units (IMUs). This means that georeferencing schemes relying on accurate measurements will have large errors. Additionally, in the methods described previously, high resolution, wide-angle cameras are often used to gather imagery. On a MAV, however, these cameras are too big and heavy to be feasible, so narrow field of view, low-resolution cameras are often employed. As a result, MAVs face additional challenges in producing accurate information about a fire. These challenges require the development of novel algorithms to reduce error (noise) in the data.
One approach to collecting data about a fire using an MAV is to use an on-board infrared camera to collect thermal information about the fire. While it is straightforward to calculate geolocation estimates of points seen by the camera once the pose (location and attitude) of the camera is known, due to error in the pose estimate of the MAV, and as a result error in the pose estimate of the on-board camera, there can be large error in the geolocation estimate. Approaches to overcome this problem, in a fire-tracking context, have been explored by Merino et al. [13] The authors use a multi-sensor platform fusing information from an infrared and regular CCD camera to refine a geolocation estimate of the fire over time using an Unscented Kalman filter. This assumes that forest fires can be represented by a point or small set of points. Forest fires, however, are often large and arbitrarily shaped, which may invalidate the point assumption.
B. Our Approach
We present a method that provides firefighters with information about the size, shape, and geolocation of an approximately planar fire, using the error-prone data collected by an MAV. The size, shape, and geolocation of the fire is represented as a non-parametric two-dimensional probability distribution of real-world location, whose values represent our confidence that there is fire at the given location. This distribution is represented by sampling at 2-D grid points and representing the samples collectively as an image. We term this a georeferenced uncertainty mosaic (GUM). This approach makes no assumptions about the shape or extent of the fire and therefore allows arbitrary fire shapes and sizes.
To create a probability distribution of where a fire is located, we need observations indicating the likelihood of a fire at a given location. We assume that the image obtained from an on-board infrared camera directly correlates to the probability of fire being at the location being imaged (i.e., where there is white in the infrared image, we assume there is a high probability of fire at that location, and vice versa). To construct an observation on the location of the fire, we have to transform the infrared image into a probabilistic observation of fire location. We construct these observations by applying a blurring function derived from the uncertainty in the pose estimate of the MAV to the the infrared images captured by the on-board infrared camera. A sequential Monte Carlo (SMC) method (a particle filter) is then used to composite these different estimates to form a "mosaic-like" output of multiple infrared images.
The remainder of the paper is organized as follows. In Section II, we discuss how to construct a blurring function that maps the captured infrared image to an observation of locations the infrared image was observing. We then discuss how to compose these estimates in a particle filter in Section III. In Section IV, we present some results of our approach, and conclude in Section V.
II. Mapping Uncertainty to the Image Domain
We desire to present firefighters with high-level information about the observed forest fires, including size, shape, and geolocation. What we obtain from the MAV, however, is an infrared image and associated noisy pose estimate. We want to form a filter in which we construct a posterior distribution indicating the probability of fire across the geolocation space. Therefore, we need an observation density to use in the filter. To form a suitable observation density, we must transform the captured infrared image into an observation of fire location probabilities. Assuming that the height of the ground is known (available from GIS data), we create a mapping function that directly computes a geolocation for each pixel in the infrared image. This function, however, is dependent on the pose parameters estimated by the auto-pilot using the on-board IMU, GPS, and altimeter. Therefore, the error in that mapping function must be considered. To account for this we take the derivative of the mapping function with respect to each pose parameter and use this information to form a spatially varying blurring function. We then apply the constructed blurring function to the observed image forming an uncertainty image, in which pixel values indicate the probability of fire at the corresponding geolocation. In the subsections that follow, we describe in more detail each of the steps in this methodology.
A. The Mapping Function and Homography
Let x ci be a homogeneous point, [x ci , y ci , 1] T , on the image plane of the on-board infrared camera, whosex,ŷ components form the location p x ci ,y ci in the image itself [14] . Let x mi be a point, [x mi , y mi , 1] T , on the image plane of a virtual camera, whose image plane is also the ground plane.
Every point x ci on the image plane of the camera (and therefore in the image itself) corresponds to a certain realworld geolocation represented by x mi on the image plane of the virtual mosaic camera. The "image" of geolocation points corresponding to the pixels in the image is called the pre-image [15] .
If we assume the terrain which we are imaging (the ground) is locally planar, we can use pose and camera calibration parameters to construct a homography matrix as ⎡
where λ is a constant. To then determine the corresponding point, x ci , on the image plane of the camera, we compute
This entire process describes the non-linear mapping function used to compute point correspondences between captured image points and real-world geolocations. We represent this function as
Since we use the homography in our calculations, our scene (the fire) must be approximately planar.
B. Vector Fields of Motion in Texture Space
Because we do not know the true MAV pose parameters, the homography matrix we estimate is not correct. Thus, a given world point could correspond to a number of points in the imaging plane. The particle filter we propose requires an observation of likelihood of fire at every point imaged by the infrared camera. By transferring the uncertainty in pose estimation to the image domain, we can obtain such an observation. As a result, we would like to blur the captured image, so that our uncertainty in the pose estimate is expressed by uncertainty as to the precise pixel location of a given feature. Put another way, by blurring the image, we can make it difficult to determine exactly where a given world point is located in the image, effectively expressing our uncertainty about the pose of the camera in the image domain.
In order for this blurring to express the pose uncertainty in a meaningful way, the blurring needs to express how errors in the MAV pose parameters map to errors in the image location of a terrain feature. We can accomplish this by computing the Jacobian of the mapping function between world locations and image locations with respect to the MAV pose parameters (J). The result is a location-dependent blurring function that represents the motion in texture space of the pre-image [15] . In this work, we assume that the different pose parameters have independent noise, allowing us to compute a separate "vector field" for each pose parameter representing its blurring function.
For example, we compute how errors in ψ, the MAV heading angle, translate into errors in image location of a given ground point as
for each point p x ci ,y ci in the image. In Fig. 1 we show an image representing the vector field of motion in texture space for changes in ψ. If we do this for each of the six pose parameters, we obtain six separate vector fields describing the motion in texture space for changes in each pose parameter. 
C. Constructing the Blurring Function
We now discuss how to combine the information from the vector fields into a spatially varying blurring function we can apply to the observed image. The result of applying the blurring function is an uncertainty image where brighter values represent less uncertainty in the location of the fire. This is done by constructing six zero-mean bivariate Gaussian random variables for each pixel and then combining these six random variables into one bivariate Gaussian representing our uncertainty for that pixel.
We create the individual random variables representing uncertainty from a single pose parameter by constructing its covariance matrix according to information from the vector field. As an example we will examine the creation of the blurring function for ψ. Let ξ be the magnitude of the vector in the vector field at image location p x ci ,y ci . Let β be the angle that vector makes with thex axis. Also let σ 2 ψ be the variance of the white noise process associated with the ψ estimate.
We need to construct a bivariate Gaussian random variable over some pixel p x ci ,y ci . It should have infinitesimal variance in one direction and ξσ 2 ψ variance in the orthogonal direction, thus representing the uncertainty indicated by the vector in the vector field. By analyzing the spectral decomposition of a covariance matrix from real-valued random variables, we learn how to construct the covariance for the bivariate Gaussian. We compute the covariance matrix
where > 0 is an infinitesimal number. ‡ This process can be visualized by first, constructing a bivariate Gaussian over some pixel p x ci ,y ci . It has infinitesimal variance in theŷ direction, and ξσ 2 ψ variance in thex direction as shown in Fig. 2 . Second, the random variable is "rotated" to reflect the direction indicated by the vector in the vector field. This can be visualized as shown in Fig. 3 .
Doing this for each pose parameter gives us six bivariate Gaussian random variables for pixel p x ci ,y ci . Because we assume that each pose parameter has independent noise, we obtain the total uncertainty in image pose by adding the covariance matrices formed for each pose parameter. Thus,
represents the complete blurring function. An example of this complete blurring function is shown in Fig. 4 . We now compute this for each pixel and use these blurring functions to blur the image to obtain the uncertainty image. The uncertainty image represents our uncertainty in the geolocation of the fire.
III. Georeferenced Uncertainty Mosaic
Once we have uncertainty images, we can composite multiple images together to form a 2-D probability distribution of possible fire locations. At least one possibility to accomplish this would be to use an occupancy grid, discretizing ‡ Note that a bivariate Gaussian cannot have zero variance in the direction of its eigenvectors. the possible locations for fire. There are two disadvantages to such existing approaches. First, discretization would occur prior to the applying the filter, limiting the potential locations for fire detection. Second, while occupancy grids can be used to estimate the probability of fire at each location, they assume that the probability of fire is statistically independent between locations. However, we would like to utilize correlation information between locations.
We have chosen to utilize SMC methods (a particle filter) to filter the uncertainty images. As a result, we are able to track fires of arbitrary shape and size allowing particles to move by real distances and reside at real 2-D locations (as opposed to being limited to discrete locations). It also enables us to preserve correlation information between locations. Finally, we utilize the posterior probability distribution to create a GUM of fire locations.
A. Problem Setup
Let x k be the state vector at time k, where the state is the geolocations of fire. Let y k represent the observation at time k. We have no prior information about where the fire is before beginning the filter and thus the prior is simply a uniform distribution p(x 0 ) over the region of interest. Our model is described by
p(x k |x k−1 ) for k 1, and (8)
We desire to find the posterior distribution p(x 0:k |y 1:k ), describing the probability of fire at each geolocation. This is the classical Bayesian filtering problem and represents all the information we have about the state x at any time k. The solution to this problem is represented by
This solution is very difficult-nigh impossible-to sample from. Therefore, we seek a method for approximating or otherwise finding this distribution.
B. Filtering Uncertainty Images Using a Particle Filter
We have chosen to use an SMC method (particle filter) as they are fast, can represent arbitrary distributions, have modest memory and computational requirements, and they are relatively simple to implement. In such Monte Carlo methods, particles (discrete samples) are used to represent the posterior distribution. This is justified by the well-known fact that any distribution can be approximately represented by enough discrete samples of it [16] .
Because this is a recursive Bayesian state estimation scheme (i.e., we want the posterior at each time step), we are interested in the marginal density p(x k |y 1:k ), also known as the filtering distribution. This posterior represents the current state of the system at time k given all past observations. This posterior can be broken up into a recursive formula to produce this density. The recursive formula has a prediction step:
and an update step:
where we assume that measurement y k is conditionally independent of earlier measurements y 1:k−1 given x k . This means that we can recursively estimate the current state of the system, given the dynamical motion model and all past observations. We outline our approach for each step of the filter in the three sections that follow.
An Unorthodox Particle Filter
In our method, the particle filter is used in an unorthodox way. In typical particle filtering methods, particles are used to converge on an (hopefully) optimal answer to a problem. That is, a single answer is derived from the particles by finding the mean of the probability density function (PDF) it represents. In our application we are not interested in the mean of the PDF represented by the particles, but rather, the PDF represented by the particles IS the answer.
If we had a fixed area that we were trying to observe, and each observation (infrared image) was an observation for the entire fixed area, and if we were able to directly correlate heat intensity with a grayscale value, we could run our filter on each particle without side-effects. However, in our application, each observation only adds new information for its corresponding particles on the ground plane, and our infrared camera has an auto-gain function. As a result, we do not run the filter on all the particles at each step. We calculate which particles are in the observed scene and allow them to be run through the filter. This is important as it allows particles, for which no new information is added, to remain stationary, giving the mosaic memory. If this is not done, particles from previously high probability areas are stolen to new areas of high probability regardless of whether or not the area has a higher heat intensity.
Additionally, because all the particles representing the PDF must sum to one, and since the PDF represented by the particles is the answer we seek, it is the relative probability of fire at any single location (as indicated by how many particles are at that location) compared with any other single location that has significance. This also allows us to easily track multiple modes of the PDF since we are really tracking the entire PDF.
Details
INITIALIZATION To begin, we place particles on the ground plane (note that this also is defined to be the image plane of the virtual camera) in a uniform distribution representing the fact that we have no a priori knowledge about the geolocation of the fire. This forms the initial particle mosaic.
MOSAICKING LOGISTICS We begin with a very small number of particles, but more are added as new information is received (i.e., an image covering a different part of the scene). To inject more particles, we calculate how much of the scene is new (i.e., previously unseen) and inject an appropriate number of particles (depending on the desired computation load). Additionally, for each new observation (infrared image), we calculate which particles are affected by this observation, and only apply the particle filter to those particles.
PREDICTION STEP Let S k−1 represent the set of particles on the ground plane from the previous iteration. Because the fire does not move quickly, or in a predictable fashion, our motion model will consist entirely of noise in the geolocation of the fire. This is an important step as it allows for Brownian motion of the particles, thus preserving the integrity of the filter.
Let s i k−1 represent a particle in the set. For each particle we compute its new (x, y) position as
This provides the marginal distribution p(x k |y 1:k−1 ) and new set of particles S k . Note that we have not yet included any observation information.
UPDATE STEP We have chosen to use the well-known Bootstrap filter as our specific implementation of the particle filter. This method uses Sampling Importance Resampling techniques in which an importance distribution is used to draw samples and perform weight calculations. The Bootstrap filter specifically uses the set of particles S k or transition prior from the prediction step to obtain the posterior at time k [16] . Resampling is used to reduce degeneracy in the filter wherein a single particle may overtake the filter leaving all others near zero. Because of the way in which we constructed the uncertainty images, they are a representation of the likelihood of fire at a geolocation point. Therefore, we use the uncertainty image created from blurring as the likelihood function p(y k |x k ) for the filter. Because each particle lies on the ground plane we use the homography matrix constructed previously to warp each particle onto the imaging plane of the camera,
where λ is an unknown scaling factor. We can now easily update the weight of each particle. Let p x ci ,y ci represent the value of the pixel in the uncertainty image at location x ci , y ci . Also let w s i k represent the weight currently assigned to particle s i k . We compute the particle's new weight
This is done for each particle giving us a new set of weighted particles S k . We now resample to obtain the posterior set of particles S k . In the resampling step we sample from the cumulative distribution formed by the weights assigned to the particles to move the particles in low probability regions to regions of higher probability and normalize the weight of each particle. Let N represent the number of particles. To resample: Intuitively, in the prediction step we are changing each particle's (x, y) location in the particle mosaic to introduce random motion and allow the particles to "explore" the region. In the update step we are updating each particle's probability of a fire at that location and then by resampling allowing particles to move to regions of higher probability.
C. Presenting the GUM
From the particle mosaic we need to create the GUM and present it. To accomplish this, note that when using the Bootstrap particle filter, particles will congregate to regions of higher probability. Therefore, the GUM is created by separating the particle locations into "pixel-sized" bins. An image is created from the "binned" particles by assigning brighter colors to the bins with more particles, and darker colors to the bins with less particles. In this way, bright spots in the final GUM directly correspond with geolocations with a high probability of fire.
IV. Results
We have extensively tested our algorithm in both simulated and real flight environments. In this section we first present some simulated results showing our algorithm is capable of accurate geolocation, as well as georeferencing arbitrarily shaped fires. We then show the capability of our algorithm when used with data from a real flight.
A. Simulation Results
To simulate the flight of an MAV, a flight simulator, Aviones, has been developed to accurately describe the physics, noise, jitter, and other characteristics associated with true flight of such aircraft. This simulator, coupled with our ground station software is capable of collecting simulated video and telemetry for processing.
Geolocation Accuracy
In these simulation results we show that our method is comparable to work done by Merino et al. [13] in geolocation accuracy. To produce these results we drew a white octagonal shape on a black background at a known geolocation in Aviones. We then simulated the MAV's flight in a loiter about the center of the circle and captured both the video and the noisy telemetry (pose information) using our simulation software. This accurately simulates our true flight characteristics including non-synchronized video frames and telemetry, as well as jitter from atmospheric disturbances.
We then applied our algorithm to the data, blurring each frame with associated telemetry information and passing the frame to the particle filter. In Fig. 5 we show one original frame from the video sequence with its blurred counterpart. In the blurred image in Fig. 5(b) the gray boundary near the edges of the image represents the portion of the image that was not blurred since the blurring function required information from pixels outside the boundaries of the image.
In Fig. 6 we show two different views of the final GUM. and geolocation of the fire. The white circle encompasses the region of highest probability and is the estimated size, shape, and geolocation of the fire from the GUM.
Using a weighted average we determined the geolocation accuracy to be within 4.52 m of the original fire. To show that our algorithm improves geolocation accuracy, we calculated the geolocation for each frame of the video using only the noisy homography matrix as described in Section A. The average error was 15.8805 m showing that our algorithm significantly improved the geolocation accuracy. 
Arbitrary Size and Shape Accuracy
In these results we show that our method accurately reconstructs the shape of two different arbitrarily shaped fires at different geolocations. This time we drew two white arbitrary shapes on a black background and then used Aviones to simulate the MAV's flight loitering about the fire. An image collected from the simulated flight is shown in Fig. 8(a) . We then applied our algorithm to the data as before. A blurred version of the image, after applying our blurring technique, is shown in Fig. 8(b) . An East vs. North view of the final GUM is shown in Fig. 9 . The algorithm has reconstructed the shape and size of the simulated fire appropriately.
B. Real Flight Results
To test our algorithm with data from a real MAV flight, we used a 6 foot flying wing style MAV (shown in Fig. 10(a) ). The MAV was equipped with a Procerus Kestrel autopilot having 3-axis rate gyros and accelerometers used for determining the angular orientation of the MAV. The auto-pilot also has two barometric pressure sensors used to determine the altitude of the MAV and its current airspeed. The MAV also has a UBlox Antaris 4 LEA-4H GPS with SuperSense technology which is used by the auto-pilot to compute current GPS coordinates of the MAV. Attached to the MAV in a downward facing, fixed position was a FLIR PathFindIR camera (see Fig. 10(b) ). This camera is 320 × 240 VOx microbolometer NTSC infrared camera having a 36
• horizontal field of view, and a 27
• vertical field of view. Because it is difficult to create controlled test fires, we flew the MAV under conditions that would produce infrared imagery somewhat similar to flying over a fire. This means that we desired conditions where there was an intense contrast of heat between objects being imaged and their background. This would show up as highly contrasting white regions against black backgrounds in the infrared images.
To accomplish this we flew early in the morning when the grass at a nearby park was wet and cool, but the trees were still warm. We flew a path East to West over a series of trees simultaneously capturing the video and telemetry (covering an area about 30 × 100 m). Note that we flew at a lower altitude than we would during an actual forest fire (approximately 50 m).
§ A single frame of the infrared video is shown in Fig. 11 (a) and the original IR video can be seen in video [MM1.avi]. The bright white circular regions in the image represent the trees. The bright blurry line forming a corner is a fence bordering the trees. The regions of darker gray and black represent the colder, wet grass.
Prior to executing our algorithm we remove distortions from the lens on each image using calibration parameters we determined a priori. We then applied our algorithm. Logistically for this data, we applied new particles at the rate of one particle for every 0.2 m 2 of the scene observed. This resulted in a total population of several hundred thousand particles at the end of the algorithm.
In Fig. 11(b) we show a blurred version of the original frame. In Fig. 11(c) we show the GUM after 21 frames of video. Note that the algorithm has reconstructed the corner of the fence appropriately. It has also reconstructed the main tree furthest Northeast, the tree just South of it, and it is beginning to reconstruct the tree just West of it. This demonstrates the ability of our algorithm to reconstruct arbitrarily shaped and sized infrared objects. The slightly diagonal strip of particles furthest East are particles from the initialization step that never received a second observation.
In Fig. 11(d) we show the GUM overlaid onto Google Earth. As shown in the figure, we have geolocated the Northeast tree to within 6 m of its true geolocation, demonstrating the accuracy of our geolocation estimates.
In Fig. 12 we show the final GUM produced from the entire flight. The algorithm has continued to mosaic frames (approximately 100 frames of video) and reconstructed several different heat regions in the area over which we flew (a set of several different trees observed during the flight of the MAV). In the video [MM2.mov] we show the mosaic as each frame is added. With each additional frame, the particles migrate to the higher probability (high heat) locations. ¶ Note that, as with the results above, the hot spots constructed are of arbitrary size and shape, demonstrating this key attribute of our algorithm.
V. Conclusions and Future Work
A team of MAVs could be a significant boon to the fire-tracking arsenal. They are capable of reducing costs, time, and personal needed for deployment while still accomplishing similar goals currently addressed by piloted aircraft and large UAVs.
Due to sensor shortcomings among MAVs however, there is a need for algorithms that reduce associated error in geolocation calculations. Current methods have not been sufficient in representing an entire fire or arbitrary shape and size. We have presented an algorithm capable of reducing this error while simultaneously presenting a visual GUM to the firefighter enabling them to quickly assess needed fire characteristics such as size, shape, and geolocation. We have shown that this algorithm performs well with real flight data.
