The sightline to the brighter member of the gravitationally lensed quasar pair UM 673A,B intersects a damped Lyα system (DLA) at z = 1.62650 which, because of its low redshift, has not been recognised before. Our high quality echelle spectra of the pair, obtained with HIRES on the Keck i telescope, show a drop in neutral hydrogen column density N (H i) by a factor of at least 400 between UM 673A and B, indicating that the DLA's extent in this direction is much less than the 2.7 h −1 70 kpc separation between the two sightlines at z = 1.62650. By reassessing this new case together with published data on other quasar pairs, we conclude that the typical size (radius) of DLAs at these redshifts is R ≃ (5 ± 3) h −1 70 kpc, smaller than previously realised. Highly ionized gas associated with the DLA is more extended, as we find only small differences in the C iv absorption profiles between the two sightlines.
pair was later examined in detail by Smette et al. (1992) in their study of intergalactic Lyα forest absorbers. By considering the number of absorption lines in common (and not in common) between the two closely spaced sightlines, these authors were able to place interesting limits on the typical sizes of Lyα clouds, following on from analogous analyses by Sargent et al. (1982) and Foltz et al. (1984) .
Since these early papers, there have been many investigations of the Lyα forest in the spectra of gravitationally lensed QSOs. However, very little is still known about the size and geometry of the neutral gas reservoirs that give rise to DLAs with hydrogen column densities N (H i) 2 × 10 20 cm −2 , since these are much rarer absorption systems and thus unlikely to be found in front of gravic 2010 RAS tationally lensed QSOs which are themselves unusual alignments. A recent study by Monier et al. (2009) of the quadruply lensed Cloverleaf QSO (H 1413+117) with the Hubble Space Telescope uncovered three new DLAs or sub-DLAs at z ∼ 1.5, none of which are common to all four components. When considered together with analogous observations of four other DLAs from the literature, these data led Monier et al. (2009) to conclude that absorbers at z ∼ 1.5 with N (H i) = (6−13)×10 20 cm −2 have typical scale-lengths SDLA = (6 − 12) h −1 70 kpc (where h70 is the Hubble constant in units of 70 km s −1 Mpc −1 ). Apparently at odds with this conclusion is the finding by Ellison et al. (2007) of coincident damped Lyman alpha absorption on 100 kpc-scale towards the binary QSO SDSS 1116+4118A,B. As these dimensions far exceed those expected for a single galaxy, Ellison et al. (2007) favour an explanation in terms of a group of two or more galaxies intersected along these lines of sight.
In this paper we report the discovery of a previously unrecognised DLA, at z abs = 1.62650, in the spectrum of UM 673A from high resolution and high signal-to-noise ratio (S/N) spectroscopy with the HIRES instrument on the Keck i telescope. In line with the compilation of similar measurements by Monier et al. (2009) , no DLA is seen in front of UM 673B, even though at the redshift of the DLA the two sightlines are separated by less than 3 kpc.
We do, however, find a weak Lyα emission line in the spectrum of UM 673B at the same redshift as the DLA. There have been only a few reported cases of Lyα emission associated with a DLA since the first such detection by Hunstead et al. (1990) , as summarised in the review of DLA properties by Wolfe et al. (2005) with more recent updates by Kulkarni et al. (2006) and Christensen et al. (2007) . Any new examples are of interest in view of the apparent puzzle presented by the lack of obvious star formation associated with gas-rich DLAs (Wolfe & Chen 2006) , and the recent claim that a newly discovered population of faint line emitters represents the long-sought host galaxies of DLAs (Rauch et al. 2008) .
Finally, the newly discovered DLA in UM 673A is metalpoor, with metallicity Z ∼ 1/30Z⊙. Such chemically unevolved DLAs are important, in that they can provide clues to early episodes of metal enrichment in the Universe, complementing efforts being directed to analogous studies of metal-poor stars in the Milky Way and nearby dwarf galaxies (see, for example, Pettini 2006) . In the present case, we measure the relative abundances of nine different elements, from N to Zn, and uncover some chemical peculiarities which have not been noted before.
The paper is organised as follows. In Section 2, we briefly describe the observations of UM 673A,B and the reduction of the HIRES spectra. In the subsequent analysis, we first focus on the H i gas in front of the UM 673 pair (Section 3), and consider the data presented here together with the compilation by Monier et al. (2009) of other DLAs in gravitationally lensed QSOs to refine those authors' estimate of the characteristic size of damped systems (Section 4). We next turn to the Lyα emission detected in the spectrum of UM 673B at the same redshift as the DLA in UM 673A (Section 5), and use it to obtain an estimate of the star formation rate in the galaxy associated with the DLA. Section 6 deals with the chemical composition of the DLA, comparing it to that of DLAs and Galactic halo stars of similar overall metallicity. We summarise our findings and draw some conclusions in Section 7. Throughout the paper, we adopt a '737' cosmology, with H0 = 70 km s −1 Mpc −1 , ΩM = 0.3 and ΩΛ = 0.7.
OBSERVATIONS AND DATA REDUCTION
We observed UM 673A and UM 673B on the nights of 2005 October 9 and 10, and again three years later on the nights of 2008 September 24 and 25, as part of a large-scale imaging and spectroscopic survey of galaxies in the fields of bright QSOs, aimed primarily at studying the outflows of interstellar gas from star-forming galaxies at redshifts z = 2-3 (Adelberger et al. 2005; Steidel et al. 2010) . HIRES (Vogt et al. 1994 ) was configured to cover the wavelength range 3100-6100Å (with small gaps near 4000Å and 5000Å due to gaps between the three CCD chips on the detector) using the ultraviolet (UV) cross-disperser and collimator.
In order to avoid cross-contamination between the two images and to minimize slit losses due to atmospheric dispersion, UM 673 A and B were observed separately, with the HIRES slit maintained at the parallactic angle by its image rotator. For UM 673 A we used a 1.15 arcsec-wide entrance slit, which results in a resolution R ≡ λ/∆λ = 36 000, corre-sponding to a velocity full width at half maximum FWHM = 8.3 km s −1 , sampled with ∼ 3 pixels. The total integration time was 9400 s, divided into five exposures; the QSO was stepped along the slit between each exposure. For the fainter UM 673 B, we employed the narrower 0.86 arcsec slit (so as to exclude more effectively light from the brighter image) which results in R = 48 000 and FWHM = 6.2 km s −1 sampled with ∼ 2 detector pixels. The total exposure time was 28 200 s, again divided into a number of separate exposures, typically 2700 s long. The seeing was 1 arcsec FWHM throughout the observations.
To these data we added another set of observations of UM 673A,B, which we retrieved from the Keck Observatory data archive, obtained in 1996 with the original HIRES redsensitive detector and red-optimized cross-disperser. While these earlier data do not contribute much at blue and ultraviolet wavelengths, with their long exposure times (18 000 s and 27 000 s for UM 673A and B respectively) they do improve the S/N ratio of our final co-added spectrum at red wavelengths.
The two-dimensional HIRES spectra were processed with the makee data reduction pipeline developed by Tom Barlow which includes the usual steps of flat-fielding, order tracing, background subtraction, 1-D extraction and merging of the echelle orders. A wavelength reference was provided by the spectrum of the internal Th-Ar hollow cathode lamp and the co-added, 1-D spectra were mapped onto a vacuum heliocentric wavelength scale. In a final step, the spectra were normalised by dividing out the QSO continuum and emission lines. The rms deviations of the data from the continuum in regions free from absorption lines provide an empirical measure of the signal-to-noise ratio. For UM 673A, our data have S/N > 35 per 2.7 km s −1 (≈ 0.04Å) bin from ∼ 4000Å to ∼ 6000Å; the S/N is highest near 5000Å (S/N ≃ 70) and is still moderately high (S/N ≃ 24) at 3200Å, near the redshifted wavelength of the damped Lyα line. The corresponding values for UM 673B are S/N > ∼ 15 (4000-6000Å) and S/N ≃ 8 at 3200Å.
H I ABSORPTION TOWARDS UM 673A,B
3.1 The DLA towards UM 673A
Our HIRES spectra extend to shorter wavelengths than most previous observations of this famous QSO pair, which probably explains why the damped Lyα system in front of UM 673A (see Fig. 1 ) has gone unnoticed until now. Associated with the DLA are a multitude of metal absorption lines of elements from C to Zn. These lines are analysed in detail in Section 6; for the present purpose suffice it to say that they are narrow, with FWHM < ∼ 25 km s −1 , and have maximum optical depth at z abs = 1.626498. Adopting the same redshift for the damped Lyα line (which is too broad to allow such an accurate determination of z abs ), we find log[N (H i)/cm −2 ] = 20.7 ± 0.1 by fitting theoretical Voigt profiles to the wings of the line (and interpolating across narrower absorption features-see Fig. 1 ). Figure 2 . A selection of absorption lines in UM 673B near the redshift of the DLA at z abs = 1.626498 in front of UM 673A; in all panels the y-axis is residual intensity. The three green arrows in the top panel indicate the velocities of the three components of the low-ionization metal lines in the DLA (see Section 6), while the three long-dash red lines through all the panels mark the velocities of absorption (and emission) components in UM 673B. In the top panel, the red continuous line is the theoretical Lyα absorption profile for the upper limit we deduce to the column density of neutral hydrogen in UM 673B, log[N (H i)/cm −2 ] = 18.1. The grey shaded area shows the ±1σ error spectrum. Note the detection of Lyα emission in the core of the strong absorption line, at the same redshift as the DLA in UM 673A. The emission profile also aligns well with the high ionization absorption lines in UM 673B reproduced in the lower four panels.
The Lyman limit system in UM 673B
We also find absorption near z abs = 1.626498 in the spectrum of UM 673B, but with much reduced column densities of neutral gas. The top panel of Fig. 2 shows the wavelength region around the Lyα line which is broad and saturated, but not damped. Under these circumstances, it is well known that the column density is unconstrained within orders of magnitude, unless higher order Lyman lines are availablethis is the reason why the H i column density distribution is so poorly sampled in the interval log[N (H i)/cm −2 ] = 17-20 (e.g. Storrie-Lombardi & Wolfe 2000; O'Meara et al. 2007 ). However, since N (H i) and the velocity dispersion parameter b (km s −1 ) are degenerate in strongly saturated lines, we can still determine an upper limit to the column density by considering the smallest b-value, and corresponding highest value of N (H i), which provide an acceptable fit to the width and profile of the saturated Lyα line in UM 673B. To this end, we considered a series of pair values of b and N (H i), fixing N (H i) and using vpfit 1 to determine the value of b for which the theoretical line profile shows the least disagreement with the data.
We started the iteration at log[N (H i)/cm −2 ] = 20.7, as measured in UM 673A and which greatly overproduces the observed Lyα absorption in UM 673B for all values of b, and then decreased log N (H i) in steps of 0.1, until a plausible fit was arrived at for log[N (H i)/cm −2 ] = 18.1 and b = 22 km s −1 . The corresponding line profile, convolved with the instrumental resolution, is superimposed on the data in the top panel of Fig. 2 . While the absorption in the line core is less than observed, presumably because of neighbouring Lyα absorption lines-one of which, at ∆v = +114 km s −1 , is incidentally also seen as a redshifted component in C ivhigher column densities of N (H i) would overproduce the absorption in the line wings, relative to what is observed. We consider log[N (H i)/cm −2 ] 18.1 to be an upper limit to the column density of neutral gas in UM 673B because equally good or even better fits could be obtained with lower values of N (H i) and higher values of b.
Thus, we are led to the conclusion that the column density of neutral hydrogen drops by a factor of at least 400 over a transverse distance of less than 3 kpc (Section 4). A comparable drop is deduced from consideration of metal absorption lines from ionization stages which are dominant in H i regions. For example, in Section 6, we deduce a column density log[N (Si ii)/cm −2 ] = 14.75 ± 0.03 from the analysis of five Si ii transitions in UM 673A. The strongest of these, Si ii λ1260.4221, is below the detection limit in UM 673B (see second panel from the top in Fig. 2 ). In the optically thin limit,
( 1) where W λ and λ are respectively the rest frame equivalent width and wavelength (both inÅ), and f is the oscillator strength.
2 From equation (1) we deduce log[N (Si ii)/cm −2 ] 12.2 (3σ limit) in UM 673B, a factor of 350 lower than in UM 673A.
CONSTRAINING THE SIZES OF DLAS
In this section we use the finding that the DLA in UM 673A is not present in the spectrum of UM 673B to reassess, together with existing data, the characteristic size of the H i clouds giving rise to damped Lyα systems. Figure 3 . The geometry of a gravitational lens, as viewed by the observer at O, with source (S) being lensed into two images (I 1 and I 2 ) of angular separation θ obs , by a galaxy situated at the lens plane along the optical axis (dashed horizontal line). S 0 is the transverse distance between the two sightlines at the location of the galaxy producing the DLA.
We begin with a simple derivation of the transverse distance, similar to that presented by Smette et al. (1992) . Referring to Fig. 3 , the transverse distance between the two images at the lens plane is SL = θ obs DOL = α DSL, and the transverse distance between the two light paths at the redshift of the absorber is S0 = α DSC, where DOL, DSL, DSC are the angular diameter distances from, respectively, the observer to the lens, the source to the lens, and the source to the absorbing cloud.
Thus, the transverse distance between the light paths at the redshift of the absorber can be written as
where zL and zC are the redshifts of the lens and the DLA respectively. Recalling that the angular diameter distance between two objects at redshift z2 and z1, where z2 > z1, is of the form (Hogg 1999) ,
where Di = c H0
is the comoving distance to redshift zi, we can rewrite equation (2) as:
Thus, adopting θ obs = 2.22 arcsec, zL = 0.493 (Surdej et al. 1988; Lehár et al. 2000) , zS = 2.7434 from our own unpublished near-infrared observations of the Hβ emission line 3 , and zC = 1.62650 from the HIRES observations presented a Transverse separation between the two sightlines at the redshift of the absorber. b e-folding scale length of DLA assuming a linear decline of N (H i)-see equation (7). c e-folding scale length of DLA assuming an exponential decline of N (H i)-see equation (9).
here, we find that the transverse (physical) distance between the two sightlines at the redshift of the DLA is S0 = 2.7 kpc (in our '737' cosmology). We now add this new case to the list compiled by Monier et al. (2009) and reanalyse the entire sample in Table 1. Note that we have revised the values for the Cloverleaf (H 1413+117) from Table 5 of Monier et al. (2009) for two reasons. First, in calculating the transverse distances applicable to the two low redshift systems (at z abs = 1.440 and 1.486) in the Cloverleaf, these authors assumed zL = zC (E. Monier, private communication) . Second, recent midinfrared data have improved our understanding of this system (MacLeod et al. 2009 ). The positions and relative fluxes of the images can be well explained by a lensing galaxy at zL ≈ 1.0 (Kneib, Alloin, & Pello 1998) , with an additional galaxy located ∆αG2 = −1.87 arcsec, ∆δG2 = 4.14 arcsec from the lens, coincident with a galaxy identified by Kneib et al. (1998) as object No. 14. The inclusion of this additional galaxy in the lensing model does not affect the astrometry (but does affect the relative fluxes of the QSO images); thus, we assumed a single lens geometry at z = 1.0. We have excluded from the Monier et al. (2009) sample the binary QSO LBQS 1429−0053 because the linear scale probed by that pair, S0 = 43.2 h −1 70 kpc, is one order of magnitude larger than those of all the other (gravitationally lensed) pairs considered here. As argued by Ellison et al.
the Balmer lines is higher than the redshift indicated by the restframe ultraviolet emission lines, in this case zem = 2.719 from the EFOSC spectra obtained by Surdej et al. (1987) and zem = 2.7313 from the Sloan Digital Sky Survey (Schneider et al. 2007) . The difference from the original value reported by Surdej et al. (1987) is nearly +2000 km s −1 .
(2007), such large scales are more likely to probe the clustering properties of DLAs rather than the typical sizes of their host galaxies. In any case, our conclusions below on the median size of DLAs are unaltered by the inclusion or omission of LBQS 1429−0053.
In order to determine the characteristic size of DLAs, SDLA, we adopt two simple models. In the first, SDLA depends linearly on the H i column density, while in the second SDLA depends linearly on the logarithm of N (H i). The latter is probably more realistic, as it corresponds to an exponential decline of N (H i), but we also consider the former for comparison with the analysis by Monier et al. (2009) . Our analysis, however, differs from theirs in the following way. Monier et al. (2009) examined N (H i) as a function of the observed angular separation of two QSO images, θ obs , whereas we considered N (H i) as a function of the physical (transverse) distance between the two sightlines at the redshift of the absorber. The approach taken by Monier et al. (2009) has the advantage of being independent of the choice of cosmological parameters, while ours is perhaps more physically motivated. We therefore have an equation of the form,
where N (H i)max is the higher column density observed between any two given sightlines, and N (H i)min is the lower column density of the two. In the first model, we follow Monier et al. (2009) and define the linear e-folding scalelength (SDLA,ē) to be the transverse distance over which N (H i)max decreases by a factor of e = 2.718 (i.e.
Note that one can easily convert to the 'e-folding angle', θe introduced by Monier et al. (2009) using the relation: θe = θ obs SDLA,ē/S0. In the second case considered, S scales with ln N (H i):
We can then define the true e-folding scale length for DLAs,
where S0, N (H i)max and N (H i)min all take their previous definitions.
In both models, the e-folding scale lengths are most uncertain when N (H i)max/N (H i)min ≈ 1, due to the large extrapolation required. The derived e-folding scale lengths for each DLA are listed in Table 1 , and the two distributions are shown with histograms in Fig. 4 . Considering all the measurements, we determine the median linear efolding and median e-folding scale lengths of DLAs to bẽ SDLA,ē = 2.6 ± 0.7 kpc andSDLA,e = 1.3 ± 0.8 kpc respectively. The errors were computed with the Interactive Data Language routine robust sigma 4 which determines the median absolute deviation (unaffected by outliers) of a set of measurements, and then appropriately weights the data to provide a robust estimate of the sample dispersion (Hoaglin, Mosteller, & Tukey 1983) .
The values ofSDLA,ē andSDLA,e we deduce are lower than that reported by Monier et al. (2009) , SDLA = 6 h −1 70 kpc, partly because of the improved estimate of the lens redshift in the Cloverleaf. Indeed, given the large number of sightline pairs in this multiple system (see Table 1 ), the uncertainty in the lens redshift of the Cloverleaf still has a marked effect on the values ofSDLA,ē andSDLA,e deduced. In order to assess the effect quantitatively, we have repeated the above analysis with the rather extreme assumptions that the lens redshift is, in turn, zL = 0.5 and 1.5, instead of the value zL = 1.0 adopted in Table 1 from Kneib et al. (1998) . We findSDLA,ē = 1.0 ± 0.3 kpc,SDLA,e = 0.5 ± 0.3 kpc if zL = 0.5, andSDLA,ē = 5.6 ± 1.9 kpc,SDLA,e = 2.7 ± 2.0 kpc if zL = 1.5. The range of values of SDLA admitted by the data will narrow as more QSO pairs are studied in the future.
Finally, we stress that our estimates of SDLA are not the same as what is generally thought of as the 'size' of a DLA. Referring to equation (8), if we assume an idealised spherical cloud with peak N (H i)max = 1 × 10 22 cm −2 at its centre, we have to move a radial distance S = ln 50 SDLA,e, or S ≃ 4 SDLA,e, before N (H i) falls below the threshold N (H i)min = 2 × 10 20 cm −2 generally adopted as the definition of a DLA. Thus, our preferred solution,SDLA,e = 1.3 ± 0.8 kpc, corresponds to DLA radii of ∼ 5 ± 3 kpc.
Lyα EMISSION TOWARDS UM 673B
Returning to Fig. 2 (top panel) , the presence of a weak emission line in the core of the saturated Lyα absorption line can be readily recognised. Although in principle this feature could also be a gap between two adjacent absorption lines, Figure 4 . The distributions of (a) linear e-folding scale lengths and (b) e-folding scale lengths for DLAs, based on equations (7) and (9) its precise wavelength match with: (a) high ionization metal absorption lines along the same sightline (lower four panels in Fig. 2) , and (b) the highest optical depth absorption in the DLA in UM 673A argues in favour of our interpretation as a weak and narrow Lyα emission line.
In order to measure the line flux and luminosity, we referred our echelle spectrum (for which the absolute flux calibration can be uncertain) to the Sloan Digital Sky Survey (SDSS) spectrum of UM 673A,B, reproduced in Fig. 5 . Fitting the continuum longwards of the QSO Lyα emission line with a power-law of the form F λ = A · (λ/Å) −β , we deduced the best-fitting values β = 1.535 ± 0.005 and A = (4.0 ± 0.2) × 10 −10 erg s −1 cm −2Å −1 for the slope and normalization respectively. The fit, which is shown with a red line in Fig. 5 , reproduces the sum of the SDSS r magnitudes of UM 673A,B (r = 16.73 and 18.84, respectively) when convolved with the transmission curve of the r-band filter. Extrapolating this continuum to λ obs = 3193Å, where the redshifted Lyα line at z = 1.62650 falls, and allowing for the fraction of the light contributed by UM 673A, then provides an absolute flux scale for the continuum shown by the long-dash line in the top panel of Fig. 2 , where a residual intensity of 1.00 corresponds to a flux density FB(3193Å) = (2.1 ± 0.4) × 10 −16 erg s −1 cm −2Å −1 . The 20% error is the systematic uncertainty in the flux calibration due to the combined effects of: (i) extrapolation of the QSO continuum to 3193Å, and (ii) the accuracy of the SDSS photometry.
Integrating across the Lyα emission line then yields a line flux F (Lyα) = (2.5 ± 0.25 ± 0.5) × 10 −17 erg s −1 cm −2 , quoting separately the random error from the counting statistics (shown by the shaded region in the top panel of Fig. 2 ) and the systematic uncertainty in the flux calibration. The corresponding line luminosity in our cosmology is L(Lyα) = (4.3 ± 0.4 ± 0.9) × 10 41 erg s −1 .
Origin of the Lyα emission
We now discuss some of the mechanisms that could produce the observed Lyα emission, before detailing what we consider to be the most plausible interpretation. The first source we consider is the metagalactic UV background, which could produce Lyα emission by fluorescence, the so-called HoganWeymann effect (Hogan & Weymann 1987) . This diffuse emission has yet to be observed, presumably because of the low surface brightness it produces. Given the current understanding of this effect, at the redshift of the DLA we would expect to observe a surface brightness (Gould & Weinberg 1996) ,
where ηE represents the efficiency with which the incident UV background is re-radiated as fluorescent Lyα emission and J is the ionizing background at the Lyman limit at z ∼ 2 (Bolton et al. 2005) . Through the area of sky covered by our observations (0.86 × 3 arcsec, the latter being the size of the aperture used to extract the 1-D spectra from the raw 2-D HIRES images), the surface brightness of eq. (10) would produce an integrated line flux F (Lyα) ∼ 1.5 × 10 −18 erg s −1 cm −2 , one order of magnitude lower than the flux recorded.
Lyα fluorescence can also be induced by the UV radiation from a nearby AGN impinging on the DLA (e.g. Adelberger et al. 2006) . Following the formalism introduced by Cantalupo et al. (2005) , a source with monochromatic luminosity Lν (ν) = Lν (νLL) (ν/νLL) −α , where hνLL = 13.6 eV, at a physical distance r from the DLA will correspond to a "boost factor" where, for self-shielded clouds, B is empirically related to the increase in the observed Lyα surface brightness relative to that induced by the metagalactic UV background, SB(Lyα)/µ = (0.74 + 0.50 B 0.89 ). Assuming that the observed Lyα emission is uniform across the area of sky covered by our observations (0.86 × 3 arcsec), the corresponding surface brightness is SB(Lyα) = 9.7 × 10 −18 erg s −1 cm −2 arcsec −2 , therefore requiring a boost factor B ≃ 50.
Consider now a typical QSO at z = 1.5 − 2, with spectral index α = 1.76 and λ L λ (λ) = 1.5 × 10 46 erg s −1 at 1100Å (Telfer et al. 2002) . One can extrapolate this typical luminosity to the Lyman limit using the relation
Substituting B, Lν (νLL) and α into eq. (11) yields a physical distance r = 700 kpc. Thus, if the Lyα emission we see in the spectrum of UM 673B were produced by a nearby source of UV photons, such a source would need to be located within r ∼ 700 kpc from UM 673, or < ∼ 1.4 arcmin in projection on the sky. As we have not identified any such source in our deep galaxy survey of this area of sky, and none have been reported by others, we consider it unlikely that we are observing fluorescent Lyα emission.
Other possibilities have been put forward (e.g. Dijkstra, Haiman, & Spaans 2006) , but all appear less likely than the most straightforward explanation that the Lyα emission we see is produced by recombination in H ii regions ionized by early-type stars in a galaxy presumably associated with the DLA. Adopting the Kennicutt (1998) relationship between star formation rate (SFR) and Hα luminosity, and assuming the ratio Lyα/Hα ≃ 8.7 appropriate for case B recombination, yields an equation of the form,
. (13) where the correction factor of 1/1.8 accounts for the flattening of the stellar initial mass function for masses below 1M⊙ (Chabrier 2003) compared to the single power law of the Salpeter IMF assumed by Kennicutt (1998) . Thus, our inferred line luminosity, L(Lyα) = 4.3 × 10 41 erg s
implies a star formation rate SFR ≃ 0.2 M⊙ yr −1 . In reality this is likely to be a lower limit, given the ease with which Lyα photons are destroyed through resonant scattering in a dusty medium. In addition, our HIRES slit may have captured only a fraction of the Lyα emission, if it is spatially more extended than the B image of UM 673 (a possibility which we cannot readily assess with our spectroscopic observations). However, we note that such low levels of star formation are not unusual for DLA host galaxies at z < ∼ 1 (Péroux et al. 2010) .
Lensed Lyα emission?
We next turn to the issue of where the Lyα emitting region is located and whether it too may be lensed by the foreground galaxy at z = 0.493. Since the angular diameter distances from the lens to UM 673 (1130 Mpc) and from the lens to the absorption system (1036 Mpc) differ by only ∼ 10%, we would expect the lensing geometry to be largely unchanged. Thus, presumably the Lyα photons are also lensed by the foreground galaxy into a sister image near to, but offset from, the A sightline. The fact that we do not see any such emission in the core of the damped Lyα absorption line in UM 673A suggests that the HIRES slit was not well placed to capture the A counterpart of the Lyα emission. A more rigorous approach involves detailed modelling of the mass distribution of the foreground lensing galaxy, which unfortunately is not well constrained (Lehár et al. 2000) .
We also note that the observed Lyα flux may be slightly magnified, or demagnified, by the foreground galaxy, implying that the intrinsic Lyα luminosity is different from that observed. However, a firm determination of the magnification factor is made difficult by the uncertain mass distribution of the lensing galaxy. Apart from improved modelling of the lens, progress in the interpretation of the Lyα emission would be greatly facilitated by follow-up near-infrared integral field spectroscopy aimed at detecting the redshifted Hα emission line at z = 1.62650. Such observations would map out the full extent of the emission region, without the limitations imposed by single-slit spectroscopy.
CHEMICAL COMPOSITION OF THE DLA IN FRONT OF UM 673A
As is normally the case, a multitude of metal absorption lines are associated with the DLA towards UM 673A. With the wide wavelength coverage, high resolution and S/N ratio of our HIRES data, we detect 37 atomic transitions from elements from C to Zn in a variety of ionization stages, from neutrals to triply ionized species, as detailed in Table 2 .
Although not all of these lines are available for abundance analysis (some being blended or saturated), we nevertheless have at our disposal a great deal of information on the detailed chemical composition of this DLA. In this section, we analyse these data which may throw light on the chemical enrichment history of the galaxy giving rise to the DLA and provide clues to stellar nucleosynthesis at low metallicities.
Profile Fitting
Fig . 6 shows a selection of metal absorption lines associated with the DLA. The absorption is evidently confined to a narrow velocity range, with even the strongest lines only extending over FWHM ≃ 25-30 km s −1 . In order to deduce values for the column density N (cm −2 ) and velocity dispersion parameter b (km s −1 ), we employed the absorption line profile fitting software vpfit, which uses a χ 2 minimization technique to fit multiple Voigt profiles simultaneously to several atomic transitions and returns the best fitting values of N and b together with the associated errors (see, for example, Rix et al. 2007 ). The theoretical line profiles generated by vpfit are superimposed on the data in Fig. 6 . We now consider in turn gas of low, intermediate, and high ionization.
Low ion transitions
The Si ii, Cr ii, Fe ii and Ni ii lines can all be fitted with a minimum of three absorption components, with the parame- ters listed in Table 3 . The highest optical depth is measured at z abs = 1.626498 (component number 3 in Table 3 , or C3 for short), which we therefore use as the zero point of the relative velocity scale for the DLA. A second component (component number 1, or C1 for short) at z abs = 1.626348, or ∆v = −17.1 km s −1 , can be readily recognised in the profiles of the weaker lines (e.g. Fe ii λ2249) in Fig. 6 . What is not immediately obvious from the Figure is . A light blue continuous line is used to indicate nearby absorption not associated with the DLA, such as the blue wing of Al ii λ1670 (top right-hand panel), which has been included for completeness in the profile fitting procedure. The y-axis is residual intensity, and the velocities on the x-axis are relative to the redshift of the absorption component with the highest optical depth (component number 3 in Table 3 ). Vertical tick marks indicate the velocities of the three absorption components producing the absorption lines, with the parameters listed in Table 3 . c 2010 RAS, MNRAS 000, 1-16 Figure 7 . A selection of weak metal absorption lines used for abundance determinations in the DLA in UM 673A, reproduced on an expanded scale. The data are shown as black histograms, while the red continuous lines are profile fits computed with vpfit (see text). The y-axis is residual intensity, and the velocities on the x-axis are relative to the redshift of the absorption component with the highest optical depth (component number 3 in Table 3 ). Vertical tick marks indicate the velocities of the three absorption components listed in Table 3 . tor strengths. Ultimately, such low velocity dispersions can only be confirmed with higher resolution observations. However, we note that comparably low b-values are not unusual in cool clouds in the Milky Way disk and halo (e.g. Pettini 1988; Barlow et al. 1995) , and are now beginning to be measured at high redshifts too as the quality of the spectroscopic data improves (e.g. Jorgenson et al. 2009 ).
With the redshift z and velocity dispersion parameter b fixed to be the same for all lines of neutral and singly ionized species, we let the column density in each component be the free parameter to be determined by vpfit [with the obvious restriction that all absorption lines arising from the same ground state of a given ion Xn should yield the same value of N (Xn)]. Values of N (Xn) are collected in Table 4 , where the column densities of components C2 and C3 are grouped together, as these two components are always blended at the resolution of our data. We also list in this Table the total (C1+C2+C3) column densities of each ion, which are better determined than those of the individual components.
It is important to stress in this regard that, with the exception of N i, our data include at least one weak, unsaturated, transition for all of the species used in our abundance determinations. Some examples are shown on an expanded Table 4 . Ion column densities of the DLA in UM673A scale in Fig. 7 . Under these circumstances, the values of column density deduced do not depend on the details of the profile fitting, because the lines lie on the linear part of the curve of growth. Although we record C ii λ1334 and O i λ1302, these transitions are saturated; these species are therefore not included in Table 4 and in the subsequent abundance analysis. We do however include Ti ii, whose λλ1910.61, 1910.95 doublet is undetected; the 3σ upper limit log[N (Ti ii)/cm −2 ] 11.90 in Table 4 was deduced assuming these lines to be as wide as Zn ii λ2026, which is the weakest feature we detect.
The column densities of the neutrals and first ions in Table 4 allow us to deduce directly the abundances of the corresponding elements. Before doing so in Section 6.2 below, we briefly comment on the absorption from more highly ionized gas. Transitions from highly ionized gas at redshifts close to that of the DLA in UM 673A. In each plot, the y-axis is residual intensity, and the velocities on the x-axis are relative to the redshift of the absorption component with the highest optical depth in neutral gas (component number 3 in Table 3 ). The data are shown as black histograms, while the red continuous lines are profile fits computed with the model parameters listed in Table 5 . A light blue continuous line is used to indicate nearby absorption not associated with the DLA, but which has been included for completeness in the profile fitting procedure. The relative velocities of the three components of the model are indicated by red tick marks above the continuum level. All three components are blended with other absorption lines in Si iv λ1393 (top right-hand panel), but component number 3, at ∆v = +114 km s −1 , is clearly absent in Si iv λ1402. (km s −1 ) (km s −1 ) 1 1.626416 ± 3 × 10 −6 −9.4 4.2 ± 0.9 0.51 2 1.626605 ± 3 × 10 −6 +12.2 11.4 ± 0.7 0.11 3 1.627498 ± 2 × 10 −6 +114.1 7.9 ± 0.3 0.38
a Velocity relative to z abs = 1.626498 b Fraction of the total column density of C iv.
Intermediate ionization stages
Our data cover two second ions, Al iii λλ1854, 1862 and Si iii λ1206; all three transitions are shown in Fig. 6 . The weak Al iii doublet lines are well reproduced by the same 'cloud model' determined for the low ionization species (Table 3) . The stronger Si iii λ1206 line shows additional redshifted absorption which presumably arises in ionized gas, since it is absent from lines of comparable strength of ions which are dominant in H i regions (e.g. Si ii λ1526-see Fig. 6 ). Accordingly, the column densities of Al iii and Si iii listed in Table 4 refer only to the velocity interval appropriate to the neutral gas. These values of column densities are useful for constraining the magnitude of putative ionization corrections to the abundance determinations, as discussed in Appendix A.
High ions
We also find lines from highly ionized gas at redshifts close to, but not the same as, that of the DLA. The extensive work by Fox et al. (2007) has shown this to be the case in many DLAs. Our HIRES spectrum includes absorption Table 6 . High Ion Column Densities at Redshifts Close to That of the DLA in UM 673A lines from the C iv λλ1548, 1550 and Si iv λλ1393, 1402 doublets, although out of these four lines only C iv λ1550 is not blended and therefore affords the clearest view of the kinematic structure of the highly ionized gas (see Fig. 8 ).
The highly ionized gas appears to be spread over three velocity components (Table 5) ; two are close in redshift to the DLA itself (∆v = −9.4 and +12.2 km s −1 respectively for components 1 and 2 in Table 5 ), but the third is redshifted by ∆v = +114 km s −1 . This third component must be of high ionization indeed, as it is the strongest in C iv and yet is absent in Si iv (see Fig. 8 ). Comparison of the bvalues in Tables 5 and 3 shows that the high ions have larger velocity dispersions than the neutral gas. Table 6 lists the column densities of C iv and Si iv.
Comparing Fig. 8 with the lower three panels of Fig. 2 , it can be readily appreciated that, in stark contrast with the low ion absorption lines, the C iv and Si iv absorption lines show little variation between UM 673A and B. Applying the same vpfit analysis as above to the C iv lines in UM 673B, returns values of redshift for the three absorption components which differ by less than 5 km s −1 from those listed in Table 5 , and values of column density N (C iv) which differ 
by less than a factor of 3 from those listed in Table 6 . The finding that highly ionized gas has a much larger coherence scale than that of DLAs is not surprising, and in line with the results of earlier work on other QSO pairs (e.g. Rauch et al. 2001; Ellison et al. 2004 , and references therein) and more recently on galaxy-galaxy pairs (Steidel et al. 2010 ).
Element Abundances
Abundance measurements for the DLA in UM 673A are collected in Table 7 and shown graphically in Fig. 9 . These values were deduced directly by dividing the column densities of ions which are dominant in H i regions by N (H i) (see Table 4 ), with the implicit assumption that corrections for ionized gas and unseen ion stages are negligible so that, for example, N (Si ii)/N (H i) ≡ Si/H. The validity of this assumption is examined in Appendix A, with the conclusion that it is likely to be accurate to within ∼ 0.05 dex for most elements considered here, except Al and S, whose true abundances may be higher than their entries in Table 7 by 0.1 dex and 0.2 dex respectively. We used as reference the compilation of solar abundances by Asplund et al. (2005) ; the very recent revision of the solar scale by Asplund et al. (2009) differs for the elements listed in Table 7 by at most 0.05 dex (for N) and more generally by only 0.02-0.03 dex. The first conclusion to be drawn from Fig. 9 is that the z = 1.62650 DLA in line to UM 673A is metal-poor, with an overall metallicity Z ≃ 1/30Z⊙, or −1.5 on a log scale. Such low metallicity is not unexpected, given the narrow widths of the absorption lines (which are actually significantly narrower than expected on the basis of the relationship proposed by Prochaska et al. 2008) and the apparently low level of star formation deduced in Section 5.
When we look more closely at the relative abundances of the elements measured, however, we arrive at the interesting conclusion that this DLA exhibits some notable differences from the 'average' populations of DLAs and Galactic halo stars of similar metallicity, as we now point out. We consider two 'average' sets of DLAs, each assembled from the HIRES DLA database compiled by Prochaska et al. (2007) . In each case we selected from the database all DLAs whose abundance is within a factor of 2 of a reference element, using in turn Si and Fe as the reference. Thus, the green vertical Fig. 9 indicate the number of DLAs included in the average population for the corresponding element. If there exists only one measurement, the size of the error bar represents the uncertainty in that single measurement. If just two or three measurements exist, we instead plot the standard error in the mean. Otherwise, we use a robust determination of the dispersion in the average population (see Section 4).
Similarly, in the bottom panel of Fig. 9 , we overlay (empty boxes) the element abundances of the average population of Galactic metal poor stars drawn from the samples of Gratton et al. (2003) and Nissen et al. (2007) , using Fe as the reference element. For all available measurements, the height of the box represents the dispersion in the average population.
Considering first the top panel of Fig. 9 , it appears that the DLA in UM 673A is Fe-rich and Zn-poor relative to other DLAs with similar Si abundance. There may be offsets in N and S too, but their statistics are poorer. The best DLA statistics are those for the middle panel, where we see that, relative to other DLAs with similar Fe abundance, the absorber in UM 673A is deficient in Ti, Ni, and Zn. The same conclusion is reached by comparing with the stellar abundances in the bottom panel.
It seems unlikely that these apparently anomalous abundances are due to dust depletion, given that: (a) Ti, Ni, and Zn are depleted to very different degrees in Galactic dust (Savage & Sembach 1996) , and (b) depletions are in any case expected to introduce very minor corrections when the overall metallicity is as low as 1/30 of solar (e.g. Akerman et al. 2005) .
The unusually low abundance of Zn (an element which is not readily incorporated into dust grains and thus normally provides a reliable benchmark for the abundance of Fepeak elements, e.g. Pettini et al. 1990 ), can best be appreciated from Nissen et al. (2007) and Saito et al. (2009) exhibits an underabundance of Zn relative to Fe as pronounced as that uncovered here.
We have searched for clues in the composition of Galactic stars that are much more metal-poor than 1/30 of solar, in the extreme regime where chemical anomalies due to enrichment by only a few prior episodes of star formation may manifest themselves, but found none. The works by Cayrel et al. (2004) and Lai et al. (2008) show that when Fe/H ≪ −2, Ti is over abundant by a factor of ∼ 2 relative to Fe, Cr is progressively under abundant with decreasing [Fe/H], Ni/Fe remains solar, and Zn exhibits the behaviour illustrated in Fig. 10 , quite unlike the relative abundances of these four elements relative to Fe in the DLA towards UM 673A.
Recently, data have become available on the abundances of these elements in individual stars of dwarf spheroidal galaxies in the Local Group (Shetrone, Côté, & Sargent 2001; Cohen & Huang 2009) and in ultra-faint dwarf companions of the Milky Way (Frebel et al. 2010) . These measurements are of particular interest, as some of these galaxies may well have experienced different star formation histories from the stellar population(s) of the Galactic halo, and may therefore offer a different perspective for the interpreta- Prochaska et al. (2007) , Dessauges-Zavadsky et al. (2007) , and Noterdaeme et al. (2008) are shown with black circles, while the red dot is for the DLA in UM 673A. Note that the fall off in [Zn/Fe] with decreasing [Zn/H] in DLAs is not thought to be intrinsic, but rather to reflect a decreasing fraction of Fe in dust grains at lower overall metallicities, as measured by the normally undepleted Zn. The green shaded region shows the behaviour of [Zn/Fe] in Galactic stars (Saito et al. 2009 , and references therein), with the width of the band corresponding to the ±1σ dispersion of values at a given metallicity. The dashed ellipse indicates the approximate locus of stars in the dwarf spheroidal galaxies Draco, Ursa Minor, and Sextans from the work by Shetrone, Côté, & Sargent (2001) and Cohen & Huang (2009 Fig. 9 ). Thus, while these data do offer examples of clear departures of some element ratios from the well-established Galactic halo pattern, a definite chemical correspondence between the DLA in UM 673A and nearby dwarf spheroidal galaxies cannot be established.
It is possible that, as more data of comparably high S/N ratio to those presented here are obtained for other very metal-poor DLAs, more examples of anomalous element abundances will be uncovered, challenging current calculations of stellar yields at low metallicities. Sub-solar [Zn,Ni,Ti/Fe] ratios in very metal-poor DLAs may well be more common than has been appreciated so far, because the absorption lines of all three elements become vanishingly small when [Fe/H] < ∼ − 1.5 (see, for example, Pettini et al. 2008a) , requiring data of unusually high S/N ratio for their abundances to be determined.
SUMMARY AND CONCLUSIONS
Thanks to the high efficiency of the HIRES spectrograph at ultraviolet wavelengths, we have uncovered a damped Lyα system at z = 1.62650 in the spectrum of the gravitationally lensed QSO UM 673; the DLA had been overlooked until now, despite the many observations of this bright QSO over the last quarter of a century. From the analysis of high resolution and S/N ratio spectra of each image of the UM 673A,B pair, we draw the following conclusions.
(i) In the direction probed, the transverse extent of the DLA is much less than 2.7 kpc (this being the separation of the two sightlines at z = 1.62650), since we measure a drop by a factor of at least 400 in the column density of neutral hydrogen from UM 673A (log[N (H i)/cm −2 ] = 20.7) to UM 673B (log[N (H i)/cm −2 ] 18.1). A comparable drop is seen in the column density of Si ii and presumably other metals in stages that are dominant in H i regions.
(ii) From a reassessment of data on other QSO pairs in the literature, together with the new results for UM 673A,B, we find that, if the radial profile of N (H i) in DLAs declines exponentially, the median e-folding scale length isSDLA,e = 1.3 ± 0.8 kpc, smaller than had previously been realised. For a spherical cloud, this corresponds to a typical DLA radius R ≃ 5 ± 3 kpc.
(iii) Towards UM 673B, we detect a weak and narrow Lyα emission line at the same redshift as the DLA in UM 673A. If the line is due to recombination in H ii regions, which we consider to be the most likely interpretation, its low luminosity (L(Lyα) = 4.3 × 10 41 erg s −1 ) implies a modest star formation rate, SFR ≃ 0.2 M⊙ yr −1 . However, this is probably a lower limit considering: (a) the ease with which resonant Lyα photons can be destroyed or scattered out of the line of sight, and (b) the limited spatial sampling of the narrow HIRES entrance slit.
(iv) In contrast with neutral gas, absorption by C iv exhibits only modest variations between the two sightlines. Evidently, highly ionized gas extends over much larger physical dimensions than the DLA, in accord with earlier conclusions from other QSO pairs and recent work on galaxy-galaxy pairs.
(v) The DLA in front of UM 673A is metal poor, with overall metallicity ZDLA ≃ 1/30Z⊙, and has a very simple velocity structure, with three absorption components spread over a narrow velocity interval, ∆v = 17 km s −1 . Two of the components have very small internal velocity dispersions, with b = √ 2σ ≃ 1 km s −1 , where σ is the one-dimensional rms velocity of the absorbing ions projected along the light of sight.
(vi) We are able to determine with precision the relative abundances of nine chemical elements, from N to Zn, thanks to the large number of metal absorption lines recorded at high S/N ratio. There appear to be some peculiarities in the detailed chemical make-up of the DLA, with the elements Ti, Ni, and Zn being deficient by factors of ∼ 2-3 compared to other DLAs and to Galactic halo stars of similar overall metallicity. The [Zn/Fe] ratio is the lowest measured in existing samples of DLAs and halo stars. While comparably low values of [Zn/Fe] have been measured in some stars of nearby dwarf spheroidal galaxies, other element ratios differ between these stars and the DLA, so that a direct chemical correspondence cannot be established. An interpretation of these peculiar element ratios in terms of the previous history of chemical enrichment of the gas is still lacking.
Taken together, the small size, quiescent kinematics, and near-pristine chemical composition of the DLA in front of UM 673A would suggest an origin in a low-mass galaxy.
However, the detection of nearby Lyα emission adds a new 'twist' to this picture. Although not intersected by our line of sight, there must presumably be a significant mass of cold gas within ∼ 3 kpc of the DLA to fuel the star formation rate we deduce from the Lyα luminosity. If this is the case, then the properties we measure may refer to an interstellar cloud-or complex of clouds-within a larger galaxy, rather than being representative of the whole galaxy. This caveat may also apply to other DLAs whose transverse dimensions have been probed with QSO pairs. However, the fact that in none of the cases studied so far has common DLA absorption been found over scales of a few kpc (see Table 1 ) points to one (or both) of two possibilities: either interstellar clouds with N (H i) 2 × 10 20 cm −2 have covering fractions fc ≪ 1 within the interstellar media of high redshift galaxies or, if fc ∼ 1, the host galaxies of most DLAs are genuinely of small extent. The generally low metallicities of most DLAs independently point to an origin in low luminosity galaxies as discussed, among others, by Fynbo et al. (2008) .
Looking ahead, the nature of the DLA studied here would undoubtedly be clarified by integral field observations of UM 673 at the wavelength of the Hα emission line (which at z = 1.62650 is redshifted into the near-infrared H-band, at λ obs = 1.7241 µm). Its detection would confirm the presence of a star-forming region, its spatial extent, and whether or not it is lensed by the foreground galaxy. As a closing remark, we also point out that, with its narrow velocity width and low metallicity, the DLA in UM 673A is a prime candidate for a rare measurement of the primordial D/H ratio (Pettini et al. 2008b) . Such data, however, can only be obtained with the Hubble Space Telescope because the higher order Lyman lines in which the isotope shift could be resolved all lie at ultraviolet wavelengths inaccessible from the ground.
APPENDIX A: IONIZATION CORRECTIONS
In Section 6.2 we determined the chemical composition of the DLA by assuming that the ion stage which is dominant in H i regions could be taken to represent the total column density of the corresponding element in the DLA. This is normally a safe assumption at the high neutral hydrogen column densities of DLAs, where the gas is self-shielded from ionizing radiation (e.g. Vladilo et al. 2001) . However, given the unusual abundance pattern uncovered here, it is worthwhile reexamining the assumption that, for example, N (N i)/N (H i) ≡ N/H, and assess to what degree, if any, N may be over-or under-ionized compared to H (and the same for the other elements considered).
To this end, we ran a suite of cloudy photoionization models (Ferland et al. 1998) , assuming that the DLA can be approximated by a slab of constant density gas in the range −3 < log[n(H)/cm −3 ] < 3. In our simulations, we included the Haardt & Madau (2001) metagalactic ionizing background, as well as the cosmic microwave background, both at the redshift of the DLA. We adopted the solar abundance scale of Asplund et al. (2005) and globally scaled the metals to ZDLA = 1/30Z⊙. No relative element depletions were employed, nor were grains added. The simulations were stopped when the column density of the DLA was reached. We are then able to calculate the ionization correction, IC(X), for element X in ionization stage n by the relation
which will be negative if we overestimate the abundance of an element by assuming that the dominant ionization stage is representative of the true abundance. The results of this exercise are shown in Fig. A1 , where it can be seen (top panel) that the ionization corrections are less than 0.1 dex for most elements considered, for gas densities in excess of log[n(H)/cm −3 ] = −2. We can constrain the density by considering the relative column densities of successive ion stages, in our case using the Al iii/Al ii and Si iii/Si ii pairs. As can be seen from the bottom panel in Fig. A1 , both ratios give consistent answers, indicating a density log[n(H)/cm −3 ] = −1.1 ± 0.1 (from the better determined Si iii/Si ii ratio). At these densities, the ionization corrections for the elements in question are smaller than the uncertainties in the corresponding ion's column densities (shown by the height of the black boxes in Fig. 9 ), and can thus be safely neglected. The same conclusion is reached if the radiation field responsible for ionizing the gas has a purely stellar origin, rather than the mix of Active Galactic Nuclei and star-forming galaxies that is the source of the metagalactic background considered by Haardt & Madau (2001) .
We can estimate the line-of-sight distance through the DLA, D los , from our derived volume density under the assumption of constant density [i.e. D los = N (H i)/n(H)]. We find D los = 2.1 +1.0 −0.7 kpc, consistent with the absence of the DLA in UM 673B and in agreement with the characteristic sizes deduced from our analysis in Section 4. 
