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Abstract
Preference logic programming (PLP) is an extension of logic programming for declaratively specifying problems requiring
optimization or comparison and selection among alternative solutions to a query. PLP essentially separates the programming of a
problem itself from the criteria speciﬁcation of its solution selection. In this paper we present a declarative method for specifying
preference logic programs. The method introduces a precise formalization for the syntax and semantics of PLP. The syntax of a
preference logic program contains two disjoint sets of deﬁnite clauses, separating a core program specifying a general computational
problem from its preference rules for optimization; the semantics of PLP is given based on the Herbrand model and ﬁxed point
theory, where how preferences affects the least Herbrandmodel of a logic program is interpreted as a sequence ofmeta-level mapping
operations. In addition, we present an operational semantics based on a new resolution strategy and a memoized recursive algorithm
for computing strictly stratiﬁed logic programs with well-formed preferences, and further show that the operational semantics of
such a preference logic program is consistent to its declarative semantics.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Logic programming and constraint technology [16,22] have been used in a wide variety of application areas, e.g.,
electric circuit analysis, scheduling and transportation, where they have proven to be very successful. In many of these
applications, we are often interested in ﬁnding the optimal solutions to a problem with respect to certain objective
functions. Unfortunately, most optimization problems may involve compound objective functions whose optima
are difﬁcult to represent by a simple minimization (maximization). Even worse, for many applications, especially
those deﬁned over structural domains, it is difﬁcult to specify an objective function. For this reason, an extension
of logic programming called preference logic programming (PLP [13,14]) has been introduced for declaratively
specifying problems requiring optimization or comparison and selection among alternative solutions to a query. The
PLP paradigm essentially separates the speciﬁcation of a problem itself from its optimization or selection criteria,
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and makes optimization or selection a meta-level operation. The responsibility of how to ﬁnd the optimal solution is
shifted to the underlying logic programming system, in keeping with the spirit of logic programming as a declarative
paradigm. Preference logic programming has been shown useful for many practical applications such as in artiﬁcial
intelligence [3], data mining [6], language processing [17], and document processing and databases [13].
The original proposal of preference logic programming [13,14] showed how the concept of preferences provides
a natural, declarative, and efﬁcient means of specifying a host of practical problems by extending deﬁnite clauses.1
Optimization predicates are explicitly deﬁned by using special rules called optimization clauses, which are not limited
to deﬁnite clauses. The declarative semantics of a preference logic program is given in terms of the preference
consequences of a program using a possible-worlds semantics, i.e., truth in strongly optimal worlds [21]. Other efforts
such as [11,20,23,12] have been undertaken to incorporate optimization predicates with well-founded semantics in
a LP, CLP and deductive database frameworks, respectively. However, traditional logic programming systems (e.g.,
Prolog) that only support Horn clauses2 and negation as failure are not powerful enough for handling the optimization
predicates.
In this paper we provide a precise formalization of preferences using deﬁnite clauses. The syntax of preferences
is based on deﬁnite clauses, which make it feasible for traditional Prolog systems. In a preference logic program, the
speciﬁcation of a general problem is separated from the speciﬁcation of the criteria for the preferred answers. The
semantics of a preference logic program is formalized based on the Herbrand model [7,19] and ﬁxed point theory. We
presents a novel intended preference model for the declarative semantics of a preference logic program. The preference
model can be derived from a Herbrand model by applying a sequence of pre-deﬁned meta-level mapping operations.
We characterize this semantics in terms of the ﬁxed point of a transformation that is similar to the usual one for deﬁnite
clauses [19]. We show the connection between the least Herbrand model for a general logic program and the intended
preference model for a preference logic program.
Preference logic programming provides a declarative or meta-level method to upgrading a general predicate into
an optimization predicate whose optimization criteria are based on the given preferences. One pragmatic issue of a
preference logic program is that preferences deﬁned in the programapply on any subgoals to the optimization predicates,
whether the subgoal belongs to a top query or recursive subgoals. This observation tells us that logic programming with
solution preferences are well suited for those applications with optimal-substructure properties, since preference logic
programming can propagate preferences into recursion implicitly. Thus, we focus on a practical class of preference
logic programs with optimal-substructure property, and further present an operational semantics based on a tabled
resolution strategy and a memoized recursive algorithm for such preference logic programs. We show the equivalence
between the operational semantics of a preference logic program and its declarative semantics.
The rest of the paper is organized as follows: Section 2 presents the syntax of a preference logic program. Section 3
deﬁnes its declarative semantics based on a novel intended preference model theory, and shows how the intended
preference model for a preference logic programming is different from the least Herbrand model for a pure logic
program. Section 4 gives a tabled resolution strategy and a memoized recursive algorithm to catch the operational
semantics of a preference logic program. We show that the operational semantics of a preference program is consistent
with its declarative semantics. Section 5 shows two representative applications of preferences: dynamic programming
and ambiguity resolution. Section 6 explains the main differences from related work. Finally, Section 7 gives our
conclusions.
2. Solution preferences
In optimization problems, we are often interested in comparing alternative solutions to problem speciﬁcation and
choosing the “best” one. In general, there are two components of an optimization problem: (i) speciﬁcation of the general
problem; and, (ii) speciﬁcation of what predicates to be optimized and how the optimal solutions are selected. The intent
of preference logic programming is to separate these two components and declaratively specify such applications. We
deﬁne the syntax of a preference logic program in terms of deﬁnite clauses.
A predicate is often represented in a form of p/n, where p is the predicate name and n is its arity.
1 A deﬁnite clause is a Horn clause that has exactly one positive literal.
2 A Horn clause is a disjunction of literals that contain at most one positive literal.
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Deﬁnition 1 (Dependency of Predicates). Let p/n and q/m (n,m ≥ 0) be two predicates deﬁned in a logic program.
We say that p/n is dependent on q/m if and only if an atom of q/m occurs in
• the clausal deﬁnition of p/n; or
• the clausal deﬁnition of some intermediate predicate (e.g., r/k), and p/n is dependent on r/k.
Deﬁnition 2 (Preference Logic Programs). A (deﬁnite) preference logic program P can be deﬁned as a pair
〈Pcore, Ppref 〉, where Pcore and Ppref are two syntactically disjoint sets of clauses deﬁned as follows: Pcore indicates
the speciﬁcation of the problem using a set of deﬁnite clauses; Ppref deﬁnes the optimization criteria using a set of
preference clauses (or preferences) in the form of:
p( T1) ≺ p( T2) ← A1, A2, . . . , An (n ≥ 0)
where p can be any user-deﬁned predicate in Pcore, p( T1) and p( T2) are of the same predicate, and we call such a
predicate p a preference predicate; each Ai (1 ≤ i ≤ n) is an atom deﬁned in P ; and ≺ is simply an inﬁx binary
predicate, but not dependent on any preference predicates.
The informal semantics of p( T1) ≺ p( T2) ← A1, A2, . . . , An is that the atom p( T1) is less preferred than p( T2)
if A1, A2, . . . , An are all true. Note that the two atoms being compared are of the same predicate; and we use T to
represent a tuple of terms. The binary predicate ≺ does not depend on any preferred predicates; that is because the
preference rules are used to compare two potential answers of a preference predicate subgoal and assume that these
potential answers have been generated. We abbreviate “preference logic program” to “preference program” throughout
the paper.
It is also worthwhile to mention that the optimization problems that we are targeted to in this paper are not limited to
single-optimal-solution problems, and not every two answers are comparable using preference clauses. If two answers
α and β are not comparable, that is, both α ≺ β and β ≺ α fail, then α and β are equivalently good in terms of the given
preferences. On the other hand, if two answers α and β are comparable but their preference rules are contradictorily
deﬁned such that both α ≺ β and β ≺ α are true, then both α and β are not optimal answers. It will be much more
clear once we introduce the declarative semantics in Section 3.
Example 1. Consider the following preference program searching for a lowest-cost path; if two paths have the same
cost, then the one with a shorter distance is preferred. Predicate path(X,Y,C,D,L) denotes a path from X to Y with
the cost C, the distance D and the path route L.
path(X, X, 0, 0, []) ← . (1)
path(X, Y, C, D, [(X, Y)]) ←
edge(X, Y, C, D). (2)
path(X, Y, C1+C2, D1+D2, [(X, Z) | P]) ←
edge(X, Z, C1, D1), path(Z, Y, C2, D2, P). (3)
edge(a,b,4,10) ←. edge(b,a,3,12)← . (4)
edge(b,c,2,14)←. (5)
path(X,Y,C1,D1,_) ≺ path(X,Y,C2,D2,_) ←
C2 < C1. (6)
path(X,Y,C1,D1,_) ≺ path(X,Y,C2,D2,_) ←
C1 = C2, D2 < D1. (7)
Clauses (1)–(5) make up the core program Pcore deﬁning the path relation and a directed graph with a set of edges;
clauses (6)–(7), the preference clauses Ppref , specify the predicate path/5 to be optimized and give the criteria for
optimizing the path/5 predicate, that is, the path for each pair of reachable nodes should be optimized based on the
deﬁnition of ≺. Clause (6) tells that a lower-cost path is preferred, and clause (7) tells that if two paths have the same
costs, then a shorter path is preferred.
Example 1 shows an optimization problemwith compound objectives. This type of problems are relatively difﬁcult to
specify using traditional logic constraint programmingwith objective functions. Instead, a two-step selection procedure
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is usually involved, where, ﬁrst, only the cost criterion is used to ﬁnd all the lowest-cost paths, and secondly the optimal
path is selected by comparing distances among the lowest-cost paths. However, the preference logic program, as shown
in Example 1, is intended to specify and solve this problem directly in a declarative method. It separates the constraints
of a problem itself from the criteria for selecting the optimal solutions, so that compound optimization criteria can be
easily added in an incremental way. The responsibility of how to ﬁnd the optimal solution is shifted to the underlying
logic programming system, in keeping with the spirit of logic programming as a declarative paradigm.
3. Declarative semantics
3.1. The least Herbrand model
We use the following notational conventions: P is used to denote a preference logic program 〈Pcore, Ppref〉, BP to
denote the Herbrand base of P , 2BP to denote the set of all Herbrand interpretations of P , a Herbrand atom to denote
an atom in BP , and Fn(x) to denote applying the mapping F n times as
n︷ ︸︸ ︷
F(F(· · ·F(x) · · ·)).
A preference logic program is basically a logic program with special preference clauses, since ≺ is an inﬁx binary
predicate. Therefore, its model can simply follow the Herbrand model theory [7,19] for logic programs.
Deﬁnition 3 (Herbrand Model [19]). Let P be a preference program and I be a Herbrand interpretation of P . We say
I is a Herbrand model for P if I satisﬁes the following property: for any ground instance, A ← B1, . . . , Bn, of a
clause in P s.t. {B1, . . . , Bn} ⊆ I , where n ≥ 0, we have A ∈ I .
Proposition 1 (Model Intersection Property [19]). Let P be a preference program and {M1,M2, . . .} be a non-empty
set of Herbrand models for P . Then the intersection,
⋂{M1,M2, . . .} is a Herbrand model for P .
Since every preference program has BP as a Herbrand model, the set of all Herbrand models for P is non-empty.
According to the model intersection property, the intersection of all Herbrand models for P is also a Herbrand model.
We denote this model by M(H)P , which is the least Herbrand model. In traditional logic programming, M
(H)
P is used as
declarative semantics for a logic program P . We abbreviate M(H)P to M
(H) whenever the program P is obvious from
the context.
Obviously, given a preference program, its least Herbrand model is not good enough to describe its declarative
semantics, because the preference clauses in the program are only treated as traditional clauses, without serving as the
criteria for choosing preferred answers.
3.2. The preference model
In this subsection, we introduce a preference model theory speciﬁcally for the preference program, and present the
relation between the Herbrand model and the preference model.
Deﬁnition 4 (Preferred Atom). Let P be a preference program, I be a Herbrand interpretation of P , and A be an atom
in I . If there does not exist A1 ∈ I such that A ≺ A1 ∈ I , then A is called a preferred atom in I .
Note that a preferred atom is not necessarily be an atom of a preference predicate. In fact, it can be any predicate
atom. Since a non-preference predicate has no restriction of any preferences, we can certainly think of all their ground
atoms in the interpretation as preferred atoms by default.
Deﬁnition 5 (Preference Model). Let P be a preference program and I be a Herbrand interpretation of P . We say I is
a preference model for P if the two following conditions are satisﬁed:
• for each atom A ∈ I , there does not exist any atom A1 ∈ I such that A ≺ A1 ∈ I ; that is, I is a collection of
preferred atoms.
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• for each ground instance, A ← B1, . . . , Bn, of a clause in P where n ≥ 0 and {B1, . . . , Bn} ⊆ I , we have A ∈ I
if and only if A is a preferred atom in I .
In a preference model, the preference clauses undertake two duties. On one hand, preference clauses work in a
similar way as other deﬁnite clauses, being checked whether their every ground instance is true in the model; on the
other hand, those preference clauses are further used to determine what the preferred atoms are and prune non-preferred
atoms out of the model.
The main differences between the preference model and the Herbrand model of a logic program are described as
follows:
• The Herbrand model guarantees that every ground instance of a clause in a logic program is true. However, in the
preference model, it is guaranteed that every atom left in the model is a preferred atom, and the truth of every ground
instances of a clause may not be true if a non-preferred atom is implied by the clause.
• The Herbrand model has a nice intersection property, that is, the intersection of two Herbrand models for a logic
program is still a valid Herbrand model. However, this property does not hold for the preference model.
Example 2. Consider the following preference program P over the domain {1, 2}:
p(X) ← q(X).
p(X) ≺ p(Y) ← X < Y.
Let M1 = {p(2), q(1), 1 < 2, p(1) ≺ p(2)} and M2 = {p(1), q(1), 1 < 2, p(1) ≺ p(2)}. Both M1 and M2 are valid
preference models of P . However, their intersection,M1 ∩ M2 = {q(1), 1 < 2, p(1) ≺ p(2)}, is not a valid preference
model of P due to that p(1) ∈ M1 ∩ M2, but p (1) is a preferred atom of M1 ∩ M2.
We wish to obtain the link between the Herbrand model and the preference model of a logic program so that we can
ﬁnd out how preferences affect the semantics of a logic program. For this we need to introduce the following meta-level
mappings deﬁned over Herbrand interpretations.
Deﬁnition 6. Let P be a preference program and M be one of its Herbrand models. We deﬁne a meta-level mapping
φP : 2BP → 2BP as follows:
φP (M) = M − {A ∈ M : ∃A1 ∈ M s.t. A ≺ A1 ∈ M}.
Deﬁnition 7. Let P be a preference program and M be one of its preference models. We deﬁne a meta-level mapping
πP : 2BP → 2BP as follows: πP (M) = {A : A ← B1, . . . , Bn (n ≥ 0) is a ground instance of a clause in P and
{A,B1, . . . , Bn} ⊆ M}.
We abbreviate φP and πP to φ and π , respectively, whenever the program P is obvious from the context. The
mapping φ ﬁlters non-preferred/suboptimal atoms from the model according to the relation based on the preference
predicate ≺, and the mapping π further ﬁlters those atoms only depending on the removed non-preferred atoms from
the model if applied continuously. To better understand this, we show the following propositions.
Proposition 2. Let P be a preference program and M be one of its Herbrand models. Then φ(M) is a preference
model for P and φ(M) ⊆ M .
Proof. The proof is straightforward following the deﬁnition of a preference model. Since the mapping φ removed
those non-preferred atoms from the Herbrand model M , for each ground instance, A ← B1, . . . , Bn, of a clause in
P s.t. {B1, . . . , Bn} ⊆ M , where n ≥ 0, A ∈ φ(M) if and only if A is a preferred atom in M .
It is obvious that φ(M) ⊆ M for any given Herbrand model M . 
Proposition 3. Let P be a preference program andM be one of its preference models. Then π(M) is also a preference
model for P and π(M) ⊆ M .
Proof. According to the deﬁnition of π , it is obviously that π(M) ⊆ M .
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Consider each ground instance, A ← B1, . . . , Bn, of a clause in P s.t. {B1, . . . , Bn} ⊆ π(M), where n ≥ 0. Since
π(M) ⊆ M , we have {B1, . . . , Bn} ⊆ M . As a result, A ∈ π(M) if and only if A ∈ M , and further if and only if A is
a preferred atom because M is a preference model of P . Therefore, π(M) must be a preference model for P . 
Proposition 4. Let P be a preference program and M be one of its preference models. Then there exists an (inﬁnite
or ﬁnite) ordinal α such that πα(M) is a ﬁxed point of the mapping π. that is, π(α+1)(M) = πα(M).
Proof. There exists an (inﬁnite or ﬁnite) ordinal α such that πα(M) is a ﬁxed point of the mapping π , because
π : 2BP → 2BP has the property π(M) ⊆ M , as shown in Proposition 3, and 2BPcore is a complete lattice under the
partial order of set inclusion ⊆. 
Example 3. Consider the following preference programP searching for a shortest distance between two nodes, where
the predicate r(X,Y,D) denotes the node X is reachable to the node Y with the distance D, and e(X,Y,D) denotes that
there is an edge from X to Y with a distance D.
r(X,X,0) ←.
r(X,Y,D) ← e(X,Y,D).
r(X,Y,D) ← e(X,Z,D1), r(Z,Y,D2), D is D1+D2.
e(a,b,10) ←. e(a,c,15)←.
e(b,a,10) ←. e(b,c,10) ←
r(X,Y,D1) ≺ r(X,Y,D2) ← D1 > D2.
The least Herbrand model M(H) of P is:
M(H) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
e(a, b, 10), e(b, c, 10), e(a, c, 15), r(c, c, 0)
r(a, a, 0), r(a, a, 20), . . . , r(b, b, 0), r(b, b, 20), . . .
r(a, b, 10), r(a, b, 30), . . . , r(b, a, 10), r(b, a, 30), . . .
r(a, c, 15), r(a, c, 20), r(a, c, 35), r(a, c, 40), . . .
r(b, c, 10), r(b, c, 25), r(b, c, 30), r(b, c, 45), . . .
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
⋃{
r(X, Y,D1) ≺ r(X, Y,D2)
∣∣∣∣X, Y ∈ {a, b, c},D1 > D2 and D1,D2 ∈ N
}
where N is the natural number set. According to the proposition 2, we have a preference model φ(M(H)) and
π(φ(M(H))) = φ(M(H)) as follows:
π(φ(M(H)))= φ(M(H))
=
{
e(a, b, 10), e(b, c, 10), e(a, c, 15), r(a, a, 0), r(b, b, 0),
r(c, c, 0), r(a, b, 10), r(b, a, 10), r(a, c, 15), r(b, c, 10)
}
⋃{
r(X, Y,D1) ≺ r(X, Y,D2)
∣∣∣∣X, Y ∈ {a, b, c},D1 > D2 and D1,D2 ∈ N
}
where for each ground pair (X, Y ), we have r(X, Y,D) ∈ π(φ(M(H))) only if D is the shortest distance from X to Y .
It is worthy to mention that πω(M) may not be a ﬁxed point for π in Proposition 4, where ω is the ﬁrst inﬁnite
ordinal. This can be found out in the next example.
Example 4. Consider the following preference program P
p(f(X)) ← p(X).
q ← p(X), r(X).
r(1) ←.
r(f(X)) ← r(X).
p(1) ←.
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p(2) ←.
p(1) ≺ p(2).
We have the least Herbrand model M(H) of this program as follows:
M(H) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
q, p(1) ≺ p(2),
r(1), p(1), p(2),
r(f (1)), p(f (1)), p(f (2)),
r(f (f (1))), p(f (f (1))), p(f (f (2))),
· · · · · ·
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
.
According to the proposition 2, we have a preference model φ(M(H)) as follows, where only p(1) is removed from
M(H) by applying φ.
φ(M(H)) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
q, p(1) ≺ p(2),
r(1), p(2),
r(f (1)), p(f (1)), p(f (2)),
r(f (f (1))), p(f (f (1))), p(f (f (2))),
· · · · · ·
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
.
According to the proposition 3, we can keep applying the operator π to generate other preference models as follows.
By applying π once, we can remove p(f (1)) because p(f (1)) is dependent on the removed p(1); by applying π a
second time, we can remove p(f (f (1)) because p(f (f (1)) is dependent on the removed p(f (1)); and so on. After ω
steps (including any ﬁnite number of applications of π ) we can remove all of p(1), p(f (1)), p(f (f (1)), . . . However,
any ﬁnite number of applications of π is not enough to remove q, which can only be removed after an inﬁnite number
of steps.
π(φ(M(H))) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
q, p(1) ≺ p(2),
r(1), p(2),
r(f (1)), p(f (2)),
r(f (f (1)), p(f (f (1))), p(f (f (2))),
· · · · · ·
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
.
π(π(φ(M(H)))) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
q, p(1) ≺ p(2),
r(1), p(2),
r(f (1)), p(f (2)),
r(f (f (1)), p(f (f (2))),
r(f (f (f (1))), p(f (f (f (1)))), p(f (f (f (2)))),
· · · · · ·
⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
.
· · · · · ·
πω(φ(M(H))) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
q, p(1) ≺ p(2),
r(1), p(2),
r(f (1)), p(f (2)),
r(f (f (1)), p(f (f (2))),
r(f (f (f (1))), p(f (f (f (2)))),
· · · · · ·
⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
.
π(ω+1)(φ(M(H))) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
p(1) ≺ p(2),
r(1), p(2),
r(f (1)), p(f (2)),
r(f (f (1)), p(f (f (2))),
r(f (f (f (1))), p(f (f (f (2)))),
· · · · · ·
⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
.
Therefore, πω(φ(M(H))) is not a ﬁxed point of π , but π(ω+1)(φ(M(H))) is a ﬁxed point of π .
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3.3. Intended preference model
In theHerbrandmodel theory, the declarative semantics of a logic program is deﬁned as its leastHerbrandmodel [19],
which is also the intersection of its all Herbrand models. However, as we mentioned earlier, the intersection property
does not hold for the preference models. Thus, we deﬁne an intended preference model as the declarative semantics of
a preference program.
Deﬁnition 8 (Intended Preference Model). Let P be a preference program and M be one of its preference models. We
sayM is an intended preference model forP if for each atomA ∈ M , there exists a ground instance,A ← B1, . . . , Bn,
of a clause in P s.t. {B1, . . . , Bn} ⊆ M , where n ≥ 0.
We can obtain an intended preference model from the least Herbrand model by applying the meta-level mappings
φ and π . Let P be a preference program and M(H) be the least Herbrand model for P . According to Propositions 2
and 3, φ(M(H)) and πβ(φ(M(H))), for any ordinal β, are preference models since M(H) is the least Herbrand
model for P . According to Proposition 4, there exists an (inﬁnite or ﬁnite) ordinal α such that πα(φ(M(H))) is a
ﬁxed point of the mapping π . We use M(P) to denote the ﬁxed point πα(φ(M(H))). Thus, we have the following
theorem.
Theorem 5. Let P be a preference program, M(H) be the least Herbrand model for P, and α be the (inﬁnite or ﬁnite)
ordinal such that M(P) = πα(φ(M(H))) is a ﬁxed point of π . Then, M(P ) is an intended preference model of P .
Proof. M(P) is a preference model according to Propositions 2 and 3. Since π(M(P)) = M(P), based on Deﬁnition 7,
for each atom A ∈ M(P), there exists a ground instance, A ← B1, . . . , Bn, of a clause in P s.t. {B1, . . . , Bn} ⊆ M(P),
where n ≥ 0. Therefore, M(P) is an intended preference model of P . 
From now on, we show some properties related to the intended preference model.
Proposition 6. Let P be a preference program. Then, A ∈ M(P) only if A is a preferred atom in M(H).
Proof. If A ∈ M(P), then A must be a preferred atom in M(H), otherwise it will be removed as the result of φ(M(H))
since the operator φ basically remove those non-preferred atoms from M(H). 
Proposition 7. Let P be a preference program. Then M(P) exists and is unique.
Proof. Both the existence and uniqueness of MP are determined respectively by those of M(H), the least
Herbrand model for P . For each deﬁnite logic program, M(H) exists and is unique [7,19]. The proof is therefore
completed. 
Example 5. Consider the following preference program P:
q(a) ←.
q(b) ←.
q(a) ≺ q(b).
q(b) ≺ q(a).
For the preference program Pwith contradictory preference rules, the intended preferencemodel exists and is unique
since
M(H) = {q(a), q(b), q(a) ≺ q(b), q(b) ≺ q(a)},
φ(M(H)) = {q(a) ≺ q(b), q(b) ≺ q(a)},
M(P ) = π(φ(M(H))) = {q(a) ≺ q(b), q(b) ≺ q(a)}.
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3.4. Pragmatic issues
One important feature of a preference program is that preferences deﬁned in the program apply on any subgoals
to the corresponding preference predicate, whether the subgoal belongs to a top query or recursive subgoals. This
observation indicates that logic programming with solution preferences are well suited for those applications with
optimal-substructure properties, that is, those problems with optimal solutions that exhibit optimal solutions in their
subproblems. In the rest of this paper, we also refer the optimal-substructure property to those predicateswhose subgoals
with optimal answers that exhibit optimal answers in their recursive subgoals. We say an answer to a predicate subgoal
is an optimal answer if the answer is a preferred atom in the corresponding model.
However, if a preferenceprogramP contains a recursively-deﬁnedpreferencepredicatewithout optimal-substructure
property, a subgoal to the preference predicate, which contains answers in the least Herbrand model of P , may contain
no answers in its intended preference model, because the answer may depend on suboptimal (non-preferred) answers
to subproblems, and those answers are removed during the application of φ and π mappings. Therefore, in such a
recursively-deﬁned predicate without optimal-substructure property, preferences should not be directly applied, which
is a pragmatic issue for preference logic programming.
Another pragmatic issue for preference logic programming is that the preference relation deﬁned on the predicate
≺ should be a transitive relation. That is, if α ≺ β and β ≺ γ , we have α ≺ γ too. Otherwise, it violates our traditional
understanding of preferences. Thus, we deﬁne the concept of well-formed preferences in a preference logic program
as follows.
Deﬁnition 9 (Well-Formed Preferences). Let P be a preference program with the pair 〈Pcore, Ppref 〉. We say its
preferences Ppref are well-formed if the following three conditions are satisﬁed:
Optimal-Substructure: For any preferred atom A ∈ M(H), there exists a ground instance, A ← B1, . . . , Bn, of a
clause in P where n ≥ 0, and each Bi (1 ≤ i ≤ n) is a preferred atom in M(H).
Transitivity: The preference predicate ≺ is a strict partial order relation.
Finiteness: Preferences are speciﬁed using deﬁnite clauses without depending on any preference predicates; given
any two Herbrand atoms α and β, the goal α ≺ β can be solved in a ﬁnite number of steps using a top-down
computational strategy such as SLD resolution [19].
Thus, we have the following proposition based on Proposition 6 and the deﬁnition of well-formed preferences.
Proposition 8. Let P be a logic program with well-formed preferences. Then,A ∈ M(P) if and only ifA is a preferred
atom in M(H).
Since preference logic programming essentially provides a declarative way to deﬁne optimization predicates, and
the intended preference model is introduced to catch the answer set of preferred atoms, we will focus on computing
goals whose answer set contains preferred atoms. Therefore, we introduce a new concept, preferred answer set, as
follows in terms of a given goal.
Deﬁnition 10 (Preferred Answer Set). Let I and≺ be an interpretation and a preference relation, respectively, of a logic
program with well-formed preferences. Given a subgoal Q, the preferred answer set of Q in I , denoted by O≺(Q, I),
is deﬁned as follows:
(i) if Q is an atom, then
O≺(Q, I) = {A | A is an instance of Q and A is a preferred atom of I } ;
(ii) if Q = (Q1, . . . ,Qn), where n > 1 and each Qi is an atom for 1 ≤ i ≤ n.
O≺(Q, I) =
{
(A1, . . . , An)
∣∣∣∣(A1, . . . , An) is an instance of Qand Ai ∈ O≺(Qi, I ) for 1 ≤ i ≤ n
}
.
Proposition 9. Let P, ≺, M(H) and M(P) be a logic program with well-formed preferences, the preference relation
deﬁned in P, its least Herbrand model, and its intended preference model respectively. Given a goal Q, we have
O≺(Q,M(H)) = O≺(Q,M(P)).
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Proof. Based on Proposition 8, since A ∈ M(P) if and only if A is a preferred atom in M(H), it is obvious that
O≺(Q,M(H)) = O≺(Q,M(P)). 
Proposition 9 shows that given a logic program with well-formed preferences, a goal Q has a consistent preferred
answer set on both the least Herbrand model and the intended preference model.
Example 6. Consider the following preference program P , where r/2 is recursively deﬁned, with well-formed
preferences:
r(s(X), f(Y)) ← r(X,Y). (1)
r(0, a) ←. (2)
r(0, b) ←. (3)
r(0, a) ≺ r(0, b). (4)
r(s(0), f(a)) ≺ r(s(0), f(b)). (5)
Consider a goal r(s(0), f (Y )), where r(0, Y ) is its subproblem. The optimal solution r(s(0), f (b)) to the problem
r(s(0), f (Y )) imply that its substructure r(0, b) is an optimal solution to the subproblem r(0, Y ) as well. With such
an optimal substructure property, we have the intended preference model of P obtained as follows:
M(H)=
⎧⎨
⎩
r(0, a), r(s(0), f (a)), . . .
r(0, b), r(s(0), f (b)), . . .
r(0, a) ≺ r(0, b), r(s(0), f (a)) ≺ r(s(0), f (b))
⎫⎬
⎭
M(P)=
{
r(0, b), r(s(0), f (b)), . . .
r(0, a) ≺ r(0, b), r(s(0), f (a)) ≺ r(s(0), f (b))
}
Thus, we have the following preferred answer sets consistent to Proposition 9.
O≺(r(s(0), f (Y )),M(H)) = O≺(r(s(0), f (Y )),M(P )) = {r(s(0), f (b))}
However, it is not necessarily correct if the preferences are not well-formed.
Example 7. Consider the following preference program P1, where r/2 is recursively deﬁned, without optimal-
substructure property:
r(s(X), f(Y)) ← r(X,Y). (1)
r(0, a) ←. (2)
r(0, b) ←. (3)
r(0, a) ≺ r(0, b). (4)
r(s(0), f(b)) ≺ r(s(0), f(a)). (5)
Note that the clause (5) in P1 is different from the one in Example 6. Consider a goal r(s(0), f (Y )), where r(0, Y )
is its subproblem. The optimal solution r(s(0), f (a)), to the problem r(s(0), f (Y )), however, does not imply that its
substructure r(0, a) is an optimal solution to r(0, Y ), since r(0, a) ≺ r(0, b) and r(0, b) is a valid solution to r(0, Y ).
We have the following results, inconsistent to Proposition 9:
M(H) =
⎧⎨
⎩
r(0, a), r(s(0), f (a)), . . .
r(0, b), r(s(0), f (b)), . . .
r(0, a) ≺ r(0, b), r(s(0), f (b)) ≺ r(s(0), f (a))
⎫⎬
⎭
M(P) = {r(0, a), r(0, a) ≺ r(0, b), r(s(0), f (a)) ≺ r(s(0), f (b))}
O≺(r(s(0), f (Y )),M(H)) = {r(s(0), f (a))}
O≺(r(s(0), f (Y )),M(P )) = ∅
Therefore, for pragmatic reasons, we only focus on computing a logic program with well-formed preferences in the
rest of the paper.
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4. Operational semantics
The problems with optimal-substructure properties are typically solved using a dynamic programming algorithm,
which is a general recursive strategy in which an optimal solution to a problem is deﬁned in terms of optimal solutions
to its subproblems, and the computation is performed in a bottom-up fashion or a top-down strategy with memoization
such that a given subproblem only needs to be solved once, and the same subproblem which occurs later can use
memoized solutions directly. We will ﬁrst introduce a tabled resolution scheme, called TSLD resolution, for preference
programs; and then provide a memoized recursive procedure showing how the tabled resolutions are integrated to solve
preference programs.
4.1. SLD resolution
Logic programming makes use of SLD resolution [19] for computation. Execution of a logic program w.r.t. a goal
G proceeds in a depth-ﬁrst search strategy by transforming a resolvent using a sequence of resolution steps. Each
resolvent represents a conjunction of subgoals, in a form of, ← A1, A2, . . . , An, where n ≥ 0. If n = 0, the resolvent
is usually represented as an empty clause . The initial resolvent corresponds to the goal G. Each resolution step
proceeds based on a pre-deﬁned computation rule and a selection rule. In a typical logic programming system, such as
Prolog, the computation rule selects the leftmost subgoal in the resolvent, while the selection rule selects the ﬁrst clause
in the program which successfully uniﬁes with the selected subgoal. We adopt the same computation and selection
rules in this paper as in a Prolog system.
A resolution rule can be represented in a form of:
s
G1 ⇒ G2
where a resolvent G2 is derived from another resolvent G1 if the condition s hold. Thus, the SLD resolution can be
simply demonstrated as follows, where k ≥ 1 and n ≥ 0:
∃A ← B1, . . . , Bn. s.t. Aσ = A1σ for some mgu σ
← A1, . . . , Ak ⇒ ← (B1, . . . , Bn,A2, . . . , Ak)σ
Uniﬁcation is the process which determines the existence of a uniﬁer σ such that Aσ = A1σ . A uniﬁer σ is called
a most general uniﬁer (mgu), if for each uniﬁer θ , there exists a uniﬁer γ such that θ = σγ .
4.2. TSLD resolution
A tabled resolution is essentially an extension of standard SLD resolution, where answers to each subgoal of
preference predicates are recorded in a memo table. Such a subgoal whose answers are recorded in the table is referred
to as a tabled subgoal, and its recorded answers are referred to as tabled answers. The distinguished feature of a tabled
resolution is that those tabled subgoals (i.e., subgoals of preference predicates) are computed only once and their later
occurrences can be easily resolved against tabled answers. Tabled resolution schemes [4,15] have been applied on tabled
logic programming [33,27,36,15] to solve many complex problems such as model checking [26] and non-monotonic
reasoning [5].
To keep the presentation simple and clear, we assume that the preference program is strictly stratiﬁed3 mainly
for the dynamic programming problems, so that there does not exist self-recursion during the computation. This is
consistent to the typical dynamic programming problem, where an optimization problem could only be divided into
smaller subproblems.
We now present a simpliﬁed tabled resolution scheme, called TSLD resolution, for logic programs with well-formed
preferences in Fig. 1. In the TSLD resolution, each subgoal of a preference predicate is treated as a tabled subgoal,
whose answers are automatically recorded into a global table in a selective way based on the preference relation ≺.
As shown in the rule R1, computing a resolvent, where the leftmost one, A1, is a non-tabled subgoal, is consistent to
3 A logic program P is said to be strictly stratiﬁed if the following holds: there is a mapping f from the Herbrand base toN (the natural number
set), for some least n, such that if each ground instance A ← B1, . . . , Bm of a clause in P , we have f (A) > f (Bi), where 1 ≤ i ≤ m.
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Fig. 1. TSLD resolution rules, where k ≥ 1 and n ≥ 0.
the SLD resolution. On the other hand, if A1 is a tabled subgoal, which has never been computed yet, the resolution
needs to initiate a special resolvent, called a producer, only containing the tabled subgoal as shown in the rule R2.
Since a tabled subgoal is intended to compute and return the preferred answers only, we compute the tabled subgoal
completely before the resolution moves on to the second subgoal A2. Each tabled subgoal has a computational state;
and only if the tabled subgoal is fully computed, its computational state is then set complete. Note that we use 
instead of ⇒ to denote a resolution step initiating a producer resolvent, and use quotes “ ” to denote a producer.
The rule R3 shows that a producer is resolved in a consistent way to SLD resolution. When a producer (a tabled
subgoal) is completely computed, its preferred answer set is recorded in the global table. Thus, other occurrences of
the tabled subgoal, also called consumers, only need to be resolved against its preferred answers. As shown in the
rule R4, when the tabled subgoal A1 is in a complete state, the resolution moves on by resolving A1 against a tabled
answer a.
TSLD resolution basically follows the Prolog-like SLD resolution, except that when a tabled subgoal is encountered
at the ﬁrst time, it needs to be resolved separately; and once it is completely computed, the original resolvent with the
leading tabled subgoal can then move on by resolving the tabled subgoal against its tabled answers. Tabled resolution
makes it reality that each tabled subgoal is only computed once, and after its complete computation, the original
deﬁnition of the tabled subgoal is basically replaced by tabled answers.
Example 8. Consider the following preference program.
p(X, Y, D) ← e(X, Y, D). (1)
p(X, Y, D1+D2) ← e(X, Z, D1), p(Z, Y, D2). (2)
e(a,b,3) ←. edge(b,c,4)← . edge(a,c,8)← . (3)
p(X,Y,D1) ≺ p(X,Y,D2) ← D2 < D1. (4)
Fig. 2 illustrates a TSLD-based computation tree for the example 8, where the computation follows the left-to-
right and depth-ﬁrst traversal order. Given a goal ← p(a, Y,D), since it is the ﬁrst occurrence of the tabled subgoal
p(a, Y,D), the resolution rule (R2) is applied, as represented by a dashed line, to create its corresponding producer
node. Note that the top query node may contain a sequence of subgoals, whereas the producer node can only contain
a single tabled subgoal. The tabled subgoal in the producer node is then resolved by applying the rule (R3) to match
deﬁned clauses. When an answer to a tabled subgoal is found, it will be recorded into the table; and the table will be
checked at runtime to remove non-preferred answers if any. It will be more clear on the table control once the algorithm
is introduced in the next subsection. After the producer node “← p(a, Y,D)” is completely computed, the top query
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p(a,Y,D)
e(a,Y,D) e(a,Z,D1),p(Z,Y,D2)
p(c,Y,D2)
e(b,Y,D2) e(b,Z1,D21),p(Z1,Y,D22)
Y=b
D=3
Y=c
D=8
Z=b
D1=3
Z=c
D1=8
p(b,Y,D2)
Y=c
D2=4
p(c,Y,D22)
Z1=c
D21=4
e(c,Y,D22) e(c,Z2,D221),p(Z2,Y,D222)
Y=c
D2=4
Y=b
D=3
Y=c
D=7
p(a,b,3)
p(a,c,7)
subgoals answers
p(a,Y,D)
p(b,Y,D) p(b,c,4)
p(c,Y,D)
"  p(a,Y,D)"
"  p(b,Y,D2)"
"  p(c,Y,D22)"
D=D1+D2
D2=D21+D22
Fig. 2. TSLD resolution for the goal ← p(a, Y,D).
node can then move on by applying the resolution rule (R4) since tabled answers are available. Therefore, the query
has two successful optimal answers: p(a, b, 3) and p(a, c, 7).
4.3. Algorithm
In order to better understand how the TSLD resolution is integrated with the global table control and how the
computational state of each tabled subgoal is handled, we present a memoized recursive algorithm for solving
preference logic programs. A global data structure table is introduced for recording preferred answers to each
subgoal of preference predicates, such that once the optimal solutions to subproblems are found, we only need
to consider those solutions depending on the optimal solutions to subproblems. Thus, the declared preferences
are actually propagated into subgoals through the recursive deﬁnitions in the program. The propagation indicates
that logic programming with preferences are well suited for those applications with optimal-substructure
properties. Fig. 3 shows a Prolog-type pseudo algorithm to solve a goal given a logic program with well-formed
preferences.
With the global table in the system, this recursive algorithm maintains an entry in a table for the answers to each
tabled subgoal of preference predicates. Each tabled subgoal initially contains a status to indicate that the subgoal
has not been evaluated yet. When the subgoal A is ﬁrst encountered during the execution, the condition state(E,
complete) (line 6) fails, which means that A is not evaluated yet, where E represents a table entry of A. Then, the tabled
subgoal A is computed and all its answers are stored in the table automatically (line 8). After complete evaluation, the
tabled subgoal is called again (line 10); however, this second call starts to return answers from the table (line 7) since
its execution status is complete.
Subgoals in the algorithm are explained in details as follows. The solve/1 predicate is the entry point to take
a goal as input to be executed. The subgoal clause(A,Cl) non-deterministically ﬁnds the matching clause, Cl,
for the goal A; if A matches a fact clause, Cl returns a value true, and solve(true) is always true as deﬁned
in line (1). The subgoal preferencePredicate(A) checks whether A is associated with a preference predicate;
table_entry(A, E) returns an indicator E representing the table entry of A; state(E, complete) checks whether
the subgoal A is completely executed; and the setState(E, complete) changes the execution state of the goal A
to the state complete, which means that A has been completely executed. The subgoal retrieve_answer(A, E)
looks up answers for the subgoal A from the table entry E. The subgoal tfindall(A, E), deﬁned in lines 16–21,
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Fig. 3. A Prolog-type pseudo code algorithm.
explores all matched clauses of A through backtracking to record all its optimal answers into its table entry E; the
fail subgoal is used to force the computing engine to backtrack for other matched alternatives and for exploring other
answers.
The subgoal record_answer(A, E) is called (in line 19) only if a clause deﬁning the subgoal A succeeds and a
candidate answer of A is therefore available at this computation point. The subgoal record_answer(A, E) checks
whether A is an optimal answer among those computed answers by comparing it with tabled answers via the preference
relation ≺. If there is no tabled answer, that is, A is the ﬁrst generated answer, A is then inserted into the table entry
E (line 32); otherwise, if there are some tabled answers and A is better than any tabled answer in terms of ≺, the
subgoal replace_answer(A, E) is called to replace the tabled answers with A in the table entry E (line 26); if A is
worse than any tabled answer in terms of ≺, the answer A is just ignored (line 28); the last case is that A and T a is
equivalent, neitherA ≺ T a nor T a ≺ A, the answer A is inserted into the table entry E as well (line 29). The preference
clauses affect the collection of optimal answers into the table in the subgoal record_answer(A, E) via the preference
relation ≺.
Deﬁnition 11 (Operational Answer Set). Given a preference program (with well-formed preferences) P and a goal Q,
the operational answer set ofQ, denoted as SP (Q), is the collection of all instances ofQ to make solve(Q) succeed.
For a tabled subgoal Q, SP (Q) is same as the collection of tabled answers of Q after solve(Q) is completely
evaluated.
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4.4. Correctness
We show the consistency between the intended preference model and the operational semantics on logic programs
with well-formed preferences.
Theorem 10. Let P, ≺, M(H) and M(P) be a logic program with well-formed preferences, the preference relation
deﬁned in P, its least Herbrand model, and its intended preference model respectively. Given a goal Q, we have the
follows: SP (Q) = O≺(Q,M(H)) = O≺(Q,M(P)).
Proof. Firstly, according to Proposition 9, we have O≺(Q,M(H)) = O≺(Q,M(P)).
Secondly, we are showing that SP (Q) = O≺(Q,M(H)). Assume that Q is an atom.
“ <=”: LetA ∈ O≺(Q,M(H)), that is,A is a preferred atom inM(H).We show thatA ∈ SP (Q) by a structural induction
on the clause deﬁnitions of A.
Base case: If A is deﬁned as a fact clause, then obviously A is an answer of solve(Q) because the answer A will be
inserted into the table by calling insert_answer(A) and will never be removed or replaced due to the fact that
A is an preferred atom in M .
Inductive case: We assume the following inductive hypothesis true: for any subgoal G (different from Q), the op-
erational answer set of G, SP (G) = O≺(G,M(H)). If A is deﬁned in a clause, Q :- B1, . . . , Bn, where n > 0,
then due to the optimal-substructure property and the fact that A is a preferred atom, there must exists a ground
instance, A :- A1, . . . , An, such that Ai is a preferred atom of Bi in M(H) for any 1 ≤ i ≤ n. Based on the
inductive hypothesis, we have Ai ∈ SP (G) respectively for any 1 ≤ i ≤ n. Therefore, A is also an answer of Q
in solve(Q) due to the existence of Q :- B1, . . . , Bn, that is, A ∈ SP (Q).
“ =>”: LetA ∈ SP (Q). Assume thatA ∈ O≺(Q,M(H)). That is, there exists another ground atomA′ ∈ O≺(Q,M(H))
such that A ≺ A′. According to the above proof (the “ <=” part), A′ is an answer of Q in solve(Q), then it is
contradictory to the fact that A is also an answer of Q.
Therefore, SP (Q) = O≺(Q,M(H)) for any atom Q. On the other hand, if Q is a sequence of atoms (Q1, . . . ,Qn),
where n > 1 and each Qi is an atom for 1 ≤ i ≤ n.
SP (Q) =
{
(A1, . . . , An)
∣∣∣∣(A1, . . . , An) is an instance of Qand Ai ∈ SP (Qi) for 1 ≤ i ≤ n
}
,
which is equivalent to the deﬁnition of O≺(Q,M(H)) since it has been shown that for each Qi , we have SP (Qi) =
O≺(Qi,M(H)). 
Reconsider the preference program in Example 6, where r/2 is recursively deﬁned, with well-formed preferences.
Let Q be the goal r(s(0), f (Y )). It is easy to ﬁnd out the following result consistent to Theorem 10:
SP (Q) = O≺(Q,M(H)) = O≺(Q,M(P)) = {r(s(0), f (b))}.
However, if a logic program P contains a recursively-deﬁned preference predicate without optimal-substructure
property, the operational answer set of a goal Q via the solve/1 procedure might be different from its preferred
answer set based on its least Herbrand model. Consider again the program in Example 7, where r/1 is recursively
deﬁned without optimal-substructure property. The memoized recursive algorithm ﬁnds r(s(0), f (b)) as the opera-
tional answer to the goal r(s(0), f (X)) due to its bottom-up computation fashion, which is different from the one in
O≺(r(s(0), f (X)),M(H)) = {r(s(0), f (a))}. The goal r(s(0), f (X))depends on its subgoal r(0, X), and the recursive
algorithm only keeps the preferred answer r(0, b) for r(0, X). That is, the potential answer r(s(0), f (a)) to the main
goal r(s(0), f (X)) is not even generated because it depends on a non-preferred answer to a subgoal. Therefore, in
such a recursively-deﬁned predicate without optimal-substructure property, preferences should not be directly applied
to the recursive-deﬁned predicate. A proper way to handle such a case is to introduce a new predicate dependent on
the recursive-deﬁned one and then apply preferences over the new one, as shown in Example 9.
Example 9. Consider the alternative preference program P2, where preferences are properly applied.
t(X, Y) ← r(X,Y). (1)
r(s(X), f(Y)) ← r(X,Y). (2)
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r(0, a) ←. (3)
r(0, b) ←. (4)
t(0, a) ≺ t(0, b). (5)
t(s(0), f(b)) ≺ t(s(0), f(a)). (6)
Thus, given a goal Q = t (s(0), f (X)), we have the following result consistent to Theorem 10:
SP (Q) = O≺(Q,M(H)) = O≺(Q,M(P)) = {t (s(0), f (b))}.
However, it has to be mentioned that if the preferences are not deﬁned over the recursively-deﬁned predicate, there
is a computational efﬁciency issue. Since the preferences cannot be propagated into recursion during the computation,
the recursive subgoal basically ﬁnds all possible answers without any pruning.
5. Representative applications
5.1. Matrix-chain multiplication
We use the matrix-chain multiplication problem as an example to illustrate how preferences can be used for
simplifying the speciﬁcation of dynamic programming problems in logic programming. The computational complexity
of multiplying a matrix chain not only depends on the algorithm of multiplying two matrices, but more importantly,
it also depends on the order of multiplying matrices. Given a p × q matrix A and a q × r matrix B, the time to
compute the multiplication AB is traditionally dominated by the number of scalar multiplication in the form of pqr .
On the other hand, in order for a chain of matrices to be multiplied together, it needs to be fully parenthesized,
because matrix multiplication is associative, all possible parenthesizations of a matrix chain yield the same product
matrix, but with different time efﬁciency. For example, consider three matrices, A1, A2, and A3, whose sizes are
10 × 100, 100 × 5, and 5 × 50, respectively. If their multiplication is computed in (A1A2)A3, the total number of
scalar multiplications is 10 × 100 × 5 + 10 × 5 × 50 = 7500; whereas if the parenthesization A1(A2A3) is applied,
the total scalarmultiplication is 100 × 5 × 50 + 10 × 100 × 50 = 75000. The former parenthesization only costs 1/10
time of the latter one in term of scalar multiplication.
A product of matrices is fully parenthesized if it is either a single matrix or the product of two fully parenthesized
matrix products, surrounded by parentheses. Once a product ofmatrices is fully parenthesized, the order ofmatrix-chain
multiplication is then ﬁxed, and therefore, the time complexity of matrix-chain multiplication is ﬁxed as well in term
of scalar multiplication. Thus, the matrix-chain multiplication problem can be stated as follows (detailed description
of this problem can be found in any major algorithm textbook covering dynamic programming):
Problem 1. Given a chain 〈A1, A2, . . . , An〉ofnmatrices,where for i = 1, . . . , n,matrixAi has dimensionpi−1 × pi ,
fully parenthesize the product A1A2 · · ·An in a way that minimizes the number of scalar multiplications.
To solve this problem by dynamic programming, we need to deﬁne the cost of an optimal solution recursively in
terms of the optimal solutions to subproblems. Let m[i, j ] be the minimum number of scalar multiplications needed to
compute the matrixAi..j , which denotes a sub-chain of matricesAiAi+1 · · ·Aj for 1 ≤ i ≤ j ≤ n. Thus, our recursive
formula for the minimum cost of parenthesizing the product Ai..j becomes
m[i, j ] =
{
0 if i = j ,
min
i≤k<j
{m[i, k] + m[k + 1, j ] + pi−1pkpj } if i < j .
This formula shows that the programmer has to ﬁnd the optimal value by comparing all possible multiplication costs
explicitly. In fact, for a general optimization problem, the deﬁnition of an optimal solution could be more complicated.
Then, comparing all possible solutions explicitly to ﬁnd the optimal one can be tricky and error-prone.
This explicit comparison can be avoided by adopting preferences.With preferences, the programmer is only required
to deﬁne what a general solution is, while searching for the optimal solution is left to the logic programming system.
For the matrix-chain multiplication, instead of deﬁning the cost of an optimal solution, we only need to specify what
the cost for a general solution is. The recursive deﬁnition for the cost of parenthesizing Ai..j becomes
H.-F. Guo, B. Jayaraman / Journal of Logic and Algebraic Programming 78 (2008) 1–21 17
matrix([10,100,5,50],7500,(((10,100)*(100,5))*(5,50)))
matrix([10,100],0,(10,100))
matrix([10,100,5],5000,((10,100)*(100,5)))
matrix([100,5,50],25000,((100,5)*(5,50)))
cost=75000
matrix([5,50],0,(5,50))
matrix([100,5],0,(100,5))
matrix([5,50],0,(5,50))
cost=25000
matrix([10,100],0,(10,100))
matrix([100,5],0,(100,5))
cost=5000
cost=7500
Fig. 4. Skeleton for computing matrix([10,100,5,50],V,E).
m[i, j ] =
{
0 if i = j ,
m[i, k] + m[k + 1, j ] + pi−1pkpj if i < j,
where i ≤ k < j . Therefore, we have a preference program as follows:
Example 10. Consider the following preference program that ﬁnds the optimal way to multiply matrices. Given L,
representing a list of dimensions, predicate matrix(L,S,E) is used to ﬁnd the optimal scalar multiplication S and its
corresponding parenthesization E; break(L,L1,L2,Dk,Dn) is used to break a list of dimensions, L, into two parts,
L1 and L2, at the point of Dk, where Dn is the last dimension in the list L.
matrix([D1,D2], 0, (D1,D2)) ← . (1)
matrix([D1, D2, D3 | Dr], V, (E1*E2)) ←
break([D1, D2, D3 | Dr], DL1, DL2, Dk, Dn),
matrix(DL1, V1, E1),
matrix(DL2, V2, E2),
V is V1 + V2 + D1 * Dk * Dn. (2)
matrix(L,S1,_) ≺ matrix(L,S2,_) ← S2 < S1. (3)
Fig. 4 shows a skeleton of a possible computation tree for the query
← matrix([10,100,5,50],V,E).
Consider the query matrix([10,100,5,50],V,E). Its ﬁrst generated answer has V=75000. However, when the
second answerV=7500 is computed, it will automatically replace the previous answer following the declared preference.
Thus, there is at most one instance of matrix([10,100,5,50],V,E) that exists at any point of computation, and it
represents the optimal value computed up to that point.
5.2. Ambiguity resolution
Ambiguity resolution is critical to the language processing for precise syntax and semantics. An example of syntactic
ambiguity is the ‘dangling-else’ problem in programming language syntax. To illustrate, consider the following BNF
rules for a simple formal language including boolean, if-then or if-then-else structures:
<stmt> ::= s | if <bool> then <stmt>
| if <bool> then <stmt> else <stmt>
<bool> ::= tt | ff
Given a sentence “ if tt then if ff then s else s”, there are two possible parses depending on which then
and else is paired with (parenthesis are used below to indicate grouping):
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if tt then (if ff then s) else s
if tt then (if ff then s else s)
To avoid such an ambiguity it is often necessary to change the grammar itself, which sacriﬁces the clarity of the
original grammar. For the dangling-else problem, in general it is not easy to alter the grammar to avoid ambiguity;
doing so involves the introduction of several additional non-terminals, which not only destroys the clarity of the original
grammar, but also results in a less efﬁcient parsing. However, in this ambiguous grammar example, we usually have
a preferred parse in mind, i.e., to pair up each else with the closest previous unpaired then. We present a general
declarative means of stating such preferences without sacriﬁcing the clarity of the original parser.
Example 11. Consider the following preference program handling the dangling-else problem.
stmt(B,L1,L2) ←
bool(B,L1,L2). (1)
stmt(if(B,S),[if|L1],L2) ←
bool(B,L1,[then|L3]), stmt(S,L3,L2). (2)
stmt(if(B,S1,S2),[if|L1],L2) ←
bool(B,L1,[then|L3]),
stmt(S1,L3,[else|L4]), stmt(S2,L4,L2). (3)
bool(tt,[tt|L],L) ← . (4)
bool(ff,[ff|L],L) ← . (5)
stmt(S1, L1, L2) ≺ stmt(S2, L1, L2) ←
lessPrefer(S1, S2). (6)
lessPrefere(if(B1,if(B2,S2),S1), if(B1,if(B2,S2,S1))) ←
S2 \= if(_,_). (7)
lessPrefer(if(B1,if(B2,S2),S1), if(B1,if(B2,Prefer)) ←
S2 = if(_,_),
lessPrefer(if(B2,S2,S1), if(B2,Prefer)). (8)
Clauses (1)–(5) make up the core program, where each clause can actually be simpliﬁed by using a deﬁnite clause
grammar (DCG) [25]. The preference clause (6), as well as auxiliary clauses (7) and (8), speciﬁes the criteria for
obtaining optimal parsing. Clauses (7) and (8) state that the dangling else is preferred for pairing with the closest
previous unpaired then.
Preference logic programming provides an alternative andmuchmore declarativeway to handle ambiguity resolution
in language processing. Consider parsing “if tt then if tt then if tt then s else s” using the following query to the DCG
program:
← stmt(T, [if,tt,then,if,tt,then,tt,then,s,else,s], []).
Without preferences, there could be three possible parsing structures as follows:
(1) if(tt, if(tt, if(tt, s, s)))
(2) if(tt, if(tt, if(tt, s), s))
(3) if(tt, if(tt, if(tt, s)), s)
With the preferences, only the ﬁrst structure is generated as a preferred answer. The second structure is automatically
pruned (not generated) due to that the substructure if(tt, if(tt, s), s) is not a preferred answer; and only the
preferred answers are returned by the subgoals of stmt/3 because preferences are also applied on any related subgoals
during the computation. The third structure is generated, but discarded, based on the given preferences since it is less
preferred than the ﬁrst structure.
6. Related work
The main differences between the present paper and the original formulation of PLP [13,14,17] are as follows:
• In the earlier formulation, optimization predicates are explicitly deﬁned by using special rules called optimization
clauses, and the clauses for the general problem are semantically independent from these optimization predi-
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cates. The syntax of optimization clauses is not limited to deﬁnite clauses. In this paper, preference rules are
declared using deﬁnite clauses over any user-deﬁned predicates, thus turning those predicates into optimization
predicates. As a result, the semantics of the clauses for a general problem will eventually be pruned based on the
preferences.
• In the earlier papers [13,14], the semantics for the speciﬁcation of the general problem are captured by its least
Herbrand model; the semantics of the optimization clauses are captured by a possible-worlds semantics: each
world is a model for the speciﬁcation of the general problem, and an ordering over these worlds is enforced by
preferences. In this paper, we give a preference model theory especially for a logic program with preferences.
The relation between a preference model and its corresponding Herbrand model is connected through a sequence
of meta-level mapping operations.
Other related works include soft constraint systems, relational optimization, and partial order programming, where
the concept “preference” is also adopted. However, our solution preference provides a formalization using deﬁnite
clauses for comparison and selection among alternative solutions.
Soft constraints [2,10,30,31,9,34] were proposed tomainly handle the over-constrained problems, where no solution
exists due to conﬂict among constraints, or a satisﬁable problem where many solutions are equally proposed by
the system. Using soft constraint techniques, such as fuzzy constraint satisfaction, partial constraint satisfaction, or
hierarchical constraint satisfaction, solutions are always found and ranked according to the optimization criteria. Such
soft constraints usually take preferences over constraints. Hierarchical constraint logic programming [34] proposed
preferences on constraints indicating the preference strength of each constraint, which gives great ﬂexibility for
specifying those constraint problems with non-strict requirements.
Rossi and Sperduti [28,29] made it possible to support both constraint and solution preferences, where preferences
are speciﬁed via setting preference ranks (low, medium, high and needed) over variable values and constraints, and then
soft solution constraints are interactively generated through a machine learning procedure. In this paper, we proposed
a precise formalization of solution preferences as strict constraints to problems.
Analternative approach for describingpreferred criteria inCLP is given in the problemsof relational optimization [8],
where a preference relation indicates when a solution is better than another solution. However, this preference relation
is limited to a total order relation, i.e., every two solutions in a problem domain have to be comparable.
Our approach in this paper supports preferences which typically deﬁnes a strict partial order relation over solutions.
Our approach essentially incorporates some ideas from partial order programming [18,24] into traditional logic
programming. A partial order programming problem has the form:
minimize u
subject to u1  v1, u2  v2, . . . ,
where u, u1, v1, u2, v2 are mathematical objects (e.g., sets, functions, variables, etc.), u is called the goal, and u1  v1,
u2  v2, . . . is a collection of constraints called the program. A solution of the problem is a minimal value for u
satisfying the constraints. The domain of values here is a partial order with the ordering relation . Incorporated with
traditional logic programming, the constraints in partial order programming can be easily extended to a conditional
preference in our PLP paradigm such as
p1 ≺ p2 ← b1, b2, . . . ,
where p1, p2, b1, b2, . . . are predicate atoms. However, in the paradigm of partial order programming, the constraints
deﬁning partial order relations are used to compute the optimal value of the goal u, whereas in our PLP paradigm,
given a program P , the preferences Ppref are only used to select the preferred answers, which are originally computed
from Pcore. It might be interesting, in the future work, that the deﬁned preferences Ppref can be further considered to
narrow the search space involved in the computation of Pcore.
7. Conclusions
The underlying philosophy of this paper may be expressed by the equation: Programming = Logic + Preferences
+ Control. This paradigm is particularly suited to those optimization problems requiring comparison and selection
among alternative solutions. It allows logic (speciﬁcation of the general problem) and preferences (the criteria for the
optimal solutions) to be speciﬁed separately in a declarative fashion. It generalizes computer programming paradigm by
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combining traditional logic programming and partial order programming. It may provide great ﬂexibility in modeling
complex systems.
We presented a precise formalization of preference programs. The syntax of a preference program consists of two
separated parts: the speciﬁcation of a program to a general problem and the speciﬁcation of the criteria for preferences.
The declarative semantics of a preference logic program is based upon its intended preference model, which is derived
from the least Herbrand model and ﬁxed point theory. We provided the relationship between the least Herbrand model
and the intended preference model. We show that this intended model can be characterized as a greatest ﬁxed point of
a natural meta-level mapping operation over the least Herbrand model of the program.
This paper further presents an operational semantics based on a memoized recursive algorithm for logic programs
with well-formed preferences. By using this algorithm, the preference relation deﬁned in a given program can actually
be automatically propagated into recursive-deﬁned preference subgoals, such that each subproblem is only solved once
and its solution can be re-used for the same subproblem, and we only need to consider those solutions depending on
optimal solutions to subproblems due to optimal-substructure property. We have shown that the consistency between
the operational semantics and the declarative semantics.
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