A hybrid optical-digital signal processing system that estimates the trajectory of moving targets in a two-dimensional field at video frame rates was developed and constructed. The hybrid system is particularly well suited to the trajectory estimation of small, barely discernable, moving objects of unknown position and velocity in high-resolution image sequences. The system uses an optical Fourier processor and a point-diffraction interferometer to calculate the frequency-domain representation of moving objects from which their trajectory is estimated by use of conventional electronic processing techniques. In a series of experiments, target velocities were estimated to within 4% of their actual value and direction was estimated to within 3 deg.
Introduction
We take for granted the ability to discern objects, estimate their motion, and navigate in threedimensional ͑3-D͒ spaces with our biological-vision system. Duplicating these capabilities in a machine-vision system, even to a limited degree, has proved to be a difficult task indeed. The computational power required for even a basic vision system seems to transcend the capabilities of traditional electronic processors. In this paper we describe a hybrid optical-digital signal processor that exploits and combines the parallel-processing capabilities of optical signal processing and the accuracy of digital signal processing.
The specific problem addressed in this paper is the detection and trajectory estimation of small, barely discernable, multiple moving objects of unknown position and velocity. An optical implementation is of particular computational interest, because accurate estimation typically requires that more than ten high-resolution image frames be integrated to detect and track the targets in a noisy background.
Applications include astronomy ͑detecting and tracking meteors, satellites, or other small airborne objects moving against a night-sky background͒, remote sensing ͑detecting and tracking targets in satellite, radar, sonar, and forward-looking infrared images͒, meteorology ͑tracking cloud and storm systems͒, and biomedical applications such as the study of cell motion. There are two possible approaches to this problem 1 : detect before track and track before detect. In the first approach frame-by-frame differencing followed by thresholding is typically used to detect and segment the moving objects. The three-dimensional image sequence is then projected onto a single twodimensional ͑2-D͒ image called a track or streak map. Object trajectories can be identified from the streak map by use of a Hough transform. 2 The track-before-detect approach represents an exhaustive search for all candidate trajectories per pixel per frame. The decision as to whether a target exists on a particular trajectory is deferred until the candidate trajectory has been observed for a predetermined number of frames. The approach can be computationally prohibitive, depending on the number of candidate trajectories, the image resolution, and the observation interval.
The matched filtering operation of an exhaustive search can be implemented in the spatiotemporal domain, the frequency domain, or the mixed domain. In terms of geometry the spatiotemporal-domain approach represents a search for all possible line segments in space-time; the frequency-domain approach represents a search for all possible planes through the origin of spatiotemporal frequency space.
Spatiotemporal-domain approaches often use statistical tests to reduce the number of candidate trajectories. Bruton and Bartley used 3-D recursive filters based on the concept of network resonance to enhance and track moving objects. 3, 4 Mohanty detected objects by searching for a trajectory that maximizes a likelihood ratio computed from an estimation of the background noise statistics. 5 Barniv proposed a dynamic programming solution as a substitute for the prohibitive exhaustive search. 6 Blostein and Huang used sequential hypothesis testing to reduce the size of the search space. 7 Frequency-domain approaches can take advantage of the computational efficiency of the fast Fourier transform. Reed et al. derived an expression for the optimum frequency-domain 3-D matched filter in terms of the optical and detector transfer functions and the spectral densities of the background and detector noise. 8 Mahmoud et al. proposed a projection-based algorithm that uses either the fast Fourier transform 9 or the fast Hartley transform 10 to determine the trajectory of a large moving object. Porat and Friedlander proposed a bank of 3-D frequencydomain filters for all possible candidate trajectories. 1 Choi et al. demonstrated a time-recursive ͑Kalman͒ filter in parallel with the bank of 3-D frequencydomain filters to ease the problem of spectral aliasing due to fast moving objects. 11 The mixed-domain approach to trajectory estimation has several advantages over a purely spatiotemporal-or frequency-domain approach. The theory of mixed-domain signal processing 12 was recently formalized by Knudsen and Bruton. They successfully applied their mixed-domain signal processing algorithms to the trajectory estimation of constant-velocity targets 13 and nonlinear targets. 14 In the mixed-domain approach trajectories are estimated by a Fourier transform of the two spatial dimensions of the image sequence followed by time-domain spectral estimation with a highresolution algorithm.
The trajectories estimated in the 3-D frequencydomain approach often suffer from poor accuracy and resolution, owing to the sampled nature of the image sequence; a large number of image frames are usually required for accurate estimates. The mixed-domain estimates are more accurate than the frequency estimates, because the high-resolution spectralestimation technique used in the mixed-domain approach is not as dependent on the duration of the image time series.
The study described here is an optoelectronic hardware implementation of Knudsen's software implementation whereby the 2-D spatial component of the computationally intensive Fourier transform is determined with an optical processor rather than with a conventional electronic processor. The present implementation estimates the trajectory of a single moving object. The extension to multiple objects does not change the requirements of the spatialdomain ͑optical͒ processor; however, the time-domain ͑electronic͒ processor must detect and estimate the frequencies of an arbitrary number of sinusoidal components. The number of sinusoids ͑corresponding to the number of objects͒ and the frequency of those sinusoids can be easily detected and estimated with the minimum descriptor length criterion 15 and with the forward-backward linear prediction 15 method, respectively. The theory of mixed-domain trajectory estimation and point-diffraction interferometry is reviewed in Section 2. Interpretations of the mixeddomain representation and the accuracy of the algorithm particular to an optical implementation are discussed in Section 3. In Section 4 we describe and present the results of two sets of experiments designed to estimate the velocity and the direction of several moving objects. The accuracy and the limitations of the implementation are discussed in Section 5.
Background
The frequency-domain method of trajectory estimation is well established. The principles were originally developed for a model of human visual-motion sensing 16 based on human psychophysics and have been applied more recently to machine-vision trajectory estimation. The method of mixed-domain trajectory estimation specific to an optical implementation is reviewed in the first part of this section. In the second part we review the point-diffraction interferometer used to measure the complex amplitude of the optical field in the optical processor.
A. Trajectory Estimation
Consider a single-point object with velocity vector v ϭ ͓ x y ͔ T and initial position ͑x 0 , y 0 ͒ that is moving along a line in the x-y plane. The position ͑x n , y n ͒ of the object at a particular point in time, or during a particular frame n, is described by a set of two parametric equations, ͕ x n ϭ x n ϩ x 0 , y n ϭ y n ϩ y 0 ͖, where the n subscript indicates the integer frame dependence on position. Each equation in the set represents a plane in 3-D space-time, and the intersection of two planes describes the trajectory of the object. The spatiotemporal representation of a moving point object is illustrated in Fig. 1 . The trajectory is described by a 3-D function,
which represents the intersection of two planes. The mixed-domain representation is calculated by a Fourier transform of the spatial dimensions of the space-time function,
where t ϭ k x x ϩ k y y and t ϭ k x x 0 ϩ k y y 0 . The mixed-domain representation can be interpreted as either ͑1͒ a time sequence of spatial 2-D sinusoidal functions or ͑2͒ a spatial array of temporal onedimensional sinusoidal sequences. When n is held constant, as suggested by the right-hand side of the second line of Eq. ͑2͒, the moving object can be interpreted as a complex 2-D sinusoidal function in k x and k y with component frequency determined by the object's displacement ͑x n , y n ͒ from the origin of the x-y plane. When k x and k y are held constant, as suggested by the right-hand side of the third line of Eq. ͑2͒, the moving object can be interpreted as a complex one-dimensional sinusoidal sequence in n with temporal frequency t and phase t . The frequency is determined by the object's velocity, and its phase is determined by the object's initial position. The frequency-domain representation is calculated by a Fourier transform of the temporal dimension of the mixed-space signal. We use the discrete time Fourier transform, because the mixed-domain signal is a sequence in n,
The energy of the Fourier transform is confined to a plane through the origin in 3-D frequency space defined by k x x ϩ k y y Ϫ ϭ 0. It is easy to show that the components of the slope along the two spatial frequency axes are equal to the velocity components of the object. The trajectory of a moving object is therefore a line in the spatiotemporal domain and a plane through the origin in the frequency domain. Points on the plane have magnitude 2 and a phase that is determined by the initial position ͑ x 0 , y 0 ͒ of the moving object. It is possible to measure the real ͑or imaginary͒ part of a complex-valued optical-field distribution by use of a simple interferometer; however, a phaseshifting technique is required for measuring both at the same time. To simplify the design of the optical processor, it is important to determine the frequencydomain representation of a moving object when only the real ͑or imaginary͒ part of its mixed-domain representation is measured and to determine what effect this has on the frequency-domain representation. This frequency-domain representation is determined by application of the discrete time Fourier transform to the real part of the mixed-domain signal of Eq. ͑2͒, (4) where Ᏺ n represents the discrete time Fourier transform operator. The energy of the Fourier transform is now distributed evenly between a pair of planes in 3-D frequency space, k x x ϩ k y y Ϯ ϭ 0. The two velocity planes are illustrated in Fig. 2 . Both planes pass through the origin, and one is the reflection of the other in the spatial-frequency plane. The slope of the velocity plane described by the first term in Eq. ͑4͒ is equal to the negative slope of the plane described by the second term. One velocity plane represents an object moving along a linear trajectory with velocity vector v ϭ ͓ x y ͔ T , and the other represents an object moving along the same path but in the opposite direction, v ϭ ͓Ϫ x Ϫ y ͔ T ϭ Ϫv. An object will therefore have associated two temporal frequencies Ϯ with each point on the spatialfrequency plane. The pair of velocity planes in the frequency domain completely defines the path of the trajectory, but it does not define its direction along the path. It is not possible to determine the direction along the trajectory, because the complex part of the spatial transform was lost.
B. Point-Diffraction Interference
The CCD camera in an optical Fourier processor measures the power spectrum of an arbitrary optical-field distribution rather than its complex-amplitude spectrum. We can recover the complex-amplitude spectrum by interfering the desired optical signal with a plane-wave reference, using an interferometer. The trajectory-estimation algorithm requires at least the real ͑or the imaginary͒ part of the complex-valued spectrum. The point-diffraction interferometer ͑PDI͒ is a simple yet extremely powerful interferometer and is relatively insensitive to mechanical shock and temperature fluctuations. The PDI was originally invented 17 by Linnik in 1933 and reinvented 18, 19 by Smartt and Strong in 1972. It is much less sensitive to vibration and temperature fluctuations compared with the Twyman-Green or Michelson interferometers, owing to its simple common-path design. The source and the reference beams of a common-path interferometer follow similar paths through the same optical elements, whereas the beams of traditional interferometers follow widely separated paths, and consequently each beam is affected differently by mechanical shocks and temperature fluctuations. The fringe patterns of a traditional interferometer are often unstable, and their measurement is difficult. The common-path design also reduces the number and required quality of the optical elements, thereby reducing the cost, size, and weight of the device and simplifying alignment.
The original PDI consisted of an absorbing film on a transparent substrate called the PDI mask. A small pinhole or small opaque disk is placed at the center of the mask to provide a discontinuity. The principle of the interferometer is shown in Fig. 3 . Wave fronts incident on the mask are transmitted through the absorbing film with reduced amplitude and, in addition, diffracted by the discontinuity at the center of the mask. The transmitted and diffracted wave fronts are permitted to produce an interference pattern in the back-focal plane of a Fourier-transform lens ͑FTL͒. The attenuation of the absorbing film is chosen to maximize the visibility of the interference pattern. When the amplitude of the transmitted and diffracted waves are equal, the fringe visibility is maximum.
In the present application a spatial light modulator ͑SLM͒ is used in place of the PDI mask. The SLM modulates incident plane waves and generates both source and reference images. The reference is generated by a single pixel at the origin of the SLM rather than a pinhole aperture in an absorbing film. Let s͑x, y͒ be the source image, and let rect͑x͞a, x͞a͒ be the single-pixel reference, where a is the dimension of the square reference pixel. The pixel at the origin of the SLM is reserved for reference generation, and consequently the value at the origin of the image s͑x, y͒ must be zero. The amplitude distribution in the plane of the SLM is given by the sum of the source and reference images,
In the limit as the pixel approaches a pinhole aperture, a approaches zero, and the rect function approaches a ␦ function. The reference pixel can never become an ideal point reference; its amplitude is limited by the incident light intensity and by the passive SLM. The intensity transmitted by the reference pixel should ideally be matched to the total intensity transmitted by the source image. If reference pixel and source image intensities cannot be matched, the fringe visibility of the interference pattern is poor and there is limited dynamic range available to a detector.
Assuming the reference pixel can be represented as a ␦ function, the power spectrum observed by a square-law detector in the back-focal plane of a FTL is then given by
and contains an interference term that is proportional to the real part of the Fourier transform S͑k x , k y ͒. The interference term can be extracted by subtraction of the power spectrum of S͑k x , k y ͒, and that of the reference, from the joint power spectrum of both. The PDI and the extraction method described by Eq. ͑6͒ are used in the optical processor for trajectory estimation.
Trajectory Estimation with an Optical Processor
The mixed-domain algorithm developed by Knudsen to estimate the trajectory of multiple targets has been described previously. 13 The algorithm specific to a hybrid optical-digital implementation for a single object was also described in a previous paper. 20 The latter method extends that of Knudsen's original algorithm by calculating the 2-D spatial component of the computationally intensive Fourier transform, using an optical Fourier processor rather than a conventional electronic processor. In this section we provide an interpretation of the mixed-domain representation of a moving object specific to the optical implementation and discuss the accuracy of the trajectory estimates.
A. Interpretation of the Mixed Domain
Consider two moving point objects with the same velocity but different initial positions as shown in Fig.  4 . One object moves along a path from point A, through points B-D, to a final point E. The second object moves along a primed path at the same velocity. Both objects move with a velocity of ͌ 2 units per frame along a path at Ϫ45°to the x axis. The nonprimed object crosses the origin of the x-y plane at point C, and the primed object crosses the x and the y axes at points DЈ and BЈ, respectively. It is illustrative to consider the real part of the mixed-domain representation as a sequence of cosinusoidal images in time. These images are observable on the frequency space CRT of an optical processor equipped with a point-diffraction interferometer. The gray-scale level of pixel ͑k x , k y ͒ during frame n corresponds to Re͓⌿͑k x , k y ,n͔͒, where white represents a large positive value, black represents a large negative value, and 50% gray represents zero. The lines of constant phase make an angle ϭ Ϫtan Ϫ1 ͑x n ͞y n ͒ with the positive k x axis, and the period of oscillation perpendicular to these lines is 2͞ r n , where r n ϭ ͑x n 2 ϩ y n 2 ͒ 1͞2 is the moving object's displacement from the origin. The real part of the mixed-domain representation of the primed and the nonprimed moving objects from Fig. 4 are illustrated in Fig. 5 . The top sequence represents the object moving along the nonprimed trajectory, and the bottom sequence represents the object moving along the primed trajectory.
The nonprimed object, illustrated in the top image sequence of Fig. 5 , passes through the origin of the x-y plane. Because the derivative d͞dn is zero, the slope of the lines of constant phase does not change with time and ϭ 45°for all images in the top sequence. The frequency of the 2-D cosinusoids across the image sequence do, however, change with time. The angular frequency along a line perpendicular to the lines of constant phase is equal to the objects displacement r n from the origin. At position A the object's displacement from the origin is large, and consequently the frequency of the cosinusoid is large. As the object approaches the origin, the cosinusoid's frequency decreases and eventually equals zero at position C when the object is at the origin. The frequency increases again as the object moves away from the origin. A moving object at ͑x n , y n ͒ and its reflection in the origin ͑Ϫx n , Ϫy n ͒ have the same real mixed-domain representation.
The primed object, illustrated in the bottom image sequence of Fig. 5 , does not pass through the origin of the x-y plane. Now both the cosinusoid's angular frequency and the angle of its lines of constant phase are functions of frame number. Two effects can be observed as the object moves from its initial position AЈ to its final position EЈ. As with the nonprimed object the 2-D cosinusoid appears to expand as the object approaches the origin and then appears to com- press as the object retreats ͑this time the cosinusoid's frequency does not reach zero, because the object does not cross the origin͒. In addition to this expansion and compression, the lines of constant phase will appear to rotate about the origin of the spatial frequency plane. The rate at which the lines rotate about the origin is inversely proportional to the square of the object's displacement from the origin. As the object moves from its initial position AЈ to its final position EЈ, the lines of constant phase appear to rotate in a clockwise direction about the origin.
A moving point object is represented in the real mixed domain by a sequence of 2-D cosinusoidal functions in spatial frequency space. The cosinusoidal function can be interpreted as the interference pattern generated by a point object and a second point or pinhole at the origin. The frequency of the cosinusoid along the direction perpendicular to the lines of constant phase is equal to the object's displacement from the origin, and the change in frequency with time is equal to the object's velocity. Similar relationships between frequency and position, and their first derivatives, hold for the frequency components along the k x and the k y directions. If the object passes through the origin of the x-y plane, the lines of constant phase remain at a constant angle with the positive k x axis for all n. If the object does not pass through the origin, the lines of constant phase appear to rotate about the origin. The speed of rotation is inversely proportional to the square of the object's displacement from the origin.
B. Accuracy and Aliasing
Selected points on the spatial frequency plane are processed in the time domain with a high-resolution spectral estimation technique called forwardbackward linear prediction. The points are chosen as equally spaced pixels on a circle of radius R on the spatial frequency plane. The radius of the circle determines the accuracy of the velocity estimates and the maximum velocity that can be estimated without causing the temporal signal to be aliased in time.
The energy of a point object in the frequency domain is equally distributed across the 2-D spatial frequency plane. If the noise in the image sequence is assumed to be white, the signal-to-noise ratio ͑SNR͒ for temporal signals observed at all pixels in the frequency domain will be identical. The variance of all temporal frequency estimates over the spatial frequency plane will also be identical. The most accurate estimate of velocity is therefore determined when radius R is large and the temporal frequency estimate is large. Knudsen has also shown that the velocity and the direction-resolving capability of the algorithm are better when R is large. 21 A pixel located at some critically large distance from the origin will observe a signal with temporal frequency greater than the Nyquist rate ͑half of the frame rate͒. This critical distance represents an upper bound on radius R such that the signal is not aliased in time. The temporal signal observed at a point ͑k x , k y ͒ on the spatial frequency plane, owing to an object that moves with velocity ͓ x y ͔ T , will not be aliased in time if the absolute value of the normalized temporal frequency t ϭ k x x ϩ k y y is less than . The maximum possible velocity of the target sets an upper limit on radius R, which maximizes the accuracy and resolving capability of the trajectory estimate and guarantees that the temporal signal is not aliased in time. The velocity of the target is not known a priori; however, it is assumed that the maximum possible velocity is known. The optimum value for spatial-domain radius R is given by,
where max is the maximum possible velocity and ␣ is a constant determined from the pixel pitch of the SLM and the CCD, the focal length of the Fouriertransform lens, and the wavelength of light. The relationship between spatial frequency plane radius and maximum target velocity is shown in Fig. 6 . The value of the constant ␣ in this paper was determined to be 21.23 ͑pixels 2 ͞frame͒. The accuracy and the resolving capability of the trajectory estimate is proportional to R; however, the maximum detectable velocity is inversely proportional to R.
The situation is somewhat more complicated for large objects. The frequency-domain representation of a large object is expressible as the product of its 2-D spatial Fourier transform and the frequency-domain representation of a point object. 11, 13 The energy of a large object is therefore concentrated around the origin of the 2-D spatial frequency plane rather than being uniformly distributed over the entire plane. Specifically, the energy of a disk-shaped object of radius ␥ is concentrated in a region of radius ␥ Ϫ1 centered around the origin. The spatial frequency plane observation points must lie within the region of concentrated energy to observe a temporal signal of high SNR, and consequently the object's spatial extent also sets an upper limit on the choice of radius R. It is desirable to chose R such that R Ͻ R 0 ͞␥, where R 0 is the pixel radius of the zero-order spectrum. The majority of a typical object's energy is concentrated within a circle 13 of radius R 0 ͞3. In general it is desirable to choose radius R to be as large as possible without causing temporal aliasing and without leaving the region of concentrated energy.
Experiment and Results
The hybrid optical-digital signal processing system for trajectory estimation is shown in Fig. 7 . An image sequence describing the linear motion of a single point object is generated by a personal computer. The point object consisted of a single pixel of maximum contrast against a black noiseless background. The images are written in sequence to a binary SLM in the front-focal plane of a FTL, and the power spectrum of the image sequence is detected by a CCD camera in the back-focal plane. The real part of the mixed-domain signal in the back-focal plane of the lens is extracted when we interfere it with a planewave reference generated with the point-diffraction method described in Section 2.
The SLM is an electrically addressable twistednematic liquid-crystal television with resolution 320 ϫ 200 pixels and pixel pitch 80 ϫ 90 m. The focal length of the Fourier lens is f ϭ 125 mm, and the diameter of the beam incident on the SLM is 10 mm. The SLM is placed between a ͞2 phase plate and a linear polarizer ͑analyzer͒, which are rotated such that the SLM operates as an amplitude modulator.
The center pixel on the SLM was reserved for the generation of the plane-wave reference. When the reference pixel was on, it generated an approximation to a plane-wave reference in the back-focal plane of the FTL. The fringe pattern observed in the plane of the CCD camera was due to the interference of light transmitted through a moving target pixel and a stationary reference pixel. The reference pixel was fixed at the center of the SLM, and the target pixel was programmed to move along a linear trajectory. The target pixels and reference pixels were set for maximum transmission; all other pixels were set for maximum attenuation.
The power spectrum of each frame was recorded by the CCD camera with and without the planewave reference so that the real part of the Fourier transform could be extracted from the power spectra with Eq. ͑6͒. Sixteen points on the spatial frequency plane, equally spaced on a circle of radius R pixels, were processed electronically by the personal computer with a spectral estimation technique to determine the trajectory of the target. The speed estimate and the direction estimate were calculated as ϭ ͑ x 2 ϩ y 2 ͒ 1͞2 and ϭ tan Ϫ1 ͑ y ͞ x ͒, respectively. The trajectory of several targets were estimated in a two-stage process. Targets were first moved along a predetermined trajectory on the SLM, and the power of each frame was recorded by the CCD camera. The sequence of 2-D power spectra were then postprocessed to estimate the trajectory.
The velocity components of 13 trajectories were estimated in two sets of experiments. During the first set of experiments targets with different velocities were moved along a straight line at Ϫ27°to the x axis. During the second set of experiments targets with a velocity of either 1 or ͌ 2 ppf ͑pixels per frame͒ were moved along paths at 0, Ϯ45, Ϯ90, Ϯ135, and 180 deg to the x axis. The duration of each trajectory was 64 frames, and the observation interval was 25 frames. The velocity components were estimated every 5th frame, starting with the 25th frame.
A. Velocity Estimation
The trajectories used in the velocity experiment are shown in Fig. 8 . Objects were moved along a line at Ϫ27 deg to the x axis for a duration of 64 frames. The slowest object moved at 0.56 ppf along the shortest trajectory A-AЈ ͑36 pixels͒, and the fastest object moved at 4.47 ppf along the longest trajectory D-DЈ ͑282 pixels͒. Velocity estimates at every 5th frame, starting with the 25th frame, are shown in Fig. 9 . The actual target velocity, the average velocity estimated over the duration of motion ͑average of 9 estimates͒, and the percentage of errors are summarized in Table 1 for each trajectory. The radius R of the frequency-domain points were set to 16, 12, 6, and 2 pixels for the 0.56, 1.12, 2.24, and 4.47 ppf targets, respectively, to maximize the accuracy of the estimation. The velocity of the fastest target could not be accurately estimated with the smallest frequency-domain radius R ϭ 2 pixels. 
B. Direction Estimation
Objects were moved along paths at 0, Ϯ45, Ϯ90, Ϯ135, and 180 deg to the x axis at either 1 or ͌ 2 ppf. Trajectories parallel to a coordinate axes were 64 pixels long ͑1 ppf ͒, and diagonal trajectories were 90 pixels long ͑ ͌ 2 ppf ͒. Direction estimates at every 5th frame starting with the 25th frame are shown in Fig. 10 . The actual target direction, the average direction estimated over the duration of motion ͑aver-age of 9 estimates͒, and the absolute error are summarized in Table 2 for each trajectory. The radius of the frequency-domain observation circle was R ϭ 12 pixels. The algorithm implemented here is capable of estimating the trajectory of an object ͑or path described by an object͒ but not the direction with which the object moves along the path.
Discussion

A. Velocity Estimation
The average target velocity was correctly estimated to within 4% of its actual value except for the fastestmoving object, which could not be accurately estimated. The standard deviation of the average velocity estimate for the fastest-moving object ͑4.47 ppf ͒ in Table 1 is more than an order of magnitude larger than that for the slower-moving objects. Figure 9 shows that the velocity estimates at the end points ͑frames 25, 60, and 64͒ of trajectory D-DЈ are much less accurate than the midpoint estimates ͑frames 30 -55͒. This effect is also observable to a lesser extent in trajectory C-CЈ. The first and the final velocity estimates ͑frames 25 and 64͒ are significantly lower than the other estimates ͑frames 30 -55͒.
The trajectory of the fastest-moving object ͑trajec-tory D-DЈ, 4.47 ppf ͒ could not be accurately estimated, owing to the poor contrast ratio of the SLM. Equation ͑7͒ suggests an observation radius R of less than 4 pixels for targets moving at 4.47 ppf. The dc component of the light distribution incident on the SLM, owing to its relatively poor contrast, is concentrated in a region about the origin of the spatial frequency plane. The dc component is much larger than the signal of interest and tends to dominate the intensity measurements even 2 pixels from the origin. The large dc spike at the origin reduces the SNR of the temporal frequency estimates and causes a large deviation in velocity estimates at all frames.
Two factors can be identified that cause the accuracy of the velocity estimates to be reduced during the end points of trajectories C-CЈ and D-DЈ. The SLM is illuminated with a beam of Gaussian intensity profile. Targets near the middle of their trajectory generate a stronger signal in the spatial frequency plane than do targets at the end points of their trajectory. The SNR of the temporal frequency estimates will be largest for a target on its closest approach to the origin and will result in the most accurate estimate of its velocity. The accuracy of the velocity estimates at the end points of the trajectory also depend on the modulation transfer function of the CCD camera. Figure 5 shows that the frequency of the 2-D cosinusoidal signals observed in the spatial frequency plane are proportional to the object's displacement from the origin of the SLM. It becomes increasingly difficult for a CCD camera with finite pixel size to resolve the cosinusoidal intensity variation as the object moves farther from the origin of the SLM. The SNR's of the temporal frequency estimates and of the velocity estimates therefore decrease as the object moves farther from the origin.
B. Direction Estimation
As illustrated in Table 2 the average target direction ͑up to a reversal of 180 deg͒ was correctly estimated to within 3 deg for each direction experiment. The trajectory-estimation algorithm implemented here is capable of estimating the trajectory of an object ͑or path described by an object͒ but not the direction with which the object moves along the path. The present implementation is unable to determine the direction, because only the real part of the mixed-domain signal is extracted from the spatial frequency plane. The accuracy of the direction estimations appears to be constant for all frames. The lengths of the direction trajectories ͑either 64 or 90 pixels͒ fall between the lengths of velocity trajectories B-BЈ and C-CЈ ͑71 and 141 pixels, respectively͒, which also show little or no variation.
C. Estimation Accuracy
The estimation accuracy is largely determined by the observation radius R. In general, the larger the observation radius, the more accurate the estimate; the choice of R, however, is limited. The lower bound of R is determined by the contrast ratio of the SLM, and the upper bound is determined by the maximum velocity of the target. The velocity and the direction of a target moving along trajectory C-CЈ ͑Ϫ27 deg to the x axis with a velocity of 2.24 ppf ͒ was estimated with various observation radii 2 Յ R Յ 20. The relationship between frequency-domain radius R and observed estimation accuracy is shown in Fig. 11 . The absolute velocity errors and the direction errors appear to be minimized when R ϭ 6 pixels. The maximum radius suggested by Eq. ͑7͒ for a target moving at 2.24 ppf is 9.5 pixels. The figure shows that the absolute velocity errors and the direction errors increase gracefully when R Ͼ 8. As the radius increases beyond R ϭ 8, the temporal frequencies estimated at specific points on the spatial-domain observation circle begin to alias; all points on the circle do not alias at once. As R increases further, the number of aliased points on the circle increases, and, consequently, more of the triples ͑k x , k y , ͒ used to fit the plane through the origin of 3-D frequency space become outliers. The trajectory-estimation accuracy, therefore, degrades gracefully as R increases and as more triples become outliers. An adaptive algorithm could be implemented to flag the outliers ͑those that are aliased͒ or to choose alternate frequency-domain points such that the temporal frequency is not aliased. The absolute errors also increase gracefully for R Ͻ 4, because of the large dc spike centered on R ϭ 0, owing to the poor contrast ratio of the SLM.
Conclusion
An optoelectronic machine-vision system that estimates the trajectory of moving targets in a 2-D field at video frame rates has been developed and constructed. The system is designed for the trajectory estimation of small, barely discernable, moving objects of unknown position and velocity. The system uses an optical Fourier processor and a pointdiffraction interferometer ͑PDI͒ to calculate the frequency-domain representation of moving objects from which their trajectory is estimated by use of conventional electronic processing techniques. The capabilities of the optoelectronic processor were characterized in three different sets of experiments. We estimated the velocity components of several targets by moving them at different velocities along the same path and then at ͑almost͒ the same velocity along different paths. The experimental re- lationship between spatial-frequency-domain radius R and estimation accuracy was also measured. A single moving-object image sequence was chosen to demonstrate the optoelectronic processor, because it offers a useful and intuitive interpretation of the mixed-domain representation. The mixed-domain technique and its optical implementation are not, however, limited to single moving objects. It is useful to interpret the fringe pattern observed in the Fourier plane as the interference pattern generated by a moving-target pixel and a stationary reference pixel. This interpretation is not intuitively clear when the algorithm is implemented in software alone or when more than one target is present; however, it is natural to an optical implementation with a single moving object.
The choice of observation radius in the spatial frequency plane determines both the maximum detectable velocity and the overall accuracy of the velocity estimate. When the observation radius was chosen to maximize the accuracy, the target velocity was estimated to within 4% of its actual value, except for the fastest target, moving at 4.47 ppf. Target direction was estimated to within 3 deg of its actual value. It was observed that the resolution and modulation transfer function of the CCD array in the Fourier plane determine the maximum displacement of a target in the x-y plane.
The trajectory of the fastest-moving target was not accurately estimated with the current implementation; however, this does not mean that the optoelectronic architecture is limited by a fundamental maximum velocity. The trajectory of fast targets could be accurately estimated if an adaptive algorithm were used to choose the spatialfrequency-domain points in order to avoid aliasing or if a high-contrast-ratio SLM were incorporated into the optical processor.
Subsequent study will extend the current optical implementation to estimate the trajectories of multiple objects and objects with nonlinear trajectories and to investigate the effects of stationary objects, clutter, and noise. A phase-stepping interferometer will be used to detect the full complex mixed-domain signal. The additional information provided by this new interferometer would resolve the directional ambiguity.
