Introduction
The theory of subadditive functions is sufficiently well developed to suggest thai> it may be a very useful tool of analysis. The present paper, in which we first prov~ a maximal theorem for subadditive functions and then apply it to a rather wide clas~ of problems, is offered as further evidence of this point of view.
Our maximal theorem does not seem to be included in the category of maximar ergodic theorems. It does have some points of contact with that of Hardy and Littlewood, but the situation is roughly that our theorem gives more precise informatior~ about a smaller class of functions. We first consider some variations of the definition of subadditivity of real-valued functions defined over En, n-dimensional Euclidea~ space. For the maximal theorem itself, a kind of evenness of the functions involved~ is assumed. We then construct the maximal function corresponding to each properly chosen subadditive function; and the maximal theorem, which is a statement about the comparability of some integral norms involving the original function and its corresponding maximal function is given. In the second theorem, some limitations on the maximal theorem are noted. In the next section, applications are presented, first for some well-known subadditive functions to which the maximal theorem applies directly. A minor variation of the theorem is then applied to some integral transforms. Finally, we obtain a kind of local maximal theorem in a result which is related to the differentiability of integrals. Modifications of the original argument are more serious for this result, and we make use of the maximal theorem of Hardy and Littlewood here. In the last section, sums whose terms involve subadditive func--tions are introduced. The main result of this section is a statement about the.
(1) This research was supported by the National Science Foundation Grant GP-1361. equivalence of a sum and an integral involving certain subadditive functions. Finally, we relate this result to our maximal theorem.
For a real-valued function 4, defined on E,,, the ordinary definition of subadditivity of ~b consists of the condition r162162 u,v in z~.
In addition, we shall always insist that a subadditive function (in any of the senses given) be non-negative, measurable, and finite everywhere. The finiteness assumption is rather weak under the circumstances (cf. [5. p. 240] ). For our maximal theorem, we can be somewhat more general than in (1) and say that r is subadditive on E.
if there exists a constant C > 0 such that
(2) is much more convenient for several reasons, among which is the fact that any positive power of a subadditive function is subadditive. It is also sufficient for most of our results. Where (I) is required, we shall say that ~ is strictly subadditive. It is known [5] that' if ~ is strictly subadditive on El, then it is bounded on compact subsets. We shall prove below that something analagous is true in E~. Together with the measurability condition, this gives sense to the following definition. The non-negative measurable function r is generalized subadditive ff there exist constants C>0 and Q, 0<~<1, such that
Xt is indicated below how (2) implies (3). The notion of generalized subadditivity is too broad for most of our results, but it may be used occasionally. We also discuss subadditivity for functions defined on subsets of En, e.g. spheres and the interval ~(0, c~). The only restriction required in the above definitions is that the points involved be in the appropriate sets. 
~ fN r )V(x)=(x+Sql~l)nZR.
In [3], the theorem was stated only for r strictly subadditive and proved only for subbadditive. We sketch a proof of the above theorem for the sake of completeness. Let x@0. By H61der's inequality ,1,.
The two C's that occur in the preceding inequality are, of course, different. NormaUy, throughout the paper, the dependence of constants on parameters, etc. will not be indicated. Thus It is not hard to see that if we take ~>0, be omitted in the definition of generalized
The maximal theorem
As part of the hypothesis for the maximal theorem, we shall require another condition. If ~ is subadditive and is also an even function on SR, then
We shall say that ~ is subadditive-even in SR if there exists a constant C such that The constant C on the right side of the above inequality depends on ~,p, n,
.~nd the constants occurring in (2) and {2'). It is clear that the integral on the left side of the inequality dominates the one on the right so that the theorem is a statement about the equivalence of the two integrals. For the proof, we shall consider ~only the case R= oo, i.e. functions ~ subadditive-even on En. The adjustments in s proof for the case R < oo are quite minor. Also, since any positive power af a subadditive-even function is also subadditive-even, then it is necessary to consider only two values of p, i.e. p= 1 and p= ~.
Our first lemma states more than is necessary for the proof of the theorem, for which it is implicitly assumed anyway that ~ is locally integrable, at least away from the origin. However, the extra information is included very cheaply and in.
dudes a proof of the fact that a subadditive function is generalized subadditive.
LEMMA 1. Let ~ be subadditive on En. Then it is bounded on compact subsets o/ En, and there exists a constant C such that
The proof of the first statement is an adaptation of an argument in [5, p. 240 ].
We first restrict ~ to an open hyperquadrant, say E +, defined as those u such that each coordinate is strictly positive. Let u belong to E +, and let r Let H(u)
denote the hyperreetangle in E + with 0 and u as opposite vertices. Let I H(u)l denote 
C f2Ul3
o~(u) = sup r < r dr.
The second equality is simply a definition of ~p. We have
We temporarily fix v in the interval (0, u/3) and consider
Z, being continuous, has a minimum at so, say. Then
That is 1 g(So ) ~< 3~(u). 
o)4(t) < o)~" (t) + o)?)(t) ~ o)~1) (t) f: dt( 2tl3 r fo ~ 44(ut) dt <~ C t.I t/8o u~ +~ utl+ ~ dui.
A similar inequahty applies to o)~2)(t) so that foo)'(t) f~~ 44(u4). =~ ~+"
Using the above inequality shows that this exceeds 1 f~ ~(u)
Letting m go to cr we see that the integral is 0 so that ~ is equivalent to 0. But given u >0, there exists v>0 such that r + v)= ~b(v)=0 so that r =0.
For the proof of (ii}, we may reduce it to the one-dimensional case by Theorem A and use a known theorem for that [2] .
Part (i} shows in particular that a non-trivial subadditive-even function cannot be in any L p class on E ~.
Some applications of the maximal theorem
Let / belong to L r (En), 1 ~< r~< ~, and let is also the maximal function associated with ~(u;/).
Other examples of subadditive-even functions to which the maximal theorem applies directly are constructed by use of mixed norms [1] rather than ordinary norms.
For convenience, this will be done in only two dimensions. Let / be a measurable function in E 2, and 1 <<.pl, p2< ~. The mixed norm of / is then given by
dy l/(x, y)l"dx)"/"} 1'''.

Let u = (ux, uz) be a point of E2, and define gu (x, y) =/(x + ul, y + u2) -/(x, y). Let (u;/) = II gu
Since there is a triangle inequality for mixed norms [1] , it is not hard to show that this function is subadditive, in fact strictly subadditive. It is also even, and Theorem 1 applies.
If, in the definition of 4, (u;/), the first difference of /is replaced by the second 1~. P. GOSSXLI:S symmetric difference, a function is obtained which is also important in applications. 
a,(u +v;/)<2a,(u; /)+ 2a,(v;/)+a,(u-v;/); a~(v;/)<2a~(u;/)+ 2ar(u-v;/)+a,(2u-v;/).
The first inequality is the analogue of the subadditivity property, and the second follows from it by the evenness of at. We indicate briefly how it is possible to prove a maximal theorem for q~ in dimension one from these two properties. 
V Ju/16
From the second of the above inequalities for at, we have for 0 < t < s o that The proof may be completed as in Theorem 1.
ar (t;/) < 2 ~ (s o;/) + 2 ~, (s o -t;/) + a, (2 So -t;/).
Integration of this over
Certain integral transforms of positive functions will be generalized subadditive if the kernel satisfies a kind of uniform generalized subadditivity condition in one of the variables. The situation is well illustrated in the following transform, which is a kind of Riesz fractional derivative. Let r
~>0. (8)
We shall assume that / is non-negative, 
to ~ (t)
To prove the first statement of the theorem, it is enough to establish the existence of C, independent of u and w, such that
C ~ ]w-v]~dv, u#w.
But there is a hyperplane through u which is orthogonal to the line segment joining u and w, and which divides En into two half spaces. Let H-denote the half space 
V J ut4
The second inequality of (9) may be written as 4,(0 < c[r189 + t)) + r Substitution of this into the integral defining ~ and using the above estimate of
Thus, sup ~b(v) <-C f8=/~ o<v<t, u a=/6 r dr.
Now the proof can be completed as in Theorem 1.
The considerations of the next example are very much in the spirit of the maximal theorem, but rather more modifications are necessary. It is a kind of local version of the first example, and we shall take advantage of the Hardy-Littlewood maximal theorem. Our motivation for this example is its importance in a convergence theorem for trigonometric polynomials (cf. [4] ). Since the result is a kind of local one, it is more appropriate to use bounded regions of integration and to consider periodic functions. For technical reasons, we shall confine attention to the E 1 case.
For a function /, locally integrable on Ea, let 
Let co(t, x) be de/ined by (10).
belongs to L ~ ( -~, ~).
Let
Let the periodic /unction / satis/y (1 l) with 1 < p < o~ and 0 < a < 1.
Then the /unction
o~(t, x)
~u (x) = sup 0<t~<~ t l+a +r r [/(8 § r>O.
--T
The following inequality, which is quite easy to see, is the analogue of the subadditivity property.
r162
IvJ<r.
It is also easy to see that Cr (-u, x)~<r (u, x) if l ul ~< r, and so
r162162162162 [u[, [vl<r.
The latter inequality is an analogue of the evenness property. 
Sums and integrals involving subadditive functions
In the sense that a countable set is of dimension 0, our first result of this section is in the same category as Theorem A: it asserts the equivalence of an integral over a certain domain with an integral over a lower dimensional domain. This theorem generalizes one of Peetre, who is responsible for the L ~ case in unpublished work. We may dispense with the evenness requirement here. However, the result is rather delicate, and we shall require both strict subadditivity and a continuity condition. Without the latter, the theorem is false, as shown by simple examples. We use below the notation "-~" to mean the equivalence of two integrals: i.e. both are infinite, both are 0, or both are finite, non-zero with their ratios bounded above and below by constants independent of the functions chosen from a certain function class. This completes the proof of the lemma, and by letting v approach oo, we have the proof of the theorem for the case p = oo. The case p = 1 is relatively easy to treat; and if 0<p< 1, then ~bv is strictly subadditive and satisfies the same continuity condition as 4. Since 0 < ~p < 1, this case can be reduced to that for which p = 1. 
Let x=r k) and y=r ~) in (13). Thus
After multiplication by 2 -k(l+pa), an integration shows that
J2~
Summing with respect to k, we obtain 
