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ABSTRACT
An important class of physical systems is those that are driven and dissipative. One
such system is the Olami-Feder-Christensen (OFC) model which was proposed as
a model for earthquake faults. Previous investigations have shown that the OFC
model can be described by equilibrium methods under certain circumstances. This
observation has explained several aspects of the OFC model and earthquake faults.
However, these studies were done at a relatively high level of noise and for systems
with a high degree of homogeneity. But real earthquake faults have a very low level
of noise and a large degree of inhomogeneity. In this work, a careful study of the
noise and its relation to the stress transfer range, dissipation parameter, and system
size is performed. In addition, a modified form of the OFC model is studied, where
we added asperities. We carefully examined the effect of the asperities on various
statistical properties of the model.
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1CHAPTER 1: Introduction
1.1 The OFC model and earthquakes
Historically, people have been trying to understand and even to forecast earthquakes.
Being born and raised in China, I have always been told that the first earthquake
detector was invented by my ancient ancestor Heng Zhang around AD 100. Despite
the fact that very little progress has been made in forecasting earthquakes [44],
current research using computer modeling has gained a good understanding of many
statistical properties of earthquakes [14, 28, 35, 10].
One of the best well-known results of modern earthquake studies is the Gutengberg-
Richter (GR) law [17]. It is an empirical law proposed by Beno Gutenberg and
Charles Richter in 1944 based on earthquake data of California. The GR law im-
plies that the number of earthquakes of a certain magnitude in a given time frame
decreases exponentially as the magnitude increases. The GR law will be discussed
in more detail in Section 1.2.
Another well known empirical law is Omori’s law [46], which describes the re-
lation between the frequency of aftershocks, n(t), and time after the mainshock.
Omori’s law is given in Equation (1.1). According to Equation (1.1), the frequency
of aftershocks decreases rapidly with time after the mainshock.
n(t) =
k
(c+ t)p
(1.1)
with p ≈ 1.
Computer simulations using simple models of earthquake faults have been suc-
cessful in understanding some of the statistical properties of earthquakes, e.g., the
GR and Omori’s laws. One well-studied model is the Burridge-Knopoff (BK) model
2consisting of blocks and springs [7, 26, 51]. A schematic of the BK model is shown
in Figure 1.1 [2]. The blocks are connected by Hooke’s law springs in the direction
of the motion of the plate . In the direction perpendicular to the plate movement,
the blocks are connected by leaf springs. Each block is also connected to a loader
plate by another Hooke’s law spring. Each block rests on a fixed plate with fric-
tional forces between the plate and the blocks. In this model, Newton’s equations
of motion for the blocks need to be solved numerically.
Figure 1.1: Schematic of Burridge-Knopoff model. KC is the spring constant of the
coil springs and KL is the spring constant of the leaf springs.
Motivated by the BK model, a cellular automaton (CA) version of the BK model
was developed and is now known as the Rundle-Jackson-Brown (RJB) model [32,
33, 37]. In this model inertia effects are ignored, each block has a stress σi, a failure
threshold σF , and energy i. The stress is the sum of the forces on the block and
the energy is 1/2 of the energy stored in all the springs connected to each block. If
σi > σF , site i fails and its stress is reduced to σR. The amount of stress transferred
to block j in the neighborhood of block i is given by
Tij =
σi − σR
KL + qKC
KC . (1.2)
3where KL is the elastic coupling of each block to the loading plate, KC is is the
leaf-spring coupling between blocks, q is the number of neighbors, and Rij is the
distance between block i and block j. Stress is transferred to all sites with the stress
transfer range R. The displacement of the failed site along the direction of plate
movement of is given by Equation (1.3).
∆x =
σi − σR
KL + qKc
(1.3)
The long-range CA model exhibits Gutenberg-Richter (GR) scaling [27, 23, 37].
The Olami-Feder-Christensen (OFC) model was independently created. It has
also been widely studied [9, 27, 6, 8]. The OFC model does not have a natural
definition of the energy, but is equivalent to the RJB model for the stress. A simple
example of the OFC model is shown in Figure 1.2. The stress on each site of the
OFC model is between the residual stress, σR = 1 and the failure threshold σF = 2.
The size of the system is 8× 8 and periodic boundary conditions are used. On the
right, part of the lattice on the left is enlarged. In this example, the stress transfer
range R is 1, meaning that if the orange site fails, a portion of the difference between
σF and residual stress, which is 2−1, is equally transferred to the 8 neighboring sites
that are in contact with the yellow square representing the stress transfer range.
The simulation procedure is as follows. A loading mechanism, called the zero
velocity limit, is used in the simulation of OFC model. At the beginning of each
plate update, the smallest amount of stress is added to each site in order to fail the
site with the highest stress. As the left panel of Figure 1.3 shows, the orange site
has the highest stress so 0.01 unit of stress is added to the orange site as well as
all other sites in the system. The right panel of Figure 1.3 shows the stresses on
each site after adding 0.01 unit of stress. The zero-velocity limit mimics the effect
4Figure 1.2: Schematic of the OFC model. In the left panel, the size of the lattice is
8×8 and periodic boundary condition is used. In the right panel, part of the lattice
in the left panel is zoomed in. The stress on each site of the OFC model is between
the residual stress of 1 and the threshold stress of 2. The yellow square represents
the stress transfer range of the orange site.
of stress increase on earthquake fault sites as the loading plate moves. By adding
the smallest amount of stress, it also ensures that there is just one initiating site or
epicenter.
Because the orange site reaches the failure threshold of 2, it fails and transfers
stress to sites within its stress transfer range. The amount of stress each neighboring
site receives is calculated with a dissipation factor α in Equation (1.4). In this
example, α = 0.2, so that the amount of stress transferred to each neighboring site
is equal to (2− 1)× (1− 0.2)/8 = 0.1.
∆σ¯ = (σF − σR)× (1− α)/Nneighbors (1.4)
After receiving stress, some other sites may also reach the failure threshold. For
example, there is a new site in orange in the right panel of Figure 1.4, whose stress
becomes 2 or greater after receiving 0.1 unit of stress from the site that just failed.
5Figure 1.3: The zero velocity limit of the OFC model. In the zero velocity limit
the smallest amount of stress is added to each site in order to fail the site with the
highest stress. In the left panel, the orange site has the highest stress so that 0.01
unit of stress is added to the orange site as well as all other sites in the system. The
right panel shows the stress on each site after adding 0.01 unit of stress.
Figure 1.4: The site fails and transfers stress to sites within the stress transfer
range R. The amount of stress each neighboring site receives is calculated with a
dissipation factor α in Equation (1.4). In this example, α = 0.2, so that the stress
transferred to each neighboring site is equal to (2 − 1) × (1 − 0.2)/8 = 0.1. After
receiving stress, other sites may reach the failure threshold. For example, there is a
new site in orange in the right panel whose stress becomes 2 after receiving 0.1 unit
of stress from the site that just failed.
6The new orange site also fails. However, because the residue stress has some
additional noise which is 50% in this example, its stress is only reduced to 1.5
instead of 1 after it fails. With noise, the amount of stress each neighboring site
receives is given by Equation (1.5).
∆σ¯ = (σi − σR)× (1− α)/q (1.5)
where
σR = σ¯R + σ¯R(2× random− 1)η (1.6)
For noise, η = 50%: the upper bound of the flat distribution is 0.5 and lower
bound is -0.5.
Figure 1.5: Stress transfer with dissipation and noise. The new orange site fails.
However, because the residual stress has some noise, which is at least 50% in this
example, its stress is reduced only to 1.5 instead of 1.0 after it fails. The amount of
stress each neighboring site receives is given by Equation (1.5).
If there are more sites with stress equal to or above the failure threshold after the
stress transfer is completed, the same failure procedure is followed; if not, as shown
in the right panel of Figure 1.5, this event ends and the total number of failures is
7counted and recorded as the size of this event. Then a new round of searching for
the site of highest stress is initiated. Stress is added again using the zero velocity
limit, and the procedure outlined above is repeated.
1.2 Results of earthquake data
As mentioned in Section 1.1, the number of earthquakes of magnitude ms is de-
scribed by the GR law of Equation (1.7). ms is equal to the logarithm (base 10)
of the amplitude of recorded seismological waves [16, 48, 18]; ns is the number of
earthquakes of magnitude ms. Observation leads to the relation in Equation (1.7).
ns = 10
a−bms (1.7)
By taking log10 of both sides of Equation (1.7), Equation (1.8) is obtained as
log10 ns = a− bms (1.8)
To get a rough idea of Equations (1.7) and (1.8), let’s look at the number of large
Californian earthquakes over a 47-year period between 1942 and 1989 as summarized
in Table 1.1[50].
Richter magnitude (ms) number of earthquakes per year(ns)
8.5− 8.9 0.3
8.0− 8.4 1.1
7.5− 7.9 3.1
7.0− 7.4 15
6.5− 6.9 56
6.0− 6.4 210
Table 1.1: Occurrence of large Californian earthquakes per year in a 47-year period
between 1942 and 1989 [50]
8If the data from Table 1.1 are plotted as log10 ns versus ms on a log-linear scale,
a straight line of slope −1.14 is obtained in Figure 1.6, which means that the b value
is 1.14. The b value is close to 1 in many seismically active regions. It means that
magnitude 3 earthquakes are 10 times as frequent as magnitude 4 earthquakes. The
b values for some earthquake fault systems show considerable variation from one
fault system to another [38].
Figure 1.6: Plot of log10 ns versus ms. Data from Table 1.1 are plotted as log10 ns
versus ms. A straight line of slope −1.14 is obtained, which means the b value is
1.14.
Another version of the GR law is given in Equation (1.9). It describes the relation
between number of earthquakes larger than magnitude ms and the magnitude ms.
Equation (1.9) is almost the same as Equation (1.7), especially in terms of b value.
Figure 1.7 shows the number of earthquakes with a magnitude larger than m per
year. The dashed line is the GR law log10N(M > m) ∝ −bm, with b = 0.95. The
9data for m < 2 do not fit the GR law well because it is difficult to detect all the
small earthquakes [49, 15]. As a result, only earthquakes larger than m = 2 are
considered in the fit [1].
N(M > ms) =
∫ ∞
m
10a−bm dms =
1
b ln(10)
10a−bms (1.9)
Figure 1.7: N(M > m) earthquakes/year versus the magnitude ms = log10(s).
N(M > m) is the number of earthquakes with a magnitude larger than m per year.
The dashed line is the GR law log10N(M > m) ∝ −Bm with B = 0.95. The data
for m < 2 do not fit well because it is difficult to detect all the small earthquakes.
1.3 Results of Computer Simulation
The three models mentioned in Section 1.1 exhibit power law scaling. The advantage
of the OFC model is that its simulation is faster than the BK and RJB models due
to its simplicity. In order to test whether my code works robustly, I generated data
with my code to match previous results by others.
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The default parameters in the OFC simulation are listed in Table 1.2. Figure 1.8
shows GR scaling of an OFC simulation with R = 10, L = 200, α = 0.05, and
η = 50%. The system was simulated for 4×106 plate updates before recording data
to remove transient effects. The next 106 events were recorded for analysis. As is
shown in Figure 1.8, the data fit the black straight line of slope −1.5 for events of
size between 1 and 100. The cutoff on the x-axis round 2 is due to the limited stress
transfer range and relatively big value of α. It has been shown that this scaling is
due to the presence of a spinodal in the limit of infinite stress transfer range [13, 38,
22].
Parameter Symbol Notes
stress transfer range R R is typically larger than 10.
system size L Lattice size. Number of sites is L× L.
Dissipation factor α α is typically between 0.01 and 0.1.
Noise η flat random distribution of amplitude η.
Failure threshold σF σi > σF , site i fails.
Residue stress σR If one fails, its stress is reduced to σR(1± η)
Table 1.2: Parameters of OFC simulations. Unless otherwise stated, σF = 2 and
σR = 1.
For finite R, imulations using smaller values of α generally get better power law
scaling as is shown in Figure 1.9.
The criticality of earthquakes has been widely studied[47, 38, 12, 45, 52, 30].
Data simulated from different values of α are actually controlled by the same crit-
ical point. The relation between ns and s for different values of e α is given by
Equation (1.10)
ns = n0
e−
1
2
α2s
s3/2
(1.10)
To remove the α dependence, I multiply both sides of Equation 1.10 by α−3 and
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Figure 1.8: Plot of log ns versus log s for the OFC simulation with R = 10, L = 200,
α = 0.05, and η = 0.5. The slope of the black straight line is ≈ −1.5 for events of
size between 1 and 100. The cutoff on the x-axis round 2 is due to the limited stress
transfer range and relatively big value of α.
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Figure 1.9: OFC simulation for different values of α = 0.1, 0.05, 0.025, and 0.01
with R = 10, L = 200, and η = 0.5. The smaller the value of α, the better the
scaling.
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obtain
nsα
−3 = n0
e−
1
2
α2s
s3/2
α−3 = n0
e−
1
2
α2s
α3s3/2
= n0
e−
1
2
α2s
(α2s)3/2
(1.11)
As a result, if the data in Figure 1.9 is plotted as nsα
−3 versus α2s, the α
dependence is removed as seen in Figure 1.10.
Figure 1.10: The α dependence is removed if nsα
−3 versus α2s is plotted so that
data simulated with different values of α should overlap with each other. R = 10,
L = 20, and η = 0.5.
For a fixed α, systems of larger stress transfer ranges R are also closer to the
spinodal so that simulations using bigger R values exhibit better GR scaling as it is
shown in Figure 1.11.
If R is already large (R > 10), increasing R does not make the GR scaling
significantly better. For example, the GR scaling for R = 10 and R = 40 is compared
in Figure 1.12. There is very little difference between 2 curves.
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Figure 1.11: OFC simulation data using different values of R. The bigger the value
of R, the better the scaling. The ratio between R and L is fixed at 1:20. As a result,
the following combinations are used for the simulation: R = 1 and L = 20, R = 3
and L = 60, R = 5 and L = 100, R = 10 and L = 200. η = ±50%
1.4 Limitations of previous studies using the OFC model
Even though the standard OFC model is successful in obtaining power law scaling,
there are several issues involved with using the OFC model to simulate earthquakes.
The first issue is that there is no systematic research on the impact of the value
of the noise η. Simulations of OFC model do not exhibit good GR scaling if η is
very small as shown in Figure 1.13 because the system evolves into a limit cycle [29].
This behavior is discussed in more detail in Chapter 3. As a result, previous work
has used values of η > 1% to obtain good scaling [31]. In contrast, the noise in real
earthquake faults is believed to be small because the contact between rocks is affected
by slight variations in strength caused by water, microcracks, and temperature, but
the impact on the residual stress is very small [24].
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Figure 1.12: Plot of log ns versus log s for R = 10 and R = 40. The ratio between
R and L is fixed at 1:20. For R = 10, L = 200. For R = 40, L = 800. η = ±50%.
Increasing R from 10 to 40 does not make the scaling significantly better.
The second issue is that the standard OFC model is a homogeneous system with
all sites having the same stress failure threshold and the same mean residual stress
while there are variations in real earthquake faults [25, 4]. One kind of variation
is an asperity, which a rock with a failure strength much larger than that of the
surrounding rocks. In the OFC model an asperity is modeled by a site with a much
higher failure threshold. Figure 1.14 shows the asperity map along the subduction
zone in northeastern Japan [53], from which we can see earthquake fault system
is not homogeneous [11], and epicenters of large earthquakes are generally near
asperities. There are also areas of faults that reduce the stress on surrounding areas
when they slip. In the OFC model these are represented by sites whose failures
16
Figure 1.13: OFC simulation data for very low noise with η = ±0.25%. R = 10,
L = 200. OFC simulation with very low noise, e.g. 0.25%, does not exhibit good
scaling.
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reduce the stress of their neighboring sites.
Figure 1.14: Asperity map along the subduction zone in northeastern Japan inferred
from regional seismic data [53]. Stars show the main shock epicenters. Contour lines
show the moment release distribution. The interval of the contour lines is 0.5 m.
Each earthquake is distinguished by color. We painted the area within the value of
half the maximum slip as an asperity.
As a result, it is important to study both the low noise and inhomogeneous OFC
model to both better understand the OFC model and to simulate earthquakes more
realistically. Moreover, it is essential to understand the impact of noise, range and
inhomogeneity on properties such as ergodicity.
Another variable not accounted for in most models is the existence of microcracks
that dissipate stress. Their existence is accounted for in the OFC model by the
dissipation coefficient α. Although there has been study of the effect of changing α,
this has not been done in conjunction with a study of noise [3].
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CHAPTER 2: OFC Model with Zero Noise
To understand the impact of noise, we first study the zero noise OFC model.
2.1 Periodicity and scaling of the zero noise model
The zero noise OFC model does not exhibit good power law scaling as shown in the
left panel of Figure 2.1. One reason is that the simulation with zero noise evolves
into a periodic state. A time series of event sizes is plotted in the right panel of
Figure 2.1. Periodic behavior is clearly observed.
Figure 2.1: Plot of log ns versus log s with zero noise for R = 10, L = 200, and
α = 0.07889. The time series of event sizes is plotted in the right panel and is also
clearly periodic.
The time series of the total stress is also periodic as shown in the left panel of
Figure 2.2. The spectrogram of the stress picks up the the periodic behavior around
15 Hz if the sampling rate is set to be 2×105. The period is 2×105/15 = 13330 plate
updates. Because the plate update t is downsampled by 10, there are 6 cycles from
4.91 × 106 to 4.99 × 106. As a result, 6 cycles correspond to 80000 plate updates,
19
which makes the period exactly 13330 plate updates.
Figure 2.2: The time series of the total stress (left panel) and its spectrogram (right
panel) for the OFC model with zero noise. R = 10, L = 200, and α = 0.1. The time
series is clearly periodic. The spectrogram of the stress picks up the the periodic
behavior at around 15 Hz if the sampling rate is set to 2 × 105. The period is
2× 105/15 = 13330 plate updates.
2.2 Scaling for different values of α at zero noise
Although ns does not exhibit good power law behavior for η = 0 and α = 0.07889
(see Figure 2.1), we now show that power law behavior can be achieved for smaller
values of α even with zero noise. There are more large events as α becomes smaller,
and the slope becomes closer to −1.5. Simulation results using different values of
alphas are shown in Figure 2.3.
If α is further decreased below 0.025, e.g. 0.0175, more large events are generated.
As a result, log ns fits better to a straight line of slope −1.5. The scaling is shown
in Figure 2.4.
If α is very small, e.g., 0.005, one site fails multiple times in one plate update.
For this reason, most data points for very small values of α are above the straight
line of slope −1.5 as shown in Figure 2.5.
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Figure 2.3: Scaling plots of ns for different values of α at zero noise. R = 10,
L = 200. The data can be fitted to a straight line with a slope gets closer to −1.5
as α becomes smaller.
Figure 2.4: Scaling of ns for α = 0.0175 at zero noise. R = 10, L = 200. For even
smaller values of α, e.g., 0.0175, more large events are generated. As a result, ns
fits the straight line of slope −1.5.
2.3 Single-failure and multiple-failure periodic behavior
For some values of α, e.g. ,α = 0.05, the zero-noise system evolves into a special
periodic state in which the event size is always one for every plate update (see
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Figure 2.5: Scaling of ns for α = 0.005 at zero noise. R = 10, L = 200. If α is very
small, one site fails multiple times in one plate update.
Figure 2.6). It means that only failed site is the one that is brought to fail in the
zero velocity limit. We refer to this behavior as the single behavior periodic (SFP)
state.
Figure 2.6: Time series of the event sizes. After a transient the event size becomes
one for each plate update. R = 10, L = 200, and α = 0.05.
However, for most other values of α, the system evolves into a periodic state in
which multiples sites fail in one plate plate update. We refer to this behavior as
multiple failure periodic (MFP) state (see Figure 2.3).
Because the behavior of the time series depends on the value of α, we explore the
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range of α that results in a SFP state. As α is increased from 0.025 to 0.0789, the
system changes from MFP to SFP behavior and then back to MFP. In particular,
the system evolves into a SFP state if α is between 0.0281 and 0.078825 as shown
in Figure 2.7.
Figure 2.7: Plot of the time series of the event size for different values of α. As α
increases from 0.025 to 0.0789, the system changes from MFP to SFP and back to
MFP. The blue curves represent a MFP state and the red curve represent a SFP
state. R = 10, L = 200, η = 0.
The scaling of event sizes after the transients is shown in Figure 2.8. For the
three plots in red, there is only one data point because the event size in the steady
state for every plate update is one.
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Figure 2.8: As α increases from 0.025 to 0.0796, the system changes from MFP
to SFP and back to MFP. The blue curves represent a MFP state and red curves
represent a SFP state. R = 10, L = 200, η = 0.
2.3.1 Stress distribution of the single-failure periodic state
To better understand the SFP state, the dynamics of the stress needs to be examined
carefully. The fact that only the epicenter fails for every plate update means that
none of the neighboring sites fail after receiving stress from the epicenter. In the
SFP state, the stress difference between the threshold stress and the stress on each
neighboring site is bigger than the amount of stress each neighboring site receives. In
other words, the system is self-organized in a way that the stress on the neighboring
sites of the epicenter are relatively low as is shown in Table 2.1. For α = 0.025
and 0.07889, the system does not evolve into SFP state, the average stress of the
neighboring sites σ¯neighbors is almost the same or even a little higher than σ¯all sites.
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In contrast, for α = 0.05, the system evolves into SFP state, the average stress of
all sites σ¯neighbors is lower than σ¯all sites by 0.0064 which is larger than the amount of
stress each neighboring site receives σtransfer = (2− 1)× (1− 0.05)/440 = 0.0022.
For the SFP state, the system is self-organized such that all neighboring sites
have low stress, even though σ¯all sites of SFP state is almost the same as that of the
MFP state.
α 0.025 (MFP) 0.05 (SFP) 0.07889 (MFP)
σ¯neighbors 1.50087 1.49459 1.49931
σ¯all sites 1.49963 1.50101 1.49803
σ¯neighbors − σ¯all sites 0.0012 -0.0065 0.0013
Table 2.1: The average stress of the neighboring sites of the epicenter compared to
the average stress of all sites. σ¯all sites of SFP is almost the same as that of MFP,
but σ¯neighbors of SFP is less than that of MFP. The difference for α = 0.05 is bigger
than the amount of stress received by each neighboring site, which is why no other
sites fail.
Despite σ¯all sites being almost the same for the SFP and MFP states, the distri-
bution of stress on all sites appear to be different as shown in Figure 2.9. The MFP
histogram is more even that the SFP histogram. The difference might be related to
inhomogeneity caused by the decreased stress around the epicenter.
2.3.2 Switching between multiple-failure periodic and single-failure pe-
riodic states by changing α
In Section 2.3, we have seen that simulations with different values of α end up
in different states. To determine whether α is the only determining parameter,
simulations are performed for 107 plate updates, during which the value of α is
changed from 0.05 to 0.025 at the end of the 5× 106 updates.
If α is the only determining factor for a MFP/SFP state, changing α from 0.05
to 0.025, should cause the system to leave a SFP state and go to a MFP state. The
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Figure 2.9: Histogram of stresses on all sites for 201 plate updates for zero noise for
α = 0.025, 0.05 and 0.00796. The MFP histogram is more evenly distributed that
the SFP histogram.
result is shown in the left panel of Figure 2.10. Similarly, if the simulation starts
with α = 0.025 and the value of α is changed to 0.05, the system switches from MFP
to SFP. The result is shown in the right panel of Figure 2.10. Hence, α appears to
determine the nature of the state.
Figure 2.10: Switch between a SFP and MFP state by changing α. Left panel:
switch from SFP to MFP by changing α from 0.05 to 0.025. Right panel: switch
from MFP to SFP by changing α from 0.025 to 0.05.
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2.3.3 Other ranges of α resulting in single failure periodic state
When α is decreased from 0.0175 to 0.005, for some values of α, e.g. α = 0.01, the
system evolves into a SFP state (see the right panel of Figure 2.11). As a result,
there are at least three ranges of α which causes the system to evolve into a SFP
state.
Figure 2.11: A SFP state appears again for small α. R = 10, L = 200. There at
least two other ranges of α that result in SFP.
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CHAPTER 3: OFC model for various values of the noise
3.1 Overview of the effect of various values of the noise
Previous work has conventionally used high noise for the simulation of the OFC
model. However, systematic study of the impact of noise is lacking. One reason for
using high noise is to make the simulation stochastic without any periodic behavior,
as is shown in Figure 3.1. To confirm that there is no periodic behavior, the spectro-
gram of system stress is analyzed and plotted in the right panel of Figure 3.1. The
spectrogram is a Fourier-transform-like analysis obtained by setting the sampling
rate, e.g. 20000 which means 20000 plate updates correspond to 1 second. The color
code reflects the intensity of the frequency band, that is, the weight of the Fourier
transfer at that frequency. Clearly, no frequency band has significant high intensity.
Figure 3.1: No periodic behavior is observed for η = 50%. Left panel shows the time
series of the stress which looks stochastic. The right panel is the spectrogram of
system stress at high noise = 50%. R = 10, L = 200, and α=0.025. The spectrogram
is a Fourier-transform-like analysis and set the sampling rate, e.g. 20000 in this case.
In the spectrogram, no frequency band has significant high intensity.
In general, the OFC model with very low noise evolves into a periodic state. Such
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periodic behavior makes the scaling worse as is shown in Figure 1.13 for η = 0.25%.
The periodic behavior can be visualized by looking at either the time trace of the
stress or the spectrogram of the system stress.
3.2 Impact of noise on the periodicity of OFC model
So far we have looked at how zero noise affects the OFC model. In this section,
we will discuss the impact of noise on its periodicity. It is known that simulations
with low noise evolve into a periodic state, but the period for different values of the
noise need to be quantified. To understand the relation between noise and periodic
behavior, simulations are run at various levels of noise between zero and 50% for
different values of α. The evolution of the total stress showsthe periodic behavior
of the system.
3.2.1 Impact of noise on periodicity for α = 0.05
From Figure 3.3 we see that for η < 0.1% the stress is clearly periodic, but increasing
the noise decreases the period. As the noise further increases, the system behaves
less and less periodic. The average period for each value of η is calculated by
measuring the duration of 10 cycles at the conclusion of 5 million plate updates.
The measured values of the period are listed in Table 3.1.
Noise(%) 0 0.005 0.01 0.015 0.05 0.1 1 5 12.5
Period 40000 11000 8000 6000 3300 2150 2345 2100 2100
Table 3.1: The periods for different values of the noise for α = 0.05. From the time
series of the stress, the average period for each value of the noise is calculated by
measuring the duration of 10 cycles at the end of the 5× 106 plate updates.
If η > 0.1%, increasing η no longer decreases the period. Instead, the intensity of
the periodic behavior becomes weaker. As is shown in Figure 3.4, for 0.1 ≤ η ≤ 10%,
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Figure 3.2: The period for different values of η for α = 0.05. If η is increased from
zero to 0.1%, the period decreases very rapidly. For 0.1% ≤ η ≤ 10% the period no
longer changes.
the band associated with periodic behavior becomes weaker as the noise increases;
in the range of noise between 10% and 30%, the periodic behavior becomes more
quasiperiodic, which means the band associated with periodic behavior disappears
for some time and reappears; if η > 30%, the periodic behavior almost disappears.
In summary, for α = 0.05, the range of noise is divided into 5 bands in Table 3.2:
zero noise, ultra low noise (0% < η < 0.1%), low noise (0.1% < η < 10%), moderate
noise (10% < η < 30%), and high noise (η > 30%). Reasons for defining the bands
this way are related to the periodic behavior and are listed in Table 3.2. For other
values of α, the general trend is similar.
3.2.2 Impact of noise on periodicity for α = 0.025 and 0.07889
Because simulations with α = 0.05 at zero noise evolve into a SFP state, it is
necessary to consider other values of α to obtain a more complete picture. The
periods are listed in Table 3.3 for α = 0.025, 0.05, and 0.07889. The general relation
between the period and the noise is the same for α = 0.05, 0.025 and 0.0789, meaning
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Figure 3.3: The total stress for 80000 plate updates for α = 0.05. For zero noise and
ultralow noise (η < 0.1%), the system is clearly periodic, but increasing the noise
decreases the period. As the noise further increases, the system behaves less and
less periodic.
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Figure 3.4: Spectrogram of the time series for the total stress over 5 million plate
updates for various values of the noise for α = 0.05. For 0.1% ≤ η ≤ 10%, the
band associated with periodic behavior becomes weaker as η increases; for 10% ≤
η ≤ 30%, the periodic behavior becomes quadiperiodic; if η > 30%, the periodic
behavior almost disappears.
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noise band range of noise description of periodic behavior
zero η = 0% zero noise
ultra low noise 0% < η < 0.1% As η increases, the period decreases
quickly.
low noise 0.1% < η < 10% As η increases, the period decreases
slowly or remains unchanged and the
periodic behavior remains well defined.
moderate noise 10% < η < 30% As η increases, the period remains un-
changed, but the behavior becomes
quasiperiodic.
high noise η > 30% No apparent periodic behavior for η in
this range.
Table 3.2: Definition of the different noise bands. For α = 0.05, the range is
divided into five bands: zero noise, ultralow noise (0% < η < 0.1%), low noise
(0.1% < η < 10%), moderate noise (10% < η < 30%) and high noise (η > 30%).
that the period decreases quickly and reaches a plateau as η is increased.
Noise(%) 0 0.001 0.01 0.1 1 5 10 20
T0.025 5333 11649 4607 1425 1200 1063 1065 1065
T0.05 40000 20414 8126 2140 2319 2056 2051 2050
T0.07889 22169 26772 11196 3289 3578 3230 3247 3250
Table 3.3: The periods for different values of the noise. The subscripts are the values
of α. For example, T0.025 stands for the period for α = 0.025.
The relation between the period and the noise for α = 0.025, 0.05, 0.07889 is
plotted in Figure 3.5. For the same value of the noise, the smaller the value of α,
the smaller the period. Also the smaller the value of α, the smaller the period in
the plateau part of the plot.
As is shown in Table 3.3, the transition from zero to ultralow noise is different
for α = 0.05 and for α = 0.025/0.07889. Specifically, if the noise is increased from
zero to 0.001%, the period increases from 5333 to 11649 for α = 0.025; in contrast,
the period decreases from 40000 to 11000 if the noise increases from zero to 0.005%.
If the noise is nonzero, the system never evolves into a SFP state. We define a
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Figure 3.5: The period versus the noise for α = 0.025 and 0.07889. The relation
between period and noise is the same for α = 0.05, 0.025, and 0.0789, meaning that
the period decreases quickly and reaches a stable value. The smaller the value of α,
the smaller the period of the stable phase.
non-zero-MFP state as the periodic state for nonzero noise.
For certain values of α, e.g., α = 0.05, increasing the noise from zero makes
the system transition from the SFP state to a MFP state for nonzero η. As η is
increased, the period decreases. However, for some values of α, e.g. α = 0.025
and 0.07889, if the system evolves from zero-noise MFP to non-zero-noise MFP, the
period initially increases before it decreases.
As is shown in Table 3.3, for all values of α, if noise is above a certain level,
increasing the noise does not make the period decrease. Instead, as is shown in
Figure 3.6, the period remains unchanged but the intensity of the periodic behavior
decreases if the noise is increased from 1% to 5%. The behavior becomes quasiperi-
odic and eventually disappears if noise is further increased.
For completeness, the spectrograms of low, moderate and high noise for α =
0.07889 are shown in Figure 3.7. Similar phenomena of intensity weakening for low
noise and becoming quasiperiodic for moderate noise are observed.
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Figure 3.6: Spectrogram of 5 million plate updates for low, moderate. and high
noises. α = 0.025. The sampling rate is 11000. The period remains unchanged, but
the intensity of the periodic behavior decreases if η is increased from 1% to 5%. The
periodic behavior becomes quasiperiodic and eventually disappears if η is further
increased.
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Figure 3.7: Spectrogram of the times series of the total stress for 5 × 106 plate
updates for low, moderate and high noise with α = 0.07889. The sampling rate
is 32500. Similar intensity weakening for low noise and becoming quasiperiodic for
moderate noise is observed.
3.3 Reasons why the period initially decreases and reaches a plateau as
the noise increases
In Section 3.2 we have seen the impact of noise on the period and intensity of the
periodic behavior. In this section, I will try to explain why the period initially
decreases and reaches a plateau.
Higher noise generates large events for ultra low noise. Scaling for 3 values of
the noise is plotted in Figure 3.8. We see that the higher the noise, the more large
events are generated.
Although the period for different values of low noise is different, the total number
of failures in one period is almost a constant and is equal to the total number of
sites in the lattice. The average total number of failures in one period <ST> for
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Figure 3.8: Higher noise generates more large events. One of the reasons may be
that higher noise cause more stress to be released when a site fails, leading to larger
events.
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α = 0.05 for different values of η is listed in Table 3.4. <ST> is calculated based
on ten periods. For L = 200, the total number of sites in the lattice is 40000. The
total number of failures in one period for noise less than 5% is almost the same as
40000 (see the last column of Table 3.4. Because the total number of failures in a
cycle is constant and higher noise corresponds to more large events, the number of
plate updates it takes to reach 40000 failures decreases as the noise increases. As a
result, the period decreases as the noise increases. Table 3.4 also shows why for the
same noise, smaller values of α correspond to shorter periods. Because the smaller
the value of α, the more large events, it takes less plate updates to reach a fixed
number of failures, which means a shorter period.
Noise(%) 0 0.005 0.01 0.05 0.1 1 5 10 15
Period 40000 10916 8126 3235 2140 2319 2056 2051 2050
<ST> 40000 39979 39999 40351 39947 40192 40102 40456 41033
Table 3.4: The total number of failures in one cycle <ST>. <ST> is calculated
based on ten cycles. For L = 200, the total number of sites in the lattice is 40000.
The total number of failures in a period for noise less than 5% is almost the same
as 40000.
If noise is greater than 10%, increasing the noise does not affect scaling much as
is shown in Figure 3.9. In other words, higher noise does not generate more large
events so that the period remains unchanged as the noise increases.
If the noise is greater than 30%, the periodic behavior becomes weaker as noise
increases as is shown in Figure 3.4. However, the period remains unchanged and
the total number of failures in one cycle is still almost a constant equal to 40000 as
shown in Table 3.5.
As for other values of α, e.g., 0.025 and 0.07889, the trend is similar. As is shown
in Table 3.6, if the noise is less than 0.1%, the total number of failures in a cycle
<ST> is almost equal to 40000. However, as the noise increases from 1%, periodic
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Figure 3.9: If the noise is greater than 10%, increasing the noise does not affect the
scaling much.
Noise(%) 1 5 10 15 20 30 40 50
Period 2319 2056 2051 2050 2050 ≈2050 ≈2050 ≈2050
<ST> 40192 40102 40456 41033 41070 40326 41300 40977
Table 3.5: The period for different values of the noise with α = 0.05. Based on the
time series of the total stress, the average period for each value of noise is calculated
by measuring the duration of ten cycles at the end of the 5 million plate updates.
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behavior becomes sporadic and <S> exceeds 40000 but remains around 41000±100
for all values of α.
Noise(%) 0 0.001 0.01 0.1 1 5 10 20
<S>0.025 40020 40035 40058 39962 40802 41217 41333 41677
<S>0.05 40000 40000 39999 39947 40192 40102 40456 41070
<S>0.07889 40001 39995 40030 40368 40955 40359 40635 40460
T0.025 5333 11649 4607 1425 1200 1063 1065 1065
T0.05 40000 20414 8126 2140 2319 2056 2051 2050
T0.07889 22169 26772 11196 3289 3578 3230 3247 3250
Table 3.6: The period for different values of the noise.
3.4 Impact of noise on the scaling of OFC model
One of the reasons why OFC simulations are conventionally run at relatively high
noise is because low-noise OFC models do not reproduce the Gutenberg-Richter law,
making low noise irrelevant for studying the underlying statistical properties of real
earthquakes. Nonetheless, the level of the noise in real earthquake fault systems
might be much lower than than is conventionally used in OFC simulations. As a
result, scaling for various noises are systematically studied in this section.
3.4.1 Scaling for different values of α at different noise
For α = 0.025, the scaling for various values of the noises are listed in Figure 3.10.
Generally, the bigger the noise, the more large events. Surprisingly, the data sim-
ulated with zero noise scales reasonably well, but the number of data points are
limited because the simulation repeats itself. If the noise is increased from 0% to
0.001%, more large events are generated, but most of the data points are below
the straight line of slope = −1.5. As the noise is further increased from 0.001% to
0.01%, more events of size between 10 and 100 are generated. By increasing the
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noise, more and more large events are generated so that the scaling becomes better
better and better. If the noise is above 5%, the scaling looks good.
Figure 3.10: Scaling for different values of η with α = 0.025. Generally, the bigger
the noise, the more large events. The data simulated with zero noise scale reasonably
well, but the number of data points is limited. When noise is increased from zero to
0.001% noise, more large events are generated, but most of the data points are below
the straight line of slope= −1.5. As the noise is further increased from 0.001% to
0.01%, more events of size between 10 and 100 are generated.
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For α=0.07889, the scalings are listed in Figure 3.11. By increasing the noise to
10%, the scaling becomes better and better; if the noise is increased beyond 10%,
the scaling does not become much better.
Figure 3.11: Scaling for different values of η with α = 0.07889. By increasing noise
till 10%, the scaling fits power law better; if noise further increased beyond 10%,
the scaling dose not fit power law any better.
To see at how noise affects scaling in the range of ultra low noise, more values
of noise are used; the results are plotted in Figure 3.12. If the noise is very small,
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e.g. 0.001%, the data points lie below the straight line of slope −1.5. As the
noise increases from 0.001% to 0.1%, the curve begins to go above the straight line,
starting from the lower end of the curve. If η is further increased, the curve begins
to approach the straight line and eventually fits to the straight line of slope −1.5
for noise bigger than 5%.
As the noise is increased from 1% to 5%, the scaling fits the GR law better (see
In Figure 3.12). To find the lowest noise that gives good scaling, simulations at
noise of 2%, 3%, 4% and 5% are plotted in Figure 3.13. As is shown in Figure 3.13,
the scaling becomes better as η is increased from 2% to 4%. However, the data for
5%-noise almost overlaps with that for 4%. Hence, for α = 0.05, 4% of noise is the
lowest noise to get good GR scaling.
3.5 Impact of noise on the ergodicity
An important class of nonconserving systems are those that are driven dissipated [31,
39, 14, 5]. The OFC model is one such system. Previous investigations have shown
that the OFC model can be described by equilibrium methods in the limit of infinite
range stress transfer. However, most of the studies were done for noise greater than
1%. Whether equilibrium methods still work at low or ultralow noise needs to be
studied.
Ergodicity is an important statistical property that is related to equilibrium [43].
For the OFC model, effective ergodicity can be characterized as the time average of
each site being the same as the ensemble time average of the system. Ergodicity is
a necessary but not sufficient condition for equilibrium. In other words, if a system
is in equilibrium, the system is ergodic; if a system is not ergodic, the system is
definitely not in equilibrium. An ergodic system is not necessarily in equilibrium.
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Figure 3.12: A more detailed look at the scaling for ultralow and low noise with
α = 0.05. In the range of ultra low noise, if noise is very small, e.g. 0.001%, it is
completely below the straight line of slope −1.5. As the noise increases from 0.001%
to 0.1%, the curve begins to go above the straight line, starting from the lower end
of the curve. If noise is further increased, the curve begins to approach the straight
line and eventually fits to the straight line for noise bigger than 5%.
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Figure 3.13: Scaling for different values of η with α = 0.05. Scaling becomes better
as the noise increase from 2% to 4%. However, data simulated with 5% noise almost
overlap with that of 4%. As a result, for α = 0.05, 4% of noise is the lowest noise
to obtain good GR scaling.
As a result, by determining the ergodicity of the system, we may get an idea how
noise affects the equilibrium status of the system [40, 41, 42].
To quantify ergodicity, we define the metric as in Equation (3.1), where N is the
total number of sites in the system, i is the index of site i. <σi>t and <σ¯>t are
given by Equations (3.2) and (3.3).
Ω =
1
N
N∑
i=1
(<σi>t −<σ¯>t)2 (3.1)
<σi>t =
1
t
∑
t
σi (3.2)
<σ¯>t =
1
t
∑
t
1
N
N∑
i=1
σi (3.3)
If the system is ergodic, Ω approaches zero as the simulation time gets longer.
The time-dependence is in Equation (3.4). As a result, the reciprocal of Ω is pro-
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portional to t as in Equation (3.5).
Ω ∝ 1
t
(3.4)
1
Ω
∝ t (3.5)
The quantity Ω(0)/Ω(t) is plotted against the plate update t in Figure 3.14. If
the noise is ultralow (< 0.1%), the inverse of the metric is not proportional to t;
the inverse of the metric initially increases quickly, but the rate of increase slows
down dramatically. If the noise is low (0.1% < η < 4%), the metric begins to look
almost linear,but the line is not completely straight. The plot of 1/Ω versus t for
noise higher than 4% is a straight line .
For R = 10, L = 200, and α = 0.05, 4% noise corresponds to the transition from
poor scaling to good scaling and from non-ergodic to ergodic. From this point of
view, ergodicity seems to be related to good scaling. Whether this is true needs to
be verified for other values of R and α.
3.5.1 Transition from non-ergodic to ergodic state
The higher the noise, the faster 1/Ω increases. The difference between the metric
for 0.1% and 0.25% is especially interesting. 0.25% noise is not much larger than
0.1%, but 1/Ω for 0.25% looks considerably more linear than for 0.1% and increases
much faster than that of 0.1%. It seems that there is a sharp transition from a non-
ergodic state to an ergodic state if the noise is increased from 0.1% to 0.25%. To
better understand the transition, the noise is increased from 0.1% to 0.25% and the
corresponding metrics are plotted in Figure 3.15. For noise smaller than 0.01125%,
1/Ω quickly reaches a plateau of value 20. If the noise is further increased from
0.01125%, increasing the noise by as little as 0.0025% makes 1/Ω increase rapidly.
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Figure 3.14: Inverse of the metric for different values of noise. If the noise is ultra
low (< 0.1%), the inverse of the metric is not proportional to t; instead, the inverse
initially increases quickly but the speed of increase slows down. For 0.1% < η < 4%
the inverse metric begins to look almost like a straight line but the line is not
completely straight. 1/Ω for higher noise than 4% forms a straight line if it is
plotted against time.
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As a result, there appears to be a threshold noise of 0.01125%, above which the
system begins to be ergodic if noise is increased by a little.
Figure 3.15: Small changes in the noise causes the transition from non-ergodicity
to ergodicity. R = 10, L = 200, α = 0.05. For η less than 0.01125%, 1/Ω quickly
reaches a plateau. If the noise is further increased from 0.01125%, increasing the
noise by as little as 0.0025% makes 1/Ω increase rapidly.
The underlying reason for such behavior will be discussed in Section 3.8. How-
ever, it may be helpful to look at some other quantities. The quantity ∆σ is defined
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in Equation (3.6). If L = 200, ∆σ = 1/40000 = 2.5× 10−5.
∆σ = (σT − σR)N (3.6)
The quantity ∆σnoise is defined in Equation (3.7). For η = 1%, R = 10 and
α = 0.05 the maximum fluctuation of the stress each neighbor receives is ∆σnoise =
0.01× (1− 0.05)/440 = 2.2× 10−5 when one site fails.
∆σnoise = η(1− α)/q (3.7)
If one site fails, the bigger ∆σNoise, the more sites can jump to a higher stress
band instead of going to the bottom of the stress band.
3.6 Stress-band picture and queue-jumping
We have seen how noise affects the periodicity, scaling, and the metric, which all
seem to be related. We have also found that the total number of failures in one cycle
is almost constant and is equal to the total number of sites. However, the underlying
mechanism is not fully understood. Mixing of the stress bands is introduced as a
more general explanation of how noise affects periodicity, scaling, and the metric.
3.6.1 Introduction to stress band picture
The stress band picture was proposed by William Klein. According to the stress
band picture, when a site fails, the failed site goes toward the bottom of the stress
bands and starts again to move upward. If one site fails for zero noise, it has to
wait till all the other sites fail before it fails again. The number of plate updates it
takes to fail all sites in the lattice is the period. As the noise increases, the system
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evolves in a less orderly fashion, which means that one site may fail more than once
in one period. In other words, the stress band picture is not exact by nonzero noise.
To see how noise affects the stress band picture, it is helpful to take a look at
the evolution of stress on one site for different values of the noise (see Figure 3.16).
The first row shows 105 plate updates and the second show 5×104 plate updates. If
the noise is less than 1% and a site fails, its stress is reduced to a number between
0.99 and 1.01. However, if the noise is high, e.g., 50%, the stress of the failed site
is reduced to between 0.5 and 1.5. The lower the stress to which it is reduced, the
longer it takes for it to fail again.
Figure 3.16: Times series of the stress on one site for various values of the noise.
The first row shows 105 plate updates and the second show 5 × 104 plate updates.
If a site fails for noise less than 1%, its stress is reduced to a value between 0.99 and
1.01. If the noise is high, e.g. 50%, its stress is reduced to between 0.5 and 1.5.
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3.6.2 Queue-jumping hypothesis
Imagine all sites are sorted by their stress. The top of the stress band has higher-
stress sites which are more likely to fail. For zero noise, each site stays in the same
order in the queue; after one site fails, it goes to the bottom of the queue. If there
is noise, a site that just failed might not go to the back of the queue. Instead the
site that just failed may move to the middle of the queue. The higher the noise, the
more queue jumping.
To study this phenomenon more quantitatively, the average loading speed, v¯, is
defined in Equation (3.8). The quantity v¯ measures how much stress is loaded per
plate update on average. The average loading time ∆t and v¯ are calculated based
on 10 to 100 cycles of stress evolution on one site. For noise less than 10%, the
periodic behavior of the system is strong so that 10 cycles are enough. For noise
greater than 10%, 100 cycles are used for the average because of the variation due
to the noise.
v¯ = (σbefore failure − σafter previous failure)/∆t (3.8)
The average loading speed and average interval between two adjacent failures
for different values of the noise are listed in Table 3.7. The relation between v¯ and
η is plotted in Figure 3.17. As η is increased from 0% to 0.1%, v¯ increases from
2.49 × 10−5 to 4.5 × 10−4. If η is increased above 0.1%, the average loading speed
reaches a plateau around 47; increasing η only makes the error bars bigger. Note
that the product of the period and v¯ is almost a constant equal to one, which means
that the stress on a site increases by σF − σ¯R per cycle.
I have also analyzed the correlation between v¯ and ∆σ between two failures.
The correlation coefficient turns out to be 0.076, which is much smaller than one.
It means that there is no correlation between v¯ and ∆σ between two failures. For
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Noise(%) 0 0.001 0.01 0.05 0.1 1 10 50
T 40000 20414 8126 3235 2140 2319 2051 ≈2050
v¯(×10−5) 2.49 4.86 12.2 29 45 42 47 47
σv¯(×10−5) 0 0.039 0.012 0.76 1.1 1.4 4 8
∆¯t 40000 20032 8141 3214 2146 2285 2039 1923
σ∆¯t 0 7.2 69 44 51 62 214 650
Table 3.7: The average loading speed and average interval between failures for
different η. T is the period, v¯ is the average loaded stress on one site per plate
update, σv¯ is the standard deviation of v¯, ∆t is the average time between two
failures of a site. σ∆t is the standard deviation of ∆t.
Figure 3.17: The value of v¯ for various η with α = 0.05. As noise increases from
0% to 0.1%, v¯ increases from 2.49 to 45. If noise is further increased above 0.1%, v¯
reaches a plateau around 47; increasing η only makes the error bars bigger.
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example, if a site fails and its stress is reduced to 0.5 for η = 50%, it will take
approximately 1.5 cycles instead of 1 cycle to reach the failure threshold. During
the extra 0.5 cycle, other sites will jump in front of it in the queue. Similarly, if a
site fails and its stress is reduced to 1.5, it might fail once more in the same cycle.
Because of the same argument, one site should not fail more than Nmax times in one
cycle, where Nmax is defined in Equation (3.9).
Nmax = floor(1/(1− η)) (3.9)
3.7 Mixing of phase space
The mixing hypothesis of phase space is related to queue-jumping from a slightly
different angle. By mixing, I mean mixing of phase space, which is defined as the
set of stress on each site. For zero noise, a stress configuration at time t will be
exactly the same as the configuration at time t+T , with T the period. This system
is not ergodic because it does not have access to the entire phase space. Instead,
the system evolves among only 40000 configurations in a cycle.
To quantify how noise affects the phase space to which the system has access,
we compare the difference between two configurations at a time difference equal to
T . This difference is denoted as ∆ in Equation (3.10). For zero noise, ∆ is zero. As
the noise increases, ∆ increases as well, meaning that the two configurations become
increasingly different. As a result, mixing becomes possible and the speed of mixing
increases. For 50% noise, ∆ = 0.365, which is close to the value 0.387 for two totally
random configurations.
∆ =
1
N
N∑
i=1
|σi(t)− σi(t+ T )| (3.10)
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Figure 3.18: The average stress difference per site between two configurations that
are one period apart for various values of the noise. For zero noise, ∆σ¯ is zero. If
noise increases, ∆ increases as well.
The correlation between two configurations that are one period apart from each
other is analyzed and shown in Figure 3.19. For zero noise, the correlation coefficient
is one, meaning they are exactly the same. If the noise increases, the correlation
coefficient decreases from 1 to 0.07, meaning the two configurations become less
correlated.
Figure 3.19: The correlation coefficients between two configurations that are one
period apart from each other for various η.
Higher noise increases the accessible phase space and causes the system to mix
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faster. The shorter mixing time explains the relation between the noise and the
metric. The slope of the metric reflects how fast the system mixes. As is shown in
Figure 3.20, the metric for ultralow noise increases very slowly. Increasing the noise
increases the number of failed sites jumping the queue, which makes the system mix
faster. The higher the noise, the more the failed sites jump the queue so that the
level of mixing is higher. As a result, higher noise makes the metric increase faster.
Figure 3.20: Metric for ultralow noise and low noise.
3.8 Impact of noise on the memory
We have seen that the low-noise OFC model behaves very differently from the high-
noise OFC case in terms of scaling and periodicity. The relation between adjacent
events is also another important aspect of earthquakes because it is important to
know whether it more or less likely for the next epicenter to be near to the current
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epicenter [21]. This section focuses on the impact of noise on the spatial distribution
of the epicenters.
3.8.1 Distance between successive epicenters
Let’s first look at the distance between the epicenters of two successive events. The
distance is defined in Equation (3.11).
∆Dij = max(|xi − xj|, |yi − yj|); (3.11)
To obtain some idea of how noise impacts the spatial distribution of epicenters,
100 successive epicenters are plotted in Figure 3.21. There are at least two apparent
differences between the left and right panels. The epicenters for 50% noise are more
evenly distributed, while the epicenters for zero noise are clustered, with many
epicenters close to the first epicenter. Because the epicenters are clustered for zero
noise, the average distance between two adjacent epicenters is smaller than that for
50% noise.
The distance between two adjacent epicenters for 106 plate updates is calculated
according to Equation (3.11). Because of the periodic boundary condition, the
maximum distance between two epicenters is 100. Figure 3.22 shows the histogram
of distances between two adjacent epicenters. The distance between two adjacent
epicenters for 0% noise is much less than that for 50%. That is, the current epicenter
has a memory of the previous epicenter so that it tends to be close to the previous
epicenter.
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Figure 3.21: Location of 100 successive epicenters for 50% and 0% noise with R = 10,
L = 200, and α = 0.025. The big red dot is the first epicenter. The small red dots
are the next 99 epicenters. The green line connects two epicenters that are successive
in time. The epicenters for 50% are more evenly distributed, while the epicenters
for 0% noise are clustered with many epicenters close to the first epicenter.
Figure 3.22: Histogram of distances between successive epicenters for zero and 50%
noise. R = 10, L = 200, α = 0.025. The distance between successive epicenters for
zero noise is much less than that for η = 50%.
3.8.2 Distance between a fixed epicenter and succeeding epicenters
Because the distance between two successive epicenters is small for zero noise, they
are closely correlated, in other words, there is memory. I quantified the memory by
calculating the distance between one fixed epicenter and the following 1000 epicen-
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ters. The analysis is shown in Figure 3.23. For 50% noise, the distance between the
reference epicenter and the following epicenters is approximately 50. For zero noise,
the distance between the reference epicenter and the following epicenters is initially
small (around 20). Then the distance increases as t increases. This behavior is
reasonable because the correlation/memory should decrease as the interval between
two epicenters increases.
Figure 3.23: The distance between the reference epicenter and the following 1000
epicenters for zero and 50% noise. R = 10, L = 200, and α = 0.025. 900 reference
epicenters are used for the analysis. For 50% noise, the distance between the ref-
erence epicenter and the following epicenters is ≈ 50. For zero noise, the distance
between the reference epicenter and the following epicenters is initially small (≈ 20).
The distance increases as t increases.
We have seen that there is memory for zero noise and no memory for 50% noise
and α = 0.05. It is interesting to see the impact of low, ultralow and moderate noise
for other values of α. The results for R = 10, L = 200, α = 0.025 are plotted in
Figure 3.24. As the noise increases, the distance between two epicenters increases
and the time to reach a plateau shortens, which means the memory becomes weaker
and shorter. If noise is increased to 1%, the memory is completely gone.
The transition from a memory state to no-memory state can be related to the
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Figure 3.24: Memory for various levels of the noise. R = 10, L = 200, α = 0.025.
As η increases, the distance between two epicenters increases and the time to reach
a plateau shortens, which means the memory becomes weaker and shorter. If the
noise is increased to 1%, the memory is completely gone.
transition from non-ergodic state to ergodic state as mentioned in Section 3.5. As is
shown in Figure 3.25, if the noise is increased to 0.1125%, the memory still exists.
However, if the noise is increased by 0.0125% to 0.125%, the memory is removed. To
confirm that the memory is removed, histograms of the distance between successive
epicenters are plotted in the third row of Figure 3.25. As the noise is increased
from 0.1125% to 0.125%, the histogram is changed to a distribution similar to that
for 50% noise shown in Figure 3.22. Accordingly, the inverse of the metric increases
much faster for η = 0.125%. If there is memory, the epicenters are clustered, which
limits the speed of mixing. This also explains why the period decreases and reaches
a plateau. For the range of noise in which the period decreases (0% < η < 0.1125%),
memory exists which explains why the metric increases so slowly. In this range of
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the noise, the decrease of the memory due to increase of the noise results in the
decrease of the mixing time and thus decrease of the period.
Figure 3.25: The system with memory has a shorter mixing time than a system
without memory. If the noise is increased by 0.0125% from 0.1% to 0.1125%, the
memory is not removed. However, if noise is increased to 0.125%, the memory is
removed. To confirm that the memory is removed, the histograms of the distance
between adjacent epicenters are plotted in the third row.
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CHAPTER 4: Impact of stress transfer range and system size
4.1 Impact of stress transfer range on scaling for low noise
Figure 1.11 shows that scaling is improved by increasing the stress transfer range
R from 1 to 10 for 50% noise. We have also seen that for R = 10 and η ≤ 1%, the
data does not fit GR scaling. It is interesting to check whether increasing R yields
better scaling for ultralow noise. For η = 1%, the data for R = 10 and R = 40 are
plotted in Figure 4.1. The green curve (R = 10) does not fit a power law well, but
the red curve (R = 40) does. As a result, even if the noise is low, e.g. 1% or lower,
scaling can be improved by increasing R. It is reasonable to infer that the lowest
noise to obtain good scaling decreases as R increases.
Figure 4.1: Scaling for different R for η = 1%. The green curve (R = 10) does not
fit a power law well, but the red curve (R = 40) does.
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4.2 Impact of R and L on the period
To avoid finite-size effects, L is usually chosen to be least 20 times R. The stress
transfer range R affects the size of the events and L specifies the number of sites
in the lattice. It is necessary to quantify the impact of R and L on the periodic
behavior.
Based on the results of Section 3.3, the total number of failures in a cycle is equal
to the total number of sites in the lattice. If L is increased and other parameters
remain unchanged, the average event size should remain the same and the period
should increase. The relation between the period T and L is given by Equation (4.1).
To confirm this relation, the periods for different L are listed in Table 4.1 and plotted
in Figure 4.2.
T ∝ L2 (4.1)
L 100 200 300 400 800
T 1000 4000 9000 16000 64000
Table 4.1: The periods for different L for R = 10, α = 0.05, η = 0.2%. We see that
T ∝ L2.
If R is increased and other parameters remain unchanged for low noise, the
average event size should increase and the period should decrease. Periods for
different R are listed in Table 4.2 and plotted in Figure 4.3. For noise= 0.2%, T
decreases as R increases. As R is increased, the average event size reaches a plateau.
As a result, increasing R makes T decrease and reach a plateau. The trend can also
be seen from the decrease of the rate of decrease of T as R gets bigger.
If both R and L increase while the ratio of L/R is fixed at 20, the period still
increases. Periods for different R and L are listed in Table 4.3 and plotted in
Figure 4.4 for α = 0.05, η = 0.2%.
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Figure 4.2: The periods for different L with R = 10, α = 0.05, and η = 0.2%. T is
proportional to L2.
R 10 15 20 25
T 17000 10400 9500 9000
Table 4.2: Periods for different R with L = 400, α = 0.05, and η = 0.2%. T
decreases as R increases. The decrease of T slows down as R becomes bigger.
Figure 4.3: Periods for different R with L = 400, α = 0.05, η = 0.2%. T decreases
as R increases. The decrease of T slows down as R becomes bigger.
R 10 15 20
L 200 300 400
T 4000 5800 9500
Table 4.3: Periods for different values of R with the ratio L/R fixed at 20 for
α = 0.05, η = 0.2%. As R increases, the period still increases.
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Figure 4.4: Periods for different R while the ratio L/R is fixed at 20 for α = 0.05,
η = 0.2%. As R increases, the period still increases.
4.3 Impact of R and L on the metric
As was shown in Section 4.1, if the noise is low, e.g., 1%, increasing the stress
transfer range from R = 10 to R = 40 yields better scaling. It is useful to check
whether increasing R and L changes the mixing time.
To see the impact of increasing L, R is fixed at 10 and L is increased from
200 to 800 for α = 0.05 and η = 1%. 1/Ω for L = 200 and L = 800 is plotted
in Figure 4.5. 1/Ω for L = 200 increases much faster and is more linear than
for L = 800. As expected, the period for L = 800 is 16 times of that for L = 200.
However, the ratio between the final values of 1/Ω for L = 200 and L = 800 is about
2600/100 = 26 > 16. This qualitatively shows that the mixing rate is significantly
decreased as L increases and the slowing down is not just due to the longer period.
As a result, the smaller the value of L, the faster the system mixes.
The fast increase at the beginning of the metric for short times also exists for
L = 200 as shown in Figure 4.6. The initial sharp increase of 1/Ω exists for both,
but the number of plate updates to reach the value of 100 is 1.3× 105 for L = 200
versus 3× 106 for L = 800. The two values give a ratio of about 23 which is again
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Figure 4.5: 1/Ω for L = 200 and L = 800 with R = 10, α = 0.05, and η = 1%
increases much faster and is more linear than for L = 800. The mixing rate is
significantly smaller as L increases. As a result, the smaller the value of L, the
faster the system mixes.
bigger than 16, implying that the faster mixing rate for L = 200 is not just due to
a shorter period.
Figure 4.6: Initial rapid increase of 1/Ω for L = 200, R = 10, α = 0.05, and η = 1%.
1/Ω for R = 10 and R = 40 is plotted for L = 800 in Figure 4.7. 1/Ω for R = 40
initially increases significantly faster than that for R = 10. After some time, the
slope become similar for both R = 10 and R = 40. For η = 1%, 1/Ω for R = 40
seems more linear than that for R = 10. As a result, increasing R makes the system
mix faster. The increase of the mixing rate is related to the decrease of the period
which allows the system to go through more cycles in a fixed amount of time. For
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example, for η = 1%, the period for R = 10 is 37100 and that for R = 40 is 32000.
The difference between periods is small, but the final values of 1/Ω are 300 versus
100.
Figure 4.7: The inverse of the metric for R = 10 and R = 40 with L = 800 and
α = 0.05 for both. η = 1% for the left panel and η = 0.01% for the right panel. 1/Ω
for R = 40 initially increases much faster than that for R = 10. For η = 1%, 1/Ω
for R = 40 seems more linear than that for R = 10.
If the ratio of L/R is fixed at 20, R is increased to 40 and L is increased to 800.
1/Ω for R = 10 and R = 40 for η = 1% and α = 0.05 is plotted in the left panel of
Figure 4.8. 1/Ω for R = 10 and R = 40 at η = 0.01% is plotted in the right panel.
At fist glance, the system with R = 40, L = 800 has a longer mixing time than the
system with R = 10&L = 200 because 1/Ω of R = 10, L = 200 looks more linear
than that of R = 40&L = 800. Besides, 1/Ω for R = 10&L = 200 increases much
faster than that of R = 40&L = 800, which means the rate of mixing is much faster.
The period for R = 40, L = 800 is 32000 versus 2300 for R = 10, L = 200.
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Figure 4.8: 1/Ω for R = 10, L = 200 and R = 40, L = 800 with α = 0.05 and
η = 1%.
4.4 Periodicity of the metric
The inverse metric for R = 40 in the right panel of Figure 4.9 looks periodic. To
look at the metric more closely, the plot is enlarged and shown in Figure 4.9. It is
obvious that the metric evolves in a periodic pattern.
Figure 4.9: The periodicity of the metric for R = 10, L = 200, α = 0.05, η = 0%.
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To better visualize the periodic behavior of the metric, the metric is detrended
so that it is easier to see the periodic behavior. Detrending means that I subtracted
the best linear fit from the data. Even if the inverse metric looks linear, it evolves
periodically. For example, for R = 10, L = 200, α = 0.05 and noise = 1%, the
metric looks linear as shown Figure 3.14, but the metric has clear periodic behavior
as shown in Figure 4.10. The period of 1/Ω matches the period of the stress as
shown in Figure 4.10. Hence, the periodic behavior of the stress is also reflected by
the metric.
4.5 Impact of system size and stress transfer range on memory
The impact of the noise on memory was discussed in Section 3.8. Because both L
and R have an impact on the periodic behavior of the system, it is necessary to
study their impact on the memory as well.
4.5.1 Impact of L on memory
To see the impact of L, two data sets were simulated with the following parameters:
L = 200 versus L = 800 with R = 10, α = 0.05 and η = 0.01%. To compare
the memory, histograms of the distance between successive epicenters are plotted in
Figure 4.11. As L increases from 200 to 800, the histogram becomes more similar
to that of a no-memory system. Hence, memory decreases as L increases. In other
words, the memory for L = 200 is an effect of finite system size. However, for
L = 200, the finite-size effect is removed if the noise is greater than 0.0125% as was
found in Section 3.8.
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Figure 4.10: The period of the metric and the total stress. The metric is detrended
so that it is easier to see the periodicity; the period of 1/Ω matches the period of
the stress.
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Figure 4.11: Impact of L on memory. L = 200 versus L = 800 with R = 10,
α = 0.05, and η = 0.01%. As L increases from 200 to 800, the histogram becomes
more similar to that of a no-memory system. As a result, memory decreases as L
increases.
4.5.2 Impact of R on memory
To see the impact of R, the two data sets were simulated with the parameters:
R = 10 versus R = 40, L = 800, α = 0.05 and η = 0.01%. The histograms of the
distance between adjacent epicenters are plotted in Figure 4.12. As R increases from
10 to 40, the secondary peak at the lower end of the histogram disappears so that
the histogram for R = 40 becomes similar to that of a no-memory system. Hence,
memory decreases as R increases.
Data for η = 0.001% is also compared for R = 10 and R = 40 for L = 800 and
α = 0.05. The result is in Figure 4.13. As R increases from 10 to 40, the secondary
sharp peak at the lower end of the histogram becomes wider. It is not as obvious in
this case which histogram corresponds to weaker memory. If it is true that bigger
R corresponds to weaker memory, the histogram with the wider peak corresponds
to weaker memory. It also shows that decreasing memory by increasing R is not as
effective as increasing noise, especially if noise is ultralow.
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Figure 4.12: Impact of R on memory. R = 10 versus R = 40 for L = 800, α = 0.05,
and η = 0.01%. As R increases from 10 to 40, the secondary peak at the lower end
of the histogram disappears, so that the histogram for R = 40 becomes similar to
that of a no-memory system.
Figure 4.13: Impact of R on memory. R = 10 versus R = 40 with L = 800, α = 0.05
and η = 0.001%. As R increases from 10 to 40, the secondary sharp peak at the
lower end of the histogram becomes wider.
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To quantify memory that lasts longer than one plate update, the average distance
between the reference epicenter and the following 500 epicenters is compared for
R = 10 and R = 40 (L = 800, α = 0.05 and η = 0.01%.) The result is plotted in
Figure 4.14. Each data point is averaged over 10 successive epicenters to show the
difference more clearly. Even if the effect of memory is weak because of large system
size L = 800, there is still a clear effect of memory for about 200 plate updates. The
data points for R = 40 are generally above those for R = 10, which implies weaker
memory for R = 40. This result matches that in Figure 4.12.
Figure 4.14: The average distance between the reference epicenter and the next 500
epicenters for R = 10 and R = 40. (L = 800, α = 0.05 and η = 0.01%.) Each
data point is averaged over 10 successive epicenters. There is still a clear effect of
memory for a time of about 200 plate updates. The data points for R = 40 are
generally above those for R = 10, which implies weaker memory for R = 40.
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CHAPTER 5: Low-noise OFC model with asperities
5.1 Introduction to asperities
As was mentioned in Section 1.4, the standard OFC model is homogeneous with
all sites having the same stress failure threshold and the same mean residual stress.
There are variations in real earthquake faults [36]. Asperities is one variation that
can be included in the OFC model as sites with much higher failure thresholds than
other sites. An asperity means that the surface roughness along the interface of the
fault is higher (see Figure 5.1). Because the two fault surfaces are compressed by
the normal force, the area is stuck or locked. As the two faults slide relative to each
other, stress on the asperity sites increases.
Figure 5.1: The interface between the blue and red plate is rough corresponding
to an asperity. Because the two fault surfaces are compressed, the asperity area
is stuck or locked. As the two faults slide relative to each other, the stress on the
asperity sites increase.
Asperities are important because they are associated with large earthquakes and
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epicenters of large earthquakes. Intuitively, the more asperities added to the OFC
model and the higher their failure threshold, the more large events are generated.
However, there has been no systematic study of how asperities affect the OFC model
with various levels of noise, especially zero or low noise.
5.2 Zero-noise OFC model with one asperity
Zero-noise OFC model is an important case to study because of its simplicity. The
results of adding one asperity to the zero-noise OFC model can be very useful. I will
begin with adding one asperity site to the standard OFC model and characterize its
properties.
The simulation configuration is as follows: R = 10, L = 200, α = 0.025, and
η = 0. One asperity site with a failure threshold of σF = 100 is added to the
lattice. The scaling of such a system is compared to that of system with no asperity
is shown in Figure 5.2. Surprisingly, the scaling for only one asperity is very good
with a slope of −1.55. The maximum event size is increased from 1000 to 15000.
The periodic behavior with one asperity of σF = 100 is very different from that
of system without an asperity. The time series of the total stress is compared in
Figure 5.3. The period for one asperity is around 900, which is much smaller than
5330 for a system without an asperity. The period is even smaller than 1060, which
is the period for the system without asperities and high noise. If the noise is zero,
the periodic behavior for the system with one asperity is not as well defined as
zero-noise OFC model without asperities.
The periodic behavior of stress for 5 × 106 plate updates is visualized in the
spectrogram in Figure 5.4. A sampling rate of 8000 is used for the analysis. The
strong band around 10 Hz means that the period is about 800. There is a transient
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Figure 5.2: Zero-noise OFC model with one asperity and σF = 100. R = 10,
L = 200, α = 0.025, and η = 0. The scaling is very good with a slope of −1.55.
The maximum event size increases from 1000 to 15000.
Figure 5.3: Time series of the total stress for a system without asperities and a
system with one asperity. R = 10, L = 200, α = 0.025, and η = 0. The period with
one asperity is around 900, which is much smaller than 5330 for system without an
asperity. For the system with one asperity, the periodic behavior is not as regular.
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of about 1.6× 106 updates after which the periodic behavior becomes more regular.
This periodic behavior is not as regular as what we observed without an asperity at
zero noise in Section 3.2.
Figure 5.4: Spectrogram of the total stress for the zero-noise OFC model with one
asperity. 5 million plates updates are analyzed. A sampling rate of 8000 is used for
the analysis. The strong band around 10 Hz means the period is about 800. There is
a transient of about 1.6 million updates after which the periodic behavior becomes
more regular.
The period of the stress on the asperity site is about 70000 Hz, which is much
larger than 800, the period of the total stress (see Figure 5.4). There may be
secondary periodic behavior due to the periodicity of the stress on the asperity site.
To verify, the sampling rate is set to be 7×105 for the spectrogram analysis shown in
Figure 5.5. The band around 10 Hz means that there is secondary periodic behavior
with period 70000 Hz. Because the period of the stress of the asperity site Tasperity is
much larger than the period of the total stress Ttotal Stress, the two periodic behaviors
do not interfere with each other. If the failure threshold of the asperity site is
smaller, it fails more frequently. If Tepicenter is not much larger than Ttotal stress, the
two periodic behaviors may interfere with each other as will be discussed in more
detail in Section 5.3.
To see the periodicity of the stress on the asperity site and its correlation to the
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Figure 5.5: Spectrogram of system stress for the zero-noise OFC model with one
asperity site. 5 million plates update are analyzed. A sampling rate of 7 × 105 is
used. The band around 10 Hz means that there is a secondary periodic behavior
with a period of 70000.
event size, the time series of the stress on the asperity site is plotted on top of the
corresponding time series of event size in Figure 5.6. The time series is taken from
the end of a simulation of 5 million plate updates. The period for the stress on the
asperity is about 69500. The time series of the event larger than 20000 may have a
similar period, but their periodic behavior is less regular. The failure of an asperity
does not result in the largest event in the time series. The peaks observed in the
time series of event size may be related to foreshocks and aftershocks [32, 20, 19].
To look at the relation between the total stress and the event size more carefully, a
time series of the event size and corresponding total stress and stress on the asperity
are plotted for 104 plate updates. The asperity site fails at t = 5000 which can be
seen from the drop of the total stress. It is also interesting to observe that there are
more events larger than 5000 before the asperity site fails. After the asperity site
fails, the next two cycles have a longer period. If one cycle is defined as the interval
between two successive maxima of the total stress, the total number of failures in
one cycle is still almost a constant equal to 40000, the total number of sites in the
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Figure 5.6: Time series of event sizes (red) and stress on an asperity site (blue).
R = 10, L = 200, α = 0.025, and η = 0. The period of the stress on the asperity is
about 69500. The peak of the time series of the events may have the same period,
but the periodic behavior is less regular. The failure of the asperity does not result
in the largest event in the time series.
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lattice. The cycle containing the failure of epicenter has slightly more failures.
Figure 5.7: Time series of event size (red) and stress on an asperity site (blue).
R = 10, L = 200, α = 0.025, and η = 0. The period for the stress on the asperity is
about 69500. The peak of the time series of the events may have the same period,
but its periodic behavior is less regular. The failure of asperity does not result in the
largest event in the time series. The blue curve is the total stress, which is between
59600 to 60400. The red curve is the event size. The green curve is the stress on
the asperity, which is between 1 and 100.
To characterize the system in more detail, let us look at some numbers associated
with the asperity in the system. The following analysis is based on 1.5× 107 plate
updates after 4× 106 updates have been discarded to get rid of the transients. The
mean number of failures of the asperity site per 106 plate updates is around 14.5.
The average size of the events that include a failure of an asperity site is 13443±6418;
the maximum event is 28928 and the minimum size is 3322. The average size of
2000 events before the failure of the asperity site is 59.2, compared to the average
size of 34.9 after the failure of the asperity. Because the total number of failures in
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cycle is a constant, the smaller average size of events corresponds to a longer period
as is shown in Figure 5.7. The average number of events larger than 5000 in the
2000 plate updates before the failure of the asperity is 4.5 versus 1.1 after the failure
of the asperity.
The system is not ergodic as is shown in Figure 5.8.
Figure 5.8: The inverse of the metric for zero-noise with one asperity. The system
is not ergodic.
5.3 Zero-noise model with one asperity of different failure thresholds
We have discussed the zero-noise OFC model with one asperity of σF = 100. In this
section, I present data using different failure thresholds for the asperity site.
If the failure threshold of the asperity site is low, the asperity site should fail
more frequently. The scaling for a failure threshold of 3 is shown in Figure 5.9, along
with that for failure threshold of 100. The plot for σF = 3 (blue curve) is above the
plot for σF = 100 (red curve) for most of the range of s. The red curve has a bigger
range along the horizontal axis, meaning there are more large events for σF = 100.
The dynamics of the system for 5000 plate updates is shown in Figure 5.10. A
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Figure 5.9: Scaling for the zero-noise OFC model with one asperity of failure thresh-
old equal to 3. The plot for σF = 3 (blue curve) is above the plot for σF = 100
(red curve) for most of the range of s. The red curve has a bigger range along the
horizontal axis, meaning there are more large events for σF = 100.
time series of the stress on the asperity site (green curve) is plotted on top of the
corresponding time series (red curve) of the event size. The asperity site failed 12
times in 5000 plate updates, corresponding to a period of about 440. The failure of
asperity site does not directly result in large events. One large event of size around
20000 occurs before the failure of the asperity site and another large event of size
around 15000 occurs after the failure of the asperity site.
A time series of the stress on the asperity site is plotted on top of the corre-
sponding time series of system stress in Figure 5.11. The system stress looks fairly
periodic with a period of 440 plate updates.
If the sampling frequency is equal to 4400 Hz, the spectrogram does not pick up
a 10 Hz band of high intensity in the left panel of Figure 5.12. The reason may be
that the threshold of the asperity is not high enough to cause observable changes.
If the sampling frequency is set as 17000 Hz, a 10 Hz band of high intensity appears
in the right panel of Figure 5.12.
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Figure 5.10: Time series of the stress on the asperity site (green curve) is plotted
on top of the corresponding time series of the event size (red curve). The asperity
site failed 12 times in 5000 plate updates. The failure of the asperity site does not
directly result in large events.
Figure 5.11: Time series of stress on the asperity site is plotted on top of the
corresponding time series of system stress.
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Figure 5.12: Spectrogram analysis for zero noise OFC model with one asperity with
σF = 3. If sampling frequency is set to be 4400 Hz, the spectrogram does not pick
up a 10 Hz band of high intensity in the left panel. If the sampling frequency is set
as 17000 Hz, a 10 Hz band of high intensity shows up in the right panel.
I compare the different behavior for different values of σF in the Table 5.1.
Threshold 3 5 10 50 100
Tasperity 440 1170 5154 32230 69000
Table 5.1: Period of the stress on the epicenter versus the failure threshold of asperity
site.
The data in Table 5.1 is plotted in Figure 5.13. The period depends linearly on
the failure threshold, which means the loading rate of the stress on the asperity site
is the same for all values of σF . In Section 3.6, we have seen that the stress loading
rate is affected by noise. From Figure 5.13, we know the stress loading rate on the
asperity site is not affected by the value of the asperity failure threshold.
The scaling, time series of the event size, and the spectrogram of system stress
for four values of the failure threshold are plotted in Figure 5.14. The four values
are 3, 5, 10, and 100, corresponding to the 1st row, 2nd row, 3rd row and 4th
row of the figure. If the failure threshold of the asperity is low, e.g., 3 and 5, the
periodic behavior caused by the asperity site is reflected in the spectrogram. If the
failure threshold of the asperity is high, e.g., 100, the periodic behavior caused by
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Figure 5.13: The period of the stress on the asperity site versus its failure threshold.
The period depends linearly on the failure threshold.
the asperity site is reflected in the spectrogram.
5.4 OFC model with one asperity for different values of the noise
To see the impact of noise, the noise is increased from zero to 10% with one as-
perity with σF = 100. The scaling without asperities and that with one asperity is
compared for different η in Figure 5.15. If η < 0.1%, the asperity has a significant
impact on the scaling; the scaling fits a power law better than the system without
asperities. If η > 1%, the asperity has little impact on the scaling and scaling is
almost the same as that for OFC model without asperities.
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Figure 5.14: Time series of event size and spectrogram of the total stress for four
values of the failure threshold. If the failure threshold of the asperity is low, e.g.,
3 and 5, the periodic behavior caused by the asperity site is not reflected by the
spectrogram.
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Figure 5.15: Scaling for without asperities and one with σF = 100 for different η.
If η < 0.1%, the asperity has a significant impact on the scaling; the scaling fits a
power law better with the asperity than without. If η > 1%, the asperity has little
impact on the scaling.
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CHAPTER 6: Concluding Remarks
In this chapter, I summarize my results and discuss some open questions.
6.1 Behavior for zero noise and no asperities
In this section I summarize the results for the zero-noise OFC model without asper-
ities. The system evolves into a periodic state. The phase space of the model is very
limited. As a result, the maximum event size is small and the number of data points
for a scaling analysis is small. The smaller the value of α, the more large events.
For most values of α, the system evolves into a periodic state in which more than
one failure occurs in one plate update, which I refer to as a multiple-failure-periodic
(MFP) state. However, for certain values of α, the system evolves into a special
periodic state in which only the epicenter fails in every plate update, which I de-
fine as single-failure-periodic (SFP) state. There are at least three ranges of α that
make the system evolve into a SFP state. The reason why the system evolves into
a SFP state is that the system is self-organized in a way that a low-stress basin-like
structure is formed around an epicenter so that the failure of the epicenter does not
trigger other failures. The deciding factor for whether the system is in SFP or MFP
state is the value of α. By changing the value of α, the system can switch between
SFP and MFP state in the middle of a simulation.
6.2 Behavior for nonzero noise without asperities
High values of noise have been conventionally used to generate data with good scal-
ing. However, the low-noise case is important because the noise in real earthquake
faults is small. Specifically, for R = 10, L = 200 and α = 0.05, as the noise is in-
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creased from zero to 50%, the period quickly decreases and reaches a plateau if the
noise is higher than 0.1%. The higher the noise, the weaker the periodic behavior.
If the noise is greater than 30%, the periodic behavior disappears. Regardless of
the value of α or noise, the total number of failures in a cycle is a constant equal
to the total number of sites in the lattice. Because smaller value of α corresponds
to larger average event size, the plateau period for smaller values of α is smaller.
As the noise increases from zero, the average event size increases quickly. Because
the total number of failures in a cycle is a constant, the period decreases quickly.
If noise is higher than a certain value, increasing the noise does not increase the
average event size, and thus the period reaches a plateau. The higher the noise, the
better the scaling and the shorter the mixing time of the system.
In the stress band picture, all sites are queued to fail in a strict order for zero
noise. Nonzero noise makes more sites jump the queue which disrupts the stress
band picture. High noise makes the system access a larger phase space and the
mixing rate of phase space is faster. Two configurations taken at a time interval
of one period become increasingly different as the noise increases. The correlation
between the two configurations decreases as noise increases. The memory of the
system also decays as noise increases.
6.3 Impact of R and L on the system for a fixed value of α
The bigger R, the better the scaling, and the shorter the period. As L increases,
period increases at T ∝ L2. If the ratio between R and L is fixed, increasing R
and L make the period decrease. Increasing R makes the system mix more quickly.
Increasing L makes the mixing time longer. If the ratio between R and L is fixed,
increasing R and L makes the mixing time longer. Also, the bigger L and R, the
88
weaker the memory.
6.4 Model with asperities
By adding one asperity to the zero-noise OFC model, the scaling was significantly
improved with a slightly different slope of −1.55. If the failure threshold of the
asperity site is high, there are two periodic behaviors – one is due to the periodic
behavior of the asperity site and the other is the inherent periodic behavior caused by
the constant number of failures in a cycle. If the failure threshold of the asperity site
is low, the periodic behavior of the asperity site is not reflected in the spectrogram.
If noise is increased from zero to 10% with one asperity with σF = 100, the asperity
site has a significant impact on the scaling for noise below 0.1%. For noise higher
than 1%, the scaling of with one asperity is almost the same as that of model without
asperities.
6.4.1 Future work
In the future I plan to study OFC model with one asperity of various failure thresh-
olds for various values of noise. After that, I will add more than one asperity and
assign different distributions to the failure thresholds of the asperity sites. If there
are multiple asperities, it would be interesting to study various spatial arrangements
of the asperities, e.g. clustered asperities, which mimics the geographic distribution
of asperities in reality.
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