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Abstract
Deep learning has recently raised hopes and expectations as a general solution for
many applications (computer vision, natural language processing, speech recognition,
etc.); indeed it has proven effective, but it also showed a strong dependence on
large quantities of data. Generally speaking, deep learning models are especially
susceptible to overfitting, due to their large number of internal parameters. Luckily,
it has also been shown that, even when data is scarce, a successful model can be
trained by reusing prior knowledge. Thus, developing techniques for transfer learning
(as this process is known), in its broadest definition, is a crucial element towards the
deployment of effective and accurate intelligent systems into the real world. This
thesis will focus on a family of transfer learning methods applied to the task of visual
object recognition, specifically image classification. The visual recognition problem
is central to computer vision research: many desired applications, from robotics to
information retrieval, demand the ability to correctly identify categories, places, and
objects. Transfer learning is a general term, and specific settings have been given
specific names: when the learner has access to only unlabeled data from the target
domain (where the model should perform) and labeled data from a different domain
(the source), the problem is called unsupervised domain adaptation (DA). The first
part of this thesis will focus on three methods for this setting. The three presented
techniques for domain adaptation are fully distinct: the first one proposes the use
of Domain Alignment layers to structurally align the distributions of the source
and target domains in feature space. While the general idea of aligning feature
distribution is not novel, we distinguish our method by being one of the very few
that do so without adding losses. The second method is based on GANs: we propose
a bidirectional architecture that jointly learns how to map the source images into the
target visual style and vice-versa, thus alleviating the domain shift at the pixel level.
The third method features an adversarial learning process that transforms both
the images and the features of both domains in order to map them to a common,
agnostic, space.
While the first part of the thesis presented general purpose DA methods, the
second part will focus on the real life issues of robotic perception, specifically RGB-D
recognition. Robotic platforms are usually not limited to color perception; very often
they also carry a Depth camera. Unfortunately, the depth modality is rarely used
for visual recognition due to the lack of pretrained models from which to transfer
and little data to train one on from scratch. We will first explore the use of synthetic
data as proxy for real images by training a Convolutional Neural Network (CNN)
on virtual depth maps, rendered from 3D CAD models, and then testing it on real
robotic datasets. The second approach leverages the existence of RGB pretrained
models, by learning how to map the depth data into the most discriminative RGB
representation and then using existing models for recognition. This second technique
is actually a pretty generic Transfer Learning method which can be applied to share
knowledge across modalities.
Keywords: deep learning, domain adaptation, transfer learning, rgb-d, depth,
generative, recognition
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1Chapter 1
Introduction
We are living the artificial intelligence revolution. Almost every day an article
in the news pops up, telling us how cars will soon be fully autonomous and robots
will finally help us to do our house chores. New AI startups are constantly being
launched and big companies are expanding their research teams and creating new
labs. For this new wave of optimism, we must thank the renaissance of the neural
network [126, 84] (today known as deep learning) paradigm, which was sparked in
2012 by the spectacular success of Krizhevsky’s AlexNet [80] on the ImageNet [32]
challenge.
Since 2010, the annual ImageNet Large Scale Visual Recognition Challenge[127]
(ILSVRC) is a competition where research teams evaluate their algorithms on the
given data set, and compete to achieve higher accuracy on several visual recognition
tasks. AlexNet, a convolutional neural network (CNN), managed to outperform
all other competing, non deep learning (we call them shallow today) methods by
a large margin on the object classification (over 1000) categories challenge. This
caused a huge paradigm shift in the Computer Vision field (soon extended to many
other research fields) which prompted large improvements across many tasks and
promoted the widespread optimism in the capabilities of AI we are currently seeing
today. Indeed, deep learning has changed the research landscape in visual object
recognition over the last few years. Convolutional neural networks have become
the new off the shelf state of the art in visual classification and thanks to these
improvements we are actually starting to see real life applications, such as effective
face and landmark recognition on our smartphones. The robot vision community
has also attempted to take advantage of the deep learning trend, as the ability of
robots to understand what they see reliably is critical for their deployment in the
wild.
Unfortunately, as good as convolutional neural networks may be, they have a
strong limitation: training a deep model from scratch requires lots of labeled data
(as reference, the ILSVRC recognition dataset contains almost 1.5M images). Due
to the large number of internal parameters of these deep networks, learning on small
sets of data will often lead to overfitting and poor generalization. The good news
is that, if we first train on a suitably large and diverse dataset, we obtain a model
which, with little supervision, will perform well on a different, but related, task. This
process of learning transfer, known as finetuning [177, 169, 33, 170], is what makes
it possible to exploit the deep learning potential on smaller sets of data. Finetuning
a model still requires some labeled data belonging to our target domain; this may,
in today’s age of big data, initially appear as a non-problem but it is not so for a
variety of reasons.
The web, with its easy access to large quantities of pictures (Google Image
2Figure 1.1. Sample images of certain classes (stapler, water bottle, cellphone, spray can)
as seen in a wed dataset, Imagenet [127], on the left, and in a real-life like dataset
(JHUIT-50 [87], HelloiCubWorld [38]), on the right. Note that while they should be
representing the same things, the images have very little in common
Search1, Instagram2, Pinterest3, etc..) seems the ideal and cheap source of labeled
images, but present two significant challenges: data annotation and data bias. Once
you download images from the web, you must assign them labels, which is costly, in
order to be able to train on them. Most web sources can provide labels, but they
usually are noisy [118] and this will affect the final performances. For the scope of
this thesis we will assume to be working with hand annotated data and consider our
labels noise-free.
Even with perfect annotations, we still have to deal with the issue of data
bias[155]. A simple intuition of this problem can be had looking at Fig. 1.1. The
images on the left belong to a dataset which was mined from the web, the images
on the right were captured by a robot: the framing, the lightning conditions, the
resolution, the background clutter are all different. If our model is trained with
the images on the left it is easy to understand why it will perform poorly in the
real world (another example of data bias can be seen in Fig. 1.2). This is a pretty
typical setup: we wanted to perform recognition on a set of classes, we used the web
to download some training data (we will call it the source) and found out that the
model did not work well on real world data. During the deployment of our system
we gathered some unlabeled data (our target) for free. We know that the labeled
source and unlabeled target share the same classes and we would like for our model
to perform well on both, ignoring their specific biases. This problem is formally
known as that of unsupervised domain adaptation (we will define it more rigorously
in section 2.1.1).
The first half of this thesis will deal with this issue, by investigating multiple
Domain Adaptation (DA) approaches. Domain Adaptation is at its core the quest
for principled algorithms enabling the generalization of visual recognition methods.
Given at least a source domain for training, the goal is to achieve recognition results
as good as those achievable on source test data on any other target domain, in
principle belonging to a different probability distribution, without having prior access
to labeled images. Solving this problem will represent a major step towards one of
the key goals of computer vision, i.e. having machines able to answer the question
‘what do you see?’ in the wild; hence, its increased popularity in the community
1https://images.google.com/
2https://www.instagram.com/
3https://www.pinterest.com/
3Figure 1.2. A graphical intuition behind the Domain Adaptation problem (image from
https://people.eecs.berkeley.edu/ jhoffman/domainadapt.)
Figure 1.3. A sample RGB-D image from the Washington dataset [81]. Note how the
Depth modality provides geometric intuition cues
over the last years (see section 2.1 for a review of recent work)
Of course, DA is not the solution to all CV problems: RGB-D recognition, for
example, encounters a different set of challenges. RGB-D sensors (cameras capable of
producing color images and depth maps at the same time) are extremely widespread
on robotic platforms, but while depth cues could greatly help the recognition process
by providing 3D intuition (see Fig. 1.3), it is often ignored. Why is this so? RGB-D
datasets tend to be too small to train a CNN from scratch and the large difference in
appearance between RGB and depth (see Fig. 1.3) severely limits the applicability of
current finetuning and DA methods. Furthermore, we do have labels for our target
depth dataset, so unsupervised (or semi-supervised) domain adaptation methods
are not really suited.
The second part of this thesis investigates specifically how different ways of
transferring knowledge can benefit RGB-D recognition.
1.1 Contributions 4
1.1 Contributions
Working in the context of visual image recognition, the main contributions of this
work are two-fold: on one side, we contribute to the field of unsupervised domain
adaptation with three novel and distinct techniques, and on the other we explore
alternative approaches for those settings in which classical DA methods cannot be
applied. We then perform a qualitative and quantitative experimental evaluation of
the proposed solutions, to quantify their effectiveness and robustness.
Specifically we present:
a Domain Alignment Layer for domain adaptation [18, 19] which aligns
multiple source domains between themselves and to the target at a feature level.
Contrary to most previous methods, this solutions does not require a new loss
term, as the domain aligning effect is implicit in the architecture. Concretely, what
this layer does, is project the input features from each domain into a reference
distribution, similarly to what a Batch Normalization [73] layer would do, but it
does so separately for each domain and learns how much statistic sharing should
occur.
a generative approach to apply the style of the target domain to the
source and vice versa [128] by exploiting the power of a bidirectional GAN [52].
This technique allows us to bridge the domain gap at the image level by producing
source images (of which we have labels) which look exactly as those from the target;
clearly a classifier trained on these images will also perform well on the target. In
this work we also explore the opposite transformation: making the target look as
the source so that, when evaluated on a classifier trained on the source itself, no
domain shift would present itself. Since this technique is applied at the image level,
it lends itself well to integration with other feature based methods.
a novel approach which learns an agnostic representation for multiple
domains [22] by transforming both the images themselves and and the feature
representation. The intuition here it that sometimes it is easier to reduce the domain
shift by working on the images (i.e. different background) and sometimes it is easier
in feature space. There is no way of knowing this beforehand, so the best approach is
to tweak both representations at the same time. Concretely this happens thanks to
a complex network based on image generators and two Reverse Grad [43] branches.
a case study on building a synthetic depth dataset for object recognition
[20], with the goal of training a model which can then be used on real robotic
images. RGB-D sensors are commonly used in robotics, but the Depth modality is
often times used only for navigation or segmentation. This is mainly due to the fact
that there are no pretrained models for Depth recognition: this work tries to solve
the issue by using 3D CAD models farmed from the Web.
a Transfer Learning method useful when source and target exist in dif-
ferent modalities [21] . Most transfer learning and domain adaptation methods
require some assumptions to be true; here we present a general approach which
allows knowledge sharing across modalities, with no prerequisites on the data4. The
idea is that if we have a strong pretrained network on the some data (i.e. ImageNet
4Clearly, the greater the similarity the greater the potential benefits
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[127]) we can map our target data, from a different modality, to the source modality
by learning a mapping which maximizes recognition performance.
1.2 Outline 6
1.2 Outline
Chapter 2 will provide a formal definition of the considered problems, present an
overview of relevant works and introduce the datasets we will use for the experimental
evaluation. Reflecting the structure of this thesis, this chapter is divided in two:
the first part focuses on visual object recognition, more specifically on unsupervised
domain adaptation methods for classification, while the second part will focus on the
robotics problem of RGB-D recognition - a modality in which learning to transfer
the knowledge is of primary importance.
The domain adaption literature (section 2.1) will present shallow, deep and
adversarial methods. We will focus on the different methods used in single-source,
multi-source domain adaptation and domain generalization.
Section 2.2, on RGB-D recognition, will review methods for classifying objects
using Depth only and then on how Depth and RGB cues are often integrated together.
As the transfer learning method we will present in section 4.2 has drawn inspiration
these techniques, we will also present some literature pertaining image colorization.
Chapter 3 will delve into the details of the three unsupervised domain adaptation
methods we propose in this thesis.
Section 3.1 presents AutoDIAL a method for single and multi-source domain
adaption based on the use of special domain alignment layers, which reduce the
domain shift at the feature level.
In section 3.2 we present SBADA-GAN, a GAN based method for single source
domain adaptation. In this approach we tackle the domain bias directly at the image
level, projecting the source images into the target style and vice versa.
ADAGE, presented in section 3.3, builds on both previous approaches: it is a
method for single, multi-source domain adaption and domain generalization. We sug-
gest that for some things it is easier to reduce the domain shift in feature space, while
for other it is easier in image space: ADAGE does both at the same time by using an
adversarial loss to learn a domain-agnostic representation for the images and features.
Chapter 4 describes two alternative methods which can be used lo learn an
effective image classifier for modalities where data is scarce.
Section 4.1 presents a case study on the use of 3D CAD models to generate
synthetic depth maps as a proxy for real data. We trained a CNN (the DepthNet)
on the virtual depth images and evaluated its performance on real-life robotic RGB-D
datasets.
In section 4.2 we present (DE)2CO, our Deep Depth Colorization method
for converting depth images to RGB. We show this transformation allows us to
effectively use models pretrained on ImageNet with great success on RGB-D datasets.
The thesis concludes with a summary discussion and remarks on possible future
directions of research in chapter 5.
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Background and Related Work
This chapter is divided in two sections: one related to the unsupervised domain
adaptation problem (in the context of image classification), and the other pertaining
RGB-D recognition, with a specific focus on the depth modality. Each section starts
with the problem formulation, continues with a review of related work and finally
presents the datasets on which the proposed algorithms will be tested.
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2.1 Computer Vision: Domain Adaptation
In this section, first we present a definition of the unsupervised domain adaptation
problem and then review previous works. We consider traditional approaches based on
shallow models, methods based on deep architectures and more recent techniques based
on the generative adversarial paradigm. For each, we describe works on single-source,
multi-source domain adaptation and domain generalization. In conclusion we present
the datasets commonly used by the community, which we will use to evaluate our
solutions
2.1.1 Unsupervised Domain Adaptation
In the introduction of this thesis we gave an intuition of what domain adaptation
is and why is it relevant to the deployment of well performing recognition systems
in the wild. Here we provide a more formal description:
Domain adaptation [151] aims at solving the learning problem on a target do-
main T exploiting information from a source domain S, when both the domains
and the corresponding tasks are not the same. More specifically, while the tasks
have identical label sets Y s = Y t they possess (slightly) different conditional dis-
tributions P s(Y |X) ∼ P t(Y |X). The domains are different in terms of marginal
data distribution P s(X) 6= P t(X) , and/or in feature spaces Xs 6= Xt. Our goal is
to estimate a predictor from S and T that can be used to classify sample points
from the target domain. Domain adaptation has been studied in two main settings:
one is the semi-supervised case, where the target presents few labeled data, while
the other is the unsupervised case that considers only unlabeled examples for the
target. In both cases, the source set is generally rich in labeled samples. In this
thesis we will focus on the unsupervised case. We can then define the source as
S = {(x1, y1), ..., (xn, yn)} ⊂ X × Y and the target as T = {xˆ1, ..., xˆm} ⊂ X
Multi-source is a natural extension of the the single source domain adaption
setting where multiple source domains are considered instead of a single one. In this
case we can redefine the source as: S = {(x1, y1, d1), ..., (xn, yn, dn)} ⊂ X × Y ×D.
Generally speaking, the various source domains are also different in terms of marginal
data distribution.
Domain Generalization (DG) is an even more challenging variation. In this
setting we usually have multiple sources but target data is not available during
the training process. In order to best perform on the, unseen, target, DG methods
attempt to train the most general and robust classifier possible on the source domains.
2.1.2 Literature survey
Single source domain adaptation
Traditional approaches addressed the problem of reducing the discrepancy be-
tween the source and the target distributions by considering two main strategies.
The first is based on instance re-weighting [71, 29, 167, 50, 173]: source samples
are assigned different importance according to their similarity to the target data.
The re-weighted samples are then used to learn a classification model for the target
domain. Following this scheme, Huang et al. [71] introduced Kernel Mean Matching,
a nonparametric method to set source sample weights without explicitly estimating
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Figure 2.1. The proposed architecture for the use of the reverse gradient, from "Unsu-
pervised Domain Adaptation by Backpropagation" [42]. Our ADAGE framework, in
section 3.3, is influenced by this work and depends on the use of gradient reversal layers.
the data distributions. Gong et al. [50] proposed to automatically discover a set of
landmark datapoints, i.e. to identify the source samples which are most similar to
target instances, and used them to create domain-invariant features. Chu et al. [29]
unified the tasks of source sample selection and classifier learning within a single
optimization problem. While these works considered hand-crafted features, recently
similar ideas have been applied to deep models. For instance, Zeng et al. [173]
described an unsupervised domain adaptation approach for pedestrian detection
using deep autoencoders to weight the importance of source training samples.
A second strategy for unsupervised domain adaptation is based on feature
alignment, i.e. source and target data are projected in a common subspace in
order to reduce the distance among the associated distributions. This approach
attracted considerable interest in the past years and several different methods have
been proposed, both considering shallow models [51, 98, 39] and deep architectures
[99, 156, 42, 47, 14].
Focusing on recent deep domain adaptation methods, different schemes have
been considered to align feature representations. Earlier works proposed to reduce
the domain shift, while learning deep representations, by modeling source and target
data distributions in terms of their first [99, 101, 100, 161] and second order [145]
statistics. Other works proposed to learn domain-agnostic deep features within a
domain-adversarial setting [156, 42]. Haeusser et al. [59] described a methodology
to learn domain invariant features by reducing the distance among source and target
samples of each class, instead of considering the whole sets. Sankaranarayanan et
al. [132] proposed to learn an embedding that is robust to the shift between source
and target distributions by using a combination of a classification loss and an image
generation procedure modeled using a variant of Generative Adversarial Networks
(GANs)[52]. Other methods attempted to reduce the distribution mismatch between
source and target data by embedding into a neural network specific distribution
normalization layers [93, 107, 106].
Our approach in section 3.1 belongs to the category of methods employing domain
normalization layers for domain adaptation. Similarly to previous work we exploit
Batch Normalization in the context of domain adaptation and propose to reduce the
discrepancy between source and target distributions by introducing our DA-layers.
However, we significantly depart from previous works [93, 107, 106], as our DA layers
allow to automatically tune the required degree of adaptation at each level of the
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deep network. Furthermore, we also introduce a prior over the network parameters
in order to fully benefit from the target samples during training.
Entropy regularization for semi-supervised learning was originally introduced in
[54]. This concept has been then exploited in deep neural networks with the name of
learning with pseudo-labels [180]. The main idea is to use high confidence predictions
as labels for unlabeled samples in order to improve the performance of the classifier
[180]. Recently, some domain adaptation methods [128, 131, 101, 100, 161] have
exploited this technique for learning deep representations. However, in section 3.1 we
demonstrate that this approach is especially effective when applied in combination
with our proposed DA-layers.
More recently, several approaches have attempted to reduce the domain shift by
directly transforming images using Generative Adversarial Networks [52] (GANs).
Vanilla GANs are agnostic to the training samples labels, while conditional GAN
variants [111] exploit the class annotation as additional information to both the
generator and the discriminator. Some works used multiple GANs: in CoGAN
[96] two generators and two discriminators are coupled by weight-sharing to learn
the joint distribution of images in two different domains without using pair-wise
data. Cycle-GAN [179], Disco-GAN [78] and UNIT [95] encourage the mapping
between two domains to be well covered by imposing transitivity: the mapping in
one direction followed by the mapping in the opposite direction should arrive where
it started. Initially GAN methods were not exploited for domain adaptation, but
recently several approaches have attempted to reduce the domain shift by directly
transforming images using this approach [13, 137, 149, 70, 128]. [13] proposed a
GAN-based approach that adapts source images to appear as if drawn from the target
domain; the classifier trained on such data outperformed several domain adaptation
methods. [149] introduced a method to generate source images that resemble the
target ones, with the extra consistency constraint that the same transformation
should keep the target samples identical. All these methods focus on the source-
to-target image generation, not considering the inverse procedure, from target to
source, which we, in section 3.2, show instead to be beneficial.
It must be noted that, while deep generative models are very effective in specific
applications (e.g. adaptation from synthetic to real images[137, 13], digit recognition
[13, 137, 149, 70, 128]), their performance in other settings is limited.
Figure 2.2. Image samples from CycleGAN[179]. Given any two unordered image collections
X and Y , their algorithm learns to automatically “translate” an image from one into the
other and vice versa. Our SBADA-GAN (section 3.2) approach can be seen as natural
extension of this method to the task of domain adaptation.
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Multi-source domain adaptation
A reasonable assumption when building visual recognition systems is that we
may have access to more than one source domain. In this context, the study of
multi-source domain adaptation algorithms is especially important.
This multi-source setting (Multi Domain Adaptation, MDA), which originated
from A-SVM [168], was initially studied from a theoretical point of view, focusing on
theorems indicating how to optimally sub-select the data to be used in learning the
source models [30], or proposing principled rules for combining the source-specific
classifiers and obtain the ideal target class prediction [108]. Several other works
followed this direction in the shallow learning framework. presenting algorithms based
on the combination of source hypotheses [147, 34]. A different set of multi-source
adaptation approaches are based on learning new data representations, defining
a mapping to a latent feature space shared between domains. Some of them are
created for single sources but can be easily extended to multiple ones, as the feature
replication method of [31] and the unsupervised approach based on Grassman
manifolds presented in [53], which supports multiple sources by first computing the
Karcher mean of the sources and then exploiting the standard single source version
of the algorithm. Other works presented instead dedicated solutions for multiple
sources [69, 74, 35, 94].
Recently some deep architectures have been proposed to tackle this challenge.
In particular, Xu et al. [166] proposed an approach derived from [44] which exploits
an adversarial domain discriminator branch for learning domain agnostic features.
A similar multi-way adversarial strategy was also introduced in [176]. Mancini et
al. [107] proposed an approach for multi-source domain adaptation where latent
domains are automatically discovered in the training set. Our work in section 3.1
differs significantly from these previous works, as we propose a multi-source domain
adaptation method based on DA-layers which automatically learns at each network
layer the optimal degree of adaptation.
Domain Generalization Domain Generalization (DG) is a newer line of re-
search first studied by Blanchard et al. [9]; in this setting, no transductive access
to the target data is allowed, thus the main objective is to look across multiple
sources for shared factors in the hypothesis that they will hold also for any new
target domain. A number of shallow methods have been presented in the years.
[115] propose a projection-based algorithm, Domain-Invariant Component Analysis
(DICA) which extends Kernel PCA by incorporating the distributional variance in
order to reduce the dissimilarity across domains and the central subspace. Khosla et
al. [77] proposed a multi-task max-margin classifier that explicitly encodes dataset-
specific biases in feature space. These biases are used to push the dataset-specific
weights to be similar to the global weights. Ghifary et al. [45] proposed Scatter
Component Analyis (SCA), a representation learning algorithm for both domain
adaptation and domain generalization. SCA, based on a the scatter measure which
operates on reproducing kernel Hilbert space, finds a representation that trades
between maximizing the separability of classes, minimizing the mismatch between
domains, and maximizing the separability of data.
Deep learning methods usually search for shared factors either at model-level to
regularize the learning process on the sources, or at feature-level to learn some domain-
shared representation. When focusing on deep DG methods, model-level strategies
are presented in [105] and [90]. The first work proposes a weighting procedure
on the source models, while the second aims at separating the source knowledge
into domain-specific and domain-agnostic sub-models. A meta-learning approach
was recently presented in [89]: it starts by creating virtual testing domains within
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Figure 2.3. Samples from the digits datasets. From left to right: MNIST, SYNTH, SVHN,
MNIST-M and USPS
each source mini-batch and then it trains a network to minimize the classification
loss, while also ensuring that the taken direction leads to an improvement on the
virtual testing loss. Regarding feature-based methods, [114] proposes to exploit
a Siamese architecture to learn an embedding space where samples from different
source domains but same labels are projected nearby, while samples from different
domains and different labels are mapped far apart. Both the works [46, 91] exploit
deep learning autoencoders for domain generalization still focusing on representation
learning. A new way to tackle DG was recently presented in [135]. Instead of aiming
at the reduction of domain-specific signals, this work introduces a form of data
augmentation based on domain-guided perturbations of the input instances. A label
classifier is then trained on both the original instance and the data produced by the
described augmentation process.
As a final remark, we note that, despite for both DA and DG there exist multiple
methods based on features and representation learning, image-adaptive solutions are
exclusive for the single source domain adaptation setting. The only methods in DG
that somehow involve images are [46, 135] but the focus is either on source-to-source
reconstruction or on data augmentation. With ADAGE, a method we introduce in
section 3.3, we introduce a joint image and feature adaptation method: it learns how
to project images into a network-understandable agnostic visual space that paves
the way for completing the domain gap closure in the feature space.
2.1.3 Datasets
The following section presents the datasets and the protocols which will be used
to evaluate the DA methods proposed in chapter 3. We first present some simple
datasets, commonly used by generative adversarial methods, and then describe the
more complex scenarios on which DA methods are routinely tested
Digits like datasets
The following datasets are fairly simple, with moderate intra class variability.
They are commonly used to evalute GAN based methods, which, to date, still struggle
with more complex data
MNIST [86] is the dataset on which the first convolutional neural network was
trained. It has a training set of 60k examples, and a test set of 10k examples. It is
a subset of a larger set available from NIST. The digits have been size-normalized
and centered in a fixed-size image. The images contain a single digit numbers on a
black background.
MNIST-M [43] is a variant where the background is substituted by a randomly
extracted patch obtained from color photos of BSDS500 [4].
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Figure 2.4. Samples from the signs datasets. From left to right: Synth Signs and GTSRB
USPS [41] is a digit dataset automatically scanned from envelopes by the U.S.
Postal Service containing a total of 9, 298 16×16 pixel grayscale samples; the images
are centered, normalized and show a broad range of font styles.
SVHN [117] is the challenging real-world Street View House Number dataset.
It contains over 600k 32× 32 pixel color samples, while we focused on the smaller
version of almost 100k cropped digits. Besides presenting a great variety of shapes
and textures, images from this dataset often contain extraneous numbers in addition
to the labeled, centered one.
SYNTH Digits this collection [43] consists of 500k images generated from
WindowsTM fonts by varying the text (that includes different one-, two-, and three-
digit numbers), positioning, orientation, background and stroke colors, and the
amount of blur
Synth Signs the Synthetic Signs collection [112] contains 100k samples of
common street signs obtained from Wikipedia and artificially transformed to simulate
various imaging conditions.
GTSRBThe German Traffic Signs Recognition Benchmark (GTSRB, [142])
consists of 51, 839 cropped images of German traffic signs.
Real life datasets
These datasets are more complex and unconstrained; they better mimic real world
applications. Most of them are commonly used for evaluation of recent deep learning
based methods.
The Office 31[129] dataset has been the standard benchmark for testing domain-
adaptation methods for many years. It contains 4652 images organized in 31 classes
from three different domains: Amazon (A), DSRL (D) and Webcam (W). Amazon
images are collected from amazon.com, Webcam and DSLR images were manually
gathered in an office environment. As can be seen in Fig. 2.5, the domain gap is
pretty large between Amazon and the remaining two, and small between DSLR and
Webcam. In our experiments we consider all possible source/target combinations
of these domains and adopt the full protocol setting [50], i.e. we train on the entire
labeled source and unlabeled target data and test on annotated target samples. For
the multi-source setting, we instead follow the protocol described in [166].
Office-Home [161] is a recently released dataset, built to overcome the size
limitation of previous domain adaptation settings. It consists of 4 domains, each
domain containing 65 matching categories of everyday objects from the home and
office environment. Looking at Fig. 2.6 we can see how there exists a large domain
gap between domains containing drawings and domains containing photos. In total
this dataset is composed by 15.500 images gathered from the web. The domains are:
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Figure 2.5. Samples from the Office and Caltech settings. From left to right: Amazon,
DSLR, Webcam and Caltech
Figure 2.6. Samples from the Office-Home setting. From left to right: Art, Clipart,
Product and Real World
Art, Clipart, Product and Real-World.
TheOffice-Caltech [51] dataset is obtained by selecting the subset of 10 common
categories in the Office31 and the Caltech256[55] datasets. It contains 2533 images
of which about half belong to Caltech256. Each of Amazon (A), DSLR (D), Webcam
(W) and Caltech256 (C) are regarded as separate domains. In our experiments we
only consider the source/target combinations containing C as either the source or
target domain.
To further perform an analysis on a large-scale dataset, we also consider the
Cross-Dataset Testbed introduced in [154] and specifically theCaltech-ImageNet
setting. This dataset was obtained by collecting the images corresponding to the 40
classes shared between the Caltech256 (C) and the Imagenet (I) [32] datasets. To
facilitate comparison with previous works [156, 152, 143] we perform experiments
in two different settings. The first setting, adopted in [152, 156], considers 5 splits
obtained by selecting 5534 images from ImageNet and 4366 images from Caltech256
across all 40 categories. The second setting, adopted in [143], uses 3847 images for
Caltech256 and 4000 images for ImageNet.
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Figure 2.7. 1000 samples from the ImageNet dataset
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Figure 2.8. To the left: an RGB image of a white cup, on a white plate, sitting on a white
table with a white background. Similar scenes lack in texture and are extremely hard
to correctly classify. To the right: the depth image of a similar scene. Note how the
cup is much more visible against the background and the gradient on the table gives us
geometrical intuition.
2.2 Robotic Vision: RGB-D recognition
We start this section by explaining why RGB-D recognition is important and
how it is related to this thesis. We then give an overview of how this problem has
been tackled by others and, in the end, we present the RGB-D datasets commonly
used by the community which we will use to evaluate our proposed solutions.
2.2.1 Problem statement
Perception of the outside world is probably one of the key ingredients for the
success of autonomous robots interacting with an unstructured and unconstrained
environment. Planning, reasoning and accurate motion control all depend on the
agent having a correct internal representation of the space it’s moving in. Adding
multiple sensing modalities is one way to make the perception task easier. For
example, RGB recognition systems have been know to struggle with low-contrast,
textureless, images, such as the left picture in Fig. 2.8, but depth cameras can
produce images of the same scene which are much easier to interpret. Indeed, due
to their low cost and ease of use, depth cameras are one of the most commonly
available sensors in robotics. Depth is used for many things[60], from SLAM [37]
to segmentation[64, 65], to pose estimation[125, 76]. As discussed above, the depth
modality can also clearly contribute to the recognition performance, as it can perceive
different features (ex. geometrical cues) from the RGB ones.
In section 2.2.2 we will survey most recent works dealing with RGB-D recognition.
Almost all of them share one commonality: they use an ImageNet pretrained network
for RGB perception and then exploit multiple workarounds to deal with the Depth
modality. Why is this necessary? Simply put, most RGB-D datasets are small (in
semantic variability if not in sheer size) and a pretrained network of some type is
needed to avoid overfitting issues. Here lies the problem: it is extremely unlikely we
will ever have an RGB-D dataset comparable in size to ImageNet.
Most large RGB datasets (ImageNet included) were farmed from the web, which
is a true treasure for this kind of data - but datasets for other modalities (Depth,
Infrared, Multispectral cameras) will never be found online with the same ease. For
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Figure 2.9. Different approaches for color encoding of depth images. From left to right:
RGB, depth-gray, surface normals, HHA, colorjet. (image from "Multimodal Deep
Learning for Robust RGB-D Object Recognition" [36]
these cases we must accept that we either train a model on synthetic data (which we
explore in section 4.1) or we find a smart, possibly data-driven, way to exploit what
we learned on RGB for these other modalities (which we will describe in section 4.2).
Classical DA approaches are not easily applicable here: firstly, our target, the
Depth modality, is fully labeled (so even semi-supervised approaches do not really
fit) and secondly our images are not immediately usable by RGB pretrained models,
at least without some sort of preprocessing.
2.2.2 Literature survey
Object recognition from RGB-D data traditionally relied on hand-crafted features
such as SIFT [102] and spin images [82], combined together through vector quanti-
zation in a Bag-of-Words encoding [82]. This heuristic approach has been surpassed
by end-to-end feature learning architectures, able to define suitable features in a
data-driven fashion [10, 141, 5]. All these methods have been designed to cope with
a limited amount of training data (of the order of 103 − 104 depth images), thus
they are able to only partially exploit the generalization abilities of deep learning as
feature extractors experienced in the computer vision community [80, 136], where
databases of 106 RGB images like ImageNet [127] or Places [178] are available.
An alternative route is that of re-using deep learning architectures trained on
ImageNet through pre-defined encoding [56] or colorization. Colorization of depth
images can be seen as a transfer learning process across modalities, and several
works explored this avenue within the deep learning framework: HHA, a method
proposed by Gupta, Saurabh, et al. [56], is a mapping where one channel encodes the
horizontal disparity, one the height above ground and the third the pixelwise angle
between the surface normal and the gravity vector. Schwarz et al [133] proposed
a colorization pipeline where colors are assigned to the image pixels according to
the distance of the vertexes of a rendered mesh to the center of the object. Bo et
al.[11] convert the depth map to surface normals and then re-interprets it as RGB
values, while Aekerberg et al. [1] builds on this approach and suggests an effective
preprocessing pipeline to increase performance. Besides the naive grayscale method,
the rest of the mentioned colorization schemes are computationally expensive. Eitel
et al [36] used a color mapping technique known as ColorJet, showing this simple
method to be competitive with more sophisticated approaches.
In the context of RGB-D object detection, a recent stream of works explicitly
addressed cross modal transfer learning through sharing of weights across architec-
tures [68], [67] and [57]. This last work is conceptually close to one approach we
will present in section 4.2, as it proposes to learn how to transfer RGB extracted
information to the Depth domain through distillation [66]. While [57] has proved
very successful in the object detection realm, it presents some constraints that might
potentially be problematic in object recognition, from the requirement of paired
RGB-D images, to specific data preprocessing and preparation for training. As
opposed to this, our algorithm does not require explicit pairing of images in the two
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modalities, can be applied successfully on raw pixel data and does not require other
data preparation for training.
Some approaches coupled non linear learning methods with various forms of
spatial encodings [26, 25, 24, 88]. Hasan et al [172] pushed further this multi-modal
approach, proposing an architecture merging together RGB, depth and 3D point
cloud information. Another notable feature is the encoding of an implicit multi scale
representation through a rich coarse-to-fine feature extraction approach.
All these works, and others [172, 20], make use of an ad-hoc mapping for
converting depth images into three channels. This conversion is vital as the dataset
has to be compatible with the pre-trained CNN. Depth data is encoded as a 2D
array where each element represents an approximate distance between the sensor and
the object. Depth information is often depicted and stored as a single monochrome
image. Compared to regular RGB cameras, the depth resolution is relatively low,
especially when the frame is cropped to focus on a particular object. In section
4.2 we will address this issue, by avoiding heuristic choices in our approach and
instead relying instead on an end-to-end, residual based deep architecture to learn
the optimal mapping for the cross modal knowledge transfer.
Our work is also related to the colorization of grayscale images using deep nets.
Cheng et al [27] proposed a colorization pipeline based on three different hand-
designed feature extractors to determine the features from different levels of an input
image. Larsson et al [83] used an architecture consisting of two parts. The first part
is a fully convolutional version of VGG-16 used as feature extractor, and the second
part is a fully-connected layer with 1024 channels predicting the distributions of
hue and the chroma for each pixel given its feature descriptors from the previous
level. Iizuka et al [72] proposed an end-to-end network able to learn global and
local features, exploiting the classification labels for better image colorization. Their
architecture consists of several networks followed by fusion layer for the colorization
task. Sun et al. [146] propose to use large scale CAD rendered data to leverage
depth information without using low level features or colorization. In Asif et al.
[6], hierarchical cascaded forests were used for computing grasp poses and perform
object classification, exploiting several different features like orientation angle maps,
surface normals and depth information colored with Jet method. Our work differs
from this last research thread in the specific architecture proposed, and in its main
goal, as here we are interested in learning optimal mapping for categorization rather
than for colorization of grayscale images.
All these works build on top of CNNs pre-trained over ImageNet, for all modal
channels. Thus, the very same filters are used to extract features from all of them.
As empirically successful as this might be, it is a questionable strategy, as RGB and
depth images are perceptually very different, and as such they would benefit from
approaches able to learn data-specific features (fig. 4.1).
Another possibility, which we explore in section 4.1 is to train the model on
synthetic data; it is usually much cheaper to build a computer generated dataset
than a real one and, often times, it allows for a greater variability. Our method
matches this challenge, learning RGB features from RGB data and depth features
from synthetically generated data, within a deep learning framework. The use of
realistic synthetic data in conjunction with deep learning architectures is a promising
emerging trend [123, 110, 164, 61]. We are not aware of previous work attempting
to use synthetic data to learn depth representations, with or without deep learning
techniques.
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Figure 2.10. Samples from the Jhuit[87], Washington-50[81] and BigBIRD[140] datasets,
RGB modality. Note how items in the BigBIRD datasets are very small: for all our
Depth recognition experiments we used the provided masks to crop the images (see Fig.
2.11).
Figure 2.11. Samples from the Jhuit[87], Washington[81] and BigBIRD[140] datasets,
Depth modality. For visualization purposes, the 16bit raw data has been normalized to
8bits.
2.2.3 Datasets
The datasets and the protocols used to evaluate the methods proposed in chapter
4 are listed here
We considered three datasets (samples can be seen in Fig 2.10 and 2.11): the
Washington RGB-D [81], the JHUIT-50 [87] and the BigBIRD [140] object
datasets, which are the main public datasets for RGB-D object recognition. Each of
them contains paired RGB and Depth images.
The first consists of 41, 877 RGB-D images organized into 300 instances divided
in 51 classes. We performed experiments on the object categorization setting, where
we followed the evaluation protocol defined in [81]. Following the guidelines defined
by the authors[81] we crop the images with the provided bounding boxes.
The JHUIT-50 is a challenging recent dataset that focuses on the problem of
fine-grained classification. It contains 50 object instances, often very similar with
each other (e.g. 9 different kinds of screwdrivers). As such, it presents different
recognition challenges compared to the Washington database. Here we followed the
evaluation procedure defined in [87].
BigBIRD is the biggest of the datasets we considered: it contains 121 object
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instances and 75.000 images. Unfortunately, it is an extremely unforgiving dataset
for evaluating depth features: many objects are extremely similar, and many are
boxes, which are indistinguishable without texture information. To partially mitigate
this, we grouped together all classes annotated with the same first word: for example
nutrigrain apple cinnamon and nutrigrain blueberry were grouped into nutrigrain.
With this procedure, we reduced the number of classes to 61 (while keeping all of
the samples). As items are quite small (check the rightmost image in Fig.2.10) , we
used the object masks provided by [140] to crop around the object (results are in
Fig. 2.11). Evaluation-wise, we followed the protocol defined in [87].
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Chapter 3
Learning to see across domains
This chapter presents different strategies that allow us to deal with the Unsu-
pervised Domain Adaptation problem. Three methods are presented: AutoDIAL,
SBADA-GAN and ADAGE. The first uses a novel layer, the Domain Alignment
layer, which structurally enforces statistic similarity between domains by applying
a transformations that maps all data sources into a predefined distribution. The
second is GAN[52] based method which tackles the domain shift issue in image space.
The last method tweaks both the images and the feature representation to have all
domains lie in one common, agnostic, subspace.
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3.1 Feature Alignment: AutoDIAL
One of the main challenges for developing visual recognition systems working in
the wild is to devise computational models immune from the domain shift problem,
i.e. accurate when test data are drawn from a (slightly) different data distribution
than training samples. In the last decade, several research efforts have been devoted
to devise algorithmic solutions for this issue. Recent attempts to mitigate domain
shift have resulted into deep learning models for domain adaptation which learn
domain-invariant representations by introducing appropriate loss terms, by casting
the problem within an adversarial learning framework or by embedding into deep
network specific domain normalization layers. This section describes a novel ap-
proach for unsupervised domain adaptation. Similarly to previous works we propose
to align the learned representations by embedding them into appropriate network
feature normalization layers. Opposite to previous works, our Domain Alignment
Layers are designed not only to match the source and target feature distributions
but also to automatically learn the degree of feature alignment required at different
levels of the deep network. Differently from most previous deep domain adaptation
methods, our approach is able to operate in a multi-source setting. Thorough experi-
ments on four publicly available benchmarks confirm the effectiveness of our approach.
The quest to create intelligent systems able to adapt to varying environmental
conditions is a deep-seated human pursuit. Focusing on computer vision, adaptation
is a crucial aspect, as visual recognition systems are required to operate under
different conditions, corresponding to varying illuminations, changing point of view,
diverse image resolution, etc. Therefore, it is not surprising that over the years
researchers have devoted significant efforts into developing algorithms and techniques
for domain adaptation.
Domain adaptation methods attempt to address the so-called domain shift
problem, i.e. the fact that in many real world applications there is a discrepancy
between the distributions of training and test samples. This distribution mismatch
adversely affects the performance of visual recognition models. Despite the significant
advances brought by deep learning, several works have shown that the domain shift
problem is alleviated when using deep feature representations, but not solved [33].
In the last few years the research community has devoted significant efforts in
addressing this issue. In particular, several previous studies have considered the
problem of unsupervised domain adaptation, where only the training samples from a
source domain have labels and the goal is to predict the labels of test samples in a
target domain. This problem is highly relevant in many applications as annotating
data is not only a costly and time-consuming operation but, in some cases, it is not
possible at all. Several approaches have been proposed for unsupervised domain
adaptation, both considering hand-crafted features [71, 50, 51, 98, 39] and learned
deep representations [99, 156, 42, 101, 47, 93, 19]. Focusing on deep architectures,
several strategies have been proposed in the last few years. Some methods attempt
to reduce the discrepancy among source and target distributions by learning features
which are invariant to the domain shift. Earlier works propose to minimize the
Maximum Mean Discrepancy (MMD) [99, 101]: the distributions of the learned
source and target representations are optimized to be as similar as possible by
minimizing the distance between their mean embeddings. Other studies [156, 42]
consider a domain-confusion loss, i.e. learn domain-agnostic representations by
introducing an auxiliary classifier predicting if a sample comes from the source or
from the target domain. More recently, researchers have also investigated alternative
directions. For instance, Ghifary et al. [47] designed an encoder-decoder network
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Figure 3.1. AutoDIAL as applied on AlexNet [80]. Source and target images are provided
as input to the network. After passing through the first layers, they enter our DA-layer
where source and target distributions are aligned. The DA-Layer is shown in detail in Fig.
3.2. After flowing through the whole network, source samples contribute to a Softmax
loss, while target samples contribute to an Entropy loss, which promotes classification
models which maximally separate unlabeled data. Note that we use multiple DA-layers
to align learned feature representations at different levels.
to jointly learn source labels and reconstruct unsupervised target images. Some
methods tackle the domain shift problem by transforming images using Generative
Adversarial Networks (GANs) [13, 137, 149, 70, 128]. [14, 93, 19], Other works
investigate the possibility of reducing the distribution discrepancy among source and
target domain by embedding into a neural network specific distribution normalization
layers [93, 19, 107, 106]. These methods are especially interesting since, differently
from most previous works learning deep domain-invariant features, they do not
consider in the optimization additional loss terms for minimizing the distance among
distributions (e.g. MMD, domain-confusion), thus they do not require to tune the
associated hyper-parameters. Furthermore, opposite to previous approaches based
on GANs, the optimization process has more favorable convergence properties.
The approach described in this section belongs to the latter category of methods.
Specifically, we introduce novel Domain Alignment layers (DA-layers ) (Fig. 3.1
and 3.2) which are embedded at different levels of a deep architecture to align
the learned source and target feature distributions to a canonical one. Different
from previous works based on distribution normalization layers [93, 107, 106] which
decide a priori which layers should be adapted, we endow our DA-layers with the
ability to automatically learn the degree of alignment that should be pursued at
different levels of the network. This is to our knowledge the first work that tries
to pursue this objective. Furthermore, inspired by [54], we propose to leverage
information from the target domain to construct a prior distribution on the network
parameters, biasing the learned solution towards models that are able to separate
well the classes in the target domain (see subsection 3.1.1). Our DA-layers and the
considered prior distribution work in synergy during learning: the first aligning the
source and target feature distributions, the second encouraging the network to learn
features that lead to maximally separated target classes. We call our algorithm
AutoDIAL– DomaIn Alignment Layers with Automatic alignment parameters. Our
extensive experimental evaluation demonstrates that AutoDIAL greatly alleviates the
domain discrepancy and outperforms state of the art techniques on popular domain
adaptation benchmarks: Office-31 [129], Office-Caltech [51], the Caltech-ImageNet
setting of the Cross-Dataset Testbed[154] and the recent Office-Home [161] dataset.
This section extends our earlier works [18, 19] through considering a multi-
source domain adaptation setting. In particular we modify the proposed DA-layers
in order to enable feature normalization of data coming from multiple domains.
Moreover, we enrich the related works, provide additional details on the proposed
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Figure 3.2. The DA-layer learns the global statistics of all domains and normalizes the
source and target mini-batches according to the computed mean and variance, different
for each domain (see subsection 3.1.1). The amount by which each distribution is
influenced by the global one and therefore the degree of domain alignment, depends on
a parameter, α ∈ [0.0, 1.0], which is also automatically learned.
method and significantly expand our experimental results and analysis considering
an additional large scale dataset (i.e. the Office-Home [161] dataset) and more recent
deep architectures.
To summarize, our contribution in this work are threefold. First, we present
an approach for unsupervised domain adaptation, based on the introduction of
DA-layers to explicitly address the domain shift problem, which act in synergy
with an entropy loss which exploits unsupervised target data during learning. Our
solution simultaneously aligns feature representations and learns where and to which
extent adaptation should take place. We also show that the proposed approach can
be naturally extended to a multi-source setting. Second, in contrast to previous
works optimizing domain discrepancy regularization terms [101, 156, 42, 99], our
DA-layers do not require any additional hyper-parameters. Third, we perform an
extensive experimental analysis on four different benchmarks. We find that our
unsupervised domain adaptation approach outperforms state-of-the-art methods
and can be applied to different CNN architectures, consistently improving their
performance in domain adaptation problems.
The remainder of this section is organized as follows. The proposed DA-layers
and our novel unsupervised domain adaptation approach are described in subsection
3.1.1. The experimental results and analysis are provided in subsection 3.1.2, and
we conclude in subsection 3.1.3.
3.1.1 Automatic DomaIn Alignment Layers
Let X be the input space (e.g. images) and Y the output space (e.g. image cate-
gories) of our learning task. In the typical Unsupervised Domain Adaptation (UDA)
setting, we are given labeled data points from a source domain and the goal is to train
a classifier for data points coming from a target domain. A particular variant of UDA,
which will be addressed in this section, considers multiple source domains instead of a
single one. Source and target distributions are in general different and unknown, but
3.1 Feature Alignment: AutoDIAL 26
we are provided with an i.i.d sample S = {(x1, y1, d1), . . . , (xn, yn, dn)} ⊂ X ×Y×D
from the source domains and an unlabeled i.i.d sample T = {xˆ1, . . . , xˆm} ⊂ X from
the target domain, where D is the set of source domain labels.
Our goal is to estimate a predictor from S and T that can be used to classify
sample points from the target domain. This task is particularly challenging because
on one hand we lack direct observations of labels from the target domain and on
the other hand the discrepancy between the source and target domain distributions
prevents a predictor trained on S to be readily applied to the target domain.
A number of state of the art methods try to reduce the domain discrepancy by
performing some form of alignment at the feature or classifier level. In particular, the
recent, most successful methods try to couple the training process and the domain
adaptation step within deep neural architectures [42, 101, 99], as this solution enables
alignments at different levels of abstraction. The approach we propose embraces the
same philosophy, while departing from the assumption that domain alignment can
by pursued by applying the same predictor to the source and target domains. This
is motivated by an impossibility theorem [8], which intuitively states that no learner
relying on the covariate shift hypothesis, and achieving a low discrepancy between
the source and target unlabeled distributions, is guaranteed to succeed in domain
adaptation without further relatedness assumptions between training and target
distributions. For this reason, we assume that the source and target predictors
are in general different functions. Nonetheless, all predictors depend on a common
parameter θ belonging to a set Θ, which couples them explicitly, while not being
directly involved in the alignment of the source and target domains. This contrasts
with the majority of state of the art methods that augment the loss function used to
train their predictors with a regularization term penalizing discrepancies between
source and target representations (see, e.g. [42, 101, 99]). The perspective we take
is different and is close in spirit to AdaBN [93]. It consists in hard-coding the
desired domain-invariance properties into the source and target predictors through
the introduction of so-called Domain-Alignment layers (DA-layers ). Moreover, we
sidestep the problem of deciding which layers should be aligned, and to what extent,
by endowing the architecture with the ability to automatically tune the degree of
alignment that should be considered in each domain-alignment layer. The rest of
this section is devoted to providing the details of our method, which extends our
previous work [18] to the case of multiple source domains.
Domain-Specific Predictors
Each domain is associated with a predictor that is implemented as a deep
neural network and each domain-specific predictor is applied only to sample points
from the corresponding domain. All predictors are actually almost identical, as
they share the same structure and the same weights (given by the parameter θ).
However, the networks contain also a number of special layers, the DA-layers , which
implement a domain-specific operation. Indeed, the role of such layers is to apply
a data transformation that aligns the observed input distribution with a reference
distribution. Since in general the input distributions of the domain-specific predictors
differ, while the reference distribution stays the same, we have that the predictors
undergo different transformations in the corresponding DA-layers . Consequently,
the source and target predictors de facto implement different functions, which is
important for the reasons given in subsec. 3.1.1.
The actual implementation of our DA-layers is inspired by AdaBN [93], where
Batch Normalization layers are used to independently align source and target
distributions to a standard normal distribution, by matching the first- and second-
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order moments. The approach they propose consists in training on the source domain
a network having BN-layers, thus obtaining the source predictor, and deriving the
target predictor as a post-processing step, which re-estimates the BN statistics using
target samples only. Accordingly, the source and target predictors share the same
network parameters but have different BN statistics, thus rendering the predictors
different functions.
The approach we propose sticks to the same idea of using BN-layers to align
domains, but we introduce fundamental changes. One limitation of AdaBN is that
the target observations have no influence on the network parameters, as they are
not observed during training. Our approach overcomes this limitation by coupling
the network parameters to target and source observations at training time. This
is achieved in two ways: first we introduce an entropy-based prior distribution for
the network parameters based on the target observations; second, we endow the
architecture with the ability of learning the degree of adaptation by introducing a
parametrized, cross-domain bias to the input distribution of each domain-specific
DA-layer . The rest of this subsection is devoted to describe the new layer, while we
defer to the next subsection the description of the prior distribution.
DA-layer . The goal of our DA-layers is to align the input distribution to a
reference distribution. Here, we consider the case of having a standard normal
as reference distribution, but other distributions can be considered [19]. Under
this assumption, our layer takes the same form of Batch Normalization, but as
opposed to BN, which computes first and second-order moments from the input
distribution – in our case samples from the same domain in the mini-batch –, we let
the latter statistics to be contaminated by samples from the other domains, thus
introducing a cross-domain bias. Since the domain-specific predictors share the
same network topology, each DA-layer in one predictor has a matching DA-layer
in all other domain-specific predictors. Let x denote an input to the DA-layer of
a given domain for a given feature channel and spatial location. Assume q to be
the distribution of x and assume q¯ to be the distribution of inputs to all matching
DA-layers . Let qα = αq + (1 − α)q¯ be the cross-domain distribution mixed by a
factor α ∈ [0, 1], which ranges from considering only a domain-specific distribution q
if α = 1, to considering the mixture distribution q¯ of all domains if α = 0. Then,
the output of the DA-layer is given by
DA(x;α) = x− µα√
+ σ2α
, (3.1)
where  > 0 is a small number to avoid numerical instabilities in case of zero
variance, µα = Ex∼qα [x], σ2α = Varx∼qα [x]. Akin to BN, we estimate the statistics
based on the mini-batch and derive similarly the gradients through the statistics (see
Supplementary Material). Note that in this work we assume the α parameter to be
learned and shared between matching DA-layers of each domain-specific predictor.
However, α’s can differ across DA-layers within the same predictor.
The rationale behind the introduction of the mixing factor α is that we can move
from having an independent alignment of the domains akin to AdaBN, when α = 1,
to having a coupled normalization when α = 0. In the former case the DA-layer
computes different functions in each domain-specific predictor and is equivalent
to considering a full degree of domain alignment. The latter case, instead, yields
the same function in each predictor thus transforming the domains equally, which
yields no domain alignment. Since the mixing parameter α is not fixed a priori
but learned during the training phase, we obtain as a result that the network can
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decide how strong the domain alignment should be at each level of the architecture
where DA-layer is applied. More details about the actual CNN architectures used to
implement the domain-specific predictors are given in subsection 3.1.2.
Training
During the training phase we estimate the parameter θ, which holds the neural
network weights shared by the domain predictors including the mixing factors αs
pertaining to the DA-layers , using the observations S from the source domains and
T from the target domain. As we stick to a discriminative model, the unlabeled
target observations cannot be employed to express the data likelihood. However, we
can exploit T to construct a prior distribution of the parameter θ. Accordingly, we
shape a posterior distribution of θ given the observations S and T as
P (θ|S, T ) ∝ P (yS |xS , dS , θ)P (θ|T ) , (3.2)
where yS = {y1, . . . , yn} and xS = {x1, . . . , xn} collect the labels and data points of
the observations in S, respectively, and dS = {d1, . . . , dn} collects the source domain
labels. For notational convenience, we dropped dependences that are induced by
DA-layers only and we will keep this simplification in the rest of the section (e.g.
the prior term in (3.2) depends also on xS and dS and the likelihood term depends
also on T ). The posterior distribution is maximized over Θ to obtain a maximum a
posteriori estimate θˆ of the parameter used in the source and target predictors:
θ∗ ∈ arg max
θ∈Θ
P (θ|S, T ) . (3.3)
The term P (yS |xS , dS , θ) in (3.2) represents the likelihood of θ with respect to
observations from the source domains, while P (θ|T ) is the prior term depending on
the target domain sample, which acts as a regularizer in the classical learning theory
sense. Both terms actually, depend on all domains due to the cross-domain statistics
that we have in our DA-layers for 0 ≤ α < 1 and are estimated from observations
from the source and target domains.
The likelihood decomposes into the following product over observation, due to
the data sample i.i.d. assumption:
P (yS |xS , dS , θ) =
n∏
i=1
fθdi(yi;xi) , (3.4)
where fθdi(yi;xi) is the probability that sample point xi takes label yi according to
the predictor for domain di.
Before delving into the details of the prior term, we would like to remark on the
absence of an explicit component in the probabilistic model that tries to align the
source and target domains. This is because in our model the domain-alignment step
is taken over by each predictor, independently, via the domain-alignment layers as
shown in the previous subsection.
Prior distribution. The prior distribution of the parameter θ shared by the source
and target predictors is constructed from the observed, target data distribution.
This choice is motivated by the theoretical possibility of squeezing more bits of
information from unlabeled data points insofar as they exhibit low levels of class
overlap [120]. Accordingly, it is reasonable to bias a priori a predictor based on the
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degree of label uncertainty that is observed when the same predictor is applied to
the target samples. Uncertainty in this sense can be measured for an hypothesis θ
in terms of the following empirical entropy of the target predictor
h(θ|T ) = − 1
m
m∑
i=1
∑
y∈Y
fθt (y; xˆi) log fθt (y; xˆi) , (3.5)
where ft(y; xˆi) represents the probability that sample point xˆi takes label y according
to the target predictor.
It is now possible to derive a prior distribution P (θ|T ) in terms of the label
uncertainty measure h(θ|T ) by requiring the prior distribution to maximize the
entropy under the constraint
∫
h(θ|T )P (θ|T )dθ = ε, where the constant ε > 0
specifies how small the label uncertainty should be on average. This yields a concave,
variational optimization problem with solution:
P (θ|T ) ∝ exp (−λh(θ|T )) , (3.6)
where λ is the Lagrange multiplier corresponding to ε. The resulting prior distribution
satisfies the desired property of preferring models that exhibit well separated classes
(i.e. having lower values of h(θ|T )), thus enabling the exploitation of the information
content of unlabeled target observations within a discriminative setting [54].
Prior distributions of this kind have been adopted also in other works [101] in
order to exploit more information from the target distribution, but have never been
used before in conjunction to explicit domain alignment methods (i.e. not based on
additional regularization terms such as MMD and domain-confusion) like the one
we are proposing.
Inference. Once we have estimated the optimal network parameters θ∗ by solv-
ing (3.3), we can remove the dependence of the target predictor on T on source
domain observations. In fact, after fixing θ∗, the input distribution to each DA-layer
also becomes fixed, and we can thus compute and store the required statistics once
at all, akin to standard BN.
Implementation Notes
DA-layer can be implemented as a mostly straightforward modification of stan-
dard Batch Normalization. We refer the reader to the supplementary material
for a complete derivation. In our implementation in particular, we treat each set
of matching DA-layers in the domain specific predictors as a single network layer
which simultaneously computes the normalization functions in Equation (3.1) for all
domains and learns the α parameter. During training, each DA-layer receives the
domain labels corresponding to its input samples, and is thus able to easily differen-
tiate between them. Similarly to standard BN, we keep separate moving averages of
each domain’s statistics and for the global statistics. Since α is constrained to [0, 1],
we clip its value in the allowed range in each forward pass of the network.
By replacing the optimization problem in (3.3) with the equivalent minimization
of the negative logarithm of P (θ|S, T ) and combining (3.2), (3.4), (3.5) and (3.6)
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we obtain a loss function L(θ) = Ls(θ) + λLt(θ), where:
Ls(θ) = − 1
n
n∑
i=1
log fθdi(yi;xi) ,
Lt(θ) = − 1
m
m∑
i=1
∑
y∈Y
fθt (y; xˆi) log fθt (y; xˆi) .
The term Ls(θ) is the standard log-loss applied to the source samples, while Lt(θ) is
an entropy loss applied to the target samples. The second term can be implemented
by feeding fθt (y;xti) to both inputs of a cross-entropy loss layer, where supported by
the deep learning toolkit of choice.
3.1.2 Experiments
In this section we extensively evaluate our approach and compare it with state
of the art unsupervised domain adaptation methods. We also provide a detailed
analysis of the proposed framework, performing a sensitivity study and demonstrating
empirically the effect of our contributions. Note that all the results in the following
are reported as averages over five training/testing runs. Full details on the datasets
and the used protocol can be found in subsection 2.1.3.
Networks and Training
We apply the proposed method to three widely used CNNs architectures, i.e.
AlexNet [80], VGGf[23], and Inception-BN [73]. We train our networks using mini-
batch stochastic gradient descent with momentum, as implemented in the Caffe
library, using the following meta-parameters: weight decay 5 × 10−4, momentum
0.9, initial learning rate 10−3. We augment the input data by scaling all images
to 256× 256 pixels, randomly cropping 227× 227 pixels (for AlexNet and VGGf)
or 224 × 224 pixels (Inception-BN) patches and performing random flips. In all
experiments we choose the parameter λ by cross-validation on the source set according
to the protocol in [101].
AlexNet [80] and VGGf [23] are two well-know architectures with five convolu-
tional and three fully-connected layers, denoted as fc6, fc7 and fc8. The outputs of
fc6 and fc7 are commonly used in the domain-adaptation literature as pre-trained
feature representations [33, 143] for traditional machine learning approaches. In
our experiments we modify both architectures by appending a DA-layer to each
fully-connected layer. Differently from the original networks, we do not perform
dropout on the outputs of fc6 and fc7.
We initialize the network parameters from a publicly-available model trained
on the ILSVRC-2012 data, we freeze all the convolutional layers, and increase the
learning rate of fc8 by a factor of 10. During training, each mini-batch contains a
number of source and target samples proportional to the size of the corresponding
dataset, while the batch size remains fixed at 256. We train for a total of 60 epochs
(where “epoch” refers to a complete pass over the source set), reducing the learning
rate by a factor 10 after 54 epochs.
Inception-BN [73] is a very deep architecture obtained by concatenating “incep-
tion” blocks. Each block is composed of several parallel convolutions with batch
normalization and pooling layers. To apply the proposed method to Inception-BN,
we replace each batch-normalization layer with a DA-layer . Similarly to AlexNet,
we initialize the network’s parameters from a publicly-available model trained on
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Figure 3.3. Accuracy on the Office31 dataset when considering different architectures
based on AlexNet.
the ILSVRC-2012 data and freeze the first three inception blocks. The α param-
eter is also fixed to a value of 0 in the DA-layers of the first three blocks, which
is equivalent to preserving the original batch normalization layers. Due to GPU
memory constraints, we use a much smaller batch size than for AlexNet and fix the
number of source and target samples in each batch to, respectively, 32 and 16. In
the Office-31 experiments we train for 1200 iterations, reducing the learning rate by
a factor 10 after 1000 iterations. In the Cross-Dataset Testbed experiments we train
for 2000 iterations, reducing the learning rate after 1500.
Analysis of the proposed method
Here we conduct an in-depth analysis of the full proposed approach, evaluating
the impact of our three main contributions: i) aligning features by matching source
and target distributions to a reference one; ii) learning the adaptation coefficients α;
iii) applying an entropy-based regularization term.
As a first set of experiments, we perform an ablation study on the Office31
dataset and report the results in Fig. 3.3.
Specifically, we compare the performance of four variations of the AlexNet
network: trained on source data only (Source); with the addition of the entropy loss
(Entropy); with DA-layers and α fixed to 1 (AutoDIAL-fixed); with DA-layers and
learned α (AutoDIAL). Here the advantage of learning α is evident, as AutoDIAL
outperforms AutoDIAL-fixed in all but one of the experimental settings. Interestingly,
the addition of the entropy term by itself seems to have mixed effects on the final
accuracy: in D→A and W→A in particular, the performance drastically decreases in
Entropy compared to Source. This is not surprising as these two settings correspond
to cases where the number of labeled source samples is very limited and the domain
shift is more severe. However, using DA-layers in conjunction with the entropy loss
always leads to a sizable performance increase. These results confirms the validity
of our contribution: the entropy regularization term is especially beneficial when
source and target data representations are aligned.
In Fig. 3.4 we plot the values of α learned by the DA-layers in AutoDIAL –
AlexNet and AutoDIAL – Inception-BN on the Office31 dataset. In both networks we
observe that lower layers tend to learn values closer to 1, i.e. require an higher degree
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Figure 3.4. α parameters learned on the Office31 dataset, plotted as a function of layer
depth (left and center) and training iteration (right).
of adaptation compared to the layers closer to the classifier. This behavior, however,
seems to be more pronounced in AutoDIAL – AlexNet compared to AutoDIAL –
Inception-BN. Our results agree with recent findings in the literature [2], according
to which lower layers in a network are subject to domain shift even more than the
very last layers. During training, the α are able to converge to their final values in a
few iterations (Fig. 3.4, right).
Comparison with State of the Art methods
In this section we compare our approach with state-of-the art deep domain
adaptation methods. We first consider the Office-31 dataset. The results of our eval-
uation, obtained embedding the proposed DA-layers in the AlexNet, VGGf and the
Inception-BN networks as explained in subsection 3.1.2, are summarized in Tables 3.1,
Method Source Amazon Amazon DSLR DSLR Webcam Webcam AverageTarget DSLR Webcam Amazon Webcam Amazon DSLR
AlexNet – source [80] 63.8 61.6 51.1 95.4 49.8 99.0 70.1
DDC [159] 64.4 61.8 52.1 95.0 52.2 98.5 70.6
DAN [99] 67.0 68.5 54.0 96.0 53.1 99.0 72.9
ReverseGrad [42] 67.1 72.6 54.5 96.4 52.7 99.2 72.7
DRCN [47] 66.8 68.7 56.0 96.4 54.9 99.0 73.6
RTN [101] 71.0 73.3 50.5 96.8 51.0 99.6 73.7
JAN [100] 71.8 74.9 58.3 96.6 55.0 99.5 76.0
AutoDIAL – AlexNet 73.6 75.5 58.1 96.6 59.4 99.5 77.1
Table 3.1. AlexNet-based approaches on Office31 / full sampling protocol.
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Method Source Amazon Amazon DSLR DSLR Webcam Webcam AverageTarget DSLR Webcam Amazon Webcam Amazon DSLR
VGGf – source [23] 61.3 58.3 46.5 93.8 47.7 98.7 67.7
GFK [161] 48.6 52.1 41.8 89.2 49.0 93.2 62.3
TCA [161] 51.0 49.4 48.1 93.1 48.8 96.8 64.5
CORAL [161] 54.4 51.7 48.3 96.0 47.3 98.6 66.0
JDA [161] 59.2 58.6 51.4 96.9 52.3 97.8 69.4
DAN [161] 67.0 67.8 50.4 95.9 52.3 99.4 72.1
DANN [161] 72.9 72.7 56.3 96.5 53.2 99.4 75.2
DAH-e [161] 66.3 66.2 56.0 94.6 53.9 97.0 72.3
DAH [161] 66.5 68.3 55.5 96.1 53.0 98.8 73.0
AutoDIAL – VGGf 72.2 73.1 61.0 97.6 57.9 98.3 76.7
Table 3.2. VGGf-based approaches on Office31 / full sampling protocol.
Method Source Ar Ar Ar Cl Cl Cl Pr Pr Pr Rw Rw Rw AverageTarget Cl Pr Rw Ar Pr Rw Ar Cl Rw Ar Cl Pr
VGGf - source[23] 30.1 42.9 54.4 31.6 45.8 47.9 29.8 30.1 55.0 43.9 35.6 62.6 42.5
GFK [161] 21.6 31.7 38.8 21.6 34.9 34.2 24.5 25.7 42.9 32.9 29.0 50.9 32.4
TCA [161] 19.9 32.1 35.7 19.0 31.4 31.7 21.9 23.6 42.1 30.7 27.2 48.7 30.3
CORAL [161] 27.1 36.2 44.3 26.1 40.0 40.3 27.8 30.5 50.6 38.5 36.4 57.1 37.9
JDA [161] 25.3 36.0 42.9 24.5 40.2 40.9 26.0 32.7 49.3 35.1 35.4 55.4 37.0
DAN [161] 30.7 42.2 54.1 32.8 47.6 49.8 29.1 34.1 56.7 43.6 38.3 62.7 43.5
DANN [161] 33.3 43.0 54.4 32.3 49.1 49.8 30.5 38.1 56.8 44.7 42.7 64.7 44.9
DAH-e [161] 29.2 35.7 48.3 33.8 48.2 47.5 29.9 38.8 55.6 41.2 45.0 59.1 42.7
DAH [161] 31.6 40.8 51.7 34.7 51.9 52.8 29.9 39.6 60.7 45.0 45.1 62.5 45.5
AutoDIAL – VGGf 35.7 53.7 61.6 38.9 58.7 61.3 37.8 39.1 65.8 48.5 46.2 70.0 51.4
Table 3.3. VGGf-based approaches on Office-Home[161]. {Art (Ar), Clipart (Cl), Product
(Pr), Real-World (Rw)}
Method Source Amazon Amazon DSLR DSLR Webcam Webcam AverageTarget DSLR Webcam Amazon Webcam Amazon DSLR
Inception-BN – source [73] 70.5 70.3 60.1 94.3 57.9 100.0 75.5
AdaBN [93] 73.1 74.2 59.8 95.7 57.4 99.8 76.7
AdaBN + CORAL [93] 72.7 75.4 59.0 96.2 60.5 99.6 77.2
DDC [159] 73.2 72.5 61.6 95.5 61.6 98.1 77.1
DAN [99] 74.4 76.0 61.5 95.9 60.3 98.6 77.8
JAN [100] 77.5 78.1 68.4 96.4 65.0 99.3 80.8
AutoDIAL – Inception-BN 82.3 84.2 64.6 97.9 64.2 99.9 82.2
Table 3.4. Inception-based approaches on Office31 / full sampling protocol.
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Method Source Amazon Webcam DSLR Caltech Caltech Caltech AverageTarget Caltech Caltech Caltech Amazon Webcam DSLR
AlexNet – source [80] 83.8 76.1 80.8 91.1 83.1 89.0 84.0
DDC [159] 85.0 78.0 81.1 91.9 85.4 88.8 85.0
DAN [99] 85.1 84.3 82.4 92.0 90.6 90.5 87.5
RTN [101] 88.1 86.6 84.6 93.7 96.9 94.2 90.6
AutoDIAL – AlexNet 87.4 86.8 86.9 94.3 96.3 90.1 90.3
Table 3.5. Office-Caltech results using the full protocol.
Method Source Caltech ImagenetTarget Imagenet Caltech
SDT [156] – 73.6
Tommasi et al. [152] – 75.4
Inception-BN – source [73] 82.1 88.4
AdaBN [93] 82.2 87.3
AutoDIAL – Inception-BN 85.2 90.5
Table 3.6. Cross-Dataset Testbed results using the protocol in [154].
3.2 and 3.4, respectively. As baselines, we consider: Deep Adaptation Networks
(DAN) [99], Deep Domain Confusion (DDC) [159], the ReverseGrad network [42],
Residual Transfer Network (RTN) [101], Joint Adaptation Network (JAN) [100],
Deep Reconstruction-Classification Network (DRCN) [47] and AdaBN [93] with and
without CORAL feature alignment [143]. The results associated to the baseline
methods are derived from the original papers. When using the VGGf network
we instead compare with Deep Hashing Networks[161] and the baselines reported
in their work. As a reference, we further report the results obtained considering
standard AlexNet, VGGf and Inception-BN networks trained only on source data.
Among the deep methods based on the AlexNet architecture, AutoDIAL –
AlexNet shows the best average performance, clearly demonstrating the benefit
of the proposed adaptation strategy. Similar results are found in the experiments
with VGGf and Inception-BN networks, where our approach also outperforms all
baselines.
Method Source Caltech ImagenetTarget Imagenet Caltech
SA [39] 43.7 52.0
GFK [51] 52.0 58.5
TCA [122] 48.6 54.0
CORAL [143] 66.2 74.7
Inception-BN – source [73] 82.1 88.4
AdaBN [93] 81.9 86.5
AutoDIAL – Inception-BN 84.2 89.8
Table 3.7. Cross-Dataset Testbed results using the protocol in [143].
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Source: A-W A-D D-W Mean
Target: Dslr Webcam Amazon
Source only 98.2 92.7 51.6 80.8
sFRAME [165] 54.5 52.2 32.1 46.3
SGF [53] 39.0 52.0 28.0 39.7
DCTN [166] 99.6 96.9 54.9 83.8
AdaBN (Inception-BN) [93] 94.2 97.2 59.3 83.6
AutoDIAL – AlexNet 97.2 95.3 62.7 85.1
Table 3.8. AutoDIAL results on the multi-source Office31 setting
It is interesting to compare AutoDIAL with the AdaBN method [93], as this
approach also develops from a similar intuition than ours. Our results clearly
demonstrate the added value of our contributions: the introduction of the alignment
parameters α, together with the adoption of the entropy regularization term, produce
a significant boost in performance. It is interesting to note that the relative increase
in accuracy from the source-only Inception-BN to AutoDIAL – Inception-BN is higher
than that from the source only AlexNet to AutoDIAL – AlexNet. The considerable
success of our method in conjunction with Inception-BN can be attributed to the fact
that, differently from AlexNet, this network is pre-trained with batch normalization,
and thus initialized with weights that are already calibrated for normalized features.
In our second set of experiments we analyze the performance of several approaches
on the Office-Caltech dataset. The results are reported in Table 3.5. We restrict
our attention to methods based on deep architectures and, for a fair comparison,
we consider all AlexNet-based approaches. Here we report results obtained with
DDC [159], DAN [99], and the recent Residual Transfer Network (RTN) in [101]. As
it is clear from the table, our method and RTN have roughly the same performance
(90.6% vs 90.4% on average), while they significantly outperform the other baselines.
As a third set of experiments we evaluate our method on the 12 settings of Office-
Home. As shown in table 3.3, AutoDIAL comfortably outperforms the previous
state of the art on this setting.
For our multi-source experiments, we benchmark our approach on Office, testing
on each of the three domains, while using the remaining two as sources (results in
table 3.8). Both our variants, α free or fixed, outperform the existing state of the
art in this setting.
Finally, we perform some large scale experiments on the Caltech-ImageNet subset
of the Cross-Dataset Testbed of [154]. As explained above, to facilitate comparison
with previous works which have also considered this dataset we perform experiments
in two different settings. As baselines we consider Geodesic Flow Kernel (GFK)
[51], Subspace Alignment (SA) [39]), CORAL [143], Transfer Component Analysis
(TCA) [122], Simultaneous Deep Transfer (SDT) [156], and the recent method in
[152]. Table 3.6 and Table 3.7 show our results.
The proposed approach significantly outperforms previous methods and sets
the new state of the art on this dataset. The higher performance of our method
is not only due to the use of Inception-BN but also due to the effectiveness of our
contributions. Indeed, the proposed alignment strategy, combined with the adoption
of the entropy regularization term, makes our approach more effective than previous
adaptation techniques based on Inception-BN, i.e. AdaBN [93].
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3.1.3 Conclusion
We presented AutoDIAL, a novel framework for unsupervised, deep domain
adaptation. The core of our contribution is the introduction of novel Domain
Alignment layers, which reduce the domain shift by matching source and target
distributions to a reference one. Our DA-layers are endowed with a set of alignment
parameters, also learned by the network, which allow the CNN not only to align
the source and target feature representations but also to automatically decide at
each layer the required degree of adaptation. Our framework exploits target data
both by computing statistics in the DA-layers and by introducing an entropy loss
which promotes classification models with high confidence on unlabeled samples.
The results of our experiments demonstrate that our approach outperforms state of
the art domain adaptation methods.
While this section focuses on the challenging problem of unsupervised domain-
adaptation, our approach can be also exploited in a semi-supervised setting. Future
works will be devoted to analyze the effectiveness of AutoDIAL in this scenario.
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3.2 Image Alignment: SBADA-GAN
The effectiveness of GANs in producing images according to a specific visual
domain has shown potential in unsupervised domain adaptation. Source labeled
images have been modified to mimic target samples for training classifiers in the
target domain, and inverse mappings from the target to the source domain have also
been evaluated.
In this section we aim at getting the best of both worlds by introducing a symmetric
mapping among domains. We jointly optimize bi-directional image transformations
combining them with target self-labeling. We define a new class consistency loss that
aligns the generators in the two directions, imposing to preserve the class identity
of an image passing through both domain mappings. A detailed analysis of the
reconstructed images, a thorough ablation study and extensive experiments on six
different settings confirm the power of our approach.
The ability to generalize across domains is challenging when there is ample
labeled data on which to train a deep network (source domain), but no annotated
data for the target domain. To attack this issue, a wide array of methods have
been proposed, most of them aiming at reducing the shift between the source and
target distributions (see Sec. 2.1 for a review of previous work). An alternative is
mapping the source data into the target domain, either by modifying the image
representation [43] or by directly generating a new version of the source images [13].
Several authors proposed approaches that follow both these strategies by building
over Generative Adversarial Networks (GANs) [52]. A similar but inverse method
maps the target data into the source domain, where there is already an abundance
of labeled images [158].
We argue that these two mapping directions should not be alternative, but com-
plementary. Indeed, the main ingredient for adaptation is the ability of transferring
successfully the style of one domain to the images of the other. This, given a fixed
generative architecture, will depend on the application: there may be cases where
mapping from the source to the target is easier, and cases where it is true otherwise.
By pursuing both directions in a unified architecture, we can obtain a system more
robust and more general than previous adaptation algorithms.
With this idea in mind, we designed SBADA-GAN: Symmetric Bi-directional
ADAptive Generative Adversarial Network. Its features are (see Figure 3.5):
• it exploits two generative adversarial losses that encourage the network to
produce target-like images from the source samples and source-like images from
the target samples. Moreover, it jointly minimizes two classification losses,
one on the original source images and the other on the transformed target-like
source images;
• it uses the source classifier to annotate the source-like transformed target images.
Such pseudo-labels help regularizing the same classifier while improving the
target-to-source generator model by backpropagation;
• it introduces a new semantic constraint on the source images: the class
consistency loss. It imposes that by mapping source images towards the target
domain and then again towards the source domain they should get back to
their ground truth class. This last condition is less restrictive than a standard
reconstruction loss [179, 78], as it deals only with the image annotation and
not with the image appearance. Still, our experiments show that it is highly
effective in aligning the domain mappings in the two directions;
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Figure 3.5. SBADA-GAN, training: the data flow starts from the Input Data arrows.
The bottom and top row show respectively the source-to-target and target-to-source
symmetric directions. The generative models Gst and Gts transform the source images to
the target domain and vice versa. Ds and Dt discriminate real from generated images of
source and target. Finally the classifiers Cs and Ct are trained to recognize respectively
the original source images and their target-like transformed versions. The bi-directional
blue arrow indicates that the source-like target images are automatically annotated and
the assigned pseudo-labels are re-used by the classifier Cs. The red arrows describe the
class consistency condition by which source images transformed to the target domain
through Gst and back to the source domain through Gts should maintain their ground
truth label.
• at test time the two trained classifiers are used respectively on the original
target images and on their source-like transformed version. The two predictions
are integrated to produce the final annotation.
Our architecture yields realistic image reconstructions while competing against
previous state-of-the-art classifiers and exceeding them on four out of six different
unsupervised adaptation settings. An ablation study showcasing the importance of
each component in the architecture, and investigating the robustness with respect
to its hyperparameters, sheds light on the inner workings of the approach, while
providing further evidence of its value.
Model We focus on unsupervised cross domain classification. Let us start from
a dataset Xs = {xis, yis}Nsi=0 drawn from a labeled source domain S, and a dataset
Xt = {xjt}Ntj=0 from a different unlabeled target domain T , sharing the same set of
categories. The task is to maximize the classification accuracy on Xt while training
on Xs. To reduce the domain gap, we propose to adapt the source images such that
they appear as sampled from the target domain by training a generator model Gst
that maps any source samples xis to its target-like version xist = Gst(xis) defining the
set Xst = {xist, yis}Nsi=0 (see Figure 3.5, bottom row). The model is also augmented
with a discriminator Dt and a classifier Ct. The former takes as input the target
images Xt and target-like source transformed images Xst, learning to recognize
them as two different sets. The latter takes as input each of the transformed images
xist and learns to assign its task-specific label yis. During the training procedure for
this model, information about the domain recognition likelihood produced by Dt
is used adversarially to guide and optimize the performance of the generator Gst.
Similarly, the generator also benefits from backpropagation in the classifier training
procedure.
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Besides the source-to-target transformation, we also consider the inverse target-
to-source direction by using a symmetric architecture (see Figure 3.5, top row).
Here any target image xjt is given as input to a generator model Gts transforming it
to its source-like version xjts = Gts(x
j
t ), defining the set Xts = {xjts}Ntj=0. As before,
the model is augmented with a discriminator Ds which takes as input both Xts
and Xs and learns to recognize them as two different sets, adversarially helping the
generator.
Since the target images are unlabeled, no classifier can be trained in the target-
to-source direction as a further support for the generator model. We overcome
this issue by self-labeling (see Figure 3.5, blue arrow). The original source data
Xs is used to train a classifier Cs. Once it has reached convergence, we apply the
learned model to annotate each of the source-like transformed target images xjts.
These samples, with the assigned pseudo-labels yjtself = arg maxy(Cs(Gts(x
j
t )), are
then used transductively as input to Cs while information about the performance
of the model on them is backpropagated to guide and improve the generator Gts.
Self-labeling has a long track record of success for domain adaptation: it proved
to be effective both with shallow models [16, 58, 113], as well as with the most
recent deep architectures [134, 157, 131]. In our case the classification loss on
pseudo-labeled samples is combined with our other losses, which helps making sure
we move towards the optimal solution: in case of a moderate domain shift, the
correct pseudo-labels help to regularize the learning process, while in case of large
domain shift, the possible mislabeled samples do not hinder the performance (see
Sec. 3.2.5 for a detailed discussion on the experimental results).
Finally, the symmetry in the source-to-target and target-to-source transforma-
tions is enhanced by aligning the two generator models such that, when used in
sequence, they bring a sample back to its starting point. Since our main focus
is classification, we are interested in preserving the class identity of each sample
rather than its overall appearance. Thus, instead of a standard image-based recon-
struction condition we introduce a class consistency condition (see Figure 3.5, red
arrows). Specifically, we impose that any source image xis adapted to the target
domain through Gst(xis) and transformed back towards the source domain through
Gts(Gst(xis)) is correctly classified by Cs. This condition helps by imposing a further
joint optimization of the two generators.
Learning Here we formalize the description above. To begin with, we specify that
the generators take as input a noise vector z ∈ N (0, 1) besides the images, this allows
some extra degree of freedom to model external variations. We also better define the
discriminators as Ds(x), Dt(x) and the classifiers as Cs(x), Ct(x). Of course each
of these models depends from its parameters but we do not explicitly indicate them
to simplify the notation. For the same reason we also drop the superscripts i, j.
The source-to-target part of the network optimizes the following objective func-
tion:
min
Gst,Ct
max
Dt
αLDt(Dt, Gst) + βLCt(Gst, Ct) , (3.7)
where the classification loss LCt is a standard softmax cross-entropy
LCt(Gst, Ct) = E{xs,ys}∼S
zs∼noise
[−ys · log(yˆs)] , (3.8)
evaluated on the source samples transformed by the generator Gst, so that yˆs =
Ct(Gst(xs, zs)) and ys is the one-hot encoding of the class label ys. For the discrim-
inator, instead of the less robust binary cross-entropy, we followed [109] and chose
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a least square loss:
LDt(Dt, Gst) =Ext∼T [(Dt(xt)− 1)2]+
E xs∼S
zs∼noise
[(Dt(Gst(xs, zs)))2] . (3.9)
The objective function for the target-to-source part of the network is:
min
Gts,Cs
max
Ds
γLDs(Ds, Gts)+
µLCs(Cs) + ηLself (Gts, Cs) , (3.10)
where the discriminative loss is analogous to eq. ( 3.9), while the classification
loss is analogous to eq. ( 3.8) but evaluated on the original source samples with
yˆs = Cs(xs), thus it neither has any dependence on the generator that transforms
the target samples Gts, nor it provides feedback to it. The self loss is again a
classification softmax cross-entropy:
Lself (Gts, Cs) = E{xt,ytself }∼T
zt∼noise
[−ytself · log(yˆtself )] . (3.11)
where yˆtself = Cs(Gts(xt, zt)) and ytself is the one-hot vector encoding of the assigned
label ytself . This loss back-propagates to the generator Gts which is encouraged to
preserve the annotated category within the transformation.
Finally, we developed a novel class consistency loss by minimizing the error of
the classifier Cs when applied on the concatenated transformation of Gts and Gst to
produce yˆcons = (Cs(Gts(Gst(xs, zs), zt))):
Lcons(Gts, Gst, Cs) = E {xs,ys}∼S
zs,zt∼noise
[−ys · log(yˆcons)] . (3.12)
This loss has the important role of aligning the generators in the two directions and
strongly connecting the two main parts of our architecture.
By collecting all the presented parts, we conclude with the complete SBADA-
GAN loss:
LSBADA−GAN (Gst, Gts, Cs, Ct, Ds, Dt) =
αLDt + βLCt + γLDs + µLCs + ηLself + νLcons . (3.13)
Here (α, β, γ, µ, η, ν) ≥ 0 are weights that control the interaction of the loss terms.
While the combination of six different losses might appear daunting, it is not
unusual [15]. Here, it stems from the symmetric bi-directional nature of the overall
architecture. Indeed each directional branch has three losses as it is custom practice
in the GAN-based domain adaptation literature [158, 13]. Moreover, the ablation
study reported in Sec. 3.2.5 indicates that the system is remarkably robust to
changes in the hyperparameter values.
Testing The classifier Ct is trained on Xst generated images that mimic the target
domain style, and is then tested on the original target samples Xt. The classifier Cs
is trained on Xs source data, and then tested on Xts samples, that are the target
images modified to mimic the source domain style. These classifiers make mistakes
of different type assigning also a different confidence rank to each of the possible
labels. Overall the two classification models complement each other. We take
advantage of this with a simple ensemble method σCs(Gts(xt, zt)) + τCt(xt) which
linearly combines their probability output, providing a further gain in performance.
A schematic illustration of the testing procedure is shown in Figure 3.6. We set
the combination weights σ, τ through cross validation (see Sec. 3.2.2 for further
details).
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Figure 3.6. SBADA-GAN, test: the two pre-trained classifiers are applied respectively on
the target images and on the transformed source-like target images. Their outputs are
linearly combined for the final prediction.
3.2.1 Datasets and Adaptation Scenarios
We evaluate SBADA-GAN on several unsupervised adaptation scenarios , consid-
ering the following widely used datasets and settings (dataset details can be found
in section 2.1.3):
MNIST → MNIST-M: We follow the evaluation protocol of [15, 13, 43].
MNIST ↔ USPS: We follow the evaluation protocol of [13].
SVHN ↔ MNIST: Most previous works simplified the data by considering a
grayscale version, instead we apply our method to the original RGB images. We
resize the MNIST images to 32 × 32 pixels and use the protocol by [15, 48]. We
also test SBADA-GAN on a traffic sign scenario.
Synth Signs → GTSRB: Both databases contain samples from 43 classes, thus
defining a larger classification task than that on the 10 digits. We adopt the protocol
proposed in [59].
3.2.2 Implementation details
We composed SBADA-GAN starting from two symmetric GANs, each with an
architecture1 analogous to that used in [13].
The model is coded2 in python and we ran all our experiments in the Keras
framework [28]. We use the ADAM [79] optimizer with learning rates for the
discriminator and the generator both set to 10−4. The batch size is set to 32 and
we train the model for 500 epochs not noticing any overfitting, which suggests that
further epochs might be beneficial. The α and γ loss weights (discriminator losses)
are set to 1, β and µ (classifier losses) are set to 10, to prevent that generator from
indirectly switching labels (for instance, transform 7’s into 1’s). The class consistency
loss weight ν is set to 1.
All training procedures start with the self-labeling loss weight, η, set to zero, as
this loss hinders convergence until the classifier is fully trained. After the model
converges (losses stop oscillating, usually after 250 epochs) η is set to 1 to further
increase performance. Finally the parameters to combine the classifiers at test time
are σ ∈ [0, 0.1, 0.2, . . . , 1] and τ = (1− σ) chosen on a validation set of 1000 random
samples from the target in each different setting.
1See all the model details in the supplementary material.
2Code available at https://github.com/engharat/SBADAGAN
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MNIST→ USPS USPS→MNIST MNIST→MNIST-M SVHN→MNIST MNIST→SVHN Synth Signs→GTSRB
Source Only 78.9 57.1 ± 1.7 63.6 60.1 ± 1.1 26.0 ± 1.2 79.0
CORAL [144] 81.7 - 57.7 63.1 - 86.9
MMD [157] 81.1 - 76.9 71.1 - 91.1
DANN [43] 85.1 73.0 ± 2.0 77.4 73.9 35.7 88.7
DSN [15] 91.3 - 83.2 82.7 - 93.1
CoGAN [96] 91.2 89.1 ± 0.8 62.0 not conv. - -
ADDA [158] 89.4 ± 0.2 90.1 ± 0.8 - 76.0 ± 1.8 - -
DRCN [48] 91.8 ± 0.1 73.7 ± 0.1 - 82.0 ± 0.2 40.1 ± 0.1 -
PixelDA [13] 95.9 - 98.2 - - -
DTN [149] - - - 84.4 - -
TRUDA [134] - - 86.7 78.8 40.3 -
ATT [131] - - 94.2 86.2 52.8 96.2
UNIT [95] 95.9 93.5 - 90.5 - -
DAass fix. par. [59] - - 89.5 95.7 - 82.8
DAass [59] - - 89.5 97.6 - 97.7
Target Only 96.5 99.2 ± 0.1 96.4 99.5 96.7 98.2
SBADA-GAN Ct 96.7 94.4 99.1 72.2 59.2 95.9
SBADA-GAN Cs 97.1 87.5 98.4 74.2 50.9 95.7
SBADA-GAN 97.6 95.0 99.4 76.1 61.1 96.7
GenToAdapt [132] 92.5 ± 0.7 90.8 ± 1.3 - 84.7 ± 0.9 36.4 ± 1.2 -
CyCADA [70] 94.8 ± 0.2 95.7 ± 0.2 - 88.3 ± 0.2 - -
Self-Ensembling [40] 98.3 ± 0.1 99.5 ± 0.4 - 99.2 ± 0.3 42.0 ± 5.7 98.3 ± 0.3
Table 3.9. Comparison against previous work. SBADA-GAN Ct, Cs reports respectively
the accuracies produced by the classifier trained in the target domain space, and the
results produced by training in the source domain space and testing on the target
images mapped to this space. SBADA-GAN reports the results obtained by a weighted
combination of the softmax outputs of these two classifiers. Note that all competitors
convert SVHN to grayscale, while we deal with the more complex original RGB version.
The last three rows report results from online available pre-print papers.
3.2.3 Quantitative Results
Table 3.9 shows results on our evaluation settings. The top of the table reports
results by thirteen competing baselines published over the last two years. The
Source-Only and Target-Only rows contain reference results corresponding to the no-
adaptation case and to the target fully supervised case. For SBADA-GAN, besides
the full method, we also report the accuracy obtained by the separate classifiers
(Cs,Ct) before the linear combination.
SBADA-GAN improves over the state of the art in four out of six settings. In
these cases the advantage with respect to its competitors is already visible in the
separate Cs and Ct results and it increases when considering the full combination
procedure. Moreover, the gain in performance of SBADA-GAN reaches up to +8
percentage points in the MNIST→SVHN experiment. This setting was disregarded
in many previous works: differently from its inverse SVHN→MNIST, it requires
a difficult adaptation from the grayscale handwritten digits domain to the widely
variable and colorful street view house number domain. Thanks to its bi-directionality,
SBADA-GAN leverages on the inverse target to source mapping to produce highly
accuracy results.
Conversely, in the SVHN→MNIST case SBADA-GAN ranks eighth out of the
thirteen baselines in terms of performance. Our accuracy is on par with ADDA’s
[158]: the two approaches share the same classifier architecture, although the number
of fully-connected neurons of SBADA-GAN is five time lower. Moreover, compared
to DRCN [48], the classifiers of SBADA-GAN are shallower with a reduced number
of convolutional layers. Overall here SBADA-GAN suffers of some typical drawbacks
of GAN-based domain adaptation methods: although the style of a domain can be
easily transferred in the raw pixel space, the generative process does not have any
explicit constraint on reducing the overall data distribution shift as instead done by
the alternative feature-based domain adaptation approaches. Thus, methods like
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Setting S T map to S S map to T T
MNIST → USPS 0.206 0.219 0.106 0.102
MNIST → MNIST-M 0.206 0.207 0.035 0.032
MNIST → SVHN 0.206 0.292 0.027 0.012
Synth S. → GTSRB 0.105 0.136 0.128 0.154
Table 3.10. Dataset mean SSIM: this measure of data variability suggests that our method
successfully generates images with not only the same style of a chosen domain, but also
similar perceptual variability.
DAass [59], DTN [149] and DSN [15] deal better with the large domain gap of the
SVHN→MNIST setting.
Finally, in the Synth Signs → GTSRB experiment, SBADA-GAN is just slightly
worse than DAass, but outperforms all the other competing methods. The comparison
remains in favor of SBADA-GAN when considering that its performance is robust
to hyperparameter variations (see Sec. 3.2.5 for more details).
3.2.4 Qualitative Results
To complement the quantitative evaluation, we look at the quality of the images
generated by SBADA-GAN. First, we see from Figure 3.7 how the generated images
mimic the style of the chosen domain, even when going from the simple MNIST
digits to the SVHN colorful house numbers.
Visually inspecting the data distribution before and after domain mapping defines
a second qualitative evaluation metric. We use t-SNE [104] to project the data from
their raw pixel space to a simplified 2D embedding. Figure 3.8 shows that the
transformed dataset tends to replicate faithfully the distribution of the chosen final
domain.
A further measure of the quality of the SBADA-GAN generators comes from
the diversity of the produced images. Indeed, GAN’s generators may collapse and
output a single prototype that maximally fools the discriminators. To evaluate the
diversity of samples generated by SBADA-GAN we choose the Structural Similarity
(SSIM, [162]) that correlates well with the human perceptual similarity judgments.
Its values range between 0 and 1 with higher values corresponding to more similar
images. We follow the same procedure used in [119] by randomly choosing 1000
pairs of generated images within a given class. We also repeat the evaluation over
all the classes and calculate the average results. Table 3.10 shows the results of the
mean SSIM metric and indicates that the SBADA-GAN generated images not only
mimic the same style, but also successfully reproduce the variability of a chosen
domain.
3.2.5 Method Analysis
Ablation Study Starting from the core source-to-target GAN module we analyze
the effect of adding all the other model parts. At first we add the symmetric
target-to-source GAN model. These two parts are then combined and the domain
transformation loop is closed by adding the class consistency condition. Finally the
model is completed by introducing the target self-labeling procedure. We empirically
test each of these model steps on the MNIST→USPS setting and report the results
in Table 3.11. We see the gain achieved by progressively adding the different
components, with the largest advantage obtained by the introduction of self-labeling.
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(a) MNIST to USPS (b) USPS to MNIST
(c) MNIST to MNIST-M (d) MNIST-M to MNIST
(e) MNIST to SVHN (f) SVHN to MNIST
(g) Synth S. to GTSRB (h) GTSRB to Synth S.
Figure 3.7. Examples of generated digits: we show the image transformation from the
original domain to the paired one as indicated under every sub-figure. For each of the
(a)-(h) cases, the original/generated images are in the top/bottom row.
An analogous boost due to self-labeling is also visible in all the other experi-
mental settings with the exception of MNIST↔SVHN, where the accuracy remains
unchanged if η is equal or larger than zero. A further analysis reveals that here
the recognition accuracy of the source classifier applied to the source-like trans-
formed target images is quite low (about 65%, while in all the other settings reaches
80− 90%), thus the pseudo-labels cannot be considered reliable. Still, using them
does not hinder the overall performance.
The crucial effect of the class consistency loss can be better observed by looking
at the generated images and comparing them with those obtained in two alternative
cases: setting ν = 0, i.e. not using any consistency condition between the two
generators Gst and Gts, or substituting our class consistency loss with the standard
cycle consistency loss [179, 78] based on image reconstruction. For this evaluation
we choose the MNIST→SVHN case which has the strongest domain shift and we
show the generated images in Figure 3.9. When the consistency loss is not activated,
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(a) MNIST -> USPS (b) USPS -> MNIST
(c) MNIST-M -> MNIST (d) MNIST -> MNIST-M
1
Figure 3.8. t-SNE visualization of source, target and source mapped to target images.
Note how the mapped source covers faithfully the target space both in the (a),(b) case
with moderated domain shift and in the more challenging (c),(d) setting.
the Gts output images are realistic, but fail at reproducing the correct input digit
and provide misleading information to the classifier. On the other hand, using
the cycle-consistency loss preserves the input digit but fails in rendering a realistic
sample in the correct domain style. Finally, our class consistency loss allows to
preserve the distinct features belonging to a category while still leaving enough
freedom to the generation process, thus it succeeds in both preserving the digits and
rendering realistic samples.
CycleGAN vs SBADA-GAN To further clarify the difference between the
two methods, we remind that CycleGAN is unsupervised and works only when
transferring style across similarly shaped categories (e.g. horses→zebras), not across
domains. SBADA-GAN instead deals with domains containing multiple categories.
The images samples in Figure 3.9(b) are indeed obtained with CycleGAN: training
on them produces an accuracy of 25.5%, much lower than the corresponding 61.1% of
SBAD-GAN. Moreover, CycleGAN has a single transformed image as output, while
SBADA-GAN exploits a noise vector as input producing multiple outputs for each
input image: this is critical for classification as it provides variability through data
augmentation, it avoids overfitting and eases generalization. For completeness we
also ran an experiment on the challenging Office Dataset [130]: here both the images
produced by CycleGAN and SBADA-GAN (see Figure 3.10) are given as input
to a pre-trained AlexNet and the classification accuracy is respectively 52.0% and
50.7%, both lower than the reference 61.6% result produced by the baseline without
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X X 91.55
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X X X X X X 97.60
Table 3.11. Analysis of the role of each SBADA-GAN component. We ran experiments by
turning on the different losses of the model as indicated by the checkmarks.
(a) (b)
(c) (d)
Figure 3.9. Gts outputs (lower line) and their respective inputs (upper line) obtained with:
(a) no consistency loss, (b) image-based cycle consistency loss [179, 78], (c) our class
consistency loss. In (d) we show some real SVHN samples as a reference.
adaptation. These results confirm the known difficulty of GAN-based method to
deal with domain shifts due to poses and shapes.
Robustness Study SBADA-GAN is robust to the specific choice of the consistency
loss weight ν, given that it is different from zero. Changing it in [0.1, 1, 10] induces
a maximum variation of 0.6 percentage points in accuracy over the different settings.
An analogous evaluation performed on the classification loss weights (β,µ) reveals that
changing them in the same range used for ν causes a maximum overall performance
variation of 0.2 percentage points. Furthermore SBADA-GAN is minimally sensitive
to the batch size used: halving it from 32 to 16 samples while keeping the same
number of learning epochs reduces the performance only of about 0.2 percentage
points. Such robustness is particularly relevant when compared to competing
methods. For instance the most recent DAass [59] needs a perfectly balanced source
and target distribution of classes in each batch, a condition difficult to satisfy in
real world scenarios, and halving the originally large batch size reduces by 3.5
percentage points the final accuracy. Moreover, changing the weights of the losses
that enforce associations across domains with a range analogous to that used for
the SBADA-GAN parameters induces a drop in performance up to 16 accuracy
percentage points3.
3More details are provided in the supplementary material.
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(a) Amazon (b) Webcam
(c) CycleGAN (d) SBADA-GAN
Figure 3.10. CycleGAN [179] vs SBADA-GAN on the Amazon-Webcam experiment of
the Office Dataset [130].
3.2.6 Conclusion
This section presented SBADA-GAN, an adaptive adversarial domain adaptation
architecture that simultaneously maps source samples into the target domain and
vice versa with the aim to learn and use both classifiers at test time. To achieve this,
self-labeling is exploited to regularize the classifier trained on the source, and we
impose a class consistency loss that improves greatly the stability of the architecture,
as well as the quality of the reconstructed images in both domains.
We explain the success of SBADA-GAN in several ways. To begin with, thanks
to the the bi-directional mapping we avoid deciding a priori which is the best
strategy for a specific task. Also, the combination of the two network directions
improves performance providing empirical evidence that they are learning different,
complementary features. Our class consistency loss aligns the image generators,
allowing both domain transfers to influence each other. Finally the self-labeling
procedure boost the performance in case of moderate domain shift without hindering
it in case of large domain gaps.
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3.3 A Hybrid Approach: ADAGE
The ability to generalize across visual domains is crucial for the robustness of
visual recognition systems in the wild. Several works have been dedicated to close the
gap between a single labeled source domain and a target domain with transductive
access to its data. In this section we focus on the wider domain generalization task in-
volving multiple sources and seamlessly extending to unsupervised domain adaptation
when unlabeled target samples are available at training time. We propose a hybrid
architecture that we name ADAGE: it gracefully maps different source data towards
an agnostic visual domain through pixel-adaptation based on a novel incremental
architecture, and closes the remaining domain gap through feature adaptation. Both
the adaptive processes are guided by adversarial learning. Extensive experiments
show remarkable improvements compared to the state of the art.
As we’ve seen before, Domain Adaptation (DA) is at its core the quest for
principled algorithms enabling the generalization of visual recognition methods.
Given at least a source domain for training, the goal is to achieve recognition results
as good as those achievable on source test data on any other target domain, in
principle belonging to a different probability distribution, without having prior access
to labeled images. Solving this problem will represent a major step towards one of
the key goals of computer vision, i.e. having machines able to answer the question
‘what do you see?’ in the wild; hence, its increased popularity in the community
over the last years (see section 2.1 for a review of recent work).
Since its definition [130], the most popular instantiation of the problem has
assumed to have access to annotated data from a single source domain and to
unlabeled data from a specific target domain. Still, there has been recently a growing
interest on how to leverage over multiple source domains when unlabeled target
data are available [166], and even more on how to generalize over any possible
target domain, when it is not possible to access target data of any sort a priori
[90]. Intuitively, by leveraging over multiple sources it should be possible to design
algorithms able to discard the specific style of each source domain, while capturing
the generic content of the visual categories contained in all domains depicting such
categories.
Algorithm-wise, the community has attacked the problem with two disjoint
strategies. The first is based on end-to-end architectures that minimize both a
source classification and a domain shift measure. Specifically, these methods express
the domain shift either in terms of difference in the domain statistics [160, 144],
or of adversarial domain discrimination [43, 158], or of random walk transition
probability among the samples of two domains [59]. All of them aim at aligning
the feature representation learned for the domains. The other direction deals with
image (instead of feature) transformation. The visual style of a domain, be it source,
target or both, is modeled and transferred to images of the different one so that
adaptation happens at the input level and standard classification networks can be
reused without further internal modifications [128, 13]. While this second solution
allows for human-understandable modifications, it should be noted that a visually
pleasant transformation may not be what the network needs most to get the best
possible adaptation.
In this work we focus on the scenario where multiple source domains are available
at training time, with the aim of learning an agnostic visual domain as well as the
corresponding representation able to capture the intrinsic information carried by all
domains while discarding the distinctive style of each individual source. To do so,
we propose a hybrid architecture that sits at the intersection of the two algorithmic
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approaches outlined above, allowing to get the best of both worlds. Our intuition is
that it is possible to reduce the domain shift by acting simultaneously on the image
and on the feature space within an adversarial framework. This means dropping
the condition of a human-understandable style transfer to the benefit of a new more
network-understandable visual language. To this end, we propose an architecture
where a novel incremental transformer maps the available images, guided by an
adversarial loss, towards an agnostic, intermediate visual domain that retains the
most important domain invariant information. Such agnostic images are then used
as input to a multi-branch feature adaptation block, getting a substantial benefit
with respect to separate feature-based and style-transfer based methods. We call
our architecture Agnostic Domain Generalization (ADAGE). While in general we do
not assume to have access to unlabeled target data, the architecture can be easily
extended to the unsupervised multi-source domain adaptation scenario.
We test ADAGE on the domain generalization and unsupervised multi source
domain adaptation settings, comparing against recent approaches [89, 176, 166]. In
all experiments, for both settings, ADAGE significantly outperforms the state of the
art, proving the benefit of a hybrid approach. An ablation study and visualizations
of the agnostic domain images complete our experimental study.
3.3.1 Agnostic Domain Generalization
Figure 3.11. A brief description of our architecture: all samples (including target ones,
in the DA setting) follow the same path in the network. Firstly they go through the
Transformer T that takes as input the original images and outputs the modified ones.
Then the updated samples go through the Image Domain Discriminator H and, at the
same time, flow through the Feature Extractor F . Once converted to features, the samples
progress both into the Classifier C and through the Feature Domain Discriminator D.
We use H to get an estimate of domain similarity, which is used to bias the classification
loss towards those sources which are more similar to the target. The gradient from H is
inverted and flows through T driving image modifications towards domain confusion.
Similarly, the gradient from D also inverted, is backpropagated through F and T so that
both the feature and the image dedicated blocks benefit from a further push towards the
domain agnostic space. The classification gradient travels through the whole network,
excluding H and D.
We assume to observe i = 1 . . . S source domains with the ith domain containing
Ni labeled instances {xij , yij}Nij=1, where xij is the jth input image and yij ∈ {1 . . .M}
is the class label. In addition we also have an unlabeled target domain whose data
{xtj}Ntj=1 might (DA) or might not (DG) be provided at training time. All the source
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Figure 3.12. Main blocks of our incremental Transformer network. The blue blocks
represent the input image data, while the red blocks are a sequence of convolutional +
Relu + Batch Normalization layers. The output of the two convolutional blocks are
concatenated with the previous inputs, forming a group of image data and features maps
that grow along the depth of the network. The number of features increases from 3
(input data) to 256 (final aggregation step), while a last convolutional layer squeezes the
features back into 3 channels interpretable as an RGB image (green block).
and target domains share the same label space and overall they have the same
conditional distribution, but their marginal distribution is different thus inducing a
domain shift.
The goal of ADAGE is to learn a domain agnostic model by adapting both the
images and their representation: this is obtained by jointly learning a mapping
towards new visual and feature spaces where the domains are confused but the
relevant semantic information of the data is maintained. We realize this goal by
combining a feature extractor F and a classifier C sub-networks to three modules:
a new image transformer T and two domain discriminators H,D respectively for
images and features. An overview of our deep learning architecture is shown in
Figure 3.11.
Image Transformer T modifies the input images to remove their domain-
specific style. We defined a new incremental structure for this module that exploits
the power of layer aggregation [171]: the output of two 3× 3 convolutional layers
each followed by Relu and Batch Normalization are stacked up with the input and
propagated to every subsequent layer (see Figure 3.12). Specifically, the produced
feature build up in size resulting in a growing sequence of {3, 8, 16, 32, 4, 64, 128}
maps, after which a convolution layer brings them down to 3 channels, interpretable
as RGB images.
Image Domain Discriminator H receives as input the images produced by
T and predicts their domain label. More in details, this module is a multi-class
classifier that learns to distinguish among the S source domains in DG, and S + 1
in DA (including the target), by minimizing a simple cross-entropy loss LH . The
information provided by this module is used in two ways: to adversarially guide the
transformer T to produce images with confused domain identity, and to estimate
a similarity measure between the source and the target data when available. The
first task is executed through a gradient reversal layer as in [43]. The second is
obtained as a byproduct of the domain classifier H by collecting the probability of
every source sample in each batch to be recognized as belonging to the target.
Feature Domain Discriminator D is analogous to H but, instead of images,
it takes as input their features, performing domain classification by minimizing
the cross-entropy loss LD. Finally, during backpropagation, the inverted gradient
regulates the feature extraction process to confuse the domains.
Feature Extractor and Classifier F and C are standard deep learning mod-
ules. We built them with the same network structure used in [176] to put them on
equal footing. In particular, in the DG setting the classifier learns to distinguish
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among the M categories of the sources by minimizing the cross-entropy loss LC ,
while for the DA setting it can also provide the classification probability on the
target samples p(xt) = C(F (T (xt))) that is used to minimize the related entropy
loss Le = p(xt)log(p(xt)).
If we indicate with θ the network parameters and we use subscripts to identify the
different network modules, we can formally write the overall loss function optimized
by ADAGE as:
L(θT , θF , θD, θH , θC) =
∑
i=1..S,S+1
∑
j=1..N i
Lj,iC (θT , θF , θC) + ηLj,i=S+1e (θT , θF , θC)
− λLj,iD (θT , θF , θD)− γLj,iH (θT , θH) .
(3.14)
We remark that, as specified by its superscripts, Lj,i=S+1e is only active in the DA
setting, while LD and LH in the DA case deal with an {S + 1}-multiclass task
involving also the target together with the source domains.
As can be noted from ( 3.14), the number of meta-parameters of our approach is
very limited. For λ we use the same rule introduced by [43] that grows the importance
of the feature domain discriminator with the training epochs: λk = 21+exp(−10k) − 1,
where k = current_epochtotal_epochs . We set γk = 0.1λk so that only a small portion of the full
gradient of the image domain discriminator is backpropagated: in this way we can
still get useful similarity measures among the domains while progressively guiding
the transformer to make them alike. Finally, the experimental evaluation indicates
that ADAGE is robust to the exact choice of η, thus we keep it always fixed to 0.5
just for simplicity.
We conclude this section with some remarks on the characteristics of ADAGE.
To our knowledge this is the first method designed to work seamlessly both in the
domain generalization and in the unsupervised domain adaptation settings. It is
also the first method to introduce an image-level component in a deep learning
architecture for domain generalization. Differently from existing GAN-based methods
that need a typical alternating training between image adaptation and classification,
we train the whole model of ADAGE with a single optimizer. Nonetheless, we are
still performing adversarial training, as the gradient originating from our domain
discriminators is inverted before reaching our feature extractor and image transformer.
Moreover, GAN adaptive approaches aim at transferring the source style to the
target data and/or vice-versa [128, 13, 97], while our goal is that of projecting the
data of all the available domains to a new agnostic space, where the domain-specific
signatures are discarded. Technically we avoid the risk of degenerating all inputs to
random noise by priming the network to correctly perform label classification and
by starting to confuse the domains only later (see the λk update agenda), while still
receiving feedback from the classification loss. Finally we underline that the image
transformation proposed for ADAGE is not meant to be pleasant to the human eye:
its purpose is to start to close the domain gap, instead of fully delegating this task
to the features at later stages in the learning process.
3.3.2 Experiments
We tested ADAGE on the DA and DG scenarios always considering the availability
of multiple sources. Our framework can easily switch between the two cases with a few
key differences. For DG the image H and the feature D domain discriminators deal
with S domains, while for DA they need to distinguish among S+1 domains including
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Sources
SVHN SVHN MNIST-M
Avg.MNIST-M MNIST SYNTH
SYNTH SYNTH MNIST
Target MNIST MNIST-M SVHN
DG
combine sources 98.7 62.6 69.5 76.9
MLDG [89] 99.1 61.2 69.7 76.7
ADAGE Residual 99.2 65.8 74.6 79.9
ADAGE Incremental 99.1 66.3 76.4 80.3
DA
combine sources 98.7 62.6 69.5 76.9
combine DANN [176] 92.5 65.1 77.6 78.4
MDAN [176] 97.9 68.7 81.6 82.7
ADAGE Residual 99.2 87.6 84.1 90.3
ADAGE Incremental 99.3 88.5 86.0 91.3
Table 3.12. Classification accuracy results: experiments with 3 sources.
the target. Moreover, in DA, the unlabeled target data trigger the classification
block C to activate the entropy loss and to use the source domain weights provided
by the image domain discriminator H. Specifically these weights make sure that our
classifier is biased towards the sources more similar to the target.
Datasets and ScenariosWe focus on five well known digits datasets: MNIST [86],
MNIST-M [43], USPS [41], SVHN [117] and (SYNTH Digits) (dataset details
are in section 2.1.3).
To define the multi source experimental scenarios we follow [166, 176] and
reproduce their settings. A first case from [176] involves three sources chosen in
{MNIST, MNIST-M, SYNTH, SVHN}. Each dataset with the exception of SYNTH,
is cyclically used as target. All the images are resized to 28× 28 pixels and subsets
of 20k and 9k samples are chosen respectively from each source and from the target.
A second case from [166] involves four sources by adding USPS to the previous
dataset group, and focuses on two possible targets, SVHN and MNIST-M. Even in
this case the imagesare resized to 28× 28 pixels, and 25/9k samples are drawn from
each dataset to define the source/target sets4. A third case from [46] involves five
sources and exploits variants of MNIST denoted as {M0,M15,M30,M45,M60,M75}.
We randomly chose 1000 digit images of ten classes from the original MNIST training
set to represent the basic view M0 with 100 images for each class. The other views
are then obtained by rotating the images of 15 degrees in counterclock-wise direction.
For our experiments all the datasets were normalized and zero-centered. In the
DG case, the mean and standard deviation of the target for data normalization
are calculated batch-by-batch during the testing process. A standard random crop
of 90 − 100% of the total image size was applied as data augmentation. The
training procedure requires 200 epochs for DA, while for the DG experiments we
found beneficial to increase the number of training epochs to 600. For DA we used
RmsProp [150] with a lr of 5e−4, while for DG we used Adam [79] with a lr of
1e− 3. In both cases we step down the lr after 80% of the training.
All the experiments are repeated tree times and we report the average on the
obtained classification accuracy results.
Results in Tables 3.12 and 3.13 As a main baseline for the three and
4The authors of [166] kindly shared the exact splits used for their experiments. For the three
and five sources experiments we considered instead multiple random selections of the samples from
the datasets.
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Sources
SYNTH SYNTH
Avg.
MNIST MNIST
MNIST-M SVHN
USPS USPS
Target SVHN MNIST-M
DG
combine sources 73.2 61.9 67.5
MLDG [89] 68.0 65.6 66.8
ADAGE Residual 68.2 65.7 66.9
ADAGE Incremental 75.8 67.0 71.4
DA
combine sources 73.2 61.9 67.5
combine DANN [166] 68.9 71.6 70.3
DCTN [166] 77.5 70.9 74.2
ADAGE Residual 82.3 84.1 83.2
ADAGE Incremental 85.3 85.3 85.3
Table 3.13. Classification accuracy results: experiments with 4 sources.
Target M0 M15 M30 M45 M60 M75 Avg.
DG
D-MTAE [46] 82.5 96.3 93.4 78.6 94.2 80.5 87.6
CCSA [114] 84.6 95.6 94.6 82.9 94.8 82.1 89.1
MMD-AAE [91] 83.7 96.9 95.7 85.2 95.9 81.2 89.8
CROSS-GRAD [135] 88.3 98.6 98.0 97.7 97.7 91.4 95.3
ADAGE Incremental 88.8 97.6 97.5 97.8 97.6 91.9 95.2
Table 3.14. Domain Generalization accuracy results on experiments with 5 MNIST-rotated
sources. For compactness we only indicate the considered target.
Residual T Incremental T
Mode DG DA DG DA
T 61.73 63.23
T + E 61.7 56.7 63.2 63.9
T + D 62.1 65.4 62.2 69.9
D 53.0 65.9 53.0 65.9
D + E 53.0 75.1 53.0 75.1
T + H 58.7 61.3 61.4 60.8
T + D + H 59.0 62.5 61.2 68.8
T + E + H 58.7 61.6 61.4 63.9
T + D + E 62.2 82.9 62.2 82.4
T + D + E + H 65.8 87.6 66.3 88.5
Table 3.15. Ablation analysis on the experiment with three sources and target MNIST-M.
We turn on and off the different parts of the model: T= Transformer, E= Entropy, D=
Feature Domain Discriminator, H= Image Domain Discriminator
four sources settings we use the naïve combine sources strategy that consists in
learning a classifier on all the source data combined together. For a fair comparison
we produced these results by keeping only the feature extractor F and the classifier
C of our network, while turning off all the adaptive blocks. For DG we benchmark
against the meta-learning method MLDG presented in [89] using the code provided
by the authors and running the experiments on our settings. For DA we report the
reference results from previous works. In particular for the three sources experiments
the comparison is with the Multisource Domain Adversarial Network MDAN [176].
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Since this method builds over the DANN algorithm [43] the result obtained with
DANN applied on the combination of all the sources (combine DANN) is also
reported. For the four sources experiments the main comparison is instead with
the Deep Cocktail Network (DCN) [166], a recent method able to work even with
partial class overlap among the sources. We present the accuracy for both the
residual and incremental transformer variants of ADAGE and we see that they
outperforms all the reference sota baselines in DG and DA, both using three and four
sources, with margins of up to 6.84% in DG and of up to 11.07% in DA. Interestingly,
using four sources slightly worsens the performances when SVHN is the target: our
interpretation is that adding the USPS dataset slightly increases the domain shift
between the whole training and test domains, making the adaptation somehow more
difficult. Results obtained with the incremental transformer are overall stronger that
those obtained with the residual version: we think that this is due to the peculiar
structure of the incremental transformer that allows to retain all the expressive
capacity of bigger and deeper architectures while keeping the number of parameters
low. Indeed the incremental T has only 13 of the parameters with respect to the
residual version, thus it is faster in training and allows to better avoid overfitting
while mapping the source domain images into a compact agnostic space.
Results in Table 3.14 For the five sources experiments we focus on DG and
on the most efficient incremental version of ADAGE. We benchmark against two
autoencoder-based DG methodsD-MTAE andMMD-AAE respectively presented
in [46] and [91], as well as against the metric-learning CCSA method [114] and the
very recent CROSS-GRAD [135]. The results indicate that ADAGE outperforms
three of the four competitors and has results similar to CROSS-GRAD which
proposes an adaptive solution based on data augmentation that could potentially be
combined with ADAGE.
Further Results Besides evaluating ADAGE on digits images, we tested it also
on the ETH80 object dataset. We followed [46] focusing on the ETH80-p setting
with 5 domains obtained from 5 pitch-rotated views of 8 objects. The images are
subsampled to 28× 28 and greyscaled. By running ADAGE for DG on this setting,
training in turn on four sources and testing on the remaining domain, we get an
average accuracy of 94.1%, significantly higher than 87.9% of D-MTAE.
While ADAGE is specifically tailored for the multi-source settings, the reader
might wonder how it would behave in the case of a single source DA with access
to unlabeled target data. As a proof of concept experiment, we tested ADAGE
using SVHN as source and MNIST as target. With the same protocol used in our
DA experiments, we achieve an 95.7% accuracy, which is on par with the very recent
[59] and better than many other competitive methods [70, 128, 179, 131, 134], all
scoring an accuracy lower than 91.0%.
Ablation Study Table 3.15 shows the effect of progressively enabling the key
components of ADAGE, showcasing the relative importance of each piece. If only the
transformer is enabled, but there is no effort to align the domains, the final accuracy
is not significantly better than the non-adaptive baseline (62.6%), which shows that
simply using a longer network provides only a minimal advantage. A first jump
in accuracy appears when the feature domain discriminator D is introduced, but
only for DA, as the DG accuracy stays low. The contribution of the image domain
discriminator H is negligible by itself and this behavior can be explained considering
that we backpropagate only a small part of the H gradient (γ = 0.1λ, see section
3.3.1). However its beneficial effect becomes evident in collaboration with the other
network modules: passing from T+D+E to T+D+E+H implies an improvement
in accuracy of at least 4% which indicates that the adversarial guidance provided
by H on T allows for an image adaptation process complementary to the feature
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adaptation one. Using the entropy loss helps a lot, with gains in performance of
over 15%. The presence of multiple sources very likely helps in reducing the risk
that the entropy loss might mislead the classifier. Note that since the image domain
discriminator backpropagates only on the transformer, it is not possible to test any
combination containing H but not T .
(a) MNIST (b) SVHN
(c) Synth. Digits (d) MNIST-M
1
Figure 3.13. Examples of domain-agnostic digits generated by the transformer block in
the experiments with three sources and MNIST-M as target. The top two rows show
images produced in the DG setting by our residual based (line 1) and incremental based
(line 2) transformers. Line 3 shows the original images and in the last two rows we
display images produced by the residual (line 4) and incremental transformers in the DA
setting. Images transformed with the residual architecture tend to preserve more of the
original input. It is worth mentioning that, while the DG images from the target class
are more noisy than their equivalent in the DA setting, our transformer does a good job
at transforming images that it has never seen before.
Qualitative results While strong numerical results suggest that we are indeed
closing the distances between domains, we can improve our understanding by looking
at both the images generated for the agnostic domain, and at their embeddings.
Figure 3.13 shows the agnostic images generated by the residual and the incremental
transformers, in the three source experiment with target MNIST-M, both in the
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DA and DG settings. We see that the main effect of T is that of removing the
backgrounds and enhancing the edges. We might still be able to distinguish between
domains (more or less, depending on the used T ) by looking at the style of the digits.
We believe this is why we also need domain invariance at the feature level. Fig
3.14 shows the TSNE embedding of features extracted immediately before the final
classifier. We see that in the DA setting we completely align the feature spaces of
the domains, resulting in a clear per class clustering. In the DG setting the results
are less clean, but the clusters are still tighter than those obtained by the combine
source baseline.
3.3.3 Conclusions
This section tackles the problem of domain generalization and adaptation when
multiple sources are available, proposing the first deep architecture for these settings
which jointly performs image and feature adaptation. This makes it possible to
learn how to project images into an agnostic visual space, that can be further used
for domain alignment in the feature space. Our architecture, ADAGE, achieves
impressive results on several benchmarks, outperforming the current state of the art
by a significant margin. Future work will further explore alternative architectural
choices for performing domain alignment in the feature space, will expand the
experimental evaluation to include object-based domain adaptation benchmarks like
Office, and will extend ADAGE to the open set multi source domain adaptation and
generalization scenarios.
(a) Deep All (b) DG ADG
(c) MDA ADG
1
Figure 3.14. This figure shows the TSNE visualization of the class distributions for the
three source experiment, keeping MNIST-M as target. The features have been extracted
from the penultimate layer. It is interesting to note that while Deep All does a reasonable
job at aligning the domains, our method completely aligns each class for every domain.
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Chapter 4
Learning to see across
modalities
This chapter presents methods which can be used even when classical domain
adaption approaches are not applicable; the most common requirement for the use of
DA methods is that source and target must share the same classes. Another, more
implicit, requirement is that both domains are usually assumed to exist in the same
modality. This is not true in many settings. As a real life case study, commonly
encountered in robotics, we will focus on RGB-D recognition.
4.1 Synthetic Data: DepthNet 58
4.1 Synthetic Data: DepthNet
This section presents a study on the use of synthetic data as a proxy for real
data, specifically in the context of RGB-D perception. The key intuition behind this
approach is that it is possible to gather a much smaller amount of labeled 3D data
and exploit it to generate a much larger dataset of 2D images.
Convolutional Neural Networks (CNNs) trained on large scale RGB databases
have become the secret sauce in the majority of recent approaches for object catego-
rization from RGB-D data. Thanks to colorization techniques, these methods exploit
the filters learned from 2D images to extract meaningful representations in 2.5D.
Still, the perceptual signature of these two kind of images is very different, with the
first usually strongly characterized by textures, and the second mostly by silhouettes
of objects. Ideally, one would like to have two CNNs, one for RGB and one for depth,
each trained on a suitable data collection, able to capture the perceptual properties
of each channel for the task at hand. This has not been possible so far, due to the
lack of a suitable depth database. This section addresses this issue, proposing to
opt for synthetically generated images rather than collecting by hand a 2.5D large
scale database. While being clearly a proxy for real data, synthetic images allow to
trade quality for quantity, making it possible to generate a virtually infinite amount
of data. We show that the filters learned from such data collection, using the very
same architecture typically used on visual data, learns very different filters, resulting
in depth features (a) able to better characterize the different facets of depth images,
and (b) complementary with respect to those derived from CNNs pre-trained on 2D
datasets. Experiments on two publicly available databases show the power of our
approach
4.1.1 Context: RGB-D data
Deep learning has changed the research landscape in visual object recognition
over the last few years. Since their spectacular success in recognizing 1, 000 object
categories [80], convolutional neural networks have become the new off the shelf state
of the art in visual classification. The robot vision community has also attempted
to take advantage of the deep learning trend, as the ability of robots to understand
what they see reliably is critical for their deployment in the wild. A critical issue
when trying to transfer results from computer to robot vision is that robot perception
is tightly coupled with robot action. Hence, pure RGB visual recognition is not
enough.
The heavy use of 2.5D depth sensors on robot platforms has generated a lively
research activity on 2.5D object recognition from depth maps [82, 141, 24]. Here
a strong emerging trend is that of using Convolutional Neural Networks (CNNs)
pre-trained over ImageNet [127] by colorizing the depth channel [133]. The approach
has proved successful, especially when coupled with fine tuning [36] and/or spatial
pooling strategies [172, 25, 26] (for a review of recent work we refer to section 2.2).
These results suggest that the filters learned by CNNs from ImageNet are able to
capture information also from depth images, regardless of their perceptual difference.
Is this the best we can do? What if one would train from scratch a CNN
over a very large scale 2.5D object categorization database, wouldn’t the filters
learned be more suitable for object recognition from depth images? RGB images
are perceptually very rich, with generally a strong presence of textured patterns,
especially in ImageNet. Features learned from RGB data are most likely focusing on
those aspects, while depth images contain more information about the shape and
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the silhouette of objects. Unfortunately, as of today a 2.5D object categorization
database large enough to train a CNN on it does not exist. A likely reason for this
is that gathering such data collection is a daunting challenge: capturing the same
variability of ImageNet over the same number of object categories would require the
coordination of very many laboratories, over an extended period of time.
In this chapter we show a different approach: rather than acquiring a 2.5D object
categorization database, we propose to use synthetic data as a proxy for training a
deep learning architecture specialized in learning depth specific features. To this
end, we constructed the VANDAL database, a collection of 4.5 million depth images
from more than 9, 000 objects, belonging to 319 categories. The depth images are
generated starting from 3D CAD models, downloaded from the Web, through a
protocol developed to extract the maximum information from the models. VANDAL
is used as input to train from scratch a deep learning architecture, obtaining a
pre-trained model able to act as a depth specific feature extractor. Visualizations
of the filters learned by the first layer of the architecture show that the filter we
obtain are indeed very different from those learned from ImageNet with the very
same convolutional neural network (fig. 4.1). As such, they are able to capture
different facets of the perceptual information available from real depth images, more
suitable for the recognition task in that domain. We call our pre-trained architecture
DepthNet.
(a) (b) (c) (d)
Figure 4.1. Sample images for the classes chainsaw, dumbbell, rocker chair and sandal
from ImageNet (a) and VANDAL (d). We show the corresponding filters learned by the
very same CNN architecture respectively in (b) and (c) (note that this is colorized for
easier viewing). We see that even though the architecture is the same, using 2D rather
than 2.5D images for training leads to learning quite different filters. In (c) some of the
features appear to be undefined.
Experimental results on two publicly available databases confirm this: when
using only depth, our DepthNet features achieve better performance compared
to previous methods based on a CNN pre-trained over ImageNet, without using
fine tuning or spatial pooling. The combination of the DepthNet features with
the descriptors obtained from the CNN pre-trained over ImageNet, on both depth
and RGB images, leads to strong results on the Washington database [82], and to
results competitive with fine-tuning and/or sophisticated spatial pooling approaches
on the JHUIT database [88]. To the best of our knowledge, this is the first work
that uses synthetically generated depth data to train a depth-specific convolutional
neural network. All the VANDAL data, the protocol and the software for generat-
ing new depth images, as well as the pre-trained DepthNet, is publicly available:
https://sites.google.com/site/vandaldepthnet/.
The rest of the section is organized as follows. First, we introduce the VANDAL
database, describing its generation protocol and showcasing the obtained depth
images (subsection 4.1.2). Subsection 4.1.3 describes the deep architecture used
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and subsection 4.1.4 reports our experimental findings. This section concludes with
a summary and a discussion on future research.
4.1.2 The VANDAL database
Here we present VANDAL and the protocol followed for its creation. With 4.5M
synthetic images, it is the largest existing depth database for object recognition.
Subsection 4.1.2 describes the criteria used to select the object categories composing
the database and the protocol followed to obtain the 3D CAD models from Web
resources. Subsection 4.1.2 illustrates the procedure used to generate depth images
from the 3D CAD models.
Figure 4.2. Sample morphs (center, right) generated from an instance model for the
category coffee cup (left).
(a) The 319 categories in VANDAL (b) Some examples from the classes more populated
Figure 4.3. The VANDAL database. On the left, we show a word cloud visualization of
the classes in it, based on the numbers of 3D models in each category. On the right, we
show exemplar models for the six categories more populated: coffee cup, vase, pencil
case, computer mouse, table and chair.
Selecting and Generating the 3D Models
CNNs trained on ImageNet have been shown to generalize well when used on
other object centric datasets. Following this reasoning, we defined a list of object
categories as a subset of the ILSVRC2014 list [127], removing by hand all scenery
classes, as well as objects without a clear default shape such as clothing items or
animals. This resulted in a first list of roughly 480 categories, which was used to
query public 3D CAD model repositories like 3D Warehouse, Yeggi, Archive3D, and
many others.
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Five volunteers1 manually downloaded the models, removing all irrelevant items
like floor or other supporting surfaces, people standing next to the object and so
forth, and running a script to harmonize the size of all models (some of them were
originally over 1GB per file). They were also required to create significantly morphed
variations of the original 3D CAD models, whenever suitable. Fig. 4.2 shows
examples of morphed models for the object category coffee cup. Finally, we removed
all categories with less than two models, ending up with 319 object categories with
an average of 30 models per category, for a total of 9, 383 CAD object models. Fig.
4.3, left, gives a world cloud visualization of the VANDAL dataset, while on the
right it shows examples of 3D models for the 6 most populated object categories.
From 3D Models to 2.5 Depth Images
All depth renderings were created using Blender2, with a python script fully
automating the procedure, and then saved as 8bit grayscale .png files, using the
convention that black is close and white is far.
The depth data generation protocol was designed to extract as much information
as possible from the available 3D CAD models. This concretely means obtaining
the greatest possible variability between each rendering. The approach commonly
used by real RGB-D datasets consists in fixing the camera at a given angle and then
using a turntable to get all possible viewpoints of the object [82, 88]. We tested here
a similar approach, but we found out using perceptual hashing3 that a significant
number of object categories had more than 50% nearly identical images.
We defined instead a configuration space consisting of: (a) object distance from
the camera, (b) focal length of the camera, (c) camera position on the sphere defined
by the distance, and (d) slight (< 10%) random morphs along the axes of the model.
Figure 4.4 illustrates the described configuration space. This protocol ensured
that almost none of the resulting images were identical. Object distance and focal
length were constrained to make sure the object always appears in a recognizable
way. We sampled this configuration space with roughly 480 depth images for each
model, obtaining a total of 4.5 million images. Preliminary experiments showed
1Graduate students from the MARR program at DIAG, Sapienza Rome University.
2www.blender.org
3http://www.phash.org/
Figure 4.4. Configuration space used for generating renderings in the VANDAL database.
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Figure 4.5. Data augmentation samples from various classes (hammer, phone, sandal,
guitar, rocker, lawn mower, bench). Note that the contrast brightness variations and
noise are hard to visualize on small thumbnails.
that increasing the sampling rate in the configuration space did lead to growing
percentages of nearly identical images.
The rendered depth images consist of objects always centered on a white back-
ground, as it allows us the maximum freedom to perform various types of data
augmentation at training time, which is standard practice when training convolu-
tional neural networks. This is here even more relevant than usual, as synthetically
generated data are intrinsically perceptually less informative. The data augmenta-
tion methods we used are: image cropping, occlusion (1/4 of the image is randomly
occluded to simulate gaps in the sensor scan), contrast/brightness variations (which
allows us to train our network to deal with both raw and normalized data), in
depth views corresponding to scaling the Z axis and shifting the objects along it,
background substitution (substituting the white background with one randomly
chosen farther away than the object’s center of mass), random uniform noise (as
in film grain), and image shearing (a slanting transform). While not all of these
data augmentation procedures produce a realistic result, they all contribute as
regularizers; we avoided modeling a more complex sensor model noise for efficiency
reasons. Figure 4.5 shows some examples of data augmentation images obtained
with this protocol.4
4.1.3 Learning Deep Depth Filters
Once the VANDAL database has been generated, it is possible to use it to train
any kind of convolutional deep architecture. In order to allow for a fair comparison
with previous work, we opted for CaffeNet, a slight variation of AlexNet [80].
Although more modern networks have been proposed in the last years [138, 73, 62],
it still represents the most popular choice among practitioners, and the most used in
robot vision5. Its well know architecture consists of 5 convolutional layers, interwoven
with pooling, normalization and ReLU layers, plus three fully connected layers. 6
4More in depth information can be found at the project’s website:
https://sites.google.com/site/vandaldepthnet/
5Preliminary experiments using the VGG, Inception and Wide Residual networks on the VANDAL
database did not give stable results and require further investigation.
6CaffeNet differs from AlexNet in the pooling, which is done there before normalization. It
usually performs slightly better and has thus gained wide popularity.
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Figure 4.6. DepthNet and our associated RGB-D object classification framework. During
training, we learn depth filters from the VANDAL synthetic data (left). During test
(right), real RGB and depth data is processed by two distinct CNNs, each specialized
over the corresponding modality. The features, derived from the activations of the fifth
convolutional layer, are then fed into a cue integration classifier.
Although the standard choice in robot vision is using the output of the seventh
activation layer as feature descriptors, several studies in the vision community show
that lower layers, like the sixth and the fifth, tend to have higher generalization
properties [177]. We followed this trend, and opted for the fifth layer (by vector-
ization) as deep depth feature descriptor (an ablation study supporting this choice
is reported in subsection 4.1.4). We name in the following as DepthNet the
CaffeNet architecture trained on VANDAL using as output feature the fifth layer,
and Caffe-ImageNet the same architecture trained over ImageNet.
Once DepthNet has been trained, it can be used as any depth feature descriptor,
alone or in conjunction with Caffe-ImageNet for classification of RGB images.
We explore this last option, proposing a system for RGB-D object categorization
that combines the two feature representations through a multi kernel learning
classifier [121]. Figure 4.6 gives an overview of the overall RGB-D classification
system. Note that DepthNet can be combined with any other RGB and/or 3D
point cloud descriptor, and that the integration of the modal representations can be
achieved through any other cue integration approach. This underlines the versatility
of DepthNet, as opposed to recent work where the depth component was tightly
integrated within the proposed overall framework, and as such unusable outside of
it [36, 172, 24, 88].
4.1.4 Experiments
We assessed the DepthNet, as well as the associated RGB-D framework of fig.
4.6, on two publicly available databases. Subsection 4.1.4 describes our experimental
setup and the databases used in our experiments. Subsection 4.1.5 reports a set of
experiments assessing the performance of DepthNet on depth images, compared to
Caffe-ImageNet, while in subsection 4.1.5 we assess the performance of the whole
RGB-D framework with respect to previous approaches.
Experimental setup
We conducted experiments on the Washington RGB-D [82] and the JHUIT-
50 [88] object datasets. The first consists of 41, 877 RGB-D images organized into
300 instances divided in 51 classes. Each object instance was positioned on a
turntable and captured from three different viewpoints while rotating. Since two
consecutive views are extremely similar, only 1 frame out of 5 is used for evaluation
purposes. We performed experiments on the object categorization setting, where we
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followed the evaluation protocol defined in [82]. The second is a challenging recent
dataset that focuses on the problem of fine-grained recognition. It contains 50 object
instances, often very similar with each other (e.g. 9 different kinds of screwdrivers).
As such, it presents different classification challenges compared to the Washington
database.
All experiments, as well as the training of DepthNet, were done using the
publicly available Caffe framework [75]. As described above, we obtained DepthNet
by training a CaffeNet over the VANDAL database. The network was trained using
Stochastic Gradient Descent for 50 epochs. Learning rate started at 0.01 and gamma
at 0.5 (halving the learning rate at each step). We used a variable step down policy,
where the first step took 25 epochs, the next 25/2, the third 25/4 epochs and so on.
These parameters were chosen to make sure that the test loss on the VANDAL test
data had stabilized at each learning rate. Weight decay and momentum were left
at their standard values of 0.0005 and 0.9. Training and test data was centered by
removing the mean pixel.
To assess the quality of the DepthNet features we performed three set of experi-
ments:
1. Object classification using depth only: features were extracted with DepthNet
and a linear SVM7 was trained on it. We also examined how the performance
varies when extracting from different layers of the network, comparing against
a Caffe-ImageNet used for depth classification, as in [133].
2. Object classification using RGB + Depth: in this setting we combined our depth
features with those extracted from the RGB images using Caffe-ImageNet.
While [36] train a fusion network to do this, we simply use an off the shelf
Multi Kernel Learning (MKL) classifier [121].
For all experiments we used the training/testing splits originally proposed for each
given dataset. For linear SVM, we set C by cross validation. When using MKL, we
left the default values of 100 iterations for online and 300 for batch and set p and C
by cross validation.
Previous works using Caffe-ImageNet as feature extractor for depth, apply some
kind of input preproccessing [133, 36, 172]. While we do compare against the
published baselines, we also found that by simply normalizing each image (min to 0
and max to 255), one achieves very competitive results. Also, since our DepthNet is
trained on depth data, it does not need any type of preprocessing over the depth
images, obtaining strong results over raw data. Because of this, in all experiments
reported in the following we only consider raw depth images and normalized depth
images.
4.1.5 Assessing the performance of the DepthNet architecture
We present here an ablation study, aiming at understanding the impact of
choosing features from the last fully convolutional layer as opposed to the more
popular last fully connected layer, and of using normalized depth images instead
of raw data. By comparing our results with those obtained by Caffe-ImageNet, we
also aim at illustrating up to which point the features learned from VANDAL are
different from those derived from ImageNet.
Figure 4.7 shows results obtained on the Washington database, with normalized
and raw depth data, using as features the activations of the fifth pooling layer (pool5),
7Liblinear: http://www.csie.ntu.edu.tw/ cjlin/liblinear/
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Figure 4.7. Accuracy obtained by DepthNet and Caffe-ImageNet over the Washington
database, using as features pool5, FC6 and FC7. Results are reported for raw and
normalized depth images.
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Figure 4.8. Accuracy per class on the Washington dataset, depth images. Classes sorted
by the Caffe-ImageNet accuracies.
of the sixth fully connected layer (FC6), and of the seventh fully connected layer
(FC7). Note that this last set of activations is the standard choice in the literature.
We see that for all settings, pool5 achieves the best performance, followed by FC6
and FC7. This seems to confirm recent findings on RGB data [177], indicating that
pool5 activations offer stronger generalization capabilities when used as features,
compared to the more popular FC7.
The best performance is obtained by DepthNet, pool5 activations over raw depth
data, with a 83.8% accuracy. DepthNet achieves also better results compared to
Caffe-ImageNet over normalized data. To get a better feeling of how performance
varies when using DepthNet or Caffe-ImageNet, we plotted the per-class accuracies
obtained using pool5 and raw depth data. We sorted them in descending order
according to the Caffe-ImageNet scores (fig. 4.8).
While there seems to be a bulk of objects where both features perform well (left),
DepthNet seems to have an advantage over challenging objects like apple, onion,
ball, lime and orange (right), where the round shape tends to be more informative
than the specific object texture. This trend is confirmed also when performing a
t-SNE visualization [104] of all the Washington classes belonging to the high-level
categories ’fruit’ and ’device’ (fig. 4.9). We see that in general the DepthNet features
tend to cluster tightly the single categories while at the same time separating them
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very well. For some classes like dry battery and banana, the difference between the
two representations is very marked. This does not imply that DepthNet features are
always better than those computed by Caffe-ImageNet. Fig. 4.8 shows that CaffeNet
features obtain a significantly better performance compared to DepthNet over the
classes binder and mushroom, to name a few.
The features learned by the two networks seem to focus on different perceptual
aspects of the images. This is likely due to the different set of samples used during
training, and the consequent different learned filters (fig. 4.1).
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(a) Device classes as seen by Caffe-ImageNet (left) and DepthNet (right)
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(b) Fruit classes as seen by Caffe-ImageNet (left) and DepthNet (right)
Figure 4.9. t-SNE visualizations for the categories device (top) and fruit (bottom).
From these figures we can draw the following conclusions: (a) DepthNet provides
the overall stronger descriptor for depth images, regardless of the activation layer
chosen and the presence or not of preprocessing on the input depth data; (b) the
features derived by the two networks tend to capture different features of the data,
and as such are complementary. As we will show in the next subsection, this last
point leads to very strong results when combining the two with a principled cue
integration algorithm.
Assessing the performance of the RGB-D architecture
In this subsection we present experiments on RGB-D data, from both the
Washington and JHUIT databases, assessing the performance of our DepthNet-
based framework of fig. 4.6 against previous approaches. Table 4.1 shows in
the top row our results, followed by results obtained by Caffe-ImageNet using the
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pool5 activations as features, as well as results from the recent literature based on
convolutional neural networks.
First, we see that the results in the RGB column stresses once more the strength
of the pool5 activations as features: they achieve the best performance without any
form of fine tuning, spatial pooling or sophisticated non-linear learning, as done
instead in other approaches [36, 172, 24]. Second, DepthNet on raw depth data
achieves the best performance among CNN-based approaches with or without fine
tuning like [133, 36], but it is surpassed by approaches encoding explicitly spatial
information through pooling strategies, and/or by using a more advanced classifier
than a linear SVM, as we did. We would like to stress that we did not incorporate any
of those strategies in our framework on purpose, to better assess the sheer power of
training a given convolutional architecture on perceptually different databases. Still,
nothing prevents in future work the merging of DepthNet with the best practices in
spatial pooling and non-linear classifiers, with a very probable further increase in
performance.
Lastly, we see that in spite of the lack of such powerful tools, our framework
achieves the best performance on RGB-D data. This clearly underlines that the
representations learned by DepthNet are both powerful and able to extract different
nuances from the data than Caffe-ImageNet. Rather than the actual overall accuracy
reported here in the table, we believe this is the breakthrough result we offer to the
community in this work.
Method: RGB Depth Mapping Depth Raw RGB-D
DepthNet RGB-D Framework 88.49± 1.8 81.68± 2.2 83.8± 2.0 92.25± 1.3
Caffe-ImageNet Pool5 88.49± 1.8 81.11± 2 78.35± 2.5 90.79± 1.2
Caffe-ImageNet FC7 finetuning [36] 84.1± 2.7 83.8± 2.7 − 91.3± 1.4
Caffe-ImageNet FC7 [133] 83.1± 2.0 − − 89.4± 1.3
CNN only [24] 82.7± 1.2 78.1± 1.3 − 87.5± 1.1
CNN + FisherKernel + SPM [24] 86.8± 2.2 85.8± 2.3 − 91.2± 1.5
CNN + Hypercube Pyramid + EM [172] 87.6± 2.2 85.0± 2.1 − 91.4± 1.4
CNN-SPM-RNN+CT [26] 85.2± 1.2 83.6± 2.3 − 90.7± 1.1
CNN-RNN+CT [25] 81.8± 1.9 77.7± 1.4 − 87.2± 1.1
CNN-RNN [141] 80.8± 4.2 78.9± 3.8 − 86.8± 3.3
Table 4.1. Comparison of our DepthNet framework with previous work on the Washington
database. With depth mapping we mean all types of depth preprocessing used in the
literature.
Experiments over the JHUIT database confirms the findings obtained over the
Washington collection (table 4.2). Here our RGB-D framework obtains the second
best result, with the state of the art achieved by the proposers of the database
with a non CNN-based approach. Note that this database focuses over the fine-
grained classification problem, as opposed to object categorization as explored in
the experiments above. While the results reported in Table 4.2 on Caffe-ImageNet
using FC7 seem to indicate that the choice of using pool5 remains valid, the explicit
encoding of local information is very important for this kind of tasks [174, 3].
We are inclined to attribute to this the superior performance of [88]; future work
incorporating spatial pooling in our framework, as well as further experiments on
the object identification task in the Washington database and on other RGB-D data
collections will explore this issue.
4.1.6 Conclusions
In this section we focused on object classification from depth images using
convolutional neural networks. We argued that, as effective as the filters learned
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Method: RGB Depth Mapp. Depth Raw RGB-D
DepthNet Pool5 − 54.37 55.0 90.3
Caffe-ImageNet Pool5 88.05 53.6 38.9 89.6
Caffe-ImageNet FC7 [133] 82.08 47.87 26.11 83.6
CSHOT + Color pooling
+ MultiScale Filters [88] − − − 91.2
HMP [88] 81.4 41.1 − 74.6
Table 4.2. Comparison of our DepthNet framework with previous work on the JHUIT
database. As only one split is defined, we do not report std.
from ImageNet are, the perceptual features of 2.5D images are different, and that it
would be desirable to have deep architectures able to capture them.
To this purpose, we created VANDAL, the first depth image database syntheti-
cally generated, and we showed experimentally that the features derived from such
data, using the very same CaffeNet architecture widely used over ImageNet, are
stronger while at the same time complementary to them. This result, together with
the public release of the database, the trained architecture and the protocol for
generating new depth synthetic images, is the contribution of this work.
We see this work as the very beginning of a long research thread. By its very
nature, DepthNet could be plugged into all previous work using CNNs pre-trained
over ImageNet for extracting depth features. It might substitute that module, or it
might complement it; the open issue is when this will prove beneficial in terms of
spatial pooling approaches, learning methods and classification problems. A second
issue we plan to investigate is the impact of the deep architecture over the filters
learned from VANDAL.
While in this work we chose on purpose to not deviate from CaffeNet, it is not
clear that this architecture, which was heavily optimized over ImageNet, is able to
exploit at best our synthetic depth database. While preliminary investigations with
existing architectures have not been satisfactory, we believe that architecture surgery
might lead to better results. Furthermore, including the 3D models from [164] might
greatly enhance the generality of the DepthNet.
Finally, we believe that the possibility to use synthetic data as a proxy for real
images opens up a wide array of possibilities: for instance, given prior knowledge
about the classification task of interest, would it be possible to generate on the
fly a task specific synthetic database, containing the object categories of interest
under very similar imaging conditions, and train and end-to-end deep network on
it? How would performance change compared to the use of network activations as
done today? Future work will focus on these issues.
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4.2 Transfer Learning across modalities: DE2CO
While Domain Adaptation methods perform extremely well, they have certain
limitations; the main one being the need for source and the target to share the same
categories. There have been some works attempting to [17] work around this issue,
but they still assumes some kind of semantic overlap. On the other hand, when
there are sufficient labeled samples from the target, one can usually perform transfer
learning via finetuning [169]. The limitation to this approach is that we assume
that the source and target exist in the same modality (i.e. RGB images). In this
section we will focus on a method which allows us to perform transfer learning across
modalities, with no assumption being made on the class labels.
The ability to classify objects is fundamental for robots. Besides knowledge about
their visual appearance, captured by the RGB channel, robots heavily need also
depth information to make sense of the world. While the use of deep networks on
RGB robot images has benefited from the plethora of results obtained on databases
like ImageNet, using convnets on depth images requires mapping them into three
dimensional channels. This transfer learning procedure makes them processable by
pre-trained deep architectures. Current mappings are based on heuristic assumptions
over pre-processing steps and on what depth properties should be most preserved,
resulting often in cumbersome data visualizations, and in sub-optimal performance
in terms of generality and recognition results.
Here we take an alternative route and we attempt instead to learn an optimal
colorization mapping for any given pre-trained architecture, using as training data a
reference RGB-D database. We propose a deep network architecture, exploiting the
residual paradigm, that learns how to map depth data to three channel images. A
qualitative analysis of the images obtained with this approach clearly indicates that
learning the optimal mapping preserves the richness of depth information better
than current hand-crafted approaches.
Experiments on the Washington, JHUIT-50 and BigBIRD public benchmark
databases, using CaffeNet, VGG-16, GoogleNet, and ResNet50 clearly showcase the
power of our approach, with gains in performance of up to 16% compared to state
of the art competitors on the depth channel only, leading to top performances when
dealing with RGB-D data.
4.2.1 Motivation
Robots need to recognize what they see around them to be able to act and interact
with it. Recognition must be carried out in the RGB domain, capturing mostly the
visual appearance of things related to their reflectance properties, as well as in the
depth domain, providing information about the shape and silhouette of objects and
supporting both recognition and interaction with items. The current mainstream
state of the art approaches for object recognition are based on Convolutional Neural
Networks (CNNs, [85]), which use end-to-end architectures achieving feature learning
and classification at the same time. Some notable advantages of these networks are
their ability to reach much higher accuracies on basically any visual recognition
problem, compared to what would be achievable with heuristic methods; their being
domain-independent, and their conceptual simplicity. Despite these advantages, they
also present some limitations, such as high computational cost, long training time
and the demand for large datasets, among others.
This last issue has so far proved crucial in the attempts to leverage over the
spectacular success of CNNs over RGB-based object categorization [148, 80] in the
4.2 Transfer Learning across modalities: DE2CO 70
depth domain. Being CNNs data-hungry algorithms, the availability of very large
scale annotated data collections is crucial for their success, and architectures trained
over ImageNet [32] are the cornerstone of the vast majority of CNN-based recognition
methods. Besides the notable exception of [20], the mainstream approach for using
CNNs on depth-based object classification has been through transfer learning, in
the form of a mapping able to make the depth input channel compatible with the
data distribution expected by RGB architectures.
Following recent efforts in transfer learning [49, 33, 170] that made it possible to
use depth data with CNN pre-trained on a database of a different modality, several
authors proposed hand-crafted mappings to colorize depth data, obtaining impressive
improvements in classification over the Washington [81] database, that has become
the golden reference benchmark in this field [133, 36].
We argue that this strategy is sub-optimal. By hand-crafting the mapping for the
depth data colorization, one has to make strong assumptions on what information,
and up to which extent, should be preserved in the transfer learning towards the
RGB modality. While some choices might be valid for some classes of problems
and settings, it is questionable whether the family of algorithms based on this
approach can provide results combining high recognition accuracies with robustness
across different settings and databases. Inspired by recent works on colorization
of gray-scale photographs [72, 83, 27], we tackle the problem by exploiting the
power of end-to-end convolutional networks, proposing a deep depth colorization
architecture able to learn the optimal transfer learning from depth to RGB for any
given pre-trained convnet.
Our deep colorization network takes advantage of the residual approach [63],
learning how to map between the two modalities by leveraging over a reference
database (Figure 4.10, top), for any given architecture. After this training stage, the
colorization network can be added on top of its reference pre-trained architecture, for
any object classification task (Figure 4.10, bottom). We call our network (DE)2CO:
DEep DEpth COlorization.
We assess the performance of (DE)2CO in several ways. A first qualitative
analysis, comparing the colorized depth images obtained by (DE)2CO and by other
state of the art hand-crafted approaches, gives intuitive insights on the advantages
brought by learning the mapping as opposed to choosing it, over several databases.
We further deepen this analysis with an experimental evaluation of our and other
existing transfer learning methods on the depth channel only, using four different
deep architectures and three different public databases, with and without fine-tuning.
Finally, we tackle the RGB-D object recognition problem, combining (DE)2CO with
off-the shelf state of the art RGB deep networks, benchmarking it against the current
state of the art in the field. For all these experiments, results clearly support the
value of our algorithm.
All the (DE)2CO modules, for all architectures employed, are available at https:
//github.com/fmcarlucci/de2co.
4.2.2 Colorization of Depth Images
Although depth and RGB are modalities with significant differences, they also
share enough similarities (edges, gradients, shapes) to make it plausible that convo-
lutional filters learned from RGB data could be re-used effectively for representing
colorized depth images. The approach currently adopted in the literature consists
of designing ad-hoc colorization algorithms, as revised in section 2.2. We refer to
these kind of approaches as hand-crafted depth colorization. Specifically, we choose
ColorJet [36], SurfaceNormals [11] and SurfaceNormals++ [1] as baselines against
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Figure 4.10. The (DE)2CO pipeline consists of two phases. First, we learn the mapping,
from depth to color, maximizing the discrimination capabilities of a network pre trained
on ImageNet. In this step the network is frozen and we are only learning the mapping
and the final layer. We then evaluate the colorization on a different depth dataset: here
we also freeze the colorization network and only train a new final layer for the testbed
dataset.
which we will assess our data driven approach because of their popularity and
effectiveness.
In the rest of the section we first briefly summarize ColorJet (subsection 4.2.2),
SurfaceNormals and SurfaceNormals++ (subsection 4.2.2). We then describe our
deep approach to depth colorization (subsection 4.2.2). To the best of our knowledge,
(DE)2CO is the first deep colorization architecture applied successfully to depth
images.
Hand-Crafted Depth Colorization: ColorJet
ColorJet works by assigning different colors to different depth values. The original
depth map is firstly normalized between 0-255 values. Then the colorization works
by mapping the lowest value to the blue channel and the highest value to the red
channel. The value in the middle is mapped to green and the intermediate values
are arranged accordingly [36]. The resulting image exploits the full RGB spectrum,
with the intent of leveraging at best the filters learned by deep networks trained on
very large scale RGB datasets like ImageNet. Although simple, the approach gave
very strong results when tested on the Washington database, and when deployed on
a robot platform.
Still, ColorJet was not designed to create realistic looking RGB images for the
objects depicted in the original depth data (Figure 4.12, bottom row). This raises
the question whether this mapping, although more effective than other methods
presented in the literature, might be sub-optimal. In subsection 4.2.2 we will show
that by fully embracing the end-to-end philosophy at the core of deep learning, it is
indeed possible to achieve significantly higher recognition performances while at the
same time producing more realistic colorized images.
Hand-Crafted Depth Colorization: SurfaceNormals(++)
The SurfaceNormals mapping has been often used to convert depth images to
RGB [11, 163, 36]. The process is straightforward: for each pixel in the original image
the corresponding surface normal is computed as a normalized 3D vector, which is
then treated as an RGB color. Due to the inherent noisiness of the depth channel,
such a direct conversion results in noisy images in the color space. To address this
issue, the mapping we call SurfaceNormals++ was introduced by Aakerberg [1]: first,
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a recursive median filter is used to reconstruct missing depth values, subsequently
a bilateral filter smooths the image to reduce noise, while preserving edges. Next,
surface normals are computed for each pixel in the depth image. Finally the image
is sharpened using the unsharp mask filter, to increase contrast around edges and
other high-frequency components.
Deep Depth Colorization: (DE)2CO
(DE)2CO consists of feeding the depth maps, normalized into grayscale images,
to a colorization network linked to a standard CNN architecture, pre-trained on
ImageNet.
Given the success of deep colorization networks from grayscale images, we
first tested existing architectures in this context [175]. Extensive experiments
showed that while the visual appearance of the colorized images was very good, the
recognition performances obtained when combining such network with pre-trained
RGB architectures was not competitive. Inspired by the generator network in [12],
we propose here a residual convolutional architecture (Figure 4.11). By design [63],
this architecture is robust and allows for deeper training. This is helpful here, as
(DE)2CO requires stacking together two networks, which, even for not very deep
architectures, might lead to vanishing gradient issues. Furthermore, residual blocks
works at pixel level [12] helping to preserve locality.
Our architecture works as follows: the 1x228x228 input depth map, reduced
to 64x57x57 size by a conv&pool layer, passes through a sequence of 8 residual
blocks, composed by two small convolutions with batch normalization layers and
leakyRelu [103] as non linearities. The last residual block output is convolved by a
three features convolution to form the 3 channels image output. Its resolution is
brought back to 228x228 by a deconvolution (upsampling) layer.
Our whole system for object recognition in the depth domain using deep networks
pre-trained over RGB images can be summarized as follows: the entire network,
composed by (DE)2CO and the classification network of choice, is trained on an
annotated reference depth image dataset. The weights of the chosen classification
network are kept frozen in their pre-trained state, as the only layer that needs to be
retrained is the last fully connected layer connected to the softmax layer. Meanwhile,
the weights of (DE)2CO are updated until convergence.
After this step, the depth colorization network has learned the mapping that
maximizes the classification accuracy on the reference training dataset. It can
now be used to colorize any depth image, from any data collection. Figure 4.12,
top rows, shows exemplar images colorized with (DE)2CO trained over different
reference databases, in combination with two different architectures (CaffeNet, an
implementation variant of AlexNet, and VGG-16 [139]).
We see that, compared to the images obtained with ColorJet and SurfaceNor-
mal++, our colorization technique emphasizes the objects contours and their salient
features while flatting the object background, while the other methods introduce
either high frequency noise (SurfaceNormals++) or emphasize background gradient
instead of focusing mainly on the objects (ColorJet). In the next subsection we
will show how this qualitative advantage translates also into a numerical advantage,
i.e. how learning (DE)2CO on one dataset and performing depth-based object
recognition on another leads to a very significant increase in performance on several
settings, compared to hand-crafted color mappings.
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Figure 4.11. Overview of the (DE)2CO colorization network. On the left, we show the
overall architecture; on the right, we show details of the residual block.
4.2.3 Experiments
We evaluated our colorization scheme on three main settings: an ablation study
of how different depth mappings perform when the network weights are kept frozen
(subsection 4.2.3), a comparison of depth performance with network finetuning
(subsection 4.2.3) and finally an assessment of (DE)2CO when used in RGB-D object
recognition tasks (subsection 4.2.3). Before reporting on our findings, we illustrate
the baselines we used (subsection 4.2.3). The datasets we use (Washington [81],
JHUIT-50 [87] and BigBIRD [140]) are described in section 2.2.3.
Experimental Setup
Hand-crafted Mappings According to previous works [36, 1], the two most
effective mappings are ColorJet [36] and SurfaceNormals [11, 1]. For ColorJet we
normalized the data between 0 and 255 and then applied the mapping using the
OpenCV libraries8. For the SurfaceNormals mapping we considered two versions:
the straightforward conversion of the depthmap to surface normals [11] and the
enhanced version SurfaceNormals++ [1] which uses extensive pre-processing and
generally performs better9.
8"COLORMAP_JET" from http://opencv.org/
9The authors graciously gave us their code for our experiments.
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Figure 4.12. (DE)2CO colorizations applied on different objects, taken from [87, 81, 140].
Top row shows the depth maps mapped to grayscale. From the second to the fourth row,
we show the corresponding (DE)2CO colorizations learned on different settings. Fifth
row shows ColorJet views [36], while the last row shows the surface normals mapping. [1]
SurfaceNormals++. These images showcase (DE)2CO’s ability to emphasize the object’s
shape and to capture its salient features.
Ablation Study
In this setting we compared our (DE)2CO method against hand crafted map-
pings, using pre-trained networks as feature extractors and only retraining the last
classification layer. We did this on the three datasets described in section 2.2.3, over
four architectures: CaffeNet (a slight variant of the AlexNet [80]), VGG16 [139] and
GoogleNet [148] were chosen because of their popularity within the robot vision
community. We also tested the recent ResNet50 [63], which although not currently
very used in the robotics domain, has some promising properties. In all cases we
considered models pretrained on ImageNet [32], which we retrieved from Caffe’s
Model Zoo10.
Training (DE)2CO means minimizing the multinomial logistic loss of a network
trained on RGB images. This means that our network is attached between the
depth images and the pre-trained network, of which we freeze the weights of all but
the last layer, which are relearned from scratch (see Figure 4.10). We trained each
network-dataset combination for 50 epochs using the Nesterov solver [116] and 0.007
10https://github.com/BVLC/caffe/wiki/Model-Zoo
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Figure 4.13. Per class recall on JHUIT-50, using VGG, with (DE)2CO learned from
Washington. Recalls per class are sorted in decreasing order, according to ColorJet
performance. In this setting, (DE)2CO, while generally performing better, seems to
focus on different perceptual properties and is thus, compared with the baseline, better
at some classes rather than others.
starting learning rate (which is stepped down after 45%). During this phase, we
used the whole source datasets, leaving aside only 10% of the samples for validation
purposes.
When the dataset on which we train the colorizer is different from the test one,
we simply retrain the new final layer (freezing all the rest) for the new classes.
Effectively we are using the pre-trained networks as feature extractors, as done
in [133, 36, 172] and many others; for a performance analysis in the case of network
finetuning we refer to paragraph 4.2.3. In this setting we used the Nesterov (for
Washington and JHUIT-50) and ADAM (for BigBIRD) solvers. As we were only
training the last fully connected layer, we learned a small handful of parameters
with a very low risk of overfitting.
Table 4.4 reports the results from the ablation while Figure 4.13 focuses on
the class recall for a specific experiment. For every architecture, we report the
results obtained using ColorJet, SurfaceNormals (plain and enhanced) and (DE)2CO
learned on a reference database between Washington or JHUIT-50, and (DE)2CO
learned on the combination of Washington and JHUIT-50. For the CaffeNet and
VGG networks we also present results on simple grayscale images. We attempted
also to learn (DE)2CO from BigBIRD alone, and in combination with one (or both)
of the other two databases. Results on BigBIRD only were disappointing, and
results with/without adding it to the other two databases did not change the overall
performance. We interpret this result as caused by the relatively small variability of
objects in BigBIRD with respect to depth, and for sake of readability we decided to
omit them in this work.
We see that, for all architectures and for all reference databases, (DE)2CO
achieves higher results. The difference goes from +1.7%, obtained with CaffeNet
on the Washington database, to the best of +16.8% for VGG16 on JHUIT-50.
JHUIT-50 is the testbed database where, regardless of the chosen architecture,
(DE)2CO achieves the strongest gains in performance compared to hand crafted
mappings. Washington is, for all architectures, the database where hand crafted
mappings perform best, with the combination Washington to CaffeNet being the
most favorable to the shallow mapping.
On average it appears the CaffeNet is the architecture that performs best on
this datasets; still, it should be noted that we are using here all architectures as
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Network Time (ms)
CaffeNet 695
VGG 1335
GoogleNet 1610
ResNet-50 1078
(DE)2CO colorizer 400
Network Time (s)
CaffeNet 1.87
(DE)2CO + CaffeNet 1.23
VGG 2.91
(DE)2CO + VGG 2.16
Table 4.3. Left: forward-backward time for 50 iterations, as by caffe time. Right: feature
extraction times for 100 images; note that using (DE)2CO actually speeds up the
procedure. We explain this by noting that (DE)2CO uses single channel images and thus
needs to transfer only 13 of the data from memory to the GPU - clearly the bottleneck
here.
feature extractors rather than as classifiers. On this type of tasks, both ResNet and
GoogLeNet-like networks are known to perform worse than CaffeNet [7], hence our
results are consistent with what reported in the literature. In Table 4.5 we report a
second ablation study performed on the width and depth of (DE)2CO architecture.
Starting from the standard (DE)2CO made of 8 residual blocks with 64 filters for
each convolutional layer (which we found to be the best all-around architecture),
we perform additional experiments by doubling and halving the number of residual
blocks and the number of filters in each convolutional layer. As it can be seen, the
(DE)2CO architecture is quite robust but can be potentially finetuned to each target
dataset to further increase performance.
In table 4.3 we report runtimes for the considered networks. As the results show,
while (DE)2CO requires some extra computation time, in real life this is actually
offset by the fact that only 13 of the data is being moved to the GPU.
Method: Washington [81] JHUIT-50 [87] BigBIRD Reduced [140]
VGG16 on Grayscale 74.9 33.7 22
VGG16 on ColorJet 75.2 35.3 19.9
VGG16 on SurfaceNormals 75.3 30.8 16.8
VGG16 on SurfaceNormals++ 77.3 35.8 11.5
VGG16 (DE)2CO learned on Washington 79.6 52.7 22.8
VGG16 (DE)2CO learned on JHUIT-50 78.1 51.2 23.7
CaffeNet on Grayscale 76.6 44.6 22.9
CaffeNet on ColorJet 78.8 45.0 22.7
CaffeNet on SurfaceNormals 79.3 38.3 18.9
CaffeNet on SurfaceNormals++ 81.4 44.8 14.0
CaffeNet (DE)2CO learned on Washington 83.1 53.1 28.6
CaffeNet (DE)2CO learned on JHUIT-50 79.1 57.5 25.2
GoogleNet on ColorJet 73.5 40.0 21.8
GoogleNet on SurfaceNormals 72.9 36.5 18.4
GoogleNet on SurfaceNormals++ 76.7 41.5 13.9
GoogleNet (DE)2CO learned on Washington − 51.9 25.2
GoogleNet (DE)2CO learned on JHUIT-50 76.6 − 24.4
ResNet50 on ColorJet 75.1 38.9 18.7
ResNet50 on SurfaceNormals 77.4 33.2 16.5
ResNet50 on SurfaceNormals++ 79.6 45.4 13.8
ResNet50 (DE)2CO learned on Washington − 45.5 23.9
ResNet50 (DE)2CO learned on JHUIT-50 76.4 − 24.7
Table 4.4. Object classification experiments in the depth domain, comparing (DE)2CO and
hand crafted mappings, using 5 pre-trained networks as feature extractors. Best results
for each network-dataset combination are in bold, overall best in red bold. Extensive
experiments were performed on VGG and Caffenet, while GoogleNet and ResNet act as
reference.
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filters/blocks 4 blocks 8 blocks 16 blocks
32 filters 56.5 52.8 57.1
64 filters 56.8 53.1 53.6
128 filters 53.1 53.9 53.3
Table 4.5. (DE)2CO ablation study, learned on Washington, tested on JHUIT-50. Grid
search optimization over width and depth of generator architecture shows improved
results.
Finetuning
In our finetuning experiments we focused on the best performing network from
the ablation, the CaffeNet (which is also used by current competitors [36, 1]), to
see up to which degree the network could exploit a given mapping. The protocol
was quite simple: all layers were free to move equally, the starting learning rate was
0.001 (with step down after 45%) and the solver was SGD. Training went on for
90 epochs for the Washington and JHUIT-50 datasets and 30 eps. for BigBIRD
(a longer training was detrimental for all settings). To ensure a fair comparison
with the static mapping methods, the (DE)2CO part of the network was kept frozen
during finetuning.
Results are reported in Table 4.6. We see that here the gap between hand-crafted
and learned colorization methods is reduced (very likely the network is compensating
existing weaknesses). SurfaceNormals++ performs pretty well on Washington, but
less so on the other two datasets (it’s actually the worse on BigBIRD). Surprisingly,
the simple grayscale conversion is the one that performs best on BigBIRD, but
lags clearly behind on all other settings. (DE)2CO on the other hand, performs
comparably to the best mapping on every single setting and has a 5.9% lead on
JHUIT-50; we argue that it is always possible to find a shallow mapping that performs
very well on a specific dataset, but there are no guarantees it can generalize.
RGB-D
While this section focuses on how to best perform recognition in the depth
modality using convnets, we wanted to provide a reference value for RGB-D object
classification using (DE)2CO on the depth channel. To classify RGB images we
follow [1] and use a pretrained VGG16 which we finetuned on the target dataset
(using the previously defined protocol). RGB-D classification is then performed,
without further learning, by computing the weighted average (weight factor α was
cross-validated) of the fc8 layers from the RGB and Depth networks and simply
selecting the most likely class (the one with the highest activations). This cue
integration scheme can be seen as one of the simplest, off-the-shelf algorithm for
doing classifications using two different modalities [153]. We excluded BigBIRD
from this setting, due to lack of competing works to compare with.
Results are reported in Tables 4.7-4.8. We see that (DE)2CO produces results on
par or slightly superior to the current state of the art, even while using an extremely
simple feature fusion method. This is remarkable, as competitors like [1, 36] use
instead sophisticated, deep learning based cue integration methods. Hence, our
ability to compete in this setting is all due to the (DE)2CO colorization mapping,
clearly more powerful than the other baselines.
It is worth stressing that, in spite of the different cue integration and depth
mapping approaches compared in Tables 4.7-4.8, convnet results on RGB are already
very high, hence in this setting the advantage brought by a superior performance on
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the depth channel tends to be covered. Still, on Washington we achieve the second
best result, and on JHUIT-50 we get the new state of the art.
Method: Washington [81] JHUIT-50 [87] BigBIRD Reduced [140]
CaffeNet on Grayscale 82.7± 2.1 53.7 29.6
CaffeNet on ColorJet 83.8± 2.7 54.1 25.4
CaffeNet on SurfaceNormals++ 84.5± 2.9 55.9 17.0
CaffeNet (DE)2CO learned on Washington 84.0± 2.0 60.0 −
CaffeNet (DE)2CO learned on JHUIT-50 82.3± 2.3 62.0 −
CaffeNet (DE)2CO learned on Washington + JHUIT-50 84.0± 2.3 61.8 28.0
Table 4.6. CaffeNet finetuning using different colorization techniques.
4.2.4 Conclusions
This section presented a framework for learning deep colorization mappings. Our
architecture follows the residual philosophy, learning how to map depth data to RGB
images for a given pre-trained convolutional neural network. By using our (DE)2CO
algorithm, as opposed to the hand-crafted colorization mappings commonly used in
the literature, we obtained a significant jump in performance over three different
benchmark databases, using four different popular deep networks pre trained over
ImageNet. The visualization of the obtained colorized images further confirms how
our algorithm is able to capture the rich informative content and the different facets
of depth data. All the deep depth mappings presented in this section are available
at https://github.com/fmcarlucci/de2co.
Future work will further investigate the effectiveness and generality of our ap-
proach, testing it on other RGB-D classification and detection problems, with various
fine-tuning strategies and on several deep networks, pre-trained over different RGB
databases, and in combination with RGB convnet with more advanced multimodal
fusion approaches.
Method: RGB Depth RGB-D
FusionNet [36] 84.1± 2.7 83.8± 2.7 91.3± 1.4
CNN + Fisher [92] 90.8± 1.6 81.8± 2.4 93.8± 0.9
DepthNet [20] 88.4± 1.8 83.8± 2.0 92.2± 1.3
CIMDL [163] 87.3± 1.6 84.2± 1.7 92.4± 1.8
FusionNet enhanced [1] 89.5± 1.9 84.5± 2.9 93.5± 1.1
(DE)2CO 89.5± 1.6 84.0± 2.3 93.6± 0.9
Table 4.7. Selected results on Washington RGB-D
Method: RGB Depth RGB-D
DepthNet [20] 88.0 55.0 90.3
Beyond Pooling [87] − − 91.2
FusionNet enhanced [1] 94.7 56.0 95.3
(DE)2CO 94.7 61.8 95.7
Table 4.8. Selected results on JHUIT-50
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Chapter 5
Conclusions
This chapter summarizes the main results and contributions presented in this
thesis, discusses the open issues and sketches possible future directions of research.
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5.1 Summary
A quick overview of the current state-of-the-art categorization methods shows
us that all deep learning approaches based on a large amount of samples reach
impressive results on difficult datasets [80, 63]. However, most of them provide
very few guarantees when only a small amount of training samples is available,
or more in general, if there is a mismatch between the training and the testing
distribution [155, 124].
The purpose of this thesis has been to understand how to best transfer what
we know to a new domain, where data is scarce. We have shown that there are
multiple ways of addressing this, depending on the availability of auxiliary data or
pretrained models. More specifically, we tackled the issue from a conventional point
of view, as an unsupervised domain adaptation problem, in chapter 3, and proposed
multiple solutions: we showed that we can reduce the domain gap by aligning the
feature distribution using an ad-hoc layer (AutoDIAL, 3.1) or by using GANs to
project the images in the style of the other domain (3.2). In section 3.3 we showed a
complex approach that, by aligning both features and images, reaches even better
performance.
In the second part we presented methods which look at the problem from a
different angle: how should we proceed when there is no source domain to leverage?
In section 4.1 we use 3D CAD models to generate simulated depth views as a proxy
for real data. A CNN is trained on this synthetic data and then evaluated on real
RGB-D datasets; experiments confirm this to be a viable option.
A general purpose transfer learning method is presented in section 4.2. The
intuition being that it is possible to learn a non linear transformation of the target
image dataset that maps it as the most discriminative input for a network pretrained
in a different modality. The method was successfully evaluated on the recognition
task for Depth images, by mapping them to RGB; but its prerequisite-free structure
means it could also be applied to other tasks (such as semantic segmentation or
detection) and modalities.
In conclusion our work demonstrated that, by properly exploiting pre-existing
knowledge, it is possible to train effective deep learning models even when data is
scarce. For this purpose we presented a number of alternative solutions, ranging from
classical domain adaptation approaches to innovative, across modalities, transfer
learning techniques, each suitable for different learning conditions.
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5.2 Open Issues
All the proposed algorithmic solutions for transfer learning and domain adaptation
have been presented together with an analysis of their properties, discussing which
is the best setting to apply them and evaluating their limits. We briefly describe
in the following a few aspects of this work that might be somehow improved and
remain relevant for future work.
Regarding methods which transform the input images(sections 3.3, 3.2) a strong
limitation must be noted: to date, no generative approach has successfully managed
to fully capture the nuances and the complexities of real life datasets. Until a
breakthrough in this field (perhaps an improvements in GANs) solves the issue,
algorithms which depends on it will always be limited to working on strongly
structured data, such as faces or digits. Part of the problem is likely due to the size
of these real life datasets: it is extremely hard to learn how to generate an object
when you can only see 10 samples of it (i.e. Office [130]). The solution to this might
lie, as has been done for object recognition [170], in the use of pretrained models
which are finetuned for the specific task. To the best of our knowledge, to date, no
one has had success with this idea on a GAN; as we use pretrained networks for
classification, we should pretrain our GANs on large scale dataset and then finetune
them on the smaller, target, dataset.
All of our proposed DA methods are designed to work in the unsupervised domain
adaptation setting, with the assumption that no labels are available for the target.
Clearly this hypothesis does not always hold and it is likely that, if target labels are
available, a much better alignment between domains can be achieved. Future work
should investigate how to best adapt our approaches to this semi-supervised setting.
Likewise, our DA methods could be adapted to work on the recent problem of open
set [17] domain adaptation, a more realistic scenario where only a few categories of
interest are shared between source and target .
Our work on synthetic depth images, (section 4.1) could be significantly improved
by trying to reduce the huge domain gap that exists between our virtual images
and the real ones. Firstly, we could take into account and accurately model sensor
noise during the rendering process. Furthermore our objects are simply floating in
mid-air, which is unlike anything the robot could encounter in real life. The final
domain shift could be eliminated by the use of GANs (similarly to SBADA-GAN)
to make the synthetic images even more lifelike.
Our (DE)2CO (section 4.2) framework for transfer learning has been evaluated
on the task of depth based object recognition. There are no specific requirements
in the algorithm which limit its applicability to this setting, and it would be
very interesting to see how much we can transfer to a different task (detection or
semantic segmentation, for example) or a different modality. Multispectral cameras
in particular seem a very interesting candidate: they are used for many things,
from automated produce inspection, to artwork analysis and mine detection, but all
relative datasets are quite small in size. Potentially, much better performances could
be obtained if we could leverage the wealth of data we have in the RGB modality.
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Appendix A
Domain Adaptation
A.1 AutoDIAL
A.1.1 DA-layers formulas
We rewrite Eq. 3.1 to make sample indexes and domain dependency explicit:
yi = DA(xi, di;α) =
xi − µdi,α√
+ σ2di,α
. (A.1)
Using this notation, the global batch statistics are
µ = 1
n
n∑
i=1
xi , σ
2 = 1
n
n∑
i=1
(xi − µ)2 , (A.2)
while the domain-specific statistics are
µd =
1
nd
n∑
i=1
1d=dixi , σ2d =
1
nd
n∑
i=1
1d=di(xi − µd)2 , (A.3)
and the α-mixed statistics are
µd,α = αµd + (1− α)µ ,
σ2d,α =
α
nd
n∑
i=1
1d=di(xi − µd,α)2 +
1− α
n
n∑
i=1
(xi − µd,α)2
= ασ2d + (1− α)σ2 + α(1− α)(µ− µd)2 ,
(A.4)
where n and nd are, respectively, the total number of samples in the batch and the
number of samples of domain d in the batch.
A.1.2 Results on the SVHN – MNIST benchmark
In this section we report the results we obtain in the SVHN [117] to MNIST [86]
transfer benchmark. We follow the experimental protocol in [44], using all SVHN
images as the source domain and all MNIST images as the target domain, and
compare with the following baselines: CORAL [143]; the Deep Adaptation Networks
(DAN) [99]; the Domain-Adversarial Neural Network (DANN) in [44]; the Deep
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Method Accuracy
CORAL [93] 63.1
DAN [99] 71.1
DANN [44] 73.9
DRCN [47] 82.0
DSN [14] 82.7
ATN [131] 86.2
AutoDIAL 90.3
Table A.1. Results on the SVHN to MNIST benchmark.
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Figure A.1. α parameters learned on the SVHN – MNIST dataset, plotted as a function
of layer depth.
Reconstruction Classification Network (DRCN) in [47]; the Domain Separation
Networks (DSN) in [14]; the Asymmetric Tri-training Network (ATN) in [131].
As in all baselines, we adopt the network architecture in [42], adding DA-
layers after each layer with parameters. Training is performed from scratch, using
the same meta-parameters as for AlexNet (see section 3.1.2), with the following
exceptions: initial learning rate l0 = 0.01; 25 epochs; learning rate schedule defined
by lp = l0/(1 + γp)β , where γ = 10, β = 0.75 and p is the learning progress linearly
increasing from 0 to 1.
As shown in Table A.1, we set the new state of the art on this benchmark.
It is worth of note that AutoDIAL also outperforms the methods, such as ATN
and DSN, which expand the capacity of the original network by adding numerous
learnable parameters, while only employing a single extra learnable parameter in
each DA-layer . The α parameters learned by AutoDIAL on this dataset are plotted
in Fig. A.1. Similarly to the case of AlexNet and Inception-BN on the Office-31
dataset, the network learns higher values of α in the bottom of the network and
lower values of α in the top. In this case, however, we observe a steeper transition
from 1 to 0.5, which interestingly corresponds with the transition from convolutional
to fully-connected layers in the network.
A.1.3 Feature distributions
In this section we study the distributions of a set of randomly sampled features
from different layers of AutoDIAL – Inception-BN, learned on the Amazon–DSLR
task of the Office 31 dataset. In Fig. A.2 we compare the histograms of these features,
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Figure A.2. Distributions of randomly sampled source/target features from different layers
of AutoDIAL – Inception-BN learned on the Amazon–DSLR task of the Office 31 dataset
(best viewed on screen).
computed on the whole source and target sets and taken after the DA-layers . The
plots clearly show the aligning effect of our DA-layers , as most histograms are very
closely matching. It is also interesting to note how the alignment effect seems to be
mostly independent of the particular shape the distributions might take.
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A.2.1 Transformers architectures
We have proposed two different types of architecture for the Transformer network:
a residual version that follows the trend of [13] [128] [179] and an incremental version
loosely inspired by [171]. The residual Transformer A.5 uses a sequence of residual
blocks made of two 3x3 convolutional layers with 64 filters each to calculate the
residual of the input ( an initial convolution brings the input data to 64 channels);
this residual is then summed to the residual block input and fed to the next block
in a full residual fashion. A total of 4 blocks have been used, after which a final
convolutional layer brings the data back to three RGB channels. We finally use a
last residual operation by summing up this output to the original input image: we
found this operation beneficial to the stability of the algorithm. The incremental
Transformer 2 instead slowly build up the feature maps size by concatenating the
output of two 3x3 convolutional layers to its input. The feature maps size grows
following this sequence: 3−8−16−32−4−64−128 after which they are bring down
to 3 RGB channels. No residual w.r.t the input image is used for the incremental
version. In both residual and incremental architectures, each convolutional layer is
always followed up by a Relu non linearity and by a Batch Normalization layer but
in the last convolutional layer, where it is beneficial to skip the Batch Normalization
layer in order to the output image not being limited by the normalization procedure.
A.2.2 Training details
During the experiments we found in some cases that the Transformer have been
so successful in confusing the domains that the features domain discriminators cannot
properly distinguish them, failing into provide a meaningful loss to the architecture.
In those cases, the features domain discriminator produce an abnormal high loss and
let the full architecture diverge. We found a simple trick that is able to remove the
most cases of instability: whenever the features domain discriminator loss exceed a
threshold value, stopping the backpropagation of this loss in this iteration will avoid
the training collapse. We empirically found that a threshold value of 3.0 works fine
for every case, and we didn’t found any performance difference, both accuracy-wise
and image quality-wise, between training with and without this trick.
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Figure A.3. Examples of domain-agnostic digits generated by transformer block in the
three source experiments with SVHN as target. Top two rows show images produced in
the DG setting by residual based (line 1) and incremental based (line 2) transformers.
Line 3 shows the original images and in the last two rows we display images produced
by the residual (line 4) and incremental transformers in the DA setting. As in the case
with MNIST-M as target, images transformed with the residual architecture tend to
preserve more of the original input.
(a) Deep All (b) DG ADG (c) MDA ADG
1
Figure A.4. TSNE visualization of the classification features. Here SVHN is the target
Figure A.5. Main blocks of our residual Transformer network. The blue block represent
the input image data, while the red blocks are a sequence of Convolutional + Relu +
Batch Normalization layers. The output of the two convolutional blocks are summed
with the previous input. The number of kernels is fixed at 64 for the whole architecture
until the last convolutional layer that brings the features back into 3 RGB channels
(green block).
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Figure A.6. Accuracy plots of our ADAGE residual transformer training on SVHN as
target, red and blue are two separate runs. The three plots on the left show the accuracy
on the sources, the one on right accuracy on the target. Note how there is a strong
correlation between the performance on the source and on the target
Sources
SVHN SVHN MNIST-M
Avg.MNIST-M MNIST SYNTH
SYNTH SYNTH MNIST
Target MNIST MNIST-M SVHN
DG
combine sources 98.7 62.6 69.5 76.9
combine sources? 92.8 56.1 81.4 76.8
MLDG ? 99.1 61.2 69.7 76.7
ADAGE Residual 99.2 65.8 74.6 79.9
ADAGE Incremental 99.1 66.3 76.4 80.3
DA
combine sources 98.7 62.6 69.5 76.9
combine sources? 92.8 56.1 81.4 76.8
best single DANN ? 96.7 59.1 81.8 79.2
combine DANN ? 92.5 65.1 77.6 78.4
MDAN ? 97.9 68.7 81.6 82.7
ADAGE Residual 99.2 87.6 84.1 90.3
ADAGE Incremental 99.3 88.5 86.0 91.3
Sources
SYNTH SYNTH
Avg.
MNIST MNIST
MNIST-M SVHN
USPS USPS
Target SVHN MNIST-M
DG
combine sources 73.2 61.9 67.5
combine sources? 64.6 60.7 62.7
MLDG ? 68.0 65.6 66.8
ADAGE Residual 68.2 65.7 66.9
ADAGE Incremental 75.8 67.0 71.4
DA
combine sources 73.2 61.9 67.5
combine sources? 64.6 60.7 62.7
separate DANN av.? 61.4 71.1 66.3
combine DANN ? 68.9 71.6 70.3
DCTN ? 77.5 70.9 74.2
ADAGE Residual 82.3 84.1 83.2
ADAGE Incremental 85.3 85.3 85.3
1
Table A.2. Extended edition of the classification accuracy results. On the left: experiments
with 3 sources. On the right: experiments with 4 sources. Note that we report multiple
versions of the combine source baseline: we tried our best to replicate the base training
protocol and network, but we could not fully replicate the published results with our
own implementation. Still, the average results of the two versions of combine source do
not differ excessively, especially in the three sources scenario (left).
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