Abstract-In a multi-label learning task, an object possesses multiple concepts where each concept is represented by a class label. Previous studies on multi-label learning have focused on a fixed set of class labels, i.e., the class label set of test data is the same as that in the training set. In many applications, however, the environment is dynamic and new concepts may emerge in a data stream. In order to maintain a good predictive performance in this environment, a multi-label learning method must have the ability to detect and classify instances with emerging new labels. To this end, we propose a new approach called Multi-label learning with Emerging New Labels (MuENL). It has three functions: classify instances on currently known labels, detect the emergence of a new label, and construct a new classifier for each new label that works collaboratively with the classifier for known labels. In addition, we show that MuENL can be easily extended to handle sparse high dimensional data streams by simply reducing the original dimensionality, and then applying MuENL on the reduced dimensional space. Our empirical evaluation shows the effectiveness of MuENL on several benchmark datasets and MuENLHD on the sparse high dimensional Weibo dataset.
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INTRODUCTION
I N traditional supervised learning, one instance is associated with a single label. Yet, in many applications, one instance may possess multiple labels. For example, a scene image is usually annotated with several tags [1] ; a document may hold multiple topics [2] ; and a piece of music may belong to different genres [3] .
Multi-label learning is the learning paradigm to handle such kind of data, and has attracted much attention in recent years [4] . Previous studies on multi-label learning have focused on a fixed set of class labels. That is, they assume that the test data have the same set of class labels as that of the training data. In many real-world data mining tasks, however, the environment is dynamic. We study a dynamic scenario in which new labels may emerge together with known labels in an observed instance of a data stream.
In a dynamic environment, a learning system must be able to reuse a previously learned model as well as to adapt the model to the changing environment [5] . In the multilabel learning setting, the system must be able to revise a pre-trained model as new instances are observed; and new classifiers are established for all emerging new labels. These demands are non-trivial, and no existing systems in the literature can meet these demands, as far as we know.
Under the dynamic multi-label learning setting, we assume that instances arrive in a data stream, and no ground truths for class labels are available in the data stream at all times, except for the initial training set. This can be regarded as a special weakly supervised learning [6] . As a result, detecting and modeling new labels are the key challenges. Specifically, the most difficult part is to detect instances with any new label. Since we do not have any prior knowledge of the new label and it almost always co-occurs with some known labels, it is very difficult to separate instances with new labels from those with the known labels only.
Moreover, because the detection is not perfect, the error will accumulate as more and more new labels emerge in a data stream. Thus, the environment demands robust models in order to maintain a high detection and prediction performances continuously in a data stream, which is also a challenging task.
To meet all the above challenges, we propose a novel Multi-label learning with Emerging New Labels (MuENL) approach to address the dynamic multi-label learning problem. MuENL consists of three components: (1) A classifier is built to optimize both the pairwise label ranking loss and the classification loss on the known labels; (2) a specially designed detector based on both the input features and predicted label attributes; and (3) a classifier updating process that incorporates detected new labels to produce a robust classifier which can tolerate detection errors, and remodels the detector for each new label identified.
The central idea of this paper is to regard instances with emerging new labels as outliers to the norm-instances of known labels seen thus far. This admits outlier detection methods to be used in the dynamic multi-label learning problem. We show that the idea works in practice.
In addition to addressing the core challenges in dynamic multi-label learning problem, we also propose an extension to deal with sparse high dimensional data streams. In a social network site such as Weibo, users post short-text messages with diverse topics. In a bag-of-word representation, each dimension represents a word in a dictionary of thousands of words. Each message is thus a sparse representation of a high dimensional space. We show that MuENL can be easily extended to MuENLHD to handle sparse high dimensional data streams.
The contribution of this work is summarized as follows:
Formalizing the dynamic multi-label learning problem, which is different from previous multi-label learning settings: new labels may emerge with arriving new instances. Proposing the MuENL approach to address the dynamic multi-label learning problem. It has an accurate detector for new labels and a robust classifier for both known and new labels. The time complexity of each component is analyzed. We also examine one way to handle multiple new labels which emerge at the same time using a meta label. Extending MuENL to MuENLHD to handle sparse high dimensional data streams. Extensive empirical studies are conducted to validate the effectiveness of our approach. The rest of paper is organized as follows: Section 2 describes several related works on multi-label learning, incremental learning and outlier detection. Section 3 introduces the problem formulation and the MuENL approach. Section 4 extends MuENL to MuENLHD to handle sparse high dimensional data streams. Section 5 analyses the time complexity. Section 6 and Section 7 describe the experimental studies on (dense) low/medium dimensional data streams and sparse high dimensional data streams, respectively. The conclusions are given in the last section.
RELATED WORK
Multi-label learning can be divided into three main categories based on the order of label correlations [4] . For the first-order strategy, none of the label correlations are considered. BR [1] , for example, trains a classifier for each label independently. For the second-order strategy, pairwise label relations are taken into account. In this strategy, CLR [7] transforms the multi-label learning problem into a pairwise label ranking problem. For the high-order strategy, a label is assumed to be influenced by all other labels. CC [8] , for instance, transforms the multi-label learning problem into a chain of binary classification, where the ground-truth labels are successively encoded into the feature space. All the above multi-label learning approaches assume that the class label set is fixed and do not admit new labels. As such, they cannot handle the dynamic multi-label learning problem we investigated in this paper.
Incremental learning is critical for the tasks where a frequent data update is involved or when it is desirable not to re-train the model from scratch. According to [9] , there are roughly three major incremental learning settings, i.e., example incremental learning (E-IL) [10] , where new instances arrive after the learning system has been trained; attribute incremental learning (A-IL) [11] , where new features may appear; and class incremental learning (C-IL) [12] , [13] , [14] , where the class label set may be enlarged. Learning with new labels is a kind of C-IL, which has been studied under various names including zero-shot learning [15] , [16] and open-set classification [17] , [18] . Besides, the basic assumption of those C-IL works is that the class labels on each instance are mutually exclusive, namely, they are in a multi-class learning setting.
The dynamic multi-label learning setting with emergingnew labels is a combination of E-IL and C-IL, where a new instance may be associated with multiple new labels that co-occur with known labels. A straightforward approach to adapt C-IL under our setting is to transform the multi-label learning into the multi-class learning by converting each possible label combination into a class [19] . Unfortunately, this approach has two severe limitations. First, a new class may not correspond to a new label, but an unseen combination of known labels. Second, when the label set is large, the number of possible classes is huge. This leads to a difficult training problem, i.e., having an extremely small number of positive instances for most classes. As a result, it cannot be applied in practice.
When a part of the dynamic multi-label learning problem is converted to be an outlier detection problem, many existing methods can be applied; but not in a straightforward manner. For example, OC-SVM [20] learns a boundary for instances with known labels, and decides instances outside the boundary as outliers; iForest [21] predicts instances located in a sparse region as outliers. However, under the multi-label setting, a new label may co-occur with known labels, which makes it difficult to separate instances with new labels only from instances with known labels only.
Recently, Fu [22] has proposed a transductive multi-label zero-shot learning. However, in a transductive setting, all test instances are assumed to be available during the training and all the new labels are assumed to be known. As a result, it cannot be applied in our setting-new instances successively arrive, and we do not know when one or more new labels may occur; or the total number of new labels may occur in one time period.
Another line of related works is multi-label learning with missing labels. Many approaches aim to recover missing labels by exploiting low rank structure or label correlations [23] , [24] , [25] , [26] . In their settings, the labels, which are missing in some instances, are within the observed class label set. In other words, they assume no previously unseen labels; and the missing labels cannot be recovered if they have never been observed during training. Therefore, these approaches cannot deal with novel labels in our setting.
THE MUENL APPROACH
The dynamic multi-label learning problem we studied in this paper faces the following challenges: (A) detecting instances with emerging new labels which are also associated known labels; (B) building a robust classifier for both the new and known labels. In this section, we propose an approach called MuENL to handle the dynamic multi-label learning problem that addresses the two challenges.
Problem Formulation
In open dynamic multi-label learning, we have an initial labeled training set, then unlabeled data successively arrive in a streaming fashion. Let X denote the feature space and define X 0 ¼½x x Ànþ1 ; . . . ; x x À1 ; x x 0 > X as the observed n labeled instances in the initial labeled training set. The arriving data stream has an unlabeled instance x x t observed at time t. Let X t ; t2f1; 2; . . . ; T g be the accessible data trunk at time t. We denote by v v 0 ¼f1; 2; . . . ; 'g the known class label set 1 at t ¼ 0, which is the union of all distinct labels appearing in the initial training set. Let v v t be the class label set at time t, and its maximum indexed label is ', which equals to the length of v v t . When a new label is to be converted to a known label at time t, the class label set will be enlarged with a new label '
0 g 2 ; otherwise, it will not change: v v t ¼ v v tÀ1 . Let Y 0 ¼½y y Ànþ1 ; . . . ; y y À1 ; y y 0 2 fÀ1; 1g 'Ân be the known label matrix of X 0 in the initial training set, and y y t ¼½y t;1 ; . . . ; y t;' 2 fÀ1; 1g ' be the label vector of the newly arrived instance x x t , where y t;j ¼ 1 suggests that x x t holds the j-th label; y t;j ¼À1 otherwise. Note that none of the elements in y y t are observed, since x x t is unlabeled for t > 0. The dynamic multi-label learning problem is defined as:
Definition 1 (Dynamic Multi-Label Learning). Given X t and Y 0 , the task is to learn a function set H t ¼ ½h t;1 ; h t;2 ; . . . ; h t;' , where h t;j : X ! fÀ1; 1g ' represents the classifier for jth class label, j 2 f1; 2; . . . ; 'g, at time t 2 f1; 2; . . . ; T g. For each x x t ,ŷ y t ¼ H t ðx x t Þ is the predicted label vector, where x x t may be associated with both new labels and known labels.
The Approach
Directly estimating H t in the dynamic learning environment defined above is extremely hard, since v v t has an unknown variable, i.e., it is not known whether an observed instance x x t has a new label. In addition, we assume that the ground truth is not available throughout the entire data stream. Thus, the ability to accurately identify the new label when it emerges in x x t is critical in not only detecting its emergence, but also in maintaining a highly accurate classifier for the expanded set of known labels throughout the data stream.
We approach the problem by creating a detection function for any previously unseen labels, i.e., D t ðx x t Þ, which outputs 1 if x x t holds a new label; or -1 otherwise. For each instance x x t in the data stream, the current classifier is used to do the prediction, yieldingŷ y t ¼H t ðx x t Þ, where H t ¼½h t;1 ; h t;2 ; . . . ; h t;' ; D t .
Algorithm 1 summarizes the MuENL approach. It has three key components: (i) the multi-label classifier (H t ¼ ½h t;1 ; . . . ; h t;' ) for the known labels; (ii) the detector (D t ) for the new label; (iii) Updating H t and D t to become H tþ1 and D tþ1 .
After making predictionŷ y t for x x t , the classifier and detector update process begins when both of the following conditions are satisfied: 1) When D t ðx x t Þ ¼1, the newly arrived instance associated with the new label is added to buffer B. 2) jBj reaches the preset maximum buffer size. The classifier and the detector are updated using T t ¼ ðX t ; H t ðX t ÞÞ as shown in line 11 of Algorithm 1. This is the time when the known label set is expanded by including the new label
Note that, when 0 < jBj < MAX BUFFER SIZE, even though the new label has been detected, the data is not sufficient to train/update a good performing classifier. In this situation, the output of the detector is applied as the prediction for the new label.
In order to reduce the storage and computational complexity, not all the historical data are stored in X t , i.e., after the classifier and the detector have been updated for the new class, only a subset of X t is stored for future processing. Specifically, in order to give preference to recent instances, we maintain a sampling weight for each instance in the trunk, i.e., s s t , which is initialized as 1.0 when x x t is first observed (line 6 in Algorithm 1). Then, s s t is multiplied by a decay factor 0.8 after the classifier and the detector has been updated for the new class (line 14 in Algorithm 1). 3 Finally, a subset of X t is selected as follows: an instance in X t is selected only if a randomly generated number is smaller than the instance's weight in s s t (line 15 in Algorithm 1). The new label is converted to the known label:
Update 
Although we have mentioned only one new label in the definition, the algorithm admits multiple new labels to emerge in the same period. In this scenario, the multiple new labels can be treated as a single meta new label for the purpose of prediction of x x t and model update.
In the following three sections, we detail the design of the multi-label classifier, the detector, and their updates.
The Multi-Label Classifier (PLR)
We use a linear classifier ðw w i ; b i Þ for each label i, i.e., h i ðx xÞ ¼ signðw w > i x x þ b i Þ. In addition to the ordinary misclassification loss minimization, we also minimize the pairwise label ranking loss in order to exploit label correlations to obtain a performance better than using either one of them. The resultant classifier is named Pairwise Label Ranking classifier or PLR for short.
The optimization process is an iterative process, conducted for each w w i for label i while having other w w j fixed ðj 6 ¼ iÞ, until it converges. Specifically, the optimization problem for each w w i is formulated as follows:
j 2 f1; 2; . . . ; 'g; k 2 f1; 2; . . . ; ng;
2. Then, ' will be automatically changed to ' 0 .
3. This factor is set by experience, it is more robust to different datasets, compared with other settings.
where
and C 1 ; C 2 are two parameters to trade off.
To simplify the optimization process, ðw w i ; b i Þ is converted to w w i by adding an attribute with value 1 at the end of x k , i.e., f i;k ¼ w w
where 1 and 2 are two trade-off parameters. To solve Eqn. (2), we first calculate the subgradient of the objective function; then apply the gradient descent method.
New Label Detection
The appearance of a new label may be due to a previously unseen set of feature values or a previously unseen pattern of known labels or both. Therefore, we take both feature and label spaces into account: If a new instance has different characteristics from known instances in the feature space, it is likely to hold a new label. Also, in the label space, if a rare co-occurrence of label pattern appears, a new label is likely to occur. Using this idea, we propose MuENLForest as the detector D. Similar to the earlier work [8] , [27] , we encode the label information into the feature space. Once the data is encoded, a detector for new labels is built based on an effective anomaly detection technique using random trees called iForest [21] . The main differences between MuENLForest and iForest are listed as follows:
iForest considers only the feature space, whereas we encode the label information into the feature space in MuENLForest, considering both the feature difference and label relations. Note that the labels of all instances, arrived after the initial training set, are not available. The predicted value vectors are used for all these instances in training a MuENLForest. In each node of a tree in iForest, the test attribute is randomly selected; so is the cut-off value. In contrast, each node of a tree in MuENLForest is based on a fixed number of randomly selected attributes. The split is an outcome of a clustering process based on the selected attributes. When evaluating a test instance, iForest employs the average path length, that the test instance traverses over all trees, as the anomaly score. A small value suggests that the test instance is located in a sparse region, which is more likely to be an outlier. This does not work in the multi-label setting since instances with new labels may share the same dense region of instances with some common known labels. MuENLForest captures the characteristics in both the feature space and the label patterns. In addition to building the trees, a ball is constructed in each leaf node based on the training instances which fall into the leaf node. A test instance is predicted to have a new label if it falls outside the ball; otherwise, it has similar data characteristics and label patterns as the training instances used to build MuENLForest.
MuENLForest Construction
Recall that the training set at time t > 0 is T t ¼ðX t ; H t ðX t ÞÞ; and T 0 ¼ðX 0 ; Y 0 Þ. MuENLForest consists of g MuENLTrees; and each MuENLTree is built using a random subset of T t of size c using sampling weight s s t . The definition of MuENLTree is given as follows.
Definition 2.
MuENLTree is a binary tree consists of internal nodes and leaf nodes. Let a a ¼ ½x x; H t ðx xÞ denote a training sample with predictive values. Each internal node has test: ka aÀp p 1 k ka aÀp p 2 k which splits into two son nodes, where p p 1 and p p 2 are two cluster centers havingattributes and a ais theprojection of a a. Each leaf node defines a ball covering S (i.e., the set of all training instances falling into this leaf node) having radius r ¼ max x x2S ka aÀm mk, where m m ¼ meanðSÞ.
To grow a MuENLTree during the training process, the training set is recursively divided as internal nodes are constructed until any one of the following conditions (C C) is satisfied: (a) the tree reaches a height limit e m ; (b) jSj ¼ 1; (c) all instances in S have the same x xvalue. Algorithm 1 summarizes the construction of MuENLTree. Let Q 1 be the input attribute set in S; 6: Let Q 2 be the predicted attribute set in S; 7: Randomly select k attributes1 & Q 1 ; 8: Randomly select k attributes2 & Q 2 ; 9:¼ ½1 ;2 ; 10: Cluster centers: fp p 1 ; p p 2 g Clusteringðq q; SÞ; 11: S l ¼ fa a 2 S j ka aÀ p p 1 k ka aÀ p p 2 kÞ; 12: S r ¼ fa a 2 S j ka aÀ p p 1 k > ka aÀ p p 2 kÞ; For the construction of MuENLForest, we augment each instance with its predictive values, so that both the feature and label information can be considered. Projected on a set of randomly selected attributes, each internal node is split based on a cluster center on either branch. As a result, instances within the same leaf node must be similar on some attributes of either features or predictive values, or both.
MuENLForest Detection
Once MuENLForest, i.e., D t ðÁÞ, is constructed, it is ready for prediction. In evaluating a test instance x x t in each MuENLTree, D t ðx x t Þ ¼ 1, i.e., having a new label if x x t falls outside the ball. Otherwise, D t ðx x t Þ ¼ À1, i.e., x x t has no new labels. The final output of MuENLForest is decided via majority voting.
The key idea is explained as follows. Recall that instances within the same leaf node must be similar on some attributes of either features or predictive values, or both. As a result, if a test instance falls into a certain leaf node but outside the ball. This suggests that this instance must be similar on some of the attributes to the other instances within that leaf node, but it is very different on the other attributes (features or predictive values). Thus, this instance may hold a new label with high probability.
Multi-Label Classifier Update
When buffer B is full, H t is to be updated. This update includes the construction of a new classifier for the new label, and the update of the existing multi-label classifier. Because the detector is not perfect, it may miss some positive instances with the new label or mistake some negative ones to be positive. We aim to produce a robust classifier which can tolerate this kind of errors to some extent.
The basic idea is to introduce a latent variable which estimates the true label assignment of each instance in X t , where a predicted label by the detector is the initial value of the latent variable. Then the optimization learns this latent label assignment and the classifier simultaneously that best fits the data. In this way, the learned classifier is more tolerant to the errors of the detector.
ptLet X B be the instances collected in the buffer and X U be the set of instances with (predicted) known labels only, where
> be the potential assignment of the new label of X t ¼½X B ; X U , where m is the number of instances in ½X B ; X U ; and
Note that d d is initialized with the labels predicted by the detector. In order to obtain a robust classifier, we propose Multilabel learning with New Labels (MNL) to simultaneously learn the d d and classifier w w a for the new label ' ' þ 1. This is done by modifying Eq. (2) in Section 3.2.1 i.e., replacing y i;k with 2d k À 1, that optimizes both the pairwise label ranking loss (the first term, to encourage positive labels to be ranked before negative labels), the misclassification loss (the second term, to encourage that labels are correctly predicted), and the regularizers (the last two terms). The optimization problem of building classifier w w a and learning d d for the new label ' is cast as follows:
s:t: d k 2 f0; 1g; k 2 f1; 2; . . . ; mg;
where y j;k ¼ h t;j ðx x k Þ and 1 ; 2 ; 3 are three parameters. The above optimization problem is a NP-Hard problem. To simplify the problem, we relax the constraint from d k 2 f0; 1g to d k 2 ½0; 1. The process optimizes d d and w w a alternatively.
Specifically, when fixing w w a and updating d d, it solves the following subproblem:
Then, when updating w w a with d d fixed, it solves the following subproblem:
To solve Eqs. (4) and (5), we calculate the subgradient of the objective function and perform the gradient descent. After each update, we project d d to ½0; 1: d d minð1 1; ½d d þ Þ, to satisfy the box constraint.
In order to achieve a faster convergence and a good result, we adopt a warm start strategy. For the first iteration, we employ X B as positive instances and ½X 0 ; X U as negative instances to train a linear multi-label classifier. For each subsequent iteration, the optimization begins with the optimization result obtained in the last iteration.
Procedure 2 summarizes the procedure of building a classifier for MNL.
When an instance with a new label appears, the influence of the new label shall be taken into consideration in updating the existing classifier. To achieve this goal, we slightly adjust each existing classifier w w i ; i 2 f1; . . . ; ' À 1g via minimizing the ranking loss, and penalizing a large change of classifier w w i as follows:
When j ¼ l mx , we use d d as the new label vector. Note that this optimization does not affect the order of predicted values on all labels for each instance, since the relative ranking between any two known labels is not changed. Besides, a large change in the classifier is prevented via minimizing kw w
, since we wish to slightly adjust the existing classifier and avoid a sudden change. In a nutshell, the formulation considers the influence of new class model and it is also robust to errors made by the new label classifier to update known label classifiers.
Detector Update
To update the detector, we simply rebuild the detector based on X t as follows: Each of g MuENLTrees is built using c instances selected from X t based on sampling weight s t s t . This produces D tþ1 to replace D t .
THE MUENLHD APPROACH
In some real applications, streaming data are highdimensional and in sparse representations. Micro-blogs for example [28] , if bag-of-words features are applied, there will be over 10,000 features and each instance has sparse representation because a few out of the over 10,000 features are related to a specific topic. 
When we need to detect the appearance of a new topic from a sparse high-dimensional data stream, the previous treebased detector is not suitable. Recall that in MuENLTree, we randomly select some attributes (including features and predicted values) to split the node into two son nodes. However, when the data is high dimensional and sparse, attributes with 0 value are selected with high probability. As a result, even instances belonging to different topics may be deemed similar because they both hold 0 on the selected attributes. Thus the detection accuracy is poor. Neither the use of non-zero attributes only nor building a tree which includes all possible attribute combinations is a feasible solution. Globally, most attributes have non-zero values in at least some instances in the training set, even though individual instances have few non-zero attributes. As the number of attribute combinations is exponentially large w.r.t. the number of attributes, both the time complexity and tree size are prohibitive in practice.
A practical way to handle the novel label detection problem in sparse high-dimensional data is to do a dimension reduction first. Then, the MuENL approach can be applied to the data with reduced dimensions.
Streaming kernel principal component analysis approach or SKPCA [29] is a state-of-the-art non-linear dimension reduction approach on data streams, with high efficiency and strong theoretical guarantee. Specifically, it first generates random Fourier features which are equivalent to nonlinear kernel mappings. Then, a frequent direction approach is applied in order to keep the most informative direction on the spectral space via a truncated singular value decomposition (SVD), i.e., only half of the largest eigen-values are kept.
Note that SKPCA is for dimension reduction only. In this work, we incorporate SKPCA into MuENL to handle high dimensional data stream with emerging new labels. SKPCA consists of two components:
The random feature map (Procedure 3) is defined as: f f ¼ ½f 1 ; . . . ; f m , where f i ða aÞ ¼ cosðr i a a þ g i Þ; i 2 f1; 2; . . . ; mg, r i $ N ð0; 2sIÞ, g i $ Uð0; 2pÞ, s is a parameter 5 and I is the identity matrix. With this random feature mapping, sparse high dimensional sparse data is transformed into dense m dimensional representations. However, the size m of f f is usually chosen to be hundreds or thousands in order to achieve a good performance. Incorporating these two components with MuENL, we have MuENLHD summarized in Algorithm 2. Specifically, the output of RandomFeatureMap is a set of mapping functions, each is a random Frontier transformation. This is produced before the beginning of the stream. It needs to be done once only; and the mapping functions are used for the rest of the stream.
The output of FDUpdate is an updated matrix P and a linear mapping W . According to SKPCA [29] , P is a good spectral approximation of the data stream with a bounded error, and W is the corresponding mapping. In other words, P gradually captures the main information of the data stream in the spectral space.
The detector and the classifier in MuENLHD are built with the new mapped space, from the output of FDUpdate. In order to reduce the complexity, we only update the mapping when buffer B is full. The classifier and the detector are updated using B.
TIME COMPLEXITY
In this section, the time complexity of each component of MuENL and MuENLHD is presented. The common components of MuENL and MuENLHD are the multi-label classifier (PLR), the detector MuENLForest, and update the classifier (MNL) and the detector (which is equivalent to building a detector). For MuENLHD, there are two additional components RandomFeatureMap and FDUpdate.
For the multi-label classifier (PLR) and update (MNL), a pairwise label ranking optimization is involved which has time complexity Oðjv vj 2 ndÞ, where jv vj is the size of the class 5. Note that s is equivalent to the parameter in a rbf kernel because f fða a i Þ > f fða a j Þ is a good approximate to Gaussian kernel Kða a i ; a a j Þ ¼ expðÀska a i À a a j k 2 Þ.
6. The number of rows of P should be larger or equal to d 0 . We assume that singular value decomposition SVD returns singular values in a descending order (s i denotes the i-th largest singular value).
label set, n is the number of instances, and d is the number of dimensions. For the detector construction, each node involves k-means clustering with 2 clusters which have time complexity Oðjq qjnÞ. The MuENLTree construction involves c instances having tree height limit e m . Thus, the time complexity is Oðjq qje m cÞ. As a result, the time complexity of MuENLForest with g MuENLTrees is Oðjq qjge m cÞ. The detector update simply rebuilds the detector, which will be Oðjq qje m cÞ. The new label is converted to the known label:
Update Note that, even though there are two additional components for MuENLHD, MuENLHD is faster than MuENL when handling high dimensional data in practice. The reasons are: (a) In MuENLHD, much lower dimensional data are involved in PLR, MuENLForest and MNL, which will contribute to much shorter running time than MuENL; (b) the time complexities of RandomFeature and FD are much smaller than those of PLR and MNL; (c) with a much smaller number of dimensions, the best jq qj selected for MuENLForest in MuENLHD is much smaller than that for MuENL.
EXPERIMENTS ON LOW DIMENSIONAL DATA 6.1 Configuration
To evaluate the predictive performance of the MuENL approach, we use 5 multi-label benchmark datasets ("Birds", "CAL500", "Emotions", "Enron" and "Yeast", detailed information is shown in Table. 2). 7 A data stream is simulated by generating the initial set of labeled data (i.e., (X 0 ; Y 0 )) and individual unlabeled instances x x t arrive progressively in time step t 2 f1; 2; . . . ; T g. Fig. 1 shows an example simulation of a data stream using the Yeast dataset, where 5 new labels (A to E) are observed in different time periods. At t 0 , only the initial training set with known labels (v v 0 ) is observed; and a multilabel classifier is trained using this training set. Then, instances with possibly new label A begins to appear in the t 0 À t 2 period. At t 1 , which denotes that the buffer (of instances having detected with the new label) is full, MuENL updates the multi-label classifier (½h t;1 ; . . . ; h t;' ) for the expanded known label set fv v 0 ; Ag; and also updates the detector (D t ) so that it can detect the next new label.
The updated classifier and detector are then used for prediction at t 1 þ 1, which is the time that A becomes part of the known labels. At t 2 , new label B begins to appear, and the same process in the t 0 À t 2 period repeats in the t 2 À t 4 period; and the subsequent periods up to t 8 À t 10 for label E. The classifier and detector used for prediction in each period are summarized in Table 3 . Note that for detection, we always use MuENLForest; for prediction, when the classifier has not been built for the new label, we use the output of the detector MuENLForest as the prediction result; after MNL has been updated for the new label, we use MNL for prediction.
It is interesting to note that the overall predictive performance does not degenerate much with the successive appearance of new labels, as shown in Fig. 1 , after about 900 time steps with 5 consecutive new labels.
For a given dataset, the above simulation is conducted as follows. The label set v v in a given dataset is split into two subsets, i.e., v v N ¼ fv v a1 ; . . . ; v v a5 g the candidate new label set of five new labels, and v v K the known label set. Let P K be the data subset without v v N ; and P N be the data subset with v v N . Note that we need to do some pre-processing of the given dataset: (1) if two labels are highly correlated, i.e., often cooccur, they are combined by taking a union of the two labels, since it is impossible to distinguish these labels (2) If a label is independent of other labels, i.e., seldom co-occur with other labels, it is not as a new label, since this kind of label will degenerate to a new class detection in class incremental learning, which is an easier task; (3) those moderately correlated labels (around median in the ranked list) are potential new labels. These labels sometimes co-occur with the same label and sometimes with different labels. 8 We sample 90 percent of P K to form the initial training set T 0 ¼ ðX 0 ; Y 0 Þ. For t > 0, x x t is randomly selected uniformly (without replacement) from P K n T 0 and a subset of P N having label v v ai for time period t 2iÀ2 À t 2i where i ¼ 1; . . . ; 5.
For evaluation, we consider a commonly applied metric for multi-label learning, i.e., Average Precision. It is the average fraction of positive labels ranked higher than a particular positive label. Let p denote the number of test instances; C C þ i and C C À i be the sets of positive and negative labels, respectively, associated with instance x x i . The set of positive predicted labels which are ranked lower than label c for x x i is defined as:Q Q i;c ¼ fj j rankðx x i ; jÞ rankðx x i ; cÞ; j 2 C C þ i g, where rankðx x i ; cÞ is the rank of label c in the predicted label ranking (sorted in descending order). Then, Average
jQ Q i;c j rankðx x i ;cÞ . The larger the Average Precision, the better.
The experiment is conducted based on the simulation described above. The predictive performance is measured at t 1 ; . . . ; t 6 ; and two kinds of evaluations are conducted: (i) v v t -evaluation: it measures the performance with the emergence of new labels in the simulation; (ii) v v 0 -evaluation: it assesses how well MuENL performs on the initial label set v v 0 only throughout the entire period, i.e., the performance on the emerging new labels are not assessed.
For each dataset, the average result and standard deviation of 10 independent runs of simulations are reported.
The performances of two algorithms are said to have a significant difference if the difference is more than two standard errors.
Baselines
We employ two sets of baselines to compare with MuENL: (i) the state-of-the-art multi-label approaches; (ii) variants of MuENL having different MuENL components.
State-of-the-Art Multi-Label Approaches
We compare MuENL with BR [1] , CLR [7] , ECC [8] , PLR, LIMO [30] , and GenEML [23] , which are multi-label learning approaches considering the initially known labels only. BR, CLR, and ECC are first-order, second-order and high-order multi-label learning approaches, respectively. PLR is the multi-label approach proposed in Section 3.2.1. It is a degenerated version of MuENL without a detector and model update. LIMO and GenEML are the most recently proposed approaches to handle multi-label learning: LIMO considers both the instance-wise and label-wise margin and GenEML is a generative model. Further details are listed as follows:
BR trains a linear classifier for each label independently. CLR transforms the multi-label learning problem into the label ranking problem and incorporates a virtual label to separate the relevant and irrelevant labels. ECC is the ensemble of classifier chains. In each chain, ground truth labels are encoded into the feature space gradually; thus high order label relations are exploited. PLR takes advantage of pairwise label ranking. LIMO maximizes both the label-wise margin and instance-wise margin. GenEML is a flexible and scalable generative model based on a latent factor model for the label matrix.
Variants of MuENL
To further validate the effectiveness of each component, we compare MuENL with its variants. # inst is the number of instance, # dim is the dimension, #label is the total number of class labels, and #cardinarity is the average number of labels for each instance 
The correlation between two labels is measured based on cosine similarity. In order to rank label correlation among labels, we use the sum of cosine similarities of pair-wise labels. A, B, C three label vectors for example, the score for A is cos ðA; BÞ þ cos ðA; CÞ.
the new label via SVM by using the same training set as used in MNL. MuENL OR : Use MuENLForest as the detector and assume that an oracle is accessible to provide the ground truth for model updates. Its performance will be the upper bound. These variants are summarized in Table 4 . The following codes are used to implement MuENL: LIB-LINEAR toolbox [31] is applied as the linear SVM; MANOPT toolbox [32] is utilized to implement the steepest descent with a line search procedure to update the multi-label classifier. kmeans with k ¼ 2 is applied to implement the splitting criterion in MuENLTree which is a binary tree.
For each method under comparison, its parameters are tuned using the initial training set at t 0 via 5-fold crossvalidation. Then, these settings are employed for the rest of the data stream.
To select the appropriate settings for the detector, a label randomly selected from Y 0 is used for validation, and the rest of the labels are used to train a detector. This process is repeated 5 times for a different randomly selected label in Y 0 in order to choose the appropriate parameter settings for the detector. The ranges of values used are: buffer size jBj 2 f10; 15; 30; 60g, maximum tree height e m 2 fÀ2; À1; 0; 1g þ ceilðlog 2 cÞ (where ceilðlog 2 cÞ is the average height of the binary tree with sample size c), number of selected attributes jq qj 2 f1; 3; 5g. The other parameters are fixed by default: tree number g ¼ 100, sample size c ¼ 256 and 3 ¼ 1.
Detail ranges (or values) of the parameters of MuENL and the baselines are summarized in Table 5 .
Experimental Results
We conduct two sets of experiments which differ in the number of new labels which may appear in each time period. The first set has exactly one new label; whereas the second set has more than one new label. The second set assesses how multiple new labels in each time period may affect the predictive performance.
Results on One New Label per Time Period
Compare with Existing Multi-label Approaches. Fig. 1 is an example plot of v v t -evaluation on the Yeast dataset having one new label in each time period over 5 periods. 9 In general, MuENL maintains a good predictive performance spanning the entire duration from t 0 to t 10 . This is a direct result of a good detector and a robust classifier in MuENL. The summarised result on five datasets for v v 0 -evaluation is provided in Fig. 3 in terms of average precision. MuENL achieves better or comparable performance in comparison with all baselines. This shows that MuENL, which incorporates detection and prediction of new labels, not only does no harm to the performance on known labels, but can also gain better performance because pairwise label ranking is considered.
Compare with MuENL Variants. Fig. 4 presents the result based on average precision.
Among the four MuENL variants, MuENL OR has the best performance since it uses the oracle which provides the ground truth that is not available to the other variants. Note that this oracle is available in practice and it is used to show the upper bound.
MuENL obtains a performance comparable with MuENL OR in all cases, where there is no significant difference in performance. This is a direct result of a good detector and a robust classifier for both known and new labels.
MuENL achieves a significantly better performance than MuENL SVM on all datasets. This shows that the robust classifier update procedure in MuENL works better than that in SVM; and it is essential in maintaining a good performance in a dynamic learning environment.
MuENL IF and MuENL OC replace the detector in MuENL with iForest and OC-SVM, respectively. Even though a robust update procedure is applied in both of them, MuENL still performs better than them (on 4 of 5 datasets, MuENL is significantly better). This validates the effectiveness of the detector in MuENL. Because new labels often co-occur with known labels, this kind of occurrences confuses existing detectors OC-SVM or iForest-leading to low detection accuracy. By taking both the feature and label information 9. Notice that the time when the buffer gets full may be different in different time periods, and for different detectors in the same time period. Thus, the duration of one period may vary from one period to another and from one detector to another. into account, MuENLForest is able to differentiate instances with a combination of features and label patterns due to new labels from that due to existing labels. This yields a better detection outcome as a result.
A more direct analysis of the above comparison is provided in Fig. 5 which shows detection performance of MuENLForest, OC-SVM and iForest in terms of the F1-score evaluated at t 1 . As expected, MuENLForest outperforms the other competitors.
For the classifier of new labels, we make a more direct comparison of the proposed MNL with SVM and PLR which treat the instances in the buffer as positive ones and other seen instances as negative ones in order to train a classifier. Fig. 6 shows the performance evaluated at t 2 (In this experiment, the same detector MuENLForest is applied). Fig. 6 shows that MNL is better than SVM and PLR because it employs a robust update, which works well even under the condition that a detector is imperfect.
To examine the significance of the relative performance among these algorithms, we perform a post-hoc Nemenyi test [33] . The result shown in Fig. 7 reveals that the proposed MuENL is significantly better than all the traditional multi-label approaches (which do not consider any new labels) and other MuENL variants, except MuENL OR in which the oracle is available.
Compare with LP-SENCForest. SENCForest [34] is proposed recently to handle class incremental learning on streaming data, and has achieved a success. It provides a unified tree-based model for new class detection and known class prediction. SENCForest focuses on a multi-class setting-each instance belongs to a single class only. To apply SENCForest in the multi-label learning setting, we first apply Label Powerset (LP) [35] to encode different label combinations as different classes to transform multilabel learning into multi-class setting, before SENCForest is applied. We name it LP-SENCForest, which is the counterpart of SENCForest in our setting. Fig. 8 summarizes the comparison results of averaged performance on the whole data stream in five datasets. As can be observed, MuENL is much better than LP-SENCForest. This result is not surprising because: (1) LP transformation leads to too many classes, some of them hold a small number of instances. SENCForest does poorly because it requires a sufficient number of instances for each class in order to do well. (2) After LP transformation, the detected new class by SENCForest can be a new combination of existing labels, but does not contain any new labels.
Results with Different Label Sequences. In order to further validate the effectiveness of our approach, the evaluation is conducted multiple trials on a dataset, where each trial has a different random order of known and new labels on the simulated stream. The comparison is done with two best performing methods in each of two approaches, i.e., the multi-label approach: PLR and LIMO, 10 and twoMuENL variants: MuENL OC and MuENL IF .
We report the averaged difference from the baseline BR in MicroF1, which is a label based measure: MicroF1 ¼ ; i 2 f1; . . . ; T g; j 2 f1; . . . ; jv v t jg, on the entire data stream as in Fig. 9 . The result that MuENL outperforms these four methods, even under random orders of new labels.
Results on Multiple New Labels per Time Period
When more than one new label occurs in a time period, MuENL can also be used by treating these new labels as a single meta label. Specifically, if any instance has a subset of labels, encapsulated by a meta-label, then the instance has this meta-label. The goal in this setting is to detect and classify a new meta label, if it exists, in each time period.
We conduct experiments, where the number of new labels varies from 1 to 9 in each time period, to examine the effect of multiple labels in comparison with the baseline which has only one new label per time period. The evaluation is based on the meta label we specified at the beginning of the data stream. Fig. 10 shows that results in two datasets. Both results show that the MuENL approach can handle multiple new labels; and in many cases, it performs better in the multiplenew-labels scenarios than in the single-new-label scenarios. This is because the learning task for a meta label of multiple labels can be easier than that for a single label, depending on the data distribution. An example is shown Fig. 10a. 
EXPERIMENTS ON HIGH DIMENSIONAL DATA
Dataset
We have collected a total of 6,000 Weibo instances in 10 topics: traffic, car, president, Nobel prize, TV show, music, 10. GenEML is also comparable, not listed here due to the space issue.
video, advertisement, sports, finance (indexed as 1 -10). We extracted the bag-of-words features which resulted in 15,461 features. As a consequence, the data is very sparse, i.e., only 0:2% of the total number of features have non-zero values; and each instance belongs to 1.61 labels on average.
When it begins at t 0 , there are only five known labels, and the rest of them will successively emerge as new labels. Five new labels emerge successively at different times, denoted as t 1 ; t 2 ; . . . ; t 5 . On average, the interval between the subsequent emergence of two new labels has 1,000 instances. For experiments, we permute the order of class labels, and conduct 5 runs to avoid the influence of new label order on the results.
Baselines
We compare MuENLHD with two baselines:
MuENL: Directly apply MuENL on the high dimensional sparse data stream. MuENL+PCA: First, we perform PCA on the observed data at time t 0 to obtain the mapping from the original space to a low dimensional subspace (where d 0 ¼ 100). Then, we transform each arriving instance to the low dimensional representation via this mapping. We apply MuENL on the transformed data. MuENL+MultiPCA: Unlike MuENL+PCA, which performs PCA only at t 0 , MuENL+MultiPCA applies PCA multiple times, i.e., a new PCA is conducted on a data chunk collected during the period in-between the buffer is empty and full. The parameter setting of MuENL is the same as that used in Section 6. The settings for MuENLHD are given as follows: the number of the random features m ¼ 2000, and the number of attributes in the transformed space is set as d 0 ¼ 100.
Experimental Results
We evaluate the performance in terms of Average Precision on 100 instances at every time point of t 0 , t 1 ; . . . ; t 5 . The performances of MuENLHD, MuENL+PCA, MuENL+MultiPCA are MuENL are exhibited in Fig. 11 . As expected, all algorithms have comparable performance at time t 0 . However, MuENLHD achieves much better performance than the other contenders at t 1 to t 5 . This is mainly due to fact that streaming kernel PCA captures the main information of the data stream in different time periods; and those transformed low dimensional representations work well collaboratively with the predictive information from the classifiers. Although MuENL+PCA reduces the dimensionality to the same as that of MuENLHD, it performs worse because MuENL +PCA only trains PCA at t 0 , and keeps the linear mapping throughout the stream. This strategy leads to a worse performance in the following detection, since emerging new instances are not considered. In contrast. MuENLHD adapts the dimension reduction throughout the stream.
For MuENL+MultiPCA, PCA is applied each time the MuENL's models are updated for an emerging new label. Even though PCA has been applied multiple times to adapt to the data stream, only the latest data chunk is considered. In contrast, MuENLHD adapts along the stream. As a result, MuENLHD outperforms MuENL+MultiPCA.
We also make a comparison on the time spent to handle the whole stream, shown in Table 6 . As can be observed, MuENL takes nearly 100 times longer than MuENLHD to handle the high dimensional data stream. This is consistent with the factor of reduction from 15000 to 100 dimensions. Though MuENL+PCA is 3 times faster than MuENLHD, they are in the same order. MuENLHD needs the extra time in order to update the nonlinear mapping throughout the stream. MuENLHD has about the same run time as MuENL +MultiPCA, but it achieves much better performance.
THE EFFECT OF PARAMETERS
We study the effect of parameters in this section. The experiment is conducted in one run, where settings of the parameters are determined via 5-fold cross-validation before the start of the run. Then, a parameter is varied to study its effect while the other parameters are fixed. Fig. 12 shows the results of the study on varying the setting of parameters (buffer size jBj in Algorithm 1; 1 , 2 and 3 in Procedure 2; e m and jq qj in Procedure 1). The results show that the MuENL approach is not very sensitive to the settings of 's and jq qj; but it is sensitive to jBj and e m . Its sensitivity to the buffer size is because (i) a good performing classifier cannot be trained for the new label if the buffer size is too small; and (ii) when the buffer size is too large, it may contain a mixture of different new labels, which will degenerate the performance.
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Selecting an appropriate setting is not an issue as long as a cross-validation can be employed at the beginning of a data stream.
One issue related to memory is the expanded set of known labels as time progresses. We may exploit the "forgetting mechanism", i.e., remove models from H t which have not been used for prediction (or equivalently, labels have not been seen) for a certain period of time. This mechanism will set a limit to the memory required to store the models. A recurrence of any of the removed labels will be treated as new labels.
CONCLUSIONS
Multi-label learning with emerging new labels is a practical problem that demands attention. This paper extends our preliminary research [36] , which formalizes this problem and proposes the novel MuENL approach which has a model consists of three components: (1) a multi-label classifier for the known labels, (2) a detector for new labels, and (3) the updating processes for the classifier and the detector for each new label. Because existing methods only consider a fixed label set, they do not have the last two components. As a result, they are significantly less effective than the proposed approach in the dynamic learning environment, as verified in the empirical evaluation. The idea of converting part of the problem into an outlier detection problem has enabled the whole problem to be solved satisfactorily. The outlier detector we have designed has high detection rate-the key to ensuring a robust classifier that can maintain a high classification accuracy in data streams. We also show that MuENL can be easily extended to handle sparse high dimensional data streams by simply reducing the original dimensionality using Streaming Kernel PCA, and then applying MuENL on the reduced dimensional space. The empirical evaluation validates its effectiveness. 11. Note that the evaluation here is different from that for meta new labels shown in Section 6.3.2. For a meta new label, if any one of those labels is detected, it is a correct detection. In this setting, it is correct only if the exact label is detected.
