Based on the Nadarajah Haghighi distribution and the Topp Leone-G family in view of the T-X family, we introduce a new generator of continuous distributions with three extra parameters called the Nadarajah Haghighi Topp Leone-G family. Three sub-models of the new class are discussed. Main mathematical properties of the new family are investigated such as; quantile function, raw and incomplete moments, Bonferroni and Lorenz curves, moment and probability generating functions, stress strength model, Shanon and Rényi entropies, order statistics and probability weighted moments. The model parameters of the new family is estimated by using the method of maximum likelihood and the observed information matrix is also obtained. We introduce two real applications to show the importance of the new family.
Introduction
In the last decade, the famous distributions such as Lomax, Pareto, Gumbel, Lindley,…etc are extensively used for fitting data in various sciences such as medicine, engineering, agriculture and economics. However, in many applied areas such as environmental sciences, reliability studies and finance, there exist a great need to generalize these distributions to gain more acuracyand flexibility. Based on this reason, the statistican propose new methods for generating new generators of distributions to gain more desirable properties in the resulting distributions. Some of the recent families are : The transmuted Gompertz-G by Reyad 
The pdf of the NHTL-G family is given by ( ) 
We will denote a random variable X with pdf (4) by X~NHTL-G(α,λ,θ,∅). The hazard function () x  for the NHTL-G family is given by
The quantile function of the NHTL-G family, say
  is the solution of the non-linear equation (6) This paper is organized as follows: An important expansions of the pdf and cdf corresponding to the new family are derived in Section 2. In Section 3, three special submodels of the NHTL-G family are discussed. Main mathematical properties of the NHTL-G family are studies in Section 4. The model parameters of the new generator is estimated by using the method of maximum likelihood and the observed information matrix is also obtained in Section 5. In Section 6, two real applications of the NHTL-G are introduced. Concluding remarks are given in Section 7.
Linear Representation
In this section, we obtain the pdf and cdf of the new family as mixture repsentations of the exponentiated-G distribution. The pdf (4) can be expressed as  
Or equivalently 
The Sub-Models of the New Family
In this section, we introduce three special sub-models of the NHTL-G family.
The NHTL-Lomax (NHTLLx) Model
Suppose the cdf and pdf of the Lomax distribution are the following ( )
respectively. Then, the pdf and cdf of NHTLLx distribution are given, respectively, by ( ) 
The plots of the density and hazard functions are given in Figure 2 . 
The NHTL-Exponential (NHTLEx) Model
Consider the cdf and pdf of the exponential distribution 
Mathematical Properties
This section studies some main properties of the NHTL-G family.
Order Statistics
Let 12 , ,..., n X X X be a simple random sample from the NHTL-G family with cdf (3), pdf (4) and 1: 2:
,..., n n n n X X X be the corresponding order statistics. The pdf of : kn X , the kth order statistic, is given by
where, (.,.)  is the beta function. We can obtain from (3) and (4) 
where, 1 11 0 , , 0
Substituting from (10) into (9), we arrive at 
Probability Weighted Moments
The (
By using (3) and (4) and after some simplifications, we arrive at
where, 11 0 0 0 0 
where, 
Moments
The raw moment denoted as, , r  of a random variable where, X with NHTL-G distribution is given by
where, ( 1) . 
where, , ( ) ( ) . 
Entropies
The Rényi entropy can be obtained from
Based on (4), we have The Shannon entropy is defined as follows: 
Inserting the previous quantities into (25) and then into (24), we arrive at 
Stress Strength Model
Let 1 X and 2 X be two independent random variables with 1 ( 1) 1
where, ( , ) ( , ) and ( , ) ( , ) . 
Applications
In this section, we provide two applications to real data by using the NHTLLx distribution, which serve to illustrate the importance of the NHTL-G family. The first real data set consists of 63 observations of the strengths of 1.5 cm glass fibres which obtained by workers at the UK National Physical Laboratory. The second data set represents 13 observations of cotton average yield in different years in Lodhran district in Pakistan, see Beig (2017) . The data are: 26.90, 24. 16, 21.52, 16.75, 19.37, 17.46, 23.97, 21.92, 21.38, 23.73, 12.50, 20.69, 20 .00. These two datasets are recently studied by (Reyad et al. 2018b ).
Initially, we fit the NHTLLx model to these data sets and compare it with some competitive models such as; beta Lomax (BLx) ( In order to compare these models and to verify the quality of the fits, we consider some of the well-known goodness-of-fit statistics like, Cramér-von Mises ( * ), Anderson Darling ( * ), Kolmogorov-Smirnov ( ), -Loglikelihood (− ), Akaike Information Criterion ( ), Consistent Akaike Information Criterion ( ), Bayesian information criterion (BIC) and Hannan-Quinn criterion (HQC). The model with a minimum value of Goodness-of-Fit statistics is the best model to fit the data. The required numerical evaluations are implemented using the BFGS quasi-Newton method in R software.
The results of the MLEs and their standard errors of the fitted models for the two data sets are displayed in Tables 1 and 3 respectively. In addition, the values of * , * , , − , , , and statistics of all fitted models for the two data sets are displayed in Tables 2 and 4 respectively. The values in Tables 2, 4 show that the NHTLLx distribution gives the smallest values for the Goodness-of-Fit statistics and the greatest of p-value of KS-test. This means that NHTLLx distribution provides better fit than the rest of the distributions. Additionally, Figures 4, 5 display the plots of fitted and empirical densities of competitive distributions for datasets I and II, respectively. These figures confirm that the NHTLLx distribution is more appropriate to represent the two datasets than the rest distributions. 
