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In this paper, we study the difference equationxn =
[
f1f2f3 + f1 + f2 + f3 + h
f1f2 + f1f3 + f2f3 + g + h
]
(xn−1, . . . , xn−r ), n = 1, 2, . . .
x1−r , x2−r , . . . , x0 > 0,
where f1, f2, f3, g : (R+)r → R+ and h : (R+)r → [0,+∞) are all continuous functions.We
present a sufficient condition for this difference equation to have a globally asymptotically
stable equilibrium c = 1. This condition generalizes some previous results.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Li [1–3] proved that c = 1 is the common globally asymptotically stable equilibrium of the following three fourth-order
rational difference equations (where a ≥ 0):{
xn = xn−1xn−2xn−4 + xn−1 + xn−2 + xn−4 + axn−1xn−2 + xn−1xn−4 + xn−2xn−4 + 1+ a , n = 1, 2, . . .
x−3, x−2, x−1, x0 > 0.
(1.1)
{
xn = xn−2xn−3xn−4 + xn−2 + xn−3 + xn−4 + axn−2xn−3 + xn−2xn−4 + xn−3xn−4 + 1+ a , n = 1, 2, . . .
x−3, x−2, x−1, x0 > 0.
(1.2)
{
xn = xn−1xn−3xn−4 + xn−1 + xn−3 + xn−4 + axn−1xn−3 + xn−1xn−4 + xn−3xn−4 + 1+ a , n = 1, 2, . . .
x−3, x−2, x−1, x0 > 0.
(1.3)
Recently, Berenhaut and Stević [4] showed that this conclusion also holds for the following difference equation{
xn = xn−kxn−lxn−m + xn−k + xn−l + xn−mxn−kxn−l + xn−kxn−m + xn−lxn−m + 1 , n = 1, 2, . . .
x1−max{k,l,m}, . . . , x0 > 0.
(1.4)
The interested reader is also referred to Refs. [5–11] and the references cited therein.
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Motivated by the above-mentioned work, this paper addresses the difference equationxn =
[
f1f2f3 + f1 + f2 + f3 + h
f1f2 + f1f3 + f2f3 + g + h
]
(xn−1, . . . , xn−r), n = 1, 2, . . .
x1−r , x2−r , . . . x0 > 0,
(1.5)
where f1, f2, f3, g : (R+)r → R+ and h : (R+)r → [0,+∞) are all continuous functions. It should be mentioned that
Eq. (1.5) subsumes Eqs. (1.1)–(1.4). We will present a sufficient condition for this difference equation to have a globally
asymptotically stable equilibrium c = 1. This condition includes all of the above-mentioned results.
2. Preliminary knowledge
Let R+ denote the whole set of positive real numbers. The part metric (or Thompson’s metric) [6] is a metric defined on
(R+)r in this way: for any X = (x1, . . . , xr)T ∈ (R+)r and Y = (y1, . . . , yr)T ∈ (R+)r ,
p(X, Y ) = − log2 min
{
x1
y1
, . . . ,
xr
yr
,
y1
x1
, . . . ,
yr
xr
}
. (2.1)
Theorem 2.1 ([11, Theorem 2.2], See also [3]). Let T : (R+)r → (R+)r be a continuous mapping with an equilibrium C ∈ (R+)r .
Consider the following difference equation:{
Xn = T (Xn−1), n = 1, 2, . . .
X0 ∈ (R+)r . (2.2)
Suppose there is a positive integer k such that p
(
T k(X), C
)
< p(X, C) holds for all X 6= C. Then C is globally asymptotically
stable.
Theorem 2.2 ([12, page 1]). Let a1, a2, . . . , an, b1, b2, . . . , bn, c1, c2, . . . , cn be positive numbers. Then
min
{
ai
bi
: 1 ≤ i ≤ n
}
≤
n∑
i=1
ciai
n∑
i=1
cibi
≤ max
{
ai
bi
: 1 ≤ i ≤ n
}
.
Moreover, one of the two equalities holds if and only if a1/b1 = a2/b2 = · · · = an/bn.
3. Main result
The main result of this paper is presented as follows.
Theorem 3.1. Consider the difference equationxn =
[
f1f2f3 + f1 + f2 + f3 + h
f1f2 + f1f3 + f2f3 + g + h
]
(xn−1, . . . , xn−r), n = 1, 2, · · ·
xi > 0, i = 1− r, 2− r, . . . , 0,
(3.1)
where f1, f2, f3, g : (R+)r → R+ and h : (R+)r → [0,+∞) are all continuous functions. Suppose the following two conditions
are satisfied simultaneously:
(H1)min
{
u1, . . . , ur , 1u1 , . . . ,
1
ur
}
≤ f1(u1, . . . , ur) ≤ max
{
u1, . . . , ur , 1u1 , . . . ,
1
ur
}
, (u1, . . . , ur)T ∈ (R+)r .
(H2)min
{
u1, . . . , ur , 1u1 , . . . ,
1
ur
}
≤
[
f1
g
]
(u1, . . . , ur) ≤ max
{
u1, . . . , ur , 1u1 , . . . ,
1
ur
}
, (u1, . . . , ur)T ∈ (R+)r .
Let {xn} be a solution of Eq. (3.1). Then the following assertions hold:
(a) For all n ≥ 1 and all i ≥ 0, we have
min
{
xn−1, . . . , xn−r ,
1
xn−1
, . . . ,
1
xn−r
}
≤ xn+i ≤ max
{
xn−1, . . . , xn−r ,
1
xn−1
, . . . ,
1
xn−r
}
. (3.2)
(b) There exist n ≥ 1 and i ≥ 0 such that one of the two equalities in chain (3.2) holds if and only if (xn−1, . . . , xn−r) =
(1, . . . , 1).
(c) c = 1 is the globally asymptotically stable equilibrium of Eq. (3.1).
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Proof. (a) For any given n ≥ 1, we prove the assertion by induction on i. By sequentially applying Theorem 2.2, (H1) and
(H2), we get
xn =
[
f1f2f3 + f2 + f3 + f1 + h
f2f3 + f1f2 + f1f3 + g + h
]
(xn−1, . . . , xn−r)
≥

min
{
f1(xn−1, . . . , xn−r),
1
f1(xn−1, . . . , xn−r)
,
[
f1
g
]
(xn−1, . . . , xn−r)
}
if h(xn−1, . . . , xn−r) = 0
min
{
f1(xn−1, . . . , xn−r),
1
f1(xn−1, . . . , xn−r)
,
[
f1
g
]
(xn−1, . . . , xn−r), 1
}
if h(xn−1, . . . , xn−r) 6= 0
≥ min
min
{
xn−1, . . . , xn−r ,
1
xn−1
, . . . ,
1
xn−r
}
,
1
max
{
xn−1, . . . , xn−r , 1xn−1 , . . . ,
1
xn−r
}

= min
{
xn−1, . . . , xn−r ,
1
xn−1
, . . . ,
1
xn−r
}
.
Likewise, by sequentially applying Theorem 2.2, (H1) and (H2), we get
xn =
[
f1f2f3 + f2 + f3 + f1 + h
f2f3 + f1f2 + f1f3 + g + h
]
(xn−1, . . . , xn−r)
≤

max
{
f1(xn−1, . . . , xn−r),
1
f1(xn−1, . . . , xn−r)
,
[
f1
g
]
(xn−1, . . . , xn−r)
}
if h(xn−1, . . . , xn−r) = 0
max
{
f1(xn−1, . . . , xn−r),
1
f1(xn−1, . . . , xn−r)
,
[
f1
g
]
(xn−1, . . . , xn−r), 1
}
if h(xn−1, . . . , xn−r) 6= 0
≤ max
max
{
xn−1, . . . , xn−r ,
1
xn−1
, . . . ,
1
xn−r
}
,
1
min
{
xn−1, . . . , xn−r , 1xn−1 , . . . ,
1
xn−r
}

= max
{
xn−1, . . . , xn−r ,
1
xn−1
, . . . ,
1
xn−r
}
.
So, the assertion is true for i = 0.
Suppose the assertion is true for all integers k satisfying 0≤ k ≤ i− 1. That is,
min
{
xn−1, . . . , xn−r ,
1
xn−1
, . . . ,
1
xn−r
}
≤ xn+k ≤ max
{
xn−1, . . . , xn−r ,
1
xn−1
, . . . ,
1
xn−r
}
, 0 ≤ k ≤ i− 1.
By Theorem 2.2, (H1), (H2) and the inductive hypothesis, we get
xn+i =
[
f1f2f3 + f2 + f3 + f1 + h
f2f3 + f1f2 + f1f3 + g + h
]
(xn+i−1, . . . , xn+i−r)
≥

min
{
f1(xn+i−1, . . . , xn+i−r),
1
f1(xn+i−1, . . . , xn+i−r)
,
[
f1
g
]
(xn+i−1, . . . , xn+i−r)
}
if h(xn+i−1, . . . , xn+i−r) = 0
min
{
f1(xn+i−1, . . . , xn+i−r),
1
f1(xn+i−1, . . . , xn+i−r)
,
[
f1
g
]
(xn+i−1, . . . , xn+i−r), 1
}
if h(xn+i−1, . . . , xn+i−r) 6= 0
≥ min
{
xn+i−1, . . . , xn+i−r ,
1
xn+i−1
, . . . ,
1
xn+i−r
}
≥ min
min
{
xn−1, . . . , xn−r ,
1
xn−1
, . . . ,
1
xn−r
}
,
1
max
{
xn−1, . . . , xn−r , 1xn−1 , . . . ,
1
xn−r
}

= min
{
xn−1, . . . , xn−r ,
1
xn−1
, . . . ,
1
xn−r
}
, (3.3)
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xn+i =
[
f1f2f3 + f2 + f3 + f1 + h
f2f3 + f1f2 + f1f3 + g + h
]
(xn+i−1, . . . , xn+i−r)
≤

max
{
f1(xn+i−1, . . . , xn+i−r),
1
f1(xn+i−1, . . . , xn+i−r)
,
[
f1
g
]
(xn+i−1, . . . , xn+i−r)
}
if h(xn+i−1, . . . , xn+i−r) = 0
max
{
f1(xn+i−1, . . . , xn+i−r),
1
f1(xn+i−1, . . . , xn+i−r)
,
[
f1
g
]
(xn+i−1, . . . , xn+i−r), 1
}
if h(xn+i−1, . . . , xn+i−r) 6= 0
≤ max
{
xn+i−1, . . . , xn+i−r ,
1
xn+i−1
, . . . ,
1
xn+i−r
}
≤ max
max
{
xn−1, . . . , xn−r ,
1
xn−1
, . . . ,
1
xn−r
}
,
1
min
{
xn−1, . . . , xn−r , 1xn−1 , . . . ,
1
xn−r
}

= max
{
xn−1, . . . , xn−r ,
1
xn−1
, . . . ,
1
xn−r
}
. (3.4)
Thus, the assertion is true for i. The inductive proof of this assertion is complete. 
(b) The sufficiency follows immediately from the first assertion of this theorem.
Necessity. Suppose there exist n ≥ 1 and i ≥ 0 such that
xn+i = min
{
xn−1, . . . , xn−r ,
1
xn−1
, . . . ,
1
xn−r
}
.
Then all of the equalities in chain (3.3) hold. In particular, the second equality in this equality chain plus Theorem 2.2
yields
f1(xn+i−1, . . . , xn+i−r) = 1, g(xn+i−1, . . . , xn+i−r) = 1.
These two equalities plus the third equality in the above equality chain induce
1 = max
{
xn+i−1, . . . , xn+i−r ,
1
xn+i−1
, . . . ,
1
xn+i−r
}
,
leading to (xn+i−1, . . . , xn+i−r) = (1, . . . , 1). This plus the last two equalities in the previous equality chain implies
1 = max
{
xn−1, . . . , xn−r ,
1
xn−1
, . . . ,
1
xn−r
}
.
Hence, we get (xn−1, . . . , xn−r) = (1, . . . , 1). Likewise, (xn−1, . . . , xn−r) = (1, . . . , 1) if
xn+i = max
{
xn−1, . . . , xn−r ,
1
xn−1
, . . . ,
1
xn−r
}
.
(c) The system of first-order difference equations associated with Eq. (3.1) is{
Yn = T (Yn−1), n = 1, 2, . . .
Y0 ∈ (R+)r (3.5)
where T : (R+)r → (R+)r is a mapping defined by
T
(
(y1, . . . , yr)T
) = (y2, . . . , yr , [ f1f2f3 + f1 + f2 + f3 + hf1f2 + f1f3 + f2f3 + g + h
]
(yr , . . . , y1)
)T
.
By (H1) and (H2), we have f1(1, . . . , 1) = g(1, . . . , 1) = 1. Hence, the r-dimensional vector C = (1, . . . , 1)T is an
equilibrium of system (3.5). For any X = (x1, . . . , xr)T ∈ (R+)r , X 6= C , we have
T r
(
(x1, . . . , xr)T
) = (xr+1, . . . , x2r)T ,
where
xi =
[
f1f2f3 + f1 + f2 + f3 + h
f1f2 + f1f3 + f2f3 + g + h
]
(xi−1, . . . , xi−r), i = r + 1, . . . , 2r.
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By the first two assertions of this theorem, we induce
min
{
xr+1, . . . , x2r ,
1
xr+1
, . . . ,
1
x2r
}
> min
min
{
x1, . . . , xr ,
1
x1
, . . . ,
1
xr
}
,
1
max
{
x1, . . . , xr , 1x1 , . . . ,
1
xr
}

= min
{
x1, . . . , xr ,
1
x1
, . . . ,
1
xr
}
.
Hence
p
(
T r(X), C
) = − log2 min{xr+1, . . . , x2r , 1xr+1 , . . . , 1x2r
}
< − log2 min
{
x1, . . . , xr ,
1
x1
, . . . ,
1
xr
}
= p(X, C).
By Theorem 3.1, we conclude that C is the globally asymptotically stable equilibrium of system (3.5), and this implies that
c = 1 is the globally asymptotically stable equilibrium of Eq. (3.1). 
From Theorem 3.1 and by setting, g(u1, . . . , ur) ≡ 1, we get:
Corollary 3.2. Consider the difference equationxn =
[
f1f2f3 + f1 + f2 + f3 + h
f1f2 + f1f3 + f2f3 + 1+ h
]
(xn−1, . . . , xn−r), n = 1, 2, · · ·
xi > 0, i = 1− r, 2− r, . . . , 0,
(3.6)
where f1, f2, f3 : (R+)r → R+ and h : (R+)r → [0,+∞) are all continuous functions. Suppose
min
{
u1, . . . , ur ,
1
u1
, . . . ,
1
ur
}
≤ f1(u1, . . . , ur) ≤ max
{
u1, . . . , ur ,
1
u1
, . . . ,
1
ur
}
, (u1, . . . , ur)T ∈ (R+)r .
Then c = 1 is the globally asymptotically stable equilibrium of Eq. (3.6).
Corollary 3.2 subsumes all results in Refs. [1–4].
4. Applications
Example 4.1. Consider the difference equationxn =
[
f1f2f3 + f1 + f2 + f3 + h
f1f2 + f1f3 + f2f3 + g + h
]
(xn−1, . . . , xn−r), n = 1, 2, · · ·
xi > 0, i = 1− r, 2− r, . . . , 0,
(4.1)
where r ≥ 6, f2, f3 : (R+)r → R+ and h : (R+)r → [0,+∞) are all continuous functions,
f1(u1, . . . , ur) = u1 + u3 + u53 , (u1, . . . , ur)
T ∈ (R+)r ,
g(u1, . . . , ur) = u1u2 + u3u4 + u5u63 , (u1, . . . , ur)
T ∈ (R+)r .
By Theorem 2.2, we have
f1(u1, . . . , ur) ≥ min {u1, u3, u5} ≥ min
{
u1, . . . , ur ,
1
u1
, . . . ,
1
ur
}
,
f1(u1, . . . , ur) ≤ max {u1, u3, u5} ≤ max
{
u1, . . . , ur ,
1
u1
, . . . ,
1
ur
}
,
f1(u1, . . . , ur)
g(u1, . . . , ur)
≥ min
{
1
u2
,
1
u4
,
1
u6
}
≥ min
{
u1, . . . , ur ,
1
u1
, . . . ,
1
ur
}
,
f1(u1, . . . , ur)
g(u1, . . . , ur)
≤ max
{
1
u2
,
1
u4
,
1
u6
}
≤ max
{
u1, . . . , ur ,
1
u1
, . . . ,
1
ur
}
.
By Theorem 3.1, c = 1 is the globally asymptotically stable equilibrium of Eq. (4.1).
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Example 4.2. Consider the difference equationxn =
[
f1f2f3 + f1 + f2 + f3 + h
f1f2 + f1f3 + f2f3 + 1+ h
]
(xn−1, . . . , xn−r), n = 1, 2, · · ·
xi > 0, i = 1− r, 2− r, . . . , 0,
(4.2)
where r ≥ 6, f2, f3 : (R+)r → R+ and h : (R+)r → [0,+∞) are all continuous functions,
f1(u1, . . . , ur) = 3u1 + u3 + u5 , (u1, . . . , ur)
T ∈ (R+)r ,
g(u1, . . . , ur) = 3u1u2 + u3u4 + u5u6 , (u1, . . . , ur)
T ∈ (R+)r .
By Theorem 2.2, we have
f1(u1, . . . , ur) ≥ min
{
1
u1
,
1
u3
,
1
u5
}
≥ min
{
u1, . . . , ur ,
1
u1
, . . . ,
1
ur
}
,
f1(u1, . . . , ur) ≤ max
{
1
u1
,
1
u3
,
1
u5
}
≤ max
{
u1, . . . , ur ,
1
u1
, . . . ,
1
ur
}
,
f1(u1, . . . , ur)
g(u1, . . . , ur)
≥ min {u2, u4, u6} ≥ min
{
u1, . . . , ur ,
1
u1
, . . . ,
1
ur
}
,
f1(u1, . . . , ur)
g(u1, . . . , ur)
≤ max {u2, u4, u6} ≤ max
{
u1, . . . , ur ,
1
u1
, . . . ,
1
ur
}
.
By Theorem 3.1, c = 1 is the globally asymptotically stable equilibrium of Eq. (4.2).
Example 4.3. Consider the difference equationxn =
[
f1f2f3 + f1 + f2 + f3 + h
f1f2 + f1f3 + f2f3 + 1+ h
]
(xn−1, . . . , xn−r), n = 1, 2, · · ·
xi > 0, i = 1− r, 2− r, . . . , 0,
(4.3)
where f2, f3 : (R+)r → R+ and h : (R+)r → [0,+∞) are all continuous functions,
f1(u1, . . . , ur) =
r∑
i=1
ui
r
, (u1, . . . , ur)T ∈ (R+)r ,
g(u1, . . . , ur) =
[
r∑
i=1
ui
]2
r2
, (u1, . . . , ur)T ∈ (R+)r ,
By Theorem 2.2, we have
f1(u1, . . . , ur) ≥ min {u1, . . . , ur} ≥ min
{
u1, . . . , ur ,
1
u1
, . . . ,
1
ur
}
,
f1(u1, . . . , ur) ≤ max {u1, . . . , ur} ≤ max
{
u1, . . . , ur ,
1
u1
, . . . ,
1
ur
}
,
f1(u1, . . . , ur)
g(u1, . . . , ur)
≥ min
{
1
u1
, . . . ,
1
ur
}
≥ min
{
u1, . . . , ur ,
1
u1
, . . . ,
1
ur
}
,
f1(u1, . . . , ur)
g(u1, . . . , ur)
≤ max
{
1
u1
, . . . ,
1
ur
}
≤ max
{
u1, . . . , ur ,
1
u1
, . . . ,
1
ur
}
.
By Theorem 3.1, c = 1 is the globally asymptotically stable equilibrium of Eq. (4.3).
Acknowledgements
The authors are grateful to the two anonymous reviewers for their valuable comments and suggestions. This work
is supported by the Natural Science Foundation of China (#10771227), Program for New Century Excellent Talent of
Educational Ministry of China (#NCET-05-0759), Doctorate Foundation of Educational Ministry of China (#20050611001),
and Natural Science Foundation of Chongqing CSTC (#2006BB2231).
X. Yang et al. / Computers and Mathematics with Applications 56 (2008) 2643–2649 2649
References
[1] X. Li, Qualitative properties for a fourth-order rational difference equation, Journal ofMathematical Analysis and Applications 311 (1) (2005) 103–111.
[2] X. Li, Two rational recursive sequences, Journal of Mathematical Analysis and Applications 312 (2) (2005) 555–563.
[3] X. Li, The rule of trajectory structure and global asymptotic stability for a nonlinear difference equation, Applied Mathematics Letters 19 (11) (2006)
1152–1158.
[4] K.S. Berenhaut, S. Stević, The global attractivity of a higher order rational difference equation, Journal of Mathematical Analysis and Applications 326
(2) (2007) 940–944.
[5] K.S. Berenhaut, J.D. Foley, S. Stević, The global attractivity of the rational difference equation yn = yn−k+yn−m1+yn−kyn−m , Journal of Mathematical Analysis and
Applications 326 (2) (2007) 940–944.
[6] N. Kruse, T. Nesemann, Global asymptotic stability in some discrete dynamic systems, Journal of Mathematical Analysis and Applications 235 (1)
(1999) 151–158.
[7] G. Papaschinopoulos, C.J. Schinas, Global asymptotic stability and oscillation of a family of difference equations, Journal of Mathematical Analysis and
Applications 294 (2) (2004) 614–620.
[8] T. Sun, H. Xi, Global attractivity of a higher order rational difference equation, Journal of Mathematical Analysis and Applications 330 (1) (2007)
462–466.
[9] T. Sun, H. Xi, Global attractivity for a family of nonlinear difference equations, Applied Mathematics Letters 20 (7) (2007) 741–745.
[10] X. Yang, Global asymptotic stability in a class of generalized Putnam equations, Journal of Mathematical Analysis and Applications 322 (2) (2006)
693–698.
[11] X. Yang, D.J. Evans, G.M. Megson, Global asymptotic stability in a class of Putnam-type equations, Nonlinear Analysis 64 (1) (2006) 42–50.
[12] J. Kuang, Applied Inequalities, Shandong Science and Technology Press, 2004.
