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Contenidos de la memoria 
 
 En este apartado se pretende facilitar al lector unas pautas básicas a la 
hora de leer los diferentes bloques por los que está compuesto el proyecto. 
 
Se dispone de la planificación del proyecto en el ANEXO V. Realizada con el 
programa Ganttproject2.0.9. 
 
La MEMORIA va referenciada a la Bibliografía mediante la notación “[ ]”. De esta 
manera el lector conoce en cada momento las fuentes de información. 
 
Para potenciar el entendimiento del proyecto se dispone de notas a pie de 
página. Además se dispone del ANEXO III que constituye un pequeño glosario 
con algunos términos básicos. 
 
La MEMORIA se divide en dos bloques: 
 
 La parte teórica que incluye la redacción de algoritmos. 
 La parte práctica que consta de la experiencia computacional (apartado 
9). 
 
Como hemos comentado los pseudocódigos se han ido mostrando en la 
MEMORIA para facilitar su entendimiento. No obstante los códigos fuente se 
pueden encontrar en el ANEXO II. 
 
Los ejemplares que se han utilizado se pueden ver en la página web que hemos 
incorporado en el ANEXO I. 
 
Los resultados obtenidos se pueden contemplar en el ANEXO IV. 
 
También hemos incorporado una tabla en el ANEXO VI donde especifica las 
sesiones, con el tutor, que se han realizado a lo largo del curso. 
 
Y por último en el ANEXO VII se muestra las características básicas de la 
computadora utilizada para la programación de los algoritmos. 
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Resumen 
 
 El planteamiento de este proyecto presenta como objetivo el abordaje de 
un problema de secuenciación denominado Taller Mecánico, más conocido 
como Flow Shop Problem o Jobshop Problem (FSP). 
 
El FSP está clasificado como NP-hard, ya que parece muy improbable que lo 
resuelva un algoritmo en tiempo polinomial, es decir que se pueda resolver en un 
tiempo más breve. El problema en si consiste en un proceso productivo en el que 
se han de procesar n tareas en m máquinas, con el objetivo de reducir el tiempo 
total de la secuencia. 
 
Otro problema sumamente importante aunque no se ha tratado con mayor 
detalle es el Problema del Viajante de Comercio o Travelling Saleman Problem 
(TSP). Este problema trata en que un viajante ha de visitar n ciudades, sin repetir 
ninguna, con el objetivo de recorrer la distancia total mínima. 
 
En el caso del TSP el número de soluciones crece exponencialmente al 
aumentar el número de ciudades a añadir. Por ejemplo para 6 ciudades 
obtendríamos 6! soluciones, es decir 720 soluciones en total. Por otra parte, en 
el problema de secuenciación del Taller Mecánico (FSP), el número de 
soluciones crecería aún más. Por poner un ejemplo, 6 tareas que queremos 
procesar en 3 máquinas, y sabiendo que el orden de las máquinas puede 
cambiar. Obtendríamos un total de (6!)3 soluciones, es decir 373.248.000 
soluciones. 
 
Debido a la complejidad que suscitan las soluciones para encontrar la óptima, se 
emplean una serie de heurísticas y metaheurísticas para poder acercarnos a la 
solución mejor. Una heurística se puede definir básicamente como la adopción 
de un criterio para la resolución de un problema. Cabe destacar que ninguna de 
ellas es más buena que otra ya que difieren en un criterio. La metaheurística se 
puede expresar como una combinación de un conjunto de heurísticas que dan 
una mejor solución. 
 
Por tanto la metodología que se va a utilizar para abordar estos problemas son 
las heurísticas y metaheurísticas. Dentro de este campo hay dos tipos de 
metaheurísticas que se han implementado para la resolución del problema, son 
los llamados Algoritmos Genéticos y los Algoritmos de Búsqueda Tabú. 
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Los Algoritmos Genéticos se basan en la selección natural de Charles Darwin. 
Haciendo una comparativa entre la naturaleza y un conjunto de soluciones de un 
problema. Su progenitor fue John Holland, que estableció una analogía entre el 
conjunto de soluciones de un ejemplar y el conjunto de individuos de una 
población natural. 
 
En palabras del propio Holland (1975):  
 
“Se pueden encontrar soluciones aproximadas a problemas de gran complejidad 
computacional mediante un proceso de evolución simulada”. 
 
Para el entendimiento de un AG basta con jerarquizar el algoritmo en partes más 
fáciles de comprender. A continuación se hace una breve distinción de cada una 
de ellas: 
 
La información del problema se codifica en una serie de cadenas o arrays 
(cromosomas) que forman una población. Por medio del intercambio de 
información entre ellas (cruce) y/o la variación aleatoria de esta información 
(mutación), se evalúa la solución definida por las cadenas, relacionada con el 
problema en cuestión, midiendo de esta forma su adaptabilidad al entorno 
(evolución de la función makespan o fitness). Los individuos se eligen en función 
de su mejor adaptación (selección). Se genera una nueva población a partir de 
estos cromosomas de élite, sobre la que se vuelve a aplicar este proceso 
iterativo una y otra vez. De este modo, la calidad media de los individuos 
aumenta progresivamente. 
 
Actualmente, los AG se presentan como uno de los más prometedores en el 
camino hacia la inteligencia artificial y han demostrado su validez en múltiples 
áreas de aplicación. Son más utilizados que en el resto de métodos heurísticos, 
probablemente debido al poder seductor del neo-Darwinismo y porque poseen 
un gran interés por la evidente analogía que convierte al programador en un 
creador de “vida” (Herrá, 1998). 
 
Respecto a la Búsqueda Tabú destaca por la existencia de una lista de 
propiedades prohibidas de las soluciones. Esta lista varía a lo largo del tiempo y 
suele ser una lista finita circular (es decir considerar además de la memoria a 
corto plazo constituida por la lista tabú, una memoria a largo plazo que recuerde 
propiedades de las buenas soluciones). La Búsqueda Tabú llamada en inglés 
Tabu Search surge, en un intento de dotar de inteligencia a los algoritmos de  
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búsqueda local.  
Según Fred Glover, su primer definidor, la TS guía un procedimiento de 
búsqueda local para explorar el espacio de soluciones más allá de la óptima. La 
Búsqueda Tabú permite moverse por una solución que puede ser que no sea tan 
buena como la actual, de modo que se pueda escapar de óptimos locales y 
continuar estratégicamente la búsqueda de soluciones aún mejores. 
 
La experiencia computacional que hemos realizado se basa en estas dos 
metodologías de resolución. Para el hallazgo de mejores soluciones para el  
problema del FSP descrito en el primer párrafo.  
Se estudia la eficiencia de ambas metodologías. Así como nuevas variantes de 
los algoritmos para encontrar mejores soluciones que las iniciales. En el caso del 
AG, estas variantes consisten en: 
 
- Modificar los procesos de selección y combinación (crossover o cruce). 
- Implementación de varios métodos de mutación. 
- Implementación de otros operadores genéticos (Elitismo, Repoblación, 
Clonación…) para la mejora de la solución inicial. 
 
En el caso del TS hemos de partir de una solución más o menos buena para 
conseguir mejorarla. En este proyecto se ha aprovechado los códigos 
programados para poder combinarlos entre si y poder formar lo que se denomina 
un Algoritmo Híbrido. 
 
Se ha combinado todas las variantes de los Algoritmos Genéticos con la 
Búsqueda Tabú y una heurística denominada NEH con tal método de búsqueda 
local. 
 
Para poder comprobar la efectividad de todas las variantes de las metodologías 
que hemos comentado. Se ha aplicado el método de diseño de factoriales. Aquí 
veremos que variables son significativas y qué métodos son más eficientes para 
optimizar la función objetivo. 
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1. Objeto. 
 
El presente proyecto tiene como objeto la comparación de la efectividad 
de diversas variantes de un Algoritmo Genético y de un procedimiento de 
Búsqueda Tabú para atacar el problema combinatorio del Flow Shop Problem. 
El proyecto incluye programar los algoritmos y realizar una experiencia 
computacional sobre un conjunto de ejemplares del problema. 
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2. Alcance. 
 
 Se analizará y estudiará con detalle el problema del Taller Mecánico o 
Flow Shop Problem (FSP). 
 
También se estudiará el TSP (Travelling Salesman Problem) pero no se hará la 
experiencia computacional. 
 
Se describirán los fundamentos, formalización y estructura de los Algoritmos 
Genéticos (Genetic Algorithm) y de los Algoritmos de Búsqueda Tabú (Tabu 
Search). 
 
Se implementará una experiencia computacional de varios ejemplares del 
problema FSP con el programa C++ que proporcione una solución factible 
mediante la aplicación de Algoritmos Genéticos y Búsqueda Tabú. 
 
Se combinará los códigos programados entre sí para estudiar su eficiencia en 
cuanto a mejoría de soluciones, para formar lo que denominamos Algoritmo 
Híbrido. 
 
Se comparará la eficiencia de cada uno de los métodos empleados. Analizando 
los resultados obtenidos con el método de diseño factoriales y evaluando qué 
variables son más importantes para la variabilidad de la función objetivo. 
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3. Justificación. 
 
 Existen problemas de optimización combinatoria en diversos campos 
como la medicina, la economía, la industria o la ingeniería. Muchos de estos 
problemas son muy difíciles de resolver en la práctica, básicamente por la 
cantidad de tiempo que es necesario invertir en la resolución incluso con soporte 
informático. La mayoría son problemas clasificados como NPHard 1, lo que 
significa que no hay un algoritmo conocido que los resuelva en tiempo 
polinomial2. Día tras día siguen apareciendo nuevos problemas de este tipo, lo 
que ha dado lugar a que aparezcan muchas propuestas de algoritmos que 
intentan solucionarlos. 
 
Los algoritmos a que nos referimos se dividen en algoritmos exactos y algoritmos 
aproximados (heurísticos). Los algoritmos exactos intentan encontrar una 
solución óptima y demostrar que, en efecto, es el óptimo global. Debido al pobre 
rendimiento en cuanto a tiempo de resolución que presentan los algoritmos 
exactos, para muchos problemas se han presentado múltiples algoritmos 
aproximados que permiten obtener soluciones de alta calidad, aunque no 
necesariamente óptimas, en un tiempo breve. Por otro lado los algoritmos 
aproximados pueden clasificarse en dos tipos principales: 
 
Algoritmos constructivos y algoritmos de búsqueda local (TS). Los algoritmos 
constructivos se basan en generar soluciones desde cero, añadiendo 
componentes a la solución paso a paso. Los algoritmos de búsqueda local 
intentan repetidamente mejorar la solución actual con movimientos a soluciones 
vecinas con la esperanza de que sean mejores. 
 
En el presente proyecto se tratará con problemas constructivos, tanto heurísticas 
como metaheurísticas. A continuación se muestra una clasificación de los 
algoritmos constructivos (Figura 3): 
 
 Algoritmo Genético (AG), la variante más popular. 
 Estrategia Evolutiva (EE), típica en ingeniería de sistemas. 
                                                 
NP-Hard1: Algoritmos que incluyen los NP-completos, que no pueden resolverse en tiempo 
polinomial. 
 
Polinomial:2 Resuelve en un tiempo máximo expresable como un polinomio en función del tamaño 
del ejemplar. 
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 Programación evolutiva (PE), típica en aplicaciones de inteligencia 
artificial. 
 Programación Genética (PG) con una grana diversidad de aplicaciones a 
problemas reales. 
 Sistema Clasificador (SC), normalmente empleado en el aprendizaje 
máquina. 
 
 
 
Figura 3. Técnicas de búsqueda. 
(Fuente: Tesis Doctoral. Título: Análisis y diseño de Algoritmos Genéticos paralelos 
distribuidos). 
 
De la clasificación anterior se abordará los métodos de resolución siguientes: 
AG y TS, para resolver los problemas combinatorios que nos deparan.  
Estos problemas son de especial interés debido a su complejidad de resolución. 
En este proyecto se estudia dos tipos de problemas combinatorios: 
Por un lado se trata con detalle el problema del FSP. Aunque existen otros como 
por ejemplo el TSP que también se tratará pero con menos interés. 
 
Empezando por este último, literalmente se denomina el problema del Viajante 
de Comercio. Es un problema clásico de optimización combinatoria cuyo 
conjunto de soluciones posibles es finito, pero demasiado numeroso para ser 
manejado en forma directa. Puede definirse como un conjunto de ciudades, y 
una medida de coste entre ellas, el problema consiste en hallar un camino 
cerrado (tour) de coste mínimo que visite cada ciudad exactamente una vez. 
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El coste puede estar representado por la distancia entre las ciudades, o por 
cualquier otra medida, tal como el tiempo que las separa o el coste de un pasaje 
entre ellas. Este problema puede aplicarse en muchas situaciones prácticas, 
tales como el ruteo de vehículos, secuenciación de tareas o conexión de 
módulos electrónicos. Además reviste una importancia teórica por la 
complejidad, pues pertenece a la clase de problemas combinatorios NP-
Completos, para los cuales se conjetura que el tiempo de cómputo requerido 
para hallar la solución exacta crece al menos exponencialmente con el tamaño 
de la instancia considerada. Por esto último es necesario buscar heurísticas y 
metaheurísticas que encuentren rápidamente tours cercanos al óptimo. 
 
En el contexto de los problemas de optimización combinatoria, se pueden definir 
las heurísticas como técnicas que producen soluciones factibles rápidamente, en 
cuanto al tiempo de cómputo requerido, pero tales soluciones no son 
necesariamente óptimas. Estos procedimientos tienen una justificación intuitiva. 
Las metaheurísticas1 son estrategias que generalmente guían a otras 
heurísticas, y que no dependen de las características del problema a resolver. El 
desarrollo de metaheurísticas permite que las mismas técnicas puedan aplicarse 
a una gran variedad de problemas combinatorios. 
 
El problema de secuenciación del Taller Mecánico es otro problema de especial 
interés (Jobshop o Flowshop Scheduling Problem). Puede definirse como un 
conjunto de máquinas de i hasta m, en las que se deben procesar j hasta n 
tareas. Cada una de las tareas sigue el mismo orden de procesamiento: primero 
en la máquina 1, luego en la 2, y así hasta la máquina m.  
 
Los tiempos de procesamiento pij de la pieza j en la máquina i son conocidos y 
no negativos. El problema consiste en determinar el orden en que deben ser 
procesadas las piezas en las máquinas de manera que se optimice un 
determinado criterio. Generalmente se pretende minimizar el tiempo de 
finalización del conjunto de tareas. 
 
La justificación del proyecto viene dada por el hallazgo de los métodos de 
búsqueda comentados para intentar hallar soluciones, cercanas al óptimo, a los 
problemas descritos. 
                                                 
1
 Una heurística es una regla de decisión, que puede no ser ideal, pero debe ser medianamente 
rápida. Por ejemplo, para llenar una caja con la mayor cantidad posible de cosas, una heurística 
puede ser poner primero las cosas más grandes". Esto no es necesariamente lo óptimo, pero 
permite llegar rápidamente a una solución. Las llamadas metaheurísticas son heurísticas para el 
diseño de heurísticas (o sea, ideas para construir algoritmos heurísticos). 
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4. Antecedentes. 
 
 Desde 1954 numerosos investigadores han desarrollado algoritmos tanto 
heurísticos como exactos para resolver problemas de tamaño cada vez mayor. 
La razón de este interés es doble: por una parte, el gran número de problemas 
reales en los que el TSP y el FSP dan la solución o aparece como subproblema 
(problemas de rutas de vehículos, secuenciación...). 
Asimismo la búsqueda de técnicas desarrolladas inicialmente para estos 
problemas han sido adaptadas con éxito a otros problemas de optimización 
combinatoria, como ocurrió con la Relajación Lagrangiana desarrollada por Held 
y Karp para el TSP y cuyo uso se extinguió posteriormente a otros muchos 
problemas. 
 
Se da ahora un breve resumen de los algoritmos heurísticos y exactos 
aparecidos en los últimos años. Muchos algoritmos heurísticos fueron 
propuestos para la resolución aproximada del TSP. Entre todos ellos se destaca 
el algoritmo de Christofides que es el que se asegura para cualquier ejemplo del 
problema un menor alejamiento respecto del óptimo y que es un algoritmo 
polinomial basado en el cálculo de un árbol generador de mínimo peso y un 
acoplamiento mínimo, y el algoritmo de Lin y Kernighan, basado en técnicas de 
búsqueda local, que propone lo siguiente: 
Partiendo de una solución posible inicial, ir realizando intercambios de aristas 
que conduzcan a soluciones progresivamente mejores. No obstante los AG 
permitieron llegar a soluciones mejores, tanto en el TSP como en problemas de 
secuenciación. 
 
Los Algoritmos Genéticos (AG), fueron inventados en 1975 por John Holland, de 
la Universidad de Michigan. Los AG son algoritmos de optimización, es decir, 
tratan de encontrar la mejor solución a un problema dado entre un conjunto de 
soluciones posibles. Los mecanismos de los que se valen los AG para llevar a 
cabo esa búsqueda pueden verse como una metáfora de los procesos de 
evolución biológica. 
John Holland desde pequeño [21], se preguntaba cómo logra la naturaleza crear 
seres cada vez más perfectos. No sabía la respuesta, pero tenía una cierta idea 
de cómo hallarla: tratando de hacer pequeños modelos de la naturaleza, que 
tuvieran alguna de sus características, y ver cómo funcionaban, para luego 
extrapolar sus conclusiones a la totalidad. 
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Fue a principios de los 60, en la Universidad de Michigan en Ann Arbor, donde, 
dentro del grupo Logia of Computers, sus ideas comenzaron a desarrollarse y a 
dar frutos. Sus ideas empezaron con un libro escrito por un biólogo evolucionista, 
R.A. Fisher, titulado La teoría Genética  de la Selección natural. Fue entonces 
cuando comenzó a descubrir los medios de llevar a cabo sus propósitos de 
comprensión de la naturaleza. De ese libro aprendió que la evolución era una 
forma de adaptación más potente que el simple aprendizaje y tomó la decisión 
de aplicar estas ideas para desarrollar programas bien adaptados para un fin 
determinado. 
 
En esa universidad Holland impartía un curso titulado Teoría de sistemas 
adaptativos. Dentro de este curso, y con una participación activa por parte de 
sus estudiantes fue donde se crearon las ideas que mas tarde se convertirían en 
los AG. 
 
Los objetivos que Holland quería alcanzar fueron dos: 
 
- Imitar los procesos adaptativos de los sistemas naturales. 
- Diseñar sistemas artificiales (normalmente programas) que retengan los 
mecanismos importantes de los sistemas naturales. 
 
Unos 15 años más adelante, David Goldberg, actual delfín de los AG, conoció a 
Holland y se convirtió en su estudiante. Goldberg era un ingeniero industrial que 
trabajaba en el diseño de pipelines1, y fue uno de los primeros que trató de 
aplicar los AG a problemas industriales. Aunque Holland trató de disuadirle, 
porque pensaba que el problema era excesivamente complicado como para 
aplicarle un AG, Goldberg consiguió lo que quería escribiendo un AG en un 
ordenador personal Apple II. Estas y otras aplicaciones creadas por estudiantes 
de Holland convirtieron a los AG en un campo con bases suficientemente 
aceptables como para celebrar la primera conferencia en 1985, conocida 
popularmente por ICGA’85 (conferencia de AG). 
 
Los orígenes de la Búsqueda Tabú (Tabú Search) datan a finales de los 70. 
Oficialmente el nombre y la metodología fueron introducidos por Fred Glover. 
                                                 
1
 Pipelines: canalizaciones de gas a grandes distancias. 
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En palabras del autor: 
 
“La Búsqueda Tabú tiene sus orígenes en procedimientos combinatorios aplicados a 
problemas de cubrimiento no lineales, en los finales de los años 70, y aplicada 
subsecuentemente a una diversa colección de problemas que van desde secuenciación 
y balance de canales de computación hasta análisis de clusters y planteamiento de 
espacio”. 
 
Actualmente Fred Glover trabaja en la Universidad de Colorado (USA) y sus 
trabajos recientes así como sus publicaciones se pueden ver en la página: 
http://spot.colorado.edu/~glover/ 
 
 El término Tabú (taboo) procede de la Polinesia, donde es usado por los 
aborígenes de la isla Tonga para referirse a cosas que no pueden ser tocadas 
porque son sagradas, una acepción más moderna la define como “Una 
prohibición impuesta por costumbres sociales como una medida de protección”, 
también como “marcada como que constituye un riesgo”, esta acepción es la que 
está más cerca de la esencia del método donde el riesgo que se evita es el de 
seguir un camino no productivo, incluyendo el de ser conducido a una trampa de 
la que no se puede salir (óptimo local). 
       Estudio comparativo 
 de Algoritmos Genéticos y Búsqueda Tabú. 
 
  
 19 
 5. Problemas de optimización combinatoria. 
 5.1. Introducción. 
 
Los problemas combinatorios tienen como característica fundamental que 
el conjunto de soluciones posibles, para un caso particular del problema es finito. 
Asimismo un problema combinatorio [1] es un problema de optimización de 
máximo o de mínimo, que incluye los siguientes elementos: 
 
- Un conjunto CP de ejemplares del problema. 
- Un conjunto finito SP (E) de soluciones posibles de un ejemplar E ∈  Cp. 
- Una función objetivo fp que asigna a cada posible solución  
 x ∈  Sp(E) de un ejemplar E ∈  Cp un valor fp (E,x). 
 
Si el problema P es de minimización, nuestra tarea será encontrar un 
procedimiento que para cada ejemplar E nos permite encontrar su solución 
óptima x* ∈  Sp (E) tal que:  
 
fp (E, x*) ≤ fp (E, x), para todas las soluciones x del ejemplar. 
 
Si el problema es de máximo la solución óptima deberá cumplir: 
fp (E, x*)≥ fp (E, x). 
 
Tal como se han definido los problemas combinatorios, su solución parece trivial. 
Basta con evaluar la función objetivo para todos los elementos de SP(E), y 
retener el elemento con menor o mayor valor de la función objetivo. Sin 
embargo, la solución de muchos problemas combinatorios  reales puede ser muy 
costosa en tiempo o en memoria, hasta el punto que en ocasiones nos 
conformaremos con obtener una buena solución cercana a la óptima, a cambio 
de invertir un tiempo bastante menor en resolver el problema. Seguidamente se 
ilustrará todos estos conceptos con un ejemplo. 
 
Uno de los problemas combinatorios más conocidos es el problema del Viajante 
de Comercio, que se define del modo siguiente: 
Dadas n ciudades y la distancias entre cada uno de los pares de ciudades dij, 
debemos encontrar el ciclo de valor mínimo tal que cada una de las ciudades se 
visite exactamente una vez. De esta manera  se ha definido un ejemplar en la 
tabla 5.1. 
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Tabla 5.1. Ejemplar de TSP con n=5. 
(Fuente: [1]). 
 
Una solución de este problema es un ciclo con n valores diferentes (solo se ha 
de pasar una vez por cada ciudad). Existe un número finito de soluciones para 
este problema, aunque ya bastante grande. Como se puede observar en la tabla 
5.1, el problema es asimétrico, es decir las distancias dij ≠ dij, por lo tanto se tiene 
(n-1)! soluciones posibles, de manera que este problema, tiene 4!=24 soluciones 
posibles. Así que el número de soluciones crece enormemente al aumentar n, tal 
y como se muestra en la tabla 5.2, en el que aparecen los factoriales de los 20 
primeros números. 
En la tabla 5.2 se puede observar hasta que medida el número de soluciones 
posibles, aún siendo finito, es enormemente grande: 
Es decir si se empleara un segundo en evaluar cada una de las posibles 
soluciones de un problema del Viajante de Comercio de n=15, tardaríamos 414 
siglos y medio. Es por eso, que cabe la necesidad de buscar procedimientos de 
exploración del conjunto de soluciones más útiles que la simple enumeración. 
 
N n! N n! 
1 1 11 39916800 
2 2 12 479001600 
3 6 13 6227020800 
4 24 14 87178291200 
5 120 15 1.30767E+12 
6 720 16 2.09228E+13 
7 5040 17 3.55687E+14 
8 40320 18 6.40237E+15 
9 362880 19 1.21645E+17 
10 3628800 20 2.43290E+18 
 
Tabla 5.2. Factoriales de los 20 primeros números equivalente al  número de soluciones. 
(Fuente: [1]). 
 A B C D E 
A 0 3 7 5 6 
B 4 0 8 9 8 
C 5 3 0 1 3 
D 5 4 9 0 2 
E 6 7 8 1 0 
       Estudio comparativo 
 de Algoritmos Genéticos y Búsqueda Tabú. 
 
  
 21 
 
A continuación se define los elementos de un problema de optimización 
combinatoria. La forma sería la siguiente: 
 
(P): Minimizar c(x) tal que x S∈ en nR . 
 
La función objetivo c(x) puede ser lineal o no lineal, y la condición x S∈ es una 
restricción que especifica que “x” toma valores discretos. S es el espacio de 
soluciones posibles que satisfacen ciertas restricciones. 
 
(P) puede representar una modificación de un problema original. 
 
Muchas técnicas de optimización, ya sean exactas o heurísticas para resolver el 
problema P, son iterativas: comienzan con una solución inicial (factible o 
infactible) y construyen una nueva solución (solución actual). El proceso continúa 
hasta encontrar la solución óptima o hasta que se satisfaga cierto criterio de 
parada. 
 
 5.2. Complejidad algorítmica en problemas combinatorios. 
 5.2.1. Complejidad de un algoritmo. 
 
 En la sección anterior se ha detallado que se necesitan mejores técnicas 
de exploración del conjunto de soluciones. Pero entonces deberíamos 
preguntarnos que hace que un algoritmo sea mejor que otro. La respuesta podría 
ser, el tiempo que tarda en obtener la solución o el número de operaciones 
necesarias para ejecutar dicho algoritmo. 
La comparación de algoritmos, se da con el orden de magnitud. En general, la 
función de complejidad del tiempo de un algoritmo se obtendrá a partir del 
elemento de mayor orden de la expresión de su número de operaciones en 
función del tiempo. El algoritmo de enumeración de las soluciones del problema 
del Viajante de Comercio es de orden factorial O (n!). 
 
Supongamos como ejemplo el problema de ordenación, por orden creciente los 
valores de un vector “v” de dimensión “n” de variables reales. En la figura 5.2.1, 
muestra un algoritmo que permite resolver este problema. 
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Figura 5.2.1. Ejemplo de ordenación. 
(Fuente: [1]). 
 
Examinando el algoritmo, vemos que el número de operaciones a realizar es 
función del tamaño n del vector. Veamos cuantas comparaciones se realizan:  
 
Para i=1 se hace n-1 comparaciones, para i=2 se hace n-2, y así sucesivamente. 
De modo que se tendrá ∑
−
=
−=
1
1
2/)1(
n
i
nni  comparaciones. También se puede 
considerar las asignaciones asociadas al intercambio de valores de la posición i 
con la posición j: se deberá añadir 3 (n-1) operaciones. De manera que el 
número de operaciones necesario para realizar este algoritmo se representa en 
la expresión 5.2.1. 
 
2
65
)1(3
2
)1( 2 ++
=−+
− nn
n
nn
  Expresión 5.2.1. 
 
 5.2.2. Complejidad de un problema combinatorio. 
 
 La complejidad computacional estudia la dificultad inherente de 
problemas de importancia teórica y/o práctica [13]. 
 
Se conoce que el primer mérito a la hora de evaluar la eficiencia de un algoritmo 
es su tiempo de ejecución. Sin embargo, desde hace poco se está empezando a 
considerar el tiempo en paralelo y el tamaño del hardware e importantes 
medidas de complejidad. 
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El objetivo fundamental de la Complejidad Computacional es clasificar los 
problemas de acuerdo a su tratabilidad, tomando los algoritmos más eficientes 
para resolverlos. 
 
En general, los distintos grados de tratabilidad son muy subjetivos (varían mucho 
de acuerdo al modelo computacional, a los recursos disponibles, a las variantes 
de las estructuras de datos…). Por lo tanto, un objetivo primario del estudio de 
complejidad es definir cuáles problemas son tratables, y cuáles no. Por ejemplo, 
se puede afirmar que los problemas de programación lineal son tratables, es 
decir tienen solución óptima aún para instancias grandes. 
 
En cambio hay problemas que no son tratables como por ejemplo el problema de 
las Torres de Hanoi o el problema del Agente Viajero que en la práctica sólo se 
resuelven analíticamente para instancias pequeñas.  
 
En función de la tratabilidad los problemas se clasifican en: clase P, clase NP, 
clase NP-completo y clase NP-Hard. 
 
 Clase P: un problema es de clase P si existe un algoritmo determinista 
que lo resuelve en un tiempo máximo expresable como un polinomio, 
función del tamaño del ejemplar. La clase de complejidad de los 
problemas que pueden ser resueltos en tiempo polinómico calculado a 
partir de la entrada por una máquina de Turing determinista llamada P. 
Una máquina de Turing no es una máquina física sino un mecanismo 
lógico por medio del cual el cálculo puede descomponerse en iteraciones 
de operaciones concretas extremadamente simples (controladas por un 
programa). 
 
El principio de Turing [13] se define como: 
 
“Cualquier procedimiento que puede ser descrito con precisión y puede ser programado 
para que lo realice una computadora. De esta manera los problemas pertenecen a la 
clase P si su solución puede ser descrita con precisión y ser programada para que la 
realice una computadora en tiempo que varíe polinómicamente en relación al tamaño de 
sus variables y/o parámetros de entrada.” 
 
 Clase NP: un problema de decisión se considera de clase NP si se 
conoce un algoritmo no determinista que lo resuelve exactamente en un 
tiempo expresable como un polinomio función del tamaño del ejemplar. 
Cuando los problemas sólo se pueden resolver usando una máquina de  
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Turing no-determinista, se dice que pertenecen a la clase NP. NP es el 
acrónimo en inglés de Polinómico No Determinista (Non Deterministic 
Polynomialtime). 
 
Según Cook es trivial mostrar que P ⊆ NP. [13] 
Hay dos formas de establecer si un problema pertenece a la clase NP. 
 
 Cuando una solución implica el uso de una máquina de Turing no 
determinística en tiempo Polinomial. 
 Y si su solución se puede verificar en una máquina de Turing 
determinística en tiempo polinomial. 
 
En el primer caso, como originalmente se usaba la definición, se hablaba de 
máquina no determinista (esto significa una máquina que tiene más de un 
posible movimiento dada una configuración). 
 
El concepto de algoritmo determinista coincide con el concepto usual de 
algoritmo. Por el contrario, en este contexto, no determinista no significa 
estrictamente aleatorio. Un algoritmo no determinista consta de dos pasos. En un 
primer paso, se supone que un determinado elemento del conjunto tendrá la 
propiedad especificada en el problema de decisión, y en el segundo paso se 
verifica con un algoritmo. 
 
Para que el problema pertenezca a la clase NP, es necesario que dicho 
algoritmo de verificación sea de tipo polinomial. Ya que un problema que puede 
ser resuelto con un algoritmo determinista también podrá ser resuelto por uno no 
determinista, tendremos que P ⊆ NP. 
Dentro de la clase NP, existe un conjunto de problemas que forman la clase NP-
completos. Para definir esa clase, hemos de precisar las condiciones en las que 
un problema p1 puede reducirse a otro problema p2: 
 Cualquier ejemplar de p1 debe poder transformarse en tiempo polinómico 
en un ejemplar de p2. 
 Una vez resuelto el ejemplar de p2, debemos poder obtener la solución 
del ejemplar de p1 en tiempo polinómico. 
 
La relación no es necesariamente simétrica: puede ser que p2 (el problema 
difícil) no pueda ser reducido a p1 (el problema fácil). Por el contrario, puede ser 
probable reducir el problema fácil a uno difícil. No obstante si p1 es reducible a 
p2 y p2 es reducible a p3, p1 es reducible a p3. 
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Ahora estamos en condiciones de algo desconcertante al principio. El conjunto 
de problemas de decisión de tipo NP-completo debe cumplir estas dos 
propiedades: 
 
 Todos sus elementos son NP-completos. 
 De igual forma todos sus elementos deben ser reducibles a un elemento 
del conjunto NP-completo. 
 
El nombre NP-completo queda justificado por la definición siguiente: 
Si supiéramos resolver un problema NP-completo, podríamos resolver cualquier 
otro problema NP-completo reduciéndolo al primero en tiempo polinomial. 
Demostrar que un problema es NP-completo requiere probar que algún otro 
problema NP-completo es reducible a él. Este razonamiento es impecable, pero 
tenemos un problema, con que problemas empezamos a llenar el conjunto NP-
completo. Para ello acude en nuestra ayuda el teorema de Cook, que define un 
problema NP-completo en los siguientes términos: 
 
 El problema es de clase NP. 
 El problema de satisfactibilidad es reducible a dicho problema. 
 
Así que el problema de satisfactibilidad es el primer elemento del conjunto de 
problemas de clase NP-completo. A beneficio de inventario, podemos definir 
dicho problema a partir de lo conceptos siguientes: 
 
 Un literal es una variable binaria ix o su complementaria ix
_
. 
 Una cláusula es un conjunto de literales unidos por el operador lógico 
“o” o “v”. Un ejemplo de cláusula puede ser 11 xx ∨ . 
 Una expresión en forma conjuntiva normal es un conjunto de 
cláusulas unidas por el operador lógico y. Una expresión de este tipo 
podría ser ( 11 xx ∧ ). 
 
El problema de satisfactibilidad consiste en lo siguiente: 
“Dada una expresión en forma conjuntiva normal, determinar si existe algún conjunto de 
valores de las variables xi para los que la expresión sea verdadera. Si es así, la 
expresión es satisfactible.” 
Todas estas definiciones son aplicables, en sentido estricto, a problemas de 
decisión. Sin embargo, siempre es posible resolver un problema de optimización 
mediante un conjunto de problemas de decisión. 
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Por ejemplo, para un problema combinatorio de mínimo, podemos plantearnos 
problemas de decisión del tipo siguiente: 
 
Existe algún elemento del conjunto de soluciones del ejemplar cuya función 
objetivo sea menor o igual que un determinado valor “k”. De este modo, 
podemos hablar de problemas combinatorios N-P completos. 
 
El interés del concepto de problema NP-completo consiste en que puede 
resolverse, en el peor de los casos, reduciéndolo a otro problema NP-completo. 
Si se pudiera encontrar algún algoritmo determinista que resolviera un problema 
NP-completo en tiempo polinomial, todos los problemas NP-completo serían de 
clase P. Desgraciadamente, hasta el momento no se ha podido encontrar ningún 
algoritmo de este tipo. De hecho, la cuestión de si P = NP, es uno de los 
problemas no resueltos más importantes en ciencia de computación. 
 
Por otra parte, existe una clase algo más amplia de problemas, NP-hard. Un 
problema “p” pertenece a la clase NP-hard si todos los problemas de la clase NP 
son reducibles a “p”. La clase NP-hard incluye a los problemas NP-completos, y 
a problemas que no pueden reducirse (en tiempo polinomial) a problemas NP-
completos. En ocasiones, se reserva la denominación NP-hard a este último tipo 
de problemas. 
 
En definitiva, enfrentados a un problema combinatorio, podemos intentar 
demostrar que es P (esto significará que habremos encontrado un algoritmo que 
lo resuelve en tiempo polinomial) o que es NP-completo (en este caso, podremos 
reducirlo a un problema ya conocido). Sin embargo, aunque el problema sea NP, 
esto no significa que sea irresoluble. La definición habla implícitamente del peor 
caso posible, y puede haber casos particulares de un problema NP que pueden 
ser resueltos en tiempo polinomial. Si a pesar de todo, el problema sigue siendo 
difícil, podremos recurrir a procedimientos que, aunque no siempre nos permitan 
obtener la solución óptima, sí nos permitan obtener una solución satisfactoria en 
un tiempo polinomial. 
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 5.2.3. Métodos modernos de resolución: Heurísticas y 
 Metaheurísticas. 
 5.2.3.1. Heurísticas. 
  
 El término heurístico [13] está relacionado con la tarea de resolver 
problemas inteligentemente utilizando la información disponible, este término 
proviene de la palabra griega heuriskein que significa encontrar o descubrir, de la 
cual se deriva eureka, la famosa exclamación de Arquímedes al descubrir su 
principio. 
 
En Investigación Operativa, la palabra heurística tiene una concepción más 
exigente: 
 
“Se califica de heurístico a un procedimiento para el que se tiene un alto grado de 
confianza en que encuentra soluciones de alta calidad con un coste computacional 
razonable, aunque no se garantice su optimalidad o su factibilidad, e incluso, en algunos 
casos, no se llegue a establecer lo cerca que se está de dicha situación. Se usa el 
calificativo heurístico en contraposición a exacto.” 
 
Los Métodos heurísticos o aproximados son procedimientos eficientes para 
encontrar buenas soluciones aunque no se pueda comprobar que sean óptimas. 
En estos métodos, la rapidez del proceso es tan importante como la calidad de la 
solución obtenida. 
 
“Un método heurístico es un procedimiento para resolver un problema de optimización 
bien definido mediante una aproximación intuitiva, en la que la estructura del problema 
se utiliza de forma inteligente para obtener una buena solución”.[13] 
 
En la figura 5.2.3 se detallan los métodos de búsqueda tradicional y las 
Heurísticas modernas, estas últimas son muy utilizadas, pese a que no 
garantizan encontrar la solución óptima buscada, pero sí una solución 
satisfactoria en un período de tiempo permisivo. 
 
El método heurístico más intuitivo es el de la búsqueda exhaustiva: 
Dado un problema, analizar todas las posibles soluciones y escoger la mejor, 
como puede intuirse también, este proceso será factible sólo para aquellos 
problemas simples que tengan un número pequeño de soluciones alternativas. 
 
Pero la cuestión es, en qué casos podremos usar las heurísticas y 
metaheurísticas. 
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Pues bien, tal y como hemos visto en el apartado de problemas combinatorios 
existen problemas determinísticos o no, de difícil resolución, es decir: 
 
 El problema es de una naturaleza tal que no se conoce ningún método 
exacto para su resolución. 
 Aunque existe un método exacto para resolver el problema, su uso es 
computacionalmente muy costoso o inviable. 
 El método heurístico es más flexible que un método exacto, permitiendo, 
por ejemplo, la incorporación de condiciones de difícil modelización. 
 
 
Figura 5.2.3. Métodos de optimización. 
(Fuente: Tesis Doctoral. Título: Contribución de los métodos de optimización).[18] 
 
Existen dos posibilidades para el uso de las heurísticas: 
 
 Para generar una buena solución inicial. 
 Dada una solución inicial, el método heurístico participa en un paso 
intermedio del procedimiento para tratar de mejorarla. 
 
El siguiente esquema trata de dar unas categorías amplias, no excluyentes, en 
donde ubicar a los métodos heurísticos más conocidos: 
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 Métodos de Descomposición.- El problema original se descompone en 
subproblemas más sencillos de resolver, teniendo en cuenta, aunque sea 
de manera general, que éstos pertenecen al mismo problema. 
 
 Métodos inductivos.- La idea de estos métodos es generalizar de 
versiones pequeñas o más sencillas al caso completo. 
 
 Métodos de Reducción.- Consiste en identificar propiedades que se 
cumplen mayoritariamente en las buenas soluciones e introducirlas como 
restricciones del problema. El objeto es restringir el espacio de soluciones 
simplificando el problema. El riesgo obvio es dejar fuera las soluciones 
óptimas del problema original. 
 
 Métodos constructivos.- Consisten en construir literalmente paso a paso 
una solución del problema. Usualmente son métodos deterministas y 
suelen estar basados en la mejor elección en cada iteración. Estos 
métodos han sido muy utilizados en problemas clásicos como el 
problema del Viajante de Comercio. 
 
 Métodos de Búsqueda Local.- A diferencia de los métodos anteriores, los 
procedimientos de búsqueda o mejora local, comienzan con una solución 
del problema y la mejoran progresivamente. El método finaliza cuando no 
existe ninguna solución accesible que mejore la anterior. 
 
La base de los procedimientos metaheurísticos la constituyen los métodos 
constructivos y los de búsqueda local. 
Al resolver un problema de forma heurística se debe de medir la calidad de los 
resultados puesto que, como ya hemos mencionado la optimalidad no está 
garantizada, se debe pues, medir la calidad y eficiencia de un algoritmo para 
poder determinar su valía frente a otros. 
 
Para medir la calidad de una heurística existen diversos procedimientos, entre 
los que se encuentran los siguientes: 
 Comparación con la solución óptima, si se conoce o con la mejor solución 
disponible. 
 Comparación con una cota. 
 Comparación con un método exacto truncado. 
 Comparación con los resultados de otras heurísticas. 
 Análisis del peor caso. 
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5.2.3.2. Metaheurísticas. 
 
 En los últimos años han aparecido una serie de métodos bajo el nombre 
de “Metaheurísticas” con el propósito de obtener mejores resultados que los 
alcanzados por los métodos heurísticos tradicionales. El sufijo “meta” significa 
“más allá”, a un nivel superior, las metaheurísticas [13] son estrategias para 
diseñar o mejorar los procedimientos heurísticos para obtener un alto 
rendimiento. El término metaheurística fue introducido por Fred Glover en 1986 y 
a partir de entonces han aparecido muchas propuestas de pautas o guías para 
diseñar mejores procedimientos de solución de problemas combinatorios. 
 
Las metaheurísticas se sitúan conceptualmente ”por encima” de las heurísticas 
en el sentido que guían el diseño de éstas, pueden estar compuestas por una 
combinación de algunas heurísticas. Por ejemplo una metaheurística puede usar 
una heurística constructiva para generar una solución inicial y luego usar otra 
heurística de búsqueda para encontrar una mejor solución (Algoritmo Híbrido). 
 
Como se vio anteriormente las metaheurísticas son estrategias para diseñar y/o 
mejorar los procedimientos heurísticos, por lo tanto, el tipo de metaheurística 
está en función de qué tipo de heurística comprende. Se puede hacer una 
clasificación: 
 
 Metaheurísticas constructivas 
 Metaheurísticas evolutivas. 
 Metaheurísticas de búsqueda. 
 
 Metaheurísticas constructivas.- parten desde cero construyendo 
soluciones que pueden ser cercanas al óptimo o no. 
 
 Métodos Evolutivos.- Son métodos que van construyendo un conjunto de 
soluciones a diferencia de los otros métodos es que sólo pasan de una 
solución a otra en cada iteración. El procedimiento consiste en generar, 
seleccionar, combinar y reemplazar un conjunto de soluciones. 
 
Ejemplos de metaheurísticas evolutivas: 
 
 Algoritmos Genéticos 
 Búsqueda Dispersa (Scatter search). 
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 Métodos de búsqueda.- Son métodos que presuponen que existe una 
solución y realizan procedimientos de búsqueda, la diferencia con los 
métodos analíticos es que no necesariamente se encontrará la solución 
óptima. 
 
Uno de los riesgos al usar un algoritmo de búsqueda es el de alcanzar un óptimo 
local del que ya no sea posible salir. 
 
Ejemplos de metaheurísticas de este tercer grupo: 
 
 Búsqueda Tabú (Tabu search) 
 Templado Simulado (Simulated annealing) 
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6. El Problema del Viajante de Comercio. 
 
 6.1. Introducción al Travelling Salesman Problem (TSP). 
 
Uno de los problemas más famosos, y quizás el más estudiado, en el 
campo de la optimización combinatoria, es el problema del Viajante de Comercio 
(TSP, llamado en inglés Travelling Salesman Problem). A pesar de ser muy 
sencillo de plantear, el TSP ha causado numerosos problemas a los 
matemáticos en las últimas décadas, dado lo compleja que resulta su resolución. 
Como ejemplo se representa una distancia muy conocida del TSP, denominada 
att532. En la figura 6.1 se muestra el tour óptimo (camino de menor longitud) 
entre 532 ciudades de los Estados Unidos. En las figuras 6.2 y 6.3 se pueden ver 
las rutas en España y en el mundo [14][15]. 
 
 
Figura 6.1. Camino de menor longitud entre 532 ciudades de los E.U.A. 
(Fuente: Trabajo de Grado. Título: Una Metaheurística Co-evolutiva). 
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Figura 6.2. Ruta mínima de la Península Ibérica. 
(Fuente: TSP. Microsoft Virtual Earth) 
 
Figura 6.3. El Problema del Viajante de Comercio, puntos de mínima distancia de un mapa 
mundial. 
(Fuente: tesis. Título: Genetic Algorithm with puntuated equilibria: análisis of the Travelling 
Salesman Problem). 
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El problema del Viajante de Comercio está clasificado como NP-hard, 
(Nondeterministic Polynomial-Time Hard), es decir, la dificultad aumenta de 
forma exponencial con el tamaño del problema a resolver.  
 
En el siglo XVIII, los matemáticos Sir William Rowan Hamilton y Thomas 
Kirkman, trataron problemas relacionados con el TSP. Pero la forma general del 
TSP fue formulada en las universidades de Viena y Harvard. Más adelante, el 
problema se retomó de la mano de Hassler Whitney y Merrill M. Flood en la 
universidad de Princeton.  
 
El Problema del Viajante de Comercio consiste en hallar el camino mínimo con el 
que llegar a todos los vértices de un grafo, saliendo de uno de ellos y retornando 
a este mismo. El problema se puede representar como un grafo completo 
orientado. Los nodos representan las ciudades y los valores asociados a las 
aristas son las distancias. Estos valores nunca toman valores negativos. La 
finalidad del problema es, que partiendo de un nodo inicial, se debe visitar el 
resto una sola vez y regresar al nodo de partida sin repetir las visitas a los 
nodos, de forma que una función de coste sea optimizada. 
 
Las formas tradicionales de tratar este problema son: encontrar una solución 
exacta, cuando las dimensiones del problema son relativamente pequeñas o 
utilizar algoritmos heurísticos, que proporcionen buenas soluciones, aunque no 
se puede garantizar siempre que sean las óptimas, o bien, jerarquizar el 
problema en subproblemas y reducir así la dificultad de estos. 
Un desarrollo más elaborado, es la aplicación de algunas metaheurísticas como 
la de Colonia de Hormigas y los Algoritmos Genéticos. La primera metaheurística 
queda lejos de nuestro alcance. La segunda será nuestra metodología que nos 
servirá para abordar el TSP. 
 
En el presente proyecto se tratará este problema de manera simétrica, para 
reducir la complejidad y simplificar los cálculos. Es decir la distancia dij=dji. A 
continuación, en la Tabla 6.1 se plantea un ejemplar de n=5. 
 
Tabla 6.1. Ejemplar simétrico de n=5 del TSP. 
(Fuente: Elaboración propia). 
dij D1 D2 D3 D4 D5 
D1 0 3 5 9 4 
D2 3 0 8 1 10 
D3 5 8 0 4 5 
D4 9 1 4 0 9 
D5 4 10 5 9 0 
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En la figura 6.4 se ilustra una posible solución del ejemplar anterior. 
 
Figura 6.4. Representación gráfica del TSP para n=5. 
(Fuente: Elaboración propia). 
 
En el apartado de la experiencia computacional se expone los algoritmos 
genéticos para la resolución del TSP. En el anexo II se muestra el código fuente. 
Aunque no se analizará con detalle ya que queda fuera de nuestro alcance. 
A continuación se expone un pseudocódigo básico de la función objetivo para 
el TSP: 
 
dt ← 0 
 
para i=1 hasta n-1 hacer 
 
dt ← dt+d[p[i-1]][p[i]] 
 
finpara 
 
En el pseudocódigo anterior se define dt como la distancia global que el viajante 
debe visitar. Además se trata el problema de manera simétrica para reducir su 
complejidad. Es decir que las distancias i,j son equivalentes a las distancias j,i, 
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7. Problema del Taller Mecánico o Flow Shop. 
 7.1. Problema de secuenciación de tareas 
 
 Los problemas de secuenciación de tareas (Scheduling Problem) forman 
parte de uno de los más importantes conjuntos de problemas combinatorios, 
tanto por su complejidad de resolución como por su extenso rango de 
aplicaciones. Seguidamente se va a describir un caso particular de este 
problema, el denominado Problema del Taller Mecánico. 
 
El problema de secuenciación típico acostumbra a denominarse problema del 
Flow Shop Problem o Job-Shop Problem. El enunciado básico general del 
problema es el siguiente: 
N piezas (lotes de piezas, pedidos u órdenes de trabajo) deben realizarse en m 
máquinas (recursos, secciones, puestos de trabajo). La realización de cada 
pieza implica la ejecución, en cierto orden establecido, de una serie de 
operaciones prefijadas donde cada operación está asignada a una de las m 
máquinas y tiene una duración (tiempo de proceso) determinada y conocida; 
debe establecerse un programa, es decir, la secuencia de operaciones en cada 
máquina y el intervalo temporal de ejecución de las operaciones, con el objetivo 
de optimizar un índice determinado que mida la eficiencia del programa. 
Como ya se ha expuesto en el apartado 5 (Problemas Combinatorios) este 
problema está clasificado como NP-hard. Es decir su dificultad en resolverlo se 
complica al aumentar el tamaño del problema. Partiendo de m máquinas y n 
tareas. Pudiendo permutar tanto tareas como máquinas, obtendríamos (n!)^m 
soluciones. No obstante, en nuestro caso se simplificará el problema, al no poder 
permutar las máquinas, habiendo n! soluciones. 
 7.2. Introducción al problema del Taller Mecánico. 
 
 Como se ha comentado en el apartado anterior de manera extensa, se 
dispone de i=1….m máquinas, en las que se deben procesar j=1…n tareas. 
Cada una de las tareas sigue el mismo orden de procesamiento: primero en la 
máquina 1, luego en la 2, y así hasta la máquina m. Los tiempos enteros de 
procesamiento pij de la pieza j en la máquina i son conocidos y no negativos. El 
problema consiste en determinar el orden en que deben ser procesadas las 
piezas en las máquinas de manera que se optimice un determinado criterio. 
Generalmente se desea minimizar el tiempo de finalización FMAX del conjunto de 
tareas [1]. 
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 Las hipótesis implícitas de este problema son las siguientes: 
 
 Cada tarea se puede procesar al mismo tiempo en una sola máquina. 
 Cada máquina puede procesar una sola tarea a la vez. 
 No está permitida la interrupción de una tarea. 
 Las tareas son independientes entre sí, y todas ellas están disponibles 
desde el principio. 
 Las máquinas están disponibles todo el tiempo. 
 Es posible mantener inventarios intermedios. Esto significa que si la 
próxima máquina para una tarea está ocupada, la tarea puede esperar en 
una cola delante de la máquina. De la misma manera la máquina puede 
esperar a la pieza para su procesamiento. 
 
Para especificar un ejemplar del problema, debemos conocer el número de 
máquinas m y el de piezas n, así como todos los tiempos de procesamiento pij. 
La tabla 7.2 muestra un problema de secuenciación para tres máquinas (A, B, C) 
y tres piezas (1, 2 y 3). 
 
 1 2 3 
A 3 1 2 
B 4 2 3 
C 1 2 3 
  
Tabla 7.2. Ejemplar de problema de secuenciación con m=3 y n=3. 
(Fuente: Elaboración propia). 
 
Para un orden de máquinas cualesquiera, podemos conocer su tiempo de 
finalización FMAX. Para ello, se ordenan las piezas según la secuenciación que se 
haya establecido k = {p1, p2....pn} donde pk representa la máquina que ocupa el 
puesto k en la secuenciación, y se construirá una tabla en la que se especifican 
los tiempos de finalización Fik de la tarea k en la máquina i. Para la primera 
máquina y para la primera pieza de la secuencia dichos tiempos son triviales: 
basta sumar los tiempos de procesamiento. Para los demás elementos (i, k) de 
la tabla, se ha de comprobar si espera la pieza o espera la máquina. Es decir si 
espera la máquina significa que la pieza tardará más de lo normal, por lo tanto 
este será el tiempo máximo, entonces se le suma al tiempo del anterior proceso. 
En cambio si la máquina tarda más que la pieza, se tiene como máximo el 
tiempo de la máquina, y se suma al del proceso anterior. En el apartado 7.2.2 se 
muestran más detalladamente estos conceptos. 
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7.2.1. Clasificación de los FS. 
 
 En la literatura de los problemas combinatorios el problema del taller 
mecánico puede ser de tres tipos: estático, semidinámico y dinámico [17]. 
 
 Problema estático. 
 
Un número de piezas finito y determinado debe realizarse en un taller con un 
número finito de máquinas. 
 
En el instante de realizar la programación se conoce la ruta de cada pieza, las 
operaciones que la componen, en qué máquina debe realizarse cada operación 
y la duración correspondiente. Todas las piezas están disponibles en el mismo 
instante que habitualmente se adopta como instante inicial o instante 0 en tiempo 
relativo. 
 
La finalidad del problema se centra en la búsqueda de un programa que optimice 
un índice de eficiencia establecido. Dichos índices de eficiencia se verán en 
apartados posteriores. 
 
 Problema semidinámico. 
 
Un número de piezas finito y determinado debe producirse en un taller con un 
número finito de máquinas. 
 
En el instante de determinar la programación se conoce la ruta de cada pieza, 
las operaciones que la componen, en qué máquina debe realizarse cada 
operación y la duración correspondiente. 
 
Los instantes de disponibilidad de las piezas y/o máquinas no son todos 
idénticos, pero sí conocidos en el instante de realizar la programación. 
 
La finalidad del problema se centra en la búsqueda de un programa que optimice 
un índice de eficiencia establecido. 
 
Como se acaba de ver los problemas estáticos y semidinámicos tan sólo se 
diferencian en lo que hace referencia a los instantes de disponibilidad. 
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 Problema dinámico. 
 
 El funcionamiento del taller así como el número de piezas, aunque no el 
de las máquinas, es ilimitado hacia el futuro. 
 
Todas las piezas que serán tratadas en el taller en el futuro no están definidas en 
un momento determinado, salvo, eventualmente, en probabilidad. 
 
La definición de las piezas se realiza progresivamente a medida que transcurre 
el tiempo. Una pieza queda definida por completo cuando la orden se emite o 
llega al taller (o en un momento anterior muy próximo a la llegada efectiva). 
 
En cualquier instante el conocimiento determinista de la situación es muy 
semejante al disponible de un problema semidinámico. Se diferencian en que en 
este tipo de problemas progresivamente algunas piezas terminan su elaboración 
en el taller y lo abandonan, siendo sustituidas por otras nuevas que llegan para 
ser elaboradas; en esta situación son necesarios los ciclos de reprogramación, 
ya que un único programa no es suficiente, al alterarse la situación del taller al 
transcurrir el tiempo. La finalidad en los problemas dinámicos es establecer un 
procedimiento de programación, los índices de eficiencia deben estar asociados 
a las características medias de los programas y realizaciones obtenidas a lo 
largo de un intervalo temporal suficiente. 
 
El programa Flow Shop se evaluará teniendo en cuenta las condiciones de 
problema estático, debido a la facilidad que presenta para su programación. 
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 7.2.1.1. Hipótesis de los problemas estáticos. 
 
 Estas hipótesis fueron enunciadas [17] por Conway, Maxwell y Miller 
(1967), y son totalmente aplicables a problemas estáticos, pero no a problemas 
semidinámicos o dinámicos. Son las siguientes: 
 
 Cada máquina está disponible continuamente desde un instante f ≥ 0 
hasta T, con T arbitrariamente grande. 
 
 En las rutas de las piezas no se producen convergencias (acoplamientos) 
ni divergencias (partición en lotes). Para cada operación existe una sola 
operación precedente inmediata (exceptuada la primera operación de 
cada pieza) y una sola operación siguiente inmediata (exceptuada la 
última operación de cada pieza). 
 
 Cada operación puede ejecutarse en un solo tipo de máquina del taller. 
 
 Sólo hay una máquina de cada tipo de taller. 
 
 Cuando una operación ha comenzado debe terminarse antes de ejecutar 
otra en la misma máquina. No se admiten interrupciones. 
 
 No pueden solaparse dos operaciones de la misma pieza (en la misma 
máquina o en máquinas distintas). 
 
 Cada máquina puede ejecutar una sola operación a la vez. 
 
 La única restricción activa en el taller es la relativa a las máquinas; no 
existen restricciones relativas a la disponibilidad de mano de obra, 
utensilios, materiales, etc. 
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 7.2.2. Nomenclatura. 
 
 La tipología de los problemas de secuenciación suele describirse 
mediante una notación muy simple formada por cuatro símbolos [17]: 
 
A / B / C / D 
 
A: corresponde a la llegada de las piezas. En los problemas dinámicos puede 
indicar una ley de probabilidad; en los estáticos será el número de piezas (n 
indica un número de piezas arbitrario). 
B: número de máquinas (m indica un número de máquinas arbitrario). 
C: patrón de flujo. 
F: indica flujo regular (Flow-Shop), todas las piezas tienen esencialmente la 
misma ruta (se admite que algunas piezas no tengan operación en algunas 
máquinas). 
P: indica un caso particular del anterior en el que, además de lo indicado, todas 
las máquinas tienen la misma secuencia de piezas, es decir, la solución buscada 
es simplemente una permutación de las piezas, que constituye la secuencia en 
todas las máquinas. 
R: indica rutas aleatorias (randomly routed job-shop). 
G: indica flujo general (job-shop). 
D: se refiere al índice de eficiencia elegido para evaluar los programas. 
Antes de explicar las diferentes medidas de eficiencia, es necesario introducir 
una serie de conceptos. Dada una pieza i: 
ri : instante de entrada de la pieza i en el taller. 
di : fecha de vencimiento de la pieza i 
gi : número de operaciones de la pieza i 
mk,i: máquina para la operación k de la pieza i 
pk,i: duración de la operación k de la pieza i    ∑
=
=
ig
ik iki
pp ,  
ai : tiempo concedido para la realización de la pieza i iii rda −=  
wk,i : tiempo de espera de la operación k de la pieza i ∑
=
=
ig
ik iki
ww ,  
ci : instante de salida de la pieza i  iiii pwrc ++=  
Fi : tiempo de permanencia de la pieza i . iiiii pwrcF +=−=  
Li : huelgo de la pieza i  . iii dcL −=  
Ti : retraso de la pieza i  T =max{ Li ,0}  
Ei : adelanto de la pieza i  E= max{-Li ,0}  
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Medidas de eficiencia 
 
 
 
En la experiencia computacional que vamos a abordar todas las máquinas y las 
piezas estarán disponibles en el instante inicial. Se considerarán tiempos de 
preparación dependientes de la secuencia de cada una de las máquinas.  
 
Se tendrá en cuenta que las piezas están agrupadas en familias. 
 
En el anexo II se ve detallado la programación del Flow Shop con 20 máquinas y 
100 tareas. Para tener una idea general de los cálculos, se expone los tiempos 
entre tareas de un ejemplar del Flow Shop Problem. En la Tabla 7.2.2 se detallan 
dichos tiempos para 5 máquinas y 15 piezas. 
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  T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14 T15 
M1 3 1 7 8 4 5 9 10 2 12 6 11 13 14 15 
M2 10 2 12 6 11 13 14 15 3 1 7 8 4 5 9 
M3 4 5 9 10 2 12 6 11 13 14 15 3 1 7 8 
M4 11 13 14 15 4 5 9 10 2 12 6 11 3 1 7 
M5 1 2 3 6 7 4 5 8 9 10 12 11 13 14 15 
Tabla 7.2.2. Tiempos entre tareas.  
(Fuente: Elaboración propia). 
 
La Tabla 7.2.2. es un dato del problema y a la vez será una posible solución del 
problema. Considerando que las tareas y las máquinas tuvieran el orden 
mostrado. En la Tabla 7.2.3 se muestra la acumulada de los tiempos.  
 
  T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14 T15 
M1 3 4 11 19 23 28 37 47 49 61 67 78 91 105 120 
M2 13 15 27 33 44 57 71 86 89 90 97 105 109 114 129 
M3 17 22 36 46 48 69 77 97 110 124 139 142 143 150 158 
M4 28 41 55 70 74 79 88 107 112 136 145 156 159 160 167 
M5 29 43 58 76 83 87 93 115 124 146 158 169 182 196 211 
Tabla 7.2.3. Makespan. Tiempo óptimo para esta secuencia 
(Fuente: Elaboración propia). 
 
En la tabla anterior se observa que el tiempo mínimo para considerar la 
secuencia de tareas en el orden establecido es de 211 (makespan). En el cálculo 
de los tiempos se tiene en cuenta si la máquina espera o no. Por lo que se 
pueden dar las siguientes hipótesis: 
 
 Si la máquina espera a la pieza el tiempo máximo se le asigna a la pieza. 
En caso contrario, si la pieza espera a la máquina el tiempo máximo será 
el de la máquina. 
 
 Las permutaciones1 solo se establecerán en las piezas, en cambio las 
máquinas se fijan en una sola secuencia, para simplificar los cálculos. Ya 
que si no habría que explorar más soluciones (en el apartado de 
optimización combinatoria se puede ver este concepto), y el tiempo de 
cómputo no sería razonable para la resolución de este problema. 
 
A continuación se muestra el pseudocódigo de la función makespan para hallar 
el tiempo mínimo de la secuencia de n tareas y m máquinas [20]. 
                                                 
1
  Una permutación es una secuencia o vector que tiene un orden determinado. 
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Funcion makespan: 
k[0][0] ← t[0][p[0]] 
 
para j=1 hasta n-1 hacer 
k[0][j] ← k[0][j-1]+t[0][p[j]] 
finpara 
 
para i=1 hasta m-1 hacer 
k[i][0] ← k[i-1][0]+t[i][p[0]] 
finpara 
 
para i=1 hasta m-1 hacer 
para j=1 hasta j-1 hacer 
si k[i][j-1]>k[i-1][j] 
k[i][j] ← k[i][j-1]+t[i][p[j]] 
fsi 
sino 
k[i][j] ← k[i-1][j]+t[i][p[j]]  
finpara 
finpara 
 
devuelve k[m-1][n-1] 
finfuncion 
 
 
Como ya hemos comentado esta función nos devuelve el tiempo mínimo. 
Introduciendo como dato los siguientes parámetros: 
 
 Número de máquinas m. 
 
  número de tareas a procesar n. 
 
  matriz de tiempos k. 
 
  secuencia de tareas p. 
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8. Métodos de resolución. 
 8.1. Algoritmos exactos y algoritmos aproximados. 
 
 Los algoritmos de resolución se clasifican en algoritmos exactos y 
algoritmos heurísticos o aproximados. Aunque se han explicado las heurísticas y 
metaheurísticas en el apartado de optimización combinatoria, se pretende dar un 
enfoque general de los algoritmos de estudio. Para después hacer hincapié en 
las metaheurísticas que hemos seleccionado (Algoritmos Genéticos y Búsqueda 
Tabú) para la resolución de los problemas. En la figura 8.1 hace referencia a los 
métodos exactos y heurísticos [17]. 
 
 
 
Figura 8.1. Clasificación de los métodos de resolución. 
(Fuente: PFC. Título: Programación de la secuencia de fabricación en una máquina, con 
tiempos de preparación variables, mediante la aplicación de Algoritmos Genéticos). 
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 8.1.1. Procedimientos exactos. 
 Los procedimientos exactos de uso más común son los siguientes [17]: 
 
 Exploración dirigida o “branch-and-bound”. 
Organizan las soluciones en paquetes, progresivamente más pequeños y 
determina para cada paquete un indicador de la calidad de las soluciones 
que contiene. Este indicador permite considerar qué paquetes son los 
más interesantes para explorar. La exploración consiste en sustituir el 
paquete por dos o más subpaquetes que en conjunto tienen todas las 
soluciones de aquél. 
 
 Programación lineal entera (PLE), binaria (PLB) o mixta (PLM). 
Casi la totalidad de los problemas combinatorios admiten una formulación 
como programas lineales enteros o binarios, y especialmente como 
mixtos. El inconveniente de este método reside en la gran cantidad de 
variables que surgen en la mayoría de los problemas. 
 
 Programación dinámica (PD). 
En lugar de enfocar el problema como la optimización de una función 
global, se resuelve por etapas en cada una de las cuales se puede tomar 
una decisión independiente de las decisiones consideradas con 
anterioridad. 
 
 Programación dinámica acotada o bounded dynamic programming 
(BDP). 
La estructura es la misma que en el procedimiento anterior. En este 
método, se conoce una cota inferior o superior de los elementos que 
deben integrarse para pasar de un estado a otro. Se compara el mejor 
valor esperado a partir del estado considerado con el de una solución 
heurística, cancelando los estados que no ofrecen garantías de mejora. 
 8.1.2. Procedimientos heurísticos o aproximados. 
 Los procedimientos heurísticos se dividen en: 
 
 Directos: construyen una solución de forma progresiva por pasos. En los 
problemas del Taller Mecánico de flujo regular destacan los 
procedimientos de Palmer, Trapecios, Teixidó y Gupta. 
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 Exploración de entornos: a partir de la solución en curso se genera su 
entorno formado por soluciones vecinas y se elige entre ellas una nueva 
solución en curso guardándose a lo largo del proceso la mejor solución 
posible hallada. 
Los diferentes procedimientos de exploración de entornos difieren en la 
definición del entorno, la elección de la solución inicial, la elección de la 
nueva solución en curso y la detención del proceso. 
 
 Optimización local (ANED y AED) 
 En el algoritmo exhaustivo de descenso (AED), a partir de la solución en 
curso, se generan y evalúan todos sus vecinos y si alguno es mejor que 
la solución en curso, se toma como nueva solución; en caso contrario, el 
procedimiento se da por terminado. El algoritmo no exhaustivo de 
descenso (ANED) se diferencia solamente en que se evalúan en cierto 
orden los vecinos. 
 
 GRASP (Greedy Randomized Adaptive Search Procedure) 
Se construye una solución factible generalmente mediante una heurística 
greedy. En cada paso, se establece una lista de candidatos, pero en 
lugar de elegir el que aporta más, se elige al azar uno de los candidatos 
de una lista restringida. Si la solución obtenida es mejor que la guardada 
como tal, se efectúa la sustitución. 
 
 Recocido simulado (SA) 
El nombre procede de la analogía entre el procedimiento y el tratamiento 
térmico que se aplica a diversos materiales. Dada una solución curso, se 
obtiene una vecina de la misma. Si es mejor (o igual), la sustituye como 
tal; si es peor, puede pasar a ser la solución en curso con una 
probabilidad que depende de la diferencia entre el valor de la solución en 
curso y el de la vecina y que decrece monótonamente a lo largo de la 
ejecución del algoritmo. 
 
 Búsqueda tabú (TS) 
Existe una lista de propiedades de las soluciones. Si alguna característica 
de una solución coincide con algunas de las propiedades de la lista es 
una solución tabú. 
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Se generan todos los vecinos de la solución en curso, se clasifican (en no 
tabú y tabú) y se evalúan. Si el valor del mejor vecino es mejor que el de 
la mejor solución hallada, sustituye a ésta y a la solución en curso y se 
vacía la lista tabú. En caso contrario, la mejor solución no tabú pasa a ser 
la solución en curso y se introduce una característica de la antigua 
solución en curso en la lista tabú. 
 
 Algoritmos genéticos 
Este procedimiento se basa en las ideas de la selección natural, y es el 
método seleccionado para la resolución del problema. Como ya se 
explicará con mucho más detalle en el posterior capítulo, en lugar de una 
solución en curso se arrastran varias poblaciones. Se selecciona los 
padres, se cruzan y/o mutan y se obtienen los hijos regenerando la 
población inicial. 
 
 Ant Colony Optimization (ACO) 
El comportamiento colectivo de una colonia de hormigas ha servido para 
inspirar esta novedosa técnica. El método consiste en simular la 
comunicación directa que utilizan las hormigas, insectos casi ciegos, para 
establecer el camino más corto desde su nido hasta la fuente de alimento 
y regresar. 
 8.2. Los Algoritmos Genéticos. 
 8.2.1. Antecedentes. 
 
 En 1975, J. H. Holland publicó su libro “Adaptation in Natural and Artificial 
Systems”, punto de partida de un campo luego llamado “Algoritmos Genéticos” 
(AG). Holland discutió el problema general de explorar un espacio de estructuras 
con planes reproductivos, que seleccionan y crean nuevas estructuras usando 
un conjunto de reglas denominadas operadores genéticos. La población de 
estructuras funciona bajo una presión selectiva, y como un resultado de estas 
reglas el objetivo es obtener, por evolución, mejores estructuras. 
 
La meta central era la de comprender los principios subyacentes en los sistemas 
adoptivos: aquéllos capaces de auto-modificación, en respuesta a las 
interacciones con el medio en el cual deben funcionar. Desde la perspectiva de 
Holland la clave de estos sistemas adoptivos robustos, en la naturaleza, estaba  
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en el uso exitoso de la competición y la innovación para proveer la capacidad de 
responder dinámicamente a eventos anticipados y cambios ambientales (S. 
Esquivel y R.H Gallard 1997). 
 
Varias técnicas, tales como la búsqueda tabú, son motivadas por la observación 
de que no todas las soluciones localmente óptimas son necesariamente buenas 
soluciones. Así sería deseable modificar un algoritmo puro de optimización local 
y continuar la búsqueda. Uno de los mecanismos podría consistir en ejecutar 
sucesivas corridas de un algoritmo de optimización local, usando una heurística 
de inicialización aleatoria para proveer diferentes soluciones iniciales (este 
procedimiento se ha programado en el apartado de la experiencia 
computacional). La ganancia en el desempeño por este enfoque de recomienzos 
aleatorios resulta limitada, sin embargo, y decrece al aumentar el tamaño de las 
instancias del problema. 
 
Una razón para la limitada efectividad de este método es que no explota la 
posibilidad de que las soluciones localmente óptimas puedan estar agrupadas 
entre si, es decir, para cualquier óptimo local dado, una solución mejor podría 
encontrarse cerca. Si esto fuera cierto, sería mejor empezar la búsqueda desde 
una ubicación cercana a la solución recién hallada, y no desde una ubicación 
elegida al azar. Esto es lo que se intenta conseguir con el enfoque del AH 
(Algoritmo Híbrido). 
 
Los Algoritmos Genéticos son métodos adoptivos que pueden usarse para 
resolver métodos de búsqueda y optimización. Están basados en el proceso 
genético de los organismos vivos. A lo largo de las generaciones, las 
poblaciones evolucionan en la naturaleza de acorde con los principios de la 
selección natural y la supervivencia de los más fuertes, postulados por Darwin 
(1859). Por imitación de este proceso, los AG son capaces de ir creando 
soluciones para problemas del mundo real. La evolución de dichas soluciones 
hacia valores óptimos del problema depende en buena medida de una adecuada 
codificación de las mismas. 
 
En la naturaleza los individuos de una población compiten entre sí en la 
búsqueda de recursos tales como comida, agua y refugio. Incluso los miembros 
de una misma especie compiten a menudo en la búsqueda de un compañero. 
Aquellos individuos que tienen más éxito en sobrevivir y en atraer compañeros 
tienen más probabilidad de generar un gran número de descendientes. Por el  
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contrario individuos poco dotados producirán un menor número de 
descendientes. Esto significa que los genes de los individuos mejor adaptados 
se propagarán en sucesivas generaciones hacia un número de individuos 
creciente. La combinación de buenas características provenientes de diferentes 
ancestros, puede a veces producir descendientes “superindividuos”, cuya 
adaptación es mucho mayor que la de cualquiera de sus ancestros. De esta 
manera, las especies evolucionan logrando unas características cada vez mejor 
adaptadas al entorno en el que viven. 
 
Los AG, como hemos visto, usan una analogía directa con el comportamiento 
natural. Trabajan con una población de individuos, cada uno de los cuales 
representa una solución factible a un problema dado. A cada individuo se le 
asigna un valor o puntuación, relacionado con la bondad de dicha solución. En la 
naturaleza esto equivaldría al grado de efectividad de un organismo para 
competir por unos determinados recursos. Cuanto mayor sea la adaptación de 
un individuo al problema, mayor será la probabilidad de que el mismo sea 
seleccionado para reproducirse, cruzando su material genético con otro individuo 
seleccionado de igual forma. Este cruce producirá nuevos individuos, 
descendientes de los anteriores, los cuales comparten algunas de las 
características de sus padres. Cuanto menor sea la adaptación de un individuo, 
menor será la probabilidad de que dicho individuo sea seleccionado para la 
reproducción, y por tanto de que su material genético se propague en sucesivas 
generaciones. 
 
De esta manera se produce una nueva población de posibles soluciones, la cual 
reemplaza a la anterior y verifica la interesante propiedad de que contiene una 
mayor proporción de buenas características en comparación con la población 
anterior. Así a lo largo de las generaciones las buenas características se 
propagan a través de la población. Favoreciendo el cruce de los individuos mejor 
adaptados, van siendo exploradas las áreas más prometedoras del espacio de 
búsqueda. Si el AG ha sido bien diseñado, la población convergerá hacia una 
solución óptima del problema. 
El poder de los AG proviene del hecho de que se trata de una técnica robusta, y 
pueden tratar con éxito una gran variedad de problemas provenientes de 
diferentes áreas, incluyendo aquellos en los que otros métodos encuentran 
dificultades. Si bien no se garantiza que el AG encuentre la solución óptima del 
problema, existe evidencia empírica de que  se encuentran soluciones de un 
nivel aceptable, en un tiempo competitivo con el resto de algoritmos de 
optimización combinatoria. En el caso de que existan técnicas especializadas 
para resolver un determinado problema, lo más probable es que superen al AG,  
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tanto en rapidez como eficacia. El gran campo de aplicación de los AG se 
relaciona con aquellos problemas para los cuales no existen técnicas 
especializadas. Incluso en el caso en que dichas técnicas existan, y funcionen 
bien, pueden efectuarse mejoras de las mismas hibridándolas con los AG. 
 
 8.2.2. Introducción a los G.A. 
 
 Un algoritmo genético (AG) [16] es uno de los métodos heurísticos 
utilizados para hallar soluciones aproximadas a problemas NP-completos. 
Inspirado en los principios darwinianos de la evolución de las especies. Estos 
algoritmos son un caso particular de algoritmos evolucionarios y emplean 
técnicas propias de la Genética, tales como: herencia, mutación, selección 
natural y recombinación (o crossover). El autor de las ideas fundamentales de 
los algoritmos genéticos es John Holland, quien los presentó en Adaptation in 
Natural and Artificial Systems, Univ. of Michigan Press (1975).  
 
Como idea general, se define una población de representaciones abstractas 
(denominadas genes o cromosomas) de posibles soluciones (o individuos) a un 
problema de optimización que evoluciona hacia mejores soluciones. El proceso 
evolutivo comienza con una población de individuos producidos aleatoriamente; 
en cada generación múltiples individuos son seleccionados y modificados (por 
mutación y recombinación) para formar una nueva población que actualiza la 
instancia precedente en la iteración del algoritmo, y así sucesivamente hasta 
satisfacer un criterio de terminación.  
Los pasos a seguir para formar un AG son los siguientes: 
 
 Elegir aleatoriamente una población de individuos 
 Evaluar la aptitud (fitness) de cada individuo 
 Repetir, 
 Seleccionar los individuos más aptos para reproducir 
 Combinar pares de individuos aleatoriamente 
 Aplicar el operador de recombinación 
 Aplicar el operador de mutación. 
 Aplicar el operador de cruce o crossover. 
 Evaluar la aptitud (fitness) de cada individuo 
 Hasta alcanzar condición de terminación 
 Las condiciones de terminación incluyen, entre otras: 
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  Alcanzar una cantidad límite de generaciones 
  Hallar un individuo que satisface un criterio de minimalidad 
 La aptitud o fitness alcanza un máximo para algunos individuos o es tal 
 que sucesivas iteraciones no producen mejores resultados. 
 Inspección manual 
 Combinaciones de todo lo anterior 
 Observaciones 
 
La principal ventaja y a la vez desventaja del AG es su fortaleza. Es decir si se 
implementan algunas de sus operaciones incorrectamente (por ejemplo la aptitud 
de los nuevos individuos no se evalúa correctamente), un AG continuará 
computando y eventualmente hallará una solución, aunque en general halla un 
óptimo local y no la solución global. Esta fortaleza dificulta la corrección y 
refinamiento del programa.  
 
Operar sobre conjuntos dinámicos de datos es difícil ya que los genes convergen 
muy temprano hacia soluciones locales que no son válidas para datos 
posteriores. Algunos métodos propuestos como remedio son: 
Aumentar la diversidad genética y prevenir convergencia temprana, bien sea 
aumentando la probabilidad de mutación cuando la calidad de la solución 
disminuye (hipermutación), o introduciendo nuevos genes aleatoriamente en 
poblaciones intermedias (inmigración aleatoria).  
 
La selección es un operador genético importante, pero no existe consenso sobre 
la importancia de recombinación versus mutación. Hay quienes creen que la 
mutación es sólo necesaria para asegurar que potenciales soluciones no se 
pierdan y, por tanto, que recombinaciones son más importantes. Otros 
argumentan que la recombinación en una población muy uniforme solo sirve 
para propagar innovaciones originalmente encontradas por mutaciones, y en una 
población no uniforme las recombinaciones son casi equivalentes a una 
mutación muy grande (lo cual tiende a ser catastrófico). 
Un AG no puede resolver eficientemente problemas para los cuales no hay 
manera de evaluar la aptitud de los individuos diferente de la trivial: apto/ no-
apto. En general los AG son más lentos que otras heurísticas de búsqueda 
porque no utilizan explícitamente el conocimiento del espacio donde se realiza la 
búsqueda; además realizan un excesivo trabajo computacional al verificar la 
aptitud de individuos, actualizar las poblaciones generadas, etc. Por todo esto se 
suele elaborar un método híbrido que combine un AG con otra técnica. 
Los AG’s son fácilmente paralelizables: se pueden ejecutar simultáneamente  
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varios AG’s sobre un mismo problema, pero que difieran en la población inicial 
de genes; para intercambiar datos entre diferentes AG’s migramos los mejores 
genes a una población. Esta paralelización ayuda a evitar que un AG se 
estanque en un mínimo local.  
 
 8.2.3. Esquemas básicos de un Algoritmo Genético 
 
 Como ya se ha visto en el apartado anterior un AG es un procedimiento 
iterativo que mantiene una población con una cantidad generalmente fija de 
soluciones candidatas. En cada iteración, llamada “generación”, se evalúan las 
configuraciones de la población actual, y sobre la base de esta evaluación se 
genera una nueva población de soluciones candidatas (figura 8.2.3).  
 
 
 
 
Figura 8.2.3. Esquema del funcionamiento de un algoritmo genético. 
(Fuente: PFC. Título: Programación de la secuencia de fabricación en una máquina, con 
tiempos de preparación variables, mediante la aplicación de Algoritmos Genéticos). 
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Un posible Algoritmo Genético, partiendo de la figura 8.2.3, (siendo S la 
población de soluciones) es el siguiente: 
 
Población inicial AG (S) 
begin 
INICIALIZAR (S) 
EVALUAR (S) 
while NoConverge do 
begin 
SELECCIONAR (S) 
RECOMBINAR (S) 
EVALUAR (S) 
end 
Devolver la mejor solución en S 
End 
 
Cada ejecución del ciclo consiste en: SELECCIONAR, RECOMBINAR y 
EVALUAR la población. A continuación se describe cada una de ellas. 
 
 INICIALIZAR (S) significa generar la población de k soluciones iniciales. 
Esto puede realizarse al azar, o mediante una heurística. En nuestro caso 
la población se generará al azar, con la función random (función del 
programa C++). 
S = {S1, ..., Sk}. 
 
 EVALUAR (S) es dar a cada configuración (“individuo”) un peso de 
importancia con respecto a las demás. Fundamentalmente se tiene en 
cuenta el valor de la configuración con respecto a la función objetivo. 
 
 SELECCIONAR (S) significa elegir, de la población, las configuraciones 
que servirán de base para generar la población siguiente. Se eligen k’ 
subconjuntos de S, generalmente de tamaño 2, como padres para formar 
la próxima generación. Este paso se denomina estrategia de 
apareamiento. En general, a mejores configuraciones de origen para la 
generación de la nueva población, se tendrán mejores configuraciones 
como resultado. 
 
 RECOMBINAR (S) es utilizar las configuraciones seleccionadas en el 
paso anterior para generar la población siguiente. En este paso se hace  
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uso de la técnica conocida como crossover, que ejecuta una operación 
sobre cada subconjunto de “padres”, para obtener una nueva solución 
que refleje aspectos de todos ellos. Después de llevar a cabo el 
crossover, se utiliza una estrategia de selección para elegir k 
sobrevivientes (entre la unión de las soluciones de S, con las generadas 
como descendencia), para después reemplazar el contenido de S por los 
“vivos”. 
 
En ocasiones, además de recombinar las soluciones entre sí, puede realizarse 
un paso adicional al que se denomina mutación, que introduce una variación 
aleatoria sobre subconjuntos seleccionados de la población, generalmente de un 
elemento. En una mutación, alguna forma de alteración aleatoria introduce 
cambios localizados en las soluciones, dejando intacta la mayor parte de su 
estructura. 
 
Se debe decidir que cuándo se considera que S no puede mejorarse. Existen al 
menos dos tendencias en este sentido. Una de ellas es efectuar una gran 
cantidad de iteraciones, que aseguren la mayor calidad posible de las 
configuraciones. Esto implica decidir de antemano la cantidad de generaciones a 
realizar. La otra tendencia es decidir la finalización del proceso por un criterio 
basado en las configuraciones de la población “actual”. En el primer caso se 
tiende a realizar más generaciones de las necesarias, y en el otro caso se debe 
elegir el criterio de finalización, y agregar el tiempo de cómputo necesario para 
verificar si este criterio se cumple o no en cada generación. En el apartado 8.2.4 
se muestra los componentes básicos de un AG, con algo más de detalle. 
 
El esquema presentado refleja un modelo muy simple de evolución, que trata de 
incorporar los conceptos de supervivencia, selección del más apto y 
reproducción sexuada, otro esquema más amplio se puede ver en la figura 8.2.4. 
La operación sobre distintas soluciones puede ejecutarse en paralelo si se 
desea, es por ello que a veces se lo llama el “AG Paralelo” [19]. Ésta es una de 
las primeras “Metaheurísticas” que se utilizaron para los problemas de 
optimización combinatoria. Se puede hablar de metaheurística en vez de 
heurística, porque es lo suficientemente general como para atacar cualquier 
problema de optimización, que no es lo que sucede para la heurística específica 
del TSP y otros problemas que involucran permutaciones. Un AG puede verse 
como una metaheurística de mejoramiento iterativo de una población de 
configuraciones, que a partir de una población inicial, intenta mejorarla 
sucesivamente eligiendo las mejores configuraciones y dando origen a otras 
nuevas en cada generación o iteración. 
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Figura 8.2.4. Esquema básico de un algoritmo genético. 
(Fuente: PFC. Título: Estudio en bloques constructivos de algoritmos genéticos).  
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 8.2.4. Componentes básicos de un AG. 
 
 Para llevar a la práctica el esquema de la figura 8.2.4. Se ha de tener en 
cuenta los componentes que a continuación se presentan. 
 
 Una representación cromosómica a modo de código. 
 Una población inicial. 
 Una medida de evaluación. 
 Un criterio de selección de cromosomas. 
 Una o varias operaciones de recombinación o cruce. 
 Una o varias operaciones de mutación. 
 Una o varias regeneraciones de la población. 
 Una condición de fin del algoritmo. 
 
Codificación 
 
La codificación más común es a través de cadenas binarias, aunque también se 
puede utilizar números reales o incluso letras, vectores, árboles o grafos. La 
primera de esta codificación es la que goza de más popularidad dada que es la 
que propuso originalmente Holland (1975), resulta fácil de implementar y su 
convergencia está poblada. Sin embargo, en muchos problemas puede resultar 
poco natural, ineficiente o imposible de utilizarla. La elección de uno u otro 
método radica en la complejidad del problema. 
No obstante los cromosomas de nuestra implementación computacional del AG 
son números enteros. Dada la complejidad del problema se ve oportuno adoptar 
esta alternativa para poder atacar los problemas que se nos presentan con 
mayor éxito y mejorar así su comprensión. 
 
Población inicial 
 
Hacer evolucionar una población que ha sido generada aleatoriamente hasta 
llegar a tener una “bien adaptada”, es decir, con configuraciones satisfactorias 
que sean soluciones aproximadas del problema de optimización, es un buen 
modo de saber cómo está funcionando la implementación del AG. Las 
características esenciales de la solución final deben ser consecuencia de este 
proceso evolutivo, y no de los métodos usados para generar la población inicial. 
Para algunas aplicaciones, especialmente las industriales, puede ser 
conveniente inicializar con métodos más directos. Estas técnicas incluyen el uso  
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de algoritmos “greedy” (golosos), otro tipo de algoritmos constructivos, e 
inicialización por perturbación de soluciones generadas por algún experto en el 
problema. 
 
Para construir la población inicial, que será la población base de las sucesivas 
generaciones, existen varios métodos. Suele ser concebida aleatoriamente, 
aunque últimamente se están utilizando métodos heurísticos para generar 
soluciones iniciales de buena calidad. En este caso, es importante garantizar la 
diversidad estructural de estas soluciones para tener una “representación” de la 
mayor parte de la población y evitar así una convergencia prematura Una 
cuestión importante es la relacionada con el tamaño idóneo de la población. Es 
intuitivo que las poblaciones pequeñas corren el riesgo de no cubrir 
adecuadamente el espacio de búsqueda, mientras que el trabajar con 
poblaciones de gran tamaño puede acarrear problemas relacionados con el 
excesivo coste computacional. 
 
Goldberg (1989) demostró que el tamaño óptimo de la población, con 
codificación binaria,  crece exponencialmente con la longitud del cromosoma. 
Estudios posteriores, como los de Alander (1992) o Schaffer, coinciden en 
afirmar que una población inicial no superior a 30 individuos garantiza, en 
general, dar con una solución factible al problema, aunque cabe decir que los 
problemas que les sirvieron de base para realizar dicha aseveración eran de 
complejidad media . En cambio, lo que sí parece seguro es que el tamaño de la 
población inicial debe estar relacionado con la longitud de los cromosomas y la 
complejidad del problema. 
 
A continuación se especifica el pseudocódigo que se ha llevado a cado para 
generar la población inicial. Esta población se ha generado de manera aleatoria, 
con la función random del programa C++. 
 
para c=0 hasta npop-1 hacer 
 
para j=0 hasta n-1 hacer 
poblacion[c][j] ← j 
finpara 
 
para j=n-1 hasta 0 hacer 
f ← rand()%(j+1) 
aux ← poblacion[c][j] 
poblacion[c][j] ← poblacion[c][f] 
poblacion[c][f] ← aux 
finpara 
 
finpara 
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npop es la variable que indica la población inicial, es decir el conjunto de 
“padres” y “madres” necesarios para la copulación. 
 
Medida de evaluación o fitness 
 
El fitness o makespan1 asigna a cada cromosoma un número real, que refleja el 
nivel de adaptación al problema del individuo representado por el cromosoma. 
Dicho valor también recibe el nombre de función de aptitud, función adaptación o 
directamente función objetivo. Es la base para determinar qué soluciones tienen 
mayor o menor probabilidad de sobrevivir. Esta función no debe crear diferencias 
muy grandes entre individuos y, por lo tanto, provocar una convergencia 
prematura, ni diferencias muy pequeñas que puedan producir un estancamiento 
en el proceso de búsqueda de la solución. 
 
La regla general para construir un buen fitness es que éste debe reflejar el valor 
del individuo de manera “real”, pero en muchos problemas de optimización 
combinatoria, donde existen gran cantidad de restricciones, buena parte de los 
puntos del espacio de búsqueda representan individuos no válidos. Para estas 
situaciones, existen diversas soluciones tales como no considerar aquellos 
individuos que no verifican las restricciones y seguir iterando hasta obtener 
individuos válidos, asignar a dichos individuos un fitness igual a cero o 
reconstruir aquellos individuos que no verifican las restricciones por medio de un 
nuevo operador que se acostumbra a denominar reparador. Pero el enfoque más 
generalizado está basado en la penalización de la función objetivo. La idea 
general consiste en dividir el fitness del individuo por una cantidad (la 
penalización) que guarda buena relación con las restricciones que dicho 
individuo viola, o bien con el coste asociado a la conversión de dicho individuo 
en otro que sí cumpla las restricciones. 
 
Selección 
 
La selección es el proceso por el cual se eligen una o varias parejas de 
individuos de la población inicial para que desempeñen el papel de progenitores, 
cruzándose posteriormente y obteniendo descendencia. 
                                                 
1
  Makespan: nombre de la función que hemos utilizado en el programa para hallar el tiempo 
mínimo de la secuencia, en el caso del Flow Shop. Y la distancia mínima para un ejemplar del 
TSP. 
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Se pueden seleccionar sólo dos individuos para que se regeneren de entre todos 
los individuos que constituyen la población, o se puede optar por emparejar a un 
mayor número de los individuos que forman la población. La primera es la que se 
adecua más al modelo biológico, pero la segunda es la que obtiene mejores 
resultados en un tiempo menor. 
Los cuatro métodos más típicos de selección de parejas son: 
 
 Fit-Fit : los más competitivos se cruzan con los que lo son menos, y los 
peores con los peores. En una lista ordenada de forma decreciente según 
el fitness de los individuos, el primero se emparejaría con el segundo, el 
tercero con el cuarto y así sucesivamente. 
 
 Fit-weak : aquellos individuos con mejor fitness se cruzan con los que lo 
tienen peor. El mejor evaluado se cruza con el peor evaluado, el segundo 
con mejor fitness con el segundo peor, y así sucesivamente. 
 
 Random : el emparejamiento de padres se hace totalmente al azar, de 
manera que las probabilidades que tienen los individuos para cruzarse 
entre sí son equiprobables (ejemplo de combinación en Figura 8.2.5). 
 
 Roulette : la probabilidad de cada individuo para ser seleccionado, 
ecuación 8.2.3, para cruzarse es ponderada según el valor del fitness que 
posea. Recibe el nombre de “Ruleta” por la analogía que existe entra este 
método y una “ruleta de la suerte” donde aquellos individuos con mejor 
medida de evaluación son los que ocupan mayor superficie en la ruleta y, 
tienen por tanto mayor posibilidad de ser seleccionados. 
 
 
 
Figura 8.2.5. Combinación de un punto de cruce. 
(Fuente: Elaboración propia). 
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A continuación se muestra el pseudocódigo para el hallazgo de la función 
combinación con un corte, ver figura 8.2.5 para entender el algoritmo. 
 
para j=0 hasta n-1 hacer 
f ← rand()%n 
para i=0 hasta f-1 hacer 
phijo[i] ← p1[i] 
para i=0 hasta n-1 hacer 
s[i] ← false; 
para i=0 hasta f-1 hacer 
c=0 
mientras p2[c] ≠ p1[i] hacer 
c ← c+1 
finmientras 
s[c]=true 
finpara 
c ← f+1 
para i=0 hasta n-1 hacer  
si s[i]=false hacer 
phijo[c] ← p2[i] 
c ← c+1 
finpara 
finpara 
 
Por otro lado se muestra el pseudocódigo de combinación con dos cortes. 
 
hacer 
f1 ← rand()%n 
f2 ← rand()%n 
finmientras f2<=f1 hacer 
para i=0 hasta n hacer 
s[i] ← false 
finpara 
para i=0 hasta f1 hacer 
phijo[i] ← p1[i] 
finpara 
para i=0 hasta f1 hacer 
c ← 0 
mientras p2[c] ≠ p1[i] 
c++ 
finmientras 
s[c] ← true 
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finpara 
para i=f2 hasta n hacer 
phijo[i] ← p1[i] 
finpara 
para i=f2 hasta n hacer 
c ← 0 
mientras p2[c] ≠ p1[i] hacer 
c++ 
finmientras 
s[c]=true; 
finpara 
c=f1+1; 
para i=0 hasta n hacer 
si s[i]=false hacer 
phijo[c] ← p2[i] 
c ← c+1 
finsi 
finpara 
 
La función combinación parte de dos “padres” que se combinan para obtener un 
“hijo”. Mediante el número aleatorio “f” indica el punto de corte, de 0 a f el “hijo” 
llevará los genes del primer progenitor y a partir de f llevará los genes del 
segundo progenitor. Después se utiliza la variable s booleana la cual nos 
indicará que genes faltan del segundo progenitor para añadir al hijo. 
 
Crossover. 
 
El crossover es el procedimiento por el cual dos seres vivientes intercambian 
parte de su material genético para crear un nuevo organismo [2]. En los AG, la 
técnica u “operador” de crossover recombina la información de ciertos individuos 
para generar otros nuevos. 
 
El propósito de la selección de padres es incrementar la probabilidad de 
reproducir miembros de la población que tengan buenos valores de la función 
objetivo. Una vez que los padres han sido elegidos, se utiliza un operador 
genético como el crossover. Las configuraciones generadas se denominan 
“hijos” o “descendencia”. 
 
Las configuraciones surgidas por el crossover guardan ciertas similitudes con las 
configuraciones de las cuales se originan. Aquí es donde una configuración se  
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observa desde el punto de vista genético (en sentido biológico) como una 
sucesión de genes. Cada configuración hijo tendrá algunos genes semejantes a 
una configuración padre, otros genes a otra y, eventualmente, algunos genes 
con valores distintos de todas las configuraciones que se tomen como padres. 
Definir un crossover implica definir los siguientes parámetros: 
 
 Qué se toma como un “gen” de una configuración. 
 
 Cuántas configuraciones se tomarán como padres: generalmente se 
toman dos. 
 
 Cuántas configuraciones se generarán a partir de los padres: 
generalmente una y en algunas ocasiones dos, aunque no está, en 
principio, limitada la cantidad. 
 
 Qué genes toma cada hijo de cada padre: se tiende a que la mayoría de 
los genes de cada hijo provengan de alguno de los padres, y el resto 
tengan valor al azar. 
 
El crossover proporciona una forma de explorar el espacio de búsqueda. 
Se dice que un problema de optimización combinatoria tiene la característica de 
bloques constructivos, si las subcadenas que forman las soluciones óptimas (en 
el caso del TSP, las partes que componen el tour) están contenidas en otras 
buenas soluciones. En este caso, parece una buena estrategia generar nuevas 
soluciones uniendo subcadenas de las soluciones anteriores. Esto es 
exactamente lo que hace el operador de crossover. 
 
Puede establecerse la siguiente relación:  
Cuanto mejores sean las soluciones, más similares serán entre sí. Esta relación 
también se cumple si el problema tiene la característica de bloques 
constructivos, la cual es necesaria para el éxito del operador del crossover [19] 
(figura 8.2.6). 
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Figura 8.2.6. Crossover multipunto. 
(Fuente: PFC. Título: Estudio en bloques constructivos de algoritmos genéticos).  
 
Otro concepto importante es la “diversidad de la población”, que es un valor que 
cuantifica la diferencia (o semejanza) entre las configuraciones de la población. 
El cálculo efectivo de este valor consiste usualmente en la comparación entre los 
genes de las configuraciones. La diversidad de la población da el criterio natural 
de finalización de un AG ya que, si la diversidad es reducida o nula, lo cual 
significa que todas las configuraciones son similares o iguales entre sí, no tiene 
sentido continuar iterando. 
 
Para la diversidad de población se ha de tener en cuenta lo siguiente. 
 
 Cuántas configuraciones de la población se tendrán en cuenta para 
comparar sus genes. 
 
 Qué genes de las distintas configuraciones se compararán. 
 
 Cuántos genes iguales de distintas configuraciones se consideran 
suficientes para afirmar que tales configuraciones son muy similares (no 
hay diversidad suficiente). 
 
Sobre estas decisiones hay menos estudio que para el crossover, y en parte se 
debe a que, como se dijo anteriormente, muchas veces se usa como criterio de 
finalización de un AG el realizar una cantidad de iteraciones lo suficientemente 
grande como para no tener posibilidad de mejorar las configuraciones de la 
población. 
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Se puede agregar un comentario más acerca de la diversidad, y es la relación 
entre la diversidad (o la pérdida de la misma) y el tamaño de la población. 
Mientras mayor sea el tamaño de la población, más demorará ésta en perder 
diversidad. Cuando se tienen más individuos, se tienen más valores posibles 
para cada gen o combinaciones de genes cuando se haga el crossover y, por lo 
tanto, se realizarán más iteraciones (generaciones) hasta que todos los 
individuos de la población se parezcan lo suficiente como para afirmar que se 
perdió diversidad. Cuando el tamaño de la población es demasiado pequeño, se 
habla de “convergencia prematura”, lo cual significa que la población perdió 
diversidad (por lo tanto no se puede mejorar sustancialmente) y los valores 
asociados a sus configuraciones aún no son lo suficientemente buenos. 
 
Si el nuevo cromosoma creado es más competitivo, tendrá más posibilidades de 
sobrevivir a la siguiente vez que se le aplique el operador fitness. En caso 
contrario, tendrá menos posibilidades de sobrevivir a la competencia. 
 
Los modelos más usuales de cruce o crossover son los siguientes: 
 
 De un punto de cruce (o básico): Se elige aleatoriamente un punto de 
ruptura en los padres y se intercambian sus genes. 
 
 De dos puntos de cruce: Se eligen dos puntos de ruptura al azar para 
intercambiar. 
 
 Uniforme: En cada gen se elige al azar un padre para que contribuya con 
su gen al del hijo, mientras que el segundo hijo recibe el gen del otro 
padre. 
 
 Cruces para permutación (PMX, SEX, CX...): Son operadores más 
sofisticados fruto de mezclar y aleatorizar los anteriores. 
 
En un primer paso a la experiencia computacional se ha utilizado el punto de 
cruce básico (Figura 8.2.5). Después se ha probado el crossover con dos puntos 
de cruce (Figura 8.2.6) para ver si se consigue encontrar mejores soluciones (en 
el ANEXO II ,AG3 y AG4). 
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Mutación 
 
El operador mutación se aplica tras el cruce con el objetivo de incrementar la 
diversidad poblacional. Se define como una variación elemental de las 
informaciones contenidas en el código genético (habitualmente, un cambio de un 
gen a otro). La mutación se aplica de acuerdo con la probabilidad de mutación 
(cuyo uso es análogo al de la probabilidad de cruce). En general,  se 
recomiendan bajos porcentajes de mutación, ya que tasas elevadas podrían 
aproximar la evolución a una búsqueda aleatoria intensamente explorativa. Cabe 
la posibilidad de aplicar este operador varias veces a la vez en el mismo 
individuo. 
 
Este operador permite, por una parte, aumentar la exploración en el espacio de 
búsqueda hacia nuevos entornos ya que produce un incremento de la diversidad 
poblacional, y, por otra parte, evita la aparición de algoritmos bloqueados o de 
poblaciones degeneradas (poblaciones iguales o semejantes). 
 
Los modelos más usuales de mutación son los siguientes [3]: 
 
 Mutación blanda: Consiste en intercambiar, al azar, dos genes 
consecutivos en la secuencia. 
 
 Mutación intercambio: Consiste en intercambiar, al azar, dos genes no 
consecutivos en la secuencia (figura 8.2.7). 
 
 Shift: consiste en coger dos genes al azar e intercambiar el segundo con 
el primero gen de la secuencia. 
 
 Mutación inversión: Se escogen al azar dos puntos de la secuencia.  
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Los genes comprendidos entre los dos puntos invierten su orden. 
 
Figura 8.2.7. Mutación intercambio. 
(Fuente: Elaboración propia). 
 
A la hora de programar el pseudocódigo se ha utilizado la mutación por 
intercambio y la mutación shift. Ambas se han seleccionado para averiguar la 
efectividad que desempeñan cada una de ellas. 
 
Como hemos dicho antes partimos de una población npop individuos. Después 
de mutar obtendremos npop*(npop-1)/2 individuos mutados. 
A continuación se exponen ambos pseudocódigos de la mutación. 
 
Mutación intercambio 
Para j=0 hasta n-1 hacer 
hacer 
f1 ← rand()%n 
f2 ← rand()%n 
finhacermientras f1=f2 finmientras 
aux ← phijo[f1] 
phijo[f1] ← phijo[f2] 
phijo[f2] ← aux 
finpara 
 
mutación shift 
hacer 
f1 ← rand()%n 
f2 ← rand()%n 
finhacermientras f1 >= f2 finmientras 
 
para i=(f1+1) hasta f2 hacer 
pmut[i] ← p[i-1]; 
finpara 
pmut[f1] ← p[f2] 
para i=0 hasta f1-1 hacer 
pmut[i] ← p[i] 
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para i=(f2+1) hasta n-1 hacer 
pmut[i] ← p[i] 
finpara 
 
Regeneración y condición de fin. 
 
Después de los cruces y mutaciones, se debe regenerar la población. La forma 
más usual de regeneración de la población es que los individuos concebidos 
pasen a formar parte de la población substituyendo, bien a los individuos menos 
competitivos de la población, o bien a los padres que les engendraron. También 
se puede escoger directamente a los individuos más competitivos sin tener en 
cuenta su descendencia, o seleccionar, según un parámetro establecido, una 
parte de la población inicial y otra parte de la población filial. 
 
Esta población servirá de población inicial para la siguiente generación 
volviéndose a repetir el proceso que forman selección, cruce, mutación y 
regeneración, siempre con el objetivo de encontrar individuos más aptos a cada 
paso. 
 
El número de iteraciones o regeneraciones dependerá fundamentalmente de la 
complejidad del problema. A mayor número de regeneraciones, mayor será la 
probabilidad de encontrar una solución factible o cercana al óptimo al final del 
proceso, pero hay que tener en cuenta que, si este número es muy grande, el 
coste computacional puede ser muy elevado. Por ello, en ocasiones el número 
de regeneraciones depende directamente del tiempo de ejecución del problema. 
Otra posibilidad consiste en parar el algoritmo cuando se llega al óptimo 
(siempre que éste sea conocido), o bien cuando se considera que una solución 
en curso es satisfactoria (respecto al óptimo conocido). 
 8.2.5. Otros operadores genéticos. 
 
 Con el tiempo se han incorporado otros operadores que no forman parte 
del Algoritmo Genético básico, pero que su utilización aporta mejores 
prestaciones a lo largo del algoritmo. 
 
Elitismo. 
 
Trata de evitar que en el transcurso del algoritmo, individuos con excelentes 
cualidades puedan no generar descendencia o ser ésta reducida, perdiendo de  
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este modo su valiosa información genética. Mediante este operador, el mejor o 
mejores individuos de una población se integran directamente en la población 
filial. El elitismo permite a su vez el empleo de probabilidades de cruce más 
altas. 
Este método se ha implementado en la implementación computacional. Ya que 
así no se tiene el riesgo de perder mejores soluciones. 
 
Reinicialización. 
 
Este operador permite ejecutar de nuevo el algoritmo, tras la convergencia del 
algoritmo utilizado, tomando como punto de partida una población aleatoria 
nueva a la que se inserta el individuo de mejor fitness de la evolución finalizada. 
Este operador es útil si se pretende que la solución sea muy cercana al óptimo y 
se dispone del tiempo suficiente. 
 
Repoblación. 
 
Se emplea cuando el algoritmo se estanca, con el fin de aumentar la diversidad. 
Consiste básicamente en preservar los individuos más adaptados, generando a 
partir de ellos una nueva población que elimina la anterior aplicando mutación. 
Una buena práctica consiste en generar una parte de la población de este modo, 
y el resto de modo aleatorio. Otra buena posibilidad, cuando se trabaja con 
estrategias elitistas, consiste en aplicar este operador cada cierto número de 
generaciones, independientemente de que el algoritmo se estanque o no, para 
acelerar la convergencia al óptimo global. 
 
Clonación. 
 
Consiste en la duplicación de la estructura genética de un cromosoma para la 
generación siguiente con el fin de que este ejemplar sobreviva intacto para 
competir en la nueva generación. Esta técnica es especialmente útil para 
aquellos algoritmos en los que un excelente descendiente puede “eliminar” a uno 
no tan excelente, pero sí buen padre, que puede resultar muy útil para 
posteriores emparejamientos. 
       Estudio comparativo 
 de Algoritmos Genéticos y Búsqueda Tabú. 
 
  
 70 
 
 8.2.6. Problemas de los Algoritmos Genéticos. 
 
 Los Algoritmos Genéticos pueden presentar una serie de problemas que 
hay que tener muy en cuenta, tanto en el momento de llevar a cabo la 
programación del algoritmo como en la interpretación de los resultados finales. A 
continuación se comentan tres de estos problemas. 
 
Convergencia prematura 
 
Este es el problema más común, radica en encontrar un máximo o mínimo 
relativo en el espacio de soluciones y concentrar toda la búsqueda en ese 
entorno, descuidando la búsqueda en el resto del espacio de soluciones, donde 
se pueden obtener resultados  mejores. Las posibles soluciones son varias y 
todas ellas están relacionadas con la variación de ciertos operadores: 
incremento de la tasa de mutación, aumento del tamaño de población o 
disminución del grado de selección. Todas estas medidas tienen como objetivo 
procurar que el espacio de exploración del espacio de soluciones sea lo más 
extenso posible. 
 
Terminación lenta 
 
El uso de los Algoritmos Genéticos no garantiza siempre encontrar una solución 
factible en un tiempo plausible. Por ello, muchas veces se debe encontrar un 
compromiso entre el grado de factibilidad de la solución y el coste computacional 
empleado para encontrar dicha solución. Este compromiso depende de los 
operadores de tamaño de la población y número de regeneraciones. 
 
Inhabilidad para enfrentar soluciones no factibles 
 
Para problemas con restricciones, es usual encontrarse con que las soluciones 
no respetan dichas restricciones. La opción más usada es la de introducir un 
coeficiente de penalización en la función objetivo en caso de no cumplir con 
alguna de las restricciones que impone el problema. Hay que tener en cuenta 
que una penalización proporcional al grado de factibilidad degrada la función 
objetivo y que si la penalización es demasiado grande, existe la posibilidad de 
que muchos individuos no puedan llegar a ser nunca seleccionados, pudiéndose 
perder una valiosa información. 
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 8.2.7. Algoritmos Genéticos Paralelos: modelos de Islas. 
 
 Este tipo de Algoritmos Genéticos consiste en dividir la población en 
varias subpoblaciones, en cada una de las cuales se lleva a cabo un Algoritmo 
Genético. Cada subpoblación es una “isla”. Cada cierto número de 
regeneraciones, se efectúa un intercambio de información genética de una “isla” 
a otra, en un proceso que recibe el nombre de “migración”. La introducción de la 
“migración” hace que este modelo de algoritmo sea capaz de explotar las 
diferencias entre las diversas subpoblaciones, obteniéndose de esta manera una 
amplia diversidad genética. De la tasa de migración puede depender la 
convergencia prematura de la búsqueda. 
En función de la comunicación entre las subpoblaciones, se pueden distinguir 
diferentes modelos de islas: 
 
Comunicación en estrella. 
 
La subpoblación con mejor medida de evaluación es seleccionada como 
“maestra”, siendo el resto considerada como “esclavas”. Las subpoblaciones 
esclavas mandan sus h1 (h1 > 1) mejores individuos a la subpoblación maestra, 
la cual a su vez manda sus h2 (h2 > 1) mejores individuos a cada una de las 
subpoblaciones esclavas (Figura 8.2.8). 
 
 
Figura 8.2.8. Modelo de Islas. Comunicación en estrellas. 
(Fuente: PFC. Título: Programación de la secuencia de fabricación en una máquina). 
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Comunicación en red. 
 
No se crea una jerarquía entre las “islas”, intercambiándose sus mejores 
individuos h3 (h3 > 0) entre ellas (Figura 8.2.9). 
 
Figura 8.2.9. Modelo de Islas. Comunicación en red. 
(Fuente: PFC. Título: Programación de la secuencia de fabricación en una máquina.) 
 
Comunicación en anillo  
 
Cada subpoblación envía sus mejores individuos h4 (h4 > 1) a la población 
vecina, efectuándose la migración en un solo sentido de flujo (Figura 8.2.10.). 
 
 
Figura 8.2.10. Modelo de Islas. Comunicación en Anillo. 
(Fuente: PFC. Título: Programación de la secuencia de fabricación en una máquina.) 
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 8.3. Aplicación de un AG a un TSP. 
 
 En el campo del TSP, muchos estudios han indicado que los enfoques 
puros de AG son superados por las heurísticas convencionales de búsqueda 
local, particularmente cuando el tamaño del problema crece. La obtención de 
soluciones de más alta calidad parece requerir de los esfuerzos combinados de 
varios métodos. El deseo de mejorar el desempeño de los AG en aplicaciones 
del TSP, han motivado a varios investigadores a incorporar elementos 
heurísticos adicionales en estos algoritmos. 
 
Como se ha detallado en el apartado 6 el problema del Viajante de Comercio, 
consiste en encontrar el orden en que un viajante de comercio debería visitar 
varias ciudades para que la distancia recorrida sea mínima. Se trata de un 
problema NP completo, en el que la única alternativa para su solución consiste 
en verificar todas las posibles opciones para encontrar cuál  es la óptima, hay 
que tener en cuenta que si el número de ciudades es n, el número de posibles 
recorridos a ensayar resulta ser n!/2n. 
Una de las soluciones para resolver este problema es usando Algoritmo 
Genéticos, puesto que una de sus aplicaciones es la resolución de problemas de 
optimización complejos, aquellos cuyo tiempo de ejecución mediante algoritmos 
convencionales crece exponencialmente o factorialmente con el aumento del 
tamaño del problema. 
Los algoritmos genéticos modelan un problema de optimización como un 
proceso evolutivo del tipo que se observa en la naturaleza. 
Se crea una población (un conjunto de candidatos, generalmente elegidos al 
azar) y se realiza una simulación en la que a medida que el tiempo va pasando, 
algunos candidatos procrean entre sí, y otros van muriendo. En cada generación, 
un porcentaje de los recién “nacidos" puede experimentar mutaciones al azar. En 
cada generación, se seleccionan los candidatos con mayor aptitud, de la misma 
manera que ocurre en la naturaleza. Para resolver un problema con un algoritmo 
de este tipo, debe entonces definirse una función de aptitud (que determine 
cuanto “bueno" es un candidato), una función de procreación (que tome dos 
candidatos y devuelva un tercero combinando las características de los dos 
primeros) y una ultima función de mutación (que modifica de forma aleatoria 
alguna característica de un candidato). El proceso es análogo a la situación 
natural y se suele usar cuando hay muchas variables en  
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juego y la relación que existe entre ellas no está clara. 
Los Algoritmos Genéticos son capaces de ir creando soluciones para problemas 
del mundo real. La evolución de dichas soluciones hacia valores óptimos del 
problema depende en buena medida de una adecuada codificación de las 
mismas. Los AG trabajan con una población de individuos, cada uno de los 
cuales representa una solución factible a un problema dado. A cada individuo se 
le asigna un valor o puntuación, relacionado con la bondad de dicha solución. En 
la naturaleza esto equivaldría al grado de efectividad de un organismo para 
competir por unos determinados recursos. Cuanto mayor sea la adaptación de 
un individuo al problema, mayor será la probabilidad de que el mismo sea 
seleccionado para reproducirse, cruzando su material genético con otro individuo 
seleccionado de igual forma. Este cruce producirá nuevos individuos 
descendientes de los anteriores los cuales comparten algunas de las 
características de sus padres.  
De esta manera se produce una nueva población de posibles soluciones, la cual 
reemplaza a la anterior y verifica la interesante propiedad de que contiene una 
mayor proporción de buenas características en comparación con la población 
anterior.  
Así a lo largo de las generaciones las buenas características se propagan a 
través de la población. Favoreciendo el cruce de los individuos mejor adaptados, 
van siendo exploradas las áreas más prometedoras del espacio de búsqueda. Si 
el Algoritmo Genético ha sido bien diseñado, la población convergerá hacia una 
solución óptima del problema. 
A continuación se expone un resumen de los conceptos básicos de un AG para 
poder programar uno para el TSP. 
Cromosoma (Genotipo): Contiene información de la solución que representan. 
Función de evaluación: o también conocida “Función Objetivo”, es la función de 
evaluación de cada cromosoma. 
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Fitness: oportunidad de reproducción que tiene cada individuo con respecto a 
toda la población. 
Cruzamiento: Escoger aleatoriamente algún o varios puntos de cruce, y copiar 
la información de un cromosoma hacia otro a partir del punto generado. 
Mutación: Cambia aleatoriamente la descendencia, según una probabilidad. 
Diversos estudios parecen indicar que la única manera de obtener resultados 
comparables a las buenas técnicas convencionales de búsqueda local, es 
incorporar el conocimiento específico del TSP a los AG. En muchos casos, la 
eficiencia de búsqueda de los métodos generales se incrementa fuertemente 
cuando se les provee alguna forma de conocimiento del dominio acerca del TSP. 
Las principales propuestas son: 
 
 En lugar de generar tours aleatorios, que forman los individuos de la 
población inicial de un AG, es posible usar una heurística de construcción 
de tours, tal como Nearest-Neighbour (vecino más proximo) o varias 
heurísticas de inserción. Como debe crearse una población completa, la 
heurística a usar debe ser capaz de producir diferentes tours. 
 
 La recombinación genética ofrece un gran potencial para el uso de 
elementos heurísticos. Pueden diseñarse operadores de crossover 
especiales, ligados a las características del TSP. 
 
 Es posible reemplazar la mutación por una de las heurísticas de 
mejoramiento de tours. 
 
 Pueden aplicarse heurísticas de mejoramiento iterativo a algunos o todos 
los individuos de la población actual. Estas heurísticas también pueden 
usarse para el post-procesamiento: sobre la población resultante, o 
solamente el mejor individuo, puede efectuarse una corrida adicional de 
un algoritmo de mejora del tour. 
 
El siguiente esquema, resume las posibilidades de incorporar heurísticas del 
TSP a un AG, mostrando una “plantilla” general para la construcción de un “AG 
heurístico”, mostrado en la figura 8.3. 
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Paso 1: Crear una población inicial por una heurística 
constructiva 
Paso 2: Aplicar una heurística de mejoramiento iterativo a la 
población inicial 
Paso 3: Evaluar la población resultante 
Paso 4: Mientras (no converge) 
4.1 Selección: elegir los padres para el apareamiento. 
4.2 Recombinación: ejecutar una heurística de crossover 
4.3 Aplicar una heurística de mejoramiento iterativo al resultado 
4.4 Mutación: modificar individuos con una probabilidad dada 
4.5 Reemplazo: reemplazar algunos padres con nuevos hijos 
4.6 Evaluar la población resultante 
Paso 5: Ejecutar el post-procesamiento aplicando una heurística 
de mejoramiento iterativo 
Paso 6: Evaluar la población resultante 
Paso 7: Devolver la mejor solución de la población 
 
Figura 8.3. Algoritmo heurístico. 
(Fuente: Trabajo de Grado. Título: Una metaheurística co-evolutiva para el TSP). 
 
 
Este esquema no sigue exactamente lo que se conocía como “Algoritmo 
Genético” en sus comienzos. En particular, la aplicación de optimización local a 
las soluciones individuales en los pasos 2 y 4.3 puede verse como un agregado 
casi herético: en el contexto de la motivación biológica original para el enfoque 
genético, involucra el desacreditado principio de Lamarck por el cual las 
habilidades adquiridas pueden ser heredadas. Sin embargo, tales pasos de 
optimización local parecen ser esenciales para obtener resultados competitivos 
para el TSP. 
 
El método descrito puede verse como un paso más allá en la dirección de 
programación evolutiva. Aunque la integración del conocimiento del dominio del 
TSP a los AG de acuerdo a este esquema parece un enfoque promisorio, varios 
intentos de usar heurísticas del TSP en pasos particulares de la “plantilla” no 
dieron buenos resultados.  
En el anexo II se muestra el código fuente en C++ del TSP. Por otro lado los 
algoritmos se pueden ver en el apartado de la experiencia computacional. 
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 8.3.1. Ejemplo de un AG para resolver un TSP. 
 Para resolver el problema TSP se codifica el cromosoma como indica en 
la figura 8.3.1. 
 
 
Figura 8.3.1. Cromosoma del problema. 
(Fuente: Elaboración propia). 
 
Representa el orden de las ciudades que debe seguir el agente para su 
recorrido. El tamaño de este arreglo es el número de ciudades del problema. Un 
hecho muy importante es que no puede existir una ciudad que se repita en el 
recorrido. 
 
La función de evaluación de cada cromosoma esta dado por la longitud del 
recorrido del mismo, es decir qué longitud recorre el agente si sigue el orden de 
las ciudades que están en el cromosoma. El recorrido completo es de ir de la 
primera hasta la n-sima ciudad y regresar a la ciudad de partida. 
El tipo de Cruzamiento que se utiliza es “Cruzamiento de un punto”, como 
muestra en la figura 8.3.2. 
 
Figura 8.3.2. Cruzamiento de un punto. 
(Fuente: Tesis. Título: Metaheurística Co-evolutiva). 
 
Después del cruzamiento, existe una ciudad que se repite en los cromosomas de 
los hijos: la ciudad 4 en el hijo 1 y la ciudad 7 en el hijo 2. 
Para resolver este problema, se hace lo siguiente: la ciudad que se repite en la 
parte heredada del padre 1, es reemplazada por alguna ciudad (no se encuentre 
en la parte de la ciudad a reemplazar) de la parte que no es heredada del padre 
2 (se muestra en la figura 8.3.3). 
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Figura 8.3.3. Solución del conflicto. 
(Fuente: Tesis. Título: Metaheurística Co-evolutiva). 
 
Para la mutación, se escoge aleatoriamente de la población (después del cruce) 
tantos individuos como la probabilidad de mutación lo indique. Se utiliza el tipo 
de mutación  intercambio (descrita en el apartado 8.2.2), el cual consiste en 
seleccionar aleatoriamente dos números (ciudades) y cambiarlos (se muestra en 
la figura 8.3.4).  
 
 
Figura 8.3.4. Mutación de intercambio. 
(Fuente: Tesis. Título: Metaheurística Co-evolutiva). 
 
El TSP por ser un NP-hard problem, la única forma en la que había sido tratado 
es por métodos heurísticos. Sin embargo, este tipo de métodos no proporcionan 
ninguna información sobre la calidad de la solución obtenida. Además, cuando el 
número de ciudades a recorrer es grande (por ejemplo 100) entonces las 
dimensiones del problema aumentan considerablemente y los métodos no son 
operativos desde el punto de vista práctico.1 
 
Al abordar el TSP usando AG’s, se ha observado que la codificación binaria no 
es la más apropiada. Entre las distintas alternativas propuestas la más natural es 
aquella en la que se codifica una ruta por un vector compuesto de tantos 
elementos como ciudades se deban recorrer, siendo el primer elemento del 
vector la primera ciudad. 
                                                 
1
 En ese caso el número total de diferentes rutas posibles es 100!=10258. El número de átomos del 
universo es aproximadamente 10128. 
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A continuación se expone un ejemplo muy simple para hallar el descendiente de 
un ejemplar. La notación se realiza con letras para comprender fácilmente su 
implementación. 
 
Partimos como dato, de dos cromosomas, que le hemos llamado, “Padres”. En la 
figura 8.3.5 se puede ver la copulación que generan. 
 
Dados los padres ABCDEFGHI y DABHGFICE, se construye una tabla en la que 
se reflejan las ciudades adyacentes a cada una de las del recorrido completo. 
 
 
Tabla 8.3.5.Ciudades adyacentes. 
(Fuente: Elaboración propia). 
 
 
La construcción del hijo comienza seleccionando una población inicial de unos 
de los padres.  
Se selecciona aquella que tiene menos ciudades adyacentes a ella (en caso de 
empate se escoge una aleatoriamente). Por ejemplo supongamos elegida la 
ciudad A. Esta ciudad esta conectada con las ciudades B, I y D. La siguiente 
ciudad que formará parte del descendiente saldrá de una de esas tres. B y D 
tienen 3 conexiones a otras tantas ciudades, mientras que la I tiene 4. Se efectúa 
entonces una elección aleatoria entre  B y D. De nuevo las candidatas para ser 
la siguiente ciudad en el recorrido son las ciudades directamente conectadas a 
D. Se escoge E que tiene 3 conexiones frente a las 4 de C. Continuando el 
proceso se obtiene finalmente el descendiente: 
 
ADEFGHBCI 
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 8.4. Búsqueda Tabú. 
 8.4.1. Desarrollo histórico. 
  
 Los orígenes de la Búsqueda Tabú [4][5][6][7][8] (Tabú Search) datan de 
finales de los 70. El nombre y la metodología fueron introducidos por Fred Glover 
(1989). En palabras del autor: 
 
“La búsqueda tabú tiene sus orígenes en procedimientos combinatorios aplicados a 
problemas de cubrimiento no lineales, en los finales de los años 70, y aplicada 
subsecuentemente a una diversa colección de problemas que van desde secuenciación 
y balance de canales de computación hasta análisis de clusters y planeamiento de 
espacio”. 
 
Los datos históricos indican que el término tabú (taboo) procede de la Polinesia, 
donde es usado por los aborígenes de la isla Tonga para referirse a cosas que 
no pueden ser tocadas porque son sagradas, una acepción más moderna la 
define como “Una prohibición impuesta por costumbres sociales como una 
medida de protección”, también como “marcada como que constituye un riesgo”, 
esta acepción es la que está más cerca de la esencia del método donde el riesgo 
a ser evitado es el de seguir un camino no productivo, incluyendo el de ser 
conducido a una trampa de la que no se puede salir, lo que científicamente es 
llamado óptimo local. 
 
 8.4.2. Definición. 
  
 Una búsqueda con lista tabú o Taboo Search consiste en partir de un 
candidato al azar (o generado con alguna otra heurística) y modificarlo 
progresivamente (mediante un segundo algoritmo) hasta que no sea posible 
obtener mejoras haciendo esa modificación. Su inconveniente es que encuentre 
un mínimo o máximo local. Lo cual, en principio, no sería útil, ya que en los 
problemas de optimización se buscan extremos globales. 
El procedimiento de la TS es el siguiente: 
 
Cuando se halla un candidato “inmejorable", se agrega a una lista tabú y se reinicia el 
proceso, con la premisa de que no se podrá generar un candidato que ya esté en la lista. 
Esto impide que el algoritmo se bloquee en extremos locales. Como toda meta-
heurística, este método tiene sus bemoles porque es simplista, pero puede presentar un 
comportamiento muy bueno en la práctica. 
       Estudio comparativo 
 de Algoritmos Genéticos y Búsqueda Tabú. 
 
  
 81 
 
 8.4.3. Conceptos básicos. 
 8.4.3.1. Conceptos de los métodos de búsqueda. 
 
 Dado un problema P de optimización combinatoria se utiliza “x” para 
denotar el conjunto de soluciones posibles del problema y “c” para la 
función objetivo. 
 Cada solución tiene un conjunto de posibles soluciones asociadas, que 
se denomina entorno o vecindario de “x” y se denota como N(x). 
 Cada solución del entorno puede obtenerse directamente a partir de x 
mediante una operación llamada movimiento. 
 La solución Inicial x0 dependerá del algoritmo específico que la genera, 
se puede usar una heurística para proporcionar una buena solución inicial 
o se puede partir de una solución obtenida aleatoriamente, lo usual es 
utilizar el conocimiento que se tiene de dónde podría haber una buena 
solución, pero, si no se tiene ninguna información puede partirse de 
cualquier valor y mejorarlo en el proceso de solución. 
 Un procedimiento de búsqueda local parte de una solución inicial x0, 
calcula su vecindario N(x0) y escoge una nueva solución x1 en ese 
vecindario, de acuerdo a un criterio de selección preestablecido. Es decir, 
realiza un movimiento que aplicado a x0 da como resultado x1, este 
proceso se realiza reiteradamente. 
 Se pueden definir diferentes criterios para seleccionar una nueva solución 
del entorno. Uno de los criterios más simples consiste en tomar la 
solución con mejor evaluación de la función objetivo, siempre que la 
nueva solución sea mejor que la actual. Este criterio, conocido como 
greedy (voraz, goloso), permite ir mejorando la solución actual mientras 
se pueda. 
 
En palabras del Sr. Fred Glover: 
 
“El óptimo local alcanzado no puede mejorarse mediante el movimiento definido. Sin 
embargo, el método empleado no permite garantizar, de ningún modo, que sea el óptimo 
global del problema. Más aún, dada la ”miopía” de la búsqueda local, es de esperar que 
en problemas de cierta dificultad, en general no lo sea.” 
 
El concepto de “mejor” depende del contexto del problema, por ejemplo en un 
modelo de producción, podrían dar el mismo valor máximo de función objetivo,  
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una combinación de productos en la que sólo se produce un ítem y otra 
combinación en la que se producen varios, matemáticamente dan el mismo valor 
para la función objetivo, pero comercialmente puede ser preferible una variedad 
de ítemes. 
 
El algoritmo se detiene cuando la solución no puede ser mejorada o cuando se 
cumple el criterio de parada. El riesgo que se corre es el de haber encontrado 
una solución óptima local, no la solución global del problema dada la “miopía” del 
método utilizado. 
Al aplicar un método de búsqueda cualquiera se puede presentar dos problemas: 
 
1. El algoritmo puede ciclar, revisitando soluciones ya vistas, por lo que habría 
que introducir un mecanismo que lo impida. 
 
2. El algoritmo podría iterar indefinidamente, por lo que se establece un criterio 
de parada. 
 
Esta limitación de los métodos de búsqueda es el punto de inicio de muchas de 
las técnicas metaheurísticas, entre ellas la Búsqueda Tabú. 
 8.4.3.2. Conceptos de la búsqueda tabú. 
  
 La búsqueda tabú puede ser aplicada directamente a expresiones 
verbales o simbólicas, sin necesidad de transformarlas a expresiones 
matemáticas, el requerimiento es que “x” pertenece a “S” (x es una solución 
factible) puede, por ejemplo, especificar condiciones lógicas o interconexiones 
que pueden ser difíciles de expresar matemáticamente por lo tanto será mejor 
dejarlas como expresiones verbales y codificarlas como reglas. Una solución 
pertenece al conjunto de elite dependiendo de su puntaje, el cual está 
relacionado con la función objetivo de la mejor solución encontrada durante la 
búsqueda, un óptimo local pertenece al conjunto de elite. 
La característica que distingue a la Búsqueda Tabú de las otras metaheurísticas 
de búsqueda es el uso de la memoria la cual tiene una estructura basada en una 
lista tabú y unos mecanismos de selección del siguiente movimiento. 
 
Otro elemento importante es la lista tabú que es una lista en el contexto 
computacional, donde se registran aquellas soluciones o atributos de soluciones 
que no deben ser elegidas. 
En el código de programación se ha programado la lista tabú que se conoce con 
el nombre de “pila”. 
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Una forma sencilla de construir una lista tabú consiste en que cada vez que se 
realiza un movimiento, se introduce su inverso (si se pasó de x0 a x1, el inverso 
es x1 a x0) en una lista circular, de forma que los elementos de dicha lista están 
penalizados durante un cierto tiempo.  
En el ANEXO II se puede ver los códigos de Búsqueda Tabú. 
 
Por tanto, si un movimiento está en la lista tabú no será aceptado, aunque 
aparentemente sea mejor solución que la solución actual. 
 
La lista tabú puede contener: 
 Soluciones visitadas recientemente. 
 Movimientos realizados recientemente. 
 Atributos o características que tenían las soluciones visitadas. 
 
El tamaño de la lista tabú (tabu tenure) es el tiempo o número de iteraciones que 
un elemento (movimiento o atributo) permanece en la lista tabú. Si todos los 
elementos tienen la misma tenure, ésta estará identificada por la longitud de la 
lista tabú, si es variable, es decir, todos los elementos de la lista tabú no tienen la 
misma tenure, un elemento que entró a la lista tabú antes que otro puede salir 
mucho después. Esto es, si un movimiento tipo 1 tiene asociada una tenure de 5 
y entra a la lista tabú en la iteración 30, (saldrá en la iteración 35) y si un 
movimiento tipo 2 tiene asociada una tenure de 2 y entra a la lista tabú en la 
iteración 31, saldrá de la misma en la iteración 33, entró después, pero sale 
antes. 
 
Por ejemplo si se está construyendo un árbol en un grafo, se parte de un nodo y 
se van agregando nodos (con su consiguiente arista), luego de algunas 
iteraciones puede necesitarse retirar una arista (con su correspondiente nodo), 
se tienen pues dos tipos de movimientos: agregar una arista (tipo 1) y retirar una 
arista (tipo 2), cuando un par de nodos (x,y) se agrega al árbol se hace una 
entrada a la lista tabú que penaliza su salida durante k1 iteraciones, 
análogamente cuando sale (u,v) se hace una entrada en la lista tabú que 
penaliza su entrada durante k2 iteraciones, como hay más aristas fuera del árbol 
que en él, se ve razonable implementar una estructura tabú que mantenga a una 
arista recientemente retirada con la condición tabú más tiempo (para dar 
oportunidad a otras aristas) que a una arista recientemente agregada. 
 
Al igual que las costumbres sociales pueden cambiar con el tiempo las 
soluciones tabú pueden dejar de serlo sobre la base de una memoria cambiante,  
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debe haber una forma de “olvido estratégico”, es decir que una solución o 
atributo pueda salir de la lista tabú antes de que se cumpla su plazo. Esto se 
implementa a través del criterio de aspiración, el cual permite que un movimiento 
sea admisible aunque esté clasificado como tabú. 
 
Las aspiraciones son de dos clases: 
 Aspiraciones de movimiento. 
 Aspiraciones de atributo. 
 
Una aspiración de movimiento, cuando se satisface, revoca la condición tabú del 
movimiento. Una aspiración de atributo, cuando se satisface revoca el status 
tabú del atributo. En éste último caso el movimiento puede o no cambiar su 
condición de tabú, dependiendo de sí la restricción tabú puede activarse por más 
de un atributo. 
 
Se pueden tener los siguientes criterios de aspiración: 
 
 Aspiración por Default: Si todos los movimientos posibles son clasificados 
como tabú, entonces se selecciona el movimiento “menos tabú”, es decir, 
si el movimiento m1 está penalizado en la lista tabú durante 2 iteraciones 
más y m2 está penalizado durante 1, m2 es menos tabú que m1. 
 
 Aspiración por Objetivo: Una aspiración de movimiento se satisface, 
permitiendo que un movimiento “x” sea un candidato para seleccionarse 
si, por ejemplo, F(x) < mejor costo. (en un problema de minimización). 
 
 Aspiración por Dirección de Búsqueda: Un atributo de aspiración para la 
solución “s” se satisface si la dirección en “s” proporciona un 
mejoramiento y el actual movimiento es un movimiento de mejora. 
 
Entonces “s” se considera un candidato Se define el concepto de movimiento por 
ser esencial para comprender el método de Búsqueda Tabú.[2] 
En el capítulo 1 se caracterizó el problema de optimización combinatoria como: 
 
(P) : Minimizar c(x) : x ∈  X en Rn. 
 
Donde X es el conjunto de soluciones factibles (discreto). 
Para resolver P se puede establecer convenientemente una secuencia de 
movimientos que llevan de una solución tentativa a otra. 
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Se define un movimiento s como el mapeo definido en un subconjunto X(s). 
Por ejemplo en el siguiente grafo, si el algoritmo está en el nodo i, (la solución 
factible i) los movimientos posibles son aquellos arcos que unen el nodo i con 
alguno de sus nodos adyacentes (otras posibles soluciones que se derivan de la 
solución i). 
 
A x ∈  X está asociado el conjunto N(x) (vecindario o entorno) el cual contiene 
los movimientos s ∈  S que pueden ser aplicados a x, es decir N(x) = { s ∈  S: x 
∈  X(s)}. 
 
En la i-ésima iteración, para evolucionar hacia otras soluciones, se selecciona 
éstas en un entorno N(xi), pero que no estén en la lista Tabú: (N(Xi) – {Lista 
Tabú}), evaluando cada una de las soluciones y quedándose con la mejor (que 
obviamente no es tabú). 
 
 
Para realizar una búsqueda completa, es deseable que el tamaño del entorno no 
sea elevado. Si se considera un entorno de tamaño grande, con objeto de 
reducir el tiempo de computación, se puede realizar la búsqueda en un 
subconjunto tomado aleatoriamente. 
 
 
Supongamos que el vecindario que se debe evaluar para determinar el siguiente 
movimiento es “grande” y es muy costoso en términos de tiempo de computación 
evaluar todos y cada uno de los vecinos, se pueden usar algunos procedimientos 
aleatorios tales como los métodos de Monte Carlo que muestrean el espacio de 
búsqueda hasta terminar finalmente mediante alguna forma de limitación de 
iteración. En todo caso se debe determinar el número de muestras y el tamaño 
de las mismas de tal modo que no ocasione más tiempo de procesamiento que 
una revisión exhaustiva del vecindario. 
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 8.4.3.3. Características de la búsqueda tabú (Uso de la memoria). 
  
 La búsqueda tabú se caracteriza porque utiliza una estrategia basada en 
el uso de estructuras de memoria para escapar de los óptimos locales, en los 
que se puede caer al “moverse” de una solución a otra por el espacio de 
soluciones. 
 
Las estructuras de memoria usadas son de dos tipos: 
 
Explicita: Cuando la solución se almacena de manera completa, se registran 
soluciones de elite visitadas durante la búsqueda. Por ejemplo {x1, x5, x7} donde 
las xi son soluciones ocurridas en iteraciones anteriores. 
Una extensión de esta memoria explícita registra vecindarios altamente 
atractivos pero inexplorados de las soluciones de elite. 
 
De atributos: Se guarda información acerca de ciertos atributos de las soluciones 
pasadas, para propósitos de orientación de la búsqueda. 
Este tipo de memoria registra información acerca de los atributos o 
características que cambian al moverse de una solución a otra. Por ejemplo en 
un grafo los atributos pueden consistir en nodos o arcos que son aumentados, 
eliminados o reposicionados por el mecanismo de movimientos. 
 
 
La memoria, por lo tanto puede ser explícita o de atributos o ambas. En síntesis, 
la estructura de memoria explicita almacena soluciones de elite (que dan un 
óptimo local) y la memoria de atributos tiene como propósito guiar la búsqueda. 
 
 
Es importante considerar que los métodos basados en búsqueda local requieren 
de la exploración de un gran número de soluciones en poco tiempo, por ello es 
crítico el reducir al mínimo el esfuerzo computacional de las operaciones que se 
realizan a menudo, lo que se puede conseguir registrando los atributos de las 
soluciones en vez de éstas para orientar la búsqueda más rápidamente. 
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La estructura de la memoria en la metaheurística de búsqueda tabú opera en 
relación a cuatro dimensiones principales: 
 
 Calidad 
 Influencia 
 Corto plazo (lo reciente) 
 Largo plazo (lo frecuente) 
 
La calidad se refiere a la habilidad para diferenciar el mérito de las soluciones, 
identifica qué las hace tan buenas e incentiva la búsqueda para reforzar las 
acciones que conducen a una buena solución y desalienta aquellas que 
conducen a soluciones pobres. 
 
La flexibilidad de la estructura de memoria permite que la búsqueda sea guiada 
en un contexto multiobjetivo, donde la bondad de una dirección de búsqueda 
particular puede estar determinada por más de una función, el concepto de 
calidad en la búsqueda tabú es más amplio que el usado implícitamente en los 
métodos de optimización, en los cuales se considera que un movimiento es de 
mejor calidad que otro porque produce una mejor “mejora” (tal es el caso del 
descenso más rápido), bajo el enfoque de búsqueda tabú un movimiento puede 
ser de mejor calidad si, por ejemplo, su frecuencia de ocurrencia en el pasado es 
baja o no ha ocurrido antes y nos permite explorar nuevas regiones. La definición 
de calidad de una solución es flexible y puede ser adaptado a la naturaleza del 
problema. 
 
La dimensión influencia, considera el impacto de las elecciones hechas durante 
la búsqueda, mide el grado de cambio inducido en la estructura de la solución o 
factibilidad, no sólo en calidad sino también en estructura, en un sentido la 
calidad puede entenderse como una forma de influencia. 
 
Registrar información acerca de las elecciones de un elemento de una solución 
particular incorpora un nivel adicional de aprendizaje, registra qué elementos o 
atributos generan ese impacto. 
 
Esta noción puede ser ilustrada para el problema de distribuir objetos 
desigualmente pesados entre cajas, donde el objetivo es dar a cada caja, tan 
aproximadamente como sea posible, el mismo peso. Un movimiento que 
transfiere un objeto muy pesado de una es un movimiento de alta influencia,  
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cambia significativamente la estructura de la solución actual, otro que 
intercambia objetos de pesos similares entre dos cajas no introduce mayor 
influencia. Tal movimiento puede no mejorar la solución actual, la solución actual 
es relativamente buena. 
 
Se privilegian los movimientos etiquetados como influyentes, pero esto no quiere 
decir que no se opte en alguna iteración por uno poco influyente, pues éstos 
pueden ser tolerados si proporcionan mejores valores hasta que las mejoras a 
partir de ellos parezcan ser insignificantes. En tal punto, y en ausencia de 
movimientos de mejora, los criterios de aspiración cambian para dar a los 
movimientos influyentes un rango mayor y éstos puedan salir de la lista tabú 
antes del plazo establecido en su tabú tenure. 
 
En el problema de distribuir objetos desigualmente pesados entre cajas, donde el 
objetivo es dar a cada caja, tan aproximadamente como sea posible, el mismo 
peso, una solución de calidad puede ser aquella que hace que la diferencia de 
pesos de las cajas sea pequeña, es decir las cajas están aproximadamente 
balanceadas. 
 
Estas dos dimensiones de la memoria: calidad e influencia, pueden estar 
consideradas de manera explícita en el algoritmo tabú, es decir, incluir una 
estructura de datos que registre la etiqueta de un movimiento o solución como de 
calidad y/o influyente paralela al registro de su condición tabú o no tabú; o puede 
estar dada de manera implícita, como considerar que es de calidad si es un 
óptimo local y/o considerar que es influyente si permite diversificar la búsqueda. 
Sin embargo las otras dos dimensiones: memoria de corto plazo y la de largo 
plazo, siempre van expresadas de manera explícita por medio de la lista tabú y 
de la tabla de frecuencias. 
 
Una distinción importante en la búsqueda tabú es la de diferenciar la memoria de 
corto plazo y la de largo plazo, cada tipo de memoria tiene sus propias 
estrategias, sin embargo, el efecto de la utilización de ambos tipos de memoria 
es el mismo: modificar el vecindario N(x) de la solución actual x (convertirlo en 
un nuevo vecindario N’(x). 
 
En la memoria de corto plazo, el vecindario es generalmente: 
N’(x) = {N(x) – Lista tabú} , N’(x)∈N(x) 
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En las estrategias que usan la memoria de largo plazo N’(x) puede ser 
expandido para incluir otras soluciones que no están en N(x). 
 
En ambos casos el vecindario de x en N(x) no es un conjunto estático sino un 
conjunto que varía dinámicamente de acuerdo a la historia de la solución x. 
En esencia la memoria de corto plazo utiliza la estructura tabú para penalizar la 
búsqueda y la memoria de largo plazo utiliza las frecuencias para determinar si 
un movimiento no tabú puede ser elegido o no. 
 
Memoria basada en lo reciente (corto plazo). 
 
Es una “memoria” donde se almacenan los últimos movimientos realizados, y 
que puede ser utilizada para “recordar” aquellos movimientos que hacen caer de 
nuevo en soluciones ya exploradas [20]. Su objetivo es penalizar la búsqueda 
para evitar el ciclado. 
 
Es una manera de definir el entorno o vecindario reducido de una solución, 
consiste en etiquetar como tabú las soluciones previamente visitadas en un 
pasado cercano (recency), ciertos movimientos se consideran prohibidos (tabú), 
de forma que no serán aceptados durante un cierto tiempo o un cierto número de 
iteraciones, se considera que tras un cierto número de iteraciones la búsqueda 
está en una región distinta y puede liberarse del status tabú. 
 
Memoria Basada en Frecuencia (largo plazo). 
 
La memoria basada en frecuencia proporciona un tipo de información que 
complementa la información proporcionada por la memoria basada en lo 
reciente, ampliando la base para seleccionar movimientos preferidos. Como lo 
reciente, la frecuencia a menudo toma en cuenta las dimensiones de calidad de 
la solución e influencia del movimiento. En esta estructura de memoria se 
registra la frecuencia de ocurrencias de los movimientos, las soluciones o sus 
atributos y puede ser: 
 
 Frecuencia de transiciones.- Cantidad de veces que una solución es la 
mejor o cantidad de veces que un atributo pertenece a una solución 
generada  
 Frecuencia de residencia.- Cantidad de iteraciones durante la cual un 
atributo pertenece a la solución generada. 
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Una alta frecuencia de residencia, por ejemplo, puede indicar que un atributo es 
altamente atractivo si S es una secuencia de soluciones de alta calidad, o puede 
indicar lo contrario si S es una secuencia de soluciones de baja calidad. Por otro 
lado, una frecuencia de residencia que es alta (baja) cuando S contiene tanto 
soluciones de alta como de baja calidad puede apuntar a atributo fortalecido (o 
excluido) que restringe al espacio de búsqueda, y que necesita ser desechado (o 
incorporado) para permitir diversidad. 
 
La memoria a largo plazo tiene dos estrategias asociadas: 
 
 Intensificar. 
 Diversificar la búsqueda. 
 
La intensificación consiste en regresar a regiones ya exploradas para estudiarlas 
más a fondo. Para ello se favorece la aparición de aquellos atributos asociados a 
buenas soluciones encontradas. 
Para evitar regresar a óptimos locales cada cierto número de iteraciones, la 
búsqueda tabú utiliza además otra estrategia, como es la diversificación. 
 
La Diversificación consiste en visitar nuevas áreas no exploradas del espacio de 
soluciones. Para ello se modifican las reglas de elección para incorporar a las 
soluciones atributos que no han sido usados frecuentemente. 
Una forma clásica de diversificación consiste en reiniciar periódicamente la 
búsqueda desde puntos elegidos aleatoriamente, si se tiene alguna información 
acerca de la región factible se puede hacer un “muestreo” para cubrir la región 
en lo posible, si no, cada vez se escoge aleatoriamente un punto de partida 
(método multi arranque). 
 
Otro método para diversificar propone registrar los atributos de los movimientos 
más utilizados en los anteriores movimientos, penalizándolos a través de una 
lista tabú a largo plazo y así explorar otros entornos. 
 
El uso racional de estas dos estrategias da lugar a dos características de la 
búsqueda tabú, el reencadenamiento de trayectorias y la oscilación estratégica. 
Una integración de las estrategias de intensificación y diversificación consiste en 
el re-encadenamiento de trayectorias (path relinking). 
 
Este acercamiento genera soluciones nuevas explorando trayectorias que 
“conectan” soluciones de elite, (óptimos locales) comenzando desde una de esas  
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soluciones, llamada solución inicial, y generando un camino en el vecindario que 
conduce a otras soluciones, llamadas soluciones que sirven de guía. En una 
colección dada de soluciones de elite, el papel de la solución inicial y una 
solución guía se pueden alternar. Esto es, se puede generar simultáneamente un 
conjunto de soluciones actuales, extendiendo caminos diferentes, y permitiendo 
que una solución inicial sea reemplazada (como una solución orientadora para 
las otras) por otra, si ésta satisface un criterio de aspiración suficientemente 
fuerte. Debido a que sus papeles son intercambiables, la solución inicial y la guía 
son llamadas soluciones de referencia. 
 
El proceso de generar caminos entre soluciones de referencia está acompañado 
por movimientos de selección que introducen atributos contenidos en las 
soluciones que operan como soluciones guías. El proceso también puede 
continuar más allá de una solución de referencia cambiando el criterio de 
selección de movimiento que estratégicamente introducen atributos que no están 
en las soluciones guías. 
 
En ambos casos, estos atributos están ponderados para determinar a cuáles 
movimientos se les da una prioridad superior. La generación de tales caminos 
dentro de un vecindario “reasocia” puntos previos en formas diferentes a las 
registradas en la historia previa de búsqueda. Por ejemplo al hacer una 
trayectoria alternativa entre la solución A y la solución B se puede llegar a una 
solución mejor, en la figura 3.3 se presentan dos trayectorias, la representada 
por una línea continua es la trayectoria por medio de la cual al salir de la solución 
A se llegó a la solución B usando un camino greedy en relación a la función 
objetivo (observar que hay una tendencia a disminuir la función objetivo), la línea 
punteada representa la trayectoria de re-encadenamiento (path relinking) la cual 
puede no estar gobernada tan fuertemente por seleccionar la mejor solución del 
vecindario que es lo que caracteriza a la solución greedy- sino por algún atributo 
que tiene la solución guía B. 
 
La oscilación estratégica guía los movimientos hasta que se llega a un límite 
que por lo general representaría un punto donde el método debe parar. 
En lugar de parar, se le permite al procedimiento cruzar ese límite modificando la 
definición de entorno y el criterio de evaluación, La repetición de este proceso 
oscilatorio de cruce de límite proporciona un marco adecuado para combinar 
estrategias de intensificación y diversificación. 
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Una ventaja de esta estrategia es que al moverse fuera de la frontera y retornar 
desde una diferente dirección se descubren oportunidades para mejoramiento 
que no son alcanzables cuando la búsqueda está confinada de una manera 
estrecha. En la figura 8.4.3.3 se representa gráficamente esta estrategia Sea S 
el espacio de búsqueda (el espacio de todas las soluciones posibles). 
 
La Búsqueda Tabú procede como cualquier algoritmo de búsqueda: Dada una 
solución x se define un entorno o vecindario N(x), se evalúa y se “mueve” a una 
mejor solución pero, en lugar de considerar todo el entorno o vecindario la 
búsqueda tabú define el entorno reducido N*(x) como aquellas soluciones 
disponibles (no tabú) del entorno de x. 
 
Generar solución inicial x0 
k := 1. 
x= x0. (x es la solución actual) 
MIENTRAS la condición de finalización no se encuentre 
HACER: 
Identificar N(x). (Vecindario de x) 
Identificar T(x,k). (Lista Tabú ) 
Identificar A(s,k). (Conjunto de Aspirantes) 
Determinar N*(x,k) = {N(x) – T(x,k)} ∪ A(x,k). (Vecindario reducido) 
Escoger la mejor x∈N*(x,k) 
“Guardar” x si mejora la mejor solución conocida xk := x. 
Actualizar la lista tabú. 
k := k+1. 
FIN MIENTRAS 
Figura 8.4.3.3. Algoritmo básico de Búsqueda Tabú. 
Fuente: Transparencias Búsqueda Tabú. Manuel Laguna). 
 
Al confeccionar la Lista Tabú se debe considerar: 
 
 Si sus elementos son soluciones completas o atributos. 
 Tamaño de la lista tabú (tabú tenure). 
 Si se usara memoria de atributos, elección de los atributos para 
almacenar en la lista tabú. 
 Establecer un criterio mediante el cual un movimiento tabú pueda ser 
aceptado (nivel de aspiración). 
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 8.4.3.4. Elementos para su implementación. 
 
 Algo que es básico e indispensable es que el solucionador del problema, 
el que usará la metaheurística de búsqueda tabú, esté familiarizado con el 
problema, conozca su naturaleza, la forma de las soluciones factibles de tal 
manera que pueda sugerir la configuración de la lista tabú, del vecindario y el 
criterio de aspiración. 
 
 
En la tabla 8.4.3.4. se presentan los componentes del algoritmo de Búsqueda 
tabú que deben estar determinados con claridad y precisión. 
 
 
 
 
Tabla 8.4.3.4. Componentes de búsqueda tabú. 
(Fuente: Tesi. Título: Investigación operativa. Capítulo 1: Problemas de optimización 
combinatoria). 
. 
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 8.4.3.5. Nomenclatura de la Búsqueda Tabú. 
  
 La notación es la siguiente: 
 
Xmejor: Mejor solución hallada (Mejor ordenación de piezas hallada). 
Zmejor: Valor de la mejor solución hallada. (Retraso medio que presenta Xmejor) 
Xcurso: Solución en curso. 
Zcurso: Valor de la solución en curso (Retraso medio que presenta la solución en 
curso). 
:vecX  Mejor solución vecina de .cursoX  
:vecZ  Valor de la mejor vecina de .cursoX (Retraso medio de la mejor vecina de la 
solución en curso). 
:
nt
vecX Mejor solución vecina no tabú de Xcurso. 
 
Se formaliza el algoritmo de la forma siguiente: 
 
Paso 0. Obtener una solución inicial Xcurso; Xmejor= Xcurso y cursomejor ZZ = . 
Paso 1. Hacer (hasta condición de fin): 
 
 Generar todas las soluciones vecinas de Xcurso. 
 Si vecX es la mejor solución hallada hasta el momento ( mejorvec ZZ < ): 
 veccursovecmejorvecmejor XXyZZXX === , . 
 En caso contrario, Xcurso=
nt
vecX  y actualizar la lista tabú. 
 
La solución inicial puede ser obtenida al azar o bien obtenida a partir de otro 
método de resolución. 
 
La condición de fin puede basarse en: 
 Tiempo máximo de aplicación del algoritmo. 
 Número máximo de vecinos generados durante la aplicación. 
 Un valor mínimo de T combinado con una ley de variación de T. 
 Número máximo de iteraciones sin variar la solución mejorada. 
 Combinación de lo anterior. 
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Generación del vecindario 
 
En la formalización del método se pone de manifiesto que se debe generar todo 
el vecindario de una solución en curso. 
 
Para los métodos anteriores se ha utilizado el azar en la generación del 
vecindario y no se mantiene ningún control sobre la ordenación del mismo, lo 
que deriva en algunas ventajas e inconvenientes comentados en los puntos 
correspondientes. 
En la búsqueda tabú se debe generar todo el vecindario de forma ordenada y 
luego clasificarlo en vecinos tabú y vecinos no tabú. 
En la clasificación y generación del vecindario se consume un tiempo elevado, 
por lo que generar de forma “sencilla” todos los vecinos puede resultar eficiente. 
A la vez, si el vecindario es muy amplio, se consume demasiado tiempo en cada 
iteración, por lo que se propone un vecindario en principio, no demasiado amplio. 
Para generar el vecindario de una solución cualquiera se propone lo siguiente: 
 
Figura 8.4.3.5. Secuencia de n piezas. 
(Fuente: PFC. Título: Producción en máquinas en serie con tiempos dependientes de la 
secuencia). 
 
Si el vecino k no es el último vecino, el vecino k se obtiene permutando las 
piezas que ocupan la posición k y k+1 en la secuencia. Es decir: 
 
 
Figura 8.4.3.6. Permutación de las piezas que ocupan la posición k y k+1. 
(Fuente: PFC. Título. Producción en máquinas en serie con tiempos dependientes de la 
secuencia). 
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Si el vecino k es el último vecino (k=n), el último vecino se obtiene permutando la 
piezas primera y última de la secuencia. 
 
 
Figura 8.4.3.7. Permutación de las piezas que ocupan la posición n y n+1. 
(Fuente: PFC. Título: Producción en máquinas en serie con tiempos dependientes de la 
secuencia). 
 
De esta forma, se generan todos los vecinos de una solución de forma sencilla y 
rápida. El vecindario de cualquier secuencia de piezas no es muy amplio sino 
que está compuesto por n vecinos, siendo n el número de piezas. 
 8.4.3.6. Identificación de una regla de la lista tabú. 
 
 En la lista tabú se archivan reglas para evitar entrar en un bucle. 
Anteriormente se ha indicado que archivar propiedades de las soluciones 
visitadas resulta más eficiente que conservar las soluciones visitadas completas. 
Es decir, si una secuencia de piezas es en la actualidad una solución en curso, 
se prohibirá que sea solución en curso secuencias parecidas a la actual hasta 
que transcurra un determinado tiempo, salvo que presenten mejores resultados. 
La forma de conseguirlo es la siguiente: 
 
Sea la solución en curso de la siguiente secuencia de 4 piezas: 
 
 
Figura 8.4.3.8. Solución en curso. 
(Fuente: PFC. Título: Producción en máquinas en serie con tiempos dependientes de la 
secuencia). 
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Inicialmente la lista tabú está vacía. 
 
Sea la siguiente secuencia de piezas el mejor vecino de la solución en curso 
(corresponde al vecino 2, si se generan los vecinos de la forma indicada en el 
punto anterior, es decir, permutando las piezas que ocupan la posición 2 y 3 en 
la secuencia) y presenta un valor de retraso medio peor que la anterior solución 
en curso: 
 
Figura 8.4.3.9. Permutando la solución en curso. 
(Fuente: PFC Título: Producción en máquinas en serie con tiempos dependientes de la 
secuencia). 
 
En estas condiciones el método tomaría como nueva solución en curso este 
vecino y, en la siguiente iteración volvería a la solución en curso primitiva al 
presentar un valor de retraso medio mejor. Para evitarlo, se incluye en la lista 
tabú una propiedad de la solución en curso primitiva de la siguiente forma: 
 
Será tabú toda solución en la cual las piezas que ocupen la posición k y k+1 en 
la secuencia coincidan con las piezas que ocupan la posición k y k+1 en la 
secuencia que es actualmente la solución en curso, siendo el vecino k el mejor 
vecino no tabú. 
 
Es decir, que para este caso, será tabú toda solución en la cual se cumpla que la 
pieza 1, ocupa la posición 2 (el mejor vecino 2) y la pieza 2 ocupe la posición 3. 
La regla tabú es precisamente esta propiedad. 
 
 
Figura 8.4.4.0.Regla Tabú. 
(Fuente: PFC. Título: Producción en máquinas en serie con tiempos dependientes de la 
secuencia). 
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8.4.4. Ejemplo de Búsqueda Tabú. 
 
 En este apartado se pretende hacer un ejemplo para entender los 
conceptos que se han ido introduciendo de la Búsqueda Tabú [27]. 
 
Hemos Partido de una secuencia de tareas que a priori se supone que es una 
buena solución para un problema dado. Es la siguiente: 
 
0 1 2 3 4 
 
A continuación hemos creado soluciones vecinas. Intercambiando las posiciones 
i y i+1 de la permutación inicial (primera iteración). 
 
1 0 2 3 4 
0 2 1 3 4 
0 1 3 2 4 
0 1 2 4 3 
 
De manera que se obtiene n-1 soluciones posibles siendo n el número de tareas. 
 
A continuación se calcula la función objetivo de cada secuencia. Se supone que 
la mejor solución es la siguiente. 
 
0 2 1 3 4 
 
Se puede explorar las soluciones vecinas de la mejor solución que hemos 
obtenido. Basta con repetir los anteriores pasos con la nueva solución. 
 
2 0 1 3 4 
0 1 2 3 4 
0 2 3 1 4 
0 2 1 4 3 
 
La secuencia señalada en color amarillo ha sido repetida en la iteración 1 con lo 
que se guarda en la lista tabú (lista prohibida). Por otro lado la secuencia 
señalada en azul es la nueva mejor solución. 
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Este procedimiento se iterará un número de veces determinado. Aunque se 
puede llegar al error de entrar en un ciclo, el cual nos puede llevar al punto de 
partida. Por lo que hay que operar con una buena condición de parada. 
 
Para la implementación de este método de búsqueda de soluciones hemos 
empleado el siguiente algoritmo. Aunque no incorpora la lista tabú es un primer 
paso para implementar el método en cuestión (El código fuente lo ha realizado el 
director del proyecto, Jose Mª Sallan Leyes). Los otros códigos de Búsqueda 
Tabú se incorporan en el apartado de la experiencia computacional. 
 
Para i=0 hasta n hacer 
p[i] ← i 
 
para i=0 hasta n hacer 
pb[i] ←  p[i] 
 
zb ← makespan(m, n, t, pb) 
 
para count=0 hasta iter hacer 
 
para j=0 hasta n-1 hacer 
 
para i=0 hasta n hacer 
s[j][i] ← p[i] 
finpara 
 
aux ← s[j][j] 
s[j][j] ←  s[j][j+1] 
s[j][j+1] ← aux 
finpara 
 
k ← 0 
zk ← infinito 
 
para j=0 hasta n-1 hacer 
z ← makespan(m, n, t, s[j]) 
si z < zk hacer 
zk ← z 
k ← j 
finsi 
finpara 
 
para i=0 hasta n hacer 
p[i] ← s[k][i] 
 
si zk < zb hacer 
zb ←  zk 
para i=0 hasta n hacer 
pb[i] ←  p[i] 
finsi 
 
finpara 
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Como hemos comentado a lo largo de los diferentes apartados. La Búsqueda 
Tabú consiste en encontrar soluciones vecinas. Es lo que se pretende con el 
algoritmo anterior. El procedimiento es el siguiente: 
 
Se guarda la solución inicial y la secuencia. Después se busca soluciones en sus 
alrededores permutando la secuencia, con la función intercambiar. 
Posteriormente se guarda la mejor de las secuencias y soluciones, para 
compararla con la inicial que habíamos tenido al principio. Esto se realiza un 
número determinado de iteraciones (iter). 
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9. Experiencia Computacional. 
9.1. Introducción. 
 
 En esta fase del proyecto se pretende, como dice el objeto, estudiar la 
efectividad de las metaheurísticas que se han ido comentando a lo largo de la 
memoria que son los Algoritmos Genéticos y la Búsqueda Tabú. 
 
Partimos de unos datos que corresponden a una serie de ejemplares1, facilitados 
por el tutor del proyecto (Jose Mª Sallan Leyes, departamento de Organización 
Industrial). Estos ejemplares son para el problema del FSP.  
 
En un principio se conoce la solución de todos los ejemplares. O más bien se 
conoce el rango de los valores máximo y mínimo de la solución, por donde se 
mueve el óptimo. 
 
Los ejemplares facilitados por el tutor contienen las siguientes características: 
 
 20 tareas por 5 máquinas. 
 20 tareas por 10 máquinas. 
 20 tareas por 20 máquinas. 
 50 tareas por 5 máquinas. 
 50 tareas por 10 máquinas 
 50 tareas por 20 máquinas 
 100 tareas por 5 máquinas 
 100 tareas por 10 máquinas 
 100 tareas por 20 máquinas. 
 
En cada grupo de ejemplar existen 10 ejemplares distintos. Es decir en total 
hemos operado con 90 ejemplares. 
 
En la siguiente página web, facilitada por el tutor del proyecto, se pueden 
encontrar los ejemplares tanto para el FSP como para algunas clases de 
problemas de optimización combinatoria (como por ejemplo el TSP). Así como el 
rango válido de soluciones. 
http://mistic.heig-vd.ch/taillard/problemes.dir/problemes.html 
                                                 
1
 Un ejemplar para el FSP, en nuestro caso, es la matriz de tiempos entre tareas. 
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Además de las variantes comentadas se han cambiado los siguientes 
parámetros: 
 
 Tamaño de la población inicial. 
 Probabilidad de mutación. 
 
Para el tamaño de la población inicial hemos añadido una población de 30 y 50 
individuos. No se ha llegado a introducir una población de 100, ya que el 
programa no ha sido capaz de ejecutarlas debido a dos posibles razones: 
 
 La memoria del ordenador. 
 Rendimiento del programa1, ya que este se podía haber hecho con 
punteros (array no nulo con más memoria) para potenciar su ejecución. 
 
La probabilidad de mutar se ha fijado en tres valores 0, 0.5 y 1. El primer valor 
indica que no mutaran, el segundo que mutaran o no (dependiendo del número 
aleatorio) y el tercero que mutaran todos. 
 
Disponemos de tres variantes de Algoritmos Genéticos, que son AG1, AG2, AG3 
y AG4. Estas variantes de Algoritmos se diferencian en dos cosas. 
 
 Método de combinación (un punto de corte o dos puntos de cortes). 
 Método de mutación (mutación de intercambio o mutación shift). 
 
Como venimos diciendo el objetivo principal es hallar la efectividad de los 
algoritmos programados. Por lo que en un primer paso se va a extraer del 
programa los siguientes resultados para su determinación: 
 
 Solución óptima (tiempo acumulado de procesado de tareas (en el caso 
del FSP) y distancia total mínima recorrida (en el caso del TSP)). 
 Tiempo de ejecución (tiempo en que tarda en ejecutarse el programa). 
 Secuencia de tareas óptima, es decir el orden óptimo con el que van a 
ser procesadas las tareas. Así como el número de máquinas y tareas. 
 Tamaño de la población, condición de parada y probabilidad de mutación. 
 Secuencia de la población inicial.  
 Secuencias de los progenitores (hijos). 
 Secuencias de los progenitores mutados (hijos mutados). 
                                                 
1
  En nuestro caso la programación se ha realizado con vectores y matrices. Lo cual limita un poco 
la memoria. Si se programara con punteros se podría aumentar la extensión de la población. 
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El primer resultado figura a lo largo de este documento. Los otros resultados se 
pueden ver en el ANEXO IV. 
 
Los tres últimos resultados no se expondrán en los ANEXOS ni en MEMORIA ya 
que son solo para comprobar la veracidad de los programas. 
 
Para la Búsqueda Tabú se partirá de una solución más o menos buena, ya que 
como se ha comentado en el apartado 8.4 este método se mueve por soluciones 
locales, por lo que si partimos de una buena solución posiblemente se encuentre 
una solución mejor. 
 
Como hemos dicho partiremos de una buena solución. Esta solución se 
encontrará por un programa llamado NEH, creado por el tutor del proyecto Jose 
María Sallán Leyes. 
 
Esta heurística [27] consiste en lo siguiente: 
 
 Se ordena las n tareas por orden decreciente de las sumas de los 
tiempos de procesado de las tareas en las máquinas. 
 
 Cogemos la dos primeras tareas y las colocamos de manera que 
obtengamos el makespan mínimo. 
 
 Hacemos el paso anterior pero con 3 tareas y así hasta n.  
 
A continuación se expone un ejemplo para entender mejor los puntos básicos del 
NEH. 
 
Partimos del ejemplar siguiente, constituido por 6 tareas y 4 máquinas. 
 
5 56 3 61 73 75 
16 89 49 15 89 45 
13 59 49 85 85 9 
58 56 20 85 53 35 
 
Seguimos los puntos comentados: 
 Primero ordenamos las tareas en orden decreciente, en cuanto a 
tardanza en las máquinas. A simple vista la tarea 5 es la que tarda más. 
La suma de cada una de ellas en el procesado de las máquinas es la 
siguiente: 
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92 260 121 246 300 164 
T1 T2 T3 T4 T5 T6 
 
Por lo que las ordenamos siguiendo este criterio. 
T5 T2 T4 T6 T3 T1 
 
 A continuación cogemos las dos primeras tareas y calculamos el 
makespan mínimo: 
 
Si cogemos 5 y 2. Obtenemos un makespan de 366 en cambio si cogemos 2 y 5 
obtenemos 372. Con lo cual partimos de la primera combinación para el paso 
siguiente. 
 
 Para tres tareas sería un símil del paso anterior, lo único es que 
obtendríamos más combinaciones es decir existen 3 combinaciones 
distintas. 
 
T4 T5 T2 
T5 T4 T2 
T5 T2 T4 
 
Para cada una de ellas calcularíamos su makespan para poder optar por la 
mejor combinación. En definitiva para n tareas obtendríamos n combinaciones. 
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9.2. Pseudocódigos. 
 
Los códigos programados de los AG1, AG2, AG3, AG4, NEH y TS se incluyen en 
el ANEXO II. Aunque los pseudocódigos se muestran en esta sección. Tanto 
para el TSP como para el FSP [23], los códigos son los mismos para cada 
problema, únicamente cambia la función objetivo. 
 
AG1 
Para i=0 hasta npop hacer 
zinicial1[i] ← infinito 
finpara 
 
para i=0 hasta npop*(npop-1)/2 hacer 
zinicial2[i] ← infinito 
zinicial3[i] ← infinito 
finpara 
 
Para c=0; c hasta npop hacer 
Para j=0 hasta n hacer 
poblacion[c][j] ← j 
finpara 
 
para j=n-1 hasta 0 hacer 
f ←  rand()%(j+1) 
aux ← poblacion[c][j] 
poblacion[c][j] ←  poblacion[c][f] 
poblacion[c][f] ← aux  
finpara 
finpara 
 
para j=0 hasta n hacer 
pmejor[0][j] ← j 
 
para i=0 hasta npop hacer 
zmejor[i] ← 20000 
 
para a=0 hasta condicion_parada hacer 
cont ← 0 
para i=0  hasta npop i++ 
para j=(i+1) hasta npop hacer 
h ← rand()%n 
 
para k=0 hasta h hacer 
phijo[cont][k] ← poblacion[i][k] 
finpara 
 
para k=0 hasta n hacer 
s[i][k] ← false 
finpara 
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para k=0 hasta h hacer 
c ← 0 
mientras poblacion[j][c] ≠ poblacion[i][k]) hacer 
c++; 
finmientras 
s[i][c] ← true 
finpara 
c ← h+1 
para k=0 hasta n hacer 
si s[i][k]=false hacer 
phijo[cont][c] ← poblacion[j][k] 
c=c+1 
finsi 
finpara 
cont ← cont+1 
finpara 
finpara 
 
para i=0 hasta npop hacer 
z[i] ← makespan(m,n,t,poblacion[i]) 
si zinicial1[i]>z[i] hacer 
zinicial1[i] ← z[i]; 
finsi 
finpara 
 
para i=0 hasta (npop*(npop-1)/2) hacer 
zhijo[i] ← makespan(m,n,t,phijo[i]) 
si zinicial2[i]>zhijo[i] 
zinicial2[i] ← zhijo[i] 
finsi 
finpara 
 
para i=0 hasta npop-1 hacer 
para j=i+1 hasta npop hacer 
si zinicial1[i]>zinicial1[j] hacer 
aux ← zinicial1[i] 
zinicial1[i] ← zinicial1[j] 
zinicial1[j] ← aux 
para k=0 hasta n hacer 
auxi ← poblacion[i][k] 
poblacion[i][k] ← poblacion[j][k] 
poblacion[j][k] ← auxi 
finpara 
finsi 
finpara 
finpara 
 
para j=0 hasta n hacer 
poblacion[npop-1][j] ← pmejor[0][j]; 
zinicial1[npop-1] ← zmejor[0] 
 
para i=0 hasta ((npop*(npop-1)/2)-1) hacer 
para j=i+1 hasta (npop*(npop-1)/2) hacer 
si zinicial2[i]>zinicial2[j] hacer 
aux ← zinicial2[i] 
zinicial2[i] ← zinicial2[j] 
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zinicial2[j] ← aux; 
para k=0 hasta n hacer 
auxi ← phijo[i][k] 
phijo[i][k] ← phijo[j][k] 
phijo[j][k] ← auxi; 
finsi 
finpara 
finpara 
finpara 
 
para i=0 hasta npop hacer 
si zinicial1[i]>zinicial2[i] hacer 
zinicial1[i] ← zinicial2[i] 
para j=0 hasta n hacer 
poblacion[i][j] ← phijo[i][j] 
para k=0 hasta n hacer 
pmejor[0][k] ← phijo[0][k] 
zmejor[0] ← zhijo[0] 
finsi 
finpara 
 
g1 ← rand()%1000 
g2 ← g1/1000 
si pmut>=g2 hacer 
 
para i=0 hasta (npop*(npop-1)/2) hacer 
 
hacer 
f1 ← rand()%n 
f2 ← rand()%n; 
finhacermientras f1 = f2 
 
auxi ← phijo[i][f1] 
phijo[i][f1] ← phijo[i][f2] 
phijo[i][f2] ← auxi 
finpara 
 
para i=0 hasta (npop*(npop-1)/2) hacer 
zmut[i] ← makespan(m,n,t,phijo[i]) 
si zinicial3[i]>zmut[i] 
zinicial3[i] ← zmut[i] 
finpara 
para i=0 hasta ((npop*(npop-1)/2)-1) hacer 
para j=i+1 hasta (npop*(npop-1)/2) hacer  
si zinicial3[i]>zinicial3[j] hacer 
aux ← zinicial3[i] 
zinicial3[i] ← zinicial3[j] 
zinicial3[j] ← aux 
 
para k=0 hasta n hacer 
auxi ← phijo[i][k] 
phijo[i][k] ← phijo[j][k] 
phijo[j][k] ← auxi 
finsi 
finpara 
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finpara 
finpara 
 
para i=0 hasta npop hacer 
si ((zinicial2[i]>zinicial3[i]) and (zinicial1[i]>zinicial3[i])) hacer  
zinicial1[i] ← zinicial3[i] 
para j=0 hasta n hacer 
poblacion[i][j] ← phijo[i][j] 
para k=0 hasta n hacer 
pmejor[0][k] ← phijo[0][k] 
zmejor[0] ← zhijo[0] 
finsi 
finpara 
 
//funcio makespan 
entero makespan(entero m,entero n,entero t[50][100],entero p[100]) 
 
 
k[0][0] ← t[0][p[0]] 
 
para j=1 hasta n hacer 
k[0][j] ← k[0][j-1]+t[0][p[j]] 
finpara 
 
para i=1 hasta m hacer 
k[i][0] ← k[i-1][0]+t[i][p[0]] 
finpara 
 
para i=1 hasta m hacer 
para j=1 hasta n hacer 
si k[i][j-1]>k[i-1][j] hacer 
k[i][j] ← k[i][j-1]+t[i][p[j]] 
finsi 
sino 
k[i][j]=k[i-1][j]+t[i][p[j]]; 
finsi 
finpara 
finpara 
 
devuelve k[m-1][n-1] 
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AG2 
 
Para i=0 hasta npop hacer 
zinicial1[i] ← infinito 
finpara 
para i=0 hasta npop*(npop-1)/2 hacer 
zinicial2[i] ← infinito 
zinicial3[i] ← infinito 
finpara 
 
Para c=0; c hasta npop hacer 
Para j=0 hasta n hacer 
poblacion[c][j] ← j 
finpara 
 
para j=n-1 hasta 0 hacer 
f ←  rand()%(j+1) 
aux ← poblacion[c][j] 
poblacion[c][j] ←  poblacion[c][f] 
poblacion[c][f] ← aux  
finpara 
finpara 
 
para j=0 hasta n hacer 
pmejor[0][j] ← j 
 
para i=0 hasta npop hacer 
zmejor[i] ← 20000 
 
para a=0 hasta condicion_parada hacer 
cont ← 0 
para i=0  hasta npop i++ 
para j=(i+1) hasta npop hacer 
 
h ← rand()%n 
 
para k=0 hasta h hacer 
phijo[cont][k] ← poblacion[i][k] 
finpara 
 
para k=0 hasta n hacer 
s[i][k] ← false 
finpara 
 
para k=0 hasta h hacer 
c ← 0 
 
mientras poblacion[j][c] ≠ poblacion[i][k]) hacer 
c++; 
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finmientras 
s[i][c] ← true 
finpara 
c ← h+1 
 
para k=0 hasta n hacer 
si s[i][k]=false hacer 
phijo[cont][c] ← poblacion[j][k] 
c=c+1 
finsi 
finpara 
cont ← cont+1 
finpara 
finpara 
 
para i=0 hasta npop hacer 
z[i] ← makespan(m,n,t,poblacion[i]) 
si zinicial1[i]>z[i] hacer 
zinicial1[i] ← z[i]; 
finsi 
finpara 
 
para i=0 hasta (npop*(npop-1)/2) hacer 
zhijo[i] ← makespan(m,n,t,phijo[i]) 
si zinicial2[i]>zhijo[i] 
zinicial2[i] ← zhijo[i] 
finsi 
finpara 
 
para i=0 hasta npop-1 hacer 
para j=i+1 hasta npop hacer 
si zinicial1[i]>zinicial1[j] hacer 
aux ← zinicial1[i] 
zinicial1[i] ← zinicial1[j] 
zinicial1[j] ← aux 
para k=0 hasta n hacer 
auxi ← poblacion[i][k] 
poblacion[i][k] ← poblacion[j][k] 
poblacion[j][k] ← auxi 
finpara 
finsi 
finpara 
finpara 
para j=0 hasta n hacer 
poblacion[npop-1][j] ← pmejor[0][j]; 
zinicial1[npop-1] ← zmejor[0] 
 
para i=0 hasta ((npop*(npop-1)/2)-1) hacer 
para j=i+1 hasta (npop*(npop-1)/2) hacer 
si zinicial2[i]>zinicial2[j] hacer 
aux ← zinicial2[i] 
zinicial2[i] ← zinicial2[j] 
zinicial2[j] ← aux; 
para k=0 hasta n hacer 
auxi ← phijo[i][k] 
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phijo[i][k] ← phijo[j][k] 
phijo[j][k] ← auxi; 
finsi 
finpara 
finpara 
finpara 
 
para i=0 hasta npop hacer 
si zinicial1[i]>zinicial2[i] hacer 
zinicial1[i] ← zinicial2[i] 
para j=0 hasta n hacer 
poblacion[i][j] ← phijo[i][j] 
para k=0 hasta n hacer 
pmejor[0][k] ← phijo[0][k] 
zmejor[0] ← zhijo[0] 
finsi 
finpara 
 
g1 ← rand()%1000; 
g2 ← g1/1000; 
si pmutar>=g2 hacer 
para i=0 hasta (npop*(npop-1)/2) hacer 
 
hacer 
f1 ← rand()%n 
f2 ← rand()%n 
finhacermientras f1 >= f2 
 
para j=(f1+1) hasta f2 hacer 
pmut[i][j] ← phijo[i][j-1] 
finsi 
 
pmut[i][f1] ← phijo[i][f2] 
 
para j=0 hasta f1 hacer 
pmut[i][j] ← phijo[i][j] 
 
para j=(f2+1) hasta n hacer 
pmut[i][j] ← phijo[i][j] 
finpara 
 
para i=0 hasta (npop*(npop-1)/2) hacer 
zmut[i] ← makespan(m,n,t,phijo[i]) 
si zinicial3[i]>zmut[i] 
zinicial3[i] ← zmut[i] 
finpara 
 
para i=0 hasta ((npop*(npop-1)/2)-1) hacer 
para j=i+1 hasta (npop*(npop-1)/2) hacer  
si zinicial3[i]>zinicial3[j] hacer 
aux ← zinicial3[i] 
zinicial3[i] ← zinicial3[j] 
zinicial3[j] ← aux 
 
para k=0 hasta n hacer 
auxi ← phijo[i][k] 
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phijo[i][k] ← phijo[j][k] 
phijo[j][k] ← auxi 
finsi 
finpara 
finpara 
finpara 
 
para i=0 hasta npop hacer 
si ((zinicial2[i]>zinicial3[i]) and (zinicial1[i]>zinicial3[i])) hacer  
zinicial1[i] ← zinicial3[i] 
para j=0 hasta n hacer 
poblacion[i][j] ← phijo[i][j] 
para k=0 hasta n hacer 
pmejor[0][k] ← phijo[0][k] 
zmejor[0] ← zhijo[0] 
finsi 
finpara 
 
//función makespan 
entero makespan(entero m,entero n,entero t[50][100],entero p[100]) 
 
 
k[0][0] ← t[0][p[0]] 
 
para j=1 hasta n hacer 
k[0][j] ← k[0][j-1]+t[0][p[j]] 
finpara 
 
para i=1 hasta m hacer 
k[i][0] ← k[i-1][0]+t[i][p[0]] 
finpara 
 
para i=1 hasta m hacer 
para j=1 hasta n hacer 
si k[i][j-1]>k[i-1][j] hacer 
k[i][j] ← k[i][j-1]+t[i][p[j]] 
finsi 
sino 
k[i][j]=k[i-1][j]+t[i][p[j]]; 
finsi 
finpara 
finpara 
devuelve k[m-1][n-1] 
 
AG3 
 
Para i=0 hasta npop hacer 
zinicial1[i] ← infinito 
finpara 
 
para i=0 hasta npop*(npop-1)/2 hacer 
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zinicial2[i] ← infinito 
zinicial3[i] ← infinito 
finpara 
 
Para c=0; c hasta npop hacer 
 
para j=0 hasta n hacer 
poblacion[c][j] ← j 
finpara 
 
para j=n-1 hasta 0 hacer 
f ←  rand()%(j+1) 
aux ← poblacion[c][j] 
poblacion[c][j] ←  poblacion[c][f] 
poblacion[c][f] ← aux  
finpara 
finpara 
 
para j=0 hasta n hacer 
pmejor[0][j] ← j 
 
para i=0 hasta npop hacer 
zmejor[i] ← 20000 
 
para a=0 hasta condicion_parada hacer 
cont ← 0 
para i=0  hasta npop i++ 
para j=(i+1) hasta npop hacer 
 
hacer 
f1 ← rand()%n 
f2 ← rand()%n 
finmientras f2<=f1 hacer 
para i=0 hasta n hacer 
s[i] ← false 
finpara 
para i=0 hasta f1 hacer 
phijo[i] ← p1[i] 
finpara 
 
para i=0 hasta f1 hacer 
c ← 0 
mientras p2[c] ≠ p1[i] 
c++ 
finmientras 
s[c] ← true 
finpara 
para i=f2 hasta n hacer 
phijo[i] ← p1[i] 
finpara 
para i=f2 hasta n hacer 
c ← 0 
mientras p2[c] ≠ p1[i] hacer 
c++ 
finmientras 
s[c]=true; 
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finpara 
c=f1+1; 
 
para i=0 hasta n hacer 
si s[i]=false hacer 
phijo[c] ← p2[i] 
c ← c+1 
finsi 
finpara 
cont ← cont+1 
finpara 
finpara 
 
para i=0 hasta npop hacer 
z[i] ← makespan(m,n,t,poblacion[i]) 
si zinicial1[i]>z[i] hacer 
zinicial1[i] ← z[i]; 
finsi 
finpara 
 
para i=0 hasta (npop*(npop-1)/2) hacer 
zhijo[i] ← makespan(m,n,t,phijo[i]) 
si zinicial2[i]>zhijo[i] 
zinicial2[i] ← zhijo[i] 
finsi 
finpara 
 
para i=0 hasta npop-1 hacer 
para j=i+1 hasta npop hacer 
si zinicial1[i]>zinicial1[j] hacer 
aux ← zinicial1[i] 
zinicial1[i] ← zinicial1[j] 
zinicial1[j] ← aux 
para k=0 hasta n hacer 
auxi ← poblacion[i][k] 
poblacion[i][k] ← poblacion[j][k] 
poblacion[j][k] ← auxi 
finpara 
finsi 
finpara 
finpara 
 
para j=0 hasta n hacer 
poblacion[npop-1][j] ← pmejor[0][j]; 
zinicial1[npop-1] ← zmejor[0] 
 
para i=0 hasta ((npop*(npop-1)/2)-1) hacer 
para j=i+1 hasta (npop*(npop-1)/2) hacer 
si zinicial2[i]>zinicial2[j] hacer 
aux ← zinicial2[i] 
zinicial2[i] ← zinicial2[j] 
zinicial2[j] ← aux; 
 
para k=0 hasta n hacer 
auxi ← phijo[i][k] 
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phijo[i][k] ← phijo[j][k] 
phijo[j][k] ← auxi; 
finsi 
finpara 
finpara 
finpara 
 
para i=0 hasta npop hacer 
si zinicial1[i]>zinicial2[i] hacer 
zinicial1[i] ← zinicial2[i] 
para j=0 hasta n hacer 
poblacion[i][j] ← phijo[i][j] 
para k=0 hasta n hacer 
pmejor[0][k] ← phijo[0][k] 
zmejor[0] ← zhijo[0] 
finsi 
finpara 
 
g1 ← rand()%1000 
g2 ← g1/1000 
si pmut>=g2 hacer 
 
para i=0 hasta (npop*(npop-1)/2) hacer 
 
hacer 
f1 ← rand()%n 
f2 ← rand()%n; 
finhacermientras f1 = f2 
 
auxi ← phijo[i][f1] 
phijo[i][f1] ← phijo[i][f2] 
phijo[i][f2] ← auxi 
finpara 
 
para i=0 hasta (npop*(npop-1)/2) hacer 
zmut[i] ← makespan(m,n,t,phijo[i]) 
si zinicial3[i]>zmut[i] 
zinicial3[i] ← zmut[i] 
finpara 
 
para i=0 hasta ((npop*(npop-1)/2)-1) hacer 
para j=i+1 hasta (npop*(npop-1)/2) hacer  
si zinicial3[i]>zinicial3[j] hacer 
aux ← zinicial3[i] 
zinicial3[i] ← zinicial3[j] 
zinicial3[j] ← aux 
 
para k=0 hasta n hacer 
auxi ← phijo[i][k] 
phijo[i][k] ← phijo[j][k] 
phijo[j][k] ← auxi 
finsi 
finpara 
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finpara 
finpara 
 
para i=0 hasta npop hacer 
si ((zinicial2[i]>zinicial3[i]) and (zinicial1[i]>zinicial3[i])) hacer  
zinicial1[i] ← zinicial3[i] 
para j=0 hasta n hacer 
poblacion[i][j] ← phijo[i][j] 
para k=0 hasta n hacer 
pmejor[0][k] ← phijo[0][k] 
zmejor[0] ← zhijo[0] 
finsi 
finpara 
 
//funcio makespan 
entero makespan(entero m,entero n,entero t[50][100],entero p[100]) 
 
k[0][0] ← t[0][p[0]] 
 
para j=1 hasta n hacer 
k[0][j] ← k[0][j-1]+t[0][p[j]] 
finpara 
 
para i=1 hasta m hacer 
k[i][0] ← k[i-1][0]+t[i][p[0]] 
finpara 
 
para i=1 hasta m hacer 
para j=1 hasta n hacer 
si k[i][j-1]>k[i-1][j] hacer 
k[i][j] ← k[i][j-1]+t[i][p[j]] 
finsi 
sino 
k[i][j]=k[i-1][j]+t[i][p[j]]; 
finsi 
finpara 
finpara 
 
devuelve k[m-1][n-1] 
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AG4 
 
Para i=0 hasta npop hacer 
zinicial1[i] ← infinito 
finpara 
para i=0 hasta npop*(npop-1)/2 hacer 
zinicial2[i] ← infinito 
zinicial3[i] ← infinito 
finpara 
 
Para c=0; c hasta npop hacer 
Para j=0 hasta n hacer 
poblacion[c][j] ← j 
finpara 
 
para j=n-1 hasta 0 hacer 
f ←  rand()%(j+1) 
aux ← poblacion[c][j] 
poblacion[c][j] ←  poblacion[c][f] 
poblacion[c][f] ← aux  
finpara 
finpara 
 
para j=0 hasta n hacer 
pmejor[0][j] ← j 
para i=0 hasta npop hacer 
zmejor[i] ← 20000 
 
para a=0 hasta condicion_parada hacer 
cont ← 0 
para i=0  hasta npop i++ 
para j=(i+1) hasta npop hacer 
 
hacer 
f1 ← rand()%n 
f2 ← rand()%n 
finmientras f2<=f1 hacer 
para i=0 hasta n hacer 
s[i] ← false 
finpara 
 
para i=0 hasta f1 hacer 
phijo[i] ← p1[i] 
finpara 
para i=0 hasta f1 hacer 
c ← 0 
mientras p2[c] ≠ p1[i] 
c++ 
finmientras 
s[c] ← true 
finpara 
 
para i=f2 hasta n hacer 
phijo[i] ← p1[i] 
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finpara 
para i=f2 hasta n hacer 
c ← 0 
mientras p2[c] ≠ p1[i] hacer 
c++ 
finmientras 
s[c]=true; 
finpara 
c=f1+1; 
 
para i=0 hasta n hacer 
si s[i]=false hacer 
phijo[c] ← p2[i] 
c ← c+1 
finsi 
 
cont ← cont+1 
finpara 
finpara 
 
para i=0 hasta npop hacer 
z[i] ← makespan(m,n,t,poblacion[i]) 
si zinicial1[i]>z[i] hacer 
zinicial1[i] ← z[i]; 
finsi 
finpara 
para i=0 hasta (npop*(npop-1)/2) hacer 
zhijo[i] ← makespan(m,n,t,phijo[i]) 
si zinicial2[i]>zhijo[i] 
zinicial2[i] ← zhijo[i] 
finsi 
finpara 
 
para i=0 hasta npop-1 hacer 
para j=i+1 hasta npop hacer 
si zinicial1[i]>zinicial1[j] hacer 
aux ← zinicial1[i] 
zinicial1[i] ← zinicial1[j] 
zinicial1[j] ← aux 
para k=0 hasta n hacer 
auxi ← poblacion[i][k] 
poblacion[i][k] ← poblacion[j][k] 
poblacion[j][k] ← auxi 
finpara 
finsi 
finpara 
finpara 
para j=0 hasta n hacer 
poblacion[npop-1][j] ← pmejor[0][j]; 
zinicial1[npop-1] ← zmejor[0] 
 
para i=0 hasta ((npop*(npop-1)/2)-1) hacer 
para j=i+1 hasta (npop*(npop-1)/2) hacer 
si zinicial2[i]>zinicial2[j] hacer 
aux ← zinicial2[i] 
       Estudio comparativo 
 de Algoritmos Genéticos y Búsqueda Tabú. 
 
  
 119 
 
zinicial2[i] ← zinicial2[j] 
zinicial2[j] ← aux; 
 
para k=0 hasta n hacer 
auxi ← phijo[i][k] 
phijo[i][k] ← phijo[j][k] 
phijo[j][k] ← auxi; 
finsi 
finpara 
finpara 
finpara 
 
para i=0 hasta npop hacer 
si zinicial1[i]>zinicial2[i] hacer 
zinicial1[i] ← zinicial2[i] 
para j=0 hasta n hacer 
poblacion[i][j] ← phijo[i][j] 
para k=0 hasta n hacer 
pmejor[0][k] ← phijo[0][k] 
zmejor[0] ← zhijo[0] 
finsi 
finpara 
 
g1 ← rand()%1000; 
g2 ← g1/1000; 
si pmutar>=g2 hacer 
para i=0 hasta (npop*(npop-1)/2) hacer 
hacer 
f1 ← rand()%n 
f2 ← rand()%n 
finhacermientras f1 >= f2 
 
para j=(f1+1) hasta f2 hacer 
pmut[i][j] ← phijo[i][j-1] 
finsi 
pmut[i][f1] ← phijo[i][f2] 
 
para j=0 hasta f1 hacer 
pmut[i][j] ← phijo[i][j] 
 
para j=(f2+1) hasta n hacer 
pmut[i][j] ← phijo[i][j] 
finpara 
 
para i=0 hasta (npop*(npop-1)/2) hacer 
zmut[i] ← makespan(m,n,t,phijo[i]) 
si zinicial3[i]>zmut[i] 
zinicial3[i] ← zmut[i] 
finpara 
 
para i=0 hasta ((npop*(npop-1)/2)-1) hacer 
para j=i+1 hasta (npop*(npop-1)/2) hacer  
si zinicial3[i]>zinicial3[j] hacer 
aux ← zinicial3[i] 
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zinicial3[i] ← zinicial3[j] 
zinicial3[j] ← aux 
 
para k=0 hasta n hacer 
auxi ← phijo[i][k] 
phijo[i][k] ← phijo[j][k] 
phijo[j][k] ← auxi 
finsi 
finpara 
finpara 
finpara 
 
para i=0 hasta npop hacer 
si ((zinicial2[i]>zinicial3[i]) and (zinicial1[i]>zinicial3[i])) hacer  
zinicial1[i] ← zinicial3[i] 
 
para j=0 hasta n hacer 
poblacion[i][j] ← phijo[i][j] 
para k=0 hasta n hacer 
pmejor[0][k] ← phijo[0][k] 
zmejor[0] ← zhijo[0] 
finsi 
finpara 
 
//función makespan 
entero makespan(entero m,entero n,entero t[50][100],entero p[100]) 
 
 
k[0][0] ← t[0][p[0]] 
 
para j=1 hasta n hacer 
k[0][j] ← k[0][j-1]+t[0][p[j]] 
finpara 
 
para i=1 hasta m hacer 
k[i][0] ← k[i-1][0]+t[i][p[0]] 
finpara 
 
para i=1 hasta m hacer 
para j=1 hasta n hacer 
si k[i][j-1]>k[i-1][j] hacer 
k[i][j] ← k[i][j-1]+t[i][p[j]] 
finsi 
sino 
k[i][j]=k[i-1][j]+t[i][p[j]]; 
finsi 
finpara 
finpara 
devuelve k[m-1][n-1] 
       Estudio comparativo 
 de Algoritmos Genéticos y Búsqueda Tabú. 
 
  
 121 
 
Heurística NEH 
 
Para j=0 hasta n hacer 
suma[j] ←  0; 
 
para i=0 hasta m hacer 
suma[j] ←  suma[j] + t[i][j] 
visto[j] ←  false 
ptest[j] ←  0 
finpara 
 
para j=0 hasta n hacer 
min ←  infinito 
 
para i=0 hasta n hacer 
si ((suma[i]<min) and (visto[i]=false))hacer 
min ←  suma[i] 
posmin ←  i 
finsi 
finpara  
 
lista[j] ←  posmin 
visto[posmin] ←  true 
finpara 
 
p[0] ←  lista[0] 
 
para j=1 hasta n hacer 
zbest ←  infinito 
 
para k=0; hasta j hacer 
para i=0 hasta j hacer 
si i<k hacer 
ptest[i] ← p[i] 
si i=k hacer 
ptest[i] ← lista[j] 
si i>k hacer 
ptest[i] ← p[i-1] 
finpara 
z ← makespan(m, j, t, ptest) 
si z<zbest hacer 
zbest ←  z 
kbest ←  k 
finsi 
finpara 
 
para i=0 hasta j hacer 
si i<kbest hacer 
ptest[i] ←  p[i] 
si i=kbest hacer 
ptest[i] ←  lista[j] 
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si i>kbest hacer 
ptest[i] ←  p[i-1] 
finpara 
 
para i=0 hasta j hacer 
p[i] ←  ptest[i] 
 
Búsqueda Tabú 
 
 Para i=0 hasta n hacer 
 pb[i] ←  p[i] 
 finpara 
 zb ←  makespan(m, n, t, pb) 
 
 tabusize ←  7; 
 para i=0 hasta tabusize hacer 
 tabulist[i][0] ←  -i-1 
 tabulist[i][1] ←  -i-1 
 finpara 
 
 iter ←  1000; 
 infinito ←  1000000 
 
 para count=0 hasta iter hacer 
  
 k ← 0 
 zk ←  infinito 
 
 para j=0 hasta n-1 hacer 
 tabumov ←  false 
 
 para i=0 hasta tabusize hacer 
 si tabulist[i][0]=j && tabulist[i][1]=p[j+1] hacer 
 tabumov ← true 
 fsi 
 
 si tabumov = false hacer 
 aux ←  p[j] 
 p[j] ←  p[j+1] 
 p[j+1] ←  aux 
 
 z ←  makespan(m, n, t, p) 
 
 si z < zk hacer 
 zk ←  z 
 k ←  j 
 finsi 
  
 aux ←  p[j+1] 
 p[j+1] ←  p[j] 
 p[j] = aux 
 finpara 
 finpara 
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 para i=tabusize-2 hasta 0 hacer 
 tabulist[i+1][0] ←  tabulist[i][0] 
 tabulist[i+1][1] ←  tabulist[i][1] 
 finpara 
 
 tabulist[0][0] ←  k 
 tabulist[0][1] ←  p[k] 
 
 aux ←  p[k] 
 p[k] ←  p[k+1] 
 p[k+1] ←  aux 
 
 si zk < zb hacer 
 zb ←  zk 
 
 para i=0 hasta n hacer 
 pb[i] ←  p[i] 
 finsi 
 finpara 
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9.3. Resultados obtenidos con los Algoritmos Genéticos y con el 
NEH. 
 
 En este apartado se pretende comparar la efectividad de una heurística 
frente a los Algoritmos Genéticos. Esta comparación es simple ya que solo 
miramos que solución es mejor, en el apartado 9.5 se compara con más detalle. 
A continuación se puede ver en las tablas 9.3 las soluciones de las variantes 
programadas: Algoritmo Genético 1, Algoritmo Genético 2 y del NEH. 
 
    npop=30,p=0 npop=30,p=0.5 npop=30,p=1 npop=50,p=0 
Ejemplar NEH AG1 AG1 AG1 AG1 
1 1364 1297 1297 1297 1297 
2 1383 1402 1383 1366 1365 
3 1289 1201 1132 1132 1175 
4 1478 1393 1328 1309 1350 
5 1363 1314 1254 1254 1291 
6 1322 1243 1228 1220 1228 
7 1302 1294 1266 1251 1268 
8 1353 1326 1225 1255 1225 
9 1376 1290 1277 1253 1324 
10 1225 1222 1108 1127 1140 
11 1790 1643 1626 1618 1686 
12 1950 1773 1684 1764 1767 
13 1659 1603 1570 1564 1583 
14 1521 1465 1474 1430 1447 
15 1622 1523 1463 1479 1535 
16 1693 1539 1459 1435 1482 
17 1707 1578 1509 1550 1569 
18 1670 1665 1613 1653 1662 
19 1812 1672 1608 1640 1662 
20 1814 1656 1635 1658 1672 
21 2507 2432 2402 2413 2414 
22 2366 2214 2184 2119 2247 
23 2707 2454 2417 2383 2462 
24 2514 2372 2286 2328 2286 
25 2542 2386 2378 2341 2378 
26 2426 2383 2314 2289 2282 
27 2468 2410 2317 2311 2403 
28 2448 2393 2292 2225 2286 
29 2471 2409 2324 2302 2328 
30 2517 2349 2230 2272 2348 
31 2826 2777 2752 2752 2752 
32 2971 2989 2882 2890 2890 
33 2759 2823 2671 2666 2688 
34 2944 2876 2848 2791 2876 
35 2964 2919 2864 2890 2901 
36 2997 2933 2863 2922 2929 
       Estudio comparativo 
 de Algoritmos Genéticos y Búsqueda Tabú. 
 
  
 125 
 
37 2903 2827 2768 2804 2824 
38 2839 2828 2722 2704 2799 
39 2723 2656 2624 2571 2670 
40 2898 2911 2842 2783 2829 
41 3296 3411 3179 3142 3281 
42 3170 3256 3046 3041 3226 
43 3215 3343 3044 3058 3157 
44 3270 3374 3264 3204 3328 
45 3329 3272 3218 3155 3244 
46 3345 3348 3189 3150 3247 
47 3300 3482 3291 3271 3410 
48 3294 3266 3182 3213 3265 
49 3149 3248 3053 3063 3178 
50 3523 3393 3216 3216 3329 
51 4210 4322 4163 4103 4191 
52 4179 4147 4001 3949 4182 
53 3992 4134 3928 3943 4009 
54 4254 4318 4019 3948 4110 
55 4157 4240 3849 3867 4261 
56 4037 4169 3964 3969 4080 
57 4049 4185 3981 4014 4293 
58 4179 4141 4041 3948 4163 
59 4296 4233 4085 4047 4127 
60 4182 4243 4091 3979 4197 
61 5598 5554 5527 5501 5566 
62 5447 5412 5360 5290 5379 
63 5331 5474 5266 5211 5260 
64 5226 5165 5044 5059 5067 
65 5474 5441 5288 5312 5436 
66 5349 5267 5185 5161 5234 
67 5445 5405 5305 5304 5407 
68 5316 5272 5145 5137 5228 
69 5594 5702 5528 5508 5603 
70 5529 5506 5386 5363 5417 
71 6107 6185 6032 5994 6255 
72 5682 5769 5666 5467 5814 
73 5960 6065 5886 5841 6025 
74 6164 6351 6077 6079 6292 
75 5950 5899 5760 5719 6068 
76 5628 5781 5471 5492 5813 
77 5845 5933 5777 5800 5975 
78 6053 6097 5914 5826 6008 
79 6140 6335 6083 6062 6217 
80 6243 6258 6027 6017 6201 
81 6806 7106 6906 6788 7199 
82 6723 7110 6874 6721 7056 
83 6797 7292 6915 6821 7102 
84 6858 7247 6837 6799 7022 
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85 6861 7212 6831 6891 7072 
86 6885 7101 6885 6834 7184 
87 6882 7114 6912 6828 7073 
88 7088 7331 7036 6994 7115 
89 6800 7174 6940 6827 7074 
90 7012 7317 7049 6951 7112 
Nºveces 
mejor 0 1 8 10 2 
Tabla 9.3. Soluciones del FSP con los diferentes métodos. 
(Fuente: Elaboración propia).  
 
npop=50,p=0.5 npop=50,p=1 npop=30,p=0 npop=30,p=0.5 npop=30,p=1 npop=50,p=0 
AG1 AG1 AG2 AG2 AG2 AG2 
1297 1297 1297 1297 1297 1297 
1365 1366 1396 1365 1365 1388 
1132 1098 1163 1107 1110 1135 
1331 1344 1410 1309 1302 1385 
1258 1250 1325 1254 1250 1262 
1224 1220 1224 1224 1219 1239 
1251 1251 1261 1259 1270 1279 
1230 1218 1256 1214 1217 1258 
1277 1287 1330 1253 1261 1358 
1122 1126 1190 1152 1145 1164 
1610 1633 1664 1626 1632 1685 
1703 1696 1812 1738 1722 1752 
1551 1535 1606 1539 1539 1618 
1404 1411 1482 1447 1432 1473 
1473 1533 1514 1479 1520 1516 
1438 1406 1495 1443 1435 1466 
1523 1495 1616 1557 1537 1576 
1641 1575 1656 1608 1593 1643 
1638 1636 1728 1636 1608 1678 
1644 1636 1661 1659 1633 1654 
2406 2360 2432 2399 2394 2395 
2154 2146 2251 2161 2155 2203 
2410 2375 2481 2403 2393 2398 
2264 2279 2320 2259 2296 2257 
2341 2334 2452 2344 2324 2367 
2293 2270 2334 2274 2294 2389 
2332 2330 2488 2313 2299 2430 
2248 2278 2362 2289 2256 2340 
2258 2282 2419 2297 2309 2347 
2241 2226 2307 2225 2298 2346 
2749 2724 2764 2802 2752 2774 
2890 2890 2992 2887 2882 2950 
2655 2624 2700 2678 2666 2728 
2784 2770 2871 2782 2763 2848 
2864 2887 2922 2908 2908 2925 
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2857 2874 2967 2861 2857 2877 
2771 2761 2884 2818 2829 2775 
2717 2705 2758 2733 2710 2778 
2569 2585 2647 2614 2617 2605 
2782 2796 2898 2786 2786 2834 
3153 3123 3363 3147 3136 3255 
3025 3025 3210 3090 3074 3218 
3058 2987 3276 3053 2998 3157 
3165 3170 3322 3197 3161 3282 
3132 3158 3289 3191 3174 3266 
3154 3140 3208 3193 3106 3303 
3289 3278 3447 3271 3271 3352 
3197 3178 3340 3169 3145 3291 
3132 3025 3300 3119 3110 3145 
3269 3204 3366 3248 3308 3429 
4056 4040 4318 4034 4073 4406 
3977 3934 4127 4055 3986 4057 
3918 3850 4083 3906 3920 4089 
4007 4009 4297 3964 3928 4043 
3873 3861 4051 3907 3864 4172 
3946 3961 4280 3945 3942 4087 
3977 3928 4169 4013 3983 4118 
4025 3946 4196 3986 3944 4176 
4014 4016 4160 4047 4103 4153 
3983 3991 4289 4031 3984 4144 
5522 5505 5592 5546 5527 5527 
5284 5290 5385 5296 5290 5536 
5219 5221 5333 5249 5213 5334 
5035 5035 5094 5044 5040 5085 
5299 5267 5486 5331 5303 5336 
5161 5164 5260 5161 5161 5249 
5328 5269 5422 5313 5307 5341 
5137 5122 5257 5128 5129 5204 
5466 5506 5671 5473 5506 5636 
5363 5371 5531 5342 5451 5414 
5990 5927 6430 6082 5954 6232 
5524 5493 5768 5563 5557 5839 
5869 5864 6086 5928 5918 5951 
6064 6005 6445 6139 6047 6298 
5680 5674 5977 5806 5746 5926 
5507 5434 5680 5557 5480 5662 
5770 5748 5921 5781 5788 5920 
5779 5802 6204 5848 5797 6007 
5979 6031 6202 6137 5985 6223 
6041 5903 6168 6057 5994 6199 
6795 6677 7000 6855 6769 6915 
6779 6665 7000 6758 6699 6906 
6808 6736 7000 6846 6863 7000 
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6739 6674 7000 6795 6774 6988 
6782 6784 7000 6884 6753 7000 
6845 6827 7000 6886 6838 7000 
6829 6819 7000 6988 6761 7000 
6944 6964 7000 7000 7000 7000 
6873 6781 7000 6888 6840 7000 
6895 6826 7000 6909 6975 7000 
13 27 1 8 15 1 
Tabla 9.3. Soluciones del FSP con los diferentes métodos. 
(Fuente: Elaboración propia). 
npop=50,p=0.5 npop=50,p=1 
AG2 AG2 
1297 1297 
1366 1366 
1098 1107 
1323 1309 
1250 1250 
1224 1225 
1251 1251 
1217 1211 
1253 1253 
1143 1137 
1609 1618 
1704 1702 
1540 1564 
1398 1401 
1472 1470 
1435 1424 
1515 1526 
1607 1579 
1654 1624 
1647 1639 
2371 2391 
2120 2152 
2352 2389 
2266 2310 
2356 2367 
2268 2287 
2333 2313 
2239 2263 
2294 2298 
2249 2251 
2735 2752 
2863 2882 
2651 2630 
2778 2772 
2887 2904 
2870 2834 
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6721 6821 
6832 6729 
6941 6761 
6823 6826 
6818 6791 
6934 6879 
6791 6841 
6925 6913 
20 20 
 
Tabla 9.3. Soluciones del FSP con los diferentes métodos. 
(Fuente: Elaboración propia). 
2791 2746 
2708 2708 
2571 2591 
2802 2818 
3240 3162 
3005 3097 
3079 2994 
3191 3164 
3158 3143 
3143 3140 
3289 3292 
3142 3221 
3060 3025 
3227 3209 
4138 4056 
3984 3904 
3942 3917 
3927 3934 
3921 3872 
3944 3941 
3927 3966 
3944 3976 
4031 4047 
4031 3986 
5527 5546 
5290 5284 
5213 5221 
5086 5035 
5258 5255 
5161 5135 
5325 5343 
5133 5144 
5487 5467 
5390 5342 
5973 5962 
5573 5562 
5789 5800 
6031 6004 
5743 5675 
5430 5426 
5798 5745 
5763 5777 
6097 6003 
5956 5974 
6750 6676 
6665 6693 
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Los números marcados en negrita de las Tablas anteriores. Indican la solución 
mejor para ese ejemplar. En la figura 9.3 se pueden ver los mejores métodos en 
porcentajes. 
 
Representación del Ranking
0%1 6%
8%
2%
10%
21%
1%6%
12%
1%
16%
16%
 
Figura 9.3. Representación del ránking. 
(Fuente: Elaboración propia). 
 
Podemos realizar algunas conclusiones respecto de los resultados anteriores: 
 
 En el AG1 mutando todos los elementos y con una población inicial de 
50. Se obtiene mejores soluciones que con las otras variantes. Como 
vemos en el gráfico respecto los otros métodos este se obtiene un 21% 
de mejores soluciones. 
 
 No obstante el segundo mejor corresponde al AG2 con las características 
siguientes: mutando parcialmente todos los elementos y con una 
población inicial de 50. Se observa en el gráfico que corresponde al 16%. 
 
 También podemos decir que si no mutamos las soluciones no obtenemos 
mejores soluciones. Por lo tanto es imprescindible la función mutación 
para hallar mejores resultados. 
 
 Por otro lado la heurística NEH, pese a que ha tenido 0% de mejores 
soluciones comparado con los otros. Se puede decir que es una buena 
aproximación inicial. 
En los algoritmos AG1 y AG2 hemos empleado el crossover de un solo corte. A 
continuación compararemos este método con el crossover de dos cortes. Por lo 
tanto haremos una comparación de las soluciones mejores del AG1 y AG2 con 
AG3 y AG4. 
 
En primer lugar se muestra la Tabla 9.3.1, que son los resultados del makespan 
con el AG3. Considerando mutación de intercambio y crossover de dos puntos 
de cruce. 
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AG3 AG3 AG3 AG3 AG3 AG3 
npop=30,p=0 npop=30,p=0.5 npop=30,p=1 npop=50,p=0 npop=50,p=0.5 npop=50,p=1 
1332 1321 1297 1339 1297 1297 
1399 1389 1366 1377 1383 1366 
1132 1098 1132 1132 1132 1127 
1444 1331 1326 1354 1326 1316 
1295 1282 1250 1258 1250 1250 
1277 1228 1224 1226 1224 1217 
1309 1259 1251 1272 1251 1251 
1280 1229 1283 1307 1222 1216 
1321 1258 1260 1362 1255 1265 
1231 1127 1136 1192 1138 1108 
1678 1668 1637 1679 1622 1644 
1754 1744 1682 1731 1749 1691 
1620 1554 1595 1582 1531 1556 
1474 1452 1451 1488 1421 1418 
1550 1499 1471 1521 1478 1456 
1476 1451 1472 1512 1488 1436 
1524 1559 1561 1567 1556 1526 
1623 1582 1641 1641 1612 1618 
1685 1640 1636 1650 1625 1648 
1671 1647 1634 1719 1643 1617 
2439 2343 2378 2410 2314 2374 
2214 2168 2155 2166 2123 2140 
2434 2394 2363 2454 2419 2386 
2346 2347 2255 2266 2277 2263 
2384 2364 2357 2406 2333 2336 
2296 2274 2269 2353 2308 2258 
2371 2320 2327 2356 2315 2315 
2351 2355 2252 2286 2256 2239 
2449 2254 2318 2370 2308 2296 
2332 2269 2285 2284 2285 2281 
2879 2729 2752 2796 2752 2752 
2886 2884 2882 2985 2884 2882 
2762 2677 2641 2692 2667 2666 
2901 2782 2782 2820 2782 2843 
3026 2890 2922 2990 2908 2887 
3027 2852 2898 2946 2835 2857 
2831 2861 2758 2829 2749 2758 
2772 2780 2707 2831 2717 2717 
2642 2610 2571 2697 2570 2585 
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2880 2791 2789 2870 2782 2782 
3305 3248 3164 3301 3188 3140 
3179 3046 3020 3242 3030 3102 
3140 3137 3017 3183 3075 2991 
3298 3231 3226 3255 3194 3186 
3298 3171 3117 3241 3145 3171 
3333 3156 3192 3253 3150 3140 
3355 3271 3367 3277 3196 3235 
3276 3161 3267 3304 3145 3149 
3240 3092 3076 3134 3062 3041 
3355 3240 3221 3377 3216 3241 
4293 4159 4094 4299 4049 4035 
4149 4027 3932 4082 4024 3921 
4113 3939 3869 4051 3880 3864 
4180 3960 3975 4165 3973 3883 
4068 3965 3852 3969 3938 3851 
4177 4002 3914 4181 3861 3883 
4259 3963 3930 3987 3975 3966 
4089 4016 3923 4003 4024 4014 
4104 4003 4005 4112 3987 3936 
4175 4057 3940 4162 3994 3976 
5658 5529 5500 5564 5530 5527 
5442 5302 5316 5361 5290 5290 
5286 5243 5213 5333 5254 5213 
5178 5040 5084 5087 5035 5048 
5373 5313 5311 5398 5282 5255 
5337 5188 5228 5242 5161 5146 
5452 5305 5264 5371 5305 5305 
5283 5210 5142 5239 5141 5137 
5562 5486 5504 5588 5504 5507 
5556 5386 5386 5491 5391 5386 
6296 6088 5934 6098 5981 5903 
5929 5617 5589 5717 5498 5506 
6044 5964 5866 6011 5865 5897 
6168 6094 6011 6189 6032 5948 
6059 5746 5753 6009 5799 5638 
5622 5527 5457 5635 5453 5430 
6059 5832 5788 5857 5838 5733 
6047 5898 5846 6022 5844 5786 
6212 6187 5993 6147 5999 6038 
6261 6029 5986 6211 5962 5977 
7043 6797 6717 7042 6777 6743 
7039 6767 6637 7024 6772 6679 
7078 6896 6741 6943 6799 6635 
7085 6838 6692 7030 6802 6671 
7049 6893 6752 6970 6756 6811 
7191 6930 6903 7079 6838 6881 
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7169 6947 6842 7122 6946 6702 
7231 7037 6977 7092 6933 6960 
7055 6905 6802 7033 6731 6727 
7235 6949 6815 6945 6865 6834 
 
Puntuación 1 6 24 0 27 49 
 
Tabla 9.3.1. Soluciones del AG3. 
(Fuente: Elaboración propia). 
 
Hemos podido comprobar que el algoritmo (AG3) que ha obtenido mayor 
puntuación es el último cuyas características son: npop igual a 50 y probabilidad 
igual a 1. Hacemos el mismo procedimiento con el AG4. Tabla 9.3.2. 
AG4 AG4 AG4 AG4 AG4 AG4 
npop=30,p=0 npop=30,p=0.5 npop=30,p=1 npop=50,p=0 npop=50,p=0.5 npop=50,p=1 
1359 1321 1297 1297 1297 1285 
1383 1360 1366 1389 1366 1360 
1197 1098 1147 1162 1147 1132 
1384 1309 1347 1351 1356 1323 
1328 1271 1305 1332 1254 1250 
1272 1210 1245 1272 1258 1233 
1251 1277 1276 1271 1258 1251 
1329 1233 1222 1269 1239 1224 
1357 1255 1273 1287 1279 1262 
1163 1113 1127 1198 1131 1161 
1711 1683 1686 1667 1640 1623 
1803 1776 1722 1721 1686 1718 
1600 1543 1592 1532 1549 1532 
1461 1406 1431 1459 1456 1392 
1575 1447 1438 1516 1468 1449 
1500 1451 1442 1528 1423 1451 
1603 1502 1527 1557 1546 1529 
1659 1631 1647 1626 1654 1595 
1688 1620 1638 1678 1649 1643 
1718 1659 1651 1642 1651 1630 
2413 2407 2436 2353 2385 2313 
2217 2132 2161 2211 2132 2141 
2413 2396 2374 2426 2395 2388 
2434 2328 2315 2276 2284 2273 
2489 2398 2365 2437 2328 2305 
2377 2295 2270 2346 2312 2302 
2413 2344 2425 2368 2326 2330 
2348 2300 2292 2311 2275 2251 
2307 2317 2313 2412 2347 2307 
2340 2263 2267 2244 2303 2238 
2749 2735 2774 2767 2752 2774 
2979 2882 2905 2961 2871 2863 
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2715 2672 2637 2750 2690 2638 
2900 2815 2782 2856 2782 2780 
2965 2910 2864 2945 2908 2922 
2962 2857 2873 2906 2864 2934 
2871 2767 2782 2858 2746 2812 
2871 2728 2754 2774 2829 2785 
2670 2656 2623 2676 2571 2571 
2930 2784 2796 2901 2792 2801 
3315 3191 3195 3250 3174 3159 
3240 3123 3060 3129 2998 3023 
3170 3041 2982 3051 3038 3052 
3300 3246 3201 3292 3212 3128 
3328 3202 3175 3195 3247 3151 
3352 3197 3113 3259 3193 3165 
3303 3281 3293 3285 3248 3289 
3331 3145 3193 3290 3151 3160 
3245 3154 3013 3077 3139 3032 
3321 3203 3235 3356 3267 3216 
4357 4102 4124 4240 4042 4183 
4178 4024 4032 4070 3962 4023 
4030 3934 3894 3973 3911 3883 
4104 4095 4083 4201 3971 3923 
4074 3946 3948 4013 3867 3911 
4094 3948 3962 4054 3991 3830 
4245 4011 3974 4047 4020 3949 
4199 3979 4028 4139 3883 3960 
4237 4009 4056 4113 4050 3984 
4133 4017 4028 4059 4006 3946 
5644 5588 5539 5575 5540 5527 
5471 5302 5302 5473 5290 5290 
5353 5251 5257 5294 5239 5239 
5206 5132 5059 5137 5044 5044 
5442 5287 5287 5412 5314 5314 
5246 5161 5161 5234 5139 5186 
5429 5312 5326 5355 5384 5310 
5353 5147 5147 5282 5143 5133 
5653 5517 5454 5585 5507 5467 
5513 5438 5414 5422 5374 5414 
6154 6060 5985 6194 5942 5970 
5764 5648 5546 5608 5499 5556 
5982 5827 5782 5903 5841 5835 
6190 6135 6083 6361 6080 6047 
6021 5856 5769 5928 5762 5717 
5738 5464 5502 5637 5499 5458 
5995 5799 5831 5984 5795 5732 
6019 5887 5821 5954 5818 5858 
6272 6129 6033 6181 6044 6053 
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6281 6080 5914 6231 6043 5980 
7000 6724 6685 6879 6672 6710 
6962 6750 6705 6877 6797 6723 
7000 6893 6804 7000 6877 6766 
7000 6756 6773 6961 6704 6804 
7000 6827 6843 7000 6862 6856 
7000 6913 6891 7000 6834 6805 
7000 6865 6822 7000 6739 6834 
7000 7000 6980 7000 7000 6880 
7000 6982 6866 7000 6729 6802 
7000 6938 6916 7000 7000 6892 
            
2 19 14 1 23 42 
Tabla 9.3.2. Soluciones del AG4. 
(Fuente: Elaboración propia). 
 
Podemos ver como el AG4 con nop=50 y p=1 es el que obtiene mejores 
soluciones. 
El siguiente paso es comparar las soluciones mejores de cada algoritmo. Para 
ver cual es el método mejor. En la Tabla 9.3.3. se muestran los resultados. 
AG1 AG2 AG3 AG4 
npop=50,p=1 npop=50,p=1 npop=50,p=1 npop=50,p=1 
1297 1297 1297 1285 
1366 1366 1366 1360 
1098 1107 1127 1132 
1344 1309 1316 1323 
1250 1250 1250 1250 
1220 1225 1217 1233 
1251 1251 1251 1251 
1218 1211 1216 1224 
1287 1253 1265 1262 
1126 1137 1108 1161 
1633 1618 1644 1623 
1696 1702 1691 1718 
1535 1564 1556 1532 
1411 1401 1418 1392 
1533 1470 1456 1449 
1406 1424 1436 1451 
1495 1526 1526 1529 
1575 1579 1618 1595 
1636 1624 1648 1643 
1636 1639 1617 1630 
2360 2391 2374 2313 
2146 2152 2140 2141 
2375 2389 2386 2388 
2279 2310 2263 2273 
2334 2367 2336 2305 
 
       Estudio comparativo 
 de Algoritmos Genéticos y Búsqueda Tabú. 
 
  
 136 
2270 2287 2258 2302 
2330 2313 2315 2330 
2278 2263 2239 2251 
2282 2298 2296 2307 
2226 2251 2281 2238 
2724 2752 2752 2774 
2890 2882 2882 2863 
2624 2630 2666 2638 
2770 2772 2843 2780 
2887 2904 2887 2922 
2874 2834 2857 2934 
2761 2746 2758 2812 
2705 2708 2717 2785 
2585 2591 2585 2571 
2796 2818 2782 2801 
3123 3162 3140 3159 
3025 3097 3102 3023 
2987 2994 2991 3052 
3170 3164 3186 3128 
3158 3143 3171 3151 
3140 3140 3140 3165 
3278 3292 3235 3289 
3178 3221 3149 3160 
3025 3025 3041 3032 
3204 3209 3241 3216 
4040 4056 4035 4183 
3934 3904 3921 4023 
3850 3917 3864 3883 
4009 3934 3883 3923 
3861 3872 3851 3911 
3961 3941 3883 3830 
3928 3966 3966 3949 
3946 3976 4014 3960 
4016 4047 3936 3984 
3991 3986 3976 3946 
5505 5546 5527 5527 
5290 5284 5290 5290 
5221 5221 5213 5239 
5035 5035 5048 5044 
5267 5255 5255 5314 
5164 5135 5146 5186 
5269 5343 5305 5310 
5122 5144 5137 5133 
5506 5467 5507 5467 
5371 5342 5386 5414 
5927 5962 5903 5970 
5493 5562 5506 5556 
5864 5800 5897 5835 
6005 6004 5948 6047 
5674 5675 5638 5717 
 
       Estudio comparativo 
 de Algoritmos Genéticos y Búsqueda Tabú. 
 
  
 137 
 
5434 5426 5430 5458 
5748 5745 5733 5732 
5802 5777 5786 5858 
6031 6003 6038 6053 
5903 5974 5977 5980 
6677 6676 6743 6710 
6665 6693 6679 6723 
6736 6821 6635 6766 
6674 6729 6671 6804 
6784 6761 6811 6856 
6827 6826 6881 6805 
6819 6791 6702 6834 
6964 6879 6960 6880 
6781 6841 6727 6802 
6826 6913 6834 6892 
    
31 26 27 18 
 
Tabla 9.3.3. Soluciones mejores. 
(Fuente: Elaboración propia). 
 
Como podemos observar, en la tabla anterior, el método que da mejores 
soluciones es el AG1. Después le sigue el AG3, AG2 y AG4. 
 
El mejor método que hemos encontrado tiene las características siguientes: 
 
 Población inicial de 50. 
 Probabilidad de mutación igual a 1. 
 Mutación tipo intercambio. 
 Crossover simple o de un punto de corte. 
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9.4. Resultados de los Algoritmos Híbridos. 
 
 Un Algoritmo Híbrido no es más que la combinación de un algoritmo en el 
cual se obtiene una buena solución, con un algoritmo añadido que lo puede 
mejorar. Es el caso de la siguiente experiencia computacional: 
 
Hemos extraído las mejores soluciones del Algoritmo Genético 1 (npop=50,p=1), 
Algoritmo Genético 2 (npop=50,p=1) Algoritmo Genético 3 (npop=50,p=1) 
Algoritmo Genético 4 (npop=50,p=1) y NEH. Para después buscar soluciones 
vecinas con la Búsqueda Tabú. 
 
A continuación se exponen los resultados del makespan o función objetivo, en la 
Tabla 9.4. Los resultados de las secuencias se muestran en el ANEXO IV. 
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Ejemplar NEH+TABU AG1+TABU AG2+TABU AG3+TABU AG4+TABU 
1 1297 1297 1297 1297 1285 
2 1383 1366 1366 1366 1360 
3 1133 1090 1107 1098 1104 
4 1344 1329 1309 1308 1309 
5 1328 1250 1250 1250 1250 
6 1272 1220 1225 1202 1233 
7 1284 1251 1251 1251 1251 
8 1258 1215 1211 1211 1217 
9 1286 1253 1252 1260 1257 
10 1129 1108 1137 1108 1161 
11 1620 1633 1618 1616 1611 
12 1702 1690 1702 1687 1702 
13 1532 1518 1563 1531 1520 
14 1399 1401 1401 1410 1390 
15 1473 1533 1465 1456 1449 
16 1451 1406 1424 1412 1419 
17 1671 1495 1526 1526 1511 
18 1564 1551 1573 1616 1584 
19 1631 1635 1620 1642 1620 
20 1616 1636 1625 1617 1622 
21 2473 2350 2390 2374 2313 
22 2201 2142 2147 2140 2141 
23 2483 2375 2365 2377 2380 
24 2278 2256 2282 2257 2257 
25 2380 2325 2336 2319 2305 
26 2270 2252 2273 2253 2257 
27 2367 2330 2310 2315 2318 
28 2277 2278 2252 2238 2227 
29 2264 2277 2286 2290 2263 
30 2317 2215 2251 2258 2238 
31 2748 2724 2752 2752 2774 
32 2890 2863 2882 2882 2863 
33 2662 2624 2630 2666 2638 
34 2905 2770 2772 2843 2780 
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35 2914 2887 2904 2864 2922 
36 2944 2874 2834 2857 2934 
37 2841 2761 2746 2756 2812 
38 2751 2705 2708 2710 2785 
39 2601 2585 2591 2585 2571 
40 2867 2796 2818 2782 2981 
41 3240 3111 3137 3140 3399 
42 3118 3008 3076 3102 3404 
43 3090 2976 2990 2989 3459 
44 3205 3147 3164 3186 3493 
45 3228 3137 3142 3139 3544 
46 3281 3136 3140 3140 3421 
47 3265 3278 3292 3211 3626 
48 3286 3176 3221 3149 3583 
49 3100 3025 3025 3041 3301 
50 3345 3204 3209 3241 3772 
51 4093 4005 4039 4009 4599 
52 3940 3893 3902 3913 4051 
53 3889 3823 3901 3821 4244 
54 4004 3991 3885 3849 4306 
55 3961 3833 3826 3848 4140 
56 3939 3954 3930 3853 4233 
57 3986 3902 3953 3924 4265 
58 4140 3926 3940 3970 4203 
59 4186 3970 4033 3904 4398 
60 4032 3974 3973 3947 4218 
61 5563 5505 5546 5527 5717 
62 5417 5290 5284 5290 5594 
63 5260 5221 5221 5213 5603 
64 5226 5035 5035 5040 5207 
65 5364 5267 5255 5255 5576 
66 5235 5161 5135 5146 5476 
67 5426 5269 5343 5305 5722 
68 5244 5111 5144 5137 5440 
69 5588 5504 5454 5484 5675 
70 5419 5371 5342 5386 5815 
71 6041 5927 5940 5887 6239 
72 5649 5444 5562 5484 5903 
73 5951 5857 5796 5824 6163 
74 6068 5971 5982 5948 6421 
75 5886 5627 5612 5612 6054 
76 5562 5430 5426 5430 5695 
77 5759 5740 5745 5732 6025 
78 5917 5735 5777 5786 6235 
79 6072 6024 6003 6024 6564 
80 6164 5903 5920 5945 6367 
81 6767 6658 6635 6671 7100 
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82 6539 6625 6640 6643 6840 
83 6702 6660 6792 6612 7189 
84 6756 6667 6701 6658 7026 
85 6728 6692 6719 6767 7191 
86 6778 6767 6782 6805 7202 
87 6742 6739 6768 6635 7071 
88 6967 6895 6793 6947 7249 
89 6710 6716 6781 6683 7101 
90 6853 6825 6913 6829 7355 
Puntuación 2 38 23 26 15 
 
Tabla 9.4. Resultados de los Algoritmos Híbridos. 
(Fuente: Elaboración propia). 
 
 Como hemos mostrado en la tabla 9.4. Las soluciones mejoran 
considerablemente al aplicar la Búsqueda Tabú. Aún siendo un simple 
método de búsqueda. Si se parte de una buena solución esta se puede 
mejorar bastante empleando poco tiempo de ejecución. 
 
 Las soluciones marcadas en negrita indican el mejor makespan o función 
objetivo. En este caso se puede ver como la unión del Algoritmo Genético 
1 y la Búsqueda Tabú, son un método computacionalmente más bueno 
que los demás. 
 
 No obstante el resultado del AG4 con la Búsqueda Tabú, no muestra 
unas soluciones mejores que con el AG4 solo. Ya que las soluciones 
vecinas que encuentra este método no son del todo óptimas. Esto 
muestra que el tipo de cruce con dos cortes no es tan eficaz como el 
crossover simple o de un corte. 
 
 Podemos concluir que la Búsqueda Tabú es un método bastante eficaz 
cuando parte de soluciones más o menos buenas. Aunque este método 
es falible. 
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9.5. Modelo Lineal: Regresión. 
 
En este apartado se pretende estimar la dependencia funcional entre la 
respuesta, en nuestro caso el makespan o función objetivo, de un proceso, que 
se ha obtenido con los Algoritmos Genéticos y Algoritmos Híbridos, y sus 
factores de control. Con el objetivo de minimizar la respuesta. [28]  
 
Por un lado hemos efectuado dos análisis a nivel estadístico: 
 
 En primer lugar hemos comparado la eficiencia del Algoritmo Genético 
Simple con un Algoritmo Híbrido. 
 
 En segundo lugar hemos comparado la eficiencia de las variables básicas 
del Algoritmo Genético y las funciones que lo integran (métodos de 
mutación y métodos de combinación o cruce). 
 
Los factores de control o variables, dependiendo del modelo de estudio, hacen 
referencia a los siguientes parámetros: 
 
 “m” indica el número de máquinas. 
 
 “n” indica el número de tareas. 
 
 Npop indica el tamaño de la población inicial. 
 
 Pmut indica la probabilidad de mutar o no. 
 
 Comb2, se refiere al tipo de combinación o cruce. Que vale 0 si es una 
combinación con un punto de corte. O vale 1 si es una combinación con 
dos puntos de corte (estos conceptos se pueden ver en el apartado 8.2.4. 
Componentes básicos de un AG). 
 
 Shift, indica el tipo de mutación. Vale 0 si es una mutación simple o de 
intercambio y vale 1 si una mutación de tipo shift (ver apartado 8.2.4). 
 
 Tabu, indica la aplicación de este procedimiento a los Algoritmos 
Genéticos. Vale 1 si aplicamos el procedimiento de Búsqueda Tabú 
partiendo de la solución inicial de los Algoritmos Genéticos (Algoritmo 
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Híbrido) y vale 0 si no aplicamos este procedimiento (Algoritmo 
Genético). 
 
Disponemos de 90 ejemplares ejecutados con 8 variantes de Algoritmo 
Genético. En total obtenemos 720 puntos experimentales o experiencias. 
Partiendo de la hipótesis de que es un modelo saturado, además se parte de que 
hay solo dos niveles con lo que no hay términos cuadrados. 
 
Para la ejecución de este modelo hemos empleado el programa R. Este 
programa se ha obtenido de la página siguiente [29]: 
http://www.r-project.org/index.html 
 
Primer análisis 
 
Hemos obtenido los siguientes resultados: 
 
 Estimación de los coeficientes. 
 Error tipo. 
 p-value 
 
El modelo propuesto es el siguiente: 
 
55443322110 iiiiii XXXXXY ββββββ +++++=  
Yi = makespan 
Xi1 = n 
X
 i2 = m 
X
 i3 = comb2 
X
 i4 = shift 
X
 i5 = tabu 
 
 
Aplicación del programa: 
 
Call: 
 
lm(formula = makespan ~ n + m + comb2 + shift + tabu) 
 
 
Residuals: 
    Min      1Q  Median      3Q     Max  
 
-494.35 -124.72  -21.93   88.03 1661.64  
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Coefficients: 
 
             Estimate Std. Error t value Pr(>|t|)     
(Intercept) -327.6292    25.0108 -13.100   <2e-16 *** 
 
n             54.1440     0.2345 230.915   <2e-16 *** 
 
m             83.7894     1.2407  67.532   <2e-16 *** 
 
comb2        -12.2028    15.4746  -0.789   0.4306     
 
shift         -4.3083    15.4746  -0.278   0.7808     
 
tabu         -28.7139    15.4746  -1.856   0.0639 .   
 
--- 
 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
 
 
 
Residual standard error: 207.6 on 714 degrees of freedom 
 
Multiple R-squared: 0.9878, Adjusted R-squared: 0.9877  
 
F-statistic: 1.158e+04 on 5 and 714 DF,  p-value: < 2.2e-16  
 
 
Para el análisis de los resultados. Se parte de: 
 
0:0 =jH β  que los términos no son significativos. 
 
Podemos ver que los términos claramente significativos son “n” y “m”. Por otra 
parte el término ligeramente significativo es “tabu”. Los otros coeficientes no 
afectan al modelo. Por lo tanto según el esquema 9.5 no aceptamos la hipótesi 
para los coeficientes “n” y “m”. 
 
0
2/||
HaceptaseNovalp
ivosignificateCoeficienttTCALC
→<
→≥
α
α
bb  
 
Figura 9.5. Esquema para eliminar un término. 
(Fuente: Elaboración propia). 
 
 
 
A continuación se propone el modelo con interacción m*n: 
 
2112443322110 iiiiiiii XXXXXXY ββββββ +++++=  
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β
 12 = m*n 
 
Aplicación del programa: 
 
> summary(mod06) 
 
 
 
Call: 
 
lm(formula = makespan ~ n + m + comb2 + shift + tabu + m * n) 
 
 
 
Residuals: 
 
    Min      1Q  Median      3Q     Max  
 
-468.70 -108.16  -20.40   69.91 1681.38  
 
 
 
Coefficients: 
 
            Estimate Std. Error t value Pr(>|t|)     
 
(Intercept) -92.7937    33.0082  -2.811  0.00507 **  
 
n            49.9998     0.4656 107.388  < 2e-16 *** 
 
m            63.6606     2.3080  27.583  < 2e-16 *** 
 
comb2       -12.2028    14.4854  -0.842  0.39983     
 
shift        -4.3083    14.4854  -0.297  0.76623     
 
tabu        -28.7139    14.4854  -1.982  0.04783 *   
 
n:m           0.3552     0.0352  10.092  < 2e-16 *** 
 
--- 
 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
 
 
 
Residual standard error: 194.3 on 713 degrees of freedom 
 
Multiple R-squared: 0.9893, Adjusted R-squared: 0.9892  
 
F-statistic: 1.103e+04 on 6 and 713 DF,  p-value: < 2.2e-16  
 
En este caso podemos ver que tanto n como m son significativos, así como su 
producto. Por otro lado el término tabu es un poco más significativo. 
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Segundo análisis 
 
El modelo 1 propuesto es el siguiente: 
 
6655443322110 iiiiiii XXXXXXY βββββββ ++++++=  
 
Yi = makespan 
Xi1 = m 
X
 i2 = n 
X
 i3 = comb2 
X
 i4 = shift 
X
 i5 = npop 
X
 i6 = pmut 
 
Aplicación del programa: 
 
> mod1 <-lm(makespan~m+n+comb2+shift+npop+pmut) 
> summary(mod1) 
 
Call: 
lm(formula = makespan ~ m + n + comb2 + shift + npop + pmut) 
 
Residuals: 
     Min       1Q   Median       3Q      Max  
-456.382  -95.282    6.152  102.404  490.518  
 
Coefficients: 
              Estimate Std. Error t value Pr(>|t|)     
(Intercept) -243.62644   16.34601 -14.904  < 2e-16 *** 
m             86.10105    0.50493 170.522  < 2e-16 *** 
n             54.03457    0.09542 566.269  < 2e-16 *** 
comb2         -2.78333    6.29754  -0.442    0.659     
shift         -3.33704    6.29754  -0.530    0.596     
npop          -1.37898    0.31488  -4.379 1.25e-05 *** 
pmut        -124.34722    7.71287 -16.122  < 2e-16 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
 
Residual standard error: 146.3 on 2153 degrees of freedom 
Multiple R-squared: 0.9939, Adjusted R-squared: 0.9939  
F-statistic: 5.834e+04 on 6 and 2153 DF,  p-value: < 2.2e-16  
 
Podemos ver que “n”, “m”, npop y pmut, son términos significativos, por lo que no 
se acepta la hipótesi de que no son significativos. 
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El modelo 2 propuesto es el siguiente: 
 
64465445
633653356655443322110
iiii
iiiiiiiiiiii
XXXX
XXXXXXXXXXY
ββ
βββββββββ
++
++++++++=
 
 
Yi = makespan 
Xi1 = m 
X
 i2 = n 
X
 i3 = comb2 
X
 i4 = shift 
X
 i5 = npop 
X
 i6 = pmut 
X
 i3 X i5 = comb2*npop 
X
 i3 X i6 = comb2*pmut 
X
 i4 X i5 = shift*npop 
X
 i4 X i6 = shift*pmut 
 
 
Aplicación del programa: 
 
> mod2 <-
lm(makespan~m+n+comb2+shift+npop+pmut+comb2*npop+comb2*pmut+sh
ift*npop+shift*pmut) 
> summary(mod2) 
 
Call: 
lm(formula = makespan ~ m + n + comb2 + shift + npop + pmut +  
    comb2 * npop + comb2 * pmut + shift * npop + shift * pmut) 
 
Residuals: 
     Min       1Q   Median       3Q      Max  
-463.253  -94.574    5.787  103.350  478.606  
 
Coefficients: 
              Estimate Std. Error t value Pr(>|t|)     
(Intercept) -227.14496   24.78366  -9.165  < 2e-16 *** 
m             86.10105    0.50494 170.519  < 2e-16 *** 
n             54.03457    0.09542 566.259  < 2e-16 *** 
comb2        -12.65556   27.08720  -0.467  0.64039     
shift        -26.42778   27.08720  -0.976  0.32935     
npop          -1.53130    0.54539  -2.808  0.00503 **  
pmut        -145.12500   13.35933 -10.863  < 2e-16 *** 
comb2:npop     0.03111    0.62976   0.049  0.96060     
comb2:pmut    17.25556   15.42602   1.119  0.26344     
shift:npop     0.27352    0.62976   0.434  0.66410     
shift:pmut    24.30000   15.42602   1.575  0.11534     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
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Residual standard error: 146.3 on 2149 degrees of freedom 
Multiple R-squared: 0.9939, Adjusted R-squared: 0.9939  
F-statistic: 3.5e+04 on 10 and 2149 DF,  p-value: < 2.2e-16  
 
 
Podemos observar que con este modelo “n”, “m” y pmut son significativos. 
Aunque npop lo es menos. 
 
El modelo 3 propuesto es el siguiente: 
 
644654456336
533521126655443322110
iiiiiii
iiiiiiiiiii
XXXXXX
XXXXXXXXXXY
βββ
βββββββββ
+++
++++++++=
 
 
Yi = makespan 
Xi1 = m 
X
 i2 = n 
X
 i3 = comb2 
X
 i4 = shift 
X
 i5 = npop 
X
 i6 = pmut 
X
 i3 X i5 = comb2*npop 
X
 i3 X i6 = comb2*pmut 
X
 i4 X i5 = shift*npop 
X
 i4 X i6 = shift*pmut 
 
> summary(mod3) 
 
Call: 
lm(formula = makespan ~ m + n + m * n + comb2 + shift + npop +  
    pmut + comb2 * npop + comb2 * pmut + shift * npop + shift 
*  
    pmut) 
 
Residuals: 
    Min      1Q  Median      3Q     Max  
-427.27  -70.08    3.32   68.36  502.17  
 
Coefficients: 
              Estimate Std. Error t value Pr(>|t|)     
(Intercept)   50.46926   21.57944   2.339 0.019439 *   
m             62.30555    0.80889  77.026  < 2e-16 *** 
n             49.13550    0.16318 301.107  < 2e-16 *** 
comb2        -12.65556   21.83613  -0.580 0.562266     
shift        -26.42778   21.83613  -1.210 0.226306     
npop          -1.53130    0.43966  -3.483 0.000506 *** 
pmut        -145.12500   10.76951 -13.476  < 2e-16 *** 
m:n            0.41992    0.01234  34.042  < 2e-16 *** 
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comb2:npop     0.03111    0.50768   0.061 0.951141     
comb2:pmut    17.25556   12.43556   1.388 0.165404     
shift:npop     0.27352    0.50768   0.539 0.590107     
shift:pmut    24.30000   12.43556   1.954 0.050822 .   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
 
Residual standard error: 118 on 2148 degrees of freedom 
Multiple R-squared: 0.996, Adjusted R-squared: 0.996  
F-statistic: 4.907e+04 on 11 and 2148 DF,  p-value: < 2.2e-16 
 
En este modelo podemos ver como n*m es tan significativo como “n”, ”m”, “npop” 
y pmut. Los demás términos son rechazados por la hipótesis nula. 
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10. Conclusiones. 
 
 Dependiendo de las condiciones del problema a resolver, hay diferentes 
técnicas que pueden ser utilizadas. En general, las técnicas exactas insumen 
tiempos más grandes tanto de desarrollo como de ejecución, y por lo tanto 
pueden no funcionar en contextos donde haga falta una respuesta rápida. 
 
Las técnicas aproximadas basadas en meta-heurísticas , Algoritmos Genéticos y 
Algoritmos de Búsqueda Tabú, tienen un comportamiento probabilístico. Por lo 
que tienen un buen rendimiento en tiempos más cortos, pero no dan garantías 
sobre la calidad de los resultados. Sin embargo, ofrecen cualidades especiales 
que pueden ser críticas para producir resultados utilizables. 
 
Las variantes de los Algoritmos Genéticos que se han implementado 
sorprendentemente daban soluciones muy buenas comparadas con el rango 
mínimo y máximo de las soluciones descritas por los ejemplares. Incluso hemos 
comparado las soluciones con otros Algoritmos Genéticos creados por Murata 
[3][23] y hemos visto que nuestras soluciones se comportaban todavía mejor que 
dicho código. 
 
En un primer paso a la experiencia computacional hemos comparado de manera 
informal los resultados, solución del makespan o función objetivo, (en el apartado 
9.3) de los siguientes métodos de resolución: 
 
 6 variantes del AG1. 
 6 variantes del AG2. 
 Heurística NEH. 
 
Hemos visto que el AG1 (npop=50,p=1) y el AG2 (npop=50,p=1) aportan mejores 
soluciones que las demás variantes. Esto es debido a que existen muchas 
mutaciones y una gran población inicial que tiene como consecuencia un 
aumento de la diversidad de la población, y como resultado mejores soluciones. 
 
En el apartado 9.4 hemos hecho la misma operación pero con Algoritmos 
Híbridos. Y hemos podido comprobar que la aplicación del método Tabu Search 
partiendo de una buena solución (obtenida por los AG) implica una mejoría de 
las soluciones. 
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También hemos comparado la efectividad de los métodos de mutación y cruce. Y 
hemos podido observar como la mutación por intercambio es bastante mejor que 
la mutación shift, y que el cruce con un corte es mejor que el cruce con dos 
cortes, esta desventaja en cuanto al segundo método puede ser debida a que no 
hay una hetererogeneidad de la población lo que provoca una búsqueda de 
soluciones vecinas que no llevan a ningún fin. 
 
Como hemos dicho el método de aplicación para tener una idea intuitiva es algo 
informal por lo que hemos hecho una regresión con el programa R. Aplicando un 
modelo lineal y diseño de factoriales. Para tener resultados estadísticos que nos 
puedan ayudar a determinar la efectividad de las variables implementadas. 
 
Como conclusiones de la regresión podemos extraer las siguientes: 
 
 La unión del procedimiento de búsqueda tabú con un Algoritmo Genético 
no resulta demasiado eficiente frente al Algoritmo Genético solo. 
 
 El makespan depende del valor de m y n, así como del producto de m y 
n. 
 
  El desempeño del Algoritmo Genético depende mucho de npop y de 
pmut. Ya que si aumentamos la población tiene más secuencias que 
combinar lo que hace variar el makespan. Por otro lado la aplicación de 
pmut tiene un gran efecto sobre el modelo ya que las soluciones tienen 
más variedad. No obstante el efecto de pmut frente al de npop es más 
fuerte, como podemos ver en la estimación de los coeficientes obtenidos. 
 
 Da igual la aplicación del método de combinación y el de mutación. Las 
variables explican el 99% de la variabilidad del makespan.  
 
 No importan las interacciones de los métodos de combinación y mutación 
con npop y pmut. Esto quiere decir que no hay ningún método de 
combinación o mutación cuyo rendimiento aumente más que con otros 
cuando aumenta npop y pmut. 
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 El proyecto se ha desarrollado individualmente en las instalaciones 
públicas de la universidad (ETSEIAT) con un ordenador portátil cuyas 
características se muestran en el ANEXO VII.  
La evaluación económica del proyecto se basa en partidas tales como: 
El coste de material y el tiempo de desarrollo del proyecto efectuado por las dos 
personas que han colaborado en el mismo (Abel Franco y José Mª Sallán). 
 
Material. 
 
Material de oficina Unidades Precio Unitario (€) Precio total (€) 
Papel DIN-A4 1 5 5 
Cd-Rom's 3 2 6 
Tinta de impresora 2 25 50 
Varios - - 100 
Total     161 
 
 
Coste horario. 
 
 El proyecto se ha realizado en el periodo de tiempo comprendido entre 
febrero y junio, con una media de trabajo de 6 horas al día. Durante este tiempo 
se han realizado las actividades de recogida de información, diseño y 
estructuración de los algoritmos, implementación del algoritmo en C plus plus, 
experiencia computacional, análisis de resultados y escritura de la memoria del 
proyecto. 
 
El trabajo se divide entre el tiempo dedicado por un ingeniero júnior (Abel Franco 
Flores), que desarrolla el proyecto y el dedicado por un ingeniero sénior, que se 
dedica a dirigir y supervisar el trabajo (José Mª Sallán Leyes). Los salarios netos 
de las dos personas vienen dados por las siguientes suposiciones: 
Que el salario de un ingeniero junior oscila en 35€ la hora y de un ingeniero 
sénior 90€ por hora, por lo que se estima el siguiente coste relativo al tiempo de 
desarrollo. 
 
horasmeses
mes
semanas
semana
días
día
horas
50442.456 =⋅⋅⋅
 
Euros
hora
Euros
JuniorIngenierohoras 1764035504 =⋅
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Euros
hora
Euros
SéniorIngenierohoras 11709013 =⋅
 
 
PRESUPUESTO = 18.971 € 
 
