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Abstrakt
C´ılem te´to pra´ce je porovna´n´ı paraleln´ıch distribuovany´ch souborovy´ch syste´mu˚. Pra´ce je
zameˇrˇena na GlusterFS, PVFS 2 a Gfarm FS. Kazˇdy´ syste´m je popsa´n po stra´nce teo-
reticke´, vcˇetneˇ mozˇnost´ı instalace a konfigurace. Text da´le informuje o postupech experi-
menta´ln´ı pra´ce s teˇmito syste´my a hodnot´ı vy´sledky testova´n´ı, na jejichzˇ za´kladeˇ da´le ro-
zeb´ıra´ vhodnost jejich uzˇit´ı pro praxi na nasˇ´ı fakulteˇ. Vsˇechny testovane´ syste´my se uka´zaly
by´t dostatecˇneˇ stabiln´ımi pro pouzˇit´ı v neˇktere´ z aplikac´ı na FIT. Jak je v pra´ci rozvedeno,
GlusterFS by exceloval v aplikac´ıch soucˇasneˇ prˇistupuj´ıc´ıch k mnoha velky´m soubor˚um
(naprˇ. syste´m stahova´n´ı za´znamu˚ prˇedna´sˇek), v prˇ´ıstupu k mnoha maly´m soubor˚um (naprˇ.
webserver) by byly vsˇechny syste´my vyrovnane´ a pro pra´ci s mensˇ´ım mnozˇstv´ım veˇtsˇ´ıch
soubor˚u (naprˇ. neˇktere´ distribuovane´ vy´pocˇty) by byly vhodneˇjˇs´ı PVFS2 a Gfarm FS.
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Abstract
The goal of this thesis is to compare parallel ditributed file systems. Thesis aims at GlusterFS,
PVFS 2 and Gfarm FS. There is a description of each filesystem’s theory, including general
installation and configuration information. The text also informs about experimental work
done with each system and evaluates test results which are then used to determine ways
of filesystems’ possible usage at our faculty. All tested filesystems have shown to be stable
enough for use in one of the applications on FIT. As it’s described in this thesis, GlusterFS
would excel at applications that require simultaneous access to many large files (i.e. recor-
ded lectures download system), all filesystems would give roughly the same performance
when accessing many small files (i.e. webserver) and PVFS2 and Gfarm FS would be better
suited for work with small number of large files (i.e. some distributed calculations).
Keywords
parallel distributed filesystem, Gfarm Grid File System, GlusterFS, Parallel Virtual File
System 2
Citace
Vı´teˇzslav Humpa: Porovna´n´ı vlastnost´ı distribuovany´ch souborovy´ch syste´mu˚, bakala´rˇska´
pra´ce, Brno, FIT VUT v Brneˇ, 2008
Porovna´n´ı vlastnost´ı distribuovany´ch souborovy´ch
syste´mu˚
Prohla´sˇen´ı
Prohlasˇuji, zˇe jsem tuto bakala´rˇskou pra´ci vypracoval samostatneˇ pod veden´ım pana Ing. Igora
Szo¨keho
. . . . . . . . . . . . . . . . . . . . . . .
Vı´teˇzslav Humpa
13. kveˇtna 2008
Podeˇkova´n´ı
Deˇkuji Martinu Tomcovi za spolupra´ci, Ing. Igoru Szo¨kemu za veden´ı a Ing. Toma´sˇi Kasˇpa´rkovi
za odbornou pomoc na te´to bakala´rˇske´ pra´ci.
c© Vı´teˇzslav Humpa, 2008.
Tato pra´ce vznikla jako sˇkoln´ı d´ılo na Vysoke´m ucˇen´ı technicke´m v Brneˇ, Fakulteˇ in-
formacˇn´ıch technologi´ı. Pra´ce je chra´neˇna autorsky´m za´konem a jej´ı uzˇit´ı bez udeˇlen´ı opra´vneˇn´ı
autorem je neza´konne´, s vy´jimkou za´konem definovany´ch prˇ´ıpad˚u.
Obsah
1 U´vod 2
2 Popis distribuovany´ch FS 3
2.1 Paraleln´ı DFS obecneˇ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 GlusterFS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2.1 Architektura . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2.2 Instalace a konfigurace . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 Parallel Virtual File System 2 . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3.1 Architektura . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3.2 Instalace a konfigurace . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4 Gfarm Grid File System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4.1 Architektura . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4.2 Instalace a konfigurace . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.5 Dalˇs´ı DFS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.5.1 dChache . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.5.2 MogileFS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3 Experimenta´ln´ı cˇinnost 13
3.1 Testovac´ı s´ıt’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2 Na´vrh test˚u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.3 Testovac´ı skripty . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.3.1 Statistiky . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.4 GlusterFS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.4.1 Prova´deˇne´ testy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.4.2 Analy´za vy´sledk˚u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.5 Parallel Virtual File System 2 . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.5.1 Prova´deˇne´ testy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.5.2 Analy´za vy´sledk˚u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.6 Gfarm Grid File System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.6.1 Prova´deˇne´ testy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.6.2 Analy´za vy´sledk˚u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4 Porovna´n´ı testovany´ch DFS 30
5 Za´veˇr 32
1
Kapitola 1
U´vod
Jizˇ od cˇas˚u prvn´ıch pocˇ´ıtacˇ˚u existuje potrˇeba sta´le´ho u´lozˇiˇsteˇ dat. V pr˚ubeˇhu vy´voje mo-
dern´ıch pocˇ´ıtacˇ˚u se spolecˇneˇ s rostouc´ım vy´konem hardwaru zvysˇovala i na´rocˇnost softwa-
rovy´ch aplikac´ı a s n´ı potrˇeba veˇtsˇ´ıch, rychlejˇs´ıch a spolehliveˇjˇs´ıch za´znamovy´ch zarˇ´ızen´ı.
V soucˇasne´ dobeˇ jsou mozˇnosti zejme´na pevny´ch disk˚u jizˇ neporovnatelneˇ veˇtsˇ´ı nezˇ v mi-
nulosti. I prˇesto existuje mnozˇstv´ı aplikac´ı potrˇebuj´ıc´ıch v´ıce prostoru, nezˇ je mozˇne´ ulozˇit
na jednom disku.
Je proto vhodne´ vyuzˇ´ıt soucˇasny´ch rychly´ch s´ıt’ovy´ch technologi´ı a propojen´ım pocˇ´ıtacˇ˚u
spojit jejich jednotlive´ kapacity a vytvorˇit veˇtsˇ´ı a rychlejˇs´ı celek. K tomu je potrˇeba sou-
borovy´ syste´m distribuovany´ mezi vsˇemi propojeny´mi pocˇ´ıtacˇi. Ten zajist´ı vytvorˇen´ı jed-
notne´ho logicke´ho jmenne´ho prostoru uzˇ´ıvane´ho klientsky´mi aplikacemi pro pra´ci s takovy´m
uskupen´ım pocˇ´ıtacˇ˚u, ktere´ by´va´ cˇasto oznacˇova´no jako ”cluster“.
Standardn´ı distribuovane´ souborove´ syste´my (DFS) jako naprˇ´ıklad NFS nevyuzˇ´ıvaj´ı v´ıce
pocˇ´ıtacˇ˚u ke zvy´sˇen´ı sve´ kapacity. Funguj´ı jako samostatne´ servery a distribuovane´ jsou v tom
smeˇru, zˇe se jejich klientska´ cˇa´st nacha´z´ı na jiny´ch pocˇ´ıtacˇ´ıch, ktere´ k serveru prˇistupuj´ı.
Proto existuj´ı tzv. paraleln´ı DFS, jejichzˇ serverova´ cˇa´st je rozlozˇena na v´ıce pocˇ´ıtacˇ´ıch.
Spolecˇneˇ s kolegou Martinem Tomcem jsme se v ra´mci nasˇich bakala´rˇsky´ch prac´ı[16]
zameˇrˇili na srovna´n´ı teˇchto syste´mu˚. Ze vsˇech soucˇasny´ch paraleln´ıch DFS jsme vybrali
neˇkolik takovy´ch, ktere´ meˇly potencia´l by´t vyuzˇity v ra´mci potrˇeb nasˇ´ı sˇkoly. Ke zpracova´n´ı
jsme si je rozdeˇlili. Zaby´val jsem se prˇedevsˇ´ım syste´my GlusterFS, PVFS 2 a Gfarm Grid
FS, zat´ımco M. Tomec se veˇnoval syste´mu˚m Lustre, KosmosFS, Ceph a Starfish.
V u´vodu druhe´ kapitoly je rozvinuta problematika DFS a na´sledovneˇ jsou obecneˇ popsa´ny
vybrane´ souborove´ syste´my. Obsah trˇet´ı kapitoly prˇedstavuje popis experimenta´ln´ı cˇinnosti,
kterou jsme s kolegou prova´deˇli s pomoc´ı technicky´ch prostrˇedk˚u zap˚ujcˇeny´ch sˇkolou. Po-
sledn´ı kapitolu tvorˇ´ı prˇehled neˇktery´ch vlastnost´ı vybrany´ch syste´mu˚. Poznatky z´ıskane´
beˇhem testova´n´ı byly vyuzˇity ke srovna´n´ı jejich vlastnost´ı.
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Kapitola 2
Popis distribuovany´ch FS
C´ılem te´to kapitoly je sezna´men´ı s obecny´mi charakteristikami distribuovany´ch FS, ktery´mi
jsem se v ra´mci te´to pra´ce zaby´val. Prvn´ı podkapitola rozva´d´ı pojem paraleln´ıho DFS a
popisuje jeho typickou stavbu. Nejv´ıce prostoru je da´le veˇnova´no trˇem DFS, jezˇ byly na
za´kladeˇ svy´ch vlastnost´ı vybra´ny pro experimentova´n´ı na testovac´ım clusteru. Na zacˇa´tku
kazˇde´ podkapitoly, patrˇ´ıc´ı neˇktere´mu z teˇchto DFS, se nacha´z´ı obecneˇjˇs´ı u´vod seznamuj´ıc´ı
s histori´ı a motivy vzniku jednotlivy´ch DFS. Na´sleduje popis architektury, implementace,
zp˚usobu pouzˇit´ı apod. Poznatky z´ıskane´ prakticky´m experimentova´n´ım s teˇmito FS jsou
uvedeny v dalˇs´ı kapitole.
Posledn´ı podkapitola popisuje dalˇs´ı dva paraleln´ı DFS, ktere´ vsˇak nebyly po konzultaci
s vedouc´ım pra´ce vybra´ny pro experimenta´ln´ı testova´n´ı.
2.1 Paraleln´ı DFS obecneˇ
Jak jizˇ bylo uvedeno v u´vodu, paraleln´ı nebo take´ clusterovana´ DFS, jsou takova´, ktera´
ulozˇena´ data tvorˇ´ıc´ı logicky´ jmenny´ prostor ukla´daj´ı na v´ıce pocˇ´ıtacˇ˚u. Ru˚zny´mi zp˚usoby
za´visly´mi na konkre´tn´ı pouzˇite´ implementaci se pak k tomuto clusteru prˇipojuj´ı klienti
zˇa´daj´ıc´ı I/O operace. Existuj´ı paraleln´ı DFS s nejr˚uzneˇjˇs´ımi architekturami, nicme´neˇ veˇtsˇina
obecneˇ sesta´va´ z teˇchto soucˇa´st´ı:
• ”Dataserver“ – Za´kladn´ı jednotka pro ulozˇen´ı vlastn´ıch dat. Instance paraleln´ıho DFS
mu˚zˇe sesta´vat azˇ ze stovek dataserver˚u, mezi ktere´ jsou rozlozˇeny soubory. Obsah
dataserver˚u dohromady tvorˇ´ı logicky´ namespace.
• ”Metaserver“ – Server ktery´ nakla´da´ s metadaty potrˇebny´mi pro nalezen´ı/kompletaci
soubor˚u. Metaserver je zpravidla prˇ´ıtomen, nikoli vsˇak ve vsˇech paraleln´ıch DFS.
Neˇktere´ implementace umozˇnˇuj´ı provoz v´ıcera spolupracuj´ıc´ıch metaserver˚u v jednom
clusteru.
• ”Klient“ – Klientska´ cˇa´st zajiˇst’uje prˇipojen´ı paraleln´ıho DFS na pocˇ´ıtacˇ´ıch, ktere´
s n´ım maj´ı pracovat. DFS je veˇtsˇinou exportovatelny´ prˇ´ımo do VFS klientske´ho stroje,
neˇkdy je vsˇak trˇeba vyuzˇ´ıt doda´vane´ho API pro pouzˇit´ı prˇ´ımo v potrˇebny´ch progra-
mech.
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Obra´zek 2.1: Prˇ´ıklad paraleln´ıho DFS (Zdroj: [13]); absenc´ı metaserveru take´ odpov´ıda´
architekturˇe GlusterFS
2.2 GlusterFS
GlusterFS je prvn´ım distribuovany´m souborovy´m syste´mem z rodiny paraleln´ıch DFS,
ktery´m jsem se zaby´val. Spolu s prostrˇed´ım pro spousˇteˇn´ı distribuovany´ch vy´pocˇt˚u GlusterHPC
tvorˇ´ı celek[10] zvany´ Gluster (GNU Cluster), cozˇ je kompletn´ı distribuce zameˇrˇena´ na re-
alizaci supervy´pocˇt˚u pro (nejen) veˇdecke´ aplikace. Vyuzˇ´ıva´ principu clusterizace, kdy je
celkovy´ vy´kon rozdeˇlen mezi vetsˇ´ı mnozˇstv´ı standardn´ıho hardwaru a nesoustrˇed’uje se
na vy´kon v ra´mci jednoho superpocˇ´ıtacˇe. Zat´ımco GlusterHPC poskytuje rozhran´ı pro
vlastn´ı proveden´ı clusterovany´ch vy´pocˇt˚u, GlusterFS slouzˇ´ı jako jeho backend k ukla´da´n´ı
dat v ra´mci clusteru.
Prvotn´ı u´cˇel GlusterFS je tedy zrˇejmy´, nicme´neˇ d´ıky svy´m vlastnostem je jako samotny´
DFS vhodny´ i pro nejr˚uzneˇjˇs´ı jina´ vyuzˇit´ı. Vhledem k tomu, zˇe je GlusterFS mozˇne´ nasta-
vit jako syste´m toleruj´ıc´ı chyby hardware, mu˚zˇe by´t vyuzˇit prˇedevsˇ´ım tam, kde je potrˇeba
bezpecˇneˇ ulozˇit znacˇne´ mnozˇstv´ı dat. To je nejcˇasteˇji pouzˇito prˇi realizaci diskove´ho pro-
storu pro nejr˚uzneˇjˇs´ı internetove´ vyhleda´vacˇe. V prˇ´ıpadeˇ vyuzˇit´ı na nasˇ´ı fakulteˇ by tak
prˇicha´zela v u´vahu jednak aplikace p˚uvodn´ıho u´myslu GlusterFS, jednak i jeho pouzˇit´ı jako
FS pro ulozˇen´ı velke´ho mnozˇstv´ı sˇkoln´ıch multimedia´ln´ıch dat.
2.2.1 Architektura
GlusterFS1 je snadno a znacˇneˇ sˇka´lovatelny´. V za´vislosti na mnozˇstv´ı pocˇ´ıtacˇ˚u vyuzˇity´ch
v ra´mci jedne´ jeho instance je schopen ulozˇit rˇa´doveˇ azˇ petabyty dat - a na druhou stranu
mu˚zˇe fungovat i jako obycˇejny´ NFS, jako jeden server na jednom pocˇ´ıtacˇi, ke ktere´mu se
prˇipojuj´ı klienti.
1Hlavn´ı zdroj teoreticky´ch informac´ı o GlusterFS viz [7]
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Obecny´ model
Za´kladem architektury GlusterFS je pojet´ı klient/server. Vhledem k paralelnosti cele´ho
syste´mu mu˚zˇe ovsˇem by´t v ra´mci jedne´ instance GlusterFS server˚u spusˇteˇno veˇtsˇ´ı mnozˇstv´ı.
Ke clusteru se pak prˇipojuj´ı klienti. Server je implementova´n jako glusterfsd, klienti se
k neˇmu posle´ze prˇipojuj´ı pomoc´ı programu glusterfs nebo pouzˇit´ım prˇ´ıkazu mount. Jako
interface zajiˇst’uj´ıc´ı spojen´ı uvnitrˇ clusteru a mezi clusterem a klienty mu˚zˇe by´t pouzˇito
rychle´ho rozhran´ı infiniband, ktere´ vyuzˇ´ıva´ RDMA2 prˇenos. To je uzˇitecˇne´ pro tvorbu clus-
teru, jehozˇ vsˇechny soucˇa´sti se nacha´zej´ı prakticky na jednom mı´steˇ, vy´hodou je jedno-
znacˇneˇ velka´ rychlost. Nicme´neˇ pro nasˇi potrˇebu a take´ s ohledem na hardware testovac´ı s´ıteˇ
vyuzˇijeme sp´ıˇse rozhran´ı tcp, ktere´ umozˇnˇuje spojen´ı soucˇa´st´ı clusteru i na veˇtsˇ´ı vzda´lenosti
– do praxe prˇedevsˇ´ım pomoc´ı fakultn´ıho intranetu.
Za d˚ulezˇitou vlastnost GlusterFS lze povazˇovat tu skutecˇnost, zˇe jeho soucˇa´st´ı nen´ı
zˇa´dny´ metaserver, ktery´ by shromazˇd’oval meta informace o ulozˇeny´ch souborech. GlusterFS
pouzˇ´ıva´ jako sve´ho storage backendu standardn´ıch FS, jako je nejcˇasteˇji ext3, ve ktery´ch
ukla´da´ cele´ soubory. Veˇtsˇina ostatn´ıch DFS take´ pouzˇ´ıva´ nativn´ı FS, do ktery´ch vsˇak
ukla´da´ data da´vaj´ıc´ı smysl teprve spolu s jistou formou metadat. Vhledem k te´to vlastnosti
GlusterFS je pak u´loha metaserveru zastoupena prˇ´ımo podna´lezˇ´ıc´ım FS. Vy´hodou je, zˇe
neexistuje kriticke´ mı´sto, prˇi jehozˇ porusˇe nebo odstaven´ı ze s´ıteˇ, by dosˇlo ke zneprovozneˇn´ı
cele´ho DFS. Da´le to znamena´, zˇe GlusterFS neprova´d´ı tzv. striping, tedy deˇlen´ı jednotlivy´ch
soubor˚u na cˇa´sti, jezˇ jsou ulozˇitelne´ na r˚uzny´ch dataserverech. To ma´ vliv na mozˇnosti
automaticke´ replikace a vy´kon cele´ho DFS. T´ımto aspektem se budu podrobneˇji zaby´vat
v na´sleduj´ıc´ı kapitole.
Implementace
Prˇeva´zˇna´ cˇa´st GlusterFS je implementova´na pomoc´ı tzv. translators. Za´kladem jsou vy´sˇe
zmı´neˇne´ glusterfsd a glusterfs, jezˇ vsˇak samy implementuj´ı jen elementa´rn´ı soucˇa´sti GlusterFS,
prˇedevsˇ´ım pak spolecˇne´ rozhran´ı pro pouzˇit´ı translators. Translator, jehozˇ mysˇlenka byla
dle autor˚u vyp˚ujcˇena z GNU/Hurd [5]. Jedna´ se o jistou formu modulu – bina´rneˇ sd´ılene´ho
objektu (.so) nahra´vane´ho dynamicky beˇhem spousˇteˇn´ı glusterfsd/glusterfs. V praxi je pak
veˇtsˇina funkcionality implementova´na pra´veˇ formou translators, cozˇ vytva´rˇ´ı jistou modu-
laritu, znacˇneˇ usnadnˇuj´ıc´ı rozsˇiˇrova´n´ı mozˇnost´ı GlusterFS. Pro prˇedstavu, naprˇ transla-
tor ”cluster/unify“ ma´ na starosti spojen´ı jednotlivy´ch server˚u do clusteru a prˇiˇrazen´ı
pla´novacˇe, ktery´ se stara´ o rovnomeˇrne´ rozlozˇen´ı za´teˇzˇe na cely´ cluster. ”Cluster/afr“
zajiˇst’uje automatickou replikaci soubor˚u z jednoho dataserveru na jiny´ a vytva´rˇ´ı tak v´ıce
kopi´ı soubor˚u pro prˇ´ıpad poruchy nebo potrˇeby vy´meˇny neˇktere´ho za´znamove´ho zarˇ´ızen´ı
apod. Ne vsˇechny translators jsou nacˇteny prˇi spusˇteˇn´ı, ale mohou by´t vybra´ny a nastaveny
v konfiguracˇn´ım souboru, ktery´ popisuji v dalˇs´ı kapitole.
2.2.2 Instalace a konfigurace
Glusterfsd server mu˚zˇe by´t prˇelozˇen a spusˇteˇn na jake´mkoli operacˇn´ım syste´mu, ktery´
podporuje standard POSIX. Klient glusterfs na druhou stranu vyzˇaduje FUSE pro export
instance GlusterFS do jmenne´ho prostoru dane´ho pocˇ´ıtacˇe. Dle vy´voja´rˇ˚u jsou tedy podpo-
rova´na a otestova´na ja´dra syste´mu˚ Linux, FreeBSD, OpenSolaris a MacOS X.
2Remote Direct Memory Access[9] – prˇ´ımy´ prˇ´ıstup do pameˇti jine´ho pocˇ´ıtacˇe
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Protozˇe se jedna´ o program pod licenc´ı GPL, je mozˇne´ sta´hnout si zdrojovy´ tarball.
Server glusterfsd nema´ v posledn´ı verzi zˇa´dne´ za´vislosti 3, klient oproti tomu potrˇebuje bud’
devel bal´ıcˇek, nebo prˇelozˇene´ a nainstalovane´ fuse.
Prˇeklad a instalaci GlusterFS provedeme posloupnost´ı prˇ´ıkaz˚u:
$ ./configure
$ make
$ make install
Vy´sˇe uvedene´ prˇelozˇ´ı a nainstaluje do syste´mu server i klienta. Volba --disable-fuse-client
u ./configure omez´ı instalaci jen na server a --disable-server jen na klienta.
Instalace t´ımto zp˚usobem je nicme´neˇ zdlouhava´, zejme´na kdyzˇ ma´ budouc´ı cluster
sesta´vat z veˇtsˇ´ıho mnozˇstv´ı pocˇ´ıtacˇ˚u. GlusterFS je proto k dispozici i prˇedkompilovany´
ve formeˇ RPM[4] a DEB bal´ıcˇk˚u, cˇ´ımzˇ je usnadneˇna instalace na Linuxovy´ch distribuc´ıch
zalozˇeny´ch na Red Hat a Debian. Pokud doda´vane´ bal´ıcˇky nebudou prˇ´ımo aplikovatelne´
pro zvoleny´ syste´m, je od verze 1.3.pre6 mozˇne´ u Linuxovy´ch distribuc´ı se spra´vou bal´ıcˇk˚u
zalozˇenou na RPM si takovy´ bal´ıcˇek vyrobit ”na mı´ru“:
rpmbuild -tb glusterfs-1.3.pre6.tar.gz
Tento prˇ´ıkaz prˇelozˇ´ı GlusterFS a vytvorˇ´ı bal´ıcˇky pro server i klienta, ktere´ je pak mozˇno
jizˇ prˇ´ımo pouzˇ´ıt na ostatn´ıch pocˇ´ıtacˇ´ıch clusteru, zejme´na pokud je prostrˇed´ı na cele´m
clusteru uniformn´ı, cozˇ je zajiste´ cˇasty´ prˇ´ıpad.
Prˇed spusˇteˇn´ım glusterfsd i glusterfs je nejprve nutne´ editovat konfiguracˇn´ı soubor zvany´
Volume Specification, ve ktere´m je trˇeba uprˇesnit informace o konkre´tn´ı instanci GlusterFS.
Po instalaci se tento soubor nacha´z´ı obvykle ve /etc/glusterfs/glusterfs-server.vol,
resp glusterfs-client.vol. V prˇ´ıpadeˇ, zˇe budeme spousˇteˇt server, je trˇeba uve´st jakou in-
stanci bude obsluhovat, kam ma´ ukla´dat soubory, druh spojen´ı, naslouchac´ı port a podobneˇ.
Prˇ´ıklad konfiguracˇn´ıho souboru pouzˇite´ho na nasˇem testovac´ım clusteru uvedu v prˇ´ıˇst´ı ka-
pitole. Forma´t konfiguracˇn´ıch soubor˚u je prˇesneˇ specifikova´n a jeho popis se nacha´z´ı na wiki
GlusterFS [7].
2.3 Parallel Virtual File System 2
PVFS je ze zmı´neˇny´ch paraleln´ıch DFS syste´mem se zat´ım nejdelˇs´ı histori´ı. Ke konci de-
vadesa´ty´ch let byl prvn´ım skutecˇneˇ pouzˇitelny´m clusterovy´m DFS vyuzˇitelny´m na Linu-
xovy´ch pocˇ´ıtacˇ´ıch. Jako prvn´ı implementoval pokrocˇile´ vlastnosti, ktere´ jsou dnes jizˇ beˇzˇne´
mezi modern´ımi DFS, prˇedevsˇ´ım teˇmi, ktery´mi se zaby´va´ tato bakala´rˇska´ pra´ce. Do polo-
viny prvy´ch let tohoto stolet´ı se ovsˇem docˇkal kompletn´ıho prˇepisu[14] a v roce 2004 byla
vyda´na verze 1.0 jeho na´sledovn´ıka PVFS.
Du˚vod˚u ke kompletn´ımu prˇepisu bylo dle autor˚u mnoho. Zejme´na pak zd˚uraznˇuj´ı, zˇe
ko´d byl ”a mess”, a prˇ´ıliˇs spole´hal na neˇktere´ technologie jako BSD sockets, se ktery´mi
prˇ´ımo pracoval, cˇ´ımzˇ byla omezena pouzˇitelnost. Snahou PVFS je by´t v teˇchto ohledech
v´ıce abstraktn´ım, nepracovat prˇ´ımo se s´ıt’ovy´mi technologiemi poskytovany´mi OS, ale cˇinit
tak prˇes univerza´ln´ı mezivrstvu. Vylepsˇen´ı je mnohem v´ıce, obecneˇ vytva´rˇ´ı DFS, ktery´
ve sve´ druhe´ verzi le´pe vyuzˇ´ıva´ mozˇnost´ı soucˇasny´ch Unixovy´ch OS a ktery´ by meˇl by´t
pouzˇitelny´ i mnoho let do budoucna.
3Samozrˇejmeˇ kromeˇ za´kladn´ıch prostrˇedk˚u pro prˇeklad jako gcc a gnumake, ktere´ jsou v drtive´ veˇtsˇineˇ
prˇ´ıpad˚u na unixovy´ch syste´mech standardneˇ k dispozici
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2.3.1 Architektura
Architektonicky[1] se PVFS v mnoha ohledech podoba´ GlusterFS, samozrˇejmeˇ s neˇkolika
podstatny´mi rozd´ıly. Prˇedevsˇ´ım jeho soucˇa´st´ı je metaserver. PVFS vyuzˇ´ıva´ nativn´ıch FS
podobneˇ jako GlusterFS. Na druhou stranu neukla´da´ soubory vcelku, ale prova´d´ı jejich
rozdeˇlen´ı na mensˇ´ı cˇa´sti, zna´me´ cˇasto jako chunks nebo stripes. Je trˇeba, aby jista´ kom-
ponenta vedla informace o metadatech, s jejichzˇ pomoc´ı je pak mozˇne´ nale´zt cely´ soubor.
K tomu slouzˇ´ı metaserver.
Da´le PVFS zcela za´meˇrneˇ deklaruje[14], zˇe nen´ı striktneˇ kompatibiln´ı s normou POSIX.
Teoreticky jen ma´loktery´ FS nebo DFS se te´to normy stoprocentneˇ drzˇ´ı, nicme´neˇ vy´voja´rˇi
se v neˇktery´ch bodech od POSIXu vzdaluj´ı v´ıce. Podle autor˚u je POSIX prˇ´ıliˇs omezuj´ıc´ı
a rozhodnut´ım se ho prˇesneˇ nedrzˇet bylo mozˇno prˇistoupit k neˇktery´m zp˚usob˚um imple-
mentace, jezˇ prˇina´sˇej´ı velke´ vy´hody v oblasti vy´konove´ a zejme´na v ota´zka´ch spolehlivosti
a konzistentnosti DFS. By´va´ prˇedevsˇ´ım zd˚uraznˇova´no, zˇe d´ıky tomu mu˚zˇe PVFS by´t zcela
bezstavove´, cozˇ je faktor, ktery´ velice pozitivneˇ ovlivnˇuje mozˇnosti obnoven´ı syste´mu po
vy´padku.
Obra´zek 2.2: Architekura PVFS 2 [1]
Jako prˇ´ıklad nestavovosti je mozˇne´ si prˇedstavit situaci, ve ktere´ potrˇebuje uzˇivatelska´
aplikace otevrˇ´ıt soubor. Jakmile DFS pozˇadovany´ soubor nalezne, tak patrˇicˇny´ server sta-
vove´ho DFS kromeˇ potvrzen´ı klientovi si ve sve´ pameˇti zaznamena´, zˇe dotycˇny´ soubor byl
otevrˇen. T´ım vznika´ stav a proble´my spojene´ s jeho obnoven´ım, pokud dojde k vy´padku.
Z hlediska PVFS pak v podstateˇ stavy jako otevrˇeny´ soubor apod. neexistuj´ı, vytva´rˇ´ı je
cˇisteˇ abstraktneˇ klientska´ cˇa´st PVFS. V prˇ´ıpadeˇ vy´padku serveru nen´ı pote´ nutne´ zˇa´dnou
tabulku stavovy´ch informac´ı znovu sestavovat, cozˇ obnoven´ı usnadnˇuje.
PVFS nen´ı chyboveˇ tolerantn´ı - tedy nevytva´rˇ´ı zrcadlove´ kopie soubor˚u jako prˇedchoz´ı
DFS v prˇ´ıpadeˇ poruch hardwaru. Jednoduchost obnoven´ı po vy´padku, umozˇneˇna´ bez-
stavovost´ı, toto kompenzuje alesponˇ v prˇ´ıpadech, kdy nedojde ke ztra´teˇ dat, ale pouze
k docˇasne´mu odstaven´ı pevne´ho disku a podobneˇ. Jsou-li data ukla´dana´ v PVFS d˚ulezˇita´,
je mozˇne´ skutecˇnou chybovou toleranci nahradit alternativn´ımi metodami, jako vyuzˇit´ım
RAID pol´ı na pocˇ´ıtacˇ´ıch v clusteru apod.
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Implementace
Narozd´ıl od GlusterFS vyuzˇ´ıva´ PVFS ke spra´veˇ soubor˚u metadata ukla´dana´ v DB na
pocˇ´ıtacˇi, na ktere´m beˇzˇ´ı metaserver. Nicme´neˇ implementacˇneˇ je vsˇe vyrˇesˇeno na prvn´ı
pohled poneˇkud jednodusˇeji. Programoveˇ PVFS sesta´va´ pouze ze dvou cˇa´st´ı:
• pvfs2-server – hlavn´ı serverovy´ proces PVFS. Tento program/proces je server, ktery´
je schopen fungovat jako filesystem server obsluhuj´ıc´ı pocˇ´ıtacˇ aktivneˇ prˇisp´ıvaj´ıc´ı do
clusteru - a take´ i jako metaserver. V PVFS1 existoval pro metaserver zvla´sˇtn´ı proces
mgrs, v PVFS vsˇak byly tyto dva sloucˇeny. Pvfs2-server, mu˚zˇe fungovat pouze jako
file server, cˇi mu˚zˇe fungovat pouze jako metaserver a prˇedevsˇ´ım mu˚zˇe v jednu chv´ıli
zasta´vat obeˇ role. V PVFS1 by´val v clusteru prˇ´ıtomny´ vzˇdy jen jeden metaserver
mgrs, nyn´ı vsˇak mu˚zˇe by´t soucˇa´st´ı clusteru v´ıce pvfs2-server proces˚u, ktere´ zasta´vaj´ı
(i) roli metaserveru a vza´jemneˇ spolupracuj´ı. Za´teˇzˇ je tedy rozmeˇlneˇna a metaserver
je eliminova´n jakozˇto bod, prˇi jehozˇ vy´padku je odstaven i cely´ DFS. Je-li pvfs2-server
konfigurova´n jako metaserver, je potrˇeba, aby na stejne´m pocˇ´ıtacˇi beˇzˇela i databa´ze
pro ulozˇen´ı metadat, kterou je Berkeley DB.
• pvfs2-client – klientska´ cˇa´st PVFS, ktera´ mus´ı beˇzˇet na teˇch pocˇ´ıtacˇ´ıch, ze ktery´ch
chceme k PVFS prˇistupovat. Na linuxovy´ch OS je vlastn´ı dostupnost PVFS zajiˇsteˇna
pomoc´ı specializovane´ho modulu ja´dra, a tak je mozˇne´ jej prˇipojit do syste´mu soubor˚u
pocˇ´ıtacˇe. Modul komunikuje s pvfs2-client, ktery´ zajiˇst’uje vlastn´ı s´ıt’ovou interakci
s PVFS clusterem. Na jiny´ch unixovy´ch syste´mech, kde nen´ı k dispozici modul ja´dra,
je mozˇne´ z uzˇivatelsky´ch aplikac´ı vyuzˇ´ıt API rozhran´ı MPI-IO 4 , vytvorˇene´ navrchu
API knihovny libpvfs2.
Vy´sˇe jsem se zmı´nil o tom, zˇe PVFS pouzˇ´ıva´ abstraktn´ı rozhran´ı mı´sto prˇ´ıme´ pra´ce
s UNIX sockets. Konkre´tneˇ vyuzˇ´ıva´ rozhran´ı BMI (Buffered Messaging Interface), ktere´
je schopne´ zastrˇesˇit v´ıce mozˇny´ch komunikacˇn´ıch rozhran´ı. V soucˇasne´ dobeˇ existuj´ı im-
plementace BMI pro TCP/IP, Myricom GM5 a infiniband - PVFS tedy podporuje spojen´ı
svy´ch soucˇa´st´ı s ktery´mkoli z teˇchto rozhran´ı.
2.3.2 Instalace a konfigurace
PVFS nen´ı vyda´va´no ve formeˇ prˇedkompilovany´ch bal´ıcˇk˚u, je trˇeba si ho sta´hnout jako
arch´ıv se zdrojovy´mi ko´dy. Na´sledovne´ prˇelozˇen´ı/instalace je pak pouze za´lezˇitost´ı spusˇteˇn´ı
./configure, make a make install. Pokud chceme vytvorˇit modul ja´dra v syste´mech
Linux, je trˇeba ke ./configure prˇipojit parametr -with-kernel= na´sledovany´ cestou ke
zdrojovy´m soubor˚um ja´dra.
Pro konfiguraci PVFS je prˇipravena utilita pvfs2-genconfig, cozˇ je interaktivn´ı skript,
ktery´ uzˇivatele provede konfigurac´ı vsˇech promeˇnny´ch. Skript je mozˇne´ spustit na libo-
volne´m pocˇ´ıtacˇi, na ktere´m byl PVFS nainstalova´n - vznikne soubor /etc/pvfs2-fs.conf,
ktery´ je posle´ze trˇeba rozkop´ırovat na vsˇechny pocˇ´ıtacˇe, jezˇ budou soucˇa´st´ı clusteru, tedy
kde pobeˇzˇ´ı pvfs2-server. Jakmile je toto dokoncˇeno, rozbeˇhnut´ı PVFS clusteru se jizˇ pouze
za´lezˇitost´ı spusˇteˇn´ı programu pvfs2-server.
4MPI znamena´ Message Passing Interface, v´ıce informac´ı viz [6]
5GM Message Passing System[2]
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Prˇed spusˇteˇn´ım na klientsky´ch pocˇ´ıtacˇ´ıch je potrˇeba vytvorˇit soubor /etc/pvfs2tab,
ktery´ je forma´tem obdobou standardn´ıho /etc/fstab. Do neˇj6 je pak nutne´ vlozˇit rˇa´dku
pro kazˇdou instanci PVFS, ke ktere´ se budeme cht´ıt prˇipojit, podobnou:
tcp://testhost:3334/pvfs2-fs /mnt/pvfs2 pvfs2 defaults,noauto 0 0
Je-li klientsky´m pocˇ´ıtacˇem Linux s nahrany´m modulem ja´dra, je mozˇne´ prˇ´ımo vyuzˇ´ıt
prˇ´ıkazu mount /mountpoint. PVFS pak bude vyexportova´n do dane´ho /mountpoint. V prˇ´ıpadeˇ,
zˇe OS nen´ı Linux, nebo pokud nevyuzˇ´ıva´me modulu ja´dra, ale rozhran´ı MPI-IO, /etc/pvfs2tab
vytvorˇit mus´ıme a v mı´steˇ /mountpoint nebude PVFS vyexportova´n, nicme´neˇ API pouzˇite´
v aplikac´ıch se bude chovat tak, jako by tomu tak bylo.
2.4 Gfarm Grid File System
Dalˇs´ım z rodiny paraleln´ıch DFS s chybovou toleranc´ı je Gfarm Grid File System, zkra´ceneˇ
Gfarm. Byl vyvinut v Japonsku jako uka´zka ”Grid Datafarm“ architektury, ktera´, dle prˇa´n´ı
autor˚u[11], ma´ by´t alternativou NFS v situac´ıch, kdy je potrˇeba mnohem veˇtsˇ´ı, spolehliveˇjˇs´ı
a rychlejˇs´ı souborovy´ syste´m.
2.4.1 Architektura
Svou hlavn´ı mysˇlenkou a neˇktery´mi vlastnostmi se Gfarm podoba´ sp´ıˇse PVFS, automatickou
replikac´ı, kterou PVFS nema´, pak cˇa´stecˇneˇ i GlusterFS. Architektonicky se vsˇak jedna´
o syste´m v mnohe´m odliˇsny´ od obou. Opeˇt se nejedna´ cˇisteˇ o syste´m typu klient/server,
ale potrˇebne´ role jsou rozdeˇleny mezi v´ıce prvk˚u. Pokud povazˇujeme klienta za soucˇa´st
FS, je pojet´ı Gfarm cˇtyrˇstranne´, jinak trojstranne´. Kazˇda´ soucˇa´st Gfarm (”node“) by´va´
standardneˇ spousˇteˇna na zvla´sˇtn´ım pocˇ´ıtacˇi, nicme´neˇ nic nebra´n´ı tomu, aby neˇkolik - nebo
trˇeba i vsˇechny typy node byly spusˇteˇny na jednom stroji. Gfarm sesta´va´ z [17]:
• ”Filesystem node“ – souborovy´ server. Jedna´ se o za´kladn´ı souborovou jednotku,
ktera´ je spusˇteˇna na kazˇde´m pocˇ´ıtacˇi clusteru, ktery´ prˇisp´ıva´ diskovy´m prostorem do
konkre´tn´ı instance Gfarm. Na filesystem node beˇzˇ´ı program (de´mon) gfsd, ktery´ ma´
na starosti zpracova´n´ı operac´ı se soubory nebo jejich cˇa´stmi, ktere´ jsou ulozˇeny na
patrˇicˇne´m pocˇ´ıtacˇi. Da´le zajiˇst’uje autentizaci uzˇivatel˚u k neˇmu prˇipojeny´ch, vytva´rˇen´ı
replik soubor˚u a koordinuje svou cˇinnost s informacemi, ktere´ mu poskytuje metaser-
ver.
• ”Metadata server node“ – server obstara´vaj´ıc´ı metadata. Gfarm ve filesystem node
vyuzˇ´ıva´ nativn´ıch FS podobneˇ jako PVFS. Soubory tedy neukla´da´ vcelku, ale prova´d´ı
jejich rozdeˇlen´ı na mensˇ´ı cˇa´sti. Tyto cˇa´sti jsou pote´ da´le replikova´ny na dalˇs´ı nody,
cˇ´ımzˇ je doc´ılena jednak jista´ u´rovenˇ ochrany prˇed vy´padky hardwaru, da´le i optima-
lizace za´teˇzˇe Gfarm vytva´rˇen´ım v´ıce kopi´ı u soubor˚u cˇasto pouzˇ´ıvany´ch, nezˇ u teˇch,
ktere´ jsou me´neˇ potrˇebne´. K tomu vsˇemu je nezbytny´ tento server, ktery´ uchova´va´
metadata – informace o mı´stech ulozˇen´ı jednotlivy´ch stripes – a rˇ´ıd´ı paraleln´ı procesy
souvisej´ıc´ı s rozlozˇen´ım za´teˇzˇe. Metaserver node Gfarmu, gfmd, je spusˇteˇn vzˇdy na
jednom pocˇ´ıtacˇi a obsluhuje celou instanci Gfarmu. Jako databa´zovy´ backend pro
ulozˇen´ı vlastn´ıch dat vyuzˇ´ıva´ volitelneˇ bud’ LDAP nebo PostgreSQL server beˇzˇ´ıc´ı na
stejne´m pocˇ´ıtacˇi jako metaserver.
6Je mozˇne´ vlozˇit tuto rˇa´dku i do /etc/fstab. Vy´hodou pvfstab je, zˇe se da´ jednodusˇe prˇena´sˇet na r˚uzne´
klienty bez ohledu na to, jaka´ dalˇs´ı zarˇ´ızen´ı budou mı´t prˇipojena.
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Obra´zek 2.3: Architekura Gfarm FS (Zdroj: [18])
• ”Metadata cache server node“ – server cachuj´ıc´ı metadata. S existenc´ı pouze jed-
noho centra´ln´ıho metadata serveru je spojena rˇada proble´mu˚. Prˇedevsˇ´ım soustrˇedeˇn´ı
velke´ho mnozˇstv´ı pozˇadavk˚u na jedno mı´sto tvorˇ´ı vy´konnostn´ı proble´m a obecneˇ
jaka´koli centralizace je problematicka´ s ohledem na na´chylnost k porucha´m hard-
waru, cˇi docˇasne´mu prˇerusˇen´ı s´ıt’ove´ho spojen´ı. Toto, alesponˇ cˇa´stecˇneˇ, rˇesˇ´ı Metadata
cache server (de´mon gfarmagent). Jedna´ se o proxy server lezˇ´ıc´ı mezi urcˇitou cˇa´st´ı
clusteru a hlavn´ım metaserverem, ktery´ na sebe prˇena´sˇ´ı cˇa´st za´teˇzˇe a pozˇadavk˚u fi-
lesystem nod˚u. Typicke´ uzˇit´ı by´va´, je-li celkovy´ cluster slozˇen z neˇkolika mensˇ´ıch
cluster˚u, naprˇ´ıklad jednotlivy´ch LAN s´ıt´ı spojeny´ch do veˇtsˇ´ıho celku, tak v kazˇde´
LAN je spusˇteˇn pra´veˇ jeden gfarmagent zastupuj´ıc´ı hlavn´ı metaserver.
• ”Client node“ – Koncovy´ uzel, kde se uzˇivatele´ prˇipojuj´ı k Gfarmu. Klientska´ cˇa´st
umozˇnˇuje vyuzˇit´ı Gfarm v´ıce zp˚usoby:
1. Pouzˇit´ım Gfarm konzolovy´ch prˇ´ıkaz˚u, nebo vyuzˇit´ım nativn´ıho I/O API Gfarmu.
K dispozici je mnozˇstv´ı command-line utilit jako gfls nebo gfmkdir, ktere´ jako ob-
doba standardn´ıch UNIXovy´ch prˇ´ıkaz˚u, umozˇnˇuj´ı manipulaci s Gfarmem. Da´le
je mozˇne´ vyuzˇ´ıt API prˇelozˇene´ho do knihovny libgfarm.a pro prˇ´ımy´ prˇ´ıstup
z uzˇivatelsky´ch aplikac´ı.
2. Vyuzˇit´ım metody ”syscall hook“, kdy se provede zachycen´ı patrˇicˇny´ch syste´movy´ch
vola´n´ı z aplikac´ı. K Gfarmu pak mohou aplikace prˇistupovat obvykly´m zp˚usobem,
jako by FS byl namontova´n do syste´mu soubor˚u klientske´ho pocˇ´ıtacˇe.
3. Pomoc´ı FUSE. Stejny´m zp˚usobem jako GlusterFS je mozˇne´ Gfarm exportovat
do syste´mu soubor˚u klienta pomoc´ı FUSE. Je k tomu ovsˇem trˇeba nainstalovat
prˇ´ıdavek GfarmFS-FUSE, ktery´ nen´ı soucˇa´st´ı bal´ıku s Gfarmem.
Jako spojovac´ıho rozhran´ı Gfarm vyuzˇ´ıva´ TCP/IP, nepodporuje spojen´ı pomoc´ı infini-
band, cˇi jiny´m zp˚usobem. Dalˇs´ı dle vy´voja´rˇ˚u unika´tn´ı vlastnost´ı je, zˇe kazˇdy´ filesystem node
je za´rovenˇ i klientem Gfarmu. Na filesystem node je tedy vzˇdy mozˇne´ prˇistupovat k cele´
instanci Gfarmu.
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2.4.2 Instalace a konfigurace
Gfarm je mozˇne´ zprovoznit obecneˇ na jake´mkoli OS Unixove´ho typu, nejcˇasteˇji pak Linuxu
nebo BSD syste´mech. Je jej mozˇne´ prˇelozˇit a nainstalovat ze zdrojove´ho arch´ıvu posloup-
nost´ı prˇ´ıkaz˚u ./configure, make a make install s prˇ´ıpadny´mi uprˇesnˇuj´ıc´ımi parametry
– zejme´na co se ty´cˇe zp˚usobu pouzˇit´ı FS u klienta a vy´beˇru databa´zove´ho backendu meta-
serveru apod. Nicme´neˇ tento zp˚usob instalace je opeˇt poneˇkud neprˇ´ıjemny´, pokud uva´d´ıme
Gfarm na veˇtsˇ´ı cluster, proto jsou k dispozici RPM bal´ıcˇky pro syste´my, ktere´ je podporuj´ı.
Prˇed uveden´ım do provozu je nejprve trˇeba Gfarm spra´vneˇ nakonfigurovat. K tomu
slouzˇ´ı program config-gfarm, ktery´ je nutno spustit na metaserveru, jenzˇ se mus´ı nastavovat
nejprve. Zp˚usob pouzˇit´ı config-gfarm je vypsa´n automaticky, je-li program spusˇteˇn bez pa-
rametr˚u. Podrobneˇ ho zde nebudu uva´deˇt, je vsˇak nutno prˇedevsˇ´ım zvolit databa´zovy´ bac-
kend, zp˚usob autentizace apod. Nakonfigurova´n´ım metaserveru vznikne soubor gfarm.conf,
ktery´ je posle´ze trˇeba zkop´ırovat na ostatn´ı nody. Pro konfiguraci metadata cache serveru
se na patrˇicˇne´m pocˇ´ıtacˇi pokracˇuje obdobny´m konfiguracˇn´ım programem config-agent a
na pocˇ´ıtacˇ´ıch zajiˇst’uj´ıc´ıch beˇh filesystem node programem config-gfsd. Nacha´z´ı-li se v´ıce
soucˇa´sti Gfarm na jednom pocˇ´ıtacˇi, nen´ı trˇeba gfarm.conf pro kazˇdou z nich kop´ırovat
zvla´sˇt’, ale stacˇ´ı jedna kopie na jednom stroji.
2.5 Dalˇs´ı DFS
Cˇisteˇ pro zaj´ımavost uva´d´ım kra´tky´ teoreticky´ popis dalˇs´ıch dvou paraleln´ıch DFS, ktere´
sice byly p˚uvodneˇ take´ uvazˇova´ny, nakonec vsˇak nebyly zarˇazeny mezi testovane´ syste´my,
jimizˇ se tato pra´ce zaby´va´ prˇedevsˇ´ım.
2.5.1 dChache
DFS v mnoha ohledech odliˇsny´m je dCache[8]. Tento syste´m vznikl ve spolupra´ci neˇkolika
instituc´ı, z nichzˇ jednou je Fermilab (Fermi National Accelerator Laboratory), ktera´ se
pod´ıl´ı na vy´stavbeˇ zat´ım nejveˇtsˇ´ıho cˇa´sticove´ho akcelera´toru, zna´me´ho jako Large Hadron
Collider. Bude-li v tomto akcelera´toru spusˇteˇn projekt, bude vyvinut tok veˇdecky´ch dat
o rychlosti azˇ 300 MB/s, ktery´ bude trˇeba ulozˇit. K tomuto bude slouzˇit dCache. Jedna´
se o prˇ´ıklad jeho hlavn´ıho vyuzˇit´ı v budoucnu. V soucˇasnosti se jizˇ pouzˇ´ıva´ i v jiny´ch
souvislostech, hlavneˇ tam, kde je trˇeba syste´mu s jeho vlastnostmi.
Pu˚vodn´ı mysˇlenka, ze ktere´ vzesˇel na´zev dCache, byla vytvorˇit mezistupenˇ mezi pocˇ´ıtacˇi,
na nichzˇ beˇzˇ´ı klientske´ aplikace, a mezi obsa´hly´m pa´skovy´m zarˇ´ızen´ım. Pra´ce prˇ´ımo s mag-
neticky´m pa´skovy´m za´znamovy´m zarˇ´ızen´ım je poneˇkud neprakticka´, dCache je proto cluste-
rem veˇtsˇ´ıho pocˇtu obvykle komoditn´ıch zarˇ´ızen´ı, ktera´ slouzˇ´ı jako cache umozˇnˇuj´ıc´ı transpa-
rentn´ı a okamzˇity´ prˇ´ıstup k dat˚um na pa´sce. Toto bylo v pr˚ubeˇhu vy´voje rozvinuto azˇ do
dnesˇn´ı podoby, kdy dCache mu˚zˇe fungovat i jako samostatny´ s´ıt’ovy´ syste´m i bez dalˇs´ıho
za´znamove´ho zarˇ´ızen´ı, ktere´ by cachoval. T´ım pa´dem se z neˇj sta´va´ i DFS ve smyslu dalˇs´ıch
FS rozv´ıjeny´ch v te´to pra´ci.
Jistou nevy´hodou dCache je zajiste´ velice zmatecˇna´ a nejednotna´ dokumentace sesta´vaj´ıc´ı
sp´ıˇse ze slid˚u a text˚u pouzˇity´ch na nejr˚uzneˇjˇs´ıch konferenc´ıch. I kdyzˇ ma´ dCache pomeˇrneˇ
slusˇny´m zp˚usobem popsany´ proces instalace a zprovozneˇn´ı, informace o architekturˇe a de-
tailneˇjˇs´ı charakteristiky jsou rozha´zene´ a nejsou snadno k nalezen´ı.
Na rozd´ıl od prˇedchoz´ıch DFS, ktere´ byly vsˇechny psa´ny v jazyce C, je dCache psa´n
z veˇtsˇ´ı cˇa´sti v Javeˇ a nen´ı otevrˇeny´. DCache je free software, nicme´neˇ jeho zdrojove´ ko´dy
11
nejsou k dispozici. Hlavn´ımi soucˇa´stmi dCache jsou server a klient. Server je aplikace,
ktera´ beˇzˇ´ı na kazˇde´m pocˇ´ıtacˇi, ktery´ tvorˇ´ı cluster a zrˇejmeˇ za´rovenˇ zpracova´va´ i metadata,
ktera´ ukla´da´ do PostgreSQL databa´ze. Klient beˇzˇ´ı na pocˇ´ıtacˇ´ıch, ktere´ provozuj´ı klientske´
aplikace a exportuje kompletn´ı namespace dCache pomoc´ı protokolu NFS2, cˇ´ımzˇ umozˇnˇuje
pouzˇit´ı POSIXovy´ch utilit pro pra´ci se soubory. Klientska´ cˇa´st take´ obsahuje API pro prˇ´ımy´
prˇ´ıstup k dCache z uzˇivatelsky´ch aplikac´ı.
DCache je distribuova´n formou RPM bal´ıcˇk˚u pouzˇitelny´ch na linuxovy´ch distribuc´ıch
na RPM zalozˇeny´ch, kompatibiln´ıch s Red Hat.
2.5.2 MogileFS
Druhy´m netestovany´m DFS je MogileFS[12]. Jedna´ se o syste´m vyv´ıjeny´ spolecˇnost´ı Danga
Interactive, ktery´ se svy´mi vlastnostmi a stavbou rˇad´ı mezi paraleln´ı DFS s chybovou
toleranc´ı.
MogileFS je napsany´ v Perlu, cozˇ, jakozˇto skriptovac´ı jazyk je zajiste´ poneˇkud netypicky´
pro implementaci FS, ale je zaj´ımavy´ pro implementaci DFS. Soucˇa´st´ı MogileFS je tracker
– mogilefsd proces, ktery´ koordinuje a zajiˇst’uje chod cele´ho syste´mu. Autorˇi doporucˇuj´ı
pouzˇit´ı 2 tracker˚u ve vza´jemne´ spolupra´ci, aby byl odstraneˇn ”single point of failure”.
Vlastn´ı cluster je tvorˇen s´ıt´ı WebDAV http server˚u, tedy k vlastn´ımu prˇenosu dat se pouzˇ´ıva´
protokol http. Pro tento u´cˇel autorˇi napsali server komponentu - mogstored. Z uzˇivatelsky´ch
aplikac´ı je potrˇeba prˇistupovat pomoc´ı specia´ln´ıho API. Podpora FUSE je jizˇ rozpracova´na,
nicme´neˇ nen´ı dokoncˇena.
12
Kapitola 3
Experimenta´ln´ı cˇinnost
Tato kapitola rozva´d´ı testova´n´ı syste´mu˚ obecneˇ popsany´ch v prˇedchoz´ı kapitole, a analy-
zuje z´ıskane´ vy´sledky test˚u. Zacˇ´ına´ popisem testovac´ı s´ıteˇ, pomocny´ch skript˚u a na´vrhem
prova´deˇny´ch test˚u. Pokracˇuje podkapitolami, ktere´ se veˇnuj´ı jednotlivy´m distribuovany´m
FS. Kazˇda´ z teˇchto podkapitol obsahuje informace o instalaci a konfiguraci DFS na testo-
vac´ım clusteru, a analy´zu vy´sledk˚u test˚u.
3.1 Testovac´ı s´ıt’
K pra´ci s vybrany´mi DFS na´m byly fakultou poskytnuty pocˇ´ıtacˇe a dalˇs´ı hardware, cozˇ
umozˇnilo sestavit dostatecˇneˇ velky´ cluster, ktery´ jsem pouzˇil pro testova´n´ı vsˇech DFS, da´le
rozeb´ırany´ch v te´to kapitole.
Cluster sesta´val z dev´ıti stejny´ch pocˇ´ıtacˇ˚u s 64 bitovy´m procesorem Intel Pentium 4
Core2Duo 2.6Ghz, 2 GB RAM, a 250 GB pevny´m diskem. Podstana´ byla prˇ´ıtomnost gi-
gabitove´ s´ıt’ove´ karty netvorˇ´ıc´ı rychlostn´ı omezen´ı, jezˇ se tak nejcˇasteˇji prˇesunulo na pevny´
disk. S´ıt’ove´ karty byly spojeny vy´konny´m gigabitovy´m prˇep´ınacˇem. Z pocˇ´ıtacˇ˚u jsme se
rozhodli pouzˇ´ıt osm na vytvorˇen´ı samotne´ho testovac´ıho clusteru, zat´ımco jeden slouzˇil
jako na´pomocny´ stroj pro nejr˚uzneˇjˇs´ı u´koly potrˇebne´ pro administraci clusteru. Prˇedevsˇ´ım
fungoval jako NFS server poskytuj´ıc´ı spolecˇny´ diskovy´ prostor pro vsˇechny pocˇ´ıtacˇe clus-
teru. Tento prostor byl prˇipojen na vsˇech pocˇ´ıtacˇ´ıch na stejne´m mı´steˇ, cozˇ na´m usˇetrˇilo
pra´ci s kop´ırova´n´ım nejr˚uzneˇjˇs´ıch konfiguracˇn´ıch soubor˚u neˇktery´ch DFS. Mimo jine´ v neˇm
byly umı´steˇny testovac´ı skripty, a tak grafy, ktere´ nasˇe testy generovaly, byly ukla´da´ny na
jednom mı´steˇ.
Na vsˇechny pocˇ´ıtacˇe testovac´ıho clusteru jsme nainstalovali CentOS Linux 5.1, protozˇe
tento syste´m je v soucˇasne´ dobeˇ rozsˇ´ıˇren i ve sˇkole a v praxi by tedy neˇktery´ z DFS beˇzˇel
na neˇm. Instalovali jsme pouze potrˇebny´ software, aby byly splneˇny za´vislosti vsˇech DFS.
Na deva´ty´, obsluzˇny´ pocˇ´ıtacˇ (da´le Server), jsme provedli instalaci komplexn´ı, vcˇetneˇ naprˇ
X11 pro lepsˇ´ı spra´vu clusteru – cozˇ nakonec nebylo trˇeba, protozˇe jsme v praxi s cely´m
clusterem pracovali prˇes SSH vzda´leny´ login z nasˇich notebook˚u, a to i se Serverem.
3.2 Na´vrh test˚u
Na´sˇ testovac´ı cluster byl sestaven z pocˇ´ıtacˇ˚u s pomeˇrneˇ slusˇny´m hardwarem. Nicme´neˇ 8
pocˇ´ıtacˇ˚u neumozˇnˇovalo otestovat vsˇechny vy´konnostn´ı aspekty testovany´ch distribuovany´ch
FS. Zvla´sˇteˇ prˇi prakticke´m pouzˇit´ı ve velky´ch clusterech s rˇa´doveˇ des´ıtkami pocˇ´ıtacˇ˚u,
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prˇ´ıpadneˇ propojen´ım pomoc´ı infiniband, vznikaj´ı nove´, odliˇsne´ podmı´nky, ktere´ bychom
mohli jen steˇzˇ´ı napodobit.
Nicme´neˇ, jak jizˇ bylo zmı´neˇno, nasˇe snazˇen´ı bylo uzp˚usobeno tomu, aby prˇineslo infor-
mace o DFS prˇedevsˇ´ım v rozmeˇrech, ve ktery´ch by mohly by´t pouzˇity na nasˇ´ı sˇkole. Nasˇe
testy tedy sice prˇina´sˇ´ı i pomeˇrneˇ prˇesne´ informace o vy´konu na te´to mensˇ´ı konfiguraci,
ale deˇlat z nich hlubsˇ´ı za´veˇry o vy´konnostn´ıch pomeˇrech r˚uzny´ch implementac´ı paraleln´ıch
distribuovany´ch FS nebude vhodne´. Proto jsem se zameˇrˇil sp´ıˇse na pochopen´ı deˇn´ı v DFS
beˇhem test˚u. Dal-li test urcˇity´ vy´sledek, tak c´ılem nebylo ani tak zjistit prˇesnou naprˇ. rych-
lost, ale sp´ıˇse procˇ je rychlost takova´, tedy ktera´ hardwarova´ soucˇa´st, nebo vnitrˇn´ı pochod
DFS byl t´ım, ktery´ se na vy´sledku nejv´ıce pod´ılel.
Na´sleduje prˇehled uskutecˇneˇny´ch test˚u:
• Za´pis – za´pis 1 GB na´hodny´ch dat
• Cˇten´ı – cˇten´ı 1 GB souboru
• Opakovany´ za´pis – za´pis 1000 x 1 MB na´hodny´ch dat
• Opakovane´ cˇten´ı – cˇten´ı 1000 x 1 MB souboru
• Za´pis na konec souboru – za´pis na konec souboru neˇkolika klienty za´rovenˇ, test sou-
vislosti souboru
• Test vy´padku dataserveru beˇhem I/O operace
Cˇten´ım a za´pisem jsme testovali hruby´ vy´kon vybrany´ch DFS, a jak se uka´zalo, vy´znamneˇ
ovlivneˇny´ cachem. Pu˚vodn´ım za´meˇrem bylo vliv cache eliminovat t´ım, zˇe se nejprve bude
na´hodny´mi daty zapisovat soubor, ktery´ se pak bude vza´peˇt´ı cˇ´ıst. Jak se vsˇak uka´zalo, do
I/O operac´ı byla intenzivneˇ zapojena i cache na dataserverech, ve ktere´ z˚usta´val takte´zˇ i
zapisovany´ soubor.
Testy opakovane´ho cˇten´ı a za´pisu byly zameˇrˇeny na rozpozna´n´ı vlivu metaserveru na
vy´kon DFS. Prˇena´sˇelo se sice celkoveˇ stejne´ mnozˇstv´ı dat, nicme´neˇ po mensˇ´ıch cˇa´stech.
Prˇed za´pisem kazˇde´ho dalˇs´ıho MB byl vzˇdy soubor uzavrˇen a znovu otevrˇen.
Testem za´pisu na konec souboru jsme u vybrany´ch DFS netestovali vy´kon, ktery´ jak
jsme prˇedpokla´dali, by byl obdobny´ jako u obycˇejne´ho za´pisu. Mı´sto toho jsme testovali
schopnost dodrzˇet jednu z vlastnost´ı POSIX C I/O knihovny – pokud bude v´ıce soubor˚u
zapisovat do jednoho souboru za´rovenˇ, a budou ho mı´t otevrˇeny´ jako append, data se ne-
budou navza´jem prˇepisovat. Takte´zˇ jsme zjiˇst’ovali, zda budou data zapsana´ v´ıce klienty
ulozˇena za sebou, nebo budou prolozˇena.
3.3 Testovac´ı skripty
Prˇed uskutecˇneˇn´ım test˚u jsme si kladli ota´zku, jaky´m zp˚usobem je nejle´pe prove´st. Bylo
potrˇeba vz´ıt v potaz neˇkolik faktor˚u.
• Velikost clusteru, tedy pocˇet aktua´lneˇ zapojeny´ch prvk˚u DFS
• Synchronizaci test˚u v situac´ıch, kdy museli prˇipojen´ı klienti prova´deˇt vybranou I/O
operaci ve stejne´ chv´ıli
• Zp˚usob zada´n´ı a vlastn´ıho spusˇteˇn´ı test˚u
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Za t´ımto u´cˇelem jsme napsali dva programy komunikuj´ıc´ı spolu pomoc´ı tcp/ip a BSD sockets
klasickou metodou klient/server. Jako implementacˇn´ı jazyk jsme zvolili Python. Ten jsme
vybrali proto, zˇe jde o jazyk interpretovany´ – nebylo nutne´ kompilovat prˇi kazˇde´, beˇhem
testova´n´ı cˇaste´, zmeˇneˇ ko´du. Da´le se jedna´ o jazyk vysokou´rovnˇovy´, dostatecˇneˇ jednoduchy´
a prˇitom nab´ızej´ıc´ı dobrou n´ızkou´rovnˇovou pra´ci s BSD sockets a I/O operacemi.
Prvn´ı skript pojmenovany´ ”dfsSingleton“ jsme spousˇteˇli jako klienta pouze na Serveru.
Spousˇteˇl se zvla´sˇt’ pro kazˇdy´ prova´deˇny´ test. V tomto skriptu bylo nastavova´no, ktere´
pocˇ´ıtacˇe hra´ly jakou roli podle momenta´lneˇ zvolene´ konfigurace testovane´ho DFS. Da´le zde
byly zapsa´ny cesty k soubor˚um, zpravidla v mı´steˇ prˇipojen´ı zkoumane´ho FS, se ktery´mi
meˇly jednotlive´ pocˇ´ıtacˇe pracovat prˇi vykona´va´n´ı test˚u.
Ve skriptu pojmenovane´m ”dfsServer“ pak byly implementova´ny vlastn´ı testy. Skript
beˇzˇel na vsˇech pocˇ´ıtacˇ´ıch clusteru, naslouchal na vybrane´m portu a plnil pozˇadavky dfs-
Singletonu, dokud nebyl explicitneˇ ukoncˇen.
Cely´ postup prˇi vykona´n´ı jednoho testu tedy byl takovy´:
1. Editace prˇedprˇipraveny´ch seznamu˚ hostnames pocˇ´ıtacˇ˚u – nastaven´ı u´cˇastn´ık˚u testu.
Prˇitom se rozliˇsovaly pocˇ´ıtacˇe, na ktery´ch beˇzˇeli klienti DFS aktivneˇ vytva´rˇej´ıc´ı
pozˇadovane´ I/O operace a pocˇ´ıtacˇe se spusˇteˇny´mi pouze datovy´mi resp. metaservery,
ktere´ test nerˇ´ıdily, ale prˇesto bylo trˇeba po jeho ukoncˇen´ı sebrat vy´sledky sledova´n´ı
hardwaru a vygenerovat z nich grafy (viz da´le).
2. Uzˇivatel zada´va´ na´zev testu jako parametr dfsSingletonu a spousˇt´ı jej.
3. DfsSingleton odes´ıla´ zada´n´ı testu a cesty k potrˇebny´m soubor˚um vsˇem naslouchaj´ıc´ım
proces˚um dfsServer a zacˇ´ına´ cˇekat na prˇ´ıchod vy´sledk˚u.
4. DfsServer prˇij´ıma´ zada´n´ı a spousˇt´ı patrˇicˇny´ test, poprˇ´ıpadeˇ cˇeka´ na informaci o ukoncˇen´ı
testu, beˇzˇ´ı-li na neklientske´ cˇa´sti zkoumane´ho FS.
5. Testy jsou dokoncˇeny. Jednotlive´ dfsServery spousˇt´ı shellovy´ skript, ktery´ zajist´ı ge-
nerova´n´ı graf˚u z u´daj˚u zaznamenany´ch na´strojem popsany´m v na´sleduj´ıc´ı sekci.
6. DfsServer vrac´ı informace o pr˚ubeˇhu a de´lce testu cˇekaj´ıc´ımu dfsSingletonu.
7. DfsSingleton vypisuje vy´sledky test˚u a koncˇ´ı.
3.3.1 Statistiky
O sbeˇr statisticky´ch dat a tvorbu graf˚u se zaslouzˇil kolega Martin Tomec. Na´sleduje tedy
jeho popis[16].
Beˇhem jednotlivy´ch test˚u bylo nutne´ zaznamena´vat statistiky vyuzˇit´ı s´ıteˇ, pameˇti, disk˚u
a procesoru pro pozdeˇjˇs´ı analy´zu. Na zaznamena´va´n´ı teˇchto statistik jsme pouzˇili na´stroj
HotSaNIC 1. Tento na´stroj zaznamena´va´ (nejen) vy´sˇe uvedene´ statistiky pomoc´ı perlovy´ch
skript˚u a ukla´da´ je ve forma´tu rrd. Nevy´hodou tohoto na´stroje je, zˇe cela´ implementace
pocˇ´ıta´ s pevneˇ danou vzorkovac´ı periodou 10 s. Ta je samozrˇejmeˇ na neˇktere´ testy prˇ´ıliˇs
dlouha´, takzˇe ji bylo nutne´ upravit na neˇkolika mı´stech ve zdrojovy´ch souborech. Ota´zkou
je, zda cˇasteˇjˇs´ı spousˇteˇn´ı skript˚u neovlivn´ı vy´sledky test˚u, ale i kdyzˇ jsme zvolili vzor-
kova´n´ı jednou za sekundu, skripty nevyuzˇili procesor na v´ıce nezˇ 2%. Jedine´, cˇ´ım mohly
1Jako alternativn´ı na´stroj jsme zvazˇovali pouzˇit´ı MRTG. Ten jizˇ take´ podporuje zaznamena´va´n´ı do
forma´tu rrd, ale v dobeˇ testova´n´ı nepodporoval nastaven´ı libovolne´ periody za´znamu. V aktua´ln´ı verzi je
podle dokumentace uzˇ mozˇne´ nastavit periodu za´znamu i v sekunda´ch
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ovlivnit vy´sledky test˚u, byly prˇ´ıstupy na disk. Nav´ıc by se tato chyba objevila u vsˇech
testovany´ch syste´mu˚ a neovlivnila by tedy jejich srovna´n´ı. Statistiky byly pr˚ubeˇzˇneˇ za-
znamena´va´ny na loka´ln´ı disk a po skoncˇen´ı testu zkop´ırova´ny na server. Forma´t rrd totizˇ
uchova´va´ (v nejvysˇsˇ´ım rozliˇsen´ı) pouze neˇkolik posledn´ıch za´znamu˚. Starsˇ´ı za´znamy sumari-
zuje, aby soubor se za´znamy z˚ustal rozumneˇ velky´. Vy´choz´ı nastaven´ı na´stroje HotSaNIC
prˇi zaznamena´va´n´ı po jedne´ sekundeˇ uchova´va´ posledn´ıch 12 minut s rozliˇsen´ım 1 s, cozˇ je
dostatecˇne´ pro veˇtsˇinu test˚u.
Drobny´m zklama´n´ım u tohoto forma´tu pro meˇ byla jeho platformova´ za´vislost. Z u´daj˚u
zaznamenany´ch na jednom syste´mu nelze naprˇ´ıklad generovat grafy na druhe´m syste´mu.
Ze vsˇech statistik, ktere´ na´stroj HotSaNIC umozˇnˇuje zaznamena´vat, byly vybra´ny pouze
na´sleduj´ıc´ı:
• Procesor (jednotliva´ ja´dra i celkove´ vyt´ızˇen´ı)
• Pameˇt’ RAM
• S´ıt’ove´ rozhran´ı
• Rychlost cˇten´ı z disku a za´pisu na disk (vcˇetneˇ pocˇtu prˇ´ıstup˚u)
3.4 GlusterFS
Prvn´ım distribuovany´m FS, ktery´ jsem testoval na nasˇem clusteru, byl GlusterFS. Obsahem
te´to podkapitoly je popis my´ch zkusˇenost´ı s jeho instalac´ı, konfigurac´ı a zamysˇlen´ı nad
vy´sledky test˚u.
Instalace
Vzhledem k tomu, zˇe na nasˇem clusteru beˇzˇel Red Hat EL5 kompatibiln´ı s CentOS 5.1,
zvolil jsem instalaci pomoc´ı doda´vany´ch RPM bal´ıcˇk˚u. Rychla´ instalace prˇedkompilovany´ch
RPM bal´ıcˇk˚u te´zˇ usˇetrˇila cˇas, ktery´ by jinak mohl by´t nutny´ pro kompilova´n´ı na kazˇde´m
pocˇ´ıtacˇi clusteru. GlusterFS je doda´vany´ ve cˇtyrˇech bal´ıcˇ´ıch obsahuj´ıc´ıch jednotlive´ soucˇa´sti.
Nen´ı tedy nutne´ instalovat klienta glusterfs a s n´ım spojene´ FUSE i tam, kde meˇl beˇzˇet
pouze server glusterfsd. Nicme´neˇ v pla´nu bylo prove´st testy na nejr˚uzneˇjˇs´ıch konfigurac´ıch
GlusterFS, a proto jsem vsˇude instaloval kompletn´ı sadu bal´ıcˇk˚u[4] kromeˇ devel, a to tyto:
• glusterfs-server-1.3.7-1.x86_64.rpm - server glusterfs
• glusterfs-client-1.3.7-1.x86_64.rpm - klient glusterfsd
• glusterfs-common-1.3.7-1.x86_64.rpm - prˇedevsˇ´ım spolecˇne´ translators
Bal´ıcˇky a tedy i testovany´ DFS byly verze 1.3.7. 2
Nejen pro tuto instalaci jsme si vytvorˇili pomocne´ skripty pro vzda´lene´ spousˇteˇn´ı prˇ´ıkaz˚u
rrSingleton 3 a rrServer zalozˇene´ na ko´du vy´sˇe popsany´ch testovac´ıch skript˚u. Na Serveru
jsme pak pomoc´ı rrSingletonu spousˇteˇli prˇ´ıkazy, ktere´ se vykona´valy na ostatn´ıch pocˇ´ıtacˇ´ıch,
kde beˇzˇel rrServer. To na´m umozˇnilo jednodusˇsˇ´ı administraci clusteru a konfigurace testo-
vany´ch DFS.
2V dobeˇ psan´ı te´to pra´ce se jizˇ objevila verze 1.3.8, ktera´ je v tuto chv´ıli doda´va´na pouze v jednom bal´ıku
glusterfs-1.3.8-1 (opeˇt nepocˇ´ıta´m-li devel)
3
”
rr“ znamena´ remote run
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Konfigurace
Jak bylo uvedeno u obecne´ho popisu, GlusterFS se konfiguruje s pomoc´ı soubor˚u oznacˇovany´ch
jako ”Volume Specification“ (da´le VS). V konkre´tn´ı instanci GlusterFS pak ma´ kazˇdy´ glus-
terfsd sv˚uj vlastn´ı VS, liˇs´ıc´ı se obsahem podle nastaven´ı serveru. Pro klienty glusterfs exis-
tuje jeden spolecˇny´ VS, v neˇmzˇ docha´z´ı ke sjednocen´ı vsˇech server˚u do clusteru pomoc´ı
translatoru cluster/unify.
VS ma´ prˇesneˇ definovana´ syntakticka´ i se´manticka´ pravidla. Sesta´va´ z blok˚u volume,
ktere´ maj´ı vzˇdy jako type uvedeny na´zev translatoru, ktery´ je implementuje. Na´sleduj´ı dalˇs´ı
nastaven´ı uvozena´ slovem option s mozˇnostmi podle pra´veˇ pouzˇ´ıvane´ho translatoru. Bloky
volume se p´ıˇsou za sebe a bloky neˇktery´ch translator˚u mohou logicky spojovat jine´ bloky.
Uvedu prˇ´ıklad konfiguracˇn´ıho souboru klient˚u, ktery´ byl pouzˇit v jedne´ z konfigurac´ı4
beˇhem testova´n´ı. Prˇ´ıklad konfiguracˇn´ıho souboru dataserveru najdete na prˇilozˇene´m CD.
volume client1
type protocol/client
option transport-type tcp/client
option remote-host s1
option remote-port 6996
option remote-subvolume brick
end-volume
Volume client1 specifikuje na´lezˇitosti jednoho ze vzda´leny´ch glusterfsd server˚u. Na´sleduj´ı,
pro podobnost zde neuvedene´, bloky client2 a client3, ktere´ specifikuj´ı dalˇs´ı dva servery
v tomto rozlozˇen´ı clusteru.
volume bricks
type cluster/unify
subvolumes client1 client2 client3
option scheduler alu
option alu.order disk-usage:read-usage:write-usage:open-files-usage
end-volume
Dalˇs´ım je blok translatoru cluster/unify, ktery´ spojuje trˇi definovane´ vzda´lene´ glus-
terfsd do jednoho logicke´ho namespace. T´ımto zp˚usobem je mozˇne´ kombinovat funkce
nejr˚uzneˇjˇs´ıch translator˚u a vytva´rˇet zaj´ımave´ a velice specificke´ konfigurace [5]. Dalˇs´ım
d˚ulezˇity´m nastaven´ım v ra´mci cluster/unify je vy´beˇr tzv. scheduleru, tedy pla´novacˇe, ktery´
ma´ na starost prˇerozdeˇlova´n´ı novy´ch soubor˚u mezi dataservery. Zvla´sˇt’ proto, zˇe GlusterFS
nema´ metaserver, a tedy ve veˇtsˇineˇ5 konfigurac´ı nedeˇl´ı soubory na mensˇ´ı cˇa´sti, ktere´ se
nacha´zej´ı na r˚uzny´ch serverech, je spra´vny´m vy´beˇrem scheduleru mozˇne´ optimalizovat
cˇinnost GlusterFS na vybranou konkre´tn´ı aplikaci.
V ra´mci nasˇeho testova´n´ı jsem pouzˇ´ıval pla´novacˇ Adaptive Least Usage, tzv. ALU. Dle
autor˚u [5] je nejvyspeˇlejˇs´ı a nejvhodneˇjˇs´ı pro obecne´ pouzˇit´ı. Jak je patrne´ z prˇedchoz´ı
uka´zky, je mozˇne´ nastavit porˇad´ı faktor˚u, na ktere´ se bere ohled prˇi vy´beˇru dataserveru
pro ulozˇen´ı nove´ho souboru.
4Jednalo se o konfiguraci slozˇenou ze 3 dataserver˚u a libovolne´ho mnozˇstv´ı klient˚u
5Pro GlusterFS je implementova´n i translator cluster/stripe. Autory vsˇak jeho pouzˇit´ı, vzhledem k celkove´
mysˇlence GlusterFS, neni mimo neˇkolika specificky´ch prˇ´ıpad˚u uzˇit´ı doporucˇova´no. Viz FAQ v dokumentaci[7]
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Existuj´ı i dalˇs´ı schedulery podrobneˇ popsane´ na GlusterFS WIKI [7]. Zaj´ımavy´ je
zejme´na scheduler switch, pomoc´ı ktere´ho je mozˇne´ prˇerozdeˇlovat umı´steˇn´ı soubor˚u podle
jejich typu na vybrane´ servery. Zkombinuje-li se pouzˇit´ı tohoto pla´novacˇe a translatoru AFR
pro vytva´rˇen´ı zrcadlovy´ch kopi´ı vybrany´ch server˚u, je mozˇne´ vytvorˇit syste´m, ve ktere´m
se naprˇ´ıklad soubory *.dat replikuj´ı a uchova´vaj´ı ve v´ıce kopi´ıch, zat´ımco ostatn´ı soubory
takto za´lohova´ny nejsou.
3.4.1 Prova´deˇne´ testy
GlusterFS jsem podrobil vy´sˇe uvedene´ skupineˇ test˚u na neˇkolika konfigurac´ıch. Testoval
jsem konfigurace s jedn´ım azˇ trˇemi dataservery a vzˇdy s neˇkolika r˚uzny´mi pocˇty prˇipojeny´ch
klient˚u. Kazˇdy´ test jsem realizoval neˇkolikra´t, aby bylo dosazˇeno statisticky lepsˇ´ıch vy´sledk˚u,
poprˇ´ıpadeˇ zamezeno zkreslen´ı vy´sledk˚u na´hodny´m vy´kyvem v dobeˇ testu.
3.4.2 Analy´za vy´sledk˚u
Test 1 klient 2 klienti 4 klienti
Za´pis 16,5 x x
Cˇten´ı 11,3 19,3 154
Op. za´pis 17,5 x x
Op. cˇten´ı < 1 < 1 < 1
Tabulka 3.1: Trva´n´ı test˚u GlusterFS – uvedeno v sekunda´ch
Jak jizˇ jsem se zmı´nil, GlusterFS nerozdeˇluje soubory na cˇa´sti, ale kazˇdy´ noveˇ vznikly´
soubor cely´ ulozˇ´ı na jeden konkre´tn´ı dataserver. K vy´beˇru vhodne´ho serveru slouzˇ´ı jeden ze
scheduler˚u, ktery´ dle sve´ho nastaven´ı dataserver zvol´ı. Proto jsou v tabulce zaznamena´ny
vy´sledky pouze pro r˚uzne´ pocˇty klient˚u, nikoli dataserver˚u – neˇktere´ testy pracovaly pra´veˇ
s jedn´ım souborem, a t´ım pa´dem prakticky i jen s jedn´ım dataserverem, na ktere´m byl
dotycˇny´ soubor pra´veˇ ulozˇen. Jine´ testy pak pouzˇ´ıvaly neˇkolik soubor˚u r˚uzneˇ rozlozˇeny´ch
v clusteru. V tabulce jsou uvedeny cˇasy nameˇrˇene´ prˇi pra´ci jen s jedn´ım dataserverem.
Rozd´ıly vy´konu prˇi pouzˇ´ıva´n´ı v´ıce soubor˚u beˇhem testova´n´ı i zamysˇlen´ı se nad vlivem
takove´to pra´ce DFS na prakticke´ pouzˇit´ı bude soucˇa´st´ı na´sleduj´ıc´ıho textu.
Za´pis
Prˇi testu za´pisu vygeneroval skript dfsServer beˇzˇ´ıc´ı na vybrane´m klientovi na´hodna´ data,
ktera´ posle´ze zapisoval po kilobytovy´ch bloc´ıch do souboru noveˇ vytvorˇene´ho v oblasti
vyexportovane´ho GlusterFS. Tak vznikl 1 GB soubor. S´ıt´ı se tedy od klienta k jednomu
nebo v´ıce dataserver˚um musel tento objem dat prˇene´st.
Pokud se testu u´cˇastnil jeden klient, prˇena´sˇel data na dataserver urcˇeny´ schedulerem
k ulozˇen´ı souboru vysˇsˇ´ı rychlost´ı, nezˇ byla maxima´ln´ı rychlost za´pisu disku dataserveru.
Dı´ky skutecˇnosti, zˇe operacˇn´ı pameˇt’ dataserveru meˇla kapacitu 2 GB, zat´ımco soubor veli-
kost pouze 1 GB mohl by´t do cache nahra´n cely´ soubor. Na disk serveru se data mezit´ım
zapisovala rychlost´ı, ktera´ byla prˇiblizˇneˇ o 15 MB/s nizˇsˇ´ı. Situaci dokumentuj´ı grafy 3.1 a
3.2. Graf 3.1 zobrazuje obsazen´ı pameˇti dataserveru beˇhem testu.
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Obra´zek 3.1: Obsazen´ı pameˇti dataserveru beˇhem za´pisu jedn´ım klientem
Za´pis na disk zacˇal ve stejne´ chv´ıli, jako se spustil prˇenos dat s´ıt´ı. Disk cˇetl data z cache
a zapisoval nizˇsˇ´ı rychlost´ı, nezˇ do n´ı data prˇicha´zela. Proto disk zapisoval jesˇteˇ prˇiblizˇneˇ
dalˇs´ıch 10 sekund po dokoncˇen´ı prˇenosu dat do cache.
Obra´zek 3.2: Cˇinnost disku dataserveru beˇhem za´pisu jedn´ım klientem
Z pohledu klienta tedy za´pis skocˇil o prˇiblizˇneˇ 10 sekund drˇ´ıve, nezˇ tomu tak skutecˇneˇ
bylo. Nab´ız´ı se ota´zka, byla-li pameˇt’ dostatecˇneˇ velika´, procˇ se data do cache dataserveru
nezapisovala plnou s´ıt’ovou rychlost´ı. Je mozˇne´, zˇe tomu bylo proto, zˇe ve stejnou chv´ıli,
kdy do cache data prˇicha´zela, byla za´rovenˇ cˇtena diskem, cˇ´ımzˇ mohla cache by´t cˇa´stecˇneˇ
brzdeˇna. Na druhou stranu, prˇi rychlostech dnesˇn´ıch pameˇt´ı RAM, se zda´, zˇe by k tomu
docha´zet nemeˇlo. Domn´ıva´m se tedy, zˇe toto zbrzdeˇn´ı je vy´sledkem pouzˇite´ implementace
cache.
Ve vsˇech nasˇich testech meˇla cache skutecˇneˇ velky´ vy´znam. Te´meˇrˇ vzˇdy urychlila I/O
operaci – pravdeˇpodobneˇ ke spokojenosti klienta v prakticke´ aplikaci. Abych vyzkousˇel
rychlost za´pisu s pokud mozˇno alesponˇ cˇa´stecˇneˇ eliminovanou cache, nechal jsem zapsat
10 GB soubor, ktery´ byl tedy peˇtkra´t veˇtsˇ´ı nezˇ kapacita pameˇti RAM. Pr˚umeˇrna´ rychlost
za´pisu byla 46 MB/s, cozˇ je o 16 MB/s me´neˇ nezˇ v prˇ´ıpadeˇ za´pisu 1 GB souboru.
Test opakovane´ho za´pisu byl zameˇrˇeny´ prˇedevsˇ´ım na DFS obsahuj´ıc´ı metaserver, tedy
komponentu, kterou je trˇeba kontaktovat prˇi pokusu o otevrˇen´ı/zavrˇen´ı souboru - vznika´
aspekt, ktery mu˚zˇe ovlivnit prˇenos dat. GlusterFS ovsˇem metaserver nema´, opakovany´
za´pis 1000 x 1 MB soubor tedy prob´ıhal stejny´m zp˚usobem i stejneˇ rychle jako prˇesnost
1 GB souboru.
Soucˇasny´ za´pis v´ıce klient˚u do jednoho souboru pochopitelneˇ nen´ı mozˇny´ (proto pra´zdna´
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Obra´zek 3.3: Cˇinnost s´ıteˇ dataserveru beˇhem za´pisu sedmi klienty
mı´sta v tabulce 3.1). Zapisovalo-li v´ıce klient˚u do svy´ch vlastn´ıch soubor˚u, za´lezˇelo prˇedevsˇ´ım
na tom, na ktere´m dataserveru byly tyto soubory umı´steˇny. Jestlizˇe docha´zelo k za´pisu do
dvou soubor˚u na jednom dataserveru dveˇma klienty, rychlost za´pisu kazˇde´ho z nich klesla
prˇiblizˇneˇ na polovinu. S veˇtsˇ´ım mnozˇstv´ım klient˚u klesala pr˚umeˇrna´ rychlost dokonce v´ıce
nezˇ linea´rneˇ. Dalˇs´ı zpomalen´ı pak bylo zp˚usobeno nar˚ustaj´ıc´ım pocˇtem pozˇadavk˚u na za´pis
na disk, ktery´ musel zapisovat nara´z na v´ıce mı´st, cˇ´ımzˇ se zacˇala projevovat doba vybaven´ı
a doba vystaven´ı hlav.
Tuto situaci dokumentuje graf 3.3 NUM. Jedna´ se o soucˇasny´ za´pis sedmi klient˚u,
prˇicˇemzˇ vsˇechny soubory jsou umı´steˇny na jednom dataserveru. Rychlost prˇenosu dat od
libovolne´ho z klient˚u klesla na pr˚umeˇrny´ch 2,5 MB/s, cozˇ nen´ı sedmkra´t, ale dvacetpeˇtkra´t
pomalejˇs´ı.
Zda´ se, jako by GlusterFS nebyl prˇ´ıliˇs efektivn´ı. Nicme´neˇ nezapomı´nejme na scheduler,
ktery´ soubory inteligentneˇ (nebo jinak, viz switch) rozdeˇluje na r˚uzne´ servery. Pokud tedy
nema´me aplikaci, ktera´ pracuje sta´le s jedn´ım souborem, je pravdeˇpodobne´, zˇe zat´ızˇen´ı
GlusterFS bude pomeˇrneˇ dobrˇe rozdeˇleno. A to zvla´sˇteˇ v prˇ´ıpadech, kdy na FS soucˇasneˇ
prˇistupuje mnozˇstv´ı r˚uzny´ch klient˚u pracuj´ıc´ıch s r˚uzny´mi soubory.
Kdyzˇ jsem prˇipravil test, ve ktere´m trˇi klienti zapisovali do soubor˚u umı´steˇny´ch na
r˚uzny´ch dataserverech, rychlost prˇenosu dat od kazˇde´ho z klient˚u byla stejna´ jako v testech,
kdy klient v jednom momenteˇ pracoval s GlusterFS sa´m.
Cˇten´ı
Pro cˇten´ı z exportovane´ho GlusterFS platila stejna´ pravidla rozdeˇleˇn´ı soubor˚u a vy´konu
jako u za´pisu. Cˇteny´ soubor byl vzˇdy cely´ ulozˇen na jednom dataserveru. Jestlizˇe k neˇmu
prˇistupovalo v jednu chv´ıli v´ıce klient˚u, museli se deˇlit prˇedevsˇ´ım o s´ıt’ove´ zdroje. Prˇistupovalo-
li v jednom testu v´ıce klient˚u k v´ıce soubor˚um a na v´ıce serverech, navza´jem se neovlivnˇovali
a meˇli k dispozici vsˇechny zdroje dane´ho serveru. V opacˇne´m prˇ´ıpadeˇ bylo cˇten´ı brzdeˇno
obdobny´m zp˚usobem jako u za´pisu – v tabulce 3.1 je to videˇt na rozd´ılny´ch cˇasech test˚u
cˇten´ı dveˇma a cˇtyrˇmi klienty.
Vı´ce nezˇ za´pis bylo cachem ovlivneˇno cˇten´ı, opeˇt hlavneˇ na straneˇ dataserver˚u. Vy´znamne´
pro rychlost cˇten´ı bylo, zda se jizˇ cely´ soubor nebo jeho cˇa´st nacha´zela v pameˇti – naprˇ´ıklad
po prˇedchoz´ım cˇten´ı nebo za´pisu. Grafy 3.4 a 3.5 zna´zornˇuj´ı typicke´, cache ovlivneˇne´ cˇten´ı.
V na´sleduj´ıc´ım grafu je zobrazeno I/O disku dataserveru, na ktere´m se nacha´zel cˇteny´
soubor. Nejprve je videˇt koncˇ´ıc´ı za´pis souboru, ktery´ se ihned v dalˇs´ım testu cˇetl.
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Obra´zek 3.4: Cˇinnost disku prˇi cˇten´ı s vyuzˇit´ım cache
Jak ukazuje obra´zek 3.5, ihned po dokoncˇen´ı za´pisu zacˇalo cˇten´ı, ktere´ vsˇak jizˇ nemeˇlo
na chod disku vliv, protozˇe cely´ soubor byl v cache, ze ktere´ byl s´ıt´ı pos´ıla´n klientu.
Obra´zek 3.5: Cˇinnost s´ıt’eˇ prˇi cˇten´ı s vyuzˇit´ım cache
Rychlost v tomto testu (viz tabulka 3.1) byla omezena vy´hradneˇ maxima´ln´ı prˇenosovou
rychlost´ı gigabitove´ s´ıteˇ, cˇemuzˇ hodnoty okolo 100 MB/s odpov´ıdaj´ı.
Pokud soubor nebyl v cache, musel by´t cˇten prˇ´ımo z disku a rychlost cˇten´ı tedy od-
pov´ıdala maxima´ln´ı rychlosti disku.
Zaj´ımaveˇ GlusterFS vyuzˇil cache beˇhem testova´n´ı cˇten´ı jednoho souboru v´ıcero klienty.
V situaci, kdy cˇetli soubor 2 klienti, prvn´ı klient prˇistupoval k souboru o neˇco pozdeˇji nezˇ
druhy´. Prvn´ı klient svy´m cˇten´ım vytva´rˇel cache, ze ktere´ mohl vza´peˇt´ı cˇ´ıst i druhy´ klient,
anizˇ by musel jakkoli zateˇzˇovat pevny´ disk. Prˇi na´sledne´m prˇenosu byla pak celkova´ rychlost
vy´stupu s´ıteˇ dataserveru vyuzˇita dvojna´sobneˇ oproti maxima´ln´ı rychlosti cˇten´ı disku – jak
kazˇdy´ klient prˇesouval data rychlost´ı, jakou je meˇl k dispozici. Rychlost cˇten´ı tak v te´to
situaci byla pro kazˇde´ho z klient˚u stejna´ jako v prˇ´ıpadeˇ, kdy by k souboru prˇistupoval pouze
sa´m. Shodou okolnost´ı byla maxima´ln´ı propustnost s´ıteˇ zhruba dvojna´sobna´ jako rychlost
disku v tomto testu. Kdyby cˇetli v´ıce nezˇ 2 klienti za´rovenˇ, rychlost prˇijmu dat klientem
by jizˇ byla mensˇ´ı.
Cache meˇla za´sadn´ı vliv i na opakovane´ cˇten´ı. Tento test cˇetl tis´ıckra´t 1 MB soubor,
cˇ´ımzˇ prˇecˇetl celkem 1 GB dat. Vzhledem k neexistenci metaserveru nebyla nutna´ zˇa´dna´
s´ıt’ova´ komunikace mimo samotne´ho prˇena´sˇen´ı dat. Cache se pro zmeˇnu uplatnila na straneˇ
klienta. Klient prˇecˇetl soubor pouze jednou, ulozˇil si ho do sve´ cache, a kdyzˇ mu prˇiˇsel
pokyn na opeˇtovne´ cˇten´ı tohoto souboru, tak ho z´ıskal loka´lneˇ. Cely´ test tak trval me´neˇ
nezˇ 1 sekundu, nehledeˇ na to, kolik klient˚u se ho u´cˇastnilo.
21
Za´pis na konec souboru
Pokud do jednoho souboru zapisovalo v´ıce klient˚u ve stejnou chv´ıli 1 MB, data byla sice
ulozˇena na prˇeska´cˇku, ale k zˇa´dne´ ztra´teˇ nedosˇlo. V extre´mneˇjˇs´ım prˇ´ıpadeˇ, kdy trˇi klienti
prˇipisovali celkem 1 GB po 1 MB bloc´ıch, skoncˇil za´pis vytvorˇen´ım pouze 2 GB souboru.
Dosˇlo tedy ke ztra´teˇ trˇetiny zapisovany´ch dat. GlusterFS tud´ızˇ bezvy´hradneˇ toto POSIXove´
pravidlo nesplnˇuje.
Vy´padek
Chova´n´ı GlusterFS beˇhem vy´padku jednoho z dataserver˚u jsem testoval tak, zˇe beˇhem
kop´ırova´n´ı souboru jsem vybrane´mu serveru odpojil s´ıt’ovy´ kabel. Kop´ırova´n´ı se pozastavilo
do doby, dokud jsem jej opeˇt neprˇipojil. Pote´ se znovu rozebeˇhlo a cely´ soubor byl spra´vneˇ
prˇenesen. Pokud jsem vypojil kabel dataserveru, na ktere´m nebyl kop´ırovany´ soubor ulozˇen,
nebo na ktery´ se pra´veˇ nekop´ıroval, nebylo kop´ırova´n´ı nijak narusˇeno.
Beˇhem tohoto testu nebyl dotycˇny´ dataserver zrcadlova´n s pomoc´ı translatoru clus-
ter/afr. Tento translator pracuje t´ım zp˚usobem, zˇe vzˇdy obsah cele´ho jednoho dataserveru
zrcadl´ı na jeden nebo v´ıce dalˇs´ıch server˚u. Vytva´rˇ´ı tedy podobny´ zp˚usob za´lohy jako po-
skytuje diskove´ RAID pole. Vy´hodou je, zˇe dojde-li k odpojen´ı cele´ho pocˇ´ıtacˇe, jsou data
sta´le prˇ´ıstupna´[5], zat´ımco pokud by bylo pouzˇito k za´lohova´n´ı RAID pole, budou dostupna´
pouze, jestlizˇe dojde k vy´padku disku. Toto rˇesˇen´ı je zajiste´ na´kladneˇjˇs´ı, protozˇe je trˇeba
porˇ´ıdit cely´ dalˇs´ı pocˇ´ıtacˇ.
3.5 Parallel Virtual File System 2
Dalˇs´ım testovany´m syste´mem byl Parallel Virtual File System 2.
Instalace
Protozˇe autorˇi PVFS neda´vaj´ı k dispozici prˇedkompilovane´ bal´ıcˇky, instalaci[15] jsem pro-
vedl ze zdrojove´ho arch´ıvu. Veˇtsˇina ze za´vislost´ı PVFS je soucˇa´st´ı te´meˇrˇ kazˇde´ linuxove´
distribuce6, ostatn´ı bylo trˇeba doinstalovat:
• Berkeley DB verze 3 nebo 4
• pthreads
Beˇhem samotne´ kompilace jsem postupoval stejny´m zp˚usobem jako je popsa´no v druhe´
kapitole - posloupnost´ı prˇ´ıkaz˚u ./configure7 , make a make install. Na pocˇ´ıtacˇ´ıch, ktere´
meˇly slouzˇit jako klientske´, bylo nav´ıc trˇeba spustit make kmod, cˇ´ımzˇ dosˇlo ke kompilaci
modulu ja´dra.
Prˇekla´dany´ zdrojovy´ ko´d se nacha´zel na NFS, ktere´ bylo prˇipojeno ve vsˇech pocˇ´ıtacˇ´ıch.
Vhledem k tomu, zˇe konfigurace vsˇech pocˇ´ıtacˇ˚u clusteru a jejich softwarove´ vybaven´ı bylo
prakticky totozˇne´, stacˇilo prove´st prˇeklad pouze na jednom pocˇ´ıtacˇi. S vyuzˇit´ım nasˇeho
skriptu pro vzda´lene´ spousˇteˇn´ı jsem pak vykonal make install na ostatn´ıch pocˇ´ıtacˇ´ıch,
cˇ´ımzˇ se PVFS nainstalovalo v cele´m clusteru.
6Podpora Asynchronous I/O (AIO), gcc >= 2.96 a GNU Make
7Na pocˇ´ıtacˇ´ıch, kde jsem meˇl v u´myslu provozovat pvfs2-client, jsem zde volbou -with-
kernel=/cesta/ke/hlavicˇka´m/kernelu musel uve´st cestu ke zdrojove´mu ko´du beˇzˇ´ıc´ıho kernelu
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Konfigurace
Vzˇdy, kdyzˇ jsem meˇnil pocˇet pvfs2-server funguj´ıc´ıch jako dataservery nebo metaservery,
tedy meˇnil konfiguraci clusteru, bylo trˇeba spustit skript pvfs2-genconfig. Tomuto skriptu
jsem interaktivn´ı formou zadal potrˇebne´ u´daje, zejme´na hostnames pocˇ´ıtacˇ˚u, na nichzˇ meˇly
pvfs2-server fungovat jako dataservery a take´ na teˇch, ktere´ meˇly zasta´vat roli metaserveru.
Pvfs2-genconfig vytvorˇil konfiguracˇn´ı soubor /etc/pvfs2-fs.conf, ktery´ je standardneˇ
trˇeba rozkop´ırovat na vsˇechny pocˇ´ıtacˇe u´cˇastn´ıc´ı se clusteru. Struktura tohoto souboru
je podobna´ XML a nen´ı teˇzˇke´ ho v prˇ´ıpadeˇ potrˇeby rucˇneˇ editovat. Pvfs2-fs.conf je prˇ´ıliˇs
dlouhy´ na to, abych sem vkla´dal jeho uka´zku, proto prˇ´ıklady teˇchto soubor˚u pouzˇite´ prˇi
r˚uzny´ch konfigurac´ıch beˇhem testova´n´ı naleznete na prˇilozˇene´m CD.
3.5.1 Prova´deˇne´ testy
Na PVFS jsem provedl stejnou skupinu test˚u jako u GlusterFS.
3.5.2 Analy´za vy´sledk˚u
V tabulce 3.2 jsou uvedeny vy´sledky test˚u PVFS. PVFS ma´ architekturu vy´znamneˇ odliˇsnou
od GlusterFS. Vsˇechny soubory ulozˇene´ v tomto DFS jsou deˇleny na cˇa´sti, ktere´ jsou ulozˇeny
na pocˇ´ıtacˇ´ıch s r˚uzny´mi beˇzˇ´ıc´ımi pvfs2-server. 8. Proto jsou v tabulce uvedeny vy´sledky test˚u
vsˇech zkoumany´ch konfigurac´ı. Hodnoty jsou doby trva´n´ı testu ze strany jednoho klienta
v sekunda´ch. Vsˇechny testy opeˇt prˇena´sˇely at’ smeˇrem ke klientovi, at’ smeˇrem od neˇj vzˇdy
1 GB. V testech opakovane´ho cˇten´ı, resp. za´pisu, pak prˇenesly 1024 x 1 MB.
Informace typu ”2 x 4“ znamena´, zˇe dana´ konfigurace sesta´vala ze dvou dataserver˚u a
testu se u´cˇastnili 4 klienti. Ve vsˇech testech mimo ”4 x 4“ byl v clusteru prˇ´ıtomny´ vzˇdy jeden
metaserver. V konfiguraci ”4 x 4“ jsem zkousˇel prova´deˇt testy s jedn´ım i dveˇma aktivn´ımi
metaservery, a jak se uka´zalo, na cluster nasˇ´ı velikosti to nemeˇlo vliv.
U neˇktery´ch test˚u, jichzˇ se u´cˇastnilo v´ıce klient˚u, meˇly neˇkdy testy pro tyto r˚uzne´ klienty
odliˇsnou dobu trva´n´ı. V tabulce 3.2 je vzˇdy uveden pr˚umeˇr teˇchto cˇas˚u, chceme-li proto
z´ıskat celkovou propustnost s´ıteˇ v MB/s, stacˇ´ı vydeˇlit cˇ´ıslo 1024 touto hodnotou a vyna´sobit
pocˇtem klient˚u.
Test 1 x 1 1 x 2 2 x 1 2 x 2 2 x 3 2 x 4 4 x 4
Za´pis 11,6 27 11,1 19,7 23 28 22
Cˇten´ı 11,4 25 11,0 15,1 17,2 50 24
Op. za´pis 16,6 x 15,4 24 x 34 27
Op. cˇten´ı 16,3 26 15,9 x x x 30
Tabulka 3.2: Testy PVFS 2 – uvedeno v sekunda´ch
Cˇten´ı a za´pis
PVFS vzˇdy soubory rozdeˇlene´ na cˇa´sti – stripes ukla´dal na dataservery v´ıceme´neˇ rov-
nomeˇrneˇ. Vzˇdy, kdyzˇ jsem pocˇ´ıtal velikost dat, ktere´ na dataserverech zab´ırala data ulozˇena´
PVFS, byly tyto velikosti prˇiblizˇneˇ stejne´. Prakticky u kazˇde´ho testu, jedno jestli cˇten´ı nebo
8Da´le je budu nazy´vat dataservery a zasta´va´-li pvfs2-server funkci metaserveru – tak metaserver(y).
Oznacˇ´ım-li pocˇ´ıtacˇ jako klient, mysl´ım t´ım pocˇ´ıtacˇ se spusˇteˇny´m pvfs-client
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za´pisu, byla proto za´teˇzˇ rozdeˇlena v´ıceme´neˇ rovnomeˇrneˇ. To se vyplatilo zvla´sˇteˇ v prˇ´ıpadech,
kdy v´ıce klient˚u prˇistupovalo k jednomu souboru ve stejne´ chv´ıli. Vzhledem k tomu, zˇe byly
vsˇechny soubory rozmeˇlneˇny, pak v praxi ani prˇ´ıliˇs neza´lezˇelo na tom, zda kazˇdy´ klient
pracoval s vlastn´ım souborem, anebo (v prˇ´ıpadeˇ cˇten´ı) jej sd´ılel s jiny´mi.
Cache meˇla opeˇt na vy´sledek test˚u velky´ vliv. Na´padne´ je to zvla´sˇteˇ tehdy, pokud cˇetlo
mensˇ´ı mnozˇstv´ı klient˚u. Rychlost cˇten´ı 1 GB, cˇetl-li jeden klient, je prakticky stejna´ jako
tomu bylo u GlusterFS. Docha´zelo zde ke stejneˇ efektivn´ımu vyuzˇit´ı cache. Byl-li soubor jizˇ
dostupny´ naprˇ´ıklad z prˇedchoz´ıho za´pisu, tak se cˇetl z cache a vyuzˇ´ıval plne´ho potencia´lu
s´ıteˇ.
Obra´zek 3.6: Prˇ´ıjem dat dataserverem zpomalovany´m komunikac´ı s metaserverem
Nicme´neˇ, pokud se zapisovalo, dovedl cache PVFS vyuzˇ´ıt le´pe. Cely´ soubor byl opeˇt
nahra´n do cache dataserveru vysˇsˇ´ı rychlost´ı, nezˇli je maxima´ln´ı za´pis disku. PVFS vsˇak
doka´zal v tomto prˇ´ıpadeˇ vyuzˇ´ıt maxima´ln´ıho potencia´lu s´ıteˇ, a tak dosa´hl stejne´ rychlosti
za´pisu jako u plneˇ cachovane´ho cˇten´ı. Vy´hodne´ je, zˇe prˇi za´pisu bude takto cache vyuzˇito
vzˇdy (postacˇ´ı-li RAM). Plneˇ cachovane´ cˇten´ı je prˇece jenom sp´ıˇse idea´ln´ım I/O deˇjem a
v praxi bude zrˇejmeˇ veˇtsˇinou cachova´no jen cˇa´stecˇneˇ.
Jako uka´zka nejme´neˇ idea´ln´ı situace slouzˇ´ı test konfigurace ”2 x 4“, kdy se doba potrˇebna´
pro cˇten´ı kazˇdy´m ze cˇtyrˇ klient˚u vysˇplhala na pr˚umeˇrny´ch 50 sekund. Kazˇdy´ z klient˚u cˇetl
sv˚uj vlastn´ı soubor, ktery´ nebyl ani cˇa´stecˇneˇ v cache. Proti ostatn´ım test˚um (kdy bylo ze
cˇtene´ho souboru zpravidla v cache tolik, kolik bylo mozˇne´), se jedna´ o extre´m, ktery´ jsem
prˇivodil restartem obou dataserver˚u.
Sledujeme-li hodnoty v tabulce 3.2, docha´z´ı pochopitelneˇ k jejich zvysˇova´n´ı s meˇn´ıc´ım
se pocˇtem klient˚u. Hodnoty zpravidla prˇiblizˇneˇ odpov´ıdaj´ı nutne´mu rozdeˇlen´ı prostrˇedk˚u,
k jake´mu mus´ı docha´zet v dane´ konfiguraci. Je videˇt, zˇe doba potrˇebna´ k prˇenosu dat se
zveda´ poneˇkud rychleji nezˇ linea´rneˇ ve vztahu k mnozˇstv´ı dataserver˚u a klient˚u. Dokumen-
tuje to naprˇ´ıklad vy´sledek testu konfigurace ”4 x 4“, kdy doba nen´ı stejna´ jako v konfiguraci
”1 x 1“, ale prakticky dvojna´sobna´. To je zp˚usobeno skutecˇnost´ı, zˇe vsˇichni klienti komuni-
kovali se vsˇemi servery, mnozˇstv´ı propletene´ komunikace se tedy muselo projevit.
Testy opakovane´ho za´pisu byly provedeny prˇedevsˇ´ım kv˚uli mozˇne´mu vlivu metaserveru
na vy´kon - jeden soubor bude opakovaneˇ otv´ıra´n, znovu zapisova´n nebo cˇteny´, a pote´
zav´ıra´n. A skutecˇneˇ, protozˇe PVFS ma´ metaserver, za´pis i cˇten´ı t´ımto zp˚usobem vyvo-
lalo potrˇebu sta´le´ komunikace s n´ım. Prakticky ve vsˇech konfigurac´ıch trval test pr˚umeˇrneˇ
o 30 % delˇs´ı dobu nezˇ v testech s 1 GB souborem. Graf 3.6 zna´zornˇuje tok dat prˇij´ımany´ch
dataserverem od klienta brzdeˇny´ch drobnou komunikac´ı, ktera´ prob´ıhala ve stejnou dobu
s metaserverem. Jeho s´ıt’ove´ I/O je zobrazen v grafu 3.7. Provedl jsem i obdobu tohoto
testu, kdy z˚ustal prˇepisovany´ soubor po celou dobu otevrˇeny´, a po ukoncˇen´ı za´pisu kazˇde´ho
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Obra´zek 3.7: S´ıt’ove´ I/O metaserveru beˇhem testu opakovane´ho za´pisu
jednotlive´ho MB se vzˇdy prˇesˇlo znovu na zacˇa´tek. Jak ukazuje graf 3.8, metaserver vy-
poveˇdeˇl s´ıt’ovou cˇinnost pouze v momentu otevrˇen´ı a zavrˇen´ı souboru, kdy odpoveˇdeˇl na
pozˇadavek o metainformace pro dany´ soubor prˇi otevrˇen´ı a zapsal novy´ cˇas9 posledn´ı editace
prˇi zavrˇen´ı. Tento test trval stejneˇ dlouho jako prˇi za´pisu GB souboru.
Test opakovane´ho za´pisu
PVFS se prˇi testu appendu osveˇdcˇil le´pe nezˇ GlusterFS. Pokud do jednoho souboru zapi-
sovalo v´ıce klient˚u ve stejnou chv´ıli 1 MB, nedosˇlo ke ztra´teˇ dat a data byla usporˇa´da´na
za sebou a neprol´ınala se po KB bloc´ıch jako v prˇ´ıpadeˇ GlusterFS. Nicme´neˇ beˇhem test˚u
prˇipisuj´ıc´ıch kazˇdy´m klientem 1 GB, jizˇ ke ztra´teˇ dat dosˇlo. PVFS tedy take´ tuto soucˇa´st
POSIXu nedrzˇ´ı. Na druhou stranu, PVFS si ani neklade za c´ıl dodrzˇovat prˇesneˇ POSIX,
jak prˇizna´vaj´ı jeho autorˇi, a prˇitom se alesponˇ prˇi pra´ci s mensˇ´ım mnozˇstv´ım dat podle n´ı
choval.
Obra´zek 3.8: S´ıt’ove´ I/O metaserveru prˇi opakovane´m za´pisu bez opeˇtovne´ho
otev´ıra´n´ı/zav´ıra´n´ı souboru
Test vy´padku
Odolnost proti vy´padku jsem vyzkousˇel stejny´m zp˚usobem jako u GlusterFS. Vy´sledek byl
takte´zˇ stejny´. Prˇesun dat se vzˇdy pozastavil a po znovuprˇipojen´ı dataserveru pokracˇoval.
Na rozd´ıl od GlusterFS se vsˇak prˇenos zastavil, vypojil-li jsem libovolny´ z dataserver˚u,
protozˇe data prˇena´sˇene´ho souboru se nacha´zela v cele´m clusteru.
9Samozrˇejmeˇ mimo jiny´ch prˇ´ıpadny´ch informac´ı...
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Prˇena´sˇelo-li se neˇkolik mensˇ´ıch soubor˚u, odpojen´ı metaserveru zp˚usobilo pozastaven´ı
azˇ beˇhem dokoncˇova´n´ı kop´ırova´n´ı aktua´lneˇ prˇena´sˇene´ho souboru. Po opeˇtovne´m prˇipojen´ı
metaserveru vsˇe opeˇt pokracˇovalo.
Podobneˇ jako u dataserver˚u, byly-li prˇ´ıtomny dva (v´ıce jsem nezkousˇel) metaservery,
prˇenos se pozastavil i s odpojen´ım jednoho z nich, protozˇe metainformace meˇly rozlozˇeny
oba dva rovnomeˇrneˇ.
3.6 Gfarm Grid File System
Instalace
Gfarm je standardneˇ k dispozici formou prˇedkompilovany´ch RPM bal´ıcˇk˚u, ktere´ bylo mozˇne´
vyuzˇ´ıt pro instalaci na CentOS 5.1. V dobeˇ testova´n´ı byla jizˇ dostupna´ nova´ verze Gfarmu –
verze 2.0.0. Vhledem k tomu, zˇe se podle[3] jednalo o vy´znamneˇjˇs´ı skok oproti posledn´ı
prˇedchoz´ı verzi 1.4.1, chteˇl jsem do testovac´ıho procesu zapojit verzi 2.0.0. Pro tuto verzi
byl vsˇak Gfarm dostupny´ pouze formou zdrojovy´ch ko´d˚u, instalaci jsem tedy provedl jejich
prˇelozˇen´ım a spusˇteˇn´ım.
Opeˇt stacˇilo spustit trojici prˇ´ıkaz˚u ./configure, make a make install. Jako databa´zovy´
backend metaserveru jsem pro testova´n´ı zvolil PostgreSQL. Kromeˇ toho nebo OpenLDAP
je Gfarm za´visly´ pouze na knihovneˇ OpenSSL. Ta byla v nasˇem syste´mu jizˇ prˇ´ıtomna´,
protozˇe jsem vsˇak prova´deˇl instalaci ze zdrojovy´ch arch´ıv˚u, bylo trˇeba doinstalovat jesˇteˇ
devel variantu jej´ıho bal´ıcˇku.
Jelikozˇ c´ılem bylo prˇipojit Gfarm do jmenne´ho prostoru klientsky´ch pocˇ´ıtacˇ˚u, bylo trˇeba
naistalovat GfarmFS-FUSE. Ten je ve sve´ verzi 2 k dispozici opeˇt pouze v neprˇedkompilovane´
formeˇ. V adresa´rˇi se zdrojovy´m ko´dem GfarmFS-FUSE stacˇilo opeˇt spustit ./configure,
make a make install, bez jaky´chkoli parametr˚u.
Podobneˇ jako v prˇ´ıpadeˇ instalace PVFS byl adresa´rˇ se zdrojovy´mi ko´dy ulozˇen na
vsˇemi pocˇ´ıtacˇi sd´ılene´m NFS. Stacˇilo tedy prove´st kompilaci zdrojovy´ch arch´ıv˚u na jednom
pocˇ´ıtacˇi a na ostatn´ıch pomoc´ı skriptu pro vzda´lene´ spusˇteˇn´ı prove´st v patrˇicˇny´ch adresa´rˇ´ıch
make install.
Konfigurace
Gfarm jsem nejprve nastavoval pro konfiguraci obsahuj´ıc´ı jeden dataserver, pricˇemzˇ meta-
server beˇzˇel na stejne´m pocˇ´ıtacˇi.
Jak jsem jizˇ napsal v podkapitole 2.4.2, nejprve bylo trˇeba nakonfigurovat metaser-
ver. Na patrˇicˇne´m pocˇ´ıtacˇi jsem spustil konfiguracˇn´ı program config-gfarm, ktery´ vyge-
neroval soubory /usr/local/gfarm2.conf a /usr/local/gfmd.conf. Gfarm2.conf slouzˇ´ı
jako konfiguracˇn´ı soubor clusteru a je trˇeba ho kop´ırovat do stejne´ho umı´steˇn´ı na vsˇech
pocˇ´ıtacˇ´ıch, ktere´ se ho jaky´mkoli zp˚usobem u´cˇastn´ı.
Da´le bylo trˇeba vytvorˇit uzˇivatele ” gfarmfs“, ktery´ slouzˇ´ı k autentifikaci mezi dataserve-
rem a metaserverem. Dodanou utilitou gfkey jsem v domovske´m adresa´rˇi uzˇivatele gfarmfs
vytvorˇil soubor .gfarm_shared_key obsahuj´ıc´ı sd´ıleny´ kl´ıcˇ slouzˇ´ıc´ı k vy´sˇe zmı´neˇne´ auten-
tizaci.
Posledn´ı krok te´to konfigurace spocˇ´ıval v nastaven´ı dataserveru. Protozˇe se dataserver
nacha´zel na stejne´m pocˇ´ıtacˇi jako metaserver, byly soubor gfarm2.conf a uzˇivatel gfarm
jizˇ prˇ´ıtomn´ı. Da´le bylo nutne´ spustit program config-gfsd a jako parametr mu dodat cestu
ke slozˇce, kam se na dane´m pocˇ´ıtacˇi meˇla umist’ovat data.
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Ke spusˇteˇn´ı Gfarmu stacˇilo spustit de´mony gfsd a gfmd nacha´zej´ıc´ı se po instalaci
v /etc/init.d. Na pocˇ´ıtacˇ´ıch urcˇeny´ch k roli klienta jsem pouzˇil nainstalovane´ GfarmFS-
FUSE a spustil program gfarm2fs /mountpoint, cˇ´ımzˇ dosˇlo k prˇipojen´ı te´to instance
Gfarmu do syste´mu soubor˚u.
Prˇi pokusu o konfiguraci a spusˇteˇn´ı Gfarmu jako clusteru obsahuj´ıc´ıho v´ıce dataserver˚u
jsem se setkal s proble´my. Nejprve docha´zelo ke komplikac´ım souvisej´ıc´ım zejme´na s au-
tentizac´ı klient˚u k dalˇs´ım prˇida´vany´m dataserver˚um, cozˇ se mi podarˇilo vyrˇesˇit a Gfarm
spustit. Gfarm vsˇak pote´ nefungoval spra´vneˇ, nove´ soubory se nedarˇilo do exportovane´ho
Gfarmu zapisovat.
Trˇebazˇe jsem na´praveˇ takove´ho stavu veˇnoval znacˇne´ u´sil´ı a cˇas, jenzˇ jsem meˇl k dis-
pozici, se mi nakonec Gfarm na konfigurac´ıch s v´ıce dataservery rozjet nepodarˇilo. Provedl
jsem tedy kompletn´ı sadu test˚u, nicme´neˇ pouze na konfigurac´ıch maj´ıc´ıch jeden dataserver.
Nemohu rˇ´ıct, zˇe by chyba byla zp˚usobena Gfarmem, i kdyzˇ se to v podstateˇ nab´ız´ı. Je
mozˇne´, zˇe k tomuto proble´mu prˇispeˇl neˇjaky´ faktor souvisej´ıc´ı konkre´tneˇ s nasˇ´ım clusterem,
nebo i neˇjaka´ chyba na me´ straneˇ, kterou jsem prˇes vesˇkerou snahu odhalit ji, prˇehle´dl.
3.6.1 Prova´deˇne´ testy
Na Gfarmu jsem provedl stejne´ testy jako u GlusterFS a PVFS, nicme´neˇ pouze na sestava´ch
s jedn´ım dataserverem. I tak vsˇak bylo mozˇne´ z vy´sledk˚u test˚u, studiem vlastnost´ı Gfarmu a
analy´zou vznikly´ch graf˚u rozebrat neˇktere´ vnitrˇn´ı pochody Gfarmu a pouzˇ´ıt je k porovna´n´ı
s chova´n´ım zbyly´ch dvou paraleln´ıch DFS.
3.6.2 Analy´za vy´sledk˚u
V tabulce 3.3 jsou uvedeny doby trva´n´ı vykona´vany´ch test˚u ze strany klient˚u v sekunda´ch.
V konfiguraci ”1 x 2“ je uveden pr˚umeˇr teˇchto cˇas˚u.
Test 1 x 1 1 x 2
Za´pis 16,3 31
Cˇten´ı 12,2 29
Op. za´pis 19,2 36
Op. cˇten´ı < 1 < 1
Tabulka 3.3: Testy GlusterFS – uvedeno v sekunda´ch
Za´pis
Prˇi testu za´pisu v sestaveˇ ”1 x 1“ dosa´hl Gfarm v podstateˇ stejne´ho vy´sledku jako GlusterFS.
Graf 3.9 ukazuje, jak data prˇicha´zela dataserveru a byla uklozˇena do cache o neˇco drˇ´ıve, nezˇ
disk dokoncˇil za´pis. Jak je videˇt v grafu 3.10, ten pak nicˇ´ım nebrzdeˇn pokracˇoval v za´pisu
svou plnou rychlost´ı, dokud vsˇechna data z cache neprˇecˇetl.
Maxima´ln´ı propustnosti s´ıteˇ vsˇak nebylo, podobneˇ jako v prˇ´ıpadeˇ GlusterFS, dosazˇeno.
De´lce trva´n´ı testu 16,3 s odpov´ıda´ pr˚umeˇrna´ rychlost vlastn´ıho prˇenosu okolo 63 MB/s.
Omezuj´ıc´ı vliv tak meˇla nejsp´ıˇs potrˇeba procesorove´ho vy´konu dataserveru. Ta byla do
doby, nezˇ byl ukoncˇen prˇenos s´ıt´ı pr˚umeˇrneˇ te´meˇrˇ padesa´tiprocentn´ı a posle´ze, nezˇ disk
dokoncˇil za´pis z cache, vyskocˇila na 100 %.
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Obra´zek 3.9: Cˇinnost s´ıt’ove´ho rozhran´ı dataserveru beˇhem testu za´pisu
Jestlizˇe zapisovali v konfiguraci ”1 x 2“ ve stejnou dobu dva klienti, test prob´ıhal stejny´m
zp˚usobem a byl dvakra´t tak pomalejˇs´ı. Procesorove´ zat´ızˇen´ı dataserveru u tohoto testu
dosahovalo 100 % jizˇ po celou dobu testu (viz graf 3.11). Ve srovna´n´ı se zbyly´mi dveˇma
DFS to tedy vypada´, zˇe Gfarm ma´ daleko veˇtsˇ´ı procesorove´ na´roky. I na klientske´ straneˇ
byla potrˇeba procesoru prˇiblizˇneˇ dvojna´sobna´ - 10% - ve srovna´n´ı s potrˇebou GlusterFS
a PVFS - 5% - u testu na stejne´ sestaveˇ. Na vineˇ mohl by´t metaserver, ktery´ beˇzˇel na
stejne´m PC. To je vsˇak sp´ıˇse nepravdeˇpodobne´ vzhledem k male´mu objemu metadat, ktera´
se musela zpracovat.
Obra´zek 3.10: Cˇinnost disku dataserveru beˇhem testu za´pisu
Test opakovane´ho za´pisu meˇl d´ıky prˇ´ıtomnosti metaserveru u Gfarmu opodstatneˇn´ı.
Bylo dosazˇeno podobny´ch vy´sledk˚u jako u PVFS, doba potrˇebna´ k za´pisu se ve srovnan´ı
se standardn´ım za´pisem zvedla o 30% u konfigurace ”1 x 1“ a 15% u konfigurace ”1 x 2“. Ke
zpozˇdeˇn´ı dosˇlo i prˇesto, zˇe metaserver beˇzˇel na stejne´m PC. Sp´ıˇse nezˇ s´ıt’ovou komunikac´ı
bylo v tomto prˇ´ıpadeˇ zpozˇdeˇn´ı zp˚usobeno potrˇebou metaserveru pracovat s pevny´m diskem.
I u tohoto DFS jsem provedl test za´pisu 10 GB souboru k porovna´n´ı s testem prˇenosu
1 GB. C´ılem byla opeˇt alesponˇ cˇa´stecˇna´ eliminace vlivu cache. Test jsem pro zmeˇnu provedl
v konfiguraci ”1 x 2“, sv˚uj individua´ln´ı 10 GB soubor tak zapisovali soucˇasneˇ dva klienti.
Test trval u obou 453 sekund – pr˚umeˇrna´ rychlost byla 22 MB/s, cozˇ je o 50% me´neˇ nezˇ
pr˚umeˇrna´ rychlost prˇenosu 1 MB
Cˇten´ı
Cˇten´ı v konfiguraci ”1 x 1“ prob´ıhalo v´ıceme´neˇ stejneˇ rychle jako u PVFS i GlusterFS. Pokud
se cely´ soubor cˇetl z cache, byla omezuj´ıc´ım faktorem propustnost s´ıteˇ. V konfiguraci ”1 x 2“
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Obra´zek 3.11: Za´teˇzˇ procesoru beˇhem testu za´pisu dveˇma klienty
bylo cˇten´ı asi o 4 sekundy ”pomalejˇs´ı“ nezˇ u stejne´ho testu architektonicky srovnatelne´ho
PVFS.
Vzhledem k absenci test˚u na vysˇsˇ´ıch konfigurac´ıch to nemohu tvrdit s jistotou, nicme´neˇ
s prˇihle´dnut´ım k vysˇsˇ´ı procesorove´ na´rocˇnosti se domn´ıva´m, zˇe Gfarm je o neˇco pomalejˇs´ı
nezˇ srovnatelne´ PVFS.
Prˇi opakovane´m cˇten´ı dosˇlo k vyuzˇit´ı cache na straneˇ klienta stejny´m zp˚usobem, jako
tomu bylo s klientem GluserFS. 1 MB soubor se nacˇetl do pameˇti klienta a dalˇs´ıch 1023
opakova´n´ı cˇten´ı probeˇhlo loka´lneˇ. Cely´ test trval me´neˇ nezˇ jednu sekundu, omezuj´ıc´ım
faktorem zde tedy byla rychlost RAM klienta.
Za´pis na konec souboru
Test za´pisu na konec souboru byl opeˇt proveden dvakra´t, dveˇma klienty se soucˇasneˇ zapi-
soval 1 MB a v druhe´m prˇ´ıpadeˇ 1 GB. Vzhledem k deklarovane´ podporˇe POSIXu dopadl
prvn´ı test dle ocˇeka´va´n´ı. Data nebyla prolozˇena a nacha´zela se za sebou. Beˇhem druhe´ho
testu byla data jizˇ zprˇeha´zena, udrzˇet konzistenci prˇi appendech gigabytovy´ch rozmeˇr˚u je
zrˇejmeˇ problematicke´, zvla´sˇteˇ u distribuovany´ch FS. Ke ztra´teˇ dat vsˇak nedosˇlo, vy´sledny´
soubor meˇl prˇesneˇ 2 GB.
Test vy´padku
Testova´n´ı odolnosti proti vy´padku bylo omezeno konfigurac´ı s maxima´lneˇ jedn´ım data-
serverem. Nebylo tak mozˇno vyzkousˇet skutecˇne´ chova´n´ı v plneˇ clusterovane´m prostrˇed´ı -
zvla´sˇteˇ v souvislosti s automatickou replikac´ı soubor˚u. Da´le metaserver a jediny´ dataser-
ver beˇzˇely oba na jenom pocˇ´ıtacˇi. Pokud jsem vsˇak odpojil s´ıt’ovy´ kabel serverove´ho PC
beˇhem kop´ırova´n´ı v te´to konfiguraci, dosˇlo k pozastaven´ı a prˇenos po opeˇtovne´m zapojen´ı
pokracˇoval.
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Kapitola 4
Porovna´n´ı testovany´ch DFS
Obsahem te´to kra´tke´ kapitoly je za´veˇrecˇny´ prˇehled vlastnost´ı zkoumany´ch paraleln´ıch DFS
a take´ porovna´n´ı jejich uzˇitecˇnosti pro nejr˚uzneˇjˇs´ı aplikace pouzˇitelne´ prˇedevsˇ´ım na p˚udeˇ
nasˇ´ı sˇkoly. Tento prˇehled se op´ıra´ o vy´sledky z´ıskane´ experimenta´ln´ı cˇinnost´ı.
GlusterFS PVFS 2 Gfarm FS
Licence GPL v .3 LGPL v. 2.1 BSD
Stabiln´ı Ano Ano Ano
Maxima´ln´ı velikost Petabyty Petabyty Petabyty
Metaserver Ne Implementovany´
spolecˇneˇ s data-
serverem
De´mon gfmd,
1 v clusteru
Metaserver jako bottle-
neck
n/a Ne, paralelneˇ dis-
tribuovany´
Ne, metadata
cache server
Chybova´ tolerance Volitelna´, transla-
tor cluster/afr
Ne Ano, automaticka´
Striping Volitelne´, autory
nedoporucˇova´no
Ano Ano
Prˇipojen´ı do VFS FUSE V linuxu, modul
ja´dra
FUSE
Mozˇnosti propojen´ı TCP/IP, infini-
band
TCP/IP, infini-
band, Myricom
GM
TCP/IP
Vy´padek dataserveru pozastaveno / bez
vlivu
pozastaveno vzˇdy pozastaveno / n/a
POSIX append, 1 MB Ano, nesouvisle Ano, souvisle Ano, souvisle
POSIX append, 1 GB Ne Ne Ano, nesouvisle
Tabulka 4.1: Srovna´n´ı neˇktery´ch testovany´ch DFS
Prˇedevsˇ´ım vsˇechny trˇi paraleln´ı DFS, na jejichzˇ testova´n´ı jsem se zameˇrˇil, patrˇ´ı mezi
stabiln´ı a do prakticke´ho nasazen´ı pouzˇitelne´ distribuovane´ souborove´ syste´my. Ma´-li by´t
jeden vybra´n, za´lezˇ´ı na potrˇeba´ch konkre´tn´ıho uzˇivatele a na zp˚usobu, jaky´m jeho klientske´
aplikace budou k DFS prˇistupovat.
Konstrukcˇneˇ jsou testovane´ DFS v neˇkolika ohledech rozd´ılne´, zvla´sˇteˇ pak GlusterFS.
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K problematice rozdeˇlen´ı dat a za´teˇzˇe na clusteru prˇistupuje svy´m specificky´m zp˚usobem.
Mı´sto stripova´n´ı ukla´da´ soubory na sve´ servery vcelku a o rozdeˇlen´ı za´teˇzˇe se stara´ sche-
duler. Teˇchto pla´novacˇ˚u je na vy´beˇr neˇkolik druh˚u dovoluj´ıc´ıch upravit metodiku rozlozˇen´ı
soubor˚u dle konkre´tn´ıch potrˇeb. Dı´ky modulariteˇ umozˇneˇne´ pouzˇit´ım konceptu translators
a schopnosti nejr˚uzneˇji je kombinovat v konfiguracˇn´ım souboru se jedna´ o syste´m, jenzˇ je
ze vsˇech trˇ´ı testovany´ch nejle´pe prˇizp˚usobitelny´.
GlusterFS bych nasadil prˇedevsˇ´ım tam, kde by bylo trˇeba veˇtsˇ´ım mnozˇstv´ı klient˚u
za´rovenˇ prˇistupovat k velke´mu mnozˇstv´ı soubor˚u. V ra´mci nasˇ´ı sˇkoly by vhodnou aplikac´ı
bylo ukla´da´n´ı multimedia´ln´ıch dat, naprˇ´ıklad za´znamu˚ prˇedna´sˇek rozlozˇeny´ch na mensˇ´ı
mnozˇstv´ı server˚u. GlusterFS by nejen zajistil jednotny´ jmenny´ prostor, ale i vhodneˇ rozlozˇil
multimedia´ln´ı data. Vzhledem k prˇ´ıtomnosti kompletn´ıch soubor˚u na r˚uzny´ch serverech
by bylo dosazˇeno vysoke´ho vy´konu prˇi soucˇasne´m cˇten´ı nebo za´pisu neˇkolika klientsky´mi
aplikacemi za´rovenˇ.
PVFS a Gfarm jsou si architektonicky podobneˇjˇs´ı. Oba rozkla´daj´ı soubory na mensˇ´ı
cˇa´sti, ktere´ potom ukla´daj´ı na cele´m clusteru. S t´ım je spojena potrˇeba metaserveru, ktery´
obstara´va´ informace potrˇebne´ k logicke´ kompletaci soubor˚u. Zvla´sˇteˇ v prˇ´ıpadeˇ vy´sˇe uve-
dene´ho uzˇit´ı dosahuj´ı tyto dva DFS obecneˇ nizˇsˇ´ıho vy´konu, cozˇ je zp˚usobeno nutnou s´ıt’ovou,
diskovou i procesorovou rezˇi´ı potrˇebnou ke kompletaci soubor˚u.
Na druhou stranu, PVFS i Gfarm jsou vhodneˇjˇs´ı v situac´ıch, kdy je potrˇeba pracovat
s jedn´ım velky´m souborem, zvla´sˇteˇ prˇistupuje-li k neˇmu v´ıce klient˚u v jednu dobu - cozˇ
je situace, prˇedstavitelna´ naprˇ. beˇhem distribuovany´ch vy´pocˇt˚u. V prˇ´ıpadeˇ GlusterFS by
pak jeden server byl prˇet´ızˇeny´, zat´ımco ostatn´ı by zaha´lely. PVFS i Gfarm maj´ı soubory
rozlozˇeny rovnomeˇrneˇ v cele´m clusteru, ani tedy prˇ´ıliˇs neza´lezˇ´ı na tom, zda-li je potrˇeba
I/O pra´ce soustrˇedeˇna na jeden nebo v´ıce soubor˚u. Plat´ı za to vsˇak zmı´neˇnou rezˇi´ı, ktera´
u GlusterFS odpada´. Pokud by bylo trˇeba pracovat s mnozˇstv´ım maly´ch soubor˚u, bude
tato rezˇie znacˇneˇ sn´ızˇena. Budou-li mı´t pouzˇ´ıvane´ soubory velikost mensˇ´ı jednoho bloku,
budou vlastneˇ rozlozˇeny stejneˇ jako v GlusterFS.
Mezi Gfarmem a PVFS – V ra´mci prova´deˇny´ch test˚u meˇl Gfarm vy´razneˇ veˇtsˇ´ı pro-
cesorovou na´rocˇnost, z cˇehozˇ zrˇejmeˇ vyply´va´ i jeho prˇedpokla´dany´ cˇa´stecˇneˇ nizˇsˇ´ı vy´kon
proti PVFS. Gfarm je take´ syste´mem plneˇ POSIXovy´m, a proto ma´ mensˇ´ı svobodu volby
v implementacˇn´ıch ota´zka´ch. Na straneˇ druhe´ vsˇak Gfarm pak jako jediny´ neztratil data prˇi
poneˇkud extre´mn´ım testu za´pisu na konec souboru. Oproti PVFS je chyboveˇ tolerantn´ı, au-
tomaticky vytva´rˇ´ı repliky soubor˚u, cˇ´ımzˇ je zvy´sˇena odolnost proti ztra´teˇ dat. PVFS repliky
soubor˚u neudrzˇuje, snazˇ´ı se ale maxima´lneˇ sn´ızˇit komplikace vznikle´ vy´padkem svou bezsta-
vovost´ı vyply´vaj´ıc´ı z mı´rne´ho odklonu od prˇ´ısne´ho POSIXu. Proble´mem PVFS pak mu˚zˇe
by´t ztra´ta dat v cele´m syste´mu prˇi porusˇe jedine´ho disku. Toto riziko se vsˇak da´ znacˇneˇ
sn´ızˇit vyuzˇit´ım RAID pol´ı na datovy´ch serverech.
Pra´ce me´ho kolegy[16] obsahuje podobny´ prˇehled jako je prˇehled uvedeny´ na prˇedchoz´ı
straneˇ. Je tedy mozˇne´ oba pouzˇ´ıt pro porovna´n´ı na´mi zpracova´vany´ch syste´mu˚. Koleg˚uv
prˇehled nav´ıc porovna´va´ i rychlosti, ktere´ na konfiguraci ”4 x 4“ dosahovaly jemu prˇiˇrazene´
DFS. Vzhledem k odliˇsny´m vlastnostem GlusterFS1 a proble´mu˚m s prova´deˇn´ım kompletn´ı
sady test˚u Gfarmu nebylo mozˇne´ toto porovna´n´ı vlozˇit i do me´ho prˇehledu. Bude-li trˇeba po-
rovnat vy´konnostn´ı aspekty mnou prˇideˇleny´ch syste´mu˚ s Lustre, tzn. ”nejlepsˇ´ım“ syste´mem
kolegy, je mozˇne´ vyuzˇ´ıt tabulek a informac´ı z prˇedchoz´ı kapitoly.
1Prˇedevsˇ´ım absence stripingu meˇla za´sadn´ı vliv na chova´n´ı GlusterFS v testech s v´ıce klienty.
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Kapitola 5
Za´veˇr
C´ılem te´to pra´ce bylo porovna´n´ı vlastnost´ı vybrany´ch paraleln´ıch DFS a jejich otestova´n´ı na
p˚udeˇ sˇkoly. V ra´mci semestra´ln´ıho projektu jsem nejprve z verˇejneˇ dostupny´ch zdroj˚u nastu-
doval informace o uvazˇovany´ch syste´mech a prˇipravil sadu test˚u jejich vlastnost´ı. Krite´ria,
podle ktery´ch jsem distribuovane´ FS porovna´val, byla ovlivneˇna prˇedevsˇ´ım mozˇnostmi, jak
by mohly by´t tyto syste´my vyuzˇity v praxi nasˇ´ı fakulty.
Experimenta´ln´ı cˇinnost prob´ıhala ve sˇkoln´ı laboratorˇi, hardwarova´ vy´bava byla zap˚ujcˇena
fakultou. Na prˇ´ıpraveˇ a konfiguraci testovac´ıho clusteru a prˇi analy´ze vy´sledk˚u jsem spolu-
pracoval s kolegou Martinem Tomcem, ktery´ paralelneˇ se mnou zpracova´val dalˇs´ı DFS ve sve´
bakala´rˇske´ pra´ci[16]. Vzhledem k tomu, zˇe jsem testoval v´ıce souborovy´ch syste´mu˚, nastavo-
val jsem je standardn´ım, pro kazˇdy´ syste´m nejcˇasteˇji pouzˇ´ıvany´m zp˚usobem. U GlusterFS
a PVFS 2 jsem provedl kompletn´ı sadu test˚u na nejr˚uzneˇjˇs´ıch sestava´ch clusteru. Prˇi pra´ci
s Gfarm FS jsem narazil na komplikace a kompletn´ı sadu test˚u jsem provedl jen na neˇktery´ch
uvazˇovany´ch sestava´ch.
Beˇhem analy´zy vy´sledk˚u test˚u a z´ıskany´ch graf˚u jsem se zameˇrˇil prˇedevsˇ´ım na urcˇen´ı
hlavn´ıch faktor˚u omezuj´ıc´ıch vy´kony jednotlivy´ch syste´mu˚. Na za´veˇr jsem porovnal testo-
vane´ souborove´ syste´my. Zohlednil jsem informace nabyte´ beˇhem experimenta´ln´ı cˇinnosti
s nimi. Jak se uka´zalo, vsˇechny testovane´ syste´my byly dostatecˇneˇ stabiln´ı a pouzˇitelne´
v ra´mci neˇktere´ z aplikac´ı ve sˇkole.
GlusterFS se d´ıky sve´ architekturˇe, nepouzˇ´ıvaj´ıc´ı striping, uka´zal by´t vhodny´ pro ukla´da´n´ı
mnozˇstv´ı veˇtsˇ´ıch soubor˚u s nahodily´m prˇ´ıstupem klient˚u, cozˇ se deˇje naprˇ´ıklad v syste´mu
pro stahova´n´ı za´znamu˚ prˇedna´sˇek. PVFS a Gfarm by byly vhodne´ v syste´mech s cˇasty´m
prˇ´ıstupem klient˚u k me´neˇ soubor˚um. PVFS prˇina´sˇ´ı oproti Gfarmu vysˇsˇ´ı I/O vy´kon, Gfarm
chybovou toleranci a lepsˇ´ı podporu pro aplikace vyzˇaduj´ıc´ı splneˇn´ı normy POSIX.
V budoucnu by da´le bylo mozˇne´ vybrat jeden z testovany´ch DFS jizˇ se zameˇrˇen´ım
na konkre´tn´ı aplikaci. V takove´m prˇ´ıpadeˇ by bylo vhodne´ syste´m detailneˇ otestovat nejen
v dane´ sestaveˇ, ale i prozkoumat vliv jeho r˚uzny´ch konfigurac´ı na vybranou aplikaci.
32
Literatura
[1] Ananth Devulapalli. File creation strategies in a distributed metadata file system. In
IPDPS ’07, 2007.
[2] Inc Myricom. The GM Message Passing System, 2000.
[3] Youhei Morita Osamu Tatebe, Satoshi Sekiguchi. Gfarm v2: A grid file system that
supports high-performance distributed and parallel data computing. Technical
report, Department of Computer Science, University of Tsukuba, 2007.
[4] FTP server. Zdroj stazˇen´ı RPM bal´ıcˇk˚u GlusterFS v. 1.3.7.
http://www.gluster.org/docs/index.php/GlusterFS.
[5] WWW stra´nky. GlusterFS Translators v1.3.
http://www.gluster.org/docs/index.php/GlusterFS Translators v1.3.
[6] WWW stra´nky. Message Passing Interface. http://www-unix.mcs.anl.gov/mpi/.
[7] WWW stra´nky. Online dokumentace GlusterFS.
http://www.gluster.org/docs/index.php/GlusterFS.
[8] WWW stra´nky. Prˇehled publikac´ı veˇnovany´ch dCache.
http://www.dcache.org/manuals/index.shtml.
[9] WWW stra´nky. Remote Direct Memory Access.
http://www.networkworld.com/details/5221.html.
[10] WWW stra´nky. Stra´nka projektu Gluster. http://www.gluster.org/.
[11] WWW stra´nky. Webove´ stra´nky Gfarm FS. http://datafarm.apgrid.org/.
[12] WWW stra´nky. Webove´ stra´nky MogileFS. http://www.danga.com/mogilefs/.
[13] WWW stra´nky. Zdroj obra´zku obecne´ho paraleln´ıho DFS.
http://edu.arabsgate.com/showthread.php?t=494149.
[14] PVFS Development team. PVFS Developer’s Guide, 2003.
[15] PVFS Development team. A Quick Start Guide to PVFS2, 2008.
[16] Martin Tomec. Porovna´va´n´ı vlastnost´ı distribuovany´ch souborovy´ch syste´m˚u. FIT
VUT v Brneˇ, 2008. Bakala´rˇska´ pra´ce.
[17] WWW stra´nky. Online dokumentace gfarm fs.
http://datafarm.apgrid.org/document/.
33
[18] Satoshi Sekiguchi Yusuke Tanimura, Yoshio Tanaka. Performance evaluation of gfarm
version 1.4 as a cluster filesystem. Technical report, Department of Computer
Science, University of Tsukuba, 2007.
34
