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Abstract. Probabilistic atlases provide essential spatial contextual information 
for image interpretation, Bayesian modeling, and algorithmic processing. Such 
atlases are typically constructed by grouping subjects with similar demographic 
information. Importantly, use of the same scanner minimizes inter-group varia-
bility. However, generalizability and spatial specificity of such approaches is 
more limited than one might like. Inspired by Commowick’s “Frankenstein's 
creature paradigm” which builds a personal specific anatomical atlas, we pro-
pose a data-driven framework to build a personal specific probabilistic atlas un-
der the large-scale data scheme. The data-driven framework clusters regions 
with similar features using a point distribution model to learn different anatomi-
cal phenotypes. Regional structural atlases and corresponding regional probabil-
istic atlases are used as indices and targets in the dictionary. By indexing the 
dictionary, the whole brain probabilistic atlases adapt to each new subject 
quickly and can be used as spatial priors for visualization and processing. The 
novelties of this approach are (1) it provides a new perspective of generating 
personal specific whole brain probabilistic atlases (132 regions) under data-
driven scheme across sites. (2) The framework employs the large amount of 
heterogeneous data (2349 images). (3) The proposed framework achieves low 
computational cost since only one affine registration and Pearson correlation 
operation are required for a new subject. Compared with site-based group atlas-
es, the experimental results show that the proposed atlases capture more indi-
vidual variations by decreasing the Jensen–Shannon divergence between proba-
bilistic atlases and the ground truth. Our method matches individual regions bet-
ter with higher Dice similarity value when testing the probabilistic atlases. Im-
portantly, the advantage the large-scale scheme is demonstrated by the better 
performance of using large-scale training data (1888 images) than smaller train-
ing set (720 images). 
Keywords:  Atlas, Data Mining, Clustering, Data-Driven, Large-scale Data 
1 Introduction 
Probabilistic atlases play important roles in understanding the spatial variation of 
brain anatomy, in visualization, and in the processing of data. The basic framework of 
making probabilistic atlases is to bring the image data from the selected subjects into 
an atlas space by rigid or non-rigid registration [1]. Then, probabilistic maps are gen-
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erated by averaging the segmentations of regions from a specific group of subjects 
with similar demographic data, such as age, sex and from the same site. However, the 
inter-subject variability is normally larger than the inter-group variability, which 
causes the group-based scheme to fail to capture a great deal of individual variation.  
To overcome the large inter-subject variability, Commowick et al. proposed the 
“Frankenstein's creature paradigm” to build a personal specific anatomical atlas for 
head and neck region [2]. The paradigm first selected regional anatomical atlases 
based on a training database then merged them together into a complete atlas. Howev-
er, this framework cannot be directly applied on making probabilistic atlases since 
each probabilistic atlas is averaged from a group of segmentations. Moreover, com-
pared with the 105 CT images used as the database in Commowick’s framework, we 
employ 2349 heterogeneous MRI images in our framework. 
In this paper, we propose a large-scale data-driven framework to learn a dictionary 
of the whole brain probabilistic atlases (132 regions) from 1888 heterogeneous 3D 
MRI training images. The novel contributions of this paper are (1) providing a new 
data-driven perspective of making whole brain probabilistic atlas, (2) generating the 
more accurate personal specific probabilistic atlases by using the large-scale data from 
different groups and even different sites, and (3) achieving low computational cost of 
applying the learned dictionary on new subjects.  
2 Data 
The dataset aggregates 9 datasets with a total 2349 MRI T1w 3D images obtained 
from healthy subjects. The 2349 images are divided to 1888 training and 431 testing 
datasets based on the site and demographic information. The 1888 training images are 
used to train the data-driven framework (“Training Set 1888”). A subset of 720 train-
ing images (“Training Set 720”) is employed to generate group atlases (Table 1).  
Table 1. Data summary of Training Set 720 and Testing Set 
 Study Site Sex  
(1 is male)
Age 
(years) 
Scanner 
(Tesla) 
Training 
(number) 
Testing 
(number) 
1 BLSA NIA 1, 2 29~45 3T 40 0 
2 Cutting Vanderbilt 1, 2 20~30 3T 40 37 
3 ABIDE NYU 1, 2 15~32 3T 40 0 
4 IXI Guys 1 20~45 1.5T 40 22 
5 IXI Guys 2 20~45 1.5T 40 20 
6 IXI HH 1, 2 20~45 3T 40 47 
7 IXI IOP 1, 2 20~45 1.5T 40 0 
8 ADHD200 NYU 1, 2 15~17 3T 40 0 
9 ADHD200 NeuroIM 1, 2 15~26 3T 40 0 
10 ADHD200 Pittsburgh 1, 2 15~20 3T 40 0 
11 fcon_1000 Beijing 1 20~26 3T 40 23 
12 fcon_1000 Beijing 2 20~26 3T 40 61 
13 fcon_1000 Cambridge 1 20~25 3T 40 17 
14 fcon_1000 Cambridge 2 21~25 3T 40 39 
15 fcon_1000 ICBM 1, 2 19~45 3T 40 0 
16 fcon_1000 NewYork 1, 2 20~45 3T 40 52 
17 fcon_1000 Oulu 1, 2 20~23 1.5T 40 63 
18 NKI_rockland Rockland 1, 2 15~45 3T 40 35 
OASIS with manual segmentation 1, 2 18~90 3T 0 45 
 Total 720 461 
*The Full Training Set 1888 is obtained from the following datasets: 
BLSA: Baltimore Longitudinal Study of Aging  Cutting: Data from Cutting pediatric project 
ABIDE: Autism Brain Imaging Data Exchange  IXI: Information eXtraction from Images 
ADHD200: Attention Deficit Hyperactivity Disorder  fcon_1000: 1000 Functional Connectome  
NKI_rockland: Nathan Kline Institute Rockland  OASIS: Open Access Series on Imaging Study 
NDAR: National Database for Autism Research
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3 Methods  
The proposed data-driven framework consists of two main portions. First, a dictionary 
is learned by the training data (§3.1-3.3) (Figure 1). Second, the learned dictionary is 
applied to a new subject by affine alignment to MNI space (§3.4-3.5) (Figure 2). 
3.1 Get Regional Segmentations and Point Distribution Model 
All 720 training subjects were first affinely registered [3] to the MNI305 atlas [4]. 
Then, a state-of-the-art multi-atlas segmentation (including atlases selection, pairwise 
registration [5], label fusion [6] and error correction [7]) was performed on each sub-
ject. 45 MPRAGE images from OASIS dataset were used as original atlases which are 
manually labeled with 133 labels (132 brain regions and 1 background) by the Brain-
COLOR protocol [8]. Here, we define ௜ܵ as the whole brain segmentations with 133 
labels and the ݅ ∈ ሼ1,2… ,720ሽ represent different subjects.  
Then, a mean segmentation ܵ̅ is generated from all ሼ ௜ܵሽ௜ୀଵ,ଶ,…,଻ଶ଴	by majority vote 
label fusion. Since the ܵ̅ is smooth, it is a good template of making surface meshes for 
132 regions. When the meshes are generated, the vertices തܸ ௞ on the mean segmenta-
tion ܵ̅ can be propagated to individual segmentations [9]. We non-rigidly register each 
௜ܵ  to ܵ̅ and get the diffeomorphism ߶௜ሺ∙ሻ [5]. The inverse transformation ߶௜ି ଵሺ∙ሻ is 
used to propagate the തܸ ௞ back to individual vertices	 ௜ܸ௞ (Figure 1).  
3.2 Clustering 
The Affinity Propagation (AP) clustering method [10] was used to cluster the similar 
segmentations by using the ௜ܸ௞ as features. The advantage of AP clustering is it can 
adaptively cluster the samples into a number of clusters without providing the number 
of clusters. For region ݇, the negative mean Euclidian distance ݀௞ሺ݅, ݆ሻ	between verti-
ces ௜ܸ௞ and ௝ܸ௞ is used as the similarity measurement for AP clustering,  
Fig. 1. Flowchart of training a data-driven dictionary of whole brain probabilistic atlas.  
4 
 
݀௞ሺ݅, ݆ሻ ൌ െ 1ܯ௞ ෍ฮݒ௜,௠
௞ െ ݒ௝,௠௞ ฮଶ
ெೖ
௠ୀଵ
 (1)
where the ݒ௜,௠௞  and ݒ௝,௠௞  are the ݉௧௛ vertex in the vertices ௜ܸ௞ and ௝ܸ௞. ܯ௞ is the size of 
the vertices ௜ܸ௞ or ௝ܸ௞. Typically, 7~20 reliable clusters are generated for each region.  
3.3 Learn Dictionary 
For One Region 
The regional anatomical atlases ܣ௖௞ are the “dictionary index” and the regional proba-
bilistic atlases ௖ܲ௞  corresponding “dictionary target” (red rectangular in Figure 1). 
First, the regional probabilistic atlases ௖ܲ௞ for the cluster ܿ is obtained by averaging 
the segmentations that belong to that cluster.  
௖ܲ௞ ൌ 1ܮ௖෍ ௜ܵ
௞ , ௖ܶ ൌ 1ܮ௖෍ܫ௜, ݈݈ܽ ݅ ∈ ݈ܿݑݏݐ݁ݎ ܿ (2)
where ௜ܵ௞ is the segmentation of region ݇ from subject ݅ and ܮ௖ is the number of seg-
mentations in the cluster ܿ. The anatomical atlases for each cluster are found by (2) 
and ܫ௜ is the whole brain anatomical image from subject ݅.  
However, as shown in Figure 1, each ௖ܶ is a whole brain anatomical atlas rather 
than a regional anatomical atlas for region ݇. So, we need to extract the target area for 
region ݇ by a reasonable mask ܯ௞. 
To get the mask ܯ௞, we (1) average all ሼ ௖ܲ௞ሽ௖ୀଵ,ଶ,…,஼	 to തܲ௞ (2) obtain the ܯ݇ by 
setting the threshold തܲ௞ 	൐ 0.01. The obtained mask will be much larger than any 
individual segmentation, which covers the potential spatial locations of region ݇. 
Finally, we apply the mask ܯ௞ on every ܶܿ to get a regional anatomical atlas ܣ௖௞ 
ܣ௖௞ ൌ ௖ܶ° ܯ௞ (3)
The masked ܣ௖௞ is corresponding to the regional probabilistic atlas ௖ܲ௞. 
 
Fig. 2. Flowchart of applying the dictionary to customize a probabilistic atlas for a new subject.  
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For Whole Brain 
We repeat the “For One Region” steps 132 times (for all regions except background) 
to get the whole brain dictionary as shown in the lower left part of Figure 2.  
3.4 Apply Dictionary on New Subjects 
To efficiently establish an individual whole brain probabilistic atlases, each target 
subject is affinely aligned [3] to the MNI305 atlas to get ܫ௜ (Figure 2). Then, the re-
gional intensity ܤ௜௞ can be masked out by  
ܤ௜௞ ൌ ܫ௜° ܯ௞ (4)
By comparing the ܤ௜௞ to our learned dictionary, the index can be obtained by finding 
the most correlated regional anatomical atlas ܣܿ݇ .  The correlation metrics used here is 
the Pearson correlation.  Once the index ܿ݉ܽݔ is found, the corresponding ௖ܲ೘ೌೣ௞  is  
chosen as the regional probabilistic atlas for the new subject. 
ܿ௠௔௫௞ ൌ arg	max௖ ܿ݋ݎݎ൫ܣ௖
௞, ܤ௜௞൯, ܿ ∈ ሼ1,2,… , ܥሽ (5)
Repeating equations (4) and (5) for all regions, we find the 132 most correlated re-
gional probabilistic atlases for the new subject.  
3.5 Normalize to Whole Brain Atlas 
Since the regional probabilistic atlases were chosen independently, the total proba-
bility for a voxel might be larger or smaller than 1. To normalize them to a complete 
set of whole brain probabilistic atlases, we employed a whole brain tissue probabilis-
tic mask ܯ௧from 1888 training image which contains the voxels with tissue probabil-
ity greater than 0.95. For each voxel ሺݔ, ݕ, ݖሻ within the mask ܯ௧, the 132 regional 
probabilistic atlases are normalized to 1; otherwise we keep it untouched. 
෠ܲ௞ሺݔ, ݕ, ݖሻ ൌ 	൞
ܲܿ ݉ܽݔ
௞݇ ሺݔ, ݕ, ݖሻ
ܼ ݔ, ݕ, ݖ ∈ ܾݎܽ݅݊ ݉ܽݏ݇ ܯ
௧, ݋ݎ ܼ ൐ 1
ܲܿ ݉ܽݔ
௞݇ ሺݔ, ݕ, ݖሻ ݋ݐ݄݁ݎݓ݅ݏ݁
 (6)
ܼ ൌ 	∑ ܲܿ ݉ܽݔ
௞݇ ሺݔ, ݕ, ݖሻଵଷଶ௞ୀଵ  is the normalization term.  
Last, the probability of background ෠ܲ଴ሺݔ, ݕ, ݖሻ is obtained by 
෠ܲ଴ሺݔ, ݕ, ݖሻ ൌ 1 െ෍ ෠ܲ௞ሺݔ, ݕ, ݖሻ
ଵଷଶ
௞ୀଵ
 (7)
The set of ሼ ෠ܲ௞ሺݔ, ݕ, ݖሻሽ௞ୀ଴,ଵ,ଶ,…,ଵଷଶ is the normalized data-driven whole brain prob-
abilistic atlases for the new subject. For each voxel in the whole brain probabilistic 
atlases, the total probability of 132 labels and background is 1. 
4 Experimental Results 
Two metrics are employed in the experiments. First, the Jensen-Shannon (JS) diver-
gence is used to assess the spatial similarity between the probabilistic atlases and the 
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target segmentations for each testing subject [11]. Here, the “target segmentations” 
means the multi-atlas segregations for the withheld testing images and the manual 
segmentations for the OASIS images. The smaller JS divergence value is, the more 
similar the two spatial distributions are. So, smaller is the better for JS. 
Second, to compare the different probabilistic atlases more intuitively, we apply 
“naive segmentation” on whole brain by choosing labels with the highest probability 
for each voxel. Notice that we are not providing a novel segmentation algorithm. In-
stead, we compare the spatial accuracy of different probabilistic atlases by using the 
naïve segmentation since this approach is entirely depending on the probability. Then, 
the Dice similarity measures the overlaps between the naive segmentations and the 
target segmentations.  
All statistical significance tests are made using a Wilcoxon signed rank test 
(p<0.01). Creating a whole brain probabilistic atlas for a new subject can be done with 
1 rigid registration and 12 seconds of CPU time (Xeon W3520 2.67GHz). 
4.1 Evaluation by Withheld Testing Data 
Figures 3 and 4 show the results using withheld testing subjects. The green boxplots 
represent the average JS or Dice values by applying the probabilistic atlases from all 
the other 17 group atlases for one testing subject. The blue, red and orange boxplots 
Fig. 3. Jensen-Shannon divergence. The comparisons of JS divergence for different atlases are
all significantly different for both withheld and OASIS testing images. 
Fig. 4. Dice similarity. The comparisons of Dice value for different atlases are all significant for
both withheld and OASIS testing images except the IXI-HH group marked by “Ø”. 
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show the JS or Dice values by using the corresponding group probabilistic atlases, 
data-driven probabilistic atlases from Training Set 720 and from Training Set 1888. 
Figure 3 and 4 demonstrate that the data-driven atlases match the target segmenta-
tions significantly better than the traditional group based atlases with the significantly 
smallest JS divergence and greatest Dice values while the atlases from other groups 
perform the worst. Moreover, for the data-driven atlases with two different numbers 
of training images, the large-scale Training Set 1888 performs significant better than 
Training Set 720 for both JS divergence and Dice similarities. 
To conclude, (1) the group based atlases perform significantly better than the atlas-
es from other groups which demonstrates the group-based framework is able to con-
trol the inter-group variability; (2) our proposed data-driven framework produced the 
more accurate probabilistic atlases than group based atlases by capturing the individu-
al variance; (3) by using the large-scale training data, the performance of data-driven 
framework is improved significantly. 
4.2  Evaluation by OASIS Data 
45 subjects from OASIS dataset with manual segmentations are used for 44 leave one 
tests. The data-driven probabilistic atlases are obtained from the learned dictionary. 
The right hand panel of results in Figures 3 and 4 show that the results of manual 
segmentations repeat the finding in §4.1. 
Moreover, we show one testing subject (slice z = 75 in MNI space from 3D image) 
from the OASIS dataset in Figure 5. By comparing with the manual segmentations 
for 6 regions, it shows that the data-driven atlases match the true segmentations more 
accurately than the group atlases. Moreover, the large-scale Training Set 1888 match-
es the manual segmentation better than the smaller Training Set 720.  
 
Fig. 5. One testing subject from OASIS dataset. Top row shows the anatomical image, manual
segmentation, highest probability segmentations using the group probabilistic atlases, Training
Set 720 and Training Set 1888. The lower rows show the details of 6 regions. For each region,
from left to right are: anatomical image, manual segmentation, probabilistic atlases generated by
different methods and their overlays on manual segmentations.
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5 Discussion 
We present a data-driven framework to learn a dictionary of whole brain probabilistic 
atlases to achieve accurate individualized whole brain probabilistic atlases. This 
framework (1) provides a new perspective of using data-driven scheme rather than the 
traditional group based methods, (2) uses the large-scale heterogeneous data to 
achieve more personal specific probabilistic atlases than using the single-group and 
single-site data by capturing the individual variation (3) demonstrates the advantages 
of using large-scale scheme in generating personal probabilistic atlases compared with 
the smaller size of training images, and (4) only requires one affine registration and 
Pearson correlations to apply to new subjects which achieves low computational cost.  
Due to the higher accuracy and low computational cost, the proposed method is 
able to be the priors in many medical image processing algorithms and applications. 
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