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Pohjoisen pallonpuoliskon havumetsät ovat pinta-alaltaan merkittävä osa maailman
metsistä. Niiden tilan tunteminen on tärkeää, erityisesti siksi että boreaaliset metsät
reagoivat ilmastonmuutokseen. Latvuston lehtialaindeksi on tärkeä biofysikaalinen
muuttuja, joka kuvaa metsän latvuston lehtien määrää. Lehtien määrä vaikuttaa
puiden absorboimaan säteilyyn. Lehtialaindeksi on sitä kautta estimoitavissa metsikön
heijastamasta lyhytaaltoisesta säteilystä. Metsän heijastusmalli yhdistää metsikön
muuttujat, kuten lehtialaindeksin, metsikön heijastuskertoimeen.
Tässä työssä kehitetään tilastollinen inversiomenetelmä PARAS-malliksi kutsutun
metsän heijastusmallin inversioon ja sitä kautta lehtialaindeksin estimointiin. Tilastol-
lisessa inversiossa kaikki tuntemattomat muuttujat mallinnetaan satunnaismuuttujina.
Estimoitaville muuttujille muodostetaan niistä ennalta tunnettua tietoa kuvaava prio-
rijakauma, jota päivitetään tehtyjen mittausten perusteella. Tätä kautta saadaan
posteriorijakaumaksi kutsuttu todennäköisyysjakauma, josta muuttujille voidaan las-
kea muun muassa piste-estimaatteja ja luottamusvälejä. Tässä työssä estimaattien
laskentaan käytetään Markov chain Monte Carlo (MCMC) -menetelmää.
Metsän heijastusmallin tilastollista inversiota testataan useilla realistisilla simulaa-
tioilla, joissa simuloidut havainnot ovat hyperspektraaliset. Simulaatioissa käytetyt
metsiköt kattavat kolme yleistä metsätyyppiä ja sisältävät eri puulajeja ja eri pohja-
kasvillisuutta. Simulaatiotulokset näyttävät miten estimaattien laatu ja luotettavuus
vaihtelee riippuen kohteena olevan metsikön tyypistä ja ominaisuuksista. Kehitetty
menetelmä toimii hyvin erityisesti havumetsille joiden efektiivinen lehtialaindeksi on
välillä 1–3. Oikea lehtialaindeksin arvo jäi lähes kaikissa simulaatioissa estimaatin
luottamusvälin sisään. Pohjakasvillisuudeltaan rehevät lehtimetsät ovat simulaatioiden
perusteella ongelmallisia.
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Käytetyt merkinnät ja lyhenteet
∝ suoraan verrannollinen
L lehtialaindeksi
Le efektiivinen lehtialaindeksi
β neulasten ryhmittymiskerroin, shoot clumping factor
ρg maaperän heijastuskerroin
ωL lehtien sirontakerroin/albedo
Ei( · ) eksponentiaalinen integraali
|| · || Euklidinen normi
|| · ||p p-normi
P( · ) todennäköisyys
pi( · ) todennäköisyystiheysfunktio
δ( · ) Diracin deltafunktio
χG( · ) joukon G karakteristinen funktio
E{ · }, µ odotusarvo
Var{ · }, σ2 varianssi
Cov{ · }, Γ kovarianssimatriisi
I yksikkömatriisi
1 ykkösmatriisi
MT matriisin M transpoosi
arg max, arg min maksimikohta, minimikohta
N (µ,Γ) normaalijakauma
U(G) tasajakauma joukossa G
m( · ) Lebesgue-mitta
S(x;xS, yS) palapolynomi solmupisteillä xS
BRDF bidirectional reflectance distribution function
BRF bidirectional reflectance factor
BSDF bidirectional scattering distribution function
HDRF hemispherical-directional reflectance factor
MAP maximum a posteriori
MCMC Markov chain Monte Carlo
STAR spherically averaged silhouette to area ratio
5
Luku 1
Johdanto
Pohjoisen pallonpuoliskon havumetsät kattavat merkittävän osan maapallon pinta-
alasta. Metsät reagoivat ympäristön tekijöihin, kuten esimerkiksi ilmastonmuutoksen
aiheuttamaan lämpenemiseen tai kuivuuteen. Lämpenemisen vaikutuksesta esimerkiksi
metsän biomassa voi kasvaa. Toisaalta havumetsät myös vaikuttavat ilmastonmuu-
tokseen toimimalla hiilinieluina [42], tuottamalla aerosoleja [71] ja vaikuttamalla
albedoon [3]. Metsien tilan seuranta on siten tärkeää sekä ilmastonmuutoksen seuran-
nan [43], että ilmastomallinnuksen kannalta. Metsän ominaisuuksia kuvaavia, tärkeitä
biofysikaalisia muuttujia ovat esimerkiksi biomassa, lehtialaindeksi, kasvillisuuden
suhteellinen peittävyys ja nettoperustuotanto [48].
1.1 Lehtialaindeksi ja efektiivinen lehtialaindeksi
Lehtialaindeksi on määritelty kasvillisuuden lehtien yhteenlasketun pinta-alan puo-
likkaan suhteena maapinta-alaan [7, 34]. Tässä työssä lehtialaindeksillä tarkoitetaan
jatkossa metsikön latvuskerroksen lehtialaindeksiä. Koska latvuston lehtialaindeksi
kuvaa puiden lehtien määrää, on se yhteydessä metsän absorboiman säteilyn mää-
rään ja yhteyttämiskykyyn. Lehtialaindeksin kenttämittaamiseen on kehitetty useita
menetelmiä. Lehtialaindeksin suora mittaaminen on periaatteessa mahdollista vain
destruktiivisesti, jossa puun jokaisen lehden pinta-ala mitataan ja lasketaan yhteen.
Suora mittaaminen ei selvästi ole käytännöllistä. Lehtialaindeksiä voidaan kuitenkin
arvioida epäsuorasti. Yleinen tapa lehtialaindeksin estimointiin perustuu latvuston
aukkoisuuden optisiin mittauksiin, joko laajakulmakameralla tai erikseen kehitetyillä
laitteilla [24]. Optisten mittausten ongelma on kuitenkin se, että puiden rungot, oksat
ja lehtien keskinäinen varjostus tuottavat systemaattisen virheen estimaattiin. Op-
tisten mittausten voidaan ajatella mittaavan efektiivistä lehtialaindeksiä todellisen
lehtialaindeksin sijaan [67]. Efektiivisellä lehtialaindeksillä tarkoitetaan sellaisen mak-
rorakenteettoman, ideaalisen lehtimetsän lehtialaindeksiä, joka tuottaisi vastaavan
latvusaukkoisuuden kuin mitattu metsikkö. Lehtialaindeksiä voidaan arvioida myös
esimerkiksi puiden allometrian avulla [20].
Lehtialaindeksin määritys kenttämittauksilla ei ole käytännöllistä laajassa mittakaavas-
sa. Tällöin on tehokkaampaa käyttää kaukokartoitusmenetelmiä. Kaukokartoituksessa
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havaintokohteen ominaisuudet pyritään määrittämään etäältä, esimerkiksi lentokonees-
ta tai satelliitista, tehdyistä mittauksista. Tällä tavoin mittaukset tehdään laajoille
alueille lyhyessä ajassa.
1.2 Lehtialaindeksin kaukokartoitus
Lehtialaindeksin kaukokartoitukseen käytetään yleensä optisia mittauksia kuten satel-
liittikuvia. Tällöin mitataan kohdemetsikön heijastuskerroin, eli heijastuneen valon
osuus metsikköön osuneesta valosta, useilla eri aallonpituuksilla. Mittausanturit voi-
daan jakaa multispektraalisiin ja hyperspektraalisiin [17]. Multispektraaliset anturit
käyttävät muutamaa, erillistä leveää aallonpituuskanavaa. Hyperspektraaliset anturit
puolestaan käyttävät suurtaa määrää vierekkäisiä kapeita aallonpituuskanavia.
Lehtialaindeksin estimointi heijastuskerroinmittauksista on perinteisesti tehty empii-
risillä sovituksilla. Tällöin havainnoista lasketaan sopiva indeksiluku, joka korreloi
lehtialaindeksin kanssa, minkä jälkeen lehtialaindeksiä estimoidaan validointiaineis-
tosta laskettuihin indeksilukuihin sovitetulla suoralla [8]. Saatu sovitus on kuitenkin
aineistokohtainen, eikä siten helposti yleistettävissä.
Toinen vaihtoehto on mallintaa säteilyn käyttäytymistä metsässä ja muodostaa metsän
heijastusmalli, joka yhdistää heijastuskertoimen ja kiinnostuksen kohteena olevat muut-
tujat. Heijastusmallit luokitellaan yleensä kolmeen päätyyppiin: samean väliaineen
(turbid medium) malleihin, geometrisoptisiin (GO) ja hybridimalleihin [68]. Samean
väliaineen mallit (esim. [73]) perustuvat säteilynkuljetusteoriaan (radiative transfer)
[6], joka käsittelee säteilyn käyttäytymistä väliaineessa. Samean väliaineen ero klassi-
seen säteilynkuljetukseen on siinä, että sameassa väliaineessa säteilyn todennäköisyys
absorboitua tai sirota riippuu säteilyn kulkusuunnasta [54]. Kasvillisuuden ajatellaan
siis koostuvan äärettömän pienistä rakenne-elementeistä jotka ovat suuntautuneet
jonkin jakauman mukaisesti. Geometrisoptisissa malleissa (esim. [36, 37]) kasvillisuu-
den geometria mallinnetaan abstraktilla tasolla, esimerkiksi latvusto jaetaan erillisiin
yksinkertaistettuihin latvuksiin, jotka noudattavat sijainniltaan sopivaa spatiaalista
jakaumaa. Latvusten keskinäinen varjostus voidaan nyt huomioida. Geometrisoptiset
mallit huomioivat vain auringosta tulevan säteilyn ensimmäisen sirontakerran kasvilli-
suudessa. Jos malli huomioi myös diffuusin säteilyn, eli fotonit jotka ovat sironneet
monta kertaa, puhutaan hybridimalleista (esim. [33]). Usein diffuusin säteilyn osuuden
mallintamiseen käytetään jotain yksinkertaista säteilynkuljetusmallia.
Heijastusmallia käyttämällä saadaan lehtialaindeksille estimaatti ratkaisemalla muo-
dostunut estimointiongelma [2]. Ratkaisussa on tavoitteena löytää sopiva lehtialain-
deksin arvo, joka heijastusmalliin syötettynä tuottaa tehtyjä havaintoja vastaavat
heijastuskertoimet. Heijastusmallien inversiota on perinteisesti tehty kolmella tavalla
[68]. Ensimmäinen tapa on sovittaa heijastusmalli tehtyihin havaintoihin optimoimalla
[12, 47, 33]. Toinen tapa on laskea mallilla simuloiduista havainnoista sopiva indeksiluku
ja tehdä sovitus samalla tavalla kuin empiirisessä tapauksessa. Kolmannen merkittävän
lähestymistavan muodostavat epäparametriset sovitukset [60, 22, 11, 28, 31]. Pääsään-
töisesti kirjallisuudessa on käytetty multispektraalidataa. Inversiota on tehty myös
hyperspektraalidatasta [18, 74, 23, 56], mutta tällöin hyperspektraalidatasta on valit-
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tu käytettäväksi vain muutama aallonpituuskanava esimerkiksi korrelaatioanalyysin
perusteella.
1.3 Työn tavoitteet
Tämän työn tavoitteena on tehdä inversio myöhemmin esitettävälle PARAS-mallille
[49] ja sitä kautta estimoida latvuston lehtialaindeksiä, sekä mallin muita tuntematto-
mia muuttujia. Estimointi tehdään käyttämällä tilastollista, tarkemmin Bayesilaista,
inversiota [26]. Tilastollisessa inversiossa mallin muuttujat mallinnetaan satunnais-
muuttujina. Estimoitaville muuttujille kirjoitetaan priorijakauma, joka kuvaa ennalta
tunnettua informaatiota. Tässä työssä käytetään informatiivista priorijakaumaa, joka
muodostetaan kirjallisuudessa aiemmin esitettyjen havaintojen pohjalta. Päivittämällä
priorijakaumaa havaintojen tuomalla lisäinformaatiolla saadaan posteriorijakauma,
joka on inversio-ongelman ratkaisu. Estimoitaville muuttujille lasketaan odotusar-
vot, marginaalijakaumat ja luottamusvälit posteriorista Markov chain Monte Carlo
(MCMC) -menetelmällä [41, 21]. MCMC-menetelmissä heijastusmalli joudutaan inver-
sion aikana ajamaan useita satoja tuhansia kertoja. Jotta menetelmä olisi kohtuullisen
nopea tarvitaan heijastusmalli joka on laskennallisesti kevyt. Lisäksi mallin tulee toi-
mia hyvin havumetsille. PARAS-malli valittiin käytettäväksi heijastusmalliksi näistä
kahdesta syystä.
Inversiomenetelmää testataan useilla realistisilla simulaatioilla, jotka kattavat kolme
yleistä metsätyyppiä. Tätä kautta havainnollistetaan estimaattien laadun ja luotet-
tavuuden vaihtelu eri tapauksissa. Tässä tutkielmassa esitetyn menetelmän suurin
uutuusarvo on sen toimivuudessa havumetsille, informatiivisten priorien käytössä
ja siinä, että inversio tehdään käyttämällä koko hyperspektridataa 488 – 2355 nm
aallonpituusalueella eikä vain muutamaa hyperspektridatasta valittua kanavaa.
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Luku 2
Metsän heijastusspektrin mallinnus
Tässä luvussa tarkastellaan metsän säteilymallinnusta ja johdetaan malli metsikön
heijastuskertoimelle. Yleisesti mille tahansa pinnalle voidaan kirjoittaa kaksisuuntai-
nen heijastusjakaumafunktio (bidirectional reflectance distribution function, BRDF)
fr(θ1, φ1, θ2, φ2), missä θ1 ja φ1 ovat saapuvan säteilyn kulma zeniitistä ja azimuutti
ja θ2 ja φ2 katselusuunnan kulma zeniitistä ja azimuutti. [44] Kulmien määräämä
koordinaatisto on esitetty kuvassa 2.1.
Määritellään kaksikartioinen heijastuskerroin (biconical reflectance) [45]
ρ(Ω1,Ω2) =
1
Ω˜1
∫
Ω1
∫
Ω2
fr(θ1, φ1, θ2, φ2)dΩ˜1dΩ˜2, (2.1)
missä Ω =
∫ ∫
sin θdθdφ on avaruuskulma ja Ω˜ =
∫
dΩ˜ =
∫ ∫
cos θ sin θdθdφ on proji-
soitu avaruuskulma. Sanallisesti ilmaistuna ρ(Ω1,Ω2) kuvaa osuutta avaruuskulmasta Ω1
tulevasta säteilystä joka heijastuu avaruuskulmaan Ω2. Kuvassa 2.2 on esitetty joitain
yleisesti käytettyjä heijastusgeometrioita. Heijastukset näissä geometrioissa voidaan
määritellä kaksikartioisen heijastuskertoimen avulla sijoittamalla geometriaa vastaavat
kartiot, eli koko taivaankannen tapauksessa puolipallo ja yksittäisen suunnan tapauk-
sessa suunnan ympärille piirretty infinitesimaalinen kartio [45]. Satelliittimittaukset
vastaavat kaksikartioista heijastusta, jossa Ω1 on koko taivaankansi ja Ω2 satelliitin
mittausinstrumentin apertuurin peittämä avaruuskulma mittauskohteesta katsottu-
na. Kaksikartioinen heijastus on kuitenkin suuntien yli tapahtuvasta integroinnista
johtuen liian monimutkainen mallinnuksen kannalta. Yleensä approksimoidaan, et-
tä mittauskohteeseen tulee säteilyä vain auringosta ja satelliittimittaukset vastaavat
kaksisuuntaista heijastusta (BRF).
Metsän voidaan ajatella muodostuvan useista eri skaaloista: lehdet ryhmittyvät oksiksi,
oksat puiksi ja puut metsäksi. Havupuilla neulaset muodostavat versoja, jotka ovat
kiinnittyneet oksiin. Auringosta tulevan säteilyn siroamista tapahtuu kaikkien suu-
ruusluokkien sisällä ja välillä. Ryhmittyminen ylemmillä suuruusluokilla (oksat, puut)
on vaikeampi mallintaa. Yksinkertaisessa abstraktiossa metsä mallinnetaan pelkästään
lehdistä koostuvaksi latvuskerrokseksi, joka sijaitsee pohjakerroksen yläpuolella. Pui-
den runkoja ja oksia ei yleensä huomioida mallinnuksessa. Tosiasiassa runko ja oksat
muodostavat kuitenkin oman osansa, jonka optiset ominaisuudet poikkeavat lehvästös-
tä. Johtuen latvuston monimutkaisesta rakenteesta, on latvustosta sironneen säteilyn
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Kuva 2.1: Suunnan esittäminen zeniittikulman θ ja azimuutin φ avulla.
voimakkuus vahvasti suuntariippuvainen. Merkittävä efekti on voimakas heijastuminen
takaisin valon tulosuuntaan, niin kutsuttu hotspot.
Yksinkertaisessa metsän rakenteen mallissa (kuva 2.3) versojen, lehtipuilla lehtien,
ajatellaan muodostavan kaasumaisen kerroksen, johon versot ovat jakautuneet ta-
saisesti. Tässä mallissa versojen suuntautuminen on satunnainen ja tasajakautunut.
Latvuskerros on vaakasuunnassa ääretön ja sen alapuolella on maanpinta.
Säteilyn kulkeutumista metsässä voidaan mallintaa satunnaisprosessina (kuva 2.4).
Kyseinen prosessiketju esitettiin aiemmin artikkelissa [40]. Kun säteily saapuu au-
ringosta metsään, kohtaa se ensimmäisenä latvuskerroksen. Valo voi joko tulla läpi
latvuston aukoista tai osua latvustoon. Latvustoon osuva osa auringosta saapuvasta
säteilystä voi sirota kerran tai useita kertoja latvuston sisällä (Sc) ja joko absorboitua
(Ac) tai poistua latvustosta (Ec). Säteily voi tietysti absorboitua myös suoraan, ilman
välissä tapahtuvaa sirontaa. Sironnut säteily voi poistua joko taivaalle tai kohti maan-
pintaa. Latvuston läpäisevä osa säteilystä (Tc) osuu suoraan ja joko absorboituu tai
heijastuu takaisin ylöspäin. Latvustosta maanpintaa kohti poistuvalla säteilyllä on
samat vaihtoehdot sen osuessa pohjakerrokseen.
Maaperästä heijastunut säteily voi puolestaan joko läpäistä latvuston ja poistua
suoraan taivaalle (Tb) tai sirota uudelleen latvustossa (Sb). Nytkin latvustossa sironnut
säteily voi poistua joko taivaalle tai kohti maanpintaa (Eb). Säteily voi siten heijastua
maanpinnasta ja sirota latvustosta takaisin kohti maanpintaa useita kertoja, kunnes
se joko absorboituu tai heijastuu taivaalle.
10
Kuva 2.2: Heijastuskertoimet ja albedot. Hemispherical-directional reflectance, HDRF,
kuvaa heijastuskerrointa tiettyyn suuntaan riippumatta valon tulokulmasta. Bidirectional
reflectance, BRF, kuvaa heijastuskerrointa tiettyyn suuntaa kun valo tulee tietystä suun-
nasta. Black sky albedo kuvaa pinnan heijastaman kokonaissäteilyn osuutta kun valo tulee
tietystä kulmasta ja white sky albedo pinnan heijastamaa osuutta kokonaissäteilystä kaikista
tulosuunnista. Albedot ovat BRF:n ja HDRF:n integraaleja katselusuuntien yli.
2.1 PARAS-malli
PARAS-malli [49] on metsän heijastusmalli jossa säteilyn siroaminen latvuston sisällä
mallinnetaan yhdellä aallonpituusriippumattomalla parametrillä p [30, 31], joka kuvaa
(keskimääräistä) todennäköisyyttä, jolla latvustossa sironnut säteily osuu uudestaan
latvustoon. Lehtipuilla säteilyn voidaan ajatella siroavan pelkästään erillisten lehtien
välillä. Koska havupuiden neulaset ovat ryhmittyneet tiivisti versoihin, voi havupuilla
säteily sirota uudelleen joko samassa versossa tai osua johonkin toiseen versoon ja sirota.
Havupuilla yksittäistä versoa käsitellään lehtipuun lehteä vastaavana elementtinä ja
uudelleentörmäystodennäköisyys p jaetaan kahteen osaan [63]
p = psh + (1− psh)pL(Le), (2.2)
missä psh on todennäköisyys, jolla fotoni siroaa uudelleen saman verson sisällä, pL
todennäköisyys, jolla fotoni osuu johonkin toiseen versoon ja Le on aiemmin esitelty
efektiivinen lehtialaindeksi.
Todennäköisyyttä psh voidaan approksimoida hyvin verson ryhmittymiskertoimen
β ∈ [0, 1] avulla [62]
psh = 1− β. (2.3)
Verson ryhmittymiskerroin β kuvaa neulasten versoon ryhmittymisen tiiviyttä ja
keskinäistä varjostusta. Edelleen, β = 4STAR, missä
STAR = 1
Atot
1
4pi
∫
SSA(Ω)dΩ, (2.4)
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Kuva 2.3: Metsän rakenteen mallintaminen makrorakenteettomana latvustona ja sen alla
olevana pohjakerroksena, kuvaan lisäksi merkitty auringosta tuleva valo (kulma θ1) sekä
heijastuneen säteilyn mittaaminen kulmasta θ2.
missä SSA(Ω) on verson siluetin pinta-ala valaisusuuntaan Ω ja Atot on verson neulas-
ten kokonaispinta-ala. Integrointi tehdään kaikkien valaisusuuntien yli. Siten STAR
on verson projektion ja neulasten kokonaispinta-alan suhteen keskiarvo eri valai-
susuuntien yli [62, 64]. Efektiivinen lehtialaindeksi määritellään kuvan 2.3 mukaisessa
mallinnuksessa β:n avulla:
Le = βL. (2.5)
2.1.1 Metsikön BRF
Johdetaan malli metsikön heijastuskertoimelle, kun säteily kulkeutuu kuvan 2.4 mu-
kaisesti. Olkoon fs(θ1, φ1, θ2, φ2) latvuston kaksisuuntainen sirontajakaumafunktio (bi-
directional scattering distribution function, BSDF), joka kuvaa latvustosta sironnutta
säteilyä suuntaan (θ2, φ2) kun valo saapuu suunnasta (θ1, φ1). Tehdään approksimaatio,
että sironneen säteilyn voimakkuus riippuu vain zeniittikulmista θ. Siten
fs(θ1, φ1, θ2, φ2) ≈ fˆs(θ1, θ2), (2.6)
missä θ1 on valon tulokulma zeniitistä ja θ2 katselukulma zeniitistä. Latvustoon
osuvan, ylhäältä auringosta tulevan säteilyn absorboituvalle (ac) ja siroavalle osalle
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Kuva 2.4: Säteilyn kulkeutumista aiemmin esitetyn reduktion mukaisessa mallinnuksessa
voidaan kuvata satunnaisprosessina joka muodostuu latvuston sisäisistä prosesseista sekä
latvuston ja pohjakerroksen vuorovaikutuksesta. Merkinnät: S on sironta, A on absorptio, E
on emissio, T on transmissio ja G on pohjakerros. Alaindeksi c merkitsee prosessia taivaalta
saapuvalle säteilylle ja b latvuston alapuolelta tulevalle säteilylle.
(sc) voidaan uudelleentörmäystodennäköisyyden p avulla kirjoittaa [63]
ac = ic(θ1)
1− ωL
1− pωL , (2.7)
sc = ic(θ1)
ωL − pωL
1− pωL , (2.8)
missä ωL ∈ [0, 1] on yksittäisen lehden aallonpituusriippuvainen sirontakerroin (albedo)
ja ic(θ1) latvustoon osuva osuus säteilystä. Lehdet approksimoidaan Lambertilaisiksi
heijastajiksi. Olkoon tc(θ) se osuus kulmassa θ tulevasta säteilystä joka läpäisee latvus-
kerroksen, jolloin ic(θ) = 1− tc(θ). Osa säteilystä siroaa latvustosta katselukulmaan,
muodostaen ensimmäisen termin metsikön heijastuskertoimesta
BRFc,0(θ1, θ2) = fˆs(θ1, θ2)ic(θ1)
ωL − pωL
1− pωL . (2.9)
Osa valosta läpäisee latvuston ja osuu pohjakerrokseen. Myös osa latvustoon osuvasta
valosta siroaa kohti maanpintaa. Olkoon ρg(θ1, θ2) pohjakasvillisuuden (azimuutis-
ta riippumaton) BRF. Osa maaperästä heijastuneesta säteilystä läpäisee latvuston
katselukulmaan θ2
BRFg,0(θ1, θ2) = ρg(θ1, θ2)tc(θ1)tc(θ2)
+ tc(θ2)
pi
2∫
−pi2
scfˆs(θ1,−sgn(ψ)pi + ψ)ρg(ψ, θ2)dψ,
(2.10)
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missä kulma ψ on kuten kuvassa 2.5 ja
sgn(ψ) =
1, ψ ≥ 0,−1, ψ < 0. (2.11)
Lopusta säteilystä osa heijastuu ja osuu latvustoon, siirtyen latvuston sirontaprosessiin.
Osa tästä säteilystä siroaa latvustosta katselukulmaan
BRFc,1(θ1, θ2) = tc(θ1)
pi
2∫
−pi2
scρg(θ1, θ)fˆs(−sgn(θ)pi + θ, θ2)dθ
+
pi
2∫
−pi2
pi
2∫
−pi2
s2c fˆs(θ1,−sgn(ψ)pi + ψ)ρg(ψ, θ)fˆs(−sgn(θ)pi + θ, θ2)dψdθ.
(2.12)
Osa latvustosta sironneesta säteilystä voi tälläkin kierroksella poistua kohti maan-
pintaa, heijastua pohjakerroksesta joko latvuston läpi tai osua uudelleen latvustoon,
johtaen korkeamman kertaluvun termeihin. Siten metsikön BRF on muotoa
BRF(θ1, θ2) = BRFc,0(θ1, θ2) + BRFg,0(θ1, θ2) + BRFc,1(θ1, θ2)
+ BRFg,1(θ1, θ2) + BRFc,2(θ1, θ2) + BRFg,2(θ1, θ2) + . . . ,
(2.13)
missä alaindeksi g viittaa maasta heijastuvaan säteilyyn ja c latvustosta siroavaan, toi-
nen alaindeksi kuvaa termin kertaluokkaa. Termit joissa latvuston BSDF:ta fˆs(θ1, θ2)
tai pohjakerroksen BRF:a fg(θ1, θ2) integroidaan eivät ole käyttökelpoisia, koska kumpi-
kaan funktioista ei ole riittävän hyvin tunnettu kaikilla kulmien arvoilla. Korkeamman
kertaluvun termien osuus koko heijastusjakaumasta on kuitenkin pieni, erityisesti
silloin kun maaperä ei ole voimakkaasti heijastava. Jos pohjakerros on lumen peitossa,
on latvuston ja pohjakerroksen keskinäisellä vuorovaikutuksella suurempi merkitys [40].
Katkaistaan sarja latvuston ensimmäisen kertaluvun sirontaan ja maaperän suoran
heijastuksen termiin [49]:
BRF(θ1, θ2) ≈ ρg(θ1, θ2)tc(θ1)tc(θ2) + fˆs(θ1, θ2)ic(θ1)ωL − pωL1− pωL . (2.14)
2.1.2 PARAS-mallin parametrien approksimaatiot
Jotta mallia voidaan käyttää lehtialaindeksin estimointiin, pitää malli (2.14) kirjoittaa
lehtialaindeksin avulla. On huomioitava, että uudelleentörmäystodennäköisyys p, lat-
vuston läpäisevyys tc(θ) ja erityisesti fˆs(θ1, θ2) riippuvat latvuston makrogeometriasta,
jota ei ole käytännöllistä mallintaa. Seuraavaksi kirjoitetaan rakenneparametreille
approksimaatiot, kun metsä mallinnetaan yksinkertaistetusti kuvan 2.3 mukaisesti.
Keskimääräiselle uudelleentörmäystodennäköisyydelle p on johdettu analyyttinen malli
diffuusin valaistuksen tapauksessa [65]
p = 1− id
L
= 1− βid
Le
, (2.15)
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Kuva 2.5: Kaavojen (2.10) ja (2.12) kulmien geometria.
missä id = 1 − td ja td on latvuston läpäisevyys diffuusille valolle. Käytetään tätä
approksimaationa todennäköisyydelle p huolimatta siitä, että saapuva säteily ei ole
diffuusia. Lisäksi p vaihtelee valon eri sirontakerroilla, koska esimerkiksi ensimmäinen
sironta tapahtuu todennäköisemmin latvuston pinnalla ja myöhemmät sirontakerrat
syvemmällä latvustossa.
Latvuston sirontajakauma fˆs(θ1, θ2) on mallin monimutkaisin osa, johtuen sen vahvas-
ta geometriariippuvuudesta. Sirontajakauma ei esimerkiksi riipu pelkästään latvuston
rakenteesta, vaan myös puiden sijainnista metsikössä. Artikkelissa [39] esitettiin se-
miempiirinen malli makrorakenteellisen latvuston ylöspäin siroavalle säteilyn osuudelle
kun metsikköön osuva säteily on diffuusia. Kun merkitään latvustosta ylöspäin siroavaa
osuutta Q:lla, on malli muotoa
fˆs(θ1, θ2) ≈ Q = 12 +
q
2
1− pωL
1− pqωL , (2.16)
missä q ∈ [0, 1] on aallonpituusriippumaton parametri. Artikkelissa esitettyjen simu-
laatioiden perusteella q riippuu lehtialaindeksistä (kuva 2.6). Parametri q tietyllä
lehtialaindeksin arvolla lasketaan tässä työssä interpoloimalla kuvan 2.6 kuvaajasta.
Satelliittikuvauksen tapauksessa kulma θ2 on yleensä pieni
Latvuston läpäisevyyttä tc(θ) voidaan approksimoida, kun latvuston geometrialle teh-
dään kuvan 2.3 mukainen approksimaatio. Ajatellaan latvustoa säteilyä vaimentavana
kerroksena, jonka paksuus on 1 ja sammumiskerroin kc. Tällöin läpäisevyyksille tc ja
td saadaan approksimaatio Beerin ja Lambertin vaimennuslain avulla:
tc(θ) = exp
(
− kcβLcos(θ)
)
, (2.17)
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td = 2
pi
2∫
0
exp
(
− kcβLcos(θ)
)
cos θ sin θdθ
= exp(−kcβL)(1− kcβL) + (kcβL)2Ei(−kcβL), kcβL 6= 0, (2.18)
missä Ei(x) = −
∫ x
−∞
et
t
dt, kun x ∈ R, x 6= 0, eksponentiaalinen integraali [1]. Integraali
lasketaan Cauchyn pääarvona. Latvuston sammumiskertoimelle kc pätee [63]
kc =
β
2 . (2.19)
Efektiivisen lehtialaindeksin avulla saadaan
tc(θ) = exp
(
− βLe2 cos(θ1)
)
, (2.20)
td = exp
(
−β2Le
)(
1− β2Le
)
+
(
β
2Le
)2
Ei
(
−β2Le
)
,
β
2Le 6= 0. (2.21)
Eksponentiaalisella integraalilla on singulariteetti nollassa. Kuitenkin limLe→0 td = 1,
koska origoa lähestyttäessä
(
β
2Le
)2
menee nopeammin kohti nollaa kuin Ei
(
−β2Le
)
menee kohti negatiivista ääretöntä. Määrittelemällä td(Le)|Le=0 = 1, saadaan diffuusin
valon läpäisevyydestä jatkuva koko lehtialaindeksin määrittelyalueella.
Approksimaatioiden avulla PARAS-malli (2.14) saa muodon
BRF(θ1, θ2) ≈ ρg(θ1, θ2)tc(θ1)tc(θ2) + ic(θ1)QωL − pωL1− pωL , (2.22)
missä p on kuten kaavassa (2.15), Q kuten kaavassa (2.16) ja tc(θ) ja ic(θ) = 1− tc(θ)
kuten kaavassa (2.20). Parametrin p approksimaatio käyttää diffuusia läpäisevyyttä
id = 1− td, missä td on kuten kaavassa (2.21). Satelliittikuvauksessa katselukulma θ2
on pieni ja se on, kuten auringon kulma θ1, sidottu kuvausajankohtaan ja paikkaan.
Kulmamerkinnät jätetään jatkossa pois kohdista joissa ne eivät ole selvyyden vuoksi
välttämättömiä. Käytetään kaavalle (2.22) jatkossa lyhyempää merkintätapaa
z = h(Le, ρg, ωL, β), (2.23)
missä
z = BRF(θ1, θ2), (2.24)
h(Le, ρg, ωL, β) = ρgtc(θ1)tc(θ2) + ic(θ1)Q
ωL − pωL
1− pωL . (2.25)
Muuttujien Le, ρg, ωL ja β estimointia tehtyjen havaintojen perusteella käsitellään
luvussa 4. Havainnoit z muodostuvat mitatuista heijastuskertoimista eri aallonpituus-
kanavilla, joiden lukumäärä ja paikka riippuvat havainnointiin käytetyn mittausanturin
ominaisuuksista. Muuttujat ρg ja ωL ovat aallonpituusriippuvia.
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Kuva 2.6: Aallonpituusriippumattoman parametrin q riippuvuus efektiivisestä lehtialain-
deksistä Le. Kuvaaja muokattu artikkelissa [39] esitetyistä tuloksista.
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Luku 3
Bayesilainen inversio
Bayesilaisessa estimoinnissa [26] kaikki mallin muuttujat, mukaan lukien mittaukset,
mallinnetaan satunnaismuuttujina. Inversio-ongelman ratkaisuksi saadaan todennä-
köisyysjakauma, joka kuvaa eri ratkaisujen todennäköisyyttä tehtyjen havaintojen
valossa. Inversio-ongelmalla tarkoitetaan huonosti määrättyä estimointiongelmaa, jossa
mittauskohdetta kuvaavan mallin parametrit pyritään estimoimaan tehdyistä mittauk-
sista. Estimointiongelma on huonosti määrätty jos yksikäsitteistä ratkaisua ei ole ja
jos pienet mittausvirheet havainnoissa voivat tuottaa suuren virheen estimaatissa.
Merkitään satunnaismuuttujia isoilla kirjaimilla. Merkitään havaintoja Z:lla ja tunte-
mattomia, estimoitavia muuttujia X:llä. Inversio-ongelman ratkaisuna haetaan toden-
näköisyystiheyttä pi(x|z), joka kuvaa X:n eri realisaatioiden x todennäköisyyttä kun
on tehty havainnot Z = z. Tiheyttä pi(x|z) nimitetään posterioritiheydeksi, kuvaten
sitä että se käsittelee havainnoinnin jälkeistä tilaa. Muuttujista x ennalta tunnettu in-
formaatio, ennakkokäsitys, sisältyy prioritiheyteen pi(x). Jos toisaalta mittauskohteen
parametreillä on realisaatio X = x, kirjoitetaan havainnoille Z tiheys pi(z|x), jota
nimitetään uskottavuusfunktioksi (likelihood function), joka kuvaa todennäköisyyttä
jolla havainnot z ovat seuranneet realisaatiosta x.
Bayesilaisessa tulkinnassa todennäköisyysjakauma kuvaa muuttujasta tunnetun infor-
maation varmuutta. Bayesin kaavalla voidaan posterioritiheys ilmaista uskottavuus-
funktion ja prioritiheyden avulla
pi(x|z) = pi(z|x)pi(x)
pi(z) , (3.1)
missä pi(z) kuvaa havaintojen todennäköisyystiheyttä. Tiheysfunktion arvoa pi(z) voi-
daan käytännössä ajatella normeerauskertoimena, eikä se usein ole tärkeä inversion
kannalta. Kaava (3.1) tulkitaan siten, että muuttujien x arvoista on olemassa ennakko-
käsitys pi(x), jota päivitetään havainnoista saadun informaation avulla. Posterioritiheys
pi(x|z) sisältää tämän päivitetyn tiedon, kun on tehty havainto z [69].
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3.1 Uskottavuusfunktio
Uskottavuusfunktio yhdistää havainnot Z ja estimoitavat muuttujat X. Se pitää
sisällään havaintojen syntymistä kuvaavan havaintomallin. Havaintojen mallintamista
kutsutaan suoraksi ongelmaksi. Havaintomalli voidaan esittää yleisesti muodossa
z = h(X; y, V ), (3.2)
missä h( · ) on funktio ja V virhetermi, esimerkiksi mittausvirhe. Mallin parametrit on
jaettu kahteen eri tyyppiin: X sisältää mallin kiinnostavat, estimoitavat muuttujat
ja y kuvaa muita parametrejä, esimerkiksi erilaisia kalibrointiparametrejä. Koska
parametrejä y ei estimoida, yleensä ne asetetaan johonkin tiettyyn arvoon. Jos kyseinen
arvo on virheellinen, seuraa siitä mallinnusvirhe, jota voidaan monissa tapauksissa
korjata luvussa 3.4 esiteltävällä approksimaatiovirhemenetelmällä. Usein virhetermi V
käsitellään additiivisena
z = h(X; y) + V. (3.3)
Esimerkiksi mittauslaitteiden elektroniikan aiheuttama kohina mittauksissa on usein
aidosti additiivista. Useissa tilanteissa additiivinen virheoletus tehdään vaikka virhe V
ei todellisuudessa olisi (kokonaan) additiivista, koska additiivisen virheen tapauksessa
uskottavuusfunktio on helpommin johdettavissa.
Tarkastellaan uskottavuusfunktion rakentamista havaintomallin (3.3) tapauksessa.
Olkoon mittausvirheen V ehdollinen todennäköisyystiheysfunktio piv|x(v|x) tunnettu.
Tällöin
pi(z|x) =
∫
pi(z, v|x)dv =
∫
pi(z|x, v)piv|x(v|x)dv. (3.4)
Kaavan (3.3) kautta Z on tunnettu, kun X = x ja V = v. Siten
pi(z|x, v) = δ(z − h(x; y)− v). (3.5)
Sijoittamalla tämä kaavaan (3.4) saadaan
pi(z|x) = piv|x(z − h(x; y)|x). (3.6)
Jos X ja V ovat riippumattomia, on uskottavuusfunktio
pi(z|x) = piv(z − h(x; y)), (3.7)
missä piv(v) on additiivisen virheen V todennäköisyystiheys.
Uskottavuusfunktion muoto riippuu siis virheen V jakaumasta. Usein mittausvirhe
approksimoidaan normaalijakautuneeksi. Normaalijakautunut mittausvirhe tuottaa
suhteellisen helposti käsiteltävän uskottavuusfunktion. Kun mittausvirhe V on nor-
maalijakautunut odotusarvolla µv ja kovarianssimatriisilla Γv (merkitään jatkossa
v ∼ N (µv,Γv)), on uskottavuusfunktio
pi(z|x) ∝ exp
(
−12(z − h(x; y)− µv)
TΓ−1v (z − h(x; y)− µv)
)
. (3.8)
19
3.2 Prioritiedon käyttö
Aiemmin todettiin, että Bayesin teoreeman (3.1) avulla ratkaisu saadaan päivittämällä
prioria pi(x) tehtyjen havaintojen perusteella. Siten ratkaisun kannalta on tärkeää,
että prioritiheys pi(x) on mahdollisimman todenmukainen. Ajatellaan lehtialaindeksin
kaukokartoitusta laajemmassa skaalassa, jossa pyrittäisiin estimoimaan lehtialain-
deksiä esimerkiksi usean hehtaarin alueelta. Tällöin havainnot koostuisivat useista
vierekkäisistä pikseleistä, joissa jokaisessa lehtialaindeksille haluttaisiin estimaatti. Jos
koko alue on maastoltaan melko samankaltaista, tiedetään, että lehtialaindeksissä ei
todennäköisesti tapahdu suuria hyppäyksiä pikseleiden välillä, eli vierekkäisten pikse-
leiden lehtialaindekseillä on vahva korrelaatio. Toisaalta tiedetään, että lehtialaindeksi
on aina positiivinen ja saa todennäköisimmin arvoja esimerkiksi väliltä [0, 10].
Edellisen esimerkin perusteella voidaan eritellä kaksi tärkeää informaatiotyyppiä.
Rakenteellinen informaatio kuvaa estimoitavien muuttujien keskinäistä riippuvuut-
ta, esimerkiksi kuvan pikselin arvon tilastollista riippuvuutta viereisistä pikseleistä.
Toinen informaatiotyyppi on tieto muuttujien suuruusluokasta, vaihteluväleistä ja
mahdollisesta määrittelyalueesta.
3.2.1 Gaussinen priorijakauma
Normaalijakauma on paljon käytetty priorijakauma, johtuen sen matemaattisista
ominaisuuksista. Kun mittausvirhe on normaalijakautunut ja priori on Gaussinen, on
myös posteriori Gaussinen. Jos lisäksi havaintomalli on lineaarinen, saadaan posterio-
rijakauman odotusarvolle ja kovarianssille suljettu muoto.
Olkoon x ∼ N (µx,Γx), jolloin prioritiheys on
pi(x) ∝ exp
(
−12(x− µx)
TΓ−1x (x− µx)
)
. (3.9)
Merkitään Γ−1x = LTxLx, missä Lx on matriisin Γ−1x Cholesky-tekijä. Kaava (3.9)
voidaan kirjoittaa muotoon
pi(x) ∝ exp
(
−12 ||Lx(x− µx)||
2
)
. (3.10)
Normaalijakauma on määritelty täydellisesti odotusarvon µx ja kovarianssimatriisin
Γx avulla, jotka tulee valita siten, että ne kuvaavat mahdollisimman hyvin muuttujista
x tunnettua informaatiota. Muuttujan ennalta tunnettu todennäköinen vaihteluväli
saadaan mukaan prioriin odotusarvon ja varianssin avulla, spatiaalinen informaatio
kovarianssien kautta. Normaalijakauman avulla asetetaan luottamusvälit: muuttuja
x ∈ R saa arvoja esimerkiksi 95% todennäköisyydellä väliltä [µ− 2σ, µ+ 2σ], kun µ
on odotusarvo ja σ keskihajonta.
Informatiivinen Gaussinen priori voidaan rakentaa esimerkiksi marginalisointipisteiden
avulla. [26, Luku 3.4.1] Marginalisointipisteiden valinnalla voidaan säädellä havain-
toalkioiden välistä korrelaatiopituutta ja sitä kautta ratkaisun sileyttä. Tiheämmällä
marginalisointipistejoukolla saavutetaan lyhyempi korrelaatiopituus vektorin x alkioi-
den välillä. Siten, jos ratkaisun tiedetään olevan jollain alueella tasaisempi, asetetaan
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alueelle marginalisointipisteitä harvempaan ja vastaavasti jos ratkaisun tiedetään
muuttuvan jyrkemmin jollain toisella alueella, valitaan sieltä tiheämmin margina-
lisointipisteitä. Toinen vaihtoehto on rakentaa priori korrelaatioiden avulla, jolloin
korrelaatiopituus asetetaan eksplisiittisesti [53].
3.2.2 Priorirajoite
Usein tietyn muuttujan ei ole mahdollista saada joitain arvoja, esimerkiksi nollaa
pienempiä. Tällöin on usein hyödyllistä, joskus välttämätöntä, rajoittaa ratkaisun
arvoja. Oletetaan, että estimoitavat muuttujat x voivat saada arvoja vain joukossa
G ⊂ Rn. Joukon G karakteristinen funktio χG on
χG(x) =
1, x ∈ G,0, muulloin. (3.11)
Nyt mielivaltainen priorijakauma pipr(x) saadaan rajoitettua joukkoon G
pipr,G(x) ∝ χG(x)pipr(x). (3.12)
Jos luvussa 3.3 esiteltävä MAP-estimaatti lasketaan optimointiongelman ratkaisuna,
asetetaan rajoitteet optimointirajoitteiksi, eli etsitään ääriarvokohtaa joukosta G.
3.2.3 Muita priorijakaumia
Gaussisten priorien lisäksi toinen suhteellisen yleinen valinta on Laplace-jakauma
[10, 58]:
pi(x) ∝ exp(− ||x||1), (3.13)
missä || · ||1 on 1-normi. Laplace-priorin tärkein ominaisuus on se, että 1-normi painot-
taa ratkaisuja jotka ovat harvoja eli tässä tapauksessa sellaisia, joissa suuri osa vektorin
x komponenteista on nollia. Toinen paljon käytetty 1-normin avulla muodostettu priori
on totaalivariaatiopriori [55, 35]
piTV(x) ∝ exp(− ||∇x||1), (3.14)
joka painottaa ratkaisuja joiden ensimmäinen derivaatta on harva.
3.3 Posteriorijakaumasta laskettavat piste- ja ha-
jontaestimaatit
Posterioritiheydestä voidaan laskea tilastollisia tunnuslukuja, kuten odotusarvo, moodi
tai kovarianssi, jos inversio-ongelmasta halutaan piste- tai hajontaestimaatti. Ehdolli-
nen odotusarvo ja ehdollinen kovarianssi määritellään integraaleina
E{x|z} =
∫
Rn
xpi(x|z)dx (3.15)
Cov{x|z} =
∫
Rn
(x− E{x|z})(x− E{x|z})Tpi(x|z)dx. (3.16)
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Integraalia ei usein ole käytännöllistä laskea analyyttisesti, vaan päädytään numeeri-
seen integrointiin. Jos muuttujien määrä n on suuri, on numeerinen integrointi raskasta.
Toinen tärkeä piste-estimaatti ehdollisen odotusarvon lisäksi on posteriorijakauman
moodi, eli maximum a posteriori (MAP) –estimaatti. MAP-estimaatti voidaan laskea
optimoimalla
xMAP = arg max
x
{pi(x|z)}. (3.17)
Optimointiongelman ratkaisseminen on korkessa dimensiossa usein kevyempää kuin
ehdollisen odotusarvon laskeminen integroimalla. MAP-estimaatin määrittäminen on
kuitenkin ongelmallista jos posterioritiheydellä on useita lokaaleja maksimikohtia tai
jos posterioritiheyden gradientti ei ole laskettavissa.
3.4 Mallinnusvirheiden käsittely
Tarkastellaan havaintomallia (3.3). Usein havaintomalli pitää sisällään approksimaa-
tioita, jotka on tehty esimerkiksi puuttellisen informaation tai laskennallisten syiden
takia. Jos parametrejä y ei tunneta ja niille asetetaan mallissa virheellinen arvo, seuraa
mallinnusvirhe. Jos suora malli on raskennallisesti raskas, voidaan käytännön syistä
joutua käyttämään inversiolaskennassa jotain epätarkempaa, mutta nopeampaa mallia.
Epätarkka malli voi esimerkiksi käyttää harvempaa diskretisointia.
Mallissa tehdyistä approksimaatioista syntyvä mallinnusvirhe voidaan huomioida inver-
siossa approksimaatiovirhemenetelmällä [26, 27]. Olkoon tilannetta tarkasti kuvaava
havaintomalli
z = ht(x; y) + v. (3.18)
Tarkalla ei tarkoiteta mitattavaa todellisuutta täydellisesti kuvaavaa, ideaalista mallia,
vaan mallia jonka approksimaatioiden tuottama mallinnusvirhe on paljon pienempi
kuin inversiossa käytetyllä approksimatiivisella mallilla. Olkoon inversiossa käytettävä,
approksimatiivinen malli
z = ha(x; y0) + v, (3.19)
missä y0 on arvio muuttujien y arvoille.
Havaintomalli (3.18) voidaan kirjoittaa uuteen muotoon lisäämällä ja vähentämällä
siitä approksimoitu malli (3.19)
z = ht(x; y) + v = ha(x; y0) +ht(x; y)−ha(x; y0) + v = ha(x; y0) + ε(x, y) + v, (3.20)
missä ε(x, y) = ht(x; y) − ha(x; y0) on approksimaatiovirhe. Käytetään jatkossa ap-
proksimaatiovirheelle lyhyempää merkintätapaa ε = ε(x, y).
Approksimoidaan nyt, että approksimaatiovirhe ε ja estimoitavat muuttujat x ovat nor-
maalijakautuneita, eli ε ∼ N (µε,Γε) ja x ∼ N (µx,Γx). Muodostetaan yhteisjakauma
[32]
pi(ε, x) ∝ exp
[ε− µε
x− x0
]T [ Γε Γεx
Γxε Γx
]−1 [
ε− µε
x− x0
] (3.21)
Approksimaatiovirheen ja muuttujien x ehdollinen jakauma on
ε|x ∼ N (µε|x,Γε|x), (3.22)
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missä
µε|x = µε + ΓεxΓ−1x (x− µx) (3.23)
Γε|x = Γε − ΓεxΓ−1x Γxε. (3.24)
Määritellään kokonaisvirhe n|x = v + ε|x ∼ N (µn|x,Γn|x), missä
µn|x = µv + µε + ΓεxΓ−1x (x− x0) (3.25)
Γn|x = Γv + Γε − ΓεxΓ−1x Γxε, (3.26)
koska v ja  ovat riippumattomia. Usein approksimaatiovirhe ε ja x approksimoidaan
riippumattomiksi, sillä tällöin tilanne yksinkertaistuu huomattavasti. Kaavat (3.25) ja
(3.26) saavat tällöin muodot
µn|x = µv + µε (3.27)
Γn|x = Γv + Γε. (3.28)
Jos approksimaatiovirheet huomioidaan ja tehdään edellä mainitut Gaussiset approk-
simaatiot, uskottavuusfunktio on kaavan (3.8) sijasta muotoa
pi(z|x) ∝ exp
(
−12(z − ha(x; y0)− µn|x)
TΓ−1n|x(z − ha(x; y0)− µn|x)
)
. (3.29)
Uskottavuusfunktiossa esiintyy vain approksimatiivinen malli ha(x; y0).
3.4.1 Approksimaatiovirheen kovarianssin ja odotusarvon las-
keminen käytännössä
Yleensä approksimaatiovirheen kovarianssimatriisia Γε|x ja odotusarvoa ε0|x ei ole
mahdollista laskea suoraan. Tästä syystä käytetään otoskovarianssia ja keskiarvoa,
jotka on laskettu simuloimalla. Koska y:n arvo on epävarma, mallinnetaa se satun-
naismuuttujana. Olkoon muuttujilla y todennäköisyysjakauma Py ja muuttujilla x
jakauma Px.
Otoskovarianssi ja keskiarvo lasketaan ottamalla suuri määrä näytteitä approksimaa-
tiovirheestä. Otetaan näyte y(i) jakaumasta Py ja näyte x(i) jakaumasta Px. Tämän
jälkeen approksimaatiovirhenäyte ε(i) lasketaan suoraan määritelmästä:
ε(i) = ht(x(i); y(i))− ha(x(i); y0). (3.30)
Kun suuri joukko näytteitä approksimaatiovirheestä ε ja muuttujista x on laskettu,
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voidaan tarvittavat keskiarvot ja otoskovarianssit laskea:
µε ≈ 1
K
m∑
i=1
ε(i) (3.31)
µx ≈ 1
K
K∑
i=1
x(i) (3.32)
Γε ≈ 1
K − 1
K∑
i=1
(ε(i) − ε0)(ε(i) − ε0)T (3.33)
Γεx = ΓTxε ≈
1
K − 1
K∑
i=1
(ε(i) − ε0)(x(i) − x0)T (3.34)
Γx ≈ 1
K − 1
K∑
i=1
(x(i) − x0)(x(i) − x0)T . (3.35)
Odotusarvoja µε ja µx approksimoidaan nyt yllä olevilla keskiarvoilla ja kovariansseja
Γε, Γεx, Γxε ja Γx otoskovariansseilla.
3.5 Monte Carlo –menetelmät
Posteriorijakauma on kaikkien estimoitavien muuttujien ehdollinen yhteisjakauma.
Odotusarvo, kovarianssi ja marginaalijakaumat ovat kaikki määritelty todennäköi-
syystiheyden integraaleina. Jos valmista analyyttista ratkaisua ei ole saatavilla, on
integrointi tehtävä numeerisesti. Jos muuttujia on paljon, ei numeerista integrointia ole
enää tehokasta laskea kvadratuurimenetelmillä. Kvadratuurimenetelmissä integrandia
approksimoidaan yksinkertaisemmalla funktiolla, jolle integraali voidaan laskea laske-
malla funktion arvo sopivissa kvadratuuripisteissä. Tarvittavien kvadratuuripisteiden
määrä kuitenkin kasvaa geometrisesti muuttujien määrän noustessa.
Monte Carlo –integroinnissa [51, 4] ideana on laskea likiarvo integraalin arvolle laske-
malla keskiarvo integrandin f arvoista tiheyden pi(x) mukaisesti satunnaisesti valituissa
pisteissä x(i) ∫
Rn
f(x)pi(x)dx = E{f(X)} ≈ 1
N
N∑
i=1
f(x(i)), (3.36)
missä pi( · ) on todennäköisyystiheysfunktio, x ∈ Rn ja f(x) on integroituva funktio.
Esimerkiksi kaavan (3.15) ehdollinen odotusarvo lasketaan Monte Carlo –integroinnin
avulla seuraavasti:
E{x|z} =
∫
Rn
xpi(x|z)dx ≈ 1
N
N∑
i=1
x(i), (3.37)
missä näytteet x(i) on generoitu jakaumasta pi(x|z).
Koska marginaalitiheyden laskennassa ei integroida koko avaruuden Rn yli, ei marginaa-
litiheyttä voi approksimoida suoraan kaavalla (3.36). Marginaalitiheyden määritelmän
mukaisesti
pi(xj|z) =
∞∫
−∞
· · ·
∞∫
−∞
pi(x|z)dx1 · · · dxj−1dxj+1 · · · dxn. (3.38)
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Siten todennäköisyys, jolla xj ∈ [a, b] ⊂ R, on
P(xj ∈ [a, b]|z) =
b∫
a
pi(xj|z)dxj. (3.39)
Johon sijoittamalla kaava (3.38) saadaan
P(xj ∈ [a, b]|z) =
∫
Rn−1×[a,b]
pi(x|z)dx, (3.40)
josta edelleen
P(xj ∈ [a, b]|z) =
∫
Rn
χRn−1×[a,b](x)pi(x|z)dx. (3.41)
Kirjoittamalla tälle kaavan (3.36) mukainen approksimaatio, saadaan
P(xj ∈ [a, b]|z) ≈ 1
N
N∑
i=1
χRn−1×[a,b](x(i)), (3.42)
eli osuus näytteistä x(i), joilla x(i)j ∈ [a, b]. Approksimaatio muuttujan xj marginaaliti-
heydelle saadaan siis muuttujalle xj lasketusta histogrammista.
Yleensä posteriorijakaumat eivät ole sellaista muotoa, että niistä voisi suoraan ge-
neroida näytteitä. Kaavan (3.36) käyttö ei kuitenkaan edellytä, että integrandi on
suoraan muotoa f(x)pi(x). Olkoon g(x) esimerkiksi jokin integroituva funktio jolle
pätee g(x) = 0, ∀x /∈ G. Tällöin
∫
Rn
g(x)dx =
∫
G
g(x)m(G)piG(x)dx ≈ m(G)
N
N∑
i=1
g(x(i)), (3.43)
missä m( · ) on mitta ja näytteet x(i) generoidaan tasajakaumasta jonka tiheysfunktio
on
piG(x) =

1
m(G) , x ∈ G
0, muulloin.
(3.44)
Tasajakauman käyttö ylläolevalla tavalla on yksinkertaisin Monte Carlo menetelmä.
Jos tarkastellaan kaavan (3.43) tapausta ja sijoitetaan g(x) = f(x)pi(x|z), missä pi(x|z)
on kompaktiin joukkoon rajoitettu posterioritiheys, niin periaatteessa kaavan (3.36)
mukainen integraali olisi laskettavissa generoimalla näytteitä sopivasta tasajakaumasta.
Ongelmaksi muodostuu kuitenkin taas korkea dimensio ja se, että alueen, jossa
satunnaismuuttujan X posterioritodennäköisyys on korkea, kantaja ei ole tunnettu.
Olkoon esimerkiksi φ1 välille A1 = [−10, 10] ⊂ R rajoitettu normaalijakautunut
muuttuja, φ1 ∼ N (0, 1). Karkeasti ottaen pi(φ1) > 0.01, kun |φ1| < 3. Kutsutaan tätä
aluetta korkean todennäköisyyden alueeksi B1 ⊂ R. Joukkojen A1 ja B1 mittojen
suhde on nyt m(B1)
m(A1) =
6
20 = 0.3. Lisätään muuttujien määrää yhdellä. Olkoon toinen
muuttuja φ2 ∼ N (0, 1), φ1 ⊥ φ2 ja olkoon φ = [φ1 φ2]T . Nyt pi(φ) > 0.01, kun
||φ|| < 3. Olkoon tämä joukko B2 ⊂ R2 ja A2 = [−10, 10]2 ⊂ R2. Mittojen suhde on
m(B2)
m(A2) =
9pi
202 ≈ 0.07. Kun muuttujien määrä kasvaa, lähestyy suhde m(B)m(A) nollaa. Siten
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naiivilla näytteistyksellä korkeaulotteisessa avaruudessa käytännössä yksikään näyte ei
ole alueelta jolla todennäköisyys on korkea. Vaikka korkean todennäköisyyden joukko
B olisi tunnettu, ei näytteiden generointi siihen muodostetusta tasajakaumasta ole
käytännössä mahdollista, johtuen sen yleensä monimutkaisesta muodosta.
MCMC (Markov chain Monte Carlo) –menetelmissä [25, 16, 59] ideana on kiertää
yllä kuvattu korkean dimension kirous muodostamalla Markovin ketju, jonka sta-
tionäärijakauma approksimoi näytteistettävää jakaumaa pi(x). Olkoon B = B(Rn)
Borelin σ-algebra. Olkoon P (x,B) satunnaisprosessin siirtymäkerneli tapahtumalle
B ∈ B. Siirtymäkerneli kuvaa todennäköisyyttä jolla prosessi liikkuu tilasta x tilaan
B. Markovin ketjulla tarkoitetaan diskreettiaikaista satunnaisprosessia jonka tärkein
ominaisuus on muistittomuus. Se mihin tilaan prosessi voi siirtyä seuraavaksi riippuu
vain siitä, missä tilassa prosessi on sillä hetkellä. Aikahomogeenisen Markovin ketjun
siirtymäkerneli on aikariippumaton. Satunnaiskulku (random walk) on yksi esimerkki
Markovin ketjusta.
Stationäärijakauman käsite on idealtaan melko yksinkertainen. Kun aikahomogee-
ninen Markovin ketju on kulkenut n askelta, on prosessi käynyt n kertaa tiloissa
B1, B2, . . . , Bm ∈ B, m ≤ n. Olkoon b niiden ketjun pisteiden x(k) lukumäärä, joilla
x(k) ∈ B ∈ B, kun ketju on edennyt n askelta. Muodostetaan nyt todennäköisyysja-
kauma siten, että
P(B) = lim
n→∞
b
n
, ∀B ∈ B. (3.45)
Jos ketjun annetaan jatkua äärettömän monta askelta, noudattavat prosessin kulkemat
pisteet asymptoottisen tarkasti yllä määriteltyä jakaumaa.
3.5.1 Metropolis-Hastings
Markovin ketjun ollessa pisteessä x1, voi ketju joko siirtyä toiseen pisteeseen x2 ∈ B
tai pysyä pisteessä x1, sen mukaan mitä siirtymäkerneli P (x,B) ehdottaa. Jaetaan
siirtymäkerneli kahteen osaan
P (x1, B) =
∫
B
K(x1, x2)dx2 + r(x1)χB(x1). (3.46)
K(x1, x2)dx2 ≥ 0 voidaan ajatella todennäköisyytenä siirtyä x1:stä pieneen joukkoon
dx2 pisteen x2 ympärillä. Vastaavasti r(x1) ≥ 0 on todennäköisyys jolla prosessi pysyy
pisteessä x1. Jos x1 /∈ B, niin r(x1)χB(x1) = 0, jolloin voidaan ainoastaan siirtyä
toiseen pisteeseen.
Metropolis–Hastings algoritmissa [41, 21] muodostetaan siirtymäkerneli K(x1, x2)
siten, että se toteuttaa tiukan tasapainoehdon
pi(x2)K(x2, x1) = pi(x1)K(x1, x2), ∀x1, x2 ∈ Rn, (3.47)
missä pi( · ) on todennäköisyystiheys joka muodostaa todennäköisyysmitan kernelille
P (x1, B).
Valitaan käytettäväksi siirtymäkerneliksi q(x1, x2). Jos q nyt toteuttaa suoraan ehdon
(3.47), asetetaan K(x1, x2) = q(x1, x2) ja r(x1) = 0. Jos ehto ei toteudu, määritellään
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korjauskerroin α ja asetetaan
K(x1, x2) = α(x1, x2)q(x1, x2). (3.48)
Kaavan (3.48) siirtymäkerneli toteuttaa tasapainoehdon (3.47), jos valitaan
α(x1, x2) = min
{
1, pi(x2)q(x2, x1)
pi(x1)q(x1, x2)
}
. (3.49)
Yllä olevalla valinnalla saadaan kernelin (3.48) avulla Metropolis-Hastings algoritmi.
Algoritmissa valitaan ensiksi ketjulle aloituspiste x(1)1 . Tämän jälkeen otetaan näyte x
(1)
2
ehdokasjakaumasta q(x(1)1 , x
(1)
2 ) ja lasketaan α(x(1), y(1)). Otetaan nyt näyte t ∈ [0, 1]
tasajakaumasta, jos α(x(k)1 , x
(k)
2 ) ≥ t, niin ketju siirtyy pisteeseen x(1)2 , eli x(2)1 = x(1)2 .
Muussa tapauksessa ketju pysyy paikallaan ja x(2)1 = x
(1)
1 . Tämän jälkeen toteutetaan
samat vaiheet uudelleen pisteestä x(2)1 käsin. Iteraatiota jatketaan kunnes haluttu
määrä näytteitä on laskettu.
Jos ehdokasjakauma on symmetrinen, eli q(x1, x2) = q(x2, x1) kaikilla x1 ja x2, sievenee
α muotoon
α(x1, x2) = min
{
1, pi(x2)
pi(x1)
}
. (3.50)
Esimerkiksi Gaussinen ehdokasjakauma
q(x1, x2) =
1√
(2pi)k det(Γ)
exp
(
−12(x2 − x1)
TΓ−1(x2 − x1)
)
(3.51)
on symmetrinen.
Ehdokasjakauman q valinta vaikuttaa Metropolis-Hastings algoritmin tehokkuuteen.
Tavoitteena on valita q siten, että Markovin ketjun stationäärijakauma näytteistää koh-
teena olevaa jakaumaa tehokkaasti ja että peräkkäisten näytteiden välinen korrelaatio
on pieni. Kaavan (3.51) Gaussinen ehdokasjakauma tuottaa satunnaiskulun kohdeja-
kaumassa. Kovarianssimatriisin Γ varianssit säätelevät satunnaiskulun askelpituutta
eri muuttujien suunnassa. Pienellä askelpituudella peräkkäiset näytteet ovat vahvasti
korreloituneita, suurin osa ehdokasjakauman ehdotuksista hyväksytään ja satunnais-
kulku etenee hitaasti. Liian suurella askelpituudella taas vain harvat ehdotuksista
hyväksytään ja satunnaiskulku jumittuu pitkiksi ajoiksi yhteen pisteeseen. Gaussisilla
jakaumilla satunnaiskulku etenee optimaalisesti kun hyväksyttyjen ehdotuksien osuus
on 50% yksiulotteisessa tapauksessa ja 23% kun n→∞ [52].
MCMC-menetelmän tuottamat näytteet eivät ketjun alkupäässä vastaa vielä näytteis-
tettävää jakaumaa erityisen hyvin. Sen vuoksi iteraation alkuosan tuottamia näytteitä
ei tule käyttää. Käytetään näytteitä indeksiluvusta k = p eteenpäin. Indeksiä p
kutsutaan sisäänpolttoajaksi (burn-in).
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Luku 4
PARAS-mallin tilastollinen
inversio
Tässä luvussa muodostetaan uskottavuusfunktio ja prioritiheys PARAS-mallin tilastol-
lista inversiota varten hyperspektraalisessa tapauksessa. Priorit pyritään rakentamaan
kirjallisuudessa esitettyjen kenttämittausten pohjalta kun mahdollista. Tässä luvussa
esitellään lisäksi palapolynomeihin perustuva malli aallonpituusriippuvien muuttujien
ωL ja ρg esittämiseen.
4.1 Ongelman asettelu ja uskottavuusfunktio
Mittauskohde on satelliittikuvan yksittäisen pikselin (30 m × 30 m) kokoinen metsikkö.
Mittauskohteena olevasta metsiköstä ei ole heijastusspektrin lisäksi käytettävissä muita
mittauksia. Tässä työssä simuloidaan hyperspektraalihavaintoja, joissa metsikön BRF
on mitattu välillä 488–2355 nm, vastaten EO-1 –satelliitin Hyperion-instrumenttia [72].
Havainnot muodostuvat 150:stä noin 10 nm leveästä aallonpituuskanavasta. Veden
absorptiokaistoja vastaavat aallonpituusvälit 1346–1477 nm ja 1800–2032 nm jätetään
pois. Näillä aallonpituusväleillä suurin osa säteilystä absorboituu ilmakehässä.
Mallinnetaan metsän heijastuskertoimia eri aallonpituuksilla luvun 2 mukaisesti,
käyttäen kaikkia osion 2.1.2 approksimaatioita. Lehtialaindeksi on tämän työn kannalta
kiinnostavin muuttuja ja siten estimoinnin tärkeimpänä kohteena. Myös suuri määrä
muita muuttujia vaikuttaa heijastuskertoimeen. Lehtialaindeksin lisäksi estimoidaan
aallonpituusriippuvat muuttujat ρg ja ωL eli pohjakasvillisuuden heijastuskerroin ja
lehtien sirontakerroin, sekä neulasten versoonryhmittymiskerroin β. Auringon kulmaa
zeniitistä θ1 voidaan pitää tunnettuna, sillä kyseessä on astronominen tieto, joka on
laskettavissa kuvaushetkestä ja kuvattavan metsikön sijainnista. Myös kuvauskulma
θ2 on tunnettu. Koska yleisesti käytetyt kenttämittausmenetelmät tuottavat arvion
nimenomaan efektiiviselle lehtialaindeksille Le, estimoidaan tässä työssä efektiivistä
lehtialaindeksiä tulosten validointikelpoisuuden vuoksi.
Kirjoitetaan havaintomalli
z = h(Le, ρg, ωL, β) + e, (4.1)
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missä h(Le, ρg, ωL, β) on kuten kaavassa (2.23) ja z on mitatut metsikön heijastus-
kertoimet. Olkoon jatkossa x =
[
Le ρg ωL β
]T
. Additiivinen mittausvirhe e app-
roksimoidaan x:stä riippumattomaksi ja normaalijakautuneeksi e ∼ N (0,Γe). Siten
uskottavuusfunktio on
pi(z|x) ∝ exp
(
−12
(
z − h(x)
)T
Γ−1e
(
z − h(x)
))
. (4.2)
Mittausvirheen varianssiksi valittiin 0.006 aallonpituusvälillä 488–1346 nm, 0.003 välil-
lä 1477–1800 nm ja 0.003 välillä 2032–2355 nm. Tällä valinnalla mittausvirheen keski-
hajonta vastaa karkeasti myöhemmin simulaatioissa (luku 5) käytetyn mittausvirheen
hajontaa.
Olkoon N käytetyn satelliitin kuvauslaitteen aallonpituuskanavien lukumäärä. Siten
z ∈ RN ja x ∈ R2N+2, koska ρg ja ωL ovat aallonpituusriippuvaisia ja Le ja β eivät
ole. Estimointiongelma on selvästi alimäärätty. Lisäksi, johtuen heijastuskertoimen
saturoitumisesta lehtialaindeksin kasvaessa (kuva 4.1), käänteinen ongelma on vir-
heherkkä korkeilla lehtialaindeksin arvoilla. Tämän työn käänteinen ongelma on siis
huonosti määrätty ja siten inversio-ongelma (Luku 3).
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Kuva 4.1: Esimerkki metsän heijastuskertoimen riippuvuudesta efektiivisen lehtialaindeksin
Le funktiona kuusimetsässä havaintojen kanavalla 50 (λ ≈ 993 nm). Kuvassa on havainnol-
listettu mittausvirheen e vaikutusta eri lehtialaindeksin arvoilla. Pienillä lehtialaindeksin
arvoilla virhettä vastaava poikkeama ∆Le lehtialaindeksissä on huomattavasti pienempi kuin
suurilla. Kuvasta näkee myös sen, että esimerkiksi BRF:n arvoa 0.22 vastaa kolme eri efektii-
visen lehtialaindeksin arvoa. Tällöin lehtialaindeksiä ei pystyisi ratkaisemaan yksikäsitteisesti
kyseisen mittauksen perusteella tällä aallonpituuskanavalla.
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4.2 Prioritieto muuttujista
4.2.1 Efektiivinen lehtialaindeksi
Efektiivinen lehtialaindeksi saa boreaalisissa metsissä yleensä suhteellisen pieniä arvoja
ja esimerkiksi metsikköjä joissa Le > 6 voidaan pitää harvinaisina, mutta mahdolli-
sina [57]. Tämän työn kehitysvaiheessa havaittiin, että efektiivisen lehtialaindeksin
estimointi on todella herkkä priorin muodolle, erityisesti priorissa oleville huipuille.
Tästä syystä efektiiviselle lehtialaindeksille muodostetaan priori, joka on efektiivisen
lehtialaindeksin normaalilla vaihtelualueella lähes tasainen ja joka laskee tietyn ar-
von jälkeen sileästi kohti nollaa. Lisäksi efektiivinen lehtialaindeksi rajoitetaan välille
[0, 10].
Ylläkuvatun mukainen priori voidaan muodostaa hyperbolisen tangentin avulla (kuva
4.2)
pi(Le) =

1
10 − 110 tanh(Le − 5), Le ∈ [0, 10],
0, muulloin.
(4.3)
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Kuva 4.2: Prioritiheys efektiiviselle lehtialaindeksille Le.
4.2.2 Parametri β
Neulasten versoonryhmittymiskerroin on määritelty β = 4STAR ja rajoitettu välille
[0, 1]. Ryhmittymiskerroin on puulajikohtainen. Artikkelissa [61] esitettiin männylle
(Pinus sylvestris (L.)) Ruotsissa ja Suomessa tehtyjen mittausten perusteella STAR =
0.147± 0.043 ja siten männylle β = 0.588± 0.172. Kuuselle (Picea sbies (L.) Karst.)
mitattiin artikkelissa [66] vaihteluväli STAR ∈ [0.103, 0.188] keskiarvolla 0.139 ja
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siten β ∈ [0.412, 0.752] keskiarvolla 0.556.1 Toisaalta, koska lehtipuilla lehdet eivät ole
ryhmittyneet versoihin on β = 1.
Versoonryhmittymiskertoimen β priorilla tulee olla kaksi huippua, toinen havupuille
tyypillisen β:n arvon kohdalla ja toinen kohdassa β = 1. Pienet β:n arvot kuvaavat
versoja, joihin neulaset ovat ryhmittyneet erittäin tiiviisti. Kuusen β:lle esitettiin
alaraja 0.412. Asetetaan priorin arvoksi nolla, kun β < 0.3, koska on mahdollista että
jossain kuusimetsässä β voi olla vaihteluvälin [0.412, 0.752] ulkopuolella. Prioritiheys
(kuva 4.3) muodostetaan Hermiten palapolynomin avulla
pi(β) ∝ S(β; β˜, g˜), (4.4)
missä S(β; β˜, g˜) on kolmannen asteen monotoninen Hermiten palapolynomi [15]. Pala-
polynomi määritellään solmupisteiden β˜(l), l = 1, . . . , q ja palapolynomin solmupisteis-
sä saamien arvojen g˜(l) avulla. Valitaan solmupisteiksi
β˜ =
[
0 0.3 0.55 0.8 1
]T
, (4.5)
ja arvoiksi solmupisteissä
g˜ =
[
0 0 1 0.3 1
]T
. (4.6)
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Kuva 4.3: Palapolynomin avulla muodostettu priori β:lle, solmupisteet merkitty ympyröillä.
4.2.3 Priori muuttujille ρg ja ωL
Pohjakasvillisuuden heijastuskertoimet ρg ja lehtien sirontakertoimet ωL eri aallonpi-
tuuskanavilla muodostavat määrällisesti valtaosan estimoitavista muuttujista. Lasken-
nan tehokkuuden kannalta pienempi dimensio on parempi. Siten dimensioreduktio
1Artikkelissa vertailtiin lannoitetun ja lannoittamattoman kuusen neulasten eroja, arvot on
yhdistetty näistä.
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tämän työn inversio-ongelmassa kohdistuu näiden aallonpituusriippuvien muuttujien
esittämiseen aallonpituuden funktiona.
Palapolynomiapproksimaatio aallonpituusriippuville muuttujille
Tässä työssä lehtien sirontakertoimien ja pohjakasvillisuuden heijastuskertoimien
aallonpituusriippuvuutta approksimoidaan sopivasti valitulla palapolynomilla. Palapo-
lynomi määrätään solmupisteiden ja polynomin solmupisteissa saamien arvojen avulla.
Muodostettu approksimaatio on laskennallisesti kevyt ja vähentää muuttujien määrän
noin viidesosaan alkuperäisestä.
Artikkelissa [46] esitettiin havainnot eri aluskasvillisuustyyppien heijastusfunktiolle.
Aluskasvillisuuden heijastuskertoimien ρg mittauksista laskettu keskiarvo muutamalle
eri aluskasvillisuustyypille, kun mittauskulma on 0◦ ja valaistuskulma noin 50◦, on
esitetty kuvassa 4.4. Kuvan perusteella havaitaan samoja piirteitä eri pohjakasvil-
lisuustyyppejä vastaavien käyrien muodoissa. Kiinteät solmupisteet voidaan valita
käyrien yhteisten piirteiden perusteella.
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Kuva 4.4: Muutaman eri aluskasvillisuustyypin heijastuskertoimien ρg keskiarvot (yhtenäi-
nen viiva) ja keskihajonnat (katkoviiva) aallonpituuden funktiona. Mittauskulma on 0◦ ja
valaistuskulma noin 50◦. Muokattu artikkelissa [46] esitetystä datasta.
Merkitään valittuja solmupisteitä (aallonpituuksia) λ˜(l), l = 1, . . . , q ja olkoon aallon-
pituuksia vastaavat ρg:n arvot ρ˜(l)g . Käytetään vastaavia merkintöjä kuin kappaleessa
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4.2.2. Palapolynomiapproksimaatio on nyt
ρg(λ) = S(λ; λ˜, ρ˜g), (4.7)
missä S(λ; λ˜, ρ˜g) on kolmannen asteen monotoninen Hermiten palapolynomi. Vastaa-
vasti lehtien sirontakertoimille
ωL(λ) = S(λ; λ˜, ω˜L), (4.8)
missä ω˜L on ωL(λ˜).
Priorijakauma parametrisoinnille
Muodostetaan Gaussiset yhteisjakaumat edellä esitetyn palapolynomiapproksimaation
solmupisteiden aallonpituuksia vastaaville kerrointen arvoille ω˜L ja ρ˜g, missä odotusarvo
ja varianssit valitaan kirjallisuudessa esitetyn datan pohjalta. Siten
pi(ω˜L) ∝ exp
(
−12(ω˜L − µω˜L)
TΓ−1ω˜L(ω˜L − µω˜L)
)
, (4.9)
missä µω˜L on odotusarvo ja Γω˜L kovarianssimatriisi. Vastaavasti
pi(ρ˜g) ∝ exp
(
−12(ρ˜g − µρ˜g)
TΓ−1ρ˜g (ρ˜g − µρ˜g)
)
. (4.10)
Aluskasvillisuuden voidaan olettaa muodostuvan kombinaationa eri kasvillisuustyypeis-
tä, esimerkiksi 30% mustikkaa, 30% kanervaa, 40% sammalta. Näille eri kasvillisuustyy-
peille on saatavilla odotusarvo ja keskihajonta. Jos merkitään eri kasvillisuustyyppien
heijastuskertoimia merkinnällä ρ(i)g , i = 1, . . . , K, on aluskasvillisuuden heijastusker-
roin ρg = c1ρ(1)g + c2ρ(2)g + · · ·+ cKρ(K)g , missä
∑K
i=1 ci = 1. Osuudet ci ovat kuitenkin
tuntemattomia. Oletetaan, että ci ∼ U([0, 1]), ∀i. Kun komponentit ρ(i)g ovat nor-
maalijakautuneita, on niiden lineaarikombinaationa myös ρg:n ehdollinen jakauma
normaalijakautunut.
Koska kertoimet ci ovat tasajakautuneita välillä [0, 1] ja koska
∑m
i=1 ci = 1, on c:n
määrittelyjoukko
A = {c ∈ RK | ||c||1 = 1, ci ≥ 0, ∀i}. (4.11)
Satunnaismuuttujan c todennäköisyystiheys on siten tasajakauma standardissa K − 1
–simpleksissä. Tasajakauma moniulotteisessa standardisimpleksissä saadaan erikoista-
pauksena Dirichlet-jakaumasta [14]. Dirichlet-jakauman tiheysfunktio on
piDirichlet(c) =
Γ(∑mi=1 αi)∏m
i=1 Γ(αi)
m∏
i=1
cαi−1i , ci ∈ [0, 1],
∑
ci = 1, (4.12)
missä Γ( · ) on gammafunktio. Kun muotoparametri αi = 1, ∀i, riippuvuus c:n
arvosta häviää. Tällöin piDirichlet(c) on arvoltaan vakio joukossa A ja siten tasajakauma.
Dirichlet-jakauman odotusarvolle ja varianssille pätee
E{ci} = αi∑
αi
(4.13)
Var{ci} = αi(
∑
αi − αi)
(∑αi)2(∑αi + 1) . (4.14)
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Josta edelleen sijoittamalla αi = 1, ∀i
E{ci} = 1
K
(4.15)
Var{ci} = K − 1
K2(K + 1) . (4.16)
Siirrytään tarkastelemaan kombinaatiota ρg = c1ρ(1)g + c2ρ(2)g + · · ·+ cKρ(K)g . Satun-
naismuuttujat ci ja ρ(i)g ovat keskenään riippumattomia ∀i. Approksimoidaan lisäksi,
että vektorit ρ(k)g ja ρ(l)g ovat riippumattomia ∀k 6= l. Odotusarvolle E{ρg} pätee
E{ρg} = E{c1}E{ρ(1)g }+ E{c2}E{ρ(2)g }+ · · ·+ E{cK}E{ρ(K)g }
= 1
K
K∑
i=1
E{ρ(i)g }.
(4.17)
Vektorin ρg:n alkion ρg,j varianssi on
Var{ρg,j} =
K∑
i=1
Var{ciρ(i)g,j}, (4.18)
koska summan termit ovat keskenään riippumattomia. Riippumattomien muuttujien
tulon varianssi on [19]
Var{ciρ(i)g,j} = (E{ci})2Var{ρ(i)g,j}+ (E{ρ(i)g,j})2Var{ci}+ Var{ci}Var{ρ(i)g,j}. (4.19)
Sijoittamalla tähän kaavat (4.15) ja (4.16) saadaan
Var{ρg,j} = 1
K2
K∑
i=1
(
K − 1
K + 1
(
E{ρ(i)g,j}
)2
+ 2K
K + 1Var{ρ
(i)
g,j}
)
. (4.20)
Artikkelin [46] aluskasvillisuustyyppien satunnaiskombinaation odotusarvo lasketaan
kaavalla (4.17) ja keskihajonta saadaan kaavan (4.20) mukaisen varianssin kautta
(kuva 4.5).
Artikkelissa [38] esitettiin lehtien/neulasten sirontakerroinmittaukset kuuselle (Picea
abies (L.) Karst.), männylle (Pinus sylvestris L.) ja koivulle (Betula pendula Roth).
Keskiarvot näiden kolmen puulajin lehtien sirontakertoimille on esitetty kuvassa
4.6. Sirontakertoimien ωL priorin odotusarvoksi asetettiin puulajien sirontaspektrien
keskiarvo. Priorin keskihajonnan tulee olla riittävän suuri, jotta jakauma kattaa muut-
tujan vaihteluvälin. Keskihajonnaksi asetettiin 25% priorin odotusarvosta. Kuvassa
4.7 on esitetty sirontakertoimen ωL priorin odotusarvo ja keskihajonta.
Korrelaatiot
Lähekkäiset solmupisteet eivät havaintojen perusteella ole tilastollisesti riippumatto-
mia, vaan niillä on voimakas korrelaatio. Spektrit sisältävät kuitenkin kolme hyppäystä:
niin kutsuttu red edge (noin 650–750 nm) ja veden absorptiokaistat (1346–1477 nm ja
1800–2032 nm). Jaetaan spektri neljään osaan (kuva 4.8) siten, että osaan kuuluvat
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Kuva 4.5: Kaavalla (4.17) laskettu odotusarvo (yhtenäinen viiva) ja kaavan (4.20) mukai-
sesta varianssista laskettu keskihajonta (katkoviiva) kuvan 4.4 aluskasvillisuustyyppien sa-
tunnaiskombinaatiolle. Kuvassa on lisäksi esitetty ympyröillä palapolynomiapproksimaation
solmupisteet.
parametrisointipisteet ovat keskenään korreloituneita. Ensimmäinen osa (6 solmupis-
tettä) kattaa näkyvän valon alueen. Toinen osa (10 solmupistettä) lähi-infrapunan red
edgestä veden ensimmäiseen absorptiokaistaan. Kolmas osa (5 solmupistettä) kattaa
veden absorptiokaistojen välisen osan 1477–1800 nm. Neljäs osa (5 solmupistettä) pitää
sisällään välin 2032–2355 nm. Red edge jätetään osien ulkopuolelle. Lisäksi kaikille
solmupisteille, red edgeä lukuunottamatta, asetetaan keskinäinen taustakorrelaatio,
kuvaten koko spektrin keskimääräistä tasoa. Muodostetaan korrelaatiomatriisi
R = (1− κ)(1− τ) I
27×27 + κ

1
6×6 0 16×20
0 I
1×1 0
1
20×6 0 120×20
+ (1− κ)τ

1
6×6 0 0 0 0
0 I
1×1 0 0 0
0 0 1
10×10 0 0
0 0 0 1
5×5 0
0 0 0 0 1
5×5

,
missä I
k×k
∈ Rk×k on yksikkömatriisi ja 1
k×k
∈ Rk×k on matriisi jonka kaikki alkiot
ovat ykkösiä. Kerroin κ ∈ [0, 1[ säätelee taustakorrelaation ja τ ∈ [0, 1[ osien sisäisen
korrelaation vahvuutta. Kaavan ensimmäinen termi vasemmalta vastaa solmupisteiden
itsenäistä vaihtelua, keskimmäinen termi koko spektrin, red edgeä lukuunottamatta,
taustakorrelaatiota ja oikeanpuoleinen termi kuvan 4.8 osien sisäistä korrelaatiota.
Tässä työssä valittiin κ = 0.8 ja τ = 0.1, eli valtaosa vaihtelusta selittyy spektrin
tausta-arvon muutoksella ja jäljelle jäävästä vaihtelusta puolet kuvan 4.8 osien sisäisellä
kovarianssilla ja puolet yksittäisten solmupisteiden varianssilla. Esimerkiksi maaperän
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Kuva 4.6: Lehtien sirontakertoimet ωL kuuselle (sininen), männylle (punainen) ja koivulle
(vihreä) [38].
heijastuskertoimien taustakorrelaation sisältävä kovarianssimatriisi on nyt
Γρ˜g = S
1
2
ρ˜gRS
1
2
ρ˜g , (4.21)
missä
Sρ˜g(i, j) =
Var{ρ˜g,i}, i = j,0, i 6= j. (4.22)
Lehtien sirontakerrointen kovarianssimatriisi Γω˜L saadaan vastaavasti.
4.3 Posterioritiheys
Yhdistämällä tässä luvussa esitetyt priorit (4.3), (4.4), (4.9) ja (4.10) rajoitteineen ja
kaavan (4.2) uskottavuusfunktio, saadaan posterioritiheydelle muoto
pi(x|z) ∝ χ[0,10]×[0,1]55(x)pi(Le)pi(β)
· exp
(
−12
(
z − h(x)
)T
Γ−1e
(
z − h(x)
)
−12(ω˜L − µω˜L)
TΓ−1ω˜L(ω˜L − µω˜L)−
1
2(ρ˜g − µρ˜g)
TΓ−1ρ˜g (ρ˜g − µρ˜g)
) (4.23)
Seuraavassa luvussa ylläolevaa posteriorijakaumaa estimoidaan luvussa 3 esitellyillä
MCMC-menetelmillä.
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Kuva 4.7: Priorin odotusarvo (musta) ja keskihajonnat (katkoviiva) neulasten sirontaker-
toimille ωL, sekä palapolynomiesityksen solmupisteet.
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Kuva 4.8: Tyypillisen vihreän kasvillisuuden spektrin jako korreloituneisiin osiin.
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Luku 5
Simulaatiot ja tulokset
Tässä luvussa testataan PARAS-mallin tilastollista inversiota numeerisilla simulaa-
tioilla. Inversiota tarkastellaan sekä homogeenisen kuusi-, mänty- ja koivumetsän, että
sekametsän tapauksessa. Lisäksi testataan inversion toimiminen sellaisessa tilanteessa,
jossa mittauskohde on paljas maaperä.
5.1 Havaintojen simulointi
Simuloidut havainnot muodostettiin laskemalla BRF PARAS-mallilla. Simulaatiossa
käytettiin artikkelissa [38] esitettyjä lehtien sirontakertoimia. Lehtien sirontakerroin
laskettiin puulajikohtaisista sirontakertoimista runkoluvun painotettuna keskiarvona.
Simuloitu metsikkö sisälsi tietyn osuuden kuusia, mäntyjä ja koivuja. Heterogeenisten
metsien mallinnus on suurelta osin avoin kysymys. Painotetun keskiarvon voidaan
ajatella vastaavan tapausta, jossa eri puulajien lehdet/versot ovat sekoittuneet tasai-
sesti lehtikaasuun. Tällöin painotettu keskiarvo vastaa keskimääräistä sirontakerrointa
koko lehtikaasussa. Maaperän heijastuskerroin muodostettiin vastaavasti painotettu-
na keskiarvona eri pohjakasvillisuustyypeistä käyttäen artikkelin [46] mittausdataa.
Ryhmittymiskerroin β laskettiin painotettuna summana:
β = 0.5pkuusi + 0.6pmänty + pkoivu, (5.1)
missä ppuulaji on puulajin osuus metsikön puista runkoluvun perusteella. Ryhmittymis-
kertoimen β arvot 0.5 kuuselle ja 0.6 männylle valittiin kappaleessa 4.2.2 esitetyiltä
vaihteluväleiltä. Kerrointa β koskee sama mallinnusongelma sekametsissä kuin siron-
takertoimia ωL. Auringon kulma oli simulaatioissa θ1 = 45◦ ja kuvauskulma θ2 = 0◦
zeniitistä.
Havaintoihin lisättiin normaalijakautunutta kohinaa jonka keskihajonta oli 3% BRF:stä
aallonpituusvälillä 488–1346 nm, 5% välillä 1477–1800 nm ja 10% välillä 2032–2355 nm.
Kohinan tarkoitus oli mallintaa satelliitin anturin mittauskohinaa, joka Hyperionin ta-
pauksessa on koko spektrialueella alle 6% BRF:stä [13]. Muiden havaintoihin liittyvien
virheiden vaikutusta simuloitiin pelkkää anturin virhettä korkeammalla kohinatasolla.
Yleensä pidempiä aallonpituuksia vastaavat kanavat ovat kohinaisempia. Tästä syystä
kohinan määrä valittiin suuremmaksi pidemmillä aallonpituuksilla.
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5.2 Inversio ja MCMC:n toteutus
Tässä työssä posterioritiheydestä (4.23) laskettiin marginaalitiheydet ja odotusar-
vo osiossa 3.5 esitellyllä MCMC-menetelmällä, käyttämällä Metropolis-Hastings –
algoritmiä (luku 3.5.1). Monte Carlo integroinnin avulla laskettiin posteriorin ehdolli-
set odotusarvot ja ehdolliset marginaalitiheydet (histogrammit) kaikille muuttujille.
Lisäksi näytteistä laskettiin 90% luottamusvälit efektiiviselle lehtialaindeksille Le ja
kertoimille ωL ja ρg. MAP-estimaatit kaikille muuttujille määritettiin marginaaliti-
heyksistä.
Metropolis-Hastings –algoritmissa käytettiin kaavan (3.51) mukaista Gaussista ehdo-
kasjakaumaa. Ehdokasjakauman kovarianssin valinnalle ei ole yleispätevää sääntöä.
Kovarianssimatriisi kuvaa ehdokasjakauman muotoa ja skaalaa. Optimaalisen skaalan
valinta riippuu sekä eri muuttujien skaaloista, esimerkiksi β ∈ [0, 1] ja Le ∈ [0, 10],
että uskottavuusfunktion leveydestä. Uskottavuusfunktion leveys on käytännössä tun-
tematon. Tästä syystä sopiva ehdokasjakauman kovarianssi Γ jouduttiin valitsemaan
kokeilemalla. Ehdokasjakauman kovarianssimatriisiksi valittiin
Γ = 0.0064

0.7 0 0 0
0 ΓωL 0 0
0 0 3Γρg 0
0 0 0 0.1
 . (5.2)
Näytteitä laskettiin yhteensä 1200000 kappaletta. Tämä toteutettiin yhdistämällä
12 rinnakkain laskettua 100000 näytteen ketjua. Ketjuissa käytettiin 10000 näytteen
sisäänpolttoaikaa.
5.2.1 PNS-estimaatti
Vertailun vuoksi efektiiviselle lehtialaindeksille laskettiin myös pienimmän neliösum-
man (PNS, least squares) estimaatti ottamatta huomioon muihin parametreihin liitty-
viä epävarmuuksia. Tällöin kaikkien muiden muuttujien arvot sidottiin odotusarvoi-
hinsa. PNS-estimaatti laskettiin seuraavasti:
Lˆe,PNS = arg min
Le∈[0,10]
{∣∣∣∣∣∣z − h(Le, µωL , µρg , β0)∣∣∣∣∣∣2} , (5.3)
missä µωL ja µρg ovat priorin odotusarvot ja β0 = 0.53. Kaavan (5.3) rajoitettu
optimointiongelma ratkaistiin käyttämällä Matlabin optimointirutiinia fminbnd.
5.3 Simulaatio 1: Tuore kangas
Simulaatiossa 1 mallinnettiin taulukon 5.1 mukaista metsikköä. Mallinnettu metsik-
kö on homogeeninen kuusimetsä, jonka pohjakerros on tyypillinen mustikkatyypin
tuoreelle kangasmetsälle.
39
Taulukko 5.1: Simulaation 1 syöttöparametrit
Puusto 100% Kuusi
Pohjakerros 80% Sammal, 20% Mustikka,
Le 3
β 0.5
Efektiivisen lehtialaindeksin posteriorin marginaalijakauma (kuvassa 5.1 ylhäällä
vasemmalla) on keskittynyt oikean arvon ympärille, mutta on muodoltaan leveä.
Marginaaliakauman leveys johtuu pääosin kahdesta syystä: ryhmittymisparametrin β
epävarmuudesta ja siitä, että lehtialaindeksin arvo on niin korkea (Le = 3), että se on
lähes saturaatioalueella. Vertailun vuoksi laskettu lehtialaindeksin PNS-estimaatti on
selvästi huono. PNS-estimaatin harha johtuu siitä, että ωL oli simulaatiossa matalampi
kuin PNS-estimaatin laskennassa käytetty arvo. Sirontakerrointen epävarmuuden
huomiointi parantaa tämän perusteella selvästi estimaatteja.
Tarkastelemalla parametrin β posteriorista laskettua marginaalijakaumaa (kuvassa
5.1 ylhäällä oikealla) havaitaan, että se ei leveydeltään poikkea merkittävästi prio-
rista. Tästä voidaan päätellä että havainnot eivät sisällä tarpeeksi informaatiota β:n
tarkkaan estimointiin. Korkeat β:n arvot eivät kuitenkaan ole vahvasti edustettuina
marginaalissa, joten β:n estimaatti on sillä alueella millä sen kuuluukin olla.
Neulasten sirontakertoimet ωL (kuvassa 5.1 keskellä) estimoituivat tarkasti 1800 nm
saakka, posteriorin luottamusvälit ovat huomattavasti prioria kapeammat. Aallon-
pituusvälillä 2000–2400 nm estimaatin harha on suurempi. Koska lehtialaindeksi on
korkea ja latvuspeittävyys suuri, ei aluskasvillisuus tämän metsikön tapauksessa
vaikuta merkittävästi heijastuskertoimiin. Aluskasvillisuuden heijastuskertoimien ρg
estimaatti (kuva 5.1 toiseksi alin) kuvastaa tätä. Posteriorin marginaalit ρg:lle ovat
lähes identtisiä ρg:n priorin kanssa. Havainnot eivät siis ole tuoneet lähes lainkaan
lisää informaatiota aluskasvillisuudesta.
5.4 Simulaatio 2: Kuiva kangas
Simulaatiossa 2 mallinnettiin kuivaa mäntykangasta, jonka pohjakerroksessa on sam-
malta, puolukkaa ja jäkälää. Lehtialaindeksi on pieni ja latvusto harva. Tästä syystä
aluskasvillisuuden vaikutus metsikön heijastuskertoimeen on suurempi kuin simulaa-
tiossa 1. Ryhmittymiskertoimen β arvo on suurempi kuin kuusella. Syöttöparametrit
on listattu taulukkoon 5.2
Taulukko 5.2: Simulaation 2 syöttöparametrit
Puusto 100% Mänty
Pohjakerros 40% Sammal, 40% Puolukka, 20% Jäkälä,
Le 1.5
β 0.6
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Kuva 5.1: Simulaatio 1: Tuore kangas. Ylhäällä vasemmalla efektiivisen lehtialaindeksin
prioritiheys (punainen) ja posteriorista laskettu marginaalitiheys (sininen). Simulaation oike-
aa efektiivisen lehtialaindeksin arvoa on merkitty mustalla palkilla ja posteriorin keskiarvoa
sinisellä palkilla. Least squares -estimaatti jossa muut muuttujat on asetettu oletusarvoihin
on merkitty vihreällä palkilla. Ylhäällä oikealla β:n marginaalitiheys (sininen), priori (punai-
nen) ja oikea arvo (musta palkki). Keskellä lehtien oikeat sirontakertoimet aallonpituuden
funktiona (musta), MAP-estimaatti (sininen) ja priori (punainen) 90% luottamusväleillä
parametrisointipisteissä. Toiseksi alimpana vastaava aluskasvillisuuden heijastuskertoimille.
Alimpana simuloidut havainnot (musta) ja MAP-estimaattia vastaavat havainnot (sininen).
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Efektiivisen lehtialaindeksin posteriorista laskettu marginaalitiheyden (kuvassa 5.2
ylhäällä vasemmalla) huippu on oikean arvon kohdalla. Verrattuna edelliseen simulaa-
tion, efektiivinen lehtialaindeksi oli nyt matalampi, eikä ollut enää saturaatioalueella.
Tästä johtuen efektiivisen lehtialaindeksin marginaalitiheys on kapeampi kuin si-
mulaatiossa 1, vaikka β (kuvassa 5.2 ylhäällä oikealla) on jopa epävarmempi kuin
aiemmin. Efektiivisen lehtialaindeksin PNS-estimaattikin oli tässä tilanteessa melko
hyvä, johtuen siitä, että neulasten sirontakertoimet ovat melko lähellä PNS-estimaatin
laskennassa käytettyjä sirontakertoimien arvoja. Parametrin β marginaalijakauma on
erittäin leveä ja seuraa prioria. Kuitenkin sen huippu on lähellä β:n oikeaa arvoa.
Neulasten sirontakertoimien ωL estimaatti (kuvassa 5.2 keskellä) ei ole yhtä hyvä
kuin edellisessä simulaatiossa. Erityisesti välillä 750–1400 nm, ovat marginaalitiheydet
huipultaan hieman eri kohdassa kuin oikea arvo, sen lisäksi luottamusvälit ovat le-
veämpiä kuin edellisessä simulaatiossa. Oikeat arvot jäävät kuitenkin luottamusvälien
sisään kaikkialla. Koska lehtialaindeksi on nyt matalahko, aluskasvillisuus vaikut-
taa heijastuneeseen signaaliin vahvemmin. Aluskasvillisuuden heijastuskerrointen ρg
luottamusvälit (kuvassa 5.2 toiseksi alimpana) ovat nyt hieman kapeammat kuin
priorin vastaavat, mistä nähdään, että havainnot ovat tuoneet lisäinformaatiota ρg:stä.
Luottamusvälit ovat kuitenkin edelleen leveät. Todennäköinen syy miksi neulasten
sirontakertoimet ωL estimoituivat epätarkemmin on siinä, että aluskasvillisuuden ja
latvuston vaikutuksen osuus heijastuksesta on epävarma. Havaitaankin, että välillä
750–1400 nm, jossa estimoitu ωL oli jossain määrin tarkkaa arvoa pienempi, on ρg:n
estimaatti vastaavasti tarkkaa arvoa suurempi. Toisaalta tällä välillä estimoidut ha-
vainnot zˆ (kuvassa 5.2 alimpana) eivät vastaa havaintoja z yhtä harhattomasti kuin
simulaatiossa 1.
5.5 Simulaatio 3: Koivikko
Simulaatiossa 3 testattiin estimoinnin toimivuutta simuloidulla lehtimetsällä. Lehti-
metsissä on aina β = 1, määritelmänsä mukaisesti. Lisäksi koivun lehdet sirottavat
huomattavasti suuremman osan lehtiin osuvasta säteilystä kuin havupuiden neulaset.
Lehtimetsien pohjakerros on myös kasvillisuudeltaan yleensä erilainen kuin havu-
metsien. Taulukossa 5.3 on listattu simulaation syöttöparametrit. Lehtialaindeksi on
korkea ja siten latvuspeittävyys suuri. Simuloitu metsikkö on aluskasvillisuudeltaan
pääosin ruohoa. Paljasta multaa käytettiin simulaatiossa korvikkeena lehtikarikkeelle
ja kuolleelle kasvustolle.
Taulukko 5.3: Simulaation 3 syöttöparametrit
Puusto 100% Koivu
Pohjakerros 70% Ruoho, 30% Paljas multa,
Le 4
β 1
Efektiivisen lehtialaindeksin posteriorin marginaalitiheys (kuvassa 5.3 ylhäällä vasem-
malla) on selvästi kaksihuippuinen, toinen huippu vastaa oikeaa efektiivisen lehtialain-
deksin arvoa (Le = 4) ja toinen huippu tapausta jossa lehtialaindeksi on nolla.
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Kuva 5.2: Simulaatio 2: Kuiva kangas. Ylhäällä vasemmalla efektiivisen lehtialaindeksin
prioritiheys (punainen) ja posteriorista laskettu marginaalitiheys (sininen). Simulaation oike-
aa efektiivisen lehtialaindeksin arvoa on merkitty mustalla palkilla ja posteriorin keskiarvoa
sinisellä palkilla. Least squares -estimaatti jossa muut muuttujat on asetettu oletusarvoihin
on merkitty vihreällä palkilla. Ylhäällä oikealla β:n marginaalitiheys (sininen), priori (punai-
nen) ja oikea arvo (musta palkki). Keskellä lehtien oikeat sirontakertoimet aallonpituuden
funktiona (musta), MAP-estimaatti (sininen) ja priori (punainen) 90% luottamusväleillä
parametrisointipisteissä. Toiseksi alimpana vastaava aluskasvillisuuden heijastuskertoimille.
Alimpana simuloidut havainnot (musta) ja MAP-estimaattia vastaavat havainnot (sininen).
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Kaksihuippuisuus johtuu siitä, että havainnot ovat samassa suuruusluokassa kuin
aluskasvillisuuden heijastuskertoimien priori. Tällöin on olemassa aluskasvillisuuden
heijastuskertoimien arvot, joilla havainnot voidaan tuottaa pelkällä aluskasvillisuuden
komponentilla. Oikeaa efektiivisen lehtialaindeksin estimaattia kuvaava huippu on
kuitenkin melko kapea. Kapeus on seurausta siitä, että ryhmittymiskerroin β (kuvassa
5.3 ylhäällä oikealla) on nyt estimoitunut luotettavasti ja sen marginaalitiheys on
kapea. PNS-estimaatti on supennut selvästi väärään moodiin, johtuen todennäköisesti
käytetystä lokaalista optimointialgoritmista.
Koivun tapauksessa lehtien sirontakertoimet (kuvassa 5.3 keskellä) ovat käytetyn
priorin luottamusvälin ylärajalla, tai jopa ulkopuolella, ja siten a priori epätoden-
näköisiä. Tästä huolimatta ne ovat estimoituneet erinomaisesti. Lehtialaindeksi oli
tässä simulaatiossa korkea ja latvuspeittävyys vastaavasti suuri. Aluskasvillisuuden
heijastuskertoimet ρg (kuvassa 5.3 ylhäällä toiseksi alimpana) vaikuttavat kuitenkin es-
timoituneen tästä huolimatta melko tarkasti. Havaintojen ei pitäisi sisältää riittävästi
informaatiota näin hyvän estimaatin laskemiseen, joten kyseessä voi olla aluskasvil-
lisuuden ja latvuston vaikutuksen osuuksien virheellisestä estimoitumisesta johtuva
yhteensattuma.
5.6 Simulaatio 4: Sekametsä
Simulaatiossa 4 mallinnettiin koivupainotteista lehtomaista sekametsää. Taulukossa
5.4 on esitetty käytetyt syöttöparametrit. Lehtialaindeksin arvo on melko matala
ottaen huomioon rehevän kasvupaikan. Tämän simulaation päätarkoituksena olikin
löytää esimerkki tilanteesta, jossa pohjakerroksen ja latvuston osuus heijastuksesta
estimoituu selvästi väärin.
Taulukko 5.4: Simulaation 5 syöttöparametrit
Puusto 70% Koivu, 30% Kuusi
Pohjakerros 50% Ruoho, 50% Sammal
Le 2
β 0.85
Efektiivisen lehtialaindeksin marginaalitiheydestä (kuvassa 5.4 ylhäällä vasemmalla)
nähdään, että estimaatti on tässä tapauksessa harhainen. Marginaalitiheyden huippu
on noin Lˆe ≈ 1 tienoilla, kun efektiivinen lehtialaindeksi on oikealta arvoltaan Le = 2.
Ryhmittymiskertoimen β kaksihuippuinen priori ei ehkä sovellu tämän tyyppiseen
sekametsätapaukseen erityisen hyvin. Parametrin β painotettu keskiarvo on lähellä
priorin notkoa ja siten marginaalitiheys (kuvassa 5.4 ylhäällä oikealla) on kahtena huip-
puna todellisen arvon ympärillä. Toisaalta, kuten aiemmin mainittiin, parametrin β tai
sirontakertoimien ωL määrittely sekametsässä ei ole aivan selvää. PNS-estimaatti on
tässä tapauksessa lähellä nollaa ja harhaltaan suurempi kuin MAP tai MS-estimaatti.
Sirontakertoimet ωL (kuvassa 5.4 keskellä) ovat estimoituneet tarkasti välillä 450–1400
nm. Pidemmillä aallonpituuksilla marginaalitiheydet ovat priorin odotusarvon kohdalla,
mutta prioria kapeampia. Aluskasvillisuuden heijastuskertoimet ρg (kuvassa 5.4 toiseksi
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alimpana) ovat estimoituneet kautta linjan oikeaa arvoa suuremmiksi ja todellinen arvo
jää useissa kohdissa lähelle luottamusvälin alareunaa. Aluskasvillisuuden ja latvuston
osuudet heijastuksesta ovat siis estimoituneet väärin. Latvusto on nyt estimoitunut
harvemmaksi kuin mitä piti ja pohjakerros vastaavasti heijastavammaksi, vastaten
hypoteesiä.
5.7 Simulaatio 5: Puuton alue
Viidennessä simulaatiossa testattiin kuinka estimointi toimii tilanteessa, jossa kuvatta-
valla alueella ei ole puustoa. Testaus tehtiin simuloidulla paljaalla multakentällä sekä
paljaalla ruohoalueella. Multakenttä ei sisällä lainkaan vihreää kasvustoa ja siten sen
spektrikäyrä poikkeaa muodoltaan puiden lehtien spektristä. Ruohon spektri taas on
muodoltaan hyvin lähellä lehtien spektrikäyrää.
Sekä paljaan mullan (kuva 5.5), että paljaan ruohon (kuva 5.6) tapauksessa efektii-
visen lehtialaindeksin marginaalijakauma on taas kaksihuippuinen. Paljaan mullan
tapauksessa (kuva 5.5) marginaalijakaumassa on erittäin terävä piikki kohdassa Le = 0,
vastaten lehtialaindeksin oikeaa arvoa ja matala, leveähkö huippu välillä 2–4. Kaksi-
huippuisuus on seurausta siitä, että latvuston ja aluskasvillisuuden osuudet heijastuk-
sesta arvioituvat väärin. Ideaalisesti β:n ja sirontakerrointen ωL marginaalijakaumien
pitäisi olla täsmälleen yhtenevät prioriensa kanssa. Näin ei kuitenkaan ole. Erityisesti
sirontakerrointen marginaaleissa näkyy latvuston osuuden virheellinen estimoituminen:
sirontaspektri pyrkii virheellisesti seuraamaan, priorin rajoissa, pelkästään maaperän
heijastuksesta johtuvien havaintojen muotoa. Toisaalta maaperän heijastuskerrointen
ρg luottamusvälit ovat huomattavasti leveämmät ja epäsymmetrisemmät kuin mitä
voisi odottaa. Aluskasvillisuuden heijastuskerrointen priori myös tuottaa pienen vir-
heellisen hyppäyksen MAP-estimaattia vastaaviin havaintoihin zˆ red edge -alueella
noin 700-750 nm.
Ruohoalueen tapauksessa maanpinta on vihreän kasvillisuuden peitossa. Nyt latvus-
ton ja aluskasvillisuuden vaikutuksen osuudet estimoituvat paljon virheellisemmin.
Efektiivisen lehtialaindeksin marginaalijakaumassa on kaksi leveähköä huippua, ensim-
mäinen välillä 0–1 ja toinen välillä 2.5–4. Marginaalijakauma muistuttaa simulaation
3 tuloksia koivumetsälle ja myös β:n ja sirontakertoimien ωL marginaalijakaumat
ovat erittäin lehtipuumaisia. Heijastuskertoimet ρg estimoituvat melko harhattomasti,
mutta leveillä luottamusväleillä.
Paljaan mullan tapauksessa PNS-estimaatti oli hieman huonompi kuin MAP-estimaatti.
Paljaan ruohon tapauksessa PNS-estimaatti vastaa efektiivisen lehtialaindeksin oikeaa
arvoa. On mahdollista, että joko tässä tapauksessa PNS-estimaatti toimii paremmin
tai käytetty lokaali algoritmi suppeni ensimmäiseen vastaan tulevaan moodiin Le = 0
kuten simulaatiossa 3.
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Kuva 5.3: Simulaatio 3: Koivikko. Ylhäällä vasemmalla efektiivisen lehtialaindeksin priori-
tiheys (punainen) ja posteriorista laskettu marginaalitiheys (sininen). Simulaation oikeaa
efektiivisen lehtialaindeksin arvoa on merkitty mustalla palkilla ja posteriorin keskiarvoa
sinisellä palkilla. Least squares -estimaatti jossa muut muuttujat on asetettu oletusarvoihin
on merkitty vihreällä palkilla. Ylhäällä oikealla β:n marginaalitiheys (sininen), priori (punai-
nen) ja oikea arvo (musta palkki). Keskellä lehtien oikeat sirontakertoimet aallonpituuden
funktiona (musta), MAP-estimaatti (sininen) ja priori (punainen) 90% luottamusväleillä
parametrisointipisteissä. Toiseksi alimpana vastaava aluskasvillisuuden heijastuskertoimille.
Alimpana simuloidut havainnot (musta) ja MAP-estimaattia vastaavat havainnot (sininen).
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Kuva 5.4: Simulaatio 4: Sekametsä. Ylhäällä vasemmalla efektiivisen lehtialaindeksin prio-
ritiheys (punainen) ja posteriorista laskettu marginaalitiheys (sininen). Simulaation oikeaa
efektiivisen lehtialaindeksin arvoa on merkitty mustalla palkilla ja posteriorin keskiarvoa
sinisellä palkilla. Least squares -estimaatti jossa muut muuttujat on asetettu oletusarvoihin
on merkitty vihreällä palkilla. Ylhäällä oikealla β:n marginaalitiheys (sininen), priori (punai-
nen) ja oikea arvo (musta palkki). Keskellä lehtien oikeat sirontakertoimet aallonpituuden
funktiona (musta), MAP-estimaatti (sininen) ja priori (punainen) 90% luottamusväleillä
parametrisointipisteissä. Toiseksi alimpana vastaava aluskasvillisuuden heijastuskertoimille.
Alimpana simuloidut havainnot (musta) ja MAP-estimaattia vastaavat havainnot (sininen).
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Kuva 5.5: Simulaatio 5: Paljas multa. Ylhäällä vasemmalla efektiivisen lehtialaindeksin prio-
ritiheys (punainen) ja posteriorista laskettu marginaalitiheys (sininen). Simulaation oikeaa
efektiivisen lehtialaindeksin arvoa on merkitty mustalla palkilla ja posteriorin keskiarvoa si-
nisellä palkilla. Least squares -estimaatti jossa muut muuttujat on asetettu oletusarvoihin on
merkitty vihreällä palkilla. Ylhäällä oikealla β:n marginaalitiheys (sininen) ja priori (punai-
nen). Keskellä lehtien sirontakertoimien MAP-estimaatti (sininen) ja priori (punainen) 90%
luottamusväleillä parametrisointipisteissä. Toiseksi alimpana maaperän heijastuskertoimien
oikea arvo (musta), MAP-estimaatti (sininen) ja priori (punainen) 90% luottamusväleillä.
Alimpana simuloidut havainnot (musta) ja MAP-estimaattia vastaavat havainnot (sininen).
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Kuva 5.6: Simulaatio 5: Paljas ruoho. Ylhäällä vasemmalla efektiivisen lehtialaindeksin
prioritiheys (punainen) ja posteriorista laskettu marginaalitiheys (sininen). Simulaation oike-
aa efektiivisen lehtialaindeksin arvoa on merkitty mustalla palkilla ja posteriorin keskiarvoa
sinisellä palkilla. Least squares -estimaatti jossa muut muuttujat on asetettu oletusarvoihin
on merkitty vihreällä palkilla. Ylhäällä oikealla β:n marginaalitiheys (sininen) ja priori
(punainen). Keskellä lehtien sirontakertoimien MAP-estimaatti (sininen) ja priori (punai-
nen) 90% luottamusväleillä parametrisointipisteissä. Toiseksi alimpana aluskasvillisuuden
heijastuskertoimien oikea arvo (musta), MAP-estimaatti (sininen) ja priori (punainen) 90%
luottamusväleillä. Alimpana simuloidut havainnot (musta) ja MAP-estimaattia vastaavat
havainnot (sininen).
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5.8 Simulaatio 6: Efektiivisen lehtialaindeksin MAP-
estimaatin harha ja hajonta
Tässä simulaatiossa generoitiin 1000 kappaletta satunnaisia metsikköjä, laskettiin
MAP-estimaatti efektiiviselle lehtialaindeksille kuten aiemmin ja vertailtiin saatu-
ja estimaatteja efektiivisen lehtialaindeksin syöttöarvoon. Metsiköt muodostettiin
valitsemalla ensin satunnaisesti metsätyyppi: kuiva, tuore tai lehtomainen kangas.
Metsätyypin valinnan jälkeen generoitiin puulajikoostumus ja pohjakasvillisuuden
koostumus sopivista tasajakaumista. Jakaumien välit on esitetty taulukossa 5.5. Poh-
jakasvillisuudet ja puulajit pyrittiin valitsemaan realistisesti metsätyypin mukaan
[5]. Ryhmittymiskerroin β muodostettiin kaavalla (5.1) ja efektiivinen lehtialaindeksi
otettiin tasajakaumasta U([0, 6]).
Taulukko 5.5: Simulaatio 6: metsikköjen generointiin käytetyt arvot
Metsätyyppi Puusto Aluskasvillisuus
Kuiva kangas 50–100% mäntyä,
0–25% koivua,
0–25% kuusta
0–50% sammalta,
0–25% paljasta multaa,
yhteensä 25–75% puolukkaa,
jäkälää, kanervaa ja varik-
senmarjaa
Tuore kangas 50–100% kuusta,
0–25% koivua,
0–25% mäntyä
30–100% sammalta,
0–50% mustikkaa,
0–20% paljasta multaa
Lehtomainen kangas 65–100% koivua,
0–25% kuusta,
0–10% mäntyä
40–100% ruohoa,
0–30% mustikkaa,
0–30% paljasta multaa
Efektiivisen lehtialaindeksin MAP (kuva 5.7) ja MS-estimaattien (kuva 5.8) perus-
teella havaitaan, että menetelmä toimii parhaiten havupuuvaltaisille metsille, joiden
efektiivinen lehtialaindeksi on välillä 1–2. MS-estimaatti efektiiviselle lehtialaindek-
sille on suurimmassa osassa tapauksia hieman harhattomampi kuin MAP-estimaatti.
Estimaatin harha on korkeilla lehtialaindeksin arvoilla hieman suurempi kuivissa,
mäntyvaltaisissa metsiköissä kuin tuoreissa, kuusivaltaisissa kangasmetsissä. Korkeilla
lehtialaindeksin arvoilla estimaateilla on suurempi harha kautta linjan. Korkeilla lehtia-
laindeksin arvoilla lehtialaindeksin vaikutus metsikön heijastuskertoimeen saturoituu,
joten estimaattien epävarmuus on ymmärrettävää. Estimaattien harhan kasvu korkeil-
la (Le > 4.5) arvoilla johtuu osin myös käytetystä priorista, joka laskee melko nopeasti
lähes nollaan välillä 4–6. Pienillä arvoilla (Le < 1), sekä MAP, että MS-estimaatit
ovat systemaattisesti todellista arvoa korkeampia kaikilla metsikkötyypeillä.
Lehtimetsät, joiden pohjakerros on rehevä ja Le on välillä 1–3, tuottavat suurimpia
ongelmia. Näissä simuloiduissa metsiköissä lehtialaindeksi on estimoitunut systemaatti-
sesti väärin. Tämä johtuu aluskasvillisuuden ja latvuston vaikutuksien väärinarvioitu-
misesta, mikä havaittiin esimerkiksi simulaatiossa 4. Korkeilla lehtialaindeksin arvoilla
(Le > 3), efektiivinen lehtialaindeksi estimoituu lehtimetsissä kuitenkin yhtä hyvin
kuin havumetsissä.
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Tarkastelemalla luottamusvälejä (kuva 5.9) havaitaan, että todellinen efektiivisen
lehtialaindeksin arvo kuuluu havumetsätapauksissa lähes aina luottamusvälien sisään.
Lisäksi luottamusvälien leveys kasvaa lehtialaindeksin noustessa. Lehtimetsissä, muu-
tamaa poikkeusta lukuunottamatta, luottamusvälin alaraja on erittäin alhaalla. Tämä
viittaa vastaavaan kaksihuippuiseen marginaalitiheyteen kuin simulaatiossa 3.
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Kuva 5.7: Simulaatio 6: Efektiivisen lehtialaindeksin MAP-estimaatin hajonta. Vaaka-
akselilla oikea efektiivinen lehtialaindeksi Le ja pystyakselilla MAP-estimaatti. Tyypiltään
kuivaa kangasta olevat metsiköt on merkitty punaisilla pisteillä, tuoreet kankaat sinisellä ja
lehtomaiset metsiköt vihreällä. Pisteen pystyetäisyys kuvaan piirretystä mustasta suorasta
on estimaatin harha.
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Kuva 5.8: Simulaatio 6: Efektiivisen lehtialaindeksin MS-estimaatin hajonta. Vaaka-akselilla
oikea efektiivinen lehtialaindeksi Le ja pystyakselilla MS-estimaatti. Tyypiltään kuivaa kan-
gasta olevat metsiköt on merkitty punaisilla pisteillä, tuoreet kankaat sinisellä ja lehtomaiset
metsiköt vihreällä. Pisteen pystyetäisyys kuvaan piirretystä mustasta suorasta on estimaatin
harha.
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Kuva 5.9: Simulaatio 6: Efektiivisen lehtialaindeksin MAP-estimaatin hajonta virherajoi-
neen, 100 ensimmäistä realisaatiota. Vaaka-akselilla oikea efektiivinen lehtialaindeksi Le ja
pystyakselilla MAP-estimaatti 90% luottamusväleillä. Tyypiltään kuivaa kangasta olevat
metsiköt on merkitty punaisilla pisteillä, tuoreet kankaat sinisellä ja lehtomaiset metsiköt
vihreällä.
53
Luku 6
Pohdinta
Tässä työssä käytettiin tilastollisen inversion menetelmiä PARAS-mallin inversioon
ja sitä kautta efektiivisen lehtialaindeksin estimointiin. Posteriorijakaumasta lasket-
tiin ehdolliset marginaalijakaumat ja odotusarvot MCMC-menetelmiin kuuluvalla
Metropolis-Hastings algoritmilla. Tätä kautta estimaateille saadaan laskettua esimer-
kiksi luottamusvälit.
6.1 Tulosten tarkastelu
Simulaatioiden perusteella menetelmä toimii hyvin varsin monimuotoisissa tapauksissa.
Ainoana suurempana ongelmana ovat tietyn tyyppiset metsät, joissa aluskasvillisuus
on rehevä, jolloin aluskasvillisuuden ja latvuston spektrit ovat samankaltaiset, ja joissa
latvuston peittävyys on melko harva. Tällaisissa tilanteissa efektiivinen lehtialain-
deksi estimoituu selvästi väärin, koska aluskasvillisuuden ja latvuston suhteellinen
osuus metsikön heijastuksesta arvioituu väärin. Simulaatioiden perusteella parhaat
estimaatit saadaan havumetsille joilla efektiivinen lehtialaindeksi on välillä 1–3. Kor-
keilla lehtialaindeksin arvoilla lehtialaindeksin muutosten vaikutus heijastuskertoimeen
heikkenee, mistä seuraa se, että korkeilla lehtialaindeksin arvoilla efektiivisen lehtia-
laindeksin estimaattien luottamusvälit levenevät (kuva 5.9). Havumetsillä efektiivisen
lehtialaindeksin oikea arvo jää kuitenkin pääsääntöisesti aina 90% luottamusvälien
sisään.
Muille muuttujille, eli lehtien sirontakertoimille ωL, aluskasvillisuuden heijastuskertoi-
mille ρg ja ryhmittymiskertoimelle β, laskettiin myös MAP-estimaatit ja luottamusvälit.
Estimaatit kertoimille ωL olivat pääsääntöisesti tarkkoja. Pohjakasvillisuuden heijastus-
kertoimien estimaatit puolestaan kärsivät usein aiemmin mainitusta käyttäytymisestä,
jossa ρg estimoituu suuremmaksi kuin se todellisuudessa on ja samalla lehtialaindeksin
estimaatti on todellista pienempi. Mahdollisesti tätä käyttäytymistä voitaisiin ehkäistä
parantamalla prioria tai jos tiedettäisiin ennalta esimerkiksi se minkä tyyppistä met-
sää kuvauskohde edustaa. Tällöin voitaisiin käyttää tunnistetuille lehtimetsille omaa
erillistä prioria. Ryhmittymiskertoimen β ratkaisut ovat havumetsillä merkittävän
epävarmoja, eikä malli vaikuta olevan erityisen herkkä β:n arvolle. Lehtimetsissä β
estimoituu varsin tarkasti. Epävarmuudesta β:ssa seuraa myös lisääntynyt epävarmuus
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lehtialaindeksin estimaatissa.
Ryhmittymisparametria β, lehtien sirontakertoimia ja aluskasvillisuuden heijastus-
kertoimia ei tämän työn menetelmässä sidottu ennalta mihinkään tiettyihin arvoihin.
Ottamalla nämä muuttujat estimoitaviksi, niille voidaan kirjoittaa priorijakaumat ja
tätä kautta huomioida niihin sisältyvä epävarmuus. Käytetyt priorit pitävät sisällään
kirjallisuudessa esitettyä ennakkotietoa estimoitavista muuttujista ja ne pyrittiin muo-
dostamaan siten, että ne kattavat mahdollisimman hyvin Suomen metsien luontaisen
vaihtelun. Priorien ansiosta menetelmä ei ole samalla tavalla alue- tai vuodenaikariippu-
vainen kuin esimerkiksi laajasti käytetyt empiiriset sovitukset kasvillisuusindekseihin.
Toinen tapa huomioida näiden muuttujien sisältämä epävarmuus olisi käyttää kap-
paleessa 3.4 esitettyä approksimaatiovirhemenetelmää. Tällöin inversiosta saataisiin
laskennallisesti merkittävästi kevyempi, koska ainoana muuttujana olisi efektiivinen
lehtialaindeksi. Estimaattien laatu kuitenkin todennäköisesti heikkenisi.
Havaintojen simulointiin käytettiin lähes samaa mallia kuin inversioon. Datan si-
muloinnissa ei käytetty parametrisointia maaperän heijastusspektrille eikä lehtien
sirontaspektrille. Simuloidusta datasta lasketut estimaatit ovat siten jossain määrin
ylioptimistisia, koska simuloitu data ei sisällä merkittäviä mallinnusvirheitä. Jos käy-
tettäisiin oikeaa mittausdataa, olisi datassa esimerkiksi ilmakehäkorjauksesta syntyviä
virheitä, Hyperion-anturille ominaisia artefaktoja ja merkittäviä, heijastusmallin yk-
sinkertaistuksista johtuvia approksimaatiovirheitä. Havaintoihin lisättiin kuitenkin
huomattava määrä kohinaa virheiden simulointia varten, lisäksi muuttujien epävar-
muuksien huomioinnin ansiosta mallin parametrien kiinnitettyjen arvojen virheestä
seuraavaa mallinnusvirhettä ei synny. PARAS-malli sopii erittäin hyvin käytettäväksi
inversioon sen laskentatehokkuuden takia. Joitain mallin sisältämistä yksinkertaistuk-
sista seuraavia mallinnusvirheitä voitaisiin mahdollisesti kompensoida käyttämällä
approksimaatiovirhemenetelmää PARAS-mallin ja jonkin monimutkaisemman, ras-
kaamman ja mahdollisesti tarkemman mallin väliseen poikkeamaan. Erityisesti lehti-
kaasuapproksimaation ja rakenteellisen metsän välisen mallinnusvirheen käsittely olisi
tärkeää.
Laskenta MCMC-menetelmällä tässä työssä käytetyllä näytemäärällä (kaksitoista
rinnakkaista 120000 näytteen ketjua) vei käytössä olleella työasemalla (2x Intel Xeon
E5-2667) noin kaksi minuuttia. Näytteiden määrää vähentämällä laskenta-aika saatai-
siin laskettua ehkä noin minuuttiin, mutta tällöin estimaattien laatu huononisi. Tässä
työssä käytetty versio Metropolis-Hastings algoritmista ei ole paras mahdollinen tämän
työn ongelman kannalta. Posteriorin leveys ja sitä kautta algoritmin satunnaiskulun
hyväksyttyjen askelten osuus riippuu vahvasti havainnoista. Tästä syystä olisi järkevää
käyttää jotain adaptiivista MCMC-menetelmää. Toisaalta, posterioritiheys on useissa
tilanteissa selvästi multimodaalinen ja tällöin adaptiivinen algoritmi jäisi helposti
jumiin yhteen huippuun. Tarvittaisiin siis MCMC-menetelmä joka osaisi yhtä aikaa
adaptoitua sen hetkiseen moodiin ja vaihtaa silloin tällöin moodia. Kiinteällä ehdokas-
jakaumalla pyrittiin tässä työssä löytämään kompromissi satunnaiskulun liikkuvuuden
ja moodista toiseen siirtymisen välillä. Tästä syystä tapauksissa joissa posterioritiheys
on kapea, on hyväksymistodennäköisyys optimaalista arvoa matalampi.
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6.2 Pohdinta
Metsän heijastusmallin inversio on huonosti määrätty inversio-ongelma [2] jonka rat-
kaiseminen edellyttää ennalta tunnetun tiedon käyttöä. Kirjallisuudessa esitetyissä
heijastusmallin inversiomenetelmissä ennalta tunnettua tietoa on käytetty pääasias-
sa joko käyttämällä hyvin yksinkertaista prioria osana Tihonovin regularisointia
[70] tai käyttämällä prioritietoa implisiittisesti esimerkiksi hermoverkkojen koulu-
tusjoukon muodostamisessa tai hakutaulukon (look-up table, LUT) rakentamisessa.
MCMC-menetelmää ja Metropolis-Hastings algoritmia on aiemmin käytetty metsän
heijastusmallin inversioon artikkelissa [75]. Kyseisessä artikkelissa priorina käytettiin
rajoitettua tasajakaumaa.
Tihonovin regularisointiin perustuvassa lähestymistavassa priorina on usein käytetty
joko jotain hyvin yksinkertaista Gaussista prioria ja/tai rajoitteita ratkaisuavaruudelle
(esim. [50, 23, 9]). Yleensä mallin muut parametrit kiinnitetään. Tätä kautta lehtialain-
deksille saadaan MAP-estimaatti käytettyjen priorien ja mallin tapauksessa. Mallin
muiden muuttujien epävarmuuksia ei huomioida. MAP-estimaatin hajonnalle voidaan
periaatteessa laskea approksimaatio, mutta epälineaarisesta mallista ja muuttujien
rajoitteista johtuen tämä ei ole erityisen toimiva lähestymistapa arvioida estimaatin
luotettavuutta.
Prioritiedon implisiittinen käyttö hermoverkon koulutusaineiston valinnassa tai LUT:n
rakentamisessa ei ole Bayesilaisen inversion näkökulmasta erityisen helposti tulkittavis-
sa. LUT:n tapauksessa heijastusmallin avulla luodaan suuri joukko erilaisia simuloituja
metsiköitä, joiden simuloidut heijastuskertoimet taulukoidaan [29, 9]. Heijastusmallin
inversio tehdään etsimällä taulukosta mittauksia parhaiten vastaavat simulaatiot ja
estimaatiksi otetaan esimerkiksi näiden simulaatioiden syöttöparametrien mediaani.
Prioritieto huomioidaan nyt poistamalla taulukosta simulaatiot, joiden syöttöparamet-
rit ovat ennakkotiedon valossa epärealistiset. LUT:n antama estimaatti vastaa tällöin
karkeasti ottaen posteriorin mediaania. Hakutaulukon käytön suurimpana etuna on
sen nopeus.
Yllä kuvatun LUT-pohjaisen menetelmän ja tässä työssä esitetyn Bayesilaisen mene-
telmän käsitteellinen ero on siinä missä järjestyksessä prioritiedon ja datan käyttö
tehdään. Käyttämällä LUT:ia prioritiheydestä muodostetaan näytteitä ilman havain-
tojen minkään asteista huomioimista. Tämän työn menetelmässä muodostettavat
näytteet puolestaan määräytyvät samanaikaisesti sekä priorista, että havainnoista.
Muuttujien määrän kasvaessa LUT:n käyttö muuttuu vaikeammaksi, koska paramet-
riavaruutta on vaikeampi näytteistää etukäteen riittävän tiheästi ilman että hakutau-
lukon koko kasvaa käyttökelvottomiin mittoihin. MCMC-menetelmässä muuttujien
määrän lisääminen ei vaikeita tilannetta yhtä paljon, koska havaintojen huomiointi
pienentää näytteistettävää aluetta. Tässä työssä esitetty inversiomenetelmä on varsin
suoraviivaisesti muutettavissa LUT-muotoon muodostamalla hakutaulukko priorista
otetuista näytteistä. Vertaamalla tätä kautta saatuja estimaatteja tämän työn tuloksiin
saataisiin todennäköisesti hyödyllistä tietoa LUT menetelmän yleisestä toimivuudesta.
Hyperspektraalidataa on käytetty kirjallisuudessa melko vähän. Olemassa olevat
menetelmät eivät myöskään käytä hyperspektraalisen datan tärkeintä ominaisuutta
eli aallonpituuskanavien tiheyttä hyödyksi. Toisaalta esimerkiksi kasvillisuusindeksien
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määritteleminen hyperspektraalisessa tapauksessa on vaikeampaa, koska data sisältää
suuren määrän aallonpituuskanavia. Tässä tutkielmassa esitetty menetelmä käyttää
hyödyksi hyperspektraalisen datan aallonpituuskanavien keskinäistä korrelaatiota
ja spektrikäyrän sileyttä. Menetelmä pystyy osoitetusti käyttämään koko mitattua
dataa ilman, enemmän tai vähemmän mielivaltaista, käytettävien kanavien valintaa.
Aallonpituusriippuvien muuttujien ρg ja ωL dimensio pidetään kuitenkin kurissa
esittämällä hyperspektridatan sisältämä informaatio, spektrikäyrä, uudella tavalla
palapolynomin avulla.
Tässä työssä esitettiin Bayesilainen inversiomenetelmä fysikaaliselle heijastusmallille
kohteena erityisesti pohjoisen pallonpuoliskon havumetsät. Menetelmä käyttää hy-
perspektridataa uudella tavalla. Estimoitavista muuttujista ennelta tunnettua tietoa
käytetään tämän tutkielman menetelmässä korostetummin kuin kirjallisuudessa. Tu-
levaisuudessa menetelmä tulee validoida oikealla mittausdatalla. Mallinnusvirheiden
tutkiminen ja käsittely olisi erittäin tärkeää. Oleellista olisi myös tutkia parantaako
hyperspektridatan käyttö lehtialaindeksin estimointia perinteiseen multispektridataan
nähden.
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