We prove the backward uniqueness for general parabolic operators of second order in the whole space under assumptions that the leading coefficients of the operator are Lipschitz and their gradients satisfy certain decay conditions. This result extends in some ways a classical result of Lions and Malgrange [12] and a recent result of the authors [10] .
Introduction
Let P be a backward parabolic operator on R n × [0, 1],
where A(x, t) = (a ij (x, t)) n i,j=1 is a real symmetric matrix such that for some Λ ≥ λ > 0,
Here we work with backward parabolic operators because it is more convenient in this context. A function u satisfies that The backward uniqueness problem is: suppose u(x, 0) = 0, ∀ x ∈ R n , does u vanish identically in R n × [0, 1]? Here we set α ∈ [0, 2] because the classical examples of Tychonoff [1] show that the backward uniqueness fails when α > 2.
The backward uniqueness problem has a natural background in the control theory for PDEs. It also appeared in the regularity theory of parabolic equations, for example, it was applied to prove the full regularity of L 3,∞ -solutions of the 3-dimensional Navier-Stokes equations [2] .
When P is with constant coefficients, i.e., the backward heat operator, there are already many results in various domains, such as the exterior domain [3] , the half space [4] and some cones [6, 7, 8] .
When P is a general operator with variable coefficients, the results for the LandisOleinik conjecture [9, 11] , backward uniqueness in the half space [10] and unique continuation [5] imply that the backward uniqueness in the whole space is valid under the Lipschitz conditions
and the decay at infinity conditions
Moreover, both conditions (2) and (3) are almost optimal for the backward uniqueness in the half space when the growth rate of u is quadratic exponential (i.e. α = 2), which could be seen from the counter examples constructed by the authors in [10] . On the other hand, the classical result of Lions and Malgrange [12] showed that the backward uniqueness is valid if u lies in the space
and
. In this paper we will prove a result which extends the above two results in some ways. We observe that there is a link between the decay rate of |∇ x a ij (x, t)| and the exponential growth rate of u. We denote
Our main result is the following. Theorem 1.1. Suppose {a ij } satisfy (1), and for some constants E, M, N > 0,
and |u(x, t)| ≤ Ne
Remark 1.2.
1. When α ∈ [0, 1], Theorem 1.1 tells us that the Lipschitz conditions (2) are sufficient for the backward uniqueness even if |u(
. This extends the result of Lions and Malgrange [12] in some ways.
2. When α = 2, it required the smallness of E for the backward uniqueness in the half space [10] . However as for the whole space, we don't require such condition.
To prove our result we need the following Carleman inequality. (1) and (4) . For any v ∈ C ∞ 0 (R n × (0, 1)) and any γ > 0, we have
where b =
8Λ
and K = K(n, Λ, λ, M, E, α).
It is worthwhile to mention [13, 14] and related results, which discuss the backward uniqueness problem when u ∈ H and a ij (x, t) are non-Lipschitz. However, here we just assume that u satisfies (6) .
The paper is organized as follows. First we use Carleman inequality (7) to prove Theorem 1.1, then we prove this Carleman inequality.
Proof of the main result
In this section, we prove Theorem 1.1. First, we extend u and a ij by the following way:
The next lemma implies Theorem 1.1 immediately.
Lemma 2.1. Suppose {a ij } and u are the same as those in Theorem 1.1. Then there exists
Proof. We use Carleman inequality (7) to prove this lemma, mainly following the arguments of the corresponding parts in [3] and [10] . We just give the proof for the case that |u(x, t)| ≤ Ne N |x| α , since the proof of the other case is similar. Without loss of generality, we assume that α ∈ [1, 2].
Step 1. By the regularity theory for solutions of parabolic equations, we have
). In the following, we always denote C = C(n, Λ, λ, M, N). Let
We denoteũ (x, t) = u τ x, τ
for (x, t) ∈ R n × (0, 1). Then it is easy to see that
then by (5) and (9) we have
By (8) and (9) we have
when (x, t) ∈ R n × (0, 1 2 ].
Step 2. In order to apply Carleman inequality (7), we choose two smooth cut-off functions such that
where R is large enough, and
. By (10) we have
where χ is the characteristic function and
Moreover,
Step 3. We apply Carleman inequality (7) forP and v, then
By (13) we have
By (11) we obtain
Step 4. Now we estimate both sides of the above inequality.
Estimate of J 1 .
Estimate of J 2 .
Estimate of J. For an arbitrary l ∈ (
,
We combine (14)- (17), then we have {|x|<R,
In the above inequality, we fix γ and let R → ∞, then we obtain
Now we fix l and let γ → ∞, then we haveũ(x, t) ≡ 0 in R n × (
, l). Since l is an arbitrary number in (
). Finally we let
. Thus we proved this lemma.
Proof of the Carleman inequality
In this section, we prove Carleman inequality (7). We need two lemmas in our proof. The first one is due to Escauriaza and Fernández [5] (see also [11, Corollary 3.2] ). In the following, we denote∆ = ∂ i (a ij ∂ j ).
Lemma 3.1. Suppose F is differentiable, F 0 and G are twice differentiable and G > 0. Then the following identity holds for any v ∈ C ∞ 0 (R n × (0, T )):
where
The second one is concerned with the properties of mollified {a ij }.
Lemma 3.2. Suppose {a ij } satisfy (1) and (4). Let
where φ is a mollifier and ǫ = . Then {a ij ǫ } satisfy:
Proof of Lemma 3.2.
and when |x| ≥ 1,
Since |x| ≥ 1 and |y| ≤ 1 2 , then x − y ≥ 1 2
x and thus
3) The first part is obvious. We only need to prove the second one.
Now we begin to prove Proposition 1.3.
Proof of Proposition 1.3. In (18), we let
where d is a positive constant to be determined, and
We denote by I n the identity matrix of R n , C are generic constants depending on n, Λ, λ, M, E and α in the following arguments. We need some estimates which we list in the following lemma. . For K ≥ K 0 (n, Λ, λ, M, E, α), we have
We will prove this lemma later. First by (20) we have
Next we estimate M 0 . By (23) and
we have
Then by (21), (22) and (25) we have
By the Cauchy inequality and (23) we have
Finally, by (18), (24), (26), (27) and the Cauchy inequality, we have
Thus we proved Carleman inequality (7).
There is only Lemma 3.3 left to be proven.
Proof of Lemma 3.3. We estimate them one by one.
By direct calculations we have
Next we estimate the lower bounds of the matrices in the right side of the above inequality.
We just need to estimate matrix x l a ki ∂ k a lj and ∂ t a ij . For any ξ ∈ R n ,
Similarly,
Thus we have
Notice that α − 2 ≤ 0 and α − β − 1 ≤ 0, and if we choose d = d(n, Λ, λ, M, E, α) large enough, then
Notice that
then we have
, and thus
. If we choose d large enough, then
, then
Estimate of△F 0 .
Direct calculations show that
and△ ( 
Finally by (28) and (29) we have
Estimate of |∇(F − F 0 )|. Notice that a ij , ∇a ij , a ij ǫ and ∇a ij ǫ are all bounded, then
By 2) of (19), when |x| < 1,
In both cases we have |∇a ij ǫ − ∇a ij ||x| 2 ≤ C x 2−β .
By ( Thus we proved Lemma 3.3.
