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Abstract
In this paper necessary and sufficient conditions are stated for the Craig-Sakamoto equa-
tion det(I − sA − tB) = det(I − sA) det(I − tB), for all scalars s, t. Moreover, spectral
properties for A and B are investigated.
1 Introduction
Let Mn(C) be the set of n× n matrices with elements in C. For A and B ∈Mn(C), the
well known in Statisticts [1] Craig-Sakamoto (CS) equation
det(I − sA− tB) = det(I − sA) det(I − tB) (1)
for all scalars s, t has occupied several researchers. In particular, in [5] O. Trussky presented
that the CS equation is equivalent to AB = O, when A, B are normal and most recently in
[4] Olkin and in [2] Li proved the same result in a different way. The author, together with M.
Tsatsomero and P. Psarrako in [3], have investigated the CS equation involving the eigenspaces of
A,B and sA+ tB. Being more specific, if σ(X) denotes the spectrum for a matrix X, mX(λ)
the algebraic multiplicity of λ ∈ σ(X), and EX(λ) the generalized eigenspace corresponding
to λ, we have shown in [3]:
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Proposition 1 For the n× n matrices A, B the following are equivalent :
I. The CS equation holds
II. for every s, t ∈ C, σ(sA⊕tB) = σ ((sa+ tB)⊕On) , where On denotes the zero matrix
III. σ(sA + tB) = { sµi + tνi : µi ∈ σ(A), νi ∈ σ(B) } , where the pairing of eigenvalues
requires either µi = 0 or νi = 0.
Proposition 2 Let the n× n matrices A, B satisfy the CS equation. Then,
I. mA(0) +mB(0) ≥ n.
II. If A is nonsingular, then B must be nilpotent.
III. If λ = 0 is semisimple eigenvalue of A and B, then rank(A) + rank(B) ≤ n.
Proposition 3 Let λ = 0 be semisimple eigenvalue of n × n matrices A and B such that
BEA(0) ⊂ EA(0). Then the following are equivalent.
I. Condition CS holds.
II. Cn = EA(0) + EB(0).
III. AB = O.
The remaining results in [3] are based on the basic assumption that λ = 0 is a semisimple
eigenvalue of A and B. Relaxing this restriction, we shall attempt here to look at the CS
equation focused on the factorization of polynomial of two variables f(s, t) = det(I − sA− tB).
Also, considering the determinants in (1), new conditions necessary and sufficient on CS property
are stated.
2 Spectral results
The first statement on the CS property is obtained investigating the determinantal equation
through the Theory of Polynomials. By Proposition 2 II, it is clear that the CS equation is
worth valuable when the n× n matrices A and B are singular. Especially, we define that
”A and B are called r-complementary, if and only if at most, r rows (columns), ai1 , ai2 , · · · , air
of A are shifted and substituted by the corresponding bi1 , bi2 , · · · , bir rows (columns) of B, such
that the structured matrix N(i1, i2, · · · , ir) of a’ s and b’ s rows is nonsingular.”
Note that, n− r ≤ rank(B).
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For example, the pair of matrices
A =
 0 1 00 0 1
0 0 0
 , B =
 1 0 00 0 1
0 0 0

is not 1 or 2−complementary, on behalf of rank
[
A
B
]
= 3, but the pair
A =
 0 0 00 1 1
0 0 1
 , B = B
is 1-complementary and not 2-complementary, since detN(b1, a2, a3) = det
 1 0 00 1 1
0 0 1
 6= 0
and detN(b1, b2, a3) = det
 1 0 00 0 1
0 0 1
 = 0.
Proposition 4 Let the n×n singular matrices A and B be [n−mB(0)]-complementary with
θ =
∑
i1,...,in−mB(0)
detN(i1, i2, . . . , in−mB(0)) 6= 0, where the sum is over all possible combinations
i1, . . . , in−mB(0) of n−mB(0) of the indices 1, 2, . . . , n. If they satisfy the CS equation, then
mA(0) +mB(0) = n.
Proof. Let rankB = b (< n). Then λ = 0 is eigenvalue of B with algebraic multiplicity
mB(0) = m ≥ n− b. Denoting
β(t) + det(tI −B) = tn + β1t
n−1 + · · · + βn−mt
m,
where βk = (−1)
k
∑
Bk and Bk are the k × k principal minors of B, then
det(tB − I) = (−1)n tn det(t−1I −B)
= (−1)n
(
1 + β1 t+ · · ·+ βn−m t
n−m
)
.
The polynomial β˜(t) = 1 + β1 t + · · · + βn−m t
n−m has precisely n − m nonzero roots, let
t1, t2, · · · , tn−m, since β˜(0) = 1 6= 0. Moreover, we have
det(sA+ tB − I) = |A|sn + f1(t)s
n−1 + · · ·+ fn−1(t)s+ |tB − I|, (2)
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where
f1(t) =
∑
i
detAˆi, with Aˆi =

a11 · · · a1n
...
...
tbi1 · · · tbii − 1 · · · tbin
...
...
an1 · · · ann

.
Note that, Âi arises by A when the i−row of A is substituted by the i−row of tB − I.
Similarly,
f2(t) =
∑
i,j
detAˆij , with Aˆij =

a11 · · · a1n
...
...
tbi1 · · · tbii − 1 · · · tbin
...
. . .
...
tbj1 · · · tbjj − 1 · · · tbjn
...
...
an1 · · · ann

,
and Aˆij is obtained by A, substituting the i and j rows of A by the corresponding rows of
tB − I. The summation in f2(t) is referred to all pairs of indices i, j by {1, 2, . . . , n}. Hence,
by the equation (2) and the CS equation
(−1)n det(sA+ tB − I) = det(sA− I) det(tB − I), ∀ s, t
for t = t1, t2, · · · , tn−m, we obtain
|A|sn + f1(ti)s
n−1 + · · ·+ fn−1(ti)s = 0, ∀ s
and consequently
|A| = 0 , f1(ti) = f2(ti) = · · · = fn−1(ti) = 0, for i = 1, 2, . . . , n−m. (3)
Due to the matrices A and B are [n −mB(0)]-complementary and the leading coefficient of
fn−m(t) is equal to the nonzero θ, then deg(fn−m(t)) = n −m and deg(fk(t)) ≤ n −m, for
k = 1, 2, . . . , n −m− 1. Moreover, by (3) we have
f1(t) = f2(t) = · · · = fn−m−1(t) = 0, ∀ t
Reminding that Aℓ denotes the ℓ× ℓ principal minor of A, by f1(t) = 0, clearly
f1(0) =
∑
An−1 = 0 =⇒ cn−1 = 0.
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Similarly, by
f2(t) = 0 =⇒
∑
An−2 = 0 =⇒ cn−2 = 0
...
fn−m−1(t) = 0 =⇒
∑
Am+1 = 0 =⇒ cm+1 = 0,
and consequently
δA(λ) = |λI −A| = λ
n − c1λ
n−1 + c2λ
n−2 + · · · + (−1)n|A|
= λn − c1λ
n−1 + c2λ
n−2 + · · · + (−1)mcmλ
n−m. (4)
In (4), cm 6= 0, since (−1)
n−mcm = θt1t2 · · · tn−m. Thus, λ = 0 is eigenvalue of A with
algebraic multiplicity n−mB(0), whereby we conclude
mA(0) +mB(0) = n.

Remark 1 By the proof of Proposition 4, it is evident that the equality mA(0)+mB(0) = n
holds, when the matrices B and A are [n−mA(0)]-complementary and
θ =
∑
j1,...,jn−mA(0)
detN(j1, j2, . . . , jn−mA(0)) 6= 0.
Corollary 1 Let the n× n singular and [n−mB(0)]-complementary matrices A and B. If
θ 6= 0 and these matrices satisfy the CS equation (1), then
I. λ = 0 is semisimple eigenvalue of A and B =⇒ rankA+ rankB = n.
II. λ = 0 is semisimple eigenvalue of A =⇒ rankA = mB(0).
Proof. I. Because
n− rankA ≤ mA(0) = n−mB(0),
we have rankA+rankB ≥ mB(0)+r ≥ n. Hence, by III, Proposition 2, we obtain the equality.
II. By the assumption and Proposition 4 we have rankA = n−mA(0) = mB(0). 
Closing this section, we present a property of generalized eigenspaces of nonzero eigenvalues
of A and B.
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Proposition 5 Let λ = 0 be semisimple eigenvalue of n × n matrices A and B such
that EA(0) + EB(0) = C
n. If for any λ ∈ σ(A)\{0} , (or, µ ∈ σ(B)\{0} ), the corresponding
generalized eigenspaces EA(λ), (EB(µ) ) satisfy EA(λ) ⊆ EB(0), (or, EB(µ) ⊆ EA(0) ), then
I. A, B have the CS property.
II. EA(λ) = EI−sA−tB(1− sλ), and EB(µ) = EI−sA−tB(1− tµ).
Proof. I. Since EA(λ) ⊆ EB(0), for every w = w1 + w2 ∈ C
n, where w1 ∈
⊕
λEA(λ),
w2 ∈ EA(0), we have BAw = BA(w1 + w2) = BAw1 = 0. Thus, BA = O and consequently
AEB(0) ⊆ EA(0). The assumption EA(0) + EB(0) = C
n, and Proposition 3, lead to the
statement I.
II. Let λ ∈ σ(A)\{0}, and xk ∈ EA(λ) be generalized eigenvector of A of order k. By the
assumption, xk ∈ EB(0), and yields
(I − sA− tB)xk = (I − sA)xk = xk − s(λxk + xk−1 )
= (1− sλ)xk − sxk−1.
Thus, for all chain x1, . . . , xk, . . . , xτ of λ, we have
(I − sA− tB)
[
x1 . . . xτ
]
=
[
x1 . . . xτ
]

1− sλ −s
0 1− sλ −s O
...
. . .
. . .
1− sλ −s
0 0 1− sλ

τ×τ
(5)
Moreover, by the statement III in Proposition 1, sλ and tµ ∈ σ(sA+ tB). The equivalence of
CS equation and Cn = EA(0) + EB(0) in Proposition 3 and the assumption EA(λ) ⊆ EB(0),
lead to EB(µ) ⊆ EA(0). Similarly, if yℓ ∈ EB(µ) is generalized eigenvector of order ℓ, then
yℓ ∈ EA(0) and
(I − sA− tB)yℓ = (I − tB)yℓ = yℓ − t(µyℓ + yℓ−1 )
= (1− tµ)yℓ − tyℓ−1,
and for all chain y1, . . . , yℓ, . . . , yσ we obtain
(I − sA− tB)
[
y1 . . . yσ
]
=
[
y1 . . . yσ
]

1− tµ −t
0 1− tµ −t O
...
. . .
. . .
1− tµ −t
0 0 1− tµ

σ×σ
(6)
Clearly, by (5) and (6) are implied the equations in II, for any s, t. 
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Remark 2 For z ∈ EA(0)
⋂
EB(0) obviously (I − sA− tB)z = z, ∀ s, t. Therefore by the
above proposition the Jordan canonical form of I − sA− tB, and the matrix
F = Iν
⊕
λA 6=0

1− sλA −s O
1− sλA
. . .
. . . −s
O 1− sλA

⊕
µB 6=0

1− tµB −t O
1− tµB
. . .
. . . −t
O 1− tµB
 ,
are similar.
The order ν of submatrix Iν of F declares the number of linear independent eigenvectors
which correspond to the eigenvalue λ = 1 of I − sA− tB. Clearly, theses eigenvectors belong
to EB(0)\EA(λ), EA(0)\EB(µ), and EA(0)
⋂
EB(0), and ν is equal to
ν = n− (rankA+ rankB) = n−
dim ⋃
λ6=0
EA(λ) + dim
⋃
µ6=0
EB(µ)
 .
3 Criteria for CS equation
Let
f(s, t) = det(I − sA− tB) =
n∑
p,q=0
mpqs
ptq, p+ q ≤ n. (7)
Denoting by x =
[
1 s s2 · · · sn
]T
, y =
[
1 t t2 · · · tn
]T
, then (7) is written
obviously
f(s, t) = xTMy,
where M = [mpq]
n
p,q=0 , with m00 = 1.
Proposition 6 Let A, B ∈ Mn(C). The CS equation holds for the pair of matrices A and
B if and only if rankM = 1.
Proof. Let A and B managed by the CS property. Then the equation (1) is formulated as
xTMy = xTa bT y, (8)
where
a =
[
1 an−1 · · · a0
]T
, b =
[
1 bn−1 · · · b0
]T
,
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and ai, bi are the coefficients of characterictic polynomials
det(λI −A) = λn + an−1λ
n−1 + . . .+ a0, det(λI −B) = λ
n + bn−1λ
n−1 + . . . + b0.
Hence, by (8) for any s1 6= s2 6= · · · 6= sn+1 and t1 6= t2 6= · · · 6= tn+1 we have
V T
(
M − a bT
)
W = O, (9)
where
V =

1 · · · 1
s1 · · · sn+1
...
...
sn1 · · · s
n
n+1
 , W =

1 · · · 1
t1 · · · tn+1
...
...
tn1 · · · t
n
n+1
 .
Clearly, by (9), we recognize that M = a bT , i.e., rankM = 1.
Conversely, if rankM = 1, then M = k ℓT , where the vectors k, ℓ ∈ Cn+1. Therefore,
f(s, t) = xTMy = xTk ℓT y = k(s)ℓ(t),
where k(s) and ℓ(t) are polynomials. Since, f(0, 0) = 1 = k(0)ℓ(0), and
det(I − sA) = f(s, 0) = k(s)ℓ(0),
det(I − tB) = f(0, t) = k(0)ℓ(t)
clearly,
f(s, t) = k(s)ℓ(0)k(0)ℓ(t) = det(I − sA) det(I − tB).

Example 1 Let the matrices
A =
 0 0 00 1− γ 1
0 0 1− γ
 , B =
 0 γ 01/γ 0 0
0 0 0
 .
We have
f(s, t) = det(I − sA− tB) = 1 + 2(γ − 1)s + (γ − 1)2s2 − t2 + (1− γ)t2s
= xT

1 0 1 0
2(γ − 1) 0 1− γ 0
γ − 1 0 0 0
0 0 0 0
 y
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and
det(I − sA) = (1 + (γ − 1)s)2 , det(I − tB) = 1− t2.
By the criterion (Proposition 6) easily we recognize that A, B have the CS property only for
γ = 1.
Remark 3 In equation (8), if bT a = 0 then M2 = 0, and M
(
1
‖b ‖2
b
)
= a. Therefore,
M = P

0 · · · 1
...
...
0 · · · 0
P−1 = P

1
0
...
0

[
0 · · · 1
]
P−1
where P =
[
a p2 · · · pn−1
1
‖b ‖2
b
]
and pk, . . . , pn−1 is an orthonormal basis of span{a, b}
⊥.
Then P−1 =
[
1
‖a ‖2
a p2 · · · pn−1 b
]T
.
Following we note by M
(
ai1,..., ip
bj1,..., jq
)
the leading principal minor of order p + q (≤ n),
which is defined by the i1, . . . , ip rows of A and j1, . . . , jq rows of B, i.e.,
M
(
ai1,..., ip
bj1,..., jq
)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ai1i1 ai1i2 ai1j1 ai1i3 · · · ai1jq · · · ai1ip
ai2i1 ai2i2 ai2j1 ai2i3 · · · ai2jq · · · ai2ip
bj1i1 bj1i2 bj1j1 bj1i3 · · · bj1jq · · · bj1ip
ai3i1 ai3i2 ai3j1 ai3i3
...
...
...
. . .
bjqi1 bjqi2 bjqjq
...
...
. . .
aipi1 aipi2 · · · aipip
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
for i1 < i2 < j1 < i3 < · · · < jq < · · · < ip. Thus, we clarify a determinental expression of
coefficients mpq in (7):
mpq = (−1)
p+q
∑
1≤ i1<j1<···<jq< ip≤n
M
(
ai1,..., ip
bj1,..., jq
)
, m00 = 1. (10)
For example, for n×n matrices A and B the coefficients of t, st, s2 and s2t are respectively
equal to
m01 = −
∑
1≤j≤n
M(bj) = − (b11 + b22 + · · ·+ bnn ) = −trB
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m11 =
∑
1≤i<j≤n
M
(
ai
bj
)
=
n∑
i, j = 1
i < j
(∣∣∣∣∣ aii aijbji bjj
∣∣∣∣∣+
∣∣∣∣∣ bii bijaji ajj
∣∣∣∣∣
)
m20 =
∑
1≤i,j≤n
M(aij) =
n∑
i, j = 1
i < j
∣∣∣∣∣ aii aijaji ajj
∣∣∣∣∣
and
m21 = −
∑
1≤i≤ j≤ k≤n
M
(
ai,j
bk
)
= −
∑
i≤ j≤ k≤n

∣∣∣∣∣∣∣
aii aij aik
aji ajj ajk
bki bkj bkk
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
aii aij aik
bji bjj bjk
aki akj akk
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
bii bij bik
aji ajj ajk
aki akj akk
∣∣∣∣∣∣∣
 .
Hence, for the matrix M in (7) we have:
M =
1 −
∑
M(bj)
∑
M(bi,j) · · · (−1)
n−1
∑
M(bj1,...,jn−1) (−1)
n|B|
−
∑
M(ai)
∑
M
(
ai
bj
)
−
∑
M
(
ai
bj1,j2
)
· · · (−1)n
∑
M
(
ai
bj1,...,jn−1
)
0
∑
M (ai1,i2) −
∑
M
(
ai1,i2
bj1
)
...
...
...
...
...
... (−1)n
∑
M
(
ai1,...,in−1
bj
)
0 · · · 0
(−1)n|A| 0 0 · · · 0

The zeros in M correspond to the coefficients of monomials of f(s, t) with degree ≥ n+1.
These terms are not presented in det(I − sA− tB), since by (10) the order of principal minors
is greater than n. Moreover, the dimension of M in (7) should be less than n + 1, since the
CS equation make sense for singular matrices.
Using the criterion in Proposition 6 in the above formulation of M, it is clear the next
necessary and sufficient conditions.
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Proposition 7 The n× n matrices A and B have the CS property if and only if
∑
M(ai1,...,ip)
∑
M(bj1,...,jq) =
∑
M
(
ai1,...,ip
bj1,...,jq
)
, for p+ q ≤ n,
and (11)∑
M(ai1,...,ip)
∑
M(bj1,...,jq) = 0, for p+ q > n.
Example 2 In (1) let A be a nilpotent matrix. Then,∑
M(ai) =
∑
M(ai,j) = · · · = |A| = 0,
and by Proposition 7 clearly
∑
M
(
ai1,...,ip
bj1,...,jq
)
= 0 ; p, q = 1, 2, . . . , n − 1.
In this case, M =
 10
0
 [ 1 bn−1 · · · b1 b0 ] .
The equations (11) give also an answer to the problem ”For the n×n matrix A, clarify the
set CS(A) = {B : A and B follow the CS property }.
If a(s) = det(I − sA) and b(t) = det(I − tB), easily we turn out the µ-th order derivative
of polynomials at the origin
1
p!
a(p)(0) =
∑
M(ai1,...,ip) ,
1
q!
b(t)(0) =
∑
M(bj1,...,jq),
and even
1
p!q!
∂ p+qf(0, 0)
∂sp ∂tq
=
∑
M
(
ai1,...,ip
bj1,...,jq
)
.
Thus, if we use the Taylor’s expansion of polynomials in (1), by the relationships
a(p)(0) b(q)(0) =
∂p+qf(0, 0)
∂sp ∂tq
, for p+ q ≤ n,
a(p)(0) b(q)(0) = 0, for p+ q > n,
the equations (11) arise again.
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