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1. はじめに
統計的検定は,拙速に最適解を求める手法とは異なり,誤った仮説の否定を介して支持する仮説を正当化
するための検証的推論形式として広く定着している. 一方で,その推論の枠組みに様々な改善すべき点を抱
えていることも事実である. その一つとして, Corneld (1966) が提起した統計的検定の問題と Bayes法
の適用に関する基本的な問題がある. そこでこの問題について,予測信用区間 (Yanagimoto and Ohnishi,
2009a) の視点からの提案を試みる.
2. 扱う問題と動機
Corneld (1966) は,ある研究者が一度試験を実施して有意でない結果を得た場合を例示した. その結果
に不満な研究者が更に研究を進めようとしても,有意水準のインフレーションを招くため,それ以降の試験
が実施できないという奇妙な推論の枠組みになっていることを指摘した. 一方で,有意でないという結果を
得た場合の結論は,対立仮説が棄却されたということで,帰無仮説が肯定されたわけではない.
Yanagimoto and Ohnishi (2009a) は, Lindley paradox を批判的に検証する過程で予測信用区間を提案
した. この視点が上記の問題に有用であることを示唆している. そこで,この問題に対しての性能を検証す
ると共に,可能な改善法を探る.
3. 提案する方法
この問題に対する一つの提案は,既存のデータから事前分布を構成して新しいデータを加えて予測分布
を導きその上で信用区間を求めることである (Yanagimoto and Ohnishi, 2009a). この方式は Bayes法の
論理の継続性に着目した方式である. 臨床試験等では誤差項として,２項分布が用いられる.
前の試験で薬が効いたと判断された人数 yj は二項分布 Bi(mj ; pj); j = 0; 1に従い,現在の試験で薬が効
いたと判断された人数 xj は二項分布 Bi(nj ; pj); j = 0; 1に従う. ここで j = 0; 1としたのは, 比較対照試
験を想定するためである. また, tj = yj + xj , Nj = mj + nj とおく. 仮説は, H0 : p0 = p1;H1 : p0 < p1
とする. 事前密度を, ベータ分布 Be(0:5; 0:5)とする.
3.1. ２標本２項誤差の場合
ここで述べる方法は,通常のベイズ推測方式 (例えば Bolstad, 11節, 2007 ) において,事後密度を予測子
型事後密度と置き換えたの推測方式に一致する.
Step I ; 前の試験
事後密度を Be(yj + 0:5;mj   yj + 0:5) , j = 0; 1とし, A = f(p0; p1)j p1 > p0gとおくと, 事後確率は,
PA =
Z
A
1Y
j=0

1
Be(yj + 0:5;mj   yj) + 0:5)p
yj 0:5
j (1  pj)mj yj 0:5

dp0dp1 (1)
と表せる.ここで, PA > 1  のとき,帰無仮説が「棄却」される.
Step II ; 現在の試験
事後密度を Be(tj+0:5; Nj tj+0:5) , j = 0; 1とし, ^j = Eflog[pj=(1 pj)]jBe(tj+0:5; Nj tj+0:5)g
, ~pj = exp(^j)=(1 + exp(^j)), A = f(p0; p1)j p1 > p0gとおくと,予測子型事後確率は,
PA =
Z
A
1Y
j=0

1
Be(nj ~pj + 0:5; nj(1  ~pj) + 0:5)p
nj ~pj 0:5
j (1  pj)nj(1 ~pj) 0:5

dp0dp1 (2)
と表せる.ここで, PA > 1   のとき,帰無仮説が「棄却」される.
以下にこの結果を示すが, これらは, (m0; y0) = (50; 20); (m1; y1) = (50; 26); n0 = n1 = 50; p0 =
0:4; p1 = pl(0:05)pu; pl = 0:4; pu = 0:7とした場合である. (m0; y0) = (50; 20); (m1; y1) = (50; 26)と
は,前の試験において惜しくも帰無仮説が棄却されない１点集合の１例である. そして,その事前情報を踏
まえ,現在の試験を行った時,とりうる xj ( j = 0; 1)の値全ての組み合わせにおいて帰無仮説が棄却され
る場合の集合 S とした. (図１) その性能を調べているが,検出力が対立仮説に応じて増加していることが
確かめられた. (図２)
図 1: 提案法の棄却域
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図 2: 提案法の検出力
4. 拡張
実際の状況に応じて,ここでは提案法を拡張したい.
4.1. 証拠の重みを設ける
現在の試験は,前の試験と全く同じ試験ではない. 従って,状況に応じて重み !を設けることが妥当な場
合があると考えられる. 事前分布に重みとしてべき乗を用いる方法が研究されている ( Ibrahim, 2000). こ
の場合, ! = 1とおくと提案法, ! = 0とおくと前の試験を無視することになる.
Step I ; 前の試験
3.1節に書かれた方法と同様である.
Step II ; 現在の試験
事後密度を重みを設けた式で表すと Be(!tj+0:5; !Nj !tj+0:5), j = 0; 1となり, ^j = Eflog[pj=(1 
pj)]jBe(!tj + 0:5; !Nj   !tj + 0:5)g, ~pj = exp(^j)=(1 + exp(^j)), A = f(p0; p1)j p1 > p0gとおくと,予
測子型事後確率は,
PA =
Z
A
1Y
j=0

1
Be(nj ~pj + 0:5; nj(1  ~pj) + 0:5)p
nj ~pj 0:5
j (1  pj)nj(1 ~pj) 0:5

dp0dp1 (3)
と表せる. ここで, PA > 1   のとき,帰無仮説が「棄却」される. これは, 3.1節 (2)式を拡張したもの
である.
以下にこの結果を示すが,これは重みを ! = 1 (破線), ! = 1=2 (実線), ! = 0 (点線)とした場合の検出
力の関数である. 重みの選択によって,実質,検出力は大きく変化していることが分かる. (図３)
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図 3: 重みを設けた場合の検出力の関数
4.2. 動機水準
前の試験の結果を見て再挑戦を行うためには,様々な動機があるはずである. その中であり得そうで,かつ
数理的に扱いやすい動機は, p-値が水準 より大きいが比較的近い場合である. そこで,動機水準 m(> )
を導入し,提案法を拡張する.
３節で定義した棄却域集合 S を水準  に依存する点から S()と表すと,動機水準 m による棄却域集
合は S(m)と表せる. そして,不等式 m >  から包含関係 S(m)  S() が導かれ,
　Mt = S(m)   S() (= S(m) \ S()c)
と定義すると, (y1; y0) 2 Mt であれば再試験を行うことになる. 3.1節では 1 点集合 f(y1; y0)g を事前情
報として現在の試験について考えていたが,ここでは再試験集合 Mt を与えたときの条件付き検出力を計
算する. 検出力は,
P (p1; p0j y1; y0) =
k0 1X
j=0
dbinom(j; n0; p0)  f1  pbinom(a(j)  1; n1; p1)g
として,
P1(p1; p0) =
X
(y1; y0)2Mt
P (p1; p0j y1; y0)  dbinom(y1;m1; p1)  dbinom(y0;m0; p0)
P2(p1; p0) =
X
(y1; y0)2Mt
dbinom(y1;m1; p1)  dbinom(y0;m0; p0)
とおいて, Pm(p1; p0) = P1(p1; p0)=P2(p1; p0) で与えられる。
以下に結果を示す. 左の図は,動機水準についての説明である. 黄色の部分は棄却領域であり,再試験集
合 Mt は灰色の部分である. (図４) また,右の図は  = 0:05, mを 0.10 (実線), 0.20 (破線), 0.30 (点線)
と変化させた場合についての図である. m を大きくすると,検出力が小さくなる. (図５)
図 4: 動機水準の説明
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図 5: 動機水準ごとの検出力の関数
4.3. FDR
提案法の拡張について, FDRの点から評価すると以下のような結果になる. 左の図は,動機水準m = 0:10
の場合においての前の試験の FDRの関数を破線,現在の試験の FDRの関数を実線で描いたものである.
p1を変化させても,現在の試験の方が前の試験より FDRが小さくなることが分かる. (図６) また,右の図
は動機水準 m = 0:10の場合において,前の試験の結果を踏まえた現在の試験の FDRの関数を実線,前の
試験の結果を無視した現在の試験の FDRの関数を点線で描いたものである. 図より,前の試験の結果を踏
まえた現在の試験の FDRの方が,前の試験の結果を無視した現在の試験の FDRより小さくなる. (図７)
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図 6: 前の試験と現在の試験の FDRの関数
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図 7: 前の試験の結果を踏まえた,もしくは,無視した
現在の試験の FDRの関数
5. まとめ
本研究では, Bayes法の論理の継続性に着目することで,一度有意でないという結果を得た試験を継続す
るための方法論を提案した. また,更なる拡張として,重みを設けることやどの程度までを次の試験を行う
か明確にするために動機水準を導入し,様々な場合についての数値計算を行った.
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