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TWO-BY-TWO UPPER TRIANGULAR MATRICES AND
MORREY’S CONJECTURE
TERENCE L. J. HARRIS, BERND KIRCHHEIM, AND CHUN-CHI LIN
Abstract. It is shown that every homogeneous gradient Young measure sup-
ported on matrices of the form
(
a1,1 · · · a1,n−1 a1,n
0 · · · 0 a2,n
)
is a laminate.
This is used to prove the same result on the 3-dimensional nonlinear subman-
ifold of M2×2 defined by detX = 0 and X12 > 0.
1. Introduction and preliminaries
Let Mm×n be the space of m × n matrices with real entries. A function
f : Mm×n → R is rank-one convex if
f(λX + (1− λ)Y ) ≤ λf(X) + (1− λ)f(Y ) for all λ ∈ [0, 1],
for all X,Y ∈ Mm×n with rank(X − Y ) ≤ 1. A locally bounded Borel measurable
function f : Mm×n → R is quasiconvex if for every bounded domain Ω ⊆ Rn and
X0 ∈M
m×n,
f(X0)m (Ω) ≤
∫
Ω
f (X0 +∇φ(x)) dx,
for every φ ∈ C∞0 (Ω,R
m), where ∇φ is the derivative of φ. In this work we prove
that rank-one convexity implies quasiconvexity on the 2 × 2 upper triangular ma-
trices, and give some consequences and related results.
We just briefly mention the well known fact, that Morrey distilled the notion
of quasiconvexity as the characterization of weak-∗ lower semicontinuity of varia-
tional integrals for vector valued problems, which ensures the general existence of
minimizers. Rank-one convexity, on the other hand, is a much older notion and for
smooth f it is just equivalent to the Legendre-Hadamard condition, and hence a
necessary condition for minimizers. So it comes as no surprise that quasiconvexity
implies rank-one convexity of a general integrand f .
In 1952 Morrey conjectured that the reverse implication fails, namely that rank-
one convexity does not imply quasiconvexity [11]. A counterexample for m ≥ 3 and
n ≥ 2 was given by Sˇvera´k in [16], but the question remains open for m = 2 and
n ≥ 2. Mu¨ller proved that rank-one convexity implies quasiconvexity on diagonal
matrices (see [12]), which improved a result obtained earlier by Tartar [17]. Other
results toward a negative resolution of the conjecture on M2×2 are given in [2, 5, 9].
To explicitly formulate the problem on a subspace requires the dual notions of
convexity for measures. Throughout, all probability measures are assumed to be
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Borel. A compactly supported probability measure µ on Mm×n is called a laminate
if
f (µ) ≤
∫
f dµ for all rank-one convex f : Mm×n → R,
where µ =
∫
X dµ(X) is the barycentre of µ. Similarly, µ is called a homogeneous
gradient Young measure if the same inequality holds, but with rank-one convex
replaced by quasiconvex (see [6]). Polyconvexity can be defined analogously, but
here we will only use the characterisation that a compactly supported probability
measure µ on M2×2 is polyconvex if
∫
detX dµ(X) = det(µ). Let Mpc (U) be
the set of polyconvex measures with compact support in a given set U , and define
Mqc (U) and Mrc (U) similarly.
The question of whether rank-one convexity implies quasiconvexity is then equiv-
alent to asking whether every homogeneous gradient Young measure is a laminate
(see [6]). In [12] Mu¨ller proved that every homogeneous gradient Young measure
supported on the 2 × 2 diagonal matrices is a laminate. In [8] and [12] this was
extended to the n× n diagonal matrices. The purpose of this work is to generalise
the result for 2× 2 diagonal matrices to the subspace
M
2×n
tri :=
{(
a1,1 · · · a1,n−1 a1,n
0 · · · 0 a2,n
)
∈ M2×n
}
.
When n = 2, M2×2tri is the space of 2 × 2 upper triangular matrices. Up to linear
isomorphisms preserving rank-one directions, the only other 3-dimensional subspace
of M2×2 is the symmetric matrices (see [3, Corollary 6]).
In Section 3, the result on upper-triangular matrices will be used to prove that
rank-one convexity implies quasiconvexity on the 3-dimensional nonlinear manifold
{X ∈M2×2 : detX = 0 and X12 > 0}.
This will be deduced as a corollary of a slightly more general result, which says
that any Borel subset of {X12 > 0} has a “dual set” with the same convexity
properties, and thus equality of rank-one convexity and quasiconvexity on one set
implies equality of the two notions on the dual set. The method is similar to the
one in [2], where the same transformation is used to translate Mu¨ller’s theorem on
2 × 2 diagonal matrices to the set of symmetric matrices with detX = −1 and
X11 > 0.
2. The linear space
In what follows, P : M2×n → M2×n will be the projection onto M2×ndiag . Given a
probability measure µ on M2×n, P#µ will denote the pushforward measure of µ by
P , given by
(P#µ)(E) = µ(P
−1(E)),
for any Borel set E. To show a homogeneous gradient Young measure µ supported
in M2×ntri is a laminate, the argument consists of two steps. The projection P#µ
onto M2×ndiag is shown to be a gradient Young measure, and therefore a laminate
by Mu¨ller’s Theorem. It is then shown that since P#µ is a laminate, µ is also a
laminate. The main reason that this method works is that P is rank preserving, in
the sense that rankX ≤ 1 if and only if rank(P (X)) ≤ 1, for any X ∈M2×ntri .
The proof requires a few extra definitions, which give a more constructive char-
acterisation of laminates (see also [15]).
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Definition 2.1. A set {(t1, Y1), . . . , (tl, Yl)} ⊆ (0, 1] × M
m×n with
∑l
i=1 ti = 1
satisfies the Hl condition if:
i) l = 2 and rank(Y1 − Y2) ≤ 1, or;
ii) l > 2 and after a permutation of the indices, rank(Y1 − Y2) ≤ 1 and the set{(
t1 + t2,
t1Y1 + t2Y2
t1 + t2
)
, (t3, Y3) , . . . , (tl, Yl)
}
,
satisfies the Hl−1 condition.
A convex combination of Dirac measures µ =
∑N
i=1 λiδXi is called a prelaminate
of order (at most) N if the set {(λ1, X1), . . . , (λN , XN )} satisfies the HN condition.
This definition essentially says that the class of prelaminates is the smallest class of
probability measures that contains the Dirac masses and is closed under rank-one
splitting of its atoms. We remark that in the definition, the representation of µ as
a convex combination of Dirac measures is not necessarily unique and may have
repeated Xi’s, which will require some care later.
The following theorem is a special case of Theorem 4.12 in [7], see also Theorem
3.1 in [14].
Theorem 2.2. Let µ be a laminate with support inside a compact set K ⊆M2×ndiag ,
and let U ⊆ M2×ndiag be any relatively open neighbourhood of K
co. There exists a
sequence µ(n) of prelaminates supported in U , with common barycentre, such that
µ(n)
∗
⇀ µ.
The following version of Mu¨ller’s result on the space
M
2×n
diag :=
{(
a1,1 · · · a1,n−1 0
0 · · · 0 a2,n
)
∈ M2×n
}
,
will also be needed; a proof is given in Appendix A.
Theorem 2.3. Every homogeneous gradient Young measure supported in M2×ndiag is
a laminate.
Theorem 2.4. Every homogeneous gradient Young measure supported in M2×ntri is
a laminate.
Proof. The proof is divided into three parts.
(i) If µ is a homogeneous gradient Young measure supported in M2×ntri , then P#µ
is a homogeneous gradient Young measure.
(ii) If µ is a convex combination of Dirac measures supported in M2×ntri and P#µ
is a prelaminate, then µ is a prelaminate.
(iii) If µ is a probability measure with compact support in M2×ntri and P#µ is a
laminate, then µ is a laminate.
To prove (i), it is first shown that if T : M2×n →M2×n is defined by T (X) = AXB
where A ∈ M2×2 and B ∈Mn×n is invertible, then T#ν is a homogeneous gradient
Young measure whenever ν is a homogeneous gradient Young measure.
To show this, let f : M2×n → R be a quasiconvex function and let g = f ◦ T .
Let Ω ⊆ Rn be a nonempty bounded domain and let φ ∈ C∞0 (Ω,R
2). De-
fine ψ ∈ C∞0 (B
−1(Ω),R2) by ψ(x) = Aφ(Bx), and let X0 ∈ M
2×n. Then
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∇ψ(x) = A∇φ(Bx)B, and hence∫
Ω
g (X0 +∇φ(x)) dx
= |detB|
∫
B−1(Ω)
f (AX0B +∇ψ(y)) dy
≥ |detB|m
(
B−1(Ω)
)
f(AX0B) since f is quasiconvex,
=m(Ω)g(X0).
This shows that g is quasiconvex, which implies that∫
f d(T#ν) =
∫
g dν ≥ g(ν) = f (T (ν)) = f
(
T#ν
)
,
and therefore T#ν is a homogeneous gradient Young measure.
Now let
Ak =
(
1 0
0 k
)
, Bk =

1
. . .
1
1/k
 ,
and define P (k) : M2×n →M2×n by X 7→ AkXBk, so that for X ∈M
2×2
tri ,
P (k)(X) =
(
x1,1 · · · x1,n−1
x1,n
k
0 · · · 0 x2,n
)
.
Let µ be a (compactly supported) homogeneous gradient Young measure on M2×ntri .
Then P (k) → P uniformly on compact subsets of M2×ntri , and hence for any contin-
uous function f : M2×n → R,
lim
k→∞
∫
f d(P
(k)
# µ) =
∫
f d(P#µ).
Therefore P
(k)
# µ
∗
⇀ P#µ, and since the measures P
(k)
# µ live on a common compact
set, this shows that P#µ is a homogeneous gradient Young measure.
For (ii), let µ be a finite convex combination of Dirac measures, such that P#µ
is a prelaminate of order N . By induction on N it may be assumed that a convex
combination ν of Dirac measures on M2×ntri is a prelaminate whenever P#ν is a
prelaminate of order strictly less than N . Without loss of generality it may also
be assumed that the projection P is injective on the support of µ, since µ can be
obtained from its average along the e1 ⊗ en direction by rank-one splitting in the
e1 ⊗ en direction.
Therefore, by assumption µ can be written as µ =
∑N
i=1 λiδXi where the set
{(λi, P (Xi), ) : 1 ≤ i ≤ N} satisfies the HN condition. This means that after a
permutation of indices, rank(P (X1)− P (X2)) ≤ 1 and the set{(
λ1 + λ2, P
(
λ1X1 + λ2X2
λ1 + λ2
))
, (λ3, P (X3)) , . . . (λN , P (XN ))
}
satisfies the HN−1 condition. Hence rank(X1 − X2) ≤ 1, and by the inductive
assumption the measure
ν = (λ1 + λ2)δ λ1X1
λ1+λ2
+
λ2X2
λ1+λ2
+
N∑
i=3
λiδXi ,
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is a prelaminate. The measure µ is a prelaminate since it can be obtained from ν
by rank-one splitting. This proves (ii).
Suppose µ satisfies the assumptions of (iii). Let N be such that
suppµ ⊆ B(0, N), and identify M2×ntri with M
2×n
diag ×R. By disintegration (see The-
orem 2.28 in [1]) there exist probability measures λX on [−N,N ] such that∫
f dµ =
∫ ∫
f(X, t) dλX(t) d(P#µ)(X),
for all continuous f : M2×ntri → R, the inner integral being Borel measurable with
respect to X . Therefore applying Lusin’s Theorem (see [1, Theorem 1.45]) to
the bounded function X 7→ λX gives a uniformly bounded sequence of continu-
ous functions g(k)(X) = (X,ψ(k)(X)) from B(0, N) ∩M2×ndiag into B(0, N) ∩M
2×n
tri
approximating g(X) = (X,λX), in the sense that
lim
k→∞
(P#µ)
{
X ∈M2×ndiag : g
(k)(X) 6= g(X)
}
= 0.
It follows that for any continuous function f : M2×ntri → R,
(2.1) lim
k→∞
∫
(f ◦ g(k)) d(P#µ) =
∫
(f ◦ g) d(P#µ).
Using Theorem 2.2 let ν(j) be a sequence of prelaminates supported in a common
compact subset of M2×ndiag such that ν
(j) ∗⇀ P#µ. If f is rank-one convex, then∫
f dµ =
∫ ∫
f(X, t) dλX(t) d(P#µ)(X)
≥
∫
(f ◦ g) dP#µ by convexity in the e1 ⊗ en direction,
= lim
k→∞
lim
j→∞
∫
f dg
(k)
# ν
(j) by (2.1),
≥ lim
k→∞
lim
j→∞
f
(
g
(k)
# ν
(j)
)
by (ii),
= f(µ) by (2.1).
This shows that µ is a laminate, and therefore proves (iii).
Putting these together, if µ is a homogeneous gradient Young measure supported
in M2×ntri , then P#µ is a homogeneous gradient Young measure by (i), and therefore
a laminate by Theorem 2.3. The fact that P#µ is a laminate then implies that µ
is a laminate by (iii), and this proves the theorem. 
3. The 3-dimensional nonlinear space
Let
M
2×2
∗
= {X ∈M2×2 : detX = 0}, M2×2+ = {X ∈ M
2×2 : X12 > 0}.
The result of the previous section will be used to prove that every homogeneous
gradient Young measure on M2×2
∗
∩M2×2+ is a laminate. This is done via a change
of variables that is often described as a partial Legendre transformation and was
used in a similar context e.g. in [2, 4]. We will describe it now in detail, simplifying
a few arguments from [2] along the way.
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Given an open set Ω ⊆ R2 and a smooth function u = (u1, u2) : Ω→ R
2, consider
the functions
T1(x) = (x1, u1(x)), T2(x) = (x2, u2(x)).
If T1 is invertible with nonvanishing Jacobian, define the function v : T1(Ω)→ R
2
by v ◦ T1 = T2, that is
(3.1) v(x1, u1(x)) = (x2, u2(x)) for all x ∈ Ω.
This implies that
u(x1, v1(x)) = (x2, v2(x)) for all x ∈ T1(Ω).
which can be checked by substituting x = T1(y). If u has gradient X ∈ M
2×2 at
some point x ∈ Ω, then by the chain rule v has gradient
Ψ(X) =
1
X12
(
−X11 1
− detX X22
)
,
at the point T1(x), where Ψ is defined on M
2×2
+ . If S1(x) = (x1, v1(x)), then
S1(T1(x)) = x by (3.1), and therefore Ψ is a self-inverse mapping of M
2×2
+ onto
itself. The main motivation for introducing this transformation is the easily verified
fact that
Ψ
(
M
2×2
∗
∩M2×2+
)
= M2×2tri ∩M
2×2
+ .
Given a function h : M2×2+ → R, define the dual function h˜ : M
2×2
+ → R by
h˜(X) = X12h(Ψ(X)).
The term X12 corresponds to the determinant of ∇T1, which will later simplify the
change of variables in integration.
Given a probability measure µ on M2×2+ , define the dual probability measure µ˜
on M2×2+ by ∫
f dµ˜(X) =
1
µ12
∫
f˜ dµ.
for all Borel measurable f : M2×2+ → [0,∞]. The basic properties are summarised
in the following proposition.
Proposition 3.1. Let h : M2×2+ → R be a function, and let µ be a probability
measure with compact support in M2×2+ . Then:
(i) Ψ = Ψ−1;
(ii)
˜˜
h = h;
(iii) ˜˜µ = µ and supp µ˜ = Ψ(suppµ);
(iv) µ˜ = Ψ(µ) if and only if µ is polyconvex.
Proof. Part (i) has been shown, and (ii) follows from (i). For (iii), the fact that
supp µ˜ = Ψ(suppµ) follows directly from the definition of µ˜ and the support. The
barycentre of µ˜ is
(3.2) µ˜ =
∫
X dµ˜ =
1
µ12
∫
X12Ψ(X) dµ(X) =
1
µ12
(
−µ11 1
−
∫
detX dµ(X) µ22
)
.
This shows that µ˜12 =
1
µ12
, and thus∫
f d˜˜µ = µ12 ∫ f˜ dµ˜ = ∫ ˜˜f dµ = ∫ f dµ by (ii).
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Hence ˜˜µ = µ, and therefore (iii) holds. For (iv), the measure µ is polyconvex if and
only if
∫
detX dµ(X) = det(µ), so combining this with (3.2) finishes the proof. 
Recall that Mpc
(
M
2×2
+
)
is the set of polyconvex measures with compact support
in M2×2+ , and Mqc
(
M
2×2
+
)
, Mrc
(
M
2×2
+
)
are defined similarly.
Theorem 3.2. The function µ 7→ µ˜ maps M✷
(
M
2×2
+
)
bijectively onto itself, where
✷ ∈ {pc, qc, rc}.
Proof. If µ ∈ Mpc
(
M
2×2
+
)
then by Proposition 3.1
˜˜µ = µ = Ψ(Ψ (µ)) = Ψ(µ˜) ,
and therefore µ˜ ∈ Mpc
(
M
2×2
+
)
. This proves the result in the case ✷ = pc.
If ✷ = qc, the result will be proven for functions first, and then for measures.
Let h be quasiconvex on M2×2+ , let Ω ⊆ R
2 be a nonempty bounded domain, and
let A ∈ M2×2, φ ∈ C∞0 (Ω,R
2) be such that the range of A + ∇φ is contained in
M
2×2
+ . Then A ∈ M
2×2
+ . Let ψ(x) = Ax + φ(x), and write ψ = (ψ1, ψ2). Then
∂2ψ1 is bounded below by a positive constant. This implies that T1 is injective on
Ω, where
T1(x) = (x1, ψ1(x)), T2(x) = (x2, ψ2(x)).
The set T1(Ω) is bounded since ψ is Lipschitz, and T1 is a diffeomorphism from
Ω onto the bounded domain T1(Ω) by the Inverse Function Theorem. Hence a
Lipschitz map g : T1(Ω)→ R
2 can be defined by g ◦ T1 = T2. Let
g0(x) = g(x)−Ψ(A)x,
so that g0 ∈ C
∞
0 (T1(Ω),R
2), and (∇g)(T1(x)) = Ψ(∇ψ(x)). Then∫
Ω
h˜(A+∇φ(x)) dx =
∫
T1(Ω)
h(Ψ(A) +∇g0(x)) dx
≥ m(T1(Ω))h(Ψ(A))
= m(Ω)h˜(A),
where the last equality used the fact that m(T1(Ω)) = A12m(Ω), which follows
from an integration by parts or that the determinant is a null Lagrangian. This
inequality shows that h˜ is quasiconvex on M2×2+ .
By Theorem 1.6 in [7], a compactly supported probability measure µ on M2×2 is
a homogeneous gradient Young measure if and only if it satisfies Jensen’s inequality
for all quasiconvex f : U → R, where U is any open neighbourhood of (suppµ)co.
Hence if µ ∈ Mqc
(
M
2×2
+
)
and f : M2×2+ → R is quasiconvex on M
2×2
+ , then by
Proposition 3.1, ∫
f dµ˜ =
1
µ12
∫
f˜ dµ ≥
1
µ12
f˜(µ) = f
(
µ˜
)
,
and therefore µ˜ ∈ Mqc
(
M
2×2
+
)
. This covers the case ✷ = qc.
The case with ✷ = rc can also be done by duality; it suffices to show that f˜ is
rank-one convex whenever f is. This follows from the ✷ = qc case since a function
is rank-one convex if and only if it satisfies Jensen’s inequality for all homogeneous
gradient Young measures supported on two points, and this class of measures is
mapped onto itself by µ 7→ µ˜. 
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Corollary 3.3. Every homogeneous gradient Young measure supported on
M
2×2
∗
∩M2×2+ is a laminate.
Proof. This follows from Theorem 2.4 and Theorem 3.2, since if µ is a homoge-
neous gradient Young measure supported in M2×2
∗
∩ M2×2+ , then since Ψ maps
M
2×2
∗
∩M2×2+ onto M
2×2
tri ∩M
2×2
+ , the measure µ˜ is a homogeneous gradient Young
measure supported in M2×2tri ∩M
2×2
+ . Therefore µ˜ is a laminate, and this implies
that µ = ˜˜µ is a laminate. 
Appendix A. Appendix: The diagonal case
This section contains one particular generalisation of Mu¨ller’s result from the
2× 2 diagonal matrices M2×2diag to the subspace
M
2×n
diag :=
{(
a1,1 · · · a1,n−1 0
0 · · · 0 a2,n
)
∈ M2×n
}
, n ≥ 2.
This is used to prove the result for M2×ntri . The proof has only minor modifications
from the one in [12], but is included for convenience. As in [8], define the elements
of the Haar system in L2(Rn) by
h
(ǫ)
Q (x) =
n∏
j=1
h
ǫj
Ij
(xj), for x ∈ R
n,
where ǫ ∈ {0, 1}n \ {(0, . . . , 0)}, Q = I1 × · · · × In is a dyadic cube in R
n, the Ij ’s
are dyadic intervals of equal size and the convention 00 = 0 is assumed. A dyadic
interval is always of the form
[
k · 2−j, (k + 1) · 2−j
)
with j, k ∈ Z. For a dyadic
interval I = [a, b), hI is defined by
hI(x) = h[0,1)
(
x− a
b− a
)
for x ∈ R,
where
h[0,1) = χ[0, 12 )
− χ[ 12 ,1)
.
For j ∈ Z and k ∈ Zn, the notation h
(ǫ)
j,k = h
(ǫ)
Q will be used, where
Q = Qj,k =
[
k1
2j
,
k1 + 1
2j
)
× · · · ×
[
kn
2j
,
kn + 1
2j
)
.
The standard basis vectors in Rn or {0, 1}n will be denoted by ej . The Riesz
transform Rj on L
2(Rn) is defined through multiplication on the Fourier side by
−iξj/|ξ|. In [8, Theorem 2.1] and [12, Theorem 5] it was shown that if ǫ ∈ {0, 1}
n
satisfies ǫj = 1, then there is a constant C such that
(A.1)
∥∥∥P (ǫ)u∥∥∥
2
≤ C‖u‖
1/2
2 ‖Rju‖
1/2
2 for all u ∈ L
2(Rn),
where ǫ is fixed and P (ǫ) is the projection onto the closed span of the set{
h
(ǫ)
Q : Q ⊆ R
n is a dyadic cube
}
.
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Lemma A.1. If f : M2×n → R is rank-one convex with f(0) = 0, and if
u1, . . . , un−1, vn have finite expansions in the Haar system
ui =
∑
ǫn=0
K∑
j=J
∑
k∈Zn
a
(ǫ)
j,k,ih
(ǫ)
j,k for 1 ≤ i ≤ n− 1, and vn =
K∑
j=J
∑
k∈Zn
bj,kh
(en)
j,k ,
so that a
(ǫ)
j,k,i = bj,k = 0 whenever |k| is sufficiently large, then∫
Rn
f
(
u1 · · · un−1 0
0 · · · 0 vn
)
dx ≥ 0.
Proof. The assumption that a
(ǫ)
j,k,i = bj,k = 0 for |k| sufficiently large means the
integral converges absolutely. Let
u˜i =
∑
ǫn=0
K−1∑
j=J
∑
k∈Zn
a
(ǫ)
j,k,ih
(ǫ)
j,k for 1 ≤ i ≤ n− 1, and let v˜n =
K−1∑
j=J
∑
k∈Zn
bj,kh
(en)
j,k .
Then on QK,k, for any k ∈ Z
n,
u′i := ui − u˜i =
∑
ǫn=0
a
(ǫ)
K,k,ih
(ǫ)
K,k, v
′
n := vn − v˜n = bK,kh
(en)
K,k ,
and ∫
QK,k
f
(
u1 · · · un−1 0
0 · · · 0 vn
)
dx
=
∫
QK,k
f
(
u˜1 + u
′
1 · · · u˜n−1 + u
′
n−1 0
0 · · · 0 v˜n + v
′
n
)
dx1 · · · dxn.
The bottom row is constant in x1, . . . , xn−1 on QK,k, and so the function is convex
for the integration with respect to x1, . . . , xn−1. The terms u˜i and v˜n are constant
on QK,k, and the x1, . . . , xn−1 integral of u
′
i over the (n − 1)-dimensional dyadic
cube inside QK,k is zero (for any xn). Hence applying Jensen’s inequality for convex
functions gives ∫
QK,k
f
(
u1 · · · un−1 0
0 · · · 0 vn
)
dx
≥
∫
QK,k
f
(
u˜1 · · · u˜n−1 0
0 · · · 0 v˜n + v
′
n
)
dx1 · · · dxn.
Applying Jensen’s inequality similarly to the integration in xn, and summing over
all k ∈ Zn gives∫
Rn
f
(
u1 · · · un−1 0
0 · · · 0 vn
)
dx ≥
∫
Rn
f
(
u˜1 · · · u˜n−1 0
0 · · · 0 v˜n
)
dx.
By induction this proves the lemma. 
Proof of Theorem 2.3. Let µ be a homogeneous gradient Young measure supported
in M2×ndiag , and let f : M
2×n → R be a rank-one convex function. It is required to
show that ∫
f dµ ≥ f(µ).
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Without loss of generality it may be assumed that µ = 0 and that f(0) = 0. After
replacing f by an extension of f which is equal to f on (suppµ)co, it can also be
assumed that there is a constant C with
(A.2) |f(X)| ≤ C(1 + |X |2) for all X ∈M2×n.
Let Ω ⊆ Rn be the open unit cube. By the characterisation of gradient Young
measures [15, Theorem 8.16] there is a sequence φ(j) = (φ
(j)
1 , φ
(j)
2 ) in W
1,∞(Ω,R2)
whose gradients generate µ, which means that
(A.3) lim
j→∞
∫
Ω
η(x)g
(
∇φ(j)(x)
)
dx =
∫
g dµ ·
∫
Ω
η(x) dx,
for any continuous g and for all η ∈ L1(Ω). In particular ∇φ(j) → 0 weakly
in L2(Ω,M2×n). By the sharp version of the Zhang truncation theorem (see [13,
Corollary 3]) it may be assumed that
(A.4)
∥∥∥dist(∇φ(j),M2×ndiag)∥∥∥
∞
→ 0.
As in Lemma 8.3 of [15], after multiplying the sequence by cutoff functions and
diagonalising in such a way as to not affect (A.4), it can additionally be assumed
that φ(j) ∈W 1,∞0 (Ω,R
2) (the choice p =∞ is not that important, any large enough
p would work).
Let P1 : L
2(Rn)→ L2(Rn) be the projection onto the closed span of
{h
(ǫ)
Q : Q ⊆ R
n is a dyadic cube and ǫn = 0},
and let P2 : L
2(Rn)→ L2(Rn) be the projection onto the closed span of
{h
(ǫ)
Q : Q ⊆ R
n is a dyadic cube and ǫ = en}.
Write w(j) = ∇φ(j), so that by (A.4) and the fact that Ri∂jφ = Rj∂iφ,∥∥∥Rnw(j)1,1∥∥∥
2
, . . . ,
∥∥∥Rnw(j)1,n−1∥∥∥
2
→ 0,
∥∥∥R1w(j)2,n∥∥∥
2
, . . . ,
∥∥∥Rn−1w(j)2,n∥∥∥
2
→ 0.
Hence by (A.1) and orthogonality
(A.5)∥∥∥w(j)1,1 − P1w(j)1,1∥∥∥
2
, . . . ,
∥∥∥w(j)1,n−1 − P1w(j)1,n−1∥∥∥
2
→ 0,
∥∥∥w(j)2,n − P2w(j)2,n∥∥∥
2
→ 0.
The function f is separately convex since it is rank-one convex. Hence by the
quadratic growth of f in (A.2) (see Observation 2.3 in [10]), there exists a constant
K such that
(A.6) |f(X)− f(Y )| ≤ K(1 + |X |+ |Y |)|X − Y | for all X,Y ∈ M2×n.
Hence applying (A.3) with η = χΩ gives∫
f dµ = lim
j→∞
∫
Ω
f
(
w(j)
)
dx
= lim
j→∞
∫
Ω
f
(
P1w
(j)
11 · · · P1w
(j)
1,n−1 0
0 · · · 0 P2w
(j)
2,n
)
dx,(A.7)
by (A.4), (A.5), (A.6) and the Cauchy-Schwarz inequality. The functions w(j) are
supported in Ω and satisfy
∫
Ωw
(j) dx = 0 by the definition of weak derivative.
Hence the L2(Rn) inner product satisfies
〈
w(j), h
(ǫ)
Q
〉
= 0 whenever Q is a dyadic
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cube not contained in Ω. This implies that P1w
(j) and P2w
(j) are supported in Ω.
The integrand in (A.7) therefore vanishes outside Ω, and so∫
f dµ = lim
j→∞
∫
Rn
f
(
P1w
(j)
11 · · · P1w
(j)
1,n−1 0
0 · · · 0 P2w
(j)
2,n
)
dx ≥ 0
by (A.6) and Lemma A.1. This finishes the proof. 
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