ABSTRACT Microarray technology is a popular technique that has been extensively applied in cancer diagnosis. Many studies have used high-dimensional microarray data to identify informative features to classify the types of cancer, yet numerous irrelevant features that exist in microarray data may introduce the noise and decrease classification accuracy. Regularization techniques are common methods for feature selection, which can be used to reduce irrelevant features and avoid overfitting. In recent years, different regularization methods have been proposed. Theoretically, the L q (0 < q < 1) type penalty function with the lower value of q would acquire better sparse solutions. In addition, the loss function in most regression models is based on least-squares minimization. However, the least-square method is sensitive to noise and has poor robustness, especially when the error has a heavy-tailed distribution. It is well known that the least absolute deviation regression is the most common method for the robust regression, which can overcome the big noise problem. In general, there is a high level of noise in microarray data, which deter the development of microarray technology. To solve the above-mentioned problems, we propose a robust logistic regression based on the L q (0 < q < 1) regularization approach, which is a feasible and effective approach for feature selection in microarray classification. The L q (0 < q < 1) regularization leads to a non-convex optimization problem that is difficult to be solved. In this paper, we utilize a genetic algorithm based on the global search strategy to obtain an optimal solution.
I. INTRODUCTION
DNA microarray technologies are considered as a breakthrough technology in biology. The applications of microarray technology can help researchers to identify potential informative genetic biomarkers and classify cancerous tissue and normal tissue according to gene expression profiles. There are many studies that have successfully used gene expression data to classify the types of cancer and predict the clinical outcomes and prognosis of cancer patients [1] - [3] . In the past ten years, numerous techniques have been applied to gene expression data, but it cannot be proved that the classification performance is very accurate as expected. This is because several characteristics in gene expression microarray data that hinder the development of these techniques. One of the characteristics of gene expression microarray data is sparse high dimensionality with small sample size. The other one is the high level of technical noise in microarray data. We believe that it is very meaningful to overcome these two bottlenecks, which can efficiently improve the accuracy of microarray classification.
irrelevant [4] . In the view of machine learning, numerous irrelevant features may introduce noise and reduce the accuracy of classification. Beyond that, the high dimensionality of features in few samples can lead to the overfitting problem of the classifier. To address this problem, it is necessary to utilize dimensionality reduction techniques to improve the classifier's generalization by decreasing the effects of the overfitting. Feature selection is a common technique for dimensionality reduction, which has become an essential need in areas of bioinformatics applications [5] . Many methods for the feature selection of microarray data have been proposed. There are four main categories of feature selection, which depend on how they combine the feature selection with the classification model's construction [5] : filter [6] - [8] , wrapper [9] - [11] , embedded [12] and combined methods [13] . The regularization method is one of an important embedded technique that can successfully be used as a feasible method for feature selection, since it performs both continuous shrinkage and automatic feature selection simultaneously [14] . The applications of regularization methods are increasingly more popular in high-dimensional feature selection, especially in gene expression DNA microarray data. The L 1 penalty [15] is one of the most popular regularization methods and has been widely used in high-dimensional datasets. After that, some researchers proposed the L 1 type regularization, such as the Adaptive Lasso [16] , the smoothly clipped absolute deviation (SCAD) penalty [17] , and the minimax concave penalty (MCP) [18] , which are the prevalent regularization methods. In theory, the L q (0 < q < 1) type penalty function with the lower value of q would acquire better sparse solutions. In recent years, Xu et al. [19] proposed the L 1/2 regularization that can be treated as a representative of the L q (0 < q < 1) penalty. In the view of biology, there may be the same biological processes among the group of functionally related genes [20] . Therefore, several researchers have developed with sparse group regularization methods, such as the group lasso [21] , elastic net [22] , hybrid L 1/2 + L2 regularization (HLR) [23] .
• High levels of noise exist in the microarray data. One of the reasons for limiting the performance of a classifier is high levels of noise in the microarray data. In machine learning, a general choice for the loss function is the quadratic loss, typically utilizing least-squares minimization. However, the least-squares estimate is sensitive to noise and has poor robustness, especially when the error is heavy tail distribution, the prediction results are not ideal. Hence, the least square loss function is not suitable for high-noise microarray data. To decease the influence of noise, robust regression models have been proposed. The least absolute deviation (LAD) regression is one of the robust methods and the LAD minimizes the mean absolute errors rather than the mean squared errors, which is robust to noise [24] .
To overcome the above two obstacles and improve the accuracy of the microarray classification, various researchers proposed the regularized least absolute deviation regression model, which combines the advantages of two methods. Wang et al. [24] first proposed the combination of robust regression and regularization method, called the RLAD model. Wang et al. [25] and Xu and Ying [26] have further extended RLAD to the LAD-Lasso and LAD-Adaptive Lasso model, respectively. Clearly, these models belong to the L 1 regularization framework. Furthermore, Xu et al. [27] has validated that the variable selection capability for the L q (0 < q < 1) regularization framework is superior to the L 1 regularization framework in many cases. The L q (0 < q < 1) regularization possesses consistent variable selection, which has a good variable selection capability. Chang et al. [28] proposed the LAD-L q (0 < q < 1) regularization model, which is superior to some based on the ordinary least squares and L 1 penalization approaches in feature selection.
A series of machine learning approaches have already been developed to classify the types of cancer using gene expression microarray data. Support vector machines (SVMs) were used to classify tissue and cell types based on the microarray expression data [29] . The K-nearest neighbors (K-NN) were applied to in the diagnosis and classification of breast cancer [30] . The logistic regression is one of most used machine learning method for binary cancer classification [23] , [31] - [34] .
In this paper, we focus on the logistic regression model for microarray classification. The logistic regression is a significant data analysis method and a type of probabilistic statistical classification model, that has been widely applied to the binary classification problem. The researchers developed a series of regularized logistic regression models to select the significant features in classification problems. Shevade and Keerthi proposed the sparse L 1 penalized logistic regression model [15] and the Gauss-Seidel method [35] . Cawley and Talbot achieved the sparse logistic regression algorithm with Bayesian regularization [32] . ZY Algamal et al. developed the regularized logistic regression with adaptive Lasso [36] and adaptive elastic net [37] for gene selection in high dimensional cancer classification, respectively.
Inspired by the abovementioned methods, we proposed a robust sparse logistic regression model with the L q (0 < q < 1) regularization method, which can obtain a significantly efficient prediction performance in the microarray expression dataset with high level noise. The L q (0 < q < 1) regularization with the sparse solution is an ideal method for feature selection, yet it is a non-convex optimization problem that is difficult to compute. The genetic algorithm is one of the most popular global optimization algorithms [38] . In this paper, we utilize genetic algorithm based on the global search strategy to obtain an optimal solution. The remaining part of this paper is organized as follows: In Section II, we present the robust sparse logistic regression model with the L q (0 < q < 1) regularization approach and utilize a tuning parameter estimation to eliminate the influence of parameters. Then, we utilize a genetic framework to solve the robust sparse logistic regression model with the L q (0 < q < 1) regularization for feature selection in classification. VOLUME 6, 2018 The simulation performance and real data result of the robust L q (0 < q < 1) penalized logistic regression model is compared with the other logistic regression model with different penalty functions, which are shown in Sections III and IV, respectively. In Section V, we briefly analyzed the biological significance of the selected genes. Lastly, the conclusion of this paper is shown in Section VI.
II. METHODS
A. Robust Logistic Regression With the L q (0 < q < 1) Regularization
In the research, we concentrate on a generic binary classification problem. The dataset X = (x 1 , y 1 ) , (x 2 , y 2 ) , . . . , (x n , y n ) has n samples with two classes. x i = x i1 , x i2 , . . . , x ip is the i th input sample with dimensionality p, and x ij represents the value of the expression of the j th gene for the i th sample. y i is a corresponding variable that takes the value of 0 or 1, which represents the class of the i th sample. y i = 0 represents that the i th sample belongs to class 1 and y i = 1 represents that the i th sample in belongs to class 2.
We firstly consider the traditional logistic regression model [39] , which can be expressed as:
where β = β 1 , β 2 , . . ., β p are the estimate coefficients. The first order derivative at β can be estimated as:
where µ (
. We adopted the NewtonRaphson method to obtain the optimal solution of the β. Thus, at each iteration, solves the following weighted least squares normal equation:
where X is an n-by-p matrix, W is a diagonal matrix and the diagonal elements
T . Therefore, the logistic regression model can be converted to the linear regression model with the least-squared estimate:
To overcome the shortcomings of least-squares estimate, especially when the input data X with high level noise, the least absolute deviation was adopted, which can overcome big noise problem. The estimated value β is written as:
Setting Y i = √ w i z i and x i = √ w i x i . The regularization term was added to the robust sparse logistic regression model as the following form:
However, the L 1 regularization has some obviously shortage [19] and the L q (0 < q < 1) regularization framework possesses much better theoretical properties and application performance [19] , [40] , [41] . Therefore, the robust sparse logistic regression model with the LAD and L q (0 < q < 1) approaches is given by the following:
The robust logistic regression model with the L q (0 < q < 1) regularization possesses some excellent properties, such as sparsity, unbiasedness, oracle properties and consistent for variable selection [28] . Due to that many attractive theoretic properties, the robust sparse logistic regression model with the L q (0 < q < 1) regularization is naturally proposed.
B. NO PARAMETER WEIGHTED ITERATIVE ALGORITHM
The robust logistic regression with LAD-L q (0 < q < 1) regularization is a type of non-convex optimization problem, which can be efficiently solved by the weighted iterative algorithm [26] , [42] , [43] . The basic idea of this algorithm is using the one-term Taylor series expansion to approximately replace the regularization term |β| q at some point. |β| q has the form as follows:
Therefore, the weighted iterative algorithm for the robust logistic regression model with LAD-L q (0 < q < 1) regularization can be written as follows:
The key to solving this optimization algorithm is how to design the scale parameter λ n,j . According to [28] , we utilize the maximum a posteriori estimation to obtain λ n,j . Assuming the regression coefficient has the following prior distribution:
Then the optimal λ can be selected by minimizing the following BIC-type objective function:
This leads to the tuning parameter estimates λ n,j = log(n) |βj| q . For the practical execution, we do not know the values of β j . A natural idea is using the unpenalized LAD estimatorβ LAD,j , which producesλ
Noting thatβ LAD,j is √ n-consistent. Literature [41] proved that the LAD-L q (0 < q < 1) regularization has a consistent variable selection ability.
The no-parameter weighted iterative algorithm for the LAD-L q (0 < q < 1) penalized logistic regression model is described as follows.
Step1: Set t ← 0 and maximum number of iterations k, Initialize β 0 =β LAD ; Step2:Initialize w i , z i and u i based on β 0 , i = 1, 2, ..., n; Step3: Update β t+1 ;
Step 3.1:
Step 3.3:
Step 4: Repeat Step 3, until t ≥ k.
According to the no-parameter weighted iterative algorithm, we do not need to set regularization parameter λ and select q. In addition, we add a very small value in the denominator for the case of β t j = 0 in the process of coding implementation. In Step 3 of Algorithm 1, we utilize the genetic algorithm to search the global optimal solution and obtain the optimal solution of the estimate coefficients β.
C. GENETIC ALGORITHM
The genetic algorithm is a heuristic solution-search or optimization technique, which is motivated by the Darwinian principle of evolution through (genetic) selection [44] . This algorithm has been successfully applied in variety of fields of significant complexity, such as robot path planning [45] , cancer classification [46] , [47] and the traveling salesman problem [48] . The genetic algorithm possesses a population of chromosomes that are evolved by first evaluating the performance of each chromosome according to the fitness function, and then selecting, crossover and mutating the best performing solutions to generate the next generation of chromosomes. The process will stop when it reaches a certain time or when the desired fitness is achieved. The calculation of the estimated coefficients based on the genetic algorithm is described as follows.
1) FITNESS FUNCTION
The fitness function is a computation that evaluates the quality of chromosomes and decides which chromosome can be a solution to a specific problem. According to our proposed Algorithm 2 Genetic Algorithm 1. Begin; 2. Randomly generate an initial population of C chromosomes; 3. For j = 1 to the number of generations; 4. Do the fitness function on each chromosome in the population; 5. Do selection operator; 6.
Select C chromosomes as parents; 7. Do crossover operator; 8.
Select C/2 pairs of parent chromosomes at random; 9.
Foreach pair of parent chromosomes i a and i b ; 10.
i c1 and i c2 = crossover (i a and i b ); 11.
End; 12. Do mutation operator; 13.
Foreach chromosome i; 14.
Generate an offspring i m = mutation (i)
approach, the fitness function has the following form:
where Y i = √ w i z i and x i = √ w i x i and β = β 0 , β 1 , . . . , β p are the estimate coefficients.
2) SELECTION OPERATOR
Our selection operator applies random sampling with replacement, which select the parent chromosomes from the population based on the results of the fitness function. Chromosomes with high fitness values are more likely to be selected. The selected chromosomes are used as parents to generate children with higher fitness.
3) CROSSOVER OPERATOR
We randomly selected C/2 pairs of parent chromosomes and each pair of parent chromosomes applied the flat crossover operator [44] to mix with each other to generate two new child chromosomes for the next generation. The crossover operator selects a random real number which is either min or max from parent chromosomes and then assign this real number to a child chromosome. In our experiments, the crossover probability equals to 0.7.
4) MUTATION OPERATOR
The mutation operator can randomly modify the chromosome, which can increase the diversity of the population and expand the exploration of the search space. In our experiments, each chromosome with the mutation probability VOLUME 6, 2018 equals to 0.1, and the range of the mutation operator follows:
III. ANALYSIS OF SIMULATED DATA EXPERIMENTS
In this part, we assess the simulation performance of the robust sparse logistic regression with the L q (0 < q < 1) regularization method compared to four other different penalized logistic regression methods: the sparse logistic regression with the L 1/2 regularization, the sparse logistic regression with the L 1 penalty, the sparse logistic regression with the smoothly clipped absolute deviation (SCAD) penalty and the sparse logistic regression with the elastic net (L EN ) penalty.
Based on the character of microarray gene expression data, we generated low sample size and high-dimension simulation data with a plenty of irrelevant features. Using the normal distribution to generate X = X 1 , X 2 , . . . , X n with n samples and each sample possesses p features, for the i th
, where ρ is the correlation coefficient [49] . The simulated dataset generated from the logistic regression model has the following form:
where ε = (ε 1 , . . . , ε n ) T is the independent random errors from N (0, 1) and σ is the noise control parameter. In the simulated datasets, we generate microarray gene expression datasets, which have high-dimensionality and low-sample size characteristics. In every simulation, the dimension p of the predictor vectors X i is 1000, and there are ten nonzero genes: β 1 = 1.2, β 4 = 1.6, β 7 = 0.9, β 15 = 1.5, β 19 = −0.9, β 23 = −1.2, β 26 = 1, β 30 = −0.5, β 35 = 1.3 and β 36 = 0.8. The rest of the 993 coefficients β are equal to zero.
In the simulation experiment, we divided the datasets into a training sample dataset and a testing sample dataset.
We generated training sample size of n = 100, 150 and 200, a correlation coefficient ρ = 0 and 0.3 and the noise control parameter σ = 0.2 and 0.6, respectively. Each penalized logistic regression model was assessed by the testing sample dataset that included 50 samples. The genetic algorithm for the robust logistic regression with the L q regularization does not need to tune the regularization parameter. For the other penalized logistic regression models (L 1/2 , L 1 , SCAD and L EN ), the efficient coordinate descent algorithms were adopted, and their regularization parameters were tuned by the 10-fold cross validation. Each procedure was repeated 50 times. Table 1 shows the average number of total genes and the correct genes that are selected by different penalized logistic regression methods. It is clearly shown that the robust logistic regression with the L q regularization and L 1/2 regularization selected average number of genes that are very close. However, the precision of L 1/2 regularization for the correct feature selection is lower than the L q regularization, except for the case where (n = 150, ρ = 0, σ = 0.6). The robust logistic regression with the L q regularization has the best precision for the correct feature selection, except for the two cases of (n = 150, ρ = 0, σ = 0.6) and (n = 100, ρ = 0.3, σ = 0.2). Conversely, the L 1 penalty and L EN penalty always select the highest number of genes and both methods have poor precision for the correct feature selection, except for the case of (n = 100, ρ = 0.3, σ = 0.2) for the L 1 penalty. For the SCAD, the average number of both the total selected genes and the correct genes is worse than the L q regularization and L 1/2 regularization, but better than the L 1 penalty and L EN penalty. Moreover, with the decrease of the noise parameter σ and the correlation coefficient ρ, or the increase of the sample size n, the number of correct selected genes obtained by five penalized logistic regression methods increases. We use the absolute error (AE) to measure the accuracy of the observed y i and estimated probabilities y i , AE = n i=1 y i − y i . Fig. 1 shows the absolute error obtained by different penalized logistic regression methods with different parameter settings. The y-axis is the value of absolute error, and the x-axis represents the different parameter settings of the correlation coefficient ρ and the noise control parameter σ , which are grouped by the sample size n. For instance, n = 200, 0.3//0.2 represents ρ = 0.3 and σ = 0.2 under the sample size n = 200. As shown in Fig. 1 , as the training sample size n increases, the absolute error of all the five penalized logistic regression methods are promoted. For example, when ρ = 0.3 and σ = 0.6, the absolute error of the robust logistic regression with the L q regularization are 9.96, 6.1 and 2.97 with the training sample sizes of n = 100, 150 and 200, respectively. With the correlation coefficient ρ and the noise parameter σ increasing, the absolute error of all the five penalized logistic regression methods are decreased. For instance, when ρ = 0.3 and n = 100, the absolute error of the robust logistic with the L q regularization increased from 4.85 to 9.96, in which σ increased from 0.2 to 0.6, respectively. When σ = 0.6 and n = 150, the absolute error of the robust logistic regression with the L q regularization increased from 4.65 to 6.1, in which ρ increased from 0 to 0.3.
In addition to that, we can find that the noise control parameter σ may exerts a greater influence than the correlation coefficient ρ for the selection accuracies of all the five penalty functions. Moreover, when the parameter settings are the same, the absolute error of the robust logistic regression with the L q regularization is better than the other four different regularized logistic regression methods. For instance, when ρ = 0.3, σ = 0.6 and n = 200, the absolute error of the robust logistic regression with the L q regularization method is 2.97, which is much better than the 10.7, 17.64, 11.38 and 19.78 obtained by the L 1/2 regularization, L 1 , SCAD and L EN methods, respectively. when the training sample size is n = 150 and the correlation coefficient is ρ = 0.3. The y-axis is the value of the absolute error, the x-axis represents the value of the noise control parameter σ , and the training sample size of n = 150 and the correlation coefficient of ρ = 0.3 are fixed. When the noise control parameter is increased from 0.2 to 1, the selection accuracies of all methods decrease. For example, the absolute error of the robust logistic regression with the L q regularization increased from 2.32 to 5.64 with the noise setting increasing. However, the robust logistic regression with the L q regularization is superior to the other four penalized methods in the noise data environment. For example, when the noise control parameter is σ = 0.8, the absolute error of the robust logistic regression with the L q regularization is 4.64, which is much smaller than 15.67, 25.59, 16.46 and 36.48 obtained by L 1/2 regularization, L 1 penalty, SCAD and L EN penalty, respectively. In Fig. 2 , it clearly demonstrates that the absolute error of the L 1/2 regularization and SCAD were very close, the L EN penalty has the largest absolute error and absolute error of L 1 is superior to the L EN but worse than L q regularization, L 1/2 regularization and SCAD penalty. Consequently, the robust logistic regression with the L q regularization can obtain robust and stable performance for variable selection, especially in a high-noise environment.
IV. ANALYSIS OF REAL DATA EXPERIMENTS
In this part, we compared five logistic regression with different regularization methods on 3 publicly available lung cancer gene expression datasets: GSE19804, GSE40419 and GSE10072. All these publicly available lung cancer gene expression datasets can be download from GEO (https://www.ncbi.nlm.nih.gov/geo/). A brief description of these public datasets is shown and summarized in Table 2 .
To calculate the performance of the logistic regression with different penalty functions, the original public dataset is randomly divided into a training dataset and testing dataset. Approximately 65 percent of the samples become the training dataset and the rest of the samples turn into the testing datasets to assess the predictive performance. The information of the training datasets and testing dataset are described in more detail in Table 3 . Table 4 shows the absolute error obtained by the logistic regression with different regularization methods in different real gene expression datasets. In Table 4 , we demonstrate that the robust logistic regression with the L q regularization can achieve the best classification performances with the least absolute error, which are much smaller than those of the other penalized logistic regression models. In addition, the L 1/2 regularization has the secondbest absolute error, and L 1 penalty and L EN penalty have the worst prediction accuracy with the highest absolute error.
The classification performance of the different methods for the three datasets are reported in Table 5 . The classification accuracy with the corresponding testing dataset and the numbers of selected genes are clearly demonstrated in Table 5 . For the GSE19804 dataset, the logistic regression with the L q regularization reaches the classification accuracy of 90.00% with approximately 14 selected genes. The logistic regression with the L 1/2 regularization and SCAD penalty achieve the 87.50% classification accuracy with approximately 14 and 39 genes selected, respectively. The L 1 penalized logistic regression method has 82.50% classification accuracy and with approximately 157 genes that have been selected.
The worst is the L EN penalty, which reaches the classification accuracy of 75.00% with approximately 213 selected genes. This means that the logistic regression with different regularization functions (L q , L 1/2 , L 1 , SCAD and L EN ) can successfully be applied in classifying high-dimensionality datasets. Note that, the robust logistic regression with the L q regularization and the L 1/2 regularization have selected the same number of genes in this classification, but the L q penalty has the higher classification accuracy than L 1/2 regularization. For the GSE40419 dataset, the average classification accuracy of the L q regularization and L 1/2 regularization achieves 95.52% with approximately 7 and 9 genes selected, respectively. The classification accuracy of the SCAD and L EN penalty up to 91.04% and with 41 and 317 selected genes, respectively. The accuracy of the logistic regression with the L 1 penalty is 88.06% with 128 selected genes. In the GSE40419 dataset, the L q regularization achieves the highest classification accuracy rates under fewer significant genes compared with those of the L 1/2 regularization, L 1 penalty, SCAD and L EN penalty. For the GSE10072 dataset, the logistic regression with the L 1/2 regularization has the best classification accuracy and 20 selected genes. The logistic regression with the L q regularization has the same number of selected genes with the classification accuracy of 94.59%. For the other three methods L 1 penalty, SCAD and L EN penalty have the 83.78%, 86.49% and 91.89% classification accuracy with 171, 160 and 159 genes selected, respectively. Combining the results of Table 6 and Table 5 , in the GSE10072 dataset, the L q regularization and L 1/2 regularization selected the same number of genes and the classification accuracy of L q regularization is lower than L 1/2 regularization, but the absolute error is less than L 1/2 regularization. According to Table 4 and Table 5 , we can summarize that the regularization method has an excellent performance for classification and the robust logistic regression with the L q regularization possesses good classification performance with lower significant gene selected. For diagnostic applications, the important consideration is to develop a cost-effective detection tool that can select as few significant genes as possible.
V. BRIEF BIOLOGICAL ANALYSIS OF THE SELECTED GENES
A brief biological analysis of the genes that were selected from the lung cancer dataset is shown in this section. The 10 top-ranked significant genes selected by five different penalized logistic regression models in the GSE19804 dataset are shown in Table 6 . The biologically experimental results demonstrated that the frequently selected gene sets are closely associated with lung cancer. Table 6 shows the most frequently selected gene set of each penalized logistic regression method for lung cancer classification, including the NCK-associated protein 5 (NCKAP5) and advanced glycosylation end product-specific receptor (AGER) genes. The advanced glycosylation end product-specific receptor is a member of the immunoglobulin superfamily, interacts with other implicated molecules in homeostasis and lead to a certain disease. Kluth et al. [50] showed that the partial deletion of the NCK-associated protein 5 gene might cause cancer. Some genes are only frequently identified by the robust logistic regression with the L q regularization but are not discovered by the L 1/2 regularization, L 1 penalty, SCAD and L EN penalty. According to the literature, we verified that they are cancer-related genes. For the GSE19804 dataset, the hedgehog interacting protein (HHIP) and immunoglobulin heavy constant gamma 1 (IGHG1) genes were selected by Yang et al. [51] , Zhang et al. [52] . The evidence from these studies demonstrated that HHIP and IGHG1 are lung cancer related proteins.
According to the experimental results, the robust logistic regression with the L q regularization can find the relevant genes, which can also be selected by other penalized logistic regression models, and can also find some unique genes, which cannot be identified by other penalized logistic regression models but are significantly related to the disease. Therefore, we believe that the robust logistic regression with the L q regularization can accurately and efficiently identify cancer-related genes.
VI. CONCLUSIONS
There are two characteristics in gene expression microarray data that deter the performance of microarray classification. One is sparse high dimensionality with small sample size, and the other one is a high level of noise. To reduce the influences of these two factors, we propose a novel sparse logistic regression model based on the least absolute deviation and L q (0 < q < 1) regularization for feature selection in classification, particularly on the noisy microarray gene expression datasets. Our proposed method both decreases the influence of noise and acquires a sparse solution.
The robust logistic regression with the L q (0 < q < 1) regularization is a type of non-convex optimization problem. We introduced a no-parameter weighted iterative algorithm and a genetic algorithm to solve it. According to the noparameter weighted iterative algorithm, it is not necessary to tune the regularization parameter λ and select q. We utilize the genetic algorithm based on global search strategy to obtain an optimal solution.
Both the simulation and real data studies show that the robust logistic regression with the L q (0 < q < 1) regularization method achieves a higher classification accuracy with lower absolute error than the sparse logistic regression with the penalties of L 1/2 regularization, L 1 penalty, SCAD and L EN penalty, especially in the noise data environment.
More importantly, the fewer but informative genes that have been selected are important for clinical applications, where the usual goal is to utilize a few disease-related genes for cancer prediction to control costs. Therefore, the L q (0 < q < 1) penalized robust logistic regression approach is the effective technique for feature selection using gene expression data in classification problems. CHENG PENG received the degree in computer science and technology from the Beijing Normal University, Zhuhai, in 2013, and the M.Sc. degree from the Macau University of Science and Technology in 2015, where he is currently pursuing the Ph.D. degree. His current research interests include computer vision and artificial intelligence. VOLUME 6, 2018 
