I. INTRODUCTION
E XPERIMENTAL evidence suggests that the estimation of the cortical activity performed with the use of neuroelectromagnetic recordings improves with the use of the hemodynamic information recording during the same task [1] - [9] . This increase in the quality of the estimation of cortical activity was also assessed during simulation studies that clearly demonstrated the advantage of the inclusion of the functional magnetic resonance imaging (fMRI) priors into the cortical estimation process [5] , [7] . These results could be framed in a general context in which the use of multimodal integration of neuroelectric (EEG), neuromagnetic (magneto-encephalography, MEG), and hemodynamic data for the estimation of the cortical activity increase the quality of the cortical activity estimation [6] - [13] . However, the simple imaging of brain regions activated during particular tasks does not convey information about how these regions communicate to each other to make task execution possible. The concept of brain connectivity is viewed as central for the understanding of the organized behavior of cortical regions, beyond the simple mapping of their activity [14] - [17] . Two main definitions of brain connectivity have been proposed: functional and effective connectivity [18] . Functional connectivity is defined as a temporal correlation between spatially remote neuro-physiologic events; the effective connectivity is defined as the simplest brain circuit which would produce the same temporal relationship as observed experimentally between cortical sites.
As for the effective connectivity, structural equation modeling (SEM) is a technique that has been used to assess connectivity between cortical areas in humans from hemodynamic and metabolic measurements [16] , [19] - [21] . However, the estimation of effective cortical connectivity obtained from fMRI data has a low temporal resolution (in the order of seconds) which is far from the time scale in which the brain normally operates. Hence, it became of interest to understand if the SEM technique can be applied to cortical activity obtained applying the linear inverse techniques to high resolution EEG data [22] .
As for the functional connectivity, the methods proposed in literature typically involve the estimation of some covariance properties between the different time series measured from different spatial sites, during motor and cognitive tasks, by EEG and fMRI techniques [1] , [4] , [17] , [23] . Due to evidence that important information in the EEG signals are coded in frequency rather than in time domain (reviewed in [24] ), attention was focused on detecting frequency-specific interactions in EEG or MEG signals, for instance by means of the coherence between the activity of pairs of channels [25] - [27] . However, coherence analysis does not have a directional nature (i.e., it just examines whether a link exists between two neural structures, by describing instances when they are in synchronous activity). In this respect, multivariate spectral techniques called directed transfer function (DTF) or partial directed coherence (PDC) were proposed [28] , [29] to determine the directional influences between any given pair of channels in a multivariate data set. Both DTF and PDC can be demonstrated [29] - [31] to rely on the key concept of Granger causality between time series [32] , according to which an observed time series causes another series if the knowledge of 's past significantly improves prediction of . This relation between time series is not reciprocal, i.e., may cause without necessarily causing . This lack of reciprocity allows the evaluation of the direction of information flow between structures. These estimators are able to characterize both the direction and spectral properties of the brain signals, and require only one multivariate autoregressive (MVAR) model estimated from all the EEG channels. The advantages of MVAR modeling of multichannel EEG signals were stressed recently [33] , by demonstrating the advantages of multivariate methods with respect to the pairwise autoregressive approach, both in terms of accuracy and of computational cost.
Several simulation studies clearly demonstrated that the estimation of cortical connectivity patterns could be performed with the SEM, DTF, PDC, and direct directed transfer function (dDTF) methods with a relative low amount of errors [22] , [34] , [35] .
The goal of this paper is to review the principal methods for the estimation of the cortical connectivity from neuroelectric and neuromagnetic signals that use the MVAR approach for all concerns the estimation of functional connectivity, and that use the SEM for the estimation of effective connectivity. A brief review of the nonlinear methods like the phase synchronization will be also given. While other methods exists for the estimation of cortical connectivity between cerebral regions [36] , they are already explained and applied in other papers proposed in the present special issue on the estimation of cortical connectivity.
Comparisons will be made between cortical connectivity estimators in order to answer the following questions.
1) Does the application of effective and functional connectivity estimators (namely the SEM and the DTF) on the same data recorded from sequential finger tapping return the same cortical connectivity pattern? 2) For the specific datasets presented, will the application of different methods of functional connectivity analysis (namely DTF, PDC, and dTF) return the same cortical connectivity patterns?
II. ESTIMATION OF CORTICAL SOURCE CURRENT DENSITY
In order to estimate the cortical activity from neuroelectromagnetic measurements by using the distributed source approach [5] a lead field matrix A has to be computed for each EEG recording performed. Such matrix depends critically by the information on the sensors position as well as information about the actual geometry of the subject's head. The geometrical information of the subject's head is obtained by the analysis of the magnetic resonance images of the head. Three tessellated surfaces were extracted: the inner and outer skull surface and scalp surface, about 500 triangles each. Conductivity of the skull compartment was usually set to 15 mS/m; conductivity of both the scalp and the brain compartments was set 15 times higher than the skull. The cortical sources were modeled using a distributed model with realistic cortical shape [8] , [37] . A tessellated surface representing the cortical mantle (about 5000-7000 triangles on average) was extracted through an iterative procedure, which fitted it halfway between the white/gray and the gray/CFS interfaces. The source model was composed of about 3000-4000 current dipoles, positioned at the vertices of the cortical tessellation, with direction normal to the local pseudo-tangent plane. Several cortical regions of interest (ROIs) can be drawn on the computer-based cortical reconstruction of the individual head models. One possible way to generate such ROIs is a priori, based on the localization of the Brodmann areas. From this point of view it is possible to average together all the cortical activity estimated in the particular Brodmann area as suggested in the following. The estimation of the cortical source current density in the ROIs was performed in agreement with the standard procedure described elsewhere [11] , [12] .
III. EFFECTIVE CONNECTIVITY
Effective connectivity can be defined as "the influence that one neural system exerts over another either directly or indirectly" [39] . Characterizing brain activity in terms of effective connectivity requires a causal model, in which regions and connections of interest are specified by the researcher, often constrained by a combination of neuroanatomical, neuropsychological, and functional neuroimaging data. This is a crucial point when considering the distinction between functional and effective connectivity because it emphasizes the shift between a descriptions of what the brain does to a theory of how it does it.
A. Linear Approach
The SEM is a technique developed at first in the social sciences, and later used in neuroscience, at first to assess connectivity between cortical areas in humans from hemodynamic and metabolic measurements [16] , [19] , [21] and later from high resolution EEG data [22] . The basic idea of SEM considers the covariance structure of the data [19] and structural model involving different cortical structures. In SEM, the parameters are estimated by minimizing the difference between the observed covariances and those implied by a structural or path model. In terms of neural systems, a measure of covariance represents the degree to which the activities of two or more regions are related.
A full mathematical description of the SEM applied to hemodynamic and neuroelectric measurements can be found in literature [16] , [19] , [21] , [22] .
B. Nonlinear Approach
In the context of nonlinear time series analysis various measures of synchronization have been introduced. In 1996, Rosenblum et al. showed that coupled chaotic oscillators can display phase synchronization even when their amplitudes remain uncorrelated [40] . Phase synchronization is then characterized by a non uniform distribution of the phase difference between the two analyzed time series. Such synchronization estimates it is not dependent upon the amplitudes of the signals (as for instance the spectral coherence) and may be more suitable to track non stationary and nonlinear dynamics. Phase synchronization can be computed using the Hilbert transform of the analyzed signals [40] - [42] or by means of wavelets analysis [43] . More recently it has been shown that phase synchronization can also be used to detect the direction of coupling between two systems [44] - [46] . The idea of this approach is as follows: if, say, system 1 is driven by system 2, then the evolution of the phase of sistem1, depends also on the phase of system 2, ; in other words, prediction of from its previous values can be improved by taking into account the prehistory of only if system 2 drives system 1. Details about the method can be found in [47] , [48] . In this paper, we will provide the results of an application of the phase synchronization index (PSI) [49] to EEG data [50] . For a comprehensive review on nonlinear methods see [51] .
IV. MULTIVARIATE METHODS FOR THE ESTIMATION
OF FUNCTIONAL CONNECTIVITY Functional connectivity reduces to testing the null hypothesis that activity in two regions shares no mutual information. Mutual information is a statistical description of the degree to which two regions demonstrate similar behavior or statistical interdependence. In other words, the characterization of brain activity in terms of functional connectivity is "model free," in contrast with the effective connectivity described in the previous section. As for the functional connectivity, the methods proposed in literature typically involve the estimation of some covariance properties between the different time series measured from the different spatial sites, during motor and cognitive tasks, by EEG and fMRI techniques [17] , [23] . The full mathematical description of the DTF, PDC, and dDTF have been proposed previously in literature [28] - [30] , [52] , [53] . All these connectivity estimation methods have been applied on the cortical signals obtained from the application of the inverse procedures described above to the high resolution EEG recordings.
A. Statistical Evaluation of Connectivity Measurements
All the methods for the estimation of the cortical connectivity return a series of values for the causal links between the ROIs analyzed. The crucial issue is then whether these values are significantly different from chance or not. The statistical validation of the cortical connectivity methods presented are different for the SEM, PDC, DTF, and dDTF methods as illustrated below.
1) Effective Connectivity:
The statistical significance of the connectivity pattern estimated with SEM technique was assured by the fact that in the context of the multivariate, normally distributed variables the minimum of the maximum likelihood function FML, multiplied by , follows a distribution with degrees-of-freedom, where is the number of parameters to be estimated and is the total number of observed variables (endogenous+exogenous). Then, the statistic test can then be used to infer statistical significance of the structural equation model obtained [19] .
2) Functional Connectivity: The situation is different for all concerns the statistical significance of the MVAR-derived connectivity methods (DTF, PDC, dDTF), since these methods have a highly nonlinear relation to the time series data from which they are derived, and the distribution of their estimators is not well established. A possible solution to this problem was proposed in Kaminski et al. [30] . It consists of the use of a surrogate data technique [54] , in which an empirical distribution for random fluctuations of a given estimated quantity is generated by estimating the same quantity from several realizations of surrogate datasets, in which deterministic interdependency between variables were removed. In order to ensure that all features of each dataset are as similar as possible to the original dataset, with the exception of channel coupling, the very same data are used, any time-locked coupling between channels is disrupted by shuffling the phases of the original multivariate signal [53] . In this way the temporal relationships among channels are destroyed while the spectral properties of the signals are preserved, thus returning a different threshold for different frequencies.
V. APPLICATION OF CORTICAL CONNECTIVITY ESTIMATORS TO REAL DATA
In this section, examples of application of the different estimators of functional and effective connectivity described in the previous paragraphs on a series set of data from simple motor and cognitive tasks are presented.
A. Comparison Between Effective and Functional Connectivity Estimators
In this section we presented differences obtained in the application of the SEM and DTF estimator on the same data set obtained while subjects performed a simple finger tapping sequence. The full details of the acquisition procedure can be found in previous publications [22] , [25] . Here, we mention that high-resolution EEG recordings were made in five subjects that performs unilateral sequential finger tapping movements (250 Hz acquisition rate, 600 trials recorded). The analysis period for the potentials time-locked to the movement execution was divided in two phases relative to the EMG onset; the first, labeled as "PRE" period, marked the 300 ms before the EMG onset and was intended as a generic preparation period; the second labeled as "POST," lasted up to 300 ms after the EMG onset and was intended to signal the arrival of the movement somatosensory feedback. We kept the same PRE and POST nomenclature for the signals estimated at the cortical level. Each subject had an magnetic resonance imaging (MRI) study to obtain geometrical information about his/her head. In all the subjects the realistic head models and cortical surface were realized and used in the generation of the lead field matrices. The linear inverse procedures described above were performed and the estimation of the cortical waveforms on each one of the thousand cortical dipoles used for each subjects was then obtained. All the connectivity patterns showed are statistically significant, as derived by the tests performed in agreement with the procedure described in the method sections.
The application of the SEM to the EEG cortical data needs before the reduction of the thousands estimated cortical waveforms to a number coincident with the ROIs employed in the study. In the case of the application of SEM, the adopted model of interactions between cortical areas is based on the principal cortical areas recognized as active during this task in previous studies with different imaging methods [23] , [55] . Namely, cortical areas used in this study were the prefrontal areas (PF), including Brodmann areas 8, 9, and 46; the premotor areas (PM), including the Brodmann area 6, the sensorimotor areas (SM) including the Brodmann areas 4, 3, 2, and 1, and the parietal areas (P), generated by the union of the Brodmann areas 5 and 7. The model employed was based on a priori knowledge about the flow of information through connections between these macro-areas, as derived from neuroanatomy, neurophysiology and fMRI studies. In particular, information flow was hypothesized to occur from parietal (P) areas toward the sensorimotor (SM), the premotor (PM), and the prefrontal (PF) ones [8] , [23] , [55] .
The results of the application of the SEM method to the event related potential recordings is depicted in Fig. 1, panels A and B. This Figure shows the statistically significant cortical connectivity patterns obtained for the period preceding the movement onset in the subject #1, in the alpha frequency band. Each pattern is represented with arrows that connect one cortical area ("the source") to another one ("the target"). The colors and sizes of arrows code the level of strength of the functional connectivity observed between ROIs. The labels indicate the names of the ROIs employed. Note that the connectivity pattern during the period preceding the movement in the alpha band involves mainly the parietal left ROI (Pl) coincident with the Brodmann areas 5 and 7, functionally connected with the left and right premotor cortical ROIs (PMl and PMr), the left sensorimotor area (SMl), and both the prefrontal ROIs (PFl and PFr). The stronger functional connections are relative to the link between the left parietal and the premotor areas of both cerebral hemispheres. After the preparation and the beginning of the finger movement, in the POST period changes in the connectivity pattern can be noted. In particular, the origin of the functional connectivity links is positioned in the sensorimotor left cortical areas (SMl). From there, functional links are established with prefrontal left (PFl), both the premotor areas (PMl. PMr). A functional link emerged in this condition connecting the right parietal area (Pr) with the right sensorimotor area (SMr). The left parietal area (Pl) so active in the previous condition was instead linked with the left sensorimotor (SMl) and right premotor (PMr) cortical areas.
The cortical connectivity patterns obtained with the use of the directed transfer function (DTF) are presented in the Fig. 1 , panels C and D, for comparison. The subject and the frequency band was identical to those presented in panels A and B. Panel C shows the connectivity pattern obtained from EEG data before the onset of the right finger movement (EMG onset), while panel D shows the connectivity patterns obtained after the EMG onset. It can be noted that the connectivity patterns during the period preceding and following the movement in the alpha band involve the parietal and sensorimotor ROIs bilaterally, which are also functionally connected with the premotor cortical ROIs. A minor involvement of the prefrontal ROIs is also observed. The stronger functional connections are relative to the link between the premotor and prefrontal areas of both cerebral hemispheres. After the preparation and the beginning of the finger movement, in the POST period slight changes in the connectivity patterns can be noted.
It is possible to observe that the patterns of the cortical activity estimated by the effective and functional estimators employed (SEM and DTF) appeared quite similar, although in the application of the functional connectivity estimator the number of statistical significant connections between ROIs are higher when compared to those suggested by the SEM application. However, the general flow of information between the parietal and the frontal areas is preserved in both cases, returning substantial equivalent information for the task analyzed.
B. Results From the Nonlinear Estimation
In this section we will show an example of application of the phase synchronization analysis to the study of functional connectivity in a motor task. Interesting, the motor task is quite similar to the one examined in the previous section [50] .
The experimental session performed on the subjects consisted of four parts. In the first part, a median nerve stimulation of subject's right wrist was conducted, above the motor threshold where a definite twitch of the thumb was visible. The Inter Stimulus Interval (ISI) of the electric stimulation was 1500 ms and stimulus duration 200 ms, for a total number of 250 trials. In the second part, the subject was instructed to make a right index finger-tapping task, tapping a key of a keyboard, externally paced by an auditory signal (1000 Hz, dB max 64 arranged to be heard but not annoying to the subject, 50 ms duration, and with an ISI of 1500 ms). The third session consisted of a series of subsessions were the subjects practiced right index finger tapping for 250 trials before the right index finger imagery task begun. Subjects were instructed to imagine the right index finger-tapping task with the auditory stimulation giving the pace. Subjects were instructed to imagine the kinesthetic of the movement and not the visual image of the movement itself. After training, approximately 130 trials of right index finger imagery were recorded. The fourth session consisted of a control auditory stimulation, where the subjects were instructed to hear passively the auditory stimulation without executing any movement, while being relaxed. Full details about the experiment can be found in [50] . Phase synchronization is encountered in weakly interacting oscillator system and it manifests by the occurrence of a relationship between the corresponding phases variables. Authors used wavelet phase synchronization, taking the scale of the wavelet corresponding to the most reactive frequencies in the beta (16-30 Hz) range. After extraction of phases, the degree of synchronization between any two of the selected electrodes was evaluated, on a single trial basis, using a phase synchronization index (PSI) defined as the intensity of Fig. 1 . Left: The figure shows the cortical connectivity pattern obtained with the SEM method, for the period preceding and following the movement onset in the subject, in the alpha (8-12 Hz) frequency band. The realistic head model and the cortical envelope of the subject analyzed obtained from sequential MRIs are used to display the connectivity pattern. Such pattern is represented with arrows moving from one cortical area toward another one. The colors and sizes of the arrows code the level of strengths of the cortical connectivity observed among ROIs. The lighter and the bigger the arrows, the stronger the connections. The labels are relative to the name of the ROIs employed. A) The connectivity pattern obtained from EEG data before the onset of the right finger movement. B) The connectivity patterns obtained after the EMG onset. C) and D) The patterns of cortical connectivity obtained by the DTF method, for the period preceding and following the movement onset, in the alpha (8-12 Hz) frequency band on the same data set used for the computation of panels A and B. C) The connectivity pattern obtained from EEG data before the onset of the right finger movement. D) The connectivity patterns obtained after the EMG onset. (Images modified with permission from [22] and [34] ).
the first Fourier mode of the relative phase distribution [49] . The normalized PSI ranges from 0 (no synchronization) to 1 (phase synchronization), providing an indication on the degree of interaction between the two underlying systems. The pairwise phase synchronization between beta oscillations at the selected electrodes have been employed for the identification of the functional interactions during motor and imagery tasks. Significance was inferred by comparing the values derived from the experimental data with estimates on 500 surrogate data sets generated by shuffling the trial order of the second signal. In this way, the phase synchronization due to phase locking to the stimuli was eliminated. A significance criterion of 5% was used for the statistical evaluation of the results.
The results of pairwise phase synchronization analysis performed on the signals recorded at selected electrodes on the contralateral hemisphere during the 20-900 ms poststimulus temporal window point out that the matrices of phase synchronization indices are similar for both real and imagined movement. The significant synchronization values identify beta range synchronization between signals recorded at electrodes FCZ, C5, CPZ, and C1. The topographic map of inferred functional connectivity revealed similar functional connections established during both real and imagery right finger movement, strongly suggesting not only a common neural substrate shared by execution and imagery in the contralateral hemisphere, but also similar functional integration properties. The stronger connection strength between frontal and central areas (electrodes C5, FCZ) could be the results of the co-activation of hand and midcentral areas. It is interesting to note as such results is in line with the cortical connectivity estimates obtained in the finger tapping task by using the linear estimators previously described.
C. Comparison Between Different Functional Connectivity Estimators
In this section we would like to show an example of the comparisons of the results obtained by the application of different functional connectivity estimators (such as DTF, PDC, and dDTF) on the same data set. The issue here is whether different methods presented have serious bias in the generation of the results. In this case the application was performed on the data recorded from a population of normal subjects while they performed a cognitive task, the Stroop color-word interference task. Although the full details of this experiment could be obtained in the previously published paper [56] , some information related to the cognitive task are presented in the following. In this task subjects viewed a screen where the name of a color (e.g., "red") was presented in the same color (e.g., in red, congruent condition) or a different color (e.g., in blue, incongruent condition). Blocks of congruent or incongruent words alternated with blocks of neutral words (not color names). A trial began with the presentation of a word for 1500 ms, followed by a fixation cross for an average of 500 ms. Each trial consisted of one word presented in one of four colors (red, yellow, green, blue), with each color occurring equally often with each word type (congruent, neutral, incongruent). Subjects were asked to press one of four buttons that corresponded to the color of the ink the presented word. Data from 0 to 450 ms poststimulus onset was analyzed. Fig. 2 shows the cortical connectivity patterns obtained for the period preceding the subject's response during the congruent trials in the beta (12-29 Hz) frequency band, for a representative subject. The patterns are shown on the realistic head model and cortical envelope of the subject, obtained from MRI scans. Three connectivity patterns are depicted, estimated in the beta frequency band for the same subject with the DTF (left), the PDC (middle), and the dDTF (right). Only the cortical connections statistically significant at are reported. It is possible to observe that in this case the cortical estimated patterns was preserved with slight differences between the methods employed. In particular, functional connections between parietofrontal areas were present in all the estimations performed by the DTF, PDC, and dDTF methods. Moreover, connections involving the cingulate cortex are also clearly visible, as well as those involving prefrontal areas, mainly in the right hemisphere. Functional connections in prefrontal and premotor areas tended to be greater in the right hemisphere, whereas the functional activity in the parietal cortices was generally bilateral. It is still possible to observe the substantial agreement of the patterns depicted by the different methods for the estimation of the cortical patterns with the different functional connectivity estimators.
The connectivity patterns in the different frequency bands between the different cortical regions could be summarized also by using indices representing the total flow from and toward the selected cortical area. The total inflow in a particular cortical region was then defined as the sum of the statistically significant connections from all the other cortical regions toward the selected area. The total inflow for each ROI is represented by a sphere centered on the cortical region, whose radius is linearly related to the magnitude of all the incoming statistically significant links from the other regions. This information depicts each ROI as the target of functional connections from the other ROIs. The same conventions were used to represent the total outflow from a cortical region, generated by the sum of all the statistical significant links obtained by the application of the DTF to the cortical waveforms. Fig. 3 shows the inflow (first row) and outflow (second row) patterns computed for the same subject in the beta frequency band, for the same time period shown in Fig. 2 with the DTF, PDC, and dDTF methods. The ROIs that are very active as source or sink (i.e., the source/target of the information flow to/from other ROIs) show results that are generally stable across the different estimators. In fact, across methods a greater involvement of the right premotor and prefrontal regions is observed.
D. A Comparison Between Functional Connectivity Estimates Performed With and Without the Multimodal Integration of Neuroelectric and Hemodynamic Information
In this section a comparison between the cortical connectivity patterns estimated by using the DTF connectivity estimator was presented in the case in which it was available only the neuroelectric or both the neuroelectric and hemodynamic information of brain activity obtained during task performance. Two exam- ples will be provided, related to the execution of finger tapping procedure and the Stroop task. In both cases the fMRI acquisition was performed with the use of a 3 T device. EEG acquisition was performed separately from the fMRI acquisition in two groups of healthy subjects. The EEG acquisition and fRMI parameters employed for the recordings can be found in the previously published papers [35] , [56] , [57] . The multimodal integration of EEG and fMRI data was performed by using as a norm in the source space a metric which takes into account the hemodynamic information offered by the recorded fMRI data. We computed the statistically significant percentage increase of the fMRI signal during the task, compared to the rest state.
The analysis of the brain activity and connectivity obtained during the finger tapping task was performed in a group of three subjects. Fig. 4 shows two rows of cortical connectivity patterns obtained for these subjects in both experimental conditions (by use the EEG information and the EEG plus the fMRI information). The upper row is related to the cortical connectivity patterns estimated before the EMG onset (PRE) in the finger tapping condition, while the second row is related to the connectivity patterns computed after the EMG onset (POST). The label below each column indicates the subjects analyzed (S1, S2, S3). Figure shows two rows of cortical connectivity patterns. The upper one is related to the cortical connectivity patterns estimated before the EMG onset (PRE) in the finger tapping condition, while the second row is related to the connectivity patterns computed after the EMG onset (POST). The label below each column indicates the subjects analyzed (S1, S2, S3). Two conditions are compared with the use of DTF as connectivity estimator; one presented on the left related to the estimation of the DTF by using only the neuroelectric information (EEG). On the right, there are three columns of cortical connectivity patterns estimated with the use of multimodal integration of neuroelectric and hemodynamic data (EEG+fMRI). Same conventions of the previous figure.
Two conditions are compared with the use of DTF as connectivity estimator; one presented on the left is related to the estimation of the DTF by using only the neuroelectric information (EEG; first three columns from the left). On the right, there are three columns of cortical connectivity patterns estimated with the use of multimodal integration of neuroelectric and hemodynamic data (EEG+fMRI). The same conventions of the previous figures were adopted. All statistical connections presented are significant at . A substantial agreement of the information conveyed by the two series of connectivity patterns is evident, although differences are present in particular cortical areas. Changes in the intensity of the cortical connections are evident in the case of the patterns estimated just with the use of the EEG when compared to the connectivity patterns estimated with the use of EEG and fMRI. Then, while the parietal and frontal connections are returned in both the estimations, a shift of the intensity is observed in the connectivity patterns computed by using EEG and fMRI information when compared to those obtained using only the EEG data.
Similar results were obtained by estimating the cortical connectivity patterns in the beta band for a same subject with and without the fMRI information from the high resolution EEG recordings obtained during the execution of the Stroop task. Fig. 5 presents two cortical connectivity patterns obtained with the DTF estimator in the beta band during the congruent condition of the Stroop task. On the left of the figure the cortical connectivity pattern estimated with the use of only the EEG information is presented, while on the right of the figure the connectivity pattern estimated by the DTF with the use of the EEG and fMRI information is presented. It can be appreciated in this case that a substantial agreement exists for the connectivity patterns obtained in the two conditions, that show an involvement of the parietal and the frontal areas. This finding is similar to that already observed in the finger tapping experiment, as in this case the intensity of the DTF estimated by the cortical waveforms obtained with the multimodal integration was higher than that obtained by using the EEG information alone. Differences in the cortical pattern in different cortical areas could be noted, although the correlation between the two estimated cortical patterns is quite remarkable.
VI. CONCLUSION
In this paper, different methodologies for the estimation of cortical connectivity from neuroelectric and hemodynamic measurements have been reviewed and applied on a common data set in order to highlight similarities and differences in the obtained results. Different effective and functional connectivity methods were applied to motor and cognitive data sets, including SEM, PSI, DTF, PDC, and dDTF. On the basis of the results obtained in the Section IV, it is possible to generate, at least for the datasets analyzed, answers to the questions framed in the introduction section as follows.
1) The comparison between the connectivity patterns generated by the effective and the functional connectivity methods returned a similar global picture, while some differences in the connectivity between particular cortical regions emerged. A possible source for these differences in the connectivity patterns may be related to the different sensitivities of the statistical tests employed to threshold the significant connectivity links between the ROIs. In fact, the SEM methods employed a different statistical approach when compared to that employed by the DTF, and the different statistical power of the tests employed could be also a source of the differences noted between the two methods. The application of nonlinear techniques (namely PSI) to a finger tapping task similar to those employed with the SEM and DTF methods returned a pattern of estimated cortical connectivity in agreement with those obtained by the linear methods.
2) The different functional connectivity estimators returned essentially the same global picture of connectivity patterns estimated for the cognitive task investigated in a group of normal subjects. In this case, the statistical tests employed to threshold the connectivity estimations were identical for the three methods used. This was observed in both the connectivity pattern analysis and in the indexes (as the outflow or the inflow) derived from such connectivity patterns. The use of the ROIs is important in the estimation of cortical connectivity since the distributed source models normally employed thousands of current equivalent dipoles, and for each one of them a cortical waveform could be estimated. This means that in the case in which we would like to apply the algorithms described directly on such cortical waveforms, we met immediately the problem of needing to generate MVAR or SEM processes related to thousand variables, not currently manageable with the actual numerical methodologies. In addition, apart from numerical and practical considerations, the identification processes for these large sets of variables will require a large number of data points, exceeding the standard lengths of recordings actually performed. All these considerations suggest the utility of the ROIs in the estimation of the cortical connectivity in order to circumvent the above mentioned difficulties.
In conclusion, an integrated approach to estimate brain cortical connectivity information by using noninvasive methodologies involving the multimodal integration of electrophysiological measurements is presented. These methodologies enable the detection of statistical significance of the estimated cortical activations in the selected ROIs during simple motor or cognitive tasks in humans.
