The aim of this note is to give some factorisation formulas for different versions of the Macdonald polynomials when the parameter t is specialized at roots of unity, generalizing those given in [9] for Hall-Littlewood functions.
Introduction
In [9] , Lascoux, Leclerc and Thibon give some factorisation formulas for Hall-Littlewood functions when the parameter q is specialized at roots of unity. They also give formulas in terms of cyclic characters of the symmetric group. In this article, we give a generalization of these specializations for different versions of the Macdonald polynomials and we obtain similar formulas in terms of plethysms and cyclic characters. In the last section, we give congruence formulas for (q, t)-Kostka polynomials using Schur functions in the alphabet of the powers of the parameter t. We will mainly follow the notations of [11] .
Acknowlegdements: All computations on Macdonald polynomials have been done using the MuPAD package MuPAD-Combinat (see [5] for more details on the project and the website http://mupad-combinat.sourceforge.net/).
Preliminaries
For a partition λ = (λ 1 , . . . , λ n ), λ 1 ≥ . . . ≥ λ 1 , we write l(λ) its length, |λ| its weight, m i (λ) the multiplicity of the part of length i and λ ′ its conjugate partition. Let q and t be two indeterminates and F = Q(q, t). Let Λ F be the ring of symmetric functions over the field F . Let denote by ·, · q,t the inner product on Λ F defined on the powersums by p λ , p µ q,t = δ λµ z λ (q, t), where
The special case ·, · := ·, · q=0 t=0 is the usual inner product. Let {P λ (x; q, t)} λ be the family of Macdonald polynomials obtained by orthogonalization of the Schur functions basis with respect to the inner product ·, · q,t . Let us define a normalization of these functions by Q λ (x; q, t) = 1 P λ (x; q, t), P λ (x; q, t) q,t P λ (x; q, t).
It is clear from the previous definitions that the families {P λ (x; q, t)} λ and {Q µ (x; q, t)} µ are dual to each other with respect to the inner product ·, · q,t (c.f. [11] , Chap. I, section 4 and Chap. VI, formula (2.7)]).
Proposition 2.1 [ [11] ,VI, (4.13)] Let x = (x 1 , x 2 , . . . ) and y = (y 1 , y 2 , . . . ) be two alphabets. The Macdonald polynomials {P λ (x; q, t)} λ and {Q λ (x; q, t)} λ satisfy the Cauchy formula λ P λ (x; q, t)Q λ (y; q, t) = i,j
where (a; q) ∞ is the infinite product r≥0 (1 − aq r ).
We consider the following algebra homomorphism
The images of the powersums (p k ) k ≥ 1 by these morphisms are
Let us consider the following modified version of the Macdonald polynomial
We can see that the families {Q ′ µ (x; q, t)} µ and {P λ (x; q, t)} λ are dual to each other with respect to the usual inner product. Proposition 2.2 Let x = (x 1 , x 2 , . . . ) and y = (y 1 , y 2 , . . . ) be two alphabets. The Macdonald polynomials {P λ (x; q, t)} λ and {Q ′ λ (x; q, t)} λ satisfy the following Cauchy formula
Proof. By Proposition 2.1, we have
Since the map x → x/(1 − t) corresponds to the transformation of the alphabet {x 1 , x 2 , . . .} into the alphabet {x i t j , i ≥ 1, j ≥ 0}, a straightforward computation shows that
This means that the families {P λ (x; q, t)} λ on the alphabet x and Q µ y 1−q ; q, t µ on the alphabet y/(1 − q) are dual to each other with respect to the usual inner product. Since the transformation of alphabets y → y/(1 − q) is invertible and the inverse map is given by y → (1 − q)y, it follows that
We recall some definitions of combinatorial quantities associated to a cell s = (i, j) of a given partition. The arm length a(s), arm-colength a ′ (s), leg length l(s) and leg-colength l ′ (s) are respectively the number of cells at the east, at the west, at the south and at the north of the cell s (c.f. [11] , Chap. VI, formula (6.14)), i.e
We also define the quantity n(λ) =
Let J µ (x; q, t) be the symmetric function with two parameters defined by
The symmetric function J µ (x; q, t) is called the integral form of P µ (x; q, t) or Q µ (x; q, t) (c.f. [11] , Chap. VI, section 8). Using this integral form, we can define an other modified version of the Macdonald polynomial and the (q, t)-Kostka polynomials K λ,µ (q, t) by
In [4] , Haglund, Haiman and Loehr consider a modified version of J µ x 1−t ; q, t and introduce other (q, t)-Kostka polynomialsK λ,µ (q, t) by defining the functions
They give a combinatorial interpretation of this modified version expanded on the monomials basis by defining two statistics (major index and inversions) on arbitrary fillings by integers of µ.
Remark 2.1 Let µ and ρ be two partitions of the same weight. We have
where X µ ρ (q, t) is the Green polynomial with two variables, defined by
Here χ λ ρ is the value of the irreducible character of the symmetric group corresponding to the partition λ on the conjugacy class indexed by ρ. For related topics, see [12, 13] .
Plethystic formula
In this section, we prove a plethystic formula for Macdonald polynomials indexed by rectangular partitions when the second parameter t is specialized at primitive roots of unity.
,VI, (6.11')] Let l be a positive integer and λ be a partition such that l(λ) ≤ l. The Macdonald polynomials P λ (x; t, q) on the alphabet {x i = t i , 0 ≤ i ≤ l − 1, and x i = 0, ∀i ≥ l}, can be written
Corollary 3.1 Let l be a positive integer and λ a partition such that l(λ) ≤ l. For ζ a primitive l-th root of unity, the Macdonald polynomials P λ (x; q, t) satisfy the specialization
Proof. Supplying zeros at the end of λ, we consider the partition λ as a sequence of length exactly equal to l. The multiplicity of 0 in λ is m 0 = l − l(λ). We will denote by ϕ r (t) the polynomial
be the product of factors of the form 1 − q 0 t α for some α > 0 in the formula (6). If we suppose that f (ζ) = 0, the factor 1 − t l should be contained in one of ϕ m i (t). This means that there exists i ≥ 0 such that m i ≥ l. Since we consider λ as a sequence of length exactly l, this implies the condition m r = l for some r ≥ 0. Thus, if P λ (1, ζ, ζ 2 , . . . , ζ l−1 ; q, ζ) = 0, the shape of λ should be (r l ).
Suppose now that λ = (r l ). By Proposition 3.1, it follows that
For each i, it is easy to see that
Hence, we obtain
and it follows immediately from the definition of n(λ) that
Theorem 3.1 Let l and r be two positive integers and ζ a primitive l-th root of unity. The Macdonald polynomials Q ′ r l (x; q, t) satisfy the following specialization formula at t = ζ
Proof. Recall that
If we let x i = ζ i−1 , for i = 1, 2, . . . , l, and x i = 0, for i > l, and t = ζ, we obtain
By Corollary 3.1, the left hand side of (9) is equal to
.
, the right hand side of (9) coincides with r≥o h r (y l ), where y l denotes the alphabet (y In order to give a similar formula for the modified versions of the integral form of the Macdonald polynomials, we give a formula for the specialization of the constant c ′ r l (t, q) at t a primitive l-th root of unity. 
Proof. Recall the definition of the normalization constant
Specializing t at ζ a l-th primitive root of unity, we obtain
Corollary 3.2 With the same notations as in Theorem 3.1, the modified integral form of the Macdonald polynomialsH µ (x; q, t) satisfy a similar formula at t = ζ,
Proof. Using the definition 3 of the integral form of the Macdonald polynomials
This expression can be rewritten in terms of plethysms by the powersum p 1 , consequently
By specializing in this egality, t at a primitive l-th root of unity ζ, using Theorem 3.1, we obtain
As plethysm is associative, we can write
Using the formula of Lemma 3.3 and ζ n(λ) = (−1) (l−1)r . we obtain the formula.
Example 3.4 For λ = (222) and l = 3, we can computẽ
Remark 3.5 At t = ζ, a primitive l-th root of unity, the inverse of the norm of the Macdonald polynomial P (r l ) (x; q, t) satisfies 1 P (r l ) (x; q, t) , P (r l ) (x; q, t) q,t t=ζ = 0 .
Consequently, we obtain the following specializations Q (r l ) (x; q, ζ) = 0 and J (r l ) (x; q, ζ) = 0.
Pieri formula at roots of unity
In order to prove the factorization formulas, we give an auxiliary result, in Proposition 4.1, on the coefficients of Pieri formula at root of unity (c.f. [11] , Chap. VI, formula (6.24 ii))
with ∀r ≥ 0 , g
Let λ and µ be partitions such that λ/µ is an horizontal (r-)strip θ. Let C λ/µ (resp. R λ/µ ) be the union of columns (resp. rows) of λ that intersects with θ, and D λ/µ = C λ/µ − R λ/µ the set theoretical difference. Then it can be seen from the definition that for each cell s of D λ/µ (resp. Dλ /μ ) there exists a unique connected component of θ (resp.θ), which lies in the same row as s. We denote the corresponding component by θ s (resp.θ s ).
Suppose that l and r are positive integers. Setλ = λ ∪ (r l ) andμ = µ ∪ (r l ). We shall consider the difference between Dλ /μ and D λ/µ . It can be seen that there exists a projection
The cardinality of the fiber of each cell s = (i, j) ∈ D λ/µ is exactly one or two. Let J s denote the set of second coordinates of the cells in θ s . If all elements of J s are all strictly larger than r, the fiber p −1 (s) consists of a single element s = (i, j). If all elements of J s are strictly smaller than r, then the fiber p −1 (s) consists of a single elements := (i, j + l). In the case where J s contains r, then the fiber p −1 (s) consists of exactly two elements s = (i, j) ands = (i, j + l). For the case where r ∈ J s , we have the following lemma, which follows immediately from the definition of the projection p = p λ/µ . Lemma 4.1 Let s = (i, j) be a cell of D λ/µ ands = (i, j + l) be a cell of Dλ /μ such that r ∈ J s . The arm length, the arm-colength, the leg length and the leg-colength satisfy the following properties
Proposition 4.1 Let λ and µ be two partitions such that µ ⊂ λ and θ = λ − µ an horizontal strip. Let r and l be positive integers and ζ a primitive root of unity. It follows that
Proof. Recall that for a cell s of the partition ν,
where
If s = (i, j) ∈ λ satisfies the condition r < j for all j ∈ J s , then the fiber p −1 (s) of the projection p is {s = (i, j)}, and we have a µ (s) = aμ(s), a λ (s) = aλ(s) and l µ (s) + l = lμ(s), l λ (s) + l = lλ(s). It is clear from these identities that b µ (s)/b λ (s) = bμ(s)/bλ(s) at t = ζ in this case. Suppose that s satisfies j < r for all j ∈ J s . In this case, the fiber p −1 (s) consisits of a single element {s = (i, j + l)}, and we have a µ (s) = aμ(s) and a λ (s) = aλ(s) and l µ (s) = lμ(s) and l λ (s) = lλ(s). Hence we have b µ (s)/b λ (s) = bμ(s)/bλ(s). Consider the case where r ∈ J s . In this case, the fiber p −1 (s) consists of two elements {s,s}. Let us consider
By (13) it follows that
It also follows by (14)
and from (15)
Therefore, it follows that
Combining these, the assertion follows.
Factorization formulas
In this section, we shall show factorization formulas for different kinds of Macdonald polynomials at roots of unity. 
Proof. We shall show that the C-linear map defined by
is an Λ C(q) -linear map. Let ζ be a primitive l-th root of unity. From (12), we have
where the sum is taken over the partitions λ such that λ − µ is an horizontal k-strip. Using the result of Proposition 4.1, it follows that
Consequently, for each r ≥ 1, the multiplication by g k commutes with the morphism f r . Since the family {g ′ k (x; q, ζ l )} k≥1 generates the algebra Λ C(q) (see [11] , Chap. VI, formula (2.12)), the map f r is Λ C(q) -linear. This implies that
Corollary 5.1 With the same notation as in Theorem 3.1, we have the following factorisation formula for the Macdonald polynomialsH µ (x; q, t)
Proof. If we define
, then the Pieri formula for the modified integral form J µ x 1−t ; q, t is written as follows
where the sum is over the partitions λ such that λ − µ is a horizontal k-strip. Let a positive integer r be arbitrarily fixed, andν denote the partition ν ∪ (r l ). Since we have already shown that ψλ /μ (q, ζ) = ψ λ/µ (q, ζ), it suffices to show that
We shall actually show that
It follows from the definition that
The Young diagram of the partitionμ is the disjoint union of the cells {s ∈μ|s ∈ µ} and (r l ). For each s ∈ µ, we have as seen in previous theorem that aμ(s) = a µ (s), and lμ(s) = l µ (s) or l µ (s) + l. Hence at t = ζ, we have
Although there is a difference between the positions where the block (r l ) is inserted in the Young diagram of µ and λ, (3.1) and (3.2) coincide at t = ζ, since aμ(s) = aλ(s) for each s ∈ (r l ). Thus we have c
Let ν = (ν 1 , . . . , ν p ) be a partition. For some l ≥ 0, we denote by ν l the partition where each part of ν is repeated l times. We can give a more explicit expression for the factorisation formula in the special case where µ = ν l .
Corollary 5.2 Let ν be a partition and l a positive integer. We have the following special cases for the factorisation formulas 
A generalization of the plethystic formula
In this section, using the factorisation formula given in Theorem 5.1, we shall give a generalization of the plethystic formula obtained by specializing Macdonald polynomials at roots of unity in Theorem 3.1. For λ a partition, let consider the following map which is the plethystic substitution by the powersum p λ
Lemma 6.1 Let λ and µ be two partitions, the maps Ψ satisfy the multiplicative rule
Proposition 6.1 Let d be an integer such that d|l and ζ d be a primitive d-th root of unity,
Proof. Let d and l be two integers such that d divide l. Let µ = (r l ) the rectangle partition with parts of length r. Using the factorisation formula described in Theorem 5.1, we can write
With the specialization formula at root of unity written in Theorem 3.1, we have
Using the Lemma 6.1, we obtain
Finally, we obtain by the factorization formula of Theorem 5.1
Using the same proof, we can write a similar specialization for integral forms of the Macdonald Polynomials.
Corollary 6.1 With the same notations as in Proposition 6.1, the modified Macdonald polynomialsH λ (x; q, t) satisfy the same specializatioñ 
7 Macdonald polynomials at roots of unity and cyclic characters of the symmetric group
In the following, we will denote the symmetric group of order k by S k . Let Γ ⊂ S k be a cyclic subgroup generated by an element of order r. As Γ is a commutative subgroup its irreducible representations are one-dimensional vector spaces. The corresponding maps (γ j ) j=0...r−1 can be defined by
where ζ r is a r-th primitive root of unity (See [14] for more details). In [3] , Foulkes considered the Frobenius characteristic of the representations of S k induced by these irreducible representations and obtained an explicit formula that we will give in the next proposition. Let k and n be two positive integers such that u = (k, d) (the greater common divisor between k and n) and d = u · m. Let us define the Ramanujan (or Von Sterneck) sum c(k, d) by
where µ is the Moebius function and φ the Euler totient. The quantity c(k, d) corresponds to the sum of the k-th powers of the primitive d-th roots of unity (the previous expression was given first by Hölder in [6] ).
Lemma 7.3
The polynomial P is even modulo n if and only if for every divisor d of n, the residue of P modulo the d-th cyclotomic polynomial Φ d is a constant r d in Z. In this case, one has
Let d be an integer such that d|l. By expanding Q ′ (r l ) (x; q, t) (and more generally Q ′ λ (x; q, t)) on the Schur basis, we can define a kind of (q, t)-Kostka polynomials K ′ µ,(r l ) (q, t) by
Let µ be a partition and d an integer such that d|l. The polynomial P q µ (t) = l−1 j=0 a j (q)t j is the residue modulo 1 − t l of the (q, t)-Kostka polynomial K ′ µ,(r l ) (q, t), if and only if, for all ζ d primitive d-th root of unity,
is an integer since the entries of the transition matrix between the powersums and the Schur functions are all integers. Using the Lemma 7.3, we obtain
Example 7.4 Let define g as the right hand side of 26 for r = 2 and l = 3 (q il − 1)
For a given partition partition λ, let denote bys Let ⋆ be the internal product on Λ F defined by (see [11] , Chap. I, formula (7.12)) p λ ⋆ p µ = δ λ,µ z λ p λ .
Proposition 8.1 Let r and l be two positive integers and µ a partition of weight nl. Let denote by Φ l (t) the cyclotomic polynomial of order l. The (q, t)-Kostka polynomialK (r l ),µ (q, t) satisfy the following congruence modulo Φ l (t)
µ (1, t, t 2 , . . . , t l−1 ) mod Φ l (t).
More generally, for all partitions ν = (ν 1 , . . . , ν p ) of weight r ,
(1, t, t 2 , . . . , t l−1 ) mod Φ l (t) ,
where lν = (lν 1 , . . . , lν p ).
Proof. Let ζ be a primitive root of unity and Z l = {1, ζ, . . . , ζ l−1 } be the alphabet of the l-roots of unity. Using λ-ring notations (see [7] for more details) and Theorem 3.1, we have for all positive integer r H r l (X; q, ζ) =
Consequently, for all partitions µ of size rl, we can writẽ
which is equivalent to the first statement of the theorem. The second statement follows from the following identity 
