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Continuous security assessment of a power system is necessary to insure a reliable, stable, and 
continuous supply of electrical power to customers. To this end, this dissertation identifies and 
explores some of the various challenges encountered in the field of power system security 
assessment. Accordingly, several model-based and/or model-free approaches were developed to 
overcome these challenges. 
First, a voltage stability index, named TAVSI, is proposed. This index has three important 
features: TAVSI applies to general load models including ZIP, exponential, and induction motor 
loads; TAVSI can be used for both measurement-based and model-based voltage stability 
assessment; and finally, TAVSI is calculated based on normalized sensitivities which enables 
identification of weak buses and the definition of a global instability threshold. TAVSI was tested 
on both the IEEE 14-bus and the 181-bus WECC systems. Results show that TAVSI gives a reliable 
assessment of system stability.  
Second, a data-driven and model-based hybrid reinforcement learning approach is proposed for 
training a control agent to re-dispatch generators’ output power in order to relieve stressed 
branches. For large power systems, the agent’s action space is highly dimensioned which 
challenges the successful training of data-driven agents. Therefore, we propose a hybrid approach 
where model-based actions are utilized to help the agent learn an optimal control policy. The 
proposed approach was tested and compared to the generic data-driven DDPG-based approach on 
the IEEE 118-bus system and a larger 2749-bus real-world system. Results show that the hybrid 




Finally, a Convolutional Neural Network (CNN) based approach is proposed as a faster 
alternative to the classical AC power flow-based contingency screening. The proposed approach 
is investigated on both the IEEE 118-bus system and the Texas 2000-bus synthetic system. For 
such large systems, the implementation of the proposed approach came with several challenges, 
such as computational burden, learning from imbalanced datasets, and performance evaluation of 
trained models. Accordingly, this work contributes a set of novel techniques and best practices that 
enables both efficient and successful implementation of CNN-based multi-contingency classifiers 
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Chapter 1. Introduction 
1.1 Overview 
Power systems are designed and operated with the objective of having a reliable, stable, and 
continuous supply of electrical power to customers. However, there always exists a possibility of 
unpredictable faults which might lead to degrading the voltage security of the system and/or 
initiating a cascade of branch outages. Both can easily evolve and end up causing interruption of 
energy supply across all or major parts of the system i.e. a blackout. Therefore, continuous 
assessment of system security is necessary to predict and accordingly, prevent the system from 
collapsing.  
1.2 Problem Statement 
This work considers three different problems yet, all are related to the security of a power 
system. Those are:  
 Voltage stability assessment of power systems: voltage instability and voltage collapse 
are identified as the main reason behind several major blackouts worldwide. Several 
voltage stability assessment methods have been proposed in the literature in an attempt to 
assess proximity to voltage collapse and accordingly, define a threshold for taking 
corrective measures. Load characteristics are a major factor that greatly influences the 
accuracy and reliability of a proposed assessment scheme. Typically, a constant PQ model 
is assumed for the system load. This is acceptable within the power system community 
because it leads to more conservative margins when compared to other voltage-dependent 
loads, i.e., ZIP and exponential load models. However, if the system actual load includes a 
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large percentage of induction motors then such an assumption will lead to highly 
pessimistic and unreliable margins.  
 Overload relief of power systems branches: overloaded branches, i.e. transmission lines 
and transformers, have been responsible (in part or fully) for several major blackouts 
worldwide:  the US-Canadian grid 2003, Italy 2003, and India 2012 [1]. An overloaded 
branch might trip out on overload or zone-3 distance protection. The overloaded branch 
might also sag into a tree and trip out on fault. This, in turn, might cause additional branches 
to become overloaded and also trip out. To prevent such a cascade of outages, the initially 
overload branch(es) must be secured as quickly as possible.  
 N-1 contingency screening: static N-1 contingency screening is a vital tool for assessing 
the security of power systems. It identifies the set of component outages, i.e., contingencies 
which would result in an insecure operation of the system, and therefore, power system 
planners and operators can prepare and plan ahead of time against such potential risks. 
Performing static contingency analysis is typically computationally expensive. In addition, 
with the increasing levels of penetration of intermittent renewables, e.g., wind and solar it 
becomes necessary to run N-1 contingency screening for a number of different generation 
scenarios. Such computational burden might prevent the application of static contingency 
analysis in an online type frame of work.  
1.3 Dissertation Outline 
Chapter 2 presents a generalized voltage stability index, named TAVSI, which accounts for the 
voltage dependencies of ZIP, exponential, and induction motor loads. First, the chapter presents 
the concepts and mathematical formulation of the TAVSI and how it can be applied using either a 
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model-based or a measurement-based approach. The chapter proceeds with simulation studies 
along with a discussion on the performance of this index.  
Chapter 3 presents a hybrid data-driven and model-based reinforcement learning (RL) approach 
to tackle the control problem of branch overload relief in large power systems. First, the chapter 
presents a series of investigations on the degraded behavior of data-driven RL agents when trained 
for such a control task on “large” power systems. Then, the chapter proceeds with a proposal of a 
hybrid data-driven and model-based approach which improves the training of the RL agent by 
combining data-driven RL agent actions with generator shifting factor-driven actions. Next, the 
chapter presents a set of simulation studies and discussions which show a promising performance 
of the proposed method.   
Chapter 4 proposes to utilize convolutional neural networks (CNN) for performing the task of 
power systems contingency screening. First, the chapter explores the potential for utilizing CNN 
for applications related to power systems. Then, it proposes a CNN-based multi-label classification 
approach for the simultaneous evaluation of a pre-selected set of N-1 contingencies. The chapter 
then explores the various elements involved in the implementation of the proposed approach. 
Finally, the chapter presents a set of simulation studies and investigations on the performance of 
the proposed approach. 






The contributions of this work are listed as follow: 
 This work proposes a generalized voltage stability indicator based on the tangential 
angles of PV and load curves considering voltage-dependent load models 
 This work proposes a data-driven and model-based hybrid reinforcement learning 
approach to reduce stress on power systems branches. 
 This work proposes a convolutional neural network-based approach as a faster 














Chapter 2. A Generalized Voltage Stability Indicator based on the 
Tangential Angles of PV and Load Curves considering Voltage-
Dependent Load Models 
This chapter presents a generalized voltage stability index which has two important features. 
First, it is applicable to general load models including ZIP, exponential, and induction motor loads. 
Second, it can be used for both measurement-based and model-based voltage stability assessment.  
The key idea of this index is that at the collapsing point, the system P-V curve and the load P-V 
curve share the same tangent line. Thus, the tangential angle between the two curves is an 
appropriate indicator of proximity to voltage collapse when voltage-dependent loads like ZIP and 
motor are considered. The performance of the proposed index is tested on both the IEEE 14-bus 
system and the 181-bus WECC system. The results show that the proposed index gives a good and 
reliable assessment of system stability. In addition, it demonstrated a consistent behavior, always 
reaching a value of 0.0 at the stability limit which enables the definition of a threshold for taking 
corrective measures.  
2.1 Introduction 
Voltage instability and voltage collapse are identified as the main reason behind several major 
blackouts worldwide. The severity of these blackout events has prompted significant research 
efforts in the area of monitoring and control of system voltage stability. Several voltage stability 
assessment methods have been proposed in the literature in an attempt to assess proximity to 
voltage collapse.  Different concepts and analysis techniques have been utilized in the literature of 
voltage stability assessment. Those include repeated power flows [2]; numerical continuation [3, 
4]; modal analysis [5, 6]; optimization [7, 8]; Thevenin equivalent and the concept of maximum 
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power transfer [9, 10]; and sensitivities of system states to changes in system loading [11-13]. 
Some of the major issues and technical challenges related to the proposed voltage stability 
assessment techniques are theoretical soundness; computational complexity; the ability to quantify 
“proximity” to collapse and therefore, define a threshold for taking corrective measures; the 
accuracy of predicted performance and stability margins. In regards to the latter issue, the load 
model is a major factor that greatly influences the accuracy and reliability of a proposed assessment 
scheme. The load model and its dependency on bus voltage are typically ignored and a constant 
PQ model is assumed for the system load. Assuming a constant PQ load is acceptable within the 
power system community because it leads to more conservative margins when compared to other 
voltage-dependent loads, i.e., ZIP and exponential load models [14]. However, if the system actual 
load includes a large percentage of induction motors then such an assumption will lead to highly 
pessimistic and unreliable margins [15]. 
 In the literature, several works have extended and/or modified some of the existing voltage 
stability assessment methods to account for induction motor loads [16-18]. Likewise, driven by 
the need for a more reliable voltage stability assessment, this work explores the application of a 
voltage stability index, recently proposed in [19], to systems with induction motor loads. This 
index (hereinafter referred to as the Tangential Angle based Voltage Stability Index (TAVSI)) is 
calculated based on the tangential angles of the system P-V curve and the load P-V curve. In [19], 
the authors considered the load to have either ZIP or exponential load characteristics. In this work, 
the formulation of the TAVSI is modified and generalized to account not only for ZIP or 




In addition, the authors in [19] provided the calculation of the tangential angles based on the 
incremental change of only the load’s real power. In this work, the formula for calculating the 
tangential angles, and therefore the TAVSI, is modified to include the impact from reactive power 
load increments as well. Moreover, in [19], the authors adopted a measurement-based approach in 
which the angle of the load bus P-V curve is approximated based on a two-bus Thevenin equivalent 
(TE) of the system at that load bus. Typically, the parameters of the TE are tracked based on two 
(or more) consecutive and synchronized measurement sets of voltage and current phasors [19-22]. 
However, in practice, there exist three major issues that might render a given TE identification 
method inapplicable. Those are measurement noise; changes in the operating conditions on the 
system side during a given measurement period, e.g., the operation of generators’ over-excitation 
limiters; and phase angle drift caused by changes in system frequency. Due to these limitations, an 
alternative model-based approach is proposed for calculating the value of TAVSI. Whether a 
measurement-based or a model-based approach is chosen depends on the applicability of the 
method in the considered system. 
The remainder of this chapter is organized as follows: Section 2.2 presents the concepts and 
mathematical formulation of the TAVSI as proposed in [19]. In Section 2.3, the formula for 
calculating the TAVSI is modified to include the impact of the load’s reactive power increment. In 
Section 2.4, the application of the TAVSI is generalized for composite load models. In Section 0, 
the TAVSI is generalized for any given N bus system. Section 2.6 presents simulation results along 




2.2 The Tangential Angles based Voltage Stability Index (TAVSI) 
This section presents the concepts behind the TAVSI and its mathematical formulation as 
proposed in [19] is presented.  
2.2.1 Review of TAVSI 
A simple two-bus system, shown in Figure 2-1, is utilized to present the concept of the TAVSI. 
The system consists of a slack bus connected to a load bus through a transmission line. E is the 
voltage magnitude of the slack bus (bus 1); R and X are the transmission line resistance and 
reactance respectively; V and δ are the voltage magnitude and angle of the load bus (bus 2); PL and 
QL are the active and reactive power consumption of the load.  
The load at bus 2 is assumed to consist of either a ZIP or an exponential load. The power-voltage 
relations of those two load models are detailed in (1) and (2). 
 𝑃 𝑍𝐼𝑃 = 𝑃0(𝑎𝑉
2 + 𝑏𝑉 + 𝑐) (1a) 
 𝑄 𝑍𝐼𝑃 = 𝑄0(𝑑𝑉
2 + 𝑒𝑉 + 𝑓) (1b) 
 𝑃𝐸𝑋𝑃 = 𝑃0𝑉
∝𝑃  (2a) 
 𝑄𝐸𝑋𝑃 = 𝑄0𝑉
∝𝑄 (2b) 
P0 and Q0 are the load real and reactive power at V = 1 p.u. a, b, c, d, e, and f are the ZIP load 
parameters where a + b + c = 1 and d + e + f = 1. αP and αQ are the exponential load parameters. 
The system P-V curve, also known in the literature as the nose curve, represents the sequence of 
solutions of the nonlinear power flow equations when the system load is uniformly increased. This 
P-V curve is typically obtained using continuation power flow (CPF) [1]. In CPF, a parameter λ, 














the increase in system loading. That is, load power becomes a function of both V and λ. For 
instance, if the load at bus 2 has an exponential load model, then PL = λP0V
∝P and QL = λQ0V
∝Q. 
At each increment of λ, the system equations are solved and the next point on the curve is obtained. 
It should be noted that the three nose curves in Figure 2-2 are not of the same shape because the 
corresponding Q will be subject to different load models, which will lead to the PQV 3-D surface 
[20] projected to different PV curves. On the other hand, the load P-V curves represent the 
projection of the relation PL = λP0V
∝P on the P-V plane where each dashed curve corresponds to 
a distinct loading level, λ = [λ1, λ2, … ]. 
Now, looking at the P-V plane for load bus 2, at a given loading level λ = λk, the solution for 
the bus voltage V and load power PL is the point where the two curves intersect (i.e., the P-V nose 
curve and the load P-V curve). If there exists no intersection between the two curves, then the 
system collapses. This is shown in Figure 2-2 a, b, and c for constant PQ, ZIP, and exponential 
load models respectively. Point A represents a stable operating point while point B represents the 
point of system collapse. It is interesting to note that at the collapse point, the load characteristic 
curve becomes tangential to the system P-V curve. Therefore, the collapse point can be 
characterized as the point where the system P-V curve and the load curve share the same tangent 












Based on the above concept, the authors in [19] proposed to utilize the angle between: 1) the 
tangent to the P-V nose curve and 2) the tangent to the load P-V characteristic curve as an indicator 
of system stability. Equation (4), which is the concluding equation in [19], details the mathematical 




(a) P-V nose curve and PQ load 
P-V curves 
 
(b) P-V nose curve and ZIP load 
P-V curves 
 
(c) P-V nose curve and 
exponential load P-V Curves 


























The value of the proposed TAVSI varies from 180° (i.e., π) at zero loading to zero at the point 
of system collapse. Therefore, values “close” to zero would indicate voltage instability. A threshold 
for raising an alarm or for taking corrective actions can be set to a value within the range of 40° to 
20°. However, it is better recommended to first perform off-line studies and to examine the 
performance of the TAVSI under different operating conditions and scenarios (e.g., network 
topology, base-case loading, limits on controls … etc.) Then, one may decide on the appropriate 
value for the alarm threshold for the system under consideration. 
2.3 TAVSI Calculation Considering Both Real and Reactive Power 
Increments 
To evaluate the value of TAVSI for load bus 2 at any given operating point, the slopes of both 
the P-V nose curve and the load P-V curve need to be calculated. In [19], while deriving the 
formula for calculating the slope of the P-V nose curve, the authors assumed an incremental change 
of only the load’s real power. This work further extends the calculation of the P-V nose curve slope 
by considering the incremental change of both the real and reactive power of the load. In other 
words, the impact of reactive power load increments will be included. The following details the 
derivation of the formulas used for calculating the slope of the P-V curve, the slope of the load P-
V curve, and accordingly the TAVSI. 
2.3.1 Slope of the P-V Nose Curve: 𝒅𝑷𝑳/𝒅𝑽|𝑵𝒐𝒔𝒆 𝑪𝒖𝒓𝒗𝒆 
The formula for calculating the slope of the P-V nose curve at a given operating point is derived 
as follows: given the two-bus system of Figure 2-2, then, at any loading level λ, the following 
relations hold true: 
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 𝑉4 + 𝑉2(2𝑅𝑃𝐿 + 2𝑋𝑄𝐿 − 𝐸
2) + 𝑍2𝑆𝐿
2 = 0 (5) 
Where: if the load at bus 2 had a ZIP load model then, 
 𝑃 𝐿 = 𝜆𝑃0(𝑎𝑉
2 + 𝑏𝑉 + 𝑐) (6a) 
 𝑄 𝐿 = 𝜆𝑄0(𝑑𝑉
2 + 𝑒𝑉 + 𝑓) (6b) 
Or, if the load at bus 2 had an exponential model then,  
 𝑃 𝐿 = 𝜆𝑃0𝑉
∝𝑃 (7a) 
 𝑄𝐿 = 𝜆𝑄0𝑉
∝𝑄 (7b) 
Now, going back to how the system's P-V curves are obtained, according to [3], the system load 
is increased uniformly from a given base-case loading profile using the loading parameter λ. At 
each incremental change of λ, the system power flow equations are solved and a new point on the 
curve is obtained. For a given incremental change in λ, the changes of PL, QL and V at load bus 2 
can be related to one another according to the load’s characteristic equations ((6) or (7)) as follows:  














Where ∂PL/ ∂V, ∂PL/ ∂λ, ∂QL/ ∂V, and ∂QL/ ∂λ are the partial derivatives of the load real and 


























Now, since both PL and V are functions of λ, then, the slope of the P-V curve (dPL/dV|Nose Curve) 



































The slope term dV/dλ in the above equation can be evaluated based on the circuit equation of 
(5). It should be noted that PL, QL, and V are all functions of λ then, differentiating (5) with respect 









2 +  𝑋𝑉2)
𝑑𝑄𝐿
𝑑𝜆
𝑉𝐸2 − 2𝑉(𝑅𝑃𝐿 + 𝑋𝑄𝐿 + 𝑉2)
 (14) 









2 +  𝑋𝑉2)
𝜕𝑄𝐿
𝜕𝜆
𝑉𝐸2 − 2𝑉(𝑅𝑃𝐿 + 𝑋𝑄𝐿 + 𝑉2) − (𝑃𝐿𝑍2 +  𝑅𝑉2)
𝜕𝑃𝐿
𝜕𝑉




Substituting for dV/dλ from (15) into (13) results in the following formula for calculating the 












𝑉𝐸2 − 2𝑉(𝑅𝑃𝐿 + 𝑋𝑄𝐿 + 𝑉
2) − (𝑃𝐿𝑍




2 +  𝑋𝑉2)
𝜕𝑄𝐿
𝜕𝑉
(𝑃𝐿𝑍2 +  𝑅𝑉2)
𝜕𝑃𝐿
𝜕𝜆






2.3.2 Slope of the Load P-V Curve: 𝒅𝑷𝑳/𝒅𝑽|𝑳𝒐𝒂𝒅 𝑪𝒖𝒓𝒗𝒆  
As mentioned before, the load P-V curve represents the relation of PL and V at a fixed loading 
level (λ is constant). Therefore, based on (6) and (7), dPL/dV|Load Curve is calculated as given in 





















Therefore, for a two-bus system, in the case of a ZIP or an exponential load is connected to bus 
2, the TAVSI is calculated using (4); (16); and (17) or (18). 
2.4 Generalization of TAVSI to Composite Loads 
A composite load model consists of a ZIP (or exponential) load and an induction motor load. 
According to the studies in [21, 22], a composite load model proves to provide a more accurate 
representation of real-world system load behavior. In this work, induction motor dynamics are 
ignored and a static model is assumed for representing the motor operation. This assumption is 
valid when assessing the long-term voltage stability of the system [23]. Another assumption made 
in this work is that the mechanical load torque of the induction motor is independent of motor 
speed, i.e., constant torque load. This assumption leads to a more conservative stability assessment 
when compared to speed-dependent load torque characteristics [16]. Figure 2-3 shows the two-bus 
system when a composite load is connected to bus 2. Here, PL and QL represent the power 
consumption of the ZIP (or exponential) part of the composite load. The induction motor load is 
represented by its static model, i.e., its steady-state equivalent circuit model where Rs and Xs 
represent the stator winding resistance and reactance; Rr and Xr represent rotor winding resistance 
and reactance; and Xm represents the magnetizing reactance. Psh is the power transferred to the 
motor shaft [24]. The system of Figure 2-3 can be modified into the one shown in Figure 2-4 by 
transforming the wye impedance configuration between nodes 2, 2’, and ground into its equivalent 















𝑍𝑠𝑍𝑟 + 𝑍𝑠𝑍𝑚 + 𝑍𝑟𝑍𝑚
𝑍𝑠
 (19c) 
Assuming a constant torque load model then, in steady-state, Psh can be calculated in terms of 






Where ωs = 2πfs is the synchronous speed, p is the number of poles. Now, given a base case 
where Psh = Psh0, s = s0, and Tm = Tm0; then, from (20), the shaft power Psh at any given 
mechanical load Tm = λTm0 can be calculated in terms of base-case Psh0 as follows: 
 




The ratio (1 − s) (1 − s0)⁄  is typically close to 1. Therefore, Psh can be assumed to be equal to 
λPsh0. Then, the motor load can be represented as a constant P load behind a transmission line. 
This model representation can easily be included in the power flow problem formulation. This 
makes it possible to utilize CPF technique for proper and reliable voltage stability assessment of 
systems with induction motor loads. In other words, the obtained P-V curve at bus 2 will reflect a 




Figure 2-3 Two-bus system with composite load at bus 2 
 
 

























which is usually a large, aggregated motor load model. To verify this conclusion, the P-V curve 
obtained for bus 2 using static CPF (performed on the equivalent three-bus system of Figure 2-4) 
is compared to that obtained using dynamic simulation based on Simulink. In Simulink, the 
induction motor is represented by a set of differential equations that models both the steady-state 
and transient responses of the motor. The studied system has the following parameters: E = 1.05 
p.u.; Z = 0.01 + j0.15 p.u.; the load at bus 2 consists of a constant PQ load and an induction motor. 
For the constant PQ load, PL2 = 0.25 p.u. and QL2 = 0.15 p.u. The induction motor parameters are 
given in Table 2-1.  
Figure 2-5 shows two P-V curves for bus 2. The red curve is obtained through static CPF 
analysis. The blue curve is obtained through dynamic simulations using Simulink. In Simulink, 
the loading parameter is used on the base-case load torque (i.e., Tm = λTm0). For small load torque 
increments, the transient response quickly dies out and the motor stabilizes at a new operating 
point (steady-state response). At any steady-state operating point, the shaft power, motor speed, 
and load torque are governed by the relation of (20). On the other hand, in CPF the loading 
parameter is used on the base-case shaft power (i.e., P2′ = λPsh0). As seen from the figure, the two 
curves are almost an exact match to one another. They slightly differ near the point of system 
collapse.  The static method of CPF yielded a lower point of collapse at λ = 1.58, i.e., a more 
conservative assessment. This is because in CPF, Psh is assumed to be equal to λPsh0. However, at 
heavy loading (near system collapse), the change in motor speed becomes more pronounced and 
the actual power delivered to the motor shaft Psh would be less than its assumed value of Psh =
λPsh0. In other words, for the same mechanical load, the value of Psh considered in CPF analysis 
is higher than its true value. Therefore, using CPF would lead to a more conservative assessment, 
i.e., the system is predicted to collapse at lower values of λ, i.e., lower mechanical load. 
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Table 2-1 Induction motor parameters in p.u. (100 MVA base) 
Rs Xs Rr Xr Xm H (sec) P (base-case) 









Coming back to TAVSI calculations, the index is calculated using Equations (4), (13), and (17) 
or (18). Here, the slope term dV/dλ in (13) would be evaluated based on the circuit of Figure 2-4. 
The formula for calculating this dV/dλ can be derived in a manner similar to that shown in the 
previous section. However, we present a more general method for calculating this dV/dλ term in 
the next section.  
2.5 Generalization of TAVSI to an N-bus System 
Given an N-bus system where 𝒢 is the set of generator buses, ℒ is the set of load buses, then; to 
evaluate the TAVSI at a given load bus 𝑖, all induction motor loads are first replaced with their 
equivalent power flow model i.e. a constant P load behind a transmission line. Then, the calculation 
of dPL/dV at load bus 𝑖 can be evaluated as follows: 
Given the general vector form of the system power flow equations (with the consideration of 
both load characteristics and the loading parameter): 
 𝑃𝐼𝑁𝐽(𝑉, 𝛿) = 𝑃𝐺(𝜆) − 𝑃𝐿(𝑉, 𝜆) (22) 
 𝑄𝐼𝑁𝐽(𝑉, 𝛿) = −𝑄𝐿(𝑉, 𝜆) (23) 
Here, V and δ represent the vectors of buses’ voltage magnitudes and voltage angles; PG, PL, 
and PINJ are the vectors of real power generation, consumption, and injection at both generation 
and load buses. QG, QL, and QINJ Represent the vectors of reactive power generation, consumption, 
and injection at only load buses. From (22) and (23), the change in system states (V and δ) and the 





































































After dVi/dλ at load bus 𝑖 is obtained, then the TAVSI at that bus is calculated using (4); (13); 
and (17) or (18). It should be noted that TAVSI is not applicable to tie buses since they supply no 
load. 
The index as defined in (4) cannot be used as an indicator of the “degree of weakness” of a 
given load bus when compared to other load buses. This is because the index is calculated based 
on raw slopes, i.e., dimensioned slopes. As stated earlier, the index represents the angular 
difference between the tangent to the P-V nose curve and the tangent to the load P-V characteristic 
curve. Using dimensioned slopes result in a relative rather than an absolute measure of distance to 
collapse (relative to the bus’s voltage and power consumption).  This does not allow for fair 
comparison among different load buses with different voltages and load power consumptions. 
Therefore, in order to improve on the value of TAVSI, it is proposed here to use normalized slopes 
rather than raw slopes. This would enable fair comparison among the different load buses which 
in turn allows for the definition of a global threshold for deciding on system stability, and the 
identification of weak buses where taking corrective actions should be most effective. At a given 



















The modified TAVSI is then calculated as follows: 














In what follows, the performance of the modified TAVSI in terms of ranking and identifying 
weak buses is compared to that of the original TAVSI [19]. To draw a valid conclusion, a third 
index was included in the study: the P-index [11]. In [11], the authors proposed a new method for 
characterizing the point of maximum power transfer i.e., the nose point of the P-V nose curves. 
According to [11], at the system loadability limit, for any given load bus, the power gained due to 
the connection of any additional load would all be lost due to the accompanying voltage drop i.e. 
the net power increase being zero. Accordingly, they defined the P-index as the ratio of those two 
power components: gained and lost. The authors were able to arrive at an expression for such a 
ratio in terms of voltage sensitivities with respect to load power. Equation (29) details the formula 













The value of the P-index varies from “0” at no load to “1” at the point of maximum power 
transfer. It should be noted that, as explained previously in Section 2.2, the system point of collapse 
does not necessarily coincide with the point of maximum power transfer (i.e., the nose point of the 
P-V nose curve). Depending on the load P-V characteristics, the system might be able to 
accommodate the connection of additional load without collapsing. Therefore, to enable a fair 
comparison between the TAVSIs (original and modified) and the P-index, a constant PQ load 




The ranking study is carried out on the IEEE 14-bus system. Table 2-2 lists the load bus rankings 
according to the modified TAVSI, original TAVSI, and the P-index. These rankings are taken at a 
modified TAVSI ≈ 40 for bus 14 (a candidate threshold for raising an alarm). As seen from Table 
2-2, both the modified TAVSI and the P-index yielded the same ranking results with bus 14 ranked 
as the weakest bus (i.e. lowest TAVSI and highest P-index). On the other hand, the original TAVSI 
yielded a completely different ranking for the system buses. These results confirm that the original 
TAVSI may not be a good choice for ranking purposes. 
A final note on the calculation of the TAVSI: as it was originally proposed in [19], the index at 
a given load bus 𝑖 can be calculated based on the Thevenin equivalent of the system at that bus. A 
Thevenin based approach would eliminate the need of having full knowledge of system topology, 
states, and especially the load characteristics at each load bus in the system. Therefore, monitoring 
could be conformed to a specific area of the system where information on the load would only be 
needed for the pre-selected set of load buses. If a Thevenin-based approach is adopted, and if the 
load at the monitored bus is composite, then the induction motor part of the load needs to be 
included in the Thevenin equivalent. As shown previously, the induction motor load is equivalent 
to a constant P load behind a transmission line. Therefore, it can be thought of as part of the system 
i.e. another load bus connected to load bus 𝑖 through a transmission line. Hence, it should be 
included in the Thevenin equivalent of the system at load bus 𝑖. After obtaining the Thevenin 




Table 2-2 IEEE 14-bus system rankings, taken at TAVSI = 40. 
 
Rankings based on 
original TAVSI 
Rankings based on 
modified TAVSI 
Rankings based on P-
index 
Bus No. TAVSI Bus No. TAVSI Bus No. P-index 
Weakest 11 3.5 14 39.5 14 0.708 
 
12 6.0 13 42.7 13 0.685 
10 8.8 10 42.7 10 0.684 
5 11.9 9 43.6 9 0.677 
13 12.8 12 43.7 12 0.677 
14 13.3 11 44.0 11 0.675 
9 27.5 4 54.8 4 0.585 





2.6 Simulation Studies 
The performance of the proposed TAVSI is investigated on both: (1) the IEEE 14-bus system 
[25] and (2) a 181-bus reduced equivalent of the Western Electricity Coordinated Council (WECC) 
system [26]. Voltage collapse simulations were carried out in time-domain using PSAT toolbox. 
For each system, each load bus is assumed to have either a ZIP, an exponential, or a composite 
load connected to it. In order to drive the test system into voltage collapse, the system load (or 
parts of it) is increased at a uniform rate until the system collapses. For each load bus, the value of 
TAVSI is evaluated across the entire simulation period. A TAVSI value of 30 is assumed as a 
threshold for raising an alarm (average of the recommended range of threshold values). The 
following subsections present the simulation results along with a discussion on the performance 
of TAVSI. 
2.6.1 IEEE 14-Bus System Test Case 
For the IEEE 14-bus system shown in Figure 2-6, loads at buses 9, 10, 11, 12, 13, and 14 are 
modeled as ZIP loads with 30% constant Z, 40% constant I, and 30% constant P. On the other 
hand, loads at buses 4 and 5 are modeled as exponential loads with both ∝𝑃 and ∝𝑄 being set equal 
to 0.5. In addition, induction motor loads are added to the existing loads of both buses 9 and 14. 
Accordingly, the loads at buses 9 and 14 are of composite nature (a ZIP load plus an induction 
motor load). The parameters of the induction motor load are given in Table 2-3.  
The system load (except for induction motor loads) and real power generation were uniformly 
increased at a 0.2% per second increase rate. Figure 2-7 and Figure 2-8 show the voltage and 
calculated TAVSI for all load buses, i.e., buses 4, 5, and 9 to 14. As seen from Figure 2-7, the 
system collapsed at time t = 121.6. Now, looking at Figure 2-8, as the system was approaching  
26 
 
Table 2-3 Induction motor parameters in p.u. (100 MVA base) [17] 
Rs Xs Rr Xr Xm H (sec) P (base-case) 































collapse, the TAVSI started to attain small values. By time t = 68 seconds the TAVSI of bus 14 had 
reached a value less than 30°. This gives a clear indication of system instability at that point. By 
time t ~ 119 seconds, the TAVSI had reached a value of zero. It should be noted that a TAVSI of 
zero represents the point beyond which the equivalent static model has no solution. Now, even 
though the TAVSI has reached a value of zero, the dynamic simulation was able to advance for ~3 
more seconds before the system went into a complete collapse at t = 121.6 seconds. In a nutshell, 
the system did not collapse immediately after the TAVSI has reached a value of zero due to motors’ 
inertia and their power-slip dynamics. To further explain, the reader is referred to Figure 2-9. By 
the time t ~ 119 seconds, both induction motors have started to stall. When a motor stalls, its speed 
drops to zero (slip = 1). Looking at the circuit of Figure 2-3 along with Equation (20), with a slip 
of 1, the power delivered to the motor shaft, Psh, becomes zero and the induction motor becomes 
a sink for reactive power. These power-slip dynamics have enabled the system to retain a solution 
for a few more seconds before the system went into a complete collapse at t = 121.6 seconds (i.e., 
the dynamic system equations were no longer solvable). During these 3 seconds, the calculated 
TAVSIs had negative values. Now, since the TAVSI is calculated based on measurements from a 
dynamic simulation rather than a static load flow solution, then, it is possible (but not necessary) 
for the TAVSI to have a negative value during the dynamic collapse event. 
A final note on the results of this case study, as explained previously in Section 0, using 
normalized slopes would enable a fair comparison of proximity to collapse among system load 
buses. As seen from Figure 2-8, load buses 9, 10, 11, 12, 13, and 14 are “weak” buses when 
compared to load buses 4 and 5 with bus 14 being the weakest bus. 
Another voltage collapse scenario was simulated for the IEEE 14-bus system. This time, the 
base-case load induction motors were chosen as 0.17 and 0.05 for motors at buses 9 and 14, 
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respectively. Figure 2-10 and Figure 2-11 show the voltage and the calculated TAVSIs. Figure 2-12 
shows the active and reactive power consumption of the motor loads at buses 9 and 14. As can be 
seen from Figure 2-11, at time t = 47 seconds the TAVSI of bus 14 had reached a value less than 
30°. This gives a clear indication of system instability at that point. By time t ≈ 82 seconds, the 
calculated TAVSIs had near-zero values which indicate that the system is on the verge of collapse. 
By that time, as can be seen from Figure 2-12, the system was no longer able to supply the 
mechanical load of the motor connected to bus 9 and therefore, the motor started to stall. Similar 
to the previous case study, the stalling of the motor load at bus 9 has enabled the system to override 
the predicted collapse and transition through a set of feasible (but not stable) operating points till 
it eventually collapsed at t = 99.1 seconds.  
The results of both case studies support the earlier discussion of Section 2.4 in that the static-
based TAVSI would hit its theoretical limit of zero slightly before the actual dynamics collapse the 
system. Indeed, in some cases, the motor dynamics might enable a momentary recovery of the 
TAVSI indicator showing a brief feasible operation. However, this recovery has been observed to 
be unstable leading to ultimate collapse. Therefore, prevention actions should be taken as early as 
when the TAVSI hits its alarm threshold. 
2.6.1 181-Bus WECC System Case 
The second test system, as shown in Figure 2-13, is a 181-bus reduced equivalent of the WECC 
system developed at the CURENT research center, [26]. The system is driven into collapse through 
a uniform increase of part of its load (the load at the Los Angeles area) at a 0.2% per second 
increase rate. Loads of this area are modeled as either a ZIP, exponential, a composite ZIP + 
induction motor, or a composite exponential + induction motor load. The rest of the system load 






















Due to limits in space, the plots presented and shown in Figure 2-14 and Figure 2-15 are only 
for the weakest 9 load buses. According to the calculated TAVSIs, the weakest 9 buses of the 
system were identified to be buses 41, 50, 51, 54, 55, 57, 58, 62, and 63. From Figure 2-13, it can 
be seen that the system voltage collapsed at t = 264 seconds. The TAVSI at buses 51, 54, 57, and 
58 gave an early indication of system instability (around 20 seconds before system collapse) as it 
hit a value less than 30 at t = 240 seconds. 
2.6.1 Conclusions and Final Remarks 
In all study cases, the TAVSI demonstrated a consistent behavior as it always reached a value 
of zero at the system point of collapse. It also gave an early indication of system instability which 
allows for enough time to take corrective actions. In addition, it successfully identified weak buses 
where taking corrective actions would be most effective.   
Note, the above case studies work for both measurement-based and model-based approaches. 
If the measurement is precisely accurate, both produce identical results. Thus, the proposed TAVSI 
can be applied with both approaches.  
It should also be noted that the advantage of TAVSI in comparison with traditional VSIs has 
been analyzed and demonstrated in the previous work [19] when ZIP or exponential loads are 
studied. Also, there is no previous work in VSI incorporating motor loads. Thus, here we only 
demonstrate the effectiveness of TAVSI with composite ZIP and induction motor loads included. 
2.7 Conclusion 
This work extended and generalized the newly proposed voltage stability indicator, TAVSI. Its 
calculation was extended to include ZIP and induction motor load. TAVSI measures the tangential 















more reliable assessment of system voltage stability as opposed to traditional load models. The 
value of the TAVSI varies from π at zero loading to zero at the system point of collapse (i.e., 
maximum loading). 
The performance of this index was tested on both the IEEE 14-bus system and the CURENT’s 
version of the 181-bus WECC system. The results show that TAVSI gives a good and reliable 
assessment of system stability. 
The TAVSI is calculated based on normalized sensitivities which allows for comparison among 
different load buses. This allows for: 1) the definition of a global threshold for deciding on when 
to take corrective actions; and 2) the identification of weak buses where corrective actions would 
be the most effective. 
The TAVSI at a given load bus can be calculated based on either the complete system model (a 
model-based approach) or the Thevenin equivalent of the system at that bus (a measurement-based 
approach). Whether a model-based or a measurement-based approach is chosen depends on the 




Chapter 3. Data-driven and Model-based Hybrid Reinforcement 
Learning to Reduce Stress on Power Systems Branches 
In this chapter, we propose a reinforcement learning (RL) approach to tackle the control 
problem of branch overload relief in large power systems. Here, a control agent is trained to change 
generators’ real power output in order to relieve the stressed branches. For large power systems, 
this control problem becomes one whose decision space (i.e., the action space) is both highly 
dimensioned and continuous. This makes it extremely difficult to have successful training for RL-
based agents. Therefore, we propose a hybrid approach where optimal power flow (OPF) based 
actions (model-based actions) are utilized to help the agent learn an optimal control policy (data-
driven actions). The proposed approach was tested and compared to the generic data-driven, deep 
deterministic policy gradient (DDPG)-based approach on both the IEEE 118-bus system and a 
larger 2749-bus real-world system. The obtained results show that the hybrid approach performs 
well for large power systems and that it is superior to the DDPG-based approach.  
3.1 Introduction 
Overloaded branches, i.e. transmission lines and transformers, have been responsible (in part 
or fully) for several major blackouts worldwide:  the US-Canadian grid 2003, Italy 2003, and India 
2012 [1]. An overloaded branch might trip out on overload or zone-3 distance protection. The 
overloaded branch might also sag into a tree and trip out on fault. This, in turn, might cause 
additional branches to become overloaded and also trip out. To prevent such a cascade of outages, 
the initially overload branch(es) must be secured as quickly as possible. One way to secure an 
overloaded branch is through generation re-dispatch. In general, generation re-dispatch is 
formulated as an optimal power flow (OPF) problem [27-29]. However, in the context of branch 
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over-load relief, OPF might not be a suitable tool. This is because generators have limits on their 
ramping rates. Therefore, the optimal solution might need to be applied in more than one time-
step. The OPF does not inherently offer any guidance on the correct sequence of steps to achieve 
the desired dispatch, and an unguided approach can conceivably lead to overloading some of the 
healthy lines and/or increasing the overload on some of the already over-loaded. If the ramp rate 
constraints were included in the formulation of the OPF, and the problem is then solved as a 
scheduling optimization over the time needed to effect the schedule, then this would greatly 
increase the mathematical complexity of the OPF model. In addition, power systems are typically 
large and highly complex systems. This makes the OPF problem computationally expensive to 
solve and apply in a real-time frame of work. Such high computational requirements, not only for 
OPF but for other model-based assessment and control approaches as well have started to draw 
researchers more towards considering the adoption of model-free approaches in the field of power 
systems. Within this context, reinforcement learning (RL) offers a panel of methods that allow 
agents to learn a control law from interactions with a system without the need for the system model. 
In general, reinforcement learning is a suitable tool for any problem that can be formulated as a 
sequential decision problem. However, applying RL to large-scale control problems remains a great 
challenge. Indeed, successful implementation of RL has been reported in the literature of power 
systems operation and control. However, it lacks works that implement RL to problems with a 
similar nature to ours, i.e., large-scale operational problems whose control variables are both: 
continuous in nature and great in number. References [30, 31] provide a comprehensive review of 
the applications of RL in the field of power systems operation. Some of the surveyed works apply 
basic RL algorithms to small-scale control problems. For example, in [32], tabular Q-learning is 
utilized for training an agent to control transformer taps and reactive power compensators to 
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regulate substations’ voltage. Basic RL methods are known to have limited applicability to tasks 
with highly-dimensional state-action spaces. Accordingly, some of the surveyed works were 
tailored around the theory of reinforcement learning to tackle this “curse of dimensionality”. In 
[33], a multi-agent, distributed control framework is adopted to enable the application of the tabular 
Q-learning to the problem of reactive power control when considering a larger set of controlled 
devices. On the other hand, some of the surveyed works have utilized deep reinforcement learning 
(DRL) to enable the application of RL to large-scale operational problems (large mainly in terms 
of their state-spaces). In the field of RL, the use of deep learning in conjunction with reinforcement 
learning has led to significant breakthroughs in various tasks. DRL has enabled learning and 
significantly improved on the generalization of the control policy to unseen states. However, as 
pointed by the authors of [34], for tasks that have a large number of continuous control variables, 
the reported success of DRL is not of a great scale, 
This work draws on and extends the one previously presented in [35]. In that work, we proposed 
an RL-based generation re-dispatch scheme whose objective is to relieve the overload on system 
branches. The deep deterministic policy gradient (DDPG) algorithm [36] was adopted for training 
the re-dispatch agents. The proposed approach was successfully tested on both the IEEE 14-bus 
and 39-bus systems. The trained agents of both systems demonstrated a better performance when 
compared to the classical interior-point-based OPF approach. The application of the proposed RL-
based control on the IEEE 118-bus larger system, however, was not as successful. Therefore, in 
this work, we explore and identify the various challenges when extending the application of the 
proposed RL-based control scheme to larger power systems at the scale of over 1000 buses, and 
investigate solutions to overcome these challenges. As a result of our investigations, we proposed 
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a hybrid data-driven and model-based reinforcement learning approach (HRL) which enables the 
utilization of RL for the control problem of branch over-load relief in large power systems. 
To summarize, the main contributions of this study include: (1) we propose to tackle the control 
problem of branch overload relief in power systems through generation re-dispatch as a sequential-
decision control problem. This is because generators need to be dispatched to secure the system 
without overloading any healthy lines and/or increasing the overload on any of the already over-
loaded ones.  Accordingly, we propose to adopt reinforcement learning as “the” tool to train our 
control agent. (2) we present a detailed investigation into the various challenges involved in the 
application of RL to the control problem of branch overload relief in “large” power systems. (3) as 
a result of our investigations, we propose a hybrid data-driven and model-based approach that 
utilizes actions obtained based on generator shifting factors to improve the training of the RL-
agents.   (4) finally, we present studies that demonstrate the effectiveness of our proposed approach 
when compared to the DDPG-based approach.  
The remainder of this study is organized as follows: Section 3.2 presents a brief overview of 
reinforcement learning and the DDPG algorithm. In Section 3.3, the application of reinforcement 
learning to the control problem of branch over-load relief is investigated. Section 3.4 presents the 
proposed hybrid approach. Simulation studies are presented in Section 3.5. Section 3.6 presents a 




3.2 Reinforcement Learning and the Deep Deterministic Policy Gradient 
Algorithm 
In reinforcement learning, the agent learns a control policy based on its interactions with the 
system environment. In general, the agent interacts with the environment in discrete time-steps. At 
each time-step 𝑡, the agent observes the system states 𝑠𝑡, decides on an action at and receives a 
reward 𝑟𝑡. The agent learns progressively with time as it keeps accumulating more and more 
experience until it finally converges on an optimal control policy. The literature on reinforcement 
learning offers a wide range of learning algorithms. This work is based on the deep deterministic 
policy gradient (DDPG) learning algorithm [36]. This section presents a brief overview of this 
DDPG algorithm. The first subsection presents some key definitions and concepts used in the field 
of reinforcement learning. The second subsection presents a brief description of the DDPG 
algorithm. 
3.2.1 Definitions 
1. Policy: A policy 𝜋, is a function that defines the behavior of the agent. A policy can either be 
deterministic or stochastic. A deterministic policy, 𝜋: 𝑆 → 𝐴, maps states to specific actions. 
On the other hand, a stochastic policy outputs a probability distribution over a pre-defined set 
of actions 𝜋: 𝑆 → 𝒫(𝐴). 




where 𝛾 is a discounting factor, 𝛾 ∈ [0, 1]. 
3. Value function: Value functions represent the expected value of a given state. Two types of 
value functions are defined for a given state: 1) state-value function, 𝑉(𝑠𝑡), which is defined as 
the expected return starting from state 𝑠𝑡 and following policy 𝜋. 2) action-value function, 
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𝑄(𝑠𝑡, 𝑎𝑡), which is defined as the expected return after taking action 𝑎𝑡 in state 𝑠𝑡 and following 
policy π thereafter. 
4. Bellman’s equation: In general, the agent attempts to learn a policy that maximizes the 
expected return of every state. The majority of reinforcement learning algorithms utilize the 
action-value function to infer the optimal policy. Those algorithms are all based on Bellman’s 
principle of optimality [37]. This principle leads to the following necessary condition on the 
optimality of the action-value function: 




where 𝔼[∙] indicates the expected value. Equation (1), also known in the literature as Bellman’s 
equation, is a recursive relationship which allows for the use of iterative approaches to solve for 
the optimal action-value function 𝑄∗(𝑠, a). 
3.2.2 Deep Deterministic Policy Gradient (DDPG) Algorithm 
DDPG is a learning algorithm designed for control problems where the agent policy is 
deterministic and the action space is continuous [36]. DDPG utilizes an actor-critic frame of work 
which allows for concurrent learning of a policy function (the actor) and a Q-function (the critic). 
In [11], the authors proposed the use of neural networks as function approximators for both actor 
and critic functions. The actor network is parameterized by 𝜃𝜋 while the critic network is 
parameterized by 𝜃𝑄.  The algorithm uses the Bellman equation to learn the Q-function, i.e. 𝜃𝑄, 
and uses the Q-function to learn the policy, i.e. 𝜃𝜋. 
1. Q-learning: As mentioned above, Bellman’s equation provides the basis for learning the 
optimal action-value function 𝑄∗(𝑠, 𝑎). Now, given the parameterized critic function 
𝑄(𝑠, 𝑎|𝜃𝑄), then, its parameters, 𝜃𝑄, can be optimized by minimizing the mean-squared 
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Bellman error (MSBE) given below in (2). This error indicates how close the value of Q comes 
to satisfying the optimality condition of (1): 




𝑦𝑡 = 𝑟(𝑠𝑡, 𝑎𝑡) + 𝛾𝑄(𝑠𝑡+1, 𝜋(𝑠𝑡+1)|𝜃
𝑄) (3) 
𝑦𝑡 is known as the target. As seen from (3), the target value depends on the same parameters 
being optimized for, i.e. 𝜃𝑄. This fact is known to make learning through MSBE minimization 
unstable for neural networks. In order to stabilize the learning process, two techniques are 
adopted: a replay buffer, and a separate critic target network for calculating 𝑦𝑡. Readers are 
referred to [36] for more details on those two techniques. 
 
2. Policy learning: The optimal policy is one that satisfies: 
𝜃𝜋∗ = 𝑎𝑟𝑔𝑚𝑎𝑥
𝜃𝜋
(𝐽 = 𝔼[𝑄(𝑠, 𝜋(𝑠|𝜃𝜋))]) (4) 
Since the action space is continuous and the Q-function is differentiable with respect to the 
action then, gradient ascent can be used to solve the optimization problem of (4). Accordingly, 










In [38], the authors proved that this is equivalent to the policy gradient, hence the name. Since 
the actor network is also used in (3), then, in order to have stable learning, a separate actor target 
network is used when calculating 𝑦𝑡.  
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3.3 Data-Driven Reinforcement Learning and the Control Problem of 
Branch Over Load Relief 
This section presents a discussion on the various elements (i.e., states, actions, reward function 
… etc.) involved in the design of the data-driven DDPG-based controller. It also identifies, 
explores, and analyzes the various challenges and limitations one might face when training the 
DDPG-agent for larger power systems. 
3.3.1 States  
Given an N-bus power system where  𝒢 is the set of system generators, 𝒢𝑐 is the set of generators 
available for control,  ℬ is the set of system branches, ℬ𝑂𝐿,𝑡 is the set of overloaded branches at 
time-instant 𝑡, then; the system states are defined as: 
𝑆 = {𝑠|𝑠𝑡 = {𝑆𝑖,𝑡 ∀ 𝑖 ∈ ℬ} ∪ {𝑃𝑔𝑗,𝑡 ∀ 𝑗 ∈ 𝒢} (7) 
where 𝑆𝑖,𝑡 is the magnitude of the apparent power (MVA) flow of the i
th branch, 𝑃𝑔𝑗,𝑡 is the real 
output power of the jth generator at step t.  
3.3.2 Actions  
The action space is defined as follows: 
𝐴 = {𝑎|𝑎𝑗,𝑡 = ∆𝑃𝑔𝑗,𝑡 ∀ 𝑗 ∈ 𝒢
𝑐} (8) 
where ∆𝑃𝑔𝑗,𝑡 is the amount of change in the real output power of the j
th generator at step t.  ∆𝑃𝑔𝑗,𝑡 
is continuous in the range [∆𝑃𝑔𝑗−𝑚𝑖𝑛, ∆𝑃𝑔𝑗−𝑚𝑎𝑥] where ∆𝑃𝑔𝑗−𝑚𝑖𝑛 and ∆𝑃𝑔𝑗−𝑚𝑎𝑥 are the minimum 
and maximum allowable change for generator 𝑗 between two consecutive time steps. It should be 
noted that if ∆𝑃𝑔𝑗,𝑡 results in violating the output limits of  generator 𝑗, then, 𝑃𝑔𝑗,𝑡 is set at the 
violated limit.  
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3.3.3 Reward Function Design 
The success of an RL algorithm relies heavily on the design of the reward function. Reward 
functions can either be sparse or dense. A sparse reward function is one that rewards the agent with 
a fixed value (typically a zero) most of the time. On the other hand, a dense reward is one that gives 
variant values to most of the transitions, thus the agent gets informative feedback at almost every 
time step. According to the DDPG algorithm, in the beginning, the actor policy is randomly 
initialized. For this particular control problem, the actor should be initialized in a way that makes it 
take small actions (small changes in generator outputs). This is because randomly changing 
generator outputs in large amounts could easily drive the system into collapse. Now that the taken 
actions are small, the agent might need a large number of steps before it can reach a winning 
terminal state. This issue gets more pronounced for larger systems where the number of controlled 
generators is relatively large.  
If the reward function does not provide informative feedback on the taken actions, the reward 
signal would be sparse. Sparse rewards make it extremely difficult for the learning algorithms to 
connect such a long series of actions to a distant future reward. On the other hand, a dense reward 
helps the agent learn from the accumulated experience even when terminal states are not reached 
quite often. Optimizing performance on dense reward signals is expected to guide the agent towards 
its end goal of winning the game. However, due to the discounted nature of the action-value function 
(Q-function), dense rewards might encourage the agent to aim for short-term gains over long-term 
benefits. In addition, dense rewards might be misleading and, if not carefully designed, the agent 
might end up learning the wrong policies [39].  
As mentioned above, the control problem in hand (over-load relief of power system branches) 
is one whose action space is continuous, and for large power systems, it would be highly-
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dimensioned as well. Therefore, a dense reward might be a good option for helping the agent learn 
a control policy. In the literature, several works have proposed the use of the distance-to-goal as a 
measure of success for the actions taken by the agent [40-42]. For the control problem in hand, a 
dense distance-to-goal based reward can be formulated as follows: 
𝑟𝑡 = −𝑟𝐼𝑀,𝑡 + 𝑟𝑇𝑀𝐿 
(9) 
where: 
For all 𝑖 ∈ ℬ𝑂𝐿,𝑡 (overloaded branches at time 𝑡) and 𝑗 ∈ ℬ𝑂𝐿,𝑡−1 (overloaded branches at 












+𝑅 If all branches are within limits
−𝑅 If power flow diverges
 
The above reward function is composed of two parts:  
1. An intermediate reward 𝑟𝐼𝑀,𝑡: this reward is also composed of two terms: The first term reads 
as follows: at each control step, the agent is penalized for being in a state where one (or more) 
of the system's lines is overloaded. The magnitude of the penalty depends on: the number of 
overloaded lines; and the amount of overload on each of those lines. The second term reflects 
the value of the taken action; the penalty on each line is either: (a) increased if the line had a 
better condition on the previous state (action resulted in more loading of the line), or (b) 
decreased if the action resulted in relieving some of the line loading. The higher the intermediate 




2. A terminal reward 𝑟𝑇𝑀𝐿: the agent is rewarded with 𝑟𝑇𝑀𝐿 if the taken action results in either: (a) 
securing the system or (b) collapsing the system. If the taken action has secured the system, 
then the agent is given a high reward, i.e.,  𝑟𝑡 = +𝑅 and the episode is terminated. On the other 
hand, if the taken action collapses the system, then, the agent is penalized, i.e., 𝑟𝑡 = −𝑅 and the 
episode is terminated. The terminal reward should be set to a relatively large value. This is due 
to the following: at the beginning of the training period, where the taken actions are far from 
being optimal, the intermediate penalty could attain high negative values. High intermediate 
penalties might over-shadow the terminal reward and therefore, actions leading to “early” 
termination on collapse would have a higher Q-value than those leading to a “later” termination 
on a win. Therefore, in order to overcome this issue, the value of 𝑟𝑇𝑀𝐿 needs to be set to a 
“relatively” large value e.g. ±50. 
 
This reward design is “expected” to lead the agent to avoid being in states where it is highly 
penalized (states with overloaded branches) and therefore, try to reach a terminal state where it gets 
a positive reward. However, three major factors might render the agent from learning such optimal 
behavior. Those are: 
 First, the intermediate penalty is defined as a sum over all overloaded lines. This might lead to 
a deceptive comparison of state-action pairs that differ in the number of over-loaded lines and 
therefore, the agent might end up learning sub-optimal policies. To further explain, consider the 
following scenario: an outage result in overloading 4 lines at 110%, 150%, 150%, and 150%. 
Then, the agent takes an action that results in increasing the loading of the first line up to 200% 
while decreasing the loading of the rest of the lines down to 95%, 100%, and 105%. For this 
state-action pair, the reward according to (9) is equal to -2.45. Now, assume that the agent is 
exploring the environment (or maybe had its policy updated). Then, following the new policy, 
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the agent takes an action that results in decreasing the loading of all lines to 105%, 110%, 110%, 
and 110%. In this case, the calculated reward is -3.10. Comparing the two state-action pairs, 
based on the obtained rewards, the agent sees the first action as the better one. However, in real-
world operation, the first action is a worse one as it results in unacceptable over-loading of 
“line-1” (200%). This scenario shows that actions which result in a fewer number of highly 
loaded lines could be seen as better actions than those which result in a larger number of lightly 
over-loaded lines. 
 Second, even though bad actions are penalized (i.e., actions that result in overloading healthy 
lines and/or increasing the flow on an already overloaded line), the main objective remains to 
reach a state where all lines are secured. In other words, winning the game is more important 
than how the game is won. Therefore, even if the agent learns a policy that wins the game, the 
trajectory of the taken actions might have states where healthy lines became overloaded.  
 Finally, with large target values (𝑦 = 𝑟 + 𝛾𝑄′), the training of both critic and actor networks 
becomes prone to the problem of exploding gradients [43].  
 
In order to overcome the above issues, another termination condition is added to the formulation 
of the reward function. So, in addition to terminating on securing the system (i.e., winning the game) 
or collapsing the system (i.e., losing the game), an episode is to be terminated if the taken action 
results in increasing the flow on one (or more) of the over-loaded lines, and/or if it results in over-
loading one (or more) of the healthy lines. With this new termination condition, the agent will try 
to learn a policy that secures the system by taking “good” actions only, i.e., actions that result in 
decreasing the flow on all overloaded. In other words, while progressing towards its end goal, the 
agent will not overload healthy lines and/or increase the flow on some of the already over-loaded 
lines. Accordingly, the reward function becomes: 
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𝑟𝑡 = −𝑟𝐼𝑀,𝑡 + 𝑟𝑇𝑀𝐿 
(10) 
where: 
For all 𝑖 ∈ ℬ𝑂𝐿,𝑡 (overloaded branches at time 𝑡) and 𝑗 ∈ ℬ𝑂𝐿,𝑡−1 (overloaded branches at time 















+𝑅 If all branches are within limits
−𝑅 {
If power flow diverges
If healthy branches become overloaded




Another factor that has a major impact on the training outcome of the RL agent is the quality of 
the accumulated experience, especially at the early stages of the training process [44]. This issue is 
often tackled with exploration. Exploration aims at helping the agent accumulates “useful” 
experience by efficiently exploring the environment to reach terminal states (a win in particular). 
Typically, the agent uses a noise signal to explore its environment to find more efficient trajectories 
[36]. However, exploration with random noise signals does not achieve good results in high-
dimensional continuous-action spaces [41]. 
3.4 Proposed Data-Driven and Model-based Hybrid Reinforcement Learning 
Approach 
The proposed hybrid approach mainly deals with the shortcomings of random exploration which 
proves to be inefficient when used on high-dimensioned and/or continuous action spaces. We build 
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our hybrid design based on the work proposed in [41]. In that work, the authors proposed a method 
for training RL agents for tasks where exploration is difficult. This method incorporates what is 
known as “demonstrations” within the learning process. A demonstration is a pre-determined (by 
other control algorithms e.g. humans, simulations … etc.) sequence of actions that is known to solve 
the task. The coming subsections present the details of our proposed data-driven, model-based 
approach. 
3.4.1 Agent Training 
The authors in [41] introduced a new loss component to the policy objective of (4). This loss, 
detailed in the following equation, is known in the literature as behavior cloning (BC) loss. Behavior 
cloning is a training process in which the agent learns to perform the intended task from pre-
demonstrated behaviors.  





Where ND is the number of demonstrated samples;  (𝑠𝑖, 𝑎𝑖) is a pre-demonstrated state-action 
pair; and 𝜋(𝑠𝑖|𝜃𝜋) is the action that the agent would take given the system state 𝑠𝑖 and the actor’s 
current policy 𝜋. The gradient of this loss is computed using only demonstration examples. This 




𝑘 + 𝜆(∇𝜃𝜋𝐽 +  𝛽∇𝜃𝜋𝐿𝐵𝐶) (12) 
Where 𝜆 is the learning rate, 𝛽 is a hyper-parameter that controls the contribution of behavior 
cloning to updating the actor network parameters.  
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3.4.2 Reward Function 
Investigating (12), training the actor network with the aid of demonstrations can be seen as a 
multi-objective optimization problem. Therefore, like (12), one might use the following equation 
to update the actor parameters: 
𝜃𝜋
𝑘+1 = 𝜃𝜋
𝑘 + 𝜆(𝛽𝐽∇𝜃𝜋𝐽 + 𝛽𝐵𝐶∇𝜃𝜋𝐿𝐵𝐶) (13) 
Where 𝛽𝐽 and 𝛽𝐵𝐶 are weights that reflect the importance of each objective to the training of the 
RL agent. At the beginning of training, behavior cloning should be of more importance to help the 
agent explore and accumulate useful experience. As the agent starts to learn, the Q-maximization 
objective becomes of more importance (to allow the agent, if possible, to find a better policy than 
that used to obtain the demonstrations). This can be achieved by setting 𝛽𝐵𝐶 at a “relatively” high 
value (compared to 𝛽𝐽) at the beginning of training and then anneal its value as the training progress. 
As simple as it might seem, for the control problem in hand, tuning the 𝛽𝐽 and 𝛽𝐵𝐶 parameters is 
not a simple task. This is because the Q-maximization and the behavior cloning objectives have 
different scales. If the maximum and minimum possible values of the objective functions are known 
beforehand (i.e., upper and lower bounds), then one can use these values to re-scale the gradients 
of the two objective functions. This would enable a fair comparison between the two objectives and 
thus, easier tuning of  𝛽𝐽 and 𝛽𝐵𝐶.  
Since actions are bounded between 1 and -1, the behavior cloning loss is also bounded. However, 
maximum and minimum bounds on the Q-maximization objective depends on the reward function 
design. The reward function of (10) is unbounded as its value depends on both the number of over-
loaded lines and, the amount of overload on each of those lines. Therefore, one cannot determine 
the maximum and minimum bounds on the corresponding Q-function. 
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The above discussion shows that, for the control problem in hand, using the reward function of 
(10) might render the applicability of the training approach proposed in [41]. If that is the case, then 
one can drop the intermediate penalty term (i.e., 𝑟𝐼𝑀,𝑡 = 0). In this way, the corresponding Q-
function becomes bounded. This alternative formulation of reward function is detailed in the 
following equation: 
𝑟𝑡 = 𝑟𝑇𝑀𝐿 








+𝑅 If all branches are within limits
−𝑅 {
If power flow diverges
If healthy branches become overloaded
If flow on overloaded branches increase
0 Otherwise
 
A summary of the hybrid training algorithm is given next in Table 3-1. 
3.4.3 Demonstrations for the Control Problem of Branch Overload Relief 
One way to obtain demonstrations for the over-load relief control problem is through the use of 
generation distribution factors. These factors describe how the current flow changes in system 
branches if the power injection of generation units is changed. The following details how such 
factors can be obtained and accordingly, how one could use these factors to obtain the 
demonstrations. 
Given a branch that is connected between bus 𝑖 and bus 𝑗: it is known that the magnitude of the 









Table 3-1 Hybrid data-driven and model-based training algorithm 
Randomly initialize critic 𝑄 and actor 𝜋 with weights 𝜃𝑄 and 𝜃𝜋.  
Initialize target network 𝑄′ and 𝜋′ with weights 𝜃𝑄
′
 ← 𝜃𝑄, 𝜃𝜋
′
 ← 𝜃𝜋  
Initialize replay buffer R  
for episode = 1, E do  
Initialize a random process 𝒩 for action exploration  
Receive initial observation state s1  
for t = 1, T do  
Select action 𝑎𝑡 = 𝜋(𝑠𝑡|𝜃
𝜋) +𝒩𝑡 according to the current policy and exploration noise  
Execute action 𝑎𝑡 and observe reward 𝑟𝑡 and new state 𝑠𝑡+1  
Store transition (𝑠𝑡, 𝑎𝑡, 𝑟𝑡, 𝑠𝑡+1) in R 
Sample a random mini-batch of M transitions from R: 
ℳ = {(𝑠𝑖, 𝑎𝑖 , 𝑟𝑖, 𝑠𝑖+1): 𝑖 = [1, 2, … ,𝑀]} 
Sample a random mini-batch of K transitions from D: 
𝒦 = {(𝑠𝑖, 𝑎𝑖, 𝑟𝑖, 𝑠𝑖+1): 𝑖 = [1, 2, … , 𝐾]} 
Update critic as follows: 
with (𝑠𝑖, 𝑎𝑖, 𝑟𝑖, 𝑠𝑖+1) ∈ ℳ ∪𝒦: 






Update critic by minimizing loss 𝐿 =
1
(𝑁+𝐾)




Update actor as follows: 
with (𝑠𝑖, 𝑎𝑖, 𝑟𝑖, 𝑠𝑖+1) ∈ ℳ ∪𝒦: 










with (𝑠𝑖, 𝑎𝑖, 𝑟𝑖, 𝑠𝑖+1) ∈ 𝒦: 








Update actor policy using gradient: 𝛽𝐽∇𝜃𝜋𝐽 + 𝛽𝐵𝐶∇𝜃𝜋𝐿𝐵𝐶 
Update target networks:  
𝜃𝑄
′





← 𝜏𝜃𝜋 + (1 − 𝜏)𝜃𝜋
′
 





Accordingly, small changes in 𝑆𝑖𝑗, 𝑃𝑖𝑗, and 𝑄𝑖𝑗 are related to one another as follows: 
𝑆𝑖𝑗∆𝑆𝑖𝑗 = 𝑃𝑖𝑗∆𝑃𝑖𝑗 + 𝑄𝑖𝑗∆𝑄𝑖𝑗 (16) 
𝑃𝑖𝑗 and 𝑄𝑖𝑗 are both functions of buses’ 𝑖 and 𝑗 voltage magnitudes (𝑉𝑖, and 𝑉𝑗) and voltage 
angles (𝛿𝑖, and 𝛿𝑗). Accordingly, changes in real and reactive power flows can be related to 















































Changes in voltage magnitudes and angles ∆𝛿𝑖, ∆𝛿𝑗, ∆𝑉𝑖, and ∆𝑉𝑗 are related to changes in real 
power generation ∆𝑃𝑔1, ∆𝑃𝑔2… ∆𝑃𝑔𝐺  through the inverse of the system Jacobian matrix. The 











Where ∆𝑃𝑖𝑛𝑗  and ∆𝑄𝑖𝑛𝑗 are the vectors of the change in real and reactive power injections. Now, 








From the above relations, one can express the sensitivity of MVA flows with respect to changes 





































































Starting from a given initial state (i.e., a state where one (or more) of the system lines is 
overloaded), one can obtain a demonstration as follows: 1) solve the quadratic optimization problem 
detailed in (21) to obtain an estimate on the total required change in real power for the system to 
become secure. 2) If a solution ∆𝑃𝑔
∗ to (21) exists, then, add ∆𝑃𝑔
∗ to the initial generation and solve 
an AC power flow to verify that ∆𝑃𝑔
∗ is indeed a valid solution. 3) Determine an appropriate 
sequence of actions ∆𝑃𝐺−t1, ∆𝑃𝐺−𝑡2… such that at each control step t, the taken action ∆𝑃𝐺−t does 







s.t.   
 𝑆𝑖𝑗 + ∆𝑆𝑖𝑗 ≤ 𝑆𝑖𝑗−𝑙𝑖𝑚𝑖𝑡 
The above optimization problem has a convex quadratic objective function and a linear set of 
constraints. This makes (21) a convex quadratic program that can easily be solved by several 
methods such as those detailed in [45]. 
3.5 Simulation Studies 
This section presents a set of simulation studies that investigates and compares the performance 
of the proposed hybrid method to that of the data-driven DDPG method. The investigation studies 
were carried out on both the IEEE 118-bus (18 generators and 186 branches) [25] and a larger 2749-
bus real system (377 generators and 3125 branches). For each system, the MAV flow limit of each 
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branch is taken as 150% of the maximum flow recorded among 5000 different operating scenarios. 
For limits on ΔPg, i.e., ∆𝑃𝑔−𝑚𝑖𝑛 and ∆𝑃𝑔−𝑚𝑎𝑥, those are assumed to be ±10% of each unit’s 
maximum capacity. The experimental setup and obtained results are presented and discussed next.  
3.5.1 Experimental Setup 
a) Actor and critic function design 
The actor neural network is configured to have an input layer, 2 hidden layers, and an output 
layer. For the two hidden layers, a leaky rectified non-linearity activation function is used. On the 
other hand, a tanh activation function is used for the output layer. The critic network is also 
configured to have a similar structure: an input layer, 2 hidden layers, and an output layer. However, 
no activation function is used for the critic’s output layer. Batch normalization is applied to the 
input of all layers with non-linear activation functions. The number of neurons of the hidden layers 
is set differently for the agents of each test system. For the 118-bus system agents, the 2 hidden 
layers of the actor and critic networks have 600 and 400 neurons respectively. For the 2749-bus 
system agents, the 2 hidden layers had 1000 and 600 neurons. 
b) Training parameters 
The following settings are common to both the data-driven DDPG method and the hybrid 
method: a learning rate of 0.0001 and 0.001 for the actor and critic neural networks respectively; a 
discount factor of γ = 0.99; a target update factor of τ = 0.001; a replay buffer size of 105; and a 
mini-batch size of 512. A Gaussian noise with a standard deviation of 0.3 was used for exploring 
the environment. Exploration is performed with a probability of 0.1 at every step.  
For the hybrid method, an additional buffer is used to hold the set of demonstrated transitions. 
𝑁𝐷 = 64, i.e., out of the 512 samples of the mini-batch, 64 are to be sampled from the demonstration 
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buffer. 𝛽𝐽 and 𝛽𝐵𝐶 are set differently for each test system. For the IEEE 118-bus system, 𝛽𝐽 and 𝛽𝐵𝐶 
are initially set to 1 and 10 respectively. The value of 𝛽𝐵𝐶 was exponentially decayed by a factor of 
10^-4 at each time step (𝛽𝐵𝐶,𝑡 = 10
−4 × 𝛽𝐵𝐶,𝑡−1). Once 𝛽𝐵𝐶 has reached a near-zero value, then, 
behavior cloning is disabled and the agent continuous training based on the objective of maximizing 
the Q-value. For the 2749-bus system 𝛽𝐽 and 𝛽𝐵𝐶 are set to 1 and 10 respectively. However, the 
annealing of behavior cloning has led to a failure in training. Best training performance was 
achieved by keeping 𝛽𝐵𝐶 fixed at 10. In other words, the objective of behavior cloning is maintained 
throughout the entire training period. By doing so, the agent is bounded to remember and maintain 
a policy that is close to the one implied in the observations. 
Finally, DDPG uses the reward function given in (10) with rTML = ±50. The hybrid method 
uses the reward function of (14) with rTML = ±1. 
c) Training setup 
In this work, the power system environment is built in MATLAB. The RL agent is built in 
Tensorflow. Python is used to facilitate the exchange of signals (system states, agent actions, and 
rewards) between the power system environment and the RL.  
Starting from a given initial state, the RL agent is allowed to interact with the system 
environment for a maximum number of 20 time-steps. The set of initial states is generated using 
Matpower. To generate these initial states the following steps are performed: 1) set the load at each 
bus at a random value between 70% and 130% of its base-case value. Set the power factor at each 
load bus randomly between 95% and 105% of its base-case value. Set the output power of each 
generator at a random value within 70% to 130% of its base-case value. 2) Take one of the system 
branches out (randomly) and attempt to solve for the system states. If the created case had no 
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solution, then, discard it. Otherwise, 3) calculate the MVA flow through all branches of the system. 
If any of these flows exceed their corresponding limit, proceed to the next step. Otherwise, discard 
the created case. 4) Verify that the flow on overloaded branches can be decreased down to a secure 
level. This can be done using the proposed method of Subsection 3.4.3. If all steps were carried out 
successfully, then, the created case is saved and used as an initial state for the training of the RL 
agent. 
3.5.2 Agents’ Training 
a) IEEE 118-bus system 
The IEEE 118-bus system has 54 units and 186 branches. The 54 units are composed of: a slack 
unit, 18 generators, and 35 synchronous condensers. Accordingly, the total number of states for its 
RL agent becomes 205 (186 measurements of branch MVA flows; 18 measurements of generators’ 
output power; and a single measurement of the slack unit power).  
The number of initial cases used for training the RL-agents is 10,000 initial cases. The training 
of the RL agents was carried out over 80,000 episodes on a personal desktop (IntelR CoreTM i7 2.5 
GHz, 16 GB RAM). The time taken to complete the training was around 12 hours per agent. The 
training performance of the RL-agents is shown in Figure 3-1. The displayed success rate is 
calculated as the moving average of the number of succeeded cases over a window of 1000 
episodes.  
As can be seen from the results of Figure 3-1, when using the data-driven DDPG method, the 
RL-agent was able to achieve an averaged ~96% success rate towards the end of the training period. 
On the other hand, when using the proposed hybrid method, the RL-agent was able to achieve a 









b) 2749-bus system 
The 2749-bus system has 377 units and 3125 branches. Out of the 377 units, 342 are available 
for control. The training of the RL-agents of the 2749-bus system was also carried out using a pool 
of 10,000 initial cases all of which had a feasible solution. The training of the RL agents was carried 
out over 100,000 episodes. The time taken to complete the training was around 13 hours and 58 
hours for the data-driven and hybrid methods respectively. The training results are presented in 
Figure 3-2. As can be seen from this figure, the training of the RL-agent was successful only when 
using the hybrid method. 
Even though the hybrid method uses an uninformative intermediate reward (𝑟𝐼𝑀,𝑡 = 0), it was 
still able to achieve a better performance when compared to the data-driven DDPG method. This 
clearly shows the advantage of using model-driven actions (i.e., actions obtained based on generator 
shifting factors) as an aid to the data-driven training process of RL-agents. 
3.5.3 Agents’ Performance Testing 
The performance of the trained RL-agents was tested using a different set of 5,000 initial cases. 
Each one of those initial cases is ensured to have at least one valid sequence of actions that can 
safely transition the system into a secured state.  
a) IEEE 118-bus system 
The results of this test are shown in Figure 3-3 and Figure 3-4 and are summarized as follows: 
the agent trained with the proposed hybrid approach achieved a higher success rate of 97.6% 









Figure 3-3 IEEE 118-bus system: DDPG agent’s performance testing results.Maximum 





Figure 3-4 IEEE 118-bus system: HRL agent’s performance testing results.Maximum percentage 




With RL-based control, one would not know the end results of the agent actions beforehand, i.e., 
whether the agent would succeed or fail in securing the system. Now, an episode is labeled failed 
if the agent takes an action that would either overload some of the healthy lines, increase the flow 
on some of the already overloaded lines, or most importantly collapse the system. Therefore, it is 
of great importance to investigate the performance of the agents for those cases where an agent has 
failed. Table 3-2 displays the number of failed cases where the agent has driven the system towards 
a better loading condition, a worse loading condition, or a collapse.  
Here, we define a “better” loading condition as one where: a) the maximum percentage MVA 
flow at the end of the episode is less than that at the beginning of the episode; and b) the number of 
overloaded lines at the end of the episode is less or equal to that at the beginning of the episode. A 
“worse” loading condition would be one where either a) or b) is not true. 
From the results shown in Figure 3-3 and Figure 3-4, and those displayed in Table 3-2, it is 
evident that the agents have learned a policy that drives the system towards a better operating 
condition.   
b) 2749-bus system 
For the 2749-bus system, the DDPG agent has failed to solve any of the 5,000 test cases. On the 
other hand, the agent trained with the proposed hybrid approach was able to solve 91.3% of them. 
Table 3-3 displays the number of failed cases where the HRL agent has driven the system towards 
a better or worse loading condition, or a collapse. Based on the results of Figure 3-5 and Table 3-3, 
it can be concluded that the learned policy is one that secures or at least transitions the system into 




Table 3-2 IEEE 118-bus system: analysis of agents’ performance when failed to secure the 
system 
RL-agent 
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Figure 3-5 2749-bus system: HRL agent’s performance testing results.Maximum percentage MVA 




Table 3-3 2749-bus system: analysis of agents’ performance when failed to secure the system 
RL-agent 












In conclusion, based on the results of both test systems, and especially the 2749-bus system, it 
can be asserted that our proposed HRL approach achieves good results and significantly 
outperforms the data-driven DDPG-based control. 
3.6 On the Training of 2749-bus HRL Agent 
The implemented DDPG-based hybrid learning algorithm has many design aspects and hyper-
parameters to be defined, set, and tuned. Those are:  
 Structure of RL agent: the number of hidden layers and the number of neurons in each 
hidden layer.  
 Tunable parameters: actor and critic learning rates; gamma; replay buffer size; mini-batch 
size; βJ and βBC. 
 Training techniques: optimizer, batch normalization, weights regularization, etc.   
As mentioned before, we adopted a manual tuning (trial and error) approach to arrive at a 
“suitable” (but not necessarily optimal) set of hyper-parameters. We started with a reference design 
and set of parameters that are presented in the initial DDPG paper [36]. Then, we further tuned the 
training parameters following some general guidelines and findings of several works in the 
literature. 
In Section 3.5, we demonstrated the training performance for the HRL agents for both the IEEE 
118-bus system and the larger 2749-bus system. There, we stated that for the 2749-bus system 
annealing of behavior cloning has led to a failure in training. Best training performance was 
achieved by keeping 𝛽𝐵𝐶 fixed. In other words, the objective of behavior cloning is maintained 
throughout the entire training period. A similar approach was implemented in [46]. However, by 
doing so, the agent is bounded to remember and maintain a policy that is close to the one implied 
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in the observations. This might have prevented the agent from finding a more “optimal” policy, had 
one existed. 
Now, why did the HRL agent fail once behavior cloning is annealed? Is it a matter of tuning 
training parameters (learning rate, buffer size, mini-batch size, and/or gamma)? Is it batch 
normalization? Weight regularization?  Maybe it is a result of unintended interactions between 
some of the utilized training techniques. Or maybe it is just a bug in implementation? Indeed, many 
works in the literature attempt to investigate the limitations of the various techniques involved in 
training a neural network, however, most of these works are presented for supervised learning. In 
addition, these investigations are carried out on different benchmarks and problems of different 
sizes and nature. Therefore, the observed behaviors might well be dependent on the problem 
definition rather than being a general truth. Before we continue with our discussion, let’s first 
introduce the concepts behind batch normalization and weight regularization.  
Batch normalization is a technique used to stabilize and speed up the training of deep neural 
networks [47]. Before batch normalization, the convergence of deep NNs was highly sensitive to 
parameter initialization and usually required the use of low learning rates. The authors of [47] have 
identified a potential reason for that: “Training Deep Neural Networks is complicated by the fact 
that the distribution of each layer’s inputs changes during training, as the parameters of the 
previous layers change”. Accordingly, they proposed batch normalization, a technique that 
stabilizes the distribution of internal activations during training. As the name suggests, batch 
normalization achieves this by using the mean µ and standard deviation σ of the mini-batch to 
standardize (normalize) the input to a given layer. This normalization makes the model invariant to 
the scale of its weights. This invariance reduces the sensitivity to initialization and makes it possible 
to use higher learning rates. 
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On the other hand, regularization is a technique used to prevent overfitting and therefore, provide 
for a better generalization performance of neural networks. There are several types of 
regularization. The most common ones are weight decay and L2-regularization. Here, we utilize 
L2-regularization in which the L2-norm of model weights is added as a penalty to the learning 
objective of the network.  
Since batch normalization makes the model invariant to the scale of weights, then, for networks 
with batch normalization, one would NOT expect an L2-penalty to constrain the representation of 
the neural network. However, in [48], the authors observed that L2-regularization still exerts a 
regularization effect on the neural network, however, due to a different mechanism. In a nutshell, 
their investigations revealed the following: “reducing the norm of the weights would increase the 
effective learning rate. Higher learning rates typically lead to larger gradient noise, which has been 
shown to act as a stochastic regularizer” Therefore, on networks with batch normalization, L2-
regularization exerts a regularizing effect “indirectly” through the effective learning rate. This was 
also observed in [49].  
In addition, for networks with batch normalization, if no regularization is used, then the norm of 
the weights tends to increase over time, and so the effective learning rate decreases. In supervised 
learning, decreasing the effective learning rate is often desirable. However, for reinforcement 
learning, since learning is continued over long periods of time, such an effect on the learning rate 
is not desired.  
Now, back to our question: why did the RL agent of the 2749-bus system fail once 
demonstrations were taken out? After investigating the agent training performance for a large 
number of different training scenarios, we can hypothesize about the reason why the RL agent has 
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failed. In a nutshell, it was due to unintended effects of batch normalization which were made worse 
by behavior cloning. To further explain we refer readers back to the mean squared Bellman error 
(MSBE) of (2) and (3). Now, the critic network is updated according to this MSBE. There are a 
number of factors that affect the behavior of this estimation error.  First, since we are using function 
approximators (i.e. neural networks) to model the critic, then, as stated by the authors of  [50], “the 
Bellman equation is never exactly satisfied and each update leaves some amount of residual error”. 
Second, using a target critic network which is a delayed copy of the critic network 𝑄. This would 
create some bias in the critic’s estimations.  Finally, using batch normalization. Now, an update of 
the critic function requires the calculation of 𝑄(𝑠𝑡, 𝑎𝑡) and 𝑄
′(𝑠𝑡+1, 𝑎𝑡+1
′ = 𝜋′(𝑠𝑡+1)). The actions 
𝑎𝑡 and 𝑎𝑡+1
′  would have different distributions: 𝑎𝑡 is either a demonstrated action or an action that 
was produced by previous policy iterations (i.e., sampled from the reply buffer). On the other hand, 
𝑎𝑡+1
′   is produced by the current target policy 𝜋′(𝑠𝑡+1). When batch normalization is used, then, 
𝑄(𝑠𝑡, 𝑎𝑡) and 𝑄
′(𝑠𝑡+1, 𝑎𝑡+1
′ = 𝜋′(𝑠𝑡+1)) would be calculated using different statistical features and 
therefore, their subtraction would result in a larger estimation error [51]. With behavior cloning, 
𝜋′(𝑠𝑡+1) changes fast. In addition, 𝜋
′(𝑠𝑡+1) is calculated using mini-batch statistics (BN set to 
training mode) while 𝑎𝑡 was produced using moving statistics (BN set to evaluation mode). These 
discrepancies further worsen the difference in statistical features of 𝑄 and 𝑄′. Now, according to 
[50], “if the estimation error is not tamed, then, the variance in 𝑄 can grow rapidly with each 
update”. This might lead to suboptimal policies or even a divergent Q.   
In addition, updating the actor network requires an inquiry of the critic network 
(∇𝑎𝑄(𝑠, 𝑎|𝜃
𝑄)|𝑠=𝑠𝑡,𝑎=𝜋(𝑠𝑡)). With batch normalization, the set 𝑎 = 𝜋(𝑠𝑡) would have different 
statistics that those used to update the critic network, i.e., 𝑎𝑡 and 𝑎𝑡+1
′ = 𝜋′(𝑠𝑡+1). These statistical 
differences, exacerbated by behavior cloning, might lead to unstable learning. 
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In Figure 3-6 and Figure 3-7 we present the training performance of the HRL-agent for a set of 
4 training scenarios: Those are: 
1. BN is used for both actor and critic networks, a mini-batch size of 512, and a demonstration 
buffer size of 64. BN is set to training mode (i.e., mini-batch statistics are used to normalize 
inputs to activation layers). 
2. BN is used for both actor and critic networks, a mini-batch size of 512, and a demonstration 
buffer size of 64. BN is set to evaluation mode (i.e., moving statistics are used to normalize 
inputs to activation layers). 
3. BN is used for both actor and critic networks, a mini-batch size of 64, and a demonstration 
buffer size of 32. BN is set to evaluation mode.  
4. BN is NOT used, a mini-batch size of 512, and a demonstration buffer size of 64.  
The following parameter settings were kept the same for all studied scenarios: 600 and 400 
neurons for the 2 hidden layers of the actor and critic networks; a learning rate of 0.0001 and 0.001 
for the actor and critic networks respectively; a discount factor of γ = 0.95; a target update factor of 
τ = 0.001; a replay buffer size of 105; 0.001 L2-regularization for both actor and critic networks; 
βJ = 1; βBC = 100; βBC is exponentially decayed by a factor of 10-3. As for the exploration noise, 
a normal (Gaussian) distribution with a standard deviation of 0.3 was utilized. Exploration is 













Figure 3-6 shows the success rate of 2749-bus system HRL-agent during training. This success 
rate is calculated as the moving average of the number of succeeded cases over a window of 1000 
episodes. In addition, we show the critic loss during training in Figure 3-7. From Figure 3-7 (a) 
(critic loss shown by blue curve), it can clearly be seen that using batch normalization in training 
mode (i.e., activations are normalized using mini-batch statistics) has a negative impact on the 
training of the critic. As hypothesized above, the difference in statistical features of 𝑄 and 𝑄′ (made 
worse by behavior cloning) has led to a large critic loss and therefore, the agent failed. On the other 
hand, using moving statistics helped minimize the statistical discrepancies between sampled actions 
(𝑎𝑡) and those produced by the target actor policy (𝜋
′(𝑠𝑡+1)). This hypothesis is further confirmed 
by the results of training the agent without batch normalization (scenario 4). As seen from Figure 
3-6, and Figure 3-7 (d) (curves colored in magenta). When batch normalization is not used, then, 
once demonstrations were annealed out, the agent was successful in learning and picking up a policy 
on its own. 
3.7 Conclusion 
This work presented a data-driven and model-based hybrid reinforcement learning approach to 
the problem of branch overload relief in large power systems. A control agent is trained to change 
generators’ real power output in order to adjust the power flow through the network so that branch 
overload is mitigated or minimized. The proposed approach was developed based on a series of 
investigations on why the data-driven DDPG-based approach fails when training the agent for large 
power systems. This hybrid approach utilizes generator shifting factor-driven actions (model-based 
actions) to help the agent learn an optimal control policy (data-driven actions). The performance of 
the proposed approach was tested and compared to the original DDPG-based approach on both the 
IEEE 118-bus and a larger 2749-bus real-world system. With the proposed approach, the agents 
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were able to achieve 97.6% and 91.3% success rates compared to 95.5% and 0% when trained 
according to the original data-driven DDPG algorithm. These results show that the proposed hybrid 
approach performs well for large power systems and that it is superior to the data-driven DDPG-
based approach. 
For the proposed HRL approach, demonstrations (model-based actions) might or might not be 
annealed while the agent is training. If not annealed, then the agent is bounded to remember and 
maintain a policy that is close to the one implied in the demonstrations. If annealed, then the agent 
is given the chance to converge onto a different, and maybe a better policy. Investigating the training 
performance of the HRL-agent on the larger 2749-bus system revealed that using batch 
normalization (a technique used for speeding up the training of neural networks) within the context 
of our proposed hybrid approach, might lead to unstable learning and a failure of HRL agent if and 
when demonstrations are annealed out.  
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Chapter 4. Power Systems Contingency Screening Using Convolutional 
Neural Networks 
This chapter presents a Convolutional Neural Network (CNN) based approach that we proposed 
as a faster alternative to the classical AC power flow-based contingency screening. The proposed 
approach is investigated on both the IEEE 118-bus system and Texas 2000-bus synthetic system. 
For such large systems, the implementation of the proposed approach came with several 
challenges, such as computational burden, learning from imbalanced datasets, and performance 
evaluation of the trained models. Accordingly, this work contributes a set of novel techniques and 
best practices that enables both efficient and successful implementation of CNN-based multi-
contingency classifiers for large power systems. 
 
4.1 Introduction 
Static contingency screening is a vital tool for assessing the security of power systems. It 
identifies the set of component outages, i.e., contingencies which would result in an insecure 
operation of the system, and therefore, power system planners and operators can prepare and plan 
ahead of time against such potential risks. Performing static contingency analysis on a power grid 
with M different components requires an M number of AC power flow runs. Each time, a single 
component is taken out and the system power flow equations are solved. The system is then 
evaluated to see whether or not any of its operational or equipment limits are violated. However, 
running an AC power flow for each contingency makes the overall contingency analysis process 
computationally expensive. Another factor that increases the computational burden of contingency 
analysis is the presence of intermittent renewable generation, e.g., wind and solar. In that case, 
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each contingency needs to be assessed for a number of different generation scenarios. Such 
computational burden might prevent the application of static contingency analysis in an online 
type frame of work. Several works have approached the problem of contingency screening 
(whether N-1 and/or N-2) using neural networks [52-55]. These works propose to utilize neural 
networks in place of the AC power flow solver. In other words, for a given contingency, instead 
of running generic AC power flow algorithms (e.g. Newton-Raphson power flow), one can use 
neural networks to quickly estimate system states (voltages, angles, and/or line flows) [52-54], or 
the ranking index itself [55]. Different from those works, we propose to utilize convolutional 
neural networks (CNN) as a faster alternative to the entire screening process, i.e., to obtain, in a 
single run, the security status of the system for all contingencies. Note that only branch-outage 
contingencies are considered in this work, i.e., transmission lines and transformers. 
4.2 CNN-based Contingency Screeing  
4.2.1 CNNs for Power Systems 
In recent years, neural networks, with all their different types but especially the feedforward 
neural networks (FNNs), have been extensively applied to many problems in the field of power 
systems including fault diagnosis [56, 57], stability analysis [58, 59], controllers’ design [60], etc. 
In general, an FNN maps a number of input features to a given set of outputs. The selection of 
features depends on the application that the FNN is utilized for. Typically, domain experts would 
decide on what can be used as an input feature for the problem under consideration (e.g., wavelet 




On the other hand, in convolutional neural networks (CNNs), input features are not hand-
engineered but rather extracted using convolutional filters on a set of input data (e.g. an image, a 
sequence of words, recordings, etc.) The extracted features are then fed to a fully connected neural 
network which is to learn the relation between the input (extracted features) and the output.  
In general, convolutional neural networks are known to work well on structured data. This is 
because useful features can be identified based on local connectivity/correlations within the input 
dataset. There are three different types of data structures. Those are: 1) spatial structure (e.g. 
images [61], text [62], speech spectrum [63]); 2) temporal structure (e.g. musical compositions 
[64]); and 3) spatiotemporal structure (e.g. videos [65]).  
In the literature of power systems, CNNs are typically used on data with temporal structure (e.g. 
load and wind power generation daily profiles [66]). To use CNNs on time series, first, one needs 
to transform the time series data into a 2D image. In [66], the authors achieve this by simply 
stacking the set of one-dimensional (1D) time series (one series per feature) side-by-side. Other 
works have utilized advanced time series encoding techniques such as wavelet transforms [54, 67] 
and Gramian Angular Field [67] to create a 2D image representation of the input data streams. 
Few works have reported the use of CNNs on non-temporal power system data [54, 68]. In [68], 
the authors represent the information of a given N-bus power system as a 3-channeled N×N image 
(the channels carry information on real power, reactive power, and voltage magnitudes). The data 
of each channel is structured according to the adjacency matrix of the system. However, because 
the size of the input image depends on the number of system buses, the application of such an 
approach would be limited to relatively small power systems. In this work, we utilize this same 
approach and accordingly represent a given operating point as a 2-channeled N×N image. Here, 
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the channels carry information on voltage magnitudes and voltage angles. Different from [68], in 
this work, we go the extra mile of overcoming the implementation challenges and see the 
application of our CNN-based classifier to large power systems (systems as large as a 2000-bus 
system).  
4.2.2 CNN-based Multi-contingency Classifiers 
In this work, we propose to utilize a CNN-based classification model as a faster alternative to 
the classical AC power flow-based contingency analysis. The output of the CNN-based classifier 
is a vector whose elements correspond to the set (or sub-set) of all possible contingencies. In the 
literature, problems of this type are known as multi-label classification problems. In general, a 
multi-label classifier assigns an input instance with multiple labels simultaneously. For example, 
a given text document (input instance) can be associated with a range of topics (labels), such as 
entertainment, financial, political, international, and domestic [62]. Another example would be a 
piece of music that can be labeled as blues, sad, and guitar all at the same time [69]. Similarly, for 
our problem, a given operating point (input instance) can have a number of contingencies (labels) 
that would result in an insecure operation of the system. In this subsection, we present and briefly 
describe the different elements of a CNN-based multi-contingency classifier. Those are: CNN 
input, structure, and output. In addition, we provide a brief introduction to the various challenges 









a) CNN input 
Given a general N-bus power system where 𝒩 is the set of system buses, ℒ is the set of 
transmission lines. Let 𝑉𝑖 and 𝛿𝑖 represent the voltage magnitude and angle of bus 𝑖. 𝑉𝑖𝑗 and 𝛿𝑖𝑗 
represent the difference in voltage magnitude and voltage angle between buses 𝑖 and 𝑗 where 
(𝑖, 𝑗) ∈ ℒ . Then, the information of a given operating point can be represented as a two-channel 
image of 𝑁 ×𝑁 pixels. The first channel contains voltage magnitudes (diagonal elements) and 
differences in voltage magnitudes between connected buses (off-diagonal elements). Similarly, the 
second channel contains bus voltage angles (diagonal elements) and differences in voltage angles 
between connected buses (off-diagonal elements). In general, when all lines are in service, the 
power system is expected to operate within its limits. Therefore, for each bus, one can use typical 
operational limits 𝑉𝑖−𝑚𝑖𝑛, 𝑉𝑖−𝑚𝑎𝑥, 𝛿𝑖−𝑚𝑖𝑛, and 𝛿𝑖−𝑚𝑎𝑥 to normalize 𝑉𝑖 and 𝛿𝑖 within the range [0, 








 ∀𝑖 ∈ 𝒩 (1b) 
Where (∙)̅̅ ̅ denotes a normalized quantity. Accordingly, the elements of X are defined as follows: 
𝑋(𝑖, 𝑗, 1) = {
𝑉?̅? 𝑖 = 𝑗
𝑉?̅? − 𝑉?̅? 𝑖 ≠ 𝑗, (𝑖, 𝑗) ∈ ℒ
 (2a) 
𝑋(𝑖, 𝑗, 2) = {
𝛿?̅? 𝑖 = 𝑗
𝛿?̅? − 𝛿?̅? 𝑖 ≠ 𝑗, (𝑖, 𝑗) ∈ ℒ
 (2b) 
b) CNN output 
The output of the CNN-based classifier is a vector whose elements correspond to the set (or 
sub-set) of all possible contingencies, i.e., output k represents the system status under contingency 
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k. Here, we utilize the ranking index (RI) detailed below in (3) to classify a given contingency as 






Where: 𝑆𝑖𝑗 is the apparent power flow through line (𝑖, 𝑗), 𝑆𝑖𝑗−𝑚𝑎𝑥 is the limit on apparent power 
flow for line (𝑖, 𝑗).  𝑆𝑖𝑗−𝑎𝑙𝑎𝑟𝑚 is the value of 𝑆𝑖𝑗 at which an alarm is raised for operators. Here, we 
set 𝑆𝑖𝑗−𝑎𝑙𝑎𝑟𝑚 equal to 120% of 𝑆𝑖𝑗−𝑚𝑎𝑥. Based on RI, a given contingency is classified as: 1) secure 
if RI = 0 which means all lines are loaded within their limits; 2) marginally-insecure if RI < 1 
which is equivalent to a single line loaded in the range of 100 -to- 120% of its limit; or 3) insecure 
if RI > 1 which is equivalent to a single line loaded at more than 120% of its limit.  
c) CNN structure 
As shown in Figure 4-1, for a CNN-based classifier, first, features are extracted from the input 
image using a set of consecutive convolutional and max-pooling layers. Then, the extracted 
features are flattened and fed into a set of fully-connected layers.  
1. Convolutional Layer: The convolution layer uses filters to extract patterns in the input image. 
The convolution operation is defined as follows: given X, an input feature map of shape [input-
height, input-width, number of input channels]; W, a convolutional filter of shape [filter-
height, filter-width, filter-depth (= number of input channels), number of filters], and a layer 
bias b. Then, let convolving X with W result in a feature map Y of shape [output-height, output-
width, number of output channels (= number of filters)]. Also, let 𝑋ℎ, 𝑋𝑤, and c represent 
input-height, input-width, and number of input channels. 𝑊ℎ, 𝑊𝑤 and M represent filter-height, 
filter-width, and number of convolutional filters respectively. 𝑌ℎ and 𝑌𝑤 represent output-
height and output-width.  Then, the elements of Y are calculated as follows: 
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2. Max-pooling: Pooling is an operation used to reduce the size of feature maps generated by 
convolutional layers. Pooling layers do not have trainable parameters (i.e. weights and biases). 
In general, there are two types of pooling operations: max, and average pooling. Here, we 
utilize max-pooling in which a max-filter is applied to sub-regions (usually non-overlapping) 
of the input feature map. The output is the maximum value from every sub-region covered by 
the max-filter. 
 
3. Flattening Layer: Flattening layers connect convolutional or pooling layers to fully-
connected layers. This type of layer reshapes the output of the last max-pooling layer into a 
1D array per snapshot in order to be able to feed the first fully-connected  
 
4. Fully-Connected layers: Fully-connected layers are the part of CNN-based classifier that 
learns the relation between the extracted features and the data labels. Typically, all fully-
connected layers, except for the last one, use ReLU activation. The activation function of the 
output layer depends on the application of CNN (classification or regression). Here, we have 
three classes and therefore, we utilize a tanh activation function at the output layer of the fully-
connected neural network. A tanh activation outputs a continuous value in the range of [-1, 1]. 
The model is trained to generate an output as close as possible to the actual label (-1, 0, or 1). 
The output is then rounded to the nearest integer. This approach has the advantage of creating 
a “distance” between secure (-1) and insecure classes (+1). 
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d) Expected challenges 
As mentioned previously, the CNN-based contingency screeing model is a multi-label 
classifier. In general, the majority of challenges encountered in training a multi-label classifier can 
be grouped under the umbrella of large-scale datasets. A dataset is considered large if it has a large 
number of training instances; a highly dimensioned input space; and/or a highly dimensioned 
output space. Large-scale datasets are inevitable in many real-world applications. Examples of 
large-scale datasets from the literature include the Ads-430K and Ads-1M. These datasets have a 
feature set size of 87,890 and 164,592; and a label set size of 434,594 and 1,082,898 respectively 
[70]. Large-scale datasets pose a number of challenges to multi-label learning. The three major 
ones are:  
1. Implementation: In general, the larger the input and/or output dimension, the larger and more 
complex the classifier model would be. This reflects on the computational burden of training 
the classifier which makes the search for “an” optimal set of model parameters (i.e., tuning) an 
expensive process.  
 
2. Learning: Large-scale data sets are often imbalanced. In the literature of single-label binary 
(or multi-class) classification, a dataset is considered imbalanced if a given class is encountered 
in less than 20% of the dataset. In reality, datasets can get far more imbalanced than this. In 
multi-label learning, data imbalance is encountered: 1) label-wise i.e., some labels are rarely 
encountered in the data set. For example, with reference to the problem of labeling a music 
piece, an electric guitar is rarely used in a music piece. 2) Instance-wise i.e., some labels’ 
compositions are rarely encountered. For example, a sad blues guitar music piece is rarely 
encountered in the dataset. Some examples of multi-label datasets with extreme imbalance 
ratios can be found in [71] and [72] which reports a maximum imbalance ratio (in terms of 
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samples per label combination) of 1:733 and 1:4,162 respectively. Learning from imbalanced 
datasets is hard and challenging. This is mainly due to:  
a. Standard loss functions used for training classifiers do not consider class distribution. 
Therefore, with highly imbalanced datasets, the classifier might simply learn to classify 
every label as its majority class.   
b. In general, relations governing classes of minorities are complex and typically hard to 
learn. The opposite is often true for classes of majorities.   
c. If classes of minorities have a small count in the training dataset, then, the classifier 
might simply consider them noise and ignore them. 
Learning from imbalanced datasets has, and continues to be an active research topic. However, 
to this day, there has been no clear and definite answer to the question of how one can 
efficiently train a model on imbalanced datasets. Several approaches have been proposed to 
improve on the learning from imbalanced datasets, however, these are mainly proposed for 
single-label classification (binary or multi-class) [73]. Only a few are applicable to multi-label 
classification problems. Some of those are: adjusting the class weight (misclassification costs) 
[74] and adjusting the decision threshold [75, 76]. 
 
3. Performance Evaluation: Typically, the performance of a learning system is evaluated by a 
single-averaged metric. For multi-label multi-class classifiers, model performance can be 
averaged on the entire data-set (micro-averaged); or on each label (macro-averaged); or on 
each instance (instance-averaged). In general, for multi-label classification problems, micro-
averaged metrics are of less meaning when it comes to evaluating the model performance. This 




a. Dataset imbalance: when the dataset is imbalanced, then, the classifier simply learns to 
classify every contingency as its majority class. Now, if the dataset is dominated by a 
particular class, then, a micro-averaged metric would be high and thus, misleading.  
b. The classifier has multiple outputs: even if the dataset is perfectly balanced, having to 
classify more than one label makes performance evaluation a complicated task. To 
further explain, consider our CNN-based multi-contingency classifier and the 
following two cases: one instance (operating point) with three misclassified 
contingencies vs. three instances each with one misclassified contingency. Assuming 
misclassifications of the same type, then, the micro-averaged measure is the same for 
both cases even though they reflect different performances of the classifier. 
Whether macro-averaged or instance-averaged is the better choice for evaluating model 
performance, depends on the nature of the classification problem 
4.3 Training and Test Datasets 
4.3.1 Data Generation Method 
An instance corresponds to an operating point. To generate different operating points, one can 
randomly change the base-case: load real power, load power factor, generation real power, and 
generators voltage set-points. Given an N-bus system where ℬ is the set of system buses; 𝒢 is the 
set of generator buses; ℒ is the set of load buses; PL, and QL, are the vectors of load real and reactive 
power consumption; PG, and VG are the vectors of generation real power and voltage set-points. 
To create an operating point, each element of PL and PG is randomly set between 70% and 130% 
of its base-case value, each element of P.F.L is randomly set between 95% and 105% of its base-
case value. The elements of VG are set randomly between VG-min and VG-max. Now, for large power 
systems, randomly setting each element of PL, QL, PG, and VG means an infinite number of possible 
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operating points (i.e., a huge state-space). Indeed, with such flexibility, one can generate as many 
data points as needed. However, this opens the door for the following questions: “how to explore 
this huge input space and generate a dataset that offers useful information with respect to the 
learning objectives”. Typically, power systems are designed to be N-1 secure. Therefore, one 
would expect contingencies to “rarely” result in marginally-insecure and/or insecure status of the 
system. Now, since we are interested more in operating points with “insecure” and “marginal-
insecure” classes, it is thought to device a method that efficiently explores this huge input state-
space and generates a dataset with minimal imbalance. Accordingly, we devise the following 
procedure for generating the dataset. 
Step-1: In power systems community it is typical to assume: 1) a uniform change of system load, 
and 2) generation follows load. Accordingly, we propose to generate an “initial” set of operating 
points using only 2 control parameters 𝜆𝑃 and 𝜆𝑝𝑓. 𝜆𝑃 is a control parameter used to change both 
load and generation. 𝜆𝑝𝑓 is a control parameter used to change the load power factor. To generate 
this initial set, we discretize 𝜆𝑃 and 𝜆𝑝𝑓 and then generate operating points representing all possible 
combinations of 𝜆𝑃 and 𝜆𝑝𝑓. For each operating point, the system AC power flow is solved. If the 
solved case had any limit violations, then the created loading case is discarded. Otherwise, a full 
AC power flow-based contingency analysis is performed. Once the initial set (instances, labels) is 
generated, then go to Step-2. 
Step-2: Identify contingencies with minority classes. For a given contingency 𝐶𝑗, a class 𝑘 is 
considered a minority if its percentage count (denoted cntj
𝑘) in the dataset is less than a threshold 
(e.g. cntTh=10%). It should be noted that a contingency 𝐶𝑗 might have one or two classes of 
minority. Accordingly,  
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) ≤ cntTh} (5) 







≤ cntTh, ∀k ∈ {+1, 0, −1} } (6) 
Step-4: For each contingency 𝐶𝑗 in 𝐶, collect the samples (instances) where 𝐶𝑗 was classified as a 
minority. 
𝑆𝑗 = {𝑥𝑖: 𝑦𝑖𝑗 ∈ 𝑘j
minority
} (7) 
Step-5: For each contingency 𝐶𝑗 in 𝐶, randomly select a sample 𝑥𝑖 from 𝑆𝑗, create a synthetized 
operating point 𝑥𝑖
′ around 𝑥𝑖 in an attempt to generate another, yet different, operating point where 
contingency 𝐶𝑗 is likely to be classified as a minority 𝑦𝑖𝑗
′  ∈  cj
minority
. If the created operating 
point results in 𝐶𝑗 (or at least one other contingency from 𝐶) being classified into its minority 
class(s), then keep 𝑥𝑖
′ otherwise, discard. Perform Step-6 and then proceed to the next contingency. 
To synthesize around a given operating point, then: 
 𝑃𝐿,𝑘
′ = 𝑃𝐿,𝑘 ± 𝑛𝑘∆𝜆𝑃𝑃𝐿,𝑘
0  ∀𝑘 ∈ ℒ 
(8) 
 𝑃. 𝐹.𝐿,𝑘
′ = 𝑃. 𝐹.𝐿,𝑘± 𝑛𝑘∆𝜆𝑝𝑓𝑃. 𝐹.𝐿,𝑘
0  ∀𝑘 ∈ ℒ 
 𝑃𝐺,𝑘
′ = 𝑃𝐺,𝑘 ± 𝑛𝑘∆𝜆𝑃𝑃𝐺,𝑘
0  ∀𝑘 ∈ 𝒢 
 𝑉𝐺,𝑘
′ = 𝑉𝐺,𝑘 ± 𝑛𝑘∆𝜆𝑉𝑉𝐺,𝑘
0  ∀𝑘 ∈ 𝒢 
Where: (. )0 denotes a base-case value, (. )′ denotes a synthetized value, 𝑛 is “a” number of 
steps up (or down) the scale of the control parameter 𝜆(.). The value of 𝑛 is randomly selected out 
of the set [𝑛𝑚𝑖𝑛, 𝑛𝑚𝑖𝑛 + 1,… , 𝑛𝑚𝑎𝑥]. 𝑛𝑚𝑖𝑛 and 𝑛𝑚𝑎𝑥 are parameters set by the user. 
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Step-6: To enable random exploration of input-space, then, with a probability of 20%, generate a 
data instance in a completely random manner, i.e., randomly set each element of PL and PG 
between [70% -130%] of its base-case value. Randomly set each element of P.F.L between [95% 
and 105%] of its base-case value. Randomly set each element of VG between VG-min - VG-max. 
Step-7: Repeat Steps 2-5 until the desired number of data points is reached. 
4.3.2 Application to Test-Systems 
In this work, two test systems were utilized, those are the IEEE 118-bus system and the Texas 
2000-bus synthetic system. For each system, a dataset of 12500 instances is generated. These 
datasets are split into training and testing datasets using a 0.8:0.2 splitting ratio.  
a) 118-bus system [25]: 
The IEEE 118-bus system has 19 generation units, 35 synchronous condensers, 186 branches 
(177 transmission lines and 9 transformers), and 91 load buses. The published data-case does not 
provide MVA limits on branch flows. Therefore, in this work, the flow limit for each branch is 
taken as 150% of the maximum flow recorded among 5000 different loading scenarios for the 
intact system (i.e. all branches are in-service). 
 
1. Data Generation: The 118-bus system has a set of 175 possible branch outage contingencies 
(i.e., branch outages NOT leading to islanding). Each contingency can be classified as either 
secure, marginally-insecure, or insecure. This means a set of 3^175 possible outcomes. In 
general, datasets for problems with large output dimensions are highly imbalanced. Indeed, 
due to the characteristics and real-world operation of a power system, one would encounter a 
much less number of outcomes, however, the “actual” output-space remains high. Figure 4-2 
visualize the imbalance of the 118-bus system dataset. This figure displays, for each 
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contingency, the number of samples where the given contingency is secure, marginally-
insecure, or insecure. As seen from Figure 4-2, the dataset is highly imbalanced. Table 4-1 
gives a summary of statistics for the generated dataset. 
 
2. Train/Test split: In the literature of classification, the method of “stratification” is often 
utilized for splitting datasets that are highly imbalanced [77]. For single-label, binary (or multi-
class) classification, stratification would split the dataset into a number of subsets (i.e., training, 
testing, and/or validation) so that the proportion of samples of each class in each subset is 
approximately equal to that of the complete dataset. For multi-label classification, stratification 
is typically utilized to split the dataset so that the proportion of samples of each label 
combination in each subset is approximately the same across all datasets. As seen from Table 
4-1, the number of unique label combinations is 8335 which is high and very close to the 
number of samples of the dataset. This makes the application of stratification (as defined 
above) not feasible since many label combinations have only one sample. Therefore, we follow 
the approach of [77], which considers a more relaxed interpretation of stratification and split 
the dataset with the objective of maintaining an equal distribution of each class of each label 
in each subset. In Figure 4-3 and Figure 4-4, we show the distribution of each class for each 
contingency in the training and test datasets. Compared to Figure 4-2, one can see that the 
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-1 425 10,440 12,499 
0 2 8,231 9,749 










Figure 4-3 IEEE 118-bus system: imbalance of label training dataset.The total number of 





Figure 4-4 IEEE 118-bus system: imbalance of label test dataset.The total number of 
contingencies is 175.  
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b) Texas 2000-bus synthetic power system [78] 
This is an entirely synthetic 2000-bus case. This 2000-bus case was designed by algorithms 
described in [78] to be statistically similar to the part of the U.S. state of Texas served by the Electric 
Reliability Council of Texas (ERCOT). The case is designed with a 115, 161, 230, and 500 kV 
transmission network to serve a load that roughly mimics the actual population of its geographic 
footprint. The 2000-bus system has 545 generation units, 1455 load buses, and 3202 branches 
(grouped into 1927 transmission line circuits and 741 transformer circuits). The data-case provides 
MVA limits for each transmission line. Those limits were determined based on voltage level and 
physical characteristics of realistic conductors and line configurations. The base-case has no lines 
loaded more than 85%. 
1. Data generation: The 2000-bus system has a set of 2216 possible branch outage contingencies 
(at transmission voltage levels). This means a set of 3^2216 possible outcomes. In addition, as 
mentioned before, the generation of each data instance (input, output pairs) requires running a 
full AC contingency analysis. For the large 2000-bus system, it takes around 0.1 seconds to 
run a power flow and accordingly, around three and a half minutes to run a full AC contingency 
analysis. Therefore, if one wishes to generate a data-set of 12500 data instances then, it will 
take (at least) 32 days. Therefore, for the 2000-bus system, we selected a subset of 272 
contingencies. All 272 contingencies represent branch outages at the 500kV transmission level. 
In Figure 4-5 we show the imbalance of the Texas 2000-bus synthetic system dataset. As seen 
in this figure, the dataset is highly imbalanced. Table 4-2 gives the summary of statistics for 
the generated dataset. 
 
2. Train/Test split: As seen from Table 4-2, the number of unique label combinations is 11086 
which is almost equal to the number of samples of the dataset. Accordingly, we followed the 
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same dataset splitting approach utilized for the IEEE 118-bus system (i.e., split data with the 
goal of maintaining an equal distribution of each class for each contingency in each data 
subset). In Figure 4-6 and Figure 4-7, we show the distribution of each class for each 
contingency in the training and test datasets. Compared to Figure 4-5, one can see that the 
training and testing sub-sets have similar distributions to one another and to that of the whole 
dataset. 
4.4 Implementation in Tensorflow 
The input to the CNN-based classifier is a highly sparse 𝑁 × 𝑁 × 2 image where 𝑁 is the 
number of system buses. Information is carried on a small percentage of the image pixels. Now, 
due to the bias term in (4), non-useful information is allowed to “propagate” through the network. 
This means that the CNN must learn to be invariant to a wide range of non-useful patterns which 
could be challenging and therefore, might lead to sub-optimal performance. In general, there are 
two approaches for dealing with the sparsity of input feature maps, either: 1) Use the adjacency 
matrix as an additional input to the standard convolution [79, 80]. The basic implementation of 
this approach is shown in Figure 4-8. 2) Use a “compressed” representation of input along with a 
hash table (or a pointer matrix) which defines locations of input elements needed to calculate the 
element of a given output location [81, 82]. As seen in Figure 4-8, the implementation of the 
convolution uses “full” input feature maps. This introduces two challenges when implementing 
CNNs for large power systems. Those are:  
1. Memory requirements: The input data set (training, validation, and testing data sets) is a 4D 
tensor with size [n, N, N, 2], where n is the total number of instances (operating points) 
contained in the set. For large power systems, the required memory for storing such large data  
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-1 483 9,380 12,493 
0 1 1,674 10,141 





Figure 4-5 Texas 2000-bus synthetic system: imbalance of label dataset.The total number of 




Figure 4-6 Texas 2000-bus synthetic system: imbalance of training dataset.The total number of 





Figure 4-7 Texas 2000-bus synthetic system: imbalance of test dataset.The total number of 












sets might prevent the application of the proposed method. Now, since training is carried out 
using smaller batches of the input dataset, one can create and save the training dataset using 
sparse operations. Now, since training is carried out using smaller batches of the input dataset, 
one can create and save the training dataset using sparse operations. Then, when training the 
model, we extract a batch from the sparse input dataset, transform it into a 4D full [batch-size, 
N, N, 2] tensor and then feed it to the training function [68]. Indeed, this would provide a 
workaround for saving and loading training datasets of large power systems. However, the next 
challenge remains. 
2. Computational burden: Training is carried out using batches of training datasets. Accordingly, 
convolution is carried out over full 4D arrays of shape [b, Xh, Xw, c]. Accordingly, the 
computational burden of the training process is increased as the system size is increased 
(sometimes to the point where performing convolution becomes infeasible). In addition, the 
time taken to train the network would also increase, and therefore, tuning and the search of 
optimal parameters becomes expensive. 
 
The methods of approach-2 attempt to address both challenges as they use a “compressed” 
representation of the input feature map. The method as proposed in [81] cannot be implemented 
using standard tensor operations. Accordingly, the authors in [82] proposed a modified version of 
[81] which enables the use of standard tensor operations. Here, we introduce our own modification 
to [81] which enables the use of standard tensor operations and, when compared to [82], requires 
less number of operations. In Appendix A, we present our method for implementing sparse 
convolution in Tensorflow. First, a brief overview is presented on the convolutional function and 
how it can be implemented using matrix multiplication. Then, a description of the proposed 
method is presented.  
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Another factor that contributes to the computational burden of training is the number of 
trainable parameters. As seen from Figure 4-1, the output of convolutional and max-pooling layers 
is flattened and used as the input of a fully-connected neural net. Accordingly, the number of 
trainable parameters (weights and biases) of the fully-connected neural net becomes dependent on 
the “size” of extracted features map. Now, let M represent the corresponding mask of the extracted 
feature map (M is the same whether convolution and max-pooling are implemented using “full” 
or “compressed” representation of feature maps). If “full” representation is used, then, the number 
of trainable parameters becomes dependent on the size of M. On the other hand, if a “compressed” 
representation of feature maps is used, then the number of trainable parameters becomes dependent 
on the number of non-zero elements of M. Therefore, for large power systems, using compressed 
representation will greatly reduce the number of trainable parameters of the model. Further 
reduction can be achieved if compressed representation is combined with the re-ordering of buses 
in the adjacency matrix of the power system. Here, we propose to utilize Reverse Cuthill-McKee 
(RCM) ordering algorithm [83]. When RCM algorithm is applied to a matrix S, it gives a 
permutation r such that S(r, r) tends to have its nonzero elements closer to the diagonal. Applying 
the RCM re-ordering algorithm on a power system’s adjacency matrix would result in a less 
number of non-zero elements in the output image. The original and re-ordered adjacency matrices 








Figure 4-9 IEEE 118-bus system: Adjacency matrices.(a) the original order of buses, (b) RCM 






Figure 4-10 Texas 2000-bus synthetic system: Adjacency matrices.(a) the original order of buses, 




4.5 Proposed CNN Structure 
CNNs have a large design space, with numerous options for their architecture: number of 
convolutional and max-pooling layers; number, shape, and strides of convolutional filters; shape 
and strides of max-pooling kernels; the number of hidden layers in the fully connected NN and the 
number of neurons in each of those hidden layers. With that said, the literature on CNN does offer 
a number of strategies and common practices for designing a CNN. Here are some which we found 
useful when deciding on a design for our CNN-based multi-contingency classifier. 
1. In general, the larger a CNN (e.g. deeper layers, smaller strides …etc), the better it is expected 
to perform. However, going large on the size of a CNN is rendered by:  
a. The computational burden of the training process (a critical factor especially for large 
power systems).  
b. The amount of labeled data available for training. In general, a CNN with a large number 
of trainable parameters is prone to overfitting, especially if the number of training data 
points is limited.  
2. Typically, the number of convolutional filters is increased as the network goes deeper. This 
follows the intuition that initial layers hunt for local/low-level features which can be captured 
with a relatively small number of convolutional filters. On the other hand, deeper layers care 
for global/high-level (more complex and specialized) features which would require more 
parameters to learn. 
In general, strides s > 1 are used within the convolutional layer and/or max-pooling layer to 
reduce the size of output feature maps, which in turn, reduces the number of trainable parameters. 
Typically, a stride s = 2 is recommended, especially for the lower (initial) layers to minimize the 
loss of local information. 
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Based on the above strategies we propose a CNN architecture that has 3 sets of convolutional 
and max-pooling layers. The size of convolutional filters is 7×7, 5×5, and 3×3. The number of 
convolutional filters is 16, 32, and 64 respectively. All convolutional filters have 2 strides. All 
max-pooling layers have a kernel size of 3×3. For the 118-bus system, max-pooling layers have a 
stride of 1. On the other hand, for the larger 2000-bus system, max-pooling layers have 2 strides. 
The fully-connected NN has 2 hidden layers with 1024 and 512 neurons each. 
Table 4-3 and Table 4-4 detail the configuration of each layer of the proposed CNN model. It 
also presents the shape and number of trainable parameters (weights and biases) when the input 
feature map is structured according to the original ordering of system buses, and when RCM re-
ordering is used on system buses. For the 2000-bus system, using compressed representation along 
with the RCM re-ordering scheme resulted in a significant reduction in the number of trainable 
parameters (71.2% reduction). This, in turn, will result in: 1) reducing the computation burden, 
and 2) improving the ratio of trainable parameters to the number of training data points, thus 
making the network less prone to overfitting. Note that for the IEEE 118-bus system, the shape of 
the flattening layer of the model that uses compressed image and original bus numbering is 9280 
which is larger than that for the model using dense input image 9216. These additional 64 inputs 
(9280 – 9216 = 64) correspond to a “dummy” vector that we utilize in our proposed approach for 
sparse convolution. See Appendix. 
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Table 4-3 CNN Structure for IEEE 118-bus system multi-contingency classifier. 




weights shape bias 
shape 






















Input image     [118, 118, 2] [476, 2] [476, 2]  
Conv-1 7×7 / 2 16 [7, 7, 2, 16] [16] [59, 59, 16] [920, 16] [988, 16] 1,568 
Maxpool-1 3×3 / 1    [57, 57, 16] [1316, 16] [1188, 16]  
Conv-2 5×5 / 2 32 [5, 5, 16, 32] [32] [29, 29, 32] [530, 32] [398, 32] 12,800 
Maxpool-2 3×3 / 1    [27, 27, 32] [586, 32] [444, 32]  
Conv-3 3×3 / 2 64 [3, 3, 32, 64] [64] [14, 14, 64] [195, 64] [137, 64] 18,432 
Maxpool-3 3×3 / 1    [12, 12, 64] [145, 64] [133, 64]  
Flatten     9216 9280 8512  
Hiden-1   [Flatten, 1024] [1024]    9,437,184 9,502,720 8,716,288 
Hiden-2   [1024, 512] [512]    524,288 





Table 4-4 CNN Structure for 2000-bus synthetic system multi-contingency classifier. 





weights shape bias 
shape 























Input image     [2000, 2000, 2] [7332, 2] [7332, 2]  
Conv-1 7×7 / 2 16 [7, 7, 2, 16] [16] [1000, 1000, 16] [45553, 16] [27919, 16] 1,568 
Maxpool-1 3×3 / 2    [499, 499, 16] [22014, 16] [11396, 16]  
Conv-2 5×5 / 2 32 [5, 5, 16, 32] [32] [250, 250, 32] [13089, 32] [6855, 32] 12,800 
Maxpool-2 3×3 / 2    [124, 124, 32] [4269, 32] [2411, 32]  
Conv-3 3×3 / 2 64 [3, 3, 32, 64] [64] [62, 62, 64] [1593, 64] [801, 64] 18,432 
Maxpool-3 3×3 / 2    [30, 30, 64] [587, 64] [253, 64]  
Flatten     57600 37568 16192  
Hiden-1   [Flatten, 1024] [1024]    58,982,400 38,469,632 16,580,608 
Hiden-2   [1024, 512] [512]    524,288 




4.6 Training and Performance Evaluation: Approaches 
4.6.1 Training: Loss 
As mentioned previously, the proposed CNN-based multi-contingency classifier has three 
classes, [+1, 0, -1], per contingency. Therefore, a tanh activation function is utilized for the output 
layer of the fully-connected NN. In this case, the CNN-based classifier can be trained using the 











Here, 𝑛 denotes the number of training samples, 𝑚 denotes the number of labels (i.e., 
contingencies).  𝑥𝑖 ∈ ℝ
1×𝑑 is the instance vector where 𝑑 denotes the number of input features, 
𝑦𝑖 ∈ {−1,0, +1}
1×𝑚 is the label vector corresponding to 𝑥𝑖. Accordingly, 𝑦𝑖𝑗(𝑖 ∈ {1,… , 𝑛}, 𝑗 ∈
{1,… ,𝑚}) represents the class of contingency 𝑗 for instance 𝑥𝑖. 𝑓𝑗(𝑥𝑖) denotes the model prediction 
of 𝑦𝑖𝑗 (a continuous value in the closed range [-1, 1]) .  
As shown previously in Subsection 4.3.2, the datasets for both IEEE 118-bus and Texas 2000-
bus systems are highly imbalanced. Now, 𝐿𝑜𝑠𝑠𝑀𝑆𝐸  does not take the data distribution into 
consideration. Therefore, the learning algorithm would yield a classifier that simply classifies 
every contingency as its majority class. This behavior might have been acceptable if the minority 
class of ALL (or most of) contingencies is “secure”, i.e., it is better to classify a “secure” 
contingency as “insecure” or “marginal-insecure” rather than the other way around. However, for 
several contingencies, the minority class is either “insecure”, “marginal-insecure” or both. 
Typically, when the class of interest is of a minority in the dataset, a cost-sensitive learning 
approach can be adopted to force the model to care for that class. Here, we utilize the inverse of 
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the class distributions as misclassification costs, and accordingly, we modify 𝐿𝑜𝑠𝑠𝑀𝑆𝐸  to include 






2 (1 + 𝑦𝑖𝑗  ) + 2𝑤𝑗
0(1 − 𝑦𝑖𝑗
2  ) + 𝑤𝑗
−1𝑦𝑖𝑗












−1 are weights representing the costs of misclassifying “insecure”, 
“marginally-secure”, and “secure” for the 𝑗𝑡ℎ contingency respectively. These weights are 




Total number of samples in the training dataset





Total number of samples in the training dataset





Total number of samples in the training dataset
(number of samples where yij = −1) × (number of classes of contingency j)
 
(11c) 
It should be noted that some contingencies might only have two out of the three classes. In such a 
case, the weight corresponding to the missing class is set to zero. 
Using class weights as defined in (10) might not yield an optimal classification performance. 
To further explain, we refer readers back to Figure 4-3 and Figure 4-6. As seen in these figures, 
some contingencies are severely imbalanced with their minority class having a % count less than 
0.1%. This would lead to extremely high weights. Such high weight values will tip the scale in the 
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other wrong direction. Indeed, minorities will be detected however, majorities will have a higher 
count of misclassifications.  
Now, for some contingencies, insecure and/or marginally-insecure classes (i.e., classes of 
interest) might be of majority in the training dataset while for other contingencies, insecure and/or 
marginally-insecure are classes of minority. It’s interesting to note that 𝐿𝑜𝑠𝑠𝑀𝑆𝐸  yields a model 
which performs well for majorities. On the other hand, 𝐿𝑜𝑠𝑠𝑊𝑀𝑆𝐸  yields a model which cares more 
for minorities. Accordingly, we propose to train the CNN-based classifier using both functions 
within a multi-objective learning framework. In general, one can combine multiple objectives 
using the linear weighted sum approach. However, this naïve approach requires manual tuning of 
objectives’ weights which could be an expensive process (might take several days for large power 
systems). Accordingly, we devise a loss function, as detailed below in (12), which enables adaptive 
learning of objectives’ weights. This loss function is a trivial extension to the work proposed in 
[84]. Originally, the authors of [84] derived this loss function for multi-task learning however, by 
analogy we can extend its application to the multi-objective learning problem at hand. 
𝐿𝑜𝑠𝑠 = 𝑒−𝛼1 ∗ 𝐿𝑜𝑠𝑠𝑀𝑆𝐸 + 𝑒
−𝛼2 ∗ 𝐿𝑜𝑠𝑠𝑊𝑀𝑆𝐸 + 𝛼1 + 𝛼2 (12) 
Where 𝛼1 and 𝛼2 are added to the set of trainable parameters. As 𝛼1 increases, the weight of 
𝐿𝑜𝑠𝑠𝑀𝑆𝐸  decreases. Similarly, as 𝛼2 increases, the weight of 𝐿𝑜𝑠𝑠𝑊𝑀𝑆𝐸  decreases. The term 𝛼1 +
𝛼2 in the objective function prevents the optimizer from increasing 𝛼1 and 𝛼2 in an attempt to 
drive the term (𝑒−𝛼1 ∗ 𝐿𝑜𝑠𝑠𝑀𝑆𝐸 + 𝑒
−𝛼2 ∗ 𝐿𝑜𝑠𝑠𝑊𝑀𝑆𝐸) to zero.  In other words, the term 𝛼1 + 𝛼2  
prevents the learning algorithm from ignoring the loss functions and converging on a minimum by 
simply driving the terms 𝑒−𝛼1 and 𝑒−𝛼2 to zero. 
105 
 
4.6.2 Performance Evaluation 
In this work, we utilize two performance measures that are commonly used in the literature of 
classification, especially multi-label classification problems. Those are recall and precision. In a 
nutshell, recall measures how much of the relevant data is correctly predicted. On the other hand, 
precision measures how much of the predicted data is relevant. Typically, the performance of a 
learning system is evaluated by a single-averaged metric. For multi-label multi-class classifiers, 
model performance can be averaged on the entire data-set (micro-averaged); or on each label 
(macro-averaged); or on each instance (instance-averaged). The mathematical formulas for 
calculating each metric are summarized as follows:  
Let 𝑦𝑖𝑗
𝑘 ∈ {0,1}, ℎ𝑖𝑗
𝑘 ∈ {0,1} such that: 
𝑦𝑖𝑗
𝑘 = {
0 𝑖𝑓 𝑦𝑖𝑗 ≠ 𝑘




0 𝑖𝑓 ℎ𝑖𝑗 ≠ 𝑘
1 𝑖𝑓 ℎ𝑖𝑗 = 𝑘
 (13b) 
Then, 

































𝑘 denotes model recall of class 𝑘 for contingency. 𝑅𝑗
𝑘 is defined as the ratio of the number 
of data-instances where contingency 𝑗 is correctly predicted as class 𝑘 to the number of data-





















𝑘 denotes model precision of class 𝑘 for contingency. 𝑃𝑗
𝑘 is defined as the 
proportion of data-instances where contingency 𝑗 is correctly predicted as class 𝑘 in the set of data-



















𝑘 denotes model recall of class 𝑘 for a given instance 𝑖. 𝑅𝑖
𝑘 is the proportion of 




















𝑘 denotes model recall of class 𝑘 for a given instance 𝑖. 𝑃𝑖
𝑘 is the proportion of 





















In general, for multi-label classification problems, micro-averaged metrics are of less meaning 
when it comes to evaluating the model performance. This is mainly due to: 
Dataset imbalance: when the dataset is imbalanced, then, the classifier simply learns to classify 
every contingency as its majority class. Now, if the dataset is dominated by a particular class, then, 
a micro-averaged metric would be high and thus, misleading.  
The classifier has multiple outputs: even if the dataset is perfectly balanced, having to classify 
more than one label makes performance evaluation a complicated task. To further explain, consider 
our CNN-based multi-contingency classifier and the following two cases: one instance (operating 
point) with three misclassified contingencies vs. three instances each with one misclassified 
contingency. Assuming misclassifications of the same type, then, the micro-averaged measure is 
the same for both cases even though they reflect different performances of the classifier. 
Whether macro-averaged or instance-averaged is the better choice for evaluating model 
performance, depends on the nature of the classification problem. Here, for CNN-based multi-
contingency classification, label-wise evaluation is of more practical merit to power system 
operators. In addition, since contingencies might be of different importance, then, providing 
operators with performance metrics for each contingency would enable them to make informed 
decisions when presented with model predictions. Therefore, in addition to macro-averaged 
metrics, it is advised to investigate the performance of the model by looking at how it performs on 
each contingency separately. 
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4.7 Training and Performance Evaluation: Results 
This section presents a set of performance evaluation results for the CNN-based classifiers 
proposed for both the IEEE 118-bus system and the 2000-bus synthesized Texas system. For each 
test system, we trained three CNN models. The first model is trained using the standard MSE loss 
given in (9). The second model is trained using the weighted MSE (WMSE) loss given in (10)-
(11). The third model is trained using the multi-objective loss function (MOL) given in (12). The 
training setup and obtained results are presented and discussed next. 
4.7.1 Training Setup  
The CNN-based classifier models were implemented in Tensorflow. The following settings 
were used to train all classifiers: a learning rate of 0.001; a batch-size of 32; and a maximum 
number of 50 training epochs. The training was carried out on a personal desktop (IntelR CoreTM 
i7 2.5 GHz, 16 GB RAM). The time taken to complete a training cycle of 50 epochs was around 3 
and 10 hours for 118- and 2000-bus systems respectively.  
4.7.2 Performance Evaluation  
As mentioned previously in sub-section (4.5.2), the performance of multi-label classifiers can 
be evaluated label-wise and/or instance-wise. For a CNN-based multi-contingency classifier, 
label-wise evaluation is of more practical merit to power system operators. This is because, for a 
given class, model performance differs greatly from one contingency to another (as shown next). 
Therefore, providing operators with performance metrics for each contingency would enable them 
to make informed decisions when presented with model predictions for them. For example, if the 
model had a 98% precision on class “insecure” for a given contingency, then the operator is highly 
encouraged to plan for this particular contingency. On the other hand, if the model had a low 
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precision, say 10%, on class “secure” for a given contingency, then the operator should re-evaluate 
cases where this contingency is predicted to be “secure” because; it is highly likely that these cases 
are actually insecure but the model has falsely predicted them to be secure i.e., wolves in sheep’s 
clothing.  Therefore, we evaluate the performance of the trained CNN multi-contingency 
classifiers by looking at how they perform for each contingency separately. To ease the evaluation 
process and to enable a meaningful read on the obtained results, we utilize the following graphs:  
1. Recall-Precision graphs: These are 2-D scatter graphs displaying recall and precision for each 
contingency. A recall-precision graph has precision on the x-axis, recall on the y-axis. Each 
contingency is represented on the graph as a circle. The (x, y) coordinates of each circle 
indicate precision and recall of class 𝑘 for a given contingency, i.e. (𝑃𝑗
𝑘, 𝑅𝑗
𝑘). The size and 
color of the circle marker are proportional to the % count of class 𝑘 in the training dataset. It 
should be noted that some contingencies might have “undefined” recall and/or “undefined” 
precision. For a given contingency j, recall is undefined when class k has “zero” counts in the 
test dataset. On the other hand, precision is undefined when the model makes “no” predictions 
of contingency j as a class k. Contingencies with either undefined recall and/or undefined 
precision are NOT displayed on the recall-precision graph.  
2. Model Performance Comparison graphs: These graphs are used to compare the performance 
of different models with respect to a base-model. In these graphs, we plot the absolute 
difference in a performance metric for each contingency between a given model (CNN-WMSE 
or CNN-MOL) and a base-model (CNN-MSE). A positive difference indicates CNN-WMSE 




4.7.3 Results and Discussion 
a) IEEE 118-bus System 
As mentioned above, we trained three CNN multi-contingency classifiers for the IEEE 118-bus 
system. Each classifier was trained using a different loss function: MSE, WMSE, and MOL. The 
models’ performance is evaluated for each class separately. In Table 4-5, the macro-averaged 
metrics (calculated for each class) are presented. In Figure 4-11 to Figure 4-13, Figure 4-16 to 
Figure 4-18, Figure 4-21 to Figure 4-23 the performance of CNN-MSE, CNN-WMSE, and CNN-
MOL models is visualized using recall-precision graphs (Figure 4-11 to Figure 4-13 for class 
“insecure”, Figure 4-16 to Figure 4-18 for class “marginal-insecure”, and Figure 4-21 to Figure 
4-23 for class “secure”). Finally, in Figure 4-14, Figure 4-15, Figure 4-19, Figure 4-20, Figure 
4-24, Figure 4-25, the performance of CNN-MSE, CNN-WMSE, and CNN-MOL models are 
compared against one another in terms of recall and precision. In what follows, we use class 
“insecure” to present our observations and analysis of models' performance. Similar observations 
can be made for the other two classes. 
In general, it is preferred if a contingency lies in the upper right corner of the recall-precision 
graph i.e., high recall and high precision. For the CNN-MSE model, the recall-precision graph for 
class “insecure” (Figure 4-11) shows that this model performs well for contingencies where class 
“insecure” had a higher % count in the training dataset (larger reddish circles located at the top 
half of the graph). The opposite is true for contingencies which rarely result in an insecure 
operation of the system (smaller dark bluish circles located at the bottom half of the graph). This 
is because, for a given contingency, the MSE loss does not take its class distribution into account 














CNN-MSE 38.5% 56.6% 94.9% 61.4% 10.2% 98.1% 
CNN-WMSE 82.0% 76.7% 81.7% 45.6% 7.0% 98.1% 




Table 4-6 IEEE 118-bus system: # of contingencies with undefined recall and/or undefined precision. 
 
Insecure Marginal-Insecure Secure 
# of contingencies with: # of contingencies with: # of contingencies with: 
Rj
+1 = NaN 
Pj
+1 = 0 
Rj
+1 = 0 
Pj
+1 = NaN 
Rj
+1 =  NaN 
Pj
+1 =  NaN 
Rj
+1 = NaN 
Pj
+1 = 0 
Rj
+1 = 0 
Pj
+1 = NaN 
Rj
+1 = NaN 
Pj
+1 = NaN 
Rj
-1 = NaN 
Pj
-1 = 0 
Rj
-1 = 0 
Pj
-1 = NaN 
Rj
-1 = NaN 
Pj
-1 = NaN 
CNN-MSE 0 52 7 106 0 37 0 0 1 
CNN-WMSE 7 0 0 142 0 1 0 0 1 




Figure 4-11 IEEE 118-bus system: recall-precision graph for CNN-MSE model, class 
insecure.For this class, the CNN-MSE model scored a macro-recall and a macro-precision of 






Figure 4-12 IEEE 118-bus system: recall-precision graph for CNN-WMSE model, class 
insecure.For this class, the CNN-WMSE model scored a macro-recall and a macro-precision of 






Figure 4-13 IEEE 118-bus system: recall-precision graph for CNN-MOL model, class 
insecure.For this class, the CNN-MOL model scored a macro-recall and a macro-precision of 






Figure 4-14 IEEE 118-bus system: recall performance comparison graph for class insecure.CNN-





Figure 4-15 IEEE 118-bus system: precision performance comparison graph for class 







Figure 4-16 IEEE 118-bus system: recall-precision graph for CNN-MSE model, class marginal-
insecure.For this class, the CNN-MSE model scored a macro-recall and a macro-precision of 






Figure 4-17 IEEE 118-bus system: recall-precision graph for CNN-WMSE model, class 
marginal-insecure.For this class, the CNN-WMSE model scored a macro-recall and a macro-






Figure 4-18 IEEE 118-bus system: recall-precision graph for CNN-MOL model, class marginal-
insecure.For this class, the CNN-MOL model scored a macro-recall and a macro-precision of 






Figure 4-19 IEEE 118-bus system: recall performance comparison graph for class marginal-






Figure 4-20 IEEE 118-bus system: precision performance comparison graph for class marginal-






Figure 4-21 IEEE 118-bus system: recall-precision graph for CNN-MSE model, class secure.For 






Figure 4-22 IEEE 118-bus system: recall-precision graph for CNN-WMSE model, class 
secure.For this class, the CNN-WMSE model scored a macro-recall and a macro-precision of 






Figure 4-23 IEEE 118-bus system: recall-precision graph for CNN-MOL model, class secure.For 







Figure 4-24 IEEE 118-bus system: recall performance comparison graph for class secure.CNN-






Figure 4-25 IEEE 118-bus system: precision performance comparison graph for class 




On the other hand, as seen in Figure 4-12, CNN-WMSE has a better recall performance for 
minorities (Compared to Figure 4-11, one can see that smaller dark bluish circles have shifted 
towards the upper half of the graph). This is because WMSE loss penalizes classification errors of 
minority classes with larger weights which force the learning algorithm to care for them. However, 
with WMSE, classes of majorities will have a higher count of misclassifications (i.e., a lower 
recall). This can be seen in Figure 4-12 for contingencies where “insecure” is the class of majorities 
(Compared to Figure 4-11, one can see that larger reddish circles have shifted towards the lower 
half of the graph). This tradeoff in model performance is tilted back in favor of contingencies 
where “insecure” is of majority when MOL is used for training the CNN classifier, see Figure 4-13 
In terms of precision, to provide a read on model performance, let’s first break down the 
definition of precision. Precision is defined as follows: 
Precision =
correct predictions of “insecure” 
total predictions of “insecure”
 
where: 
total predictions of “insecure”
= correct predictions of “insecure” + false predictions of “insecure”  
Now, if “insecure” is a majority, then, the number of correct predictions of “insecure” would 
be much greater compared to the number of false predictions of “insecure”. Therefore, precision 
is high (highest for CNN-MSE). This can be seen from Figure 4-11, Figure 4-12, and Figure 4-13 
where larger reddish circles are mainly located at the right half of the graph). On the other hand, 
if “insecure” is a minority, then, the number of correct predictions of “insecure” becomes 
comparable to the number of false predictions of “insecure”. Now, false predictions of “insecure” 
are “marginal-insecure” and/or “secure” cases misclassified as “insecure”. Since WMSE and MOL 
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result in a higher count (compared to MSE) of misclassifications for classes of majority, then, 
precision tends to be lower with CNN-WMSE and CNN-MOL for contingencies where “insecure” 
is a class of minority (lowest for CNN-WMSE). This can be seen from Figure 4-12 and Figure 
4-13 where smaller dark bluish circles have shifted towards the left half of the graph. 
In terms of averaged performance, for class “insecure”, we observe the following: as seen from 
Table 4-5, the CNN-WMSE scored the highest macro-recall, 68.7% compared to 46.6% and 18.5% 
for the CNN-MOL and CNN-MSE respectively. This is because, for most contingencies, class 
“insecure” is a class of minority. Therefore, averaging recall over ALL contingencies has shown 
CNN-WMSE to be the best model. In terms of precision, CNN-MSE scored the highest macro-
precision with 50.8% compared to 43.9% and 35.8% for the CNN-MOL and CNN-WMSE models 
respectively.  
To provide a better comparison of classification performance across the three models, we utilize 
the performance comparison graphs described above. For class “insecure”, the performance 
comparison graphs are shown in Figure 4-14 and Figure 4-15. In Figure 4-14, the performance of 
the three models is compared in terms of recall while in Figure 4-15 the comparison is carried out 
in terms of precision. As mentioned above, CNN-MSE is taken as the base-model. Accordingly, a 
positive difference indicates that CNN-WMSE (or CNN-MOL) had a better recall/precision 
compared to CNN-MSE. The opposite is true for negative differences. From Figure 4-14, one can 
clearly see that there exists a tradeoff in model performance between contingencies where 
“insecure” is a minority vs those where “insecure” is of majority. With WMSE loss, this tradeoff 
in recall performance between minorities and majorities is tilted in favor of contingencies where 
“insecure” is a minority (because of the extremely large weights used to penalize their 
classification error). On the other hand, using MOL loss tends to balance this tradeoff.  
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We also compare CNN-MSE, CNN-WMSE, and CNN-MOL models in terms of precision on 
class “insecure”. This comparison is presented in Figure 4-15. Again, a positive difference 
indicates that CNN-WMSE (or CNN-MOL) had a better precision compared to CNN-MSE. Now, 
if “insecure” is of the dominant majority, then, the number of correct predictions of “insecure” 
would be much greater than the number of false predictions of “insecure”. Therefore the difference 
in precision performance between the three models is minimal. This is better seen in Figure 4-25 
which compares the precision performance of all models for class “secure” (a class of dominant 
majority). On the other hand, if “insecure” is a minority, then, the number of correct predictions 
of “insecure” becomes comparable to the number of false predictions of “insecure”. Now, the 
number of false predictions of “insecure” depends on the distribution of the other two classes 
(“marginal-insecure” and “secure”) AND the loss function used (MSE, WMSE, or MOL).  
Accordingly, the change in precision could be positive or negative, high or low. 
The previously stated observations generalize to the other two classes. However, we note an 
extremely low macro-precision for class “marginal-insecure” for all models (10.2%, 7.0%, and 
8.7% for the CNN-MSE, CNN-WMSE, and CNN-MOL models respectively). This can be 
explained in the light of the results given in Table 4-6. From this table, one can see that a total of 
143 contingencies had an undefined recall for class “marginal-insecure” (i.e., in the test dataset, 
none of the 143 contingencies was ever classified as “marginal-insecure”). With the CNN-MSE 
model, 37 of these contingencies were never predicted to be marginal-insecure (precision is also 
undefined) while 106 of these contingencies were sometimes predicted to drive the system into a 
marginal-insecure state (precision is zero). Accordingly, averaging precision over ALL 
contingencies, with precision equal to zero for 106 out of the total 175 contingencies, has led to 
this low macro-precision of 10.2%. The macro-precision was even lower for the other two models, 
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7.0% and 8.7% for CNN-WMSE and CNN-MOL models respectively as both had 142 
contingencies with undefined recall but zero precision.  
b) Texas 2000-bus synthetic system  
For the 2000-bus Texas system, we also trained three CNN multi-contingency classifiers: CNN-
MSE, CNN-WMSE, and CNN-MOL models. In Table 4-7, the macro-averaged metrics (calculated 
for each class) are presented. In Figure 4-26 to Figure 4-28, Figure 4-31 to Figure 4-33, Figure 
4-36 to Figure 4-38, the performance of CNN-MSE, CNN-WMSE, and CNN-MOL models is 
visualized using recall-precision graphs (Figure 4-26 to Figure 4-28 for class “insecure”, Figure 
4-31 to Figure 4-33 for class “marginal-insecure”, and Figure 4-36 to Figure 4-38 for class 
“secure”). Finally, in Figure 4-29 and Figure 4-30, Figure 4-34 and Figure 4-35, Figure 4-39 and 
Figure 4-40, the performance of CNN-MSE, CNN-WMSE, and CNN-MOL models are compared 
against one another in terms of recall and precision. This set of results reveal a similar behavior to 
the CNN-based classifiers of the IEEE 118-bus system. Next, we provide a summary read on the 
obtained results.  
For a given class 𝑘, the CNN-MSE model performs well for contingencies where class 𝑘 had a 
higher % count in the training dataset (larger reddish circles located at the top half, see Figure 
4-26, Figure 4-31, and Figure 4-36). The opposite is true for contingencies where class 𝑘 is a 
minority (smaller dark bluish circles located at the bottom half). Again, this is because, for a given 
contingency, the MSE loss does not take its class distribution into account and therefore, the 
learning algorithm is guided in favor of the contingency’s majority class. 
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CNN-MSE 18.5% 42.0% 89.0% 50.8% 22.8% 94.3% 
CNN-WMSE 68.7% 86.8% 55.9% 35.8% 21.4% 97.6% 




Table 4-8 Texas 2000-bus synthetic system: # of contingencies with undefined recall and/or undefined precision. 
 
Insecure Marginal-Insecure Secure 
# of contingencies with: # of contingencies with: # of contingencies with: 
Rj
+1 = NaN 
Pj
+1 = 0 
Rj
+1 = 0 
Pj
+1 = NaN 
Rj
+1 =  NaN 
Pj
+1 =  NaN 
Rj
+1 = NaN 
Pj
+1 = 0 
Rj
+1 = 0 
Pj
+1 = NaN 
Rj
+1 = NaN 
Pj
+1 = NaN 
Rj
-1 = NaN 
Pj
-1 = 0 
Rj
-1 = 0 
Pj
-1 = NaN 
Rj
-1 = NaN 
Pj
-1 = NaN 
CNN-MSE 0 79 0 0 16 1 0 0 0 
CNN-WMSE 0 0 0 1 0 0 0 0 0 





Figure 4-26 Texas 2000-bus synthetic system: recall-precision graph for CNN-MSE model, class 
insecure.For this class, the CNN-MSE model scored a macro-recall and a macro-precision of 






Figure 4-27 Texas 2000-bus synthetic system: recall-precision graph for CNN-WMSE model, 
class insecure.For this class, the CNN-WMSE model scored a macro-recall and a macro-






Figure 4-28 Texas 2000-bus synthetic system: recall-precision graph for CNN-MOL model, class 
insecure.For this class, the CNN-MOL model scored a macro-recall and a macro-precision of 






Figure 4-29 Texas 2000-bus synthetic system: recall performance comparison graph for class 





Figure 4-30 Texas 2000-bus synthetic system: precision performance comparison graph for class 






Figure 4-31 Texas 2000-bus synthetic system: recall-precision graph for CNN-MSE model, class 
marginal-insecure.For this class, the CNN-MSE model scored a macro-recall and a macro-





Figure 4-32 Texas 2000-bus synthetic system: recall-precision graph for CNN-WMSE model, 
class marginal-insecure.For this class, the CNN-WMSE model scored a macro-recall and a 






Figure 4-33 Texas 2000-bus synthetic system: recall-precision graph for CNN-MOL model, class 
marginal-insecure.For this class, the CNN-MOL model scored a macro-recall and a macro-





Figure 4-34 Texas 2000-bus synthetic system: recall performance comparison graph for class 






Figure 4-35 Texas 2000-bus synthetic system: precision performance comparison graph for class 





Figure 4-36 Texas 2000-bus synthetic system: recall-precision graph for CNN-MSE model, class 
secure.For this class, the CNN-MSE model scored a macro-recall and a macro-precision of 






Figure 4-37 Texas 2000-bus synthetic system: recall-precision graph for CNN-WMSE model, 
class secure.For this class, the CNN-WMSE model scored a macro-recall and a macro-precision 





Figure 4-38 Texas 2000-bus synthetic system: recall-precision graph for CNN-MOL model, class 
secure.For this class, the CNN-MOL model scored a macro-recall and a macro-precision of 






Figure 4-39 Texas 2000-bus synthetic system: recall performance comparison graph for class 






Figure 4-40 Texas 2000-bus synthetic system: precision performance comparison graph for class 




Using WMSE loss improves recall for contingencies where class 𝑘 is a minority. However, 
recall becomes worse for contingencies where class 𝑘 is of majority. This can be seen from recall-
precision graphs shown in Figure 4-27, Figure 4-32, and Figure 4-37. Compared to CNN-MSE 
recall-precision graphs, one can see that smaller circles (minorities) have shifted up (i.e., better 
recall) while larger circles (majorities) have shifted down. This comparison is better illustrated in 
performance comparison graphs shown in Figure 4-29, Figure 4-34, and Figure 4-39. From these 
figures, one can clearly see that CNN-WMSE has a better recall performance for minorities and 
vice-versa. 
In terms of precision, if class 𝑘 is of the dominant majority, then, the difference in precision 
performance between the three models is minimal. Again, this is because the number of correct 
predictions would be much greater than the number of false predictions. On the other hand, if class 
𝑘 is a minority, then, the number of correct predictions of class 𝑘 becomes comparable to the 
number of its false predictions. Accordingly, precision tends to be low for contingencies where 
class 𝑘 is a class of minority (typically lowest for CNN-WMSE).   
As stated previously, macro-recall is recall averaged across contingencies. Now, because 
“insecure” is a class of minority for most contingencies, the CNN-WMSE scored the highest 
macro-recall, 68.7% compared to 46.6% and 18.5% for the CNN-MOL and CNN-MSE 
respectively. Class “marginal-insecure” is also a minority for many contingencies. Therefore, 
CNN-WMSE has again scored the heights macro-recall with 86.8% compared to 67.5% and 42.0% 
for the CNN-MOL and CNN-MSE respectively. The opposite is true for class “secure” (the 
dominating class for most contingencies) with CNN-WMSE scoring the lowest macro-recall, 




In this chapter, we proposed a Convolutional Neural Network (CNN) –based approach to the 
problem of static power systems contingency screening.  A CNN-based multi-label classifier is 
designed to obtain, in a single run, the security status of the system (i.e. secure, marginally-secure, 
or insecure) for a pre-selected set of N-1 contingencies.  
The IEEE 118-bus system and the larger Texas 2000-bus synthetic system were both utilized to 
investigate the proposed approach. In order to implement the CNN-based classifier for both test 
systems, we had to overcome a number of challenges. These include but are not limited to: 
computational requirements, learning from an imbalanced dataset, and evaluating the performance 
of trained CNN-based classifiers. In terms of computational challenges, we devised a new method 
for performing convolutional and max-pooling operations using “compressed” representations of 
input images which enabled the application of CNNs for the larger 2000-bus test system. As for 
learning, we utilized three different loss functions for training the CNN-based classifier. Those 
were: mean-squared error (MSE), weighted mean-squared error (WMSE), and a multi-objective 
loss (MOL) function combining both MSE and WMSE. Finally, for performance evaluation, we 
proposed two new visualization graphs, named here as recall-precision graphs and performance 
comparison graphs, which we found to help examine and compare the performance of the different 
CNN-classifiers.  
Based on the obtained results, we were able to identify several tradeoffs in model performance 
for each class “secure”, “marginal-insecure”, and “insecure” and accordingly, we conclude the 
following: if most of the targeted contingencies had “insecure” and/or “marginal-insecure” as a 
minority class then, it is best to train the CNN-based classifier using the WMSE loss. On the other 
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hand, if many contingencies had a relatively high count of “insecure” and/or “marginal-insecure” 
cases in the dataset, then it is best to train the model with MOL. Finally, if most of the 
contingencies had “insecure” and/or “marginal-insecure” as a class of majority, then, MSE is the 




Chapter 5. Conclusion 
5.1 Conclusion and Contributions 
Chapter 2 proposed a voltage stability indicator, named TAVSI, which accounts for ZIP, 
exponential, and induction motor loads. The TAVSI measures the tangential angle difference 
between the system P-V curve and the load characteristic curve, so it provides a more reliable 
assessment of system voltage stability as opposed to traditional load models. The value of the 
TAVSI varies from π at zero loading to zero at the system point of collapse (i.e., maximum 
loading). The performance of this indicator was tested on both the IEEE 14-bus system and the 
CURENT’s version of the 181-bus WECC system. The results show that TAVSI gives a good and 
reliable assessment of system stability. In addition, the TAVSI is calculated based on normalized 
sensitivities which allows for comparison among different load buses. This in turn allows for: 1) 
the definition of a global threshold for deciding on when to take corrective actions; and 2) the 
identification of weak buses where corrective actions would be the most effective. Finally, the 
TAVSI at a given load bus can be calculated based on either the complete system model (a model-
based approach) or the Thevenin equivalent of the system at that bus (a measurement-based 
approach). Whether a model-based or a measurement-based approach is chosen depends on the 
method’s applicability in the studied system. 
Chapter 3 presented a data-driven and model-based hybrid reinforcement learning approach to 
the problem of branch overload relief in large power systems. A control agent is trained to change 
generators’ real power output in order to adjust the power flow through the network so that branch 
overload is mitigated or minimized. The proposed approach was developed based on a series of 
investigations on why the data-driven Deep Deterministic Policy Gradient (DDPG) -based approach 
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fails when training the agent for large power systems. This hybrid approach utilizes generator 
shifting factor-driven actions (model-based actions) to help the agent learn an optimal control policy 
(data-driven actions). The performance of the proposed approach was tested and compared to the 
original DDPG-based approach on both the IEEE 118-bus and a larger 2749-bus real-world system. 
With the proposed approach, the agents were able to achieve 97.6% and 91.3% success rates 
compared to 95.5% and 0% when trained according to the original data-driven DDPG algorithm. 
These results show that the proposed hybrid approach performs well for large power systems and 
that it is superior to the data-driven DDPG-based approach. 
Chapter 4 proposed a Convolutional Neural Network (CNN) –based approach to the problem 
of static power systems contingency screening.  A CNN-based multi-label classifier is designed to 
obtain, in a single run, the security status of the system (i.e. secure, marginally-insecure, or 
insecure) for a pre-selected set of N-1 contingencies. The proposed approach was tested on IEEE 
118-bus and the larger 2000-bus synthetic Texas system. For each system, three CNN-based 
classifiers were trained each using a different loss function. Those were: mean-squared error 
(MSE), weighted mean-squared error (WMSE), and a multi-objective loss (MOL) function 
combining both MSE and WMSE. Obtained results showed that deciding on the “best” model 
depends on the characteristics of the considered power system and the distribution of the class of 
interest (typically class “insecure”) in the dataset. 
5.2 Future Work 
This dissertation can be improved and extended as follows: 
 As stated previously, the voltage stability index TAVSI proposed in this work is calculated 
based on normalized sensitivities. This allows for comparison among different load buses. This 
152 
 
allows for: 1) the definition of a global threshold for deciding on when to take corrective 
actions; and 2) the identification of weak buses where corrective actions would be the most 
effective. Load shedding is considered a very cost-effective solution for preventing widespread 
system collapse especially since voltage collapse is a low probability-high impact 
phenomenon. Load-shedding schemes can be classified into two categories. In the first one, 
the amount of load to be shed is fixed a priori. When, where, and how much to shed is usually 
pre-determined through extensive off-line investigations using dynamic time simulation 
analysis or static analysis such as V-P and Q-V curves. In the second category, the amount of 
load to be shed is determined using optimal power flow techniques. Now, if one intends to 
optimize shedding on a load-bus basis, i.e., different buses do not shed the same amount of 
load, then, the dimensions and accordingly the computational burden of the formulated OPF 
problem would be of high magnitude. Therefore, one can consider combining TAVSI with RL 
as an alternative approach and train an RL agent to shed load in a way that is optimal to both 
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A.1 Standard Convolution 
Given X, an input feature map of shape [input-height, input-width, number of input channels]; 
W, a convolutional filter of shape [filter-height, filter-width, filter-depth (= number of input 
channels), number of filters], and a layer bias b. Then, let convolving X with W result in a feature 
map Y of shape [output-height, output-width, number of output channels (= number of filters)]. 
Also, let 𝑋ℎ, 𝑋𝑤, and C represent input-height, input-width, and number of input channels. 𝑊ℎ, 𝑊𝑤 
and M represent filter-height, filter-width, and number of convolutional filters respectively. 𝑌ℎ and 
𝑌𝑤 represent output-height and output-width.  Then, an element of Y is calculated as follows: 








Here, we follow a zero-based indexing scheme (as in python) where the first position of an axis 
is assigned the index “0”. Now, the element 𝑌(𝑢,   𝑣,   𝑘) can be calculated using matrix multiplication 
as follows: 
𝑌(𝑢,   𝑣,   𝑘) = 𝑃
𝑢𝑣 ∗ 𝑊𝑘 2 
Where 𝑃𝑢𝑣 is a row vector of shape [1, 𝑊ℎ ×𝑊𝑤 × 𝐶]. 𝑃
𝑢𝑣 represents a 3D Patch of shape 
[𝑊ℎ, 𝑊𝑤, 𝐶] extracted from the input feature map X starting at 𝑋(𝑢∗𝑠,   𝑣∗𝑠,   0) and then flattened 
into a row vector of shape [1, 𝑊ℎ ×𝑊𝑤 × 𝑐]. The content of 𝑃
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, … , 𝑃𝑢𝑣
𝑖
, … , 𝑃𝑢𝑣
(𝑊ℎ−1)
 are row vectors each of shape [1, 𝑊𝑤 × 𝐶]. The 
content of a given vector 𝑃𝑢𝑣
𝑖









, … , 𝑃𝑢𝑣
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, … , 𝑃𝑢𝑣
𝑖𝑗
, … , 𝑃𝑢𝑣
𝑖(𝑊𝑤−1)
 are row vectors each of shape [1, 𝐶]. The content 
of a given vector 𝑃𝑢𝑣
𝑖𝑗
 is detailed next in (5).   
𝑃𝑢𝑣
𝑖𝑗
= [𝑋(𝑢∗𝑠+𝑖,𝑣∗𝑠+𝑗,0), 𝑋(𝑢∗𝑠+𝑖,𝑣∗𝑠+𝑗,1), … , 𝑋(𝑢∗𝑠+𝑖,𝑣∗𝑠+𝑗,𝑑), … , 𝑋(𝑢∗𝑠+𝑖,𝑣∗𝑠+𝑗,𝐶−1)] (5) 
In Figure A-1, we visualize the extract, reshape process used to obtain 𝑃𝑢𝑣  
Similarly, 𝑊𝑘 is a column vector of size [𝑊ℎ ×𝑊𝑤 × 𝐶, 1]. 𝑊
𝑘represents filter k flattened 
into a column vector of size [𝑊ℎ ×𝑊𝑤 × 𝐶, 1]. The structure of 𝑊































 are column vectors each of shape [𝑊𝑤 × 𝐶, 1]. The 
content of a given vector 𝑊𝑘
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 are column vectors each of shape [𝐶, 1]. The 
content of a given vector 𝑊𝑘
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Figure A-1 Extract and reshape a 3D patch into a [1, 𝑊ℎ ×𝑊𝑤 × 𝐶] row vector. Here, X is a 






























Based on (1)-(8), one can obtain all elements of Y using matrix multiplication as follows:  
𝑌𝑓𝑙𝑎𝑡 = 𝑃 ×𝑊𝑓𝑙𝑎𝑡 (9) 
Where: Yflat is a 2D matrix of shape [𝑌ℎ × 𝑌𝑤, 𝑀] representing a “flattened” version of the 





















𝑌𝑢𝑣 = [𝑌(𝑢,𝑣,0) 𝑌(𝑢,𝑣,1) ⋯ 𝑌(𝑢,𝑣,𝑘) ⋯ 𝑌(𝑢,𝑣,𝑀−1)] (11) 
P is a 2D matrix of shape [𝑌ℎ × 𝑌𝑤, 𝑊ℎ ×𝑊𝑤 × 𝐶]. P represents the stack of 3D patches 


















Wflat is a 2D matrix of shape [𝑊ℎ ×𝑊𝑤 × 𝐶, M]. Each column of W
flat represents a flattened filter. 
𝑊𝑓𝑙𝑎𝑡 = [𝑊0 𝑊1 ⋯ 𝑊𝑘 ⋯ 𝑊(𝑀−1)] (13) 











A.2 Sparse Convolution: Proposed Method 
In this section, we show how standard convolution can be performed using a “compressed” 
representation of sparse feature maps.  
Given 𝑍, a 3D sparse matrix of shape [𝑍ℎ, 𝑍𝑤, 𝐶𝑧]. Here, we assume all channels of 𝑍 have the 
same 2D adjacency matrix 𝐴𝑍. Accordingly, we define a compressed representation of sparse 𝑍, 
𝑐𝑠𝑍 to be a 2D array of shape [nnz(𝐴𝑍), 𝐶𝑧]. Each row of 𝑐𝑠𝑍 represents a non-zero vector slice 
taken from 𝑍 at a given (height, width) coordinates across the depth dimension of 𝑍. The (height, 
width) coordinates of each vector slice are stored in a separate array, named 𝐾. 𝑐𝑠𝑍 can also be 
seen as a stack of column vectors each containing the non-zero elements of a given input channel 
of 𝑍.  
Based on the above general definitions, let’s introduce the following notations: Let 𝑐𝑠𝑋 denote 
the compressed representation of input feature map 𝑋, 𝐾𝑋 denote the key-map that contains (height, 
width) coordinates of non-zero vector slices of 𝑋. Now, let 𝑝 denotes a row index of 𝐾𝑋. 
Accordingly, let 𝑚 = 𝐾𝑋(𝑝, 0) and 𝑛 = 𝐾𝑋(𝑝, 1). Then, 
𝑐𝑠𝑋𝑝 = 𝑋𝑚𝑛 (14) 
where 𝑋𝑚𝑛 is the non-zero vector slice taken from X across its depth dimension starting at 𝑋(𝑚,𝑛,0) 
𝑋𝑚𝑛 = [𝑋(𝑚,𝑛,0) 𝑋(𝑚,𝑛,1) ⋯ 𝑋(𝑚,𝑛,𝑑) ⋯ 𝑋(𝑚,𝑛,𝐶−1)] (15) 
Similarly, Let 𝑐𝑠𝑌 denote the compressed representation of input feature map Y, 𝐾𝑌 denote the 
key-map that contains (height, width) coordinates of non-zero vector slices of Y. Now, let 𝑞 
denotes a row index of 𝐾𝑌. Accordingly, let 𝑢 = 𝐾𝑌(𝑞, 0) and 𝑣 = 𝐾𝑌(𝑞, 1). Then, 
𝑐𝑠𝑌𝑞 = 𝑌𝑢𝑣 (16) 
where 𝑌𝑢𝑣 is the non-zero vector slice taken from Y across its depth dimension starting at 𝑌(𝑢,𝑣,0) 
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𝑌𝑢𝑣 = [𝑌(𝑢,𝑣,0) 𝑌(𝑢,𝑣,1) ⋯ 𝑌(𝑢,𝑣,𝑘) ⋯ 𝑌(𝑢,𝑣,𝑀−1)] (17) 
It is interesting to note that 𝑌𝑓𝑙𝑎𝑡 has the same format as 𝑐𝑠𝑌. In fact, 𝑐𝑠𝑌 is the set of 𝑌𝑓𝑙𝑎𝑡 
rows that have at least one non-zero element. Now, in a manner similar to (9), one can write sparse 
convolution using matrix multiplication as follows: 





















Here, 𝑄𝑞 represent the image patch 𝑃𝑢𝑣 taken at 𝑢 = 𝐾𝑌(𝑞, 0), and 𝑣 = 𝐾𝑌(𝑞, 1) coordinates.   
As shown previously in (3)-(5), 𝑃𝑢𝑣 is made up of smaller 𝑃𝑢𝑣
𝑖𝑗
 vectors.  Now, comparing (5), 
(14), and (15), one can see that 𝑃𝑢𝑣
𝑖𝑗
 is either: a row vector of 𝑐𝑠𝑋 or a row vector of zeros (let’s 
call it ground state vector 𝑔). Now, let 𝐻 be a hash table that relates “rows” of 𝑐𝑠𝑋 to “rows” of 
𝑐𝑠𝑌 in accordance with (1). In theory, one can use 𝐻, 𝑐𝑠𝑋, and 𝑔 to build the Q matrix. However, 
in practice, this cannot be implemented using standard tensor-flow operations. The works of [81, 
82] refrain from building a Q matrix. Instead, they go for calculating 𝑐𝑠𝑌 using 𝐻 and 𝑐𝑠𝑋. In [81], 
the authors developed their own code to enable looping over 𝑐𝑠𝑌 tensor and calculate the elements 
of 𝑐𝑠𝑌 one by one using 𝐻 and 𝑐𝑠𝑋. On the other hand, the authors of [82] propose to calculate 
𝑐𝑠𝑌 as the sum of 𝑊ℎ tensors. Each tensor is calculated using a sequence of gather, matrix-
multiplication, and scatter operations. This method requires two hash tables: one for gather 
operation, the other for scatter operation.   
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In this work, we develop a procedure for building the Q matrix using standard TensorFlow 
operations. First, we redefine the “compressed” representation of 𝑋 and 𝑌 to include a row vector 
of zeros representing the ground state vector 𝑔. Let 𝑐𝑠?̃? and 𝑐𝑠?̃? denote this new definition of 𝑋 
and 𝑌. Accordingly,   
𝑐𝑠?̃? = ?̃? ×𝑊𝑓𝑙𝑎𝑡 (20) 
Where ?̃? ≡ [
𝐺
𝑄
] , 𝐺 is a row vector of zeros. 
Now that 𝑔 is included in 𝑐𝑠?̃? one can easily use standard tensor-flow operations to build ?̃?. 
Let 𝐻0, 𝐻1, …, 𝐻(𝑁𝑌−1) be the sets of row indices of 𝑐𝑠?̃? needed as in (19) to calculate row vectors 
𝑐𝑠?̃?0, 𝑐𝑠?̃?1, …, 𝑐𝑠?̃?(𝑁𝑌−1). Let 𝐻 be the hash table that combines all 𝐻0, 𝐻1, …, 𝐻(𝑁𝑌−1) sets. 
Using H, one can create ?̃? using standard gather and reshape operations of TensorFlow as follows: 
?̃? = 𝑟𝑒𝑠ℎ𝑎𝑝𝑒(𝑐𝑠?̃?(𝐻, ∶), 𝑠ℎ𝑎𝑝𝑒 = [𝑁𝑌,𝑊ℎ ×𝑊𝑤 × 𝐶]) (21) 
It should be noted that a layer bias will be added to 𝑐𝑠?̃?. Accordingly, the elements of its first 
row (i.e. 𝑔) would no longer be zeros. In order to correct for this, one needs to multiply the output 
of the convolutional layer by a column vector whose elements are all ones except for the first 
element which is set to zero. In Figure A-3, we visualize an example of how to perform sparse 
convolution using our proposed approach.  
As mentioned above, the hash table H relates “rows” of 𝑐𝑠?̃? to “rows” of 𝑐𝑠?̃?. Now, each row 
𝑞 of 𝑐𝑠?̃?, (except row 0) is associated with a (u, v) coordinates pair where 𝑌𝑢𝑣 ≠ 0. Accordingly, 
based on (2)-(5), (14), and (15); each 𝑞 ∈ {0,1, … , (𝑁𝑌 − 1)} becomes associated with a set of 
𝑊ℎ ×𝑊𝑤 row indices of 𝑐𝑠𝑋.  Assume 𝐾𝑌 is known then, based on (1) one can identify 𝐻 =









Table A- 1 Pseudo-code to build hash table H 
Data: 𝑋ℎ, 𝑋𝑤, 𝑌ℎ, 𝑌𝑤, 𝑊ℎ, 𝑊𝑤, 𝐾𝑋 and 𝐾𝑌 
Results: 𝐻 
 
𝑙 = 0 
ℛ𝑋 = 𝑧𝑒𝑟𝑜𝑠(𝑋ℎ × 𝑋𝑤) 
𝒜𝑦 = 𝑧𝑒𝑟𝑜𝑠(𝑌ℎ × 𝑌𝑤) 
𝑁𝑋 = number of rows of 𝐾𝑋 
 
For 𝒑 = 𝟎 to 𝑵𝑿 do 
 𝑚 = 𝐾𝑋[𝑝, 0] 
𝑛 = 𝐾𝑋[𝑝, 1] 
𝑙 = 𝑙 + 1 
𝑖𝑛𝑑𝑒𝑥 = 𝑚 × 𝑋ℎ + 𝑛 
ℛ𝑋[𝑖𝑛𝑑𝑒𝑥] = 𝑙 
 
𝑁𝑌 = number of rows of 𝐾𝑌 
𝐻 = 𝑧𝑒𝑟𝑜𝑠(𝑁𝑌 ×𝑊ℎ ×𝑊𝑤) 
  
For 𝒒 = 𝟎 to 𝑵𝒀 do 
 𝑢 = 𝐾𝑌[𝑞, 0] 
𝑣 = 𝐾𝑌[𝑞, 1] 
For 𝒊 = 𝟎 to 𝑾𝒉 do 
  𝑚 = 𝑢 ∗ 𝑠 + 𝑖 
For 𝒋 = 𝟎 to 𝑾𝒘 do 
   𝑛 = 𝑣 ∗ 𝑠 + 𝑗 
𝑖𝑛𝑑𝑒𝑥1 = 𝑚 × 𝑋ℎ + 𝑛 
𝑖𝑛𝑑𝑒𝑥2 = 𝑞 ×𝑊ℎ ×𝑊𝑤 + 𝑖 ×𝑊𝑤 + 𝑗 





Now, to obtain 𝐾𝑌 we also utilize the indexing relations of (1). Given 𝑝,𝑚 and 𝑛, then, based 
on (1) one can identify the set of all “valid” (𝑢, 𝑣) combinations corresponding to 𝑚 and 𝑛 and 
therefore, 𝑝 as follows: let IJ be the set of all possible (𝑖, 𝑗) pairs i.e. IJ = {(𝑖, 𝑗): 𝑖 ∈
{0,1, … , (𝑊ℎ − 1)}, 𝑗 ∈ {0,1, … , (𝑊𝑤 − 1)}}, then: 






, (𝑖, 𝑗) ∈ 𝐼𝐽, 0 ≤ 𝑢 < 𝑊ℎ, 0 ≤ 𝑣
< 𝑊𝑤, 𝑢, 𝑣: integer} 
(22) 
Now, by definition, 𝐾𝑌 is the set of all “valid” (u, v) combinations. Therefore, one can obtain 
𝐾𝑌 as follows: 
Step-1: for all row indices of 𝐾𝑋 (r = 0, 2, …, 𝑁𝑋 − 1); use (22) to obtain UV
0, UV1, …, UV(𝑁𝑋−1) 
Step-2: KY = unique([UV
0, UV1, …, UV(NX−1)]) 




Table A- 2 Pseudo-code to build output key-map Ky and hash table H 
Data: 𝑋ℎ, 𝑋𝑤, 𝑌ℎ, 𝑌𝑤, 𝑊ℎ, 𝑊𝑤, and 𝐾𝑋 
Results: 𝐾𝑌 and 𝐻 
 
𝑙 = 0 
ℛ𝑋 = 𝑧𝑒𝑟𝑜𝑠(𝑋ℎ × 𝑋𝑤) 
𝒜𝑦 = 𝑧𝑒𝑟𝑜𝑠(𝑌ℎ × 𝑌𝑤) 
𝑁𝑋 = number of rows of 𝐾𝑋 
 
For 𝒑 = 𝟎 to 𝑵𝑿 do 
 𝑚 = 𝐾𝑋[𝑝, 0] 
𝑛 = 𝐾𝑋[𝑝, 1] 
𝑙 = 𝑙 + 1 
𝑖𝑛𝑑𝑒𝑥 = 𝑚 × 𝑋ℎ + 𝑛 
ℛ𝑋[𝑖𝑛𝑑𝑒𝑥] = 𝑙 






If 0 ≤ 𝑢 < 𝑊ℎ and 𝑢: integer 
   For 𝒋 = 𝟎 to 𝑾𝒘 do 





    If 0 ≤ 𝑣 < 𝑊𝑤 and 𝑣: integer 
     𝑖𝑛𝑑𝑒𝑥 = 𝑢 × 𝑌ℎ + 𝑣 
     𝒜𝑦[𝑖𝑛𝑑𝑒𝑥] = 1 
 
𝐾𝑌 = 𝑓𝑖𝑛𝑑(𝒜𝑦 == 1) 
𝑁𝑌 = number of rows of 𝐾𝑌 
𝐻 = 𝑧𝑒𝑟𝑜𝑠(𝑁𝑌 ×𝑊ℎ ×𝑊𝑤) 
  
For 𝒒 = 𝟎 to 𝑵𝒀 do 
 𝑢 = 𝐾𝑌[𝑞, 0] 
𝑣 = 𝐾𝑌[𝑞, 1] 
For 𝒊 = 𝟎 to 𝑾𝒉 do 
  𝑚 = 𝑢 ∗ 𝑠 + 𝑖 
For 𝒋 = 𝟎 to 𝑾𝒘 do 
   𝑛 = 𝑣 ∗ 𝑠 + 𝑗 
𝑖𝑛𝑑𝑒𝑥1 = 𝑚 × 𝑋ℎ + 𝑛 
𝑖𝑛𝑑𝑒𝑥2 = 𝑞 ×𝑊ℎ ×𝑊𝑤 + 𝑖 ×𝑊ℎ + 𝑗 
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