The task of encoding visual information into tactile information has been studied since the 1960s. There is still an open challenge in converting the data of an image into a small set of signals that will be sent to the user as tactile input. In this study, we evaluated two methods that have never been used for encoding vision-to-touch using convolutional neural networks, a bag of convolutional features (BoF) and a vector of locally aggregated descriptors (VLAD). We also present here a very new method for evaluating the semantic property of the encoded signal by taking the idea that objects with similar features must have similar signals in the tactile interface; we created a semantic property evaluation (SPE) metric. Using this metric, we proved the advantage of using the BoF and VLAD methods, obtaining an SPE of 70.7% and 64.5%, respectively, which is a considerable improvement over the downscaling method used by many systems such as BrainPort, with 56.2%.
I. INTRODUCTION
Studies in the field of sensory substitution have shown the capacity of the brain to adapt to different patterns, regardless of their source [1] . With an absence of the relevant perception of one of the senses, the visual cortex, or the auditory cortex in blind or deaf people can be rearranged to support cognitive or perceptual functions. The brain changes its organizational structure to recognize new patterns, and after some training, the individual begins to recognize them, even if they are complex. This theory has been validated by many experiments with people with impairments using tactile interfaces, where a visually impaired person started to recognize some objects or navigate without supervision [2] and deaf people started to recognize some sentences [3] . Geldard [4] describes the importance of touch when compared to vision and hearing. For him, both are superiors, vision with your spatial sense and hearing with temporal, but touch can be both.
To send information through a tactile device, the encoded signal must be compressed and produce a similar output for objects with some analogous characteristics, which means a function that the brain can learn to decode as input [3] .
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In sound-to-touch encoding, similar words must have similar signals, and when encoding vision-to-touch, similar objects must also have similar signals. Before conducting experiments with people, we need a confidence level within our system that the signal to be sent to the user is correct and represents the desired information. In this study, we apply a new method to evaluate image similarity by looking at the signals of tactile activation where the values are expected to be similar for semantically similar objects. For example, the activation within a cat's image should be more similar to a dog's activation than to a car's activation because of the visual characteristics these two animals have that a car does not have. We performed this evaluation using different sets of images, initially using a few simple images from 4 classes (car, motorcycle, cat, dog), then with the CIFAR-10 dataset and then with a subset of MS COCO. We also evaluated the difference in the signal between images in the same superclasses; for example, car and motorcycle are both vehicles, and cat and dog are both animals.
For the problem of describing and encoding an image to a tactile device, a new variable increases the level of complexity, the bandwidth. Tactile devices generally have a very limited number of actuators. Most of the studies in the field of vision substitution use a 1-channel downscaled image [1] , [5] - [8] to encode vision-to-touch to preserve VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ relevant information. The obtained results for object recognition in these studies are still simple, and we believe that the brain can recognize more complex signals if the encoded data have a semantic representation of the input image.
To address the bandwidth limitation and to apply a semantic representation, we used the bag of features algorithm [9] , which was created initially to perform the visual categorization of images. This algorithm uses a well-known clusterization method called k-means to build a vocabulary of local image features called codebook, based on the features contained in the training dataset and then creates a bag of features for each image based on this codebook, resulting in a vector representation that describes the images. A similar approach was used by [3] to encode sound-to-touch, converting sound frequencies into a 26 length tactile array to describe audio sentences. However, encoding raw data of an image is more complex and requires the usage of features extracted from images that represent it at a desired semantic level.
The task of describing an image is a challenge. Many engineered descriptors, such as SIFT [10] , SURF [11] , ORB [12] and many others, were created over the years to solve different problems in the field of computer vision, such as classification, image retrieval, object detection and scene description. More recently, with advances in the field of deep learning, many problems have been solved using this type of neural network, usually outperforming the results obtained by hand-crafted descriptors. The main advantage of these networks compared to hand-crafted descriptors is that the convolutional layers learn to automatically extract the features existing in the training set through the backpropagation algorithm and learn features of different semantic levels. With the advent of large image datasets, such as ImageNet, the use of these convolutional features in vision substitution problems can be a good option for replacing traditionally engineered descriptors.
The combination of convolutional neural networks with a bag of features has already been applied for the purpose of image retrieval by [13] , showing good results for the task. In that case, the images are ordered by visually similar content, and it makes sense for image retrieval because the task uses a query image to perform a search, not constrained by the class of the object present in the image as long as it is similar (for example, texture, color, or shape). However, for the vision substitution task, we need to validate the semantic similarity of the encoded signals because the user must be able to translate it into a known object class. Here, we present a new approach for evaluating the effectiveness of the differentiation of object representation in a tactile signal.
This paper is organized as follows: section II presents the related work. Section III describes the developed prototype. Section IV describes our method for encoding vision-to-touch. Section V presents the experiments with results. Finally, section VI discusses the results and future work.
II. RELATED WORK
The existing trials to encode images to touch consist of simple methods, such as downscaling the image to the size of a matrix of actuators or downscaling the edge image [2] , [5] , [8] , [14] , [15] . In some other works that focus on navigation [2] , [14] - [17] , the signal is a basic function that tells the user the distance from the objects in the scene, and they normally use depth sensors. In these cases, each motor is activated according to a point of depth, giving the user a spatial perception of the environment to avoid obstacles. Considering the brain's capability to adapt, we believe that these methods are very modest.
Some other projects also use image capture to generate a different type of output, such as audio [18] - [20] or touch using gloves [17] , [21] to send signals to the fingertips. All these works that use different sensors to encode images are evidence that the origin of the signal does not matter, and the brain learns how to deal with the information.
Initial research on vision substitution was conducted in the 1960s by Paul Bach-y-Rita using analog devices and a large hardware apparatus [5] . This early research was a concept for the development of the TDU (tongue display unit) device, which started in approximately 1999 [6] , and later, in 2016, resulted in a commercial product called BrainPort V100 Vision Aid [7] with a cost of US$10,000.00, available in the USA, Europe and Hong Kong. The development timeline for this technology shows many advances in the studies of skin sensitivity, types of tactile actuators (tactors), and the distance between tactors, but the method to encode the image is the same, downsampling a grayscale image to the same size of a matrix of tactors. The reported results with BrainPort for object recognition is a 75% average correct rate from 18 visually impaired people in the task of identifying 4 objects: ball, banana, text marker and cup.
Another prototype developed as part of the Ph.D. thesis of Mauro Conti Pereira in 2006 [8] used the same approach of downsampling the image, but instead of using a grayscale image, he used the Canny edge detector prior to downsampling the image. The correct rate for object recognition with a group of visually impaired people was less than 30%.
One recent study that inspired us to encode information to a tactile interface was the vest prototype developed by Scott Novich in 2015 [3] to help deaf people recognize sentences. This vest uses cylindrical vibration motors as tactors. To encode the information from sound-to-touch, the author uses the k-means clustering method trained with English sentences. After 12 days of training, the performance ranged from approximately 35% to 65%, which is considered a very good result because the individuals have never seen the test set patterns before.
III. DESIGN OF TACTILE DEVICE
For the task of identifying objects without any assistance and based on the theory of the brain's plasticity, we also created a prototype device for vision substitution using a vest with cylindrical vibration motors as tactors positioned in the back. One of the reasons for choosing to work with a vest is due to the possibility of the user performing day-to-day tasks without the obstruction of any other sense. Our prototype consists of a vest with up to 30 small motors, a pair of Arduinos, a Raspberry Pi 3 model B+ and a simple HD camera, as presented in Figure 1 .
This prototype is a new generation of our very first vision substitution device [22] that was built using the same architecture but was limited to a maximum of 10 motors because each Arduino Uno had only 5 PWM ports. We replaced the Arduino Uno with an Arduino Mega 2560, allowing us to use up to 30 motors, with 15 PWM ports on each board. We also replaced the motors with smaller motors. Even having 3 times more motors, these changes resulted in a more comfortable vest due to the size of the components. These motors have a diameter of 4 mm and a length of 8 mm, as presented in Figure 2 (a), and each motor was mounted inside a 3D printed case with an LED that turns on in the same intensity that the motor is running, as presented in Figure 2 
The Raspberry Pi board was chosen because it is a lowcost processing unit and portable enough to be carried by the user. This board has an ARM Cortex-A53 64-bit processor with 4 cores of 1.2 GHz, 1 Gb of RAM, and it can run different operating systems. The Raspbian distribution of the Linux operating system was specifically developed for Raspberry Pi. The Raspbian system is a lightweight OS and can run the TensorFlow software, which was used for the inference process of the deep learning models.
The camera is attached to regular eyewear and connected to the Raspberry Pi through USB. The captured image is processed using a deep learning model implemented in Ten-sorFlow for inference in the Raspberry Pi. The output of the model is postprocessed using our encoding system, described in the section IV, and the output of the encoding system is sent to the Arduino boards, which activate the corresponding motors. Each Arduino board has 15 PWM ports, so we needed two boards connected through the I2C protocol to activate up to 30 motors.
IV. ENCODING VISION-TO-TOUCH
The capability of the cameras in portable devices has increased, as many of them currently produce high-resolution images. Let us consider a vision substitution system that has a 720p camera. It generates an RGB image of size 1280×720 pixels with 3 channels. This means 2,764,800 values to be encoded to the tactile interface. A common vision substitution device has fewer tactors than this number, and to encode this image, we need to ensure that relevant information will be kept. By simply reducing the image size, considerable information is lost.
Our first system used a fixed vocabulary of signals to encode the detected object in a scene; for each object class, there was a mapped signal of activation [22] . The problem with this approach is the lack of semantic information within the encoded signal, which can confuse the user.
When talking about relevant information contained in an image, the goal of the task to be performed must be considered. For the navigation task using a vision substitution device, details related to the object do not matter, but the information regarding distance and relation to other objects does. For object recognition, details are important, such as texture, shape, edges and more semantic features, such as a wheel in a car or motorcycle handlebars.
A. EXTRACTING FEATURES FROM CONVOLUTIONAL NEURAL NETWORKS
The convolutional neural networks have proven to perform the task of extracting information from different semantic levels from images well. Some works focus on the visualization of layer activation in neural networks [23] - [25] and show the hierarchical nature of the features in the network. First layers learn corners and edges. The following layers learn more complex representations, such as parts of objects and then more class-specific representations, such as dog faces or car wheels. Some of the last layers can learn representations of entire objects.
To use features extracted from a convolutional neural network, we first need to train the network with a large quantity of data. However, there is no specific dataset for general application on vision substitution. A study [26] on the understanding of transfer learning using the ImageNet [27] dataset has shown that intermediate representations learned from it also provide substantial gains over hand-crafted descriptors when used in tasks other than classification. The ImageNet dataset has millions of images over 1,000 categories, and there are commonly used models available that were trained using this dataset, such as VGG [28] , ResNet [29] and GoogLeNet [30] . Additionally, the currently most used deep learning frameworks, such as TensorFlow, PyTorch, Caffe and Keras, already have models pretrained on this dataset available online.
Considering the ease of implementation, in our experiments, we used a VGG16 pretrained on ImageNet, but this approach is applicable to any CNN architecture. This network consists of blocks of stacked 3 × 3 convolutional features and pooling layers followed by two fully connected layers. The features were extracted from different layers to compare results and evaluate similarity in different semantic levels, discarding the softmax and fully connected layers. The input size used to feed the images into the network is 224 × 224, which is the default used by ImageNet. This reduced size of the images gives a good advantage in performance for the vision substitution system because we use low-power mobile hardware.
The input image is resized to the desired size and fed into the pretrained VGG16 network for prediction. From the output of the l-th layer L l , we obtain a feature map
of size d l , obtaining a h l × w l list of feature descriptors for the image as presented in Figure 3 . 
B. BAG OF CONVOLUTIONAL FEATURES AND VLAD
After extracting local features from all the images in the training set using a convolutional neural network, we used a bag of features (BoF) framework [9] to compress these extracted features into a single compact representation vector. The idea of using a bag of features has already shown good results in similar tasks such as classification [9] , [31] - [33] and image retrieval [13] ; it uses the simple feature count based on a codebook to construct a histogram, where each feature is assigned to a position in the codebook according to the closest distance. We also evaluated a more recent method called a vector of locally aggregated descriptors (VLAD) [34] that, instead of a simple count, accumulates the distance between the features to the respective codebook centroid. A visual codebook was built by applying the k-means clustering algorithm on all images of the evaluation dataset to obtain k clusters from all features f l i,j extracted from the L l layer activation. We used a codebook of k = 30, which is the maximum number of motors in our vest. The vector representation for each image was created by mapping each extracted convolutional feature from this image to the nearest centroid in the visual codebook, and this is the signal intended to be sent through the tactile interface. For the BoF descriptor, we count the number of occurrences of each visual feature for generating a histogram.
For the VLAD descriptor, we accumulate the distance between each feature f l i,j to the mapped centroid c k , so the descriptor vector is represented as
C. SEMANTIC EVALUATION
To evaluate the quality of the signal to be sent to the vibrotactile interface, we need a single value that measures the semantic similarity of this signal. To accomplish this task, we created a new metric called semantic property evaluation (SPE).
Considering that semantic information is extracted by the BoF or VLAD into a single compressed vector, we measure the L2-distance between every image in the evaluation dataset to other images by using this vector, obtaining an n i × n i identity matrix of distances D i , where n i is the number of images in the dataset. In this matrix, it is expected that the main diagonal has only zeros because it represents the distances between each image and itself.
The next step consists of building a distance matrix grouped by class. From the distances matrix D i , we calculate the average distances between all images in the same classes, obtaining an n c × n c identity matrix D c , where n c is the number of classes in the dataset. In the same manner, it is expected to have smaller distances between images in the same class, so the lowest values will be on the main diagonal.
1) GROUND TRUTH COMPARISON METRIC
Our first trial toward defining our metric consisted of calculating the distance between the matrix D c and a ground truth matrix. Before performing this comparison, we normalized the values in D c between 0 and 1. Then, we created a ground truth matrix by setting the main diagonal (where a class was compared to itself) with zeros because we consider that images in the same class should have the smallest distance possible. For objects in a different superclass, the ground truth value is 1 because we consider them totally different. For objects in a different class but in the same superclasses, we tried different values between 0 and 1. We know that a car is not exactly similar but also not completely different from a motorcycle, and we know that it is completely different from an animal, so we cannot consider 0 or 1. In this case, we used values between this range to build a G x ground truth matrix, where 0 < x < 1. Figure 4 shows a ground truth matrix G 0.5 .
To obtain a single final value with this method, we calculated how similar these ground truth matrices were compared to the outputs of the BoF and VLAD. This comparison was evaluated using both the L2-distance and the cross entropy with mean squared error for better comparison between different datasets. We calculated them using outputs from each layer in the VGG16 network, and different ground truth values G 0.25 , G 0.5 and G 0.75 .
We analyzed the results of the ground truth comparison metric with the following encoding methods: bag of convolutional features, VLAD and image downscaling; and the following datasets: our 16 images dataset, CIFAR-10 and MS COCO. We realized that the ground truth comparison metric did not reflect the semantic representation from the distances matrix D c . In this metric, any value that was different from the ground truth penalized the algorithm.
2) SCORING METRIC
To address the penalization problem of comparing the D c matrix to a ground truth, we created another method that consists of scoring each position of the D c matrix based on the expected values depending on the class and the superclass. We defined three functions that describe the expected behavior to score the comparison of a class to itself, to score different superclasses, and different classes in the same superclass.
The first defined function is used to score the values in the matrix D c for images in the same class (the main diagonal). This function is intended to maximize the score when the distance is zero and minimize the score when the distance is close to 1. Instead of penalizing the final result when the value is between the minimum and the maximum, we used a sigmoid function to reduce the score gradually. This scoring function is described by the equation
The parameters a and b were empirically set to 10 and -5, respectively.
To score the values in the matrix D c for images in different superclasses, we used the same sigmoid function but inverted the a and b parameters, setting them to -10 and 5, respectively. In this case, the function minimized the score when the distance was zero and maximized the score when the distance was maximum.
Finally, we needed to define a function to score the values in the matrix D c for images in different classes but the same superclass. In these cases, any value between 0 and 1 was considered valid, but the function gradually minimized the score when closer to 0 or 1. We defined the following Gaussian distribution to calculate these scores:
Considering that images in the same superclass tend to be more similar, we shifted the peak of the Gaussian distribution to the left by adjusting the parameter m, increasing the score when closer to zero, aligning it to the score of images in the same class but keeping a small penalization when closer to zero. The parameters were set empirically to s = 0.4, a = 1.6 and m = a * 0.2. Figure 5 shows the three scoring functions plotted together, which defines our SPE metric based on the scoring method. FIGURE 5. Plot of the three scoring functions that were used to calculate the SPE metric. In red: Function used to score the values in the matrix D c for images in the same class. In blue: Function used to score the values in the matrix D c for images in different superclasses. In green: Function used to score the values in the matrix D c for images in different classes but the same superclass.
V. RESULTS
Here, we present the results of the four experiments performed. The first experiment was intended to choose the best evaluation metric to be used in the following experiments, which were executed in isolation with three different sets of images, a simple set of 16 images, the CIFAR-10 and the MS COCO.
A. EVALUATION METRICS COMPARISON
To define the method to use for calculating the semantic property evaluation (SPE), we compared both evaluation metrics presented here: the ground truth comparison metric and the scoring metric, described in section IV-C.1 and section IV-C.2, respectively.
To show the efficiency of the scoring method over the ground truth comparison method, we performed an experiment generating random values as descriptors (fake data) for each image in our subset of the MS COCO dataset. Then, we used both methods to evaluate the semantic property of these data. Finally, we compared the evaluation results of the fake data and the real data.
Because the ground truth comparison method results in a measure of distance, we realized that each distance between the ground truth and the matrix D c affects others in the final result. Calculating the mean squared error (MSE) between the matrix D c from the real data and the ground truth G 0.25 , we obtained 0.169 error, while using the fake data we obtained 0.162, less than the real data. This does not make sense because it is fake data.
By applying the scoring method using the same fake data, we achieved a score of 58.0% compared to 64.5% on the real data, which proves that the scoring method is better for measuring the semantic property of the data. Considering this, the scoring method is the method that defines our SPE value. The next references to the SPE value indicate that the scoring method is being applied.
B. 16 IMAGES BASIC EXPERIMENT
For the first analysis of our methods and to simplify the problem, we used a simple set of 16 images from 4 classes: cat, dog, car and motorcycle. This simple set of images contained four images in each class and two superclasses: animals and vehicles.
We built a visual codebook using the features extracted from the 16 images. From this visual codebook, we built vector representations for each image using the BoF and VLAD methods. Then, using these vectors, we calculated the distances between the images to obtain different D i and D c matrices for each method. Figure 6 shows an example of the D c matrix calculated using the outputs from the last layer in the network before the fully connected layer (conv5_pool) with the BoF method.
The green values show the most similar class per row, and the red values show the least similar class per row. Figure 7 shows the same D c matrix calculated with outputs of the same layer, but using the VLAD method.
We executed this process using different layers of VGG16 to evaluate which layer best describes the semantic representation for the dataset. The features were extracted starting from the third block of convolutions (block3_conv1) to the last convolutional layer (block5_pool). We also combined layers that have the same output size, the last two pooling layers (block4_pool + block5_pool) and the last . SPE values calculated from the set of 16 images with output from different layers using both the BoF and VLAD methods. The best value using the BoF method is 98.6% with features extracted from the block5_conv1 layer. The best value for the VLAD method is 98.3% and also used features extracted from the same layer. three convolutional layers (block5_conv1 + block5_conv2 + block5_conv3). Finally, we calculated the SPE values for each D c matrix generated from each layer. The results are presented in the graphic in Figure 8 .
From this experiment, we conclude that, for this dataset and using the VGG16 model, the best method for encoding vision-to-touch is using the BoF method extracted from the block5_conv1 layer, with 98.6% SPE.
The matrix D c represents distances between classes, and these values are specific to this set of images. It is possible to see a higher distance for the class ''dog'' compared to the distance between ''car'' vs ''motorcycle''. This result was generated by images of dogs that are visually different, but in most cases, it is expected to have smaller values for the same classes. When this condition is not true, our scoring method considers it and penalizes the final score, resulting in a smaller SPE value.
C. EXPERIMENT WITH CIFAR-10
The first evaluation with only 16 images was performed to simplify the problem, but to perform a real benchmark analysis, our method was also evaluated using the CIFAR-10 dataset and the MS COCO dataset. The CIFAR-10 dataset contains 60k color images in 10 classes and 2 superclasses: animals and vehicles. The images are very low resolution with 32x32 pixels. There are 50k images in the training set and 10k images in the test set. To create the visual codebook, we used all the images in the training set, and the test set was used to evaluate the SPE values with both BoF and VLAD. . SPE values calculated from CIFAR-10 with output from different layers using both the BoF and VLAD methods. The best value using the BoF method is 71.6% with features extracted from the block4_pool layer. The best value for the VLAD method is 68.9%, with features extracted from the block4_conv2 layer.
We performed the same steps described in the previous experiment, and the results are presented in the graphic in Figure 9 . We conclude that, for the CIFAR-10 dataset and using the VGG16 model, the best method for encoding vision-to-touch is also using the BoF method but now with outputs extracted from the block4_pool layer, with 71.6% SPE.
D. EXPERIMENT WITH MS COCO
We performed one additional experiment using a subset of the MS COCO for comparison with the low-resolution images from CIFAR-10. The MS COCO dataset is commonly used for object detection and segmentation and contains 91 object categories, with 82 categories having more than 5k labeled instances. In total, the dataset has 328k images. The objects are labeled with bounding boxes and contours, which makes it easy to extract the region of interest from images with the appropriate label.
We selected the same superclasses contained in the previous experiments: animals and vehicles. There are 8 classes of vehicles and 10 classes of animals (bicycle, car, motorcycle, airplane, bus, train, truck, boat, bird, cat, dog, horse, sheep, cow, elephant, bear, zebra and giraffe). We extracted new images from the bounding box instances with desired labeled classes, resulting in 64,422 images from the training set and 2,747 images from the validation set that we used for evaluation.
The same procedure used before was used here. The visual codebook was created using the images in the training set, and the test set was used to evaluate the SPE values with both BoF and VLAD. The results are presented in the graphic in Figure 10 . We conclude that, for the MS COCO dataset and using the VGG16 model, the best method for encoding vision-to-touch is also using the BoF method but with outputs extracted from the block5_pool layer, with 70.7% SPE. . SPE values calculated from MS COCO with output from different layers using both the BoF and VLAD methods. The best value using the BoF method is 70.7% with features extracted from the block5_pool layer. The best value for the VLAD method is 64.5%, also using features extracted from the same layer. 
E. COMPARISON: BOF, VLAD AND DOWNSCALING
Most of the vision substitution systems used for object recognition implement a downscaling method to encode an image to tactile means [5] - [8] . One example is the expensive commercial product BrainPort V100 Vision Aid [7] . Using the SPE metric, we compared the signal encoded by the BoF, VLAD and the downscaling method. The comparison was performed on the 16 images dataset, CIFAR-10, and MS COCO. In all cases, the BoF gave the best results, and the values are presented in Table 1 .
VI. DISCUSSION AND FUTURE WORK
We presented here two methods for encoding vision-to-touch, a bag of convolutional features (BoF) and a vector of locally aggregated descriptors (VLAD). Both methods have been applied previously for classification and image retrieval problems, but they have never been used for encoding visionto-touch. We showed that these methods provide a better semantic representation of the image content compared to the downscaling method used by the BrainPort system.
To evaluate the encoded signal, we also presented a very new method for measuring this semantic representation, the semantic property evaluation (SPE) metric. To develop this metric, we considered the idea that similar objects must have similar signals generated to the tactile interface, similar to how similar words have similar sounds when spoken.
Higher SPE values indicate that the signal to be sent to the tactile interface will better represent the semantics of the image and probably work better as a function for the brain to decode. In our experiments with different datasets, the better SPE values were generated by the BoF method and it is possible to observe that this value decreases as the number of classes increases. In the same way that in [3] deaf people could recognize words with an accuracy rate of 65%, our evaluation shows that the chances of impaired people recognizing the correct objects are close to the value obtained with the SPE. For example, when using the BoF encoding method to recognize images from the subset of MS COCO, the chances were close to 70.7%, and from the set of 16 images, the chances were close to 98.6%.
We also experimented with extracting features from different layers of the convolutional neural network for each dataset. In the experiment with 16 images, the best SPE value used the block5_conv1 layer, but we believe that this result is not ideal due to the small number of images, which is not enough to create good clusters with the k-means algorithm. In the experiment with the CIFAR-10 dataset, we found that the best layer for extracting features from VGG16 was block4_pool. However, with the MS COCO dataset, the best layer for extracting features was the block5_pool, which makes sense due to the difference in image sizes contained in each dataset and due to the hierarchical nature of the features learned by the network.
The recognition of objects by a person is related to other information beyond only visual information, such as context, memory, and learning. In day-to-day activities, a person has more information that may help the brain to decode the signal to a known representation of an object class. However, we evaluated how our implementations of BoF and VLAD are better for encoding image-to-touch in terms of semantic representation, and we are ready to perform experiments with impaired people with higher confidence in the generated signal.
The encoding system can still be improved. In image retrieval applications, other techniques that are used and can be helpful here, such as applying PCA and whitening.
Other methods can also be considered, such as training an entire network from zero with an embedded autoencoder. Nevertheless, we presented here a new method for encoding vision-to-touch and a method for benchmarking the method in terms of semantic representation.
We also have plans to integrate the object recognition system with a navigation system, which, combined with object recognition, creates more complex signals that will need to be evaluated as well.
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