A precise credit risk assessment system is always vital to any financial institution for impeccable and gainful functioning. In such an ever-changing economy as the rate of loan defaults are gradually increasing, authorities of financial institutions are finding it more and more difficult to correctly assess loan requests and tackle the risks of loan defaulters. In light of these events this paper proposes a machine learning model which can precisely assess credit risk and predict possible loan defaulters for credit lending institutions. A comparative analysis has been made using tuned supervised learning algorithms such as Support Vector Machine, Random Forest, Extreme Gradient Boosting and Logistic Regression for identifying defaulters. Recursive Feature Elimination with Cross-Validation and Principal Component Analysis have been used for dimensionality reduction. Metrics such as F1 score, AUC score, prediction accuracy, precision and recall have been used to evaluate each model. Among all the models, the combination of a tuned Support Vector Machine and Recursive Feature Elimination with Cross-Validation have shown great promise in identifying loan defaulters. The proposed model, therefore, can assist financial institutions in accurately identifying loan defaulters and prevent them from incurring further loss.
INTRODUCTION
Machine Learning enables computers to behave and learn like humans do and further improve their learning capability through data, input in the form of real-world interactions and observations [1] . Nowadays machine learning has gained such a huge momentum that it is now being used extensively in countless aspects throughout the world. Finance and banking are two popular examples. With the help of machine learning algorithms, recognizing patterns in credit card fraud or loan defaults have been made much more easy, precise and efficient. Additionally the necessity of an accurate credit risk assessment model is now more than ever as the rate of loan defaulters and charged-off loans are at an all-time high. Assets are being frozen, transactions are being halted and lending institutions such as banks are going through great loss. In the year 2018, it was reported that around 9 million loan defaulters exist in China alone [2] . In Bangladesh their number has increased nearly three times since 2011 [3] . Experts suggest that the current scenario in Bangladesh will hamper the growth of businesses and put a halt to the implementation of various strategies in creating work opportunities for the general mass [4] . Each year more than a million student loans go into default in the United States and so their education debt has increased to three times the original amount in the last ten years [5] . In India, the amount of money owed by loan defaulters to the banks have quadrupled since 2013 up until 2017 [6] . Bad loans and loan defaults hamper the profitability and stability of financial institutions and ultimately hamper economic growth of the entire nation [7] . Thus we can clearly see that loan default is a very serious issue and it not only has a major negative impact on financial institutions but can also massively weigh down the economy of a country.
Therefore addressing the aforementioned scenario, this paper will discuss the application of different supervised learning algorithms and dimensionality reduction methods in the credit lending sector and work out the best approach for a credit lending institution in accurately identifying loan defaulters. Our dataset includes personal history along with the previous credit history of loan seeking individuals. Classifiers such as extreme gradient boosting, support vector machine, random forest and logistic regression will be used to identify the complex patterns that exist in the dataset and based upon that intuition, our model can classify a new or an existing applicant into a defaulter or a non-defaulter category. A comparative analysis of each model will be made to select the most optimum model for credit risk assessment. This model can assist financial institutions in properly assessing an existing applicant or whether or not to accept a new applicant's loan request based on the applicant's probability of defaulting the loan generated by the proposed model. The rest of the paper is organized as follows: Section II includes brief discussion about the relevant works that have been done in this field, section III describes the system implementation and all research methodologies of the proposed model, section IV illustrates the comparative performance analysis of all models and lastly section V concludes the paper with final remarks and future works.
II. LITERATURE REVIEW
The subject of credit risk assessment is a very weighty and talked about topic in the field of banking and financing. Furthermore, after the recent flourish in data science and several influential advancements in the field of machine learning, this topic has gained even more attention and significance. Many noteworthy findings have been made in this regard which act as a stepping stone for ongoing research and future studies. For example, Artificial Neural Networks (ANN) and Logistic Regression (LR) models are viable solutions to credit risk assessment as depicted in [8, 9, 10] . In both the cases the LR model had outperformed the ANN model in identifying loan defaulters. It is to be noted that when handling models based on Neural Networks (NN), the number of nodes in each layer should be tuned and optimized for optimal results. This situation had been addressed in [11] where different neural networks were presented with different number of nodes in each layer and after experimentation the best model was selected. Models based on Support Vector Machine (SVM) are also used in credit risk assessment. In [12] the authors have implemented an SVM model based on fuzzy logic which had outperformed NN and regression models. Moreover ensemble (bagging, boosting, stacking) and multi-agent models also present an interesting approach to this matter [13, 14] . The papers [15, 16, 17, 18] show the application of tree-based models in identifying defaulters where they outperformed NN and other linear models by significant margins. Tuning the hyperparameters of the learning algorithms is always recommended for best possible result. The kernel trick for SVM, if applied with proper tuning can outperform many classifiers on large datasets. Furthermore the case of imbalanced datasets is also a prominent issue in credit risk assessment. This can be solved using oversampling, undersampling or weighting. The paper [15] has addressed this issue. Therefore, it is evident from the past related works that much progress has been done in the field of assessing credit risk and much more can be done. The aforementioned papers suggest that proper dimensionality reduction procedure, parameter tuning, noise handling and imbalanced dataset handling are fundamentals for developing a model which aims to assist in credit risk assessment. Likewise, much heed should also be paid to computational cost and time complexity. This paper proposes to create such a model which addresses all these issues. Due to the complexity and computational cost of using neural networks, it will not be showcased in this paper and is reserved for our future works. Parameter tuning and noise handling will be performed using a grid search with cross-validation and the problem of an imbalanced dataset will also be effectively handled. A comparative analysis of different supervised classification algorithms will be made using different dimensionality reduction methods and the optimum combination will be selected for credit risk assessment. Overall our aim is to showcase a model which addresses all the above affairs and create an accurate model for assessing credit risk in the banking sector.
III. PROPOSED MODEL
In this paper the dataset has been obtained from Lending Club which is an established and recognized peer to peer credit lending institution located in USA [19] . Firstly to begin dataset preprocessing dummy variables will be instantiated to handle categorical values and the output label will be binarized. The desired output will now either be a "1" which represents a person who successfully repaid the loan or a "0" which represents a person who has not. Models will be created using dimensionality reduction techniques such as Recursive Feature Elimination with Cross-Validation (RFECV) and Principal Component Analysis (PCA). Later the models will be compared with each other to choose the optimal dimensionality reduction procedure. Moreover the dataset will be split into a training set and a test set. Initially the models will be trained on the training set and then evaluated on a holdout test set. Afterwards the models will also be evaluated with a 5 fold cross validation procedure where the domain will be the training set. For tuning the hyperparameters GridSearchCV will be used but it will only be used with the 5 fold cross validation. This is done in order to show the effectiveness of tuned classifiers over classifiers in their base form. Moreover since the dataset is highly imbalanced the minority class will be oversampled by creating synthetic instances of the minority class. Feature scaling will be done using standardization. Lastly the predicted outcomes will be evaluated using different evaluation metrics such as F1 score, precision, recall, AUC score, prediction accuracy and the results will be illustrated in tabular and graphical manner. The flow chart (figure 1) below illustrates the workflow that has been followed in formulating the proposed model. In the dataset "loan_status" is the multi-class target variable which shows the borrowers who successfully repaid the loan and the borrowers whose accounts were charged off due to loan default. The features with minimum or zero variance were deleted along with the features with missing values. As per the teachings from [20] no imputation method based on MissForest [21] or k nearest neighbour [22] was applied as sufficient amount of data was not present for precise imputation. Furthermore the categorical features present in the dataset were handled using dummy variables and binarizing. Finally a sum total of 32 features and 38,661 instances were selected for the assessment.
B. HANDLING CLASS IMBALANCE
In the dataset 86 percent of the cases observed are nondefaulters. In such a situation a model becomes more inclined to the majority class and cannot properly identify the minority class. To solve this issue, Synthetic Minority Oversampling Technique (SMOTE) is used to oversample the minority class instances [23] . But SMOTE will only be applied to the training set keeping the test set untouched and pure for better generalizability.
C. DIMENSIONALITY REDUCTION
The motive of this paper is to find the best combination of dimensionality reduction technique and supervised classifier for credit risk assessment. RFECV, a feature selection method and PCA, a feature extraction algorithm have been chosen as the two candidates for comparison. RFECV automatically gives the optimum number of features required for a specific classifier to achieve maximum accuracy. Unlike RFECV, for many other feature selection techniques, this is done using trial and error methods. Furthermore, PCA tends to extract maximum variance from each feature which is beneficial for tree-based classifiers or regression models [24, 25] . PCA has been tuned to get 85 percent variance as it is the minimum variance needed for maximum accuracy. Further changing the variance does not change the accuracy much. The results of the RFECV based models will be compared with that of the PCA based models to get the optimum combination.
D. FEATURE SCALING AND PARAMETER TUNING
For this paper standardization (z-score) has been chosen over normalization (min-max scaling) for scaling the features. Classifiers such as support vector machine, logistic regression or neural network prefer standardization over normalization. Additionally, this paper proposes to use such feature extraction methodologies where maximizing the variance is highly preferred. This can be achieved using standardization. Furthermore GridSearchCV has been used to optimize the hyperparameters of each classifier. Studies done in [26, 27] perfectly show the effectiveness of GridSearchCV in maximizing the performance of classifiers.
E. CLASSIFIERS
A precise classifier is the backbone of any machine learning model. Four supervised algorithms: Support vector machine (SVM), Logistic Regression (LR), Extreme Gradient Boosting (XGB) and Random Forest (RF) have been selected for the analysis. The hyperparameters of these algorithms will be tuned using GridSearchCV to select the best set of values for each model.
IV. RESULT ANALYSIS
In this section, based on various performance metrics, a comparative analysis will be made of all the generated models. The results will be discussed in two categories and will be illustrated in both a graphical and tabular manner. Firstly the models will be evaluated on a holdout test set using a train test split. Then another comparative analysis will be made of the same models but using a 5 fold crossvalidation and GridSearchCV.
A. USING HOLDOUT TEST SET
In this case, the train test split ratio is 70:30. SMOTE has been applied only on the training set keeping the test set pure. Furthermore GridSearchCV has not been applied here. The above tables (1 and 2) show a detailed comparison of the scores generated using the classifiers after applying PCA and RFECV on the pure test set. Here we see that the models using RFECV show more promise than the PCA models in accurately classifying the loan cases. They edge the PCA based models by a very small margin. From the above graphs, we can see the effectiveness of the tree-based models using RFECV over all other models. For RFECV the models using XGB and RF are the top performers followed by the SVM and then the LR model. The train test split here helps to understand the generalizability of the model and measures the adaptability of the model on new data.
B. USING CROSS VALIDATION WITH
GRIDSEARCHCV Here accuracy will be measured using a 5 fold crossvalidation and the hyperparameters will be tuned using GridSearchCV. This is the overall accuracy that the paper will be looking at mostly. Though a holdout test set with train test split will help us to assess the adaptability of our model, a cross-validation evaluation will give us a more balanced and precise result. And as the hyperparameters will be tuned before applying cross-validation, we can ensure the best possible performance of each classifier in this regard. The above tables (3 and 4) showcase the evaluation of the models after applying GridSearchCV and a 5 fold crossvalidation. Again we see that the models based on RFECV outperform the models based on PCA. Among all the models the SVM model with RFECV has attained the highest scores. The figures 4 and 5 illustrate how the SVM model based on RFECV overcame all other models after hyperparameter tuning using GridSearchCV. Both the AUC score and F1 score of the SVM model are maximized. This is the highest score obtained by any model in all experimentation. This clearly shows us that RFECV combined with SVM is a more optimal choice for credit risk assessment for this setup. Tables 5 and 6 show the variance of each of the 5 folds that were created during the evaluation of every model. The less the variance, the less is the fluctuation of scores between each fold and the more precise and stable our model will be. We see that the SVM model based on RFECV has achieved the best result by scoring the least variance among all other models.
C. VARIANCE COMPARISON
Overall based on all the metrics namely prediction accuracy, precision, recall, f1 score, AUC score and variance comparison, the SVM model with RFECV has consistently shown better results and so can be deemed appropriate for identifying loan defaulters. Therefore after rigorous experimentation using various performance metrics, this paper has come to the notion that models based on SVM and RFECV have the ability to outperform other tree-based or regression models when assessing credit risk if the experimental setup is similar to that of ours.
V. COMPARISON WITH PREVIOUS WORKS
As mentioned earlier, up until now many notable findings have been made which can make credit risk analysis much more efficient and precise but it is to be mentioned that in such ever-changing times in modern science there is always room for improvement. Now, the paper [14] exhibits some brilliant work done in the early years of credit risk assessment using machine learning. The paper showcases a comparison of different models for credit risk evaluation where a multiagent based system created using an adaptive linear neural network achieved the best results with an accuracy of 71.19 percent. The paper [13] proposes a multistage reliability-based neural network ensemble learning model for credit risk assessment. When using a credit card approval dataset of 653 instances the highest accuracy reached by the model is 88.08 percent. Again some later works in this field include the findings in [11] where among the different neural networks tested, an artificial neural network with 24 input nodes, 23 hidden and 1 output node had given the best results presenting an accuracy of 73.17 percent on the test set. In this case the train to test set ratio was set to 40:60. Furthermore the paper [15] also presents some great findings where generalized classification and regression trees (CART) have been used to create machine learning models for credit risk analysis. Different methods have been implemented here for testing. Evaluations made on a 6-month basis from January 2005 to April 2009 showcased variable results. Accuracy up to 99 percent have been achieved in such a setup. Furthermore precision scores ranging from 0.73 to 0.89 and recall scores ranging from 0.64 to 0.96 have been recorded in their experiments. Moreover some recent developments in this field include the findings in paper [9] where a linear regression model and a neural network model based on a radial basis function (RBF) has been presented. Here the linear regression model presented an accuracy of 97 percent over the RBF model for identifying accepted applicants whereas the RBF model scores better with an accuracy of 87.8 percent in case of identifying rejected applicants. Also the paper [17] has brought out commendable results and proposed an extreme gradient boosting model for credit risk analysis achieving an AUC score of 0.99 outscoring neural networks, logistic regression and random forest models. Now with respect to the above mentioned results and in light of our experimental setup, we can add that our SVM model based on recursive feature elimination with cross-validation has achieved an accuracy of 99.9 percent with an AUC score of 1, a precision score of 1, a recall score of 1 and an F1 score of 1 when handling a sum total of 38,661 instances. Now it is to be noted that different setups have been used in each of the papers mentioned above and with respect to this notion we can say that our proposed model has achieved admirable and notable results in assessing credit risk and identifying defaulters. Therefore based on results from the various experimentations completed, we can say that this model can properly identify defaulters and non-defaulters and can assist financial institutions in credit risk assessment.
VI. DISCUSSION
From the test results, we see that in all cases the classifiers using RFECV outperform the classification models which use PCA. After using GridSearchCV to tune the parameters and cross validation to find the mean accuracy, we see that the SVM model based on RFECV outclass all other models. The appropriate choice of kernels and penalty parameter is a major factor in the SVM's performance. Furthermore we also notice the rise in the performance of the LR model and tree-based models when using PCA. LR models tend to perform well when there is less correlation between features, which can be achieved using PCA. The performance of tree-based models have come in between the SVM and the LR models but it is to be duly noted that the computational cost of the tree-based models has been recorded as the least. We have used SMOTE to handle the problem of an imbalanced dataset. Now when using SMOTE we need to be cautious so that we can keep the test set untouched and pure. And so, we have applied SMOTE only on the training set and have used a holdout test set to evaluate the models in train test split. This type of evaluation helps to assess the model's adaptability and generalizability. Again later we have also used a 5 fold cross validation to evaluate our models. Though using a holdout test set in a train test split may help us to understand a model's generalizability, it cannot give us a good overall performance of our model. And so first GridSearchCV has been used to tune the hyperparameters and then a 5 fold cross validation has been applied to get a more stable, balanced and optimized result. Therefore this paper finds that for the aforementioned dataset and for fulfilling the objective that has been set out, a tuned SVM model based on RFECV is the better performer than XGB, RF and LR models based on either RFECV or PCA. Thus, we find this model both practical and conclusive as it can perform credit risk assessment in a shorter time and with greater precision than the traditional methods.
VII. CONCLUSION
In the debate over which supervised learning model to use for credit risk assessment, we have come to the conclusion that support vector machines can outperform other tree-based models or regression models if the setup of the experiment is similar to that of ours. Furthermore, in the debate over which dimensionality reduction technique to use, our model has shown us that recursive feature elimination with cross-validation can outperform models based on principal component analysis. For future improvements we would like to use more current data and from different sources for illustrating a better understanding of the trends present in this field. Datasets similar to the above-mentioned experiments from previous works will be used to test this model for better comparison. It has been mentioned that in order to reduce computational cost and complexity we have omitted the idea of using neural networks. But as we are looking forward to work with even larger amount of data, we would like to make a comparative analysis using neural networks as well. It is a known fact that neural networks tend to perform better with large datasets and we would like to test this hypothesis in our future works. Again as we are also discussing the contributions of feature selection/extraction techniques, we would like to implement other dimensionality reduction techniques such as genetic algorithm, univariate feature selection methods, tree-based feature selections etc. to gauge their performances and further improve the efficiency of the credit lending sector. Therefore this paper can be concluded with the statement that this model illustrates an interesting approach in identifying loan defaulters in this ever-changing economy. Using the dataset from Lending Club our model has brought about remarkable results which in turn can play a major role in assessing the credit risk of borrowers, assist credit lending institutions and enable financial institutions to keep operating in a transparent and profitable way.
