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We investigate the Loschmidt amplitude and dynamical quantum phase transitions in multiband
one dimensional topological insulators. For this purpose we introduce a new solvable multiband
model based on the Su-Schrieffer-Heeger model, generalized to unit cells containing many atoms
but with the same symmetry properties. Such models have a richer structure of dynamical quan-
tum phase transitions than the simple two-band topological insulator models typically considered
previously, with both quasiperiodic and aperiodic dynamical quantum phase transitions present.
Moreover the aperiodic transitions can still occur for quenches within a single topological phase.
We also investigate the boundary contributions from the presence of the topologically protected
edge states of this model. Plateaus in the boundary return rate are related to the topology of the
time evolving Hamiltonian, and hence to a dynamical bulk-boundary correspondence. We go on
to consider the dynamics of the entanglement entropy generated after a quench, and its potential
relation to the critical times of the dynamical quantum phase transitions. Finally, we investigate the
fidelity susceptibility as an indicator of the topological phase transitions, and find a simple scaling
law as a function of the number of bands of our multiband model which is found to be the same for
both bulk and boundary fidelity susceptibilities.
I. INTRODUCTION
There are many severe obstacles to formulating a gen-
eral theory of non-equilibrium processes. Indeed, con-
trary to equilibrium phenomena, it seems unlikely that
this is possible. Nevertheless progress has been made
along specific directions by focusing on particular forms
of non-equilibrium dynamics, for example, by consider-
ing quantum quenches. In a quantum quench the system
is prepared in a state, typically an eigenstate of some
Hamiltonian, and then time evolved by a Hamiltonian of
which it is not an eigenstate. Thus this corresponds to
suddenly quenching a parameter of a Hamiltonian. These
have not only played a major role in the modern investi-
gation of thermalization of quantum systems,1–3 but also
in quantum dynamics.4–6
A dynamical quantum phase transition is defined in
terms of the Loschmidt amplitude, the overlap between
an initial state and its time evolved counterpart, L(t) =
〈ψ1|e−i~H2t|ψ1〉, where |ψ1〉 is an initial state and H2 is a
Hamiltonian. It occurs when non-analyticities appear in
the rate function, −(ln |L(t)|)/N , as a function of time
t in the thermodynamic limit N → ∞. They are analo-
gous to the non-analyticities which appear in derivatives
of the free energy as a function of a controlling parame-
ter for a standard phase transition. This definition of a
dynamical quantum phase transition was first proposed
for the Ising chain7–9 and soon shown to apply more
generally,10–23 including in topological insulators.24–30
Although it initially appeared that there was a close
connection between equilibrium and dynamical quan-
tum phase transitions,7,10,31 this has proved not to hold
generally.11,19,24,27,32–34 Dynamical quantum phase tran-
sitions are not confined however to sudden quenches, but
FIG. 1. A schematic of the generalized SSH model chain.
Purple lines have hopping −J(1 + g) and yellow lines −J(1−
g). For N = 2 this is equivalent to the SSH model. This
model may be further modified by removing some yellow links
between unit cells.
can also be seen for example in Floquet systems35,36 or
using slow quenches.37–39
The quench scenario most typically investigated for dy-
namical quantum phase transitions starts from a ground
state as the initial state, however many generalisations
to mixed states, thermal states, and open systems have
also been made.40–47 Experimental evidence for dynam-
ical quantum phase transitions has been obtained in ion
traps48 and old-atom quantum simulators.49 A scheme
for experimentally observing dynamical quantum phase
transitions in a topological nano-mechanical lattice has
also been proposed.50 The model we introduce below is
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2relatively easy to achieve in such systems as no gauge
fields are necessary.
Topological insulators and superconductors are gapped
systems where phases are labelled by topological indices
defined for bands.51 One of the most celebrated results
about topological insulators and superconductors is the
existence of their topologically protected edge modes.
According to the bulk-boundary correspondence topolog-
ically non-trivial phases will have protected states at the
edges of the system, typically pinned to zero energy in
1D.52,53 The number of modes is related to the topo-
logical invariant which classifies the topological phase.54
In the context of dynamical quantum phase transitions
a bulk-boundary correspondence has also been proposed
focusing on boundary contributions to the dynamics.9,28
Elsewhere it has been observed that boundary conditions
can potentially be a relevant perturbation for the dynam-
ics of some specific models.55
Much of the work on the preceding topological in-
sulators has considered two-band models. For multi-
band topological systems a connection between nodes
in the wavefunction overlap and the existence of ro-
bust dynamical quantum phase transitions has been
demonstrated.19,56 Further work has been done on multi-
band models with a singly occupied band.57 Here we in-
troduce a simple, and in the bulk analytically solvable,
model for a topological insulator with an arbitrary num-
ber of bands. The model nonetheless has a simple topo-
logical phase diagram, and the quenches satisfy the cri-
teria of Ref. 56 for robustness. This allows us to further
investigate the dynamical quantum phase transitions in
multiband models, the role of the protected edge states,
and their general relation, if any, to entanglement dynam-
ics. We find that this model can have both quasiperiodic
and aperiodic dynamical quantum phase transitions.
We consider the return rate of the Loschmidt ampli-
tude in which the dynamical quantum phase transitions
appear as cusps at critical times. We find a condition for
when both the quasiperiodic and aperiodic critical times
appear. Furthermore we demonstrate that the aperi-
odic, but not quasiperiodic, critical times can also appear
for a quench within a single topological phase. Bound-
ary contributions to the return rate show up as plateaus
caused by zeroes which appear in the eigenvalues of the
Loschmidt matrix.28 These zero eigenvalues between crit-
ical times but only for quenches where the time evolv-
ing Hamiltonian is topologically non-trivial, and there-
fore possesses topologically protected edge states. This
dynamical bulk-boundary correspondence remains true
even for quenches within a single topological phase.
Quench dynamics is not solely concerned with the
Loschmidt amplitude. One other quantity which is of
interest for topological systems is the dynamics of the
entanglement entropy.28,58–60 It has been demonstrated,
in the context of the Su-Schrieffer-Heeger model,61 that
there is a connection between the zeros of the Loschmidt
amplitude, and the oscillations in the entanglement
entropy.28 We investigate here if this holds for the more
general multiband model considered. Similarly the fi-
delity, which is the overlap between two states and is
therefore clearly related to the Loschmidt amplitude, can
be used to analyse topological phase transitions.62–70 We
find an unexpected relation between the bulk and bound-
ary fidelity susceptibility as a function of the number of
bands. For our model all boundary, and all bulk, fidelity
susceptibility curves can each be collapsed onto a single
curve for the boundary or bulk susceptibility. Further-
more this scaling is unexpectedly the same for both bulk
and boundary terms.
This paper is ordered as follows: in section II we intro-
duce our generalized Su-Schrieffer-Heeger61 (SSH) model
which possesses an arbitrary number of bands and un-
derlies the results of the following sections. In Sec. III
we investigate the dynamical quantum phase transitions
of this model, including their occurrence for quenches
within a single phase and the role of the edge states. In
Secs. IV and V we consider relations to the dynamical
entanglement entropy and fidelity respectively. Finally
in Sec. VI we conclude.
II. A GENERALIZED
SU-SCHRIEFFER-HEEGER MODEL: A
MULTIBAND TOPOLOGICAL INSULATOR
In this paper we are interested in the behavior of one
dimensional multiband topological insulators. To that
end we introduce our analytically solvable model based
on the SSH61 model. The SSH model describes a chain
with alternating hopping strengths, and hence with 2
atoms in the unit cell. Our generalisation to N atoms
in the unit cell is
H =
∑
n
Ψ†nM0Ψn +
[∑
n
Ψ†n+1M1Ψn + H.c
]
, (1)
where Ψ†n = (c
†
n1, c
†
n2, . . . c
†
nN ) and c
†
nj is a fermionic cre-
ation operator in unit cell n and site j. See Fig. 1 for a
schematic of the model. The matrices are
[M0]ij = −J(1 + g) (δi+1,j + δi−1,j) , (2)
and
[M1]ij = −J(1− g)δi+1,j . (3)
J is the hopping parameter and g is the dimerisation,
in the following we will scale energy and time such that
J = 1 and ~. For N = 2 we recover the SSH model.
This model possesses the same symmetries as the SSH
model: particle-hole, ‘time-reversal’, and their compos-
ite chiral symmetry; and hence is also in the symmetry
class BDI within the ten-fold topological classification
scheme.54 See appendix C for more information. This
class has a Z topological index and hence can possess
many topologically protected edge states.
3For periodic boundary conditions we can make the
Fourier transform Ψn =
1√
Nw
∑
k e
iknΨk where k =
2pir/Nw with r = 1, 2, . . . Nw and Nw is the number of
unit cells. Then
H =
∑
k
Ψ†kMkΨk , with
[Mk]ij = σkδi+1,j + σ
∗
kδi−1,j , (4)
where
σk = −(1 + g)− (1− g)e−ik . (5)
As Mk is a Toeplitz matrix this Hamiltonian can be
solved exactly.71 First we make the transformation Ψk =
U†kΨ˜k with [Uk]lm = δlm(σk/σ
∗
k)
l−`
2 = δlme
iφk(l−`),
where eiφk = σk/|σk|. The angle can be found from
tanφk =
(1− g) sin k
1 + g + (1− g) cos k . (6)
` is a constant which can be arbitrarily chosen, provided
one uses a consistent scheme.72 It causes a shift in the
winding number, and a convenient choice for us turns out
to be ` = N−12 . We then find, with M˜k = UkMkU
†
k,[
M˜k
]
ij
= |σk| (δi+1,j + δi−1,j) , (7)
which can be diagonalized with the transform
c˜kj =
√
2
N + 1
N∑
µ=1
sin
[
pijµ
N + 1
]
ψkµ (8)
where Ψ˜†k = (c˜
†
k1, c˜
†
k2, . . . c˜
†
kN ).
Finally, with µ = 1, 2, . . . N , we have the eigenenergies
kµ = −2|σk| cos
[
µpi
N + 1
]
, (9)
and
ψkµ =
1√
Nw
√
2
N + 1
∑
nj
sin
[
pijµ
N + 1
]
eiφk(j−`)−ikjcnj .
(10)
for the eigenstates.
This model has a critical gapless phase for g = 0, and
as we shall see for even N it is topologically non-trivial
if g < 0. We further confine ourselves always to |g| < 1
so that all hopping integrals are always positive. For
odd N the particle-hole symmetry imposes that there be
a bulk band pinned exactly to zero energy. This can
also be seen by considering the energy eigenstates with
µ = (N+1)/2. However, for oddN we find no evidence of
topologically protected edge states. For open boundary
conditions no analytical solution exists for general N and
the system must be numerically diagonalized. A semi-
analytical solution does however exist for the open N = 2
chain.73
FIG. 2. Densities for eigenstates of the generalized SSH wire
with N = 6 and g = −0.8, i.e. in its topologically non-trivial
phase. The three positive energy “zero energy” edge states
are shown. (a), (b), and (c), along with the lowest energy
bulk state (d).
In Fig. 2 we show some exemplary densities of the
eigenstates for N = 6. Both edge states of the topolog-
ically non-trivial phase, and a lowest energy bulk state,
are shown. The density distribution of the edge states
forms a characteristic pattern on the edges, see also the
densities for the case N = 4 in Fig. 20 in Appendix B.
A. Topological phases and invariant
In one dimension the topological invariant we are in-
terested in is the winding number or Zak-Berry phase
ν.74–77 The Zak-Berry phase for a single negative energy
band µ is
4νµ =
ϕµ
2pi
= i
∫ 2pi
0
dk
2pi
〈ukµ|∂kukµ〉 , (11)
with the integral taken round the Brillouin zone and |ukµ〉
being the Bloch function of a negative energy band. This
results in a Z invariant. The number of pairs of topolog-
ically protected edge states is then equal to the total
winding number for all negative energy bands.52
Using the solution (10) we have
νµ = − 2
N + 1
∫ 2pi
0
dk
2pi
φ′k
∑
j
(j− `) sin2
[
pijµ
N + 1
]
. (12)
By considering the behaviour of the phase φk, see Fig. 3,
we can see that
νµ = Θ(−g) 2
N + 1
∑
j
(j − `) sin2
[
pijµ
N + 1
]
, (13)
where Θ(g) is the Heaviside theta function. With the
help of expressions from App. A we have νµ = Θ(−g),
and summing over all negative energy bands we find, for
even N ,
ν =
∑
µ:kµ<0
νµ =
N
2
Θ(−g) . (14)
Thus in a topologically non-trivial phase with invariant
ν = N/2 we have N/2 pairs of protected edge modes at
the ends of the chain. Therefore a chain with unit cell
size N always has N topologically protected edge modes
in its topologically non-trivial phase.
For odd N one would need to consider whether to in-
clude the zero-energy flat band. However the system is
not gapped at zero energy due to the presence of this flat
band. In this sense it can not be regarded as a topological
insulator. Furthermore we find no evidence of topolog-
ically protected edge states for the odd N chains. We
therefore do not consider its invariant here.
B. Density of states
In Figs. 4 and 5 we show the density of states for N = 3
and N = 4 as a function of the dimerization. A contin-
uum density of states ρ() has been obtained from the
finite system size data by the following broadening pro-
cedure:
ρ() =
1
0
√
pi
∑
n
e
− (−n)2
20 (15)
with 0 = 0.01t. For odd N , Fig. 4, the bulk zero-energy
bands are clearly visible, along with the closing and open-
ing of the gap at the critical g = 0. For even N, Fig. 5,
the topological phase transition can be seen with the zero
energy edge sates appearing for g < 0 and the gap closing
at g = 0.
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FIG. 3. Winding for the topological invariant, the loops show
behaviour of σk for k : 0→ 2pi for the system in the topolog-
ically non-trivial regime, g < 0, and the trivial phase, g > 0.
At the critical point one can see that gap closes at σk=pi = 0,
which distinguishes the two topological phases.
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FIG. 4. The density of states as a function fo dimerisation for
a chain with N = 3. The bulk band pinned to zero energy is
clearly visible. The right hand scale is a zoom in on the total
scale, and ρ0 = 2821J
−1.
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FIG. 5. The density of states as a function fo dimerisation
for a chain with N = 4. The right hand scale is z zoom in on
the total scale, and ρ0 = 339.1J
−1.
5III. DYNAMICAL QUANTUM PHASE
TRANSITIONS
A dynamical quantum phase transition is said to oc-
cur when the Loschmidt amplitude becomes zero. The
Loschmidt amplitude, which is the overlap between an
initial state |ψ1〉 and its counterpart time evolved by a
Hamiltonian H2, e
−iH2t|ψ1〉, is
L(t) =
〈
ψ1
∣∣e−iH2t∣∣ψ1〉 . (16)
For it → z, with z a complex variable, the Loschmidt
amplitude is a generalized partition function with Fisher
zeros7,78 in the complex plane where L(−iz) = 0. When
these zeros cross the imaginary axis we have a dynam-
ical quantum phase transition. Zeros in the Loschmidt
amplitude correspond to the appearance of cusps in the
corresponding return rate
l(t) = − 1
NNw
ln |L(t)| , (17)
which is introduced in analogy with the normal free en-
ergy. In our case the initial state |ψ1〉 is taken to be
the ground state of the Hamiltonian (1) with dimerisa-
tion g1 at half-filling. Time evolution happens with the
Hamiltonian H2, which has dimerisation g2.
A. Bulk contributions
Firstly in order to find an expression for the bulk
Loschmidt amplitude in the thermodynamic limit for our
multiband model, we start from the expression28,79–81
L(t) = DetM ≡ Det [1− C + CeiH12t] , (18)
where C is the correlation matrix for the initial state
Cij = 〈ψ1|cˆ†i cˆj |ψ1〉. The vectors {cj} form a basis of
the Hilbert space and H1,2 is H1,2 written in this basis.
Let us write the matrix M in the eigenbasis of H2, then
H2 is diagonal and C and M become block diagonal with
each block being labelled by momentum k. We then find
L(t) =
∏
k
detMk ≡
∏
k
det
[
1− Ck + CkeiHk2 t
]
. (19)
We use lowercase det for the determinant over the sub-
space labelled by the λ quantum numbers of the eigen-
states. We also introduce the eigenvalues λi(t) of the
Loschmidt matrix28 M(t) such that
L(t) ≡
∏
i
λi(t) . (20)
A dynamical quantum phase transition is caused by one
of these eigenvalues becoming zero. Note that for the case
of half-filling which we focus on here, where the negative
energy bands are full and the positive energy bands are
empty, half of the eigenvalues λi(t) are identical to 1.
The correlation matrix can be expressed as
Ckλλ′ =
(
2
N + 1
)2∑
ij
∑
µ:kµ<0
sin
[
piλi
N + 1
]
sin
[
piµi
N + 1
]
sin
[
piλ′j
N + 1
]
sin
[
piµj
N + 1
]
eiδφk(i−j) . (21)
We have introduced the “angle” between the initial
and time-evolving Hamiltonians δφk = φk(g2) − φk(g1).
These sums can in principle be performed analytically,
but the resulting expression is not in general very com-
pact, and we exclude giving it here explicitly. The result
of the sum over µ is given by Eq. (A3) in Appendix A.
For N = 2 this returns the standard result24
detMk = cos[τk]− i cos[δφk] sin[τk] , (22)
where we have defined a scaled time for each momenta:
τk = t|σk(g1)| . (23)
As can be readily seen this only has zeroes if
cos[kc2t] = 0 (24)
can be satisfied. In that case the critical times are
tcn =
pi(2n+ 1)
2|σkc(g1)|
, (25)
for n ∈ Z. We will define a critical timescale tc as the
smallest critical time.
The expression for the angle does not depend on N
and is, as for the SSH model,
cos[δφk] =
(1− g1g0) cos k − 1− g1g0√
1 + g21 + (g
2
1 − 1) cos k
× 1√
1 + g20 + (g
2
0 − 1) cos k
, (26)
which for symmetric quenches g0 = −g1 reduces to
cos[δφk] =
g20 − 1 + (1 + g20) cos k
1 + g20 + (g
2
0 − 1) cos k
. (27)
Solving cos[δφkc ] = 0 defines the critical momentum
kc = cos
−1
[
1 + g1g0
1− g1g0
]
, (28)
which only has real solutions for g1g2 < 0.
24 I.e. for the
case when the quench crosses the topological phase tran-
sition. For systems with more structure in the Brillouin
zone, such as the long range Kitaev chain, this can have
multiple solutions.28
For N = 3 one finds
detMk =
[
cos
τk√
2
− i cos[δφk] sin τk√
2
]2
, (29)
6independent of whether the flat band at zero energy is
completely full or empty. This has the same behaviour
as N = 2, and in the following we will focus purely on
even N chains.
For N = 4 we find
detMk(t) =
c4 (τk, cos[δφk]) + i cos[δφk] s4 (τk, cos[δφk]) , (30)
where
c4(τ, u) =
8
25
(
1− u2)2 + cos[τ ]
10
(
5− u2 − 4u4)
+
cos[
√
5τ ]
50
(
9 + 37u2 + 4u4
)
, (31)
and
s4(τ, u) =
− 2 sin[τ ]√
5
(
1− u2)− sin[√5τ ]
5
(
3 + 2u2
)
. (32)
This also has solutions for the critical times at the same
critical momenta kc as for N = 2 and then, using
Eq. (24), we find
detMkc = 1 +
3
5
cos[τc] +
2
25
cos[
√
5τc] , (33)
with
τc ≡ τkc = t|σkc(g1)| . (34)
As the ratio of 1 and
√
5 is not rational the solutions
of detMkc = 0 with the determinant from Eq. (33) give
quasiperiodic critical times,10 rather than the periodic so-
lutions as for the SSH model and other simple two-band
topological systems. They can be determined numeri-
cally. However these are not the only solutions.
An additional class of solutions also exist for cos[δφk] 6=
0. From = detMk = 0, where = refers to the imaginary
part, we find
cos2[δφk] =
2
√
5 sin[τk] + 3 sin[
√
5τk]
2
√
5 sin[τk]− 2 sin[
√
5τk]
≡ f [τk] . (35)
Substituting this into <detMk = 0, with < the real part,
and solving it gives a complete list of zeros when com-
bined with the solutions at the critical momentum. These
additional solutions can occur at arbitrary momenta, and
lead to aperiodic critical times. As these additional topo-
logical phase transitions do not require cos[δφk] = 0 one
could imagine it is possible that they can also occur for
quenches which do not cross the topological phase bound-
ary, and indeed, as we show in the next section this is now
possible.
One can also derive an analytical expression for N =
6, though it is too lengthy to place here. However,
detMk for N = 6 can still be written in a form like
(�) |�|= ���
� � � � � � � ����
���
���
���
���
�/��
� �(�)
(�) |�|= ����
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���
���
���
���
�/��
� �(�)
FIG. 6. The bulk return rate l0(t) for N = 4. For (a) g1 =
−g2 = 0.80, and (b) g1 = −g2 = 0.95. The orange lines
show the location of the dynamical quantum phase transitions
calculated for the critical momenta and the (dashed) purple
lines for cos[δφk] 6= 0.
Eq.(30), with c4 (τk, cos[δφk]) → c6 (τk, cos[δφk]) and
s4 (τk, cos[δφk]) → s6 (τk, cos[δφk]). As before c6 and
s6 are polynomials in e
iτk , and in the second argument
cos[δφk]. Thus, all observations made for N = 4 are qual-
itatively similar for N = 6. For larger N the expressions
become rapidly unwieldy.
As we are interested also in the effects of the edge
states28,69 on the return rate we define, for Nw →∞,
l(t) ∼ l0(t) + lB(t)
Nw
. (36)
l0(t) is the bulk return rate in the limit Nw → ∞, and
lB(t) the boundary correction. In the limit Nw →∞ the
return rate can be calculated as an integral over k. In
Figs. 6 and 7 l0(t) is shown for the symmetric quenches
g → −g where |g| = 0.8 and |g| = 0.95 for both N =
4 and N = 6. For the bulk return rate the result is
independent of whether the quench would be from |g| →
−|g| or from −|g| → |g| .
B. Dynamical quantum phases transitions for
quenches within a single topological phase
To have a dynamical quantum phase transition one
requires that
<detMk = 0 and =detMk = 0 . (37)
The imaginary part of the determinant is always zero for
the critical momentum, but these occur only for quenches
7(�) |�|= ���
� � � � � � � ����
���
���
���
���
�/��
� �(�)
(�) |�|= ����
� � � � � � � ����
���
���
���
���
�/��
� �(�)
FIG. 7. The bulk return rate l0(t) for N = 6. For (a) g1 =
−g2 = 0.80, and (b) g1 = −g2 = 0.95. The orange lines
show the location of the dynamical quantum phase transitions
calculated for the critical momenta and the (dashed) purple
lines for cos[δφk] 6= 0.
across the topological phase transition in this model. If
we wish to find a dynamical quantum phase transition for
a quench within a phase we must consider the alterna-
tive solutions for cos[δφk] 6= 0. A geometrical solution to
Eq.(37) is plotted in Fig.8(a). Rewriting < detMk = 0
as cos2[δφk] ≡ g[τk] then the solutions to detMk = 0
can be rewritten as f [τk] = g[τk] with the constraint
0 ≤ k < 2pi. In Fig.8(a) we plot f [τk] and g[τk], critical
times for the dynamical quantum phase transitions will
occur when they cross in the range which corresponds to
the condition 0 ≤ k < 2pi, the shaded region. This re-
gion corresponds to the possible values of cos2[δφk] which
ranges from 1 at k = 0 down to, for the case g1g2 > 0,
cos2[δφk˜] ≡
4g1g2
g1 + g2
. (38)
Note that the minimum of cos2[δφk] for g1g2 < 0 is always
0. If g1 and g2 are sufficiently far from each other then
this still has solutions, see Fig. 8, and therefore dynamical
quantum phase transitions can still occur.
C. Boundary contributions to the return rate
In the thermodynamic limit Nw → ∞ there is no
longer any effect from the boundary on the return rate or
Loschmidt amplitude and we must consider the leading
1/N term lB(t). The boundary contribution can show
very asymmetric behaviour for quenches across the topo-
logical phase transition in the two different directions
from trivial to non-trivial and vice-versa. For two band
(�)
� � � � ����
���
���
���
���
τ�/�π
���
� [δϕ �]�
�[τ �]��
[τ �]
(�) �� ���� �� ����
� � � � � � � ����
���
���
���
���
�/��
� �(�)
FIG. 8. In panel (a) we show the conditions for a dynamical
quantum phase transition when cos[δφk] 6= 0. Solutions exist
where f(τ), the solid line, and g(τ), the dashed line, cross
within the shaded region. The shaded region represents the
possible values of cos2[δφk] for g1 = 0.05 and g2 = 0.95. If
instead g1 = 0.2 then the lower limit of cos
2[δφk], and hence
the shaded region, is the dotted line. Note that in that case
there are no longer any critical times for this time range. In
panel (b) the bulk return rate for N = 4 where g1 = 0.05
and g2 = 0.95 is shown. The (dashed) purple lines show the
critical times for cos[δφk] 6= 0.
topological insulators and superconductors it was found
that the principle contribution to lB(t) for quenches into
the topologically non-trivial phase originates in particu-
lar from several eigenvalues λi(t) which become zero and
stay zero in-between dynamical quantum phase transi-
tions. The number of eigenvalues appeared to be re-
lated to the number of edge states, and by extension to
the bulk topological invariants.28 This causes plateaus in
lB(t) which are absent in the opposite direction a quench.
A form of dynamical bulk-boundary correspondence.
To find the role played by the topologically protected
edge states it is therefore necessary to perform a finite
size scaling analysis to extract lB(t) from Eq. (36). Un-
fortunately for the generalized SSH model used here it
would be extremely time consuming to numerically solve
system sizes where the scaling sets in, and hence it is not
possible to recover lB(t) by a finite size scaling analysis.
Instead we rely on the behaviour of the lowest eigenval-
ues λi(t) and their contribution to the finite size return
rate l(t). The return rate for a chain of length Nw can
be written as
l(t) =
1
NNw
NNw∑
j=1
ln |λj(t)| . (39)
We can define the contribution to this from the lowest
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FIG. 9. (a) The smallest eigenvalues of M, λi(t), and (b)
β(t), for N = 4, Nw = 160, and g1 = −g2 = 0.8 (trivial to
non-trivial quench). For open boundary conditions. The or-
ange lines show the location of the dynamical quantum phase
transitions calculated for cos[δφk] = 0 and (dashed) purple
for cos[δφk] 6= 0.
eigenvalues as
β(t) =
1
NNw
2N∑
j=1
ln |λj(t)| . (40)
For the SSH chain it has been shown that l(t) − l0(t) ≈
β(t). In Figs. 9, 10, 12, and 11, we plot both the small-
est eigenvalues λi(t) and β(t) for a series of quenches
for N = 4. In all cases the dynamical bulk-boundary
correspondence holds, with eigenvalues pinned to zero
between critical times only for quenches into the topo-
logically non-trivial phase. In fact due to finite size ef-
fects the eigenvalues are only approximately zero. We
note that there appears to be no clear pattern for which
critical time an eigenvalue goes to zero and for which it
leaves zero. Even the different origins of the critical times
does not play an organising role. I.e. an eigenvalue can
be pinned to zero at an orange line, cos[δφk] = 0, and
leave zero at a purple dashed line, cos[δφk] 6= 0, see for
example Fig. 10(a).
Curiously this dynamical bulk-boundary correspon-
dence still holds for quenches within a phase. In Fig. 13
λi(t) for a quench within the trivial phase, and within the
non-trivial phase, are shown. We find eigenvalues pinned
to zero only for the quench within the topologically non-
trivial phase. This suggests that they are related to the
role of the topologically protected edge states within the
dynamics, but a specific mechanism explaining them re-
mains elusive.
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FIG. 10. (a) The smallest eigenvalues of M, λi(t), and (b)
β(t), for N = 4, Nw = 160, and g1 = −g2 = 0.95 (trivial to
non-trivial quench). For open boundary conditions. The or-
ange lines show the location of the dynamical quantum phase
transitions calculated for cos[δφk] = 0 and (dashed) purple
for cos[δφk] 6= 0.
IV. RELATION TO THE DYNAMICAL
ENTANGLEMENT ENTROPY
Previously, a still not fully understood connection
between the timescales of dynamical quantum phase
transitions and dynamic entanglement entropy has been
reported.28 Oscillations in the dynamical entanglement
entropy following a quench had a period exactly twice
the critical timescale of the dynamical quantum phase
transitions. The entanglement entropy is defined as a
von-Neumann entropy for a subsystem after tracing out
the rest of the system:
Sent(t) = −Tr{ρA(t) ln ρA(t)} (41)
where ρA(t) = TrB |Ψ(t)〉〈Ψ(t)| and |Ψ(t)〉 = e−iH2t|Ψ1〉
is the time-evolved state. A and B are the two subsys-
tems of the full system, and we make a partition exactly
in the middle of the chain. As we have a Gaussian model
the entanglement can be calculated from eigenvalues of
the time dependent correlation matrix C(t) = the entries
of which are given by Cij(t) = 〈ψ1|eiH2tcˆ†i cˆje−iH2t|ψ1〉.82
The entanglement entropy is then
Sent = −
∑
j
[ηj ln ηj + (1− ηj) ln(1− ηj)] (42)
with ηj being the eigenvalues of C(t) restricted to lattice
sites within subsystem A.
In Fig. 14 the entanglement entropy for a quench from
g1 = 0.95 to g2 = −0.95 is shown. No obvious connec-
tion between the critical times of the dynamical quantum
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FIG. 11. (a) The smallest eigenvalues of M, λi(t), and (b)
β(t), for N = 4, Nw = 160, and g1 = −g2 = −0.8 (non-trivial
to trivial quench). Note the rescaled y-axis. For open bound-
ary conditions. The orange lines show the location of the dy-
namical quantum phase transitions calculated for cos[δφk] = 0
and (dashed) purple for cos[δφk] 6= 0.
phase transitions and the oscillations of the entanglement
entropy is visible. However in this case the aperiodic
nature of the critical times could obscure any clear con-
nection. The timescales themselves remain similar. The
entanglement entropy begin at zero, as in the state at
t = 0 there are no correlations between subsystems A
and B, see Fig. 15. The subsequent peaks and troughs of
the entanglement entropy correspond to the development
and reduction in correlations between sites in subsystems
A and B.
For a quench which begins in the topologically non-
trivial phase there is long range entanglement between
the edge states,83 which can be seen at t = 0 in the
entanglement entropy, see Fig. 16. Each strong bond cut
contributes ln 2 to the entanglement entropy, see Fig. 17.
The subsequent dynamics of the entanglement entropy
are caused by a reshuffling of the long range correlations,
and a slow build up of the background entanglement.
However, no clear connection with the critical times of
the phase transition is evident
V. FIDELITY
To further analyse the topological phase transition we
consider the fidelity susceptibility across the transition.
The fidelity between two states is defined as
F (g, h) = |〈Ψ(g)|Ψ(g + h)〉| , (43)
with F (g, 0) ≡ 1. This measures the similarity between
two ground states H(g)|Ψ(g)〉 = E(g)|Ψ(g)〉. As before
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FIG. 12. (a) The smallest eigenvalues of M, λi(t), and (b)
β(t), for N = 4, Nw = 160, and g1 = −g2 = −0.95 (non-
trivial to trivial quench). Note the rescaled y-axis. For open
boundary conditions. The orange lines show the location
of the dynamical quantum phase transitions calculated for
cos[δφk] = 0 and (dashed) purple for cos[δφk] 6= 0.
we consider half-filling and the Hamiltonian (1). The fi-
delity should drop across a (topological) phase transition
where the ground states are now very dissimilar. How-
ever, similar to the Anderson orthogonality catastrophe84
we expect a zero overlap in the thermodynamic limit and
therefore consider
f(g, h) = − 1
NNw
lnF (g, h) . (44)
We have additionally normalized by N , the number of
atoms in a unit cell. Now as f(g, 0) ≡ 0 is a minimum,
we can expand the fidelity as f(g, h) = χ(δ)h2 + O(h3)
with the fidelity susceptibility defined as
χ(g) =
1
2
∂2f
∂h2
∣∣∣∣
h=0
= − 1
NNw
lim
h→0
lnF (g, h)
h2
. (45)
The fidelity susceptibility has universal scaling behaviour
at a quantum phase transition68,85–88 and can therefore
be used to characterise such a transition.
In an expansion in 1/Nw we can write
χ = χ0 +
χB
Nw
+O(N−2w ) . (46)
The boundary susceptibility χB shows evidence of the
edge states in the topologically non-trivial phase69 and
can be extracted via a finite size scaling analysis. The
bulk contribution, χ0, can be calculated analytically for
all N . In the following we calculate χ for N = 4, 6, 8 and
NW = 20, 40, . . . , 260 from which we extract the bulk and
boundary fidelity susceptibilities.
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FIG. 13. The smallest eigenvalues of M, λi(t), for N = 4,
Nw = 160, |g1| = 0.05, |g2| = 0.95. Panel (a) g1,2 < 0 (quench
within the non-trivial phase), and panel (b) g1,2 > 0 (quench
within the trivial phase). For open boundary conditions.
The (dashed) purple lines show the location of the dynam-
ical quantum phase transitions calculated for cos[δφk] 6= 0.
In order to calculate the bulk fidelity susceptibility in
the thermodynamic limit we first note that for a system
of non-interacting electrons we can write
F (g, h) = |detAkl(g, h))| , (47)
with
Akl(g, h) = 〈ψk(g)|ψl(g + h)〉 (48)
being the M ×M single particle overlap matrix and M
being the number of particles in the ground state. Using
the eigenstates (10) we can calculate the overlap matrix
as
Akk
′
λλ′(g, h) = 〈ψkλ(g)|ψk′λ′(g + h)〉 (49)
= δkk′
2
N + 1
N∑
j=1
sin
pijλ
N + 1
sin
pijλ′
N + 1
×ei[φk(g)−iφk(g+h)]j .
The λ are confined to the occupied negative energy
bands. Expanding in powers of h we find for the non-
zero diagonal in momentum elements:
Akkλλ′(g, h) = [δλλ′ − ih∂gφk(g)mλλ′ ] (50)
−h
2
2
[
i∂2gφk(g)mλλ′ + [∂gφk(g)]
2nλλ′
]
+ O(h3) ,
where
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FIG. 14. The entanglement entropy for N = 4 and g1 =
−g2 = 0.95. The orange lines show the location of the dynam-
ical quantum phase transitions calculated for cos[δφk] = 0 and
(dashed) purple for cos[δφk] 6= 0. Horizontal grey lines in (b)
show n ln 2 for n = 1, 2, . . . , 8.
FIG. 15. The correlation matrix for N = 4 and g1 = −g2 =
0.95. If Cij > 0.3 then the connection is dark. If 0.2 < Cij <
0.3 then the connection is light. Only connections across the
divide from the entanglement entropy are shown. No other
connections are shown here. tmi are times of the maxima and
minima of the entanglement entropy. A strong bond across
the partition (the dashed grey line) contributes ln 2 to the
entanglement entropy. Yellow sites are the locations where
the edge states are localized.
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FIG. 16. The entanglement entropy for N = 4 and g1 =
−g2 = −0.95. The orange lines show the location of the dy-
namical quantum phase transitions calculated for cos[δφk] = 0
and (dashed) purple for cos[δφk] 6= 0. Horizontal grey lines
in (b) show n ln 2 for n = 2, 3, 4.
FIG. 17. The correlations for N = 4 and g1 = −g2 = −0.95 at
the critical times of the dynamical quantum phase transitions.
If Cij > 0.3 then the connection is dark. If 0.2 < Cij < 0.3
then the connection is light. Only connections across the di-
vide from the entanglement entropy are shown. A strong
bond across the partition (the dashed grey line) contributes
ln 2 to the entanglement entropy. Yellow sites are the loca-
tions where the edge states are localized.
{mλλ′ , nλλ′} = 2
N + 1
N∑
j=1
{j, j2} sin pijλ
N + 1
sin
pijλ′
N + 1
.
(51)
Substituting this into (45) we find
χ(g) =
1
2NNw
Tr[∂gφk]
2
[
n−m2] . (52)
The trace is over momentum and the λ space. This re-
sults in
χ0(g) =
1
2Nw
∑
k
sin2 k
[1 + g2 + (1− g2) cos k]2 (53)
× 1
N
N
2∑
λ=1
[
n−m2]
λλ
,
for the fidelity susceptibility.
Now taking the thermodynamic limit Nw → ∞, the
momentum sum becomes
lim
Nw→∞
1
2Nw
∑
k
sin2 k
[1 + g2 + (1− g2) cos k]2 (54)
=
∫ pi
2
0
dk
4pi
sin2 2k
(cos2 k + g2 sin2 k)2
=
1
4|g|(1 + |g|)2 .
Then defining
ΓN ≡ 1
4N
N
2∑
λ=1
nλλ︸ ︷︷ ︸
=
(N+1)(2N+1)
48
− 1
4N
N
2∑
λ,λ′=1
mλλ′mλ′λ , (55)
finally we have
χ0(g) =
ΓN
|g|(1 + |g|)2 . (56)
For N = 2 we recover the known result.69 We note here
the first two values of interest of the prefactor ΓN : Γ2 =
1
32 and Γ4 =
9
160 . More are given in Appendix A.
In Fig. 18 the bulk fidelity susceptibility extracted form
scaling is compared to the exact result. Eq. (56) suggests
that the bulk fidelity susceptibilities can all be collapsed
onto a single curve by an appropriate scaling. In Fig. 18
we plot χ0(g)Γ2/ΓN , which collapses the susceptibilites
onto the result for the SSH model with good agreement.
Unexpectedly the exact same scaling works for the
boundary contributions as well. In Fig. 19 we first plot
the results extracted from the finite size scaling. In all
cases the strong asymmetry between the boundary sus-
ceptibility for g < 0 and g > 0 is caused by the presence
of the edge states. By rescaling in the same way as for
the bulk terms, χB(g)Γ2/ΓN the boundary contributions
also fit to a single curve to good agreement. Deviations
from this for small |g| are possibly caused by limitations
to the finite size scaling, but we can not rule out that
these terms really deviate in that regime. The contribu-
tion from the edge states thus seems to follow the same
12
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FIG. 18. (a) The bulk fidelity susceptibility χ0(g) extracted
from numerics (points) compared to the analytical result
(dashed lines).(b) By rescaling χ0(g)Γ2/ΓN all bulk results
are collapsed onto the result for the SSH model.
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FIG. 19. (a) The boundary fidelity susceptibility χB(g) ex-
tracted from numerics (points) compared to the analytical
result (dashed lines).(b) By rescaling χB(g)Γ2/ΓN all bound-
ary results are collapsed onto the result for the SSH model to
a reasonable agreement.
pattern as the bulk susceptibility as a function of N . A
comparison of the fidelity susceptibility for finite N sug-
gests that this rescaling hold at all orders in N−1.
VI. CONCLUSIONS
In conclusion, we have introduced and thoroughly in-
vestigated the dynamical properties following a quench of
a generalized SSH model. This model possesses a simple
topological phase diagram and can be analytically solved,
but nonetheless is a multiband topological insulator with
rich dynamical features. We find non-periodic dynamical
quantum phase transitions following a quench which arise
from two distinct conditions, only one of which relates to
the topology of the initial ground state and time evolv-
ing Hamiltonian. This first one is the equivalent of that
previously discovered for two-band topological insula-
tors, and here leads to quasiperiodic dynamical quantum
phase transitions.10 The second, which also allows for
dynamical quantum phase transitions when the quench
is within a single topological phase, leads to aperiodic
dynamical quantum phase transitions. This supplies fur-
ther evidence that dynamical quantum phase transitions
for quenches which do not cross equilibrium phase tran-
sitions are nonetheless ubiquitous once one moves away
from minimal toy models.
Boundary contributions to the return rate con-
firm the previously reported dynamical bulk-boundary
correspondence.28 For quenches in which the time
evolving Hamiltonian is topologically non-trivial, large
plateaus between critical times are present caused by
eigenvalues of the Loschmidt matrix becoming pinned to
zero. This remains the case even for quenches within a
single topological phase.
We further investigated the dynamical entanglement
entropy. Fluctuations in the entanglement entropy can
be directly related to the shifting correlations between
sites. Despite a close connection existing between these
fluctuations and the critical timescale of the dynamical
quantum phase transitions for the SSH model, here we
see no evidence that the entanglement entropy fluctua-
tions are related to the same timescale for this generalized
model.
The topological phase transition can be seen in the fi-
delity susceptibility, and an asymmetry to the boundary
susceptibility is caused by the edge states. Interestingly
both the bulk and boundary susceptibilities, and indeed
any finite sized susceptibility, can be collapsed onto sin-
gle curves by the same rescaling scheme. This requires
further analysis in more general multiband models.
For the future a comprehensive understanding of the
zero eigenvalues of the Loschmidt matrix for quenches
into the topologically non-trivial regime would be inter-
esting to see, but this requires further analysis on appro-
priately constructed models.
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Appendix A: Some useful expressions
We note here some useful sums for the open Fourier
transform. The standard normalization condition is
2
N + 1
∑
j
sin2
[
pijλ
N + 1
]
= 1 . (A1)
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We will also make use of
2
N + 1
∑
j
j sin2
[
pijλ
N + 1
]
=
N + 1
2
, (A2)
and
4
∑
µ:kµ<0
sin
[
piµi
N + 1
]
sin
[
piµj
N + 1
]
(A3)
=
sin
[
(i−j)pi
2
]
sin
[
(i−j)pi
2(N+1)
] − sin
[
(i+j)pi
2
]
sin
[
(i+j)pi
2(N+1)
] ,
which appears in Eq. (21).
The first few values of ΓN for the bulk fidelity suscep-
tibility, Eq. (56), are:
Γ2 =
1
32
, (A4)
Γ4 =
9
160
,
Γ6 =
988− 1285 cos[pi7 ]− 1189 sin[ pi14 ] + 997 sin[ 3pi14 ]
2352
,
Γ8 =
1482− 8045 cos[pi9 ] + 6861 cos[ 2pi9 ] + 7789 sin[ pi18 ]
5184
.
Appendix B: Eigenstate densities
In Fig. 20 we show the densities of the 4 smallest
positive energy eigenstates of the chain for N = 4 and
g = −0.8. As for N = 6 the edge states have a distinct
pattern.
Appendix C: Symmetries of the model
The model given by Eq. (1) has a particle-hole symme-
try, P with P2 = 1, and a ‘time-reversal’ symmetry T ,
with T 2 = 1. Naturally it therefore also possesses their
composite chiral symmetry P T . These satisfy the anti-
commutation and commutation symmetries [P, H]+ = 0
and [T , H]− = 0 respectively. Explicitly these are
[P]ij = (−1)j−1δijKˆ (C1)
for particle-hole symmetry, and
[T ]ij = Kˆ (C2)
for ‘time-reversal’ symmetry, where Kˆ is the complex
conjugation operator. The chiral symmetry, S, is there-
fore [S, H]+ = 0 with
[S]ij = [P T ]ij = (−1)j−1δij . (C3)
For N = 2 these become the standard symmetry oper-
ators for the SSH model. Note that S, P, and T all
commute with each other.
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