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Abstract
Motivated by an experimental interest we investigate by the means of
atomistic Molecular Dynamics simulation the ability of density-independent,
empiric density-dependent, and recently proposed embedded-atom force
fields for liquid mercury to predict the surface tension of the free surface
of liquid mercury at the temperature of 293 K. The effect of the density
dependence of the studied models on the liquid-vapor coexistence and sur-
face tension is discussed in detail. In view of computational efficiency of
the density-independent model we optimize its functional form to obtain
higher surface tension values in order to improve agreement with experi-
ment. The results are also corroborated by Monte Carlo simulations and
semi-analytic estimations of the liquid-vapor coexistence density.
1 Introduction
Mercury is a ubiquitous element, which is used as a main constituent and/or
produced as a byproduct of major technical processes crucial for the contem-
porary functioning of human civilization. Some of the numerous areas, which
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involve mercury (Hg) are energy production [1], gold mining [2], and fluores-
cent bulbs [3]. Main difficulties related to the usage of mercury are the re-
duction of Hg-containing residues release into the environment and the elimi-
nation of Hg-contamination [1, 2, 4]. Mercury can be readily bound by incor-
porating it within plate-like crystals of Hg(S-R)2 [5]. Several other organic
molecular systems have also been recently designed, which are capable of ef-
ficiently localizing mercury for subsequent disposal [6–8]. On the other hand,
liquid mercury represents a particular interest in electrowetting applications en-
abling the construction of highly conducting metallic nanowires inside carbone
nanotubes, which is actively studied by both experiment and computer simu-
lation [9–12]. Because of its seamless surface liquid mercury also enables the
creation of high quality defectless self-assembled monolayers (SAMs) of various
organic molecules [13–15]. Therefore the surface of liquid mercury serves as a
model system for the experimental study of universal (free of the underlying
crystal substrate) properties of numerous organic films [16–26]. Moreover, the
unique properties of liquid mercury, especially its high surface tension, make Hg
droplets superior to other metals for producing metal-SAM-metal [13, 27] and
metal-SAM-semiconductor [28,29] junctions. This property motivates the wide
usage of liquid mercury in organic electronics [27–34], and even in the design of
mixed organic-metal systems for information processing [35]. Electric properties
of Hg-SAM junctions are typically tunable by the shape of a sessile Hg droplet
or one that is suspended from a pipette and the surface coverage of SAMs (see
e.g. [28]). A better control of the contact angle and of the surface tension of Hg
droplets, respectively, would enable a refined control over the shape, and thus
over other relevant properties of liquid Hg in pipettes, carbon nanotubes and/or
on a substrate.
In practice, however, the design of appropriate systems involving Hg com-
pounds is extremely dangerous and arduous because of the mercury’s high tox-
icity [2,36,37]. Therefore the ability to model and predict the properties of hy-
brid surfactant-mercury systems as well as pure mercury surfaces by computer
simulation may substantially facilitate further progress in the above mentioned
areas. Coarse-grained MD computer simulation techniques, where the quan-
tum degrees of freedom have been integrated out, offer a tractable strategy to
study the statistical mechanics of SAM systems on crystalline substrates being
capable of explaining a number of experimental observations [38–52]. In this
context, an effective force field compatible with the MD framework and yield-
ing a satisfactory thermodynamic description of the free liquid mercury surface
(i.e. high surface tension and dense liquid) at experimentally important tem-
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peratures is the necessary starting point for the large-scale MD simulation of
SAM-Hg or other interfacial systems and phase coexistences involving liquid
mercury. The need to reproduce unique properties of liquid Hg has generated
over the last decades a number of works [53–65, 73] all underlining the impor-
tance of the state-dependent interactions, either through temperature or den-
sity, to mimic intricate many-body effects due to the complicated underlying
electron structure of liquid Hg. As was previously discussed by Louis, an em-
pirical inclusion of a density dependence in a pair potential requires additional
care when used [66]. In this article we analyze the ability of relatively simple
density-independent (DI) [55], empirical density-dependent (DD) [56], and re-
cently proposed embedded-atom (EAM) [54, 57] interaction models to predict
the surface tension of the free surface of liquid Hg at T = 293 K. In the next
section we start by describing the interaction models and our computational
protocol, then we proceed with the discussion of obtained results, and conclude
with some final remarks.
2 Methods and models
2.1 Pair force fields
2.1.1 Density-Independent Model
A naive guess would be to use a Lennard-Jones (LJ) model ΦLJ(r) = 4[(σ/r)
12−
(σ/r)6] (σ and  being the characteristic length and energy scales of the LJ po-
tential) to model the liquid mercury at low temperatures, but it would yield
a too low surface tension. Let us, for example, consider the LJ system at
the triple point, since at this thermodynamic state a liquid would have the
highest surface tension γ. For the LJ liquid near to the triple point holds
γ∗ = γσ2/ = 1.137 [67], T ∗ = kbT/ = 0.7 and ρ∗ = ρσ3 = 0.8 [68, 69]. As-
suming the LJ system has the same triple point as the liquid Hg at T = 235 K
and ρ = 13.69 g/cm3 one can recover  and σ, and obtain the LJ prediction
γ ≈ 0.07 N/m, which is considerably smaller than even the experimental value
of ∼0.5 N/m at T = 293 K [70]. This confirms the inappropriateness of the
LJ-like potentials for simulating the liquid mercury at low temperatures close
to the triple point [71,72]
The DI pair potential for liquid mercury was given by [55]
Φ(r) = A0e
−ar −A1e−b(r−R0)2 . (1)
The values of the parameters at temperature T = 293 K are A0 = 8.2464 ×
1013 eV, a = 12.48 A˚−1, b = 0.44 A˚−2, R0 = 3.56 A˚ and A1 = 0.0421 eV [73].
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The first term describes the Born-Meyer repulsion. The second term in Eq. 1
determines the attractive potential with a well depth A1, which is in general
temperature-dependent, and minimum at R0. The parameter b is responsible
for the range of the attractive interaction.
2.1.2 Density-Dependent Model
The empirical DD pair potential can also be defined by Eq. 1 but, additionally,
in order to account for the metal-nonmetal transition with the change of density
the coefficient A1 is made density-dependent in the following way [56]
A1 = fifjA
MM
1 + [fi (1− fj) + (1− fi) fj ]AMV1 + (1− fi) (1− fj)AV V1 , (2)
where AMM1 = 0.0421 eV, A
MV
1 = 0.0842 eV, fi ≡ f(ρ(ri)) is a function of
the local density ρ(ri) at the position of i -th atom, and is given by f(ρ) = 1
if the density is larger than a threshold value 11 g/cm3 and it vanishes for
ρ < 8 g/cm3, and is chosen to be a smooth function in between, i.e., only if the
local density around a particle is in the intermediate density interval between
8 and 11 g/cm3 does the density dependence of the potential matter. We have
tested polynomials of the 1st, 2nd, 3rd and 5th order to represent f(ρ), and
found that the functional form of f(ρ) is irrelevant for the phase behavior. In
the following we use the 3rd order polynomial for f(ρ).
The way to compute the local density ρ(r) must not depent on geometry to
enable the simulations of experimentally relevant systems, for instance systems
with the varying shape of Hg droplets (see e.g. Ref [28]). Thus we adopt
standard weighting functions w to estimate ρ(r) [74]
ρ(ri) =
∑
j 6=i
w(rij), (3)
with rij =
√
(ri − rj)2 being the relative distance between atoms i and j, and
normalization
4pi
∫ rc
0
dr r2w(r) = 1, (4)
where r ≡ rij and rc = 9 A˚ is the cut-off radius of the pair potential. We
have carried out simulations with different values of AV V1 and we have chosen
AMM1 = A
V V
1 in order to obtain consistent results in the limit of low and high
densities.
2.2 EAM force fields
The Embedded-Atom Method (EAM) represents a general framework of ac-
counting for many-body effects of the underlying electron structure of metals in
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atomistic simulations [75–77]. A potential energy per atom i at the position ri
is given by
Φi = Φem(ρdl(ri)) +
∑
j 6=i
Φ(rij), (5)
where Φem is the embedded energy due to the many-body electronic interactions,
ρdl is an effective electron density at position ri, and Φ(r) is the pair interaction
between the ions of a metal. Currently there exist two parameterizations of the
EAM model for the liquid mercury [54, 57], which essentially differ in the form
of the embedded energy Φem. For the first one the embedding energy is given
by [54]
Φem = a1 + c1(ρdl − ρ0)2, ρ1 < ρdl ≤ ρ8, (6a)
Φem = ai + bi(ρdl − ρi−1) + ci(ρdl − ρi−1)2, ρi < ρdl ≤ ρi−1, i = 2, . . . , 7,
(6b)
Φem =
[
a8 + b8(ρdl − ρ7) + c8(ρdl − ρ7)2
] [
2
ρdl
ρ7
−
(
ρdl
ρ7
)2]
, ρdl ≤ ρ7, (6c)
Φem = a9 + b9(ρdl − ρ8) + c9(ρdl − ρ8)m, ρ8 < ρdl ≤ ρ9, (6d)
Φem = a10 + b10(ρdl − ρ9) + c10(ρdl − ρ9)n, ρdl > ρ9. (6e)
And for the second one Φem takes the form [57]
Φem = a1 + a2(ρdl − ρ0)2 + a3(ρdl − ρ0)3, ρdl ≥ 0.8ρ0, (7a)
Φem = a4
√
ρdl + a5ρdl, ρdl < 0.8ρ0. (7b)
The effective density ρdl is determined by
ρdl(ri) =
∑
j 6=i
ψ(rij), (8)
with
ψ(r) = p1 exp [−p2r] . (9)
In the following we shall denote the first and the second parameterization mod-
els as EAM2013 and EAM2006, respectively. The embedding energy for the
EAM2013 and EAM2006 models is shown in Fig. 1. The EAM2013 model is
specifically designed for the case of the strong compression of liquid mercury.
The meaning and values of the rest of the parameters for these two models the
reader can find in Refs. [54, 57], respectively. The effective pair potential Φ(r)
at T = 293 K for both models for 2.55 ≤ r ≤ 8.35 A˚ is tabulated in Ref. [57],
and for 0 ≤ r < 2.55 A˚ is defined as [54]
Φ(r) = α1 − α2(2.55− r) + α3 [exp(α4(2.55− r))− 1] . (10)
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Figure 1: The embedding energy for EAM2013 and 2006 models.
The values for the parameters α1, α2, α3 and α4 are given in Ref. [54]. At the
cut-off radius rc = 8.35 A˚ the pair potential is set to zero. The minimum of
Φ(r) is -0.0617 eV at rmin = 3.18 A˚.
2.3 Molecular Dynamics Simulation
The LAMMPS package [78] with model specific extensions is used to carry out
MD simulations of the mercury film. Surface configurations are prepared by
the following procedure. For the DI and DD models we first equilibrated the
bulk Hg for 8 ns. For the EAM2013 and EAM2006 models the initial bulk
configurations were equilibrated at T = 293 K for 48 ns.
The sizes of the computational cell parallel to the film’s surface are set equal
to 24.56 A˚ for all the models, and in the perpendicular direction to 80.673 A˚
(89.0595 A˚) for the DI and DD (EAM2013 and EAM2006) models. Periodic
boundary conditions are applied in all direction. Second, we add empty space
above and below the Hg film along the z-axis, so that the film would not feel
the presence of walls if they were placed at both ends of the system along the
z-axis. The film’s center of mass is placed in the middle of the slab. Afterwards
the film is equilibrated for 2 ns at T = 293 K with periodic boundary conditions
applied in all directions and the measurements are taken every 10 fs during the
total simulation time of 16 ns for all the models. The time step of 1 fs and the
total number of Hg atoms N = 2000 are used through out this paper. Since,
in the current study, we are not interested in dynamics, a simple temperature
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rescaling is used to control the temperature. A trial simulation with Nose´-
Hoover thermostat [79–81] yielded virtually identical results.
The calculation of forces for the DI pair potential (Eq. 1) is straightforward.
For the DD case one can show that the force between two particles can also
be effectively represented as a pair force, which is very useful for the practical
implementation. To this end, we start with the definition of the total force Fk
acting on k -th particle at the position given by a radius vector rk
Fk = −∇kU, (11)
where U is the total potential energy of the system
U =
1
2
∑
i,j 6=i
Φij , (12)
with Φij ≡ Φ(rij). For the x-component Fkx of Fk we obtain
Fkx = −
∂U
∂xk
= F dikx + F
dd
kx , (13)
where F dikx and F
dd
kx
are given by
F dikx = −
1
2
∑
i,j 6=i
∂Φij
∂xi
δik +
∑
i,j 6=i
∂Φij
∂xj
δkj
 , (14a)
F ddkx =
1
2
∑
i,j 6=i
∂A1
∂xk
ϕij , (14b)
where we introduced the notation ϕij ≡ exp[−b(rij −R0)2] and δik denotes the
Kronecker delta.
Eq. 14a yields the x-component of the force on the k -th particle exactly for
the DI case, i.e., when the coefficient A1 is density-independent. The calculation
of F dikx is straightforward. Using the Kronecker deltas we first eliminate the
summation over indices i and j in Eq. 14a in the 1st and 2nd sums respectively
F dikx = −
1
2
∑
j 6=k
∂Φkj
∂xk
+
∑
i 6=k
∂Φik
∂xk
 = −∑
i6=k
∂Φki
∂xk
. (15)
Finally after evaluating the derivative we obtain
F dikx =
∑
i 6=k
[
αA0e
−αrki − 2β(rki −R0)A1e−b(rki−R0)2
] ∆xki
rki
, (16)
where ∆xki = xk − xi. Now in order to evaluate F ddkx we have to consider the
many-body contribution stemming from the density-dependence of A1 on the
local density ρ(r) at the positions of the two respective particles that interact.
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By differentiating Eq. 2 w.r.t. xk and inserting the result of the differentiation
into Eq. 14b we obtain
F ddkx =
∑
i,j 6=i
ϕij
dfi
dρi
∂ρi
∂xk
(fjB + C), (17)
where
B = AMM1 − 2AMV1 +AV V1 , (18a)
C = AMV1 −AV V1 . (18b)
Giving Eq. 3 we have
F ddkx =
∑
i,j 6=i
ϕij
dfi
dρi
(fjB + C)
∑
l 6=i
[
dwkl
drkl
drkl
dxk
δki +
dwik
drik
drik
dxk
δkl
]
(19a)
=
∑
j 6=k
ϕkj
dfk
dρk
(fjB + C)
∑
l 6=k
dwkl
drkl
∆xkl
rkl
+
∑
i 6=k,j 6=i
ϕij
dfi
dρi
(fjB + C)
dwik
drik
−∆xik
rik
. (19b)
By relabeling the index l with i we obtain
F ddkx =
∑
i 6=k
yki
dwki
drki
∆xki
rki
, (20)
with a shorthand notation
yki =
dfk
dρk
∑
j 6=k
ϕkj(fjB + C) +
dfi
dρi
∑
j 6=i
ϕij(fjB + C). (21)
We note that yki = yik, which basically enables us finally to represent the x-
component (Eq. 13) of the total force on the k -th particle as a sum of effective
pair forces that obey the Newton’s 3rd law
Fkx =
∑
i 6=k
fki, (22)
where fki is the effective pair force that the i -th Hg atom exerts on the k -th
one. Taking into account Eqs. 13, 16 and 20, we write fki in the form
fki =
[
αA0e
−αrki − 2b(rki −R0)A1e−b(rki−R0)2 + yki dwki
drki
]
∆xki
rki
. (23)
Similar expressions hold for the y- and z-components of the total force Fk
(Eq. 11).
The calculation of forces for the EAM2013 and EAM2006 models are given
in Ref. [57].
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The surface tension γ is computed in the MD simulation by using the
Kirkwood-Buff relation [82]
γ =
1
2
∫
dz (pn − pτ ) , (24)
where pn = pzz and pτ = (pxx + pyy)/2 are normal and tangential w.r.t. the
liquid Hg film’s surface stresses given by the diagonal elements of the stress
tensor pxx, pyy and pzz, which are the pressure components in x-, y- and z-
direction respectively (see e.g. [83]). For the on-the-fly numeric calculation
of γ we have used the discretization scheme of Eq. 24 described in Ref. [69].
Giving the large cut-off radii used in all the treated models we assume the tail
corrections to γ to be small.
2.4 Monte Carlo simulation
To validate the MD simulations with the DI and DD models we have carried
out MC simulations using the Metropolis algorithm [84] with a Verlet neighbor
list [83]. The maximal local displacement for each atom along any axis is 0.15 A˚
so that the acceptance ratio is approx. 56% and 73% for the DI and DD models,
respectively. The initial Hg film is equilibrated for 3 × 104 MC sweeps, where
each of 2×103 atoms was attempted to move once in 1 MC sweep. Then density
profiles are averaged over 1.045× 106 and 5.35× 105 sweeps for the DI and DD
force fields, respectively.
2.5 Liquid State Theory
The MD simulation results are complemented by semi-analytic thermodynamic
considerations. Similar approaches have proven useful to predict the equation of
state of liquid mercury [85]. It is based on the Barker-Henderson perturbation
theory to calculate the Helmholtz free energy [86]
βF
V
= ρ ln
ρΛ3T
e
+ ρ
4η − 3η2
(1− η)2 +
ρ2
2
∫ rc
0
d3rβΦa(r)ghs(r) + Fem, (25)
where V is the system’s total volume, β = 1/(kbT ), kb is the Boltzmann con-
stant, ΛT = (2pi~2β/m)
1
2 is the thermal de-Broglie wavelength, m denotes
the Hg atom mass, η = piρd3/6 is a packing fraction, d is an effective hard-
sphere (HS) diameter of the Hg atom, ghs(r) is the HS pair correlation func-
tion [87]. The first terms in Eq. 25 is the ideal gas contribution [88]. The
second term is the free energy of the reference repulsive HS system obtain from
the Carnahan-Starling equation of state [89]. We also apply the routinely used
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Weeks-Chandler-Andersen (WCA) decomposition of the pair potential Φ(r) into
the reference repulsive part Φr and pure attractive interaction Φa as [90,91]
Φ(r) = Φr(r) + Φa(r), (26)
where
Φr(r) =
Φ(r)− Φ(rmin) if r ≤ rmin,0 otherwise, (27)
and
Φa(r) =
Φ(rmin) if r ≤ rmin,Φ(r) otherwise, (28)
with rmin being the minimum of the pair potential Φ(r), and the attraction
is then treated perturbatively in the third term of Eq. 25. The effective HS
diameter is given then by [86]
d =
∫ rmin
0
dr
(
1− e−βΦr(r)
)
. (29)
Finally, the fourth term in Eq. 25 is the embedding energy contribution to the
free energy, which is exact within the current formalism and non-zero only for
the EAM2013 and EAM2006 models
Fem = βρΦem(〈ρdl〉), (30)
where the bulk average effective dimensionless density 〈ρdl〉 is calculated from
the particle density ρ as [57]
〈ρdl〉 = 4piρ
∫ ∞
0
g(r)ψ(r)r2dr, (31)
with ρ in the units of A˚−3. In our calculations we approximate g(r) with the
one for the hard spheres, which appears to be a very good approximation in this
case, since in such a way calculated 〈ρdl〉 deviates only within 0.7% from the
corresponding value obtained by using the experimental g(r) at T = 293 K [92].
Giving Eq. 25 one can now estimate the free energy for a desired thermody-
namic state characterized by a given pair of ρ and T values. In order to calculate
the coexistence density we construct the free energy vs density curve, F (ρ), and
use a double-tangent construction [93] as illustrated in the following section.
3 Results and discussions
3.1 Density-Independent Models
The more advanced (compared to LJ) DI model yields γ = 0.18 N/m at T =
293 K, which is larger than the LJ prediction but still smaller in comparison to
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the experiment. In the view of the computational efficiency of the DI model (it
is ∼2.6 times faster than the DD one), it is interesting to explore the capability
of potentilas with the functional form given by Eq. 1 to yield a higher surface
tension. In the following we demonstrate that it is possible to optimize the DI
model to increase the surface tension γ while preserving the right value of the
coexistence density ρcoex of liquid mercury. One can achieve higher γ values by
increasing the potential depth A1 (see the inset in Fig. 2), but simultaneously
one has to adjust the b parameter to preserve the coexistence density of the liquid
phase. By systematically doing so one decreases the range of the attractive part
of the pair interaction as shown in Figs. 2 and 3. As is discussed by Frenkel
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Squared inverse attractive range b
Hard sphere radius d
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 0.04  0.06  0.08  0.1
γ (
N/
m)
A1 (eV)
Figure 2: The squared inverse attractive range b (left y-axis, blue squares), the
hard core radius d (right y-axis, red pentagons) and the surface tension γ (inset,
green circles) are shown as functions of the interaction strength A1. Each pair
of (A1, b) values is chosen such that density ρbulk in the middle of a film deviates
from the experimental one by ∼0.1%. Each pair (A1, d) or (A1, γ) corresponds
to the respective (A1, b) pair. Dashed lines connecting the data points are only
guides to the eye.
et al. [94], the range of the attractive interaction determines the stability of
liquid phase. A shorter range of attractive interactions tends to shift the liquid-
crystal phase boundary towards the lower density values for a given temperature.
This means there is a limit on how much one can keep decreasing the range of
attraction before crystallization.
Fig. 2 demonstrates that by increasing A1 and b we increase the hard core
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diameter d (see Eq. 29) of Hg atoms, which in turn effectively increases the
packing fraction η of the system. Our best values for the optimized DI (ODI)
parameters are A1 = 0.09683 eV and b = 0.891 A˚
−2, which corresponds to
η = 0.643. This value of η is just slightly below the value, η = 0.65, for the
random closest packing of hard spheres [95]. If we increase A1 any further at
T = 293 K, we would inevitably drive the system into the crystalline phase.
Comparing the ODI model to the LJ system, one finds that the packing
fraction η for both systems in the liquid phase can be higher than that of hard
spheres at liquid-solid transition. Using Eq. 29 we obtain dσ = 1.07 for the LJ
fluid near the triple point. The respective packing fraction η = 0.51, whereas
η = 0.494 for the HS fluid at liquid-solid transition [95]. The surface tensions
−0.1
−0.05
 0
 0.05
 0.1
 3  4  5  6  7  8  9
Φ
(r)
 (e
V)
 r (Å)
A1 = 0.0421 eV, b = 0.44 Å−2
A1 = 0.06315 eV, b = 0.6523 Å−2
A1 = 0.09683 eV, b = 0.891 Å−2
Figure 3: Comparison of our optimized DI (ODI) force field to the DI one. The
blue solid line depicts the DI model and the other two lines (red dashed and
green short dashed lines) show the optimized potential for various parameters
as indicated in the key.
γ for the 1st and 2nd sets of the optimized parameters is 0.27 N/m and 0.21
N/m respectively, which are still smaller than the experimental values but, nev-
ertheless, larger than the γ value for the above tested DI model. In order to
further increase γ one would have to add additional terms to the pair potential
(Eq. 1) to keep the range of attraction large enough to prevent the system from
crystallizing.
The density profiles for the DI, intermediate, and the ODI models are shown
in Fig. 4. As it should be the MC density profile overlays perfectly with the MD
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Figure 4: Density profiles for the density-independent model with unmodified
(A), modified intermediate (B) and our optimal (C) values of A1 and b.
one for the DI model (Fig. 4A). In all the cases the densities of liquid Hg at the
coexistence with vapor are in a very good agreement with the experimetal value
of the liquid Hg bulk density of 13.55 g/cm3 at T = 293 K [92], and deviate
from it on about 0.1%. The ODI model reveals a much stonger surface layering
at the liquid-vapor interface compared to the DI model (Fig. 4A) confirming
that the higher γ values are related to the stronger layering at the mercury
surface. The first outer peak in the density profile for the ODI model (Fig. 4C) is
smaller than the second one, whereas in the experiment the opposite behavior is
observed [96]. However, this effect should not be significant for the construction
of coarse-grained models starting from our atomistic ODI force field, because
the large scale properties (e.g. contact angle of a drop) are chiefly dictated by
the interfacial tension.
3.2 Density-Dependent Models
For the DD, EAM2013 and EAM2006 models we obtain the surface tension
γ of 0.23, 0.306 and 0.31 N/m, respectively. The EAM models show quite
an improvement for the surface tension of liquid Hg in comparison to the other
models discussed herein. The corresponding density profiles (Fig. 5) also exhibit
strong surface layering. The MC density profile overlays perfectly with the
MD one for the DD model (Fig. 5A). The obtained Hg liquid densities ρcoex
in the middle of the Hg film comprise 10.06, 13.25 and 13.18 g/cm3 for the
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DD, EAM2013 and EAM2006 models, respectively. The ρcoex for the DD is
considerably lower compared to the experimental one. To exclude possible finite
size effects we have also carried out the simulation of the DD model with 104
atoms and the same area of the Hg film. The result was essencially the same.
In contrast, the EAM models are in a good agreement with the experiment just
slightly underestimating ρcoex.
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Figure 5: Density profiles for the DD (A), EAM2013 (B) and EAM2006 (C)
models of liquid mercury at T = 293 K.
To rationalize our simulation results we resort to the semi-analytic Liquid
State Theory (LST) approach [86–91], described in Sec. 2.5. Let us first con-
sider the Helmholtz free energy (Eq. 25) for the DD model, which is depicted
in Fig. 6. The free energy for the DI model is also plotted in order to illustrate
the effect of the empirical insertion of the density dependence into the DI model
(Eq. 1). The most important difference between the DI and DD models is that
the DI model exhibits a single region of negative curvature of F (ρ), which cor-
responds to the spinodal region inside the liquid-vapor miscibility gap. The DD
model, however, features two separate regions of negative curvatures separated
by a (meta)stable region in the density range from 8 g/cm3 to 11 g/cm3. This
is exactly the range of densities where the DI pair potential (Eq. 1) is made
density-dependent in the empirical DD model (see Eq. 2). As we shall see this
artifact has dramatic consequences for the overall phase behavior. The densities
of two thermodynamic states that coexist are determined by the double tangent
construction to the free energy (see e.g. Ref. [93]). This requirement ensures the
equality of the chemical potential and pressure in the coexisting phases. Two
systems, with densities equal to those at the points where the double tangent
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Figure 6: Free energy for the DI (blue solid line) and DD (red dashed line)
models. Double tangent to the free energy; DI model: dark blue short dashed
line; DD model: dark red double short dashed line.
touches the free energy curve, will thus be in thermodynamic coexistence. As il-
lustrated in Fig. 6, our simple LST predictions yield that the coexistence density
ρcoex of liquid mercury with its vapor is 12.32 g/cm
3 and 9.56 g/cm3 for the DI
and DD models, respectively. These LST results are only qualitative but they
clearly demonstrate what happens with the phase behavior when one inserts a
density dependence in the pair potential in an ad-hoc way and thus rationalize
our simulation results. In the case of the DD model the additional dip in the
free energy, F (ρ), with the minimum in the vicinity of 10 g/cm3 prevents the
liquid mercury at a higher density from the coexisting with its vapor, instead
there are two coexistence regions. The vapor coexists with a low-density liquid
of about 10 g/cm3, and there is an additional, spurious liquid-liquid phase co-
existence between liquids of density of about 10 g/cm3 and 15 g/cm3. In the
simulations, the latter miscibility gap may be preempted by the coexistence of
liquid mercury and its crystalline phase. Different definitions of the local den-
sity, e.g., via the Gibbs diving surface, may result in a different surface packing
and thermodynamics [97].
On the contrary, as is shown in Fig. 7 the LST free energy curves for the
EAM2013 and EAM2006 models reveal no spurious features and thus yield
essentially the correct qualitative phase behavior. The free energy for the
EAM2013 shows though multiple regions of positive curvature for the value
15
of ρ smaller than 13 g/cm3 indicating a number of possible metastable coex-
isting states at low densities (Fig. 7). Such a behavior of the total free energy
might be traced to the corresponding curvature of the embedding free energy
Fem (Fig. 8), which in turn stems from the form of the embedding energy Φem
of the EAM2013 model compared to the EAM2006 one (see Fig. 1). Never-
theless, as we see from the MD simulations, which are confirmed by the LST
arguments, all the possible coexistences at lower densities are preempted by
the liquid-vapor coexistence at the liquid Hg density of 13 g/cm3, and such a
peculiar form of Φem of the EAM2013 model has basically no qualitative effect
neither on the correct thermodynamics of coexistence nor on the surface tension.
The coexistence density thus obtained for the EAM2006 model from the double
tangent construction is accordingly 12.8 g/cm3. For the comparison the free
energy without the embedded energy contributions is also depicted in Fig. 7.
The agreement with the results of the atomistic MD simulations is remarkably
good, given the simplicity of the LST approximations. The effective hard sphere
diameter for both EAM models is independent of density and comprises 2.96 A˚.
To increase the reliability of the predictions from the embedded-atom models
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Figure 7: Free energy for the Embedded-Atom Models of mercury.
for liquid Hg one could attempt to fit the embedding energy to the recent exper-
imental results for the equation of state of liquid Hg [98]. One could also try to
adopt a modified embedded-atom method (MEAM) [99] to the liquid mercury,
where the non-uniform angle distribution of density is taken explicitly into ac-
count. Alternatively, one could adopt a systematically modified embedded-atom
method (SMEAM) [100], which implicitly accounts for the angle dependence.
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4 Conclusions
In the present article we have assessed the ability of various state dependent (ei-
ther through temperature or density) interaction models to predict the surface
tension of liquid mercury at T = 293 K. Since density-dependent models gener-
ally require more computational efforts we have optimized a density-independent
force field in order to increase the value of the surface tension while preserving
the experimental coexistence density. The optimization procedure is outlined in
detail. We came to a conclusion that all the models treated in the current work
are capable of reproducing the essential unique properties of the surface of liquid
Hg, namely a densely packed liquid phase in coexistence to vapor and a high
surface tension (compared to Lennard-Jones systems), which is responsible for
the seamless surface and exceptional non-wetting behavior of liquid Hg droplets
at T = 293 K. Our study, however, also indicates that it remains a challenge to
devise density-independent models that simultaneously yield the experimental
values of coexistence density and surface tension. In particular cases one has to
treat with additional care the empirical density dependence of interactions. One
can use the Liquid State Theory as a convenient tool to qualitatively explore
the effects due to the density dependence prior to starting a computationally
costly atomistic or coarse-grained computer simulation.
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