All previously known algorithms for solving the multicommodity flow problem with capacities are based on linear programming.
Introduction
The multicommodity flow problem involves simultaneously shipping several different commodities from their respective sources to their sinks in a single network so that the total amount of flow going through each edge is no more than its capacity. Associated with each commodit y is a demand, which is the amount of that commodity that we wish to ship. Given a mult icommodit y flow problem, one often wants to know if there is a feasible flow, i.e. if it is possible to find a flow which satisfies the demands and obeys the capacity constraints.
More generally, we might wish to know the maximum percentage z such that at least z percent of each demand can be shipped without violating the capacity constraints. The latter problem is known as the concurrent jlow problem, and is equivalent to the problem of determining the minimum ratio by which the capacities must be increased in order to ship 100~0 of all of the demands.
In this paper, we describe the first combinatorial approximation algorithms for the concurrent flow problem.
Given any positive c, the algorithms find a feasible flow which ships at least (1 -C)Z percent of each demand, where z is the maximum percentage obtainable. The running times of the algorithms depend polynomially on e-l, and are significantly better than those of previous algorithms when c is a constant. time and a deterministic algorithm in 0(k2mrz log k log3 n) time, where the constant depends on e.
Our expected running time is the same (up to polylog factors) as the time needed to compute k maximumflows, thus giving the surprising result that approximately computing a k-commodity concurrent flow is about aa difficult as computing k single commodity maximum-flows.
In fact, we formally prove that a kcommodity flow problem can be approximately solved by approximately solving O(k log k log n) rein-cost flow problems.
The running times in the above theorem can be improved when k is large. Let k" denote the number of different sources. In both the randomized and the deterministic algorithm we can replace k in the running time by k* at the expense of having to replace one of the log n terms by a log(nU).
Notice that k" is at most n for all multicommodit y flow problems.
As a consequence of our approximation algorithm for the concurrent flow problem, we obtain a relaxed decision procedure for multicommodity flow feasibility. In particular,
given a multicommodit y flow problem, we can either prove that it is infeasible, or give a feasible flow for the problem in which every capacity is increased by a factor of 1 + e. Since in practice, the input to a multicommodity flow problem may have some measurement error, by making c small enough, we can obtain a procedure for determining feasibility up to the precision of the input data.
The only previous algorithms for solving ( for the concurrent flow problem with integer demands and an 0(k2"5n2m5 log(nc '1 DU)) time bound for the approximation problem. When c is not too small (e.g. if e is constant), then the running time of our algorithm is much fader than that of the previous algorithms for most multicommodit y flow problems. In addition, the fact that our algorithm consists of only O(k log k log n) minimum-cost flow computations means that it might be more suitable for implementation in practice.
(Minimum-cost flow problems are efficiently handled by the network simplex algorithm in practice.)
The only previous combinatorial polynomial approximation algorithms for concurrent flow problems handle only the special case when all of the capacities are 1. For this special case, Shahrokhi and Matula [13] gave an algorithm which ran in 0(nm7) time. A faster algorithm was later given by Klein, Plotkin, Stein, and Tardm [9] which runs in expected O((k + m)(rn + n log n) log n) time. Our new algorithm can be applied to this special case and gives improved bounds when k~@.
Our algorithm is similar in spirit to those of [13] and [9] in that we start with a flow that satisfies the demands but not the capacity constraints, and then we iteratively reroute parts of the flow so as to produce a flow which is closer to optimal.
However, our algorithm can handle networks with arbitrary capacities. Our approach differs from that in previous work in that we are able to reroute an entire commodity during each iteration instead of only a single path of flow. To do this, we compute a minimum-cost flow in an auxiliary graph and reroute a portion of the flow accordingly. As a consequence, we are able to make much greater progress during each iteration.
Of course, the time to run each iteration goes up, but the tradeoff proves to be worthwhile since the improvement obtained in each iteration is large enough so that we need to solve only O(k log k log n) minimum-cost flow problems in order to get an approximately optimal solution.
The running times of the presented algorithms depend polynomially on e-1. The deterministic algorithm runs in time proportional to <-2 and the randomized one runs in time proportional to C-3. Andrew Goldberg [4] has simplified one of the steps of our algorithm and improved the dependence on c of the randomized algorithm to C-2.
Leighton and Rao [10] have shown how to use an approximately optimal solution to a concurrent flow problem to find an approximately sparsest cut in a graph. As a consequence, they also showed how to approximately solve a wide variety of NP-hard graph problems, including minimum feedback arc set, minimum cut lin- The concurrent flow algorithm can also be used to give an 0(rz2rn log3 n log nil) expected time algorithm for finding a cut in an edge (and node) weighted graph that is sparsest up to a factor of O(log n). For the important special case of regular graphs and unit node weights, we can further improve this bound to O(rnz log3 n).
Preliminaries and Definitions
An instance of the simple muliicommodity jlow problem consists of an undirected graph G = (V, E), a nonnegative capacity U(VW) for every edge v w E E, and a specification of k commodities, numbered 1 through k where the specification for commodity i consists of a source-sink pair Si, ti6 V and a non-negative demand di. We will denote the number of different sources by k", the number of nodes by n, and the number of edges by m. For notational convenience we assume that m > n, and that the graph G is connected and has no parallel edges. Also for notational convenience, we arbitrarily direct each edge. If there is an edge directed from v to w, this edge is unique by assumption, and we denote it by VW. We assume that the capacities and the demands are integral, and denote the largest capacity by U and the largest demand by D.
A multicommodity flow f consists of a function fi (vw) on the edges of G for every commodity i, that represents the flow of commodity i on edge v w. If the flow of commodity i on edge vw is oriented in the same direction as edge VW, then~i(vw) will be positive, otherwise it will be negative. The signs only serve to indicate the direction of the flows. For every commodity i and every node v @ {si, ti } we require the conservation, constraints:~. We consider the optimization version of this problem, called the simple concurrent flow problem, first defined by Shahrokhi and Matula [13] . In this problem the objective is to compute the maximum possible value z such that there is a feasible multicommodity flow with demands Z.di for every 1~i~k. We call z the throughput oft he multicommodit y flow. An equivalent formulation of the concurrent flow problem is to compute the minimum A = I/z such that there is a feasible flow with demands di and capacities J . U(VW). We shall use the notation A(vw) to denote the congestion flu of an edge vw E E, A = rn~W~Jj~(vw), and~" to denote the optimal value of J.
A multicommodity flow f satisfying the demands di is c-optimal if A is at most a factor (1 + c) more than the minimum possible value.
The approximation problem associated with the concurrent flow problem is to find an c-optimal multicommodit y flow f, We shall aasume implicitly throughout that e is at least inverse polynomial in n and is at most 1/9.
We can extend all the results in the paper to the case where the input graph is directed.
In this case we require that all flows are non-negative and oriented in the same direction as the input graph. It is easy to verify that all the results in this paper carry through to this case. Henceforth, we focus only on the undirected case.
The general multicommodity flow problem is a natural extension of the simple problem when each commodity haa more then one source and sink. For every commodit y i we are given a demand vector di (v Notice that the sources and sinks play a symmetric role in the (undirected) problem, and hence k* in the lemma could have been defined as the number of nodes in a subset which contains an endpoint of each commodity. While finding a minimum such node set is NP-complete, we introduce this formulation because in some cases it leads to an efficiently computable k" which is smaller than the one defined above.
Given this lemma, one can replace most of the bounds that are dependent on k by ones which are dependent on k". Throughout this paper, unless we explicitly state that a bound is for the simple concurrent flow problem, k can be replaced by k* when applied to a simple concurrent flow problem.
Linear programming duality gives a characterization of the optimum solution. Let -4: E~R be a nonnegative length function.
For nodes v, w c V let distl(v, w) denote the length of the shortest path from v to w in G with respect to the length function 1. The following theorem is a special case of the linear programming duality theorem. Relaxed Optimality
Conditions
In this paper we shall use a characterization of optimalit y similar to Theorem 2.2. This characterization is also related to linear programming duality. Let 1 be a nonnegative length function on the edges, f a multicommodity flow, and~= ma&W~E J(vw). Let
C~be the cost of the current flow for commodity i
i.e. Ci =~Uw lfi(vw)ll(vw). I?or a commodity i, let C': (A) be the value of a minimum-cost flow~~satis-fying the demands of commodity i, subject to costs 1 and capacities~. U(VW), i.e. let~~be a flow that satisfies 1~$(vw)l <~. U(VW) and minimizes the cost c:(~) = E.w lfu(v~)l~(vw). We would like to be able to say that the ratio of the last term and the multiplier of A in the first term gives a lower bound on the optimal value A". The analogous statement for the inequality (1) is obvious, because neither of the two terms depend on J. In Theorem 3.1 the last term,~i C: (A), depends on J. Observe, however, that the minimum cost of a flow subject to capacity constraints A . u(vw) cannot increase if A increases. is a lower bound on~".
The goal of our algorithms is to find a multicommodity flow f and a length function 1 such that this lower bound is within a (1 + c) factor of optimum.
In this case, we say that~and 1 are c-optimal.
If~and 4 are c-optimal then Lemma 3.2 implies that~is c-optimal.
The complement ary slackness conditions given by linear programming can be reformulated in terms of conditions on edges and individual commodities. A multicommodity flow~has minimum~if and only if there exists a nonnegative and non-zero length function 1 such that (1) for every edge vw G E, either l(vw) = O or f(vw) = A . U(VW), and (2) for every commodity i,
We shall give two conditions on a multicommodity flow f and a length function t? such that together they imply that f and / are e-optimal.
These conditions will be relaxed versions of the complementary slackness conditions above. Similar relaxed versions of Theorem 2.2 were used in [9] . Let c >0 be an error parameter,~a multicommodity flow satisfying capacities J . U(VW), and 1 a length function.
We say that a commodity i is c-good if c, -C;(A) < a, +.;~Z4(vw)qvw) UWEE and e-bad otherwise.
A commodity is c-good if it is almost as cheap aa the minimum cost possible for that commodity or it is at most a small fraction of~V WcE up, the total cost of the network. We use this notion in defining the following relaxed optinaality conditions (with respect to a multicommodity flow that satisfies capacity constraints A . U(VW), a length function ./ and an error parameter~): In this section, we give approximation algorithms for the concurrent flow problem.
As the basic step of our algorithm is finding a minimum-cost flow, we bound the time needed to find a concurrent flow in terms of a number of minimum-cost flow computations. First, we will show how to find a "good') initial solution to the given concurrent flow problem. Second, we will describe procedure DECONGEST, which takes a flow with congestioñ and produces a new flow which is either 9c-optimal or has congestion at most A/2. Finally, we will use these results to give bounds for how long it takes to solve a concurrent flow problem in terms of the number of minimum cost flow computations for two cases -a case of e being a fixed constant, and a more involved case in which c is o(1). DECONGEST which takes a flow f with congestion~. and produces a new flow f' which is either 9c-optimal or has congestion A' < Ao/2.
The basic idea is that the procedure reroutes an appropriately chosen fraction of flow of an~-bad commodity onto the edges of a minimum-cost flow associated with this commodity (ss described below), in order to reduce congestion. We use a length function t(vw) = e~X VW)/u(ww), where the value of a will be chceen later. This length function has the property that the length of an edge vw is a function of the congestion,
i.e. the fraction (possibly greater than 1) of the capacity of that edge which is being used. Intuitively, by using lengths as costs in the computation of the minimum-cost flow, we are penalizing edges with high congestion.
The length t?(vw) is an exponential function of the congestion~(v w), which can take a long time to compute exactly.
It is easy to show that it suffices to use approximate values of the length function during the algorithm.
However, in this extended abstract we shall not address this issue.
At the beginning of procedure DECONGEST, a is chs en so that Relaxed Optimality Condition RI is always satisfied.
The act of rerouting flow gradually enforces Relaxed Optimality Condition R2. When both conditions are sat isfied, then Theorem 3.3 can be used to infer that f is O(c)-optimal.
Alternatively, DECONGEST terminates if J decreases by more than a factor of 2.
More formally, procedure DECONGEST (see Figure 1) takes as input a multicommodity flow f with congestion A., where f satisfies the demands, and an error DECONGEST In the beginning of procedure DECONGEST, a is set equal to 2(l+c)Jo-lf-1 ln(rnc-1). Therefore it is always the case that a~(1+ C)A-lC-l ln(rnc-l).
To measure progress of our algorithm, we introduce a potential function @ =~UW up. We now show that rerouting the right amount of flow results in a significant decrease in Q. The only computation-intensive part of DECONGEST is finding an c-bad commodity and computing minimum-cost flows. All the rest can be done in O(m) time. The simplest way to find an c-bad commodity is to compute the costs G7i =~VWEE Ifi(vw)tl(vw) and the costs of the minimum-cost flows and compare them. In the worst case we need to check all k commodities. Hence, an iteration can be implemented in the time it takes to perform k minimum-cost flow computations.
As in [9], we can perform this computation more efficiently by using a simple randomized strategy. If we compute the cost Ci of each commodity and then randomly choose a commodity with probability y proportional to its cost, then with probability of at least c, we have chosen an e-bad commodity. By computing a single minimum-cost flow we can check whether the commodity is indeed c-bad. We expect to perform this computation c-l times, and hence an iteration can be implemented in expected time equal to c-1 times the time to perform a minimum-coat flow calculation.
(Observe that the time to compute the cost of all current flows is dominated by the time to compute a minimumcost flow). After every k iterations we can compute minimum-cost flows associated with all the flows and determine whether the current flow is 9c-optimal.
Therefore, we can implement DECONGEST aa a Las-Vegas algorithm.
Note that this results in at most a factor of 2 increase in the number of minimum-cat flows computed during the execution of DECONGEST. We summarize the combination of this discussion with Theorem 4.4. Putting It Together We consider two cases for solving a concurrent flow problem. We first consider the case when c is a fixed constant less than 1/9. In this case, we first find an initial solution, aa is discussed in the beginning of the Section. This gives us a flow with J s 2kA*. We then call DECONGEST O(log k) times in order to produce a flow such that A < (1 + 9c)A". We shall see that the time to do this dominates the initialization time. Applying the first part of Theorem 4.5 we get the following result. When~is o(1) we use c-scaling. First we find an c-optimal multicommodit y flow with e = 1/9 using the above procedure.
The rest of the computation is divided into scaling phases. We start each phase by dividing c by 2. Thus our current flow is 18e-optimal with respect to the new c. The second part of Theorem 4.5 implies that the expected number of minimum-cost flow computations needed to convert this flow into an 9e-optimal one is bounded by 0(e-3k log(rw-1)). The time spent on the c-scaling phase is proportional to 6-3. Therefore the last scaling iteration dominates the time spent on all the scaling iterations. Andrew Goldberg [4] gave a simplified version of our proof.
His proof leads to a simple randomized selection strategy which avoids having to search for an c-bad commodity, and saves an c-1 factor in the running time of the randomized algorithm, 5 Which rein-cost flow to use?
In Section 4 we showed how to get an c-optimal solution to the concurrent flow problem by repeated computation of minimum-cost flows. In this section we concentrate on the question of which minimum-coat flow algorithm to use. As different algorithms are better suited for different situations, the choice of a minimum-cost flow algorithm depends on the particular concurrent flow problem we are trying to solve.
First, we consider the general concurrent flow problem. Recall that the cost of edge vw in the minimumcost flow is l(vw), which is exponential in the size of the input. Thus a minimum-cost flow algorithm whose running time proportional to log nC may turn out to be very slow. Based on this observation, it would seem like the best algorithm to choose would be one whose running time is independent of the costs such aa the algorithms of Edmonds and Karp [2] and Orlin [12] , which compute a minimum-cost flow in O(m(rn + nlog n) log U) and O(rn(rn + n log n) log n) time, respectively. However, we can do better. The idea is to use an approximate version of the minimum-cost flow algorithm of Goldberg and Tarjan [5] .
The Goldberg-Tarjan algorithm [5] finds a rninimumcost flow in O(nrn log(n2/rn) log(n&)) time, in a graph with integer costs no greater than C, It is easy to show that the Goldberg and Tarjan algorithm can be used to find a flow whose cat is no more than vmu above the minimum in time O(mn log(~2/rn) log(dv-l)) in graphs where the largest cost is C and the largest cspacity is U without assuming that either the costs or the capacities are integral.
We will call this the approximate Goldberg-Tarjan algorithm.
We will always use v =~Ci/(2~m), with appropriately chosen values of U.
In the proof of Lemma 4.3, we used the fact that the difference between the cost of the current flow and the cost of the new flow was at least A = c(C'i + A@/k). It is easy to show that if the difference were only A/2, we would still get the same order of magnitude improvement on each rerouting. Thus, if instead of finding a minimum-cost flow, we found a flow of cost no more that A/2 greater than the minimum, we could still achieve the same asymptotic running time. We now discuss how to find such a flow. Assume without loss of generalit y that c-l is an integer. Define p =~c/(4nk).
Round the demands for commodity i to integer multiples of p such that the absolute value of each demand does not increase, the rounded demands still sum to zero, and the total decrease in the absolute values of the demands is at most 2np. (Recall that each node may have a positive or negative demand.) Since the absolute value of the demand for commodity i has not increased in any node, there must exist a flow satisfying these demands with cost at mast C/(J).
In the rounded problem all demands and capacities are integer multiples of p, therefore there exists a minimum-cost flow in which the flow on each edge is an integer multiple of p. Hence no edge of cost l(e) > C'j/p is used in this minimum-cost flow and we can discard these edges. We then use the approximate Goldberg-Tarjan algorithm on the problem with the rounded demands and costs < Ci/I.J.
Since each edge has capacity Au(e) s NJ, v =~Ci/(2U~m).
This produces a flOW with cost no more than l/2~Ci above C,?(A). We then satisfy the remaining demands by arbitrary residual paths from nodes with excess to nodes with deficit.
The last step adds a total of no more than 2np &E l(e)~J@/(2k) to the cost of the flow. For case of the simple concurrent flow problem we can make the time required for solving the minimumcost flow problem independent of U. We reduce di by a factor of ( 1 -c/8). We then find a flow~~which satisfies the reduced demand d: = (1 -~/8)di, and has cost no more than~Ci/8 above C,*(~). If we then multiplied the flow on every edge by (1 -e/8)-1, we would have a flow which satisfies demands, obeys the slightly increased ca= pacity constraints (1 -c/8)-1~. u(w), and has coat at most~Ci/3 above C,*(A). By a proof similar to that of Lemma 4.3, we can use this flow and still get the same asymptotic improvement in the potential function.
Define p' =~di/(8m), and round the capacities down to multiples of p'. It is easy to show that the minimumcost flow with the demand d; and rounded capacity is no more than C,?(A). Observe that since the minimumcost flow has a single source and a single sink, no edge will carry more than d; units of flow.
Thus we can also limit capacities to be no more than d:, i.e. we set U'(VW) = rein{ l-] p, d;}. Similar to the discussion above the previous theorem we delete edges with large costs and use the approximate Goldberg-Tarjan algorithm to compute a minimum-cost flow with demand d;
and capacity u'(vw). In the randomized algorithm we select a commodity proportional to its cost. Observe that if k > n computing the cost of each commodity is no longer dominated by a single minimum-cost flow computation. However, by using a strategy similar to that of [9] in which we pick an edge and then a commodity using that edge, we can reduce the time required for the random selection from O(krn) to the minimum of O(rn + k) and O(m log k).
The above bounds can be improved if the capacities are small relative to n2/rn.
In the problem with rounded demands, both the capacities and the demands are integer multiples of p. Dividing both the demands and the capacities by p, we get a problem where the maximum capacity of an edge is AU/p = 2Unke-1. We can then use the double scaling algorithm of Ahuja, Goldberg, Orlin and Tarjan [1] for approximately solving the minimum-cost problem with rounded demands. The time required by this algorithm to find a flow with cost clmed to the minimum is O(rwn log(nUc-l) log log(nUc-l)).
By combining the various bounds on the number of iterations of the algorithm with the various bounds on the time to perform a minimum-cost flow, we can obtain a number of different running times, each optimized for different situations. Ignoring log factors the time required for solving a simple concurrent flow problem is proportional to either knm or k"nm. The running time of the latter version depends also on log U, whereas the first is independent of U.
In the case where the capacities are uniform, we can get even better bounds.
Since the minimum-cost flow problem with uniform capacities is essentially equivalent to the assignment problem, we can use a modified version of the assignment algorithm of Gabow and Tar In the case when both the capacities and demands are uniform we can obtain even better time bounds by using Ford and Fulkerson's [6] and Yakovleva's [15] minimumcost flow algorithm, i. e, the algorithm that iteratively computes shortest paths in the residual graph. The re- The computational bottleneck of these algorithms is solving a concurrent flow problem and its linear programming dual. First, we will summarize the minimumratio cut approximation results. Then we will show how our concurrent flow algorithm can be used to find an approximately optimal dual solution to the corresponding concurrent flow problems in addition to finding a near optimal flow. Finally, we shall give even faster running times for the special case of the Leighton -Rao problem where the input graph G has low maximum degree. The minimum value is an upper bound on I/A* for the concurrent flow problem.
Cut
Klein, Agrawal, Ravi, and
Rao [8] proved that this upper bound is at most a factor of O(log n log kD) above I/A* in general and gave an O(log n log kll) approximation algorithm for the minimum cut problem. In fact, their paper gives only O(log nU log kll) approximation, assuming that capacities are integers bounded by U. However, it is easy to modify their algorithm to give the O(log n log kD) factor. The idea is to select the node w with~W U(WW) maximum for start ing a tree. We consider the minimum-ratio cut problem for graphs with unit demands, where the graph which has an edge between the source and sink of each commodit y is a constant degree expander on V. new ratio is at most 3/2 times the old ratio.R ounding to integer multiples of p preserves the minimum-ratio of a cut up to a factor of two. In order to prove that we preserve A" up to a small constant factor we have to do a somewhat finer rounding. result implies that the minimum congestion A* for this problem is at most c. That is, the added capacities can be routed in an c-fraction of the original capacities u. Now consider an optimal flow f of congestion~" in the rounded problem.
To get a solution in the original problem we route the part of flow~that uses the added capacity in the way this demand is routed in the optimal solution to the auxiliary problem. This does not increase the congestion by more than a factor of 1 -I-c.
I
Next consider the question of how long it takes to solve a rounded concurrent flow problem.
For simplicity we shall restrict our interest to the case when c is a constant.
The number of commodities is O(n). The capacities in the minimum-cost flow problem are integer multiples of @, We shall use the minimum-cost flow algorithm due to Ford-Fulkerson [6] and Yakovleva [15] to solve these problems.
Given a concurrent flow with congestion A, the number of shortest path computations in a minimum-cost flow subroutine is O(p-lA-l + 1).
We use these ideas to solve the minimum-ratio cut and the concurrent flow problem.
Notice that here we do not have time to find an initial flow using k maximumflow computations suggested in Lemma 4.1. The capacities oft his problem are not rounded, therefore we have to use a general maximum-flow algorithm, and all such algorithms take Q(rnn) time.
However, an initial flow that is optimal up to a factor of O(tnk) can be computed by routing each demand on the path with maximum bottleneck capacity from its source to its sink.
An iteration of the algorithm will use Theorem 6.3 or 6.4 with p defined by C(2AAO)-1 (respectively CC(lOAAO log2 n)-l). We terminate the iteration if A decreases below~o/2. At that point we divide A. by two, and start the next iteration. We use the flow obtained in the previous iteration as our initial flow. Theorem 6.5 An O(log n) approximation to the minimum ratio tJ(A, 13)/( lAll Bl) over all cuts (A, 1?) in a graph with capacities u and maximum degree A can be computed in O(nA log2 n(m + n log n)) expected time.
Theorem
6.6 For any constant c, an c approximation to a unit demand concurrent flow problem in a graph with maximum degree A with a constant degree expander demand-graph can be computed in O(nA log4 n(rrt + n log n)) expected time.
In regular graphs nA = m, therefore the running times oft he above two algorithms are roughly (up to a polylogarithmic factor) 0(m2).
