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Abstract—In this paper, a discussion is made on the optimiza-
tion methods that can solve the low autocorrelation sidelobes
problem for polyphase sequences. This paper starts with a de-
scription and a comparison of two algorithms that are commonly
used in the literature: a stochastic method and a deterministic
one (a gradient descent). Then, an alternative method based on
the Random Walk Metropolis-Hastings algorithm is proposed,
that takes the gradient as a search direction. It provides better
results than a steepest descent alone. Finally, this autocorrelation
question is handled differently, considering a mismatched ﬁlter.
We will see that a mismatched ﬁlter performs impressively well
on optimized sequences.
Index Terms—Aperiodic autocorrelation – Optimization algo-
rithms – Gradient descent – Mismatched ﬁlter
I. INTRODUCTION
Since 1950, sets of sequences with some properties (auto-
correlation, cross-correlation) have been sought. In radar for
instance, they are often of interest, because a signal with a
"good" autocorrelation property may be distinguished from
a time-shifted version of itself, while the cross-correlation
property enables a signal to be set apart from another signal.
In terms of radar detection, the autocorrelation function is
usually referred to a "matched ﬁlter". If the matched ﬁlter
presents high sidelobes, it may be problematic in the presence
of multiple targets. In that case, weak targets can be hidden
by a stronger one. Hence, one should ﬁnd sequences with low
autocorrelation sidelobes. This is the objective of this paper.
Searching for those sequences can be seen as an optimiza-
tion problem, the minimization of a function called "energy".
This energy quantiﬁes the autocorrelation sidelobe level of
a sequence, like the Merit Factor introduced by Golay [1].
There exists a lot of methods that can provide suboptimal
solutions to this optimization problem. Stochastic methods
are usually helpful, as no hypothesis on the cost function
is required ([2], [3], [4], [5]); their convergence to a global
minimum is almost certain theoretically. A gradient descent,
also known as a steepest descent, is a fast algorithm for ﬁnding
a local minimum of a function [6]. In this paper, we propose
another stochastic method, based on the Metropolis-Hastings
algorithm. It generates random variables, but in the descent
direction deﬁned by the gradient.
Furthermore, this autocorrelation problem can be handled
differently using mismatched ﬁlters. A mismatched ﬁlter may
highly reduce the sidelobe level, at a cost of some SNR
(Signal-to-Noise Ratio) loss. As it is possible to obtain nu-
merically the optimal mismatched ﬁlter [7], we will try to
make some connections between the autocorrelation level of
a sequence and the gain that can be obtained with the optimal
mismatched ﬁlter.
This article only deals with polyphase sequences. But it
is possible to extend the following procedure for binary se-
quences (usually referred as "LABS" for Low Autocorrelation
Binary Sequence in the literature), and for sets of sequences
with "good" autocorrelation and cross-correlation ([8], [9]).
This paper is organized as follows. Section II describes and
compares two algorithms, a random search and a steepest
descent, in order to solve the low autocorrelation sequence
problem. Section III suggests another algorithm, based on the
Metropolis-Hastings algorithm, that combines the two above-
mentioned ones. The last section studies the efﬁciency of a
mismatched ﬁlter on an optimized-or-not sequence.
II. COMPARISON OF TWO OPTIMIZATION METHODS IN THE
LOW AUTOCORRELATION SIDELOBES PROBLEM
In order to search for sequences with low autocorrelation
sidelobes, the procedure employed in this article is inspired
from a recent article (Baden et al. [6]). It is based on a real
function, called "energy", that quantiﬁes the energy present in
the autocorrelation sidelobes of a given sequence. Hence, this
search is equivalent to a minimization problem.
Let us consider a polyphase sequence a of length N and of
constant modulus, i.e. a = [a1, ..., aN ]T =
(
e j2παi
)
i∈1,N.
Assume that ai = 0 for i < 1 and i > N .
The discrete aperiodic autocorrelation, denoted by c = a∗a,
is the sequence:
cm =
N∑
i=1
aia
∗
i+m (−N < m < N) , (1)
where we note (.)∗ the complex conjugate operator. By
including some weighting w to allow shaping of the sidelobes,
and an exponent p ∈ N to control the peak sidelobe, the
autocorrelation sidelobe energy Ea is deﬁned by:
Ea(a) =
N−1∑
m=−N+1
wm (cmc∗m)
p
. (2)
Finding the minimum of Ea, the cost function throughout
this paper, is a difﬁcult task. Indeed, it is a non convex problem
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