Abstract. We demonstrate the use of several tools from Algebraic Combinatorics such as Young tableaux, symmetry operators, the Littlewood-Richardson rule and discrete Fourier transforms of symmetric groups in investigations of algebraic curvature tensors.
In [10, 12, 13] we constructed and investigated generators of algebraic curvature tensors and algebraic covariant derivative curvature tensors. These investigations followed the example of the paper [14] by S.A. Fulling, R.C. King, B.G.Wybourne and C.J. Cummins and applied tools from Algebraic Combinatorics such as Young tableaux, symmetry operators (in particular Young symmetrizers), the LittlewoodRichardson rule, but also discrete Fourier transforms of symmetric groups. The present paper is a short summary of [10, 12, 13] in which we want to demonstrate the use of these methods.
The problem
Let V be a finite dimensional K-vector space, K = R, C, and let T r V denote the K-vector space of covariant tensors of order r over V . DEFINITION 1. Algebraic curvature tensors R ∈ T 4 V and algebraic covariant derivative curvature tensors R ′ ∈ T 5 V are tensors of order 4 or 5 whose coordinates satisfy
They are tensors which possess the same symmetry properties as the Riemannian curvature tensor R ijkl and its covariant derivative R ijkl;m of a Levi-Civita connection ∇.
The vector space of algebraic curvature tensors R ∈ T 4 V is spanned by each of the following sets of tensors (P. Gilkey [16, pp.41-44] , B. Fiedler 1 [9] ) γ(S) ijkl := S il S jk − S ik S jl , S symmetric (1)
The vector space of algebraic covariant derivative curvature tensors R ′ ∈ T 5 V is spanned by the following set of tensors (P. Gilkey [16, p.236 ], B. Fiedler [10] ) γ(S,Ŝ) ijkls := S ilŜjks − S jlŜiks + S jkŜils − S ikŜjls , S ,Ŝ symmetric. (3) PROBLEM 2. In the present paper we search for generators of algebraic curvature tensors R or algebraic covariant derivative curvature tensors R ′ which can be formed by a suitable symmetry operator from the following types of tensors
where W and U belong to symmetry classes of T 2 V and T 3 V which are defined by minimal right ideals
We use Boerner's definition [1, p.127] of symmetry classes of tensors. An element a = p∈Sr a(p)p ∈ K[S r ] of the group ring of the symmetric group S r can be considered a symmetry operator for covariant tensors T ∈ T r V . The action of a on T is defined by:
DEFINITION 3. Let r ⊆ K[S r ] be a right ideal of K[S r ] for which an a ∈ r and a T ∈ T r V exist such that aT = 0. Then the tensor set
is called the symmetry class of tensors defined by r.
Boerner [1, p.127] showed: If e ∈ K[S r ] is a generating idempotent of r, i.e. r = e · K[S r ], then it holds T ∈ T r V belongs to T r ⇔ eT = T .
1 [9] uses also tools of Algebraic Combinatorics, in particular plethysms.
Young symmetrizers
Young symmetrizers are important symmetry operators. In particular the symmetries of the Riemann tensor R and its covariant derivatives are characterized by a Young symmetrizer. First we define Young tableaux.
A Young tableau t of r ∈ N is an arrangement of r boxes such that 1. the numbers λ i of boxes in the rows i = 1, . . . , l form a decreasing sequence
2. the boxes are fulfilled by the numbers 1, 2, . . . , r in any order.
For instance, the following graphics shows a Young tableau of r = 16. 
Obviously, the unfilled arrangement of boxes, the Young frame, is characterized by a partition λ = (λ 1 , . . . , λ l ) ⊢ r of r. If a Young tableau t of a partition λ ⊢ r is given, then the Young symmetrizer y t of t is defined by
where H t , V t are the groups of the horizontal or vertical permutations of t which only permute numbers within rows or columns of t, respectively. The Young symmetrizers of K[S r ] are essentially idempotent and define decompositions
. In (9), the symbol ST λ denotes the set of all standard tableaux of the partition λ. Standard tableaux are Young tableaux in which the entries of every row and every column form an increasing number sequence. 1 The inner sums of (9) are minimal two-sided ideals
The set of all Young symmetrizers y t which lie in a λ is equal to the set of all y t whose tableau t has the frame λ ⊢ r. Furthermore two minimal left ideals
are equivalent iff they lie in the same ideal a λ . Now we say that a symmetry class T r belongs to λ ⊢ r iff r ⊆ a λ . S.A. Fulling, R.C. King, B.G.Wybourne and C.J. Cummins showed in [14] that the symmetry classes of the Riemann tensor R and its symmetrized 2 covariant derivatives
are generated by special Young symmetrizers 3 .
where e t := y t (u+ 1)/(2·(u+ 3)!) is an idempotent which is formed from the Young symmetrizer y t of the standard tableau
The ' * ' in (12) is the mapping
We see from Proposition 4 that the tensor fields ∇ (u) R belong to the symmetry class which is defined by the symmetrizer y * t of (13), more precisely, by the right ideal r = y * t · K[S u+4 ]. In the special case of algebraic tensors R, R ′ we have the following corollary (see [10] ): COROLLARY 5. Let us denote by t and t ′ the standard tableaux
Then a tensor T ∈ T 4 V orT ∈ T 5 V is an algebraic curvature tensor or an algebraic covariant derivative curvature tensor iff these tensors satisfy
respectively. Thus the symmetry classes of the algebraic tensors R, R ′ are defined by the minimal right ideals
] which belong to the partitions (2 2) ⊢ 4, (3 2) ⊢ 5.
Symmetry classes of T
The group ring K[S 3 ] contains the minimal 2-sided ideals a (3) , a (2 1) , a (1 3 ) . The 2-sided ideals a (3) , a (1 3 ) ⊂ K[S 3 ] have dimension 1 1 and define consequently unique symmetry classes of T 3 V . The 2-sided ideal a (2 1) ⊂ K[S 3 ], however, has dimension 4 and contains an infinite set of minimal right idealsr (of dimension 2) which lead to an infinite set of possible symmetry classes for the tensor U ∈ T 3 V .
We use diskrete Fourier transforms to determine a generating idempotent for every suchr. DEFINITION 6. A discrete Fourier transform 2 for S r is an isomorphism
according to Wedderburn's theorem which maps the group ring
In (16) 
where A (3) and A (1 3 ) are 1 × 1-matrices and A (2 1) is a 2 × 2-matrix. It holds a ∈ a (2 1) iff A (3) = A (1 3 ) = 0. In [10] we proved PROPOSITION 7. Every minimal right ideal r ⊂ K 2×2 is generated by exactly one of the following (primitive) idempotents
From (18) we obtain the generating idempotents for the right idealsr
1 The dimension of a minimal left or right ideal can be calculated from the Young frame belonging to it by the hook length formula (see e.g. [1, 14, 17, 18] Note that the above connection between ν and ξ ν depends on the concrete discrete Fourier transform D which is used in (19) . The above formula (19) was determined by means of the Mathematica package PERMS [7] whose discrete Fourier transform D is based on Young's natural representation of S r .
Examples of tensor fields with a (2 1)-symmetry can be constructed from covariant derivatives of symmetric or alternating 2-fields.
Further let ψ, ω ∈ T 2 M be differentiable tensor fields of order 2 which are symmetric or skew-symmetric, respectively. Then for every point p ∈ M the tensors In a future paper we will show that tensor fields with a (2 1)-symmetry also occur in curvature formulas connected with stationary and static space-times.
Our main results
Now we formulate our main results which were proved in [10, 13] . The next section will give some ideas of the proofs.
THEOREM 9. A solution of Problem 2 can be constructed at most from such products (4)or (5) whose factors belong to the following symmetry classes:
product partitions of the symm. classes
The case (a') of Theorem 9 is realized in formula (3). The cases (a), (b') and (c') of Theorem 9 lead to THEOREM 10. The products (a), (b'), (c') lead to generators When we consider a right ideal r that defines the symmetry class of a product T 1 ⊗ T 2 of tensors of order r 1 , r 2 , then we can determine information about the decomposition of r into minimal right ideals by means of Littlewood-Richardson products (see [20, 14, 6, 8, 10] ). Let r 1 , r 2 be the right ideals defining the symmetry classes of T 1 , T 2 . We consider the left ideals l i := r * i representation spaces of subrepresentations α i of the natural representation of S r i . Then we have r = l * where the left ideal l is the representation space of the Littlewood-Richardson product α 1 α 2 := (α 1 # α 2 ) ↑ S r 1 +r 2 . ('#' denotes the outer tensor product and '↑' the forming of the induced representation.)
For the tensor products (4), (5) we have to calculate the following LittlewoodRichardson products by means of the Littlewood-Richardson rule 1 :
Only the products
for R ′ contain minimal right ideals that belong to the partitions (2 2) for R and (3 2) for R ′ . We will definitely obtain y * t (U ⊗ w) = 0 or y * t ′ (U ⊗ W ) = 0 if the ideal r or r ′ of W ⊗ w or U ⊗ W does not possesses a subideal belonging to (2 2) or (3 2), since then y * t ∈ a (2 2) , y * t ′ ∈ a ′ (3 2) but r ∩ a (2 2) = 0, r ′ ∩ a ′ (3 2) = 0.
A step of the proof of Theorem 10
Let us consider the example of expressions y * t ′ (U ⊗ S) and y * t ′ (U ⊗ A). To treat such expressions we form the following group ring elements of K[S 5 ]:
Formula (23) denotes the embedding of the group ring elements
The symmetry operator ξ ′ ν · ζ ′′ ǫ maps arbitrary product tensors T ′′′ ⊗ T ′′ to products U ⊗ S or U ⊗ A. Using our Mathematica package PERMS [7] we verified σ ν,ǫ = 0 ⇔ ν = 
yields the coefficients for a linear identity
fulfilled by the coordinates of all T ∈ T r .
For our tensors U the rank of the equation system (24) is equal to dim r = 2. The columns of (24) are numbered by the permutations p ∈ S 3 . Now we determine identities (25) for U by the following procedure. We form the system (24) from the idempotent ξ ν by the determination of a basis 1 from the generating set {p · ξ * ν | p ∈ S 3 } of l = r * . Then for every subset P = {p 1 , p 2 } ⊂ S 3 we check the determinant ∆ P of the corresponding (2 × 2)-submatrix of (24). If ∆ P = 0, then we determine identities (25) of the special form
For instance, the set P = { [1, 2, 3] , [1, 3, 2] } leads to the determinant ∆ P (ν) = Now let us consider the coordinates 1 24 (y * t ′ (U ⊗ S)) ijklr of generators for R ′ . If we use (27) to express all coordinates of U by U ijk and U ikj we obtain the following sum of 16 terms.
This sum has the structure
where P P q (ν) and Q P q (ν) are polynomials. If we determine the set N P of all roots ν = 1 2 of the P P q (ν), for which ∆ P (ν) = 0, and set the ν ∈ N P into (28), the length of (28) will decrease.
We determine the minimal length of (28) by this procedure for y * t (U ⊗ w), y * t ′ (U ⊗ S), y * t ′ (U ⊗ A) and for every of the 15 identity systems of type (27) in the case ν = ∞. Table 1 shows the results for y * t ′ (U ⊗ S), y * t ′ (U ⊗ A). (In the column for P = {p 1 , p 2 } the p i are denoted by their numbers in the lexicographically ordered S 3 .) Furthermore we calculate the lengths of (28) for the 15 systems (27) in the case ν = ∞. Altogether, the number of calculations comes to (3 generator types)× (2 ν-cases)× (15 systems (27)) = 75. We obtain (see [12, 13] The computer calculations were carried out by means of the Mathematica packages Ricci [19] and PERMS [7] . Notebooks of the calculations are available on the web page [4] . It is very remarkable that U admits an index commutation symmetry if the coordinates of y * t (U ⊗ w), y * t ′ (U ⊗ S), y * t ′ (U ⊗ A) have the minimal lengths of case (b) in Theorem 12 (see [12, 13] ). 
