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C2,α regularities and estimates for nonlinear elliptic and
parabolic equations in geometry∗
Jianchun Chu
Abstract
We give sharp C2,α estimates for solutions of some fully nonlinear elliptic and parabolic
equations in complex geometry and almost complex geometry, assuming a bound on the Laplacian
of the solution. We also prove the analogous results to complex Monge-Ampère equations with
conical singularities. As an application, we obtain a local estimate for Calabi-Yau equation in
almost complex geometry. We also improve the C2,α regularities and estimates for viscosity
solutions to some uniformly elliptic and parabolic equations. All our results are optimal regarding
the Hölder exponent.
1 Introduction
Fully nonlinear elliptic and parabolic equations have natural connections with problems in geometry.
And Schauder estimates for solutions to these equations with Cα right hand side are of considerable
interest. Recently, Tosatti-Wang-Weinkove-Yang established C2,α estimates for solutions of some
nonlinear elliptic equations in complex geometry, assuming a bound on the Laplacian of the solution.
In this paper, we improve their result. On the basis of their work, we can lift α to γ0 = min(α0, β0)
(we explain α0 and β0 later), which is the optimal Hölder exponent. For the reader’s convenience, most
of our notations are the same with [21].
Let (M,J, ω) be a compact Hermitian manifold. Suppose u ∈ C2(M) is a real-valued function
which satisfies
‖u‖L∞(M) ≤ K and ∆u ≤ K,
where
∆u =
n
√−1∂∂¯u ∧ ωn−1
ωn
.
We assume that ψ ∈ Cα0(M) and χ is a real (1, 1) form with coefficients in Cβ0(M), where α0, β0 ∈
(0, 1). We point out that ψ and χ may depend on u.
The partial differential equations discussed in this paper include complex Monge-Ampère equa-
tion, complex Hessian equations, complex σn/σk equations, Monge-Ampère equation for (n − 1)-
plurisubharmonic equations, (n − 1)-plurisubharmonic version of the complex Hessian and σn/σk
equations and almost complex versions of all of the above. Let us recall some results about these
equations (for more details, see Section 1 of [21], which is a good survey of these equations). Since
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all these equations (including ψ and χ) can be found in Section 1 of [21], we do not list them in the
following.
We discuss the complex Monge-Ampère equation first. When χ is a fixed Kähler metric, the
existence of solution was proved in the famous work of Yau [33]. In [33], Yau used Calabi’s estimate
[3] to establish the C2,α estimate, which depends on third derivatives of ψ. In [16], Siu used the
Evans-Krylov approach to get the C2,α estimate which depends on second derivatives of ψ (also
[27]). In [19], Tian presented a new proof of the C2,α estimate (for real and complex Monge-Ampère
equations), which not only weakens the regularity assumptions on ψ but also can be applied to more
general nonlinear elliptic systems. His C2,α estimate depends on the Hölder norm of ψ and lower
bound of ∆ψ. Recently, Tian [20] extended his method to the conic case. In [8], Dinew-Zhang-Zhang
use a new method to establish the C2,α estimate depending on the Hölder bound of ψ and the bound
for the real Hessian of u. And their estimate is optimal according to the Hölder exponent. A C2,α
estimate depending on the Hölder bound of ψ and the bound of ∆u was given by Wang [29], and also
Chen-Wang [4].
When χ is just a Hermitian metric, the existence of solution was proved by Cherrier [5] for n = 2
(and with other hypotheses when n > 2) and by Tosatti-Weinkove [23] for any dimensions. In [5],
Cherrier established the C2,α estimate by using Calabi’s estimate. In [10], Guan-Li got the estimate
for the real Hessian of u by maximum principle first, then they proved the C2,α estimate by Evans-
Krylov theory. In [22], Tosatti-Weinkove obtained the C2,α estimate via a similar approach given in
[16]. All these estimates depend on at least second derivatives of ψ.
For the complex Hessian equations with χ = ω Kähler, the existence of solution was proved by
Dinew-Kołodziej [7]. The C2,α estimate was established by applying Evans-Krylov theory, which
depends on second derivatives of ψ.
The complex σn/σk equations can be regarded as generalizations of the complex Hessian equa-
tions. When k = n−1 and χ is a fixed Kähler metric, Song-Weinkove [17] obtained the necessary and
sufficient conditions for the existence of solution via a parabolic method (see [30, 31]). Fang-Lai-Ma
[9] got the analogous result for general k. When χ is just a Hermitian metric, The complex σn/σk
equations were solved by Sun [18] (see also [11, 13]). Note that the C2,α estimate in [18] depends on
second derivatives of ψ.
For the Monge-Ampère equation for (n − 1)-plurisubharmonic equations, Tosatti-Weinkove [24]
proved the existence of solution when χ is a fixed Hermitian metric and ω is a Kähler metric. And they
solved the case of ω Hermitian in [25] recently. The C2,α estimates in these cases were established in
[24, 25] by Evans-Krylov approach, which depends on second derivatives of ψ.
As far as we know, the (n − 1)-plurisubharmonic version of the complex Hessian and σn/σk
equations have not been investigated up to now. And there is almost not existing result in the literature.
For almost complex versions of all of the above equations, Harvey-Lawson [12] and Plis´ [15]
solved the Dirichlet problem of the almost complex Monge-Ampère equation. In [6], Delanoë studied
a related but different equation in the almost complex case. Calabi-Yau equation can be transformed
into the almost complex Monge-Ampère equation locally. For this equation, Evans-Krylov results
were proved in Tosatti-Weinkove-Yau [26] and Weinkove [32].
In this paper, we prove
Theorem 1.1. Suppose that u ∈ C2(M) satisfies one of the equations above. Then we have u ∈
C2,γ0(M) and the following estimate
‖u‖C2,γ0 (M) ≤ C,
2
where γ0 = min(α0, β0) and C depends only on n, α0, β0, (M,J, ω), K , ‖ψ‖Cα0 (M) and ‖χ‖Cβ0 (M).
In [21], Tosatti-Wang-Weinkove-Yang proved a similar result. They got C2,α regularity and es-
timate of the solution u, where α depends on the same background data in Theorem 1.1. However,
α is probably very small. Our result is optimal regarding the Hölder exponent. That is, under the
assumptions of Theorem 1.1, for any α˜ ∈ (γ0, 1), there exist χ and ψ such that the equations above
do not admit any C2,α˜ solutions.
Next, we consider the complex Monge-Ampère equations with conical singularities. Let (B0(1), ωβ)
be the singular space, where 0 < β < 1 and ωβ is the model cone metric
ωβ =
√−1 β
2
|z|2−2β dz ∧ dz¯ +
√−1
n∑
k=2
dzk ∧ dz¯k,
where (z, z2, · · ·, zn) is the standard coordinates of B0(1) ⊂ Cn.
Our result is as follows.
Theorem 1.2. Let α0 ∈ (0,min( 1β − 1, 1)) be a constant. Suppose φ is a plurisubharmonic function
in C2,γ,β(B0(1)) for any γ ∈ (0, α0). Suppose
detφij¯ = e
f and
1
K
ωβ ≤
√−1∂∂¯φ ≤ Kωβ over B0(1)\{0} × Cn−1
for some K > 1, where f ∈ Cα0,β(B0(1)). Then we have φ ∈ C2,α0,β(B0(12 )) and the following
estimate
[
√−1∂∂¯φ]Cα0,β(B0( 12 )) ≤ C,
where C depends only on n, α0, β, K , ‖φ‖L∞(B0(1)) and ‖f‖Cα0,β(B0(1)).
I will explain the notations Cα,β and C2,α,β in Section 3.
In [4], Chen-Wang proved a analogous estimate. But our result is optimal regarding the Hölder
exponent, which is similar to Theorem 1.1.
The paper is organized as follows. In Section 2 and Section 3 we prove Theorem 1.1 and Theorem
1.2 respectively. In Section 4 and Section 5 we describe how to generalize our results on more general
elliptic and parabolic equations respectively. In Section 6 we give an application of Theorem 1.1 on
Calabi-Yau equation. Finally, in Section 7 we recall some basic results which are crucial to our proof
of Theorem 1.1.
Acknowledgments The author would like to thank his advisor Gang Tian for constant encouragement
and several useful comments on an earlier version of this paper. The author would also like to thank
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2 The proof of Theorem 1.1
In this section, we prove Theorem 1.1. As we can see, Theorem 1.2 in [21] is very important in the
proof of Theorem 1.1. For the reader’s convenience, we state it first.
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We shall use the following notations. IfM = (mij) is a real matrix, we write ‖M‖ = (
∑
i,jm
2
ij)
1
2 .
If M = (mij) is a complex matrix, we write ‖M‖ = (
∑
i,j |mij|2)
1
2 .
Let Sym(2n) be the space of symmetric 2n×2nmatrices with real entries. We consider equation
of the form
F
(
S(x) + T (D2u(x), x), x
)
= f(x) in B0(1),
where f ∈ Cα0(B0(1)) and
F : Sym(2n)×B0(1) → R;
S : B0(1)→ Sym(2n);
T : Sym(2n)×B0(1) → Sym(2n).
We assume that there exists a compact convex set E ⊂ Sym(2n), positive constants λ, Λ, K and
β0 ∈ (0, 1) such that the following hold.
H1: F is of class C1 in U ×B0(1) where U is a neighborhood of E and
(1) F is uniformly elliptic in E :
λ|ξ|2 ≤ Fij(M,x)ξiξj ≤ Λ|ξ|2,
for all M ∈ E , x ∈ B0(1) and ξ ∈ R2n, where Fij(M,x) = ∂F∂mij (M,x) and mij are the
components of the matrix M .
(2) F is concave in E :
F (
A+B
2
, x) ≥ 1
2
F (A, x) +
1
2
F (B,x),
for all A,B ∈ E and x ∈ B0(1).
(3) F has the following uniform Hölder bound in x:
|F (N,x) − F (N, y)| ≤ K|x− y|β0 and |F (N, 0)| ≤ K,
for all N ∈ E and x, y ∈ B0(1).
H2: The map T : Sym(2n)×B0(1) → Sym(2n) satisfies the following conditions:
(1) For all x, y ∈ B0(1) and all N ∈ Sym(2n),
‖T (N,x)− T (N, y)‖
‖N‖+ 1 ≤ K|x− y|
β0 .
(2) For each fixed x ∈ B0(1), the map M 7→ T (M,x) is linear on Sym(2n). For convenience,
we assume Tij(M,x) = Tij,kl(x)mkl.
(3) For all P ≥ 0 and x ∈ B0(1),
T (P, x) ≥ 0 and K−1‖P‖ ≤ ‖T (P, x)‖ ≤ K‖P‖.
H3: S : B0(1)→ Sym(2n) has a uniform Cβ0 bound:
‖S(x)− S(y)‖ ≤ K|x− y|β0 and ‖S(0)‖ ≤ K,
for all x, y ∈ B0(1).
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The following Theorem is Theorem 1.2 in [21].
Theorem 2.1 (Tosatti-Wang-Weinkove-Yang [21]). With the assumption above, suppose that u ∈
C2(B0(1)) solves
F
(
S(x) + T (D2u(x), x), x
)
= f(x) in B0(1),
and satisfies
S(x) + T (D2u(x), x) ∈ E , ∀ x ∈ B0(1).
Then u ∈ C2,α(B0(12 )) and
‖u‖C2,α(B0( 12 )) ≤ C,
where α and C depends only on α0, K , n, Λ, λ, β0, ‖f‖Cα0 (B0(1)) and ‖u‖L∞(B0(1)).
In order to prove Theorem 1.1, we introduce the following PDE theorem.
Theorem 2.2. With the assumption above, suppose that u ∈ C2(B0(1)) solves
F
(
S(x) + T (D2u(x), x), x
)
= f(x) in B0(1),
and satisfies
S(x) + T (D2u(x), x) ∈ E , ∀ x ∈ B0(1).
Then u ∈ C2,γ0(B0(12)) and
‖u‖C2,γ0 (B0( 12 )) ≤ C,
where γ0 = min(α0, β0) and C depends only on α0, K , n, Λ, λ, β0, ‖f‖Cα0 (B0(1)), ‖u‖L∞(B0(1)) and
the moduli of continuity of Fij .
As we can see, Theorem 2.2 and Theorem 2.1 are similar. Indeed, their assumptions are the same.
However, our results are different. In Theorem 2.1, Tosatti-Wang-Weinkove-Yang [21] proved the
existence of α. In our paper, we obtain the C2,γ0 regularity and estimate of the solution, which is
optimal regarding the Hölder exponent.
In the Section 2 of [21], Tosatti-Wang-Weinkove-Yang described how to apply Theorem 2.1 to
obtain the C2,α regularity and estimate of the solution. Since Theorem 2.2 and Theorem 2.1 have the
same assumptions, we can use Theorem 2.2 to prove Theorem 1.1 by the same argument. Compared
with Theorem 2.1, the constant C in Theorem 2.2 need to depend on the moduli of continuity of Fij .
But we still can use Theorem 2.2 to prove Theorem 1.1 by the same method in [21]. Because the
moduli of continuity of Fij depends only on n, (M,J, ω), K and ‖ψ‖L∞,M in all equations we refer
in Section 1 (see Section 2 of [21]). Therefore, it suffices to prove Theorem 2.2.
In fact, Theorem 2.1 plays an important role in our argument. In order to control second derivatives
of u, we need to use Theorem 2.1 to get C2,α estimate first (maybe α is very small), then we can lift
α to γ0 = min(α0, β0).
By Theorem 2.1, we have the estimate of D2u, which implies
−LI2n ≤ D2u(x) ≤ LI2n ∀x ∈ B0(3
4
),
where L depends only on α0, K , n, Λ, λ, β0, ‖f‖Cα0 (B0(1)) and ‖u‖L∞(B0(1)). Let P [−L,L] be the
space of matrices with eigenvalues lying in the interval [−L,L]. For any H ∈ P [−L,L] ∩ E and
q ∈ B0(1), we define
ΨH,q(M,x) = F (S(x) + T (M,x), x) − akl(H, q)mkl,
where akl(H, q) = Fij (S(q) + T (H, q), q) Tij,kl(q), then we have the following lemmas.
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Lemma 2.3. Under the assumptions of Theorem 2.2, we have
K−1λI2n ≤ (aij(H, q)) ≤
√
2nKΛI2n,
for all H ∈ E and q ∈ B0(1).
Proof. For any B = (bij) ≥ 0, we have T (B, q) ≥ 0 by H2 (3). By uniformly ellipicity, we obtain
λI2n ≤ Fij (S(H) + T (H, q), q) ≤ ΛI2n.
It then follows that
λ‖T (B, q)‖ ≤ Fij (S(q) + T (H, q), q)Tij(B, q) ≤
√
2nΛ‖T (B, q)‖,
which implies
K−1λ‖B‖ ≤ akl(H, q)bkl ≤
√
2nKΛ‖B‖,
where we use H2 (3) again. Since B is arbitrary, we complete the proof.
Lemma 2.4. Under the assumptions of Theorem 2.2, we have u ∈ C2,γ(B0(34 )) for any γ ∈ (0, γ0).
Proof. For any unit vector e and h ∈ (0, 12), we have
F
(
S(x+ he) + T (D2u(x+ he), x + he), x+ he
)
= f(x+ he) in B0(
1
3
). (2.1)
It is clear that
F
(
S(x) + T (D2u(x), x), x
)
= f(x) in B0(
1
3
). (2.2)
Combining (2.1) and (2.2), we obtain
a˜ij(x, h, e)Tij,kl(x+ he)
ukl(x+ he)− ukl(x)
hγ0
=− F
(
S(x) + T (D2u(x), x), x + he
)− F (S(x) + T (D2u(x), x), x)
hγ0
+
f(x+ he)− f(x)
hγ0
− a˜ij(x, h, e)Sij(x+ he) − Sij(x)
hγ0
− a˜ij(x, h, e)Tij(D
2u(x), x+ he)− Tij(D2u(x), x)
hγ0
,
(2.3)
where
a˜ij(x, h, e) =
∫ 1
0
Fij
(
tS(x+ he) + (1− t)S(x) + tT (D2u(x+ he), x + he)
+ (1− t)T (D2u(x), x) , x+ he)dt.
We denote by ˜˜f(x, h, e) the right hand side in (2.3). It then follows that
˜˜akl(x, h, e)(D
h,γ0
e u)kl(x) =
˜˜
f(x, h, e) in B0(
1
3
), (2.4)
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where
˜˜akl(x, h, e) = a˜ij(x, h, e)Tij,kl(x+ he) and D
h,γ0
e u(x) =
u(x+ he)− u(x)
hγ0
.
By the assumptions of F , S and T , we find that (2.4) is a uniformly elliptic partial differential equation.
By Lp estimates, we have
‖Dh,γ0e u‖W 2,p(B0( 14 )) ≤ C,
for any 1 < p < ∞, where C depends only on n, p, ‖Dh,γ0e u‖Lp(B0( 13 )), ‖
˜˜
f‖Lp(B0( 13 )), the positive
lower and upper bounds on the eigenvalues of (˜˜akl) and the moduli of continuity of the coefficients ˜˜akl.
And we can check that all these data are independent of h and e. Thus, the constant C is independent
of h and e (C maybe depends on u). By Theorem 7.1, we obtain u ∈ C2,γ(B0(16 )) for any γ ∈ (0, γ0).
Then, the desired result follows from a simple covering argument.
Lemma 2.5. For any ε > 0, there exists a positive number δ depending only on ε, n, Λ, K , L, β0 and
the moduli of continuity of Fij , with the following property. For any H,N, N˜ ∈ P [−L,L] ∩ E and
q, x, y ∈ B0(34), if
‖N −H‖+ ‖N˜ −H‖+ |x− q|+ |y − q| < δ,
then we have
|ΨH,q(N,x)−ΨH,q(N˜ , y)| ≤ ε‖N − N˜‖+K(1 + 4nΛ+ 2nΛL)|x− y|β0 .
Proof. By the definition of Ψ, we compute
|ΨH,q(N,x)−ΨH,q(N, y)|
= |F (S(x) + T (N,x), x) − F (S(y) + T (N, y), y) |
≤ |F (S(x) + T (N,x), x) − F (S(x) + T (N,x), y) |
+|F (S(x) + T (N,x), y) − F (S(y) + T (N, y), y) |
≤K|x− y|β0 + 2nΛ‖S(x) + T (N,x)− S(y)− T (N, y)‖
≤K(1 + 4nΛ+ 2nΛL)|x− y|β0 .
(2.5)
where we use H1 (1), (3) in the second-to-last line and H2 (1), H3 in the last line. By direct calculation,
it is clear that
|ΨH,q(N, y)−ΨH,q(N˜ , y)|
≤ |(ΨH,q)ij(N¯ , y)| · |Nij − N˜ij|
≤ |aij(N¯ , y)− aij(H, q)| · |Nij − N˜ij |,
(2.6)
where in the second line we use the mean value theorem and N¯ is on the segment with endpoints N
and N˜ . For any ε > 0, there exists a constant δ depending only on ε and the moduli of continuity of
aij with the following property. Suppose
‖N¯ −H‖+ |y − q| < δ,
then we have
|aij(N¯ , y)− aij(H, q)| < ε.
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By the assumptions of F , S and T , we can check that the moduli of continuity of aij depends on n,
Λ, K , L, β0 and the moduli of continuity of Fij . Therefore, there exists a constant δ depending only
on n, Λ, K , L, β0 and the moduli of continuity of Fij such that, if
‖N −H‖+ ‖N˜ −H‖+ |x− q|+ |y − q| < δ,
then we have
|ΨH,q(N,x)−ΨH,q(N˜ , y)| ≤ |ΨH,q(N,x)−ΨH,q(N, y)| + |ΨH,q(N, y)−ΨH,q(N˜ , y)|
≤ ε‖N − N˜‖+K(1 + 4nΛ+ 2nΛL)|x− y|β0 ,
where we use (2.5) and (2.6) in the second line.
Lemma 2.6. Under the assumptions of Theorem 2.2, there exists a positive number r such that for
any Bq(r) ⊂ B0(34), we have the following estimate
[D2u]Cγ0 (Bq( r2 )) ≤ C,
where r and C depend only on α0, K , n, Λ, λ, β0, ‖f‖Cα0 (B0(1)), ‖u‖L∞(B0(1)) and the moduli of
continuity of Fij .
Proof. By Theorem 2.1, we have
‖u‖C2,α(B0( 34 )) ≤ C1,
where α and C1 depend on α0, K , n, Λ, λ, β0, ‖f‖Cα0 (B0(1)) and ‖u‖L∞(B0(1)). For any Bq(r) ⊂
B0(
3
4 ), it is clear that
sup
x,y∈Bq(r)
‖D2u(x)−D2u(y)‖ ≤ 2αrα[D2u]Cα(B0( 34 )). (2.7)
By (2.7) and Lemma 2.5, for any ε > 0, we can choose r sufficiently small such that for all x, y ∈
Bq(r), we have
‖D2u(x)−D2u(q)‖ + ‖D2u(y)−D2u(q)‖+ |x− q|+ |y − q| < δ,
which implies
|ΨD2u(q),q(D2u(x), x)−ΨD2u(q),q(D2u(y), y)| ≤ ε‖D2u(x)−D2u(y)‖+ L0|x− y|β0 ,
where L0 = K(1 + 4nΛ+ 2nΛL). It then follows that
|f(x)− f(y)− aij(D2u(q), q)(uij(x)− uij(y))| ≤ ε‖D2u(x)−D2u(y)‖+ L0|x− y|β0 . (2.8)
By Lemma 2.4, we have u ∈ C2,γ(B0(34)) for any γ ∈ (0, γ0). Thus, (2.8) implies that
[aij(D
2u(q), q)uij ]
(2)
Cγ(Bq(r))
≤ ε[D2u](2)
Cγ (Bq(r))
+ [f ]
(2)
Cγ(Bq(r))
+ 2K(1 + 4nΛ + 2nΛL). (2.9)
By Lemma 2.3 and the Schauder estimate, we obtain
[D2u]
(2)
Cγ(Bq(r))
≤ Cγ
(
[aij(D
2u(q), q)uij ]
(2)
Cγ(Bq(r))
+ ‖u‖L∞(Bq(r))
)
, (2.10)
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where Cγ depends only on n, γ, K−1λ and
√
2nKΛ. Combining (2.9) and (2.10), we have
[D2u]
(2)
Cγ(Bq(r))
≤ Cγε[D2u](2)Cγ(Bq(r)) + Cγ [f ]
(2)
Cγ(Bq(r))
+ 2KCγ(1 + 4nΛ+ 2nΛL) + Cγ‖u‖L∞(Bq(r)).
Taking ε = 12Cγ , we can obtain
[D2u]
(2)
Cγ(Bq(r))
≤ 2Cγ [f ](2)Cγ(Bq(r)) + 4KCγ(1 + 4nΛ+ 2nΛL) + 2Cγ‖u‖L∞(Bq(r)). (2.11)
It is clear that r depends on ε and ε depends on γ. Thus, we use εγ to denote ε and rγ to denote r.
Since Cγ is the constant in the Schauder estimate and γ0 ∈ (0, 1), we have
lim
γ→γ0
Cγ = Cγ0 <∞,
which implies
lim
γ→γ0
εγ = εγ0 > 0 and lim
γ→γ0
rγ = rγ0 > 0.
For convenience, we still use r to denote the limit rγ0 in the following. Then by letting γ → γ0 in
(2.11), we get
[D2u]
(2)
Cγ0 (Bq(r))
≤ 2Cγ0 [f ](2)Cγ0 (Bq(r)) + 4KCγ0(1 + 4nΛ + 2nΛL) + 2Cγ0‖u‖L∞(Bq(r)),
which implies u ∈ C2,γ0(Bq( r2 )) and
[D2u]Cγ0 (Bq( r2 )) ≤ C,
where r and C depend only on α0, K , n, Λ, λ, β0, ‖f‖Cα0 (B0(1)), ‖u‖L∞(B0(1)) and the moduli of
continuity of Fij .
Proof of Theorem 2.2. We now take any x, y ∈ B0(12 ). Let q = (x+ y)/2 and r be the constant that
we obtain from Lemma 2.6. If |x− y| < r, we have
|D2u(x)−D2u(y)|
|x− y|γ0 ≤ [D
2u]Cγ0 (Bq( r2 )).
If |x− y| ≥ r, then
|D2u(x)−D2u(y)|
|x− y|γ0 ≤ 2r
−γ0‖D2u‖L∞(Bq( r2 )).
Hence, by Lemma 2.6 and interpolation inequalities, we complete the proof.
3 The proof of Theorem 1.2
For the reader’s convenience, let us recall some definitions of cone metric. We consider the model
cone metric on B0(1) ⊂ Cn
ωβ =
√−1 β
2
|z|2−2β dz ∧ dz¯ +
√−1
n∑
k=2
dzk ∧ dz¯k,
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where (z, z2, · · ·, zn) is the standard coordinates of B0(1) ⊂ Cn.
Let ξ = |z|β−1z. For any function f(z, z2, · · ·, zn) on B0(1), we let
f˜(ξ, z2, · · ·, zn) = f(z, z2, · · ·, zn).
We write
Cα,β = {f ∈ L∞|f˜ ∈ Cα}
and
Cα,β0 = {f ∈ Cα,β|f(0, z2, · · ·, zn) = 0}.
A (1,0)-form τ is said to be of class Cα,β if
τ
(
∂
∂zk
)
∈ Cα,β and |z|1−βτ
(
∂
∂z
)
∈ Cα,β0 k = 2, · · ·, n.
A (1,1)-form σ is said to be of class Cα,β if
σ
(
∂
∂zk
,
∂
∂z¯l
)
∈ Cα,β, |z|1−βσ
(
∂
∂zk
,
∂
∂z¯
)
∈ Cα,β0 , |z|1−βσ
(
∂
∂z
,
∂
∂z¯l
)
∈ Cα,β0
and
|z|2−2βσ
(
∂
∂z
,
∂
∂z¯
)
∈ Cα,β k, l = 2, · · ·, n.
We write
C2,α,β = {f ∈ C2(B0(1) \D)|f, ∂f, ∂∂¯f are of class C2,α,β},
where D = {(z, z2, · · ·, zn) ∈ Cn|z = 0}. For more details of cone metric, see Section 2 of [1]. Now,
let us prove Theorem 1.2. First, We have the following proposition.
Proposition 3.1. Let ωC = CωβC¯T (C is a constant matrix in Cn×n) and λωβ ≤ ωC ≤ Λωβ . Let
α0 ∈ (0,min( 1β −1, 1)) be a constant. There exist a positive number δC and CC , both depending only
on λ, Λ, n, β and α0, with the following property. Suppose φ ∈ C2,γ,β(B0(1)) for any γ ∈ (0, α0),√−1∂∂¯φ is a conical Kähler metric and f ∈ Cα0,β(B0(1)). Suppose
detφij¯ = e
f and
ωC
1 + δC
≤ √−1∂∂¯φ ≤ (1 + δC)ωC over B0(1)\{0} × Cn−1,
then we have φ ∈ C2,α0,β(B0(12 )) and the following estimate
[
√−1∂∂¯φ]Cα0,β(B0( 12 )) ≤ CC
(
[ef ]Cα0,β(B0(1)) + ‖φ‖L∞(B0(1))
)
.
Given this proposition, we can prove Theorem 1.2 by the same argument in the proof of Theorem
1.1. Therefore, it suffices to prove Proposition 3.1. In fact, the proof of Proposition 3.1 is very similar
to the proof of Proposition 5.2 in [4]. For the reader’s convenience, we give a proof here.
First, for any positive definite matrix G such that
λIn ≤ G ≤ ΛIn,
we define a function of matrix
FG(M) = detM − detG · tr(G−1M).
Then we have the following lemma.
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Lemma 3.2. For any ε > 0, there exists a positive number δ depending only on ε, n, λ and Λ, with
the following property. If we have
‖M −G‖+ ‖M˜ −G‖ < δ,
then
|FG(M)− FG(M˜)| ≤ ε‖M − M˜‖.
Proof. First, we observe that dFI(I) = 0. Thus, for any ε > 0, there exists a positive number
δI = δI(ε, n) with the following property. If we have
‖N − I‖+ ‖N˜ − I‖ < δI ,
then
|FI(N)− FI(N˜)| ≤ ε‖N − N˜‖. (3.1)
Let δ = λδI√
n
. Hence, if
‖M −G‖+ ‖M˜ −G‖ < δ,
then
‖G−1M − I‖+ ‖G−1M˜ − I‖ ≤ ‖G−1‖δ ≤ δI .
By (3.1), we obtain
|FG(M)− FG(M˜)| = (detG)|FI(G−1M)− FI(G−1M)|
≤ εΛn‖G−1(M − M˜)‖
≤
√
nεΛn
λ
‖M − M˜‖.
We complete the proof.
Proof of Proposition 3.1. We compute under the singular coordinates. By Lemma 3.2, for any ε > 0,
there exists a constant δC depending on ε with the following property. When
(1− δC)CC¯T ≤
√−1∂∂¯φ ≤ (1 + δC)CC¯T ,
we have
|FCC¯T (
√−1∂∂¯φ(x))− FCC¯T (
√−1∂∂¯φ(y))| ≤ ε‖√−1∂∂¯φ(x)−√−1∂∂¯φ(y)‖,
which implies
[det(
√−1∂∂¯φ)− (det(CC¯T ))∆CC¯T φ](2)Cγ,β(B0(1)) ≤ ε[
√−1∂∂¯φ](2)
Cγ,β(B0(1))
.
Since det(
√−1∂∂¯φ) = ef , we deduce that
[(det(CC¯T ))∆CC¯T φ]
(2)
Cγ,β (B0(1))
≤ ε[√−1∂∂¯φ](2)
Cγ,β (B0(1))
+ [ef ]
(2)
Cγ,β(B0(1))
. (3.2)
By the conic Schauder estimate, we obtain
[
√−1∂∂¯φ](2)
Cγ,β (B0(1))
≤ Cγ
(
[(det(CC¯T ))∆CC¯T φ]
(2)
Cγ,β(B0(1))
+ ‖φ‖L∞(B0(1))
)
. (3.3)
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Combining (3.2) and (3.3), we can get
[
√−1∂∂¯φ](2)
Cγ,β (B0(1))
≤ Cγε[
√−1∂∂¯φ](2)
Cγ,β(B0(1))
+ Cγ [e
f ]
(2)
Cγ,β (B0(1))
+ Cγ‖φ‖L∞(B0(1)),
where Cγ depends only on λ, Λ, n, γ and β. Taking ε = 12Cγ , it is clear that
[
√−1∂∂¯φ](2)
Cγ,β(B0(1))
≤ 2Cγ [ef ](2)Cγ,β(B0(1)) + 2Cγ‖φ‖L∞(B0(1)). (3.4)
We know that δC depends on ε and ε depends on γ. Thus, we use εγ to denote ε and δγ to denote δC .
Since Cγ is the constant in the conic Schauder estimate and α0 ∈ (0,min( 1β − 1, 1)), we have
lim
γ→α0
Cγ = Cα0 <∞,
which implies
lim
γ→α0
εγ = εα0 > 0 and lim
γ→α0
δγ = δα0 > 0.
For convenience, we still use δC to denote the limit δα0 . Then by letting γ → α0 in (3.4), we get
[
√−1∂∂¯φ](2)
Cα0,β(B0(1))
≤ 2Cα0 [ef ](2)Cα0,β(B0(1)) + 2Cα0‖φ‖L∞(B0(1)),
which implies φ ∈ C2,α0,β(B0(12 )) and
[
√−1∂∂¯φ]Cα0,β(B0( 12 )) ≤ CC
(
[ef ]Cα0,β(B0(1)) + ‖φ‖L∞(B0(1))
)
.
4 More general elliptic equations
In this section, we consider more general elliptic equations. First of all, let us recall the definition 3.2
in [21] first.
Definition 4.1. Let Fn(λ,Λ,K, β0) be a family of functions Φ : Sym(n)×B0(1)→ R depending on
positive constants λ, Λ, K and β0 ∈ (0, 1). An element Φ ∈ Fn(λ,Λ,K, β0) satisfies the following
conditions:
• Fiberwise concavity. For each fixed x ∈ B0(1),
Φ
(
A+B
2
, x
)
≥ 1
2
Φ(A, x) +
1
2
Φ(B,x),
for all A,B ∈ Sym(n).
• Uniform Ellipticity. For all x ∈ B0(1) and all N,P ∈ Sym(n) with P ≥ 0 we have
λ‖P‖ ≤ Φ(N + P, x)− Φ(N,x) ≤ Λ‖P‖.
• Hölder bound in x. For all x, y ∈ B0(1) and all N ∈ Sym(n),
|Φ(N,x)− Φ(N, y)|
‖N‖+ 1 ≤ K|x− y|
β0 .
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Next, we recall the Evans-Krylov theorem for Φ ∈ Fn(λ,Λ,K, β0) (see [2, 21]).
Theorem 4.2. Assume that Φ ∈ Fn(λ,Λ,K, β0) and f ∈ Cα0(B0(1)). If u ∈ C0(B0(1)) is a
viscosity solution of the equation
Φ(D2u(x), x) = f(x) in B0(1).
Then u ∈ C2,α(B0(12 )) and
‖u‖C2,α(B0( 12 )) ≤ C,
where α and C depend only on K , α0, β0, n, λ, Λ, ‖f‖Cα0 (B0(1)), ‖u‖L∞(B0(1)) and Φ(0, 0).
The following Theorem is our result, which improves Theorem 4.2.
Theorem 4.3. Assume that Φ ∈ Fn(λ,Λ,K, β0) is of class C1 in its domain and f ∈ Cα0(B0(1)). If
u ∈ C0(B0(1)) is a viscosity solution of the equation
Φ(D2u(x), x) = f(x) in B0(1).
Then u ∈ C2,γ0(B0(12)) and
‖u‖C2,γ0 (B0( 12 )) ≤ C,
where γ0 = min(α0, β0) and C depends only on K , α0, β0, n, λ, Λ, ‖f‖Cα0 (B0(1)), ‖u‖L∞(B0(1)),
Φ(0, 0) and the moduli of continuity of Φij .
Compared with Theorem 4.2, our result is optimal regarding the Hölder exponent. And we can
prove u ∈ C2,γ0(B0(12 )) without using the condition that Φ is concave. However, we need Φ to be C1
in Theorem 4.3 and the constant C also depends on the moduli of continuity of Φij .
We give a sketch of Theorem 4.3. By Theorem 4.2, we have the estimate of D2u, which implies
−LI2n ≤ D2u(x) ≤ LI2n ∀x ∈ B0(3
4
),
where L depends only on α0, K , β0, n, λ, Λ, ‖f‖Cα0 (B0(1)), ‖u‖L∞(B0(1)) and Φ(0, 0). For any
H ∈ P [−L,L] and q ∈ B0(1), we define
GH,q(M,x) = Φ(M,x)− Φij(H, q)mij .
Since the proof of Theorem 4.3 is very similar to the proof of Theorem 2.2, it suffices to prove the
following lemmas. In fact, Lemma 4.4 and Lemma 4.5 are analogues of Lemma 2.5 and Lemma 2.6,
we can prove them by the same argument.
Lemma 4.4. For any ε > 0, there exists a positive number δ depending only on ε and the moduli of
continuity of Φij , with the following property. For any H,N, N˜ ∈ P [−L,L] and q, x, y ∈ B0(34), if
‖N −H‖+ ‖N˜ −H‖+ |x− q|+ |y − q| < δ,
then we have
|GH,q(N,x)−GH,q(N˜ , y)| ≤ ε‖N − N˜‖+K(L+ 1)|x− y|β0 .
Lemma 4.5. Under the assumptions of Theorem 4.3, there exists a positive number r such that for
any Bq(r) ⊂ B0(34), we have the following estimate
[D2u]Cγ0 (Bq( r2 )) ≤ C,
where r and C depend only on α0, K , β0, n, λ, Λ, ‖f‖Cα0 (B0(1)), ‖u‖L∞(B0(1)), Φ(0, 0) and the
moduli of continuity of Φij .
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5 Parabolic equations
In this section, we consider parabolic equations. Let us recall the standard conventions first. Let D
andDt represent the partial differentiation with respect to x-variables and t-variables respectively. Let
Q(x,t)(r) represent the domain Bx(r) × (t − r2, t]. A function u defined on Q(0,0)(1) is said to be
Ck,α with k being even if
‖u‖Ck,α,Q(0,0)(1) :=
∑
0≤i+2j≤k
‖DiDjtu‖L∞,Q(0,0)(1) + ‖Dku‖Cα,Q(0,0)(1) + ‖D
k
2
t u‖C α2 ,Q(0,0)(1) <∞.
By the same method (in Section 2 of [21]), we can use the parabolic version of Theorem 2.2
to establish the parabolic version of Theorem 1.1. Thus, we need to state the parabolic version of
Theorem 2.2.
We consider parabolic equation of the form
ut(x, t)− F
(
S(x, t) + T (D2u(x, t), x, t), x, t
)
= f(x, t) in Q(0,0)(1),
where f ∈ Cα0(Q(0,0)(1)) and
F : Sym(2n)×Q(0,0)(1)→ R;
S : Q(0,0)(1) → Sym(2n);
T : Sym(2n)×Q(0,0)(1) → Sym(2n).
We assume that there exists a compact convex set E ⊂ Sym(2n), positive constants λ, Λ, K and
β0 ∈ (0, 1) such that the following hold.
H1: F is of class C1 in U ×Q(0,0)(1) where U is a neighborhood of E and
(1) F is uniformly elliptic in E :
λ|ξ|2 ≤ Fij(M,x, t)ξiξj ≤ Λ|ξ|2,
for all M ∈ E , (x, t) ∈ Q(0,0)(1) and ξ ∈ R2n, where Fij(M,x, t) = ∂F∂mij (M,x, t).
(2) F is concave in E :
F (
A+B
2
, x, t) ≥ 1
2
F (A, x, t) +
1
2
F (B,x, t),
for all A,B ∈ E and (x, t) ∈ Q(0,0)(1).
(3) F has the following uniform Hölder bound in (x, t):
|F (N,x, tx)− F (N, y, ty)| ≤ K|x− y|β0 +K|tx − ty|
β0
2 and |F (N, 0, 0)| ≤ K,
for all N ∈ E and (x, tx), (y, ty) ∈ Q(0,0)(1).
H2: The map T : Sym(2n)×Q(0,0)(1)→ Sym(2n) satisfies the following conditions:
(1) For all (x, tx), (y, ty) ∈ Q(0,0)(1) and all N ∈ Sym(2n),
‖T (N,x, tx)− T (N, y, ty)‖
‖N‖+ 1 ≤ K|x− y|
β0 +K|tx − ty|
β0
2 .
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(2) For each fixed (x, t) ∈ Q(0,0)(1), the map M 7→ T (M,x, t) is linear on Sym(2n). For
convenience, we assume Tij(M,x, t) = Tij,kl(x, t)mkl.
(3) For all P ≥ 0 and (x, t) ∈ Q(0,0)(1),
T (P, x, t) ≥ 0 and K−1‖P‖ ≤ ‖T (P, x, t)‖ ≤ K‖P‖.
H3: S : Q(0,0)(1) → Sym(2n) has a uniform Cβ0 bound:
‖S(x, tx)− S(y, ty)‖ ≤ K|x− y|β0 +K|tx − ty|
β0
2 and ‖S(0, 0)‖ ≤ K,
for all (x, tx), (y, ty) ∈ Q(0,0)(1).
The following Theorem is the parabolic version of Theorem 2.2.
Theorem 5.1. With the assumption above, suppose that u ∈ C2(Q(0,0)(1)) solves
ut(x, t)− F
(
S(x, t) + T (D2u(x, t), x, t), x, t
)
= f(x, t) in Q(0,0)(1),
and satisfies
S(x, t) + T (D2u(x, t), x, t) ∈ E , ∀ (x, t) ∈ Q(0,0)(1).
Then u ∈ C2,γ0(Q(0,0)(12 )) and
‖u‖C2,γ0 (Q(0,0)( 12 )) ≤ C,
where γ0 = min(α0, β0) and C depends only on α0,K , n, Λ, λ, β0, ‖f‖Cα0 (Q(0,0)(1)), ‖u‖L∞(Q(0,0)(1))
and the moduli of continuity of Fij .
Next, let us consider more general uniformly parabolic equations. The following definition is the
parabolic version of definition 3.2 in [21].
Definition 5.2. LetFn(λ,Λ,K, β0) be a family of functions Φ : Sym(n)×Q(0,0)(1)→ R depending
on positive constants λ, Λ,K and β0 ∈ (0, 1). An element Φ ∈ Fn(λ,Λ,K, β0) satisfies the following
conditions:
• Fiberwise concavity. For each fixed x ∈ Q(0,0)(1),
Φ
(
A+B
2
, x, t
)
≥ 1
2
Φ(A, x, t) +
1
2
Φ(B,x, t),
for all A,B ∈ Sym(n).
• Uniform Ellipticity. For all x ∈ Q(0,0)(1) and all N,P ∈ Sym(n) with P ≥ 0 we have
λ‖P‖ ≤ Φ(N + P, x, t)− Φ(N,x, t) ≤ Λ‖P‖.
• Hölder bound in (x, t). For all (x, tx), (y, ty) ∈ Q(0,0)(1) and all N ∈ Sym(n),
|Φ(N,x, tx)− Φ(N, y, ty)|
‖N‖+ 1 ≤ K|x− y|
β0 +K|tx − ty|
β0
2 .
The following Theorem is the parabolic version of Theorem 4.3.
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Theorem 5.3. Assume that Φ ∈ Fn(λ,Λ,K, β0) is of class C1 in its domain and f ∈ Cα0(Q(0,0)(1)).
If u ∈ C0(Q(0,0)(1)) is a viscosity solution of the equation
ut(x, t)− Φ(D2u(x, t), x, t) = f(x, t) in Q(0,0)(1).
Then u ∈ C2,γ0(Q(0,0)(12 )) and
‖u‖C2,γ0 (Q(0,0)( 12 )) ≤ C,
where γ0 = min(α0, β0) and C depends only onK ,α0, β0, n, λ, Λ, ‖f‖Cα0 (Q(0,0)(1)), ‖u‖L∞(Q(0,0)(1)),
Φ(0, 0) and the moduli of continuity of Φij .
The regularities and estimates of solutions in Theorem 5.1 and Theorem 5.3 are optimal regarding
the Hölder exponent. Since the proofs of Theorem 5.1 and Theorem 5.3 are similar to their elliptic
versions, we omit them here. All the parabolic results we need in the proofs of Theorem 5.1 and
Theorem 5.3 (such as Schauder estimate, Lp estimate and so on) can be found in [14, 28].
6 An application of Theorem 1.1
In this section, we give an application of Theorem 1.1. Let (M,J,Ω) be a compact manifold of real
dimension 2n, where J is an almost complex structure and Ω is a symplectic form taming J . We can
define a Riemannian metric on M by
gΩ(X,Y ) =
1
2
(Ω(X,JY ) + Ω(Y, JX)) .
Our result is as follows.
Theorem 6.1. Let ω˜ ∈ [Ω] ∈ H2(M,R) be a symplectic form onM and let α0 ∈ (0, 1) be a constant.
Suppose ω˜ is compatible with J and solves the Calabi-Yau equation
ω˜n = σ, (6.1)
where σ is a smooth positive volume form on M . Suppose we have
trgΩgω˜ ≤ C0 in BR,
where BR is a geodesic gΩ-ball of radius R. Then we have the following estimate
‖gω˜‖Cα0 (BR
2
) ≤ C,
where C depends only on (M,J,Ω), R, α0, C0 and ‖σ‖Cα0 (BR).
As we can see, locally, (6.1) can be transformed into the almost complex Monge-Ampère equation
(see Section 5 of [21]). Then we can use Theorem 1.1 to obtain Theorem 6.1.
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7 Appendix
In this section, we recall some basic results which are crucial to our proof of Theorem 1.1. Let Ω be a
bounded connected open set in Rn and let v ∈ L1(Ω). For any ball Bx0(r) ⊂ Ω, we define
vx0,r =
1
|Bx0(r)|
∫
Bx0 (r)
v(x)dx.
For any unit vector e, h > 0 and α ∈ (0, 1), we define the α difference quotient in the direction e by
Dh,αe v(x) =
v(x+ he)− v(x)
hα
.
We have the following theorem.
Theorem 7.1. Let v ∈ Lp(Ω) for any p ∈ (2,∞) and let Ω′ ⊂⊂ Ω. Suppose Dh,αe v ∈ Lp(Ω′) for
some α ∈ (0, 1) satisfies
‖Dh,αe v‖Lp(Ω′) ≤M,
for any 0 < h < dist(Ω′, ∂Ω) and unit vector e, where M is a constant independent of h and e. Then
we have v ∈ Cγ(Ω′′) for any γ ∈ (0, α) and any Ω′′ ⊂⊂ Ω′. And we have the following estimate
‖v‖Cγ (Ω′′) ≤ C,
where C depends only on n, γ, M , dist(Ω′, ∂Ω), diam(Ω), dist(Ω′′, ∂Ω′) and ‖v‖L1(Ω′).
In order to prove Theorem 7.1, it suffices to prove the following lemmas.
Lemma 7.2. Under the assumptions of Theorem 7.1, for any Bx0(r) ⊂ Ω′, we have the following
estimate ∫
Bx0 (r)
|v(x) − vx0,r|2dx ≤ C (n, α, p, d0, diam(Ω))M2rn+2(α−
n
p
),
where d0 = dist(Ω′, ∂Ω).
Proof. For any ε ∈ (0, d0), we denote by vε the regularization of v, that is,
vε(x) = ε
−n
∫
Rn
v(y)ϕ(
x − y
ε
)dy =
∫
B0(1)
v(x+ εy)ϕ(y)dy,
for any x ∈ Ω′, where ϕ is a mollifier. For any Bx0(r) ⊂ Ω′, we compute
‖vε − v‖pLp(Bx0 (r)) =
∫
Bx0 (r)
∣∣∣∣∣
∫
B0(1)
(v(x+ εy)− v(x))ϕ(y)dy
∣∣∣∣∣
p
dx
≤ C(n, p)
∫
B0(1)
(∫
Bx0 (r)
|v(x+ εy)− v(x)|p ϕ(y)pdx
)
dy
≤ C(n, p)Mpεpα
∫
B0(1)
|y|pαϕ(y)pdy
≤ C(n, p)Mpεpα,
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which implies
‖vε − v‖Lp(Bx0 (r)) ≤ C(n, p)Mε
α. (7.1)
We then compute
‖Dvε‖pLp(Bx0 (r)) =
∫
Bx0 (r)
∣∣∣∣∣ε−1
∫
B0(1)
(v(x+ εy)− v(x))Dϕ(y)dy
∣∣∣∣∣
p
dx
≤ C(n, p)ε−p
∫
B0(1)
(∫
Bx0 (r)
|v(x+ εy)− v(x)|p |Dϕ(y)|pdx
)
dy
≤ C(n, p)Mpεp(α−1)
∫
B0(1)
|y|pα|Dϕ(y)|pdy
≤ C(n, p)Mpεp(α−1).
(7.2)
Combining (7.2) and the Poincaré inequality, we can get
‖vε − (vε)x0,r‖Lp(Bx0 (r)) ≤ C(n, p)r‖Dvε‖Lp(Bx0 (r))
≤ C(n, p)Mεα−1r. (7.3)
It is clear that
‖(vε)x0,r − vx0,r‖Lp(Bx0 (r)) ≤ C(n)r
n
p
−n
∫
Bx0 (r)
|vε(x)− v(x)|dx
≤ C(n)‖vε − v‖Lp(Bx0 (r))
≤ C(n, p)Mεα,
(7.4)
where we use (7.1) in the last line. Combining (7.1), (7.3) and (7.4), we obtain
‖v − vx0,r‖Lp(Bx0 (r))
≤ ‖v − vε‖Lp(Bx0 (r)) + ‖vε − (vε)x0,r‖Lp(Bx0 (r)) + ‖(vε)x0,r − vx0,r‖Lp(Bx0 (r))
≤ C(n, p)Mεα−1(ε+ r).
Since Bx0(r) ⊂ Ω′, we have r ≤ diam(Ω)2 , which implies
d0r
diam(Ω)
≤ d0
2
< d0.
Hence, taking ε = min(r, d0r
diam(Ω) ) ∈ (0, d0), it then follows that
‖v − vx0,r‖Lp(Bx0 (r)) ≤ C(n, α, p, d0, diam(Ω))Mr
α. (7.5)
By (7.5) and the Hölder inequality, we can get∫
Bx0(r)
|v(x) − vx0,r|2dx ≤ C(n)rn−
2n
p ‖v − vx0,r‖2Lp(Bx0 (r))
≤ C(n, α, p, d0, diam(Ω))M2rn+2(α−
n
p
).
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The next lemma is due to S. Campanato, which characterizes Hölder continuous functions by the
growth of their local integrals.
Lemma 7.3. Suppose v ∈ L1(Ω) satisfies∫
Bq(r)
|v(x) − vq,r|2dx ≤ N2rn+2α, (7.6)
for any Bq(r) ⊂ Ω, for some α ∈ (0, 1). Then v ∈ Cα(Ω) and we have the following estimate
‖v‖L∞(Ω′) ≤ C(n, α)
(
Ndα0 + d
−n
0 ‖v‖L1(Ω)
)
and
[v]Cα(Ω′) ≤ C(n, α)
(
N + d−n−α0 ‖v‖L1(Ω)
)
,
for any Ω′ ⊂⊂ Ω, where d0 = dist(Ω′, ∂Ω).
Proof. For any q ∈ Ω′ and 0 < r1 < r2 ≤ d0, it is clear that
|vq,r1 − vq,r2 |2 ≤
C(n)
rn1
∫
Bq(r1)
|v(x) − vq,r1 |2dx+
C(n)
rn1
∫
Bq(r2)
|v(x) − vq,r2 |2dx
≤ C(n)N2r−n1 (rn+2α1 + rn+2α2 ),
where we use (7.6) in the second line. For any 0 < r ≤ d0, taking r1 = r2 and r2 = r, we obtain
|vq,r − vq, r
2
| ≤ C(n, α)Nrα,
which implies {vq, r
2k
} is a Cauchy sequence. It then follows that
|vq,r − lim
k→∞
vq, r
2k
| ≤ C(n, α)Nrα. (7.7)
By the Lebesgue theorem, we have
lim
k→∞
vq, r
2k
= v(q) a.e.Ω′. (7.8)
Combining (7.7) and (7.8), we can get that {vq,r} converges uniformly to v(q) in Ω′. Since q 7→ vq,r
is continuous for any r > 0, v(q) is also continuous. And we obtain
|vq,r − v(q)| ≤ C(n, α)Nrα, (7.9)
for any q ∈ Ω′ and 0 < r ≤ d0. It then follows that
‖v‖L∞(Ω′) ≤ C(n, α)Ndα0 + sup
q∈Ω′
|vq,d0 |
≤ C(n, α) (Ndα0 + d−n0 ‖v‖L1(Ω)) . (7.10)
We now take any y1, y2 ∈ Ω′. If d = |y1 − y2| < d02 , then we have
|vy1,2d − vy2,2d|2 ≤
2
|By1(d)|
(∫
By1 (2d)
|v(x)− vy1,2d|2dx+
∫
By2 (2d)
|v(x)− vy2,2d|2dx
)
≤ C(n)N2d2α.
(7.11)
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Combining (7.9) and (7.11), we can obtain
|v(y1)− v(y2)| ≤ |v(y1)− vy1,2d|+ |vy1,2d − vy2,2d|+ |v(y2)− vy2,2d|
≤ C(n, α)N |y1 − y2|α.
(7.12)
If |y1 − y2| ≥ d02 , then we can get
|v(y1)− v(y2)| ≤ 2‖v‖L∞(Ω′)2αd−α0 |y1 − y2|α.
By (7.10), it is clear that
|v(y1)− v(y2)| ≤ C(n, α)
(
N + d−n−α0 ‖v‖L1(Ω)
) |y1 − y2|α. (7.13)
Therefore, combining (7.10), (7.12) and (7.13), we complete the proof.
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