INTRODUCTION
[2] The overall aim of this review paper is to summarize the direction and challenges of an area at the forefront of research: ionospheric imaging. This is the production of two-, three-, and four-dimensional images of the free electron density in the Earth's upper atmosphere.
[3] The ionosphere is the upper region of the Earth's atmosphere where a small but significant number of the neutral atoms are ionized, resulting in free electrons and ions (a plasma). The ionization levels in this near-Earth space plasma are controlled by solar extreme ultraviolet (EUV) radiation and particle precipitation. The dynamics of the neutral atmosphere plays a significant role in causing movement of the ionized particles by collisions with neutral atoms and molecules from the surrounding thermosphere. The ionosphere is embedded within the Earth's magnetic field and thus is constrained by interactions of the ionized particles with the magnetic field. At middle and low latitudes the ionosphere is contained within a region of closed field lines, whereas at high latitudes the geomagnetic field can reconnect with the interplanetary magnetic field and thus open the ionosphere to the driving force of the solar wind. Introductory texts on the ionosphere are given by Hargreaves [1995] and Davies [1990] .
[4] The physics of the Sun-Earth system poses a number of scientific challenges. Above the Earth's gaseous atmosphere is a fascinating region of complex physics: fluid dynamics, magnetic fields, solar radiation, and particles. Solar storms ultimately have their major terrestrial impact when they encounter the ionosphere through magnetosphere/ionosphere coupling. The physics of the Sun-Earth system is described in detail by Kivelson and Russell [1995] . The ionosphere responds to magnetospheric inputs in a number of different ways, with changes in electron and ion temperature, electron and ion and neutral density and mixing of the neutral atmosphere resulting in changes to the ionic species. All of these are important physical parameters, but arguably, the most important is the electron density. Ionospheric imaging of the electron density provides snapshots of the global plasma structure and its temporal evolution. The overall plasma structure and temporal evolution in a large spatial region (such as the polar cap) can be related to important energy and momentum drivers such as variation in the solar magnetic field, changes in the total polar cap potential, hemispheric power, and the amount of energy in the precipitation of electrons and ions from the magnetosphere.
[5] The electron density is certainly the most important parameter from the applications perspective because it governs all of the effects on radio signals. It is this fact that makes ionospheric imaging such a useful technique for radio systems applications; it allows the three-dimensional (3-D) time-evolving (hence four-dimensional (4-D)) spatial field of electron density to be imaged, and this is exactly the requirement for almost all radio systems applications. Measuring changes in the ionosphere, in particular the electron density, is central to understanding the solar-terrestrial environment impact on communication, surveillance, and navigation systems here on Earth. By having an organized 3-D near-global map of electron density updated regularly in time, the radio frequency system user can apply corrections both where and when required. McNamara [1991] discusses some of the ionospheric effects on radio systems.
[6] Ionospheric imaging involves using integrated measurements of electron density, known as total electron content (TEC) measurements, to produce two-, three-, and four-dimensional maps of electron density. Most of the basic TEC measurements are obtained from networks of geodetic Global Positioning System (GPS) receivers that measure the ionosphere in order to improve the accuracy of their position calculations. These TEC measurements can be used directly or organized into two-dimensional (2-D) TEC maps to infer information on the horizontal structuring of the electron density. However, information on how plasma can be lifted to high altitudes and transported to other regions, polar outflow, and other vertical dynamical changes is lost with such simple mapping algorithms. In order to obtain information on the vertical structure of the electron density, its temporal variation, and transport, 4-D imaging is necessary. Ionospheric imaging to obtain electron density is complementary to using point profiles from ionosondes and incoherent scatter radars (ISRs). For the point profiles, there is no information about large-scale horizontal gradients and convection of plasma that causes structuring at the profile position. The time-evolving nature of 4-D imaging is crucial since for most raw satellite TEC data used in the imaging the temporal and spatial sampling within a given region is constantly changing. Moreover, the ionospheric conditions, electron density in particular, can significantly change with space and time. With 4-D imaging, there is the capability to understand how plasma structures evolve in time and how they affect local smaller-scale plasma structuring.
[7] The paper is organized as follows: Section 2 describes the theoretical underpinnings and historical developments of two-dimensional ionospheric tomographic imaging, including a short tutorial on computerized tomography. Section 3 is focused on 3-D and 4-D ionospheric imaging. The mathematical development of 3-D imaging methods is presented for several different approaches, including those that make use of data assimilation techniques. Early results and experimental validation of 2-D and 3-D imaging is presented in section 4, while section 5 focuses on recent scientific results of 4-D imaging at high, middle, and low latitudes. Application results and developments of 4-D imaging are presented in section 6. Finally, a summary and discussion of future directions of research and development for 4-D imaging is presented in section 7.
THEORY: TWO-DIMENSIONAL IMAGING

Introduction to Tomography and Ionospheric Tomography
[8] The mathematical problem of reconstructing a function from its projections was originally solved by Radon [1917] . However, the first practical application was not published until 1956, when the tomographic method was applied to radio astronomy [Bracewell, 1956] .
[9] The strict definition of tomography reflects its derivation from the Greek words ''to cut or section'' (tomos) and ''to write'' (graphein), hence the use of the term for obtaining 2-D pictures of the interior of the body from integrated measurements. The use of tomography has now broadened to cover a wide range of 2-D and 3-D inverse problems that originate with multiangle measurements that relate to the interior of the object.
[10] Tomography is an example of an inverse problem, where imaging of a particular quantity is performed from diverse measurements. The technique has many applications and is found in many different areas of science such as archaeology, biology, geology, and, the best known example, in medicine. The recent interest in tomographic imaging began with the invention of the X-ray computerized tomography scanner by Hounsfield [1972] . This original medical application, the computer-aided tomography (CAT) scanner, took measurements of the attenuation of X rays passing through a human body from many different angles. By converting these measurements directly into digital impulses and feeding them into a computer, a two-dimensional, cross-sectional image of the body was obtained. In modern computed tomography a three-dimensional image of a body and its internal organs is formed from a series of two-dimensional X-ray images. More recent developments in the medical field have seen the technique applied to nuclear medicine, magnetic resonance imaging, and ultrasound and microwave imaging. Further information about tomographic imaging is given by Kak and Slaney [2001] .
[11] The application of tomography to imaging the electron density in the ionosphere falls into the category of ray tomography. It has the advantage that the measurements can be approximated as straight-line integrals of the electron density, and it is therefore not necessary to construct an algorithm to cope with ray bending, which only introduces a few kilometer path difference for GPS, for horizontal occultations [Schreiner et al., 1999] . On the other hand, the measurements are compromised by the incomplete geometrical coverage and by assumptions of stationarity of the medium. While both of these limitations have been addressed in the last few years and improvements have been achieved, they remain important considerations in ionospheric imaging.
[12] The number of free electrons in a column (defined as of unit cross-sectional area) from the satellite (S) to the receiver (R) is the slant TEC along the path. This TEC can be determined from the differential phase [see, e.g., Davies, 1990] of dual-frequency satellite transmissions, but in that case it contains an unknown constant, c, because of the unknown number of differential phase cycles at the start of the measurement. This measured TEC is related to the true slant TEC by
where y s is the measured TEC along the path, N is the electron density, ds is the differential distance along the path between satellite and receiver, and c is an unknown constant. TEC is the basic measurement used in ionospheric imaging, and it is important to appreciate that the algorithms always have to manage the TEC calibration (the determination of the constant) in some manner. For GPS imaging this can be assisted by using the differential code technique, where the code data [see, e.g., Mannucci et al., 1999] give an absolute signal delay and hence absolute TEC but include satellite-and receiver-specific interfrequency biases (IFB). Fortunately, the IFB values are relatively stable [Mannucci et al., 1999] and not dependent on the ionosphere. This is not the case for the unknown number of differential phase cycles at the start of the measurement, which is ionosphere-dependent and hence unique for each measurement arc. Thus, for GPS, estimates of the IFBs can be obtained by taking models of the ionosphere (empirical or from 2-D to 4-D imaging) and computing average values of the IFB over several hours. However, any systematic errors in the ionosphere models will produce errors in the IFB value estimations [Juan et al., 1997] .
Data Sources
[13] Tomography algorithms that were developed for imaging the ionosphere with TEC data from polar-orbiting satellites recorded at multiple ground-based receivers are described in section 2.3. The satellites are in either the Russian Cicada system or the Navy Navigation Satellite System (NNSS) that later became known as the Navy Ionosphere Monitoring System (NIMS). These satellites are low-Earth-orbiting (LEO) satellites with the satellite altitudes approximating 1100 km. They broadcast two coherent frequencies at nominal values of 150 and 400 MHz. Owing to their LEO orbit the ionosphere can often (but not always) be considered temporally static during a satellite pass.
[14] Later, the development of global, three-dimensional, time-varying algorithms made use of the GPS constellation of satellites as data sources. The GPS constellation is in a 55°inclination, with 24 or more active satellites. For a given receiver location, at any time, between 8 and 12 satellites are in view. The GPS satellites are at an altitude of $20,000 km and broadcast at frequencies of $1.2 and $1.6 GHz. With GPS, true 3-D time-evolving tomographic imaging becomes possible.
[15] With LEO TEC data from NIMS or Cicada a rich set of data is available along the track of the satellite for rays between the satellite and ground array of receivers. The ionosphere can be considered static, and a 2-D tomographic image can be produced along the satellite track. However, the 2-D image is necessarily regional ($10°in horizontal distance), and the images are only produced when satellites pass over the array. For a midlatitude site, four NIMS satellites (the current number available) produce $10 passes per day to a receiver array. Thus traditional 2-D LEO tomography is limited both spatially and temporally. GPS, on the other hand, continuously provides TEC data to a ground receiver from multiple satellites. However, the satellites move slowly through the ionosphere ($100 m/s at F region altitudes). Thus, in order to develop global 3-D images of electron density, large numbers of ground GPS receivers are required, and some method of accounting for temporal evolution of the ionosphere must be included in the imaging algorithm. Modern 4-D imaging algorithms have developed methods to account for both of these issues. Finally, the radio frequencies used by GPS and LEO systems can have an effect on the fidelity of the imaging. During severe magnetic storms in regions of strong scintillation, receivers often lose lock at 150 MHz, causing data dropouts that can last for several hours. In addition, at lower-elevation angles, bending at 150 MHz can become an important effect. Both of these effects reduce the effectiveness of LEO tomography, particularly during severe magnetic storms.
[16] Recently, GPS receivers on LEO satellites have provided new data sources that have been added to 4-D tomographic imaging algorithms. GPS occultation TEC comes from rising or setting occultations and provides the horizontal ray information that is not available from anglelimited ground-based tomography, while dual-frequency navigation receivers provide upward looking TEC data and allow for improved 4-D imaging of the topside ionosphere and plasmasphere.
Developing Theory
[17] The first research work in ionospheric tomography was done by Austen et al. [1988] . They set up a computer simulation study in which the electron density lay within a piecewise-constant grid oriented along a latitude-altitude plane of constant longitude. TEC values were computed for a realistic satellite-receiver configuration by integration along specified raypaths through their electron density model. They then reconstructed the electron density distribution using a finite series expansion reconstruction technique. The algorithm choice was based on work by Censor [1983] , since such methods can be used with any raypath geometry and are often the preferred option when the line integral data have been collected over a limited range of orientations. As an initial condition for the algorithm the authors used a triangular vertical density profile with a peak density close to that of the model used in the simulation. The simultaneous iterative reconstruction technique (SIRT) algorithm, a development of the least squares algebraic reconstruction technique (ART), was used to reconstruct the image. ART is described in section 2.3.2.
[18] Another iterative algorithm was introduced by Raymund et al. [1990] . They describe the application of the multiplicative algebraic reconstruction technique (MART) algorithm to ionospheric tomography. They used a simulation study similar to that of Austen et al. [1988] . MART is an entropy-optimization algorithm that was proposed by Gordon et al. [1970] . It is considered a suitable algorithm to use in situations where the data are incomplete. To produce an initial starting condition for the algorithm, TEC along a satellite-to-receiver raypath is considered to be divided between the pixels that the raypath intersected, with the proportion of TEC assigned to a pixel distributed according to the length of the raypath within that particular pixel. An electron density value was obtained by dividing the assigned TEC by the intersection length. This procedure, a form of back projection, was combined with a Chapman profile (described by Hargreaves [1995] ) weighting to assign the initial electron densities for the algorithm. The reconstructed images indicated that good agreement with the original simulations could be achieved using this method.
[19] Now that the feasibility of ionospheric tomography had been demonstrated, the focus turned to limitations of the new technique. Yeh and Raymund [1991] investigated some of the theoretical limitations of ionospheric tomography. They noted that the sphericity of the Earth imposes a limitation to the lowest elevation of a raypath, and therefore near-horizontal TEC measurements through the ionosphere are not available. This poses a restriction on the ability to reconstruct the vertical profile in electron density. In addition, refraction of the radio wave at low elevations limits the accuracy of the TEC values obtained from such rays. A further limitation to the accuracy of the images occurs because of the discrete locations of the receivers. The temporal variation of the ionosphere during the data collection period was also noted, and for future work the implementation of a time-dependent algorithm was suggested. This idea could be used with experimental measurements during ionospheric conditions where the assumption of an unchanging ionosphere for the duration of the satellite pass (10 -20 min) breaks down. This has been adopted for later work on 3-D imaging with GPS data .
[20] Raymund et al. [1994] ran simulation studies using the mathematical technique for least squares fitting known as singular value decomposition (SVD) to produce a tomographic image from a linear combination of model ionospheres. A number of ionospheres given by the fully analytic ionospheric model were considered, and SVD was used to select a linear combination of these model ionospheres. However, small-scale structures are not represented in these ionospheric models, and hence no combination of the models could reproduce detailed images. A development of the method was necessary where the selected combination of models was used as the initial condition (background ionosphere) showing the large-scale features, and an iterative algorithm was then used to add in the detail . This two-stage method, involving the selection of the initial condition from models followed by the MART algorithm, has been extensively used in experimental ionospheric tomography by researchers at the University of Wales, Aberystwyth. The two-stage technique is now described in more detail here. The first stage, selection of initial conditions from models, is first described in section 2.3.1. Then the second-stage iterative algorithms ART and MART are discussed. 2.3.1. Background Ionosphere
[21] In iterative algorithms the compensation for the incomplete information in the measurements is made through the use of a starting point for the algorithm, known as a background ionosphere. In this case it is chosen to be the best guess that can be made before the measurements are introduced. To make this guess, an empirical model of the ionosphere such as the international reference ionosphere (IRI) is chosen. Then, 24 different specifications of the electron density are made by running the model for a range of 24 discrete times around the time of measurements. Each electron density model represents the ionosphere at the resolution of the tomographic grid, at discrete time intervals over a variable time period, centered on the time of the satellite pass. It is assumed that the matrix of electron density in the background ionosphere, x o , can be expressed as a weighted sum of the 24 models,X , where
and whereW is a vector of the 24 weighting coefficients that are to be found. Each column of matrixX represents a particular model. In each row an element represents an electron density in a specific ionospheric locality, defined by a pixel of uniform electron density. LetH be a matrix describing the geometry of the raypaths with respect to the grid, containing the path lengths of each ray in each pixel.
The TEC values along the raypaths through the background ionosphere y o are given by
[22] The matrix productHX can be represented by a matrixM, which contains calculated TEC values along satellite-to-receiver raypaths through each of the model ionospheres. The matrixM consists of 24 column vectors, one for each model. The number of column vectors was chosen initially to have a model from each hour in the day. Each row is for a satellite to receiver raypath. The measured TEC values, y, are assumed to be equal to a linear combination of these model TEC values, so
[23] The least squares solution toW was then computed using SVD to find the pseudoinverse, and
[24] The background ionosphere is then formed from equation (2). Once a background ionosphere is formed from the linear combination of models, an iterative algorithm is run to add the finer-scale features to the image. The iterative algorithms are described in sections 2.3.2 and 2.3.3. In the description of iterative algorithms the notation changes to refer to individual pixels rather then matrices of the entire pixel grid. This is because iterative algorithms work recursively on individual pixels.
Algebraic Reconstruction Technique
[25] The ART algorithm was first published by Gordon et al. [1970] . Rather then trying to handle a given system of equations as a whole, the ART works by an iterative process and has been shown to converge to the least squares solution. ART has been published with several modifications. The one described here is the ART algorithm with relaxation from Censor [1983] . An initial guess, x j 0 , is obtained from the background ionosphere and for the k + 1th iteration
where l k , the relaxation parameter, is a number or series of numbers used to control the convergence of the algorithm, D ij is the length element of raypath i through pixel j, im is the loop over m from 1 À n for each i, and n is the total number of pixels in the grid. The current iterate, x j k , is refined to a new value, x j k+1 , by considering a single ray, i, and changing the electron density value of the pixels, j, intersected by the ray. The discrepancy between the measured TEC and the TEC calculated through the current image is then redistributed among the pixels along the ray in proportion to the length of intersection with each pixel D ij . The algorithm then cycles through all raypaths several times until convergence is achieved.
[26] The ART algorithm has been successfully implemented in experimental ionospheric tomography by Andreeva [1990] and Kunitsyn et al. [1994a Kunitsyn et al. [ , 1994b Kunitsyn et al. [ , 1995 . The SIRT algorithm is a development of the ART algorithm, where the first update to the density is made after all of the raypaths have been considered once, i.e., after one iteration. The SIRT algorithm has been used in ionospheric tomography by Pryse et al. [1993] .
Multiplicative Algebraic Reconstruction Technique
[27] The MART algorithm was originally proposed as a reconstruction algorithm by Gordon et al. [1970] and was later proven to converge to the maximum entropy solution by Lent [1997] . The maximum entropy solution means that the function
will be maximized. The maximum entropy approach to image reconstruction yields the image with the lowest information content that is consistent with the available measurements [Menerbo, 1979] . This reduces the tendency to introduce artifacts into the image region. Censor [1983, p. 414] notes that B. R. Frieden, writing about image restoration, stated ''the most likely object scene implied by given image data is found to obey the principle of maximum entropy.'' Censor suggests that this could also be applied to image reconstruction.
[28] The initial application of this algorithm to experimental ionospheric tomography was by Raymund et al. [1990] , although in an experimental situation with noise on the data the behavior of the MART algorithm is not well understood. In particular, its response to inconsistent sets of equations is unknown [Censor, 1983] . Nevertheless, the MART algorithm has been used successfully for the reconstruction of tomographic images of the ionosphere by several authors Heaton et al., 1995; Mitchell et al., 1995; Pryse et al., 1995; Vasicek and Kronschnabl, 1995] .
[29] The MART algorithm, as in the case of ART, requires an initial starting value for each pixel, x j 0 for j = 1, . . ., n, and in the case of ionospheric tomography this is the electron density in the background ionosphere. The algorithm then updates the electron density in the image region according to the formula
Thus for each TEC measurement a multiplicative correction is made to the electron density of every pixel. The relaxation parameter, l k , which controls the convergence of the algorithm, is bounded to lie between 0 and 1.
Other Early Methods and Image Resolution
[30] A number of noniterative algorithms have been applied to ionospheric tomography. These are mathematically similar to the creation of the background ionosphere described previously, with some modifications to allow smaller features to be imaged.
[31] Na and Lee [1990] applied an orthogonal decomposition technique in which they generated a set of Fourier orthonormal basis functions from a priori information. Each was derived from a different frequency component and orientation. The tomographic image could then be formed from a combination of these basis functions. A further publication tested this approach to the reconstruction using simulated data and produced some promising results. However, Sutton and Na noted the significant reliance of the vertical profile in the reconstruction on a priori information. This problem was not only found with their method; in fact, it is a consequence of the lack of complete data coverage [e.g., Cornely, 2003].
[32] Fremouw et al. [1992] used a set of vertical orthonormal vectors, created from ionospheric models, to image the vertical profile and a power law spectrum to select the horizontal structures from a Fourier basis. This approach has proven to be highly successful and has been used subsequently in various modified forms by a number of researchers. A new algorithm, described by Raymund et al. [1994] , was similar to the technique used by Raymund [1994] , but the solution was no longer constrained to lie in the subspace of ionospheric models, and it satisfied the TEC values completely. However, the solution was not unique, and forcing the solution to match an ionospheric model in a least squares sense finally resolved the ambiguity in the solution. However, this initially promising algorithm never showed a significant improvement over other computationally less expensive methods.
[33] Fougere [1995] pursued a novel approach in which a range of Chapman profiles were used to form an orthonormal set and were incorporated into the reconstruction in the form of horizontal rays. The solution to the modeled TEC was then computed using a maximum entropy algorithm. The method was not tested on any model representative of the ionospheric electron density, but several test simulations showed that excellent reconstructions of Gaussian enhancements could be achieved, even with the geometrical constraints imposed by ionospheric tomography.
[34] Kuklinski [1997] set up a three-dimensional image grid in longitude, latitude, and altitude providing voxels (a voxel is a 3-D pixel and can be in any coordinate frame) of size 0.5°Â 0.5°Â 45 km. TEC measurements, recorded during the Russian-American tomography experiment (see section 4), were then used to reconstruct a tomographic image in the plane defined by the receiver chain and the satellite orbit. Kuklinski [1997] also presented simulation results, employing a network of some 50 receivers spread over the United States, indicating the possibility of quasithree-dimensional ionospheric images from a single NNSS satellite pass. In 1997, Mitchell et al. [1997a] showed experimental results that realized a simplified version of this idea, where two chains of NNSS receivers were deployed in Scandinavia.
[35] Na and investigated the resolution limits of ionospheric tomography. They separated their analysis into projections and considered the case of the 3-dB resolution of two structures within the ionosphere. They found that the resolution improved as the density of receivers increased but that a limit of around 50 km was found. This is apparently consistent with experiments since it is smaller than the smallest verified features imaged in the ionosphere using tomography [e.g., Mitchell, 1997b] . Subsequent work on the resolving capabilities of different geometries Na et al., 1995] has allowed the theoretical resolutions of different ionospheric tomography experiments to be assessed. Heaton et al. [1995] tested the incorporation of scaled ionograms into the imaging, and this resulted in some improvement in the vertical profiles. The determination of vertical profiles was investigated in some detail, in the experimental environment over Scandinavia, by Mitchell et al. [1997c] . They used a series of Chapman profiles to describe the vertical electron density profile and found that while the peak height could often be determined to within about 30 km, the scale height and peak density relationship was ambiguous; a larger scale height and lower peak density could often fit the original TEC data as closely as a smaller scale height and higher peak density.
THEORY: THREE-DIMENSIONAL IMAGING
[36] Hajj et al. [1994] first discussed the potential of using ground-and spaced-based GPS observations to image the ionosphere. They suggested the satellite-to-satellite transmission of GPS to LEO dual-frequency L band signals to provide the vertical structure, with ground-based receivers recording from NNSS satellites providing the horizontal structure. They indicated that the GPS-LEO measurements would be of particular help in defining the E layer and that these additional measurements could provide information for either two-or three-dimensional reconstructions. In a subsequent publication, Leitinger et al. [1997] outlined the possibility of using data from the first radio-occultation satellite GPS/MET to complement ground-based NNSS tomography.
[37] Rius et al. [1997] showed the first experimental results that used GPS data to image the ionosphere. Although their vertical grid consisted of just four height voxels, this was a key step in the transition from 2-D mapping [Wilson et al., 1995; Mannucci et al., 1999] and intermediate multiple shells [Juan et al., 1997] into 3-D imaging. They used a Kalman filter approach to accommodate temporal changes in the images. Kalman filters have been used for numerous engineering applications where the state of a dynamic system is to be estimated from incomplete measurement data. The approach exploits knowledge of the evolution of the system to reduce the noise or to interpolate missing data. In data assimilation [see Daley, 1991] the Kalman filter uses the map and error covariances from the previous time step as the background model and error covariances for the present time step. Howe et al.
[1998] applied the Kalman filter approach to ionospheric tomography. This combined and extended ideas from the vertical-slice ionospheric tomography work of Fremouw et al. [1992] and the 2-D horizontal mapping of GPS TEC [Wilson et al., 1995] into a full three-dimensional algorithm. An outline of the general approaches to three-dimensional imaging of the ionosphere is given in section 3.1.
Three-Dimensional Ionospheric Imaging
[38] Imaging in three dimensions is essentially the same as in two dimensions, but some complications have to be overcome because of the sparseness of the data coverage. For that reason, iterative pixel-based methods (such as ART or MART) are not chosen, since they do not couple the changes applied to one voxel across to other voxels that may have no intersections with measurements. Nevertheless, the electron density field is discrete for at least part of each imaging method. In some cases [e.g., Howe et al., 1998 ] the field can be changed into functional form for part of the inversion procedure. In general, a three-dimensional grid of voxels is defined, each bounded in latitude, longitude, and altitude. Several authors have chosen Sun-fixed coordinates [e.g., Juan et al., 1997] exploiting the solar EUV dominance of the ionization that can help to fill data gaps. Others have preferred a general geographic frame [e.g., Mitchell, 2002] since they often aim to image the disturbed ionosphere, which does not follow simple EUVdominated changes.
[39] As for the 2-D case the length of each straight-line element of a satellite-to-receiver signal propagation path though each intersected voxel is computed from knowledge of the satellite and receiver locations. The unknown electron concentration is defined to be constant within each voxel and contained in the column vector x a . This can be expressed as
where the matrixH transforms the electron density to the form and location of the observations and y are the observed TECs.
[40] There are several approaches to using the observed TECs. The simplest conceptually is to calibrate the TEC observations before using them into the inversion. For GPS data this can be achieved by using both the differential phase and the differential delay data and correcting for the satellite and receiver interfrequency biases. While the original estimates for the accuracy of interfrequency biases were a few TEC units, recent work by Ciraolo et al. [2007] shows that much larger errors can be found. Consequently, this approach should be undertaken with care, and consideration for possible errors must be given, especially when using such data in assimilation algorithms where the estimate of measurement error is critical to the solution.
[41] An alternate approach is to use the relative changes of TEC along continuous satellite-receiver paths. If this route is taken, then the inversion algorithm must calibrate the unknown constants, as was the case for the 2-D algorithms of Andreeva [1990] . In this case the problem is analogous to that of using NNSS data: Differential phase arcs are used, and the inversion uses relative differential phase observations. Thus appropriate lines of, first, the geometry matrix,H, then the measurement matrix, y, are differenced, such that measurements along continuous satellite-receiver arcs are taken relative to a certain reference measurement within that arc.
[42] Equation (9) cannot be used directly to find the electron density x a because the measurement geometry is not ideal. The inversion system is underdetermined. Many approaches exist to compensate for the missing information to allow the reconstruction of a spatially continuous electron density field. Mathematically based constraints can be applied to obtain a physically reasonable solution. One approach to applying the constraints is to form a basis set of orthogonal functions that are formed from empirical or physical models. These functions will then allow the reconstruction of the ionosphere. This empirical orthogonal function (EOF) approach was taken by Fremouw et al. [1992] ; the extension into 3-D GPS imaging with a Kalman filter was first shown by Howe et al. [1998] . A timedependent extension of this technique without a Kalman filter, where the electron density is allowed to vary linearly in each voxel over a period of an hour, was shown by Mitchell and Spencer [2003] .
[43] A set of 3-D orthonormal basis functions is defined in accordance with the geophysical conditions and data coverage. For example, horizontally, these could be pixels, spherical harmonics, or wavelets. Vertically could be any orthogonal basis set formed from empirical or mathematical models. The time, location, and geophysical conditions can be used to tailor specific EOFs [e.g., Mitchell, 2005a, 2005b] and truncation of the spherical harmonics to minimize aliasing in data-sparse regions . A mapping matrix,X, is used to transform the problem. This results in a situation where the unknowns are coefficients of 3-D orthonormal basis functions. The combination of these will give the final image of electron concentration. The horizontal functions provide a flexible basis to determine the horizontal distribution of ionization, which is generally well specified by the data; the EOFs form a constraint to the underdetermined vertical profile.
[44] This can now be expressed mathematically as
where the matrixX contains the basis functions.HX now represents the set of modeled TEC that are formed by integration through the set of 3-D basis functions. Applying a matrix inversion, for example, using singular value decomposition, the inversion can be performed such that
and the solution to the inverse problem is then given by applying the matrix of ''weights'' back to the 3-D basis functions,
[45] The algorithm can be extended into a time-dependent inversion by incorporating a priori information about the evolution of the electron concentration during a specified period of time. If the change electron concentration within a voxel with time is linear, then it is possible to write the same system of equations to solve for the change in the relative contributions of each basis function .
Data Assimilation Approaches
[46] Another approach to three-dimensional, semicontinuous imaging of plasma density is data assimilation, as practiced in oceanography and meteorology. The similarity between meteorology and space weather has led a number of researchers to discuss the idea of applying meteorological forecasting techniques to ionospheric forecasting. Daley [1991] provides a comprehensive treatment of the theoretical foundations of data assimilation for numerical weather forecasting. While the objective of full data assimilation is to operationally specify and forecast the state of the ionosphere, such methods can also be used to produce 4-D images of ionospheric electron density, which is the main interest in this review. Below we present a brief discussion of ionospheric data assimilation and provide examples of the main techniques that have been developed for ionospheric data assimilation. The goal here is present ionospheric data assimilation within the context of 4-D imaging. Thus a full derivation and exposition of data assimilation methods is beyond the scope of this review. The interested reader can obtain a more complete discussion from the many references provided.
[47] True data assimilation is fundamentally a model specification and prediction technique that uses data to improve the fidelity of the model. For the ionosphere the relationship between raw input data and resulting images of electron density is complex. It is based on first-principles physics models that typically consist of multiple species of ions and neutrals, each with its own continuity, momentum, and energy equations and all coupled to Maxwell's equations. The resulting electron density specification is dependent upon the numerical model itself; that is, the resulting 4-D electron density field is influenced by both the underlying numerical model and the inputs that drive it. In contrast, with 4-D imaging the relationship (or forward model) between the state variable to be imaged (ionospheric electron density) and the observations is simple. For example, in tomographic imaging the forward model is a path integral over the quantity to be imaged. Thus in tomography, there may be no physics model, though regularization through mathematical techniques is often used to provide necessary a priori information along with networks of data to create the image.
[48] In data assimilation, there are four stages: (1) Collect the data to be assimilated and do quality control on the data. (2) Organize the data into 3-D (or 4-D) maps of the state variable being assimilated through an ''objective analysis'' technique, using the current best model forecast of the state variable. (3) Reinitialize the state variables in the firstprinciple model being used and (if desired) estimate the inputs to the model from the objective analysis. (4) Using the newly initialized model, forecast forward to the next data assimilation time.
[49] Stage 1 is not discussed further in this review since it is an essential step for all data analysis. The output of stage 2 at a given time includes a 3-D estimation or image of electron density. Thus any data assimilation algorithm that includes stage 2 results can be used for 4-D imaging. Stages 2 through 4 have been implemented in three separate algorithms discussed in detail below. Applied Research Laboratories, University of Texas at Austin has developed the ionospheric data assimilation three-dimensional (IDA3D) algorithm. IDA3D produces an objective analysis ''map'' of the 3-D electron density field that is projected forward in time through a Gauss-Markov Kalman filter. It represents an implementation of stages 2 and 4. Utah State University (USU) has developed the Global Assimilation of Ionospheric Measurements (GAIM) algorithm, which is a first-principles physics-based Kalman filter approach that incorporates stages 2, 3, and 4. The Global Assimilative Ionospheric Model (GAIM) was developed by the University of Southern California and Jet Propulsion Laboratory (USC/JPL) and is an algorithm that also incorporates stages 2, 3, and 4 but in a different manner. Both the USU and USC/JPL GAIM models have Gauss-Markov implementations similar to IDA3D. The Gauss-Markov Kalman filter approach is outlined below. IDA3D is used to demonstrate the mathematical form of the solution. The two GAIM Gauss-Markov Kalman filters have similar mathematical forms.
[50] IDA3D [Bust et al., 2000 [Bust et al., , 2004 organizes the data into spatial maps of electron density via an objective analysis technique. These spatial maps are projected forward in time through a Gauss-Markov Kalman filter where they are used to initialize the next analysis. However, while the background model can be a first-principles ionospheric model, there is no feedback of the spatial maps into the firstprinciple model, and no correction or update to the model is made. IDA3D is an objective analysis algorithm (step 2 in the data assimilation cycle above), based upon threedimensional variational (3DVAR) data assimilation [Daley and Barker, 2001; Daley, 1991] . The basic idea is to create a procedure for combining a model output with actual measurement data. Obviously, sparsely measured quantities could create discontinuities if they were used by directly placing them into a model output. In addition, instruments will measure a quantity over a given region of space, and this measurement in itself will have a region over which it can be considered. The 3DVAR is a statistical minimization procedure that deals with these issues. It takes into account data, data error covariances, a background model, and the background model error covariances.
[51] Following the previous notation in this paper where appropriate, y is the vector of observations,R is the error covariance matrix for the observations, x f is the forecast (or prediction) model, andP f is the error covariance matrix for the forecast model. For a given background forecast (or prediction) the method computes x a , which is the analysis electron density at a given time, and the analyzed error covarianceP a . The 3DVAR (or Kalman gain) solution is given as
where superscript T is the transpose of the matrix. The analyzed density and error covariance are forecast to the next time step by application of the Gauss-Markov Kalman filter technique [Gelb, 1974] :
where t n is time associated with the analysis and model estimates and t is the decorrelation time. The background model state (empirical or first principle model) is given by x b , and its error covariance is given byP b .
[52] The value of the resulting specifications is dependent upon the amount, the distribution, and the quality of the observations. Any observation that can be predicted from the background model can be ingested. Typically, ingestion is limited to data types that can be predicted without major assumptions or complex calculations. To solve equations (13) and (14), IDA3D needs certain inputs, including background climatology with a model grid, electron density specification, correlations, and a set of observations (direct measurements or radiances from remote sensing) that is easily related to the electron density. The model grid is an input that is chosen for its compatibility with the specific scientific investigation that is planned. Typically, the IRI [Bilitza, 2001] , or a first-principle model such as the thermosphere-ionosphere-mesosphere-electrodynamic general circulation model [Roble and Ridley, 1994] , is used as the background model. The impact of the background model is significantly reduced by application of the Gauss-Markov Kalman filter technique (equations (15) and (16)). The background model error correlations are treated as inputs that are independent of the background model. At present the correlations are treated as correlation lengths in latitude, longitude, and altitude. The background model correlations decrease exponentially as the ratio of the distance between the model points and the correlation length. The horizontal and vertical distances are treated separately. In addition, a correlation time, t, is given as input. These correlations allow the data to impact a larger region of the specification than just of the grid points affected by the observations and allow past observations to impact the present specification. Using these techniques, IDA3D is able to ingest any available observation of electron density or electron content.
[53] IDA3D is primarily used as a 3-D electron density imaging algorithm. It is a mature algorithm. It has been validated [Coker et al., 2001; Watermann et al., 2002] and applied to several scientific investigations [Bust et al., 2000; Bust and Crowley, 2007; Yin et al., 2006; Garner et al., 2006; Crowley et al., 2006] .
[54] For the last several years, Utah State University has been developing the Global Assimilation of Ionospheric Measurements (GAIM) model , Schunk et al., 2005a Scherliess et al., 2004] . GAIM is a data assimilation model that specifies and forecasts the state of the ionosphere. There are several versions of GAIM under development at USU. One version, a Gauss-Markov Kalman filter is identical to IDA3D in the mathematical derivation and form of the estimation solution. The Gauss-Markov version of GAIM uses the Ionosphere Forecast Model [Schunk et al., 1997] as the background model specification. The Gauss-Markov version of GAIM is currently used operationally at the Air Force Weather Agency. The USU Gauss-Markov version of GAIM has been validated against independent measurements TEC and peak densities from ionosondes [Thompson et al., 2006] . A second version of GAIM being developed by USU is a physics-based, reduced-state Kalman filter assimilation algorithm [Scherliess et al., 2004] . There are two basic ideas. First, computing the full analyzed error covariance (number of grid points squared) is a computationally prohibitive task. So, a reduced-state error covariance is calculated. In practice, the number of grid points in the global ionosphere is reduced to $1% of the original full grid, reducing the computational requirements by a factor of 10,000. Second, the evolution in time of the model state and error covariance is given by
[55] The operatorM is the full nonlinear operator that represents the transition from one time step to the next of the first-principle physics model. The error on the model prediction is given by h, and the model error covariance is given byQ. To solve equation (18) exactly requires a computationally prohibitive number of full nonlinear forward model runs. To make the problem tractable, the full physics model is linearized about some reference state. ThenM becomes a linear matrix on the reduced-state grid. This reduced-state approach was tested under simulation [Scherliess et al., 2004] , though for the simulation only the predictions of electron density obtained from the firstprinciple model (with driver adjustment) were used. The full analyzed electron density and error covariance (such as obtained from IDA3D, equations (12) and (13)) was not used in the simulation. The results of the simulation are presented in Figure 1 .
[56] The Global Assimilative Ionospheric Model (GAIM) has been under development by the University of Southern California and the Jet Propulsion Laboratory Hajj et al., 2004; Pi et al., 2003] . Both a Kalman filter and a four-dimensional variational (4DVAR) technique are included in the USC/JPL GAIM algorithms. The Kalman filter is very similar to the USU approach described already and will not be discussed further. Here the focus is on the 4DVAR approach to data assimilation. In 4DVAR the idea is to use measurements over some range of times to estimate both the initial state of the ionosphere and the input drivers to a first-principle ionospheric model. The USC/JPL physics model is derived from the University of Sheffield model [Bailey et al., 1997] . However, it considers only a single ion species O+. It solves the ion continuity and momentum equations, but it ignores the time variation and inertial terms in the momentum equation. The ion momentum equation is further broken into a field-parallel and fieldperpendicular component. The velocity component perpendicular to the magnetic field is considered to be due entirely to E Â B and is an input driver. The parallel component of velocity also has input drivers due to neutral winds and electron and ion temperatures. Thus the only state variable solved for is the O+ density; the rest are input drivers to the system. These driver inputs must be obtained from empirical models including the following: thermospheric densities from the Mass Spectrometer Incoherent Scatter model [Hedin, 1991] , neutral winds from the horizontal wind model [Hedin et al., 1996] , solar EUV as described by Tobiska [1991] , electric fields [e.g., Fejer, 1991; Heppner and Maynard, 1987; Scherliess and Fejer, 1999] , and electron energy precipitation flux [Fuller-Rowell and Evans, 1987] . A 4DVAR estimation algorithm for the O+ model described above was implemented by the USC/JPL group. Following Pi et al. [2003] , the cost function to be minimized is given as
with k referring to time t k . The notation is the same as described in (13) - (16), with the exception that x 0 now refers to the electron density distribution at time 0. The input drivers are represented through the vector of unknown parameters a. The parameters g n and g F are regularization factors. The a priori designation refers to the initial guess or background values for the O+ density and the input drivers. To minimize J, a nonlinear estimator such as the quasiNewton method is used. However, a major challenge is the calculation of the gradient of J for every parameter to be solved for. The solution is to construct an adjoint equation and propagate the solution backward in time from the measurement time to the initial time t 0 . The math is not repeated here. The interested reader can refer to Pi et al.
[2003] and references therein. In principle, self-consistent estimation of the initial state and driving parameters will provide an accurate estimation of the O+. However, to date, only simulation experiments have been reported in the literature. Simulation in this case means setting up a computer model to test the feasibility of new technique. One such experiment was conducted in 2003 [Pi et al., 2003] . In the 2003 experiment, only vertical drift at the geomagnetic equator was simulated and estimated, while all the other inputs were held at their empirical values. The vertical drift was parameterized by nine coefficients at different local times. For such a small set of unknowns the simulated results were promising (Figure 2 ). This was then followed by another simulation experiment in 2004 where both the vertical drift and neutral winds were solved for. Actual experiments that validate against independent measurements of plasma density or driving parameters have not yet been reported in the literature, although Mandrake et al. [2005] show promising comparisons with other sources of TEC for the Kalman filter version of GAIM.
EARLY RESULTS AND EXPERIMENTAL VALIDATION OF IONOSPHERIC IMAGING
[57] Experiments in ionospheric tomography have been conducted since the early 1990s. The receiver configurations depend on the choice of satellite system: In the case of NIMS the satellites are in geographic polar orbit, and hence the receivers are placed close to lines of constant geographic longitude, whereas the for the Cicada satellites the configuration is for the corresponding geomagnetic coordinates. Both satellite systems are equally useful for ionospheric imaging from geometrical standpoints. In either case it is necessary to find suitable receiver sites on the ground to provide an approximate longitudinal line for the imaging. It should be noted, though, that an ideal latitude-altitude plane can never be achieved in practice because of the Earth rotation under the satellite pass and because the approximations must be made to project the measurements into a 2-D image plane regardless of where that plane is.
[58] Early experimental work was conducted through short-duration campaigns with manned receivers. By the mid to late 1990s these campaigns were largely replaced by permanent deployments of networked receivers. Early experimental results, particularly those that included validation, are described below.
[59] The first experimental result showing a tomographic image of the ionosphere was published by Andreeva [1990] .
These authors, from the Moscow State University, used TEC data collected at three receivers located at Murmansk (68.6°N, 31.8°E), Kem (65.0°N, 34.6°E), and Moscow (55.7°N, 37.6°E). Their images were reconstructed using an iterative algorithm that operated on relative TEC data. Pryse and Kersley [1992] from the University of Wales, Aberystwyth, used TEC measurements collected by receivers in Scandinavia at Kiruna (68.7°N, 20.4°E) and Oulu (65.0°N, 25.5°E) to reconstruct the ionospheric electron density for a satellite pass recorded on 4 September 1986. This was the first tomographic image of the ionosphere to be verified by another instrument. The European Incoherent Scatter (EISCAT) radar made coordinated measurements of electron density in the geographic meridian of Tromsø. The tomographic image showed a northward gradient in electron density in broad agreement with that measured by the radar. A special tomography campaign was carried out in the United Kingdom during December 1990 with receivers placed along a meridional chain at four sites: Lerwick (60.2°N, 1.1°W), Aberdeen (57.2°N, 2.2°W), Hawick (55.4°N, 2.8°W), and Aberystwyth (52.5°N, 4.1°W). Good agreement was found between f o F 2 measurements from the ionosonde and the corresponding values obtained from the tomographic images. Tomographic images from eight consecutive satellite passes showed the expected behavior of the midlatitude trough, demonstrating the potential of tomography to image large-scale ionospheric structures.
[60] Kersley et al. [1993] presented results from the first EISCAT radar observing program specifically designed to provide an independent electron density comparison with tomographic images. The EISCAT radar was run in a meridional scanning mode, and additional information about the height of the layer peak and the electron density was available from ionosondes in Scandinavia. As the IRI model allowed the direct incorporation of this ionosonde data, it was used as a background ionosphere, and concluded that the incorporation of ionosonde data resulted in a significant improvement in the tomographic images.
[61] Kunitsyn et al. [1994a] presented an overview of the various tomographic methods employed by Russian ionospheric tomographers and presented results from their various tomographic techniques, although no independent measurements were available to verify their images. A further publication by Kunitsyn et al. [1994b] contrasted the merits of phase difference as opposed to calibrated phase values as input for the tomographic algorithm. Phase difference refers to the process of taking the difference between the differential phases measured along adjacent raypaths. They described the problem of isolating the initial phase offset for each station. Their results suggested that the determination of the initial phase offset, which enables the subsequent use of absolute TEC, was particularly difficult in the case of strong horizontal gradients in electron density. This confirmed the ideas of Leitinger et al. [1975] . They also concluded that the phase difference technique should be more sensitive to the reconstruction of localized electron density disturbances in the ionosphere than methods using calibrated TEC values.
[62] In late 1993 a joint Russian-American tomography experiment was held in the eastern United States and Canada [Foster et al., 1994] . Receivers were placed at four sites located approximately along the 72°W meridian from Rhode Island, United States (41.4°N), to Roberval, Quebec, Canada (48.8°N). Radio transmissions were monitored from both the NNSS and the Russian Cicada satellites. The phase data, collected by both Russian and American receivers, were analyzed independently by the respective research groups. The Millstone Hill incoherent scatter radar (42.6°N, 288.5°E) was operated in an elevation scan mode in the plane of the receivers, and the resulting electron density measurements were used as a comparison to the tomographic images. The Russian tomographic images were produced using a horizontally stratified ionosphere as a background, whereas the American group used the method described by Raymund et al. [1994] in conjunction with the parameterized ionospheric model [Daniell, 1991] to create the background ionosphere. The results contained measurements recorded during a geomagnetic storm. In one example, depleted ionization between 44°and 66°N was imaged in the Cicada reconstruction and in the radar observations.
[63] Markkanen et al.
[1995] described a new reconstruction method based on a Bayesian approach. They presented simulated results in which several different peak heights were put into the reconstruction process as a priori information, and the effect of this information on the resulting tomographic images was investigated. The application of this new method to an experimental situation was then tested using data from the Cicada satellites. Measurements were recorded at a chain of four satellite receivers in Scandinavia from Tromsø in Norway to Nurmijävi in Finland. Two tomographic images were produced, one of which was shown to compare reasonably well with an electron density profile from the EISCAT radar. However, the ambiguity in the vertical profile was not solved, and the selection of the peak height remained an outstanding problem.
[64] Several other experimental tomographic results were published in a special issue of Annales Geophysicae. Kunitake et al. [1995] used a modified version of singular value decomposition to reconstruct the electron density over Japan. This extension of SVD involves the truncation of the smaller singular values to remove small-scale perturbations and noise from the data. It also allows the direct incorporation of other constraints into the algorithm and requires no background ionosphere. Other ionospheric information was provided by ionosondes and oblique sounders, which allowed verification of the tomographic images. The results were encouraging, with good agreement found between the peak electron density in tomographic images and ionosonde f o F 2 values.
[65] Mitchell et al. [1995] presented tomographic images of field-aligned irregularities from TEC data collected at the chain of four receivers (Tromsø, Kiruna, Lycksele, and Uppsala) on mainland Scandinavia and one additional station at Ny Å lesund (78.9°N, 12.0°E). To reconstruct the images, the MART algorithm was used with a background ionosphere obtained from the IRI-90 model. The reconstructions showed a latitudinally narrow trough, with a boundary blob on its poleward wall of latitudinal extent around 50 km. The EISCAT radar provided verification of the electron density distribution in the images, confirming the accuracy of the tomographic method (Figure 3) . The tomographic images also revealed the signature of auroral E in a tomographic image showing enhanced electron densities beneath the poleward wall of the trough. Further details about experimental results from NIMS imaging can be found in a review paper by Bernhardt et al. [1998] .
SCIENTIFIC RESULTS
High Latitudes
[66] The high-latitude ionosphere has been studied rather extensively using ionospheric imaging. Tomography is a useful technique for this remote region where sites for instrumentation are sparse and the combination of data from different sources can be useful. In addition, the physics is complex, and scientific studies can benefit from the interpretation of results from multiple instruments. Ionospheric imaging has proved a useful complement to other observations in the auroral regions and the polar cap. Two techniques that have been used with high-latitude ionospheric imaging are outlined below.
[67] Incoherent scatter radars are large, sophisticated instruments for investigating processes in the ionosphere [Beynon and Williams, 1978] . They operate by line-of-site scatter from the plasma and thus can view an ionospheric region spanning several hundred kilometers from their location. Such facilities exist at several high-latitude locations and have been used for both verification and for complementary physical studies with ionospheric imaging. High-latitude ISR facilities include Sondrestrom in Greenland, EISCAT in northern Scandinavia, the EISCAT Svalbard Radar (ESR) on Svalbard, and Irkutsk in Russia. A new redeployable facility, Advanced Modular Incoherent Scatter Radar, is currently active at Fairbanks, Alaska. ISRs have been very important in ionospheric physics because they provide a wealth of information about the ionosphere such as density, temperature, and velocity of the medium. This can be important for the interpretation of ionospheric images [Meggs et al., 2005] by helping to distinguish between processes that change the bulk electron density within a region, such as precipitation and convection.
[68] The Super Dual Auroral Radar Network is a network of HF backscatter radars that is used to form velocity maps of the plasma convection in the polar regions [Greenwald et al., 1995] . This information is a useful complement to ionospheric imaging because it can help to identify the large-scale movement of the plasma. In fact, it can also provide assistance in ''static'' imaging as it can identify cases where the plasma is convecting at high velocity and may induce image blurring.
[69] The first attempts to use tomographic imaging to investigate the morphology of the ionosphere [Afraimovich et al., 1992] were made soon after the technique first appeared. Since many of the early experimental campaigns were located at high latitudes, both auroral and polar cap processes have been investigated, particularly in the European sector Walker et al., 1996; Pryse et al., 1997; Walker et al., 1998; Moen et al., 1998; Idenden et al., 1998; Pryse et al., 1998a; Mitchell et al., 1998; Watermann et al., 2002] . A variety of structures have been imaged: auroral E layer, nighttime field-aligned irregularities formed from soft particle precipitation, dayside and nightside auroral arcs, and polar cap patches. Both auroral E ionization and a field-aligned irregularity on the poleward wall of the trough are evident in Figure 3 .
[70] The origins of polar cap patches have been investigated over the last decade by various researchers using tomographic imaging. Early results used images to reveal high-density plasma structures over Svalbard . Walker et al. [1999] demonstrated that particle precipitation in the cusp (dayside) enhanced the plasma density sufficiently to create a structure that subsequently convected into the polar cap as a patch. Watermann et al. [2002] revealed polar cap patches convecting across the polar region and warned against the misinterpretation of polar cap plasma in static tomographic imaging when the structures are moving at high velocity. Sims et al. [2005] show an example where multi-instrument studies reveal that the plasma can be drawn in from subauroral latitudes. Stolle et al. [2005] show patch convection under storm conditions where the interplanetary magnetic field is strongly southward. Bust and Crowley [2007] combined a trajectory analysis with a model of the polar cap convection with their imaging to reveal patches being formed from solar radiation building up the plasma density on the dayside of both convection cells. Figure 4 presents an example of using IDA3D imaging to investigate the transport of polar cap patches. Figure 4 reveals a tongue of ionization extending from the noon sector over the polar cap. The convection pattern was obtained from the assimilative mapping ionospheric electrodynamics algorithm. ''Q'' in Figure 4 denotes the location of Qaanaaq. In addition to the tongue of ionization it also appears as if plasma is being convected from the morning sector toward noon where the solar radiation increases the plasma density as it convects past noon and back toward the midnight sector. These studies have shown that polar cap plasma can arise both from convected precipitation-produced plasma and from solarproduced plasma, which itself can originate at both polar and subauroral latitudes.
[71] Auroral structures have been studied with tomographic imaging since 1995, when Mitchell et al. [1995] showed the ability of tomography to image the trough, a field-aligned boundary blob, and auroral E ionization. Heaton et al. [1996] showed a trough in the Southern Hemisphere, revealing the first tomographic images in Antarctica. Kersley et al. [1997] showed a variety of tomographic images of the trough at U.K. and Scandinavian latitudes and suggested that tomographic imaging could be a new tool for investigating the trough and creating new models. Mitchell et al. [1999] created a large database of U.K. tomographic images and used them to show that previous models of the trough, dependent on geomagnetic indices, could be improved upon by including a seasonal term. Pryse et al. [1998b] used tomographic images from a 2-week campaign to reveal the dayside trough at the edge of the convection cell. Mitchell et al. [1998] published a multiinstrument study of the dayside auroral ionosphere where an auroral arc was observed in both ESR and tomography. More recently, further trough studies have appeared; Yizengaw and Moldwin [2005] have shown the colocation of the trough seen in tomographic imaging with the plasmapause, thus confirming its location on the boundary between open and closed geomagnetic field lines. Voiculescu et al. [2006] conducted a statistical study of the main trough and found that the interplanetary magnetic field (IMF) plays a role in the occurrence of the trough at different levels of geomagnetic activity. They also confirmed the importance of the season in the trough location. Thus tomographic imaging has been useful in revealing ionization at low altitudes from auroral E, F layer field-aligned blobs, and the main trough and has been able to provide a new insight to identify important factors for modeling of the trough, namely, season and IMF.
Midlatitudes
[72] In 1995 a special issue of Annales Geophysicae contained several papers on ionospheric tomography. Three of these papers presented experimental results showing tomographic images of traveling ionospheric disturbances (TIDs) [Cook and Close, 1995; Markkanen et al., 1995; Pryse et al., 1995] . These wave-like structures are the manifestation of internal atmospheric gravity waves in the ionosphere. Pryse et al. presented results showing mediumscale TIDs obtained during an extended experimental campaign, lasting some 7 months, held in the United Kingdom in 1992-1993. Tomographic images of these features from successive satellite passes allowed the meridional component of the wavelengths and southward velocities to be found. Cook and Close also presented several images of TIDs from data recorded during the Mid-America Computerized Ionospheric Tomography Experiment (MACE '93) campaign. Subsequent work by Nygren et al. [1997] showed the preferential visibility of the structures due to their field-aligned slope.
[73] The response of the ionosphere to large changes in geomagnetic activity is called an ionospheric storm. Ionospheric storms have been observed with TEC, and an excellent review of the findings is given by Mendillo [2006] . Buonsanto et al. [1997] recognized the need to make a global specification of the ionosphere at storm time and recognized the use of both radio and optical tomographic techniques. The strength of tomographic imaging is that the plasma dynamics can be observed over a large scale. Bust et al.
[1997] studied a November 1993 storm to reveal a deep equatorward surge of the midlatitude trough to nearly 50°geomagnetic latitude, while the ionosonde showed dramatic variations in the virtual height of the ionosphere. Hernández-Pajares et al. [1998] initiated the use of GPS tomography for studying ionospheric storms. Previous ionospheric storm studies had suffered from a lack of real knowledge about the longitudinal variation of the plasma, and GPS clearly offered a real possibility to observe the large-scale structure of the dynamic and disturbed ionosphere. A number of tomographic studies have been conducted using GPS data from the recent solar maximum. The July 2000 storm revealed dramatic uplifts in the F layer height over the mainland United States [Yin et al., 2004] that were confirmed by Millstone Hill ISR. Garcia-Fernandez et al. [2005] show the use of the SAC-C satellite occultation data in ionospheric imaging. Yin and Mitchell [2005] Yin et al. [2006] showed a time dependence in the peak height elevations during several storms and discussed the electric field or neutral wind role in this effect. Thus GPS imaging is being used to create a new view of the midlatitude ionosphere, and, in particular, it complements the 2-D GPS mapping [e.g., Wilson et al., 1995] to reveal the 3-D dynamics of the plasma during storms.
Low Latitudes
[74] At lower latitudes, images of the equatorial anomaly have been produced from the Asian sector [Huang et al., 1997; Franke et al., 2003; Xu et al., 2000a Xu et al., , 2000b Tsai et al., 2000] , from India [Thampi et al., 2004] , and from southern Europe [Materassi et al., 2003] . Huang et al. [1999] undertook an interesting study into the response of the low-latitude ionosphere during a solar eclipse. Their tomographic results had implications for understanding the ionospheric dynamics in the equatorial anomaly region during the eclipse. Xu et al. [2000a] revealed the rapid formation of a depletion in ionization at 10°geomagnetic latitude, where the anomaly peak usually lies, after the commencement of a storm. Tsai et al. [2000] have used tomographic imaging to study the seasonal variations of the location, the time of occurrence, and the height and the electron density of the maximum peak of the anomaly. Andreeva et al. [2000] showed the anomaly under a variety of geomagnetic conditions and seasons. Xu et al. [2000b] demonstrated how tomography can be used to study the day-to-day variability of the anomaly crests and interpreted their results in the light of changing equatorial electrodynamics. Yeh et al. [2001] found from their extensive study that the movement of the anomaly crest was about 1°per hour poleward, slowing as it reaches its highest latitude where it remained until weakening and receding in the afternoon. They also found that the crest latitude correlates with the fountain strength. Kunitsyn et al. [2003] used successive images of the anomaly to reveal 2-D electron fluxes.
[75] Huang et al. [1995] demonstrated the use of the IRI model in reconstructing the equatorial ionosphere using tomography. Doherty et al. [1997] used tomography over the U.S. sector in conjunction with a low-latitude ionosphere model to look at the effects of a storm. Huang et al. [1997] used the low-latitude ionospheric tomography network at 121°E to view the diurnal behavior of the ionosphere.
[76] Ledvina et al. [2004] demonstrated the first attempts to understand the morphology of the ionosphere in the location of scintillation events using ionospheric imaging. They used a network of GPS TEC receivers in South America and GPS scintillation receivers across Brazil to show that the predominant regions of scintillation are coincident with strong TEC gradients on the edge of the anomaly walls.
[77] Thus ionospheric imaging has been used to study the morphology and dynamics of the equatorial ionosphere on both short and long timescales. The large-and small-scale processes are being related. The results will be useful to improve ionospheric models.
APPLICATIONS
[78] Scientific studies of the ionosphere are fundamentally investigations where the objective is to increase and enhance our understanding of the physical world. However, in addition to understanding the ionosphere from a physics standpoint, specification of the electron density in the ionosphere is useful for a number of different applications: communications, navigation, and surveillance. The ionosphere can have two very different effects on communications systems. First, at HF the ionosphere is the medium that refracts signals back to the Earth in over the horizon communications. The electron density at a given time defines the refractive paths of the signals, and hence knowledge of this is of interest to communications planners. Second, the smaller-scale electron density structures and regions of strong refractive gradients can also be important for communications because the signals can experience diffraction and refraction causing fading known as scintillations as they pass through such regions.
[79] The ionosphere affects satellite navigation systems because the signals experience an unknown time delay as they pass through it that maps into a navigation error. This is a problem for single-frequency systems, such as the GPS L1 navigation signal. To bound and manage this problem, a number of real-time mapping systems have been constructed (e.g., the wide area augmentation system) that continually monitor the ionospheric delay and create and broadcast maps and error estimates to make corrections for the ionospheric errors. Ionospheric tomography has been proposed as a next-generation ionospheric correction for regions where the ionosphere is more complicated, such as the equatorial anomaly regions over South America. Meggs et al. [2004] and Meggs and Mitchell [2006] have investigated the gain between 2-D ionospheric mapping and 3-D imaging and found a threefold improvement in TEC mapping using 3-D imaging.
[80] Bust et al. [1994] investigated the application of ionospheric tomography to single-site location (SSL) range estimation, the determination of the location of an unknown HF transmitter. An extended campaign known as MACE '93 was held in 1993. Satellite receivers were deployed in two configurations. The first involved nine receivers in a meridional chain stretching from Pierre, South Dakota, to Pharr, Texas, and for the second configuration the receivers were shared between two parallel meridional chains set apart by 5°longitude. The tomographic images were reconstructed using the MART algorithm. Two target transmitters were deployed in Pierre, South Dakota, and Norman, Oklahoma, and the azimuth and elevation of these signals were recorded in San Antonio, Texas. The classical method of SSL range estimation uses an ionosonde to estimate the ionospheric electron density, but Bust et al. found that ray tracing through tomographic images produced a statistically smaller error in the range estimates. This was a very encouraging result and showed the promise of tomographic imaging for applications as well as scientific work.
[81] Rogers et al. [2001] set up an experiment to image the ionosphere over the United Kingdom and to make coincident measurements with an oblique sounder. Thus the images could be ray traced through and subsequently checked against the oblique paths. The results showed that tomographic images could be used as an aid to HF communications planning.
[82] Ruffini et al. [1998] demonstrated that ionospheric imaging could be used to provide an ionospheric calibration for radar altimeters. Hernández-Pajares et al. [1999] imaged the ionosphere at European midlatitudes using ground GPS and ionosondes. They demonstrated how a single Figure 6a represents the reference IRI distribution, Figure 6b is the inversion using semisynthetic GPS data and ionosondes, Figure 6c is only the semisynthetic GPS, Figure 6d is the difference between Figures 6b and 6a, Figure 6e is the result using real GPS and ionosonde data, and Figure 6f uses only GPS data. The inversion is for 2 November 1997. This type of quantification of the imaging error is essential for the assessment of ionospheric imaging for many different applications.
[83] Hernández-Pajares [2000, 2002] has investigated the application of ionospheric imaging to combine real-time geodetic and ionospheric techniques to achieve a significant improvement in the reliability of carrier phase ambiguity resolution. The model is obtained from the GPS L1 and L2 carrier phase data, and it is used to estimate undifferenced and double-differenced ionospheric corrections in real time and at very long distances between receivers (500-3000 km). It has been tested under difficult ionospheric conditions during four consecutive weeks in March-April 2001 at solar maximum and at latitudes ranging from -40°to +40°to include the equatorial region. The results are very promising for application to geodetic problems.
FUTURE DIRECTIONS
[84] Over the last 20 years, ionospheric tomography has developed from 2-D simulations into 4-D near-global specification of the Earth's ionosphere. New directions for the research are likely to be in several areas: (1) improved electron density values that can be achieved through better algorithms and more data, (2) extension of the imaging to variables other than the electron density, (3) combining tomographic images with models to identify the physical driving parameters for a system, (4) extension of the techniques into other regions of the Earth's environment and the solar system, and (5) self-consistently combining imaging results at different spatial scales. These ideas are discussed in sections 7.1-7.5.
Improved 4-D Imaging of Ionospheric Electron Density
[85] While the current algorithms that provide 4-D imaging of ionospheric density are mature, well-validated, and accurate and have been applied to both science and applications, there is a lot of room for improvement. First, the addition of more sensors of measurements than are currently used by 4-D imaging will increase the global data coverage, accuracy, and resolution. These measurements include TEC from the European Space Agency Galileo satellites, increased deployment of new ground-based, inexpensive GPS software receivers, deployments of Digisondes and dynasondes, satellite-based TEC measurements from GPS navigation receiver and GPS occultation measurements, TEC measurements from the Doppler orbitography and radiopositioning integrated by satellite (DORIS) network of ground-based transmitters, cross-link TEC measurements between LEO satellites transmitting on 150 and 400 MHz and the new scintillation and tomography receiver in space (CITRIS) recently launched on STPSat-1, and in situ measurements of electron density from satellites. In addition, new data sets can be incorporated into 4-D imaging algorithms. These data sets generally involve a more complex relationship with the underlying electron density, including nonlinear relationships, and the need to specify auxiliary information. Some of the new data sources being considered for 4-D imaging include EUV observations at 1356 Å , the more basic time delay versus frequency observations obtained from ionograms [Friedman et al., 2006] , time delay versus frequency from oblique HF instruments, Riometer absorption data, optical data at 7774 and 6300 Å , and time delay versus frequency from whistlers. Both the Riometer data and the optical 6300 data require specification of auxiliary parameters (collision frequencies and neutral densities), but to the degree that empirical or firstprinciple models can make good estimates of the auxiliary parameters, these data sources can be used to improve imaging in the E region and F 1 layer of the ionosphere.
[86] Many of the measurements from these new data sources are nonlinearly related to the electron density. The 1356 EUV data and 7774 optical data are given by a line integral over the square of the electron density (assuming that O+ is equal to electron density). Time delay versus frequency measurements from ionograms, HF oblique measurements, and whistlers involve integrals over the refractive index, which is strongly nonlinear and requires ray-tracing methods.
[87] In addition to adding additional data sources, ionospheric 4-D imaging can be improved in several ways. As more data sets become available, higher-resolution spatial images can be made. A reasonable goal is to achieve horizontal resolution of $10 km and vertical resolution of $5 km. The horizontal resolution can be achieved by a local dense array of ground instruments such as GPS receivers.
Vertical resolution can be achieved by GPS occultations for a constellation of satellites such as the current constellation observing system for meteorology ionosphere and climate (COSMIC) array. Finally, as more and more data sets become available, the goal is for 4-D imaging algorithms to have less and less reliance on a priori information, with the imaging results only depending on the data.
Imaging Other Ionospheric and Thermospheric State Variables
[88] Any state variable that can be related to observations through some forward model, and with observations distributed over a large spatial region, can, in principle, be amenable to 4-D imaging methods. For example, a thermospheric variable that could be imaged is neutral composition using optical ground measurements and UV space-based measurements as data sources. In addition, multivariate imaging methods can be developed similar to multivariate objective analysis in meteorology [Daley, 1991] . In multivariate analysis, error cross-covariances between state variables exist, and the cross-covariances allow all observations, both ionospheric and neutral, to influence the state variables. Other possible state variables that could be imaged from observations include neutral winds, temperatures, and ionospheric currents.
Estimation of Physical Drivers From 4-D Imaging
[89] The idea of combining physical models with tomographic images is a very powerful tool for physical studies. The goal is to extract as much information about the state of the ionosphere system from the imaging as is possible. The 4-D imaging reveals the time-evolving electron density. The next step is to obtain quantitative information on the physical drivers that are producing the time-evolving electron density. This is different from estimating inputs to sophisticated data assimilation algorithms [Pi et al., 2003 Scherliess et al., 2004] . There, a highly complex, complicated forward model exists between the desired inputs and the measured data, making accurate estimation of the inputs an extremely challenging problem. In 4-D imaging the relationship between the 3-D time-evolving images and the desired physical driver is kept as simple as possible. To take just one example, at high latitudes if the variation in electron density is due primarily to horizontal transport, the imaging can be used to obtain estimates on the plasma drifts caused by the changing electric fields. This could be done by identification of plasma structures in consecutive frames of the imaging and calculating the necessary electric field strengths to convect the plasma using information on the magnetic field strength from a model.
Imaging of Other Geophysical Systems
[90] Any physical variable that can be related through an integral equation to observables can, in principle, be applied to 4-D imaging. However, sufficient observations are needed over sufficient regions to image accurately the quantity of interest. For other geophysical systems, new and novel ways to take measurements that can be related to underlying physical variables need to be investigated so that the general methodology of tomographic inverse imaging can be applied to the geophysical problem. Some of the geophysical problems that are open to exploration through 4-D imaging include unexplored Earth regions such as the deep ocean and Antarctica, plasma density throughout the entire solar/ magnetosphere/ionosphere, and various geophysical problems on other planets.
Linking Multiple Scales and/or Different Regions
[91] Imaging of different geophysical regions such as the solar region, magnetosphere, and ionosphere leads to the need to self-consistently couple these different imaged regions into a single coherent picture. Self-consistently combining imaging results at different spatial scales is also desired. For example, ionospheric diffraction tomography acts on irregularities over scales of a few meters to few kilometers. Global 4-D imaging acts over (horizontal) scales ranging from a few tens of kilometers to the globe. A dense network system would image the scales in between global and irregularity scales. These differently scaled imaging systems should all transition self-consistently from one to the other, with large, global imaging providing the initial backgrounds for regional imaging, which then provides the gradients that drives the irregularities.
[92] One method that can be used to couple different spatial regions and scales is the full data assimilation approach discussed in section 3.2. Data assimilation techniques combine data (or imaging results) with first-principle models. It is in theory possible to self-consistently couple the models on different spatial scales and in differing geophysical regions, and, in fact, such efforts are underway. Then, these coupled, self-consistent systems can ingest data from a variety of data sources, spatial regions, and spatial scales, use them to self-consistently update the initial conditions in the coupled system and the physical drivers and then produce self-consistent images of the medium on all scales of interest. Nevertheless, the complexity of this should not be underestimated. It is not simply a matter of increasing the resolution; scales are implicit in the formation of the existing ionospheric models, and in order to change scales and resolutions, models require more physics than they currently contain. It is also possible that our understanding of the linkage between the physics of different scales could be deficient.
[93] At this point, data assimilation can be considered as a general technique to ingest data that itself may include 4-D imaging of any combination of parameters in the SunEarth system. There are no longer simple integral forward models relating state variables to observations: The full power of self-consistent first-principle physics models is required to couple all the imaging regions together. The ultimate result of such a coupling is a single 4-D imaging result of the entire Sun-Earth system, involving all variables of interest on all spatial and temporal scales of interest.
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