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Identification of patient classes in low back pain
data using crisp and fuzzy clustering methods
Alexandre Gondeau and Vladimir Makarenkov
Abstract We performed a cluster analysis of the low back pain dataset in
the framework of the IFCS-2017 data challenge. Because the original data
contained missing values, the first part of our analysis concerned the imputation
of missing values using the Fully Conditional Specification model. The Local
Outlier Factor method was then used to detect and eliminate the outliers.
After the data normalization, we removed highly correlated variables from
the transformed dataset and carried out k-means clustering of the remaining
variables based on their correlations, i.e., the variables with the highest mutual
correlations were assigned to the same cluster. Once the variables were assigned
to different clusters, one representative per cluster, i.e., the variable with the
highest contribution score at the first principal component, was selected. Among
the 13 selected variables, there are representatives of each of the 6 variable
domains (contextual factor, participation, pain, psychological, activity and
physical impairment), specified as important in the paper by Nielsen et al.
(2016). Different clustering methods, including DAPC, k-means and k-medoids,
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were then carried out to cluster the reduced low back pain data. Consensus
solutions, both crisp and fuzzy, were calculated using the GV3 method. The
obtained crisp consensus clustering, including 5 classes, was described in detail
and compared to the meta-data annotation.
1 Introduction
This paper presents the main steps and results of our analysis of the low back
pain dataset originally described by Nielsen et al. (2016). The dataset provided
by the organizers of the IFCS-2017 data challenge, containing the measurements
on 928 objects (patients with low back pain) in rows and 121 variables in
columns (plus an additional id variable in the first column), has been analysed.
First, we present our general data processing protocol that shows the main
steps of our analysis. We then detail the results of our analysis for each of the
main steps being performed:
• Imputation of missing values,
• Outlier elimination,
• Data normalization,
• Elimination of correlated variables,
• Variable selection using variable clustering and Principal Component
Analysis (PCA),
• Data clustering using different partitioning algorithms,
• Computing a consensus solution for the best clusterings,
• Description of the obtained consensus clustering and the selected variables
with respect to metadata.
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2 Imputation of missing values
The original dataset: (928 patients recorded on 112 variables) was considered
at this step. In total, 4865 values (4.68% of the total number of data) in the
original dataset were missing.
First, we used theMice (Multivariate Imputation by Chained Equations) R
package to impute missing values present in the original data. This package
includes methods which allow for Multiple Imputation using Fully Conditional
Specification (FCS), as described by Van Buuren and Groothuis-Oudshoorn
(2011). The main advantage of this method is that each variable has its own
imputation model. The imputation models available in Mice are provided for
continuous data (predictive mean matching, normal), binary data (logistic
regression), unordered categorical data (polytomous logistic regression) and
ordered categorical data (proportional odds).
In total, 20 different (complete) datasets were imputed byMice. The NRMSE
(Normalized Root Mean Square Error) index (from the hydroGOF R package
by Zambrano-Bigiarini 2014) was used to assess the imputation quality of
each of the 20 datasets generated by Mice. Normalized Root Mean Square
Error is computed between the vectors of estimated values and observed values
representing the variables (see the documentation for the hydroGOF package for
the exact formula). Two criteria were used: standard deviation of observations
and the difference between the maximum and minimum of the observed values
(max-min). Figure 1 shows the distribution of the NRMSE scores obtained for
these 20 datasets. Two criteria were used: standard deviation of observations
and the difference between the maximum and minimum of the observed values
(max-min). According to both criteria, Dataset 16, providing the minimum of
both curves presented in Fig.1, was selected as optimal.
Figure 2 shows examples of density maps for 10 original variables of the low
back pain dataset obtained after the data imputation performed by Mice. The
density of the original (incomplete) data is shown in black and the density of
the imputed (complete) data is shown in yellow. Very close density curves can
be observed for most of the variables. The Stats package of R was used to plot
these density maps.
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Figure 1: Distribution of the NRMSE scores for each of the 20 imputed datasets. Two criteria were
used: standard deviation (left) and maximum-minimum (max-min) (right).
Figure 2: Density maps for 10 original variables in the selected dataset obtained after the variable
imputation byMice. The density of the original data is shown in black and the density of the complete
data is shown in yellow.
Identification of Patient Classes Using Crisp and Fuzzy Clustering 5
3 Outlier elimination
At this step, the R implementation of the Local Outlier Factor (LOF) method
available in the Rlof package (Hu et al, 2011) was used to detect the outliers. This
method finds the local outlier factor (Breunig et al, 2000) of a given data matrix
using the k neighbours method. The local outlier factor (LOF) is a measure of
outlyingness, which was calculated for each object (i.e., patient) considered.
The LOF method takes into account the density of the neighbourhood around
the object to determine its outlierness. We used the Euclidean distance, which
is the default option in this package.
Figure 3: Density map for the LOF (Local Outlier Factor) scores obtained for the 928 objects
(i.e., patients) of the low back pain dataset. The x-axis represents the LOF scores. The threshold of
Mean + 4SD was used to identify outliers.
The density scores for the 928 objects (i.e., patients) provided by LOF are shown
in Fig. 3. We decided to use the threshold of Mean + 4SD to identify outliers
in our dataset. In fact, the threshold Mean + 4SD is located within a larger
gap than in the case of other commonly used outlier selection thresholds (e.g.,
Mean + 3SD or Mean + 2SD). In total, 7 objects (0.8% of all objects) have
been classified as outliers and then removed from the dataset. The meta-data
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description indicates that a few objects can be classified as outliers (a column
specifying the outliers has been included in our class membership file available
at: http://www.info2.uqam.ca/ makarenkov_v/GM_IFCS2017
_data.zip). Thus, the data matrix under consideration was reduced to the
size (921x112).
4 Data normalization
The normalization of data was achieved by using the traditional Z-score normal-
ization method. The scale function of the base package of R was used for this
purpose. The low back pain dataset contains binary, categorical and continuous
variables, making the application of the robust Z-scores (Malo et al, 2005), as
well as of the Z2 and Z3 normalizations proposed by Steinley (2004), impossible
in this case.
Figure 4: Heatmap of the standardized low back pain data containing 921 objects and 112 variables.
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These methods were shown to outperform the traditional Z-score normalization,
but cannot be applied in our case due to the presence of binary variables. Z-score
normalization may not be always recommended for standardizing continuous
variables (Stevens, 1946). Some authors argue however that the use of parametric
statistics for categorical data may be allowed in certain cases in order to take
advantage of a larger range of available statistical procedures (Cohen et al, 1996;
Van Belle, 2011).
Figure 4 shows the heat map of the low back pain dataset (including 921
patients and 112 variables) obtained after Z-score normalization.
5 Elimination of correlated variables
At this step, we used the findCorrelation function of the Caret R package (Kuhn,
2015) to remove highly correlated variables from the low back pain dataset. The
Spearman correlation was used to measure the degree of redundancy between
the original variables. The Spearman correlation threshold of 0.4 was chosen,
based on the correlation matrix heat maps before (Fig. 5a) and after (Fig. 5b)
the application of the variable elimination procedure. The findCorrelation
function searches through a correlation matrix and returns a vector of integers
corresponding to variables to remove to decrease pairwise correlations. The
absolute values of pairwise correlations are considered in findCorrelation. If two
variables have a high correlation, findCorrelation calculates the mean absolute
correlation of each variable and removes the variable with the largest mean
absolute correlation. In total, 38 variables (34% of the 112 original variables)
were removed at this step. Thus, our dataset was reduced to the size of (921x74).
Figure 5: (a) Heat map of the correlation matrix of the 112 original variables. (b) Heat map of the
correlation matrix after the removal of highly correlated variables.
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6 Variable selection using variable clustering and
Principal Component Analysis
At this step, we applied clustering to the remaining 74 variables of the low back
pain dataset. The clustering of the variables was achieved by using the package
ClustOfVar (Chavent et al, 2011) of R.
Here, we followed the recommendations presented in the well-known paper by
Mitra et al (2002) concerning clustering of variables. We first used the function
hclustvar, available in ClustOfVar, to create the hierarchy of the variables and
then computed the bootstrap scores (i.e., stability indices) for different numbers
of the variables partitions to assess their stability (Lord et al, 2017). Figure 6
shows the stability of the variables partitions with respect to the number of
clusters (i.e., groups of variables) in terms of the mean score measure.
Figure 6: Stability of the variables partitions for the reduced low back pain dataset with respect to the
number of clusters (i.e., groups of variables) in terms of the mean score measure. The first two local
maxima found here correspond to clusters with 13 and 17 variables, respectively.
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Using this graphical representation, we identified the first two peaks of the
stability curve (i.e., partitions with 13 and 17 clusters, respectively). For both
selected numbers of clusters (13 and 17), we first used the function cuttrevar
to assign variables to initial clusters, and then the function kmeansvar with
this initial partition to produce the final assignment of variables to different
clusters. The kmeansvar function based on the popular k-means algorithm
allowed us to assign the variables to different clusters based on their correlations
(i.e., the variables with the highest mutual correlations were assigned to the
same cluster). The squared loadings from the first principal component of the
principal component analysis, performed variable-cluster-wise, were used. Once
the variables were assigned to different groups, one representative per group (i.e.,
the variable with the highest contribution score to the first principal component)
was selected.
Figure 7: (a) Initial percentage of missing values for the variables included in the cluster with 17
variables; (b) Initial percentage of missing values for the variables included in the cluster with 13
variables.
Finally, we removed from the two selected datasets (i.e., with 13 and 17 variables,
respectively) the variables with the highest initial proportion (i.e., calculated
before the variable imputation step - see section 2) of missing values (i.e., the
variables with the highest probability to introduce error) with a threshold of
10%, which can be selected intuitively by observing the histograms in Fig. 7.
The application of this threshold reduced the cluster of 13 variables to 10
variables, and the cluster of 17 variables to 13 variables. Thus, two reduced
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datasets of sizes (921x10) and (921x13) were obtained. They were clustered
using different partitioning algorithms as described in the next section.
7 Data clustering using different partitioning algorithms
At this step, we carried out a number of different partitioning algorithms based
on various classification criteria in order to determine the optimal number of
clusters in the low back pain dataset. Namely, the Discriminant Analysis of
Principal Components (DAPC method by Jombart et al 2010, implemented
in find.clusters function of the R package Adegenet), the traditional k-means
(MacQueen et al, 1967) and k-medoids (Kaufman and Rousseeuw, 1987)
algorithms as well as the Clara algorithm (Kaufman and Rousseeuw, 1990)
were carried out.
Figure 8: (a) Variation of variances for different numbers of principal components for the variant
of the low back pain dataset with 10 variables; (b) Variation of variances for different numbers of
principal components for the variant of the low back pain dataset with 13 variables. The first two
"elbows" (i.e., local minima) of the two curves are indicated by the red arrows.
The clustering procedure used inDiscriminant Analysis of Principal Components
consists in successive runs of k-means with an increasing number of clusters
after transforming data using a principal component analysis (PCA). In our
analysis, the BIC index was used to measure the goodness of fit, and thus for
selecting the optimal number of clusters in DAPC. In order to choose the optimal
number of principal components to use as a parameter of the DAPC method,
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we have drawn the variance curves with respect to the number of principal
components. Using the "elbow" technique, we found that the first two "elbows"
(i.e., the first two local minima of the variance function) occurred at 2 and 4
principal components, respectively, in both datasets (see Fig. 8a and Fig. 8b).
Hence, the DAPC method was performed with 2 and 4 principal components in
both cases.
Both the k-means and k-medoids algorithms were carried out using the
Calinski-Harabasz (CH) and Silhouette (SI) cluster validity indices in order to
determine the optimal number of clusters. These indices were among the top
performers according to a number of comparative classification studies (e.g.,
see Milligan and Cooper, 1985 or Arbelaitz et al, 2013). Finally, the Clara
algorithm (Kaufman and Rousseeuw, 1990), which is also based on the medoids
computation, but works with subsets of original data in order to speed up the
computation, has also been carried out.
The results of the application of the four above-mentioned methods along
with the related CH and SI statistics are presented in table 1.
Table 1: The optimal numbers of clusters (nCl) and the corresponding values of the Calinski-Harabasz
(CH) and Silhouette (SI) cluster validity indices obtained for the four clustering methods (DAPC, k-
means, k-medoids and Clara), which were carried out for the two selected variants of the low back
pain dataset (Dataset with 10 variables and Dataset with 13 variables).
It is worth noting that the values of the CH and SI cluster validity indices
reported in table 1 are generally larger for the clusterings with 10 variables than
for those with 13 variables. This is due to a well-known property that the values
of these indices usually increase with the decrease in the number of variables
in dataset. Based on the results presented in table 1, we decided to select for
further analysis the dataset with 13 variables because it showed the highest
clustering stability in terms of the number of clusters (i.e., the solutions with 5
clusters were provided by 5 out of 8 clustering methods). Hence, we also decided
that 5 will be the optimal number of clusters for the low back pain dataset.
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Among the 8 clusterings found for the dataset with 13 variables (see table 1),
we selected for the consensus analysis (see section 8) the DAPC clustering
obtained with 4 principal components because it was the only 5-cluster partition
found with the BIC index as well as the k-means clustering found with CH
because it provided the largest values of the CH and SI indices. Moreover, the
selected k-means clustering had the average cluster stability of 0.86, which was
the highest among the presented methods according to the stability analysis
conducted with the fpc package by Hennig (2010). To perform the stability
analysis, we selected the strategy that relies on the use of the Jaccard coefficient
and the Bootstrap resampling technique ((Hennig, 2007)) applied to k-means
clustering. The clusterboot function of the fpc package was ran with the default
parameters; 100 bootstrap replicates were carried out.
8 Computing a consensus solution for the best clusterings
Finally, we calculated the consensus clustering between the Discriminant
Analysis of Principal Components (DAPC) and k-means 5-class partitions that
provided the best clustering performances among the selected methods (see
section 7). This is a recommended practice when two or more good clusterings
are available for a given dataset (Gordon and Vichi, 2001).
The GV3 method implemented in the cl_consensus function of the CLUE
package of R (Hornik, 2005) was carried out. GV3 uses the SUMT algorithm (the
"third model" according to Gordon and Vichi, 2001) for minimizing the Gordon
and Vichi objective function based on a co-membership dissimilarity. The ARI
index (Adjusted Rand Index, (Hubert and Arabie, 1985)) between the considered
DAPCand k-means clusteringswas equal to 0.19.After performing the consensus
clustering using the GV3 algorithm (note that this algorithm implemented in
CLUE returns as output both crispy and fuzzy consensus clusterings), we were
able to calculate the ARIs between the consensus clustering and the DAPC
clustering (ARI = 0.24) as well as between the consensus clustering and the
k-means clustering (ARI = 0.92). This means that the k-means clustering based
on CH was much closer to the obtained consensus clustering solution than the
DAPC clustering based on BIC. This conclusion is confirmed by the overall
Consensus, DAPC and k-means clustering results presented in Fig. 9.
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Figure 9: Classification heatmap for the selected variant of the reduced low back pain dataset
(consisting of 921 patients and 13 variables). The consensus clustering for the Discriminant Analysis
of Principal Components and k-means methods found by the GV3 algorithm is presented on the left.
The individual DAPC and k-means clusterings are presented on the right.
9 Description of the obtained consensus clustering and
the selected variables with respect to metadata
In this section, we describe the obtained crisp clustering (note that the alternative
fuzzy clustering is also provided in our class membership file). While in crisp
clustering each object always belongs to only one cluster, it can belong to more
than one cluster in fuzzy clustering. Table 2 (below) reports the details on the
variables and clusters classification provided by our crisp clustering.
Among the 13 selected variables of the low back pain dataset we can observe
representatives of each of the 6 variable domains (contextual factor, participation,
pain, psychological, activity and physical impairment), which were specified as
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important in the metadata description as well as in the original paper by Nielsen
et al. (2016). Each of these domains is represented by at least one variable. This
finding confirms that all of the six major variable domains are important for
assessing the condition of different groups of patients.
Let us now report the main characteristics of our clusters, which were inferred
from the statistics presented in table 2.
Cluster 1 includes the oldest patients; they are mainly full-time workers with
physical work load of sitting and walking; they do not stay at home; their back
pain is not dominant; they do not suffer from non-paraspinal pain; they do
not restraint their activities due to their condition and suffer from pain during
muscle palpation; their test of sacro-illiac is mainly negative.
Cluster 2 includes full-time workers of middle age with a heavy physical
work load; they stay at home and restraint their activities due to their condition;
they avoid heavy jobs around their house; their back pain is dominant and they
severely suffer from pain; their test of sacro-illiac is mainly negative.
Cluster 3, which is the largest of the obtained clusters, includes full-workers
of middle age with physical work load of sitting and walking; they do not stay
at home; their back pain is dominant; they mainly agree that they should not do
activities due to their condition and mainly agree to avoid heavy jobs around
their house; their test of sacro-illiac is mainly negative.
Cluster 4 includes full-workers of middle age with physical work load of
sitting and walking, they do not stay at home; they mainly have non-paraspinal
pain onset; their back pain is dominant; they agree that they should not do
activities due to their condition and should avoid heavy jobs around their house;
they mainly suffer from pain during muscle palpation; their test of sacro-illiac
is mainly negative and they do not have reducible disk.
Cluster 5 is composed of the youngest patients; they are mostly male full-
workers with physical work load of sitting and walking; they do not stay at
home; they suffer greatly from their back pain; they are the least affected by
psychological aspects; they do not avoid heavy jobs around their house and
are mostly unsure about restricting their activities due to their condition; they
mainly suffer from pain during muscle palpation; their test of sacro-illiac is
mainly negative.
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Table 2: Clustering statistics obtained for the consensus clustering based on the solutions provided by
the DAPC and k-means methods. The variable domain is indicated for each of the 13 selected variables
(+ Bsex0 (male/female percentage) variable shown for cluster description purposes). For the binary
variables, the percentage of each value (0 and 1) is separated by a slash, the mean value is computed for
continuous variables and the category with the highest frequency is shown for categorical variables.
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