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Chapter 1: Introduction
The Riemann zeta function is one of the most important special functions in math-
ematics. Its applications encompass many areas of study, including number theory
and physics. Before commenting on its historical development, we begin by outlining
a few examples where the Riemann zeta function applies specifically to these two
areas.
In number theory, for example, the distribution of primes is studied using the
Riemann zeta function. The relation between the Riemann zeta function and the dis-
tribution of prime numbers are explained later. In physics, the Riemann zeta function
and its generalizations are used in quantum field theory and string theory. For in-
stance, zeta function regularization is used as one possible means of regularization of
divergent series and divergent integrals in quantum field theory (see e.g. [65]). The
zeta function is also useful for the analysis of dynamical systems [38].
What has now come to be known as the Riemann zeta function has its roots traced
to the study of the harmonic series
∞∑
n=1
1
n
, (1.1)
which was first shown to be a divergent series in 1360 by Nicole Oresme [37]. The
next piece of historical evidence of the (mathematical) study of the harmonic series
comes from Pietro Mengoli, who published a proof of its divergence in 1650 [41].
Mengoli’s proof is outlined below. To prove it however, we first need a lemma.
Lemma 1.1. For x > 1, we have
1
x− 1 +
1
x
+
1
x+ 1
>
3
x
.
2Proof.
1
x− 1 +
1
x
+
1
x+ 1
=
x(x+ 1) + (x− 1)(x+ 1) + x(x− 1)
(x− 1)x(x+ 1)
=
x2 + x+ x2 − 1 + x2 − x
(x− 1)x(x+ 1)
=
3x2 − 1
x(x2 − 1)
=
3
x
· x
2 − 1/3
x2 − 1
>
3
x
,
since x
2−1/3
x2−1
> 1 for x > 1.
Theorem 1.2. The series
∞∑
n=1
1
n
diverges.
Proof. Assume
∑∞
n=1
1
n
converges to S. Then
S = 1 + 1/2 + 1/3 + 1/4 + · · ·
= 1 + (1/2 + 1/3 + 1/4) + (1/5 + 1/6 + 1/7) + · · ·
From the lemma, then
S > 1 + (3/3) + (3/6) + (3/9) + · · · = 1 + S,
which is impossible for any finite S. Since we arrived at a contradiction, we can
conclude that
∑∞
n=1
1
n
is divergent.
3During the Baroque period, the harmonic series became popular with architects
to establish floor plans and elevations (frontal views of the building) [33]. In fact, the
term harmonic comes from a musical term where the wavelength of a vibrating string
produces different pitches, creating “harmonies.” These harmonies were accented in
music and architecture beginning with the Gothic period in the late 12th century,
when architectural drawings emphasized harmonic ratios of width to height in build-
ing elevations. The idea was to mimic harmonies in music with notable features in
the building design. In these architectural designs of the period, the width/height
ratio tended to converge to the harmonic sequence in order to match harmonic tones
in music, notably that from Notre Dame [35] (see figure 1.1). In music, the different
“harmonics” come from string lengths 1, 1/2, 1/3, . . . (see figure 1.2).
Figure 1.1: Elevations from Gothic architecture in harmonic progression
4Figure 1.2: Harmonics on a string
The generalization of the harmonic series, known as the p−series, is
∞∑
n=1
1
np
(1.2)
with p ∈ R. From the integral test, this series can be shown to converge for p > 1.
The case with p = 2 was known by Mengoli to converge, but the exact sum eluded
him. He posed the problem of finding the sum in 1644, and after attempts by many
mathematicians including John Wallis and the Bernoulli brothers Johann and Jakob,
the problem was finally solved in 1735 by Leonard Euler. The problem became known
as the “Basel Problem” because the Bernoulli brothers and Euler were from Basel,
Switzerland [24].
Further sums for the p−series were calculated by Euler. In his book Introduction
to the Analysis of the Infinite, Euler calculated exact sums for even p from 2 to 26
[27]. Additionally, Euler also connected the series (1.2) to the distribution of primes
through the following relation,
5ζ(σ) =
∞∑
n=1
1
nσ
=
∏
p prime
1
1− p−σ , (1.3)
valid for real σ > 1.
Euler’s proof of this formula uses an iterative process to “sieve” prime numbers.
The method is attributed to the Greek mathematician Eratosthenes of Cyrene. The
sieve process can be described as follows: First, list the natural numbers from 2 to n.
Then, starting with 2, mark out all multiples of 2 that follow 2. Then, from the list
that remains, mark out all multiples of 3 that follow 3. Continuing this process, one
obtains all the primes less than or equal to n. Now we present Euler’s proof of (1.3).
Take ζ(σ) = 1 + 2−σ + 3−σ + 4−σ + · · · . Then 2−σζ(σ) = 2−σ + 4−σ + 6−σ + · · ·
and subtracting the second equation from the first gives
(1− 2−σ)ζ(σ) = 1 + 3−σ + 5−σ + 7−σ + · · · . (1.4)
Then repeating the process for 3−σ gives
3−σ(1− 2−σ)ζ(σ) = 3−σ + 9−σ + 15−σ + · · · , (1.5)
and subtracting the last two equations gives
(1− 3−σ)(1− 2−σ)ζ(σ) = 1 + 5−σ + 7−σ + 11−σ + · · · . (1.6)
Continuing recursively for p prime, we have
lim
p→∞
∏
p prime
(1− p−σ)ζ(σ) = 1, (1.7)
6for σ > 1, where the RHS is
∑∞
n=1 n
−σ −∑∞n=2 n−σ. Division then gives (1.3), which
completes the proof.
Euler used the product formula (1.3) to prove the following fundamental theorem
in number theory.
Theorem 1.3. There are infinitely many primes.
Proof. Euler proved the infinitude of primes by evaluating his product formula (1.3)
at σ = 1. The left hand side of the formula is a divergent series. Assuming the
number of primes is finite (say, N of them), the RHS then becomes a finite product
- a contradiction:
∞∑
n=1
1
n
=
∏
p prime
1
1− p−1 =
1
(1− 1
2
)(1− 1
3
)(1− 1
5
) · · · (1− 1
pN
)
=
1
(1/2)(2/3)(4/5) · · · (pN − 1)/pN
=
(
2
1
)(
3
2
)(
5
4
)
· · ·
(
pN
pN − 1
)
, (1.8)
and since the RHS must diverge along with the left hand side, Euler argued that
the numerator of this fraction must be infinite. Therefore, there are infinitely many
primes.
Bernhard Riemann generalized the series (1.2) to be defined for complex values of
s, as
ζ(s) =
∞∑
n=1
1
ns
, (1.9)
which is valid for ℜ(s) > 1. Riemann analytically continued this function to be defined
for all values s ∈ C, s 6= 1, in his famous paper On the Number of Prime Numbers less
than a Given Quantity, published in November 1859 [49]. In the following pages, we
7look closely at this zeta function as Riemann, and later mathematicians, studied it.
We give a definition of the function and proceed to expose the details of its analytic
continuation. We then outline some methods of calculation of values of the Riemann
zeta function, give a summary of some generalizations, list some associated identities,
and discuss the famous Riemann Hypothesis.
Before concluding this section, we would like to remind the reader of some impor-
tant formulas that are used throughout this work.
The gamma function Γ(s) is defined as
Γ(s) =
∫ ∞
0
ts−1
et
dt, (1.10)
which is a representation valid for s ∈ C, with ℜ(s) > 0. This function can also be
analytically continued to all {s : s ∈ C \Z−}. It can be easily proved that for n ∈ N,
Γ(n) = (n− 1)! , (1.11)
which means that Γ(s) provides a generalization of the factorial. Later in this work,
we see a close interplay between the gamma function and zeta function.
The reflection formula for the gamma function can be proved by using the integral
representation (1.10) and reads
Γ(s)Γ(1− s) = pi
sin pis
, (1.12)
for s 6∈ Z. The proof can be found in ([11] §7H, 11A).
Through infinite product expansion techniques (see [11] §31), equation (1.12) can
8be manipulated to produce Euler’s product for the sine function, which is
sin piz = z
∞∏
n=1
(
1− z
2
n2
)
, (1.13)
which also converges for all complex z on a compact set.
Chapter 2: Methods of analytic continuation
In this chapter, we outline three methods for the analytic continuation of the Riemann
zeta function.
2.1 Method 1: Hermite method
The following is known as the Hermite method of analytic continuation after the
French mathematician Charles Hermite [43], and a portion of the argument given
here is referenced in [22]. We begin by using equation (1.10) and make a change of
variables t = nu, with n ∈ N+, so that
Γ(s) =
∫ ∞
0
ts−1e−t dt =
∫ ∞
0
(nu)s−1e−nun du
= ns
∫ ∞
0
us−1e−nu du. (2.1)
From the above expression, we obtain
Γ(s)
ns
=
∫ ∞
0
ts−1e−nt dt, (2.2)
and hence
ζ(s)Γ(s) =
∞∑
n=1
Γ(s)
ns
=
∞∑
n=1
∫ ∞
0
ts−1e−nt dt. (2.3)
Because of uniform convergence, we can justify interchanging the sum and integral,
giving
ζ(s)Γ(s) =
∫ ∞
0
ts−1
(
∞∑
n=1
e−nt
)
dt. (2.4)
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For t > 0, we have 0 < e−t < 1 and therefore
∑∞
n=1 e
−nt is a convergent geometric
series with
∞∑
n=1
e−nt =
e−t
1− e−t =
1
et − 1 . (2.5)
By substituting (2.5) in (2.4), we obtain
ζ(s)Γ(s) =
∫ ∞
0
ts−1
et − 1 dt, (2.6)
for ℜ(s) > 1. The integral representation (2.6) can be used to extend the domain of
ζ(s) from ℜ(s) > 1 to a larger region.
The first step in extending this domain is to rewrite the function 1/(et− 1) in the
integrand of (2.6) in terms of its Laurent expansion:
1
et − 1 =
1
t
− 1
2
+O(t). (2.7)
Due to the expansion in (2.7), 1/(et − 1) − 1/t stays bounded on the interval [0, 1],
and hence, we can write for ℜ(s) > 1,
∫ ∞
0
ts−1
et − 1 dt =
∫ 1
0
ts−1
(
1
et − 1 −
1
t
)
dt+
∫ 1
0
ts−1
(
1
t
)
dt+
∫ ∞
1
ts−1
et − 1 dt
=
∫ 1
0
ts−1
(
1
et − 1 −
1
t
)
dt+
∫ 1
0
ts−2 dt+
∫ ∞
1
ts−1
et − 1 dt
=
∫ 1
0
ts−1
(
1
et − 1 −
1
t
)
dt+
1
s− 1 +
∫ ∞
1
ts−1
et − 1 dt. (2.8)
Since the two integrals on the right hand side of (2.8) are analytic functions of s for
ℜ(s) > 0, we can conclude that the left hand side of (2.8) is meromorphic in the
half-plane ℜ(s) > 0 with a simple pole at s = 1 of residue 1. According to (2.6), the
representation (2.8) coincides with the product ζ(s)Γ(s) when ℜ(s) > 1, so we can
11
write ζ(s) for points s 6= 1 with 0 < ℜ(s) < 1 as
ζ(s) =
1
Γ(s)
[∫ 1
0
ts−1
(
1
et − 1 −
1
t
)
dt+
1
s− 1 +
∫ ∞
1
ts−1
et − 1 dt
]
. (2.9)
Since 1/Γ(s) is an entire function, the relation (2.9) shows that ζ(s) is meromorphic
in the half-plane ℜ(s) > 0 having a simple pole at s = 1 with
Ress=1ζ(s) =
1
Γ(1)
= 1. (2.10)
This implies that
lim
s→1
(s− 1)ζ(s) = 1. (2.11)
To simplify equation (2.9), we use the fact that for all points s with ℜ(s) < 1 we have
1
s− 1 = −
∫ ∞
1
ts−2 dt, (2.12)
and therefore we can rewrite (2.9) as
ζ(s) =
1
Γ(s)
[∫ 1
0
ts−1
(
1
et − 1 −
1
t
)
dt+
1
s− 1 +
∫ ∞
1
ts−1
et − 1 dt
]
=
1
Γ(s)
[∫ 1
0
ts−1
(
1
et − 1 −
1
t
)
dt−
∫ ∞
1
ts−2 dt+
∫ ∞
1
ts−1
et − 1 dt
]
=
1
Γ(s)
[∫ 1
0
ts−1
(
1
et − 1 −
1
t
)
dt+
∫ ∞
1
ts−1
(
1
et − 1 −
1
t
)
dt
]
=
1
Γ(s)
∫ ∞
0
ts−1
(
1
et − 1 −
1
t
)
dt. (2.13)
We can now extend the domain of ζ(s) even further to the left of ℜ(s) = 0, by
repeating this procedure with the next term of the Laurent series in (2.7). To do this,
we take the Laurent expansion for 1/(et−1) in (2.7) and subtract the first two terms.
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So, by adding and subtracting we obtain
ζ(s)Γ(s) =
∫ 1
0
ts−1
(
1
et − 1 −
1
t
+
1
2
)
dt−
∫ 1
0
ts−1
(
1
2
)
dt +
∫ ∞
1
ts−1
(
1
et − 1 −
1
t
)
dt
=
∫ 1
0
ts−1
(
1
et − 1 −
1
t
+
1
2
)
dt− 1
2s
+
∫ ∞
1
ts−1
(
1
et − 1 −
1
t
)
dt. (2.14)
Both integrals on the right hand side of (2.14) yield analytic functions for ℜ(s) > −1.
From (2.14), we can write ζ(s) for ℜ(s) > −1, as
ζ(s) =
1
Γ(s)
[∫ 1
0
ts−1
(
1
et − 1 −
1
t
+
1
2
)
dt− 1
2s
+
∫ ∞
1
ts−1
(
1
et − 1 −
1
t
)
dt
]
.
(2.15)
This is now meromorphic for ℜ(s) > −1 with a simple pole of residue 1 at s = 1.
Moreover, since 1/(sΓ(s)) = 1/Γ(s+ 1), ζ(s) is analytic at s = 0. For points s with
−1 < ℜ(s) < 0 we have ∫ ∞
1
ts−1 dt = −1
s
. (2.16)
So (2.15) and (2.16) give
ζ(s) =
1
Γ(s)
∫ ∞
0
ts−1
(
1
et − 1 −
1
t
+
1
2
)
dt, (2.17)
for values of s in the strip −1 < ℜ(s) < 0.
We now proceed with the explicit evaluation of the integral in (2.17). To do so, we
first rewrite the expression appearing in parentheses in the integrand by using Euler’s
product formula for the sine function (1.13). Taking the logarithm of both sides of
this formula gives
ln (sin piz) = ln z +
∞∑
n=1
ln
(
1− z
2
n2
)
, (2.18)
which is valid for all z in a compact region of the cut complex plane. By differentiating
13
(2.18) we obtain
pi cotpiz =
1
z
+
∞∑
n=1
−2z/n2
1− z2
n2
=
1
z
+
∞∑
n=1
2z
z2 − n2 , (2.19)
which is valid for all z /∈ Z. We now make the change of variables z = it/(2pi),
multiply (2.19) by i/(2pi) and use the fact that coth(x) = i cot(ix), to obtain
i
2
cot
(
it
2
)
=
1
2
coth
(
t
2
)
=
1
t
+
∞∑
n=1
2t
t2 + 4n2pi2
. (2.20)
Since 1
2
coth
(
t
2
)
= 1
et−1
+ 1
2
we can rewrite (2.20) as
1
et − 1 =
−1
2
+
coth(t/2)
2
=
1
t
− 1
2
+
∞∑
n=1
2t
t2 + 4n2pi2
. (2.21)
The use of (2.21) in (2.17) allows us to write (for −1 < ℜ(s) < 1)
ζ(s)Γ(s) = 2
∫ ∞
0
ts−1
∞∑
N=1
t
t2 + (2Npi)2
dt
= 2
∞∑
N=1
∫ ∞
0
ts
t2 + (2Npi)2
dt, (2.22)
where the sum and integral can be interchanged due to uniform convergence.
Our next task is to compute the integral that appears in (2.22). To do this, let
−1 < ℜ(s) < 0 and N be a fixed real number. Then we define
IN(s) =
∫ ∞
0
ts
t2 + (2Npi)2
dt. (2.23)
14
In order to compute IN (s), we consider the following integral
IN,C(s) =
∫
C
zs
z2 + (2Npi)2
dz, (2.24)
where C is the “keyhole contour” shown in figure (2.1).
Figure 2.1: Keyhole Contour
We parameterize C by writing C = Cr + l1 + CR + l2 as follows:
Cr = re
−iθ, γ ≤ θ ≤ 2pi − γ, (2.25)
l1 = te
iγ , r ≤ t ≤ R, (2.26)
CR = Re
iθ, γ ≤ θ ≤ 2pi − γ, (2.27)
l2 = te
i(2pi−γ), R ≤ t ≤ r. (2.28)
15
Then by denoting
f(z) =
zs
z2 + (2Npi)2
, (2.29)
we can rewrite IN,C(s) as a sum
IN,C(s) =
∫
Cr
f(z) dz +
∫
l1
f(z) dz +
∫
CR
f(z) dz +
∫
l2
f(z) dz. (2.30)
Now we focus on each integral on the right hand side of (2.30) separately. For the
first integral, we have
∫
Cr
f(z)dz =
∫ 2pi−γ
γ
(re−iθ)s
r2e−2iθ + (2Npi)2
(−ir)eiθ dθ = −irs+1
∫ 2pi−γ
γ
(eiθ)1−s
r2e−2iθ + (2Npi)2
dθ.
(2.31)
This integral converges to 0 as r → 0, and γ → 0. For the second integral, we get
∫
l1
f(z) dz =
∫ R
r
(teiγ)s
t2e2iγ + (2Npi)2
eiγ dt =
∫ R
r
ts(eiγ)s+1
t2e2iγ + (2Npi)2
dt. (2.32)
In the limits r → 0, R→∞, and γ → 0, we have
∫ ∞
0
ts
t2 + (2Npi)2
dt = IN(s). (2.33)
For the third integral, we obtain instead,
∫
CR
f(z) dz =
∫ 2pi−γ
γ
(Reiθ)s
R2e2iθ + (2Npi)2
iReiθ dθ
= i
∫ 2pi−γ
γ
(Reiθ)s+1
R2e2iθ + (2Npi)2
dθ
= iRs−1
∫ 2pi−γ
γ
(eiθ)s+1
e2iθ +
(
2Npi
R
)2 dθ. (2.34)
For −1 < ℜ(s) < 0, we have that (2.34) converges to 0 as R → ∞, and γ → 0. For
16
the fourth integral, we get
∫
l2
f(z)dz =
∫ r
R
(tei(2pi−γ))s
t2e2i(2pi−γ) + (2Npi)2
ei(2pi−γ)dt
= −
∫ R
r
(tei(2pi−γ))s
t2e2i(2pi−γ) + (2Npi)2
ei(2pi−γ)dt
= −
∫ R
r
ts(ei(2pi−γ))s+1
t2e2i(2pi−γ) + (2Npi)2
dt. (2.35)
Taking the limits r → 0, R→∞, and γ → 0, we have
−e2piis
∫ ∞
0
ts
t2 + (2Npi)2
dt = −e2piisIN(s). (2.36)
By combining the results in (2.31), (2.33), (2.34), and (2.36), we finally obtain
IN,C(s) = (1− e2ipis) IN (s) = −2ieipis e
ipis − e−ipis
2i
IN(s) = −2ieipis sin(pis) IN(s).
(2.37)
On the other hand, IN,C(s) in (2.24) can be computed by using the residue theo-
rem. The integrand f(z) has (simple) poles at z = ±2Npii, with residues
Resz=2Npiif(z) =
zs
z + 2Npii
∣∣∣
z=2Npii
=
(2piNi)s−1
2
(2.38)
Resz=−2Npiif(z) =
zs
z − 2Npii
∣∣∣
z=−2Npii
=
(−2piNi)s−1
2
, (2.39)
and therefore, we have
IN,C(s) = 2pii
(
(2piNi)s−1
2
+
(−2piNi)s−1
2
)
= 2pii
(2piN)s−1
2
(
is−1 + (−i)s−1)
= 2pii
(2piN)s−1
2
(
(eipi/2)s
i
− (e
3ipi/2)s
i
)
= −2ipi(2piN)s−1eipis (e
ipi/2)s − (e−ipi/2)s
2i
= −2ipi(2piN)s−1eipis sin
(pis
2
)
. (2.40)
17
By using (2.40) in the relation (2.37), we obtain
−2ieipis sin pis IN(s) = −2ipi(2piN)s−1eipis sin pis
2
, (2.41)
which gives
IN (s) = pi(2piN)
s−1 sin
pis
2
sin pis
. (2.42)
At this point, we use the results (2.42) and (2.22) to obtain
ζ(s)Γ(s) = 2
∞∑
N=1
pi(2piN)s−1
sin pis
2
sin pis
= 2(2pi)s−1
pi
sin(pis)
(
∞∑
N=1
1
N1−s
)
sin
(pis
2
)
= 2(2pi)s−1
pi
sin(pis)
ζ(1− s) sin
(pis
2
)
. (2.43)
We divide both sides of (2.43) by Γ(s) and use equation (1.12) to finally get
ζ(s) = 2(2pi)s−1Γ(1− s)ζ(1− s) sin
(pis
2
)
, (2.44)
which is Riemann’s functional equation for the zeta function.
The right hand side of (2.44) is well defined not only for −1 < ℜ(s) < 0, but also for
the larger region ℜ(s) < 0. So we can use this equation to define ζ(s) for all s 6= 1.
2.2 Method 2: Euler transform
In order to outline this method, we first need to introduce the alternating zeta func-
tion, otherwise known as the Dirichlet eta function. Let σ > 0 be a real number.
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Then
η(σ) =
∞∑
n=1
(−1)n+1
nσ
= 1− 2−σ + 3−σ − 4−σ + · · · , (2.45)
where the series converges due to Leibniz’s alternating series test. The reason for
considering η(σ) lies in its relation with the Riemann zeta function. In fact,
ζ(σ)− η(σ) =
∞∑
n=1
n−σ −
∞∑
n=1
(−1)n−1n−σ
=
∞∑
n=1
2(2n)−σ
= 2 · 2−σ
∞∑
n=1
n−σ
= 21−σζ(σ). (2.46)
So we have for σ > 0, σ 6= 1,
ζ(σ) =
1
(1− 21−σ) η(σ). (2.47)
The relation (2.47) implies that the analytic continuation of η(σ) provides the analytic
continuation of ζ(σ).
In what follows, we need some definitions.
Definition 2.1. Let {an} be an increasing sequence of real numbers. The forward
difference operator, ∆ is the operation on {an} defined as ∆{an} ≡ {an+1 − an}.
Definition 2.2. Let {an} be an increasing sequence of real numbers. The higher order
difference operator, ∆k is the operation on {an} defined as ∆k{an} ≡ {∆k−1{an+1}−
∆k−1{an}}. As an example, we consider
∆2an = ∆an+1 −∆an
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= (an+2 − an+1)− (an+1 − an)
= an+2 − 2an+1 + an, (2.48)
and
∆3an = ∆
2an+1 −∆2an
= (an+3 − 2an+2 + an+1)− (an+2 − 2an+1 + an)
= an+3 − 3an+2 + 3an+1 − an. (2.49)
In general,
∆kan =
k∑
j=0
(−1)j
(
k
j
)
an+k−j. (2.50)
The following method of analytic continuation of the Riemann zeta function has
been outlined in [53] and [54]. First, we consider the Euler transform of an alternating
series. Let S be a convergent alternating series:
S =
∞∑
n=1
(−1)n+1an = a1 − a2 + a3 − a4 + · · · . (2.51)
Then, we can write S also as
S =
1
2
a1 +
1
2
[(a1 − a2)− (a2 − a3) + · · · ]. (2.52)
Continuing this process on the terms in brackets gives
S =
1
2
a1 +
1
4
(a1 − a2) + 1
4
[(a1 − 2a2 + a3)− (a2 − 2a3 + a4) + · · · ] , (2.53)
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and in general
S =
k−1∑
j=0
∆ja1
2j+1
+
∞∑
n=1
(−1)n−1∆
kan
2k
, (2.54)
where ∆0an = an and
∆kan = ∆
k−1an −∆k−1an+1 =
k∑
m=0
(−1)m
(
k
m
)
an+m, (2.55)
for k ≥ 1. Since
1
2k
∞∑
n=1
(−1)n−1∆kan < S
2k
→ 0 as k →∞,
then the quantity S can be expressed as
S =
∞∑
j=0
∆ja1
2j+1
, (2.56)
which is the Euler transform of (2.51).
Now working from equations (2.47) and (2.51), we can use this Euler transform
to analytically continue ζ(σ) to ζ(s) for complex s = σ + it, s 6= 1 as follows:
First, we apply the Euler transform to η(σ) :
η(σ) =
∞∑
j=0
(−1)j
(j + 1)σ
=
∞∑
j=0
∆j1−σ
2j+1
=
∞∑
j=0
1− (j
1
)
2−σ +
(
j
2
)
3−σ − · · ·+ (−1)j(j
j
)
(j + 1)−σ
2j+1
, (2.57)
where ∆1−σ = 1 − 2−σ, and (2.50) is used to write ∆j1−σ = 1 − (j
1
)
2−σ +
(
j
2
)
3−σ −
· · ·+ (−1)j(j
j
)
(j + 1)−σ. So for σ > 0, σ 6= 1 we have
ζ(σ) =
1
(1− 21−σ)
∞∑
j=0
∆j1−σ
2j+1
. (2.58)
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Next, we invoke a lemma.
Lemma 2.3. Fix k ≥ 0 and let (s)k be the Pochhammer symbol that denotes the
product s(s+ 1) · · · (s+ k − 1) with s0 = 1, s1 = s. Then
∆kn−s = (s)k
∫ 1
0
· · ·
∫ 1
0
(
n+
k∑
i=1
xi
)−(s+k)
dx1 · · · dxk, for k = 1, 2, . . . . (2.59)
Proof. We prove equation (2.59) by induction. The base case is when k = 1.
s
∫ 1
0
(n+x1)
−(s+1)dx1 = s
[
(n+ x1)
−s
−s
]1
0
= − [(n+ 1)−s − n−s] = n−s−(n+1)−s = ∆n−s,
(2.60)
valid for s > 1. Assuming (2.59) is true for k iterated integrals, we introduce xk+1,
and compute (2.59) with k + 1 iterations as follows,
(s)k+1
∫ 1
0
· · ·
∫ 1
0
(
n+
k+1∑
i=1
xi
)−(s+k+1)
dx1 · · · dxk+1. (2.61)
Since (2.61) is absolutely integrable, we use Fubini’s Theorem, and rewrite it as
(s)k
∫ 1
0
· · ·
∫ 1
0
(s+ k)
∫ 1
0
(
n +
k+1∑
i=1
xi
)−(s+k+1)
dxk+1 dx1 · · · dxk. (2.62)
In (2.62), the innermost integral can be computed, which gives
(s+ k)
∫ 1
0
(
n+
k+1∑
i=1
xi
)−(s+k+1)
dxk+1
= (s+ k)
[
(n+
∑k+1
i=1 xi)
−(s+k)
−(s + k)
]1
0
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= (s+ k)
[
(n+ 1 +
∑k
i=1 xi)
−(s+k) − (n +∑ki=1 xi)−(s+k)
−(s + k)
]
=
(
n+
k∑
i=1
xi
)−(s+k)
−
(
n+ 1 +
k∑
i=1
xi
)−(s+k)
. (2.63)
By substituting this result into (2.62), we have that
(s)k+1
∫ 1
0
· · ·
∫ 1
0
(
n+
k+1∑
i=1
xi
)−(s+k+1)
dx1 · · · dxk+1
= (s)k
∫ 1
0
· · ·
∫ 1
0
(
n+
k∑
i=1
xi
)−(s+k)
dx1 · · · dxk
− (s)k
∫ 1
0
· · ·
∫ 1
0
(
n+ 1 +
k∑
i=1
xi
)−(s+k)
dx1 · · ·dxk
= ∆kn−s −∆k(n+ 1)−s
= ∆k+1n−s, (2.64)
which completes the proof.
Now we return to our earlier result (2.58) to state the following theorem.
Theorem 2.4. The analytic continuation of ζ(s) for all complex s 6= 1 is given by
ζ(s) =
1
(1− 21−s)
∞∑
n=0
∆n1−s
2n+1
=
1
(1− 21−s)
∞∑
n=0
1
2n+1
n∑
k=0
(−1)k
(
n
k
)
(k + 1)−s. (2.65)
Proof. From lemma 2.3, it follows that
|∆kn−s| ≤ |(s)k|/nσ+k whenever σ + k ≥ 0, (2.66)
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for k = 0, 1, 2, . . . , where (s)0 = 1. Now let A be a compact set in the half plane σ >
1−k, and letMk denote the maximum of |(s)k|/nσ+k on A. Due to theWeierstrass-M
test, (2.66) implies that
∑
Mn has the property
∑
Mn ≥
∣∣∣∣∣
∞∑
n=1
(−1)n+1∆kn−s
∣∣∣∣∣ , (2.67)
on A. By the triangle inequality, the Euler transform of
∑
Mn then dominates the
Euler transform of (2.67), which, since ∆j∆k = ∆j+k, is
∞∑
j=0
∆j∆k1−s
2j+1
=
∞∑
j=k
∆j1−s
2j+1−k
. (2.68)
This means that (2.68) converges absolutely and uniformly on A to an entire
function. Multiplying (2.68) by 1/2k and adding
∑k−1
j=0 ∆
j1−s/2j+1 then produces the
series in (2.57), which, since k is arbitrary, also converges absolutely and uniformly
on A to an entire function. Because the series in (2.45) has zeroes at the (simple)
poles of (1− 21−s)−1 except at s = 1 (see [54]), the theorem is proved.
2.3 Method 3: Another contour
Our third method of analytic continuation is described in [43]. In this method, we
consider the function
pi cot(piz)
zs
, (2.69)
in the domain GN : |z| ≤ N + 1/2, x = ℜ(z) ≥ a (0 < a < 1), as shown in Figure
2.2.
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Let γN = ∂GN be the positively oriented boundary of GN and choose a branch
such that the function (2.69) is real on the positive real axis. Also in GN , the poles
of (2.69) are at the points 1, 2, . . . , N, with N ∈ N. We apply the residue theorem to
(2.69) and use the fact that the residue at z = n is 1/ns to claim
1
2i
∫
γN
cot(piz)
zs
dz =
N∑
n=1
1
ns
, (2.70)
with γN traversed in the counterclockwise direction. To do so, we need the following
result.
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Lemma 2.5. Let Ω be a region of C enclosed by a simple curve C. Let F (z) be a
function with simple zeroes and no poles in the interior of Ω. Then for any analytic
function f(z) in Ω we have
N∑
k=1
f(zk) =
1
2pii
∫
C
f(z)
(
d
dz
lnF (z)
)
dz. (2.71)
Proof. From Cauchy’s integral formula, given an analytic function f defined in Ω, we
have
f(z0) =
1
2pii
∫
C
f(z)
z − z0 dz, (2.72)
where z0 ∈ Ω. By using (2.72), we can write the sum f(z1) + f(z2) + · · ·+ f(zN) as
N∑
k=1
f(zk) =
1
2pii
∫
C
f(z)
N∑
k=1
1
z − zk dz, (2.73)
where the points {z1, z2, . . . , zN} belong to Ω.We now assume that the values {z1, z2, . . . , zN}
are simple zeroes of the function F (z). Under this assumption, F (z) can be written
as
F (z) = A(z)
N∏
k=1
(z − zk), (2.74)
where A(z) 6= 0 is an analytic function in GN . By taking the logarithm of F (z), we
have
lnF (z) = lnA(z) +
N∑
k=1
ln(z − zk), (2.75)
Upon differentiation of (2.75), we obtain
d
dz
lnF (z) =
A′(z)
A(z)
+
N∑
k=1
1
z − zk , (2.76)
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which is analytic in GN . By substituting (2.76) into (2.73), we obtain
N∑
k=1
f(zk) =
1
2pii
∫
C
f(z)
(
d
dz
lnF (z)− A
′(z)
A(z)
)
dz. (2.77)
Since
A′(z)
A(z)
is analytic in GN , we can conclude from the Cauchy Integral Theorem
that ∫
C
A′(z)
A(z)
dz = 0, (2.78)
and therefore the claim follows.
We would like to point out that this lemma can be generalized to F (z) having zeroes
of multiplicity higher than one.
By applying the result of the previous lemma to f(z) = z−s, we obtain
N∑
k=1
z−sk =
1
2pii
∫
C
z−s
(
d
dz
lnF (z)
)
dz. (2.79)
If we set F (z) = sin(piz), which has simple zeroes for z ∈ Z, and choose the con-
tour C = γN , we obtain the representation (2.70), where γN encloses the values
{1, 2, . . . , N}. The integral in (2.70) can be computed by writing it as a sum:
1
2i
∫
γN
cot(piz)
zs
dz =
1
2i
∫
KN
cot(piz)
zs
dz +
1
2i
∫ a−iyN
a+iyN
cot(piz)
zs
dz, (2.80)
where a − iyN and a + iyN are the points of intersection of the circle |z| = N + 1/2
and the line x = a, KN is the circular arc contained in γN , and the last integral in
(2.80) is taken along the straight line x = a.
Because | cot(piz)| is bounded on every circle |z| = N+1/2 by a fixed finite number
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M (see e.g. [43] §10.7), we obtain for the first integral
∣∣∣∣ 12i
∫
KN
cot(piz)
zs
dz
∣∣∣∣ ≤ pi2 · M(N + 1/2)s−1 , (2.81)
for s > 1, which tends to zero as N →∞.
Next, we write the second integral as a sum:
1
2i
∫ a−iyN
a+iyN
cot(piz)
zs
dz = − 1
2i
∫ a+iyN
a
cot(piz)
zs
dz +
1
2i
∫ a−iyN
a
cot(piz)
zs
dz. (2.82)
The integrals on the right side of (2.82) can be rewritten in a different form thanks
to the following relations.
cot(piz)
2i
= −1
2
− 1
e−2piiz − 1 , (2.83)
for ℑ(z) > 0 and
cot(piz)
2i
=
1
2
+
1
e2piiz − 1 , (2.84)
for ℑ(z) < 0. The formula (2.83) allows us to express the first integral on the right
hand side of (2.82) as
− 1
2i
∫ a+iyN
a
pi cot(piz)
zs
dz =
∫ a+iyN
a
(
z−s
2
+
z−s
e−2piiz − 1
)
dz
=
1
2
[
(a+ iyN)
1−s
1− s −
a1−s
1− s
]
+
∫ a+iyN
a
(
z−s
e−2piiz − 1
)
dz.
(2.85)
In the limit yN →∞, we have that (a+ iyN)
1−s
1− s → 0 for s > 1, which implies that
− 1
2i
∫ a+iyN
a
pi cot(piz)
zs
dz =
1
2
(
a1−s
s− 1
)
+
∫ a+iyN
a
(
z−s
e−2piiz − 1
)
dz+O
(
1
N
)
. (2.86)
28
Taking the result (2.84) and proceeding in a likewise manner, we can write the
second integral on the right hand side of (2.82) as
1
2i
∫ a−iyN
a
pi cot(piz)
zs
dz =
1
2
(
a1−s
s− 1
)
+
∫ a−iyN
a
(
z−s
e2piiz − 1
)
dz +O
(
1
N
)
. (2.87)
We can now use the results (2.87), (2.86), (2.82) and (2.80) to rewrite (2.70) as
N∑
n=1
1
ns
=
a1−s
s− 1 +
∫ a+iyN
a
(
z−s
e−2piiz − 1
)
dz +
∫ a−iyN
a
(
z−s
e2piiz − 1
)
dz +O
(
1
N
)
.
(2.88)
If we take the limit as N →∞, then both of the integrals on the right hand side are
convergent. In fact, for y > 0 we have
∫ a+iyN
a
∣∣∣∣ z−se−2piiz − 1 dz
∣∣∣∣ ≤
∫ a+iyN
a
|z|−s
e2piy − 1 |dz|, (2.89)
and for y < 0, ∫ a−iyN
a
∣∣∣∣ z−se2piiz − 1 dz
∣∣∣∣ ≤
∫ a−iyN
a
|z|−s
e−2piy − 1 |dz|. (2.90)
Additionally, the integrals on the right hand side of (2.89) and (2.90) are convergent
for all s. Now by taking the limit as N →∞ in equation (2.88), we obtain
ζ(s) =
a1−s
s− 1 +
[∫ a+i∞
a
(
z−s
e−2piiz − 1
)
dz +
∫ a−i∞
a
(
z−s
e2piiz − 1
)
dz
]
, (2.91)
which is valid for ℜ(s) > 1. At this point, it is important to mention that although
(2.91) has been derived under the assumption ℜ(s) > 1, it is valid for all s 6= 1. In
fact, the first term on the right hand side of (2.91) is a meromorphic function with a
simple pole at s = 1. Moreover, since
1.
z−s
e−2piiz − 1 is continuous for z = a + it, t ∈ [0,∞) and
z−s
e2piiz − 1 is continuous
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for z = a+ it, t ∈ (−∞, 0),
2. the partial derivative
∂
∂z
(
z−s
e−2piiz − 1
)
is continuous for z = a + it, t ∈ [0,∞),
and the partial derivative
∂
∂z
(
z−s
e2piiz − 1
)
is continuous for z = a + it, t ∈
(−∞, 0], and,
3.
∫ a+i∞
a
(
z−s
e−2piiz−1
)
dz is uniformly convergent on z = a + it, t ∈ [0,∞) and∫ a−i∞
a
(
z−s
e2piiz−1
)
dz is uniformly convergent on z = a+ it, t ∈ (−∞, 0],
theorem 15.2 of [43], ensures that both integrals on the right hand side of (2.91) are
analytic functions of s. This implies that (2.91) represents a meromorphic function of
s with a simple pole at s = 1.
Now let us consider values of s in the interval −1 < s < 0. In the limit as a→ 0,
the first term of (2.91) converges to zero. The first integral on the right hand side,
∫ a+i∞
a
(
z−s
e−2piiz − 1
)
dz, (2.92)
converges uniformly for 0 ≤ a ≤ t, with t > 0. In fact, by using the following estimate
for the integrand in (2.92)
z−s
e−2piiz − 1 =
i
2pi
z−s−1 (1 +O(z)) , (2.93)
we can conclude that there exists a disk |z| ≤ 2t in which |1 +O(z)| < 2pi, so that
∣∣∣∣ z−se−2piiz − 1
∣∣∣∣ ≤ |z|−s−1 ≤ |y|−s−1. (2.94)
Since the integral ∫ 1
0
y−s−1 dy,
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converges for ℜ(s) < 0, the integral (2.92) converges uniformly for 0 ≤ a ≤ t. It
follows from the uniform convergence of the integral that
lim
a→0
∫ a+i∞
a
(
z−s
e−2piiz − 1
)
dz = i
∫ ∞
0
( |y|−seipis/2
e2piy − 1
)
dy. (2.95)
It can be shown in the same way that
lim
a→0
∫ a+i∞
a
(
z−s
e2piiz − 1
)
dz = i
∫ −∞
0
( |y|−seipis/2
e−2piy − 1
)
dy. (2.96)
Thus, as a→ 0, equation (2.91) becomes
ζ(s) = ie−ipis/2
∫ ∞
0
(
y−s
e2piy − 1
)
dy + ieipis/2
∫ −∞
0
( |y|−s
e−2piy − 1
)
dy. (2.97)
In the second integral, we introduce the new variable y = −u and combine the two
integrals from (2.97) to obtain the formula
ζ(s) = i(eipis/2 − e−ipis/2)
∫ ∞
0
(
y−s
e2piy − 1
)
dy
= 2 sin
(pis
2
)∫ ∞
0
(
y−s
e2piy − 1
)
dy, (2.98)
valid for ℜ(s) < 0. If we then substitute 2piy = x, we get
ζ(s) = 2(2pi)s−1 sin
(pis
2
)∫ ∞
0
(
x−s
ex − 1
)
dx. (2.99)
This representation has been derived for −1 < s < 0. However, since both sides
are analytic functions in the half-plane ℜ(s) < 0, the formula is valid in this whole
half-plane.
We now relate (2.99) to the formula (2.6), already derived in section 2.1 for ℜ(s) >
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1. Let s lie in the half-plane ℜ(s) < 0. Then
Γ(1− s)ζ(1− s) =
∫ ∞
0
x−s
ex − 1 dx; (2.100)
therefore, we can use (2.100) in (2.99) to once again arrive at
ζ(s) = 2(2pi)s−1Γ(1− s)ζ(1− s) sin
(pis
2
)
,
which is Riemann’s functional equation (2.44). Since both sides are analytic functions
for s ∈ C, the functional equation holds for all values of s.
Chapter 3: Calculation of zeta constants
3.1 The Basel problem and ζ(2n)
Here we revisit the Basel problem we first introduced in chapter 1 and recall that
Euler was the first to present a solution. We present two of Euler’s solutions [52]
here.
Euler’s solutions
Euler’s first solution was found by writing sin x as a product of normalized linear
factors, giving us
sin x = x
(
1− x
2
pi2
)(
1− x
2
4pi2
)(
1− x
2
9pi2
)
· · · , (3.1)
which is the expansion of Euler’s product formula for sin(x) in (1.13), valid for all x.
Expanding the product in (3.1), we get
sin x = x−
(
∞∑
n=1
1
(npi)2
)
x3 +O(x5). (3.2)
Here, to calculate ζ(2), we take the third derivative of (3.2) and evaluate at x = 0 to
get
−1 = −6
(
∞∑
n=1
1
(npi)2
)
. (3.3)
Multiplying (3.3) by −pi2/6 then gives
∞∑
n=1
1
n2
=
pi2
6
. (3.4)
Euler produced another solution 6 years later in 1741 which is based on calculating
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the integral ∫ 1
0
arcsin x√
1− x2 dx, (3.5)
in two ways. On one hand, the integral can be calculated using the change of variables
u = arcsin x so that (3.5) becomes
∫ pi/2
0
u du =
pi2
8
. (3.6)
On the other hand, we can use the binomial expansion
(1 + y)−t =
1
Γ(t)
∞∑
n=0
(−1)nΓ(t+ n)
n!
yn,
with t = 1/2 and y = −x2 to write
1√
1− x2 =
∞∑
n=0
Γ(n+ 1/2)√
pin!
x2n =
∞∑
n=0
(2n)!
22nn!n!
x2n =
∞∑
n=0
(
2n
n
)(x
2
)2n
, (3.7)
valid for |x| < 1. The result (3.7) has been obtained by using
Γ(n+ 1/2) =
√
pi(2n)!
22nn!
,
found in [59]. Integrating the right hand side of (3.7) term by term, gives the Taylor
expansion about x = 0 for arcsin x,
arcsin x =
∫
1√
1− x2 dx =
∞∑
n=0
(
2n
n
)
x2n+1
(2n+ 1)22n
, (3.8)
valid once again for |x| < 1. Euler then multiplies (3.8) by
1√
1− x2
34
and integrates from x = 0 to x = 1 to write (3.5) as
∫ 1
0
arcsin x√
1− x2 dx =
∞∑
n=0
[(
2n
n
)
1
(2n+ 1)22n
∫ 1
0
x2n+1√
1− x2 dx
]
. (3.9)
To calculate the right hand side of (3.9), we need the following lemma.
Lemma 3.1. Let α ∈ N+. Then
Iα(x) =
∫
xα√
1− x2 dx =
α− 1
α
∫
xα−2√
1− x2 dx−
xα−1
α
√
1− x2. (3.10)
Proof. By using integration by parts, we obtain
Iα(x) = −xα−1
√
1− x2 + (α− 1)
∫
xα−2
√
1− x2 dx
= −xα−1
√
1− x2 + (α− 1)
∫
xα−2(1− x2)√
1− x2 dx
= −xα−1
√
1− x2 + (α− 1)
∫
xα−2√
1− x2 dx− (α− 1)
∫
xα√
1− x2 dx
= −xα−1
√
1− x2 + (α− 1)
∫
xα−2√
1− x2 dx− (α− 1)Iα(x). (3.11)
Then
αIα(x) = −xα−1
√
1− x2 + (α− 1)
∫
xα−2√
1− x2 dx, (3.12)
and, hence,
Iα(x) =
α− 1
α
∫
xα−2√
1− x2 dx−
xα−1
α
√
1− x2. (3.13)
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By using (3.13), we get
∫ 1
0
x2n+1√
1− x2 dx = I2n+1(1)− I2n+1(0) =
2n
2n+ 1
∫ 1
0
x2n−1√
1− x2 dx. (3.14)
The last relation implies that for n ∈ N+, I2n+1(x) = 2n2n+1I2n−1(x), with I1(x) = 1,
and therefore,
∫ 1
0
x2n+1√
1− x2 dx =


1, n = 0
n∏
k=1
2k
2k + 1
, n ≥ 1
=
2 · 4 · 6 · · ·2n
3 · 5 · 7 · · · (2n+ 1)
=
(2 · 4 · 6 · · · 2n)2
(2n + 1)!
=
(2nn!)2
(2n+ 1)(2n)!
=
22n(
2n
n
)
(2n+ 1)
. (3.15)
By substituting (3.15) in (3.9), we obtain
∫ 1
0
arcsin x√
1− x2 dx =
∞∑
n=0
1
(2n+ 1)2
=
pi2
8
, (3.16)
which is equivalent to the solution to the Basel problem, since
∞∑
n=0
1
(2n+ 1)2
=
∞∑
n=1
1
n2
−
∞∑
n=1
1
(2n)2
=
3
4
ζ(2). (3.17)
From the results (3.16) and (3.17), once more we conclude that
ζ(2) =
∞∑
n=1
1
n2
=
pi2
6
.
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Additional proofs for the result of the Basel problem can be found, for instance, in
[10] and [20].
3.2 Using the reflection formula
As a result of the analytic continuation, we found that ζ(s) satisfies the reflection
formula:
ζ(s) = 2spis−1 sin
(pi
2
s
)
Γ(1− s)ζ(1− s).
Two immediate results coming from this formula are
• Using s = 1/2 we obtain Γ(1/2) = √pi.
• ζ(−2n) = 0 for n ∈ N+.
However, the above reflection formula can be used to obtain additional interesting
results.
Calculating ζ(0)
The value ζ(0) can be calculated using the following method. First, we multiply
(2.44) by (1− s) and take the limit as s→ 1 to obtain
lim
s→1
(1− s)ζ(s) = lim
s→1
2(2pi)s−1(1− s)Γ(1− s)ζ(1− s) sin
(pis
2
)
. (3.18)
By using (2.11), and the fact that (1− s)Γ(1− s) = Γ(2− s), we get
−1 = lim
s→1
2(2pi)s−1Γ(2− s)ζ(1− s) sin
(pis
2
)
= 2ζ(0), (3.19)
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which implies that
ζ(0) = −1
2
. (3.20)
Calculating ζ(2n)
In order to compute the values ζ(2n), for n ∈ N+, we use equation (2.44) and the
double angle sine formula to obtain
ζ(2n) =
(2pi)2nζ(1− 2n)
2Γ(2n) cos(npi)
=
(−1)n(2pi)2n
2(2n− 1)! ζ(1− 2n). (3.21)
To simplify this equation, we introduce the Bernoulli numbers.
Definition 3.2. The Bernoulli numbers Bn, with n ∈ N0, are a sequence of numbers
given by
Bn = lim
x→0
dn
dx
(
x
ex − 1
)
, (3.22)
or equivalently
x
ex − 1 =
∞∑
k=0
Bk
k!
xk. (3.23)
The following lemma provides a relation between the Bernoulli numbers and the
Riemann zeta function.
Lemma 3.3. For n ∈ N,
Bn = (−1)n+1nζ(1− n). (3.24)
Proof. We start the proof by writing (2.6) as
ζ(s) =
1
Γ(s)
∫ 1
0
t
et − 1t
s−2 dt+
1
Γ(s)
∫ +∞
1
ts−1
et − 1 dt, (3.25)
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valid for ℜ(s) > 1. The second integral on the right hand side of (3.25) converges for
all s ∈ C, and therefore defines an entire function of s that we denote by F (s). By
using (3.23) in (3.25), we get
ζ(s) =
1
Γ(s)
∞∑
k=0
Bk
k!
∫ 1
0
tk+s−2 dt+
F (s)
Γ(s)
. (3.26)
Upon calculating the integral on the right hand side of (3.26) and setting s = 1−n+ε,
with ε > 0, we obtain
ζ(1− n + ε) = 1
Γ(1− n+ ε)
[
∞∑
k=0
Bk
k!(k − n+ ε)
]
+
F (1− n + ε)
Γ(1− n + ε) . (3.27)
The use of (1.12) allows us to write
1
Γ(1− n+ ε) =
Γ(n− ε) sin[pi(n− ε)]
pi
, (3.28)
and by expanding the angle difference in sin[pi(n− ε)], we get
1
Γ(1− n+ ε) =
Γ(n− ε) [sin(pin) cos(piε)− cos(pin) sin(piε)]
pi
=
Γ(n− ε)
pi
[
(−1)n+1 sin(piε)] = Γ(n− ε)
pi
(−1)n+1 [piε+O(ε3)]
= Γ(n− ε)(−1)n+1 [ε+O(ε3)] . (3.29)
We now substitute the result (3.29) into (3.27) to obtain
ζ(1− n + ε) =Γ(n− ε)(−1)n+1 [ε+O(ε3)]
[
∞∑
k=0
Bk
k!(k − n + ε)
]
+Γ(n− ε)(−1)n+1 [ε+O(ε3)]F (1− n+ ε). (3.30)
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When taking the limit as ε→ 0, the expansion of the first term of the right hand side
of (3.30) is zero except when k = n, while the second term is zero for all n. Therefore,
we obtain
ζ(1− n) = εΓ(n)(−1)n+1Bn
n!ε
= (−1)n+1Bn
n
, (3.31)
from which the claim (3.24) follows.
We can use (3.24) to rewrite (3.21) as
ζ(2n) =
(−1)n(2pi)2n
2(2n− 1)! ζ(1− 2n) =
(−1)n+1(2pi)2n
2(2n)!
B2n. (3.32)
3.3 Ape´ry’s Constant and ζ(2n+ 1)
Roger Ape´ry proved that ζ(3) is irrational in 1979 [2]. For this reason, ζ(3) is known
as Ape´ry’s Constant. It is not known if any other values ζ(2n+1), with n = {2, 3, . . .}
are irrational. In fact, proving whether or not ζ(2n+ 1) can be written in terms of a
finite number of irrational numbers is still an open problem. To obtain a formula for
ζ(2n+ 1), we evaluate (2.44) for s = 2x+ 1. With this definition of s, we obtain
ζ(2x+ 1) = 2(2pi)2xΓ(−2x)ζ(−2x) sin
[
pi(2x+ 1)
2
]
, (3.33)
which is valid for x 6= 0, x ∈ C. We now use (1.12) along with the double angle sine
formula to get
ζ(2x+ 1) =
pi(2pi)2xζ(−2x)
Γ(2x+ 1) cos
[
pi(2x+1)
2
] = −pi(2pi)2xζ(−2x)
Γ(2x+ 1) sin(pix)
. (3.34)
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At this point, since
lim
x→n
ζ(−2x)
sin(xpi)
=
ζ ′(−2n) · (−2)
pi cos(npi)
=
2
pi
(−1)n+1ζ ′(−2n), (3.35)
and
lim
x→n
Γ(2x+ 1) = (2n)!, (3.36)
we obtain
ζ(2n+ 1) = lim
x→n
ζ(2x+ 1) =
2(2pi)2n(−1)nζ ′(−2n)
(2n)!
. (3.37)
Currently, it is not known if the constants ζ ′(−2n) can be written in terms of a
finite number of irrational numbers. However, infinite series representations exist for
ζ(3), which include
ζ(3) =
5
2
∞∑
n=1
(−1)n−1
n3
(
2k
k
) , (3.38)
used by Ape´ry to prove the irrationality of ζ(3) in [2];
ζ(3) =
1
2
∞∑
n=1
Hn
n2
, (3.39)
where Hn =
n∑
k=1
1
k
is called the n-th harmonic number, found in [58];
ζ(3) =
7pi3
180
− 2
∞∑
n=1
1
n3(e2npi − 1) , (3.40)
found in [48]; and
ζ(3) =
pi3
28
+
16
7
∞∑
n=1
1
n3(enpi + 1)
− 2
7
∞∑
n=1
1
n3(e2npi + 1)
, (3.41)
attributed to Simon Plouffe in [55]. We now prove the following formula for ζ(3).
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Theorem 3.4.
ζ(3) =
2pi2 ln 2
7
− 16
7
∞∑
n=1
4n
8n3
(
2n
n
) . (3.42)
Proof. We start the proof with a formula proved by Euler in 1772 [26],
7
16
ζ(3) =
pi2 ln 2
8
+
∫ pi/2
0
t ln(sin t) dt. (3.43)
Setting x = sin t in (3.43) and solving for ζ(3), we get
ζ(3) =
2pi2 ln 2
7
+
16
7
∫ 1
0
arcsin x ln x√
1− x2 dx. (3.44)
Using integration by parts, we rewrite the integral on the right hand side of (3.44) to
get
∫ 1
0
arcsin x ln x√
1− x2 dx = lima→0
[
(arcsin x)2 ln x
2
]1
a
−
∫ 1
0
(arcsin x)2
2x
dx. (3.45)
Since the first term on the right hand side of (3.45) is zero, we use (3.45) in (3.44) to
get
ζ(3) =
2pi2 ln 2
7
− 16
7
∫ 1
0
(arcsin x)2
2x
dx. (3.46)
By using the Taylor expansion about x = 0 for (arcsin x)2 (see e.g., [15])
(arcsin x)2 =
∞∑
n=1
(2x)2n
2n2
(
2n
n
) , (3.47)
in (3.46), we obtain
ζ(3) =
2pi2 ln 2
7
− 16
7
∫ 1
0
[
∞∑
n=1
22n−2x2n−1
n2
(
2n
n
)
]
dx =
2pi2 ln 2
7
− 16
7
∞∑
n=1
22n−2
2n3
(
2n
n
) , (3.48)
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where integral and summation are interchanged due to uniform convergence, giving
the desired claim.
We conclude this section by giving a general formula for ζ(2n+ 1), found in [3],
ζ(2n+ 1) =
(pi
2
)2n+1
lim
m→∞
1
m2n+1
m∑
k=1
cot2n+1
(
kpi
2m+ 1
)
. (3.49)
3.4 Rapidly converging series
There are rapidly converging series for the Riemann zeta function, which can be used
to calculate its values numerically. In [46], formula (1.9) is rewritten as
ζ(s) =
∞∑
n=1
4
ns−2(4n2 − 1) −
∞∑
n=1
1
ns(4n2 − 1) , (3.50)
valid for ℜ(s) > 1, which provides accelerated convergence through recursive compu-
tation. For example, Olkkonen and Olkkonen in [46] prove
ζ(3) = 8 ln(2)− 4−
∞∑
n=1
1
n3(4n2 − 1) , (3.51)
and note that the series
ζ(3) =
4
3
∞∑
n=0
(−1)n
(n+ 1)3
, (3.52)
needs 1600 terms for 9 decimal place accuracy, while (3.51) needs only 120 terms for
the same accuracy. Recursive computation occurs for s > 3 by using (3.51) in (3.52),
which allows us to write
ζ(5) =
∞∑
n=1
4
n3(4n2 − 1) −
∞∑
n=1
1
n5(4n2 − 1) (3.53)
= 32 ln(2)− 16− 4ζ(3)−
∞∑
n=1
1
n5(4n2 − 1) , (3.54)
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and then continuing this process for greater values of s.
Another rapidly converging series for n ∈ N+, n > 1, n ≡ 3 (mod 4), attributed
to Ramanujan in [55] is
ζ(n) =
2n−1pin
(n+ 1)!
(n+1)/2∑
k=0
(−1)k−1
(
n + 1
2k
)
Bn+1−2kB2k − 2
∞∑
k=1
1
kn(e2pik − 1) , (3.55)
where Bk is the kth Bernoulli number.
Further rapidly converging series and integral representations for the Riemann zeta
function can be found in [18] and [56], where in the latter, for example, a formula for
ζ(2) is given as
ζ(2) =
5
3
∞∑
n=0
(
2n
n
)
(−1)n
16n(2n+ 1)2
. (3.56)
The formula (3.56) gives 9 decimal places of accuracy with only the first 9 terms, while
the sum of 1,000,000 terms of the expansion of (3.4) yields only 5 decimal places of
accuracy.
Accelerated convergence for series that can calculate values of the Riemann zeta
function is also found in what is known as a BBP-type formula. The formula known as
the BBP formula is named after David Bailey, Jonathan Borwein, and Simon Plouffe
[6], with
pi =
∞∑
n=0
1
16n
(
4
8n+ 1
− 2
8n+ 4
− 1
8n+ 5
− 1
8n + 6
)
. (3.57)
A surprising result of the formula is that it can be used to extract the nth digit of
pi in base 16, without needing to calculate the first n − 1 digits [6]. Other constants
can be written as a summation of this type, including values of the Riemann zeta
function, such as
ζ(2) =
3
16
∞∑
n=0
1
64n
(
16
6n+ 1
− 24
6n+ 2
− 8
6n+ 3
− 6
6n+ 4
+
1
6n+ 5
)
, (3.58)
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found in [4]. It can be shown that the formula (3.58) achieves 13 decimal places
accuracy when summing only the first 6 terms.
3.5 Plots of the Riemann zeta function
In section (3.2), we discovered that ζ(−2n) = 0 for n ∈ N+. These are called the
trivial zeros of the Riemann zeta function, shown in figure (3.1).
-12 -10 -8 -6 -4 -2
-0.03
-0.02
-0.01
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0.03
Figure 3.1: Trivial zeros of the Riemann zeta function, ζ(x) for x < 0.
We also mentioned that it is not known if the constants ζ ′(−2n) can be written
in terms of a finite number of irrational numbers. It is clear from figure (3.1) that
these derivatives alternate sign.
In chapter 2, we showed that the Riemann zeta function is meromorphic with a
simple pole at s = 1. The pole can be seen in figure (3.2), where it is evident that
lim
x→1−
ζ(x) = −∞, and lim
x→1+
ζ(x) = +∞, (3.59)
where x = ℜ(s).
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Figure 3.2: A plot ζ(x) with x ∈ R, with a simple pole at x = 1.
We also showed in section (3.2) that ζ(2n) = c2npi
2n, with c2n ∈ Q, and n ∈ N+.
The values appear on the graph in figure (3.3).
2 4 6 8 10
-2
-1
1
2
Figure 3.3: A plot of ζ(x) with x ∈ R, with x > 1 and points at (2n, ζ(2n)) .
There are zeros of the Riemann zeta function apart from those shown in figure
(3.1) that we discuss further in chapter 6. These are called the nontrivial zeros of
the Riemann zeta function. It is conjectured that all of these zeros occur on the line
ℜ(s) = 1/2. The first few of the nontrivial zeros can be seen in figure (3.4), while an
46
example of a plot where ℜ(s) 6= 1/2, in figure (3.5) shows no zeros.
Figure 3.4: Polar graph of ζ(1/2 + it) with 0 ≤ t ≤ 35.
Figure 3.5: Polar graph of ζ(1/3 + it) with 0 ≤ t ≤ 35.
Chapter 4: Generalizations of the Riemann zeta function
4.1 Functions that generalize ζ(s).
General Dirichlet series
The general Dirichlet series is defined as
∞∑
n=1
ane
−λns, (4.1)
where an, s ∈ C, and λn, is a strictly increasing sequence of real numbers that tends
to infinity. The series (4.1) converges for values of s that depend on the coefficients
an.
Dirichlet series
The general Dirichlet series specializes to what is known as an “ordinary” Dirichlet
series when λn = ln(n). In this case, (4.1) reduces to
F (s) =
∞∑
n=1
an
ns
, (4.2)
(see [47], p. 640), where F (s) is a Dirichlet generating function for the coefficients
an. Once again, the region of convergence of (4.2) depends on the coefficients an. In
the case an = 1, the Dirichlet series becomes the Riemann zeta function which, as we
have already shown, converges for all ℜ(s) > 1 and can be analytically continued to
all s ∈ C \ {1}.
Many number theoretical functions are coefficients for series of Dirichlet generating
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functions ([47], p. 640), including
ζ(s− 1)
ζ(s)
=
∞∑
n=1
φ(n)n−s for ℜ(s) > 2, (4.3)
(ζ(s))k =
∞∑
n=1
dk(n)n
−s for ℜ(s) > 1, (4.4)
and
ζ ′(s) =
∞∑
n=2
ln(n)n−s, (4.5)
where φ(n) is called Euler’s totient function, which is the number of positive integers
≤ n that are relatively prime to n, and dk(n) is the function that counts the number of
ways of expressing n as the product of k factors, with the order of factors taken into ac-
count. For example, d2(12) = 6 because 12 can be factored into 2 factors 6 ways, with
the ordered pairs being {(1, 12), (12, 1), (2, 6), (6, 2), (3, 4), (4, 3)}, and d3(12) = 18
because 12 can be factored into 3 factors 18 ways, with the ordered triples being
{(1, 1, 12), (1, 12, 1), (12, 1, 1), (2, 2, 3), (2, 3, 2), (3, 2, 2), (1, 3, 4), (1, 4, 3), (3, 1, 4), (3, 4, 1),
(4, 1, 3), (4, 3, 1), (1, 2, 6), (1, 6, 2), (2, 1, 6), (2, 6, 1), (6, 1, 2), (6, 2, 1)}.
Hurwitz zeta function
The Hurwitz zeta function represents a generalization of the Riemann zeta function
named after the German mathematician Adolf Hurwitz. It is defined as (see [47], p.
607)
ζ(s, a) =
∞∑
n=0
1
(n+ a)s
, (4.6)
which is valid for ℜ(s) > 1, and a /∈ −Z ∪ {0}. The Hurwitz zeta function can be
analytically continued to all s ∈ C \ {1}, and becomes the Riemann Zeta function in
the case when a = 1
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For the Hurwitz zeta function, one can find asymptotic expansions for large and
small values of a. We present the small-a expansion here since it is quite straightfor-
ward to obtain. First, we write (4.6) as
ζ(s, a) =
∞∑
n=0
1
(n+ a)s
=
1
as
+
∞∑
n=1
1
(n+ a)s
, (4.7)
and use (2.2) to write
Γ(s)
(n+ a)s
=
∫ ∞
0
ts−1e−(n+a)t dt. (4.8)
By using the integral representation (4.8) in (4.7), we get
ζ(s, a) =
1
as
+
1
Γ(s)
∞∑
n=1
∫ ∞
0
ts−1e−(n+a)t dt
=
1
as
+
1
Γ(s)
∞∑
n=1
∫ ∞
0
ts−1e−ate−nt dt. (4.9)
Due to uniform convergence for ℜ(s) > 1 in (4.9), we interchange summation and
integral and use
∞∑
n=1
e−nt =
1
et − 1 ,
to obtain
ζ(s, a) =
1
as
+
1
Γ(s)
∫ ∞
0
ts−1
e−at
et − 1 dt. (4.10)
This, along with the use of the following small-a expansion
e−at =
∞∑
k=0
(−1)k a
ktk
k!
,
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allows us to write
ζ(s, a) =
1
as
+
1
Γ(s)
∞∑
k=0
(−1)k a
k
k!
∫ ∞
0
ts+k−1
et − 1 dt. (4.11)
By recalling (2.6), we can write
ζ(s, a) =
1
as
+
1
Γ(s)
∞∑
k=0
(−1)k a
k
k!
Γ(s+ k)ζ(s+ k), (4.12)
which represents the small-a expansion of ζ(s, a). Large-a expansions can be found
in ([47], p. 610).
For ζ(s, k + 1) with k ∈ N0, the Hurwitz zeta function represents a shift in the
beginning term of the Riemann zeta function. In fact,
ζ(s, k + 1) =
∞∑
n=1
1
(n+ k)s
=
∞∑
n=k+1
1
ns
=
∞∑
n=1
1
ns
−
k∑
n=1
1
ns
= ζ(s)−Hsk, (4.13)
where Hsk, is called the kth generalized harmonic number at s ∈ C.
We can use (4.13) to give a representation of the Hurwitz zeta function ζ(s, a) in
terms of the Riemann zeta function when the second argument a is a “half-integer,”
namely a = k+ 1/2 with k ∈ N0. To prove this relation, we use the following lemma.
Lemma 4.1. For k ∈ N0, and s ∈ C,
ζ(s, k + 1/2) = 2sζ(s, 2k)− ζ(s, k). (4.14)
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Proof. Using (4.6), we can rewrite the right hand side of (4.14) in series form to get
2sζ(s, 2k)− ζ(s, k) =
∞∑
n=0
[
2s
(n+ 2k)s
− 1
(n+ k)s
]
= 2s
∞∑
n=0
[
1
(n+ 2k)s
− 1
(2n+ 2k)s
]
. (4.15)
Next, we note that the expansion of the right hand side of (4.15) is a telescoping sum.
2s
∞∑
n=0
[
1
(n + 2k)s
− 1
(2n+ 2k)s
]
= 2s
[
1
(2k)s
− 1
(2k)s
+
1
(2k + 1)s
− 1
(2k + 2)s
+
1
(2k + 2)s
− 1
(2k + 4)s
+ · · ·
]
=
∞∑
n=0
2s
(2n+ 2k + 1)s
=
∞∑
n=0
1
(n + k + 1/2)s
= ζ(s, k + 1/2). (4.16)
We now return to the aforementioned representation of ζ(s, k + 1/2) which is
outlined in the following theorem.
Theorem 4.2. For k ∈ N0, and s ∈ C, one has
ζ(s, k + 1/2) = (2s − 1)ζ(s)− 2s
2k−1∑
n=1
1
ns
+
k−1∑
n=1
1
ns
. (4.17)
Proof. By using (4.13) in (4.14) we have
ζ(s, k + 1/2) = 2s
[
ζ(s)−
2k−1∑
n=0
1
ns
]
− ζ(s) +
k−1∑
n=0
1
ns
(4.18)
= (2s − 1)ζ(s)− 2s
2k−1∑
n=1
1
ns
+
k−1∑
n=1
1
ns
.
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Other properties and relations involving ζ(s, a) can be found in ([17], [45], [47],
and [62]).
Polylogarithm and Lerch transcendent
The polylogarithm function is defined as
Lis(z) =
∞∑
n=1
zn
ns
, (4.19)
(see [47], p. 611), which is analytic for |z| < 1 and can be extended by analytic
continuation to |z| ≥ 1. The term dilogarithm is used in the case where s = 2. The
polylogarithm function becomes the Riemann zeta function when z = 1, namely
Lis(1) = ζ(s).
The polylogarithm function for s ∈ C, satisfies the following recursion
Theorem 4.3. For any s ∈ C and z ∈ C, one has
∂
∂z
Lis(z) =
1
z
Lis−1(z). (4.20)
Proof.
∂
∂z
Lis(z) =
∂
∂z
∞∑
n=1
zn
ns
=
∞∑
n=1
nzn−1
ns
=
1
z
∞∑
n=1
zn
ns−1
=
1
z
Lis−1(z).
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We list a few values of Lis(z) with s ∈ Z as follows:
Li1(z) =
∞∑
n=1
zn
n
= − ln(1− z), (4.21)
Li0(z) =
∞∑
n=1
zn =
z
1− z , (4.22)
Li−1(z) =
∞∑
n=1
nzn =
z
(1− z)2 , (4.23)
Li−2(z) =
∞∑
n=1
n2zn =
z(z + 1)
(1− z)3 ,Li−3(z) =
∞∑
n=1
n3zn =
z(z2 + 4z + 1)
(1− z)4 . (4.24)
The graphs of the five functions above are shown in the plot below.
Figure 4.1: Plot of Lis(z) with z ∈ R and s = {−3,−2,−1, 0, 1}.
In 1889, Jonquie´re related the polylogarithm to the Hurwitz zeta function [36] by
the formula
Lis(e
2piia) + epiisLis(−e2piia) = (2pi)
sepiis/2
Γ(s)
ζ(1− s, a), (4.25)
valid for ℜ(s) > 0, ℑ(a) > 0 or ℜ(s) > 1, ℑ(a) = 0. Other properties and relations
involving Lis(z) can be found in ([36], [47], and [57]).
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The Lerch transcendent is a generalization of the polylogarithm, defined as
Φ(z, s, a) =
∞∑
n=0
zn
(a+ n)s
, (4.26)
(see [47], p. 611), valid for ℜ(s) > 1, |z| < 1, and a /∈ −Z ∪ {0}. Special cases of the
Lerch transcendent include,
ζ(s, a) = Φ(1, s, a), (4.27)
Lis(z) = zΦ(z, s, 1), (4.28)
ζ(s) = Φ(1, s, 1). (4.29)
Other properties and relations involving Φ(z, s, a) can be found in ([36], [45], [47],
and [57]).
Multiple zeta function
The multiple zeta function was first considered by Euler [13] and is defined as
ζ(s1, s2, . . . , sN) =
∑
n1>n2>···>nN
N∏
k=1
1
nskk
, (4.30)
valid for
∑N
k=1 sk > N for all N, where the two-variable case becomes
ζ(a, b) =
∑
n1>n2>0
1
na1n
b
2
=
∞∑
n1=1
1
na1
n1−1∑
n2=1
1
nb2
, (4.31)
and obeys the reflection formula [13]
ζ(a)ζ(b) = ζ(a, b) + ζ(b, a) + ζ(a+ b), (4.32)
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valid for ℜ(a) > 1,ℜ(b) > 1. Other properties and relations involving the multiple
zeta function can be found in ([1], [5], and [47]).
Barnes zeta function
The Barnes zeta function, introduced by E.W. Barnes [8] in 1901, is defined by
ζN(s, w | a1, . . . , aN) =
∑
n1>n2>···>nN≥0
1
(w + n1a1 + · · ·+ nNaN )s , (4.33)
where ℜ(w) > 0, ℜ(ak) > 0, and ℜ(s) > N. The Barnes zeta function has a meromor-
phic continuation to all s ∈ C where s 6= {1, 2, . . . , N}. In the case w = N = a1 = 1,
the Barnes zeta function becomes the Riemann zeta function. We refer the reader to
[8] for additional information about ζN(s, w | a1, . . . , aN).
Epstein zeta function
The Epstein zeta function [9] is named after the German mathematician Paul Epstein,
and is defined as ∑
(am2 + bmn + cn2)−s, (4.34)
where the sum is taken over all ordered pairs (m,n) such that {m,n ∈ Z | (m,n) 6=
(0, 0)}, {a, b, c} ∈ R and a > 0 with the discriminant b2 − 4ac < 0.
Epstein zeta functions are used in the calculations of lattice sums, or sums over
an array of points. These calculations are discussed in [16], where a class of Epstein
zeta functions are used in crystal physics. Other properties and relations involving
the Epstein zeta function can be found in ([9] and [17]).
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Spectral zeta function
The spectral zeta function [63] is defined as the sum of reciprocals of powers of
eigenvalues λi of an elliptic, positive, and self-adjoint operator O,
ζO(s) =
∑
λi
λ−si = Tr(O−s), (4.35)
where Tr is the trace. Here the sequence
0 ≤ λ0 ≤ λ1 ≤ · · · ≤ λk ≤ · · · with λk →∞
is the complete set of eigenvalues for O, listed in increasing order.
It can be proved [28] that for a second-order elliptic self-adjoint operator acting on
functions defined on a compact D-dimension space, we have the asymptotic behavior
for the eigenvalues λn ∼ n2/D as n → ∞. This implies that ζO(s) converges for
ℜ(s) > D/2. One example of such an operator is O = −∆, where ∆ is the Laplacian
on a compact region of Rn,
∆f =
n∑
i=1
∂2f
∂x2i
.
The function ζO(s) can be analytically continued to all
{s ∈ C | s 6= D−k
2
, k = {0, 1, 2, . . . , D − 1}} ∪ {s ∈ C | s 6= 1−2n
2
, n ∈ N0} [28].
Nearest integer zeta function
A little known, yet interesting, generalization of the Riemann zeta function is the
“nearest integer zeta function” which arose from a solution to a problem proposed by
Seung-Jin Bang in [7], which reads
Let a(n) be the integer closest to 3
√
n. Evaluate
∑∞
n=1 a(n)
−4.
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In the same publication, a solution is given by Jonathan M. Borwein and Leo C. Hsu,
who also considered the general case
SN (s) =
∞∑
n=1
[
(n1/N )
]−s
, (4.36)
with N ∈ N, where [x] denotes the nearest integer to x. The relation (4.36) is therefore
called the nearest integer zeta function.
When s > 3, the Riemann zeta function appears in some calculations of (4.36).
For instance, one can prove that
S2(s) = 2ζ(s− 1), (4.37)
S3(s) = 3ζ(s− 2) + 4−sζ(s), (4.38)
and
S4(s) = 4ζ(s− 3) + ζ(s− 1). (4.39)
It is also interesting to note that when s is restricted to natural numbers, SN(n)
is a polynomial in pi, whose coefficients are algebraic numbers when n−N is odd. As
an example, the solution to the problem proposed by Bang is
S3(4) =
pi2
2
+
pi4
23040
. (4.40)
4.2 η, λ, and β functions
In this section we describe some well known Dirichlet series: the Dirichlet eta function,
Dirichlet beta function, and Dirichlet lambda function along with their relations to
the Riemann zeta function.
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Dirichlet η−function
The Dirichlet η−function was first mentioned in section 2.2 and is once again defined
as
η(s) =
∞∑
n=1
(−1)n+1
ns
,
valid for ℜ(s) > 0. The function η(s) can be extended to all s 6= 1 through ana-
lytic continuation. Recall from (2.47) that the Dirichlet η−function is related to the
Riemann zeta function through the relation
η(s) = (1− 21−s)ζ(s). (4.41)
The Dirichlet η−function can be written in terms of the Lerch transcendent as
η(s) = Φ(−1, s, 1). (4.42)
Dirichlet λ−function
The Dirichlet λ−function is defined as ([45], p.32)
λ(s) =
∞∑
n=1
1
(2n− 1)s , (4.43)
valid for ℜ(s) > 1. The function (4.43) can be extended to all s 6= 1 through anayltic
continuation. The Dirichlet λ−function is related to the Riemann zeta function as
follows.
Theorem 4.4.
λ(s) = (1− 2−s)ζ(s). (4.44)
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Proof. Since λ(s) represents the sum of the odd-indexed terms of ζ(s), we add the
even indexed terms to (4.44) to get
∞∑
n=1
1
(2n− 1)s +
∞∑
n=1
1
(2n)s
= ζ(s) (4.45)
λ(s) + 2−sζ(s) = ζ(s) (4.46)
λ(s) = (1− 2−s)ζ(s),
which is the desired claim.
Dirichlet β−function
The Dirichlet β−function is defined as ([45], p.33)
β(s) =
∞∑
n=1
(−1)n+1
(2n− 1)s , (4.47)
valid for ℜ(s) > 0. The analytic continuation of β(s) to all s ∈ C is given by [45]
β(1− s) =
(pi
2
)−s
sin
(pi
2
s
)
Γ(s)β(s). (4.48)
The function β(s) can be written in terms of the Lerch transcendent as
β(s) = 2−sΦ(−1, s, 1/2). (4.49)
The Dirichlet β−function is also related to the Euler numbers, En ([47], p. 588),
which are defined through the series
1
cosh(t)
=
2
et + e−t
=
∞∑
n=0
En
tn
n!
, (4.50)
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valid for |t| < pi
2
. Since f(t) = cosh(t) is an even function, it follows that E2n+1 = 0
for n ∈ N. Using (4.50), we prove that values for β(s) at integer values of s ([45], p.
36) are
β(−2n) = E2n
2
, (4.51)
β(−2n− 1) = 0, (4.52)
and
β(2n+ 1) =
(−1)nE2n
2(2n)!
(pi
2
)2n+1
. (4.53)
First, we prove equation (4.51) using the same method outlined in section 3.2. To
begin with, we consider (2.2) and write
(−1)n+1Γ(s)
(2n− 1)s = (−1)
n+1
∫ ∞
0
ts−1e−(2n−1)t dt. (4.54)
Now we utilize (4.54) in (4.47) to get
Γ(s)
∞∑
n=1
(−1)n+1
(2n− 1)s =
∞∑
n=1
(−1)n+1
∫ ∞
0
ts−1e−(2n−1)t dt
Γ(s)β(s) =
∫ ∞
0
ts−1
(
∞∑
n=1
(−1)n+1e(1−2n)t
)
dt, (4.55)
where we have interchanged the summation and integral due to uniform convergence.
In order to calculate the sum on the right hand side of (4.55), we note that |e−2t| < 1
for t > 0, which then allows us to write
∞∑
n=1
(−1)n+1e(1−2n)t = −et
∞∑
n=1
(−e−2t)n = e
−t
1 + e−2t
=
1
et + e−t
. (4.56)
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By substituting the result (4.56) into (4.55), we get
Γ(s)β(s) =
∫ ∞
0
ts−1
et + e−t
dt, (4.57)
which can be rewritten as
β(s) =
1
2Γ(s)
∫ 1
0
2
et + e−t
ts−1 dt+
1
Γ(s)
∫ ∞
1
ts−1
et + e−t
dt. (4.58)
Here, we note that the second integral on the right hand side of (4.58) converges for
all s ∈ C, and therefore defines an entire function of s that we denote G(s). By using
(4.50) in (4.58), we get
β(s) =
1
2Γ(s)
∞∑
k=0
Ek
k!
∫ 1
0
tk+s−1 dt+
G(s)
Γ(s)
. (4.59)
Upon calculating the integral on the right hand side of (4.59) and setting s = −2n+ε,
with ε > 0, we obtain
β(−2n+ ε) = 1
2Γ(−2n+ ε)
[
∞∑
k=0
Ek
k!(k − 2n+ ε)
]
+
G(−2n+ ε)
Γ(−2n+ ε) . (4.60)
The use of (1.12) now allows us to write
1
2Γ(−2n+ ε) =
Γ(1 + 2n− ε) sin[pi(−2n+ ε)]
2pi
, (4.61)
and by expanding the angle sum in sin[pi(−2n+ ε)], we get
1
2Γ(−2n + ε) =
Γ(1 + 2n− ε) [sin(−2npi) cos(piε) + cos(−2npi) sin(piε)]
2pi
=
Γ(1 + 2n− ε)
2pi
sin(piε) =
Γ(1 + 2n− ε)
2pi
[
piε+O(ε3)]
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=
1
2
Γ(1 + 2n− ε) [ε+O(ε3)] . (4.62)
At this point, we substitute the result (4.62) into (4.60) to obtain
β(−2n+ ε) = 1
2
Γ(1 + 2n− ε)(−1)n+1 [ε+O(ε3)]
[
∞∑
k=0
Ek
k!(k − 2n+ ε)
]
+ Γ(1 + 2n− ε) [ε+O(ε3)]G(−2n + ε). (4.63)
When taking the limit as ε → 0, the expansion of the first term of the right hand
side of (4.63) vanishes except when k = 2n, while the second term vanishes for all n.
Therefore, we obtain
β(−2n) = εΓ(1 + 2n) E2n
2(2n)!ε
=
E2n
2
, (4.64)
from which the claim (4.51) follows.
Additionally, equation (4.52) can be proved by setting n = k + 1/2 in (4.51), and
by using the fact that E2k+1 = 0.
Equation (4.53) can be shown to hold by using (4.51) in (4.48), together with
(1.12). This allows us to write
β(2n+ 1) =
(pi
2
)2n
sin(−npi)Γ(−2n)β(−2n)
=
(
pi
2
)2n
pi sin(−npi)
Γ(2n+ 1)2 sin(−npi) cos(−npi)
E2n
2
=
(−1)nE2n
2(2n)!
(pi
2
)2n+1
.
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Some beta constants include β(1), which is the famous Gregory-Leibniz series,
∞∑
n=1
(−1)n+1
(2n− 1) = 1−
1
3
+
1
5
− 1
7
+ · · · = pi
4
. (4.65)
The sum in (4.65) is proved by writing
arctan(x) =
∫ x
0
1
1 + t2
dt =
∫ x
0
∞∑
n=0
(−1)nt2n dt =
∞∑
n=0
(−1)n x
2n+1
2n+ 1
, (4.66)
which is valid for −1 < x ≤ 1. Substituting x = 1 into (4.66) produces (4.65).
A general expression is not known for β(2n), but β(2) (denoted by G) is Catalan’s
constant, which is defined as
G =
∞∑
n=1
(−1)n+1
(2n− 1)2 ≈ 0.915965594. (4.67)
We close this chapter by proving a relation between the η and β functions.
Theorem 4.5. The η and β functions are related to the polylogarithm function by
the formula
Lis(±i) = −2−sη(s)± iβ(s). (4.68)
Proof. In the case where z = i, we take n ∈ N and write
Lis(i) = Lis(e
ipi/2) =
∞∑
n=1
ei(pi/2)n
ns
=
∞∑
n=1
ei(pi/2)(2n)
(2n)s
+
∞∑
n=1
ei(pi/2)(2n−1)
(2n− 1)s
=
∞∑
n=1
(eipi)n
(2n)s
+ eipi/2
∞∑
n=1
(eipi)(n−1)
(2n− 1)s
= 2−s
∞∑
n=1
(−1)n
ns
+ i
∞∑
n=1
(−1)n−1
(2n− 1)s
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= −2−s
∞∑
n=1
(−1)(n−1)
ns
+ i
∞∑
n=1
(−1)n−1
(2n− 1)s
= −2−sη(s) + iβ(s). (4.69)
The proof for the case z = −i can be completed in the same fashion.
Chapter 5: Identities involving the zeta function
In this chapter we list some identities involving the zeta function. With one exception,
we state these without proof. There are many reference books with multitudes of
identities involving the Riemann zeta function (see, e.g., [57]). In what follows, we
list a few of these identities that have relations with certain special functions.
An identity with the Mo¨bius function
Definition 5.1. The Mo¨bius function, µ(n), is
µ(n) =


0 if n has one or more repeated integer factors
1 if n = 1
(−1)k if n is a product of k distinct primes.
(5.1)
A relation involving this function and the Riemann zeta function, for ℜ(s) > 1, is
∞∑
n=1
µ(n)
ns
=
1
ζ(s)
, (5.2)
(see [47], pp. 639–640, [62], p. 45). It is known that the convergence of the above
formula for ℜ(s) > 1/2 is equivalent to the Riemann hypothesis [60]. The Riemann
hypothesis is discussed later in this work.
It is also known [44] that
1
ζ(n)
for n ∈ N, n ≥ 2, gives the probability that n
positive integers chosen at random from a finite set are relatively prime.
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Prime counting function
Given pi(x), the prime counting function, which counts the number of primes less
than or equal to x ∈ R, one can prove that
ln ζ(s) = s
∫ ∞
0
pi(x)
x(xs − 1) dx, (5.3)
for ℜ(s) > 1, (see [62], p. 49). Later in this work, we discuss another relation between
pi(x) and ζ(s), which concerns the Riemann hypothesis [49].
Rising factorial series
As mentioned previously in lemma 3.3, let (s)n be the Pochhammer symbol that
denotes the product s(s+ 1) · · · (s+ n− 1), with s0 = 1, s1 = s. Then,
ζ(s) =
s
s− 1 −
∞∑
n=1
(ζ(s+ n)− 1) (s)n
(n+ 1)!
, (5.4)
valid for all s 6= 1 ([57], p. 247).
Hasse’s combinatorial series
In 1930, Helmut Hasse [31] proved the following formulas:
ζ(s) =
1
(1− 21−s)
∞∑
n=0
1
2n+1
n∑
k=0
(−1)k
(
n
k
)
(k + 1)−s,
and
ζ(s) =
1
s− 1
∞∑
n=0
1
n + 1
n∑
k=0
(
n
k
)
(−1)k
(k + 1)s−1
, (5.5)
both valid for s 6= 1+ 2piin
ln(2)
with n ∈ Z. The first of these two has also been proved in
section (2.2).
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Constants represented by series of the Riemann zeta function
Here we include a partial list of identities where certain constants can be represented
as infinite series involving the Riemann zeta function. For n ∈ N :
1 =
∞∑
n=2
(ζ(n)− 1) , (5.6)
3
4
=
∞∑
n=1
(ζ(2n)− 1) , (5.7)
ln 2 =
∞∑
n=1
ζ(2n)− 1
n
, (5.8)
found in [57], and
pi =
∞∑
n=1
(3n − 1)ζ(n+ 1)
4n
, (5.9)
ln pi =
∞∑
n=2
(2(3/2)n − 3)(ζ(n)− 1)
n
, (5.10)
found in [14]. Also, we define the Euler-Mascheroni constant, γ, as
Definition 5.2.
γ =
∫ ∞
1
(
1
x
− 1⌊x⌋
)
dx, (5.11)
where ⌊x⌋ is the floor function, which has the following relation with the Riemann
zeta function,
∞∑
n=2
(−1)n ζ(n)
n
= γ, (5.12)
attributed to Euler in 1731 (see [39], p. 532).
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An integral representation
Earlier we used an integral representation of ζ(s) found in equation (2.6) to perform
the analytic continuation of the Riemann zeta function. Another integral represen-
tation, valid for all s 6= 1, is the Abel-Plana formula ([47], p.604), which gives the
explicit formula
ζ(s) =
2s−1
s− 1 − 2
s
∫ ∞
0
sin(s arctan t)
(1 + t2)s/2(epit + 1)
dt, (5.13)
in terms of elementary functions. Further integral representations for ζ(s) can be
found in ([47], §25.5).
Generating functions for ζ(2n)
For |x| < 1, we have (see [14], p. 254),
−pi
2
x cot(pix) =
∞∑
n=0
ζ(2n)x2n. (5.14)
The above formula can be used to also write
pi
2
x tan(pix) =
∞∑
n=0
ζ(2n)(4n − 1)x2n, (5.15)
via the identity 2 cot(2θ) = cot(θ)− tan(θ).
An identity involving the generalized harmonic number
Given Hsn, the generalized harmonic number with
Hsn =
n∑
k=1
1
ks
,
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we prove the following relation,
∞∑
n=1
Hsn
ns
=
ζ(s)2 + ζ(2s)
2
, (5.16)
valid for ℜ(s) > 1.
Proof. First we square Hsn, writing the expansion in a symmetric n×n square matrix,
1 + 2−s + 3−s + 4−s + · · · + n−s
+ 2−s + 4−s + 6−s + 8−s + · · · + (2n)−s
+ 3−s + 6−s + 9−s + 12−s + · · ·+ (3n)−s
+ 4−s + 8−s + 12−s + 16−s + · · ·+ (4n)−s
+ · · ·
+n−s+(2n)−s+(3n)−s+(4n)−s+· · ·+ (n2)−s (5.17)
and take the limit of the sum as n → ∞. In doing so, we now have that (5.17) is
ζ(s)2, where the main diagonal is ζ(2s). We call the remaining diagonally-arranged
terms of (5.17) minor diagonals and note that these have identical pairs above and
below the main diagonal. We now want to compute the sum of the minor diagonals.
Now the terms of the infinite expansion (5.17) can be rearranged without changing
the sum, since ζ(s) is absolutely convergent for s > 1. Therefore, we can take the
value ζ(s)2 by summing the main diagonal and the minor diagonals. The first minor
diagonal above the main diagonal is
2−s + 6−s + 12−s + · · · = 1−s2−s + 2−s3−s + 3−s4−s + · · · =
∞∑
n=1
1
ns(n+ 1)s
. (5.18)
Continuing to calculate sums of further minor diagonals whose first terms are
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(k + 1)−s, we have that the sum of each one is
∞∑
k=1
1
ns(n+ k)s
, (5.19)
With this is mind, we can write the sum of all the minor diagonals in ζ(s)2 as
2
∞∑
n=1
∞∑
k=1
1
ns(n+ k)s
,
which then allows us to write
∞∑
n=1
∞∑
k=1
1
ns(n + k)s
=
ζ(s)2 − ζ(2s)
2
. (5.20)
Note that the expansion of the series on the left hand side of (5.20) includes the terms
in either triangle above or below the main diagonal of (5.17).
We now show that
∞∑
n=1
∞∑
k=1
1
ns(n+ k)s
=
∞∑
n=1
Hsn
ns
− ζ(2s). (5.21)
Expanding the right hand side of (5.21), we obtain
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∞∑
n=1
Hsn
ns
− ζ(2s) = [1 + 2−s(1 + 2−s) + 3−s(1 + 2−s + 3−s) + 4−s(1 + 2−s + 3−s + 4−s) + · · · ]
− [1 + 2−s2−s + 3−s3−s + 4−s4−s + · · · ]
= 2−s + 3−s(1 + 2−s) + 4−s(1 + 2−s + 3−s) + · · ·
= 2−s
+ 3−s + 6−s
+ 4−s + 8−s + 12−s
+ · · · , (5.22)
which is the same collection of terms in the triangle above or below the main diagonal
of (5.17).
Figure 5.1: The triangular arrangement of terms is
∑∞
n=1
∑∞
k=1
1
ns(n+k)s
. The diagonal
sums are ζ(s)
2−ζ(2s)
2
, and the horizontal sums are
∑∞
n=1
Hsn
ns
− ζ(2s).
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Thus, using (5.20) and (5.21), we obtain
∞∑
n=1
Hsn
ns
− ζ(2s) = ζ(s)
2 − ζ(2s)
2
, (5.23)
and
∞∑
n=1
Hsn
ns
=
ζ(s)2 + ζ(2s)
2
,
which completes the proof.
Chapter 6: The Riemann hypothesis
“If I were to awaken after having slept a thousand years, my first question
would be: Has the Riemann Hypothesis been proven?”
- David Hilbert
It is known from the functional equation (2.44), that ζ(−2n) = 0, for n ∈ N, and
that ζ(s) 6= 0 for ℜ(s) ≤ 0 when s 6= −2n. These are called the trivial zeros of the
Riemann zeta function. Additionally, from Euler’s product formula (1.3), we know
that ζ(s) 6= 0 for ℜ(s) ≥ 1. The remaining region 0 < ℜ(s) < 1 is called the critical
strip. It is known that all nontrivial zeros of ζ(s) lie in the critical strip. A conjecture
about the critical strip is the Riemann hypothesis, which is the following conjecture.
Conjecture 6.1. If ζ(s) = 0 in the critical strip, then ℜ(s) = 1/2.
The conjecture, first made by Riemann in his 1859 paper On the Number of Prime
Numbers less than a Given Quantity [49], has far reaching implications in number
theory, and in particular, in the study of the distribution of prime numbers. The
proof of this conjecture is an open problem whose solution would immediately resolve
many other conjectures ([60], [64]).
In this chapter we look at the history of the Riemann hypothesis, state a few
selected “equivalent statements” of the conjecture, and highlight one that is especially
easy to understand. We also discuss some attempts at proving Riemann’s conjecture
and some functions that are used to study the zeros of ζ(s) in the critical strip.
6.1 Voronin Universality Theorem
In 1975, Sergei Voronin proved a remarkable property of ζ(s) in the critical strip [61],
which is the following theorem.
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Theorem 6.2. Let 0 < r < 1/4 and suppose g(s) is a nonvanishing continuous
function on the disk |s| ≤ r that is analytic on |s| < r. Then for any ε > 0, there
exists a positive real number τ such that
max
|s|≤r
∣∣∣∣ζ
(
s+
3
4
+ iτ
)
− g(s)
∣∣∣∣ < ε.
Additionally, the values τ have “positive lower density,” which is illustrated in the
following inequality.
lim inf
T→∞
1
T
meas
{
τ ∈ [0, T ] : max
|s|≤r
∣∣∣∣ζ
(
s +
3
4
+ iτ
)
− g(s)
∣∣∣∣ < ε
}
> 0.
Loosely speaking, the theorem states that any nonvanishing analytic function can
be approximated uniformly by certain imaginary shifts of ζ(s) in the critical strip.
6.2 Statements of the Riemann hypothesis
Riemann’s statement
In [49], Riemann states
“One now finds indeed approximately this number of real roots within these
limits, and it is very probable that all roots are real. Certainly one would
wish for a stricter proof here; I have meanwhile temporarily put aside the
search for this after some fleeting futile attempts, as it appears unnecessary
for the next objective of my investigation.”
Here, Riemann is discussing a variant of the Riemann zeta function, whose roots are
real rather than on the critical line ℜ(s) = 1/2. This variant is known as the Riemann
Xi function [40], which we discuss later in this chapter.
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Hilbert’s statement
In 1900, David Hilbert presented a list of 23 problems at the International Congress
of Mathematicians [34]. Proving the Riemann hypothesis is mentioned as part of
problem 8 in the list. In Hilbert’s words:
“. . .it still remains to prove the correctness of an exceedingly important
statement of Riemann, viz., that the zero points of the function ζ(s) de-
fined by the series
ζ(s) = 1 +
1
2s
+
1
3s
+
1
4s
+ · · ·
all have the real part 1/2 , except the well-known negative integral real
zeros. As soon as this proof has been successfully established, the next
problem would consist in testing more exactly Riemann’s infinite series
for the number of primes below a given number and, especially, to decide
whether the difference between the number of primes below a number x
and the integral logarithm of x does in fact become infinite of an order not
greater than 1/2 in x.”
Many of Hilbert’s problems have been resolved, at least in part. However, the Rie-
mann hypothesis question has remained unsolved, prompting The Clay Mathematics
Institute, 100 years after Hilbert’s problems, to list it as one of the Millennium Prob-
lems.
Millennium Problems - The Clay Mathematics Institute
The proof of the Riemann hypothesis is listed as problem 4 of the seven Millennium
Problems. These problems were listed in 2000 by the Clay Mathematics Institute to
document some of the most difficult problems facing mathematicians at the end of the
second millennium. The official statement of the problem of the Riemann hypothesis
is listed in [12], and reads:
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Riemann hypothesis. The nontrivial zeros of ζ(s) have real part equal
to 1
2
.
Bombieri [12] goes on to say,
“In the opinion of many mathematicians the Riemann hypothesis, and its
extension to general classes of L−functions, is probably today the most
important open problem in pure mathematics.”
Solving any of the Millennium Problems has a prize of one million US dollars.
Since the listing of the problems, only one of the seven has been solved.
6.3 Selected equivalent statements of the Riemann hypothesis
The work [17], lists several equivalent statements of the Riemann hypothesis. In fact,
it is noted that the statement can be reformulated into many diverse and seemingly
unrelated ways. The following is a summary of some of these equivalent statements.
The probability of having even or odd distinct prime factors
One of the equivalent statements of the Riemann hypothesis is eloquently illustrated
in [64]. Herbert S. Wilf, upon his commencement of being editor of The American
Mathematical Monthly, wrote a greeting to the readers of the publication, in which he
gave a form of the Riemann hypothesis he claimed should be explanable to a gifted
group of high school tenth graders. Here, Wilf defines squarefree positive integers
as the set of natural numbers, minus any number that is divisible by the square of
an integer larger than 1. (It follows that the squarefree positive integers are each a
product of distinct primes.) He then divides the squarefree positive integers into two
nonintersecting subsets he calls red numbers and blue numbers, with the red numbers
being the squarefree positive integers having an even number of prime factors and the
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blue numbers being those with an odd number of prime factors. With this in mind,
the Riemann Hypothesis is stated as
Conjecture 6.3. Fix ε > 0. Then there exists N such that for all n > N the number
of blue numbers in [1, n] does not differ from the number of red numbers in [1, n] by
more than n1/2+ε.
In simple language, this means that the number of blue numbers and the number
of red numbers does not differ by much more than the square root of the total number
of numbers in any such collection. The previous conjecture is also stated in [17] in
terms of the Liouville function, defined as
λ(n) = (−1)ω(n), (6.1)
where ω(n) is the number of, not necessarily distinct, prime factors of n, counted
with multiplicity. For example, λ(2) = λ(3) = λ(5) = λ(7) = λ(8) = −1, while
λ(1) = λ(4) = λ(6) = λ(9) = λ(10) = 1. With this in mind, the Riemann hypothesis
is equivalent to the following statement:
For every fixed ε > 0,
lim
n→∞
∑n
k=1 λ(k)
n1/2+ε
= 0.
This can be translated into the statement that an integer has equal probability of
having an odd number or an even number of distinct prime factors. Another way of
saying this is that the sequence
{λ(k)}∞k=1 = {1,−1,−1, 1,−1, 1,−1,−1, 1, 1,−1,−1,−1, 1, 1, 1,−1,−1,−1,−1, 1, . . .},
has the property that the difference between the number of −1’s and 1’s is, again,
not much larger than the square root of the number of terms.
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Other equivalent statements
In ([17], pp. 45-52), many statements are listed as equivalent forms of the Riemann
hypothesis. We now list a few of these having relevance to ideas mentioned earlier in
this work. First, we list a relation about the Riemann zeta function evaluated at the
odd integers {3, 5, 7, . . .}.
Theorem 6.4. The Riemann hypothesis holds if and only if
∞∑
n=1
(−1)nxn
n!ζ(2n+ 1)
= O(x−1/4), (6.2)
as x→∞.
Another equivalence is a remarkable integral formula that connects the zeros of
the Riemann zeta function in the critical strip to the Euler-Mascheroni constant, γ.
Theorem 6.5. The Riemann hypothesis holds if and only if
∫ ∞
0
1− 12t2
(1 + 4t2)3
∫ ∞
1/2
ln |ζ(σ + it)| dσ dt = (3− γ)pi
32
. (6.3)
Victor Moll [42] adds that evaluating this integral “might be hard.” A third equiva-
lence is given in [51] and concerns the family of curves |ζ(σ + it)|.
Theorem 6.6. The Riemann hypothesis is true if
∂|ζ(s)|
∂σ
< 0, (6.4)
for t > 2pi and 0 ≤ σ < 1/2 with s = σ + it.
This statement is equivalent to saying that |ζ(s)| is monotone decreasing for t > 2pi
and 0 ≤ σ < 1/2, and visual evidence of this can be seen in the figures below.
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Figure 6.1: Plots of |ζ(σ + it)| with σ = {0, 1/8, 1/4, 1/2} and 0 ≤ t ≤ 100.
Figure 6.2: |ζ(x+ it)| with 0 ≤ x ≤ 1/2 and 10 ≤ t ≤ 100.
6.4 Functions used to study the nontrivial zeros of ζ(s)
Riemann-Siegel Function
The Riemann-Siegel function is [17]
Z(t) = eiϑ(t)ζ
(
1
2
+ it
)
, (6.5)
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where ϑ(t) = arg
(
Γ
(
1
4
+ 1
2
it
))− ln (pi
2
)
t, the argument is chosen so that Z(t) is real
valued, and arg
(
Γ
(
1
4
+ 1
2
it
))
assumes its principal value ([47], p.606). The function
Z(t) has the property of changing sign infinitely many times. Because |Z(t)| =
|ζ (1
2
+ it
) |, it follows that Z(t) is zero whenever ζ (1
2
+ it
)
is zero. Therefore, zeros
of ζ
(
1
2
+ it
)
can be identified by recording where Z(t) changes sign.
ξ and Ξ functions
In [49], Riemann produced a modified version of the Riemann zeta function
ξ(s) =
1
2
s(s− 1)pi−s/2Γ
(s
2
)
ζ(s), (6.6)
which is valid for all s ∈ C. The function ξ(t) found in the translation from David
Wilkins in [49] was changed in the literature of Edmund Landau [40] to Ξ, with
Ξ(t) = ξ(1
2
+ it), giving
Ξ(t) = −1
2
(
t2 +
1
4
)
piit/2−1/4Γ
(
1
4
− 1
2
it
)
ζ
(
1
2
− it
)
. (6.7)
The right hand side of (6.7) was shown by Riemann [49] to be real valued for t ∈ R.
In fact, by denoting
∞∑
n=1
e−n
2pix = ψ(x), (6.8)
one can prove ([25], p.17)
Ξ(t) = ξ (1/2 + it) = 4
∫ ∞
1
d[x3/2ψ′(x)]
dx
x−1/4 cos
(
t
2
ln x
)
dx. (6.9)
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It is also noted in ([25], p.17) that
ξ(s) =
∞∑
n=0
a2n
(
s− 1
2
)2n
, (6.10)
where
a2n = 4
∫ ∞
1
d[x3/2ψ′(x)]
dx
x−1/4
(1
2
ln x)2n
(2n)!
dx. (6.11)
If we let s = 1/2 + it in (6.10), we get
ξ(1/2 + it) = Ξ(t) =
∞∑
n=0
a2n (it)
2n = −
∞∑
n=0
(−1)na2nt2n; (6.12)
therefore, Ξ(t) is real-valued for t ∈ R. The Ξ function has the property
Ξ(−t) = Ξ(t), (6.13)
valid for all t ∈ R. It is the Ξ function that Riemann was referring to in [49], stating
“One now finds indeed approximately this number of real roots within these
limits, and it is very probable that all roots are real.”
This is equivalent to the statement that the complex valued function Ξ(t + iσ) has
|Ξ(t + iσ)| > 0 for all σ 6= 0. Plots of Ξ(t) for t ∈ R and |Ξ(t + iσ)| for t, σ ∈ R are
included below.
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Figure 6.3: Plots of Ξ(t) on varying intervals of t.
Figure 6.4: Plots of |Ξ(t+ iσ)| on varying intervals of t, σ.
83
The function Ξ(t) for t ∈ R, approaches zero rapidly as t → ∞, as illustrated
in the preceding figures. The zeros of Ξ(t) are also the zeros of ζ(s) along the line
ℜ(s) = 1/2. The first few of these nontrivial zeros are visible in the preceding figures,
while values for more nontrivial zeros are given in Appendix A.
6.5 Attempts at proving the Riemann hypothesis
In this section we summarize a few failed attempts at proving the Riemann hypothesis
(see, e.g., [17], [50]), which predate the announcement of the Millenium Problems.
Since the year 2000, with a prize of one million dollars on the line, there have been
numerous recent attempts at proof, all without success.
The Prime Number Theorem and Riemann’s “conclusion”
In Riemann’s celebrated and aforementioned paper On the number of primes less than
a given quantity, Riemann’s hypothesis leads to a conclusion about pi(x), the function
that counts the number of primes less than x ∈ R. The conclusion, if proved, would be
an improvement of the estimate given by the Prime Number Theorem, which states
Theorem 6.7.
x
ln x
is a good approximation to pi(x) for x sufficiently large.
The improved estimate conjectured by Riemann uses the offset logarithmic integral,
defined as
Li(x) =
∫ x
2
dt
ln t
. (6.14)
At the close of the paper, Riemann states [49]
“The known approximating expression F (x) = Li(x) is therefore valid up
to quantities of the order x1/2 and gives somewhat too large a value... A
more regular behaviour than that of F (x) would be exhibited by the function
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f(x) = F (x)+ 1
2
F (x1/2)+ 1
3
F (x1/3)+· · · , which already in the first hundred
is seen very distinctly to agree on average with Li(x) + ln ξ(0).”
It is known ([12], [17]), that as x→∞, if
pi(x)− Li(x) = O(x1/2 ln x), (6.15)
then the Riemann hypothesis is true. This, of course, has yet to be shown.
Hardy-Littlewood zeta-function conjectures
In 1914, Godfrey Harold Hardy proved that the function ζ(1/2+it) has infinitely many
real zeros [30]. Then in 1921, Hardy and John Edensor Littlewood published a paper
containing the Hardy-Littlewood zeta-function conjectures, which are two conjectures
concerning the density and distance between zeros of ζ(1/2 + it). Let N(T ) be the
total number of real zeros of ζ(1/2+ it), and N0(T ) the total number of zeros of odd
order of the function ζ(1/2 + it) in the interval (0, T ]. Then the two conjectures are
1. For any ε > 0, there exists T0(ε) > 0 such that when T ≥ T0(ε) and H = T 1/4+ε,
the interval (T, T +H ] contains a zero of odd order.
2. For any ε > 0, there exists a T0(ε) > 0 and cε > 0 such thatN0(T+H)−N0(T ) ≥
cεH holds when T ≥ T0(ε) and H = T 0.5+ε.
Neither of these has been proven or disproven.
Lindelo¨f’s function and hypothesis
The Lindelo¨f function ([25], §9), denoted by µ(σ), is defined as the infimum of numbers
A such that |ζ(σ+it)|t−A is bounded as t→∞. Lindelo¨f ’s hypothesis states that µ(σ)
is zero for σ ≥ 1/2 and 1/2 − σ for σ ≤ 1/2. Since it is known that µ(σ) is convex
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(i.e. concave up), this statement is equivalent to the conjecture that µ(1/2) = 0.
This hypothesis is implied by the Riemann hypothesis, but also has yet to be proved.
Currently it is known that µ(1/2) < 53/342. (Note: this function µ is not related to
the aforementioned Mo¨bius function.)
Other failed proofs
In [50], a story is given about the famous mathematician John Nash, who is the
subject of the book A Beautiful Mind, and film of the same name. In 1959, the
thirty-year-old Nash gave a talk announcing his proof of the Riemann hypothesis.
His idea, previously shared with colleagues, used pseudoprimes, which are numbers
that are not prime, but behave like primes. However, Nash’s speech was a dreadful
argument that made no sense, and it turns out that this period of time coincided
with the height of Nash’s struggle with schizophrenia.
In 1943, an article in Time magazine [17], [50] announced a (failed) disproof of
the Riemann hypothesis that was found to be a “false alarm.” An excerpt from the
April 30 issue reads:
“One day last month electrifying news arrived at the University of Chicago
office of Dr. Adrian A. Albert, editor of the Transactions of the Ameri-
can Mathematical Society. A wire from the society’s secretary, University
of Pennsylvania professor John R. Kline, asked editor Albert to stop the
presses; a paper disproving the Riemann Hypothesis was on the way. Its
author: Professor Hans Adolf Rademacher, a refugee German mathemati-
cian now at Penn.
On the heels of the telegram came a letter from Professor Rademacher
himself reporting that his calculations had been checked and confirmed by
famed mathematician Carl Siegel of Princeton’s Institute for Advanced
Study. Editor Albert got ready to publish the historic paper in the May
issue. US mathematicians, hearing the wildfire rumor, held their breath.
Alas for drama, last week the issue went to press without the Rademacher
article. At the last moment the professor wired meekly that it was all a
86
mistake; on rechecking, mathematician Siegel has discovered a flaw (undis-
closed) in the Rademacher reasoning. US mathematicians felt much like
the morning after a phoney armistice celebration. Said editor Albert, ‘The
whole thing certainly raised a lot of false hopes.’ ”
It was subsequently found that Rademacher’s error stemmed from the fact that the
complex logarithm does not have a uniquely defined value.
Beginning in 1986, Louis de Branges [23], who had earlier proved the Bieberbach
conjecture in 1985 [50], began publishing papers announcing his proof of the Rie-
mann hypothesis. However, most mathematicians who have read them, feel that De
Branges’s papers seem to have no actual proofs. As an example, Conrey and Li [21],
in 1998, proved a counterexample to de Branges’s approach, essentially showing that
the theory developed in his papers is not feasible.
The Riemann hypothesis is true for finite fields
In 2008, Jasbir Chahal and Brian Osserman proved that the Riemann hypothesis is
true for finite fields on elliptic curves [19]. An outline of the proof is as follows.
First, take a finite field Fq which has q = p
r elements with p a fixed prime (but
not 2 or 3), and r ∈ N. Then take numbers {a, b} ∈ Fq such that y2 = x3 + ax+ b is
a non-singular elliptic curve, E, meaning 4a3 + 27b2 6= 0. Then the zeta function for
E is
ZE(t) =
1− aq(E)t + qt2
(1− t)(1− qt) , (6.16)
where aq = q − Nq, with Nq the number of solutions of E in Fq. It is noted in [19]
that the formula (6.16) is the generalized zeta function for E by first writing
ζK(s) = exp
(
∞∑
m=1
Nm(C)
q−ms
m
)
, (6.17)
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where K is a function field over an integral domain for a curve C.
Figure 6.5: A non-singular elliptic curve has no cusps, self-intersections, or isolated
points.
The Riemann hypothesis for E is the statement that ZE(q
−s) = 0 implies ℜ(s) =
1/2. The proof involves the claim that Hasse’s Theorem, first proved in [32],
|Nq − q| ≤ 2√q (6.18)
is equivalent to the Riemann hypothesis for E. In fact, taking u = qt in (6.16) we
can write f(u) = u2− aqu+ q, where it is noted that if ZE(q−s) = 0, then qs must be
a root of f(u). If f(u) has its discriminant a2q − 4q ≤ 0, then the two roots u1, u2 of
f(u) are either equal or complex with |u1| = |u2|. Since the constant term q in f(u)
is the product u1u2, it follows that (6.18) is true if and only if |u1| = |u2| = √q. So
ZE(q
−s) = 0 if and only if |qs| = √q, which implies that ℜ(s) = 1/2.
We conclude this chapter with a poem by Tom Apostol, found in [29].
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Where Are the Zeros of Zeta of s?
by Tom Apostol
Where are the zeros of zeta of s?
G.F.B. Riemann has made a good guess;
They’re all on the critical line, saith he,
And their density’s one over 2pi log t.
This statement of Riemann’s has been like a trigger
And many good men, with vim and with vigor,
Have attempted to find, with mathematical rigor,
What happens to zeta as mod t gets bigger.
The efforts of Landau and Bohr and Cramer,
And Littlewood, Hardy and Titchmarsh are there,
In spite of their efforts and skill and finesse,
In locating the zeros there’s been little success.
In 1914 G.H. Hardy did find,
An infinite number that lay on the line,
His theorem however won’t rule out the case,
There might be a zero at some other place.
Let P be the function pi minus li,
The order of P is not known for x high,
If square root of x times log x we could show,
Then Riemann’s conjecture would surely be so.
Related to this is another enigma,
Concerning the Lindelof function mu (sigma)
Which measures the growth in the critical strip,
On the number of zeros it gives us a grip.
But nobody knows how this function behaves,
Convexity tells us it can have no waves,
Lindelof said that the shape of its graph,
Is constant when sigma is more than one-half.
Oh, where are the zeros of zeta of s?
We must know exactly, we cannot just guess,
In order to strengthen the prime number theorem,
The integral’s contour must not get too near ’em.
Chapter 7: Conclusion
We do not claim to have written an exhaustive exposition of the Riemann zeta func-
tion. However, what is written here represents an introduction of some of the deep
mathematics surrounding its study. Our investigation into the history of the Rie-
mann zeta function began as the study of the harmonic series in the 13th and 14th
centuries, and later progressed to the study of p-series during the time of Euler in the
18th century. In the next century, the Riemann zeta became so-named after Bern-
hard Riemann, and still fascinates mathematicians today. We have journeyed from
Baroque architecture, through Euler’s solution of the Basel problem, and then into
the groundbreaking paper of Riemann where the function we write about was proved
to have its analytic continuation to the complex numbers.
In this work, we have shown other methods of analytic continuation of ζ(s), be-
sides Riemann’s, and we have also outlined the calculation of zeta constants. Addi-
tionally, we have introduced the reader to some generalizations of the function and
included references for further study. A list of identities related to the zeta function
was selected, and their significance was noted. Furthermore, we have given a brief
discussion of the Riemann hypothesis and its importance in the study of the distri-
bution of prime numbers. In our discussion, we highlighted equivalent statements of
the Riemann hypothesis that are seemingly unrelated.
The study of Riemann’s zeta function has bridged many areas of mathematics
and science including: complex analysis, number theory, statistics, group theory, and
physics. Before Riemann’s work On the number of prime numbers less than a given
quantity, some of these areas seemed to be unrelated. Perhaps mathematicians must
make even more connections among seemingly unrelated topics before someone finally
finds the answer to the million-dollar question “Where are the zeros of zeta of s?”
Appendix A: The first 50 nontrivial zeros of ζ(s).
For s = σ+ it, the first 50 nontrivial zeros of ζ(s) occur on the real line σ = 1/2 with
values of t given in the table below, rounded to 6 decimal places.
n tn n tn
1 14.134725 26 92.491899
2 21.022040 27 94.651344
3 25.010858 28 95.870634
4 30.424876 29 98.831194
5 32.935062 30 101.317851
6 37.586178 31 103.725538
7 40.918719 32 105.446623
8 43.327073 33 107.168611
9 48.005151 34 111.029536
10 49.773832 35 111.874659
11 52.970321 36 114.320221
12 56.446248 37 116.226680
13 59.347044 38 118.790783
14 60.831779 39 121.370125
15 65.112544 40 122.946829
16 67.079811 41 124.256819
17 69.546402 42 127.516684
18 72.067158 43 129.578704
19 75.704691 44 131.087689
20 77.144840 45 133.497737
21 79.337375 46 134.756510
22 82.910381 47 138.116042
23 84.735493 48 139.736209
24 87.425275 49 141.123707
25 88.809111 50 143.111846
REFERENCES
[1] Shigeki Akiyama, Shigeki Egami, and Yoshio Tanigawa. Analytic continua-
tion of multiple zeta-functions and their values at non-positive integers. Acta
Arithmetica-Warszawa, 98(2):107–116, 2001.
[2] Roger Ape´ry. Irrationalite´ de ζ(2) et ζ(3). Aste´risque, 61:11–13, 1979.
[3] Tom M. Apostol. Another elementary proof of Euler’s formula for ζ(2n). The
American Mathematical Monthly, 80(4):pp. 425–431, 1973.
[4] David H Bailey. A compendium of BBP-type formulas for mathematical
constants (preprint). http://crd.lbl.gov/dhbailey/dhbpapers/index.html,
2000.
[5] David H Bailey, Jonathan M Borwein, Neil Calkin, Roland Girgensohn, Russell
Luke, and Victor Moll. Experimental Mathematics in Action, volume 174. AK
Peters Wellesley, 2007.
[6] David H Bailey, Simon M Plouffe, Peter B Borwein, and Jonathan M Borwein.
The quest for pi. The Mathematical Intelligencer, 19(1):50–56, 1997.
[7] Seung-Jin Bang. 10212. The American Mathematical Monthly, 101(6):pp. 579–
580, 1994.
[8] E. W. Barnes. The theory of the double gamma function. Philosophical Trans-
actions of the Royal Society of London. Series A, Containing Papers of a Math-
ematical or Physical Character, 196:pp. 265–387, 1901.
[9] P.T. Bateman and E. Grosswald. On Epstein’s zeta function. Acta Arithmetica,
9(4):365–373, 1964.
[10] David Benko and John Molokach. The Basel problem as a rearrangement of
series. The College Mathematics Journal, 44(3):171–176, 2013.
[11] Harold. P. Boas. Invitation to Complex Analysis. Mathematical Association of
America, US, second edition, 1987.
[12] E Bombieri. Problems of the millennium: The Riemann hypothesis. Clay math-
ematical Institute, 2000.
[13] David Borwein, Jonathan M Borwein, and David M Bradley. Parametric Euler
sum identities. Journal of Mathematical Analysis and Applications, 316(1):328–
338, 2006.
92
[14] Jonathan M Borwein, David M Bradley, and Richard E Crandall. Computational
strategies for the Riemann zeta function. Journal of Computational and Applied
Mathematics, 121(1):247–296, 2000.
[15] Jonathan M. Borwein and Marc Chamberland. Integer powers of arcsin. Inter-
national Journal of Mathematics and Mathematical Sciences, pages 10, Art. ID
19381, 2007.
[16] Jonathan M Borwein, ML Glasser, RC McPhedran, JG Wan, and IJ Zucker.
Lattice sums then and now, volume 150. Cambridge University Press, 2013.
[17] Peter Borwein. The Riemann hypothesis: a resource for the afficionado and
virtuoso alike, volume 27. Springer, 2008.
[18] P.L. Butzer and M. Hauss. Riemann zeta function: Rapidly converging series
and integral representations. Applied Mathematics Letters, 5(2):83–88, 1992.
[19] Jasbir S. Chahal and Brian Osserman. The Riemann hypothesis for elliptic
curves. The American Mathematical Monthly, 115(5):pp. 431–442, 2008.
[20] Robin Chapman. Evaluating ζ(2). http://www.maths.ex.ac.uk/~rjc/etc/
zeta2.pdf, 1999.
[21] J Brian Conrey and Xian-Jin Li. A note on some positivity conditions related to
zeta and l-functions. American Institute of Mathematics preprint series, www.
aimath. org/preprints, 98, 1998.
[22] John B. Conway. Functions of One Complex Variable. Springer, New York,
second edition, 1978.
[23] Louis de Branges et al. The Riemann hypothesis for Hilbert spaces of entire
functions. Bulletin of the American Mathematical Society, 15:1–17, 1986.
[24] William Dunham. Euler: The Master of Us All. Mathematical Association of
America, New York, 1999.
[25] Harold M Edwards. Riemann’s Zeta Function, volume 58. Courier Dover Publi-
cations, 2001.
[26] Leonard Euler. Exercitationes analyticae. Novi Commentarii academiae scien-
tiarum Petropolitanae, 17:173–204, 1773.
[27] Leonard Euler and J.D. Blanton. Introduction to the Anaylsis of the Infinite.
Springer, US, 1998.
[28] Peter B Gilkey. Invariance Theory, the Heat Equation, and the Atiyah-Singer
Index Theorem. CRC press Boca Raton, second edition, 1995.
93
[29] Sarah Glaz et al. Poetry inspired by mathematics. In Proceedings of Bridges
2010: Mathematics, Music, Art, Architecture, Culture, pages 35–42. Tessellations
Publishing, 2010.
[30] Godfrey Harold Hardy. Sur les ze´ros de la fonction ζ(s) de Riemann. Comptes
Rendus de l’Acade´mie des Sciences, 158:1012–1014, 1914.
[31] Helmut Hasse. Ein summierungsverfahren fu¨r die riemannsche ζ−reihe. Mathe-
matische Zeitschrift, 32(1):458–464, 1930.
[32] Helmut Hasse. Zur theorie der abstrakten elliptischen funktionenko¨rper i. die
struktur der gruppe der divisorenklassen endlicher ordnung. Journal fu¨r die
Reine und Angewandte Mathematik, 175:55–62, 1936.
[33] George Hersey. Architecture and Geometry in the Age of the Baroque. University
Of Chicago Press, US, first edition, 2002.
[34] David Hilbert. Mathematical problems lecture delivered before the interna-
tional congress of mathematicians in Paris. http://www.mat.uc.pt/~delfos/
hilbertprob.pdf, 1902.
[35] Charles Jencks. Architecture becomes music. The Architechtural Review,
223(1395):91, 1998.
[36] Alfred Jonquie`re. Note sur la se´rie
∑∞
n=1
xn
ns
.. Bulletin de la Socie´te´ Mathe´matique
de France, 17:142–152, 1889.
[37] Steven J. Kifowit and Terra A. Stamps. The harmonic series diverges again and
again. The AMATYC Review, 27(2):2, 2006.
[38] Andreas Knauf. The number-theoretical spin chain and the Riemann zeroes.
Communications in Mathematical Physics, 196(3):703–731, 1998.
[39] Jeffrey Lagarias. Euler’s constant: Euler’s work and modern developments. Bul-
letin of the American Mathematical Society, 50(4):527–628, 2013.
[40] Edmund Landau. Handbuch der Lehre von der Verteilung der Primzahlen, vol-
ume 1. BG Teubner, 1909.
[41] Pietro Mengoli. Novae quadratur arithmeticae, seu De additione fractionum
[New arithmetic quadrature (i.e., integration), or On the addition of fractions].
Giacomo Monti (“Jacobi Monti”), Bologna, Italy, 1650.
[42] V Moll. Seized opportunities. Notices of the American Mathematical Society,
57(4), 2010.
94
[43] R.H. Nevanlinna and V. Paatero. Introduction to Complex Analysis. American
Mathematical Soc., Providence, Rhode Island, second edition, 1964.
[44] Charles Stanley Ogilvy and John T Anderson. Excursions in Number Theory.
1988.
[45] Keith B Oldham, Jan Myland, and Jerome Spanier. An Atlas of Functions: with
Equator, the Atlas Function Calculator. Springer, 2010.
[46] Hannu Olkkonen and Juuso T Olkkonen. Fast converging series for Riemann
zeta function. Open Journal of Discrete Mathematics, 2:131, 2012.
[47] Frank W.J. Olver. NIST Handbook of Mathematical Functions. Cambridge Uni-
versity Press, 2010.
[48] Simon Plouffe. Identities inspired from Ramanujan notebooks II. http://www.
plouffe.fr/simon/identities.html, 1998.
[49] Bernhard Riemann and David R. Wilkins. On the number of prime numbers
less than a given quantity. http://www.claymath.org/sites/default/files/
ezeta.pdf, 1859,1998.
[50] Karl Sabbagh. The Riemann Hypothesis: The Greatest Unsolved Problem in
Mathematics. Macmillan, 2003.
[51] Filip Saidak and Peter Zvengrowski. On the modulus of the Riemann zeta func-
tion in the critical strip. Mathematica Slovaca, 53(2):145–172, 2003.
[52] C. Edward Sandifer. Euler’s solution of the Basel problem—the longer story.
In Euler at 300, MAA Spectrum, pages 105–117. Mathematical Association of
America, Washington, DC, 2007.
[53] Jonathan Sondow. Analytic continuation of Riemann’s zeta function and val-
ues at negative integers via Euler’s transformation of series. Proceedings of the
American Mathematical Society, 120(2):421–423, 1994.
[54] Jonathan Sondow. Zeros of the alternating zeta function on the line R(s) = 1.
The American Mathematical Monthly, 110(2):435–437, 2003.
[55] Jonathan Sondow and Eric W. Weisstein. Riemann zeta function. In
MathWorld–A Wolfram Web Resource. http://mathworld.wolfram.com/
RiemannZetaFunction.html, 2014.
[56] H. M Srivastava. Some rapidly converging series for ζ(2n+1). In Proceedings of
the American Mathematical Society, volume 127, pages 385–396, 1999.
95
[57] Hari M Srivastava and Choi Junesang. Zeta and q-Zeta Functions and Associated
Series and Integrals. Elsevier, 2011.
[58] E. L. Stark. The series
∑∞
k=1 k
−s, s = 2, 3, 4, . . . , once more. Mathematics Mag-
azine, 47(4):pp. 197–202, 1974.
[59] Nico M Temme. Special Functions: An Introduction to the Classical Functions
of Mathematical Physics. John Wiley & Sons, 2011.
[60] EC Titchmarsh. The Theory of the Riemann Zeta Function. Oxford, 1986.
[61] Sergei M Voronin. Theorem on the universality of the riemann zeta-function.
Izvestiya: Mathematics, 9(3):443–453, 1975.
[62] Serge˘ı Mikha˘ılovich Voronin. The Riemann Zeta-function. Number 5. Walter de
Gruyter, 1992.
[63] Andre´ Voros. Spectral zeta functions. Advanced Studies in Pure Mathematics,
21(327):358, 1992.
[64] Herbert S. Wilf. The editor’s corner: A greeting; and a view of Riemann’s
hypothesis. The American Mathematical Monthly, 94(1):pp. 3–6, 1987.
[65] Zeidler. Quantum Field Theory I: Basics in Mathematics and Physics: A Bridge
between Mathematicians and Physicists. Springer, US, 2007.

