Abstract If the force field acting on an artificial Earth satellite is not known a priori with sufficient accuracy to represent its observations on their accuracy level, one may introduce so-called pseudo-stochastic parameters into an orbit determination process, e.g. instantaneous velocity changes at user-defined epochs or piecewise constant accelerations in user-defined adjacent time subintervals or piecewise linear and continuous accelerations in adjacent time subintervals. The procedures, based on standard least-squares, associated with such parameterizations are well established, but they become inefficient (slow) if the number of pseudo-stochastic parameters becomes large. We develop two efficient methods to solve the orbit determination problem in the presence of pseudo-stochastic parameters. The results of the methods are identical to those obtained with conventional least-squares algorithms. The first efficient algorithm also provides the full variance-covariance matrix; the second, even more efficient algorithm, only parts of it.
sufficient accuracy when invoking an orbit determination procedure. A problem of this type is, e.g. encountered when analysing the orbits of GPS satellites. It is virtually impossible to predict the effect of solar (and possibly albedo) radiation pressure on the satellite orbits with sufficient accuracy to model the GPS observations (the so-called pseudoranges, based on the GPS code or the carrier-phase observable) to an appropriate accuracy level (mm for the GPS phase observable). Another even more demanding problem is encountered when modelling the orbits of low-Earth orbiting satellites (LEOs) equipped with spaceborne GPS receivers. In addition to radiation pressure, atmospheric drag and possibly an insufficient knowledge of the Earth's gravity field aggravate the problem.
The problem of an insufficiently known force field may be dealt with in several ways:
1. One may replace the deterministic equations of motion by stochastic differential equations. This approach replaces the classical least-squares parameter estimation theory by Kalman or Bayesian filter techniques (Strang and Borre 1997). 2. One may represent the unknown forces by Fourier series using the revolution period of the satellites as fundamental period (Colombo 1989) . The coefficients of the Fourier series are parameters of the orbit determination process. 3. One may introduce empirical parameters into a classical least-squares (LSQ) orbit determination scheme. This was, e.g. proposed by Beutler et al. (1994) , where so-called pseudo-stochastic pulses, instantaneous velocity changes in pre-defined directions and at pre-defined epochs, are introduced, or by Visser and van den IJssel (2003) , where piecewise constant accelerations, also called empirical accelerations, are proposed.
The advantage of the first approach resides in the fact that each orbit is modelled in the entire time interval considered by a constant, small number of active parameters. The disadvantage is that rather laborious matrix operations have to be performed at each observation epoch (which is why often only a small sample of all observations, e.g. one observation epoch per 5 min, is actually processed).
The second approach exploits the orbital characteristics. Many, if not most, of the unknown forces have once-per-revolution characteristics. It is therefore usually possible to obtain a good orbit representation with a modest number of parameters (truncating the Fourier series after low-order terms). The method is, on the other hand, not well suited when trying to absorb effects due to momentum dumps or a slightly wrong attitude, which are not (or only marginally) correlated with the satellite's revolution period. In addition, and this is an important argument from the point of view of efficiency, one has to set up and solve one variational equation (see Sect. 2) for each of the parameters. This option of coping with unknown forces is also described in Beutler et al. (1994) . It is used by the Center for Orbit Determination in Europe (CODE) (together with the third method) with a decomposition, which is particularly well suited for absorbing the effects due to radiation pressure (Hugentobler et al. 2003) .
The third approach is attractive if many parameters have to be solved for (of the order of hundred or more per revolution). The method is thus particularly well suited for LEO orbit determination. If pseudo-stochastic parameters are used, the partial derivatives associated with them may all be represented as linear combinations of a small set of numerically integrated partial derivatives (Jäggi et al. 2006) . The problem of this approach is, however, its inefficiency if the number of parameters (and therefore the dimension of the resulting normal equation system) becomes large (comparable to three times the number of observation epochs).
In this article, we uniquely deal with the third approach and we use LEO orbits as examples. More specifically, we address the problem of efficiency when introducing pseudostochastic parameters. Such parameters are introduced to reduce the effect of an insufficiently known force field. It is intuitively clear that these effects may (and in general will) be absorbed by frequently introduced velocity changes or by piecewise constant accelerations. The success of the procedure may be judged by the RMS a posteriori of the original observations, which should be of the same order as the (hopefully known) a priori RMS.
Let us point out, however, that a small RMS error a posteriori does not necessarily mean that the resulting orbits are of better quality. The danger of over-parameterization always exists (although it may be attenuated by applying appropriate constraints on the parameters). Let us also point out that our methods allow it in principle to study the correlation between the pseudo-stochastic parameters and the "normal" orbit parameters, provided that we decide to generate the full variance-covariance matrix (see the subsequent discussion). Our approach will be explained in detail for the case of pseudo-stochastic pulses and only outlined for piecewise constant accelerations (the corresponding modifications are minor in nature). For results achieved with different parameterizations, we refer to Jäggi et al. (2006) .
In Sect. 2, we introduce the notation and briefly review equations of motion, associated variational equations, the observation equations, and the normal equation system associated with the simplest orbit determination problem, where only six orbit parameters (corresponding to the initial position and velocity vector) are set up. In Sect. 3, we will introduce pseudo-stochastic pulses in addition to the six parameters mentioned above. In Sect. 4, we will discuss the structure of the resulting normal equation system in detail and show how it may be set up efficiently. Its solution will, by definition, not only provide the solution consisting of the six initial osculating elements and all pseudo-stochastic pulses, but also the full variance-covariance matrix associated with the entire parameter set.
In Sect. 5, we develop an even more efficient method, where the number of active parameters is always "small" (i.e. when setting up and solving the parameter estimation problem). The resulting method is closely related to a Bayesian filter, but may be used in a much more general environment. The only drawback of the method is that the full variance-covariance matrix is not available. However, the variance-covariance matrix associated with the initial osculating elements is available, as well as the variance-covariance matrices associated with each set of pseudo-stochastic pulses referring to one and the same epoch.
In both Sects. 4 and 5, we generalize the problem to a parameter estimation environment, where not only deterministic and pseudo-stochastic orbit parameters, but also other parameters (e.g. ambiguity parameters) have to be considered. Whether or not the resulting parameter estimation procedures are (still) efficient depends almost uniquely on the number of simultaneously active parameters.
In Sects. 6-8, we develop the methods related to piecewise constant accelerations, where we proceed in analogy to the case of pulses: in Sect. 6, we introduce the equations of motion and the observation equations related to the case of piecewise constant accelerations. In Sect. 7, we analyze the structure of the full normal equation system. We show that the full system is closely related to the corresponding system associated with pseudo-stochastic pulses. There are important differences, which do, however, still allow for an efficient setup of the normal equation system. In Sect. 8, we develop a filter-type approach that avoids the setup of the full normal equation system. Sect. 9 briefly addresses the case of piecewise linear accelerations.
In Sect. 10, the implementation of the methods into the Bernese GPS software (Hugentobler et al. 2005 ) is outlined and the algorithms are applied to several LEO orbit determination problems. The efficiency of the three types of solutions (conventional, efficient solution using the structure of the full normal equation system, filter-like approach) and of different parameterizations is studied.
