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AbstractWave run-up is an important design criterion for coastal structures and beachnourishment projects. Coastal engineers commonly use empirical formulae to predict thisparameter. These formulae generally include the effect of berms, roughness and angle ofwave attack, but neglect the influence of parameters such as hydraulic conductivity andbeach groundwater levels. This thesis presents a laboratory and numerical study aimed toimprove the predictive capability of existing formulae as well as to enhance ourunderstanding of the swash hydrodynamics and their interaction with permeable beaches.In particular, it investigates the influence of hydraulic conductivity, roughness and beachgroundwater on wave run-up and swash flows.Most of the data presented in this study were obtained from wave flume experimentsperformed on smooth-impermeable, rough-impermeable and rough-permeable slopes.The influence of hydraulic conductivity on swash hydrodynamics was quantified by meansof a novel experimental setup consisting of non-deformable permeable structures, inwhich the influence of the surface roughness was isolated. A procedure based on thedevelopment of time-stack images provided accurate measurement of run-up and swashdepths, while pressure transducers were used to measure the water table elevationsinside the permeable structures. Laser Doppler velocimetry, a technique that does notdisturb the flow, was used to measure the velocity profile of the uprush and backwashflows. In addition to the laboratory experiments, simulations using a Volume-AveragedReynolds-Averaged Navier-Stokes (VARANS) model, validated against experimentalresults, were used to investigate the influence of hydraulic conductivity on the near-bedflow velocities and to obtain larger datasets of run-up on impermeable slopes.Analysis indicated that existing formulae adequately predict run-up from breaking waveson impermeable slopes. However, no previous formulae gave reliable predictions of run-up from non-breaking waves. Therefore, new empirical formulae were derived for non-breaking waves on impermeable slopes. These give good predictions when compared withthe present data and data available in literature.The beach groundwater levels were found to have negligible influence on wave run-up. Incontrast, hydraulic conductivity was shown to have a significant effect on wave-structureinteraction parameters such as wave run-up, wave-induced water table elevation, swashdepths, and swash flow velocities. As a result, new prediction formulae for breaking andnon-breaking waves on permeable slopes were developed; these formulae include the
Iinfluence of surface roughness and hydraulic conductivity through a new non-dimensionalparameter.Moreover, flow velocity measurements in the swash zone showed that infiltrationenhances onshore flow and time asymmetries. This is expected to promote onshoresediment transport inside the swash zone. The near-bed velocity measurements were alsoused to estimate bed shear stresses using the log-law method. The results showed thatinfiltration directly increases the bed shear stresses during the uprush phase, mainly dueto the change in the boundary layer thickness. However, infiltration was also shown toindirectly reduce the bed shear stresses during the backwash phase by significantlyreducing the backwash flow depths and velocities (continuity effect).Video observations of the breaking processes showed that hydraulic conductivity altersthe shape of waves breaking on the slope. However, the change in shape is small and in allcases, the breaker type remained the same. Hydraulic conductivity was also shown todecrease the breaking point distance of plunging waves. The video analysis was also usedto validate a new criterion presented in this study to determine whether or not waves willbreak on the slope; this criterion was shown to give better predictions of the transitionbetween breaking and non-breaking waves than existing breaking criteria.This is one of the first studies to include the influence of hydraulic conductivity on run-upprediction formulae. If the porosity or hydraulic conductivity of a coastal structure orbeach is known, these formulae in combination with the reduction factors suggested byEurOtop (2007) can lead to more accurate predictions of wave run-up and waveovertopping on permeable slopes. The improved understanding of the influence ofhydraulic conductivity on the wave-induced water table elevation and on the swashhydrodynamic processes will benefit the modelling and management of coastal aquifers aswell as the prediction of sediment transport in the swash zone.
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11 IntroductionThe coastal regions are one of the world’s most fragile, changing and vulnerable areascontinuously exposed to the impact of waves, currents, tides and storm surges which cancause erosion and flooding. These risks are expected to increase with the threat posed bysea-level rise. Although the coastal region occupies less than 15% of the Earth’s landsurface, about 44% of the world’s population is concentrated within 150km of the coastand, by 2025, this percentage is expected to increase to around 75% (UN Atlas of theOceans, 2010 (2010)). According to the World Ocean Review (2016) more than 200million people worldwide live along coastlines less than 5 metres above sea level. For thisreason, coastal defence schemes are necessary to minimise the continuous risk of coastalerosion and flooding. The most common approaches adopted are the construction ofcoastal structures and beach nourishment projects. Their design depends on the accurateprediction of parameters such as wave run-up, R, which can be defined as the maximumvertical distance of wave uprush on a coastal structure or on a beach above the still waterlevel (SWL) (Figure 1).
Figure 1 Definition of wave run-upWave run-up can be highly influenced by the hydraulic conductivity, surface roughnessand beach groundwater levels. Yet very little has been done to investigate and include theinfluence of these parameters on prediction run-up formulae.This study is a fundamental investigation on the interaction between waves andbeaches/coastal structures. Its overall objective is to provide reliable wave run-up datafrom breaking and non-breaking waves over different types of slopes with the aim ofanalysing these data and improve our understanding of the influence that theseparameters (mainly hydraulic conductivity) have on the swash and beach groundwaterhydrodynamics. Particular focus is placed on improving the prediction of run-up formulaeover impermeable and permeable slopes.
2Importance of Wave Run-up. Until quite recently, the crest height of coastal structureswas traditionally designed to be higher than the predicted values of maximum wave run-up, to prevent overtopping. However, in recent years, their crest height has beenestimated based on tolerable overtopping discharges or on peak overtopping volumesrather than on the maximum wave run-up. Nevertheless, an accurate prediction of waverun-up on coastal structures is still necessary, as it is a key parameter for predicting thenumber or percentage of overtopping waves, and for estimating overtopping volumes,run-up velocities and run-up flow depths. Therefore, an overestimation of run-up canconsiderable increase their construction cost.The prediction of wave run-up is also important in the management of beaches. As itdelineates the area affected by waves, it is commonly used in the design of beachnourishment projects, for coastal risk mapping and monitoring, as well as for theprediction of beach/dune erosion and overtopping.Predictions of wave run-up are commonly based on empirical formulae derived from dataobtained mainly from field studies or laboratory experiments. However, the developmentof numerical models in recent years, capable of simulating the wave breaking processesand wave interaction with sloping structures, have made them a viable alternative topredict and obtain run-up data.
1.1 Research MethodologyThe general research methodology followed in this study is described in the flow chartshown in Figure 2. As can be seen, the research data were obtained from run-up tests overpermeable and impermeable slopes. These were carried out on both laboratoryexperiments and numerical simulations, and were planned according to the specific aimsand objectives defined after the literature review.This project is mainly focused on wave run-up and the influence that some parameters(mainly hydraulic conductivity) have on it. However, it also covers the influence ofhydraulic conductivity on other nearshore parameters and processes such as wavebreaking, water table over-height and swash hydrodynamics.
3
Figure 2 Research Methodology
41.2 Thesis OutlineFollowing the introductory chapter, the thesis covers a description of the relevant theory,a literature review, details of the laboratory experiments and numerical simulationscarried out, an analysis and discussion of the results, and the main conclusions and futurerecommendations that are drawn from the study. The main body of the thesis is dividedinto seven chapters, the contents of which are summarised in the following paragraphs.Chapter 2 defines and reviews the main processes and parameters relevant to this study.Chapter 3 reviews past research and identifies the main research gaps. It reviews previousstudies on wave run-up and on the main parameters that can influence its height. Thechapter discusses previous formulae attempting to predict wave run-up for breaking andnon-breaking waves on impermeable and permeable slopes, as well as the attempts toinclude the parameters that influence run-up in predictive formulae. It also reviewsprevious efforts in predicting the maximum water table over-height inside a beach andprevious studies investigating the influence of hydraulic conductivity on the swash zoneboundary layer dynamics are also reviewed. Following the literature review, the specificaims and objectives of the present study are defined.Chapter 4 describes the wave flume laboratory experiments carried out. It details theexperimental setup, test conditions and parameters used for each of these experiments.The chapter also describes the instrumentation and data processing procedures used.Chapter 5 describes the numerical simulations performed using a 2D Reynolds-AveragedNavier-Stokes (RANS) model to simulate run-up over permeable and impermeable slopes.The chapter describes calibration performed to estimate values for the resistancecoefficients needed to simulate flow through porous media. It also presents comparisonsbetween the experimental and simulated data with the aim of validating the model, as wellas a sensitivity analysis on the porous media parameters.Chapters 6 and 7 present the analysis and discussion of the data obtained from theexperimental tests and numerical simulations performed on smooth-impermeable andpermeable slopes, respectively. Chapter 6 presents a dimensional analysis to investigatethe influence of wave height, wave period and slope angle on wave run-up, followed by anon-dimensional analysis on data from regular and irregular waves on smooth-impermeable slopes. The chapter presents new formulae for predicting wave run-up aswell as a new breaking criterion to predict the transition between breaking and non-breaking waves at the slope.
5Chapter 7 presents the analysis on the influence of hydraulic conductivity, surfaceroughness and water table elevations on run-up, where their influence is included in thenew run-up formulae through influence factors. The chapter also presents the analysis onthe influence of hydraulic conductivity on the maximum water table over-height, as well asan analysis of the influence of infiltration on the swash flows and bed shear stresses.Finally, Chapter 8 summarises the work conducted and the shows the main outcomes andconclusions that were drawn from the study, as well as the recommendations for futurework.
62 Relevant TheoryThis chapter briefly reviews and defines the main processes and parameters relevant tothis study. The chapter is divided into four sections:Section 2.1 describes the processes involved in the interaction between waves andbeaches by defining the main concepts involved in the swash zone and in the beachgroundwater system. This section includes a description of the beach groundwaterfluctuations due to tides and waves.Section 2.2 describes the main parameters and dimensionless parameters used to describethe interactions between waves and beaches/coastal structures, such as wave run-up.Special emphasis is made on two dimensionless parameters commonly used in predictionformulae to estimate wave run-up: the Iribarren number and the wave momentum fluxparameter. These are described in Sections 2.3 and 2.4, respectively.
2.1 Interaction between Waves and Beaches
Swash ZoneThe nearshore zone of a beach is generally divided into three zones of wave action:
breaker zone, surf zone and the swash zone (Figure 3). The breaker zone is where thewaves become unstable due to water depth and break. This leads to the surf zone whereshallower broken waves migrate to the shore until they reach the swash zone, wherewaves can reform to break again. This is where wave run-up takes place (Figure 3).
Figure 3 Beach nearshore zones defined by wave activitySurface flows in the swash zone take place on the beachface and consist mainly of twophases: wave uprush and backwash. Wave uprush is the water motion moving up the slopeof the beachface, while wave backwash is the downslope movement of the water after themaximum wave run-up. The initial boundary conditions between the uprush and
7backwash motions are significantly different. During the uprush, the remaining kineticenergy after wave breaking is transformed into potential energy as it travels up the slopewith gradually decelerating speed until it reaches a maximum height (wave run-up),where the velocity is zero. The uprush is mainly driven by the momentum of the incidentwave and is moderated by the angle, roughness and hydraulic conductivity of the slope. Incontrast, backwash is driven mainly by gravity and the volume of water remaining afteruprush. During the backwash the potential energy is transformed back into kinetic energyas the wave travels seawards down the slope. Its lowest height is called wave run-down.Although for coastal design wave run-down is not as important as wave run-up, it is oftenconsidered to determine the lower extent of main armour protection in a coastal structureand it is also used to define the level for a toe berm.Beaches have traditionally been classified according to the Wentworth scale. This scaledefines sand beaches to have sediments with diameters between 0.0625 to 2mm, whilebeaches with larger sizes than this are classified as gravel beaches. Gravel beaches aresubdivided into granular (2 to 4mm), pebble (4 to 64mm), cobble (64 to 256mm) andboulder (>256mm). Rounded gravel beaches, typical in UK coasts, are referred as shinglebeaches and consist of pebbles and medium-sized cobbles stones.
Beach Groundwater SystemIn beach hydrology, the term groundwater is commonly used to mean any water held inthe sand or gravel below the beach surface. The beach groundwater system can beconsidered to be an unconfined aquifer, highly dynamic, and a shallow system in whichwater flows through saturated and unsaturated sediments by tides, waves and swash, andto a minor extent by evaporation, and exchanges with deeper aquifers (Horn, 2002).Horn (2002, 2006) presented comprehensive summaries of the main concepts involved inthe swash zone and in the beach groundwater system. Some of these concepts are shownin Figure 4 and defined below.
8Figure 4 Relevant parameters in the swash zone and beach groundwater system (adapted
from Horn, 2006)The water table is the surface of the groundwater where the water pressure head is equalto the atmospheric pressure and in some cases it is considered to be the continuation ofthe mean water level, MWL, inside the beach (Figure 4). The MWL is the average level ofthe water surface over a period for which the level is determined.The phreatic zone is the fully saturated zone below the water table, while the vadose zone(also called the aeration or the unsaturated zone) is the region that extends from thewater table up to the beach surface (Figure 4). In the phreatic zone, pore spaces are filledwith water and pore water pressures are greater than the atmospheric pressure. Incontrast, in the vadose zone, pores are filled with water and air and pore water pressuresare less than the atmospheric pressure. One of the most influential aquifer characteristicsis the presence of moisture above the water table due to capillary action (Cartwright,2004). This zone is called the capillary fringe and differs from the phreatic zone becausepore water pressures are negative. According to Horn (2002), this is why beachgroundwater zones are better defined by water pressure distributions rather than bysaturation levels.The mean sea level, MSL, is the long term average level of the ocean surface outside thesurf zone. The still water level, SWL, is the average water surface elevation at any instant,excluding variation due to waves and wave set-up, but including the effects of tides, stormsurges and long period seiches. Wave set-up is defined as an increase of the MWL due tothe presence of waves; similarly, wave set-down is a wave-induced decrease of the MWLdue to the presence of waves. Finally, the shoreline is the position where the MWLintersects the beachface (Figure 4).
9Beach Groundwater Fluctuations due to Waves and TidesAs shown in Figure 4, near the beachface, the water table elevation generally standsconsiderably higher than the MSL. This super-elevation of the water table above theelevation of the tide is commonly called the water table over-height, η. It is partly governedby prevailing hydraulic conditions, such as wave run-up, setup, tide range and rainfallrecharge, and partly by the hydraulic conductivity of the beach material (Gourlay, 1992).In coastal barriers, the influence of rainfall recharge on η is small compared to theinfluence from waves and tides, which can produce a maximum water table over-height, η+,of several metres (Nielsen, 1999).
Beach Groundwater Fluctuations due to Tides. The response of beach groundwater totides have been studied by many authors (e.g. Nielsen, 1988,1990; Turner et al., 1997;Gourlay, 1992). These studies have shown that tide-induced water table fluctuations areasymmetrical: the water table elevation rises quickly and drops off slowly compared to thetide which drives it. This asymmetry is due mainly to the hydraulic conductivity of thebeach (Nielsen, 1990).An interesting phenomenon relevant to this study occurs when the tidal elevation drops.As the water table elevation drops at a slower rate, decoupling occurs, with the water tableelevation at a higher position than the shoreline elevation (Figure 5). When decouplingoccurs, the exit point is said to be the position on the beach profile where the decoupledwater table intersects the beachface. Below the exit point and above the shoreline point, a
seepage face develops (Figure 5). On the seepage face, the water table coincides with thebeachface causing exfiltration. The seepage face can be easily identified in the field as abeach surface with a glassy-shiny appearance (Cartwright, 2004; Cartwright et al., 2005).The extent of the seepage face varies between beaches as it is determined by the tidalregime, the hydraulic properties of the beach, and the geometry of the beachface (Horn,2002).
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Figure 5 Sketch showing the exit point of the water table and seepage face when the tidal
elevation drops and decoupling occurs
Beach Groundwater Fluctuations due to Waves. Waves can contribute to water tablefluctuations mainly through two mechanisms: 1) by run-up of individual waves generatinghigh-frequency water table and pore pressure fluctuations; and 2) by time-averaged waveeffects contributing to a maximum water table over-height, ߟ௪ା , both by set-up raising themean water surface at the shoreline and by run-up increasing the mean water surface.This project focuses only on time-averaged wave-induced fluctuations on the water tableover-height.Studies have shown that the time-averaged maximum wave-induced water table over-height, ߟ௪ା , in a coastal barrier may cause a net groundwater flow to the landwarddirection (Figure 6) (e.g. Nielsen, 1999, 2009; Masselink and Turner, 2012). Thisgroundwater flow can have a number of significant environmental consequences such as:1) any wastewater released into the aquifer will flow towards the continent rather thantowards the ocean; 2) any pollutants that land on the beachface will probably enter theaquifer under the barrier; and 3) the vegetation may be subject to salt poisoning underextreme conditions of large waves (Nielsen, 2009). Therefore, a good prediction of ߟ௪ା isessential for managing and modelling coastal aquifers.The hydraulic conductivity of coastal barriers influences the magnitude of wave run-upand studies have shown that ߟ௪ା has a linear relationship with wave run-up. Therefore, it isexpected that hydraulic conductivity will also the influence the magnitude of ߟ௪ା . Yet, itsinfluence on ߟ௪ା is still not clear as studies have shown mixed; these studies are discussedin the Literature Review chapter.
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Figure 6 Net groundwater flow towards the continent as a consequence of the high water
table caused by waves and tides in a coastal barrier (adopted from Nielsen (1999))
2.2 Relevant Parameters for Wave Run-upThe interaction processes between waves and coastal barriers/beaches coastal structuresor coastal structures can be visible in front of (reflection), on top of (run-up), over(overtopping) and behind (transmission) of the structure/barrier. These interactions,called hydraulic responses, depend mainly on wave, structural and fluid parameters. Theseparameters are described and defined below.
Wave Parameters. The wave parameters are commonly derived for either regular or
irregular waves. Regular waves assume a constant wave height and wave period, whileirregular waves may have varying wave periods and heights and are commonly used todescribe waves seen in nature.
Regular waves. Analysis using regular waves can provide a detailed understanding of theparameters involved in wave mechanics. These types of waves assume a constant waveheight and wave period. The main wave parameters for regular waves are shown in Table1 and sketched in Figure 7. These are generally derived from linear or small amplitude
wave theory, also known as Stokes I wave theory, which assumes sinusoidal fluctuations ofthe surface elevation.For linear waves, wave amplitude, a, is defined as the height of the crest above the stillwater level (SWL) and is equal to the vertical distance from the SWL to the trough.Therefore:
ܽ = 12ܪ (1)
RELEVANT REGULAR WAVE PARAMETERS
H - wave height a – wave amplitude Ho - deepwater wave height
L – wavelength f – wave frequency Lo - deepwater wavelength
T – wave period k - wavenumber ω – angular frequency 
C – wave celerity u – horizontal particle velocity w – vertical particle velocity
Table 1 Relevant regular wave parameters
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Figure 7 Wave ParametersWaves propagate with a velocity called wave celerity, C, and the time that is required for awave to pass a particular location is called wave period, T. The inverse of the wave periodis the wave frequency, f, while wavelength, L, is defined the horizontal distance over whichthe wave pattern repeats itself. The water depth, h, is the vertical distance between theSWL and the bed, while the angular wavenumber, k, and angular frequency, ω, are relatedto wavelength and wave period by:
݇= 2ߨ/ܮ (2)
߱ = 2ߨ/ܶ (3)A numerical solution can be used to calculate the wavelength, L from the followingexpression derived from linear wave theory:
ܮ= ݃ܶଶ2ߨ tanh൬2ߨℎܮ൰ (4)The wavelength can also be estimated from solutions presented in tabular forms in theShore Protection Manual (1984). For deepwater waves (h/L > 1/2), the wavelength can beestimated as:
ܮ௢ = ݃ܶଶ2ߨ (5)where ܮ௢ is the deepwater wavelength.
Irregular waves. The term irregular waves is commonly used to represent natural seastates which is often a combination of different types of waves such as swell and seawaves. These waves are expected to have a statistical variability, so statistical andprobabilistic methods are often employed to estimate characteristic wave parametersfrom irregular waves that could represent the randomness of ocean waves. The two mostimportant parameters for quantifying a given sea state are a characteristic wave height
13
(such as mean height, root-mean square height and significant wave height) and acharacteristic wave period (such as mean period and spectral peak period). Otherimportant irregular wave parameters, such as characteristic wavelengths, can be derivedfrom characteristic wave periods. The symbols representing these parameters aresummarised in Table 2.
Hmo – zeroth-momentwave height Tp – spectral peak waveperiod Lm – wavelength associated withTm
Hrms – root-mean-squared wave height Tm – mean wave period Lop – deepwater wavelengthassociated with Tp
Hs or H1/3 – significantwave height Lp – wavelengthassociated with Tp Lom – deepwater wavelengthassociated with Tm
Table 2 Common irregular wave parameters
Structural and fluid parameters. Other relevant structural and fluid parameters that caninfluence wave run-up and the other hydraulic responses are summarised in Table 3.
RELEVANT STRUCTURAL PARAMETERS
α – slope angle slope roughness K - slope hydraulic conductivity
k – slope permeability n – slope porosity η – water table over-height
RELEVANT FLUID AND OTHER PARAMETERS
ρ - density μ – dynamic viscosity ν – kinematic viscosity
࣌ – surface tension h – water depth g – gravitational acceleration
Table 3 Relevant structural and fluid parameters for wave run-up
Dimensionless parameters. Wave run-up is commonly estimated with empirical or semi-empirical formulae based on dimensionless parameters and empirical coefficients. Thesedimensionless parameters are commonly formed combining the parameters shown inTables 1, 2 and 3. The most relevant dimensionless parameters used to describe coastalprocesses are shown in Table 4.
Dimensionless Parameters ValueWave steepness H/L; H/Lo; H/gT2Relative water depth h/L; h/gT2; khRelative wave height H/hIribarren number, ߦ tan α ඥܪ ܮ⁄⁄Wave momentum flux parameter ܯி ߩ݃ℎଶ⁄Ursell number, UR ܮଶܪ ℎଷ⁄
Table 4 Relevant coastal dimensionless parametersFor wave run-up, the most relevant dimensionless parameters are the Iribarren numberand the wave momentum flux parameter. These parameters have traditionally been used tocharacterise wave run-up data and are described below.
2.3 Iribarren NumberThe Iribarren number, also known as the surf similarity parameter, is defined by therelationship between the slope and the square root of the wave steepness:
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ߦ= tanߙ
ටܪ ܮ௢
ൗ
(6)
This parameter was first introduced by Iribarren and Nogales (1949) as a breaking
criterion to determine whether or not waves break at the slope. Around 25 years later,Battjes (1974) showed that this parameter was also useful to describe other processes ofperiodic waves on a slope such as: wave reflection, wave set-up, wave run-up and run-down, as well as to separate between the different breaker types. After Battjes (1974)work, this parameter has appeared in numerous empirical formulae related to the designof coastal structures and beach processes.
Iribarren Number for Identifying Breaker TypesWave run-up depends on how the wave breaks, commonly known as the breaker type. Thebreakers types are traditionally divided into: spilling, plunging, collapsing and surging(Figure 8).
Figure 8 Beach and breaker types on impermeable plane beaches ((Gourlay, 1992))These breaker types are briefly described below:
Spilling breakers. On a relatively gentle slope or if the wave is steep and short, the wavewill steepen until the crest becomes unstable and starts to gently break. This results inturbulent white water spilling down the face of the wave which slowly dissipates the waveenergy. This gentle breaking continues for a longer time and longer distance than other
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breaking types, thus several wave crests may be breaking simultaneously. These wavesare typical of dissipative beaches.
Plunging breakers. On steeper slopes and/or with slightly longer waves than spillingbreakers; waves become much steeper than a spilling wave and the wave crest curls over,runs ahead and drops onto the through of the wave. Most of the energy is dissipated atonce on the violent breaking impact.
Collapsing breakers. These types of waves occur on steep slopes and have a crest thatnever fully breaks. They tend to be a cross between plunging and surging breakers.
Surging breakers. These breakers are produced either from long waves, low steepnesswaves, and/or very steep slopes. Surging waves have almost no breaking and wave crestremains relatively smooth with little foam. As almost no energy is dissipated in theirbreaking processes, most of their energy is reflected back to the ocean. These waves aretypical of reflective beaches.Battjes (1974) suggested that the Iribarren number can be used to distinguish betweenthe different breaker types and proposed the values shown in Table 5 to delimit the rangevalues for each breaker type.
Breaker Type ࣈrangespilling ߦ<0.5plunging 0.5< ߦ<3.3surging or collapsing ߦ>3.3
Table 5 Breaking Wave types according to their Iribarren number
Iribarren Number as Breaking CriterionThe Iribarren number has also traditionally been used as a breaking criterion todetermine whether a wave will break or not at the slope. When waves break onimpermeable slopes (breaking waves), most of the energy is dissipated by the heatgenerated by the turbulence of the breaking processes. On the other hand, when waves donot break and surge up the slope (non-breaking waves) most of the energy is reflectedback to the sea. Therefore, run-up heights from breaking and non-breaking are generallyentirely different. For this reason, most prediction run-up formulae have been developedfor either breaking or non-breaking waves, so it is crucial to predict correctly which waveswill break at the slope and which will not.
Wave run-up as a function of the Iribarren NumberHunt (1959) investigated laboratory run-up data from previous studies and noticed thatthe non-dimensional run-up, R/H, from breaking waves was proportional to the slope and
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a function of the square-root of the wave steepness, and thus, a function of the Iribarrennumber:
ܴ
ܪ
= tanߙ
ටܪ ܮ௢
ൗ
= ߦ (7)
This equation is commonly known as Hunt’s formula. Several studies have shownevidence to support the successfulness of this and other formulae based on the Iribarrennumber to predict waves from breaking waves (plunging or spilling breakers). Thesestudies are reviewed in Chapter 3. However, Ahrens et al. (1993) showed that the wavekinematics and water depth at the front of the structure play an important role for surgingand collapsing waves. Therefore, the Iribarren number might not be the best parameter todescribe the run-up of non-breaking waves as it does not consider water depth. This poorcorrelation between the non-dimensional run-up R/H of non-breaking waves and ߦhasbeen shown in several studies, which are also discussed in Chapter 3.
2.4 Wave Momentum Flux ParameterHughes (2004b) suggested that the wave momentum flux is the ideal parameter tocharacterise waves in the nearshore region as it is the property of progressive waves mostclosely related to force loads on coastal structures. The momentum flux is defined as therate of change of horizontal momentum which is moving across a unit area, equal to forceper unit area. The instantaneous horizontal momentum flux, mf, across a unit area of avertical plane parallel to the wave crests is given by:
݉ ୤(ݔ,ݖ,ݐ) = ݌ୢ + ߩݑଶ (8)where ݌ୢ is the instantaneous wave dynamic pressure at a specified position, ρ is thewater density and u is the instantaneous horizontal water velocity at the same specifiedposition. The integration of (8) over a uniform periodic wave results in the radiationstress, Sxx, introduced by Longuet-Higgins and Stewart (1964), who defined the radiationstress as the wave momentum flux integrated over the water depth and averaged over thewave:
୶ܵ୶ = 1ܮන න (݌ୢ + ߩݑଶ)ఎ(௫)ି௛௅଴ dݖdݔ (9)where L is the local wavelength, x is the horizontal coordinate positive in the direction ofwave propagation, z is the vertical coordinate directed positive upward with origin at theSWL, h the water depth and η(x) is the sea surface elevation at location x. The values of thedepth-integrated wave momentum flux vary from large positive values in the wave crest
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to large negative values in the trough. This means that the integrated value of Sxx isgenerally very small in comparison to its maximum flux values in the wave crest. For thisreason, Hughes (2004b) suggested that a parameter representing the maximum depth-integrated wave momentum flux that occurs during passage of a wave, ܯ୊(ݔǡݐ), wouldhave better correlations with force loading on coastal structures than a parameterrepresenting the integration over the entire wavelength. This parameter can be expressedas:
ܯ୊(ݔ,ݐ) = න (݌ୢ + ߩݑଶ)ఎ(௫)
ି௛
dݖ (10)
Hughes (2004b) derived empirical formulae to estimate dimensionless parameters of
ܯ୊(ݔǡݐ) for periodic and solitary waves. The derivation of the dimensionless ܯ୊ for non-linear periodic waves is described below.
Wave momentum flux parameter for non-linear periodic
wavesFor non-linear waves, Hughes (2004b) used Fourier approximation wave theory forregular steady waves over a horizontal bottom to derive an empirical equation to estimatea dimensionless ܯ୊. This equation is expressed as a function of relative wave height (H/h)and relative depth (h/gT2) and is given by:
൬
ܯி
ߩ݃ℎଶ
൰= ܣ଴൬ ℎ݃ܶଶ൰ି஺భ (11)
where ቀ ெ ಷ
ఘ௚௛మ
ቁ is the dimensionless ܯ୊ that for simplicity Hughes referred to as the “wave
momentum flux parameter” and A0 and A1 are empirical coefficients expressed as:
ܣ଴ = 0.64൬ܪℎ൰ଶ.଴ଷ (12)
ܣଵ = 0.18൬ܪℎ൰଴.ଷଽ (13)
Wave run-up as function of the wave momentum flux
parameterArchetti and Brocchini (2002) showed a strong correlation between depth-integratedmass flux and wave run-up. Following their observations, Hughes (2004a) derived ageneral run-up equation based on an assumption of a simplified geometry of the wave atthe instant of maximum run-up on an impermeable slope (Figure 9):
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Figure 9 Maximum wave run-up on a smooth-impermeable plane slope (adapted from
Hughes 2004 S. Hughes (2004a))At the instance of maximum run-up, the water has almost no motion, so the weight of thewater contained in the hatched triangular wedge ABC, W(ABC), (shown in Figure 9) can begiven by:
ܹ (஺஻஼) = ߩ݃2 ܴଶtanߙ൬tanߙtanߠ− 1൰ (14)where R is the vertical run-up, α is the slope angle of the structure, and θ is an unknownangle between the still water level and the run-up water surface. As the water contained inthe triangular wedge ABC, was pushed up the slope by the force of the incident wave,Hughes (2004a) suggested that at this instance, W(ABC) is proportional to the ܯ୊ of thewave before reaching the toe of the slope:
ܭ௣(ܯி)௠ ௔௫ = ܭெ ܹ (஺஻஼) (15)where Kp is a reduction factor to account for slope porosity (for impermeable slopes Kp=1)and KM is a constant of proportionality. By replacing (14) in (15), rearranging, and dividingboth sides by h2, he derived the following formula for relative run-up, R/h:
ܴ
ℎ
= ቌ 2ܭ௣ tanߙ
ܭெ ቀ
tanߙtanߠ− 1ቁቍ
ଵ/ଶ
൬
ܯி
ߩ݃ℎଶ
൰
ଵ/ଶ (16)
which in a simplified form can be expressed as:
ܴ
ℎ
= ܥܨ(ߙ)൬ ܯி
ߩ݃ℎଶ
൰
ଵ/ଶ (17)
where C is an unknown constant and F(α) is a function of slope angle to be determinedempirically. Hughes (2004a) fitted (17) to existing laboratory test measurements fromregular, irregular and solitary waves and derived run-up formulae for breaking and non-breaking waves. These are discussed in more detail in Chapter 3. His results showed that
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this new dimensionless parameter provided better descriptions of non-breaking and non-linear wave processes than existing wave parameters such as H/Lo and ߦ.
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3 Literature ReviewThis chapter discusses previous studies on wave run-up and on the main parameters thatinfluence it. It also covers previous research on the influence of hydraulic conductivity onthe wave breaking processes, water table over-height and swash hydrodynamics. Thechapter is divided in 7 sections, which are briefly described below:Sections 3.1, 3.2 and 3.3 review relevant studies investigating wave run-up andparameters that influence it. Section 3.1 reviews previous formulae attempting to predictwave run-up from breaking and non-breaking waves on smooth-impermeable planeslopes from normal incident waves. In that idealised scenario, the main parameters thatinfluence wave run-up are the wave parameters (wave height and wave length) and theslope angle. However, studies have shown that parameters such as the slope’s hydraulicconductivity, roughness, wave approach angle, shallow water and front berms caninfluence the magnitude of wave run-up. Relevant studies that have investigated theinfluence of these parameters are reviewed in Sections 3.2 and 3.3. As this project ismainly concerned with the influence of hydraulic conductivity on run-up, special emphasisis made on studies that have investigated its influence in Section 3.2, while Section 3.3reviews studies that have investigated other key parameters influencing run-up.Section 3.4 reviews studies investigating the influence of the hydraulic conductivity of theslope on the wave breaking processes, in particular on the breaker type and breakingpoint location. This section also discusses the most common breaking criteria used todifferentiate between waves that will break upon a structure or beach and which will not.This differentiation is necessary when attempting to predict wave run-up from breakingand non-breaking waves.Section 3.5 discusses previous attempts to predict the maximum water table over-heightinside a coastal barrier. Here, the relationship between wave run-up and the water tableover-height is discussed, as well as the influence that hydraulic conductivity has on thisparameter.Section 3.6 reviews previous works which have investigated the swash hydrodynamics bymeasuring flow velocities and flow depths in the swash zone. Special attention is made onthe studies that have investigated the influence of hydraulic conductivity have on theswash zone boundary layer dynamics.Finally, after identifying a number of key research gaps each of these sections, Section 3.7presents the specific aims and objectives of the present study intended to fill these gaps.
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3.1 Wave Run-up on Smooth-Impermeable Plane SlopesIn an idealised scenario with normally incident waves breaking on a smooth, impermeableand plane slope, the main parameters that influence wave run-up height are the incidentwave parameters (wave height and wave length) and the slope angle. These parametersare often combined to form dimensionless parameters that are included in theoretical andempirical design formulae attempting to predict wave run-up. This section reviewsprevious formulae designed to predict run-up from breaking and non-breaking waves onsmooth-impermeable plane slopes, from both regular and irregular wave trains.
Regular WavesSeveral parametric formulae have been proposed attempting to predict the wave run-upon smooth-impermeable slopes from regular waves. These formulae have been used as themain method to predict wave run-up since the 1940s, and hence have been used fordesigning coastal structures. Although some theoretical attempts have been made toderive a run-up formula, most of these have been based on data from laboratoryexperiments. A summary of the most relevant formulae to estimate run-up of regularwaves is shown in Table 6, giving the formula along with the type of wave breaking theyare aimed to predict wave run-up from.One of the first attempts to derive a theoretical run-up formula was shown by Miche(1944) and was aimed to predict wave run-up from non-breaking waves. Miche’s equationwas based on the linear Lagrangian equation of motion for shallow water and was givenas:
ܴ
ܪ
= ඥߨ 2ߙ⁄ (18)
where R is the maximum run-up height above SWL; H is the wave height; and α is the slopeangle. Equation (18) was later modified by Takada (1970) based on experimental data,where a shoaling coefficient, ܭ௦ǡwas introduced (Table 6).Other studies have attempted to derive theoretical expressions to predict run-up (e.g.Pocklington, 1921; Isaacson, 1950; Rundgren, 1958; Méhauté et al., 1968; Keller andKeller, 1964). However, due to the complex hydrodynamics in the swash zone and theirincomplete understanding, most researchers have fitted empirical expressions for run-uplevels to the results of experimental tests, instead of attempting to derive theoreticalexpressions to predict the run-up (Allsop et al. , 1985).In 1959, Hunt proposed practical formulae based on previous laboratory experiments forsmooth and rough plane and composite slopes. He proposed two different formulae for
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breaking and non-breaking waves. For non-breaking (surging) waves on plane,impermeable slopes he suggested that:
ܴ
ܪ
= 3 (19)
where H is the wave height. For breaking waves, he suggested that the non-dimensionalrun-up R/H was proportional to the Iribarren number, ߦ. This equation is commonlyknown as Hunt’s formula:
ܴ
ܪ
= ߦ (20)
Authors Formulae Breaking typeMiche (1944) ܴ
ܪ଴
= ඥߨ 2ߙ⁄ non-breaking
Hunt (1959) ܴܪ = 3 non-breaking
ܴ
ܪ
= ߦ breaking
Takada (1970) ோு = ൬ට గଶఈ + ௛బு ൰ܭ௦, for ு௅బ ≤ ට గଶఈ ୱ୧୬ఈమగ
ோ
ு
= ൬ට గ
ଶఈ
+ ௛బ
ு
൰ܭ௦ቀ
ୡ୭ୱఈ೎
ୡ୭ୱఈ
ቁ
ଶ
ଷൗ , for ு
௅బ
> ට గ
ଶఈ
ୱ୧୬ఈమ
గ
non-breakingtan α ≤ 1/8 
Chue (1980) ܴ
ܪ
= 1.8൬1 − 3.11 ܪ
ܮ௢
൰ ߦቆ1 − ݁ݔ݌ቀ− ߨ2ߙቁଵ/ଶ1ߦቇ breaking andnon-breaking
Losada andGiménez-Curto(1980)
ܴ
ܪ
= ߦ, for 0 < ߦ< 2.5
ܴ
ܪ
= 2.5 −
(2.5 − ߦ)3 ǡʹǤͷ൏ ߦ൏ Ͷ
ܴ
ܪ
= 2, for 4 < ߦ
breakingbreakingnon-breakingAhrens and Titus(1985) ܴܪ = ܥ଴ቀߨ2ߙቁ஼భ exp൬ܥଶቀߟܪ − 0.5ቁଶ൰ non-breakingSchüttrumpf(2001) ܴܪ = 2.25 ∗ tanh(0.5 ∗ ߦ) breaking andnon-breakingHughes (2004a) ܴ
ℎ
= 3.84 tanߙ൬ ܯி
ߩ݃ℎଶ
൰
ଵ
ଶൗ breaking andnon-breaking
Hsu et al. (2012) ோு = ߦ, for ξ ≤ 2 and tan α ≤ 1/5 
ோ
ு
= 2ቀక
ଶ
ቁ
଴.଴ସ ௧௔௡⁄ మఈ , for ξ > 2 and tan α > 1/5 breaking andnon-breaking
Table 6 Formulae predicting wave run-up from regular waves on smooth-impermeable
slopes.Several authors have confirmed the utility of (20) to predict regular wave run-up for mildslopes that produce low ߦ values, indicating plunging or spilling waves breaking at theslope (e.g. Losada and Giménez-Curto, 1980; Hughes, 2004a; Hsu et al., 2012). Thisformula has also been shown to work well for many natural sand beaches, which arerelatively smooth and generally have values of ξ < 2.5.
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However, as slopes get steeper and ߦ > 2 (region where the transition from breaking tonon-breaking waves started to occur), several authors have noticed that Hunt’s formula(20) does not predict accurately the run-up and scatter is increased (e.g. Gunbak, 1979;Sawaragi et al. , 1982; Losada and Giménez-Curto, 1980).In an attempt to predict run-up for breaking and non-breaking waves, Schüttrumpf (2001)proposed the following hyperbolic formula, which describes a smoother transitionbetween both types of waves:
ܴ
ܪ
= ܽ ∗ tanh(ܾ∗ ߦ) (21)
where a and b are empirical coefficients. He suggested values of a=2.25 and b=0.5. Losadaand Giménez-Curto (1980) proposed three formulae to cover run-up on smooth-slopesover a wider range of ξ values, including steeper slopes with non-breaking waves.
ܴ
ܪ
= ߦ, for 0 < ߦ< 2.5 (22)
ܴ
ܪ
= 2.5 − (2.5 − ߦ)3 , for 2.5 < ߦ< 4 (23)
ܴ
ܪ
= 2, for 4 < ߦ (24)
Chue (1980) attempted to produce a single formula for breaking and non-breaking wavesby unifying previous theoretical and experimental formulae:
ܴ
ܪ
= 1.8൬1 − 3.11 ܪ
ܮ௢
൰ ߦቆ1 − ݁ݔ݌ቀ− ߨ2ߙቁଵ/ଶ1ߦቇ (25)where:
ߦ= tanߙ
ቀܪ ܮ଴
ൗ ቁ
଴.ସ (26)
Chue (1980) proposed the exponent 0.4 to be used in (26) as it was “found to fitremarkably well”, but no supporting reference or data were given. In (25), the relativerun-up R/ܪ decreases with increasing wave steepness, ܪ/ܮ଴. However, Ahrens and Titus(1985) showed that the predictions of (25) did not match the data presented by Savage(1958) and Le Méhauté et al. (1968).Ahrens and Titus (1985) followed Chue’s (1980) approach in combining theoretical andexperimental formulae, and proposed the following expression for non-breaking waves (ξ> 3.5):
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ܴ
ܪ
= ܥ଴ቀߨ2ߙቁ஼భ exp൬ܥଶቀߟܪ − 0.5ቁଶ൰ (27)where η is the elevation of the wave crest above still water level, and C0, C1 and C2 aredimensionless coefficients. Ahrens and Titus (1985) calculated values for thesecoefficients for non-breaking waves and suggested that the crest elevation η may becalculated using stream function wave theory. However, this calculation process may becomplex and time-consuming (Allsop et al., 1985).A recent attempt to predict run-ups on steeper slopes, Hsu et al. (2012) conducted a seriesof laboratory experiments and numerical simulations with regular waves breaking overten impermeable sloping structures. They concluded that (20) was only correctlyapplicable for ξ < 2 and tan α < 1/5. Equation (20) suggests that if the angle of the slopeincreases, the wave run-up will increase. However, they observed that this premise wasnot valid in the case of steeper slopes. For values of ξ > 2 and tan α > 1/5, they noticed thatas the slope increases, the run-up decreased and proposed the following formula:
ܴ ܪ⁄ = 2൬ߦ2൰଴.଴ସ ௧௔௡⁄ మఈ (28)Hsu et al. (2012) suggested that the influence of slope on wave run-up increases due to theincrease in the backwash force from the fluid weight component ρg sinα, where ρ is thedensity of the water and g the gravitational acceleration. This backwash force opposes thewater rushing upwards, resulting in lower run-up heights. Although (28) matched welltheir simulated data, it did not predict accurately the datasets of Grantham (1953) withsteep slopes.Hughes (2004a) presented a new approach for predicting the run-up from non-breakingwaves. He proposed a run-up formula which was not based on ξ. Instead, his formula wasgiven in terms of the wave momentum flux parameterሺܯி ߩ݄݃ଶ)⁄ , described in theprevious chapter. As mentioned previously, this parameter represents the maximumdepth-integrated wave momentum flux before reaching a slope. Hughes (2004a) re-examined the run-up data presented in Grantham (1953) and Saville (1955) from regularwaves over smooth-impermeable slopes and derived the following equation:
ܴ
ℎ
= 3.84 tanߙ൬ ܯி
ߩ݃ℎଶ
൰
ଵ
ଶൗ (29)
However, this formula also did not predict accurately the run-up on the steeper slopes
(30˚ ≤ α) measured in Grantham’s experiments, where surging breakers or non-breakingwaves were present. Hughes (2004a) suggested that this was because these non-breakingwaves did not conform to the straight line in the triangular wedge assumed in deriving
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(29). However, the inaccurate prediction of (29) for the steeper slopes might also beexplained by the importance of the slope of the structure on wave run-up in the case of thesteeper slopes observed by Hsu et al. (2012). In (29), the relative run-up R/h is a functionof the slope, tanα, meaning that if the slope of the structure increases, the run-up will alsoincrease, which is counter to the observations of Hsu et al. (2012).
Irregular WavesTwo main methods have been used to derive run-up formulae for irregular waves (Allsopet al. 1985). The first method is based on the theory of equivalence, which meansconsidering irregular wave run-up as the result of many, independent, regular waves. Inthis method, a typical run-up level for irregular waves, for example the significant run-up,
Rs, is determined using a run-up formula for regular waves, and other run-up levels suchas the Ru2% are then estimated using a Rayleigh distribution of run-up levels. The Ru2%parameter is defined as the vertical run-up elevation exceeded by 2% of the incomingwaves at the toe of the structure. Ru2% is said to be a representative parameter of the waverun-up distribution of irregular wave trains and has been commonly used in existingformulae proposed to predict wave run-up.However, formulae following this method might not be entirely realistic due to thecharacter of natural sea states. The random nature of the incoming waves causes eachwave to have a different run-up level. Unlike the case of regular waves that result in asingle value of maximum wave run-up, irregular waves produce a run-up distribution. Forthis reason, a second method has been used to derive run-up formulae for irregular waves.This method is based on the measurements and description of the probability distributionof wave run-up under irregular or random wave conditions. This approach consists offitting standard probability distributions to measured random wave run-up results.A summary of some of the most relevant formulae for predicting wave run-up fromirregular waves and the types of wave breaking they are aimed at is shown in Table 7.One of the first formulae attempting to estimate irregular wave run-up was proposed byWassing (1957), which was valid for milder slopes (tanα ≤ 1/3), and was given by: 
ܴ௨ଶΨ = 8ܪଵ/ଷ tanߙ (30)where H1/3 is the significant wave height (average of the highest 1/3 waves) at the toe ofthe structure slope.Battjes (1974) showed the applicability of (20) for irregular waves breaking as plungers,and included reduction factors to account for various rough slopes such as rock andconcrete armour. After this, most formulae proposed to predict wave run-up from
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irregular waves have also been based on the Iribarren number ξ (e.g. Ahrens, 1981; Mase,1989; Van der Meer, 1992; Burcharth and Hughes, 2002; EurOtop, 2007).
Authors Formulae Breaking TypeWassing (1957) ܴ௨ଶΨ = 8ܪଵ/ଷ tanߙ breaking
Ahrens (1981)
ܴ௨ଶΨ
ܪ௠ ௢
= 1.6ߦ௢௣ breaking
ܴݔ
ܪ௠ ௢
= ܥଵ + ܥଶ൫ܪ௠ ௢ ݃ ௣ܶଶ⁄ ൯+ ܥଷ൫ܪ௠ ௢ ݃ ௣ܶଶ⁄ ൯ଶ non-breaking
Mase (1989) ܴ௨ଶΨ
ܪ௠ ௢
= 1.86ߦ௢௣଴.଻ଵ breaking
Van der Meer (1992) ܴ௨ଶΨ
ܪ௦
= 1.5ߛߦ௣, with a maximum of 3.0 breaking andnon-breakingBurcharth and Hughes(2002)Coastal EngineeringManual
ܴ௨ଶΨ
ܪ௠ ௢
= 1.6ߦ௢௣ breaking
ܴ௨ଶΨ
ܪ௠ ௢
= 4.5 − 0.2ߦ௢௣ non-breaking
Hughes (2004a)
ܴ௨ଶΨ
ℎ
= 4.4 (tanߙ)଴.଻൬ ܯி
ߩ݃ℎଶ
൰
ଵ
ଶൗany value of Hmo/Lp, and 1/30 ≤ tan α ≤ 1/5 breaking
ܴ௨ଶΨ
ℎ
= 4.4 (tanߙ)଴.଻൬ ܯி
ߩ݃ℎଶ
൰
ଵ
ଶൗ
Hmo/Lp > 0.0225, and 1/5 ≤ tan α ≤ 2/3 
breaking
ܴ௨ଶΨ
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ߩ݃ℎଶ
൰
ଵ
ଶൗ
Hmo/Lp < 0.0225, and 1/4 ≤ tan α ≤ 1/1 
non-breaking
EurOtop (2007) ܴ௨ଶΨܪ௠ ௢ = 1.65ߦ௠ ିଵ,଴ breakingܴ௨ଶΨ
ܪ௠ ௢
= 4.0 − 1.5
ඥߦ௠ ିଵ,଴ non-breaking
Table 7 Formulae predicting wave run-up from irregular waves on smooth-impermeable
slopesAhrens (1981) analysed previous studies which had reported measurements of irregularwave run-up on smooth-impermeable slopes with slope angles ranging from ߙ = 1/4 to
ߙ = 1/1. For breaking waves on a slope of ߙ =1/4 he suggested that the elevationexceeded by 2% of the run-ups could be estimated by a slightly modified Hunt formula:
ܴ௨ଶΨ
ܪ௠ ௢
= 1.6ߦ௢௣ (31)
where
ߦ௢௣ = tanߙ
ඥܪ௠ ௢ ܮ௢௣⁄
(32)
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where Hmo is the energy-based zeroth-moment wave height and Lop is the deepwaterwavelength, which is calculated with the peak spectral wave period Tp. This formula wasvalid for ξop ≤ 2.5. This same equation was also adopted by Burcharth and Hughes (2002) in the Coastal Engineering Manual (CEM) to be used for breaking waves. For steeperslopes and non-breaking waves, Ahrens (1981) proposed to use the following formula:
ܴ௫
ܪ௠ ௢
= ܥଵ + ܥଶ൫ܪ௠ ௢ ݃ ௣ܶଶ⁄ ൯+ ܥଷ൫ܪ௠ ௢ ݃ ௣ܶଶ⁄ ൯ଶ (33)
where C1, C2 and C3 are empirical coefficients, and Rx represents either Rs, Ru2%, or തܴ, Rsbeing the significant run-up, Ru2% the run-up level exceeded by 2% of the run-up values inthe distribution, and തܴthe mean run-up level.Using the same data analysed by Ahrens (1981), Burcharth and Hughes (2002) proposed
an equation for non-breaking waves with Iribarren numbers varying between 2.5 ≤ ξop ≤ 9 which was given by:
ܴ௨ଶΨ
ܪ௠ ௢
= 4.5 − 0.2ߦ௢௣ (34)
In 1989, Mase published run-up data obtained from laboratory experiments performed on
mild slopes ranging between 2˚ and 11.4˚, and proposed the following expression to estimate run-up from breaking waves:
ܴ௨ଶΨ
ܪ௠ ௢
= ܽߦ௢௣௕ (35)
where a and b are empirical coefficients. He proposed values of a = 1.86 and b = 0.71 tobest-fit the ܴ௨ଶΨ/ܪ݉݋of his presented data. The formulae showed good fit to his data,except for the steepest slopes with larger Iribarren numbers.Van der Meer (1992) proposed the following general run-up formula for smooth slopes:
ܴ௨ଶΨ
ܪ௦
= 1.5ߛߦ௣, with a maximum of 3.0 (36)
where Hs is the significant wave height, ξp is the Iribarren number based on the peak
period, and γ is a total reduction factor for various influences such as berms, roughness, shallow water, and oblique wave attack. These reduction factors are shown in de Waal andvan der Meer (2012) and are described in Section 3.3.The EurOtop (2007) manual recommended two formulae for breaking and non-breakingwaves based on a large international dataset; these are also based on ξ. For breakingwaves:
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ܴ௨ଶΨ
ܪ௠ ௢
= 1.65 ∙ ߛ௕ ∙ ߛ௙ ∙ ߛఉ ∙ ߦ௠ ିଵ,଴ (37)
While for non-breaking waves:ܴ
௨ଶΨ
ܪ௠ ௢
= ߛ௙ ∙ ߛఉ ቆ4.0 − 1.5
ඥߦ௠ ିଵ,଴ቇ (38)where,
ߦ௠ ିଵ,଴ = tanߙ
ඥܪ௠ ௢ ܮ௢⁄
(39)
where: ߛ௕is the influence factor for a berm, ߛ௙is the influence factor for roughnesselements on the slope, ߛఉ is the influence factor for oblique wave attack, and ܮ௢ is the isthe wavelength calculated with the spectral wave period ௠ܶ ିଵ,଴. Logically, in the case of asmooth-impermeable slope, these influence factors take a value of 1. This formula is validfor 0.5 < ߦ௠ ିଵ,଴< 8 to 10. The influence of these factors is discussed in Section 3.3.Hughes (2004a) proposed empirical equations to estimate irregular waves based on themomentum flux parameter. He used Ahrens (1981) and Mase (1989) data to derive hisformulae and observed that Ahrens’ data exhibited two distinct trends corresponding tonon-breaking waves with Hmo/Lp < 0.0225, and for breaking waves with Hmo/Lp > 0.0225.Following these observations, he proposed the following empirical equations:For non-breaking waves with Hmo/Lp < 0.0225, and 1/4 ≤ tan α ≤ 1/1: 
ܴ
ℎ
= 1.75൫1 − ݁ି(ଵ.ଷୡ୭୲ఈ൯൬ ܯி
ߩ݃ℎଶ
൰
ଵ
ଶൗ (40)
For breaking waves with Hmo/Lp > 0.0225, and 1/5 ≤ tan α ≤ 2/3: 
ܴ
ℎ
= 4.4 (tanߙ)଴.଻൬ ܯி
ߩ݃ℎଶ
൰
ଵ
ଶൗ (41)
For breaking waves with any value of Hmo/Lp, and 1/30 ≤ tan α ≤ 1/5: 
ܴ
ℎ
= 4.4 (tanߙ)଴.଻൬ ܯி
ߩ݃ℎଶ
൰
ଵ
ଶൗ (42)
These formulae had a better agreement with most of Ahrens’s data than (31) and (34)recommended by Burcharth and Hughes (2002) in the Coastal Engineering Manual, which
were derived using the same data set. However, Ahrens’ data on steep slopes with 30˚ ≤ αand Hmo/Lp > 0.0225 were not accurately predicted by any of these formulae, and no newformula was proposed to describe the run-up for these tests.
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Summary and ConclusionsFrom the previous literature review of wave run-up on smooth-impermeable slopes, thefollowing major conclusions can be drawn:
 Most studies have fitted empirical expressions to run-up data from laboratoryexperiments, rather than deriving theoretical formulae to predict the run-up.
 For breaking waves, the run-up has been shown to be accurately predicted usingthe Iribarren number ξ. 
 For non-breaking waves, formulae based on the wave momentum flux parameter
ሺܯி ߩ݄݃
ଶ)⁄ have shown better predictions than those based on ξ. Yet, still noformulae predict accurately run-up from non-breaking waves in steep slopes.The following two sections discuss previous studies that have investigated the effects ofparameters such as hydraulic conductivity, roughness, wave approach angle, shallowwater and front berms have on wave run-up, and their attempts to include them inpredictive wave run-up formulae. The influence of these parameters has been commonlyincluded in run-up formulae as reduction factors. Additionally, the water table elevationinside permeable beaches is also expected to influence the wave run-up height. However,the influences of this parameter on wave run-up has not been investigated so is alsodiscussed below.
3.2 Influence of Hydraulic Conductivity on Wave Run-up
As coastal structures are generally steeper, rougher and more permeable than beaches,most run-up studies on permeable slopes have been carried out on coastal structures. Forthis reason, most run-up prediction formulae for permeable slopes have been designed forsuch structures, rather than for beaches. Van der Meer (1992) showed that the mostsignificant parameters influencing run-up on permeable structures are the hydraulicconductivity of the structure and ξ (wave height, wave period and slope angle). So is itessential to include the influence of hydraulic conductivity on wave run-up formulae for itsaccurate prediction. However, including its influence on a prediction run-up formula hasbeen proven to be challenging and different methods have been proposed. As it is difficultto have any degree of hydraulic conductivity in a structure or beach without someroughness, the reduction in wave run-up on a permeable slope is almost always attributedto both the roughness and the hydraulic conductivity of the slope. Therefore, the formulaepredicting wave run-up on permeable slopes include both the influence of roughness andhydraulic conductivity.
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The influence of the surface roughness on wave run-up has traditionally been taken intoaccount by the inclusion of reduction factors in prediction formulae for smooth-impermeable slopes. In terms of predicting the wave run-up on permeable slopes, twomain methods have commonly been used.The first method follows the same approach used with the rough-impermeable slopes. Itconsists of including a reduction factor in the prediction formula for smooth-impermeableslopes. In this case, this reduction factor includes the total effect of both the hydraulicconductivity and the roughness of the slope. The second method uses prediction curves orformulae with empirical coefficients which are fitted to laboratory data for a particulartype of permeable structure.This section reviews the most relevant laboratory experiments carried out on permeableslopes for regular and irregular waves, as well as the predictive methods and formulaeproposed to estimate their run-up.
Regular Waves on Permeable SlopesEarly experiments of wave run-up from regular waves on permeable armoured rubbleslopes were reported by Saville (1955), Hudson (1958) and Savage (1958). However, oneof the first attempts to predict run-up using the method of reduction factors to include theinfluence of the hydraulic conductivity of a structure was shown by Hunt (1959). Hesuggested that the reduction caused by the roughness and the hydraulic conductivity ofthe structure could be combined into a single reduction factor. This factor was added intoa general formula for predicting wave run-up on a porous, rough continuous slope. Hunt(1959) suggested several values for these reduction factor based on data given by theBeach Erosion Board (1954) on permeable and impermeable slopes.Other publications such as the Shore Protection Manual (1984), Technical AdvisoryCommittee on Protection against Inundation (1974), Stoa (1978) and Ahrens (1981) havealso recommended the use of reduction factors to account for the influence of both thehydraulic conductivity and the roughness of the structure.However, several studies have shown that the behaviour of waves on permeable slopes isvery different from those on impermeable slopes (e.g. Losada and Gimenez-Curto, 1980;Allsop et al., 1985; Van der Meer, 1992). Therefore, it is likely that the run-up magnitudeon a permeable slope will not be well predicted by simply including a reduction factor to asmooth slope equation. For this reason, most studies have used the method of fittingcurves or formulae to laboratory data.
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The Shore Protection Manual (1984) provides a series of prediction curves for rough-impermeable slopes, and for rough-permeable slopes (including riprap, rock and dolosarmoured breakwaters). These curves are based on the experiments performed by Saville(1955) and Hudson (1958) on roughened permeable slopes.Gunbak (1979) proposed prediction formulae for breaking waves based on measurementson both smooth and rough porous slopes. For the rough permeable slopes he proposed:
ܴ
ܪ
= ܽߦ
ߦ+ ܾ (43)where a and b are empirical coefficients.Losada and Gimenez-Curto (1980) developed an exponential model to predict wave run-up for breaking waves on rough-permeable slopes under regular waves and proposed thefollowing expression:
ܴ
ܪ
= (ܽ1 − exp( )ܾ) (44)
where A and B are empirical coefficients. Losada and Gimenez-Curto (1981) fitted (44) toprevious experiment results carried out on structures with different armour types anddifferent values for A and B were presented. They also observed that the run-up onsmooth, impermeable slopes did not followed the trend described by (44) and concludedthat it is not correct to apply a reduction factor depending on the type of armour. Althougha good fit was shown by Losada and Gimenez-Curto (1980) between their predictions andthe experimental data used, Allsop et al. (1985) suggested that the values proposed byLosada and Gimenez-Curto (1980) should be used with caution as their run-upmeasurements were made by a variety of different researchers and are quoted at secondor third hand.
Irregular Waves on Permeable SlopesA summary of the most relevant formulae proposed for different types of rough permeableslopes under irregular waves is shown in Table 8. These are discussed below.Before 1985, as far as the author knows, there were no data available on wave run-upfrom irregular waves over rough-permeable slopes. Previous prediction methods werebased either upon the results of regular wave tests on permeable slopes, or upon resultson smooth-impermeable slopes with irregular waves. Ahrens (1981) suggested that therun-up on rough-permeable slopes from irregular waves could be predicted by applyingthe same roughness coefficients presented in the Shore Protection Manual (1984) and by
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Stoa (1979) for regular waves to his prediction formula (33) for smooth-impermeableslopes from irregular waves.
Authors Formulae Slope type Breakingtype
Allsop et al.(1985)
ܴ
ܪ
= ܽߦ
ߦ+ ܾ Rockarmoured breaking
ܴ
ܪ
= (ܽ1 − exp( ܾߦ)) Tetrapodquadripoddolosrip-rap breakingAhrens andHeimbaugh(1988b) ܴܪ௠ ௢ = ܽߦ1 + ܾߦ Rip-raprevetments breaking
Van der Meer(1992)
ܴଶΨ
ܪ௦
= 0.96ߦ௠ , for 1.0 < ߦ௠ ≤ 1.5
ܴଶΨ
ܪ௦
= 0.96ߦ௠ , for 1.0 < ߦ௠ ≤ 1.5
ܴଶΨ
ܪ௦
= 1.97, for 3.1 < ߦ௠ ≤ 7.5
Rockarmouredwithpermeablecores
BreakingBreakingNon-breaking
EurOtop (2007) ܴଶΨܪ௠ ௢ = 1.65ߛ௕ߛ௙ߛఉߦ௠ ିଵ,଴ with a maximum of:ܴଶΨ
ܪ௠ ௢
= 1.0ߛ௣ߛ௙ ௦௨௥௚௜௡௚ߛఉ ∙ ቆ4.0 − 1.5
ඥߦ௠ ିଵ,଴ቇ
Rockarmouredwithpermeablecores
Breaking
Non-breakingMuttray et al.(2006) ܴܪ௜= (ܽ1 + ܥ௥) Rubblemound breakingCalabrese et al.(2010) ܴଶΨℎ = 1.804 ∙ ܯி଴.଻ଽ Rubblemound breaking
Schimmels et al.(2012)
ܴଶΨ
ܪ௠ ௢
= ߛ௣(1.65 ∙ ߦ௠ ିଵ,଴) for ߦ௠ ିଵ,଴ ≤ 2.7
ܴଶΨ
ܪ௠ ௢
= ܣ ∙ ߛ௣ ቆ4.0 − 1.5
ඥߦ௠ ିଵ,଴ቇ for ߦ௠ ିଵ,଴ > 2.7 PBArevetment
BreakingNon-breaking
Table 8 Wave run-up formulae for permeable slopes from irregular wavesAllsop et al. (1985) presented probably the first run-up experiments on permeable slopes(armoured slopes) under irregular waves. Their tests were carried out on steep smoothslopes and on different types of armoured slopes such as: tetrapods, antifer cubes, stabits,diodes and SHEDs. Several interesting and useful observations were reported in this study.In their tests, both JONSWAP and Moskowitz spectral shapes were used and no significantdifferences between run-up values were observed. They showed that (43) proposed byGunbak (1979) described well the run-up on rock armoured slopes, while (44) proposedby Losada and Gimenez-Curto (1981) predicted accurately their run-up measurements fortetrapod, quadripod, dolos and rip-rap armoured slopes. Several values for the coefficients
A and B were estimated for both equations for the different types of permeable armouredslopes tested.
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It was also noted that no single probability density function provided a good descriptionfor all cases tested. However, as most run-up formulae under irregular waves have beencommonly expressed using Ru2%, they suggested that for design purposes, the mostpractical procedure was to estimate the significant run-up level, Rs, and then to estimatethe extreme levels such as Ru2% using a Rayleigh distribution.Although limited comparisons were shown, Allsop et al. (1985) observed that there was agood agreement between their measurements of significant run-up heights, Rs, fromirregular waves and the run-up heights R from regular waves analysed previously. Theseobservations suggest that the results and prediction formulae from regular wave testscould be used to estimate significant run-up heights from irregular waves.Allsop et al. (1985) concluded there was a need for significantly more run-up data to allowthe derivation of more reliable empirical expressions to predict run-up on permeableslopes. So they recommended that model tests on a number of different armoured rubbleslopes (with different hydraulic conductivity) and on smooth-impermeable slopes shouldbe performed to measure wave run-up under a number of incident wave conditions.Ahrens and Heimbaugh (1988a) reported the results of two laboratory studies conductedon rip-rap revetments. Later that year, Ahrens and Heimbaugh (1988b) proposed thefollowing equation derived from the results from those two laboratory experiments:
ܴ
ܪ௠ ௢
= ܽߦ1 + ܾߦ (45)where Hmo is the energy-based, zero-moment wave height, and a and b are empiricalcoefficients. Equation (45) was later used by Melito and Melby (2002) who carried outexperiments on a breakwater with a CORE-LOC armour layer and proposed values for thecoefficients a and b.Kobayashi et al. (1990) analysed the hydraulic conductivity effects on irregular wave run-up by carrying out six tests on permeable and impermeable slopes. They observed that thereduction of wave run-up caused by the hydraulic conductivity effects was morepronounced for larger values of ξ. Their results showed similar trends to the predictionsfrom (44) proposed by Losada and Gimenez-Curto (1980), while the predictions from (43)proposed by Gunbak (1979) lay between the results of the permeable and impermeableslopes.Van der Meer (1988) presented an extensive series of model tests aimed primarily atassessing the stability of rock slopes under wave attack. During these tests, the run-up wasalso measured using a capacitance wire stretched along the slope. Three differentstructures were tested: 1) a structure with an armour layer over an impermeable core; 2)
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a structure with an armour layer over a permeable core; and 3) a structure made ofhomogeneous permeable armour. He presented stability formulae for each of the differentstructures which included a power coefficient P on the Iribarren number ξ. For each of thethree structures a different value of P was fitted: P=0.1 for the impermeable corestructure, P=0.5 for the permeable core structure, and P=0.6 for the homogeneousstructure.The coefficient P is commonly known as the “notional permeability coefficients”. However,this coefficient no physical meaning and does not describe the actual permeability orhydraulic conductivity of the structure. Instead it represent the specific configuration ofthe breakwatersVan der Meer (1988) only used the notional permeability coefficient in stability formulaeand was not included in any of his proposed run-up formulae based on the same set ofexperiments. Van der Meer and Stam (1992) suggested three formulae to estimate run-upon permeable structures with permeable cores depending on their ξ value. The formulaewere derived using regression methods based on Van der Meer’s (1988) tests.
ܴଶΨ
ܪ௦
= 0.96ߦ௠ , for 1.0 < ߦ௠ ≤ 1.5 (46)
ܴଶΨ
ܪ௦
= 1.17ߦ௠ ଴.ସ଺, for 1.5 < ߦ௠ ≤ 3.1 (47)
ܴଶΨ
ܪ௦
= 1.97, for 3.1 < ߦ௠ ≤ 7.5 (48)
where ߦ௠ is the Iribarren number based on the mean wave period.Van der Meer and Stam (1992) observed that the core permeability of the structure onlyhad influence on run-up in the high ξ values, where surging waves are present. For ξ > 3.1,it was seen that a maximum value of the normalised run-up R/H of 1.97 was reached in thestructures with permeable cores, whereas in the structures with impermeable cores, R/Hkept increasing. EurOtop (2007) gives a physical explanation for this: on a very steepstructure (large ξ values) with an impermeable core, the non-breaking or surging wavesrun up and down the slope with water remaining in the armour layer, which leads to highrun-up values. In this scenario, the surging wave does not “feel” the roughness andbehaves as a wave on a very steep smooth slope. In contrast, for a permeable core, thewater can penetrate into the core and this will decrease the actual run-up.Kingston and Murphy (1996) reported run-up results from irregular wave tests at a small-scale based on a model of the Zeebrugge rubble mound breakwater located in Belgium. Asdone by Ahrens et al. (1985), they also used the expression (44) proposed by Losada and
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Gimenez-Curto (1980) and estimated coefficient values of A and B for the rubble moundbreakwater.De Rouck et al. (2007) showed the results from full-scale wave run-up measurementscarried out on the Zeebrugge rubble mound breakwater. They compared their results withthe model tests carried out by Kingston and Murphy (1996) and showed that their full-scale measurements resulted in slightly higher run-up values. However, this differencewas mainly attributed to the measuring technique using a traditional wire gauge. In small-scale experiments, Schimmels et al. (2012) and Van Broekhoven (2011) showed that therun-up measurements recorded from wave gauges give lower run-up values than thosemeasured from video recordings. The advantages and disadvantages of using wire gaugesinstead of video cameras to measure run-up in small-scale experiments is discussed inmore detail in Chapter 4.De Rouck et al. (2007) also compared their results with the measurements and run-uppredictions on riprap revetments reported by Van der Meer and Stam (1992) and byAhrens and Heimbaugh (1988a, 1988b). Their measurements were shown to be in thesame region as those from Van der Meer and Stam (1992), although Van der Meer andStam’s prediction formulae slightly overestimated their measurements. Theirmeasurements also showed similar results to those of Ahrens and Heimbaugh (1988a,1988b), although Ahrens’ and Heimbaugh’s prediction formula slightly underestimatedtheir measurements.EurOtop (2007) used the same data from Van der Meer’s (1988) tests and suggests thefollowing formulae to predict the run-up in rubble mound slopes:
ܴଶΨ
ܪ௠ ௢
= 1.65 ∙ ߛ௕ ∙ ߛ௙ ∙ ߛఉ ∙ ߦ௠ ିଵ,଴ with a maximum of: (49)
ܴଶΨ
ܪ௠ ௢
= 1.00 ∙ ߛ௣ ∙ ߛ௙ ௦௨௥௚௜௡௚ ∙ ߛఉ ∙ ቆ4.0 − 1.5
ඥߦ௠ ିଵ,଴ቇ (50)where:
ߛ௙ ௦௨௥௚௜௡௚ = ߛ௙ + ൫ߦ௠ ିଵ,଴ + 1.8൯∙ 1 − ߛ௙8.2 for 1.8 < ߦ௠ ିଵ,଴ < 10 (51)
ߛ௙ ௦௨௥௚௜௡௚ = 1.0 for ߦ௠ ିଵ,଴ > 10 (52)where ߛ௙௦௨௥௚௜௡௚ is the roughness factor for surging waves, ߛ௕is the influence factor for aberm, ߛ௙is the influence factor for roughness elements on the slope, and ߛఉ is the influencefactor for oblique wave attack and ߦ௠ ିଵ,଴ is the Iribarren number calculated from thespectral wave period. For rubble mound slopes with two layers of rock on an impermeable
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slope, EurOtop (2007) suggests a roughness factor of ߛ௙ = 0.55, while for two layers ofrock on a permeable core a roughness factor of ߛ௙ = 0.40 is suggested. These roughnessfactors are used for values of ߦ௠ ିଵ,଴ < 1.8. The roughness factor then increases linearly upto 1 from values of 1.8 < ߦ௠ ିଵ,଴ < 10. For rubble mound permeable slope, a maximumvalue of ܴଶΨ/ܪ௠ ௢ = 1.97 is also suggested.Muttray et al. (2006) proposed an empirical run-up formula for rubble moundbreakwaters that includes the reflection coefficient from porous structures. This formulawas based on large scale tests with regular and irregular waves carried out in the LargeWave flume (GWK) in Hanover, Germany and is given by:
ܴ
ܪ௜
= (ܽ1 + ܥ௥) (53)
where Hi is the incident wave height, a is an empirical coefficient, and Cr is the reflectioncoefficient (Cr=Hr/Hi), Hr being the reflected wave height.In 2010, Calabrese et al. showed the results from a series of wave run-up experimentsperformed on rubble mound breakwaters with a 2:3 slope. They compared theirmeasurements against the predictions from the formulae of Van der Meer and Stam(1992), Melito and Melby (2002) and the EurOtop (2007). None of the formulae gaveaccurate predictions. They suggested that ξ might not be the ideal parameter to be used topredict wave run-up on rubble mound breakwaters. So they analysed the data against thewave momentum flux parameter (Hughes, 2004b). The results showed a significantreduction of scatter compared to the case when ξ was adopted as the variable. A curvefitting was carried out and the following formulae was proposed using the wavemomentum flux parameter:
ܴଶΨ
ℎ
= 1.804 ∙ ܯி଴.଻ଽ (54)Van Broekhoven (2011) reported a series of small scale experiments aimed to investigatethe influence of roughness and permeability in the reduction of wave run-up in an armourlayer breakwater. Four different 1:2 slopes were investigated: a smooth-impermeableslope, a rough-impermeable slope, and a rough-permeable top (armour layer) on animpermeable core and permeable core. All the rough slopes were constructed with thesame stone diameter and regular and irregular wave tests were carried out. Their resultsshowed that the surface roughness had a small influence on the reduction of wave run-up.In contrast, the permeable armour layer showed a big influence on the reduction of waverun-up. This can be attributed to the dissipated energy due to the turbulence in the pores
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of the armour layer. The influence of the permeability of the armour layer on the reductionof wave run-up was quantified by a linear fit.The influence of the core’s permeability on the run-up was also analysed by VanBroekhoven (2011) for ξ < 5. As most of the energy was dissipated in the top permeablearmour layer, it was found that the infiltration of water into the core did not have asignificant influence on the run-up height for small ξ values. These findings support Vander Meer’s (1992) results; he observed that the core permeability of the structure only hadan influence on run-up for high ξ values, where surging waves are present.The large influence of a permeable armour layer (top layer) on the reduction of the run-upmagnitude and the small influence of the core permeability was also shown by Oumeraciet al. (2010). They reported the results of large-scale laboratory experiments carried outat the Large Wave Flume in Hannover, Germany, where the wave run-up on differentpermeable revetments was measured. The tests were carried out over three differentpermeable revetments, all of which contained three layers: an armour layer, a filter layerand a sand core. The top layer consisted of a 15cm bonded armour (with a mean grain sizeof d50=.04m). This armour was bonded with a highly porous polyurethane aggregate (PBA)called Elastocoast and was placed over an unbonded filter layer, which laid over a sandcore (d50=.34mm). The difference between the three set-ups was the thickness of theunbonded filter layer. Regular and irregular wave tests were performed and all the run-ups were measured by resistive wave gauges and video cameras. However, only theresults of the wave gauges were shown. Although all the revetments had different filterlayers, they all had the same permeable armour layer, so their results showed almost nodifference between run-up heights on the three revetments. These findings also supportVan der Meer’s (1992) and Van Broekhoven’s (2011) observations, by showing that therun-up in a permeable breakwater is mainly reduced by the top armour layer and not bythe layers underneath, or by the core’s permeability.Oumeraci et al. (2010) used (37) and (38) recommended by the EurOtop (2007) for dikesand coastal structures and proposed different roughness factors by curve fitting throughthe data for the regular and irregular waves. These roughness factors included the effect ofboth, the permeability and the roughness of the armour layer.As far as the author is aware, Schimmels et al. (2012) is the only study in which theauthors attempted to include a coefficient in a run-up formula to account for the influenceof the hydraulic conductivity. By re-analysing the run-up data from Oumeraci (2010), theypresented modified versions of (37) and (38) recommended by EurOtop (2007). Asdescribed above, (37) and (38) consider the effect of berms, roughness and angle of waveattack by adding reduction factors, but these formulae do not consider the effect of
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hydraulic conductivity or porosity. Therefore, Schimmels et al. (2012) proposed a newempirical reduction porosity coefficient, γp, to be included in the EurOtop (2007) formulae.Additionally, a second parameter A, was also introduced to avoid modifying the empiricalcoefficients c1, c2 and c3 previously recommended in EurOtop (2007). In their study, therevetments were considered to be relatively smooth and the slope had no berm, so all thereduction parameters in (37) and (38) were assigned with a value of 1. The modifiedEurOtop (2007) formulae were presented by Schimmels et al. (2012) as:
ܴଶΨ
ܪ௠ ௢
= ߛ௣(1.65 ∙ ߦ௠ ିଵ,଴) for ߦ௠ ିଵ,଴ ≤ 2.7 (55)
ܴଶΨ
ܪ௠ ௢
= ܣ ∙ ߛ௣ ቆ4.0 − 1.5
ඥߦ௠ ିଵ,଴ቇ for ߦ௠ ିଵ,଴ > 2.7 (56)where ܪ௠ ௢ is the spectral wave height and ߦ௠ ିଵǡ଴ is the Iribarren number calculated fromthe spectral period. Best fit regressions were carried out and values for γp and A wereproposed for each revetment. The relative run-up ܴଶΨ ܪ௠ ௢⁄ was observed to be reduced bybetween 20% and 45% when compared to the run-up of the EurOtop (2007) formula for asmooth-impermeable slope. However, the porosity coefficient γp does not represent theactual porosity, permeability nor hydraulic conductivity of the slope as it is simply acoefficient which was estimated to fit their data.
Summary and ConclusionsSeveral key conclusions can be drawn from the studies reviewed in this section concernedwith the influence of roughness and hydraulic conductivity on wave run-up:
 The influence of roughness on wave run-up formulae has been traditionallyincluded as a reduction factor defined as the ratio between the run-up on a rough-impermeable slope and that on a smooth-impermeable slope (under identicalconditions)
 Wave run-up on permeable slopes has generally been studied in laboratories andrelates to the design of coastal structures
 Factors such as roughness and hydraulic conductivity are generally considered inwave run-up formulae for natural beaches (mainly sand beaches)
 Two methods have been commonly used to predict run-up on permeable slopes: 1)by adding a reduction roughness factor; and 2) by fitting prediction curves orformulae with empirical coefficients to laboratory data for a particular type ofstructure
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 Studies have shown that run-up on permeable slopes follows different trends tothose on impermeable slopes, so reduction factors are not appropriate. Insteadformulae should be fitted to specific run-up data observed on permeable slopes
 Allsop et al., 1985 showed similar results for significant run-up heights fromirregular waves Rs and run-up heights R from regular tests. These observationssuggest that regular run-up tests could be used to estimate the run-ups fromirregular waves
 Several formulae have been proposed for permeable slopes, all of which includeempirical coefficients chosen to fit and describe the run-up of specific types ofpermeable structures
 The armour layer (top layer) in a breakwater was shown to have a significanteffect on the reduction of the wave run-up, while the permeability of the lowerlayers and of the core of the structure show an influence only for large ξ values(Van der Meer, 1992; Van Broekhoven; 2011; and Oumeraci et al. 2010)
 Calabrese et al. (2010) showed that the wave momentum flux parameter is a betterparameter than the Iribarren number for predicting the run-up on permeableslopes
 A permeability parameter (P) called the “notional permeability coefficient” waspresented by Van der Meer (1988) to take into account the permeability of variousstructures in his stability formulae for breakwaters. However, this coefficient doesnot represent the actual permeability of the structure and has not been used inrun-up formulae.
 Schimmels et al. (2012) proposed a reduction porosity coefficient to be included inthe EurOtop (2007) run-up formulae. This empirical coefficient also does notrepresent the porosity or hydraulic conductivity of the slope.As can be seen from this literature review on run-up over permeable slopes, most studieshave combined the influence of roughness and hydraulic conductivity together, and haveproposed formulae to predict their run-up based on curve fitting of laboratory data forspecific types of permeable structures. However, the influence of hydraulic conductivityalone on wave run-up is still unknown. As far as the author is concerned, there have beenno studies carried out to investigate or quantify the actual influence of hydraulicconductivity on wave run-up and a hydraulic conductivity parameter has not beenincluded in any run-up formulae.To investigate and quantify the influence of hydraulic conductivity, it is necessary to carryout tests over several slopes with similar roughness surfaces and different hydraulicconductivities. Additionally, the hydraulic conductivity of the structures has to be known.
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So far, no tests have been carried out in which the hydraulic conductivity of the structureor beach is known and varied.If the influence of the hydraulic conductivity of the structure is to be quantified, ahydraulic conductivity parameter has to be considered, instead of a porosity parameter.The porosity is defined as the volume of voids in a sediment or rock divided by the totalvolume of the sediment or rock, and it is reported as a fraction or percent. However, thevoids in a rock or sediment might not be interconnected, so a porous structure might notallow water to flow through. A better porosity parameter would be the effective porosity,as it represents the porosity available for fluid flow. The effective porosity is defined as theamount of interconnected pore space in a soil or rock through which fluids can pass, and itis expressed as a percent of bulk volume. However, the effective porosity also does notdescribe the ease with which a liquid can flow through a porous medium. For this reason,a permeability or a hydraulic conductivity parameter should be used. The hydraulicconductivity K, which is defined as the specific discharge per unit hydraulic gradient. Itreflects the ease with which a liquid flows and the ease with which a porous mediumpermits the liquid to pass through it. The hydraulic conductivity considers both thecharacteristics of the porous medium and the characteristics of the fluid that flowsthrough it. On the other hand, the permeability, k, is another parameter that describes theability of a rock or soil to transmit fluids. The difference between the hydraulicconductivity and permeability parameter is that permeability only considers thecharacteristics of the porous medium and not the fluid which passes through it.
3.3 Other Key Parameters Influencing Wave Run-up
Influence of the Slope Roughness on Wave Run-upThe influence slope roughness on wave run-up has been extensively investigated forseveral types of coastal structures. On an impermeable slope, studies have shown thatwhen the roughness is varied, the normalised wave run-up, R/H, follows a similar trend asthat on smooth-impermeable slopes when plotted against ξ, but with lower values,. Forthis reason, the influence of the roughness of the slope on wave run-up has traditionallybeen included as a reduction factor to be added to formulae predicting run-up on smooth,impermeable slopes. The roughness factor, ߛ௙, values have been commonly determined bycomparing run-up data between smooth and rough slopes.The values of the roughness factor depend on the type of structure. Several artificialroughness elements (such as blocks or ribs) have been commonly used to increase thesurface roughness in order to reduce the wave run-up height and the wave overtopping.
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These roughness elements can be used to influence either the wave uprush or thebackwash. The efficiency of these artificial roughness elements depends on their form andthe distance between them.A significant number of studies and manuals have recommended specific values for ߛ௙ forvarious types of rough-impermeable surfaces; the most relevant being: the TechnicalAdvisory Committee on Protection against Inundation (1974); the Shore ProtectionManual (1984); and EurOtop (2007). It is worth mentioning that EurOtop (2007) manualconsiders sea dikes and embankment seawalls covered either by grass, by asphalt or byconcrete to be smooth slopes and suggests a roughness factor of ߛ௙ = 1 for them. Otherstudies that have investigated wave run-up on different types of rough-impermeableslopes and proposed roughness factors, although most of these have been aimed at coastalstructures, rather than for beaches (e.g. Wassing, 1957; Battjes, 1974; Stoa, 1978;Szmytkiewicz et al., 1994; Shankar and Jayaratne, 2003; Capel, 2015).The wave run-up on beaches has generally been studied using field measurements andseveral formulae have been proposed (e.g. Holman, 1986; Mase, 1989; Nielsen, 1988;Ruggiero et al., 2001; Stockdon et al., 2006; Vousdoukas et al., 2012). As most of theseformulae are designed for sandy beaches (0.0625mm to 2mm), factors such as roughnessand hydraulic conductivity are generally not considered. However, roughness andhydraulic conductivity might have a large influence on the run-up on gravel beaches.Channell et al. (1985) performed tests with regular waves on shingle beaches withdifferent slopes. He compared the results with Hunt’s formula (20) for smoothimpermeable slopes and suggested a reduction factor of 0.35 should be added to (20) toinclude the influence of the roughness and hydraulic conductivity of the shingle beach.Hughes (2005) also followed the reduction factor approach to estimate the wave run-upon rip-rap rough-impermeable slopes. Based on the data from Van der Meer and Stam(1992) and Ahrens and Heimbaugh (1998), he estimated a reduction factor of 0.505 to beadded to (42) for smooth-impermeable slopes based on the wave momentum fluxparameter. His formula with the reduction factor was shown to have a good agreementwith the run-up from the breaking waves. However, scatter increased in the case of non-breaking waves.
Influence of the Geometrical Shape of the Slope
Composite slopes. Most run-up formulae have been designed for uniform plane slopes.However, many structures and beaches do not have a straight slope from the toe to thecrest. Some coastal structures consist of sections with varying slopes, a berm or multiple
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berms which will influence the wave run-up height. These structures are commonlyknown as composite slopes. To calculate wave run-up for a composite slope, one approachis to estimate the average slope of the structure, tanα. This average slope then used in theIribarren number ξ. Iterative solutions (e.g. Saville, 1957; EurOtop, 2007) have beensuggested to estimate the average slope on a composite slope. However, these iterativesolutions can be time consuming and require some calculation effort since the wave run-up height is unknown.
Influence of berms on wave run-up. A berm is a part in the profile of a structure orbeach in which the slope varies between horizontal and 1:15. The Technical AdvisoryCommittee on Protection against Inundation (1974) mentions that the influence of theberm width, B, and berm depth, dB, (with respect to SWL) in the reduction of run-up wasinsufficiently known at that time. A better understanding the influence of the berm on run-up was provided by de Waal and Van der Meer (1992), who performed tests for berms ofdifferent widths and depths (Figure 10).
Figure 10 Berm ParametersFrom their results, de Waal and van der Meer (2012) proposed a formula for a reductionfactor to account for the influence of the berm on a run-up, γb. This was expressed as:
ߛ௕ = 1 − ݎ஻(1 − ݎௗಳ ) (57)where rB is the reduction of the average slope (tanα) caused by the berm width B and rdB isthe reduction of the influence of a berm caused by the berm depth dB. de Waal and van derMeer (2012) suggested the following formulae to estimate rB and rdB:
ݎ஻ୀ
ܤ/ܪ௦2 cotߙ+ ܤ/ܪ௦ (58)
ݎௗಳୀ
12൬ ஻݀ܪ௦൰ଶ (59)
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EurOtop (2007) also adopted (57) to estimate the influence of berms on wave run-up.However, they recommend the following expressions to estimate rB and rdB:
ݎ஻ୀ
ܤ
ܮ௕௘௥௠
(60)
ݎ஻ୀ0.5 − 0.5 cosቆߨ ஻ܴ݀ଶΨቇ , for a berm above SWL (61)
ݎ஻ୀ0.5 − 0.5 cosቆߨ ஻݀2 ∙ ܴଶΨቇ , for a berm below SWL (62)where Lberm is the characteristic berm length defined in Figure 10.
Concave Shape Slopes. As previously mentioned, most run-up formulae have beendeveloped and validated for uniform straight slopes. However, beaches generally have aconcave shape, which will have an influence on wave run-up. An attempt to predict run-upin concave profiles was made by Mayer and Kriebel (1994). They integrated Hunt’sformula (20) with Saville’s (1957) iterative solution for composite slopes and provided ananalytical solution to estimate wave run-up in complex concave beach topographies. For abi-linear and a concave profile, their predictions showed a better agreement with theirexperimental results than Hunt’s formula (20). However, this iterative method iscomplicated and requires a priori determination of the breakpoint.
Influence of the Angle of Wave Attack on Wave Run-upThe angle of wave attack, β, also influences the run-up height. The definition of β is shownin Figure 11.
Figure 11 Angle of wave attackStudies performed to investigate the influence of oblique attack on wave run-up aregenerally carried out in wave basins, which can be expensive. For this reason, few studies
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have looked at run-up for oblique wave attack. One such study was performed byTautenhain et al. (1982). Their results showed that the run-up for small angles of waveattack β of between 10-30˚ had larger run-up values than those from normal waves (β = 0).However, these findings were not observed by de de Waal and van der Meer (2012) andSchüttrumpf (2001), who found no increase of the run-up for small angles of wave attack.For short crested waves, de Waal and van der Meer (2012) suggested the followingformula to estimate the reduction influence factor for oblique wave attack, γβ:
ߛఉ = 1 − 0.0022ߚ (63)This formula is also recommended by the EurOtop (2007). However, Schüttrumpf (2001)observed that this formula slightly overestimates the reduction of wave run-up for smallangles of incidence and suggested that the influence of wave direction on wave run-up canbe neglected for β < 20˚.  
Influence of Shallow Water at the toe on Wave Run-upThe influence of shallow water at the toe of the structure on wave run-up was alsoinvestigated by de Waal and van der Meer (2012), who reported 40 small scale tests inwhich the water depth at the toe of the structure was varied. They noticed that the waterdepth at the toe of the structure only had an effect when the relative water depth, h/Hs,was smaller than 4. The following formula was proposed to estimate the influence factorof shallow water, ߛ௛:
ߛ௛ = 1 − 0.03൬4 − ℎܪ௦൰ଶ , for 1 < ℎܪ௦ < 4 (64)
Influence of Water Table Elevation on Wave Run-upThe rates of infiltration and exfiltration across the swash zone, which are mainlycontrolled by the water table elevation and the hydraulic conductivity of the beach, affectwave run-up heights.A high water table elevation may occur when decoupling occurs and a seepage facedevelops between the exit point and the shoreline point (explained in Section 2.1.3). Onthe seepage face, the saturated part of the beach will cause exfiltration and will reduce theinfiltration rates from the uprush and backwash motions into the beach. Therefore, theseepage face due to tidal elevation drop is expected to increase the run-up on permeablebeaches.In contrast, if the water table elevation is lower than the MWL, the unsaturated area of thebeach will be increased and water from the uprush and backwash processes will be able to
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infiltrate into the beach. As a consequence, the run-up is expected to be decreased. Thisscenario might occur if beach drainage system is installed Figure 12.
Figure 12 Sketch of a typical beach drainage systemMost studies involving the manipulation of beach groundwater levels have focused on theefficiency of different beach drainage techniques to lower the groundwater levels, andtheir influence on the sediment transport and the beach profile evolution. A summary ofthe most relevant of these field and laboratory studies, as well as their findings, is shownin Table 9. Yet, none of these studies have focused on measuring the effects of the seepageface with a high water table elevation after a tidal drop or an unsaturated beach with a lowwater table caused by a beach drainage system on wave run-up.
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Author Type of Study Drainage Method ResultsMachemehl et al. (1975) Small-scale laboratory,regular waves Sub-sand filter system Lower groundwater levels accelerated accretion at the foreshore andpromoted the growth of a previously eroded berm.Chappell et al. (1979) Field, Duras Beach, Australia Pumping water through an array ofwells Accretion in the first part of the experiment.In the second part, no morphological changes were observedKawata and Tsuchiya(1986) Small-scale laboratory,solitary and regular waves Sub-sand filter system Offshore sediment transport was reduced under all wave conditionstested with a lowered groundwater level.Sato (1990) Small-scale laboratory,monochromatic waves Coastal Drain System No significant difference was observed with a lowered groundwaterlevelOgden and Weisman (1991)and Weisman et al. (1995) Small-scale laboratory,irregular waves Beach Drainage System Low groundwater levels showed no effect on erosion or accretion, butinduced a berm at the top of the beach.Oh and Dean (1992) and(1994) Small-scale laboratory,regular waves, sand Beach groundwater was drained out ofan excavated hole in the beach berm Low groundwater levels resulted in a more stable beach than with highgroundwater levelsDavis et al. (1992) Field, Why Beach, Australia Gravity Drainage System, shore-normalcoastal drains spaced between 5 to15m intervals No changes due to lower groundwater levels, nevertheless thetechnology showed efficiency in lowering the groundwater levelsHerrington (1993) Large Scale Laboratory,regular and irregular waves STABEACH (drains are connected byunderground piping to a pumping well) Tests with a drained beach showed greater stability than the non-drained tests.Katoh and Yanagishima(1996) Field, Japan Gravity Drainage System, a permeablelayer with a drainage pipe connectingthe permeable layer with the surf zone The permeable layer was able to drain water off the beach even in astorm, and the eroded foreshore recovered quickly after a storm.
Kanazawa et al. (1996) Small-scale laboratory,regular waves Gravity Drainage System, 3 differentpermeable layers were tested (gravel,gravel with a drainage pipe, and apermeable pipe with a drainage pipe)
The permeable pipe with a drainage pipe showed to be the mosteffective method to drain water.Erosion near the shoreline was mitigated with the permeable layers.Lee et al. (2007) Small-scale laboratory,regular waves Groundwater levels were manipulatedwith a water control tank using pumps As the groundwater levels were lowered, the beach surface becamesteeper, and a berm formed at the upper portion of the shoreline.Ang et al. (2004) and Hornet al. (2007) Small-scale laboratory,regular waves, coarse and finesand Groundwater levels were manipulatedby an adjustable pipe connectedthrough a back wall behind the beach
With coarse sand, accretion was observed with all groundwater levels,but a bigger berm developed under a lowered groundwater level.With fine sand, accretion was observed only with a loweredgroundwater level and under low energy conditions.Chiaia et al. (2005) andDamiani et al. (2009) Small-scale laboratory,regular waves Beach Drainage System Lowered groundwater levels showed efficiency under erosive waveconditions.Ciavola et al. (2011) andContestabile et al. (2012) Large Scale Laboratory,irregular waves, D=0.33 mm, Beach Drainage System (4 corrugateddrains) Only under low energy wave conditions a positive effect was observedWilliams et al. (2010),Williams et al. (2012) andMasselink and Turner(2012)
Large Scale Laboratory,irregular waves, D=11 mm,Delta Flume Barrier island with back-barrier lagoonlevels varied Low lagoon levels enhanced onshore sediment transport, beachaccretion, and berm build up.High lagoon levels induced offshore sediment transport and erosion.
Table 9 Studies concerned with the manipulation of beach groundwater levels
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Summary and ConclusionsThis section has considered previous studies which have investigated parameters other thanhydraulic conductivity that can influence wave run-up. There is already a good understanding ofthe influence on run-up of parameters such as the geometry of the slope, the angle of waveattack and shallow water at the toe of the structure. However, the influence of water tableelevations on run-up has not yet been studied.
3.4 Influence of Hydraulic Conductivity on the Wave
Breaking Processes
A significant number of studies have been focused in understanding the wave breakingprocesses over impermeable beaches (e.g. Stive, 1980; Mizuguchi, 1986; Pedersen et al.,1993;Ting and Kirby, 1996; Longo et al., 2002). However, little attention has been made to investigatethe influence of the slope’s hydraulic conductivity on the wave breaking processes (e.g. Cox andKobayashi, 2000; Lara et al., 2002, 2006).
Influence of Hydraulic Conductivity on the Breaker Type and
Breaking Point LocationAs far as the author is concerned, the only study that has analysed the influence of the hydraulicconductivity of the slope on the breaker types and their breaking point locations was reportedin Lara et al. (2006). The breaking point location for a plunging breaking is where the front faceof the wave becomes nearly vertical (Bonmarin, 1989). In their study, the wave breakingprocesses of two different gravel sizes slopes were compared. They observed that underidentical incident wave conditions, the breaking point on the larger grain size slope generallyoccurred closer to the slope than on the smaller grain size slope. The presence of a permeableslope causes additional energy dissipation before the waves reach the breaking point, and thus,reducing the breaking wave height. In addition, a permeable slope is expected to affect theundertow, which can influence the breaking point location. Lara et al. (2006) also reported thatin some cases, the breaker types changed from plunging to spilling between both types ofgravel.
Breaking CriteriaThe mechanics of breaking and non-breaking waves are entirely different, so it is not surprisingthat when run-up data from both types of waves are plotted together, both show differenttrends. This is why most run-up formulae are specifically applicable either to breaking or to
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non-breaking waves. Therefore, when attempting to predict the run-up, it is crucial to be able topredict first which waves will break at the slope and which will not. For this reason, breaking
criteria have been commonly used to determine the transition between breaking and non-breaking waves, the most common ones being based on either ξ or H/L.When the normalised run-up, R/H, is plotted against ξ, the data with small ξ values tend tofollow different trends than those with large ξ values. Therefore, studies have traditionally usedthese plots to determine a ξ value representing the transition between breaking and non-breaking waves (e.g., Burcharth and Hughes (2002) recommends a value of ξ =2.5, whileEurOtop (2007) suggests a value of ξ = 1.65 for this transition).Another parameter commonly used as a breaking criterion is the wave steepness, H/L. Hughes(2004a) observed that a value of H/L = 0.0225 appeared to represent the transition betweenbreaking and non-breaking waves, regardless of the slope of the structure. He came to thisconclusion by re-analysing Ahrens’ (1981) run-up data, where he plotted the relative run-up
R/h against the wave momentum flux parameter and noticed two different trends depending ontheir H/L values. According to Hughes, the data of the first trend with values of H/L < 0.0225appeared to represent the non-breaking waves, while the second trend corresponded to datawith values of H/L > 0.0225, representing the breaking waves.The main problem with these criteria is that they have been derived from run-up data plottedagainst dimensionless parameters and not from observations of the breaking processes.Moreover, as far as the author knows, the predictions from these breaking criteria have notbeen compared or validated against any experimental observations.
3.5 Influence of Wave Run-up and Hydraulic Conductivity on
the Water table Over-height in Coastal Barriers
Section 3.2 and 3.3 reviewed studies concerned with the prediction of wave run-up and themain parameters that influence its magnitude. One of the parameters reviewed was thegroundwater levels inside the beach, which tend to rise due to the action of waves, tides andrainfall recharge. The maximum time-averaged wave-induced groundwater level rise above themean sea level, (maximum water table over-height, ߟ௪ା ) can produce a net groundwater flowtowards the back-barrier lagoon. The importance of an accurate prediction of ߟ௪ା was discussedin Section 2.1.3.
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The magnitude of ߟ௪ା is expected to vary depending on the hydraulic conductivity of the beach.However, previous studies have shown mixed conclusions on the influence of hydraulicconductivity on its magnitude. These studies are reviewed below.Kang et al. (1994) and Kang and Nielsen (1996) reported the results of a series of wave flumeexperiments carried out to investigate the water table response due to wave run-up withouttidal effects. The tests were performed with two sand beaches (d50=0.18mm and 0.78mm) andwith 10 different wave conditions. They observed that the ratio between ߟ௪ା and the run-upheight R remained constant regardless of the sediment size of the beaches, hence independentof its hydraulic conductivity:
ߟ௪
ା ܴ⁄ ≈ 0.62 (65)Based on this constant ratio Kang et al. (1994) and Nielsen (2009) concluded ߟ௪ା is independentof the hydraulic conductivity or the sediment size of the beach, so they suggested the use ofHunt’s (1959) formula (20) for impermeable slopes to predict the maximum water table over-height in coastal barriers. Combining (20) and (65), Kang et al. (1994) proposed the followingformula to predict the maximum water table over-height due to regular waves:
ߟ௪
ା
ܪ
= 0.62ߦ (66)
Kang et al. (1994) and Nielsen (2009) conclusion was further supported by Turner andMasselink (2012) who presented a subset of the results from the BARDEX (Barrier DynamicsExperiment) large-scale laboratory experiment conducted in the 250m long Delta flume inNetherlands. A 4m high and 50m long gravel barrier (d50=11mm and K=0.16m/s) wasconstructed in the flume. This hydraulic conductivity was estimated in-situ by applying Darcy’slaw and measuring the groundwater flow through the barrier when the sea and lagoon waterlevels were manipulated. The grain size used in the BARDEX tests was 1-2 orders of magnitudelarger than the two sand sizes used in Kang et al. (1994) tests, and according to Turner andMasselink, its hydraulic conductivities was around 4-5 orders of magnitude greater than Kang’stests. Nevertheless, the ߟ௪ା results of the three tests they presented showed a good agreementwith the predictions of (66).However, recent results shown by Turner et al. (2013) as part of the BARDEX II experiments donot support these findings. A medium-sized sand (d50=0.42mm and K=0.0001m/s) coastalbarrier was built in the same 250m long Delta flume used for the BARDEX experimentsdescribed above. Although only two different wave conditions were tested, their ߟ௪ା resultsshowed to be substantially greater than those obtained with a gravel barrier, and therefore,were not properly predicted by (66). These results showed that the hydraulic conditions
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(sediment size and thus the hydraulic conductivity) of the coastal barrier do influence themagnitude of the maximum water table over-height and cannot be neglected when trying topredict it, as is implied in (66). However, due to the limited data shown by Turner et al. (2013),they did not derive any new prediction formula to estimateߟ௪ା .
Summary and ConclusionsThe study carried out by Kang et al. (1994) showed that the ratio between ߟ௪ା and run-upremains constant regardless the hydraulic conductivity of the beach, which suggests that a run-up formula can be used to predict ߟ௪ା . However, this constant ratio does not mean thatߟ௪ା isindependent of K, as concluded by them. In gravel barriers, where wave run-up is clearlyinfluenced by K, it is expected that ߟା will also be influenced by K. Therefore, equation (66)might only be useful on sandy barriers, where K does not play an important role.Another problem of predicting ߟାusing (66) might lie in the inappropriate way that it predictswave run-up. Equation (66) is based on Hunt’s (1959) run-up formula (20) which has beenshown to work properly only for breaking waves on smooth-impermeable slopes. Therefore, itis anticipated that a more accurate prediction of wave run-up on permeable beaches (for both,breaking and non-breaking waves) will enable a better prediction of the maximum water tableover-height.
3.6 Influence of Hydraulic Conductivity on the Swash
Hydrodynamics
The fourth part of this research project focuses on the influence of hydraulic conductivity on theswash hydrodynamics. Interest in this topic has increased significantly over the last couple ofdecades. However, the complex hydrodynamic processes in the swash zone, which areinfluenced by wave breaking, turbulence, shear stresses and bottom friction, are still not fullyunderstood, (Bakhtyar et al., 2009). Nevertheless, considerable advances have been made in theunderstanding of the complex processes involved in the swash zone. Most of these studies havebeen carried out either in the field or in laboratory facilities, although some numerical studieshave also been carried out.Bed shear stresses, roughness lengths and drag coefficients in the swash zone are commonlyobtained from velocity measurements, although some attempts to measure direct bed shearstresses have been made (e.g. Barnes and Baldock, 2007; Barnes et al., 2009). A summary of themost relevant field studies carried out to measure flow velocities and water depths in the swashzone is shown in Table 10. This shows the main research areas of each field study, as well as the
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site characteristics (beach slope, type, and sediment size) and the instrumentation used tomeasure the flow velocities and water depth.Field studies have provided important insights into the swash zone hydrodynamics, thesediment transport processes and the beach profile evolution. However, as the bed is mobileand the wave parameters and slope characteristics cannot be controlled in the field, the swashhydrodynamics might be best studied in laboratory facilities or with numerical models on non-deformable slopes, where the tests can be identically replicated and repeated. This ability tocontrol the parameters of the tests, helps in deriving ensemble-averaged velocity profiles, whichcan provide more detailed and precise estimations boundary layer measurements, and thus, bedshear stresses and drag coefficients. The most relevant laboratory studies analysing the swashzone hydrodynamics on deformable and non-deformable beds are summarised in Table 11.Some numerical studies have investigated the evolution of the swash boundary layer withmodels based on the non-linear shallow water (NLSW) equations (e.g. Hughes and Baldock,2004; Barnes and Baldock, 2010; Briganti et al., 2011). However, as these type of modelsassume hydrostatic pressure and depth uniformity of the velocity profile, the wave boundarylayer modelling cannot be resolved directly with this approach (Pintado-Patiño et al., 2015). Toovercome such limitations some studies have used either Lagrangian (Barnes and Baldock,2010) or Eulerian (Briganti et al., 2011) boundary layer models forced by depth-averagedvelocities from the NLSW models. Nevertheless, these studies assume that the log law prevailsinside the boundary layer and uniform above it throughout the entire swash event. Thisassumption has also been employed in field studies based on single point measurements such asRaubenheimer et al. (2004) and Masselink et al. (2005), which have led to consistent estimatesof bed shear stresses and friction coefficients (Pintado-Patiño et al., 2015). However, laboratorystudies, where swash flow velocities have been measured on non-deformable slopes, haveshown that the log law does not predict adequately the near bed flow velocities during theentire swash event. In particular during flow reversal, where log law fit is unable to representthe velocities with opposing directions near the bed and at the surface. On the other hand,recent studies using numerical models based on the Reynolds-Averaged Navier-Stokes (RANS)equations have shown significant improvements overcoming the limitations of the NLSWmodels (e.g. Zhang and Liu, 2008; Torres-Freyermuth et al., 2010; Torres-Freyermuth et al.,2013; Pintado-Patiño et al., 2015). Although computationally more expensive than the NLSWmodels, the RANS models have shown to be a good alternative to investigate the swashboundary layer dynamics.
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Authors Slope(tan β )
Beach
Type
Sediment
Size (D50)
Velocity
Measuring
Method
Water Depth
Measuring
Method
Researched Areas
Puleo et al. (2000) 0.083 Sand 0.44 mm Impeller CM Pressuretransducers Swash hydrodynamicsSediment transportButt et al. (2004) 0.108 Sand - ElectromagneticCMADV Pressuretransducers Swash hydrodynamicsSediment transportAagaard and Hughes (2006) 0.0310.037 Sand 0.24mm0.26mm ElectromagneticCMADV Pressuretransducers Swash hydrodynamicsSediment transportBlenkinsopp et al. (2011) 0.067 Sand 0.4mm ElectromagneticCM Pressuretransducers Swash hydrodynamicsSediment transportBeach profile evolutionRaubenheimer (2002) 0.019 Sand 0.2mm ADV - Swash hydrodynamicsConley and Griffin (2004) - Sand - Video camera Pressuretransducers Swash hydrodynamicsBaldock and Hughes (2006) 0.028-0.11 Sand 0.22-0.53mm Video camera Optically(video camera) Swash hydrodynamicsMasselink and Hughes (1998) 0.14 Sand 0.5mm Ducted impellerCM meter Not measured Swash hydrodynamicsSediment transportHughes et al. (1997) 0.12 Sand 0.3mm Ducted impellerCM Wave gauges Swash hydrodynamicsSediment transportBeach profile evolutionMasselink and Russell (2006) 0.016-0.0490.077-0.11 Sand 0.3mm0.55mm ElectromagneticCM Pressuretransducers Swash hydrodynamicsSediment transportBeach profile evolution
Masselink et al. (2010) ≈0.125 Gravel 2-10mm 
ElectromagneticCM Pressuretransducers Swash hydrodynamicsSediment transportBeach profile evolutionAustin and Masselink (2006) 0.15 Gravel 6mm ADV Pressuretransducers Swash hydrodynamicsSediment transportBeach profile evolutionPuleo et al. (2013)Lanckriet Lanckriet et al.(2013) 0.022 Sand 0.33mm ElectromagneticCMADV Pressuretransducers Swash hydrodynamicsSediment transportBeach profile evolution
Table 10 Field studies carried out to investigate the swash hydrodynamics
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Authors Slope(tan β ) Slope types
Sed.
Size
(D50)
Wave
generation
method
Waves type
Velocity
Meas.
Method
Water Depth
Meas. Method Researched AreasD. Cox andKobayashi(2000) 0.028-0.1 Non-deformable,Rough, impermeable 6.3mm Wave paddle Irregular waves LDV Wave gauges SwashhydrodynamicsPetti andLongo (2001) 0.1 Non-deformable,Rough, impermeable 0.03mm Wave paddle Regular waves LDV Wave gauges SwashhydrodynamicsShin and Cox(2006) 0.028-0.1 Non-deformable,Rough, impermeable 2.2mm Wave paddle Regular waves LDV Wave gauges SwashhydrodynamicsSou and Yeh(2011) 0.05 Non-deformable,Smooth,impermeable - Wave paddle Regular waves PIV Optically (LIF) SwashhydrodynamicsYeh (1991) 0.13 Non-deformable,Smooth,impermeable - Dam-break Solitary waves Wavegauges Optically (LIF) SwashhydrodynamicsBarnes et al.(2009) 0.1 Non-deformable,Smooth and Rough,impermeable 6mm Dam-break Solitary waves PIV Acousticsensors SwashhydrodynamicsO'Donoghue etal. (2010) 0.1 Non-deformable,Smooth and Rough,impermeable 6mm Dam-break Solitary waves PIV Wave gauges SwashhydrodynamicsKikkert et al.(2012) 0.1 Non-deformable,Rough, impermeable 1.3mm5.4mm8.4mm Dam-break Solitary waves PIV Optically (LIF) SwashhydrodynamicsKikkert et al.(2013) 0.1 Non-deformable,Rough, permeable 1.3mm8.4mm Dam-break Solitary waves PIV Optically (LIF) Swashhydrodynamics
Lara et al.(2006) 0.05 Deformable,Rough, permeable 19mm39mm Wave paddle Regular waves LDV Wave gauges Surf zonehydrodynamicsBeach profileevolution
Table 11 Laboratory studies carried out to investigate the swash hydrodynamics
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Authors Slope(tan β ) Slope types
Sed.
Size
(D50)
Wave
generation
method
Waves type
Velocity
Meas.
Method
Water Depth
Meas. Method Researched Areas
Pedrozo-Acuñaet al. (2006) 0.125 Deformable,Rough, permeable 21mm Wave paddle Irregular waves - - Sediment transportBeach profileevolutionWilliams et al.(2012)Bardex I 0.125 Deformable,Rough, permeable 11mm Wave paddle Irregular andRegular waves ADV Pressuresensors
SwashhydrodynamicsSediment transportBeach profileevolutionG. Pedersen etal. (2013) 0.175 Non-deformable,Smooth,impermeable - Wave paddle Solitary waves PIV Optically Boundary layerevolutionC. Lin et al.(2014) 0.1 Non-deformable,Smooth,impermeable - Wave paddle Solitary waves PIV Optically Boundary layerevolutionMasselink et al.(2016)Bardex II 0.067 Deformable,Rough, permeable 0.51mm Wave paddle Irregular andRegular waves ADV Pressuresensors
SwashhydrodynamicsSediment transportBeach profileevolution
cont. Table 11 Laboratory studies carried out to investigate the swash hydrodynamics
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Few studies have reported swash measurements on permeable beaches (e.g., Pedrozo-Acuña etal., 2006; Williams et al., 2012; Masselink et al., 2016). In order to investigate exclusively theinfluence of beach roughness and hydraulic conductivity on swash hydrodynamics, sedimenttransport has to be avoided, hence a non-deformable permeable slope has to be used. To theauthor’s knowledge, only one laboratory study (Kikkert et al., 2012, 2013) and two numericalstudies (Masselink and Li, 2001; Pintado-Patiño et al., 2015) have investigated the influence ofhydraulic conductivity on swash hydrodynamics using non-deformable slopes. However, onlyKikkert et al. (2012, 2013) and Pintado-Patiño et al. (2015) have investigated the effects ofhydraulic conductivity on the boundary layer dynamics, and hence on the bed shear stressesand drag coefficients.Masselink and Li (2001) used a NLSW numerical model to investigate the uprush and backwashasymmetry induced by infiltration in a series of regular waves on plane slopes with differentpermeabilities. However, they did not investigate the near bed velocity profile distributions in aswash event. In their study, they observed that the majority of the infiltration loss occurs duringthe wave uprush, which reduced the backwash flow depths and velocities, and its duration.By constructing permeable and impermeable slopes with identical roughnesses, Kikkert et al.(2012, 2013) analysed the effect of roughness and hydraulic conductivity independently on theboundary layer and swash hydrodynamics. A solitary wave was produced by the collapse of adam-break, which was repeated 50 times in order to obtain ensemble-averaged flow velocities.The swash depth and flow velocities were measured using Laser-induced fluorescence (LIF) andParticle Image Velocimetry (PIV), respectively. Both roughness and hydraulic conductivity wereshown to decrease the maximum run-up and the backwash velocities. However, roughnessappeared to cause thickening of boundary layer, while infiltration into the permeable beachcaused a slight thinning of boundary layer. The bed shear stress and drag coefficients (alsoknown as friction factors) were observed to be enhanced by the hydraulic conductivity of thebeaches compared to their impermeable counterparts.Pintado-Patiño et al. (2015) reported the effects of infiltration and exfiltration in the swash zoneboundary layer dynamics from a solitary wave using a 2D numerical model that solves theVolume-Averaged Reynolds-Averaged Navier-Stokes equations (VARANS) and validated theirmodel using Kikkert et al. (2012 and 2013) results. Their results showed that infiltrationthinned the boundary layer, enhancing the bed shear stress during the uprush phase.
Summary and ConclusionsAlthough significant advances have been made in the last 15 years in understanding the swashzone boundary layer dynamics during the uprush and backwash phases, very little work has
56
been done to investigate the influence of hydraulic conductivity. Furthermore, the only studiesinvestigating this were performed with solitary waves. No studies have been reported analysingthe influence of hydraulic conductivity on bed shear stresses and drag coefficients from periodicwaves, where the reduction of uprush and backwash flows due to infiltration play an importantrole in swash-swash interaction.
3.7 Aims and Objectives of the Present Study
A number of important research gaps have been identified from the preceding literature review.Based on these gaps, the specific aims of the project were established. These are given asfollows:
 Obtain reliable data from run-up tests over permeable and impermeable slopes
 Derive more accurate run-up formulae for breaking and non-breaking waves on smooth-impermeable slopes for both regular and irregular waves
 Investigate the effects of the following parameters on wave run-up and if considerednecessary include their influence in prediction formulae for breaking and non-breakingwaves:
o Hydraulic conductivity
o Surface Roughness
o High and low water table elevations
 Analyse the influence of hydraulic conductivity on:
o Breaking criteria, breaker type and breaking point location
o Uprush and backwash flow velocities, water depths, bed shear stresses,boundary layer thickness, drag coefficients, swash duration and swashasymmetries
o Water table over-heightTo achieve this aims, the thesis was divided into four topics: wave run-up, wave breakingprocesses, water table over-height, and swash hydrodynamics. The research data for each ofthese topics was obtained from two main sources: wave flume laboratory experiments and CFDnumerical simulations. These are described in Chapters 4 and 5, respectively, and the obtaineddata are analysed in Chapter 6. Table 12 summarises each of these topics, the tests performed ofeach topic and their objectives.
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# Topic Setup Source Parameters Objectives
1 Wave Run-up
Smooth-
impermeable
slopes
- 2D wave flume
laboratory
experiments
- wave run-up
- water level changes
- Obtain run-up data from breaking and non-breaking waves on impermeable
slopes to derive new run-up prediction formulae
- Use run–up data to validate model
- 2D CFD
numerical
simulations
- wave run-up
- water level changes
- Set up a numerical model capable of simulating run-up on impermeable
slopes
- Validate the model with the experimental data
- Obtain additional run-up data from steeper slopes and from irregular waves
Permeable slopes
- 2D wave flume
laboratory
experiments
- wave run-up
- water level changes
-Obtain run-up data from breaking and non-breaking waves on permeable
slopes with different known hydraulic conductivities
- Use run-up data to validate model
-Constant head
tests -hydraulic conductivity
- Measure the hydraulic conductivity of the permeable slopes using a
permeameter
- 2D CFD
numerical
simulations
- wave run-up
- water table elevations
- Set up a numerical model capable of simulating flow through porous
structures, and thus, capable of simulating run-up on permeable slopes
- Validate the model with the experimental run-up data
Rough-
impermeable
slopes
- 2D wave flume
laboratory
experiments
- wave run-up
- water level changes
- Obtain run-up data from impermeable slopes but with the same surface
roughness as the permeable slopes
Permeable slopes
with varying
water table
elevations
- 2D wave flume
laboratory
experiments
- wave run-up
- water level changes
- Obtain run-up data on different permeable beaches with high and low
water table elevations
Table 12 Topics, methods and objectives to achieve the aims of the project (continues in the next page)
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# Topic Setup Method Parameters Objectives
2
Wave
Breaking
Processes
Permeable
slopes
- 2D laboratory
experiments
- wave breaking
sequence
- Record the breaking sequence all the tests performed on permeable slopes
- Classify the breaker type of each test
- Identify the location of the breaking point from video images
- Compare the prediction of previous breaking criteria against the
experimental observations
3 Water tableOver-height
Permeable
slopes
- 2D laboratory
experiments
- wave run-up
- water table elevation
- Measure water table profiles inside the permeable beaches with different
hydraulic conductivities
- Estimate the maximum wave-induced water table over-heights
4 Swash hydro-dynamics
Impermeable
Slope
- 2D laboratory
experiments
- swash flow velocities
-swash depths
- Measure swash depth and swash flow velocities
- Derive the ensemble-average velocity profiles
- Estimate bed shear stresses and friction factors
- Use data to validate model
- 2D CFD numerical
simulations
- swash flow velocities
-swash depths
- Validate the model with experimental data
- Obtain flow velocity and swash depth data at different locations in the slope
- Derive the ensemble-average velocity profiles and estimate their
corresponding bed shear stresses and friction factors
- Analyse swash duration and estimate swash asymmetries
- Analyse the evolution of the velocity profiles in a swash event at different
locations in the slope
Permeable
Slope
- 2D laboratory
experiments
- swash flow velocities
-swash depths
- Measure swash depth and swash flow velocities
- Derive the ensemble-average velocity profiles
- Estimate bed shear stresses and friction factors
- Use data to validate model
- 2D CFD numerical
simulations
- swash flow velocities
-swash depths
- Validate the model with experimental data
- Obtain flow velocity and swash depth data at different locations in the slope
to derive the ensemble-average velocity profiles and estimate their
corresponding bed shear stresses and friction factors
- Analyse the evolution of the velocity profiles in a swash event at different
locations in the slope
- Investigate the influence of hydraulic conductivity on the swash
hydrodynamics and bed shear stresses
cont. Table 12 Topics, methods and objectives to achieve the aims of the project
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4 Wave Run-up Laboratory ExperimentsThe laboratory experiments are an essential part of this study as they provided most of thedata required for the analysis and were necessary to validate the numerical simulations. Intotal, 6 different wave run-up experiments were carried out on either smooth-impermeable, rough-impermeable or rough-permeable slopes. Each of these experimentshad different objectives and are described in Table 13. This table shows the differentvariables, wave flume, number of setups and tests performed, as well as the parametersmeasured and the instrumentation used to record these parameters. In total, 43 differentexperimental setups were used and 982 tests were performed.This chapter starts with a brief description of the two wave flumes used in Section 4.1,followed by a description of the instrumentation used to record the different parametersshown in Table 13. Then, the experimental setup and test conditions in each experimentsare detailed in Section 4.4. The complete data sets of results from all the experiments usedin the analysis are shown Appendix D. Finally, in Section 4.5 describes the data acquisitionand post-processing procedures performed to obtain the data measured in theexperiments.
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# EXPERIMENT DESCRIPTION VARIABLES WAVE FLUME USED PARAMETERSMEASURED
INSTRUMENTATION
USED
NUMBER
OF SETUPS
NUMBER
OF TESTS
1 Preliminary wave run-upexperiments
Effect of hydraulic
cond. and
roughness on wave
run-up
- 1 slope roughness
- 4 slope hydraulic cond.
- 4 slope angles
- 1 water depth
- 20 regular wave conditions
- 20m long flume - wave run-up- free surface elevation
- video cameras
- wave gauges 16 320
2 Wave run-up tests onrough-permeable slopes
Effect of hydraulic
cond. on wave run-
up and wave-
induced water table
over-height
- 4 slope hydraulic cond.
- 3 slope angles
- 1 water depth
- 25 regular wave conditions
- 13.7m long flume
- wave run-up
- water table elevations
- free surface elevation
- breaking point location
- video cameras
- wave gauges
- digital pressure
transducers
12 300
3 Wave run-up on smooth-impermeable slopes
Breaking and non-
breaking waves on,
flat, plane,
impermeable slopes
- 1 smooth surface
- 5 slope angles
- 2 water depths
- 25 regular wave conditions
- 20m long flume
- 13.7m long flume
- wave run-up
- free surface elevation
- video cameras
- wave gauges 5 160
4 Wave run-up on rough-impermeable slopes
Effect of surface
roughness on wave
run-up
- 4 surface roughnesses
- 1 slope angle
- 1 water depth
- 25 regular wave conditions
- 13.7m long flume - wave run-up- free surface elevation
- video cameras
- wave gauges 4 100
5
Wave run-up on rough-
permeable slopes with
varying water table
elevations
Effect of beach
groundwater levels
on wave run-up
- 2 slope hydraulic cond.
- 2 water table elevations
- 1 slope angle
- 1 water depth
- 25 regular wave conditions
- 13.7m long flume
- wave run-up
- free surface elevation
- flow rates
- video cameras
- wave gauges 4 100
6
Swash flow depths and
velocity measurements on
smooth-impermeable and
rough-permeable slopes
Effect of slope
hydraulic cond. and
roughness on swash
hydrodynamics
- 2 slope surfaces
- 1 slope angle
- 1 water depth
- 1 regular wave condition
- 13.7m long flume - swash flow depths- swash flow velocities
- Laser Doppler
Velocimetry
- video cameras
- wave gauges
2 2
TOTAL 43 982
Table 13 Summary of laboratory experiments
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4.1 Experimental Facilities
Wave FlumesThe wave run-up experiments of this project were conducted in two wave-currents flumeslocated at UCL. The first of these flumes is located in the Mechanical EngineeringDepartment and has dimensions of 20m long, 1.2m width, and 1m height, while the secondflume is located in the Fluids laboratory of the Civil, Environmental and GeomaticEngineering Department. This flume is 13.7m long, 0.45m wide and 0.75m high. The sideand bottom walls of both flumes are constructed with clear transparent glass plates. Bothflumes are equipped with two wave paddles located at each end of the flume allowingwaves to be generated at one end and absorbed at the other end.
Figure 13 Sketch of 20m flume located at the Mechanical Engineering Department
(Edinburgh Designs Ltd, 2010)
Wave PaddlesThe wave paddles in the flumes are piston type wave makers, capable of generatingshallow water waves, which are ideal for analysing near-shore processes (Figure 15 andFigure 16). Their flat surface displacement technique (back and forth movement)generates waves where the horizontal water particle motion is almost constant at alldepths. This type of paddle differs from flap type paddles, as the latter typically are used toproduce deep water waves, where the orbital particle motion decays with depth (Figure14).
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Figure 14 Flap and piston type wave paddles (adapted from Edinburgh Designs Ltd, 2010)The piston type wave paddles were designed by Edinburgh Designs Ltd and consist of twointerconnected shapes that rotate relative to each other (Figure 15). The combination ofthese two rotations produces a piston motion with a vertical front face, which prevents aback wave to form when the shapes rotate (shown in Figure 14).
Figure 15 Sketch illustrating how the piston motion is achieved by the Edinburgh Designs
Ltd wave paddlesThe wave generator paddles in both flumes are capable of acting as wave generators and
active wave absorbers at the same time. This is useful to reduce the waves reflected fromthe beaches that reach the wave generator, preventing them being re-reflected into theflume, an thereby allowing tests to run for longer periods of time without the build up ofspurious waves.
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Figure 16 Piston wave paddle in the 13.4m wave flume
4.2 InstrumentationSix main parameters were measured during the tests presented in this research: waverun-up, free surface elevations, breaking point location, swash flow depths, swash flowvelocities and water table elevations.Four different instruments were used to measure these parameters. The free surfaceelevations were measured using resistance wave gauges, while digital pressure transducerswere used to measure the water table elevations inside the permeable slopes. A Laser
Doppler Velocimeter (LDV) system was used to measure the swash flow velocities andfinally, wave run-up, the breaking point location and swash flow depths were measuredusing commercial digital video cameras. These instruments are described below, while thesetup of these instrumentation is described in Section 4.4.
Resistance Wave GaugesThe free surface changes in the run-up experiments #1 to #5 shown in Table 13 weremeasured using resistance wave gauges. This type of wave gauge consists of two parallelwires separated by a fixed distance, which are aligned perpendicular to the direction of thewave travel. A high frequency voltage passes through the wires and the conductancebetween the wires is recorded. This conductance is proportional to the length of wirebeneath the water surface and the conductivity of the water. This way, the changes in freesurface elevations are recorded as changes in conductance.
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Figure 17 Resistance Wave Gauges
The voltage output of the wave gauges was analysed through a wave monitor (WMPSU1)and a corresponding varying voltage signal fed to a data translation board, DT 9800-BNC(Figure 18). This data acquisition board has a voltage input range of -10 to +10 Volts andwas connected to a computer. The QuickDAQ 2014 software was used to visualise andrecord the output signals of the wave gauges in the computer.
Figure 18 Wave monitor and data translation board used
Calibration of wave gauges. A static calibration was carried out at the beginning of eachtest to provide a calibration between the voltage outputs from the wave gauges and thedepth of immersion of the probes in water. The voltage output from the resistance wavegauges have a linear relationship to the free surface elevation in metres, so thecalibrations were performed by raising and lowering the wave gauges (vertically) atknown distances. In this case, the known distance was 1cm, which is the distance betweenthe holes observed on the rods holding the wave gauges in Figure 17.
data translationboard
wave monitor
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To perform the calibration, the outputs of seven heights from each wave gauge wererecorded for 20 seconds: -3, -2, -1, 0, +1, +2 and +3cm (relative to the SWL). The averagesof the recorded outputs of each wave gauge at each height were plotted against theircorresponding elevations in metres. Finally, conversion equations for each wave gaugewere obtained by performing least-squares linear regressions in each graph. Figure 19shows an example of a calibration graph where the x-axis represent the voltage readingsand the y-axis the free surface elevation. This calibration procedure was performed for allthe run-up experiments presented in this study.
Figure 19 Example of calibration chart for resistance wave gauges
Digital Video CamerasSeveral measuring techniques can be used to record measurements of the swashhydrodynamics such as wave run-up and swash flow depths. Some of the most commonones are resistance wire gauges, analogue camcorder and geographical informationsystems (GIS) technology (e.g. Foote and Horn, 1999; Larson and Sunamura, 1982).However, in recent years, digital video recording has become a popular and acceptedmethod for taking measurements of the swash hydrodynamics. This technique was chosenin this project to measure wave run-up, swash flow depths and to record the breakingsequence of the run-up tests.Three different commercial video cameras were used at the different stages of the testprogramme. These cameras (shown in Figure 20 and described in Table 14) are part of thelaboratory equipment pool and were used depending on their availability.
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Figure 20 Video cameras used for run-up and swash flow depths measurements
Video Camera SpecificationsCanon PowerShot S3 IS 1920 x 1080 pixels65x zoom lensSanyo Xacti FH1 448 x 336 pixels16x zoom lensOlympus SP-610UZ 1280 x 720 pixels22x zoom lens
Table 14 Specifications of video camerasThe methods used to measure wave run-up, the breaking point location and swash flowdepths using video recordings are discussed below.
Wave Run-up Measurements. The advantages of using digital video imaging of the two-dimensional, cross-shore water surface over conventional analogue video techniques werereviewed by Foote and Horn (2002). Some of these include the removal of the post-capture analogue digital conversion stage and an improved image quality.Van Broekhoven (2011) and Schimmels et al. (2012) showed comparisons between waverun-up measurements taken with an overhead video camera and with wire gauges placedalong the slope for the same set of wave flume experiments. In both studies, themeasurements recorded with the video cameras showed higher run-up values than thosemeasured using the gauges. In Schimmels et al (2012) study, the run-up values recordedwith the cameras were are 20-35% larger than those recorded with gauges.The underestimation of the wire gauges might be because the wire gauges require acertain amount of water around the wire to give a good signal. Moreover, the wire itselfwas placed above the bed surface, so when the uprush water layer became very thin, therun-up gauge could not record a good signal. As a consequence, the wave run-up value wasunderestimated. An alternative would be to embed the wire gauges into the slope insteadof placing it above the slope as performed by Van Broekhoven (2011) and Schimmels et al(2012). However, in small scale experiments, the uprush and backwash water layers aretoo thin for a wire gauge to record a good signal. As all the tests performed in this studywere small-scale, it was decided to measure wave run-up using digital video cameras.
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The video technique used in this study to extract the wave run-up values from therecorded videos is the time-stack method. This method has been previously used in fieldstudies (e.g. Holland and Puleo, 2001; Vousdoukas et al., 2012) and in laboratoryexperiments (e.g. Schimmels et al., 2012). The post-processing procedure performed inthis study to create the time-stack images and to extract the run-up values is described inSection 4.5.1.Two camera view options were used in this study to record wave run-up: an overhead anda lateral view. For the overhead view, the video camera is set above the wave flume andthe uprush and backwash motions are recorded from on top of the slope. This overheadview, used by Van Broekhoven (2011) and Schimmels et al (2012), has the advantage ofvisualising the entire swash edge across the width of the wave flume, which cansometimes follow an irregular shape. However, the swash edge might be difficult tovisualise from this view, so editing of the time-stack image might be necessary to enhancethe contrast.For the lateral view, the camera is set at one side of the flume and the swash motions arerecorded through the side glass walls of the flume. This view, used by Foote and Horn(2002), has the advantage of a clearer visualisation of the swash water surface.For the experiments carried out in the 20m wave flume, it was not possible to take videorecordings from the side of the flume as a concrete column of the laboratory is located justbeside the slope of the beaches. For this reason, the only option was to take themeasurements using an overhead camera held by a special metal support attached to thecross beams that held the slopes. In order to calibrate the images and extract the data fromthe recorded overhead videos, a grid was drawn on top of the slope and was used ascontrol markers (Figure 21).
Figure 21 View from the overhead camera showing the grid drawn as control markersFor the tests carried out in the 13.4m long wave flume, the lateral view was achieved bysetting the camera on a tripod at one side of the flume and recording the swash lens
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through the side walls (Figure 22a). Control markers were drawn on the side wall alongthe bed slope to calibrate and extract the data from the videos. For clearer visualisationand higher contrast of the water surface, 0.2cm thick white opaque plastic sheets wereplaced in the background (behind the opposite side wall of the flume). These plastic sheetswere illuminated using a series of 30Watt strip lights (Figure 22c, d).
Figure 22 Images showing the lateral video camera, white opaque panels and control
markings drawn on the side glass walls of the flumeThis same technique of recording the swash motions from one side of the flume was alsoused to record the sequence of the wave breaking in run-up tests performed in experiment#2 listed in Table 13, as well as to measure the swash depth flows in experiment #6.
Wave Breaking Observations. Video recordings showing waves breaking from one sideof the flume were used to assess how the hydraulic conductivity of the slope affects thebreaking point location, as well as their breaker types and the breaking criterion. To
a) b)
c)
d)
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analyse these parameters, images were extracted at regular intervals from the side videorecordings of the breaking process of a single wave from each test.
Swash Flow Depth Measurements. Experiment #6 listed in Table 13 involved themeasurement of swash flow velocities and swash flow depths. The flow depths weremeasured at the same location where the velocity measurements were taken. As the waveuprush and backwash water depths were very thin, it was not possible to introduce awave gauge to measure depth. Moreover, if a wave gauge were to be introduced, thevelocity measurements would have been affected. For this reason, it was decided to recordthe swash flow depths using the same method used to measure wave run-up by creatingtime-stack images from videos recorded from the side of the flume. This measuring andpost-processing procedure is described in Section 4.5.2.
Laser Doppler VelocimetryThe clear side glass walls of the 13.4m long wave flume allowed the swash flow velocitymeasurements to be recorded with a Laser Doppler Velocimetry (LDV) system. Thesemeasurements were part of experiment #6 listed in Table 13.The LDV system is a non-intrusive instrument as it measures flow velocities by focusinglaser beam lights at a point in the flow inside the flume, while the laser head remainsoutside the flume. This is one of the main advantages over other flow velocity measuringinstruments such as acoustic probes, pressure probes, or propeller metres. Anotheradvantage over other measuring techniques is the accuracy of its measurements, allowingdetailed measurements in the boundary layer. However, it also has some disadvantageswhen compared to other laser systems such as Particle Image Velocimetry (PIV). The LDVsystem can only take measurements at a single point, while the PIV system can producetwo-dimensional or even three-dimensional vector fields.
LDV Theory. LDV, also known as Laser Doppler Anemometer (LDA), is a laser-basedtechnique that detects the frequency shift of laser light that has been scattered by particlesmoving in the flow. The motion of the particles in the flow causes a frequency shift (calledDoppler frequency shift) in the scattered light relative to the incident light frequency. Inother words, the Doppler frequency shift is the difference between the frequency of theincident laser beams and the scattered light frequencies.The LDV system consists of a laser, an optical system, a photodetector, and a signalprocessor. The optical arrangement used by the LDV system is the dual-beam approach.This means that light produced by the laser is split into two beams by the optical systemand focused by a lens to a point in the flow. The point where the beams intersect is calledthe control volume or sampling volume of the velocity (Figure 23).
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Figure 23 Principle components of a dual-beam LDV systemThe intersection of the beams in the control volume creates a fixed pattern of equally-spaced straight fringes (Figure 24).
Figure 24 Flow particles passing through the control volume with fixed fringe spacingAs the particles in the flow move through the fringes of the control volume, they illuminateand scatter light, which is detected by the receiving optics and converted into an electricalsignal by the photodetector. This electrical signal has a frequency proportional to theparticle velocity. The signal processor then converts the variations in signal frequency intovoltages, which are then converted to digital form. A more detailed analysis of the LDVtheory can be found in Durst et al. (1981).The LDV system used in these experiments is an INNOVA 70C 5-Watt Argon-ion laser anda two-component TSI laser anemometer. This two-colour (blue and green) dual-beam LDVsystem allows independent measurements of the horizontal and vertical velocity
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components. Table 15 shows the properties of the laser beams used and the sizes of thecontrol volumes.
Laser
colour
Beam diameter (cm)
ࢊࢋష૛, x10-3
Wavelength (cm)
ࣅ࢒, x10-6
Fringe distance (cm)
ࢊࢌ, x10-6
Volume (cm3)
ࢂࡰ , x10-3Green 17 51.45 53 7.66Blue 68 48.80 50 7.26
Table 15 Laser beam properties and size of control volumesThe optical system was located outside the wave flume, with the laser beams passingthrough the glass side wall, and the control volume being inside the flume. The scatteredlight collected by the photodetectors was recorded in backscatter mode, meaning thatboth the sending and receiving lenses, as well as the photodetector were located in thelaser head. Titanium (IV) dioxide was added to the water as seed particles to improve thedata burst rate. The collected signals were processed by the TSI IFA-650 signal processor,while a fibre optic cable was used to transfer the laser light beam to the laser head. Theseflexible and strong cables are capable of transmitting light over long distances with littlepower attenuation.The setup and location on the swash zone of the LDV measurements is described in detailin Section 4.4.6, while the derivation of the ensemble-averaged velocities is explained inSection 4.5.3.
Digital Pressure TransducersTo analyse how hydraulic conductivity and wave run-up influence the water table over-height in coastal barriers, six digital pressure transducers were used to measure pore-water pressures, in order to estimate the water table elevation inside the foams. Thesemeasurements were taken in experiment #2 listed in Table 13.The pressure transducers used in these tests were 40PC Series Honeywell, Vented Gauge(Figure 25). The power of each pressure transducer was supplied by a Tracopowertransformers (10w, 1 output, embedded switch mode power supply). Each transformersupplied a voltage of 5V to each pressure transducer (Figure 26). The voltage output of theminiature pressure transducers ranges between 0.5 and 4.5 Volts and was fed directly tothe same data translation board (DT 9800-BNC) used for the wave gauges (Figure 18) andconnected to the computer. Once again, the QuickDAQ 2014 software was used to displaythe voltage outputs in real time.
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Figure 25 40PC Series Honeywell pressure transducer and their power supplier used
Figure 26 Transformers used to supply power to the pressure transducersAs these pressure transducers and power transformers are not waterproof, they werefitted over a matrix board and placed inside individual sealed plastic boxes located outsidethe wave flume to prevent any water from damaging them (Figure 27 and Figure 28). Eachpressure transducer was then connected with silicone tubes (2mm internal diameter) tovertical metallic needles (1.7mm internal diameters) inserted inside the permeablebeaches. This technique allowed to be taken measurements on the open head or tip of theneedles. Similar techniques using needle tip pressure transducers are commonly used formedical purposes to measure internal body pressures. The setup of these connections, thedescription of the silicone tubes and vertical metallic needles, as well as their locations areshown in detail in Section 4.4.2.
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Figure 27 Installation of transformers and pressure transducers over the matrix board and
inside the boxes
Figure 28 Boxes with the 6 pressure transducers and power suppliers
Calibration of Pressure Transducers. In hydrostatic conditions, the voltage output givenby the pressure transducers has a linear relationship with the water table elevation. Thisis because the pressure is only affected by the weight of the water. Therefore, if the watertable elevation is known, a static calibration can be performed to convert the voltageoutput into water table elevations.The calibration procedure carried out at the beginning of each test to convert the outputsof the pressure transducers into metres was very similar to the one performed to convertthe voltage outputs from the wave gauges into metres. However, instead of raising and
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lowering the wave gauges at known heights, this time the water table elevations wereraised and lowered by changing the water depths along the flume. In total, the outputs ofseven water table elevations were recorded for 20 seconds: -3, -2, -1, 0, +1, +2 and +3cmrelative to the SWL. The averages of the outputs of each at each water table elevation wereplotted against their corresponding elevations in metres. Finally, least-squares linearregressions were performed to obtain conversion equations for each pressure transducer.As mentioned, these measurements are valid for hydrostatic water levels. However, therun-up tests are not hydrostatic. Therefore, the reduce the hydrodynamic effects, the headof the needles was located high above the bed. This is explained in detail in Section 4.3.2.
4.3 Laboratory and Scale EffectsPhysical modelling and small-scale laboratory experiments can offer several advantagesover prototype tests such as: easier data collection at reduced costs, controlled conditionsand visual feedback. However, laboratory and scale effects can significantly affect theresults obtained in small-scale experiments.
Scale EffectsThe scale effects are the differences between prototype and model response that arisefrom the inability to simulate all relevant forces in the model. Wave motion is mainly agravitational phenomenon. For this reason, most wave models scale the wave parametersand beach/coastal structure dimensions following the Froude scaling criterion. This statesthat the Froude number, Fr=u/(gL)^0.5, should be the same in the model and prototype,where u is a characteristic velocity, g is the gravitational acceleration and L is acharacteristic length. Such models should not be distorted, and should be scaled downlinearly (commonly known as the geometrical scale). The waves generated in the testspresented in this thesis were not site-specific so were not scaled down from a particularprototype beach. They were generic in purpose as the wave conditions and beach slopesused in these tests were carefully selected with the aim of having a wide range of breakingand non-breaking waves at the beach. Nevertheless, they could be scaled up to a prototypebeach following the geometrical scale.Most two-dimensional model studies involving beaches are carried out to studyonshore/offshore sediment transport under the effects of waves or currents. Sediment canbe moved along the bed (bedload), as suspended load, or by a combination of both.Therefore, an ideal movable-bed model should be able to maintain similitude for thesesediment transport processes. However, if the sediment is scaled geometrically, the modelsediment will result in diameters typical of clay. This can introduce a new set of problemsas the non-cohesive prototype sediments may be scaled in the model to cohesive
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sediments (grain diameter < 0.08mm) and the model would not be a dynamicrepresentation of the prototype (Hughes, 1993). For this reason, to meet the some of thesediment transport similitude criteria, swash zone models generally opt to use sedimentwith different grain size diameter and different density than the prototype sediment. Thistechnique as well as other commonly used techniques for scaling sediment transport inmovable beds are discussed in detail by Hughes (1993). However, the tests presented inthis project were carried out using fixed beds, so the sediment transport scaling effectswere not a concern.Model tests carried out on fixed permeable beds are common for modelling coastalstructures such as rubble-mound breakwaters. One of the most important scale effectsthat can occur in models of permeable structures is the viscous forces associated with theporous flow through the structure. At prototype size, the flow within the rubble-moundwill generally be fully turbulent (high Reynolds numbers), where the predominant forcesare gravity and inertia. A significant scale effect can arise if the flow regime within theporous media is different in the model to that in the prototype structure, as this can lead toa wrong representation of the hydraulic resistance due to the effect of surface tension andviscosity. For this reason, models of rubble-mound structure must have turbulent flowthroughout their porous materials.However, geometric scaling of the porous material will result in less permeable materialswhich may lead to laminar flows (low Reynolds numbers) where the predominant forcesare gravity and viscosity. Geometrically scaled porous materials can also result in adecrease in the wave transmission through the porous structure and can influence wavereflection. To overcome such problems, some studies (e.g. Jensen and Klinting, 1983;Burcharth et al. 1999) have proposed “distorted scaling methods” applied to determinethe diameter of the granular material in the model and avoid viscous scale effects. Thesemethods generally yield coarser materials in the model resulting in porous structures withlarge hydraulic conductivities.The main aim of the tests carried out on fixed permeable beds was to investigate theinfluence of hydraulic conductivity on coarse sand to medium gravel beaches, wherehydraulic conductivity plays an important role on the swash zone processes. Therefore,the hydraulic conductivities of the porous materials used in this project were within thetypical range of these type of beaches. For this reason, it was decided not to apply any typeof distorted scaling method to the permeable materials.
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Laboratory EffectsThe laboratory effects are the differences between prototype and model response thatarise from limitations of the laboratory facilities. One of the most significant laboratoryeffects in a wave flume is that the hydrodynamics are constrained in two-dimensions,which do not occur in nature. However, this constraint was one of the main reasons therun-up tests from the present study were carried out in two-dimensional wave flumes,where the influence of the angle of wave attack can be neglected.Another laboratory effect in a 2D flume are the re-reflected waves from the wavegenerator. In nature, the reflected waves from the slope can continue out into the ocean,whereas in a wave flume, these can be re-reflected back towards the beach. To deal thisproblem, the wave generators used in the experiments implement an active waveabsorption technique to detect and absorb unwanted wave energy (discussed earlier inSection 4.1.2).Two additional laboratory effects were identified for the measurements obtained usingthe video cameras. Both of these laboratory effects were caused by the side glass walls.The first of these effects occurred when measurements of swash depths were taken fromthe side of the flume through the glass walls. These measurements can be affected by thesurface tension of the water when in contact to the side glass wall as surface tension canslightly increase the location of the water surface. Therefore, the measurements using thistechnique can show slightly larger values than measurements taken using othertechniques.The second of the laboratory effects caused by the side walls was how the walls affectedthe propagation of the swash flows, in particular for the uprush motion. When run-upmeasurements were taken from on-top of the slope, it was seen that in most cases, thewave uprush reached the maximum run-up values at the centre of the slope. However, insome cases, the maximum run-up was seen to occur at near the side walls and not in thecentre of the slope. In all cases, the run-up values extracted from the top-view camerawere taken at the locations where the maximum run-up was seen. This problem wasavoided when the run-up measurements were recorded from one side of the flume, as itwas possible to detect the maximum wave run-up, no matter if this occurred at the centreof the slope or near the side walls.
4.4 Experimental Setup and Test ConditionsThis section describes the experimental setup and test conditions used for each of the sixexperiments listed in Table 13.
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Preliminary Wave Run-up ExperimentsA series of preliminary tests were carried out in the 20m long wave flume described inSection 4.1. The main aim of these tests was to quantify the influence of hydraulicconductivity on wave run-up from breaking and non-breaking waves. To achieve this,wave run-up tests were performed on rough-permeable slopes with different hydraulicconductivities but with the same surface roughness.As mentioned in the literature review, most wave run-up experiments on permeablebeaches have been carried out using beaches made up of coarse sands, gravel or othertypes of loose sediments. Most of these experiments have been aimed at measuring thebeach profile evolution and sediment transport. However, if the beach face is deformed bywaves breaking at the slope, its shape and angle will change and consequently the waverun-up will not be constant throughout the tests, even for regular waves. To get morereliable and constant wave run-up values throughout each test, a completely plane, non-deformable permeable beach face was adopted, similar to that shown by Kikkert et al.(2013).Several materials were investigated and tested to construct the non-deformablepermeable beaches for the run-up tests. An extensive search was done to find a bondingmaterial that could bond sediment strongly without affecting its hydraulic conductivity.The analysis of these materials is described in Appendix B. From all the bonding materialstested, only Elastocoast was found to bond the aggregates strongly without affecting theirpermeability. Elastocoast is a bonding system used for coastal protection structures(mainly revetments) which works on the basis of mixing two polyurethane components(isocyanate and polyol).These tests were planned to be carried out in the 20m long, 1.2m wide wave flume, whichis in heavy demand by other students and researchers. Consequently, it was only possibleto get access to the wave flume for short periods of time. Constructing the beach out ofsediment mixed with Elastocoast and setting it up inside the wave flume would require aconsiderate amount of time. Furthermore, one of the objectives of the experiment was tocarry out run-up tests on different slope angles and on beaches with differentpermeabilities. This objective would have been tough to achieve if the Elastocoast-sediment mix beach option was chosen. For these reasons, a different alternative materialwas considered: reticulated open-cell foams.Reticulated open-cell foams are porous and permeable foams that have a homogeneouscellular structure. They are classified depending on their cell size, or their ‘pores per inch’
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(PPI), commonly ranging from 10 to 100PPI. Figure 29 shows close up pictures of threefoams with different PPI values.
Figure 29 Example of reticulated open-cell foams with different PPI (scale in cm)Constructing the permeable slopes using reticulated open-cell foams has severaladvantages over other materials such as:
 Flat and non-deformable: by avoiding beach profile evolution, it is possible to focusonly on the swash hydrodynamics
 Easy and quick setup and removal: it is possible install each permeable beach insidethe flume in considerably less time than if a sediment beach was constructed andthere is no necessity to rebuild the beach face slope after each test
 Easy to change the slope angle: this allows the generation of a wider range ofbreaking and non-breaking waves at the slope
 Clean: no sediment goes into the pipes and pumps of the wave flume, and there isno necessity to clean the flume bed after each test.
 Homogeneous porosity throughout the entire structure: no problems with sedimentcompaction (generally present when using sands) which can affect the porosityand hydraulic conductivity of the material
 More tests in less time and repeatability of tests: all of the previous advantagesallow more tests to be performed, with less time lost between tests
 Does not scratch the glass walls of the flume: as the foams are soft and flexible, thereis no risk of scratching the glass walls of the flume. In contrast, gravel or anycoarse material can scratch the glass walls, which could affect future experimentsinvolving laser systems or video cameras.As the aim of the tests was to analyse and include the influence of hydraulic conductivityon run-up formulae, it was necessary to know the hydraulic conductivity, K, of thereticulated open-cell foams. However, companies do not publish this information. Hence,
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constant head tests were performed with the aim of estimating the K values of foams withdifferent PPI values. Additional constant head tests were carried out for a range ofdifferent grain sediments (varying from coarse sands to medium gravels) to compare their
K values with those of the foams. These results are shown in Appendix A, where the theoryof the constant head tests is described as well as the procedure carried out to obtain the Kmeasurements in these tests.
Experimental Setup. Four different types of slope were constructed in theseexperiments: a rough-impermeable beach, and three rough-permeable beaches. To isolatethe influence of surface roughness on wave run-up, the slope roughness remainedconstant in all four types of slope. This was achieved by placing four 2m long x 1.2m widex 1.5mm thick perforated stainless steel plates (15mm pitch and 10mm hole) on top of theall the slopes (Figure 30).
Figure 30 Perforated stainless steel plates with 15mm pitches and 10mm holesFigure 34 shows the experimental setup for tests performed with a flat, rough-impermeable slope mounted at one end of the flume. The rough-impermeable slope wasbuilt by placing the perforated plates shown in Figure 30 on top of an impermeable slope.The impermeable slope was built by inserting 2m wide X 1.2m long smooth stainless steelplates into suspended stainless steel frames inside the wave flume. These suspendedframes are held by threaded rods (two at the bottom and two at the top of each frame)which are supported by metal beams that cross the width of the flume. Once theimpermeable slope was built, the perforated plates were fixed on top. This procedure issketched in Figure 31 and pictures of the rough-impermeable slope are shown in Figure32.
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Figure 31 Installation of perforated plates on top of impermeable plates and steel frames
Figure 32 Pictures of rough-impermeable slope using the perforated platesThe threaded rods allowed the heights of the frames to be adjusted, this was used tochange the angles of the slope. An inclinometer was used to measure the angle of the slope,while a level was used to make sure both sides of the plates were at the same height.The rough-permeable structures were mounted at the same location in the flume as therough-impermeable slope (Figure 35). The perforated stainless steel plates were alsoplaced on top of the permeable beaches, but this time the impermeable panels wereremoved and the perforated plates were inserted directly into the suspended steel frames,shown in Figure 33.Due to budget constraints, it was not possible to construct the entire permeable beaches ofreticulated open-cell foam. Instead, only the beach face was of reticulated open-cell foam.Therefore, the permeable beaches consisted of a rectangular reticulated open-cell foamblock placed directly below the perforated plates and steel frames. These blocks had
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dimensions of 2m long, 1.2m wide and 0.4m thick. Each block had to be cut to fit the steelframe and to ensure that the foam lay directly below the perforated plates.To support the foam block and ensure that the beds remained permeable across the beach,the rest of the beach was packed with hessian sacks filled with Expanded Polystyrenebeads (EPS). The hydraulic conductivity of the hessian sacks with EPS beads(K=0.126m/s) was also estimated in the constant head tests described in Appendix A. Thisbeach configuration was designed so that the main parameter affecting the wave run-upwas the hydraulic conductivity of the foam and to ensure that the bed remainedcompletely permeable across the swash zone. The angle of the slopes was changed thesame way as with the rough-impermeable slopes. This experimental setup is shown inFigure 35.
Figure 33 Rough-permeable slope with block of foam placed below the perforated plates
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Figure 34 Experimental setup of rough-impermeable slopes using the perforated plates
Figure 35 Experimental setup of the rough-permeable slopes using the reticulated open-cell foam blocks
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Test conditions. Four different types of slope were tested in these experiments: a rough-impermeable and three rough-permeable slopes with hydraulic conductivities of: 0.0311,0.105, and 0.401 m/s. These values were similar to the hydraulic conductivities estimatedfrom gravel soils (Appendix A). To obtain data from breaking and non-breaking waves,each type of slope was adjusted to four different angles: 9°, 11°, 13°, and 15°. According toMcLean and Kirk (1969), these slope angles are typical for coarse sand and small gravelbeaches. A constant water depth of 400mm was used in all the tests and 20 differentregular wave conditions were generated for each slope, combining five wave heights (0.06,0.08, 0.1, 0.12 and 0.14m) and four wave periods (1, 1.43, 2, and 3.33s). In total, 320 testswere carried out.
Discussion. These preliminary tests were undertaken to design non-deformablepermeable beaches that could be made within the experimental budget and on time. Oneof the objectives of these tests was to investigate the influence of hydraulic conductivity onrun-up. This was achieved thanks to the design of the experimental setup that isolated theinfluence of surface roughness and allowed the inclination of the slopes to be changed in ashort period of time.However, two main factors might have affected the results obtained from these tests. Thefirst one was the amount of open space and gaps that lay between the hessian bags. Thesegaps, which were between 10-40mm, significantly increased the hydraulic conductivity ofthe beaches, especially at the toe of the beach where it was difficult to pack andaccommodate the hessian bags close together. This had a detrimental effect on the analysiswhen trying to quantify the effect of a specific hydraulic conductivity on wave run-up.The second factor that affected the magnitude of the wave run-up over the permeablebeaches was the use of the perforated plates on top of the permeable materials. Theperforated plates were used to provide the same roughness on all the permeable slopes.However, they had 60% of open space (40% was impermeable) as shown in Figure 4.3,which meant that not all the water from the uprush and backwash motions reached thepermeable surface of the foams and hessian sacks.Both of these factors meant that the hydraulic conductivity of the slopes was differentfrom the uniform value measured in the constant head tests. As one of the main aims ofthis thesis is to derive run-up formulae which include hydraulic conductivity, the results ofthese permeable tests were not considered in the analysis shown in Chapter 6.Nevertheless, the results of these tests (published in Villarroel-Lamb et al., 2014) gave agood reference point on how hydraulic conductivity influences wave run-up. These testswere also useful in testing and choosing the correct wave conditions and slope angles forsubsequent tests on breaking and non-breaking waves at the slope. On the other hand, by
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carrying out tests over smooth-impermeable slopes (described in Section 4.4.3), it waspossible to analyse and quantify the influence of the surface roughness from theperforated plates on wave run-up.
Wave Run-up on Rough-Permeable SlopesAs the run-up measurements obtained from the preliminary experiments were not used inthe final analysis of this study, it was necessary to carry out more tests on permeableslopes to obtain the desired data. After performing the preliminary experiments, it wasdecided that the best option was to build completely homogeneous permeable beachesusing only the reticulated open-cell foams, without using neither the perforated steelplates nor the hessian sacks filled with EPS beads. This with the aim of having slopes withthe same hydraulic conductivities of those measured in the constant head tests.Furthermore, as the preliminary experiments provided few run-up data from non-breaking waves, the next set of tests also involved steeper slopes with the aim of obtainingmore data from non-breaking waves.For this reason, a second set of run-up tests on slopes with different hydraulicconductivities were carried out in a smaller wave flume where the entire beach could bebuilt using only foams. These second set of experiments had the aim of not onlyinvestigating the influence of hydraulic conductivity on maximum run-up, but also ofinvestigating how this parameter influences the water table over-height, the breakingprocesses and the swash hydrodynamics. Therefore, the main objective of these second setof experiments was to obtain reliable run-up data on different permeable slopes forbreaking and non-breaking waves.
Experimental Setup. These experiments were performed in the 13.4m wave flumedescribed in Section 4.1. Permeable beaches 4m long were installed in the flume with adistance of 8.25m between the piston wave paddle and the toe of the beach (Figure 36).Four different reticulated open-cell foam types were selected. These had cell sizes of 30,45, 60, and 80 PPI and hydraulic conductivities of 0.052, 0.086, 0.192, and 0.401 m/srespectively. These hydraulic conductivities (estimated in the constant head tests) aretypical for gravel beaches (McLean and Kirk, 1969). To generate a wide range of breakingand non-breaking waves, tests were carried out over three slope angles for each foam: 10°,20°, and 30°.The experimental setup was designed to simulate a coastal barrier dividing the ocean froma closed off lagoon system or beach aquifer. This setup is similar to the tests presented byHorn et al. (2007), Masselink and Turner (2012) and Turner et al. (2013).
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One of the advantages mentioned previously of using the reticulated open-cell foams is itseasy and quick setup and removal from the flume, as well as the ease to change the slopeangles of the structures. The foams can be cut in specific shapes by the supplier, and it iseasy to assemble and install them inside the flume.To construct the 10° slope structures, foam blocks of each PPI type with dimensions 2mlong x 0.70m high x 0.45m wide (same width as the wave flume) were bought (Figure 37).These blocks were cut into two pieces (pieces #1 and #2 in Figure 37), and arranged asshown below to build the 10° slope.Additional blocks with dimensions of 2m long x 0.35m high x 0.45m wide were bought toconstruct the 20° and 30° structures. These blocks were cut in half, again with an angle of10° between them (pieces #3 and #4). Figure 38 shows how the 20° and 30° slopes werebuilt, by placing pieces #3 and #4 on top of piece #1 of Figure 37.There was no necessity to add another piece of foam on top of piece #2 and behind pieces#3 and #4 as none of the run-ups tested overtopped the pieces #3 and #4 in Figure 38.Moreover, as the shoreline position with the 20° and 30° slopes moved seawards, thewater table inside the foams never reached an elevation higher than 0.32m at theintersection between pieces #1 and #2. This meant that the elevation of 0.35m betweenthese two pieces was more than enough to guarantee that the water table elevationremained inside the foams.As the foams tend to float when placed in water, Velcro hook and loop tapes were used tostick the foam pieces into the bottom of the flume and between them. This also preventedany movement or separation of the foam blocks during the tests. Two rows of Velcro hooktapes were glued onto the glass bed of the flume and onto the top of the foam pieces #1and #3, while two rows of Velcro loop tapes were glued onto the bottom of the pieces #1,#2, #3 and #4 in Figure 38 . The glue from the Velcro tapes was strong enough to be gluedonto the glass bed of the flume. However, it was not strong enough to be glued into thefoam blocks. For this reason, a synthetic resin in hydrocarbon blend (Evo-Stick) was usedto glue the Velcro tapes onto the foams. Although the neither the Velcro tapes nor thesynthetic resin are permeable, the strips of tape occupy only a small area in the surface ofthe foams, allowing water to go through between foams, without affecting the hydraulicconductivity of the slopes.
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Figure 36 Sketch of permeable slopes inside the 13.4m wave flume
Figure 37 Foam blocks used to build the 10 degrees slope
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Figure 38 Foam blocks used to build the 20 and 30 degrees slopes
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To record pore-water pressure measurements inside the foams, the 6 pressuretransducers installed outside the wave flume were connected to vertical metallic needlesinserted inside the permeable beaches. These connections (sketched in Figure 39) weremade using flexible silicone tubes with an internal diameter of 2mm. Each tube wasconnected to the top of each pressure transducer and plastic T-valves were added toremove all the bubbles of air trapped inside the tubes before the start of each test (seeFigure 27).The plastic tubes were introduced inside the flume through two orifices located in theglass bed of the flume. Two special adaptors, shown in Figure 40, were built to introducethe tubes to the flume, while at the same time preventing water leaking. Each adaptor hadcapacity to introduce three tubes. Once inside the flume, the plastic tubes were connectedto the vertical metallic needles. To prevent the foams from squeezing the tubes, a metallicconduit was built and glued to the bottom of the flume.In hydrostatic conditions the voltage output given by the pressure transducers has a linearrelationship with the water table elevation. However, in hydrodynamic conditions,changes in hydraulic potential with depth may not be linear with the pressuretransducer’s outputs (Horn, 2006). To reduce the hydrodynamic effects on the outputs, themeasurements were taken from a position high inside the foams, and not from the bed ofthe flume. These measurements were taken from the top opening of the vertical needles ata height of 0.24 from the bed of the flume. This height was selected to ensure that theopening of the needles was always below the variation of the free surface induced by thewaves. The vertical needles (internal diameter = 4.27mm) were supported by plasticround base structures, which were glued to the bed (Figure 41). The outlet of the needleswas located at one side of the bases; this was connected through the silicone tubes to thepressure transducers. The dimensions of the structures supporting the needles is shown inFigure 41.To make it easier to install the metallic needles into the foams and to locate the foam overthe metallic conduit and orifice adaptors, it was necessary to cut holes in the bottom of thefoams to avoid a gap between the foams and the bed. These cuts are shown in Figure 42.The main objective of these measurements was to estimate the wave-induced maximumwater table over-height from each test, which generally occurs near the beach face.Therefore, most of the measurements were taken at positions near the shoreline location.As the shoreline location moves seawards as the angle of the beach increases, the positionwhere the pore-water pressure measurements were taken changed depending on theangle of the beach tested (Figure 43). Some of these locations had to be adjusted due to the
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location of the orifice adaptors. The horizontal locations of the 6 metallic needles inside
the foams for the 10˚, 20˚ and 30˚ slopes is shown in Figure 43. 
Figure 39 Set up of the pressure transducers
Figure 40 Different views of the adaptors placed at the orifices
metallic conduit
90
Figure 41 Vertical metallic needles (0.24m height) and base mounting
Figure 42 Bottom face of foam beach showing holes cut
Test conditions. Twenty five regular wave conditions combining 5 wave heights (0.04,0.06, 0.08, 0.1, and 0.12m) and 5 wave periods (1, 1.43, 2, 2.86, and 3.33s) were generatedwith a constant water depth of 0.3m for every type of slope. Three different slopes were
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used (10˚, 20˚ and 30˚) and four different beach hydraulic conductivities (0.05, 0.086, 0.192 and 0.401m/s) giving a total of 300 tests. These combination of parametersproduced both breaking and non-breaking waves at the slope.
92Figure 43 Location of vertical metallic needles inside the foam for the 10˚, 20˚ and 30˚ slopes
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Wave Run-up on Smooth-Impermeable SlopesThe third set of run-up experiments were performed on smooth-impermeable slopes withthe objective of obtaining run-up data from a wide range of breaking and non-breakingwaves. Most of these data were obtained from tests performed in the 20m long flume.Nevertheless, as the tests performed on rough-permeable and rough-impermeable slopeswere carried out in the 13.4m long wave flume, for comparison reasons an additionalseries of tests were carried out on a smooth-impermeable slope in this same flume. Intotal, 105 regular wave tests were performed on smooth-impermeable slopes in bothwave flumes.
Tests performed in the 20m long wave flume
Experimental Setup. The first set of tests on smooth-impermeable slopes were carriedout in the 20m long flume. The construction and setup of these slopes is detailed in Section4.4.1, except it was made without the perforated plates on top.
Figure 44 Smooth-impermeable metal plates
Test conditions. These tests were carried out using the same four slope angles used in thepreliminary experiments: 7°, 9°, 11°, 13°, and 15°. Although this time a constant waterdepth of 0.3m was used for all the tests. Regular wave conditions were generated for eachof the four slopes by combining wave six heights (0.04, 0.06, 0.08, 0.1, .012 and 0.14m) andwave six periods (1, 1.43, 2, 2.5, 2.86 and 3.33 s). In total, 135 tests were carried out.
Tests performed in the 13.4m long wave flume
Experimental Setup. The second set of tests were performed in the 13.4m wave flume,
where a 10˚ smooth-impermeable slope was placed at the same location as the permeable beaches described in Section 4.4.2. This setup is shown in Figure 45 and sketched inFigure 46.
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The slope consisted of two impermeable panels secured on top of stainless steel frames.These frames were held by six supports placed in pairs at three different locations belowthe frames. Once the panels and frames were placed at the desired slope angle, the sides ofthe panels were glued with silicon for rigidity and to avoid water from the swash motionsleaving through the gaps between the walls and the slope. To allow the silicon to dryproperly, it was left for twenty-four hours before filling the flume with water to performthe tests.
Figure 45 Smooth-impermeable slope (10 degrees)
Test conditions. For consistency and ease of comparisons, the same incident 25 regularwave conditions and water depth generated for the rough-permeable slopes described in
Section 4.4.2 were generated on the 10˚ smooth-impermeable slope. 
95
Figure 46 Sketch of the impermeable slopes inside the 13.4m wave flume
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Wave Run-up on Rough-Impermeable SlopesThe aim of the fourth set of experiments was to investigate the influence of the different
surface roughnesses of the 4 reticulated open-cell foams on run-up. For this tests, the 10˚ impermeable slope described in Section 4.4.3 was faced with the same four reticulatedopen-cell materials used in the permeable tests of Section 4.4.2.
Experimental Setup. The rough-impermeable slopes were constructed by gluing 3mmthick reticulated open-cell foam sheets on top of the 10° smooth-impermeable slope.Several types of adhesives were tested for gluing the foam sheets into the plates. 3M
Display Mount Adhesive spray was found to be the strongest and most water resistance ofall adhesive tested.
Test conditions. For comparison with the results from the smooth-impermeable andrough-permeable tests performed in the 13.4m long flume, the same 25 incident regularwave conditions and water depth for those tests were also used for these tests.
Wave Run-up on Slopes with Varying Water Table ElevationsAs discussed in the previous chapters, a low water table elevation favours infiltration byincreasing the unsaturated area of a beach. In contrast, a high water table elevationfavours exfiltration. These variations in infiltration/exfiltration rates due to water tableelevations are expected to influence wave run-up. However, their influence has never beenquantified. Therefore, the aim of the fifth set of experiments was to manipulate the watertable elevations inside different permeable beaches and measure the wave run-up.
Experimental Setup. These tests were also performed in the 13.4m long wave flumeusing the same setup described in Section 4.4.2, simulating a coastal barrier dividing theocean from a closed off lagoon system. To simulate beach groundwater level variationsdue to tidal drops or beach drainage systems, the water table elevations inside thebarriers were manipulated by fixing the lagoon levels either higher or lower than the SWL.To analyse the influence of the water table elevations on run-up, the measurements fromthese tests were compared to the results from the tests described in Section 4.4.2, wherethe water table elevations were not manipulated.The water levels at both sides of the coastal barrier were controlled by a 600 Wattsubmersible pump (Parkside PTK 600/4) (Figure 47) that recirculated water from oneend of the flume to the other. Depending on the direction of the flow of the recirculatedsystem, the pump was introduced either behind the wave generator or behind the waveabsorber.
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Figure 47 Submersible pump and control valve installed to regulate the recirculated flowThe recirculation system provided a closed loop, with the same amount of water pumpedout from one end of the flume as was introduced at the other end. This constant outflowand inflow made it possible to generate a steady flow state through the porous beach,which also generated a head difference along the flume. This head difference depended onthe flow rate of the recirculated system and on the hydraulic conductivity of thepermeable slopes used. As the submersible pump used operates only at one rate, a T-valvewas installed to regulate the recirculation and achieve the desired head differences.To decrease the water table elevation, the submersible pump was placed behind the waveabsorber (the coastal barrier), and through a hose attached along the top of the waveflume, the water was discharged behind the wave generator. This forced the flow in theflume to go from the open sea to the lagoon side (Figure 48). In the other case, to increasewater table elevation, the submersible pump was placed behind the wave generator andthe water was pumped to the back of the permeable beach (behind the wave absorber),enforcing the water to flow from the lagoon side to the open sea (Figure 49). Table 16summarises the water depths used for these tests, as well as the recirculated flow rates.These flow rates were measured by using a graduated bucket and a stop watch. Tenmeasurements were taken for flow rate and the average value was recorded.
Permeable Beach
Foam type
Lagoon Water Depth
(mm)
Sea Side Water Depth
(mm)
Flow Rate
(l/s)80 PPIk = 0.051 m/s 400 300 0.408200 300 0.40845 PPIk = 0.192 m/s 400 300 1.174200 300 1.174
Table 16 Water depths and flow rates for tests with varied water table
Test conditions. These tests were carried out using two of the foams types in the testsdescribed in Section 4.4.2: 45 and 80 PPI, with hydraulic conductivities of 0.105 and 0.041
m/s respectively. These foams had a beach face slope angle of 10˚. The water depths at the back of the beach (barrier lagoon) were fixed at either 0.1m above or 0.1m below the SWL,while the SWL maintained a water depth of 0.3m. For each case, the same 25 incidentregular wave conditions used in Sections 4.4.2 and 4.4.4 were also used for these tests.
98Figure 48 Experimental setup for a low water table elevation with water depths behind the beach = 0.2m; SWL in flume = 0.3m
99Figure 49 Experimental setup for a high water table elevation with water depths behind the beach = 0.4m; SWL in flume = 0.3m
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Swash Flow Depths and Velocity MeasurementsThe sixth and final set of experiments were aimed at investigating the influence ofinfiltration on the swash hydrodynamics for a series of regular waves. To achieve this,swash depths and flow velocities were measured over an impermeable and a permeable
slope (Figure 50), both having a slope angle of 10˚.  
Synchronisation. The flow velocity and swash depth measurements taken by the LDVsystem and the digital video cameras respectively were synchronised using the QuickDAQ2014 software. This software allows the specification of a trigger source that starts theacquisition on the devices. As mentioned in Section 4.2.1, the QuickDAQ 2014 software canrecord the voltage output signal of the wave gauges. Therefore, the voltage signal of one ofthe wave gauges was used as a trigger to start the acquisition on both devices. In this case,the trigger voltage from the wave gauge was set to be at 0.4 Volts.
Experimental Setup. The experimental setups performed to build these slopes aredescribed in Sections, 4.4.2 and 4.4.3. The permeable slopes were constructed using the 30PPI reticulated open-cell foams.
Figure 50 LDV measurements on: a) smooth-impermeable; and b) rough-permeable slopes
Test Conditions. The swash depths and flow velocities measurements were taken toderive ensemble-averaged velocities throughout a swash cycle. As breaking waves cangenerate a lot of turbulence and air bubbles in the swash zone, which can considerablyaffect the quality of the LDV measurements, the regular waves investigated were chosen tobe long non-breaking waves (H=0.05m and T=4s).The location in the slope where the velocity and depth measurements were taken was at ahorizontal distance of 1.58m from the toe of the slope; this position is located slightlybelow the SWL (Figure 51). The setup of the LDV system to record the flow velocities atthis location is described below.
a) b)
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Figure 51 Location in the swash zone where the LDV measurements were takenAs the LDV system only measures flow velocities at a single point, measurements weretaken at 30 vertical positions from 0 to 30mm from the bed. The measurements of 50waves were recorded to derive ensemble-averaged velocities at each vertical position.Ensemble-average means repeating the experiment n times at the same spatial locationand averaging values at corresponding phases in each wave cycle. Therefore, as theregular waves generated had a wave period 4 seconds, the data sampling length at eachvertical position was set to be 200 seconds (50 waves x 4 seconds). After 200 seconds, thetraverse was set to move automatically to the next vertical position. The sample frequencywas 1000 Hz, which meant that a total of 200,000 velocity measurements were taken ateach vertical position (200s x 1000 Hz). The post-processing procedure to derive theensemble-averaged velocity profiles is explained in Section 4.5.3.
Figure 52 Picture 3-axis TSI traverseThe laser head of the LDV system was mounted on a 3-axis traverse (TSI, model T3D)(Figure 52). This traverse was supported by a mounting base which was levelled andaligned to the side glass walls of the wave flume. Once aligned, the x and y coordinateswere specified to move the control volume to the location were the velocity measurementswere taken. The x-axis coordinate was set to be at the 1.58m horizontal location from the
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toe of the slope specified in Figure 51, while the y-axis coordinate was set to be 15cminside the wave flume (from the inner part of the side wall of the flume). After the x and ycoordinates were specified, the 0 vertical position of the z-axis was specified (nearestposition to the bed). To do this, the wave paddles were turned on to generate uprush andbackwash flows and the control volume was set slightly above the bed. The LDV softwaredisplays instantaneous readings and indicates the amount of particles passing through thecontrol volume. Therefore, the traverse was lowered every 0.1mm until no data wasdisplayed. This position was set to be the lowest vertical height of all the vertical positionsmeasured to derive the velocity profiles.The vertical origins of the velocity profiles were determined using Clauser (1956) method,in which a logarithmic velocity profile is assumed to exist in the boundary layer. Velocityprofiles are plotted in a semi-logarithmic graph for various choices of origin andlogarithmic regressions are applied to each velocity profile. The origin showing the best-fitis then selected.
4.5 Data Acquisition and Post-Processing Procedures
Wave Run-up (Time-stack method)Time-stack images were created to visualise the leading edge of the swash as each wavemoves up and down the slope in order to extract the maximum run-up values from eachwave. The procedure performed to achieve this is displayed in Figure 53 and explainedbelow.After video recording the wave run-up tests from the side wall, individual images wereextracted from the videos at a sample frequency of 10Hz using the Burst Capture feature inthe GOM Media software. Then, an image stack with the extracted images was created withthe ImageJ software. An image stack is a group of still images taken from a fixed viewpoint(with the same x and y coordinates), but at different regular time intervals (z-axis) (one ontop of each other, as shown in Figure 53a). Then, the created image stack (Figure 53b) wasrotated to visualise the slope of the structure in a vertical position (Figure 53c). With theslope at a vertical position, a 10 pixels wide section along the bed slope was cropped (redrectangle shown in Figure 53c). This narrow section included the front of the bore as wellas the control markers drawn along the slope. Finally, the time-stack image was created bydisplaying the cropped sections (from all the images contained in the image stack) onenext to the other (Figure 53d). As can be seen, the contrast created by the illuminatedwhite opaque plastic sheet in the background allowed visualisation of the swash front andmaximum run-up values from each wave (Figure 53d). It was not necessary to digitalisethe time-stack images to achieve more contrast.
103Figure 53 Procedure for extracting time-stack images of the wave run-up
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The values for the run-up length were extracted manually by calibrating the dimensions ofthe x and y axes from the time-stack image using a Matlab script called grabit.m. The y-axisdimensions (representing the wave run-up length) were calibrated using the control linesmarked on the side glass walls (shown as the horizontal lines in Figure 53d), while the x-axis dimensions (representing time) were calibrated knowing that each 10 pixels widecropped section was equivalent to 0.1 seconds. The wave run-up length is defined as themaximum distance of wave uprush along the slope (Figure 54).
Figure 54 Definition of run-up lengthOnce the axes dimensions of the time-stack image were calibrated, the maximum values ofthe swash motion were extracted by locating the maximum run-up point of each wave(white dots shown in Figure 53d). As these dots represent the maximum extent of waverun-up along the plane of the beach, the wave run-up heights (maximum vertical distanceabove the SWL) were calculated by trigonometry. A similar procedure was adopted tocreate time-stack images from the overhead videos recorded in the tests performed in20m long wave flume.The maximum wave run-up in regular waves can be estimated by averaging the run-upvalues of several waves. In this study, the run-up values used in the analysis of eachregular wave condition was estimated by averaging ten wave run-ups before the effects ofre-reflection from the wave generator perturbed the values.This post-processing technique of extracting run-up values manually from the time-stackimages is practical for regular waves, as only a small number of waves need to beaveraged. However, this method of manually detecting the maximum run-up values can bevery time consuming for irregular waves, where a large number of waves need to beprocessed in order to have a reliable value of Ru2% (the run-up exceeded by 2% of theincoming waves). For this reason, Vousdoukas et al. (2012) developed a software inMATLAB to automatically extract and process run-up data from time-stack images.
Run-up length
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Swash Flow Depth (Time-stack method)The time-stack method was also used to extract the swash flow depth values from videorecordings taken from one side of the flume. This time, a ruler (glued on the glass side wallof the flume) was used to provide control markers to calibrate the y-axis dimensions(Figure 55). These measurements were taken at the location where the velocitymeasurements were recorded with the LDV system (shown in Figure 51). Figure 55 showsthe procedure to create the time-stack images, by cropping vertical sections from stackimages and placing them one beside each other.
Figure 55 Procedure to extract the time-stack images to obtain the water depth
measurements: a) stack image; b) cropped image and; c) time series of water depth
Ensemble-averaged Velocity ProfilesThis section describes the procedure followed to derive ensemble-average velocityprofiles of the uprush and backwash motions from a series of regular waves.As mentioned previously, the LDV system only measures flow velocities at a single point.Therefore, to obtain detailed velocity measurements within the boundary layer and derivevelocity profiles at the location specified in Figure 51, measurements were taken at 30different vertical positions from 0 to 30mm (1000Hz at 1mm vertical spacing).Continuous flow velocity measurements were recorded for 200s to derive ensemble-
averaged velocities from 50 swash cycles at each vertical position. Ensemble-averagemeans repeating the experiment n times at the same spatial location and then estimate theaverage with respect to n times. Therefore, as the generated regular waves had a waveperiod of T = 4s, continuous flow velocity measurements of 200s long (50 waves x 4s)where taken at a sample frequency of 1000Hz at each height.
a) b) c)
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Procedure to derive ensemble-averaged velocities at time-steps of 0.001sThe raw output data of the 200,000 velocity measurements (recorded for 200s at 1000Hz)at each height were displayed in a single column. This column contained themeasurements of 50 waves (T = 4s) (left-hand side of Figure 56). To derive the ensemble-average values, this column was separated and arranged into 50 columns consisting of4,000 data measurements each (middle part of Figure 56). Once the data of the 50 waveswere arranged, the ensemble-average velocities were estimated by averaging the values ofthe 50 waves at phase, separated at 0.001s (right-hand side of Figure 56).
Figure 56 Procedure to derive ensemble-averaged velocities with data of 50 waves at each
vertical position measuredRecording velocity measurements in the swash zone meant that the control volume wasnot always fully submerged throughout the entire uprush and backwash motions. Hence,velocity measurements were also recorded when the control volume was outside thewater. The data recorded outside the water was easy to identify when plotting the time-series of the ensemble-averaged velocities and could be removed manually (Figure 57).
Figure 57 Example of a time-series of ensemble-averaged velocities derived at one of the
vertical positions
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Most of the time-series of the derived ensemble-averaged velocities contained noise andoutliers. Therefore, the data were smoothened and de-spiked using the robust localregression (rloess) method in Matlab. This method uses a locally weighted linear leastsquares regression and a 2nd degree polynomial model to smooth data. The rloess methodassigns lower weight to outliers in the regression and assigns zero weight to data outsidesix mean absolute deviations. An example of the raw velocity data (black line) andsmoothed data (red line) using this method is shown in Figure 58. This same procedurefor deriving and smoothing the ensemble-averaged velocities was performed for all 30vertical positions.
Figure 58 Example of smoothed ensemble-averaged velocity dataAs seen in Figure 56, 4000 ensemble-averaged velocities were estimated at each height attime-steps of 0.001s. However, for practical reasons, it was decided to only analyseensemble-averaged velocity profiles at time-steps of 0.1s throughout the entire swashcycle. Therefore, it was necessary to estimate ensemble-averaged velocities at every 0.1s.These were estimated by averaging the value of the 100 ensemble-averaged velocitiescontained in each time step of 0.1s. This was done with the purpose of including all theensemble-averaged velocities estimated at every 0.001s in the analysis.Once all the ensemble-averaged values at time-steps of 0.1s were estimated for eachvertical position, these were arranged according to their vertical position and time-step toderive the ensemble-averaged velocity profiles.
Time-averaged Water Table ElevationsThe analogue signal from the pressure transducers was converted into a voltage signal bythe data-logger. The data collected by the data logger generated a .txt file showing the timestep and the recorded voltage from each pressure transducer.
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For each test, the measurements from the pressure transducers were recorded for 120seconds at a sample frequency of 10Hz. These measurements were converted into metresusing the formulae obtained from the calibrations described in Section 4.2.4.The time-averaged water table elevation at each pressure transducer was estimated byaveraging all the converted measurements throughout the 120s. However, the time-averaged water table elevation at each pressure transducer was seen to reach a stableelevation after approximately 25 seconds after the first wave arrived. Therefore, themeasurements of the first 30 seconds of each test not included in the calculation of thetime-averaged water table elevation. The mean water table profiles were estimated bylinking the time-averaged water table elevations estimated with the six pressuretransducers.
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5 Numerical SimulationsDue to the highly unsteady and depth-variant flow conditions in the swash zone, one of thebiggest limitations in the study of sediment transport in this region relates to the challengeof measuring the bottom boundary layer structure (Pintado-Patiño et al., 2015). Asdiscussed in the literature review, a considerable number of field studies haveinvestigated swash flows over permeable slopes. However, due to their uncontrolledenvironment, field studies cannot offer detailed and consistent measurements inside theswash. To overcome such limitations, recent studies have opted to use numerical modelsand laboratory experiments under controlled settings with fixed beds to study theboundary layer dynamics in the swash zone. However, most of these studies have beenperformed on fixed-impermeable beds, with only a few carried out on fixed-permeableslopes (e.g. Kikkert et al., 2013; Pintado-Patiño et al., 2015).To further investigate the hydrodynamics and the effects of the hydraulic conductivity ofthe slope on the swash zone boundary layer, this study presents wave run-up simulationsperformed for impermeable and permeable slopes using a 2D Reynolds-Averaged Navier-Stokes (RANS) model called IH-2VOF.The wave transformation and breaking processes simulated by RANS models have alreadybeen validated for a large number of cases (e.g. Lara et al., 2006, 2008, 2011; Torres-Freyermuth et al., 2007, 2010; Pedrozo-Acuña et al., 2010). However, due to the lack ofhigh-resolution velocity measurements inside the swash zone, less effort has been devotedto RANS model validation inside this region. In 2013, Torres-Freyermuth et al. validatedthe capability of a RANS model to simulate a dam break-driven swash event overimpermeable slopes against the ensemble-averaged data presented by O'Donoghue et al.(2010). The model showed reliable predictions of the swash depth, flow velocities, run-updistance and bed shear stresses when compared against the laboratory measurements.More recently, Pintado-Patiño et al. (2015) further validated the RANS model’s capabilityof predicting a dam break-driven swash event, but this time over a permeable bed. Theycompared the swash depth, flow velocity, run-up distance and bed shear stressmeasurements presented by Kikkert et al. (2013) on fixed-permeable beds against theirsimulated data. Their comparisons showed good agreements.However, the capability of the RANS models to simulate wave run-up from regular waveshas not been validated against any laboratory run-up data. To fill this gap, the results fromthe numerical model were compared against the run-up experiments performed on thesmooth-impermeable and permeable slopes presented in the previous Chapter. These
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permeable slopes consisted of non-deformable, homogeneous permeable structures, sowere ideal for validating the model.This chapter is organised as follows. Section 5.1 describes the RANS model used and itsgoverning equations used to simulate surface and porous media flow. The porous mediaequations include a closure model that includes two flow resistance coefficients (α and β)which values need to be defined. These coefficients depend on the porous media and flowcharacteristics, and thus need to be calibrated against experimental data. Section 5.2describes the calibration procedure carried out to estimate appropriate values for thesecoefficients, which consisted of steady flow tests through unconfined porous dams. Thesetup of the numerical model is then described in Section 5.3 and the results obtainedfrom the model are validated Section 5.4 against the data obtained from the laboratoryexperiments described in Chapter 4. After the validation of the model, Section 5.5describes the run-up simulations performed to obtain additional data from regular andirregular waves on smooth-impermeable slopes. Finally, the main outcomes of the chapterare summarised in Section 5.6.
5.1 The IH-2VOF ModelThe numerical simulations performed in this study were performed using a 2D numericalmodel (IH-2VOF). This model is capable of simulating flow through hybrid domains(outside and inside the porous media). The surface flow is modelled by solving the two-dimensional Reynolds-Averaged Navier-Stokes (RANS) equations, coupled with aturbulence closure model. The free surface in the model is tracked by a volume of fluid(VOF) method. One of the main reasons the IH-2VOF model was chosen in this project wasbecause of its capability of simulating flow through porous media. The porous media flowin IH-2VOF is modelled by solving the Volume-Averaged Reynolds-Averaged Navier-Stokes (VARANS) equations, also coupled with a turbulence closure model. Theseequations include an additional closure model aimed to describe the resistance forcesfrom the porous media.In the IH-2VOF model, the RANS equations are solved by the finite difference two-stepprojection method (Chorin, 1968, 1969) and the volume of fluid method (VOF) presentedby Hirt and Nichols (1981) is used to track free-surface locations. A detailed description ofthe governing equations for surface and porous flows and the VOF technique can be foundin Lin and Liu (1998), Losada et al. (2008), Torres-Freyermuth et al. (2010) and Lara et al.(2011).The model includes wave generation boundary conditions capable of generating wavesthrough different methods: internal wave maker, static wave paddle and dynamic wave
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paddle. A complete description of these methods can be found in Torres-Freyermuth et al.(2010) and Lara et al. (2011). The model also includes an active wave absorptionboundary condition aimed to absorb incident and reflected waves on the boundaries.As one of the aims of the study was to validate the IH-2VOF model for its use within theswash zone on permeable slopes, the model was set up to replicate the run-upexperiments performed on the permeable foams described in Section 4.4.2. However,before setting up the model for the run-up simulations, it was necessary to findappropriate values for the resistance coefficients ߙ and ߚ needed to simulate the flowthrough the different types of porous foams used in the run-up tests. These values werefound by performing a calibration of steady flows through unconfined porous dams whichis described below.
5.2 Calibration of Porous Media Resistance CoefficientsTo simulate flow through a porous medium, IH-2VOF applies a closure model to describethe resistance of frictional forces, pressures forces and added mass of the porous media.This closure model uses the extended Darcy-Forchheimer equation, which includes linear,non-linear and inertia forces to account for accelerations and is expressed as:
ܫ= 〈ܽݑపഥ〉 + |ܾ〈ݑത〉|〈ݑపഥ〉 + ஺ܿ 〈߲ݑపഥ〉߲ݐ (67)where “〈 〉” denotes the intrinsic volume averaging operator, I is the hydraulic gradient, ݑపഥis the ensemble-averaged flow velocity, a and b are resistance coefficients, while ஺ܿ is theadded mass coefficient. This last parameter is also referred to as the virtual added masscoefficient or inertial acceleration coefficient proposed by Polubarinova-Kochina (1962)and is given by:
஺ܿ = ߛ1 − ݊݊ (68)where the empirical coefficient γ which commonly received a value γ = 0.34. Themagnitude of the mean component of the velocity in (67), |〈ݑത〉|, is expressed as:
|〈ݑത〉| = ටݑ௫തതതଶ + ݑ௭തതതଶ (69)The first term in Darcy-Forchheimer (67) is the linear component and it can be seen as thelaminar contribution, while the second term is the quadratic term added by Forchheimer(1901) aimed to model more turbulent flows.Several authors have proposed formulations to determine values for the coefficients a and
b for steady state flow relating them with porosity, n, and mean nominal diameter grain
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diameter, d50. In 1964, Ward proposed alternative expressions for a and b relating theseparameters with permeability, rather than with porosity and grain diameter. A summaryof some of the most common formulations developed to estimate these resistancecoefficients is shown in Table 17. The main difference between all these formulations isthe power values used for the porosity, n.
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ଷ݊
ݒ
ହ݀଴
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Table 17 Expressions for the resistance coefficients a and bIn the IH-2VOF model, the formulations used to determine these coefficients are given by:
ܽ = ߙ (1 − ݊)ଶ
݊ଷ
ݒ
ହ݀଴
ଶ (70)
ܾ= ߚ1 − ݊
݊ଷ
1݀
ହ଴
(71)
where v the kinematic viscosity, while ߙ and ߚ are empirical resistance coefficients. Thesecoefficients depend on the porous media and flow characteristics, so their values must bedetermined empirically.
Previous Investigations on the Resistance Coefficients α and β. Several studies haveproposed values for the two resistance coefficients α and β in the Darcy-Forchheimerequation. However, the values of α and β found in literature depend on the type of porousmaterial and flow regime in which they were calibrated. Furthermore, their values alsodepend on the formulation used to estimate the resistance coefficients a and b (Table 17).For example, Jensen et al. (2014) suggested values of α = 500 and β = 2 using Van Gent’sformulations. Reformulating these values into Burcharth and Andersen’s formulation,these coefficients take a value of α = 2083 and β = 2, assuming a porosity of n = 0.4.Table 18 shows a summary of the most relevant studies that have proposed values forthese coefficients. The table shows the original values proposed in each of these studies
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and the formulation used to estimate them. As the IH-2VOF model is based on Burcharthand Andersen’s formulations, this table also displays their equivalent values using theseformulations, assuming a porosity of n = 0.4.The most relevant investigations for the present study which have calibrated theseparameters with laboratory experiments are: del Jesus et al. (2012), Higuera et al. (2014)and Jensen et al. (2014). These studies used VARANS models capable of simulating surfaceflow interacting with porous media flow. The calibration procedure for the resistancecoefficients in all three studies consisted of comparing measured data against simulationswith different combinations of α and β values. The values from the simulations showingthe best agreement with the measured data were recommended.del Jesus et al. (2012) and Higuera et al. (2014) calibrated the coefficients against the dambreak laboratory experiments through a porous medium performed by Lin (1998). Theirmodels were based on Burcharth and Andersen’s formulations. In their calibrations, ninesimulations were performed with different combinations of α and β values. The values of αwere selected as ߙ = [5000, 10000, 20000] and ߚ = [1 ,3, 6]. The best comparison with theexperimental results was found to be α = 10000 and β = 3.Most studies shown in Table 18 derived their proposed α and β values for a particular typeof porous media and for a particular flow regime. To overcome part of this problem,Jensen et al. (2014) found a common set of resistance coefficients that worked properlyfor any type of flow regime. In their study, they presented probably the most completeinvestigation to calibrate these parameters, using a model based on Van Gent’sformulation. They performed calibrations for three different flow regimes: Forchheimer,transitional (between Forchheimer and turbulent) and fully turbulent flow regimes. Foreach type of flow regime, 25 simulations were performed combining 5 different values of αand β values, and the results were compared against existing experimental tests. For theForchheimer and fully turbulent flow regimes, simulations of steady flow through arectangular porous dam were carried out and their results were compared to theexperiments presented in Billstain et al. (1999). For the transitional flow, simulations of asimple dam break through a porous media were run and their results were compared tothe experiments of Liu et al. (1999). As expected, for the Forchheimer flow the coefficient
α was found to be the dominant parameter, as variations of β did not show significantchange in the results. The opposite was observed for the fully turbulent flows, with β beingthe dominant parameter. Following their three calibration cases, a common set ofresistance coefficients were proposed: α = 500 and β = 2. These values were shown todescribe the flow for Forchheimer and turbulent regimes properly. As shown in Table 18,
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reformulating these values into Burcharth and Andersen’s formulation, these coefficientstake a value of α = 2083 and β = 2, assuming a porosity of n = 0.4.
Authors
Original
Values Formulationused
Burcharth and
Andersen (1995)
Formulation
α β α β Ergun (1952) 150 1.75 Ergun (1952) 625 1.75Engelund (1954) 1500 3.6 Engelund (1953) 1500 3.6den Adel (1987) 160 2.2 Den Adel (1987) 667 1.47DuPlessis (1994) 207 1.88 Ergun (1952) 863 1.88Van Gent (1995) 1000 1.1 Van Gent (1995) 4167 1.1Soulsby (1997) 19.8 0.956 Soulsby (1998) 653 4.53Billstain et al. (1999) 200 1.8 Ergun (1952) 833 1.8Liu et al. (1999) 200f1000t 1.1 Van Gent (1995) 833f4167t 1.1del Jesus et al. (2012) 10000 3 Burcharth andAndersen (1995) 10000 3Higuera et al. (2014) 10000 3 Burcharth andAndersen (1995) 10000 3Jensen et al. (2014) 500 2 Van Gent (1995) 2083 2
Table 18 Suggested values for the parameters α and β. f = Forchheimer flow and t = turbulent
flowAlthough Jensen’s et al. (2014) calibration performed to find a common set of resistancecoefficients for any type of flow regime was very complete, these parameters also dependon the physical properties of the porous medium. Therefore, for the present study, it wasnecessary to perform a calibration to find the best possible values for the different types offoams used in the run-up experiments.This calibration followed a similar procedure to those presented by Del Jesus et al (2012),Higuera et al. (2014) and Jensen et al. (2014). The main difference was the materials usedin the experiments to calibrate the coefficients (foams in this case). The calibrationconsisted of comparisons between measured and simulated water table elevations inunconfined porous dams from a series of steady flow tests. The porous dams in thelaboratory experiments were set up using the same reticulated open-cell foams used forthe run-up tests, while the numerical model was set up to replicate these experimentalsetups. Several simulations were run with different combinations of α and β values andthe coefficients from the simulations showing the best agreement with the measured datawere selected to use for the run-up validation cases.
Steady Flow through Unconfined Porous MediaThe present laboratory tests performed to calibrate the resistance parameters involved asteady flow through an unconfined porous dam. In these tests, two bodies of waterseparated by a porous rectangular dam lay above an impermeable bed. A flow through thedam was established by imposing a head difference between the two bodies of water.Steady flow was achieved when the head difference became stable (H and h). At this
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moment, the water levels of the two bodies, as well as the water table elevation or freeflow surface throughout the porous dam were recorded (Figure 59).
Figure 59 Sketch of steady flow through an unconfined porous dam
Steady Flow Laboratory Experiments
Experimental Setup. The steady flow experiments were performed in the same 13.36mlong wave flume where the run-up experiments were carried out. Although this flume hasa width of B = 0.45m, these experiments can be treated as two-dimensional tests.The aim of this calibration was to find the most appropriate resistance coefficients for thefour types of permeable foams used in the run-up experiments: R30, R45, R60 and R80.These same foams were used to build porous dams for the steady flow experiments.However, it was not possible to perform steady flow tests with the R60 foams because thematerial was slightly damaged after the run-up tests, so calibration tests were onlyperformed for the R30, R45 and R80 foams.
As described in Chapter 4, the 10˚ permeable slopes were built from rectangular foam blocks which were cut in two pieces. For the steady flow tests, the two pieces werearranged to form the original rectangular foam block and were used as porous dams,having a base length of L = 0.7m. These were set up in the middle of the flume weresupported and held together by lateral wooden plates (Figure 60). Once the porous foamdams were set in the middle of the flume, the entire flume was filled up to a water depth of0.35m.
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Figure 60 Picture of steady flow experiments through the porous foam damWith the porous foam dam in place and the water depth at 0.35m, the head differencebetween the two sides of the porous foam dam was imposed through a recirculationsystem (Figure 61). This recirculation system, similar to the one used for the run-up testsdescribed in Chapter 4, which guaranteed equal inflow and outflow discharges. As thepump used only worked at a single speed, the same discharge or flow rate, Q (m3/s), wasused for all three foams. This discharge was measured at the outlet of the hose with agraduated bucket and a stop watch. As the discharge rate can be affected by the headheight of the outlet of the hose, these measurements were taken at the same height used inthe tests. Ten time measurements were recorded to fill up a 20 litres bucket for each test.The average measurements gave a discharge value of 0.0024m3/s for all tests.The equal inflow and outflow discharges lead to a constant head difference between thetwo sides of the foam, which enabled the flow to reach a steady state. As the recirculatingsystem discharge was the same for all three foams, the head difference for each foam wasonly a function of their hydraulic conductivity.Once the steady flow was achieved, the water depths at both sides of the foam weremeasured, as well as the water table elevation through the foam dams. This was measuredusing a digital video camera placed at one side of the flume. Control points were placed onthe side glass wall of the flume, and the values were extracted from the images using theMatlab code grabit.m. The water table profiles were measured without taking the capillaryrise into account.The experimental conditions are summarised in Table 19. This table displays the waterlevels (H and h) at both sides of the porous dam for each type of foam, as well as measureddischarges. The temperature, T, was also recorded for all tests as the viscosity is a functionof the temperature.
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Figure 61 Sketch of recirculated system enforcing the head difference for the steady flow
experiments
Foam
type
K
(m/s)
H
(m)
h
(m)
T
(˚C)
L
(m)
B
(m)
Q
(m3/s)
qw
(m2/s)R80 PPI 0.051 0.445 0.256 20 0.7 0.45 0.0024 0.0053R45 PPI 0.192 0.38 0.317 20 0.7 0.45 0.0024 0.0053R30 PPI 0.401 0.364 0.335 20 0.7 0.45 0.0024 0.0053
Table 19 Experimental conditions of the steady flow tests
Estimated Discharge using Dupuit’s Formula for Unconfined Aquifers. Another way ofestimating the discharge passing through a section of the porous media is by usingDupuit’s formula for unconfined aquifers given by:
ݍ௪ = ܭ ቆܪଶ − ℎଶ2ܮ ቇ (72)where qw (m2/s) is the discharge per unit width. Bear (1972) showed that the Dupuit’sformula is valid for a two-dimensional steady and laminar flow, through a rectangularcross-section with a constant hydraulic conductivity. The present steady flow teststhrough the foam dams can be seen as an unconfined aquifer. Therefore, this formula wasused to validate the K estimates of the foams obtained from the constant head testsperformed with the permeameter (described in Appendix A). These K estimates usingboth methods are shown in Table 20. As can be seen, the K estimates using Dupuit’s are inclose agreement with those obtained from the constant head tests. This validates both themeasurements of Q obtained from the buckets and K measurements obtained from theconstant head permeameter (described in Appendix A).
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Foam type K (m/s)Dupuit’s Formula
K (m/s)
Constant Head TestsR80 PPI 0.056 0.051R45 PPI 0.169 0.192R30 PPI 0.366 0.401
Table 20 Hydraulic conductivity estimates using Dupuit's formula and constant head tests
Flow Velocity through Porous Media. The flow velocity through the porous foams wasestimated to determine the flow regime of each experiment. This velocity was calculatedusing Darcy’s Law (Q = KAi) and the continuity equation: Q = Au, where u is the velocity ofthe flow. If these two equations are equated, we have:
ܭܣܫ= ܣݑ (73)where the hydraulic gradient, I = ∆h/L. Dividing both sides by the cross-section area offlow A:
ݑ = ܭ ∆ℎ
ܮ
(74)
where u is known as the Darcy velocity. However, the Darcy velocity is not the velocitywhich the fluid travelling through the pores is experiencing. The real fluid or seepagevelocity, vs, is calculated by adding the porosity, n, of the medium to (74):
ݑ௦ = ܭ ∆ℎ݊ܮ (75)Table 21 shows the Darcy and seepage velocities calculated for the three foams.
Foam
type
K
(m/s)
∆h
(m)
L
(m) n
u
(m/s)
us
(m/s)R80 PPI 0.051 0.189 0.7 0.4 0.016 0.042R45 PPI 0.192 0.063 0.7 0.4 0.015 0.038R30 PPI 0.401 0.029 0.7 0.4 0.014 0.034
Table 21 Darcy and seepage velocities
Flow Regimes of the Steady Flow Tests. The parameters ߙ and ߚ in the Darcy-Forchheimer equation depend on the porous media characteristics and flow regime. For ahigh Reynolds number flow the non-linear coefficient ߚ will control flow resistance, whilethe linear term ߙ will have a small influence. The opposite will occur for a low Reynoldsnumber, where the linear term ߙwill dominate the resistance.The flow regimes in porous media are commonly defined by either the Reynolds numberbased on particle diameter, Red, or by the pore Reynolds number, Rep. These are given by:
ܴ ௗ݁ = ݑ݀ߥ (76)
ܴ ௣݁ = ݑ݀݊ߥ (77)
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where u is the Darcy velocity, d is the particle diameter, n is porosity and v is the kinematicviscosity. For porous media which are not particle-based, such as the reticulated open-cellfoams used for the run-up tests, an alternative Reynolds number based on permeability,
Rek, can be used to estimate the flow regimes. This Reynolds number is estimated usingthe square root of the permeability k (m2) as the characteristic length instead of theparticle diameter, which results in:
ܴ ௞݁ = ݑ√݇ߥ ݒ௦ = ܭ ∆ℎ݊ܮ (78)Different flow regime boundaries have been proposed using Rek for flow through a porous
medium (e.g. Ward, 1964; Kececioglu and Jiang, 1994; Venkataraman and Rao, 1998; Bağcı 
et al., 2014). For these tests, the flow regime boundaries proposed by Bağcı et al. (2014) and shown in Table 22 were used to identify the flow regimes of the present steady flowtests. The permeability, k, of the foams was estimated using the hydraulic conductivity, K,measurements and k = Kv/g. The results are summarised in Table 23.
Flow Regime RekPre-Darcy Rek < 0.02Darcy 0.02 < Rek < 0.59Forchheimer 1.81 < Rek < 6.21Turbulent 7.16 < Rek
Table 22 Flow regime boundaries using Rek suggested by Bagci et al. (2014)
Foam
type
K
(m/s)
k
(m2)
u
(m/s) Rek Flow RegimeR80 PPI 0.051 4.09 x 10-8 0.016 0.99 Darcy-ForchheimerR45 PPI 0.192 1.96 x 10-8 0.015 2.14 ForchheimerR30 PPI 0.401 5.2 x 10-9 0.014 3.32 Forchheimer
Table 23 Flow regimes for the steady flow tests
Steady Flow Numerical SimulationsThe IH-2VOF program only allows the generation of waves at the inlet boundary of thenumerical domain. To generate a constant flow at the inlet boundary, the IH-2VOFprogram has to be modified. This was done by Lopes (2012), where he used this model toanalyse wave-current interaction. Another option to simulate steady flow experimentsthrough the porous dams is to use the ihFOAM solver in the computational fluid dynamics(CFD) software OpenFOAM. This software is an open source program that allows themodification of its boundary conditions.The ihFOAM solver, developed by Higuera et al. (2013a, 2013b), solves the exact RANS andVARANS equations for two incompressible phases, and estimates the resistancecoefficients a and b using Burcharth and Andersen’s formulations as in the IH-2VOFprogram. In both models, the free surface is tracked using the volume of fluid (VOF)method. The difference between the two models is how they solve these equations. The
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IH-2VOF solves the Reynolds equations using the finite differences two-step projectionmethod, while ihFOAM uses a finite volume discretisation. On a regular grid (squares andrectangles) both methods produce very similar results, although the differential methodcan be much faster.
Numerical Mesh. The numerical model in OpenFOAM was set up to mimic the laboratoryexperiments as a two-dimensional domain. However, to decrease the computational time,the total length of the numerical domain was reduced to 2.1m with a height of 0.8m. Thisnumerical domain was created using the mesh generation tool blockMesh. The gridresolution was kept constant throughout the entire domain with a uniform cell size of0.5cm in all directions, giving a total of 67, 200 grid cells in the entire domain. The 0.7mlong rectangular porous dam was placed at the centre of the domain and its dimensionswere defined using the boxToCell function in the setFields utility. This gave a length of 0.7mon the upstream and downstream sides of the porous dam (Figure 62).
Figure 62 Dimensions of numerical domain with initial water depth and porous dam
Initial and Boundary Conditions. Once the mesh was created, the initial and boundaryconditions were specified. The initial water depth of 0.35 used in the laboratoryexperiments was used as initial free surface elevation in all the simulations (Figure 63).This free surface elevation was defined using the same boxToCell used to define thedimensions of the porous dam.In order to accurately replicate the physical behaviour of the tests, the boundaryconditions had to be selected carefully. The numerical domain consisted of fiveboundaries: inlet, outlet, atmosphere, bottom and frontAndBack. The location of theseboundaries is shown in Figure 63.
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Figure 63 Name of boundary conditions of the numerical domainThe following variables that needed boundary conditions to be specified in the simulationsare: alpha1, U, p_rgh and porosityIndex. Alpha1 is the VOF function used to determine thequantity of water present in each cell, U is the velocity field, p_rgh is the dynamic pressureand porosityIndex is used to define the porous media. The boundary conditions used foreach variable at each boundary are summarised in Table 24.
Boundary alpha1 U p_rgh porosityIndex
inlet IH_Waves_InletAlpha IH_Waves_InletVelocity bouyantPressure zeroGradient
outlet inletOutlet zeroGradient bouyantPressure zeroGradient
bottom zeroGradient fixedValue bouyantPressure zeroGradient
atmosphere inletOutlet pressureInletOutletVelocity totalPressure zeroGradient
frontAndBack empty empty empty empty
Table 24 OpenFOAM boundary conditions for the steady flow simulationsThe frontAndBack boundary represents both the front and back of the wave tank. In orderto allow OpenFOAM to solve for two dimensions only, an “empty” boundary condition isgiven for all the variables in this boundary.As the target inlet free surface elevation and flow discharge per unit width (qw = 0.0053m2/s) were known, it was possible to define a fixed flow velocity entering the domain foreach test. These constant or fixed velocities were specified in the IH_Waves_InletVelocityboundary condition for the velocity variable, U, and are shown in Table 25.
Foam
type
qw
(m2/s)
Target Inlet
Height (m)
Fixed Velocity
v (m/s)R80 PPI 0.0053 0.445 0.0119R45 PPI 0.0053 0.38 0.0139R30 PPI 0.0053 0.364 0.0146
Table 25 Fixed inlet velocities for each test
Equivalent Mean Nominal Diameter and Porosities for the Porous Foam Dams. Thefirst part of the calibration consisted of finding optimal mean nominal diameter, d50, andporosity, n, values for each type of foam. As the reticulated open cell foams have no grainparticles, it was necessary to find equivalent d50 values to use as inputs for the model.These values could have been estimated using empirical equations that relate grain sizediameter and porosity with the permeability of the material (discussed in Chapter 2).However, for these simulations, the values of parameters were obtained from additional
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permeameter tests performed on several very well sorted and uniformly graded granularsoils. The d50 values of the soils having the closest hydraulic conductivity values to thoseobtained for the foams were selected and used as representative or equivalent values foreach type of foam.These are shown in Table 26, along with the hydraulic conductivity of the soils and of thefoams obtained from the permeameter tests.
Soils Grain Size Range(mm) d50(mm) K (m/s) K (m/s) of FoamFine Gravel (4.0-5.0) 4.5 0.047 R80 = 0.051Medium Gravel (6.0-7.0) 6.5 0.163 R45 = 0.192Medium Gravel (9.4-13.0) 11.3 0.488 R30 = 0.401
Table 26 Equivalent grain sizes and porosities for the foamsThe porosities of the reticulated open-cell foams, measured in the laboratory and shown inTable 27, are significantly more porous than granular soils with similar hydraulicconductivities. Granular soils with similar hydraulic conductivities tend to have porosities
n ≈ 0.4. The formulations of the porous media resistance coefficients a and b used in themodel relate hydraulic conductivity with porosity and grain size. However, theseformulations were derived from experiments carried out on granular soils (withsignificantly lower porosities than those of the foams). Therefore, introducing the porosityvalues of the foams shown in Table 27 as inputs in the model would lead to inaccurateresults. For this reason, the simulated porous media of the foams were assumed to have aporosity of n = 0.4, which was the porosity measured for equivalent soils with similarhydraulic conductivities (Table 26).
Foam type nR80 PPI 0.7R45 PPI 0.9R30 PPI 0.9
Table 27 Porosity of Foams
Numerical Simulations. The properties of the porous dam were defined in the
porosityDict file. In this file, five porous media properties had to be defined for each porousmedium: mean grain size diameter d50, porosity n, and the three resistance coefficients α, βand γ. The coefficient γ remained constant for all the simulations with a value of γ = 0.34,while d50 and n remained constant for each type of porous medium simulated. Therefore,in each simulation, onlyα and β were varied.Twenty five simulations were performed for each type of porous medium by completing asimulation matrix where the two resistance coefficients were varied as ߙ =[100, 500, 1000, 2000, 5000] and ߚ = [1, 1.5, 2, 2.5, 3]. The total simulation time for eachrun was 80 seconds and the steady state (when the water levels at both sides of the porousstructure remained constant) was seen to be achieved between 30-70 seconds. Each
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simulation was performed on one processor core and was completed in approximately 1-2hours.Two examples of the steady flow simulations are shown in Figure 64, where the evolutionof the free surface elevation is shown at times steps of 10 seconds for the R30 foam (left-hand side) and the R80 foam (right-hand side). In these examples, the steady state isachieved between 40 and 50 seconds of the simulation for the R30 foam, while for the R80between 60 and 70 seconds.
Figure 64 Two examples of steady flow simulations through a porous dam. The left-hand
side shows the R30 foam, while the right-hand side the R80 foam
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CalibrationThe water table profiles throughout the length (L = 0.7m) of the porous structure wererecorded at every 0.02m, for both the simulations and the laboratory experiments (Figure65). This resulted in 36 readings of water surface elevation inside the porous structures.
Figure 65 Example of comparison between simulated and measured water table profiles for
the R80 foam, where the blue region represents the porous foam. In this example, the
simulation was run with α = 2000, β = 2 and a porosity of n = 0.4The difference between the simulations and the measurements at each recorded positionwas computed through two statistical indicators. To quantify how close the measured andsimulated values were, the Mean Absolute Error (MAE) was calculated, while to quantifythe amount of dispersion the standard deviation, ߪ, was estimated. The MAE is calculatedas:
MAE = 1݊෍ | ௜݂− ݕ௜| = 1݊෍ | ௜݁|௡
௜ୀଵ
௡
௜ୀଵ
(79)
where fi is the predicted value, yi is the measured value, ei are the absolute errors, and n isthe total number of values. The standard deviation is estimated with:
ߪ = ඩ 1݊෍ ( ௜݁− ܯܣܧ)ଶ௡
௜ୀଵ
(80)
Figure 66, Figure 67 and Figure 68 show the computed errors between the simulated andexperimental surface elevations as contours over the parameter space, where the blackdots correspond to the simulations. The purple regions in the graphs show the regionswhere the simulations and measurements had the best agreements.
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Figure 66 Contours of the error between simulated and experimental free surface elevations
through the R80 porous dams with Rek = 0.99 corresponding to a Darcy-Forchheimer flow
regime. The black dots correspond to the simulations.
Figure 67 Contours of the error between simulated and experimental free surface elevations
through the R45 porous dams with Rek = 2.14 corresponding to a Forchheimer flow regime.
The black dots correspond to the simulations.
Figure 68 Contours of the error between simulated and experimental free surface elevations
through the R30 porous dams with Rek = 3.32 corresponding to a Forchheimer flow regime.
The black dots correspond to the simulations.In all graphs, the contour lines are mostly aligned with the axis representing β, meaningthat there is a stronger dependency on the linear coefficient α than from the non-linearcoefficient β. In the case of the Darcy-Forchheimer flow regime through the R80 dam, thenon-linear coefficient β has practically no effect on the solution, as the contour lines are
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almost horizontal. On the other hand, for the Forchheimer flow regimes in the R45 andR30 dams, the non-linear coefficient β has some influence, as the contour lines slightlyinclined. This inclination is more evident in Figure 68 on the R30 dam. Nevertheless, inboth Forchheimer flow regime cases, the linear coefficient α is still the dominantcoefficient in the solution. Similar results were shown in the calibrations presented byJensen et al. (2014), where a strong dependency on the linear coefficient α was also foundon the Forchheimer flow regime calibrations.
Recommended Coefficients for Permeable Foams. Jensen et al. (2014) found a commonset of coefficients α and β that gave a reliable solution for all their flow regimes tested.This was not possible for the present tests as no unique combination of α and β gave aminimum error. As can be seen, the regions showing the lowest errors (purple regions)are different in all graphs and there is no common area in the parameter space across allgraphs that could provide an optimised solution for all three porous dams tested. Althoughit is possible to select a common value of β = 1 for all three foams, it is not possible toselect a common value for the linear coefficient α. The values of the linear coefficient αshowing the best agreement with the experimental tests decrease as the hydraulicconductivity of the foams increases. For the R80 tests, the optimal solution was found tobe around α ≈ 2000, while for the R45 and R30 tests the best solutions were found to be around α ≈ 1000 and α ≈ 100 respectively. The combination of coefficients showing thebest agreement with the experimental tests are shown in Table 28. These values arewithin the range of the values proposed in the literature, shown previously in Table 18.
Foam type α β R80 PPI 2000 1R45 PPI 1000 1R30 PPI 100 1
Table 28 Recommended values for the coefficients α and β 
5.3 Numerical Setup for Run-up SimulationsTo validate the RANS model, the numerical model was set up to mimic the run-uplaboratory experiments on impermeable and permeable slopes described in Chapter 4.
Numerical MeshThe first step for setting up the model is the generation of its computational mesh. Thiscontains all the information regarding the spatial domain, the initial condition of the freesurface, as well as the geometries or structures to be included within the mesh. Thecomputational mesh in IH-2VOF was generated using the CORAL software. This allowsdifferent geometries or structures to be created and included within the mesh, which canbe either impermeable or permeable (porous). Here, the parameters defining the porousmedia must be introduced to define each structure created. These are: porosity, mean
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nominal diameter, and the linear, non-linear and added mass resistance coefficients. Thevalue of these parameters were obtained from the calibration described in the previoussection. Once the structures are included, CORAL generates a computational grid as outputin a .dat file which can be read by IH-2VOF.In order to guarantee that the numerical model simulates the wave-structure interactioncorrectly, some initial considerations have to be given to the dimensions of the domainand cell size.
Dimensions of the Numerical Domain. The length of the computational domain dependson the wave conditions tested. A length before the toe of the structure of 1.2-1.5 times thewavelength is recommended. In the present case, the longest generated wave had a periodof T = 3.33s, which corresponds to a deep water wavelength of Lo = 17.33m. The toe of allstructures tested was set to be at 1.3 x 17.3m = 22.53m from the beginning of the domain.By considering 1.3 times the wavelength in front of the structure plus the width of thelongest structure (5.7m), the total length of the domain was set to be 30m (Figure 69). Asactive wave absorption was used, no additional computational domain had to beconsidered for dissipation or relaxation zones. All structures used had a height of 1m,while the water depth at the SWL was set at 0.3m. Therefore, no overtopping events occur,so the height of the domain was also set to be 1m.
Cell-sizes and Subzones. CORAL generates orthogonal structured meshes which canconsist of uniform or non-uniform cell sizes. As the finite differences scheme is first orderand the numerical error due to variations in the cell dimensions can be considerable,uniform meshes (with constant cell sizes) are recommended. However, these canconsiderably increase the simulation time in long domains. For this reason, a variable ornon-uniform mesh grid was created to decrease the number of cells in zones outside theareas of interest, while still having a good discretisation in the areas of interest.The computational mesh was constructed from a number of subzones or submeshesdefined at each coordinate direction, X and Y. The origin of the coordinate system inCORAL is at the top left hand side corner of the domain. This means that the positive Ydirection goes downwards. In each subzone, a convergence point or centre point isspecified, as well as the number of cells at both sides of the convergence point and theminimum cell dimension. The cell spacing is then expanded quadratically from theconvergence point to the left and right edges of the subzone in accordance with thenumber of cells specified. To construct a uniform mesh, the number of cells specifiedshould correspond to the number of cells (having the minimum cell dimension specified)that could fit from the convergence point to the edges of the subzone.
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In the present numerical mesh, three different subzones were set to reduce the number ofcells throughout the entire domain, for both the horizontal X and vertical Y directions. Themaximum resolution subzone was placed in the main area of interest: around thestructures, where the wave breaking, run-up and run-down processes occur (X and Y
subzones 2). This region consisted of a uniform mesh grid with constant horizontal ∆x and
vertical ∆y cell sizes. A higher resolution was also set along the free surface throughout theentire domain. For the subzones outside the main areas of interest, a variable mesh gridwas used to reduce the number of cells.Due to the VOF function convection, the false breaking effect can occur when various fullfluid cells are adjacent to empty cells which can receive a flow that does not exist in reality.
False breaking can occur when the wave steepness and the cell size aspect ratio (∆x/∆y)are high. To prevent this effect, it is recommended to use a number of cells per wavelengthsuch that breaking limit wave steepness can be correctly represented. In the horizontaldirection, the IH-2VOF Manual recommends to have at least 70-100 cells per wavelengthfor non-breaking waves and more than 100 for breaking waves. In the vertical direction atleast 7-10 cells per wave height are recommended, while the suggested aspect ratio is
between 1 < ∆x/∆y < 5. For the present tests, the smallest wave height used was H =
0.04m, so a vertical cell-size of ∆y = 0.005m was chosen in order to have 8 cells per wave
height, while for the horizontal cell-size, a value of ∆x = 0.01m was selected. This resulted
in an aspect ratio of ∆x/∆y = 0.01/0.005 = 2, which lies within the recommended values.The entire domain had 1454 cells on the X-direction and 159 cells on the Y-direction,giving a total of 231,186 cells in the entire domain. The values defining the three subzonesin each direction are specified in Table 29. The mesh discretization and subzones aresketched in Figure 69, while Figure 70 shows the generated mesh, as well as some of thestructures tested (with various angles).
X - Direction Y - Direction
Subzone
1
Subzone
2
Subzone
3
Subzone
1
Subzone
2
Subzone
3
Centre Point 20.99 21.01 29.01 0.395 0.405 0.905
Division 0 21 29 0 0.4 0.9
# of cells left 600 1 1 40 1 1
# of cells right 1 799 50 1 99 15
Max. Separation
Center 0.01 0.01 0.01 0.005 0.005 0.005
Table 29 Parameters for each subzoneAnother consideration that was taken into account when constructing the variable mesh,was that the changes in the dimension of each cell were less than 5%. This was achievedby verifying that the second derivative of the coordinates of each cell satisfied:
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∆ଶݔ< 0.05 and ∆ଶݕ< 0.05 (81)
Boundary Conditions
Wave Generation Boundary Conditions. In this study, the static wave paddle methodwas selected for the inlet boundary in all the simulations, which is generally used toreplicate the behaviour of laboratory wave piston-type paddles. To generate waves usingthis method, two variables for each time step and cell in the first column are specified asinput at a given sampling rate. The first variable is the free surface level at the generationboundary. This forces the model to set a VOF value of 1 under the free surface and 0otherwise. The second variable is the vertical and horizontal velocity components. Thesevalues are linearly interpolated as the simulation advances, and remained fixed in theboundary. The static wave paddle boundary condition in IH-2VOF has the capability ofgenerating regular waves using four different wave theories: Linear theory, Stokes II,Stokes V, and Cnoidal. First and second order irregular waves following the Jonswapspectrum, can also be generated in with this boundary condition.
Wave Absorption Boundary Condition. Wave absorption is a key feature for physicaland numerical experiments. In physical wave flumes, the domains are usually constrainedin dimensions, while in numerical flumes the domains cannot be infinite because ofcomputational restrictions (Higuera et al., 2013a). Therefore, wave absorption at theboundaries is needed to reduce reflections of both incoming and outgoing waves. Thisallows the simulations to run for longer times, avoiding the effects of re-reflected waves inthe flume and avoids any unrealistic total mass increase/decrease inside thecomputational domain. The IH-2VOF model supports two options for wave absorption:passive and active wave absorption.
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Figure 69 Mesh discretisation and subzones in X and Y directions
Figure 70 Mesh grid with structures of different slope angles
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The first option is passive (sponge layer) wave absorption that can be used to absorb theoutgoing waves. However, this requires an extension of the computational domain, as ahorizontal span of about 2 wavelengths is recommended for the dissipation or relaxationzone. Hence, it can significantly increase the computational cost, especially for long wavesimulations. Additionally, this method has been shown to produce an increase of the meanwater level due to the added friction (Higuera et al., 2013a).The second option is active wave absorption which follows the same technique used bythe wave paddles in the physical wave flume. As described in Chapter 4, the active waveabsorption adjusts the wave paddle movement based on a measured magnitude so that itcontinues to generate the target wave, while at the same time preventing re-reflection ofwaves into the flume. As the velocities at the boundaries are fixed, wave absorption isachieved by imposing the correct velocity profile on it. It identifies the waves that reach aboundary and then generates additional waves that cancel out the reflected waves. Thereis thus no need to extend the numerical domain as with the sponge layer. Active waveabsorption in the model follows the methodology developed by Schäffer and Klopman(2000). In this project, active wave absorption was used in all the simulations performedfor the left (inlet) and right (outlet) boundaries.
5.4 Validation CasesThis section presents four validation cases to analyse the capability of the model tosimulate waves inside the swash zone on impermeable and permeable slopes. The firsttwo validation cases compare measured and simulated wave run-up heights frombreaking and non-breaking waves on impermeable and permeable slopes, respectively.The third and fourth validation cases compare measured and simulated swash depths,flow velocities, swash durations, bed shear stresses and roughness lengths at a cross-shore location inside the swash zone on impermeable and permeable slopes, respectively.
Validation of Wave Run-up
Impermeable Slopes. This validation consisted of comparing a large number of measuredand simulated run-up data on impermeable slopes. Eighty-five numerical tests were runreplicating the 25 experimental tests performed on the 10° slope in the 14m flume and the60 tests performed on the 13°, and 15° slopes in the 20m flume (described in Chapter 4).The model was set up using the mesh and numerical domain described in Section 5.3 witha water depth of 0.3m. The toe of the three impermeable structures was located at adistance of 22.53m from the beginning of the domain. The graph presented by Le Méhautéet al. (1968) was used to select the appropriate regular wave theory for each wavecondition generated (Figure 71). The simulation time of each test was 120s. These were
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performed on one processor core and completed in approximately 7 hours. The completelist of the simulated results is shown in Appendix D.
Figure 71 Wave theories range of applicability (taken from Le Méhauté, 1976)
Permeable Slopes. The numerical model was set up to replicate the laboratory
experiments performed on three types of 10˚ and 20˚ permeable slopes (R30, R45 and R80 foams, described in Chapter 4). The same mesh discretization and numerical domain
described in Section 5.3 was used for this simulations. The water depth was 0.3m and 10˚ 
and 20˚ permeable structures were included in the numerical mesh. The toe of these structures was located at the same place as the impermeable slopes, at a distance of22.53m from the beginning of the domain. Table 30 gives the porous media parametersand resistance coefficients used as inputs to simulate flow inside each type of permeablestructure (obtained from calibration described in Section 5.2).
Table 30 Porous media parametersA total of 15 regular wave conditions were generated for each slope angle usingcombinations of 5 wave heights (0.04, 0.06, 0.08, 0.1 and 0.12m) and 3 wave periods (1.43,2 and 2.86s). In total, 30 simulations were performed for each type of porous structure,resulting in 90 run-up simulations. The wave theories for each wave condition generatedwere selected using Figure 71. The simulation time for each test was 120s. Thecomputational time required to complete each of these simulations depended on the
Foam type d50 (mm) n α β γR80 PPI 4.5 0.4 2000 1 0.34R45 PPI 6.5 0.4 1000 1 0.34R30 PPI 11.3 0.4 100 1 0.34
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hydraulic conductivity of the porous structures, with the less permeable slopes requiringmore time to complete (Table 31).
Table 31 Computational time to complete the 120s run-up simulations using one core
processor
Comparisons with Measured Data. The results from the simulations on impermeableand permeable slopes are displayed in Figure 72. This graph presents the simulated non-dimensional run-up R/H plotted against the Iribarren number, ξ. As expected, the run-updecreases as the hydraulic conductivity of the slopes increases. This is considered in detailin Chapter 6. The comparisons between measured and simulated run-up data are shown inFigure 73, where the measured R/H data is plotted against the simulated R/H data. Inthese graphs, the solid black line represents the line of equivalence, where the data showperfect agreement, while the dashed blue and green lines show the ±15% error bands,respectively.
Figure 72 Simulated R/H data against the Iribarren number
Foam type Simulation Time (s) Computational Time (h)R80 PPI 120 12R45 PPI 120 11R30 PPI 120 10
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Figure 73 Comparisons between the run-up numerical predictions and the experimental
measurement on impermeable and permeable slopesThe absolute average percentage error between the simulated and measured data for eachtype of slope is shown in Table 32.
Table 32 Absolute average errors between simulated and measured run-up dataAs can be seen, the simulated data show an encouraging agreement with the measuredrun-up, as most of the data are inside the ±15% error bands in all four slopes analysed andtheir absolute average error is below 10%. This good agreement between measured andsimulated data, confirm the model as able to reproduce wave run-up on impermeable andpermeable slopes. It also validates the values used for the porous media parametersobtained from the calibration for each foam, in particular for the R30 foam, which wasfurther used to investigate the influence of infiltration on the swash hydrodynamics.
Slope type Absolute Average Error%Impermeable 8.88R80 PPI 8.83R45 PPI 6.33R30 PPI 5.28
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However, in Figure 73 we can see a slight under-prediction for most of the values on theless permeable slopes R45 and R80, which suggests that the values of the porous mediaparameters obtained from the calibration for these foams are close, but not entirelyaccurate. Nevertheless, the values of these parameters can be adjusted to fit theexperimental data, by making the simulated foams slightly less permeable. In order toadjust these parameters, it is necessary to know their individual influence on run-up. Forthis reason, a sensitivity analysis on these parameters was performed and is describedbelow.
Sensitivity Analysis for the Porous Media ParametersTo investigate the influence on run-up of each of the five parameters that control theporous media flow in the model, simulations of a solitary wave (H = 0.1m) breaking over a10° porous slope were performed. The sensitivity analysis involved performing testswhere the run-up of the solitary wave was recorded. For these tests, the value of one of theporous media parameters was varied, while the values of all the other parametersremained constant. These tests were simulated using the same numerical setup describedin Section 5.3.As mentioned before, the five porous media parameters that can be modified in the modelare: porosity, n, the mean nominal diameter, d50, and the three resistance coefficients α, β,and ϒ. Previous studies have shown that the added mass coefficient, ϒ, does not have asignificant influence on the porous media flow, and a value of 0.34 is commonly used forthis coefficient (Del Jesus et al., 2012; Higuera et al., 2014). Therefore, this parameter wasnot investigated in the sensitivity analysis and a constant value of 0.34 was used for all thetests.The parameters used for each test, and the run-up results are summarised in Table 33.From these tests we can see that there are four options for making the permeable slopeless permeable: by decreasing the nominal grain diameter value or by increasing theporosity, α or β values. It was found that porosity is the parameter that influences run-upthe most, followed by the mean nominal grain diameter. Therefore, obtaining reliablevalues of these two parameters is essential for having an accurate run-up prediction over aparticular permeable slope. On the other hand, both resistance coefficients α and β wereshown to have a similar or smaller influence on run-up, with run-up gradually increasingas the values of these parameters increased. These results can help if it is necessary toadjust the values of the calibrated parameters to fit the simulated run-up to experimentaldata. However, the only slope simulated in the thesis to analyse the influence of infiltrationon the swash hydrodynamics was the R30 foam, which showed accurate run-up
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predictions when compared to the experimental data (Figure 73). Therefore, it was notnecessary to adjust the values of its porous media parameters.
Varying Porosity, n n R (m)
CONSTANTS: value:
laminar coefficient, α 1000 0.2 0.23
turbulent coefficient, β 1 0.4 0.13 
added mass coefficient, ϒ 0.34 0.6 0.1
nominal grain diameter, d50 (m) 0.005 0.8 0.09
Varying turbulent coefficient, β β R (m)
CONSTANTS: value: 1 0.13
laminar coefficient, α 1000 1.5 0.13
added mass coefficient, ϒ 0.34 2 0.13
nominal grain diameter, d50 (m) 0.005 2.5 0.15
porosity, n 0.4 3 0.16
Varying nominal grain diameter, d50 (m) d50 (m) R (m)
CONSTANTS: value: 0.001 0.19
laminar coefficient, α 1000 0.005 0.13
turbulent coefficient, β 1 0.007 0.13 
added mass coefficient, ϒ 0.34 0.01 0.12
porosity, n 0.5 0.02 0.12
Varying laminar coefficient, α α R (m)
CONSTANTS: value: 100 0.12
turbulent coefficient, β 1 500 0.12 
added mass coefficient, ϒ 0.34 1000 0.13
nominal grain diameter, d50 (m) 0.005 2000 0.14
porosity, n 0.4 5000 0.15
Table 33 Parameters used for the sensitivity analysis and run-up results
Validation of Swash Zone Velocities and Water DepthsTo further validate the RANS model inside the swash zone, the run-up laboratory
experiments performed on non-deformable 10˚ impermeable and permeable (R30) slopes described in Chapter 4 were used. These experiments provided controlled and repeatableconditions which enabled the isolation of individual effects, allowing suitable flow velocityand swash depth measurements. These were ideal for validating the ability of the IH-2VOFmodel to simulate swash flows.In these experiments, the flow depths and near bed velocities in the boundary layer weremeasured for a series of long non-breaking regular waves (H = 0.05m and T = 4s) at the
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location shown in Figure 51. The fixed permeable and impermeable beds allowed detailedhigh-resolution flow velocities at 30 different vertical positions from 0 to 30mm (1000Hzat 1mm vertical spacing). These were obtained using the LDV system described in Chapter4. Ensemble-averaged horizontal velocity profiles were derived from measurements of 50waves taken at the 30 different vertical positions and the data were smoothed and de-spiked using the robust local regression method. The flow depths were measured at thesame location using a digital video camera which was set at one side of the flume.These experiments provided good quality data describing swash depths and flowvelocities, which enabled the estimation of bed shear stresses and roughness lengthsthrough the law-of-the-wall method.
Figure 74 Swash zone location where the LDV measurements were takenThe numerical model was set up to mimic these laboratory experiments. The same meshand numerical domain described in Section 5.3 was used for these simulations. The toe of
the impermeable and permeable 10⁰ structures was located at a distance of 22.53m from the beginning of the domain. Figure 73 shows that the resistance coefficients obtainedfrom the calibration for the R30 foam are correct, as all of the predicted data are inside the15% error bands. Therefore, there was no necessity to adjust the values of theseparameters, so the same resistance coefficient values (shown in Table 30) were used forthe run-up simulations.The regular waves were generated with Cnoidal wave theory and active wave absorptionwas used for both the inlet and outlet boundaries. The simulations were run for 200s toderive ensemble averaged velocities from 50 waves. These were completed inapproximately 9 hours for the impermeable slope, and approximately 13 hours for thepermeable slope (on one processor core).The IH-2VOF model includes a Graphical User Interface (GUI) that allows the placing ofvertical gauges or sensors at desired locations along the numerical domain. These gaugescan provide information of the horizontal and vertical velocities in all the cells in thevertical dimension, as well as time-series data of the free surface elevation. In this
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simulation, a sensor was placed at the same location where the velocity and water depthmeasurements were taken in the laboratory experiments.This information was used to compare measured and simulated swash depths, swashduration, ensemble-averaged horizontal velocities, bed-shear stresses and roughnesslengths during the uprush and backwash phases. Detailed analysis of the boundary layerdynamics, its evolution throughout the entire swash event and the comparisons betweenthe data on impermeable and permeable slopes is shown in Chapter 6.
Swash Depths. Figure 75 shows the time-series of the simulated (red line) and measured(black line with dots) water depths for the impermeable and R30 permeable foam slopesat the location indicated in Figure 51. The dashed blue and green lines indicate the ±15%error bands, respectively (with respect to the measured data). In this analysis, the arrivalof the bore is considered to be the initial time (t = 0s).As can be seen, for both the impermeable and permeable slopes, good agreement is shownthrough most of the swash event (between the measured and simulated water depths).The simulated values remained mostly inside the ±15% error bands.The comparison between results for impermeable and permeable cases shows verysimilar results. From the arrival of the bore at t = 0s until approximately t ≈ 1.15s for the impermeable case, and t ≈ 0.95s for the permeable case, the measured and simulated data show almost identical results. In both measured and simulated data, the water depthrapidly increases from 0 < t < 0.4s (0 < t < 0.3s for the permeable case) and remains fairlyconstant until t ≈ 1s (t ≈ 0.95s for the permeable case). The major differences are seen to occur between 1 < t < 2.4s on the impermeable case, and between 0.9 < t < 2.2s on thepermeable case. At t ≈ 1s (t ≈ 0.9s for the permeable case), the simulated water depths start to decrease. In contrast, the measured water depths slightly increase and then beginto decrease at around t ≈ 1.55s (t ≈ 1.4s for the permeable case). This increase in the measured water depth might be attributed to the beginning of flow reversal, which wasobserved to start at around t ≈ 1s for the impermeable case and at around t ≈ 0.9s for the permeable case. However, this increase was not captured in the simulation. The measuredand simulated data meet again at around t ≈ 2.4s (t ≈ 2.2s for the permeable case) and continue with very similar values until the end of the backwash.The slight discrepancies shown between the measured and simulated data, on both thepermeable and impermeable slopes, might be attributed to the technique used to measurethe water depths. The water depths were recorded using a video camera placed at the sideof the flume, where control points were used for extracting the data from the videos. Asdiscussed in Section 4.3.2, surface tension can slightly increase the location of the water
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surface projected in the side glass wall, so the measurements obtained with video cameraswill generally be slightly larger.
Figure 75 Comparisons between measured and simulated swash depths from a regular wave
with H =0.05m and T = 4s. a) impermeable slope; b) R30 permeable slope
Swash Duration. From the graphs in Figure 75 we can see that at this location, the modelpredicts the duration of the swash event accurately for both impermeable and permeablecases. On the impermeable slope, the total swash event lasts approximately 3.15s from thearrival of the bore until the end of the backwash, while on the permeable slope the swashduration is seen to be shorter, lasting approximately 2.75s.
Ensemble-Averaged Horizontal Velocity Profiles. The evolution of the simulated andmeasured near bed ensemble-averaged horizontal velocity profiles on the impermeableand permeable slopes are shown in individual graphs in Figure 76 and Figure 77. Thesegraphs show the recorded profiles at time steps of 0.2s and from 0-0.03m above the bed.Once again, the blue and green dashed lines in each graph indicate the ±15% error bands.
beginning of flow reversal
beginning of flow reversal
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Figure 76 Comparison between measured (points) and simulated (lines) velocity profiles for
a swash event on an impermeable slope at time-steps of 0.2s
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Figure 77 Comparison between measured (points) and simulated (lines) velocity profiles for
a swash event on a permeable slope at time-steps of 0.2sAs can be seen, there is good agreement between the simulated data and the near-bedhorizontal velocity measurements. Although some differences are seen on the flowreversal profiles on the permeable slope, between 0.75 < t < 1.55s, most simulated data liewell inside the 15% error bands on both impermeable and permeable slopes.A possible reason for the discrepancies shown between the simulated and measured flowvelocities might be attributed to the air phase that is not resolved by the numerical model.In a 2D model, the air bubbles can significantly affect the simulated flows, as these cannotescape laterally. Therefore, air-bubbles might be trapped or might be expelled into thebore and greater turbulence is induced.
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Another possible source of error between the simulated and measured flow velocities isthe post-processing technique used to obtain the velocity data from the laboratoryexperiments. As shown in the previous images, the LDV system can provide detailedvelocity measurements of shallow swash flows. However, the raw data obtained from theLDV contained significant noise and outliers, so it was necessary to apply a smoothingmethod to clean and de-spike the raw data. As the raw data contained significant outliers,a robust local regression (rloess in Matlab) method was selected for smoothing the data.This method was chosen because it assigns lower weight to outliers in the regression.However, there are numerous different smoothing techniques available, and each of themwould have yielded slightly different results.The refinement of the numerical mesh can also influence the results of the simulations. Inthese simulations, the maximum mesh resolution was placed where wave breaking andthe swash processes occur (X and Y subzones 2), as well as along the free surfacethroughout the entire domain. These regions had a uniform mesh grid with constant
horizontal ∆x and vertical ∆y cell sizes. It is possible that increasing the mesh resolution inthese regions could have improved the results from the simulations. However, this wouldhave considerably increased the computational time of the simulations. As thecomparisons between the simulations and measured data showed good agreement inmost time steps, it was decided not to modify the numerical mesh.From Figure 76 and Figure 77, it can be seen that the velocity profiles on the impermeableand permeable slopes show a similar evolution throughout the entire swash event: theprofiles gradually evolve from profiles showing a typical logarithmic boundary layer at thebeginning of the uprush to profiles resembling the typical velocity profile of a wall jet atthe beginning of flow reversal. Then, the wall jet-type profiles gradually evolve back toprofiles showing logarithmic boundary layers at the end the backwash. This evolution ofthe velocity profiles and the different type of velocity distributions in the boundary layerare well captured by the numerical model throughout the swash event, on both theimpermeable and permeable slopes.The velocity measurements presented in this study on impermeable and permeable fixedbeds confirm that the velocity profiles around flow reversal show opposing directionsnear the bed and at the surface, and thus, the log law fit is not applicable. Therefore, bedshear stresses cannot be determined from such profiles using the log law method. This canbe seen in the semi-log plots in Figure 78, where log profile fitting to velocity profiles forthe impermeable and permeable slopes is shown. This log law was applied in a similar wayas applied in O'Donoghue et al. (2010) and Kikkert et al. (2012), by fitting only the velocitydata immediately above the bed that showed a 0.95 correlation between data and fit. This
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criterion eliminated the velocity profiles around the time of flow reversal where thevelocities near the bed had opposing directions to those at the surface.
Figure 78 Semi-logarithmic velocity profiles showing were the log-law is applicable on:
a) impermeable and b) permeable slopes
Bed shear stresses and Roughness Lengths. The simulated bed shear stresses androughness lengths were compared to their measured counterparts. These parameterswere obtained through the log-law method, briefly described below. The near-bed velocityin a logarithmic profile can be expressed as:
ݑത(ݖ) = ݑ∗
ߢ
ln൬ݖ
ݖ଴
൰ (82)
where ݑ∗ is the friction velocity or shear velocity (m/s), z is the height, ݖ଴ is the roughnesslength, and ߢ is von Karman’s constant, which commonly takes a value of 0.4. The frictionvelocity and the roughness length can be derived from the semi-logarithmic profiles of theensemble-averaged velocities. This procedure involves fitting straight lines by leastsquares regressions to the profile and calculating estimates of ݑ∗ and ݖ଴.
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Figure 79 and Figure 80 show the simulated and measured bed shear stresses and theroughness lengths obtained from the velocity profiles where the log-law was applicableboth impermeable and permeable cases, respectively.Generally good agreement was found between the simulated and measured bed shear
stresses. For the impermeable case, the simulated values were around ≈ 35% larger than the measured data during the uprush phase, while during the backwash phase, values
were only ≈ 15% larger. For the permeable case better agreement was seen during the 
uprush phase, with the simulated values around ≈ 15% larger than the measured data, 
while during the backwash stage the simulated values were ≈ 30% larger. The simulated roughness lengths were also seen to be slightly larger than the measured
data (around ≈ 20% larger). However, there was a good agreement in respect that 
ݖ଴ remains fairly constant throughout the entire swash cycle and within the same order ofmagnitude. Values ranged between 0.0014 < ݖ଴ < 0.0024 for the impermeable case and0.001 < ݖ଴ < 0.0017 for the permeable case. The influence of the hydraulic conductivity onflow velocities and bed shear stresses is analysed in the following section, wherecomparisons between the impermeable and permeable data are shown.
Figure 79 Comparison between simulated and measured bed-shear stresses on the
impermeable and permeable cases
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Figure 80 Comparison between simulated and measured roughness lengths on the
impermeable and permeable cases
5.5 Additional Run-up Simulations on Smooth-
Impermeable SlopesAfter validating the capability of the model to reproduce wave run-up, two sets ofsimulations were carried out to obtain additional run-up data over smooth-impermeableslopes. One of the objectives of the numerical modelling was to obtain additional run-updata from regular non-breaking waves for steeper impermeable slopes. The laboratoryrun-up experiments on smooth-impermeable slopes were carried out with regular waves
on slopes with angles varying between 7˚ and 15˚. On these slope angles, the majority of the tests resulted in breaking waves on the slope, with only a few waves being non-breaking or surging waves. Furthermore, the model was also used to obtain run-up datafrom irregular waves as the run-up experiments consisted only of regular waves. Thesesimulations were performed using the same numerical mesh and domain as described inSection 5.3.
Test conditions for regular waves. The simulations with regular waves were performedon 4 steep slope angles: 18.4˚, 26.6˚, 33.7˚ and 45˚. Thirty regular wave conditions weregenerated for each slope combining five different wave heights (0.04, 0.06, 0.08, 0.1, and0.12m) and six wave periods (1, 1.43, 2, 2.5, 2.86, and 3.33s), giving a total of 120simulations. Again, Méhauté et al. (1968) was used to select the regular wave theory foreach wave condition. Each simulation was run for 120 seconds and was completed in
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approximately 7 hours on one processor core. Most of these simulations resulted in non-breaking or surging waves. The results are analysed in the following chapter, and thecomplete data set of results is shown in Appendix D.
Test conditions for regular waves. The irregular wave simulations were performed on
seven different impermeable slope angles: 10˚, 13˚, 15˚, 18.4˚, 26.6˚, 33.7 ˚ and 45˚. For these tests, sixteen wave conditions following the Jonswap spectrum were generated foreach slope, combining four zeroth-moment significant wave heights, Hmo (0.04, 0.06, 0.08and 0.1m) and five peak wave periods, Tp (1, 1.43, 2, and 2.86s). This resulted in a total of112 simulations. The duration of each irregular wave sequence was 300 seconds. Eachsimulation was performed on one processor core and was completed in approximately 16hours. A default value of 512 frequency components and a peak enhancement factor(gamma) of 3.3 were used to create the random wave trains. Table 34 shows anapproximate number of waves generated for each peak period used, while Figure 81shows an example of the wave characteristics from a random wave train generated for300s with Tp = 1s and Hm0 = 0.04m. The results of these tests are discussed and analysed inChapter 6, while the complete data set of results is shown in Appendix D.
Duration (s) Peak Period, Tp Number of Waves300 1 372300 1.43 255300 2 193300 2.5 151300 2.86 130
Table 34 Approximate number of waves generated for each simulated test
Figure 81 Example of irregular wave series characteristics
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5.6 Summary and ConclusionsThis chapter presented and validated a numerical model capable of simulating swashhydrodynamics on impermeable and permeable slopes. The model solves the two-dimensional Reynolds-Averaged Navier-Stokes (RANS) equations, coupled with aturbulence closure model for the clear-fluid region and the Volume-Averaged Reynolds-Averaged Navier-Stokes (VARANS) equations for the porous media flow. The porousmedia equations include an additional closure model which includes two resistancecoefficients that need to be determined empirically. A calibration procedure consisting ofsteady flows through unconfined porous dams was presented and values for theseresistance coefficients were proposed for each type of permeable foam used in the run-upexperiments.The model was validated by replicating the laboratory experiments presented in Chapter 4on impermeable and permeable slopes. Comparisons between measured and simulatedrun-up, flow velocities, swash depths, bed-shear stresses and roughness lengths inside theswash zone were analysed. These comparisons showed that the model is capable ofpredicting the swash data on both impermeable and permeable slopes.Finally, the model was set up to obtain additional run-up data from regular and irregularwaves on impermeable slopes. These data are analysed in the following section alongsideall the other measured run-up data.The good agreement shown between most of the simulated and measured data validatesthe use of the model inside the swash zone. Therefore, the model was used to analyse infurther detail the flow velocities throughout the swash events, as well as to investigate theinfluence of the infiltration on the swash hydrodynamics and bed shear stresses atdifferent locations on the slope. These results are section 7.7.
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6 Wave Run-up over Smooth-Impermeable
SlopesThis chapter presents the analysis performed on the wave run-up data obtained from thelaboratory experiments and numerical simulations carried out on smooth-impermeableslopes. The chapter is divided into three main sections.Section 6.1 presents a dimensional and graphical analysis to investigate the influence ofwave height, wave period, and slope angle on wave run-up. Here, the run-up data isplotted against wave height and wave period for each of the slopes analysed in this study.After the dimensional analysis, Sections 6.2 and 6.3 present new formulae to estimate run-up from breaking and non-breaking waves on smooth-impermeable slopes, for regular andirregular waves respectively. Here, a new parameter is proposed as a breaking criterion topredict the transition between breaking and non-breaking waves. After comparing thepresent data against predictions of existing formulae, the derivation of the new formulaeto predict run-up is described. This sections also presents a new dimensionless parameteraimed to describe run-up from non-breaking waves.
6.1 Influence of Wave Height, Wave period and Slope
Angle on Wave Run-upAs mentioned in Chapter 3, in a 2D scenario with normally incident waves breaking on asmooth-impermeable slope, wave run-up is mainly a function of the wave height,wavelength or period and the angle of the slope. This section presents a graphical analysisto identify trends in the graphs and investigate the influence of these parameters on run-up individually. The aim of this analysis is to identify under which conditions theseparameters have more influence on run-up, using the data obtained from the regular wavetests.
Wave Run-up Vs Wave PeriodThe graphs shown in Figure 82 plot the wave run-up against wave period for the eightdifferent slopes analysed. In the graphs on the left-hand side, the data are separated bytheir deep-water wave steepness value (H/Lo), while the graphs on the right-hand sideplot the same data but now separated according to their wave height.
From these graphs, we can see that for the shallower slopes (α ≤ 13°), the wave height, H,has a significantly larger influence on run-up on long waves with small wave steepness
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(H/Lo < 0.01, red dots) than on short steeper waves (H/Lo > 0.02, black dots). This mightbe attributed due to the fact that steep waves breaking on shallow slopes generallyproduce large plunging waves which dissipate most of the wave’s energy. Therefore, afterthe breaking process, little energy is available for the wave to travel further up the slope.On these shallow slopes, we can also see that wave period or wave length has a largeinfluence on run-up, as its values increase as the wave period increases.
For steeper slopes (α ≥ 15°) we can see that H has a large influence on all waves, not onlyon those with small wave steepness. As the slope increases, the waves gradually changefrom breaking to non-breaking. This reduces the energy dissipated in the breakingprocesses and allows the waves to achieve higher run-ups. However, this run-upincrement due to a slope increment has a limit or a threshold. From these graphs, theslope threshold is seen to be around the 18.43° slope. For slopes with steeper angles than18.43°, most of the waves generated in these tests resulted in surging breakers or non-breaking waves whose run-up values are seen to gradually decrease as the slope increases.This reduction can be attributed mainly to two factors. Firstly, gravity limits the uprushmotion on steeper slopes, and secondly, the backwash force from the fluid weightcomponent ρg sin α is significantly increased, increasing the swash collision with theincoming wave.In addition, it is interesting to note that the influence of wave period on run-up graduallydecreases as the slope increases. For the steeper slopes, it can be seen that the wave run-up is mainly controlled by the wave height.
150Figure 82 Wave run-up plotted against wave period for each slope.
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Figure 82 Continued Wave run-up plotted against wave period for each slope
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Wave Run-up Vs Wave HeightFigure 83 shows graphs for the same eight slopes considered in figure 82, but this time therun-up is plotted against the wave height, H. Again, in the graphs on the left hand side, thedata is separated by H/Lo, while the graphs on the right hand side show the same data butthese are separated according to their wave period. Similar observations can be deduced
from these graphs as from those observed in Figure 82. On the shallow slopes (α ≤ 13°), the wave height has a larger influence on run-up on longer waves with small wavesteepness (H/Lo < 0.01, red dots) than on short steep waves (H/Lo > 0.02, black dots).From these graphs we can also appreciate how the influence of wave height increases forsteep waves as the slope angle increases. After the 18.43° slope, the run-up valuesgradually decrease as the slope increases, and the influence of wave period decreases. Thiscan be appreciated on the data for the steeper slopes, where most of the run-up valuesfrom different wave periods remain close together.
Figure 83 Wave run-up plotted against wave height for each slope
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Figure 83 Continued: Wave run-up plotted against wave height for each slope
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Figure 83 Continued: Wave run-up plotted against wave height for each slope
6.2 Non-Dimensional Analysis from Regular Waves
As mentioned in Chapter 2, wave run-up is commonly predicted using empirical or semi-empirical formulae based on non-dimensional parameters and empirical coefficients.Therefore, to compare the data obtained in these study to the prediction of existing run-upformulae, this section presents a non-dimensional analysis of wave run-up.The most often used parameter to characterise wave run-up is the Iribarren number, ξ(discussed in Chapter 2.3). Figure 84 shows the run-up data obtained from the laboratoryexperiments (black dots) and numerical simulations (black crosses) performed withregular waves plotted against the Iribarren number. These run-up data are normalised bythe wave height, R/H. For comparison, Hunt (1959) formulae R/H = ξ for breaking wavesand R/H = 3 for non-breaking waves (represented by red and black lines respectively) arealso plotted in this graph. As discussed previously, most of the waves generated in thelaboratory resulted in breaking waves on the slope, while most numerical simulationswere performed on steep slopes resulting in non-breaking waves.
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Figure 84 Run-up data from regular waves compared with Hunt (1959)Two distinct groups of data can be observed on each side of Hunt’s formula for breakingwaves (red line). The first group, shown at the left-hand side, follow a similar trend asHunt’s formula, although with slightly higher values. These R/H data show very goodcorrelation with ξ little scatter is seen. Most of these data correspond to the run-up frombreaking waves. As discussed in the literature review chapter, this good correlation hasbeen reported by many other authors (e.g. Hughes, 2004a; Hsu et al., 2012) and confirmsprevious studies suggesting the use of the Iribarren number to predict run-up frombreaking waves. In contrast, the data shown on the right-hand side of Hunt’s formula forbreaking waves present considerable scatter. Most of these data correspond to the run-upfrom non-breaking waves. This significant scatter suggests that the Iribarren numbermight not be the ideal parameter to characterise run-up from non-breaking waves.From this graph, it is evident why most run-up formulae have been proposed for eitherbreaking or non-breaking waves at the slope, as these data follow completely differenttrends. For this reason, it is crucial to identify which run-up data correspond to breakingwaves and which to non-breaking waves. This identification is necessary to compare theappropriate run-up data against previous formulae, as well for deriving new empiricalformulae to predict run-up for either breaking or non-breaking waves.
Breaking CriteriaAs discussed in the literature review, different parameters have been proposed to use asbreaking criteria to determine the transition between breaking and non-breaking waves,the most common ones being H/Lo or ξ.Hughes (2004a) suggested that the transition between breaking and non-breaking wavescould be identified using the wave steepness. Using this parameter as the breakingcriterion means that the slope angle of the structure does not influence whether waves
156
break or not on the slope. He got to this conclusion by re-analysing the run-up datapresented by Ahrens (1981) and Mase (1989), where he plotted the run-up normalised bywater depth at the toe of the plane slope, R/h, against the wave momentum fluxparameter, (ܯி ߩ݃ℎଶ)⁄ . He noticed that the plotted R/h data exhibited two distinct trendswhich depended on their H/Lo values. The first trend had values of H/Lo < 0.0225. Hesuggested that these data corresponded to the run-up from non-breaking waves, while thedata with values of H/Lo > 0.0225 corresponded to the run-up from breaking waves.To analyse if this breaking criterion predicts correctly the transition between breakingand non-breaking waves of the present data, the R/h data were plotted against ܯி ߩ݃ℎଶ⁄and divided according to their H/Lo values, as suggested by Hughes (2004a) (Figure 85).The blue dots correspond to the non-breaking waves with values of H/Lo < 0.0225, whilethe red dots to the breaking waves values of H/Lo > 0.0225. As can be seen, there is noclear distinction between the run-up from breaking and non-breaking waves.When the same run-up data is normalised by the wave height, R/H, and plotted against theIribarren number, and separated using the same criterion (H/Lo > 0.0225), two clearregions of data can be seen (Figure 86). Nonetheless, these regions do not represent therun-up from breaking and non-breaking waves, so this breaking criterion will not be usedin this study. These inaccurate results of dividing breaking and non-breaking waves usingwave steepness were expected as the slope angle was seen to clearly influence wavebreaking throughout the tests performed.
Figure 85 R/h separated using wave steepness as breaking criterion
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Figure 86 R/H separated using wave steepness as breaking criterionThe second breaking criterion analysed against the present data is the one based on theIribarren number. This criterion is the most widely used in literature. Using thisparameter as a criterion implies that the wave height, the wave length and the slope of thestructure will all influence whether or not a wave will break at the slope. Several values for
ξ have been proposed to indicate the transition between breaking and non-breaking waves(e.g., Burcharth and Hughes (2002) recommends a value of ξ =2.5, while the EurOtop(2007) manual suggests a value of ξ = 1.65. For the present data, a value of ξ = 3 wasobserved to best indicate the transition between breaking and non-breaking waves. This isshown in Figure 87, where the red dots represent the breaking waves with ξ < 3, and theblue dots represent the non-breaking waves with ξ > 3.
Figure 87 R/H separated using ξ = 3 as breaking criterion
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As can be seen, ξ shows a much better division between the data representing thebreaking waves and the non-breaking waves. Nevertheless, not all the data are dividedproperly if a single value of ξ is used to indicate the transition. In Figure 87, we can seethat most of the red dots below Hunt’s formula for breaking waves (red line) do not followthe same well defined trend followed by the rest of the red dots. Instead, these data followthe trends followed by the non-breaking waves (blue dots).
New Breaking Criterion. When the data were separated into groups according to theirrelative water depth, h/Lo, it was noticed that the data from the non-breaking waves ineach group follow well-defined downward trends to the right hand side of the graph(Figure 88). The values of R/H for each case decrease as the wavelength decreases.
Figure 88 R/H data separated into groups according to their h/LoThe data of each h/Lo group shown in Figure 88 were analysed individually and it wasfound that the Iribarren number predicted accurately the transition between the twotrends shown in each h/Lo group. These two trends appear to represent the breaking andnon-breaking waves. However, the ξ value found to indicate the transition in each h/Logroup, increased as the wavelength increased. This is shown in the graphs plotted inFigure 89 for each h/Lo group, where again the blue dots represent the non-breakingwaves and the red dots represent the breaking waves. In each graph, the value of ξindicating the transition between the two trends is displayed.
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Although the Iribarren number indicates accurately the transition between both trends,the value indicating this transition changes depending on the wavelength. Therefore, itmight not be the best breaking criterion for the present data. To separate the data frombreaking and non-breaking waves, it is necessary to have a constant value of a parameterto indicate the transition for all the data.
Figure 89 Individual graphs for each h/Lo group showing the value of the breaking transition
using ξ; the red dots represent breaking waves while the blue dots non-breaking wavesWhen the data of each h/Lo group were analysed separately, it was observed that thetransition between both trends depended mainly on the angle of the slope and on thewave height, and not on the wavelength. These observations led to the proposal of a new
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breaking criterion. This parameter is given by the relationship between the slope of the
structure, tan α, and the relative wave height, H/h:tanߙ
ቀܪ ℎൗ ቁ
(83)The same data groups of h/Lo were used to analyse the performance of this parameter as abreaking criterion. The analysis showed that the transition between breaking and non-breaking waves occurred at a constant value of approximately tanߙ (ܪ ℎ⁄ )⁄ ≈ 1 for all the
h/Lo groups. This is shown in the graphs plotted in Figure 90 for each h/Lo group, wherethe data are divided using the following breaking criterion:tanߙ (ܪ ℎ⁄ ) < 1⁄ , for breaking waves (84)tanߙ (ܪ ℎ⁄ ) > 1⁄ , for non-breaking waves (85)
Figure 90 Individual graphs for each h/Lo group showing the value of the breaking transition
using tan ߙ∕(ܪ∕ℎ)
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The values indicating the transition between both trends using ξ and ߙ (ܪ ݄⁄ )⁄ for each
h/Lo (shown in Figure 89 and Figure 90) are summarised in Table 35.The constant transition value observed using ߙ (ܪ ݄⁄ )⁄ suggests that this is the bestparameter to use as breaking criterion for the present data. Therefore, it was adopted tocategorize the run-up data between breaking and non-breaking waves. Figure 91 shows allthe run-up data plotted together following the breaking criterion given by (84) and (85).The predictions of this breaking criterion are validated against video observations inSection 7.1.1.
h/Lo ξ ܜ܉ܖࢻ (ࡴ ࢎ⁄ )⁄0.192 1.3 10.094 1.7 10.048 2.15 10.031 2.5 10.024 2.7 10.017 3 1
Table 35 Summary of transition values using ξ and ܜ܉ܖࢻ (ࡴ ࢎ⁄ )⁄
Figure 91 R/H data separated using ܜ܉ܖࢻ (ࡴ ࢎ⁄ )⁄ as breaking criterion
Breaking WavesPrevious studies have shown the efficiency of Hunt’s formula in predicting wave run-upfrom breaking waves on smooth-impermeable slopes (e.g. Losada and Giménez-Curto,1980; Hughes, 2004a; Hsu et al., 2012). These studies compared Hunt’s formula againstlaboratory data sets presented by Grantham (1953), Saville (1955) and Hsu et al. (2012).However, as shown above, the present data are slightly under-predicted by Hunt’sformula.
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The larger run-up values obtained in this study might be explained by the technique usedto measure run-up. Grantham (1953), Saville (1955) and Hsu et al. (2012) all used run-upgauges, while the run-up measurements in this study were obtained through digital videorecordings. As mentioned in the literature review, previous studies (e.g. Schimmels et al,2012; Van Broekhoven, 2011) have shown that data extracted from video cameras showslightly higher run-up values than those extracted from run-up gauges.Figure 92 shows the R/H data from breaking waves compared with three previousformulae based on the Iribarren number: Hunt (1959), Losada and Gimenez-Curto (1980)and Schüttrumpf (2001). As can be seen, the Losada and Gimenez-Curto (1980) andSchüttrumpf (2001) formulae considerably under-predict the R/H data. The present datashow two distinct trends, which are very similar to the trends followed by Hunt’sformulae. The first of these trends is defined by the data with values of ξ < 2.4. These datafollow a similar direction to the one shown by Hunt’s formula R/H = ξ (black line) but withslightly larger values. On the other hand, the data with values of ξ > 2.4 have a constantvalue close to the R/H = 3 suggested by Hunt for values of ξ > 3.
Figure 92 R/H data from breaking waves compared to formulae based on the Iribarren
numberAs Hunt’s formula R/H = ξ for values ξ < 3 under-predicts the present data, slightlymodified formulae for different ranges of ξ are presented below to improve the predictionof the present run-up data from breaking waves. These are given by the followingexpressions:
ܴ
ܪ
= 1.25ߦ, for ߦ< 2.4 (86)
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ܴ
ܪ
= 3, for ߦ> 2.4 (87)
The run-up data from breaking waves were also shown to be very well predicted using thehyperbolic function proposed by Schüttrumpf (2001) but with modified empiricalcoefficients a and b:
ܴ
ܪ
= ܽ ∗ tanh(ܾ∗ ߦ) (88)
Schüttrumpf (2001) suggested values of a=2.25 and b=0.5 for the empirical coefficients.However, as seen in Figure 92, these values considerably under-estimate the present data(green line). A best-fit of this equation to the run-up data yielded the following empiricalcoefficients: a=3.74 and b=0.38. This modified hyperbolic function describes a smoothertransition between the two trends (shown in Figure 92) than equations (86) and (87).For comparison, Figure 93 shows the R/H data from breaking waves plotted againstHunt’s and Schüttrumpf (88) formulae, as well as against the new modified formulae. The
solid 45˚ line in each graph represents the line of equivalence. As can be seen, the predictions of the two modified formulae show great agreement with the present data.
a) b)
c) d)
164
Figure 93 R/H data from breaking waves versus predicted values of formulae based on the
Iribarren number: a) Hunt (1959); b) Modified Hunt (1959); c) Schüttrumpf (2001); and d)
Modified Schüttrumpf (2001). Solid line: perfect agreement; dash line: ± 15% error bandsThe well-defined trends and limited scatter shown when the R/H data from breakingwaves is plotted against ξ is a good indicator that formulae based on this parameter willshow accurate predictions.Hughes (2004a) suggested that the success of the Iribarren number in characterising run-up from breaking waves may lie in the assumption that broken waves become self-similarduring shoaling. Hughes (2004a) writes:“Consider two waves having significantly different wave heights but the same value ofwave steepness, H/Lo. Depth-limited breaking will occur at different water depths on theslope, and the magnitude of the dimensional flow kinematic parameters at breaking willbe different between the two waves. However, the good correlation between run-up andthe Iribarren number suggests that depth of initial wave breaking and breaking wavekinematics are not critical for breaking wave run-up because ultimately the two differentwaves having the same value of H/Lo become similar in the surf zone as observed byBattjes (1974).”As mentioned in Chapter 2, another parameter that has been suggested in literature todescribe wave run-up is the wave momentum flux parameter, ܯி/ߩ݃ℎଶ. However, Hughes(2004a) showed that, for breaking waves, formulae based on the Iribarren numberprovide better predictions than those based on the momentum flux parameter. This wasalso confirmed in this study when the present data were compared to Hughes (2004a)formula for breaking waves:
ܴ
ℎ
= 3.84 tanߙ൬ ܯி
ߩ݃ℎଶ
൰
ଵ
ଶൗ (89)
This can be seen in Figure 94a, where the run-up data from breaking waves is comparedwith the predictions of (89). Note that the run-up is normalised by the water depth ratherthan by the wave height. It can be seen that (89) also under-predicts the run-up frombreaking waves. A curve-fitting of Hughes formula to the present data, yielded thefollowing expression:
ܴ
ℎ
= 6.25 tanߙ൬ ܯி
ߩ݃ℎଶ
൰
ଵ
ଶൗ (90)
The predictions of this modified formulae are shown in Figure 94b. As can be seen, thedata in both graphs show considerably more scatter than when the data were comparedagainst formulae based on the Iribarren number (Figure 93). These comparisons confirm
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what previous studies have suggested: the Iribarren number is the ideal parameter to usein formulae predicting run-up from breaking waves on smooth-impermeable slopes.
Figure 94 R/h data from breaking waves versus predicted values of formulae based on the
wave momentum flux parameter. a) Hughes (2004) and b) Modified Hughes (2004). Solid
line: perfect agreement; dash line: ± 15% error bands.
Non-breaking wavesFigure 95 shows the run-up data from the non-breaking waves compared to thepredictions of two previous formulae based on the Iribarren number for non-breakingwaves on smooth-impermeable slopes: Hunt (1959) and Losada and Gimenez-Curto(1980).
Figure 95 R/H data from non-breaking waves compared to formulae based on the Iribarren
numberAs can be seen, neither of these formulae predict accurately the present data. As discussedpreviously, the horizontal line representing Hunt’s formula R/H = 3 for values ξ > 3
a) b)
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significantly over-predict the present data. This over-prediction was also reported by Hsuet al. (2012). A better prediction is shown by Losada and Gimenez-Curto’s formulae, as itspredictions (dotted lines) go through the middle of the data.
Run-up data separated by slope angle. Figure 96 shows the run-up data from the non-breaking waves separated according to the slope angle of the structure. The shadedcoloured areas show the regions covered by the data of each data group.
Figure 96 R/H data from non-breaking waves divided into groups according to their slopeFrom Figure 96 we can confirm that run-up from non-breaking waves is highly dependenton the slope angle of the structure as R/H decreases as the slope angle increases.Additionally, the gradient for each slope angle decreases as the angle of the structureincreases. Similar observations were reported by Hsu et al. (2012), who presented resultswhere the R/H data with values ξ > 2 followed well-defined trends for each slope angletested. Similarly, the gradient of the data shown by Hsu et al. were seen to decrease as theangle of the structure increased. Hsu et al. suggested that the reduction in run-up as theslope increases can be attributed mainly to the increase in backwash force from the fluidweight component ρg sinα.Although the present data show some similarities with Hsu’s results, there are also somesignificant differences. In Hsu et al. (2012) results, the trends corresponding to each slopeangle were shown to meet around a value of R/H = 2 and ξ = 2. In contrast, the trendsshown in Figure 96 meet around R/H ≈ 1.3 and ξ ≈ 1.6.  Moreover, in Hsu et al. (2012) results, the data corresponding to each slope angle followed very well-defined trends with
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little scatter. In contrast, the present data show significant scatter around each linecorresponding to the different slope angles. The well-defined trends presented by Hsu etal. led them to develop an empirical formula for non-breaking waves and slopes steeper
than 11.5˚ (91). This formula is based on the gradients of the data from each slope angle tested.
ܴ ܪ⁄ = 2൬ߦ2൰଴.଴ସ ௧௔௡⁄ మఈ (91)However, due to the considerable scatter shown for each slope (Figure 96), the procedureshown by Hsu et al. to develop their formula is not appropriate if the present data are usedto derive a new formula. For comparison, Figure 97 shows the present run-up data fromnon-breaking waves compared with the predictions of (91). Again, the solid linerepresents the line of equivalence. As can be seen, (91) also does not predict accuratelythe present data.
Figure 97 R/H data from non-breaking waves versus predicted values of (91). Solid line:
perfect agreement; dash line: ±15% error bands.
Run-up data separated by wavelength. As shown in Section 6.2.1, well-defined trendswere noticed when all the results were divided by the relative water depth, h/Lo. This isshown again in Figure 98, where only the data corresponding to the non-breaking wavesare plotted.
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Figure 98 R/H data from non-breaking waves divided into groups according to their h/LoAs can be seen, all of the groups corresponding to each h/Lo follow similar downwardswell-defined trends. The R/H data in each group decrease as the slope angle increases andas the Iribarren number increases; also, as mentioned previously, the value of R/H for eachgroup decreases as the wavelength decreases. These findings led the present study toderive a new empirical formulae for run-up of non-breaking waves based on both ξ and
h/Lo. The derivation of the new formula is described below.Each of the groups shown in Figure 98 can be seen to be well described by negative powerfunctions of the form:
ܴ
ܪ
= ܽߦି௕ (92)where a and b are empirical coefficients. Power regressions were performed to estimatethe values of these coefficients for each group of h/Lo. The results are shown in Figure 99and summarised in Table 36. Figure 99 shows the same data in a log-log graph for clearervisualisation as straight lines.
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Figure 99 Log-log plot showing coefficients of power regressions performed to each h/Lo
groupFrom Figure 99, we can see that both the values and gradient of the curves changedepending on their h/Lo. The values of both coefficients increase as h/Lo increases.Therefore, we can expect both coefficients a and b to be a function of h/Lo. This is shown inFigure 100, where both parameters are plotted against their corresponding h/Lo values.The trends described by both coefficients were found to be best described by negativepower formulae, which are displayed in each graph.
h/Lo a values b values0.017 4.48 0.30.024 3.96 0.290.031 3.65 0.280.048 2.94 0.260.094 2.31 0.240.192 1.84 0.21
Table 36 Summary of a and b coefficient values for each h/Lo group
Figure 100 Log-log plot of a and b coefficient values against their corresponding h/Lo
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The formulae obtained from the graphs in Figure 99 can replace the empirical coefficientsin (92) resulting in:
ܴ
ܪ
= ܽߦି௕ (93)where:
ܽ = 0.97ቀℎ ܮ௢ൗ ቁି଴.ଷ଼ (94)
ܾ= 0.17ቀℎ ܮ௢ൗ ቁି଴.ଵହ (95)The good fit shown by the data of each h/Lo group with their corresponding negativepower expressions (Figure 99), as well as the good fit shown by the empirical coefficientsand their corresponding h/Lo values (Figure 100), resulted in very good agreement withthe present data. This can be seen in Figure 101, where the predicted values from (93) areplotted against the present data from non-breaking waves.
Figure 101 R/H data from non-breaking waves versus predicted values of equation (93).
Solid line: perfect agreement; dash line: ±15% error bands.
New dimensionless parameter for non-breaking waves. The analysis shown in Section6.1 shows that wavelength (or wave period) has a very small influence on run-up fromnon-breaking waves on steep slopes. However, Figure 98 shows that when the R/H data ofnon-breaking waves is plotted against the Iribarren number, the R/H data from eachwavelength display similar downwards trends, but each with different heights. Thissuggests that the wavelength influence given by the Iribarren is larger than thewavelength influence observed in Section 6.1 on non-breaking waves.Re-arranging Hunt’s formula (R/H = ξ), we can see that this formula states that ܴ ן
ߙ√ܪඥܮ௢. As discussed above, this formula allows the wavelength to play a significant
171
role in determining the value of wave run-up, as run-up will increase proportionally to
ඥܮ௢. This has been shown to be valid for breaking waves on shallow slopes, but not fornon-breaking waves on steeper slopes. For this reason, a new non-dimensional parameteris proposed in this study to replace the Iribarren number and characterise run-up fromnon-breaking waves. This parameter, which will be represented by the upper case Greekletter Phi, Φ, reduces the influence of wavelength and is given by:
ߔ = tanߙ ∙ ℎ
ඥܪܮ଴
(96)
The water depth, h, is introduced simply to make Φ a non-dimensional parameter. As hremained constant in all the tests presented in this study, it did not influence thecalculated values of Φ. However, future studies are suggested to analyse the influence of hin this parameter. Plotting the R/H data from the non-breaking waves against Φ resultedin significantly less scatter than when plotted against ξ.
Figure 102 R/H data from non-breaking waves against new parameter ࢶCurve fitting of the data resulted in:
ܴ
ܪ
= (ܽߔ)ି௕ (97)where a and b are empirical coefficients. The curve fitting can be seen clearer on the log-log graph shown in Figure 103, where the data are seen to follow a straight line. A best-fitof this equation to the present data was obtained by performing a power regression whichresulted in:
ܴ
ܪ
= 1.25ߔି଴.ଷଶ (98)From Figure 103 we can see that this formula based on the new parameter Φ can correctlyestimate run-up from non-breaking waves.
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Figure 103 Log-log plot showing the coefficients a and b from the power regression
Wave momentum flux parameter. According to Hughes (2004a), the wave momentumflux parameter, ܯிȀߩ݄݃ଶ, characterises run-up from non-breaking waves better than theIribarren number. However, none of the formulae suggested by him to predict run-upfrom non-breaking waves predicted the present data accurately. Nevertheless, when thepresent R/h data of each slope angle were plotted against the momentum flux parameter,a good correlation was seen (Figure 104).
Figure 104 R/h data from non-breaking waves against the wave momentum flux parameter;
data divided according to their slope angleThis good correlation led to the development of a new empirical formula based on thisparameter. The derivation of this formula is described below.From Figure 104 we can see that the data from each slope angle follow well-defined trendswith few scattered data. These trends were found to be best described by power functionsin the form of:
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ܴ
ℎ
= ܽ൬ ܯி
ߩ݃ℎଶ
൰
௕ (99)
where a and b are empirical coefficients. Power regressions were performed to the data ofeach slope angle to estimate values for empirical coefficients a and. These regressions areshown in the log-log graphs shown in Figure 105 and their values are summarised in Table37. As can be seen, the data points in all the graphs show a good fit with the estimatedpower functions. The coefficient a in a power function serves as a scaling factor, movingthe values of ݔ௕ up or down, while the coefficient b determines the function’s rate ofgrowth.
Slope Angle cot α a values b values
10˚ 5.67 1.7 0.63
13˚ 4.33 2.25 0.72
15˚ 3.73 2.11 0.75
18.43˚ 3 2.04 0.74
26.56˚ 2 1.79 0.75
33.69˚ 1.5 1.65 0.73
45˚ 1 1.53 0.75
Table 37 Summary of a and b coefficients for each slope angleFrom Table 37 we can see that the coefficient a is a function of the slope angle, as itdecreases as the angle of the slope increases. Therefore, we can expect this coefficient tobe a function of the cotangent of the slope. An exception is the 10˚ slope, where the value of the coefficient a is smaller than that on the 13˚ slope. In contrast, it was noticed that the power coefficients b are not a function of the slope angle, as their values remain fairlyconstant for all slope angles: b ≈ 0.75 or ¾ (except on the 10˚ slope). On the 10˚ slope, only a few of the waves generated were categorised as non-breaking. Therefore, this value wasderived from limited data points, making less reliable than those from the other slopes.
Hence the 10˚ was not considered further in this analysis. 
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Figure 105 Individual log-log plot of data from each slope angle showing the resulting
equation from the power regressionsFigure 106 plots the empirical coefficients a against the cotangent of the slopes (displayedin Table 37). These data points are found to be best described by an exponential function.
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Figure 106 Coefficients a plotted against their corresponding cot α The exponential function shown in Figure 106 and the coefficient value of b = 0.75 wereused resulted in:
ܴ
ℎ
= 1.46 ∗ ݁଴.ଵ௖௢௧∝ ൬ ܯி
ߩ݃ℎଶ
൰
଴.଻ହ (100)
Figure 107 plots the predicted values of (100) against the present data. The dashed linesindicate the ±15% error bands between the predictions and the measured data. As can beseen, a very good agreements is shown, as most data lie inside these error bands.
Figure 107 R/h data from non-breaking waves versus predicted values of (100). Solid line:
perfect agreement; dash line: ±15% error bands.Equation (100) is analogous to the general formula proposed Hughes (2004a) to predictrun-up, given by:
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ܴ
ℎ
= ܽ∗ ܨ(ߙ)൬ ܯி
ߩ݃ℎଶ
൰
଴.ହ (101)
where a is an empirical coefficient and F(α) is a function of the slope. The power value of0.75 in (100) obtained from the power regressions to the data is larger than the value of0.5 suggested by Hughes (2004a). This larger power value than 0.5 was also noticed byHughes, but he proposed a power value of 0.5 in (101) as this value was the result of atheoretical derivation based on the run-up triangular wedge (described in Chapter 2).
SummaryThe new formulae derived in this section are summarised below:
 A new breaking criterion parameter was proposed to separate the run-up frombreaking and non-breaking waves at the slope, this is given by:tanߙ (ܪ ℎ⁄ )⁄ (102)
 Schüttrumpf (2001) formula with modified empirical coefficients was shown tohave a good agreement to the present run-up data from breaking waves. Thisformula is given by:
ܴ
ܪ
= ܽ ∗ tanh(ܾ∗ ߦ) (103)
 The following three new formulae were derived to predict run-up from non-breaking waves from regular waves, all showing good agreement with the presentdata. These are given by:
ܴ
ܪ
= ܽߦି௕ (104)
ܴ
ܪ
= ܽߔି௕ (105)
ܴ
ℎ
= ܽ൬ ܯி
ߩ݃ℎଶ
൰
௕ (106)
 Values for the empirical coefficients a and b were estimated for each of theseformulae by fitting them to the present data.
 The formulae were validated against the present data
6.3 Non-Dimensional Analysis from Irregular WavesThis section analyses the run-up data from irregular waves obtained from the numericalsimulations described in Chapter 5. The section follows a similar analysis procedure asthat in Section 6.1 for the regular waves. First, the data is separated in breaking and non-breaking waves using the new breaking criterion given by (102) . Then, the data from each
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group is compared against prediction formulae from previous studies and against the newformulae for proposed for regular waves: (103), (104), (105) and (106).Figure 108 plots Ru2% normalised by the significant wave height Hs and plotted against ξop.As defined previously in Chapter 3, Ru2% is the run-up elevation exceeded by 2% of theincoming waves at the toe of the structure, while ξop is the Iribarren number based on thedeepwater wavelength, Lop, which is calculated with the peak spectral wave period Tp.
Figure 108 Ru2%/Hs data from irregular waves plotted against ξop and compared to previous
formulaeFrom this figure we can see that the data shows significant scatter for values ξop > 3, whichmainly correspond to non-breaking waves. However, before comparing these data withprevious formulae proposed for either breaking or non-breaking waves, it is necessary tofirst separate the data using a breaking criterion.
Breaking CriterionThe new breaking criterion, ߙ (ܪ ݄⁄ ),⁄ proposed in the previous section was seen toalso show a good prediction of the transition between breaking and non-breaking wavesfrom the irregular waves. In this case, a value of 1.4 was found to show the best transition,therefore: tanߙ (ܪ௦ ℎ⁄ ) < 1.4⁄ , for breaking waves (107)tanߙ (ܪ௦ ℎ⁄ ) > 1.4⁄ , for non-breaking waves (108)The predictions of this breaking criterion are shown in Figure 109 in individual graphscorresponding to the four wavelengths tested, while Figure 110 plots all the data together.In these figures the red data correspond to breaking waves, while the blue datacorrespond to non-breaking waves.
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Figure 109 Individual graphs for each h/Lo group showing the value of the breaking
transition using tanߙ∕(ܪs∕ℎ)
Figure 110 Ru2%/Hs data separated using tanα ⁄ (Hs/h) = 1.4 as breaking criterion
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Similarly to the regular waves, when the run-up data is plotted against the Iribarrennumber, the data from breaking waves (red data) show little scatter. In contrast, the datafrom non-breaking waves show significant scatter, suggesting that formulae based on thisparameter might only work to predict run-up from breaking waves.
Breaking wavesFigure 111 shows the present run-up data from breaking waves
ሺߙ (ܪ௦ ℎ⁄ ) < 1.4⁄ ) plotted against ξop and compared against the prediction of 7 existingformulae, all based on the ξop parameter. These formulae are shown in Chapter 3. We cansee that the present data follows a smooth curved that grows as ξop increases. Most of theexisting formulae suggest that two formulae are needed to describe run-up for values of ξo< 4.5 (e.g. Hunt, 1959; Losada and Gimenez-Curto, 1980; Van der Meer, 1995; EurOtop,2007; Burcharth and Hughes, 2002). These formulae show a sharp transition between theformulae. On the other hand, formulae such as Schüttrumpf (2001) and Mase (1989) adopta single curve for all values of ξo < 4.5.
Figure 111 Ru2%/Hs data from breaking waves compared to previous formulae based on the
Iribarren numberIn Figure 111, we can see that for values of ξo < 1.5, Mase (1989), Van der Meer (1995),Burcharth and Hughes (2002) and EurOtop (2007) formulae, all provide a good agreementwith the present data. In contrast, for values of ξo > 1.5, only the EurOtop formula shows agood prediction, as Mase’s and Burcharth and Hughes’ formulae significantly over predictthe run-up, and Van der Meer’s slightly under predicts it. For a better visualisation of the
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predictions of these formulae against the present data, Error! Reference source not
found. shows individual graphs corresponding to these formulae, where the present datais plotted against the predicted data. Again, the solid line represents the line ofequivalence, while the dotted lines represent ±15% error bands.
Figure 112 Ru2%/Hs data from breaking waves versus predicted values of formulae based on
the Iribarren number. Solid line: perfect agreement; dash line: ±15% error bands.
Burcharth and Hughes(2002)
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cont. Figure 110As can be seen, the best predictions are shown by the EurOtop formula, where most of thepredictions from this formula lie inside the ±15% error bands. Nevertheless, for thepresent data a smooth curve expression was found to show a better description of Ru2%/Hsfrom breaking waves than the EurOtop formulae. For this reason, the same as for theregular waves, this study proposes a modified best-fitted version of Schüttrumpf (2001)hyperbolic formula. This equation was best-fitted to the present data and the followingvalues for the empirical coefficients were obtained:
ܴ௨ଶΨ
ܪݏ
= ܽ∗ ܽݐ ݊ℎ(ܾ∗ ߦ௢) (109)where a = 3.2 and b = 0.6.The predictions from and (109) are shown in Figure 113. As can be seen, all the data wellinside the ±15% error bands.
Figure 113 Ru2%/Hs data from breaking waves versus predicted values of the new modified
formula. Solid line: perfect agreement; dash line: ±15% error bands.
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Non-breaking wavesFigure 114 shows the run-up data from the non-breaking waves compared to thepredictions of 5 existing formula all based on the ξop parameter. These formulae are shownin Chapter 3. As can be seen, the data lies between the predictions of some of theseformulae. However, none of these predict accurately the present data.
Figure 114 Ru2%/Hs data from non-breaking waves compared to previous formulae based on
the Iribarren numberWhen (104), (105) and (106) proposed for non-breaking waves from regular waves werecompared to the Ru2%/Hs data from irregular waves, it was found that these formulae (withadjusted empirical coefficients) also predicted accurately these data. Therefore, it wasnecessary to estimate appropriate values for the empirical coefficients. The estimation ofthe coefficients for each formula is described below.
Estimation of coefficients for equation (104). The same as for the data from regularwaves, well-defined trends were shown when the results from irregular non-breakingwaves were divided by the relative water depth, h/Lo and plotted against the Iribarrennumber (Figure 115). Each of these groups were also well described by negative powerfunctions of the form:
ܴ௨ଶΨ
ܪ௦
= ܽߦ௢௣ି௕ (110)
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where a and b are empirical coefficients that depend on h/Lo. The values of thesecoefficients were estimated performing power regressions to each group of h/Lo. Theresults are shown in the log-log graph in Figure 116 and summarised in Table 38.
Figure 115 Ru2%/Hs data from non-breaking waves divided into groups according to their
h/Lo
Figure 116 Log-log plot showing coefficients from power regressions performed to each h/Lo
group
h/Lo a values b values0.024 3.9 0.150.048 3.5 0.1430.094 3 0.140.192 2.6 0.133
Table 38 Summary of a and b coefficients of each h/Lo group
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To derive expressions for these coefficients in terms of h/Lo, these were plotted againsttheir corresponding h/Lo values and best-fit equations were estimated (Figure 117).
Figure 117 Log-log plots of a and b coefficients against their corresponding h/LoThe trends described by both coefficients were also found to be best described by negativepower expressions. These expressions were replaced in (110) resulting in:
ܴ௨ଶΨ
ܪ௦
= ܽߦ௢௣ି௕ (111)
where:
ܽ = 1.9ቀℎ ܮ௢ൗ ቁି଴.ଶ (112)
ܾ= 0.12ቀℎ ܮ௢ൗ ቁି଴.଴଺ (113)The predictions of (111) are plotted against the present Ru2%/Hs data in Figure 118, wherea very good agreement with the present data can be seen.
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Figure 118 Ru2%/Hs data from non-breaking waves versus predicted values of equation
(111). Solid line: perfect agreement; dash line: ±15% error bands.
Estimation of coefficients for equation (105). Figure 119 shows the same Ru2%/Hs datafrom non-breaking, irregular waves plotted against the new parameter ϕ. As can be seen,significant less scatter is seen when Ru2%/Hs data are plotted against this parameter thanwhen the data are plotted against the Iribarren number (Figure 114).
Figure 119 Ru2%/Hs data from non-breaking waves against new parameter ࣘThe single well-defined curve shown in Figure 119 was also well described by:
ܴ௨ଶΨ
ܪ௦
= (ܽߔ)ି௕ (114)
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where a and b are empirical coefficients. Curve-fitting of this formula to the data resultedin:
ܴ௨ଶΨ
ܪ௦
= 2.11ߔି଴.ଵ଻ (115)The predictions of (118) are plotted against the present Ru2%/Hs data in Figure 120, whereagain, a very good agreement with the present data is shown.
Figure 120 Ru2%/Hs data from non-breaking waves versus predicted values of equation
(118). Solid line: perfect agreement; dash line: ±15% error bands.
Estimation of coefficients for equation (106). When the ܴ௨ଶΨ ℎ⁄ data from each slopeangle were plotted against ܯி/ߩ݃ℎଶ (Figure 121), it was seen that the data from eachslope angle were also found to be best described by power functions in the form of: ݕ=
ܽݔ௕. Therefore, power regressions were performed to estimate the coefficients a and b ofeach slope angle. The results are shown in individual log-log graphs for each slope angle inFigure 122 and the values for a and b are summarised in Table 39.
Figure 121 Ru2%/h data from non-breaking waves plotted against the wave momentum flux
parameter
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Figure 122 Individual log-log plot of data from each slope angle showing the resulting
equation from the power regressions
Slope Angle cot α a values b values
15˚ 3.73 2.46 0.73
18.43˚ 3 2.36 0.7
26.56˚ 2 2.05 0.63
33.69˚ 1.5 1.98 0.63
45˚ 1 1.91 0.65
Table 39 Summary of a and b coefficients for each slope angle
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From Table 39 it can be seen that the values of the coefficients b tend to slightly increaseas the slope angle decreases. Nevertheless, these values remain fairly constant, so a valueof b = 0.67 is suggested to represent the b values from all slopes. This value lies betweenthe value found for regular waves, b = 0.75, and the value suggested by Hughes (2004a), b= 0.5. On the other hand, the coefficients a decrease as the slope angle increases.Therefore, these coefficients are also expected to be a function of the cotangent of theslope. This can be seen in Figure 123, where the coefficients a are plotted against thecotangent of the slopes. Although the points in Figure 123 can be approximated by astraight line, these were also found to be best described by the exponential functionshown in the graph.
Figure 123 coefficients a plotted against their corresponding cot α The function shown in Figure 123 and the coefficient value of b = 0.67 were used toreplace the coefficients in (106), resulting in:
ܴ௨ଶΨ
ℎ
= 1.7 ∗ ݁଴.ଵ௖௢௧∝ ∗ ൬ ܯி
ߩ݃ℎଶ
൰
଴.଺଻ (116)
The predictions of (119) are plotted against the present data. As can be seen, better resultswere shown from (111) and (118) than for (119). Nevertheless, the predictions of (119)are generally good, as most values lie inside the ±15% error bands.
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Figure 124 Ru2%/h data from non-breaking waves versus predicted values of (116). Solid
line: perfect agreement; dash line: ±15% error bands.
Summary
 The formulae (103), (104), (105) and (106) derived from regular waves were alsofound to be applicable to predict run-up from irregular waves on smooth-impermeableslopes, although with modified empirical coefficients
 The new parameter ߙ (ܪ ݄⁄ )⁄ proposed as breaking criterion also showed goodpredictions with data from irregular waves, although the transition between both types ofwaves was seen to occur at a higher value.
 The formulae were validated against the present data
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7 Wave Run-up over Permeable SlopesThe data obtained from the laboratory experiments and numerical simulations carried outon permeable slopes are analysed in this chapter, which is divided into 7 sections.Section 7.1 presents the results from the experimental observations of wave breakingfrom all the tests performed on the permeable slopes, where the breaker type andbreaking point location from each test are documented. These observations are comparedwith the predictions of two different breaking criteria.In Sections 7.2and 7.3, the influence of surface roughness, hydraulic conductivity andwater table elevations on run-up are analysed. Here, factors to account for the influence ofthe slope’s roughness and hydraulic conductivity for breaking and non-breaking waves arepresented, and a new dimensionless hydraulic conductivity parameter is introduced.Section 7.4 describes alternative approaches to estimate hydraulic conductivity of a beachor coastal structure from other available parameters such as porosity, grain size, porethroat size and sediment sorting.Section 7.5 validates and shows the applicability of the new formulae by comparing theirpredictions against existing run-up data from previous laboratory experiments performedon impermeable and permeable slopes.Finally, Section 7.6 presents an analysis on the influence of hydraulic conductivity on thewater table over-height, while Section 7.7 discusses the influence of infiltration on theswash flows and bed shear stresses.The main outcomes are summarised at the end of each section, while the overallconclusions of the study are summarised in Chapter 8.
7.1 Observations of Wave Breaking ProcessesThe wave breaking processes from all the tests performed on permeable slopes wererecorded from the side of the flume using a video camera with three main objectives:1) To identify whether the wave breaks or not at the slope and to compare theseobservations with the predictions of the breaking criteria based on tanߙ (ܪ ℎ⁄ )⁄ and onthe Iribarren number, ξ2) To measure the breaking point location for all the plunging waves and to see if thislocation is affected by the hydraulic conductivity of the slope3) To classify the breaker type of each run-up to investigate if hydraulic conductivityof the slope affects the wave breaking mechanism
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Breaking CriteriaThe breaking criterion ߙ (ܪ ݄⁄ )⁄ proposed in Section 6.2.1 to predict the transitionbetween breaking and non-breaking waves on smooth slopes was derived based on thedifferent trends shown when the R/H data were plotted against ξ. Most previous breakingcriteria have been derived this same way, by observing the different trends in the run-updata. They have not been derived from video observations. The present observation areintended to: 1) verify if the different trends shown by the R/H data actually correspond tobreaking and non-breaking waves; and 2) compare the predictions of the breakingcriterion ߙ (ܪ ݄⁄ )⁄ and ξ with the video observations. This will allow selection of themost appropriate parameter to use as a breaking criterion for the present data onpermeable slopes.
Experimental observations. Figure 125 and Figure 126 show the R/H data obtained
from the four permeable foams carried out on three different slope angles: 10˚, 20˚ and 30˚ plotted against ξ and against Φ respectively. In these graphs, the data are separateddepending on the breaker types observed from the video recordings. As can be seen, nospilling waves were observed in these tests. Most waves corresponded to either plungingor surging waves, with some few collapsing waves in between.In Figure 125, where the data are plotted against the Iribarren number, it can be seen thatmost plunging waves follow a well-defined trend. However, some of the plunging wavedata between 2 < ξ < 4 are seen to be scattered between the data of the collapsing andsurging waves. On the other hand, most surging or non-breaking waves show significantscatter. In the case of the collapsing waves, some data seem to behave as plunging waves,while others seem to be scattered between the data of the surging waves. From Figure 125it is easy to identify the areas where most of the plunging and surging waves occur. Alldata with values of ξ < 2 correspond to plunging waves which are considered breakingwaves. These data show well-defined non-linear trends that grow with ξ. On the otherhand, all data with values of 4 < ξ correspond to surging or non-breaking waves, where alot of scattering is seen.The main problem when separating the breaking from the non-breaking waves arises inthe transition zone between 2 < ξ < 4, where all the collapsing waves occur. This areashows scatter data from all three types of breakers.
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Figure 125 R/H data from run-up tests performed on the 4 permeable structures plotted
against ξ and separated according to their breaker types observed
Figure 126 R/H data from run-up tests performed on the 4 permeable structures plotted
against Φ and separated according to their breaker types observed
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When the data is plotted against Φ (Figure 126), we can see that the data from the surgingwaves show a well-defined downwards trend, while the data from plunging waves are thescattered ones. Again, the collapsing waves are seen to be spread between the surging andcollapsing waves. It is interesting to note that the plunging waves show several upwardlines that grow until they meet the line defined by the surging waves. Each linecorresponds to a different wavelength tested.These graphs show the main reason why run-up formulae are designed either for breakingor non-breaking waves: both groups of data follow completely different patterns, andtherefore need to be estimated using different expressions.The present video observations show that not all the data from plunging and collapsingwaves lie inside the well-defined trends followed by most of the plunging wave data andmight be better predicted using formulae designed for non-breaking waves.The breaker type observations were compared with the predictions using tanߙ (ܪ ℎ⁄ )⁄and ξ as breaking criteria. This was done firstly to validate these breaking criteria andsecondly, to select the criteria that could show a clearer separation between the trendsshown by the breaking and non-breaking waves of the present data. This was done byanalysing both group individually and deriving influence factors for roughness andhydraulic conductivity for both of them.A similar analysis as the one shown for the smooth slopes, where the data were separatedinto groups according to their h/Lo values, was performed for the permeable slopes toidentify the tanߙ (ܪ ℎ⁄ )⁄ and ξ values which could best indicate the transition between thegrowing trend from the breaking waves and the downwards trend from the non-breakingwaves. When the Iribarren number was used to analyse the transition between bothtrends in each h/Lo data group, the ξ value found to best indicate the transition, increasedas the wavelength increased. Nevertheless, a value of ξ = 3.2 was shown to be the mostaccurate one to indicate the transition for all the data. On the other hand, the transitionbetween both trends in each h/Lo data group was seen to occur at a constant valueof: tanߙ (ܪ ℎ⁄ )⁄ ≈ 1.4.
Breaking criterion using the Iribarren number, ξ. The predictions using the breakingcriterion of ξ = 3.2 are shown in Figure 127 and Figure 128 where again, themeasurements are plotted against ξ and Φ respectively.
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Figure 127 R/H data from the 4 permeable slopes plotted against ξ and separated using ξ =
3.2 as breaking criterion
Figure 128 R/H data from the 4 permeable slopes plotted against Φ and separated using ξ =
3.2 as breaking criterion
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As can be seen, the Iribarren number shows very good predictions when compared to thevideo observations, predicting most data correctly. Most of the data observed to beplunging and collapsing waves between 2 < ξ < 4 are part of the breaking waves group.However, some of the breaking wave data seem to follow the same trends followed by thenon-breaking waves. These data correspond to the shortest waves (h/Lo = 0.192) on the
20˚ and 30˚ slopes. These data might cause problems if this parameter is used to separate the data from breaking and non-breaking waves.
Breaking criterion using the new parameter: ܜ܉ܖࢻ (ࡴ ࢎ⁄ ).⁄ Figure 129 and Figure 130show the run-up measurements plotted against ξ and Φ respectively. This time, the dataare separated using the predictions of the breaking criterion of tanߙ (ܪ ℎ⁄ )⁄ = 1.4.Comparing the predictions using tanߙ (ܪ ℎ⁄ )⁄ = 1.4 with the video observations shown inFigure 125 and Figure 126, we can see that this criterion also predicts most data correctly.The data points with values tanߙ (ܪ ℎ⁄ )⁄ < 1.4 include most of the data from the plungingand collapsing waves, while tanߙ (ܪ ℎ⁄ )⁄ > 1.4 include most of the surging waves. Somediscrepancies can be noticed between 2 < ξ < 6, where the collapsing waves and thetransition between breaking and non-breaking waves occur. Nevertheless, a betterseparation between both groups of data can be seen than when using ξ as breakingcriterion. The constant value of tanߙ (ܪ ℎ⁄ )⁄ = 1.4 indicating the transition between bothtrends in each h/Lo group resulted into a clear distinction between both groups of data.With all the data points representing the breaking waves follow well-defined trends whenplotted against ξ and all the data points representing the non-breaking waves follow well-defined curves when plotted against Φ.These comparisons show that both parameters can separate accurately the breaking andnon-breaking waves of the present data. Although the Iribarren number showed slightlybetter predictions when compared to video observations, tanߙ (ܪ ℎ⁄ )⁄ showed a betterseparation between the trends of the breaking and non-breaking waves. Therefore, thisparameter was chosen to separate the data from both groups, and was used in the analysisdescribed in Sections 7.2 and 7.3.
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Figure 129 R/H data from the 4 permeable slopes separated using ܜ܉ܖࢻ (ࡴ ࢎ⁄ ) = ૚.૝⁄ as
breaking criterion and plotted against ξ
Figure 130 R/H data from the 4 permeable slopes separated using ܜ܉ܖࢻ (ࡴ ࢎ⁄ ) = ૚.૝⁄ as
breaking criterion and plotted against Φ
197
Location of Breaking PointThe breaking point of the plunging breaker is the location where the front face of thebreaking wave becomes nearly vertical (Bonmarin, 1989). The breaking point location inthis study was recorded by measuring the horizontal distance from where the breakingpoint occurs to the intersection between the SWL and the slope of the structure (Figure131).
Figure 131 Breaking point distance for plunging wavesThis breaking point distance was recorded for all the plunging waves generated for all fourpermeable slopes. These results are summarised in Appendix F. The measurementsshowed that, under identical wave conditions, in most cases the breaking point distanceincreases as the hydraulic conductivity of the slopes decreases. Similar observations werereported by Lara et al. (2006), where the breaking point location was seen to be nearer theshore on the large grain size slope than those observed on the small grain size slope. Thereare several processes that occur when a wave breaks over a permeable slope that caninfluence the location where waves break. Firstly, the additional energy dissipation causedby the permeable slope can reduce the wave height and can affect the undertow of thewave (as shown by Lara et al., 2006), and consequently can influence the breaking pointlocation. Secondly, the uprush and backwash flows can be considerably reduced due toinfiltration. These flow reductions (analysed in detail in Section 6.9) can significantly affectthe swash-swash interaction processes or the swash collisions between waves. On apermeable slope, the reduced backwash flow can diminish the swash collisions, allowingthe subsequent waves to travel further up the slope, and consequently to break at alocation nearer the shore. Finally, the exfiltration processes that occur on the saturatedpart of the beach (below the mean water level) are also expected to influence the breakingprocesses.No clear correlation was seen between the breaking point distance and the run-up height,which is also affected by the hydraulic conductivity. This is shown in Figure 132, where
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the breaking point distance, xb, was normalised by the wave height and plotted against
R/H.
Figure 132 Correlation between run-up and breaking point distanceFurthermore, there was no obvious correlation between the breaking point location andthe Iribarren number or wave steepness, although in most cases, this distance was seen togrow as H increased and as Lo decreased.
Breaker TypeLara et al. (2006) reported changes from plunging to spilling or surging under identicalwave conditions but with different slope permeabilities. In the present study, the differenthydraulic conductivities analysed were seen to slightly modify the shape of the breakingwaves, but this change in shape was not enough to modify the breaker types. However,further research would be required to compare the breaker types between theimpermeable and permeable slopes as the breaker types in this study were only recordedon permeable slopes.
Summary
 Both the Iribarren number and ߙ (ܪ ݄⁄ )⁄ were shown to accurately predict thetransition between breaking and non-breaking waves on permeable slopes whencompared to the experimental observations
 The breaking point distance (defined in Figure 131) was seen to increase as thehydraulic conductivity of the slopes decreases
 Hydraulic conductivity slightly modified the shape of the breaking waves, but thischange was not enough to modify their breaker type
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7.2 Breaking waves on Permeable SlopesAs discussed in the literature review, influence parameters have been derived by previousauthors account for the effects of surface roughness, angle of wave attack, shallow waterand berms on wave run-up. All of these parameters have been derived from laboratoryexperiments. However, no parameter has been proposed to account for the influence ofhydraulic conductivity on run-up. In this study, a new influence factor for hydraulicconductivity is presented. This section shows how this parameter was derived, anddiscusses the influence of surface roughness and groundwater levels on run-up.Figure 133 plots the R/H data from waves breaking on 4 foams, using the breakingcriterion: tanߙ (ܪ ℎ⁄ ) < 1.4⁄ . These data include the results from the three slope angles
tested: 10˚, 20˚ and 30˚. The shaded areas in this figure, as well as in the rest of the graphs presented in the following sections, are shown to display the regions covered by eachgroup of data. These regions are not error bands around a best-fit line.
Figure 133 R/H data from breaking waves on the 4 permeable slopes against the Iribarren
numberAs can be seen, the shape of the curves from the four beach materials is very similar andthe value of R/H decrease as the hydraulic conductivity of the slopes increases. At a ξvalue between 3.5 and 4, the R/H values approach a maximum height, which remainsconstant as ξ grows.The influence of hydraulic conductivity on run-up has traditionally been included in run-up formulae via two methods. The first method is by adding an influence factor into aformula developed for smooth impermeable slopes, while the second method is by curve-fitting expressions to run-up data obtained from specific permeable structures. The
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influence factors usually include the influence of both roughness and hydraulicconductivity of the slopes and are designed for specific kinds of structure.In this study, the curves followed by the R/H data for each foam are well described by thehyperbolic function suggested by Schüttrumpf (2001). As shown in the previous sections,this function also described accurately the R/H data on the smooth impermeable slopes,where a modified Schüttrumpf formula was presented. This suggests that it might bepossible to add influence factors to the modified Schüttrumpf formula to account for theeffects of roughness and hydraulic conductivity. Developing this approach, the followingformula is proposed to predict run-up from breaking waves on permeable slopes:
ܴ
ܪ
= 3.74 ∗ tanh(0.38 ∗ ߦ௢) ∗ ߛ௙ ∗ ߛ௄ (117)where γf and γK are influence factors for surface roughness and hydraulic conductivity,respectively. To analyse and estimate values of these influence factors, run-up laboratory
tests with identical wave conditions were performed on 10˚ slopes with 9 different slope configurations:
 1 smooth-impermeable slope
 4 rough-impermeable slopes
 4 rough-permeable slopesAll of the waves generated resulted in breaking waves on the slope. Therefore, theindividual effects of each parameter were only analysed for breaking waves. For non-breaking waves, the combined influence of roughness and hydraulic conductivity aredescribed and estimated in Section 7.3.
Influence Factor for Surface RoughnessThe run-up reduction in a permeable slope is produced by the energy dissipation causedby the roughness of the slope and by the infiltration into the permeable slope. Although itis possible to have roughness without permeability, it is difficult to have any permeabilitywithout some roughness. By performing tests with impermeable and permeable slopeswith identical surface roughnesses, it was possible to analyse the influence of bothparameters independently. This section describes the derivation of the influence factor toaccount for the reduction attributed only to the surface roughness of the foams.As described in Chapter 4, run-up tests were performed over 4 different rough-
impermeable 10˚ slopes. The surface roughness of each of these slopes corresponded to those of the 4 permeable foams used: R30, R45, R60 and R80. By comparing these results
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with those on the 10˚ smooth-impermeable slopes, it was possible to quantify the reduction attributed to the surface roughness of the foams.
Figure 134 shows the run-up measurements on each of the four 10˚ rough-impermeable 
slopes plotted beside the run-up data obtained from the 10˚ smooth-impermeable slope.   
Figure 134 Comparisons between the run-up data from the 10˚ smooth-impermeable and 
rough-impermeable slopesIt can be seen that the roughness significantly decreases the run-up height. However, it ishard to identify the difference between the 4 graphs, as the reduction caused by thesurface roughness of the 4 rough slopes was very similar. From these graphs, we can seethat the reduction caused by roughness is greater for the higher Iribarren numbers.Therefore, the roughness influence factors can be expressed as functions of ξ. To estimatethese functions, run-up factors were estimated. The identical wave conditions performedon the smooth and rough slopes allowed the calculation of run-up factors for each wavecondition generated. These factors were obtained using the following expression:
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ݎ௙ = ܴ(୰୭୳୥୦ି୧୫ ୮ ୰ୣ୫ ୟୣୠ୪ୣ )ܴ(ୱ୫ ୭୭୲୦ି୧୫ ୮ ୰ୣ୫ ୟୣୠ୪ୣ ) (118)The calculated factors from the four rough slopes were plotted against ξ and are shown inFigure 135. For reference, the horizontal line in each graph represents unity value. In eachgraph, we can see that the value of the factors gradually decrease as ξ increases. Eventhough the factors seem to decrease linearly, this decrease was found to be betterdescribed through a negative power function given by:
ߛ௙ = ܽߦି௕ (119)where a and b are empirical coefficients. The values of the empirical coefficients wereestimated by curve-fitting this formula to the data of each rough slope. The resultingfunctions are displayed in each graph.
Figure 135 Reduction factors for the surface roughness of the foamsIn these graphs, we can see that roughness has less influence for the data with ξ < 1.2 (bluedots). To quantify the reduction caused by the surface roughness of the slopes averagedreduction percentages were estimated for the data corresponding to ξ > 1.2, ξ < 1.2 and forall the data. These reduction percentages are shown in Table 40.From this table it is evident the greater reduction is caused by roughness on waves withhigher Iribarren numbers (small waves). The data with ξ < 1.2 correspond to largeplunging waves (with larger wave steepness values, H/Lo > 0.025) where most of the
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energy is dissipated by the breaking processes. This smaller influence of surfaceroughness on run-up from large wave heights is also reported in EurOtop (2007).Although the influence of roughness slightly increases as the porosity of the slopesincreases, the reduction caused by the four different surfaces is very similar. This can beseen from the similar values of the empirical coefficients obtained in each best fit functionshown in Figure 135 (values summarised in Table 41).
Rough Surface
Type
% Reduced
ξ < 1.2
% Reduced
ξ > 1.2
% Reduced
All valuesR30 20% 27% 26%R45 17% 27% 25%R60 15% 24% 22%R80 15% 21% 19%
Table 40 R/H Percentage reduced by the surface roughness of the slopes
Type acoefficients
b
coefficientsR30 0.78 0.1R40 0.8 0.12R60 0.82 0.11R80 0.83 0.08
Table 41 Summary of coefficients for each rough-impermeable slopeTherefore, the following influence factor for roughness to account for the surfaceroughness from all 4 slopes can be approximated by:
ߛ௙ = 0.8ߦି଴.ଵ (120)This roughness factor is only valid for foams within the range of porosity values tested inthis study (30-80PPI).
Influence Factor for Hydraulic ConductivityThis section investigates how much of the run-up reduction observed in a permeable slopecan be attributed only to the hydraulic conductivity of the slope. This was analysed bycomparing the results from the 4 rough-permeable slopes with their impermeablecounterparts with identical roughnesses.The 4 graphs displayed in Figure 136 show the run-up measurements of the four rough-impermeable (blue dots) and the four rough-permeable (red dots) slopes. For comparison,the measurements from the smooth-impermeable slope are also displayed with black dots.As mentioned previously, all of these tests were performed under the exact same
experimental conditions: same wave flume, water depth, slope angle (10˚) and with the same regular wave conditions.
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Figure 136 Comparisons between the run-up data from the 10˚ smooth-impermeable, rough-
impermeable and rough-permeable slopesFrom these graphs, it is clear that the reduction in R/H caused by the hydraulicconductivity of the slopes increases as the hydraulic conductivity of the slopes increases.We can see that the influence of hydraulic conductivity on run-up is also a function of ξ, asits reduction increases as ξ increases. To estimate expressions for the hydraulicconductivity influence factors in terms of ξ, run-up factors were again estimated. Thistime, the factors were obtained comparing the results from each rough permeable andimpermeable slope using the following formula:
ݎ௄ = ܴ(୰୭୳୥୦ି୮ ୰ୣ୫ ୟୣୠ୪ୣ )ܴ(୰୭୳୥୦ି୧୫ ୮ ୰ୣ୫ ୟୣୠ୪ୣ ) (121)The results obtained are displayed in Figure 137, where for reference the black horizontalline shows unity value.
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Figure 137 Reduction factors for hydraulic conductivityFrom these graphs, we can see that hydraulic conductivity has less influence on run-upvalues ξ < 1.2. For run-up values ξ > 1.2, the value of the factors remains fairly constant as
ξ grows. As mentioned previously these data with ξ > 1.2 correspond to waves with largerperiods and smaller heights. The longer periods produce longer uprush and backwashmotions, allowing more time for water to infiltrate into the slope, while the thin run-updepths from small waves also allow infiltration into the slope.Figure 135 and Figure 137 show that both roughness and hydraulic conductivity have lessinfluence on run-up from plunging waves with values: ξ < 1.2. Therefore, we can expectthat their combined effects will increase the run-up reduction on larger ξ. This can be seenin Table 42 and Table 43, where the run-up reduction attributed to roughness andhydraulic conductivity, as well as their combined effects are shown. These reductionpercentages are in relation to the data on the smooth slope and are shown for both rangesof ξ values analysed.It is interesting to note that even though the surfaces of all the foams are relativelysmooth, the run-up reduction on the data with ξ > 1.2 caused by roughness is larger thanthe reduction caused by the hydraulic conductivity of the slopes, except for the mostpermeable slope, R30. On the other hand, for the data with ξ < 1.2, the reduction causedby both parameters is very similar. These results suggest that on a slope consisting of
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typical gravel with similar hydraulic conductivity values as those tested here (where thesurface is much rougher than the foam’s surface), the reduction caused by the surfaceroughness would be considerably larger than the reduction caused by its hydraulicconductivity.
Rough Surface
Type
% Reduced
Roughness
% Reduced
K
% Reduced
TotalR30 20% 21% 41%R45 17% 18% 35%R60 15% 14% 29%R80 15% 11% 26%
Table 42 R/H Percentage reduced for ξ < 1.2
Rough Surface
Type
% Reduced
Roughness
% Reduced
K
% Reduced
TotalR30 27% 28% 55%R45 27% 21% 48%R60 24% 16% 40%R80 21% 14% 35%
Table 43 R/H Percentage reduced for ξ > 1.2The trends followed by the factors of each type of foam shown in Figure 137 are also welldescribed by a negative power function given by:
ߛ௄ = ܽߦି௕ (122)where a and b are empirical coefficients. By curve-fitting this formula to the data of eachgraph, the empirical coefficients were estimated and the resulting functions are shown ineach of the graphs of Figure 137. As can be seen, the values of both coefficients are afunction of the hydraulic conductivity of the foams. Therefore, these coefficients can beexpressed terms of hydraulic conductivity, K. However, to include the hydraulicconductivity parameter in (122), this parameter has to be dimensionless. For this reason,this study presents a new non-dimensional hydraulic conductivity parameter, which willbe represented by Ψ and is given by:
ߖ = ܭଷ
݃ߥ
(123)
where K is the hydraulic conductivity (m/s), g is the gravitational acceleration (m/s2) and
ߥ is the kinematic viscosity of water (m2/s). The K and corresponding Ψ values for the 4permeable slopes are shown in Table 44, along with their corresponding empiricalcoefficients estimated in Figure 137.
Type K (m/s) Ψ=K3/ߥg a coefficients b coefficientsR30 0.401 6546.8 0.68 0.11R40 0.192 718.6 0.76 0.08R60 0.086 64.6 0.82 0.05R80 0.051 13.5 0.85 0.04
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Table 44 Hydraulic conductivity, K, and dimensionless hydraulic conductivity, Ψ, values for
the foams along with their corresponding a and b coefficientsFigure 138 shows the values of both coefficients a and b plotted against theircorresponding Ψ values in log-log graphs. As can be seen, the coefficients a decrease as Kincreases, while coefficients b increase as K increases. The growth and decay rate of thesecoefficients were best described by power functions. These are shown in the graphsdisplayed in Figure 138, where the values of both coefficients are plotted against theircorresponding Ψ values in log-log graphs.
Figure 138 Empirical coefficients plotted against ΨSubstituting the functions shown in Figure 138 in (122), the influence factor for hydraulicconductivity is:
ߛ௄ = 0.94ߖ ି଴.଴ସ ∗ ߦି଴.଴ଶ଺అ బ.భళ (124)
Validation with the Present DataThe hyperbolic formula for breaking waves on permeable slopes can now be expressed as:
ܴ
ܪ
= 3.74 ∗ tanh(0.38 ∗ ߦ) ∗ ߛ௙ ∗ ߛ௄ (125)where:
ߛ௙ = 0.8ߦି଴.ଵ (126)
ߛ௄ = 0.94ߖ ି଴.଴ସ ∗ ߦି଴.଴ଶ଺అ బ.భళ (127)The predictions of this formula are compared against the R/H data from the breakingwaves of the 4 foams and are shown in Figure 139. The dashed black lines indicate the±15% error bands. As can be seen, predictions of (125) using the influence factor showexcellent agreement with all the present data from the 4 permeable slopes.
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Figure 139 Measured versus predicted run-up data from breaking waves on the 4 permeable
slopes. Solid line: perfect agreement; dash line: ±15% error bands.As far as the author is concerned, this is the first time that the influence of surfaceroughness and hydraulic conductivity on run-up has been quantified separately andincluded into a run-up formula through independent influence factors.The influence factor γf proposed in (126) is only valid for the roughness of the foamsanalysed in these experiments. As discussed in the Literature Review, the roughnessinfluence has been extensively studied for different types of structures, where reductionvalues have been proposed for specific types of structures. These values can be found intables presented in coastal manuals such as EurOtop (2007) or Van der Meer (1992) andcan replace the influence factor γf proposed in (125).On the other hand, the influence factor for hydraulic conductivity γK can be applied to anybeach or structure with hydraulic conductivities between the K ranges analysed in thesetests. This means that if the hydraulic conductivity of the beach or coastal structure isknown, measured using permeameters or estimated through empirical formulae(discussed in 7.4), it is possible to estimate its influence on run-up.This separation of the effects of roughness and hydraulic conductivity on run-up can beuseful for many applications, for example, when estimating the influence of a permeablecore in a breakwater, or a shingle beach with a course sand sublayer. Examples of theapplication of this formula are shown in Section 7.5.
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Influence of Water Table Elevation on Wave Run-upChapter 4 described experiments where run-up measurements were taken on beacheswith high and low water table elevations. These tests were aimed to analyse whether asaturated or unsaturated beach would have any significant influence on wave run-up.Beach drainage system promoters claim that by lowering the beach groundwater levels,beach erosion can be reduced. However, as discussed previously, the effectiveness of thesesystems has mixed results in reducing erosion. The aim of lowering the beachgroundwater level is to increase the unsaturated region near the beach face and allowwater from the swash motions to infiltrate into the beach. Consequently, this increase ininfiltration should reduce the run-up heights and backwash volumes, reducing the amountof sediment carried away from the beach. However, the reduction of run-up caused bylowering the beach groundwater has never been analysed yet. Therefore, the aim of thetests carried out with low water table elevations was to investigate the extent to whichlowering the beach groundwater levels reduces run-up.Under the opposite scenario, a beach with a high groundwater level (which occurs whenthe tidal elevation drops) is expected to increase run-up heights due to two mechanisms.Firstly, a high water table elevation increases the saturated region on the beach face,decreasing the infiltration of the swash motions into the beach. Thus, the run-up heightsand backwash volumes are expected to increase, and consequently, the amount ofsediment carried away from the beach should also increase. And secondly, the seepageface developed between the exit point of the water table and the shoreline due toexfiltration (described in Chapter 2) could act as a smooth layer, reducing the influence ofroughness. The influence of a high water table elevation on run-up has also neverpreviously been measured or analysed. For this reason, tests were also carried out onbeaches with high water table elevations.This section analyses the run-up measurements where the water table elevation was
adjusted for two different 10˚ permeable slopes (R45 and R80 foams with hydraulic conductivities of K = 0.105 and 0.051 m/s respectively). In total, tests with 4 differentbeach configurations were performed for this analysis:
 2 rough-permeable slopes with high water table elevations
 2 rough-permeable slopes with low water table elevationsThese tests were carried out generating the same wave conditions and using the samewater depth as for the tests described in Section 7.2.2, where the water table elevationwas not manipulated. This allowed comparisons between the run-up heights withdifferent water table elevations.
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The results of these tests are shown in Figure 140 and Figure 141, where the run-up dataon beaches with high water tables are plotted in blue, while the data on beaches withlower water tables in green. For comparison, the data from the smooth-impermeable(black), the rough-impermeable (purple) and the rough-permeable slopes with no watertable manipulation (red) are also displayed. The shaded areas in these graphs show theregion covered by each group of data, it does not have any statistical meaning.
Figure 140 R/H data comparisons for the R80 permeable slopes with high and low water
table elevations
Figure 141 R/H data comparisons for the R45 permeable slopes with high and low water
table elevationsAlthough it can be noticed that the water table elevations did have an effect on wave run-up, their influences are relatively small (around ±5%) so were not included in the run-up
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prediction formulae (125). These influences can be better appreciated by estimatinginfluence factors. As mentioned before, the same water depth and wave conditionsenabled the estimation of influence factors for each wave condition. This were calculatedusing the following formulae:
ݎ௄ା = ܴ(୰୭୳୥୦ି୮ ୰ୣ୫ ୟୣୠ୪ୣ ି ୦୧୥୦୵ ୟ୲ୣ ୰୲ୟୠ୪ୣ )ܴ(୰୭୳୥୦ି୮ ୰ୣ୫ ୟୣୠ୪ୣ ) (128)
ݎ௄ି = ܴ(୰୭୳୥୦ି୮ ୰ୣ୫ ୟୣୠ୪ୣ ି ୪୭୵ ୵ ୟ୲ୣ ୰୲ୟୠ୪ୣ )ܴ(୰୭୳୥୦ି୮ ୰ୣ୫ ୟୣୠ୪ୣ ) (129)The results obtained are displayed in Figure 142. As can be seen, these values remainfairly constant as ξ grows. Therefore, the averages of all the values from each graph wereused as influence factors. These average values are summarised in Table 45.
Rough Surface
Type
High Water Table
Influence Factor
Low Water Table
Influence FactorR45 1.07 0.94R80 1.05 0.96
Table 45 Influence factors for high and low water table elevations on R/H
Figure 142 Reduction factors for high and low water table elevationsFrom Table 45 and Figure 142, we can see that the influence of water table elevations on
both permeable slopes is very similar, with the run-up heights varying on average ≈ ±5%. 
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These small effects seen on run-up with adjusted water table elevations might beattributed to the technique used to lower or increase the water tables inside the beaches.As described in Chapter 4, the water table elevations were lowered by pumping waterfrom the back of the beach to the other end of the flume. This is far away from thebeachface. Consequently, even though the water table was lowered by 10 cm in respect tothe SWL at the back of the beach, the unsaturated region at the beachface due to the lowwater tables was very small (Figure 143a). The same applies for the tests performed withhigh water table elevations.To increase the unsaturated region at the beachface in future experiments, two optionscan be implemented. The first option would be to place the pump closer to the beachface(Figure 143b), while the second option would be to use a pump capable of pumping higherflow discharges. This pump should be capable of lowering the water depth at the back ofthe beach significantly more than the water depth used in these tests on 20cm (Figure143c). However, none of these options were feasible in these experiments. As the beacheswere made out of foams, burying a pump inside the foams would practically destroy thefoams, while acquiring a more powerful pump exceeded the experimental budget of thesetests.
Figure 143 Alternative techniques for lowing the water table elevation in the laboratory
experiments
a)
b)
c)
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Summary
 The influence of surface roughness, hydraulic conductivity and water tableelevations on run-up from breaking waves were investigated
 Influence factors for roughness (126) and hydraulic conductivity (127) werederived to be included in Schüttrumpf’s modified formula (125) (previously derived forsmooth-impermeable slopes) to predict run-up from breaking waves on permeable slopes
 The formula with the influence factors was validated against the present data
 The hydraulic conductivity influence factor is based on a new dimensionlesshydraulic conductivity parameter, Ψ
 The water table elevations were seen to slightly influence the magnitude of run-up
(≈5%) 
7.3 Non-breaking wavesPrevious studies have shown that the roughness of the slope only influences wave run-upfrom surging waves when the structure is permeable (e.g. van Broekhoven, 2011;EurOtop, 2007). For this reason, tests on steep, rough-impermeable slopes (where surgingwaves would occur) were not performed in this study. Only tests on steep, rough-permeable and smooth-impermeable slopes were carried out. Consequently, it was notpossible to separate the influence of surface roughness and hydraulic conductivity for non-breaking waves, as was reported for the breaking waves earlier. Nevertheless, bycomparing the run-up from non-breaking waves on smooth-impermeable with those onrough-permeable slopes, the combined run-up reduction caused by roughness andhydraulic conductivity in non-breaking waves was analysed.The run-up data from non-breaking waves on smooth-impermeable slopes was obtainedfrom different test conditions than the data obtained from the rough-permeable slopes.Most of the non-breaking wave data on smooth-impermeable slopes were obtained from
13˚, 15˚, 18.4 ˚, 26.6˚, 33.7 ˚ and 45˚ slope angles, while the data on permeable slopes were 
obtained from 20˚ and 30˚ slopes. This meant that it was not possible to estimate run-up factors for each wave condition as performed for the breaking waves. Nonetheless, therun-up data from the non-breaking waves on permeable slopes were also shown to be welldescribed by Φ and by the wave momentum flux parameter. This enabled the derivation ofan influence factor to account for the combined influence of roughness and hydraulicconductivity on wave run-up. This section describes how this influence factor was derived.
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Influence Factor for Roughness and Hydraulic ConductivityIn Section 6.2.3, the run-up from non-breaking waves was shown to be well predicted by anegative power law model given by:
ܴ
ܪ
= (ܽߔ)ି௕ (130)
where a and b are empirical coefficients. For the smooth-impermeable slope, thesecoefficients had values of a = 1.25 and b = 0.32. As shown in Section 7.1.1, when the R/Hdata from the non-breaking waves on the permeable slopes were plotted against Φ, thedata were shown to follow well-defined curves similar to those on the smooth slopes.These curves were also very well described by (130). This is shown in Figure 144, wherethe R/H data from each permeable slope is plotted beside R/H data from the smooth-impermeable slope. Power regressions were performed to estimate the empiricalcoefficients a and b for each permeable slope.
Figure 144 R/H data from the permeable slopes compared to the data from the smooth
impermeable slopes plotted against Φ  As can be seen, the trends described by the data on the permeable slopes are very similarto the trend described by the data on the smooth slope. The rate of decay of these power
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curves is determined by the coefficients b. From these graphs, we can see that thesecoefficients are not a function of hydraulic conductivity as they remain effectively constantfor all permeable slopes. In contrast, the coefficients a (which determine the range of R/Hfor each curve) are clearly a function of hydraulic conductivity. In this case, the values ofthe curves decrease as the hydraulic conductivity of the slope increases.As the rate of decay of the curves from the permeable and smooth slopes is almostidentical, it was possible to quantify the reduction for each permeable slope simply byestimating factors between the coefficients a of the permeable and smooth slopes:
ݎ௙ା௄ = (ܽ୰୭୳୥୦ି୮ ୰ୣ୫ ୟୣୠ୪ୣ )(ܽ୰୭୳୥୦ି୧୫ ୮ ୰ୣ୫ ୟୣୠ୪ୣ ) (131)where rf+K is the ratio or factor accounting for both the influence of roughness andhydraulic conductivity. The factors obtained and the run-up reduction percentageattributed to both parameters are summarized in Table 46. For comparison, Table 43 isshown again as Table 47; this gives the reductions estimated for the breaking waves.
Type K (m/s) Ψ=K3/ߥg acoefficients Factors
% Reduced
TotalR30 0.401 6546.8 0.69 0.56 44%R40 0.192 718.6 0.8 0.65 35%R60 0.086 64.6 0.9 0.73 27%R80 0.051 13.5 0.99 0.8 20%
Table 46 Summary of coefficients for non-breaking waves on each permeable slope
Type % ReducedRoughness
% Reduced
K
% Reduced
TotalR30 27% 28% 55%R45 27% 21% 48%R60 24% 16% 40%R80 21% 14% 35%
Table 47 R/H Percentages reduced for breaking waves with ξ > 1.2It is interesting to see that the combined run-up reduction caused by roughness andhydraulic conductivity is larger on breaking waves than on non-breaking waves. As shownin the previous section, the surface roughness has a larger influence in reducing run-upfrom breaking waves than hydraulic conductivity. However, the influence of roughness onthe water motion decreases as the water depth increases. The uprush from surging waveswith large Iribarren numbers generally is thicker than those with small Iribarrennumbers. This suggests that the combined reduction of roughness and hydraulicconductivity on run-up for surging waves might be attributed mainly to the hydraulicconductivity of the slope. This explains why the combined reduction of roughness andhydraulic conductivity observed on breaking waves is larger than those on non-breakingwaves.
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By plotting the factors shown in Table 46 against their corresponding non-dimensionalhydraulic conductivity, Ψ, values (also shown in Table 46), a function in terms of hydraulicconductivity was derived (Figure 145). This function was found to be best described by anegative power law function with the form of y = ax-b and is given by:
ߛ௙ା௄ = 0.92ߖ ି଴.଴ହ଺ (132)
Figure 145 Hydraulic conductivity factors estimated using the Φ parameter plotted against
Ψ This function can then be applied as a factor to account for the combined influence ofroughness and hydraulic conductivity in any run-up formulae originally derived for non-breaking waves on smooth-impermeable slopes.
Influence Factors from Wave Momentum Flux FormulaAnother estimate for ߛ௙ା௄ was obtained using formulae based on the wave momentumflux parameter. In 6.2.3, the following run-up formula was proposed for non-breakingwaves on smooth slopes.
ܴ
ℎ
= ܽ ∗ ݁଴.ଵ௖௢௧∝ ൬ ܯி
ߩ݃ℎଶ
൰
ଷ/ସ (133)
where the empirical coefficient a took a value of 1.46. When the data from the permeableslopes were plotted against ݁଴Ǥଵ௖௢௧ן ∗ (ܯிȀߩ݄݃ଶ)ଷȀସ, well-defined linear relationshipswere observed. This can be seen in Figure 146, where the data of each permeable foam areplotted beside the data from the smooth slope. Linear regressions were performed toestimate the coefficients a in (133) from each foam. The results are displayed in Figure146 and summarised in Table 48. As before, the reduction caused by roughness andhydraulic conductivity was quantified by calculating the factors between the coefficients afrom the permeable and smooth-impermeable slopes:
ݎ௙ା௄ = (ܽ୰୭୳୥୦ି୮ ୰ୣ୫ ୟୣୠ୪ୣ )(ܽ୰୭୳୥୦ି୧୫ ୮ ୰ୣ୫ ୟୣୠ୪ୣ ) (134)
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Figure 146 R/H data from the permeable slopes compared to the data from the smooth-
impermeable slopes plotted against the wave momentum flux parameter function
Type K (m/s) Ψ=K3/ߥg acoefficients FactorR30 0.401 6546.8 0.9 0.62R40 0.192 718.6 1 0.68R60 0.086 64.6 1.1 0.75R80 0.051 13.5 1.2 0.82
Table 48 Summary of coefficients for each permeable slopeThe results are summarised in Table 48. These factors were plotted against theircorresponding Ψ values and the following power function was obtained (Figure 147):
ߛ௙ା௄ = 0.92ߖ ି଴.଴ସ଺ (135)
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Figure 147 Hydraulic conductivity factors estimated using the wave momentum flux formula
plotted against ΨAs can be seen, the value of this influence factor ߛ௙ା௄ is very similar to that obtained using
Φ (Figure 145). The reason why both ߛ௙ା௄ functions are not exactly same is because theywere derived from prediction formulae, instead of from the data. The coefficient a in bothfunctions is 0.92, while the power number b obtained is slightly different. For consistency,a value of b = 0.05 is proposed resulting in:
ߛ௙ା௄ = 0.92ߖ ି଴.଴ହ (136)
Validations against Present DataThe ߛ௙ା௄ reduction function (136) is first compared against the present data by includingit in the three formulae proposed in Section 6.2.3 for non-breaking waves on smooth-impermeable slopes. Comparisons against other data are shown in Section 7.5.
ܴ
ܪ
= 1.25(ߔ)ି଴.ଷଶ ∗ ߛ௙ା௄ (137)
ܴ
ℎ
= 1.46 ∗ ݁଴.ଵ௖௢௧∝ ൬ ܯி
ߩ݃ℎଶ
൰
ଷ/ସ
∗ ߛ௙ା௄ (138)
ܴ
ܪ
= ܽߦି௕ ∗ ߛ௙ା௄ , where: ܽ= 0.97ቀℎ ܮ௢ൗ ቁି଴.ଷ଼ and ܾ= 0.17ቀℎ ܮ௢ൗ ቁି଴.ଵହ (139)Figure 148, Figure 149 and Figure 150, show the predictions of these formulae plottedagainst the measured data on the 4 permeable slopes. The dashed lines indicate the ±15%error bands. As can be seen, the inclusion of ߛ௙ା௄ into the run-up formulae derived fornon-breaking waves on smooth slopes show very good agreement with the measured dataon permeable slopes. This was expected as the formulae and empirical coefficients werederived from curve fits, but the lack of scatter is encouraging.
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Figure 148 Measured versus predicted data using (137). Solid line: perfect agreement; dash
line: ±15% error bands.
Figure 149 Measured versus predicted data using (138). Solid line: perfect agreement; dash
line: ±15% error bands.
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Figure 150 Measured versus predicted data using (139). Solid line: perfect agreement; dash
line: ±15% error bands.
Summary
 The combined influence of hydraulic conductivity and roughness on run-up fromnon-breaking waves was investigated
 This influence was included in (103), (104), (105) and (106) through an influencefactor (136) based on the non-dimensional parameter Ψ
 The formulae with the influence factor were validated against the present data
7.4 Estimation of Hydraulic ConductivityIn order to use the hydraulic conductivity influence factors proposed in Sections 7.2 and7.3 to predict run-up on permeable slopes, it is necessary to know the hydraulicconductivity K (m/s) of the beach or coastal structure. However, measurements of K arenot always available. This section describes alternative approaches to estimate K fromother available parameters.The most accurate way of estimating hydraulic conductivity on a beach is by collectingintact sediment samples across the beach and at different depths and measure theirhydraulic conductivities in the laboratory using a permeameter. If a sample of the materialis available, the best way to estimate its K (m/s) is by using a permeameter andperforming constant head or falling head tests (as performed in this study). Otherwise, it ispossible to estimate the permeability k (m2) of the material using simple empiricalformulae that relate K to other parameters such as porosity, grain size, pore throat sizeand sediment sorting. Once the permeability is estimated, K can then be calculated by:
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ܭ = ݇݃ /ߥ (140)where k is the permeability given in m2, g the gravitational acceleration and ߥ thekinematic viscosity of the fluid.The most common formulae relating permeability to other parameters are summarised inTable 49. The usage of each of these formulae depends on the data available. In this table,the grain sizes, d, and pore throat radii, r, are expressed in microns (μm), so the coefficients may differ from the original versions.In Table 49, σ, C, and p are sediment sorting parameters: σ is the standard deviation ofgrain diameter in phi units (phi=-log2(d)), p is the percentile deviation also expressed inphi units, while C is a sorting index that ranges from 0.7 for well sorted to 1 for poorlysorted sandstones. Swi is the irreducible water saturation, rh is the hydraulic radius, dg isthe geometric mean grain diameter, n is the porosity, and m is the Archie cementationexponent.
Type of Models Parametersrequired Authors EquationsGrain size-basedmodels dg and σ Krumbein and Monk (1943) ݇ = 0.76 ௚݀ଶ݁ିଵ.ଷଵఙd, n and p Berg (1970) ݇ = 80.8݀ଶ߶ହ.ଵ݁ିଵ.ଷ଼ହ௣
d, n and C Van Baaren (1979) ݇ = 10݀ଶ߶ଷ.଺ସା௠ ܥିଷ.଺ସSurface-area models Swi and n Timur (1968) ݇= 8,581 ௪ܵ ௜ିଶ߶ସ.ସPore-size models rh , m and n Carman (1956) ݇= 400ݎ௛ଶ߶௠
Table 49 Equations relating permeability to porosity, grain sizes, sorting and pore throat
radiiStudies have shown significant differences between measured and calculated hydraulicconductivities using these equations, so their use should be treated with caution (e.g.Baird et al., 1998). Moreover, these empirical formulae are best applicable to fine (sand-sized) sediments, where the intergranular flow is laminar and is governed by Darcy’s Law:
஻ܸ = ܭܫ (141)where VB is the bulk velocity or discharge of water per unit area of bed normal to the flowdirection, and I is the hydraulic gradient. For coarser sediments with grains larger than 1mm, the intergranular flow may become turbulent and the force exerted on the grainsbecomes a combination of laminar and turbulent forces. For these cases, the flow is bestdescribed using Forchheimer’s equation:
ܫ= ܽ ஻ܸ + ܾ ஻ܸଶ (142)where a = 1/K. The dimensional coefficients a and b are often referred as the laminar andturbulent resistance coefficients respectively. These coefficients are functions of porosity,grain size, grain shape, packing, orientation and grading. Several expressions have been
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proposed to express them in terms of porosity and grain diameter. These are reviewed inVan Gent (1993) and Soulsby (1997). As discussed in Chapter 5, the most widely usedexpressions for a and b are those proposed by Eugelund (1953) given by:
ܽ= ߙ ߥ
݃݀ଶ
(1 − ݊)ଷ
݊ଶ
(143)
ܾ= ߚ 1݃݀ (1 − ݊)
݊ଷ
(144)
where for uniform rounded sand grains α = 1000 and β = 2.8. However, these values werederived for materials with nominal grain diameters less than 10mm. For coarser materials,Shih (1991) modified Eugelund’s expressions and proposed empirical formulae toestimate these parameters for single size and wide graded materials. For wide gradedmaterials, these parameters are given by:
ܽ = ቆߙଵାߙଶቀ݃ߥଶቁଶ/ଷ ∗݀ଶቇ(1 − ݊)ଷ݊ଶ ߥ݃ ∗݀ଶ (145)
ܾ= ቆߚଵାߚଶ݁൬ఉయቀ௚ఔమቁభ/యௗ∗൰ቇ(1 − ݊)݊ଷ 1݃݀ ∗ (146)where ߙଵ= 1683.71, ߙଶ= 3.12 x 10-3, ߚଵ= 1.72, ߚଶ= 1.57 and ߚଷ= -5.1 x 10-3 and ∗݀is acharacteristic grain size to account for the wide grading and is given by:
∗݀ = ଵ݀ହ൬ ଵ݀ହ
ହ݀଴
൰
ିଵ.ଵଵ
൬
ହ݀଴
଼݀ହ
൰
଴.ହଶ (147)
7.5 Applicability of Present Formulae and Influence
FactorsTo validate the applicability of the present formulae to predict run-up from breaking andnon-breaking waves on permeable and impermeable slopes, predictions were comparedto run-up data from previous laboratory experiments. Table 50 summarises the studiesfrom where the data was obtained, a description of the structures used in each of thesestudies, and the formulae used to predict the data from each experiment. All of theseexperiments were performed with regular waves.
223
Data Description FormulaeGrantham (1953)Saville (1955)Hsu et al. (2012)
Breaking waves onsmooth-impermeableslopes ܴܪ = 3.74 tanh(0.38ߦ)
Grantham (1953) Non-breakingwaves on smooth-impermeableslopes
ܴ
ܪ
= 1.25ߔି଴.ଷଶ
ܴ
ܪ
ൌ ܽߦି௕
ܴ
ℎ
= 1.46 ∗ ݁଴.ଵ௖௢௧∝ ൬ ܯி
ߩ݃ℎଶ
൰
ଷȀସ
Oumeraci et al. (2010) Non-breakingwaves on rough-impermeableslopes
ܴ
ܪ
= 1.25ߔି଴.ଷଶ
ܴ
ܪ
ൌ ܽߦି௕
ܴ
ℎ
= 1.46 ∗ ݁଴.ଵ௖௢௧∝ ൬ ܯி
ߩ݃ℎଶ
൰
ଷȀସ
Van Broekhoven (2011) Breaking waves onrough-permeableslopes ܴܪ = 3.74 tanh(0.38ߦ)ߛ௙ߛ௄
Van Broekhoven (2011) Non-breakingwaves on rough-permeable slopes
ܴ
ܪ
= 1.25(ߔ)ି଴.ଷଶߛ௙ା௄
ܴ
ܪ
ൌ ܽߦି௕ߛ௙ା௄
ܴ
ℎ
= 1.46 ∗ ݁଴.ଵ௖௢௧∝ ൬ ܯி
ߩ݃ℎଶ
൰
ଷȀସ
ߛ௙ା௄
Table 50 Run-up data sets used to validate the present formulae
Breaking Waves on Smooth-impermeable SlopesGranthem (1953), Saville (1955) and Hsu et al. (2012) published run-up data for breakingwaves on smooth slopes. Their measurements are shown in Figure 151, where the R/Hdata are plotted against the Iribarren number. This graph also shows the predictions of theformula (88) developed in Section 6.2.2 to predict breaking waves on smooth slopes:
ܴ
ܪ
= 3.74 tanh(0.38ߦ) (148)
It can be seen that the data from the three studies follow a similar trend to the predictionsof (148), although with slightly smaller run-up values than predicted. As discussed at thebeginning of this chapter, this might be attributed to the measuring technique used.Although the differences between measurements obtained using video cameras and run-up gauges were not investigated in this project, several previous studies have shown thatrun-up measurements obtained from video cameras are generally slightly larger thanthose obtained using run-up gauges (e.g. Schimmels et al, 2012; Van Broekhoven, 2011).Granthem (1953), Saville (1955) and Hsu’s et al. (2012) all used run-up gauges, while(148) was derived from measurements taken with video cameras.
224
Figure 151 Run-up data from breaking waves from previous studies compared the
predictions of (148). Solid line: perfect agreement; dash line: ±15% error bands.
Non-breaking Waves on Smooth-impermeable SlopesGranthem (1953) also published run-up data from non-breaking waves on steep smoothslopes. These data were compared against the predictions of the three formulae derivedfor surging waves shown in Section 6.2.3. Figure 152a plots Granthem’s data against theIribarren number, also showing the predictions of Hunt’s Formula. It is evident that Hunt’sformula R/H = 3 proposed for non-breaking waves overestimates Granthem’s data.Moreover, significant scatter can be seen when plotting the data against the Iribarrennumber. In Figure 152b, these same data are plotted against Φ also showing the formula
ܴȀܪ ൌ ͳǤʹͷߔି଴Ǥଷଶ. It can be seen that the data are slightly less scattered and (137) showsvery good predictions to most of the data. Five data points were under-predicted by (137).These values correspond to waves with large wave steepness: H/Lo > 0.05, which might bebetter predicted using formulae for breaking waves.
Figure 152 Run-up data for non-breaking waves from Granthem (1953) plotted against: a) ξ
and b) Φ
a b
a b
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The predictions of (138) and (139) based on the wave momentum flux parameter and onthe relative water depth, respectively, were also compared with Granthem’s data in Figure153. Again, both formulae give good agreement with most run-up data, except for thosewaves with H/Lo > 0.05, where their run-up is underestimated.
Figure 153 Granthem (1953) measured data from non-breaking waves versus the
predictions of (138) and (139). Solid line: perfect agreement; dash line: ±15% error bands.
Non-breaking Waves on Rough-impermeable SlopesOumeraci (2010) performed large-scale laboratory experiments, where run-up wasmeasured on three different revetments with impermeable cores and slopes of 1:3
(18.43˚). Each revetment contained three layers: an armour layer, a filter layer and a sand core. The top layer consisted of a 15cm bonded permeable armour placed over anunbonded filter layer, itself laid over a compacted sand core (d50 = 0.34mm). Thedifference between the three revetments was the thickness of the unbonded filter layer.The fine sand core used was practically impermeable. Previous studies have shown thatsurface roughness has almost no influence on run-up from surging waves on armouredstructures with impermeable cores (e.g. van Broekhoven, 2011; and EurOtop, 2007). Thisis because all the water from the uprush and backwash motions of the surging waves staysin the armour layer, which creates a “smooth layer” on top of the armour layer. When thishappens, the surging waves do not feel the roughness of the structure and the run-up actsas a wave on a smooth slope (EurOtop, 2007). This suggests that the formulae developedfor non-breaking waves on smooth slopes could give a good approximation in predictingOumeraci ‘s run-up measurements from surging waves.Figure 154 plots Oumeraci’s data from non-breaking waves on the three differentstructures against the Iribarren number. For comparison, the Hunt formula for smoothslopes is also shown. Again, it is evident that the Iribarren number is not the ideal
a b
226
parameter to characterise run-up from non-breaking waves and the Hunt formula over-predicts the data.
Figure 154 Oumeraci (2010) run-up data from non-breaking waves plotted against ξThe same data is shown in Figure 155, this time with R/H plotted against the parameter Φ.This figure also shows the predictions of the formula (98): R/H = 1.25Φ-0.32 for smoothimpermeable slopes. As we can see, the data is still slightly scattered. Nevertheless, thesedata seem to follow the same curve described by the negative power function and are ins.The negligible influence of roughness on run-up from surging waves can be seen in thisgraph, as no clear difference can be distinguished between the data from the threedifferent rough revetments and the data have good agreement with the formulaedeveloped in this study for smooth impermeable slopes.
Figure 155 Oumeraci (2010) run-up data for non-breaking waves plotted against Φ and
beside the predictions of (137). Solid line: perfect agreement; dash line: ±15% error bands.
b)a)
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Equations (138) and (139) for smooth slopes also showed good agreement withOumeraci’s data (Figure 156).
Figure 156 Oumeraci (2010) run-up data from non-breaking compared to the predictions of
(138) and (139). Solid line: perfect agreement; dash line: ±15% error bands.
Breaking Waves on Rough-permeable Slopes
Van Broekhoven (2011) performed laboratory experiments on a 1:2 slope (26.56˚) with an armour layer on a permeable core (d50 = 33mm). His measurements were used to show theapplicability of the roughness and hydraulic conductivity factors (ߛ௙ andߛ௄) on breakingwaves and the influence factor ߛ௙ା௄ for non-breaking waves.Figure 157 plots Van Broekhoven’s R/H data plotted against the Iribarren number. Theblue dots represent the non-breaking waves and the red dots the breaking waves.Significant scatter can be seen, especially for data from non-breaking waves.
Figure 157 Van Broekhoven (2011) run-up data on permeable slopes plotted against ξ Van Broekhoven (2011) did not report measurements of the hydraulic conductivity of thematerial used to construct the permeable core. Nevertheless, he showed measurements of
a) b)
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its porosity and grain size distribution, so these parameters were used to estimate K of thematerial. The permeable coarse core material used in van Broekhoven’s tests had aporosity of ϕ = 0.40 with the following grain sizes and gradings:
ࢊ૚૞ ࢊ૞૙ ࢊૡ૞ ࢊ૞૙/ࢊ૚૞ ࢊૡ૞/ࢊ૞૙ ࢊૡ૞/ࢊ૚૞ ࢊ∗0.02 0.04 0.08 2 2 4 0.03
Table 51 Grain sizes (m) and gradings used in van Broekhoven’s testsAccording to Shih (1991), these grading values fall into the category of wide gradedmaterials. Therefore, (145) and (147) were used to estimate the hydraulic conductivity ofthe permeable core. Substituting the values shown in Table 51 in (145) and (147) resultedin: ∗݀= 0.03m and a = 1.96. As a = 1/K, the hydraulic conductivity of the permeable coreresults in K = 0.509 m/s. Table 52 shows the non-dimensional hydraulic conductivity Ψ and influence factors obtained for breaking and non-breaking waves using the hydraulicconductivity calculated using Shih’s equations.
K (m/s) Ψ=K3/ߥg
Breaking Waves
ࢽࡷ = ૙.ૢ૝ࢸ ି૙.૙૝ࣈି૙.૙૛૟ࢸ ૙.૚ૠ Non-breaking Wavesࢽࢌାࡷ = ૙.ૢ૛ࢸ ି૙.૙૞0.509 13,407 0.64ߦି଴.ଵଷ 0.57
Table 52 Influence factors for the permeable core’s hydraulic conductivity from Van
Broekhoven's (2011) testsThe run-up data from breaking waves were compared against the predictions of thehyperbolic formula (125) proposed for breaking with the influence factors for roughnessand hydraulic conductivity:
ܴ
ܪ
= 3.74 tanh(0.38ߦ)ߛ௙ߛ௄ (149)where:
ߛ௙ = 0.8ߦି଴.ଵ (150)
ߛ௄ = 0.64ߦି଴.ଵଷ (151)As Van Broekhoven did not report information to account for the influence of surfaceroughness of the armour layer, the reduction function for roughness ߛ௙ ൌ ͲǤͺߦି଴Ǥଵ derivedin Section 7.2.1 was also used here. These predictions and the measured data are shown inFigure 158, where for comparison the predictions for a smooth slope are also shown.
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Figure 158 Van Broekhoven (2011) run-up data from breaking waves compared to the
predictions of (149). Solid line: perfect agreement; dash line: ±15% error bands.As can be seen, the new formula with the influence factors shows good agreement with themeasured data from breaking waves. These encouraging results were also shown for non-breaking waves.
Non-breaking Waves on Rough-permeable SlopesIf we compare Oumeraci’s data from non-breaking waves on a rough-impermeable slopeshown in Figure 154 to Van Broekhoven’s data from non-breaking waves on rough-permeable slope (Figure 157), it is evident that a permeable core considerably reducedrun-up heights. Both sets of data have similar ξ values. With an impermeable core most ofthe data ranged between 1.5 < R/H < 2.5, while with a permeable core the data rangesbetween 0.8 < R/H < 1.6. Therefore, it is necessary to include the reduction caused by thehydraulic conductivity of the structure.When Van Broekhoven’s data from non-breaking waves were plotted against Φ, a well-defined curve was observed. This trend is similar to those observed for the data from non-breaking waves presented in this study. This suggests that the negative power function
ܴȀܪ ൌ ͳǤʹͷߔି଴Ǥଷଶ proposed for non-breaking waves could give good predictions to VanBroekhoven’s data. The influence factor ߛ௙ା௄ = 0.57 estimated to account for the effects ofthe permeable core was included to (137) and its predictions are compared to VanBroekhoven’s data in Figure 159. For comparison, the predictions for a smooth slope arealso shown in this figure.
ܴ
ܪ
= 1.25(ߔ)ି଴.ଷଶ ∗ (0.57) (152)
a b
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Figure 159 Van Broekhoven (2011) run-up data from non-breaking waves plotted against Φ
and compared to the predictions of (152). Solid line: perfect agreement; dash line: ±15%
error bands.As can be seen, the trend is well predicted by (152), while its height reduction is wellpredicted by the influence factor ߛ௙ା௄ = 0.57. Van Broekhoven’s data was also comparedto (138) and (139) (Figure 160). Again, a very good agreement was shown, in particularwith the formula based on the wave momentum flux parameter, where most of the datafollowed the same trend as the predicted values.
ܴ
ℎ
= 1.46 ∗ ݁଴.ଵ௖௢௧∝ ൬ ܯி
ߩ݃ℎଶ
൰
ଷ
ସ
∗ (0.57) (153)
ܴ
ܪ
= ܽߦି௕ ∗ (0.57), where: ܽ= 0.97ቀℎ ܮ௢ൗ ቁି଴.ଷ଼
and ܾ= 0.17ቀℎ ܮ௢ൗ ቁି଴Ǥଵହ (154)
Figure 160 Van Broekhoven (2011) run-up data from non-breaking waves compared to the
predictions of (153) and (154). Solid line: perfect agreement; dash line: ±15% error bands.
ba
a b
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SummaryAs can be seen, there is an encouraging agreement between the measured data fromprevious studies and the predictions from the formulae and influence factors proposed inthis study. Several remarks can be made from these comparisons:
 The limited scatter and well-defined trends demonstrate that the new parameter Φand the wave momentum flux parameter can correctly describe run-up from non-breakingwaves
 The proposed empirical functions based on these parameters were shown toaccurately predict the trends followed by the data from previous works
 The empirical hydraulic conductivity factors: ߛ௄ ൌ ͲǤͻͶߖ ି଴Ǥ଴ସߦି଴Ǥ଴ଶ଺అ బǤభళand
ߛ௙ା௄ ൌ ͲǤͻ ʹߖ
ି଴Ǥ଴ହ for breaking and non-breaking waves respectively were shown tocorrectly account for the reduction caused by the hydraulic conductivity of the slopes
 The good agreement between the measured and predicted data shows that evenwhen measurements of hydraulic conductivity are not available, empirical equations canbe used to estimate a reliable K value.
7.6 Wave-induced Maximum Water Table Over-heightAs mentioned in the Literature Review, the current formula to estimate the wave inducedmaximum water table over-height, ߟ௪ା , from regular waves was proposed by Kang (1995)and is given by:
ߟ௪
ା = 0.62ߦ (155)It should be noted that this formula takes no account of grain size or hydraulicconductivity dependence in (155). This formula was derived from a series of laboratoryexperiments on two sand beaches. In these experiments, Kang noticed that ߟ௪ା was afunction of wave run-up as the ratio between them remained constant (ߟ௪ା Ȁܴ ൎ0.62) regardless of the sediment size and hence of the hydraulic conductivity. Equation(155) is based on Hunt’s formula to estimate run-up. However, as discussed earlier in thischapter, Hunt’s formula only shows good results for breaking waves on smooth-impermeable slopes (in fact it slightly underestimates the run-up of these waves). Morerecent studies (e.g. Turner and Masselink, 2012; and Turner et al., 2013), where ߟ௪ା wasmeasured inside gravel and sand coastal barriers, showed that hydraulic conductivity doesinfluence the magnitude of ߟ௪ା and cannot be ignored when attempting to predict it.This section investigates the influence of hydraulic conductivity on ߟ௪ା and analyses therelationship between ߟ௪ା and R. This analysis enabled the derivation of new formulae to
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predict ߟ௪ା on permeable beaches or coastal barriers. These were derived from the presentlaboratory experiments where ߟ௪ା and R were measured in four permeable foams.
Influence of Hydraulic Conductivity on ࣁ࢝ାFigure 161 shows the measurements of ߟ௪ା normalised by the wave height for the fourpermeable foams. As mentioned before, tests in each permeable foam were carried out for
three different slope angles: 10˚, 20˚ and 30˚. Figure 161a plots the measurements from breaking waves plotted against ξ, while Figure 161b shows the measurements from non-breaking waves plotted against Φ. In a similar way as for the run-up, the two parametersgive a good description of ߟ௪ା for breaking and non-breaking waves respectively. Theseparation between these groups of data was based on the breakingcriterionߙ (ܪ ݄⁄ )⁄ = 1.4.From Figure 161 it is evident that, as the hydraulic conductivity of the beach increases, themagnitude of ߟ௪ା decreases. Therefore, this parameter needs to be considered whenpredicting ߟ௪ା .
Figure 161 Measurements of the maximum wave-induced water table over-height, ࣁ࢝ା
Influence of Run-up on ࣁ࢝ାFigure 162 shows ߟ௪ା measurements plotted against their corresponding wave run-upheights, R. As can be seen, there is a very good linear relationship between the parametersand their factors remain fairly constant for all permeable foams. Therefore, Kang’s (1995)observations on ߟ௪ା having a linear relationship with run-up are validated here. Althoughthe factors slightly increased as the hydraulic conductivity increased, this increase is sosmall it can be neglected. Therefore, the following relationship is proposed for permeableslopes within the range of hydraulic conductivities tested (0.051 < K < 0.401m/s):
ߟ௪
ା /ܴ = 0.34 (156)
a) b)
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From these observations, it can be deduced that an accurate prediction of run-up will leadto a better prediction of ߟ௪ା . However, Kang’s formula to predict run-up and, thus ߟ௪ା , isdesigned for breaking waves on relatively impermeable slopes. To have a more accurateprediction, the formulae derived for breaking and non-breaking waves on permeableslopes are also proposed to predictߟ௪ା . In this case, (125) and (137) will be used to predictthis parameter. This results in:For breaking waves:
ܴ
ܪ
= (0.34) ∗ 3.74 tanh(0.38ߦ)ߛ௙ߛ௄ (157)For non-breaking waves:
ܴ
ܪ
= (0.34) ∗ 1.25(ߔ)ି଴.ଷଶߛ௙ߛ௄ (158)
Figure 162 Maximum water table over-height plotted against run-upPredictions using (157) and (158) are compared against the measurements in Figure 163,while Table 53 shows the absolute average percentage errors between the predicted andmeasured values for each permeable slope. Although some scatter can be seen in Figure
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163, most data from all 4 permeable slopes lie inside the ±15% error bands. Therefore, itcan be said that a good estimate of ߟ௪ା can be obtained using run-up formulae as suggestedby Kang (1995). However, these formulae need to consider the influence of hydraulicconductivity.
Figure 163 Predicted versus measured water table over-heights. Solid line: perfect
agreement; dash line: ±15% error bands.
Type K (m/s) % errorR30 0.401 13.5R40 0.192 11.43R60 0.086 9.5R80 0.051 9.33
Table 53 Absolute average percentage errors between simulated and measured data for
each permeable slope
Summary
 The measurements presented in this study showed that hydraulic conductivitysignificantly influences the magnitude of ߟ௪ା
 ߟ௪
ା was seen to be a function of wave run-up
 A reduction factor was included to the formulae previously proposed to predictrun-up from breaking and non-breaking waves over permeable slopes to predictߟ௪ା
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7.7 Influence of Infiltration on the Swash Flows and
Boundary Layer DynamicsAccretion and erosion in the swash zone are known to be influenced by infiltration intothe beach and exfiltration from the water table (Figure 164). However, the wayinfiltration/exfiltration influence the sediment transport is still not fully understood asthese processes can influence sediment mobility through different mechanisms withopposing effects. Improving our understanding of how infiltration/exfiltration affect thesemechanisms will lead to better modelling of the swash zone hydrodynamics andprediction of sediment transport.It is well known that infiltration influences sediment transport in the swash zone byincreasing the flow asymmetry. This increase in swash asymmetry is expected to promoteaccretion because the energy available to carry sediment onto the beach by the uprushflow will be larger than the energy available to carry sediment away from the beach by thebackwash flow. Therefore, an increase in the swash infiltration rates will tend to decreasethe offshore sediment transport.
Figure 164 Infiltration and exfiltration in the swash zone and beach groundwater system
(Masselink and Turner, 2012)There are two main ways for increasing the infiltration rates into a beach: by increasing itshydraulic conductivity or by increasing its unsaturated area. This second option hasbecome a common soft engineering practice (beach dewatering) which aims to reduceerosion by lowering the water table elevation in a beach. Beach dewatering schemesusually consist of a system of buried drains and pumps, although other methods forlowering the water table have also been proposed (some of these techniques aresummarised in Table 9, presented in Section 3.3.5). However, beach dewatering schemeshave led to mixed results in mitigating local erosion problems as their efficiency candepend on numerous factors whose effects are still not clearly understood. Some of these
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factors include the location of the drains, wave climate, tidal range, sediment size andsorting, beach slope and frequency of storm events. Until the effects of these factors areunderstood and quantified, it will not be possible to predict the performance or success ofa beach dewatering scheme (Horn, 2002). In addition, previous studies have reportedcontradictory results concerning the effects of infiltration/exfiltration on the swash zonesediment transport (e.g. Watters and Rao, 1971; Willets and Drossos, 1975; Conley andInman, 1992; and Rao et al., 1994). Horn (2002) suggested that these contradictory resultsmight be due to the opposing effects on the potential for sediment mobility of twoadditional mechanisms caused by infiltration/exfiltration: the alteration of the effectiveweight of the surface sediment and the modified bed shear stresses exerted on the bed dueto an alteration of the boundary layer thickness.The flow through a permeable boundary exerts a force within the bed called the seepageforce, which acts in the direction of the flow. During infiltration, the seepage force willtend to increase the weight of the sediment, stabilizing the bed and reducing the potentialfor sediment mobility. These forces will also tend to reduce the thickness of the boundarylayer (thinning), which will increase the bed shear stresses, and as a consequence thepotential for sediment mobility will be increased. The opposite will occur duringexfiltration. According to Nielsen et al. (2001), the relative importance of these opposingeffects depends on the hydraulic conductivity of the bed and the density of the sediment.However, these two mechanisms do not always have opposing effects on the potential forsediment mobility, because infiltration does more than just increase the bed shear stressby thinning the boundary layer. Infiltration can also indirectly decrease the bed shearstress by reducing the volume of water in the surface flows. Baldock and Nielsen (2009)called this mechanism the ‘continuity effect’. The opposing effects of these mechanisms onthe potential for swash zone sediment mobility during infiltration and exfiltration aresummarized in Table 54 and are sketched in Figure 165.
Type of flow Process Mechanism Consequence Potential forsediment transport
Infiltration seepage force
increase the effectiveweight of sediment bed stabilisation reducedboundary layerthinning increase of bed shearstresses increasedflow reduction continuity effect decrease of bed shearstresses reduced
Exfiltration seepage force
decrease theeffective weight ofsediment bed destabilisation increasedboundary layerthickening decrease of bed shearstresses reducedflow increase continuity effect increase of bed shearstresses increased
Table 54 Mechanisms caused by infiltration and exfiltration which can influence the
potential for sediment transport in the swash zone
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Figure 165 Sketch of the processes and mechanisms influenced by: a) infiltration and b)
exfiltration in the swash zone (adopted from Butt et al. 2001; and Horn, 2006)The relative importance of the two opposing effects of infiltration on the bed shearstresses depends on the particular flow conditions. For steady, uniform flows, infiltrationhas been shown to increase the bed shear stresses (Chen and Chiew, 2004; Conley andInman, 1992; Willets and Drossos, 1975). Therefore, in steady flow conditions, the directeffect will be much larger than the continuity effect. However, it is difficult to assess whicheffects are dominant under the highly unsteady and depth-variant flow conditions in theswash zone, as it is challenging to measure the bottom boundary layer structure undersuch conditions. Although a considerable number of field studies have investigated swashflows over permeable slopes, field studies cannot offer detailed and consistentmeasurements inside the swash due to the uncontrolled environment.
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To overcome such limitations, recent studies have opted to use numerical models andlaboratory experiments under controlled settings using non-deformable slopes to studythe boundary layer dynamics in the swash zone. Most of these studies have beenperformed on fixed, impermeable beds, with only a few carried out on fixed, permeableslopes (e.g. Kikkert et al., 2013; Pintado-Patiño et al., 2015). These latter studies analyseda solitary wave generated by a dam-break flow and showed that the significant reductionin backwash flows due to infiltration decreased the bed shear stresses when compared totheir impermeable counterpart. This means that the continuity effect was shown to belarger than the direct effect on the backwash flows and, as a consequence, infiltrationdecreased the overall bed shear stresses.Both Kikkert et al. (2013) and Pintado-Patiño et al. (2015) focused their research on asolitary wave generated by a dam-break. However, the influence of infiltration on themechanisms that influence sediment transport requires further study for periodic waves,where infiltration can also play an important role in the swash-swash interaction. In thisstudy, the numerical model described in Chapter 5 is used to investigate how infiltrationaffects the swash hydrodynamics for a series of non-breaking regular waves, and,consequently, how it affects the bed shear stresses.The simulations were restricted to regular non-breaking waves (H = 0.05m and T = 4s)over non-deformable permeable and impermeable 10° slopes, where wash flow velocityand water depth data recorded at three different locations on both slopes (Figure 166).The regular waves were generated using Cnoidal wave theory and active wave absorptionwas used for both the inlet and outlet boundaries. The simulations were run for 200s toderive ensemble-averaged velocities from 50 waves and were completed in approximately9 hours for the impermeable slope, and approximately 13 hours for the permeable slope(on one processor core).The permeable slope used for these tests is the same permeable slope used to validate themodel in section 5.4.3. It simulates the R30 foam with a hydraulic conductivity of K =0.401 m/s. The resistance porous media parameters used to simulate the flow throughthese porous structure are summarised in Table 55.
Table 55 Porous media parameters used to simulate flow through the R30 Foam
(K=0.401m/s)
Foam type d50 (mm) n α β γR30 PPI 11.3 0.4 100 1 0.34
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Figure 166 Swash zone locations where the velocity and water depth data were obtainedTo enable comparisons between the impermeable and permeable slopes and betweenlocations, normalized time, space and velocity coordinates are introduced in this analysis.The time dimension is normalised as:
ݐᇱ= ݐ
ݐ௦௪௔௦௛
(159)
where tswash is the total duration of the swash cycle of each case, hence t’ ranges from 0 to1. The vertical space coordinates are normalised by the maximum water depth, hmax, ofeach case:
ℎᇱ= ℎ
ℎ௠ ௔௫
(160)
Finally, the velocity coordinates are normalised by the maximum uprush depth-averagedensemble-averaged horizontal velocities, ݑ௨, of each case:
ݑ′ = ݑ
ݑ௨
(161)
In all the graphs shown in this analysis, the arrival of the bore is considered to be theinitial time, t = 0.
Water Depths and Swash DurationThe influence of the location at the slope on water depth, h, and swash duration, tswash, onboth the impermeable and permeable slopes is first analysed. The time series of the waterdepths at locations 1, 2 and 3 are shown in Figure 167. The water depth profiles on theimpermeable slope are shown in solid lines (Figure 167a), while the profiles on thepermeable slope are displayed with dashed lines (Figure 167b). As expected, we can
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clearly notice that on both slopes, the water depth and swash duration decrease withdistance up the slope.
Figure 167 Time series of water depth at different locations in the swash zone for: a)
impermeable and b) permeable slopesIt is interesting to notice that the shape of the water depth profiles is not significantlyaffected by the hydraulic conductivity nor the location at the slope. This can be bettervisualised when the X and Y axes are normalised with t’ and h’, respectively (Figure 168).From this figure, we can see that in all profiles the water depths rapidly increasing soonafter bore arrival. Then, they gradually decrease until the final stages of the backwashphase (t’ ≈ 0.85), where the water depths start to decrease at a faster rate. The major differences are noticed from around 0.5 < t’ < 0.9, which might be attributed to thedifferent times when flow reversal occurs in each location and slope.
Figure 168 Time series of water depths at locations 1, 2 and 3 on: a) impermeable (solid
lines) and b) permeable (dashed lines) slopes; c) and d) show the same water depth profiles
against the non-dimensional time t/tswashTo analyse the influence of infiltration on the water depths and swash durations, Figure169 compares water depth profiles on the impermeable and permeable slopes at locations1, 2 and 3. To visualise the influence of infiltration on the swash durations, Figure 169 (a, band c) plot the normalised water depths, h’, against time, t. Similarly, the influence ofinfiltration on the water depths is shown in Figure 169 (d, e and f), where the waterdepths, h, are plotted against the normalised time, t’. It can be seen that infiltration
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reduces both parameters and these reductions are more evident further up the slope. Thereductions in swash duration are mainly attributed to the significant decrease of thebackwash periods caused by infiltration. The effects of infiltration on water depth areobserved just before the bores reach their maximum water depth. These reductionsremain fairly constant until the end of the backwash periods
Figure 169 Comparisons of water depth profiles for impermeable (solid lines) and
permeable (dashed lines) slopes at locations 1, 2 and 3. Graphs a, b and c show the
normalized depth, h’, against time, while graphs d, e and f show the depth against the
normalized time, t’.
Horizontal VelocitiesFigure 170 shows time series of depth-averaged ensemble-averaged horizontal velocities,
ݑ, on the impermeable (solid lines) and permeable (dashed lines) slopes at locations 1, 2and 3. Although all the velocity profiles show different gradients, they all decelerate andaccelerate at fairly constant rates. Just after bore arrival, the velocities rapidly increasereaching a maximum magnitude, shown on the first time step recorded at t = 0.15s. Thevelocities then gradually decrease through the entire uprush phase and after flow reversal,
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the negative velocities start to accelerate at a similar rate, reaching a maximum magnitudejust before the end of the backwash. Towards the end of the backwash, the velocities onthe impermeable slope are seen to reach a constant magnitude. As expected, the flowvelocities on the permeable slope at the three locations remain smaller than on theimpermeable slope.
Figure 170 Time series of depth-averaged ensemble-averaged horizontal velocities at
locations 1, 2 and 3. Solid lines: impermeable slope; dashed lines: permeable slopeTo visualise the influence infiltration on the start of flow reversal at each location, Figure171 shows the velocities plotted against the normalised time, t’, which ranges from 0 to 1.From this figure, it can be seen that the reduction on the backwash time caused byinfiltration, is significantly increased on the onshore direction.
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Figure 171 Normalized time series of depth-averaged ensemble-averaged horizontal
velocities at locations 1, 2 and 3
Time and Velocity Asymmetries. The influence of slope infiltration on the swashhydrodynamics becomes clearer when the time and velocity asymmetries (Tu/Tb and uu/ub,respectively) are analyzed. These flow asymmetries on the permeable (dotted black line)and impermeable (solid black line) slopes are plotted in Figure 172 against the horizontallocations, x. The horizontal locations were previously shown in Figure 166 (x = 1.58mbeing the toe of the beach). As a reference, the red solid line indicates the value of unity forthe asymmetry (where the uprush flow is equal to the backwash flow). These graphs showthat infiltration enhances onshore time and velocity asymmetry. This increase in flowasymmetry, mainly attributed to the significant reduction of the backwash period, isexpected to promote onshore sediment transport.
Figure 172 Swash asymmetries on permeable (dotted black lines) and impermeable (solid
black line): a) Time asymmetry and b) velocity asymmetryTable 56 summarises the periods of uprush, Tu, and backwash, Tb, and their correspondingtime asymmetry, Tu/Tb, while Table 57 displays the maximum uprush, uu, and backwash,
ub, depth-averaged ensemble-averaged velocities and their corresponding velocityasymmetry uu/ub. These are shown for both slopes at the three different locations. For easeof comparison between locations, Table 56 gives the uprush and backwash periods interms of the non-dimensional scale t’.On the impermeable slope, the uprush and backwash periods and maximum velocitieshave similar magnitudes at the three locations analysed, hence, Tu/Tb and uu/ub remainclose to 1 (solid black lines in Figure 172). The uprush periods are always slightly shorterthan the backwash periods, and therefore, Tu/Tb remains smaller than unity. Nevertheless,
Tu/Tb gradually increases with distance up the slope: from 0.79 at location 1, to 0.85 atlocation 2, and finally to 0.88 at location 3. Similar results were shown by Masselink and Li
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(2001), who observed that Tu/Tb increases progressively from 0.5 to 1 in the landwarddirection. Table 4 shows that the uprush velocities are always slightly larger than thebackwash velocities, hence, uu/ub remains larger than 1 (Figure 172b), and the velocityasymmetry also slightly increases with distance up the slope.
Swash duration
Ts
Uprush duration
Tu
Backwash duration
Tb
Time asymmetry
Tu/Tb
Location 1Impermeable 1 t = 3.15t' = 1 t = 1.4t' = 0.44 t = 1.75t' = 0.56 0.79Permeable 1 t = 2.65t' = 1 1.17t' = 0.44 1.48t' = 0.56 0.79
Location 2Impermeable 2 t = 2.52t' = 1 t = 1.16t' = 0.46 t = 1.36t' = 0.54 0.85Permeable 2 1.83t' = 1 1.06t' = 0.58 0.77t' = 0.42 1.38
Location 3Impermeable 3 t = 2.24t' = 1 t = 1.04t' = 0.47 t = 1.18t' = 0.53 0.88Permeable 3 1.28t' = 1 0.9t' = 0.7 0.38t' = 0.3 2.33
Table 56 Uprush and backwash durations on impermeable and permeable slopes at
locations 1, 2 and 3
Maximum uprush
velocity
࢛+ (m/s)
Maximum backwash
velocity
࢛- (m/s)
Maximum velocity
asymmetry
࢛+/࢛-
Location 1Impermeable 1 0.82 -0.62 1.32Permeable 1 0.58 -0.41 1.42
Location 2Impermeable 2 0.68 -0.46 1.48Permeable 2 0.51 -0.21 2.47
Location 3Impermeable 3 0.55 -0.34 1.61Permeable 3 0.47 -0.074 6.36
Table 57 Uprush and backwash velocities on impermeable and permeable slopes at
locations 1, 2 and 3Although infiltration reduces the periods and velocities of both the uprush and backwashphases, the major differences occur on the backwash phase. The reduction in backwashflow increases with distance up the slope, and as a consequence, both Tu/Tb and uu/ub alsoincrease significantly in the landward direction (dashed lines in Figure 172). This increasein onshore flow and time asymmetry is expected to promote onshore sediment transport,as the amount of sediment carried away from the beach is reduced. This supports theclaim from beach dewatering promoters that beach erosion can be reduced by loweringthe beach groundwater levels, and thus increasing the infiltration rates.
Evolution of Horizontal Velocity ProfilesThe above comparisons show that infiltration decreases the swash depth, swash durationand flow velocity, especially at locations further up the slope. As mentioned in Kikkert etal., (2013), these bulk effects complicate the comparison of the velocity profiles on
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impermeable and permeable slopes at different time steps. Nevertheless, the velocityprofiles of the ensemble-averaged horizontal velocities on the impermeable (solid lines)and permeable slopes (dashed lines) at time-steps of 0.2s are presented in Figure 173,Figure 174 and Figure 175, for locations 1, 2 and 3 respectively. For reference, the timeseries of the water depth profiles are also displayed at the top of these figures showing thelocation in time corresponding to each velocity profile. The colour of each point inside thewater depth profiles corresponds to the colour of each velocity profile.These figures show that the velocity profiles on the impermeable and permeable show asimilar evolution throughout the entire swash cycle. These profiles gradually evolve fromprofiles showing a typical logarithmic boundary layer at the beginning of the uprush stageto profiles resembling the typical velocity profile of a wall jet at the beginning of flowreversal. Then, the wall jet profiles gradually evolve back to profiles showing logarithmicboundary layers at the end the backwash.These transitions are shown in Figure 176 for the impermeable slope and Figure 177 forthe permeable slope at location 1. In these figures, the velocity profiles at every 0.1s areseparated in 5 stages: a) uniform uprush – logarithmic profile; b) first transition; c) flowreversal – wall jet, d) second transition and e) uniform backwash – logarithmic profile. Asthe swash cycle on the permeable slope is shorter, the stages on the permeable slope occurat different times than on the impermeable slope. These stages at location 1 are brieflydescribed below.
246
Figure 173 Evolution of horizontal velocity profiles at location 1 at every 0.1s: a) Water
depth profiles; b) impermeable slope and c) permeable slope
b)
c)
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Figure 174 Evolution of horizontal velocity profiles at location 2 at every 0.1s: a) Water
depth profiles; b) impermeable slope and c) permeable slope
b)
c)
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Figure 175 Evolution of horizontal velocity profiles at location 3 at every 0.1s: a) Water
depth profiles; b) impermeable slope and c) permeable slope
b)
c)
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Figure 176 Evolution of velocity profiles on an impermeable slope a) uniform uprush –
logarithmic profile; b) first transition; c) flow reversal – wall jet, d) second transition and e)
uniform backwash – logarithmic profile.
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Figure 177 Evolution of velocity profiles on an impermeable slope a) uniform uprush –
logarithmic profile; b) first transition; c) flow reversal – wall jet, d) second transition and e)
uniform backwash – logarithmic profile.
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a) Uniform uprush – logarithmic profileDuring the uniform uprush stage, when flow in the entire vertical column is positive (0.15< t < 0.75s on the impermeable slope and 0.15 < t < 0.65s on permeable slope), the velocityprofiles show a logarithmic growth in the boundary layer. Figure 178 shows a typicalvelocity profile with a logarithmic boundary layer. In such velocity profiles, the magnitudeof the horizontal velocity u(t) begins at zero and gradually increases as the distance to thebed increases until reaching a free-stream velocity u∞(t) at the edge of the boundary layer.The boundary layer thickness, δ, is considered to be the height where the horizontalvelocities reach 99% of the free-stream velocity, Y = 0.99u∞(t).
Figure 178 Velocity profile with a logarithmic boundary layer
b) First transitionA brief transition stage occurs between 0.85 < t < 0.95s on the impermeable slope and 0.75< t < 0.85s on the permeable slope. In these stage, the velocity profiles start to show theeffect of flow reversal in the near bed region and the profiles gradually evolve fromlogarithmic profiles to flow reversal profiles.
c) Flow reversal – wall jet profilesThe first changes in flow direction occur near the bed, where the velocities are lowest,while the rest of the profile remains positive. These flow reversal profiles can be seen inthe approximate interval 1.05 < t < 1.35s on the impermeable slope and between 0.95 < t <1.15s on permeable slope. The velocity distribution of these profiles resembles the typicalvelocity profile of a wall jet. These are characterised by a wall jet region with negativevelocities in the area close to the sloping bed, whereas the velocities above the wall jetregion remain positive and asymptotically reach the free-stream velocity. A typical flow
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reversal velocity profile resembling a wall jet profile is sketched in Figure 179. Thethickness of half-width, bh, and the height were the maximum negative velocity, Um (t), inthe wall jet region occurs, bm, continue to increase as time, t, increases, while the free-stream velocity gradually decreases and becomes negative due of the effect ofgravitational force. The maximum negative velocity reaches a maximum when the free-stream velocities decrease to zero.
Figure 179 Typical flow reversal velocity profile
d) Second transitionAfter the beginning of flow reversal, the wall jet type profiles slowly evolve back tologarithmic profiles at the end of the backwash. These transitions are seen to occurbetween the intervals 1.45 < t < 2.45s on the impermeable slope and between 1.25 < t <1.85s on the permeable slope. These transitions start when the velocity profiles in theentire field become negative and move in the offshore direction. The velocity profiles inthese intervals also show a wall jet region which continues to increase in magnitude andlayer thickness as time increases. These profiles are also characterised by someovershooting (e.g. Pedersen et al.,2013; Lin et al., 2014), which gradually diminishes untilthe velocity profiles return a uniform negative logarithmic boundary layer.
e) Uniform backwash – logarithmic profileThe velocity profiles at the end of the backwash (between 2.55 < t < 2.75s on theimpermeable slope and between 1.95 < t < 2.25s on the permeable slope) are similar tothose present at the beginning of the uprush, but in the opposite direction. These profilesalso present the logarithmic growth in the boundary layer sketched in Figure 178. Due to
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the increase of the free-stream velocity in the offshore (negative) direction due to thegravitational force, the maximum offshore velocity occurs at the end of the backwashphase.
Boundary Layer ThicknessIn this analysis, the boundary layer thickness, δ, is defined as the elevation from the bedwhere the velocity reaches 99% of the free stream velocity. Values of δ were obtainedonly from the velocity profiles that showed a logarithmic region. Figure 180 shows theevolution of δ at the three locations along both slopes during the uprush and backwashflows, where δ is plotted against the normalized time, t’. At the three locations on bothslopes, δ gradually increases from soon after the bore arrives until the beginning of flowreversal. After flow reversal, these gradually start to grow again until the end of thebackwash phase. As discussed above, infiltration is expected to decrease δ, which is seenin all three graphs. The reduction of δ caused by infiltration is similar for both the uprushand backwash flows and the scale of these changes increases further up the slope. Suchchanges are expected to increase the bed shear stresses exerted on the slope. However, asmentioned previously, the continuity effect of infiltration can also indirectly increase thebed shear stresses due to a loss in surface flows. This is analysed in the following section
Figure 180 Boundary layer thickness on the impermeable and permeable slopes at: a)
location 1; b) location 2; and c) location 3
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Bed Shear StressesThe bed shear stresses can be estimated indirectly using the near-bed velocitymeasurements through a number of different methods such as application of momentumbalance to a control volume, logarithmic profile fitting to the measured velocity profiles(log-law method), and relating the shear velocity to the turbulent kinetic energydissipation rate.Kikkert et al. (2009) evaluated the practicality of applying these methods in unsteadyswash flows and showed that bed shear stress estimates based on the turbulent kineticenergy dissipation rate could only be determined when the bed shear stress values arevery low (e.g. during flow reversal). Furthermore, only the momentum balance method isstrictly applicable to unsteady and non-uniform swash flows. However, Kikkert et al.(2009) showed that the log-law method could also give accurate estimates of bed shearstresses in the swash zone. Their study compared estimates obtained from both the log-law and momentum balance method to estimate bed shear stresses from swash flowvelocity measurements. Their estimates using the log-law showed good agreement withthose obtained from the momentum balance. For this reason, the log-law method wasselected in this study to estimate the bed shear stresses.The bed shear stresses, ଴߬, on the impermeable bed were obtained using the law-of-the-wall or log law described in Chapter 2. This method involves fitting logarithmic profiles tothe near bed horizontal velocity profiles. Therefore, the accuracy of this method dependson the accuracy of the velocity data. However, it cannot be applied on permeable slopes asit does not include infiltration velocities, which are known to influence the shear stresses.For permeable slopes, Chen and Chiew (2004) proposed a modified log-law method whichconsiders infiltration velocities and uses a similar fitting approach to the traditional log-law method, given by:
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൰+ ݒ଴4ݑ∗ ൬1ߢln൬ݖ+ ݖ଴ݖ଴ ൰൰ଶ (162)where ݑ∗ is the shear velocity defined as ݑ∗ = ඥ ଴߬ ߩ⁄ ( ଴߬= bed shear stress, ߩ = fluiddensity), ݑ଴ is the horizontal velocity at the surface, ݒ଴ is the vertical velocity at thesurface (infiltration velocity), ݖ଴ is the vertical displacement of the origin of the meanvelocity profile (also called roughness length) and ߢ is the von Karman constant = 0.4. Asthere are several unknown values in (162), Chen and Chiew (2004) rewrote (162) as(163) in order to fit the data to the modified log law and obtain the shear velocity, ݑ∗.
ݑ = ܽݔଶ + ܾݔ+ ܿ (163)
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ܽ= ݒ଴4 (165)
ܾ= ݑ∗ (166)
ܿ= ݑ଴ (167)The values of d’, u* and uo are obtained by fitting (163) to the data using a trial-and-errorroutine to find best fitted values. This routine consists of assigning arbitrary values to d’and comparing the computed vo to those obtained from simulations or measurements untilthe error is minimized. By comparing estimates of shear velocities for sand and gravelbeaches using both methods, Kikkert et al. (2013) showed that when infiltration rates aresignificant (e.g. gravel beach), the modified log-law gives significantly higher values thanthe traditional log law. As the permeable slope used in this study has a comparablehydraulic conductivity to a gravel beach, the modified log-law method was used in thisanalysis to compare the bed shear stresses of the impermeable and permeable slopes.These comparisons are shown in Figure 181, where the bed shear stress estimates forboth slopes at locations 1, 2 and 3 are plotted against the normalized time, t’. The bedshear stresses corresponding to the flow reversal velocity profiles are not shown due tothe unsuitability of the log-law on this type of profile. At location 3 of the permeable slope,none of the profiles during the backwash phase had a logarithmic region, so bed shearstresses could not be estimated for this phase
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Figure 181 Bed shear stresses on impermeable and permeable slopes at: a) location 1; b)
location 2; and c) location 3The three graphs show similar results and are consistent with the results presented inKikkert et al. (2012 and 2013) on solitary waves. On both permeable and impermeableslopes, the magnitude of the bed shear stresses is clearly seen to be related to the flowvelocities. The maximum shear stresses occur at the beginning of the uprush, where themaximum velocities also occur and gradually decrease until the beginning of flow reversal.As the backwash flow starts to increase after flow reversal, the shear stresses also start toincrease.The bed shear stresses are commonly related to the depth-averaged velocities, ݑതǡthroughthe drag coefficient, CD, (also known as friction factor) by the quadratic friction law givenby:
଴߬ = ܥ஽ݑതଶߩ (168)The clear dependence of the bed shear stresses on the depth-averaged velocities can beseen in Figure 182, where ଴߬ is plotted against ݑതଶߩ. This figure shows the results of thelinear regressions performed to get an estimate of the drag coefficients for each slope.
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Figure 182 Bed shear stresses on impermeable and permeable slopesFigure 181 shows that on a slope with a hydraulic conductivity of K = 0.401 m/s,infiltration can have opposing effects on the bed shear stresses. These opposing effectsdepend on the particular flow condition. During the uprush stages (when the flowvelocities and water depths on the impermeable and permeable slopes are comparable)infiltration directly increases the bed shear stresses by thinning the boundary layer. Asdiscussed before, this has been shown in previous studies for steady flows (e.g. Maclean,1991; Chen and Chiew, 2004) and for oscillatory flows with suction (e.g. Conley andInman, 1994). In contrast, the significant loss of water in the surface flow during thebackwash phase results in considerably smaller flow velocities when compared to thoseon the impermeable slope, and consequently, the bed shear stresses are also reduced (thecontinuity effect). As the reductions of flow velocities and depth caused by infiltrationduring the backwash phase increase with distance up the slope, the reduction of bed shearstress also increases. This can be seen in the backwash phases of Locations 1 and 2. In thebackwash phase of Location 1, the decrease in flow depths and velocities reduce thedifference between the bed shear stresses of the impermeable and permeable slopes whencompared to the uprush phase. This reduction of bed shear stresses due to loss of water inthe surface flow is increased in the backwash phase of Location 3, where the bed shearstresses are even smaller than those of the impermeable slope.These results suggest that for a beach with a K = 0.401 m/s (typical in coarse sand tomedium gravel beaches), the effective weight of sediment and the bed shear stresses willhave opposite effects on sediment mobility during the uprush flows, while for thebackwash flows, these mechanisms will work together to decrease the potential forsediment mobility.
Drag CoefficientFigure 183 shows the time series of the estimated drag coefficients for both slopes atlocations 1, 2 and 3 estimated using the quadratic friction law (168). As also shown in
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Figure 182, the drag coefficients on the permeable slope are higher those observed on theimpermeable slope throughout both the uprush and backwash phases. On both slopes thevalues remain fairly constant in the uprush and backwash phases, with similar values asthe values obtained from the regressions shown in Figure 182.On the uprush phase at locations 2 and 3 on the impermeable slope there is a slightincrease in the drag coefficient as flow reversal is approach. This is consistent with dragcoefficient behaviour in uniform, steady flow, were ܥ஽ increases with decelerating andshallower flows, hence, with decreasing Reynolds number. This increase of ܥ஽ onimpermeable slopes before flow reversal was also observed in Kikkert et al. (2012).Furthermore, on the impermeable slopes, ܥ஽ is consistently slightly higher on thebackwash phases than those observed on the uprush phases. This might be attributed tothe increase of flow acceleration on the backwash phase after flow reversal.
Figure 183 Normalised time series of drag coefficients on impermeable and permeable
slopes at: a) location 1; b) location2; and c) location 3
Summary
 Infiltration was seen to decrease the water depths, flow velocities and swashdurations, and increase the drag coefficients
 These reductions increase with distance up the slope and during the backwashphases, increasing onshore time and flow asymmetry. These decrease in backwash
a)
b)
c)
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flow is expected to reduce the sediment carried away from the beach, promotingonshore sediment transport.
 The velocity profiles on the impermeable and permeable were shown to havesimilar evolution throughout the entire swash cycle. These velocity profilesshowed a logarithmic distribution at the beginning of the uprush phase, thengradually evolved to a wall jet type profile during flow reversal, and finallyevolving back to a logarithmic profile at the end of the backwash phase.
 The log-law method was used to obtain bed shear stresses from the velocityprofiles showing logarithmic distributions.
 Infiltration directly increases the bed shear stresses at the uprush phases bythinning the boundary layer. In contrast, the substantial reduction in backwashflows caused by infiltration indirectly reduces the overall bed shear stresses whencompared to the impermeable slope. This shows that modified bed shear stressesdue to infiltration can have opposing effects on the potential for sediment mobility.
 The drag coefficients were seen to remain fairly constant on both the permeableand impermeable slopes; as expected these were seen to be larger on thepermeable slope
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8 ConclusionsThe research project described within this dissertation has sought to investigate theswash zone processes. One of the main motivations of the present study was to improvethe prediction of wave run-up from both breaking and non-breaking waves onimpermeable and permeable slopes. Given the absence of run-up data over permeableslopes with different hydraulic conductivities, an extensive laboratory and numericalstudy was undertaken. These involved innovative wave flume laboratory experiments andsimulations on a RANS model. The laboratory experiments were carried out with non-deformable permeable structures consisting of reticulated open-cell foams with knownhydraulic conductivities. These foams were found to have several advantages over otherpermeable materials (e.g. easy and quick removal, clean, homogeneous hydraulicconductivity, flat and non-deformable). The results obtained from the laboratoryexperiments were used to validate the RANS model used. These comparisons showed thatthe model is well capable of simulating run-up on both permeable and impermeableslopes.Using the data obtained from both the laboratory and numerical model, new run-upformulae were derived for impermeable and permeable slopes, for both breaking and non-breaking waves. These formulae, which were validated against the present and againstexisting published data, included the influence of surface roughness and hydraulicconductivity through influence factors. As far as the author is concerned, these formulaeare the first to include the influence of hydraulic conductivity through a non-dimensionalparameter. These formulae were also shown to correctly predict the wave-inducedmaximum water table over-height in coastal barriers.The influence factor of hydraulic conductivity derived assumes that the hydraulicconductivity of the beach or coastal structure is homogeneous and does not vary, as thesewere derived from completely homogeneous structures. The permeable cores of coastalstructures are generally also homogeneous, so its hydraulic conductivity remains fairlyconstant throughout the entire structure. This is one of the reasons why the proposedformulae and influence factors were successful in predicting the data from VanBroekhoven (2011) on permeable structures. However, the use of these influence factorsshould be treated with caution on beaches as sediment size across a beach may not beconstant, and hydraulic conductivity may vary. Therefore, assuming a constant hydraulicconductivity throughout the entire beach could lead to inaccurate results. For this reason,these influence factors may have better results in estimating run-up heights on coastalstructures than on permeable beaches.
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To improve our current predictions of the swash zone sediment transport andconsequently our predictions on beach profile evolution, it is necessary to improve ourunderstanding of the influence of infiltration/exfiltration on the swash zone sedimenttransport. This study showed that infiltration can have opposing effects on the bed shearstresses, and as a consequence, on sediment transport in the swash zone. However, furtherresearch is still needed to understand and quantify how hydraulic conductivity and watertable elevations affect the infiltration/exfiltration processes. Improving our understandingof the influence of these processes on sediment transport is crucial for soft engineeringprojects such as beach nourishments (where it is possible to select the type of sediment torecharge a beach) and beach drainage schemes (who claim that infiltration can promoteonshore sediment transport). Possible future research studies that could enhance ourknowledge on the swash processes and sediment transport predictions are suggested inSection 8.4.
8.1 Scientific Findings and Contributions:The scientific findings described below are separated according to the four main topicsanalysed in this study: wave run-up, water table over-height, wave breaking processes andswash hydrodynamics. The following findings are valid for the slope angles, waveconditions and hydraulic conductivities tested in this project.
1.) WAVE RUN-UP
Wave Run-up from Regular and Irregular Waves on Smooth-Impermeable Slopes
 Breaking waves:
o On shallow slopes (α < 13°) it was shown that wavelength or wave period has a large influence on run-up from breaking waves, while wave heightonly had a large influence on long waves with small wave steepness (H/Lo< 0.01)
o For slopes α < 18° run-up was seen to increases as the angle of the slope 
increases, while for steeper slopes (α > 18°) run-up decreases as the slope increases.
o The Iribarren number was proven to correctly describe run-up frombreaking waves
o A slight under-prediction was seen of most existing formulae for breakingwaves when compared to the present data, which might be attributed tothe measuring technique (measurements taken with video camerasgenerally show larger values than those obtained from run-up gauges)
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o Schüttrumpf’s (2001) hyperbolic formula with fitted empirical coefficientswas shown to have the best agreement to the present run-up data (thisformula is based on the Iribarren number)
 Non-breaking waves:
o Wavelength or wave period was shown to have less influence than wave
height on run-up from non-breaking waves on steep slopes (α > 18°)
o The Iribarren number was shown not to be the ideal parameter to describerun-up from non-breaking waves.
o These waves were shown to be better characterised by a new parameterproposed in this study, ߔ , and by the wave momentum flux parameterproposed by Hughes (2004b)
o The run-up data from the present study was used to derive new formulaeto predict run-up from non-breaking waves based on these twoparameters
Wave Run-up from Regular on Rough-Permeable Slopes
 Breaking waves:
o The influence of surface roughness, hydraulic conductivity and water tableelevations on wave run-up was investigated separately
o The roughness and hydraulic conductivity of the slopes were seen to haveless influence on values ξ < 1.2; the combined run-up reduction of theseparameters on data with ξ < 1.2 was between 26-41%, while for data ξ >1.2 these reductions were between 35-55%, when compared to thesmooth-impermeable slopes
o On plunging waves, the surface roughness of the foams was seen to cause alarger reduction than the reduction caused by their hydraulic conductivity
o The variations in water table elevations were seen to influence run-up byaround 5%, so were not included in the prediction formulae
o The run-up from breaking waves on permeable slopes were also shown tobe well described by Schüttrumpf’s (2001) hyperbolic formula
o The influence of the surface roughness and hydraulic conductivity wereincluded in this formula through two influence factors: ߛ௙ and ߛ௄
o The influence factor for hydraulic conductivity, ߛ௄ , is based on a newdimensionless hydraulic conductivity parameter, Ψ, proposed in this studygiven by: ܭଷ/݃ߥ
 Non-breaking waves:
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o The combined run-up reduction caused by roughness and hydraulicconductivity was observed to be larger on breaking waves than on non-breaking waves; on non-breaking waves these reductions were seen to bebetween 20-44% when compared to the data from the smooth-impermeable slopes
o The run-up data from non-breaking waves were also shown to be wellpredicted by the formulae derived for smooth-impermeable slopes
o A roughness and hydraulic conductivity factor was derived and included inthese formulae; this factor is also based on Ψ
2.) WAVE-INDUCED WATER TABLE OVER-HEIGHT
 The hydraulic conductivity of a coastal barrier has a significant influence on ߟ௪ା
 As expected, ߟ௪ା was proven to be a function of wave run-up and the ratio betweenthese parameters was found to remain constant regardless of the hydraulicconductivity of the beach
 Therefore, the formulae proposed to predict run-up on permeable slopes were alsoused to predict ߟ௪ା ; these formulae included a reduction factor
 When compared against the measurements, the predictions of these formulashowed some scatter; nevertheless, most predictions were inside the ±15% errorbands
3.) WAVE BREAKING PROCESSES
 The hydraulic conductivity of the slopes was seen to decrease the breaking pointdistance of plunging waves
 This parameter was also observed to slightly alter the shape of the breakingwaves; however, this change was too small to modify their breaker type
 The Iribarren number was shown to correctly predict the transition betweenbreaking and non-breaking waves; however, the value predicting this transitionchanged depending on the wavelength of the waves
 For this reason, a new breaking criterion was proposed given by: tanߙ (ܪ ℎ⁄ )⁄ ; thisparameter was shown to correctly predict the transition between breaking andnon-breaking waves on both impermeable and permeable slopes
 Both the Iribarren number and tanߙ (ܪ ℎ⁄ )⁄ were shown to show good predictionswhen compared to the experiments observations
4.) SWASH HYDRODYNAMICS
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 Hydraulic conductivity of the slope was seen to decrease the water depths, flowvelocities and swash durations.
 These reductions were seen to be further increased with distance up the slope
 Tu/Tb and uu/ub were seen to remain close to the unity value on the impermeableslope at the three locations analysed
 In contrast, Tu/Tb and uu/ub on the permeable slope were seen to significantlyincrease with distance up the slope; this was mainly attributed to the increasedreductions in backwash periods and velocities caused by infiltration
 The velocity profiles on the impermeable and permeable show a similar evolutionthroughout the entire swash cycle, gradually evolving from logarithmic at the startof the uprush to wall jet type profiles at flow reversal and back to logarithmicprofiles at the end of the backwash.
 Infiltration was seen to directly increase the bed shear stresses at the uprushphases, mainly due to the change in the boundary layer thickness
 However, infiltration indirectly reduced the bed shear stresses at the backwashphases by significantly reducing the backwash flows (continuity effect)
 The drag coefficients were seen to remain fairly constant on both the permeableand impermeable slopes; as expected these were seen to be larger on thepermeable slope
8.2 Numerical Contributions:
 The resistance coefficients α and β for porous flow simulation in the VARANSmodel used were calibrated against steady flow tests through three porous dams,and recommended values for each porous material were given
 The capability of the RANS model (IH-2VOF) used to simulate run-up overpermeable and impermeable slopes was validated through comparisons againstthe present experimental data. The following results were obtained from thesecomparisons:
o Wave run-up. Most of the simulated wave run-up data on theimpermeable slope and the three permeable slopes were inside the ±15%error bands when compared to the measured data. Although some under-prediction was seen for the R45 and R80 foams, the absolute averageerrors for all slopes remained lower than 10%.
o Swash depths. A good agreement was seen on both impermeable andpermeable slopes, although in both cases some under-predictions wereseen after flow reversal. Nevertheless, the simulated data remained mostlyinside the ±15% error bands through most of the swash events.
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o Swash duration. The model was seen to predict accurately the duration ofthe swash for both impermeable and permeable cases.
o Ensemble-averaged horizontal velocity profiles. A good agreement wasseen between the simulated and measured velocity profiles in both cases.Most of the simulated data were inside the ±15% error bands, althoughsome differences were seen on the flow reversal profiles on the permeableslope. The model was also shown to correctly simulate the evolution of thevelocity profiles from logarithmic profiles at the beginning of the uprush towall jet-type profiles at flow reversal and back to logarithmic profiles at theend of the backwash.
o Bed shear stresses. Mostly good predictions of the bed shear stresseswere seen in both cases as these remained in the same order of magnitudeas the measured data, although in both cases these were over-estimated.On the impermeable slope, the simulated values were seen to be around35% and 15% larger than the measured data on the uprush and backwashphases respectively, while for the permeable slope, the simulated datawere around 15% and 30% larger on the uprush and backwash phases,respectively.
o Roughness lengths. In both cases an over-prediction of around 20% wasseen on the simulated roughness lengths when compared to the measureddata. Nonetheless, these values remained fairly constant throughout theentire swash cycle and within the same order of magnitude.
8.3 Technical Contributions:
 Novel laboratory experiments were designed on smooth-impermeable, rough-impermeable and fixed rough-permeable slopes with known hydraulicconductivities
 A recirculating water system was designed to maintain the water levels at the backof the permeable structures either higher or lower than the sea-side water level,while keeping the sea-side water level constant
 An experiment was set up to enable measurements of water table elevations atdifferent locations inside the permeable slopes using pressure transducers
 A series of tests were carried out for steady flow through different permeablestructures to measure seepage elevations and head differences for the calibrationof the resistance coefficients used in the numerical model
 Measurements were made of the hydraulic conductivity of open-cell foamscommonly used in industry as filters (previously unknown)
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8.4 Suggestions for Further Research
 The run-up data collected during the laboratory tests on permeable andimpermeable slopes could be used to develop, refine and validate models capableof simulating the swash hydrodynamics.
 By following a similar analysis approach as the one presented in this study, thereticulated open-cell foams could be used to investigate the influence of hydraulicconductivity on the overtopping discharge with the aim of including its influenceon prediction formulae.
 As the reticulated open-cell foams can be cut into specific shapes, these foam couldalso be used to investigate the influence of hydraulic conductivity on run-up onslopes with different types of berms, as well as on concave-shaped slopes.
 The influence of hydraulic conductivity, surface roughness and water tableelevations on run-up was only investigated for regular waves. Further research issuggested to investigate the influence of these parameters on run-up fromirregular and solitary waves.
 The new parameter, ߔ , proposed in this study was shown to have a goodcorrelation with the run-up from all the non-breaking waves presented in thisstudy. This parameter includes the influence of water depth, h. However, as all thetests presented in this study were carried out using a constant water depth, theinfluence of h on run-up was not investigated. Future research is suggested toinvestigate the performance of the parameter, ߔ , in predicting run-up for waves indifferent water depths.
 The breaking point locations and breaker types were only recorded on the run-uptests performed on permeable slopes. Therefore, the influence of hydraulicconductivity on both parameters was only analysed for the range of hydraulicconductivities used. The results showed that the shapes of some of the wavesbreaking on the different permeable slopes were slightly different, but theirdifferent shapes were not enough to classify them as different breaker types.Further research is suggested to record the wave breaking processes on bothimpermeable and permeable slopes to investigate whether or not hydraulicconductivity on permeable slopes can change the breaker types, and under whichconditions.
 This study presented flow velocity and water depth data from three differentlocations inside the swash zone. These data were used to investigate how theinfluence of infiltration on the swash flows and boundary layer dynamics varied atdifferent locations along the swash zone. However, these three locations do notrepresent the entire extent of the swash zone. Further research is still required to
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investigate data from the entire swash zone (from the run-down location to therun-up location).
 The swash flow velocity measurements presented in this study were only obtainedfrom one fixed permeable slope and from one fixed impermeable slope. Thecomparisons of the data obtained from these tests showed that the infiltration onthe permeable slope had a significant effect on the flow asymmetries and bedshear stresses inside the swash zone. Both these mechanisms are expected toinfluence the swash zone sediment transport and, thus, the beach profile evolution.However, a much better understanding of how hydraulic conductivity affects theinfiltration/exfiltration processes (and consequently the flow asymmetries andbed shear stresses) is still required in order to improve our predictions of theswash zone sediment transport. The tests presented in this study were onlyperformed on one permeable slope, so it was not possible to quantify its influence.Therefore, a possible next step would be to quantify this influence. This could bedone by performing a similar analysis procedure as the one presented in thisstudy, where the influence of K on run-up was quantified on several fixedpermeable slopes with different hydraulic conductivities. A similar study could becarried out to quantify the influence of K on the infiltration/exfiltration rates, andthus on the flow asymmetries and bed shear stresses.
 The infiltration/exfiltration rates on a beach do not depend only on its hydraulicconductivity; the water table elevation inside the beach can also influence theseprocesses. However, its influence on the infiltration/exfiltration rates has alsonever been quantified. The influence of the water table elevation on theinfiltration/exfiltration processes will depend on the hydraulic conductivity of thebeach. Therefore, in order to quantify its influence, it would be necessary to carryout similar tests as the ones presented in this study (where the water tableelevation was manipulated), on different permeable slopes with known hydraulicconductivities. In the present study, the water table elevation on two differentpermeable slopes was manipulated to investigate its influence on run-up, but asimilar procedure could be carried out to investigate its influence on theinfiltration/exfiltration processes.
 Fixed permeable slopes with completely homogeneous hydraulic conductivities(such as the reticulated open-cell foams used in this study) can be extremely usefulfor quantifying the influence of hydraulic conductivity and water table elevationson the infiltration/exfiltration processes. However, permeable beaches in nature,such as coarse sand or gravel beaches, are generally composed of mixed sedimentswith varying hydraulic conductivities. Therefore, further research is still needed
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firstly to improve the hydraulic conductivity estimates of different mixed sedimentbeaches, where small grain particles are expected to control the K of the beach;and secondly to investigate how beaches with mixed sediments influence theinfiltration/exfiltration processes. Possible future laboratory studies on this topiccould use fixed slopes composed of a top layer of bonded sediment using
Elastocoast, with the remaining part of the beach consisting of differentcombinations of mixed sediments. These tests should also include hydraulicconductivity tests using permeameters.
 The run-up in this study was only measured using video cameras. The dataobtained from the video observations were not compared with measurementstaken using other techniques such as run-up gauges as these have only beenproven to show good results in large-scale experiments. However, run-up in small-scale experiments could also be measured using other techniques such laserbeams to detect run-up. This could simplify the post-processing of the data.Nevertheless, as far as the author knows, run-up data obtained from lasertechniques have not been compared to run-up measurements obtained using videocameras, so further research is needed to validate this technique.
 Predicting run-up is particularly important in extreme waves. However, extremewaves, which are often reproduced in laboratory and numerical studies throughfocused waves, were not investigated in this study. A focused wave is created whenall the components in a transient wave group come in phase. Recent studies havesuccessfully developed iterative methodologies that can focus waves of any heightat a predetermined temporal and spatial location along the wave flume (e.g.Stagonas et al., 2014). These studies can be used to investigate run-up fromfocused waves and analyse how the temporal and spatial location of focused waveinfluences run-up.
 The hydraulic conductivity of a beach or coastal structure can also significantlyinfluence the hydraulic responses, in particular wave reflection and wavetransmission. A similar analysis procedure as the one presented in this project toanalyse the influence of K on run-up could be applied to analyse the influence of Kon both these hydraulic responses (which are expected to influence wave run-up).Wave transmission could be analysed by measuring the pore water pressuresinside the permeable beaches using pressure transducers, as well as measuring thefree surface elevation behind the permeable beaches.
 Most of the run-up data from non-breaking waves on the smooth-impermeableslopes were obtained from the numerical model. Therefore, further laboratoryexperiments are recommended to verify and validate the findings presented here.
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Appendix A
Hydraulic Conductivity MeasurementsOne of the main aims of this study was to consider the influence of hydraulic conductivityon run-up formulae by including a non-dimensional hydraulic conductivity parameter intothese formulae. To do this, it was necessary to know the hydraulic conductivity, K, of thereticulated open-cell foams used in the laboratory experiments. However, companies donot have information about the K values of the reticulated open-cell foams. For this reason,a series of constant head tests were carried out using a permeameter to estimate the Kvalues of eight foams with different PPI values. Additional tests were also carried out to arange of different grain soils (varying from coarse sands to medium gravels). This wasperformed to select the foams which could be equivalent or similar hydraulic conductivityto a coarse sand or a medium gravel beach.Two types of tests are commonly performed with a permeameter to measure the hydraulicconductivity of soils: the constant head test and the falling head test. The constant headtest is commonly recommended for more permeable materials such as coarse-grainedsoils, while for less permeable materials the falling head test is recommended. In this case,as all the foams and soils tested were more permeable than a fine-grain soil, the constanthead test was chosen. The constant head test involves the flow of water through apermeable material contained in a test cylinder under a constant hydraulic head. Thecylinder is connected to a water reservoir (constant head tank) for which the hydraulichead is held constant. This procedure allows water to move through the permeablematerial under a steady state head condition while the volume of water flowing out of thetest cylinder is measured over a period of time.
Theory of tests. The hydraulic conductivity is equal to the rate of flow of water through aunit cross section area under a unit hydraulic gradient. In the constant head test, the flowthrough the specimen remains constant so the hydraulic conductivity can be obtainedusing Darcy’s law: k = qL/Ah, where q is the discharge, L is the length of the specimen, h isthe head causing the flow and A is the cross-sectional area of the specimen.Two sets of experiments were carried out in this study using two cylindricalpermeameters with different diameters. The permeameter used in the first set of tests hadan internal diameter of d = 2.96cm (Figure 184), while the permeameter used in thesecond set of tests had an internal diameter of d = 7.5cm (Figure 185).
Tests Procedure. Before starting the tests, it was necessary to cut each foam into acylindrical shape with the same diameter as the internal diameter of the test cylinder.
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Each foam was then introduced into the test cylinder, making sure it fitted correctly(without compressing the foam, as this could affect its hydraulic conductivity), and all thetubes in the system were connected. Figure 186 shows the cylindrical shaped foamsintroduced inside the 7.5cm permeameter. When the head at the tank was constant, thevalve was opened to allow water flow into the sample. Before measuring the flow rate,water was let to flow through the sample for a few minutes to make sure any trapped airor bubbles were removed. Once the sample was fully saturated, a graduated jar was usedto measure the volume of water Q and a stop-watch were used to measure time t requiredfor the selected volume to be filled. This flow rate measurement (Q/t) was repeated fivetimes, and the average was estimated.
Figure 184 Setup of constant head tests with the d = 2.96cm permeameter
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Figure 185 Second set of tests with the d = 7.5cm permeameter
Figure 186 Cylindrical foams used for constant head testsThe results from the first set of tests are summarised in Table 58. As can be seen, the 85PPI (0.0311m/s) foam had similar hydraulic conductivity values as a fine gravel soil with asize range between 2.4 – 4.0mm (0.0289m/s); the 45 PPI (0.105m/s) foam was similar tothe hydraulic conductivity of a medium gravel soil 6.0-9.4mm (0.1182m/s); while the 30PPI foam’s hydraulic conductivity value (0.401m/s) lied between the values of the 6.0-9.4mm and the 9.4-13mm medium gravels. These three foams 85, 45, and 30 PPI wereselected to be used on the preliminary run-up experiments.The results from the second set of tests using the larger permeameter are shown in Table59. These tests were carried out with the aim of measuring the 4 reticulated open-cellfoams used for the experiments described in Section 4.3.2 and validate the results
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obtained from the smaller permeameter. As can be seen, the hydraulic conductivitiesobtained for the R30, R60 and R80 foams are very similar to those obtained in the smallerpermeameter. The main difference between both tests was seen on the R45 foam. Theresults from this second set of tests were used in the analysis shown in Chapter 6.As mentioned in Section 4.3.1, the rest of the beach permeable beach on the preliminarytests consisted of hessian sacks filled with 4 mm diameter EPS (expanded polystyrene)beads. These hessian sacks and EPS beads were also tested in the permeameter.
MATERIAL K (m/s)
Foams:85 PPI 0.031180 PPI 0.04160 PPI 0.09145 PPI 0.10530 PPI 0.40120 PPI 0.43315 PPI 0.45010 PPI 0.878Polystyrene Beads (D50=5 mm) 0.0156Polystyrene Beads with Hessian Layers 0.0126
Soils (size range):Coarse Sand (1.7 - 2.5 mm) 0.0126Fine Gravel (2.4 - 4.0 mm) 0.0289Fine Gravel (4.0 – 6.0 mm) 0.0478Medium Gravel (6.0 – 9.4 mm) 0.1182Medium Gravel (9.4 – 13.0 mm) 1.262
Table 58 Hydraulic conductivities estimated using a d = 2.96cm permeameter
MATERIAL K (m/s)80 PPI 0.05260 PPI 0.08645 PPI 0.19230 PPI 0.401
Table 59 Hydraulic conductivities estimated using a d = 7.5cm permeameter
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Appendix B
Bonding materials tested to construct a non-deformable beachTo construct a non-deformable beach, it is not necessary to bond the entire beach, only theupper layer of the beach would need to be bonded to prevent beach deformation. This wasdemonstrated by Kikkert et al. (2012) where the upper layer of their non-deformablepermeable slopes was bonded using a cement-water mix, while the sediments inside of thebeach remained without any bonding material. Kikkert’s experiments were performedtesting solitary surging (non-breaking) waves which did not cause much damage indeforming the beach profile. However, these tests were planned to involve periodicplunging waves breaking at the slope, which are likely to cause significant beachdeformation. Therefore, several bonding materials and options were investigated forconstructing the non-deformable permeable beaches. Sample test were performed aimedto find a bonding material that could strongly bond the sediments without affecting thehydraulic conductivity of the beach. The bonding materials analysed were tested to bondthree different sizes of aggregates: 2, 5 and 10mm. These are summarised in Table 60,where their main advantages and disadvantages are shown. Figure 187 shows some of thetested samples of aggregates mixed with the bonding materials shown in Table 60.
Bonding Material Advantages Disadvantages
Cement-water mix
- It has been used before in similarexperiments with positive results- Does not have a significant effect onhydraulic conductivity- Cheap- Could work better for coarsersediments
- Hard to find the mix right ratio foreach sediment size- Takes a lot of time to cure- Might erode as water runs throughthe sediments- Not strong enough and sediments candetach
Varnish (polyurethane) - Easy to mix- Bonds sediments well- Could work better for coarsersediments - Affects hydraulic conductivity- Not very resistant to waterSilicone - Easy to mix - Affects hydraulic conductivity- Not strong enough
Resin bound aggregate(aliphatic polymer resin)
- Strong and durable- Dries quickly- Water resistant- Could work better for coarsersediments - Affects the hydraulic conductivityLacquer Spray - Easy to mix - Not strong enough- Affects hydraulic conductivityWood adhesive - Dries almost immediately- Easy to mix - Not strong enough, very flexible- Not water resistant- Affects hydraulic conductivityElastocoast (mix ofisocyanate and polyol) - Specially design for bondingrevetments- Strong- Does not affect hydraulic cond. - Expensive
Table 60 Bonding materials tested for constructing a non-deformable permeable beach
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Figure 187 Samples of bonding materialsFrom all the tested bonding materials, only Elastocoast was found to strongly bond theaggregates without having affecting its hydraulic conductivity. The cement-water mixedalso did not affect the hydraulic conductivity of the aggregates, but was its bonding wasnot strong enough to resist the impact of breaking waves at the slope. Elastocoast is abonding system that works on the basis of mixing two polyurethane components(isocyanate and polyol) and has been used in coastal protection structures (mainlyrevetments). A sample of gravel bonded with Elastocoast is shown in Figure 188.
Figure 188 Sample of gravel bonded with ElastocoastHowever, the constructing a permeable structure using sediment mixed with Elastocoasthas two main disadvantages. The first one being its construction cost. The amount ofmaterial required to construct the slopes using sediment mixed with Elastocoast inside the20m long, 1.2wide wave flume exceeded the tests’ budget. The second disadvantage wasthe amount of time required to construct it. The wave flumes are constantly used by otherstudents and researchers, so there are many time constraints when performing tests in theflumes. This means that if an Elastocoast beach was chosen, it would be possible to carryout only a small amount of tests, with probably only one slope angle.
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These tests were planned to be carried out in the 20m long, 1.2m wide wave flume, whichis also commonly used by other students and researchers. Consequently, it was onlypossible to book the wave flume for one month. Constructing the beaches out of sedimentmixed with Elastocoast and setting it up inside the wave flume would require aconsiderate amount of time and sediment material. Furthermore, as one of the objectivesof the experiments was to carry out tests over different beach slope angles, with anElastocoast-sediment mix beach, it would have been tough and time consuming to changethe setup to increase the angle of each permeable beach. So if this setup was followed, onlya small amount of test would have been able to carry out. For this reason a differentalternative material to construct the beaches was considered. It was decided that the bestoption to construct a permeable beach would be using reticulated polyether open-cell
foams.
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Appendix C
Wave Reflection. Waves generated in the wave flume are reflected by the beaches. Toanalyse the reflection coefficients from each test, it is necessary to separate the measuredwave into its incident and reflected wave components.To correctly estimate the reflection coefficients, three parameters need to be definedbefore recording the surface elevations with the wave gauges: 1) the number of wavegauges used and the distance between them; 2) the recording sample frequency; and 3)the sampling duration.
Number of wave gauges and distances between them. The wave gauges used weredenoted WG1, WG2, WG3 and WG4 respectively, while οݔଵ is the distance between WG1and WG2, οݔଶ the distance between WG1 and WG3, and οݔଷ the distance between WG1and WG4, as illustrated in Figure 189.
Figure 189 Distance between resistance wave gaugesThe number of wave gauges used and the distance between them depends on the methodchosen to decompose the incident and reflected wave components. Several methods havebeen proposed, the most popular ones being Goda and Susuki (1976), Mansard and Funke(1980) and Lin and Huang (2004). In the present study, the reflection analysis was carriedout using both Mansard and Funke (1980) and Lin and Huang (2004) methods.The Lin and Huang (2004) method was used for all the tests carried out in the 20m longwave flume. This method requires the use of four wave gauges to decompose the higherharmonics into their free and bound modes. To avoid the singularity condition, thedistances between the four wave gauges were set at: οݔଵ=2m, οݔଶ=4m, and οݔଷ=6m(Figure 189). The reflection analysis was performed using a Matlab script.The second method used is the least squares fit method of Mansard and Funke (1980).This method was used in all the tests performed in the 13.4m long wave flume and
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requires the use of three wave gauges. The recommended distance for ∆ݔଵ is ܮ 10⁄ , whilethe distance for ∆ݔଶ can be estimated fulfilling the following conditions:
 ܮ 6⁄ < ∆ݔଶ < ܮ 3⁄
  ∆ݔଶ ≠ ܮ 5⁄
 ∆ݔଶ ≠ 3ܮ 10⁄To fulfil these conditions, ܮ 4⁄ was chosen for ∆ݔଶ. Table 61 shows the distances used for
∆ݔଵ and ∆ݔଶ corresponding to each wave period and wave length. The wave lengths weredetermined using Linear Wave Theory. To set these distances, WG1 was always placed at3.6m from the wave generator, while WG2 and WG3 were adjusted along the flumedepending on the wave period used.
T (s) L (m) ∆࢞૚ (m) ∆࢞૛ (m)3.33 5.61 0.56 1.402.86 4.78 0.48 1.202 3.26 0.32 0.821.43 2.21 0.22 0.551 1.37 0.14 0.34
Table 61 Distances between wave gauges for the tests performed in the 13.4m long wave
flumeThis analysis was performed using the WS Reflection Analysis tool in MIKE WSWAT. Thecomplete instructions and procedures for using this module can be found in the UserGuide of the WS Wave Analysis Tools of MIKE by DHI (2011).
Sample frequency of wave gauges. The output voltage data from the wave gauges isrecorded in time domain at a specific sample frequency, ௦݂. To view the amplitude of eachfrequency component contained within the wave, these data have to be transformed intofrequency domain using a Fast Fourier Transform (FFT) algorithm.The frequency chosen to sample a continuous time-series influences the quality of thespectrum calculated by the Fast Fourier Transform (FFT). One common problem thatcould occur if the wrong sample frequency is chosen is aliasing. An example of this isillustrated in Figure 190, where a sine wave with signal frequency of ݂ =3.5Hz (orangeline) is being recorded at a sampling frequency of ௦݂=4Hz (black dots).
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Figure 190 Example of aliasing problemThe maximum frequency that can be analysed correctly must be smaller than the Nyquistfrequency, defined as ௦݂ 2⁄ . In this case the Nyquist frequency is equal to 2Hz. As can beseen, the recorded 3.5Hz signal is larger than 2Hz and as a consequence, it is beingrecorded as a 0.5Hz signal (red line). To avoid this problem, the frequency of the signalbeing measured has to be inside the frequency bandwidth delimited by: Ͳ൏ ݂ ൏ ௦݂ 2⁄ .
Sampling duration. The sampling duration must be set such that an integer number ofsignal periods can be recorded, if not errors will arise in the FFT analysis. The samplingduration,ܶ௦, defines the frequency resolution, ோ݂ , which is defined as:
ோ݂ = 1
௦ܶ
ൗ
The fundamental frequency of the incident wave, should be an integer multiple of thefrequency resolution so that it fits exactly within a frequency band. An error known as‘spilling’ occurs in the FFT if the frequency component of a signal being measured is not aninteger multiple of the frequency resolution. If this happens, the amplitude of the realcomponent will be spread over the nearest frequency bands in the FFT.In this study, the fundamental frequencies of the generated waves were: 0.3, 0.35, 0.5, 0.7and 1Hz. To fulfil the sampling frequency and sampling duration requirements, and avoidthe aliasing problem, a sample frequency of ௦݂ൌ ͳͲܪݖ and a sampling duration of ܶ௦ =
ͳʹ Ͳݏ were chosen for all tests. This meant that a total of 1200 data points were requiredto analyse each wave. Table 62 shows the number of waves that fitted within the selectedsampling duration of 120s, for each of the wave frequencies analysed.
Frequency (Hz) Period (s) Number of Waves0.3 3.333 360.35 2.857 420.5 2 600.7 1.429 841 1 120
Table 62 Table showing the number of waves within a sampling duration of 120s
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Appendix DThis appendix shows all the parameters and run-up measurements from the experimentsdescribed in Section 4.3.
Run-up measurements on rough-permeable slopes
(Section 4.3.2.)
Parameters VariablesWave flume dimensions 13.4m long and 0.45m width
Slope angle 10˚, 20˚ and 30˚ Hydraulic conductivities 0.051, 0.086, 0.192 and 0.401 m/sTypes of waves Regular WavesWater depth 0.3mWave heights 0.04, 0.06, 0.08, 0.1, and 0.12mWave periods 1, 1.43, 2, 2.86, and 3.33sIribarren number Between 0.63 and 12Wave steepness (H/L) Between 0.002 and 0.08Number of tests 300
Table 63 Summary of parameters used for the rough-permeable slopes
# α (˚) tanα cotα
h
(m) T (s)
H
(m)
fr
(htz)
Lo
(m) h/Lo H/L H/h ξ ф tanα/(H/h) R R/H R/h
1 10 0.18 5.67 0.3 1 0.04 1 1.56 0.19 0.0256 0.13 1.1 0.21 1.32 0.03 0.70 0.09
2 10 0.18 5.67 0.3 1 0.06 1 1.56 0.19 0.0385 0.20 0.9 0.17 0.88 0.04 0.58 0.12
3 10 0.18 5.67 0.3 1 0.08 1 1.56 0.19 0.0513 0.27 0.78 0.15 0.66 0.05 0.58 0.15
4 10 0.18 5.67 0.3 1 0.1 1 1.56 0.19 0.0641 0.33 0.7 0.13 0.53 0.05 0.49 0.16
5 10 0.18 5.67 0.3 1 0.12 1 1.56 0.19 0.0769 0.40 0.64 0.12 0.44 0.05 0.42 0.17
6 10 0.18 5.67 0.3 1.43 0.04 0.7 3.18 0.09 0.0126 0.13 1.57 0.15 1.32 0.04 0.95 0.13
7 10 0.18 5.67 0.3 1.43 0.06 0.7 3.18 0.09 0.0188 0.20 1.28 0.12 0.88 0.05 0.89 0.18
8 10 0.18 5.67 0.3 1.43 0.08 0.7 3.18 0.09 0.0251 0.27 1.11 0.10 0.66 0.06 0.77 0.21
9 10 0.18 5.67 0.3 1.43 0.1 0.7 3.18 0.09 0.0314 0.33 0.99 0.09 0.53 0.07 0.69 0.23
10 10 0.18 5.67 0.3 1.43 0.12 0.7 3.18 0.09 0.0377 0.40 0.91 0.09 0.44 0.09 0.71 0.29
11 10 0.18 5.67 0.3 2 0.04 0.5 6.24 0.05 0.0064 0.13 2.2 0.11 1.32 0.04 1.09 0.14
12 10 0.18 5.67 0.3 2 0.06 0.5 6.24 0.05 0.0096 0.20 1.8 0.09 0.88 0.06 1.05 0.21
13 10 0.18 5.67 0.3 2 0.08 0.5 6.24 0.05 0.0128 0.27 1.56 0.07 0.66 0.07 0.91 0.24
14 10 0.18 5.67 0.3 2 0.1 0.5 6.24 0.05 0.0160 0.33 1.39 0.07 0.53 0.09 0.86 0.29
15 10 0.18 5.67 0.3 2 0.12 0.5 6.24 0.05 0.0192 0.40 1.27 0.06 0.44 0.10 0.82 0.33
16 10 0.18 5.67 0.3 2.86 0.04 0.35 12.7 0.02 0.0031 0.13 3.15 0.07 1.32 0.05 1.33 0.18
17 10 0.18 5.67 0.3 2.86 0.06 0.35 12.7 0.02 0.0047 0.20 2.57 0.06 0.88 0.07 1.22 0.24
18 10 0.18 5.67 0.3 2.86 0.08 0.35 12.7 0.02 0.0063 0.27 2.22 0.05 0.66 0.09 1.14 0.30
19 10 0.18 5.67 0.3 2.86 0.1 0.35 12.7 0.02 0.0079 0.33 1.99 0.05 0.53 0.11 1.14 0.38
20 10 0.18 5.67 0.3 2.86 0.12 0.35 12.7 0.02 0.0094 0.40 1.82 0.04 0.44 0.13 1.09 0.43
21 10 0.18 5.67 0.3 3.33 0.04 0.3 17.3 0.02 0.0023 0.13 3.67 0.06 1.32 0.06 1.47 0.20
22 10 0.18 5.67 0.3 3.33 0.06 0.3 17.3 0.02 0.0035 0.20 3 0.05 0.88 0.08 1.33 0.27
23 10 0.18 5.67 0.3 3.33 0.08 0.3 17.3 0.02 0.0046 0.27 2.6 0.04 0.66 0.10 1.28 0.34
24 10 0.18 5.67 0.3 3.33 0.1 0.3 17.3 0.02 0.0058 0.33 2.32 0.04 0.53 0.12 1.21 0.40
25 10 0.18 5.67 0.3 3.33 0.12 0.3 17.3 0.02 0.0069 0.40 2.12 0.04 0.44 0.14 1.16 0.46
26 20 0.36 2.75 0.3 1 0.04 1 1.56 0.19 0.0256 0.13 2.27 0.44 2.73 0.04 0.96 0.13
27 20 0.36 2.75 0.3 1 0.06 1 1.56 0.19 0.0385 0.20 1.86 0.36 1.82 0.06 1.04 0.21
28 20 0.36 2.75 0.3 1 0.08 1 1.56 0.19 0.0513 0.27 1.61 0.31 1.36 0.07 0.93 0.25
29 20 0.36 2.75 0.3 1 0.1 1 1.56 0.19 0.0641 0.33 1.44 0.28 1.09 0.08 0.82 0.27
30 20 0.36 2.75 0.3 1 0.12 1 1.56 0.19 0.0769 0.40 1.31 0.25 0.91 0.09 0.72 0.29
31 20 0.36 2.75 0.3 1.43 0.04 0.7 3.18 0.09 0.0126 0.13 3.25 0.31 2.73 0.04 1.06 0.14
32 20 0.36 2.75 0.3 1.43 0.06 0.7 3.18 0.09 0.0188 0.20 2.65 0.25 1.82 0.07 1.18 0.24
33 20 0.36 2.75 0.3 1.43 0.08 0.7 3.18 0.09 0.0251 0.27 2.3 0.22 1.36 0.09 1.17 0.31
34 20 0.36 2.75 0.3 1.43 0.1 0.7 3.18 0.09 0.0314 0.33 2.05 0.19 1.09 0.11 1.14 0.38
35 20 0.36 2.75 0.3 1.43 0.12 0.7 3.18 0.09 0.0377 0.40 1.87 0.18 0.91 0.13 1.07 0.43
36 20 0.36 2.75 0.3 2 0.04 0.5 6.24 0.05 0.0064 0.13 4.55 0.22 2.73 0.05 1.14 0.15
37 20 0.36 2.75 0.3 2 0.06 0.5 6.24 0.05 0.0096 0.20 3.71 0.18 1.82 0.07 1.21 0.24
38 20 0.36 2.75 0.3 2 0.08 0.5 6.24 0.05 0.0128 0.27 3.21 0.15 1.36 0.10 1.30 0.35
39 20 0.36 2.75 0.3 2 0.1 0.5 6.24 0.05 0.0160 0.33 2.88 0.14 1.09 0.13 1.31 0.44
40 20 0.36 2.75 0.3 2 0.12 0.5 6.24 0.05 0.0192 0.40 2.62 0.13 0.91 0.15 1.21 0.49
41 20 0.36 2.75 0.3 2.86 0.04 0.35 12.7 0.02 0.0031 0.13 6.49 0.15 2.73 0.05 1.30 0.17
42 20 0.36 2.75 0.3 2.86 0.06 0.35 12.7 0.02 0.0047 0.20 5.3 0.12 1.82 0.08 1.41 0.28
43 20 0.36 2.75 0.3 2.86 0.08 0.35 12.7 0.02 0.0063 0.27 4.59 0.11 1.36 0.12 1.45 0.39
44 20 0.36 2.75 0.3 2.86 0.1 0.35 12.7 0.02 0.0079 0.33 4.11 0.10 1.09 0.15 1.54 0.51
45 20 0.36 2.75 0.3 2.86 0.12 0.35 12.7 0.02 0.0094 0.40 3.75 0.09 0.91 0.17 1.42 0.57
46 20 0.36 2.75 0.3 3.33 0.04 0.3 17.3 0.02 0.0023 0.13 7.58 0.13 2.73 0.06 1.39 0.19
47 20 0.36 2.75 0.3 3.33 0.06 0.3 17.3 0.02 0.0035 0.20 6.19 0.11 1.82 0.09 1.55 0.31
48 20 0.36 2.75 0.3 3.33 0.08 0.3 17.3 0.02 0.0046 0.27 5.36 0.09 1.36 0.12 1.54 0.41
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49 20 0.36 2.75 0.3 3.33 0.1 0.3 17.3 0.02 0.0058 0.33 4.79 0.08 1.09 0.15 1.55 0.52
50 20 0.36 2.75 0.3 3.33 0.12 0.3 17.3 0.02 0.0069 0.40 4.37 0.08 0.91 0.18 1.50 0.60
51 30 0.58 1.73 0.3 1 0.04 1 1.56 0.19 0.0256 0.13 3.61 0.69 4.33 0.03 0.78 0.10
52 30 0.58 1.73 0.3 1 0.06 1 1.56 0.19 0.0385 0.20 2.94 0.57 2.89 0.05 0.85 0.17
53 30 0.58 1.73 0.3 1 0.08 1 1.56 0.19 0.0513 0.27 2.55 0.49 2.17 0.07 0.89 0.24
54 30 0.58 1.73 0.3 1 0.1 1 1.56 0.19 0.0641 0.33 2.28 0.44 1.73 0.10 1.00 0.33
55 30 0.58 1.73 0.3 1 0.12 1 1.56 0.19 0.0769 0.40 2.08 0.40 1.44 0.12 1.02 0.41
56 30 0.58 1.73 0.3 1.43 0.04 0.7 3.18 0.09 0.0126 0.13 5.15 0.49 4.33 0.04 0.88 0.12
57 30 0.58 1.73 0.3 1.43 0.06 0.7 3.18 0.09 0.0188 0.20 4.21 0.40 2.89 0.06 0.96 0.19
58 30 0.58 1.73 0.3 1.43 0.08 0.7 3.18 0.09 0.0251 0.27 3.64 0.34 2.17 0.08 0.97 0.26
59 30 0.58 1.73 0.3 1.43 0.1 0.7 3.18 0.09 0.0314 0.33 3.26 0.31 1.73 0.11 1.11 0.37
60 30 0.58 1.73 0.3 1.43 0.12 0.7 3.18 0.09 0.0377 0.40 2.97 0.28 1.44 0.14 1.17 0.47
61 30 0.58 1.73 0.3 2 0.04 0.5 6.24 0.05 0.0064 0.13 7.21 0.35 4.33 0.04 0.94 0.12
62 30 0.58 1.73 0.3 2 0.06 0.5 6.24 0.05 0.0096 0.20 5.89 0.28 2.89 0.06 1.03 0.21
63 30 0.58 1.73 0.3 2 0.08 0.5 6.24 0.05 0.0128 0.27 5.1 0.25 2.17 0.08 1.06 0.28
64 30 0.58 1.73 0.3 2 0.1 0.5 6.24 0.05 0.0160 0.33 4.56 0.22 1.73 0.12 1.19 0.40
65 30 0.58 1.73 0.3 2 0.12 0.5 6.24 0.05 0.0192 0.40 4.16 0.20 1.44 0.16 1.29 0.52
66 30 0.58 1.73 0.3 2.86 0.04 0.35 12.7 0.02 0.0031 0.13 10.3 0.24 4.33 0.04 1.07 0.14
67 30 0.58 1.73 0.3 2.86 0.06 0.35 12.7 0.02 0.0047 0.20 8.41 0.20 2.89 0.07 1.13 0.23
68 30 0.58 1.73 0.3 2.86 0.08 0.35 12.7 0.02 0.0063 0.27 7.28 0.17 2.17 0.09 1.17 0.31
69 30 0.58 1.73 0.3 2.86 0.1 0.35 12.7 0.02 0.0079 0.33 6.52 0.15 1.73 0.13 1.32 0.44
70 30 0.58 1.73 0.3 2.86 0.12 0.35 12.7 0.02 0.0094 0.40 5.95 0.14 1.44 0.17 1.42 0.57
71 30 0.58 1.73 0.3 3.33 0.04 0.3 17.3 0.02 0.0023 0.13 12 0.21 4.33 0.05 1.17 0.16
72 30 0.58 1.73 0.3 3.33 0.06 0.3 17.3 0.02 0.0035 0.20 9.81 0.17 2.89 0.08 1.34 0.27
73 30 0.58 1.73 0.3 3.33 0.08 0.3 17.3 0.02 0.0046 0.27 8.5 0.15 2.17 0.11 1.43 0.38
74 30 0.58 1.73 0.3 3.33 0.1 0.3 17.3 0.02 0.0058 0.33 7.6 0.13 1.73 0.15 1.53 0.51
75 30 0.58 1.73 0.3 3.33 0.12 0.3 17.3 0.02 0.0069 0.40 6.94 0.12 1.44 0.19 1.59 0.64
Table 64 List of parameters and run-up results for the R30 permeable slopes
# α (˚) tanα cotα
h
(m) T (s)
H
(m)
fr
(htz)
Lo
(m) h/Lo H/L H/h ξ ф tanα/(H/h) R R/H R/h
1 30 0.58 1.73 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 12 0.21 4.33 0.05 1.3 0.18
2 30 0.58 1.73 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 10.3 0.24 4.33 0.05 1.2 0.16
3 30 0.58 1.73 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 7.21 0.35 4.33 0.04 1 0.14
4 30 0.58 1.73 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 5.15 0.49 4.33 0.04 1 0.13
5 30 0.58 1.73 0.3 1 0.04 1 1.56 0.19 0.026 0.1 3.61 0.69 4.33 0.04 0.9 0.12
6 30 0.58 1.73 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 9.81 0.17 2.89 0.09 1.4 0.29
7 30 0.58 1.73 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 8.41 0.20 2.89 0.07 1.2 0.25
8 30 0.58 1.73 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 5.89 0.28 2.89 0.07 1.2 0.24
9 30 0.58 1.73 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 4.21 0.40 2.89 0.06 1 0.21
10 30 0.58 1.73 0.3 1 0.06 1 1.56 0.19 0.038 0.2 2.94 0.57 2.89 0.06 0.9 0.19
11 30 0.58 1.73 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 8.5 0.15 2.17 0.12 1.5 0.41
12 30 0.58 1.73 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 7.28 0.17 2.17 0.1 1.3 0.35
13 30 0.58 1.73 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 5.1 0.25 2.17 0.09 1.2 0.31
14 30 0.58 1.73 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 3.64 0.34 2.17 0.09 1.1 0.29
15 30 0.58 1.73 0.3 1 0.08 1 1.56 0.19 0.051 0.3 2.55 0.49 2.17 0.08 1 0.28
16 30 0.58 1.73 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 7.6 0.13 1.73 0.17 1.7 0.57
17 30 0.58 1.73 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 6.52 0.15 1.73 0.15 1.5 0.5
18 30 0.58 1.73 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 4.56 0.22 1.73 0.14 1.4 0.46
19 30 0.58 1.73 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 3.26 0.31 1.73 0.13 1.3 0.42
20 30 0.58 1.73 0.3 1 0.1 1 1.56 0.19 0.064 0.3 2.28 0.44 1.73 0.11 1.1 0.37
21 30 0.58 1.73 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 6.94 0.12 1.44 0.2 1.7 0.68
22 30 0.58 1.73 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 5.95 0.14 1.44 0.19 1.6 0.62
23 30 0.58 1.73 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 4.16 0.20 1.44 0.18 1.5 0.58
24 30 0.58 1.73 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 2.97 0.28 1.44 0.16 1.3 0.53
25 30 0.58 1.73 0.3 1 0.12 1 1.56 0.19 0.077 0.4 2.08 0.40 1.44 0.14 1.1 0.45
26 20 0.36 2.75 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 7.58 0.13 2.73 0.06 1.5 0.2
27 20 0.36 2.75 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 6.49 0.15 2.73 0.06 1.4 0.19
28 20 0.36 2.75 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 4.55 0.22 2.73 0.05 1.3 0.17
29 20 0.36 2.75 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 3.25 0.31 2.73 0.05 1.2 0.16
30 20 0.36 2.75 0.3 1 0.04 1 1.56 0.19 0.026 0.1 2.27 0.44 2.73 0.04 1.1 0.15
31 20 0.36 2.75 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 6.19 0.11 1.82 0.1 1.7 0.34
32 20 0.36 2.75 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 5.3 0.12 1.82 0.09 1.5 0.3
33 20 0.36 2.75 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 3.71 0.18 1.82 0.08 1.4 0.27
34 20 0.36 2.75 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 2.65 0.25 1.82 0.08 1.3 0.26
35 20 0.36 2.75 0.3 1 0.06 1 1.56 0.19 0.038 0.2 1.86 0.36 1.82 0.07 1.2 0.24
36 20 0.36 2.75 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 5.36 0.09 1.36 0.13 1.6 0.44
37 20 0.36 2.75 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 4.59 0.11 1.36 0.12 1.5 0.41
38 20 0.36 2.75 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 3.21 0.15 1.36 0.11 1.4 0.37
39 20 0.36 2.75 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 2.3 0.22 1.36 0.1 1.3 0.34
40 20 0.36 2.75 0.3 1 0.08 1 1.56 0.19 0.051 0.3 1.61 0.31 1.36 0.08 1 0.27
41 10 0.18 5.67 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 3.67 0.06 1.32 0.06 1.6 0.22
42 10 0.18 5.67 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 3.15 0.07 1.32 0.06 1.6 0.21
43 10 0.18 5.67 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 2.2 0.11 1.32 0.05 1.3 0.17
44 10 0.18 5.67 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 1.57 0.15 1.32 0.05 1.2 0.16
45 10 0.18 5.67 0.3 1 0.04 1 1.56 0.19 0.026 0.1 1.1 0.21 1.32 0.03 0.8 0.1
46 20 0.36 2.75 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 4.79 0.08 1.09 0.17 1.7 0.56
47 20 0.36 2.75 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 4.11 0.10 1.09 0.17 1.7 0.55
48 20 0.36 2.75 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 2.88 0.14 1.09 0.14 1.4 0.47
49 20 0.36 2.75 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 2.05 0.19 1.09 0.12 1.2 0.41
50 20 0.36 2.75 0.3 1 0.1 1 1.56 0.19 0.064 0.3 1.44 0.28 1.09 0.09 0.9 0.3
51 20 0.36 2.75 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 4.37 0.08 0.91 0.2 1.6 0.66
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52 20 0.36 2.75 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 3.75 0.09 0.91 0.19 1.6 0.63
53 20 0.36 2.75 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 2.62 0.13 0.91 0.16 1.4 0.54
54 20 0.36 2.75 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 1.87 0.18 0.91 0.14 1.2 0.47
55 20 0.36 2.75 0.3 1 0.12 1 1.56 0.19 0.077 0.4 1.31 0.25 0.91 0.1 0.8 0.33
56 10 0.18 5.67 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 3 0.05 0.88 0.09 1.5 0.3
57 10 0.18 5.67 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 2.57 0.06 0.88 0.08 1.4 0.27
58 10 0.18 5.67 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 1.8 0.09 0.88 0.07 1.2 0.24
59 10 0.18 5.67 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.28 0.12 0.88 0.06 1 0.19
60 10 0.18 5.67 0.3 1 0.06 1 1.56 0.19 0.038 0.2 0.9 0.17 0.88 0.04 0.7 0.15
61 10 0.18 5.67 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 2.6 0.04 0.66 0.11 1.4 0.38
62 10 0.18 5.67 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 2.22 0.05 0.66 0.11 1.4 0.36
63 10 0.18 5.67 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 1.56 0.07 0.66 0.09 1.1 0.29
64 10 0.18 5.67 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.11 0.10 0.66 0.07 0.8 0.22
65 10 0.18 5.67 0.3 1 0.08 1 1.56 0.19 0.051 0.3 0.78 0.15 0.66 0.05 0.6 0.16
66 10 0.18 5.67 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 2.32 0.04 0.53 0.13 1.3 0.44
67 10 0.18 5.67 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 1.99 0.05 0.53 0.13 1.3 0.43
68 10 0.18 5.67 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 1.39 0.07 0.53 0.09 0.9 0.31
69 10 0.18 5.67 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 0.99 0.09 0.53 0.08 0.8 0.25
70 10 0.18 5.67 0.3 1 0.1 1 1.56 0.19 0.064 0.3 0.7 0.13 0.53 0.05 0.5 0.18
71 10 0.18 5.67 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 2.12 0.04 0.44 0.17 1.4 0.56
72 10 0.18 5.67 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 1.82 0.04 0.44 0.15 1.2 0.5
73 10 0.18 5.67 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 1.27 0.06 0.44 0.11 0.9 0.36
74 10 0.18 5.67 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 0.91 0.09 0.44 0.09 0.7 0.3
75 10 0.18 5.67 0.3 1 0.12 1 1.56 0.19 0.077 0.4 0.64 0.12 0.44 0.06 0.5 0.2
Table 65 List of parameters and run-up results for the R45 permeable slopes
# α (˚) tanα cotα
h
(m) T (s)
H
(m)
fr
(htz)
Lo
(m) h/Lo H/L H/h ξ ф tanα/(H/h) R R/H R/h
1 30 0.58 1.73 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 12 0.21 4.33 0.06 1.4 0.19
2 30 0.58 1.73 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 10.3 0.24 4.33 0.05 1.3 0.17
3 30 0.58 1.73 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 7.21 0.35 4.33 0.05 1.2 0.16
4 30 0.58 1.73 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 5.15 0.49 4.33 0.04 1.1 0.15
5 30 0.58 1.73 0.3 1 0.04 1 1.56 0.19 0.026 0.1 3.61 0.69 4.33 0.04 1 0.13
6 30 0.58 1.73 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 9.81 0.17 2.89 0.09 1.5 0.3
7 30 0.58 1.73 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 8.41 0.20 2.89 0.08 1.4 0.27
8 30 0.58 1.73 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 5.89 0.28 2.89 0.08 1.3 0.26
9 30 0.58 1.73 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 4.21 0.40 2.89 0.07 1.2 0.24
10 30 0.58 1.73 0.3 1 0.06 1 1.56 0.19 0.038 0.2 2.94 0.57 2.89 0.06 1 0.2
11 30 0.58 1.73 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 8.5 0.15 2.17 0.13 1.6 0.44
12 30 0.58 1.73 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 7.28 0.17 2.17 0.12 1.4 0.39
13 30 0.58 1.73 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 5.1 0.25 2.17 0.1 1.3 0.35
14 30 0.58 1.73 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 3.64 0.34 2.17 0.1 1.2 0.33
15 30 0.58 1.73 0.3 1 0.08 1 1.56 0.19 0.051 0.3 2.55 0.49 2.17 0.09 1.1 0.3
16 30 0.58 1.73 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 7.6 0.13 1.73 0.18 1.8 0.61
17 30 0.58 1.73 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 6.52 0.15 1.73 0.17 1.7 0.55
18 30 0.58 1.73 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 4.56 0.22 1.73 0.15 1.5 0.51
19 30 0.58 1.73 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 3.26 0.31 1.73 0.14 1.4 0.47
20 30 0.58 1.73 0.3 1 0.1 1 1.56 0.19 0.064 0.3 2.28 0.44 1.73 0.12 1.2 0.41
21 30 0.58 1.73 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 6.94 0.12 1.44 0.23 1.9 0.76
22 30 0.58 1.73 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 5.95 0.14 1.44 0.2 1.7 0.68
23 30 0.58 1.73 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 4.16 0.20 1.44 0.19 1.6 0.64
24 30 0.58 1.73 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 2.97 0.28 1.44 0.18 1.5 0.6
25 30 0.58 1.73 0.3 1 0.12 1 1.56 0.19 0.077 0.4 2.08 0.40 1.44 0.15 1.3 0.51
26 20 0.36 2.75 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 7.58 0.13 2.73 0.07 1.6 0.22
27 20 0.36 2.75 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 6.49 0.15 2.73 0.06 1.6 0.21
28 20 0.36 2.75 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 4.55 0.22 2.73 0.06 1.4 0.19
29 20 0.36 2.75 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 3.25 0.31 2.73 0.05 1.3 0.18
30 20 0.36 2.75 0.3 1 0.04 1 1.56 0.19 0.026 0.1 2.27 0.44 2.73 0.05 1.2 0.16
31 20 0.36 2.75 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 6.19 0.11 1.82 0.11 1.8 0.37
32 20 0.36 2.75 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 5.3 0.12 1.82 0.1 1.6 0.33
33 20 0.36 2.75 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 3.71 0.18 1.82 0.09 1.5 0.3
34 20 0.36 2.75 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 2.65 0.25 1.82 0.09 1.4 0.29
35 20 0.36 2.75 0.3 1 0.06 1 1.56 0.19 0.038 0.2 1.86 0.36 1.82 0.08 1.3 0.25
36 20 0.36 2.75 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 5.36 0.09 1.36 0.15 1.8 0.49
37 20 0.36 2.75 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 4.59 0.11 1.36 0.14 1.7 0.46
38 20 0.36 2.75 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 3.21 0.15 1.36 0.13 1.6 0.42
39 20 0.36 2.75 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 2.3 0.22 1.36 0.12 1.5 0.4
40 20 0.36 2.75 0.3 1 0.08 1 1.56 0.19 0.051 0.3 1.61 0.31 1.36 0.1 1.2 0.32
41 10 0.18 5.67 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 3.67 0.06 1.32 0.07 1.9 0.25
42 10 0.18 5.67 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 3.15 0.07 1.32 0.07 1.8 0.23
43 10 0.18 5.67 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 2.2 0.11 1.32 0.06 1.5 0.2
44 10 0.18 5.67 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 1.57 0.15 1.32 0.05 1.3 0.17
45 10 0.18 5.67 0.3 1 0.04 1 1.56 0.19 0.026 0.1 1.1 0.21 1.32 0.03 0.8 0.11
46 20 0.36 2.75 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 4.79 0.08 1.09 0.19 1.9 0.63
47 20 0.36 2.75 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 4.11 0.10 1.09 0.18 1.8 0.61
48 20 0.36 2.75 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 2.88 0.14 1.09 0.16 1.6 0.54
49 20 0.36 2.75 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 2.05 0.19 1.09 0.14 1.4 0.48
50 20 0.36 2.75 0.3 1 0.1 1 1.56 0.19 0.064 0.3 1.44 0.28 1.09 0.1 1 0.35
51 20 0.36 2.75 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 4.37 0.08 0.91 0.22 1.8 0.72
52 20 0.36 2.75 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 3.75 0.09 0.91 0.21 1.7 0.68
53 20 0.36 2.75 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 2.62 0.13 0.91 0.19 1.5 0.62
54 20 0.36 2.75 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 1.87 0.18 0.91 0.16 1.3 0.53
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55 20 0.36 2.75 0.3 1 0.12 1 1.56 0.19 0.077 0.4 1.31 0.25 0.91 0.11 0.9 0.36
56 10 0.18 5.67 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 3 0.05 0.88 0.1 1.7 0.34
57 10 0.18 5.67 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 2.57 0.06 0.88 0.1 1.7 0.33
58 10 0.18 5.67 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 1.8 0.09 0.88 0.08 1.4 0.28
59 10 0.18 5.67 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.28 0.12 0.88 0.07 1.1 0.22
60 10 0.18 5.67 0.3 1 0.06 1 1.56 0.19 0.038 0.2 0.9 0.17 0.88 0.05 0.8 0.16
61 10 0.18 5.67 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 2.6 0.04 0.66 0.13 1.6 0.43
62 10 0.18 5.67 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 2.22 0.05 0.66 0.12 1.5 0.4
63 10 0.18 5.67 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 1.56 0.07 0.66 0.1 1.3 0.34
64 10 0.18 5.67 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.11 0.10 0.66 0.08 1 0.26
65 10 0.18 5.67 0.3 1 0.08 1 1.56 0.19 0.051 0.3 0.78 0.15 0.66 0.05 0.6 0.17
66 10 0.18 5.67 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 2.32 0.04 0.53 0.16 1.6 0.54
67 10 0.18 5.67 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 1.99 0.05 0.53 0.15 1.5 0.49
68 10 0.18 5.67 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 1.39 0.07 0.53 0.12 1.2 0.4
69 10 0.18 5.67 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 0.99 0.09 0.53 0.09 0.9 0.29
70 10 0.18 5.67 0.3 1 0.1 1 1.56 0.19 0.064 0.3 0.7 0.13 0.53 0.05 0.5 0.18
71 10 0.18 5.67 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 2.12 0.04 0.44 0.18 1.5 0.6
72 10 0.18 5.67 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 1.82 0.04 0.44 0.17 1.4 0.55
73 10 0.18 5.67 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 1.27 0.06 0.44 0.13 1.1 0.44
74 10 0.18 5.67 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 0.91 0.09 0.44 0.09 0.8 0.31
75 10 0.18 5.67 0.3 1 0.12 1 1.56 0.19 0.077 0.4 0.64 0.12 0.44 0.06 0.5 0.2
Table 66 List of parameters and run-up results for the R60 permeable slopes
# α (˚) tanα cotα
h
(m) T (s)
H
(m)
fr
(htz)
Lo
(m) h/Lo H/L H/h ξ ф tanα/(H/h) R R/H R/h
1 30 0.58 1.73 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 12 0.21 4.33 0.06 1.5 0.2
2 30 0.58 1.73 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 10.3 0.24 4.33 0.06 1.4 0.19
3 30 0.58 1.73 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 7.21 0.35 4.33 0.05 1.3 0.18
4 30 0.58 1.73 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 5.15 0.49 4.33 0.05 1.2 0.16
5 30 0.58 1.73 0.3 1 0.04 1 1.56 0.19 0.026 0.1 3.61 0.69 4.33 0.04 1.1 0.14
6 30 0.58 1.73 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 9.81 0.17 2.89 0.1 1.6 0.33
7 30 0.58 1.73 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 8.41 0.20 2.89 0.09 1.5 0.3
8 30 0.58 1.73 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 5.89 0.28 2.89 0.08 1.4 0.28
9 30 0.58 1.73 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 4.21 0.40 2.89 0.08 1.3 0.26
10 30 0.58 1.73 0.3 1 0.06 1 1.56 0.19 0.038 0.2 2.94 0.57 2.89 0.07 1.1 0.23
11 30 0.58 1.73 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 8.5 0.15 2.17 0.15 1.8 0.48
12 30 0.58 1.73 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 7.28 0.17 2.17 0.13 1.6 0.43
13 30 0.58 1.73 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 5.1 0.25 2.17 0.12 1.5 0.39
14 30 0.58 1.73 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 3.64 0.34 2.17 0.11 1.3 0.36
15 30 0.58 1.73 0.3 1 0.08 1 1.56 0.19 0.051 0.3 2.55 0.49 2.17 0.1 1.3 0.34
16 30 0.58 1.73 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 7.6 0.13 1.73 0.2 2 0.65
17 30 0.58 1.73 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 6.52 0.15 1.73 0.18 1.8 0.61
18 30 0.58 1.73 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 4.56 0.22 1.73 0.17 1.7 0.58
19 30 0.58 1.73 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 3.26 0.31 1.73 0.15 1.5 0.51
20 30 0.58 1.73 0.3 1 0.1 1 1.56 0.19 0.064 0.3 2.28 0.44 1.73 0.14 1.4 0.45
21 30 0.58 1.73 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 6.94 0.12 1.44 0.24 2 0.81
22 30 0.58 1.73 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 5.95 0.14 1.44 0.23 1.9 0.77
23 30 0.58 1.73 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 4.16 0.20 1.44 0.21 1.8 0.71
24 30 0.58 1.73 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 2.97 0.28 1.44 0.19 1.6 0.64
25 30 0.58 1.73 0.3 1 0.12 1 1.56 0.19 0.077 0.4 2.08 0.40 1.44 0.17 1.4 0.55
26 20 0.36 2.75 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 7.58 0.13 2.73 0.07 1.8 0.24
27 20 0.36 2.75 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 6.49 0.15 2.73 0.07 1.7 0.23
28 20 0.36 2.75 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 4.55 0.22 2.73 0.06 1.6 0.21
29 20 0.36 2.75 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 3.25 0.31 2.73 0.06 1.5 0.19
30 20 0.36 2.75 0.3 1 0.04 1 1.56 0.19 0.026 0.1 2.27 0.44 2.73 0.05 1.3 0.18
31 20 0.36 2.75 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 6.19 0.11 1.82 0.12 2 0.4
32 20 0.36 2.75 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 5.3 0.12 1.82 0.11 1.9 0.37
33 20 0.36 2.75 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 3.71 0.18 1.82 0.1 1.7 0.33
34 20 0.36 2.75 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 2.65 0.25 1.82 0.09 1.6 0.31
35 20 0.36 2.75 0.3 1 0.06 1 1.56 0.19 0.038 0.2 1.86 0.36 1.82 0.08 1.4 0.28
36 20 0.36 2.75 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 5.36 0.09 1.36 0.16 1.9 0.52
37 20 0.36 2.75 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 4.59 0.11 1.36 0.15 1.9 0.5
38 20 0.36 2.75 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 3.21 0.15 1.36 0.14 1.7 0.46
39 20 0.36 2.75 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 2.3 0.22 1.36 0.13 1.6 0.42
40 20 0.36 2.75 0.3 1 0.08 1 1.56 0.19 0.051 0.3 1.61 0.31 1.36 0.1 1.3 0.35
41 10 0.18 5.67 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 3.67 0.06 1.32 0.08 2 0.27
42 10 0.18 5.67 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 3.15 0.07 1.32 0.07 1.9 0.25
43 10 0.18 5.67 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 2.2 0.11 1.32 0.06 1.6 0.22
44 10 0.18 5.67 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 1.57 0.15 1.32 0.05 1.4 0.18
45 10 0.18 5.67 0.3 1 0.04 1 1.56 0.19 0.026 0.1 1.1 0.21 1.32 0.03 0.8 0.11
46 20 0.36 2.75 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 4.79 0.08 1.09 0.2 2 0.67
47 20 0.36 2.75 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 4.11 0.10 1.09 0.19 1.9 0.65
48 20 0.36 2.75 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 2.88 0.14 1.09 0.17 1.7 0.58
49 20 0.36 2.75 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 2.05 0.19 1.09 0.15 1.5 0.49
50 20 0.36 2.75 0.3 1 0.1 1 1.56 0.19 0.064 0.3 1.44 0.28 1.09 0.12 1.2 0.4
51 20 0.36 2.75 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 4.37 0.08 0.91 0.23 2 0.78
52 20 0.36 2.75 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 3.75 0.09 0.91 0.22 1.9 0.74
53 20 0.36 2.75 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 2.62 0.13 0.91 0.2 1.6 0.66
54 20 0.36 2.75 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 1.87 0.18 0.91 0.17 1.4 0.55
55 20 0.36 2.75 0.3 1 0.12 1 1.56 0.19 0.077 0.4 1.31 0.25 0.91 0.12 1 0.41
56 10 0.18 5.67 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 3 0.05 0.88 0.12 1.9 0.39
57 10 0.18 5.67 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 2.57 0.06 0.88 0.11 1.8 0.36
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58 10 0.18 5.67 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 1.8 0.09 0.88 0.09 1.6 0.31
59 10 0.18 5.67 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.28 0.12 0.88 0.07 1.2 0.23
60 10 0.18 5.67 0.3 1 0.06 1 1.56 0.19 0.038 0.2 0.9 0.17 0.88 0.05 0.8 0.17
61 10 0.18 5.67 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 2.6 0.04 0.66 0.14 1.8 0.47
62 10 0.18 5.67 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 2.22 0.05 0.66 0.13 1.7 0.44
63 10 0.18 5.67 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 1.56 0.07 0.66 0.11 1.4 0.38
64 10 0.18 5.67 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.11 0.10 0.66 0.08 1.1 0.28
65 10 0.18 5.67 0.3 1 0.08 1 1.56 0.19 0.051 0.3 0.78 0.15 0.66 0.05 0.7 0.18
66 10 0.18 5.67 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 2.32 0.04 0.53 0.18 1.8 0.6
67 10 0.18 5.67 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 1.99 0.05 0.53 0.16 1.6 0.52
68 10 0.18 5.67 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 1.39 0.07 0.53 0.13 1.3 0.43
69 10 0.18 5.67 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 0.99 0.09 0.53 0.09 0.9 0.31
70 10 0.18 5.67 0.3 1 0.1 1 1.56 0.19 0.064 0.3 0.7 0.13 0.53 0.06 0.6 0.19
71 10 0.18 5.67 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 2.12 0.04 0.44 0.19 1.6 0.65
72 10 0.18 5.67 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 1.82 0.04 0.44 0.17 1.4 0.57
73 10 0.18 5.67 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 1.27 0.06 0.44 0.14 1.2 0.48
74 10 0.18 5.67 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 0.91 0.09 0.44 0.1 0.8 0.33
75 10 0.18 5.67 0.3 1 0.12 1 1.56 0.19 0.077 0.4 0.64 0.12 0.44 0.06 0.5 0.21
Table 67 List of parameters and run-up results for the R80 permeable slopes
302
Run-up measurements on smooth-impermeable slopes
(13.4m flume) (Section 4.3.3)
Parameters VariablesWave flume dimensions 13.4m long and 0.45m width
Slope angle 10˚ Slope type Plane, smooth and impermeableTypes of waves Regular WavesWater depth 0.3mWave heights 0.04, 0.06, 0.08, 0.1, and 0.12mWave periods 1, 1.43, 2, 2.86, and 3.33sIribarren number Between 0.63 and 3.63Wave steepness (H/L) Between 0.002 and 0.077Number of tests 25
Table 68 Summary of parameters used in the 13.4m long flume with smooth-impermeable
slopes
# α (˚) tanα cotα
h
(m) T (s)
H
(m)
fr
(htz)
Lo
(m) h/Lo H/L H/h ξ ф tanα/(H/h) R R/H R/h
1 10 0.18 5.67 0.3 1 0.04 1 1.56 0.19 0.026 0.1 1.1 0.21 1.32 0.1 1.8 0.23
2 10 0.18 5.67 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 1.57 0.15 1.32 0.1 2 0.27
3 10 0.18 5.67 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 2.2 0.11 1.32 0.1 2.5 0.33
4 10 0.18 5.67 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 3.15 0.07 1.32 0.1 3 0.39
5 10 0.18 5.67 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 3.67 0.06 1.32 0.1 3.1 0.41
6 10 0.18 5.67 0.3 1 0.06 1 1.56 0.19 0.038 0.2 0.9 0.17 0.88 0.1 1.2 0.24
7 10 0.18 5.67 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.28 0.12 0.88 0.1 1.8 0.35
8 10 0.18 5.67 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 1.8 0.09 0.88 0.1 2.3 0.47
9 10 0.18 5.67 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 2.57 0.06 0.88 0.2 3 0.6
10 10 0.18 5.67 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 2.99 0.05 0.88 0.2 3 0.6
11 10 0.18 5.67 0.3 1 0.08 1 1.56 0.19 0.051 0.3 0.78 0.15 0.66 0.1 1 0.25
12 10 0.18 5.67 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.11 0.1 0.66 0.1 1.4 0.37
13 10 0.18 5.67 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 1.56 0.07 0.66 0.2 2 0.53
14 10 0.18 5.67 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 2.22 0.05 0.66 0.2 2.8 0.73
15 10 0.18 5.67 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 2.59 0.04 0.66 0.2 3 0.8
16 10 0.18 5.67 0.3 1 0.1 1 1.56 0.19 0.064 0.3 0.7 0.13 0.53 0.1 0.9 0.28
17 10 0.18 5.67 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 0.99 0.09 0.53 0.1 1.1 0.37
18 10 0.18 5.67 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 1.39 0.07 0.53 0.2 1.9 0.63
19 10 0.18 5.67 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 1.99 0.05 0.53 0.2 2.4 0.8
20 10 0.18 5.67 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 2.32 0.04 0.53 0.3 2.6 0.87
21 10 0.18 5.67 0.3 1 0.12 1 1.56 0.19 0.077 0.4 0.64 0.12 0.44 0.1 0.8 0.3
22 10 0.18 5.67 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 0.91 0.09 0.44 0.1 1 0.4
23 10 0.18 5.67 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 1.27 0.06 0.44 0.2 1.8 0.73
24 10 0.18 5.67 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 1.82 0.04 0.44 0.3 2.2 0.87
25 10 0.18 5.67 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 2.12 0.04 0.44 0.3 2.4 0.97
Table 69 List of parameters and run-up results for the smooth-impermeable slopes on the
13.4m long wave flume
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Run-up measurements on smooth-impermeable slopes
(20m flume) (Section 4.3.3)
Parameters VariablesWave flume dimensions 20m long and 1.2m width
Slopes angles 7˚,9˚, 11˚, 13 ˚, and 15˚ Slope type Plane, smooth and impermeableTypes of waves Regular WavesWater depth 0.3mWave heights 0.04, 0.06, 0.08, 0.1, 0.12 and 0.14mWave periods 1, 1.43, 2, 2.5, 2.86 and 3.33 secondsIribarren number Between 0.44 and 5.57Wave steepness (H/L) Between 0.002 and 0.077Number of tests 135
Table 70 Summary of parameters used in the 20m long flume with smooth-impermeable
slopes
# α (˚) tanα cotα
h
(m) T (s)
H
(m)
fr
(htz)
Lo
(m) h/Lo H/L H/h ξ ф tanα/(H/h) R R/H R/h
1 7 0.12 8.14 0.3 1 0.04 1 1.56 0.19 0.026 0.1 0.77 0.15 0.92 0.04 1.08 0.14
2 7 0.12 8.14 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 1.1 0.10 0.92 0.05 1.25 0.17
3 7 0.12 8.14 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 1.53 0.07 0.92 0.08 2.00 0.27
4 7 0.12 8.14 0.3 2.5 0.04 0.4 9.75 0.03 0.004 0.1 1.92 0.06 0.92 0.11 2.75 0.37
5 7 0.12 8.14 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 2.19 0.05 0.92 0.12 2.88 0.38
6 7 0.12 8.14 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 2.56 0.04 0.92 0.12 3.10 0.41
7 7 0.12 8.14 0.3 1 0.06 1 1.56 0.19 0.038 0.2 0.63 0.12 0.61 0.06 0.97 0.19
8 7 0.12 8.14 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 0.89 0.08 0.61 0.08 1.25 0.25
9 7 0.12 8.14 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 1.25 0.06 0.61 0.09 1.53 0.31
10 7 0.12 8.14 0.3 2.5 0.06 0.4 9.75 0.03 0.006 0.2 1.57 0.05 0.61 0.13 2.08 0.42
11 7 0.12 8.14 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 1.79 0.04 0.61 0.13 2.17 0.43
12 7 0.12 8.14 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 2.09 0.04 0.61 0.15 2.50 0.50
13 7 0.12 8.14 0.3 1 0.08 1 1.56 0.19 0.051 0.3 0.54 0.10 0.46 0.06 0.79 0.21
14 7 0.12 8.14 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 0.77 0.07 0.46 0.08 0.96 0.26
15 7 0.12 8.14 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 1.08 0.05 0.46 0.10 1.25 0.33
16 7 0.12 8.14 0.3 2.5 0.08 0.4 9.75 0.03 0.008 0.3 1.36 0.04 0.46 0.14 1.75 0.47
17 7 0.12 8.14 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 1.55 0.04 0.46 0.15 1.88 0.50
18 7 0.12 8.14 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 1.81 0.03 0.46 0.19 2.38 0.63
19 7 0.12 8.14 0.3 1 0.1 1 1.56 0.19 0.064 0.3 0.48 0.09 0.37 0.07 0.70 0.23
20 7 0.12 8.14 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 0.69 0.07 0.37 0.08 0.80 0.27
21 7 0.12 8.14 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 0.97 0.05 0.37 0.11 1.05 0.35
22 7 0.12 8.14 0.3 2.5 0.1 0.4 9.75 0.03 0.01 0.3 1.21 0.04 0.37 0.16 1.60 0.53
23 7 0.12 8.14 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 1.39 0.03 0.37 0.18 1.80 0.60
24 7 0.12 8.14 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 1.62 0.03 0.37 0.23 2.30 0.77
25 7 0.12 8.14 0.3 1 0.12 1 1.56 0.19 0.077 0.4 0.44 0.09 0.31 0.08 0.67 0.27
26 7 0.12 8.14 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 0.63 0.06 0.31 0.09 0.75 0.30
27 7 0.12 8.14 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 0.89 0.04 0.31 0.11 0.92 0.37
28 7 0.12 8.14 0.3 2.5 0.12 0.4 9.75 0.03 0.012 0.4 1.11 0.03 0.31 0.18 1.50 0.60
29 7 0.12 8.14 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 1.26 0.03 0.31 0.20 1.67 0.67
30 7 0.12 8.14 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 1.48 0.03 0.31 0.26 2.17 0.87
31 9 0.16 6.31 0.3 1 0.06 1 1.56 0.19 0.038 0.2 0.81 0.16 0.79 0.07 1.12 0.22
32 9 0.16 6.31 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.15 0.11 0.79 0.08 1.38 0.28
33 9 0.16 6.31 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 1.62 0.08 0.79 0.13 2.17 0.43
34 9 0.16 6.31 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 2.69 0.05 0.79 0.17 2.83 0.57
35 9 0.16 6.31 0.3 1 0.08 1 1.56 0.19 0.051 0.3 0.7 0.13 0.59 0.08 0.94 0.25
36 9 0.16 6.31 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1 0.09 0.59 0.10 1.23 0.33
37 9 0.16 6.31 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 1.4 0.07 0.59 0.14 1.75 0.47
38 9 0.16 6.31 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 2.33 0.04 0.59 0.23 2.88 0.77
39 9 0.16 6.31 0.3 1 0.1 1 1.56 0.19 0.064 0.3 0.63 0.12 0.48 0.08 0.84 0.28
40 9 0.16 6.31 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 0.89 0.08 0.48 0.11 1.10 0.37
41 9 0.16 6.31 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 1.25 0.06 0.48 0.15 1.50 0.50
42 9 0.16 6.31 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 2.09 0.04 0.48 0.27 2.70 0.90
43 9 0.16 6.31 0.3 1 0.12 1 1.56 0.19 0.077 0.4 0.57 0.11 0.40 0.09 0.73 0.29
44 9 0.16 6.31 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 0.82 0.08 0.40 0.12 0.99 0.40
45 9 0.16 6.31 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 1.14 0.05 0.40 0.16 1.32 0.53
46 9 0.16 6.31 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 1.9 0.03 0.40 0.32 2.67 1.07
47 9 0.16 6.31 0.3 1 0.14 1 1.56 0.19 0.09 0.5 0.53 0.10 0.34 0.09 0.65 0.30
48 9 0.16 6.31 0.3 1.43 0.14 0.7 3.18 0.09 0.044 0.5 0.76 0.07 0.34 0.14 0.98 0.46
49 9 0.16 6.31 0.3 2 0.14 0.5 6.24 0.05 0.022 0.5 1.06 0.05 0.34 0.17 1.22 0.57
50 9 0.16 6.31 0.3 3.33 0.14 0.3 17.3 0.02 0.008 0.5 1.76 0.03 0.34 0.36 2.57 1.20
51 11 0.19 5.14 0.3 1 0.06 1 1.56 0.19 0.038 0.2 0.99 0.19 0.97 0.08 1.27 0.25
52 11 0.19 5.14 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.42 0.13 0.97 0.12 1.97 0.39
53 11 0.19 5.14 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 1.98 0.10 0.97 0.14 2.29 0.46
54 11 0.19 5.14 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 3.3 0.06 0.97 0.19 3.17 0.63
55 11 0.19 5.14 0.3 1 0.08 1 1.56 0.19 0.051 0.3 0.86 0.17 0.73 0.09 1.10 0.29
56 11 0.19 5.14 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.23 0.12 0.73 0.14 1.72 0.46
304
57 11 0.19 5.14 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 1.72 0.08 0.73 0.16 2.00 0.53
58 11 0.19 5.14 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 2.86 0.05 0.73 0.25 3.09 0.82
59 11 0.19 5.14 0.3 1 0.1 1 1.56 0.19 0.064 0.3 0.77 0.15 0.58 0.10 1.03 0.34
60 11 0.19 5.14 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 1.1 0.10 0.58 0.15 1.47 0.49
61 11 0.19 5.14 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 1.54 0.07 0.58 0.19 1.91 0.64
62 11 0.19 5.14 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 2.56 0.04 0.58 0.27 2.75 0.92
63 11 0.19 5.14 0.3 1 0.12 1 1.56 0.19 0.077 0.4 0.7 0.13 0.49 0.11 0.94 0.38
64 11 0.19 5.14 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 1 0.09 0.49 0.16 1.34 0.53
65 11 0.19 5.14 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 1.4 0.07 0.49 0.21 1.78 0.71
66 11 0.19 5.14 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 2.34 0.04 0.49 0.32 2.70 1.08
67 11 0.19 5.14 0.3 1 0.14 1 1.56 0.19 0.09 0.5 0.65 0.12 0.42 0.11 0.80 0.38
68 11 0.19 5.14 0.3 1.43 0.14 0.7 3.18 0.09 0.044 0.5 0.93 0.09 0.42 0.19 1.32 0.62
69 11 0.19 5.14 0.3 2 0.14 0.5 6.24 0.05 0.022 0.5 1.3 0.06 0.42 0.23 1.68 0.78
70 11 0.19 5.14 0.3 3.33 0.14 0.3 17.3 0.02 0.008 0.5 2.16 0.04 0.42 0.37 2.66 1.24
71 13 0.23 4.33 0.3 1 0.04 1 1.56 0.19 0.026 0.1 1.44 0.28 1.73 0.07 1.63 0.22
72 13 0.23 4.33 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 2.06 0.19 1.73 0.08 2.08 0.28
73 13 0.23 4.33 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 2.88 0.14 1.73 0.09 2.25 0.30
74 13 0.23 4.33 0.3 2.5 0.04 0.4 9.75 0.03 0.004 0.1 3.6 0.11 1.73 0.11 2.63 0.35
75 13 0.23 4.33 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 4.12 0.10 1.73 0.11 2.75 0.37
76 13 0.23 4.33 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 4.81 0.08 1.73 0.11 2.75 0.37
77 13 0.23 4.33 0.3 1 0.06 1 1.56 0.19 0.038 0.2 1.18 0.23 1.15 0.10 1.67 0.33
78 13 0.23 4.33 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.68 0.16 1.15 0.12 2.00 0.40
79 13 0.23 4.33 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 2.35 0.11 1.15 0.14 2.33 0.47
80 13 0.23 4.33 0.3 2.5 0.06 0.4 9.75 0.03 0.006 0.2 2.94 0.09 1.15 0.17 2.83 0.57
81 13 0.23 4.33 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 3.36 0.08 1.15 0.17 2.83 0.57
82 13 0.23 4.33 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 3.92 0.07 1.15 0.18 2.97 0.59
83 13 0.23 4.33 0.3 1 0.08 1 1.56 0.19 0.051 0.3 1.02 0.20 0.87 0.10 1.19 0.32
84 13 0.23 4.33 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.46 0.14 0.87 0.15 1.90 0.51
85 13 0.23 4.33 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 2.04 0.10 0.87 0.17 2.18 0.58
86 13 0.23 4.33 0.3 2.5 0.08 0.4 9.75 0.03 0.008 0.3 2.55 0.08 0.87 0.23 2.88 0.77
87 13 0.23 4.33 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 2.91 0.07 0.87 0.24 3.05 0.81
88 13 0.23 4.33 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 3.4 0.06 0.87 0.25 3.06 0.82
89 13 0.23 4.33 0.3 1 0.1 1 1.56 0.19 0.064 0.3 0.91 0.18 0.69 0.10 1.00 0.33
90 13 0.23 4.33 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 1.3 0.12 0.69 0.17 1.70 0.57
91 13 0.23 4.33 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 1.82 0.09 0.69 0.22 2.15 0.72
92 13 0.23 4.33 0.3 2.5 0.1 0.4 9.75 0.03 0.01 0.3 2.28 0.07 0.69 0.28 2.80 0.93
93 13 0.23 4.33 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 2.61 0.06 0.69 0.30 3.00 1.00
94 13 0.23 4.33 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 3.04 0.05 0.69 0.30 3.04 1.01
95 13 0.23 4.33 0.3 1 0.12 1 1.56 0.19 0.077 0.4 0.83 0.16 0.58 0.11 0.92 0.37
96 13 0.23 4.33 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 1.19 0.11 0.58 0.18 1.50 0.60
97 13 0.23 4.33 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 1.66 0.08 0.58 0.24 2.01 0.80
98 13 0.23 4.33 0.3 2.5 0.12 0.4 9.75 0.03 0.012 0.4 2.08 0.06 0.58 0.32 2.67 1.07
99 13 0.23 4.33 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 2.38 0.06 0.58 0.35 2.93 1.17
100 13 0.23 4.33 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 2.77 0.05 0.58 0.35 2.95 1.18
101 13 0.23 4.33 0.3 1 0.14 1 1.56 0.19 0.09 0.5 0.77 0.15 0.49 0.13 0.89 0.42
102 13 0.23 4.33 0.3 1.43 0.14 0.7 3.18 0.09 0.044 0.5 1.1 0.10 0.49 0.21 1.48 0.69
103 13 0.23 4.33 0.3 2 0.14 0.5 6.24 0.05 0.022 0.5 1.54 0.07 0.49 0.27 1.92 0.90
104 13 0.23 4.33 0.3 2.86 0.14 0.35 12.7 0.02 0.011 0.5 2.2 0.05 0.49 0.41 2.93 1.37
105 13 0.23 4.33 0.3 3.33 0.14 0.3 17.3 0.02 0.008 0.5 2.57 0.04 0.49 0.41 2.93 1.37
106 15 0.27 3.73 0.3 1 0.04 1 1.56 0.19 0.026 0.1 1.67 0.32 2.01 0.06 1.60 0.21
107 15 0.27 3.73 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 2.39 0.23 2.01 0.08 2.00 0.27
108 15 0.27 3.73 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 3.35 0.16 2.01 0.09 2.13 0.28
109 15 0.27 3.73 0.3 2.5 0.04 0.4 9.75 0.03 0.004 0.1 4.18 0.13 2.01 0.10 2.40 0.32
110 15 0.27 3.73 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 4.78 0.11 2.01 0.10 2.50 0.33
111 15 0.27 3.73 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 5.57 0.10 2.01 0.11 2.75 0.37
112 15 0.27 3.73 0.3 1 0.06 1 1.56 0.19 0.038 0.2 1.37 0.26 1.34 0.10 1.67 0.33
113 15 0.27 3.73 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.95 0.18 1.34 0.12 2.03 0.41
114 15 0.27 3.73 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 2.73 0.13 1.34 0.14 2.33 0.47
115 15 0.27 3.73 0.3 2.5 0.06 0.4 9.75 0.03 0.006 0.2 3.42 0.11 1.34 0.15 2.50 0.50
116 15 0.27 3.73 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 3.9 0.09 1.34 0.16 2.67 0.53
117 15 0.27 3.73 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 4.55 0.08 1.34 0.17 2.83 0.57
118 15 0.27 3.73 0.3 1 0.08 1 1.56 0.19 0.051 0.3 1.18 0.23 1.00 0.14 1.69 0.45
119 15 0.27 3.73 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.69 0.16 1.00 0.16 2.00 0.53
120 15 0.27 3.73 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 2.37 0.11 1.00 0.18 2.25 0.60
121 15 0.27 3.73 0.3 2.5 0.08 0.4 9.75 0.03 0.008 0.3 2.96 0.09 1.00 0.21 2.63 0.70
122 15 0.27 3.73 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 3.38 0.08 1.00 0.23 2.88 0.77
123 15 0.27 3.73 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 3.94 0.07 1.00 0.24 3.00 0.80
124 15 0.27 3.73 0.3 1 0.1 1 1.56 0.19 0.064 0.3 1.06 0.20 0.80 0.15 1.50 0.50
125 15 0.27 3.73 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 1.51 0.14 0.80 0.20 2.00 0.67
126 15 0.27 3.73 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 2.12 0.10 0.80 0.23 2.30 0.77
127 15 0.27 3.73 0.3 2.5 0.1 0.4 9.75 0.03 0.01 0.3 2.65 0.08 0.80 0.28 2.80 0.93
128 15 0.27 3.73 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 3.02 0.07 0.80 0.28 2.80 0.93
129 15 0.27 3.73 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 3.52 0.06 0.80 0.30 3.00 1.00
130 15 0.27 3.73 0.3 1 0.12 1 1.56 0.19 0.077 0.4 0.97 0.19 0.67 0.13 1.08 0.43
131 15 0.27 3.73 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 1.38 0.13 0.67 0.23 1.92 0.77
132 15 0.27 3.73 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 1.93 0.09 0.67 0.27 2.25 0.90
133 15 0.27 3.73 0.3 2.5 0.12 0.4 9.75 0.03 0.012 0.4 2.42 0.07 0.67 0.31 2.58 1.03
134 15 0.27 3.73 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 2.76 0.07 0.67 0.34 2.83 1.13
135 15 0.27 3.73 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 3.22 0.06 0.67 0.37 3.08 1.23
Table 71 List of parameters and run-up results for the smooth-impermeable slopes on the
20m long wave flume
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Run-up measurements on rough-impermeable slopes
(Section 4.3.4)
Parameters VariablesWave flume dimensions 13.4m long and 0.45m width
Slope angle 10˚ Surface Roughness Types 3mm sheets of 30, 45, 60 and 80 PPI foamsTypes of waves Regular WavesWater depth 0.3mWave heights 0.04, 0.06, 0.08, 0.1, and 0.12mWave periods 1, 1.43, 2, 2.86, and 3.33sIribarren number Between 0.63 and 3.63Wave steepness (H/L) Between 0.002 and 0.08Number of tests 100
Table 72 Summary of parameters used in the 13.4m long flume with rough-impermeable
slopes
# α (˚) tanα cotα
h
(m) T (s)
H
(m)
fr
(htz)
Lo
(m) h/Lo H/L H/h ξ ф tanα/(H/h) R R/H R/h
1 10 0.18 5.67 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 3.67 0.06 1.32 0.09 2.2 0.29
2 10 0.18 5.67 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 3.15 0.07 1.32 0.09 2.2 0.3
3 10 0.18 5.67 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 3 0.05 0.88 0.12 2 0.41
4 10 0.18 5.67 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 2.6 0.04 0.66 0.16 2 0.53
5 10 0.18 5.67 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 2.57 0.06 0.88 0.11 1.9 0.37
6 10 0.18 5.67 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 2.32 0.04 0.53 0.19 1.9 0.63
7 10 0.18 5.67 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 2.22 0.05 0.66 0.16 2 0.52
8 10 0.18 5.67 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 2.2 0.11 1.32 0.08 2 0.27
9 10 0.18 5.67 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 2.12 0.04 0.44 0.22 1.8 0.72
10 10 0.18 5.67 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 1.99 0.05 0.53 0.19 1.9 0.65
11 10 0.18 5.67 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 1.82 0.04 0.44 0.22 1.8 0.72
12 10 0.18 5.67 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 1.8 0.09 0.88 0.11 1.8 0.35
13 10 0.18 5.67 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 1.57 0.15 1.32 0.06 1.6 0.21
14 10 0.18 5.67 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 1.56 0.07 0.66 0.12 1.5 0.4
15 10 0.18 5.67 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 1.39 0.07 0.53 0.14 1.4 0.47
16 10 0.18 5.67 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.28 0.12 0.88 0.08 1.3 0.26
17 10 0.18 5.67 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 1.27 0.06 0.44 0.15 1.2 0.5
18 10 0.18 5.67 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.11 0.10 0.66 0.09 1.1 0.29
19 10 0.18 5.67 0.3 1 0.04 1 1.56 0.19 0.026 0.1 1.1 0.21 1.32 0.04 1 0.14
20 10 0.18 5.67 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 0.99 0.09 0.53 0.09 0.9 0.31
21 10 0.18 5.67 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 0.91 0.09 0.44 0.1 0.9 0.34
22 10 0.18 5.67 0.3 1 0.06 1 1.56 0.19 0.038 0.2 0.9 0.17 0.88 0.05 0.8 0.17
23 10 0.18 5.67 0.3 1 0.08 1 1.56 0.19 0.051 0.3 0.78 0.15 0.66 0.06 0.8 0.2
24 10 0.18 5.67 0.3 1 0.1 1 1.56 0.19 0.064 0.3 0.7 0.13 0.53 0.07 0.7 0.22
25 10 0.18 5.67 0.3 1 0.12 1 1.56 0.19 0.077 0.4 0.64 0.12 0.44 0.07 0.6 0.24
Table 73 List of parameters and run-up results for the rough-impermeable R30 slope
# α (˚) tanα cotα
h
(m) T (s)
H
(m)
fr
(htz)
Lo
(m) h/Lo H/L H/h ξ ф tanα/(H/h) R R/H R/h
1 10 0.18 5.67 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 3.67 0.06 1.32 0.09 2.1 0.28
2 10 0.18 5.67 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 3.15 0.07 1.32 0.09 2.2 0.29
3 10 0.18 5.67 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 3 0.05 0.88 0.12 2.1 0.41
4 10 0.18 5.67 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 2.6 0.04 0.66 0.16 2.1 0.55
5 10 0.18 5.67 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 2.57 0.06 0.88 0.12 1.9 0.39
6 10 0.18 5.67 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 2.32 0.04 0.53 0.19 1.9 0.65
7 10 0.18 5.67 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 2.22 0.05 0.66 0.16 2 0.53
8 10 0.18 5.67 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 2.2 0.11 1.32 0.08 2.1 0.28
9 10 0.18 5.67 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 2.12 0.04 0.44 0.22 1.8 0.72
10 10 0.18 5.67 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 1.99 0.05 0.53 0.19 1.9 0.64
11 10 0.18 5.67 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 1.82 0.04 0.44 0.21 1.7 0.69
12 10 0.18 5.67 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 1.8 0.09 0.88 0.1 1.7 0.35
13 10 0.18 5.67 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 1.57 0.15 1.32 0.06 1.6 0.21
14 10 0.18 5.67 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 1.56 0.07 0.66 0.12 1.5 0.41
15 10 0.18 5.67 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 1.39 0.07 0.53 0.14 1.4 0.46
16 10 0.18 5.67 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.28 0.12 0.88 0.07 1.2 0.24
17 10 0.18 5.67 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 1.27 0.06 0.44 0.15 1.2 0.49
18 10 0.18 5.67 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.11 0.10 0.66 0.09 1.1 0.3
19 10 0.18 5.67 0.3 1 0.04 1 1.56 0.19 0.026 0.1 1.1 0.21 1.32 0.04 1 0.13
20 10 0.18 5.67 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 0.99 0.09 0.53 0.1 1 0.32
21 10 0.18 5.67 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 0.91 0.09 0.44 0.1 0.9 0.35
22 10 0.18 5.67 0.3 1 0.06 1 1.56 0.19 0.038 0.2 0.9 0.17 0.88 0.06 1 0.19
23 10 0.18 5.67 0.3 1 0.08 1 1.56 0.19 0.051 0.3 0.78 0.15 0.66 0.07 0.8 0.22
24 10 0.18 5.67 0.3 1 0.1 1 1.56 0.19 0.064 0.3 0.7 0.13 0.53 0.07 0.7 0.23
25 10 0.18 5.67 0.3 1 0.12 1 1.56 0.19 0.077 0.4 0.64 0.12 0.44 0.07 0.6 0.24
Table 74 List of parameters and run-up results for the rough-impermeable R45 slope
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# α (˚) tanα cotα
h
(m) T (s)
H
(m)
fr
(htz)
Lo
(m) h/Lo H/L H/h ξ ф tanα/(H/h) R R/H R/h
1 10 0.18 5.67 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 3.67 0.06 1.32 0.09 2.1 0.28
2 10 0.18 5.67 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 3.15 0.07 1.32 0.09 2.1 0.28
3 10 0.18 5.67 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 3 0.05 0.88 0.13 2.2 0.43
4 10 0.18 5.67 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 2.6 0.04 0.66 0.17 2.1 0.57
5 10 0.18 5.67 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 2.57 0.06 0.88 0.12 2 0.41
6 10 0.18 5.67 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 2.32 0.04 0.53 0.21 2.1 0.69
7 10 0.18 5.67 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 2.22 0.05 0.66 0.16 2.1 0.55
8 10 0.18 5.67 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 2.2 0.11 1.32 0.09 2.1 0.28
9 10 0.18 5.67 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 2.12 0.04 0.44 0.23 1.9 0.75
10 10 0.18 5.67 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 1.99 0.05 0.53 0.19 1.9 0.65
11 10 0.18 5.67 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 1.82 0.04 0.44 0.22 1.8 0.72
12 10 0.18 5.67 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 1.8 0.09 0.88 0.11 1.8 0.36
13 10 0.18 5.67 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 1.57 0.15 1.32 0.07 1.7 0.23
14 10 0.18 5.67 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 1.56 0.07 0.66 0.12 1.5 0.39
15 10 0.18 5.67 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 1.39 0.07 0.53 0.14 1.4 0.46
16 10 0.18 5.67 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.28 0.12 0.88 0.08 1.4 0.27
17 10 0.18 5.67 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 1.27 0.06 0.44 0.15 1.2 0.49
18 10 0.18 5.67 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.11 0.10 0.66 0.09 1.1 0.3
19 10 0.18 5.67 0.3 1 0.04 1 1.56 0.19 0.026 0.1 1.1 0.21 1.32 0.04 1.1 0.14
20 10 0.18 5.67 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 0.99 0.09 0.53 0.1 1 0.35
21 10 0.18 5.67 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 0.91 0.09 0.44 0.11 0.9 0.38
22 10 0.18 5.67 0.3 1 0.06 1 1.56 0.19 0.038 0.2 0.9 0.17 0.88 0.06 0.9 0.19
23 10 0.18 5.67 0.3 1 0.08 1 1.56 0.19 0.051 0.3 0.78 0.15 0.66 0.06 0.8 0.21
24 10 0.18 5.67 0.3 1 0.1 1 1.56 0.19 0.064 0.3 0.7 0.13 0.53 0.07 0.7 0.23
25 10 0.18 5.67 0.3 1 0.12 1 1.56 0.19 0.077 0.4 0.64 0.12 0.44 0.07 0.6 0.25
Table 75 List of parameters and run-up results for the rough-impermeable R60 slope
# α (˚) tanα cotα
h
(m) T (s)
H
(m)
fr
(htz)
Lo
(m) h/Lo H/L H/h ξ ф tanα/(H/h) R R/H R/h
1 10 0.18 5.67 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 3.67 0.06 1.32 0.09 2.3 0.31
2 10 0.18 5.67 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 3.15 0.07 1.32 0.09 2.3 0.31
3 10 0.18 5.67 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 3 0.05 0.88 0.14 2.3 0.45
4 10 0.18 5.67 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 2.6 0.04 0.66 0.18 2.2 0.58
5 10 0.18 5.67 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 2.57 0.06 0.88 0.13 2.1 0.43
6 10 0.18 5.67 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 2.32 0.04 0.53 0.21 2.1 0.69
7 10 0.18 5.67 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 2.22 0.05 0.66 0.17 2.2 0.58
8 10 0.18 5.67 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 2.2 0.11 1.32 0.09 2.2 0.29
9 10 0.18 5.67 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 2.12 0.04 0.44 0.24 2 0.79
10 10 0.18 5.67 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 1.99 0.05 0.53 0.2 2 0.66
11 10 0.18 5.67 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 1.82 0.04 0.44 0.22 1.8 0.74
12 10 0.18 5.67 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 1.8 0.09 0.88 0.11 1.8 0.36
13 10 0.18 5.67 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 1.57 0.15 1.32 0.07 1.8 0.24
14 10 0.18 5.67 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 1.56 0.07 0.66 0.13 1.6 0.43
15 10 0.18 5.67 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 1.39 0.07 0.53 0.15 1.5 0.49
16 10 0.18 5.67 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.28 0.12 0.88 0.09 1.4 0.29
17 10 0.18 5.67 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 1.27 0.06 0.44 0.15 1.3 0.5
18 10 0.18 5.67 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.11 0.10 0.66 0.09 1.2 0.31
19 10 0.18 5.67 0.3 1 0.04 1 1.56 0.19 0.026 0.1 1.1 0.21 1.32 0.05 1.2 0.16
20 10 0.18 5.67 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 0.99 0.09 0.53 0.1 1 0.34
21 10 0.18 5.67 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 0.91 0.09 0.44 0.11 0.9 0.37
22 10 0.18 5.67 0.3 1 0.06 1 1.56 0.19 0.038 0.2 0.9 0.17 0.88 0.06 0.9 0.19
23 10 0.18 5.67 0.3 1 0.08 1 1.56 0.19 0.051 0.3 0.78 0.15 0.66 0.06 0.8 0.21
24 10 0.18 5.67 0.3 1 0.1 1 1.56 0.19 0.064 0.3 0.7 0.13 0.53 0.07 0.7 0.23
25 10 0.18 5.67 0.3 1 0.12 1 1.56 0.19 0.077 0.4 0.64 0.12 0.44 0.08 0.6 0.25
Table 76 List of parameters and run-up results for the rough-impermeable R80 slope
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Run-up measurements on permeable slopes with adjusted water
table elevations (Section 4.3.5)
Parameters VariablesWave flume dimensions 13.4m long and 0.45m width
Slope angle 10˚ Hydraulic conductivities 0.052 and 0.105 m/sTypes of waves Regular WavesSWL water depth 0.3mLagoon water depths 0.4 and 0.2mWave heights 0.04, 0.06, 0.08, 0.1, and 0.12mWave periods 1, 1.43, 2, 2.86, and 3.33sIribarren number Between 0.63 and 12Wave steepness (H/L) Between 0.002 and 0.08Number of tests 100
Table 77 Summary of parameters on permeable slopes with adjusted water table elevations
# α (˚) tanα cotα
h
(m) T (s)
H
(m)
fr
(htz)
Lo
(m) h/Lo H/L H/h ξ ф tanα/(H/h) R R/H R/h
1 10 0.18 5.67 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 3.67 0.06 1.32 0.09 2.2 0.29
2 10 0.18 5.67 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 3.15 0.07 1.32 0.08 2 0.27
3 10 0.18 5.67 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 3 0.05 0.88 0.13 2.2 0.45
4 10 0.18 5.67 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 2.6 0.04 0.66 0.17 2.1 0.57
5 10 0.18 5.67 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 2.57 0.06 0.88 0.11 1.9 0.38
6 10 0.18 5.67 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 2.32 0.04 0.53 0.21 2.1 0.71
7 10 0.18 5.67 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 2.22 0.05 0.66 0.15 1.9 0.52
8 10 0.18 5.67 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 2.2 0.11 1.32 0.07 1.8 0.23
9 10 0.18 5.67 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 2.12 0.04 0.44 0.24 2 0.8
10 10 0.18 5.67 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 1.99 0.05 0.53 0.2 2 0.65
11 10 0.18 5.67 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 1.82 0.04 0.44 0.23 1.9 0.75
12 10 0.18 5.67 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 1.8 0.09 0.88 0.1 1.7 0.34
13 10 0.18 5.67 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 1.57 0.15 1.32 0.06 1.5 0.2
14 10 0.18 5.67 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 1.56 0.07 0.66 0.13 1.6 0.42
15 10 0.18 5.67 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 1.39 0.07 0.53 0.14 1.4 0.48
16 10 0.18 5.67 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.28 0.12 0.88 0.08 1.4 0.28
17 10 0.18 5.67 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 1.27 0.06 0.44 0.16 1.3 0.52
18 10 0.18 5.67 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.11 0.10 0.66 0.09 1.2 0.31
19 10 0.18 5.67 0.3 1 0.04 1 1.56 0.19 0.026 0.1 1.1 0.21 1.32 0.04 0.9 0.12
20 10 0.18 5.67 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 0.99 0.09 0.53 0.11 1.1 0.36
21 10 0.18 5.67 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 0.91 0.09 0.44 0.12 1 0.39
22 10 0.18 5.67 0.3 1 0.06 1 1.56 0.19 0.038 0.2 0.9 0.17 0.88 0.04 0.7 0.14
23 10 0.18 5.67 0.3 1 0.08 1 1.56 0.19 0.051 0.3 0.78 0.15 0.66 0.06 0.7 0.2
24 10 0.18 5.67 0.3 1 0.1 1 1.56 0.19 0.064 0.3 0.7 0.13 0.53 0.07 0.7 0.24
25 10 0.18 5.67 0.3 1 0.12 1 1.56 0.19 0.077 0.4 0.64 0.12 0.44 0.07 0.5 0.22
Table 78 List of parameters and run-up results for the R80 slope with a low water table
# α (˚) tanα cotα
h
(m) T (s)
H
(m)
fr
(htz)
Lo
(m) h/Lo H/L H/h ξ ф tanα/(H/h) R R/H R/h
1 10 0.18 5.67 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 3.67 0.06 1.32 0.09 2.3 0.31
2 10 0.18 5.67 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 3.15 0.07 1.32 0.09 2.1 0.28
3 10 0.18 5.67 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 3 0.05 0.88 0.14 2.3 0.47
4 10 0.18 5.67 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 2.6 0.04 0.66 0.18 2.3 0.61
5 10 0.18 5.67 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 2.57 0.06 0.88 0.12 2 0.39
6 10 0.18 5.67 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 2.32 0.04 0.53 0.22 2.2 0.75
7 10 0.18 5.67 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 2.22 0.05 0.66 0.16 2 0.54
8 10 0.18 5.67 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 2.2 0.11 1.32 0.07 1.8 0.24
9 10 0.18 5.67 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 2.12 0.04 0.44 0.24 2 0.82
10 10 0.18 5.67 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 1.99 0.05 0.53 0.21 2.1 0.69
11 10 0.18 5.67 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 1.82 0.04 0.44 0.23 1.9 0.77
12 10 0.18 5.67 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 1.8 0.09 0.88 0.11 1.8 0.36
13 10 0.18 5.67 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 1.57 0.15 1.32 0.06 1.6 0.21
14 10 0.18 5.67 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 1.56 0.07 0.66 0.14 1.7 0.46
15 10 0.18 5.67 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 1.39 0.07 0.53 0.16 1.6 0.52
16 10 0.18 5.67 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.28 0.12 0.88 0.09 1.5 0.3
17 10 0.18 5.67 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 1.27 0.06 0.44 0.16 1.4 0.54
18 10 0.18 5.67 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.11 0.10 0.66 0.1 1.3 0.35
19 10 0.18 5.67 0.3 1 0.04 1 1.56 0.19 0.026 0.1 1.1 0.21 1.32 0.04 0.9 0.12
20 10 0.18 5.67 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 0.99 0.09 0.53 0.11 1.1 0.36
21 10 0.18 5.67 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 0.91 0.09 0.44 0.12 1 0.39
22 10 0.18 5.67 0.3 1 0.06 1 1.56 0.19 0.038 0.2 0.9 0.17 0.88 0.05 0.8 0.15
23 10 0.18 5.67 0.3 1 0.08 1 1.56 0.19 0.051 0.3 0.78 0.15 0.66 0.06 0.8 0.21
24 10 0.18 5.67 0.3 1 0.1 1 1.56 0.19 0.064 0.3 0.7 0.13 0.53 0.07 0.7 0.23
25 10 0.18 5.67 0.3 1 0.12 1 1.56 0.19 0.077 0.4 0.64 0.12 0.44 0.07 0.5 0.22
Table 79 List of parameters and run-up results for the R80 slope with high water table
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# α (˚) tanα cotα
h
(m) T (s)
H
(m)
fr
(htz)
Lo
(m) h/Lo H/L H/h ξ ф tanα/(H/h) R R/H R/h
1 10 0.18 5.67 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 3.67 0.06 1.32 0.07 1.8 0.24
2 10 0.18 5.67 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 3.15 0.07 1.32 0.06 1.6 0.21
3 10 0.18 5.67 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 3 0.05 0.88 0.1 1.6 0.33
4 10 0.18 5.67 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 2.6 0.04 0.66 0.13 1.6 0.42
5 10 0.18 5.67 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 2.57 0.06 0.88 0.09 1.5 0.3
6 10 0.18 5.67 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 2.32 0.04 0.53 0.16 1.6 0.52
7 10 0.18 5.67 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 2.22 0.05 0.66 0.11 1.4 0.37
8 10 0.18 5.67 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 2.2 0.11 1.32 0.05 1.3 0.18
9 10 0.18 5.67 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 2.12 0.04 0.44 0.19 1.5 0.62
10 10 0.18 5.67 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 1.99 0.05 0.53 0.14 1.4 0.47
11 10 0.18 5.67 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 1.82 0.04 0.44 0.18 1.5 0.58
12 10 0.18 5.67 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 1.8 0.09 0.88 0.07 1.2 0.24
13 10 0.18 5.67 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 1.57 0.15 1.32 0.05 1.3 0.17
14 10 0.18 5.67 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 1.56 0.07 0.66 0.09 1.2 0.31
15 10 0.18 5.67 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 1.39 0.07 0.53 0.11 1.1 0.38
16 10 0.18 5.67 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.28 0.12 0.88 0.07 1.2 0.24
17 10 0.18 5.67 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 1.27 0.06 0.44 0.13 1.1 0.44
18 10 0.18 5.67 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.11 0.10 0.66 0.09 1.1 0.29
19 10 0.18 5.67 0.3 1 0.04 1 1.56 0.19 0.026 0.1 1.1 0.21 1.32 0.03 0.8 0.11
20 10 0.18 5.67 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 0.99 0.09 0.53 0.1 1 0.33
21 10 0.18 5.67 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 0.91 0.09 0.44 0.11 0.9 0.36
22 10 0.18 5.67 0.3 1 0.06 1 1.56 0.19 0.038 0.2 0.9 0.17 0.88 0.05 0.8 0.15
23 10 0.18 5.67 0.3 1 0.08 1 1.56 0.19 0.051 0.3 0.78 0.15 0.66 0.05 0.7 0.18
24 10 0.18 5.67 0.3 1 0.1 1 1.56 0.19 0.064 0.3 0.7 0.13 0.53 0.06 0.6 0.19
25 10 0.18 5.67 0.3 1 0.12 1 1.56 0.19 0.077 0.4 0.64 0.12 0.44 0.06 0.5 0.19
Table 80 List of parameters and run-up results for the R45 slope with low water table
# α (˚) tanα cotα
h
(m) T (s)
H
(m)
fr
(htz)
Lo
(m) h/Lo H/L H/h ξ ф tanα/(H/h) R R/H R/h
1 10 0.18 5.67 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 3.67 0.06 1.32 0.08 1.9 0.25
2 10 0.18 5.67 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 3.15 0.07 1.32 0.07 1.7 0.23
3 10 0.18 5.67 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 3 0.05 0.88 0.11 1.8 0.36
4 10 0.18 5.67 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 2.6 0.04 0.66 0.15 1.8 0.49
5 10 0.18 5.67 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 2.57 0.06 0.88 0.1 1.6 0.33
6 10 0.18 5.67 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 2.32 0.04 0.53 0.17 1.7 0.56
7 10 0.18 5.67 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 2.22 0.05 0.66 0.13 1.6 0.42
8 10 0.18 5.67 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 2.2 0.11 1.32 0.06 1.5 0.2
9 10 0.18 5.67 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 2.12 0.04 0.44 0.21 1.7 0.69
10 10 0.18 5.67 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 1.99 0.05 0.53 0.16 1.6 0.52
11 10 0.18 5.67 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 1.82 0.04 0.44 0.19 1.6 0.64
12 10 0.18 5.67 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 1.8 0.09 0.88 0.08 1.3 0.27
13 10 0.18 5.67 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 1.57 0.15 1.32 0.05 1.2 0.16
14 10 0.18 5.67 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 1.56 0.07 0.66 0.11 1.4 0.38
15 10 0.18 5.67 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 1.39 0.07 0.53 0.13 1.3 0.45
16 10 0.18 5.67 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.28 0.12 0.88 0.07 1.2 0.24
17 10 0.18 5.67 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 1.27 0.06 0.44 0.15 1.2 0.5
18 10 0.18 5.67 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.11 0.10 0.66 0.09 1.2 0.31
19 10 0.18 5.67 0.3 1 0.04 1 1.56 0.19 0.026 0.1 1.1 0.21 1.32 0.04 1 0.14
20 10 0.18 5.67 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 0.99 0.09 0.53 0.1 1 0.33
21 10 0.18 5.67 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 0.91 0.09 0.44 0.1 0.9 0.34
22 10 0.18 5.67 0.3 1 0.06 1 1.56 0.19 0.038 0.2 0.9 0.17 0.88 0.05 0.8 0.16
23 10 0.18 5.67 0.3 1 0.08 1 1.56 0.19 0.051 0.3 0.78 0.15 0.66 0.05 0.7 0.18
24 10 0.18 5.67 0.3 1 0.1 1 1.56 0.19 0.064 0.3 0.7 0.13 0.53 0.06 0.6 0.19
25 10 0.18 5.67 0.3 1 0.12 1 1.56 0.19 0.077 0.4 0.64 0.12 0.44 0.06 0.5 0.19
Table 81 List of parameters and run-up results for the R45 slope with high water table
309
Appendix EThis appendix shows all the run-up results obtained from the simulations described inSections 5.4 and 5.5.
Run-up simulations on impermeable slopes for model validation
(Section 5.4.1)
Parameters VariablesNumerical wave flume dimensions 30m longSlope angles 10˚, 13˚, and 15˚Slope type Plane, smooth and impermeableTypes of waves Regular WavesWater depth 0.3mWave heights 0.04, 0.06, 0.08, 0.1, and 0.12mWave periods 1, 1.43, 2, 2.5, 2.86 and 3.33 secondsNumber of tests 85
Table 82 Summary of parameters for simulations on impermeable slopes for model
validation
# α (˚) tanα cotα
h
(m) T (s)
H
(m)
fr
(htz)
Lo
(m) h/Lo H/L H/h ξ ф tanα/(H/h) R R/H R/h
1 10 0.18 5.67 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 3.67 0.06 1.32 0.12 3 0.4
2 10 0.18 5.67 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 2.99 0.05 0.88 0.19 3.2 0.63
3 10 0.18 5.67 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 2.59 0.04 0.66 0.23 2.9 0.77
4 10 0.18 5.67 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 2.32 0.04 0.53 0.24 2.4 0.8
5 10 0.18 5.67 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 2.12 0.04 0.44 0.31 2.6 1.03
6 10 0.18 5.67 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 3.15 0.07 1.32 0.12 2.9 0.38
7 10 0.18 5.67 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 2.57 0.06 0.88 0.18 3 0.6
8 10 0.18 5.67 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 2.22 0.05 0.66 0.23 2.9 0.77
9 10 0.18 5.67 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 1.99 0.05 0.53 0.25 2.5 0.83
10 10 0.18 5.67 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 1.82 0.04 0.44 0.27 2.3 0.9
11 10 0.18 5.67 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 2.20 0.11 1.32 0.09 2.3 0.31
12 10 0.18 5.67 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 1.80 0.09 0.88 0.13 2.2 0.43
13 10 0.18 5.67 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 1.56 0.07 0.66 0.15 1.9 0.5
14 10 0.18 5.67 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 1.39 0.07 0.53 0.19 1.9 0.63
15 10 0.18 5.67 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 1.27 0.06 0.44 0.23 1.9 0.77
16 10 0.18 5.67 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 1.57 0.15 1.32 0.07 1.8 0.23
17 10 0.18 5.67 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.28 0.12 0.88 0.09 1.5 0.3
18 10 0.18 5.67 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.11 0.10 0.66 0.11 1.4 0.37
19 10 0.18 5.67 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 0.99 0.09 0.53 0.13 1.3 0.43
20 10 0.18 5.67 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 0.91 0.09 0.44 0.13 1.1 0.43
21 10 0.18 5.67 0.3 1 0.04 1 1.56 0.19 0.026 0.1 1.10 0.21 1.32 0.06 1.5 0.2
22 10 0.18 5.67 0.3 1 0.06 1 1.56 0.19 0.038 0.2 0.90 0.17 0.88 0.06 1 0.2
23 10 0.18 5.67 0.3 1 0.08 1 1.56 0.19 0.051 0.3 0.78 0.15 0.66 0.06 0.8 0.2
24 10 0.18 5.67 0.3 1 0.1 1 1.56 0.19 0.064 0.3 0.70 0.13 0.53 0.09 0.9 0.3
25 10 0.18 5.67 0.3 1 0.12 1 1.56 0.19 0.077 0.4 0.64 0.12 0.44 0.09 0.7 0.29
26 13 0.23 4.33 0.3 1 0.04 1 1.56 0.19 0.026 0.1 1.44 0.28 1.73 0.06 1.5 0.2
27 13 0.23 4.33 0.3 1 0.06 1 1.56 0.19 0.038 0.2 1.18 0.23 1.15 0.09 1.4 0.28
28 13 0.23 4.33 0.3 1 0.08 1 1.56 0.19 0.051 0.3 1.02 0.20 0.87 0.09 1.1 0.3
29 13 0.23 4.33 0.3 1 0.1 1 1.56 0.19 0.064 0.3 0.91 0.18 0.69 0.11 1.1 0.37
30 13 0.23 4.33 0.3 1 0.12 1 1.56 0.19 0.077 0.4 0.83 0.16 0.58 0.12 1 0.4
31 13 0.23 4.33 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 2.06 0.19 1.73 0.09 2.3 0.3
32 13 0.23 4.33 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.68 0.16 1.15 0.13 2.2 0.43
33 13 0.23 4.33 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.46 0.14 0.87 0.17 2.1 0.57
34 13 0.23 4.33 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 1.3 0.12 0.69 0.19 1.9 0.63
35 13 0.23 4.33 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 1.19 0.11 0.58 0.18 1.5 0.61
36 13 0.23 4.33 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 2.88 0.14 1.73 0.1 2.4 0.32
37 13 0.23 4.33 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 2.35 0.11 1.15 0.13 2.2 0.43
38 13 0.23 4.33 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 2.04 0.10 0.87 0.16 2 0.53
39 13 0.23 4.33 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 1.82 0.09 0.69 0.23 2.3 0.77
40 13 0.23 4.33 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 1.66 0.08 0.58 0.23 1.9 0.77
41 13 0.23 4.33 0.3 2.5 0.04 0.4 9.75 0.03 0.004 0.1 3.6 0.11 1.73 0.11 2.8 0.37
42 13 0.23 4.33 0.3 2.5 0.06 0.4 9.75 0.03 0.006 0.2 2.94 0.09 1.15 0.18 2.9 0.59
43 13 0.23 4.33 0.3 2.5 0.08 0.4 9.75 0.03 0.008 0.3 2.55 0.08 0.87 0.22 2.8 0.73
44 13 0.23 4.33 0.3 2.5 0.1 0.4 9.75 0.03 0.01 0.3 2.28 0.07 0.69 0.27 2.7 0.89
45 13 0.23 4.33 0.3 2.5 0.12 0.4 9.75 0.03 0.012 0.4 2.08 0.06 0.58 0.33 2.8 1.1
46 13 0.23 4.33 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 4.12 0.10 1.73 0.11 2.8 0.37
47 13 0.23 4.33 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 3.36 0.08 1.15 0.18 3 0.6
48 13 0.23 4.33 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 2.91 0.07 0.87 0.23 2.9 0.77
49 13 0.23 4.33 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 2.61 0.06 0.69 0.31 3.1 1.03
50 13 0.23 4.33 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 2.38 0.06 0.58 0.33 2.8 1.1
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51 13 0.23 4.33 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 4.81 0.08 1.73 0.12 2.9 0.38
52 13 0.23 4.33 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 3.92 0.07 1.15 0.19 3.2 0.63
53 13 0.23 4.33 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 3.4 0.06 0.87 0.26 3.3 0.87
54 13 0.23 4.33 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 3.04 0.05 0.69 0.32 3.2 1.07
55 13 0.23 4.33 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 2.77 0.05 0.58 0.34 2.8 1.13
56 15 0.27 3.73 0.3 1 0.04 1 1.56 0.19 0.026 0.1 1.67 0.32 2.01 0.07 1.8 0.23
57 15 0.27 3.73 0.3 1 0.06 1 1.56 0.19 0.038 0.2 1.37 0.26 1.34 0.09 1.5 0.3
58 15 0.27 3.73 0.3 1 0.08 1 1.56 0.19 0.051 0.3 1.18 0.23 1.00 0.11 1.4 0.37
59 15 0.27 3.73 0.3 1 0.1 1 1.56 0.19 0.064 0.3 1.06 0.20 0.80 0.12 1.2 0.4
60 15 0.27 3.73 0.3 1 0.12 1 1.56 0.19 0.077 0.4 0.97 0.19 0.67 0.13 1.1 0.43
61 15 0.27 3.73 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 2.39 0.23 2.01 0.09 2.3 0.3
62 15 0.27 3.73 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.95 0.18 1.34 0.14 2.3 0.47
63 15 0.27 3.73 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.69 0.16 1.00 0.16 2 0.53
64 15 0.27 3.73 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 1.51 0.14 0.80 0.21 2.1 0.7
65 15 0.27 3.73 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 1.38 0.13 0.67 0.23 1.9 0.77
66 15 0.27 3.73 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 3.35 0.16 2.01 0.1 2.4 0.32
67 15 0.27 3.73 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 2.73 0.13 1.34 0.16 2.7 0.53
68 15 0.27 3.73 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 2.37 0.11 1.00 0.19 2.4 0.63
69 15 0.27 3.73 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 2.12 0.10 0.80 0.22 2.2 0.73
70 15 0.27 3.73 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 1.93 0.09 0.67 0.28 2.3 0.93
71 15 0.27 3.73 0.3 2.5 0.04 0.4 9.75 0.03 0.004 0.1 4.18 0.13 2.01 0.1 2.6 0.34
72 15 0.27 3.73 0.3 2.5 0.06 0.4 9.75 0.03 0.006 0.2 3.42 0.11 1.34 0.14 2.3 0.47
73 15 0.27 3.73 0.3 2.5 0.08 0.4 9.75 0.03 0.008 0.3 2.96 0.09 1.00 0.21 2.6 0.69
74 15 0.27 3.73 0.3 2.5 0.1 0.4 9.75 0.03 0.01 0.3 2.65 0.08 0.80 0.27 2.7 0.91
75 15 0.27 3.73 0.3 2.5 0.12 0.4 9.75 0.03 0.012 0.4 2.42 0.07 0.67 0.31 2.5 1.02
76 15 0.27 3.73 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 4.78 0.11 2.01 0.11 2.6 0.35
77 15 0.27 3.73 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 3.9 0.09 1.34 0.15 2.5 0.5
78 15 0.27 3.73 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 3.38 0.08 1.00 0.22 2.8 0.73
79 15 0.27 3.73 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 3.02 0.07 0.80 0.29 2.9 0.97
80 15 0.27 3.73 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 2.76 0.07 0.67 0.33 2.8 1.1
81 15 0.27 3.73 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 5.57 0.10 2.01 0.11 2.8 0.37
82 15 0.27 3.73 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 4.55 0.08 1.34 0.16 2.7 0.53
83 15 0.27 3.73 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 3.94 0.07 1.00 0.24 3 0.8
84 15 0.27 3.73 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 3.52 0.06 0.80 0.31 3.1 1.03
85 15 0.27 3.73 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 3.22 0.06 0.67 0.35 2.9 1.17
Table 83 List of parameters and run-up results for the simulations ran on impermeable
slopes for model validation
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Run-up simulations on permeable slopes for model validation
(Section 5.4.1)
Parameters VariablesNumerical wave flume dimensions 30m longSlope angles 10˚ and 20˚Slope type Permeable R30, R45 and R80Types of waves Regular WavesWater depth 0.3mWave heights 0.04, 0.06, 0.08, 0.1, and 0.12mWave periods 1.43, 2 and 2.86 secondsNumber of simulations 90
Table 84 Summary of numerical parameters for simulations on permeable slopes for model
validation
# α (˚) tanα cotα
h
(m) T (s)
H
(m)
fr
(htz)
Lo
(m) h/Lo H/L H/h ξ ф tanα/(H/h) R R/H R/h
1 20 0.36 2.75 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 1.87 0.18 0.91 1.05 8.8 3.51
2 20 0.36 2.75 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 2.05 0.19 1.09 1.05 10 3.48
3 20 0.36 2.75 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 2.3 0.22 1.36 1.13 14 3.76
4 20 0.36 2.75 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 2.65 0.25 1.82 1.16 19 3.85
5 20 0.36 2.75 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 3.25 0.31 2.73 1.1 28 3.67
6 20 0.36 2.75 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 2.62 0.13 0.91 1.15 9.5 3.82
7 20 0.36 2.75 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 2.88 0.14 1.09 1.21 12 4.03
8 20 0.36 2.75 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 3.21 0.15 1.36 1.17 15 3.9
9 20 0.36 2.75 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 3.71 0.18 1.82 1.21 20 4.03
10 20 0.36 2.75 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 4.55 0.22 2.73 1.21 30 4.03
11 20 0.36 2.75 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 3.75 0.09 0.91 1.42 12 4.74
12 20 0.36 2.75 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 4.11 0.10 1.09 1.57 16 5.24
13 20 0.36 2.75 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 4.59 0.11 1.36 1.46 18 4.86
14 20 0.36 2.75 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 5.3 0.12 1.82 1.41 24 4.71
15 20 0.36 2.75 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 6.49 0.15 2.73 1.27 32 4.22
16 10 0.18 5.67 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 0.91 0.09 0.44 0.67 5.6 2.23
17 10 0.18 5.67 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 0.99 0.09 0.53 0.64 6.4 2.13
18 10 0.18 5.67 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.11 0.10 0.66 0.7 8.8 2.34
19 10 0.18 5.67 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.28 0.12 0.88 0.79 13 2.63
20 10 0.18 5.67 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 1.57 0.15 1.32 0.96 24 3.21
21 10 0.18 5.67 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 1.27 0.06 0.44 0.92 7.6 3.06
22 10 0.18 5.67 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 1.39 0.07 0.53 0.99 9.9 3.3
23 10 0.18 5.67 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 1.56 0.07 0.66 0.92 12 3.07
24 10 0.18 5.67 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 1.8 0.09 0.88 0.95 16 3.18
25 10 0.18 5.67 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 2.2 0.11 1.32 1.16 29 3.85
26 10 0.18 5.67 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 1.82 0.04 0.44 1.16 9.7 3.88
27 10 0.18 5.67 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 1.99 0.05 0.53 1.21 12 4.03
28 10 0.18 5.67 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 2.22 0.05 0.66 1.1 14 3.67
29 10 0.18 5.67 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 2.57 0.06 0.88 1.16 19 3.85
30 10 0.18 5.67 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 3.15 0.07 1.32 1.29 32 4.31
Table 85 List of parameters and run-up results for the simulations ran on the R30 permeable
slopes for model validation
# α (˚) tanα cotα
h
(m) T (s)
H
(m)
fr
(htz)
Lo
(m) h/Lo H/L H/h ξ ф tanα/(H/h) R R/H R/h
1 20 0.36 2.75 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 1.87 0.18 0.91 1.05 8.8 3.5
2 20 0.36 2.75 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 2.05 0.19 1.09 1.06 11 3.54
3 20 0.36 2.75 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 2.3 0.22 1.36 1.18 15 3.94
4 20 0.36 2.75 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 2.65 0.25 1.82 1.23 20 4.08
5 20 0.36 2.75 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 3.25 0.31 2.73 1.16 29 3.85
6 20 0.36 2.75 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 2.62 0.13 0.91 1.23 10 4.08
7 20 0.36 2.75 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 2.88 0.14 1.09 1.37 14 4.55
8 20 0.36 2.75 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 3.21 0.15 1.36 1.44 18 4.81
9 20 0.36 2.75 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 3.71 0.18 1.82 1.4 23 4.67
10 20 0.36 2.75 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 4.55 0.22 2.73 1.29 32 4.29
11 20 0.36 2.75 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 3.75 0.09 0.91 1.4 12 4.67
12 20 0.36 2.75 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 4.11 0.10 1.09 1.47 15 4.9
13 20 0.36 2.75 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 4.59 0.11 1.36 1.44 18 4.81
14 20 0.36 2.75 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 5.3 0.12 1.82 1.4 23 4.67
15 20 0.36 2.75 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 6.49 0.15 2.73 1.39 35 4.64
16 10 0.18 5.67 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 0.91 0.09 0.44 0.69 5.8 2.3
17 10 0.18 5.67 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 0.99 0.09 0.53 0.77 7.7 2.56
18 10 0.18 5.67 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.11 0.10 0.66 0.76 9.5 2.54
19 10 0.18 5.67 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.28 0.12 0.88 0.86 14 2.86
20 10 0.18 5.67 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 1.57 0.15 1.32 1.05 26 3.5
21 10 0.18 5.67 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 1.27 0.06 0.44 0.96 8 3.21
22 10 0.18 5.67 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 1.39 0.07 0.53 0.96 9.6 3.19
23 10 0.18 5.67 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 1.56 0.07 0.66 0.96 12 3.19
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24 10 0.18 5.67 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 1.8 0.09 0.88 1.16 19 3.85
25 10 0.18 5.67 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 2.2 0.11 1.32 1.31 33 4.38
26 10 0.18 5.67 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 1.82 0.04 0.44 1.23 10 4.08
27 10 0.18 5.67 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 1.99 0.05 0.53 1.22 12 4.06
28 10 0.18 5.67 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 2.22 0.05 0.66 1.31 16 4.38
29 10 0.18 5.67 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 2.57 0.06 0.88 1.35 22 4.49
30 10 0.18 5.67 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 3.15 0.07 1.32 1.39 35 4.64
Table 86 List of parameters and run-up results for the simulations ran on the R45 permeable
slopes for model validation
# α (˚) tanα cotα
h
(m) T (s)
H
(m)
fr
(htz)
Lo
(m) h/Lo H/L H/h ξ ф tanα/(H/h) R R/H R/h
1 20 0.36 2.75 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 1.87 0.18 0.91 1.24 10 4.13
2 20 0.36 2.75 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 2.05 0.19 1.09 1.21 12 4.03
3 20 0.36 2.75 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 2.3 0.22 1.36 1.24 15 4.13
4 20 0.36 2.75 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 2.65 0.25 1.82 1.36 23 4.52
5 20 0.36 2.75 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 3.25 0.31 2.73 1.46 36 4.86
6 20 0.36 2.75 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 2.62 0.13 0.91 1.47 12 4.89
7 20 0.36 2.75 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 2.88 0.14 1.09 1.47 15 4.91
8 20 0.36 2.75 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 3.21 0.15 1.36 1.72 21 5.73
9 20 0.36 2.75 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 3.71 0.18 1.82 1.71 28 5.68
10 20 0.36 2.75 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 4.55 0.22 2.73 1.49 37 4.95
11 20 0.36 2.75 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 3.75 0.09 0.91 1.6 13 5.35
12 20 0.36 2.75 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 4.11 0.10 1.09 1.72 17 5.72
13 20 0.36 2.75 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 4.59 0.11 1.36 1.79 22 5.96
14 20 0.36 2.75 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 5.3 0.12 1.82 1.72 29 5.74
15 20 0.36 2.75 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 6.49 0.15 2.73 1.73 43 5.78
16 10 0.18 5.67 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 0.91 0.09 0.44 0.76 6.3 2.54
17 10 0.18 5.67 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 0.99 0.09 0.53 0.88 8.8 2.93
18 10 0.18 5.67 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.11 0.10 0.66 0.89 11 2.98
19 10 0.18 5.67 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.28 0.12 0.88 1.1 18 3.67
20 10 0.18 5.67 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 1.57 0.15 1.32 1.18 30 3.94
21 10 0.18 5.67 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 1.27 0.06 0.44 1.28 11 4.28
22 10 0.18 5.67 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 1.39 0.07 0.53 1.43 14 4.77
23 10 0.18 5.67 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 1.56 0.07 0.66 1.51 19 5.04
24 10 0.18 5.67 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 1.8 0.09 0.88 1.47 24 4.89
25 10 0.18 5.67 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 2.2 0.11 1.32 1.65 41 5.5
26 10 0.18 5.67 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 1.82 0.04 0.44 1.38 11 4.58
27 10 0.18 5.67 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 1.99 0.05 0.53 1.43 14 4.77
28 10 0.18 5.67 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 2.22 0.05 0.66 1.51 19 5.04
29 10 0.18 5.67 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 2.57 0.06 0.88 1.54 26 5.13
30 10 0.18 5.67 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 3.15 0.07 1.32 1.65 41 5.5
Table 87 List of parameters and run-up results for the simulations ran on the R80 permeable
slopes for model validation
313
Run-up simulations on steep impermeable slopes (regular waves)
(Section 5.5)
Parameters VariablesNumerical wave flume dimensions 30m longSlope angles 18.4˚, 26.6˚, 33.7 ˚ and 45˚Slope type Plane, smooth and impermeableTypes of waves Regular WavesWater depth 0.3mWave heights 0.04, 0.06, 0.08, 0.1, and 0.12mWave periods 1, 1.43, 2, 2.5, 2.86, and 3.33sNumber of tests 120
Table 88 Summary of numerical parameters used for the simulations of regular waves
# α (˚) tanα cotα
h
(m) T (s)
H
(m)
fr
(htz)
Lo
(m) h/Lo H/L H/h ξ ф tanα/(H/h) R R/H R/h
1 18.43 0.33 3 0.3 1 0.04 1 1.56 0.19 0.026 0.1 2.08 0.4 2.50 0.1 1.6 0.22
2 18.43 0.33 3 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 2.97 0.28 2.50 0.1 1.8 0.24
3 18.43 0.33 3 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 4.16 0.2 2.50 0.1 2 0.27
4 18.43 0.33 3 0.3 2.5 0.04 0.4 9.75 0.03 0.004 0.1 5.2 0.16 2.50 0.1 2.3 0.3
5 18.43 0.33 3 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 5.95 0.14 2.50 0.1 2.5 0.33
6 18.43 0.33 3 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 6.94 0.12 2.50 0.1 2.6 0.35
7 18.43 0.33 3 0.3 1 0.06 1 1.56 0.19 0.038 0.2 1.7 0.33 1.67 0.1 1.8 0.37
8 18.43 0.33 3 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 2.43 0.23 1.67 0.1 1.9 0.38
9 18.43 0.33 3 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 3.4 0.16 1.67 0.1 2.2 0.43
10 18.43 0.33 3 0.3 2.5 0.06 0.4 9.75 0.03 0.006 0.2 4.25 0.13 1.67 0.1 2.4 0.48
11 18.43 0.33 3 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 4.85 0.11 1.67 0.2 2.7 0.53
12 18.43 0.33 3 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 5.66 0.1 1.67 0.2 2.8 0.55
13 18.43 0.33 3 0.3 1 0.08 1 1.56 0.19 0.051 0.3 1.47 0.28 1.25 0.1 1.8 0.48
14 18.43 0.33 3 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 2.1 0.2 1.25 0.2 1.9 0.5
15 18.43 0.33 3 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 2.94 0.14 1.25 0.2 2.1 0.57
16 18.43 0.33 3 0.3 2.5 0.08 0.4 9.75 0.03 0.008 0.3 3.68 0.11 1.25 0.2 2.5 0.67
17 18.43 0.33 3 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 4.2 0.1 1.25 0.2 2.7 0.72
18 18.43 0.33 3 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 4.91 0.08 1.25 0.2 2.9 0.77
19 18.43 0.33 3 0.3 1 0.1 1 1.56 0.19 0.064 0.3 1.32 0.25 1.00 0.2 1.9 0.63
20 18.43 0.33 3 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 1.88 0.18 1.00 0.2 2 0.65
21 18.43 0.33 3 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 2.63 0.13 1.00 0.2 2.2 0.73
22 18.43 0.33 3 0.3 2.5 0.1 0.4 9.75 0.03 0.01 0.3 3.29 0.1 1.00 0.3 2.6 0.87
23 18.43 0.33 3 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 3.76 0.09 1.00 0.3 2.7 0.9
24 18.43 0.33 3 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 4.39 0.08 1.00 0.3 2.9 0.95
25 18.43 0.33 3 0.3 1 0.12 1 1.56 0.19 0.077 0.4 1.2 0.23 0.83 0.2 1.9 0.75
26 18.43 0.33 3 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 1.72 0.16 0.83 0.3 2.3 0.9
27 18.43 0.33 3 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 2.4 0.12 0.83 0.3 2.5 1
28 18.43 0.33 3 0.3 2.5 0.12 0.4 9.75 0.03 0.012 0.4 3 0.09 0.83 0.3 2.8 1.1
29 18.43 0.33 3 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 3.43 0.08 0.83 0.4 2.9 1.17
30 18.43 0.33 3 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 4.01 0.07 0.83 0.4 3.2 1.27
31 26.56 0.5 2 0.3 1 0.04 1 1.56 0.19 0.026 0.1 3.12 0.6 3.75 0.1 1.5 0.2
32 26.56 0.5 2 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 4.46 0.42 3.75 0.1 1.6 0.22
33 26.56 0.5 2 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 6.24 0.3 3.75 0.1 1.8 0.24
34 26.56 0.5 2 0.3 2.5 0.04 0.4 9.75 0.03 0.004 0.1 7.8 0.24 3.75 0.1 2 0.27
35 26.56 0.5 2 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 8.92 0.21 3.75 0.1 2.1 0.28
36 26.56 0.5 2 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 10.4 0.18 3.75 0.1 2.3 0.3
37 26.56 0.5 2 0.3 1 0.06 1 1.56 0.19 0.038 0.2 2.55 0.49 2.50 0.1 1.5 0.3
38 26.56 0.5 2 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 3.64 0.34 2.50 0.1 1.7 0.33
39 26.56 0.5 2 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 5.1 0.25 2.50 0.1 1.8 0.37
40 26.56 0.5 2 0.3 2.5 0.06 0.4 9.75 0.03 0.006 0.2 6.37 0.2 2.50 0.1 2.1 0.41
41 26.56 0.5 2 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 7.28 0.17 2.50 0.1 2.3 0.45
42 26.56 0.5 2 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 8.5 0.15 2.50 0.1 2.4 0.48
43 26.56 0.5 2 0.3 1 0.08 1 1.56 0.19 0.051 0.3 2.21 0.42 1.87 0.1 1.7 0.44
44 26.56 0.5 2 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 3.15 0.3 1.87 0.1 1.8 0.47
45 26.56 0.5 2 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 4.41 0.21 1.87 0.2 1.9 0.52
46 26.56 0.5 2 0.3 2.5 0.08 0.4 9.75 0.03 0.008 0.3 5.52 0.17 1.87 0.2 2.1 0.57
47 26.56 0.5 2 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 6.31 0.15 1.87 0.2 2.4 0.63
48 26.56 0.5 2 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 7.36 0.13 1.87 0.2 2.5 0.67
49 26.56 0.5 2 0.3 1 0.1 1 1.56 0.19 0.064 0.3 1.97 0.38 1.50 0.2 1.6 0.52
50 26.56 0.5 2 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 2.82 0.27 1.50 0.2 1.8 0.58
51 26.56 0.5 2 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 3.95 0.19 1.50 0.2 1.9 0.63
52 26.56 0.5 2 0.3 2.5 0.1 0.4 9.75 0.03 0.01 0.3 4.94 0.15 1.50 0.2 2.3 0.77
53 26.56 0.5 2 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 5.64 0.13 1.50 0.2 2.4 0.8
54 26.56 0.5 2 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 6.58 0.11 1.50 0.3 2.6 0.87
55 26.56 0.5 2 0.3 1 0.12 1 1.56 0.19 0.077 0.4 1.8 0.35 1.25 0.2 1.6 0.63
56 26.56 0.5 2 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 2.57 0.24 1.25 0.2 1.7 0.68
57 26.56 0.5 2 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 3.6 0.17 1.25 0.2 1.9 0.75
58 26.56 0.5 2 0.3 2.5 0.12 0.4 9.75 0.03 0.012 0.4 4.51 0.14 1.25 0.3 2.3 0.93
59 26.56 0.5 2 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 5.15 0.12 1.25 0.3 2.3 0.93
60 26.56 0.5 2 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 6.01 0.1 1.25 0.3 2.8 1.1
314
61 33.69 0.67 1.5 0.3 1 0.04 1 1.56 0.19 0.026 0.1 4.16 0.8 5.00 0.1 1.4 0.18
62 33.69 0.67 1.5 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 5.95 0.56 5.00 0.1 1.5 0.2
63 33.69 0.67 1.5 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 8.33 0.4 5.00 0.1 1.7 0.22
64 33.69 0.67 1.5 0.3 2.5 0.04 0.4 9.75 0.03 0.004 0.1 10.4 0.32 5.00 0.1 1.9 0.25
65 33.69 0.67 1.5 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 11.9 0.28 5.00 0.1 2 0.27
66 33.69 0.67 1.5 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 13.9 0.24 5.00 0.1 2.1 0.28
67 33.69 0.67 1.5 0.3 1 0.06 1 1.56 0.19 0.038 0.2 3.4 0.65 3.33 0.1 1.5 0.3
68 33.69 0.67 1.5 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 4.86 0.46 3.33 0.1 1.6 0.32
69 33.69 0.67 1.5 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 6.8 0.33 3.33 0.1 1.8 0.35
70 33.69 0.67 1.5 0.3 2.5 0.06 0.4 9.75 0.03 0.006 0.2 8.5 0.26 3.33 0.1 2.1 0.41
71 33.69 0.67 1.5 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 9.71 0.23 3.33 0.1 2.2 0.43
72 33.69 0.67 1.5 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 11.3 0.2 3.33 0.1 2.3 0.45
73 33.69 0.67 1.5 0.3 1 0.08 1 1.56 0.19 0.051 0.3 2.94 0.57 2.50 0.1 1.6 0.41
74 33.69 0.67 1.5 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 4.21 0.4 2.50 0.1 1.7 0.45
75 33.69 0.67 1.5 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 5.89 0.28 2.50 0.2 1.9 0.5
76 33.69 0.67 1.5 0.3 2.5 0.08 0.4 9.75 0.03 0.008 0.3 7.36 0.23 2.50 0.2 2.1 0.55
77 33.69 0.67 1.5 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 8.41 0.2 2.50 0.2 2.3 0.6
78 33.69 0.67 1.5 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 9.81 0.17 2.50 0.2 2.3 0.6
79 33.69 0.67 1.5 0.3 1 0.1 1 1.56 0.19 0.064 0.3 2.63 0.51 2.00 0.2 1.6 0.53
80 33.69 0.67 1.5 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 3.76 0.35 2.00 0.2 1.7 0.57
81 33.69 0.67 1.5 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 5.27 0.25 2.00 0.2 1.9 0.63
82 33.69 0.67 1.5 0.3 2.5 0.1 0.4 9.75 0.03 0.01 0.3 6.58 0.2 2.00 0.2 2 0.67
83 33.69 0.67 1.5 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 7.52 0.18 2.00 0.2 2.2 0.73
84 33.69 0.67 1.5 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 8.78 0.15 2.00 0.2 2.3 0.77
85 33.69 0.67 1.5 0.3 1 0.12 1 1.56 0.19 0.077 0.4 2.4 0.46 1.67 0.2 1.6 0.63
86 33.69 0.67 1.5 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 3.43 0.32 1.67 0.2 1.8 0.7
87 33.69 0.67 1.5 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 4.81 0.23 1.67 0.2 1.8 0.73
88 33.69 0.67 1.5 0.3 2.5 0.12 0.4 9.75 0.03 0.012 0.4 6.01 0.18 1.67 0.3 2.1 0.83
89 33.69 0.67 1.5 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 6.87 0.16 1.67 0.3 2.2 0.87
90 33.69 0.67 1.5 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 8.01 0.14 1.67 0.3 2.2 0.88
91 45 1 1 0.3 1 0.04 1 1.56 0.19 0.026 0.1 6.24 1.2 7.50 0 1.2 0.16
92 45 1 1 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 8.92 0.84 7.50 0.1 1.4 0.19
93 45 1 1 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 12.5 0.6 7.50 0.1 1.5 0.2
94 45 1 1 0.3 2.5 0.04 0.4 9.75 0.03 0.004 0.1 15.6 0.48 7.50 0.1 1.7 0.22
95 45 1 1 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 17.8 0.42 7.50 0.1 1.8 0.23
96 45 1 1 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 20.8 0.36 7.50 0.1 1.8 0.23
97 45 1 1 0.3 1 0.06 1 1.56 0.19 0.038 0.2 5.1 0.98 5.00 0.1 1.3 0.27
98 45 1 1 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 7.28 0.69 5.00 0.1 1.4 0.28
99 45 1 1 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 10.2 0.49 5.00 0.1 1.5 0.3
100 45 1 1 0.3 2.5 0.06 0.4 9.75 0.03 0.006 0.2 12.7 0.39 5.00 0.1 1.8 0.35
101 45 1 1 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 14.6 0.34 5.00 0.1 1.9 0.38
102 45 1 1 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 17 0.29 5.00 0.1 2 0.4
103 45 1 1 0.3 1 0.08 1 1.56 0.19 0.051 0.3 4.42 0.85 3.75 0.1 1.4 0.37
104 45 1 1 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 6.31 0.59 3.75 0.1 1.5 0.4
105 45 1 1 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 8.83 0.42 3.75 0.1 1.6 0.43
106 45 1 1 0.3 2.5 0.08 0.4 9.75 0.03 0.008 0.3 11 0.34 3.75 0.2 1.9 0.5
107 45 1 1 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 12.6 0.3 3.75 0.2 2 0.53
108 45 1 1 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 14.7 0.25 3.75 0.2 2.1 0.57
109 45 1 1 0.3 1 0.1 1 1.56 0.19 0.064 0.3 3.95 0.76 3.00 0.1 1.4 0.45
110 45 1 1 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 5.64 0.53 3.00 0.1 1.4 0.47
111 45 1 1 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 7.9 0.38 3.00 0.2 1.6 0.53
112 45 1 1 0.3 2.5 0.1 0.4 9.75 0.03 0.01 0.3 9.87 0.3 3.00 0.2 1.9 0.63
113 45 1 1 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 11.3 0.27 3.00 0.2 2.1 0.7
114 45 1 1 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 13.2 0.23 3.00 0.2 2.2 0.73
115 45 1 1 0.3 1 0.12 1 1.56 0.19 0.077 0.4 3.61 0.69 2.50 0.2 1.4 0.57
116 45 1 1 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 5.15 0.49 2.50 0.2 1.5 0.6
117 45 1 1 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 7.21 0.35 2.50 0.2 1.7 0.67
118 45 1 1 0.3 2.5 0.12 0.4 9.75 0.03 0.012 0.4 9.01 0.28 2.50 0.3 2.1 0.83
119 45 1 1 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 10.3 0.24 2.50 0.2 1.9 0.77
120 45 1 1 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 12 0.21 2.50 0.2 2 0.8
Table 89 List of parameters and run-up results for the simulations ran with regular waves
on steep impermeable slopes
315
Run-up simulations on impermeable slopes (irregular waves)
(Section 5.5)
Parameters VariablesNumerical wave flume dimensions 30m longSlope angles 10˚, 13˚, 15˚, 18.4˚, 26.6˚, 33.7 ˚ and 45˚Slope type Plane, smooth and impermeableTypes of waves Irregular Waves (Jonswap spectrum)Water depth 0.3mZeroth-moment significan wave heights, Hmo 0.04, 0.06, 0.08 and 0.1mWave peak periods, Tp 1, 1.43, 2 and 2.86sNumber of tests 112
Table 90 Numerical parameters used for the irregular wave tests
# α (˚) tanα cotα
h
(m) T (s)
H
(m)
fr
(htz)
Lo
(m) h/Lo H/L H/h ξ ф tanα/(H/h) R R/H R/h
1 10 0.18 5.67 0.3 1 0.04 1 1.56 0.19 0.026 0.1 1.1 0.21 1.32 0.08 2 0.27
2 10 0.18 5.67 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 1.57 0.15 1.32 0.09 2.3 0.3
3 10 0.18 5.67 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 2.2 0.11 1.32 0.11 2.8 0.37
4 10 0.18 5.67 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 3.15 0.07 1.32 0.12 3.1 0.41
5 10 0.18 5.67 0.3 1 0.06 1 1.56 0.19 0.038 0.2 0.9 0.17 0.88 0.11 1.8 0.35
6 10 0.18 5.67 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.28 0.12 0.88 0.12 2 0.4
7 10 0.18 5.67 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 1.8 0.09 0.88 0.15 2.5 0.5
8 10 0.18 5.67 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 2.57 0.06 0.88 0.18 3.1 0.61
9 10 0.18 5.67 0.3 1 0.08 1 1.56 0.19 0.051 0.3 0.78 0.15 0.66 0.12 1.5 0.4
10 10 0.18 5.67 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.11 0.10 0.66 0.15 1.9 0.5
11 10 0.18 5.67 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 1.56 0.07 0.66 0.21 2.6 0.7
12 10 0.18 5.67 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 2.22 0.05 0.66 0.23 2.9 0.77
13 10 0.18 5.67 0.3 1 0.1 1 1.56 0.19 0.064 0.3 0.7 0.13 0.53 0.14 1.4 0.47
14 10 0.18 5.67 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 0.99 0.09 0.53 0.19 1.9 0.63
15 10 0.18 5.67 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 1.39 0.07 0.53 0.25 2.5 0.83
16 10 0.18 5.67 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 1.99 0.05 0.53 0.26 2.6 0.87
17 13 0.23 4.33 0.3 1 0.04 1 1.56 0.19 0.026 0.1 1.44 0.28 1.73 0.09 2.3 0.3
18 13 0.23 4.33 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 2.06 0.19 1.73 0.1 2.5 0.33
19 13 0.23 4.33 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 2.88 0.14 1.73 0.12 3.1 0.41
20 13 0.23 4.33 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 4.12 0.10 1.73 0.13 3.2 0.42
21 13 0.23 4.33 0.3 1 0.06 1 1.56 0.19 0.038 0.2 1.18 0.23 1.15 0.12 2 0.4
22 13 0.23 4.33 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.68 0.16 1.15 0.14 2.3 0.45
23 13 0.23 4.33 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 2.35 0.11 1.15 0.17 2.8 0.57
24 13 0.23 4.33 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 3.36 0.08 1.15 0.19 3.1 0.62
25 13 0.23 4.33 0.3 1 0.08 1 1.56 0.19 0.051 0.3 1.02 0.20 0.87 0.15 1.9 0.5
26 13 0.23 4.33 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.46 0.14 0.87 0.16 2 0.53
27 13 0.23 4.33 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 2.04 0.10 0.87 0.23 2.9 0.77
28 13 0.23 4.33 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 2.91 0.07 0.87 0.25 3.1 0.83
29 13 0.23 4.33 0.3 1 0.1 1 1.56 0.19 0.064 0.3 0.91 0.18 0.69 0.17 1.7 0.57
30 13 0.23 4.33 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 1.3 0.12 0.69 0.18 1.8 0.6
31 13 0.23 4.33 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 1.82 0.09 0.69 0.27 2.7 0.9
32 13 0.23 4.33 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 2.61 0.06 0.69 0.29 2.9 0.97
33 15 0.27 3.73 0.3 1 0.04 1 1.56 0.19 0.026 0.1 1.67 0.32 2.01 0.1 2.5 0.33
34 15 0.27 3.73 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 2.39 0.23 2.01 0.12 2.9 0.38
35 15 0.27 3.73 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 3.35 0.16 2.01 0.12 3.1 0.41
36 15 0.27 3.73 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 4.78 0.11 2.01 0.12 3 0.4
37 15 0.27 3.73 0.3 1 0.06 1 1.56 0.19 0.038 0.2 1.37 0.26 1.34 0.14 2.3 0.47
38 15 0.27 3.73 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.95 0.18 1.34 0.16 2.7 0.53
39 15 0.27 3.73 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 2.73 0.13 1.34 0.18 3 0.59
40 15 0.27 3.73 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 3.9 0.09 1.34 0.19 3.2 0.63
41 15 0.27 3.73 0.3 1 0.08 1 1.56 0.19 0.051 0.3 1.18 0.23 1.00 0.17 2.1 0.57
42 15 0.27 3.73 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.69 0.16 1.00 0.19 2.4 0.63
43 15 0.27 3.73 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 2.37 0.11 1.00 0.23 2.9 0.77
44 15 0.27 3.73 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 3.38 0.08 1.00 0.26 3.3 0.87
45 15 0.27 3.73 0.3 1 0.1 1 1.56 0.19 0.064 0.3 1.06 0.20 0.80 0.19 1.9 0.63
46 15 0.27 3.73 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 1.51 0.14 0.80 0.21 2.1 0.7
47 15 0.27 3.73 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 2.12 0.10 0.80 0.29 2.9 0.98
48 15 0.27 3.73 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 3.02 0.07 0.80 0.33 3.3 1.11
49 18.43 0.33 3 0.3 1 0.04 1 1.56 0.19 0.026 0.1 2.08 0.40 2.50 0.1 2.5 0.33
50 18.43 0.33 3 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 2.97 0.28 2.50 0.11 2.6 0.35
51 18.43 0.33 3 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 4.16 0.20 2.50 0.12 2.9 0.38
52 18.43 0.33 3 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 5.95 0.14 2.50 0.12 2.9 0.38
53 18.43 0.33 3 0.3 1 0.06 1 1.56 0.19 0.038 0.2 1.7 0.33 1.67 0.14 2.3 0.47
54 18.43 0.33 3 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 2.43 0.23 1.67 0.15 2.5 0.5
55 18.43 0.33 3 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 3.4 0.16 1.67 0.17 2.8 0.57
56 18.43 0.33 3 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 4.85 0.11 1.67 0.19 3.2 0.63
57 18.43 0.33 3 0.3 1 0.08 1 1.56 0.19 0.051 0.3 1.47 0.28 1.25 0.18 2.3 0.6
58 18.43 0.33 3 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 2.1 0.20 1.25 0.21 2.6 0.7
59 18.43 0.33 3 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 2.94 0.14 1.25 0.23 2.9 0.77
60 18.43 0.33 3 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 4.2 0.10 1.25 0.25 3.1 0.83
316
61 18.43 0.33 3 0.3 1 0.1 1 1.56 0.19 0.064 0.3 1.32 0.25 1.00 0.23 2.3 0.77
62 18.43 0.33 3 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 1.88 0.18 1.00 0.27 2.7 0.9
63 18.43 0.33 3 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 2.63 0.13 1.00 0.29 2.9 0.97
64 18.43 0.33 3 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 3.76 0.09 1.00 0.33 3.3 1.1
65 26.56 0.5 2 0.3 1 0.04 1 1.56 0.19 0.026 0.1 3.12 0.60 3.75 0.09 2.3 0.31
66 26.56 0.5 2 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 4.46 0.42 3.75 0.1 2.5 0.33
67 26.56 0.5 2 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 6.24 0.30 3.75 0.11 2.8 0.37
68 26.56 0.5 2 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 8.92 0.21 3.75 0.11 2.8 0.37
69 26.56 0.5 2 0.3 1 0.06 1 1.56 0.19 0.038 0.2 2.55 0.49 2.50 0.14 2.4 0.48
70 26.56 0.5 2 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 3.64 0.34 2.50 0.15 2.5 0.49
71 26.56 0.5 2 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 5.1 0.25 2.50 0.17 2.8 0.57
72 26.56 0.5 2 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 7.28 0.17 2.50 0.18 3 0.59
73 26.56 0.5 2 0.3 1 0.08 1 1.56 0.19 0.051 0.3 2.21 0.42 1.87 0.18 2.3 0.61
74 26.56 0.5 2 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 3.15 0.30 1.87 0.2 2.5 0.68
75 26.56 0.5 2 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 4.41 0.21 1.87 0.23 2.9 0.77
76 26.56 0.5 2 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 6.31 0.15 1.87 0.24 2.9 0.78
77 26.56 0.5 2 0.3 1 0.1 1 1.56 0.19 0.064 0.3 1.97 0.38 1.50 0.22 2.2 0.73
78 26.56 0.5 2 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 2.82 0.27 1.50 0.25 2.5 0.84
79 26.56 0.5 2 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 3.95 0.19 1.50 0.28 2.8 0.93
80 26.56 0.5 2 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 5.64 0.13 1.50 0.3 3 1.01
81 33.69 0.67 1.5 0.3 1 0.04 1 1.56 0.19 0.026 0.1 4.16 0.80 5.00 0.09 2.3 0.3
82 33.69 0.67 1.5 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 5.95 0.56 5.00 0.1 2.4 0.32
83 33.69 0.67 1.5 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 8.33 0.40 5.00 0.11 2.7 0.35
84 33.69 0.67 1.5 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 11.9 0.28 5.00 0.11 2.6 0.35
85 33.69 0.67 1.5 0.3 1 0.06 1 1.56 0.19 0.038 0.2 3.4 0.65 3.33 0.13 2.2 0.43
86 33.69 0.67 1.5 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 4.86 0.46 3.33 0.15 2.4 0.49
87 33.69 0.67 1.5 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 6.8 0.33 3.33 0.15 2.5 0.5
88 33.69 0.67 1.5 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 9.71 0.23 3.33 0.17 2.8 0.57
89 33.69 0.67 1.5 0.3 1 0.08 1 1.56 0.19 0.051 0.3 2.94 0.57 2.50 0.18 2.3 0.6
90 33.69 0.67 1.5 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 4.21 0.40 2.50 0.2 2.6 0.68
91 33.69 0.67 1.5 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 5.89 0.28 2.50 0.21 2.6 0.7
92 33.69 0.67 1.5 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 8.41 0.20 2.50 0.23 2.9 0.77
93 33.69 0.67 1.5 0.3 1 0.1 1 1.56 0.19 0.064 0.3 2.63 0.51 2.00 0.22 2.2 0.74
94 33.69 0.67 1.5 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 3.76 0.35 2.00 0.24 2.4 0.8
95 33.69 0.67 1.5 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 5.27 0.25 2.00 0.27 2.7 0.9
96 33.69 0.67 1.5 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 7.52 0.18 2.00 0.28 2.8 0.94
97 45 1 1 0.3 1 0.04 1 1.56 0.19 0.026 0.1 6.24 1.20 7.50 0.08 2.1 0.28
98 45 1 1 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 8.92 0.84 7.50 0.09 2.3 0.3
99 45 1 1 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 12.5 0.60 7.50 0.09 2.4 0.31
100 45 1 1 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 17.8 0.42 7.50 0.1 2.5 0.33
101 45 1 1 0.3 1 0.06 1 1.56 0.19 0.038 0.2 5.1 0.98 5.00 0.13 2.1 0.42
102 45 1 1 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 7.28 0.69 5.00 0.13 2.2 0.43
103 45 1 1 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 10.2 0.49 5.00 0.15 2.5 0.5
104 45 1 1 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 14.6 0.34 5.00 0.16 2.6 0.52
105 45 1 1 0.3 1 0.08 1 1.56 0.19 0.051 0.3 4.42 0.85 3.75 0.17 2.1 0.57
106 45 1 1 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 6.31 0.59 3.75 0.18 2.3 0.6
107 45 1 1 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 8.83 0.42 3.75 0.2 2.5 0.67
108 45 1 1 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 12.6 0.30 3.75 0.22 2.7 0.72
109 45 1 1 0.3 1 0.1 1 1.56 0.19 0.064 0.3 3.95 0.76 3.00 0.21 2.1 0.7
110 45 1 1 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 5.64 0.53 3.00 0.23 2.3 0.77
111 45 1 1 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 7.9 0.38 3.00 0.25 2.5 0.83
112 45 1 1 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 11.3 0.27 3.00 0.28 2.8 0.92
Table 91 List of parameters and run-up results for the simulations ran with irregular waves
on steep impermeable slopes
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Appendix F
Breaking Point LocationTable 92 shows the breaking point distance observed for the plunging waves on the fourpermeable slopes: R30, R45, R60 and R 80. These tests are discussed in Section 6.3.2.
Breaking Point Distance
# α (˚) tanα cotα
h
(m) T (s)
H
(m)
fr
(htz)
Lo
(m) h/Lo H/L H/h ξ ф R30 R45 R60 R80
1 10 0.18 5.67 0.3 3.33 0.04 0.3 17.3 0.02 0.002 0.1 3.67 0.06 0.1 0.13 0.2 0.26
2 10 0.18 5.67 0.3 2.86 0.04 0.35 12.7 0.02 0.003 0.1 3.15 0.07 0.1 0.15 0.2 0.25
3 10 0.18 5.67 0.3 2 0.04 0.5 6.24 0.05 0.006 0.1 2.2 0.11 0.15 0.2 0.3 0.29
4 10 0.18 5.67 0.3 1.43 0.04 0.7 3.18 0.09 0.013 0.1 1.57 0.15 0.2 0.24 0.3 0.35
5 10 0.18 5.67 0.3 1 0.04 1 1.56 0.19 0.026 0.1 1.1 0.21 0.1 0.14 0.2 0.24
6 10 0.18 5.67 0.3 3.33 0.06 0.3 17.3 0.02 0.003 0.2 3 0.05 0.14 0.24 0.3 0.36
7 10 0.18 5.67 0.3 2.86 0.06 0.35 12.7 0.02 0.005 0.2 2.57 0.06 0.2 0.26 0.3 0.34
8 10 0.18 5.67 0.3 2 0.06 0.5 6.24 0.05 0.01 0.2 1.8 0.09 0.24 0.31 0.4 0.46
9 10 0.18 5.67 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 1.28 0.12 0.25 0.31 0.4 0.41
10 10 0.18 5.67 0.3 1 0.06 1 1.56 0.19 0.038 0.2 0.9 0.17 0.2 0.24 0.3 0.39
11 10 0.18 5.67 0.3 3.33 0.08 0.3 17.3 0.02 0.005 0.3 2.6 0.04 0.31 0.36 0.4 0.48
12 10 0.18 5.67 0.3 2.86 0.08 0.35 12.7 0.02 0.006 0.3 2.22 0.05 0.32 0.37 0.5 0.48
13 10 0.18 5.67 0.3 2 0.08 0.5 6.24 0.05 0.013 0.3 1.56 0.07 0.43 0.53 0.6 0.66
14 10 0.18 5.67 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 1.11 0.10 0.45 0.56 0.6 0.67
15 10 0.18 5.67 0.3 1 0.08 1 1.56 0.19 0.051 0.3 0.78 0.15 0.21 0.34 0.5 0.5
16 10 0.18 5.67 0.3 3.33 0.1 0.3 17.3 0.02 0.006 0.3 2.32 0.04 0.2 0.28 0.4 0.44
17 10 0.18 5.67 0.3 2.86 0.1 0.35 12.7 0.02 0.008 0.3 1.99 0.05 0.29 0.39 0.5 0.52
18 10 0.18 5.67 0.3 2 0.1 0.5 6.24 0.05 0.016 0.3 1.39 0.07 0.55 0.63 0.7 0.73
19 10 0.18 5.67 0.3 1.43 0.1 0.7 3.18 0.09 0.031 0.3 0.99 0.09 0.54 0.62 0.7 0.74
20 10 0.18 5.67 0.3 1 0.1 1 1.56 0.19 0.064 0.3 0.7 0.13 0.31 0.48 0.6 0.64
21 10 0.18 5.67 0.3 3.33 0.12 0.3 17.3 0.02 0.007 0.4 2.12 0.04 0.25 0.36 0.4 0.49
22 10 0.18 5.67 0.3 2.86 0.12 0.35 12.7 0.02 0.009 0.4 1.82 0.04 0.36 0.46 0.6 0.63
23 10 0.18 5.67 0.3 2 0.12 0.5 6.24 0.05 0.019 0.4 1.27 0.06 0.64 0.69 0.8 0.81
24 10 0.18 5.67 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 0.91 0.09 0.55 0.63 0.7 0.74
25 10 0.18 5.67 0.3 1 0.12 1 1.56 0.19 0.077 0.4 0.64 0.12 0.51 0.55 0.7 0.69
26 20 0.36 2.75 0.3 1.43 0.06 0.7 3.18 0.09 0.019 0.2 2.65 0.25 0.16 0.19 0.3 0.28
27 20 0.36 2.75 0.3 1.43 0.08 0.7 3.18 0.09 0.025 0.3 2.3 0.22 0.26 0.29 0.3 0.34
28 20 0.36 2.75 0.3 1 0.04 1 1.56 0.19 0.026 0.1 2.27 0.44 0.07 0.13 0.2 0.17
29 20 0.36 2.75 0.3 1.43 0.12 0.7 3.18 0.09 0.038 0.4 1.87 0.18 0.31 0.36 0.4 0.45
Table 92 Breaking point for plunging waves on permeable slopes
