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Algebra Universalis
Uniform Mal’cev algebras with small congruence lattices
Nebojsˇa Mudrinski
Abstract. A congruence of an algebra is called uniform if all the congruence classes
are of the same size. An algebra is called uniform if each of its congruences is uniform.
All algebras with a group reduct have this property. We prove that almost every
ﬁnite uniform Mal’cev algebra with a congruence lattice of height at most two is
polynomially equivalent to an expanded group.
1. Motivation
In this note, we investigate ﬁnite uniform algebras. We say that a congru-
ence θ of an algebra A is uniform if all its congruence classes have the same
cardinality. We say that an algebra A is uniform if all congruences of A are
uniform. Uniform congruences have been introduced by W. Taylor in [13] and
studied by R. McKenzie in [11]. In these papers, as in [4, p. 93], varieties of
uniform algebras are considered rather than single uniform algebras. In 2005,
K. Kaarli, [9], proved that ﬁnite uniform lattices are congruence permutable.
Clearly, all algebras with a group reduct (groups, rings and modules as the
most famous examples) are uniform. Similarly, all quasigroups are also uniform
and therefore all algebras with a quasigroup reduct (expanded quasigroups)
are uniform. Let us recall that a quasigroup is a groupoid (G, ·) such that for
all a, b ∈ G there exist unique x and y in G such that ax = b and ya = b. Let
a/θ and b/θ be two diﬀerent classes of a congruence θ of the quasigroup G. We
know that there is a c ∈ G such that a · c = b. We take the right translation
fc : G → G, deﬁned by fc(x) := x · c for all x ∈ G, and restrict it to a/θ.
Then fc(a/θ) ⊆ b/θ because θ is compatible with · . Furthermore, fc is an
injective mapping because · is a quasigroup operation. Hence, |a/θ| ≤ |b/θ|.
Analogously, we obtain |b/θ| ≤ |a/θ|. If · has a neutral element in G, then we
call (G, ·) a loop. An algebra A is called an expanded quasigroup (loop) if it
has a quasigroup (loop) operation among its fundamental operations.
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We say that two algebras on the same domain are polynomially equiva-
lent if they have the same set of polynomials. One can show that every ﬁ-
nite expanded quasigroup is polynomially equivalent to an expanded loop, see
Proposition 2.1.
We restrict our investigation to the class of Mal’cev algebras. An algebra
A is called a Mal’cev algebra if it has a Mal’cev term. This is a term function
d : A3 → A such that d(x, y, y) = d(y, y, x) = x for all x, y ∈ A. In this
note, by d we shall always denote a Mal’cev term. All previously mentioned
classes of algebras: groups, rings, modules, expanded groups, quasigroups,
loops, expanded quasigroups, and expanded loops are Mal’cev algebras. All
these structures can be seen as expanded quasigroups (loops). Our goal is to
characterize all ﬁnite uniform Mal’cev algebras. The question is:
Is there any ﬁnite Mal’cev algebra that is uniform and not polynomially
equivalent to an expanded quasigroup (loop)?
The main result of this note is a partial answer to this question, given in
Theorem 4.3. Namely, we prove that each ﬁnite uniform Mal’cev algebra
with congruence lattice of height at most two is polynomially equivalent to an
expanded loop. In many cases, these algebras will be polynomially equivalent
to an expanded group.
2. Preliminaries
Proposition 2.1. Every ﬁnite expanded quasigroup is polynomially equivalent
to an expanded loop.
Proof. Let f be a binary quasigroup operation of an expanded quasigroup Q
and let a ∈ Q. We deﬁne a polynomial operation ϕ on Q such that ϕ(x) :=
f(x, a) for all x ∈ Q. Let |Q| = n for n ∈ N. Then ϕn! = idQ because ϕ is
a permutation on an n-element set. Now we deﬁne g : Q2 → Q by g(x, y) :=
f(ϕ(n!−1)(x), y) for all x, y ∈ Q. Then we have g(x, a) = ϕn!(x) = x. If we
deﬁne ψ on Q by ψ(y) := g(a, y), then ψ is a permutation of Q, and therefore
ψn! = idQ. Finally, we deﬁne h : Q
2 → Q by h(x, y) := g(x, ψ(n!−1)(y)) for all
x, y ∈ Q. Then h(a, y) = ψn!(y) = y for all y ∈ Q. Moreover, h(x, a) = g(x, a)
for all x ∈ Q because ψ(a) = a. Hence, h(x, a) = x for all x ∈ Q. One can
easily observe that h is a binary polynomial quasigroup operation on Q. The
neutral element with respect to h is a. 
The commutator [•, •] is a binary operation on the congruence lattice of an
algebra A (see [6, 12] for the explicit deﬁnition). If A is a Mal’cev algebra,
then for all α, β, γ, δ ∈ ConA, [•, •] satisﬁes the following properties:
(1) [α, β] ≤ α ∧ β;
(2) if α ≤ γ and β ≤ δ, then [α, β] ≤ [γ, δ];
(3) [α, β] = [β, α];
(4) [α ∨ β, γ] = [α, γ] ∨ [β, γ].
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The ﬁrst two properties are direct consequences of the deﬁnition of the com-
mutator. For the proof of the last two of these properties, see [2, Lemma 2.5].
In this note, we shall use these properties without explicit reference. We shall
call a congruence α of A abelian if [α, α] = 0. An algebra is nilpotent if the
lower central series
[1, 1], [[1, 1], 1], . . . , [· · · [[1, 1], 1], . . . , 1], . . .
collapses to zero, see [6, p. 47]. Notice that every abelian algebra is nilpotent.
An algebra A is TC-neutral if [α, β] = α ∧ β for all α, β ∈ ConA. One can
prove using the commutator properties that the last condition is equivalent
to [γ, γ] = γ for all γ ∈ ConA. In a Mal’cev algebra A, we call the largest
congruence γ with the property [β, γ] ≤ α the centralizer of β modulo α and
denote it by (α :β)A, [12, p. 252]. In [8], the condition (SC1) has been isolated
as an important condition for describing polynomials in a certain class of
algebras. By deﬁnition, a ﬁnite algebra A in a congruence modular variety
satisﬁes the condition (SC1) if in every subdirectly irreducible homomorphic
image B of A with monolith μ ∈ ConB, we have (0:μ)B ≤ μ.
In order to use the results of [8], we need the following concepts from Tame
Congruence Theory, [7]. In a ﬁnite algebra A with α, β ∈ ConA, UA(α, β) =
{f(A) | f ∈ Pol1A such that f(β) ⊆ α}, MA(α, β) is the set of all minimal
members of UA(α, β) with respect to set inclusion, and if α is a subcover of β,
typ〈α, β〉 denotes the type of A|U relative to 〈α|U , β|U 〉. Here,
A|U = (U, {h ∈ PolnA | n ∈ N, h(Un) ⊆ U}).
For details, we refer to [7].
The extended labelling of the prime quotient 〈α, β〉, according to [7, 8], is
(a) 3 if [β, β] = β;
(b) (2, k) if [β, β] = α.
In case (b), for each U ∈ MA(α, β), A|U is polynomially equivalent to a vector
space by [7, 8]. We deﬁne k to be the cardinality of the scalar ﬁeld of this
vector space.
In [8], the following new concept of polynomial completeness was intro-
duced. We call an algebra A weakly polynomially rich if all the functions
on A that preserve the congruence lattice and extended labellings of A are
polynomial functions of A.
The following special class of binary polynomials can be used to deﬁne
commutators in Mal’cev algebras, as it has been done in [3, Lemma 6.9].
Deﬁnition 2.2. Let A be an algebra. We call a binary polynomial f of A
absorbing at (a, b) ∈ A2 if f(a, y) = f(x, b) = f(a, b) for all x, y ∈ A.
Now we give a specialization of [3, Lemma 6.9] for binary commutators.
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Lemma 2.3 (cf. [3, Lemma 6.9]). Let A be a Mal’cev algebra and let α, β ∈
ConA. Then [α, β] is generated as a congruence by the set
R =
{
(c(b1, b2), c(a1, a2))
∣∣ b1, b2, a1, a2 ∈ A, a1 ≡ b1 (mod α),
a2 ≡ b2 (mod β), c ∈ Pol2A is absorbing at (a1, a2)
}
.
We denote the smallest congruence of an algebraA that contains (x, y) ∈ A2
by ΘA(x, y). Such a congruence we call a principal congruence. If α and β are
principal congruences of a Mal’cev algebra A, then the previous lemma can
be simpliﬁed.
Lemma 2.4 (cf. [3, Lemma 6.13]). Let A be a Mal’cev algebra and let α, β ∈
ConA be such that α = ΘA(u1, v1) and β = ΘA(u2, v2) for some u1, u2, v1, v2
in A. Then
[α, β] = {(c(v1, v2), c(u1, u2)) | c ∈ Pol2A is absorbing at (u1, u2)}.
As usual, for each congruence θ of an algebra A and each congruence pre-
serving n-ary function f on A for n ∈ N, we deﬁne an n-ary function f/θ on
A/θ by f/θ(x1/θ, . . . , xn/θ) := f(x1, . . . , xn)/θ for all x1/θ, . . . , xn/θ ∈ A/θ.
By A+ f , we denote the algebra obtained from an algebra A by adding a
new fundamental operation f on A.
Deﬁnition 2.5. Let θ be a proper non-trivial uniform equivalence relation on
a set A such that |A/θ| = m+1 and |a/θ| = n+1, for all a ∈ A. If we denote
the elements of A by aij , such that
aij ≡θ akl ⇐⇒ i = k, (2.1)
for all i, k ∈ {0, . . . ,m} and j, l ∈ {0, . . . , n}, we call such an enumeration a
θ-enumeration.
Furthermore, if
⊕ : {0, . . . ,m}2 → {0, . . . ,m} and +: {0, . . . , n}2 → {0, . . . , n},
then we deﬁne f⊕,+ : A2 → A by
f⊕,+(aij , akl) := ai⊕k,j+l, (2.2)
and call it an index deﬁned operation f⊕,+.
Let us observe that an index deﬁned operation f⊕,+ preserves θ for each θ-
enumeration aij and all binary operations⊕ on {0, . . . ,m} and + on {0, . . . , n}.
If a θ-enumeration aij has been made, then we shall always denote by I
the mapping that gives back the ﬁrst index of the element that represents an
equivalence class of the equivalence relation θ. More precisely, we deﬁne the
function I : A/θ → {0, . . . ,m} such that I(aij/θ) := i, where |A/θ| = m + 1.
It is not hard to check that I is a well-deﬁned bijection.
Deﬁnition 2.6. Let A be a ﬁnite set with a uniform equivalence relation
θ, 0 < θ < 1, and let aij be a θ-enumeration of the elements of A such that
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|A/θ| = m + 1 and |a/θ| = n + 1 for all a ∈ A. If + is a binary operation on
A/θ then a binary operation ⊕ : {0, . . . ,m}2 → {0, . . . ,m} deﬁned by i⊕ j :=
I(ai0/θ + aj0/θ), we call a (θ,+) corresponding ﬁrst index operation.
Corollary 2.7. Let A be a ﬁnite set with a uniform equivalence relation θ
with 0 < θ < 1, and let aij be a θ-enumeration of the elements of A such that
|A/θ| = m + 1 and |a/θ| = n + 1 for all a ∈ A. If + is a binary operation
on A/θ and ⊕ is the (θ,+) corresponding ﬁrst index operation, then I is an
isomorphism from (A/θ,+) to ({0, . . . ,m},⊕).
Proof. This follows directly from the deﬁnition of I and Deﬁnition 2.6. 
An algebra is aﬃne complete if all congruence preserving functions on the
domain are polynomials. We call an algebra functionally complete if all func-
tions on the domain are polynomials. The statements in the following propo-
sition are well known facts, but are also a consequence of [1, Proposition 5.2].
Proposition 2.8. Every ﬁnite TC-neutral Mal’cev algebra is aﬃne complete.
Especially, every ﬁnite simple non-abelian Mal’cev algebra is functionally com-
plete.
3. Expanded groups
In this section, we prove that every ﬁnite uniform Mal’cev algebra with
congruence lattice of height at most two is polynomially equivalent to an ex-
panded group except if the algebra is 2-nilpotent and its congruence lattice is
the three element chain.
Proposition 3.1. If A is a Mal’cev algebra with congruence lattice isomorphic
to Mi for i ≥ 3, then A is polynomially equivalent to an expanded group.
Proof. It is well known that in this case, A is abelian and therefore polynomi-
ally equivalent to a module over a ring. 
Proposition 3.2. If A be a ﬁnite simple Mal’cev algebra, then A is polyno-
mially equivalent to an expanded group.
Proof. If [1, 1] = 0, then A is polynomially equivalent to a module over a ring
and so the statement is true. If [1, 1] = 1, then A is TC-neutral. We deﬁne
any group operation on A. It is a polynomial of A by Proposition 2.8. 
We say that an algebra A has no skew congruences between congruences α
and β of A if γ = (γ∧α)∨(γ∧β) for all γ ∈ ConA such that α∧β ≤ γ ≤ α∨β.
Proposition 3.3. Let A be a ﬁnite Mal’cev algebra with congruence lattice
isomorphic to M2. Then A is polynomially equivalent to an expanded group.
Proof. Let θ, ϕ ∈ ConA\{0, 1}. Then A/θ and A/ϕ are simple algebras and
A ∼= A/θ ×A/ϕ. By Proposition 3.2, we know that there exist polynomials
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d1 and d2 such that d1/θ is a polynomial group operation of A/θ and d2/ϕ
is a polynomial group operation of A/ϕ. We deﬁne a binary operation f on
A/θ ×A/ϕ for all (x1/θ, y1/ϕ), (x2/θ, y2/ϕ) ∈ A/θ ×A/ϕ by
f((x1/θ, y1/ϕ), (x2/θ, y2/ϕ)) := (d1(x1, x2)/θ, d2(y1, y2)/ϕ).
Clearly, f is a group operation that preserves θ and ϕ such that f/θ = d1/θ
and f/ϕ = d2/ϕ. There are no skew congruences between θ and ϕ. Hence,
f is a polynomial of A, by [10, Theorem 1]. Therefore, we obtain that A is
polynomially equivalent to an expanded group. 
Now the only other possibility for the congruence lattice of a ﬁnite uni-
form Mal’cev algebra if it is of height at most two is the three element chain.
This case involves a bit more of work. We are going to show that the index
deﬁned operation is the desired polynomial group operation. Depending on
the behavior of the commutator operation, we choose operations on indexes in
appropriate way.
Proposition 3.4. Let A be a set with a uniform equivalence relation θ. Then
for every group operation + on A/θ, there exists a group operation on A that
preserves θ and induces + modulo θ.
Proof. Let m,n ∈ N be such that |A/θ| = m + 1 and |a/θ| = n + 1 for all
a ∈ A, and let aij be a θ-enumeration of the elements of A. Then for (θ,+)
corresponding ﬁrst index operation ⊕ on {0, . . . ,m} and each group operation ·
on {0, . . . , n}, the index deﬁned operation f⊕,· : A2 → A is a group operation
that preserves θ, because ⊕ is a group operation on {0, . . . ,m} by Corollary
2.7. Obviously, f⊕,· induces + modulo θ. 
Proposition 3.5. Let A be a ﬁnite uniform Mal’cev algebra with congruence
lattice {0, θ, 1}, where θ is non-abelian. Then A is polynomially equivalent to
an expanded group.
Proof. By Proposition 3.2, there exists a polynomial group operation + on
A/θ. By Proposition 3.4, there exists a group operation f on A that is com-
patible with θ and induces + modulo θ. Hence, by [10, Corollary 14], f is a
polynomial of A. 
Let θ be a uniform congruence of a ﬁnite Mal’cev algebra A. If aij is a
θ-enumeration of the elements of A, then for the sequel, we deﬁne the binary
operation +i on ai0/θ by aik+i ail := d(aik, ai0, ail), for all aik, ail ∈ ai0/θ and
for all i ∈ {0, . . . ,m}. If [θ, θ] = 0, then +i is a commutative group operation
on ai0/θ, by [12, p. 256].
To choose an appropriate operation on the second index in a θ-enumeration,
we need the following reﬁnement of θ-enumeration. We are going to use it in
Proposition 3.12, after we prove Lemma 3.9, 3.10, and 3.11 as important tools.
Deﬁnition 3.6. Let θ be a proper nontrivial uniform abelian congruence of
an algebra A such that |A/θ| = m+1 and |a/θ| = n+1 for all a ∈ A. Then we
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call a θ-enumeration aij of the elements of A a suitable θ-enumeration if for all
i, j ∈ {0, . . . ,m}, the function qij : ai0/θ → aj0/θ deﬁned by qij(aik) := ajk,
for all k ∈ {0, . . . , n}, is a polynomial isomorphism between groups (ai0/θ,+i)
and (aj0/θ,+j).
Lemma 3.7. A ﬁnite uniform Mal’cev algebra with minimal abelian congru-
ence θ admits a suitable θ-enumeration.
Proof. Let m,n ∈ N be such that |A/θ| = m + 1 and |a/θ| = n + 1 for all
a ∈ A. If {a00, . . . , am0} is a transversal of θ, we shall show that all other
elements of A can be denoted by aij , for i ∈ {0, . . . ,m} and j ∈ {1, . . . , n},
such that aij is a suitable θ-enumeration.
We deﬁne Rij := {p ∈ Pol1A | p(aj0) = ai0} for all i, j ∈ {0, . . . ,m}.
Let R be the set of all matrices [rij ](m+1)×(m+1), where rij ∈ Rij for all
i, j ∈ {0, . . . ,m}. Then R is a ring. If M is the direct product of the groups
(a00/θ,+0), . . . , (am0/θ,+m), then M is a simple module over the ring R, and
therefore R is a primitive ring, see [5, p. 150]. We know that the endomor-
phism ring D of M is a division ring by Schur’s lemma. Moreover, (ai0/θ,+i)
is a vector space overD, Rii is exactly the set of allD-linear transformations of
(ai0/θ,+i), and Rji is exactly the set of all D-linear transformations that map
(ai0/θ,+i) into (aj0/θ,+j), for all i, j ∈ {0, . . . ,m}, by [5, p. 151]. Since all θ-
classes are of the same ﬁnite cardinality, they are isomorphic as vector spaces.
Each vector space isomorphism from (ai0/θ,+i) to (aj0/θ,+j) is a linear trans-
formation and therefore a polynomial from Rji, for all i, j ∈ {0, . . . ,m}.
We denote the elements of a00/θ by a00, . . . , a0n. For all i ∈ {0, . . . ,m− 1},
we let pi ∈ Ri+1,i be an isomorphism from (ai0/θ,+i) to (ai+1,0/θ,+i+1).
Then we deﬁne ai+1,j := pi(aij) for all j ∈ {1, . . . , n}. Clearly, this is a
θ-enumeration. We deﬁne pm : am0/θ → a00/θ by pm(amj) := a0j for all
j ∈ {0, . . . , n}. Obviously, pm ◦ pm−1 ◦ · · · ◦ p0 is the identity mapping on
a00/θ and pm−1 ◦ · · · ◦ p0 ◦ pm is the identity mapping on am0/θ. Therefore,
pm is the inverse function of the isomorphism pm−1 ◦ · · · ◦ p0 from (a00/θ,+0)
to (am0/θ,+m). Hence, pm is an isomorphism and linear transformation from
(am0/θ,+m) to (a00/θ,+0). Then we know that pm ∈ R0m. Now, for a given




id, if i = j;
pj−1 ◦ · · · ◦ pi, if i < j;
pj−1 ◦ · · · ◦ p0 ◦ pm ◦ · · · ◦ pi, if i > j > 0;
pm ◦ · · · ◦ pi, if j = 0.
Therefore, aij is a suitable θ-enumeration. 
Proposition 3.8. Let A be a ﬁnite Mal’cev algebra and let f be a congruence-
preserving operation on A. If there is an 〈α, β〉-minimal set U in A such that
U is 〈α, β〉-minimal in A+f and A|U is polynomially equivalent to (A+f)|U ,
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then f preserves the extended labelling of the prime quotient 〈α, β〉 in the
congruence lattice of A.
Proof. Directly by the deﬁnition of the extended labelling. 
Lemma 3.9. Let A be a ﬁnite uniform Mal’cev algebra with congruence lattice
{0, θ, 1} such that [1, 1] = [1, θ] = θ. Then there exists a unary polynomial e
such that e(A) is contained in a single θ-class and e(θ) = 0A.
Proof. Since θ < 1 we have |A/θ| ≥ 2 and each θ class has at least two
elements, because θ is uniform and θ = 0. Let a, b ∈ A, u /∈ a/θ, and v ∈ b/θ
with v = b. Then we have ΘA(a, u) = 1 and ΘA(b, v) = θ. Using the
assumption [1, θ] = θ = 0, we obtain a binary absorbing polynomial at (a, b)
denoted by c such that c(u, v) = c(a, b), by Lemma 2.4. Then e ∈ Pol1A,
deﬁned by e(x) := c(u, x) for all x ∈ A, is nonconstant on b/θ, because
e(v) = c(u, v) = c(a, b) = c(u, b) = e(b).
We have c(a, x) ≡[1,1] c(a, b) because c(a, x) = c(a, b), and therefore we obtain
e(x) = c(u, x) ≡[1,1] c(u, b) = c(a, b) for all x ∈ A. Hence, the polynomial e
satisﬁes the conditions of the lemma. 
Lemma 3.10. Let A be a ﬁnite Mal’cev algebra with ConA = {0, θ, 1} such
that [1, 1] = 1, [1, θ] = θ, and [θ, θ] = 0. Then for each a ∈ A, there exists a
unary polynomial e such that e(A) ⊆ a/θ and e|a/θ = ida/θ.
Proof. Let a ∈ A and let M be a maximal subset of A such that a/θ ⊆ M and
(∃e ∈ Pol1A)(e|a/θ = id|a/θ ∧ e(M) ⊆ a/θ).
Let us suppose that M = A. Let e ∈ Pol1A be such that e|a/θ = id|a/θ
and e(M) ⊆ a/θ. Then there exists a u ∈ A such that u /∈ M and e(u) ∈
a/θ. We denote e(u) by v. Now we have u, v /∈ a/θ. Hence, we obtain
ΘA(u, a) = ΘA(v, a) = 1. Therefore, for each b ∈ v/θ, (b, a) ∈ 1 = [1, 1] =
[ΘA(u, a),ΘA(v, a)]. Hence, there exists an absorbing polynomial c that is
absorbing at (a, a), b = c(u, v), and a = c(a, a), by Lemma 2.4. We know that
(u, a) ∈ 1 = ΘA(v, a). Hence, we have p ∈ Pol1A such that p(v) = u and
p(a) = a. Now we deﬁne the polynomial q by q(x) := c(p(x), x) for all x ∈ A.
Then
q(v) = c(p(v), v) = c(u, v) = b ≡θ v. (3.1)
Furthermore, for all w ∈ a/θ, we have p(w) ∈ a/θ. Hence, c(p(w), w) ≡[θ,θ]
c(a, a) = a by Lemma 2.3. Using the assumption [θ, θ] = 0, we obtain
c(p(w), w) = a. Therefore, q(a/θ) = {a}. Now we deﬁne e′ ∈ Pol1A by
e′(x) := d(e(x), q(e(x)), a) for all x ∈ A. One can see that e′|a/θ = id|a/θ,
e′(M) = e(M) ⊆ a/θ, and e′(u) = d(e(u), q(e(u)), a) = d(v, q(v), a) ∈ a/θ,
using (3.1). Therefore, the formula
(∃e ∈ Pol1A)(e|a/θ = id|a/θ ∧ e(M ∪ {u}) ⊆ a/θ)
is true. This is a contradiction with the maximality of M . 
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Lemma 3.11. Let A be a ﬁnite uniform nonabelian Mal’cev algebra with
congruence lattice {0, θ, 1}. If θ is abelian but not central, then there exists a
〈0, θ〉-minimal set U that is contained in a single θ-class.
Proof. By the assumptions, we have [1, θ] = θ and [θ, θ] = 0. If [1, 1] = θ,
then by Lemma 3.9, there is an e ∈ Pol1A such that e(θ) = 0A and e(A) is
contained in a single θ-class. If [1, 1] = 1, then by Lemma 3.10, there is an
e ∈ Pol1A such that e(θ) = 0A and e(A) is contained in the single θ-class. The
statement of the Lemma follows now by the deﬁnition of minimal sets. 
Proposition 3.12. Let A be a uniform Mal’cev algebra with a minimal abelian
congruence θ such that |A/θ| = m+1 and |a/θ| = n+1 for all a ∈ A. Let aij
be a suitable θ-enumeration of the elements of A. We deﬁne the operation +
on {0, . . . , n} by
j + k = l iﬀ a0j +0 a0k = a0l, (3.2)
for all j, k, l ∈ {0, . . . , n}. Then + is a group operation on {0, . . . , n} and
aij +i aik = ai,j+k for all i ∈ {0, . . . ,m} and j, k ∈ {0, . . . , n}.
Proof. Obviously, + is a group operation on {0, . . . , n} because +0 is a group
operation. Since aij is a suitable θ-enumeration, there exists a polynomial
isomorphism qi0 : ai0/θ → a00/θ between groups (ai0/θ,+i) and (a00/θ,+0) for
all i ∈ {0, . . . ,m} such that qi0(aij) = a0j for all j ∈ {0, . . . , n}, by Deﬁnition
3.6. The statement is true for i = 0 by (3.2). Let us ﬁx i ∈ {1, . . . ,m}. Now
we obtain
aij +i aik = q0i(a0j) +i q0i(a0k) = q0i(a0j +0 a0k) = q0i(a0,j+k) = ai,j+k. 
Lemma 3.13. Let A be a ﬁnite uniform nonabelian Mal’cev algebra with
congruence lattice {0, θ, 1}. If θ is abelian but not central, then there exists a
θ-enumeration aij of the elements of A and a group operation + on the second
index set such that for all group operations ⊕ on the ﬁrst index set, the index
deﬁned operation f⊕,+ preserves the extended labelling of 〈0, θ〉.
Proof. Let m,n ∈ N be such that |A/θ| = m + 1 and |a/θ| = n + 1 for all
a ∈ A. According to Lemma 3.7, there is a suitable θ-enumeration aij of
the elements of A. By Deﬁnition 3.6, there exist polynomial isomorphisms qij
between groups (ai0/θ,+i) and (aj0/θ,+j) for all i, j ∈ {0, . . . ,m}, deﬁned by
qij(aik) = ajk for all k ∈ {0, . . . , n}. Let ⊕ be any group operation on the set
{0, . . . ,m} and let + be a group operation on the set {0, . . . , n} deﬁned as in
(3.2). We denote the index deﬁned operation f⊕,+ shortly by f .
By Lemma 3.11, there exists a 〈0, θ〉-minimal set U of A such that U ⊆ a/θ
for an a ∈ A. Then there exists a g ∈ Pol1A such that g is idempotent and
g(A) = U . Let us suppose that U is not 〈0, θ〉-minimal in A + f . Then
there exists a V  U such that V is 〈0, θ〉-minimal in A+ f . Hence, we have
h ∈ Pol1(A+ f) such that h(A) = V and h is idempotent. Now we obtain
V = h(V ) ⊆ h(U) ⊆ h(A) = V . Therefore, h(U) = V and (h ◦ g)(A) = V . We
shall prove that there exists a polynomial h′ of A such that h′(U) = h(U) by
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induction on the number of occurrences of f in the composition of fundamental
operations, constants, and projections that represent h. First, we suppose that
f occurs at least once in such a composition. Then there exist a p ∈ Pol1A
and p1, p2 ∈ Pol1(A + f) such that h = p(f(p1, p2)). Now (h ◦ g)(A) =
p(f(p1, p2))(g(A)) = p(f(p1, p2))(U). Next, we shall ﬁnd f
′ ∈ Pol2A such that
f ′(p1, p2)(U) = f(p1, p2)(U). We know that there exist i, k ∈ {0, . . . ,m} such
that p1(U) ⊆ ai0/θ and p2(U) ⊆ ak0/θ, because U ⊆ a/θ, and that p1 and
p2 preserve congruence θ because f preserves congruence θ. Now we deﬁne
f ′ ∈ Pol2A by
f ′(x, y) := d(qi,i⊕k(x), q0,i⊕k(a00), qk,i⊕k(y)),
for all x, y ∈ A. Let u ∈ U with p1(u) = aij and p2(u) = akl. Then using
Proposition 3.12, we have
f ′(p1(u), p2(u)) = f ′(aij , akl) = d(qi,i⊕k(aij), q0,i⊕k(a00), qk,i⊕k(akl))
= d(ai⊕k,j , ai⊕k,0, ai⊕k,l) = ai⊕k,j +i⊕k ai⊕k,l
= ai⊕k,j+l = f(aij , akl) = f(p1(u), p2(u)).
Hence, we have proved that f(p1, p2)(x) = f(p1(x), p2(x)) = f
′(p1(x), p2(x)) =
f ′(p1, p2)(x), for all x ∈ U . Obviously, the number of occurrences of f in
the composition of fundamental operations, constants, and projections that
represent p(f ′(p1, p2)) is smaller than the number of occurrences of f in the
composition of fundamental operations, constants, and projections that rep-
resent p(f(p1, p2)). By the induction hypothesis, there exists an h
′ ∈ Pol1A
such that (h′ ◦ g)(A) = h′(U) = h(U) = V . This contradicts the minimality
of U because h′ ◦ g ∈ Pol1A. Therefore, U is a 〈0, θ〉-minimal set of A + f .
In the same way, we prove that A|U is polynomially equivalent to (A+ f)|U .
Using Proposition 3.8, we obtain that f preserves the extended labelling of
〈0, θ〉. 
Lemma 3.14. Let A be a ﬁnite Mal’cev algebra with the unique nontrivial
proper congruence θ. If an operation f on A is congruence preserving and
f/θ ∈ Pol(A/θ), then f preserves the extended labelling of the prime quotient
〈θ, 1〉.
Proof. Since f/θ ∈ Pol(A/θ), we obtain Pol((A+ f)/θ) = Pol(A/θ). There-
fore, the extended labelling of 〈0, 1〉 in A/θ is the same as the extended la-
belling of 〈0, 1〉 in (A + f)/θ. We know that the extended labelling of 〈θ, 1〉
in A is the same as the extended labelling of 〈0, 1〉 in A/θ, see [7, Lemma
2.18]. Hence, the extended labelling of 〈0, 1〉 in (A + f)/θ is the same as the
extended labelling of 〈θ, 1〉 in A+ f . Therefore, we obtain the statement. 
Lemma 3.15. Let A be a ﬁnite uniform Mal’cev algebra with congruence
lattice {0, θ, 1}. If [1, 1] ≥ θ, [1, θ] = θ and [θ, θ] = 0, then A is polynomially
equivalent to an expanded group.
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Proof. Let m,n ∈ N be such that |A/θ| = m + 1 and |a/θ| = n + 1 for all
a ∈ A. There is a suitable θ-enumeration aij of the elements of A by Lemma
3.7 because [θ, θ] = 0. We know that there exists a polynomial group operation
+ on the set A/θ by Proposition 3.2 because A/θ is simple. Now we take the
(θ,+) corresponding ﬁrst index binary operation ⊕ on {0, . . . ,m}. We know
that ⊕ is a group operation by Corollary 2.7. We deﬁne + on {0, . . . , n} as in
(3.2).
Finally, the index deﬁned operation f⊕,+ we denote shortly by f . Obvi-
ously, f is a congruence preserving group operation on A. We notice that A
satisﬁes (0 :θ) ≤ θ and therefore, the (SC1)-property. Hence, A is weakly poly-
nomially rich by [8, Theorem 24, Theorem 31]. Therefore, f is a polynomial if
it preserves the extended labelling. First, we notice that f/θ is a polynomial
of A/θ using Proposition 3.4. Hence, f preserves the extended labelling of
〈θ, 1〉 by Lemma 3.14. In Lemma 3.13, we have proved that f preserves the
extended labelling of 〈0, θ〉. 
Proposition 3.16. Let A be a ﬁnite Mal’cev algebra such that [1, 1] = 1. If
there exists a coatom θ in the congruence lattice of A such that [θ, 1] = 0, then
A is polynomially equivalent to an expanded group.
Proof. Let T be a transversal of A through the classes modulo θ. Let · be
any group operation on T with neutral element o ∈ T . To make the notation
simpler, we introduce x +o y := d(x, o, y) and x −o y := d(x, y, o), for all
x, y ∈ A. We extend · to A by
x1 · x2 := ((x1 −o t1) +o (x2 −o t2)) +o t1 · t2
for all x1, x2 ∈ A and t1, t2 ∈ T such that x1 ≡θ t1 and x2 ≡θ t2. Then · is a
polynomial operation of A by [2, Theorem 3.3].
We have (x +o y) +o z = x +o (y +o z) for all x, y, z ∈ o/θ, using the fact
[θ, θ] = 0 and [2, Proposition 2.6]. Therefore, one can show that (x1 ·x2) ·x3 =
x1 · (x2 · x3) for all x1, x2, x3 ∈ A by [2, Proposition 2.7(4)].
Let a, b ∈ A. We prove that there is a solution of the equation xa = b.
Let t2, t ∈ T be such that a ≡θ t2 and b ≡θ t. We know that there exists a
unique t1 ∈ T such that t1 · t2 = t. Now we have to ﬁnd x ≡θ t1 such that
((x−o t1)+o (a−o t2))+o t = b. We prove that x = ((b−o t)−o (a−o t2))+o t1
is a solution of the last equation. We substitute ((b −o t) −o (a −o t2)) +o t1
for x and use [2, Proposition 2.7] several times to calculate
(((








((b−o t)−o (a−o t2)) +o (a−o t2)
)
+o t since (b−o t)−o (a−o t2) ≡θ o
= (b−o t) +o t since (b−o t) ≡θ (a−o t2)
= b since b ≡θ t.
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Similarly, one can obtain that for all a, b ∈ A, the equation ax = b has a
solution. Hence, · is a group operation and A is polynomially equivalent to an
expanded group. 
4. Expanded loops
Proposition 4.1. Let A be a nilpotent Mal’cev algebra. Then A is polyno-
mially equivalent to an expanded loop.
Proof. We know that D(x, y, z) := d(z, y, x), for all x, y, z ∈ A, is also a
Mal’cev term of A. Therefore, the functions x → d(x, b, c) and y → D(y, b, a)
are bijective for all b, c ∈ A, by [6, Corollary 7.4]. Hence, y → d(a, b, y) is
bijective for all a, b ∈ A. Now the operation (x, y) → d(x, o, y) is a quasigroup
operation with the neutral element o. 
Theorem 4.2. Let A be a ﬁnite uniform Mal’cev algebra with congruence
lattice {0, θ, 1}. Then A is polynomially equivalent to an expanded loop.
Proof. We analyze the value of the commutator [1, 1] on the congruence lattice
of A.
The case [1, 1] = 0: Then A is abelian. In this case, A is polynomially
equivalent to a module over a ring. Hence, we obtain the statement.
The case [1, 1] = 1: There are two subcases.
[1, θ] = 0 : The statement follows from the Proposition 3.16.
[1, θ] = θ : If [θ, θ] = 0, then we use Lemma 3.15. If [θ, θ] = θ, then θ is
non-abelian. Proposition 3.5 yields the statement.
The case [1, 1] = θ: There are two subcases.
[1, θ] = 0 : Then [1, [1, 1]] = 0, and therefore A is nilpotent. We obtain the
statement by Proposition 4.1.
[1, θ] = θ : If [θ, θ] = θ, then θ is non-abelian and we use Proposition 3.5. If
[θ, θ] = 0, then we use Lemma 3.15. 
Theorem 4.3. Let A be a ﬁnite uniform Mal’cev algebra with congruence
lattice of height at most 2. Then A is polynomially equivalent to an expanded
loop.
Proof. First, let A be simple. Then A is polynomially equivalent to an ex-
panded group, by Proposition 3.2. For nonsimple Mal’cev algebras, the con-
gruence lattice of height two can be:
(1) the three element chain; then we obtain the statement by Theorem 4.2.
(2) isomorphic to M2; then we obtain the statement by Proposition 3.3.
(3) isomorphic to Mi for i ≥ 3; then we obtain the statement by Proposi-
tion 3.1. 
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