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Resumen. Se estudia la existencia y unicidad de soluciones para problemas
de valor en la frontera asociadas a ecuaciones diferenciales de funciones con
valores en intervalos, usando la derivada de Hukuhara y algunos teoremas de
punto fijo de funciones débilmente contractivas definidas en conjuntos par-
cialmente ordenados.
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An application of weakly contractive mappings to
boundary value problems of interval-valued functions
Abstract. We study the existence and uniqueness of solutions for boundary
value problems associated to differential equations of interval-valued func-
tions, by using the derivative of Hukuhara and some fixed point theorems for
weakly contractive mappings defined on partially ordered sets.
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1. Introducción
Durante los últimos años, el análisis multívoco ha venido desarrollándose de forma sor-
prendente debido a la importancia inherente que posee, tanto en el campo teórico co-
mo también en las diversas aplicaciones, que están motivadas, principalmente, por la
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como un intento de manipular el intervalo de incertidumbre que aparece en muchos mo-
delos matemáticos o computacionales de algunos fenómenos determinísticos del mundo
real, resolviendo de esta manera varios inconvenientes que se presentan en el modela-
do matemático a través de la teoría clásica de ecuaciones diferenciales ordinarias, como
por ejemplo en problemas de naturaleza difusa o problemas de tipo no determinístico
[7, 10, 11, 14, 15, 19]. Los primeros trabajos en este campo corresponden a las mono-
grafías de Moore [12, 13]. Dentro del análisis de funciones con valores en intervalos están
las ecuaciones diferenciales de funciones con valores en intervalos, y con ellas, los proble-
mas de valor en la frontera asociados a este tipo de ecuaciones, los cuales serán objeto de
estudio en este artículo. En términos generales, un problema de valor en la frontera en el
contexto de las funciones con valores en intervalos, asociado a una ecuación diferencial
ordinaria de primer orden, consiste en encontrar una aplicación X definida en un inter-
valo J de números reales, con valores en el espacio de todos los subconjuntos no vacíos,
compactos y convexos de R, denotado por K1c , tal que
{
X ′(t) = F (t,X(t)),
X(t0) = X(T ),
(1)




c es una función con valores
en intervalos y la derivada X ′(t) de la función incógnita X(t) se considera en el sentido
de la H-diferenciabilidad.
Estudiar un problema asociado a ecuaciones diferenciales implica investigar la existencia
y unicidad de solución a ese problema, que en muchos casos no es posible garantizar. En
el contexto clásico, se han obtenido diversos resultados de existencia y unicidad usando
diferentes técnicas para encontrar su solución, destacando principalmente la técnica de
punto fijo, la cual resulta ser una herramienta muy útil y que va muy de la mano con el
desarrollo inherente de las ecuaciones diferenciales bajo diferentes tipos de condiciones.
Recientemente, en [8, 16, 17] se han obtenido resultados de existencia y unicidad de solu-
ción a problemas de valor en la frontera en el contexto clásico usando algunos resultados
de punto fijo más generales que el Teorema clásico de punto fijo de Banach. Así, el interés
del presente artículo está enfocado hacia el estudio de la existencia y unicidad de proble-
mas de valor en la frontera asociados a ecuaciones diferenciales de funciones con valores
en intervalos, usando, en lugar del Teorema clásico de punto fijo de Banach, algunos resul-
tados de punto fijo, establecidos en [8], sobre funciones débilmente contractivas definidas
sobre conjuntos parcialmente ordenados (ver también [6, 20]).
Este artículo está organizado como sigue: En la Sección 2 se dan algunos preliminares
sobre la H-derivada y la integral en el contexto multívoco, los cuales serán necesarios
para el estudio de problemas de valor en la frontera asociado a ecuaciones diferenciales
de funciones con valores en intervalos. En la Sección 3 se presentan algunos resultados de
punto fijo de funciones débilmente contractivas sobre conjuntos parcialmente ordenados.
Y finalmente, en la Sección 4 se prueba un resultado sobre la existencia y unicidad de
solución a un problema de valor en la frontera asociado a una ecuación diferencial de una
función con valores en intervalos.
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2. Derivada de Hukuhara e integración multívoca
Se denota por Knc el espacio de todos los subconjuntos no vacíos, compactos y convexos
del espacio euclidiano n-dimensional Rn. Si A,B ∈ Knc y || · || denota la norma euclidiana
en Rn, la métrica de Hausdorff dH sobre K
n














Para A,B ∈ Knc y λ ∈ R, las siguientes operaciones son conocidas como operaciones
Minkowski:
A+B = {a+ b | a ∈ A, b ∈ B} y λA = {λa | a ∈ A} . (2)
La pareja (Knc , dH) es un espacio métrico completo (cf. [18]); además la métrica dH verifica
las siguientes propiedades para cualesquiera A,B,C,D ∈ Knc , λ ∈ R: (i) dH (λA, λB) =
|λ|dH (A,B); (ii) dH (A+B,C +D) ≤ dH (A,C)+dH (B,D); (iii) dH (A+ C,B + C) =
dH (A,B) . Es conocido que en K
n
c , en general, A + (−A) �= {0}, donde −A = (−1)A =
{−a | a ∈ A}, y así Knc no es un espacio lineal. Con el fin de superar esta dificultad han
sido propuestas algunas alternativas. De hecho, en [9] fue introducida la diferencia de
Hukuhara (o H-diferencia). Si A,B ∈ Knc , la H-diferencia entre A y B, denotada por
A⊖H B, es definida como
A⊖H B = C ⇐⇒ A = B + C. (3)
Con esta definición se obtienen algunas propiedades de K1c , que resumimos en la siguiente
proposición.
Proposición 2.1 ([9]). Sean A,B,C ∈ K1c y λ, β ∈ R. Entonces,
(i) A⊖H A = {0}.
(ii) (A+B)⊖H B = A.
(iii) Si A⊖H B = C existe, C es único.
(iv) A = A + (B ⊖H B) = (A ⊖H B) + B, si len(A) ≥ len(B) (aquí, len(A) denota la
longitud del intervalo A).
(v) Si β ≤ λ, (λ− β)A = λA⊖H βA.
(vi) β(A⊖H B) = βA⊖H βB siempre que A⊖H B exista.
(vii) Si len(B) ≤ len(A), entonces dH(A⊖H B, {0}) = dH(A,B).
Sobre Knc , se define el orden parcial dado por la inclusión de conjuntos, el cual se denota
por �. Además, se denota por C(J,Knc ) el conjunto de todas las multifunciones F : J −→
Knc continuas, y se considera sobre este espacio el orden parcial definido por
F � G⇐⇒ F (t) � G(t), ∀t ∈ J y ∀F,G ∈ C(J,Knc ). (4)
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Con este orden se tiene que cualquier par de elementos de los espacios (Knc ,�) y
(C(J,Knc ),�) tiene siempre una cota superior. Por otro lado, considerando la métrica
DH sobre C(J,K
n
c ), definida por
DH(F,G) = sup
t∈J
dH(F (t), G(t)), F,G ∈ C(J,K
n
c ), (5)
se cumple que (C(J,Knc ), DH) es un espacio métrico completo [5].
Definición 2.2 ([4]). Una multifunción F : (a, b)→ Knc es diferenciable según Hukuhara
(ó H-diferenciable) en t0 ∈ (a, b), si existen F
′ (t0) ∈ K
n
c , F (t0 + h)⊖HF (t0) y F (t0)⊖H
F (t0 − h) tales que
l´ım
h→0+




F (t0)⊖H F (t0 − h)
h
existen y son iguales a F ′(t0). Aquí, el límite se toma en el espacio (K
n
c , dH) .
Lema 2.3. Sea X : (0, T ) −→ K1c una multifunción H-diferenciable; entonces, para λ > 0
se cumple que (
eλtX(t)
)′
= eλtX ′(t) + λeλtX(t).
Demostración. Sea F : (0, T ) −→ K1c la multifunción definida por F (t) = e
λtX(t). Nótese
que la diferencia F (t + h) ⊖H F (t) existe puesto que len(F (t + h)) > len(F (t)). Por lo
tanto, usando las propiedades (iv), (v) y (vi) de la Proposición 2.1 se sigue que










































−→ eλtX ′(t) + λeλtX(t),
donde el límite se toma en el espacio (K1c , dH). De igual manera, nótese que la diferencia
F (t)⊖H F (t− h) existe, puesto que len(F (t)) > len(F (t− h)). Por lo tanto,
F (t)⊖H F (t− h)
h
h→0
−→ eλtX ′(t) + λeλtX(t),
donde el límite se toma en el espacio (K1c , dH). Así, F
′(t) = eλtX ′(t) + λeλtX(t). 
Por otro lado, la integral de una multifunción F : (a, b) −→ Knc se define como el conjunto
∫ b
a
F (t) dt =
{∫ b
a
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Así, se dice que la multifunción F es integrable si el conjunto dado en (6) es distinto de
vacío. Además, Kaleva en [10] mostró que si F : (a, b) −→ K1c es una función con valores
en intervalos H-diferenciable y si F ′ es integrable sobre (a, b), se sigue que
F (t) = F (a) +
∫ t
a
F (s)ds, ∀t ∈ (a, b). (7)
El siguiente teorema resume algunas propiedades de la integral de multifunciones.




























d∞(F (t), G(t)) dt;
(v) Si F � G y F,G son continuas, entonces
∫ b
a




3. Algunos resultados de punto fijo de funciones débilmente con-
tractivas no decrecientes
En [8] se obtuvieron algunos resultados de punto fijo de funciones débilmente contrac-
tivas sobre espacios métricos completos, que luego fueron aplicados al estudio de exis-
tencia y unicidad de soluciones a ecuaciones diferenciales ordinarias de primer orden con
condiciones de frontera de tipo periódico. En esta sección presentamos algunos de esos
resultados.
Definición 3.1. Una función de distancia alternante (o “altering distance”) es una función
ψ : [0,∞)→ [0,∞) tal que:
(i) ψ es continua y no decreciente (con el orden usual en [0,∞)).
(ii) ψ(t) = 0 si y sólo si t = 0.
Definición 3.2 ([8]). Sean (X, d) un espacio métrico y f : X → X una función. Se dice
que f es débilmente contractiva si
ψ(d(f(x), f(y))) ≤ ψ(d(x, y)) − φ(d(x, y)), ∀x, y ∈ X, (8)
donde ψ, φ son funciones de distancia alternante.
Sean (X,≤) un conjunto parcialmente ordenado y f : X −→ X una función. Decimos
que f es monótona no decreciente si para cualesquiera x, y ∈ X con x ≤ y se cumple
que f(x) ≤ f(y). La función f es monótona no creciente si para cualesquiera x, y ∈ X
con x ≤ y se cumple que f(x) ≥ f(y). A continuación se muestran algunos resultados de
punto fijo obtenidos en [8], donde la función f no es necesariamente continua.
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Teorema 3.3 ([8]). Sea (X,≤) un conjunto parcialmente ordenado y supóngase que existe
una métrica d en X tal que (X, d) es un espacio métrico completo. Sea f : X −→ X una
función monótona no decreciente tal que
ψ(d(f(x), f(y))) ≤ ψ(d(x, y)) − φ(d(x, y)), para x ≥ y, (9)
para algunas funciones de distancia alternante ψ y φ. Supóngase que X verifica que si
una sucesión no decreciente (xk)k∈N es convergente a x ∈ X, entonces xk ≤ x para todo
k ∈ N, o que f sea continua. Si existe x0 ∈ X tal que x0 ≤ f(x0), entonces f tiene un
punto fijo.
El próximo teorema garantiza la existencia y unicidad de un punto fijo y la convergencia
global del método de aproximaciones sucesivas; esto es, si (X,≤) es un conjunto parcial-
mente ordenado y f : X −→ X es una función, la sucesión (fk(x))k∈N converge al punto
fijo de f para todo x ∈ X .
Teorema 3.4 ([8]). Bajo las hipótesis del Teorema 3.3, si toda pareja de elementos de X
tiene una cota superior o una cota inferior, f tiene un único punto fijo. Además, si x es
el punto fijo de f , entonces para todo x ∈ X se cumple que l´ım
k→∞
fk(x) = x.
4. Problemas de valor en la frontera en el contexto multívoco
Considere el siguiente problema de valor en la frontera en el contexto de las funciones
con valores en intervalos:
{
X ′(t) = F (t,X(t)), t ∈ J = [0, T ],
X(0) = X(T ),
(10)
donde la derivada X ′ es considerada en el sentido de la H-derivada y la función con
valores en intervalos F : J ×K1c −→ K
1
c es continua. Se denota por C
1(J,K1c) el conjunto
de todas las multifunciones continuas F : J −→ K1c con derivada continua. Se dice que
una función con valores en intervalos X ∈ C1(J,K1c) es solución para el Problema 10, si
ella verifica (10).
Este problema ha sido abordado en la literatura por diferentes autores en el contexto de
las ecuaciones diferenciales ordinarias, usando diferentes resultados de punto fijo con el
fin de garantizar existencia y unicidad de solución. Por ejemplo, en [16, 17] se estudiaron
problemas de valor en la frontera en el contexto de las ecuaciones diferenciales ordinarias
usando algunas generalizaciones del Teorema clásico de punto fijo de Banach, y reciente-
mente, en [8] se han resuelto este tipo de problemas a través de resultados de punto fijo
de funciones débilmente contractivas.
Lema 4.1. Una función con valores en intervalos X ∈ C1(J,K1c) es solución para el




G(t, s) (F (s,X(s)) + λX(s)) ds, (11)
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, si 0 ≤ s < t ≤ T,
eλ(s−t)
eλT − 1
, si 0 ≤ t < s ≤ T.
Demostración. Supóngase primero que la función con valores en intervalosX ∈ C1(J,K1c)
es solución para el Problema 10. Entonces
X ′(t) = F (t,X(t)) y X(0) = X(T ), (12)
con F : J ×K1c −→ K
1
c continua. El Problema 12 es equivalente al Problema
eλtX ′(t) + λeλtX(t) = eλt (F (t,X(t)) + λX(t)) , X(0) = X(T ). (13)




= eλt (F (t,X(t)) + λX(t)).
Luego, en vista de (7), se sigue que eλtX(t) = X(0)+
� t
0
eλs (F (s,X(s)) + λX(s)) ds con
X(0) = X(T ).






























G(t, s) (F (s,X(s)) + λX(s)) ds.
Ahora, supóngase que X ∈ C1(J,K1c) verifica (11); entonces, al multiplicar por




eλ(T+s) (F (s,X(s)) + λX(s)) ds+
� T
t
eλs (F (s,X(s)) + λX(s)) ds.
Por lo tanto, derivando término a término se obtiene lo siguiente:
(eλT − 1)eλt(λX(t) +X ′(t)) = eλ(T+t) (F (t,X(t)) + λX(t))⊖H (e
λt (F (t,X(t)) + λX(t))
= (eλT − 1)eλt (F (t,X(t)) + λX(t)) .
Realizando algunas simplificaciones se tiene que X ′(t) + λX(t) = F (t,X(t)) + λX(t), y






(F (s,X(s)) + λX(s)) ds = X(T ).
Por consiguiente, X es solución al Problema 10. 
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Definición 4.2. Se dice que una función con valores en intervalos µ ∈ C1(J,K1c) es una
solución inferior para el Problema 10, si para t ∈ J se cumple que
µ′(t) � F (t, µ(t)), µ(0) � µ(T ).
El principal resultado sobre la existencia y unicidad de soluciones para problemas de valor
en la frontera en el contexto de las funciones con valores en intervalos que obtuvimos es
el siguiente Teorema.
Teorema 4.3. Sea F : J × K1c −→ K
1
c una función con valores en intervalos continua y
no decreciente en la segunda variable, es decir,
F (t,X) � F (t, Y ) siempre que X � Y.
Supóngase que existen λ > 0 y γ > 0, con γ < λ, tales que para cualesquiera X,Y ∈ K1c
con X � Y se tiene que
−γ(Y ⊖H X) � (F (t, Y ) + λY )⊖H (F (t,X) + λX) . (14)
Si el Problema 10 tiene una solución inferior, entonces el Problema 10 posee una única
solución.













si 0 ≤ s < t ≤ T,
eλ(s−t)
eλT − 1
si 0 ≤ t < s ≤ T.






G(t, s) (F (s,X(s)) + λX(s)) ds. (16)
Nótese que si X ∈ C(J,K1c) es un punto fijo de A, X ∈ C
1(J,K1c) es una solución del
Problema 10. Así, bastaría probar que el operador A tiene un único punto fijo verificando
todas las hipótesis del Teorema 3.4. Para ello, se muestra primero que el operador A es
no decreciente. Como F es una función con valores en intervalos no decreciente en la








G(t, s) (F (s, Y (s)) + λY (s)) ds = [AY ](t).
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Luego AX � AY siempre que X � Y . Por otro lado, por el Teorema 2.4, por la Proposi-
ción 2.1 y para Y � X , se tiene que
DH(AY,AX) = sup
t∈J















G(t, s)γdH (X(s)⊖H Y (s), {0})ds






































DH (X,Y ) .





t, entonces φ es continua, no
decreciente y se verifica que φ(t) = 0 si y sólo si t = 0. Así, φ es una función de distancia
alternante, y por tanto, al tomar la función de distancia alternante ψ(t) = t se sigue que
ψ(DH(AX,AY )) ≤ ψ(DH (X,Y ))− φ (DH (X,Y )) , para Y � X.
Finalmente, sea µ una solución inferior para el Problema 10; entonces para t ∈ J se
sigue que µ′(t)+λµ(t) � F (t, µ(t))+λµ(t). Luego, multiplicando por eλt, se obtiene que
(eλtµ(t))′ � eλt (F (t, µ(t)) + λµ(t)), y así, encontramos que
eλtµ(t) � µ(0) +
∫ t
0
eλs (F (s, µ(s)) + λµ(s)) ds, para t ∈ J, (17)
lo cual implica que eλTµ(0) � eλTµ(T ) � µ(0) +
∫ t
0 e







(F (s, µ(s)) + λµ(s)) ds. (18)











(F (s, µ(s)) + λµ(s)) ds,











(F (s, µ(s)) + λµ(s)) ds





G(t, s) (F (s, µ(s)) + λµ(s)) ds = [Aµ](t).
Por lo tanto, µ � Aµ. De ahí que el operador A verifica todas las hipótesis del Teorema
3.4, y por consiguiente, el operador A tiene un único punto fijo. 
Ejemplo 4.4. Considere el siguiente problema de valor en la frontera en el contexto de
las funciones con valores en intervalos:
{
X ′(t) = βX(t), t ∈ J = [0, T ],
X(0) = X(T ),
(19)
para algún β > 0. En este caso, la función F : J × K1c −→ K
1
c es dada por F (t,X(t)) =
βX(t). Nótese que si X(t) � Y (t) se tiene que F (t,X(t)) = βX(t) = βY (t) = F (t, Y (t)),
así F es no decreciente. Además, nótese que (F (t, Y ) + λY ) ⊖H (F (t,X) + λX) =
(β + λ) (X(t)⊖H Y (t)) � −γ (X(t)⊖H Y (t)), para algún γ > 0. Así, F verifica las condi-
ciones del Teorema 4.3 y el Problema 19 tiene una única solución.
5. Conclusiones
Se estudia el problema de existencia y unicidad de solución para un problema de valor
de frontera asociado a una EDO con valores en intervalos, y se obtiene un teorema
de existencia y unicidad de solución a través del uso de resultados de punto fijo para
aplicaciones débilmente contractivas, donde el análisis diferencial se aborda en el sentido
de la derivada clásica de Hukuhara.
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