Abstract -The current retrieval methods are essentially based on the string-matching approach lacking of semantic information and can't understand the user's query intent and interest very well. These methods do regard as the personalization of the users. Semantic retrieval techniques are performed by interpreting the semantic of keywords. Using the text summarization allows a user to get a sense of the content of a full-text, or to know its information content, without reading all sentences within the full-text.
INTRODUCTION
Internet access, such as World Wide Web (WWW), has made document retrieval increasingly demanding as collection and searching of documents has become an integral part of many people's lives. Accuracy and speed are two key measurements of effective retrieval methodologies. Existing document retrieval systems use statistical methods [1] and natural language processing (NLP) [2] approaches combined with different document representation and query structures. Document retrieval [3] has created many interests in the information retrieval (IR) community. Document retrieval refers to finding similar documents for a given user's query. A user's query can be ranged from a full description of a document to a few keywords. Most of the extensively used retrieval approaches are keywords based searching methods, e.g., www.google.com, in which untrained users provide a few keywords to the search engine finding the relevant documents in a returned list [4] . Another type of document retrieval is to use a query context by using language modeling, to integrate several contextual factors so that document ranking will be adapted to the specific query contexts [5] . Using an entire document as a query performs well in improving retrieval accuracy, but it is more computationally demanding compared with the keywords based method [6] .
The effectiveness of processes models based on keywords is limited by the phenomenon known as "keywords barrier", i.e., the internal representation of an information item by a set of words extracted from texts through statistical and / or syntactic techniques does not allow a considerable improvement of the effectiveness of IR systems and, in particular, the precision of their results. These limitations have stimulated the development of several techniques trying to extract meaning from texts, such as semantic analysis [7] to obtain more accurate internal representations of information items. However, there is a lack of semantic retrieval process models providing appropriate abstraction representations of the activities, products and techniques involved in such retrieval processes [8] .
Several IR process models, such the Boolean [9] , the vector space [10] and the probabilistic models [11] have been proposed to cover the activities and technical user queries as well as storage and retrieval of information items from unstructured sources. Classic models represent the documents with a set of keywords extracted from text and propose different approaches to retrieval and presentation of retrieved information items sorted according to their relevance.
Some of the reasons that the classical IR approaches tend to be less effective as the web evolves can be identified as follows:
Content of the current web is created using natural language and HTML is a formatting language which is used to render presentation to human. The content of the web pages are not understandable with agents.
 Classical IR models are based on the computation of words or word occurrence which is a semantically imprecise calculus. www.ijacsa.thesai.org  The metadata is not available with the current web resources and there is no such a standard for creating the metadata.  Interoperability and reusability of the web content is difficult due to heterogeneity of the web contents. Personalized Semantic retrieval and summarization architecture aims at improving the conventional IR which is based on semantic Web technology. The personalized semantic enhanced retrieval and summarization framework is proposed that meets our objectives. The work begins with an overview of the research and then provides a comprehensive literature review on the related research topics. In particular, we conducted a selected study on the existing semantic IR systems and provide a detailed survey. More importantly, we suggest some improvements after the study of the existing systems. The idea also outlines our methodology towards designing a personalized semantic IR system.
II. BASIC CONCEPTS

A. Semantic Web
The Semantic Web [12] is a Web-based technology that extends XML by providing the means to define ontologies; the definition of objects and relationships between them. This allows machines to make intelligent inferences about objects across the Web. This allows intelligent agents [13] embodying knowledge about certain aspects of software development (much of it may be organization-specific) to make intelligent inferences that can be used as the basis for improved decisionmaking on software development processes, and usability issues. In addition, the semantic web is an approach to facilitate communication by making the web suitable for machine-tomachine communication [14] . It can be used to encode meaning and complex relationships in web pages. A major challenge for the emerging semantic-web field is to capture the knowledge required and structure it in a format that can be processed automatically (e.g., by agents).
Informally, ontology [15] of a certain domain is about terminology (domain vocabulary), all essential concepts in the domain, their classification, their taxonomy, their relations (including all important hierarchies and constraints), and domain axioms. More formally, to someone who wants to discuss about topics in a domain using a language, ontology provides a catalogue of the types of things assumed to exist in a domain; the types in the ontology are represented in terms of the concepts, relations, and predicates of language.
WordNet
WordNet [16, 17] has been used in several capacities to improve the performance of IR systems. WordNet can be used to solve the research problems in IR.
To overcome the weaknesses of term-based representation that is found in the conventional IR approaches, an ontologybased representation has been recently proposed [18] , which exploits the hierarchical is-a relation among concepts, i.e., the meanings of words. For example, to describe with a term-based representation documents containing the three words: "animal", "dog", and "cat" a vector of three elements is needed; with an ontology-based representation, since "animal" subsumes both "dog" and "cat", it is possible to use a vector with only two elements, related to the "dog" and "cat" concepts, that can also implicitly contain the information given by the presence of the "animal" concept. Moreover, by defining an ontology base, which is a set of independent concepts that covers the whole ontology, an ontology-based representation allows the system to use fixed-size document vectors, consisting of one component per base concept.
In the text representation, the terms are replaced by their associated concepts in WordNet [19] . In the pretreatment phase, it firstly convert uppercase characters into lowercase characters and then eliminate from text punctuation marks and stop words such as: are, that, what, do. This representation requires two more stages: a) the "mapping" of terms into concepts and the choice of the "merging" strategy, and b) the application of a disambiguation strategy. The first stage is shown in example, as found in figure 1 , is about mapping the two terms government and politics into the concept government (the frequencies of these two terms are thus cumulated). Then, among the three "merging" strategies offered by the conceptual approach ("To add concept", "To replace terms by concepts" and "concept only"), the strategy "concept only" can be chosen, where the vector of terms is replaced by the corresponding vector of concepts (excluding the terms which do not appear in WordNet).
Voorhees [20] suggested that WordNet can be used in IR for query expansion. Query expansion is considered to be one of the techniques that can be used to improve the retrieval performance of short queries. Most of the indexing and retrieval methods are based on statistical methods; short queries posed challenges to this model due to the limited amount of information that can be gathered during its processing. In expanding the query, Voorhees suggested using of synonyms, hypernyms, hyponyms, and their combinations. The results showed that using of synonyms, hypernyms, and hyponyms are significant in the retrieval performance for short queries, but little improvement when they are applied to the long query. 
B. Personalization
The goal of personalization [21] is to endow software systems with the capability to change (adapt) aspects of their functionality, appearance or both at runtime to the particularities of users to better suit their needs. The recent rapid advances in storage and communication technologies
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Government (2) Politics (1) Economy (1) Natural philosophy (2) Life science (1) Math (1) Political economy (1) Science ( Concept: science (1) www.ijacsa.thesai.org stress the need for personalization. This need is more evident in consumer oriented fields, like news content personalization systems, recommendation systems, user interfaces, and applications like home audiovisual material collection and organization, search engines in multimedia browsing and retrieval systems, providing services for personalized presentation of interactive video. The core idea of personalization is to customize the presentation of information specifically to the user to make user interfaces more intuitive and easier to understand, and to reduce information overload.
User modeling [22] describes the process of creating a set of system assumptions about all aspects of the user, which are relevant to the adaptation of the current user interactions. This can include user goals, interests, level of expertise, abilities and preferences. The most reliable method of user modeling is by explicit entry of information by the user. In most practical systems, this is too time-consuming and complex for the user. Hence implicit user modeling, based on analysis of past and current user interactions, is critical. The user profile is a machine-processable description of the user model [23, 24] .
C. Text summarization
Text summarization [25] is a data reduction process. The use of text summarization allows a user to get a sense of the content of a full-text, or to know its information content, without reading all sentences within the full-text. Data reduction increases scale by (1) allowing users to find relevant full-text sources more quickly, and (2) assimilating only essential information from many texts with reduced effort. Text summarization is particularly useful in certain domain, where oncologists must continuously find trial study information related to their specialty, evaluate the study for its strength, and then possibly incorporate the new study information.
Text Summarization [26] methods can be classified into extractive and abstractive summarization. An extractive summarization method consists of selecting important sentences, paragraphs etc. from the original document and concatenating them into shorter form. The importance of sentences is decided based on statistical and linguistic features of sentences. An Abstractive summarization [26] attempts to develop an understanding of the main concepts in a document and then express those concepts in clear natural language.
Extractive summaries [26, 27] are formulated by extracting key text segments (sentences or passages) from the text, based on statistical analysis of individual or mixed surface level features such as word/phrase frequency, location or cue words to locate the sentences to be extracted.
Extractive text summarization process can be divided into two steps [28] :
1) Preprocessing step, in this step Sentences boundary identification, Stop-Word Elimination and Stemming are performed and,
2) Processing step, in this step features influencing the relevance of sentences are decided and calculated and then weights are assigned to these features using weight learning method. Final score of each sentence is determined using Feature-weight equation. Top ranked sentences are selected for final summary.
III. RELATED WORK
Personalized search [29] is addressed by a number of systems. Persona [30] used explicit relevant feedback to update user profiles that are represented by means of weighted open directory project taxonomy [31] . These profiles are used to filter search results. Personalized variants of PageRank, is as found in PersonalizedGoogle or the Outride Personalized Search System [32] . Persival [33] re-ranked the search results of queries for medical articles profiles keywords, associated concepts, and weights generated from an electronic patient record.
In [34] it was filtered search results on the grounds of user profiles obtained from earlier queries. These profiles consist of a set of categories, and weighted terms associated with each category. In their work on personalizing search results, [35] distinguish between long-term and short-term interests. While aiming at personalization in a broader sense, [36] use clickthrough data to increase the performance of search results.
Nowadays [37] , personalization systems are developed by considering ontology to reduce the limitation of traditional IR such as information overload or cold start problem. So considering ontology to build an accurate profile brings some extra benefit in user modeling. A user profile can be presented as a weighted concept hierarchy for searching and browsing in the web. User profile can be created by user with his/her personal information and interest or it can be a reference one. However, profile can be created by manually entering the user's information or automatically by watching the use's activities.
Jin and others [38] , proposed a novel approach which enables intelligent semantic web search for best satisfying users search intensions. The proposed approach combines the user's subjective weighting importance over multiple search properties together with fuzziness to represent search requirements. A special ranking mechanism based on the above weighed fuzzy query is also presented. The ranking method considers not only fuzzy predicates in the query, but also the user's personalized interests or preferences.
MedSearch is a complete retrieval system for medical literature [39] . It supports retrieval by SSRM (Semantic Similarity Retrieval Model), a novel IR method which is capable for associating documents containing semantically similar (but not necessarily lexically similar) terms. SSRM suggests discovering semantically similar terms in documents and queries using term taxonomies (ontologies) and by associating such terms using semantic similarity methods. SSRM demonstrated very promising performance achieving significantly better precision and recall than Vector Space Model (VSM) for retrievals on Medline.
In [40] , the authors proposed a new approach to User Model Acquisition (UMA) which has two important features. It doesn't assume that users always have a well-defined idea of what they are looking for, and it is ontology-based, i.e., it was dealt with concepts instead of keywords to formulate queries. www.ijacsa.thesai.org
The first problem is that most approaches assume users to have a well-defined idea of what they are looking for, which is not always the case. They solved this problem by letting fuzzy user models evolve on the basis of a rating induced by user behavior. The second problem concerns the use of keywords, not concepts, to formulate queries. Considering words and not the concepts behind them often leads to a loss in terms of the quantity and quality of information retrieved. They solved this problem by adopting an ontology-based approach.
In [41] , authors introduced a method for learning and updating a user profile automatically. The proposed method belongs to implicit techniques. It processes and analyzes behavioral patterns of user activities on the web, and modifies a user profile based on extracted information from user's weblogs. The method relies on analysis of web-logs for discovering concepts and items representing user's current and new interests. The mechanism used for identifying relevant items is built based on a newly introduced concept of ontology-based semantic similarity.
Dıaz and Gervas [42] have proposed the personalized summarization as a process of summarization that preserves the specific information that is relevant for a given user profile, rather than information that truly summarizes the content of the news item. The potential of summary personalization is high, because a summary that would be useless to decide the relevance of a document if summarized in a generic manner, may be useful if the right sentences are selected that match the user interest. Authors defend the use of a personalized summarization facility to maximize the density of relevance of selections sent by a personalized information system to a given user.
Lv, Zheng and Zhang [43] have developed the method of IR based on semantics. In addition, they took the "wine" ontology instances provided by Stanford University as a reference, and develop a Chinese "wine" model by using protégé tools. Finally, the retrieval results show that the proposed method has higher recall and precision.
Rinaldi [44] have given the solution for the problem of IR on the Web using an approach based on a measure of semantic relatedness applied to evaluate the relevance of a document with respect to a query in a given context: the concepts of lexical chains, ontologies, and semantic networks. The proposed methods, metrics, and techniques are implemented in a system called DySE (Dynamic Semantic Engine). DySE implements a context-driven approach in which the keywords are processed in the context of the information in which they are retrieved, in order to solve semantic ambiguity and to give a more accurate retrieval based on the real of the user interests.
Huang and Zhang [45] proposed the approach to expand the set of query keywords based on associational semantics. Firstly, they constructed a group of semantic trees for original keywords one by one based on WordNet, an online lexical system. The original keywords perch on the roots of the trees. Secondly, they removed noise nodes in the trees by computing the similarity between words, and assemble the trees into a big integrated tree, i.e. Tree of Associational Semantics Model, by expanding the roots of the trees upward until finding the common origin of the trees. They assigned a weight to each word on the trees, and selected candidates from the trees by referring to thresholds. Finally, they executed the document retrieval by importing the weights and distribution density of keywords into calculation of similarities between query and documents.
Gauch, Speretta and Pretschner [46] explored the use of ontology-based user profiles to provide personalized search results. In this work, authors used the ontology that consists of hierarchies of concepts in which each concept is defined by a set of documents, and hierarchy is induced by an informal specialization relationship. They reviewed a variety of sources of information from which the ontology-based profiles can be created, and described improvements in accuracy achieved when the user profiles are used to select search results.
IV. ARCHITECTURE OF PERSONALIZED SEMANTIC RETRIEVAL AND SUMMARIZATION
The semantic retrieval approach embeds background knowledge with explicitly defined semantics can help to build intelligent IR applications. Based on some of the weaknesses of conventional IR techniques, the motivations towards a semantic IR framework have been identified.
Using of text summarization allows a user to get a sense of the content of a full-text, or to know its information content, without reading all sentences within the full-text. Data reduction increases scale by (1) allowing users to find relevant full-text sources more quickly, and (2) assimilating only essential information from many texts with reduced effort. Text summarization is particularly useful in certain domain, where oncologists must continuously find trial study information related to their specialty, evaluate the study for its strength, and then possibly incorporate the new study information.
The improved and practical approach is presented to automatically summarizing Web documents by extracting the most relevant sentences from the original document to create a summarization. The idea of proposed approach is to find out key sentences from the Keyword extraction based on statistics and synsets extraction using WordNet. These two properties can be combined and tuned for ranking and extracting sentences to generate a list of candidates of key sentences. Then semantic similarity analysis is conducted between candidates of key sentences to reduce the redundancy. The entire architecture of the proposed approach is shown in the figure 2. The detail of each process is found in the next sections.
A. Text Preprocessing
The most widely accepted document representation model in text classification is probably Vector Space Model (VSM) [10] . VSM is adapted in the proposed system to achieve effective representations of documents. The documents must be preprocessed before the text representation. The main procedures of preprocessing are shown in figure 3 .
Text Extraction
The first step of the text representation process is extracting textual data from the web pages. Then convert each page into individual text document to apply text preprocessing techniques on it. This step is applied on input Web documents dataset by scanning the web pages and categorizing the HTML tags in each page.
Then exclude the tags that contain no textual information like formatting tags and imaging tags (i.e. <HTML>, <BODY>, <IMG>, etc.). Also exclude all the scripts and codes that are found in the page like JavaScript and VBScript. Then extract the textual data from other tags (like paragraphs, hyperlinks, and metadata tags) and store it into individual text documents as input for next steps. To extract the text from Web documents, open source high-performance .NET C# module is used that was created to parse HTML [47] for links, indexing and other purposes.
1) Stop Words Removal
Stop words, i.e. words thought not to convey any meaning, are removed from the text. In this work, the proposed approach uses a static list of stop words about all tokens. This process removes all words that are not nouns, verbs or adjectives. For example, stop words removal process will remove all the words like: he, all, his, from, is, an, of, your, and so on. Removing these words will save spaces for storing document contents and reduce time taken during the search process.
2) Words Stemming
The stem is the common root-form of the words with the same meaning appear in various morphological forms (e.g. player, played, plays from stem play). In the proposed approach, the morphology function [48] based on WordNet [49] to perform stemming process. Stemming will find the stems of the output terms to enhance term frequency counting process because terms like "computers" and "engineering" come down from the same stem "computer" and " engineer". This process will output all the stems of extracted terms [50, 51] .
B. Text Representation
VSM [10] is adapted in the proposed system to achieve effective representations of documents. Each document is identified by n-dimensional feature vector where each dimension corresponds to a distinct term. Each term in a given document vector has an associated weight.
The weight is a function of the term frequency, collection frequency and normalization factors. Different weighting approaches may be applied by varying this function. Hence, a document j is represented by the document vector :
Where, is the weight of the kth term in the document j. The term frequency reflects the importance of term k within a particular document j. The weighting factor may be global or local. The global weighting factor clarifies the importance of a term k within the entire collection of documents, whereas a local weighting factor considers the given document only. The document keywords were extracted by using a term-frequency and inverse-document-frequency (tf-idf) calculation [52] , which is a well-established technique in IR. The weight of term k in document j is represented as: (2) Where:
= the term k frequency in document j, = number of documents in which term k occurs, n = total number of documents in collection. The output of this step is the weight of terms in selected document.
C. Concept Vector Model of Text using WordNet
The purpose of this step is to identify WordNet concepts that correspond to document words. Concept identification [53] is based on the overlap of the local context of the analyzed word with every corresponding WordNet entry. The words mapping into concepts algorithm for the terms is given in figure 4 . 182 | P a g e www.ijacsa.thesai.org
1) Weight of Concept Computation
The concepts in documents are identified as a set of terms that have identified or synonym relationships, i.e., synsets in the WordNet ontology. Then, the concept frequencies are calculated based on term frequency as follows [54] :
∑ Where r(c) is the set of different terms that belongs to concept C .
D. Text Summarization
Text summarization [25] aims at compressing an original document into a shortened version by extracting the most important information out of the document.
Extractive summary [26, 27] is used in the proposed system by extracting key text segments from the text, based on statistical analysis of individual or mixed surface level features such as word/phrase frequency, location or cue words to locate the sentences to be extracted. In the proposed system, the text summarization is performed by extracting the most relevant sentences, that are key sentences, from original document by calculating the weight of sentences [55] and then select the heigher weight. Semantic simalirity using WordNet is used to filter and refine the selected senetence to extract semantic dissimilar sentences. Figure 5 shows the algorithm of text summarization.
E. User Model Acquiring
This step aims at building the user model using user behavior in the system. There are roughly two kinds of automatic way to capture a user's interest implicitly: behaviorbased and history-based. Browsing histories capture the relationship between user's interests and his click history in which sufficient contextual information is already hidden in the web log. User interests [56] always constitute the most important part of the user profile in adaptive IR and filtering systems that dealt with large volumes of information.
The main purpose of this step is acquiring the interested concepts of the user in the web page (document), and then gets concept frequency that reflects the importance of concept, and finally gets the weight of concepts in the selected page. The output of this step is the weight of concepts in the selected page that can be used to build user interest model. During the user is working through proposed system, user interests often change quite, and users are reluctant to specify all adjustments and modifications of their intents and interests. Therefore, techniques that leverage implicit approaches for gathering information about users are highly desired to update the user interests that are often not fixed.
User model in the proposed system is built in ontological representation by using domain ontology. User model is built by mapping of user's interest information and the concept in domain ontology; convert the contents of the user's interest into the form of ontology concept, and using these ontology concepts to construct user interest ontology. Figure 6 shows the algorithm of user model acquiring.
F. Information Retrieving
The document retrieval [57] is based on semantic similarity of the query term vector and document vector using equation 5. where is term weight of concept i in the documents vector, is the term weight of term j in the query vector, and is semantic similarity [58] of the term i and term j.
Finally, the system should arrange the retrieved documents by using the semantic similarity score of the query term vector and document vector. After building the user model; that is based on the user interest, the system uses the user model to rerank the retrieved documents. Reranking the retrieved documents user model makes the documents appears in the order as the user interest is matched. Matching between the user interest term and the documents terms is based on semantic similarity to determine the documents that the user is interested to be ranked first by semantic similarity score.
V. IMPLEMENTATION AND EXPERIMENTATION
In this section, the results of the experiments carried out to evaluate the performance of proposed system will be discussed from a quantitative point of view by running some experiments to evaluate the precision of the results. A test set collection is used to evaluate the proposed system. The test collection is a set of documents, queries and a list of relevance documents. These are used to compare the results of proposed system using the ranking strategies described.
The proposed system is implemented in ASP.Net as Webbased system using Visual Studio 2010, .NET Framework 4, and SQL Server 2008. The number of stored documents is about 3000 documents. These Web documents are about computer science domain. Figure 7 shows the samples of the extracted texts from the collected documents. Figure 8 shows the results of the retrieving subsystem. This subsystem retrieves the documents based on semantic similarity between the query and the collected documents.
The improvement is measured by performing three experiments. In the experiments, relevance based evaluation method [59] is used. It uses the metrics; precision, recall, fmeasure, average precession (AP) and mean average precision (MAP), to measure the performance of proposed system. In this method, proposed system is judged according to the search results' ability to satisfy an easily pleased user or hard to please user.
In the first experiment, figure 9 shows the average precession and f-measure that is based on different retrieving results for different user query.
The results of the different queries show that the system gives high precision during retrieving documents.
The second experiment aims at determining the importance of semantic similarity during determining the documents that are relevant to the user query. This experiment measures the performance degree when the system uses this function. It compares the recall, precision, average precision and MAP with and without using this function. Figure 10 shows the charts of the MAP of comparison for using the semantic similarity (SemSim) between documents vector and query vector or not. This experiment shows that using semantic similarity, when the system determines the documents that are matched user query, increases the accuracy of document retrieving.
The third experiment aims at determining the importance of personalization by using generated user model (UM) during using the system. The user model is used to re-rank the retrieved documents to match the user interest. This experiment measures the performance degree when the system uses this function. It compares the recall, precision, average precision and MAP with and without using this function. Figure 11 shows the charts of the MAP of comparison for using the UM to re-rank the retrieved documents. This experiment emphasizes that using UM to realize the personalization aims at improving documents retrieving results by re-ranking the retrieved results based on user interests.
VI. CONCLUSION
Aiming to solve the limitations of keyword-based models, the idea of semantic search, understood as searching by meanings rather than literal strings, has been the focus of a wide body of research in the IR and the Semantic Web communities.
A system for personalized semantic IR and summarization has been presented. The Semantic Web is a new approach for organizing information and it represents a great interest area for the international research community, but it is still far from a large-scale implementation. In this work, we have proposed and implemented the system for IR based on Semantic Web, defining a strategy for scoring and ranking results by means of a novel metric to measure semantic relatedness between terms. In the proposed system, user model, which is user interests, is used to realize the personalization. It is acquired by using concept vector model and WordNet ontology to be represented in semantic representation. In the proposed approach, summarization is based on extractive summary. Summarization is implemented by extracting the most relevant sentences, that are key sentences, from original document by calculating the weight of sentences and then select the heigher weight. Semantic simalirity using WordNet is used to filter and refine the selected .
In the system evaluation, three experiments; that are based on relevance evaluation method, show that the system can improve the accuracy of the IR because it depends on the Semantic Web tecknolgy. The system performs the summarization to allow users to find relevant full-text sources more quickly. 
