Data in health research frequently have a hierarchical structure, with variables measured at each level of the hierarchy. For example, in a study to determine patient and physician factors that influence the use of Pap tests, women would be clustered within physicians. Subjects within the same cluster are often more alike than two randomly chosen subjects, as they will likely have some correlation on important variables. For example, women seen by the same physician may be alike in sociodemographic characteristics. Traditional statistical methods ignore the correlation of outcomes within clusters and tend to underestimate standard errors. 1 This artificially increases the significance of hypothesis tests, increasing the risk of falsely concluding that significant associations exist. Additionally, they do not allow one to incorporate characteristics measured at different levels of the hierarchy. The purpose of this paper is to introduce the reader to hierarchical and multilevel regression techniques that allow one to explicitly incorporate the hierarchical nature of the data into the analyses, to incorporate variables measured at different levels of the hierarchy, and to examine how regression relationships vary across clusters.
If one is interested simply in making inferences regarding characteristics measured at the lowest level of the hierarchy, then one can analyze the data with sample survey techniques that incorporate the design effect into the analysis. 2 Alternatively, if the number of groups is small, and one is not interested in the effect of cluster-level characteristics, then one can introduce a categorical group membership variable into the regression models. 3 This approach is useful if the groups are distinct entities, and the researcher only wants to draw inferences about those groups, and not to generalize to a larger population of groups. This would occur if the groups denoted ethnic or religious identity.
If one is interested only in characteristics measured at the lowest level of the hierarchy, one wants to assess the variability of regression relationships across clusters, the number of groups is large, the number of subjects in any given group is small, then hierarchical regression analysis techniques -such as random intercept or random coefficient models -can be employed. If one is interested in the effect of characteristics measured at higher levels of the hierarchy, then multilevel analysis is recommended. [3] [4] [5] [6] [7] [8] [9] [10] [11] In this paper we introduce the concept of hierarchical and multilevel regression models, and compare their performance with that of a traditional regression model on a hierarchically structured dataset.
A B S T R A C T
Data in health research are frequently structured hierarchically. For example, data may consist of patients nested within physicians, who in turn may be nested in hospitals or geographic regions. Fitting regression models that ignore the hierarchical structure of the data can lead to false inferences being drawn from the data. Implementing a statistical analysis that takes into account the hierarchical structure of the data requires special methodologies.
In this paper, we introduce the concept of hierarchically structured data, and present an introduction to hierarchical regression models. We then compare the performance of a traditional regression model with that of a hierarchical regression model on a dataset relating test utilization at the annual health exam with patient and physician characteristics. In comparing the resultant models, we see that false inferences can be drawn by ignoring the structure of the data.
A B R É G É
Dans le domaine de la recherche en santé, les données sont souvent structurées de façon hiérarchique. Par exemple, des données peuvent regrouper des patients reliés à des médecins, qui à leur tour sont reliés à un hôpital ou une région géographique. L'élabo-ration de modèles de régression qui négligent cette structure hiérarchique peut mener à des conclusions erronées. La réalisation d'une analyse statistique qui tient compte de la hiérarchie des données requiert des méthodes spécifiques.
Dans notre article, nous présentons le concept des structures hiérarchisées de données et initions le lecteur aux modèles de régres-sion hiérarchiques. Nous comparons ensuite les résultats d'un modèle de régression traditionnel à ceux d'un modèle hiérarchique appliqué à un fichier qui établit des liens entre l'utilisation de tests lors d'examens annuels de santé et les caractéristiques des patients et des médecins en cause. La comparaison entre les deux modèles montre que l'on peut tirer de fausses conclusions si l'on ne tient pas compte de la structure des données.
Hierarchical models
Formal, mathematical descriptions of each hierarchical and multilevel regression model are contained in Table I . Throughout this paper, we will assume the use of unweighted data. If the data arose through multistage cluster sampling or other complex sampling technique, then sampling weights can be incorporated into hierarchical and multilevel regression analyses.
Consider data consisting of patients nested within physicians. Assume that we have measured each patient's age, and the outcome is the cost of treating a certain medical condition. In order to simplify the interpretation of the regression coefficients, patient age is centred on the cohort average (the subject's age minus the average age).
A traditional linear regression model can be fit to the data ( Figure 1 ). The intercept term is the average cost of treatment for a patient of average age (age=0, since age is centred). The slope is the amount by which the cost of treatment increases for every year increase in age. In this model, the only source of variation is variation around the regression line. A traditional regression model assumes that the subjects are independent of each other. However, this model ignores the fact that patients treated by the same physician may not be independent of each other, since the outcome -cost of treatment -is heavily dependent on physician behaviour. Additionally, a skilled physician may attract sicker patients, thus increasing his/her cost of treatment. Therefore, greater homogeneity may occur within a given practice than one would expect due to chance alone. This may result in incorrect estimates for the standard errors of the coefficients. Traditional regression models also assume that the effect of patient age on cost of treatment is the same for all physicians. In reality, the effect of patient age on the outcome may vary across physicians. For these reasons, the traditional linear model is of limited utility and may give very deceptive results when used in a hierarchical situation. Furthermore, traditional regression models do not allow one to incorporate physicianlevel characteristics.
Our next model, a random intercept model (Figure 2 ) starts to incorporate the hierarchical nature of the data. In this model, a separate regression line is fit to each physician's patients, with the regression lines constrained to have the same slopes. Hence, the relationships between the predictor variables and the outcomes are forced to be the same for each physician. In Figure 2 , the fitted regression lines vary in their intercepts, indicating that the cost of treatment for an average-aged patient varies between doctors. However, the physician-specific regression lines are parallel, indicating that the increase in the cost of treatment with age is the same for each physician's patients. A random intercept model would be fit if only patientlevel characteristics were of interest, and if one believed that the cost of treatment for the average patient varied across physicians, whereas the effect of each patientlevel characteristic was the same for each physician's patients.
The next level of complexity is a random coefficients model (Figure 3 ). This family of models incorporates the hierarchical structure of the data, and allows one to gain a deeper understanding of underlying relationships in the data. In a random coefficients model, a separate regression model is fit to each physician's patients. In contrast to the random intercept model, all the regression coefficients are allowed to vary across physician-specific models. As in the random intercept model, each model is assumed to be similar to the other models. This results in each physician's regression line being shrunk towards the average regression model. The effect of this is that each physician's regression line is a compromise between the regression line fit through that physician's patients and the average regression relationship over all physicians. This allows one to include physicians who treat few patients. In fitting a random coefficients model, one can also examine the correlation between estimated regression coefficients. One would fit a Note: age i is the age of the i th patient centred on the cohort average. Similarly, age ij denotes the centred-age of the i th patient treated by the j th physician. The speciality of the j th physician is denoted by w j . Physician-specific regression coefficients for the intercept, patient age and patient gender follow a Normal distribution with given mean and variance for the multilevel model. Hence, the effects of patient age and gender on lab test utilization vary across physicians. Similarly, the physician-specific intercepts follow a Normal distribution with given mean and variance. Hence, the mean number of tests, for an average patient, varies across physicians. * p-value is for testing whether mean of Normal distribution is different from zero, or for testing whether fixed regression coefficient is different from zero.
random coefficients model if one was only interested in patient-level characteristics, and if one wanted to allow the effect of at least some of the characteristics to vary across physicians. The model, illustrated in Figure 3 , reveals important observations regarding the data. First, the intercept varies, indicating that the cost of treatment for the average patient varies across physicians. Second, the slope of the regression line varies. Therefore, the change in the cost of treatment per year increase in age varies across physicians. Finally, there is a negative correlation between intercept and slope. Those regression lines with lower intercepts tend to have larger slopes. Therefore, those physicians with a relatively low cost of treatment for the average patient tend to have a relatively high increase in cost of treatment with increasing patient age. In contrast, those physicians with relatively high costs of treatment for the average patient tend to have a relatively low increase in cost of treatment with increasing patient age.
Both the random intercept model and the random coefficients model possess multiple sources of variation. At the patient level, there is variation around the physician-specific regression line. However, there is also variation at the physician level, since the fitted regression lines vary across physicians. Both the random intercept and the random coefficients model are appropriate if one is interested only in patient-level characteristics, and if one wants to examine the variability of the regression models across clusters. These two families of models assume that the clusters are a random sample of clusters, drawn from a larger population of clusters. Alternatively, the traditional regression model could be fit to the data, and "sandwich" estimators (or Huber variance estimators) 3 used to correct the standard errors. However, such methods do not allow the regression relationship to vary across clusters, but assume a uniform regression relationship across clusters. We would not be able to draw the inference that costs of treatment for the average patient varied across physicians. Our final regression model, a full multilevel model, incorporates explanatory variables measured at different levels of the hierarchy. As before, patient age is measured at the lowest level of the hierarchy. However, we now add a variable denoting physician speciality that is measured at the second level of the hierarchy. As in the random coefficients model, we fit a separate model to each physician's patients, relating cost of treatment to patient age. We now use the physician-level variable to explain the variation in the physician-specific regression models. In a second set of regression models, we relate the variability in the physician-specific intercepts and
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Note:
Figures 1 to 3 relate cost of treatment to patient age. In each figure, the horizontal axis denotes patient age, centred on the cohort average. The vertical axis denotes cost of treatment in thousands of dollars.
slopes to physician training. By examining these two models, we can determine the association of speciality with both treatment costs for the average patient, and changes in cost with patient age. Multilevel models enable an examination of effects of characteristics measured at different levels of the hierarchy, so that valid inferences may be drawn from the data. Traditional regression models and sample survey methods applied to such data will tend to produce misleading results.
DATA SOURCES
For an example of hierarchical modelling, we will use a random sample of data from a study 12 conducted to determine the effects of patient and physician characteristics on diagnostic testing at the Periodic Health Exam (PHE). We identified laboratory investigations ordered for adult Ontarians at their PHE in 1996, using the Ontario Health Insurance Plan database. This documents all health services for more than 95% percent of Ontarians. The Canadian Task Force on the Periodic Health Exam (CTFPHE) recommends few laboratory tests be ordered routinely for healthy adults at their PHE. In the study the outcome variable was the number of lab tests ordered at the PHE not recommended by the CTFPHE.
The data consisted of 14,949 patients nested within 64 physicians. Patient-level variables were age and gender. The physicianlevel variables used in the model were physician gender and the mean number of non-PHE outpatient assessments per clinically active day.
METHODS
We determined the association of each patient and physician covariate with the number of discretionary tests using two separate models. First, we fit a traditional Poisson regression model, 13 which ignores the hierarchical structure of the data. This model was fit using SAS version 6.12.
14 Second, we fit a hierarchical Poisson regression model, in which the nesting of patients within physicians is taken into account. The intercepts and the coefficients for patient age and gender were allowed to vary across regression models (with each coefficient being shrunk towards the average coefficient for that variable). The variation in the physician-specific intercept terms was modelled as a function of physician gender and physician practice volume. The hierarchical regression model was fit using the MLwiN software package.
15
RESULTS
Table II presents the results from the two different models. For the hierarchical regression model, the physician-specific intercepts and the physician-specific effects of patient age and gender are assumed to follow a Normal distribution across physicians. Hence, these distributions rather than a single measure of effect are presented. Both models show agreement on patient-level predictors. Patient age was seen to be a significant predictor of test utilization, with discretionary test utilization increasing with increasing patient age. In both models, females received significantly fewer discretionary tests than males.
However, the two models produced divergent results for physician-level predictors. The traditional regression model inferred that male physicians ordered significantly more tests than their female colleagues, while the hierarchical model found the converse to be true. The traditional regression model found that test utilization increased with increasing physician practice volume, whereas the hierarchical regression model found no significant effect due to this variable.
The hierarchical regression model found evidence that the mean number of tests for
Note:
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an average patient varied significantly across physicians, as did the effect of patient age and gender (p ≤ 0.001 in all cases). The traditional regression model assumed a uniform effect of patient age and gender, and was unable to examine the variation of these effects across physicians.
DISCUSSION
Data in health research are frequently hierarchical in structure, a characteristic increasingly acknowledged in current statistical analyses. Traditional regression models ignore the possible homogeneity within clusters, or the possible influence that a cluster can exert on the outcome, potentially resulting in false conclusions being drawn from the data. Instances of this can be found in the literature. For example, Bennett 16 presented a traditional analysis that concluded that style of teaching had a significant impact on students' educational progress. Aitkin et al., 17 upon re-analyzing the data and accounting for the clustering of students in classes and schools, and that variables were measured at different levels of the hierarchy, concluded that the association was no longer significant.
Hierarchical regression models allow one to obtain more accurate estimates of regression coefficients and associated p-values, resulting in more valid inferences being drawn from the data. Traditional regression models do not allow the regression relationship to vary across clusters, but assume that the regression model is uniform across clusters. If one is only interested in the effect of variables measured at the lowest level of the hierarchy, then sample survey techniques that incorporate the design effect allow one to analyze hierarchical data. There are also methods for correcting the standard errors obtained from traditional regression methods. However, hierarchical regression models allow one to examine how the regression model varies across clusters, and to assess the sources of this variation. Furthermore, only multilevel models allow one to incorporate characteristics measured at higher levels of the hierarchy.
Multilevel regression models can also be used to analyze panel or longitudinal data. In longitudinal data, the same response variable is measured at several different time points on each subject. Such data have a hierarchical structure, with measurement occasions nested within subjects.
In conclusion, hierarchical regression models are a powerful tool to uncover underlying relationships in data that are hierarchically structured. Multilevel models allow one to incorporate variables measured at different levels of the hierarchy. It results in more accurate estimates of regression coefficients and statistical tests of significance, and allows one to draw richer inferences from the data.
