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Abstract
We study the finite horizonMerton portfolio optimization problem in a general local-stochastic
volatility setting. Using model coefficient expansion techniques, we derive approximations for
the both the value function and the optimal investment strategy. We also analyze the ‘implied
Sharpe ratio’ and derive a series approximation for this quantity. The zeroth-order approx-
imation of the value function and optimal investment strategy correspond to those obtained
by Merton (1969) when the risky asset follows a geometric Brownian motion. The first-order
correction of the value function can, for general utility functions, be expressed as a differential
operator acting on the zeroth-order term. For power utility functions, higher order terms can
also be computed as a differential operator acting on the zeroth-order term. We give a rigorous
accuracy bound for the higher order approximations in this case in pure stochastic volatility
models. A number of examples are provided in order to demonstrate numerically the accuracy
of our approximations.
1 Introduction
The continuous time portfolio optimization problem was first studied by Merton (1969), where he
considers a market that contains a riskless bond, which grows at a fixed deterministic rate, and
multiple risky assets, each of which is modeled as a geometric Brownian motion with constant
drift and constant volatility. In this setting, Merton obtains an explicit expression for the value
function and optimal investment strategy of an investor who wishes to maximize expected utility
when the utility function has certain specific forms. However, much empirical evidence suggests
that volatility is stochastic and is driven by both local and auxiliary factors, and so it is natural to
ask how an investor would change his investment strategy in the presence of stochastic volatility.
There have been a number of studies in this direction, a few of which, we now mention. Darius
(2005) studies the finite horizon optimal investment problem in a CEV local volatility model.
Chacko and Viceira (2005) examine the infinite-horizon optimal investment problem in a Heston-
like stochastic volatility model. While both studies provide an explicit expression for an investor’s
value function and optimal investment strategy, the results are specific to the models studied in
these two papers and for power utility functions.
Approximation methods, which have been extensively used for option pricing and related prob-
lems, have been adapted for the portfolio selection problem, allowing for a wider class of volatility
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models and utility functions. The Merton problem for power utilities under fast mean-reverting
stochastic volatility was analyzed by asymptotic methods in (Fouque et al., 2000, Chapter 10), and
the related partial hedging stochastic control problem in Jonsson and Sircar (2002b,a) using asymp-
totic analysis for the dual problem. More recently, Fouque et al. (2012) consider a general class of
multiscale stochastic volatility models and general utility functions. Here, volatility is driven by
one fast-varying and one slow-varying factor. The separation of time-scales allows the authors to
obtain explicit approximations for the investor’s value function and optimal control, by combining
singular and regular perturbation methods on the primal problem. These methods were previously
developed to obtain explicit price approximations for various financial derivatives, as described in
the book Fouque et al. (2011).
Here we study the Merton problem in a general local-stochastic volatility (LSV) setting. The
LSV setting encompasses both local volatility models (e.g., CEV and quadratic) and stochastic
volatility models (e.g., Heston and Hull-White) as well as models that combine local and auxiliary
factors of volatility (e.g., SABR and λ-SABR). As explicit expressions for the value function and
optimal investment strategy are not available in this very general setting, we focus on obtaining
approximations for these quantities. Specifically, we will obtain an approximation for the solution
of a nonlinear Hamilton-Jacobi-Bellman partial differential equation (HJB PDE) by expanding the
PDE coefficients in a Taylor series. The Taylor series expansion method was initially developed
in Pagliarani and Pascucci (2012) to solve linear pricing PDEs under local volatility models, and
is closely related to the classical parametrix method (see, for instance, Corielli et al. (2010) for
applications in finance). The method was later extended in Lorig et al. (2014b) to include more
general polynomial expansions and to handle multidimensional diffusions. Additionally, the tech-
nique has been applied to models with jumps; see Pagliarani et al. (2013), Lorig et al. (2014c) and
Lorig et al. (2014a). We remark that the PDEs that arise in no-arbitrage pricing theory are linear,
whereas the HJB PDE we consider here is fully nonlinear.
The rest of the paper proceeds as follows. In Section 2, we introduce a general class of local-
stochastic volatility models, define a representative investor’s value function and write the associ-
ated HJB PDE. Section 3 presents the first order approximation and formulas for the principal LSV
correction to the value function and the optimal investment strategy. Motivated by the notion of
Black-Scholes implied volatility, we also develop the notion of implied Sharpe ratio, that provides
a greater intuition about the resulting formulas, which are summarized in Section 3.7. We discuss
higher order terms in Section 4, and show that power utilities are particularly amenable to ob-
taining explicit formulas for further terms in the approximation. In Section 5, we provide explicit
results for power utility. In particular, we derive rigorous error bounds for the value function in
a stochastic volatility setting. In Section 6, we provide two numerical examples, illustrating the
accuracy and versatility of our approximation method. Section 7 concludes.
2 Merton Problem under Local-Stochastic Volatility
We consider a local-stochastic volatility model for a risky asset S:
dSt
St
= µ˜(St, Yt) dt+ σ˜(St, Yt) dB
(1)
t (1)
dYt = c˜(St, Yt) dt+ β˜(St, Yt) dB
(2)
t ,
where B(1) and B(2) are standard Brownian motions under a probability measure P with correlation
coefficient ρ ∈ (−1, 1): E{dB(1)t dB(2)t } = ρdt. The log price process X = log S is, by Itoˆ’s formula,
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described by the following :
dXt = b(Xt, Yt) dt+ σ(Xt, Yt) dB
(1)
t (2)
dYt = c(Xt, Yt) dt+ β(Xt, Yt) dB
(2)
t ,
where σ(Xt, Yt) = σ˜(e
Xt , Yt), and similarly (µ, c, β) from (µ˜, c˜, β˜), and we have defined
b(Xt, Yt) = µ(Xt, Yt)− 1
2
σ2(Xt, Yt).
The model coefficient functions (µ, σ, c, β) are smooth functions of (x, y) and are such that the
Markovian system (2) admits a unique strong solution.
2.1 Utility Maximization and HJB Equation
We denote by W the wealth process of an investor who invests pit units of currency in S at time
t and invests (Wt − pit) units of currency in a riskless money market account. For simplicity, we
assume that the risk-free rate of interest is zero, and so the wealth process W satisfies
dWt =
pit
St
dSt = pitµ(Xt, Yt) dt+ pitσ(Xt, Yt) dB
(1)
t .
The investor acts to maximize the expected utility of portfolio value, or wealth, at a fixed finite
time horizon T : E {U(WT )}, where U : R+ → R is a smooth, increasing and strictly concave utility
function satisfying the “usual conditions” U ′(0+) =∞ and U ′(∞) = 0.
We define the investor’s value function V by
V (t, x, y, w) := sup
pi∈Π
E{U(WT ) | Xt = x, Yt = y,Wt = w}, (3)
where Π is the set of admissible strategies pi, which are non-anticipating and satisfy
E
{∫ T
0
pi2t σ
2(Xt, Yt) dt
}
<∞.
and Wt ≥ 0 a.s.
We assume that V ∈ C1,2,2,2([0, T ] × R × R × R+). The Hamilton-Jacobi-Bellman partial
differential equation (HJB-PDE) associated with the stochastic control problem (3) is(
∂
∂t
+A
)
V +max
pi∈R
ApiV = 0, V (T, x, y, w) = U(w), (4)
where the operators A and Api are given by
A = 12σ
2(x, y)
∂2
∂x2
+ ρσ(x, y)β(x, y)
∂2
∂x∂y
+ 12β
2(x, y)
∂2
∂y2
+ b(x, y)
∂
∂x
+ c(x, y)
∂
∂y
, (5)
Api =
1
2
pi2σ2(x, y)
∂2
∂w2
+ pi
(
σ2(x, y)
∂2
∂x∂w
+ ρσ(x, y)β(x, y)
∂2
∂y∂w
+ µ(x, y)
∂
∂w
)
.
We refer to the books Fleming and Soner (1993) and Pham (2009) for technical details.
The optimal strategy pi∗ = argmaxpi A
piV is given (in feedback form) by
pi∗ = −
(
σ2(x, y)Vxw + ρσ(x, y)β(x, y)Vyw + µ(x, y)Vw
)
σ2(x, y)Vww
, (6)
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where subscripts indicate partial derivatives.
Inserting the optimal strategy pi∗ into the HJB-PDE (4) yields(
∂
∂t
+A
)
V +N(V ), V (T, x, y, w) = U(w), (7)
where N(V ) is a nonlinear term, which is given by
N(V ) = −(σ(x, y)Vxw + ρβ(x, y)Vyw + λ(x, y)Vw)
2
2Vww
, (8)
and we have introduced the Sharpe ratio
λ(x, y) =
µ(x, y)
σ(x, y)
.
2.2 Constant Parameter Merton Problem
We review and introduce notation that will be used later for the constant parameter Merton prob-
lem, that is, when µ˜ and σ˜ in (1) are constant, and so therefore µ and σ are constant and the stock
price S follows the geometric Brownian motion
dSt
St
= µdt+ σ dB
(1)
t .
Then the Merton value functionM(t, w;λ) for the investment problem for this stock, whose constant
Sharpe ratio is λ = µ/σ, is the unique smooth solution of the HJB PDE problem
Mt − 12λ2
M2w
Mww
= 0, M(T,w) = U(w), (9)
on t < T and w > 0. Smoothness of M given a smooth utility function U (as assumed above), as
well as differentiability of M in λ is easily established by the Legendre transform, which converts
(9) into a linear constant coefficient parabolic PDE problem for the dual. Regularity results for the
latter problem are standard.
It is convenient to introduce the Merton risk tolerance function
R(t, w;λ) := − Mw
Mww
(t, w;λ), (10)
and the operator notation
Dk := (R(t, w;λ))k ∂
k
∂wk
, k = 1, 2, · · · . (11)
We recall also the Vega-Gamma relationship taken from (Fouque et al., 2012, Lemma 3.2):
Lemma 2.1. The Merton value function M(t, w;λ) satisfies the “Vega-Gamma” relation
∂M
∂λ
= −(T − t)λD2M,
where D2 is defined in (11).
Thus the derivative of the value function with respect to the Sharpe ratio (analogous to an
option price’s derivative with respect to volatility, its Vega) is proportional to its negative “second
derivative” D2M (which is analogous to the option price’s second derivative with respect to the
stock price, its Gamma). This result will be used repeatedly in deriving the implied Sharpe ratio
in Section 3.5 and the approximation to the optimal portfolio in Section 3.6.
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3 Coefficient Expansion & First Order Approximation
For general {c, β, µ, σ, λ} and U , there is no closed form solution of (7). The goal of this section is
to find series approximations for the value function
V = V (0) + V (1) + V (2) + · · · ,
and the optimal investment strategy
pi∗ = pi∗0 + pi
∗
1 + pi
∗
2 + · · · ,
using model coefficient (Taylor series) expansions. This approach is developed for the linear Eu-
ropean option pricing problem in a general LSV setting in Lorig et al. (2014b), where explicit
approximations for option prices and implied volatilities are obtained by expanding the coefficients
of the underlying diffusion as a Taylor series. Note that, here the HJB-PDE (7) is fully nonlinear.
Our first order approximation formulas are summarized in Section 3.7.
3.1 Coefficient Polynomial Expansions
We begin by fixing an point (x¯, y¯) ∈ R2. For any function χ that is analytic in a neighborhood of
(x¯, y¯), we define the following family of functions indexed by a ∈ [0, 1]:
χa(x, y) :=
∞∑
n=0
anχn(x, y), (12)
where
χn(x, y) :=
n∑
k=0
χn−k,k · (x− x¯)n−k(y − y¯)k, χn−k,k := 1
(n− k)!k!∂
n−k
x ∂
k
yχ(x¯, y¯),
and we note that χ0 = χ0,0 = χ(x¯, y¯) is a constant. Observe that χ
a|a=1 is the Taylor series of χ
about the point (x¯, y¯). Here, a is an accounting parameter that will be used to identify successive
terms of our approximation.
In the PDE (7), we will replace each of the coefficient functions
χ ∈ {µ, c, σ2, β2, λ2, σβ, βλ}
by χa, for some a, (x¯, y¯), and then use the series expansion (12) for χa. Another way of saying this
is that we assume the coefficients are of the form
χ
(
x¯+ a(x− x¯), y¯ + a(y − y¯)
)
,
whose exact Taylor series is given by (12), and we are interested in the case when a = 1.
Consider now the following family of HJB-PDE problems(
∂
∂t
+Aa
)
V a +Na(V a) = 0, V a(T, x, y, w) = U(w), (13)
where, for a ∈ [0, 1], Aa and Na(·) are obtained from A and N(·) in (5) and (8) by making the
change
{µ, c, σ2, β2, λ2, σβ, βλ} 7−→ {µa, ca, (σ2)a, (β2)a, (λ2)a, (σβ)a, (βλ)a}.
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The linear operator in the PDE (13) can therefore be written as
Aa =
∞∑
n=0
anAn,
where we define
An := (
1
2σ
2)n(x, y)
∂2
∂x2
+ (ρσβ)n(x, y)
∂2
∂x∂y
+ (12β
2)n(x, y)
∂2
∂y2
+ bn(x, y)
∂
∂x
+ cn(x, y)
∂
∂y
,(14)
and the expansion of the nonlinear term is a more involved computation.
We construct a series approximation for the function V a as a power series in a:
V a(t, x, y, w) =
∞∑
n=0
anV (n)(t, x, y, w). (15)
Note that the functions V (n) are not constrained to be polynomials in (x, y, w), and in general they
will not be. Our approximate solution to (7), which is the problem of interest, will then follow by
setting a = 1.
3.2 Zeroth & First Order Approximations
We insert (15) into (13) and collect terms of like powers of a. At lowest order we obtain
(
∂
∂t
+A0
)
V (0) −
(
σ0V
(0)
xw + ρβ0V
(0)
yw + λ0V
(0)
w
)2
2V
(0)
ww
= 0, V (0)(T, x, y, w) = U(w), (16)
where the linear operator A0, found from (14), has constant coefficients:
A0 =
1
2σ
2
0
∂2
∂x2
+ ρσ0β0
∂2
∂x∂y
+ 12β
2
0
∂2
∂y2
+ b0
∂
∂x
+ c0
∂
∂y
. (17)
As a consequence, the solution of (16) is independent of x and y: V (0) = V (0)(t, w), and we
have
V
(0)
t − 12λ20
(
V
(0)
w
)2
V
(0)
ww
= 0, V (0)(T,w) = U(w). (18)
We observe that (18) is the same as the PDE problem (9) that arises when solving the Merton
problem assuming the underlying stock has a constant drift µ0 = µ(x¯, y¯), diffusion coefficient
σ0 = σ(x¯, y¯) and so constant Sharpe ratio λ0 = λ(x¯, y¯) = µ(x¯, y¯)/σ(x¯, y¯). Therefore, we have
V (0)(t, w) =M(t, w;λ0).
The PDE (18) can be solved either analytically (for certain utility functions U), or numerically.
Recall the definition of the risk tolerance function in (10) and the operators Dk in (11), where
now we take in those formulas the Sharpe ratio λ0:
R(t, w;λ0) = −V
(0)
w
V
(0)
ww
(t, w;λ), Dk = (R(t, w;λ0))k ∂
k
∂wk
, k = 1, 2, · · · .
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Proceeding to the order a terms in (13), we obtain(
∂
∂t
+A0
)
V (1) + 12λ
2
0D2V (1) + λ20D1V (1) + ρβ0λ0D1
∂
∂y
V (1) + µ0D1 ∂
∂x
V (1) = −(12λ2)1D1V (0).
We can re-write this more compactly as(
∂
∂t
+A0 +B0
)
V (1) +H1 = 0, V
(1)(T, x, y, w) = 0, (19)
where the linear operator B0 and the source term H1 are given by
B0 =
1
2λ
2
0D2 + λ20D1 + ρβ0λ0D1
∂
∂y
+ µ0D1 ∂
∂x
, (20)
H1(t, x, y, w) = (
1
2λ
2)1(x, y)D1V (0)(t, w). (21)
3.3 Transformation to Constant Coefficient PDEs
Next, we apply a change of variable such that V (1) can be found by solving a linear PDE with
constant coefficients. We begin with the following lemma.
Lemma 3.1. Let V (0) be the solution of (18) and let A0 and B0 be as given in (14) and (21),
respectively. Then V (0) satisfies the following PDE problem(
∂
∂t
+A0 +B0
)
V (0) = 0, V (0)(T,w) = U(w). (22)
Proof. This follows directly from observing that the nonlinear term in (18) can be written(
V
(0)
w
)2
V
(0)
ww
=
(
−V
(0)
w
V
(0)
ww
)2
V (0)ww = D2V (0), or
(
V
(0)
w
)2
V
(0)
ww
= −
(
−V
(0)
w
V
(0)
ww
)
V (0)w = −D1V (0). (23)
Therefore, from (18), we have (
∂
∂t
+ 12λ
2
0D2 + λ20D1
)
V (0) = 0,
and (22) follows from the fact that V (0) does not depend on (x, y), while A0 and the last two terms
in the expression (20) for B0 take derivatives in those variables.
Next, it will be helpful to introduce the following change of variables.
Definition 3.2. We define the co-ordinate z by the transformation
z(t, w) = − log V (0)w (t, w) + 12λ20(T − t). (24)
We have the following change of variables formula, as used also in (Fouque et al., 2012, Section
2.3.2).
Lemma 3.3. For a smooth function V̂ (t, x, y, w), define q(t, x, y, z) by
V̂ (t, x, y, w) = q(t, x, y, z(t, w)).
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Then we have (
∂
∂t
+A0 +B0
)
V̂ =
(
∂
∂t
+A0 + C0
)
q, (25)
where the operator C0 is given by
C0 =
1
2λ
2
0
∂2
∂z2
+ ρβ0λ0
∂2
∂y∂z
+ µ0
∂2
∂x∂z
. (26)
Proof. We shall use the shorthand R(0)(t, w) = R(t, w;λ0). From (24), we have that zw = 1/R
(0),
and so, differentiating (30), we find
V̂t = qt −
(
V
(0)
tw
V
(0)
w
+ 12λ
2
0
)
qz, D1V̂ = qz, D2V̂ = qzz −R(0)w qz.
Then, using the first expression in (23) to write the PDE (18) for V (0) as V
(0)
t =
1
2λ
2
0D2V (0), and
differentiating this with respect to w gives
V
(0)
tw =
1
2λ
2
0
(
R(0)
)2
V (0)www + λ
2
0R
(0)R(0)w V
(0)
ww .
But from R(0)V
(0)
ww = −V (0)w , we have (R(0))2V (0)www = (R(0)w + 1)V (0)w , and so
V
(0)
tw =
1
2λ
2
0(R
(0)
w + 1)V
(0)
w − λ20R(0)w V (0)w ,
which gives that
V
(0)
tw
V
(0)
w
= −12λ20(R(0)w − 1).
Therefore, we have(
∂
∂t
+ 12λ
2
0D2 + λ20D1
)
V̂ = qt +
(
1
2λ
2
0(R
(0)
w − 1)− 12λ20
)
qz +
1
2λ
2
0
(
qzz −R(0)w qz
)
+ λ20qz,
which establishes that (
∂
∂t
+ 12λ
2
0D2 + λ20D1
)
V̂ =
(
∂
∂t
+ 12λ
2
0
∂2
∂z2
)
q. (27)
More directly, we have(
ρβ0λ0D1 ∂
∂y
+ µ0D1 ∂
∂x
)
V̂ =
(
ρβ0λ0
∂2
∂y∂z
+ µ0
∂2
∂x∂z
)
q,
which, combined with (27), leads to (25).
We define q(0) by V (0)(t, w) = q(0)(t, z(t, w)). Then the PDE (22) for V (0) is transformed to the
(constant coefficient) backward heat equation for q(0)(t, z):(
∂
∂t
+ 12λ
2
0
∂2
∂z2
)
q(0) = 0, q(0)(T, z) = U
(
(U ′)−1(e−z)
)
, (28)
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but of course the transformation (24) depends on the solution V (0) itself. Again, as q(0) does not
depend on (x, y), while A0 and the last two terms in the expression (26) for C0 take derivatives in
those variables, we can write (
∂
∂t
+A0 + C0
)
q(0) = 0. (29)
Now let q(1) be defined from V (1) by
V (1)(t, x, y, w) = q(1)(t, x, y, z(t, w)), (30)
using the transformation (24). Then, using Lemma 3.3, we see that the PDE (19) for V (1), which
has (t, w)-dependent coefficients through the dependence of B0 in (20) on R(t, w;λ0), is transformed
to the constant coefficient equation for q(1):(
∂
∂t
+A0 + C0
)
q(1) +Q1 = 0, q
(1)(T, x, y, z) = 0. (31)
The source term is found from H1(t, x, y, w) = Q1(t, x, y, z(t, w)), where, from (21), we have
Q1(t, x, y, z) = (
1
2λ
2)1(x, y)q
(0)
z . (32)
3.4 Explicit expression for V (1)
In this section, we will show that V (1), solution of (19), can be written as a differential operator
acting on V (0). First, we look at the PDE problem
Hq +Q = 0, q(T, x, y, z) = 0, (33)
where H is the constant coefficient linear operator
H =
∂
∂t
+A0 + C0.
We also suppose that the source term Q(t, x, y, z) is of the following special form:
Q(t, x, y, z) =
∑
k,l,n
(T − t)n(x− x¯)k(y − y¯)lv(t, x, y, z), (34)
where the sum is finite and v is a solution of the homogeneous equation
Hv = 0. (35)
We first define (the commutator) LX = [H, (x − x¯)I] by
H ((x− x¯)v) = (x− x¯)Hv + LXv, (36)
and so a direct calculation using the expressions (17) and (26) for A0 and C0 respectively shows
that
LX = (µ0 − 12σ20)I + σ20
∂
∂x
+ ρσ0β0
∂
∂y
+ µ0
∂
∂z
, (37)
where I is the identity operator. Similarly defining (the commutator) LY = [H, (y − y¯)I] by
H ((y − y¯)v) = (y − y¯)Hv + LY v,
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leads to
LY = c0I + β
2
0
∂
∂y
+ ρσ0β0
∂
∂x
+ ρβ0λ0
∂
∂z
, (38)
We next introduce the following operators indexed by s ∈ [t, T ]:
MX(s) = (x− x¯)I + (s − t)LX , MY (s) = (y − y¯)I + (s− t)LY , (39)
Then we have the following result by construction of these operators.
Lemma 3.4. Recall that v solves the homogeneous equation (35). Then
HMkX (s)M
l
Y (s)v = 0, (40)
for integers k, l.
Proof. We first calculate
HMXv = MXHv + LXv − LXv + (s − t)HLXv = (s− t)HLXv,
where we have used (36). But since H and LX are constant coefficient operators which commute,
we have HLXv = LXHv = 0 using (35). Therefore, given a solution v of the homogeneous
equation, MXv also solves the homogeneous equation, namely H (MXv) = 0. Iterating we have
thatHMkXv = 0 for integers k. SimilarlyHM
l
Y v = 0 for integers l, and so the result (40) follows.
From this we can exploit the special structure of the source Q to obtain the following formula.
Proposition 3.5. The solution to (33) where the source Q is of the form (34) is given by
q(t, x, y, z) =
∑
k,l,n
∫ T
t
(T − s)nMkX(s)MlY (s)v(t, x, y, z) ds. (41)
Proof. Due to the linearity of the problem, it suffices to consider a single term of the polynomial:
Q(t, x, y, z) = (T − t)n(x− x¯)k(y − y¯)lv(t, x, y, z).
Then, we check that the solution is given by
q(t, x, y, z) =
∫ T
t
(T − s)nMkX(s)MlY (s)v(t, x, y, z) ds
by computing
Hq = −(T − t)nMkX(t)MlY (t)v(t, x, y, z) +
∫ T
t
(T − s)nHMkX(s)MlY (s)v(t, x, y, z) ds
= −(T − t)n(x− x¯)k(y − y¯)lv(t, x, y, z)
= −Q,
using Lemma 3.4 for the second term. The formula (41) in the general polynomial case follows,
and clearly the zero terminal condition is satisfied by (41).
We can now solve for the first correction in the series expansion.
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Proposition 3.6. The solution to (31) is given by
q(1)(t, x, y, z) = (T − t)λ0A(t, x, y) q(0)z (t, z) + 12(T − t)2λ0B q(0)zz (t, z), (42)
where
A(t, x, y) = λ1,0
[
(x− x¯) + 12 (T − t)(µ0 − 12σ20)
]
+ λ0,1
[
(y − y¯) + 12(T − t)c0
]
,
B = λ1,0µ0 + λ0,1ρβ0λ0. (43)
Proof. We observe that since q(0) satisfies the homogeneous PDE Hq(0) = 0 from (29), so does q
(0)
z ,
which follows from differentiating the constant coefficient PDE for q(0). Then applying Proposition
3.5 with v = q
(0)
z , and n = 0, (k, l) ∈ {(1, 0), (0, 1)} and substituting the definitions (39) for MX
and MY leads to
q(1)(t, x, y, z) =
[
(12λ
2)1,0
(
(T − t)(x− x¯) + 12(T − t)2LX
)
+(12λ
2)0,1
(
(T − t)(y − y¯) + 12(T − t)2LY
)]
q(0)z (t, z).
Finally, substituting for LX and LY from (37) and (38) and using that q
(0) does not depend on
(x, y) leads to (42).
In the original variables, this leads to
V (1)(t, x, y, w) = (T − t)λ0A(t, x, y)D1V (0)(t, w) + 12(T − t)2λ0BD21V (0)(t, w). (44)
3.5 Implied Sharpe Ratio
In an analogy to implied volatility, for a fixed maturity T and utility function U , one can define
the Merton implied Sharpe ratio1 corresponding to value function M(t, w;λ) of Section 2.2 as the
unique positive solution Λa(t, x, y, w) of
V a(t, x, y, w) =M(t, w; Λa). (45)
The existence and uniqueness of the implied Sharpe ratio follows from the fact that (i) the function
M satisfies M(t, w) ≥ U(w), since an investor with initial wealth w can always obtain a terminal
utility U(w) by investing all of his money in the riskless bank account, and (ii) the function M is
strictly increasing in Λ. Since a higher implied Sharpe ratio is indicative of a better investment op-
portunity, we are interested to know how local stochastic volatility model parameters {c, β, µ, σ, ρ}
affect the implied Sharpe ratio.
Using our first order approximation V a ≈ V (0) + aV (1), we look for a corresponding series
approximation of the implied Sharpe ratio as
Λa = Λ(0) + aΛ(1) + · · · .
Then, expanding
M(t, w; Λ) =M(t, w; Λ(0)) + aΛ(1)Mλ(t, w; Λ
(0)) + · · · ,
and comparing with the expansion
V a(t, x, y, w) =M(t, w;λ0) + aV
(1)(t, x, y, w) + · · ·
1The authors thank Jean-Pierre Fouque for a number of fruitful discussions, from which the concept of the Merton
implied Sharpe ratio arose.
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yields Λ(0) = λ0 and
Λ(1) =
V (1)(t, x, y, w)
Mλ(t, w;λ(0))
. (46)
Next, from Lemma 2.1, we have
Mλ(t, w;λ
(0)) = −(T − t)λ0D2M(t, w;λ(0)) = −(T − t)λ0D2V (0)(t, w) = (T − t)λ0D1V (0)(t, w).
Then, using the formula (44) for V (1) in (46) gives
Λ(1)(t, x, y, w) = A(t, x, y) + 12(T − t)B
D21V (0)(t, w)
D1V (0)(t, w)
.
By computing
D21V (0)(t, w)
D1V (0)(t, w)
= Rw(t, w;λ0)− 1,
we have
Λa ≈ Λ(0) + aΛ(1) = λ0 + a
[
A(t, x, y) + 12(T − t)B (Rw(t, w;λ0)− 1)
]
, (47)
where R is the Merton risk tolerance function
R(t, w;λ) = − Mw(t, w;λ)
Mww(t, w;λ)
.
3.6 Optimal Portfolio
From (6), we have that the optimal strategy pia,∗ is given by
pia,∗ = − µ
a(x, y)V aw
(σa)2(x, y)V aww
− ρβ
a(x, y)V ayw
σa(x, y)V aww
− V
a
xw
V aww
. (48)
It is convenient in deriving a compact form for our portfolio approximation to write our first order
approximation to the value function as the Merton value function evaluated at the first order series
(47) for the Sharpe ratio
V a(t, x, y, w) ≈ V¯ (t, x, t, w) :=M(t, w;λ0 + aΛ(1)(t, x, y, w)).
Then our approximate first order policy will be to substitute V¯ for V a in (48).
We have
V¯w(t, x, y, w) = Mw
(
t, w;λ0 + aΛ
(1)(t, x, y, w)
)
+ aMλ(t, w;λ0)
1
2 (T − t)BRww(t, w;λ0) +O(a2),
V¯ww(t, x, y, w) = Mww
(
t, w;λ0 + aΛ
(1)(t, x, y, w)
)
+ a12(T − t)B (Rww(t, w;λ0)Mλ(t, w;λ0))w +O(a2),
V¯yw(t, x, y, w) = aλ0,1Mλw(t, w;λ0) +O(a2),
V¯xw(t, x, y, w) = aλ1,0Mλw(t, w;λ0) +O(a2),
where O(a2) denotes series terms in powers of a2 and higher.
Let us compute
− V¯w
V¯ww
= − Mw
(
t, w;λ0 + aΛ
(1)(t, x, y, w)
)
+ aMλ(t, w;λ0)
1
2(T − t)BRww(t, w;λ0)
Mww
(
t, w;λ0 + aΛ(1)(t, x, y, w)
)
+ a12(T − t)B (Rww(t, w;λ0)Mλ(t, w;λ0))w
12
= R
(
t, w;λ0 + aΛ
(1)(t, x, y, w)
)
− a Mλ
Mww
1
2 (T − t)BRww + a12(T − t)B
Mw
M2ww
(RwwMλ)w +O(a2).
= R
(
t, w;λ0 + aΛ
(1)(t, x, y, w)
)
+ a12 (T − t)2Bλ0R2(Rww +RRwww + (Rw − 1)Rww) +O(a2).
Here we have used the following identities satisfied by the Merton value function M(t, w;λ) and its
risk tolerance function R(t, w;λ):
Mλ
Mww
= −(T − t)λR2, (49)
Mw
M2ww
Mλ = (T − t)λR3, (50)
Mw
M2ww
Mλw = (T − t)λR2(Rw − 1), (51)
where (49) comes from Lemma 2.1; (50) comes from multiplying (49) by −R; and in the last
expression (51), we also use R2Mwww = (Rw + 1)Mw.
Additionally, we compute
− V¯yw
V¯ww
= −aλ0,1Mλw
Mww
(t, w;λ0) = aλ0,1(T − t)λ0R(t, w;λ0) (Rw(t, w;λ0)− 1) +O(a2),
− V¯xw
V¯ww
= −aλ1,0Mλw
Mww
(t, w;λ0) = aλ1,0(T − t)λ0R(t, w;λ0) (Rw(t, w;λ0)− 1) +O(a2).
Therefore we have
pia,∗ ≈ µ
a(x, y)
(σa)2(x, y)
{
R
(
t, w;λ0 + aΛ
(1)(t, x, y, w)
)
+ 12a(T − t)2Bλ0R2(RRwww + (R+Rw − 1)Rww)
}
+ a(T − t)λ0R(Rw − 1)
(
ρβa(x, y)
σa(x, y)
λ0,1 + λ1,0
)
,
where R without an argument denotes R(t, w;λ0). One could substitute the first two terms of the
polynomial expansion of the coefficients, but since they are assumed known, there is no loss in
accuracy in using the full expressions. The first order approximate optimal strategy is written in
terms of the risk tolerance function and its derivatives.
3.7 Summary
We collect here the expressions for our first order approximation formulas, which follow from the
prior calculations and setting the accounting parameter a = 1.
• Our first order approximation to the value function V (t, x, y, w) in (3), solution of the PDE
problem (7) is given by V (t, x, y, w) ≈ V¯ (t, x, y, w), where
V¯ (t, x, y, w) = V (0)(t, w) + V (1)(t, x, y, w)
=M(t, w;λ0) +
(
(T − t)λ0A(t, x, y)D1 + 12(T − t)2λ0BD21
)
M(t, w;λ0),
and A and B are given in (43).
• The implied Sharpe ratio Λ = Λ(t, x, y, w) defined by V (t, x, y, w) = M(t, w; Λ) is approxi-
mated to first order by Λ ≈ Λ¯, where
Λ¯(t, x, y, w) = Λ(0) + Λ(1)
= λ0 +A(t, x, y) +
1
2 (T − t)B (Rw(t, w;λ0)− 1) . (52)
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• Our first order approximation to the optimal strategy pi∗(t, x, y, w) in (6) is given by pi∗ ≈ p¯i,
where
p¯i(t, x, y, w) =
µ(x, y)
σ2(x, y)
{
R
(
t, w;λ0 +Λ
(1)(t, x, y, w)
)
+ 12(T − t)2Bλ0R2(RRwww + (R+Rw − 1)Rww)
}
+ (T − t)λ0R(Rw − 1)
(
ρβ(x, y)
σ(x, y)
λ0,1 + λ1,0
)
. (53)
This formula has principle term that is the classical Merton strategy − µ
σ2
R, but here is up-
dated to account for LSV by using the current µ(x, y) and σ(x, y) values, and with the implied
Sharpe ratio in the risk tolerance function. The other terms contain effects of correlation ρ,
volatility of volatility β, higher Taylor expansion terms of the stochastic Sharpe ratio, and
higher derivatives of the the risk tolerance function with respect to wealth. Even for a utility
function where there is no explicit solution for the constant parameter Merton value function
M , the risk tolerance is easily computed by numerically solving Black’s equation, as detailed
in (Fouque et al., 2012, Section 6.2).
4 Higher Order Terms
Having obtained PDEs for V (0) and V (1), we examine the higher order terms. An exercise in
accounting shows that for all n ≥ 1 the function V (n)(t, x, y, w) satisfies a linear PDE of the form(
∂
∂t
+A0 +B0
)
V (n) +Hn = 0, V
(n)(T, x, y, w) = 0, (54)
where the source term Hn depends only on V
(k) (k ≤ n−1). To see this, observe that the nth-order
PDE involves three types of terms
O(an) : V (n)t , AkV (n−k), (k ≤ n),
∑
j+k+l+m=n
χj V
(k)
αw V
(l)
γw
(
1
V aww
)
m
, (55)
where, in the last term, χ is a place holder for one of the coefficient functions appearing in Na,
the symbols (α, δ) are place holders for (x, y) or null (meaning just a single derivative in w), and(
1
V aww
)
m
is the mth order term in the Taylor series expansion of
(
1
V aww
)
about the point a = 0, i.e.,
(
1
V aww
)
=
1
V
(0)
ww
+
∞∑
k=1
ak
(
1
V aww
)
k
,
(
1
V aww
)
k
=
k∑
m=1
(−1)m
(V
(0)
ww )1+m
 ∑
i∈Ik,m
m∏
j=1
V
(ij)
ww
 , (56)
where Ik,m is given by
Ik,m = {i = (i1, i2, · · · , im) ∈ Nm :
m∑
j=1
ij = k}. (57)
The terms in (54) that involve V (n) are precisely those terms that appear in ( ∂∂t + A0 + B0)V
(n).
The terms that do not involve V (n) are grouped into the source term Hn. We provide here an
explicit expression for the second order source term H2, which appears in the O(a2) PDE:
H2 = −(12λ2)2
(V
(0)
w )2
V
(0)
ww
− (H1 +B0V (1)) · V
(1)
ww
V
(0)
ww
+A1V
(1) − (12λ2)0
(V
(1)
w )2
V
(0)
ww
14
− 2(12λ2)1
(V
(0)
w )(V
(1)
w )
V
(0)
ww
− (ρβλ)0 (V
(1)
w )(V
(1)
yw )
V
(0)
ww
− (ρβλ)1 (V
(0)
w )(V
(1)
yw )
V
(0)
ww
− (12ρ2β2)0
(V
(1)
yw )2
V
(0)
ww
− µ0 (V
(1)
w )(V
(1)
xw )
V
(0)
ww
− µ1 (V
(0)
w )(V
(1)
xw )
V
(0)
ww
− (ρσβ)0 (V
(1)
xw )(V
(1)
yw )
V
(0)
ww
− (12σ2)0
(V
(1)
xw )2
V
(0)
ww
.
Higher-order sources terms can be obtained systematically using a computer algebra program such
as Wolfram Mathematica.
Now let q(n) be defined from V (n) by
V (n)(t, x, y, w) = q(n)(t, x, y, z(t, w)),
using the transformation (24). Then, using Lemma 3.3, we see that the PDE (54) for V (n), which
has (t, w)-dependent coefficients through the dependence of B0 in (20) on R(t, w;λ0), is transformed
to the constant coefficient equation for q(n):(
∂
∂t
+A0 + C0
)
q(n) +Qn = 0, q
(n)(T, x, y, z) = 0. (58)
The source term is found from Hn(t, x, y, w) = Qn(t, x, y, z(t, w)).
We must establish that, for every n ≥ 1 there exists a function Qn such that Qn(t, x, y, z(t, w)) =
Hn(t, x, y, w). From (55) we see that the source term Hn contains two types of terms, the first of
which is AkV
(n−k) (1 ≤ k ≤ n). Since Ak acts only on (x, y), we have that AkV (n−k) = Akq(n−k).
The second sort of term appearing in (55) are those of the form
∑
j+k+l+m=n
χj
V
(k)
αw V
(l)
γw
V
(0)
ww
m∑
p=1
(−1)p
∑
i∈Ik,p
p∏
j=1
V
(ij)
ww
V
(0)
ww
 , k, l,m ≤ n− 1, (59)
where we have used (56).
Next, using
V
(k)
αw V
(l)
γw
V
(0)
ww
= −q
(k)
αz q
(l)
γz
q
(0)
z
,
V
(i)
ww
V
(0)
ww
=
−q(i)zz
q
(0)
z
+
(q
(0)
z + q
(0)
zz )q
(i)
z
(q
(0)
z )2
,
we see that (59) can be written as
∑
j+k+l+m=n
χj
−q(k)αz q(l)γz
q
(0)
z
m∑
p=1
(−1)p
∑
i∈Ik,p
p∏
j=1
(
−q(ij)zz
q
(0)
z
+
(q
(0)
z + q
(0)
zz )q
(ij)
z
(q
(0)
z )2
) , (60)
where (l, k,m ≤ n − 1). We have therefore established that, for every n ≥ 1, the source term
Hn(t, x, y, w), which is composed of products and quotients of derivatives of V
(k)(t, x, y, w) (k ≤
n − 1), can be written be written as a function Qn, which is composed of products and quotients
of derivatives of q(k)(t, x, y, z) (k ≤ n− 1).
In Proposition 3.6, we saw that q(1), the first-order transformed value function, can be expressed
as a differential operator acting on q(0), specifically q(1) = L1q
(0), where
L1 =
[
(T − t)(12λ2)1(x, y)I + 12 (T − t)2
(
(12λ
2)1,0LX + (
1
2λ
2)0,1LY
)] ∂
∂z
. (61)
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We will show that, for certain utility functions U , each of the higher order terms q(n) (n ≥ 2) can
also be written as a differential operator acting on q(0). From Proposition 3.5, we know that if the
source Qn in the nth order PDE (58) is of the form (34), then this will be the case. From (32), we
see that
Q1 = Q1q0 where Q1 = (
1
2λ
2)1(x, y)
∂
∂z
, (62)
Unfortunately, this is not always the case.
To see this, we examine Q2, the source term in the PDE for q
(2), which one can compute:
Q2 = (
1
2λ
2)2q
(0)
z −
(
(q
(0)
z + q
(0)
zz )q
(1)
z
(q
(0)
z )2
− q
(1)
zz
q
(0)
z
)
(Q1 + C0q1) +A1q1
+ (12λ
2)0
(q
(1)
z )2
q
(0)
z
+ 2(12λ
2)1q
(1)
z + (ρβλ)0
q
(1)
z q
(1)
yz
q
(0)
z
+ (ρβλ)1q
(1)
yz + (
1
2ρ
2β2)0
q
(1)
yz q
(1)
yz
q
(0)
z
+ µ0
q
(1)
z q
(1)
xz
q
(0)
z
+ µ1q
(1)
xz + (ρσβ)0
q
(1)
xz q
(1)
yz
q
(0)
z
+ (12σ
2)0
q
(1)
xz q
(1)
xz
q
(0)
z
. (63)
From (63) we see that Q2 can be written as Q2 = Q2q0 where
Q2 = (
1
2λ
2)2
∂
∂z
−
(
(q
(0)
z + q
(0)
zz )q
(1)
z
(q
(0)
z )2
− q
(1)
zz
q
(0)
z
)
(Q1 + C0L1) +A1L1
+ (12λ
2)0
(q
(1)
z )
q
(0)
z
∂
∂z
L1 + 2(
1
2λ
2)1
∂
∂z
L1 + (ρβλ)0
(q
(1)
yz )
q
(0)
z
∂
∂z
L1
+ (ρβλ)1
∂2
∂y∂z
L1 + (
1
2ρ
2β2)0
(q
(1)
yz )
q
(0)
z
∂2
∂y∂z
L1 + µ0
(q
(1)
xz )
q
(0)
z
∂zL1
+ µ1
∂2
∂x∂z
L1 + (ρσβ)0
(q
(1)
xz )
q
(0)
z
∂2
∂y∂z
L1 + (
1
2σ
2)0
(q
(1)
xz )
q
(0)
z
∂2
∂x∂z
L1, (64)
where Q1 was given in (62), and L1 in (61).
In order to use Proposition 3.5, we must establish that coefficients of Q2 are polynomials in
(x, y, z). The complicating terms are those that contain derivatives of q(0) and q(1) divided by q
(0)
z .
Such terms are always polynomials in (x, y), but may not be polynomial in z. The following lemma
provides conditions under which the differential operator Qn is guaranteed to have coefficients that
are independent of z:
Lemma 4.1. Suppose q(0)(t, z) is of the form:
q(0)(t, z) = a(t)eb(t)+zc(t). (65)
Then, for every n ≥ 1, the source term Qn appearing in PDE (58) can be written as Qn = Qnq(0),
where the differential operator Qn has coefficients that are polynomial in (x, y) and independent of
z.
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Proof. We will prove by induction on n that there exists a differential operator Qn whose coefficients
are polynomial in (x, y), independent of z, and which satisfies Qn = Qnq
(0), where Qn is the nth-
order source term appearing in (58). We know from (62) that such a Q1 exists. We now assume
such Qk exist for all 1 ≤ k ≤ n− 1, and we show that Qn exists and has the required form.
The existence Qk implies from Proposition 3.5 that there exists an operator Lk such that
q(k) = Lkq
(0). Moreover, since Qk is polynomial in (x, y) and independent of z it follows from (41)
that Lk has coefficients that are polynomial in (x, y) and independent of z. Now, we recall that
Qn contains two types of terms: Akq
(n−k) (1 ≤ k ≤ n) and terms of the form (60). Let us first
examine terms of the form Akq
(n−k) (1 ≤ k ≤ n). Note that
Akq
(n−k) = AkLn−kq
(0), 1 ≤ k ≤ n.
The coefficients of Ak are polynomial in (x, y) and independent of z by construction. Hence, the
coefficients of AkLn−k are also polynomial in (x, y) and independent of z. Now, let us examine the
terms of the form (60). Using q(k) = Lkq
(0) we can express (60) as
∑
j+k+l+m=n
χj
−( ∂2∂α∂zLkq(0)) ( ∂
2
∂γ∂zLlq
(0))
q
(0)
z
m∑
p=1
(−1)p
∑
i∈Ik,p
p∏
j=1
(
(q
(0)
z + q
(0)
zz )(∂zLijq
(0))
(q
(0)
z )2
−
∂2
∂z2
Lijq
(0)
q
(0)
z
) ,
(66)
where l, k,m ≤ n − 1. Since, by assumption, q(0) is of the form (65), it follows that terms of the
form (66) are polynomials in (x, y) and independent of z. We have therefore established that Qn
can be written as Qnq
(0) where Qn is a differential operator whose coefficients are polynomial in
(x, y) and independent of z.
We will see in the next section that, when U belongs to the power utility class, then q(0) is of
the form (65). Thus, the nth-order term q(n) can be written as a differential operator Ln acting on
q(0).
5 Specific results for power utility
In this section, we consider the case where the utility function U belongs to the power utility class
Power utility: U(w) =
w1−γ
1− γ , γ > 0, γ 6= 1. (67)
For general LSV dynamics (2), we will obtain the second-order approximation for the value function
u, optimal investment strategy pi∗ and implied Sharpe ratio Λ. Then, we will establish error
estimates for the approximate value function in a stochastic volatility setting.
5.1 Value function
To obtain the second order approximation to the value function V , we must first compute q(0), q(1)
and q(2). With U given by (67), we have U ′(w) = w−γ and [U ′]−1(ζ) = ζ−1/γ . As found in Merton
(1969), we have
V (0)(t, w) =M(t, w;λ0) =
w1−γ
1− γ exp
(
1
2
(
1− γ
γ
)
λ20(T − t)
)
. (68)
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Then the transform variable z in (24) is given by
z(t, w) = γ logw + 12
(
2γ−1
γ
)
λ20(T − t), (69)
and the solution of the heat equation PDE problem (28) is
q(0)(t, z) =
1
1− γ exp
(
1− γ
γ
(
z + 12
(
1−γ
γ
)
λ20(T − t)
))
. (70)
Next, using (42) and (70), we compute q(1):
q(1)(t, x, y, z) =
1− γ
γ
((
1
2λ
2
)
1,0
(
(T − t)(x− x¯) + 12 (T − t)2
(
1
γµ0 − 12σ20
))
+
(
1
2λ
2
)
0,1
(
(T − t)(y − y¯) + 12(T − t)2
(
c0 +
1−γ
γ ρβ0λ0
)))
q(0)(t, z),
from which we obtain
V (1)(t, x, y, z) =
1− γ
γ
((
1
2λ
2
)
1,0
(
(T − t)(x− x¯) + 12 (T − t)2
(
1
γµ0 − 12σ20
))
(71)
+
(
1
2λ
2
)
0,1
(
(T − t)(y − y¯) + 12(T − t)2
(
c0 +
1−γ
γ ρβ0λ0
)))
V (0)(t, z),
where, as a reminder, (12λ
2)1,0 and (
1
2λ
2)0,1 are given by
(12λ
2)1,0 =
(
µ2
2σ2
)
x
(x¯, y¯), (12λ
2)0,1 =
(
µ2
2σ2
)
y
(x¯, y¯).
Having obtained an explicit expressions for q(0) and q(1), we can now compute q(2). The second
order source term Q2, given by (63), can be written as Q2 = Q2q0 where the operator Q2 is given
by (64). From (70), we see that q(0) is of the form (65). Thus, from Lemma 4.1 we know that the
coefficients of Q2 are polynomial in (x, y) and independent of z. Therefore, we can use Proposition
3.5 to compute q(2) = L2q0. The expression for q
(2) is quite long. As such, for the sake of brevity,
we do not include it here.
We can obtain V (2) from q(2) using (30) and (69). The same procedure can be used to compute
higher-order terms: q(n) (n ≥ 3). Since the expressions for u(2) and higher-order terms are quite
long, we do not present them here. However, in the numerical examples that follow, we do com-
pute the second order approximation, and we will see that it provides a noticeably more accurate
approximation of V than does the first order approximation.
5.2 Optimal Strategy
For power utility, the Merton risk tolerance function is especially simple: R(t, w;λ) = w/γ, and
it does not depend on t, T or the Sharpe ratio λ. Therefore, the approximate first order optimal
strategy in (53) is given by pi∗ ≈ p¯i, where
p¯i(t, x, y, w) =
[
µ(x, y)
σ2(x, y)
+ (T − t)λ0
(
1
γ
− 1
)(
ρβ(x, y)
σ(x, y)
λ0,1 + λ1,0
)]
w
γ
, (72)
which is also proportional to the current wealth level w as in the classical Merton strategy, but
with proportion that varies with the model coefficients whose values move with the log stock price
x and the volatility driving factor y.
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We remark that it is also possible to compute the next order of the strategy approximation pi∗2 in
the case of power utility using the lengthy expression for V (2). For the special case (x, y) = (x¯, y¯),
we have
pi∗2 = w ×
[
(T − t)2(γ − 1)
2γ3
(
(γ − 1)(12λ2)0,1(ρβλ)1,0 + γ(12λ2)1,0(12σ2)1,0
− (γc1,0(12λ2)0,1 + (γc0 − (γ − 1)(ρβλ)0) (12λ2)1,1 + 2µ0(12λ2)2,0 − γσ20(12λ2)2,0 + (12λ2)1,0µ1,0) )
+
(T − t)3(γ − 1)2
8γ4(12σ
2)0
(
(ρσβ)0(
1
2λ
2)0,1
(−2 (γc0 − (γ − 1)(ρβλ)0) (12λ2)0,1 + (−2µ0 + γσ20) (12λ2)1,0) )
]
.
5.3 Implied Sharpe ratio
We now compute the first order approximation of the implied Sharpe ratio Λ, which was introduced
in Section 3.5. From (52), we have Λ ≈ Λ¯, where
Λ¯ = λ0+ λ1,0(x− x¯)+λ0,1(y− y¯)+ 1
2
(T − t)
(
λ0,1
(
c0 +
1−γ
γ (ρβλ)0
)
+λ1,0
(
1
γµ0 − (12σ20)
))
. (73)
The second order correction Λ2 is quite long, and we omit it for the sake of brevity.
Observe that, for power utility, in which an explicit expression for the constant parameter
Merton value function M is available, one can obtain an expression for the implied Sharpe ratio Λ
by solving (45) with M given by (68):
Λ =
√
log
(
V
U(w)
)
2γ
(1− γ)(T − t) . (74)
This will be useful when we test the numerical accuracy of the Sharpe ratio approximation in two
examples.
5.4 Accuracy of the approximation for stochastic volatility models
In this section, we establish the accuracy of
V¯ (n) =
n∑
k=0
V (k),
the nth-order approximation of the value function V , assuming stochastic volatility dynamics of
the form
dXt =
(
µ(Yt)− 1
2
σ2(Yt)
)
dt+ σ(Yt)dB
X
t ,
dYt = c(Yt)dt+ β(Yt)dB
Y
t , (75)
d〈BX , BY 〉t = ρdt,
and a utility function U of the power utility class (67).
Throughout this section, we will make the following assumption:
Assumption 5.1. There exists a constant C > 0 such that the following holds:
(i) Uniform ellipticity : 1/C ≤ β2 ≤ C.
(ii) Regularity and boundedness: The coefficients c, ρβλ, β2 and λ2 are Cn+1(R) and all derivatives
up to order n are bounded by C.
(iii) The risk aversion parameter in the utility function (67) satisfies γ > 1.
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Clearly, stochastic volatility dynamics (75) are a special case of the more general local-stochastic
volatility dynamics (2). As such, one can obtain a series approximation V¯ (n) of the value function
V a(t, y, w), which is in this case independent of x, by solving the sequence of PDEs (54). An
alternative but equivalent approach is to linearize the full PDE (13), and then perform a series
approximation on the resulting linear PDE. This is the approach we follow here.
Assuming power utility (67) and dynamics given by (75), Zariphopoulou (2001) shows that the
function V a(t, y, w), solution of (13), is given by
V a(t, w, y) =
w1−γ
1− γ (ψ
a(t, y))η , η =
γ
γ + (1− γ)ρ2 , (76)
where the function ψa satisfies the Cauchy problem
0 = (∂t + Â
a)ψa, ψa(T, y) = 1, a ∈ [0, 1], (77)
and Âa is a linear elliptic operator given by
Âa = (12β
2)a∂2y +
(
ca + 1−γγ (ρβλ)
a
)
∂y +
1−γ
ηγ (
1
2λ
2)a. (78)
Let us denote Â = Âa|a=1 and ψ = ψa|a=1.
Remark 5.2. Assumption 5.1 part (iii) guarantees that the last term in (78) is strictly negative.
Remark 5.3. The linearization transformation described above works only for one-factor pure
stochastic volatility dynamics (75), or complete market pure local volatility models, and only for
power utility (67). For more general local-stochastic volatility dynamics (2) and utility functions
U , one must work with nonlinear PDE (7).
We return now to (77). Noting that Âa can be written as
Âa =
∞∑
n=0
anÂn, Ân = (
1
2β
2)n∂
2
y +
(
cn +
1− γ
γ
(ρβλ)n
)
∂y +
1− γ
ηγ
(12λ
2)n, (79)
we seek a solution ψa to (77) of the form
ψa =
∞∑
n=0
anψn. (80)
Inserting (79) and (80) into PDE (77) and collecting terms of like powers of a we obtain the following
sequence of nested PDEs:
O(1) : 0 = (∂t + Â0)ψ0, ψ0(T, y) = 1, (81)
O(an) : 0 = (∂t + Â0)ψn +
n∑
k=1
Âkψn−k, ψn(T, y) = 0. (82)
This sequence of nested PDEs has been solved explicitly in Lorig et al. (2014b). We present the
result here.
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Theorem 5.4. Let ψ0 and ψn (n ≥ 1) satisfy (81) and (82), respectively. Then, omitting y-
dependence for simplicity, we have
ψ0(t) = exp
(
(T − t)1− γ
ηγ
(12λ
2)0
)
, ψn(t) = L̂n(t, T )ψ0(t),
where the linear operator L̂n(t, T ) is given by
L̂n(t, T ) :=
n∑
k=1
∫ T
t
dt1
∫ T
t1
dt2 · · ·
∫ T
tk−1
dtk
∑
In,k
Ĝi1(t, t1)Ĝi2(t, t2) · · · Ĝik(t, tk),
with In,k defined in (57) and
Ĝi(t, tk) = Âi(Ŷ(t, tk)), Ŷ(t, tk) = y + (tk − t)
(
c0 +
1− γ
γ
(ρβλ)0
)
+ 2(12β
2)0∂y.
Here, the notation Âi(Ŷ(t, tk)) indicates that y is replaced by Ŷ(t, tk) in the coefficients of Âi.
Proof. See (Lorig et al., 2014b, Theorem 7).
Having obtained an explicit expression for ψn (n ≥ 0) we now define ψ¯n, the nth-order approxima-
tion of ψ:
ψ¯n :=
n∑
k=0
ψk, with y¯ = y. (83)
The accuracy of the series approximation ψ¯n is established in Lorig et al. (2013).
Theorem 5.5. Let ψ be the solution of (80) with a = 1 and let ψ¯n be defined by (83) with ψi (i ≥ 0)
as given in Theorem 5.4. Then, under Assumption 5.1, we have
sup
y
|ψ(t, y) − ψ¯n(t, y)| = O(τ
n+3
2 ), τ := T − t. (84)
Proof. See (Lorig et al., 2013, Theorem 3.10).
Our task is now to translate the approximation ψ¯n and accuracy result for |ψ− ψ¯n| into an approx-
imation V¯ (n) and accuracy result for |V − V¯ (n)|. Expanding V a, given by (76), in powers of a, we
obtain
V a =
w1−γ
1− γ (ψ
a)η
=
w1−γ
1− γψ
η
0 +
w1−γ
1− γ
∞∑
k=1
ak
 k∑
m=1
1
m!
(
∂mψ ψ
η
0
) ∑
i∈Ik,m
m∏
j=1
ψij
 =: ∞∑
k=0
akVk,
where Ik,m is defined in (57), and
V¯ (n) =
n∑
k=0
V (k), V (0) =
w1−γ
1− γψ
η
0 , V
(k) =
w1−γ
1− γ
k∑
m=1
1
m!
(
∂mψ ψ
η
0
) ∑
i∈Ik,m
m∏
j=1
ψij
 , (85)
and y¯ is set by y¯ = y. The following theorem establishes the accuracy of V¯ (n), the nth-order
approximation of the value function V .
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Theorem 5.6. Let (X,Y ) have stochastic volatility dynamics (75) and assume the utility function
U is of the power utility class (67). Then, under Assumption 5.1, for a fixed w, the approximate
value function V¯ (n), given by (85), satisfies
sup
y
|V (t, y, w) − V¯ (n)(t, y, w)| = O(τ n+32 ), τ := T − t,
where η is defined in (76).
Proof. Theorem 5.4 implies that ψ0(t) = O(1) as τ → 0 and equation (84) implies
sup
y
ψn(t, y) = O(τ
n+2
2 ), n ≥ 1.
It therefore follows from (85) that Vn satisfies
sup
y
Vn(t, y, w) = O(τ
n+2
2 ), n ≥ 1.
Therefore, we have
sup
y
|V (t, y, w) − V¯ (n)(t, y, w)| = O(τ n+32 ),
as claimed.
6 Examples
In this section we provide two numerical examples, which illustrate the accuracy and versatility of
the series approximations developed in this paper. Both are based on power utility, but the first
order approximations described in Section 3.7 could be computed for utility functions outside of
this class, for instance mixture of power utilities, introduced in Fouque et al. (2012), which allow
for wealth-varying relative risk aversion. There the solution of the constant parameter Merton
problem M is computed numerically, and LSV corrections in the formulas of Section 3.7 can be
obtained by numerical differentiation.
6.1 Stochastic volatility example
In our first example, we consider a stochastic volatility model in which the coefficients (µ, σ, c, β)
appearing in (2) are given by
µ(y) = µ, σ(y) =
1√
y
, c(y) = κ(θ − y), β(y) = δ√y. (86)
Here, the constants (κ, θ, δ) must satisfy the usual Feller condition: 2κθ ≥ δ2.
Assuming power utility (67), an explicit formula for the value function of the infinite horizon
consumption problem is obtained in Chacko and Viceira (2005). For the terminal utility optimiza-
tion problem that we consider in this paper, an explicit formula for the value function V in (3) is
obtained in (Fouque et al., 2012, Section 6.4):
V (t, y, w) =
(
w1−γ
1− γ
)
eηA(T−t)y+ηB(T−t) , η =
γ
γ + (1− γ)ρ2 , (87)
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A(t) = a+
1− e−αt
1− (a−/a+)e−αt , B(t) = κθ
(
a−t− 2
δ2
log
(
1− (a−/a+)e−αt
1− (a−/a+)
))
,
where
a± =
−q ±
√
q2 − 4pr
2p
, α =
√
q2 − 4pr,
p =
1
2
δ2, q = δ
(
1− γ
γ
)
µρ− κ, r = 1
2
(
1− γ
ηγ
)
µ2.
An explicit formula for the optimal investment strategy pi∗ can be obtained by inserting (87) into
(6). Likewise, an explicit formula for the implied Sharpe ratio Λ can be obtained by inserting (87)
into (74).
The zeroth, first and second order approximations for V , pi∗ and Λ can be obtained using the
results of Section 5. Fixing y¯ = y and using (68), (71), (72) and (73), we obtain
V (0) = U(w) exp
(
1− γ
γ
µ2y
2
(T − t)
)
, V (1) =
1− γ
4γ2
µ2(T − t)2
(
γκ(θ − y) + (1− γ)ρδµy
)
V (0),
pi∗ ≈ w
γ
µy +
w
γ
ρδµ2
1− γ
γ
(T − t)y,
Λ0 = µ
√
y, Λ1 =
(T − t)
4γ
√
y
µ
(
γκ(θ − y) + (1− γ)ρδµy
)
,
where in the strategy we have also expanded the coefficients in Taylor series. The second-order
terms are omitted for the sake of brevity.
In Figure 1 we plot as a function of σ = 1/
√
y the exact value function V , the exact optimal
investment strategy pi∗ and the exact implied Sharpe ratio Λ. We also plot the zeroth, first and
second-order approximations of these quantities. For all three quantities, we observe a close match
between the exact function (u, pi∗ and Λ) and the second order approximation. Figure 1 also
includes a plot of the implied Sharpe ratio (both exact Λ and the second order approximation) as
a function of the risk-aversion parameter γ for three different time horizons. It is clear from the
figure that the approximation is most accurate at the shortest time horizons, consistent with the
accuracy result of Theorem 5.6.
6.2 Local volatility example
We now consider a local volatility model in which the coefficients (µ, σ) appearing in (2) are given
by
µ(x) = µ, σ(x) = δeηx. (88)
Since Y plays no role in the dynamics of X, the coefficients c and β do not appear.
Assuming power utility (67), an explicit formula for the value function V in this setting is
obtained in Darius (2005)
V (t, x, w) =
w1−γ
1− γ
(
f(t, e−2ηx)
)γ
, f(t, d) = A(t)eB(t)d , (89)
A(t) = eλ+η(2η+1)(T−t)
(
λ− − λ+
λ− − λ+e2η2(λ+−λ−)(T−t)
)2η+1
2η
, B(t) =
1
δ2
I(t),
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Figure 1: The value function (top left), optimal strategy (top right) and implied Sharpe ratio (bottom left) are
plotted as a function of instantaneous level of volatility σ = 1/
√
y assuming power utility (67) and dynamics
given by stochastic volatility model (86). In all three plots, the solid line corresponds to the exact function
and the dotted, dashed and dot-dashed lines correspond to the zeroth, first and second-order approximations,
respectively. The parameters used in these three plots are: T − t = 4.0, w = 1.0, κ = 0.3, θ = 0.2, δ = 0.3,
ρ = −0.75, µ = 0.3 and γ = 3.0. On the bottom right we fix the volatility σ = 0.3 and we plot the implied
Sharpe ration Λ as a function of γ for three different time horizons T − t = {1, 2, 4} corresponding to black,
blue and red, respectively. The solid lines are exact. The dot-dashed lines correspond to the second-order
approximation. The parameters used in the bottom right plot are w = 1.0, κ = 0.3, θ = 0.2, δ = 0.3,
ρ = −0.75 and µ = 0.3.
I(t) =
λ+
(
1− e2η2(λ+−λ−)(T−t)
)
1− (λ+/λ−)e2η2(λ+−λ−)(T−t)
, λ± =
µ±
√
γµ2
2ηγ
.
The optimal investment strategy pi∗ can be obtained by inserting (89) into (6) An explicit expression
for the implied Sharpe ratio Λ can be obtained by inserting (89) into (74).
The zeroth, first and second order approximations for V , pi∗ and Λ can be obtained using the
results of Section 5. Fixing x¯ = x and using (68), (71), (72) and (73), we obtain
V (0) = U(w) exp
(
1− γ
2γ
µ2
δ2
e−2ηx(T − t)
)
, V (1) =
−(1− γ)(T − t)2ηµ2
2γ2δ2
e−2ηx
(
µ− γ 12δ2e2ηx
)
u0,
pi∗ ≈ w µ
γδ2
e−2ηx − w (1− γ)(T − t)
γ2
ηµ2
δ2
e−2ηx,
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Λ0 =
µ
δ
e−ηx, Λ1 =
−(T − t)
2γ
ηµ
δ
e−ηx
(
µ− γ 12δ2e2ηx
)
.
Once again, the second-order terms are omitted for the sake of brevity.
In Figure 2, we plot as a function of σ = δeηx the value function V , the optimal investment
strategy pi∗ and the implied Sharpe ratio Λ. We also plot the zeroth, first and second order
approximations of these quantities. For all three quantities, we observe a close match between the
exact functions (V , pi∗ and Λ) and their second order approximation. Figure 2 also contain plots
of the implied Sharpe ratio Λ (both exact Λ and the second order approximation Λ¯2) as a function
of the risk-aversion parameter γ for three different time horizons.
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Figure 2: Value function (top left), optimal strategy (top right) and implied Sharpe ratio (bottom left) are
plotted as a function of σ = δeηx assuming power utility (67) and dynamics given by local volatility model
(88). In all three plots, the solid line corresponds to the exact function, and the dotted, dashed and dot-dashed
lines correspond to the zeroth, first and second-order approximations, respectively. The parameters used in
these three plots are: T − t = 5, w = 1.0, η = −0.8, δ = 0.3, µ = 0.3 and γ = 3.00. On the bottom right
we fix the volatility σ = 0.25 and we plot the implied Sharpe ration Λ as a function of γ for three different
time horizons T − t = {1, 3, 5} corresponding to black, blue and red, respectively. The solid lines are exact.
The dot-dashed lines are our second order approximation. The parameters used in the bottom right plot are:
w = 1.0, η = −0.8, δ = 0.3 and µ = 0.3.
7 Conclusion
In this paper we consider the finite horizon utility maximization problem in a general LSV setting.
Using polynomial expansion methods, we obtain an approximate solution for the value function and
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optimal investment strategy. The zeroth-order approximation of the value function and optimal
investment strategy correspond to those obtained by Merton (1969) when the risky asset follows a
geometric Brownian motion.
The first-order correction of the value function can always be expressed as a differential op-
erator acting on the zeroth-order term. Higher-order corrections can always be expressed as a
nonlinear transformation of a convolution with a Gaussian kernel. For certain utility functions,
these convolutions can be expressed in closed-form as a differential operator acting on the zeroth-
order term. Corrections to the zeroth-order optimal investment strategy can be obtained from the
approximation of the value function.
We also introduce in this paper the concept of an implied Sharpe ratio and derive an approxi-
mation for this quantity. We obtain specific results for power utility and give a rigorous error bound
for the value function in a stochastic volatility setting. Finally, we provide two numerical examples
to illustrate the accuracy and versatility of our approach. The expansion techniques presented in
this paper naturally lend themselves to other nonlinear stochastic control problems. Recent results
for indifference pricing of options contracts have been developed in Lorig (2014).
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