We show that for any unitarily invariant norm k k on M n (the space of n-by-n complex matrices) 
Introduction and Notation
Let M m;n denote the space of m-by-n complex matrices and write M n M n;n ; let A A denote the conjugate transpose of a matrix in M m;n . Recently, Harald Wimmer 20, p. 315] conjectured that an analog of the Cauchy-Schwarz inequality holds for any unitarily invariant norm k k on M m;n :
kA Bk For three special choices of norm k k (the trace norm, the Frobenius norm, and the spectral norm),
Wimmer proved (1.1) and identi ed the cases of equality. In Section 3 we give a proof of (1.1) and a similar inequality for Hadamard products; both results follow from a simple norm inequality (Theorem 2.3) for the Hadamard product of vectors. We identify the cases of equality in this inequality and in (1.1). In Sections 3 and 4 we prove some results of independent interest on unitary similarity invariant norms. In Section 4 we provide a variety of examples and show that the set of norms satisfying (1.1) is a convex set that strictly contains the unitarily invariant norms.
We use A 0 to mean that A is positive semide nite. If Given x 2 C n and an index set I f1; : : :; ng we de ne x(I) 2 C n by x(I) i = ( x i if i 2 I 0 if i 6 2 I and we de ne jxj jx i j] n i=1 . Given a vector x 2 C n we de ne diag(x) 2 M n to be the diagonal matrix with i; i entry x i . Given vectors x; y 2 R n we use x y to mean that x i y i for i = 1; : : :; n. A norm k k on C n is absolute if kxk = k jxj k for all x 2 C n , and is monotone if jxj jyj implies kxk kyk. These two notions were introduced by Bauer, Stoer and Witzgall in 2], where they arose naturally in the study of induced norms on M n . It is a fact that a norm is absolute if and only if it is monotone 2, Theorem 2] or 7, Theorem 5.5.10].
If vectors x; y 2 R n are given, and if and are permutations of f1; 2; : : :; ng such that x (1) x (2) : : : x (n) and y (1) y (2) : : : y (n) , we say that x is weakly majorized by y if
y (i) for all k = 1; : : :; n:
If, in addition, equality holds when k = n, then we say that x is majorized by y. A function g( ) : C n ! R + is called a symmetric gauge function if it is a permutation invariant absolute norm on C n . We will make frequent use of the fact that for x; y 2 C n and any symmetric gauge function g( ) jxj is weakly majorized by jyj implies g(x) g(y):
Given a norm k k on C m we de ne its dual (with respect to the Euclidean inner product) by kxk D maxfjy xj : y 2 C m ; kyk 1g:
Given a norm k k on M m;n we de ne its dual (with respect to the Frobenius inner product < A; B > tr B A) by kAk D maxfjtr (B A)j : B 2 M m;n ; kBk 1g:
If we take n = 1, then this de nition specializes to (1.3). The duality theorem for norms 7, Theorem 5. 
An Inequality for Absolute Norms
In this section we are interested in an inequality for Hadamard products of vectors that leads directly to a proof of the matrix inequality (1.1). To obtain Theorem 2.3, the main result in this section, it is helpful to know two lemmata, whose proofs we omit. The rst result is Theorem 1 in 2]; the second can be proved by an argument very similar to the proof of Lemma 3.7.
Lemma 2.1 A norm on C n is absolute if and only if its dual norm is absolute. Lemma 2.2 Let k k be an absolute norm on C n and let x 2 C n be given. Then kxk = maxfjy xj : y 2 C n and kyk D 1g = maxfz T jxj : z 2 R n + and kzk D 1g: We use the following notation in Theorem 2.3. Given x 2 C n and an index set I f1; : : :; ng, de i jyj i for i = 1; : : :; n and hence, by the de nition of I, it follows that jx(I)j = cjy(I)j. Becausez attains the rst maximum in (2.4), we have kx xk =z T jx xj, and we can use Lemma 2.2 again to compute kx x(I)k = maxfz T jx x(I)j : z 2 R n + and kzk D 1g z T (x x) = kx xk: But kx xk kx x(I)k by the monotonicity of k k, so kx xk = kx x(I)k. The same argument shows that ky yk = ky y(I)k .
Notice that the inequality (2.1) with the l 1 norm is the heart of the classical Cauchy-Schwarz inequality:
= kx yk 2 1 kx xk 1 ky yk 1 
It is of interest to characterize the norms on C n that satisfy the conclusion of Theorem 2.3. We discuss the converse of the following preliminary lemma in Theorem 4.8.
Lemma 2.4 Let k k be a norm on C n such that kxk k jxj k for all x = x i ] 2 C n , where jxj jx i j]. Then the function (x) k jxj k is a norm on C n .
Proof: Since the function (x) k jxj k is positive de nite and homogeneous on C n , we need only show that it obeys the triangle inequality. We claim that it su ces to prove that kuk kvk whenever u; v 2 R n + and u v: (2.5) Since jx + yj jxj + jyj for all x; y 2 C n , (2.5) and the triangle inequality for k k give the desired result:
(x + y) = k jx + yj k k jxj + jyj k k jxj k + k jyj k = (x) + (y): To prove (2.5), let u; v 2 R n + be given with u v. If u = v, there is nothing to prove, so assume that u 6 = v. Some corresponding entries of u and v may be equal but at least one entry of u must be strictly less than the corresponding entry of v. We shall construct a vector w 2 R n + such that u w v, kwk kvk, and w has one more entry than v that is equal to the corresponding entry of u. A nite induction then leads to the conclusion that kuk kvk. De We can now characterize the norms that satisfy the inequality (2.1).
Theorem 2.5 Let k k be a norm on C n . Then kx yk
Proof: Suppose kzk k jzj k for all z 2 C n . Lemma 2.4 guarantees that (x) k jxj k is an absolute norm on C n , so we may apply Theorem 2.3 to ( ) and obtain kx yk which is (2.7).
An example of a norm on C 2 that is not absolute but nevertheless satis es the condition (2.8),
and hence (2.7) as well, is kxk maxfjx 1 + x 2 j; jx 1 j; jx 2 jg:
Although we have characterized the norms for which the inequality (2.7) holds in terms of the natural condition (2.8), it is not always easy to determine whether a particular norm has this property. For example, it is not known which unitarily invariant norms on M m;n satisfy (2.8).
Inequalities for Matrices
We are now ready to prove (1.1), as well as an analogous inequality for the Hadamard product of matrices, and to discuss the cases of equality. That the in mum is attained and is equal to kAk follows by setting B = P 1=2 and C = P 1=2 U, where A = PU is a polar decomposition of A, i.e., P; U 2 M n ; P 0, and U is unitary.
In Example 4.4 we give a non-unitarily invariant norm that satis es 3.5. It is possible to characterize the unitary similarity invariant norms that satisfy (1.1); to do so, we require the following analog of Lemma 2.4. Lemma 3.3 Let k k be a unitary similarity invariant norm on M n such that kAk k jAj k for all A 2 M n ; (3.7) where jAj (A A)
1=2
. Then N(A) k jAj k is a unitarily invariant norm on M n . 
i (B) k = 1; : : :; n;
which expresses the subadditivity of the Ky Fan k-norms, i.e., the vector (A + B) is weakly majorized by the vector (A) + (B). De ne a norm k k 0 on C n by kxk 0 kdiag(x)k. Condition (3.7) guarantees that kxk 0 k jxj k 0 for all x 2 C n , so Lemma 2.4 ensures that the function kxk 00 k jxj k 0 is a monotone norm on C n . Since the given norm k k is unitary similarity invariant, the norm k k 00 is permutation invariant. Thus, the norm k k 00 is actually a symmetric gauge function.
If C 2 M n is a given positive semide nite matrix, then there is a unitary U 2 M n such that C = U U , where = diag( (C)). Because the norm k k is unitary similarity invariant,
Now use this identity with C jA+Bj, noting that the eigenvalues and singular values of a positive semide nite matrix are identical, to write
The rst inequality uses weak majorization and the fact that k k 00 is a symmetric gauge function, while the second is just the triangle inequality for k k 00 .
The condition (3.7) is su cient for a unitary similarity invariant norm on M n to satisfy the conclusion of Lemma 3.3, but it is not necessary. See Theorem 4.9 for a stronger version of Lemma 3.3, which provides a necessary and su cient condition.
Another way to prove the triangle inequality for N(A) k jAj k 00 is to use the matrix-valued triangle inequality 18, Therem 2]. We demonstrate this technique in the proof of Theorem 4.9.
The following characterization is a matrix analog of Theorem 2.5 for the usual matrix product. Thus (3.9) implies both (3.8) and (3.10).
Conversely, suppose that (3.8) holds and let A 2 M n be given. Let A = UP be a polar decomposition of A. Using the condition (3.8) and the hypothesis of unitary similarity invariance, we obtain the desired inequality:
The hypothesis that the norm k k be unitary similarity invariant is essential, as we show in Example 4.2. In Example 4.13 we exhibit a unitary similarity invariant norm that does not satisfy the condition (3.9).
We now determine the case of equality in (3.1), and to do so we require two preliminary results Proof: Let k k be a given unitarily invariant norm and let A 2 M m;n ; U 2 M m , and V 2 M n be given with U and V unitary. Then kUAV k D = maxfjtr B UAV j : B 2 M m;n ; kBk 1g = maxfjtr (U BV ) Aj : B 2 M m;n ; kBk 1g = maxfjtr C Aj : C 2 M m;n ; kCk 1g = kAk D ; which shows that k k D is unitarily invariant. The hypothesis that k k is unitarily invariant is used to obtain the penultimate equality in this series of identities. The converse now follows from the duality theorem for norms.
Before proceeding it is convenient to isolate some simple but useful facts about the Frobenius inner product on M n . Lemma 3.6 Let A; B 2 M n be given. Thus, all the inequalities must be equalities and the asserted identity follows.
We also need a well-known result expressing the monotonicity of a unitarily invariant norm with respect to multiplication by a partial isometry 3, Prop. 7.7.3]. We provide a proof that uses only the existence of the singular value decomposition. Lemma 3.8 Let k k be a unitarily invariant norm on M m;n , and let A 2 M m;n , P 1 2 M m , and P 2 2 M n be given. Then kP 1 AP 2 k 1 (P 1 ) 1 (P 2 )kAk: In particular, if P 1 and P 2 are partial isometries then kP 1 AP 2 k kAk:
Proof: Let A 2 M m;n , P 1 2 M m , and P 2 2 M n and let k k be a unitarily invariant norm on M m;n . Assume without loss of generality that 1 (P 1 ) = 1 (P 2 ) = 1. We will show that kP 1 Ak kAk:
The inequality kAP 2 k kAk can be proved by a very similar argument. Combining these two results gives the desired conclusion.
Let P 1 = U V be a singular value decomposition of P 1 , i.e., U; V are unitary and = diag( (P 1 )). We are now ready to identify the cases of equality in (3.1), with a result that is an analog of the last part of Theorem 2.3. . We now show that c j j is the required positive constant and P 1 E, P 2 ( =j j)UE are the required partial isometries. By the de nition of E and (3.14)
we 
The rst inequality is an application of the inequality 13, Theorem 20.b. 1] jtr Xj 1 (X) + + n (X) for any X 2 M n ;
while the second is a special case of (3.3). is an absolute norm on C n .
We will now consider the converses of some of the results proved so far. First we characterize the norms k k on C n such that k j j k is also a norm, and the unitary similarity invariant norms k k on M n such that k j j k is a norm on M n . is a self-adjoint norm on M n that agrees with k k on H n , i.e., kAk 0 = kA k 0 for all A 2 M n and kAk 0 = kAk for all A 2 H n . If the given norm k k is unitary similarity invariant on H n , then the norm k k 0 is also unitary similarity invariant on M n . Furthermore, the norm k k 0 is minimal in the following sense: if N( ) is any self-adjoint norm on M n that agrees with k k on H n , then N(A) kAk 0 for all A 2 M n . Proof: The positivity and homogeneity of k k 0 follow from the positivity and homogeneity of k k. For the triangle inequality, take A; B 2 M n and compute kA + Bk 0 = maxfk 
Open Questions
In Theorem 3.4 we characterized the unitary similarity invariant norms on M n for which (1.1) holds, and in Example 4.2 we showed that the norm k k 1 , which is not unitary similarity invariant, satis es (1.1). Is there a useful characterization of the norms on M m;n that satisfy (1. Notice that the spectral norm and the Frobenius norm satisfy this inequality.
