Abstract. Let (M, g) be a three-dimensional smooth compact Riemannian manifold such that all geodesics are simple and closed with a common minimal period, such as the 3-sphere S 3 with canonical metric. In this work the global well-posedness problem for the quintic nonlinear Schrödinger equation i∂ t u+∆u = ±|u| 4 u, u| t=0 = u 0 is solved for small initial data u 0 in the energy space H 1 (M ), which is the scaling-critical space. Further, local wellposedness for large data, as well as persistence of higher initial Sobolev regularity is obtained. This extends previous results of Burq-Gérard-Tzvetkov to the endpoint case.
Introduction and main result
Let (M, g) be a smooth Riemannian manifold without boundary and let ∆ = ∆ g denote the (negative) Laplace-Beltrami operator on M. Consider the Cauchy problem i∂ t u + ∆u = ± |u| 4 u u| t=0 =φ ∈ H s (M)
If u : (−T, T )×M → C is a sufficiently nice solution to (1) one easily verifies conservation of mass and energy m(u(t)) =
e(u(t)) = |u(t, x)| 6 dx = e(φ).
Therefore, the Sobolev space H 1 (M) is the natural energy space for (1), in which for small initial data the local and the global well-posedness problem are at the same level of difficulty. Also, in the three-dimensional Euclidean case (R 3 , δ ij ) the scaling u(t, x) → λ 1 2 u(λ 2 t, λx) (λ > 0) maps solutions onto solutions and does not alter theḢ 1 (R 3 )-norm. Therefore, the energy space is called (scaling-)critical.
In continuation of the line of research initiated by Burq-Gérard-Tzvetkov in [4, 6, 5 , 7] we focus on three-dimensional Zoll manifolds such as the sphere M = S 3 with canonical metric g, see [1] for more information on the geometric assumption, and (4) below. The subquintic problem on S 3 is solved in [6, Theorem 1] , and it is proved that the super-quintic problem is ill-posed in [ We refer the reader to Theorem 4.1 in Section 4 for a more precise statement of the main result. Theorem 1.1 completes the small data well-posedness theory for 3d Zoll manifolds as we push it to the critical space H 1 (M), and Thomann's work [19] shows that the problem is ill-posed in H s (M) for s < 1 and analytic (M, g). Zoll manifolds have the property that the spectrum of the LaplaceBeltrami operator ∆ is clustered around a sequence of squares [9, 8, 21] , see (4) below. On the other hand, the spectral cluster estimates [6] are optimal on spheres. This constitutes a sharp contrast to the case of the flat rational torus M = T 3 where we have recently established the analogous result to Theorem 1.1, see [14] .
The choice of Zoll manifolds as our setup is motivated from [4, 6, 5] . Also, one of our main ingredients in the proof -the trilinear spectral cluster estimates (Lemma 3.2) -are provided in [6] . In this paper we use critical function space techniques which have been introduced by Tataru and Koch-Tataru [15] , see also [10] for further details. They have already been applied to related problems, namely energy-critical
. On a technical level, however, we face different challenges in this paper as the estimates for space and time variables will be decoupled, and Galilean invariance and fine orthogonality arguments in the spatial frequencies are unavailable. Actually, our function spaces are slightly different and the general strategy of proof of Corollary 3.7 also provides an alternate approach to [14] .
The paper is organized as follows: In Section 2 we describe the geometric and functional setup. Section 3 starts by collecting known estimates on exponential sums and spectral projectors, and after some preparation it concludes with the key estimate of this work in Corollary 3.7. Section 4 contains the main nonlinear estimate and a precise statement of the main result in Theorem 4.1. In the Appendix we describe the necessary modifications with respect to Bourgain's paper [2] in order to conclude Lemma 3.1.
Notation and function spaces
Since M is compact, the spectrum σ(−∆) of −∆ = −∆ g is discrete and we list the nonnegative eigenvalues 0 = λ
to be the spectral projector onto the eigenspace E k corresponding to the eigenvalue λ 2 k . We have the orthogonal decomposition
Following [4, 6 , 5] we assume that (M, g) is a three-dimensional Zoll manifold, i.e. all geodesics are simple and closed with a common minimal period T , and without loss we may assume that T = 2π. In fact, we are using this assumption only to conclude that the spectrum is clustered around the sequence µ 2 n where µ n := (n + α/4) (for convenience of notation we define µ 0 := 0). More precisely, there exist α, E ∈ N such that
see [9, 8, 21] . By adding a bounded interval I 0 , and increasing α and relabeling if necessary, we may assume without loss of generality that
with the additional property that all these intervals are pairwise disjoint. Let p n = k∈N 0 :λ 2 k ∈In h k for n ∈ N 0 . Note that this is a spectral projector to which the result of [6, Theorem 3] applies. We have
For subsets J ⊂ R we define
Specifically, for dyadic numbers N = 1, 2, 4, . . . we write
where we add up all dyadic N ≥ 1 and N = 0.
We define
where x = (1 + |x| 2 ) 1/2 and observe that Let us quickly review the theory of the critical function spaces U p and V p which have been introduced in the context of dispersive PDEs by Tataru and Koch-Tataru, see [15] . We refer the reader to the papers [10, 14] for more details. Let χ I : R → R denote the sharp characteristic function of a set I ⊂ R. Let Z be the set of finite partitions −∞ < t 0 < t 1 < . . . < t K ≤ ∞ of the real line. If
We define U p as the corresponding atomic space, i.e. the space of all u : R → L 2 which can be written as
with U p -atoms a j , and {α j } ∈ ℓ 1 (N, C). The norm of a function u ∈ U p is defined as inf ∞ j=1 |α j |, where the infimum is taken over all atomic representations (6) of u.
(ii) Define V p as the space of all right-continuous functions v :
is finite (here we use the convention v(∞) = 0), and addition-
, and A denotes either the standard Laplacian ∆ or ∆, we also define
A are Banach spaces of bounded functions which are right-continuous and tend to 0 as t → −∞.
Our aim is to control the evolution up to time T ∼ 1. But on bounded time intervals the flows associated to the operators ∆ and ∆ stay close, a statement which is made precise next.
Lemma 2.2. Let 1 ≤ p < ∞ and τ be a bounded time interval, and let
, with equivalent norms.
Proof. Let ψ ∈ C ∞ 0 (R) be a smooth cutoff function which is constantly equal to 1 on τ . The claim follows from the fact that
are bounded operators. It suffices to consider an atom a. With B j :=
In view of (5) we have 
The claim follows, since ∞ j=0 c j j! < +∞ and U p is a complete space.
∆ for all dyadic N ≥ 0, endowed with the norm
(ii) We define Y s as the space of all functions u :
For a time interval τ ⊂ R we define X s (τ ) and Y s (τ ) to be the corresponding restriction space.
The above remark implies 
be a bounded, tri-linear operator with
holds true. Then, T satisfies the estimate
) and define
for t ∈ τ and I(f )(t) = 0 for t < a and I(f )(t) = I(f )(b) for t ≥ b.
(
provided that the r.h.s in (12) is finite.
We refer the reader to [14, Propositions 2.10 and 2.11] and [10, Propositions 2.8 and 2.10] for analogous statements and proofs, which apply here with trivial modifications.
Linear and multilinear estimates
We use an extension of Bourgain's estimate [2, Proposition 1.10 and Section 4] on exponential sums which is due to Burq-Gérard-Tzvetkov A proof can be found in Appendix A. We will also rely on the trilinear spectral projector estimate of Burq-Gérard-Tzvetkov [6], which is valid on every smooth Riemannian three-manifold (M, g).
holds true.
In the nonlinear analysis we need another useful and well-known estimate concerning the spectral localization of products of eigenfunctions.
where the implicit constant depends only on γ.
Proof. For single eigenfunctions it can be found in [5, Lemma 2.6] (written for d = 2) or more generally in [11, Section 4] . By the Weyl asymptotic the number of eigenvalues λ 2 k ∈ I n j grows at most like n 2 j in dimension d = 3, which implies
by Cauchy-Schwarz, cp. also [5, Lemma 2.7] for similar arguments.
Note that Lemma 3.3 is trivial in specific cases such as M = S 3 with canonical metric.
For later reference we explicitely state a crude bound which disregards all oscillations in time.
, and dyadic N 1 ≥ N 2 ≥ N 3 ≥ 0 and time intervals τ the estimate
Proof. By Hölder's inequality we obtain
For t fixed we have
by Sogge's estimate [16, Proposition 2.1] and the Cauchy-Schwarz inequality. The claim follows by taking the supremum in t.
Next
and
Proof. a) First, we prove estimate (17) with ∆ replacing ∆. We write
and Lemma 3.1 yields
Integration in x, an application of Minkowski's inequality and the dual of Sogge's estimate [16, formula (2.
3)] imply that
where we have used orthogonality in the last step. b) Now, let u ∈ U p ∆ . By Lemma 2.2 it suffices to prove the bound
Estimate (17) yields
This proves the second bound (18) , which in turn implies (17) and the proof is complete.
E.g. on the sphere M = S 3 , the restriction to dyadic frequency bands can be removed by Littlewood-Paley theory [17] , but we do not need it here. Also, the loss of derivatives precisely matches the loss on R ) and η > 0. Then, for all u 1 , u 2 , u 3 ∈ U 2 ∆ , and dyadic
Proof. a) In the case N 3 ≤ N 2 ≤ 1 the l.h.s. is bounded by our crude estimate (16) in conjunction with Remark 2 (iii). Henceforth we assume N 2 ≥ 1. Since τ 0 is a compact interval, it suffices to prove the corresponding bound in U 
for j = 1, 2, 3. However, in this case
so the claim (19) follows if we can show it in the case
b) Assume (20) . We define the partition 
due to almost orthogonality induced by the time oscillations. Indeed, it holds that
where
For every |m − m ′ | ≫ 1 and
we have the following estimate for the phase
c) By parts a) and b) the claim is reduced to showing that
for u j of the form (20) , and intervals of length |J| ≥ 1. This is a refinement of [7, Theorem 5.1], which is proved as follows: For fixed x ∈ M we obtain by Hölder's inequality
where 1/p 1 + 1/p 2 + 1/p 3 = 1/2 which we choose to satisfy 4 < p 1 , p 2 , p 3 < +∞. An application of (13) gives
and also
for j = 2, 3. By integration with respect to x ∈ M we obtain
for any small ǫ > 0, where we have used the trilinear spectral cluster estimate (14) 
Proof. We restrict our attention to the nontrivial case N 1 ≥ 1, and treat the two cases
Case a) For p, q > 4 satisfying
we exploit (18)
Let ρ > 0 be small. We choose p > 4 such that + ρ. Then,
Interpolating (19) and (23) via Lemma 2.4 yields
for small δ ′ > 0, because in the present case we have N < N 1 , the key is to observe that (19) provides the subcritical bound
for any η > 0. On the other hand, estimate (16) and Remark 2 (iii) imply
for any p ∈ [1, ∞), so interpolation via Lemma 2.4 yields
for any η ′ > 0, which implies (22) in this case.
The main result
As usual, we rewrite the initial value problem as an integral equation
Now, we restate Theorem 1.1 in a more precise form. Let us denote the ball in H 1 (M) with center φ and radius ε by B ε (φ). 
(b) The solution constructed in Part (i)(a) obeys the conservation laws (3) and (2) , and the flow map
is Lipschitz continuous. 
holds true, where u j denotes either u j or its complex conjugate u j .
Proof. The proof is a variation of the proof of [14, Proposition 4.1], so we focus on the new aspects here: Lemma 2.5 implies that I(
provided that the r. h. s. is finite. Thus, by choosing suitable extensions (which we also denote by u j ) the claim is reduced to proving In fact, in specific cases such as M = S 3 there will be no further contribution because the product of five spherical harmonics of maximal degree k can be developed into a series of spherical harmonics of maximal degree 5k. In general, however, it remains to consider a minor contribution of lower order, which comes from the range where max{N 0 , N 2 } ≪ N 1 or N 1 ≪ N 0 , and which we split Σ 2 = Σ 21 + Σ 22 accordingly. We have
and Hölder's inequality and Lemma 3.4 imply
On the other hand, if L ≪ N 1 we apply Lemma 3.3 (in this case L, N 0 , N 2 ≪ N 1 ), to deduce
which together with (29) gives
Dyadic summation easily yields
The contribution of Σ 22 , where with λ. We also refer the reader to [3, Section 3], and to the book [20] for more details on the circle method of Hardy and Littlewood.
First of all, we switch from t to −t, and reduce the estimate (3.1) for general α ∈ N 0 to the case α = 0. The latter simply follows by dilating time by the factor 16 and applying the result for α = 0 on [0, 2π] to a modified sequence and the translated and dilated interval 4J + α. From now on we will assume that µ 
for all c n such that n |c n | 2 = 1, which implies (13) , because the set is empty if λ ≫ N 1/2 . a) There exists c ε > 0 such that sup k∈N,b∈N 0 #{(n 1 , n 2 ) ∈ N 2 : n 1 , n 2 ≤ N; n 1 (n 2 + b) = k} ≤ c ε N ε 400 .
In the case 0 ≤ b ≤ 10N 2 this follows from the standard bound on the number of divisors function, see [12, Theorem 315] . Otherwise, the set contains at most one element. With this ingredient one can easily modify the argument in [2, formulas (1.3)-(1.6)] to deduce n∈Z c n σ n e 
for any 1 ≤ a < q < N, gcd(a, q) = 1 and |t − a/q| < (qN) −1 . The claim (32) follows from n∈Z σ n e 2πitn 2 = e 
