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OPERADS WITH GENERAL GROUPS OF EQUIVARIANCE,
AND SOME 2-CATEGORICAL ASPECTS OF OPERADS IN Cat
ALEXANDER S. CORNER AND NICK GURSKI
Abstract. We give a definition of an operad with general groups of equiv-
ariance suitable for use in any symmetric monoidal category with appropriate
colimits. We then apply this notion to study the 2-category of algebras over an
operad in Cat. We show that any operad is finitary, that an operad is carte-
sian if and only if the group actions are nearly free (in a precise fashion), and
that the existence of a pseudo-commutative structure largely depends on the
groups of equivariance. We conclude by showing that the operad for braided
strict monoidal categories has two canonical pseudo-commutative structures.
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Introduction
Operads were defined by May [19] in the early 70’s to provide a convenient tool
to approach problems in algebraic topology, notably the question of when a space
X admits an n-fold delooping Y so that X ≃ ΩnY . An operad, like an algebraic
theory [16], is something like a presentation for a monad or algebraic structure. The
theory of operads has seen great success, and we would like to highlight two reasons.
First, operads can be defined in any suitable symmetric monoidal category, so that
there are operads of topological spaces, of chain complexes, of simplicial sets, and of
categories, to name a few examples. Moreover, symmetric (lax) monoidal functors
carry operads to operads, so we can use operads in one category to understand
objects in another via transport by such a functor. Second, operads in a fixed
category are highly flexible tools. In particular, the categories listed above all
have some inherent notion of “homotopy equivalence” which is weaker than that
of isomorphism, so we can study operads which are equivalent but not isomorphic.
These tend to have algebras which have similar features in an “up-to-homotopy”
sense but very different combinatorial or geometric properties arising from the fact
that different objects make up these equivalent but not isomorphic operads.
1991 Mathematics Subject Classification. 18D05, 18D10, 18D50.
Key words and phrases. operad, 2-category, pseudo-commutativity.
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Operads in the category Cat of small categories have a unique flavor arising
from the fact that Cat is not just a category but a 2-category. These 2-categorical
aspects have not been widely treated in the literature, although a few examples
can be found. Lack [15] mentions braided Cat-operads (the reader new to braided
operads should refer to the work of Fiedorowicz [6]) in his work on coherence for
2-monads, and Batanin [2] uses lax morphisms of operads in Cat in order to define
the notion of an internal operad. But aside from a few appearances, the basic
theory of operads in Cat and their 2-categorical properties seems missing. This
paper was partly motivated by the need for such a theory to be explained from the
ground up.
There were two additional motivations for the work in this paper. In thinking
about coherence for monoidal functors, the first author was led to a general study
of algebras for multicategories internal to Cat. These give rise to 2-monads (or per-
haps pseudomonads, depending on how the theory is set up), and checking abstract
properties of these 2-monads prompts one to consider the simpler case of operads in
Cat instead of multicategories. The other motivation was from the second author’s
attempt to understand the interplay between operads in Cat, operads in Top, and
the passage from (bi)permutative categories to E∞ (ring) spaces. The first of these
motivations raised the issue of when operads in Cat are cartesian, while the sec-
ond led us to consider when an operad in Cat possesses a pseudo-commutative
structure.
While considering how to best tackle a general discussion of operads in Cat, it
became clear that restricting attention to the two most commonly used types of
operads, symmetric and non-symmetric operads, was both short-sighted and unnec-
essary. Many theorems apply to both kinds of operads at once, with the difference
in proofs being negligible; in fact, most of the arguments which applied to the sym-
metric case seemed to apply to the case of braided operads as well. This led us to
the notion of an action operadG, and then to a definition ofG-operads. In essence,
this is merely the general notion of what it means for an operad P = {P (n)}n∈N to
have groups of equivarianceG = {G(n)}n∈N such that G(n) acts on P (n). Choosing
different natural families of groups G, we recover known variants of the definition
of operad.
Groups G Type of operad
Terminal groups Non-symmetric operad
Symmetric groups Symmetric operad
Braid groups Braided operad
These definitions have appeared, with minor variations, in two sources of which
we are aware. In Wahl’s thesis [22], the essential definitions appear but not in
complete generality as she requires a surjectivity condition. Zhang [23] also studies
these notions1, once again in the context of homotopy theory, but requires the
superfluous condition that e1 = id (see Lemma 1.21).
This paper consists of the following. In Section 1, we give the definition of an
action operad G and a G-operad. We develop this definition abstractly so as to
apply it in any suitable symmetric monoidal category. It is standard to express
1Zhang calls our action operad a group operad. We dislike this terminology as it seems to
imply that we are dealing with an operad in the category of groups, which is not the case unless
all of the maps pin : G(n) → Σn are zero maps.
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operads as monoids in a particular functor category using a composition tensor
product. In order to show that ourG-operads fit into this philosophy, we must work
abstractly and use the calculus of coends together with the Day convolution product
[4]. The reader uninterested in these details can happily skip them, although we find
the route taken here to be quite satisfactory in justifying the axioms for an action
operad G and the accompanying notion of G-operad. Many of our calculations are
generalizations of those appearing in work of Kelly [10], although there are slight
differences in flavor between the two treatments.
Section 2 works through the basic 2-categorical aspects of operads in Cat. We
explain how every operad gives rise to a 2-monad, and show that all of the various
1-cells between algebras of the associated 2-monad correspond to the obvious sorts
of 1-cells one might define between algebras over an operad in Cat. Similarly, we
show that the algebra 2-cells, using the 2-monadic approach, correspond to the
obvious notion of transformation one would define using the operad.
Section 3 studies three basic 2-categorical properties of an operad, namely the
property of being finitary, the property of being 2-cartesian, and the coherence
property. The first of these always holds, as a simple calculation shows. The
second of these turns out to be equivalent to the action of G(n) on P (n) being
free for all n, at least up to a certain kernel. In particular, our characterization
clearly shows that every non-symmetric operad is 2-cartesian, and that a symmetric
operad is 2-cartesian if and only if the symmetric group actions are all free. (It is
useful to note that a 2-monad on Cat is 2-cartesian if and only if the underlying
monad on the category of small categories is cartesian in the usual sense as the
(strict) 2-pullback of a diagram is the same as its pullback.) The third property
is also easily shown to hold for any G-operad on Cat using a factorization system
argument due to Power [20].
Section 4 then goes on to study the question of when a G-operad P admits a
pseudo-commutative structure. Such a structure provides the 2-category of alge-
bras with a richer structure that includes well-behaved notions of tensor product,
internal hom, and multilinear map that fit together much as the analogous notions
do in the category of vector spaces. When P is contractible (i.e., each P (n) is equiv-
alent to the terminal category), this structure can be obtained from a collection of
elements tm,n ∈ G(mn) satisfying certain properties. In particular, we show that
every contractible symmetric operad is pseudo-commutative, and we prove that
there exist such elements tm,n ∈ Brmn so that every contractible braided operad
is pseudo-commutative as well (in fact in two canonical ways). Thus Section 4 can
be seen as a continuation, in the operadic context, of the work in [7], and in partic-
ular the “geometric” proof of the existence of a pseudo-commutative structure for
braided strict monoidal categories demonstrates the power of being able to change
the groups of equivariance.
The authors would like to thank John Bourke, Martin Hyland, Tom Leinster, and
Peter May for various conversations which led to this paper. While conducting this
research, the second author was supported by an EPSRC Early Career Fellowship.
1. Operads in symmetric monoidal categories
In this section, we will explore the general definition of an operad P which is
equipped with groups of equivariance G(n). The group G(n) will act on the right
on the object P (n), and the operad structure of P will be required to respect this
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action. For certain choices of the groups G(n), we will recover standard notions of
operads such as symmetric operads, non-symmetric operads, and braided operads.
The definitions here will, unless otherwise stated, apply in any symmetric monoidal
category V in which the functors X ⊗ −,− ⊗X preserve colimits for every object
X ∈ V.
Conventions 1.1.We adopt the following conventions throughout.
• Σn is the symmetric group on n letters, and Brn is the braid group on n
strands.
• For a group G, a right G-action on a set X will be denoted (x, g) 7→ x · g.
We will use both · and concatenation to represent multiplication in a group.
• The symbol e will generically represent an identity element in a group. If
we have a set of groups {G(n)}n∈N indexed by the natural numbers, then
en is the identity element in G(n).
• We will often be interested in elements of a product of the form
A×B1 × · · · ×Bn × C
(or similar, for example without C). We will write elements of this set as
(a; b1, . . . , bn; c), and in the case that we need equivalence classes of such
elements they will be written as [a; b1, . . . , bn; c].
We begin with the basic definitions.
Definition 1.2.An operad O (in the category of sets) consists of
• sets O(n) for each natural number n,
• an element id ∈ O(1), and
• functions
µ : O(n)×O(k1)× · · · ×O(kn)→ O(k1 + · · ·+ kn),
satisfying the following two axioms.
(1) The element id ∈ O(1) is a two-sided unit for µ in the sense that
µ(id;x) = x
µ(x; id, . . . , id) = x
for any x ∈ O(n).
(2) The functions µ (called operadic multiplication or operadic composition)
are associative in the sense that the diagram below commutes.
O(n)×O(k1)×···×O(kn)×O(l1,1)×···×O(l1,k1)×···×O(ln,1)×···×O(ln,kn)
O(k1+···+kn)×O(l1,1)×···×O(l1,k1)×···×O(ln,1)×···×O(ln,kn)
O(n)×
∏n
i=1O(k1)×O(li,1)×···×O(li,ki)
O(n)×O(
∑
l1,−)×···×O(
∑
ln,−)
O(
∑
l−,−)
µ×1
 µ
22❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡
∼=
,,❨❨❨❨❨
❨❨❨❨❨❨
❨❨❨❨❨❨
1×
∏
µ

µ

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Remark 1.3. (1) One can change from operads in Sets to operads in another
symmetric monoidal category V by requiring each O(n) to be an object
of V and replacing all instances of cartesian product with the appropriate
tensor product in V. This includes replacing the element id ∈ O(1) with a
map I → O(1) from the unit object of V to O(1).
(2) Every operad has an underlying collection which consists of the natural
number-indexed set {O(n)}n∈N, but without a chosen identity element or
composition maps. The category of collections is a presheaf category (in
this case on the discrete category of natural numbers), and we will equip
it with a monoidal structure in which monoids are precisely operads in
Theorem 1.20.
One is intended to think that x ∈ O(n) is a function with n inputs and a single
output, as below.
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
x...
Operadic composition is then a generalization of function composition, with the
pictorial representation below being µ(x; y1, y2) for µ : O(2)×O(2)×O(3)→ O(5).
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
x
❚❚❚❚
❚❚❚❚
❚❚
❥❥❥❥❥❥❥❥❥❥
y1
❚❚❚❚
❚❚❚❚
❚❚
❥❥❥❥❥❥❥❥❥❥
y2
Example 1.4.The canonical example of an operad is the symmetric operad which
we write as Σ. The set Σ(n) is the set of elements of the symmetric group Σn. The
identity element id ∈ Σ(1) is just the identity permutation on a one-element set.
Operadic composition in Σ will then be given by a function
Σ(n)× Σ(k1)× · · · × Σ(kn)→ Σ(k1 + · · ·+ kn)
which takes permutations σ ∈ Σn, τi ∈ Σki and produces the following permutation
in Σk1+···+kn . First we form the block sum permutation τ1⊕· · ·⊕τn which permutes
the first k1 elements according to τ1, the next k2 elements according to τ2 and so
on; this is an element of Σk1+···+kn . Then we take the permutation σ
+ ∈ Σk1+···+kn
which permutes the n different blocks 1 through k1, k1+1 through k1+ k2, and so
on, according to the permutation σ ∈ Σn. Operadic composition in Σ is then given
by the formula
µ(σ; τ1, . . . , τn) = σ
+ · (τ1 ⊕ · · · ⊕ τn).
Below we have drawn the permutation for the composition
µ : Σ(3)× Σ(2)× Σ(4)× Σ(3)→ Σ(9)
evaluated on the element
(
(123); (12), (12)(34), (13)
)
.
❄❄
❄❄
❄
⑧⑧
⑧⑧
⑧
❄❄
❄❄
❄
⑧⑧
⑧⑧
⑧
❄❄
❄❄
❄
⑧⑧
⑧⑧
⑧
❖❖❖
❖❖❖
❖
♦♦♦
♦♦♦
♦
PPP
PPP
PPP
PP
PPP
PPP
PPP
PP
PPP
PPP
PPP
PP
PPP
PPP
PPP
PP
PPP
PPP
PPP
PP
PPP
PPP
PPP
PP
❣❣❣❣❣
❣❣❣❣❣
❣❣❣❣❣
❣❣❣❣❣
❣❣❣❣❣
❣❣❣❣❣
❣❣❣❣❣
❣❣❣❣❣
❣❣❣❣❣
❣❣❣❣❣
❣❣❣❣❣
❣❣❣❣❣
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Note that (12)(34) ∈ Σ(4) is actually µ(e2; (12), (12)), where e2 ∈ Σ2 is the identity
permutation. Using this and operad associativity, one can easily check that
µ
(
(123); (12), (12)(34), (13)
)
= µ
(
(1234); (12), (12), (12), (13)
)
,
where now the composition on the right side uses the function
µ : Σ(4)× Σ(2)× Σ(2)× Σ(2)× Σ(3)→ Σ(9).
This equality is obvious using the picture above, but verifiable directly using only
the algebra of the symmetric operad.
The definition we have given above is for what some might call a plain or non-
symmetric operad. In many applications, something more sophisticated is required.
Definition 1.5.A symmetric operad consists of
• an operad O and
• for each n, a right Σn-action on O(n),
satisfying the following axioms.
µ(x; y1 · τ1, . . . , yn · τn) = µ(x; y1, . . . , yn) · (τ1 ⊕ · · · ⊕ τn)
µ(x · σ; y1, . . . , yn) = µ(x; yσ−1(1), . . . , yσ−1(n)) · σ
+
For the above equations to make sense, we must have
• x ∈ O(n),
• yi ∈ O(ki) for i = 1, . . . , n,
• τi ∈ Σki , and
• σ ∈ Σn.
The operad Σ detailed above is a symmetric operad, with the symmetric group
action being given by right multiplication. We leave it to the reader to check
the axioms, but in each case they are entirely straightforward. In the original
topological applications [19], symmetric operads were the central figures while plain
operads were generally not as useful. A further kind of operad was studied by
Fiedorowicz in [6]; we give the definition below in analogy with that for symmetric
operads, with interpretation to follow afterwards to make it entirely rigorous. We
do this to emphasize the key features that we will generalize in Definition 1.10.
Definition 1.6.A braided operad consists of
• an operad O and
• for each n, a right action of the nth braid group Brn on O(n),
satisfying the following axioms.
µ(x; y1 · τ1, . . . , yn · τn) = µ(x; y1, . . . , yn) · (τ1 ⊕ · · · ⊕ τn)
µ(x · σ; y1, . . . , yn) = µ(x; yσ−1(1), . . . , yσ−1(n)) · σ
+
For the above equations to make sense, we must have
• x ∈ O(n),
• yi ∈ O(ki) for i = 1, . . . , n,
• τi ∈ Brki , and
• σ ∈ Brn.
In order to make sense of this definition, we must define τ1⊕· · ·⊕τn and σ+ in the
context of braids. The first is the block sum in the obvious sense: given n different
braids on k1, . . . , kn strands, respectively, we form a new braid on k1 + · · · + kn
strands by taking a disjoint union where the braid τi is to the left of τj if i < j.
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The braid σ+ is obtained by replacing the ith strand with ki consecutive strands,
all of which are braided together according to σ. Finally, the notation σ−1(i) should
be read as π(σ)−1(i), where π : Brn → Σn is the underlying permutation map.
We require one final preparatory definition.
Definition 1.7.Let O,O′ be operads. Then an operad map f : O → O′ consists
of functions fn : O(n) → O′(n) for each natural number such that the following
axioms hold.
f(idO) = idO′
f(µO(x; y1, . . . , yn)) = µ
O′(f(x); f(y1), . . . , f(yn))
Conventions 1.8. In the above definition and below, we adopt the convention that
if an equation requires using operadic composition in more than one operad, we will
indicate this by a superscript on each instance of µ unless it is entirely clear from
context.
Example 1.9.One can form an operad Br where Br(n) is the underlying set of
the nth braid group, Brn. This is done in much the same way as we did for the
symmetric operad, and the collection of maps πn : Brn → Σn giving the underlying
permutations constitutes an operad map Br → Σ.
One should note that the axioms for symmetric and braided operads each use
the fact that the groups of equivariance themselves form an operad. This is what
we call an action operad.
Definition 1.10.An action operad G consists of
• an operad G = {G(n)}n∈N in the category of sets such that each G(n) is
equipped with the structure of a group and
• a map π : G → Σ which is simultaneously a map of operads and a group
homomorphism πn : G(n)→ Σn for each n
such that
µ(g; f1, . . . fn)µ(g
′; f ′1, . . . , f
′
n) = µ(gg
′; fπ(g′)(1)f
′
1, . . . , fπ(g′)(n)f
′
n)
holds in the group G(k1 + · · ·+ kn), provided both sides make sense. This occurs
precisely when
• g, g′ ∈ G(n),
• fi ∈ G(kπ(g′)−1(i)), and
• f ′i ∈ G(ki).
Remark 1.11. • The final axiom is best explained using the operad Σ of
symmetric groups. Reading symmetric group elements as permutations
from top to bottom, below is a pictorial representation of the final axiom
for the map µ : Σ3 × Σ2 × Σ2 × Σ2 → Σ6.
❄❄
❄❄
❄
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳⑧
⑧⑧
⑧⑧
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳
❧❧❧
❧❧❧
❧❧
❧❧❧
❧❧❧
❧❧
❄❄
❄❄
❄
❧❧❧
❧❧❧
❧❧⑧
⑧⑧
⑧⑧
❧❧❧
❧❧❧
❧❧
❄❄
❄❄
❄
⑧⑧
⑧⑧
⑧
❄❄
❄❄
❄
⑧⑧
⑧⑧
⑧
❘❘❘
❘❘❘
❘❘
❘❘❘
❘❘❘
❘❘
❧❧❧
❧❧❧
❧❧
❧❧❧
❧❧❧
❧❧
❄❄
❄❄
❄
⑧⑧
⑧⑧
⑧
❄❄
❄❄
❄
⑧⑧
⑧⑧
⑧
❄❄
❄❄
❄
⑧⑧
⑧⑧
⑧
❄❄
❄❄
❄
⑧⑧
⑧⑧
⑧
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳
❧❧❧
❧❧❧
❧❧
❧❧❧
❧❧❧
❧❧
❧❧❧
❧❧❧
❧❧
❧❧❧
❧❧❧
❧❧
❘❘❘
❘❘❘
❘❘
❘❘❘
❘❘❘
❘❘
❧❧❧
❧❧❧
❧❧
❧❧❧
❧❧❧
❧❧
=
µ
(
(23);(12),(12),id
)
·µ
(
(132);(12),id,(12)
)
µ
(
(23)·(132);id·(12),(12)·id,(12)·(12)
)
• Our definition of an action operad is the same as that appearing in Wahl’s
thesis [22], but without the condition that each πn is surjective. It is also
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the same as that appearing in work of Zhang [23], although we prove later
(see Lemma 1.21) that the condition e1 = id in Zhang’s definition follows
from the rest of the axioms.
Example 1.12. (1) There are two trivial examples of action operads. The first
is the symmetric operad G = Σ with the identity map; this is the terminal
object in the category of action operads (see Definition 1.13). The second
is G = T consisting of the terminal groups T (n) = ∗. Here the πn’s are
given by the inclusion of identity elements; this is the initial object in the
category of action operads.
(2) Two less trivial examples are given by the braid groups, G = Br, and the
ribbon braid groups, G = RBr. (A ribbon braid is given, geometrically, as
a braid with strands replaced by ribbons in which we allow full twists. The
actual definition of the ribbon braid groups is as the fundamental group
of a configuration space in which points have labels in the circle, S1; see
[21].) In each case, the homomorphism π is given by taking underlying
permutations, and the operad structure is given geometrically by using the
procedure explained after Definition 1.6. We refer the reader to [6] for more
information about braided operads, and to [21, 22] for information about
the ribbon case.
Action operads are themselves the objects of a category, AOp. The morphisms
of this category are defined below.
Definition 1.13.Amap of action operads f : G→ G′ consists of a map f : G→ G′
of the underlying operads such that
(1) πG
′
◦ f = πG (i.e., f is a map of operads over Σ) and
(2) each fn : G(n)→ G′(n) is a group homomorphism.
Just as we had the definitions of operad, symmetric operad, and braided operad,
we now come to the general definition of a G-operad, where G is an action operad.
Definition 1.14.Let G be an action operad. A G-operad P (in Sets) consists of
• an operad P in Sets and
• for each n, an action P (n)×G(n)→ P (n) of G(n) on P (n)
such that the following two equivariance axioms hold.
µP (x; y1 · g1, . . . , yn · gn) = µP (x; y1, . . . , yn) · µG(e; g1, . . . , gn)
µP (x · g; y1, . . . , yn) = µP (x; yπ(g)−1(1), . . . , yπ(g)−1(n)) · µ
G(g; e1, . . . , en)
Example 1.15. (1) Let T denote the terminal operad in Sets equipped with
its unique action operad structure. Then aT-operad is just a non-symmetric
operad in Sets.
(2) Let Σ denote the operad of symmetric groups with π : Σ→ Σ the identity
map. Then a Σ-operad is a symmetric operad in the category of sets.
(3) LetBr denote the operad of braid groups with πn : Brn → Σn the canonical
projection of a braid onto its underlying permutation. Then a Br-operad
is a braided operad in the sense of Fiedorowicz [6].
Remark 1.16. It is possible to consider G-operads in categories other than the
category of sets. In this case we still use the notion of an action operad given
above, but then take the operad P to have objects P (n) which are the objects
of some closed symmetric monoidal category V. We will rarely use anything that
might require the closed structure as such, only the fact that the tensor product
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distributes over colimits in each variable. This is a consequence of the fact that
both X⊗− and −⊗X are left adjoints in the case of a closed symmetric monoidal
category. Thus while we set up the foundations using only operads in Sets, the
diligent reader can easily modify this theory for their closed symmetric monoidal
category of choice. In fact, we will use the same theory in Cat with its cartesian
structure, noting only that the same arguments work in Cat with essentially no
modification.
Definition 1.17.LetG be an action operad. The categoryG-Coll ofG-collections
has objects X = {X(n)}n∈N which consist of a set X(n) for each natural number
n together with an action X(n) × G(n) → X(n) of G(n) on X(n). A morphism
f : X → Y in G-Coll consists of a G(n)-equivariant map fn : X(n) → Y (n) for
each natural number n.
Remark 1.18.The definition of G-Coll does not require that G be an action
operad, only that one has a natural number-indexed set of groups. Given any
such collection of groups {G(n)}n∈N, we can form the category G whose objects
are natural numbers and whose hom-sets are given by G(m,n) = ∅ if m 6= n and
G(n, n) = G(n) (where composition and units are given by group multiplication
and identity elements, respectively). Then G-Coll is the presheaf category
Gˆ = [Gop,Sets],
with the opposite category arising from our choice of right actions. A key step in
explaining how G-operads arise as monoids in the category of G-collections is to
show that being an action operad endows G with a monoidal structure.
Definition 1.19.Let G be an action operad, and let X,Y be G-collections. We
define the G-collection X ◦ Y to be
X ◦ Y (n) =
( ∐
k1+···+kr=n
X(r)× Y (k1)× · · · × Y (kr)
)
×G(n)/ ∼
where the equivalence relation is generated by
(xh; y1, . . . , yr; g) ∼ (x; yπ(h)−1(1), . . . , yπ(h)−1(r);µ(h; e, . . . , e)g),
(x; y1, . . . , yr;µ(e; g1, . . . , gr)g) ∼ (xe; y1g1, . . . , yrgr; g).
For the first relation above, we must have that the lefthand side is an element of
X(r)× Y (k1)× · · · × Y (kr)×G(n)
while the righthand side is an element of
X(r)× Y (kπ(h)−1(1))× · · · × Y (kπ(h)−1(r))×G(n);
for the second relation, we must have x ∈ X(r), yi ∈ Y (ki), f ∈ G(r), gi ∈ G(ki),
and g ∈ G(n). The right G(n)-action on X ◦Y (n) is given by multiplication on the
final coordinate.
We will now develop the tools to prove that the categoryG-Coll has a monoidal
structure given by ◦, and that operads are the monoids therein.
Theorem 1.20. Let G be an action operad.
(1) The category G-Coll has a monoidal structure with tensor product given
by ◦ and unit given by the collection I with I(n) = ∅ when n 6= 1, and
I(1) = G(1) with the G-action given by multiplication on the right.
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(2) The category Mon(G-Coll) of monoids in G-Coll is equivalent to the cat-
egory of G-operads with morphisms being those operad maps P → Q for
which each P (n)→ Q(n) is G(n)-equivariant.
While this theorem can be proven by direct calculation using the equivalence
relation given above, such a proof is unenlightening. Furthermore, we want to
consider G-operads in categories other than sets, so an element-wise proof might
not apply. Instead we now develop some general machinery that will apply to
G-operads in any cocomplete symmetric monoidal category in which each of the
functors X ⊗ −,− ⊗X preserve colimits (as is the case if the monoidal structure
is closed). This theory also demonstrates the importance of the final axiom in the
definition of an action operad. We begin with a calculational lemma.
Lemma 1.21. Let G be an action operad, and write en for the unit element in the
group G(n).
(1) In G(1), the unit element e1 for the group structure is equal to the identity
element for the operad structure, id.
(2) The equation
µ(en; ei1 , . . . , ein) = eI
holds for any natural numbers n, ij, I =
∑
ij.
(3) The group G(1) is abelian.
Proof. For the first claim, let g ∈ G(1). Then
g = g · e1
= µ(g; id) · µ(id; e1)
= µ(g · id; id · e1)
= µ(g · id; id)
= g · id
using that e1 is the unit element for the group structure, that id is a two-sided unit
for operad multiplication, and the final axiom for an action operad together with the
fact that the only element of the symmetric group Σ1 is the identity permutation.
Thus g = g · id, so id = e1.
For the second claim, write the operadic product as µ(e; e), and consider the
square of this element. We have
µ(e; e) · µ(e; e) = µ(e · e; e · e)
= µ(e; e)
where the first equality follows from the last action operad axiom together with
the fact that e gets mapped to the identity permutation; here e · e is the sequence
ei1 · ei1 , . . . , ein · ein . Thus µ(e; e) is an idempotent element of the group G(I), so
must be the identity element eI .
For the final claim, note that operadic multiplication µ : G(1)×G(1)→ G(1) is a
group homomorphism by the action operad axioms, and id = e1 is a two-sided unit,
so the Eckmann-Hilton argument shows that µ is actually group multiplication and
that G1 is abelian. 
Our construction of the monoidal structure on the category of G-collections
will require the Day convolution product [4]. This is a general construction which
produces a monoidal structure on the category of presheaves [Vop,Sets] from a
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monoidal structure on the category V. Since the category of G-collections is the
presheaf category [Gop,Sets], we need to show that G has a monoidal structure.
Proposition 1.22. The action operad structure of G gives G a strict monoidal
structure.
Proof. The tensor product on G is given by addition on objects, with unit object
0. The only thing to do is define the tensor product on morphisms and check
naturality for the associativity and unit isomorphisms, which will both be identities.
On morphisms, + must be given by a group homomorphism
+ : G(n)×G(m)→ G(n+m),
and this is given by the formula
+(g, h) = µ(e2; g, h).
We need that + is a group homomorphism, and the second part of Lemma 1.21
shows that it preserves identity elements. The final action operad axiom shows
that it also preserves group multiplication since π2(e2) = e2 (each πn is a group
homomorphism) and therefore(
+ (g, h)
)
·
(
+ (g′, h′)
)
= µ(e2; g, h) · µ(e2; g′, h′)
= µ(e2e2; gg
′, hh′)
= +(gg′, hh′).
We now write +(g, h) as g + h.
For naturality of the associator, we must have (f + g) + h = f + (g+ h). By the
operad axioms for both units and associativity, the lefthand side is given by
µ(e2;µ(e2; f, g), h) = µ(e2;µ(e2; f, g), µ(id;h))
= µ(µ(e2; e2, id); f, g, h),
while the righthand side is then
µ(e2; f, µ(e2; g, h)) = µ(µ(e2; id, e2); f, g, h).
By Lemma 1.21, both of these are equal to µ(e3; f, g, h), proving associativity.
Naturality of the unit follows similarly, using e0. 
Now that G has a monoidal structure, we get a monoidal structure on the cate-
gory of G-collections
[Gop,Sets] = Gˆ
using Day convolution, denoted ⋆. Given collectionsX,Y , their convolution product
X ⋆ Y is given by the coend formula
X ⋆ Y (k) =
∫ m,n∈G
X(m)× Y (n)×G(k,m+ n)
We refer the reader to [4] for further details. We do note, however, that the n-fold
Day convolution product of a presheaf Y with itself is given by the following coend
formula.
Y ⋆n(k) =
∫ (k1,...,kn)∈Gn
Y (k1)× · · · × Y (kn)×G(k, k1 + · · ·+ kn)
Computations with Day convolution will necessarily involve heavy use of the cal-
culus of coends, and we refer the reader in need of a refresher course on coends to
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[18]. Our goal is to express the substitution tensor product as a coend just as in
[10], and to do that we need one final result about the Day convolution product.
Lemma 1.23. Let G be an action operad, let Y ∈ Gˆ, and let k be a fixed natural
number. Then the assignment
n 7→ Y ⋆n(k)
can be given the structure of a functor G→ Sets.
Proof. Since the convolution product is given by a coend, it is the universal object
with maps
Y (k1)× · · · × Y (kn)×G(k, k1 + · · ·+ kn)→ Y
⋆n(k)
such that the following diagram commutes for every g1 ∈ G(k1), . . . , gn ∈ G(kn).
Y (k1)× · · · × Y (kn)×G(k, k1 + · · ·+ kn)
Y (k1)× · · · × Y (kn)×G(k, k1 + · · ·+ kn)
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
(−·g1,...,−·gn)×1
Y ⋆n(k)
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
Y (k1)× · · · × Y (kn)×G(k, k1 + · · ·+ kn)
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙
1×
(
(g1+···+gn)·−
)
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
The first map along the top acts using the gi’s, while the first map along the bottom
is given by
h 7→ µ(en; g1, . . . , gn) · h
in the final coordinate.
Let f ∈ G(n), considered as a morphism n → n in G. We induce a map
f • − : Y ⋆n(k)→ Y ⋆n(k) using the collection of maps
n∏
i=1
Y (ki)×G(k, k1 + · · ·+ kn)→
n∏
i=1
Y (kπ(f)−1(i))×G(k, k1 + · · ·+ kn)
by using the symmetry π(f) on the first n factors and left multiplication by the
element µ(f ; ek1 , . . . , ekn) on G(k, k1 + · · · + kn). To induce a map between the
coends, we must show that these maps commute with the two lefthand maps in
the diagram above. For the top map, this is merely functoriality of the product
together with naturality of the symmetry. For the bottom map, this is the equation
µ(f ; e) · µ(e; g1, . . . , gn) = µ(e; gπ(f)−11, . . . , gπ(f)−1n) · µ(f ; e).
Both of these are equal to µ(f ; g1, . . . , gn) by the action operad axiom. Functoriality
is then easy to check using that the maps inducing (f1f2) • − are given by the
composite of the maps inducing f1 • (f2 • −). 
We are now ready for the abstract description of the substitution tensor product.
The following proposition is easily checked directly using the definition of the coend;
in fact, the righthand side below should be taken as the definition of X ◦Y as both
sides are really the result of some colimiting process.
Proposition 1.24. Let X,Y ∈ Gˆ. Then
(X ◦ Y )(k) ∼=
∫ n
X(n)× Y ⋆n(k).
OPERADS 13
Finally we are in a position to prove Theorem 1.20. We make heavy use of the
following consequence of the Yoneda lemma: given any functor F : G → Sets and
a fixed object a ∈ G, we have a natural isomorphism∫ n∈G
G(n, a)× F (n) ∼= F (a);
there is a corresponding result for F : Gop → Sets using representables of the form
G(a, n) instead.
Proof of 1.20. First we must show that G-Coll has a monoidal structure using
◦. To prove this, we must give the unit and associativity isomorphisms and then
check the monoidal category axioms. First, note that the unit object is given as
I = G(−, 1). Then for the left unit isomorphism, we have
I ◦ Y (k) ∼=
∫ n
G(n, 1)× Y ⋆n(k)
∼= Y ⋆1(k)
∼= Y (k)
using only the properties of the coend. For the right unit isomorphism, we have
X ◦ I(k) ∼=
∫ n
X(n)× I⋆n(k)
∼=
∫ n
X(n)×
∫ k1,...,kn
G(k1, 1)× · · · ×G(kn, 1)×G(k, k1 + · · ·+ kn)
∼=
∫ n
X(n)×G(k, 1 + · · ·+ 1)
=
∫ n
X(n)×G(k, n)
∼= X(k)
using the same methods.
For associativity, we compute (X ◦ Y ) ◦ Z and X ◦ (Y ◦ Z).
(X ◦ Y ) ◦ Z(k) =
∫m
X ◦ Y (m)× Z⋆m(k)
=
∫m ( ∫ l
X(l)× Y ⋆l(m)
)
× Z⋆m(k)
∼=
∫m,l
X(l)× Y ⋆l(m)× Z⋆m(k)
∼=
∫ l
X(l)×
∫m
Y ⋆l(m)× Z⋆m(k)
The first isomorphism is from products distributing over colimits and hence coends,
and the second is that fact plus the Fubini Theorem for coends [18]. A similar
calculation shows
X ◦ (Y ◦ Z)(k) ∼=
∫ l
X(l)× (Y ◦ Z)⋆l(k).
Thus the associativity isomorphism will be induced once we construct an isomor-
phism
∫m
Y ⋆l(m)×Z⋆m ∼= (Y ◦Z)⋆l. We do this by induction, with the l = 1 case
being the isomorphism Y ⋆1 ∼= Y together with the definition of ◦. Assuming true
for l, we prove the case for l + 1 by the calculations below.
(Y ◦ Z)⋆l+1 ∼= (Y ◦ Z) ⋆ (Y ◦ Z)⋆l
∼= (Y ◦ Z) ⋆
( ∫m
Y ⋆l(m)× Z⋆m
)
=
( ∫ n
Y (n)× Z⋆n
)
⋆
( ∫m
Y ⋆l(m)× Z⋆m
)
=
∫ a,b ( ∫ n
Y (n)× Z⋆n(a)
)
×
( ∫m
Y ⋆l(m)× Z⋆m(b)
)
×G(−, a+ b)
∼=
∫ a,b,n,m
Y (n)× Y ⋆l(m)× Z⋆n(a)× Z⋆m(b)×G(−, a+ b)
∼=
∫ n,m
Y (n)× Y ⋆l(m)× Z⋆(n+m)
∼=
∫ j ∫ n,m
Y (n)× Y ⋆l(m)×G(j, n+m)× Z⋆j
∼=
∫ j
Y ⋆(l+1)(j)× Z⋆j
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Each isomorphism above arises from the symmetric monoidal structure on Sets
using products, the monoidal structure on presheaves using ⋆, the properties of the
coend, or the fact that products distribute over colimits.
For the monoidal category axioms on Gˆ, we only need to note that the unit and
associativity isomorphisms arise, using the universal properties of the coend, from
the unit and associativity isomorphisms on the category of sets together with the
interaction between products and colimits. Hence the monoidal category axioms
follow by those same axioms in Sets together with the universal property of the
coend.
Now we must show that monoids in (Gˆ, ◦) are operads. By the Yoneda lemma,
a map of G-collections η : I → X corresponds to an element id ∈ X(1) since
I = G(−, 1). A map µ : X ◦X → X is given by a collection of G(k)-equivariant
maps X ◦X(k)→ X(k). By the universal property of the coend, this is equivalent
to giving maps
µn,k : X(n)×X(k1)× · · · ×X(kn)×G(k, k1 + · · ·+ kn)→ X(k)
which are compatible with the actions of G(k) (using the hom-set in the source, and
the standard right action in the target) as well as each of G(n), G(k1), . . . , G(kn).
The hom-set in G is nonempty precisely when k = k1 + · · ·+ kn, so we define the
operad multiplication µ for X to be
µ(x; y1, . . . , yn) = µn,k(x; y1, . . . , yn; ek).
Compatibility with the actions of the G(n), G(k1), . . . , G(kn) give the equivariance
axioms, and the unit and associativity for the monoid structure give the unit and
associativity axioms for the operad structure. Finally, it is easy to check that a map
of monoids is nothing more than an operad map which is appropriately equivariant
for each n. 
Remark 1.25.The above result can be interpreted for G-operads in an arbitrary
cocomplete symmetric monoidal category V in which tensor distributes over colimits
in each variable. In order to do so, the following changes must be made. First,
cartesian products of objects X(k) must be replaced by the tensor product in V of
the same objects. Second, any product with a hom-set from G must be replaced by
a copower with the same set (recall that the copower of a set S with an object X is
given by the formula S⊙X =
∐
S X). The same changes also allow one to interpret
the results below about algebras in such a category, unless noted otherwise.
An operad is intended to be an abstract description of a certain type of algebraic
structure, and the particular instances of that structure are the algebras for that
operad. We begin with the definition of an algebra over a plain operad.
Definition 1.26.Let O be an operad. An algebra for O consists of a set X together
with maps αn : O(n) ×Xn → X such that the following axioms hold.
(1) The element id ∈ O(1) is a unit in the sense that
α1(id;x) = x
for all x ∈ X .
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(2) The maps αn are associative in the sense that the diagram
O(n) ×O(k1)×Xk1 × · · · ×O(kn)×Xkn O(n)×X
n
O(n) ×O(k1)× · · · ×O(kn)×Xk1 × · · · ×Xkn
O(
∑
ki)×X
∑
ki X
1×αk1×···αkn //
αn

∼=

µ×1

α∑ ki
//
commutes.
Moving on to algebras for a G-operad, let P be a G-operad and let X be any
set. Write P (n)×G(n) X
n for the coequalizer of the pair of maps
P (n)×G(n)×Xn ⇒ P (n)×Xn
of which the first map is the action of G(n) on P (n) and the second map is
P (n)×G(n)×Xn → P (n)× Σn ×X
n → P (n)×Xn
using πn : G(n) → Σn together with the canonical action of Σn on Xn by per-
mutation of coordinates: σ · (x1, . . . , xn) = (xσ−1(1), . . . , xσ−1(n)). By the universal
property of the coequalizer, a function f : P (n) ×G(n) X
n → Y can be identified
with a function f˜ : P (n)×Xn → Y such that
f˜(p · g;x1, . . . , xn) = f˜(p;xπ(g)−1(1), . . . , xπ(g)−1(n)).
Definition 1.27.Let P be a G-operad. An algebra for P consists of a set X
together with maps αn : P (n) ×G(n) X
n → X such that the maps α˜n satisfy the
usual operad algebra axioms given in Definition 1.26.
Remark 1.28. It is worth noting that the equivariance required for a P -algebra
is built into the definition above by requiring the existence of the maps αn to be
defined on coequalizers, even though the algebra axioms then only use the maps
α˜n. Since every G-operad has an underlying plain operad (see 1.31, applied to the
unique map T→ G), this reflects the fact that the algebras for the G-equivariant
version are always algebras for the plain version, but not conversely.
Definition 1.29.The category of algebras for P , P -Alg, has objects the P -algebras
(X,α) and morphisms f : (X,α)→ (Y, β) those functions f : X → Y such that the
following diagram commutes for every n.
P (n)×Xn P (n)× Y n
1×fn
//
Y
β˜n

X
α˜n

f
//
Let X be a set. Then the endomorphism operad of X , denoted EX , is given by
the sets EX(n) = Sets(X
n, X) with the identity function in EX(1) giving the unit
element and composition of functions giving the composition operation. Concretely,
composition is given by the formula
µ(f ; g1, . . . , gn) = f ◦ (g1 × · · · × gn).
16 ALEXANDER S. CORNER AND NICK GURSKI
Lemma 1.30. Let G be an action operad, and let X be a set. Then EX carries a
canonical G-operad structure.
Proof. EX is a symmetric operad, so we define the actions by
EX(n)×G(n)
1×πn−→ EX(n)× Σn → EX .

The previous result is really a change-of-structure groups result. We record the
general result as the following proposition and note that the proof is essentially the
same as that for the lemma.
Proposition 1.31. Let f : G → G′ be a map of action operads. Then f induces
a functor f∗ from the category of G′-operads to the category of G-operads.
We can now use endomorphism operads to characterize algebra structures.
Proposition 1.32. Let X be a set, and P a G-operad. Then algebra structures on
X are in 1-to-1 correspondence with G-operad maps P → EX .
Proof. A map P (k) → EX(k) corresponds, using the closed structure on Sets, to
a map P (k) × Xk → X . The monoid homomorphism axioms give the unit and
associativity axioms, and the requirement that P → EX be a map of G-operads
gives the equivariance condition. 
Remark 1.33.The proposition above holds for P -algebras in any closed symmetric
monoidal category. Having a closed structure (in addition to all small colimits) is
a stronger condition than the tensor preserving colimits in each variable, but it is
a natural one that arises in many examples.
Definition 1.34.Let P be a G-operad. Then P induces an endofunctor of Sets,
denoted P , by the following formula.
P (X) =
∐
n
P (n)×G(n) X
n
We now have the following proposition; its proof is standard [19], and we leave
it to the reader.
Proposition 1.35. Let P be a G-operad.
(1) The G-operad structure on P induces a monad structure on P.
(2) The category of algebras for the operad P is isomorphic to the category of
algebras for the monad P.
2. Operads in Cat
This section will study those G-operads for which each P (n) is a category, and
from here onwards any operad denoted P is in Cat. The extra structure that this
2-categorical setting provides allows us to consider notions of pseudoalgebras for
an operad, as well as pseudomorphisms of operads. The induced monad associated
to an operad of this sort can be shown to be a 2-monad (see [11] for background
on 2-monads) and we will proceed to show that the notions of pseudoalgebra for
both the operad and the associated 2-monad correspond precisely, i.e., there is an
isomorphism of 2-categories between the 2-category with either strict or pseudo-
level cells defined operadically and the 2-category with either strict or pseudo-level
cells defined 2-monadically.
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The associated monad P acquires the structure of a 2-functor as follows. We
define P on categories much like before as the coproduct
P (X) =
∐
n
P (n)×G(n) X
n,
whose objects will be written as equivalence classes [p;x1, . . . , xn] where p ∈ P (n)
and each xi ∈ X , sometimes written as [p;x] when there is no confusion. On
functors we define P in a similar way, exactly as with functions of sets. Given a
natural transformation α : f ⇒ g we define a new natural transformation P (α) as
follows. The component of P (α) at the object
[p;x1, . . . , xn]
is given by the morphism
[1p;αx1 , . . . , αxn ]
in P (X). It is a simple observation that this constitutes a 2-functor, and that the
components of the unit and multiplication are functors and are 2-natural.
First we will set out some conventions and definitions.
Conventions 2.1.We will identify maps αn : P (n) ×G(n) X
n → X with maps
α˜n : P (n)×Xn → X via the universal property of the coequalizer. Note also that
in the following definitions we will often write the composite
P (n)×
∏
(P (ki)×X
ki)→ P (n)×
∏
P (ki)×X
Σki µ
P×1
−−−−→ P (Σki)×X
Σki
simply abbreviated as µP × 1. Furthermore, instead of using an element id ∈ P (1)
as the operadic unit, we will now denote this as ηP : 1→ P (1).
We begin with the definitions of the pseudo-level cells in the operadic context,
and after each specialize to the strict version.
Definition 2.2. Let P be a G-operad. A pseudoalgebra for P consists of:
• a category X ,
• a family of functors
(
αn : P (n)×G(n) X
n → X
)
n∈N
,
• for each n, k1, . . . , kn ∈ N, a natural isomorphism
Pn×
∏n
i=1(Pki×X
ki)
Pn×
∏n
i=1 Pki×X
Σki
PΣki×X
Σki X
Pn×X
n

1×
∏
α˜ki //
α˜n

µP×1

α˜Σki
//
φk1,...,kn
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• and a natural isomorphism
X
1×X
P (1)×X X
ηP×1

α˜1
//
1
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
∼=

φη
satisfying the following axioms.
• For all n, ki,mij ∈ N, the following equality of pasting diagrams holds.
Pn×
∏
i(Pki×
∏
j(Pmij×X
mij )) Pn×
∏
i(Pki×X
ki)
PΣki×
∏
i
∏
j(Pmij×X
mij )
PΣΣmij×X
ΣΣmij
Pn×X
n
X
1×
∏
(1×
∏
α˜mij) //
1×
∏
α˜ki
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
α˜n

µP×1

µP×1
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
α˜ΣΣmij
//
Pn×
∏
i(PΣmij×X
Σmij )
µP×1
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
1×
∏
α˜Σmij
//
µP×1

Pn×
∏
i(Pki×
∏
j(Pmij×X
mij )) Pn×
∏
i(Pki×X
ki)
PΣki×
∏
i
∏
j(Pmij×X
mij )
PΣΣmij×X
ΣΣmij
Pn×X
n
X
1×
∏
(1×
∏
α˜mij)//
1×
∏
α˜ki
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏
α˜n

µP×1

µP×1
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
α˜ΣΣmij
//
PΣki×X
Σki
µP×1
1×
∏∏
α˜mij
//
α˜Σki
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
1×
∏
i φmi1,...,miki
φΣm1j ,...,Σmnj
φk1,...,kn
φm11,...,mnkn
OPERADS 19
• Each pasting diagram of the following form is an identity.
Pn ×Xn
Pn × (1×X)n
Pn × (P1 ×X)n Pn ×X
n
X
Pn × Pn1 ×X
n
Pn ×Xn
1

α˜n

∼=
❄
❄❄
❄❄
❄
1×(ηP×1)
n
❄
❄❄
❄❄
❄
1×α˜n1 //
1
''
∼=

µP×1

α˜n
//
1×φnη
φ1,...,1
Definition 2.3. Let P be a G-operad. A strict algebra for P consists of a pseu-
doalgebra in which all of the isomorphisms φ are identities.
Definition 2.4. Let (X,αn, φ, φη) and (Y, βn, ψ, ψη) be pseudoalgebras for a G-
operad P . A pseudomorphism of P -pseudoalgebras consists of:
• a functor f : X → Y
• and a family of natural isomorphisms
Pn ×Xn X
Pn × Y n Y
α˜n //
f

1×fn

β˜n
//
fn
satisfying the following axioms.
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• The following equality of pasting diagrams holds.
Pn×
∏
i(Pki×X
ki ) Pn×
∏
i(Pki×Y
ki )
PΣki×X
Σki PΣki×Y
Σki
Pn×Y
n
YX
1×
∏
(1×fki )
//
1×
∏
β˜ki
%%▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲
µP×1

α˜Σki
%%▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲
f
//
1×fΣki
//
β˜Σki
%%▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲
µP×1

β˜n

fn
ψk1,...,kn
Pn×
∏
i(Pki×X
ki ) Pn×
∏
i(Pki×Y
ki )
PΣki×X
Σki
Pn×X
n Pn×Y
n
YX
1×
∏
(1×fki )
//
1×
∏
β˜ki
%%▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲
µP×1

α˜Σki
%%▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲
f
//
β˜n

1×
∏
α˜ki
%%▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
1×fn
//
α˜n

fn
1×
∏
fki
φk1,...,kn
• The following equality of pasting diagrams holds.
X Y
1×X 1× Y
P1 ×X P1 × Y
X Y
f
//
1

∼=

ηP×1

α˜1
##●
●●
●●
●●
●●
●
1×f
//
1×f
//
β˜1
##●
●●
●●
●●
●●
●●
∼=

ηP×1

f
//
f1
ψη
X Y
1×X
P1 ×X
X Y
f
//
1

∼=

ηP×1

α˜1
##●
●●
●●
●●
●●
●
f
//
1

φη
Definition 2.5. Let (X,αn, φ, φη) and (Y, βn, ψ, ψη) be pseudoalgebras for a G-
operad P . A strict morphism of P -pseudoalgebras consists of a pseudomorphism
in which all of the isomorphisms fn are identities.
Remark 2.6.A strict algebra for a G-operad P in Cat is precisely the same thing
as an algebra for P considered as an operad on the category of small categories
and functors. A strict morphism between strict algebras is then just a map of
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P -algebras in the standard sense. We could also consider the notion of a lax al-
gebra for an operad, or a lax morphism of algebras, simply by considering natural
transformations in place of isomorphisms in the definitions.
Definition 2.7.Let P be a G-operad and let f, g : (X,α, φ, φη) → (Y, β, ψ, ψη)
be pseudomorphisms of P -pseudoalgebras. A P -transformation is then a natu-
ral transformation γ : f ⇒ g such that the following following equality of pasting
diagrams holds, for all n.
Pn ×Xn Pn × Y n
X Y
1×fn
%%
1×gn
//
β˜n

α˜n

g
//
1×γn
gn
Pn ×Xn Pn × Y n
X Y
1×fn
//
β˜n

α˜n
 f
//
g
::
γ

fn
We can form various 2-categories using these cells.
Definition 2.8. Let P be a G-operad.
• The 2-category P -Algs consists of strict P -algebras, strict morphisms, and
P -transformations.
• The 2-category Ps-P -Alg consists of P -pseudoalgebras, pseudomorphisms,
and P -transformations.
We also have the corresponding 2-monadic definitions, which we give for com-
pleteness. We state these for any 2-category K, as specializing to Cat does not
simplify them in any way.
Definition 2.9. Let T : K → K be a 2-monad. A T -pseudoalgebra consists of an
object X , a 1-cell α : TX → X , and invertible 2-cells
T 2X TX
TX X
Tα //
α

µX

α
//
Φ
X
TX X
ηX
✿
✿✿
✿✿
✿✿
✿
α
//
1X

Φη
satisfying the following axioms.
• The following equality of pasting diagrams holds.
T 3X T 2X
T 2X
TX
TX
X
T 2X
T 2α //
Tα
  ❇
❇❇
❇❇
❇❇
❇❇
❇❇
α

µTX

µX
  ❇
❇❇
❇❇
❇❇
❇❇
❇❇
α
//
TµX
  ❇
❇❇
❇❇
❇❇
❇❇
❇❇
Tα //
µX

TΦ 
Φ
T 3X T 2X
T 2X
TX
TX
X
TX
T 2α //
Tα
  ❇
❇❇
❇❇
❇❇
❇❇
❇❇
α

µTX

µX
  ❇
❇❇
❇❇
❇❇
❇❇
❇❇
α
//
Tα
//
α
  ❇
❇❇
❇❇
❇❇
❇❇
❇❇
µX

Φ 
Φ
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• The following pasting diagram is an identity.
TX
T 2X
TX
TX
X
1TX

1TX
&&
TηX
❄
❄❄
❄❄
❄❄
❄❄
Tα //
µX

α
//
α

TΦη
Φ
Definition 2.10.Let T : K → K be a 2-monad. A strict T -algebra consists of a
pseudoalgebra in which all of the isomorphisms Φ are identities.
Definition 2.11.Let T be a 2-monad and let (X,α,Φ,Φη), (Y, β,Ψ,Ψη) be T -
pseudoalgebras. A pseudomorphism (f, f¯) between these pseudoalgebras consists
of a 1-cell f : X → Y along with an invertible 2-cell
TX TY
X Y
Tf
//
β

α

f
//
f¯
satisfying the following axioms.
• The following equality of pasting diagrams holds.
T 2X T 2Y
TX
TX
TY
Y
TX
T 2f
//
Tβ
  ❇
❇❇
❇❇
❇❇
❇❇
❇❇
β

µX

α
  ❇
❇❇
❇❇
❇❇
❇❇
❇❇
f
//
Tα
  ❇
❇❇
❇❇
❇❇
❇❇
❇❇
Tf
//
α

T f¯
f¯
Φ
T 2X T 2Y
TX
TX
TY
Y
TX
T 2f
//
Tβ
  ❇
❇❇
❇❇
❇❇
❇❇
❇❇
β

µX

α
  ❇
❇❇
❇❇
❇❇
❇❇
❇❇
f
//
Tf
//
β
  ❇
❇❇
❇❇
❇❇
❇❇
❇❇
µY

Ψ 
f¯
• The following equality of pasting diagrams holds.
X Y
TX TY
X Y
f
//
1Y



ηX

ηY

Tf
//
α
✹
✹✹
✹✹
✹✹
✹
f
//
β
✹
✹✹
✹✹
✹✹
✹
f¯
Ψη
X Y
TX
X Y
f
//
ηX

α
✹
✹✹
✹✹
✹✹
✹
f
//
1X



1Y



Φη
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Definition 2.12.Let T be a 2-monad and let (X,α,Φ,Φη), (Y, β,Ψ,Ψη) be T -
pseudoalgebras. A strict morphism (f, f¯) consists of a pseudomorphism in which
f¯ is an identity.
Remark 2.13.Once again, the strict algebras and strict morphisms are exactly
the same as algebras and morphisms for the underlying monad on the underlying
category of K.
Definition 2.14.Let (f, f), (g, g) : X → Y be pseudomorphisms of T -algebras. A
T -transformation consists of a 2-cell γ : f ⇒ g such that the following equality of
pasting diagrams holds.
TX TY
X Y
Tf
$$
Tg
//
β

α

g
//
Tγ

g

TX TY
X Y
Tf
//
β

α
 f
//
g
::
γ

f
Once again, we have 2-categories defined using the different kinds of cells.
Definition 2.15.Let T be a 2-monad.
• The 2-category T -Algs consists of strict T -algebras, strict morphisms, and
T -transformations.
• The 2-category Ps-T -Alg consists of T -pseudoalgebras, pseudomorphisms,
and T -transformations.
Our main result in this section is the following, showing that one can consider al-
gebras and higher cells, in either strict or pseudo strength, using either the operadic
or 2-monadic incarnation of a G-operad P . This extends Proposition 1.35.
Theorem 2.16. Let P be a G-operad in Cat.
• There is an isomorphism of 2-categories
P -Algs
∼= P -Algs.
• There is an isomorphism of 2-categories
Ps-P -Alg ∼= Ps-P -Alg
extending the one above.
Proof. A proof of the first statement follows from our proof of the second by in-
serting identities where appropriate. Thus we begin by constructing a 2-functor
R : Ps-P -Alg → Ps-P -Alg. We map a P -pseudoalgebra (X,α,Φ,Φη) to the fol-
lowing P -pseudoalgebra on the same object X . First we define the functor αn to
be the composite
αn : P (n)×G(n) X
n P (X) X.
  // α //
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The isomorphisms φk1,...,kn are defined using Φ as in the following diagram
Pn×
∏n
i=1(Pki×X
ki) Pn×
∏
i
(
Pki×Gki
Xki
)
Pn×P (X)
n
Pn×X
n
Pn×
∏
i Pki×X
ΣkI
PΣki×X
Σki
Pn×GnP (X)
n
P 2(X)
Pn×GnX
n
P (X)
PΣki×GΣki
XΣki P (X) X
//

µP×1

  //

1×αn //

 _
 Pα
//
 _

µX

α
//
α

//   //
Φ
whilst Φη is simply sent to itself, since the composition of α with the composite of
the coequalizer and inclusion map from P (1)×X into P (X) is just α˜1. Checking
the axioms here is most easily done on components and it is easily seen that the
axioms required of this data to be a P -pseudoalgebra are precisely those that they
satisfy by virtue of X being a P -pseudoalgebra.
For a 1-cell (f, f) : (X,α) → (Y, β), we send f to itself whilst sending f to the
obvious family of isomorphisms, as follows.
P (n)×Xn
P (n)× Y n
P (n)×G(n) X
n P (X) X
P (n)×G(n) Y
n P (Y ) Y
  // α //
1×fn

Pf

f

  //
β
//
//
//
1×fn

f
It is easy to check that the above data satisfy the axioms for being a pseudomor-
phism of P -pseudoalgebras, following from the axioms for (f, f) being a pseudo-
morphism of P -pseudoalgebras. A P -transformation γ : (f, f¯)⇒ (g, g¯) immediately
gives a P -transformation γ¯ between the families of isomorphisms we previously de-
fined, with the components of γ¯ being precisely those of γ. It is then obvious that
R is a 2-functor.
For there to be an isomorphism of 2-categories, we require an inverse to R,
namely a 2-functor S : Ps-P -Alg → Ps-P -Alg. Now assume that (X,αn, φki , φη)
is a P -pseudoalgebra. We will give the same object X a P -pseudoalgebra structure.
We can induce a functor α : P (X) → X by using the universal property of the
coproduct.
P (n)×Xn P (n)×G(n) X
n P (X)
X
//
αn
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
  //
∃!α

α˜n
++❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲❲
❲❲❲❲
Of course, this can be induced using either αn or α˜n, each giving the same functor
α by uniqueness. The components of the isomorphism Φ: α◦P (α)⇒ α◦µX can be
given as follows. Let |xi| denote the number of objects in the list xi. Then define
the component of Φ at the object
[p; [q1;x1], . . . , [qn;xn]]
to be component of φ|x1|,...,|xn| at the same object. To make this clearer, consider
the object [p; [q1;x11], [q2;x21, x22], [q3;x31]]. The component of Φ at this object is
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given by the component of φ1,2,1 at the same object. The isomorphism φη is again
sent to itself.
Now given a 1-cell f with structure 2-cells fn we define a 1-cell (F, F ) with
underlying 1-cell f and structure 2-cell F with components
F [p;x1,...,xn] :=
(
fn
)
(p;x1,...,xn)
.
For example, the component of F at the object [p;x1, x2, x3] would be the compo-
nent of f3 at the object (p;x1, x2, x3).
The mapping for 2-cells is just the identity as before. These mappings again
constitute a 2-functor in the obvious way and from how they are defined it is also
clear that this is an inverse to R. 
Remark 2.17.Another interpretation of pseudoalgebras can be given in terms of
pseudomorphisms of operads. Algebras for an operad P can be identified with a
morphism of operads F : P → EX , where EX is the endomorphism operad (Proposi-
tion 1.32). We can similarly define pseudomorphisms for a Cat-enriched G-operad
and identify pseudoalgebras with pseudomorphisms into the endomorphism operad.
If P , Q are G-operads then a pseudomorphism of G-operads F : P → Q consists
of a family of G-equivariant functors
(Fn : P (n)→ Q(n))n∈N
together with isomorphisms instead of the standard algebra axioms. For example,
the associativity isomorphism has the following form.
P (n)×
∏
i P (ki) Q(n)×
∏
i Q(ki)
P (Σki) Q(Σki)
Fn×
∏
i Fki//
µQ

µP

FΣki
//
ψk1,...,kn
These isomorphisms are then required to satisfy their own axioms, and these ensure
that we have a weak map of 2-monads P ⇒ Q. In particular, one can show that a
pseudomorphism from P into the endomorphism operad EX produces pseudoalge-
bras for the operad P using the closed structure on Cat. While abstractly pleasing,
we do not pursue this argument any further here.
3. Basic properties
This section will be concerned with characterizing various properties of those 2-
monads induced by G-operads. We first consider when these 2-monads are finitary
as this describes how they interact with colimits. We will then give conditions for
these 2-monads to be 2-cartesian, describing how they interact with certain limits
(namely 2-pullbacks). Finally in this section we will continue the study of algebras
for these 2-monads, showing that the coherence theorem in [15] applies to all such 2-
monads and allows us to show that each pseudo-P -algebra is equivalent to a strict
P -algebra (and so similarly, by our previous results, to the pseudoalgebras for a
G-operad P ).
The 2-categoriesPs-T -Alg (of pseudoalgebras and weak morphisms) and T -Algs
(of strict algebras and strict morphisms) are of particular interest. The behavior of
colimits in both of these 2-categories can often be deduced from properties of the
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2-monad T , the most common being that T is finitary. In practice, one thinks of a
finitary monad as one in which all operations take finitely many inputs as variables.
If T is finitary, then T -Algs will be cocomplete by standard results given in [3].
There are additional results of a purely 2-dimensional nature concerning finitary
2-monads, detailed in [15] and extending those in [3], namely the existence of a left
adjoint
Ps-T -Alg→ T -Algs
to the forgetful 2-functor which regards a strict algebra as a pseudoalgebra with
identity structure isomorphisms.
We begin by showing each associated 2-monad is finitary.
Proposition 3.1. Let P be a G-operad. Then P is finitary.
Proof. To show that P is finitary we must show that it preserves filtered colimits
or, equivalently, that it preserves directed colimits (see [1]). Consider some directed
colimit, colimXi say, inCat. Then consider the following sequence of isomorphisms:
P (colimXi) =
∐
n
P (n)×G(n) (colimXi)
n
∼=
∐
n
P (n)×G(n) colim(X
n
i )
∼=
∐
n
colim(P (n)×G(n) X
n
i )
∼= colim
∐
n
P (n)×G(n) X
n
i = colimP (Xi).
Since Cat is locally finitely presentable then directed colimits commute with finite
limits, giving the first isomorphism. The second isomorphism follows from this
fact as well as that colimits commute with coequalizers. The third isomorphism is
simply coproducts commuting with other colimits. 
The monads arising from a non-symmetric operad are always cartesian, as de-
scribed in [17]. The monads that arise from symmetric operads, however, are not
always cartesian and so it is useful to be able to characterize exactly when they
are. An example of where this fails is the symmetric operad for which the algebras
are commutative monoids. In the case of 2-monads we can consider the strict 2-
limit analogous to the pullback, the 2-pullback, and characterize when the induced
2-monad from a G-operad is 2-cartesian, as we now describe.
Definition 3.2.A 2-monad T : K→ K is said to be 2-cartesian if
• the 2-category K has 2-pullbacks,
• the functor T preserves 2-pullbacks, and
• the naturality squares for the unit and multiplication of the 2-monad are
2-pullbacks.
It is important to note that the 2-pullback of a diagram is actually the same as
the ordinary pullback in Cat, see [9]. Since we will be computing with coequalizers
of the form A×G B repeatedly, we give the following useful lemma.
Lemma 3.3. Let G be a group and let A, B be categories for which A has a right
action by G and B has a left action by G. There is then an action of G on the
product A×B given by
(a, b) · g : = (a · g, g−1 · b).
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The category A × B/G, consisting of the equivalence classes of this action, is iso-
morphic to the coequalizer A×G B.
Proof. The category A×G B is defined as the coequalizer
A×G×B A×B A×G B
λ //
ρ
//
ε //
where λ(a, g, b) = (a · g, b) and ρ(a, g, b) = (a, g · b). However, the map A × B →
A×B/G, sending (a, b) to the equivalence class [a, b] = [a·g, g−1 ·b], also coequalizes
λ and ρ since
[a · g, b] = [(a · g) · g−1, g · b] = [a, g · b].
Given any other category X and a functor χ : A × B → X which coequalizes λ
and ρ, we get a functor φ : A×B/G→ X defined by φ[a, b] = χ(a, b). That this is
well defined is clear, since
φ[a · g, g−1 · b] = χ(a · g, g−1 · b) = χ(a · (gg−1), b) = χ(a, b) = φ[a, b].
This is also unique and so we find that A×B/G satisfies the universal property of
the coequalizer. 
Proposition 3.4. Let P be a G-operad. Then the 2-monad P is 2-cartesian if and
only if the action of each G(n) on P (n) has the following property:
• if p ∈ P (n) and g ∈ G(n) such that p · g = p, then g ∈ kerπn, where
πn : G(n)→ Σn.
Proof. Consider the following pullback of discrete categories.
{(x, y), (x, y′), (x′, y), (x′, y′)} {y, y′}
{x, x′} {z}
//

//
Letting 4 denote the pullback and similarly writing 2X = {x, x
′} and 2Y = {y, y
′},
we get the following diagram as the image of this pullback square under P .∐
P (n)×G(n) 4
n
∐
P (n)×G(n) 2
n
Y
∐
P (n)×G(n) 2
n
X
∐
P (n)/G(n)
//

//
The projection map P (4)→ P (2Y ) maps an element
[p; (x1, y1), . . . , (xn, yn)]
to the element
[p; y1, . . . , yn]
and likewise for the projection to P (2X).
Now assume, in order to derive a contradiction, that, for some n, that the action
of G(n) on P (n) does not have the prescribed property. Then find some p ∈ P (n)
along with g /∈ kerπn such that p · g = p. We will show that the existence of g
proves that P is not cartesian.
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Now π(g) 6= e since g is not in the kernel, so there exists an i such that π(g)(i) 6= i;
without loss of generality, we may take i = 1. Using this g we can find two distinct
elements
[p; (x′, y), (x, y), . . . , (x, y), (x, y′), (x, y), . . . , (x, y)]
and
[p; (x, y), . . . , (x, y), (x′, y′), (x, y), . . . , (x, y)]
in P (4). In the first element we put (x′, y) in the first position and (x, y′) in position
π(g)(1), whilst in the second element we put (x′, y′) in position π(g)(1). Both of
these elements, however, are mapped to the same elements in P (2X), since
[p;x′, x, . . . , x] = [p · g; (x′, x, . . . , x)]
= [p;π(g) · (x′, x, . . . , x)]
= [p;x, x, . . . , x′, . . . , x].
Similarly, both of the elements are mapped to the same element in P (2Y ), simply
[p; y, . . . , y′, . . . , y].
The pullback of this diagram, however, has a unique element which is projected to
the ones we have considered, so P (4) is not a pullback. Hence P does not preserve
pullbacks if for some n the action of G(n) on P (n) does not have the given property.
For the rest of the proof we will assume that each G(n) acts on P (n) in the
prescribed way. We require that the naturality squares for η and µ are 2-pullbacks.
In the case of η this is to require that for a functor f : X → Y , the pullback of the
following diagram is the category X .
Y
∐
P (n)×G(n) X
n
∐
P (n)×G(n) Y
n
ηY

P (f)
//
The pullback of this diagram is isomorphic to the coproduct of the pullbacks of
diagrams of the following form.
Y
P (n)×G(n) X
n P (n)×G(n) Y
n

1×fn
//
Note that P (1) ×G(1) Y is isomorphic to (P (1)/G(1)) × Y , the latter clearly
satisfying the universal property of the coequalizer - since every element of G(1)
acts trivially on Y we can write objects of P (1) ×G(1) Y as pairs ([p], y), where
p ∈ P (1) and y ∈ Y .
Now since ηY lands in P (1)×G(1) Y , we need only check that X is the pullback
of the above cospan in the case that n = 1. The pullback is then the category
consisting of pairs (([p], x), y) such that ([p], f(x)) = ([id], y). Such pairs exist
only when y = f(x) and [p] = [id], showing that X is indeed the pullback. Thus
naturality squares for η are pullbacks.
OPERADS 29
For µ we will use the fact that if all of the diagrams
P 2(X) P 2(1)
P (X) P (1)
P 2(!)
//
µ1

µX

P (!)
//
are pullbacks then the outside of the diagram
P 2(X) P 2(Y ) P 2(1)
P (X) P (Y ) P (1)
P 2(f)
// P
2(!)
//
µ1

µX

P (f)
//
P (!)
//
µY

is also a pullback and so each of the naturality squares for µ must therefore be a
pullback. Now we can split up the square above, much like we did for η, and prove
that each of the squares∐
P (m)×G(m)
∏
i
(
P (ki)×G(ki) X
ki
) ∐
P (m)×G(m)
∏
i (P (ki)/G(ki))
P (n)×G(n) X
n P (n)/G(n)
//

//

is a pullback. The map along the bottom is the obvious one, sending [p;x1, . . . , xn]
simply to the equivalence class [p]. Along the right hand side the map is the one cor-
responding to operadic composition, sending [q; [p1], . . . , [pm]] to [µ
P (q; p1, . . . , pn)].
The pullback of these maps would be the category consisting of pairs
([p;x1, . . . , xΣki ], [q; [p1], . . . , [pn]]) ,
where q ∈ P (n), pi ∈ P (ki), p ∈ P (Σki), and for which [p] = [µP (q; p1, . . . , pn)].
The upper left category in the diagram, which we will refer to here as Q, has objects
[q; [p1;x1], . . . , [pn;xn]].
There are obvious maps out of Q making the diagram commute and as such
inducing a functor from Q into the pullback via the universal property. This functor
sends an object such as the one just described to the pair(
[µP (q; p1, . . . , pn);x], [q; [p1], . . . , [pn]]
)
.
Given an object in the pullback, we then have a pair, as described above, which has
[p] = [µP (q; p1, . . . , pn)] meaning that we can find an element g ∈ G(Σki) such that
p = µP (q; p1, . . . , pn) · g. Thus we can describe an inverse to the induced functor
by sending a pair in the pullback to the object
[q; [p1;π(g)(x)1], . . . , [pn;π(g)(x)n]],
where π(g)(x)i denotes the ith block of x after applying the permutation π(g).
For example, if x = (x11, x12, x21, x22, x23, x31) and π(g) = (1 3 5), then π(g)(x) =
(x23, x12, x11, x22, x21, x31). Thus π(g)(x)1 = (x23, x12), π(g)(x)2 = (x11, x22, x21)
and π(g)(x)3 = (x31). Now applying the induced functor we find that we get back
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an object in the pullback for which the first entry is [q; [p1], . . . , [pn]] and whose
second entry is
[µP (q; p1, . . . , pn);π(g)(x)] = [µ
P (q; p1, . . . , pn) · g;x] = [p;x],
which is what we started with. Showing the other composite is an identity is similar,
here using the fact that the identity acts trivially on µP (q; p1, . . . , pn). Taking the
coproduct of these squares then gives us the original diagram that we wanted to
show was a pullback and, since each individual square is a pullback, so is the
original.
To finish we must also show that P preserves pullbacks. Given a pullback
A B
C D
F //
S

R

H
//
we must show that the image of the diagram under P is also a pullback. Now this
will be true if and only if each individual diagram
P (n)×G(n) A
n P (n)×G(n) B
n
P (n)×G(n) C
n P (n)×G(n) D
n
1×Fn//
1×Sn

1×Rn

1×Hn
//
is also a pullback. The pullback of the functors 1 ×Hn and 1 × Sn is a category
consisting of pairs of objects [p; c] and [q; b], where b and c represent lists of elements
in B and C, respectively. These pairs are then required to satisfy the property that
[p;H(c)] = [q;S(b)].
Using the previous lemma, we know that a pair
([p; c], [q; b])
is in the pullback if and only if there exists an element g ∈ G(n) such that p ·
g = q and Hci = (Sbπ(g)−1(i)). Using this we can define mutual inverses between
P (n) ×G(n) A
n and the pullback Q′. Considering the category A as the pullback
of the diagram we started with, we can consider objects of P (n)×G(n) A
n as being
equivalence classes
[p; (b1, c1), . . . , (bn, cn)]
where p ∈ P (n) and Hci = Sbi for all i.
Taking such an object, we send it to the pair
([p; c1, . . . , cn], [p; b1, . . . , bn])
which lies in the pullback since the identity in G(n) satisfies the condition given
earlier. An inverse to this sends a pair of equivalence classes in Q′ to the single
equivalence class
[p; (c1, bπ(g)−1(1)), . . . , (cn, bπ(g)−1(n))]
in P (n)×G(n) A
n. If we apply the map into Q′ we get the pair(
[p; c1, . . . , cn], [p; bπ(g)−1(1), . . . , bπ(g)−1(n)]
)
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which is equal to the original pair since p · g = q. The other composite is trivially
an identity since the identity in G(n) has trivial permutation. 
Corollary 3.5. The 2-monad associated to a symmetric operad P is 2-cartesian if
and only if the action of Σn is free on each P (n).
The final part of this section is motivated by the issue of coherence. At its most
basic, a coherence theorem is a way of describing when a notion of weaker structure
is in some way equivalent to a stricter structure. The prototypical case here is
the coherence theorem for monoidal categories. In a monoidal category we require
associator isomorphisms
(A⊗B)C ∼= A⊗ (B ⊗ C)
for all objects in the category. The coherence theorem tells us that, for any monoidal
category M , there is a strict monoidal category which is equivalent to M . In other
words, we can treat the associators in M as identities, and similarly for the unit
isomorphisms.
The abstract approach to coherence considers when the pseudoalgebras for a 2-
monad T are equivalent to strict T -algebras, with the most comprehensive account
appearing in [15]. Lack gives a general theorem which provides sufficient conditions
for the existence of a left adjoint to the forgetful 2-functor
U : T -Algs → Ps-T -Alg
for which the components of the unit of the adjunction are equivalences. We focus
on one version of this general result which has hypotheses that are quite easy to
check in practice. First we require that the base 2-category K has an enhanced
factorization system. This is much like an orthogonal factorization system on a
2-category, consisting of two classes of maps (L,R), satisfying the lifting properties
on 1-cells and 2-cells as follows. Given a commutative square
A C
B D
f
//
r

l

g
//
where l ∈ L and r ∈ R, there exists a unique morphism m : B → C such that
rm = g and ml = f . Similarly, given two commuting squares for which rf = gl
and rf ′ = f ′l, along with 2-cells δ : f ⇒ f ′ and γ : g ⇒ g′ for which γ ∗ 1l = 1r ∗ δ,
there exists a unique 2-cell µ : m⇒ m′, where m and m′ are induced by the 1-cell
lifting property, satisfying µ∗1l = δ and 1r ∗µ = γ. However, there is an additional
2-dimensional property of the factorization system which says that given maps
l ∈ L, r ∈ R and an invertible 2-cell α : rf ⇒ gl
A C
B D
f
//
r

l

g
//
α{ ⑧⑧
⑧ =
A C
B D
f
//
r

l

g
//
m
??⑧⑧⑧⑧⑧⑧⑧⑧⑧ β ✞
✞✞✞✞
✞
there is a unique pair (m,β) where m : C → B is a 1-cell and β : rm ⇒ g is an
invertible 2-cell such that ml = f and β ∗ 1l = α.
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Further conditions require that T preserve L maps and that whenever r ∈ R and
rk ∼= 1, then kr ∼= 1. In our case we are considering 2-monads on the 2-category
Cat, which has the enhanced factorization system where L consists of bijective-
on-objects functors and R is given by the full and faithful functors. This, along
with the 2-dimensional property making it an enhanced factorization system, is
described in [20]. The last stated condition, involving isomorphisms and maps in
R, is then clearly satisfied and so the only thing we need to check in order to satisfy
the conditions of the coherence result are that the induced 2-monads P preserve
bijective-on-objects functors, which is a simple exercise involving coequalizers.
Proposition 3.6. For any G-operad P , the 2-monad P preserves bijective-on-
objects functors.
Corollary 3.7. Every pseudo-P -algebra is equivalent to a strict P -algebra.
4. Pseudo-commutativity
This final section gives conditions sufficient to equip the 2-monad P induced
by a G-operad P in Cat with a pseudo-commutative structure. Such a pseudo-
commutativity will then give the 2-category Ps-P -Alg some additional structure
that we briefly explain here. For a field k, the category Vect of vector spaces
over k has many nice features. Of particular interest to us are the following three
structures. First, the category Vect is monoidal using the tensor product ⊗k.
Second, the set of linear maps V → W is itself a vector space which we denote
[V,W ]. Third, there is a notion of multilinear map V1 × · · · × Vn → W , with
linear maps being the 1-ary version. While these three structures are each useful
in isolation, they are tied together by natural isomorphisms
Vect(V1 ⊗ V2,W ) ∼= Vect(V1, [V2,W ]) ∼= Bilin(V1 × V2,W )
expressing that ⊗ gives a closed monoidal structure which represents the multi-
category of multilinear maps. Moreover, the adjunction between Vect and Sets
respects all of this structure in the appropriate way. This incredibly rich interplay
between the tensor product, the internal mapping space, and the multicategory
of multilinear maps all arises from the free vector space monad on Sets being a
commutative monad [12, 13, 14]. The notion of a pseudo-commutative 2-monad
[7] is then a generalization of this machinery to a 2-categorical context, and can
be viewed as a starting point for importing tools from linear algebra into category
theory.
The aim of this section is to give conditions that ensure that the 2-monad P
associated to a G-operad P has a pseudo-commutative structure. We give the
definition of pseudo-commutativity as in [7] but before doing so we note what we
mean by a strength for a 2-monad.
Definition 4.1.A strength for an endo-2-functor T : K→ K on a 2-category with
products and terminal object 1 consists of a 2-natural transformation t with com-
ponents
tA,B : A× TB → T (A×B)
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satisfying the following unit and associativity axioms [14].
1× TA T (1×A)
TA
A×B A× TB
T (A×B)
t1,A
//
∼=

∼=
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
1×η
//
tA,B
η ((◗◗
◗◗◗
◗◗◗
◗◗◗
◗
(A×B)× TC T
(
(A×B)× C
)
A× (B × TC) A× T (B × C) T
(
A× (B × C)
)
tAB,C
//
Ta

a

1×tB,C
//
tA,BC
//
A× T 2B T 2(A×B)
A× TB
T (A× TB)
T (A×B)
tA,TB
// TtA,B //
µ

1×µ

tA,B
//
Similarly, a costrength for T consists of a 2-natural transformation t∗ with compo-
nents
t∗A,B : TA×B → T (A×B)
again satisfying unit and associativity axioms.
The strength and costrength for the associated 2-monad P are quite simple to
define. We define the strength t for P as follows. The component tA,B is a functor
tA,B : A×
(
∐P (n)×G(n) B
n
)
→ ∐P (n)×G(n) (A×B)
n
which sends an object (a, [p; b1, . . . , bn]) to the object [p; (a, b1), . . . , (a, bn)]. We also
define the costrength similarly, sending an object ([p; a1, . . . , an], b) to the object
[p; (a1, b), . . . , (an, b)]. Both the strength and the costrength are defined in the
obvious way on morphisms.
Definition 4.2.Given a 2-monad T : K → K with strength t and costrength t∗, a
pseudo-commutativity consists of an invertible modification γ with components
TA× TB T (A× TB) T 2(A×B)
T (TA×B) T 2(A×B) T (A×B)
t∗A,TB
// TtA,B //
µA×B

tTA,B

Tt∗A,B
//
µA×B
//
γA,B

satisfying the following three strength axioms, two unit (or η) and two multiplica-
tion (or µ) axioms for all A, B, and C.
(1) γA×B,C ◦ (tA,B × 1TC) = tA,B×C ◦ (1A × γB,C)
(2) γA,B×C ◦ (1TA × tB,C) = γA×B,C ◦ (t∗A,B × 1TC)
(3) γA,B×C ◦ (1TA × T ∗B,C) = t
∗
A×B,C ◦ (γA,B × 1C)
(4) γA,B ◦ (ηA × 1TB) is an identity.
(5) γA,B ◦ (1TA × ηB) is an identity.
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(6) γA,B ◦ (µA × 1TB) is equal to the pasting below.
T 2A×TB T (TA×TB) T 2(A×TB) T 3(A×B)
T (T 2A×B) T 2(TA×B) T 3(A×B) T 2(A×B)
T 2(TA×B) T (TA×B) T 2(A×B) T (A×B)
t∗TA,TB
//
Tt∗A,TB
// T
2tA,B
//
tT2A,B

TtTA,B

TµA×B

T 2t∗A,B
//
TµA×B
//
Tt∗TA,B

µTA×B

µT (A×B)

µA×B

µTA×B
//
Tt∗A,B
//
µA×B
//
TγA,B
γTA,B

(7) γA,B ◦ (1TA × µB) is equal to the pasting below.
TA×T 2B T (A×T 2B) T 2(A×TB)
T (TA×TB) T 2(A×TB) T (A×TB)
T 2(TA×B) T 3(A×B) T 2(A×B)
T 3(A×B) T 2(A×B) T (A×B)
t∗
A,T2B
// TtA,TB //
tTA,TB

µA×TB

Tt∗A,TB
//
µA×TB
//
TtTA,B

T 2tA,B

TtA,B
µT (A×B)
//
T 2t∗A,B

TµA×B

µA×B

TµA×B
//
µA×B
//
TγA,B
γA,TB

Remark 4.3. It is noted in [7] that this definition has some redundancy and therein
it is shown that any two of the strength axioms immediately implies the third.
Furthermore, the three strength axioms are equivalent when the η and µ axioms
hold, as well as the following associativity axiom:
γA,B×C ◦ (1TA × γB,C) = γA×B,C × (γA,B × 1TC).
We need some notation before stating our main theorem. Let a = a1, . . . , am
and b = b1, . . . , bn be two lists. Then the set {(ai, bj)} has mn elements, and two
natural lexicographic orderings. One of these we write as (a, b), and it has the order
given by
(ap, bq) < (ar, bs) if
{
p < r, or
p = r and q < s.
The other we write as (a, b), and it has the order given by
(ap, bq) < (ar, bs) if
{
q < s, or
q = s and p < r.
The notation (a, b) is meant to indicate that we have a single a but a list of b’s, so
then (a, b) would represent a list which itself consists of lists of that form. There
is a unique permutation τm,n ∈ Σmn which has the property that τm,n(i) = j if
the ith element of the ordered set (a, b) is equal to the jth element of the ordered
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set (a, b). By construction, we have τn,m = τ
−1
m,n. We illustrate these permutations
with a couple of examples.
✴✴
✴✴
✴✴
✴
❄❄
❄❄
❄❄
❄❄
❄
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
✎✎
✎✎
✎✎
✎
τ2,3
❏❏
❏❏
❏❏
❏❏
❏❏
❏
✎✎
✎✎
✎✎
✎
❄❄
❄❄
❄❄
❄❄
❄
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
✴✴
✴✴
✴✴
✴
tt
tt
tt
tt
tt
t
τ4,2
Note then that τm,n is the permutation given by taking the transpose of the m× n
matrix with entries (ai, bj).
We now give sufficient conditions for equipping the 2-monad P associated to
a G-operad P with a pseudo-commutative structure. Let N+ denote the set of
positive natural numbers.
Theorem 4.4. Let P be a G-operad. Then the following equip P with a pseudo-
commutative structure.
(1) For each pair (m,n) ∈ N2+, we are given an element tm,n ∈ G(mn) such
that π(tm,n) = τm,n.
(2) For each p ∈ P (n), q ∈ P (m), we are given a natural isomorphism
λp,q : µ(p; q, . . . , q) · tm,n ∼= µ(q; p, . . . , p).
We write this as λp,q : µ(p; q) · tm,n ∼= µ(q; p).
These must satisfy the following:
• For all n ∈ N+,
t1,n = en = tn,1
and for all p ∈ P (n), the isomorphism λp,id : p · en ∼= p is the identity map.
• For all l,m1, . . . ,ml, n ∈ N+, with M = Σmi,
µG(el; tm1,n, . . . , tml,n) · µ
G(tl,n; em1 , . . . , eml) = tn,M .
Here em1 , . . . , eml is the list em1 , . . . , eml repeated n times.
• For all l,m, n1, . . . , nm ∈ N+, with N = Σni,
µG(tm,l; en1 , . . . , enm) · µ
G(em; tn1,l, . . . , tnm,l) = tN,l.
Here eni indicates that each eni is repeated l times.
• For any l,mi, n ∈ N+, with 1 ≤ i ≤ n, and p ∈ P (l), qi ∈ P (mi) and
r ∈ P (n), the following diagram commutes. (Note that we maintain the
convention that anything underlined indicates a list, and double underlining
indicates a list of lists. Each instance should have an obvious meaning from
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context and the equations appearing above.)
µ
(
p;µ(qi; r)
)
· µ(el; tn,mi)µ(tn,l; emi) µ
(
p;µ(qi; r)
)
· tn,M
µ
(
p;µ(qi; r) · tn,mi
)
· µ(tn,l; em1 , . . . , eml)
µ
(
µ(p; q1, . . . , qn); r
)
· tn,M
µ
(
p;µ(r; qi)
)
· µ(tn,l; em1 , . . . , eml)
µ
(
µ(p; q1, . . . , qn); r
)
µ
(
µ(p; r) · tn,l; q1, . . . , qn
)
µ
(
r;µ(p; q1, . . . , qn)
)
µ
(
µ(r, p); q1, . . . , qn
)
µ(1;λqi,r)·1

µ(λp,r;1)

λµ(p;q1 ,...,qn),r

• For any l,m, ni ∈ N+, with 1 ≤ i ≤ m, and p ∈ P (l), q ∈ P (m) and
ri ∈ P (ni), the following diagram commutes.
µ
(
µ(p; q) · tm,l; ri
)
· µ(em; tni,l) µ
(
µ(p; q); ri
)
· µ(tm,l; eni)µ(em; tni,l)
µ
(
p;µ(q; ri)
)
· µ(tm,l; eni)µ(em; tni,l)
µ
(
µ(q; p); r1, . . . , rm
)
· µ(em; tni,l)
µ
(
q;µ(p; ri)
)
· µ(em; tni,l)
µ
(
q;µ(p; ri) · tni,l
)
µ
(
p;µ(q; r1, . . . , rm)
)
· tN,l
µ
(
µ(q; r1, . . . , rm); p
)
µ
(
q;µ(ri; p)
)
λp,µ(q;r1 ,...,rm)

µ(λp,q ;1)·1

µ(1;λp,ri )
//
Proof. We begin the proof by defining an invertible modifcation γ for the pseudo-
commutativity for which the components are natural transformations γA,B. Such
a transformation γA,B has components with source
[µ(p; q); (x, y)]
and target
[µ(q; p); (x, y)].
These are given by the isomorphisms
(γA,B)[p;a1,...,an],[q;b1,...,bm] = [λp,q, 1],
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by which we mean the composite
[µ(p; q); (x, y)] = [µ(p; q) · tm,n; t
−1
m,n · (x, y)]
[λ,1]
−→ [µ(q; p); (x, y)].
In the case that either p or q is an identity then we choose the component of γ to
be the isomorphism involving the appropriate identity element, as assumed to exist
in the statement of the theorem. There are two things to note about the definition
above before we continue. First, it is easy to check that
t−1m,n · (x, y) = (x, y)
since π(tm,n) = τm,n. Second, the morphism above has second component the iden-
tity. This is actually forced upon us by the requirement that γ be a modification:
in the case that A,B are discrete categories, the only possible morphism is an iden-
tity, and the modification axiom then forces that statement to be true for general
A,B by considering the inclusion A0 ×B0 →֒ A×B where A0, B0 are the discrete
categories with the same objects as A,B.
We show that this is a modification by noting that it does not rely on objects in
the lists a1, . . . , an or b1, . . . , bm, only on their lengths and the operations p and q.
As a result, if we have functors f : X → X ′ and g : Y → Y ′, then it is clear that
(P (f × g) ◦ γX,Y )[p;x],[q;y] = [λp,q, 1] = (γX′,Y ′ ◦ (Pf × Pg))[p;x],[q;y].
As such we can simply write (γX,Y )[p;x],[q;y] in shorthand as γp,q.
The three strength axioms are immediately satisfied, again since γp,q has no de-
pendence on the objects in the lists and as such the isomorphisms are the same. The
unit axioms follow from the assumption that t1,n = en = tn,1 and that components
of γ involving an identity operation are also identity maps. The multiplication
axioms follow from the two diagrams assumed to commute in the statement of the
theorem. If we consider each axiom to consist of two equations, one in P (n) and
one in some power (A × B)n, then the two diagrams at the end of the statement
of the theorem actually force the first components of the two multiplication axioms
to hold in P (n) before taking any equivalence classes in the coequalizer aside from
the ones used to define γA,B above.. 
A further property that a pseudo-commutativity can possess is that of symmetry.
This symmetry is then reflected in the monoidal structure on the 2-category of
algebras, which will then also have a symmetric tensor product (in a suitable, 2-
categorical sense).
Definition 4.5.Let T : K→ K be a 2-monad on a symmetric monoidal 2-category
K with symmetry c. We then say that a pseudo-commutativity γ for T is symmetric
when the following is satisfied for all A, B ∈ K:
TcA,B ◦ γA,B ◦ cTB,TA = γB,A.
With the notion of symmetry at hand we are able to extend the above theorem,
stating when P is symmetric.
Theorem 4.6. The pseudo-commutative structure for P given by Theorem 4.4 is
symmetric if for all m,n ∈ N+ the two conditions below hold.
(1) tm,n = t
−1
n,m.
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(2) The following diagram commutes:
µ(p; q) · tm,ntn,m µ(p; q) · emn
µ(q; p) · tn,m µ(p; q)
λp,q·1

λq,p
//
Proof. The commutativity of the diagram above ensures that the first component
of the symmetry axiom commutes in P (n) before taking equivalence classes in the
coequalizer, just as in Theorem 4.4. 
Definition 4.7.Let P be a G-operad in Cat. We say that P is contractible if each
category P (n) is equivalent to the terminal category.
Corollary 4.8. If P is contractible and there exist tm,n as in Theorem 4.4, then
P acquires a pseudo-commutativity. Furthermore, it is symmetric if tn,m = t
−1
m,n.
Proof. The only thing left to define is the collection of natural isomorphisms λp,q.
But since each P (n) is contractible, λp,q must be the unique isomorphism between
its source and target, and furthermore the last two axioms hold since any pair of
parallel arrows are equal in a contractible category. 
Corollary 4.9. If P is a contractible symmetric operad then P has a symmetric
pseudo-commutativity.
Proof. We choose tm,n = τm,n. 
Corollary 4.10. Let P be a non-symmetric operad. Then P is never pseudo-
commutative.
Proof. In the non-symmetric case, the 2-monad is just given using coproducts and
products, there is no coequalizer. Thus when A,B are discrete, there is no isomor-
phism (x, y) ∼= (x, y). 
We conclude with a computation using Theorem 4.4. This result was only con-
jectured in [7], but we are able to prove it quite easily with the machinery developed
thus far.
Theorem 4.11. The 2-monad B for braided strict monoidal categories on Cat has
two pseudo-commutative structures on it, neither of which are symmetric.
In order to apply our theory, the 2-monad B must arise from a G-operad. The
following proposition describes it as such, and can be found in the work of Fiedorow-
icz [6].
Proposition 4.12. The 2-monad B is the 2-monad associated to the Br-operad B
with the category B(n) having objects the elements of the nth braid group Brn and a
unique isomorphism between any pair of objects; the action of Brn on B(n) is given
by right multiplication on objects and is then uniquely determined on morphisms.
The interested reader can easily verify that algebras for the Br-operad B are
braided strict monoidal categories. The objects of B(X) can be identified with
finite lists of objects of X , and morphisms are generated by the morphisms of X
together with new isomorphisms
x1, . . . , xn
γ
−→ xγ−1(1), . . . , xγ−1(n)
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where γ ∈ Brn and the notation γ−1(i) means, as before, that we take the preimage
of i under the permutation π(γ) associated to γ. This shows that B(X) is the free
braided strict monoidal category generated by X according to [8], and it is easy to
verify that the 2-monad structure on B arising from the Br-operad structure on B
is the correct one to produce braided strict monoidal categories as algebras.
Definition 4.13.A braid γ ∈ Brn is positive if it is an element of the submonoid
of Brn generated by the elements σ1, σ2, . . . , σn−1.
Definition 4.14.A braid γ ∈ Brn is minimal if no pair of strands in γ cross twice.
For our purposes, we are interested in braids which are both positive and mini-
mal. A proof of the following lemma can be found in [5].
Lemma 4.15. Let PMn be the subset of Brn consisting of positive, minimal braids.
Then the function sending a braid to its underlying permutation is a bijection of
sets PMn → Σn.
Remark 4.16. It is worth noting that this bijection is not an isomorphism of
groups, since PMn is not a group or even a monoid. The element σ1 ∈ Brn is
certainly in PMn, but σ
2
1 is not as the first two strands cross twice. Thus we see
that the product of two minimal braids is generally not minimal, but by definition
the product of positive braids is positive.
Proof of Theorem 4.11. In order to use Theorem 4.4 with the action operad being
the braid operad Br, we must first construct elements tm,n ∈ Brmn satisfying
certain properties. Using Lemma 4.15, we define tm,n to be the unique positive
braid such that π(tm,n) = τm,n. Since τ1,n = en = τn,1 in Σn and the identity
element en ∈ Brn is positive and minimal, we have that t1,n = en = tn,1 in Brn.
Thus in order to verify the remaining hypotheses, we must check two equations,
each of which states that some element tm,n can be expressed as a product of
operadic compositions of other elements.
Let l,m1, . . . ,ml, n be natural numbers, and let M =
∑
mi. We must check
that
µ(el; tn,m1 , . . . , tn,ml)µ(tn,l; em1 , . . . , eml) = tN,l
in BrlN . These braids have the same underlying permutations by construction, and
both are positive since each operadic composition on the left is positive. The braid
on the right is minimal by definition, so if we prove that the braid on the left is
also minimal, they are necessarily equal. Now µ(tn,l; em1 , . . . , eml) is given by the
braid for tn,l but with the first strand replaced by m1 strands, the second strand
replaced by m2 strands, and so on for the first l strands of tn,l, and then repeating
for each group of l strands. In particular, since strands i, i+ l, i+2l, . . . , i+(n−1)l
never cross in tn,l, none of the mi strands that each of these is replaced with cross.
The braid µ(el; tn,m1 , . . . , tn,ml) consists of the disjoint union of the braids for each
tn,mi , so if two strands cross in µ(el; tn,m1 , . . . , tn,ml) then they must both cross in
some tn,mi . The strands in tn,mi are those numbered from n(m1 + · · ·+mi−1) + 1
to n(m1 + · · · + mi−1 + mi). This is a consecutive collection of nmi strands,
and it is simple to check that these strands are precisely those connected (via
the group operation in BrNl, concatenation) to the duplicated copies of strands
i, i + l, i + 2l, . . . , i + (n − 1)l in tn,l. Thus if a pair of strands were to cross in
µ(el; tn,m1 , . . . , tn,ml), that pair cannot also have crossed in µ(tn,l; em1 , . . . , eml),
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showing that the resulting product braid
µ(el; tn,m1 , . . . , tn,ml)µ(tn,l; em1 , . . . , eml)
is minimal. The calculation showing that
µ(tm,l; e1, . . . , enm)µ(em; tn1,l, . . . , tnm,l)
is also minimal follows from the same argument, showing that it is equal to tN,l
(here N is the sum of the ni, where once again i ranges from 1 to l).
These calculations show, using Theorem 4.4, that the Br-operad B induces a
2-monad which has a pseudo-commutative structure. As noted before, B-algebras
are precisely braided strict monoidal categories. The second pseudo-commutative
structure arises by using negative, minimal braids instead of positive ones, and
proceeds using the same arguments. This finishes the first part of the proof of
Theorem 4.11.
We will now show that neither of these pseudo-commutative structures is sym-
metric. The symmetry axiom in this case reduces to the fact that, in some category
which is given as a coequalizer, the morphism with first component
f : µ(p; q) · tn,mtm,n → µ(q; p) · tm,n → µ(p; q)
is the identity. Now it is clear that that tn,m is not equal to t
−1
m,n in general: taking
m = n = 2, we note that t2,2 = σ2, and this element is certainly not of order two
in Br4. B(4) is the category whose objects are the elements of Br4 with a unique
isomorphism between any two pair of objects, and Br4 acts by multiplication on
the right; this action is clearly free and transitive. We recall (see Lemma 3.3) that
in a coequalizer of the form A×GB, we have that a morphism [f1, f2] equals [g1, g2]
if and only if there exists an x ∈ G such that
f1 · x = g1,
x−1 · f2 = g2.
For the coequalizer in question, for f to be the first component of an identity
morphism would imply that f · x would be a genuine identity in B(4) for some x.
But f · x would have source µ(p; q)tn,mtm,nx and target µ(p; q)x, which requires
tn,mtm,n to be the identity group element for all n,m. In particular, this would
force t2,2 to have order two, which we have noted above does not hold in Br4, thus
giving a contradiction. 
Remark 4.17.The pseudo-commutativities given above are not necessarily the
only ones that exist for the Br-operad B, but we do not know a general strategy
for producing others.
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