Abstract. Calibrations giving My as functions of [Fe/H] and various intrinsic color indices of the Vilnius photometric system are derived for G-K dwarfs and subdwarfs. The calibrations are based only on the stars with known trigonometric parallaxes and allow one to estimate the absolute magnitudes with a standard deviation of ±0.6 mag. Comparisons of our calibrations with the absolute magnitude estimates in the literature show a satisfactory agreement.
Introduction
The distance to the stars is the most important parameter in the study of galactic structure and evolution. The most reliable distances are those given by trigonometric parallaxes. However, accurate parallaxes are available only for a few hundred stars, the majority of which have a solar composition. Therefore, other methods, among them photometric parallaxes, must be used to estimate distances of a large number of stars.
In the Vilnius photometric system, the absolute magnitudes for dwarfs of the solar abundance are estimated using Q, Q diagrams calibrated by Straizys et al. (1982) . In various places of Q, Q diagrams, the accuracy is very different, but, on the average, the standard deviation for the luminosity V-III stars is cr(Mv) = ±0.58 mag.
The absolute magnitudes of dwarfs and subdwarfs, as well as of other types of stars, can also be estimated by using the method of comparison between color indices of the program stars and standard stars. The accuracy of the absolute magnitudes estimated in this way was earlier considered to be equal to ±1.2 mag (Bartkevicius and Sperauskas 1983) .
Classifying a large number of stars located near the South Galactic Pole, Bartasiute (1989) has evaluated the accuracy of estimation of absolute magnitudes to be equal to only ±0.6 mag. The large difference in evaluations of the accuracy may be partly due to differences in the sets of stars classified in both papers. Bartkevicius and Sperauskas have classified mostly the metal-deficient stars and the stars with different peculiarities, while the main part of stars in Bartasiute's paper were F-M dwarfs with chemical composition not very different from solar. Thus, it is expected that the accuracy of the estimation of absolute magnitudes for normal stars is higher than that for metal-deficient stars.
• Recently, Vansevicius and Bridzius (1994) have developed a very comfortable program for classification of normal stars in the Vilnius photometric system. It is based also on a comparison of the observed color indices with those from a bank of standard stars. In this case, the standard deviation of absolute magnitude estimations for stars of different spectral types and luminosities is considered to be equal to ±0.8 mag.
In the present paper we suggest a new calibration of absolute magnitudes in terms of the intrinsic color indices of the Vilnius photometric system. Our calibration is based only on stars with known trigonometric parallaxes.
Data for the calibration
A source of trigonometric parallaxes was the General Catalogue of Trigonometric Stellar Parallaxes (van Altena et al. 1991) . From this catalogue, all dwarfs and subdwarfs were selected, which are common to the General Photometric Catalogue of Stars Observed in the Vilnius System (Straizys and Kazlauskas 1993) . Our data sample was restricted in (Y-V)o due to two reasons: we wanted to minimize the evolutionary effects and to avoid M-type stars for which the photometry is usually less accurate. Therefore, we have used for calibration only the dwarfs and subdwarfs lying within the following intervals: 0.50 < (Y-V)o < 0.75 for stars with [Fe/H]< -2.0 and 0.55 < (Y-V) 0 < 0.75 for stars with a larger metal abundance. From the data sample we discarded double stars with AV < 4 mag, unresolved by photometric measurements.
We originally included in our sample a total of 103 stars. However, after a thorough analysis, the stars HD 108920, HD 200129 and HD 14024 were omitted from the sample because, as was noticed in the preliminary HR diagram, their trigonometric parallaxes or photometric observations are in error. Also, two other stars, HD 187237 and HD 4234, as the most deviating stars, were excluded from the sample later, in the process of calibration. Finally, our resulting sample consists of 98 stars.
The main problem in the use of trigonometric parallaxes for the luminosity calibration is a systematic error of absolute magnitudes arising from the fact that, statistically, the observed parallax is larger than the true parallax. As it was shown by Lutz and Kelker (1973) , the size of the systematic error depends on the ratio of the parallax error to the parallax itself. Lutz and Kelker made an assumption that the stars are uniformly distributed in space. However, any realistic data sample is usually biased by selection effects due to the apparent magnitude, proper motion and spectroscopic criteria. Some authors tried to adapt Lutz-Kelker corrections to more realistic cases. Turon Lacarrieu and Creze (1977) and Lutz (1979) have taken into account the selection effects according to the apparent magnitude. Lutz (1983) calculated corrections for the samples which are magnitude and volume limited. Later on, Smith (1987) suggested a method of evaluating the corrections both for individual stars and for samples of a particular stellar type. However, in all these cases some assumptions are necessary. For example, it is considered that the luminosity function is Gaussian or that the stars are distributed randomly throughout the space with uniform density, etc. Hanson (1979) suggested a practical method to minimize selection effects using the distribution of proper motions. Since our data sample is also biased by selection effects due to limitation of the apparent magnitude, spectral type and luminosity class, we have used this method for evaluation of the corrections of absolute magnitude. The proper motions of the sample stars were taken from the same catalogue as trigonometric parallaxes (van Altena 1991). The cumulative distribution of proper motions is given in Fig. 1 . The distribution is not satisfactorily represented by the straight line with a slope of -1.5. It is evident that our sample is incomplete in more distant stars with small proper motions. This selection effect decreases the slope for the stars with /i < 0.7 "/yr. However, we decided to calculate the corrections for absolute magnitude using Hanson's method due to several reasons: this method allows us to use for the calibration a larger number of stars than the original Lutz-Kelker method, which is applicable only to the stars with (77r/7r < 0.175; the selection effects could be evaluated without the luminosity function known in advance, as it is required in other methods. Since the slope in Fig. 1 is about -1.5 (or x = +1.5), the exponent n in the parallax distribution function P(p) oc p~n is 2.5, i.e. n = x + 1. According to Hanson's Table 3 , the coefficients for calculation of A My are A=-6.51 and B=-35.56. The limit oi an/n of the parallax data in luminosity calibration is 0.30.
The stars of the sample, used for the calibration, are presented in Table 1 After a critical revision, the values of [Fe/H] for some normal stars were taken from Cayrel de Strobel et al. (1992) . For the remaining stars, [Fe/H] were estimated in the Vilnius photometric system as described by Bartkevicius and Sperauskas (1983) . In Table 1 these values are given with one decimal place, while the more reliable values from the compilations mentioned above are presented with two decimal places, fx are proper motions of stars, 7r are trigonometric parallaxes. My are the absolute magnitudes calculated from trigonometric parallaxes, while My (cor) are the absolute magnitudes with corrections A My derived as described above. <77r/7r axe the ratios of parallax errors and parallaxes themselves, which define the values of corrections to the absolute magnitudes. The magnitudes V and color indices U-P, P-X, X-Y, Y-Z, Z-V and V-S are taken from the General Photometric Catalogue of Stars Observed in the Vilnius System (Straizys and Kazlauskas 1993) . Since the stars used for the calibration are nearby 
The calibration
We have tested two models for deriving the relation between the absolute magnitude and color indices of the Vilnius photometric system. Firstly, the absolute magnitude was assumed to be a linear expression of the six main intrinsic color indices of the Vilnius photometric system. Also, other color indices, as (P-Y)o, (Y-V)Q, were tested. Secondly, the absolute magnitude was assumed to be a linear expression of various color indices and the metallicity [Fe/H]. The models were tested using a statistical package. Some terms with the smallest T-ratio (the ratio between the coefficients and their standard deviations) were removed from the relation. Other statistics, as p-level, F-value, were also used for evaluation of statistical significance of terms. Finally, the following relations were chosen: OPSooiiooíimoNiomncNin^'OiioMiniflMMooMNíninTrm'íí'tDNn ^ co co co co co co co co co co co co co co cm co co co co co co cs co co co co co co co co co co oooooöooooooöooooooooooooooooooöo MintOliDMMONOXlOiNnO^CSNrHCCOltiOOtOOOlOt^iHt-NQCNOX Oi005CSa00005050Sl0lC«0CM05 , a , t^'-1>-«aides'-mono 
OCOlßCOiß>-i Os t-OS iTf on-^t» cocoaiiooi-^oooat-ocn-«oscococo^rt-tlOCOO^-ICSCO^IOCOOSOOOC^COCO-^IOOSI-"»-i CO t-0005050»-rHMMO COC0 000000 0000 000000 05050505050505050500I-I -H -H •-I--C^ICSC^C^CSlO QQQQQQQQQQQQQQQCQQQQQQQQQQQQCQQP KÏÏKIKÏKXKKKSISKKKSïKaïSÏÂKÏKKIIÏ t-o0050>-icscorridcot-adoso--ic^có-vidcot-odoso«csco-^LOcot-o¿ CO CO CO t-t-t-t-t-t-t-t-t-t-000000 00000000000000 05050505 050505 0505 2) with the correlation coefficient 0.84 and the standard deviation 0.55. It is evident, that the range of spectral types and metallicities covered by the fitting functions is determined by the range of those parameters covered by the used stellar sample. As it was noticed above, the stars of the sample were limited by the following ranges: 0.50 < (Y-V)0 < 0.75 for the stars with [Fe/H]< -2.0 and 0.55 < {Y-V)o < 0.75 for more metal-rich stars. These intervals correspond to the spectral classes G-K. As is illustrated by the histogram of [Fe/H] values of the sample stars, the coverage in metallicity is good enough at the metal-rich end but scarce at the metal-poor end, especially for the stars with [Fe/H]< -1.6. This means that at low metallicities the absolute magnitude cannot be estimated well.
It is interesting to evaluate how much the absolute magnitude would change, if the intrinsic color indices and metallicity used in Equations (1) and (2) were altered. Table 2 shows the changes in the derived absolute magnitude as a consequence of variation of the intrinsic color indices and metallicity. It is evident that the values of My are less dependent on uncertainties in the metallicities than in the intrinsic color indices. Consequently, Equation (2) seems to be more suitable for estimation of My of dwarfs and subdwarfs than Equation (1).
A comparison with absolute magnitudes in the literature
To check the reliability of our calibration, we have compared the absolute magnitudes of G-K dwarfs estimated in the Vilnius photometric system using Equations (1) and (2) and the absolute magnitudes found in the literature.
One of the sources of comparison was the distances of stars of different metallicities published by Carney et al. (1994, henceforth CLLA) . These distances were calculated from the absolute magnitudes estimated using the calibration based upon the set of trigonometric parallaxes (Laird et al. 1988) . For the comparison with our My, we converted again the published distances to the absolute magnitudes. We have found 84 stars in common, but some of the most deviating stars were eliminated from the comparison. The mean difference between the values of CLLA and our My from Equation (1) is A My = +0.15 ±0.29 for 79 stars. Here and hereafter A My is My from the literature minus the values derived by us. No dependence of A My on (Y"-V)o, which is an indicator of the temperature or spectral type, and on the metallicity was found. A very similar difference was derived comparing the values of CLLA and our values obtained from Equation (2): A My = +0.12 ± 0.26 for 83 stars. As in the previous comparison, no dependence on (Y-V)o was found. Only an insignificant dependence on [Fe/H] was noticed: for the stars with a higher metallicity, the My of CLLA are somewhat more positive than our values.
We have also compared the absolute magnitudes estimated by us with those derived by Ryan and Norris (1991, henceforth RN) . Their estimation of absolute magnitudes is based on the fiducial main sequence of the Hyades. For metal-deficient stars, the corrections are applied to the observed colors B-V, and then My are obtained from the Hyades sequence. The values of corrections are tabulated as a function of the color excess 6(U-B). Only 32 common stars of G-K spectral types investigated by RN and observed in the Vilnius system were found. However, the agreement between the absolute magnitudes estimated by RN and those derived by us is good enough. A comparison with the absolute magnitudes from Equation (1) gives the mean difference +0.11 ±0.53, while from Equation (2) the difference is only -0.01 ± 0.049. One most deviating star was eliminated from both comparisons. However, a certain dependence of differences on the metallicity was found. For stars in the metallicity range -2 <[Fe/H]< -1.1, the absolute magnitudes estimated by RN are systematically more negative than ours, especially when calculated by Equation (2). For more metal-rich stars, the stars in RN are too faint by 0.4-0.5 mag, as compared with our values. Unfortunately, the sample of common stairs investigated here is too small to make a reliable conclusion. We only want to note that a certain difference was noticed by RN themselves in comparing their distances with those derived by Laird et al. (1988) . For metal-weak stars ([Fe/H]< -1.2), the distances computed by RN were typically larger by 25 % than those estimated by Laird et al., but for metal-rich stars no systematic difference was noticed.
One of the most reliable and recent calibrations of the ubvyfi system was made by Nissen and Schuster (1991) on the basis of a large number of high velocity and metal-poor stars. We have compared the absolute magnitudes kindly sent to us by Schuster with our estimates. To eliminate all possible subgiants, we restricted our sample to My < 5.5. Only 29 stars were found in common. Comparing Schuster's My with ours from Equation (1) we obtain the mean difference -4-0.11 ± 0.38. The comparison with our My from Equation (2) gives +0.03 ±0.44. The three most deviating stars were eliminated from the comparison in the first case, and only one star was not used in the second case. In both cases, no dependence on spectral class and metallicity was noticed.
Finally, we have compared absolute magnitudes compiled by us from various sources of literature (Bartkevicius and Lazauskaite 1993) . We have found 201 stars for which the Equations (1) and (2) could be applied. The comparison of the mean absolute magnitudes from the literature and those calculated using our equations gives a sufficiently good agreement. When the absolute magnitudes are derived from (1), the mean difference is +0.02 ± 0.53 for 197 stars. In other cases, when our My is obtained by Equation (2), the average difference is +0.02 ± 0.51 for 198 stars. The difference as a function of metallicities is shown in Fig. 5 . The scatter of points is large enough, and no significant dependence on [Fe/H] can be noticed. Also no noticeable dependence on (F-V)o was found.
To summarize, in almost all the comparisons described above our absolute magnitudes are, on the average, a little more negative smaller than those derived by the original approach of Lutz and Kelker (1973) . On the other hand, the use of the Lutz and Kelker corrections has been under discussion. Usually they are added to the absolute magnitudes derived from trigonometric parallaxes for a sample of stars used in calibration (e.g., Crawford 1975; Olsen 1984; Carney 1979 ). However, Laird et al. (1988) have decided not to make any statistical corrections to My in their calibration. On the other hand, as was shown by Patterson and Ianna (1991) , it is difficult to estimate the Hyades distance modulus, on which the distance scale is based, with the accuracy better than 0.1 mag. So, it seems that at present time the difference of 0.1 mag in the zero point of various calibrations cannot be overcome. 
Conclusions
Empirical calibrations of the Vilnius photometric system are derived for G-K dwarfs and subdwarfs yielding absolute magnitudes of the accuracy of about ±0.6 mag. These calibrations are valid for stars with 0.50 < (Y-V)0 < 0.75 and [Fe/H]< -2.0 as well as for more metal-rich stars with 0.55 < (Y-V)o < 0.75. The arguments have been obtained that Equation (2) gives results which are less affected by uncertainties in the metallicities and intrinsic color indices.
Comparisons of our absolute magnitudes with those given in the literature show that our My are more negative by about 0.1 mag than those found by some other authors. However, the conclusion about the existence of systematic differences is not very strong. Firstly, this fact was not confirmed in all comparisons. Secondly, the uncertainties in the estimation of absolute magnitudes are large enough in all the sources.
