Graph-based approaches are empirically shown to be very successful for approximate nearest neighbor (ANN) search. However, there has been very little research on their theoretical guarantees. In this work, we consider both low-dimensional (d log n) and high-dimensional (d log n) regimes and rigorously analyze the performance of graph-based nearest neighbor algorithms when the dataset is uniformly distributed on a d-dimensional sphere. For both regimes, we provide the conditions which guarantee that a graph-based algorithm solves the ANN problem in just one iteration. In the low-dimensional regime, we also show that it is possible to solve the exact nearest neighbor problem. Finally, we discuss how the "small-world" property affects the performance of graph-based approaches.
While there is a lot of evidence empirically showing the superiority of graph-based NNS algorithms in practical applications, there is very little theoretical research supporting this. A pioneering work [24] made a first step in this direction by providing time-space trade-offs for ANN search on sparse datasets uniformly distributed on a d-dimensional Euclidean sphere. In the current paper, we move forward and, in particular, provide a rigorous analysis for the dense regime, where d log n. In this regime, we face some additional challenges compared to the sparse one. Also, we analyze both exact and approximate NN problems. We show that if √ log n d log n, then query time is Θ M d(1+o (1) ) and storage cost is n times larger for some carefully chosen constant M . However, for very dense datasets with d √ log n, one can only have Θ n 1+o(1) d time complexity, which is larger than M d . We also show that a simple method of speeding up the algorithm by adding random links between distant points does not give any significant improvement to the asymptotic query time. Since the sparse regime was previously analyzed in [24] , it is not the main focus of the current paper. However, we do give an intuitive explanation for a phase transition between dense and sparse regimes: why for sparse datasets we have query time n ϕ with 0 < ϕ < 1 and for dense ones we get M d with constant M > 1. Also, for the sparse regime, we prove that it is possible to solve the ANN problem in just one iteration.
Related work
Several well-known algorithms proposed for NNS are based on recursive partitions of the space (e.g., k-d trees and random projection trees) [8, 12, 13, 22] . The query time of a k-d tree is O d · 2 O(d) , which leads to an efficient algorithm for the exact NNS in the dense regime d log n [11] . Among the number of algorithms proposed for the ANN problem, LSH [20] is the most theoretically studied one. The main idea of LSH is to hash the points such that the probability of collision is much higher for points that are close to each other than for those which are far apart. Then, one can retrieve near neighbors for a query by hashing it and checking the elements in the same buckets. LSH solves c-ANN with query time Θ (dn ϕ ) and space complexity Θ n 1+ϕ . Assuming Euclidean metric, the optimal ϕ is about 1 c 2 for data agnostic algorithms [1, 14, 30, 31] . By using a data dependent construction, this bound can be improved up to 1 2c 2 −1 [3, 4] . In [7] , spherical locally sensitive filters (LSF) were analyzed and it was shown that LSF can outperform LSH when the dimension d is logarithmic in the number of elements n. LSF can be thought of as lying in the middle between LSH and graph-based methods: LSF uses small spherical caps to define filters, while graph-based methods also allow, roughly speaking, moving to the neighboring caps.
In contrast to LSH, graph-based approaches are not so well understood. The only theoretical paper we aware of is [24] considering the sparse regime d log n. The current paper, while using a similar setting, differs in several important aspects. First, we mostly focus on the dense regime d log n and show that it significantly differs both in terms of techniques and results. Second, in addition to the ANN problem, we also analyze the exact NN problem, since in the dense regime graph-based approaches are able to solve it with probability 1 − o(1). Also, we are the first to investigate how adding "long" links to NN graphs affects their query time. Finally, we support some claims made in the previous work by a rigorous analysis: in particular, Section 4.1 states new bounds for the volumes of spherical caps' intersections, which are needed for the rigorous analysis in both sparse and dense regimes; 4.2 discusses the effect of the dependence between consecutive steps of the algorithm.
Finally, let us mention a recent empirical paper [25] comparing the performance of HNSW with other graph-based NNS algorithms. In particular, this paper shows that HNSW has superior performance over one-layer graphs only for low dimensional data. We demonstrate theoretically why this can be the case: we prove that when d √ log n the number of steps for graph-based NNS is negligible compared with one-step complexity, while for d log n the algorithm converges in just two steps.
Results

Setup and notation
We are given a dataset D = {x 1 , . . . x n }, x i ∈ R d+1 and assume that all elements of D belong to a unit Euclidean sphere, D ⊂ S d . This special case is of particular importance for practical applications, since feature vectors are often normalized. 1 For a given query q ∈ S d letx ∈ D be its nearest neighbor. The aim of the exact NNS is to returnx, while in c, R-ANN (approximate near neighbor), for given R > 0, c > 1, we need to find such x that ρ(q, x ) ≤ cR if ρ(q,x) ≤ R [2, 11] . 2 By ρ(·, ·) we further denote a spherical distance.
Similarly to [24] , we assume that the elements x i ∈ D are i.i.d. random vectors uniformly distributed on S d . As shown in [24] , it is impossible to provide guarantees for graph-based NNS in the worstcase, hence some assumptions have to be made. Random uniform datasets are considered to be the most natural "hard" distribution for ANN problem [3] , hence it is an important step towards understanding the limits and benefits of graph-based NNS algorithms. 3 We further assume that a query vector q ∈ S d is placed uniformly within a distance R from the nearest neighborx (since c, R-ANN problem is defined conditionally on the event ρ(q,x) ≤ R). Such nearest neighbor is called planted.
In the current paper, we use a standard assumption that the dimensionality d = d(n) grows with n [11] . We distinguish three fundamentally different regimes in NN problems: dense with d log(n); sparse with d log(n); moderate with d = Θ(log(n)). In moderate and sparse regimes, the curse of dimensionality starts to be a problem, since 2 d becomes larger than n. While [24] focused solely on the sparse regime, we also consider the dense one. We obtain that for dense datasets the query time grows with n as M d , with some carefully chosen M , compared to n 1−M for sparse ones.
As discussed in the introduction, most graph-based approaches are essentially based on constructing a nearest neighbor graph (or its approximation). For uniformly distributed datasets assumed in this paper, connecting an element x to a given number of nearest neighbors is essentially equivalent to connecting it to all such nodes y that ρ(x, y) ≤ ρ * with some appropriate ρ * (since the number of nodes at distance at most ρ * is concentrated around its expectation). Therefore, at the preprocessing stage, we choose some ρ * and construct a graph using this threshold. Later, when we get a query q, we first sample a random element x ∈ D such that ρ(x, q) < π 2 4 and then perform a graph-based greedy descent: at each step for a given node we measure the distance between its neighbors and q and move to the closest neighbor while we make progress. We may repeat the process several times (called iterations) and return the closest answer. In the current paper, we prove that it is sufficient to have one iteration in both regimes.
Dense regime
In the dense regime, we assume d = d(n) = log(n)/ω, where ω = ω(n) → ∞ as n → ∞. Note that ω(n) log n since we require d → ∞. For any constant M > 1, let G(M ) be a graph obtained by connecting x i and x j iff ρ(x i , x j ) ≤ arcsin (M e −ω ).
Theorem 1.
Assume that d log log n and we are given some constant c ≥ 1. Let M be a constant such that M > 
It follows from Theorem 1 that both time and space complexities increase with M (for constant M ). When the aim is to find the exact nearest neighbor in one iteration of graph-based NNS (c = 1), we can take any M > √ 2. When c > 1, the lower bound for M decreases with c.
The obtained time complexity is
to the expected number of neighbors evaluated at each step, and e ω to the number of steps.
While d is negligible compared with M d , the relation between e ω = e log n d
and M d is non-trivial. Indeed, when ω √ log n, the term M d dominates, and in this regime the smaller M the better asymptotics we get (both for time and space complexities). However, when the dataset is very dense, i.e., d √ log n (equivalently, ω √ log n), the number of steps becomes much larger than the complexity of one step. For such datasets, it can be possible that taking M = M (n) 1 would improve the query time. However, the following theorem shows that this is not the case.
1. Then, with probability 1 − o(1), graph-based NNS finds the exact nearest neighbor in one iteration; time complexity is
As a result, when M → ∞, both time and space complexities become larger compared with constant M .
Another natural idea that may reduce the number of steps is to add some "long links" in order to obtain a graph with a low diameter. This is the core idea of NSW and some other graph-based NN algorithms [26, 27] . In Section 4.3.3, we demonstrate that a basic realization of this idea is essentially equivalent to random sampling of several nodes in order to start the algorithm from a closer one. It turns out that this procedure does not allow to improve the asymptotic query time.
Theorem 3. Under the conditions of Theorem 1, performing a random sampling of some number of nodes and choosing the one closest to q as a starting point for graph-based NNS does not allow to get time complexity better than
The obtained result is not surprising and agrees with [23] , which shows that for a regular ddimensional lattice graph uniformly distributed long-range links do not allow for an efficient greedy routing and it is beneficial to have link lengths distributed according to a power-law with parameter d (however, constructing such graphs can be computationally expensive for practical applications).
Finally, let us note that due to the fact that e −ω → 0 (i.e., as we discuss in Section 4.3, all considered distances tend to zero with n), it is easy to verify that all the results stated above for the spherical distance hold also for the Euclidean one.
Sparse regime
In sparse regime, we assume Interestingly, as follows from the proof, in sparse regime one iteration of the algorithm converges in at most two steps with probability 1 − o(1). As a result, there is no trade-off between time and space complexity: larger values of M reduce both of them.
While in the dense regime we have the same result for spherical and Euclidean distances, for sparse datasets it is not the case. However, we can easily obtain an analog of Theorem 4 for the Euclidean distance. In Theorem 4, α c is the height of a spherical cap covering a spherical distance π 2c (a factor c smaller than π/2). For the Euclidean distance, we have to replace (1−1/c 2 )
.
As a result, we can obtain time complexity n ϕ and space complexity n 1+ϕ , where ϕ can be made about
. Note that this result corresponds to the case ρ q = ρ s from [24] . In this section, we formulate some technical results on the volumes of spherical caps and their intersections, which we extensively use in the proofs. Although they are similar to those formulated in [7] , it is crucial for our problem that parameters defining spherical caps depend on d and may tend to zero (both in dense and sparse regimes), while the results in [7] hold only for fixed parameters. Also, in Lemma 2, we extend the corresponding result from [7] , as discussed further in this section.
Let us denote by µ the Lebesgue measure over R d+1 . By C x (γ) we denote a spherical cap of height γ centered at x ∈ S d , i.e., {y ∈ S d : x, y ≥ γ}; C(γ) = µ (C x (γ)) denotes the volume of a spherical cap of height γ. Throughout the paper for any variable γ, 0 ≤ γ ≤ 1, we letγ := 1 − γ 2 . The following lemma is proven in Appendix A.1.
By W x,y (α, β) we denote the intersection of two spherical caps centered at x ∈ S d and y ∈ S d with heights α and β, respectively, i.e., W x,y (α, β) = {z ∈ S d : z, x ≥ α, z, y ≥ β}. As for spherical caps, by W (α, β, θ) we denote the volume of such intersection given that the angle between x and y is θ. The following lemma is proven in Appendix A.2.
and assume that γ ≤ 1, then:
Here C l,α , C l,β , C u,α , C u,β are some functions of α, β, θ specified in Appendix A.2.
This lemma differs from Lemma 2.2 in [7] by, first, allowing the parameters α, β, θ depend on d and, second, considering the cases (1) and (2), which are essential for the proofs. Namely, we use the lower bound in (3) to show that with high probability we can make a step of the algorithm, since the intersection of some spherical caps is large enough ( Figure 1a) ; we use the upper bounds in (1) and (2) to show that at the final step of the algorithm we can find the nearest neighbor with large probability, since the volume of the intersection of some spherical caps is very close to the volume of one of them (Figure 1b ), see the details further in the proof. Despite some additional terms, one can essentially think that C(γ) ∝γ d and W (α, β, θ) (or its complement) ∝γ d with γ specified in Lemma 2.
General idea
Let α M denote the height of a spherical cap defining G(M ).
we denote the expected number of neighbors of a given node in G(M ). Then, it is clear that the complexity of one step of graph-based search is Θ (f · d) (with large probability), so for making k steps we need Θ (k · f · d) computations (see Appendix B.1 for the formal analysis). The number of edges in the graph is Θ (f · n), so the space complexity is Θ (f · n · log n) (see Appendix B.2).
To prove that the algorithm succeeds, we have to show that it does not stuck in a local minimum until we are sufficiently close to q. If we take some point x with x, q = α s , then the probability to make a step towards q is determined by W (α M , α s , arccos α s ) . In all further proofs we obtain lower bounds for this value of the form 1 n g(n) with 1 g(n) n. From this, we easily get that the probability to make a step is at least 1
A fact that will be useful in the proofs is that the value W (α M
By estimating the value W (α M , α s , arccos α s ) we obtain (in further sections) that with probability 1 − o(1) we reach some point at distance at most arccos α s from q. Then, to achieve success, we may either jump directly tox at the next step or to already have arccos α s ≤ cR if we are solving c, R-ANN.
To limit the number of steps, we additionally show that with a sufficiently large probability at each step we become "ε closer" to q. In the dense regime, it means that the sine of the angle between the current position and q becomes smaller by at least some fixed value.
Finally, let us emphasize that several consecutive steps of the algorithm cannot be analyzed independently. Indeed, if at some step we moved from x to y, then there were no points in C x (α M ) closer to q than y by the definition of the algorithm. Consequently, the intersection of
and C q ( q, y ) contains no elements of the dataset. The closer y to x the larger this intersection. However, the fact that at each step we become at least "ε closer" to q allows us to bound the volume of this intersection and to prove that it can be neglected.
Dense regime
For dense datasets (d = log n/ω), it is convenient to operate with radii of spherical caps. If α is a height of a spherical cap, then we say thatα is its radius. An essential property of the dense regime is the fact that the distance from a given point to its nearest neighbor behaves as e −ω , so it decreases with n. Indeed, letα 1 be the radius of a cap centered at a given point and covering its nearest neighbor, then we have C(α 1 ) ∼ 1 n , i.e.,α 1 ∼ n
We further let δ := e −ω .
Proof of Theorem 1
We construct a graph G(M ) using spherical caps with radiusα M = M δ. Then, from Lemma 1,
Let us now analyze the distance arccos α s up to which we can make steps towards the query q (with sufficiently large probability). Formally, the following lemma is proven in Appendix C.1.
This lemma implies that if we are given M and s satisfying the above conditions, then we can make a step towards q, since the expected number of nodes in the intersection of spherical caps is much larger than 1. Formally, we can estimate from below the values g(n) for all steps of the algorithm by g min (n) = L d(1+o(1)) , so, according to Section 4.2, we can make each step with probability
. Moreover, each step reduces the radius of a spherical cap centered at q and containing the current position by at least εδ. As a result, the number of steps (until we reach some distance arccos α s ) is O δ −1 = O (e ω ). To estimate the overall success probability, we have to take into account that the consecutive steps of the algorithm are dependent. Appendix C.2 proves that this dependence can be neglected. So, the overall success probability is 1 − O e ω e −L d+o (1) .
Assuming d log log n, we get O e ω e
−L d(1+o(1))
= O e log n d e − log n = o(1). This concludes the proof for the success probability 1 − o(1) up to choosing suitable values for s and M .
Let us discuss the time complexity. With probability 1 − o(1) the number of steps is Θ δ −1 : the upper bound was already discussed; the lower bound follows from the fact that M δ is the radius of a spherical cap, so we cannot make steps longer than arcsin(M δ), and with probability 1 − o(1) we start from a constant distance from q. The complexity of each step is
It remains to find suitable values for s and M . We solve c, R-ANN if either we have arcsin(sδ) ≤ cR or we are sufficiently close to q to find the exact nearest neighborx at the next step of the algorithm. Let us analyze the first possibility. Let sin R = rδ, then we need s < c r. 
To succeed, we need either (a) or (b) to be satisfied. The bound in (a) decreases with r (r > 1/c) and for r = 1 c it equals
The bound in (b) increases with r and for r = 1 it equals √ 2. To find a general bound holding for all r, we take the "hardest" r ∈ ( 
Proof of Theorem 2
When M grows with n, it follows from the previous reasoning that the algorithm succeeds with probability 1 − o(1). The analysis of the space complexity is the same as for constant M , so we get
When analyzing time complexity, we note that the one-step complexity
It is easy to see that we cannot make steps longer than O (M e −ω ). This leads to the time complexity
Small-world graphs and proof of Theorem 3
Let us discuss how adding edges between distant points to NN graphs affects the query time of graphbased NNS. The simplest way to obtain a graph with a small diameter from a given graph is to connect each node to a few random neighbors. This idea is proposed in [36] and gives O (log n) diameter for the so-called "small-world model". It was later confirmed that adding a little randomness to a connected graph makes the diameter small [10] . However, we emphasize that having a logarithmic diameter does not guarantee a logarithmic number of steps in graph-based NNS, since these steps, while being greedy in the underlying metric space, may not be optimal on a graph.
To demonstrate the effect of long edges, assume that there is a graph G , where each node is connected to several random neighbors by directed edges. For simplicity or reasonings, assume that we first perform NNS on G and then continue on the standard NN graph G. It is easy to see that during NNS on G , the neighbors considered at each step are just randomly sampled nodes, we choose the one closest to q and continue the process, and all such steps are independent. Therefore, the overall procedure is basically equivalent to a random sampling of a certain number of nodes and then choosing the one closest to q (from which we then start the standard NNS on G).
Assume that we sample e lω nodes with an arbitrary l = l(n). Then, with probability 1 − o(1), the closest one among them lies at a distance Θ e
. As a result, the overall time complexity
, which proves Theorem 3.
Sparse regime
For sparse datasets, instead of radii, we operate with heights of spherical caps. A crucial feature of sparse regime is that the heights under consideration tend to zero as n grows. Indeed, we have
We further denote 2 ω by δ. We construct G(M ) using spherical caps with height α M , α 2 M = M δ, where M is some constant. Then, from Lemma 1, we get that the expected number of neighbors of a node is (1) . From this and Appendix B.2 the stated space complexity follows. The one-step time complexity n 1−M +o(1) follows from Appendix B.1.
Our aim is to solve c, R-ANN with some c > 1, R > 0. If R ≥ π/2c, then we can easily find the required near neighbor within a distance π/2, since we start G(M )-based NNS from such point. Let us consider any R < π 2c . It is clear that in this case we have to find the nearest neighbor itself, since R c is smaller than the distance to the (non-planted) nearest neighbor with probability 1 + o(1). Note that α c = cos 
It follows from the lemma that if M + s < 1, then we can reach a spherical cap with height α s = √ sδ centered at q in just one step (starting from a distance at most π/2). And we get g(n) = n Ω(1) .
Recall that M < c +1 , then we have M + s < 1. The following lemma, proven in Appendix D.2, discusses the conditions for M and s such that at the next step of the algorithm we findx with probability 1 − o(1).
Lemma 5. If for constant M and s we have
Note that in our case we have M < 
Conclusion
We proved theoretical guarantees for graph-based c, R-ANN in both dense and sparse regimes. In dense regime ( √ log n d log n), we obtained time complexity M d(1+o (1)) and space complexity n M d(1+o (1)) with some M > 1 depending on c. In sparse regime, we get n 1−M +o(1) query time and n 2−M +o(1) storage with some 0 < M < 1. We also demonstrated that a simple realization of "small-world" graphs does not improve the asymptotic query time.
Due to the fact that graph-based NN algorithms become extremely popular nowadays, we believe that more theoretical analysis of such methods will follow. A natural direction for future research would be to find wider conditions under which similar guarantees can be obtained (compared to the random uniform case considered in this paper). Another promising direction is to analyze the effect of diversification [19] which was empirically shown to improve the quality of graph-based NNS [25] . Finally, it would be interesting to obtain guarantees for the moderately dense regime with d = Θ(log n). Although based on the current analysis the query time should be O n C with some C < 1, obtaining the precise constant here is complicated due to the fact that neither radii or heights of spherical caps under consideration tend to zero. 
Proof. In order to have similar reasoning with the proof of Lemma 2, we consider any twodimensional plane containing the vector x defining the cap C x (γ) and let p denote the orthogonal projection from S d to this two-dimensional plane.
The first steps of the proof are similar to those in [7] (but note that we analyze S d instead of S d−1 , which leads to slightly simpler expressions). Consider any measurable subset U of the two-dimensional unit ball, then the volume of the preimage p −1 (U ) (relative to the volume of S d ) is:
We define a function g(r) = φ:(r,φ)∈U dφ, then we can rewrite the integral as
Let U = p (C x (γ)), then, using t = 1 − r 2 /γ 2 , whereγ = 1 − γ 2 , we get
Note that from Equation (1) we get that the volume of a hemisphere is C(0) = 1/2, since g(r) = π for all r in this case andγ = 1.
Now we consider an arbitrary γ ≥ 0 and note that g(r) = 2 arccos(γ/r) (see Figure 2) . So, we obtain
Now we note that x ≤ arcsin(x) ≤ x · π/2 for 0 ≤ x ≤ 1, so
Finally, we estimate
So, the lower bound is
The upper bounds are
This completes the proof.
A.2 Volumes of intersections of spherical caps
In this section, we analyze the volume of the intersections of two spherical caps C x (α) and C y (β).
In the lemma below we assume γ ≤ 1. However, it is clear that if γ > 1, then either the caps do not intersect (if α > β cos θ and β > α cos θ) or the larger cap contains the smaller one.
Let us give the full statement of Lemma 2 from the main text.
where
Proof. Consider the plane formed by the the vectors x and y defining the caps and let p denote the orthogonal projection to this plane. Let U = p(W x,y (α, β)). Denote by γ the distance between the origin and the intersection of chords bounding the projections of spherical caps. One can show that
If α ≤ β cos θ, it is easy to see that W (α, β, θ) > 1 2 C(β), since more than a half of C y (β) is covered by the intersection (see Figure 1b) . Similarly, if β ≤ α cos θ, then W (α, β, θ) > 1 2 C(α). Now we move to the proof of (3) and will return to (1) and (2) after that.
If cos θ < α β and cos θ < β α , then we are in the situation shown on Figure 1a and the distance between the intersection of spherical caps and the origin is γ. As in the proof of Lemma 1, denote g(r) = φ:(r,φ)∈U dφ, then the relative volume of p −1 (U ) is (see Equation (1)):
The function g(r) can be written as g α (r) + g β (r), where (see Figure 3a) g α (r) = arccos α r − arccos α γ , g β (r) = arccos β r − arccos β γ .
Accordingly, we can write W (α, β, θ) = W α (α, β, θ) + W β (α, β, θ).
Let us estimate g α 1 −γ 2 t :
Now, we can write the lower bound for W α (α, β, θ). Let
C l,β can be obtained by swapping α and β.
Then the lower bound is
Now we define C u,α (and, similarly, C u,β ) as
We use the upper bound
and obtain
which completes the proof of (4). Now, let us finish the proof for (1) and (2) . If α ≤ β cos θ, then we are in a situation shown on Figure 1b . In this case, we can directly follow the above proof for (3) and the only difference would be that g(r) = g β (r) − g α (r) instead of g(r) = g α (r) + g β (r). The proof for (2) is similar with g(r) = g α (r) − g β (r).
B General results
B.1 Time complexity
Let v be an arbitrary node of G and let N (v) denote the number of its neighbors in G. Recall that f = (n − 1)C(α M ). Lemma 6. With probability at lest 1 − 4 f we have
Proof. The number of neighbors N (v) of a node v follows Binomial distribution Bin(n−1, C(α M )), so EN (v) = f . From Chebyshev's inequality we get
which completes the proof.
To obtain the final time complexity of graph-based NN search, we have to sum up the complexities of all steps of the algorithm. We obtain the following result. Proof. Although the nodes encountered in one iteration are not independent, the fact that we do not need to measure the distance from any point to q more than once allows us to upper bound the complexity by the random variable distributed according to Bin(k(n − 1), C(α M )). Then we can follow the proof of Lemma 6 and note that one distance computation takes Θ(d).
To see that the lower bound is also Θ (kf d), we note that more than a constant number of steps are needed only for the dense regime. For this regime, we may follow the reasoning of Section C.2 to show that the volume of the intersection of two consecutive balls is negligible compared to the volume of each of them. Proof. The proof is straightforward. 5 For each pair of nodes, the probability that there is an edge between them equals C (α M ). Therefore, the expected number of edges is
It remains to prove that E(G) is tightly concentrated near its expectation. For this, we apply Chebyshev's inequality, so we have to estimate the variance Var(E(G)). One can easily see that if we are given two pairs of nodes e 1 and e 2 , then, if they are not the same (while one coincident node is allowed), then P(e 1 , e 2 ∈ E(G)) = C(α M ) 2 . Therefore,
P(e 1 , e 2 ∈ E(G)) − (EE(G))
P(e 1 , e 2 ∈ E(G))
Applying Chebyshev's inequality, we get
From this, the lemma follows.
It remains to note that if we store a graph as adjacency lists, then the space complexity is Θ (E(G) · log n).
B.3 Monotonicity of W (α M , α s , arccos α s ) Lemma 9. W (α M , α s , arccos α s ) is a non-increasing function of α s .
Proof. We refer to Figure 4 , where two spherical caps of height α M are centered at x and y, respectively, and note that we have to compare "curved triangles" x x 1 x 2 and y y 1 y 2 . Obviously, ρ(x, x 2 ) = ρ(y, y 2 ), ∠ x x 2 x 1 = ∠ y y 2 y 1 , but ∠ x x 1 x 2 > ∠ y y 1 y 2 . From this and spherical symmetry of µ(p −1 (·)) (p was defined in the proof of Lemma 2) the result follows. where C l corresponds to the sum of C l,α and C l,β in Lemma 2. So, it remains to estimate C l :
