We present an FPTAS for a combinatorial optimization problem which is motivated by a problem in drug-design. The problem is as follows. One is given two finite subsets A, B of points in three-dimensional space which represent the centers of atoms of two molecules. The objective function is large if there are an appropriate rigid motion M , subsets S ⊂ A and T ⊂ B of the same size and a bijective function f from S to M (T ) such that |S| is sufficiently large and the root mean squared distance between S and f (S) is small. The object is to find M and f such that the objective function is maximized. The corresponding maximum value defines the similarity score between two molecules.
Introduction
In recent years different approaches have been investigated for characterizing the similarity of molecules. Generally, all these approaches can be modeled as a combinatorial optimization problem. They roughly fall into two classes of algorithms. The first class mainly uses physical parameters e.g. van der Waals' forces, bond lengths or bond types to characterize similarity. In order to optimize the objective function, local search heuristics, e.g. simulated annealing or genetic algorithms are often used. [1] However, these approaches usually do not guarantee how far the algorithmic solutions are away from the optimal one. The second class characterizes similarity using geometric properties. [2, 3, 4, 5] The typical task in this area is to match two point sets with respect to transformation and a distance measure. For the Hausdorff distance different types have been studied, e.g. whether the mapping is fixed or has to be injective, the permitted transformations (translation or rigid motions) and the dimension of the point sets. [6, 7, 8, 9 , 10] The difficulty for finding exact solutions or approximation algorithms depends widely on these parameters. Several exact algorithms for two dimensional point sets can be found in Ref. [10] . Further work had their focus in faster algorithms which led to approximation algorithms instead of exact algorithms [8] or extended the algorithms for three or more dimensions. [9, 11] Here, instead of using Hausdorff distance, we use the root mean squared distance (rmsd). There are two reasons. First, if the one-to-one mapping is known the rigid motion that minimizes the rmsd is easier and much faster to compute in contrast to the minimal Hausdorff radius. Secondly, rmsd is more tolerant concerning outliers.
The similarity function which is used in this paper also appears in Refs. [3, 4, 12] and a related function is used in Ref. [5] . This function expresses the similarity by a single number where high similarity corresponds to high values. An informal description of the similarity function is as follows. At first the centers of the atoms of two molecules are represented by two sets A and B of points in three-dimensional space. The coordinates of the points can be obtained by standard methods in molecular biology, e.g. nuclear magnetic resonance spectroscopy. [13] The goal is to find an appropriate rigid motion of B such that there is a one-to-one mapping between large subsets S ⊂ A and T ⊂ B with |S| = |T | whose root mean squared distance with respect to this mapping is small. The similarity function then has the form m S · exp(−rms(S, T )). Here m S is the quotient of |S| and min(|A|, |B|) and rms denotes the root mean square distance between S and T with respect to the rigid motion and the one-to-one mapping.
The results of this paper also apply to similarity functions where the first factor is considerably generalized. Details are mentioned in the concluding remarks.
The paper is organized as follows. In Section 2 we introduce some general notations and define the score function which measures the similarity of two molecules. In Section 3 we present the algorithm and its analysis. We close in Section 4 with some concluding remarks.
Definitions and Notations
In this section we will introduce the necessary definitions and notations. Let A = {A 1 , . . . , A m } ⊂ R 3 and B = {B 1 , . . . , B n } ⊂ R 3 be sets of points which represent the centers of the atoms of a molecule in three-dimensional space.
Definition 1 A superposition f ⊆ {1, . . . , m} × {1, . . . , n} is a left-and right-unique relation. The set of all superpositions is denoted by F and the cardinality of f by |f |. A point A x ∈ A is superimposed with B y ∈ B iff (x, y) ∈ f . We define f A = {x|(x, y) ∈ f } and f B = {y|(x, y) ∈ f }.
It follows that a point in A can be superimposed with at most one point in B and vice versa.
Definition 2 A rigid motion M = (R, t) is a mapping M : R 3 → R 3 with M (x) = Rx + t where R is a rotation matrix and t ∈ R 3 . The set of all rigid motions is denoted by M.
Definition 3
The root mean square distance of a superposition f and a rigid motion M is defined by
where ||.|| denotes the euclidian norm.
With these definitions we are now able to define the objective function which we use to characterize the similarity between A and B.
Definition 4
We define the score of a superposition f and a rigid motion M by
The goal is to find a rigid motion M and a superposition f such that score(A, B; f, M ) is maximized. Using continous arguments of the second factor the maximal value exists and is denoted by score(A, B). Since score(A, B) is symmetric in A and B we will assume w.l.o.g. that |A| ≤ |B|.
The score has a range of (0, 1] since both factors are positive and bounded from above by 1. The objective function score(A, B) measures the similarity of A and B and is near to one if most of the points of A have low rms with the corresponding superimposed points of B after an appropriate rigid motion of B. Moreover, score(A, B) = 1 if and only if every point in A is superimposed with distance 0.
The two factors of the score function play against each other. The more points are superimposed the more the first factor increases. On the other hand, the second factor generally decreases in this case. So the difficulty lies in handling these two parameters (rigid motion and superposition) simultaneously. As the next two lemmas show the problem is solvable in polynomial time if one parameter is fixed. If the rigid motion is fixed then it can be solved by Algorithm 1 using singular value decomposition. [14] Lemma 1 (Ref. [14] ) Let f be a superposition of A and B. Then there is an algorithm which computes a rigid motion M ′ in O(|A| + |B|) time with
Algorithm 1:
The multiplication of A und the transpose of B in line 2 can be computed in O(|A|+|B|) since there are only O(|A|+|B|) multiplications and additions. The result is a 3 × 3-matrix, such that the singular vaule decomposition can be computed in constant time. The remaining lines can be computed in O(|A| + |B|) as well.
With this lemma it is possible to design an exact algorithm by enumerating all possible superpositions. To each superposition the Algorithm 1 is then applied and the best score is returned as output. However, the running time of this algorithm is exponential since there is an exponential number of superpositions, but it is possible to improve this brute force approach using branch-and-cut techniques.
Lemma 2 Let M be a rigid motion and F be the set of all superpositions of A and B. Then there is an algorithm which computes a superposition
Proof. Consider the complete bipartite digraph K m,n = (A ∪ B, A × B, w) with the weight function w(x, y) = ||x − M (y)|| 2 with x ∈ A and y ∈ B. For a superposition f we denote byf a matching in K m,n withf = 
The Algorithm
Let Opt(I) be the optimal value of a maximization problem with input I. Then the performance ratio of an algorithm Alg is defined by
for all instances I .
An important role in the theory of approximation algorithms is played by so called FPTAS (fully polynomial time approximation scheme). An FPTAS for a computational problem is a class of algorithms A ǫ such that for every ǫ > 0 the performance ratio of A ǫ is bounded below by 1 − ǫ and the running time of A ǫ is polynomially bounded in n and 1/ǫ. As we will show, Lemma 2 can be used for designing an FPTAS. The idea is to construct a sample M ′ ⊂ M of polynomial size such that the following two steps guarantee the desired performance ratio:
1. For each M ∈ M ′ : find an optimal superposition with respect to M using Lemma 2 (that is to compute max f score(A, B; f, M )).
2. Take the best score found in step 1.
The crucial point is to compute M ′ . In the algorithm and its analysis we will make use of two facts. First that a rigid motion M in three-dimensional space is uniquely determined by three non-collinear points a, b, c and their images M (a), M (b), and M (c). M can then be computed in polynomial time e.g. by Algorithm 1. A further assertion can be made about the distance of two superimposed points in an optimal superposition. These two points cannot be too far away, since, otherwise, it would be better not to superimpose them. The following lemma gives an upper bound on this distance.
Lemma 3 Let M opt and f opt be a rigid motion and a superposition, which maximizes the score. Then
Proof. For |f | = 1 we get a trivial lower bound of 1 m for the score, since two superimposed points can be superimposed with distance 0. Assume that the distance of two superimposed points in an optimal superposition is greater than √ m · ln(m). Then the corresponding score is less than
and therefore not optimal.
We denote a ball with center x and radius r by B(x; r). By the previous lemma we know that M opt (B y ) ∈ B(A x ; √ m · ln(m)) if (x, y) ∈ f opt . Each such ball with center A i for 1 ≤ i ≤ m will be discretized by a grid G i with a grid width depending on ǫ.
We will give a sketch of the construction of
Then the rigid motion M which minimizes the term
is computed by Algorithm 1 and is added to M ′ .
Assume that |f opt | ≥ 3. Then during the enumeration there exists a situation such that {(A i , B i ′ ), (A j , B j ′ ), (A k , B k ′ )} ⊆ f opt and in addition g 1 , g 2 , g 3 are the nearest grid points to M opt (B i ′ ), M opt (B j ′ ), M opt (B k ′ ) resp. Such a situation is depicted in Fig. 1 for g 1 , A i and M opt (B i ′ ) . An analogue picture holds for g 2 , A j , M opt (B j ′ ) and
In a first step of the analysis we show that M opt (B i ′ ) is not too far away from M (B i ′ ) as indicated in Fig. 1 and in the second step of the analysis we show that M is a good approximation for M opt in the sense that ||M (B y ) − M opt (B y )|| is small for all y ∈ f B .
Figure 1: Configuration of Algorithm 2:
√ m · ln(m)). g 1 is the nearest grid point to M opt (B i ′ ).
Algorithm 2: FPTAS
Input: A ⊂ R 3 , B ⊂ R 3 , 0 < ǫ < 1, (|A| = m ≤ n = |B|) Output: value ALG with: ALG ≥ (1 − ǫ) · score(A, B)
1 score := max |f |≤2,M ∈M score(A, B; f, M ) We will now show that Algorithm 2 is an FPTAS. If |f opt | ≤ 2 then an optimal superposition is found by the algorithm in line 1. So we can assume that |f opt | ≥ 3. Then there is a triple T 3 = {(i 1 , i 2 ), (j 1 , j 2 ), (k 1 , k 2 )} ⊆ f opt with the following two properties:
Lemma 4 Line 7 computes a rigid motion M alg such that
Proof. For A and B the algorithm enumerates all possible superpositions with cardinality 3 in lines 4 and 5. Therefore at some point of the algorithm's computation we have
Using lemma 3 we get
which implies
For line 6 of Algorithm 2, consider an assignment (g ′ (12) . Then we get an upper bound of rms in line 8 by
We denote the rigid motion which minimizes rms by M alg . The condition in line 8 holds because of (13) and so the score is updated if it is the best score found so far. Notice that we have the inequality
since otherwise rms > ǫ 21 holds, which contradicts (13) . Using the triangle inequality we get the following estimation for all (x, y) ∈ T 3
which proves the lemma. The next lemma gives a similar bound for the remaining superimposed points of B.
Lemma 5 Algorithm 2 computes a rigid motion M alg with the property
Proof. W.l.o.g. we can assume that
with 0 < ξ < ||B i 2 − B j 2 ||. Otherwise we can make an appropriate transformation of A and B.
Otherwise all superimposed points of B are collinear too by property 2 of T 3 . In both cases this implies ∀y ∈ f B opt : M (M opt (B y )) = M alg (B y ) and can be used to get the claimed estimation by decomposing M into three appropriate rigid motions. This will be done in the following three steps.
Step 1: First we consider the translation
So we have M alg (B i 2 ) = T (M opt (B i 2 )) and using Lemma 4 we get the estimation ∀y ∈ f
Using the triangle inequality, (15) , and (19) we get
for all (x, y) ∈ T 3 .
Step 2: Notice that T (M opt (B j 2 )) and M alg (B j 2 ) are on the sphere of
Moreover, all points T (M opt (B y )) with (x, y) ∈ f opt are contained in this sphere, because, otherwise, this would contradict property 1 of triple T 3 .
Consider a great circle C on the sphere of B( 0; ||M alg (B j 2 )||) which contains the two points T (M opt (B j 2 ) ) and M alg (B i 2 ). Then there is a (unique) rotation R which maps C onto C with R(T (M opt (B j 2 ) )) = M alg (B j 2 ). Notice that the rotation axis of R contains the origin and is orthogonal to the plane which contains C (see. Fig. 3a) ). By construction we have
||R(x) − x||. (22) Using (22) and (20) we get ∀y ∈ f B opt
Applying the triangle inequality, (23), and (19) we get ∀y ∈ f B opt
Notice that
holds by construction (see. Fig. 3b) ). So we get an upper bound using (23) and (20) for the distance
Step 3: Consider the following rotation R ′ with the rotation axis containing the points M alg (B i 2 ) and M alg (B j 2 ) which maps R(T (M opt (B k 2 )))
to M alg (B k 2 ) (see. Fig. 3b) ). (The rotation is unique if and only if the superimposed points of B are not collinear.) Notice that
since otherwise property 2 of triple T 3 would be contradicted.
After applying R ′ we have
(see. Fig. 3c) ). Using the triangle inequality, (27), (24), and (26) we get
which proves the lemma. Now we can show that the algorithm is an FPTAS, but first notice that for all ǫ ≥ 0 and x i ≥ 0 the inequality
holds, which is equivalent to the fact that the arithmetic mean is less than or equal to the quadratic mean.
Theorem 1 Let ALG denote the score computed by the algorithm and score(A, B) the optimal score. Then for every ǫ > 0
Moreover, the running time is polynomially bounded in n and 1/ǫ.
Proof. First, we apply Lemma 5 and (30) and thus get the estimation
Let f alg denote the optimal superposition with respect to M alg . Then we have and an FPTAS since the running time is polynomially bounded by n and 1/ǫ.
Concluding Remarks
As mentioned in the introduction the first factor of the score function can be generalized to a polynomially computable monotone function g : F → R + with two additional weak properties. For Lemma 2 we need that for two superpositions f and f ′ of the same cardinality g(f ) = g(f ′ ) holds. Moreover, we have to make sure that there are only a polynomial number of grid points. This is satisfied if ln(g(f )/g(f ′ )) ∈ poly(n) with |f | = m and |f ′ | = 1 which can be seen by a modified proof of Lemma 3. The total running time of the algorithm changes according to the running time of the computation of g and the number of grid points but it remains polynomial if the two additional properties above of g are satisfied.
There are at least three interesting questions which were not answered in this paper. The first question is whether there are algorithms with a constant performance ratio which are fast enough in practice. Some modifications of Algorithm 2 were considered in Ref. [16] which yield good results on real world examples but do not guarantee any nontrivial performance ratio. The second question is whether the problem considered in this paper is N Phard. It might be possible that there are exact algorithms with polynomial running time even if P = N P. The third question is whether the problem can be extended to dimension d > 3. Perhaps instead of using triangles the technique can be generalized for d-simplices.
