Abstract⎯We construct the asymptotics for solutions of a harmonic oscillator with integral perturbation when the independent variable tends to infinity. The distinctive feature of the considered integral perturbation is the oscillatory decreasing character of its kernel. We assume that the integral kernel is degenerate. This makes it possible to reduce the initial integro-differential equation to an ordinary differential system. To get the asymptotic formulas for the fundamental solutions of the obtained ordinary differential system, we use a special method proposed for the asymptotic integration of linear dynamical systems with oscillatory decreasing coefficients. By the use of special transformations, we reduce the ordinary differential system to the so-called -diagonal form. We then apply the classical Levinson's theorem to construct the asymptotics for the fundamental matrix of the -diagonal system. The obtained asymptotic formulas allow us to reveal the resonant frequencies, i.e., the frequencies of the oscillatory component of the kernel that give rise to unbounded oscillations in the initial integro-differential equation. It appears that these frequencies differ slightly from the resonant frequencies that occur in the adiabatic oscillator with the sinusoidal component of the time-decreasing perturbation.
PROBLEM STATEMENT
The equation of a harmonic oscillator (1) where function is small in some sense for , is usually called an adiabatic oscillator. An example of equation (1) provides an adiabatic oscillator with the function (2) where are real numbers. It is known (see [2, 7, 9, 10, 14, 15] ) that if and or and , equation (1) with function of form (2) has unbounded solutions for any values of parameter . In this case, we can say that parametric resonance takes place in equation (1) . If , then all nonzero solutions of this equation are bounded and tend to zero for . Work [13] (see also [5] ) describes the equation of an adiabatic oscillator with delay (3) where and function is of the form (2) . It turns out that the dynamics of the solutions of equation (3) for is fundamentally different from that of equation (1) . In particular, all solutions of equation (3) may tend to zero for .
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This work is devoted to researching the dynamics of the solutions of Volterra-type integro-differential equations (IDE) (4) where function is defined by formula (2) . We will construct asymptotic representations for the solutions of equation (4) for . The asymptotic behavior of second order IDE solutions, which include equation (4) , was studied in works [8, 16] . It is necessary to note that the theory of asymptotic integration of IDE is considerably less developed compared to ODE. An attempt to develop such a theory is made in paper [12] . In particular, in the mentioned works, the authors note the conditions when the asymptotics of the IDE solutions is mainly defined by the fundamental solutions of the limit equation, which in turn is an ODE. We will show that the asymptotics of all of the solutions of equation (4) for is not always denoted as (5) where are arbitrary complex constants; i.e., it is not always defined by the fundamental solutions of the harmonic oscillator. We will also mention the remarkable monograph [6] , which reflects the current state of the theory of Volterra-type IDE.
ASYMPTOTIC INTEGRATION METHOD
The classical result concerning the asymptotic representation of solutions of linear differential systems was formulated by N. Levinson in work [11] as applied to systems of the form (6) The following conditions must be fulfilled for square matrices , , and : A. 1 
where is the matrix from Lemma 1. This substitution leads systems (6) to the so-called -diagonal form 
where Due to properties (i) and (ii) of matrix and condition A.4, matrix belongs to the class . It turns out that the remainder term does not influence the asymptotics of the solutions of system (8) under the assumption of some regularity with respect to the behavior of functions . This regularity is set by the following dichotomy condition: inequality (9) or inequality (10) holds for each pair of indexes , where are some constants. The main result obtained by Levinson is concluded in the following (see [3, 7, 11] ).
Theorem 1 (Levinson) . Assume that dichotomy condition (9) , (10) is fulfilled. Then the fundamental matrix of -diagonal system (8) accepts the following asymptotic representation for :
Returning to system (6) using substitution (7) and taking property (i) of matrix into account, we conclude that the fundamental matrix of this systems has the following asymptotics for : (12) In this way, in order to use the Levinson theorem, the initial system should be reduced to form (6) or (8) . In cases when the initial system contains oscillatory decreasing quantities, particular efficiency of solving of this problem was shown by averaging substitution of variables [2, 4] .
Let us consider the following ODE: 
where are arbitrary real numbers and are actually complex matrices.
B.5. Matrix . The following theorem holds (see [2, 4] Here, diagonal matrix is composed of the eigenvalues of matrix and Due to properties (i) and (ii) of matrix , matrix belongs to the class . Now we can apply Theorem 1 to construct the asymptotics of the solutions of system (22).
CONSTRUCTION OF ASYMPTOTICS OF SOLUTIONS OF EQUATION (4)
Assuming that let us pass from equation (4) to system In this condition, system (26) is -diagonal. Due to Theorem1, the fundamental matrix of system (26) has the following asymptotics for :
Now, applying substitution (25) to system (23), we get the following asymptotic representations for the first components of its fundamental solutions:
Condition (24) distinguishes a linear two-dimensional subspace in the solution space of system (23). Some linear combinations of the fundamental solutions of system system (23) (obviously linearly independent) can be selected as basis in this space. This implies that some linear combinations of functions (28) should be taken as fundamental solutions of equation (4). Let us write linear combination of the last components of the fundamental solutions of system (23). We have where are arbitrary complex constants. Substituting the obtained expression for into (24) and selecting quantity large enough, we express linearly in terms of and from the obtained equality. Then denoting linear combination of functions (28) and substituting expression for into it, we obtain the following asymptotic formulas for the linearly independent solutions of equation (4) for :
In this way, we have justified the validity of asymptotic representations (29), at least for large enough . Now assume that
After substitution (31) system (26) will be reduced to the form (32) The matrix of coefficients of this system is defined by the expression
(1 2)
( ) (1 (1) Then and system (35) has the -diagonal form. The Levinson theorem implies that the fundamental matrix of this system has the following asymptotics for :
Returning to the initial system (23), we obtain asymptotic representations (28) for the first components of its fundamental solutions. In the same way as for (27), we establish the validity of asymptotic formulas (29) for the linearly independent solutions of equation (4). Since due to the form of function , substitution of the parameter in (2) by is equivalent to substitution of the parameter by , further we will consider only positive values of parameter . Let us now study the case when Here, matrix is defined by formula (39). Returning to system (23), we obtain the following asymptotic formulas for the first components of its fundamental solutions for :
Let us construct the asymptotics of the fundamental solutions of equation (4), when quantity is large enough. The linear combination of the last components of the fundamental solutions of system (23) is denoted as Here, are arbitrary complex constants. Let us substitute the obtained expression for into condition (24). It is necessary to note that coefficient of does not turn into zero if is large enough. Then quantity can be linearly expressed in terms of and . Then, writing the linear combination of functions from (40) taking the obtained representation for into account, we get the following asymptotic formulas for the linearly independent solutions of equation (4) for :
Here, are some complex numbers defined according to condition (24). Now let us consider the case Here, matrix is defined by expression (44). For the first components of the fundamental solutions of system (23) we obtain the following asymptotic formulas for :
As in the previous cases, let us write the linear combination of the last components of the fundamental solutions of system (23). We have where are arbitrary complex constants. Substituting the obtained expression for into (24) and selecting quantity large enough, we can express linearly in terms of and . Writing the linear combination of functions (45) and substituting the obtained expression for into it, we get the following asymptotic formulas for the fundamental solutions of equation (4) for : 
( It is necessary to note that we are interested only in studying the case when inequalities (36) are satisfied. Indeed, if or , matrix in system (48) is nonzero and its eigenvalues are distinct. Using Lemma 1, system (48) can be reduced to -diagonal form by substitution (51) where diagonal matrix is composed of eigenvalues of the matrix , and . Let us construct the asymptotics of the fundamental matrix of system (51) for according to the Levinson theorem and get back to the initial system (23). Then, for the fundamental solutions of equation (4) , , = + . (2 1) (2 1) ( 2 1) 31 (2 1 (40), (41), and in the case we have formulas (45), (46) with the only difference that quantity in the mentioned formulas should be replaced by the expression (52)
Thus, we will consider the case when inequalities (36) are fulfilled. Then matrix and we need to compute matrix . We will have to consider several situations again. Let us start with (53) Using (49), (50) we easily get (54) The form of matrix implies that system (48) is -diagonal and the asymptotics of its fundamental matrix can be constructed on the basis of Theorem 1. The first components of the fundamental solutions of system (23) have the following asymptotics for :
As before, we will assume that quantity in (24) is large enough. Let us write the linear combination of the last components of the fundamental solutions of system (23). We have where are arbitrary complex constants. Substituting this equality into (24), we can express quantity linearly in terms of and for large enough . Writing linear combination of functions (55) with account of the obtained expression for , we get the following asymptotics for linearly independent solutions of equation (4) for :
Now let us assume that
It can be seen from (49), (50) that (58) Simple computation shows that the eigenvalues of this matrix are
Using substitution
c c c NESTEROV system (48) can be reduced to the -diagonal form. According to the Levinson theorem, the fundamental matrix of system (48) has the following asymptotics for :
Here, matrix has the form (60) and the quantities and are defined by expressions (59). The first components of the fundamental solutions of system (23) accept the following asymptotic representations for :
Let us write the linear combination of the -components of the fundamental solutions of system (23) again. We have where are arbitrary complex constants. Let us substitute this expression into (24). It is necessary to note that the coefficient of is arbitrarily close to the quantity for large enough .
Thus, can be linearly expressed in terms of and for large enough , such that . In this case, we obtain the following asymptotics for the fundamental solutions of equation (4) for :
where are some complex numbers defined according to condition (24). It is necessary to note that in the considered situation, equation (4) is selected in such a way that , matrices and are defined by formulas (17), (18), and matrix . Obviously, for , the behavior of the solutions of system (64) will be defined by the eigenvalues of the matrix (65) Let us investigate the structure of this matrix in more detail. We will need a few auxiliary statements.
Proposition 1. Assume that each matrix
, in system (13) has the following structure: = +δ ince such a form has the integral of matrix (67). Assume that all matrices for , have form (68) and all matrices , have form (70). Let us show that the matrices and have the same structure. It is necessary to note that the product of the matrices of forms (67) and (70) is a matrix of form (67). Then, according to (69), it follows from (18) that matrix has form (68). The further product of matrices of forms (70) and (68) is a matrix of form (67). From (17), we conclude that matrix has form (70), since, as mentioned previously, such a form has the integral of matrix (67).
Let us return to consideration of matrix from (65). Since matrix in system (32) has the form (66), (67), due to Propositions 1 and 2, each of the matrices , in averaged system (64) has the form (66), (68). In this way, comparing formulas (66) and (68), we conclude that and for large enough they are either purely imaginary and complex-conjugate or real and of different signs. In addition, the eigenvalues . It is necessary to note that the first nonzero matrix in system (64) is either matrix or matrix . Then Lemma 1 implies that system (64) is reduced to -diagonal form where matrix is composed of the eigenvalues of matrix (65). In this way, the following conclusions can be made. If , then
where are defined by formula (38). In this case, asymptotic formulas (40), (41) are true for the fundamental solutions of equation (4) (at least in the case of large enough ), where the quantity should be replaced by expression (52). If , then we obtain representation (72) for the eigenvalues of matrix (65), where the numbers are defined by formula (43). Then we get asymptotic representations (45), (46) for the fundamental solutions of equation (4), where quantity should be replaced by expression (52).
Let us assume that . In this case, the eigenvalues of matrix (65) have the form
where are defined by formula (59). For the fundamental solutions of equation (4) and is defined by formula (54). In this case, the fundamental solutions of equation (4) for are described by asymptotic formulas (55), (56), where should be replaced by expression (74). It is necessary to note that in all the considered cases, the remainder term in formulas (72) and (73) is a real quantity for large enough .
Analysis of the formulas obtained in this chapter allows the following conclusions. Unbounded oscillations in IDE (4) may exist only if and or and . In all the other cases, nonzero solutions of equation (4) are bounded and do not tend to zero for .
CONCLUSIONS
In absolutely the same manner as in equation (4), asymptotics can be constructed for IDE solutions of the form for , where kernel accepts the following representation (degenerate kernel): μ = −μ + μ β − α + ω γ .
Here, are scalar functions absolutely continuous in , such that . for ;
.
. Product for any set . For functions and , it is assumed that they are either periodic with one and the same period or represent trigonometric polynomials.
