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ALEXANDER ZHILIAKOV§
Abstract. The paper studies a higher order unfitted finite element method for the Stokes
system posed on a surface in R3. The method employs parametric Pk–Pk−1 finite element pairs on
tetrahedral bulk mesh to discretize the Stokes system on embedded surface. Stability and optimal
order convergence results are proved. The proofs include a complete quantification of geometric
errors stemming from approximate parametric representation of the surface. Numerical experiments
include formal convergence studies and an example of the Kelvin–Helmholtz instability problem on
the unit sphere.
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1. Introduction. Fluid equations posed on manifolds arise in continuum based
models of thin material layers with lateral viscosity such as lipid monolayers and
plasma membranes [16, 3, 36, 44]. Beyond biological sciences, fluid equations on
surfaces appear in the literature on modeling of foams, emulsions and liquid crystals;
see, e.g., [42, 43, 13, 6, 35, 26]. Despite the apparent practical and mathematical
relevance, such systems have received little attention from the scientific computing
community until the very recent series of publications [27, 20, 38, 39, 12, 30, 34, 26,
15, 4, 21, 33, 5, 23] that evidences a strongly growing interest in the development and
analysis of numerical methods for fluid equations posed on surfaces.
Discretization of fluid systems on manifolds brings up several difficulties in addi-
tion to those well-known for equations posed in Euclidian domains. First, one has to
approximate covariant derivatives. Another difficulty stems from the need to recover
a tangential velocity field on a surface Γ. It is not straightforward to build a finite
element method (FEM), which is conformal with respect to this tangentiality condi-
tion. Two natural ways to enforce the condition in the numerical setting are either to
use Lagrange multipliers or add a penalty term to the weak variational formulation.
Next, one has to deal with geometric errors originating from approximation of Γ by
a “discrete” surface Γh or, more general, from inexact integration over Γ.
Among recent publications, Ref. [39, 12] applied surface FEMs to discretize the
incompressible surface Navier–Stokes equations in primitive variables on stationary
triangulated manifolds. In [39], the authors considered P1–P1 finite elements without
pressure stabilization and with a penalty technique to force the flow field to be ap-
proximately tangential to the surface. In [12], instead, surface Taylor–Hood elements
are used and combined with a Lagrange multiplier method to satisfy the tangentiality
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constraint. Divergence-free DG and H(div)-conforming finite element methods for the
surface Stokes problem were recently introduced in [23, 4]. These methods enforce
the tangentiality condition strongly. In [15] the authors suggest meshfree methods
for hydrodynamic equations on steady curved surfaces. In [40, 45] special surface
parametrizations are used, such that penalty and Lagrange multiplier techniques for
treating the tangential constraint can be avoided. Finally, yet another approach was
taken in [27, 38], where the governing equations were written in vorticity–stream func-
tion variables and surface finite element techniques available for scalar equations are
applied. None of these references address the numerical analysis of the discretization
method.
First stability and error analyses of finite element formulations for the surface
Stokes problem are presented only in very recent papers [4, 30, 33, 5]. The authors of
[4] present an analysis of the lowest-order Brezzi-Douglas-Marini H(div)-conforming
finite element. The surface Stokes problem is discretized using unfitted stabilized
P1–P1 elements in [30], and the trace FEM with P2–P1 bulk elements has been
considered in [33]. Both papers [30, 33] give a full convergence analysis, but assume
exact numerical integration over the surface. In [5] a convergence analysis of a surface
finite element based on the vorticity–stream function variables is presented. In none
of these papers on an unfitted FEM for surface Stokes-type systems error bounds
including geometric consistency estimates are derived.
We consider a mixed trace FEM for the surface Stokes in pressure-velocity vari-
ables on a given smooth surface Γ without boundary. In the trace FEM, polynomial
functions defined on an ambient (bulk) mesh are used to set up trial and test spaces
[32, 31]. For these bulk finite element spaces we shall consider the generalized Taylor–
Hood elements (Pk–Pk−1, k ≥ 2, elements on tetrahedra), which is known to be
inf-sup stable in the bulk. To ensure that the geometric error is consistent with the
polynomial interpolation error, we employ a parametric version [24, 14] of the trace
finite elements. A penalty method is used to (approximately) satisfy the tangentiality
constraint. To approximate the tangential gradient and handle covariant derivatives,
the method exploits the embedding of Γ in R3 and makes use of tangential differential
calculus. This allows us to avoid the use of intrinsic variables on a surface and makes
implementation of the numerical method relatively straightforward.
The paper presents a stability and convergence analysis, which accounts for both
interpolation and geometric errors. The analysis is not straightforward, since the
uniform (with the respect of the surface position in the background mesh) inf-sup
stability of trace spaces does not follow in any direct way from the stability of the
bulk mixed elements. By quantifying geometric errors and extending results from [33],
we prove such an inf-sup stability condition for Pk–Pk−1 elements, for arbitry k ≥ 2.
With the help of the stability result and geometric consistency estimates derived for a
vector-Laplace problem in [22] we further derive FE error estimates in a surface energy
norm. The error bound that we derive is optimal with respect to h and uniform with
respect to the position of the surface approximation Γh in a background mesh.
Summarizing, the main contributions of this paper are: 1. we extend the analysis
from [33] (for k = 2) to higher order Taylor–Hood elements (k ≥ 2); 2. we prove
stability and optimal order error estimates including the effect of geometric errors.
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Results of extensive numerical experiments with the parametric unfitted finite element
that we analyze in this paper are given in [21]. These results confirm the optimal
convergence orders of the trace generalized Taylor–Hood elements. We give a further
numerical assessment of the entire approach in terms of eigenvalue computations and
an application with a surface Navier–Stokes equations with a high Reynolds number.
The remainder of the paper is organized as follows. In section 2 we recall some
basics of tangential differential calculus and formulate the surface Stokes system, our
problem of interest. In section 3 parametric trace finite element spaces are explained
together with there properties necessary for further analysis. The finite element dis-
cretization of the surface Stokes system is given in section 4. Its well-posedness is
analyzed in section 5. In the subsection 5.1 we prove one of our key results concern-
ing inf-sup stability of the velocity–pressure FE spaces. We proceed with the error
analysis in section 6. It includes a complete quantification of the geometric error,
which makes it rather technical. Section 7 contains resuts of numerical experiments
illustrating certain properties of the method.
2. Surface Stokes problem. Consider a smooth hypersurface Γ ⊂ R3, which
is connected, closed and compact. We further assume the implicit representation of
Γ as the zero level of a smooth level set function φ : Uδ → R, i.e.
Γ = {x ∈ Ω | φ(x) = 0} and |∇φ(x)| ≥ c0 > 0
for all x in Uδ, a tubular δ-neighborhood of Γ. We assume δ > 0 to be sufficiently
small such that for any x ∈ Uδ the following quantities are well defined: d(x) the
smooth signed distance function to Γ, negative in the interior of Γ; n(x) = ∇d(x),
the extension of the outward normal vector on Γ; H(x) = ∇2d(x), the Weingarten
map; P(x) := I − n(x)n(x)T , the orthogonal projection onto the tangential plane;
and p(x) = x− d(x)n(x), the closest point mapping from Uδ on Γ.
We associate any scalar or vector function g on Γ with its normal extension in Uδ
defined as ge(x) := g(p(x)), x ∈ Uδ. The Sobolev norms of the normal extension ge
on any -neighborhood, O =
{
x ∈ R3 | |d(x)| < }, 0 <  ≤ δ are estimated by the
corresponding norms on Γ [37] as
‖Dµge‖L2(O) . 
1
2 ‖g‖Hm(Γ) for all g ∈ Hm(Γ), |µ| ≤ m. (2.1)
We shall skip the superscript and use the same notation for a function and its ex-
tension, if no confusion arises. For a scalar field ψ, a vector field u on Γ and tensor
field A : Γ → Rn×n, one then can define the surface gradient, divergence, covariant
gradient, the surface rate-of-strain tensor (see [16]):
∇Γψ = P∇ψ, divΓu = tr(P∇u), ∇Γu = P(∇u)P, E(u) := 1
2
(∇Γu +∇TΓu) ,
and the surface divergence operator divΓA :=
(
divΓ(e
T
1 A), . . . , divΓ(e
T
nA)
)T
.
The surface Stokes problem reads: For a given force vector f ∈ L2(Γ)3, with
f · n = 0, and a source term g ∈ L2(Γ), with ∫
Γ
g ds = 0, solve
−P divΓ(E(u)) + u +∇Γp = f on Γ,
divΓu = g on Γ,
(2.2)
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for a tangential velocity field u : Γ → R3, u · n = 0, and surface pressure p : Γ → R
with
∫
Γ
p ds = 0. We added the zero order term to avoid technical details related to
the kernel of the strain tensor E (the so-called Killing vector fields).
For the weak formulation of (2.2), we need the surface Sobolev space
V := H1(Γ)3, with ‖u‖2H1(Γ) :=
∫
Γ
‖u(s)‖22 + ‖∇u(s)‖22 ds, (2.3)
and the subspace of tangential vector fields, VT := {u ∈ V | u · n = 0} . For the
orthogonal decomposition of v ∈ V into a tangential and a normal part, we use the
notation: v = vT + vNn, with vT = Pv and vN = v · n. For u,v ∈ V and q ∈ L2(Γ)
consider the bilinear forms
a(u,v) :=
∫
Γ
E(u) : E(v) ds+
∫
Γ
u · v ds, b(u, q) := −
∫
Γ
q divΓu ds,
and the following weak formulation of (2.2): Find (u, p) ∈ VT × L20(Γ) such that
a(u,v) + b(v, p) = (f ,v)L2(Γ) for all v ∈ VT ,
b(u, q) = (−g, q)L2(Γ) for all q ∈ L2(Γ).
(C)
The bilinear form a(·, ·) is continuous on V, and hence on VT . The ellipticity of a(·, ·)
on VT follows from the following surface Korn inequality that holds if Γ is C
2 smooth
(cf., (4.8) in [20]): There exists a constant cK > 0 such that
‖u‖L2(Γ) + ‖E(u)‖L2(Γ) ≥ cK‖u‖H1(Γ) for all u ∈ VT . (2.4)
The bilinear form b(·, ·) is continuous on VT ×L20(Γ) and satisfies the following inf-sup
condition (Lemma 4.2 in [20]): There exists a constant c0 > 0 such that estimate
inf
p∈L20(Γ)
sup
v∈VT
b(v, p)
‖v‖H1(Γ)‖p‖L2(Γ) ≥ c0, (2.5)
holds. Hence, the weak formulation (C) is a well-posed problem. Its unique solution
is denoted by (u∗, p∗).
3. Parametric finite element spaces for high order surface approxima-
tion. Let {Th}h>0 be a family of shape regular tetrahedral triangulations of a polyg-
onal domain Ω ⊂ R3 that contains the surface Γ. By V kh we denote the standard
finite element space of continuous piecewise polynomials of degree k. Denote by Ik
the nodal interpolation operator from C(Ω) to V kh . In the original trace FEM intro-
duced in [32] and analyzed for higher order elements in [37], one uses the traces of
functions from V kh on Γh ≈ Γ to define trial and test FE spaces. For a higher order
finite element method, geometrical consistency order dictates that Γh should be a
sufficiently accurate approximation of Γ. The latter poses the challenge of efficient
numerical integration over the surface Γh, which is often defined implicitly, e.g. as
the zero level set of a higher order polynomial. We avoid this difficulty by using the
parametric trace FE approach as in [14, 21], which we outline below.
Consider a FE level set function φh ∈ V kh approximating φ in the following sense:
max
T∈Th
|φh − φ|W l,∞(T∩Uδ) ≤ chk+1−l, 0 ≤ l ≤ k + 1, (3.1)
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is satisfied. Here, | · |W l,∞(T∩Uδ) denotes the usual semi-norm on the Sobolev space
W l,∞(T ∩Uδ) and the constant c depends on φ but is independent of h. The zero level
set of φh implicitly characterizes an approximation of the interface, i.e. for k ≥ 2 no
parametrization of this set is available for integration purposes. An easy to compute
piecewise-planar approximation of Γ is provided by φˆh = I
1φh:
Γlin := {x ∈ Ω | φˆh(x) = 0}.
Using Γlin alone, however, limits the accuracy to second order. Hence one constructs a
transformation of the bulk mesh in ΩΓh = int(∪T∈T Γh T ), T Γh = {T ∈ Th |T ∩Γlin 6= ∅},
with the help of an explicit mapping Θh parameterized by a finite element function,
i.e., Θh ∈
(
V kh |ΩΓh
)3
. The mapping Θh is such that Γ
lin is mapped approximately to
Γ; see [14, 24] for how Θh is constructed. Hence, the parametric mapping Θh indeed
yields a higher order, yet computable, surface approximation
Γh := Θh(Γ
lin) =
{
x | φˆh(Θ−1h (x)) = 0
}
.
In [25] it is shown that under reasonable smoothness assumptions the estimate
dist(Γh,Γ) . hk+1 (3.2)
holds. Here and further in the paper we write A . B to state that there exists a
constant c > 0, which is independent of the mesh parameter h and the position of
Γ in the background mesh, such that the inequality A ≤ cB holds. We denote the
transformed cut mesh domain by ΩΓΘ := Θh(Ω
Γ
h) and apply to V
k
h the transformation
Θh resulting in the parametric spaces (defined on Ω
Γ
Θ)
V kh,Θ :=
{
vh ◦ (Θh)−1 | vh ∈ V kh |ΩΓh
}
, Vkh,Θ := (V
k
h,Θ)
3.
We recall some well-known approximation results from the literature [14]. The
parametric interpolation IkΘ : C(Ω
Γ
Θ) → V kh,Θ is defined by (IkΘv) ◦ Θh = Ik(v ◦ Θh),
with Ik the standard nodal interpolation in V kh . We have the following optimal
interpolation error bound for 0 ≤ l ≤ k + 1:
‖v−IkΘv‖Hl(Θh(T )) . hk+1−l‖v‖Hk+1(Θh(T )) for all v ∈ Hk+1(Θh(T )), T ∈ Th. (3.3)
For ΓT := Γh ∩Θh(T ), we also need the following trace inequality [17]:
‖v‖2L2(ΓT ) . h−1‖v‖2L2(Θh(T )) + h‖∇v‖2L2(Θh(T )) for v ∈ H1(Θh(T )), (3.4)
The inequality remains true with Γlin and T in place of Γh and Θh(T ).
The following approximation result for trace spaces is proved by standard argu-
ments (cf. [14]), based on (3.3), (3.4) and (2.1) with  = h.
Lemma 3.1. For the space V kh,Θ we have the approximation property
min
vh∈V kh,Θ
(‖ve − vh‖L2(Γh) + h‖∇(ve − vh)‖L2(Γh)) ≤ ‖ve − IkΘve‖L2(Γh)
+ h‖∇(ve − IkΘve)‖L2(Γh) . hk+1‖v‖Hk+1(Γ) for all v ∈ Hk+1(Γ).
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The next lemma, taken from [14], gives an approximation error for the normal
approximation nh, which is easy to compute and used in our FE formulation below.
Lemma 3.2. For T ∈ T Γh and any x ∈ T define
nlin(T ) :=
∇φˆh|T
‖∇φˆh|T ‖2
, nh(Θ(x)) :=
DΘh(x)
−Tnlin(T )
‖DΘh(x)−Tnlin(T )‖2 .
Restricted to surface approximations the vector fields nlin and nh are normals on Γ
lin
and Γh, respectively. Moreover, ‖nh − n‖L∞(ΩΓΘ) . hk holds.
We also define the lifting ul of a function u defined on Γh by u
l(p(x)) = u(x) for x ∈
Γh, and u
l(x) = ul(p(x)) for x ∈ Uδ. The following equivalences are well known (see
[11, 21]) for w ∈ H1(Γh) and v ∈ H1(Γh)3 and we shall frequently use these
‖w‖L2(Γh) ' ‖wl‖L2(Γ), ‖∇Γhw‖L2(Γh) ' ‖∇Γwl‖L2(Γ),
‖v‖L2(Γh) ' ‖vl‖L2(Γ), ‖∇vlPh‖L2(Γh) ' ‖∇vlP‖L2(Γ).
A norm on H1(Γh)
3 is defined using the component-wise lifting by
‖u‖2H1(Γh) :=
∫
Γh
‖u(s)‖22 + ‖∇ul(s)Ph(s)‖22 ds,
with Ph = I− nhnTh . Finally, we need the following spaces
Vreg,h :=
{
v ∈ H1(ΩΓΘ) | tr|Γhv ∈ H1(Γh)
} ⊃ V kh,Θ, Vreg,h := (Vreg,h)3
and the “discrete” covariant gradient for u ∈ Vreg,h, ∇Γhu := Ph∇uPh.
4. Higher order trace finite element methods. Based on the parametric
finite element spaces Vkh,Θ and V
k
h,Θ we consider for k ≥ 2 the Pk–Pk−1 pair of
parametric trace Taylor–Hood elements:
Uh := V
k
h,Θ, Qh := V
k−1
h,Θ ∩ L20(Γh).
Note that the polynomial degrees, k and k − 1, for the velocity and pressure approx-
imation are different, but both spaces Uh and Qh use the same parametric mapping
based on polynomials of degree k. Since the pressure approximation uses H1 finite
element functions we can use the integration by parts b(uT , p) =
∫
Γ
u · ∇Γp ds, and
replace Γ by Γh in the definition of the FE bilinear form. Furthermore, recalling
the identity E(uT ) = E(u) − uNH for u = uT + uNn on Γ, we define the discrete
rate-of-strain tensor by
Eh(u) :=
1
2
(∇Γhu +∇TΓhu)− (u · nh)Hh.
We introduce the following FE variants of the bilinear forms a(·, ·), b(P·, ·) and the
penalty form k(·, ·):
ah(u,v) :=
∫
Γh
Eh(u) : Eh(v) dsh +
∫
Γh
Phu ·Phv dsh,
bh(u, q) :=
∫
Γh
u · ∇Γhq dsh, kh(u,v) := η
∫
Γh
(u · n˜h)(v · n˜h) dsh.
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The bilinear form kh(·, ·) is used to enforce (approximately) the condition u · n =
0. The normal vector used in this bilinear form, and the curvature tensor Hh are
approximations of the exact normal and the exact Weingarten mapping, respectively.
The reason that we introduce yet another normal approximation n˜h is the following.
From an error analysis of the vector-Laplace problem in [18, 21] it follows that for
obtaining optimal order estimates the normal approximation n˜h used in the penalty
term has to be more accurate than the normal approximation nh. We assume
‖n− n˜h‖L∞(Γh) . hk+1 and ‖H−Hh‖L∞(Γh) . hk−1.
Since the trace FEM is a geometrically unfitted FE method, we need a stabilization
that eliminates instabilities caused by small cuts. For this we use the so-called “normal
derivative volume stabilization”, known from the literature [7, 14]:
sh(u,v) := ρu
∫
ΩΓΘ
(∇unh) · (∇vnh) dx, s˜h(p, q) := ρp
∫
ΩΓΘ
(nh · ∇p)(nh · ∇q) dx.
The choice of the stabilization parameters ρu, ρp will be discussed below; see (4.2).
For a suitable (sufficiently accurate) extension of the data f and g to Γh, denoted by
fh and gh, the finite element method reads: Find (uh, ph) ∈ Uh ×Qh such that
Ah(uh,vh) + bh(vh, ph) = (fh,vh)L2(Γh) for all vh ∈ Uh
bh(uh, qh)− s˜h(ph, qh) = (−gh, qh)L2(Γh) for all qh ∈ Qh,
(FEM)
where Ah(u,v) := ah(u,v) + sh(u,v) + kh(u,v).
In the error analysis below we use the following natural norms
‖u‖2A := Ah(u,u), ‖p‖2M := ‖p‖2L2(Γh) + ρp‖nh · ∇p‖2L2(ΩΓΘ). (4.1)
We address the choice of the stabilization parameters ρu, ρp and the penalty parameter
η. The analysis of optimal order error bounds for vector-Laplace problem in [22] is
restricted to ρu ' h−1, η ' h−2. Moreover, experiments discussed in [21] indicate
that the choice ρu ' h does not allow optimal order error bounds. The stability
analysis of trace P2–P1 Taylor–Hood elements in [33] suggests that ρp ' h is the
optimal choice. Therefore, in the remainder we restrict the stabilization parameters
to
ρu ' h−1, ρp ' h, η ' h−2. (4.2)
5. Well-posedness of discretizations. Before we analyze the properties of the
finite element bilinear forms we recall a lemma ([14, Lemma 7.8] ) which shows that
for finite element functions the L2-norm in the neighborhood ΩΓΘ can be controlled
by the L2-norm on Γh and the L
2-norm of the normal derivative on ΩΓΘ.
Lemma 5.1. For all k ∈ N, k ≥ 1, the following inequality holds:
‖vh‖2L2(ΩΓΘ) . h‖vh‖
2
L2(Γh)
+ h2‖nh · ∇vh‖2L2(ΩΓΘ) for all vh ∈ V
k
h,Θ. (5.1)
The result remains true if ΩΓΘ, Γh, and V
k
h,Θ are replaced by Ω
Γ
h, Γ
lin, and V kh , respec-
tively.
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We formulate a few corollaries that are useful in the remainder. The following
results are obtained by application of (5.1), (3.4) and standard FE inverse inequalities:
‖qh‖L2(ΩΓΘ) ' h
1
2 ‖qh‖M for all qh ∈ V kh,Θ, (5.2)
‖vh‖L2(ΩΓΘ) ' h
1
2 ‖vh‖L2(Γh) + h‖∇vhnh‖L2(ΩΓΘ) for all vh ∈ V
k
h,Θ. (5.3)
Using (3.4) and (5.1) we also obtain the surface inverse inequality
‖∇qh‖L2(Γh) . h−1‖qh‖L2(Γh)+h−
1
2 ‖nh ·∇qh‖L2(ΩΓΘ) = h
−1‖qh‖M , qh ∈ V kh,Θ, (5.4)
and the vector analog
‖∇vh‖L2(Γh) . h−1‖vh‖L2(Γh) + h−
1
2 ‖∇vhnh‖L2(ΩΓΘ), vh ∈ V
k
h,Θ. (5.5)
Lemma 5.2. The following continuity and coercivity estimates hold:
Ah(u,v) ≤ ‖u‖A‖v‖A, bh(u, q) . ‖u‖A‖q‖M , ∀ u,v ∈ Vreg,h, q ∈ Vreg,h, (5.6)
h−1‖uh‖2L2(ΩΓΘ) . Ah(uh,uh), ‖uh‖
2
H1(Γh)
. Ah(uh,uh) ∀ uh ∈ Vkh,Θ. (5.7)
Proof. The estimates in (5.6) follow from the Cauchy-Schwarz inequality. The
first result in (5.7) follows from (5.3):
Ah(uh,uh) ≥ ‖uh‖2L2(Γh) + ρu‖∇uhnh‖2L2(ΩΓΘ) & h
−1‖uh‖2L2(ΩΓΘ).
The second result in (5.7) is proven in Lemma 5.16 in [22].
The following inf-sup condition is crucial for the well-posedness and error analysis
of our FE formulations: There exists c0 > 0 independent of h and the position of Γh
in the mesh such that
c0‖qh‖M ≤ sup
vh∈Uh
|bh(vh, qh)|
‖vh‖A + s˜h(qh, qh)
1
2 ∀qh ∈ Qh. (5.8)
Below we denote this condition by “inf-sup condtion for Γh”.
From the fact that A(·, ·) defines a scalar product on Uh, cf. Lemma 5.2, and the
inf-sup condition (5.8) for bh(·, ·) on Uh × Qh it follows that problem (FEM) has a
unique solution.
5.1. Analysis of inf-sup condition for Γh. In [33], an inf-sup condition as
in (5.8) was shown to hold (only) for k = 2 and assuming exact integration of traces
over Γ, i.e. Γh = Γ. Below we show that the arguments can be extended to include
the effect of geometric errors and to k ≥ 2. The analysis of the effect of geometric
errors on the stability properties of the trace Taylor–Hood pair, which has not been
addressed in the literature so far, although rather technical, has a clear structure.
This strucure is as follows. In the next section we derive an integration by part
perturbation result for the bilinear form bh(·, ·). Using this result we then show,
in section 5.1.2 that the inf-sup condition for Γh follows from the analogous inf-sup
condition for Γlin. In section 5.1.3 we derive, using the inf-sup property of the bilinear
form b(·, ·) for the pair VT ×L20(Γ), an equivalent formulation of the inf-sup condition
for Γlin (“Verfu¨rth’s trick”). Finally, using results from [33] a proof for k ≥ 2 of this
equivalent formulation of the inf-sup condition for Γlin is presented (section 5.1.4).
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5.1.1. Integration by parts over Γh. On the smooth closed surface Γ the
partial integration rule b(v, q) = − ∫
Γ
q divΓv ds =
∫
Γ
v · ∇Γq ds, for v ∈ VT , q ∈
H1(Γ), holds. If Γ is replaced by Γh or Γ
lin and we consider velocity fields that are
not necessarily tangential, extra terms arise due to jumps of co-normal vectors over
edges. Denote by Eh the collection of all edges in Γh. Let E ∈ Eh be the common
edge of two surface segments ΓT+ ,ΓT− ⊂ Γh, and ν+h , ν−h are the corresponding unit
co-normals, i.e. ν+h is normal to E and tangential for ΓT+ . Integration by parts over
each smooth surface patch ΓT = Γh ∩Θ(T ), leads to∫
Γh
v · ∇Γhq dsh
= −
∫
Γh
q divΓh v dsh +
∑
T∈T Γh
∫
ΓT
(v · nh)q divΓhnh ds+
∑
E∈Eh
∫
E
[νh · v]q dl, (5.9)
for functions v, q that are sufficiently smooth on each of the patches. An analogous
formula holds with Γh replaced by Γ
lin. Below, in Lemma 5.4 we derive a bound for
the perturbation terms. As a preliminary result we derive trace results for L2-norms
on the set of edges Eh.
Lemma 5.3. The following trace inequalities hold:
‖qh‖L2(Eh) . h−
1
2 ‖qh‖M for all qh ∈ V kh,Θ, (5.10)
‖vh‖L2(Eh) . h−
1
2 ‖vh‖A for all vh ∈ Vkh,Θ. (5.11)
Proof. Take E ∈ Eh and let ΓT ∈ Γh be a corresponding segment of which E is
an edge. Let W be a side of the transformed tetrahedron Θh(T ) such that E ⊂ W .
We apply (3.4) and a standard FE inverse inequality to obtain∫
E
|qh|2 dl . h−1‖qh‖2L2(W ) + h‖qh‖2H1(W ) . h−1‖qh‖2L2(W )
. h−2‖qh‖2L2(Θh(T )) + ‖qh‖2H1(Θh(T )) . h−2‖qh‖2L2(Θh(T )).
(5.12)
Summing over all edges and applying (5.1) completes the proof for (5.10). With very
similar arguments, using (5.3), one obtains the result (5.11).
For vh ∈ Vkk, qh ∈ V k−1h , we introduce the analogous A-norm and M -norm cor-
responding to the Γlin mesh:
‖vh‖2A := ‖∇Γlinvh‖2L2(Γlin) + ‖vh‖2L2(Γlin) + η‖nlin · vh‖2L2(Γlin) + ρu‖∇vhnlin‖2L2(ΩΓh),
‖qh‖2M := ‖qh‖2L2(Γlin) + ρp‖nlin · ∇qh‖2L2(ΩΓh).
Lemma 5.4. The following estimates hold:∣∣∣∣∫
Γh
vh · ∇Γhqh dsh +
∫
Γh
q divΓh v dsh
∣∣∣∣ . h‖vh‖A‖qh‖M , (5.13)
for all vh ∈ Uh, q ∈ Qh,∣∣∣∣∫
Γlin
vh · ∇Γlinqh dsh +
∫
Γlin
q divΓlin v dsh
∣∣∣∣ . h 12 ‖vh‖A‖qh‖M , (5.14)
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for all vh ∈ Vkh, qh ∈ V k−1h .
Proof. We use the identity (5.9). For the second term on the right-hand side in
(5.9) we use max
T∈T Γh
‖ divΓhnh‖L∞(ΓT ) . 1, ‖nh − n˜h‖L∞(Γh) . h, η ∼ h−2 and the
definition of the A and M norms to get∣∣∣∣∣∣
∑
T∈T Γh
∫
ΓT
(vh · nh)qh divΓhnh ds
∣∣∣∣∣∣ . ‖vh · nh‖L2(Γh)‖qh‖L2(Γh)
.
(‖vh · n˜h‖L2(Γh) + h‖vh‖L2(Γh)) ‖qh‖M . h‖vh‖A‖qh‖M .
The same holds for Γlin instead of Γh. We now consider the third term on the right-
hand side in (5.9). For the surface approximation Γh we have |[νh]| . hk with k ≥ 2,
and thus with [νh · vh] = vh · [νh] we get, using Lemma 5.3,∣∣∣∣∣ ∑
E∈Eh
∫
E
[νh · vh]qh dl
∣∣∣∣∣ . h2‖vh‖L2(Eh)‖qh‖L2(Eh) . h‖vh‖A‖qh‖M .
Combining these results, we obtain the estimate (5.13). Finally we consider the third
term on the right-hand side in (5.9) for the case Γlin, which requires a more subtle
treatment because we only have |[νh]| . h. From Lemma 3.5 in [29] we have (with Eh
the set of edges in Γlin):
‖P[νh]‖L∞(Eh) . h2. (5.15)
Given E ∈ Eh, we split
[νh · vh] = [νh]vh = [νh] ·P+linvh + [νh] · n+lin(vh · n+lin),
where P+lin and n
+
lin is the projector and normal to Γ
lin from one (arbitrary chosen)
side of the edge E. Using |Plin −P| . h, |[νh]| . h and (5.15), we get
|[νh] ·P+linvh| = |
(
P+lin −P)[νh] + P[νh]
) · vh| . h2|vh| on E, (5.16)
and also
|[νh] · n+lin(vh · n+lin)| . h|vh · n+lin|. (5.17)
Using (5.16), (5.17) and the same arguments as in (5.12) we get∣∣∣∣∣ ∑
E∈Eh
∫
E
[νh · vh]qh dl
∣∣∣∣∣ . (h2‖vh‖L2(Eh) + ‖vh · nlin‖L2(ΩΓh))h− 12 ‖qh‖M . (5.18)
We can approximate the piecewise constant vector nlin by nˆh ∈ V1h such that ‖nlin−
nˆh‖L∞(ΩΓh) . h and ‖∇nˆh‖L∞(ΩΓh) . 1. Using this, triangle inequalities, (5.1) and
(5.5) we get
‖vh · nlin‖L2(ΩΓh) . ‖vh · nˆh‖L2(ΩΓh) + h‖vh‖L2(ΩΓh)
. h 12 ‖vh · nlin‖L2(Γlin) + h
3
2 ‖vh‖L2(Γlin) + h‖∇vhnlin‖L2(ΩΓh) . h‖vh‖A.
Using this bound and the estimate (5.11) in (5.18) completes the proof of (5.14).
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5.1.2. Inf-sup condition for Γh follows from inf-sup condition for Γ
lin.
Lemma 5.5. Take k ≥ 2. For h > 0 sufficiently small, (5.8) follows from
‖qh‖L2(Γlin) . sup
vh∈Vkh
∫
Γlin
vh · ∇Γlinqh dsh
‖vh‖A + h
1
2 ‖nlin · ∇qh‖L2(ΩΓh) ∀qh ∈ V
k−1
h .
(5.19)
Proof. For (uh, rh) ∈ Uh × Qh, we transform back to the piecewise polynomial
functions: uh = vh ◦ (Θh)−1, vh ∈ Vkh, rh = qh ◦ Θ−1h , qh ∈ V k−1h . Using |1 −
det(DΘh)| . h2 (change in surface measure) it follows that ‖qh‖L2(Γlin) ∼ ‖rh‖L2(Γh)
holds. Using the change of variables, ‖nlin − nh‖L∞(ΩΓh) . h, a finite element inverse
inequality and (5.2), we estimate
‖nlin · ∇qh‖L2(ΩΓh) . ‖nh · ∇rh‖L2(ΩΓΘ) + ch‖∇rh‖L2(ΩΓΘ)
. ‖nh · ∇rh‖L2(ΩΓΘ) + ch
1
2 ‖rh‖M .
(5.20)
Hence we get ‖qh‖M . ‖rh‖M and with the same arguments ‖rh‖M . ‖qh‖M . Using
‖I −DΘh‖∞ . h, ‖Plin −Ph‖ . h and a discrete Korn inequality [22, Lemma 5.16]
‖v‖H1(Γlin) . ‖v‖A we obtain
‖uh‖A . ‖vh‖A. (5.21)
Thanks to (5.13) we get
bh(uh, rh) =
∫
Γh
uh · ∇Γhrh dsh ≥ −
∫
Γh
rh divΓhuh dsh − ch‖uh‖A‖rh‖M .
Note that
divΓlinvh = tr(Plin∇vhPlin) = tr(PlinDΘTh∇uh ◦ΘhPlin) = divΓhuh ◦Θh + E,
with |E| . h‖∇u‖. Using this and the discrete Korn’s inequality yields∫
Γh
rh divΓhuh dsh =
∫
Γlin
qhdivΓlinvh dsh + E˜h, |E˜h| . h‖uh‖A‖rh‖M .
Using (5.14) and (5.21) we thus obtain
b(uh, rh) ≥ −
∫
Γlin
qhdivΓlinvh dsh − ch‖uh‖A‖rh‖M
≥
∫
Γlin
vh · ∇Γlinqh dsh − ch
1
2 ‖vh‖A‖qh‖M − ch‖uh‖A‖rh‖M
≥
∫
Γlin
vh · ∇Γlinqh dsh − ch
1
2 ‖vh‖A‖rh‖M .
Using this, (5.19) and (5.20) yields
‖rh‖M ' ‖qh‖M . sup
uh∈Uh
b(uh, rh)
‖uh‖A + h
1
2
(∫
ΩΓh
|nlin · ∇qh|2
) 1
2
+ h
1
2 ‖rh‖M
. sup
uh∈Uh
b(uh, rh)
‖uh‖A + h
1
2
(∫
ΩΓΘ
|nh · ∇rh|2
) 1
2
+ h
1
2 ‖rh‖M .
Hence, for h > 0 sufficiently small (5.8) holds.
11
5.1.3. Reformulation of inf-sup condition for Γlin. We use a standard tech-
nique (Verfu¨rth’s trick) to derive a more convenient formulation of (5.19). In this
derivation the inf-sup property (2.5) of the continuous problem is used. There are
some technical issues to deal with, because (2.5) holds for Γ and (5.19) is formulated
with the approximation Γlin of Γ. We introduce ‖qh‖21,h :=
∑
T∈T Γh hT ‖∇qh‖
2
L2(T ).
Lemma 5.6. Take k ≥ 2. The inf-sup condition for Γlin (5.19) is equivalent to
‖qh‖1, h . sup
vh∈Vkh
∫
Γlin
vh · ∇Γlinqh dsh
‖vh‖A + h
1
2 ‖nlin · ∇qh‖L2(ΩΓh) ∀ qh ∈ V
k−1
h . (5.22)
Proof. From a finite element inverse inequality and (5.1) we get
( ∑
T∈T Γh
hT ‖∇qh‖2L2(T )
) 1
2 . h− 12 ‖qh‖L2(ΩΓh)
. ‖qh‖L2(Γlin) + h
1
2 ‖nlin · ∇qh‖L2(ΩΓh) for all qh ∈ V
k−1
h .
Hence, (5.19) implies (5.22).
We now derive (5.22) ⇒ (5.19). Consider qh ∈ V k−1h and q`h ∈ H1(Γ), the lifting
of qh from Γ
lin to Γ. Thanks to the inf-sup property for the continuous problem, there
exists v ∈ VT such that∫
Γ
v · ∇Γq`h ds = ‖q`h‖2L2(Γ) and ‖v‖H1(Γ) . ‖q`h‖L2(Γ) . ‖qh‖L2(Γlin). (5.23)
We consider ve ∈ H1(Oh(Γ)), a normal extension of v off the surface to a neigh-
borhood Oh(Γ) of width O(h) such that ΩΓh ⊂ Oh(Γ). Take vh := Ih(ve) ∈ V2h,
where Ih : H
1(Oh(Γ))3 → V2h is the Cle´ment interpolation operator. By standard
arguments (see, e.g., [37]) based on stability and approximation properties of Ih(v
e),
one gets
‖vh‖2A = ‖Ih(ve)‖2A
. ‖Ih(ve)‖2H1(Γlin) + h−2‖Ih(ve) · nlin‖2L2(Γlin) + h−1‖∇(Ih(ve))nlin‖2L2(ΩΓh)
(3.4) .
∑
T∈T Γh
h−1T ‖Ih(ve)‖2H1(T ) + h−2‖
(
Ih(v
e)− ve) · nlin‖2L2(Γlin)
+ h−2‖ve · (nlin − n)‖2L2(Γlin)
(3.4) .
∑
T∈T Γh
h−1T ‖ve‖2H1(ω(T )) + h−2
∑
T∈T Γh
h−1T ‖Ih(ve)− ve‖2L2(T )
+ ‖ve‖2L2(Γlin) + h−2
∑
T∈T Γh
hT ‖Ih(ve)− ve‖2H1(T )
.
∑
T∈T Γh
h−1T ‖ve‖2H1(ω(T )) + ‖ve‖2L2(Γlin) . h−1‖ve‖2H1(ΩΓh) + ‖v‖
2
L2(Γ)
(2.1) . ‖v‖2H1(Γ) . ‖qh‖2L2(Γlin).
(5.24)
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Using the trace inequality (3.4) and approximation properties of vh = Ih(v
e) one
gets
‖ve − vh‖L2(Γlin) . h‖v‖H1(Γ). (5.25)
We now consider the splitting∫
Γlin
vh · ∇Γlinqh dsh =
∫
Γlin
ve · ∇Γlinqh dsh +
∫
Γlin
(vh − ve) · ∇Γlinqh dsh. (5.26)
The second term can be estimated using (5.25) and (5.23):∣∣∣∣∫
Γlin
(vh − ve) · ∇Γlinqh dsh
∣∣∣∣ . ‖qh‖L2(Γlin)‖qh‖1,h.
For lifting the first term from Γlin to Γ we use transformation rules, cf., e.g., [9]:
∇Γlinqh(x) = Ph(I − dH)∇Γq`h(p(x)), x ∈ Γlin, (5.27)
∇Γq`h(p(x)) = (I − dH)−1(I −
nnTlin
nTlinn
)∇Γhqh(x), x ∈ Γlin. (5.28)
The result (5.28) implies
‖∇Γq`h(p(·))‖L2(Γlin) . ‖∇Γhqh‖L2(Γlin) . h−1‖qh‖1,h.
We treat the first term in (5.26) using perturbation arguments:∫
Γlin
ve · ∇Γlinqh dsh =
∫
Γlin
ve ·Ph(I − dH)∇Γq`h(p(·)) dsh
=
∫
Γlin
PPhPv
e · ∇Γq`h(p(·)) dsh −
∫
Γlin
dHPhv
e · ∇Γq`h(p(·)) dsh
≥
∫
Γlin
PPhPv
e · ∇Γq`h(p(·)) dsh − c‖d‖L∞(Γlin)‖v‖H1(Γ)h−1‖qh‖1,h
≥
∫
Γlin
PPhPv
e · ∇Γq`h(p(·)) dsh − ch‖v‖H1(Γ)‖qh‖1,h
=
∫
Γlin
ve · ∇Γq`h(p(·)) dsh +
∫
Γlin
(PPhP−P)ve · ∇Γq`h(p(·)) dsh − ch‖v‖H1(Γ)‖qh‖1,h
≥
∫
Γlin
ve · ∇Γq`h(p(·)) dsh − ch‖v‖H1(Γ)‖qh‖1,h
=
∫
Γ
v · ∇Γq`h ds+
∫
Γ
(µ−1h − 1)v · ∇Γq`h ds− ch‖v‖H1(Γ)‖qh‖1,h
≥
∫
Γ
v · ∇Γq`h ds− ch‖v‖H1(Γ)‖qh‖1,h = ‖q`h‖2L2(Γ) − ch‖v‖H1(Γ)‖qh‖1,h
& (1− c˜h)‖qh‖2L2(Γlin) − ch‖v‖H1(Γ)‖qh‖1,h
& (1− c˜h)‖qh‖L2(Γlin)
(‖qh‖L2(Γlin) − ch‖qh‖1,h).
Take h > 0 sufficiently small such that 1− c˜h > 0. Dividing both sides of the above
chain by ‖vh‖A and using (5.24) yields
‖qh‖L2(Γlin) − c‖qh‖1, h . sup
vh∈Vkh
∫
Γlin
vh · ∇Γlinqh dsh
‖vh‖A . (5.29)
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From (5.22) and (5.29) we have
‖qh‖L2(Γlin) . sup
vh∈Vkh
∫
Γlin
vh · ∇Γlinqh dsh
‖vh‖A + h
1
2 ‖nlin · ∇qh‖L2(ΩΓh) ,
hence, (5.19) holds.
5.1.4. The inf-sup condition for Γlin holds for k ≥ 2. In [33] the alternative
inf-sup condition (5.22) was proved for P2–P1 elements with the original smooth
surface Γ instead of its approximation Γlin. In this section we use arguments from
that paper and analyze the inf-sup condition for Γlin. We extend the analysis presented
in [33] in the sense that we show that the inf-sup condition (5.22) (hence (5.19)) holds
for all k ≥ 2.
For this analysis, as in [33], we derive a further condition that is equivalent to
(5.22), in which the norm on the left-hand side in (5.22) is replaced by a weaker one
where
∑
T∈T Γh is replaced by
∑
T∈T Γreg with T Γreg ⊂ T Γh a subset of “regular elements.”
We define the set of regular elements as those T ∈ T Γh for which the area of the
intersection ΓT = Γ
lin ∩ T is not less than cˆT h2T with some suitably chosen (cf. [33])
threshold parameter cˆT > 0:
T Γreg := {T ∈ T Γh : |ΓT | ≥ cˆT h2T }. (5.30)
We define a corresponding seminorm on V k−1h :
‖q‖1,reg :=
( ∑
T∈T Γreg
hT ‖∇q‖2L2(T )
) 1
2
.
The result in the following lemma is derived in [33, Corollary 4.3] for the case of
the exact surface Γ. With very small modifications all arguments also apply if Γ is
replaced by Γlin.
Lemma 5.7. For h > 0 sufficiently small the following holds:
‖qh‖21,h . ‖qh‖21,reg + h ‖nlin · ∇qh‖2L2(ΩΓh) for all qh ∈ V
k−1
h .
From this result and Lemma 5.6 we immediately obtain the following corollary.
Corollary 5.8. The inf-sup condition for Γlin (5.19) is equivalent to the follow-
ing one:
‖qh‖1,reg . sup
vh∈Vkh
∫
Γlin
vh · ∇Γlinqh dsh
‖vh‖A + h
1
2 ‖nlin · ∇qh‖L2(ΩΓh) ∀ qh ∈ V
k−1
h . (5.31)
We finally state the main stability result.
Theorem 5.9. Take k ≥ 2. For h > 0 sufficiently small the inf-sup condition
for Γlin (5.19) holds.
Proof. We show that condition (5.31) is satisfied. Denote by Ereg the set of all
edges of tetrahedra from T Γreg. Let t˜E be a vector connecting the two endpoints of
E ∈ Ereg and tE := t˜E/|˜tE |. For each edge E let φE be the quadratic nodal finite
element function corresponding to the midpoint of E. For q ∈ V k−1h , we define
v(x) :=
∑
E∈Ereg
h2EφE(x) [tE · ∇q(x)]tE . (5.32)
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This vector function is continuous on Ω and its components are piecewise polynomials
of degree k, hence v ∈ Vkh holds. Using 0 ≤ φE ≤ 1 in T ∈ T Γh , we obtain with
ΓT = Γ
lin ∩ T ,
(v,∇Γlinq)L2(ΓT ) = (v,Plin∇q)L2(ΓT )
=
∫
ΓT
∑
E∈Ereg
h2EφE |PlintE · ∇q|2 ds+
∫
ΓT
∑
E∈Ereg
h2EφE (P
⊥
lintE · ∇q)(PlintE · ∇q) ds
≥ 1
2
∫
ΓT
∑
E∈Ereg
h2EφE |PlintE · ∇q|2 ds−
1
2
∫
ΓT
∑
E∈Ereg
h2EφE |P⊥lintE · ∇q|2 ds
≥ 1
2
∫
ΓT
∑
E∈Ereg
h2EφE |PlintE · ∇q|2 ds−
1
2
∫
ΓT
∑
E∈E(T )
h2E |nlin · ∇q|2 ds
≥ 1
2
∫
ΓT
∑
E∈Ereg
h2EφE |PlintE · ∇q|2 ds− 3h2T ‖nlin · ∇q‖2L2(ΓT )
≥ 1
2
∫
ΓT
∑
E∈Ereg
h2EφE |PlintE · ∇q|2 ds− c1hT ‖nlin · ∇q‖2L2(T ). (5.33)
For the last inequality we used the local trace inequality (3.4) and a standard inverse
estimate applied to the piecewise polynomial nlin · ∇q. Hence, for every T ∈ T Γh we
have
(v,∇Γlinq)L2(ΓT ) + c1hT ‖nlin · ∇q‖2L2(T ) ≥ 0. (5.34)
We now restrict to T ∈ T Γreg and estimate the first term in (5.33). Corresponding to
ΓT = Γ
lin∩T we define a so-called base face FT of T as that face of T with unit normal
closest to the unit normal nlin on ΓT . Using shape regularity of Th, a transformation
to the unit tetrahedron, equivalence of norms and (5.30) it follows (cf. [33] for precise
derivation) that there exists a surface segment Γ˜T with the following properties:
Γ˜T ⊂ ΓT , |Γ˜T | & h2, φE ≥ C > 0 on Γ˜T for all E ⊂ FT . (5.35)
where the constant C > 0 is independent of h and of how ΓT intersects T . Note that
for a polynomial p of a fixed degree, we have
‖p‖L2(ΓT ) . ‖p‖L2(Γ˜T ), and ‖∇p‖2L2(T ) . ‖nlin ·∇p‖2L2(T ) +h‖∇Γp‖2L2(ΓT ). (5.36)
To show the first estimate one may use standard arguments by inscribing a 2-ball
of radius ' h in Γ˜T , superscribing a 2-ball of radius ' h around ΓT , applying a
mapping to a reference superscribed unit 2-ball and using equivalence of norms in this
reference domain. By a similar argument one shows the second inequality. Concerning
the latter we note that with the unit 3-ball denoted by Bˆ3 and the planar segment
Pˆ := Bˆ3∩{x3 = 0} the functional p→ ‖ ∂p∂x3 ‖L2(Bˆ3) +‖
∂p
∂x1
+ ∂p∂x2 ‖L2(Pˆ ) defines a norm
on the space of non-constant polynomials of a fixed degree.
Using the first estimate from (5.36) and (5.35) we estimate the first term in (5.33)
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as follows:∫
ΓT
∑
E∈Ereg
h2EφE |PlintE · ∇q|2 ds & h2T
∑
E⊂FT
∫
ΓT
φE |PlintE · ∇q|2 ds
& h2T
∑
E⊂FT
∫
Γ˜T
φE |PlintE · ∇q|2 ds & h2T
∑
E⊂FT
∫
Γ˜T
|PlintE · ∇q|2 ds
& h2T
∑
E⊂FT
∫
ΓT
|PlintE · ∇q|2 ds.
Due to the construction of the base face FT we have that |nlin · nFT | is uniformly
bounded away from zero. This implies that for any z ∈ R3 we have ∑E⊂FT |PlintE ·
z|2 = ∑E⊂FT |tE · Plinz|2 & |Plinz|2. Using this and the second inequality in (5.36)
we get∫
ΓT
∑
E∈Ereg
h2EφE |PlintE · ∇q|2 ds & h2T
∫
ΓT
|Plin∇q|2 ds = h2T
∫
ΓT
|∇Γlinq|2 ds
& hT ‖∇q‖2L2(T ) − hT ‖nlin · ∇q‖2L2(T )
& hT ‖∇q‖2L2(T ) − hT ‖n · ∇q‖2L2(T ) − ch2T ‖∇q‖2L2(T ).
Substituting this in (5.33) we obtain for T ∈ T Γreg:
(v,∇Γlinq)L2(ΓT ) + c hT ‖nlin · ∇q‖2L2(T ) & hT ‖∇q‖2L2(T ). (5.37)
Combining this with (5.34) and summing over T ∈ T Γh yields∫
Γlin
v · ∇Γlinq dsh + c h‖nlin · ∇q‖2L2(ΩΓh) & ‖q‖
2
1,reg (5.38)
We use the following elementary observation: For positive numbers α, β, δ the in-
equality α+ β2 ≥ c0δ2 implies α+ β(β+ δ) ≥ min{c0, 1}δ(β+ δ) and thus αβ+δ + β ≥
min{c0, 1}δ. Therefore, estimate (5.38) implies∫
Γlin
v · ∇Γlinq dsh
‖q‖1,reg + h 12 ‖nlin · ∇q‖L2(ΩΓh)
+ h
1
2 ‖nlin · ∇q‖L2(ΩΓh) & ‖q‖1,reg. (5.39)
It remains to estimate ‖v‖A. Straightforward estimates (cf. details in [33]) yield
‖∇Γlinv‖2L2(Γlin) + ‖v‖2L2(Γlin) . ‖q‖21,h,
η‖nlin · v‖2L2(Γlin) ' h−2‖nlin · v‖2L2(Γlin) . ‖q‖21,h,
ρu‖∇v nlin‖2L2(ΩΓh) ' h
−1‖∇v nlin‖2L2(ΩΓh) . ‖q‖
2
1,h.
This yields ‖v‖A . ‖q‖1,h, and using Lemma 5.7 we get
‖v‖A . ‖q‖1,reg + h 12 ‖nlin · ∇q‖L2(ΩΓh) .
Combining this with (5.39) completes the proof.
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6. Error analysis. As usual, the discretization error analysis is based on a
Strang type Lemma which bounds the discretization error in terms of an approxima-
tion error and a consistency error. We define the bilinear form
Ah((u, p), (v, q)) := Ah(u,v) + bh(v, p) + bh(u, q)− s˜h(p, q), (6.1)
for (u, p), (v, q) ∈ Vreg,h×Vreg,h. Stability of the discrete problem (FEM), uniformly
in h and the position of Γ in the triangulation, in the product norm ‖ · ‖A × ‖ · ‖M
follows from the inf-sup property (5.8). Hence, for Ah(·, ·) it holds,
sup
(vh,qh)∈Uh×Qh
Ah((uh, ph), (vh, qh))
(‖vh‖2A + ‖qh‖2M )
1
2
&
(‖uh‖2A + ‖ph‖2M) 12 , (6.2)
for all (uh, ph) ∈ Uh×Qh. This and the continuity of the Ah form yield the following
Strang’s-type Lemma. Here and in the remainder we use that the solution (u, p) ∈
VT × L20(Γ) of (C) is sufficiently regular, in particular (u, p) ∈ Vreg,h × Vreg,h.
Lemma 6.1 (Strang’s Lemma). Let (u, p) ∈ VT ×L20(Γ) be the unique solution of
problem (C) and (uh, ph) ∈ Uh×Qh the unique solution of the finite element problem
(FEM) . The following discretization error bound holds:
‖ue − uh‖A + ‖pe − ph‖M . min
(vh,qh)∈Uh×Qh
(‖ue − vh‖A + ‖pe − qh‖M )
+ sup
(vh,qh)∈Uh×Qh
|Ah((ue, pe), (vh, qh))− (fh,vh)L2(Γh) + (gh, qh)L2(Γh)|
(‖vh‖2A + ‖qh‖2M )
1
2
. (6.3)
The following lemma deals with the approximation error bounds in the norms
that occur in the Strang lemma above. A proof can be found in [21, Lemma 5.10].
Lemma 6.2 (Approximation bounds). For u ∈ Hk+1(Γ)3 and p ∈ Hk(Γ) the
following approximation error bounds hold:
min
(vh,qh)∈Uh×Qh
(‖ue − vh‖A + ‖pe − qh‖M ) . hk
(‖u‖Hk+1(Γ) + ‖p‖Hk(Γ)) . (6.4)
6.1. Consistency error analysis. The goal of this section is to provide an
estimate of the consistency term on the right-hand side of (6.3). We will use results
obtained for a vector-Laplace problem in [21]. The variatonal formulation of that
vector-Laplace problem results in a bilinear form that is the same as the Ah(·, ·)
bilinear form, which is part of Ah(·, ·) in (6.1).
6.1.1. Preliminaries. We start with results concerning the transformation of
the integrals between Γ and Γh. Using that the gradient of the closest point projection
is given by ∇p = P− dH, one computes for u ∈ H1(Γ) and x ∈ Γh
∇Γhue(x) = BT (x)∇Γu(p(x)), with B = B(x) := P(I− dH)Ph. (6.5)
The following properties of B are known in the literature [18]:
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Lemma 6.3. For x ∈ Γh and B = B(x) as above, the map B is invertible on the
range of P for h small enough, i.e. there is B−1 : range(P(x))→ range(Ph(x)) such
that BB−1 = P, B−1B = Ph, and we have for u ∈ H1(Γ), x ∈ Γh,
∇Γu(p(x)) = P(x)B−T (x)∇Γhue(x).
Furthermore, the following estimates hold:
‖B‖L∞(Γh) + ‖PhB−1P‖L∞(Γh) . 1,
‖PPh −B‖L∞(Γh) + ‖PhP−PhB−1P‖L∞(Γh) . hk+1.
For the surface measures on Γ and Γh the identity dΓ = |B|dΓh holds, with |B| =
|det(B)|, and we have the estimates
‖1− |B|‖L∞(Γh) . hk+1, ‖|B|‖L∞(Γh) . 1, ‖|B|−1‖L∞(Γh) . 1.
Applying Lemma 6.3 yields, for u ∈ H1(Γ),
∇Γul(p(x)) = P(x)B−T (x)∇Γhu(x), x ∈ Γh.
Similar useful transformation results for vector-valued functions are given in the fol-
lowing corollary from [21]:
Corollary 6.4. For u ∈ H1(Γ)3 and v ∈ H1(Γh)3 we have
(∇ueP)e = ∇ueP = ∇uePhB−1P on Γh,(∇vlP)e = ∇vlP = ∇vlPhB−1P on Γh.
6.1.2. Consistency error bounds. We are now prepared to estimate the last
term on the right-hand side of (6.3). We introduce further notation. We define, for
v,w ∈ Vreg,h, q ∈ Vreg,h:
G(v,w) := ah(v,w)− a(Pvl,Pwl) + sh(v,w) + kh(v,w),
Gb(v, q) := bh(v, q)− b(Pvl, ql), Gf (w) := (f ,wl)L2(Γ) − (fh,w)L2(Γh),
Gg(q) := (gh, q)L2(Γh) − (g, ql)L2(Γ).
Let (u, p) ∈ VT×L20(Γ) be the unique solution of problem (C) and (vh, qh) ∈ Uh×Qh.
The consistency term in (6.3) can be written as
Ah((ue, pe), (vh, qh))− (fh,vh)L2(Γh) + (gh, qh)L2(Γh)
= Ah(u
e,vh) + bh(vh, p
e) + bh(u
e, qh)− s˜h(pe, qh)− (fh,vh)L2(Γh) + (gh, qh)L2(Γh)
+ (f ,vlh)L2(Γ) − (g, qlh)L2(Γ) − a(u,Pvlh)− b(Pvlh, p)− b(u, qlh)︸ ︷︷ ︸
=0
= G(ue,vh) +Gb(vh, p
e) +Gb(u
e, qh)− s˜h(pe, qh) +Gf (vh) +Gg(qh).
(6.6)
In [21, Lemma 5.15, 5.18] several G-terms in (6.6) have already been analyzed. We
collect these results in the following lemma.
Lemma 6.5. Let fh and gh be approximations of f and g such that ‖|B|fe −
fh‖L2(Γh) . hk+1‖f‖L2(Γ) and ‖|B|ge − gh‖L2(Γh) . hk+1‖g‖L2(Γ). For the unique
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solution (u, p) ∈ VT × L20(Γ) of problem (C) and for all (vh, qh) ∈ Uh × Qh the
following holds:
|G(ue,vh)| . hk‖u‖H1(Γ)‖vh‖A, |s˜h(pe, qh)| . hk‖p‖H1(Γ)‖qh‖M ,
|Gf (vh)| . hk+1‖f‖L2(Γ)‖vh‖L2(Γh), |Gg(qh)| . hk+1‖g‖L2(Γ)‖qh‖L2(Γh).
The two terms left to be analyzed are Gb(vh, p
e) and Gb(u
e, qh), which result
from geometric inconsistencies due to the difference in the bilinear forms b(·, ·) and
bh(·, ·). A bound for Gb(vh, pe) can be easily derived using Lemma 6.3. For the term
Gb(u
e, qh), however, we need to locally apply Green’s formula.
Lemma 6.6. Let (u, p) ∈ VT × L20(Γ) be the unique solution of (C) and assume
that (u, p) ∈ H2(Γ)3 ×H1(Γ). Then for all (vh, qh) ∈ Uh ×Qh the following holds:
|Gb(vh, pe)| . hk‖vh‖A‖p‖H1(Γ), |Gb(ue, qh)| . hk‖u‖H2(Γ)‖qh‖M . (6.7)
Proof. For the first estimate we use Lemma 6.3 and get
|Gb(vh, pe)| = |bh(vh, pe)− b(Pvlh, p)| = |(vh,∇Γhpe)L2(Γh) − (|B|vh, (∇Γp)e)L2(Γh)|
= |(vh, (Ph −P)∇Γhpe)L2(Γh) + (vh,PPh∇Γhpe)L2(Γh)
− (vh,PB−TPh∇Γhpe)L2(Γh) + ((1− |B|)vh,PB−T∇Γhpe)L2(Γh)|
.
(‖Ph −P‖L∞(Γh) + ‖PPh −PB−TPh‖L∞(Γh) + ‖1− |B|‖L∞(Γh))‖vh‖L2(Γh)‖p‖H1(Γ)
. hk‖vh‖A‖p‖H1(Γ).
We now consider the second estimate in (6.7). We use Green’s formula and Lemma 6.3,
and thus obtain, with Eh and νh as in section 5.1.1:
Gb(u
e, qh) = bh(u
e, qh)− b(Pu, qlh)
=
∑
T∈T Γh
(ue,∇Γhqh)L2(ΓT ) − (u,∇Γqlh)L2(Γ)
=
∑
T∈T Γh
−( divΓh(Phue), qh)L2(ΓT ) +
∑
E∈Eh
([νh] · ue, qh)L2(E)
+ ( divΓu, q
l
h)L2(Γ)
=
∑
T∈T Γh
−( divΓh(Phue), qh)L2(ΓT ) +
∑
E∈Eh
([νh] · ue, qh)L2(E)
+ (|B|( divΓu)e, qh)L2(Γh).
(6.8)
Note that divΓh(Phu
e) = divΓhu
e − (ue · nh)tr(∇Γhnh) on ΓT and ( divΓu)e =
tr((P∇ueP)e) = tr(P∇uePhB−1P) on Γh (by Lemma 6.3) holds. Hence, we have
|B|( divΓu)e − divΓhue
= |B|tr(P∇uePhB−1P)− tr(Ph∇uePh)
= (|B| − 1)tr(P∇uePhB−1P) + tr(P∇uePhB−1P)− tr((Ph −P)∇uePh)
+ tr(P∇uePh(P−Ph))− tr(P∇uePhP)
= (|B| − 1)tr(P∇uePhB−1P) + tr(P∇ue(PhB−1P−PhP))
− tr((Ph −P)∇uePh) + tr(P∇uePh(P−Ph)).
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Therefore, using Lemma 6.3 we obtain for the sum of the first and last term on the
right-hand side of equation (6.8)∣∣∣ ∑
T∈T Γh
−( divΓh(Phue), qh)L2(ΓT ) + (|B|( divΓu)e, qh)L2(Γh)
∣∣∣
=
∣∣∣ ∑
T∈T Γh
(
− ( divΓhue, qh)L2(ΓT ) + (|B|( divΓu)e, qh)L2(ΓT )
+ ((ue · nh)tr(∇Γhnh), qh)L2(ΓT )
)∣∣∣
. |(|B|( divΓu)e − divΓhue, qh)L2(Γh)|+
∑
T∈T Γh
|((ue · (nh − n))tr(∇Γhnh), qh)L2(ΓT )|
. (‖1− |B|‖L∞(Γh) + ‖PhB−1P−PhP‖L∞(Γh) + ‖Ph −P‖L∞(Γh))‖u‖H1(Γ)‖qh‖M
+
∑
T∈T Γh
‖nh − n‖L∞(ΓT )‖ue‖L2(ΓT )‖qh‖L2(ΓT )
. hk‖u‖H1(Γ)‖qh‖M +
∑
T∈T Γh
hk‖ue‖L2(ΓT )‖qh‖L2(ΓT )
. hk‖u‖H1(Γ)‖qh‖M .
For the second term on the right-hand side of equation (6.8) we need a bound on the
jump in the conormals across the edges E. Such a bound is derived in [29, Lemma 3.5]
for the case of a piecewise planar surface approximation. The arguments immediately
extend to the higher order surface approximation Γh, resulting in the estimate
‖P[νh]‖L∞(Eh) . h2k.
Using (3.4) and arguments similar to (5.12) we get
‖ue‖L2(Eh) . h−1‖ue‖H2(ΩΓΘ) . h
− 12 ‖u‖H2(Γ).
Using these estimates and the result (5.10) we obtain∑
E∈Eh
([νh] ·ue, qh)L2(E) . ‖P[νh]‖L∞(Eh)‖ue‖L2(Eh)‖qh‖L2(Eh) . h2k−1‖u‖H2(Γ)‖qh‖M ,
which completes the proof for the second estimate in (6.7).
Applying Lemma 6.5 and 6.6 results in the following bounds for the consistency
errors.
Lemma 6.7. Let (u, p) ∈ VT × L20(Γ) be the unique solution of problem (C)
and assume that (u, p) ∈ H2(Γ)3 × H1(Γ). We further assume that the data errors
satisfy ‖|B|fe − fh‖L2(Γh) . hk+1‖f‖L2(Γ) and ‖|B|ge − gh‖L2(Γh) . hk+1‖g‖L2(Γ).
The following holds:
sup
(vh,qh)∈Uh×Qh
|Ah((ue, pe), (vh, qh))− (fh,vh)L2(Γh) + (gh, qh)L2(Γh)|
(‖vh‖2A + ‖qh‖2M )
1
2
. hk
(‖u‖H2(Γ) + ‖p‖H1(Γ))+ hk+1 (‖f‖L2(Γ) + ‖g‖L2(Γ)) . (6.9)
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6.2. Finite element error bound. We combine the Strang-Lemma 6.1 and
the bounds for the approximation error and the consistency error to obtain a bound
for the discretization error in the energy norm.
Theorem 6.8. Let (u, p) ∈ VT×L20(Γ) be the unique solution of problem (C) and
assume that (u, p) ∈ H2(Γ)3 ×H1(Γ). Let (uh, ph) ∈ Uh ×Qh be the unique solution
of the discrete problem (FEM) with parameters as in (4.2). We further assume that
the data errors satisfy ‖|B|fe − fh‖L2(Γh) . hk+1‖f‖L2(Γ) and ‖|B|ge − gh‖L2(Γh) .
hk+1‖g‖L2(Γ). Then the following error bound holds:
‖ue − uh‖A + ‖pe − ph‖M . hk
(‖u‖Hk+1(Γ) + ‖p‖Hk(Γ))
+ hk+1
(‖f‖L2(Γ) + ‖g‖L2(Γ)) . (6.10)
7. Numerical experiments. Results of numerical experiments (for different
surfaces Γ) that confirm the optimal order of convergence of the trace Taylor–Hood
finite method for k = 2 and k = 3 are presented in [21]. These results show optimal
convergence behavior, not only in the energy norm but also in the L2-norm. In that
paper, one can also find numerical results for an inconsistent variant of the method in
which an approximation Hh of the Weingarten mapping is not needed. In [33] results
of a numerical experiment with k = 2 are presented which illustrate that without the
pressure normal stabilization term, i.e., using ρp = 0, the trace Taylor–Hood pair is
not inf-sup stable. Below we present results of two further numerical experiments. In
Section 7.1 we numerically confirm the inf-sup stability of the trace Taylor–Hood pair
Uh × Qh for k = 2, 3, 4, 5. The results show that the (best) inf-sup constant is (in
this k range) essentially independent of k. In Section 7.2 we apply our method to the
Kelvin-Helmholtz instability problem, which illustrates the potential of the method.
7.1. Inf-sup constant. We consider the Stokes problem on the unit sphere,
characterized as the zero level of the distance function φ(x) =
√
x21 + x
2
2 + x
2
3 − 1,
x = (x1, x2, x3)
T . The discretizaton (FEM) is implemented in NGSolve [1] with the
surface embedded in a domain Ω = (− 53 , 53 )3, a coarsest mesh-size of h0 = 0.5 and
several uniform refinements (only of tetrahedra intersected by the surface). We use
parameter values ρu = h
−1, ρp = h, η = h−2. The resulting discrete saddle point
problem and its pressure Schur complement are of the form
A :=
[
A BT
B −C
]
, S = BA−1BT + C.
Let M be the symmetric positive definite matrix corresponding to the scalar product
that induces the norm ‖ · ‖M used in the pressure space Qh, cf. (4.1). We consider
the generalized eigenvalue problem
S~p = λM~p.
The smallest strictly positive eigenvalue, denoted by λ = λmin is related to the best
possible inf-sup constant in (5.8) through 12c
2
0 ≤ λmin ≤ 2c20. For the computation of
the eigenvalues we use SciPy [2]. Further details concerning this eigenvalue compu-
tation are given in [33]. In Table 7.1 we show computed λmin values for several grid
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refinements and polynomial degree k = 2, . . . , 5. (Due to computational limitations
the last entries in the fifth and sixth column are not included).
l P1–P1 P2–P1 P3–P2 P4–P3 P5–P4
1 0.84227 0.98940 0.98996 0.98999 0.99045
2 0.73001 0.98312 0.98247 0.98346 0.98534
3 0.65410 0.97322 0.97363 0.97583 0.97798
4 0.52795 0.96089 0.96563 0.96595 0.96923
5 0.39170 0.94002 0.93990 0.93486 –
6 0.27037 0.94585 0.94670 – –
Table 7.1: Smallest strictly positive eigenvalue λmin.
As predicted by the theoretical analysis, the eigenvalue λmin remains bounded
away from zero as the grid is refined. We also observe that λmin remains essentially
constant if one increases k. This robustness property does not follow from our analysis.
In the second column of the table we show the result for the P1–P1 pair of trace finite
element spaces (with P1 approximation of the surface). The results indicate that, as
expected, this pair is not inf-sup stable if we use (only) the normal derivative pressure
stabilization s˜h(·, ·). If one uses an additional Brezzi-Pitka¨ranta type stabilization
this pair becomes inf-sup stable, as is shown in [30].
7.2. Kelvin–Helmholtz instability on a sphere. To demonstrate the perfor-
mance of the method under more general circumstances not covered by the presented
analysis, we further consider a classical problem of the Kelvin–Helmholtz instability
in a mixing layer of isothermal incompressible viscous flow at high Reynolds number.
For a detailed discussion of the problem in a 2D periodic square, which can be seen
as a planar analogue of our setup, we refer to [41] and the references therein. There
are almost no numerical studies of Kelvin–Helmholtz instability for surface fluids;
examples of a cylinder and a sphere are treated in [23], where a higher order H(div)-
conforming finite element method is applied on triangulated surfaces. We follow that
paper to design our numerical experiment.
For Γ = S2 , let ξ and ζ to be renormalized azimuthal and polar coordinates,
respectively: −1/2 ≤ ξ, ζ < 1/2. The corresponding directions are eξ := ∇Γξ/‖∇Γξ‖
and eζ := ∇Γζ/‖∇Γζ‖. Consider the initial velocity field
u0(ξ, ζ) := tanh(2 ζ/δ0) r(ζ) eξ + cn curlΓ ψ,
ψ(ξ, ζ) := e−(ζ/δ0)
2 (
aa cos(ma pi ξ) + ab cos(mb pi ζ)
)
,
(7.1)
where r is the distance from Γ to the z-axis. We take δ0 := 0.05 (for |z| & δ0
the velocity field is close to a rigid body rotation around the z-axis), cn := 10
−2
(perturbation parameter), and aa = 1, ma = 16, ab = 0.1, mb = 20 (perturbation
magnitudes and frequencies). Note that u0 is tangential by construction, u0 · n = 0.
The initial velocity field is illustrated in Figure 7.1.
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Fig. 7.1: Left: Initial velocity field u0 from (7.1). Right: The initial vorticity, curlΓ u0,
in the strip |z| < 2 δ0. We see that the initial perturbation consists of 8 vortices
squeezed around equator.
Compared to the surface Stokes problem (2.2), the surface Navier–Stokes equa-
tions considered in this experiment are time-dependent and include inertia terms:
P
du
dt
− 2νP divΓ(E(u)) +∇Γp = 0,
divΓu = 0,
(7.2)
where dudt =
∂u
∂t + (u · ∇)u is the material derivative. For the unit sphere and initial
condition such that ‖u‖L∞(Γ) ' 1, we have a Reynolds number Re ' ν−1δ0. In our
numerical tests we set ν = 1210
−5, resulting in Re = 104.
We note that equations (7.2) follows by tangential projection of a fluid system
governing the evolution of a viscous material layer under the assumption of vanishing
radial motions; see [20]. The operator Pdudt can be seen as covariant material deriva-
tive. One checks the identity Pdudt =
∂u
∂t + (∇Γu)u for a tangential vector field u,
which we further use in the finite element formulation.
We outline the discretization approach used for the simulation of this surface
Navier–Stokes problem. The trace P2–P1 Taylor–Hood finite element method as
described in this paper, cf. (FEM), is applied for the spatial discretization. Dis-
cretization parameters were chosen as ρp = h, ρu = h
−1, and η = h−2, cf. (4.2).
We use the BDF2 scheme to approximate ∂u∂t and linearize the inertia term at t
n as
(∇Γu(tn))u(tn) ≈ (∇Γu(tn))w, where w is the linear extrapolation of velocity fields
from two previous time nodes, tn−1 and tn−2. The grad-div stabilization term [28],
γ
∫
Γh
trE(u) trE(v) ds with γ = 1, is added to the finite element formulation to better
enforce divergence free condition. This stabilization also facilitates the construction of
preconditioners for the resulting algebraic systems [19]. No further stabilizing terms,
e.g., of streamline diffusion type, were included in the method, since the computed
solution does not reveal any spurious modes.
The method is implemented in the DROPS package [10]. For this series of exper-
iments, an initial triangulation Th0 was build by dividing Ω = (− 53 , 53 )3 into 23 cubes
and further splitting each cube into 6 tetrahedra with h0 =
5
3 . Further, the mesh is
refined only close to the surface, and ` ∈ N denotes the level of refinement so that
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h` =
5
3 2
−`.
Fig. 7.2: Snapshots of surface vorticity wh = curlΓh uh
for t ∈ {0, 2.5, 5, 6.25, 10, 12.5, 15, 20}, h = 2.6× 10−2. Click any picture for a
full animation.
We perform numerical simulations for mesh levels ` = 4, 5, 6. The DROPS pack-
age currently does not support parametric elements, so for a sufficiently accurate
numerical integration we use a piecewise linear approximation of Γh with m` levels of
local refinement, where m4 = 2, m5 = 4, m6 = 8; see section 6.3 in [33] for further
details. The time interval is fixed to be [0, 20]. We use uniform time stepping with
∆t = 1/16, 1/32 and 1/64 for mesh levels 4, 5 and 6, respectively.
Figure 7.2 shows several snapshots of the surface vorticity, wh = curlΓuh, com-
puted on the finest mesh level 6. The trace P2–P1 finite element method that we
use reproduces qualitatively correct flow dynamics that follows the well known pat-
tern of the planar Kelvin–Helmholtz instability development: we see the initial vor-
tices formation in the layer followed by pairing and self-organization into two large
counter-rotating vortices. Conservation of the initial zero angular momentum pre-
vents further pairing. The two remaining vortices should decay for t → +∞ due to
energy dissipation.
We next assess the method by monitoring the energy dissipation of the computed
solutions on three subsequent levels. To have a better insight into the expected
behaviour, we note that the initial velocity u0 is L
2-orthogonal to all rigid tangential
motions of Γ, functions from E = {v ∈ VT : E(v) = 0}. It is straightforward to
check that a velocity field u that solving (7.2) preserves this orthogonality condition
for all t > 0 and hence it satisfies the following Korn inequality:
‖u‖L2(Γ) ≤ CK(Γ) ‖E(u)‖L2(Γ). (7.3)
For the total kinetic energy E(t) = 12‖u(·, t)‖2L2(Γ), testing (7.2) with v = u and
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applying (7.3) leads to the following identity and a corresponding energy bound:
dE(t)
dt
= −2ν ‖E(u(t))‖2L2(Γ) ≤ −
4 ν
C2K(Γ)
E(t) =⇒ E(t) ≤ E(0) exp
(
− 4 ν t
C2K(Γ)
)
.
We outline an approach for estimating the Korn constant CK(Γ). The best value of
this constant is obtained if CK(Γ)
−2 is the smallest strictly positive eigenvalue of the
diffusion operator −P divΓ(E(·)) restricted to the space of tangential divergence free
vector fields, cf. (7.3). We have the following relation between this surface diffusion
operator and the Hodge-de Rham operator ∆HΓ (see, eq. (3.18) in [20]):
− 2P divΓ(E(v)) = ∆HΓ v − 2Kv, for v ∈ VT , s.t. divΓv = 0, (7.4)
where K is the Gauss curvature (K = 1 for Γ = S2). The eigenvalues of ∆HΓ for the
unit sphere are given by λk(∆
H
Γ ) = k(k + 1), k = 1, 2, . . . , [8, p.349]. The tangential
rigid motions are eigenfunctions corresponding to λ1. Hence, we estimate:
CK(Γ)
−2 = inf
v∈VT /E
divΓv=0
‖E(v)‖2L2(Γ)
‖v‖2L2(Γ)
= inf
v∈VT /E
divΓv=0
1
2 〈∆HΓ v − 2Kv,v〉
‖v‖2L2(Γ)
≥ inf
v∈VT /E
1
2 〈∆HΓ v − 2Kv,v〉
‖v‖2L2(Γ)
=
1
2
(λ2(∆
H
Γ )− 2) = 2,
resulting in CK(Γ)
2 ≤ 12 1. Substituting this in the above estimate for the kinetic
energy, we arrive at the bound
E(t) ≤ E(0) exp (−8ν t) = E(0) exp (−4 · 10−5 t) . (7.5)
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Fig. 7.3: Left: Numerical kinetic energies Eh(t) = 12‖uh(·, t)‖2L2(Γh) as functions of
time for ` = 4, 5, 6 (straight lines) and corresponding exponential fitting (dashed
lines). Right: Values of the exponent α in the fitting function C exp(−αt).
In Figure 7.3 we show the kinetic energy plots for the computed solutions together
with exponential fitting. There are two obvious reasons for the computed energy to
1Results of numerical experiments (not included), strongly suggest that CK(Γ)
2 = 1
2
for Γ = S2.
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decay faster than the upper estimate (7.5) suggests: the presence of numerical diffusion
and the persistence of higher harmonics in the true solution. On the finest mesh the
numerical solution looses about 0.5% of kinetic energy up to the point when the
solution is dominated by two counter-rotating vortices. This compares well to results
computed with a higher order method in [41] for the planar case with Re = 104.
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