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UNIVERSITY OF SOUTHAMPTON
ABSTRACT
FACULTY OF ENGINEERING AND THE ENVIRONMENT
AERODYNAMICS AND FLIGHT MECHANICS GROUP
Doctor of Philosophy
by Patrick Bechlars
This report describes the work carried out in ‘universality’ aspects of the dynamics of
turbulence in compressible flows. Direct numerical simulations (DNSs) are carried out
in different inhomogeneous and anisotropic flows. All discussed flows show regions of
strong imbalance of turbulent production and turbulent dissipation. This distinguishes
this work from most studies in the literature about the fundamentals of turbulent dy-
namics. A characteristic decomposition in addition to temporal and spatial filtering
are applied as tools to compare differences in the turbulent dynamics across different
flow topologies. The work includes a discussion about universal aspects of the velocity
gradient and related quantities in a turbulent boundary layer, in a jet flow as well as
in a wake flow. Invariant features are highlighted and quantified and the differences
are pointed out. The velocity gradient and the enstrophy production, as one of the key
quantities in the turbulent energy cascading process, are discussed in great detail in the
turbulent boundary layer flow. Focus hereby is on the wall-normal development of the
structure of the enstrophy production. This is followed by a comprehensive overview of
a turbulent boundary layer. This includes the presentation and discussion of global en-
ergy redistributing mechanisms from different perspectives. The key role of turbulence
in these processes is made clear. The energy cascade is dissected at different locations
which reveals three different transfer processes. Two of which are transferring energy
from larger scales of motion towards smaller scales of motion. In addition a backscatter
mechanism was discovered that transfers energy from smaller scales towards larger scales
of motion. Besides this some specific and potentially universal features of turbulence
within the turbulent boundary layer results are discussed.
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Chapter 1
Introduction
1.1 Motivation
Once we have got up in the morning, had breakfast and driven to work, we have been
affected more or less directly by fluid dynamics. When we wake up our metabolism
becomes more active and our blood flow is changing its dynamic. The milk and the
coffee we have for breakfast are mixing. The petrol we use to run our car is transported
on tanker ships over the ocean or pumped through pipelines before being refined via
chemical processing. Even sometimes we are annoyed that we drive through a rainstorm
although the forecast said: Sunny! The common point is that every step involves dy-
namical flow problems. Curiosity and the need for sustainability drive us to understand
these processes. We want to understand the world around us and we want it to stay
as clean as possible. As we do not want to miss out on luxury, it leads us to perma-
nently try to increase the efficiency of the way we are using resources. To achieve this
in processes that involve flows of fluids, it is necessary to understand the dynamics of
the flow problems. But a fact most fluid flow problems share is that they are not fully
understood, which poses a barrier in appropriately designing processes and reaching the
best performance in various applications. This is the reason why fluid dynamics is a
very active research topic.
The biggest issue in fluid dynamics is that flows in particular circumstances become
turbulent (further description in section 1.2) and as such they are difficult to describe in
detail. On the other hand manipulation and improvement of most applications do not
directly need this detailed information about the flow. Nevertheless, flows are highly
coupled systems so that we need a certain knowledge about the fine details of a flow
to be able to predict quantities which are needed to manipulate applications for our
needs. Various ways of describing the impact of turbulence on the quantities of interest
(e.g. mean velocity, drag, dissipation,...) exist. They form turbulence models which
are based on what we can assume or hypothesize about turbulence and its underlying
mechanisms. In order for there to be a fully general turbulence model, that is applicable
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to all turbulent flows, we would require turbulence to have some sort of universal char-
acter. Limited universality of turbulent flows was already hypothesized by Kolmogorov
(1941) more than 70 years ago. Although we know that his hypotheses are not fully
applicable in all kinds of flow, the majority of today’s turbulence models are based on
them. In this work we want to investigate some of the boundaries of the hypothesized
universality and find whether different approaches of universality in fluid dynamics can
be stated. Therefore we first have to get a better picture of what the characteristics of
turbulence are and how it is driven. Further we need to obtain a better knowledge of
how universality is hypothesized so far.
1.2 What is turbulence?
Flows or flow regions can commonly be classified into laminar, transitional and tur-
bulent. The definition of this classification is slightly nebulous. The dimensionless
Reynolds number, which is a result of the non-dimensionalization of the flow equations
(chapter 2), is an important parameter characterising of a flow and its value indicates if
a flow stays laminar or undergoes transition and becomes turbulent. It can be seen as
ratio between amplification and damping of pertubations in the flow field. The Reynolds
number Re∞ = ρ∞u∞Lµ∞ is calculated as function of a reference density ρ∞, a reference
velocity u∞, a reference length L and a reference dynamic viscosity µ∞ that are char-
acteristic for the flow, the fluid and the size of the observed problem. If the Reynolds
number of a flow is small enough the flow will maintain laminar behaviour. Laminar flow
describes flows whose flow field is ordered and only a few flow structures are distinct.
The flow field in laminar flows can be steady in time or have a regular time dependent
behaviour. Figure 1.1 shows laminar flows around a circular cylinder at three different
low Reynolds numbers. Vortical structures are developing in the wake of the cylinder.
Figure 1.1: Flow around a circular cylinder at Re = 9.6 (a), Re = 13.1 (b), Re = 26 (c)
(Van Dyke, 1982).
With increasing Reynolds number it can be observed that these structures are growing.
But the important fact to mention is that the structures are part of a steady flow field.
These flows are described as laminar. If the Reynolds number is increased the amplifi-
cation of irregularities in the flow field is increasing with respect to their damping. This
allows the vortical structures to detach from the cylinder so that they develop a so called
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Ka´rma´n vortex street in the wake of the cylinder (fig. 1.2). These flow fields are time
dependent but in a periodic manner and therefore still have some sort of regularity and
are defined as laminar. If the Reynolds number is increased further, the transitional
Figure 1.2: Flow around a circular cylinder at Re = 105 (left), Re = 140 (right) (Van
Dyke, 1982).
regime will be reached. Figure 1.3 shows the flow behind two cylinders at a Reynolds
number that allows the flow to become transitional. If we look at the region in the close
wake behind the upper cylinder a similar flow field to the low Reynolds number case is
observable. But the further we go downstream the more the regularity of the structures
is vanishing. The structures of the Ka´rma´n vortex street are still present but become
more and more overlaid with smaller structures. The larger vortices are breaking down,
feeding smaller structures and allow them to gain energy. This is what is called transi-
tion. A part of the earlier mentioned coupling of the flow can be observed here as the
larger structures produce smaller structures. If we take the next step and increase the
Figure 1.3: Wake behind two identical cylinders at Re = 240 (Frisch, 1995).
Reynolds number even more we reach a flow that is described as turbulent. Figure 1.4
shows the wake of two cylinders at a reasonably high Reynolds number. If we focus on
the near wake region, the regularity of the large-structured Ka´rma´n vortex street is still
present, but completely overlaid with smaller structures. If we look further downstream
the flow field becomes very blurry and it is very difficult to pick out some sort of struc-
ture. The flow has become ‘chaotic’. This process of larger structures that are breaking
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Figure 1.4: Wake behind two identical cylinders at Re = 1800 (Frisch, 1995).
down and letting smaller structures develop, was mentioned by Richardson (1925). He
introduced the idea of a turbulent energy cascade. This cascade shall illustrate that flow
structures permanently break down into smaller ones. The process is then stopped in
the smallest scales as viscous friction is dissipating all the kinetic energy in the smallest
scales. Richardson summarized this process as
Big whorls have little whorls,
Which feed on their velocity;
And little whorls have lesser whorls,
And so on to viscosity
(in the molecular sense).
As one might assume it is extremely difficult to define turbulence in a quantitative way
(Doering & D.Gibbon, 2004), but we are able to outline certain features turbulence has.
Any object in a flow, whether it is a wing of an aircraft, a moving car or a wind turbine,
will develop a similar or at least related kind of turbulent wake, if the Reynolds number
is comparable. When it comes to calculating the drag and/or efficiency of such an object
it is important to know what is happening to the kinetic energy in the wake. How much
energy is dissipated and how much will this wake spread? This leads to the conclusion,
that we have to understand the behaviour of the wake including all its details such as
the smallest ‘whorls’. We need to understand the way the smallest whorls gain and
dissipate energy, but we need to understand as well the effect the smaller whorls have
on the larger ones and vice versa. This is roughly what turbulence research is about.
Richard Feynman1 stated that turbulence remains “the most important unsolved prob-
lem of classical physics”. The problem with turbulence is that it includes structures from
large size to a very small size and everything in between. All these structures are coupled
in a complex way what makes it difficult to understand their interaction. Turbulence is
1Nobel Prize winning physicist
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often described as a ‘random’ behaviour of the fluid quantities, which is not true. We
say that we are able to describe a fluid as a continuum and its movement is modelled
with the Navier-Stokes equations (equation 2.9). This system is of deterministic nature
and cannot produce solutions with random character. The Navier-Stokes equations can
be transformed to a dynamical system (Doering & D.Gibbon, 2004). In this form it can
be shown how strongly the actual state of the system is dependent on previous states
(e.g. initial conditions). Its behaviour is described as deterministic chaos. That, roughly
speaking, means that if we set the systems to the same state, it will always follow the
same behaviour. But if we change the initial state only a bit, this difference will grow
strongly and the system follows a completely different path from the unchanged one.
For turbulence that means that it is very difficult to predict in detail and this is the
reason for why it is often described as having ‘random behaviour’. In order to describe
this apparent random behaviour, the use of statistics has become a standard approach
in turbulence research.
1.2.1 The Kolmogorov Energy Cascade
Kolmogorov (1941) quantified the behaviour of turbulence in a mean sense. He described
the behaviour of fully developed homogeneous isotropic turbulence (HIT) in a periodic
box. The idea is that a turbulent flow is composed of structures with different size and
frequencies. For a structure of given characteristic size l, we can find a characteristic ve-
locity u(l) and time-scale τ = lu(l) . There can be (and mostly are) structures of different
sizes on top of each other, so that the instantaneous energy at each point of a turbulent
flow is distributed over many scales and frequencies.
The size of the largest structures l0 is comparable to the length scale of the flow L and
equivalently their characteristic velocity u0 = u(l0) is comparable to the global velocity
scale u∞. This implies that the Reynolds number of these structures, Re0, is high and
comparable to Re∞ and the effects of viscosity are small. The scales of these large
structures are the ones into which energy enters the process due to initial and boundary
conditions (here: size of the box). These structures then start to transfer energy to
smaller structures. This transfer process is not only found in the largest scales, it is
active in every scale. This system forms an energy cascade (figure 1.5) in which energy
is transferred successively to smaller and smaller structures. If we go downwards (in the
sense of structure size) the cascade, the corresponding Reynolds number of the struc-
tures Re = u(l)lν decreases (Kolmogorov, 1941). This shows that the viscous effects are
becoming stronger and at some point the transfer of energy downwards the cascade is
balanced by dissipation that dissipates kinetic energy and converts it to internal energy.
Since the total kinetic energy in a fully developed turbulent flow is constant on average,
the rate of dissipation ε must be the same as the rate of kinetic energy that is put into
the system, i.e. the transfer rate of energy into the largest scales
u30
l0
. The equation
ε =
u30
l0
shows that the dissipation is independent of the viscosity and the Reynolds
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Figure 1.5: schematic illustration of the energy cascade in an statistically isotropic,
turbulent flow
number only describes how dissipation is distributed over the different scales.
Almost two decades after Richardson (1925) invented the idea of the cascade, Kol-
mogorov (1941) quantified it and stated three hypotheses about HIT flows in equilib-
rium. As consequence of his theory the velocity scale and time-scale u(l) and τ(l) of the
structures decrease with the size l of a structure. This is the reason for the decreasing
Reynolds number on the way down the cascade, stated before.
Kolmogorov’s first hypothesis is based on the argument that the directional information
of the large scale structures enforced by initial and boundary conditions is lost in the
chaotic scale reduction along the cascade. This has the effect that anisotropy of the
larger structures will not reach the small-scale structures, which then can be regarded
as isotropic. Kolmogorov (approximately) stated the hypothese by Taylor (1935) as:
Kolmogorov’s hypothesis of local isotropy.
At sufficiently high Reynolds number, the small-scale turbulent motions (l l0) are
statistically isotropic.
As weak demarcation between anisotropic large scales (l > lEI) and isotropic small scales
(l < lEI) we introduce the length scale lEI with the approximation lEI ≈ 16 l0.
Investigating the dependencies of this statistically isotropic state, Kolmogorov pointed
out the energy transfer to successively smaller scales and the viscous dissipation as the
two dominant processes in the range below lEI. Fourier analysis (Doering & D.Gibbon,
2004) shows that under the assumptions of ‘local isotropy’, equilibrium and that energy
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is mainly dissipated in the smallest scales, the rate TEI at which small scales are receiv-
ing energy from larger scales can be approximated by TEI ≈ ε. With ν denoting the
kinematic viscosity the first similarity hypothesis can be stated as:
Kolmogorov’s first similarity hypothesis.
In every turbulent flow at sufficiently high Reynolds number, the statistics of the
small-scale motions (l < lEI) have a universal form that is uniquely determined by
ν and ε.
The range of structures with the size l < lEI is referred to as the universal equilibrium
range, as the time-scales are small compared to the global time-scale and the structures
can adapt quickly to maintain a dynamic equilibrium with the energy-transfer rate TEI
imposed by the larger structures.
With the two parameters ν and ε determining the statistics of the small-scales and the
assumption that energy transfer from larger scales and dissipation are balanced at a
Reynolds number equal to unity, we can form unique length, velocity and time scales
using dimensional analysis. These are the resulting Kolmogorov scales:
η :=
(
ν3
ε
) 1
4
, (1.1)
uη := (εν)
1
4 , (1.2)
τη :=
(ν
ε
) 1
2
. (1.3)
Defining a Reynolds number with these quantities we find it to be unity
ηuη
ν = 1. Using
the Kolmogorov scales to non-dimensionalise a high-Reynolds-number turbulent flow,
we find the flow field does not depend on ε and ν (Pope, 2000). This shows: On the
small scales, all high-Reynolds number turbulent velocity fields are statistically similar;
that is, they are statistically identical when they are scaled by the Kolmogorov scales
(Pope, 2000).
Further we can provide the scaling of the ratio between the smallest and largest scales
with the scaling ε ∼ u30l0 (Pope, 2000):
η
l0
∼ Re− 34 , (1.4)
uη
u0
∼ Re− 14 , (1.5)
τη
τ0
∼ Re− 12 . (1.6)
This tells us that at high Reynolds number velocity and time-scales of the smallest
structures are small compared with those of the large ones.
As the ratios are increasing with Reynolds number there must be structures with length
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scale l very small compared to the largest energy-containing length scales and very large
compared to the Kolmogorov length scale. Hence, the structures with length scale l
in the range l0  l  η have a sufficiently large Reynolds number lu(l)ν to be only
insignificantly affected by viscosity. Further, they are small enough to be statistically
isotropic as stated in Kolmogorov’s first hypothesis. This led Kolmogorov to his second
similarity hypothesis:
Kolmogorov’s second similarity hypothesis.
In every turbulent flow at sufficiently high Reynolds number, the statistics of the
motions of scale l in the range (l0  l  η) have a universal form that is uniquely
determined by ε, independent of ν.
Defining the length scale lDI(≈ 60η) (Pope, 2000) as weak demarcation between the
range where dissipation is strong and the range where dissipation is too small to have a
significant impact on the flow, the scale condition in the last hypothesis can be written
as lEI > l > lDI. That means lDI then splits the universal equilibrium range (l < lEI) into
two subranges: the inertial subrange (lEI > l > lDI) and the dissipation range (l < lDI).
The upper part of the spectrum (l > lEI) is then called energy-containing range as all the
energy of the system is introduced in these scales. The decomposition of the spectrum
is shown graphically in figure 1.6.
inertial subrange
dissipation
subrange
energy-containing
subrange
net transfer
universal equilibrium range
Figure 1.6: Decomposition of the energy spectrum.
1.2.1.1 The Structure Functions
Structure functions are a tool to describe the statistical behaviour of a vector field.
Consider a turbulent flow in the domain Ω (fig. 1.7). If we want to obtain information
about the larger flow structures (black) in the domain without detailed knowledge about
the small structures (red), then we have to describe the small structures and especially
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their impact on the larger ones in another way. Structure functions H(~r) are handling
this task in an average sense. They are utilized to describe the mean quantities of
the smaller structures in sub-domains (green circle in figure 1.7) and their size l is
characteristic for the decomposition between what we define as large scales and small
scales. The second-order structure function tensor H is defined as the covariance tensor
Ω
H(~r)
l
Figure 1.7: Schematic description of structure functions in a turbulent flow in the domain
Ω. Black circles indicate large structures, red circles indicate small structures. The
green circle shows the sub-domain in which we want to obtain knowledge about the
small structures via the structure function.
of the difference in velocity between two points ~x+ ~r and ~x.
Definition 1.1. Second Order Structure Function
The second-order tensor H(~r, ~x) defined as
H(~r, ~x) := 〈(~u(~x+ ~r)− ~u(~x))⊗ (~u(~x+ ~r)− ~u(~x))〉
is called the second-order structure function of the velocity field ~u. Here 〈·〉 denotes the
ensemble average and ⊗ defines the outer product or dyadic product of two vectors (see
2.1).
If Kolmogorov’s hypothesis of local isotropy holds and we choose the sub-domain to be
sufficiently small so that ‖~r‖ ≤ l  L, then the structure function is not dependent on
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the location ~x of the sub-domain as local homogeneity is implied. With local rotational
invariance of the statistics and incompressibility arguments it can be shown (Pope, 2000)
that the structure function is only dependent on a scalar functionHLL(r) (with r := ‖~r‖)
and the orientation of the vector ~r. HLL is called the longitudinal structure function.
H(~r) =
(
HLL(r) +
r
2
∂HLL(r)
∂r
)
I −
(
r
2
∂HLL(r)
∂r
)
~r ⊗ ~r
r2
, (1.7)
where I is the unity matrix.
1.2.1.2 The Energy Spectrum
Before we start to introduce the spectral distribution of the energy in the spatial Fourier
space we need to define some useful statistical tools that allow us to analyse the scales
of a flow.
Definition 1.2. Two-Point Correlation
The simplest statistic containing information on spatial structure of the velocity field is
the two-point, one-time auto-covariance tensor (often referred to as two-point corre-
lation) R(~r, ~x, t)
R(~r, ~x, t) := 〈~u(~x+ ~r, t)⊗ ~u(~x, t)〉
where 〈·〉 defines the mean value (see Pope, 2000, as reference) and ⊗ defines an outer
product (2.1).
This statistic is a tool to measure how strong the flow field is coupled in two points on
average. This definition can be used to, e.g., derive integral length scales (Pope, 2000).
The dynamic behaviour of this statistic is describe by Batchelor (1959)
∂R(~r, t)
∂t
= T (~r, t) + P (~r, t) + 2ν∆R(~r, t), (1.8)
where T is the divergence of the triple velocity correlation tensor and P is the pressure-
velocity correlation tensor. By applying the Fourier transform we obtain the correspond-
ing spectrum.
Definition 1.3. Velocity Spectrum Tensor
For homogeneous turbulence the correlation R(~r, ~x, t) = R(~r, t) is independent of the
location ~x and its Fourier transform F(·) is the velocity spectrum tensor Φ(~k, t)
Φ(~k, t) := F (R(~r, t)) := 1
(2pi)3
∫∫∫ ∞
−∞
R(~r, t)e−i~x·~rd~r.
The inverse Fourier transform of the velocity spectrum tensor Φ(~k, t) then is
R(~r, t) := F−1
(
Φ(~k, t)
)
:=
∫∫∫ ∞
−∞
Φ(~k, t)ei~x·~rd~k.
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The dynamics of the velocity spectrum tensor then reads (Batchelor, 1959)
∂Φ(~k, t)
∂t
= Γ(~k, t) + Π(~k, t)− 2ν~k2Φ(~k, t). (1.9)
with Γ := F(T ) and Π := F(P ) being the Fourier transforms of the triple velocity
correlation tensor and the pressure-velocity correlation tensor respectively. In the in-
compressible case the trace of the pressure-velocity correlation tensor trace(P ) = 0
and the trace of its Fourier transform trace(Π) = 0 are zero. For the kinetic energy
1
2 trace(Φ(
~k, t)) we then obtain the identity
∂ 12 trace(Φ(
~k, t))
∂t
=
1
2
trace(Γ(~k, t))− 2ν~k2 1
2
trace(Φ(~k, t)). (1.10)
In case of HIT the energy spectrum is not depending on the spatial direction and it
is useful to define an energy spectrum function that is only dependent on the absolute
value κ := ‖~k‖ of the wavenumber vector.
Definition 1.4. Energy Spectrum Function
The energy spectrum function E(~k, t) is defined as the integral of the trace of the
velocity spectrum tensor over the sphere with radius κ
E(κ, t) :=
∫∫∫ ∞
−∞
1
2
trace(Φ(~k, t))δ(‖~k‖ − κ)d~k,
where δ(·) is the Dirac delta function.
The energy spectrum function is the integral of the kinetic energy over all directions
for each scalar wave number (for more details see Pope, 2000). The energy spectrum
function is not only useful for HIT as we will see later. In fact it can be used in all
intervals of the spectrum that are statistically isotropic.
For statistically stationary (we drop time dependence of the statistics) homogeneous
turbulence we then write the turbulent kinetic energy ek and the dissipation rate ε as
integrals over the energy spectrum function:
ek =
∫ ∞
0
E(κ)dκ. (1.11)
The dissipation rate for the incompressible case is ε := 〈〈2νS, S〉F 〉, where S is the strain
rate tensor (see 2.2 for the definition of the Hilbert-Schmidt inner product 〈·, ·〉F ), and
it can be written as
ε =
∫ ∞
0
2νκ2E(κ)dκ. (1.12)
Applying Kolmogorov’s second similarity hypothesis to these two equations we can derive
for the inertial subrange, using dimensional analysis, that the energy spectrum function
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is a function of wavenumber and dissipation, including a universal constant C (see Pope,
2000). The famous Kolmogorov’s (−53)-law emerges as
E(κ) = Cε
2
3κ−
5
3 . (1.13)
With the fact that dissipation becomes very active in the dissipation subrange and adding
the empirical shape of energy distribution in the energy-containing range observed in
experiments and simulations, we can give a qualitative plot of the energy distribution in
figure 1.8. The top graph shows how the Reynolds number affects the energy distribution
scaled with outer variables, while the bottom graph shows the same for the energy and
wave length scaled with inner variables.
Kolmogorov’s (−53)-law is well established for HIT in equilibrium. For these type of
flows it can be seen as a sort of universal law. However, most engineering flows such as,
e.g., wall-bounded flows or flows involving a mean shear are non homogeneous, strongly
anisotropic and not in equilibrium. To describe these kinds of turbulent flows we need
to find out to what extent we are able to apply what Kolmogorov hypothesized and find
different approaches where the hypotheses fail.
1.2.1.3 Universal aspects related to K41
Before we address universal aspects of flow related to and derived from Kolmogorov
(1941) (K41), we shall outline what we want to know about a flow. It is useful to
introduce a schematic equation of the kinematic energy in a flow
∂Ekin
∂t
= Pkin − Tkin −Dkin, (1.14)
where Ekin describes the kinetic energy of the whole system, Pkin stands for the produc-
tion of kinetic energy, Tkin covers the convection of kinetic energy as well as describing
the inter-scale transfer of energy that drives the cascading process, and Dkin is the rate
at which kinetic energy is dissipated into internal energy. Similar equations can be stated
for the moments but they will cover more or less the same mechanisms.
A universal law for the behaviour of the instantaneous kinetic energy is essentially a
global analytical solution for the Navier Stokes equations and will not be discussed in
the present work. Furthermore we focus on the right hand side of equation (1.14).
The production term is implied by initial and/or boundary conditions and/or external
forcing of the flow, all of which are defined by the setup of the flow problem we are
investigating. In other words, this term is not governed by the Navier-Stokes equations
specific to a certain flow. Therefore this term will be non-universal in general and will
not be investigated in the present work. But the essential fact about the production
term is that it starts the whole process of forming a flow - it provides the flow with
energy. As mentioned before the way it does this is specific to the flow problem and in
general flows this mechanism is neither homogeneous nor isotropic. The transport term
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Figure 1.8: top: Energy cascade with outer scaling; bottom: Energy cascade with inner
scaling.
Tkin governs two mechanisms. It convects flow patterns by space translation and its
non-linear nature leads to the fact that it is changing the flow patterns in a manner that
energy is transferred between different scales of motion. This transfer is reflected in the
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energy cascade described above. The hope is that this term blurs the non-homogeneity
and the anisotropy brought in by the production term towards smaller scales. An im-
portant nature of this term is that it just redistributes kinetic energy in the system.
Redistribution in this case has to be understood in physical (convection) as well as in
a spectral (scale transfer) sense. The dissipation term describes the energy dissipation
of kinetic energy. It is almost not active at relatively large scales, but becomes stronger
the smaller the scales are. Knowledge of this term is important as it tells us how much
kinetic energy stays in the system. We limit the research in this work to statically steady
flow problems which implies that the mean of quantities derived with respect to time
vanish. This and the fact that the transport is neither a source nor a sink of kinetic
energy leads to the identity
〈Pkin〉 = 〈Dkin〉, (1.15)
where 〈·〉 denotes a time averaged mean quantity. In other words, the energy brought in
by the production is taken out by the dissipation after the transport cascaded it into the
range were the dissipation becomes more active. Certainly, the underlying mechanisms
of all these processes are universal - they are based on the deterministic Navier-Stokes
equations. The issue in finding universality of flows is not finding universality in the
mechanisms, it is (loosely speaking) finding universality in the data streamed into the
mechanism. By just looking at different flows as, e.g., a subsonic turbulent boundary
layer and a supersonic wake (figure 1.9) we observe very different flow fields. That
implies that the data streamed into the mechanism cannot be universal in different
flows at the largest scales. The idea following Kolmogorov’s hypotheses is that flows
are losing more and more of these differences in the cascading process governed by Tkin.
For high enough Reynolds numbers the cascading process might then be long enough,
in a spatial scale range sense, to take out most of the differences of the flow patterns so
that the smaller scales show only minor differences or even no differences over a variety
of flows. This state would the be described as ‘quasi-universal’ or universal small-scale
structure. Figure 1.10 shows a zoom in the flow field of the subsonic turbulent boundary
layer and the supersonic wake. It seems that the large scale differences vanish if we zoom
into the small scales. Therefore it is useful to split the velocity field into a large scale
~uL and a small scale part ~uS (Kerr et al., 1996)
~u(~x, t) = ~uL(~x, t) + ~uS(~x, t).
The goal in utilizing this is that the velocity field is split up in such a way that the
large scale part covers all the complexity that is introduced by initial and boundary
conditions down to a scale that can be regarded as ‘quasi-independent’ from initial and
boundary conditions. The complex structure of the turbulence in smaller scales is then
covered by the small scale part. If such a splitting is possible and if some universality
arguments can be found for the small scales depends on the rate on which the cascading
process is taking out homogeneity and anisotropy from the larger scales and how long,
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Figure 1.9: This figure shows iso-surfaces of streamwise velocity coloured with the az-
imuthal or spanwise velocity component w for two different flows respectively. Top:
Supersonic (M = 2.48) wake behind a circular cylinder with cylinder axis in flow direc-
tion (Sandberg, 2012a). Bottom: Subsonic (M = 0.5) turbulent boundary layer over a
flat plate with zero pressure-gradient.
Figure 1.10: Zoom in the two flows of fig. 1.9. Left: Supersonic wake. Right: Subsonic
turbulent boundary layer.
in a spatial scale range sense, the cascading process to the small scales is. The latter
is defined by the Reynolds number and increases for increasing Reynolds number. In
the present work we want to rely on relatively high Reynolds number flows enlarging
the cascading process and making a distinction between large scale structures and small
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scale structures easier.
As mentioned before and as can be seen in the figures that are presented above, tur-
bulence has a very complex structure. It shows a strong unsteady behaviour in space
and time that is often described as random-like behaviour. To find universality in this
will be difficult. In turbulence research it is common to approach this task via finding
universality in the statistics of this complex, random-like behaviour. For a definition of
statistics and an introduction on how this concept is used in fluid dynamics we suggest
to study the respective chapters in Pope (2000).
Although the theory Kolmogorov (1941) introduced is only explained for HIT in equi-
librium (Pope, 2000) we can already learn a lot about how turbulence is behaving and
developing in this type of flow. As most flows are not in equilibrium and are neither
isotropic nor homogeneous, Kolmogorov’s theory can not be applied directly. What tur-
bulence researchers are trying to find is a theory that covers all kinds of turbulent flows.
This theory would be significantly less complex if we find universality in turbulence.
Universality in this sense means that we are able to describe a certain behaviour of the
flow, that is unchanged over all kinds of turbulent flows. For the velocity field as a
whole, this will be impossible.
But assuming Kolmogorov’s first similarity hypothesis is true, dimensional analysis
(Pope, 2000) leads to the conclusion that the longitudinal structure function is given by
the identity
HLL(r) = (εr)
2
3 HˆLL
(
r
η
)
, (1.16)
where HˆLL is a universal function depending on
r
η =
rε
1
2
ν
3
4
. For r lying in the ISR
(η  r  L) Kolmogorov’s second similarity hypothesis states the HLL independence
of ν so that HˆLL becomes a constant HˆLL = C2, which leads to
H(~r) = C2(εr)
2
3
(
4
3
I − 1
3
~r ⊗ ~r
r2
)
(1.17)
Similar approaches using the Ka´rma´n-Howarth equation (Pope, 2000) lead to Kol-
mogorov’s famous 45 -law. It describes the universality of the third order longitudinal
structure function HLLL :=
〈
(u1(~x+ ~e1r)− u1(~x))3
〉
in the ISR where ~e1 describes the
unit vector in the first direction.
The Kolmogorov 45-law
HLLL(r) = −4
5
εr (1.18)
The importance of this law is that the third order moments are unidirectional. These
third order moments drive the energy transfer between large scales and small scales
(Monin & Yaglom, 1975). If we can state isotropy and universality for the inter-scale
transport, then we would have a strong basis for a turbulence theory and turbulence
models. In fact most of the common sub-grid scale models used in large eddy simulations
are based on the isotropy and universality of the third order moments. Several research
groups have investigated which other information can be obtained from this law (e.g.
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Kailasnath et al. (1992),Novikov (1971),Chorin (1994) and Vainshtein & Sreenivasan
(1994)).
Similar universal laws can be derived for moments of all orders by assuming local isotropy
and that Kolmogorov’s hypotheses hold (Sreenivasan & Antonia, 1997). So for the nth-
order moment of the longitudinal velocity increment it can be seen that
〈(u1(~x+ ~e1r)− u1(~x))n〉 = Cn (εr)
n
3 , (1.19)
where Cn are universal constants.
In general turbulent flows, global isotropy and global homogeneity are not given. How-
ever, since the structure functions only involve velocity difference instead of velocity
itself it is often thought that the findings for HIT can be transferred to non HIT flows
assuming local homogeneity and local isotropy holds (Sreenivasan & Antonia, 1997).
But on the other hand, Zubair (1993) states that even for high Reynolds numbers the
large scale contribution to the third order moments may be non-trivial.
To investigate this further it is useful to investigate the spectral footprint of turbulence.
The velocity spectrum tensor (eq. 1.3) and the energy spectrum function (eq. 1.4) are
the right tools to do that. Based on Kolmogorov’s theory, Pope (2000) introduced a
model for the energy spectrum function (figure 1.11)
E(κ) = Cε
2
3κ−
5
3 fl0(κl0)fη(κη), (1.20)
where fl0 and fη are ‘universal functions’ (Pope, 2000) to be defined. fl0 describes the
behaviour of the model spectrum in the energy containing region and will not be universal
in general. It will tend to unity for larger wave numbers, so that in the inertial subrange
it will allow the −53 -law to be active. The second universal function fη describes the
behaviour of the spectrum in the dissipation range. Opposite to fl0 it tends to unity for
approaching the ISR from higher wave numbers. For general flows the energy containing
Figure 1.11: A model spectrum 1.20 with universal functions suggested by Pope (2000)
p.233 at Re = 10000.
part will not be universal as in Kolmogorov’s example of HIT. But in the present work
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we will focus on small scales which are distributed in the spectrum starting in the ISR
up to the end of the dissipation range. Therefore the function fl0 describing the change
of the spectrum in the energy containing range will not be taken into account. The
spectrum of the small scale motion with high enough wave numbers κ 1l0 then will be
E(κ) = Cε
2
3κ−
5
3 fη(κη). (1.21)
Much research has been done in investigating the behaviour of fη(K) (K := κη). What
seems to be consistent across previous studies is that the function approaches C for
small K, the behaviour for large κ is still discussed and the universality can not be taken
for granted. A summary of non-exponential approaches are summarized by Monin &
Yaglom (1975), but have now been superseded by exponential estimates. Foias et al.
(1990) proposed via empirical and theoretical investigations of the Stokes eigenfunctions
that the universal function has the form fη(K) = e
−gK with g ≥ 1 under certain
smoothness assumptions. Another approach states that fη(K) = K
αe−gK , where the
HIT turbulence simulations of Kerr (1990) and Sanada (1992) lead to approximations of
g ≈ 5.2 and α ≈ 3.3. On the other hand, Chen et al. (1993) suggested g ≈ 7.1 based on
their observations for low Reynolds number (Reλ ≈ 15) HIT. Sirovich et al. (1994) even
observed Reynolds number dependence of g in their simulations of HIT. A comparison
of dissipation ranges of many flows of various different types was done by Saddoughi
& Veeravalli (1994). They showed a good (although not fully satisfactory (Sreenivasan
& Antonia, 1997)) collapse of the dissipation spectra of all flows. A more detailed
discussion on this topic can be found in Sreenivasan & Antonia (1997), who summarized
this overview as: “On the whole, it is not possible to assert that K41 (authors comment:
K41 = Kolmogorov (1941)) works exactly, even for second order statistics,...”. A reason
for the failure is given by Oboukhov (1962) who mentioned that the strong variability of
the energy dissipation rate causes strong “change of the large scale processes”. Further
he suggested replacing the time averaged dissipation by a locally averaged dissipation.
Two important points of this part of the literature review will be addressed in this work.
One is that, following Kolmogorov’s 45th-law, third order moments are universal in the
small scales of high Reynolds number flows. This will be discussed in the context of
spatially filtered Navier-Stokes equations. Filtering the Navier-Stokes equations allows
to separate different scales and decrypt the energy transfer between large scales and
small scales. Universality arguments for this transfer will be discussed. The second
important point is the universality of the dissipation range. It is rarely discussed for
non-equilibrium flows. This will be addressed in this work by comparing dissipation
range spectra of different flows.
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1.2.2 Lagrangian Dynamics
The last section introduces on the mean distribution of energy across the scales of motion
as well as the transfer rates within the cascading process and the dissipation range. But
what remains unknown is how this transfer physically happens. In this regard it is
useful to know about the character of turbulent structures, their evolution, and how
they are distributed in a turbulent flow. Lagrangian dynamics offer a possibility to
investigate that. Lagrangian dynamics in contrast to Eulerian dynamics describe a flow
in a reference system that is fixed to a fluid particle instead of an inertial system which
is fixed to the flow domain. This allows a different perspective on the flow and exposes
other ways of describing turbulence. Regarding turbulence as an ensemble of structures
of different size there is need to describe the character of these structures as well as their
dynamics. From the previous section we know about the presence of a cascading process
that drives the kinetic energy to smaller and smaller scales until it reaches a scale where
it dissipates to internal energy. What is missing from our understanding is how this
process works in physical space and how structures affect each other. To describe this
interaction Lagrangian dynamics appear to be a suitable tool.
The velocity gradient tensor contains a huge amount of information about a flow and
its dynamics. In their review about ‘critical-point’ concepts, Perry & Chong (1987)
summarized how local flow patterns can be characterized by just regarding the velocity
gradient tensor at the location of interest. The idea behind this approach is applying a
Taylor series expansion to describe the velocity field in a local area around an arbitrary
location ~x0 (‘critical point’) in the domain via the velocity gradient tensor A := ∇~u.
The second order Taylor series expansion around this critical point has the form
~u(~x, t) = ~u( ~x0, t) +A( ~x0, t) · (~x− ~x0) +
(
∇A(~ξ)
2
· (~x− ~x0)
)
· (~x− ~x0) , (1.22)
where the last term is the truncation error with ~ξ being a point in the neighbourhood of
~x0, Bε(~x0) = {~x ∈ R3| ‖~x0 − ~x‖ < ε}. Assuming that the truncation error is negligible
we obtain the system
~u(~x, t)− ~u( ~x0, t) = ~˙x− ~˙x0 +A( ~x0, t) · (~x− ~x0) . (1.23)
By assuming A is constant for small time increments we obtain a system of linear
ordinary differential equations (ODEs) of the form
~˙y = A · ~y. (1.24)
Systems of first order linear ODEs can be characterized by the eigenvalues and eigenvec-
tors of the matrix A. The eigenvalues describe the character of the solution of 1.24 and
therefore the flow topology at the critical point. The eigenvectors add the directivity.
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The characteristic polynomial pchar(α) of A is defined as
pchar(α) := det (A− αI) = α3 + Pα2 +Qα+R. (1.25)
Eigenvalues of A are obtained as the solutions for pchar(α) = 0. P denotes the first
invariant of the velocity gradient tensor and is defined as the additive inverse divergence
of the velocity field
P := −∇ · ~u. (1.26)
For simplicity reasons we will consider an incompressible flow in this introduction and
therefore the divergence is zero. Q is the second invariant and is half the sum of all sub
determinants of A and can be written as
Q := −1
2
〈
A,AT
〉
F
. (1.27)
〈·, ·〉F denotes the Hilbert-Schmidt inner product defined in 2.2. The third invariant R
is defined via the determinant of A which is the volume of the parallelepiped spanned
by the columns of A
R := −1
3
〈
AA,AT
〉
F
= −detA. (1.28)
More invariants of the velocity gradient can be found in Meneveau (2011).
The discriminant of 1.25
∆ =
27
4
R2 +Q3 (1.29)
is a significant quantity as its sign divides the eigenvalue into being purely real or being
combinations of real and complex values. The subset of all (Q,R) with ∆ = 0 is the
same subset of all (Q,R) that fulfil
R = ±2
√
3
9
(−Q) 32 .
The velocity gradient tensor has either purely real eigenvalues (∆ ≤ 0) or one real and
two complex eigenvalues which form a complex conjugate pair (∆ > 0). The local pattern
describing the flow can then be characterized with the eigenvalues and eigenvectors.
Figure 1.12 sketches the different flow topologies that can be determined from the values
of Q and R. If (Q,R) falls into the lower right sector (S III), then ∆ is negative and
we find purely real eigenvalues and therefore the corresponding flow structure is a pure
straining structure. When R is positive two eigenvalues are positive and one is negative,
which leads to an unstable node/saddle/saddle topology. In other words the structure
has an expanding character in two spatial directions while having a contracting character
in the third direction. The lower left sector (S IV) covers, like S III, a pure strain regime
as ∆ is negative and the eigenvalues are purely real. But as R has opposite sign compared
to S III, the corresponding structure is contracting in two directions while expanding
in the third one. Therefore it is described as stable node/saddle/saddle topology. If
(Q,R) falls into the upper left sector (S I) the discriminant is positive and therefore the
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Figure 1.12: Incompressible (Q,R) phase-space, together with sketches of the local flow
topology prevalent in each sector. Figure adapted from Ooi et al. (1999).
corresponding eigenvalues are not purely real any more. One eigenvalue remains real
while the other two form a complex conjugate pair. This indicates a rotational flow
with the eigenvector corresponding to the real eigenvalue being the rotation axis. The
structure is described as stable focus/stretching. The real eigenvalue is positive while the
real part of the complex conjugate pair is negative. This leads to a stretching character
along the rotation axis of the structure while the structure is contracting towards the
axis. Finally, the upper right sector (S II) contains rotational structures as well, but
unlike S I these structures are contracting along their rotation axis while expanding away
from the axis. This leads to an unstable focus/stretching structure. The interpretation of
these structures has to be conducted with care. The analysis description of the character
of a structure is purely local, therefore it does not necessarily describe the actual shape
of the structure in the flow field. In other words, the characteristic analysis describes
the tendency of the development of a structure at a given point in space and time. To
obtain the actual shape of flow structures a non-local approach is needed. This could be
carried out via Minkowski functionals as a tool to classify shapes of structures (Leung
et al., 2012). At this stage, however, we have enough information about the character
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of the development of a given structure for the purpose of the current study, and will
also pursue more involved analysis techniques.
The dynamics of Q and R in the incompressible case can be stated as (Cantwell, 1992):
dQ
dt
= −3R− 〈A,Ht〉F
dR
dt
=
2
3
Q2 − 〈AA,Ht〉F ,
(1.30)
where H contains the anisotropic part of the pressure Hessian as well as the viscous
diffusion
H := −1
ρ
(
∇ (∇p)− 1
3
trace (∇ (∇p)) I
)
+ ν∆A.
This system of equations fully describes the evolution of Q and R and therefore the
change of flow topologies characterized by the critical point analysis in incompressible
flows. To give a first impression of what this evolution can look like, the restricted Euler
equations can be investigated. We can obtain the restricted Euler system by neglecting
non-local diffusion terms and non-local pressure terms in the evolution equations. For
further detail, read Meneveau (2011). In this restricted system Vieillefosse (1982, 1984),
the dynamical system for Q and R simplifies to
dQ
dt
= −3R
dR
dt
=
2
3
Q2.
(1.31)
The discriminant ∆(t) = 274 R(t)
2 + Q(t)3 is a time invariant (Meneveau, 2011) and
Figure 1.13: Incompressible (Q,R) phase-space, showing trajectories for the restricted
Euler system 1.31 (Martin et al., 1998).
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the phase-space flow is shown in figure 1.13. We can observe how a certain (Q,R)-state
is developing in time when only the non-linear terms of the Navier-Stokes equations
are active. It should be mentioned that for time marching towards infinity the third
invariant is unbounded
R(t)
t→∞−−−→∞.
The second invariant shows asymptotic behaviour
Q(t)
t→∞−−−→ − 3
2
2
3
R
2
3 .
The diffusion, which is set to zero in this restricted Euler system, will certainly work
against R approaching infinity as diffusion grows with growing velocity Hessian mag-
nitude. Martin et al. (1998) carried out DNS of homogeneous isotropic turbulence at
Reλ = 71 and showed separately the effect of the first order terms (restricted Euler
system) and the effect of the pressure Hessian and diffusion on the dynamics of Q and
R (1.14). At first glance the plots seem to be a mirror-image of the respective other
Figure 1.14: The effect of the different forcing mechanisms on dQdt and
dR
dt as vector plots.
(a) shows the vector field resulting from the restricted Euler system and (b) illustrates
the mean evolution of R and Q due to terms involving H.(Martin et al., 1998)
one. While the source terms in the restricted Euler flow (1.31) let structures tend to
develop from patterns with one unstable and two stable directions to patterns with two
unstable and one stable directions, the pressure Hessian and diffusion have the reverse
effect. But the effects do not exactly cancel each other out. This would lead to a steady
state of flow structures, which is not what we observe in turbulent flows. Indeed there is
a significant difference between both plots. This becomes more obvious if the total mean
evolution of Q and R is plotted (1.15). In this plot of Martin et al. (1998)’s DNS data
the mean evolution of a flow structure is clearly presented. The plot states that flow
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Figure 1.15: dQdt and
dR
dt as vector plots multiplied by a factor 5. (a) shows the vector
field resulting from the restricted Euler system and (b) illustrates the mean evolution of
R and Q due to terms involving H.(Martin et al., 1998)
structures start off as unstable node/saddle/saddle structures which are pure staining
structures. Then they develop from one to two contracting directions and from two to
one expanding direction at the same time. While these processes seem to be slow the
development of the structures, in a (Q,R)-sense, accelerates as they develop to rota-
tional structures. First they become stretching foci and as such the structures increase
the magnitude of the velocity gradient tensor. At some point the structures seem to
become unstable enough to flip over to a positive value of R and become contracting
foci. In this state they first decrease the magnitude of the velocity gradient until the
final increase sets in and the structures dissipate.
It is well established that vortex stretching is a major mechanism of the cascading pro-
cess towards smaller scales. In the (Q,R) phase space this mechanism is located in
sector I. Vortex stretching has received great attention in turbulence research. In the
stretching process the radius of a vortex is decreasing and as angular momentum has
to be conserved, vorticity magnitude has to increase. In this context enstrophy, which
is the vorticity magnitude squared, ‖~ω‖2, is a suitable quantity to investigate the cas-
cading process. Especially the production of enstrophy, ~ωtS~ω (S denotes the strain rate
tensor), has a significant role in the process of vortex stretching. It can be rewritten as
‖~ω‖2∑3i=1 λi (~ˆei · ~ˆω)2 where λ1 ≥ λ2 ≥ λ3 are the eigenvalues and ~ˆei the corresponding
normalized eigenvectors of the strain rate tensor. Further, ~ˆω is the normalized vorticity
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vector with ‖~ˆω‖ = 1 . In this form of the enstrophy production it can be seen that the
alignment between principal strain axes (i.e. the normalized eigenvectors) and vorticity
are essential for the composition of the production itself. As the strain rate tensor is
symmetric its eigenvalues are purely real and incompressibility leads to λ1 being pos-
itive and λ3 being negative. λ2 can vary in sign. The average ratio of magnitudes in
homogeneous isotropic turbulence was found to be (λ1 : λ2 : λ3) = (3 : 1 : −4) (Ashurst
et al., 1987) and was more recently confirmed by other researchers for flows close to
equilibrium (e.g. Ganapathisubramani et al., 2008).
Considering vortex stretching to be the dominant process in turbulent flows one would
intuitively think that vorticity is most likely to be aligned with the strongest extensive
strain direction ~e1 so that the strongest strain is acting in the direction of the vortex axis.
But Ashurst et al. (1987) found vorticity most likely to be aligned with the intermediate
strain direction ~e2 (figure 1.16). This finding was confirmed by other researchers con-
ducting experimental (e.g. Ganapathisubramani et al., 2008) as well as numerical (e.g.
Hamlington et al., 2008; Leung et al., 2012) studies and is part of Meneveau (2011)’s
review on the topic of Lagrangian dynamics. At first glance this is a surprising finding,
Figure 1.16: Probability density functions of the orientation of vorticity vector with
eigenvectors of the strain-rate tensor (~e1 = αˆ;~e2 = βˆ;~e3 = γˆ) (Ganapathisubramani
et al., 2008).
but in their vortex model Ashurst et al. (1987) already presented the idea that this find-
ing simply shows the alignment of a vortex with its own strain field. This strain field
is created by the shear stress the vortex is producing due to viscous effects in the plane
normal to its rotation axis. Hamlington et al. (2008) then decomposed the strain rate
tensor in the surrounding area of a vortex into a part that contains the self-produced
strain and a part that contains the background strain. Although it was not possible to
decompose the strain exactly, their results show that the likeliness of vorticity to align
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with the intermediate strain direction is decreasing the more of the self-produced strain
is removed. In Leung et al. (2012)’s work on geometry and interaction of turbulent
structures they bandpass filtered DNS data of decaying homogeneous isotropic turbu-
lence at a Taylor Reynolds number Reλ = 141. Figure 1.17 indicates that the vorticity
Figure 1.17: Probability density functions of the orientation of vorticity vector bandpass
filtered at 15η with eigenvectors of the strain-rate tensor filtered at 100η, 24η, 15η and
10η respectively. The continuous lines show pdf(~ˆe1 · ~ˆω), the chain lines show pdf(~ˆe2 · ~ˆω)
and the dashed lines show pdf(~ˆe3 · ~ˆω). (Leung et al., 2012).
is aligned with the intermediate strain direction of its own strain field but is aligned with
the extensive strain direction of structures that are larger than itself. They showed this
for vorticity filtered at 15η as well as 10η and the results show the same trend. Further
their work shows that if the ratio of filter length for the strain field and filter length
for the vorticity become too large then the vorticity looses any tendency to align with
a specific strain direction. This ‘random’ alignment of structures with large differences
in size can be seen as loss of directivity during the cascading process. This could un-
derline Kolmogorov’s hypothesis of local isotropy which states that for sufficiently large
Reynolds numbers the small scales are locally isotropic. Further this picture fits well
into the ‘cascading via vortex stretching idea’. Larger structures feed smaller structure
via the strain field they are producing. The smaller structures are aligning with the
larger structures in a way that they get stretched in the larger structures’ strain field.
But this only happens in a fixed band of scale ratios of the two structures. This fact un-
derlines the Reynolds number invariant decaying exponent of kinetic energy with respect
to wavenumber (i.e. Kolmogorov’s −53 -law). Besides the stretching of vortices by larger
structures the tendency of a vortex to contract due to its own strain field is underlined
with these results as well. These opposite effects can at some point lead to an unstable
state where we might find the change from stretching to contracting structures.
Another approach to explain the, in the context of vortex stretching ‘unexpected’, pre-
ferred parallel alignment of vorticity and intermediate strain direction was shown by
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Buxton & Ganapathisubramani (2010). In their experimental work on the far field of
an axisymmetric turbulent jet they stated a global alignment of the vorticity vector
with the principal strain axis that is consistent with literature. Further, they put the
significant imbalance of mean enstrophy production over the different (Q,R)-sectors in
focus. They showed that the lion’s share of the enstrophy is produced in S II (see table
(Q,R)-sector (S) 〈~ω
tS~ω〉|S
〈~ωtS~ω〉 Proportion of total volume
S I 2.44 37%
S II −0.40 29%
S III 0.69 24%
S IV 0.54 10%
Table 1.1: Ratios of the mean enstrophy production conditioned to appear in the dif-
ferent (Q,R)-sectors and the global mean production (second column). Ratios of the
probability of a structure to be in the respective sector (third column). Data taken from
Buxton & Ganapathisubramani (2010).
1.1), which underlines that the main part of the scale transfer via vortex stretching
is located in this sector. Based on this fact they conditioned the probability density
functions of the alignment to be located in the respective (Q,R)-sectors (figure 1.18).
Their results show that while the alignment of vorticity and intermediate strain direc-
S IIS I
S IV S III
Figure 1.18: Probability density functions of the alignment between vorticity vector
with extensive strain direction (solid lines) and intermediate strain direction (dashed
lines) conditioned to be located in the different (Q,R)-sectors respectively (Buxton &
Ganapathisubramani, 2010).
tion is widely unaffected, the probability density function of the alignment of vorticity
with the extensive strain direction is dependent on the condition. This finding reveals
that the globally arbitrary alignment of vorticity with the extensive strain direction is
a superposition of non-arbitrary alignments for structures of different character. While
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for S III the alignment remains arbitrary, in S II the two vectors prefer to align per-
pendicularly. But in S IV and especially S I, where vortex stretching is supposed to be
the most active mechanism, vorticity is likely to be aligned with the extensive strain
direction. As mentioned before, this type of alignment is favouring the idea of vortex
stretching. This work was extended on experimental data of a planar mixing layer (Bux-
ton et al., 2011), where the data was additionally filtered to expose the behaviour of
different spatial scales. The data was filtered at four different scales (2.5η, 5η, 7.5η and
25η) and is shown in figure 1.19. While for unstable foci (S II) the different scales show
S IIS I
Figure 1.19: Probability density functions (PDFs) of the alignment between filtered
vorticity vector with filtered extensive strain direction conditioned to be located in S I
(left) and S II (right). The dashed line and the crosses are global PDFs across all four
sectors, for the filtered data at 2.5η and 7.5η, respectively. (Buxton et al., 2011).
similar behaviour, the alignment in the regime of stable foci (S I) shows a dependency
on the size of the structures. The fact that the tendency of parallel alignment is given
for all filtered scales and is magnified for larger scales, Buxton et al. (2011) interpret in
the way that enstrophy amplification is a process that takes place over a wide range of
scales. But it is more pronounced in the inertial sub-range than in the dissipation range
and therefore predominantly driven by larger scale structures. This coincides with the
previously presented filtered results from Leung et al. (2012).
Now that we have an overview of the evolution of flow structures the rates at which
these structures appear in a turbulent flow still needs to be shown. A well known plot
stating this is the ‘teardrop’ which the joint probability density function of Q and R
shows (figure 1.20). The proportions of the different sectors are stated in table 1.1. The
sector with the highest probability of Q,R having values fitting to it is S I and if this
sector represents stretching vortical structures, then indeed this is the dominant mech-
anism in turbulence. The sector with the second highest probability is S II where we
find contracting vortical structures. The remaining 34% of the probability is distributed
over sectors S IV and S III which represent pure straining, with a larger proportion in S
III. SII and S III show a tail of the joint PDF towards large values of R around ∆ = 0.
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S IIS I
S IV S III
Figure 1.20: Joint probability density functions (PDFs) between Q and R normalized
by the second and third powers of ν
η2
, respectively. The outer contour is at level 70 and
the inner contour is at level 700. The spacing between adjacent contour levels is 70. The
dashed lines mark R = 0 and ∆ = 0 (Buxton & Ganapathisubramani, 2010).
The largest magnitudes of R in this distribution are found in this tail. This can be an
indication that the main dissipation is taking place for structures that are characteristic
for the region where this tail is located.
This literature review provides an overview of turbulence that is sufficient for the start of
this work. Further and more detailed literature reviews will be provided where needed.
1.3 Outline of the Report
In the following chapter 2 the Navier-Stokes equations that are used to model and as
well to analyse the flows are outlined. Some key facts are discussed and complexity
issues are highlighted. For the further analysis the Navier-Stokes equations are split
into large-scales and small-scale parts (sec. 2.2) and some dynamics of turbulence are
outline and others are newly derived (sec. 2.3). After this basis is provided the nu-
merical methods to approximate and analyse the flows are described in chapter 3. This
chapter includes a full description, and validation where needed, of the later analysed
flows (sec. 3.3). In chapter 4 results about universal features of the velocity gradient
and related quantities are discussed. Results of several location in three different flows
are analysed and compared. Part of this study is then extended to great detail on the
data of a turbulent boundary layer flow in chapter 5. This includes a decomposition
of the enstrophy production and a discussion about the development of the respective
pieces in the turbulent boundary layer. A full and comprehensive discussion of energy
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redistribution mechanisms in a turbulent boundary layer is presented in chapter 6. Be-
sides the presentation and analysis of the global mechanisms many important features
of turbulence in wall-bounded flows are discovered, analysed and described. Finally all
the previous is summarized in chapter 7. At this stage recommendation for future work,
that is directly related to this work, is provided.
Chapter 2
Governing Equations for
Compressible Fluids
2.1 Compressible Navier-Stokes Equations
Fluid flow problems are omnipresent in our life. We encounter fluid flows in nature, e.g.
blood flow, airflow in our lungs or driving the global weather, as well as in technical
applications like oil pipelines, ships or aircrafts. To understand and describe them and
to be able to make improvements, we need to model the underlying physics and express
them in an abstract way. Mathematics then will help to classify, analyse and solve the
problems for the different applications. A few different ways of modelling fluid flow prob-
lems exist, e.g. the Euler equations, Boltzmann’s equations of motion, Jindrˇich Necˇas’1
higher order viscosity model, etc. Commonly, solutions for these abstract models are
approximated numerically. Depending on the temporal and spatial scales present in the
flow, and the character of the problem, some models are more and some of them are
less suitable to solve the given physical problems. We can even find models that are
only suitable for analytical investigation as the effort to solve the resulting system of
equations is immense and not reasonable with today’s knowledge, techniques and com-
putational resources (e.g. Boltzmann equations). If we accept Moore’s Law about the
sustained increase of computational power, there is an upper bound (although high) of
the available computational resources. Hence, a promising way is to extend our under-
standing of flow systems and use it to improve the techniques we use to treat and solve
them.
In the present work, we will concentrate on the Navier-Stokes (NS) equations to describe
a fluid flow problem. They are the result of the most common model of macro scale fluid
flows and can be derived with additional assumptions from more complex models. We
1Czech mathematician (1929 - 2002)
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will consider a single phase, compressible fluid being a continuum, fulfilling the Newto-
nian conditions and the properties of a perfect caloric gas. Applying the conservation
of mass, Newton’s conservation of momentum and the conservation of energy, we end
up with a system of five coupled non-linear, partial differential equations (PDEs) for
density ρ (2.1), the velocity vector ~u (2.2) and the total energy E := e+ 12~u
2 (2.3). The
algebraic equation of state (2.4) governing the relation between pressure p, temperature
T , internal energy e, and ρ completes the system. To simplify the notation we define
the so-called outer product on vector spaces.
Definition 2.1. Outer product
Let V ⊆ Rn be a n-dimensional vector space over R and ~x, ~y ∈ V elements of this vector
space. Further let Matn(R) be the set of all n × n square matrices over R. Then the
operation
⊗(·, ·) : V × V → Matn(R); ⊗(~x, ~y) 7→ (xiyj)3i,j=1
is called outer product or dyadic product. For simplification the notation
~x⊗ ~y := ⊗(~x, ~y)
will be used.
The flow describing equations in conservative form can be stated as follows.
Continuity-Equation
∂ρ
∂t
+∇ · (ρ~u) = 0 (2.1)
Momentum-Equation
∂ρ~u
∂t
+∇ · (ρ~u⊗ ~u) = −∇p+∇ · τ + ρ~f (2.2)
Energy-Equation
∂ρE
∂t
+∇ · (ρE~u) = −∇ · (~up) +∇ · (τ · ~u) +∇ · ~q + ρ~u · ~f (2.3)
Equation of State
p =
ρT
γM2∞
= (γ − 1)ρe (2.4)
In this system ~f describes external forces. The viscous stress tensor τ is the source of
molecular diffusion due to friction in the fluid and defined as
τ :=
µ
Re∞
(∇~u+∇~uT )︸ ︷︷ ︸
=:2S
−
2
3
∇ · ~u︸ ︷︷ ︸
=trace(S)
 I
 (2.5)
=2
µ
Re∞
(
S − 1
3
trace(S)I
)
︸ ︷︷ ︸
=:S∗
(2.6)
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where µ is the dynamic viscosity that follows the Sutherland’s law (here in dimensionless
form)
µ = T
3
2
1 + TSu
T + TSu
, (2.7)
where TSu denotes the Sutherland’s temperature. I denotes the 3 × 3 unity matrix.
The velocity gradient ∇~u = S + Ω can be decomposed into a symmetric part S :=
1
2
(∇~u+∇~uT ) and a skew-symmetric part Ω := 12 (∇~u−∇~uT ). The symmetric part S
is called strain rate tensor and the skew-symmetric part Ω is called rotation tensor. In
the energy equation the heat flux vector ~q is defined as
~q :=
µ
Re∞(γ − 1)M2∞Pr∞
∇T, (2.8)
so that the thermal conduction satisfies Fourier’s law. Therefore, γ is the isentropic
coefficient of the fluid. It is to mention that this system is non-dimensionalised to
reduce truncation errors and for generalization as well as for comparison reasons. The
non-dimensionalisation results in the dimensionless Reynolds (Re∞), Mach (M∞) and
Prandtl number (Pr∞), which are functions of the dimensional reference values of the
non-dimensionalisation: Re∞ := ρ∞u∞Lµ∞ , M∞ :=
u∞√
γRT∞ and Pr∞ :=
µ∞cp,∞
κ∞ . In the
following all the variables are dimensionless unless stated otherwise.
To fully define the abstract problem of a turbulent flow the domain on which the system
of PDEs is defined needs to be specified. As flows in general are three dimensional, we
define the space-domain Ω as an open or closed subset of R3 (Ω ⊆ R3). The time is
marching forward and so we define the space-time domain ΩT as ΩT := R+×Ω. The flow
then is defined on ΩT as (ρ, ~u, T ) : ΩT → R5. The boundary conditions will be enforced
by the differential operator BC(ρ, ~u, T ) defined as BC :
(
∂ΩT → R5
) → (∂ΩT → R5),
where ∂ΩT is defined as ∂ΩT := R+ × ∂Ω, the spatial boundary of ΩT . The initial
condition at t = 0 is given as ρ0 := ρ(0, ·), ~u0 := ~u(0, ·), T0 := T (0, ·) ∈ C2(Ω) where
Ω is the closure of the space-domain. With these definitions we can state the formal
definition of the flow problem:
Find (ρ, ~u, T ) : ΩT → R5
∂ρ
∂t +∇ · (ρ~u) = 0 (∀(t, ~x) ∈ ΩT )
∂ρ~u
∂t +∇ · (ρ~u⊗ ~u) = −∇p+∇ · τ + ρ~f (∀(t, ~x) ∈ ΩT )
∂ρE
∂t +∇ · (ρE~u) = −∇ · (~up) +∇ · (τ · ~u) +∇ · ~q + ρ~u · ~f (∀(t, ~x) ∈ ΩT )
p = ρT
γM2∞
= (γ − 1)ρe (∀(t, ~x) ∈ ΩT )
with
BC(ρ, ~u, T ) = 0 (∀(t, ~x) ∈ ∂ΩT )
and
(ρ, ~u, T )(0, ·) = (ρ0, ~u0, T0)
(∀t = 0, ~x ∈ Ω)
(2.9)
Although this system of PDEs, at least in a comparable form, has been known for more
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than 150 years, it is still unsolved in its general form. Even the existence and the unique-
ness of solutions is still not proven. The root of all the trouble lies in the equations’
non-linearity. As effect of the non-linearity, the solutions (if they exist) seem to have a
wide range of temporal and spatial scales, that we know as ‘turbulence’ and that will be
the focus of the present work. Even if we know only little about the analytical solution,
it is possible to approximate a solution in a numerical way. The method of approaching
a solution to the Navier-Stokes equations without using any further model to describe
turbulence and therefore resolving all the scales of motion is called direct numerical sim-
ulation (DNS), and will be explained in more detail in chapter 3. These approximated
solutions provide an opportunity to get an idea about the underlying character of the
system (2.9) for different applications and will help in two ways. One is the improved
understanding of this system and the role of its individual terms. The second is the
general understanding of the behaviour of possible solutions in different turbulent flows.
The latter is one of the basic research topics in computational fluid dynamics as for most
practical flows a direct approximation of the system (2.9) is simply not achievable in a
reasonable time as current computational resources are insufficient. In these cases the
NS equations will be modified, in a way that not all the flow structures of the solution
need to be captured by the equations (e.g. RANS, URANS, LES, DES,...). But the
effect of these structures need to be modelled instead. To reduce complexity of the solu-
tion without losing too much information is the challenge in these turbulence modelling
approaches. To discuss some existing models and bring up guidelines for new models
will be one of the goals of the present work. For simplicity, we will assume that no body
forces are acting on the fluid and therefore neglect the forcing terms ρ~f in the following.
For the understanding of the equations and improving or developing turbulence mod-
els, it is indispensable to take a closer look at the different terms of the PDE system
(2.9). Applying the chain-rule to the continuity equation (2.1), we end up with the
non-conservative form of the continuity equation
∂ρ
∂t
+ ~u · ∇ρ+ ρ (∇ · ~u) = 0. (2.10)
In (2.10) the first term describes the change of mass in time of an infinitesimally small
cube in the flow field, which is from now on referred to as ‘fluid particle’. The second
term transports the fluid particle’s mass with the flow. The last term is the dilatation
(divergence of velocity ∇ · ~u) weighted with the density and shows the compression of a
fluid particle due to velocity gradients acting on it.
With definition (2.1) and applying the chain-rule, ∇ · (ρ~u ⊗ ~u) can be rewritten as
~u ·∇ρ~u+ ρ~u (∇ · ~u). Substituting this into (2.2) and applying the chain-rule to the time
derivative we get
∂ρ~u
∂t
+ ~u · ∇ρ~u+ ρ~u (∇ · ~u) = −∇p+∇ · τ. (2.11)
Here the first term of the LHS describes the change of velocity while the second is the
non-linear transport term, in which a source of turbulence is hidden. The third term is
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conserving mass and will drop out if the equation is transformed into primitive form.
The first term on the RHS shows the forces due to pressure differences in the flow field.
Momentum diffusion is represented by ∇ · τ , which includes all the second derivatives
and acts as a smoothing operator on the velocity field.
As mentioned earlier (1.2), two main characteristics of turbulence are the transfer of
kinetic energy between different scales of motion and the dissipation of kinetic energy to
internal energy. Therefore it is essential to get a clear image of the energy distribution
in the flow. To highlight this the equations of internal and kinetic energy will be intro-
duced in the following. But first there is a need for two definitions and a useful theorem
and a lemma to simplify the notation.
Definition 2.2. Hilbert-Schmidt inner product
Let Matn(C) denote the space of all n × n square matrices with the usual operations
and A,B ∈ Matn(C). We define the mapping
〈·, ·〉F : Matn(C)×Matn(C)→ C
by
〈A,B〉F := trace(AB∗),
where A∗ is the conjugate transpose (i.e. if A = (ai,j) then A∗ = (bi,j) where bi,j = aj,i).
This is called the Hilbert-Schmidt inner product on Matn (C).
That mapping is an inner product with the properties of linearity, conjugate symmetry
and that it is positive definite is given by the following theorem:
Theorem 2.3. The Hilbert-Schmidt inner product 〈A,B〉F := trace(AB∗) is an inner
product on Matn (C).
Proof: See Horn & Johnson (2006).
Further we want to state the following property of this product.
Lemma 2.4. Let Matn(R) denote the space of all n× n square matrices with the usual
operations and A,B ∈ Matn(R). Then the Hilbert-Schmidt inner product 〈A,B〉F :=
trace(AB∗) can be written as
〈A,B〉F =
n∑
i=1
n∑
j=1
ai,jbi,j
.
See Horn & Johnson (2006).
Based on the Hilbert-Schmidt inner product we now can define a norm on Matn (C):
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Definition 2.5. Frobenius norm
Let Matn(C) denote the space of all n × n square matrices with the usual operations
and A ∈ Matn(C). The mapping
‖ · ‖F : Matn(C)→ C
defined by
‖A‖F :=
√
〈A,A〉F =
√
trace(AA∗) =
 n∑
i=1
n∑
j=1
|aij |2
1/2
is called the Frobenius norm on Matn (C).
Equipped with these tools we can take a first look at the internal energy equation. It
is derived from the total energy equation (2.3) and the momentum equation (2.2). The
complete derivation can be found in the appendix (A.1.2)
∂ρe
∂t
+∇ · (~uρh) = ∇ · ~q + ~u · ∇p+ 〈τ,∇~u〉F . (2.12)
The last term (dissipation) can be further simplified. As the stress tensor τ is a symmet-
ric tensor it is worth splitting up the velocity gradient into the symmetric shear stress
tensor S and the skew-symmetric rotation tensor Ω:
〈τ,∇~u〉F = 〈τ, S +Ω〉F
= 〈τ, S〉F + 〈τ,Ω〉F︸ ︷︷ ︸
=0 (τ sym.,Ω skew-sym.)
= 〈τ, S〉F .
(2.13)
Further the definition of τ (2.5) can be substituted to obtain the following equality
〈τ, S〉F = 2
µ
Re∞
〈S∗, S〉F
= 2
µ
Re∞
〈S, S〉F −
2
3
µ
Re∞
trace(S)2
= 2
µ
Re∞
〈S, S〉F −
2
3
µ
Re∞
〈S, I〉2F .
(2.14)
Using the Cauchy-Schwarz inequality (see Horn & Johnson, 2006) (〈x, y〉2 ≤ 〈x, x〉·〈y, y〉)
we can show
〈S, I〉2F ≤ 〈S, S〉F 〈I, I〉F︸ ︷︷ ︸
=3
⇔
1
3
〈S, I〉2F ≤ 〈S, S〉F .
(2.15)
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Substituting this into (2.14) leads to
〈τ, S〉F ≥ 2
µ
Re∞
〈S, S〉F −
2
3
µ
Re∞
3 〈S, S〉F
= 0. (2.16)
Thus the dissipation term is positive definite, which is very useful to know for the
transfer of energy. Substituting 2.13 into 2.12 we obtain the final conservative form of
the internal energy equation:
∂ρe
∂t
+∇ · (~uρh) = ∇ · ~q + ~u · ∇p+ 〈τ, S〉F . (2.17)
Before we discuss this equation any further, let us introduce the transport equation
for the kinetic energy ekin :=
1
2~u
2. This now can be obtained by either subtracting
the internal energy equation (eq. 2.17) from the total energy equation (eq. 2.3) or by
multiplying the velocity vector onto the momentum equation (eq. 2.2) and subtracting
the continuity equation (eq. 2.1) pre-multiplied with the kinetic energy from the product.
Which way is more convenient is the readers choice. After some transformations (see
A.1.1) and applying equation (2.13), the kinetic energy equation in conservative form
becomes
∂ρekin
∂t
+∇ · (ρ~uekin) = −~u · ∇p+∇ · (τ · ~u)− 〈τ, S〉F . (2.18)
Now that we have introduced the equation for internal and kinetic energy the distribu-
tion process of energy and the difficulties it introduces will be stated. This will guide
the further course of this work. The first law of thermodynamics states that total energy
E of a fluid particle is conserved if no sources and sinks of energy are given, as is the
case in this work. Following this all terms in the total energy equation (2.3) can only
redistribute energy. To understand these redistribution processes it is helpful to split
up the total energy. The total energy E = e + ekin can be decomposed (fig. 2.1) into
internal energy e, which represents the kinetic and potential energies of the molecules
of the fluid (Pai & Luo, 1991) , and kinetic energy ekin which is the energy described by
the movement of the fluid.
To analyse the transfer and redistribution process in the Navier-Stokes equations it is
important to have a global picture to categorize the processes and understand their con-
nection. For this reason figure (fig. 2.1) allows a schematic overview on the processes
that govern the energy in a system that is described by the Navier-Stokes equation.
This type of figure will be used to explain the filtered equations as well and is of great
importance to display the focus of this work. For this reason it will be described in
more detail at this stage. The total energy at one location in the domain is described
by the transport equation of the total energy density ρE (eq. 2.3). This equation can
be reordered to an equation with the time derivative on the left hand side (LHS) and
the redistribution terms on the right hand side (RHS). In this way the time derivative
(purple node) and therefore the variation in time at one point of space if governed by all
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∂ρE
∂t
∂ρe
∂t
∇ · ~q
−∇ · (~uρh)
~u · ∇p
〈τ, S〉F ∂ρekin
∂t
−~u · ∇p
∇ · (τ · ~u)
−∇ · (~uρ1
2
~u2
)
−〈τ, S〉F
dissipation
pressure-work
Figure 2.1: Schematic decomposition of the governing equation of total energy E (2.3)
into the governing equations for internal energy e (2.17) and kinetic energy ekin (2.18).
Signs are chosen such that only the time-derivative is on the LHS and all other terms
are found on the RHS.
the terms (small red and blue nodes) on the RHS. By splitting the total energy variation
into internal energy variation (large blue node) and kinetic energy variation (large red
node) it is possible to distinguish between terms that govern the respective parts of
the energy. We find terms that govern the internal energy only (small blue nodes) and
terms that govern the kinetic energy only (small red nodes). But more interestingly the
splitting reveals terms that are responsible for the transfer between the kinetic energy
and the internal energy (green nodes). These terms are not visible in the total energy
transport equation. Here the decomposition is based on the physical quantities e and
ekin. The same idea is used in the next paragraph to reveal the transfer of energy be-
tween different scales of motion. But firstly we discuss the unfiltered energy balance.
Focusing on the internal energy equation (2.17) we see that the divergence of the heat
flux vector ∇ · ~q is redistributing the internal energy only. It acts as thermal diffusion.
Further, this equation contains the part −∇·~uρh of the total energy transport term that
transports the enthalpy only. This term is linear in each variable and therefore purely
transporting the internal energy with the flow velocity. As mentioned before, additional
to the terms that are already part of the total energy equations, the decomposition
exposes two more terms that appear with different sign in the equations for internal
and kinetic energy respectively. These terms maintain the transfer of energy from ki-
netic to internal energy and vice versa. ±~u · ∇p is the pressure-momentum-work and
denoted as pressure-work in the following. It describes the force that balances pressure
and momentum. For instances a slow-down of the flow in an adverse pressure gradient
is reflected. In such a case the velocity vector and the pressure gradient are aligned and
the term transfers energy from kinetic to internal. On the other hand, in a vortex the
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velocity vector is more likely to be perpendicular to the pressure gradient and this term
remains small. Dissipation 〈τ, S〉F is always positive as shown in equation (2.16). In the
kinetic energy equation is appears to have a negative sign (sink) whereas in the internal
energy equation the sign is positive (source). This states that dissipation is draining
energy from the kinetic energy equations and adds it to the internal energy equation, so
that this process does not affect the total energy. A further term in the kinetic energy
is the molecular diffusion, ∇ · (τ · ~u), which is only redistributing the kinetic energy.
The non-linear transport term of the kinetic energy −∇ · (ρ~u12~u2) contains the spatial
transport of kinetic energy as well as transport of kinetic energy across different scales
of motion. This term is the energetic counterpart of the non-linear transport term for
the momentum (2.2). This redistribution of kinetic energy in between different scales of
motion is achieved via a spectral convolution process (Doering & D.Gibbon, 2004) that
can be elucidated by Fourier transforming the Navier-Stokes equations. This term is the
cause of the phenomenon that we call turbulence and is studied in detail in the follow-
ing. As Fourier transformations are not a feasible tool to decompose the Navier-Stokes
equations in a general flow, we choose a different way to highlight the scale transfer of
energy in this work. The applied filtering approach is described in the next paragraph.
2.2 Filtered Navier Stokes Equations
In the last section (2.1) the Navier-Stokes equations and the corresponding energy equa-
tions were introduced. We highlighted the transfer of energy between kinetic and internal
energy, but the inter-scale transfer due to turbulence, settled in the non-linear trans-
port term, is still overlayed by the pure transport of kinetic energy or momentum. The
focus of this work is on this inter-scale transfer of kinetic energy. Investigations on this
inter-scale transfer requires to expose the cascading (1.2.1) process which is hidden in
the non-linear terms of momentum and energy in the current form of the equations (eq.
2.9). There are more possibilities to proceed some of which are covered in books like,
e.g., Frisch (1995); Doering & D.Gibbon (2004). An interesting method is studied by
Brasseur & Yeung (1991). They transform the Navier-Stokes equation to Fourier space
and reveal the triad mechanism. One of their conclusions is that the scale transfer is
a mechanism that couples 3 different scales in spectral space. When energy transfer
is happening between two structures with scales of similar order, a third structure of
significantly different size might control this process. This might be interpreted as that
in the surroundings of large scale vortices there are regions of strong, small scale shear
that produce small scale vortices. This is a theory that we will support with results of
a turbulent boundary layer at a later stage.
However, considering more complex geometries and strongly inhomogeneous mean flows,
the approach of Fourier transforming the entire system of equation is not an option. But
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spatial and/or temporal filtering turns out to be a suitable tool to study the cascading
process in complex geometries. To decouple this cascading process from the spatial mo-
mentum/kinetic energy transport filter operators will be applied to the flow field and
its governing equations. The idea behind filtering and decomposing the equations is to
obtain a ‘cut’ at an arbitrary location of the energy cascade (1.2.1). In general this leads
to a decomposition of the flow quantities into a part containing scales larger than the
scales at the cut location and a part containing scales smaller than those at the cut loca-
tion. In the governing equation for the large-scale (LS) quantities, the non-linear terms
can then be decomposed into terms that contain LS information, terms that contain
small-scale (SS) information, and mixed terms that contain mixed LS-SS information.
The latter two are maintaining the transfer across the cut in the cascade. This kind of
transfer terms will be studied extensively in this work. Secondly these equations are the
governing equations for Large-Eddy Simulation (LES) and Reynolds averaged Navier-
Stokes (RANS) simulations. Studying these equations on experimental data or DNS
data allows us to understand the model contributions of the turbulence models applied
in LES and RANS. To obtain the filtered equations (2.2.2) we first have to introduce an
appropriate filter operator.
2.2.1 Filter
It is convenient to describe the filter operator that decomposes the flow field into a
small-scale contribution and a large-scale contribution in a general form. This allows to
have one system of equations that describes RANS, LES and other filtered equations in
the same form. The only difference between the system is then the choice of the filter
operator. For this reason we define the filter operator noted with a bar that transforms
a function f into its filtered counterpart f¯ . The filter operation is a convolution of the
function f with a filter kernel H combined with a normalization and has the compact
form
f(~x, t) :=
f ∗H[~x, t]
1 ∗H[~x, t] . (2.19)
The explicit form of the filter operation is
f(~x, t) :=
∫
ΩT
f(~ξ, τ)H(~x, t, ~x− ~ξ, t− τ)d~ξdτ∫
ΩT
H(~x, t, ~x− ~ξ, t− τ)d~ξdτ
. (2.20)
The filter kernel H has to be a piecewise integrable function on the space-time domain
Ω¯T where the filter is applied. To obtain the RANS equation the filter kernel has to be
chosen to be a purely temporal kernel that is constant for all times
H(~x, t, ~y, s) = δ(~y). (2.21)
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This kernel leads to a filter operation that is equivalent to the well known Reynolds
averaging (Reynolds, 1895). On the other hand, LES is defined as a purely spatially
filtered approach and the filter kernel takes the form
H(~x, t, ~y, s) = δ(s)G(~x, ~y). (2.22)
G is a spatial filter kernel and in this work we mostly use a Gaussian kernel with variable
filter width
G(~x, ~y) = e
− 1
2
‖~y‖2
(σ(~x))2 . (2.23)
In case of implicitly filtered LES this filter kernel results from the respective discretisation
of the PDE system.
Depending on the choice of the filter kernel we do separate the flow-field into a large
scale contribution represented by filtered quantities and a small-scale contribution that
is represented by the difference of the actual flow field and the large-scale contribution.
Formally this decomposition reads
f ′ := f − f ⇔ f = f + f ′ (2.24)
for f being an arbitrary function. For compressible flows it is useful to introduce a so
called Favre filtering. It was first introduced by A. (1965) and normalizes the filtered
conservative values with the filtered density
f˜ :=
ρf
ρ
. (2.25)
Let f be any primitive variable while ρ stands for density and ρf is the respective
conservative variable. This leads to the Favre decomposition
f ′′ := f − f˜ ⇔ f = f˜ + f ′′, (2.26)
where f˜ denotes a Favre-filtered quantity and f ′′ denotes the fluctuations with respect
to the Favre filtering.
2.2.1.1 Filter Properties
There are four key properties that filters can have and that need to be outlined. This
helps to understand the derivation and possible applications of the filtered equations
that will be derived in the following section.
42 Chapter 2 Governing Equations for Compressible Fluids
1. Conservation of Constants Constants are invariant under the filter operation
c¯ = c, (2.27)
with c being an arbitrary constant. This property is fulfilled by any filter operator
discussed in this work.
2. Linearity with Respect to Summation The filter operator is commuting with
the summation operator
f + g = f¯ + g¯, (2.28)
with f and g being arbitrary piecewise integrable functions on the considered domain.
This property is fulfilled by any filter operator discussed in this work.
3. Commutation with Differential Operators This describes the property of the
filter operator to commute with differential operators
∂f
∂s
=
∂f¯
∂s
, (2.29)
with f being an arbitrary piecewise integrable function on the considered domain and
s being an arbitrary direction (x1, x2, x3, t) in the space-time domain. This condition is
only fulfilled if the filter operator is homogeneous in the respective direction i.e.
∂H
∂s
= 0. (2.30)
This for example is given for the Reynolds filter operator as well as for spatial filters
that are identical in the whole domain. But many spatial filters (as the spatial filters
used in this work) violate this condition due to varying filter width and/or varying filter
operators at domain boundaries e.g. walls. For this reason we introduce filter residua
that cover the contributions due to inhomogeneous filters.
Definition 2.6. These residua are noted as [·]R and defined as
[∇f ]R := ∇f −∇f¯ (2.31)
or
[∇ · ~f ]R := ∇ · ~f −∇ · ~f (2.32)
4. Reynolds Operator This property describes the invariance under multiple ap-
plications of the filter operator
f¯g = f¯ g¯ (2.33)
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and
f¯ = f¯ . (2.34)
This property is in general not fulfilled by the filter operators. However, the Reynolds
averaging fulfils this condition.
2.2.2 Filtered Equations
Equipped with the introduced general filter operator we can derive the filtered counter-
part of the compressible Navier-Stokes equations (eq. 2.9). The resulting new system
of equations are the governing equations for the filtered flow field. Therefore they can
be applied in RANS simulations or LES with the respective choice of the filter opera-
tor. Further, the newly derived system allows to study the coupling of large-scales and
small-scales in form of transfer terms that link both sides of the decomposition. This
will then be illustrated with diagrams, that give an overview of the energy distribution
in the filtered system. But first the basic governing equations are derived.
Filtered Continuity Equation To obtain the filtered continuity equation the filter
operator (eq. 2.19) is applied on the continuity equation (eq. 2.1). The resulting
equation
∂ρ¯
∂t
+∇ ·
(
ρ¯~˜u
)
= −[∇ · (ρ~u)]R (2.35)
governs the filtered density ρ¯. The full derivation can be found in the appendix (eq. A.6).
Note that the filter residuum [∇·(ρ~u)]R is a fragment of a spatially inhomogeneous filter
operator.
Filtered Momentum Equation To obtain the filtered momentum equations the
filter operator (eq. 2.19) is applied to the momentum equations (eq. 2.2). The resulting
equations
∂ρ¯~˜u
∂t
+∇ · (ρ~u⊗ ~u) = −∇p¯+∇ · τ¯ − [∇ · (ρ~u⊗ ~u)]R − [∇p]R + [∇ · τ ]R, (2.36)
govern the filtered momentum ρ¯~˜u. The full derivation can be found in the appendix (eq.
A.7). The filtered viscous stress tensor τ¯ in the latter equations reads
τ¯ :=
µ
Re∞
(
(∇~u+∇~uT )−
(
2
3
∇ · ~u
)
I
)
. (2.37)
For RANS and LES a frequently made assumption is that dynamic viscosity fluctu-
ations/residuum and velocity gradient fluctuations/residuum are uncorrelated under
44 Chapter 2 Governing Equations for Compressible Fluids
50 100 150 200 250 300 350
−1
−0.5
0
0.5
1
·10−3
y+
∇
·(
τ
−
τ˜
)
spatial filter
Reynolds average
Figure 2.2: Error function for the filtered diffusion term in a TBL. The spatial filter
results below y+ . 155 (marked by the vertical grey line) are superimposed by the
remaining terms of the filter residuum that rise due to inhomogeneous filter operations
in this region.
application of the respective filter. Following this we assume for this work that the
identity
τ¯ =
µ¯
Re∞
(∇~˜u+∇~˜uT)︸ ︷︷ ︸
=2S¯
−
2
3
∇ · ~˜u︸ ︷︷ ︸
=trace(S¯)
 I
 (2.38)
holds. Here we define the filtered strain rate tensor as
S¯ :=
1
2
(
∇~˜u+∇~˜uT
)
. (2.39)
As ∇ · τ −∇· τ¯ is captured in the filter residuum [∇· τ ]R we can test the validity of this
assumption on the boundary layer data that will be introduced later (sec. 3.3). Figure
(2.2) shows that the error made by this assumption is small for both, spatial filtering
as well as Reynold averaging. Besides the filter residua the filtered momentum equation
(eq. 2.36) includes the filtered transport term that we would like to decompose into a
part that is dependent on large-scale quantities only and in a part that describes the
coupling with the small-scales. For this reason we define the Favre stress/sub-grid stress
tensor σ as difference between the transport of the large-scale quantities and the filtered
transport of the unfiltered quantities
σ := −
(
ρ~u⊗ ~u− ρ¯~˜u⊗ ~˜u
)
(2.40)
For filters that fulfil the properties of Reynolds operators (as in case of RANS) this
stress tenor can be written as
σ = −ρ~u′′ ⊗ ~u′′. (2.41)
Chapter 2 Governing Equations for Compressible Fluids 45
Substituting this into the filtered momentum equation (eq. 2.36) we obtain the final
form for these governing equations
∂ρ¯~˜u
∂t
+∇ ·
(
ρ¯~˜u⊗ ~˜u
)
= −∇p¯+∇ · τ¯ +∇ · σ − [∇ · (ρ~u⊗ ~u)]R − [∇p]R + [∇ · τ ]R. (2.42)
Besides the filter residua, we find terms that are only dependent on large-scales and one
term that governs the coupling of large scales and small scales, ∇ · σ.
Filtered Total Energy Equation The filtered total energy equation is obtained by
applying the filter operator (eq. 2.19) to the total energy equation (eq. 2.3). The full
derivation can be found in the appendix (eq. A.8). The resulting equation
∂ρ¯E˜
∂t
+∇ · (~uρE) = ∇ · ~q +∇ · (τ · ~u)−∇ · (~up)
− [∇ · (~uρE)]R︸ ︷︷ ︸
=:DE−transR
+ [∇ · ~q ]R︸ ︷︷ ︸
=:DheatR
+ [∇ · (τ · ~u)]R︸ ︷︷ ︸
=:DdiffR
− [∇ · (~up)]R︸ ︷︷ ︸
=:DpressR
(2.43)
describes the filtered part of the full energy distribution in the domain. The terms
DE−transR , D
heat
R , DdiffR and D
press
R note the diffusively acting filter residua rising from
the respective terms. They are described as diffusively acting as the do only reorder
the respective part of the energy, but do not transfer energy between different types
of energy as we will see later. Similar to the assumption for the filtered viscous stress
tensor in the filtered momentum equations, an assumption can be made for the filtered
heat flux
~¯q :=
µ
Re∞(γ − 1)M2∞Pr∞
∇T . (2.44)
For RANS and LES an often made assumption is that dynamic viscosity fluctuation-
s/residuum and temperature gradient fluctuations/residuum are uncorrelated under ap-
plication of the respective filter. For this assumption the identity
~¯q =
µ¯
Re∞(γ − 1)M2∞Pr∞
∇T˜ (2.45)
holds. Here as well the full contribution is captured in the filter residuum term DheatR and
possible violations of this assumption on the boundary layer data that will be introduced
later (sec. 3.3). Figure (2.3) shows that the error made by this assumption is small for
both, spatial filtering as well as Reynold averaging. In this form we can see which
terms are governing the development of the filtered total energy. Figure (fig. 2.4) shows
an influence diagram of the total energy. Here it is illustrated that additionally to the
filtered physical terms, that are a logical result from the unfiltered total energy equation,
we find the filter residua that influence the filtered total energy. As mentioned before,
they are a result of inhomogeneous filter operators and represent the imbalance that
arises from the fact that the different locations of the domain are filtered differently.
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Figure 2.3: Error function for the filtered heat flux term in a TBL. The spatial filter
results below y+ . 155 (marked by the vertical grey line) are superimposed by the
remaining terms of the filter residuum that rise due to inhomogeneous filter operations
in this region.
For example, the filter residuum of the filtered transport DE-transR covers the transport
of energy in an inhomogeneous filter direction.
To give an impression of these filter residua, consider the following scenario: In a region
where the spatial filter width is relatively small we consider a given decomposition
into large-scales and small-scales based on the local filter width. When this energy
is transported into a region with a larger filter width then the decomposition of scales
is changing as it is still based on the local filter width. This results in that a part of the
energy that was considered as large scale at the previous location is now considered to
be part of the small scales. That means that the respective transfer between the scales
has to be covered in the equation. As this transfer is not natural, but an artefact of the
inhomogeneous filter, it has to be separated from the natural scale transfer. This and
all other artificial filter effects will be covered by the filter residua. In the illustrations
these contributions will be shown as grey nodes.
∂ρ¯E˜
∂t
∇ · ~q∇ · ~q
DheatR
−∇ · (~uρE)
−∇ · ~uρE
DE-transR
−∇ · (~up) −∇ · ~up
DpressR
∇ · (τ · ~u)∇ · τ · ~u
DdiffR
Figure 2.4: Schematic representation of the filtered total energy equation in its raw
form and with the differentiation between physical influence (small purple nodes) and
influence of inhomogeneous filter operators (small grey nodes).
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Before we go on to derive the split filtered energy equations the filtered analogue of the
equation of state is stated.
Filtered Equation of State Equations By applying the filter operator (eq. 2.19)
to the equation of state (eq. 2.4) the filtered equation of state
p¯ =
ρ¯T˜
γM2∞
= (γ − 1)ρ¯e˜ (2.46)
is obtained.
2.2.3 Filtered Energy Distribution in the Navier-Stokes Equations
The filtered energy is the large scale part of the energy of the system. What exactly the
large-scale part is, is defined by the filter operator. However, these large scales are not
only governed by large scales only. There is still a significant contribution coming from
the small scales in the flow. But the beneficial feature of the filtered equations is that
we can distinguish between large-scale and small-scale contributions. Exactly this is the
reason why we introduced the filtering in the first place. To arrive at a form where we
can distinguish between inter-scale transfer and pure spatial reordering terms we need
to decompose the energy equation step by step. So we make our way from the filtered
total energy E˜ to the decomposition into filtered internal energy e˜ and filtered kinetic
energy e˜kin to the final decomposition. This then splits the filtered total energy into the
filtered internal energy e˜, the kinetic energy of the filtered moments ef and the filtered
kinetic energy of the small scales k.
2.2.3.1 Split into Filtered Internal Energy and Filtered Kinetic Energy in
Raw Form
In this section we split the filtered total energy into the part that represents the con-
tributions of the internal energy and a second part that represents the contributions of
the kinetic energy.
ρ¯E˜ = ρ¯e˜+ ρ¯e˜kin (2.47)
Filtered Internal Energy Applying the filter operator (eq. 2.19) to the internal
energy equation (eq. 2.17) leads to the transport equation for the filtered internal energy
(see appendix A.9)
∂ρ¯e˜
∂t
+∇ · (~uρh) = ∇ · ~q + ~u · ∇p+ 〈τ, S〉F − [∇ · (~uρh)]R︸ ︷︷ ︸
=:Dh-transR
+ [∇ · ~q ]R︸ ︷︷ ︸
=DheatR
. (2.48)
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The filter residual diffusions Dh-transR and DheatR can be combined into one single diffusion
of the internal energy
DeR := −Dh-transR + DheatR . (2.49)
Substituting this definition into the filtered internal equation leads to
∂ρ¯e˜
∂t
+∇ · (~uρh) = ∇ · ~q + ~u · ∇p+ 〈τ, S〉F + DeR. (2.50)
Filtered Kinetic Energy Equation The filtered kinetic energy
e˜kin :=
1
2
~˜u2 (2.51)
is the large-scale part of the kinetic energy, not to be mistaken with the kinetic energy
of the filtered velocities ef which will be introduced in the next section. The transport
equation for the filtered kinetic energy is obtained by applying the filter operator (eq.
2.19) to the kinetic energy equation (eq. 2.18)
∂ρ¯e˜kin
∂t
+∇ ·
(
~uρ
1
2
~u2
)
= −~u · ∇p+∇ · (τ · ~u)− 〈τ, S〉F
−
[
∇ ·
(
~uρ
1
2
~u2
)]
R︸ ︷︷ ︸
=:Dekin-transR
+ [∇ · (τ · ~u)]R.︸ ︷︷ ︸
=DdiffR
(2.52)
Details for this derivation can be found in the appendix (A.10). Like for the filtered
internal energy equations the filter residua can be combined to a filter residuum for the
filtered kinetic energy
DekinR := −Dekin-transR + DdiffR . (2.53)
Substituting this into the above equation leads to
∂ρ¯e˜kin
∂t
+∇ ·
(
~uρ
1
2
~u2
)
= −~u · ∇p+∇ · (τ · ~u)− 〈τ, S〉F + DekinR . (2.54)
Filtered Total Energy With the derived filtered versions of the respective equations
and the identity
DE-transR = De-transR + D
ekin-trans
R (2.55)
the filtered total energy equation (eq. 2.43) can be split up into a contribution of the
filtered internal energy and a contribution of the filtered kinetic energy
∂ρ¯e˜
∂t
+∇ · ~uρh+∂ρ¯e˜kin
∂t
+∇ · ~uρ1
2
~u2 =
∇ · ~q+~u · ∇p+ 〈τ, S〉F + DeR+∇ · τ · ~u−~u · ∇p− 〈τ, S〉F + DekinR . (2.56)
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The color scheme represents the related energy. Blue indicates filtered internal energy,
red indicates filtered kinetic energy and the green terms are the transfer terms between
both energies.
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Figure 2.5: Illustration of the transport equation for the filtered total energy ρ¯E˜ split into
a filtered internal energy ρ¯e˜ contribution and a filtered kinetic energy ρ¯e˜kin contribution.
Figure (2.5) illustrates the process that governs the filtered total energy decomposed
into internal energy and kinetic energy just like for the unfiltered counterpart (fig. 2.1).
There are not many different terms in the filtered equations. Besides the filter residua, we
find the expected filtered versions of the redistribution terms and the filtered analogues
for the dissipation and the pressure-work. The important fact that we gain from this
form of the equation is that, besides the filter residua, there are no characteristically
new terms added to the energy budget due to the filtering. This helps to interpret terms
what will be obtained by further decomposition of the energy.
2.2.3.2 Split into Filtered Internal Energy and Filtered Kinetic Energy
Mean and Fluctuation Form
The filtered total energy equation is just a sum of the transport equations for filtered
internal energy and filtered kinetic energy which describe the filtered total energy as
system of equations
∂ρe˜
∂t
+∇ · ~uρh = ∇ · ~q+~u · ∇p+ 〈τ, S〉F + DeR (2.57)
∂ρ¯e˜kin
∂t
+∇ · ~uρ1
2
~u2 = +∇ · τ · ~u−~u · ∇p− 〈τ, S〉F + DekinR . (2.58)
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In the following, the terms on the RHS of this system are split into terms that contain
large-scale contributions only and terms that couple the large scales with the small
scales.
Filtered Internal Energy By adding and subtracting the respective large scale
terms on the RHS of the filtered internal energy equation (eq. 2.50) we obtain the
decomposed form
∂ρe˜
∂t
+∇ ·
(
~˜u ρh˜
)
= ∇ · ~q + ~˜u · ∇p¯+ 〈τ , S〉
F
−∇ ·
(
~uρh− ~˜u ρh˜
)
︸ ︷︷ ︸
=:−ch-u
+
(
~u · ∇p− ~˜u · ∇p¯
)
︸ ︷︷ ︸
=:ϑ
+
(
〈τ, S〉F −
〈
τ , S
〉
F
)
︸ ︷︷ ︸
=:ε
+DeR. (2.59)
The pure large-scale terms are fully described by the large-scale flow field and, in case of
RANS simulation or LES, these terms do not need any modelling. The more interesting
terms are the coupling terms that link large scales and small scales. The first one is
∇ · ch-u with
ch-u := −
(
~uρh− ~˜u ρh˜
)
, (2.60)
which is some sort of turbulent transport of internal energy. The other two linking terms
are the small-scale/large-scale pressure-work
ϑ :=
(
~u · ∇p− ~˜u · ∇p¯
)
, (2.61)
and the small-scale/large-scale dissipation
ε :=
(
〈τ,∇~u〉F −
〈
τ ,∇~˜u
〉
F
)
. (2.62)
Both terms represent the large-scale exchange of energy between kinetic energy and
internal energy that is maintained by a combination of small-scales and large-scales.
This might sound a bit confusing, but it is simply one case of the triadic energy transfer
described by Brasseur & Yeung (1991). The actual transfer is happening at a large
scale, but it has its origin and control in a combination of small scales and large scales.
Substituting this into the latter equation we obtain the final equation for the filtered
internal energy
∂ρe˜
∂t
+∇ ·
(
~˜u ρh˜
)
= ∇ · ~q + ~˜u · ∇p¯+ 〈τ , S〉
F
+∇ · ch-u + ϑ+ ε+ DeR. (2.63)
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Filtered Kinetic Energy Equation The analogous procedure is applied to the
transport term of the filtered kinetic energy equation (eq. 2.54) which leads to
∂ 12ρ~u
2
∂t
+∇ ·
(
~˜u
1
2
ρ~u2
)
= −~u · ∇p+∇ · (τ · ~u)− 〈τ, S〉F
−∇ ·
(
1
2
ρ~u~u2 − ρ~u⊗ ~u~˜u+ ρ¯~˜u⊗ ~˜u~˜u− 1
2
~˜uρ~u2
)
︸ ︷︷ ︸
=:χ
−∇ ·
(ρ~u⊗ ~u− ρ¯~˜u⊗ ~˜u)︸ ︷︷ ︸
=−σ
·~˜u
+ DekinR . (2.64)
The filtered transport of the kinetic energy is now decomposed into a large-scale trans-
port of the filtered kinetic energy ∇ ·
(
~˜u12ρ~u
2
)
= ∇ ·
(
~˜ue˜kin
)
and two terms that couple
large scales with small scales just like we found for the internal energy. The first of both
is known as the turbulent transport ∇ · χ with
χ :=
1
2
ρ~u⊗ ~u~u︸ ︷︷ ︸
=ρ~u~u2
−ρ~u⊗ ~u~˜u+ ρ¯~˜u⊗ ~˜u~˜u− 1
2
~˜uρ~u2. (2.65)
For filter operators that are Reynolds operators, this turbulent transport can be written
in a potentially more familiar form
χ =
1
2
ρ~u′′ ⊗ ~u′′~u′′ (2.66)
=
1
2
ρ~u⊗ ~u~u− ρ~u′′ ⊗ ~u′′~˜u− 1
2
ρ¯~˜u⊗ ~˜u~˜u− 1
2
~˜uρ~u′′2. (2.67)
The turbulent redistribution of large scale motion is governed by the term ∇ ·
(
σ · ~˜u
)
that involves the small-scale stress tensor σ. When these terms are substituted and the
remaining mixed terms are decomposed into their pure large-scale part and into their
large-scale small-scale coupling part the latter equation takes the form
∂ρ¯e˜kin
∂t
+∇ ·
(
~˜uρ¯e˜kin
)
= ∇ ·
(
σ · ~˜u
)
+∇ ·
(
τ · ~˜u
)
− ~˜u · ∇p¯
−
〈
τ ,∇~˜u
〉
F
−∇ · χ+∇ ·
(
τ · ~u− τ · ~˜u
)
︸ ︷︷ ︸
=:cτ-u
−
(
~u · ∇p− ~˜u · ∇p¯
)
︸ ︷︷ ︸
=:ϑ
−
(
〈τ,∇~u〉F −
〈
τ ,∇~˜u
〉
F
)
︸ ︷︷ ︸
=:ε
+DekinR . (2.68)
Besides the turbulent dissipation ε and the turbulent pressure-work ϑ that are part of
the filtered internal energy equation as well, there are two more large-scale small-scale
coupling terms. The turbulent kinetic energy diffusion ∇ · cτ−u with
cτ−u := τ · ~u− τ · ~˜u (2.69)
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is contributing to the development of the filtered kinetic energy.
Filtered Total Energy Split into e˜ and e˜kin with LS and SS Contributions
Substituting the latter definitions into the previous form of the filtered kinetic energy
equation allows to write the system (eq. 2.57 ,2.58) in the form
∂ρe˜
∂t
+∇ ·
(
~˜u ρh˜
)
=∇ · ~q +∇ · ch-u+~˜u · ∇p¯+
〈
τ¯ ,∇~˜u
〉
F
+ ϑ+ ε+ DeR
∂ρ¯e˜kin
∂t
+∇ ·
(
~˜uρ¯e˜kin
)
=∇ ·
(
τ¯ · ~˜u
)
+∇ · cτ -u −∇ · χ+∇ ·
(
σ · ~˜u
)
−~˜u · ∇p¯−
〈
τ¯ ,∇~˜u
〉
F
−ϑ− ε+ DekinR .
(2.70)
This form of the filtered total energy can be used in RANS simulations and LES when no
additional transport equation for the small scales should be used. The terms containing
large-scale information only are the ones LES and RANS simulations are solving for and
are therefore known. But the remaining terms need to be modelled to close the system.
For filter operators that are not commuting with differential operators the filter residua
are covering the respective additional contributions and may have significant impact on
the development of the energies as well as on the momentum and density development.
Vasilyev et al. (1998) derived commuting filter operators to avoid these residua in LES.
But if non-commutative filter operators are used it is essential to take their residua into
account when simulating the large-scale flow. However, to the author’s best knowledge,
this form of large scale equations including the filter residual terms is novel. We suggest
that this system of equations should be used for LES with inhomogeneous explicit or
implicit filter operators.
Figure (fig. 2.6) illustrates the energy distribution process in this split system of equa-
tions. Besides the use for RANS simulations and LES we can use this form of the en-
ergy equation to understand the energy redistribution processes that happen in a flow.
Whereas the brighter coloured terms in the system represent the processes governed by
large scales only, the darker coloured terms are the terms that couple large scales with
small scales. For example it is now obvious that the transfer between the filtered kinetic
energy and the filtered internal energy is not only governed by large scales. Although
(due to the filter operation applied on the whole system) only the large scale energy
transfers are in this system, it is obvious that turbulent dissipation as well as turbulent
pressure-work are contributing to this process. However, these quantities are large-scale
small-scale combinations. Here we can see that the small scales are interacting with the
large scales. On the other hand the actual cascading process which builds the core of
turbulence is still hidden in the transport term for the filtered kinetic energy. To unveil
this process is the aim of the next and last decomposition that we apply to energy.
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∂ρ¯E˜
∂t
∂ρ¯e˜
∂t
∇ · ~q
−∇ ·
(
~˜uρ¯h˜
)
~˜u · ∇p¯
〈
τ ,∇~˜u
〉
F
∇ · ch-u ε
ϑ
DeR
∂ρ¯e˜kin
∂t
DekinR
−~˜u · ∇p¯
−ε
−ϑ
∇ ·
(
τ · ~˜u
)
−∇ ·
(
~˜uρ¯e˜kin
)
−
〈
τ ,∇~˜u
〉
F
−∇ · χ
∇ ·
(
σ · ~˜u
)
∇ · cτ -u
dissipation
of the mean
pressure-work
of the mean
turbulent dissipation
turbulent pressure-work
Figure 2.6: Illustration of the transport equation for the filtered total energy ρ¯E˜ split into
a filtered internal energy ρ¯e˜ contribution and a filtered kinetic energy ρ¯e˜kin contribution.
All terms are split into pure large-scale contribution and their remainders.
2.2.3.3 Split into Filtered Internal Energy, Kinetic Energy of Filtered Ve-
locity and Filtered Fluctuation Energy
This is the final and most important step of the decomposition of the filtered energy
equation. In this step a part of the cascading process is exposed and decoupled from the
transport of kinetic energy. The filtered total energy was split into the filtered internal
energy and the filtered kinetic energy in the previous section. The filtered kinetic energy
is now further decomposed into the kinetic energy that is related to the motion of the
filtered flow field
ef :=
1
2
~˜u2 (2.71)
and the filtered kinetic fluctuation energy
k :=
1
2
(
~˜u2 − ~˜u2
)
. (2.72)
54 Chapter 2 Governing Equations for Compressible Fluids
The decomposition then reads
ρ¯E˜ = ρ¯e˜+ ρ¯e˜kin
= ρ¯e˜+ ρ¯
1
2
~˜u2
= ρ¯e˜+ ρ¯
1
2
~˜u2︸︷︷︸
=ef
+ρ¯
12 ~˜u2 − 12 ~˜u2︸ ︷︷ ︸
=k

= ρ¯e˜+ ρ¯ef + ρ¯k.
(2.73)
To derive the transport equations for the newly defined quantities ef and k we have to
start from the filtered flow field.
Kinetic Energy Equation of the Filtered Velocity To obtain the governing
equation for the kinetic energy of the filtered velocity we need to multiply the filtered
transport equation (eq. 2.42) by the filtered velocity ~˜u and subtract the filtered conti-
nuity equation (eq. 2.35) multiplied by half the filtered velocity squared 12 ~˜u
2 multiplied
Transport-Eq(ρ¯
1
2
~˜u2) = ~˜u · Transport-Eq(ρ¯~˜u)− 1
2
~˜u2Transport-Eq(ρ¯). (2.74)
With some transformations which can be found in the appendix (A.17) this leads to the
transport equation for the kinetic energy of the filtered motions of the flow
∂ρ¯12 ~˜u
2
∂t
+∇ ·
(
ρ¯~˜u
1
2
~˜u2
)
= ∇ ·
(
σ · ~˜u
)
− ~˜u · ∇p¯+∇ ·
(
τ¯ · ~˜u
)
−
〈
τ¯ ,∇~˜u
〉
F
−
〈
σ,∇~˜u
〉
F
− ~˜u · [∇ · (ρ~u⊗ ~u)]R︸ ︷︷ ︸
=:TmomR
+
1
2
~˜u2[∇ · (ρ~u)]R︸ ︷︷ ︸
=:TρR
− ~˜u · [∇p]R︸ ︷︷ ︸
=:TpressR
+ ~˜u · [∇ · τ ]R︸ ︷︷ ︸
=:TdiffR
. (2.75)
Unlike in the previous equations the filtered residua TmomR , T
ρ
R, T
press
R and T
diff
R in this
equation do not have a diffusive character. As we see later, they will contribute to the
inter-scale transfer of energy and are therefore noted with a T. To simplify the notation
they are all combined into a transfer filter residuum for the filtered kinetic energy
TekinR := −TmomR + TρR − TpressR + TdiffR . (2.76)
Substituting this into equation (2.75) we obtain the final form of the transport equation
governing ef
∂ρ¯12 ~˜u
2
∂t
+∇ ·
(
ρ¯~˜u
1
2
~˜u2
)
=
∇ ·
(
σ · ~˜u
)
− ~˜u · ∇p¯+∇ ·
(
τ¯ · ~˜u
)
−
〈
τ¯ ,∇~˜u
〉
F
−
〈
σ,∇~˜u
〉
F
+ TekinR . (2.77)
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Filtered Fluctuation Energy The filtered fluctuation energy equation is obtained
by subtracting the equation for the kinetic energy of the filtered velocity (eq. 2.77) from
the filtered kinetic energy equation (eq. 2.68)
Transport-Eq(ρ¯k) = Transport-Eq(
1
2
ρ~u2)− Transport-Eq(1
2
ρ¯~˜u2). (2.78)
This equation takes the form
∂ρ¯k
∂t
+∇ ·
(
~˜uρ¯k
)
= ∇ · cτ -u −∇ · χ+
〈
σ,∇~˜u
〉
F
− ϑ− ε− TekinR + DekinR . (2.79)
For the cases when the filter operator fulfils the properties of a Reynolds operator, as is
the case for the RANS equations, the equation for the filtered kinetic fluctuation energy
can be written as
∂ρ¯k
∂t
+∇ ·
(
~˜uρ¯k
)
= ∇ · (τ · ~u′′)−∇ · χ
+
〈
σ,∇~˜u
〉
F
+ ~u′′ · ∇p′ − ~u′′ · ∇p¯− 〈τ,∇~u′′〉F . (2.80)
(please consider that τ is going in as instantaneous value)
Filtered Total Energy split into e˜, ef and k Considering the previous derivations
it can be seen that the development of the filtered total energy can be decomposed into
a system of three coupled equations. These equations describe the development of the
filtered internal energy ρ¯e˜, the development of the kinetic energy of the large-scale mo-
tions ρ¯ef and the filtered kinetic energy of the small scale motions k. This is the final
form of the equations that will be used of investigations of the cascading process in this
work.
∂ρe˜
∂t
+∇ ·
(
~˜u ρh˜
)
=∇ · ~q +∇ · ch-u+~˜u · ∇p¯+
〈
τ¯ ,∇~˜u
〉
F
+ϑ+ ε+ DeR
∂ρ¯ef
∂t
+∇ ·
(
ρ¯~˜uef
)
=∇ ·
(
σ · ~˜u
)
+∇ ·
(
τ¯ · ~˜u
)
−~˜u · ∇p¯−
〈
τ¯ ,∇~˜u
〉
F
−
〈
σ,∇~˜u
〉
F
+ TekinR
∂ρ¯k
∂t
+∇ ·
(
~˜uρ¯k
)
=∇ · cτ -u −∇ · χ+
〈
σ,∇~˜u
〉
F
−ϑ− ε− TekinR + DekinR
(2.81)
The system of the filtered energy equations (eq. 2.81) together with the filtered equations
to conserve continuity (eq. 2.35) and momentum (eq. 2.42) and the filtered equation
of state (eq. 2.46) describes the development of the filtered flow field governed by
the Navier-Stokes equations. With the respective turbulence models it can be used
to conduct RANS simulations and LES and even hybrid simulations. The presented
description of the filtered equations allows inhomogeneous filter operators and is as such
a novelty to the best of the author’s knowledge.
In contrast, the system of filtered energies split into internal and kinetic contribution
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∂ρ¯E˜
∂t
∂ρ¯e˜
∂t
−∇ ·
(
~˜uρ¯h˜
)
∇ · ~¯q
∇ · ch-u
〈
τ¯ , S
〉
F
~˜u · ∇p¯
ϑ
ε
DeR
∂ρ¯k
∂t
−ϑ
−ε
〈
σ, S
〉
F
−∇ · χ
−∇ ·
(
ρ~˜uk
)
∇ · cτ -u
DekinR
−TekinR
∂ρ¯ef
∂t
−∇ ·
(
~˜uρ¯ef
)
∇ ·
(
τ · ~˜u
)− 〈τ , S〉F
−~˜u · ∇p¯
∇ ·
(
σ · ~˜u
)
− 〈σ, S〉
F TekinR
dissipation of the mean
pressure-work
of the mean
turbulent
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filter residuum
transfer
Figure 2.7: Illustration of the transport equation for the filtered total energy ρ¯E˜ split
into a filtered internal energy ρ¯e˜ contribution, a contribution of the kinetic energy of
the large-scale motions ρ¯ef and a contribution of the filtered kinetic energy of the small
scale motions k. It represents the system of equations (eq. 2.81).
(eq. 2.70) contained e˜kin as term that contains pure large-scale as well mixed large-scale
small-scale terms. This system is now fully decomposed. The terms that govern the
large scales of motion are clustered in the transport equation for ef and the terms that
govern the small scale motions that interact with the large scales are clustered in the
transport equation for k. Now we can see that the exchange of energy between internal
and kinetic energy can be split into two parts. A large-scale part with the dissipation
of the mean and pressure-work of the mean and a small-scale part with the turbulent
dissipation and the turbulent pressure-work. Both parts are playing an important role
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for turbulence in that these terms regulate how much of the kinetic energy decays and
therefore how much kinetic energy remains in the turbulence. Besides the inter-scale
kinetic energy process we investigate the dissipation mechanism in this work.
The main reason for the decomposition presented in the last pages was to be able to
expose part of the cascading process (1.2.1) that drives the turbulence. This cascade is
now dissected at the point were the large scales of motion, defined by the filter operator,
are interacting with the small scales of motion in the flow. This term is called the
turbulent production and reads as 〈σ,∇~˜u〉F . On the one hand the production involves
the Favre stress/sub-grid stress tensor σ that is a small scale feature; on the other hand
it involves the gradient of the filtered velocities ∇~˜u which is a large-scale feature. The
Favre stress/sub-grid stress tensor by itself is already a product of two velocities, which
implies that it potentially covers two scales. With the third scale added by the large-
scale gradient we have a hint that this could be the physical analogue to the triadic
cascading process that Brasseur & Yeung (1991) discussed in their work. The large-
scale gradient could be interpreted as a kind of control parameter, that controls the
scale transfer between small scales and large scales. Such interpretations would direct
towards conclusions about large-scale modulation of small scale fluctuation as shown,
e.g., by Ganapathisubramani et al. (2012). This cascading process will be studied in
great detail in this work.
Additional to the natural transfer of kinetic energy across different scales this system of
equations reveals the transfer due to inhomogeneous non-commutating filter operators.
How significant this artificial transfer is, will be investigated for different filter operators.
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2.3 Compressible Velocity Gradient Dynamics
In this section the focus lies on the dynamics of the velocity gradient. This gradient is
an important quantity in several aspects.
As already mentioned in the previous section the velocity gradient takes an important
role in the cascading process that drives turbulence. It is a direct part of the non-linear
kinetic energy transport
1
2
∇ · (ρ~u⊗ ~u · ~u) = 〈ρ~u⊗ ~u,∇~u 〉F + 1
2
~u2∇ · (ρ~u) (2.82)
which drives the energy cascade. Further its large-scale part ∇~˜u is, via the turbulent
production 〈σ,∇~˜u 〉F , possibly involved in the large-scale small-scale modulation process
presented by Ganapathisubramani et al. (2012).
As it was discussed in the introduction (1.2.2), the velocity gradient invariants and their
dynamics are useful tool to study the character and development of turbulence. In the
next chapter these dynamics will be derived for compressible flows. The velocity gradient
dynamics, derived and outlined in this chapter, will build the basis for that derivation.
Further, the velocity gradient is the basis for dissipation and enstrophy which are sub-
ject of this study. Dissipation needs to be investigated in several aspects as outlined
in the previous section. Enstrophy is a measure of vortical motions and as such an
important quantity of turbulence. In the context of vortex stretching we want to study
the enstrophy production which is part of the enstrophy dynamics and will we outlined
in this chapter.
For these reasons it is necessary to derive and present the dynamics for the velocity
gradient and related quantities in this section.
2.3.1 Velocity Gradient Dynamics
The dynamics for the velocity gradient A := ∇~u are obtained by the following schematic
formula
Transport(∇~u) = ∇
(
Transport(ρ~u)− ~uTransport(ρ)
ρ
)
. (2.83)
The continuity equation (2.1) multiplied by the velocity vector is subtracted from the
momentum equation (2.2). The result is divided by the density and finally the gradient
is taken of the entire equation. This leads to the dynamics for the velocity gradient
dA
dt
:=
∂A
∂t
+ (~u · ∇)A = −AA+H. (2.84)
The source term H
H := Γ− Σ (2.85)
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combines the viscous effects Γ acting on the velocity gradient
Γ = ∇(1
ρ
∇ · τ), (2.86)
with the pressure-density term Σ
Σ = ∇(1
ρ
∇p). (2.87)
An equivalent form of the matrix Σ is
Σ =
1
ρ
C − 1
ρ2
B, (2.88)
where C is the symmetric pressure-Hessian
C = ∇(∇p) (2.89)
and B is the baroclinic matrix
B = ∇p⊗∇ρ. (2.90)
For the derivation of the velocity gradient invariants we need to derive the evolution of
the second and third power of the velocity gradient tensor. The evolution of the second
power is
dA2
dt
=− 2 A3 −AΣ− ΣA+AΓ + ΓA
=− 2 A3 +AH +HA.
(2.91)
The evolution of the third power is
dA3
dt
=− 3 A4 −A2Σ−AΣA− ΣA2 + ΓA2 +A2Γ +AΓA
=− 3 A4 +A2H +AHA+HA2.
(2.92)
Defining the magnitude of the velocity gradient A as its Frobenius norm ||A||F we can
define the evolution of this magnitude squared ||A||2F by piecewise multiplying A to (eq.
2.84) (i.e. applying the Hilbert-Schmidt inner product 〈A, ·〉F to (eq. 2.84))
1
2
d||A||2F
dt
=
1
2
d〈A,A〉F
dt
= 〈A, dA
dt
〉F
= −〈A,A2〉F + 〈A,H〉F ,
(2.93)
2.3.2 Strain Rate Dynamics
The strain rate tensor S is defined as the symmetric part of the velocity gradient tensor,
S := 12(A + A
t). With the identity AA + (AA)t = 2SS + 2ΩΩ we obtain the evolution
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equation for the strain rate tensor S from equation (2.84):
dS
dt
= −SS − ΩΩ+ 1
2
(
H +Ht
)
. (2.94)
Applying the Hilbert-Schmidt inner product 〈S, ·〉F to equation (2.94), knowing that
〈S,ΩΩ〉F = 14~ωtS~ω and 〈M,N t〉F = 〈M t, N〉F , leads to the evolution of the strain rate
magnitude squared:
d||S||2F
dt
=
d〈S, S〉F
dt
= 2〈S, dS
dt
〉F
= −2〈S, SS〉F − 2〈S,ΩΩ〉F − 〈S,H +Ht〉F
= −2〈S, SS〉F − 2〈S,ΩΩ〉F − 2〈S,H〉F
= −2〈S, SS〉F − 1
2
~ωtS~ω − 2〈S,H〉F ,
(2.95)
where ~ω is the vorticity vector which is defined as
~ω := ∇× ~u =

∂u3
∂x2
− ∂u2∂x3
∂u1
∂x3
− ∂u3∂x1
∂u2
∂x1
− ∂u1∂x2
 .
2.3.3 Rotation Rate Dynamics
The rotation rate tensor is defined as the skew-symmetric part of the velocity gradient
tensor, Ω := 12(A − At). With the identity AA − (AA)t = 2SΩ + 2ΩS we obtain the
evolution equation for the rotation rate tensor from equation (2.84):
dΩ
dt
= −SΩ− ΩS + 1
2
(
H −Ht) . (2.96)
With the identity for vorticity vector and rotation rate tensor
Ω =
1
2
 0 −ω3 ω2ω3 0 −ω1
−ω2 ω1 0

we obtain the dynamics of the vorticity vector from equation (2.96)
d~ω
dt
=
∂~ω
∂t
+ (~u · ∇)~ω = (~ω · ∇)~u− ~ω(∇ · ~u) + 1
ρ2
∇ρ×∇p+∇×
(∇ · τ
ρ
)
. (2.97)
Applying the Hilbert-Schmidt inner product 〈Ω, ·〉F to this equation (2.96), knowing that
〈Ω, SΩ〉F = −〈ΩΩ, S〉F , leads to the evolution of the enstrophy, which is the magnitude
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of vorticity squared:
d‖Ω‖2F
dt
=
d〈Ω,Ω〉F
dt
= 2〈Ω, dΩ
dt
〉F
= −2〈Ω, SΩ〉F − 2 〈Ω,ΩS〉F︸ ︷︷ ︸
=〈Ω,SΩ〉F
+〈Ω,H〉F − 〈Ω,Ht〉F︸ ︷︷ ︸
=−〈Ω,H〉F
= −4〈Ω, SΩ〉F + 2〈Ω,H〉F
= 4〈ΩΩ, S〉F + 2〈Ω,H〉F .
(2.98)
Substituting the identity 〈ΩΩ, S〉F = 14~ωtS~ω and the enstrophy 12~ω2 = 〈Ω,Ω〉F this
equation can also be written in a different notation in form of the enstrophy equation
1
2
d~ω2
dt
= ~ωtS~ω + 〈Ω,H〉F . (2.99)
2.4 Compressible Velocity Gradient Invariant Dynamics
In chapter (1.2.2) the critical point analysis (Perry & Chong, 1987) was outlined and
its importance as a tool to investigate the character and development of turbulence was
shown. To summarize very roughly what Meneveau (2011) discusses in a review about
the Lagrangian dynamics and the velocity gradient: the velocity gradient invariants al-
low us to classify turbulent structures in distinct characteristic groups. The dynamics
of the velocity gradient then allows us to understand the characteristic development
of the turbulent structures. Understanding these dynamics and their meaning in the
context of turbulent scale transfer can lead to significant improvement in understanding
turbulence and lead to improvements in turbulence models. Even though the invariants
of the velocity gradient are known for general compressible flows, the dynamics of the
same are only developed for incompressible flows, as outlined in the introduction (eq.
1.30). To the author’s best knowledge, the fully compressible velocity gradient invariant
dynamics is a novel contribution to fluid dynamics research. The derivation of these
dynamics is the subject of this chapter.
2.4.1 Velocity Gradient Invariants
The first three invariants P , Q and R of 3×3 matrix A are defined via the characteristic
polynomial of the matrix A
pchar(α) := det (A− αI) = α3 + Pα2 +Qα+R (2.100)
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and can be calculated as
P =− trace(A)
Q =
1
2
(
(trace(A))2 − trace(AA))
R =− det(A).
(2.101)
For the application of the velocity gradient of a flow field following the Navier-Stokes
equations the invariant are then interpreted as follows.
The first invariant P is defined as the additive inverse of the dilatation, which is the
additive inverse of the divergence of the velocity vector
P :=− trace(A)
=−∇ · ~u.
(2.102)
This invariant is a measure for the rate of compression as we can find the dilatation as
part of a source term in the continuity equation governing the density.
The second invariant Q
Q :=
1
2
(
trace(A)2 − trace(A2))
=
1
2
(
P 2 − trace(A2)) (2.103)
can be rewritten by substituting the definition for the Hilbert-Schmidt inner product
(def. 2.2) for trace(A2)
Q =
1
2
(
P 2 − 〈A,AT 〉F
)
=
1
2
(
P 2 − 〈S, S〉F + 〈Ω,Ω〉F
)
.
(2.104)
In this form it becomes obvious that, besides the compression term P 2, the second
invariant Q is a measure for the absolute imbalance of rotation rate and strain rate. For
small compression effects, positive values of Q state an overshoot of rotation rate over
stain rate whereas negative values indicate the opposite.
The third invariant R is the additive inverse of the determinant of the velocity gradient
tensor
R :=− det(A)
=− 1
6
trace(A)3︸ ︷︷ ︸
=−P 3
−3 trace(A)︸ ︷︷ ︸
=−P
trace(A2)︸ ︷︷ ︸
=P 2−2Q
+2 trace(A3)

=− 1
3
(
P 3 − 3PQ+ trace(A3)) .
(2.105)
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This equation can be transformed by substituting the definition for the Hilbert-Schmidt
inner product (def. 2.2) for trace(A3) = trace(A2A)
R =− 1
3
(
P 3 − 3PQ+ 〈A2, AT 〉F
)
=− 1
3
(
P 3 − 3PQ+ 〈(S +Ω)2, (S +Ω)T 〉F
) (2.106)
For further transformation of the third invariant, the following identity is useful
〈(S +Ω)2, (S +Ω)T 〉F =〈SS, S〉F + 〈SΩ, S〉F + 〈ΩS, S〉F + 〈ΩΩ, S〉F
+ 〈SS,ΩT 〉F + 〈SΩ,ΩT 〉F + 〈ΩS,ΩT 〉F + 〈ΩΩ,ΩT 〉F
=〈SS, S〉F + 〈SΩ, S〉F + 〈ΩS, S〉F + 〈ΩΩ, S〉F
− 〈SS,Ω〉F − 〈SΩ,Ω〉F − 〈ΩS,Ω〉F − 〈ΩΩ,Ω〉F︸ ︷︷ ︸
=0
=〈SS, S〉F + 〈Ω, SS〉F︸ ︷︷ ︸
=0
+ 〈Ω, SS〉F︸ ︷︷ ︸
=0
+〈ΩΩ, S〉F
−〈SS,Ω〉F︸ ︷︷ ︸
=0
−〈S,ΩTΩ〉F − 〈S,ΩΩT 〉F
=〈SS, S〉F + 〈ΩΩ, S〉F + 〈S,ΩΩ〉F + 〈S,ΩΩ〉F
=〈SS, S〉F + 3〈ΩΩ, S〉F .
(2.107)
Applying this to the previous expression of the third invariant R leads to the form
R =− 1
3
(
P 3 − 3PQ+ 〈S2, S〉F + 3〈Ω2, S〉F
)
=− 1
3
P 3 − 3PQ+ 〈S2, S〉F + 〈Ω2, S〉F︸ ︷︷ ︸
=−2P‖S‖2
F
+2〈Ω2, S〉F︸ ︷︷ ︸
=2P‖Ω‖2
F
 , (2.108)
where P‖S‖2F and P‖Ω‖2F are the production of the strain rate squared and the rotation
rate squared respectively. For low compressible effects this means that whereas Q is the
balance of strain rate and rotation rate, R is the balance of their respective productions.
Another invariant of the velocity gradient is the discriminant of the characteristic poly-
nomial
∆ := −1
4
P 2Q2 +Q3 + P 3R+
27
4
R2 − 18
4
PQR. (2.109)
2.4.2 First Invariant Dynamics
With the definition of the first invariant of the velocity gradient tensor (2.102) we obtain
its evolution by taking the trace of the velocity gradient tensor evolution (2.84) and
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multiplying it by −1
dP
dt
=− trace(dA
dt
)
=trace(AA)− trace(H)
=P 2 − 2 Q− trace(H).
(2.110)
2.4.3 Second Invariant Dynamics
We can simplify the following derivations if we split the pressure and viscous stress matrix
H into a traceless part H∗ and a diagonal matrix containing the trace information
H = H∗ +
1
3
trace(H)I. (2.111)
This decomposition will be used for all terms that involve H. The following identity will
be used to simplify the dynamics for the second invariant
trace(AH) =trace
(
A
(
H∗ +
1
3
trace(H)I
))
=trace(AH∗) + trace
(
A
1
3
trace(H)I
)
=trace(AH∗) +
1
3
trace(H)trace(A).
(2.112)
With the definition of the second invariant of the velocity gradient tensor (2.103) we
obtain its evolution by subtracting the trace of the second velocity gradient tensor evo-
lution (2.91) from the evolution of P (2.110) squared
dQ
dt
=
1
2
(
2 P
dP
dt
− trace(dA
2
dt
)
)
=P 3 − 2 QP + trace(A3)︸ ︷︷ ︸
=QP−3 R
−P trace(H)− 1
2
trace(AH)− 1
2
trace(HA)︸ ︷︷ ︸
=trace(AH)
=QP − 3 R− P trace(H)− trace(AH)
=QP − 3 R− P trace(H)− trace(AH∗)− 1
3
trace(H) trace(A)︸ ︷︷ ︸
=−P
=QP − 2
3
P trace(H)− 3 R− trace(AH∗).
(2.113)
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2.4.4 Third Invariant Dynamics
First let us apply the decomposition (eq. 2.111) to trace(A2H) which will help to simplify
the dynamics of the third invariant
trace(A2H) =trace
(
A2
(
H∗ +
1
3
trace(H)I
))
=trace(A2H∗) + trace
(
A2
1
3
trace(H)I
)
=trace(A2H∗) +
1
3
trace(H)trace(A2).
(2.114)
Further we will make use of the Cayley-Hamilton Theorem which states that ‘Every
square matrix satisfies its own characteristic equation’. It directly leads to the equation
A3 + PA2 +QA+RI = 0. (2.115)
Multiplying this equation with A and taking the trace of the product leads to
trace(A4) + P trace(A3) +Q trace(A2) +R trace(A) = 0
⇐⇒
trace(A4) + P
(
3PQ− P 3 − 3R)+Q (P 2 − 2Q)− PR = 0
⇐⇒
trace(A4) = −3P 2Q+ P 4 + 3PR− P 2Q+ 2Q2 + PR
⇐⇒
trace(A4) = P 4 − 4P 2Q+ 2Q2 + 4PR.
(2.116)
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With the definition of the third invariant of the velocity gradient tensor (2.105) we
obtain its evolution as
dR
dt
=− 1
3
(
3 (P 2 −Q)dP
dt
− 3P dQ
dt
+ trace(
dA3
dt
)
)
=− (P 2 −Q) (P 2 − 2 Q− trace(H))
+ P
(
QP − 2
3
P trace(H)− 3 R− trace(AH∗)
)
+ trace(A4)− 1
3
trace(A2H)− 1
3
trace(AHA)︸ ︷︷ ︸
=trace(A2H)
−1
3
trace(HA2)︸ ︷︷ ︸
=trace(A2H)
=− P 4 + 2 P 2Q+ P 2trace(H) + P 2Q− 2 Q2 −Qtrace(H)
+ P 2Q− 2
3
P 2 trace(H)− 3 PR− P trace(AH∗)
+ P 4 − 4P 2Q+ 2Q2 + 4PR
− trace(A2H)
=− P 4 + 2 P 2Q+ P 2trace(H) + P 2Q− 2 Q2 −Qtrace(H)
+ P 2Q− 2
3
P 2 trace(H)− 3 PR− P trace(AH∗)
+ P 4 − 4P 2Q+ 2Q2 + 4PR− trace(A2H∗)− 1
3
trace(H) trace(A2)︸ ︷︷ ︸
=P 2−2Q
=− P 4 + 2 P 2Q+ P 2trace(H) + P 2Q− 2 Q2 −Qtrace(H)
+ P 2Q− 2
3
P 2 trace(H)− 3 PR− P trace(AH∗)
+ P 4 − 4P 2Q+ 2Q2 + 4PR
− trace(A2H∗)− 1
3
P 2trace(H) +
2
3
Qtrace(H)
=− 1
3
Q trace(H) + PR− P trace(AH∗)− trace(A2H∗).
(2.117)
2.4.5 Invariant System Dynamics
The velocity gradient dynamics in compressible form were derived in the latter section
and can be summarized as
dP
dt
=P 2 − 2Q− trace(H)
dQ
dt
=QP − 2
3
P trace(H)− 3 R− trace(AH∗)
dR
dt
=− 1
3
Q trace(H) + PR− P trace(AH∗)− trace(A2H∗).
(2.118)
This system in its compressible form is novel to the author’s best knowledge. It will be
extensively studied in this work.
Chapter 3
Direct Numerical Simulation and
Post-Processing
As stated in the previous chapter there is no known general solution for the Navier-
Stokes equations (2.9). For this reason almost all practical and research work in fluid
dynamics has to resort to numerical methods to approximate solutions and/or carry
out physical experiments to study the respective problems. Numerical simulations and
laboratory experiments in fluid dynamics are strongly coupled. Either approach can
be used for firstly validating the other, and secondly for extending the results as both
approaches have limits. In the project ‘Is fine-scale turbulence universal?’ which funded
this PhD study experiments were carried out as well, but the current work focuses on a
numerical approach.
Depending on the flow problem, the results needed, the time and resources available,
we choose numerical methods with smaller or larger levels of turbulence modelling. If
we are only interested in mean flow quantities it may be suitable to use methods based
on solving the Reynolds Averaged Navier-Stokes Equations (RANS) or solving only the
larger spatial scales with Large Eddy Simulations (LES). There are additional numerical
approaches, but they all have in common that they include turbulence models that try to
predict the unresolved turbulent structures in some or all parts of the domain and scales
of motion. These models are based on theories combined with empirical experience and
are often only suitable for very few flow cases. In the project “Is fine-scale turbulence
universal?” and in the work described in this report, we want to validate some of these
theories and models and create a basis for future theories as mentioned in chapter 1.
To achieve this, we have to understand how turbulence is behaving in different flows
and figure out if there is anything in common (universal) we can create a theory out
of. For this reason in this project it is not suitable to model any of the scales of
motion, as we could neglect important characteristics of turbulence. Thus, we use direct
numerical simulation (DNS) of the Navier-Stokes equations (2.9). This implies that
we have to resolve all the scales in the flow, from the largest scales introduced by the
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initial- and boundary conditions down to the smallest scales where all the kinetic energy
is transferred into internal energy (see section 1.2.1).
This is achieved by a discretisation of the original system of PDEs (2.9). In this process
the PDE-system is replaced by an algebraic system which can be solved or approximated
with known numerical methods and algorithms. To solve the algebraic system we have
to replace the flow domain with a grid that achieves the mentioned scale resolution.
The code we use to approximate the solution of the Navier-Stokes equations (2.9) is
called HiPSTAR (High-Performance Solver for Turbulence and Aeroacoustics Research)
and its main objective is efficiency and accuracy. It is designed for parallel computing,
with a state-of-the-art scaling in performance (Sandberg, 2009).
The obtained flow data need to be further processed to extract the information that we
are interested in for our investigations. Part of this post-processing is done on the fly
while calculating the flow fields in HiPSTAR. But many investigations are too complex
to carry them out alongside the DNS. For this reason detailed time-resolved datasets
were stored of the different flows. A Flow Analysis Tool (FAT) was developed to run
on HPC clusters and aims to post-process the large data produced by DNS efficiently
containing a large variety of quantities.
3.1 Simulation (HiPSTAR)
3.1.1 Discretisation
For large-scale DNS of turbulent flow problems, the amount of memory used for the sim-
ulation exceeds the available cache of the CPUs and the slower RAM has to be accessed,
which is a bottle neck from a performance point of view. To keep this performance-
degrading way of accessing large amounts of data from RAM at a minimum and increase
the performance, one should try to reduce the needed memory the algorithm is using.
To achieve this an ultra low storage Runge-Kutta scheme is chosen for the discretization
in time. This five-step fourth-order Runge-Kutta scheme was developed by Kennedy
et al. (2000) and achieves fourth-order accuracy with only two registers of memory.
In two spatial direction (streamwise and lateral), three options are available for the spa-
tial discretization. A five-point stencil standard central finite difference scheme (STD-
FD), which is an explicit spatial difference scheme, and two compact finite difference
schemes. For the latter two the difference stensils include the first derivatives on neigh-
bouring points as part of the stencil and thus they are implicit schemes (COMP-FD)
and (COMP-FD-NF). All the schemes have an accuracy of order four, but the implicit
schemes have lower numerical dispersion and dissipation error for a given wavelength of
the function. Although the calculation time per grid point is higher for implicit schemes,
it is possible to decrease the number of grid points to reach the same numerical error.
This leads to an overall benefit in performance for the more complex schemes. The
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boundary scheme (Carpenter et al., 1999) used with the STD-FD is explicit and has
rge same order of accuracy as the interior scheme. The parallelization is comparatively
simple as both temporal and spatial discretizations are explicit. So there is only need
to fill halo cells at the subdomain boundaries with the values of the neighboring subdo-
main. The boundaries in COMP-FD and COMP-FD-NF are treated with an optimized
compact boundary scheme (Kim & Lee, 1996; Kim, 2007) of the same order of accuracy
as the interior scheme. As both schemes are implicit the parallelization is more difficult
than in the explicit case. Therefore a novel approach (Kim & Sandberg, 2011) for com-
pact finite differences is applied. This parallelization method also works with halo cells.
The third direction (spanwise) is assumed to be periodic and is discretized with Fourier
transformations. Therefore the FFTW library (Frigo & Johnson, 2005) is applied.
In order to increase stability of the numerical scheme a stabilizing method of the sys-
tem (2.9) according to Kennedy & Gruber (2008) is applied. This method employs
skew-symmetric splitting of the non-linear terms.
3.1.2 Initial and Boundary Conditions
Once the PDEs are discretized (see section 3.1.1), the domain is chosen and a grid has
been generated, we have to impose an initial condition at the grid points in Ω and
boundary conditions at the points on ∂ΩT .
The ideal initial condition would be an instantaneous field of the expected flow, which in
general we do not know before hand. If such an instantaneous field is not available, then
it is useful to use an approximated theoretical or empirical solution or take a solution
of similar problems, if any of them exist. All initial conditions will be case specific and
will be stated when the setup of the cases are outlined.
The boundary conditions should reflect the physics at the location of the respective
boundary in the real flow. Mostly this is not possible in an exact way as we already
made assumptions about the flow when we obtained the Navier-Stokes equations from
a model of the flow physics. These assumptions make it difficult to create reality-like
boundary conditions. In some cases we are able to find conditions that are quite close
to reality, in some not. In the latter we have to improvise. One common possibility is
extending the domain Ω with buffer zones to reduce the effect of non-physical boundary
conditions on the area of interest. Like the initial condition, the boundary conditions
are specific to the chosen flow problem. Even if they are classifiable, it is more useful to
explain them when the cases are outlined (see chapter 3.3.1). Here we will give a brief
outline about the background of characteristic boundary conditions (see section 3.1.2.1)
and turbulent inflow conditions (see section 3.1.2.2) used in the work discussed in this
report.
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3.1.2.1 Characteristic Conditions
The benefit of characteristic boundary conditions is that we are able to reduce reflections
at artificial boundaries as they often appear in CFD. In those cases, buffer zones are
often used to damp these artificial reflections. Reducing the reflections then implies
a reduction of domain size as no or at least smaller buffer zones are needed. This
is particularly important in aeroacoustics where buffer zones to reduce reflections at
artificial boundaries cause an immense increase of domain sizes, which implies more
expense to calculate the cases. But these boundary conditions are of great interest in
compressible turbulence research as well, as turbulence is a noise source and we end up
with the same problems as in aeroacoustics.
Characteristic boundary conditions were originally developed for hyperbolic systems
(Thompson, 1987, 1990), but can be used for Navier-Stokes equations as well, if we
assume that the flow at the boundaries is locally one-dimensional and inviscid (Poinsot
& Lele, 1992). Kim & Lee (2000) then made these conditions applicable to Navier-
Stokes equations in generalized coordinates. The same theory, underlying characteristic
boundary conditions, works well as a basis for characteristic interface conditions (Kim
& Lee, 2003; Peers et al., 2009), and will be used in later work following the boundary
layer case (see chapter 3.3.1).
In the following we will give a brief overview about the background of these conditions.
For a clearer notation, we combine the conservative flow variables to a vector ~Q :=t
(ρ, ρ~u, ρE) and add the pressure gradient in (2.9) to the LHS. The RHS is of less interest
and will be referred to as R. If we define adequate flux vectors ~F1, ~F3, ~F3 for the transport
terms, then the system (2.9) can be rewritten as
∂ ~Q
∂t
+
∂ ~F1
∂x1
+
∂ ~F2
∂x2
+
∂ ~F3
∂x3
= R. (3.1)
With the formal Jacobi matrices Ak :=
∂ ~Fk
∂ ~Q
(Thompson, 1987) this can be transformed
to quasi linear form
∂ ~Q
∂t
+A1
∂ ~Q
∂x1
+A2
∂ ~Q
∂x2
+A3
∂ ~Q
∂x3
= R. (3.2)
Considering we have a boundary with its normal vector in direction x1 (more general
cases are described in Kim & Lee (2000)) then the derivatives in the x2 and x3 directions
are parallel to the observed boundary and need only information from the inside of the
computational domain. As these derivatives can be treated as normal, they are of no
interest for the further procedure and are swapped to the modified LHS R∗. Which
information is needed to calculate the boundary-normal derivatives is unclear at this
point. Looking closer at the system
∂ ~Q
∂t
+A1
∂ ~Q
∂x1
= R∗ (3.3)
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we are able to transform it to a one-dimensional transport equation. This will be con-
ducted in two steps. First we have to find the matrix P1 to diagonalize A1 = P1Λ1P
−1
1 ,
where Λ1 is a diagonal matrix. Substituting that into (eq. 3.3), we get the expression
∂ ~Q
∂t
+ P1Λ1P
−1
1
∂ ~Q
∂x1
= R∗. (3.4)
Now multiplying with P−11 from the left and defining δ ~C := P
−1
1 δ
~Q (Thompson, 1987),
we get the mentioned one-dimensional transport equation
∂ ~C
∂t
+ Λ1
∂ ~C
∂x1
= R∗∗, (3.5)
where R∗∗ := P−11 R
∗. This is called the characteristic form of the system. Assuming a
local one-dimensional inviscid (LODI) system (Poinsot & Lele, 1992) and neglecting the
LHS
∂ ~C
∂t
+ Λ1
∂ ~C
∂x1
= 0, (3.6)
we can identify the propagation direction of the information travelling across the bound-
ary from the sign of the respective entry of Λ1 (Thompson, 1987). If information is
traveling out of the domain, we keep stability of the discretized system even if we cal-
culate the derivative with a one-sided interior difference scheme (Thompson, 1987). If
the information is entering the domain, we need to find an interpretation for the physics
at this location. Various ways of these boundary conditions can be found in Thompson
(1987, 1990); Poinsot & Lele (1992); Kim & Lee (2000). The exact boundary conditions
we use in our simulations is explained where the cases are outlined.
3.1.2.2 Turbulent Inflow Conditions
We use a turbulent inflow instead of starting the domain upstream of the location where
transition takes place. This reduces the domain size and makes it possible to simulate
turbulent flows up to higher Reynolds numbers with given computational resources. The
turbulent inflow method we are using was first developed by Klein et al. (2003), who
introduced a three dimensional digital filtering method for incompressible flows. This
method is working in two steps:
1. First a provisional three-dimensional signal Ui is generated for each velocity com-
ponent which possesses a prescribed two point statistic (length scale, energy spec-
trum). If there was only the need to obtain homogeneous turbulence, the procedure
could stop here.
2. If cross correlations between the different velocity components have to be taken
into account, a method proposed by Lund et al. (1998) can be used. First define
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Ui so that Ui = 0,UiUj = δij , and then perform the following transformation:
ui = ui + aijUj where aij is the solution of an algebraic system which impose the
given correlations, Rij , which may be known from experimental data. ui is the
desired velocity signal.
This method is quite expensive as it is working in an additional three-dimensional box
upstream of the inlet boundary. Xie & Castro (2008) improved the method and man-
aged to generate a turbulent inlet condition using only a two-dimensional slice of the
computational domain. The correlation in the streamwise direction is covered with cor-
relations in time according to the streamwise mean velocity. As this improved method
was only developed for incompressible flows, Touber & Sandham (2009) extended the
method for compressible flow. This is the method we are using in this work.
3.2 Post-Processing (FAT)
The DNS code HiPSTAR described above provides statistical moments for many quan-
tities. For this work there was need to extend those statistics as well as sampling raw
DNS data for further processing. The sampling is restricted to the areas of interest and
includes density, the velocity vector and temperature. To handle the large time series
in order to calculate gradients, spectra and probability density functions, a new Flow
Analysis Tool (FAT) was devoloped. To achieve high performance in handling large data
sets the tool needed to be parallizable and efficient. The bottle-neck was found to be
the reading of the raw DNS data. For this part the MPI IO-library was put in place.
A post-processing tool, that has a modular structure to enable an easy updating and
upgrading procedure, was implemented. A selection of FAT’s capabilities is outlined in
this section.
3.2.1 Spatial Filter
Besides temporal averaging, FAT is equipped with several filter options. The filter used
for this work has a Gaussian kernel and variable filter width ∆(~x). A Gaussian filter in
three spatial dimensions is defined as
f¯(~x) :=
∫∫∫∞
−∞ f(~r) G(~x,~r)d~r∫∫∫∞
−∞G(~x,~r)d~r
(3.7)
with the filter kernel
G(~x,~r) := e
− (~x−~r)2
2(σ(~x))2 . (3.8)
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The filter parameter σ(~x) is a function of the filter width ∆
σ(~x) :=
∆(~x)√
8 ln(2)
≈ ∆(~x)
2.3548
. (3.9)
It scales the Gaussian kernel so that the full width at half maximum of the kernel function
is considered to be the filter width ∆(~x). The integral on the whole domain can be
truncated and the trunction error Σ can be estimated as
Σ := erf
(
s√
2
)
(3.10)
for the integral range of ±sσ.
f¯(~x) =
∫∫∫ sσ
−sσ f(~r) G(~x,~r)d~rΣ
n∫∫∫ sσ
−sσ G(~x,~r)d~rΣ
n
(3.11)
An overview of the approximate error:
s Σ ≈
1 0.682689492137086
1.5 0.866385597462284
2 0.954499736103642
2.5 0.987580669348448
3 0.997300203936740
3.5 0.999534741841929
4 0.999936657516334
4.5 0.999993204653751
5 0.999999426696856
Just like the numerical scheme for the DNS, that was described in the last chapter,
the filter needs to be discretized as well. Therefore the filtered integral needs to be
described on the computational grid with the coordinate system ~ξ. For this reason we
apply integration by substitition to the actual filtering
f¯(~x) =
∫∫∫∞
−∞ f(~r(~ξ )) G(~x,~r(~ξ ))d~r(~ξ )∫∫∫∞
−∞G(~x,~r(~ξ ))d~r(~ξ )
(3.12)
=
∫∫∫∞
−∞ f(~r(~ξ )) G(~x,~r(~ξ ))| det(D~ξ~r )(~ξ )|d~ξ∫∫∫∞
−∞G(~x,~r(~ξ ))|det(D~ξ~r )(~ξ )|d~ξ
(3.13)
with the Jacobian
D~ξ~r :=

∂x1
∂ξ1
∂x1
∂ξ2
∂x1
∂ξ3
∂x2
∂ξ1
∂x2
∂ξ2
∂x2
∂ξ3
∂x3
∂ξ1
∂x3
∂ξ2
∂x3
∂ξ3
 (3.14)
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3.2.2 Budgets
The aim of this work is to obtain a better understanding of the complex coupling of
the Navier-Stokes equations that results in turbulence. For this reason we calculate
and sample various statistics. An important aspect is how the coupling is changing at
different locations a flow as well as across different flows. To investigate this we sample
the budgets of all equations that we outlined in chapter (2). This allows to compare the
energy distribution and the energy transfer for different flow topologies.
3.2.3 Propability Density Functions and Conditional Averages
For the detailed study of the dynamics of turbulence it is not sufficient to extract ordinary
mean quantities only. It is often beneficial to sample more detailed statistics of quantities
to understand the underlying character and driving mechanisms. For this reason a
dynamic probability density function (pdf) sampling similar to the one described by Jain
& Chlamtac (1985) was implemented and parallelized. Further, this was extended to
joint-pdf sampling as well as conditional averaging procedures, that allow to investigate
complex couplings between different quantities.
3.3 Outline of Investigated Flows
To investigate the universality arguments that were outlined in the introduction, DNS
is carried out for flows that provide a variety of different characteristics. Universality in
wall parallel flows and trailing edges are investigated in a flat-plate turbulent boundary
layer flow (3.3.1) as well as in a pipe flow exiting into a co-flow and thus creating a
jet (3.3.2). Another flow topology that are examined is a free shear layer. To that
end the shear layer of the mentioned jet are studied at different streamwise locations.
In addition, DNS data of a supersonic axisymmetric wake (3.3.3) are explored in the
context of free shear layers. Besides the shear layer provided by this wake the flow also
provides a region with a strong pressure gradient that could be studied. Furthermore, in
the near wake region the flow develops a stagnation point and a recirculation region that
impinges at the end-wall of the cylinder. These are two more topologies that received
attention in this work. In this section the important characterisics of the respective
topologies are discussed and the cases studied are outlined.
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3.3.1 Compressible Zero-Pressure-Gradient Flat-Plate Boundary Lay-
ers
In the context of the project ‘Is fine-scale turbulence universal?’ (see section 1.2.1.3) the
behaviour of the smallest turbulent motions and their interaction with larger scale struc-
tures in different flows was investigated. One category is wall-bounded flows. We study
a subsonic flow of a compressible fluid over a flat plate in absence of a global pressure-
gradient and external forces. This flow forms a thin boundary layer (BL) (Schlichting,
1979) on the plate in which viscous effects are important. As many engineering applica-
tions include wall-bounded flows it is a very active research area. One is interested, for
example, in lift and drag of bodies or the noise emitted by the flow. Both applications
and many more have in common that the turbulent boundary layer (TBL) needs to be
better understood to be able to make improvements. We will focus on the turbulent
part of this BL (see section 3.3.1.1), study the structural composition and therefore the
interaction between the different scales of motion. DNS (see chapter 3) will be used as
tool for this research as it is, next to experimental studies, the only way to represent all
characteristics of a flow.
Section 3.3.1.1 will give an overview about the past and current work done in this field.
Afterwards results of the DNS are presented and some characteristics are selected for
later investigations.
3.3.1.1 State-of-the-art
Having a closer look at the boundary layer one can coarsely divide it into three stream-
wise regions (figure 3.1). The first region is the laminar boundary layer which is widely
Flow
laminar region
turbulent region
transition region
Figure 3.1: Schematic exposition of a developing boundary layer on a flat-plate
understood (Schlichting, 1979). This laminar part is followed by a transition region
where disturbances break down an fill the boundary layer with structures of different
scales. When the breakdown has advances enough to fill the boundary layer with all
the scales from the largest turbulent scales with size of the boundary layer thickness
down to the smallest where dissipation is dominant we are in the turbulent region and
we speak of a fully developed turbulent boundary layer. This turbulent region is what we
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are interested in.
Prandtl introduced the idea of a boundary layer more than 100 years ago (Anderson,
2005), but still a rational theory for TBLs is exists neither for wall-bounded turbulent
flows nor for general turbulent flows (Schlichting, 1979). It has not been possible to fully
understand even the simplest quantity, the streamwise mean velocity (Schlatter & O¨rlu¨,
R., 2010). We can find a common description of the streamwise mean velocity profile in
the wall-normal direction u(y) where u is the averaged streamwise velocity and y is the
wall-normal position with the wall at y = 0. Although the validity of this description
for higher Reynolds numbers and the universality of relevant model constants has more
recently been questioned (discussed in the following), it is acceptable to get an overview
about the structure of a fully turbulent boundary layer. Further it is the best descrip-
tion we have so far. It is a presumably universal mean streamwise velocity distribution
in wall-bounded flows scaled with the wall shear stress τwall and is known as the law
of the wall (figure 3.2). The turbulent boundary layer is decomposed into four region
viscous sublayer, buffer layer, logarithmic layer and outer layer in order of increasing
distance from the wall. The first three layers are often combined to the inner layer. In
the following, the subscript ‘+’ marks dimensionless variables scaled with the wall shear
stress. The viscous sublayer starts at the wall and lasts up to y+ ≈ 5. The velocity is
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Figure 3.2: Mean streamwise velocity (red) scaled with uτ and plotted in logarithmic
scale over wall-distance y+; functions f(y+) := y+ and g(y+) := 1κ log y
++C are plotted
in blue; the green lines show the approximate limits of the different sub-layers
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linearly dependent on the wall-distance and we can state the equation
u+ = y+. (3.15)
On top of the viscous sublayer there is the buffer layer which usually is considered to
have the extent of 5 . y+ . 30. The value of the upper bound is questioned, though,
as for high Reynolds numbers it has been found to extend to y+ ≈ 200 or even higher
(discussed in the following). This shows that it may be a function of Reynolds number.
We cannot state an equation for this layer, but one can say that the profile function
slowly crosses over from the linear function to the logarithmic law of the wall.
The next layer is the logarithmic layer that is found for 30 . y+ . 0.2δ+99 and the
profile follows the logarithmic behaviour (log law)
u+ =
1
κ
log y+ + C. (3.16)
κ is the von Ka´rma´n constant and has been found in experiments to be universal and
independent of Reynolds number and flow geometry, κ ≈ 0.4. However, recent studies
question this value and its universality (discussed in the following). The same is true
for the constant C which has been stated as C ≈ 5 for a smooth wall.
As last layer we find the outer layer where the profile adapts to the free-stream velocity.
Wall-Bounded Flows Pipe flows, channel flows and boundary layer flows are treated
in the same way as wall-bounded flows. Even if pipe and channel are internal flows and
the boundary layer is an external flow, they are comparable qualitatively. Hence, it
is possible to use easier experimental setups and cheaper simulations (Sillero, 2011)
of internal flow to find conclusions which are valid for boundary layers as well. With
Reynolds numbers around Reθ ≈ 3000 the inner scaled mean profiles are matching well
in all three flows for the distance from the wall y < 14δ99 and higher order moments
match even at least up to y = 12δ99 (Monty et al., 2009). On the other hand Monty
et al. (2009) found, that the energy spectra show differences that cannot be explained
by scaling arguments. With higher Reynolds number the similarities in the statistics
decrease. Marusic et al. (2010) found that for different and higher Reynolds numbers the
streamwise turbulent intensity and the intensities of other components of the Reynolds
stress tensor may scale in a different way. They showed this even down to the viscous
buffer region. The law of the wall seems to depend on the flow geometry as well. It
was shown by Marusic et al. (2010) that the ‘universal’ constants κ and C, valid in the
log-region, are not universal and vary from pipe over channel to the boundary layer flow.
Next to the clear differences in the outer region, the large structures behave differently ,
too (Monty et al., 2009; Marusic et al., 2010). Monty et al. (2009) observed a difference
with increasing distance to the wall: In internal flow the kinetic energy is moving to
longer wavelength, while in the external flow the structures decrease in size rapidly be-
yond the log-layer. But due to the lack of reliable turbulent boundary layer data it was
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important to accept the similarity between the flows in understanding the structure of
the near wall flow (Monty et al., 2009). This still could be helpful in understanding how
coherent structures in turbulent flows are behaving, how they are created, transported
and how they break down.
Turbulent Boundary Layer Even though the zero-pressure-gradient flat-plate bound-
ary layer (ZPGFPBL) is a very important case for theoretical, numerical and experi-
mental studies in understanding wall bounded turbulence, only very few DNS for high
Reynolds number exist (Wu & Moin, 2009; Schlatter & O¨rlu¨, R., 2010). On the other
hand there have been a large number of experimental studies carried out on this topic.
What is missing in most cases on the experimental side are direct or indirect measure-
ments of the skin friction and another issue is that it is difficult to accurately achieve
a zero-pressure gradient in the streamwise direction (Schlatter & O¨rlu¨, R., 2010). In
the time before the recently (in the 1990s) developed experimental technique of particle
image velocimetry (PIV) was available, it was impossible to get two dimensional planes
or three dimensional volumes of flow field data from experiments. To fill this gap and,
more generally, to make a vice-versa validation between experimental and numerical
data possible, DNS is needed.
Almost all DNS performed on this topic are incompressible, and only few compressible
DNS studies on a ZPGFPBL have been conducted and it seems these all are in the area
of aero-acoustics and focus on different characteristics than we do in our study. Hence,
the focus in this literature review is on incompressible ZPGFPBL with the assumption
that the structure of a boundary layer does not differ significantly due to compressibility
effects in the subsonic case. The impact of compressibility on the turbulent flow will be
investigated later.
Mean Profiles In general it is remarkable that mostly only profiles of the mean
streamwise velocity in the wall-normal direction are discussed. Especially the profiles
of the mean steamwise velocity component in the streamwise direction and the mean
wall-normal velocity component in the wall-normal direction are of great interest, as
their gradients appear in the non-linear terms of the Navier-Stokes equations (eq. 2.9),
which are considered to be one root of turbulence.
Getting an overview about the wall-normal profile of the streamwise component of the
mean velocity we notice that every experimental or numerical dataset collapses almost
perfectly with the law of the wall in the viscous sublayer. For the logarithmic region
things are different. Even in the first highly cited DNS of a turbulent boundary layer,
carried out by Spalart (1988), at quite low Reynolds number, issues were arising. While
Spalart matched the log law quite well for Reynolds numbers of Reθ = 670 and 1410, his
results in the log region for Reθ = 300 were slightly higher than suggested from the log
law. Using Ξ = y+ ∂u
+
∂y+
as an indicator for a log region (the graph should show a plateau
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with Ξ = const. as indication for the log-region), he stated that in the low-Reynolds
number case the possibility for an infinitely small log region is given.
Nevertheless, for higher Reynolds numbers the log law seems to be valid. O¨sterlund
et al. (2000) show a good collapse with the log law with coefficients set to κ = 0.41 and
C = 5.2 of their experimental data at Reθ = 2532, 3651 and 4312.
Schlatter et al. (2009) obtain a good match of DNS data with κ = 0.41 and C = 5.2 at
Reθ = 670 and 1410 and one year later they used LES to reach higher Reynolds numbers
(Schlatter et al., 2010) and compared the results to the experiments of O¨sterlund et al.
(2000). With Reynolds numbers of Reθ = 685, 1433, 2560, 3660 and 4307 they matched
the experimental results and the log law with the same coefficients as O¨sterlund et al.
(2000). However, their mean profile at Reθ = 1433 shows discrepancies further away
from the wall when compared to the DNS of Spalart (1988).
The (so far) highest Reynolds number Reθ = 6650 (Sillero, 2011) achieved in DNS of
turbulent boundary layer simulations collapsed with the log law with coefficients κ = 0.4
and C = 5.
Regarding these results the log law seems to be proven, with small discrepancies in
the coefficients, for at least Reynolds numbers Reθ & 650. However, Marusic et al.
(2010) compared different channel, pipe and turbulent boundary layer flows at higher
Reynolds numbers. In the case of mean profiles of TBLs they compared experiments
with Reynolds numbers from Reθ = 14000 to 23000 and found values for the van Ka´rma´n
constant between 0.38 and 0.39. In addition the logarithmic regions started at y+ & 200
and seemed to be Reynolds number dependent. Even replacing the log law with a
power law was discussed. Johnstone & Coleman (2012) discussed the ‘right’ value of
κ in their work as well. Experiments and simulations showed that a sufficiently high
Reynolds number is needed to get a clear log layer. Monkewitz et al. (2007) suggested
Reδ∗ & 104. All this shows that the discussion about the log law and the streamwise
mean velocity profile in general are far from being closed.
Reynolds Stresses Marusic et al. (2010) mentioned that the Reynolds stresses do
not receive enough attention compared to the mean values. They are the source of
turbulence and drive the transfer of mass, heat and momentum and, due to this, they
are important quantities.
Spalart (1988) investigated the production of turbulent kinetic energy −u′v′ du+
dy+
and
achieved with his DNS a striking match between the results of the two Reynolds numbers
Reθ = 670 and 1410. The Reynolds stress −u′v′ instead differed in both simulations,
which could not be explained by traditional arguments.
Sillero (2011) showed excellent agreement of their DNS data with experimental results
of De Graaff & Eaton (2000); O¨sterlund et al. (2000) and simulations by Schlatter &
O¨rlu¨, R. (2010) for u+rms, v
+
rms and w
+
rms. The plots, scaled with inner variables, showed
Reynolds dependence in the outer region (figure 3.3).
The same behaviour was stated by Schlatter et al. (2010) with LES data up to Reθ =
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Figure 3.3: the plots show Reynolds stresses: left: u′u′ (− − −), v′v′ (− − −), w′w′
(· − ·−), −u′v′ (· − −), different DNS datasets are plotted: at Reθ = 1410 (Spalart,
1988) (black), at Reθ = 1551 (Jimenez et al., 2010) (blue) and at Reθ = 1410 (Schlatter
& O¨rlu¨, R., 2010) (red); right: Reynolds stresses of (Schlatter & O¨rlu¨, R., 2010)’s DNS at
different Reynolds numbers Reθ = 1410, 2000, 3030 and 4060 (black,blue,red and green)
4300. They extended the argument for −u′v′. Further, they mentioned a good agreement
between DNS and LES data.
The comparison of wall-bounded flows (Marusic et al., 2010) included experimental
data of pipes (Reτ = 4000, 30000), channels (Reτ = 4000, 4800) and boundary layers
(Reτ = 14000, 22000, 23000,O(106)). They showed that a secondary peak in u′u′ arises
in the outer region once the Reynolds number is high enough. Even though the Reynolds
numbers in figure (3.3) are not high enough, the trend to a secondary peak for u′u′ in
the outer region can already be seen. It was mentioned that the first peak in the u′u′-
profile located at y+ ≈ 15 shows a weak Reynolds number dependency in contrast to
the classical point of view, i.e. that its location is fixed in inner scaled wall distance.
Correlations and Spectra Spalart (1988) investigated the spectra for the simula-
tion of a turbulent boundary layer at Reθ = 1410 at the wall distances y
+ = 100 and 200.
He found a significant inertial range in the x-direction for the streamwise kinetic energy
distribution. Jimene´z, J. (2012) shows in a review about cascades in wall-bounded flows
clear inertial ranges in streamwise length scale spectra for u′u′ and −u′v′ in a channel
flow (fig. 3.4). It can be seen that the size of the inertial range is increasing with the
distance to the wall.
Schlatter et al. (2010) showed clear evidence of large structures in the outer region with
increasing Reynolds number (figure 3.5). These structures are known as ‘superstruc-
tures’ or ‘very large scale motions’ (VLSMs). They mention that the VLSMs received
considerable interest in the last years from the experimental side (Kim & Adrian, 1999;
Guala et al., 2006; Hutchins & Marusic, 2007a; Ganapathisubramani, B., 2007; Hutchins
et al., 2011) as well as from the numerical side (del A´lamo, J.C. and Jimene´z, J., 2003;
Schlatter et al., 2009). The origin and regeneration of these structures are open ques-
tions and discussed by Hutchins & Marusic (2007b); Mathis et al. (2009).
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Figure 3.4: Spectral densities in a numerical simulation of a turbulent channel at δ+ =
2000, as functions of the streamwise wavelength λx and of the wall distance y. The
shaded contours in panel a are the kinetic energy of the velocity fluctuations, kxEuu(kx),
and those in panel b are co-spectra of the tangential Reynolds stress, −kxEuv(kx). In
both panels, the line contours are spectra of the surrogate dissipation, νkxEωω(kx),
where ω is the vorticity magnitude. At each y, the lowest contour is 0.86 times the local
maximum. The horizontal lines, y+ = 80 and y/δ = 0.2, are the approximate limits
in which the energy length scale grows linearly with y. The diagonal lines through
the two shaded spectra are λx = 5y. Those through the dissipation spectra are λx =
40.(reproduced from Jimene´z, J., 2012)
Jimene´z, J. (2012) compared the spatial extent of these structures at different Reynolds
numbers as well. He mentioned their footprint on the near wall region. Remarkable is
that this footprint is only located very close to the wall y+ ≈ 6 and vanishes very quickly
further away from the wall (y+ . 10).
Even larger structures with the same consequences for higher Reynolds numbers were
shown by Sillero (2011) (figure 3.6).
We will describe the VLSMs in more detail in section 3.3.1.1.
Coherent Structures A turbulent flow is characterized by the interaction of fluctu-
ations and eddies of various sizes, shapes and energy. It is the ensemble of these eddies
that eventually leads to, e.g., the characteristic law of the wall or well known profiles of
the rms values (Schlatter et al., 2010). Marusic et al. (2010) describe coherent structures
as organized motions that are persistent in time and space and contribute significantly to
the transport of heat, mass and momentum. They need to be understood to understand
wall-turbulence. Following Townsend (1961, 1976) the eddies in a wall bounded flow
can be generally categorized due to their distance from the wall y: One of the categories
combines all detached eddies with a smaller size than y and the ones with size larger
than y are described by the category of attached eddies. The detached eddies are roughly
isotropic and form a classical Kolmogorov cascade (Jimene´z, J., 2012). On the other
hand the attached eddies cannot contain wall-normal velocity or tangential Reynolds
stress as they are connected to the wall and must fulfil the no-slip condition imposed by
the wall. Therefore the only force acting on them is the pressure gradient, which implies
that they are irrotational. The idea of attached eddies has been extensively studied
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Figure 3.5: Pre-multiplied spanwise spectra kzΦuu(λz)/u
2
rms of the streamwise velocity
fluctuation u′. The vertical lines indicate λz = δ99 , the horizontal lines y = 0, 35δ99;
contour lines have a spacing of 0.1. From left to right and top to bottom: Reθ =
1433, 2560, 3660, 4307. (reproduced from Schlatter et al., 2010)
Figure 3.6: (a) Solid lines are two-dimensional spectral densities Φ+uu from channels at
Reτ = 550− 2000 (Hoyas & Jime´nez, 2006), and dashed ones those of boundary layers
at Reτ = 550 (Jimenez et al., 2010), and 1000 and 2000 from the present case at the
buffer layer, y+ = 15, in red, blue, and black respectively. (b) Large scales boundary
layer footprint in the vorticity spectral densities Φ+ωω at the viscous sublayer y
+ = 5
(black) and for the buffer layer at y+ = 10 − 15 (red, blue) at Reτ ≈ 2000. In both
cases, the straight dashed line is λx = 10λz and dots are λz = Reτ .(reproduced from
Sillero, 2011)
to model wall turbulence and is behind elementary arguments for the mean streamwise
velocity profile in the log region. These eddies can be single vortices or coherent vortex
clusters.
If we want to describe how structures are distributed in a wall-bounded flow, we have
to take into account that structural models mean something different close to the wall
than further away. The local Reynolds number increases with the wall distance and the
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structure must be treated in a more and more inertial regime compared to the near-wall
region.
Streaks in the viscous sublayer were first identified by Kline et al. (1967). The dynamics
of these streak then were studied by Kim et al. (1971). They are like a layer of counter
rotating streamwise vortices constantly present in the viscous sublayer. Two of these
sublayer streaks form either a sweep (u > 0, v < 0) or an ejection (u < 0, v > 0) at
the location where their surfaces are touching. The ejections reach at least up to the
buffer region and are therefore called buffer-layer ejections. Experimental results showed
that they can be linked to ramp-like, low-momentum regions surrounded by shear layers
populated by intense transverse vortices (see Jimene´z, J., 2012). Another interpreta-
tion presented these ramps as packets of self-propelled hairpin vortices, each of which
includes an ejection arising from the viscous sublayer (Adrian, 2007). It is unclear how
far from the wall this mechanism extends (Robinson, 1991; Ganapathisubramani et al.,
2003; Tomkins & Adrian, 2003; Wu & Christensen, 2005; Carlier & Stanislas, 2005; Her-
pin, 2010).
Further away from the wall del Alamo & Jime´nez (2006) detected similar ejections ex-
tending from the near-wall region into the outer region. They located the surfaces of
large attached vortex clusters extending above y+ = 100. In this early log region most
of the structures we find are streaks with medium streamwise extent 1000+ and medium
diameter 100+ (Schlatter et al., 2010). They are known as large scale motions (LSMs)
and Marusic et al. (2010) characterize them as motions with length scale O(δ). Further
they are part of the hairpin vortex paradigm and consist of streamwise aligned individ-
ual eddies (Adrian, 2007).
A recent finding for high-Reynolds number wall-bounded flows are very large structures
in the outer region as shown in the spectra before. Marusic et al. (2010) called them
superstructure and characterized them with a length scale of O(10δ). They are also
known as very large scale motions (VLSMs) and are similar in internal and external
wall-bounded flows. In the case of internal flows the VLSMs are further away from the
wall and have larger wavelength than in external flows (Marusic et al., 2010). It was
shown in several studies including Hutchins & Marusic (2007a); Jime´nez et al. (1999);
Mathis et al. (2009) that outer-scale influence on the near-wall region becomes increas-
ingly noticeable with high Reynolds number. It is likely that this leads to the increase
of the streamwise turbulence intensity (Marusic et al., 2010).
3.3.1.2 Turbulent Boundary Layer DNS - Outline and Validation
A turbulent boundary layer flow along a flat plate without streamwise mean pressure
gradient (TBL) was chosen in the context of wall-bounded flows. Wall-bounded flows
are fundamental from an engineering point of view and find large attention in research.
They develop a particular kind of turbulence that is a subcategory in fluid mechanics
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Figure 3.7: Overview of the turbulent boundary layer flow that is used in this work.
Besides the extent of the respective sublayer, the image shows a snapshot of the turbulent
structures as iso-surfaces of the delta criterion. Further the wall is coloured with the
wall-pressure levels and the back plane shows the spanwise zero mode of the spanwise
vorticity component.
(3.3.1.1) of which figure (fig. 3.7) gives a first impression. A DNS of such a flow was car-
ried out to investigate the features that will be outlined in the following. The Cartesian
domain for the simulation covers a volume with a streamwise extent Lx ≈ 165 δ99,in.
In the wall-normal direction if covers Ly ≈ 16.7 δ99,in and in the spanwise direction
Lz = 7 δ99,in. δ99,in denotes the inflow boundary layer thickness which is the reference
length scale for all the following if not specified differently. The Reynold number range
is Reθ ≈ 670 − 2330 (Reτ ≈ 220 − 830) and therefore in the fully developed turbulent
regime of the boundary layer. The Mach number in the free stream is M∞ = 0.5 and
the Prandtl number Pr∞ = 0.72. The wall is set to be isothermal at the adiabatic
temperature of the freestream Twall ≈ 1.05. In order to obtain a turbulent boundary
layer an artificial turbulent inflow condition (Touber & Sandham, 2009) was applied .
This method is described in more detail in section (3.1.2.2). The outflow is a charac-
teristic outflow condition (Poinsot & Lele, 1992) to minimize artificial reflections from
this boundary (see sec. 3.1.2.1 for details). The freestream is an ordinary non-reflective
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Figure 3.8: Mean velocity profiles in wall-scaling. As references, the yellow lines indicate
the law of the wall and the gray profiles show incompressible DNS results from Schlatter
& O¨rlu¨ (2010). The coloured profiles show the present TBL data.
characteristic boundary condition (Thompson, 1990) that is described in more detail in
section (3.1.2.1).
The spatial discretisation is done using standard differences in the streamwise and wall
normal directions, whereas the spanwise direction is discretised using Fourier decompo-
sition. For the discretisation of time a 4th-order accurate 5-step Runge-Kutta method
was chosen. Further details of the methods are outlined in section 3.1.1. The grid for
the decomposition is a structured Cartesian mesh and counts 7200 × 260 points in the
streamwise and wall-normal directions. 193 spanwise Fourier modes were used to dis-
cretise the spanwise direction. This leads to a total of about 723 million collocation
points in the domain. The grid is stretched in the streamwise direction to keep the
wall-scaled spacing relatively constant. The streamwise spacing has an upper bound of
∆x+ < 5.12 throughout the entire domain. The wall-normal location of the first point
of the wall (y = 0) is located at y+|1 ≈ 0.600− 0.712 and the 10th grid point is located
at y+|10 ≈ 5.43 − 6.40. The collocation points in the spanwise direction have a spac-
ing of ∆z+ ≈ 3.72 − 4.38. After an initial transient of the simulation the flow reaches
a statistically steady state. All presented data are sampled in the statistically steady
regime. The statistics presented here are sampled over a non-dimensional time period
of ∆T ≈ 575. The profiles of the mean streamwise velocity scaled with the friction
velocity uτ are presented in figure (3.8). The plot shows the incompressible law of the
wall (in orange) as reference. Further results of an incompressible DNS of a turbulent
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Figure 3.9: The skin friction comparison shows the two incompressible empirical formulas
of Schlichting (continuous) and Karman-Schoenherr (dashed). The dots mark the values
obtain by incompressible DNS from Schlatter & O¨rlu¨ (2010) (red), Jimenez et al. (2010)
(gray) and Spalart (1988) (green). The blue line shows the actual data of the present
work, whereas the cyan line shows the present data after rescaling with the local wall
viscosity.
boundary layer (Schlatter & O¨rlu¨, 2010) are added. The linear behaviour in the viscous
sublayer as well as the slope of the log layer are captured well in the DNS of the present
work. This is as first indication that the typical dynamics of a TBL are recovered in this
simulation. The slight shift of the log-layer and the wall-scaled maximum velocity reflect
a deviation in skin friction. This can have two reasons. On the one hand, we compare a
compressible to an incompressible flow. The wall temperature in the present case is 1.05
compared to the freestream. This leads to an increase of viscosity (µwall = 1.05) towards
the wall which is directly affecting the skin-friction at the wall. Figure (3.9) shows the
development of the skin friction in the present DNS in blue compared to different incom-
pressible references. The skin-friction of Spalart (1988) matches well, whereas the DNSs
of Jimenez et al. (2010) and Schlatter & O¨rlu¨ (2010) are significantly lower. However
it can be shown by a simple scaling with the viscosity, that this is a pure temperature
effect. The cyan coloured line shows the skin friction divided by the local viscosity at
the wall. The rescaled viscosity shows a perfect match with results of Jimenez et al.
(2010). This reveals that the actual velocity gradient at the wall matches whereas the
viscosity is different which results in a difference of skin-friction and, as we will see later,
lower intensities of turbulence.
On the other hand, the turbulent inflow condition creates artificial disturbances that
decay initially before they start growing again in amplitude and start to develop phys-
ical turbulence. This causes an imbalance of turbulent momentum that reflects in a
stagnation of momentum thickness θ growth. Figure (3.10,top left) shows that the dis-
placement thickness δ∗ does not experience the same stagnation. Therefore the initial
decay of the turbulence strength causes a shift of large scale quantities which is shown
in the shape factor H23 =
δ∗
θ (fig. 3.10, top right). Further, figure (3.10,bottom) shows
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Figure 3.10: Boundary layer thicknesses and shape factor are plotted at the inflow region
(top) and the development of the shape factor in the full domain is shown (bottom).
that this initial shift does not recover within the simulated domain length. Whereas a
shape factor of H23 ≈ 1.3−1.4 is expected for zero pressure gradient flat plate turbulent
boundary layers, the present flow does stay above H23 = 1.5.
However, this shift will not affect the focus of the present work. We are focusing on the
effects of a wall on turbulence. Whether this turbulence is studied in a canonical zero
pressure gradient flat plate turbulent boundary layer or in a boundary layer flow that
is close to the canonical case is not important. What we need to ensure is that the wall
dynamics of turbulence are recovered. Therefore figure (3.11) shows the distribution
of turbulence in the boundary layer. The components of the Favre stress tensor σ are
shown in wall-scaling and plotted against the DNS data of Schlatter & O¨rlu¨ (2010). The
development of the profiles match and the amplitudes are well in the range of differences
seen in literature (see fig. 3.3). The streamwise normal component −σ11 shows a perfect
match in the viscous sublayer, but the data of the present work does not recover the full
intensity of the streamwise fluctuations in the buffer layer. This might well be caused
by the difference in skin friction mentioned before. The mismatch of the buffer layer
decays in the logarithmic sublayer so that there is a perfect match in the outer layer.
On the other hand, all other components of the Favre stress tensor −σ show a perfect
match with the reference data throughout the entire wall-normal direction. Besides the
wall-normal distribution, the streamwise development is recovered as well. It can be seen
that both, present data as well as reference data, show the same trend with increased
Reynolds number.
The energy distribution (fig. 2.7) in the flow was derived and described in section (2.2).
This distribution is the driving force for turbulence in this TBL and one focus of the
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Figure 3.11: Comparison of the Favre stress tensor of the present work with the DNS
results of Schlatter & O¨rlu¨ (2010).
present work. Figure (3.12) shows the budget of the turbulent kinetic energy k in case of
the filter operation being the Reynolds average operator. The figure compares the bud-
get sampled from the data of the present work compared to the DNS data of Schlatter
& O¨rlu¨ (2010). A very good agreement can be seen over the entire wall-normal direc-
tion. All amplitudes are matching almost perfectly and the differences are mainly due
to shifts of the respective profiles in the wall-normal direction. The peak of turbulent
production, for instance, is closer to the wall in the present data set than it is for the
incompressible DNS data of Schlatter & O¨rlu¨ (2010). On the other hand, the magnitude
of dissipation and diffusion at the wall are slightly increased. However, all differences
are well within an acceptable range and the data is therefore well suited for a detailed
study of the near wall dynamics of turbulence and its characteristic distribution.
The budget of the turbulent kinetic energy (fig. 3.12) reveals the forces that keep the
turbulent kinetic energy statistically constant at every point in the boundary layer. The
strong variation of governing forces in the wall-normal direction indicates that the prop-
erties of the turbulence itself might vary equally strongly in the wall-normal direction.
This is a fact that is reflected by the varying composition of turbulence that can be seen
in figure (fig. 3.11). To understand this better, we can take a walk through the static
turbulence cycle in the near wall region. As we can see in figure (2.7) it takes two things
to produce turbulent kinetic energy. One is turbulent motion itself, represented by σ
(k = −12trace(σ)), and the second part is a mean strain rate S¯.
Figure (3.13) shows the main ingredients of wall bounded turbulence. The presence of a
strongly varying streamwise mean velocity profile u˜ results in a strong wall normal ve-
locity gradient ∂u˜∂y i.e. a strong strain rate. Intuitively one might think that the location
of the highest strain rate, the wall, would cause the strongest production. But the wall
itself bounds the kinetic energy in the near wall region. The strong potential that is
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Figure 3.13: Plot of the main ingredients of wall turbulence from a static point of view.
provided by the velocity gradient cannot be exploited very close to the wall. Therefore
the production is shifted in the buffer layer as we can see in figure (3.12). The relatively
local production peak causes an imbalance of turbulent kinetic energy which will be
redistributed by other mechanisms. The two strongest forces that redistribute this ini-
tial imbalance of produced turbulence are turbulent transport and turbulent diffusion.
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Figure 3.14: Instantaneous snapshot of spanwise vorticity in the turbulent boundary
layer. The image shows as constant z-plane. The flow direction is left to right.
The first of the two redistributes kinetic energy via turbulent mixing and can only act
strongly where turbulence itself is strong. It mixes turbulent kinetic energy by trans-
porting it on larger structures in different regions. For instance, a small vortex travelling
within a larger vortex. On the other hand, turbulent diffusion results from friction and
can redistribute turbulent kinetic energy toward regions were only little kinetic energy
is present. As figure (3.12) shows, it is the main contributor that brings turbulence into
the viscous sublayer. This already shows that the main part of turbulence in the viscous
sublayer is neither produced there nor is it transported there via turbulent mixing. It
is to a large extent caused by viscous effects that find their origin further away from
the wall - i.e. it is a footprint of turbulent structures in higher layers that reaches down
to the wall. At the end of the cycle the produced and redistributed turbulent kinetic
energy is finally dissipated into heat. This process is most active at the wall and is
monotonously decaying towards the freestream.
Following these static observations we can discuss the same mechanism from a dynamic
point of view by studying instantaneous snapshots of the turbulent boundary layer. Here
as well the strongest alternation of quantities in TBLs is found in the wall-normal direc-
tion. An impression of this is given by figure (3.14) which shows contours of the spanwise
vorticity component (ω3). The wall is located at the bottom of the figure. Besides some
weak sound waves the freestream is in a laminar regime. The laminar-turbulent interface
is indicated by the slightly blurred border between the region of mainly zero vorticity
(black) and the region with varying vorticity (strongly coloured). This interface has a
strongly irregular shape and contains steep canyons reaching close to the wall as well as
peaks reaching far in the laminar region. On a closer look one might be able to argue that
the interface has a fractal like character. On the turbulent side of the laminar-turbulent
interface a variety of turbulent structures across a wide range of spatial (and temporal)
scales are present. At a larger distance to the wall more bulky structures are found and
a variety of directivities can be observed. Approaching the wall the structures become
stronger and the relative variation is higher. Structures are thinner but not necessarily
much shorter. The preferred space for the elongation of thin structures appears to be
the wall parallel plane with a slight lift in the streamwise direction. In the near wall
region we find an apparently continuous layer of the most extreme values of spanwise
vorticity.
Another perspective on the dynamics, that form the skeleton for the presented statistics,
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Figure 3.15: Turbulent structures in a TBL visualized as iso-surfaces of the discriminant
of the velocity gradient tensor and coloured with streamwise velocity. The flow direction
is left to right.
is given in figure (fig. 3.15). This figure provides an overview of the spatial composition
of a turbulent boundary layer. The wall is at the bottom and the flow direction is x.
The visualization of turbulence with a vortex identification criterion helps to obtain an
impression of the variety of the different structures and structure formations that can be
found in wall-bounded flows. In the direct periphery of the wall the majority of struc-
tures are relatively straight tubes that are predominantly elongated in the streamwise
direction (region ‘A’). Moving further away from the wall a three dimensional struc-
ture shape can be developed. In region ‘B’ an arc-shaped vortex followed by an aligned
smaller vortex can be seen. In the outer regions of the boundary layer the structures
seem to be free from any boundaries and develop seemingly random alignments. Region
‘C’ highlights a cluster in the outer region. Besides the alignment it can be seen that
the structure density is rapidly decreasing towards the outer regions of the boundary
layer. To get an impression from a different perspective figure (3.16) shows the view on
the wall from above while the flow direction in the image is bottom to top. The flow
structures are shown at a more sensitive level and therefore more structures are shown.
The TBL is sliced at the different levels in the wall-normal direction. On the left the
cut is in the near wall region. As mentioned before, the majority of structures in this
layer is elongated in streamwise direction. The colours are an indication of the instanta-
neous streamwise velocity, the with dark blue being slow and dark red being fast. Most
of the structures close to that wall are relatively slow but clusters of structures with
higher velocity can be found in between (region ‘A’). In literature these structures are
referred to as high speed streaks. These clusters of smaller structures can form very long
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Figure 3.16: Turbulent structures in a TBL visualized as iso-surfaces of the discriminant
of the velocity gradient tensor and coloured with streamwise velocity. The flow direction
is bottom to top.
streamwise elongate super structures. Focusing on the center of the image, a slice fur-
ther elevated from the wall is shown. Structures at this height are packed more densely,
but show a higher variation in their directivity than the ones closer to the wall. Like in
the area closer to the wall streamwise elongated clusters of higher velocity (region ‘B’)
can be seen. Besides that also their low velocity counterparts (region ‘C’) are present.
In literature these spots of lower velocity in higher layers are called ejections. On the
outer region of the TBL can be seen that like in the middle section the structures show a
high variation of directivity and a broad range of shapes. More than that the structure
density is decreasing towards the outer region.
Overall, we have seen that from a static point of view as well as from a dynamic point
a view, a turbulent boundary layer flow is bearing complex turbulent mechanism. On
the other hand boundary layers are present in the majority of engineering flows. These
are the two driving reasons why this flow will be the focus of the present work.
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3.3.2 Jet
Figure 3.17: Iso-surfaces of the Q-criterion at a level of Q = 3 coloured with streamwise
velocity (see fig. 3.18 for color levels).
In the context of wall-bounded flows and free shear flows a compressible turbulent pipe
flow exiting in a laminar co-flow was investigated. A detailed description of this flow
and the setup can be found in Sandberg et al. (2012). In this report we outline the
general setup and the important features of the flow in the context of investigations on
universality arguments.
The coordinate system for this case is cylindrical with its axis at the center of the pipe.
The Reynolds number was chosen to be ReR = 3350 based on radius and bulk velocity,
the Mach number and Prandtl number were set to be M∞ = 0.46 and Pr∞ = 0.72
respectively. The streamwise and radial direction were discretised with a standard finite
difference method (3.1.1). The wall-scaled streamwise resolution has a maximum at the
inflow ∆x+ ≈ 16 and becomes finer towards the nozzle exit, where ∆x+ ≈ 1.8. In
the radial direction 68 points were used and the location of the first grid point off the
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Figure 3.18: Streamwise mean velocity contours at the exit location of the pipe and
schematic setup of the flow domain.
94 Chapter 3 Direct Numerical Simulation and Post-Processing
0 0.2 0.4 0.6 0.8 1 1.2
0
0.5
1
1.5
2
u˜
r
x = −1.0
x = 0.0
x = 1.0
x = 2.0
x = 3.0
x = 4.0
x = 5.0
Figure 3.19: Streamwise mean velocity over radial direction at different streamwise
locations. The pipe wall is located at r = 1, the axis at r = 0, and the pipe exit at
x = 0.
wall is at y+ ≈ 0.91 with the wall being at 1. The grid in the wall-normal direction is
stretched towards the axis. In the azimuthal direction the Navier-Stokes equations are
discretised with a Fourier method as periodicity is given in this direction. For the present
case a total of 64 Fourier modes were chosen, which leads to a spacing of ∆z+ ≈ 16
at the wall. Due to the cylindrical coordinate system, this value tends to 0 towards
the axis. To avoid the CFL number to go to infinity for a given timestep, a mode-
clipping and an axis-treatment (Sandberg, 2011) is applied close to the axis. The pipe
inflow is an artificial turbulent inflow condition (3.1.2.2) whereas the inflow at the co-
flow is a laminar boundary layer profile with a freestream velocity of 0.2. The outflow
is a zonal characteristic outflow condition (Sandberg & Sandham, 2006) to minimize
artificial reflections from this boundary (see sec. 3.1.2.1 for details). The freestream is
an ordinary non-reflective characteristic boundary condition (Thompson, 1990) that is
described in more detail in section (3.1.2.1). The general setup of the computational
domain is shown in figure (3.18).
When the flow in the pipe reaches the nozzle the velocity profiles vary and the flow
changes its characteristics from a wall-bounded turbulent flow to a free shear flow. This
transition region will be studied in the present work into context of universality aspects.
Therefore a more detailed description of the flow around the nozzle is needed. Figure
Figure (3.19) shows the development of the streamwise mean velocity profile dependent
on the radial location in the streamwise direction. The velocity profile in the pipe does
not significantly change once turbulence has fully developed. This is true until the flow
comes close to the nozzle. Approximately at x = −1, the profile starts adjusting from a
typical profile for wall-bounded flows towards a free shear flow profile. Five radii (x = 5)
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Figure 3.20: Contour plot of TKE production around the pipe exit. The black curves
show the streamwise mean velocity profile at the locations x = −1, 0, 1, 2, 3, 4 and 5.
Compare with figure 3.19 for quantitative information.
downstream of the nozzle, the velocity profile shows the typical characteristics of a free
shear flow profile. The change of the mean velocity profile causes a change in the TKE
production and therefore changes the source of turbulence (fig. 3.20).
Downstream of the nozzle we can see a strong increase of the TKE production magnitude
as well as a widening of the area where turbulence is produced. Whereas the area of the
main production in the pipe was limited to a small area in the buffer layer, already 5
radii downstream of the nozzle the area has spread over almost one radius in the radial
direction. The TKE production is a product of Favre stresses and the mean strain rate
tensor
〈σ, S¯〉F , (3.17)
where σ is the Favre stress tensor and S¯ is the Favre averaged strain rate tensor. To
understand the roots and character of the production and its development in the stream-
wise direction we will take a closer look at its components.
Figure (3.21) shows that the strain rate tensor develops strong anisotropy in its normal
components once the flow reaches the nozzle exit as well as downstream of the nozzle.
This leads to a change in the composition of the turbulence production. While at lo-
cations towards the outer end of the buffer layer (at r = 0.882) and at the end of the
logarithmic layer (at r = 0.674) the wall-normal strain component is increasing, in the
viscous sublayer (at r = 0.977) the streamwise strain component is increasing. Due
to low mean compression and a two-dimensional mean flow, the two presented normal
strain components are almost additive inverses of each other. The behaviour of the
profiles show that the logarithmic layer of the boundary layer at the pipe wall is entirely
contained within the jet core whereas the viscous sublayer is merged into the shear layer
of the jet. What the present plots do not show is that the lion share of the buffer layer
and therefore the peak of the streamwise normal component of the Favre stress tensor is
merged into the shear layer. In this region the high amplitude streamwise Favre stress
component and the high amplitude streamwise strain component are amplifying each
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Figure 3.21: Mean values of the normal strain rate components plotted over streamwise
direction at three different radial locations (left). The plots on the right are zooms into
the near nozzle region for the radial location r = 0.977.
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Figure 3.22: Left: Mean shear stress plotted over the streamwise direction. Right: Favre
stresses plotted over streamwise direction at radial location r = 0.674.
other and become the strongest contributor to the TKE production. The mean shear
(3.22 left), which is the strongest component of the strain rate tensor in wall-bounded
flows, is rapidly decreasing its magnitude at r = 0.977 after exiting the pipe. This leads
to the fact that the anisotropy of the strain rate tensor is changing from the transverse
terms to the normal terms which changes the character of this tensor. For r = 0.882
the effect is similar but less intense. However, at the end of the logarithmic layer (at
r = 0.674) the shear component is slightly increasing, so that the shear has the same
magnitude for all three locations from 5 radii downstream of the nozzle onwards.
Figure 3.22 (right) shows the development of the Favre stresses at the end of the logarith-
mic layer (r = 0.674). It shows an increase in all components, but no significant change
in their ratios. On the other hand, figure (3.23) shows that the components in the viscous
sublayer (left) and at the end of the buffer layer (right) change their ratios. Whereas
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Figure 3.23: Favre stresses plotted over the streamwise direction at r = 0.977 (left) and
r = 0.882 (right). Legend see figure (3.22).
Figure 3.24: Contours of the Favre shear stress component normalized with local TKE
(uv∗ := ρu˜
′′v′′
ρTKE ). The iso-lines show ρ TKE at three different levels.
the streamwise and wall-normal components show a slow decrease after a sharp increase
downstream of the nozzle, the normal component in the azimuthal direction shows a
longer and relatively higher increase. Although the streamwise normal component re-
mains the dominant quantity of the Favre stress tensor, the overall characteristics are
changing due to its normal components. Further there is a recognizably steeper increase
of the shear stress component close to the nozzle. This is more clearly shown in figure
(3.24) where the shear stress is normalized by the product of density and TKE. It shows
the stronger increase of the shear stress in the whole area around the global maximum
of TKE which balances again a few radii downstream of the peak. A last characteristic
that should be emphasised at this stage is the development of the non-equilibrium state.
In the last section (3.3.1.2), the non-equilibrium state in a boundary layer was outlined.
The pipe flow develops a flow very similar to the described one. Once the effect of the
wall is lost and the jet starts to spread, the balance changes rapidly. The TKE produc-
tion is increasing much more than the dissipation which leads to an axial imbalance of
production and dissipation. This is not the case inside the pipe.
Overall it can be said that turbulence itself as well as its sources and sinks are strongly
changing their character downstream of the nozzle, what makes this case interesting in
the context of universality aspects of turbulence.
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Figure 3.25: Contours show the sum of TKE production and dissipation rate.
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3.3.3 Supersonic Wake
Figure 3.26: Supersonic wake behind an axisymmetric cylinder shown as iso-surfaces of
the Q-criterion at a level of Q = 5 coloured with streamwise velocity.
In this section a supersonic turbulent flow around an axisymmetric cylinder is outlined.
The focus will be on the shear layer, the recirculation region and the wake the flow is
developing downstream of the cylinder. A more detailed description of the setup and
the DNS of this case can be found in Sandberg (2012b). A schematic setup of the com-
putational domain as well as the streamwise mean radial pressure gradient is shown in
figure 3.27. The Reynolds number based on cylinder radius and freestream velocity is
ReR = 50000. At the inflow an artificial turbulence condition (3.1.2.2), that creates a
thin turbulent boundary layer on the surface of the cylinder, is set as inlet. The bound-
ary layer thickness at the trailing edge is δ99 ≈ 0.12. The freesteam Mach number at
the inflow is M∞ = 2.46, which leads to an expansion fan forming at the trailing edge of
∂p¯
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Figure 3.27: Streamwise mean velocity contours at the exit location of the pipe and
schematic setup of the flow domain.
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Figure 3.28: Streamwise mean velocity over the radial direction at different streamwise
locations. The cylinder wall is located at r = 1, the axis at r = 0, and the end wall of
the cylinder at x = 0.
the cylinder and a recompression shock system in the wake of the cylinder. The Prandtl
number is set to be Pr∞ = 0.72. The discretization scheme and axis-treatment are the
same as in the case of the jet (3.3.3).
Figure 3.28 shows the development of the streamwise mean velocity profile along the
streamwise direction. The light blue profile shows the turbulent boundary layer on the
cylinder at x = −1 and the blue profile shows mean velocity at the trailing edge (x = 0).
The sharp trailing edge forms a singularity on the domain boundaries. Therefore it de-
mands a special numerical treatment which leads to the velocity not being exactly zero
at this point. Marching further downstream the development of a recirculation region
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Figure 3.29: The contours show the production of turbulent kinetic energy at and behind
the cylinder (grey). The black lines show streamwise mean velocity profiles at the
locations x = −1, 0, 0.5, 1, 2, 3, 4 and 5 (see fig. 3.28 for a quantitative impression).
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Figure 3.30: Data for these plots is taken along the centerline of the shear layer
((0.00, 1.00) − (3.00, 0.38)). The top graph shows the development of the mean strain
rate tensor components and the bottom graph shows the development of the Favre stress
components.
can be seen at x = 1, 2. This region ends in a statistical stagnation point around x = 3.
From there onwards, a wake profile is developing. The TKE production caused by the
boundary and shear layer is shown in figure 3.29. Around the trailing edge expansion
fan negative production can be found. Downstream of this location a remarkable in-
crease of production is taking place, which is caused by the loss of the wall-effect and
the strongest part of the shear layer which is found at this location. This behaviour is
similar to what we have found in the jet case (3.3.2). If we follow the centerline of the
shear layer downstream the TKE production is slightly decreasing until it starts again
to increase towards a second peak at about x = 3. This second peak did not exist in the
jet case and cannot be explained by the streamwise mean velocity profile. Further, we
take a look at the components of TKE production (eq. 3.17) (figure 3.30). Here we can
see that all strain components are strictly monotonically decreasing in the shear layer
whereas the Favre stress components show a sharp increase at the start of the shear layer
which fades into a slower increase. At x ≈ 1.5 a second stronger increase is initiated.
The development of the strain rates clearly states that the second peak of production is
not caused by the shear layer itself, but by the increase of turbulent quantities which are
amplified just before the second peak of TKE production. To find a possible explanation
for the increase of the Favre stresses figure 3.31 is helpful. It shows the distribution of
the streamwise pressure gradient in the flow. The recompression shock system (red) is
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Figure 3.31: Contour plot of the mean streamwise pressure gradient. The strongest
negative gradient (blue) is found where the expansion shock is located and the strongest
positive gradient (red) is found around the recompression shock system.
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Figure 3.32: Streamwise development of the mean pressure (blue) and its streamwise
gradient (green). Data is taken along a line parallel to the axis at r = 0.1.
affecting the shear layer exactly at the location where we find the second increase of
TKE which is causing its own production to rise. Figure 3.32 allows a more quantitative
impression of the pressure and streamwise pressure gradient development. It states the
steapest increase of the streamwise pressure gradient to be located at x ≈ 1.5, which is
the same location were we can find the increase of the Favre stresses.
This development of the TKE production then leads to the distribution of TKE that
we can find in figure 3.33. Here we can see that the peak of TKE is far downstream
of the highest strain magnitude of the shear layer and can be found between x = 3.2
and x = 3.6. This is just downstream of the peak of the streamwise derivative of the
mean pressure. These characteristics of the presented wake flow makes it interesting to
investigate this region separatly in terms of effect of the pressure gradient on turbulence.
A last feature that is outlined in this introduction of the wake is the balance of TKE
production rate and TKE dissipation rate (figure 3.34).
The distribution in the early shear layer region (x < 1) is similar to what we have seen
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Figure 3.33: The contours show the production of turbulent kinetic energy at and behind
the cylinder (grey). The superimposed lines make isolines of ρ TKE at five different
levels.
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Figure 3.34: Contours show the sum of TKE production and dissipation rate.
in the jet case (figure 3.25). Downstream of this point the wake is clearly divided into
an outer part where production exceeds dissipation and a core where dissipation exceeds
production. This shows the non-equilibriums state of this wake.

Chapter 4
Universal and Non-Universal
Features of the Velocity Gradient
in Non-Equilibrium Flows
The universality of properties of the velocity gradient is investigated in flow-data ob-
tained from direct numerical simulations. The analysis compares a turbulent boundary
layer flow with the shear layer of a turbulent jet and the recirculation region of a su-
personic wake flow behind an axisymmetric, streamwise elongated cylinder. For most of
the investigated flow regions the production and dissipation of turbulent kinetic energy
are in a rather strong imbalance i.e. the flow takes locally a non-equilibrium state. To
span a wide variety of flow topologies some of the chosen regions are exposed to a strong
mean shear whereas others are located in regions with nearly zero mean gradients. As
first universal feature the invariant log-normal distribution of the velocity gradient mag-
nitude is shown. Further, the coupling of the mean shear strength with the variations of
the correlation between strain rate magnitude and the rotation rate magnitude and the
variations of the strain-rotation-alignment is discussed and potential universal aspects
are proposed. Lastly, the characteristic distribution of turbulence, that is reflected in
QR-plots, is shown to be not an universal feature of turbulence.
4.1 Introduction
Turbulence models are used to reduce the complexity of a turbulent flow to allow a sim-
pler description of the aforesaid. This allows a quicker and cheaper work-flow for design
processes that involve complex turbulent flow. But, the development of such models in
general is slow as different (specific) models are needed for different flows (Blackburn
et al., 1996). The large scales of motion in a flow depend on and vary with the respec-
tive geometries and boundary conditions that are imposed on the flow. In other words,
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the large scales will always be case dependent. However, the part of turbulence that
should be covered by the models often reduces to the small scales in the respective flow.
Kolmogorov (1941) hypothesized that for large enough Reynolds numbers small enough
scales of motion are statistically universal across different flows. This means that the
small scales become independent from geometries and boundary conditions and it should
be possible to apply universal turbulence models with the same accuracy across all flows
that fulfil the condition set by Kolmogorov (1941). Unfortunately the thresholds when
a Reynolds number is large enough and when a scale of motion is small enough are not
found yet.
It is important to study different flows to investigate the potential limits of models in
order to push them to as universal a state as possible. Therefore key quantities for tur-
bulence need to be identified and decomposed into their essential pieces. The behaviour
of those pieces need to be studied in many different flow topologies to identify potential
universal features. If universal mechanisms are found they need to be described math-
ematically and put together with the remaining pieces. The recomposed flow quantity
now contains the respective universal model. So far the theory.
In this chapter we focus on the velocity gradient A := ∇~u in the flow. Chong et al.
(1990) have shown that the velocity gradient is an important quantity to study turbu-
lence as it determines the local flow topology. Further, it decomposes (A = S +Ω) into
the strain rate tensor S and the rotation rate tensor Ω. Both are of inherent importance
for turbulence as the strain rate is associate with the dissipation of kinetic energy to heat
and the strain coupled with rotation governs the vortex stretching process (Tsinober,
2000; Hamlington et al., 2008) that is important for the cascading process that drives
turbulence.
Buxton & Ganapathisubramani (2010) have shown that the sign of enstrophy produc-
tion, and therefore the decision if enstrophy is produced or destoyed, is coupled with
the alignment between the vorticity vector ~ω and the extensive strain direction ~r1. This
shows one significant property of the alignment of vorticity with the principal strain di-
rections. It is seen as a universal feature in turbulent flows (e.g. Elsinga & Marusic, 2010)
that the vorticity shows the tendency to align parallel with the intermediate strain direc-
tion ~r1. This was stated and supported for many different flows including homogeneous
isotropic turbulence (HIT), free shear layers, turbulent boundary layers and atmospheric
turbulence as well as a variety of Reynolds numbers (e.g. Ashurst et al., 1987; Tsinober
et al., 1992; Vincent & Meneguzzi, 1994; Blackburn et al., 1996; Kholmyansky et al.,
2001; Lu¨thi et al., 2005; Ganapathisubramani et al., 2008, amongst others). Further,
many of them stated that on average vorticity shows an arbitrary alignment with the
extensive strain direction. However, Blackburn et al. (1996) have shown that this does
not hold for the near-wall region in turbulent boundary layers.
The characteristic decomposition applied by Chong et al. (1990) goes back to the work
of Perry & Chong (1987) that allows to characterise the current flow topology, that
a certain fluid particle is part of, according to the invariants Q and R of the velocity
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gradient tensor at the location of the fluid particle. The decomposition distinguishes
between stable/stretching vortices, unstable/contracting vortices, unstable node/saddle
structures and stable node/saddle structures. Here the first two structure types have a
rotational character whereas the latter two have a purely straining character. The QR-
space, spanned by the velocity gradient invariants, can be divided into four sectors where
each sector represents one characteristic structure type. Meneveau (2011) summarizes
this decomposition in the review on the topic of Lagrangian dynamics. Chen et al. (1990)
found in a turbulent mixing layer a specific shape for the iso-lines of the joint probability
density function (pdf) of R and Q. The iso-lines have the shape of a horizontally-flipped
and sheared drop. The tail extends in positive R direction and negative Q direction.
This shape of the joint-pdf of Q and R was confirmed for different turbulent flows (e.g.
Soria et al., 1994; Chong et al., 1998; Ooi et al., 1999; Ganapathisubramani et al., 2008;
Elsinga & Marusic, 2010). Therefore the particular shape is often referred as universal
teardrop of turbulence. From their DNS results of a turbulent channel flow, Blackburn
et al. (1996) could confirm the teardrop shape in the outer regions of the boundary layer.
They found a reduced extent of the tail when approaching the wall. However, above the
buffer layer they describe the joint-pdf of Q and R as apparent self-similar, but do not
quantify these results. As a main feature when moving from the buffer layer to the VSL
they describe the decrease of the maximum value of Q. They reason this fact with the
strong coupling of S and Ω in the near-wall region that we discussed before.
In this chapter the velocity gradient in general is discussed together with the outlined
features. The joint-pdfs of Q and R as well as the alignment of vorticity with the
eigenvectors of the strain rate tensor are discussed on three different non-equilibrium
flows.
4.2 Flow Outline and Methodology
The flow regions that are discussed in this chapter are outlined briefly in this section.
The general flow details are presented in the previous chapter (3.3). The flows and espe-
cially the flow regions are chosen to have a great variety of flow topologies to investigate
the features of the velocity gradient regarding their universality aspects. As first flow
we have chosen a flat-plate zero pressure-gradient turbulent boundary layer (sec. 3.3.1)
at a free stream Mach number of M = 0.5 - from now on TBL for brevity. The stream-
wise location of the sampling regions is between Reθ ≈ 1224− 1248 (Reτ ≈ 481− 491).
The second flow is a turbulent pipe flow exiting in a laminar co-flow (sec. 3.3.2) - from
now on Jet for brevity. The Reynolds number based on the pipe radius and the bulk
velocity is ReR ≈ 3350 and the Mach number based on the bulk velocity is M ≈ 0.48.
Particular interest exists here on the turbulent flow exiting the pipe. The last flow is
a supersonic wake behind an axisymmetric cylinder (sec. 3.3.3) at a Reynolds number
base on the radius of ReR = 50, 000 and a free stream Mach number of M = 2.48 - from
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(a) TBL: Streamwise mean velocity profile
(black) over wall-normal direction scaled with
friction velocity. Continuous yellow line shows
linear behaviour of the VSL and the dashed yel-
low line follows a log-law.
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(b) TBL: Wall-normal profile of the magnitude
of the Favre average velocity gradient normal-
ized with the ratio of freestream velocity and
boundary layer thickness Ueδ99 .
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(c) Jet: Streamwise profile of the magni-
tude of the Favre average velocity gradient
at two different radii y. The nozzle is at
x = 0.
(d) Jet flow at nozzle (grey) exit. Turbulent struc-
tures as iso-surfaces at Q = 2 coloured with stream-
wise velocity component. The three blue rings be-
hind the nozzle indicate the sampling regions.
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(e) Wake: Streamwise profile of the pressure
and the streamwise pressure gradient at radius
y = 0.1. The end-wall of the cylinder is at
x = 0.
(f) Supersonic wake flow behind cylinder (grey)
exit. Turbulent structures as iso-surfaces at
Q = 10 coloured with streamwise velocity com-
ponent. The two green balls at the flow axis
indicate the sampling regions.
Figure 4.1: Outline of the flows and sampling regions of the data discussed in this
chapter. The coloured lines in the plots mark the respective sampling location. The
colour code will be maintained during the entire chapter.
Chapter 4 Universality of the Velocity Gradient 109
now on Wake for brevity. Particular interest exists on the recirculation region behind
the cylinder which is exposed to a mean pressure gradient.
In this work we will compare results of strong shear layer regions, weak (almost vanish-
ing) shear layer regions as well as wall-attached regions and free turbulence regions. All
regions are shown and highlighted in figure (4.1) by coloured markers. The colour code
used to identify the sampling locations will be kept for the entire chapter. The sampling
regions in the boundary layer are marked in reddish colours. We discuss data close to
the wall at y+ ≈ 6.7 (orange, TBL 2 for brevity) and a region between the outer end
of the logarithmic layer and the start of the wake region y+ ≈ 180 (dark red, TBL 1).
For the Jet case we discuss three different locations in the near-nozzle region which are
coloured in blueish colours. Two locations are at a radius y = 0.99 that coincides with
the viscous sublayer of the turbulent boundary layer that developed inside of the pipe.
The first one is 0.14 radii downstream of the nozzle (dark blue, Jet 1) and the second
one is 0.32 radii downstream of the nozzle (cyan, Jet 2). A third sampling location is
found at a radius of y = 0.93 which coincides with the buffer layer of the turbulent
boundary layer in the pipe and is 0.05 radii downstream of the nozzle (light blue, Jet 3).
For the Wake we have two sampling regions that are exposed to almost no mean shear
highlighted in greenish colours. The first location is at a radius of y = 0.1 close to the
axis and 0.8 radii downstream of the end-wall in the center of the recirculation region
of the wake of the cylinder (dark green, Wake 1). The second location is at the same
radius but 2.4 radii downstream of the end-wall, towards the end of the recirculation
region (light green, Wake 2).
Summarizing, we cover strong shear layers (TBL 2, Jet 1, Jet 2 and Jet 3), weak shear
layers with nearly no mean shear (TBL 1, Wake 1 and Wake 2) and turbulence exposed
to a mean pressure gradient (Wake 2). Furthermore, we can compare turbulence in the
direct surrounding of a wall (TBL 2) against turbulence that just lost its wall-bounded
restrictions (Jet 1, Jet 2 and Jet 3).
With the focus of this work on production of turbulent motions and enstrophy 12~ω
2 =
‖Ω‖2F being a measure of vortex intensity we will concentrate on the enstrophy produc-
tion term ~ωtS~ω. Applying an eigenvalue decomposition on the strain rate tensor can
be particularly helpful for investigations on the enstrophy production. The production
terms decomposes to
~ωtS~ω = 2‖Ω‖2F ‖S‖F
3∑
i=1
λ˚i
(
~˚ω · ~ri
)2
(4.1)
where ~˚ω := ~ω√
~ω2
is the normalized vorticity vector and λ˚i and ~ri are the normalized
eigenvalue and eigenvectors of the strain rate tensor S, respectively. The Frobenius norm
of a matrix/tensor is denoted by ‖ • ‖F . The vectors are scaled to unit length whereas
the eigenvalues are normalized by the strain rate magnitude λ˚i =
λi√∑
λ2j
= λi‖S‖F . The
eigenvectors are purely real (as S is symmetric) and in decreasing order: λ1 ≥ λ2 ≥ λ3.
Further, the relation ∇·~u = λ1+λ2+λ3 holds and for incompressible flows this leads to
λ1 ≥ 0 and λ3 ≤ 0. With this decomposition it can be seen that enstrophy production
110 Chapter 4 Universality of the Velocity Gradient
scales with enstrophy itself as well as with the magnitude of the strain rate tensor. The
mechanism of composing the production term is solely governed by
λ˚i
(
~˚ω · ~ri
)2
. (4.2)
The alignment between the vorticity vector and principal strain axis (eigenvectors of the
strain rate tensor) weights the contribution of the respective normalized eigenvalue to
the enstrophy production.
(
~˚ω · ~ri
)2
takes values between 0 and 1. It is equal to 1 if
vorticity is parallel to ~ri and equal to 0 if they are perpendicular to each other.
The earlier mentioned characteristic decomposition is based on the critical point concept,
first introduced by Perry & Chong (1987), which decomposes a flow according to the
form of the eigenvalues of the local velocity gradient. Therefore this analysis is purely
local and describes the character of a structure at the location of the current fluid particle
only. It does not describe the character of a structure as a whole. To obtain a better
overview of the method we suggest to read the original publication Perry & Chong
(1987) or a summary about Lagrangian dynamics by Meneveau (2011). However, we
will introduce the method with its key points for our analysis in a brief manner.
Picking a fluid particle at a particular location, the character of the velocity gradient
A := ∇~u reflects the shape that the flow has in the infinitesimal surrounding of the
particle. This can be shown by a Taylor’s expansion for the particle movement (sec.
1.2.2 or Perry & Chong (1987)). The character of the velocity gradient, on the other
hand, is reflected by its eigenvalues (α1, α2, α3), that are obtained as the roots of the
characteristic polynomial of the velocity gradient
pchar(α) := det (A− αI) = α3 + Pα2 +Qα+R. (4.3)
Here P ,Q and R are invariants of the velocity gradient, the definition of which can be
found in section (2.4) and in Perry & Chong (1987). These invariants span a state space,
PQR-space, in which we find certain regions defining certain properties of the eigenval-
ues, and therefore certain properties of the local flow topology at the fluid particle. P ,
which is the additive inverse of the dilatation −∇ · ~u, is zero for incompressible flows.
All flow regions discussed in this chapter show only small compressibility effects and
the first invariant P is insignificantly small. For this reason we map the results of the
PQR-space onto its subset with P = 0, which we call the QR-space. This does not mean
that the flow is considered to be incompressible. The analysis still takes compressibility
into account, but it is not distinguished between different values of the first invariant
of the velocity gradient P = −∇ · ~u. The results were validated against a fully com-
pressible analysis in the (PQR)-space, but no significant differences were found. The
QR-space, is spanned by the second and third invariant, Q and R, of the velocity gra-
dient. From the point of view of a fluid particle located on a structure, this analysis
allows to distinguish between four different states of the structure. Figure (4.2) shows
the QR-space and the four structure types. The discriminant of the velocity gradient
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∆ = −14P 2Q2 +Q3 + P 3R + 274 R2 − 184 PQR has an important role in this decomposi-
tion. For positive value of ∆ > 0 the velocity gradient has one purely real eigenvalue
and a complex conjugate pair of complex eigenvalues. Therefore the fluid particle sits
on a part of a structure that has a rotational character. On the other hand, if ∆ ≤ 0
all eigenvalues of the velocity gradient are purely real and the supporting structure is
purely straining at the location of the fluid particle. Further, for negative third invari-
ant R ≤ 0 we find two contracting directions and one stretching direction, whereas if
R > 0 is positive we find two stretching direction and one contraction direction of the
structure at the location of the fluid particle. So four characteristic structure types can
be described:
I : vortical structure with stretching character / ∆ > 0; R ≤ 0 / =(α2) = 0;
=(α1) = −=(α3) 6= 0; <(α1) = <(α3) ≤ 0; α2 ≥ 0
II : vortical structure with contracting character / ∆ > 0; R > 0 / =(α2) = 0;
=(α1) = −=(α3) 6= 0; <(α1) = <(α3) ≥ 0; α2 ≤ 0
I II
IIIIV
−4 −2 0 2 4−8
−4
0
4
8
R
Q
∆ = 0
|∆| = 2
|∆| = 10
|∆| = 30
Figure 4.2: Introduction to the invariant space of the velocity gradient. The continuous
lines show different values for the discriminant ∆ of the velocity gradient and the dashed
green line marks R = 0. The pictures and numbers show schematically the characteristic
structure in the respective area of the QR-space. Subfigures adapted from Ooi et al.
(1999).
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III : pure straining structure with flattening character / ∆ ≤ 0; R > 0 / =(α1) =
=(α2) = =(α3) = 0; α1 ≥ α2 ≥ 0 ≥ α3
IV : pure straining structure with elongating character /∆ ≤ 0; R ≤ 0 / =(α1) =
=(α2) = =(α3) = 0; α1 ≥ 0 ≥ α2 ≥ α3
4.3 Results
To obtain an overview about the flow at the specific sampling locations, figure (4.3)
summarizes some key facts. The probability distributions of the streamwise velocity
component reveals differences in the character of this quantity. As reference the respec-
tive pdfs of normal (or Gaussian) distributions are plotted in the same plot. A normal
distributed random variable X has the pdf f of the form
f(x;µ, σ) =
1
σ
√
2pi
e−
(x−µ)2
2σ2 , (4.4)
where µ denotes the mean (or expectation) of the random variable and σ2 denotes the
variance of the random variable. We find that streamwise velocity at TBL 1, Wake 1
(although noisy due to convergence issues) and Wake 2 can be stated as nearly normal
distributed variables. On the other hand, the pdfs of the streamwise velocity at TBL
2, Jet 1 and Jet 2 are skewed towards small values compared to the ones of a normal
distributed variable. At location Jet 3 the pdf shows a flattened peak as well as a
slight skewness towards larger values. Overall, the character of the distribution of the
streamwise velocity component shows different character when we compare locations
with a strong mean shear to locations with a low mean shear.
The energy spectra, on the other hand, do not show significant differences in their
character. For all locations we find a wide range of scales that contain energy, without
distinct dominant peaks or valleys. The overall energy content as well as the scale sizes
do vary between the different locations, but this is expected as the locations represent
strongly differing flow topologies. The emphasis here is to show that all locations show
the spectrum of a fully developed turbulent flow.
To quantify the isotropy in the different flows the alignment between the gradient of
the second invariant of the velocity gradient ∇Q and the respective coordinate system
is shown. Whereas we find an arbitrary alignment with all directions for the weak shear
layers (TBL 1, Wake 1 and Wake 2), we find preferred alignments for the stronger shear
layers. The Q gradients for all strong shear layers (TBL 2, Jet 1, Jet 2 and Jet 3) show
a preferred orthogonal alignment with the streamwise direction and a preferred parallel
alignment with the y-direction. This direction is the wall-normal direction in the TBL
case but the radial direction (that points towards the wall in the pipe boundary layer)
in the Jet case. In the cylindrical cases (Jet) a positive parallel alignment with y is
slightly preferred over a negative one, whereas this is the opposite in the Cartesian case
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Figure 4.3: Characterisation of the sampling regions. The different colours represent
the respective flow sampling region. a: Probability density functions of the streamwise
velocity component (continuous lines) and the respective Gaussian distributions (dashed
lines). b: Spanwise kinetic energy spectrum E33 of the spanwise velocity component w
over spanwise wavenumber κ3. c-e: Probability density functions of the alignment of the
gradient of the second invariant of the velocity gradient with the respective coordinate
system. c: Alignment with the streamwise direction; d: Alignment with the wall-normal
(TBL) or the radial (Jet and Wake) direction; e: Alignment with the spanwise (TBL)
or azimuthal (Jet and Wake) direction.
(TBL). This indicates that a part of the alignment shows the general alignment of the
respective mean shear layer. However, a large portion still represents the alignment
of the turbulent structures. For the statistically homogeneous z-direction we find a
preferred perpendicular alignment for Jet 1 and Jet 2, whereas for Jet 3 and TBL 2
we find a preferred parallel alignment. Summarizing, we find strong variations in the
alignment of turbulence and, judging from the strong peaks in the pdfs, partially some
sort of spatially ordered turbulence.
An important invariant of the velocity gradient is its magnitude. The probability density
functions of this magnitude are shown in figure (4.4). Contrasting the variations that
we found for the velocity distribution and for the alignment of turbulent structures, this
quantity appears to have a invariant character across all analysed flow topologies. The
plot in figure (4.4) superimposes the actual distributions (continuous lines) with the
associate log-normal distributions (dashed lines). A random variable X is log-normal
distributed, if there exists a normal distributed random variable Z, so that X = eZ
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Figure 4.4: Probability
density functions of the
velocity gradient mag-
nitude. The different
colours represent the re-
spective flow sampling re-
gion. Continuous line
are the sampled distribu-
tions. Dashed lines are
the respective log-normal
distributions.
holds. For given log-normal distributed variable X we then get
X = eµ(X)+σ(X)Z , (4.5)
where Z is a standard normal distributed random variable (µ(Z) = 0 and σ(Z) = 1) and
µ(X),σ2(X) are the mean and the variance of X respectively. The pdf of this log-normal
distribution then has the form
f(x;µ(X), σ(X)) =

1
xσ(X)
√
2pi
e
− (log x−µ(X))2
2σ(X)2 x > 0
0 x = 0.
(4.6)
It appears that the sampled distributions at all locations match their respective log-
normal distributions well. This holds for flows exposed to strong mean gradients, nearly
no gradient and turbulent flows close to a wall, as well as flows free from any restrictive
boundary. Therfore it suggests that the log-normal distribution is a universal feature of
the velocity gradient.
As a next step the velocity gradient A is split into its symmetric part, the strain rate
tensor S, and its skew-symmetric part, the rotation rate tensor Ω. For this decomposition
it can be shown that
‖A‖2F = ‖S‖2F + ‖Ω‖2F (4.7)
and therefore the magnitude of the velocity gradient can be composed by the magnitudes
of the strain rate tensor and the rotation rate tensor. The pdfs of both respectively (not
plotted here) show that, just like for ‖A‖2F , both magnitudes are log-normal distributed
at all investigated locations. Figure (4.5) shows the joint probability density function
(joint-pdf) of the normalized strain rate magnitude squared and the normalized rotation
rate magnitude squared. For this plot and for the following we introduce a scaling based
on the local variance of the velocity gradient magnitude
var(A) := 〈〈A− A˜, A− A˜〉F 〉. (4.8)
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Figure 4.5: Joint-pdfs for the normalized strain rate mag-
nitude squared (‖Sˆ‖2F ) and normalized rotation rate mag-
nitude squared (‖Ωˆ‖2F ) at the different sampling locations.
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The velocity gradient related quantities are then scaled as
Aˆ :=
A√
var(A)
, Sˆ :=
S√
var(A)
, Ωˆ :=
Ω√
var(A)
, Qˆ :=
Q
var(A)
, Rˆ :=
R
var(A)
3
2
. (4.9)
The variation in these plots is conspicuous. Whereas for some location we find wide
spread joint-pdfs, we see restricted ones for other locations. In fact we find the same
grouping as for the previous results that have revealed differences across the various
sampling locations. The weak shear locations (TBL 1, Wake 1 and Wake 2) show a
relatively weak correlation between strain rate and rotation rate. This includes the lo-
cations with no mean pressure gradient (TBL 1 and Wake 1) as well as the region that
is exposed to a mean pressure gradient (Wake 2). On the other hand, there are the
locations in strong mean shear regions (TBL 2, Jet 1, Jet 2 and Jet 3). They all show
strongly coupled strain and rotation magnitudes. Jet 3, which is the location with the
weakest mean shear in-between the as strong mean shear declared regions, is the only
location where we find a slightly relaxed coupling of strain and rotation magnitude for
low velocity gradient magnitudes. Nevertheless, all strong shear location reveal a very
strong linear coupling between both parts of the velocity gradient magnitude. The inter-
esting fact is that the strain rate magnitude as well as the rotation rate magnitude show
a universal behaviour respectively, but their coupling is strongly dependent on the flow
topology and not invariant. However, a positive fact from a complexity reducing point
of view is that the coupling is changing in the same way for all strong shear regions.
This might eventually lead to a universal coupling mechanism of strain and rotation
that scales with the strength of the local mean shear.
The next step is investigating the coupling of the strain rate and the rotation rate in
form of the enstrophy production (eq. 4.1). As we have seen before for this production
not only the magnitudes, but as well the alignment between vorticity and the principal
strain directions (eq. 4.2) is of importance. The probability density function of the
normalized enstrophy production (fig. 4.6, g) shows the relative variation of the entire
production term within the selected sampling locations. The strongest differences to all
the other pdfs is shown by TBL 2 which is the location between VSL and buffer layer in
the TBL. The fact that no other production term shows similar behaviour indicates that
the wall has a strong influence on the production term. The pdf shows a peak shifted
towards a negative production, whereas the pdfs of all other locations show a peak at
zero. Further, the legs in positive as well as in negative direction are spread further than
for any other location. This indicates that the wall causes extreme production events
with extremely high or extremely low relative enstrophy production. The pdfs of the
locations in the weak shear regions (TBL 1, Wake 1 and Wake 2) are all similar and the
only difference seems to be the scaling. On the other hand, the pdfs of the remaining
strong shear regions (Jet 1, Jet 2 and Jet 3) vary stronger and the fatness of the negative
leg is changing depending on the location. An interpretation of this is not given at this
stage, however, it is believed to be related with transport effects that find their origin
Chapter 4 Universality of the Velocity Gradient 117
in the turbulent boundary layer inside the pipe.
As outlined before (eq. 4.1), the enstrophy production decomposes to a scaling by ro-
tation rate magnitude and strain rate magnitude and a weighting which is a term that
couples the principal strain rate ratios with the alignment between the vorticity vector
and the principal strain directions (eq. 4.2). Pdfs of this alignment are shown in figure
(4.6, a-f, h). Here again the two groups, strong mean shear versus weak mean shear,
become obvious. The alignment for the low mean shear location (TBL 1, Wake 1 and
Wake 2) all show nearly the same trends for the alignment that coincides with what
we discussed in the introduction and agrees with many flows that where discussed in
literature. The vorticity vector shows an arbitrary alignment with the extensive strain
direction, a weak tendency to align perpendicular with the compressive strain direction
and a strong tendency to align parallel with the intermediate strain rate. This as well
does not seem to be effected by the mean pressure gradient that is imposed on Wake 2.
On the other hand, for all strong shear locations (TBL 2, Jet 1, Jet 2 and Jet 3) these
alignments change strongly, but show the same trends. The tendency of the vorticity
0 0.2 0.4 0.6 0.8 1
0
2
4
|˚~ω · ~ri|
p
d
f(
|˚~ω
·~r
i|)
(a) TBL 1
0 0.2 0.4 0.6 0.8 1
0
20
40
|˚~ω · ~ri|
p
d
f(
|˚~ω
·~r
i|)
(b) Jet 1
0 0.2 0.4 0.6 0.8 1
0
20
40
|˚~ω · ~ri|
p
d
f(
|˚~ω
·~r
i|)
(c) Jet 2
0 0.2 0.4 0.6 0.8 1
0
20
40
|˚~ω · ~ri|
p
d
f(
|˚~ω
·~r
i|)
(d) TBL 2
0 0.2 0.4 0.6 0.8 1
0
20
40
|˚~ω · ~ri|
p
d
f(
|˚~ω
·~r
i|)
(e) Jet 3
0 0.2 0.4 0.6 0.8 1
0
2
4
|˚~ω · ~ri|
p
d
f(
|˚~ω
·~r
i|)
(f) Wake 1
−0.2 0 0.2 0.4 0.610
−1
100
101
~ˆωtSˆ~ˆω
p
d
f(
~ˆω
t Sˆ
~ˆω
)
(g) pdf of enstrophy production
0 0.2 0.4 0.6 0.8 1
0
2
4
|˚~ω · ~ri|
p
d
f(
|˚~ω
·~r
i|)
i = 1 i = 2 i = 3
(h) Wake 2
Figure 4.6: (a-f,h) Probability density functions of the alignment between the vorticity
vector and the principal strain directions. Colour scheme shown at the bottom right.
(g): Probability density functions of the enstrophy production. The different colours
represent the respective flow sampling region.
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Figure 4.7: Joint-pdfs for the normalized second (Qˆ) and
third (Rˆ) invariant of the velocity gradient at the differ-
ent sampling locations. The dashed green lines indicate
the limits of the sectors defined by the characteristic de-
composition.
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vector to align parallel with the intermediate strain direction increases strongly. As a
consequence of this vorticity tends to align perpendicular with the remaining two princi-
pal strain directions. Just like for the coupling of the strain rate magnitude and rotation
rate magnitude it appears that the change of the alignment is less pronounced in Jet
3 than it is in TBL 1, Jet 1 and Jet 2. Following this, there could be a link between
mean shear, strain-rotation-magnitude correlation and vorticity-strain alignment. The
strongly similar trends that we have seen in the results suggest that this link exists.
However, further investigations on this will be part of the future work.
The remaining feature that we discussed in the introduction and which is said to be
potentially universal in the joint-pdf of R and Q, often referred to as QR-plot. The
joint-pdfs for the respective sampling locations are shown in figure (4.7) normalized
with the variance of the velocity gradient magnitude (eq. 4.9). Visually we find clear
similarities between the plots of all locations, but as well some distinctive differences for
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Figure 4.8: Distribution of the characteristic flow topologies defined by the characteristic
decomposition for the different sampling locations.
the different location. All plots show a tilting towards the upper left and lower right
which indicates a slight negative correlation coefficient corr(R,Q). Further, all iso-lines
show a rounded bulky shape for large values of R and small values of Q but a spiky
and relatively thin shape for small values of R and large values of Q. This property is
the reason why this joint-pdf is often referred to as teardrop. However, on a closer look
the joint-pdf reveal differences. Some of them have a more oval shape (TBL 2 and Jet
3) while others develop longer tail towards negative Q and positive R (Wake 1). Some
have a flatter top and therefore a relatively small extend towards positive Q (TBL 2 and
Wake 1). On the other hand, the joint-pdfs for TBL 1, Jet 2 and Wake 2 visually agree
well with what we have discussed is a potentially universal shape.
To obtain a more quantitative impression the joint-pdf was integrated over the respective
characteristic regions to calculate the probabilities at which we find a certain structure
type in the flow at the respective location. This frequency of occurrence is shown in
figure (4.8) for all sampling locations. The different colours represent the respective
characteristic types that were introduced earlier (sec. 4.2). The ratios indeed vary sig-
nificantly between the different locations. The clear grouping into low mean shear and
high mean shear location, as it was possible for all presented results so far, is here not
possible. The QR-plot and the shown ratios describe a statistical state of turbulence
which is not only influenced by the local flow topology or production and dissipation
mechanisms, but as well dependent on the character of turbulence transported in the
respective sampling region.
There is a number of potential reasons for the differences of the QR-plots, but they
will not be discussed at this stage. Here we want to emphasize two things. Firstly, a
visual investigation on the joint-pdfs of R and Q might only reveal half of the truth.
The visually dominant shapes are the large shapes which have a relatively low frequency
of occurrence. This means they are not dominant in the representation of the charac-
teristic distribution of turbulence. The QR-states become more dominant the higher
their frequency of occurrence is. The higher the frequency of occurrence of a certain
QR-state is, the closer it moves towards the origin. In this way it becomes difficult
to see potential differences of the characteristic distribution as big parts of potentially
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important features of turbulence are represented by a relatively small region in the QR-
plot. We suggest to always apply both, a visual study of the QR-plot together with the
quantitative analysis of the frequencies of occurrence of the certain structure types. In
this way one can make sure not to misinterpret QR-plots like for Wake 1 (fig 4.7, f) for
instance. Due to the flat hat and the long tail it conveys the impression that structure
types II and III might have become more dominant over structure types I and IV at
this location. The ratios in figure (4.8), however, reveal that instead type I develops a
strong dominance. Secondly, both, the visual impression as well as the ratios, state that
the characteristic distribution and therefore the QR-plot is not a universal feature of
turbulent flows.
4.4 Conclusions
The velocity gradient was analysed in several regions of three different flows in order
to identify universal and non-universal features. The studied regions have a strongly
varying character, are all in a non-equilibrium state and spread over a wide range of
different properties in general.
We found that with strong shear layers turbulent structures show preferred alignment
with the orientation of the shear layer and the velocity pdfs are skewed, whereas when
there is no strong mean shear present, then structures are randomly aligned and the
velocity shows similar characteristics to a normal distributed random variable.
As a first universal feature the magnitudes of the velocity gradient were shown to have
the character of log-normal distributed random variables. This holds for any of the
studied locations. Although not shown in this work, the same was stated for the strain
rate magnitude as well as the rotation rate magnitude. Contrasting this, the coupling
of strain rate magnitude was shown to vary with the strength of the mean shear layer.
Moreover, the coupling was shown to change in the same manner for all stronger mean
shear regions.
Next, the enstrophy production was studied. The overall probability density function of
the production varies for the different location, but no clear trends were found. However,
it seems that the presence of a wall close to the location of interest has a strong impact
on the distribution of the enstrophy production. As part of the overall production, the
alignment between the vorticity vector and the principal strain directions was analysed.
Here as well, the group of locations in a weak mean shear region has shown different
tendencies for the alignments to the group of locations in strong mean shear regions.
Furthermore, the trends for the alignment was the same within the groups, respectively.
Within weak shear regions the vorticity vector tends to align parallel with the inter-
mediate strain direction, orthogonal with the extensive strain direction and shows an
arbitrary alignment with the extensive strain direction. On the other hand, in strong
mean shear regions the tendency of a parallel alignment between the vorticity vector
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and the intermediate strain direction increases and at the same time the vorticity vector
tends to align perpendicular with the remaining principal strain directions.
Although the alignment of vorticity and the principal strain directions as well as the cor-
relation between strain rate magnitude and rotation rate magnitude are not universal,
the results suggest that there is a link between both features that couples the variations
with the strength of the respective mean shear or related values. This coupling mecha-
nism has a good potential to be universal across different flow topologies.
Additionally, the characteristic distribution of turbulence was analysed via QR-plots
and a comparison of the ratios of the frequencies of occurrence of the certain structure
types was done. It was shown that a visual inspection of the QR-plots do only reveal
half of the truth and that they should always be studied together with the frequencies
of occurrence integrated for the respective characteristic structure types. Both do vary
across different flow topologies and cannot be stated as universal features of the velocity
gradient.
Finally it is to mention that no effects of the mean pressure gradient could be identified
for the one particular location that was exposed to a mean pressure gradient. However,
this was a fairly specific case and cannot draw a general conclusion about turbulence
passing through (or being exposed to) a mean pressure gradient.

Chapter 5
Variation of Strain-Rotation
Relation and Enstrophy
Production in a Turbulent
Boundary Layer
Enstrophy production is strongly coupled to the vortex stretching process that is of
inherent importance to the cascading process that drives turbulence in a flow. In this
chapter this production mechanism is investigated to identify its variation in the wall-
normal direction for the case of a turbulent boundary layer. Production is decomposed
into its core quantities including the ratio of the principal strains and the alignment of
vorticity with the eigenvectors of the strain rate tensor. The strong variations of these
quantities with the wall distance is presented and explained. Further, we propose a
modification to an existing vortex stretch model in order to cover the mechanisms in a
boundary layer and gain a more universal character. A characteristic decomposition is
applied on the turbulence and the production mechanism is studied for certain structure
types separately. This reveals a potential backscatter mechanism that transfers kinetic
energy from smaller scales towards larger ones, for a structure type described as unstable
vortices.
5.1 Introduction
The velocity gradient tensor A := ∇~u can be decomposed into its symmetric part and its
skew-symmetric part A = S + Ω which forms the strain rate tensor S and the rotation
rate tensor Ω. Whereas the strain rate tensor is governing the dissipation of kinetic
energy, the coupling of both, strain rate tensor and rotation rate tensor, is governing the
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process of vortex stretching and vortex compression (Tsinober, 2000; Hamlington et al.,
2008). These vortex dynamics are considered as key quantity in the turbulent cascade
that drives the scale transfer of kinetic energy. The development of both, S and Ω, are
strongly coupled as we can see in eqs. (2.95) and (2.99). They form the system
1
2
d||S||2F
dt
= −〈S, SS〉F − 1
4
~ωtS~ω − 〈S,H〉F , (5.1)
1
2
d~ω2
dt
= ~ωtS~ω + 〈Ω,H〉F , (5.2)
where ~ω = ∇×~u is the vorticity vector and ‖•‖F denotes the Frobenius norm. Further,
H is the pressure-viscous diffusion term
H := ∇
(
1
ρ
∇ · τ − 1
ρ
∇p
)
(5.3)
with the density ρ, the pressure p and the viscous stress tensor τ . With the focus
of this work on production of turbulent motions and enstrophy 12~ω
2 = ‖Ω‖F being
a measure of vortex intensity we will concentrate on the enstrophy production term
~ωtS~ω. The net enstrophy production is known to be positive as suggested by (Taylor,
1938) and confirmed numerically (Betchov, 1975) as well as experimentally (Tsinober
et al., 1992). Applying an eigenvalue decomposition on the strain rate tensor can be
particularly helpful for investigations on the enstrophy production. The production term
decomposes to
~ωtS~ω = 2‖Ω‖2F ‖S‖F
3∑
i=1
λ˚i
(
~˚ω · ~ri
)2
(5.4)
where ~˚ω := ~ω√
~ω2
is the normalized vorticity vector and λ˚i and ~ri are the normalized
eigenvalue and eigenvectors of the strain rate tensor S, respectively. The eigenvectors
are scaled to unit length whereas the eigenvalues are normalized by the strain rate
magnitude λ˚i =
λi√∑
λ2j
= λi‖S‖F . The eigenvectors are purely real (as S is symmetric)
and in decreasing order: λ1 ≥ λ2 ≥ λ3. Further, the relation ∇ · ~u = λ1 + λ2 + λ3
holds and for incompressible flows this leads to λ1 ≥ 0 and λ3 ≤ 0. Through this
decomposition it can be seen that enstrophy production scales with enstrophy itself as
well as with the magnitude of the strain rate tensor. The structural composition of the
production term is solely governed by
λ˚i
(
~˚ω · ~ri
)2
. (5.5)
The alignment between the vorticity vector and principal strain axis (eigenvectors of the
strain rate tensor) weights the contribution of the respective normalized eigenvalue to
the enstrophy production.
(
~˚ω · ~ri
)2
takes values between 0 and 1. It is equal to 1 if
vorticity is parallel to ~ri and equal to 0 if both are perpendicular to each other.
Summing up, to understand the enstrophy production, that is recognized as core of
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the vortex stretching mechanism and therefore of inherent importance for the cascading
process of turbulence, four quantities as well as their coupling have to be understood.
The magnitudes of the strain rate tensor ‖S‖F and the rotation rate tensor ‖Ω‖F , to-
gether with the weighting character of the normalized principal strain rates λ˚i and the
alignment of vorticity with the principal strain directions
(
~˚ω · ~ri
)2
. In literature it was
discussed that the mechanism of vortex stretching (rotation production) and the pro-
duction of strain (and therefore dissipation) may only be weakly correlated (Tsinober,
2000). However, Blackburn et al. (1996) have shown that the strain rate and the ro-
tation rate are strongly coupled in the near-wall region of in wall-bounded turbulence
in the data of a direct numerical simulation (DNS) of a channel flow. This was further
discussed on the same data set by Chong et al. (1998). They interpreted the strong
coupling of strain and rotation at the wall as the preferred appearance of vortex sheets
in the viscous sublayer. Moving away from the wall this coupling loosens and the ten-
dency of the flow developing vortex sheets only gets lost. The structure types are more
mixed in the regions further away from the wall. This interpretation was based on the
description of the ‖S‖F − ‖Ω‖F -space by Perry & Chong (1994). They linked structure
types to certain states of ‖S‖F and ‖Ω‖F in the ‖S‖F − ‖Ω‖F -space: The ‖S‖F -axis
indicates the presence of irrotational strain, whereas the ‖Ω‖F -axis indicates the pres-
ence of vortex tubes. Accordingly the line ‖S‖F = ‖Ω‖F when strain rate balances the
rotation rate indicates the presence of vortex sheets.
The average ratio of the principal strain rates in a DNS of incompressible homogeneous
isotropic turbulence was found to be (λ1 : λ2 : λ3) = (3 : 1 : −4) (Ashurst et al., 1987).
This was confirmed numerically by Lund & Rogers (1994) and experimentally, based on
hot-wire measurements by Tsinober et al. (1992) as well as through stereoscopic particle
image velocimetry of the far-field of a turbulent jet-flow (Ganapathisubramani et al.,
2008). With the jet data they went further and investigated on the coupling of the
intermediate relative strain rate λ˚2. For high strain rates the intermediate strain rate
was found to be λ˚2 ≈ 0.2, which again agrees with the results of Ashurst et al. (1987).
This fact was interpreted that regions of high strain rate tend to be sheet-forming.
The remaining piece of the decomposed enstrophy production (eq. 5.4) is the alignment
between the vorticity vector and the principal strain directions. Considering vortex
stretching to be the dominant process in turbulent flows one would intuitively think
that vorticity is most likely to be aligned with the strongest extensive strain direction
~r1 so that the strongest strain is acting in the direction of the vortex axis. But Ashurst
et al. (1987) found vorticity most likely to be aligned with the intermediate strain direc-
tion ~r2. This finding was confirmed by other researchers conducting experimental (e.g.
Ganapathisubramani et al., 2008) as well as numerical (e.g. Hamlington et al., 2008;
Leung et al., 2012) studies and is part of Meneveau (2011)’s review on the topic of
Lagrangian dynamics. At first glance this is a surprising finding, but in their vortex
model Ashurst et al. (1987) presented already the idea that this finding simply shows
the alignment of a vortex with its own strain field. This strain field is created by the
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shear stress the vortex produces due to viscous effects in the plane normal to its rotation
axis. Hamlington et al. (2008) then decomposed the strain rate tensor in the surround-
ing area of a vortex into a part that contains the self-produced strain and a part that
contains the background strain. Although it was not possible to decompose the strain
exactly, their results show that the likeliness of vorticity to align with the intermediate
strain direction is decreasing the more of the self-produced strain is removed. In Leung
et al. (2012)’s work on geometry and interaction of turbulent structures they bandpass
filtered DNS data of decaying homogeneous isotropic turbulence at a Taylor Reynolds
number Reλ = 141. The vorticity is aligned with the intermediate strain direction of its
own strain field but is aligned with the extensive strain direction of structures that are
larger than itself. They showed this for vorticity filtered at 15η as well as 10η and the
results show the same trend. Further, their work shows that if the ratio of filter length
for the strain field and filter length for the vorticity become too large then the vorticity
looses any tendency to align with specific strain direction. This ‘random’ alignment
of structures with large differences in size can be seen as loss of directivity during the
cascading process. This could underline the hypothesis of local isotropy (Taylor, 1935;
Kolmogorov, 1941) which states that for sufficiently large Reynolds numbers the small
scales are locally isotropic. Further, this picture fits well into the cascading via vortex
stretching idea. Larger structures feed smaller structure via the strain field they are
producing. The smaller structures are aligning with the larger structures in a way that
they get stretched in the larger structures’ strain field. But this only happens in a fixed
band of scale ratios of the two structures. This fact underlines the Reynolds number
invariant decaying exponent of kinetic energy with respect to wave number (i.e. Kol-
mogorov’s −53 -law). Besides the stretching of vortices by larger structures the tendency
of a vortex to contract due to its own strain field is underlined with these results as well.
These opposite effects can at some point lead to an unstable state where we might find
the change from stretching to contracting structures.
Another approach to explain the, in the context of vortex stretching ‘unexpected’, pre-
ferred parallel alignment of vorticity and intermediate strain direction was shown by
Buxton & Ganapathisubramani (2010). In their experimental work on the far field of
an axisymmetric turbulent jet they stated a global alignment of the vorticity vector
with the principal strain axis that is consistent with literature. Moreover, they apply a
characteristic decomposition on the flow. This characteristic decomposition goes back to
the work of Perry & Chong (1987) that allows to characterize the current flow topology,
a certain fluid particle is part of, according to the invariants Q and R of the velocity
gradient tensor at the location of the fluid particle. The decomposition distinguishes
between stable/stretching vortices, unstable/contracting vortices, unstable node/saddle
structures and stable node/saddle structures. Here the first two structure types have
a rotational character whereas the latter two have a purely straining character. The
QR-space can be divided into four sectors whereas each sector represents one charac-
teristic structure type respectively. Meneveau (2011) summarizes this decomposition
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in the review on the topic of Lagrangian dynamics. Buxton & Ganapathisubramani
(2010) put the significant imbalance of mean enstrophy production over the different
QR-sectors that they found in focus of their work. They showed that the lion’s share of
the enstrophy is produced by stable/stretching vortices. Based on this fact they condi-
tioned the probability density functions of the alignments to be located in the respective
QR-sectors. Their results show that while the alignment of vorticity and intermediate
strain direction is widely unaffected, the probability density function of the alignment
of vorticity with the extensive strain direction is dependent on this condition. This find-
ing reveals that the globally arbitrary alignment of vorticity with the extensive strain
direction is a superposition of non-arbitrary alignments for structures of different char-
acter. While for unstable node/saddle topologies the alignment remains arbitrary, for
unstable/contracting vortices the two vectors prefer to align perpendicularly. But for
stable node/saddle topologies and especially for stable/stretching vortices vorticity is
likely to be aligned with the extensive strain direction. As mentioned before, this type
of alignment is favouring the idea of vortex stretching.
For the unconditioned alignment of the vorticity vector with the principal strain direc-
tions Blackburn et al. (1996) confirmed results for HIT and weak shear layers in the
outer region of a channel flow obtained by DNS. However, they have shown that the
alignment is changing strongly in the near-wall region. When approaching the wall, the
tendency of vorticity to align parallel with the intermediate strain direction becomes
stronger. At the same time it becomes more likely for vorticity to align orthogonal with
the extensive strain direction as well as with the compressive strain direction.
As the enstrophy production strongly varies for the different sectors of the QR-space
(Buxton & Ganapathisubramani, 2010) it is necessary to know about the distribution of
the respective structures in a turbulent flow. Depending on their frequency of occurrence
the structure-specific production weights more or less in the flow. Chen et al. (1990)
found a specific shape for the iso-lines of the joint probability density function (pdf) of
R and Q in a turbulent mixing layer. They report the iso-lines to have the shape of
a horizontally flipped, sheared drop. The tail is extending in positive R direction and
negative Q direction. This shape of the joint-pdf of Q and R was confirmed for different
turbulent flows (e.g. Soria et al., 1994; Ganapathisubramani et al., 2008). Therefore the
particular shape is often referred as universal teardrop of turbulence. From their DNS
results of a turbulent channel flow Blackburn et al. (1996) could confirm the teardrop
shape in the outer regions of the boundary layer. They find a reduced extent of the tail
when approaching the wall. However, above the buffer layer they describe the joint-pdf
of Q and R as apparent self-similar, but do not quantify these results. As a main fea-
ture when moving from the buffer layer to the VSL they describe the decrease of the
maximum value of Q. They reason this fact with the strong coupling of S and Ω in the
near-wall region that we discussed before.
The approach we chose for the present work to describe the development of enstrophy
production in the boundary layer is done in two steps. As a first step we quantify
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the components of the enstrophy production (eq. 5.4) and their development in wall-
normal direction (sec. 5.3). For the outer layer results we find agreement with all off
the previously introduced flows. The regions closer to the wall agree with what was
discussed by Blackburn et al. (1996). However, we extend this about the development
of the principal strain rate and the overall developments of the respective quantities.
As a second step we discuss the decomposition of the production with respect to the
characteristic structure types that we just introduced (sec. 5.4). We show agreement
of the outer layer results with the results of the far-field of turbulent jet flow (Buxton
& Ganapathisubramani, 2010). Further we quantify the variation of the joint-pdf of Q
and R with the wall-normal location. Further, we investigate on the effects caused by
the wall on the decomposed enstrophy production.
5.2 Turbulent Boundary Layer Data
The data for this investigations were obtained by carrying out a DNS of a compressible
zero pressure-gradient flat plate turbulent boundary layer as outlined and validated in
section (3.3.1). Figure (5.1) marks the streamwise location that was chosen for the
present work. The selected data spans over a spanwise range of Reθ ≈ 1224 − 1248
(Reτ ≈ 481− 491). The volume is short enough that statistical homogeneity is assumed
over its streamwise extent.
The wall-normal profiles of the mean streamwise velocity component as well as of the
energy budget of turbulent kinetic energy for the selected streamwise location are shown
in figure (5.2). The plots are scaled with a wall-scaling based on the friction velocity
uτ =
√
µwall
Re ρwall
∂u˜
∂y at the particular streamwise location. For the a length l this means
l+ = lRe ρwalluτµwall whereas velocities v scale as v
+ = vuτ . The terms b of the energy budget
are scaled as b+ = b T
Re ρ2u4τ
. In both plots the vertical lines mark the location that are
chosen when data are plotted for certain wall-normal locations only. This becomes clear
in the following. Overall is to say that the wall-normal gradient of the mean streamwise
velocity component is varying strongly over the wall-normal location. The rate of change
is more extreme in the near-wall region than it is in the regions further away from the
wall. This gradient is the driving force of turbulence in this particular flow. The strong
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Figure 5.1: Streamwise development of the momentum thickness based Reynolds number
Reθ and the friction Reynolds number Reτ . The grey line indicates the streamwise
location where the analysis of this chapter is carried out.
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Figure 5.2: (a):Profile of the streamwise mean velocity in wall-scaling over the distance
to the wall in wall-scaling. The continuous and dashed yellow lines indicate the linear
behaviour in the VSL and a logarithmic law for the development of the velocity, re-
spectively. (b): Profile of the turbulent kinetic energy budget in wall-scaling over the
distance to the wall in wall-scaling. (a,b):The vertical, grey lines indicate locations at
which data is plotted in the results section.
variation of the gradient cause therefore a strong variation of turbulence especially in
the near-wall region. For more details about the simulation and the flow itself we refer
to section (3.3.1).
5.3 Wall-Normal Development of Enstrophy Production
As a reflection of vortex stretching and vortex contraction and therefore a representation
of the cascading mechanism of kinetic energy in a turbulent flow the highest values
of enstrophy production are expected in the near-wall region. Figure (5.3, a) shows
the development of the mean production in the wall-normal direction of the turbulent
boundary layer. The components of the velocity gradient A are therefore scaled with
the freestream velocity Ue and the boundary layer thickness δ99 to A˘ =
Aδ99
Ue
. Unlike
the production of turbulent kinetic energy (fig. 5.2), the enstrophy production does not
peak at y+ ≈ 10. Moreover, it reaches its maximum value much closer to the wall.
Potentially it is even reached at the wall, but in the current dataset we do not have
information about enstrophy production directly at the wall. Above y+ ≥ 6.7 the mean
enstrophy production develops an exponential decay with the increasing distance to the
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Figure 5.3: Overview of enstrophy production in the turbulent boundary layer flow. (a):
Wall-normal development of the mean enstrophy production scaled with outer scaling
(f˘ = f δ99Ue ). Grey vertical lines indicate the location at which the pdfs (b) are taken.
(b): Pdf of the scaled enstrophy production at three different wall-normal location.
wall and remains positive throughout the entire boundary layer.
Contrasting the strictly positive net production the pdfs (fig. 5.3, b) reveal that the
instantaneous production has significant negative contributions. For this plot and for
the following we introduce a scaling based on the local variance of the velocity gradient
magnitude
var(A) := 〈〈A− A˜, A− A˜〉F 〉, (5.6)
where 〈•〉 denotes the temporal mean and 〈•, •〉F denotes the Hilbert-Schmidt inner
product. The velocity gradient quantities are then scaled as
Aˆ :=
A√
var(A)
, Sˆ :=
S√
var(A)
or Ωˆ :=
Ω√
var(A)
. (5.7)
For y+ ≈ 24 and y+ ≈ 180 a significant peak can be seen at zero while an asymmetric
shape of the pdf is developed. The legs towards positive production reach to significantly
higher magnitudes and are fatter than the ones on the negative side. This underlines
the general consensus in the literature (e.g. Taylor, 1938; Tennekes & Lumley, 1972)
that vortex stretching (positive enstrophy production) is favoured over vortex compres-
sion (negative enstrophy production) which is reflected in the previously discussed net
production. Further, the shape of the pdfs agree well with experimental results of tur-
bulent shear flow and a turbulent jet results from Mullin & Dahm (2006); Buxton &
Ganapathisubramani (2010), respectively. Above y+ ≈ 24 the enstrophy production
does not change its character as far as represented by the pdf. Further, the most likely
value stays as zero and its variance scales well with the variance of the velocity gradient
var(~ωtS~ω) ∼ var(A)3. However, closer to the wall the properties of the pdf changes.
Although we have seen that the mean value of the production increases towards the
wall, we find that the most likely value of the production moves towards negative val-
ues. Further, the variance of the production no longer scales with the velocity gradient
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Figure 5.4: Joint-pdf of normalized strain rate magnitude squared and normalized rota-
tion magnitude squared at three different wall-normal locations (a-c) and the develop-
ment of the correlation between strain rate and rotation rate on wall-normal direction
(d).
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variance and is much higher than at the higher locations in a relative sense. Both, the
negative and positive tail of the pdf are enlarging, however, additional to the shift of
the peak, the negative tail is growing proportionally more than the positive one.
To understand these changes in the near-wall region the enstrophy production is de-
composed according to the introduced decomposition base on the eigen-decomposition
of the strain rate tensor (eq. 5.4). In this identity we see that the scaling term for the
production is ‖Ω‖2F ‖S‖F . For the magnitude of this term the correlation of the strain
rate and the rotation rate is an essential quantity. A strong correlation increases the
potential for relatively high values of this term
〈‖S‖F ‖Ω‖2F 〉 = corr(‖S‖F , ‖Ω‖2F )
√
var(‖S‖F )
√
var(‖Ω‖2F ) + 〈‖S‖F 〉〈‖Ω‖2F 〉. (5.8)
We did not consider the exact correlation corr(‖S‖F , ‖Ω‖2F ) that is demanded by this
equation, however, there is a close relation to the correlation of ‖S‖2F and ‖Ω‖2F which
is studied in figure (5.4). The results shown in the joint-pdfs strongly agree with results
presented by Blackburn et al. (1996). Perry & Chong (1994) introduce the interpreta-
tion for these plots in a way that vortex tubes are found close to the ‖Ω‖2F -axis pure
straining structures are found close to ‖S‖2F -axis and in the line at an angle of 45 degrees
we find vortex sheets. According to this interpretation the predominant structure type
in the near-wall region are vortex sheets. Whatever a vortex sheet is left to the inspira-
tion of the reader. Either way, the important fact that we take on from these plots is
that vorticity is strongly coupled to the strain rate which implies (Tsinober, 2000) that
vortices in this region of the boundary layer have a relatively strong dissipative char-
acter. However, this dominance of vortex sheets is replaced by a mix of vortex sheets,
vortex tubes and irrotational straining structures which agrees with the interpretation
of Chong et al. (1998). Further the strong coupling of rotational structures with dissi-
pation is lost. The correlation coefficient is plotted as summary over the wall-normal
location (fig. 5.4). According to the previous interpretation this plot can be seen as how
strong the dissipation of a vortex is in relation to its rotation rate. The fact that the
correlation is increasing in the near-wall region could be caused by the fact that vortices
are packed more densely at the wall. This causes an increased interaction of their strain
fields which acts in addition to the interaction of the strain fields with the wall itself.
This enhanced interaction then amplifies the correlation between strain and rotation.
The magnitudes, imposed by the the strain rate and the rotation rate, are scaled by the
term (eq. 5.5) which is a combination of the relative principal strain rates and the align-
ments between the vorticity vector and the respective principal strain direction. The
mean development of the principal strain rates are is shown in figure (5.5). In the outer
layer as well as in the logarithmic layer we find a slightly positive value for in mean of the
intermediate strain. This, qualitatively, agrees with literature about HIT (Ashurst et al.,
1987) and weak shear layers (e.g. Ganapathisubramani et al., 2008). However, a quan-
titative comparison reveals a disagreement with the ratio of (λ1 : λ2 : λ3) ≈ (3 : 1 : −4)
that was found uniformly found in literature. In case of the present TBL we obtain the
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Figure 5.5: Wall-normal development of the normalized strain rates in the turbulent
boundary layer.
ratios (5.5 : 1 : −6.5) for y+ ≈ 180, (7.8 : 1 : −8.8) for y+ ≈ 24 and (128 : −1 : −127)
for y+ ≈ 6.7. Therefore the plots show that when approaching the wall, the relative
intermediate strain tends to zero. It is slightly negative in the near-wall region, but its
magnitude is small enough that the sign does not play a significant role. The pdfs in
figure (5.5, b) shows that the fluctuations around this zero mean are relatively small
compared to the fluctuations that can be found in the outer layer. Further, the pdf is
skewed towards positive values in the higher regions of the boundary layer which does
not hold for the near-wall region. In the near-wall region we find a nearly symmetric
pdf.
The joint-pdfs between λ˚2 and the strain rate magnitude and the rotation rate magni-
tude, respectively, are shown in figure (5.6, c and d). Comparing the present results to
the experimental results of the far-field of a turbulent jet (Ganapathisubramani et al.,
2008), there are two things to mention. Firstly, the joint-pdf of λ˚2 and ‖S‖2F shows
great similarities for both cases. This indicates that the strain magnitude - strain com-
position coupling is not changing significantly across both cases. Secondly, we find that
the joint-pdf of λ˚2 and ‖Ω‖2F reveals significant differences of both flows. Whereas for
high rotation magnitudes the behaviour appears to be similar in both flows (agrees as
well with Ashurst et al. (1987)), the pdfs diverge for low rotation rates. In the jet case
it is unlikely to find spots without rotation. However, in the logarithmic layer and in
the outer layer of the TBL these events seem to be very likely. Moreover, for low values
of rotation magnitude the pdf is less skewed towards positive λ˚2. Putting both together
we reason that, in a relative sense, lower intermediate strain rate in the higher layers of
the TBL are caused by the higher frequency of occurrence of straining structures with
zero or very little rotation.
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Figure 5.6: Joint-pdfs of the normalized intermediate strain rate λ˚2 and the normalized
velocity gradient magnitude squared at two different wall-normal locations (a,b). Joint-
pdf of the normalized intermediate strain rate and the normalized strain rate magnitude
squared (c) and the normalized rotation rate magnitude squared (d),respectively, at
y+ ≈ 180.
Figure (5.6, a and b) show the joint-pdfs of the relative intermediate strain rate with
the velocity gradient magnitude squared in the logarithmic layer (a) as well as between
VSL and buffer layer (b). A clear shift of the pdf towards negative λ˚2 is seen when
going from the higher layer towards the wall. Further, the relative skewness for strong
gradients is larger in the near-wall region, than it is in the logarithmic layer. The plots
show that for high velocity gradients at the wall it is more likely to find λ˚2 > 0 whereas
for low velocity gradients it is slightly more likely to find λ˚2 < 0.
The vortex stretch model introduced by Ashurst et al. (1987) still suits well to inter-
pret the development of the principal strains in the boundary layer. In the model a
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vortex is described as a line vortex that stretches along its axis. The stretching mech-
anism itself creates a strain field with the according principal strain ratio described
by Rstretch := (−1 : 2 : −1). However, the vortex own strain field, caused by the
rotation that decays with increasing distance to the axis, causes a shear that results
in a principal strain ratio described by Rshear := (1 : 0 : −1). Depending on the ra-
tio of the strength of the stretching to the strength of the shearing due to the vortex
rotation (γstretch : γshear) this composes to the final ratio γstretchRstretch + γshearRshear.
Ashurst et al. (1987) found that a ratio (γstretch : γshear) = (1 : 7) leads to the ratio
(λ1 : λ2 : λ3) = (3 : 1 : −4) that fits well to the ratio of principal strains found for HIT
and weak shear layers as mentioned before. However, in agreement with Blackburn et al.
(1996) we have found a strong increase of correlation between strain rate and rotation
rate when approaching the wall. We believe that this variation strongly influences the
ratio (γstretch : γshear) = (1 : 7) and drives it an even more extreme value than it is in
HIT. In our case we get the correct principal strain ratios for (γstretch : γshear) = (1 : 12)
at y+ ≈ 180, (γstretch : γshear) = (1 : 16.6) at y+ ≈ 24 and (γstretch : γshear) = (1 : −255)
at y+ ≈ 6.7. The coupling between the strain-rotation-correlation and the strain compo-
sition should be emphasized as well in figure (5.5, a) where the black dashed line shows
the development of 1−corr(‖S‖F , ‖Ω‖2F ) which shows similar trends as the intermediate
principal strain in the widest sense. Obviously, this does not clearly state the coupling,
however, it shows that it is worth to spend more time on this in the future.
Overall its seems that at the wall, according to their strain field, turbulent structures
develop a strong variation in two direction whereas the third directions is nearly homo-
geneous as stated by the nearly vanishing relative intermediate strain. This suits well to
the fact that we find relatively long streamwise elongated, densely packed structures in
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Figure 5.7: Top view onto a boundary layer. The instantaneous snapshots of the λci-
criterion are taken at the same instance of time at two different heights in the boundary
layer. The right is a location within the logarithmic layer (y+ ≈ 114 ,b) and the left
shows a location at the lower part of the buffer layer (y+ ≈ 11, a). The flow direction is
bottom to top.
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the near-wall region whereas the structures at higher layers are more randomly aligned
and less densely packed (fig. 5.7). The strongest strain of vortical structures is found
in the plane normal to its rotation axis is discussed by Ashurst et al. (1987). When the
structures are densely packed at the wall, then their strain fields amplify each other.
Further the streamwise orientation of the structures leads to the fact that the strongest
strain fields of all structures are in the plane normal to the streamwise direction. Align-
ments of the rotation axis of smaller structures the extensive strain direction of larger
structures, as stated by Leung et al. (2012), is suppressed by the wall. This leads to a
missing stretching force and enforces the 2d character of the strain fields that we observe
in the results.
Further, it seems that outside of the main production region of the turbulent boundary
around y+ ≈ 10 we find large amounts of decaying turbulence which results in a higher
frequency of occurrence of pure straining structures without rotational contribution.
This will be further supported later as we will see that the ratio of rotational structures
to pure straining structures decreases towards higher layers.
Besides the principal strains, the other piece of the term (eq. 5.5) that weights the strain
rate magnitude and the rotation magnitude in the enstrophy production (eq. 5.4) is the
alignment of the vorticity vector with the principal strain directions. In figure (5.8)
these alignments are shown for different wall-normal locations in the TBL. For the outer
most location (y+ ≈ 180) the alignments agree well with the ones stated for HIT and
weak shear layers in literature (e.g. Ashurst et al., 1987; Ganapathisubramani et al.,
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Figure 5.8: Pdfs of the alignment between
the vorticity vector and the principal strain
directions at three different wall-normal lo-
cations.
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2008; Hamlington et al., 2008; Meneveau, 2011; Leung et al., 2012). Vorticity shows
an arbitrary alignment with the extensive strain direction (i = 1), but tends to align
parallel with the intermediate strain direction (i = 2). The tendency to an orthogonal
alignment between the vorticity vector and the compressive strain direction (i = 3) is
stated. Ashurst et al. (1987) proposed with their previously described vortex stretch
model that this alignment reflects the alignment of the vorticity vector with the vortex
induced strain field rather then the alignment of a vortex with imposed strain field of
other structures and/or boundary conditions. This is supported by the work of Ham-
lington et al. (2008) in which the total strain is split into a local strain and a non-local
background strain to study the alignment of vorticity with the so obtained vortex own
strain field. Further, Leung et al. (2012) supported the hypothesis of Ashurst et al.
(1987) by investigations on the alignment of vorticity with the strain field filtered at
several different spatial filter widths.
The change of the alignments with the wall-normal location stated in figure (5.8) agrees
well with the variations that where found by Blackburn et al. (1996). The parallel
alignment of vorticity with the intermediate strain direction becomes more likely when
approaching the wall. At the same time the orthogonal alignment with the compres-
sive strain direction further increases its frequency of occurrence. Further, the arbitrary
alignment of vorticity and the extensive strain direction does not hold anymore when
approaching the wall. Already at y+ ≈ 24 we find a slight trend towards an orthogonal
alignment between both vectors. At y+ ≈ 6.7 the tendency of an orthogonal alignment
of ~ω and ~r1 became strong enough to show the same pdf as |~ω · ~r3|.
As we have seen when discussing the principal strains, the strain field of the vortices is
dominated by strain field that is induced by the vortex own shear rather than the stretch-
ing strain. However, the vortex’ rotation axis is aligned with the stretching strain direc-
tion and therefore we find |~ω · ~r2| → 1. On the other hand, the surrounding strain field
develops aligned with the axis normal plane which leads to |~ω ·~r1| → 0 and |~ω ·~r3| → 0.
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Figure 5.9: Mean alignment of vorticity with the three principal strain directions, re-
spectively (continuous lines). Correlation coefficient between the strain rate magnitude
squared and the rotation rate magnitude squared. All is plotted over the distance to the
wall.
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Figure 5.10: The probability of the magnitude of the normalized velocity gradient
squared being larger than unity as a measure of intermittency is plotted over the dis-
tance to the wall. The velocity gradient is normalized by the ratio of freesteam velocity
and boundary layer thickness A˘ = A δ99Ue .
In figure (5.9) the development of the mean alignment of the vorticity vector with the
principal strain direction is shown over the distance to the wall. In wide part of the
boundary layer we find a relatively constant mean alignment which coincides with the
previously discussed results from literature about HIT and weak shear layers. We find
a slight variation towards the far outer region which is believed to be caused by the
strongly decaying turbulence in this region. Therefore a measure of intermittency is
shown in figure (5.10). This the high proportion of strong gradients in the near-wall
region indicates that the flow is nearly always turbulent. On the other hand, in the
outer regions weak velocity gradients are present more often. This indicates that tur-
bulence occures as rare events in the outer layer. This affects the outer region results
in terms of alignment and strain composition. However, the stronger change of the
aligments can be seen in the near-wall region as discussed in the previous paragraph.
The mean alignment of vorticity with the intermediate strain direction becomes parallel
whereas vorticity align perpendicular with the remaining two principal strain directions.
The alignments start to change below y+ . 110 which is roughly the region where the
correlation of strain rate magnitude and rotation rate magnitude starts to vary. This
supports the previously mentioned link between the be-said correlation, the ratio of the
principal strain rates and the alignment of vorticity and the principal strain directions.
Overall the great importance of the strain-rotation-magnitude correlation is discovered
to be a good indication of how the enstrophy production is composed.
5.4 Characteristic Decomposition of Enstrophy Produc-
tion
In the previous section the enstrophy production was decomposed by the eigenvalue de-
composition of the strain rate tensor (eq. 5.4). We have seen how the certain parts of the
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production vary with the distance to the wall and how they are coupled. In their work on
the experimental data of the far-field of a turbulent jet Buxton & Ganapathisubramani
(2010) have shown that the sign of the production, i.e. whether enstrophy is produced or
destructed, is dictated by the alignment of vorticity with the extensive strain direction.
Applying a characteristic decomposition the to turbulent flow, the dominant enstrophy
destructing structures where found within the unstable/contracting vortical structures.
In this section we discuss to what extend this holds in a turbulent boundary layer. As
part of this there is need to discuss the distribution of the characteristic structure types
in the turbulent boundary layer.
The applied characteristic decomposition is based on the critical point concept first in-
troduced by Perry & Chong (1987) which decomposes a flow according to the form of
the eigenvalues of the local velocity gradient. Therefore this analysis is purely local and
describes the character of a structure at the location of the current fluid particle only.
It does not describe the character of a structure as a whole. To obtain a better overview
of the method we suggest to read the original publication Perry & Chong (1987) or a
summary about Lagrangian dynamics by Meneveau (2011). However, we will introduce
the method with its key point for our analysis in a brief manner.
Picking a fluid particle at a particular location, the character of the velocity gradient
A := ∇~u reflects the shape the flow has in the infinitesimal surrounding of the particle.
This can be shown by a Taylor’s expansion for the particle movement (sec. 1.2.2 or
Perry & Chong (1987)). The character of the velocity gradient, on the other hand, is
reflected by its eigenvalues (α1, α2, α3), that are obtained as roots of the characteristic
polynomial of the velocity gradient
pchar(α) := det (A− αI) = α3 + Pα2 +Qα+R. (5.9)
Here P ,Q and R are invariants of the velocity gradient, the definition of which can be
found in section (2.4). These invariants span a state space, PQR-space, in which we
find certain regions defining certain properties of the eigenvalues, and therefore certain
properties of the local flow topology at the fluid particle. P , which is the additive inverse
of the dilatation −∇ · ~u, is zero for incompressible flows. In the present compressible
turbulent boundary layer we have a freestream Mach number of M∞ = 0.5 which leads
to little compressibility effects only and the first invariant P is insignificantly small. For
this reason we map the results of the PQR-space onto its subset with P = 0, which we
call the QR-space. This does not mean that the flow is considered to be incompressible.
The analysis still takes compressibility into account, but it is not distinguished between
different values of the first invariant of the velocity gradient P = −∇ · ~u. The results
were validated against a fully compressible analysis in the PQR-space, but no significant
differences were found. The QR-space, is spanned by the second and third invariant, Q
and R, of the velocity gradient. From the point of view of a fluid particle located on a
structure, it allows to distinguish between four different states of the structure at the
location of the particle. Figure (5.11) shows the QR-space and the four structure types.
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Figure 5.11: Introduction to the invariant space of the velocity gradient. The continuous
lines show different values for the discriminant ∆ of the velocity gradient and the dashed
green line marks R = 0. The pictures and numbers show schematically the characteristic
structure in the respective area of the QR-space. Subfigures adapted from Ooi et al.
(1999).
The discriminant of the velocity gradient ∆ = −14P 2Q2+Q3+P 3R+ 274 R2− 184 PQR has
an important role in this decomposition. For positive value of ∆ > 0 the velocity gradient
has one purely real eigenvalue and a complex conjugate pair of complex eigenvalues and
therefore the fluid particle sits on a part of a structure that has a rotational character.
On the other hand, if ∆ ≤ 0 is negative all eigenvalues of the velocity gradient are purely
real and the supporting structure is purely straining at the location of the fluid particle.
Further, for negative third invariant R ≤ 0 we find two contracting directions and one
stretching direction, whereas if R > 0 is positive we find two stretching direction and
one contraction direction of the structure at the location of the fluid particle. So four
characteristic structure types can be described:
I : vortical structure with stretching character / ∆ > 0; R ≤ 0 / =(α2) = 0;
=(α1) = −=(α3) 6= 0; <(α1) = <(α3) ≤ 0; α2 ≥ 0
II : vortical structure with contracting character / ∆ > 0; R > 0 / =(α2) = 0;
=(α1) = −=(α3) 6= 0; <(α1) = <(α3) ≥ 0; α2 ≤ 0
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III : pure straining structure with flattening character / ∆ ≤ 0; R > 0 / =(α1) =
=(α2) = =(α3) = 0; α1 ≥ α2 ≥ 0 ≥ α3
IV : pure straining structure with elongating character /∆ ≤ 0; R ≤ 0 / =(α1) =
=(α2) = =(α3) = 0; α1 ≥ 0 ≥ α2 ≥ α3
The result of the characteristic decomposition branching from the critical point analysis
is visualized in figure (5.12). The same hairpin structure is shown with different tech-
niques. For the bottom picture the λci-criterion was used to create the iso-surface. It
is coloured with streamwise velocity from blue (slow) to red (fast). The legs as well as
the arc are seen clearly. The top pictures use iso-surfaces based on the magnitude of the
discriminant of the velocity gradient. Differently to the λci-criterion, this criterion visu-
alized not only rotational structures, but also purely straining structures. This allows
that the overall structure (top right) can be decomposed into the respective structure
types of the characteristic decomposition. It becomes obvious that a clear distinction
by the characteristic structure types is now possible. The decomposition can be used to
describe e.g. which parts of the structure are stretching, which parts are purely strain-
ing, etc.
According to the previous normalization of the different parts of the velocity gradient
Figure 5.12: A same hairpin vortex is show
on all images. At the top visualized with iso-
surfaces of the magnitude of the velocity gradi-
ent’s determinant at |∆| = 300. Top left has
no particular colour code but top right shows
structure of the respective QR-sectors coloured
differently: I: green; II: blue; III: red; IV: or-
ange. Bottom left shows the same hairpin vi-
sualized with the λci-criterion at 0.5 and colour
with the streamwise velocity component.
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Figure 5.13: Joint-pdfs of the normalized
second (Qˆ) and third (Rˆ) invariant of the
velocity gradient at three different locations
in the boundary layer. The light blue line in
the pdf iso-line that is enclosing 95% of all
events.
(eq. 5.6) the second and third invariant of the velocity gradient are normalized using
the variance of the velocity gradient (eq. 5.7)
Qˆ :=
Q
var(A)
, Rˆ :=
R
var(A)
3
2
. (5.10)
The frequency of occurrence of the characteristic structures in a flow can now be mea-
sured by sampling joint-pdfs of R and Q in the flow. The resulting plots are commonly
known as QR-plots and are shown for the present turbulent boundary layer in figure
(5.13). All shown QR-plot agrees with literature. The shape of the plot of the outermost
location at y+ ≈ 180 agrees in a wider sense with literature about HIT (Martin et al.,
1998), the far-field of a turbulent jet (Ganapathisubramani et al., 2008) and experimen-
tal results of the outer layer of a turbulent boundary layer (Elsinga & Marusic, 2010).
Further, the results agree with the result Blackburn et al. (1996); Chong et al. (1998)
show for different wall-normal locations in a turbulent boundary layer flow. Against
the widely established opinion that these QR-plots are a universal feature of turbulence
Chong et al. (1998) already stated that the shape of the iso-lines of the plot are varying
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Figure 5.14: Frequency of occurrence P (state) of the respective characteristic states
over the wall-normal direction. The vertical grey lines indicate the locations where
samples are taken for a more detailed analysis. The coloured dots mark the respective
distribution obtained in the far-field of a turbulent jet (Buxton & Ganapathisubramani,
2010).
significantly with the wall-normal location in a turbulent boundary layer. When ap-
proaching the wall the tail towards high values of R and low values of Q gets lost and
a more oval shape is developed. Further, the extend to higher values of relative Q is
reduced in the near-wall region. On the other hand, there is seemingly not significant
change of the shape in the logarithmic layer and outer layer of the turbulent boundary
layer. And the presumably universal teardrop shape is recovered well.
After having seen that the iso-line shapes of the invariants the joint-pdf are not universal
in the near-wall region of a boundary layer we reduce the complexity of the QR-plots
and integrate the joint-pdf over the area of the respective characteristic types in the
QR-space. This leads to the probability P (state) of each characteristic state I, II, III
or IV, respectively. In the plot of these probabilities over the distance to the wall (fig.
5.14) we see that even in the outer region there are strong variations of the characteristic
distribution of turbulence. So, at least for turbulent boundary layer flows, we can state
the the characteristic distribution of turbulence is strongly varying and therefore not
universal.
On one hand, the shapes of the joint-pdfs (fig. 5.13) do not show significant changes in
the outer regions, but on the other hand, the actual ratios of the characteristic structures
(fig. 5.14) reveal that the frequency of occurrence for rotational structures (green, blue)
is significantly decreasing compared to pure straining structures (red, orange) when we
move towards the outer layer of the boundary layer. This indicates that the actual
change of the distribution is happening close to the origin of the QR-space where it
is visually less obvious and does not change the overall appearance of the teardrop -
and let this distribution appear more universal then it actually is. Knowing that, on
average, the gradient magnitudes of structures become smaller the closer the are to the
origin of the QR-space, this supports what we discussed about the ratios of the principal
strains. In the logarithmic layer and the outer layer we find an increasing amount of
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structures with little (or no) vorticity (fig. 5.6, c and d) which affects the ratio of the
principal strains. The coloured dots in figure (fig. 5.13) indicate the ratio that Buxton
& Ganapathisubramani (2010) stated for the far-field of a jet flow which leads to a ratio
of (λ1 : λ2 : λ3) = (2.9 : 1 : −3.9) for the principal strains. According to the previous
explanation the reduced vortical structures in the present TBL support the direction of
change of the principal strain ratio to (λ1 : λ2 : λ3) = (5.5 : 1 : −6.5)
In general the relatively smooth changes in the higher layers are contrasted by the strong
changes in the near-wall region. Especially the unstable/contracting vortical structures
(blue) have a relatively strong near-wall peak. As well, the stable node/saddle structures
show a strong increase in their frequency of occurrence right at the wall. The reason for
these changes will be discussed in the following chapter (6). Here we discuss the effects
the varying distribution of characteristic structures have on the enstrophy production.
The average production conditioned with the respective characteristic states is plotted
over the wall-normal distance normalized by the unconditioned mean production (fig.
5.15, a). We find that at no point they match the conditional production of the jet
results by Buxton & Ganapathisubramani (2010) that are marked as coloured dots in
the plot. This is not very surprising as we have already seen in the previous section that
the production is composed in a different way in the TBL then it is in the far-field of the
jet flow. Accordingly we find a variation of which characteristic structures contribute
how much to the local enstrophy production. In the higher regions above y+ & 32
the strongest enstrophy producers are vortices with stretching character which supports
the idea that enstrophy production is strongly correlated with vortex stretching. The
dominance in the relative production of stretching vortices does become even stronger
in the far outer region of the TBL. As well in the region above y+ & 32 the relative pro-
duction of the two pure straining structure types, respectively, is roughly half as strong
as the relative production of the stretching vortices. Further, the unstable/contracting
vortical structure have a negative mean contribution to the enstrophy production above
y+ & 60. On average these structures destroy enstrophy at the higher layers that po-
tentially indicates a backscatter mechanism in which the kinetic energy is transferred
from smaller scales towards larger scales of motion. Whereas all the relative produc-
tions are relatively constant in the logarithmic layer of the TBL, the variation becomes
stronger in the near-wall region below y+ . 40− 50. We find a relative decrease of the
relative production of stretching vortices which comes along with a relative increase of
the relative production for purely straining, stable node/saddle structures as well as of
unstable/contracting vortical structures. The latter even develop a positive contribution
in the near-wall region. However, the strongest increase of relative production is accom-
plished by pure straining, unstable node/saddle structures. They become and stay the
most dominant structures (with respect to relative production) below y+ . 32. Overall
we find that in the near-wall region pure straining structures become stronger producers
of enstrophy than rotational structures. This indicates that more enstrophy is produced
in the shear layers between the densely packed vortices then by the vortices stretching
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Figure 5.15: (a): Conditional average of the relative enstrophy production conditioned
with the respective characteristic state plotted over the distance to the wall. The vertical
grey lines indicate the locations where samples are taken for a more detailed analysis.
The coloured dots mark the respective conditional averages obtained in the far-field
of a turbulent jet (Buxton & Ganapathisubramani, 2010). (b-e): Conditional pdfs of
the relative enstrophy production conditioned with the respective characteristic state
plotted at three different wall-normal locations.
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in direction of their axis. This on the other hand supports the previously discussed idea
that the strain at the wall mainly acts in the plane normal to the streamwise direction
and the stretching of smaller structures by larger structures, as suggested by Leung et al.
(2012), is suppressed by the wall.
The conditional pdfs at three selected locations (fig. 5.15, b-e) allow more insight in the
enstrophy production mechanism. Compared to the unconditional pdfs (fig. 5.3, b) in
general for all locations and all characteristic structure types except unstable vortices
(II) the negative tails of the pdfs are shortened. For the unstable vortices we find the
opposite being true - in this case the positive tails are shortened which results in the low
positive or even negative relative production of these structure types. For the selected
locations at y+ ≈ 180 and y+ ≈ 24 the peak of the pdf stays at zero, but the tails vary
strongly for the different characteristic types. The stretching vortex topology show the
longest tail in positive direction, which supports the idea that the stretching of vortices is
likely to coincide with a strong positive enstrophy production. This finally results in the
strong dominance of stretching vortices as relative producer of enstrophy in the higher
regions. The pdf of the production conditioned with unstable rotational structures is
nearly symmetric however, as mentioned before, with a slightly longer tail in the negative
direction. This indicates that within this structure type we may find a significant part of
structures that destruct enstrophy. This could as well indicate a backscatter mechanism
that transfers kinetic energy from small scales of motion towards larger scales of motion.
However, still within this structure type, the negative production is balanced by events
with a positive production. As we have seen before, this leads to an overall slightly
negative production in the higher regions of the boundary layer. The pure straining
structures show almost no tails towards the negative side and relatively short tails to-
wards the positive side. This indicates that the majority of events with this structure
type shows moderate production rates. For the location y+ ≈ 6.7 between the VSL and
the buffer layer things do look slightly different. Whereas the enstrophy production pdf
conditioned for the stretching vortical structures is nearly unchanged in comparison to
the unconditioned pdf, the pdf conditioned for unstable vortical structures develops a
nearly symmetric shape. However, unlike at the higher layers we find a slight shift to-
wards the positive production side which leads to the slight positive contribution to the
production of these structures. For the pure straining unstable node/saddle structures
(III) the peak of the pdf shifts towards zero compared to the unconditional pdfs where
it is found being on the negative side. Further, the tail to the negative production side
shortens whereas the tail towards the positive side becomes longer. This indicates that
we find more extreme events with positive production within this structure type in the
near-wall region. This, as well, supports the previously discussed situation at the wall,
that the turbulent structures at the wall are densely packed and their strain fields are
interacting strongly between each other as well as with the wall. Moreover, for the purely
straining stable node/saddle structures (IV) we find the negative tail being unchanged
compared to the unconditional pdf, whereas the positive tail recovers its unconditional
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length, but shows a dip which leads to lower values of the pdf. This shows that the
tendency to positive production is still given, however it seems that it is covered by
relatively rare events.
Overall the enstrophy production conditioned with the respective characteristic topolo-
gies shows that away from the wall the stretching vortices have the strongest relative
production whereas a backscatter mechanism might be covered within the contracting
vortical structures. The purely straining structures have a comparably low relative pro-
duction in the higher layers, but gain strength when approaching the wall. This supports
the argument that the dense packing of turbulent structures and their organization at
the wall increase the interaction of their strain field with each other as well as with the
wall. This feeds the importance of strain regarding the enstrophy production.
The conditional mean development as well as the development of the conditional pdfs
of the normalized intermediate strain rate conditioned with the respective characteristic
states are plotted in figure (5.16). The mean development shows similar behaviours for
all conditions in the entire TBL, except for the far outer layer of the boundary layer
where the mean conditioned with the unstable vortical structures increase whereas all
others decrease. The mean intermediate strain rate is largest when conditioned with
pure straining, unstable node/saddle structures (III) for which it is always positive.
However, for the purely straining, stable node/saddle structures (IV) the intermediate
strain is always around zero in the mean. For both rotational structure type (I and
II) we find the mean intermediate strain rate being approximately half of the mean for
characteristic type III in the logarithmic layer. Approaching the wall both are decaying
whereas the stable/stretching vortices level out around a zero intermediate strain rate
and the unstable/contracting vortices level out around a slightly negative intermediate
strain rate below y+ . 10.
A bit more insight allow the development of the conditional pdfs (5.16, b-e). Overall we
find that all structures show a less strict behaviour for the intermediate strain rate in
the higher regions and the pdfs are spread. In comparison to this, we find a more defined
behaviour in the near-wall region where the pdfs develop relatively strong peaks. This
behaviour, in general, agrees with what we have seen in the unconditional pdfs (fig. 5.3).
On a closer look the pdf for rotational structures in the outer layer is wider spread and
has a significantly lower peak than the pure straining structures. This indicates that
vortical structures have more variation in their straining properties whereas the pure
straining structures are more defined and show less variation. For structure types I, II
and III the pdfs in outer layer are strongly skewed and have their peaks in the positive
λ2-region. Contrasting this the pure straining, stable node/saddle structures (IV) are
less skewed and find their peak within the negative λ2-region. An interpretation of this
is yet unclear and it remains just a statement. Approaching the wall all pdfs become
less skewed and their peaks move towards zero. However, for structure types I and III
the peaks remain shifted slightly towards a positive production. The unstable vortical
structures (II) have a peak centered around zero but show a slightly longer tail towards
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Figure 5.16: (a): Conditional averages of the normalized intermediate strain conditioned
with the respective characteristic state plotted over the wall-normal location. The verti-
cal grey lines indicate the locations where samples are taken for a more detailed analysis.
(b-e): Conditional pdfs of the normalized intermediate strain conditioned with the re-
spective characteristic state plotted for each wall-normal location in one contour plot.
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Figure 5.17: Conditional pdfs of the alignment between the vorticity vector and the
principal strain directions conditioned with the respective characteristic state at a wall-
normal location of about y+ ≈ 180.
a negative production. The purely straining, stable node/saddle structures develop two
peaks in the near-wall region. It is yet unclear how this has to be interpreted, although
we believe that the two peaks are caused by high-speed and low-speed events in the
TBL that reach down to the wall, respectively. This would suit to what we have dis-
cussed in the previous section about the coupling of the velocity gradient magnitude
and the intermediate strain rate in the near-wall region (fig. 5.6, b). A high-speed event
causes high gradients in the near-wall region and structures are pressed towards the wall
such that a strongly straining foot of the structures is developed at the wall. As the
joint-pdf of ‖Aˆ‖2F and λ˚2 shows, such strong gradients at the wall are likely to develop
a positive intermediate strain rate. These structures form the positive branch in the
pdf conditioned with characteristic structure type III in figure (5.16, d). The negative
branch in the near-wall region represents the low-speed events, that result in relatively
low gradients at the wall. On the other hand, these have the tendency to develop a
negative intermediate strain rate at the wall as stated by figure (5.6, b). The fact that
the positive branch of λ˚2 ends quickly when leaving the wall could be explained by the
structures developing a rotational character and leaving characteristic state III much
quicker during high-speed events than during low-speed events. However, this cannot
be further supported at this stage and therefore remains a hypothesis within the present
work.
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The remaining piece of the weighting term in the conditioned enstrophy production is
the conditioned alignment between vorticity vector and the principal strain directions.
The results we found for y+ ≈ 180 are shown in figure (5.17). The distributions of
the alignments conditioned with the four characteristic states respectively agree qual-
itatively with the results for the alignment in the far-field of a turbulent jet (Buxton
& Ganapathisubramani, 2010). The alignment of the extensive strain looses its overall
arbitrary alignment with the vorticity vector. For stable vortices (I) we find both vectors
developing a slight tendency to align parallel. Same holds for the stable node/saddle
structures (IV). Whereas the unstable node/saddle structures (III) still show an ar-
bitrary alignment of ~ω and ~r1, we find a relatively strong perpendicular alignment of
both for unstable vortical structures (II). The tendency of vorticity and intermediate
strain direction to align parallel is given for all structure types. However, the strength
of this tendency does vary sightly between the different states. It is more pronounced
for state I and III than it is for state II and IV. Moreover, for the unstable contracting
vortices we find that the probability is high for both vectors to align nearly parallel, but
the pdf drops just before a perfect alignment where |˚~ω · ~r2| = 1. Although, Buxton &
Ganapathisubramani (2010) see a level off for the same distribution for nearly parallel
alignment, they do not see a drop of the pdf towards a perfect alignment. The pdf of
alignment of vorticity with the compressive strain direction shows little variation be-
tween the unconditioned and conditioned data for state I, III and IV respectively. For
stable vortices we find that the already low value of the distribution for values close to
one is decreasing to zero, stating that there are no events where the vorticity vector is
parallel to the compressive strain. A similar development can be stated for state III.
On the other hand, the unstable/compressing vortices show the strongest change of the
distribution of the alignment of vorticity with the compressive strain direction. Here
the likely perpendicular alignment that we find for all the other structure types as well
as in the unconditioned distribution is not found at all. The pdf approaches zero for
|˚~ω · ~r3| → 0. The pdf for all other values is increased more or less evenly.
The effect of conditioning the alignments with the characteristic states in the buffer layer
at y+ ≈ 24 is shown in figure (5.18). The trends are similar to what was found for the
conditioning at y+ ≈ 180, but the unconditioned alignment shows already differences
between both wall-normal locations (fig. 5.8). These difference will therefore affect the
conditioned averages as well. The tendency to a perpendicular alignment between ~ω and
~r1 is given in the unconditioned case. This is amplified for characteristic structure type
II but it is reduced for the remaining structure types. The tendency of the vorticity
vector to align with the intermediate strain direction is strongly increased comparing
the unconditioned alignment of y+ ≈ 24 to the one of y+ ≈ 180. This strong alignment
does not show significant changes under the different conditions. It appears to be more
likely in the flow at y+ ≈ 24 to the one of y+ ≈ 180 that vorticity is perpendicular on the
extensive strain direction. This as well reflects in the conditioned pdfs of the alignment
at y+ ≈ 24. Whereas the tendency to align perpendicular is further increased for the
Chapter 5 Strain-Rotation Relation and Enstrophy Production in a TBL 151
0 0.2 0.4 0.6 0.8 1
0
2
4
6
8
10
|˚~ω · ~ri|
p
d
f(
|˚~ω
·~r
i||
st
at
e)
i = 1
i = 2
i = 3
(a) state=I
0 0.2 0.4 0.6 0.8 1
0
2
4
6
8
10
|˚~ω · ~ri|
p
d
f(
|˚~ω
·~r
i||
st
at
e)
i = 1
i = 2
i = 3
(b) state=II
0 0.2 0.4 0.6 0.8 1
0
2
4
6
8
10
|˚~ω · ~ri|
p
d
f(
|˚~ω
·~r
i||
st
a
te
)
i = 1
i = 2
i = 3
(c) state=IV
0 0.2 0.4 0.6 0.8 1
0
2
4
6
8
10
|˚~ω · ~ri|
p
d
f(
|˚~ω
·~r
i||
st
a
te
)
i = 1
i = 2
i = 3
(d) state=III
Figure 5.18: Conditional pdfs of the alignment between the vorticity vector and the
principal strain directions conditioned with the respective characteristic state at a wall-
normal location of about y+ ≈ 24.
states I, III and IV, we find a decrease of the pdf value for |˚~ω ·~r3| → 0. This means it is
likely for the vorticity vector to be aligned with the compressive strain at a reasonably
high angle, however, it is unlikely that both vectors are perpendicular to each other.
Results for the conditional alignment of the vorticity vector with the principal strain
directions between the viscous sublayer and the buffer layer are shown in figure (5.19).
The unconditional alignments (fig. 5.8) for this location already show extreme situations.
The vorticity vector is almost always fully parallel (or nearly parallel) aligned with the
intermediate strain direction. Resulting from this we find vorticity nearly perpendicular
to the other strain directions most of the time. Conditioning these alignments with the
respective characteristic states show no obvious changes in the strong parallel alignment
between vorticity and the intermediate strain direction. The full perpendicular align-
ment of vorticity with the extensive strain direction becomes slightly less likely for the
state I, III and IV , but therefore the probability of a nearly perpendicular alignment
increase. This leads to a peak of the pdf, not at, but close to zero. For state II the
full perpendicular alignment of vorticity with the extensive strain direction becomes
even stronger. On the other hand the pdfs of the alignment between vorticity and the
compressive strain direction behave the exact opposite way. The probability of a per-
pendicular alignment is increased for state I, III and IV whereas the pdf conditioned
with state II has its peak close to zero, but it decreases at zero.
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Figure 5.19: Conditional pdfs of the alignment between the vorticity vector and the
principal strain directions conditioned with the respective characteristic state at a wall-
normal location of about y+ ≈ 6.7.
Figure (5.20) summarizes what we have seen and discussed in detail on the previous
plots of the alignment-pdfs. The overall development of the unconditioned alignments
in wall-normal direction is recovered in the alignments conditioned with the respective
characteristic states. We find slight variations in the outer layer of the TBL, but the
alignment of vorticity with the different principal strain directions shows almost no vari-
ation in the logarithmic layer. When approaching the wall the alignments show strong
changes in the way that the vorticity tends to align parallel with the intermediate strain
direction and perpendicular with the extensive direction as well as with the compressive
direction. This holds for each characteristic state separately as well as in the overall
development as discussed in the previous section. The significant difference between the
states, however, is that the distributions overall change. Whereas for stable vortices
(I) and the pure straining structures (III) and (IV) the alignments are varying slightly
compared to the unconditioned alignments, this is different for the unstable vortices (II).
For this structure type we find that the alignments of extensive strain and compressive
strain are exchanged compared to the other three states. This agrees as well with the
results of the far-field of a turbulent jet (Buxton & Ganapathisubramani, 2010). This
exchange leads to a higher weight on the compressive strain then we find it for states
(I), (III) and (IV). Eventually this leads to a negative enstrophy production for un-
stable/contracting vortices which might even indicate a backscatter mechanism where
kinetic energy is transferred from small scales to large scales of motion. All this seems
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Figure 5.20: Conditional averages of the alignment between the vorticity vector and the
principal strain directions conditioned with the respective characteristic state plotted
over the wall-normal direction.
to hold all the way to the wall, however, the effects that the wall has on the alignment
are superimposed and become stronger with decreasing distance to the wall. Eventu-
ally the effects of the wall will be strong enough that the exchanged alignment for the
different states fades into the background. Just like we scaled the two parts of vortex
stretch model, introduced by Ashurst et al. (1987), with the correlations imposed by the
wall to obtain the actual ratio of principal strain rates, it might be well possible to do
so in an analogue way with the alignments. The alignments need to be decomposed
into a stretching/contracting part and a shearing part. The stretching part might then
be independent of the location, but dependent on the characteristic state. Contrasting
this, the shearing part can be constructed to be dependent on the correlations that are
directed by the flow topologies. However, this remains part of the future work and will
not be discussed further at this stage.
5.5 Conclusions
In the light of energy transfer across different scales of motion a turbulent boundary layer
at a reasonably high Reynolds number was analysed according to the detailed compo-
sition of the enstrophy production. The variation of the overall production as well as
154 Chapter 5 Strain-Rotation Relation and Enstrophy Production in a TBL
its single parts in wall-normal direction were analysed. This analysis was carried out on
the unconditioned turbulence as well as on the turbulence split into flow topologies with
specific properties by a characteristic decomposition.
As a first result we found that the probability density function of the enstrophy pro-
duction has a self-similar shape that scales with the variance var(A)
3
2 of the velocity
gradient A in the boundary layer above y+ & 24. However, the composition of the
enstrophy production is changing in this region. Compared to literature of HIT, weak
shear layers , etc. (e.g Ashurst et al., 1987; Ganapathisubramani et al., 2008) the ratio of
the principal strain, a key property for enstrophy production, becomes more extreme in
a sense that the intermediate strain rate reduces its relative contribution. According to
Ashurst et al. (1987); Hamlington et al. (2008); Leung et al. (2012) this principal strain
is affiliated with the vortex stretching mechanism. Further, in agreement with literature
(Ganapathisubramani et al., 2008) we found that for low rotation rate magnitudes the
frequency of occurrence for small, or even negative, values of the relative intermediate
strain component increases. Our results show that the flow has an increased number
of events of low rotation magnitude as well a a decreasing frequency of occurrence of
rotational structures towards higher layers. We concluded that this is the reason for the
changed principal strain ratios in the region above y+ & 24.
The wall has a strong effect on the enstrophy production. Not only the increase strain
rate magnitude and rotation rate magnitude scale up the production, as well its com-
position changes its properties. The probability density function shows a wide spread
that does not scale with the velocity gradient variance anymore and indicated the occur-
rence of relatively extreme production and destruction events. The wall correlates the
strain rate magnitude and the rotation rate magnitude. Further it orders turbulence, if
we judge from the visual impressions and the principal strain composition. The mean
intermediate strain tends to zero and its fluctuations become smaller in the near-wall re-
gion. Further, we find streamwise elongated and ordered structures. The vortex stretch
models by Ashurst et al. (1987) was applied and modified by introducing a weighting
ratio of the stretching strain and the shearing strain of the vortical structures. It is
believed, but could not be clearly shown, that the correlation of strain rate magnitude
and rotation magnitude is coupled with this weighting ratio. Nevertheless, the shearing
strain of the near-wall structure becomes the dominant strain of the streamwise elon-
gated structures. This leads to strong strain field of turbulence that is dominant in the
plane normal to the streamwise direction. At the same time we see that the straining
structures develop to the characteristic structures with the largest relative enstrophy
production whereas in the higher layers as well as in literature about the far-field of
a jet (Buxton & Ganapathisubramani, 2010) these dominant structures are stretching
vortices. This as well supports that the vortex stretching mechanism loses on strength
relative to the shearing between the densely packed vortices at the wall. The alignment
vorticity with the principal strain directions becomes extreme at the wall. On one hand,
this is believed to result from the parallel alignment of the vorticity with the strong
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vortex-own strain field as shown for different flows by Ashurst et al. (1987); Hamlington
et al. (2008); Leung et al. (2012). But on the other hand, the fact that the vortices are
ordered and orientated similarly results in the tendency of their strain fields to coincide.
In turn, this implies that a certain alignment of vorticity with the vortex own strain
field tends to coincide with a similar alignment of vorticity with the strain field of the
neighbouring vortices. This double alignment results in the extreme behaviours that oc-
curs close to the wall. We find a strong tendency for full parallel alignment of vorticity
with the intermediate strain direction and as well as strong tendency of vorticity to align
perpendicular with both remaining strain directions. Due to the streamwise elongated
vortices we now know that the weak intermediate strain direction is align parallel with
the streamwise direction and the strong extensive and compressive strain directions are
perpendicular to the streamwise direction. This finally completes the picture enstrophy
production at the wall that is dominated by the 2d strain plane which is normal to the
streamwise direction. This wall-forced 2d ordered turbulence becomes a very unstable
mechanism due to the loss of one degree of freedom. This as well caused extreme events
when structures break out of this arrangement.
Investigations of the characteristic decomposition reveal the the joint probability distri-
bution function of Q and R, often referred to as QR-plot, is not universal. From the
QR-plots themselves and from the ratios of the characteristic structure types, obtain
by integrating the QR-plot over the respective regions, we find strong changes of the
distribution in the near-wall region. These strong changes at the wall are contrasted by
graduate but steady changes in the higher layers of the boundary layer. As this is not
in the focus of this chapter we just want to state the most interesting features of the de-
velopment of the characteristic development of turbulence in the TBL. In the near-wall
region we find a strong peak in the frequency of occurrence of unstable vortices. In the
logarithmic layer as well as in the outer region we find a steady decay of the frequency
of occurrence associated with rotational structures.
In terms of enstrophy production conditioned with the respective characteristic states
our results in the logarithmic layer agree widely with the results of the far-field of a tur-
bulent jet (Buxton & Ganapathisubramani, 2010). However, the superimposed effects of
the wall become dominant below a certain distance to the wall. Before the strong dom-
inance of the wall is present the mean enstrophy production for unstable/contracting
vortices is negative and the respective conditional probability density function develops
a significant tail in the negative production. Further, we found that the alignment of
vorticity with the compressive strain direction, that is associated to the negative princi-
pal strain, conditioned with unstable vortices is at a much lower angle that for all other
structures types. These results explain the negative mean production for this structure
type and suggest the presence of a back scatter mechanism within this characteristic
structure type.
In general we suggest that models for the enstrophy production should be composed by
three parts. The first two parts are described by Ashurst et al. (1987)’s vortex stretch
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model and cover the stretching mechanism of turbulent structures and the shearing
around vortices respectively. We found that this model requires a modification that
allows changes of the weighting of the first to parts to the overall result. This weighting
is likely to be coupled with the correlation of the strain rate magnitude and the rotation
rate magnitude.
Chapter 6
Characterisation of Turbulence in
a Flat-Plate Zero
Pressure-Gradient Turbulent
Boundary Layer
Turbulence has a complex character with many different facets, there are countless differ-
ent point of views to study its varieties. For over a century scientists have been engaged
with improving our understanding of turbulent flows. Great achievements were already
made in the past, some of which are outlined in the introduction of this work (1.2), but
the general understanding is in many regards still unsatisfactory. A global picture of
turbulence describing the cornerstones of the involved mechanisms is still missing. For
this reason turbulence models, e.g. those used in LES or RANS, do often have strong
limitations. This leads to a variety of specialized turbulence models that are capable
of describing the respective flow topology in an appropriate way, but fail for other flow
topologies. We do not aim to present a turbulence model in this chapter, nor will the va-
lidity of existing models be discussed. The goal of this chapter is to present an overview
of turbulence in a turbulent boundary layer flow. Within this overview we want to out-
line quantities and mechanisms that are crucial for the dynamics in this flow. We will
discuss in detail how the energy is distributed spatially as well as across the scales of
motion. This overview and discussion in conjunction with the data form a framework for
validating models of turbulent boundary layers. Further, the detailed analysis presented
can be applied to more complex flow topologies to pinpoint differences and universalities
in the turbulent dynamics between flows.
An important role in this discussion play the mechanisms that govern the distribution
of energy. The main concern of this work is the turbulent motion which is described
by the momentum equations. However, the magnitude of this motion can be describe
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by the kinetic energy equation and for many points of this overview it is sufficient to
reduce the discussion to the magnitudes of the individual quantities only. Therefore the
energy, its redistribution as well as its production and dissipation are studied in detail
and from different perspectives.
A wall-bounded flow was picked in the light of the importance for applications. Almost
every flow in engineering involves walls and boundary layers form on these. Many of these
flows are at high enough Reynolds numbers to develop turbulence in the boundary layer.
We choose the relatively simple flow of a compressible flat plate zero pressure-gradient
boundary layer to eliminate effects of roughnesses and/or mean pressure gradients, etc.
on the turbulence. The here developed fundamental picture of wall-bounded turbulence
is hoped to be transferable to more complex flows in the future. Further, the techniques
developed in this work will be applied to investigate more complex flows in the future.
Besides Reynolds averaging the current investigations involve the separation of scale by
spatially filtering the DNS data. The filter widths used as well as the resulting turbulent
properties are outlined in the following section (6.1). In section (6.2) the importance of
the different quantities of the flow will be discussed considering the mean energy bud-
gets. For this purpose the energy equation is split into a large scale contribution and a
small scale contribution (2.7). Section (6.3) outlines the characteristic decomposition of
turbulence which is extensively used in the following section. The structural composi-
tion of the turbulent boundary layer is discussed in section (6.4). In that section it is
described which flow structures compose a TBL, what their properties are and how they
are varying within the flow. Two distinct states of the turbulent flow are shown and
merged into the characteristic decomposition for the following: 1) The role of pressure
is discussed in section (6.5). Although in the energy budgets pressure appears to be
not very dominant, it has a truly dominant role in wall turbulence and it is believed
that is is a key quantity for turbulence in general. 2) Section (6.6) discusses dissipation
and covers which type of structures dissipate the kinetic energy and how this is varying
in the flow and across the scales of motion. 3) The turbulence production is discussed
in section (6.7). As representative for the cascading process the production is used to
reveal a pseudo backward cascade for a large-scale-small-scale-coupling based on the
Favre average as filter operator. On the other hand, for the spatial filtering a distinct
real backward cascading process is presented. In section (6.8) the conclusions about the
character of turbulence in this turbulent boundary layer are made.
6.1 Location Specification and Filter Characterization
The flow that is used for the investigation is outlined in section (3.3). The data for this
chapter is taken in the streamwise range of Reθ ≈ 1224 − 1248 (Reτ ≈ 481 − 491) and
the volume is short enough that statistical homogeneity is assumed over its streamwise
extent. To avoid confusion about the notation for filtering and averaging we define the
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Figure 6.1: Internal and kinetic energy budgets. The image at the top illustrates the
governing equations and the plot at the bottom shows the Reynolds averaged terms that
govern the energy.
following convention: •¯ and •˜ indicate filter operations and Favre filter operations with
the filter operator that is specified at the time, respectively. On top of that, all plotted
quantities are averaged in time if not specified differently. I.e. a plot labelled as u shows
the mean velocity. Also, ρ¯12 u˜u˜ denotes the streamwise mean energy component, if the
filter operator was specified as Favre operator, but can as well denote the time averaged
streamwise large scale energy component if the filter operator is specified as spatial filter.
It will get more clear in the following.
A first glance at the mean energy budget that is dissected later in this chapter is shown
in figure (6.1). At the top of the figure the schematic description of the equations is
outlined and at the bottom of the figure the time averaged terms of these equations are
plotted over the wall-normal direction. The same colours are used to draw the links
more intuitively. The shades of blue show terms involved in the internal energy budget
only, the shades of red show terms involved in the kinetic energy budget only. The
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shades of purple coloured terms represent energy transfer due to pressure work and the
shades of green coloured terms represent energy transfer due to viscous effects. The
first impression of the plot is its nearly symmetric character with respect to the y+ axis.
This indicates that, at least on average, the budgets of both equations are driven by
similar mechanisms. At this stage it should be emphasized that the wall temperature is
the adiabatic temperature of the freestream. The freestream Mach number is M∞ = 0.5
and therefore the wall is about 5% hotter than the freestream. On the other hand the
kinetic energy of the freestream is higher than at the wall, where it is zero. The opposite
behaviour of the profiles indicate that in the same way the fluid flow is driven by the
freestream flow and the wall, the heat flow is driven by the temperature difference of
freestream and wall. It is believed that the valley and peak of the transport terms
−∇ · (~uρh) and −∇ · (~uρ12~u2) shown at about y+ ≈ 9 respectively are a cooling and an
acceleration due to mixing with a laminar freestream. This result will be discussed in
more detail in large scale small scale split form. The kinetic energy diffusion ∇ · (τ · ~u)
is redistributing kinetic energy due to viscous forces. E.g. the surrounding of a vortex
is accelerated by the vortex’ rotation due to friction. The same viscous forces are acting
at the wall and kinetic energy from the flow is diffused towards the wall. The kinetic
energy dissipates into internal energy - a process which is particularly active in the near
wall region. The internal energy peaking at the wall is then again diffused into the flow
via temperature diffusion ∇ · ~q.
This whole process is now split up into contributions of different scales of motion and
afterwards further into contribution of different flow structures and flow states. But
firstly the filtering operation needs to be outlined. Besides ordinary Favre averaging
a spatial filter as described in section (3.2.1) is used. The filter width of the operator
cannot be kept constant due to the presence of the wall. However, it was chosen to
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Figure 6.2: Filter widths for the different filters as continuous lines. Dashed lines show
the needed halo area width and the dotted lines indicate the filter ramps as well as the
freestream filter values.
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Figure 6.3: Mean streamwise velocity. Raw DNS data is plotted against filtered DNS
data for three different filter widths.
have a constant filter width above a certain distance off the wall. Further, the accuracy
of the filtered value was decided to be at least 10−4 which lead to a choice of s = 3.5
for the filter integral parameter (3.10). The actual filter width δ(y) is then defined by
the freestream filter width ∆, the radius of filter halos (defined by sδ(y)√
8 ln(2)
) and the
distance to the wall. The actual filter width and the needed halo width (dashed lines)
are shown in figure (6.2). The filter width function is constant away from the wall
and ramps down to zero at the wall. Both pieces (dotted lines) are concatenated via
a fourth order polynomial to obtain a one time continuously differentiable filter kernel
(continuous line). This is needed to allow continuous derivatives of filtered quantities
across the whole domain. However, second order derivatives of filtered quantities will
not be smooth at the intersection of constant and ramped filter width. Fortunately, this
is only a post-processing issue and just affects the second order derivatives in a local
area.
Three different filter widths are chosen for the purpose of this work, which will be referred
to as F1, F2 and F3. ∆+ ≈ 7.5 (F1) is the smallest filter width and the width in the
freestream is comparable with the thickness of the viscous sublayer. ∆+ ≈ 15 (F2) is
the intermediate filter width and its freestream size is comparable with the distance of
the wall half into the buffer layer. The largest filter width is ∆+ ≈ 30 (F3). Applying
the filter on the DNS data lead to almost no effect on the mean streamwise velocity
profile (fig. 6.3). For this plot and for the following we introduce a wall-scaling based
on the friction velocity uτ =
√
µwall
Re ρwall
∂u˜
∂y at the particular streamwise location. For the
a length l this means l+ = lRe ρwalluτµwall whereas velocities v scale as v
+ = vuτ . Energies
and velocity products g are scaled as g+ = g 1
u2τ
and the terms b of the energy budget
are scaled with a density weighted scaling as b+ = b T
Re ρ2u4τ
.
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The effects of the filter become obvious considering Favre stresses and kinetic energy
spectra. The Favre stresses are plotted in the top part figure (6.4). The plot shows
the unfiltered stresses as well as the stresses after filtering the flow field width the three
different spatial filter operators. The largest filter effects are found starting from the
buffer layer and lasting until the beginning of the outer layer. Close to the wall the
filter effects vanish as the filter widths are ramped down to zero. Further, the results
of all filters match up to a certain distance from the wall which is another direct result
of the ramping of the filter widths. In the log-layer then all filter operators lead to
different results. As expected, the filter operator with the smallest filter width has
the smallest effect, whereas the F3 filter with the largest filter width has the strongest
effect. Moreover, all filters have a stronger absolute effect on the normal stresses −σii
than on the shear stress −σ12. However, the relative effects on −σ11 and −σ12 are
equally smaller than the ones on −σ22 and −σ33. This is a first indication that−σ11 and
−σ12 are more large-scale-driven than −σ22 and −σ33. The lower part of figure (6.4)
shows the scale-wise effect of the filter on the flow field. The spanwise energy spectrum
of the spanwise velocity component is shown comparing the unfiltered energy to the
energy of the filtered flow field at the different wall-normal locations. The location
where the spectra are taken are marked in the plot of the Favre stresses by vertical
grey lines. Here as well, the identity of all filter operators is obvious in the near wall
region. Further, it can be seen that the filter operators have a relatively small effect on
small wave numbers and a steady and smoothly increasing effect towards higher wave
numbers. This reflects the character of the Gaussian filter kernel which was chosen for
the spatial filter operators.
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Figure 6.4: Favre stresses and kinetic energy spectra. The plot at the top shows the
Favre stresses of the raw DNS data as well as the Favre stresses for the filtered DNS
data. The three vertical, grey lines mark the locations where the spectra are taken. The
plots below show the spanwise spectra of the spanwise kinetic energy for the same data
at three different wall normal locations.
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6.2 Mean Energy Budget
In this section the energy budget (fig. 6.1) is split into large-scale and small-scale con-
tributions as explained in detail in section (2.2.2). Besides the three spatial filters that
were introduced in the previous section, the Favre averaging is used as temporal filter
operator. For two reasons this section is important. Firstly, the split energy budgets
highlight the importance of the respective scales for the global energy distribution mech-
anisms introduced in the previous section. From this point of view it is an introduction
to the following characteristic decomposition where certain mechanisms are discussed in
detail. Secondly, this section highlights the importance of the respective terms for the
flow in the inner region as well as for the outer layer. Further, accurate and detailed
data for a compressible turbulent boundary layer flow is provided. This combination
constitutes a basis to validate turbulence models for such kind of wall-bounded flows.
For this reason it is planned to create a database to make this data publicly available
when the results in this chapter are published.
6.2.1 Energy Splitting Based on Favre Averaging
Firstly, the energy budget (fig. 6.1) is split by applying the filter operator defined by
the Favre averaging. The Favre averaging is a temporal averaging over an infinite time
period. Therefore the filter operator defines the temporal mean of a quantity over this
period as large scales part of the quantity, the difference between the unfiltered quantity
and the small scale part. Spatially this temporal filter is not distinguishing between
different scales and therefore the filter categorizes all spatial structures due to their be-
haviour in time. This description of the split energy is identical to the one described by
the Reynolds averaged Navier-Stokes equations (RANS). Therefore this section, implic-
itly, is a discussion of what a turbulence model for RANS has to include to capture the
correct energy distribution in this turbulent boundary layer flow. The direct influence
of the respective terms on the energy distribution over the three different energy types
as well as in space is discussed.
Figure (6.6, top) is the visual description of the plots in figures (6.6, bottom) and (6.7).
Shades of blue indicate the redistribution terms for the internal energy. Shades of red
indicate redistribution terms for the kinetic energy of the mean flow field which is re-
ferred to as large scale kinetic energy. Shades of orange indicate the redistribution terms
for the averaged kinetic energy of the velocity fluctuations which is referred to as small
scale kinetic energy. The remaining terms transfer energy between the different types of
energy and are marked with arrows to show the transfer of energy. A detailed descrip-
tion of this form of the energy equations can be found in section (2.2.2). The plots of
the respective terms are shown in figure (6.6, bottom) for a section of the outer layer
and in figure (6.7) over a logarithmic axis to pronounce the behaviour in the inner layer.
We start with the budget for the kinetic energy of the mean velocity ef . It can be
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Figure 6.5: Mean transport of kinetic energy.
seen that for the case of mean convection the effect of the overall mean transport of
the kinetic energy 12∇ ·
(
ρ~u~u2
)
(dark red, dashed) is nearly perfectly matched by the
turbulent mean diffusion ∇ ·
(
σ · ~˜u
)
(pink) in the inner layer. The turbulent mean dif-
fusion, which is a term that couples large scales with small scales, acts as source in the
near-wall region and as a sink away from the wall. This suggests that it is representing
the turbulent mixing, i.e. turbulent motions that move high momentum fluid from the
outer regions towards the wall and at the same time low momentum fluid is lifted from
the near-wall region towards the outer layer. The following sections will characterize
the structures in more detail. As the turbulent mixing transports energetic fluid from
the outer layer to the lower regions, a lag of kinetic energy is created in the outer layer,
which is then closed by the large scale kinetic energy transport 12∇ ·
(
ρ¯~˜u~˜u2
)
(dark red).
This can be seen in the outer layer plot (fig. 6.6, bottom). In the near-wall region the
large scale transport is small compared to the remaining terms, but it gains importance
towards the outer region. It is believed to describe the gain of energy that is fed into the
turbulent boundary layer from the laminar freestream. We will see in the next section
(6.4) that laminar structures from the freestream reach far into the turbulent boundary
layer. This then supports the idea that the mean transport term is feeding energy from
the freestream into the turbulent boundary layer although the term is acting far into
the inner layer (fig. 6.5). The peak of turbulent mixing (y+ ≈ 9) is almost coinciding
with the global minimum (y+ ≈ 10) and the contribution that the turbulence produc-
tion 〈σ, S¯〉F (yellow) has to ef . The turbulent production acts as a sink for the kinetic
energy of the mean flow and is transferring kinetic energy to the turbulent kinetic energy
k. This means it covers the transfer of kinetic energy between large scales and small
scales. Large scales according to Favre averaging, the presently used filter operation, is
the mean flow, whereas small scales presently refer to the fluctuations around this mean.
After the mean transport, the turbulence production has the weakest direct effect on ef ,
however, it produces turbulent energy which is the cause for turbulent mixing - a strong
mechanism throughout the entire boundary layer as we have just seen. This means its
indirect effect is much stronger that its direct effect. The two remaining terms, diffusion
of the mean kinetic energy ∇ ·
(
τ¯ · ~˜u
)
(red) and dissipation of the mean kinetic energy
〈τ¯ , S¯〉F (dark green), are viscous large-scale effects. The large scales behave in the same
way as their overall counterparts (dashed). The main difference is that the magnitudes
are lower than for the total diffusion and dissipation. This is expected as part of the
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viscous effects are caused by the small scale motions and therefore they are captured in
the equation for k.
Turbulent production is the source of turbulent kinetic energy and its dominant peak
is in the near-wall region (y+ ≈ 10). However, it can be seen that small scales are pro-
duced throughout the entire boundary layer. The turbulent mixing of turbulent kinetic
energy ∇ · χ (light orange), known as turbulent transport, redistributes the turbulent
kinetic energy from this peak of production. Its global minimum (y+ ≈ 12) nearly co-
incides with the peak of the production. Besides the small area around the minimum
the turbulent transport has a positive contribution to the k-budget. This states that
this mechanism is transporting turbulent kinetic energy away from the production peak
into the whole boundary layer. Although this term is small compared to other terms
it feeds the whole boundary layer with turbulence. Admittedly, turbulent production
is the greatest donor of turbulent kinetic energy in most of the boundary layer (except
close to the wall), but as turbulent production needs small-scale motion itself (σ 6= 0)
to be active it cannot act without a trigger. This trigger might be turbulent bursts
that shoot turbulence for the wall into higher layers. Then turbulence production acts
within these turbulent spots. The burst are believed to be covered by the turbulent
transport term and are studied from a different perspective in the following (sec. 6.4).
The turbulent pressure-work ϑ (light purple) has a small direct effect, but we will see
later that pressure has an important role which is not directly obvious from the energy
budgets. The transport of turbulent kinetic energy with the mean is small throughout
the entire boundary layer. The two remaining terms are turbulent diffusion ∇ · cτ−u
(dark orange) and turbulent dissipation ε (green). Turbulent diffusion acts in the same
way as the overall diffusion. It uses friction to transfer turbulent kinetic energy from the
energetic region to the wall. Turbulent dissipation then transfers the kinetic energy to
internal energy. Turbulent dissipation acts in the whole boundary layer and is the main
antagonist to the production. Both will be studied in greater detail in the following
sections (6.6,6.7).
The overall dissipation 〈τ, S〉F (dark green, dashed) acting as source for mean internal
energy is decomposed into the dissipation of the mean flow and a turbulent dissipation
coming from the turbulent kinetic energy. The dissipation of the mean is the strongly
dominant source at the wall and becomes weaker in the buffer layer. At y+ ≈ 30 it
becomes nearly insignificant compared to the remaining quantities. On the other hand,
the turbulent dissipation plays a small role in the viscous sublayer, but gains impor-
tance for the overall dissipation within the buffer layer. By the start of the log-layer and
within all the remaining boundary layer it is the main contributor to the dissipation,
although with relatively minor impact to the internal energy in the outer layer. At
this stage it is necessary to emphasize again that the wall conditions for the boundary
layer flow impose a constant wall-temperature at approximately 105% of the freestream
temperature. Therefore the wall is hotter than the freestream which induces a heat flow
away from the wall. Together with the high dissipation at the wall this leads to the
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strong heat diffusion at the wall ∇·~q (blue) which is heating the buffer layer. Further, it
should be noted that the coupling of the mean overall enthalpy transport ∇·(~uρh) (dark
blue, dashed), the mean enthalpy transport with the mean flow ∇ ·
(
~˜uρ¯h˜
)
(dark blue)
and the turbulent transport of the enthalpy ∇ · ch−u (light blue) is a nearly perfectly
matching with the additive inverse process of what we described as turbulent mixing
of kinetic energy of the mean flow. It is believed to be the inverse process. Specifi-
cally , this means unlike the imbalance of high kinetic energy in the freestream and no
kinetic energy at the wall, that feeds the kinetic turbulent mixing, the process is the
other way around in case of internal energy in this particular case. The wall-condition
forces the wall to be hotter than the freestream and additionally dissipation is a strong
heat source close to the wall. The overall transport of the enthalpy is covered by the
turbulent transport of the enthalpy ∇ · ch−u in the near-wall region. It is mainly neg-
ative in the viscous sublayer and the buffer layer and then flips sign in the logarithmic
layer to remain positive throughout the rest of the boundary layer. This result indicates
that ∇ · ch−u covers the turbulent mixing process that brings hot fluid from the wall
to cold fluid in the outer layer and vice versa. The mean transport that balances that
heat gain in by bringing cold fluid from the freestream into the turbulent boundary layer.
168 Chapter 6 Characterisation of Turbulence in a TBL
∂ρ¯E˜
∂t
∂ρ¯e˜
∂t
−∇ ·
(
˜˜uρ¯h˜
)
∇ · ¯˜q
∇ · ch-u
〈
τ¯ ,S
〉
F
˜˜u · ∇p¯
ϑε
∂ρ¯k
∂t
−ϑ
−ε
〈
σ,S
〉
F
−∇ · χ−∇ ·
(
ρ˜˜uk
)
∇ · cτ -u
∂ρ¯ef
∂t
−∇ ·
(
˜˜uρ¯ef
)
∇ ·
(
τ · ˜˜u
)− 〈τ ,S〉F
−˜˜u · ∇p¯
∇ ·
(
σ · ˜˜u
)
− 〈σ,S〉
F
dissipation of the mean
pressure-work
of the mean
turbulent
pressure-
work
turbulent
dissipation
turbulence
production
Favre average
filter operator
300 305 310 315 320 325 330 335 340 345 350 355 360
−4
−2
0
2
4
·10−2
y+
e+
b
u
d
ge
t
300 305 310 315 320 325 330 335 340 345 350 355 360
−5
0
5
·10−2
y+
e+ f
b
u
d
ge
t
300 305 310 315 320 325 330 335 340 345 350 355 360
−5
0
5
·10−3
y+
k
+
b
u
d
g
et
Figure 6.6: Schematic representation of the energy budget decomposed into large scales
(LS) and small scales (SS) based on Favre averaging chosen as filter operation.
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Figure 6.7: Energy budget decomposed into LSs and SSs based on Favre averaging
chosen as filter operator. The top plot shows the budget for the LS internal energy. The
center plot shows the kinetic energy budget of the LS moments. The bottom plot shows
the budget for the averaged SS kinetic energy.
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6.2.2 Energy Splitting Based on Spatial Filtering
In this section the flow field is split into large scales and small scales by applying a spatial
filter (sec. 3.2.1). Some of the resulting filtered flow quantities were already presented
in section (6.1). As mentioned before the filter widths are varying when approaching
the wall (fig. 6.2). This leads to two effects that need to be highlighted. Firstly, filter
F2 and F3 have the same filter width for y+ . 53 and further all filters have the same
width y+ . 26. Secondly, the varying filter width implies that the filters are inhomo-
geneous and in the present case this leads to a filter operation that does not commute
with spatial derivatives as discussed in section (2.2.1.1). This, on the other hand, leads
to the occurrence of filter residua that describe the effect of the inhomogeneous filter
to the energy budgets. This effect is restricted to the area of varying filter width and
is therefore not affecting most of the logarithmic layer and the outer layer for any of
the filters. Further, the effect is small enough to not affect the large scales, however
it appears to have large contributions for the small scale kinetic energy budget. The
overall effect of the inhomogeneous filter is still not understood at the current stage
which leads to an incomplete interpretation of the small scale behaviour. These gaps in
understanding will be pointed out during the discussion (sec. 6.2.3).
The split budgets are stated on three double pages: one double page per filter. The
budgets for the smallest filter F1 are shown in figures (6.9,6.10), the budgets resulting
from the use of the intermediate filter width F2 are shown in figures (6.11,6.12) and
the budgets for the largest filter F3 are shown in figures (6.13,6.14). The respective
top figure holds the visual description as well as the plots for the outer layer. The re-
spective second figure from top holds the overall budgets on a logarithmic axis and are
emphasizing the near wall region. Shades of blue indicate the redistribution terms for
the internal energy. Shades of red indicate redistribution terms for the kinetic energy
of the large scale flow field which is referred to as large scale kinetic energy. Shades of
orange indicate the redistribution terms for the filtered kinetic energy of the velocity
fluctuations which is referred to as small scale kinetic energy. The gray/black terms
are filter residua that either redistribute or transfer energy due to inhomogeneous filter
operators. The remaining terms transfer energy between the different types of energy
and are marked with arrows to show the transfer of energy.
For the large scale kinetic energy ef the large scales are dominant in the near-wall re-
gion. The contributions are one order of magnitude smaller. This is in parts caused by
the decreasing filter width for decreasing distance to the wall, which on the other hand
reduces the energy of what is defined as small scales by the filter. Figure (6.8, right)
magnifies the small scale effects on the large scale kinetic energy in the inner region. It
can be seen that the turbulent diffusion ∇ ·
(
σ · ~˜u
)
(pink) gains influence whereas the
large scale transport 12∇ ·
(
~˜uρ¯~˜u2
)
(dark red) loses influence. By contrast, in the outer
layer the opposite can be seen. For increasing filter width the affected region in the
near-wall region is increasing (fig. 6.8, right) whereas the overall shift of both quantities
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is becoming stronger in the outer region (figs. 6.9,6.11,6.13). The interpretation of this
effect is yet unclear. Analogue to the case with Favre averaging as filter operator, the
described effect is believed to represent the mixing of large scale energy achieved by
the small scale movement. The unexplained part is that the effect inverts exactly at
the location where the filter width ramp is merged with a constant filter width. This
holds for each filter respectively. To understand this behaviour, different processing is
needed. Varying the filter width ramp as well as different filter kernels might improve
the understanding of the present results. The overall dissipation of the large scale kinetic
energy 〈τ, S〉F (dark green, dashed) is not fully covered by the large scale dissipation
〈τ¯ , S¯〉F (dark green). Before the energy can get dissipated in the large scales a part of
the energy is transferred to the small scale kinetic energy via the turbulent production
〈σ, S¯〉F (yellow). This effect is present throughout the entire boundary layer. While it
has a minor impact on the overall budget in the viscous sublayer and beginning of the
buffer-layer, it rapidly gains importance when further increasing the distance to the wall.
The shift from large scale dissipation to turbulence production gets more pronounced
for larger filter widths, but even for the largest filter width F3 in the logarithmic layer
and outer layer the large scale dissipation has a significant contribution to the overall
budget. This ratio is expected to vary with Reynolds number.
For every investigated filter width there is no apparent complex mechanism in the loga-
rithmic layer and in the outer layer for the filtered small scale kinetic energy k. Besides
a production and turbulent dissipation ε (green) there is no redistribution active, but
as expected the production as well as dissipation grow with growing filter width (figs.
6.9,6.11,6.13). The budget for k closer to the wall is similar for all filter widths and
below y+ ≈ 26 even identical, as defined by the identical filters. The peak of the tur-
bulence production is located between y+ ≈ 25− 30 for all filter widths. The turbulent
mixing ∇·χ (light orange) then moves turbulent kinetic energy towards the wall as well
as further away from the wall. In comparison the mixing process for all spatial filters
is, even in relation, weaker that in the case of Favre averaging. The turbulent diffusion
∇ · cτ−u (dark orange) balances in parts with the filter residuum transfer TekinR (light
gray) which indicates that it is affected by the varying filter widths. Further, sharp
peaks can be found in both profiles for all filters. Their locations are coinciding with
the end of the ramp that varies the filter width in the near-wall region. The diffusion
involves second order derivatives of the flow field, but the filter width function and there-
fore the resulting filtered quantities are only one time continuously differentiable. This
can cause discontinuities in higher order derivatives such as used for diffusion. However,
this is a pure post-processing artefact and is restricted to a confined area around the
discontinuity itself. The produced and redistributed small scale kinetic energy is finally
dissipated into internal energy via the turbulent dissipation. Nevertheless, a detailed
interpretation of the behaviour and tasks of the certain term in the k-budget is difficult
as the effect of the varying filter width is not clear yet. Therefore the discussion of
the near wall k-budget remains incomplete in the present work. For a more detailed
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discussion a comparison between different filter kernels is needed. This will allow to
distinguish between effects of turbulence and effects that might be caused by the choice
of the certain filter.
Analogue to the case of the Favre averaging as filter operator, the mechanisms repre-
sented in the e-budget are on average the additive inverse of the mechanisms represented
in the ekin-budget. The near-wall budget is almost solely governed by the large scales
(according to the presently applied filter). However, taking a closer look to the small
scale behaviour (fig. 6.8, left) reveals that the small scale transport of enthalpy ∇· ch−u
(light blue) gains influence whereas the large scale transport 12∇ ·
(
~˜uρ¯h
)
(dark blue)
loses influence on the overall enthalpy transport ∇ · (~uρh) (dark blue, dashed). In the
outer layer the opposite can be seen. For increasing filter width the affected region in
the near-wall region is increasing, whereas the overall shift of both quantities is becom-
ing stronger in the outer region (figs. 6.9,6.11,6.13). Just like in the case of large scale
kinetic energy the interpretation of this effect is yet unclear. Like in the case of using
Favre averaging as filter operator, the described effect is believed to represent the mixing
of large scale energy achieved by small scale movement. Again the open question is why
the effect inverts exactly at the location where the filter width ramp is merged with
a constant filter width. This holds for each filter respectively. As the results for the
ekin-budget and k-budget have shown, the overall dissipation of the kinetic energy of the
mean as source of internal energy is not fully covered by the large scale dissipation and
part of it is achieved by the small scale dissipation. This effect is present throughout
the entire boundary layer. Whereas it has minor impact on the overall budget in the
viscous sublayer and beginning of the buffer-layer, it rapidly gains importance when fur-
ther increasing the distance to the wall. The shift from large scale dissipation to small
scale dissipation gets more pronounced for larger filter widths, but even for the largest
filter width F3 in the logarithmic layer and outer layer the large scale dissipation has a
significant contribution to the overall budget (fig.6.13). This ratio is expected to vary
with Reynolds number.
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Figure 6.8: Selected terms of the budget for the filtered internal energy (left) and the
budget for the kinetic energy of the filtered velocity (right). At the top the results for
filter F1 are shown and at the bottom results for filter F3 are shown.
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Figure 6.9: Schematic representation of the energy budget decomposed into large scales
(LS) and small scales (SS) based on spatial filter F1 chosen as filter operation.
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Figure 6.10: Energy budget decomposed into LSs and SSs based on spatial filter F1
chosen as filter operator. The top plot shows the budget for the LS internal energy. The
center plot shows the kinetic energy budget of the LS moments. The bottom plot shows
the budget for the averaged SS kinetic energy.
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Figure 6.11: Schematic representation of the energy budget decomposed into large scales
(LS) and small scales (SS) based on spatial filter F2 chosen as filter operation.
Chapter 6 Characterisation of Turbulence in a TBL 177
100 101 102
−1
−0.5
0
0.5
1
y+
e+
b
u
d
ge
t
−∇ · ~uρh ∇ · ~q 〈τ, S〉F ~u · ∇p −∇ · ~˜uρ¯h˜ ∇ · ~¯q
∇ · ch−u Der 〈τ¯ , S¯〉F ~˜u · ∇p¯ ε ϑ
100 101 102
−1
−0.5
0
0.5
1
y+
e+ f
b
u
d
ge
t
−〈τ, S〉F −~u · ∇p −12∇ · (ρ~u~u2) ∇ · (τ · ~u)
−12∇ · (ρ¯~˜u~˜u2) ∇ · (τ¯ · ~˜u) ∇ · (σ · ~˜u) −〈σ, S¯〉F
−〈τ¯ , S¯〉F −~˜u · ∇p¯ TekinR
100 101 102
−4
−3
−2
−1
0
1
2
3
·10−2
y+
k
+
b
u
d
g
et
−ε −ϑ 〈σ, S¯〉F −∇ · ~˜uρ¯k
∇ · cτ−u −∇ · χ DekinR −TekinR
Figure 6.12: Energy budget decomposed into LSs and SSs based on spatial filter F2
chosen as filter operator. The top plot shows the budget for the LS internal energy. The
center plot shows the kinetic energy budget of the LS moments. The bottom plot shows
the budget for the averaged SS kinetic energy.
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Figure 6.13: Schematic representation of the energy budget decomposed into large scales
(LS) and small scales (SS) based on spatial filter F3 chosen as filter operation.
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Figure 6.14: Energy budget decomposed into LSs and SSs based on spatial filter F3
chosen as filter operator. The top plot shows the budget for the LS internal energy. The
center plot shows the kinetic energy budget of the LS moments. The bottom plot shows
the budget for the averaged SS kinetic energy.
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6.2.3 Conclusions about Energy Budgets
In this section the energy budgets of a compressible turbulent boundary layer flow at
a freestream Mach number of M∞ = 0.5 were discussed at a streamwise location of
Reθ ≈ 1236. The Favre averaging as well as spatial filter operations were applied to split
the total energy into large scale and small scale components to discuss the respective
redistribution mechanisms. This analysis, applied to low Mach number compressible
turbulent boundary layer flows, as well as the comparative discussion of Favre averaging
and spatial filtering, are novel contributions to the literature on turbulent flows.
Whereas for the Favre average based splitting (FAS) the production of small scales has
a strong peak at the beginning of the buffer-layer (y+ ≈ 10), the production peak in
the spatial filter based splitting (SFS) analysis is less strong and moved further away
from the wall (y+ ≈ 25− 30). The turbulence in both cases is diffused towards the wall
and mixed in via turbulent transport into the remaining boundary layer. The presence
of turbulence in the whole boundary layer then enables production across the entire
extent of the boundary layer. The turbulence production drains kinetic energy from the
large scale flow which is eventually dissipated into internal energy after undergoing the
diffusion and redistribution processes described before. Besides the direct effect that
the turbulent production and dissipation have on the large scale kinetic energy and the
large scale internal energy, respectively, there is a much stronger secondary effect in case
of FAS. The turbulence has a strong mixing effect on the large scale energies. Faster
and colder fluid from higher layers is mixed due to turbulent motions with slower and
hotter layers close to the wall. In case of SFS this effect is present as well but one
order of magnitude weaker that for the FAS. It gains intensity with increasing filter
width, but even with a spatial filter width of ∆+ ≈ 30 it is not affecting the near-wall
behaviour of the large scales in a significant manner. However, the mixing gains are
relatively strong, but believed to be a strictly local contribution for large filters in the
logarithmic layer and in the outer layer. The strong difference between FAS and SFS in
the turbulent mixing of the large scale energy is an indication that very large scales are
the main contributor to this mixing. These structures must exceed at least the size of
the largest filter used in SFS analysis - i.e. they need to be larger than 30 plus units.
Considering that the turbulent mixing is the largest effect of turbulence on the large
scales it is good news for the LES community as the turbulent structures with the most
significant impact are large and do therefore not need to be covered by sub-grid-scale
models. Further, as stated in section (6.1) the varying effect of the filter on the respective
Favre stress components suggests that σ11 and σ12 find their origin more dominantly
in large scale structures compared to the remaining Favre stresses. Together with the
large scale character of turbulent mixing it is suggested that the Favre stresses σ11 and
σ12 are coupled with the mixing process. This agrees well with what was discussed in
the literature (sec. 3.3.1.1). Then again, for the dissipation it was shown that in the
near-wall region most of the energy is dissipated in the large scales. However, for FAS
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FAS SFS - F1 SFS - F2 SFS - F3
e LS contribution 50% 93% 86% 79%
e SS contribution 50% 7% 14% 21%
ekin LS contribution 49% 94% 88% 82%
ekin SS contribution 51% 6% 12% 18%
Table 6.1: Ratios of large contribution and small scale contribution to the large scale
budgets for the different cases.
small-scales take over almost the entire dissipation in the outer layer. On the other
hand, SFS show that not only the smallest scales dissipate energy in the outer layer; the
large scales contribute significantly - even for the largest filter. The significant (spatial)
large scale contribution to the dissipation is believed to be an effect of the relatively low
Reynolds number of the flow.
In general the significance of small scales for the large scales can be quantified by splitting
the respective equations into pure large scale terms (LSn) and into mixed terms (SSn)
∂f
∂t
=
∑
LSn(y) +
∑
SSn(y). (6.1)
So, for example, the mean transport of the mean enthalpy ∇ ·
(
~˜uρ¯h˜
)
would be pure
large scale term whereas the turbulent production 〈σ, S¯〉F is a mixed term as it contains
σ (small scale) as well as S¯ (large scale). The contribution to the respective budget of
small scales and large scales can then be quantified by the ratios
contributionLS :=
∫ ∑ |LSn(y)|dy∫ ∑ |LSn(y)|+∑ |SSn(y)|dy (6.2)
and
contributionSS :=
∫ ∑ |SSn(y)|dy∫ ∑ |LSn(y)|+∑ |SSn(y)|dy . (6.3)
Calculating this ratio of the large scale budgets for FAS and SFS for all filter widths
leads to the results presented in table (6.1). The difference between FAS, that does not
distinguish between spatial scales, and SFS is large. Whereas approximately 50% of the
large scale flow in the turbulent boundary layer depends on the small scales, the small
scales contribute less than 21% to the overall large scale budgets even for the largest
filter width in case of SFS.
Finally, it was shown that the splitting of the energy budgets with the spatial filter
into large scale and small scale contributions has potential for improvement. The filter
has to adapt when approaching the wall, as the filter kernel cannot (or should not) be
extended into the wall. Ideally the filter kernel adapts to the wall in the same way
turbulent structures adapt to the wall. To obtain a more complete understanding of the
spatially small scales close to the wall, a study of the near-wall turbulence with varying
filter kernels is suggested.
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6.3 Characteristic Decomposition
The overview obtained from the averaged energy budgets presented in the last section
does not give a complete picture of the flow and especially not on the structure and
character of turbulence in the flow. The averaged budgets are hiding some, potentially
important, information about the flow. The average of a quantity can indeed be a
misleading quantity. This can be shown using a simple example, visualized in figure
(6.15). Take for instance an object (blue circle) that moves at a constant angular velocity
on a constant radius around a center. The mean of the location of the object is the center
of the circle described by the object’s trajectory and marked by a blue dot. It is obvious
that the mean location itself is not a state of the objects location at any time - the object
never passes this point. One could speak of an unphysical mean value. However, it still
has a physical meaning but only in a strictly statistical sense. In general, it should be
emphasized that the mean budgets that we just discussed are not necessarily describing
the physics directly, but they do give an indication about which quantity could have
stronger effects and which quantities could have weaker effects.
In this work we study some of the turbulence mechanisms in more detail and we
discover quantities for which the pure mean gives a wrong impression of the respective
quantity. here, we make use of the critical point analysis introduced in section (1.2.2).
This analysis is based on the invariant of the velocity gradient (see sec. 2.3). The
effects of compressibility are negligible in the present flow at a freestream Mach number
of M∞ = 0.5. The results were compared against a fully compressible analysis, but
no significant differences were found. For this reason we map the (P,Q,R) invariant
state-space onto the reduced (Q,R) state-space. This does not mean that the flow is
considered to be incompressible. The analysis still takes compressibility into account,
but the results are not conditioned for values of the first invariant of the velocity gradient
P := ∇ · ~u. At this stage we will give a brief summary of the critical point analysis,
Figure 6.15: The dashed lined indicates the constant circular trajectory of the blue
circular object. The blue dot in the center marks the temporal mean of the object’s
location.
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Figure 6.16: Introduction to the invariant space of the velocity gradient.The continuous
lines show different values for the discriminant ∆ of the velocity gradient and the dashed
green line marks R = 0. The pictures and numbers show schematically the characteristic
structure in the respective area of the QR-space. Subfigures adapted from Ooi et al.
(1999).
for a more detailed understanding sections (1.2.2) and (2.3) can be reviewed. The QR-
state-space, or simply QR-space, is spanned by the second and third invariant, Q and R,
of the velocity gradient. From the point of view of a fluid particle located on a structure,
it allows to distinguish between four different states of the structure. Figure (6.16) shows
the QR-space and the four structure types. The discriminant of the velocity gradient
∆ = −14P 2Q2+Q3+P 3R+ 274 R2− 184 PQR has an important role in this decomposition.
For positive values of ∆ > 0 the fluid particle sits on a part of a structure that has a
rotational character whereas if ∆ ≤ 0 the supporting structure is purely straining at the
location of the fluid particle. Further, for negative third invariant R ≤ 0 we find two
contracting directions and one stretching direction, whereas if R > 0 is positive we find
two stretching direction and one contraction direction of the structure at the location
of the fluid particle. So four characteristic structure types can be described:
I : vortical structure with stretching character / ∆ > 0; R ≤ 0
II : vortical structure with contracting character / ∆ > 0; R > 0
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Figure 6.17: The same hairpin vortex is show in
all images. At the top it is visualized with iso-
surfaces of the magnitude of the velocity gradi-
ent’s determinant at |∆| = 300. Top left has no
particular color code but top right shows struc-
ture of the respective QR-sectors coloured dif-
ferently: I: green; II: blue; III: red; IV: orange.
Bottom left shows the same hairpin visualized
with the λci-criterion at 0.5 and coloured by the
streamwise velocity component.
III : pure straining structure with flattening character / ∆ ≤ 0; R > 0
IV : pure straining structure with elongating character /∆ ≤ 0; R ≤ 0
The result of the characteristic decomposition branching from the critical point anal-
ysis is visualized in figure (6.17). The same hairpin structure is show with different
visualisation techniques. For the bottom picture the λci-criterion was used to create
the iso-surface. It is coloured with streamwise velocity from blue (slow) to red (fast).
The legs as well as the arc are clearly seen. The top pictures use iso-surfaces based
on the magnitude of the discriminant of the velocity gradient. Differently to the λci-
criterion, this criterion visualized not only rotational structures, but also purely straining
structures. This allows for the overall structure (top right) to be decomposed into the
respective structure types of the characteristic decomposition. It becomes obvious that
a clear distinction of the characteristic structure types is now possible. The decompo-
sition can be used to describe, e.g., which parts of the structure are stretching, which
parts are purely straining, etc. This is used extensively in the following and we learn
which parts are involved in the cascading process and which are strong contributors to
the dissipation etc.
Furthermore, to obtain a better impression of how to interpret the QR-space in terms
of scales of motion, figure (6.18) shows a comparison of the discriminant, a meaningful
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Figure 6.18: Top view onto a section of a boundary layer. Both pictures show the same
location at the same instance of time. Flow direction is bottom to top. The top image
shows an iso-surface of spatially filtered streamwise velocity at u˜ = 0.9 in dark gray.
The light blue structures are iso-surfaces of the sub-grid kinetic energy k = 0.0005. The
filter width is ∆+ ≈ 30. The bottom picture shows the unfiltered flow field. An iso-
surface of streamwise velocity at u = 0.9 is shown in light gray. The blue structures are
iso-surfaces of the absolute value of the velocity gradient discriminant at |∆| = 10.
quantity in the QR-space, with a scale decomposition via spatial filtering. Both pictures
show a snapshot of the same scene in the boundary layer flow. The top image shows
results after filtering (F3 filter) whereas the bottom picture shows the raw data. The
gray layers are iso-surfaces of filtered and unfiltered streamwise velocity, respectively.
The blue structures in the filtered case are iso-surfaces of the sub-grid kinetic energy
and the blue structures at the bottom are iso-surfaces of the absolute value of the veloc-
ity gradient invariant |∆|. On a closer look clear similarities of both structures can be
found. This means that certain states in the QR-space represent smaller structures and
therefore others will represent larger structures. In this particular case structures with
a discriminant value of |∆| = 10 match quite well with the structures of the sub-grid
kinetic energy of k = 0.0005. As we can see in figure (fig. 6.19) the velocity gradient
magnitude is zero at the origin of the QR-space and strictly monotonously increasing
with the distance to the origin. A fluid particle with a zero magnitude of the velocity
gradient can be seen as in a locally laminar flow regime as the flow field is locally not
changing. Further a fluid particle at a location with relatively small velocity gradient
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Figure 6.19: Conditional average of the velocity gradient magnitude squared normalized
by the ratio of freestream velocity and boundary layer thickness A˘ = A δ99Ue at two different
wall-normal locations.
magnitude could be described to be in a large scale flow regime, whereas a fluid particle
at a spot with high velocity gradient magnitude can be seen as in a small scale flow
regime as the flow field changes strongly in the surrounding area. This will be further
discussed in the following sections.
The characteristic distribution of the turbulence based on the introduced characteristic
decomposition can be measured by sampling a joint probability density function (pdf) of
Q and R. From these pdfs it can be seen how likely the occurrence of certain states of the
QR-space are. The QR-space is closely linked to the velocity gradient itself (sec. 2.4),
the spreading of the states reached is therefore linked with the variance of the velocity
gradient A = ∇~u. For this reason we find it appropriate to normalize the invariant by
the local variance of the velocity gradient
var(A) := 〈A− A˜, A− A˜〉F . (6.4)
The normalized invariants are the defined as
Qˆ :=
Q
var(A)
(6.5)
and
Rˆ :=
R
var(A)
3
2
. (6.6)
The sampled pdfs are shown in figure (6.20) for six different wall-normal locations. In
the previous chapter (5) it was already discussed that these pdf are varying with distance
to the wall. Whereas in the outer layer the teardrop shape known from homogeneous
isotropic turbulence is recovered, the shape of the pdf’s iso-lines become more oval
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Figure 6.20: Joint probability density functions for Qˆ and Rˆ at six different wall-normal
locations in the boundary layer. The light blue line is the pdf iso-line that is enclosing
95% of all the events.
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Figure 6.21: Probability of occurrence of the four characteristic structure types I, II, III
and IV, plotted over distance to the wall.
shaped and the tilting of the pdf is more and more lost towards the wall. With this
development the clearly defined tail of the teardrop is lost.
By integrating the pdf over the respective characteristic sectors defined by the critical
point analysis, we obtain the probability of a fluid particle being part of a structure of
the respective characteristic type. When this is done for every wall-normal location, the
development of the characteristic distribution can be plotted over wall-normal direction.
In figure (6.21) this development is shown for this turbulent boundary layer. It shows
that in the region closer to the wall there is a higher rate of rotational structures (I
and II) and a lower rate of pure straining structures. This ratio is changing towards
the opposite behaviour when approaching the freestream. So overall it can be stated
that the character of turbulence is different in the inner layer compared to the outer
layer. Looking at the near-wall region, we find that the probability of occurrence of
pure straining structures with elongation character drops in the buffer layer to its global
minimum. At the same time the contracting vortical structures show a rapid increase
in their probability of occurrence with a peak at a similar location to that of the TKE
production. Contracting vortical structures can be vortices that are breaking up. This
means that structures could develop from structure type IV to stretching and contracting
vortices. This is a hypothesis that will be investigated in more detail in the following.
A logical consequence of the decomposition of turbulence into different structure types
is to investigate how these structures contribute to the global picture of turbulence.
For this reason we are presenting some key quantities conditionally averaged with the
respective QR-states. Due to convergence limitations we have to reduce the QR-space
to a subset with a relatively high probability of occurrence. It turned out that the iso-
line of the respective pdf that encloses 95% of all the events is a good compromise to
separate the significant data from the less accurate data. This iso-line is indicated in
the plots in figure (6.20) as light blue line. In other words, 95% of the turbulence at
the respective location takes place within the area enclosed by the light blue line. In
the following sections, we restrict all conditional statistics to this area and the rest is
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blanked out.
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6.4 Structural Composition
Figure 6.22: Turbulent structures in a boundary layer flow. The wall is coloured in grey,
and the turbulent structure in yellow. The flow direction is bottom right to top left and
the structures are visualized with iso-surfaces of the velocity gradient discriminant at
∆ = 100.
So far the energy budgets as well as the characteristic structure types have been dis-
cussed. We have seen that the dynamics in a turbulent boundary layer have various
mechanisms, some of which mix the flow and others that lead to the creation of smaller
scale structures or dissipate kinetic energy. Further, we know that different characteris-
tic structure types are present in the turbulent boundary layer and that the composition
of the different structures in the turbulent flow is varying with the distance to the wall.
What is missing to understand the global structure of the flow is how the turbulent
structures geometrically compose the boundary layer. An overview of what we discuss
in this section is given in figure (6.22). The image shows turbulent structures in a bound-
ary layer visualized with a vortex identification criterion. At first glance the turbulence
in this image looks chaotic, but within this section this picture will be cleaned up and
logical dynamics in the chaos will be revealed. Already visually two larger structures can
be seen in the image. Two structures that are clusters of smaller structures, one of which
is in the foreground and starts from the bottom centre and elongates towards the top
and tilts slightly towards the left. The second one is in the background and reaches from
the mid right towards the top centre. They are both clusters of more compactly packed
smaller structures. Whereas the smaller structures are seemingly randomly aligned, the
overall clusters are elongated in the stream-wise direction. Further, a gap with a very
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little amount of vortical structures is found in-between these two clusters. So in sum-
mary we have two large structures that are filled with vortices and an equally large
coherent region in-between the clusters that carries almost no vortical structures. This
visual impression is quantified in the following.
6.4.1 Laminar versus Turbulent Structures
Firstly, we want to identify a relation between these clusters of turbulent structures
and a quantity to identify larger scales of motion. We discussed before (sec. 6.2.3)
Figure 6.23: An instantaneous snapshot of a TBL is shown from two perspectives. The
top shows an overview whereas the bottom is a zoom into the outer layer of the TBL. The
wall is shown in dark grey and the flow direction is right to left. The yellow transparent
plane shows an iso-surface of the stream-wise mean velocity at u˜ = 0.85 and the grey
manifold shows an iso-surface of the instantaneous stream-wise velocity at u = 0.85.
The blue structures are iso-surfaces of the velocity gradient discriminant magnitude at
|∆| = 10.
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that the Favre stresses σ11 and σ12 are covering a relatively high amount of the large
scales. A quantity that is involved in both these Favre stresses is the stream-wise veloc-
ity component. Therefore we choose u to draw a link between large scales of motion and
the clusters of turbulent structures. Figure (6.23) shows turbulent structures and the
stream-wise velocity in the same snapshot. The turbulent structures (blue) are shown
as iso-surfaces of the velocity gradient discriminant magnitude |∆| and form a direct
link to the QR-space that we defined in the previous section (6.3). The instantaneous
stream-wise velocity component (grey) is shown as iso-surface at u = 0.85 and as a
reference the Favre averaged stream-wise velocity component is shown as iso-surface at
the same level. The latter is shown as a yellow transparent layer. By showing the mean
velocity as well as the instantaneous velocity in one plot we can identify regions where
the flow field moves faster than the local mean and region where is moves slower. We
will describe the regions where the instantaneous u iso-surface is geometrically below
the yellow transparent layer, which marks the local mean velocity, as high-speed regions
and the areas which are defined by the u iso-surface being geometrically above the yel-
low transparent layer as low-speed regions. In general we find most of the turbulent
structures below the instantaneous iso-surface of u, as many of the structures are in the
near-wall region. Spots of turbulent structures at a greater distance to the wall seem to
coincide with local low-speed regions. Further, we find some structures on the iso-surface
of velocity, but a remarkably small number of structures above the iso-surface of u. This
is not directly surprising as the height of the iso-surface is varying with the choice of
the value for u and is therefore arbitrary. However, the interesting fact is that even
within the high-speed spots, which form sporadically very deep valleys only a very small
number of turbulent structures can be found. It seems that the high-speed regions carry
a relatively calm flow whereas the low-speed regions carry a relatively turbulent flow. In
the previous section (6.3) we mentioned that more calm structures are found around the
origin of the QR-space whereas more turbulent structures are found in greater distance
to the origin. This property is used to identify the low-speed and high-speed regions
in the QR-space. Therefore we sampled conditional averages of the stream-wise veloc-
ity component conditioned with the respective QR-state. Hence, for each QR-state we
can state the respective mean velocity. Figure (6.24) shows the conditional stream-wise
velocity in the QR-space relative to the local overall mean velocity u˜ at two different
locations. In the logarithmic layer (a) as well as in the buffer layer (b) it can be seen
that close to the origin of the QR-space the stream-wise velocity is relatively high on
average whereas at greater distance to the origin the stream-wise velocity is relatively
low on average. In other words, the plots allow a fairly obvious distinction between calm
high-speed regions and turbulent low-speed regions. This holds for most of the buffer
layer, the entire logarithmic layer and the outer layer. Only the viscous sublayer and the
lower part of the buffer layer show different behaviour. These results support what we
previously discussed about the role of the laminar free stream in the turbulent mixing.
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Figure 6.24: Conditional average of the stream-wise velocity component in percentage
of the local mean velocity conditioned with the QR-state. The conditional average is
shown at two different wall-normal locations.
The fast and calm structures reach from the free stream deep into the turbulent bound-
ary layer and feed it with high momentum fluid. But as figure (6.5) revealed already,
the process is not quite reaching the near-wall region. Further, figure (6.24) supports
that the turbulent low-speed spots bring low momentum into higher regions. The origin
of this lifting of turbulent structures is discussed at the end of this section.
The reflection of the calm high-speed regions in the QR-space allow to refine the char-
acteristic decomposition that was introduced in the previous section. It will be refined
specifically to detect the calm high-speed regions as additional state of a characteristic
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Figure 6.25: Conditional average of the stream-wise velocity component u with the
condition (eq. 6.7) at three different wall-normal locations. The dashed lines are straight
lines.
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structure. The idea is to cut out this additional state as an area around the origin of
the QR-space. For this reason we define a condition c(r) that defined as
c(r) :=
{
True : pdf(Q,R) ≥ pmax(r)
False : else
(6.7)
with
pmax(r) := max!
{
p
∣∣∣∣∣
∫∫
pdf(Q,R)>p
pdf(Q,R)dQdR = r
}
. (6.8)
This condition basically defines the region of the highest values of pdf(Q,R) that in-
tegrate to the probability r. Therefore pmax(r) provides the iso-line of the pdf that
encloses the wanted area in the QR-space and c(r) defines a condition that is True for
all QR-states within this iso-line and False for all states outside of the enclosed area.
The conditional average of the stream-wise velocity u is shown in figure (6.25) for three
different wall-normal locations. The conditional average is plotted over the probability
r that indicates the maximum probability pmax(r) of the region that is used to inte-
grate to obtain the conditional average. Besides different magnitudes the average shows
similar behaviour for all locations. After an initial relatively strong drop the profiles
develop a linear decay with an increase of the ratio. The linear decay starts at about
r ≈ 0.45 which means that the mean velocity is averaged over the most likely 45% of
all QR-states. The start of the linear decay is chosen to separate the additional calm
state from the remaining characteristic states. This means we split on the basis of a
non-linear decay vs. a linear decay of the conditional average 〈u|c(r)〉 with respect to
the probability r. This is based on the assumption that the calm canyons that are en-
trained into the boundary layer are unstable flow regimes and therefore show stronger
changes in the averages when the conditions are changed slightly. The turbulent spots
on the other hand are mixed out turbulent clusters and are therefore a stable system
that represents averages with small changes when the conditions are changed slightly.
An example for the new decomposition is shown in figure (6.26). Further, figure (6.27)
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Figure 6.26: Example for characteristic decomposition of the QR-space including the
additional calm state. States: calm: grey; I*: green; II*: blue; III*: red and IV*: orange.
Chapter 6 Characterisation of Turbulence in a TBL 195
0 50 100 150 200 250 300 350 400
0
0.1
0.2
0.3
0.4
0.5
y+
p
ro
b
ab
il
it
y
calm I* II* III* IV*
Figure 6.27: Probabilities of the characteristic states. Continuous lines are probabili-
ties for the decomposition including the calm state, whereas the dashed lines are the
probabilities for decomposition without the calm state.
shows the probabilities of the newly defined characteristic states and allows to compare
them with the original states defined by the critical point analysis. Besides the propor-
tional shift due to the split into an additional state that covers constantly 45% of all
states no significant changes can be seen. This means that all original structure types
have an equal share in the calm state relative to their respective probability. In other
words, if an original state has a probability of 10% then it covers as well about 10% of
the calm state.
The newly obtained decomposition is applied to sample the conditional mean velocity
profiles for the respective states. Figure (6.28) shows the probability density function
of the stream-wise velocity for each wall-normal location in one contour plot. Whereas
in the logarithmic layer the pdfs show fairly symmetric shapes, they develop a skewed
shape in the buffer layer. However, the skewness changes from a positive skewness in
the higher regions of the buffer layer to a negative skewness in the lower buffer layer as
well as in the viscous sublayer. The Favre averaged stream-wise velocity is plotted on
top of the pdfs as black line. It can be seen that the average does not coincide with the
most likely value of u. Besides the skewness this is another indication that the mean is
composed of a superposition of different states. This becomes obvious when the mean
velocities conditioned with the respective characteristic states are studied. As the con-
ditional averages of u conditioned with the QR-states (fig. 6.24) already suggested is
highlighted across the entire turbulent boundary layer in figure (6.28).
In the outer layer and in the outer buffer layer region the calm structures are faster then
the turbulent structures. Further, the calm structures seem to follow better the most
likely value of the pdfs of u than the actual Favre average does. This is an indication
that the calm periods are lasting longer than the turbulent periods. On the other hand,
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Figure 6.28: Top: Probability density function of stream-wise velocity over wall-normal
location. The black line shows the Favre averaged mean, whereas the grey and coloured
lines show the conditional averages for the respective states. Bottom: Zoom into the
profiles in the near-wall region.
the conditional velocities for all turbulent characteristic states are matching in the loga-
rithmic layer. This sounds plausible as the turbulent spots cover all types of turbulence
which are represented by the characteristic states so they all come together as a package
(or cluster). When moving towards the wall, the behaviour of the calm structures being
faster than the turbulent structures flips at about y+ . 15 and remains reversed within
the viscous sublayer. The interpretation of this fact is yet unclear. Essential for an
interpretation of this flip is to understand if the calm-turbulent decomposition of the
QR-space is meaningful at such short distance to the wall. If so it might be interpreted
in the opposite way, that calm regions lift from the slow viscous sublayer as turbulent
structures are suppressed by the wall in that region. But these are speculations that
need further investigations.
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Figure 6.29: Top view onto a boundary layer. The instantaneous snapshots of the λci-
criterion are taken at the same instance of time at two different heights in the boundary
layer. The top is a location within the logarithmic layer (y+ ≈ 114) and the bottom
shows a location at the lower part of the buffer layer (y+ ≈ 11). The flow direction is
bottom to top.
6.4.2 Alignment of Structures
Another aspect of the geometrical composition of structures in a turbulent boundary
layer is their alignment. The alignment with respect to the wall as well as with respect
to each other. The change of this alignment within the boundary layer was already em-
phasized in the initial description of this turbulent boundary layer case as it is a visually
dominant feature of the vortical structures. To highlight the key points again, figure
(6.29) shows the top view of slices of a boundary layer at two different heights. In the
buffer layer a clear stream-wise alignment has been developed by the vortical structures.
Contrasting this, the structures in the logarithmic layer have a seemingly more random
alignment. Additionally, the structures in the near-wall region create a more ordered
formation that allows much denser packing and the structures are much closer to each
other. The alignment is studied in this section, but investigations on the dense packing
cannot be made as a non-local quantitative analysis would be needed which has not yet
been carried out.
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Figure 6.30: Cross sections of schematic vortices. Iso-lines of Q are shown in black and
the direction of the gradients ∇Q is shown as red arrows. The left image represents
a freely developed vortex whereas the right image shows a vortex squeezed at the wall
with the wall shown in grey.
To explain the following analysis, figure (6.36) will help to understand the quantity that
is used to investigate the alignment of the vortical structures. Vortex cores, of vortices
defined by the Q-criterion, are local maxima of Q itself. Further, the gradient of a quan-
tity always points in the direction of the locally steepest increase of the quantity. For
a relatively smooth vortex that means that the gradient of the second invariant ∇Q of
the velocity gradient points towards the vortex core. Figure (6.36) shows cross sections
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Figure 6.31: The alignments of Q structures with the Cartesian coordinate system is
shown via pdfs of the respective alignment for every wall-normal location plotted in one
plot, respectively. Left: alignment with the stream-wise direction; centre: alignment
with the wall-normal direction; right: alignment with the span wise direction. Black
patches indicate the end of the sampling areas.
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Figure 6.32: The conditional average of the magnitudes of the alignments of ∇Q with
the Cartesian coordinate system conditioned with the respective characteristic states.
Continuous lines show alignment with the stream-wise direction, the dashed lines show
the alignment with the wall-normal direction and the dashed-dotted lines show the
alignment with the span-wise direction. Black line indicates mean value for an arbitrarily
aligned vector in the three dimensional space.
of idealized vortices. The vortices are elongated along their rotation axis which is the
paper-normal direction. On the left it is shown how ∇Q is aligned in a vortex with a
perfectly circular cross section. On the right a cross section of a vortex that is squeezed
by its proximity to the wall can be seen. Such squeezed vortices were identified when
visually studying snapshots of turbulence directly at the wall. Similar constructions are
seen as well for some vortices slightly lifted from the wall that developed a footprint on
the wall.
Figure (6.31) shows the alignment of the gradient of the second invariant ∇Q with the
Cartesian coordinate system. This alignment was sampled as pdfs for every location
respectively which are plotted as contour plot over the wall-normal distance. The data
shows that the vortical structures are arbitrarily aligned with any direction in the loga-
rithmic layer. This reflects what can be seen in instantaneous snapshots of vortex iden-
tification criteria. Moving into the buffer layer a preferred orthogonal alignment of ∇Q
with the stream-wise direction ~e1 developed. At the same time the tendency towards
a parallel alignment between ∇Q and the wall-normal ~e2 and span-wise ~e3 direction,
respectively, grows. This means that the vortex axis develops a preferred parallel align-
ment with the stream-wise direction. In the viscous sublayer additionally a preferred
orthogonal alignment between ∇Q and the span-wise direction is developed. This can
be interpreted as the mentioned flattening or at least as the footprint of wall-attached
stream-wise aligned structures. It is yet unclear how to interpret the alignments in the
very high regions of the outer layer. At these locations the turbulence levels are relatively
low and the impact of rare events on the sampled pdfs might be fairly high. Overall it
is to say that the quantitative results about the alignment match the visual impression
that we got from the turbulent boundary layer. In figure (6.32) the conditional mean
alignments are shown for the five characteristic structure types. In this plot the averages
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of the absolute value of the alignment are shown as otherwise some of the effects are
cancelling out due to symmetries in the pdfs. Overall it can be seen that all structure
types behave similar as all structure types show a similar mean orientation across the
whole boundary layer. The expected value for an arbitrary alignment is indicated by the
black line. The mean value underlines again what we have seen already in the pdfs (fig.
6.31), that the structures in the outer layer are arbitrarily aligned with the coordinate
system. A preferred parallel alignment of the rotation axis with the stream-wise direc-
tion is developed below y+ ≈ 120 and is increasing with decreasing distance to the wall.
Consequently the value of |~ei·∇Q|‖∇Q‖ for the other two directions increases in the same way
which means at the rotation axis of the structures are less aligned with those directions
on average. However, between y+ ≈ 20−30 the behaviour is changing and |~e3·∇Q|‖∇Q‖ drops
quickly which leads to a nearly full alignment of ∇Q with the wall-normal, direction
on average. The following shows that this is due the structures being attached to the
wall in this region. This causes the mentioned footprint of structures and/or flattening
of the vortical structures at the wall. To discuss this further figure (6.33) shows the
span-wise mean value of the stream-wise vorticity component ω1. The wall is situated
at the bottom of this image and the mean flow direction is the positive x-direction. In
the upper layers we find random spots of stream-wise vorticity, but no clearly coherent
structures can be identified. On the other hand, coherent structures that are attached
to the wall are present in the entire plotted section of the image. They all have a thin
foot close to the wall that reaches relatively far upstream. Their head then lifts off the
wall and reaches into higher layers. Most shown attached structures seem to reach up
to a height of about y+ ≈ 20− 30, which coincides with the location where the absolute
alignment (fig. 6.32) starts to change significantly.
This leads to a look from another perspective on the near-wall region (fig. 6.34). This
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Figure 6.33: Instantaneous snapshot of the span-wise zero-mode (span-wise mean) of
the stream-wise vorticity component. Wall is at the bottom and flow direction is x. The
green line indicates y∗ = 30. The scaling for the wall-normal direction y∗ corresponds
to the usual wall-scaling y+ at the streamwise center of the plot.
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Figure 6.34: Conditional average for the alignment of ∇Q with the wall-normal direction
~e2 conditioned with the 5 characteristic structure types.
figure shows the development of the alignment of ∇Q with the wall-normal direction for
the different characteristic structure types in the viscous sublayer and the buffer layer.
Unlike for the averages of the absolute values we find differences for different structure
types. Whereas for larger distances to the wall all structures are behaving similarly, the
development starts to split below y+ ≈ 20− 30. On one hand pure straining structures
develop a strongly negative parallel alignment and on the other hand stretching vortical
structures develop a positive parallel alignment between ∇Q and ~e2. On a side note, this
is believed to show that pure straining structures are preferred to be below the respective
measuring location whereas the stretching vortical structures are found preferably above
the measuring location where the respective average value is sampled. This means that
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Figure 6.35: Conditional averages of stream-wise and wall-normal velocity at y+ ≈ 13,
conditioned with the respective QR-states. The stream-wise velocity is shown relative
to the overall Favre averaged stream-wise velocity and normalized by the same.
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the respective structures have a straining foot on the wall and are lifting as soon as they
develop a rotational character. This is the same principle as for the mechanism that
forms hairpin structures.
These results suggest another plot is needed to understand the straining and lifting a
bit better. In figure (6.35) the stream-wise and wall-normal velocities are shown con-
ditioned with the QR-states. The stream-wise velocity is shown compared to the local
stream-wise mean velocity. It can be seen that the pure straining structures in sector
III are formed by relatively fast structures that are pushed at the wall as the plot for
wall-normal velocity suggests. As soon as the structures become rotational (sector I)
they slow down and lift up. This is indicated by a relatively slow stream-wise velocity
and a positive wall-normal velocity in sector I respectively. On the other hand we find
fast contracting rotational structures that move slightly towards the wall. These are
believed to be structures from higher layers being attached or starting to attach to the
wall.
6.4.3 Conclusions about the Geometrical Structure of a TBL
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We have seen how turbulent structures start as straining structures at the wall, then
begin to rotate and lift towards higher layers. This is a similar, if not the same, mech-
anism that drives hairpin structures to grow an arc that lifts off the wall. This is most
likely not the only mechanism that produces vortical structures in a boundary layer, but
certainly one of them. However, it could be the mechanism that triggers the lifting of
the low-speed turbulent spots. At least it will contribute to their lifting. While turbu-
lent structures stay in the near-wall region they are mainly aligning in the stream-wise
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direction and packed densely as we have seen qualitatively. On the other hand we have
identified that turbulence reaches from the wall to higher layers. This happens in rela-
tively slow clusters of single vortical structures. Within these clusters the single vortices
are arbitrarily aligned as soon as they reach a large enough distance to the wall. These
clusters can reach from the wall up to the outer layer of the turbulent boundary layer.
The fluid surrounding these structures is mostly calm and presumably entrained from
the free stream. This describes the geometrical structure of calm-turbulent mixing in a
flat-plate zero pressure-gradient turbulent boundary layer flow which, as we have seen
before (sec. 6.2.3), is the strongest influence that turbulence has on the large-scale flow.
In general it is to say that according to alignments as well as velocity distributions the
boundary layer could be split into an outer layer above y+ ≈ 20− 30 where we believe
to find the laminar free stream entraining into the turbulence boundary layer. In this
region the mechanisms stay relatively constant. The other part of the boundary layer is
the near-wall region. This region hosts the main production region, and the mechanisms
have a much more complex dependency on the distance to the wall.
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6.5 Role of Pressure
The previous sections aimed to help understand the structure of the turbulent boundary
layer, show how it is composed and which mechanisms are driving the flow to this
composition. In this section we have a more detailed look onto local mechanisms that
work on turbulent structures. More specifically we discuss how pressure is involved in
turbulence and how the wall affects this role of pressure.
To give a general understanding about the role of pressure it helps to consider the
inviscid form of the momentum transport equation in Lagrangian form, i.e. we follow a
fluid particle
dρ~u
dt
= −∇p. (6.9)
In this form the similarity of the momentum transport to the equation of motion for a
particle becomes obvious. For now we interpret a fluid particle as a particle in motion
that is governed by the single external force which is described by the pressure gradient
−∇p. In the next step we develop an understanding for the pressure that governs the
movement of the defined particle. Therefore we take the divergence of the incompress-
ible momentum equation. This leaves us with the simple equation that describes the
Laplacian of pressure as a function of the second velocity gradient invariant Q
−∆p = −2Q. (6.10)
It is in fact a Poisson equation and if we make a third simplification, that the considered
domain is unbounded in R3, then the general solution for this pressure Poisson equation
is
p(~x) =
∫∫∫
R3
−2Q(~y) 1
4pi
1
‖~x− ~y‖d~y. (6.11)
In other words, the pressure is noting else but a convolution of the fundamental solution
Figure 6.36: Cross sections of a schematic vortex. An iso-line of Q is shown as red
line and an iso-line of p is shown as blue line. Left: The direction of the gradient ∇Q
is shown as red arrows and the direction of the gradient ∇p is shown as blue arrows.
Right: The centrifugal force acting on a fluid particle following the iso-lines is shown as
red arrows and the force applied by the pressure gradient is shown as blue arrow.
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of the Poisson equation with−2Q. This means the pressure can be seen as filtered version
of Q with the fundamental solution as filter kernel.
We now know from literature (e.g. Chakraborty et al., 2005) and previous discussions
in this work about the velocity gradient invariants, that vortices have high values of
Q in their core whereas the fluid is swirling around this local maximum of Q. From
the simplified pressure-momentum coupling we can see (eq. 6.11) that the vortex core
carries a local pressure minimum as well. This pressure minimum is discussed as well in
literature (e.g. Jeong & Hussain, 1995). In figure (6.36) the cross section of a schematic
vortex is shown via iso-lines of pressure as well as iso-lines of Q. On the left, the
direction of the respective gradients is shown. The red arrows show the direction of
∇Q whereas the blue arrows show the direction of ∇p. On the right, we can then see
the forces that act in this vortex. Going back to the particle we know that a moving
particle does not stay on a circular movement without forces acting on it. Equation
(6.9) states that the pressure force (blue) will act against the centrifugal force (red)
and therefore keeps the particle on its circular trajectory. With this schematic view of
vortices we can discuss two features of the pressure that are important to turbulence.
On one hand, the pressure is acting as a reservoir of energy and is the link between
internal and kinetic energy during vortex stretching and vortex breakdown (sec. 6.5.1).
On the other hand, pressure forces stabilize rotational motions and allow vortices to
exist (sec. 6.5.2). Additionally, distinct QR-states are pointed out as main contributor
to the pressure fluctuations in the turbulent boundary layer (sec. 6.5.3).
6.5.1 Pressure as Storage of Potential Energy
From the governing equations for the internal energy and the kinetic energy (fig. 2.1)
we know that there are two processes that transfer energy from one to the other. One
is the dissipation of kinetic energy which is the irreversible transfer from kinetic energy
into internal energy due to friction force acting on the fluid in motion. Dissipation is
discussed in detail in the next section. Here, we focus on the reversible exchange of
kinetic and internal energy - the pressure work ~u · ∇p,
dρe
dt
~u·∇p−−−⇀↽ − dρekin
dt
. (6.12)
The energy budgets (sec. 6.2) have shown that the pressure-work is apparently unim-
portant for the redistribution of energy in the boundary layer. This was shown for the
large scales as well as for the small scales of motion. So why do we discuss this term at
this stage? Unlike the terms of dissipation, production or turbulent mixing, the pressure
work has a spatially local role and a net contribution of nearly zero in a zero pressure
gradient low Mach number turbulent boundary layer. However, for the existence and
development of turbulence it plays a significant role. Therefore it is passively involved
in all processes driven by turbulence.
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Figure 6.37: Schematic description of vortex stretching. Red lines indicate iso-surfaces
of Q and the black lines indicate the motions of the fluid particles.
One of the mechanisms where pressure work is actively involved is vortex stretching
combined with vortex destruction. The sketch (fig. 6.37) shows schematically what we
mean with vortex stretching. A rotational structure of a given length and width experi-
ences vortex stretching when it elongates along its rotation axis and thins in the other
two directions. At the same time the involved fluid particles accelerate. To understand
how pressure-work is involved in this, the elongation is not the most important property
of this process, but the thinning in combination with the acceleration is. Figure (6.38)
shows the conditional averages for the overall as well as the small scale pressure work
conditioned with the QR-states and scaled in the same wall-scaling as the budgets shown
in section (6.2). We show just the overall contribution as well as the small scale (SFS)
contribution of the conditional pressure work as the remaining splittings are nearly iden-
tical to what is shown in figure (6.38). The small scale contribution in case of FAS is a
simple shift of the overall conditional averages about the mean −~˜u · ∇p¯ which is nearly
zero in the present flow. The large scales in case of SFS are not showing significant
differences to the overall results. Further, the small scales for different filter width are
qualitatively the same as (b,d,f), however, the results are scaled down as the energy of
the small scales is decreasing with the filter width.
From the definition of the characteristic structure types we know that vortical stretching
structures are found in sector I. Focusing on the small scales only (b,d,f) we find nega-
tive pressure work in this region. This means that during vortex stretching the pressure
work acts favourable for the kinetic energy and transfers energy from internal energy
to kinetic energy. In the logarithmic layer (b) we find a mainly neutral contribution
from contracting vortices (sector II). But at the intersection of sector II and sector III a
sudden increase of pressure work can be found. In this region pressure acts favourable
for the internal energy and transfers kinetic energy into internal energy. The region is
spreading over the entire sector III and the further we move towards the wall it spreads
into the region of contracting vortices.
Figure (6.39) shows a schematic description of our interpretation of what mechanism
these plots are revealing. The direction in which the pressure work is transferring en-
ergy is defined by the alignment of the velocity vector with the pressure gradient. For
a perpendicular alignment we find neutral pressure work, if both vectors are negatively
parallel aligned the energy flows from internal energy towards kinetic energy and vice
Chapter 6 Characterisation of Turbulence in a TBL 207
−0.4 0 0.4
〈~u · ∇p|Qˆ, Rˆ〉+
−0.2 −0.1 0 0.1 0.2
−1
−0.5
0
0.5
1
Rˆ
Qˆ
(a) y+ ≈ 99
−0.02 0 0.02
〈ϑ|Qˆ, Rˆ〉+
−0.2 −0.1 0 0.1 0.2
−1
−0.5
0
0.5
1
Rˆ
Qˆ
(b) y+ ≈ 99 / SFS F3
−0.4 0 0.4
〈~u · ∇p|Qˆ, Rˆ〉+
−0.1 −0.05 0 0.05 0.1
−0.5
0
0.5
Rˆ
Qˆ
(c) y+ ≈ 27
−0.04 0 0.04
〈ϑ|Qˆ, Rˆ〉+
−0.1 −0.05 0 0.05 0.1
−0.5
0
0.5
Rˆ
Qˆ
(d) y+ ≈ 27 / SFS F3
−0.2 0 0.2
〈~u · ∇p|Qˆ, Rˆ〉+
−4 −2 0 2 4
·10−2
−0.2
0
0.2
Rˆ
Qˆ
(e) y+ ≈ 6.7
−0.004 0 0.004
〈ϑ|Qˆ, Rˆ〉+
−4 −2 0 2 4
·10−2
−0.2
0
0.2
Rˆ
Qˆ
(f) y+ ≈ 6.7 / SFS F3
Figure 6.38: Conditional average of the overall (left) and small scale (right) pressure
work ϑ conditioned with the QR-states. The samples are taken at different distances to
the wall. The small scales are obtained by spatial filtered based splitting (SFS) for the
F3 filter.
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Figure 6.39: Cross sections of schematic structures. Fluid particle trajectories are shown
in black and pressure iso-surfaces are shown in blue. The black arrows indicate the
direction in which the particle is moving ~u. The blue arrows are the direction of the
pressure gradient ∇p.
versa if both vectors are positively parallel aligned. Considering a fluid particle in a vor-
tex that is object of a stretching procedure then this particle has to decrease the radius
of its circular trajectory. The left image in figure (6.39) shows how such a fluid particle
is adjusting its trajectory by moving closer to the vortex core which holds a pressure
minimum as explained before. Looking at the alignment of the velocity vector and the
pressure gradient in this idealized trajectory alignment, we see that the pressure work
will transfer energy from internal energy into kinetic energy. This means that the circu-
lar flow is accelerating (kinetic energy increase) which coincides with an increase of Q.
As we discussed before, Q is coupled to the pressure via an equation similar to (eq. 6.10)
and therefore the pressure in the core is decreasing (internal energy decrease). In this
idealized way it is a self sustaining process and the vortex could thin further and further.
However, there are many factors that could prevent a vortex from stretching further and
further. When a vortex is in a phase where it is not changing its radius, neither the
pressure minimum is changing nor is the pressure work contributing anything (fig. 6.39,
center). On the other hand, there might be other mechanisms that allow a thickening
of vortices with the right pressure redistribution to preserve a neutral pressure work as
well. A combination of both is believed to operate in case of QR-states where we find
nearly zero contribution of the pressure work. Due to dissipation and interaction with
other flow structures or walls the vortices eventually loose kinetic energy which leads
to a weakening of the pressure core. If the pressure core becomes too weak or if it gets
disturbed in a different way, the vortex is likely to break up along its axis. This scenario
is shown in figure (6.39) on the right. It can be seen that as soon as the fluid particles
are leaving the core the pressure work is acting favourable for internal energy and the
shift due to the vortex stretching is reversed.
The described mechanism is present in the entire boundary layer. However, it seems
that in most of the boundary layer the conditioned pressure work can reveal this pro-
cess just for the SFS pressure work. The left column in figure (6.38) shows the overall
contribution of the pressure work conditioned with the respective QR-states. Quanti-
tatively these plots are coinciding with the same plots for the fluctuations around the
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Figure 6.40: The same vortex is shown at
the wall (grey) as iso-surface of the λci-
criterion at λci = 1.8. On the left stream-
lines of the overall instantaneous velocity ~u
are shown in orange. On the top stream-
lines of the small scale velocity component
are shown. Top left shows the case of FAS
and the top right shows the case of SFS F3.
mean flow contribution. It is not yet possible to doubtlessly describe what the plots are
showing. However, the difference to the small scales in case of SFS are believed to be
the strong influence of the mean flow and the large scaled temporal fluctuations. Figure
(6.40) shows a vortical structure at the wall as well as different stream-lines. It can be
seen that the stream-lines for the SFS small scale velocity (yellow) are circulating more
or less strictly around the vortical structure - just like we described it in the previous
paragraph (fig. 6.39). On the other hand, the stream-lines based on FAS (red) follow the
structure to some extent, but by far not as strictly as the SFS ones. Finally, the overall
stream-lines (orange) are seemingly not affected by the presence of a vortex. This figure
shows that in the case of overall analysis as well as in case of FAS the local velocity
vector is strongly affected by the large scale structure, such as e.g. streamwise streaks
and/or the mean flow, and not describing the motion of a fluid particle relative to the
structure (including its pressure core), which is itself moving with the large scale motion.
The results of the overall pressure work nearly recover the effect of the discussed results
of SFS in the near-wall region (e). This might be due to the decreased effect of the mean
and/or the large streaks in the boundary layer.
As we can see, the pressure is a crucial quantity in the vortex stretching process and
related mechanisms. However, some results call for further and deeper analysis to obtain
a comprehensive understanding about the role of pressure work.
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6.5.2 Pressure as Stabilizer of Vortices
As mentioned before the pressure forces hold the fluid particles on their circular trajec-
tories as they act against the centrifugal forces. Therefore the pressure forces can be
seen as stabilizing force for the vortical motions. To study this stabilizing character of
pressure in the turbulent boundary layer, the pdf of the alignment of ∇p and ∇Q was
sampled for different distances to the wall (fig. 6.41). In the logarithmic layer and in
most of the buffer layer a preferred negative parallel alignment can be seen. This, in
fact, supports the hypothesis that the pressure forces are working against the centrifugal
forces on average. Figure (6.42) shows more quantitatively how this state is pronounced
in the logarithmic layer. In the outer layer this preferred parallel alignment is forgotten
and the two gradients are more randomly aligned. The reason for this is, just like for
the overall alignment in the outer layer (discussed in the previous section), still unclear.
It might be caused by the low level of turbulence intensity in this region. However,
the preferred negative parallel alignment is stated for the entire logarithmic layer and
most of the buffer layer. On the other hand, in the near-wall region below y+ < 20
the preferred parallel alignment is changing towards an orthogonal alignment of ∇p and
∇Q. In the viscous sublayer this preference is strongest. Again, figure (6.42) shows the
increased likelihood for the two gradients to align orthogonally in the viscous sublayer.
To understand this behaviour better, in figure (6.43) instantaneous snapshots of the
boundary layer flow are shown. They show iso-surfaces of positive values of the velocity
gradient invariant Q in shades of red and the pressure in shades of blue. The values
may change between the different images, but the actual values are not of any impor-
tance. The top image shows a scene from the logarithmic layer and outer layer. The
two structures in the foreground are in the logarithmic layer whereas the large arc in
the background reaches into the outer layer. All mentioned structures show well aligned
iso-surfaces for pressure and Q which at the same time indicates that the pressure forces
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Figure 6.41: Pdfs of the alignment of ∇p and ∇Q for different wall-normal locations.
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Figure 6.42: Pdfs of the alignment of ∇p and ∇Q at three selected locations.
are aligned with the structure in a stabilizing way. This can be confirmed for the ma-
jority of structures that where found in higher layers and not packed in relatively dense
clusters. Contrasting that, the structures in the three images beneath visualize a differ-
ent arrangement between pressure and the velocity gradient invariant. They all show
structures relatively close to the wall and the pressure seems to behave differently in
this regime. On the left we find a cluster of structures that is very close to the wall.
The Q-structures are partly enclosed within the same pressure iso-surface but at other
points the pressure planes are cutting through the vortices. At the wall the pressure
iso-surfaces develop a foot that is nearly orthogonal to the wall. The image on the right
and the image at the bottom show the foot as well as the iso-surface of pressure cutting
through the vortices for different scenes and from different perspectives. These images
give an idea of what the pdfs show quantitatively.
The mechanism behind this behaviour and possible consequences are described by figure
(6.44). As long as the pressure develops a minimum within a rotational structure, the
resulting forces are stabilizing the rotational movement of the fluid particles. If rota-
tional structures develop freely then this pressure minimum is created and conserved
within the structure. However, this system can be disturbed by the presence of a wall.
The pressure iso-surfaces seem to align orthogonally with the wall. This can potentially
mis-balance the stabilizing arrangement a vortex needs to survive. Then the iso-surfaces
of pressure may misalign with the iso-surfaces of Q. What we have not seen in the data,
but what will be investigated in the future is a direct consequence of this. The missing
stabilizing character of the forces caused by the pressure minimum in the vortex core
causes the centrifugal forces on the fluid particles to take over and the particles will
leave their circular trajectories. The structure breaks up on the side where it is attached
to the wall. If this is indeed the case, then this would be a suitable explanation for the
rotational structures lifting from the wall, which we have seen in the previous section
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Figure 6.43: The images show iso-surfaces of pressure (shades of blue) and Q (shades of
red) in the boundary layer. The top image (y+ ≈ 115− 370) focuses on regions further
away from the wall whereas the two images in the middle (y+ ≈ 0− 80) show a region
closer to the wall. The image on the bottom (y+ ≈ 0− 20) shows a turbulent structure
on the wall. The wall is coloured in dark grey.
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Figure 6.44: Cross sections of a schematic vortex. An iso-line of Q is shown as red dashed
line and an iso-line of p is shown as blue dashed line. The centrifugal force acting on a
fluid particle following the iso-lines is shown as red arrows and the force applied by the
pressure is shown as blue arrows. Left: The vortex is free of any boundary conditions.
Right: The vortex’ pressure field is affected by the wall. The most unstable location is
marked with a spark.
and which is important for the strong mixing effect that turbulence has on the large
scale flow.
The effect of the wall destabilizing rotational structures due to attracting their pressure
core becomes more obvious when plotting the distribution of the characteristic struc-
ture types in this light. Figure (6.45) shows the distribution of characteristic structures
according to their frequency of occurrence in the near-wall region. The increase of con-
tracting rotational structures close to the wall is believed to be a direct result of the
destabilizing effect of the wall, that we just discussed. This effect has an impact on
dissipation as we will see in the next section.
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Figure 6.45: Probability of occurrence for the four characteristic structure types I, II,
III and IV, plotted over distance to the wall.
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Figure 6.46: Normalized pressure fluctuations at two wall-normal locations in the bound-
ary layer, conditioned with the respective QR-states.
6.5.3 Source of Pressure Fluctuations
A process that does not have a strong effect on the turbulence dynamics in a boundary
layer, but reflects a potential noise source and might help us to study more about
vortex dynamics at a later stage, is the production of pressure fluctuations by vortical
structures. Figure (6.46) shows the relative pressure fluctuations conditioned with the
respective QR-states. Qualitatively these two plots represent the entire boundary layer.
The distribution of the pressure fluctuations is changing in a negligible way. Whereas
in most of the QR-space the energy of the pressure fluctuations is relatively balanced
and relatively low, we can see a sharp increase for high values of Q in sector I and II.
It therefore seems that strong vortices with a stretching character and a contracting
character are the main sources for pressure fluctuation. The main events that produce
these fluctuations are believed to be the oscillation of strong vortices as well as strongly
elongated vortices that snap as they become unstable due to there length-thickness ratio.
These interpretations are as yet not supported and need further analysis. However, this
is another example for the strong potential of the characteristic decomposition as it
allows for this type of analysis.
6.5.4 Conclusions about the Role of Pressure
We have seen that although pressure is not directly influencing the overall energy dis-
tribution in this flow, it is a key quantity for the local dynamics of turbulence. Only the
stabilizing character of the pressure minima allow vortical structures to exist. Mecha-
nisms that disturb this pressure core can cause an early breakdown of existing vortical
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structures. We have seen, that the wall is attracting the pressure core and destabi-
lizes the vortices in the near-wall region. Besides the stabilizing property we found
that pressure-work feeds vortices with kinetic energy during vortex stretching, which
coincides with an increase of the strength of the structure’s pressure core. This kinetic
energy is transferred back to internal energy while and after a vortex is being destroyed.
So, even if negligible on average, the reversible transfer of kinetic and internal energy is
strongly active and of crucial importance for vortex dynamics.
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6.6 Dissipation
Dissipation is the irreversible transfer of kinetic energy into internal energy due to vis-
cous friction. In literature dissipation is often reduced to the contribution of the fluc-
tuations with respect to FAS, ε = 〈τ, S〉F − 〈τ¯ , S¯〉F . This is accurate for homogeneous,
isotropic turbulence and possibly for flows that are exposed to small mean gradients
only. However, for strong shear layers, as we find them, e.g., in turbulent boundary
layers, the contribution of the mean dissipation 〈τ¯ , S¯〉F can be locally much stronger
than the fluctuation contribution. For this reason we will discuss the total dissipation,
〈τ, S〉F = 〈τ¯ , S¯〉F + ε , in this section.
We split the dissipation into the previously discussed characteristic types (secs. 6.3,
6.4). In this way the properties with respect to dissipation of the certain structures
become clear and their contribution to the overall dissipation is discussed. The effect of
the wall on this composition of the overall dissipation is discussed as a first step. Next,
the dissipation is spatially decomposed into large scales and small scales of motion. This
decomposition is then used to discuss how large scales and small scales are coupled with
respect to their dissipation.
6.6.1 Characteristic Decomposition of Overall Dissipation
In general the discussion is split into an analysis of a relatively invariant outer region
y+ & 50 and an analysis of a varying region closer to the wall, y+ . 50. To obtain an
overview about the behaviour of dissipation, figure (6.47) summarizes what we discussed
already in section (6.2). Dissipation peaks at the wall. In the surrounding region the
large scales with respect to SFS as well as FAS dominate the dissipation over the small
scales. This dominance becomes weaker with increasing distance to the wall. In case
of FAS the dominance flips at about y+ ≈ 12 − 13 and for SFS F3 it flips at y+ ≈ 40.
Whereas the large-scale dissipation for FAS is essentially zero in the outer layer, there
is a shared contribution of large scales and small scales to dissipation in case of SFS
in the outer layer. As discussed before (sec. 6.2), the latter property depends on the
Reynolds number as well as on the filter width. The dependency of the SFS small scale
dissipation on the filter width is illustrated in figure (6.47, c).
Dissipation is discussed conditioned with the respective QR-states (sec. 6.3). The
relation between the overall mean and a conditional mean of an arbitrary quantity f
and a condition C = c in a discrete sense is given by
〈f〉 =
∑
〈f |C = c〉P (C = c). (6.13)
In other words, the unconditional mean is the sum of all possible events for the random
variable C of the product of conditional average and probability for the respective event.
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Figure 6.47: Overall dissipation as well as dissipation split into large-scale and small-
scale contributions (top and centre). Small-scale dissipation for different spatial filter
widths F1, F2 and F3 at the bottom.
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In a continuous form this will read as
〈f〉 =
∫
R
〈f |C = c〉pdfC(c)dc. (6.14)
The unconditional mean is the integral over all possible events of the random variable C
of the product of conditional average and pdf value for the respective event. For this rea-
son it is always important to have the probabilities and the pdfs in the back of your mind
when discussing conditional average with the aim of understanding the contribution of
certain states to the unconditional average. In the present case the availability of pdfs
of the QR-space (fig. 6.20) are important to interpret the following conditional averages
of dissipation conditioned with the respective QR-states (fig. 6.49). The probabilities
for the certain characteristic states are shown in figure (6.48). We use the conditional
averages in the QR-plane to obtain an overview but then reduce the information to
conditional averages conditioned with the four (or five) characteristic states only. This
allows a reduction of the amount of information and simplifies the discussion.
Reviewing the probabilities for the characteristic states (fig. 6.48) we find that the ad-
ditional state of a calm flow topology, introduced before (sec. 6.4), allows us to obtain a
relatively homogeneous distribution in the entire outer layer. The role of this additional
state in terms of dissipation is discussed in the following. More interestingly, we find a
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Figure 6.48: Probabilities of the characteristic states defined in sections (6.3) and (6.4).
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strong change of characteristic distribution in the near-wall region. Whereas state III
is decreasing gradually closer to the wall, state IV shows a sharp increase at the wall.
As discussed in the previous section, the loss of pressure balance at the wall causes a
destabilization of vortical structures which results in a strong peak of the probability
of state II in the near-wall region. How this affects the dissipation is discussed in the
following as well.
Figure (6.49) shows the dissipation conditioned with the respective QR-states. The min-
imum of dissipation is mostly around the origin of the QR-space. However, the exception
is found in the buffer layer. A second minimum is developing within y+ ≈ 5− 20 and is
located in the state of stretching vortical structures. The minimum reaches its strongest
point at y+ ≈ 13 where it develops to the global minimum for a limited range in wall-
distance. Besides this additional minimum, dissipation in general becomes stronger with
increasing distances to the origin of the QR-space. Whereas the increase is relatively
gradual towards positive values of Q, we find a much stronger change towards negative
values of Q. The lowest Q values are at the location where the thin extension of the
teardrop is developed for the joint-pdf of Q and R in higher layers. The highest val-
ues for dissipation are found for low values of Q and high values of R and therefore
exactly at the location of the teardrop’s thin extension. The conditional averages do
not change qualitatively any more above y+ ≈ 40 − 50 and therefore the plot shown
at y+ ≈ 339 reflects the qualitative distribution in the entire logarithmic layer and in
most of the outer layer. As the mentioned additional minimum already suggests, there
is a strong variation below y+ ≈ 30. In the characteristic section I the high dissipation
that is present for low values of Q in higher layers is spreading more into the interior of
the characteristic section when approaching the wall. It seems that stretching vortices
become more dissipative in the near-wall region. We find slight changes in section II,
but the variations are small compared to the remaining sections. When approaching the
wall, the thin extension of the teardrop towards high values of R and low values of Q
are lost and the peak of dissipation at this location is less pronounced and more spread
over the entire section III. In section IV we find small changes but no significant trends
are seen. All these variations are discussed in the following according to the respective
characteristic states.
Integration of the conditional averages over the respective characteristic sections al-
lows to obtain the averages of dissipation conditioned with the respective characteristic
states representing the sections. These can then be normalized by the unconditioned
dissipation for the respective location to obtain a relative dissipation per characteristic
structure. Figure (6.50, left) shows this relative dissipation for the characteristic de-
composition with and without the state of calm flow for the region above y+ ≥ 50. In
general it can be said that the relative dissipation for all structures is relatively constant
in the entire plotted region. However, in the outer region (y+ & 200) we find small vari-
ations. Comparing the two different decompositions, we find the expected effect for the
decomposition with the additional calm state. Due to a smooth flow field the relative
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Figure 6.49: Conditional averages of dissipation at 6 different wall-normal locations
conditioned with the respective QR-states.
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Figure 6.50: Dissipation in the region above y+ ≥ 50. Left: Relative, conditional
average of dissipation conditioned with the characteristic states defined in sections (6.3)
and (6.4) and normalized by the local unconditional average dissipation. Right: Relative
contribution of the characteristic states defined in sections (6.3) and (6.4) to the overall
dissipation.
dissipation in the calm region is low and it becomes obvious that the turbulent states
have a much stronger relative dissipation than the calm spots. Additionally, we find
that the pure straining states have opposite trends in the outer region for the different
decompositions. The latter is an indication that a refinement of the characteristic de-
composition could result in a constant relative dissipation per characteristic structure
in the outer region. This is a beneficial fact, that is discussed in the following. The rel-
ative contribution of the individual characteristic structures to the overall dissipation is
shown for the region above y+ ≥ 50 in figure (6.50, right). Considering the characteristic
decomposition without the calm structure type (continuous lines), the strongest contri-
bution to the dissipation in the logarithmic layer and the outer layer comes from the
pure straining structures with a flattening character (III) as well as from the stretching
vortices (I). Contracting vortices (II) have an intermediate contribution to the dissipa-
tion and the pure straining structures with elongational character (IV) contribute the
least. The latter is mainly due to the low frequency of occurrence of this structure type.
Considering the decomposition with the additional calm structure type (dashed lines),
we see that a large part of the dissipation is covered by the calm structure. Although
their relative dissipation is very low compared to the other structures, they do cover 45%
of all events and therefore have a significant contribution to the dissipation in the outer
region. In general the other contributions are therefore just scaled down compared to
the characteristic decomposition without calm state. However, an additional difference
between the two different characteristic decompositions is that the calm structure type
covers more dissipation caused by type III structures than caused by type I structures.
Therefore their importance flips. The stretching vortices without their calm states are
contributing more to the dissipation than the flattening straining structures without
their calm parts. Overall it can be stated that although the straining structures with
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Figure 6.51: Dissipation in the region below y+ ≤ 50. Left: Relative, conditional
average of dissipation conditioned with the characteristic states defined in sections (6.3)
and (6.4) and normalized by the local unconditional average dissipation. Right: Relative
contribution of the characteristic states defined in sections (6.3) and (6.4) to the overall
dissipation.
flattening character have a much stronger relative dissipation, their dominance, regard-
ing dissipation, over the vortical structures is lost simply due to the high frequency of
occurrence of vortical structures.
Figure (6.51) shows the analogue plots, as discussed for the outer regions, for the near
wall region. Already at first glance it is obvious that in this region more variation is
present. The results for the modified characteristic decomposition including the calm
state shows a strongly different behaviour than the original decomposition in the near
wall region. Already that the calm state suddenly develops to the strongest contribu-
tor to dissipation diverges from the initial idea of this additional state. The state was
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Figure 6.52: Joint probability density function of ‖Sˆ‖2 = ‖S‖2‖A¯‖2 and ‖Ωˆ‖2 =
‖Ω‖2
‖A¯‖2 at two
different wall-normal locations.
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introduced as characteristic stated that covers structures with a low velocity gradients
magnitude. If, however, the dissipation, and therefore the gradients, of this state be-
comes strong, that indicates that the definition failed at this point. As mentioned in the
previous section the modified characteristic decomposition needs adjustment especially
for the use in the near-wall region. In these plots the modified decomposition is plotted
for completeness but the discussion focusses on the characteristic decomposition without
additional calm state. As the conditional averages in the QR-space (fig. 6.49) already
suggested, the relative dissipation of the contracting vortical structures stays relatively
constant, i.e. this structure type does not change its dissipative property in the near-wall
region. Although showing slight changes the same could be argued for the pure straining
structures with elongational character. The variations in this dataset could be caused by
the relatively small number of samples (depending on the probabilities shown in figure
(6.48)) compared to the remaining structure types. However, this has to be investigated
when refining the characteristic decomposition. On the other hand, the stretching vor-
tical structures increase their relative dissipation whereas the pure straining structures
with flattening character decrease their relative dissipation. In other words, stretching
vortices become as dissipative as the strongest dissipative structure in the decomposi-
tion. Together with what we have seen in the previous section (6.4), we understand this
as an effect of the alignment of the vortices with the wall together with the much denser
packing. This leads to higher straining in the vortical structure and therefore stronger
dissipation. To show this from a different perspective figure (6.52) shows the change
of the coupling of vorticity from higher regions to the near-wall region. Whereas the
coupling of both is fairly loose in the outer layer they are almost fully correlated for high
magnitudes in the near-wall region. This means that with high vorticity it comes with
high strain - and therefore high relative dissipation. One could argue that this should
affect all vortical structures at the same time. However, we discussed in the previous
sections that the contracting vortical structures break up due to their pressure cores
being affected by the wall. This leads to a lift up of these structures which takes them
quickly out of the regions of strong correlation of strain and vorticity. Unlike the slight
variations we see for the relative dissipations of the different structures, the contribution
of the respective structures to the overall dissipation (fig. 6.51, right) is varying much
more strongly. The increase of relative dissipation of stretching vortical structures is
barely affecting the contribution of these structures to the overall dissipation. On the
other hand the effect of the decreased relative dissipation for pure straining flattening
structures is even amplified. Further, we see a sharp increase of the contribution of
structure type IV at the wall whereas its relative dissipation remains relatively con-
stant. Similarly the contracting vortical structures have a peak in their contribution
to the dissipation in the near-wall region. All of this is a clear effect of the change of
characteristic distribution (fig. 6.48) that weights the relative dissipation for the contri-
bution to the overall dissipation.
With this all the previously discussed phenomena (secs. 6.3, 6.4 and 6.5) contributes to
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an understanding of the composition of the dissipation. The elongated purely straining
footprints of vortical structures at the wall cause an increased probability of structure
type IV, which results in an increase of the dissipation contribution of these structures.
This does not happen by changing the properties of this characteristic structure type,
but much rather by increasing its frequency of occurrence. In general we find densely
packed vortical structures in the near-wall region. Together with the wall affecting the
pressure-cores of vortical structures causing an increase of contracting vortical structures
we find the vortical structures dominating the near-wall dissipation. We see that the
main influence on the composition of dissipation comes from the characteristic distri-
bution of turbulent structures. However, the variation of the relative dissipation of the
respective structures is not completely negligible as it is not a universal feature in this
characteristic decomposition. On the other hand, the relative dissipation is close enough
to being constant to justify further investigations to find a characteristic distribution
with a potentially universal relative dissipation per structure type. For the understand-
ing and modelling of dissipation and turbulence in general, this would be a great step
as the dissipation would be solely governed by the respective distribution for the new
characteristic distribution (analogue to figure 6.48). However, this has to be postponed
to future work.
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Figure 6.53: Conditional average of large-scale dissipation (left) and small-scale dis-
sipation (right) with respect to SFS F3 (∆+ ≈ 30) conditioned with the respective
QR-states. The data is taken at y+ ≈ 34 and therefore qualitatively representative for
the logarithmic layer as well as most of the outer layer.
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6.6.2 Characteristic Decomposition of Large-Scale vs. Small-Scale Dis-
sipation
This section focuses on the scales split up by the spatial filter with a filter width of
∆+ ≈ 30 (F3). The dissipation for the respective large scales is compared to the dis-
sipation caused by the small scales. Figure (6.53) shows the dissipation of the large
scales and small scales, respectively, conditioned with the QR-states. The location for
this results is at about y+ ≈ 34 and is a qualitative representation of all plots further
away from the wall. Just like for the overall dissipation we do not find obvious qualita-
tive changes in the logarithmic layer and in the outer layer. Integrating to the relative
contribution of the respective characteristic structures (fig. 6.54), we see that the be-
haviour of the large scale dissipation agrees in general with the observations that we
made about the overall dissipation in the previous section. However, on a closer look we
find that the dissipation ratio of rotational structures versus pure straining structures is
a bit shifted with the effect that the large scale rotational structures are less dissipative,
relative to the pure straining structures, than the unfiltered rotational structures. This
shift becomes more obvious within the small scales. Consequently small scale rotational
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Figure 6.54: Large-scale and small-scale dissipation in the region above y+ ≥ 50. Left:
Relative, conditional average of dissipation conditioned with the characteristic states
defined in sections (6.3) and normalized by the local unconditional average dissipation.
Right: Relative contribution of the characteristic states defined in sections (6.3) to the
large-scale and small-scale dissipation, respectively.
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Figure 6.55: Conditional averages of large-scale dissipation (left) and small-scale dissi-
pation (right) with respect to SFS F3 (∆+ ≈ 30) conditioned with the respective QR-
states. The data is taken at three different locations to describe the near-wall behaviour
of dissipation.
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structures become more dissipative than the overall rotational structures relative to the
pure straining structures. Besides the shift, the small scales follow the same trends as
the large scales in terms of dissipation. In principal this would mean that turbulence
models for the small scales need to capture the scaling of large scale dissipation versus
small scale dissipation only. The distribution of dissipation is given already by the large
scale dissipation. However, the Reynolds number in this flow is most likely too low for a
general conclusion. A comparison to higher Reynolds number flows is needed to discuss
this further. For now we state these results as pure observations.
The near-wall behaviour of dissipation is shown in figure (6.55). Here as well the large
scale results are widely agreeing with what was discussed in the previous section about
the conditioned unfiltered dissipation (fig. 6.49). Whereas the small scale dissipation
shows similarities to the large scales, conditioned with the QR-states, in the higher
regions, this changes in the near-wall region. The development of a second minimum
within the more turbulent stretching vortices, as we find in the unfiltered case (fig. 6.49)
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Figure 6.56: Large-scale and small-scale dissipation in the region below y+ ≤ 50. Left:
Relative, conditional average of dissipation conditioned with the characteristic states
defined in sections (6.3) and normalized by the local unconditional average dissipation.
Right: Relative contribution of the characteristic states defined in sections (6.3) to the
large-scale and small-scale dissipation, respectively.
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as well as for the large scales only, is not present for the small scales. In the direct prox-
imity to the wall, the stretching vortices even develop a relative dissipation as strong as
the pure straining flattening structures.
Again, integration over the respective characteristic sections leads to the relative dis-
sipation and the relative dissipation contribution per characteristic structure type (fig.
6.56). As for the outer regions a general agreement of the large scale behaviour of dis-
sipation with the overall behaviour can be confirmed. The only difference is the shift of
rotational structures versus pure straining structures that is present in large scales and
in the opposite way for the small scales. The small scales show significant deviations
from the behaviour that is described by the large scales. Due to missing comparison it
is not possible to interpret these results at this stage and as for the outer layer they are
treated as pure observations. As part of the future work Reynolds number studies as
well as comparison of different filter kernels are planned.
6.6.3 Conclusions about the Dissipation of Kinetic Energy
We have seen that a characteristic decomposition allows to obtain relative dissipations
per characteristic turbulent structure, that are nearly invariant to variation of the dis-
tance to the wall. Therefore the relative dissipation is well described by the frequency
of occurrence of the respective characteristic structures. This is a property which finds
favour in turbulence modelling as well as in a further analysis of the physics of turbulent
structures. However, a refinement of the characteristic decomposition of turbulence is
needed.
It has also become clear that in the outer layer, and therefore unaffected by the di-
rect influence of the wall, pure straining structures with flattening character as well as
stretching vortices are the dominant dissipators of kinetic energy. Whereas the vortical
structures gain importance for the small scale dissipation the balance in the large scale
dissipation is almost unchanged compared to the overall dissipation in the outer region.
In the near-wall region the effects discussed in previous sections become important. The
streamwise elongated, purely straining feet of rotational structures at the wall cause an
increase of the probability of structure type IV which directly results in an increase of
dissipation caused by these structures. Similarly, the destabilizing effect that the wall
has on vortical structures, due to attraction of their pressure-core, results in a peak of
the frequency of occurrence of structure type II in the near-wall region. This is another
mechanism that contributes to the increased dissipation close to the wall. The last dis-
cussed cause of dissipation increase was the more densely packed streamwise elongated
rotational structures. The denser packing and the interaction with the wall causes a
much stronger linear coupling between rotation rate and strain rate. This results in an
increase of dissipation contribution from vortical structures which in general can be seen
in the near-wall region.
For the comparison of small scales and large scales no conclusions can be made at this
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stage. We have seen indications that there might be a link between large scale dissi-
pation and small scale dissipation, but with the available data and analysis we cannot
state any further conclusions about the physical mechanisms responsible. A Reynolds
number comparison and, especially for the near-wall region, a comparison of different
filter kernels will help to understand the underlying physics better and interpret the
results accordingly.
As mentioned a few times, the characteristic decomposition is very helpful, however,
not ideal to decompose the structure type and reveal invariant features. The presented
results provide a good basis to start developing better and more universal characteris-
tic decompositions. This has to come along with an understanding of how boundary
conditions are influencing the respective characteristic decomposition. Although not
complete, this section has shown the capabilities of such a decomposition.
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6.7 Production
The properties of a turbulent flow discussed in the previous sections are all based on
the fact that turbulence is present in the flow. In the dissipation section we studied
the destruction of turbulence. In this section we take a closer look at the origin of
turbulence. More precisely we discuss the turbulence production term. However, the
term turbulence production might be misleading as it does not necessarily describe the
creation of turbulence. To be exact, turbulence production 〈σ, S¯〉F simply describes a
part of the cascading process that was described in the introduction (sec. 1.2.1). When
we derived the filtered equations (sec. 2.2.2) the role of the origin of the production
term as representative for the cascading process became clear. The flow was split into
large scales and small scales of motion and equations to govern the respective energies
were derived. The energy cascade that, on average, transfers energy from the energy
containing range towards smaller and smaller scales down to the dissipation range is
therefore interrupted at some point. One part of the cascade is covered by the equation
governing the large scales and another part is covered by the equation governing the
small scales. The connecting piece that couples large scales to small scales and assembles
the separated pieces to the global cascade is the turbulent production. Consequently
this production exposes the energy cascade, that is usually covered in the non-linear
transport term, at a particular location that is defined by the respective filter operator.
This exposed part of the cascade is studied in the following.
To understand which part of the cascade is revealed by the filter operator, the scale
decomposition and the turbulent production of the respective processing are shown in
figure (6.57). The top two plots show data for the Favre average based splitting (FAS).
The FAS method splits the turbulent flow into a temporal mean flow with a Strouhal
number of St = 0 which represents the large scales and the fluctuations around this
mean which represents the small scales. In the upper most plot we show the pre-
multiplied energy spectrum StE11 over Strouhal number. The area (grey) underneath
the spectrum represents the streamwise component of the small scale kinetic energy. The
transfer of kinetic energy between the mean flow and the fluctuations is then covered by
the turbulent production with respect to FAS (fig. 6.57, b). As discussed before (sec.
6.2) the transfer of kinetic energy from the mean flow to the fluctuations around it peaks
at around y+ ≈ 10, drops quickly towards the wall and gradually towards the freestream.
At the wall the turbulent production is zero, but everywhere else we find a non-zero net
transfer of kinetic energy from the kinetic energy of the mean flow to kinetic energy of
the fluctuations. The bottom two plots in figure (6.57) show the analogue mechanism
for the spatial filter based splitting (SFS). The energy spectrum (c) is shown for the pre-
multiplied spanwise component of the kinetic energy κ3E33 over spanwise wavenumber
κ3. The plot shows both, the unfiltered spectrum as well as the spectrum of the data
filtered with the largest filter (F3). The large scales’ share of the spanwise component
of kinetic energy is shown in red. The difference between the overall kinetic energy the
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Figure 6.57: Overview over the respective energy distributions and the turbulence pro-
ductions.
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large scale part is the small scales’ share of the overall energy (grey). The turbulent
production with respect to SFS reveals the part of the energy cascade that handles the
transfer of kinetic energy between the red and grey area. The plot at the bottom shows
this transfer averaged in time. This, as well, was discussed extensively with the complete
budget for the total energy (sec. 6.2). Like the production in case of FAS the net transfer
of kinetic energy is always from large scales to small scales of motion. Further, a distinct
peak of production can be found between y+ ≈ 25 − 30. This peak decays quickly to
zero when moving towards the wall and decays slowly towards the freestream. The rate
of how fast the production drops towards the freestream strongly depends on the filter
width and is more gradual for larger filter width than for smaller ones. In the following
we discuss how these net transfers are composed.
6.7.1 Turbulence Production of the Mean-Flow
To analyse which characteristic structure types are taking what roles in the production
process we condition the production with the QR-states. In case of FAS this analysis
needs to be explained with care. As used in RANS, the energy equations based on Farve
average splitting describe the mean and the averaged (!) coupling with the fluctuations
around this mean. This implies that for the turbulence production 〈σ, S¯〉F only the
coupling of the mean quantities σ and S¯ are important. In principle the instantaneous
behaviour of the analogue of the production is not of direct importance. However, the
instantaneous quantities allow to see how the actual mean production is composed.
Therefore we define an instantaneous analogue of the Favre stress
σ∗ := −(ρ~u⊗ ~u− ρ¯~˜u⊗ ~˜u). (6.15)
The Reynolds average of this modified Favre stress is simply the classical Favre stress
σ = σ∗. (6.16)
The same holds for the instantaneous analogue of the production and the classical tur-
bulence production based on FAS
〈σ, S¯〉F = 〈σ∗, S¯〉F . (6.17)
This allows to study the instantaneous production events 〈σ∗, S¯〉F that compose to
the actual production term 〈σ, S¯〉F . It should be mentioned at this stage that the
results about 〈σ∗, S¯〉F will appear counter-intuitive. This terms is does not have a
direct physical meaning. However, is is applied to explain e.g. the mixing length theory
(see Wilcox, 1998). This section will reveal that the interpretation has to be taken
with care. Figure (6.58) shows this modified production conditionally averaged with the
respective QR-states as conditions. With the previous definition we then obtain the link
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Figure 6.58: Conditional averages of the modified turbulence production based on FAS
at six different wall-normal locations conditioned with the respective QR-states.
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between the conditional averages of the modified production and the actual production
〈σ, S¯〉F =
∫∫
R2
〈〈σ∗, S¯〉F |Qˆ = x2, Rˆ = x1〉pdf[Q,R](x2, x1) d~x, (6.18)
where pdf[Q,R](x2, x1) is the joint-pdf of Q and R. Having this in the back of our mind,
we can interpret the shown conditional average as a description of how the turbulence
production in case of FAS is actually composed. The conditional average at y+ ≈ 339
(a) shows an unexpected behaviour for the turbulence production in the outer layer.
Whereas we know that the net transfer is from kinetic energy of the mean towards the
fluctuations, the plot shows this transfer is strongly active in calm regions of the flow, i.e.
around the origin of the QR-space. But contrasting this, a reverse transfer is active for
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Figure 6.59: Conditional average of the turbulence production based on FAS conditioned
with the respective characteristic states defined in sections (6.3) (continuous lines) and
(6.4) (dashed lines).
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the turbulent states further away from the origin of the QR-space. This is an effect that
is present from the outer layer until far into the buffer layer but vanishes below y+ ≈ 20.
In general the plots of the production show a great similarity with what we have seen
for the stream-wise velocity component (fig. 6.24) and (fig. 6.35) which indicates that
the strong variation of the production is related to the two different states (calm versus
turbulent) in the boundary layer, as discussed in section (6.4).
Figure (6.59, a) shows the conditional averages of the modified production integrated
over the respective states. Summing up the production of the states weighted with
the respective ratios (fig. 6.48) leads to the overall classical view of production (black
line). In this plot we want to focus on the characteristic states including the calm
state (dashed lines). The characteristic states without calm state (continuous lines) are
plotted for completeness as they become more important in the near-wall region. In
this plot for the outer region it becomes clear that the actual production in the outer
region is a super position of two different events (calm and turbulent) but itself could be
described as unphysical mean under reference to the characteristic decomposition. Just
like in the initial example of the circular movement of an object and its mean location
that is no physical state of the object itself (fig. 6.15), here none of the characteristic
structures has a production that is close to the overall production. The distribution
of production is fairly clear in the outer region. In the near-wall region the behaviour
changes (fig. 6.59, b) and as in most of the previous discussions it is unclear how far the
additional calm characteristic state is valid when approaching the wall. However, the
remaining characteristic states have similar trends for both decompositions which make
the interpretation easier. The most important observations are that all states develop a
positive production when approaching the wall. Further, the pure straining structures
become the relatively strongest producers of kinetic energy of the fluctuations. Looking
at the characteristic decomposition without the calm state (continuous lines) we find
that the pure straining structures (III and IV) develop a stronger increase of relative
production than the rotational structures (I and II) when approaching the wall below
y+ ≈ 40. The peak for the pure straining structures with elongating character (IV)
is at about y+ ≈ 17, whereas the other structures have a peak of production between
y+ ≈ 7 − 13. The largest amplitude is seen for the pure straining structures with
flattening character (III).
The interpretation of these results is supported by the schematic description in figure
(6.60). It shows the turbulent clusters that were discussed in section (6.4), rising from
the wall and forming the turbulent low-speed regions (yellow) surrounded by the calm
high-speed region. The vectors ~˜uc and ~˜ut indicate the conditional mean velocity vectors
conditioned for the calm high-speed regions and the lifting low-speed clusters. Whereas
the lifting turbulent clusters have a positive wall-normal velocity component on average,
the calm high-speed regions entraining into the boundary layer have a negative wall-
normal component on average. According to their ratio of frequency of occurrences which
is 0.45 : 0.55, for calm versus turbulent, these two conditional mean velocity vectors
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Figure 6.60: Schematic description of the composition of the mean flow as well as the
turbulence production in the TBL. Slow, turbulent spots rising from the wall (grey) are
shown in yellow. For reference see section (6.4). The illustration shows a cross section
looking in the span-wise direction.
contribute to the overall mean velocity vector ~˜u. At this stage it becomes obvious that
the overall mean is just a superposition of different states as already discussed in section
(6.4). Similarly we can argue for the production. To simplify the whole mechanism we
want to focus on the significant quantities and neglect quantities with little impact only.
Due to the statistically homogeneous span-wise direction the mean strain rate tensor in
this flow has the form
S¯ =

∂u˜
∂x
1
2
(
∂u˜
∂y +
∂v˜
∂x
)
0
1
2
(
∂u˜
∂y +
∂v˜
∂x
)
∂v˜
∂y 0
0 0 0
 . (6.19)
The wall-normal direction in this flow has the most significant variation in the mean
quantities, the changes in stream-wise direction are comparably small for most of the
boundary layer. Therefore, as a first simplification, we neglect all stream-wise deriva-
tives of mean quantities: ∂u˜∂x =
∂v˜
∂x = 0. The second and last assumption is that the
compressibility effects are small compared to the changes in wall-normal direction which
means that we set the trace of the strain rate tensor to zero: ∂v˜∂y = −∂u˜∂x = 0. These
assumptions simplify the production to
〈σ∗, S¯〉F = σ∗12
∂u˜
∂y
. (6.20)
If we now look into a calm high-speed region we find the stream-wise velocity higher
than its mean value and additionally we find a negative wall-normal velocity component.
This leads to a relatively strong negative shear uv < 0 and further to a positive Favre
shear stress component σ12,c ∗ 2 > 0 conditioned for the calm high-speed regions. The
wall-normal gradient of the stream-wise mean velocity component is positive ∂u˜∂y > 0 and
therefore production is positive and seemingly transfers kinetic energy from the mean
to the fluctuations. On the other hand, the conditioned mean flow in the turbulent
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low-speed regions is directed away from the wall and much slower than the overall mean
flow. This leads to a positive shear uv > 0 and further to a negative Favre shear stress
component σ212,t < 0 conditioned for the turbulent low-speed regions. Putting the pieces
together brings us to a negative production and an apparent transfer of kinetic energy
from the turbulent fluctuations to the mean flow.
As a summary we find a forward cascade, i.e. kinetic energy from large scales to small
scales, in the calm high-speed regions and a backward cascade, i.e. kinetic energy from
the small scales to the large scales, in the turbulent low speed regions. This agrees with
what the results show in figure (6.59, a). However, the fact that a calm flow region is
supposed to produce all of the turbulent kinetic energy in the outer layer, whereas the
turbulent regions destroy the turbulent kinetic energy and feeds it back to the mean flow
does not sound physically conclusive. Intuitively we would have expected the opposite.
The analysis we carried out here reveals a significant fact about the interpretation of
physical mechanisms in the sense of FAS. The flow provides two physical states, the fast
calm regions and the slow turbulent regions, that behave in different ways. FAS describes
the turbulence σ with both states superimposed and couples this superposition to the
mean strain rate tensor to obtain a production of small scale kinetic energy. However, if
we compare the single physical states rather than their superposition to the mean strain
rate tensor, we create a potentially too strong forward cascade in the calm regions and a
pseudo backward cascade in the turbulent regions that do not necessarily have a physical
meaning.
The same holds in the near-wall region. For example, here the calm high-speed spots
develop a strong strain field at the wall. As we have seen before (fig. 6.35), the high-
speed fluid u˜ < u presses against the wall (v < 0). This happens in form of pure
straining structures with flattening character and results in a very high production for
these structures (fig. 6.59, b).
However, due to the missing physical interprestation we will not further discuss these
results. Nevertheless, the presented results are of importance to understand the meaning
of a potentially unphysical mean. One has to be aware that a mean does not necessarily
represent a single physical state, but a superposition of several states. On the other
hand, this is not an issue as long as we are aware of the consequences. Considering
for instance the Reynolds average Navier-Stokes (RANS) equation, which are based on
FAS. That means RANS as well does not distinguish between the calm high-speed region
and the turbulent low-speed regions - it just knows about the mean flow which is the
superposition of both states. If we now want to model knowledge that we gained about
the physics of turbulence, then these physics have to be translated so that they fit into
the superimposed world of RANS. That means, for example, that a region of the flow
where the fluid behaves almost laminarly, as for the calm characteristic regions, can
indeed be a strong producer of turbulent kinetic energy - although it does not make
physical sense.
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Figure 6.61: Conditional averages of the turbulence production based on SFS at 2
different wall-normal locations and for two different filters (F1 and F3) conditioned with
the respective QR-states.
6.7.2 Turbulence Production of the Large Spatial Scales
In case of splitting the flow into large scales and small scales based on spatial filtering,
the results are marginally different to the previously discussed case of FAS. Further, in
case of SFS the turbulence production is defined purely via spatial operations. This
means that we do not have to study a modified production as in the previous section,
and the production term can be studied directly. Figure (6.61) shows the conditional
averages of the production in the outer region for two different filter operators, condi-
tioned with the respective QR-states. The plots show that the two different filters as
well as the two different locations do not have significant qualitative differences. That
supports the idea that the characteristic composition of the turbulence production is
not changing significantly for the different filters and different locations in the outer
region. The strongest production is found in the tail of the teardrop, the region where
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Figure 6.62: Conditional averages of the turbulence production based on SFS F3 con-
ditioned with the respective characteristic states defined in sections (6.3) (continuous
lines) and (6.4) (dashed lines).
structures change their character from type II to type III. That means, where contract-
ing rotational structures develop to pure straining structures with flattening character.
Towards the pure straining structures with elongating character the production decrease
but increases again when we move towards stretching vortices. However, when the vor-
tices become more unstable and move towards the contracting vortical structures, their
production decreases steadily. It decreases so much, that for a wide range of QR-states
of characteristic type II we find a slightly negative production. This indeed reveals a
backwards cascading process within the characteristic structure type of contracting vor-
tices.
Figure (6.62) shows the results of SFS F3 in the outer region, integrated over the re-
spective regions of the characteristic states with and without the calm state. The pure
straining structures with flattening character have by far the strongest production and
their dominance is even stronger when we consider the characteristic decomposition in-
cluding the calm state - as suggested for the outer region. The calm state itself has
the lowest production throughout. Unlike for the results of the FAS, this behaviour is
what we would expect from a flow region that is calm and without strong gradients.
Although, they cover the backscatter in the backward cascade, the contracting vortices
still have a positive net production due to the strong positive production in the tail of
the teardrop. The pure straining structures with elongating character and the stretching
vortices show a similar behaviour and form the intermediate structures with respect to
turbulence production in case of SFS in the outer region.
The behaviour of production for the near-wall region is shown in figure (6.63). At
y+ ≈ 24 the distribution looks similar to the outer regions. When we move closer to the
wall we can see that initially the backscatter region inflates. By the end of the buffer
layer at y+ ≈ 6.7 it spreads far into the region of stretching vortices. However, in the
viscous sublayer it reduces again to contracting vortices only. In conjunction with that,
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Figure 6.63: Conditional averages of the turbulence production based on SFS F3 (∆ ≈
30) at six different wall-normal locations conditioned with the respective QR-states.
the relative production of the stretching vortices decreases and the relative production
for the pure straining structures increases. If the maximum of production was confined
in the tail of the teardrop it spreads towards lower values of R when approaching the
wall.
Figure (6.64) shows the production for the near-wall region integrated over the respec-
tive states of the characteristic structure types. We plotted the results for characteristic
decomposition including and excluding the calm state for completeness. However, we
reduce the discussion to the characteristic decomposition without the calm state due
to the possible misinterpretation of the calm state in the near-wall region as mentioned
in previous sections. As the results in figure (6.63) already indicated the outer region
dominance of the pure straining structures is amplified closer to the wall. Structure type
III remains the relatively strongest producer of small scale kinetic energy, but structure
type IV becomes significantly stronger than the stretching vortices below y+ ≈ 40. Ad-
ditionally, the rotational structures show a significant drop of their production rate in
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Figure 6.64: Conditional averages of the turbulence production based on SFS F3 con-
ditioned with the respective characteristic states defined in sections (6.3) (continuous
lines) and (6.4) (dashed lines).
the near-wall region. Due to the high frequency of occurrence of these structures, this
drop causes a flattening of the overall production between y+ ≈ 8 − 12 and with that
a shift of the production peak to the higher regions of the buffer layer. The drop of
the production in the rotational structures is mainly caused by the spreading of the
backscatter region that we mentioned before (fig. 6.63).
There are many things yet unclear about the production mechanism, but we can dis-
cuss the backwards cascade further. Due to its location in the characteristic region of
contracting vortices we can give a suggestion about how this backscatter mechanism
might work (fig. 6.65). Vortices during vortex stretching have a positive intermediate
strain in the direction of their axis (sec. 4) which causes the vortices to elongate. This
is during the phase in which the vortices can be classified by characteristic structure
Figure 6.65: Schematic description of the backscatter mechanism: Vortex tube (black) is
stretching under tension in the direction of the rotation axis. Tube breaks up. Pressure
minimum in vortex core contracts split ends in the axial direction and the vortex forms
a bulky shape. Straining forces are marked by yellow arrows and pressure forces are
marked by blue arrows.
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type I. The vortices will pass a threshold where the stretching process becomes unsta-
ble and they will break up locally. The parts of the vortices that break up will be a
characteristic type II at this time as this covers unstable/contracting vortices. Once
the vortices are split at one location whereas the remaining vortex tubes still exist, the
actual backscatter mechanism is active. The vortex cores of the remaining vortices still
hold a pressure minimum and attract the fluid at the ends of the vortices that formed
due to the breakup. This causes a local increase of diameter of the, still rotating, vortices
and therefore a shift of the kinetic energy to a larger scale than for the previously thin
vortex. This theory can holds for the outer region, but the cause for the spreading of
the backscatter region at the wall remains unclear. The explained scenario, for now, is
just a hypothesis that needs to be confirmed. This can be done by a non-local analysis
that relates structure shapes to the characteristic decomposition.
6.7.3 Conclusions about Turbulence Production and the Cascading
Process of Kinetic Energy
In this section we discussed the origin of turbulence in this turbulent boundary layer flow
from two perspectives. In case of FAS it appeared that the calm high-speed flow regions
in the boundary layer represent a strong forward cascade that transfers energy from
the mean flow to the fluctuations whereas the turbulent low-speed regions represent
a backwards cascade that transfers kinetic energy from the fluctuations to the mean
flow. However, it turned out that this is a misinterpretation of the results and what
we ultimately could show were a too strong forward cascade and a pseudo backward
cascade. Due to the fact that the mean of a quantity in general can be a superposition
of various physical states but not necessarily representing a single physical state by itself,
the analysis carried out has to be studied with care. In the present case we compared
a characteristic decomposition of the fluctuations’ physical states of turbulence to the
non-physically (approximately) unidirectional mean strain. This led to an alignment
of these quantities - and further, to a production - that does not describe a physical
state. This means that intuitive interpretations might be misleading. As turbulence
models for e.g. RANS are based on FAS, we emphasized that it is important to carry
out an unphysical-mean-aware-modelling of the physics that we know. This means that
we need to interpret the physics in the way that they are understood by the mean flow
field. This might then lead to the fact that a calm flow region with small gradients is
actually a very strong producer of turbulent kinetic energy simply due to the fact that
it is a high-speed region.
In case of SFS we revealed a transfer of kinetic energy from large scales, to small scales
mainly for pure straining structures and part of the vortical stretching structures. On
the other hand, we identified a backscatter mechanism that transfers kinetic energy
from small scales to large scales within the contracting vortical structures. There are
possibly two types of forward scale transfer (energy from large scales to small scales).
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One would be the self-transfer, which is found for elongating pure straining structures
and during vortex stretching. It is caused by the thinning of structures and does not need
interaction of different structures. This is the weaker of both transfer mechanisms. The
stronger mechanism is located in the pure straining structures with flattening character
and reaches slightly into the QR-region of the contracting vortical structures. This could
be a mechanism that causes new, smaller structures being created in the surrounding
shear-layer of larger structures. When approaching the wall this mechanism becomes
stronger which supports that in the strong, large shear-layer of the near-wall region the
production of turbulence is very active. The backscatter mechanism mainly settled in
the QR-region of contracting vortical structures was described as a result of vortical
structures breaking up and partially increasing their diameter. Therefore it would be a
self-transfer and does not involve an interaction between different structures. However,
this is as of yet just a hypothesis and needs confirmation with an adapted analysis that
relates structure shapes to the characteristic decomposition that we used extensively in
this work.
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6.8 Conclusions
This chapter is a comprehensive overview and characterisation of the mechanisms that
drive turbulence in a fully turbulent flat-plate boundary layer without mean pressure
gradient. The global and energetic processes are exposed and discussed as well as some
of the relevant couplings that direct the existence and development of certain turbulent
structures. The role of the wall was emphasized and the discussion was kept general
enough to possibly transfer the theories to general wall-bounded turbulent flows and
potentially even further. The detailed analysis was carried out by splitting the flow
field into large scales and small scales defined by respective filter operators. In order to
interpret the results accurately a set of four different filter operators was applied. The
only temporal filter in the set was the Reynolds operator that allowed a splitting into
large scales and small scales based on the Favre average decomposition (Favre averaged
based splitting, FAS). This way of splitting the flow field is identical to what is applied
in the Reynolds averages Navier-Stokes (RANS) equations. Therefore results risen from
this splitting method can help to improve turbulence models that are used to close the
RANS equations. The remaining three filter operators are purely spatial filter with a
Gaussian kernel function. The only parameter that has varied for the filters was the
filter width. This was varied in the range from slightly larger than the viscous sublayer
(VSL) height up to half the buffer layer height. These filter operators allow a splitting
based on the Favre filtered values (spatial filter based splitting, SFS) that are used to
decompose the flow field according to structure sizes. This way of splitting the flow
field is identical to what is applied in Large-Eddy simulations (LES). The comparison of
different filter widths allows conclusions e.g. about how much of the large-scale energy
is actually governed by the small-scales of a certain size. Additional to the splitting of
the flow field with a spatial or temporal filter operator, a characteristic decomposition
was applied on the flow field. This allows to decompose a flow field into distinct struc-
ture types with certain characteristics. The aim behind that is to find an appropriate
decomposition that defines structures with features that are invariant in the flow. Such
universal features provide backbones for solid theory of turbulence and help to improve
turbulence models.
One aspect of the flow that was discussed in detail are the processes that create the
particular energy distibution in the turbulent boundary layer flow. For the first time
this energy distribution was discussed in such a complete form for turbulent boundary
layers. Mechanisms like e.g. mean transport and diffusion were classified according
to their properties with respect to energy redistribution in the flow. To quantify the
impact of turbulence itself on the global boundary layer the ratio of the contribution
of large scales and the contribution of small scale on the overall redistribution process
was worked out. It became clear that for FAS the contributions of turbulence to the
distribution of the energy of the mean flow is about 50%. On the other hand, for SFS
the contributions of the small-scales to the energy distribution process of the large scale
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energy varied between 6% and 21% for the applied filter operators. At the same time
these numbers reflect how high the direct influences of the turbulence models are on the
resolved energy in case of RANS and LES, respectively. As expected the direct impact
of a turbulence model on the mean flow is much higher for RANS simulations than, even
for very coarse, LESs in this particular flow.
Within the different possibilties that turbulence is interacting with the energy distribu-
tion on average the mechanism described as turbulent mixing is by far the strongest. This
mechanism is active from the upper end of the turbulent boundary down until within
the buffer layer region and is mainly a spatial large scale feature. For the largest spatial
filter width we found a recognizable contribution of the spatial small-scales of motion
to the mixing, but this is believed to be a local interaction, whereas the main mixing
process is a global event. Turbulent fluid from the near-wall region is bursting out into
higher and more calm flow regions. The rising fluid is moving downstream considerably
slower than the fluid at the higher layer. Additionally, turbulent structures from the
near-wall region are lifted with the fluid so that low-speed clusters of turbulent struc-
tures are formed. Inbetween these clusters calm, high-speed fluid from the freestream
is entrained into the boundary layer and forms calm, high-speed regions inbetween the
turbulent spots. The low-speed clusters and high-speed regions define two states of the
boundary layer flow at regions, more or less, above the buffer layer. The characteristics
of these large-scale structures are widely agreeing with literature about low-speed streaks
and a high-speed streaks. The fact that they are two fairly distinct states contributes
strongly to the intermittent character of the turbulent boundary layer flow. Although,
a clean split between both states has not yet been defined, an accepatable preliminary
definitions has been developed and applied in this chapter.
The internal energy is affected by this mixing process as well. In the present turbu-
lent boundary layer, the wall temperature was chosen to be isothermal at the adiabatic
temperature of the freestream. This means that the wall is slightly hotter than the
freestream and the negative mean temperature gradient from the wall to the freestream,
that occurse due the friction heat produced by the high dissipation at the wall, is pro-
moted. Therefore the turbulent mixing acts in the opposite way on internal energy than
it does on the kinetic energy. Hot spots are rising from the wall and bursting into the
colder fluid at higher layers. Vice versa cold fluid from the freestream entrains into the
warm boundary layer flow.
The wall affects the flow in several diffenent ways. The most obvious ones, that are
even present in laminar boundary layers, are that the wall creates a shear layer and
potentially a temperature gradient. The temperature gradient in the present case is
small enough to have insignificantly small impact on the dynamics of turbulence. The
strong shear layer, on the other hand, is the root of the turbulent flow. It drives the
strong turbulent production as well as the high dissipation rate in the near-wall region.
Further, we have shown that the wall destabilizes vortical structures by interacting with
the pressure minimum that develops within a vortex core and balances the centrifugal
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forces of the fluid particles in the vortex. The wall attracts this pressure miniumum
and pulls it out of the vortex’ core. The resulting misbalance of forces is believed to
destabilize the vortical motion at the wall-side which causes that they bend and lift
towards the far side with respect to the wall. The vortices do not break-up completely
and the remaining stable part is lifting and slowing down the fluid at higher locations.
This mechanism is similar to the one creating hairpin vortices and is believed to be the
trigger for the outbursts of slow turbulent fluid into the higher layers that drive the
energetic turbulent mixing.
Whereas in the higher layers we find arbitrary aligned structures, in the near-wall region
the rotational structures align their axis with the streamwise direction parallel to the
wall. Moreover, the structures are packed very densely in the near-wall region which
causes a strong interaction of their surrounding strain field. This and the interaction
with the wall itself reflects in a strong coupling of strain rate magnitude and rotation
rate magnitude in the near-wall region. This explains the increase of relative dissipation
of the stretching vortices close to the wall. Together with the destabalizing effect the
wall has on vortices this causes an increase of dissipation for rotational structures which
contributes strongly to the high turbulent dissipation at the wall. This is contrasting
the conclusion about dissipation in the higher regions. There the strongest relative dis-
sipaters are pure straining structures with flattening character.
The turbulent scale transfer was discussed through the turbulent production which is
in the end nothing else but an exposed part of the full cascading process. Which part
of the cascade is actually exposed is defined by the respective filter operator. On one
hand, we have seen a pseudo backwards cascade and too strong forward cascade in case
of FAS. This was found to be a misinterpretation of the analysis process. However, this
revealed interpretation issues that might rise when physical mechanisms are supposed
to be modeled according to their mean contributions. On the other hand, a physical
split of the cascading process in a forward part and a backwards part was found by
applying SFS. The analysis revealed two types types of a forward cascading process.
The self-transfer, which is achieve via vortex stretching by single turbulent structures
without much influence of other structures or boundary conditions. This is accompanied
by an interaction process in which structures transfer energy through their shear-layers
to other structures. These forward processes are contrasted by a backscatter process
that acts within the unstable/contracting vortical structures. The clear presence of the
backscatter mechanism was shown, but its cause cannot be proven. It is believed to be
caused by the thickening of vortical structures after the broke up.
Additional to the stabilizing property of pressure, that was discussed before, we found a
second, closely related, role that the pressure has in turbulence. As a reversible energy
transfer between kinetic and internal energy is was show that pressure-work utilizes the
pressure as temporal donor of energy during vortex dynamics. During vortex stretching
the fluid is accelerated around the thinning vortex core. At the same time the local
pressure minimum in the vortex core becomes lower and stabilizes the fluid at a higher
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angular momentum. During this process, internal energy is transfered to kinetic energy.
Once the vortex broke down this energy is transfered back to the internal energy and
the pressure minimum vanishes.
A large part of this analysis was supported by the characteristic decomposition of tur-
bulence into structures of different character. This allowed to study which parts of
turbulence are involved in certain mechanisms and how much they contribute. For in-
stance this decomposition was the essential tool to reveal the backscatter that is usually
superimposed by the much stronger positive part of the turbulence production. Al-
though the decomposition was improved within this chapter it is not ideal yet and will
need further adjustments and cross-comparison with different flows. The goal should
be to find a more universal decomposition that ultimately decomposes the turbulences
into parts that are invariant under the change of flow or flow topology. If the relative
contribution of these parts are known then the frequency of occurrence of the respective
parts (QR-plot for the present decomposition) will fully describe turbulence. However,
this is still quite a big step away.

Chapter 7
Summary and Perspectives for
Future Work
This work was embedded in the research project Is fine-scale turbulence universal?.
As the name suggests already, the task of this project was the investigation of the
potential for universal theories of turbulence. In other words we were concerned to find
features of turbulent quantities that are invariant across different flows and different flow
topologies. These can then underpin improved and more general turbulence models and
form a foundation of a solid theory of turbulent flows. As part of this particular work,
we were concerned with numerical simulations of turbulent flows to produce data sets
of turbulent flows that were processed and analysed. The achievements along this path
are summarized in the following.
7.1 New Developments
1) As part of this particular work, an existing DNS code was extended and improved
to be able to produce and capture the data needed for further processing and analy-
sis. To process the large time-resolved datasets of the three different turbulent flows,
a post-processing tool was developed. The four cornerstones of the development were
scalability, efficiency, modularity and adaptivity. The post-processing tool carries out
the processing datasets of several terabytes on HPC clusters, is used by about 10 other
academic researchers, processing the data of two different CFD codes, and is soon to be
applied to process vector fields of tomographic PIV data.
2) The fully compressible governing equation of the large-scales of flow defined by an
arbitrary homogeneous or inhomogeneous filter operator were developed from the com-
pressible Navier-Stokes equations. The small-scale contributions are highlighted and
need to be described by a model when the system needs to be closed. The equations
can be applied in RANS, URANS, LES, hybrid RANS-LES, DES all with homogeneous
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and inhomogeneous filter and averaging operators. However, in this work the equations
were applied to analyse the flow data of DNS as a post-processing step. By averaging
and filtering the data, we were able to describe the large-scale, small-scale as well as the
mixed mechanisms separately.
3) The fully compressible velocity gradient invariant dynamics were derived. They allow
the analysis for the characteristic development of turbulence and as a long term goal it
is planned to apply them as a turbulence model and merge them into the filtered equa-
tions. Although not applied in the present work, this system of equations was applied to
analyse the characteristic dynamics in a turbulent boundary layer. The work is about
to be published as conference proceedings.
7.2 New Results
7.2.1 Universality of the Velocity Gradient Quantities
In order to investigate universal features of turbulence the different flows were simulated
as direct numerical simulation and analysed with the focus on the velocity gradient and
related quantities. Therefore different flow regions in a turbulent boundary layer, in a
jet flow and in a wake flow were characterised and the universal log-normal distributions
of the magnitudes of the velocity gradient, the strain rate tensor and the rotation rate
tensor, respectively, were found. Further, a universal mechanism that links the local
mean-shear, the correlation of strain rate magnitude and rotation rate magnitude and
the alignment of strain rate tensor with the rotation rate tensor, was proposed. The
differences in the three flows revealed that the characteristic distribution (QR-plot) is
not an universal feature of turbulence.
7.2.2 Enstrophy Production in a TBL
The enstrophy production, an important quantity in the turbulent cascading process,
was studied in detail in the turbulent boundary layer flow data. The main focus of the
analysis was the variation of enstrophy production normal to the wall. Therefore the
enstrophy production was decomposed into strain and rotation magnitude, strain com-
position and alignment between the vorticity and the strain eigenframe to be analysed
for different characteristic structures types separately. This analysis reveals that the
wall causes a layer of aligned turbulent structures at the wall. This results in strong
shear layers between the structures which eventually leads to extreme events of enstro-
phy production. The alignments of strain and rotation agree broadly with observations
in the strong shear layers in the jet and wake that were discussed before. The strongest
producers of enstrophy were found to be vortex stretching. A backscatter mechanism,
that was later proven to transfer energy from small-scale motions to large-scale motions,
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was already indicated to be caused by unstable vortices. When approaching the wall
everything becomes dominated by typical strong shear mechanisms that were discussed
before.
7.2.3 Turbulent Mechanisms in a TBL
A turbulent boundary flow (TBL) was simulated via direct numerical simulation and
analysed in detail. The processing of the results and the followed discussion provides a
detailed overview that allows to obtain a global image of a TBL from several different
perspectives. Many of the discussed mechanisms are not restricted to TBLs or at least
it is straight forward to apple them to other flow topologies - which is planned for the
near future. The investigations were the first detailed and comprehensive analysis of a
TBL. Further, it includes the first presentation and discussion of the full, compressible
energy budget of a TBL.
By decomposing flow quantities a new perspective on the large streaky structures of
flat-plate boundary layers was provided. They have been related with blow-outs of
turbulence from the wall together with entrainment of calm fluid from the freestream
deep in the boundary layer. This process is described as turbulent mixing and is the
strongest global turbulent process that acts on the large scale flow. The consequences
for turbulence models caused by the turbulent mixing were discussed in detail.
The energy cascading process, that drives turbulence, was exposed by filter operation and
two sorts of positive production mechanisms where found accompanied by a backscatter
mechanism with a negative net production. The positive mechanisms were the self-
production that is basically vortex stretching of a vortex without the interaction with
other structures and the non-self-production that is cause by the creation and feeding of
smaller structures in the strain field surrounding larger structures. This process is for
example applied to the flow by the wall itself. The negative production mechanism was
found within the unstable/contraction vortical structures. It is believed to be driven
by vortices which are subject of a break-up process due to instabilities. These vortices
develop bulky ends at the part where they broke up. However, this is just an hypothesis
at this stage.
A relatively high concentration of unstable vortical structures was found in the near-wall
region. It was shown that the wall has a destabilizing effect on vortices as is attracts
the pressure core that balances the forces within the rotational structures. Further, the
most dissipative structures where revealed and discussed.
7.2.4 Characteristic Decomposition as a Research Tool
Characteristic decomposition has been proven to be a good analysis tool for turbulent
flows. The mechanisms of turbulence are split in a relatively logical way and show trends
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towards universal behaviour. However, there is room for improvements. The original
decomposition was already well suited to capturing the strongly intermittent turbulence
in a turbulent boundary layer. However, there are still unclear parts and open questions
that need to be answered. Open questions and problems of the present decomposition
were discussed and a path for its further development was suggested.
7.3 Future Work and Suggestions
The extensive analysis that was carried out on the TBL revealed many mechanisms with
a great potential to have universal structures. These mechanism should be investigated
in different flows. It is planned to analyse high Reynolds number data of a turbulent
boundary layer obtain from tomographic particle image velocimetry in the near future.
Further, the analysis is planned to be extended to jet data of varying Reynolds number
and the recirculation region of the wake flow. This is believed to lead to a more universal
image of turbulence. Moreover, it will help to develop and refine the characteristic
decomposition further.
Appendix A
Appendix Governing Equations
A.1 Derivation of energy equations
A.1.1 Kinetic energy ekin equation
We obtain the kinetic energy equation by substracting the continuity equation (2.1)
premultipied with 12~u
2 from the momentum equation (2.2) premultipied with ~u:
~u ·
(
∂ρ~u
∂t
+∇ · (ρ~u⊗ ~u) +∇p−∇ · τ
)
− 1
2
~u2
(
∂ρ
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)
=~u · ∂ρ~u
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~u2
∂ρ
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+ ~u · ∇ · (ρ~u⊗ ~u)− 1
2
~u2∇ · (ρ~u) + ~u · ∇p− ~u · ∇ · τ
=
∂ρ12~u
2
∂t
+∇ · (ρ~u1
2
~u2) + ~u · ∇p− ~u · ∇ · τ
=
∂ρekin
∂t
+∇ · (ρ~uekin) + ~u · ∇p−∇ · (τ · ~u) + 〈τ,∇~u〉F
=0 (A.1)
A.1.2 Internal energy equation
We obtain the equation for internal energy e by substracting the equation for kinetic
energy ekin (A.1.1) from the equation of total energy E = e+ ekin (2.3):
∂ρE
∂t
+∇ · (~uρE) +∇ · (~up)−∇ · (τ · ~u)−∇ · ~q
− ∂ρekin
∂t
−∇ · (~uρekin)− ~u · ∇p+∇ · (τ · ~u)− 〈τ,∇~u〉F
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∂t
−∇ · (~uρekin)− ~u · ∇p+∇ · (τ · ~u)− 〈τ,∇~u〉F (A.2)
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Using the definition for enthalpy ρh := ρe+ p the transport term of the internal energy
can be merged with the pressure diffusion to represent an enthalpy transport.
∂ρe
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∂ρekin
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+∇ · (~uρh) +∇ · (~uρekin)−∇ · (τ · ~u)−∇ · ~q
− ∂ρekin
∂t
−∇ · (~uρekin)− ~u · ∇p+∇ · (τ · ~u)− 〈τ,∇~u〉F
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=0 (A.3)
A.2 Energy Equation Analysis
A.2.1 Diffusion
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A.3 Derivation of Filtered Equations
A.3.1 Filtered Continuity
The filtered continuity equation is obtained by filtering the continuity equation (eq. 2.1).
0 =
∂ρ
∂t
+∇ · (ρ~u)
=
∂ρ¯
∂t
+∇ · (ρ~u)
=
∂ρ¯
∂t
+∇ · (ρ~u)+ [∇ · (ρ~u)]R
=
∂ρ¯
∂t
+∇ ·
(
ρ¯~˜u
)
+ [∇ · (ρ~u)]R
(A.6)
The filter residuum [∇· (ρ~u)]R is a fracment of a spatially inhomogeneous filter operator
(def. 3.2.1).
A.3.2 Filtered Momentum
The filtered momentum equation is obtained by filtering the momentum equation (eq.
2.2).
0 =
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(A.7)
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A.3.3 Filtered Total Energy
The filtered total energy equation is obtained by filtering the total energy equation (eq.
2.3).
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(A.8)
A.3.4 Filtered Internal Energy
The filtered internal energy equation is obtained by filtering the internal energy equation
(eq. 2.17).
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(A.9)
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A.3.5 Filtered Kinetic Energy Equation
The filtered Kinetic energy equation is obtained by filtering the kinetic energy equation
(eq. 2.18).
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(A.10)
A.3.6 Kinetic Energy Equation of the Filtered Velocity
The kinetic energy equation of the filtered velocity is obtained multiplying ~˜u to the
filtered momentum equation (eq. A.7) and subtracting 12 ~˜u
2 multiplied to the filtered
continuity equation (eq. A.6).
Transport-Eq(ρ¯
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2
~˜u2Transport-Eq(ρ¯) (A.11)
This leads to the following equation.
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(A.12)
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For the transport term we use the following identity:
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Substituding the identity (eq. A.13) into equation (eq. A.12) results in
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Further modification on the non-linear term and substituding the definition for the
residual stress σ (def. 2.40) leads to the following form
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which is equivalent to
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Applying the chainrule to diffusion term leads to the form
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Appendix B
Coordinate System
Transformations
B.1 Coordinate systems
After modelling a physical problem in the abstract mathematical way we obtain a system
of partial differential equations (eq. 2.9) that needs to be fullfilled in a space-time-domain
ΩT . To get to a well-defined problem initial and boundary conditions are essential. Inital
conditions are defined on the closure of the spatial domain Ω at time t = t0 whereas the
boundary conditions need to be fullfilled at all times on the boundary of the domain
∂ΩT . To facilitate further processes it can be helpful to change the reference coordinate
system. Therefore we consider four different reference coordinate systems. The systems
and their relation to the Cartesian coordinate systems will be outlined in the following.
B.2 Derivatives
B.2.1 General Transformation
x = x(ξ, η, ζ)
y = y(ξ, η, ζ)
z = z(ξ, η, ζ)
(B.1)
and
ξ = ξ(x, y, z)
η = η(x, y, z)
ζ = ζ(x, y, z)
(B.2)
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try
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Red terms are usually not available for grids...
so do
∂
∂ξ
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∂ξ
∂
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(B.4)
And solve this linear system for ∂∂x ,
∂
∂y and
∂
∂z ...
This results in:...
B.2.2 Cylindrical Coordinate System
The cylindrical coordinate system (x, r, θ) is obtained via transformation of the second
and third dimension of the Cartesian coordinate system (x, y, z) to polar coordinates.
The first dimension is mapped by the identity function, thus
x = x
r =
√
y2 + z2
θ = atan2(y, z)
(B.5)
where
atan2(z, y) =

arctan
(y
z
)
z > 0
arctan
(y
z
)
+ pi y ≥ 0, z < 0
arctan
(y
z
)− pi y < 0, z < 0
+pi2 y > 0, z = 0
−pi2 y < 0, z = 0
undefined y = 0, z = 0.
(B.6)
The inverse mapping from cylindrical coordinates to Cartesian coordinates then reads
as follows
x = x
y = r sin(θ)
z = r cos(θ).
(B.7)
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These relations lead to the coupling of derivatives in both coordinate systems. For the
derivatives in the orthogonal coordinate system (ξ, η, ζ)
∂
∂x
=
∂
∂x
∂
∂r
=
∂y
∂r
∂
∂y
+
∂z
∂r
∂
∂z
∂
∂θ
=
∂y
∂θ
∂
∂y
+
∂z
∂θ
∂
∂z
(B.8)
holds. From eq. B.7
∂y
∂r
= sin(θ)
∂z
∂r
= cos(θ)
∂y
∂θ
= r cos(θ)
∂z
∂θ
= −r sin(θ)
(B.9)
can be derived. Using this in eq. B.8 leads to
∂
∂x
=
∂
∂x
∂
∂r
= sin(θ)
∂
∂y
+ cos(θ)
∂
∂z
∂
∂θ
= r cos(θ)
∂
∂y
− r sin(θ) ∂
∂z
(B.10)
The second and third equation of eq.B.10 define a system of linear equation that can
be solved for ∂∂y and
∂
∂z . With the solution the derivatives in the reference coordinate
system can be expressed as
∂
∂x
=
∂
∂x
∂
∂y
=
1
J
∂z
∂θ
∂
∂r
− 1
J
∂z
∂r
∂
∂θ
∂
∂z
=
1
J
∂y
∂θ
∂
∂r
− 1
J
∂y
∂r
∂
∂θ
.
(B.11)
J is the Jacobian which is here defined as
J =
∣∣∣∣∣∂y∂r ∂y∂θ∂z
∂r
∂z
∂θ
∣∣∣∣∣ =
∣∣∣∣∣sin(θ) r cos(θ)cos(θ) −r sin(θ)
∣∣∣∣∣ = −r (B.12)
Therefore
∂
∂x
=
∂
∂x
∂
∂y
= sin(θ)
∂
∂r
+
1
r
cos(θ)
∂
∂θ
∂
∂z
= cos(θ)
∂
∂r
− 1
r
sin(θ)
∂
∂θ
.
(B.13)
264 Appendix B Coordinate System Transformations
The time-derivatives are not effected by this transformation.
B.2.3 Orthogonal Coordinate System
The orthogonal coordinate system (ξ, η, ζ) is obtained via pure streching from an abitrary
reference coordinate system (x, y, z). It is called ‘orthogonal’ as the axes of the system
are orthogonal in the reference system. The mapping form reference coordinates to
orthogonal coodinates is defined as
ξ = ξ(x)
η = η(y)
ζ = ζ(z),
(B.14)
where ξ(x), η(y), ζ(z) are abitrary bijective differentiable functions. Further restrictions
may be applied later. The inverse mapping from orthogonal coordinates to Cartesian
coordinates then reads as follows
x = x(ξ)
y = y(η)
z = z(ζ).
(B.15)
So each direction of the new coordinate system is depending on one direction of the
cartesian coordinate system only and vice versa. These relations lead to the coupling of
derivatives in both coordinate systems. For the derivatives in the orthogonal coordinate
system (ξ, η, ζ)
∂
∂ξ
=
∂x
∂ξ
∂
∂x
∂
∂η
=
∂y
∂η
∂
∂y
∂
∂ζ
=
∂z
∂ζ
∂
∂z
(B.16)
holds. Solving these equations for the derivatives in Cartesian coordinates leads to
∂
∂x
=
1
∂x
∂ξ
∂
∂ξ
∂
∂y
=
1
∂y
∂η
∂
∂η
∂
∂z
=
1
∂z
∂ζ
∂
∂ζ
.
(B.17)
The time-derivatives are not affected by this transformation.
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B.2.4 Semi-Generalized Coordinate System
The semi-generalized coordinate (ξ, η, ζ) is obtained by using generalized coordinates for
the first end second dimension and using streching only for the third dimension of an
abitrary reference coordinate system (x, y, z). The mapping between both coordinate
system is described by
ξ = ξ(x, y)
η = η(x, y)
ζ = ζ(z)
(B.18)
were (ξ(x, y), η(x, y)) and ζ(z) are abitrary bijective differentiable functions. Further
restrictions maybe applied later. The inverse mapping from the semi-generalized coor-
dinate system back to the reference system can be stated as
x = x(ξ, η)
y = y(ξ, η)
z = z(ζ).
(B.19)
So the third direction of the new coordinate system is depending on third direction of
the reference coordinate system only and vice versa. In contrast to that the first and
second dimension of one coordinate system are depending in the first two dimension of
the other system respectively. These relations define the coupling of derivatives in both
coordinate systems. By applying the chainrule one can obtain that for the derivatives
in the semi-generalized coordinate system (ξ, η, ζ)
∂
∂ξ
=
∂x
∂ξ
∂
∂x
+
∂y
∂ξ
∂
∂y
∂
∂η
=
∂x
∂η
∂
∂x
+
∂y
∂η
∂
∂y
∂
∂ζ
=
∂z
∂ζ
∂
∂z
(B.20)
holds. Solving this system for the derivatives in the reference systems leads to
∂
∂x
=
1
J
∂y
∂η
∂
∂ξ
− 1
J
∂y
∂ξ
∂
∂η
∂
∂y
= − 1
J
∂x
∂η
∂
∂ξ
+
1
J
∂x
∂ξ
∂
∂η
∂
∂z
=
1
∂z
∂ζ
∂
∂ζ
(B.21)
J is the jacobian which is here defined as
J =
∣∣∣∣∣∂x∂ξ ∂y∂ξ∂x
∂η
∂y
∂η
∣∣∣∣∣ = ∂x∂ξ ∂y∂η − ∂x∂η ∂y∂ξ (B.22)
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The time-derivatives are not effected by this transformation.
B.2.5 Orthogonal Cylindrical Coordinate System
The orthogonal cylindrical coordinate system (ξ, η, ζ) is obtained by combining an or-
thogonal coordinate system with a cylindrical coordinate system. The mapping from
the reference coordinates to the new coordinate system is defined as
ξ
B.14
= ξ(x)
η
B.14
= η(r)
B.5
= η(
√
y2 + z2)
ζ
B.14
= ζ(θ)
B.5
= ζ(atan2(z, y))
(B.23)
were ξ(x), η(r), ζ(θ) are abitrary bijective differentiable functions. Further restrictions
may be applied later. The inverse mapping from orthogonal cylindrical coordinates to
Cartesian coordinates then reads as follows
x
B.9
= x(ξ)
y
B.9
= r sin(θ)
B.15
= r(η) sin(θ(ζ))
z
B.9
= r cos(θ)
B.15
= r(η) cos(θ(ζ)).
(B.24)
So each direction of the new coordinate system is depending on one direction of the
cartesian coordinate system only and vice versa. These relations lead to the coupling of
derivatives in both coordinate systems. For the derivatives in the orthogonal coordinate
system (ξ, η, ζ)
∂
∂ξ
B.16
=
∂x
∂ξ
∂
∂x
∂
∂η
B.16
=
∂r
∂η
∂
∂r
B.10
=
∂r
∂η
sin(θ)
∂
∂y
+
∂r
∂η
cos(θ)
∂
∂z
∂
∂ζ
B.16
=
∂θ
∂ζ
∂
∂θ
B.10
=
∂θ
∂ζ
r cos(θ)
∂
∂y
− ∂θ
∂ζ
r sin(θ)
∂
∂z
(B.25)
holds. Solving these equations for the derivatives in cartesian coordinates leads to
∂
∂x
B.17
=
∂
∂x
∂
∂y
B.13
= sin(θ)
∂
∂r
+
1
r
cos(θ)
∂
∂θ
B.17
= sin(θ)
1
∂r
∂η
∂
∂η
+
1
r
cos(θ)
1
∂θ
∂ζ
∂
∂ζ
∂
∂z
B.13
= cos(θ)
∂
∂r
− 1
r
sin(θ)
∂
∂θ
B.17
= cos(θ)
1
∂r
∂η
∂
∂η
− 1
r
sin(θ)
1
∂θ
∂ζ
∂
∂ζ
.
(B.26)
The time-derivatives are not effected by this transformation.
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B.2.6 Semi-Generalized Cylintrical Coordinate System
The orthogonal coordinate system (ξ, η, ζ) is obtained via pure streching from the carte-
sian coordinate system (x, y, z). The mapping form cartesian coordinates to orthogonal
coodinates is defined as
ξ = ξ(x, r)
B.5
= ξ(x,
√
y2 + z2)
η = η(x, r)
B.5
= η(x,
√
y2 + z2)
ζ = ζ(θ)
B.5
= ζ(atan2(z, y))
(B.27)
were (ξ(x), η(y), ζ(z)) are abitrary bijective differentiable functions. Further restrictions
maybe applied later. The inverse mapping from orthogonal coordinates to cartesian
coordinates then reads as follows
x = x(ξ, r(η, ζ)) = x(ξ,
√
η2 + ζ2)
y = y(ξ, r(η, ζ)) = y(ξ,
√
η2 + ζ2)
z = z(r(η, ζ), θ(η, ζ)) = z(
√
η2 + ζ2, atan2(η, ζ)).
(B.28)
So each direction of the new coordinate system is depending on one direction of the
cartesian coordinate system only and vice versa. These relations define lead to the
coupling of derivatives in both coordinate systems. For the derivatives in the orthogonal
coordinate system (ξ, η, ζ)
∂
∂ξ
= ...
∂
∂η
= ...
∂
∂ζ
= ...
(B.29)
holds. Solving these equations for the derivatives in cartesian coordinates leads to
∂
∂x
= ...
∂
∂y
= ...
∂
∂z
= ...
(B.30)
The time-derivatives are not effected by this transformation.
B.2.7 Generalized Coordinate System
J =
∣∣∣∣∣∣∣
∂x
∂ξ
∂x
∂η
∂x
∂ζ
∂y
∂ξ
∂y
∂η
∂y
∂ζ
∂z
∂ξ
∂z
∂η
∂z
∂ζ
∣∣∣∣∣∣∣ (B.31)
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∂
∂x
=
1
J
(
∂y
∂η
∂z
∂ζ
∂
∂ξ
− ∂y
∂ζ
∂z
∂η
∂
∂ξ
+
∂y
∂ζ
∂z
∂ξ
∂
∂η
− ∂y
∂ξ
∂z
∂ζ
∂
∂η
+
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∂ξ
∂z
∂η
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∂η
∂z
∂ξ
∂
∂ζ
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∂
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= − 1
J
(
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∂η
∂z
∂ζ
∂
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∂ζ
∂z
∂η
∂
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∂ζ
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∂ξ
∂z
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∂ξ
∂z
∂η
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∂ζ
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∂z
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∂ζ
)
∂
∂z
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1
J
(
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∂η
∂y
∂ζ
∂
∂ξ
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∂ζ
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∂
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∂ζ
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∂ξ
∂y
∂ζ
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∂η
+
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∂
∂ζ
)
(B.32)
∂
∂x
=
1
J

(
∂y
∂η
∂z
∂ζ
− ∂y
∂ζ
∂z
∂η
)
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:=Jxξ
∂
∂ξ
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∂ζ
∂z
∂ξ
− ∂y
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∂z
∂ζ
)
︸ ︷︷ ︸
:=Jxη
∂
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+
(
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∂ξ
∂z
∂η
− ∂y
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∂z
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)
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:=Jxζ
∂
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1
J
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(B.33)
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