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The performance of transportation systems is a significant component that influences the
quality of life. The performance evaluation refers to a process of determining how well
transportation systems perform regarding their intended goals and objectives. The advancement of
information and communication technology and the integration between transportation systems
and advanced technologies have directed more attention to the concept of smart cities. Smart cities
are constituted of several interrelated components. Therefore, this offers comprehensive and
integrated frameworks to evaluate the transportation performance and understanding of
multifaceted interactions between the components from a transportation engineering perspective
in four sections.
In the first part of the study, a framework is developed to identify poor cycling
infrastructure by studying bicyclists perception and driver’s behavior in bicycle-vehicle
maneuvers. Active transportation modes aid livable communities by enhancing physical activity
and public health, known as important factors of the sustainability of smart cities. I found that
environments with more intersections or uphill segments incorporate a risk of being uncomfortable
or stationary. In terms of the legislation approach, this study demonstrated that overtaking
distances in the locations with a five-foot passing law were significantly greater than those with a
three-foot law or no specific law.

In the second part, I developed a conceptual assessment framework of multifaceted
transportation performances for sustainability and smart-growth in cities. A multi-criteria decision
analysis method was employed to composite the criteria and evaluate the final Closeness
Coefficient Score (CCS) to the negative ideal solution. I applied the proposed framework to fortysix cities in the US. The results indicated that the physical activity indicator is a significant criterion
to distinguish the sustainability of study areas.
Third, the study proposed a framework utilizing open-source databases to generate a
synthetic population offering household- and person-level attributes. The framework provided a
procedure to develop agent-based trip chains for individuals in the synthetic population. I also
developed a method to accurately impute land-use polygons to each tour within the traffic analysis
zones. The analysis results suggested a perfect fit between the actual and the synthetic population
and the proposed framework added up the existing approaches by providing additional steps to
build spatial and temporal distributions of agents’ activity plan using open-source data.
The final framework proposes how to evaluate integrated health impacts of transportation
scenarios using agent-based simulation. An agent-based simulation approach was developed to
analyze three factors of physical activity, traffic accidents, and air pollution exposure through four
scenarios: the base scenario, increase in demand, introducing bikeable infrastructure and a
combination of the last two scenarios. The case study results demonstrated that the quantified
benefits of physical activity in the environment with an average background pollution
concentration is substantially larger than risks of vehicle crashes and emission exposure, even
though active travelers are more vulnerable to air pollution. Thus, the framework can be used as
an effective tool to capture smart and sustainable strategies, such as bike-sharing programs,
demand-responsive transport, and micro-transit in urbanized areas, and determine the long-term
health outcomes of each scenario.
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CHAPTER 1
INTRODUCTOIN

1.1 Background
The performance of transportation systems is a crucial component that influences the
quality of life. The performance evaluation refers to a process of determining how well
transportation systems perform with regard to intended goals and objectives. The environmental
impact of transportation systems affects human health (Fraser & Lock, 2011; Krzyzanowski et al.,
2005). As one of the consequences of motorized transportation systems, traffic congestion
increases gas emissions and delay time. Traffic congestion can enhance drivers’ stress and
aggression (Hennessy & Wiesenthal, 1999). Another research indicates that traffic incident is the
leading cause of death among those aged 15-29 (Organization, 2015). While most of these studies
employ the traditional four-step travel demand model (Kahlmeier et al., 2011; Woodcock et al.,
2009), the certainty of their findings can be challenging. In this study, I present a framework to
assess the smartness of cities and develop an integrated health impact assessment of a long-term
strategy. I also propose a multifaceted agent-based framework for modeling of transportation
systems in smart cities.
According to environmental, health, psychological, and safety impacts, improving
transportation systems performance has received considerable attention. Several solutions are
suggested to improve the performance of transportation systems using advanced technology
through sustainable and smart strategies. These strategies include improving roadway
infrastructures, conducting on-line monitoring and roadway evaluation systems, adopting effective
legislation actions, and employing information and communication technologies. The current
1

study sheds light on these strategies and frameworks to enhance transportation performance
evaluations in smart cities with an emphasis on non-motorized transportation.

1.1.1

Smart Cities

The widely used term of smart cities has become more popular in the last decades. Scholars
have offered multiple definitions of smart cities. For instance, according to Caragliu et al., 2013,
a city is smart when “investment in human and social capital, transport, and modern
communication infrastructure fuel sustainable economic growth and a high quality of life, with a
wise management of natural resources, through participatory governance.” Smart cities need
sustainable urban development policies where all residents, including the poor, can live well and
the attraction of the cities is preserved. Additionally, smart cities should be sustainable, converging
economic, social, and environmental goals (Thuzar, 2011). The ultimate goal of smart cities is to
provide real-time status updates of a city to solve problems such as traffic congestion and
environmental pollution by combining technology, data analytics, and urban services.
Today’s societies face challenges in transforming living environments, which have
encouraged them to better manage the community’s future demands. A key point in this
transformation is to redesign cities as smart cities, where the main services are integrated to ensure
a high quality of life, while minimizing the resources usage (Caragliu et al., 2013). Intelligent and
multi-modal transportation concepts are widely seen as key components of smart and sustainable
cities (Motta et al., 2015). Such systems usually involve combinations of various modes of
individual mobility (private cars, bicycles, walking), public transportation, and shared mobility
(e.g. car sharing, Uber). The issue arises when determining how cities, surrounding regions and
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rural areas can evolve towards the sustainable open and user-driven environments, and how they
can be synchronized and coordinated with each other.
As shown in Figure 1.1, smart cities are constituted from a number of interrelated
components. Most of the previous literature has focused on connecting different constitutes of
smart cities (Jin et al., 2014; Lee et al., 2013; Ruiz-Romero et al., 2014). However, it is crucial to
have a comprehensive and integrated framework from transportation perspective to evaluate the
transportation performance in smart cities. Transportation in smart cities is largely described
through its impacts on the economy, environment, and general social well-being, and measured by
system effectiveness and efﬁciency, and the impacts of the system on the natural environment
(Mihyeon Jeon & Amekudzi, 2005). Yet, to the best of my knowledge, there is no standard or
constraint guideline to evaluate the constitutes of a transportation system in smart cities.

Figure 1.1 An Overview of Constitutes of Smart Cities (Smart City Overview, 2017)
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1.1.2

Performance Evaluation

Several studies are conducted to adopt frameworks, indicators and metrics for
transportation systems assessment (e.g., Castillo & Pitfield, 2010; Gilbert et al., 2003; Haghshenas
& Vaziri, 2012; Litman, 2009). However, there is no standard way in which smart cities’
transportation is being evaluated. Preliminary work on transportation system performance was
undertaken by World Health Organization (Kahlmeier et al., 2017). The study examined the
economic valuation of the health effects of cycling and walking and proposed a technique, called
Health Economic Assessment Tool (HEAT). HEAT introduced a harmonized method for
economic evaluation based on available evidence. The tool can be used for assessing changes over
time, such as before-and-after situations or scenario A versus scenario B. HEAT, however, is
designed to be applied for assessment on groups of people not individuals. Another gap recognized
in the evaluation steps of the tool is that HEAT follows the four-step model assumptions to
generate the travel demand pattern.
According to the general definition of transportation in smart cities, constitutes can be
categorized into five major groups, including, network performance, traffic safety, environmental,
equity and social, and public health. Because of causal relationships among categories (e.g.
environmental and public health), they are not defined as utterly independent categorizes. To
address this problem, this study identifies the categories with various subcategories and factors.
Moreover, I take into account the interrelationships among subcategories in the evaluations. This
approach facilitates the performance evaluation process, which will be elaborated with more depth
later. Figure 1.2 shows the major constitutes as well as the subcategories contributed to each group.
The complexity of the relationship between and within categories reveals that an ideal performance
evaluation requires a comprehensive framework that captures multifaceted approaches and
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recognizes interactions between individuals; whereas, most of the current studies employed
aggregated data and overlooked the fine elements in the analysis.

Figure 1.2 Constitutes and Subcategories of Smart Cities’ Transportation System

1.1.3

Active Transportation

Cycling and walking are important modes of transportation that strengthen transportation
sustainability by reducing air and noise pollution. These active transportation modes aid livable
communities by enhancing physical activity (Co & Vautin, 2014) and public health (Famili, 2020).
Besides, active transportation contributes to minimizing the climate change and reducing
greenhouse gas emissions (C. Li et al., 2015) and congestion. Recent increases in population
densities and social sentiments toward sustainability have raised a strong push towards promoting
5

active transportation modes. Bicycle commuting has increased by 51% nationwide from 2000 to
2016 (McLeod, 2017). Cycling is considered by more individuals as an alternative transportation
mode, especially in short-distance urban traveling. Nevertheless, there are still groups of people
deterred from using bicycle due to the challenges of reliability, mobility, comfort and safety. An
increasing trend towards bicycling as a mode of transportation has raised safety concerns for
bicycle riders on roadways. The World Health Organization (WHO, 2009) reported that half of all
annual traffic fatalities involve Vulnerable Road Users. From 2010 to 2015, fatal crashes involving
pedalcyclists have increased in the United States by 31% (from 623 to 818). In other words,
numerous benefits of using bicycles do not outweigh cyclists’ concerns about safety and comfort.
Therefore, a reliable method for planners and engineers to identify poor cycling infrastructure can
be developed by studying bicyclists who are not satisfied with their safety and comfort during
cycling. Studying cycling infrastructure, cycling facilities, and cycling legislation will improve
active transportation mode and benefit public health through a long-term impact on physical
activities.

1.1.4

Transportation and Public Health

Regular and moderate physical activities, such as walking or cycling, have significant
benefits for health. For instance, they can reduce the risk of cardiovascular diseases, diabetes,
colon cancer, breast cancer, and depression (WHO, 2004). Increasing physical activities can
reduce vehicle emission quantities or concentrations. However, physical activities are often
directly exposed to air pollution and traffic injury risk. People undergoing physical activities
encounter air pollution, which includes nitrogen oxides and other particulates. Additionally, active
travelers who are directly exposed to vehicle emissions may contract respiratory diseases. They

6

may get involved in traffic crashes as well. These crashes lead to more severe injury collisions
compared with vehicle-to-vehicle collisions. Therefore, there is a need for analyzing the trade-off
between disease reduction and increased exposure to air pollution and injury risk. The Integrated
Transport and Health Impact Model (ITHIM) intended to assess the public health impacts of
alternative transportation, land use, and policy scenarios (Woodcock et al., 2013). The model
utilized Comparative Risk Analysis (CRA) to evaluate expected changes in the number of crashes,
physical activity, and air quality to link transportation plans with public health outcomes. They
initially compared London, UK and Delhi, India through four scenarios (Woodcock et al., 2009)
and examined the model in Wales and England downtown area.
ITHIM has been applied worldwide in various geographic area using local estimates of
baseline health burdens and population exposures. Although the framework is tested broadly, its
procedure has numerous limitations. For instance, travel demand changes are commonly applied
to the entire area’s population. Also, travel behaviors in different age and sex groups are
disregarded. To address the limitations of prevalent approaches, I utilized an activity-based travel
demand through a simulation environment. In addition, the simulation provides complementary
traffic measurements including the network performance, congestion level, vehicle miles traveled
etc.

1.2 Research Motivation
The following aspects are considered as the motivations for conducting this dissertation:
•

Evaluating the bicycle environment using advanced technology can improve
bicyclists comfort perception and increase safety.
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•

Enacting appropriate bicycle laws can improve bicycle safety and promote active
transportation modes in urban areas.

•

Incorporating physical activity into transportation performance analysis can assess
multifaceted performance measures for smart cities.

•

Using socio-economic disaggregated data can lead to analyzing the impacts of
transportation components in a fine size and determine microanalysis.

•

Employing an agent-based approach can fulfill the conventional four step travel
demand modeling limitations to evaluate users’ interactions through the network.

•

The simulation approach can be used as a powerful tool to capture safety, physical
activity, network performance, and gas emission to analyze public health outcomes
of different scenarios in smart cities.

1.3 Research Questions
The central question in this dissertation is as follows: “How can transportation system
components be addressed, evaluated, integrated, and analyzed in a smart-city environment?” This
main question involves examining the following research questions:
•

What are the infrastructure and policy considerations to improve the experience of
active transportation, specifically bicycling, in urban areas?

•

How can different transportation components (e.g., traffic, environmental, and
health) be integrated to develop a sustainable and smart-growth ranking of various
cities?

•

What are the ways to improve current Health Impact Assessment frameworks to
address different characteristics of road users?
8

•

What are the impacts of active transportation scenarios on public health and the
smartness of the city network?

1.4 Organization of the Study
The dissertation is organized in seven chapters. Chapter two and three describe details of
infrastructure analysis and non-motorized transportation regulation in sustainable cities. Chapter
four presents a pervasive framework toward sustainability and smart-growth, assessing
multifaceted transportation performance measures for smart cities. Chapter five presents a
framework to generate agent-based daily plans for a synthetic population using open-source data.
and offers the development of an agent-based simulation framework to evaluate public health
impacts. Lastly, chapter six concludes the summary of the study and highlights major findings and
recommendations.

9

CHAPTER 2
ANALYSIS OF BICYCLE ENVIRONMENT USING AN INSTRUMENTED BICYCLE
2.1 Introduction
While there has been a rising call for the use of bicycles in recent decades, some
infrastructure-related weaknesses still threaten bicycle systems. For instance, Reynolds et al., 2009
showed that multilane roundabouts can significantly reduce bicyclist safety, while the presence of
on-road bike lanes and off-road bike paths lead to the lowest risk (Teschke et al., 2012). In another
study, Allen-Munley et al., (2004) found that grades affect the severity of bicycle injury, as steep
roads cause speeding when moving downslope and maneuvering problems when going upslope.
Some studies have focused on pavement types and conditions in order to capture significant
relationships with bicyclist’s safety. For example, Koike et al., 2003 found that uneven surfaces
could prevent crash risk at intersections with limited sight distance; however, roadway surface
between intersections should be smooth and even. Kang & Fricker, 2013 adopted a mixed logit
model to evaluate bicyclists facility preferences and demonstrated that fundamental road class,
traffic signal, sidewalk width, and one-way street configurations are statistically significant for
choosing on-street versus off-street segments. Other factors affecting the use of bicycles include
signage, stops, humps, traffic volume, and curbs. Accordingly, cycling environments should be
improved to increase the use of bicycles.

2.1.1

Bicycle Sharing Program

The bicycle sharing program has been established as an alternative sustainable
transportation mode in urban areas. Within 15 years of development of its fourth generation,
automated dock less systems, ICT integration, cloud computing, bicycle distribution systems, and
10

electric bikes contributed to the smartness of cities (S. Shaheen et al., 2010). As of 2012, more
than 4 million public bicycles are operating in the world (Fishman et al., 2013). Adopting different
bike-sharing programs, communities take advantage of sustainable and smart solutions through
flexible mobility, health benefits congestion and emission reduction. A recent study in North
America showed that 20% of people who used to walk and 40% of personal bike users would like
to change the mode use to a bike-sharing program (S. A. Shaheen et al., 2013). However, most of
the transferring users to bike-sharing programs leave walking and public transit modes and single
occupant passenger car users are reluctant to alter their modes.
Despite all benefits mentioned above about bike-sharing programs, safety concern is the
main barrier for bike-share users (Fishman et al., 2012). Limited bicycle facilities and
infrastructure, risk of collision with vehicles, lack of driver’s awareness, and roadway obstacles
are major concerns of public bike users. Another study found that perceptions of fear, due to lack
of bicycle friendly environment, prevent establishing a bike-share program with a reasonable
participation rate in the study area (Wiersma, 2010). To address the major concern of bike sharing
programs in smart cities, developing a methodology that deals with bicycle environment analysis
and accommodates bicyclists in a safe and comfortable environment is crucial.

2.1.2

Bicycle Environment Analysis

A common approach to the analysis of roadway infrastructure and facility deals with the
Level of Service (LOS) for bicycle traffic flow and attempts to measure indicators for
representative characteristics of flow (Dixon, 1996; Petritsch et al., 2007). Harkey et al., 1998
adopted the Bicycle Compatibility Index (BCI) by using riders’ perception of a presented video
about existing or proposed facilities. Davis, 1995 demonstrated the Bicycle Safety Index Rating
11

(BSIR) in which some important facilities, such as slope and marking, were not considered. Jensen,
2007 employed a cumulative logit regression model to describe bicyclists’ satisfaction in various
rural landscape scenarios and then calculated the level of service. None of these studies, which
were developed for off-line analysis based on riders’ perception, were linked to the actual riders’
responses and performances during the experiments. Several studies examined bicyclists’
perceptions of comfortable riding and measured favorable paths for riding on different routes. For
instance, Z. Li et al., (2012) adopted an Ordered Probit model and a Factor Analysis (FA) to
analyze the psychological perception of comfort on physically separated bicycle paths. In a recent
study (Joo et al., 2015), a support vector machine with an approximately 80% correct classification
rate was developed to categorize bicycling environments into “satisfactory” or “unsatisfactory”
classes. (Joo & Oh, 2013) proposed a novel methodology to monitor the cycling environment and
this study attempts to improve the methodology. They employed a Fault Tree Analysis (FTA)
technique (Dhillon, 2016) to integrate safety and mobility, and then calculated the probability of a
fault event.
This study evaluates cycling environments using an equipped bicycle. Various sensors
equipped on the bicycle allow us to monitor bicyclists’ interactions and responses to roadway
environments. I examined two facets of performances: mobility and comfort. Mobility refers to
the quality of movement from origin to destination and I assume that any enhancement in travel
speed benefits the system (Litman, 2003). The second performance measure, comfort, is defined
as the probability that bicycle travel provides a comfortable situation for the bicyclist. The study
also attempts to improve the previous methodology by adding new approaches: 1- proposing
Ordered Probit Model to develop Cycling Comfort Index (CCI) instead of Binary Logistic
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Regression to calculate Bicycle Stability Index (BSI); 2- distinguishing between experienced and
inexperienced bicyclists and conducting the analysis according to participants’ skill level.

2.2 Materials and Methods
2.2.1

Study Settings

In this study, I developed an operational Instrumented Probe Bicycle (IPB) that was
designed, built, and tested before being used. The IPB is an utterly mobile system capable of
collecting a variety of empirical data. Several IPBs have been created around the world. Most IPBs
have fully mobile instrumentation systems that measure and record data directly on the bicycle.
Data collected from IPB is divided into two general categories: internal bicycle data and external
bicycle data. The internal data presents the bicycle’s movement characteristics (e.g., speed, and
acceleration) or direct influences on the bicycle (e.g., applied forces, and torques), while the
external data includes factors that indirectly influence the motion of the bicycle and rider, such as
objects within the immediate surroundings.
The data acquisition system consisted of data recording equipment and an array of sensors.
The former included three components, a small computer, a National Instruments USB-6210 DAQ,
and a USB splitter. The locations of the sensors and data acquisition box are depicted in the profile
image of the completed IPB (Figure 2.1).
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Figure 2.1 Positioning of Sensors and Data Acquisition Box

The field experiment was organized on a fixed route (Figure 2.2(a)). The route was
approximately 1.4 Kilometers, which was composed of six roadway segments (Figure 2.2(b)), and
included a different range of surface conditions, roadway environments (e.g., a roundabout and
signalized intersections), and gradient changes. Average downhill and uphill grade in the segments
were 2.5% and 3.5% respectively. The primary purpose of the experiment was to organize a
dataset, which included not only bicycle speed, but also the positioning of the bicycle.
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Figure 2.2 (a) Experiment Site, (b) Trajectory of a Sample Trial

Two surveys were taken to observe the effect of various levels of cycling skill on bicycle
dynamics and their perception of comfort during the experiment. Respondents were given the
questionnaires before and after the field experiment. The pre-survey questionnaire contained
demographic information and skill level (experienced, or inexperienced). The post-survey
questionnaire was conducted after completing the experiment in order to collect the bicyclists’
comfort levels at each segment.

2.2.2

Data Preparation

A relative three-axis dimension system is defined to measure the bicycle movements. The
system was based on bicycle positioning through the experiment. The longitudinal axis along the
bicycle movement was defined as X-axis. The bicycle rotations around X, Y, and Z axes were
defined as angular movements called roll, pitch, and yaw (see Figure 2.3). The data derived from
the sensors formed 3-axis accelerations, 3-axis velocities, 3-axis angular movements, and steering
angle that will be processed further in the analysis section.

15

Figure 2.3 Three-axis Dimension System of the IPB and the Concept of Angular Movements

2.2.3

Fault Tree Analysis

FTA is a systematic method widely used in evaluating the reliability of engineering systems
and analyzing risk. FTA points out pathways within a system that can lead to a predictable and
undesirable event, which is called failure (Signoret & Leroy, 2021). Key elements of the FTA
include events (inputs) and gates (outputs). The pathways explain the relationship of events that
induce unfavorable outcomes and employ a tree structure using standard logic symbols (Table 2.1)
to understand the functional relationships among elements of a system (Dhillon, 2016). In FTA
calculation step, numerical probabilities of occurrence can be entered and disseminated through
the model to evaluate probability of the predictable and undesirable event. In this study, the FTA
is employed to integrate two performance measures, which are including mobility and comfort. In
the end, the probability of a fault event occurrence will be calculated.
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Table 2.1 Description of Common Gates and Events in FTA
Symbol

Name

Description

Basic event

A basic initiating fault (or failure
event) requiring no further
development

Intermediate event

A fault event that occurs because
of one or more events

OR gate

Output fault occurs if one or more
of the input events occur

And Gate

Output fault occurs only if all of
the input faults occur at the same
time

Undeveloped event

An event which is not developed
further for lack of information or
insufficient consequence

Transfer symbol

Connector indicating that the fault
tree is developed further
elsewhere

2.2.3.1 Mobility performance measure
Mobility represents how fast one could travel from an origin to a destination. In this study,
bicycle speed has been used to measure the mobility performance of the bicycle environment
system. The sensors were able to detect the bicycle speed ten times per second.

2.2.3.2 Comfort performance measure
Comfort is an attribute of any transportation system component (roadway or vehicle for
example) that may vary according to its specification. Comfort has long been considered as a
parameter not only to define disaggregated behavioral choice modeling, but also to describe the
service quality of transportation systems (Litman, 2008).
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2.3 Analysis
The data derived from the sensors was analyzed by using Stata/SE v14.2 and was tested
via Z-test to examine the differences between groups in terms of the variable skill level. Table 2.2
shows a summary of the descriptive statistics retrieved from the data collected with the IPB. The
lateral velocity and acceleration in inexperienced bicyclists are significantly more than the
experienced ones (Zyvel= 33.93, Zyacc= 8.57). It demonstrates that skilled bicyclists are more likely
to control the bicycle along the roadway with less lateral fluctuations. This fact has also been
confirmed by analysis of another measurement. The analysis showed that the angular displacement
of the handlebar to cope with the vertical curves along the roadway was significantly less for
experienced bicyclists than inexperienced ones (Zstr_ang=19.24). Considering longitudinal
movements, the analysis illustrated that the experienced bicyclists have ridden the bicycle faster
(Zxvel= 17.29) and with less acceleration (Zxacc= 10.57) than the other group. The Z-test
implemented in this analysis, confirms that the cycling skill level is a significant factor to
characterize the riding performance.
Table 2.2 Descriptive Statistics of Data Measured from Sensors
Average
Variable
xacc
yacc
zacc
xvel
yvel
zvel
roll (°)
pitch (°)
yaw (°)
str_ang

Inexperienced
1.245
0.636
9.829
5.077
0.080
0.064
0.000
0.332
13.35
8.182

Experienced
1.151
0.607
9.825
5.281
0.068
0.068
0.285
0.39
12.53
7.096

Total
1.195
0.621
9.827
5.186
0.074
0.066
0.152
5.713
12.92
10.27

Z-test
10.57
8.57
0.35
17.29
33.93
7.06
13.65
5.72
1.28
19.24
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Standard
Error

Min

Max

4.43E-03
1.66E-03
6.03E-03
5.88E-03
1.89E-04
2.26E-04
1.04E-02
5.02E-03
1.65E-01
2.86E-02

0
0
0
0
0
0
-42.901
-7.959
-52.937
-60.56

40.912
25.702
30.511
13.468
1.602
1.762
31.175
9.238
134.505
69.242

In order to analyze and visualize the impacts of environment characteristics on cycling
performance, data collected from the sensors was plotted against the time that a bicyclist ran the
experiment. As shown in Figure 2.4(a), the speed profile provides substantial information about
bicyclist performance in various riding situations. Steady cycling occurs more at uphill and good
surface conditions (D1 and D2) with an approximate average speed. Figure 2.4(a) also presents
speed changes when the bicyclist approaches intersections, curbs and the roundabout. Figure 2.4(b)
shows that some cycling environments, such as poor surface conditions (principally segment C),
have negative impacts on riding performance and high fluctuations of Z-axis acceleration. The last
graph of Figure 2.4 indicates that the local maximums of bicycle rolling (angular movement around
X-axis) profile appeared at the neighborhood of curbs and intersections, in which bicyclists were
required to change their direction immediately.
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Figure 2.4 Examples of Data Profiles: (a) Bicycle Speed, (b) Z-axis Acceleration, and (c) Rolling

2.3.1

FTA Results

To evaluate the system performance, an appropriate threshold for individual performance
measurement was defined and applied. Besides, the calculation of each category of the skill level
20

(experienced, or inexperienced) was carried out to determine the impact of the cycling skill level
on the cycling performance. A fault event in this study defined as a probability in which a particular
segment of the roadway fails to provide either mobility or comfort cycling environment for a
bicyclist. Details for each concept are depicted in the following sections.
Mobility performance measure. It is also assumed that bicycle speed should be faster
than walking speed; otherwise, the cyclist performance is more likely to a pedestrian. Joo & Oh,
2013 suggested an appropriate bicycle speed as the speed in which the bicycle is moving faster
than the average speed of pedestrian (3.1 mph = 1.4 m/s). Therefore, this study defines the
threshold of bicycle speed to be equal to 1.4 m/s. In other words, a cycling system with less speed
than the threshold cannot be presumed to be an efficient cycling mobility performance.
The study assumed the perceived bicyclist’s skill level as a parameter to divide them into
experienced and inexperienced categories to calculate system performance. The probability that a
particular segment fails to provide at least the minimum speed threshold for a specific bicyclist
was defined as the first performance measurement failure. The normal distribution was employed
to evaluate the probability of system failure from a mobility performance perspective. The
probability density function calculation was used to determine the failure ratio for experienced
bicyclists in segment D2 as shown below, and for other segments as presented in Table 2.4.
1.4

Experienced: Pr(speed < 1.4) = ∫0
1.4

∫0

1 𝑥−4.321 2
1
− (
)
2 1.168
e
1.168√2π

dx = 0.0062

1 x−μ
1
− (
)
2 σ
e
σ√2π

2

dx =
Eq. 2-1

Where, x = bicycle speed on x-axis; µ = average speed on segment D2; and σ = standard
deviation of speed on segment D2.
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Comfort performance measure. An ordered Probit model was employed to support
evaluation of the comfort performance measurements. The model expresses the relationship of a
discrete dependent variable with independent variables. An ordered comfort level in a 5-level
Likert scale was considered as the dependent variable. The independent variables consisted of the
parameters derived from IPB sensors as well as the PASER rating.
In addition to variables derived from the sensors and PASER, few secondary variables were
determined and used as additional independent variables. For instance, by taking the average from
lateral acceleration for each participant in a certain segment, a new variable mean of Y-axis
acceleration was computed. Similarly, the standard deviation and the mean absolute deviation of
the accelerations and the angular movements were determined. Table 2.3 presents the significant
variables in the final model after backward elimination. The developed model shows that the more
the steering movements and the angular movements around y-axis (yaw), the less the perceived
comfort level. It has also been found that the better roadway surfaces, as well as the faster
longitudinal speed (xvel), provide more comfort level in bicyclists. Also, an increase in the average
Y-axis acceleration and the mean absolute deviation of Z-axis velocity will reduce the bicyclist’s
comfort level.
Table 2.3 Ordered Probit Model for Bicyclists’ Perceived Comfort Level
Variable
str_ang
yaw
xvel
paser
mad_zvel
mean_yacc

Coefficient
-0.0059
-0.0009
0.0741
0.0062
-2.659
-0.918

Std. Err.
0.0003
2.63E-05
0.0015
0.0022
0.0810
0.0419

cut-off 1
cut-off2
cut-off3

-2.112
-1.288
-0.533

0.0196
0.0181
0.0177

P value
0.000
0.000
0.000
0.005
0.000
0.000

95% Confidence Interval
-0.0064
-0.0053
-0.0010
-0.0009
0.0712
0.0769
0.0019
0.0104
-2.8178
-2.5004
-1.0003
-0.8362
-2.1500
-1.3238
-0.5674
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-2.0732
-1.2529
-0.4982

Table 2.3 – continued
cut-off4
0.222
0.0176
0.1876
0.2566
Note. str_ang: Steering Angle, xvel: X-axis velocity, paser: PASER rating for
surface condition, mad_zvel: Mean Absolute Deviation of Z-axis velocity,
mean_yacc: Mean of Y-axis acceleration

2.3.2

Developing the Cycling Comfort Index (CCI)

The probabilistic outcome of the proposed Ordered Probit Model was considered to
develop the Cycling Comfort Index (CCI), which is a range of continuous numbers between 0 and
1. Thus, there are j=1,2,…,5 indices which represent the probability of falling comfort level of
individual observations into a specific category (Pr(COM=j)). CCI is defined as when a bicyclist
perceives the bicycling system (including roadway, environment attributes, bicycle, etc.) as natural
(j=3), comfortable (j=4), or very comfortable (j=5) (Pr(COM≥3)):
𝐶𝐶𝐼𝑡 = ∑5𝑗=3 𝑃𝑟 (𝐶𝑂𝑀𝑡 = 𝑗)

Eq. 2-2

Where, CCIt = Cycling Comfort Index for observation time of t; j = number of ordered
comfort categories; and Pr (COMt) = the probability of comfort level for observation time of t.
While the CCI represents the probability of system comfort, I desire to find out the system
failure regarding the bicyclist’s comfort level. To establish the failure ratio, Pr(COM≤2)=1- CCI has
to be evaluated first. Then, Pr(COM≤2) needed to be calculated for each segment by skill level. The
method for calculating the failure ratio for comfort performance is shown below. The results by
segment and skill level are illustrated in column 6 in Table 2.4.

Pr(𝐶𝑂𝑀𝑖 ≤ 2) =

∫𝑡 (1−𝐶𝐶𝐼𝑡 ) 𝑑𝑡
𝑇𝑖

=

∫𝑡 [Pr(𝐶𝑂𝑀𝑡 =1)+Pr(𝐶𝑂𝑀𝑡 =2)]𝑑𝑡
𝑇𝑖

Eq. 2-3

Where, i = segment name, which includes A, B1, B2, C, D1, and D2; and Ti = total
bicycling time on segment i.
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Once the probabilities of initial events were evaluated, then the probability of the objective
event could be calculated. Figure 2.5 presents the proposed fault tree in this study as well as
information about the integration of mobility and comfort performance failures. Since this study
examined the OR gate fault event as the final fault event, the occurrence probability was given by
(Dhillon, 1999):
Φ = 1 − ∏𝑚
𝑚=1[1 − Pr(𝐴𝑚 )]

Eq. 2-4

Where, Ф= occurrence probability of the OR gate output fault event; m= number of OR
gate input fault event; and Pr (Am) = occurrence probability of fault event Am.

Figure 2.5 The Fault Tree and the Integration of Mobility and Comfort Performance Failures

Eventually, the occurrence probability of a fault event was derived from Eq. 2-4, which is
Ф=1-[(1-Pr (Speed<1.4)) (1-Pr (COM≤ 2))]. Column 7 in Table 2.4 indicates Ф for the segments
divided by skill level. It can be comprehended that in all segments -except D1- the fault event ratio
was greater for inexperienced bicyclists than experienced ones. The highest fault event ratio
occurred at segments A and C, where their PASER ratings were equal or less than 6. It should be
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noticed that the high value of the fault event ratio in the segments A and C might be related to the
impact of existing intersections. Moreover, the effect of roadway gradient could be explained by
the results in the table. Fault event ratios were higher on uphill segments (D1 and D2) than
downhill segments (B1, B2, and C). Generally, bicyclists feel less comfortable on the uphill
segments due to the speed reduction and increased energy consumption. This effect could be
intensified dramatically when the uphill distance increases.
Table 2.4 Probability of a Fault Event Occurrence Performance Measures
Average
speed (µ)
Experienced
4.0527
Inexperienced 3.8444

S.D. of
speed (σ)
1.6620
1.7274

Pr(speed<1.4)

Pr(COM≤2)

Ф

0.0552
0.0785

0.07733
0.08514

0.1283
0.1570

B1

Experienced
6.9368
Inexperienced 6.5973

1.7491
1.4265

0.0008
0.0001

0.0507
0.0575

0.0515
0.0576

B2

Experienced
8.6567
Inexperienced 7.8212

1.8332
1.8349

3.8E-06
0.0002

0.0392
0.0465

0.0392
0.0467

C

Experienced
6.7284
Inexperienced 5.9951

2.0275
2.1207

0.0043
0.0151

0.0804
0.0914

0.0844
0.1051

D1

Experienced
4.1449
Inexperienced 4.6644

1.1256
1.0409

0.0074
0.0009

0.1109
0.0994

0.1175
0.1002

D2

Experienced
4.3210
Inexperienced 4.0530

1.1680
1.2272

0.0062
0.0153

0.0934
0.1048

0.0990
0.1185

Segment
A

Skill level

2.4 Practical Implementations in Smart Cities
Practical implementations of the proposed method are mostly to incorporate the method in
public bicycle systems. In particular, bike sharing programs often use smart technologies that can
be even a simple GPS receiver. Additional sensors employed in this study would also be options
to complete an instrumented public bicycle. An onboard unit that can be connected wirelessly to a
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bicycle traffic monitoring agency to transfer the data of bicycle dynamic movement to the agency.
The proposed method can be further developed as a software or an application that enables the
agency to analyze the transmitted data into an interpretable output. The output specifies the
comfort and mobility performance of the bicycling environment. An agency can monitor the
bicycle environment in a more accurate, intelligent, and automatic manner. Monitoring results
would also be taken advantage of developing measures for future improvements of bicycling
environments and in determining the priority of maintaining or proposing new bicycle routes.

2.5 Summary and Concluding Remarks
The objective of this study was to find the relationship between cycling performance and
attributes of roadway environment. I assumed that the bicycling system fails, once the environment
fails to devote the crucial elements to bicyclists. Employing a novel methodology, I analyzed data
and determined the impact of environmental attributes on the bicyclist’s performance.
Our findings reveal a strong relationship between bicyclists’ skill level and their riding
performance, which is affected by the bicycling environment. I found that the probability of a
bicycling environment failure is strongly related to the bicyclist’s skill level. Higher probability of
bicycling environment failure for inexperienced bicyclists implies that their levels of mobility and
comfort are lower than experienced bicyclists. It has been indicated (Table 2.4) that the difference
in segments with lower surface quality (segments A and C) is more dominant. Moreover, the road
surface quality has a significant impact on the bicyclists’ speed as well as their perceived comfort.
This means that the bicycling environment is less likely to fail in roadway segments with
downgrade gradient as well as good surface conditions (segments B1 and B2). In addition to the
skill level, bicycling at environments with more intersections and uphill roadway segments
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incorporates with a risk of being uncomfortable or stationary. The analysis in this study illustrated
that skilled bicyclists are more likely to control the bicycle along the roadway with less lateral
fluctuations. Furthermore, the more the steering movements and the angular movements around
lateral axis (pitch), the less the perceived comfort level.
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CHAPTER 3
ASSESSMENT OF BICYCLE PASSING LAW IN URBANIZED AREAS
3.1 Introduction
From 2010 to 2015, fatal crashes involving pedalcyclists have increased in the United
States by 31% (from 623 to 818). The portion of traffic deaths that involve pedalcyclists has also
increased during the same period. Crash data in 2015 also indicates that 96% (783) of
pedalcyclists’ deaths involved a crash with a motor vehicle. The majority of pedalcyclist fatalities
have occurred in urban areas (70%) compared to rural areas (30%), and 61% of pedalcyclist
fatalities have occurred at non-intersection locations (NHTSA, 2017). According to these crash
statistics, motorist and bicyclist interactions in non-intersection urban areas have produced a
considerable number of bicycle crashes.
Recent field experiments determined some factors influencing bicyclist’s stability, comfort
(Feizi et al., 2020), and cycling environment. They indicated that traffic volume, surface
conditions, grade, curbs, and humps significantly affect bicycle safety (Joo et al., 2015). The
interaction between motorists and bicyclists is a principal concern regarding bicycle safety in cities
advancing toward sustainable and smart transportation systems. Crash data reveals that 36% (301
fatalities) of bicyclist fatal crashes in the U.S. in 2016 occurred while a motor vehicle was
overtaking a bicycle. The overtaking-related crash type is considered to be one of the most
common fatal bicyclist crash types (NHTSA, 2018). When a car overtakes a bicycle traveling in
the same direction, the bicyclist is pushed by aerodynamic lateral forces, which may distract the
bicyclists from their path (Khan & Bacchus, 1995). The lateral forces from the overtaking vehicle
increase the risk of a bicyclist collision against traffic or parked vehicles. The risk is also dependent
on traffic volume, speed and the composition of motor vehicles (Parkin et al., 2016).
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There are several studies evaluating the interaction between motor vehicles and bicyclists
during overtaking maneuvers in urbanized areas. Factors which have been indicated to affect
passing behavior include: roadway and geometric design (Fournier et al., 2020; Nadimi et al.,
2021; Savolainen et al., 2012; Shackel & Parkin, 2018), whether the bicyclist was wearing a helmet
(Walker, 2007), type of vehicle (De Ceunynck et al., 2017), traffic volume (Z. Li et al., 2013),
speed (Llorca et al., 2017), the presence of a Share the Road sign (Høye et al., 2016; Kay et al.,
2014), and driver distraction (Feng et al., 2018). Also, the bicycle-vehicle interaction intensifies
the risk of crash involvement if a city implements a bike sharing program, because the program
can increase the bicycle mode share (Ghamami & Shojaei, 2018).

3.1.1

Policies and Regulations

Legislative strategies play an important role to improve active transportation modes as a
sustainable alternative to motorized modes. Legislative strategies are able to provide safe, bikeable
and walkable environment in urbanized areas. Among legislative strategies for bicyclists’ safety,
the three-foot passing law gained significant interest and operation in the United States (National
Conference of State Legislators, 2018). Michigan was one of the only ten states that has not enacted
a law that requires motorists to keep a minimum lateral distance while overtaking bicyclists. Due
to the lack of a distance specification in the state law, Michigan bicyclists are at risk of dangerous
overtaking maneuvers by motorists.
Despite the lack of a state law, several cities have passed ordinances requiring motorists to
pass bicycles at a specific distance. Grand Rapids specified a minimum passing distance of five
feet. The cities of Ann Arbor, Kalamazoo, and Portage subsequently passed a five-foot passing
ordinance. (Note: A three-foot passing law entered into effect in Michigan in September 2018. The
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three-foot state law was not in effect at the time the current study was conducted. After the effective
date, all the cities with the five-foot law still require passing by five feet. Cities cannot enforce
distances less than the state law.)
Despite the logical expectation that a bicycle passing law would improve bicyclist safety
and comfort, there is little evidence regarding the effectiveness of the three-foot or five-foot laws.
Moreover, no research has been conducted to evaluate the effect of road users’ awareness of such
a law. One study obtained measurements on motorist passing distances after the implementation
of three-foot passing law in Baltimore, Maryland (Love et al., 2012). The results illustrated that
drivers in Maryland passed bicyclists at a distance of three feet or less in standard lanes –e.g.,
roadways without a bike lane and sharrow. On the other hand, no passes of three feet or less
occurred in bicycle lanes. Another study (Nehiba, 2018) tested the effectiveness of the law on
bicyclists’ fatal crashes to prove the fact that the presence of a passing law is an effective method
to reduce bicycle crashes. Using 18,534 bicyclist fatalities, the research adopted a negative
binomial model. The model indicated that a state with a passing law saves one life every 20.41
months compared to a state without a passing law. However, the results failed to find a statistically
significant effect of a distance law on bicyclists’ fatalities. Unlike Nehiba, a study conducted in
Queensland, Australia (Schramm et al., 2016) found a statistically significant decreasing trend of
bicycle-related crashes in the post-commencement period of the three-foot law.
This chapter aims to evaluate the overall effectiveness of different passing distance laws
(no law, a three-foot law, and a five-foot law) in Michigan. The primary objective is to illustrate
the effect of the minimum passing law on drivers’ behavior while passing a bicyclist by using
naturalistic riding data, and to examine how drivers’ overtaking behaviors are affected by various
parameters. The second purpose of the research is to determine the effect of bicycle service type,
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which includes roads with a bike lane, paved shoulder, and bicycle shared lane markings, on twolane and three-lane roads in urban areas. Data collected in jurisdictions with a five-foot passing
law would also help in establishing a baseline to evaluate the efficacy of interventions designed to
increase passing distance laws such as high-visibility police enforcement in urbanized areas.
Changes in enforcement, driver education, signage, and bicycle infrastructure are required to
influence compliance with bicycle passing laws.

3.2 Methodology
To attain the study’s goal, a field experiment approach was employed. Figure 3.1 illustrates
an overview of the study settings

Figure 3.1 Overview of the Study Methodology
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3.2.1

Site Selection

In order to evaluate motorist-bicyclist passing distances in cities with different passing
laws, it was initially necessary to select specific locations for data collection. This process started
through the identification of cities with different passing laws and similar population
characteristics. The study area also had to have a variety of roadway characteristics. In Michigan,
six cities have passed a five-foot ordinance, and at the time of the study, no other cities had enacted
a passing law. To ensure an adequate number of vehicle-bicycle interactions, only cities with a
population greater than 50,000 were considered. Grand Rapids and Kalamazoo were selected as
cities with an ordinance for drivers requiring a five-foot passing distance, Lansing as a city that
has not yet enacted a passing law, and South Bend, Indiana as a city with a three-foot passing law.
Although Indiana has not yet enacted a passing law, South Bend passed an ordinance in March
2013 requiring motor vehicle drivers to provide at least three feet of distance. To facilitate the
comparison purpose of the different sites, this study examined eight types of roadway
configurations (Table 3.1). Note that three-lane roadways in this study refer to roadways with one
lane in each direction and a center turn lane. More information regarding the site selection
procedure is presented by Feizi et al., 2021.
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Table 3.1 Description Roadway Configurations Considered in the Study

Considering a set of roadway characteristics is essential for site selection constitution. The
traffic volume (AADT), site length, speed limit, and access density (as a proportion of the number
of access points on one road segment to the length of that roadway segment) were selected to filter
out different sites in the site selection process. I assumed that the difference between selected sites
in one configuration should be minimal. As an example, a roadway configuration cannot embrace
two sites with 22,000 AADT and 8,000 AADT. The site selection process, however, failed to find
sites for a few roadway configurations. For instance, neither two-lane nor three-lane roadways
with shared use lanes were found in Lansing. Figure 3.2 indicates the selected sites’ distribution
in the study area and Table 3.2 provides configurations and characteristics of the sites.
Table 3.2 Selected Sites Characteristics
Type of roadway

City* Length AADT

2- lane with bike lane KA
GR
LA
SB
2-lane with sharrow KA
GR
LA
SB

(mi)
0.9
0.5
1
0.9
1
1.5
0.9

(vpd)
13,200
11,000
9,300
7,600
7,200
12,400
9,000

Access
density
(/mi)
8
10
9
16.7
8.2
14.7
11.8
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Speed

Lane
width
(mph) (ft)
40
11.5
30
12.4
35
11.2
30
10.9
35
11.5
30
11.1
30
10.9

Shoulder/bike
lane width
(ft)
4.9
5.4
5.0
5.3
-

Table 3.2 – continued
2-lane with shoulder

KA
GR
LA
SB
2-lane without bike
KA
lane, sharrow, or
GR
shoulder
LA
SB
3- lane with bike lane KA
KA
KA
GR
LA
LA
SB
3-lane with sharrow KA
GR
LA
SB
3-lane with shoulder KA
GR
GR
LA
SB
3-lane without bike
KA
lane, sharrow, or
GR
shoulder
LA
SB

1
0.8
0.8
0.8
0.65
1.1
0.7
1
0.8
3.2
2
2.5
0.9
1.5
2
1
0.5
0.5
1.3
0.7
1
1
0.5
0.3
0.9
1

4,000
6,100
5,300
7,500
5,700
5,500
5,000
7,600
17,300
16,800
18,100
18,700
16,400
9,500
17,400
13,000
13,300
10,200
13,400
17,200
8,800
12,100
10,400
13,700
7,800
12,100

10.3
10.2
10.3
13.9
11
10.8
10
16.7
15
12
6.8
15
10.3
15
20
13
13.3
6.8
6
12.3
9
12.5
12
16.7
13.4
12.5
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35
25
30
30
25
25
25
25
35
35
35
30
35
30
30
30
30
45
45
40
35
30
35
30
30
30

11.4
11.4
11.7
10.8
13.9
11.1
13.1
12.5
10.7
11.9
11.5
11.5
11.4
11.3
11.2
11.5
12.9
11
11.6
11.0
12.1
10.9
12
11.9
11.4
12

4.4
5.0
6.0
4.9
5
5.4
5.1
5.1
4.9
5.6
5.1
6.2
6.7
3.8
3.8
3.2
-

Figure 3.2 Site Locations in the Study Area

3.2.2

Proximity Measuring

A sensitive ultrasonic detector was utilized to measure passing distance. The device is
bicycle-mounted electronic hardware system designed to detect, capture, and display the lateral
proximity of passing motor vehicles (Codaxus LLC, 2017). The device was mounted on the
bicycle’s handlebar by means of an adjustable arm. The sensor unit ended at the left edge of the
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handlebar. In order to measure an accurate distance from the bicycle to passing motor vehicles, the
sensor was installed perpendicular to traffic flow. Because, the sensor could not automatically
store the captured distances, a camera was set up at the top of the sensor’s screen to record all the
measurements during the experiment. Figure 3.3 provides details about mounting the device and
the camera on the handlebar.

Figure 3.3 Positioning of C3FT and the Camera on the Bicycle’s Handlebar

The camera recorded the C3FT’s screen and the type of overtaking vehicle. After
completing the field experiment, an operator processed the videos. Passing distances (in feet), from
motor vehicles to the bicyclist, and the type of overtaking vehicles were extracted and reported.
Also, trucks (including heavy vehicles, trucks, buses, and minibuses) were differentiated from
regular passenger cars. In this study, an overtaking maneuver was defined when three conditions
were met: (1) a motor vehicle approaches a moving bicyclist in the same direction, (2) the motor
vehicle approaches from the most right lane next to the bicyclist, and (3) the rear bumper of the
vehicle passes the front wheel of the bicycle. The second condition was set to remove cases in
which the overtaking vehicle passed the bicyclist with greater than one lane width distance. In such
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cases, the vehicle has changed the lane entirely and traveled from either the opposite lane or the
turning lane. This condition also excluded in-street parked vehicles attempting to merge with
traffic. The third condition aimed to eliminate the cases in which the vehicle reached the bicyclist
but was not able to pass it. It occurred when the vehicle was unable to complete the act of
overtaking due to congested traffic, traffic light, or a stop sign.
The overtaking vehicle distance was defined as the lateral distance between the right edge
of the vehicle and the left side of the bicycle’s handlebar. The C3FT continuously measured the
distance at 10 Hz. Generally, more than one distance was measured and detected by the C3FT
during an overtaking maneuver. In this study, the minimum distance captured by the C3FT was
considered as the overtaking distance between a motor vehicle and the bicyclist.

3.3 Data Analysis
3.3.1

Data Overview

A total of 2,838 motor vehicle-bicycle overtaking maneuvers were derived from
approximately 25 hours of video recording. The C3FT was limited to identify objects within 8 ft.
According to the second condition of overtaking definition, observations with more than one travel
lanes (12 ft.) distance to the bicyclist were excluded from the data set. Thus, the overtaking
distances in observations within a range of 8 to 12 feet were not captured, although the occurrence
of each event was measured from the camera data. Table 3.3 indicates an overview of the recorded
data from the C3FT.
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Table 3.3 Data Overview (n = 2,838)
City
Kalamazoo

Grand Rapids

South Bend

Lansing

Total

Passing
law
5-foot

5-foot

3-foot

Without
law

Bicycle
service
Bike lane

Number of
observations
764

Shoulder

181

Sharrow

173

None

138

Bike lane

145

Shoulder

157

Sharrow

79

None

42

Bike lane

223

Shoulder

153

Sharrow

226

None

141

Bike lane

232

Shoulder

119

Sharrow
None

0
65
2838

Distances with
more than 8 ft.
127
17%
60
33%
36
21%
25
18%
28
19%
35
22%
7
9%
2
5%
12
5%
21
14%
3
1%
11
8%
30
13%
30
25%
4
6%
431
15%

Measured
distances
637
83%
121
67%
137
79%
113
82%
117
81%
122
78%
72
91%
40
95%
211
95%
132
86%
223
99%
130
92%
202
87%
89
75%
61
94%
2407
85%

Average
(ft.)
6.21

Min.
(ft.)
2.58

Max.
(ft.)
8.00

6.33

3.50

8.00

5.93

2.58

8.00

6.33

3.33

8.00

6.23

2.50

7.92

6.10

3.00

8.00

5.65

2.08

8.00

5.87

3.50

8.00

6.00

3.50

8.00

5.76

3.00

8.00

5.27

2.25

7.92

5.76

2.67

8.00

5.91

2.67

8.00

6.48

3.42

8.00

5.7 0

2.33

7.92

5.95

2.08

8.00

3.3.1.1 Effects of bicycle facilities
Four types of roadways were examined to determine the effect of roadway configuration
on passing distance. First, the impact of roadways was evaluated regardless of the number of lanes.
One-way analysis of variance (ANOVA) was employed to examine the passing distances between
the groups. The results showed significant differences between the groups (F(3, 2407) = 24.65, P
< 0.001). The Scheffe method was adopted to examine the multiple comparisons test. The results
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revealed that the passing distance in the roadways with sharrow was significantly less than that in
roadways with a bike lane (P < 0.001), shoulder (P < 0.001), and without bike facility (P < 0.001).
There were no other statistically significant differences among the groups.

3.3.1.2 Effects of number of lanes
Additionally, the effect of the number of lanes was examined. Analysis using two-sample
t-test mean comparison indicated that the average passing distance in 2-lane roadways (M = 5.69
ft.) was significantly (t = 10.97, P < 0.001) less than that in 3-lane roadways (M = 6.21 ft.). Next,
inter-group analysis was tested. The results indicated that the number of lanes was one of the most
influential factors in the overtaking distance. The number of lanes makes a difference in all types
of roadways, except for the roadways without bike facilities. Figure 3.4 shows the distribution and
the significant level of differences among various roadway characteristics.

Figure 3.4 Motor Vehicle Overtaking Distance to the Bicyclist with Regards to Roadway Type
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3.3.1.3 Effects of passing law
To meet the purpose of comparing vehicle-bicyclist overtaking distances in areas with
different passing laws, a one-way ANOVA was conducted. The results indicated that there were a
few significant levels of difference between the locations with various passing laws (F(3, 2407) =
44.15, P < 0.001). Employing the Scheffe method revealed that the passing distance in the two
cities with the five-foot passing law did not differ significantly. Thus, the passing distance
observations in Kalamazoo and Grand Rapids, the cities with the same passing law, were
considered as one area for further analysis. I also found that passing distances in cities with a fivefoot law were significantly higher than cities with a three-foot law. Table 3.4 indicates the Scheffe
method comparison results among cities.
Table 3.4 The Scheffe Method Significant Level in Multiple Comparison of ANOVA (χ2(3) = 3.80, P <
0.285)
City
Kalamazoo
Lansing
South Bend

Mean (feet)
Mean = 6.20
Mean = 6.02
Mean = 5.55

Grand Rapids
Mean = 6.03
P < 0.105
P < 0.999
P < 0.001*

Kalamazoo
Mean = 6.19

Lansing
Mean = 6.02

P < 0.1
P < 0.001*

P < 0.001*

* Statistically significant

The results of t-test mean comparison demonstrated that the number of lanes also affects
the passing distance regardless of the passing law. The areas with different passing laws were
affected by the change in the number of lanes. That is, the overtaking distance in 2-lane roadways
in the four cities was significantly less than 3-lane roadways (P < 0.005). Studying the effect of
roadway configuration in different areas specified that the passing distance in 2-lane roadways
with a bike facility (bike lane, sharrow, or shoulder) and a five-foot passing law was significantly
higher than in the same roadways in areas without the five-foot passing law (t = 7.52, P < 0.001).
Figure 3.5 shows the distribution of passing distances in each city and roadway type.
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Figure 3.5 Distribution of Passing Distances in Each City and Roadway Types

The t-test mean comparison was performed. The results indicated the importance of passing
laws on roadways with a bike lane. The presence of either a three-foot or a five-foot passing law
causes a significant increase of passing distances in roadways with a bike lane (t = 1.94, P < 0.06).
To compare the effect of three-foot and five-foot passing laws, pairwise comparison using t-test
was conducted through different roadway configurations. The results in Table 3.5 revealed that
higher minimum requirement passing laws resulted in great distances taken by drivers. The results
proved that average passing distances in all types of roadway configuration (except for the 3-lane
roadway with a sharrow and 2-lane with no bicycle facility) with the five-foot law were
significantly greater than those in cities with the three-foot law.
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Table 3.5 The Mean Comparison Between Passing Distances in Different Types of Roadway
Configuration Among Cities with Three- and Five-foot Passing Laws
Average passing distance in areas with:
Three-foot law (ft.) Five-foot law (ft.)
2-lane with bike lane
5.40
5.79
2-lane with shoulder
5.54
6.01
2-lane with sharrow
4.97
5.82
2-lane with no bike facility 5.88
6.16
3-lane with bike lane
5.81
6.44
3-lane with shoulder
6.07
6.47
3-lane with sharrow
5.82
5.87
3-lane with no bike facility 5.47
6.31
Roadway configuration

Significance level
t = 3.18, P < 0.002*
t = 2.88, P < 0.004*
t = 6.33, P < 0.001*
t = 1.68, P < 0.1
t = 5.51, P < 0.001*
t = 2.44, P < 0.02*
t = 0.26, P < 0.79
t = 3.51, P < 0.001*

* Statistically significant

Another purpose of this research was to examine driver violation of the passing law on
different roadways. A t-test demonstrated that driver violation of the five-foot passing law in
roadways with a bike lane and shoulder was lower than in other types of roadways (P < 0.05), as
shown in Figure 3.6. Correspondingly, drivers were more likely to violate the three-foot law on a
2-lane road, or where there was no bike lane/shoulder on the road (P < 0.05).
The figure also indicates that the rate of violation of the passing law in 2-lane roadways
(13%) was higher than the rate in 3-lane roadways (6%). Further analysis on different types of
roadway showed that the violation rate in 3-lane roadways with shoulders (3%) was significantly
(t = 3.64, P < 0.001) less than the violation rate in 2-lane roadways with shoulders (12%).
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Figure 3.6 Violation Rate in Cities with a 3-foot and a 5-foot Passing Distance Laws

3.3.1.4 Effects of types of vehicle
The overtaking vehicles’ types were divided into two categories: trucks (including heavy
vehicles, buses, and minibuses) and regular passenger cars. They were identified by reviewing the
camera video. Truck drivers (𝑑̅ = 5.64 ft.) tended to drive closer to the bicyclist than passenger car
̅ = 6.01 ft.) (t = 5.41, P < 0.001). However, the overall violation rate of trucks (r = 12%)
drivers (𝑑`
was not significantly different from other vehicles (r` = 9%). The analysis revealed that passenger
̅ = 6.07 ft.) when the bicyclist was riding in a bike
cars kept more distance (𝑑̅ = 5.76 ft., 𝑑`
lane/shoulder (t = 3.69, P < 0.001). The violation in 2-lane roadways was not significant in either
of vehicle types (r = 14%, r` = 13%, t = 0.43). In 3-lane roadways, however, truck drivers
contributed more violations ((r = 1%, r` = 5%, t = 2.30, P < 0.05).
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3.3.2

Model Development

Regarding the influential factors on overtaking behavior, an Ordered Probit Model
approach was applied to address the stratification of passing distances. The model expressed the
relationship between a discrete dependent variable and independent variables. The dependent
variable was driven from C3FT measurements by the video recording. The overtaking distances
were broken down into seven discrete classes (1 = less than 3 feet, 2 = between 3 and 4 feet and
so on until 7 = more than 8 feet).
The independent variables consisted of vehicle type; the number of lanes; availability of a
bike lane, shoulder, or sharrow; kind of passing distance law; posted speed limit; access density;
AADT; lane width; and bike/shoulder width. In order to determine the effects of multiple values
of discrete dependent variables, dummy variables were utilized. The presence of each bicycle
facility in a roadway was coded as a separate dummy variable, such as bike lane (presence = 1,
and absence = 0) and shoulder lane (presence = 1, and absence = 0). The types of passing distance
law also were coded as three dummy variables, including the presence (law5 = 1) and the absence
of the five-foot law (law5 = 0); the presence (law3 = 1) and the absence (law3 = 0) of the threefoot law; and the presence of either law (law0 = 0) and the presence of no laws (law0 = 1). Type
of passing vehicle, captured from the video recording, was identified as a binary variable. The
variable described a situation in which the bicyclist was overtaken by a truck (truck = 1) or by a
passenger car (truck = 0). Number of lanes, as one of the roadway characteristic components, was
either two or three. Lane width, bicycle lane, and shoulder width were continuous variables
defining other characteristics of the roadway. Table 3.6 presents the remaining variables in the
final model after backward elimination of insignificant variables.
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Table 3.6 Proposed Ordered Probit Model for Passing Distances Captured by C3FT (N = 2838, R2 = 0.12,
Χ2(5) = 347, P < 0.0001)
Variable
Number of lanes (2 or 3)
Lane width
Overtaking bicyclist was
in a shoulder
Presence of a 5-foot
passing law
Overtaken by a truck

Coefficient
0.466
0.105
0.372

Std. Err.
0.039
0.029
0.048

Z
11.79
3.68
7.70

P value
0.000
0.000
0.000

95% Confidence Interval
0.388
0.543
0.049
0.161
0.277
0.467

0.470

0.040

11.73

0.000

0.391

0.549

-0.258

0.055

-4.66

0.000

-0.366

0.149

µ1
µ2
µ3
µ4
µ5
µ6

0.073
0.910
1.783
2.550
3.177
3.804

0.357
0.352
0.352
0.354
0.355
0.356

-0.630
0.216
1.092
1.857
2.482
3.107

0.775
1.596
2.472
3.243
3.872
4.501

The proposed model suggested that five variables significantly affect vehicle passing
distances to the bicyclist. In this study, two-lane and three-lane roadways were examined, and
findings indicated that passing distance in three-lane roadways was significantly greater than that
in two-lane roadways. Similarly, wide lanes and shoulders provided statistically greater passing
distances to the bicyclist. With regards to the impact of the passing laws, the presence of the fivefoot law, compared to the three-foot law, increased the passing distance. Moreover, the adverse
impact of the size of vehicles was implied by the model. Trucks, compared to passenger cars,
maintained a lesser distance while passing the bicyclist.

3.4 Discussion
The results demonstrate that drivers in the cities with the five-foot passing law maintained
significantly higher lateral distances from the bicyclist. Nevertheless, the average passing distances
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in Lansing, a city without a specific passing law, was significantly higher than the passing
distances in the areas with the three-foot law.
The results indicated that the average passing distance in areas with the three-foot passing
law is 5.55 feet, consistent with previous studies. In the literature, a combination of different
vehicle types were examined in an area with the three-foot passing law, and 5.3 feet was the
average passing distance (Chuang et al., 2013). The results of the study also showed that the
presence of a bicycle lane or a paved shoulder increases driver passing distance to the bicyclists.
In contrast with the findings, another study found no significant differences in the average passing
distance in roadways with a bike lane and without a bike lane, which were 6.4 feet and 6.3feet
respectively (Chapman & Noyce, 2012). The observations of that study, however, were limited in
an area with the three-foot law
The tendency for drivers to maintain the minimum lateral distance to the bicyclist (t = 8.28,
P < 0.001) in roadways with a shared lane marking (sharrow) was another result of the study. Note
that the roadways without a bike lane, shoulder, or sharrow were included in the comparison.
Moreover, roadway type comparison between cities with a 5-foot and a 3-foot laws (Table 3.5)
revealed that the mean differences in 2-lane roadways with sharrows were substantial. The mean
difference comparison indicates that 2-lane roadways with sharrows result in lessening of
bicyclists’ safety, and correspondingly their comfort.
The developed model indicates that five factors influence drivers’ behavior while passing
a bicyclist. Consistent with the findings of previous studies (Ibrahim et al., 2018), the results
demonstrate that increasing the number of lanes (in this study, from 2 to 3) and the lane width will
increase the passing distance to the bicyclist. Moreover, the rate of violation of the passing law in
2-lane roadways (13%) was almost twice as much as than the rate in 3-lane roadways (6%).
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Likewise, the violation rate in roads with 10 feet or more width was half of the rate for roads with
less than 10 feet lane width. However, I argue that more or broader lanes do not necessarily provide
safer roads for bicyclists, since increasing the width or number of the travel lanes is also associated
with greater vehicle speed (Shackel & Parkin, 2018) and larger vehicle volumes. Thus, this may
put bicyclists at a greater risk of conflict with motor vehicles.
The analysis also showed that, in contrast with sharrows, the presence of paved shoulders
significantly increases the passing distance. The violation rate in 3-lane roadways with a shoulder
(3%) was significantly (t = 3.64, P < 0.001) less than the violation rate in 2-lane roadways with a
shoulder (12%). In addition, the passing distance on the shared roads was significantly less than
that for other roadway types (t = 7.16, P < 0.001). However, a significant difference was also found
between the 2-lane and the 3-lane shared roads (t = 2.91, P < 0.005). The study, therefore,
recommends designing the shared lanes on 3-lane rather than 2-lane roads.
It is interesting that the presence of a five-foot law significantly increased the distance that
drivers leave for the bicyclists. The variable of five-foot law (binary) remained in the model, while
the presence of three-foot law was not significant. The significance level of the five-foot law
variable in the proposed model properly describes the prominence and the necessity of such a law
to enhance bicyclist safety. The most striking result to emerge from the data is the greater violation
rate in areas with a five-foot passing law (14%) compared to areas with a three-foot law (2%). It
reveals that the five-foot law is more feasible for police enforcement in the future. Moreover,
drivers have already adhered to the three-foot law. However, requiring drivers to maintain at least
a 5-foot lateral distance from bicyclists can result in safer roads for bicyclists.
The output of the proposed model also reinforces the idea that drivers of large vehicles are
more likely to pass closer to bicyclists (De Ceunynck et al., 2017; Walker, 2007). In three-lane
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roadways, where there is more room to pass safely, the truck violation rate (11%) was significantly
more than the passenger car rate (5%). The reluctance of heavy vehicles to change a lane, identified
by various studies (e.g., Chen et al., 2016), explains this difference. In the two-lane roadways,
however, due to insufficient passing space for an overtaking maneuver, the violation rates for both
vehicle types were almost equal (14% versus 13%).

3.5 Limitations
I acknowledge that the results presented in this study was not free from limitations as it used the
naturalistic experiment data. Some previous studies examined fewer bicyclists to run a naturalistic
experiment in order to minimize the impact of cyclists’ behavior variations on drivers’ passing
distance (Evans et al., 2018; Parkin & Meyers, 2010). Accordingly, the current study examined
two bicyclists to ride the instrumented bicycle and measured drivers’ behavior during passing
maneuvers. However, other scholars have noted the limitations of this approach in representing a
proper sample of bicyclists’ population. They argue that bicyclists’ riding behavior can affect
motorists passing distance. These studies employed video cameras around the roadway to address
this issue while considering both cyclists demographic characteristics and drivers’ behavior
(Apasnore et al., 2017; Schramm et al., 2016).
The generalizability of these results is subject to certain limitations. The most important
limitation lies in the fact that bicycle speed and vehicle speed were not captured in the experiment.
Another variable that was not addressed due to the limitation of the video recording was whether
the presence of vehicles in the opposite direction of the road affects driver behavior. In addition, a
few types of roadways were not found in the study area (For instance, roadways with sharrow were
not identified in Lansing).
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3.6 Concluding Remarks
The results of this study demonstrated that overtaking distances in the locations with a fivefoot passing law were significantly greater than those with a three-foot law or no specific law. The
roads with paved shoulders, wider roads, and roads with more lanes contribute to larger passing
distances and safer environment for bicyclists. On the other hand, shared use lanes (sharrows) or
a higher share of heavy vehicles are associated with significantly closer passing distances.
I highly recommend designing countermeasures such as enforcement and driver education
and awareness to passing distance laws. Changes in the cycling infrastructure would also improve
the compliance in bicycle passing laws. As a practical implementation of the study, transportation
engineers, policymakers, and legislators can employ the findings to provide more efficient designs
for road infrastructure associated with bicycle services to achieve the ultimate goal of sustainable
and smart transportation systems in urbanized areas.
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CHAPTER 4
A FRAMEWORK TOWARD SUSTAINABILITY AND SMART-GROWTH:
ASSESSING MULTIFACETED TRANSPORTATION PERFORMANCE MEASURES
FOR SMART CITIES
4.1 Introduction
As a fundamental component in modern human beings’ livelihood, the performance of
transportation systems influences the quality of life in numerous ways. The performance
assessment of transportation systems refers to the process of determining how well these systems
perform concerning their intended objectives. The necessity of this assessment has been considered
crucial in recent years. The widely used term of ‘sustainable transportation’ as a part of sustainable
development has been defined as a mission that serves a community through a fast, safe, efficient,
accessible and convenient transportation system to increase quality of life (US DOT, 2016).
Sustainable transportation is described through its impacts on economy, environment, and general
well-being, and is measured by the system efficiency and effectiveness (Jeon & Amekudzi, 2005).
On the other hand, the concept of a smart city is fast becoming a key instrument in
transforming living environments to manage future demand of communities better. The goal of
smart cities is to increase operational efficiency, share information with the public, and improve
both the quality of government services and citizen welfare (Ramaprasad et al., 2017; W. M. Wey
& Hsu, 2014). Thus, smart-growth strategies are considered as solutions to enhance the
sustainability of a transportation system by enhancing the operational efficiency and effectiveness.
By using the smart-growth strategies, it is possible to collect more usable data and build a big data
infrastructure for transportation management. As a result, the strategies help us in providing more
comprehensive and integrated solutions regarding transportation systems.
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4.2 Background
The recent years have witnessed an increasing interest in developing performance indexes to
determine the functionality of sustainable and smart transportation systems (Jeon & Amekudzi,
2005; Litman, 2009; Ghamami & Shojaei, 2018; Molavi et al., 2019; Samimi et al., 2019). Ramani
et al. (2009) developed a methodology based on sustainable performance measures for the Texas
Department of Transportation’s strategic plan, which included thirteen performance measures
according to five goals of TxDOT’s strategic plan. In another major study, urban transportation
sustainability was classified into environmental, economic, and social indicators (Haghshenas &
Vaziri, 2012b). The researchers utilized the indicators to develop a city-based ranking using
standardized indicators. In another study, Appleton Charitable Foundation (2008) developed
performance targets for the variables and attempted to list the 27 largest urban areas in Canada
based on transportation improvements. The study presented four major indicators, including air
quality, public policy, transportation policy, and technology adoption. The procedure to determine
weighting factors was based on a group of experts. To quantify the smartness of a city, Lopez and
Monzon (2018) suggested an indicator covering not only the mobility system, but also the
technological transportation aspect. They evaluated six different cities in Spain to examine the
indicators. They added a new measurement of Innovation Index into the sustainability analysis;
however, the indicators were given an equal weight, and the sustainability dimension was
computed by an arithmetic mean. This study systematically reviewed the methods for criteria
weight computation, aiming to incorporate an objective approach to the criteria weights procedure.
In addition to methods to determine weighting factors and composite sustainable and smart
indices, establishing indicators has always been an important stage. Mobility indexes are found to
be a mutual indicator in previous studies. Common indicators representing smart mobility indexes
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include congestion level (Amrina & Berti, 2020; Ramani et al., 2009), travel time (Hoseinzadeh et
al., 2020; Schrank. et al., 2015; Shishegaran et al., 2020), traffic delay (Bandeira et al., 2018),
public transport (Alonso et al., 2015; Ribeiro et al., 2020), and vehicle miles traveled (Danielis et
al., 2018; Zhao, 2010). Moreover, some recent studies investigated the relation between bikesharing (Garau et al., 2016, 2015), ridesharing (Sayyadi & Awasthi, 2020; Tafreshian et al., 2020),
and autonomous vehicles (Fazeli et al., 2020) with smart mobility. However, the indicators are
usually restricted to areas that such developments have already been implemented, and pertinent
data is available. Verma et al. (2015) applied linear normalization and AHP to develop a
framework that is widely used. They employed vehicle kilometers travel and the level of
congestion as mobility indicators. Moreover, a mobility index using indicators representing the
efficiency of different transportation modes was developed by Garau et al. (2016) to analyze the
smart urban mobility of Cagliari, Italy. They employed linear normalization and geometric mean
to compose indicators with equal weights. In addition to modal split and congestion level, average
trip length and average peak-hour speed represented a transport system's mobility performance of
in metropolitan cities of India (Zope et al., 2019). Table 4.1 presents a list of 12 studies that
developed sustainable and smart transportation indicators.
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Table 4.1 Information Related to 12 Studies that Developed Sustainable and Smart Transportation Indicators
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Title

Author (year)

A multi-criteria model for evaluating sustainable
transportation system in West Sumatra
Constructing urban dynamic transportation planning
strategies for improving quality of life and urban
sustainability under emerging growth management
principles
Benchmarking: A tool for evaluation and monitoring
sustainability of urban transport system in metropolitan
cities of India
Evaluating sustainability and innovation of mobility
patterns in Spanish cities. Analysis by size and urban
typology
An indicator-based algorithm to measure transportation
sustainability: A case study of the U.S. states
Composite indicators of sustainable urban mobility:
Estimating the rankings frequency distribution
combining multiple methodologies
Developing the Sustainable Urban Transport Index

Amrina & Berti
(2020)
W.-M.
Wey
(2019)

PHI3

Method

Level of noise
Level of emission
Non-motorized vehicles
mode share

Composite: ISM
Weights: ANP
Composite: FDM
Weights: DNP

Air pollution
Noise pollution
Walk and cycle trips
Air quality
Density of cycle path

Composite: quadratic normalized
indicators
Weights: none
Composite: linear standardized
indicators, arithmetic mean
Weights: none
Composite and weights: PCA and
FA
Composite: z-score normalization
Weights: PCA

No. of
SI1
16

No. of
MI2
1

12

0

8

4

Lopez-Carreiro
&
Monzon
(2018)
Mahdinia et al.
(2018)
Danielis et al.
(2018)

16

4

9

2

Air pollution

15

3

10

2

Cagliari and smart urban mobility: Analysis and
comparison

Gudmundsson
& Regmi (2017)
Garau et al.
(2016)

Air pollution
Modal share of walking
and biking
Air quality

6

6

Bike sharing

Sustainability impact assessment of transportation
policies–A case study for Bangalore city

Verma
(2015)

16

3

Exposure to air pollution

Urban sustainable transportation indicators for global
comparison
Developing sustainable transportation performance
measures for TXDOT's strategic plan: technical report.
Smart Transportation Ranking Report

Haghshenas &
Vaziri (2012)
Ramani et al.
(2009)
ACF (2008)

9

3

Emission consumption

13

9

Air quality

17

6

Air quality

1

Zope et
(2019)

et

al.

al.

Sustainable Indicators, 2 Mobility Indicators, 3 Public Health Indicators

Composite: z-score normalization
Weights: none
Composite: linear standardized
indicators, geometric mean
Weights: none
Composite: linear normalization,
AHP
Weights: Saaty scale
Composite: z-score
Weights: none
Composite: linear scaling
Weights: group decision-making
Composite: linear normalized
indicators
Weights: group decision-making

A majority of studies adopted a linear (Garau et al., 2016; Gudmundsson & Regmi, 2017;
Haghshenas & Vaziri, 2012; Lopez-Carreiro & Monzon, 2018) or quadratic (Zope et al., 2019)
normalization to integrate indicators using arithmetic or geometric mean by considering equal
weighting factors. However, a few studies incorporated advanced methodology to analyze the
weighting factors’ effect on smart and sustainable indexes. For instance, in a recent study, a
transportation sustainability index was developed using principal component analysis (PCA) and
Factor analysis (FA). A case study of 50 states and the Federal District of Columbia in the U.S.
assessed relative sustainability at a state-level (Mahdinia et al., 2018; Mahdinia & Habibian, 2017).
Through another innovative method, Wey (2019) employed the dynamic network process (DNP)
to determine criteria weights and the Fuzzy Delphi Method (FDM) to composite indicators. The
algorithm, however, fails to provide valid results in megacity and large-scale areas.
Another indicator that is employed in this study is public health. There has been ample
effort to synthesize a health impact assessment in transportation analysis, but the application is
still in early stages (Boehmer et al., 2017). The currently available methods for decision-making
bodies often focus on one objective over the others. Moreover, a synthesis lacks in defining the
relationship between different transportation infrastructure elements and public health objectives.
Boehmer et al. (2017) introduced a transportation and health tool released by the United States
Department of Transportation (U.S. DOT) and the Centers for Disease Control and Prevention
(CDC). The tool mainly deals with land use, physical activity, and fatalities caused by traffic
crashes. One flaw of this tool is the lack of a direct indicator that related traffic-caused air
pollutions to public health. In one recent study, the Health Impact Assessment (HIA) tool was set
out to help agencies and decision-making bodies to determine policy alternatives by estimating
adverse public health effects associated with pollutants’ changes (Davidson et al., 2007). The HIA
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is a combination of procedures, methods, and tools used for assessing policies, programs, and
projects that have potential impacts on public health (European Centre for Health Policy, 1999).
The indicator of public health in the sustainability and smart-growth evaluation
frameworks, as presented in Table 4.1, is measured using two main factors. Air quality is identified
as the main contributing factor for the evaluation of public health indicator. In the literature, air
quality is addressed by measuring air pollution level (Amrina & Berti, 2020; Danielis et al., 2018;
Gudmundsson19 & Regmi20, 2017; Lopez-Carreiro & Monzon, 2018; Mahdinia et al., 2018;
Ramani et al., 2009; Zope et al., 2019), vehicle emission consumption (Haghshenas & Vaziri,
2012b), and exposure to pollutants (Verma et al., 2015).

4.3 Methodology
4.3.1

Data Source and Preparation

The proposed assessment framework integrates four criteria consisting of network
performance, traffic safety, environmental impact, and physical activity. The framework requires
traffic-related and environment-related data. This information is gathered from public data
supported by government agencies. Due to the fact that form and type of public data vary in
different agencies, data review and derivation for each criterion is demanded.
The traffic-related data is employed to evaluate network performance, traffic safety, and
physical activity. The U.S. Department of Transportation (DOT) has an independent statistical
agency, the Bureau of Transportation Statistics (BTS), which is a politically objective supplier for
trusted and statistically sound baseline, contextual, and trend information. The data can be
employed to frame transportation policies, investments, and research across the U.S. (Bureau of
Transportation Statistics, 2019). BTS provides various traffic-related data including system
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performance and traffic safety as well as airline, energy, freight transportation, infrastructure, and
economy statistic data. Also, the Federal Highway Administration (FHWA), a division of the US
DOT, serves as the national source of transportation data including transportation system
performance. The current study utilizes travel time and crash data, which are supported by the BTS
and NHTSA to assess network performance and traffic safety.
Active transportation modes, such as pedestrians and bicyclists, incorporate the amount of
physical activity. National Household Travel Survey (NHTS) provides the number of pedestrian
and bicycle trips made by households in the U.S. In order to evaluate active transportation and
eventually equivalent physical activity on a city-level, this study examines weekly pedestrian and
bicycle transportation. Additionally, environment-related data and records of air pollutant
concentrations are collected from the Environmental Protection Agency (US Environmental
Protection Agency, 2018). The EPA serves outdoor air quality data including Air quality Index
(AQI), the concentration of air pollutants, and various visualized maps and plots.

4.3.2

Candidate Performance Measures

4.3.2.1 Network performance
Vehicle interactions can be quantified through congestion hours and travel time to
represent the operational efficiency of a network. Congestion Report serves congested hours, travel
time index and total annual delay time for 101 cities in the U.S. using archived traffic operations
data from roadway sensors (Schrank. et al., 2015). The Travel Time Index is the ratio of the peakperiod travel time to the free-flow travel time. The peak period travel time is a summation of the
delay time and the free-flow travel time. The deduced performance measure is applied to represent
the network performance.
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𝑇𝑝

𝑇𝑟𝑎𝑣𝑒𝑙 𝑇𝑖𝑚𝑒 𝐼𝑛𝑑𝑒𝑥 (𝑇𝑇𝐼) = 𝑇

𝐹𝐹

=

𝑇𝐷 +𝑇𝐹𝐹
𝑇𝐹𝐹

Eq. 4-1

Where, 𝑇𝑝 is the peak period travel time, 𝑇𝐹𝐹 is the free-flow travel time, and 𝑇𝐷 is denoted
as the delay time.

4.3.2.2 Traffic safety performance
Safety performance is measured by recording the frequency and severity of crashes.
Number of crashes or number of fatalities are possible ways to determine the safety performance
measure. Many agencies and organizations utilize performance measures related to the crash
quantity. Herbel et al. (2009) considered crashes and injuries as a safety performance measure.
Several attempts have been made so far to organize extensive safety measures to determine crash
severity (Arvin et al., 2019; Asgari et al., 2020; Kidando et al., 2021), crash frequency (Azizi et
al., 2012; Hoseinzadeh et al., 2019; Mousavi et al., 2019; Sloan et al., 2018), and performance
measures for their transportation safety plans (AHSO, 2013). One of the widely used factors for
calculating crash severity is the KABCO weighting factor, which is determined based on the
relative cost of a person-injury crash. The KABCO crash frequency measure weights crashes
according to the crash severity to develop a combined frequency and severity score. The crash
severity types include K: Fatality, A: Suspected serious injury, B: Suspected minor injury, C:
Possible injury, and O: No apparent injury. The weighting factors are calculated based on the
national comprehensive crash unit costs (Harmon et al., 2018). Two-year crash data (2016-2017)
for each site was extracted from the FARS Query website (NHTSA, 2019), which provides citylevel statistics. In order to identify the safety performance, the KABCO score was divided by the
area’s population.
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𝐶𝑟𝑎𝑠ℎ 𝑆𝑒𝑣𝑒𝑟𝑖𝑡𝑦 𝑆𝑐𝑜𝑟𝑒 (𝐶𝑆𝑆𝑠 ) =

∑𝑖 𝑁𝑖 𝑊𝑖
𝑃𝑠

∗ 1000 =

∑𝑖 𝑁𝑖 ∗(𝐶𝑖⁄𝐶 )
𝑂

𝑃𝑠

∗ 1000

Eq. 4-2

Where, 𝑃𝑠 is the population in site s, 𝑁𝑖 is the number of crashes with severity type i, 𝑊𝑖 is
the weighting factor for severity type i, 𝐶𝑖 is the cost for severity type i, and 𝐶𝑂 is the cost estimated
for no apparent injury crashes.

4.3.2.3 Air quality performance
To determine the air quality, it is necessary to interpret the concentration of air pollutants
instead of the total quantity of air pollution. The Air Quality Index (AQI), developed by
Environmental Protection Agency (EPA), is an indicator of health status according to current
atmospheric conditions. AQI provides results detailing the changes in concentration of air
pollutants, including CO, NO2, O3, SO2, PM2.5, and PM10, in consecutive years on a county-level
or a city-level. This compound was built by adopting the procedure used by the EPA (2018). So,
the AQI for individual pollutants is calculated according to Eq. 4-3. Afterwards the one with the
maximum value will be picked for the daily AQI in a site.
𝐴𝑄𝐼𝑑𝑎𝑖𝑙𝑦 = max{𝐴𝑄𝐼𝑖 } = max{
𝑖

𝑖

(𝐶𝑜,𝑖 −𝐶𝑚𝑖𝑛,𝑖 )∗(𝐴𝑄𝐼𝑚𝑎𝑥,𝑖 −𝐴𝑄𝐼𝑚𝑖𝑛,𝑖 )
𝐶𝑚𝑎𝑥,𝑖 −𝐶𝑚𝑖𝑛,𝑖

+ 𝐴𝑄𝐼𝑚𝑖𝑛,𝑖 }

Eq. 4-3

Where, i is the pollutant type, 𝐶𝑜,𝑖 is the 24-hour average concentration of the pollutant i;
𝐶𝑚𝑖𝑛,𝑖 and 𝐶𝑚𝑎𝑥,𝑖 are the lowest and the highest concentration of the AQI category that contains
pollutant i; and 𝐴𝑄𝐼𝑚𝑖𝑛,𝑖 and 𝐴𝑄𝐼𝑚𝑎𝑥,𝑖 are the lowest and the highest value allowed for that AQI
category, which corresponds to pollutant i.
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4.3.2.4 Physical activity performance
The prevalence of active transportation modes, including walking and cycling, is
characterized as one of the key aspects of the smart-growth of a city. The goal is to evaluate the
physical activity per person based on the Metabolic Equivalent of Tasks (METs). MET is one of
the common approaches to determine the health outcomes of physical activities (Woodcock et al.,
2013, 2014). MET is a unit of energy expenditure adjusted for body mass, with the reference
category of 1 MET as the typical energy expenditure of an individual at rest. METs are ratios
between the metabolic rates of an activity in relation to the resting metabolic rate.
The data, required to examine the physical activity performance, was gathered from
multiple sources with different standpoints. First, the number of bicycle trips and the number of
walking trips were derived from the National Household Travel Survey (US DOT, 2019). Based
on Census Bureau data, the site’s population was adjusted with NHTS data to evaluate the number
of bicycle and walking trips per person per year. The total trips were converted to trip durations,
in order to be aligned with METs measurement. Richard Kuzmyak & Dill (2012) have calculated
the average duration of the U.S. walking and bicycling trips for all purposes based on the 2009
NHTS, which is more reliable than the active transportation commuting data provided by the
American Community Survey (ACS). Ultimately, 14.9 min. and 19.4 min. were assumed as
durations of an average walking trip and an average bicycling trip, respectively. The last step is
computing the total METs based on the trip durations. Here I converted active transportation time
using the most common MET values, which are 2.5 METs/h for walking and 4 METs/h bicycling
(B. E. Ainsworth et al., 2000).
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4.3.3

Multi-Criteria Decision Analysis

To integrate four aspects of the smart-growth of a city with different units and
characteristics, this study employs Technique for Order of Preference by Similarity to Ideal
Solution (TOPSIS) as a multi-criteria decision analysis (MCDA) method (Abbasian et al., 2018;
Ewa, 2011; Ghorbanzadeh, Effati, et al., 2020; Mahjoob et al., 2021). The TOPSIS approach is
utilized since it offers an effective way to scale values that account for both the best and the worst
alternative, simultaneously. Simplifying the calculating process and easy execution by
transportation agencies and decision-makers, are considered as other advantages of TOPSIS. These
characteristics make TOPSIS a major MCDA technique in comparison with other related
techniques, such as ELimination Et Choix Traduisant la REalité (ELECTRE) and Analytic
Hierarchy Process (AHP). I use entropy, an objective method, to evaluate weighting factors for
TOPSIS analysis. The equations that are used to apply TOPSIS and entropy into the data analysis
are denoted in Table 4.2.
MCDA methods are always associated with a degree of uncertainty that has to be
considered and reported. Quantifying the uncertainty measurement that intertwines with weighting
factors evaluation and the final ranking, this study examines two methods of sensitivity analysis
developed by the previous studies (Song & Chung, 2016; Triantaphyllou & Sánchez, 1997). Since
I examined an objective method to find the criteria weighting factors, analyzing the effects of
changes in a single-criterion weight is used to determine the robustness of a criterion weights. In
addition, a sensitivity analysis using a single performance measure value is applied to check the
uncertainty of the quantified value of individual alternatives in each criterion. Table 4.2
demonstrates equations (Eq. 4-14 to Eq. 4-16) seeking to find the minimum value that a single
performance measure of alternative i in criterion k needs to change its position in the ranking with
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alternative α. The process repeats every time for a specific alternative with constant criteria’s
weighting factors. Equations (Eq. 4-17 to Eq. 4-19), however, have been developed (Triantaphyllou
& Sánchez, 1997) to evaluate the minimum required quantity for a criterion weighting factor to
reverse the ranking between alternatives i and α.
Table 4.2 Illustration of TOPSIS and Entropy Method
Step description
Making a decision matrix

Formula

𝑥11
𝑋𝑖𝑗 = [ ⋮
𝑥𝑖1

Normalizing the decision matrix
(m=number of alternatives)
Entropy evaluation
(n=number of criteria)

𝑟𝑖𝑗 =

⋯ 𝑥1𝑗
⋱
⋮ ]
⋯ 𝑥𝑖𝑗
𝑥𝑖𝑗

Eq. No.
Eq. 4-4
Eq. 4-5

2
√∑𝑚
𝑖=1 𝑥𝑖𝑗
𝑛

1
𝐸𝑗 = −
∑ 𝑟𝑖𝑗 . 𝐿𝑛(𝑟𝑖𝑗 )
𝐿𝑛(𝑚)

Eq. 4-6

𝑗=1

Weighting factors
Weighted decision matrix
Positive ideal solution (PIS) and negative
ideal solution (NIS)

1 − 𝐸𝑗
𝑊𝑗 = 𝑛
∑𝑗=1(1 − 𝐸𝑗 )
[𝑉𝑖𝑗 ] = [𝑊𝑗 ] × [𝑟𝑖𝑗 ]
min(𝑉𝑖𝑗 ) 𝑖𝑓 𝑗 𝑖𝑠 𝑎 𝑐𝑜𝑠𝑡 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎

𝑉𝑗+ = {
max(𝑉𝑖𝑗 ) 𝑖𝑓 𝑗 𝑖𝑠 𝑏𝑒𝑛𝑒𝑓𝑖𝑐𝑖𝑎𝑙 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎
max(𝑉𝑖𝑗 ) 𝑖𝑓 𝑗 𝑖𝑠 𝑎 𝑐𝑜𝑠𝑡 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎
𝑉𝑗− = {
min(𝑉𝑖𝑗 ) 𝑖𝑓 𝑗 𝑖𝑠 𝑏𝑒𝑛𝑒𝑓𝑖𝑐𝑖𝑎𝑙 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎

Distances from PIS and NIS

Eq. 4-7
Eq. 4-8
Eq. 4-9

Eq. 4-10
Eq. 4-11

𝑚

𝑆𝑖+ = √∑(𝑉𝑖𝑗 − 𝑉𝑗+ )2
𝑖=1
𝑚

𝑆𝑖−

= √∑(𝑉𝑖𝑗 − 𝑉𝑗− )2

Eq. 4-12

𝑖=1

Closeness coefficient
The threshold value of xi,α, which is the
minimum change that has to occur on the
current value in criterion k to change the
current ranking between two alternatives of i
and α
Critical degree of alternative i in terms of
criterion k
Sensitivity coefficient

𝑆𝑖−
𝑆𝑖− + 𝑆𝑖+
𝐶𝐶𝑖 − 𝐶𝐶𝛼 100
<
∗
𝑖𝑓 𝑖 < 𝛼
𝑊𝑘
𝑥𝑖,𝑘
𝐶𝐶𝑖 − 𝐶𝐶𝛼 100
>
∗
𝑖𝑓 𝑖 > 𝛼
𝑊𝑘
𝑥𝑖,𝑘
≤ 100
∆𝑖,𝑘 = 𝑚𝑖𝑛 |𝜏́𝑖,𝛼,𝑘 |
𝐶𝐶𝑖 =

𝜏́ 𝑖,𝛼,𝛾
𝜏́ 𝑖,𝛼,𝛾
{𝜏́ 𝑖,𝛼,𝛾

𝑆𝐶(𝑥𝑖,𝑘 ) =
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1
∆𝑖,𝑘

Eq. 4-13

Eq. 4-14

Eq. 4-15
Eq. 4-16

Table 4.2 – continued
Minimum quantity that the weight of
criterion k needs to reverse the ranking
between two alternatives of i and α
Modified weight of the criterion k
Percentage change in the criterion weight

4.3.4

𝛿𝑖,𝛼,𝑘 =

𝐶𝐶𝑖 − 𝐶𝐶𝛼
𝑥𝑖,𝑘 − 𝑥𝛼,𝑘

𝑊𝑘∗ = 𝑊𝑘 − 𝛿𝑖,𝛼,𝑘
𝑖𝑓 𝛿𝑖,𝛼,𝑘 ≤ 𝑊𝑘
{
𝑁𝑜𝑡 𝑓𝑒𝑎𝑠𝑠𝑒𝑎𝑏𝑙𝑒 𝑡𝑜 𝑟𝑒𝑣𝑒𝑟𝑠𝑒 𝑖𝑓 𝛿𝑖,𝛼,𝑘 > 𝑊𝑘
𝑊𝑘∗ − 𝑊𝑘
%𝑊 =
∗ 100
𝑊𝑘

Eq. 4-17

Eq. 4-18
Eq. 4-19

Overall Framework

The proposed assessment framework (Figure 4.1) begins with suggesting sources of data
required for the performance measures to generate a raw dataset and initiate the analysis. As
mentioned earlier (Section 4.3.1), the data source for establishing the network performance is the
Excel spreadsheet for base statistics extracted from Urban Mobility Report (Schrank. et al., 2015).
Three main resources are required to establish the traffic safety performance, which includes
FARS Query website (NHTSA, 2019) to build a crash frequency and severity database, national
comprehensive crash unit costs (Harmon et al., 2018) to evaluate the severity weights, and Census
population data (U.S. Census Bureau, 2018) to normalize the measurements. Environmental
Protection Agency Air Quality System Data Mart (U.S. EPA, 2018) is the main resource to build
the air quality database. The National Household Travel Survey (U.S. DOT, 2018) data was used
to derive the number of bicycling and walking trips. Moreover, Metabolic Equivalent of Tasks
(METs) for walking and bicycling and sites’ populations are required that can be adjusted by
Ainsworth et al., 2000 and Census data, respectively (U.S. Census Bureau, 2018).
Evaluation of the performance measures and methods to compute them are presented in the
second step of the framework. A specific index for each performance measure has been developed
in the third step. Equations presented in Section 4.3.2 (Eq. 4-1 to Eq. 4-3) are utilized to analyze
the data, and develop indexes for network performance, traffic safety, and air quality respectively.
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Ultimately, an integrated output and comprehensive results generated by the TOPSIS approach
(Section 4.3.3), are shown in the last step of the framework. The output of the framework provides
a sustainability and smart-growth ranking of the selected sites as well as uncertainty and sensitivity
analysis. Figure 4.1 presents the proposed conceptual framework in this study.

Figure 4.1 Proposed Conceptual Framework to Assess Sustainability and Smart-Growth of Cities
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4.4 Data Analysis
4.4.1

Case Study

This study applied the conceptual assessment framework to draw a comparison between
forty-six cities in the United States. Data availability and a population were two primary criteria
for selecting the cities. The cities were chosen based on two factors: population, and data
availability. First, I sorted all the U.S. cities based on their population and then attempted to find
pertinent data. According to the unavailability for a few cities, I had to replace them with the next
cities in the population ranking. For example, El Paso, TX; Oklahoma City, OK; and Fresno, CA
had to be removed from the list due to the lack of adequate data. Therefore, there were no
geographical preferences considered for choosing the cities.
Evaluations of the network and the safety performance measures were respectively
conducted based on Eq. 4-1 and Eq. 4-2. The maximum daily AQI was determined by Eq. 4-3.
The median of the daily AQI for an entire year was then considered as the annual AQI for each
city. In order to evaluate the METs, the total number of walking and bicycling trips for each city
were extracted from NHTS. Since the spatial data for walking and bicycling durations were not
available, the U.S. average duration was multiplied by the number of active transportation trips
and the corresponding METs/h for each of the activities. In the end, the total physical activity for
each city was adjusted by its population. Table 4.3 displays the extracted performance measures
from multiple sources to evaluate the sustainability and smart-growth of the selected cities.
Table 4.3 Performance Measures Calculated for Each City
City, State

Atlanta, GA
Austin, TX
Baltimore, MD

Alt.
Performance Measures
Code Network
Traffic safety
TTI
Rank CSS
Rank
(no unit)
(/1000 person)
A01 1.24
22
124.2
36
A02 1.33
37
93.8
27
A03 1.26
27
28.3
3
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Air quality
AQI
Rank
(no unit)
48
24
44
11
47
21

Physical activity
METs Rank
(/person)
170.35 12
164.62 16
175.83 8

Table 4.3 – continued
Boston, MA
Buffalo, NY
Charlotte, NC
Chicago, IL
Cincinnati, OH
Cleveland, OH
Columbus, OH
Dallas-Fort Worth, TX
Denver-Aurora, CO
Detroit, MI
Houston, TX
Indianapolis, IN
Jacksonville, FL
Kansas City, MO-KS
Las Vegas, NV
Los Angeles, CA
Louisville, KY
Memphis, TN
Miami, FL
Milwaukee, WI
Minneapolis-St. Paul, MN
Nashville-Davidson, TN
New Orleans, LA
New York-Newark, NY
Orlando, FL
Philadelphia, PA
Phoenix, AZ
Pittsburgh, PA
Portland, OR
Providence, MA
Raleigh, NC
Riverside, CA
Sacramento, CA
Salt Lake City, UT
San Antonio, TX
San Diego, CA
San Francisco, CA
San Jose, CA
Seattle, WA
St. Louis, MO
Tampa, FL
Virginia Beach, VA
Washington, DC

4.4.2

A04
A05
A06
A07
A08
A09
A10
A11
A12
A13
A14
A15
A16
A17
A18
A19
A20
A21
A22
A23
A24
A25
A26
A27
A28
A29
A30
A31
A32
A33
A34
A35
A36
A37
A38
A39
A40
A41
A42
A43
A44
A45
A46

1.29
1.17
1.23
1.31
1.18
1.15
1.18
1.27
1.30
1.24
1.33
1.18
1.18
1.15
1.26
1.43
1.20
1.19
1.29
1.17
1.26
1.21
1.32
1.34
1.21
1.24
1.27
1.19
1.35
1.20
1.17
1.33
1.23
1.18
1.25
1.24
1.41
1.38
1.38
1.16
1.21
1.19
1.34

32
4
20
35
7
1
7
30
34
22
37
7
7
1
27
46
15
12
32
4
27
17
36
40
17
22
30
12
42
15
4
37
20
7
26
22
45
43
43
3
17
12
40

38.8
57.2
120.6
44.4
92.6
118.4
67.8
122.9
70.2
138.9
107.4
108.3
164.7
130.9
80.7
69.8
136.1
157.5
104.8
91.5
26.0
102.0
125.8
27.6
134.4
57.6
148.6
55.1
70.7
32.2
68.6
88.7
112.9
72.2
53.5
57.5
44.5
51.8
44.9
164.3
131.2
45.1
44.0

5
14
34
7
26
33
17
35
20
42
30
31
46
38
23
19
41
44
29
25
1
28
37
2
40
16
43
13
21
4
18
24
32
22
12
15
8
11
9
45
39
10
6

45
40
45
57
52
48
44
50
61
54
51
50
41
47
61
77
48
44
43
44
51
43
46
53
38
55
77
55
37
44
45
97
61
54
43
64
53
47
44
40
43
36
49

17
4
17
39
32
24
11
28
40
35
30
28
6
21
40
44
24
11
7
11
30
7
20
33
3
37
44
37
2
11
17
46
40
35
7
43
33
21
11
4
7
1
27

135.73
159.62
171.73
160.43
177.01
152.76
135.83
137.14
161.30
133.28
168.15
137.28
193.90
126.86
146.24
143.13
142.99
138.38
158.89
152.41
164.45
141.30
164.05
177.30
174.34
159.16
149.71
193.59
184.56
134.65
165.62
143.13
166.70
199.08
145.53
154.62
164.30
164.30
157.68
141.08
181.53
153.72
175.83

43
23
11
22
7
29
42
41
21
45
13
40
2
46
32
34
36
39
25
30
17
37
20
6
10
24
31
3
4
44
15
34
14
1
33
27
18
18
26
38
5
28
8

Multi-Criteria Decision Analysis via TOPSIS

As Table 4.2 shows, the TOPSIS adopted in this study consists of multiple steps, such as
vector normalization and weighting factors evaluation. The computation result of vector
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normalization itself may not be useful for the comparison illustration because of small-scale
values. However, in an attempt to make an applicable comparison of criteria distribution between
the cities, the cumulative percentage can be used. For instance, Figure 4.2 presents the comparison
between five cities in a radar diagram. The diagram provides a visual representation that shows
the strengths and weaknesses of each city through a multi-dimensional graph. The cumulative
percentage in this figure indicates the probability of a more sustainable and smart transportation
system performance. Therefore, performance measures for travel time, traffic safety, and air
quality were inversely applied.

Figure 4.2 The Proposed Performance Measures Comparison for Five Example Cities

Entropy analysis was applied to calculate the criteria weighting factors. The result reveals
that the travel time performance measure, as a factor of delay and congestion, had the highest
weight (WTTI=0.261) and the traffic safety performance measure had the least weight
(WCSS=0.226) among criteria. For other criteria, WAQI=0.253 and WMET=0.259 were calculated.
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In order to integrate the performance measures and conduct the TOPSIS analysis, the
concept of individual criterion has to be determined. In this study, the physical activity
performance measure, indicating the annual metabolic equivalent tasks of walking and bicycling
hours per person, was considered as a beneficial criterion. Therefore, the highest and the lowest
values of this criterion were analyzed respectively for PIS and NIS in Eq. 4-9 and Eq. 4-10. For the
rest of the criteria, the process was applied inversely.
The result of the TOPSIS analysis is the closeness coefficient (Eq. 4-13), which indicates
the distance to the negative ideal solution. The higher the coefficient, the better the transportation
system in terms of sustainability and smart-growth of the criteria. Baltimore (A03) ranked in the
first place and Phoenix (A30) ranked as the last city. Table 4.4 shows the result of the TOPSIS
adopted in this study as well as the smart-growth ranking of the alternatives (cities). Also, Figure
4.3 provides the locations of the cities along with their closeness coefficient on a map.
Table 4.4 The Result of the TOPSIS Method for Forty-six Alternatives (Cities)
Rank
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

Alternative
code
A03
A45
A24
A46
A27
A05
A42
A33
A41
A32
A04
A38
A31
A40
A34
A07
A29
A10
A37
A23

City

CCi

Rank

Baltimore
Virginia Beach
Minneapolis
Washington
New York
Buffalo
Seattle
Providence
San Jose
Portland
Boston
San Antonio
Pittsburgh
San Francisco
Raleigh
Chicago
Philadelphia
Columbus
Salt Lake City
Milwaukee

0.855
0.827
0.808
0.801
0.800
0.795
0.792
0.783
0.769
0.767
0.766
0.765
0.751
0.747
0.742
0.725
0.708
0.703
0.701
0.645

24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
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Alternative
code
A08
A22
A25
A18
A14
A06
A28
A15
A44
A09
A01
A26
A11
A19
A17
A36
A16
A20
A43
A21

City

CCi

Cincinnati
Miami
Nashville
Las Vegas
Houston
Charlotte
Orlando
Indianapolis
Tampa-St.
Cleveland
Atlanta
New Orleans
Dallas
Los Angeles
Kansas City
Sacramento
Jacksonville
Louisville
St. Louis
Memphis

0.622
0.603
0.600
0.575
0.559
0.555
0.547
0.543
0.539
0.536
0.527
0.525
0.494
0.494
0.488
0.482
0.479
0.477
0.458
0.449

Table 4.4 – continued
21
22
23

A02
A39
A12

Austin
San Diego
Denver-Aurora

0.641
0.638
0.624

44
45
46

A13
A35
A30

Detroit
Riverside
Phoenix

0.427
0.343
0.244

Figure 4.3 Closeness Coefficient Score Calculated by TOPSIS for Different Cities

4.4.3

Sensitivity Analysis

4.4.3.1 Performance measure sensitivity
The sensitivity analysis was conducted as a complementary examination to measure the
uncertainty of the proposed ranking. The relative sensitivities were analyzed by using Eq. 4-14 to
measure the functionality of each criterion among the forty-six cities. The analysis required a
matrix of 46*46 pairwise comparisons for each criterion and a total of 2,116*4 comparisons for
all criteria.
According to Eq. 4-15 the most critical degree was calculated to find the minimum value
that changes the pairwise ranking between the alternatives (cities). As shown in Table 4.5, the
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most critical degree belongs to A09 in criteria AQI and MET, where the most sensitivity occurs
between A09 and A44. The results suggest that the current ranking of alternative A09 could be
switched to 32 effortlessly, by a limited change in either the performance value of the criterion
MET or AQI. The two alternatives’ ranking appears remarkably sensitive. Consequently, the
decision making for them should be treated carefully.
According to Table 4.5, critical degrees in criterion MET were more often repeated
compared to other criteria. Meaning that the performance values in this criterion become more
sensitive in terms of reversing the ranking between two consecutive alternatives (∆𝐴27,𝑀𝐸𝑇 , ∆𝐴06,𝑀𝐸𝑇 ,
∆𝐴01,𝑀𝐸𝑇 , ∆𝐴17,𝑀𝐸𝑇 ≈ 0.01%). The results of the sensitivity analysis revealed that the ranking

between A11 and A26 occurs to be sensitive, because the lowest critical degree in criterion TTI
occurred between the two aforementioned alternatives. Also, critical degrees in other criteria for
A11 and A26 show values lower than one, which is considered critical. Although critical
uncertainty was detected between a few pairs, more than 60% of the rankings were allocated to the
dominant alternatives. In another significant finding, the sensitivity analysis unveiled that no
critical degrees were identified in the first three and the last three ranking places. This finding
confirms the robustness of the ranking between the first and the last three alternatives. Note that
the shaded cells in the table below indicate the robust ranking in terms of the sensitivity coefficient.

Table 4.5 Critical Degrees and Sensitivity Coefficient for Sensitivity Analysis of Performance Measures
Rank

Alt. (i)

1
2
3
4
5
6
7

A03
A45
A24
A46
A27
A05
A42

Δi,k (%)
TTI
CSS
71.09 100
52.72 100
19.67 100
0.99
2.68
0.99
4.26
8.00
14.52
6.78
18.49

AQI
80.76
73.85
20.59
1.15
1.06
9.92
9.02

MET
65.25
52.27
19.30
0.97
0.01
7.51
7.60
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SC(xi,k)
TTI CSS
0.01 0.01
0.02 0.01
0.05 0.01
1.01 0.37
1.01 0.23
0.12 0.07
0.15 0.05

AQI
0.01
0.01
0.05
0.87
0.94
0.10
0.11

MET
0.02
0.02
0.05
1.03
111.11
0.13
0.13

Table 4.5 – continued
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46

A33
A41
A32
A04
A38
A31
A40
A34
A07
A29
A10
A37
A23
A02
A39
A12
A08
A22
A25
A18
A14
A06
A28
A15
A44
A09
A01
A26
A11
A19
A17
A36
A16
A20
A43
A21
A13
A35
A30

24.06
5.10
2.35
2.46
4.07
12.05
10.17
13.60
41.60
11.70
5.02
5.02
11.32
5.86
6.28
4.62
5.09
7.43
7.92
40.40
11.83
12.79
9.97
10.22
9.19
9.67
6.73
6.32
0.69
0.61
14.59
8.78
5.79
5.70
25.42
24.78
58
100
100

79.57
12.03
100
7.24
8.44
23.08
28.57
20.57
100
100
100
100
12.82
7.36
100
100
5.75
8.11
100
55.90
12.98
11.56
7.96
9.88
7.52
8.33
5.96
5.88
0.63
100
11.36
8.47
3.68
5.46
15.91
16.60
45.90
100
100

27.81
6.34
3.63
2.99
5.02
11.05
11.47
14.98
40.52
11.18
5.71
4.65
12.75
7.50
5.16
4.17
4.89
9.44
9.44
35.37
13.07
0.01
13.45
10.22
10.96
0.01
7.37
7.69
0.74
0.48
15.12
7.50
7.07
6.04
31.23
28.40
56.44
100
100

27.47
0.01
2.20
2.99
0.01
0.02
11.18
0.02
43.51
11.68
5.59
3.81
11.13
6.06
6.45
4.77
4.34
7.72
8.69
44.59
11.98
0.01
8.86
11.25
7.85
0.01
0.01
6.51
0.82
0.79
0.01
0.02
4.52
6.13
26.77
27.29
69.11
100
100

0.04
0.20
0.43
0.41
0.25
0.08
0.10
0.07
0.02
0.09
0.20
0.20
0.09
0.17
0.16
0.22
0.20
0.13
0.13
0.02
0.08
0.08
0.10
0.10
0.11
0.10
0.15
0.16
1.45
1.63
0.07
0.11
0.17
0.18
0.04
0.04
0.02
0.01
0.01

0.01
0.08
0.01
0.14
0.12
0.04
0.03
0.05
0.01
0.01
0.01
0.01
0.08
0.14
0.01
0.01
0.17
0.12
0.01
0.02
0.08
0.09
0.13
0.10
0.13
0.12
0.17
0.17
1.58
0.01
0.09
0.12
0.27
0.18
0.06
0.06
0.02
0.01
0.01

0.04
0.16
0.28
0.33
0.20
0.09
0.09
0.07
0.02
0.09
0.18
0.22
0.08
0.13
0.19
0.24
0.20
0.11
0.11
0.03
0.08
71.43
0.07
0.10
0.09
111.11
0.14
0.13
1.34
2.07
0.07
0.13
0.14
0.17
0.03
0.04
0.02
0.01
0.01

0.04
90.91
0.45
0.33
74.63
45.45
0.09
46.08
0.02
0.09
0.18
0.26
0.09
0.16
0.15
0.21
0.23
0.13
0.12
0.02
0.08
111.11
0.11
0.09
0.13
166.67
128.21
0.15
1.22
1.27
166.67
58.14
0.22
0.16
0.04
0.04
0.01
0.01
0.01

A simple example of the sensitivity analysis clarifies the application of the results. Based
on Table 4.3 I realize that the performance value of alternative A41 in criterion CSS is 51.8. On
the other hand, the critical degree (Table 4.5) of this alternative is 12.03%. So, if the performance
value is reduced (because this is a cost criterion) by 51.8*12.03% = 6.23, the ranking will be
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reversed and A41 will be placed instead of A33. Using Eq. 4-2 and the alternative population
(PA41=945,942) I can extract the KABCO weighting factor for reducing 6.23 in the crash severity
score. Then, I can calculate the number of crashes with no apparent injury (O-severity) through a
simple calculation: 6.23*945.942=5,893. Which, in this case, equals to 107 crashes with serious
injury (A), or 6 fatal crashes (K).

4.4.3.2 Weighting factor sensitivity
Eq. 4-17 enabled us to calculate the minimum quantity that a criterion weight needs to

reverse the ranking between two alternatives. If the minimum quantity exceeds the criterion
weight, no feasible reverse change happens between the two coupled alternatives. Otherwise, the
modified weight and the percentage change would be respectively determined through Eq. 4-18
and Eq. 4-19. The sensitivity analysis was conducted for the weight factors of all criteria. Table 4.6
presents sensitive ranks to a single-criterion weight change. Shaded cells in the table indicate
critical rankings (%W<20%).
As a part of the analysis results, it is illustrated that the ranking of A02 and A23 will be
equal if there is an increase of 0.22 in the TTI criterion weight. Besides, either a decrease of 0.14
in TTI weight or an increase of 0.02 in CSS weight factor will equalize the ranking of A04 and
A32. Also, the most critical criteria weight for rank equivalence between coupled alternatives is
between A11 and A19, where an increase of more than 5% in WTTI or a decrease of less than 1%
in WCSS will reverse the ranking between two alternatives. Note that the shaded cells in the table
below indicate sensitive rankings in terms of the sensitivity coefficient. Pairwise comparisons not
mentioned in the table below, were not sensitive to a weight change (𝛿𝑖,𝛼,𝑘 > 𝑊𝑘 ).
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Table 4.6 Sensitivity Analysis for Criteria Weighting Factors (Wk)
Alt. i Alt. α
A02 A23
A39

A04

A32

A38
A41
A05

A27
A42

A08

A46
A12

A09

A44

A10

A29
A37

A11

A19

A15

A28

A44

k
TTI
TTI
CSS
AQI
MET
TTI
CSS
AQI
MET
CSS
MET
CSS
MET
CSS
AQI
TTI
CSS
AQI
AQI
TTI
CSS
AQI
MET
CSS
AQI
MET
AQI
MET
AQI
MET
TTI
CSS
AQI
MET
CSS
AQI
MET
CSS
AQI

Wk
0.26
0.26
0.23
0.25
0.26
0.26
0.23
0.25
0.26
0.23
0.26
0.23
0.26
0.23
0.25
0.26
0.23
0.25
0.25
0.26
0.23
0.25
0.26
0.23
0.25
0.26
0.25
0.26
0.25
0.26
0.26
0.23
0.25
0.26
0.23
0.25
0.26
0.23
0.25

δi,α,k
-0.22
0.23
0.04
-0.04
0.26
0.14
0.02
-0.04
0.02
-0.07
-0.17
0.16
0.12
-0.12
0.15
-0.12
0.15
-0.25
0.23
0.13
-0.05
0.07
-0.13
0.17
-0.24
0.13
0.14
0.21
-0.06
-0.03
-0.01
0.01
0.01
-0.05
0.09
-0.11
0.11
-0.11
0.20

W*k
0.48
0.04
0.18
0.30
0.00
0.12
0.21
0.30
0.24
0.30
0.43
0.07
0.14
0.35
0.11
0.38
0.07
0.50
0.03
0.13
0.28
0.18
0.39
0.05
0.49
0.13
0.11
0.05
0.32
0.29
0.28
0.22
0.26
0.31
0.13
0.36
0.15
0.34
0.06

%W
83%
-87%
-19%
17%
-100%
-53%
-9%
17%
-8%
31%
67%
-70%
-46%
53%
-58%
45%
-68%
99%
-90%
-50%
24%
-28%
49%
-77%
94%
-50%
-56%
-80%
25%
12%
5%
-1%
1%
19%
-41%
43%
-42%
50%
-78%

Alt. i Alt. α k
A16 A17 CSS
MET
A19 CSS
AQI
A20 CSS
AQI
MET
A36 CSS
MET
AQI
A17 A19 TTI
CSS
AQI
A36 CSS
AQI
MET
A19 A20 CSS
AQI
A36 CSS
A20 A36 CSS
AQI
MET
A22 A25 MET
A23 A39 CSS
A27 A46 CSS
AQI
A29 A37 MET
A31 A40 TTI
MET
A32 A38 TTI
CSS
AQI
MET
A41 CSS
AQI
MET
A34 A40 TTI
CSS
AQI

Wk
0.23
0.26
0.23
0.25
0.23
0.25
0.26
0.23
0.26
0.25
0.26
0.23
0.25
0.23
0.25
0.26
0.23
0.25
0.23
0.23
0.25
0.26
0.26
0.23
0.23
0.25
0.26
0.26
0.26
0.26
0.23
0.25
0.26
0.23
0.25
0.26
0.26
0.23
0.25

δi,α,k
-0.16
-0.14
-0.10
0.15
0.05
-0.10
0.04
-0.04
-0.13
0.06
0.20
-0.07
0.08
0.19
-0.13
-0.14
-0.17
0.21
-0.18
-0.15
0.15
0.25
0.18
0.12
0.02
-0.04
-0.17
-0.17
0.16
0.22
-0.07
-0.15
0.07
0.10
0.08
-0.12
0.17
-0.13
0.21

W*k
0.39
0.40
0.33
0.11
0.18
0.36
0.21
0.27
0.39
0.20
0.06
0.30
0.18
0.04
0.38
0.40
0.40
0.05
0.40
0.38
0.11
0.01
0.08
0.10
0.21
0.29
0.43
0.43
0.10
0.05
0.30
0.40
0.19
0.13
0.18
0.37
0.09
0.36
0.04

%W
72%
53%
46%
-58%
-21%
41%
-17%
19%
51%
-23%
-77%
31%
-30%
-83%
51%
54%
75%
-82%
79%
68%
-57%
-95%
-70%
-55%
-7%
14%
66%
65%
-63%
-83%
33%
58%
-27%
-43%
-30%
44%
-66%
59%
-84%

4.5 Discussion
This study set out with the aim of proposing a new framework for multifaceted
transportation performance evaluation in terms of sustainability and smart-growth of smart cities.
I attempted to fill out the gap and the lack of studies in the existing literature regarding the
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assessment of smart cities with respect to transportation aspects as well as health outcomes and
the concentration of pollutants. The available tools that have been developed so far (e.g., ITHIM
and GHGE) were more applicable for a strategic policy assessment at a single-city level (Maizlish
et al., 2017; Whitfield et al., 2017). However, the proposed framework (Figure 4.1) presents an
integrated approach that includes factors corresponding to transportation systems and can be
applied by employing multiple sources of data. The method helps understanding transportation
performances in a comprehensive manner by integrating multifaceted measures for sustainability
and smart-growth of cities.
A case study approach, including a set of high-population cities around the U.S., was used
to examine the implementation of the framework. The results obtained from TOPSIS analysis
(Table 4.4) illustrated that Baltimore (A03), Virginia Beach (A45), and Minneapolis (A24) are
ranked as the first three cities. Correspondingly, the last three cities in the ranking of sustainable
and smart cities consist of Detroit (A13), Riverside (A35), and Phoenix (A30). Moreover, the
results of the uncertainty and sensitivity analysis of the performance measures (Table 4.5)
confirmed the robustness of the ranking for the six cities. However, the sensitivity analysis
revealed that the overall ranking of all alternatives (cities) is still sensitive to changes in
performance measures. Table 4.5 in section 4.4.3.1 depicted that the dominancy between reversible
pairs for almost 15% of cases is critically sensitive.
Sensitivity analysis also provides applicable results for transportation agencies engaging
with performance measures monitoring. The sensitivity analysis is applicable to appraise any
hypothetical changes within a transportation system setting, including network and traffic-related
features, crash frequency and severity, air pollutant concentrations, and physical activities. For
instance, I have demonstrated that a reduction of only 6 fatal crashes, which is equal to 107 crashes
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with a serious injury in San Jose, CA will alter the city’s ranking. This change will ultimately
promote San Jose’s ranking and relocate it to an upper ranking place that is currently occupied by
Providence, MA.
The method for weighting factor determination was an objective approach (4.4.3.2). In
contrast to some of the previous studies that did not consider weighting values on the calculation
of the aggregated outcome (e.g., Alonso et al., 2015; Garau et al., 2016; Haghshenas & Vaziri,
2012), the results of this study illustrate that the impact of weighting values on the final outcome
is quite sensitive. The average weighting values (𝑤
̅ 𝑘 = 0.25) is the same as the average values
with the equal distribution assumption. However, the standard deviation (SD = 16.2) and standard
error (SE = 8.1) reveal the difference between the two assumptions. Using 95% confidence
intervals, I argue that the average weighting factors is between 241.6 and 257.8. One criticism of
applying the objective method is that weighting factors can be changed by altering the performance
measures in different datasets. The answer is the entropy method embedded in the framework
incorporates the model flexibility. Given this, I can avoid sticking to fix weights for the various
types of datasets. On the other hand, sensitivity analysis, a complementary tool that has been
offered at the end of the framework (Figure 4.1), helps decision-makers interpreting the effect of
criterion weight change on the ranking output. I have examined the minimum value that each
criterion weight needs to equalize the closeness coefficient score between two alternatives. The
results revealed that the most critical criteria weight for rank equivalence occurs between Dallas
(Rank 36) and Los Angeles (Rank 37). These two cities’ ranking will be equalized by an increase
of 5% in the network performance criterion weight or a 1% reduction in the safety performance
criterion weight.
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This study’s contribution to provide a new approach to include transportation-related
physical activities into the sustainable and smart-growth evaluation framework. Among few
studies that considered this criterion in their frameworks using the length of bike paths (LopezCarreiro & Monzon, 2018), bike-sharing facilities (Garau et al., 2016), and modal split (W.-M.
Wey, 2019), this study measured its impacts based on the health perspective of road users. The
results of this research identified the physical activity indicator (MET in Table 4.5) as a proper
criterion addressing the sustainability and smart-growth for transportation system comparison. The
results presented in Table 4.5 revealed that almost 85% (39 out of 46) of the MET performance
measures are insensitive, and the indicator effectively distinguishes the alternatives.

4.6 Limitation
I acknowledge that the example presented in the study was not free from limitations as it used the
provided data. But the proposed framework is not necessarily supposed to be examined only by a
city-level data. In fact, to examine the effects of alternative strategies, performance measures can
be derived from micro-level activity-based travel demand models or simulations in a small
network. Simulation-based assessments can serve as a decision-supporting tool for evaluation and
selection of various treatment options for sustainable and smart strategies prior to actual
implementation. Results from an activity-based simulation approach can be used as an input for
the proposed performance measures. Inputs, also, can be derived from other available sources, as
long as the required data to execute the framework is available.
The findings of this study were subjects to a hypothetical assumption of a uniform
population in an individual study area. Other scholars need to keep in mind that different socioeconomy population characteristics may produce a distinctive travel pattern, driving behavior,
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physical activity, and eventually different performance measures in an area. More research on
different population characteristics (e.g., age, gender, education) and effects of social equity (e.g.,
access to public transportation) on the sustainability and smart-growth of a city is recommended
for future investigations. Furthermore, the impact of noise pollution as a public health indicator
that has been considered in some studies (e.g., Amrina & Berti, 2020; Zope et al., 2019), was not
examined in this study due to the lack of city-level data in some study areas.

4.7 Summary and Concluding Remarks
This study proposed a conceptual assessment framework of multifaceted transportation
performances for sustainability and smart-growth in cities considering network performance,
traffic safety, air quality, and physical activity. This study adopted a new approach to integrating
transportation-related physical activities in the sustainable and smart-growth framework by
transforming the number of walking and bicycling trips, derived from NHTS, to the Metabolic
Equivalent of Tasks (METs). The study results indicated that the physical activity indicator is a
significant criterion to distinguish the sustainability of study areas. Moreover, the traffic safety
measure developed in this study examined crash severity and frequency using KABCO technique
to composite the Crash Severity Score (CSS). The air quality performance measure (AQI) was
adopted by considering various pollutants, including CO, NO2, O3, SO2, PM2.5, and PM10. A multicriteria decision analysis method, TOPSIS, was employed to composite the criteria, and evaluate
the final Closeness Coefficient Score (CCS) to the negative ideal solution. The framework, also,
provides performance measures as well as the integrated score and the comprehensive results. To
the best of the authors’ knowledge, using TOPSIS method along with an objective technique of
criteria weights valuation that has not been addressed in the literature before. As a case study, the
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proposed framework was applied to forty-six cities in the United States. The example was limited
in that it only used existing data rather than testing alternatives. However, the sensitivity analysis
demonstrated its capacity to present multifaceted performance measures and their relative
performance among different study areas.
The results of the proposed framework can be an effective decision supporting tool in
analyzing traffic management strategies. Results from the score sensitivity calculation indicated
that the proposed framework can be adopted in multifaceted transportation systems in the
sustainability and smart-growth of cities. The ranking generated the study’s output provides an
ability to identify leading cities that properly dealt with sustainability challenges. In addition, the
ranking provides the capability to draw a comparison within criteria for an urban area to capture
weaknesses and strengths of sustainability aspects or track the progress over a period of time. I
believe that the proposed framework and findings of the study bring new insights into the existing
body of research about assessing the sustainability and smartness of urban areas. The proposed
framework can be employed as a reference for planners or official decision-makers to proceed
toward sustainable and smart cities.
I encourage future studies to apply different strategies and simulated data that can be
applied in order to verify and calibrate the comprehensive framework. More research is needed to
understand the impact of policy and strategy changes on a city’s sustainability. In the further
chapters, conducting a simulation approach to provide inputs for the framework, and assess new
smart strategies through simulation scenarios will be examined. Also, a range of physical activities,
that road users with different socio-economic characteristics (e.g., age, gender, income, and
education) perform, can be adjusted. In the end, extensive analyses examining advanced
techniques, such as machine learning approaches (e.g., Ahangari et al., 2019; Esfahani et al., 2020;
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Hasan, 2020; Saeedi et al., 2020), would help determine the contributing factors and associated
weights.
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CHAPTER 5
A FRAMEWORK OF HEALTH IMPACT EVALUATION USING AGENT-BASED
SIMULATION APPOACH
5.1 Integrated Transportation and Health Impacts
Applying an integrated approach to assess the health impacts of transportation related
scenarios may look intricate due to the wide range of data, various methods and the evaluation of
the results (Smith et al., 2017). The connection between travel behavior and health outcomes may
seem clear, but integrating health impacts into transportation paradigm as a compound system
remains challenging because of the lack of available framework, data, and methods (Oh et al.,
2019; Wu et al., 2019).
The health assessment may include various confounding effects that sometimes make the
analysis complex. The assessment of health risks mainly focuses on the impact of traffic accidents,
vehicle emission, traffic noise, and physical activity (Khademi et al., 2017). Most of these studies
use aggregated and available data to determine the Disability-Adjusted Life Years (DALYs). One
of the commonly used tools examining the health impacts is Integrated Transport and Health
Modeling Tool (ITHIM (Woodcock et al., 2009)). ITHIM has been applied worldwide through
various geographic areas using local estimates of baseline health burdens and population
exposures. Whitfield et al. (2017) applied ITHIM to implement the health outcomes of a stepwise
increase in walking and cycling in Nashville, Tennessee. Rabl & De Nazelle (2012) utilized
ITHIM to quantify the health benefits of changing exposure in ambient air pollution. They also
conducted cost and benefit analysis associated with the transportation mode shift according to
WHO’s recent review for active transportation benefits. A health impact assessment study
conducted in Spain, focused on the recent bike-sharing program, Biking, in Barcelona (Rojas79

Rueda et al., 2011). They used relative risks of all causes of mortality for commuters who use
bicycles compared with other modes of transportation. In later work, Maizlish et al. (2017)
quantified the health outcomes of preferred regional transportation plan scenarios in the five most
populous California MPO regions. The study results demonstrated that increasing rate of active
travel contributes to significant health benefits for area’s population. A description of major
integrated transportation and health impact studies is given in Table 5.1.

5.1.1

Active Transportation and Health Impacts

Active transportation is the most effective way to achieve physical activity from the
transportation perspective. An increase in sedentary related disease is identified in countries with
a dominant private car share. Lack of physical activity is approximately related to 3 million death
per year worldwide, which is 6-10% of non-communicable diseases (Lim et al., 2012). Also, more
than 30% of adults engage in an insufficient level of physical activity. Moderate to vigorous
physical activity is associated with a reduced risk of chronic diseases, including Type 2 diabetes,
cardiovascular diseases, cancer, depression and metabolic syndrome (Barnwal et al., 2021; Gill,
2015). Physical activity also contributes to the quality of life by strengthening bones and muscles,
enhancing lung and breath performance, and increasing the chances of living longer (Piercy et al.,
2018). In the United States, an estimated $117 billion in annual health care costs and about 10%
of premature mortality are associated with inadequate physical activity (Carlson et al., 2015, 2018).
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Table 5.1 Applications of Integration of Transportation and Health
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Title and author
The integrated transport
and health impact
modeling tool in Nashville,
Tennessee, USA:
Implementation steps and
lessons learned (Whitfield
et al., 2017)

Approach/Method
Implementation of ITHIM in
Nashville, Tennessee

Data
data were gathered from local,
state, and federal sources to fulfill
the 14 ITHIM calibration items,
including disease burdens, travel
habits, physical activity
participation, air pollution levels,
and traffic injuries and fatalities

Benefits of shift from car
to active transport (Rabl &
De Nazelle, 2012)

Cost and benefit analysis by
evaluating the effects of:
- Exposure in ambient air
pollution for those who
change transportation mode;
- Their health benefits; and
- Health benefit for population
due to air pollution reduction
- A health impact assessment
study
- Outcome measure was all
cause of mortality for three
domains of exposure to
PM2.5, physical activity, and
road incidents of the
Barcelona residents

- Transport phase of the ExternE
(External Costs of Energy) project
series for cars’ air pollution;
- Health benefits of bicycle and
walking based on WHO recent
review

The health risks and
benefits of cycling in
urban environments
compared with car use:
health impact assessment
study (Rojas-Rueda et al..
2011)

Health and greenhouse gas
mitigation benefits of
ambitious expansion of
cycling, walking, and
transit in California
(Maizlish et al., 2017)

- Objective: quantify health
co-benefits and carbon
reductions of preferred
scenarios of California
regional transportation plans
and alternatives with
ambitious levels of active
transportation;
- Using ITHIM to estimate the
change in the population
disease burden

- Combination of data provided by
the Bicing Company, Barcelona
municipals, and travel survey.
- Mortality from incidents per Km
travelled by bicycle and by car;
- Relative risks of all cause
mortality for commuters who use
bicycles compared with other
modes of transport derived from a
study in Copenhagen.
- Per capita mean daily distances for
walking and bicycling were
calculated from California
Household Travel Survey;
- Using x-y coordinates of origins
and destinations and an algorithm
in Google Maps for mode-specific
travel in the network
- VMT were calculated from the
Statewide Travel Demand Model;
- California Air Resources Board
EMission FACtors (EMFAC)
Model, 2014.

Innovations
Scenarios were developed:
- stepwise increases in walking
and bicycling;
- reductions in car travel.
Cost savings estimates were
calculated by scaling nationallevel, disease-specific direct
treatment costs and indirect
lost productivity costs
- Considering noise and
congestion cost; and
- Monetary valuation
according to 2010 WHO
determinations.

Limitation
Their intent was to detail
implementation rather than
model development
PM2.5 is the only air
pollutant that was
considered
VMT was used to estimate
relative PM2.5

- ExternE provides general
results for air pollution,
instead of site-specific
results;
- Focused only on mortality;
- Unrealistic scenarios;
replacing bicycle trips with
less than 5 km commuting
- Estimated yearly inhaled
- Benefits of reduction in
doses of contaminants,
PM2.5 to the general
accounting for mode specific
population due to the shift
inhalation rates, exposures,
mode from car to bicycle
and duration of trip;
was not considered;
- Saving in carbon dioxide
- Poor assumption that 90%
emissions;
of Bicing users were new
- Sensitivity analysis to test the cyclists who had shifted
travel mode from cars.
effect of using alternative
values for input variables.
- Previous versions of ITHIM
- Health impacts due to air
did not model temporal
pollution were not covered
trends in age-, sex-, and
due to lack of statewide
cause-specific death rates or
data
population growth and aging.
But, they contrasted health
outcomes of models that
consider these trends.
- They evaluated Plan for 2040
in California through
ambitious scenarios

Aside from health benefits, active transportation is associated with a risk of severe crashes
due to the vulnerability of the users. Vehicle accident is among the ten leading causes of death
worldwide. Fatalities of pedestrians and bicyclists make almost 15% of annual highway fatalities
in the United States (Savage, 2013). Shifting from private cars to active transportation reduces the
risk of car accidents. However, active transportation commuters are vulnerable to severe injury
risk or death, and there is a need to evaluate the safety impact of these modes. One recent study in
Netherland indicated that there are about 5.5 times more traffic deaths per kilometer traveled by
bicycle than by car (De Hartog et al., 2010).
Air pollution caused by transportation has negative impacts on individuals, such as
exacerbation of Asthma, impaired lung function, and cardiovascular disease. Driving or cycling in
traffic may result in air pollution exposures substantially higher than overall urban background
concentrations (Kaur et al., 2007). People undergoing physical activities are more likely to
encounter air pollution in densely urbanized areas. Also, due to increased minute ventilation (air
inhaled in one minute) for active travelers compared to car drivers, the risk of respiratory disease
is higher for active modes such as walking and bicycling. A study in India indicated that on-road
air pollution exposure per trip for bicyclists could be increased up to 40% in a dedicated bicycle
lane in the CBD area (Agarwal & Kaddoura, 2020). The modeling of air pollution exposure
requires the integration of transport models, emission models, and activity-based models.
According to the fact that active transportation contributes to various health impacts, which
may be either positive or negative, there should be a balance. The concept of health impact tradeoff appears in Figure 5.1. This study proposes a novel framework to analyze transportation
integrated health impacts of active transportation modes. The study employs an agent-based
simulation approach to achieve the required data to quantify the health outcomes comprehensively.
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The proposed framework is based upon post-analysis of the simulation output and the concept of
agent-based simulation will be discussed in the following sections.

Figure 5.1 Active Transportation and its Impact on Public Health

5.2 The Proposed Framework to Assess Health Impacts
In this section, I present the proposed framework to evaluate integrated health impacts of
transportation scenarios. The fundamental methodology approach employed in this section is
based on Comparative Risk Analysis (CRA) exercise for the global burden of disease (Ezzati et
al., 2004). The Relative Risk (RR) in CRA calculation is described as the fraction of the probability
of occurring a condition (e.g., diseases) if exposed to a certain condition (e.g. air pollutant or traffic
injury) on the probability if not exposed (Mann, 2003; Wu, 2018). The CRA method is used to
quantify the disease burden change when the exposure to risk factors changes. Population
attributable fraction (PAF) of each condition (cause) to change in exposure conditions must be
calculated as the first step.
𝑥

𝑃𝐴𝐹 =

𝑥

∫𝑥 𝑚𝑎𝑥 𝑅𝑅(𝑥)𝑃(𝑥)𝑑𝑥−∫𝑥 𝑚𝑎𝑥 𝑅𝑅(𝑥)𝑄(𝑥)𝑑𝑥
𝑚𝑖𝑛

𝑥

𝑚𝑖𝑛

Eq. 5-1

∫𝑥 𝑚𝑎𝑥 𝑅𝑅(𝑥)𝑃(𝑥)
𝑚𝑖𝑛
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In which, R(x) is the relative risk at each observed exposure level x, P(x) is the population
distribution of the exposure, and Q(x) is the counterfactual distribution of the exposure.
Calculation process for changes in disease burden (DB) for each aspect as follows:
∆𝐷𝐵 = 𝑃𝐴𝐹 ∗ 𝐷𝐵𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒

Eq. 5-2

The output of DB calculation is a translation of years of life lost (YLL) and Years Lost due
to Disability (YLD) for each age, and gender group. The sum of YLL and YLD are referred to as
Disability Adjusted Life Years (DALYS) as a single measure to quantify the burden of diseases,
injuries and risk factors. The DALY is based on years of life lost from premature death and years
of life lived in less than full health.
𝐷𝐴𝐿𝑌𝑆𝑖,𝑗 = 𝑌𝐿𝐿𝑖,𝑗 + 𝑌𝐿𝐷𝑖,𝑗

Eq. 5-3

Where i and j are referred to as age and gender strata. These data on YLL and YLD, taken
from the Global Burden of Disease (GBD) 2019 data base (Vos et al., 2020).
The main elements that will be taken into account are: physical activity, traffic safety and
air pollution. This study evaluates the health impacts using an agent-based simulation output and
performs post-analysis on the disaggregated data. Therefore, the proposed framework contributes
to the field by adding additional steps to existing frameworks and providing advanced details of
health pertinent scenarios’ effects.

5.2.1

Physical Activity

This research quantifies the physical activity exposure of individuals in the study area using
MET, which has been discussed earlier in section 4.3.2.4. But instead of considering fixed values
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for active transportation modes for the entire population, the agent-based approach enables us to
capture MET related to each individual. This study employs codes and activity tabulation
developed by a compendium of physical activities to determine METs (Barbara E Ainsworth et
al., 2011). In addition, it has been argued that age, gender and BMI are key factors to calculate
MET for a certain activity (Kozey et al., 2010). This study uses a correction index to address intergroup differences.
(𝑀𝐸𝑇𝑐𝑜𝑚𝑝𝑒𝑑𝑖𝑢𝑚 )∗3.5 𝑚𝑙.𝑘𝑔−1 .𝑚𝑖𝑛−1
66.473+5.0033(ℎ)+13.7516(𝑤)−6.755(𝑔)

𝑀𝐸𝑇𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 =

𝑓𝑜𝑟 𝑚𝑎𝑙𝑒 𝑎𝑔𝑒𝑛𝑡𝑠
Eq. 5-4

(𝑀𝐸𝑇𝑐𝑜𝑚𝑝𝑒𝑑𝑖𝑢𝑚 )∗3.5 𝑚𝑙.𝑘𝑔−1 .𝑚𝑖𝑛−1

{655.0955+1.8496(ℎ)+9.5634(𝑤)−4.6756(𝑔)

𝑓𝑜𝑟 𝑓𝑒𝑚𝑎𝑙𝑒 𝑎𝑔𝑒𝑛𝑡𝑠

Where, h, w, and g are height (cm), weight (kg) and age, respectively. I model disease
burdens by age and sex, I aggregate distance, time, and activity intensity by age and sex for a 24hour. Calculated MET values are multiplied by time spent in the activity to achieve the weekly
MET-hour. This study has the ability to capture walking distances from the origin to the transit
station or from the transit station to the destination for each agent. Also, non-transport physical
activities, such as shopping, and leisure were integrated into the calculation. The METs for each
activity derived from the recent update of physical activity compendium (Barbara E Ainsworth et
al., 2011) are indicated in Table 5.2.
Table 5.2 MET-hour for Different Activities
Type of Activity
Bicycling
Walking
Driving
Riding transit
Home
Work

MET-hour
(kcal/Kg)
5.5
3.5
2
1.3
1.8
2.5
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Table 5.2 – continued
Education
Shop
Leisure

1.3
2
2

The total METs for active travel and non-transport activities for different age and sex
groups will be transferred to PAF (Eq. 5-1) and DB calculation (Eq. 5-2) by considering the fact
that there is curvilinear relationship between the square root of exposure against the log RR.
𝐿𝑜𝑔(𝑅𝑅(𝑥)) = 0.94 (𝑀𝐸𝑇𝑠)

0.5

Eq. 5-5

The impact of physical activity on different diseases was based on the systematic review
in Woodcock et al., 2009. It has been shown that physical activity has directly correlated with
premature death due to colon cancer, breast cancer, cardiovascular diseases, dementia, depression
and diabetes. Cohort studies suggested a threshold for inactive people those who perform less than
a certain amount of physical activity per day. Thus, a minimum threshold of 2.5 MET-hour per
week is assumed for any benefits from physical activity. I used Global Disease Burden dataset
(Vos et al., 2020) for the United States and reweighted for the demographic structure of the study
area.

5.2.2

Traffic Safety

For the traffic safety, number of fatal and injury crashes are estimated form Highway Safety
Manual (AASHTO, 2010). HSM estimates total number of crashes (𝑁𝑡𝑜𝑡 ) for a study area as sum
of road segment crashes (𝑁𝑟𝑠 ) and intersection crashes (𝑁𝑖𝑛𝑡 ). Each of them is computed based on
roadway characteristics (supply) and traffic volume (demand).
𝑁𝑟𝑠 = 𝐶𝑟 ∗ (𝑁𝑏𝑟 + 𝑁𝑝𝑒𝑑𝑟 + 𝑁𝑏𝑖𝑘𝑒𝑟 )

Eq. 5-6
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𝑁𝑏𝑟 = 𝐴𝑀𝐹𝑟 ∗ (𝑁𝑏𝑟𝑚𝑣 + 𝑁𝑏𝑟𝑠𝑣 + 𝑁𝑏𝑟𝑑𝑤𝑦 )

Eq. 5-7

𝑁𝑖𝑛𝑡 = 𝐶𝑖 ∗ (𝑁𝑏𝑖 + 𝑁𝑝𝑒𝑑𝑖 + 𝑁𝑏𝑖𝑘𝑒𝑖 )

Eq. 5-8

𝑁𝑏𝑖 = 𝐴𝑀𝐹𝑖 ∗ (𝑁𝑏𝑖𝑚𝑣 + 𝑁𝑏𝑖𝑠𝑣 )

Eq. 5-9

In the above equations:
•

𝑁𝑏𝑟 and 𝑁𝑏𝑖 denote predicted average crash frequency of an individual roadway
segment and an intersection (excluding pedestrian and bicycle crashes).

•

𝑁𝑝𝑒𝑑𝑟 and 𝑁𝑝𝑒𝑑𝑖 represent predicted average crash frequency of vehicle-pedestrian
collisions for a roadway segment and an intersection.

•

𝑁𝑏𝑖𝑘𝑒𝑟 and 𝑁𝑏𝑖𝑘𝑒𝑖 represent predicted average crash frequency of vehicle-bicycle
collisions for a roadway segment and an intersection.

•

𝑁𝑏𝑟𝑚𝑣 and 𝑁𝑏𝑖𝑚𝑣 are predicted average crash frequency of multiple-vehicle nondriveway collisions for a roadway segment and an intersection.

•

𝑁𝑏𝑟𝑠𝑣 and 𝑁𝑏𝑖𝑠𝑣 are predicted average crash frequency of single-vehicle nondriveway collisions for a roadway segment and an intersection.

•

𝑁𝑏𝑟𝑑𝑤𝑦 indicates predicted average crash frequency of driveway collisions for an
individual roadway segment.

•

𝐶𝑟 and 𝐶𝑖 represent calibration factors for roadway segments and intersections.

•

𝐴𝑀𝐹𝑟 and 𝐴𝑀𝐹𝑖 represent Accident Modification factors for roadway segments and
intersections.

In this study I assume that all roadways are two-way and undivided with 12 feet lane width
and there is no on-street parking available. Also, in the simulation environment, each segment (or
roadway link) is defined as the connection between two intersection (nodes) and there is no
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driveway designed at the middle of segments. Roadways and intersections have equal roadway
lighting and automated speed enforcement is absent. The speed limit for all roadways is set to 30
mph. Based on the study assumptions, number of fatal and injury crashes can be estimated by the
following equations:
Table 5.3 SPFs Employed to Estimate Crash Frequency
Equation
number

Parameter

Equation

𝑁𝑏𝑟

exp(−16.22 + 1.66 ∗ 𝐿𝑛(𝐴𝐴𝐷𝑇) + 𝐿𝑛(𝐿))
+ exp(−3.96 + 0.23 ∗ 𝐿𝑛(𝐴𝐴𝐷𝑇) + 𝐿𝑛(𝐿))

Eq. 5-10

𝑁𝑝𝑒𝑑𝑟

0.036 ∗ [exp(−15.22 + 1.68 ∗ 𝐿𝑛(𝐴𝐴𝐷𝑇) + 𝐿𝑛(𝐿))
+ exp(−5.47 + 0.56 ∗ 𝐿𝑛(𝐴𝐴𝐷𝑇) + 𝐿𝑛(𝐿))]

Eq. 5-11

𝑁𝑏𝑖𝑘𝑒𝑟

0.018 ∗ [exp(−15.22 + 1.68 ∗ 𝐿𝑛(𝐴𝐴𝐷𝑇) + 𝐿𝑛(𝐿))
+ exp(−5.47 + 0.56 ∗ 𝐿𝑛(𝐴𝐴𝐷𝑇) + 𝐿𝑛(𝐿))]

Eq. 5-12

𝑁𝑏𝑖−4𝑤𝑎𝑦

exp (−11.13 + 0.93 ∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑎𝑗𝑜𝑟 ) + 0.28 ∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑖𝑛𝑜𝑟 ))

Eq. 5-13

+ exp (−5.33 + 0.33 ∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑎𝑗𝑜𝑟 ) + 0.12
∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑖𝑛𝑜𝑟 ))
− exp (−7.04 + 0.36 ∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑎𝑗𝑜𝑟 ) + 0.25
∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑖𝑛𝑜𝑟 ))

𝑁𝑝𝑒𝑑𝑖−4𝑤𝑎𝑦

0.022 ∗ [exp (−8.90 + 0.82 ∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑎𝑗𝑜𝑟 ) + 0.25 ∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑖𝑛𝑜𝑟 ))

Eq. 5-14

+ exp (−5.33 + 0.33 ∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑎𝑗𝑜𝑟 ) + 0.12
∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑖𝑛𝑜𝑟 ))]

𝑁𝑏𝑖𝑘𝑒𝑖−4𝑤𝑎𝑦 0.018 ∗ [exp (−8.90 + 0.82 ∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑎𝑗𝑜𝑟 ) + 0.25 ∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑖𝑛𝑜𝑟 ))

Eq. 5-15

+ exp (−5.33 + 0.33 ∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑎𝑗𝑜𝑟 ) + 0.12
∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑖𝑛𝑜𝑟 ))]

𝑁𝑏𝑖−3𝑤𝑎𝑦

exp(−14.01 + 1.16 ∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑎𝑗𝑜𝑟 ) + 0.30 ∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑖𝑛𝑜𝑟 ))
+ exp(−6.81 + 0.16 ∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑎𝑗𝑜𝑟 ) + 0.51
∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑖𝑛𝑜𝑟 ))
− exp(−8.36 + 0.25 ∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑎𝑗𝑜𝑟 ) + 0.55
∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑖𝑛𝑜𝑟 ))
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Eq. 5-16

Table 5.3 – continued

𝑁𝑝𝑒𝑑𝑖−3𝑤𝑎𝑦

Eq. 5-17

0.021 ∗ [exp (−13.36 + 1.11 ∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑎𝑗𝑜𝑟 ) + 0.41

∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑖𝑛𝑜𝑟 ))
+ exp(−6.81 + 0.16 ∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑎𝑗𝑜𝑟 ) + 0.51
∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑖𝑛𝑜𝑟 ))]
𝑁𝑏𝑖𝑘𝑒𝑖−3𝑤𝑎𝑦

0.016 ∗ [exp (−13.36 + 1.11 ∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑎𝑗𝑜𝑟 ) + 0.41

Eq. 5-18

∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑖𝑛𝑜𝑟 ))
+ exp(−6.81 + 0.16 ∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑎𝑗𝑜𝑟 ) + 0.51
∗ 𝐿𝑛(𝐴𝐴𝐷𝑇𝑚𝑖𝑛𝑜𝑟 ))]

After calculating fatal and injury for different scenarios, I can derive PAF for traffic injury
from Eq. 6-1 and re-write the equation as follow:
𝑃𝐴𝐹𝑖𝑛𝑗𝑢𝑟𝑦 =

∑ 𝑁𝑡𝑜𝑡,𝑏𝑎𝑠𝑒 −∑ 𝑁𝑡𝑜𝑡,𝑎𝑙𝑡𝑟𝑛𝑡

Eq. 5-19

∑ 𝑁𝑡𝑜𝑡,𝑏𝑎𝑠𝑒

Where, 𝑁𝑡𝑜𝑡,𝑏𝑎𝑠𝑒 and 𝑁𝑡𝑜𝑡,𝑎𝑙𝑡𝑟𝑛𝑡 represent total number of crashes for baseline and
alternative scenarios, respectively. The health outcomes are estimated for fatal and injury severity
levels to calculate change in the years of life lost due to premature death and years living with a
disability. Consequently, PAF is combined with baseline disease burden to achieve the change in
disease burden (Eq. 6-2).

5.2.3

Air Pollution

5.2.3.1 Emission modeling
Traffic macrosimulation may be useful to examine emission through the network, however
for fine-scale analysis, microsimulation is preferred. Also, it is found that the macroscopic
approach over-estimates emission concentrations at freeways and under-estimations are observed
at arterials and local streets (Alzuhairi et al., 2016). On-road air pollution exposure due to the
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emissions is estimated for all agents traveling in the network. The emission output of the simulation
model is employed to determine time-dependent and link-specific emissions. The Emission
Modeling Tool (EMT) calculates warm and cold-start exhaust emissions for private cars and heavy
vehicles (Kickhöfer, 2014). Warm emissions are emitted during driving and are not correlated with
the engine’s temperature. Warm emissions vary based on driving speed, acceleration, deceleration,
stop duration, vehicle characteristics and fuel type. However, cold emissions are generated during
vehicle warm-up and depend on the temperature of the engine. They also differ according to
driving speed, distance traveled, ambient temperature, and vehicle characteristics (Weilenmann et
al., 2009).
In this study, calculation of warm emission is conducted based on kinematic characteristics
of the simulation and combining them with vehicle characteristics to extract emission factors from
Hanbok on Emission Factors for Road Transport (HBEFA) (Hülsmann et al., 2011; Kickhöfer et
al., 2013). The effects of gradient and ambient temperature were not captured for emission
modeling. Two types of vehicle, private car and heavy vehicles, and four traffic states, namely
free-flow, heavy, saturated, and stop-and-go are considered in the emission modeling. The distance
ls traveled by each car on each segment with a specific traffic state is determined using the
following equation:
𝑙𝑠 =

𝑙𝑣𝑠 (𝑣𝑓 −𝑣)

Eq. 5-20

𝑣(𝑣𝑓 −𝑣𝑠 )

where l is the segment length from the network, v is the stop-and-go speed for the HBEFA
𝑙

road type, vf is the free flow speed, and 𝑣 = 𝑡 is the speed on the link for the vehicle, t being the
link travel time of the vehicle in the simulation. Then, the vehicle characteristics, such as type,
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age, cubic capacity and fuel type will be called and looked up in the HBEFA database. In this
study, the average vehicle is assumed for both private cars and heavy vehicles.
For cold-start emission, parking duration and accumulated distance traveled for each
vehicle are derived from the simulation and combined with the HBEFA database. In this study,
parking duration (engine stop time) is categorized into 1-hour intervals and vehicles with more
than 12 hours parking duration are assumed as fully cooled down. Overall, cold-start emission
factors increase with parking duration and accumulated distance; they also depend on vehicle
attributes (Kickhöfer, 2016).

5.2.3.2 On-road air pollution exposure
To model the on-road air pollution exposure for each agent through the network, two
sources of pollutions are determined: vehicle emission and background concentration. The vehicle
emission is calculated on link-based in 1-hour bins. The background concentration is derived from
the EPA annual database for the last 5 years (Table 5.4).
Table 5.4 Average Concentration of Background Pollutants in the US (EPA, 2020)
Pollutant
PM2.5 (microgram per
cubic meter)
SO2 (parts per billion)
NO2 (parts per billion)
CO (parts per million)
PM10 (microgram per
cubic meter)
Ozon (parts per
million)

Average

Average
(µg/m3)

85 percentiles
(µg/m3)

8.02

7.94

7.94

8.13

12.85
42.07
1.28

10.34
40.49
1.80

13.68
42.73
1.48

35.83
80.33
1689.5

39.79
82.18
1895.5

45.95

63.64

56.87

56.87

64.36

0.1371

0.1397

Year
2016

2017

2018

2019

2020

7.75

8.06

8.22

7.63

15.8
43.62
1.38

14.78
43.86
1.36

14.61
43.62
1.56

51.88

57.43

65.43

0.0697 0.0690 0.0700 0.0664
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0.0675 0.0685

In addition, hourly roadway emissions were dispersed at a high spatial resolution and the
resulting air concentrations were linked with agent time-activity patterns derived from the model
to determine agent-level daily exposure. The exposure level for each agent is varied based on the
travel mode, which is called pollution penetration rate 𝑃𝑟 . According to the literature, the
penetration rate is assumed as 1 for bicyclists and pedestrians and 0.8 for drivers and transit riders
(Bigazzi & Figliozzi, 2014).
Also, respiratory rate 𝑅𝑟 of agents is related to the travel mode. So that, respiratory rates
are assumed as 1.4 m3/hr for walking, 3.2 m3/hr for bicycling, and 0.66 m3/hr for driving and riding
transit (Bigazzi et al., 2015; Harris & Harper, 2004). This study also differentiates between males
and females in terms of their respiratory rates. Previous studies have concluded that males have
30% more respiration comparing to females (US Environmental Protection Agency, 2011).
Another important factor in air pollution exposure is dispersion rate (𝑑𝑟 ). relates pollutant
source strength to the concentration at a location of interest and it is typically addressed by the
source height and wind speed as the key factors. Various types of emission dispersion models have
been developed in the atmospheric environment field, including Gaussian plume model (Beychok,
2005), box model (Arya, 1999), Lagrangian model (Uliasz et al., 1994), and others (Sharma et al.,
2004). Among these models, Gaussian dispersion model is the most commonly used. The general
formulation of the dispersion model applied in this study is based on Gaussian plume
approximation introduced by Benson (1992). I assume that desperation rate is constant and
pollutant dispersion is perpendicular to the roadway as area per unit time.
−(𝑧−ℎ)2

𝑑𝑟 = √2𝜋𝜎𝑧 𝑢|sin 𝜃|/{exp (

•

2𝜎2𝑧

) + exp (

−(𝑧+ℎ)2
2𝜎2𝑧

)}

Eq. 5-21

Where, 𝜎𝑧 is the standard deviation of plume density in the vertical direction,
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•

𝑢 is the wind speed and 𝜃 is the wind angle with respect to the roadway, and

•

𝑧 is the receptor height and ℎ is the emission source height.

For the present study, a mean value of 9 m2/s is assumed for the dispersion rate. Therefor,
the total mass inhaled by an agent k at link l can be calculated using the following equations:
𝐼𝑏,𝑙 = 𝐵𝑐 . 𝑡𝑙 . 𝑅𝑟 . 𝑃𝑟 . 𝑂𝑣
𝐼𝑒,𝑙 =

𝐸𝑙
𝑑𝑟

Eq. 5-22

. 𝑅𝑟 . 𝑃𝑟 . 𝑂𝑣

Eq. 5-23

𝐼𝑡𝑜𝑡,𝑘 = ∑𝑙 𝐼𝑏,𝑙 + ∑𝑙 𝐼𝑒,𝑙

Eq. 5-24

Where, 𝐼𝑏,𝑙 is the inhaled mass of the background pollution on link l, 𝐵𝑐 is the background
concentration, 𝑡𝑙 is the travel time on link l, and 𝑂𝑣 is the occupancy of the vehicle, which is
assumed as 1 for bicyclists and pedestrian. Also, 𝐼𝑒,𝑙 is the inhaled mass of the vehicle emission
during traveling on link l, 𝐸𝑙 is the total emissions of all vehicle during travel time t of agent k in
link l, and 𝐼𝑡𝑜𝑡,𝑘 is the total inhaled mass of a specific pollutant by agent k during his/her daily trip
through the network.
After simulating the emission through the network and computation of inhaled pollutions
by each agent, the health impacts of gas inhalation for each agent will be calculated. In this study,
the relative risk of exposure to particular matter smaller than 2.5 micrometers (PM2.5) is computed
using following equations (World Health Organization, 2003). Also, the cohort studies have
indicated the exposure to PM2.5 can cause premature death due to cardio-respiratory disease, and
lung cancer for those who are more than 30 years old.
𝑅𝑅 = exp (𝛽(𝑥1 − 𝑥2 ))

Eq. 5-25

Where 𝛽 = 0.00893 for cardio-respiratory disease and 𝛽 = 0.01267 for lung cancer. 𝑥1
and 𝑥2 are exposure to the pollutant for the base and the alternative scenarios.
93

5.3 Introduction to Agent-based Activity Modeling
The four-step transportation planning framework refers to the trip-based approach that
considers aggregated origin-destination trips made by individuals. The four-step sequential travel
demand framework ignores the diversity among individuals (Zhang & Levinson, 2004) and lacks
a solid foundation in travel behavior theory (Boyce, 2002). The third step – discrete choice
analysis- of the sequential approach could improve forecasting procedure by considering
individual’s attributes (i.e., gender and income). However, it still ignores travelers’ decisionmaking processes. Another shortcoming of the four-step model is neglecting the interaction
between steps. Due to the disadvantages of the model, it cannot predict induced trips or latent
demand (Mladenovic & Trifunovic, 2014). Researchers believe that a coherent framework should
replace the sequential approach to address and solve the significant defects.
In order to rectify the drawbacks of the conventional four-step modeling, activity-based
analysis has been introduced since the 1970s. Activity-based approaches describe travel behavior
based on understanding the sequential activities and associated attributes, such as departure time,
travel mode, activity duration and spatial information, and individual characteristics (Gao et al.,
2010). A trip is generated to link two spatially separated sequential activities for an individual and
across multiple persons in a household. The linkage enables them to more realistically represent
the effect of travel characteristics on activity and travel choices. In an activity-based approach,
each combination of activities and their attributes creates a particular activity pattern. Every
individual, as a decision-maker, encounters a choice set of various activity patterns in a certain
period. Activity-based models also can incorporate the influence of agent-level and householdlevel attributes and the ability to generate detailed information across a broader set of performance
measures. These capabilities are provided since activity-based models work at a disaggregate
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agent-level rather than a more aggregate- like trip-based model (Castiglione et al., 2015). Since
the activity-based models require many optimization problems simultaneously, the advancement
of information and communication technology allows using more sophisticated information
provision strategies. However, this facility comes at the cost of increasing the complexity of
hardware and applications.
Agent-based modeling, one of the prominent ABM approaches, integrates methods from
disparate fields such as social science, genetics, artificial intelligence, and cellular automata. The
agent-based transportation forecasting approach provides an alternative to address the topic of
travel demand modeling. The model structure, flexibility, and computational advantages make it a
powerful tool in modeling complex systems. Unlike FSM, the agent-based approach can be
employed to determine smart mobility solutions, such as autonomous vehicles (Kamel et al., 2019),
car-sharing (Ciari et al., 2016), bike sharing (Agarwal & Kaddoura, 2020), walkability assessment
(Yin, 2013), and freight transportation (Di Febbraro et al., 2016). However, building agent-based
models is challenging because they require extensive computational processes and data-hungry
procedures.
Most of the activity-based models (ABM) developed to date can be classified into two
different systems (Pinjari & Bhat, 2011): (1) Utility maximization-based econometric model
systems and (2) Rule-based computational process model systems. However, these two systems
have been neither exclusive nor exhaustive. There are also several other approaches, including: (a)
Time-space prisms and constraints, (b) Operations research/mathematical programming
approaches, and (c) Agent-based approaches have been employed. These approaches could be used
in combination with the above systems or independently to develop activity-based model systems.
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Here, I concentrate on an agent-based modeling approach to develop performance evaluation
framework in smart cities.
The agent-based modeling has been introduced by J. Neumann & Burks (1966) work on
self-reproducing automata as a new generation of computational tools. Current agent-based models
integrate methods from various fields such as social science, genetics, artificial intelligence, and
cellular automata. The agent-based transportation forecasting approach provides an alternative to
address the topic of travel demand modeling. The ABM structure, flexibility, and computational
advantages have made them powerful tools in modeling complex systems. This approach,
however, has not been commonly used in travel demand modeling practice and requires more
improvements.
An agent-based model commonly includes three main elements:
•

Agents: People or travelers who have personal characteristics, trip purposes, and
behavioral rules. The action of the agents depends on several factors, such as the
built environment and trip cost. Agents are the basic unit of activity in the model.

•

Environment: Provides a space where agents live. Agent activities can change the
characteristics of the environment.

•

Interaction rules: describe how agents act in the environment and interact with each
other.

To apply the agent-based modeling to a demand system, I first need to define the agents
and their characteristics involved in the system. Interaction rules between the environment and
agents should be organized to generate a resulting demand model. The process begins with an
initial condition in which all the agents behave according to their individual characteristics and
primary interaction rules. As the basic units of the transportation system, the agent’s action will
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then evolve to a pattern from which macroscopic information can be extracted. The process will
be repeated by replacing the initial condition with the new pattern. The ultimate travel demand
will be the result of the evolutionary process.
There has been a vast application in transportation and traffic engineering due to the agentbased modeling approach during the last decades. For example, agent-based modeling has been
used to assess the public transportation network (Oliveros & Nagel, 2016; Rieser, 2010), network
optimization (Ma et al., 2016), active transportation (Aziz et al., 2018; Yang et al., 2014; Yin,
2013), air pollution (Hülsmann, 2014; Joo et al., 2019), automated vehicles (Petrillo et al., 2018;
Sharon et al., 2017), signalized intersection (Aslani et al., 2017; Darmoul et al., 2017), emergency
evacuation (Wang et al., 2016), and freight transportation (Di Febbraro et al., 2016; Kashiyama et
al., 2017).

5.4 Synthetic Population
The foundation of developing an agent-based model is a synthetic population of agents
executing travel patterns in the study area. A synthetic population combines various individual and
household datasets that reflect realistic demographic attributes of the study area, such as age,
gender, household size, household income, and the number of vehicles owned. The process should
ensure that the disaggregated synthetic population is reflective of the original census data. Creating
the synthetic population requires access to commercial databases and open-source databases and
is usually a protracted and non-reproducible process. Another challenge of generating a synthetic
population is calibrating its output with the original census dataset.
Therefore, this section presents a framework to generate a synthetic population for using
an ABM approach based on open-source data for the state of Michigan that can be extended for
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other states in the US. The framework gathers data from various publicly available resources and
produces a synthetic population through various computation and calibration steps. The synthetic
population process proposed in this study adds to the previous efforts carried out in Paris (Hörl &
Balac, 2020) and California (Balać & Hörl, 2021). Furthermore, the framework presents an activity
location assignment to synthetic individuals using demographic information and land-use data.
The output of this chapter provides a guideline for regional transportation planners and traffic
simulation professionals to prepare a daily activity-travel pattern for activity-based and agentbased simulation models for synthetic individuals in an area of interest.

5.4.1

Existing Methods to Generate Synthetic Populations

In recent years, great effort has been expended to overcome conventional FSM limitations
by employing activity-based approaches for various purposes, such as shared mobility systems
(Nahmias-Biran et al., 2020; Shamshiripour et al., 2020), air pollution (Gurram et al., 2019;
Shabanpour et al., 2018), connected vehicles (Auld et al., 2017; Kuhr et al., 2017), parking
behaviors (Codeca et al., 2019; Zhuge et al., 2019), and non-motorized transportation systems
(Brozen et al., 2017; Seo et al., 2020). They adopted different methods to answer questions that
FSMs were unable to solve thoroughly. Moreover, regional transportation agencies have
developed ABMs for a number of regions that cannot be necessarily established in other areas
because of lack of open-source data, documentation constraints, or complexity in their process.
For instance, CF-CHAMP (Systematics, 2001) was developed for San Francisco County, FAMOS
(Pendyala et al., 2005) was adopted for the state of Florida, and TASHA (Miller & Roorda, 2003)
was designed to analyze activity schedules in the Greater Toronto Area, Canada. Another notable
example of activity-based models is CEMDAP (Bhat et al., 2004), a utility-based model that was
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developed for the Dallas-Fort Worth area. CEMDAP generates a sequence of activity-travel
patterns based on land-use, sociodemographic, activity systems, and transportation level-ofservice attributes.
In addition to those recent applications of ABMs, agent-based transport models are
required to capture interactions between individuals while individuals have the ability to act and
decide dynamically. Agent-based models usually involve a large number of agents representing
the real population. Due to the privacy laws and the costly process, it is infeasible to conduct a
survey that demonstrates disaggregated data for demographic attributes and travel behavior on an
individual-level or a household-level basis. This is another reason reason to generate a synthetic
population as a primary step to build the necessary input for an agent-based transport model.
Two major methods have been used in previous studies construct a synthetic population
for an area: Iterative Proportional Fitting (IPF) and combinatorial optimization. The former is wellknown for employing cross-tabulations of the aggregated population’s demographic attributes
from census data in the area of interest (Beckman et al., 1996; Fienberg, 1970; Wilson & Pownall,
1976). The final probability distribution of the disaggregated data is derived through marginal
distributions of the attributes and the IPF process (Guo & Bhat, 2007; Ye et al., 2009). Drawbacks
of the conventional IPF method include the zero-cell problem and single-level satisfying for joint
distributions of attributes. In other words, the procedure can control either the household-level or
individual-level. These two major issues have been addressed by hierarchical IPF and by adding
an entropy optimization fitting step to the analysis (Müller & Axhausen, 2011).
In one study, a synthetic population was generated for 589 municipalities in Belgium
without a sample by using continuous and discrete optimization techniques along with IPF
(Barthelemy & Toint, 2013). In another notable study, a heuristic procedure of IPF was proposed
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to adjust households’ weights using Iterative Proportional Updating (IPU). This method was
adopted to match both household- and individual-level constraints at a specific geographical
resolution as closely as possible (Konduri et al., 2016).
Several attempts have been made to create the required input for agent-based transport
models. Some of the approaches focused on converting trip-based data to activity-based plans. For
instance, the mobility survey data of the Lisbon Metropolitan Area was used to generate a spatial
and temporal distribution of trips using a Monte Carlo simulation process (Viegas & Martínez,
2010). Also, a static macroscopic model for Berlin metropolitan region was transferred into an
agent-based travel demand model to analyze public transit demand in Multi-Agent Transport
Simulation (MATSim) (W Axhausen et al., 2016) environment (A. Neumann et al., 2012).
Moreover, MATSim agent-based simulation scenarios have been conducted for Berlin (Ziemke et
al., 2019), Chile (Kickhofer et al., 2016), and Singapore (Erath et al., 2012). However, the input
data generation was briefly documented. The details of acquiring synthetic populations and agentbased daily activities were not expandable to other areas of interest, especially in the United States.
Based on open-source frameworks, eqasim (Hörl & Balac, 2020) provides a pipeline to generate
reproducible scenarios from raw data. This chapter adds to this framework by providing additional
steps to build spatial and temporal distributions of agents’ activity plans for Kalamazoo County,
Michigan.
In order to develop an open data-based framework, this study extracts data from publicly
available data sources. I aim to suggest a framework for a procedure to generate a synthetic
population and assign locations and schedules of daily activities to individuals within the synthetic
population. The approach can also be utilized to prepare agent-based simulation scenarios in other
areas around the United States and the globe.
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5.4.2

Framework to Generate Synthetic Population

The study proposes a framework for generating input data for agent-based transportation
models. The framework may be divided into three major parts. The first part is to build a synthetic
population using aggregated data at the zone level. The output of the synthetic population is the
disaggregated socio-demographics at household and person levels. In the second part, as shown in
Figure 5.2, the output of the previous step is integrated with land-use data at a zonal-level, LOS
attributes, and additional socio-demographics to build a database as the input. Using a series of
algorithms, this step’s output provides daily activity-travel tours at a person-level, such as an O-D
matrix, tour schedule, and trip purpose. The final part consists of imputing activity locations for
each tour. Activity locations, the intensity level of areas, and socio-demographics are the input of
this step. In the end, the outcome of the framework is an initial activity-travel plan for each
individual in the study area. The outcome incorporates chaining the trips and provides temporalspatial distribution of activities within the day.
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Figure 5.2 Conceptual Framework of the Proposed Method

5.4.2.1 Input Data Sources
This study examined various data sources to acquire the required input for the proposed
framework. The information is gathered from open data-based resources maintained by public
agencies. Table 5.5 lists data sources for preparing inputs of the proposed framework.
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Table 5.5 Data Sources for Preparing Framework Inputs
Data type
Population data

Map data

Key parameters

Data source

•
•
•
•
•
•
•

TAZ Population
Household size
Employment status
Household income
Demographic information
Mode choice
Marginal distributions of
population sample

•
•

•
•
•

Road network
Land use intensity
Land use types

•
•
•

•

Census data
American Community Survey
(ACS)
Public Use Microdata Samples
(PUMS)

Open Street Map (OSM)
Michigan Land Use Shapefile
National Land Cover Database

5.4.2.2 Synthetic Population
In order to create a synthetic population of the study area, an iterative heuristic procedure
known as the IPU method, is used. This method utilizes Iterative Proportional Fitting (IPF) and
updating methods to estimate household and person-level joint distributions that satisfy the given
marginal distributions. The output of the IPU algorithm is weights for sample households so the
household-level and person-level of marginal distributions are matched as closely as possible.
The IPU algorithm (Konduri et al., 2016; Ye et al., 2009) employed in this study starts with
generating a frequency matrix representing household and person types. These two attributes
represent a combination of multiple household-level factors and person-level variables,
respectively, and should not be confused with a household attribute “household type.” A
conventional IPF method is then employed to compute joint distributions of household type and
person type constraints, Cβ, which represent the population characteristic, β. The initial weight
vector representing household (α) weights is wα=1. The relative difference between the weighted
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sum and the corresponding constraint is calculated to measure the goodness of fit after one iteration
(Eq. 5-1).
𝛿𝛽 =

|𝑓𝛼,𝛽 𝑤𝛼 −𝐶𝛽 |
𝐶𝛽

,

Eq. 5-26

where, fα,β represents the frequency of population characteristics β in household α. The
overall goodness of fit measure (δ) for each iteration is the average value of δβ across all
constraints:
𝑞

𝛿𝑖 =

𝑝

∑𝛽[| ∑𝛼(𝑓𝛼,𝛽 𝑤𝛼 −𝐶𝛽 )|/𝐶𝛽 ]
𝑞

,

Eq. 5-27

where i is the iteration number, p is the number of households in the sample, and q is the
number of population characteristics constraints. After completing one iteration, the goodness of
fit improvement (Δ) is computed to evaluate the effectiveness of the matching process:
∆= |𝛿𝑖 − 𝛿𝑖−1 |

Eq. 5-28

The process continues until the value of the improvement measure (Δ) is negligible (e.g., ε
< 10-3). After computing household type and person type weights in the last iteration of IPU, the
Monte Carlo drawing procedures are employed to construct the synthetic population based on
probabilities’ distributions. The Average Absolute Relative Difference (AARD) is also used to
monitor the convergence in the IPU algorithm. The AARD measures the average deviation of the
individual weighted sum for composite individual type constraints.
The study utilized a tool called PopGen (MARG, 2016) to conduct the procedure. In the
final output of the synthesized population, the number of households reflects the frequencies of
households in the joint distribution for all household types. Moreover, various types of person in
the synthetic population closely match the number of person types in the joint distribution.
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Since the study examined the PUMS database to estimate joint distributions within the
zones, the zero-cell problem may happen for a few cells in small zones. Some studies considered
probabilities estimated from PUMS for the entire region as replacements for the zero-cells.
However, this approach may lead to over-estimating that particular demographic group in the zone.
To overcome the problem, a two-branch conditional approach using a threshold for borrowing
probabilities from non-zero cells is employed (Ye et al., 2009). The threshold is assumed to be
(number of households in the PUMS dataset)-1. If the borrowed probability from the study area for
that particular household or person type is less than the threshold, the probability can be substituted
for the zero cells. Otherwise, the threshold is employed to replace the zero cell (Equation 4). In the
last step, non-zero probabilities should be adjusted by a constant value of (1- 𝜑𝜇,𝑧 ) to obtain the
total probability of 1 within the zone.

𝜑𝜇,𝑧 = {

𝑃𝜇

𝑖𝑓 ℎ𝑧 −1 > 𝑃𝜇

ℎ𝑧 −1

𝑖𝑓 ℎ𝑧 −1 < 𝑃𝜇

,

Eq. 5-29

where 𝜑𝜇,𝑧 denotes the new probability that should be substituted for the zero-cell in
household/person type of µ and zone z, 𝑃𝜇 is the probability of the household/person type of µ in
the study area, and ℎ𝑧 represents the number of households in zone z.

5.4.2.3 Daily Activity-Travel Patterns
To assign daily activity-travel patterns for each individual of the synthetic population, I
employ Comprehensive Econometric Microsimulator for Daily Activity-Travel Patterns
(CEMDAP) (Bhat et al., 2004). CEMDAP is a software implementation of a system of randomutility-based models that determine two major systems: (1) an agent’s decision-making process to
perform different types of activities during the day, such as work, education, shopping, etc., and
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(2) a system to evaluate the scheduling of the generated activities during the hypothetical weekday
considering temporal and spatial limitations to accommodate all agent’s responsibilities, including
work-related activities, children drop off/pick up, class attendance, etc.
I use various sequences of models to model the generation-allocation system based on
household and individual characteristics. For instance, an employed adult's decision-making
process starts with the decision to go work using a binary logit model (e.g., Eq. 5-5). If the person
decides to undertake a work trip, then the work start time and the duration will be determined using
multinomial logit models, including discrete time period combinations. Then, the decision to go
to school is determined using another binary model for educational trips. If the agent decides to go
to school, the activity duration and start time will be computed using either multiple linear
regression or hazard-duration models. The household activity generation model is then applied to
determine decisions and durations of shopping, personal business, social/recreational activities,
and other activities for the day. For multi-adult households, each activity's allocation models are
applied to evaluate the probability outcome of the individuals’ choice within the household.
𝑐 + 𝑐1 . 𝜔1 + 𝑐2 . 𝜔2 + 𝑐3 . 𝜔3 + 𝑐4 . 𝜔4 + 𝑐5 . 𝜔5 −1
𝑃(𝑑𝑤 ) = [1 + exp ( 0
)] ,
+𝑐 . 𝜔 + 𝑐 . 𝜔 + 𝑐 . 𝜔
6

6

7

7

8

8

Eq. 5-30

where:
•

𝑑𝑤 denotes the decision to go work for an individual,

•

𝜔1 is an indicator for a part-time worker that works less than 20 hours per week,

•

𝜔2 is an indicator for a part-time worker that works between 20 to 40 hours per
week,

•

𝜔3 , 𝜔4 are dummy variables representing individuals who have high and low work
schedule flexibility, respectively,
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•

𝜔5 denotes the total number of employed adults in the household,

•

𝜔6 indicates the number of non-school going children in the household,

•

𝜔7 is a dummy variable for adults who have completed bachelor degrees,

•

𝜔8 is a dummy variable representing the African-American race, and

•

𝑐𝑖 is constant.

Home-to-work commute mode choice and the number of stops are calculated using
multinomial logit and ordered probit models. The number of stops model is applicable for those
who decided to undertake other activities in the previous step. If work is not the only daily trip
made by the agent, the schedule of other trips is determined based on the tour types, which are
including before-work (BW), work-based (WB), and after-work tours (AW). For details about
model components and mathematical calculations, readers are referred to the full-length report
(Bhat et al., 2001).
CEMDAP operates the models sequentially using input files, including household-level
information, person-level linked to household IDs, zonal socio-economic characteristics, and
zone-to-zone distance and travel time information. The latest input file is prepared using the Open
Route Service query system of Open Street Map to determine off-peak and on-peak travel time
matrix between zones (Open Route Service, 2020). Given various land-use data, sociodemographic information on the household-level and person-level, activity systems, and
transportation level-of-service attributes as inputs, CEMDAP provides as output the complete
daily activity-travel patterns of each agent in the synthetic population.
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5.4.2.4 Spatial Distribution of Activities
As a result of the previous step, daily activity-travel patterns are generated for each
individual and a household in the synthetic population. The output of the previous step also
provides the zonal distribution of activities performed by the agents. However, an extra step is
required to distribute activities within the zones in order to employ the generated synthetic
population as an input of agent-based simulation packages, such as MATSim (W Axhausen et al.,
2016), POLARIS (Auld et al., 2016), SimMobility (Adnan et al., 2016), and SUMO (Codeca et
al., 2019; Lopez et al., 2018).
Two main approaches to overcome this problem have been recognized in the literature: (a)
location choice by a random draw within the zone (Ziemke & Nagel, 2017), and (b) allocating
larger buildings to populous households (Liu & Kockelman, 2018). Location assignments for
specific trip purposes are carried out by a group of scholars, such as airport (Ozel et al., 2016),
recreational centers (Chang et al., 2019), and healthcare accessibility (Ghorbanzadeh, Kim, et al.,
2020). However, this step takes advantage of previous approaches and proposes a new method to
assign home locations and other trip activities.
Our study employs three open-source databases to extract activity locations. First, road
network data and the building footprints are gathered from Open Street Map (OSM). The map
provides the polygons of various types of buildings across the United States, and it is publicly
available. However, the map data does not cover all the zones with great spatial details (Figure 5.3
(a)). The second map data resource is the Land Use shapefile, which is available and used by State
DOTs and local transportation agencies across the U.S. In this study, the Michigan land use
shapefile (Michigan Land Use Shapefile, n.d.) is used. The shapefile covers more areas than OSM
does (Figure 5.3 (b)). However, due to impeccable information about buildings in the OSM, this
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study deals with both map databases and adopts a new map using the union tool in ArcGIS to
combine non-mutually exclusive polygons.
Additionally, other information, such as the floor area, is unavailable in OSM and the landuse shapefile. Considering the limitations, this study adopts another map data set provided by the
National Land Cover Database (Dewitz, 2019). The data provide three levels of intensity in
developed areas, including low, medium, and high intensity (Figure 5.3 (c)). Therefore, the NLCD
map is utilized to overcome the lack of land-use intensity in the study area. In this study, I assign
ordinal numerical values to each intensity level as an indicator of the number of floors. In the end,
each polygon, as an origin or destination of trips, is identified by its coordination, area, and
intensity level.

Figure 5.3 Map data extracted from (a) Open Street Map, (b) Michigan land use data, and (c) National
Land Cover Database

In order to assign home locations to households within the zones, this study adopts a utility
index describing household characteristics. The function (Eq. 5-6) reflects influential household
attributes on living locations. Residential polygons with greater areas are assigned to households
with greater utility values.
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𝑈(𝐻𝐻𝑖 ) = 1 − ∑4𝑛 𝑒 −(𝜏𝑛 )

,

Eq. 5-31

where,
•

𝑈(𝐻𝐻𝑖 ) denotes the value of the utility index for household i,

•

𝜏1 is the household income by $10,000 per number of household members,

•

𝜏2 is the number of employed adults in household i,

•

𝜏3 is the number of vehicles in the households i, and

•

𝜏4 is the number of children in the household i.

The study suggests operating the computations based on a repeated random sampling of
households and home locations to obtain a random procedure home location assignment. Also, a
weighted random draw, employing the intensity indicator, is used to assign other activities to
corresponding locations.

5.4.3

Checking Viability of the Proposed Framework to Generate a Synthetic Population

This section presents the results of applying the proposed framework for Kalamazoo
County, located in Michigan's southwest region. The county has a total area of 580 square miles,
of which 562 square miles is land and 19 square miles is water. According to the 2010 Census, the
Kalamazoo County region had a population of 250,331 persons residing in 113,089 households
and in 57 census tracts.

5.4.3.1 Generating Synthetic Population
Marginal distribution on household and person variables were obtained from the summary
files of PUMS as the sample to draw households for generating the synthetic population. The
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marginal variables used for household- and person-level variables are presented in Table 5.6. There
are six marginal variables considered for household attributes and three variables examined for
person-level margins.
Table 5.6 Control Variables for Population Synthetic
Variable name
Household-level marginal
Household type

Variable level
Married couple, Single parent (male), Single parent (female)
household, Single person, Other

Household size (person)

1, 2, 3, 4, 5, 6, ≥7

Household income ($)

$0-$15K, $15K-$25K, $25K-$35K, $35K-$45K, $45K-$60K,
$60K-$100K, $100K-$150K, ≥$150K

Number of workers

0, 1, 2, ≥ 3

Household family

Family, Non-family

Householder age (years)

Less than or equal to 64, Greater than or equal to 65

Person-level marginal
Person age (years)

<5, 5-14, 15-24, 25-34, 35-44, 45-54, 55-64, 65-74, 75-84, ≥85

Person gender

Male, Female

Person employment

Employed, Not employed, Unemployed, Not in labor force

The IPF and updating method estimate household and person-level joint distributions that
satisfy the given marginal distributions. The IPU algorithm's output is two datasets containing
household information and individual characteristics in the synthetic population. After completion
of iterations, the zonal AARD measure provides the convergence rate for the last iteration. As
shown in Figure 5.4, the mean AARD across all geographies is about 0.03, which indicates the
algorithm has been iterated properly.
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Figure 5.4 Distribution of AARD Across the Zones

Socio-demographics for each zone are compared to the respective control variables in the
census data to validate the output of the analysis. To avoid showing control variables zone by zone,
an aggregate comparison of the validation results for household-level and person-level control
variables are shown. A perfect match is achieved for most of the variables, especially in a
household-level comparison (Figure 5.5). Moreover, the match between synthetic and actual
control variables in a person-level comparison certifies the fitness of the synthetic population
(Figure 5.6). It can be seen that the person’s age control variable for a group of persons aged
between 15 and 25 years old is slightly higher than other groups, but it does not compromise the
fitness of the synthetic population.
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Figure 5.5 Household-level Control Variables Comparison between Synthetic and Census Population
Marginal

Figure 5.6 Person-level control variables comparison between synthetic and census population marginal

5.4.3.2 Assignment of Daily Activity-Travel Pattern
After generating individuals and households’ tabulation for the synthetic population,
additional attributes from the PUMS are appended to the datasets. The variables include exact age,
exact income, school attendance, degree level, type of jobs, working hours, etc. In addition,
CEMDAP requires input files regarding land use and level of service. For instance, the zone2zone
table is holding information regarding the distance between any pair zones and whether they are
adjacent. Adjacency is obtained using the Polygon Neighbors tool in ArcGIS, which provides a
57×57 matrix of pairwise adjacency across the study area. For preparing a matrix carrying zoneto-zone distance and travel time, the Open Route Service query system of OSM is used. The travel
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time matrix is derived for off-peak and on-peak hours. In this study, hours between 06:30 and
09:00 are recognized as A.M. peak hours and 16:00 and 18:30 are recognized as P.M. peak hours.
The zones file contains information about each zone’s characteristics, such as distance to
the nearest shopping business, median household income, number of households, and different
types of employees in the zone. Most of the required attributes can be derived from the generated
synthetic population datasets in the previous step. For certain accessibility measures, multiple
queries are performed in the Open Route Service system.
After running the CEMDAP for five iterations, a total of 752,451 trips are generated for
250,331 individuals in the Kalamazoo County region. A total of 40,269 individuals did not
undertake a trip during the day. Non-travelers are more likely children and older adults. Origin and
destination zones of each trip are specified so that the O-D matrix can be created. Also, trip
departure time for different purposes is obtained. Figure 5.7 illustrates the distribution of departure
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Figure 5.7 Departure Time Distribution by Trip Purpose
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total

The frequency of undertaking a trip is computed for individuals, including those with zero
trips. As shown in Figure 5.8, almost 40% of the individuals make exactly two trips per day, the
maximum frequency of trips. On average, each person makes 3.12 trips per day, which is aligned
with the Michigan state average (3.46 trips per person reported by MDOT, 2008).
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Figure 5.8 Number of Trips per Person

Additionally, the output of the model provides trip tours. Tours are created to generate the
initial activity-travel pattern for each person. As described previously, this study takes into account
five types of tours for employed persons, consisting of Home to Work Commute (HWC), Work to
Home Commute (WHC), Before Work Home-Based tours (BWHB), After Work Home-Based
tours (AWHB), and Work-Based tours (WB). Moreover, all tours are home-based for unemployed
adults, and the study assumes a maximum of four home-based tours for non-workers. Table 5.7
presents tour distribution with respect to the employment status of individuals.
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Table 5.7 Tour Distribution based on Employment Status
Tour
Employed
HWC
WHC
BWHB
AWHB
WB
Total

Number
of trips
166,718
106,086
55,832
31,475
57,013
417,124

Percentage

Tour

40.0%
25.4%
13.4%
7.5%
13.7%
100%

Unemployed
Zero-trip
First HB
Second HB
Third HB
Fourth HB
Total

Number
of trips

Percentage

21,484
56,632
22,082
11,450
2,451
114,099

18.8%
49.6%
19.4%
10.0%
2.2%
100%

5.4.3.3 Spatial Distribution within Zones
The previous step's output provides activity-travel patterns, or trip chains, for each
individual in the synthetic population during the day. Moreover, the O-D matrix of the number of
tours between or/and within the zones are determined. In this step, each building's polygons within
the 57 zones are assigned to an individual trip purpose. As described in Section 5.4.2.1, three opensource map databases are employed to derive building locations and intensity levels. The map
databases are including (1) OSM to obtain building footprints; (2) the Michigan land use shapefile
to fix the missing data in OSM and extract more attributes of land-uses; and (3) NLCD to examine
the intensity level of urbanized areas. The map datasets are stored in ArcGIS for conducting further
analysis.
After aggregating polygons and removing overlaying areas, the intensity index is assigned.
Given the exact number of building stories are unavailable, low-intensity areas are assumed singlefloor buildings, medium intensity areas are recognized as 2-floor buildings, and high-intensity
areas are assigned to buildings with equal or greater than three floors. Then, polygons are trimmed
based on the 57-zone boundaries.
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Now that the map dataset is adopted, activity locations can be assigned to polygons. As
most of the activities’ start point is home, the study employs a utility index (Eq. 5-6) to address
the household attributes in the location choice procedure. The process is performed in the
following steps:
•

Calculate the total number of households in the zone;

•

Calculate available residential areas considering the number of floors;

•

Calculate households’ utility index using Eq. 5-6;

•

Draw a random sample of 10% of households and 10% polygons;

•

Assign households with larger indexes to larger areas.

The study performed a 10-iteration repeated sampling to obtain a good fit of randomness
during the location assignment procedure. The number of iterations can also be reduced for other
studies to reduce the computational process. While the utility index is only used for the home
location assignment, the same procedure is utilized to assign other activity locations by the
repeated random sampling. The process is conducted for each zone until all trips are
accommodated. Figure 5.9 shows the distribution of activity locations in one zone.
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Figure 5.9 An Example of Location Distribution in a Zone

As shown in the figure, a total of 1,671 home locations are assigned to residents of the
zone. Also, work, school, and other trips are assigned likewise. Note that according to the
CEMDAP model, drop off and pick children to/from schools are counted as school trips for adult
individuals in the household. The activity location assignment process is repeated for each zone to
achieve a full picture of synthetic population travel activity in the study area.

5.4.4

Applications of Synthetic Population

After assigning activity location to each tour and creating trip chains for each person in the
study area, the output can be used as an initial daily activity-travel pattern for further analysis.
Since the application of smart cities (A. Feizi et al., 2020) and big data (Hoseinzadeh et al., 2020)
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is fast becoming a crucial demand in transportation analysis, current challenges require in-depth
and extensive analysis and simulation. For instance, incorporating autonomous vehicles or
ridesharing using the FSM is substantially limited. Therefore, the output of the proposed
framework can be used as the input of traffic simulation studies that deal with disaggregate travel
patterns. Specifically, the modeling result can be simply fed into MATSim, a multi-agent transport
simulator, which requires agent-based activity plan datasets to perform simulation scenarios
through a number of iterations. Additionally, the generated output can be utilized in other activitybased and agent-based traffic simulation packages, such as SUMO and SimMobility.
As the database examined in the study was publicly available, the framework can be
adopted in other locations in the United States and Europe. The certainty of the synthetic
population using the IPU algorithm highly depends on the availability of the marginal information,
which is properly tabulated by PUMS for the United States. Moreover, the land-use and land cover
map data can also be extracted through other open-source databases for different geographies.
I acknowledge that the example presented in this study was not free from limitations as it
used aggregate socio-economic data and land-use attributes at different time periods. While ACS,
Census, and PUMS data are from a similar time frame, the land use shapefile provided by the State
of Michigan was prepared and published earlier. This study utilized OSM building footprints to
tackle this limitation, but the information is lacking outside of the major urbanized areas. A
consistent data source that provides detailed information regarding size, location, and type of
buildings is recommended for future studies.
The modeling approach provided by CEMDAP to produce a chain of daily activity for
individuals in the synthetic population has been developed for the Texas area. Therefore, this study
assumed that agents with similar demographic characteristics in Kalamazoo County perform
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similar processes to undertake a tour as agents in Texas. Also, the travel time and the zone-to-zone
distance matrix developed in this study examined the critical path method, and other alternative
route choices were not considered. Note that the proposed framework implied an initial daily
activity as the input of simulation analysis. Given this, alternative trip chains, mode choice, and
route choice can be calibrated by loading the whole network using traffic simulation packages and
evaluating delay and travel time.
The output of the proposed framework for generating a synthetic population can effectively
support the use of the ABM approach to responding to the demands of smart mobility analysis by
providing a reliable input. The results of the iterative computations indicated that the proposed
framework could be adopted for generating synthetic populations and spatial-temporal
distributions of agent-based travel plans using open-source data. The proposed framework will be
employed in the next sections as the study aims to rely on a robust framework to implement the
simulation procedure.

5.5 Agent-based Transportation Simulation
Agent-based modeling and simulation (ABMS) has been widely utilized across a various
range of users, like researchers and agencies. The applications of ABMS generally fall into two
methodological paradigms: individual-based models that focus on personal activities and behavior,
and computational approaches that study a system that models a collection of subsystem entities
called agents. The individual-based method is mainly related to individual travelers’ activities. The
computational method, however, is a robust technique for simulating dynamic complex systems
to analyze resulting behavior. In terms of transportation research, studies normally cross the
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definition boundary of two paradigms, but they are all engaged with a common term, which is the
agent-based approach (Zheng et al., 2013).
There are several prominent agent-based transportation modeling platforms, but not limited
to, Transportation Analysis and Simulation System (TRANSIM), Multi-Agent Transportation
Simulation (MATSim), Sacramento Activity-based Travel Demand Model (SACSIM), Simulator
of Activities, Greenhouse Emissions, Networks, and Travel (SimAGENT), Scalable ElectroMobility Simulation (SEMSim), Simulation of Urban Mobility (SUMO), and Java Agent
Development Framework (JADE). Most of these agent-based simulators have roots in the
individual-based approach. They combine two transportation components – network layer (supply)
and loading layer (demand) – into an integrated microsimulation framework. An agent in those
models stands for a traveler, driver, resident, or a person that is associated with the individual
demographic and travel characteristics.
Most existing agent-based transportation simulation tools follow a general evolutionary
process (Figure 5.10). Having an agent with certain individual characteristics, the system generates
initial demand or an activity plan for each agent based on the demographic characteristics. The
plans are modified, enhanced, and improved so that all plans satisfy spatial (services and facilities),
and temporal (schedule) limitations. The activity plans, then, are put into a microsimulation to
make the transportation results through the entire network. The simulation process is pursued to
obtain an optimized activity plan and route choice decisions. In the end, network performance is a
source of feedback to the simulation, including both decisions in a simultaneous optimized
condition.
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Figure 5.10 Model Structure of an Agent-Based Transportation Simulation Approach (Zheng et al., 2013)

To interpret network performance, commonly used traffic simulator software packages will
be employed based on the type of traffic flow model analysis. Microsimulation treats each unit as
an autonomous entity, and the interaction of the units is allowed to vary depending on stochastic
parameters. These parameters represent individual preferences and tendencies. In this study, MultiAgent Transport Simulation (MATSim, (Horni et al., 2016)) package is employed to execute the
simulation process.

5.5.1

Multi-Agent Transport Simulation (MATSim)

MATSim is an activity-based, extendable, and multi-agent simulation framework designed
for microsimulation in large-scale scenarios. MATSim framework consists of several modules,
which can be combined or used stand-alone. The framework provides demand-modeling, agentbased mobility-simulation (traffic flow simulation), re-planning, and a controller to run the
configurable number of iterations. The iterations presented by the MATSim loop that is shown in
Figure 5.11 (Balmer et al., 2008). The loop starts with an initial demand arising from the
population’s diary activity. During iterations, the initial demand is optimized individually by each
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person. Every person possesses a memory containing a fixed number of day plans, where each
plan is composed of daily travel activity and an associated score. In every iteration, mobility
simulation (mobsim) is conducted to simulate the network loading. Mobsim takes one “selected”
plan per agent and executes it in a synthetic reality. The actual performance of the plan in the
synthetic reality is taken to compute each executed plan’s score. Additionally, the replanning
module is performed according to four dimensions: departure time (activity duration), route, mode,
and destination. During the iterations, the plan with the lowest score is removed from the memory
and is repeated until the average population score stabilizes.

Figure 5.11 MATSim Simulation Loop

5.6 Requirements of MATSim Simulation
MATSim is a Java-based software that requires at least three input files (.xml documents)
to run the simulation. The minimum requirements of MATSim are including Network, Population,
and Configuration. Further information such as vehicle characteristics, transit network, transit
schedule, and transit vehicle can be addressed as extra input files.

5.6.1

Network

The network provides the infrastructure of the roads that agents can flow and move around.
The network represents the supply and consists of nodes (vertices) links (edges). Nodes require to
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have at least latitude longitude and node id. Each node represents an intersection in the network.
Links provide a connection between two nodes, and consist of various attributes such as length,
capacity, and network mode. Definition of the links is based on on-way access to a destination
node. Therefore, two independent links are required to define a two-way street in the simulation.
Figure 5.12 provides an example of a MATSim network file.

Figure 5.12 An Example of MATSim Network File

5.6.2

Population

MATSim travel demand is expressed by agent’s daily travel-activity plans. The framework
to prepare an agent’s plans is described in 5.4. The MATSim population file consists of a set of
agents plan in a hierarchical structure. Each agent contains one selected plan, and each plan
contains a list of activities, legs, and modes for 24 hours. Additional attributes, such as age, gender,
employment status, and private car availability can be specified for an agent. Activity location start
time and/or end time should be specified for the agent’s activities. A leg attribute describes how
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the initial plan of an agent addresses the travel from one location to another. Each leg should
specify a transport mode. For transport modes, the route lists the links that the agent plans to travel
in the given order. The MATSim would automatically compute initial routes if they were not
specified for an activity leg. Figure 5.13 provides an example of a population file in MATSim.

Figure 5.13 An Example of MATSim Population File

5.6.3

Configuration

Configuration file creates the connection between the user and input files. The
configuration file consists of a set of modules and groups of parameters. Each group includes
settings related to a certain module. In the example below (Figure 5.14), a minimal configuration
file contains parameters related to the output location, number of iteration, values of utility
parameters, and mobsim settings. Additional modules and parameters required to run a simulation
in MATSim will be discussed in the next sections.
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Figure 5.14 A minimal Example of MATSim Configuration File

5.7 Simulation Procedure
As mentioned in section 5.5.1, MATSim is based on a co-evolutionary algorithm. Each
agent possesses a number of daily plans. Each plan is composed of a number of daily activities
and associated with a score. A utility function calculates the score.

126

5.7.1

Utility Function of Activities

The utility function represents the preferred structure for the scoring. In the agent-based
simulation, utility functions may be used more generally; for example, the score that each
individual agent needs to optimize. That is why, the terms “score” and “utility” are normally
interchangeable in the MATSim context (Nagel et al., 2016).
The basic MATSim scoring function was initially established for departure time choice.
However, most of studies confirmed that the MATSim function is also applicable for modeling
further choice dimensions. Utility of a basic plan Uplan is computed as the sum of all activity
functions Uact,T plus the sum of all travel dis-utilities Utrav,m(T):
𝑁−1
𝑈𝑝𝑙𝑎𝑛 = ∑𝑁−1
𝑇=0 𝑈𝑎𝑐𝑡,𝑇 + ∑𝑇=0 𝑈𝑡𝑟𝑎𝑣,𝑚(𝑇)

Eq. 5-32

In the above equation, N is the number of activities; T is the type of activity (trip) that
follows activity T; and m(T) is the mode of trip T. The utility of activity T itself is the sum of four
terms, each of which models a certain aspect of the utility function:
𝑈𝑎𝑐𝑡,𝑇 = 𝑈𝑑𝑢𝑟,𝑇 + 𝑈𝑤𝑎𝑖𝑡,𝑇 + 𝑈𝑒𝑎𝑟𝑙𝑦.𝑑𝑝,𝑇 + 𝑈𝑙𝑎𝑡𝑒.𝑎𝑟,𝑇 + 𝑈𝑠ℎ𝑜𝑟𝑡.𝑑𝑢𝑟,𝑇

Eq. 5-33

Where, Udur,T denotes the utility of executing the activity for a certain duration; Uwait,T
denotes the utility of waiting time; Uearly.dp,T and Ulate.ar,T denotes penalties for early departure and
late arrival respectively; and Ushort.dur,T is a penalty for cases that the activity is too short. The
expressions below show the way that each of them is calculated:
𝑡𝑑𝑢𝑟,𝑇

𝑈𝑑𝑢𝑟,𝑇 = 𝛽𝑑𝑢𝑟 . 𝑡𝑡𝑦𝑝,𝑇 . ln (

𝑡0

)

Eq. 5-34

𝑈𝑤𝑎𝑖𝑡,𝑇 = 𝛽𝑤𝑎𝑖𝑡 . 𝑡𝑤𝑎𝑖𝑡

Eq. 5-35

𝛽
. (𝑡
− 𝑡𝑒𝑎𝑟𝑙𝑖𝑒𝑠𝑡.𝑑𝑝,𝑇 )
𝑈𝑒𝑎𝑟𝑙𝑦.𝑑𝑝,𝑇 = { 𝑒𝑎𝑟𝑙𝑦.𝑑𝑝 𝑒𝑛𝑑,𝑇
0
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𝑖𝑓 𝑡𝑒𝑛𝑑,𝑇 > 𝑡𝑒𝑎𝑟𝑙𝑖𝑒𝑠𝑡.𝑑𝑝,𝑇
Eq. 5-36
𝑒𝑙𝑠𝑒

𝛽
. (𝑡
− 𝑡𝑙𝑎𝑡𝑒𝑠𝑡.𝑎𝑟,𝑇 )
𝑈𝑙𝑎𝑡𝑒.𝑎𝑟,𝑇 = { 𝑙𝑎𝑡𝑒.𝑎𝑟 𝑠𝑡𝑎𝑟𝑡,𝑇
0

𝑖𝑓 𝑡𝑠𝑡𝑎𝑟𝑡,𝑇 > 𝑡𝑙𝑎𝑡𝑒𝑠𝑡.𝑎𝑟,𝑇
𝑒𝑙𝑠𝑒

Eq. 5-37

𝛽
.
− 𝑡𝑑𝑢𝑟,𝑇 )
𝑈𝑠ℎ𝑜𝑟𝑡.𝑑𝑢𝑟,𝑇 = { 𝑠ℎ𝑜𝑟𝑡.𝑑𝑢𝑟 (𝑡𝑠ℎ𝑜𝑟𝑡.𝑑𝑢𝑟,𝑇
0

𝑖𝑓 𝑡𝑠ℎ𝑜𝑟𝑡.𝑑𝑢𝑟,𝑇 > 𝑡𝑑𝑢𝑟,𝑇
𝑒𝑙𝑠𝑒

Eq. 5-38

•

𝑡𝑑𝑢𝑟,𝑇 , 𝑡𝑠ℎ𝑜𝑟𝑡.𝑑𝑢𝑟,𝑇 = Duration of the performed activity T;

•

𝛽𝑑𝑢𝑟 = Marginal utility of activity duration (time as a resource);

•

𝑡0 = The duration when utility starts to be positive;

•

𝛽𝑤𝑎𝑖𝑡 , 𝛽𝑒𝑎𝑟𝑙𝑦.𝑑𝑝 , 𝛽𝑙𝑎𝑡𝑒.𝑎𝑟 , 𝛽𝑠ℎ𝑜𝑟𝑡.𝑑𝑢𝑟 = The direct marginal utility of time spent;

•

𝑡𝑤𝑎𝑖𝑡 = Waiting time;

•

𝑡𝑒𝑛𝑑,𝑇 , 𝑡𝑠𝑡𝑎𝑟𝑡,𝑇 = Ending time and starting time of activity T;

•

𝑡𝑒𝑎𝑟𝑙𝑖𝑒𝑠𝑡.𝑑𝑝,𝑇 , 𝑡𝑙𝑎𝑡𝑒𝑠𝑡.𝑎𝑟,𝑇 =The earliest possible end time and the latest possible
penalty-free starting time for activity T; and

•

𝑡𝑠ℎ𝑜𝑟𝑡.𝑑𝑢𝑟,𝑇 = The shortest possible activity duration.

The second term of MATSim scoring function, travel dis-utility, for activity T is given as:
𝑈𝑡𝑟𝑎𝑣,𝑚(𝑇) = 𝐶𝑚(𝑇) + 𝛽𝑡𝑟𝑎𝑣,𝑚(𝑇) . 𝑡𝑡𝑟𝑎𝑣,𝑇 + 𝛽𝑚 . ∆𝑚 𝑇 +
(𝛽𝑑,𝑚(𝑇) + 𝛽𝑚 . 𝛾𝑑,𝑚(𝑇) ). 𝑑𝑡𝑟𝑎𝑣,𝑇 + 𝛽𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 . 𝑞𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟,𝑇

Eq. 5-39

•

𝐶𝑚(𝑇) = a constant for the mode m(T);

•

𝛽𝑡𝑟𝑎𝑣,𝑚(𝑇) = The direct marginal utility of time spent traveling by mode m(T). This
is an addition to 𝛽𝑑𝑢𝑟 ;

•

𝑡𝑡𝑟𝑎𝑣,𝑇 = Travel time between activity locations T and T+1;

•

𝛽𝑚 =Marginal utility of money;

•

∆𝑚 𝑇 = Change in the monetary budget caused by fares or tolls;

•

𝛽𝑑,𝑚(𝑇) = Marginal utility of distance;
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•

𝛾𝑑,𝑚(𝑇) = Mode-specific monetary distance rate;

•

𝑑𝑡𝑟𝑎𝑣,𝑇 = Distance traveled between activity locations T and T+1;

•

𝛽𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 = Public transport transfer penalties; and

•

𝑞𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟,𝑇 = A binary variable indicating whether a transfer occurred between two
legs.

The standard scoring of MATSim function assumes that plans are defined within 24-hour,
which makes the last activity of the day being merged with the first into one activity. In other
words, if the first activity (e.g. being at home) ends at 8 am and the last activity starts at 10 pm, it
has been assumed that this is the same activity, which lasts 10 hours.

5.7.2

Agent-based Traffic Assignment

Traffic assignment problem aims to identify a point that travel demand and travel supply
are equilibrium between each other, whether the framework is macroscopic or microscopic,
stochastic or dynamic, trip-based or activity-based. The procedure of traffic assignment in
MATSim follows dynamic traffic assignment (DTA, (Nagel & Flötteröd, 2012)). In DTA, both
the demand and the network condition are time-dependent the travel times in the network define a
progression of a demand unit through the network (Nagel & Flötteröd, 2016).
To generate number of agents every O-D pair and every timestamp, three variables of
origin, destination and departure time are postulated to be maintained for every simulated agent
and the goal is to find an appropriate path iteratively. The iteration process typically involves the
following steps:
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1. Initial condition. Compute some initial routing based on best path on empty
network for every agent.
2. Iterations. Repeat the following steps:
o Network loading. Load all agents on the network based on their departure
times and obtain network delays.
o Choice set generation. Compute new routes based on the network delay.
o Choice. Assign every agent to a route based on the network delay.
For a microscopic agent stochastic user equilibrium, the route choice probability is
computed using the following equation:
𝑃𝑛 (𝐾) = 𝑃𝑛 (𝐾|𝐸{𝑐(𝑥({𝑟𝑛𝑘 }))})

Eq. 5-40

Where, 𝑃𝑛 (𝐾) is the probability that agent n chooses route k and E{} denotes the
expectation. c() represent the cost function which can be interpreted as travel time of network delay
in this case. 𝑟𝑘𝑛 is the binary variable that indicates if the agent n takes route k or not (Balijepalli et
al., 2007).
According to the interpretation of the DTA concept, the route assignment procedure is used
to extend the assignment loop to other choice dimensions within the MATSim. For instance,
optimal mode choice and optimal departure time choice. However, the random utility function of
MATSim rely on multiple choice sets and combination of all these alternatives should be
considered. The computation of all combination of choice sets, especially for a large number of
agents, is far difficult. To address the problem, agent-based user equilibrium concept is used to
find the optimal solution.
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First, a choice set for every agent is generated based upon what would have been best in
the previous iteration. This choice can be route assignment, or mode choice. Then, switch to the
new plan with a certain probability. To manage the computational performance, a useful approach
is to make the switching proportionally from current to the optimal solution. The probability is
calculated using the following equation:
𝑃 (𝑜𝑙𝑑 → 𝑏𝑒𝑠𝑡) = min [1, 𝜇. (𝑆𝑏𝑒𝑠𝑡 − 𝑆𝑜𝑙𝑑 )

Eq. 5-41

Where 𝑆𝑏𝑒𝑠𝑡 and 𝑆𝑜𝑙𝑑 are the utility scores of the optimal and old plan, respectively. µ is
the switching rate slope at the fixed point. Any fixed point of the iteration represents the optimal
solution that the user equilibrium point is achieved. By considering smaller values for µ, the
optimal solution is more stable but the increases the computational runs and slows down the
convergence.
However, MATSim co-evolutionary algorithm is based on stochastic user equilibrium in
which each agent can take multiple plan choices and alternative choices can change simultaneously
through each iteration. This approach is an alternative mechanism of discrete choice theory (BenAkiva & Lerman, 2018). The concept of the algorithm is based on a collection-based search
algorithm to obtain better solutions via collection’s evolution. The MATSim co-evolutionary
algorithm is based on genetic algorithm that is employed by every agent to co-evolve in the
population of all agents (Balmer, 2007).
To construct a choice set, the initial plan is considered and two major operators in genetic
algorithm are used: mutation and crossover. Mutation takes a candidate solution, which is the
initial plan in first iteration, and performs a small modification to it. For instance, time allocation
mutator module picks a random time from the uniform distribution of [-30 min, + 30 min] and
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adds to the attribute. The entire plan is returned with only the departure time modification. Another
example for route mutation algorithm is Dijkstra router module, which calculates link travel time
from the previous output and aggregates the travel time into 15 minutes bins. Then the cost of the
links in the network is computed for the iteration. The fastest path will be assigned to traverse from
each activity to the next one in the sequence and it returns the entire plan with an updated paths
(Balmer, 2007). Crossover takes two candidate solutions and generates a new one from those.
Another requirement in the implementation of algorithm is to converge the choice set. If
the score of plan i is Si, then switching probability from plan i to j can be achieved by the following
equation:
𝑇 (𝑖 → 𝑗) = 𝛾𝑒 𝛽(𝑆𝑗−𝑆𝑖)/2

Eq. 5-42

Where 𝛾 is a constant value that should be small enough to restrict the output value by one.
The assumption that the scores eventually converge to some constant value means that the scores
cannot display spontaneous reactive behavior to a certain iteration (Rieser and Nagel, 2008). In
practice, this can be achieved by averaging the scores over many iterations, or adopting a small
learning rate:
̅
𝑆𝑛𝑒𝑤
= (1 − 𝛼) + 𝑆𝑜𝑙𝑑
𝑖
𝑖 + 𝛼𝑆𝑖

Eq. 5-43

This equation would converge to constant scores and the stable solution.

5.8 Case Study
A case study including a toy network and a synthetic population was conducted to test the
proposed method.
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5.8.1

Toy Network

A grid network including 61 nodes, 74 one-way links (34 two-way segments), and 16 zones
is examined. Roads are categorized into major and collectors, and the speed limit is fixed to 30
mph. All modes are allowed to traverse through the links. The network also consists of three
residential areas, three work locations, two leisure centers, two shopping centers and one
educational center (Figure 5.15).

Figure 5.15 The Case Study Network

Additionally, two transit routes are added to the network that provides access from
residential areas to CBD. Transit operational parameters are described in the following:
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•

Transit is designed as a fixed-route service,

•

There are four transit lines,

•

There are six stops designed on each line. Stops are located close to intersections,

•

Transit operation time is limited between 7 am to 7 pm,

•

Vehicle headway is 30 minutes, and

•

1 vehicle is assigned to each line, with 30 available seats and ten standing rooms.

5.8.2

Synthetic Population

The generation of the synthetic population follows the direction given in the framework
presented in 5.4.2. For the case study, a population of 100 agents is generated. The demographic
information of the population is given in Table 5.8.
Table 5.8 Demographics of the Agents
Demographic information
Employment
Yes
No
Age group
18-24
25-34
35-44
45-54
55-64
65-74
75+
Car ownership
Always
Sometimes
Never

Gender
Male
Female

Total

18
31

28
23

59
41

11
10
10
7
4
4
3

9
12
10
7
5
4
4

20
22
20
14
9
8
7

37
8
4

38
10
3

75
18
7
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5.8.3

Utility Parameters

As described in Section 5.7.1, the simulation requires utility parameters to compute plan
scores and perform replanning process through iterations. The marginal utility parameters
employed in this study were based on literature and shown in Table 5.9.
Table 5.9 Marginal Values Employed in the Simulation

5.8.4

Marginal description

Value

Late arrival

-18

Performing activity

6

Executing a trip (traveling)

-6

Early departure

-1

Waiting time

-1.5

Typical duration for Home activity

12 h

Typical duration for Work activity

8h

Typical opening and closing time (Work)

7 am – 6 pm

Latest Work start time

10 am

Earliest Work ending time

2 pm

Marginal utility of traveling (walk)

-12

Marginal utility of traveling (car)

-6

Scenarios

As mentioned, the comparative risk analysis proposed in this study is based on comparing
various scenarios to evaluate the health impact of the alternatives. The base scenario (scenario 1)
is the current situation of the network without any changes, known as business as usual (BAU).
This study examines changes on both sides: supply and demand. Demand change is applied by
increasing the demand for transportation over the network by adopting a 20% increase in the
population without any change in the environment. New agents are picked following the same
procedure that generated the baseline synthetic population.
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Scenario three provides a new bicycle facility in the network. A new bicycle lane is added
to the major segments. This change will cause modal shifts due to the enhancement of utility
function for bicycle mode. Introducing a new active transportation infrastructure will change the
supply and consequently agent’s behavior. The gas emission is expected to reduce, and bicyclists
are less exposed to air pollution. However, the total inhaled emission and emission penetrations
will increase by shifting agents to bicycle mode.
Scenario four is integrating demand and supply change simultaneously. In addition to the
population increase by 20%, in this scenario, a bicycle lane is added to the major roads in the
network.
Additionally, air pollution exposure with two different background concentration is
examined for each scenario. Two levels of background concentrations include 5-year average and
85 percentiles of background concentrations of the US cities are tested to determine the health
impact of performing physical activities in different pollutant levels.

5.8.5

Results

The simulation was run for 30 iterations for each scenario requiring 512 Mb RAM on a
desktop computer. Figure 5.16 and Figure 5.17 present mode choice and passengers’ miles travel
in each scenario.
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Figure 5.16 Transportation Mode Choice in Each Scenarios

Passenger miles traveled

450
400
350
300
250

Series1

200

Series2

150

Series3

100

Series4

50
0
bike

car

pt

walk

Transportation mode

Figure 5.17 Passengers Miles Traveled in Each Scenario

As shown in the figures the mode choice is roughly constant by increasing the demand
from scenario one to two and scenario three to four. This occurs mainly due to lack of major
congestion in the network. Increasing 20% population did not change agent’s preferences due to
change in travel time. However, adding a bicycle lane to the major links encouraged agents to
change their mode and select stable daily plans. Bicycle lane could attract around 5%-6% more
agents in scenarios three and four.
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5.8.5.1 Physical activity
The change in physical activity in each scenario is presented in this section. As mentioned
earlier, the proposed framework provides a method to consider both active transportation and nontransportation activities. Also, the framework is able to capture walking distance from/to bus stops.
Table 5.10 shows the changes in physical activity based on sex and age for each scenario
comparing to the base scenario.
Table 5.10 Physical Activity (METs) Changes According to the Base Scenario
type of physical
activity
active
transportation

sex

age
group

male
18-24
25-34
35-44
45-54
55-64
65-74
75+
total

Scenario1

Scenario2

Scenario3

Scenario4

value
12.9
27.7
19.6
14.2
10.7
3.0
3.6
91.6

value
12.4
26.6
19.4
15.5
11.1
3.1
3.5
91.7

%
-4%
-4%
-1%
9%
4%
4%
-1%
0%

value
16.5
31.2
24.8
16.3
12.6
3.7
3.4
108.6

%
28%
13%
27%
15%
18%
26%
-5%
19%

value
17.4
30.6
26.8
16.4
12.3
3.0
3.7
110.1

%
35%
10%
37%
16%
15%
-1%
3%
20%

11.7
18.4
11.3
9.3
5.0
2.7
1.9
60.2
151.9

12.6
17.7
10.7
10.7
5.3
2.8
1.9
61.6
153.3

7%
-4%
-5%
15%
7%
2%
0%
2%
1%

14.3
20.5
13.7
10.6
6.5
3.0
2.2
70.7
179.3

22%
11%
21%
14%
31%
11%
16%
17%
18%

13.6
22.4
14.0
10.8
6.3
2.9
2.1
72.1
182.2

16%
22%
24%
16%
27%
7%
13%
20%
20%

female
18-24
25-34
35-44
45-54
55-64
65-74
75+
total
Total
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Table 5.10 – continued
non-transport

male
18-24
25-34
35-44
45-54
55-64
65-74
75+
total

35.3
38.6
41.2
43.4
35.3
45.5
50.6
289.8

35.9
37.9
42.8
42.5
39.0
44.1
52.1
294.3

2%%
-2%
4%
-2%
11%
-3%
3%
2%

34.9
38.0
40.6
43.5
37.6
44.4
54.5
293.4

-1%
-2%
-2%
0%
7%
-2%
8%
1%

32.7
37.9
43.4
42.4
40.4
41.8
51.7
290.2

-7%
-2%
5%
-2%
14%
-8%
2%
0%

18-24
25-34
35-44
45-54
55-64
65-74
75+
total

38.3
42.5
41.2
45.6
55.4
36.1
43.3
302.4
592.2
744.1

41.2
44.0
40.5
49.8
56.1
33.4
45.2
310.3
604.6
757.9

8%
4%
-2%
9%
1%
-8%
5%
3%
1%
2%

38.7
41.6
41.4
45.1
58.9
34.3
41.4
301.4
594.8
774.1

1%
-2%
0%
-1%
6%
-5%
-4%
0%
0%
4%

39.0
44.2
39.7
51.7
58.8
34.0
45.0
312.5
602.7
784.9

2%
4%
-4%
13%
6%
-6%
4%
3%
2%
5%

female

Total
Total

According to the table, active transportation modes increased 1% by demand increase.
Modal change and combining modal and demand change caused an 18% and 20% increase in
active transportation level, respectively. Non-transport physical activities did not alter significantly
due to introducing bicycle lanes to the network, and a number of agents have only influenced it.
Using the methodology presented in Section 5.2.1, the relative risk for each age and sex
strata is computed by adopting Eq. 6-5. After calculating PAF on each stratum, the change in
disease burden is computed using Eq. 6-2. Table 5.11 provides details of changes in physical
activity and health savings for each scenario. As shown in the table, population change did not
impact the life savings; however, shifting to sustainable and active transportation modes in
scenarios three and four can save roughly 50 years of life per 100,000 population.
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Table 5.11 Health Impacts of Physical Activity for Each Scenario (Saving)
Scenario

Disease
Burden
YLL (%)
YLD (%)
DALY (%)
ΔDALY
YLL (%)
YLD (%)
DALY (%)
ΔDALY
YLL (%)
YLD (%)
DALY (%)
ΔDALY

Scenario 2

Scenario 3

Scenario 4

colon
cancer
-1.6%
-0.3%
-0.9%
-0.1
-4.2%
-2.5%
-3.3%
-2.7
-5.5%
-1.1%
-3.1%
-2.6

breast
cancer
-2.9%
-0.8%
-2.0%
-0.2
-7.4%
-5.3%
-6.5%
-5.0
-9.6%
-3.0%
-6.7%
-5.2

cardiovascular
disease
-1.1%
-0.1%
-0.4%
-0.3
-2.9%
-2.9%
-2.9%
-22.3
-3.9%
-0.6%
-1.6%
-12.0

dementia Depression Diabetes Total
-1.2%
2.2%
2.0%
0.2
-3.3%
-2.5%
-2.6%
-2.0
-4.0%
6.6%
-5.8%
-4.5

0.0%
-2.2%
-2.2%
-0.4
0.0%
-7.1%
-7.1%
-12.8
0.0%
-7.8%
-7.8%
-14.0

-1.6%
-1.1%
-1.2%
-0.3
-4.1%
-3.3%
-3.4%
-7.3
-5.6%
-3.7%
-4.1%
-8.7

5.8.5.2 Traffic safety
Traffic analysis is conducted by adopting HSM methodology to calculate roadway and
intersection crashes for two-way undivided segments. The equations are provided in Table 5.3.
Traffic volume on each link is extracted from the simulation in 1-hour bins to calculate the safety
analysis. Figure 5.18 provides the traffic volume through all links for each scenario.
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Figure 5.18 Traffic Volume in Network based on Each Scenario
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-1.0

-52.1

-47.0

As shown in the figure, morning peak and evening for all scenarios occur around 9 am and
5 pm. Also, the maximum volume happens in scenario two, where demand is increased, but the
modal shift to active transportation modes has not occurred yet. The minimum traffic volume
happens in scenario three, where the population found active transportation more attractive and
slightly shifted their modes, especially on peak hours.
By using the HSM method to examine the number of crashes on segment roads and
intersections, I calculated injury and fatality crash frequencies for modes in scenarios Table 5.12.
Table 5.12 Fatal and Injury Crash Frequency (per year) for Each Scenario
Scenario
scenario 1

scenario 2

scenario 3

scenario 4

Crash location
Roadway segment
Intersection
Total
Roadway segment
Intersection
Total
Roadway segment
Intersection
Total
Roadway segment
Intersection
Total

vehicle
0.3534
0.0%
0.1871
0.0%
0.5405
0.0%
0.3642
3.1%
0.1983
6.0%
0.5625
4.1%
0.3431
-2.9%
0.1763
-5.8%
0.5193
-3.9%
0.3595
1.7%
0.1926
3.0%
0.5521
2.2%

bicycle
0.0038
0.0%
0.0024
0.0%
0.0062
0.0%
0.0041
7.3%
0.0028
13.9%
0.0068
9.9%
0.0035
-7.8%
0.0021 -13.2%
0.0056
-9.9%
0.0039
2.6%
0.0026
5.9%
0.0065
3.9%

pedestrian
0.0076
0.0%
0.0020
0.0%
0.0096
0.0%
0.0081
7.3%
0.0023
13.9%
0.0104
8.7%
0.0070
-7.8%
0.0017 -13.2%
0.0087
-8.9%
0.0078
2.6%
0.0021
5.9%
0.0099
3.3%

As shown in the table, the increase in demand is highly correlated with the number of
crashes, and scenarios two and four have higher crashes than the base scenario. However, I
interpreted that the modal shift to active transportation contributes to the crash reduction in
scenarios three and four.
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Figure 5.19 Percentage Change to the Crash Frequency Comparing to the Base Scenario

The HSM does not differentiate between injury and fatalities with a specific distribution,
but I calculated them for health impact computation. To conduct the calculation, I extracted crash
data (National Highway Traffic Safety Administration, 2020) for the last five years in the United
States while considering the following assumptions:
•

Pedestrians are killed in 5% of pedestrian injury and fatality crashes,

•

Pedestrian fatality location distribution: 20% at intersections and 80% at nonintersection,

•

Bicyclists are killed in 0.3% of bicycle injury and fatality crashes,

•

Bicycle fatality location distribution: 30% at intersections and 70% at nonintersection,

•

Vehicle crash type distribution: 28.6% injury crashes, 70.9% PDO crashes, and
0.5% fatality crashes.
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Table 5.13 Number of Fatality and Injury Crashes for Scenarios
Scenario

Scenario 1

Scenario 2

Scenario 3

Scenario 4

Mode
Vehicle
Bicycle
Pedestrian
Total
Change (%)
Vehicle
Bicycle
Pedestrian
Total
Change (%)
Vehicle
Bicycle
Pedestrian
Total
Change (%)
Vehicle
Bicycle
Pedestrian
Total
Change (%)

Fatality
9.E-03
2.E-05
5.E-04
1.E-02
0.0%
1.E-02
2.E-05
5.E-04
1.E-02
4.3%
9.E-03
2.E-05
4.E-04
9.E-03
-4.2%
9.E-03
2.E-05
5.E-04
1.E-02
2.2%

Injury
5.E-01
6.E-03
9.E-03
5.E-01
0.0%
6.E-01
7.E-03
1.E-02
6.E-01
4.2%
5.E-01
6.E-03
8.E-03
5.E-01
-4.1%
5.E-01
6.E-03
9.E-03
6.E-01
2.2%

The number of crashes estimated from fatalities is applied to determine the change in
mortality and years of life lost due to premature death. Note that in the calculation process YLL,
the average age of agents for each scenario and the average of the US life expectancy are entered.
The PAF from injury crashes is applied to evaluate years of living with disability with a
conservative assumption that all injury crashes caused serious injuries.
Table 5.14 Disease Burden of Crashes in Scenarios
Scenario 1
Scenario 2
Scenario 3
Scenario 4

YLL
YLD
DALY
Δ DALY
0.35
19.77
20.13
0.000
0.37
20.55
20.92
0.790
0.34
18.97
19.31
-0.818
0.36
20.15
20.51
0.386
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The table indicates that population increase leads to more severe crashes (scenarios 2 and
4). However, a modal shift to active transportation can control the risk of premature death and
living with a disability. The analysis also indicates that a small portion of modal shift to active
transportation cannot dominate the risk of 20% increase in the population. This analysis shows a
strong need to provide sustainable and smart solutions in urban transportation systems by growing
the population. Also, Figure 5.20 presents percentage changes in disease burden based on the
traffic safety perspective for each scenario.

Figure 5.20 Percentage Changes in Disease Burden Based on the Traffic Safety Perspective for Each
Scenario

5.8.5.3 Exposure to air pollution
The exposure to the warm and cold emissions is analyzed for each segment and one-hour
time bins. As shown in Figure 5.21, the highest amount of congestion occurs between 8 to 9 am
and 4 to 7 pm peak hours. In addition, scenarios with lower demand and attractive active modes
contribute to lower emission rates. Figure 5.22 also provides linked-based total PM emissions in
each scenario.
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Figure 5.21 Emission Distributions During the Day
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Figure 5.22 PM Distributions Over the Links (Top Left: Scenario 1, Top Right: Scenario 2, Button Left:
Scenario 3, and Button Right: Scenario 4)

The health impact of emission exposure is calculated based on the agent’s exposure to
PM2.5. Different penetration rates, respiratory rates and backgrounds are parts of variables that
have been considered in the computation process. I performed computations with two levels of
background concentrations for each scenario. The average PM2.5 concentration is examined to
represent an average city in the U.S and the 85 percentiles PM2.5 background concentration i
represents 15% pollutant cities in the U.S. Table 5.15 shows the results of changes in disease
burden due to exposure to PM2.5.

146

Table 5.15 Changes in Disease Burden Due to Emission Exposure

Scenario
Scenario 2

Scenario 3

Scenario 4

Disease
Burden
Δ YLL
Δ YLD
Δ DALY
Δ YLL
Δ YLD
Δ DALY
Δ YLL
Δ YLD
Δ DALY

Air pollution exposure with
average background concentration
cardiovascular Lung
Total
disease
cancer
2.80
1.49
4.29
1.19
0.76
1.96
4.00
2.25
6.25
0.37
0.41
0.78
5.00
1.38
6.39
5.37
1.80
7.17
1.60
1.86
3.46
7.89
2.43
10.32
9.50
4.29
13.79

Air pollution exposure with 85
percentile background concentration
cardiovascular
Lung
Total
disease
cancer
2.91
1.55
4.46
1.33
0.74
2.07
4.24
2.35
6.59
0.43
0.44
0.87
5.24
1.45
6.69
5.67
1.89
7.56
2.03
2.09
4.12
9.28
2.81
12.09
11.31
4.90
16.21

Difference
in total
(%)
3.9%
6.1%
5.5%
11.5%
4.8%
5.5%
19.0%
17.1%
17.6%

The analysis indicates that the demand increase will cause higher DALY because of
emission production. An increase of DALY in scenario three shows the impact of active traveling
in areas with dense pollutants. Pedestrians and bicyclists have higher respiratory rates and
penetration rates so that they are more likely to inhale higher pollutants during daily trips.
Additionally, travel time for active modes is relatively higher than motorized travelers, leading to
more exposure to background concentration and emission pollutants. The analysis of disease
burden in scenario four, which is a combination of the latest scenarios, also confirms that an
increase in demand and emission exposure will raise disease burden in the network.
In terms of different levels of background concentrations, the total disease burden in all
scenarios is higher when the background concentration is larger. The difference between changes
in disease burden by increasing the background concentration is within a range of 4% to 10% for
scenarios two and three. However, the difference between disease burden in scenario four is
remarkably larger (18%) comparing to other scenarios. The results illustrate that performing
physical activity in areas with higher pollutant and cities with larger background concentration
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than the average level can exceptionally increase the risk of disease infection. Figure 5.23 presents
changes in disease burden due to exposure to different levels of PM2.5 in each scenario.

Figure 5.23 Changes in Disease Burden Due to Exposure to PM2.5 with Different Levels of Background
Concentration

5.9 Discussion and Overall Recommendations
The analysis on disease burdens due to changes in demand and supply through four
scenarios indicated that the health impacts of cycling were substantially larger than the risk of
motorized modes. The analysis results showed that cycling is associated with exposure to vehicle
emissions and background pollutants. However, the health benefits of performing physical
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activities can compensate for this loss. Figure 5.24 illustrates the changes in DALYs under each
scenario based on the impacts on physical activity, vehicle crashes and vehicle emissions. As
depicted, modal shift to cycling and other active transportation modes can save almost 45 DALYs
per 100,000 population each year in a city with an average background pollutant concentration.
Moreover, performing physical activity in areas with larger pollutant in background (in this
case 85th percentile of the US cities) can significantly decrease the total health benefits, especially
when a larger population has switched to active transportation modes (scenario 4). This finding is
helpful when it comes to implementing active transportation infrastructure in areas with a large
amount of industrial or traffic pollutants.
The findings from the case study confirm the previous studies. For instance, De Hartog et
al., 2010 conducted a literature review on the health benefits of cycling in different studies. They
reported that the health benefits of physical activity are significantly higher than the risks of car
accidents and pollution exposure. They also concluded that the health benefit of physical activity
is 12 times higher than the risk of air pollution exposure.
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Changes in disease burden (DALYs) due to exposure to different
risks in each scenario
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Figure 5.24 Changes in DALYs Under Each of the Three Scenarios

The current study determined that sustainable transportation modes can effectively enhance
the quality of life by increasing life expectancy in the community. Although, it has been previously
reported that active transportation effectively reduces air pollution, the inhaled emission by active
travelers has often been overlooked. This study has shown that the inhaled gas emission is an
important factor for determining the sustainability of a transportation system and proposed a
method to track this exposure for each agent microscopically. The proposed framework can be
used by policymakers, and transportation and smart-city planners as an effective tool in the U.S.
and world-wide to analyze new mobility solutions through a multifaceted methodology.
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5.10

Summary and Concluding Remarks
This chapter first proposed a framework utilizing open-source databases to generate a

synthetic population offering household- and person-level attributes. The framework also provided
a procedure to develop agent-based trip chains for individuals in the synthetic population. The trip
chains carry information regarding the number of tours, departure time, zone origin and
destination, and tour type. In the third step of the proposed framework, I developed a method to
accurately impute land-use polygons to each tour within the traffic analysis zones. As a case study,
the proposed framework was applied to Kalamazoo County, located in the State of Michigan. The
results of the analysis suggested a perfect fit between the actual and the synthetic population.
Moreover, the number of trips per day was aligned with the state-level data. While the proposed
framework is not considered as a substitute for the previous efforts, it adds up the existing
approaches by providing additional steps to build spatial and temporal distributions of agents’
activity plans using open-source data. The proposed framework can be employed as a reference
for planners or official decision-makers to deal with current challenges through activity-based
models.
This chapter also presented a framework to evaluate health impacts through an agent-based
simulation approach. The integrated transportation and health impacts of transportation scenarios
were analyzed by considering three factors, including physical activity, vehicle accident, and air
pollution exposure. The study generated an agent-based simulation plan for a grid network,
including public transits, cycling and walking environments, and private cars. The simulation was
conducted for four scenarios, including base scenario (business as usual), demand increase,
introducing bikeable infrastructure and a combination of the last two scenarios. The case study
results demonstrated that the quantified benefits of physical activity in the environment with an
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average background pollution concentration are significantly higher than risks of vehicle crashes
and emission exposure, even though active travelers are more vulnerable to air pollutions.
By applying the proposed framework, various transportation scenarios in the real world
can be analyzed in fine resolutions. The framework can be used as an effective tool to capture
smart and sustainable strategies, such as bike-sharing programs, demand-responsive transport, and
micro-transit in urbanized areas and determine the long-term health outcomes of each scenario.
The framework can be adopted in congested, high pollution, and dense areas to examine which
strategies are fitted for a certain area and bring more benefits to the transportation system.
The results of the analysis are subjective based on the study area. The environmental
differences, such as background concentration of pollutants and wind speed might potentially have
more contribution to health outcomes comparing with the current results. Further studies can
examine age and gender distributions, population growth factor, mode choice behavior of agents,
and various types of vehicles through the proposed framework in this research.
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CHAPTER 6
CONCLUSION

The performance of transportation systems is a crucial component influencing the quality
of life. The performance evaluation refers to a process of determining how well transportation
systems perform regarding their intended goals and objectives. The advancement of information
and communication technology along with the integration between transportation systems and
advanced technologies draw more attention to the concept of smart cities. Smart cities are
constituted from several interrelated components. From the transportation engineering perspective,
it is crucial to have a comprehensive and integrated framework to evaluate the transportation
performance and understand multifaceted interactions between the components. Transportation in
smart cities is largely described through its impacts on the economy, environment, and general
social well-being, and measured by system effectiveness and efﬁciency, and the impacts of the
system on the natural environment.
Cycling and walking are important modes of transportation that strengthen transportation
sustainability by reducing air and noise pollution. These active transportation modes aid livable
communities by enhancing physical activity and public health, which are known as important
factors of the sustainability of smart cities. However, numerous benefits of using bicycles do not
outweigh cyclists’ concerns about safety and comfort. Therefore, as a part of this study, I
developed a reliable framework to identify poor cycling infrastructure by studying bicyclists’
perception and driver behavior in bicycle-vehicle interaction maneuvers. Studying cycling
infrastructure, cycling facilities, and cycling legislation improve active transportation mode and
benefit public health through a long-term impact on physical activities. I found that the probability
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of a bicycling environment failure is strongly related to the bicyclist’s skill level. Also, the
bicycling environment is less likely to fail in roadway segments with downgrade gradients and
good surface conditions. The road surface quality has a significant impact on the bicyclists’ speed
as well as their perceived comfort. This means that the bicycling environment is less likely to fail
in roadway segments with downgrade gradients as well as good surface conditions. In addition to
the skill level, bicycling at environments with more intersections and uphill roadway segments
involves a risk of being uncomfortable or stationary. In terms of legislation approach, this study
illustrated that overtaking distances in the locations with a five-foot passing law were significantly
greater than those with a three-foot law or no specific law. On the one hand, the roads with paved
shoulders, wider roads, and roads with more lanes contribute to larger passing distances and a safer
environment for sustainable transportation travelers, i.e., bicyclists. On the other hand, shared-use
lanes (sharrows) or a higher share of heavy vehicles are associated with significantly closer passing
distances. This study adopted a new approach to integrating transportation-related physical
activities by considering network performance, traffic safety, air quality, and physical activity.
In another part of this study, I developed a conceptual assessment framework of
multifaceted transportation performances for sustainability and smart-growth in cities. A multicriteria decision analysis method, TOPSIS, was employed to composite the criteria, and evaluate
the final Closeness Coefficient Score (CCS) to the negative ideal solution. The framework also
provides performance measures as well as the integrated score and comprehensive results. The
proposed framework was applied to forty-six cities in the United States as a case study. The results
pointed out that the physical activity indicator is a significant criterion to distinguish the
sustainability of study areas. The results of the proposed framework serve as an effective decision
supporting tool in analyzing traffic management strategies. The score sensitivity calculation results
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suggested that the proposed framework can be adopted in multifaceted transportation systems in
the sustainability and smart-growth of cities. The ranking generated by the study’s output offers
the ability to identify leading cities that properly dealt with sustainability challenges. In addition,
the ranking provides the capability to draw a comparison within criteria for an urban area to capture
weaknesses and strengths of sustainability aspects or track the progress over a period of time. The
proposed framework and findings contribute to previous scholarship by bringing new insights and
expanding the existing frameworks for assessing the sustainability and smartness of urban areas.
The proposed framework can be employed as a reference for planners and official decision-makers
to proceed toward sustainable and smart cities. It is important to note that the aggregated data
employed in this framework did not account for the effects of interactions between individuals and
between the performance measures. Therefore, an agent-based simulation approach was proposed
to evaluate the health impacts of multiple transportation scenarios in the application of smart cities.
The first step to conduct an agent-based simulation is to have a synthetic population dataset.
The study proposed a framework utilizing open-source databases to generate a synthetic
population offering household- and person-level attributes. The framework provided a procedure
to develop agent-based trip chains for individuals in the synthetic population. I also developed a
method to accurately impute land-use polygons to each tour within the traffic analysis zones. As a
case study, the proposed framework was applied to Kalamazoo County, located in the State of
Michigan. The results of the analysis pinpointed a perfect fit between the actual and the synthetic
population. Additionally, the number of trips per day aligned with the state-level data. The
proposed framework extends the existing approaches by implementing additional steps in building
spatial and temporal distributions of agents’ activity plans using open-source data. The output of
the proposed framework effectively supports the use of the ABM approach to responding to the
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demands of smart mobility analysis by providing a reliable input. Besides, the iterative
computations results revealed that the proposed framework could be adopted for generating
synthetic populations and spatial-temporal distributions of agent-based travel plans using opensource data.
In the last section of the study, I proposed a framework to evaluate integrated health
impacts of transportation scenarios using agent-based simulation. The fundamental methodology
approach employed Comparative Risk Analysis (CRA) exercise for the global burden of disease.
The simulation was developed to analyze three factors of physical activity, vehicle accident, and
air pollution exposure through four scenarios: the base scenario (business as usual), demand
increase, introducing bikeable infrastructure and a combination of the last two scenarios. The case
study results demonstrated that the quantified benefits of physical activity in the environment with
an average background pollution concentration are significantly higher than risks of vehicle
crashes and emission exposure even though active travelers are more vulnerable to the air
pollutions. The framework can be used as an effective tool to capture smart and sustainable
strategies, such as bike-sharing programs, demand responsive transport, and micro-transit in
urbanized areas, and determine the long-term health outcomes of each scenario. The framework
can also be utilized in congested, high pollution, and dense areas to examine which strategies are
fitted for a certain area and bring more benefits to the transportation system.
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