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ABSTRACT. The stability of the bright solitary wave solution to the perturbed cubic-
quintic Schro¨dinger equation is considered. It is shown that in a certain region of parameter
space these solutions are unstable, with the instability being manifested as a small positive
eigenvalue. Furthermore, it is shown that in the complimentary region of parameter space
there are no small unstable eigenvalues. The proof involves a novel calculation of the
Evans function, which is of interest in its own right. As a consequence of the eigenvalue
calculation, it is additionally shown that N -bump bright solitary waves bifurcate from the
primary wave.
1 Introduction
The nonlinear cubic-quintic Schro¨dinger equation (CQNLS) is given by
iAt = Axx + |A|2A+ α|A|4A, (1.1)
where A is a complex-valued function of the variables (x, t) ∈ R × R+. When α = 0,
the equation becomes the focusing cubic nonlinear Schro¨dinger equation, and is used to
describe the propagation of the envelope of a light pulse in an optical fiber which has a
Kerr-type nonlinear refractive index. For short pulses and high input peak pulse power
the refractive index cannot be described by a Kerr-type nonlinearity, as the index is then
influenced by higher-order nonlinearities. In materials with high nonlinear coefficients, such
as semiconductors, semiconductor-doped glasses, and organic polymers, the saturation of
the nonlinear refractive-index change is no longer neglible at moderately high intensities
and should be taken into account ([10]). Equation (1.1) is the correct model to describe the
propagation of the envelope of a light pulse in dispersive materials with either a saturable
or higher-order refraction index ([10], [11]).
Equation (1.1) cannot really be thought of as a small perturbation of the cubic nonlinear
Schro¨dinger equation, as it has been shown that a physically realistic value for the parameter
α is |α| ∼ 0.1 ([15]). It turns out that the most physically interesting behavior occurs when
the nonlinearity is saturating, so for the rest of this paper it will be assumed that α < 0
([4], [10], [12], [15], [26]). An optical fiber which satisfies this condition can be constructed,
for example, by doping with two appropriate materials ([4]).
One of the more physically interesting phenomena associated with the double-doped
optical fiber is the existence of bright solitary wave solutions (|A(x)| → 0 as |x| → ∞)
in which the peak amplitude becomes a two-valued function of the pulse duration. These
solutions were proven to be stable as solutions to the CQNLS ([6], [10], [13], [15]).
Equation (1.1) describes an idealized fiber; therefore, it is natural to consider the per-
turbed CQNLS (PCQNLS)
iAt = (1 + iǫa)Axx + iǫbA+ (1 + iǫd1)|A|2A+ (α+ iǫd2)|A|4A, (1.2)
where 0 < ǫ ≪ 1 and the other parameters are real and of O(1) ([21]). The parameter a
describes spectral filtering, b describes the linear gain or loss due to the fiber, and d1 and d2
describe the nonlinear gain or loss due to the fiber. Note that (1.2) is a well-defined PDE
for ǫ > 0 only if a > 0.
Solitary wave solutions to (1.2) are found by setting
A(x, t) = A(x)e−iωt, (1.3)
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and then finding heteroclinic and homoclinic solutions for the ODE
(1 + iǫa)A′′ + (−ω + iǫb)A+ (1 + iǫd1)|A|2A+ (α+ iǫd2)|A|4A = 0, (1.4)
where ′ = d/dx. Equation (1.4) has been extensively studied by many authors ([7], [8], [16],
[17], [19], [22], [23], [25]). These papers have been concerned with finding various types
of solutions, including fronts (kinks), bright solitary waves, and dark solitary waves. The
methods employed have been both geometric ([7], [8], [16], [17], [19]) and analytic ([22],
[23], [25]).
Bright solitary waves exist when there are solutions to (1.4) which are homoclinic to
|A| = 0. When ǫ = 0 and ω > 0 the wave is given by the expression
A2(x) =
4ω
1 +
√
1− β cosh(2√ω x) , β = −
16
3
αω. (1.5)
Since it is being assumed that α < 0, a restriction on β is that 0 ≤ β < 1. An analytic
expression for the wave exists even for ǫ > 0 ([23], [25], [27]); however, it will not be given
here. For the purposes of this paper it is enough to know that the wave exists for all ǫ ≥ 0.
It was previously stated that the bright solitary wave is a stable solution to (1.1).
However, recent numerical work by Soto-Crespo et al [27] suggests that this wave becomes
an unstable solution to (1.2) for ǫ nonzero. The numerics suggest that this instability arises
from the presence of a real eigenvalue for the linearized problem moving out of the origin and
into the right-half of the complex plane. The primary purpose of this paper is to determine
if this is actually the case, and to determine possible stability/instability mechanisms.
When discussing the stability of the bright solitary wave, one must locate the spectrum
of the operator L found by linearizing (1.2) about the wave. The essential spectrum is easy
to determine (Henry [14]). When ǫ = 0, it resides on the imaginary axis with |Imλ| ≥ ω,
while for ǫ > 0 it can be shown to be located in the left-half of the complex plane if a > 0
and b < 0 (equation (2.7)).
The location of the point spectrum is more problematic. It is known that when ǫ = 0,
zero is an eigenvalue of multiplicity four, and there are no other point eigenvalues (Weinstein
[29], [30]). For ǫ 6= 0, two of these eigenvalues will remain at the origin, due to the spatial
and rotational invariance of the PCQNLS, while the other two will generically move and be
of O(ǫ). If either eigenvalue moves into the right-half plane, then the wave will be unstable.
Unfortunately, one cannot conclude that if both eigenvalues move into the left-half plane,
then the wave is stable. The reason is that it may be possible for eigenvalues to move out of
the essential spectrum and into the right-half plane for ǫ 6= 0. This topic will be the focus
of a future paper.
In this paper a determination is made as to the location of the O(ǫ) eigenvalues for
0 < ǫ≪ 1. In order to accomplish this task, it is necessary to perform detailed asymptotics
for the Evans function, E(λ), at λ = 0. The Evans function is an analytic function whose
zeros correspond to eigenvalues, with the order of the zero being the order of the eigenvalue
([1], [24]). Since the null-space of L is at least two-dimensional, E(0) = E′(0) = 0. Thus,
when expanded about λ = 0, the Evans function satisfies
E(λ) = E′′(0)
λ2
2!
+ E′′′(0)
λ3
3!
+ E(4)(0)
λ4
4!
+O(λ5), (1.6)
with all the derivatives being real-valued. It turns out to be the case that
E′′(0) = B1ǫ2 +O(ǫ3)
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(equation (6.1)), while if E′′(0) = 0, then
E′′′(0) = B2ǫ+O(ǫ2)
(equation (6.2)). Furthermore, due to a result of Weinstein ([29], [30]), E(4)(0) = O(1)
(Corollary 2.3). Thus, if one can determine the signs of B1, B2, and E
(4)(0), then the O(ǫ)
eigenvalues can be approximately located.
Equation (1.4) defines a four-dimensional ODE phase space. The quantity E′′(0) is
related to the manner in which the stable and unstable manifolds of A = 0 intersect in this
phase space, and a calculation of this quantity is similiar to the calculation which leads to
the orientation index (Alexander and Jones [2], [3]). The calculation of E′′′(0) is a different
matter, however. Using the ideas presented in Kapitula [18], it is shown that E′′′(0) has
a relationship with the projection of a certain function onto the null-space of the linear
operator. In other words,
Pf = B3E
′′′(0)AN ,
where P represents the projection onto the null-space, f is a particular function which
measures the manner in which the stable and unstable manifolds intersect, AN is a certain
basis function of the null-space of L, and B3 > 0 is a constant of proportionality. The ideas
leading to the calculation of E′′′(0) are generalized in an upcoming paper, as they are of
interest in their own right.
For the statement of the main theorems, set
Λi =
∫ ∞
∞
Ai(x) dx,
where A(x) is defined in (1.5), and let
Λ24 =
Λ2
Λ4
, Λd2 = −
8ω
β
(ωΛ24 − 3
4
).
Since the wave A(x) depends on ω, so do the above constants. Asymptotic expansions for
these constants are given in Appendix A. Note that
−∂ωΛd2
∂ωΛ24
> 0
for 0 ≤ β < 1 (Proposition 5.9).
Theorem 1.1 Let 0 < ǫ ≪ 1. Let 0 ≤ β < 1. Suppose that d1 = d∗1, where d∗1 is given in
Remark 1.5. Further suppose that a > 0, and that
d2 − 1
3
αa < 0.
Set
b∗ = −∂ωΛd2
∂ωΛ24
(d2 − 1
3
αa) < 0.
If 0 > b∗ > b, then there is one stable real eigenvalue and one real unstable eigenvalue, both
of which are O(ǫ). However, if 0 > b > b∗, then there are two stable real eigenvalues and
zero unstable eigenvalues of O(ǫ). Furthermore, except for the double eigenvalue at zero,
there are no other eigenvalues which are of O(ǫ).
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Remark 1.2 If either a < 0 or b > 0, then the wave is unstable due to the presence of
essential spectrum in the right-half plane.
Remark 1.3 If α = d2 = 0, then the wave is unstable. Thus, Ginzburg-Landau perturba-
tions of the cubic NLS will only support unstable solitary waves.
Remark 1.4 Since a > 0 and α < 0, the constant b∗ will be negative if and only if d2 < 0.
Thus, one can say that d2 < 0 is a minimal stability condition.
Remark 1.5 The wave exists if d1 = d
∗
1, where
d∗1 =
1
4
a− Λ24b− Λd2(d2 −
1
3
αa) +O(ǫ)
(Corollary 5.7).
The constant d∗1 given in the above remark depends on ω, i.e., d∗1 = d∗1(a, b, d2, ω). Let
ω∗ be a fixed parameter value, so that for ω 6= ω∗ the wave does not exist without varying
d∗1. As a consequence of Corollary 5.10 and the work of Kapitula and Maier-Paape [20] one
has the following theorem concerning the existence of N -pulse solutions to the PCQNLS.
Theorem 1.6 Let the assumptions of Theorem 1.1 be satisfied with d∗1 = d∗1(a, b, d2, ω∗).
For each N ≥ 2 there exists a bi-infinite sequence {ωNk }, with
lim
|k|→∞
ωNk = ω
∗,
such that when ω = ωNk there is an N -pulse solution to (1.4). If b < b
∗, then the N -pulse
is unstable, and there exist at least N unstable eigenvalues.
Remark 1.7 The interested reader should consult [20] for a more complete description of
the dynamics associated with (1.4).
The paper is organized in the following manner. In Section 2 the Evans function is
constructed and its asymptotic behavior is determined. Sections 3 and 4 are devoted to
deriving expressions for the various derivatives of the Evans function at λ = 0. In Section 5
the calculations are performed. Section 6 completes the argument leading to the two main
theorems of this paper.
2 Construction of the Evans function
After the transformation A → Ae−iωt, the PCQNLS can be written in travelling wave
coordinates (z = x− ct) as
iAt = (1 + iǫa)Azz + icAz + (−ω + iǫb)A+ (1 + iǫd1)|A|2A+ (α+ iǫd2)|A|4A, (2.1)
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where A is a complex-valued function of the variables (z, t) ∈ R × R+. Upon setting
A = A1 + iA2, and denoting A = (A1, A2), (2.1) becomes the system
JAt = (I2+ǫaJ)Azz+cJAz+(−ωI2+ǫbJ)A+(I2+ǫd1J)|A|2A+(αI2+ǫd2J)|A|4A, (2.2)
where I2 is the 2× 2 identity matrix and J is the skew-symmetric matrix
J =
(
0 −1
1 0
)
.
The above system can be rewritten as
JAt = BAzz + cJAz + F (A, ω, ǫ), (2.3)
where
B = I2 + ǫaJ
and
F (A, ω, ǫ) = (−ωI2 + ǫbJ)A+ (I2 + ǫd1J)|A|2A+ (αI2 + ǫd2J)|A|4A.
Let A˜ represent the bright solitary wave solution to (2.3) which is known to exist when
c = 0 ([23], [25]). When ǫ = 0, A˜ = (R0, 0)
T , where
R20(z) =
4ω
1 +
√
1− β cosh(2√ω z) , β = −
16
3
αω (2.4)
([27]). Linearizing about the wave, the eigenvalue equation is given by
BA′′ +DFA(A˜, ω, ǫ)A = λJA, ′ =
d
dz
, (2.5)
i.e., −JLA = λA, where
− JL = −J(B∂2z +DFA(A˜, ω, ǫ)). (2.6)
A routine calculation shows that the essential spectrum for the operator −JL, hereafter
referred to as σe(−JL), is given by
σe(−JL) = {λ ∈ C : λ = −ǫ(aη2 − b)± (η2 + ω)i, η ∈ R} (2.7)
(Henry [14]). Thus, for ǫ > 0 the operator −JL is sectorial if a > 0, and the essential
spectrum is in the left-half of the complex plane if b < 0. This observation leads to the
following assumption, which is minimal if the solitary wave is to be stable.
Assumption 2.1 The parameters a and b are such that a > 0 and b < 0.
After setting Y = (A,A′), the eigenvalue equation (2.5) can be rewritten as the first-
order system
Y′ =M(λ, z)Y, (2.8)
where M is the 4× 4 block matrix
M(λ, z) =
[
0 I2
B−1(λJ −DFA(A˜, ω, ǫ)) 0
]
.
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For λ ∈ Ω = C\σe(L) there exist complex analytic functionsYsi (λ, z) andYui (λ, z), i = 1, 2,
which are solutions to (2.8) and which satisfy
1. lim
z→∞ |Y
s
i (λ, z)| = 0, Ys(λ, z) = (Ys1 ∧Ys2)(λ, z) 6= 0
2. lim
z→−∞ |Y
u
i (λ, z)| = 0, Yu(λ, z) = (Yu1 ∧Yu2 )(λ, z) 6= 0
([1]). The Evans function is given by
E(λ) = (Yu1 ∧Yu2 ∧Ys1 ∧Ys2)(λ, z), (2.9)
and by Abel’s formula is independent of z. The Evans function is such that for λ ∈ Ω it
is zero if and only if λ is an eigenvalue, with the order of the zero being the order of the
eigenvalue ([1]). Due to the invariances of the PCQNLS, two solutions to (2.5) when λ = 0
are A = A˜′ and A = JA˜. As such, one can set
1. Ys1(0, z) = Y
u
1 (0, z) = U˜
′
2. Ys2(0, z) = Y
u
2 (0, z) = U˜J ,
(2.10)
where
U˜ = (A˜, A˜′)T , U˜J = (JA˜, JA˜′)T . (2.11)
The below lemma describes the asymptotic behavior of the Evans function.
Lemma 2.2 With Yui (0, z) and Y
s
i (0, z) as described in (2.10), if λ ∈ R, then E(λ) < 0
as λ→∞.
Proof: It can be assumed without loss of generality that ǫ = 0, as if the result is true for
ǫ = 0, it will then be true for 0 ≤ ǫ≪ 1. Assume that λ ∈ R+.
Let Y = (P,Q)T in (2.8). Upon setting s =
√
λ z and Q =
√
λ Q˜ and letting λ → ∞,
equation (2.8) becomes the autonomous system
(
P
Q˜
)′
=
[
0 I2
J 0
](
P
Q˜
)
,
where ′ = d/ds. The eigenvalues of the above matrix are given by γ(±1±i), where γ = √2/2,
so that there exists a two-dimensional unstable subspace and two-dimensional stable sub-
space, with the two-dimensional unstable subspace being Span{(γ,−γ, 1, 0)T , (γ, γ, 0, 1)T }
and the two-dimensional stable subspace being Span{(γ,−γ,−1, 0)T , (−γ,−γ, 0, 1)T }.
Let ei ∧ ej = eij. In Λ2(R4) the unstable subspace is represented by the vector
Yu(+∞) = (γ,−γ, 1, 0)T ∧ (γ, γ, 0, 1)T
= e12 − γe13 + γe14 − γe23 − γe24 + e34,
while the stable subspace is represented by the vector
Ys(+∞) = (γ,−γ,−1, 0)T ∧ (−γ,−γ, 0, 1)T
= −e12 − γe13 + γe14 − γe23 − γe24 − e34.
Note that
Yu(+∞) ∧Ys(+∞) = −2. (2.12)
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When λ = 0, for each fixed z both the unstable and stable subspaces are spanned by
the vectors (R′0(z), 0, R′′0 (0), 0)T and (0, R0(z), 0, R′0(z))T . Set
Yu(0) = lim
z→−∞ e
−2√ω zYu(0, z)
Ys(0) = lim
z→∞ e
2
√
ω zYs(0, z).
(2.13)
Using the representation for R0 it can then be seen that
Yu(0) = lim
z→−∞ e
−2√ω z(R′0(z), 0, R
′′
0(0), 0)
T ∧ (0, R0(z), 0, R′0(z))T
= µ (
√
ω, 0, ω, 0)T ∧ (0, 1, 0,√ω)T
= µ(
√
ωe12 + ωe14 − ωe23 + ω3/2e34),
where
µ =
8
(1− β)1/2ω, β = −
16
3
αω.
A similiar calculation shows that
Ys(0) = lim
z→∞ e
2
√
ω z(R′0(z), 0, R
′′
0(0), 0)
T ∧ (0, R0(z), 0, R′0(z))T
= µ(−√ωe12 + ωe14 − ωe23 − ω3/2e34).
Note that
Yu(0) ∧Ys(0) = −4ω2µ2.
A more complete discussion of the following argument can be found in Alexander and
Jones [3]. An orientation of R4 is given by a nonzero element η of Λ4(R4). Two ordered
bases of R4, {w1, . . . ,w4} and {u1, . . . ,u4}, have the same orientation if w1 ∧ · · · ∧w4 is a
positive multiple of u1 ∧ · · · ∧ u4 ([5]). Any two such bases are related by a matrix having
positive determinant.
The functions Yui (λ, z) and Y
s
i (λ, z) can be used to get a basis for R
4 for each λ and
z. In particular, in a manner similiar to (2.13) proper scalings of
lim
z→−∞Y
u
i (λ, z), limz→∞Y
s
i (λ, z)
determine a basis for each λ. Since
[Yu(0) ∧Ys(0)][Yu(+∞) ∧Ys(+∞)] > 0,
the matrix taking the basis at λ = 0 to that at λ = +∞ has positive determinant, so that
the two bases have the same orientation. The sign of E(λ) for large positive λ is then
determined by equation (2.12), from which the conclusion of the lemma follows.
Corollary 2.3 When ǫ = 0, the Evans function satisfies E(0) = E′(0) = E′′(0) = E′′′(0) =
0, with E(4)(0) < 0. Furthermore, E(λ) < 0 for λ > 0.
Proof: The fact that the first three derivatives of the Evans function at λ = 0 are zero,
with the fourth derivative being nonzero, is a direct consequence of the work of Weinstein
([29], [30]). Furthermore, it is known that when ǫ = 0 the bright solitary wave is stable, so
that there exist no positive eigenvalues ([6], [13]); hence, the Evans function is nonzero for
λ > 0. The fact that the fourth derivative is negative then follows from Lemma 2.2.
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3 Calculation of derivatives
For ǫ > 0 it will be generically true that E(0) = E′(0) = 0 with E′′(0) 6= 0. Since
E(4)(0) < 0, by calculating E′′(0) one will be able to determine the location of the zeros of
E(λ) which are O(ǫ), and hence the location of the small eigenvalues. When E′′(0) = 0, an
eigenvalue will be passing through the origin. A determination of E′′′(0) will enable one to
decide whether the eigenvalue is passing into the right-half or left-half of the complex plane.
This section is devoted to determining these quantities, and relating them to properties of
the wave.
Time independent solutions to (2.3) satisfy the ODE
BA′′ + cJA′ + F (A, ω, ǫ) = 0, ′ =
d
dz
, (3.1)
which can be written as the first-order system
U′ = G(U, c, ω, ǫ), (3.2)
where U = (U1,U2) ∈ R4 and
G(U, c, ω, ǫ) =
(
U2
B−1(−F (U1, ω, ǫ)− cJU2)
)
.
The bright solitary wave corresponds to a solution homoclinic toU = 0, and is realized as
the nontrivial intersection of the two-dimensional unstable manifold,W u(z, c, ω, ǫ), with the
two-dimensional stable manifold, W s(z, c, ω, ǫ). Due to the rotational symmetry associated
with the PCQNLS, there exists no distinguished trajectory in W u(z, c, ω, ǫ)∩W s(z, c, ω, ǫ).
However, this rotational symmetry allows one to choose a trajectory so that A˜2(0) = 0,
which uniquely defines a trajectory in the two-dimensional manifold. Set U˜ = (A˜, A˜′), so
that U˜ ⊂W u(z, c, ω, ǫ) ∩W s(z, c, ω, ǫ) is a distinguished solution.
Before continuing, the following proposition is needed. It follows immediately upon
examination of (2.3).
Proposition 3.1 The Frechet derivative of the nonlinearity F satisfies
DFω(A, ω, ǫ) = −A. (3.3)
Since G depends smoothly on the parameters, so do the manifolds. The bright solitary
wave is manifested as the nontrivial intersection of W u(z, c, ω, ǫ) and W s(z, c, ω, ǫ). Dif-
ferentiating (3.2) with respect to the parameters c and ω and evaluating over the wave U˜
yields the systems
(∂cW
r)′ = DGU(A˜, 0, ω, ǫ) ∂cW r + (0,−B−1JA˜′)T (3.4)
and
(∂ωW
r)′ = DGU(A˜, 0, ω, ǫ) ∂ωW r + (0, B−1A˜)T . (3.5)
In these equations r ∈ {u, s}, the result of Proposition 3.1 is implicitly used, and
DGU(A˜, 0, ω, ǫ) =
[
0 I2
−B−1DFA(A˜, ω, ǫ) 0
]
.
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Note that a consequence of these equations is that ∂c(W
u −W s) and ∂ω(W u −W s) are
solutions to the linear system
δU′ = DGU(A˜, 0, ω, ǫ) δU. (3.6)
If one sets U˜J = (JA˜, JA˜
′), then the following proposition is realized.
Proposition 3.2 Four solutions to (3.6) are given by U˜′, U˜J , ∂c(W u−W s), and ∂ω(W u−
W s); furthermore, if
D2 = [∂c(W
u −W s) ∧ ∂ω(W u −W s) ∧ U˜′ ∧ U˜J ](z, 0, ω, ǫ)
is nonzero, then the solutions are linearly independent.
Proof: It has already been seen that these four functions are solutions to the linear system.
When D2 6= 0, the linear independence of the solutions follows from the fact that D2 is the
Wronskian.
Remark 3.3 By Abel’s formula, D2 is independent of z.
Set
δU1 = ∂c(W
u −W s), δU2 = ∂ω(W u −W s), δU3 = U˜′, δU4 = U˜J , (3.7)
so that
D2 = (δU1 ∧ δU2 ∧ δU3 ∧ δU4)(z, 0, ω, ǫ).
Assuming that D2 6= 0, the functions δU1 and δU2 grow exponentially fast in the supremum
norm as |z| → ∞, while the functions δU3 and δU4 decay exponentially fast.
Let H : R → R4 be a uniformly bounded measurable function. Suppose that the
solution to
δU′ = DGU(A˜, 0, ω, ǫ) δU +H (3.8)
is desired, and further suppose that one wishes the solution to be bounded for either z →
−∞ or z → ∞. Denoting the solution by δU±, with |δU±(z)| ≤ M < ∞ as z → ±∞, by
following the discussion in Kapitula [18] it can be seen that
δU± =
1
D2
(c±1 (H)δU1 + c
±
2 (H)δU2 + c3(H)δU3 + c4(H)δU4), (3.9)
where
c±1 (H) =
∫ z
±∞
|H δU2 δU3 δU4|(s) ds, c±2 (H) =
∫ z
±∞
|δU1 H δU3 δU4|(s) ds
c3(H) =
∫ z
0
|δU1 δU2 H δU4|(s) ds, c4(H) =
∫ z
0
|δU1 δU2 δU3 H|(s) ds.
(3.10)
The following lemma can now be proved.
Lemma 3.4 Set
H1 = (0,−B−1JA˜′)T , H2 = (0, B−1A˜)T .
Then
D2 =
∫ ∞
−∞
|H1 δU2 δU3 δU4|(s) ds =
∫ ∞
−∞
|δU1 H2 δU3 δU4|(s) ds,
while
0 =
∫ ∞
−∞
|H2 δU2 δU3 δU4|(s) ds =
∫ ∞
−∞
|δU1 H1 δU3 δU4|(s) ds
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Proof: Using equations (3.4) and (3.5) along with equation (3.9), one can see that
∂cW
u =
1
D2
(c−1 (H1)δU1 + c
−
2 (H1)δU2 + c3(H1)δU3 + c4(H1)δU4)
∂cW
s =
1
D2
(c+1 (H1)δU1 + c
+
2 (H1)δU2 + c3(H1)δU3 + c4(H1)δU4),
and
∂ωW
u =
1
D2
(c−1 (H2)δU1 + c
−
2 (H2)δU2 + c3(H2)δU3 + c4(H2)δU4)
∂ωW
u =
1
D2
(c+1 (H2)δU1 + c
+
2 (H2)δU2 + c3(H2)δU3 + c4(H2)δU4).
Subtracting and using the definition of δU1 and δU2 then yields
δU1 =
1
D2
[(c−1 (H1)− c+1 (H1))δU1 + (c−2 (H1)− c+2 (H1))δU2]
δU2 =
1
D2
[(c−1 (H2)− c+1 (H2))δU1 + (c−2 (H2)− c+2 (H2))δU2].
Using the definitions of the c±i ’s and the fact that δUi are linearly independent functions
yields the final result.
Define
e∗1 = −δU1 ∧ δU3 ∧ δU4, e∗2 = −δU2 ∧ δU3 ∧ δU4. (3.11)
The functions e∗i ∈ Λ3(R4) for i = 1, 2; furthermore, since λ = 0 is an isolated eigenvalue,
both of these functions satisfy an estimate of the type
|e∗i (z)| ≤ Ce−µ|z|, i = 1, 2 (3.12)
for some positive constants C and µ (Kapitula [18]). For a given bounded continuous
function F : R→ R2, define
< e∗i ,F >=
∫ ∞
−∞
(H ∧ e∗i )(s) ds, i = 1, 2,
where H = (0,F)T . With the above discussion in mind, one can rewrite Lemma 3.4 in the
following manner.
Corollary 3.5 The constant D2 is given by
D2 =< e
∗
1, B
−1A˜ >=< e∗2, B
−1JA˜′ > .
Furthermore,
0 =< e∗1, B
−1JA˜′ >=< e∗2, B
−1A˜ > .
It is now possible to relate the Evans function to the structural stability of the wave.
The proof of the first part of the below lemma is an alternate to that found in Alexander
and Jones [3], and may be of interest in its own right.
Lemma 3.6 The Evans function satisfies
E′′(0) = 2D2,
where D2 is defined in Proposition 3.2. Alternatively,
E′′(0) = 2 < e∗1, B
−1A˜ >= 2 < e∗2, B
−1JA˜′ > .
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Proof: In this proof, the dependence of functions on the variable z will be supressed. Upon
differentiating E(λ) and evaluating at λ = 0, one sees that
E′′(0) = 2(∂λ(Yu1 −Ys1) ∧ ∂λ(Yu2 −Ys2) ∧Ys1 ∧Ys2)(0).
In the above calculation the fact that Yui (0) = Y
s
i (0) was implicitly used. SinceY
s
1(0) = U˜
′
and Ys2(0) = U˜J , all that is left to do is show the equivalence with the first two entries
making up E′′(0).
Differentiating (2.8) with respect to λ and evaluating at λ = 0 one sees that
(∂λY
r
1)
′ =M(0, z) ∂λYr1 − (0,−B−1JA˜′)T
and
(∂λY
r
2)
′ =M(0, z) ∂λYr2 − (0, B−1A˜)T ,
where r ∈ {u, s}. In the above equation, the fact that J2 = −I2 is implicitly used. Since
M(0) = DGU(A˜, 0, ω, ǫ), by following the proof of Lemma 3.4 and using the definitions of
Hi presented therein it can be shown that
∂λ(Y
u
1 −Ys1) = −
1
D2
[(c−1 (H1)− c+1 (H1))δU1 + (c−2 (H1)− c+2 (H1))δU2]
∂λ(Y
u
2 −Ys2) = −
1
D2
[(c−1 (H2)− c+1 (H2))δU1 + (c−2 (H2)− c+2 (H2))δU2].
By the result of Lemma 3.4 it is then seen that actually
∂λ(Y
u
1 −Ys1) = −δU1, ∂λ(Yu2 −Ys2) = −δU2.
Upon substituting the above into the expression for E′′(0) the first part of the lemma is
proved.
The second part of the lemma follows immediately from Corollary 3.5.
Remark 3.7 Note that a consequence of the above argument is that
∂λY
r
1 = −∂cW r, ∂λYr2 = −∂ωW r
for r ∈ {u, s}.
Remark 3.8 Using the expansion of the Evans function given in (1.6) one can then write
E(λ) = < e∗1, B
−1A˜ > λ2 + E′′′(0)
λ3
3!
+ E(4)(0)
λ4
4!
+O(λ5)
= < e∗2, B
−1JA˜′ > λ2 +E′′′(0)
λ3
3!
+ E(4)(0)
λ4
4!
+O(λ5).
The above discussion is predicated on the assumption that D2 6= 0, which is equivalent
to the manifolds W u and W s intersecting transversely. There are instances in which this
intersection will not be transverse, in which case D2 = 0. In this circumstance E
′′(0) = 0
(Lemma 3.6), so that an eigenvalue is passing through the origin. In order to determine the
direction in which the eigenvalue is moving through the origin, it would be helpful to know
E′′′(0).
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Suppose that D2 = 0 due to the fact that δU2 = 0, i.e., because ∂ωW
u = ∂ωW
s, while
e∗1 6= 0. Note that this implies that |∂ωW u| → 0 exponentially fast as |z| → ∞. Let δU˜2 be
any solution to (3.6) such that
D3 = (δU˜2 ∧ e∗1)(z, 0, ω, ǫ) (3.13)
is nonzero. The above discussion concerning concerning the construction of solutions to
(3.8) can be recreated by substituting δU2 with δU˜2 and D2 with D3. Let π : R
4 → R2 be
the projection operator onto the first two components. The following lemma can now be
proven.
Lemma 3.9 Suppose that E′′(0) = 0 with e∗1 6= 0. Then
E′′′(0) = 6 < e∗1, B
−1Jπ(∂ωW u) > .
Proof: In this proof the dependence of solutions on z will be supressed. Since E′′(0) = 0
and e∗1 6= 0 implies that δU2 = 0, by the proof of Lemma 3.6 it is necessarily true that
∂λ(Y
u
2 −Ys2)(0) = 0. Using this fact, a tedious calculation then shows that
E′′′(0) = 3(∂λ(Yu1 −Ys1) ∧ ∂2λ(Yu2 −Ys2) ∧Ys1 ∧Ys2)(0).
Define the projection matrix
Q =
[
0 0
B−1J 0
]
,
and set H3 = Q∂ωW
u = (0, B−1Jπ(∂ωW u))T . Note that Q =Mλ(0, z). By Remark 3.7
∂λY
s
2 = ∂λY
u
2 = −∂ωW u.
Using this, differentiating (2.8) twice with respect to λ, and evaluating at λ = 0 gives
(∂2λY
r
2)
′ =M(0, z)∂2λY
r
2 − 2Q∂ωW u,
where r ∈ {u, s}. Using the definition of H3, the solutions to this ODE are
∂2λY
u
2 (0) = −
2
D3
(c−1 (H3)δU1 + c
−
2 (H3)δU˜2 + c3(H3)δU3 + c4(H3)δU4)
∂2λY
s
2(0) = −
2
D3
(c+1 (H3)δU1 + c
+
2 (H3)δU˜2 + c3(H3)δU3 + c4(H3)δU4),
where the above functions ci are such that in their definitions δU2 has been replace with
δU˜2. Upon subtracting one gets that
∂2λ(Y
u
2 −Ys2)(0) = −
1
D3
[(c−1 (H3)− c+1 (H3))δU1 + (c−2 (H3)− c+2 (H3))δU˜2]. (3.14)
By the previous lemma it is known that
∂λ(Y
u
1 −Ys1)(0) = −δU1.
After substituting the above expressions into that for E′′′(0) and using the definition of D3
one gets that
E′′′(0) = 6(c−2 (H3)− c+2 (H3)).
Evaluating this expression gives the final step in the proof.
Remark 3.10 Using the expansion of the Evans function given in (1.6), if E′′(0) = 0, then
E(λ) =< e∗1, B
−1Jπ(∂ωW u) > λ3 + E(4)(0)
λ4
4!
+O(λ5).
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4 Alternative expressions for the derivatives
Now that expressions are known for the various derivatives of the Evans function, it is
desirable to reduce them to computable quantities. This section is devoted to that task.
It will be convenient to write everything in polar coordinates, i.e.,
A = (r cos θ, r sin θ).
In polar coordinates, U = T (r, θ, s, φ), where
T (r, θ, s, φ) =


r cos θ
r sin θ
rs cos θ − rφ sin θ
rs sin θ + rφ cos θ

 , (4.1)
with s = r′/r and φ = θ′. A routine calculation shows that
DT (r, θ, s, φ) =


cos θ −r sin θ 0 0
sin θ r cos θ 0 0
s cos θ − φ sin θ −r(s sin θ + φ cos θ) r cos θ −r sin θ
s sin θ + φ cos θ r(s cos θ − φ sin θ) r sin θ r cos θ

 ,
with
|DT (r, θ, s, φ)| = r3,
so that the transformation is nonsingular except at the origin.
In polar coordinates, let the manifolds be denoted by W up and W
s
p . In these coordinates
it is a routine calculation to show that
δU1 = DT ∂c(W
u
p −W sp ), δU3 = DT ∂zW up
δU2 = DT ∂ω(W
u
p −W sp ), δU4 = DT ∂θW up .
(4.2)
When s = 0 the manifolds can be parameterized as
W up = (r
u(θ, β), θ, 0, φu(θ, β))T , W sp = (r
s(θ, β), θ, 0, φs(θ, β))T , (4.3)
where β = (c, ω, ǫ). Now, let the underlying wave be denoted by
A˜(z) = (R(z) cos Θ(z), R(z) sin Θ(z)).
Due to the fact that the wave is even it can be assumed that
R′(0) = Θ′(0) = 0, (4.4)
while the rotational symmetry of the PCQNLS allows one to set
Θ(0) = 0. (4.5)
Under these assumptions, when z = 0, i.e., when S = R′/R = 0,
∂c(W
u
p −W sp ) = ∂c((ru − rs), 0, 0, (φu − φs))T
∂ω(W
u
p −W sp ) = ∂ω((ru − rs), 0, 0, (φu − φs))T
∂zW
u
p = (0, 0, S
′(0),Φ′(0))T , ∂θW up = (0, 1, 0, 0)T .
(4.6)
Combining the above with (4.2) allows one to prove the following lemma.
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Lemma 4.1 The Evans function satisfies
E′′(0) = −8R2(0)R′′(0) ∂cru(0, 0, ω, ǫ) ∂ωφu(0, 0, ω, ǫ).
Proof: First note that
D2 = (|DT | ∂c(W up −W sp ) ∧ ∂ω(W up −W sp ) ∧ ∂zW up ∧ ∂θW up )(0, 0, ω, ǫ).
By (4.6) and the calculation for |DT |, it can be seen that
D2 = −R3(0)S′(0)
∣∣∣∣∣ ∂c(r
u − rs) ∂ω(ru − rs)
∂c(φ
u − φs) ∂ω(φu − φs)
∣∣∣∣∣ .
The steady-state equations in polar coordinates are given by equation (5.3). As a con-
sequence of Proposition 5.1,
ru(0, c, ω, ǫ) = rs(0,−c, ω, ǫ), φu(0, c, ω, ǫ) = −φs(0,−c, ω, ǫ).
Thus, it can be concluded that
∂ω(r
u − rs)(0, 0, ω, ǫ) = ∂c(φu − φs)(0, 0, ω, ǫ) = 0,
while
∂c(r
u − rs)(0, 0, ω, ǫ) = 2∂cru(0, 0, ω, ǫ), ∂ω(φu − φs)(0, 0, ω, ǫ) = 2∂ωφu(0, 0, ω, ǫ).
Since S′(0) = R′′(0)/R(0), this then yields that
D2 = −4R2(0)R′′(0) ∂cru(0, 0, ω, ǫ) ∂ωφu(0, 0, ω, ǫ).
The statement of Lemma 3.6 then gives the result.
Now that a computable expression for E′′(0) is known, it would be beneficial to have an
expression for E′′′(0). Observation of Lemma 3.9 yields that one must first better understand
e∗1 = −δU1 ∧ δU3 ∧ δU4 ∈ Λ3(R4).
By (4.2) the above quantity can be rewritten as
e∗1 = −(DT ∂c(W up −W sp )) ∧ (DT ∂zW up ) ∧ (DT ∂θW up )
= −DT (3) (∂c(W up −W sp ) ∧ ∂zW up ∧ ∂θW up ),
(4.7)
where DT (3) is the 4× 4 matrix induced by DT which maps Λ3(R4) to itself. The matrix
DT (3) is formed by taking all the 3× 3 minors of DT , and is given by
DT (3) = r2


cos θ sin θ −(s cos θ + φ sin θ) −(s sin θ − φ cos θ)
− sin θ cos θ s sin θ − φ cos θ −(s cos θ + φ sin θ)
0 0 cos θ sin θ
0 0 −r sin θ r cos θ


([9], [28]). Thus, in order to finish the calculation of e∗1, all that is left to determine is
(e∗1)p = ∂c(W
u
p −W sp ) ∧ ∂zW up ∧ ∂θW up .
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Set
ξ1 = ∂zW
u
p = (R
′,Θ′, S′,Φ′)T
ξ−2 = ∂cW
u
p , ξ
+
2 = ∂cW
s
p
ξ3 = ∂θW
u
p = (0, 1, 0, 0).
(4.8)
Let the vectors ei, i = 1, . . . 4, be the unit vectors in R
4, and define
eijk = ei ∧ ej ∧ ek.
The collection of vectors {e123, e124, e134, e234} form a basis for Λ3(R4), so that (e∗1)p can
be written in terms of these vectors. Now define
P±ij =
∣∣∣∣∣ (ξ1)i (ξ
±
2 )i
(ξ1)j (ξ
±
2 )j
∣∣∣∣∣ , (4.9)
and set P˜ij = P
−
ij − P+ij . Using (4.8), a routine calculation then shows that
(e∗1)p = P˜13e123 + P˜14e124 − P˜34e234.
A consequence of the above discussion is the following lemma.
Lemma 4.2 Let M > 0 be given, and suppose that P˜ij = O(ǫ) for |z| ≤M . Then
e∗1 =
{
−R2(P˜13e123 + (P˜14 + SP˜34)e124 −RP˜34e234) +O(ǫ2), |z| ≤M
O(e−µ|z|)ǫ, |z| ≥M,
where µ > 0.
Proof: Let η1 > 0 be such that R
2(z) = O(e−η1|z|), i.e., η1 = 2
√
ω +O(ǫ). Since Φ = O(ǫ)
implies that Θ = O(ǫ)z, one can easily see that for |z| ≤M
DT (3) = R2


1 0 −S 0
0 1 0 −S
0 0 1 0
0 0 0 R

+O(ǫ),
while ‖DT (3)‖ = O(e−η1|z|) for |z| ≥ M . Therefore, given the assumption on the functions
P˜ij , for |z| ≤M ,
e∗1 = DT (3)(e∗1)p
= P˜13e123 + (P˜14 + SP˜34)e124 −RP˜34e234 +O(ǫ2).
Since P˜ij = O(ǫ) for |z| ≤ M , it is necessarily true that for |z| ≥ M, P˜ij = O(eη2|z|)ǫ,
which then implies that (e∗1)p = O(eη2|z|)ǫ. Thus, for |z| ≥M one sees that
|e∗1| ≤ ‖DT (3)‖|(e∗1)p|
= O(e−η1|z|)O(eη2|z|)ǫ
= O(e(η2−η1)|z|)ǫ.
Setting µ = η1 − η2, the fact that e∗1 approaches zero exponentially fast (equation (3.12))
guarantees that µ > 0.
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Since B = I2 + ǫaJ , a simple calculation shows that B
−1J = J +O(ǫ). Thus, using the
fact that Θ = O(ǫ) for |z| ≤M , it is not difficult to see that when δU2 = 0,
B−1Jπ(∂ωW u) =
{
(0, ∂ωR0)
T +O(ǫ), |z| ≤M
O(e−η3|z|), |z| ≥M, (4.10)
where η3 > 0.
Lemma 4.3 Let M > 0 be given, and suppose that P˜ij = O(ǫ) for |z| ≤ M . When
E′′(0) = 0, the third derivative of the Evans function satisfies
E′′′(0) = 6
∫ ∞
−∞
R20(s)∂ωR0(s)P˜13(s) ds +O(e
−η4M )ǫ+O(ǫ2),
where η4 > 0.
Proof: The integrand associated with E′′′(0) is given by H3 ∧ e∗1, where
H3 = (0, B
−1Jπ(∂ωW u))T .
Using (4.10) and Lemma 4.2, one then sees that for |z| ≤M
H3 ∧ e∗1 = −R20∂ωR0P˜13 e4123 +O(ǫ2)
= R20∂ωR0P˜13 +O(ǫ
2),
while for |z| ≥M
H3 ∧ e∗1 = O(e−η4M |z|)ǫ.
In the above calculation, the fact that e4123 = e4 ∧ e123 = −1 is used.
Remark 4.4 A similiar calculation leads to the conclusion that
E′′(0) ≈ 2
∫ ∞
−∞
R0(s)(P˜14(s) + S0(s)P˜34(s)) ds.
5 Asymptotics
Now that an expression for E′′(0) has been derived, in order to determine the location of
the eigenvalues near zero the expressions ∂cr
u and ∂ωφ
u must be calculated. In addition,
in order to calculate E′′′(0), one must determine P˜ij and show that the quantities are O(ǫ)
for |z| ≤M .
Set
A(z) = (r(z) cos θ(z), r(z) sin θ(z)).
Let the known underlying solitary wave be denoted by (R,Θ, S,Φ). Note that
S = R′/R =
d
dz
lnR. (5.1)
Recall the analytic expression for the wave given in (2.4) when ǫ = 0, i.e.,
R20(z) =
4ω
1 +
√
1− β cosh(2√ω z) , β = −
16
3
αω
Θ0(z) = 0.
(5.2)
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This wave will henceforth be denoted by (R0, 0, S0, 0)
T . By defining
∆ = 1 + ǫ2a2,
the steady-state ODE is
r′ = rs
θ′ = φ
∆s′ = −∆s2 +∆φ2 − c(ǫas − φ)− (−ω + ǫ2ab)
−(1 + ǫ2ad1)r2 − (α+ ǫ2ad2)r4
∆φ′ = −2∆sφ− c(s+ ǫaφ)− ǫ[(b+ aω) + (d1 − a)r2 + (d2 − aα)r4].
(5.3)
It should be noted that the equation for θ is superfluous, and hence is usually ignored;
however, it is included here for completeness. After dropping the O(ǫ2) terms the variational
equations are given by
δr′ = Sδr +Rδs
δθ′ = δφ
δs′ = −2R(1 + 2αR2)δr − 2Sδs + 2Φδφ+ δω − (ǫaS − Φ)δc
−2ǫa[(b+ aω) + (d1 − a)R2 + (d2 − aα)R4]δǫ
δφ′ = −2ǫR[(d1 − a) + 2(d2 − aα)R2]δr − 2Φδs − 2Sδφ
−ǫaδω − (ǫaΦ+ S)δc − [(b+ aω) + (d1 − a)R2 + (d2 − aα)R4]δǫ
δω′ = 0
δc′ = 0
δǫ′ = 0.
(5.4)
An observation yields the following proposition.
Proposition 5.1 Equation (5.3) is invariant under
(z, c, ω, r, θ, s, φ) → (−z,−c, ω, r, θ,−s,−φ).
An expression for ∂ωφ
u(0) will first be determined. Let
φǫ(z) = δφ(∂ǫW
u
p (z, c, ω)). (5.5)
Since
δc(∂ǫW
u
p (z, c, ω)) = δω(∂ǫW
u
p (z, c, ω)) = 0,
by using (5.4) it can be seen that when ǫ = 0
φ′ǫ = −2S0φǫ − [(b+ aω) + (d1 − a)R20 + (d2 − aα)R40). (5.6)
By definition φǫ is uniformly bounded as z → −∞, so that upon using (5.1) the solution to
(5.6) can be written as
R20(z)φǫ(z) = −[(b+ aω)
∫ z
−∞
R20(s) ds + (d1 − a)
∫ z
−∞
R40(s) ds
+(d2 − aα)
∫ z
−∞
R60(s) ds].
(5.7)
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By definition the function φǫ describes, up to O(ǫ), the location of the φ-component of
W up (z, c, ω), so that
φu(0) = ǫφǫ(0) +O(ǫ
2). (5.8)
Thus, when performing calculations on φu(0), for ǫ > 0 small enough it is sufficient to
perform them on φǫ(0). Given (5.7) and the fact that an exact expression exists for R
2
0(z),
this then implies that rather detailed information can be gathered regarding the variation
of φu(0) with respect to ω for ǫ sufficiently small. Set
Λm =
∫ ∞
−∞
Rm0 (s) ds, Λ
′
2 =
∫ ∞
−∞
(R′0)
2(s) ds. (5.9)
Lemma 5.2 The function φu(0) is given by
φu(0) = ǫφǫ(0) +O(ǫ
2),
where
2R20(0)φǫ(0) = Λ
′
2a− Λ2b− Λ4d1 − Λ6d2.
Proof: Since R0 is an even function,∫ 0
−∞
Rm0 (s) ds =
1
2
∫ ∞
−∞
Rm0 (s) ds
for any positive integer m. Thus, when (5.7) is evaluated at z = 0,
2R20(0)φǫ(0) = (−ωΛ2 + Λ4 + αΛ6)a− Λ2b− Λ4d1 − Λ6d2.
The function R0 satisfies
R′′0 − ωR0 +R30 + αR50 = 0.
Upon multiplying the above equation by R0 and integrating by parts one sees that
Λ′2 = −ωΛ2 + Λ4 + αΛ6,
from which the conclusion of the lemma follows.
Remark 5.3 The expressions Λ2 and Λ4 are evaluated in Appendix A.
It is known that the wave exists for all ǫ > 0, with the perturbation being regular
([23], [25]). A necessary condition for the existence of the bright solitary wave is that φǫ(z)
remains uniformly bounded as z → ∞. Since R0(z) → 0 as z → ∞, this then yields the
next lemma.
Lemma 5.4 A necessary condition for the existence of the bright solitary wave is that
Λ′2a− Λ2b− Λ4d1 − Λ6d2 = 0.
Proof: Evaluating (5.7) at z = ∞ and requiring that the right-hand side be zero at the
limit yields
0 = (−ωΛ2 + Λ4 + αΛ6)a− Λ2b− Λ4d1 − Λ6d2
= Λ′2a− Λ2b− Λ4d1 − Λ6d2.
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Remark 5.5 An examination of Lemmas 5.2 and 5.4 shows that the necessary condition
for the existence of the wave implies that
φǫ(0) = 0.
The expression present in the above lemma can clearly be solved for d1 in terms of
the other parameters. Before doing so, however, it will be desirable to simplify the above
expression. As the following proposition illustrates, there is a simple relationship between
the above quantities.
Proposition 5.6 The relations
1. Λ6 =
3
2α
(ωΛ2 − 3
4
Λ4)
2. Λ′2 =
1
2
ωΛ2 − 1
8
Λ4
hold true.
Proof: As mentioned in the proof of Lemma 5.2, the function R0 satisfies the ODE
R′′0 − ωR0 +R30 + αR50 = 0.
Multiplying by R0 and integrating by parts yields that
−Λ′2 − ωΛ2 + Λ4 + αΛ6 = 0,
while multiplying by R′0 and integrating yields
Λ′2 − ωΛ2 +
1
2
Λ4 +
1
3
αΛ6 = 0.
Upon subtracting the above two equations one sees that
Λ′2 −
1
4
Λ4 − 1
3
αΛ6 = 0.
The conclusion of the first part of the proposition is now clear.
The proof for the second part follows in a similiar manner. Simply add the two equations
to get the relation
ωΛ2 − 3
4
Λ4 − 2
3
αΛ6 = 0,
from which one immediately gets the second part of the proposition.
Note that for β = −16αω/3 the relation for Λ6 can be rewritten as
Λ6 = −8ω
β
(ωΛ2 − 3
4
Λ4).
With this observation, define
Λ24 =
Λ2
Λ4
, Λd2 = −
8ω
β
(ωΛ24 − 3
4
). (5.10)
Note that as a consequence of Proposition 5.6, Λd2 = Λ6/Λ4.
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Corollary 5.7 In order for the wave to exist the parameter d1 must equal d
∗
1, where up to
O(ǫ)
d∗1 =
1
4
a− Λ24b− Λd2(d2 −
1
3
αa).
Proof: By Lemma 5.4, in order for the wave to exist it must be true that
d1 =
Λ′2
Λ4
a− Λ2
Λ4
b− Λ6
Λ4
d2.
The conclusion of the corollary follows after one uses the relationships described in Propo-
sition 5.6.
Now that an expression for the function φu(0) is known (Lemma 5.2), it is possible to
understand its behavior when the parameter ω is varied. A consequence of Lemma 5.2 is
that it is sufficient to understand the manner in which φǫ(0) varies. Since φǫ(0) = 0 when
d = d∗1, a simple application of the implicit function theorem yields that
∂ωφǫ(0) + ∂d1φǫ(0)∂ωd
∗
1 = 0. (5.11)
The quantities ∂d1φǫ(0) and ∂ωd
∗
1 are accessible, so that the term ∂ωφǫ(0) can be calculated.
Lemma 5.8 When d1 = d
∗
1,
∂ωφǫ(0) = − Λ4
2R20(0)
(
∂ωΛ24b+ ∂ωΛd2(d2 −
1
3
αa)
)
.
Proof: First, an examination of Lemma 5.2 shows that
∂d1φǫ(0) = −
Λ4
2R20(0)
.
Upon differentiating the expression for d∗1 given in Corollary 5.7 and using (5.11), one then
arrives at the conclusion of the lemma.
It is important to understand how ∂ωφǫ(0) varies with the parameters. Before making
a definitive statement, the following proposition is needed.
Proposition 5.9 Set
β = −16
3
αω.
When 0 ≤ β < 1,
∂ωΛ24 < 0, ∂ωΛd2 > 0,
so that
∂ωΛd2
∂ωΛ24
< 0.
Proof: Using the definition of Λ24 and Corollary A.2 one sees that
∂ωΛ24 =
(Λ4 − 4ωΛ2)∂ωΛ2
Λ24
.
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Upon using the Taylor expansions given in Corollary A.3 one sees that
Λ4 − 4ωΛ2 = −16ω3/2
∞∑
n=0
βn
(2n+ 1)(2n + 3)
,
which is clearly negative. Since Corollary A.2 states that ∂ωΛ2 > 0 for 0 ≤ β < 1, it is now
clear that ∂ωΛ24 < 0.
Since ∂ωβ = β/ω,
∂ωΛd2 = −
8ω
β
∂ω(ωΛ24).
Using the Taylor series expansions given in Corollary A.3, after some tedious manipulations
one can see that
∂ω(ωΛ24) = C
∞∑
n=0
(an − bn)βn,
where
C =
(
4ω(
∞∑
n=0
1
2n+ 3
βn)2
)−1
> 0
and
an =
n∑
j=0
j
2j + 1
1
2(n − j) + 3 , bn =
n∑
j=0
j
2j + 3
1
2(n − j) + 1 .
The claim regarding ∂ωΛd2 will be proven as soon as it can be shown that an − bn < 0.
Upon combining terms,
an − bn = 4
n∑
j=0
j
n− 2j
f(j, n)
,
where
f(j, n) = (2j + 1)(2(n − j) + 1)(2j + 3)(2(n − j) + 3).
By the integral test,
an − bn ≤ 4
∫ n
0
xg(x, n) dx,
where
g(x, n) =
n− 2x
f(x, n)
.
Set y = x− n/2. Then
g(y, n) = −2 y
f(y, n)
,
with
f(y, n) =
1
2
(4y2 − (n+ 1)2)(4y2 − (n+ 3)2),
so that g(y, n) is odd in y with yg(y, n) < 0. Therefore,
∫ n
0
xg(x, n) dx =
∫ n/2
−n/2
(y +
n
2
)g(y, n) dy
=
∫ n/2
−n/2
yg(y, n) dy
< 0,
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so that an − bn < 0.
Combining the above results yields the following corollary, which concerns the variation
of φu(0) with ω.
Corollary 5.10 Suppose that d = d∗1. Set
b∗ = −∂ωΛd2
∂ωΛ24
(d2 − 1
3
αa).
For ǫ > 0 sufficiently small, if b > b∗, then ∂ωφu(0) > 0; otherwise, ∂ωφu(0) < 0. Further-
more, for 0 ≤ β < 1
∂ωΛd2
∂ωΛ24
< 0.
Proof: Since Λ4/R
2
0(0) > 0 and ∂ωΛ24 < 0, the result follows immediately from Lemma
5.8 and Proposition 5.9.
Now that ∂ωφ
u(0) is known, the quantities ∂cr
u(0) and P˜ij must be calculated. This
can be accomplished simultaneously. As in (4.8), set
ξ1 = ∂zW
u
p , ξ
−
2 = ∂cW
u
p , ξ
+
2 = ∂cW
s
p .
Letting Pxixj denote δxi ∧ δxj , as in (4.9) set
P±rs = Prs(ξ1, ξ
±
2 ), P
±
rφ = Prφ(ξ1, ξ
±
2 ), P
±
sφ = Psφ(ξ1, ξ
±
2 ).
Note that the computation of E′′′(0) requires that P−rs−P+rs be known (Lemma 4.3). Before
continuing, a preliminary lemma is needed.
Lemma 5.11 Set
φ±c = δφ(ξ
±
2 ).
When ǫ = 0, φ±c = −1/2.
Proof: It is easy to see from the variational equation (5.4) that when ǫ = 0
(φ±c )
′ = −2S0φ±c − S0. (5.12)
This equation is easily solved, and one then finds that
R20(z)φ
±
c (z) = −
∫ z
±∞
R20(s)S0(s) ds
= −1
2
∫ z
±∞
∂s(R
2
0(s)) ds,
(5.13)
which yields the conclusion.
Armed with the above lemma, a statement regarding P±rφ and P
±
sφ can now be made.
Lemma 5.12 When ǫ = 0,
P±rφ = −
1
2
R′0, P
±
sφ = −
1
2
S′0.
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Proof: Since φ′ = 0 when ǫ = 0, a simple observation yields that
P±rφ = R
′
0φ
±
c , P
±
sφ = S
′
0φ
±
c .
The conclusion now follows from the above lemma.
Corollary 5.13 For |z| ≤M ,
|P+rφ − P−rφ| = O(ǫ), |P+sφ − P−sφ| = O(ǫ).
Remark 5.14 By definition, P˜14 = P
+
rφ − P−rφ and P˜34 = P+sφ − P−sφ in Lemma 4.2.
It is now desirable to compute P±rs. First, note that
Prǫ(ξ1, ξ
±
2 ) = Prω(ξ1, ξ
±
2 ) = 0,
and that
Prc(ξ1, ξ
±
2 ) = RS.
Since
P ′rs = −SPrs + 2ΦPrφ + Prω − (ǫaS − Φ)Prc
−2ǫa[(b+ aω) + (d1 − a)R2 + (d2 − aα)R4]Prǫ, (5.14)
upon substitution of the above relations one sees that
(P±rs)
′ = −SP±rs + 2ΦP±rφ − (ǫaS − Φ)RS.
The solution to this equation is given by
R(z)P±rs(z) = −ǫa
∫ z
±∞
R2(s)S2(s) ds +
∫ z
±∞
R(s)Φ(s)(R(s)S(s) + 2P±rφ(s)) ds. (5.15)
Using Lemma 5.12 and the fact that R′ = RS yields that for bounded z,
R(z)S(z) + 2P±rφ(z) = O(ǫ),
which implies, since Φ = O(ǫ), that the second integral is O(ǫ2). The above argument gives
the following lemma.
Lemma 5.15 Let M > 0 be given. Then
R0(z)P
−
rs(z) = −ǫa
∫ z
−∞
(R′0)
2(s) ds +O(ǫ2), z ∈ (−∞,M ]
R0(z)P
+
rs(z) = ǫa
∫ ∞
z
(R′0)
2(s) ds+O(ǫ2), z ∈ [−M,∞).
Proof: The conclusion follows immediately from (5.15), taking asymptotic expansions for
R and S, and using the fact that R′ = RS.
From this lemma one can derive the following three corollaries.
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Corollary 5.16 Let M > 0 be given. Then for |z| ≤M ,
R0(z)P˜rs(z) = −Λ′2aǫ+O(ǫ2),
where P˜rs = P
−
rs − P+rs.
Corollary 5.17 The quantity ∂cr
u(0) has the asymptotic expansion
∂cr
u(0) = Naǫ+O(ǫ2),
where N < 0 is given by
N =
Λ′2
2R′′0(0)
.
Proof: Given the result of Lemma 5.15, the conclusion follows immediately from the facts
that
P−rs(0) = −S′(0)∂cru(0),
and that S′(0) = R′′(0)/R(0).
Recall the expression given for E′′′(0) in Lemma 4.3. Given the results of Corollary 5.13
and Lemma 5.15, a definitive statement can now be made about this quantity.
Corollary 5.18 Suppose that E′′(0) = 0. Then
E′′′(0) = −(N˜a+O(e−η4M ))ǫ+O(ǫ2),
where N˜ > 0 is given by
N˜ = 3Λ′2∂ωΛ2.
Proof: Substitution of the expression for P˜rs into the expression for E
′′′(0) yields that
E′′′(0) = −6ǫaΛ′2
∫ ∞
−∞
R0(s)∂ωR0(s) ds +O(e
−η4M )ǫ+O(ǫ2)
= −(3Λ′2∂ωΛ2a+O(e−η4M ))ǫ+O(ǫ2).
The fact that the constant N˜ is positive follows immediately from Corollary A.2.
6 Final Arguments
By Lemma 4.1, Lemma 5.8, and Corollary 5.17 it can be seen that
E′′(0) = C1a(b− C2(d2 − 1
3
αa))ǫ2 +O(ǫ3), (6.1)
where
C1 = 2Λ
′
2Λ2∂ωΛ24 < 0
and
C2 = −∂ωΛd2
∂ωΛ24
> 0.
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Furthermore, when E′′(0) = 0, by Corollary 5.18
E′′′(0) = −C3aǫ+O(ǫ2), (6.2)
where C3 > 0.
The proof of Theorem 1.1 is now essentially complete. The result follows immediately
from the expansions given in equations (6.1) and (6.2), and the fact that E(4)(0) < 0
(Corollary 2.3). The reason the eigenvalues are O(ǫ) and real follows immediately from the
fact that E′′(0) = O(ǫ2), while E′′′(0) = O(ǫ).
The conclusion of Theorem 1.6 follows immediately from the work of Kapitula and
Maier-Paape [20]. In order to use that work to conclude the existence of multiple pulse
orbits, all that is necessary is to show that ∂ωφ
u(0) 6= 0. This condition is met as a
consequence of Corollary 5.10. The fact that the multiple pulse solutions are unstable for
b < b∗ follows immediately from the fact that the primary pulse is unstable for b < b∗
(Alexander and Jones [3]). The minimal number of unstable eigenvalues also follows from
that work.
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A Appendix: Evaluation of Constants
In the following,
β = −16
3
αω.
Proposition A.1 The quantities Λ2 and Λ4 satisfy
1. Λ2 = 4
√
ω
1√
β
Tanh−1(
√
β)
2. Λ4 = −16ω 1
β
(
√
ω − 1
4
Λ2).
Proof: Parts 1. and 2. follow immediately from a direct integration, and can be verified
with the help of Maple V (Release 4).
Corollary A.2 The functions Λ2 and Λ4 satisfy
1. ∂ωΛ2 =
2
1− βω
−1/2
2. ∂ωΛ4 = 4ω∂ωΛ2.
Using the fact that
Tanh−1(x) =
1
2
ln
1 + x
1− x,
Taylor series can be generated for various quantities.
Corollary A.3 When 0 ≤ β < 1 one has the Taylor expansions
1. Λ2 = 4ω
1/2
∞∑
n=0
βn
2n + 1
2. Λ4 = 16ω
3/2
∞∑
n=0
βn
2n+ 3
3. Λ24 =
3
4ω
(1− 2
2
3 · 5β −
22 · 32
3 · 52 · 7β
2 − 2
2 · 23
3 · 53 · 7β
3 +O(β4))
4. Λd2 =
8
5
ω(1 +
32
5 · 7β +
23
52 · 7β
2 +
3 · 1879
53 · 72 · 11β
3 +O(β4))
5. ∂ωΛd2 =
8
5
(1 + 2
32
5 · 7β + 3
23
52 · 7β
2 + 4
3 · 1879
53 · 72 · 11β
3 +O(β4))
6. ∂ωΛ24 = − 3
4ω2
(1− 2 2
2
3 · 5β − 3
22 · 32
3 · 52 · 7β
2 − 4 2
2 · 23
3 · 53 · 7β
3 +O(β4))
7.
∂ωΛd2
∂ωΛ24
= −32
15
ω2(1 +
2 · 11
3 · 7 β +
73
32 · 7β
2 +
22 · 59 · 2017
33 · 52 · 72 · 11β
3 +O(β4)).
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