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Abstract:   
 
     A theory is presented for describing the lattice thermal conductivities of graphene and 
single-walled carbon nanotubes.  A phonon Boltzmann transport equation approach is 
employed to describe anharmonic phonon-phonon, crystal boundary, and isotopic 
impurity scattering.  Full quantum mechanical phonon scattering is employed and an 
exact solution for the linearized Boltzmann transport equation is determined for each 
system without use of common relaxation time and long-wavelength approximations.  
The failures of these approximations in describing the thermal transport properties of 
nanotubes is discussed.  An efficient symmetry based dynamical scheme is developed for 
carbon nanotubes and selection rules for phonon-phonon scattering in both graphene and 
nanotubes are introduced.  The selection rule for scattering in single-walled carbon 
nanotubes allows for calculations of the thermal conductivities of large-diameter and 
chiral nanotubes that could not be previously studied due to computational limitations.  
Also due to this selection rule, no acoustic-only umklapp scattering can occur, thus, 
acoustic-optic scattering must be included in order to have thermal resistance from three-
phonon processes.  The graphene selection rule severely restricts phonon-phonon 
scattering of out-of-plane modes.  This restriction leads to large contributions to the total 
thermal conductivity of graphene from the acoustic, out-of-plane modes which have been 
previously neglected.  Empirical potentials used to model interactions in carbon-based 
materials are optimized to better describe the lattice dynamics of graphene-derived 
systems.  These potentials are then used to generate the interatomic force constants 
needed to make calculations of the thermal conductivities of graphene and carbon 
nanotubes.  Calculations of the thermal conductivities of single-walled carbon nanotubes 
and graphene for different temperatures and lengths are presented.  The thermal 
conductivities of SWCNTs saturate in the diffusive regime when the effects of higher-
order scattering processes are estimated and correctly reproduce the ballistic limit for 
short-length nanotubes at low temperatures.  The effects of isotopic impurity scattering 
on the thermal conductivities of graphene and SWCNTs are explored.  Isotopic impurities 
have little effect in the low (high) temperature regime where boundary (umklapp) 
scattering dominates the behavior of the thermal conductivities.  In the intermediate 
temperature regime, modest reductions in the thermal conductivities, 15-20%, occur due 
to impurities.  The thermal conductivities of a wide-range of SWCNTs are explored.  The 
thermal conductivities of successively larger-diameter, one-dimensional nanotubes 
approach the thermal conductivity of two-dimensional graphene. 
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1 Introduction 
 
1.1 Carbon structures and thermal conductivity 
 
     The transport properties of low-dimensional carbon structures have attracted a lot of 
interest in recent years due to their numerous unusual properties and their potential 
applications in micro- and nano-electronic systems, photonic devices, and medicine.1-3  
Carbon nanotubes (CNTs), graphene, and graphene nanoribbons (GNRs) are examples of 
such stable carbon-based materials now being produced that have excellent capabilities 
for passive thermal management applications in micro- and nano-scale systems.  
Graphene is a single sheet of hexagonally packed carbon atoms.  GNRs are simply 
graphene sheets with finite, narrow widths; while CNTs are sheets of graphene rolled into 
tubes.  These materials have very high thermal conductivities, unique phonon dispersions, 
and interesting electronic band structures.  Despite the intense interest in these carbon 
structures, their phonon thermal transport properties are poorly understood, in part due to 
their relative newness and in part due to experimental and theoretical complexities.   
     Thermal conductivity is an important measure of how well thermal energy is 
transported through a system when a temperature gradient is maintained across it.4,5  
Thermal energy can be transported through a crystal either by electrons or by lattice 
vibrations of the crystal, phonons.  In carbon-based systems, theoretical predictions and 
some experimental observations predict the electronic contribution to the thermal 
conductivities to be negligible for all of the temperature range considered here.6,7  Thus, 
the lattice contribution to the thermal conductivities of carbon-based systems is the basis 
for this work.   
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     The lattice thermal conductivity of a crystal is limited primarily by scattering of heat-
carrying phonons from boundaries, impurities and defects, and other phonons.  Phonon-
phonon scattering is the only intrinsic scattering mechanism for phonons in very large 
crystalline systems and is typically strong around room temperature and higher.  This 
scattering arises from the anharmonicity of the interatomic potential of the crystal.  In 
carbon-based systems such as diamond, graphite, graphene, and CNTs, umklapp 
scattering is unusually weak.  Carbon systems have strong covalent bonding and light 
atomic masses, which lead to high phonon frequencies, high acoustic velocities, and a 
very small phase space for umklapp scattering when compared to other semiconducting 
systems.8  As a consequence, large amounts of heat are transferred by acoustic phonons 
with high velocities and little scattering resistance, giving these systems the highest 
thermal conductivities known.9-13  Much of the work presented here is concerned with 
providing an accurate representation of these anharmonic phonon-phonon scattering 
processes. 
     Since the acoustic velocities are high and the umklapp resistance is weak the acoustic 
phonon mean free paths (MFPs) tend to be very large.  In SWCNTs and graphene, these 
MFPs become similar to the actual systems grown experimentally.11-13  For this reason, 
scattering from boundaries and sample length dependence is explored extensively here.   
     Also, due to the lower dimensionality of graphene, SWCNTs, and GNRs, impurity 
and defect scattering may play a more important role than in bulk systems when 
characterizing their lattice thermal transport properties.14  Different isotopes of carbon 
occur naturally, with C12 providing the dominant contribution (~98.9%) and C13 
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providing 1.1% of the distribution.  In a lattice of predominantly C12 atoms, phonons can 
scatter from the mass differences provided by different isotopes, thus limiting their heat 
conduction.4,15,16  The effects of this isotopic impurity scattering on the lattice thermal 
conductivities of graphene and SWCNTs are explored in this work. 
1.2 Experimental results 
1.2.1 Diamond and graphite 
     As mentioned above, experiments have shown that carbon-based structures have 
extremely high thermal conductivities.  Characterization of the thermal transport 
properties of bulk groups IV and III-V semiconductors went through a boom 
experimentally and theoretically in the 1950s and 1960s as their potential utility in new 
device design became apparent.  Diamond is one of the group IV semiconductors that 
were extensively studied.  The acoustic velocities in diamond were found to be very high;  
the longitudinal acoustic phonon velocity in the X→Γ  direction in diamond is 
vL,dia~17500 m/s, while the same phonon velocity in silicon is vL,Si~8200 m/s, roughly 
half that of diamond.17  The over-all energy scale, as determined by neutron scattering of 
optical phonons in diamond crystals, is also extremely high, opω ~40 THz compared to 
silicon, opω ~16 THz, where opω  is the highest optical phonon frequency.18,19  The 
thermal conductivity of naturally occuring diamond is reported to be κ ~2000 W/m-K at 
room temperature while peaking as high as κ ~13,000 W/m-K at  T~100K.9,10,20,21 The 
thermal conductivities for isotopically enriched diamond samples have been reported to 
have enhancements of up to 50% at room temperature and peak at κ ~41,000 W/m-K at 
T~100K.9  For comparison, the room temperature thermal conductivity for silicon is only 
                                                             4
κ ~153 W/m-K while another good conductor of heat, copper, is only κ ~400 W/m-K at 
room temperature.22,23 
     Like diamond, graphite has also been extensively studied and found to have some 
similar properties.  Graphite is a layered carbon material that has high zone-center 
acoustic velocities and very energetic optic phonons, which lead to a high, in-plane lattice 
thermal conductivity, κ ~2100 W/m-K.24-27  Graphite has strong binding of carbon atoms 
in-plane; however unlike diamond, graphite has weak binding between planes.  This 
makes graphite a very anisotropic system.  While the in-plane lattice thermal conductivity 
is very high the thermal conductivity perpendicular to the planes is nearly 50 times less at 
room temperature.24  The weakly coupled layers make the in-plane properties of graphite 
quite similar to its lower-dimensional counterpart, graphene, which is discussed in the 
next section. 
1.2.2 SWCNTs and graphene 
     Since the discovery of tiny, stable, carbon-based tubules, the first reported SWCNT by 
Iijima and Ichihashi at NEC in 1993, the characterization of the properties of carbon 
nanotubes and the development of new methods for controlling their growth has been of 
great interest to the scientific community.28  Some of the first thermal transport 
measurements were made on CNT mats, bundles of tangled up tubes, which found 
thermal conductivities, κ ~35 W/m-K.  Estimates from these measurements predicted 
that single ropes of CNTs would have κ ~ 1750-5800 W/m-K.29  Advancements in CNT 
fabrication and transport measurement methods have provided more accurate 
measurements of the thermal conductivities of these systems.  Thermal conductivities for 
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single, isolated multi-walled carbon nanotubes (MWCNTs) are reported to be 2000-3000 
W/m-K for nanotubes with diameters, d~9-16 nm, and lengths, L~2.5-3.5 µm, around 
room temperature.30,31  More recently, measurements of the thermal conductivities of 
SWCNTs have been reported to be 3000-3500 W/m-K for nanotubes with d~2 nm and 
L~3 µm around room temperature.11,12  All of these measurements suggest that CNTs 
have even higher thermal conductivities than their bulk counterparts and may be very 
useful for passive thermal management applications in small devices.   
     However, with all of these advances some experimental ambiguity still persists.  
Experimental characterization of the thermal transport properties of SWCNTs has been 
made; however, the chiralities of the nanotubes considered are unknown and the 
diameters of the nanotubes are not known accurately.  These experimental details may be 
important when trying to analyze the transport properties in these systems.  Surely more 
experimental characterization of SWCNTs will be published in the near future. 
     More recently, single, stable layers of graphite, called graphene, have been isolated by 
mechanical exfoliation and studied.32  Only two experimental results of the thermal 
conductivities in graphene flakes have been reported.13,33  The Balandin group reports the 
room temperature thermal conductivities of single-layer, graphene flakes suspended 
across trenches to be 4840-5300 W/m-K.13  The Shi group reports room temperature 
thermal conductivities of single-layer graphene flakes of 10 µm length on SiO2 subtrates 
to be ~500-600 W/m-K.33  The scattering of acoustic phonons from substrate contact 
points is suspected to be the reason for the considerably lower values.  Nevertheless, the 
obtained thermal conductivities are still very high. 
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      Table 1.1 is a compiled set of room temperature experimental thermal conductivities 
for a variety of carbon-based systems. 
 
Table 1.1 Room temperature, experimental thermal conductivities 
for selected carbon-based systems.   
 
1.3 Theoretical approaches 
     Previous theoretical approaches to describe the thermal conductivities of SWCNTs 
and graphene have made qualitatively different conclusions regarding the length 
dependence and the importance of different phonon modes.  Calculations can be divided 
into two distinct theoretical approaches, molecular dynamics (MD) simulations and 
Boltzmann transport equation (BTE) calculations.  MD simulations, which are classical 
in nature and limited by system size, have predicted both saturation and divergence of the 
thermal conductivity with nanotube length.34-40  BTE approaches, which in principle, can 
account for full quantum mechanical scattering of phonons, have previously relied on ad 
hoc approximations, including relaxation time approximations (RTAs) and long-
structure experimental details κ (W/m-K) 
diamond9,10,20,21 natural (isotopically 
enriched)  2000 (3300) 
in-plane graphite24-27 pyrolitic 2100 
SWCNT11,12 L~3 µm, d~1-2 nm 3000-3500 
MWCNT30,31 L~2.5-3.5 µm, d~9-16 nm 2000-3000 
CNT mat29 nanotube bundles 35 
supported graphene33 3 µm, SiO2 substrate 500-600 
suspended graphene13 3-5 µm trenches 4840-5300 
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wavelength approximations (LWAs) derived from bulk materials, which fail to accurately 
describe these systems.   
1.3.1 Molecular dynamics 
     Many classical MD simulations have been performed on diamond, graphene and a 
very restricted set of SWCNTs, specifically zig-zag (10,0) and armchair (10,10) 
nanotubes.34-41  Results for SWCNTs have given a vast range of different thermal 
conductivities for similar nanotubes. These differences can be attributed to the particular 
MD technique used, the choice for the cross-sectional area of the nanotube (discussed in 
Section 3.1.4), and other specific details of the simulation. 
     An MD simulation involves setting up a system of atoms which interact via a chosen 
empirical interatomic potential, such as the Tersoff or Brenner model in the case of 
carbon structures.42-45  A temperature difference is imposed across the structure and the 
system evolves classically following Newton’s equations of motion.  There are several 
ways to extract the lattice thermal conductivity, κ , of the crystal.  Nonequilibrium MD 
calculates κ  by relating the temperature gradient and the heat current via Fourier’s law.  
Equilibrium MD uses the Green-Kubo formula and a heat current auto-correlation 
function within linear response theory to determine κ .35 
     MD calculations have the advantage of considering all orders of the interatomic 
potential describing phonon-phonon interactions.  In the next section, I will describe 
another theoretical approach for calculating κ  which must truncate this potential.  
However, MD simulations have some serious drawbacks especially when applied to 
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SWCNTs.  They are purely classical, restricted by finite size effects, and lack the ability 
to distinguish which modes play significant roles for the heat transport.   
     Typically, MD calculations are purely classical in nature.  Sometimes quantum 
corrections to the specific heat are added, though, with various approximations.35  MD 
simulations should provide fairly accurate results for temperatures near or above the 
Debye temperature, Dθ , of the system.  However, the Debye temperatures for carbon-
based structures tend to be very high compared to room temperature (for diamond, 
Dθ ~2200K) which brings to question the validity of MD simulations for these systems 
around room temperature, T~300K.  Quantum mechanical scattering of phonons, or 
normal modes of the crystal, are not explicitly considered within MD simulations. 
     System size effects are another serious drawback to these calculations.  A finite 
number of atoms are used in MD calculations whose positions and velocities are 
determined by Newtonian mechanics in short, discrete time steps.  The computational 
limitation of these calculations becomes quickly apparent when considering larger 
SWCNTs.  For instance, a (10,10) SWCNT with length, L=100 nm, is composed of 
~16,000 interacting carbon atoms whose equations of motion are determined and solved 
for every time step.  These calculations become unwieldy for longer and larger radius 
SWCNTs.  For this reason, only fairly small radius SWCNTs, (10,0) and (10,10), which 
have relatively small translational unit cells (discussed in Section 4.2) have thus far been 
considered.  System size, computational limitations also affect the length-dependence of 
the thermal conductivities of SWCNTs as given by MD simulations.  MD calculations 
consider fairly short length SWCNTs, the longest having L~200 nm, and apply either 
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periodic boundary conditions to simulate infinite length nanotubes or calculate the 
thermal conductivities of these short length nanotubes.36  With periodic boundary 
conditions, phonons leaving one end of the SWCNT enter in the other side.  The mean 
free paths for many of the phonons, especially acoustic phonons, are predicted to be 
many times the typical lengths used in MD simulations.  Thus, periodic boundary 
conditions may be inhibiting the accuracy of these calculations.      
1.3.2 Boltzmann transport calculations 
     Peierls extended the Boltzmann transport equation (BTE) for describing the dynamics 
of gases to the study of phonons in 1929.46  Since then, the phonon BTE approach for 
calculating the lattice thermal conductivities of a variety of systems has been 
employed.47-53  Theoretical calculations involving the BTE have been performed to 
determine the lattice thermal conductivities of SWCNTs and graphene, though, using 
various approximations to simplify the models.49-53  The phonon BTE approach has 
quantum mechanical phonon-phonon scattering as a perturbation to the harmonic 
Hamiltonian of the system using Fermi’s golden rule.  In so doing, the potential of the 
crystal is truncated, typically to consider only the first anharmonic term describing 
scattering of three phonons.  The three-phonon scattering mechanism is expected to 
dominate for moderate temperatures, while higher order terms are expected to be 
important for temperatures well above the Debye temperature.54 
     One advantage of BTE calculations, over MD simulations, is that the phonon-phonon 
scattering probabilities in SWCNTs and graphene can be treated quantum mechanically.  
Due to the low-dimensional nature and typical experimental sizes of these systems their 
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quantum nature is important and their transport properties may be better understood using 
BTE calculations.  Another advantage is that periodic boundary conditions are not needed 
to simulate SWCNTs with lengths greater than ~200nm.  In the BTE theory developed in 
this work, and others, nanotubes of any length can be considered.48,49 
     MD simulations and BTE calculations are quite complex and numerically expensive, 
especially in the case of carbon nanotubes whose unit cell sizes can become quite large.  
For this reason, most of the theoretical thermal transport studies that have been published 
have been on small-radius, highly symmetric SWCNTs, specifically (10,0) and (10,10) 
nanotubes.  Previous BTE approaches have also used various approximations, such as the 
RTA and the LWA, to simplify calculations.49-53  These approximations have led to 
inaccurate descriptions of the phonon thermal transport properties of graphene and 
SWNCTs and will be discussed in detail in Section 5.8.   
1.3.3 Ab initio approaches 
     Ab initio techniques have proven very accurate in reproducing various properties of 
well-studied systems and require no adjustable parameters.55,56  Thus, ab initio studies of 
the thermal transport properties of new systems are very attractive.  In the past, empirical 
potential models, like those used in this work, were developed with parameters that were 
adjusted to reproduce known experimental structural data of particular systems.  Ab initio 
approaches do not require extensive knowledge of a system to make predictions; these 
studies simply require the configuration of the atoms to be studied. 
     However, at present, there are serious restrictions to the ab initio studies of the 
thermal transport properties in complex systems.  These approaches require intense use of 
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computational power, while empirical potential models are designed to describe systems 
at relatively low computational cost, though with restricted accuracy and predictive 
power.  Phonon-phonon scattering is an important mechanism that limits the lattice 
thermal conductivity in most systems and requires knowledge of anharmonic interatomic 
force constants (IFCs).  While harmonic IFCs are easily obtained via ab initio methods, 
none of the standard packages have routines for determining anharmonic IFCs.  Methods 
for extracting these anharmonic IFCs have recently been reported, though only for 
systems with diamond cubic symmetries.56  The ab initio/BTE study reported by Ref. 56 
found excellent agreement with experimental data for the thermal conductivity of 
diamond over a wide range of temperatures, but thus far only systems with diamond 
symmetry have been studied in this way.  Other ab initio studies of anharmonic 
properties of phonons in SWCNTs and graphene have been reported, but to date no such 
calculations of the lattice thermal conductivities have been performed for SWCNTs or 
graphene.55,57 
1.3.4 Approach of this work 
     Here I develop a theory to describe the lattice thermal conductivities of SWCNTs, 
GNRs, and graphene using an exact solution of the Boltzmann transport equation that 
includes phonon scattering from boundaries, isotopic impurities, and phonon-phonon 
interactions.  The anharmonicity of the interatomic potential which leads to phonon-
phonon interactions is treated as a perturbation to the harmonic Hamiltonian of the 
crystal.  The quantum mechanical scattering rates are determined via Fermi’s Golden 
rule.  These scattering rates along with length-dependent boundary and isotopic impurity 
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scattering terms are built into the collisional term of the BTE.  Assuming a small 
temperature gradient, the BTE is linearized and exactly solved using an iterative 
procedure to determine the scattering times due to these elastic and inelastic processes, 
which are then used in the calculation of the thermal conductivity.   
     The helical symmetries of SWCNTs are exploited to efficiently describe the lattice 
dynamics and phonon-phonon scattering mechanisms in nanotubes.58-62  Rotational 
boundary conditions lead to an azimuthal conservation condition which greatly reduces 
the phase space for phonon-phonon scattering and makes possible numerical calculations 
on a wide variety of nanotubes.  This selection rule forbids third and fourth order 
umklapp scattering among only acoustic branches, a point which has been missed in the 
literature.  These umklapp processes are of particular importance because they are the 
only intrinsic scattering that can limit a thermal current in long nanotubes.  Without these 
umklapp processes the thermal conductivity would diverge.  The reflection symmetry of 
single-layer graphene leads to another selection rule.  The graphene selection rule makes 
possible large contributions to the thermal conductivity from quadratic, out-of-plane 
phonon modes which have been ignored in previous calculations.53,63   
2 Theory of low-dimensional thermal transport 
     The theory for thermal transport via the phonon Boltzmann transport equation and 
lattice thermal conductivity for lower-dimensional structures is outlined here.  
Specifically, the theory for transport in one dimension, as pertains to carbon nanotubes 
and nanoribbons, is discussed.  This discussion is then extended to include the theory for 
transport in two dimensions, as pertains to graphene. 
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2.1 Lattice thermal conductivity 
     The theoretical approach used in this work for describing the lattice thermal 
conductivity of SWCNTs (and GNRs) is presented here.  The lattice thermal conductivity 
is introduced in Section 2.1.1.  Lattice dynamics and the phonon description are discussed 
in Sections 2.1.2 and 2.1.3.  Various scattering mechanisms are then introduced in 
Section 2.1.4.  The phonon BTE in one dimension is developed in Sections 2.2.1-2.2.6.  
Modifications for the two-dimensional phonon BTE are discussed in Section 2.3.   
2.1.1 Thermal current 
     Application of a temperature gradient across a one-dimensional crystal induces a 
thermal energy current from hot to cold reservoirs.  The one-dimensional thermal current 
due to a flow of phonons induced by a temperature gradient is given by5: 
  ∑=
λ
λλλω nvhV
J bz
1
 (2-1) 
where j,q=λ  designates the phonon mode with wavevector, q , and polarization, j, λωbh  
is the phonon energy, λv  is the phonon velocity, hb=h/2π, and λn  is the distribution of 
phonons in mode λ .  V is the volume of the crystal.  For one-dimensional systems, as 
described here, the volume is ambiguous and is discussed in detail in Section 3.1.4.  For 
small temperature gradients, this thermal current is also given by Fourier’s law5: 
  
z
TJ z ∂
∂
−= κ  (2-2) 
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where Jz is proportional to the temperature gradient, zT ∂∂ , and κ  is the thermal 
conductivity.  The minus sign ensures that the thermal conductivity is a positive quantity.  
In this work, the axis of each nanotube is centered on the z-axis. 
     The thermal conductivity is an important measure of how well thermal energy is 
transported in the system.  This energy can be carried by electrons or lattice vibrations.  
The electronic contribution to the thermal conductivity is negligible for the temperatures 
considered here.6,7  Equating the thermal currents given by Eqns. 2-1 and 2-2 gives the 
following expression involving the lattice thermal conductivity: 
  ∑=∂
∂
−
λ
λλλωκ nvhVz
T
b
1
 (2-3) 
In the following sections a procedure is outlined in which the phonon distribution, λn , is 
expanded in powers of the temperature gradient.  Terms linear in the temperature gradient 
are equated on both sides of Eqn. 2-3 and λn  is written in terms of a phonon scattering 
time, λτ , which leads to the following expression for the lattice thermal conductivity
4,5: 
  λ
λ
λλ τκ ∑= 2
1
vC
V
 (2-4) 
where λC  is the mode specific heat, given by: 
  
( ) ( )1002
2
+= λλ
λ
λ
ω
nn
Tk
hC
B
b
 (2-5) 
and λω  is the phonon eigenfrequency, kB is Boltzmann’s constant, T is the temperature, 
and ( )110 −= xenλ  is the equilibrium Bose distribution function where Tkhx Bb λω= . 
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2.1.2 Harmonic approximation 
     The eigenfrequencies of the crystal are determined within the harmonic approximation 
of the crystal potential.  The full interatomic potential can be expanded in a Taylor series 
about equilibrium, termsorderhigherVVVVV    ...3210 ++++= , where 0V  is a constant that 
is set to zero, 1V  is zero when evaluated at equilibrium, and: 
                                ∑ ∑
′′
′′
′′∂∂
∂
=
κκ αβ
κ
β
κ
ακ
β
κ
αll
ll
ll uuuu
VV
,
2
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1
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 (2-6b) 
where, καlu  is the normalized atomic displacement of the thκ  atom in the thl  unit cell in 
the thα  Cartesian direction.4,5,64  All derivatives are evaluated at equilibrium and are also 
known as the interatomic force constants (IFCs).  The 2nd and 3rd order IFCs play a 
critical role in determining the thermal transport properties of the systems considered 
here: 
                       κ
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V2,
                     (2nd order IFCs) (2-7a) 
                       κ
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uuu
V3,,
       (3rd order IFCs) (2-7b) 
At equilibrium, the harmonic potential is the first non-trivial term square in the atomic 
displacements, 2VVharm = .  In describing non-interacting phonons, higher order terms are 
considered small and neglected.  The next highest term involving κκκαβγ
′′′′′′Φ lll ,,  will be 
treated as a perturbation to the harmonic phonons in Section 2.2.2. 
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     In the classical description of a harmonic crystal, there are 3N equations of motion for 
N atoms with 3 degrees of freedom, which can be written as: 
  κ
α
κ
α
κ l
harm
l
u
V
dt
ud
m
∂
∂
−=2
2
 (2-8) 
where κm  is the mass of the thκ  atom.  Plane wave solutions are found to the above 
equations: 
                                                     
( )til leu λωκλα
κ
α ε
−⋅= Rq  (2-9) 
where κλαε  is a polarization vector that characterizes the motion of the thκ  atom and lR  is 
the lattice vector for the thl  unit cell.  Due to lattice periodicity, an entire crystal can be 
mapped out from an original basis unit cell using a set of real-space lattice vectors, lR .  
Plugging in the above form for the atomic displacements into Eqn. 2-8 gives the typical 
eigenvalue equation: 
                                                     ( )∑
′
′=
κβ
κλ
β
κκ
αβ
κλ
αλ εεω qD
2
 (2-10) 
where ( )qκκαβ ′D  is called the dynamical matrix and is given by: 
                                           
( ) ∑
′
⋅′′
′
′ ′Φ=
l
il le
mm
D Rqq κκαβ
κκ
κκ
αβ
,01
 (2-11) 
For a given wavevector, q , the dynamical matrix is diagonalized to determine all of the 
normal mode frequencies, λω , and eigenvectors, κλαε .5,64  The dispersion relations, 
frequency dependence of the momentum, are determined within the first Brillouin zone 
(BZ).  Dispersion relations will be discussed in greater detail in Chap. 3 along with the 
discussion of empirical interatomic potentials.  There are N3  dispersion branches, or 
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polarizations, which can be fully described within the BZ due to the periodicity of the 
crystal.   
2.1.3 Phonons 
     In the harmonic quantum mechanical description of a crystal, the harmonic 
Hamiltonian of a system of atoms: 
                                    
( )
harm
l
l
harm V
m
pH += ∑
κα κ
κ
α
,
2
2
 (2-12) 
gives discrete energy levels corresponding to its eigenvalues.  Here, 2VVharm =  as given 
by Eqn. 2-6a.  This Hamiltonian describes a set of 3N independent oscillators near 
equilibrium.  Like the quantum theory for a single harmonic oscillator, the dynamics of 
this Hamiltonian can be simplified by casting it in terms of raising and lowering 
operators, ∗λaˆ  and λaˆ .  Here, ∗λaˆ  is the complex conjugate of λaˆ .  The momentum and 
displacements are cast into the following forms4,5,64: 
                                      
( )∗−⋅ −−= ∑ λλ
λ
κλ
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α εω aaeN
hmip libl ˆˆ
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 (2-13a) 
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 (2-13b) 
where N0 is the number of unit cells in the crystal.  Inserting Eqns. 2-13 into Eqn. 2-12 
and using the canonical commutation relations, [ ] κκαβκβκα δδ ′′′′ = llbll ihpu ,,  which leads to 
[ ] λλλλ δ ′∗′ =aa ˆ,ˆ , simplifies the structure of the Hamiltonian: 
                                             λ
λ
λλ ωbharm haaH  2
1
ˆˆ∑ 




 += ∗  (2-14)  
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     The total energy of this set of non-interacting quantum harmonic oscillators is: 
                                                   ∑ 




 +=
λ
λλ ωbhnE  2
1
 (2-15)  
where λn  is an integer occupation number for the normal mode, λ .  The set of λn  
describes the eigenstate of the system.  The raising and lowering operators act on a 
particular state of the harmonic system in the following ways: 
                                                     1)1(ˆ ++=∗ λλλλ nnna  (2-16a) 
                                                     1ˆ −= λλλλ nnna   (2-16b) 
essentially increasing or decreasing the occupations of particular normal modes. 
     These normal modes of the harmonic crystal are called phonons, which are just quanta 
of the lattice displacement field, or lattice waves.  Thus, λn  gives the number of phonons 
with a given momentum, q , in branch, j. 
2.1.4 Scattering mechanisms 
     Alone, the harmonic approximation characterizes non-interacting phonons and thus 
cannot account for thermal expansion or accurately describe thermal conduction in a 
crystal.  In order to accurately describe lattice thermal conduction, phonon scattering 
mechanisms which limit heat transport, such as phonon-phonon interactions, boundary 
scattering, and impurity scattering should be accounted for. 
     Phonon-phonon interactions provide the only intrinsic thermal resistance in a crystal 
that cannot be eliminated by making larger, purer samples.  This interaction arises from 
the anharmonic terms in the expansion of the crystal potential.  As atoms deviate 
significantly from their equilibrium positions they sample the anharmonicity of the 
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interatomic potential.  The lowest order anharmonicity, from three-phonon processes, is 
treated as a perturbation to the harmonic approximation of the crystal.  Phonon-phonon 
scattering processes can be characterized as normal (N) or umklapp (U) processes 
depending on whether or not they conserve momentum.  N processes involve all three 
phonons within the first BZ and strictly conserve momentum.  U processes involve 
interactions between phonons resulting in a phonon outside of the first BZ which is then 
“folded” back in via a reciprocal lattice vector.  These processes do not strictly conserve 
momentum and are of particular importance because they provide the only resistance to a 
thermal current.  N processes redistribute the phonon occupations, but leave the overall 
phonon momentum unchanged thus providing no overall resistance to a current.4,5   
     The three-phonon scattering mechanism is difficult to characterize via the full phonon 
BTE and thus leads to the use of various approximations such as the RTA and the LWA.  
Full quantum mechanical three-phonon scattering processes without these 
approximations are considered in this work, Section 2.2.2.  The deficiencies of the above-
mentioned approximations in relation to the full calculation are discussed in Section 5.8.     
     Scattering of phonons also occurs at crystal boundaries and interfaces with other 
components.  In CNTs and graphene this scattering is important because some of the 
acoustic phonons tend to have very large MFPs, on the order of micrometers, which are 
comparable to typical experimental nanotube lengths and graphene flake dimensions.  
Thus, a model for describing this scattering mechanism is developed in Section 2.2.4. 
     In one-dimensional systems scattering from structural defects and impurities may 
become important even at low concentrations due to the confined nature of the transport.  
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An important scattering mechanism in diamond and other semiconductors, which is 
expected to play a significant role in SWCNTs and graphene, arises from isotopic 
impurities.9,21,22 A small abundance of C13 (1.1%) in C12 (98.9%) is found in naturally 
occurring carbon systems and has been shown to have a significant effect on the thermal 
conductivity of diamond at moderate temperatures where the weak umklapp scattering 
plays a lesser role.  The thermal conductivity of naturally occurring diamond 
(C12~98.9%, C13~1.1%) near room temperature is nearly 50% less than isotopically 
enriched diamond (C12~99.9%, C13~0.1%).9  The same kind of behavior occurs in silicon 
and germanium.22,65,66  A theoretical model for isotopic impurity scattering is developed 
in Section 2.2.5 and the results obtained for SWCNTs and graphene are discussed in 
Section 5.4. 
2.2 Boltzmann transport equation  
     Application of a thermal gradient across a system drives the distribution of phonons 
from equilibrium.  The phonon Boltzmann transport equation is employed to determine 
the distribution of phonons, λn , which can then be related to the phonon lifetimes which 
are needed to calculate the thermal conductivity in Eqn. 2-4.   
     The one-dimensional BTE is4: 
                                                    
lcollisionat
n
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=
∂
∂
∂
∂ λλ
λ   (2-17) 
where λn  is the non-equilibrium phonon distribution.  The left-hand side of this equation 
is the phonon drift term induced by the applied thermal gradient and the right-hand side is 
the collisional term arising from scattering of the phonons.  This represents steady-state 
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transport and a balance of the driven current by the scattering mechanisms.  In turning off 
the temperature gradient, the system relaxes to equilibrium and there is no thermal 
transport.  A gradient drives the phonon population from equilibrium and thus leads to 
transport of thermal energy.  
2.2.1 Phonon-phonon interactions 
     The phonon-phonon scattering mechanism arises from the anharmonic terms in the 
perturbative expansion of the interatomic potential: 
            termsorderhigheruuu
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  (2-18) 
The first term in Eqn. 2-18, 3V , corresponding to three-phonon processes, is the most 
important anharmonic term because it has the greatest strength.54  Three-phonon 
scattering processes must obey the following conditions: 
  λλλ ωωω ′′′ =±  (2-19a) 
  Gqqq +′′=′±  (2-19b) 
conservation of energy and conservation of crystal momentum.  Once again, λω  is the 
frequency of mode ),( jq=λ , q  is the wavevector, j is the branch index, and G   is a 
reciprocal lattice vector.  The reciprocal lattice vector is chosen so that phonon q ′′  is 
“folded” back into the first Brillouin zone.  0=G  corresponds to N processes and 0≠G  
corresponds to U processes.4  Figure 2.1 depicts diagrams for possible three-phonon 
processes which satisfy the conservation conditions (the reverse of each process is also 
possible).   
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                                        (a)                                                 (b) 
Figure 2.1 Allowed three-phonon scattering processes given energy 
and momentum conservation.  
 
 
Each scattering process has the effect of redistributing the phonon occupation numbers.  
For instance, in process (a) both λn  and λ ′n  decrease by one while λ ′′n  increases by one; 
the opposite is true for the reverse process.  
     The phonon scattering rates from three-phonon interactions are determined using 
quantum mechanical perturbation theory which leads to Fermi’s Golden Rule: 
                                  ( )fi
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π
λλλ
2
3
2
  (2-20) 
where i and f correspond to the initial and final states for the phonon distributions and the 
delta function ensures that energy is conserved in the process.4,5,64,67  The scattering rates 
due to processes (a), (b) and their reverses contribute to phonon scattering and thus enter 
into the collisional term in the BTE: 
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where the factors 1/2 are introduced to avoid double counting of indistinguishable 
processes where λ′  and λ ′′  switch places and do not change the phonon distributions.5 
λ
λ′
λ ′′ λ
λ′
λ ′′
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     As an example, the calculation of the matrix element due to process (a) is shown here: 
 ( )( )( ) ( )λλλλλλλλλλλλ ωωωδ
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a hhhnnnVnnn
h
W 23
)( 1112  (2-22) 
The anharmonic perturbation, V3, has eight combinations of raising and lowering 
operators that come from the displacement operators, κα
λu .  These operators get 
sandwiched between the initial and final phonon states and only three combinations, for 
this particular process, give non-zero matrix elements: 
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This is the expanded form of V3 with displacement operators from Eqn. 2-13b plugged in 
and: 
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which contains the third-order IFCs.  Addition of a reciprocal lattice vector leaves the 
potential unchanged; this translational invariance has been exploited to eliminate the sum 
over l  in Eqn. 2-24.  Using Eqns. 2-16, the raising and lowering operators act on the 
phonon states in Eqn. 2-22 and lead to scattering matrix elements and corresponding 
collisional term for all three-phonon scattering processes: 
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where )),(,( λλλλλλ ′′′±−−Φ=Φ± ′′′  and ),( jq−=− λ .  This collisional term arising from 
three-phonon scattering processes depends on the non-equilibrium distribution functions, 
λn , of all three phonons.  The requirement that this collisional term is zero when the 
system is in equilibrium leads to the following conditions: 
                                        ( )( ) ( )1   1 1 000000 +=++ ′′′′′′ λλλλλλ nnnnnn  (2-26a) 
                                        ( ) ( )( )1 1   1 000000 ++=+ ′′′′′′ λλλλλλ nnnnnn  (2-26b) 
which are used to simplify the form of Eqn. 2-24 in the following section. 
2.2.2 Linearizing BTE 
     Assuming a small temperature gradient, the non-equilibrium distribution function, λn , 
is given as the equilibrium distribution function, 0λn , plus a small correction linear in the 
gradient, 10 λλλ nnn += .47-49  This correction term is represented as: 
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where TkB/1=β  and λF  is a measure of deviation from equilibrium for mode λ .  This 
form for the non-equilibrium distribution function is plugged into the collisional term, 
Eqn. 2-25, and the phonon drift term in Eqn. 2-17.  Terms linear in the temperature 
gradient are equated on either side of the phonon BTE.  After some combination of terms, 
use of the equilibrium conditions, Eqns. 2-26, and some algebra, the BTE can be written 
as: 
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where diffusive and collisional terms linear in the temperature gradient have been 
equated and:   
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The left-hand side of the BTE was already linear in the gradient and thus only depends on 
the equilibrium distribution of mode λ .  The three-phonon scattering terms on the left-
hand side are inelastic processes which depend on the distribution of phonons λ ′  and 
λ ′′ .  The sums over λ ′  and λ ′′  are restricted to the combination of phonons that satisfy 
the conservation conditions of Eqns. 2-19.  The solution of this equation and its relation 
to the phonon lifetimes, λτ , that enter the calculation of the thermal conductivity are 
discussed in Section 2.2.6.  Thus far, only the intrinsic three-phonon scattering processes 
have been incorporated into the Boltmann transport equation.  In the following sections 
the boundary and impurity scattering mechanisms, which also enter the BTE, are 
discussed. 
2.2.3 Boundary scattering and the ballistic limit 
 
     Boundary scattering in SWCNTs, GNRs, and graphene is of particular importance 
because the mean free paths of the low energy acoustic phonons are comparable with 
experimental system sizes and thus travel ballistically.11-13,33,49-53  In SWCNTs and GNRs 
phonons scatter at the ends of the nanotubes and ribbons attached to thermal reservoirs.  
Graphene is considered to have infinite width and finite length in the transport direction.  
For very long nanotubes and large graphene sheets, on the order of centimeters, scattering 
is dominated by phonon-phonon interactions, diffusive regime.  For very short SWCNTs 
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and small graphene sheets, sub-micrometer, boundary scattering is dominant, ballistic 
regime.  The interplay of these scattering mechanisms is important for characterizing the 
length-dependent behavior of the thermal conductivities in the intermediate regime.   
     The boundary scattering time, bλτ , used to give length dependence to this theory is 
given the following form49: 
                                                           
λ
λτ
v
Lb
2
=  (2-30) 
where L is the system length and λv  is the phonon velocity.  When 0→L , phonons 
travel without phonon-phonon interactions and bλτ  becomes the dominant scattering time, 
b
λλ ττ = .  Thus Eqn. 2-4 becomes: 
                                                      ∑=
λ
λλκ LvCVb 2
1
 (2-31) 
The lengths of SWCNTs are taken sufficiently long so that the quantized wave vectors, q, 
can be considered continuous.  Thus the sum in Eqn. 2-31 can be converted into: 
                                                  ∑∫=
j
b dq
LvCL
V 22
1 λλ
π
κ  (2-32) 
where the integral for wavevector, q, is taken over the first BZ, j is the branch index, and 
the prefactor, L/2π, accounts for the density of states.  This term correctly reproduces the 
ballistic limit in the Landauer formalism for one-dimensional ballistic transport described 
next.68,69 
     For the case where nanotube lengths are shorter than the mean free paths determined 
by phonon-phonon scattering, phonons travel ballistically and can be described within the 
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Landauer formalism.  The Landauer energy flux for phonons traveling ballistically 
between two temperature reservoirs (hot and cold) in a SWCNT is: 
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where 0
, iTnλ  are the Bose distribution functions for the phonons emitted from the hot and 
cold reservoirs and λζ  is a mode dependent transition probability that depends on the 
reservoir contacts.  Assuming no contact resistance, 1=λζ , and the regime of linear 
response, ( ) 2/CHCH TTTTT +≡<<− , the ballistic thermal conductivity is given by: 
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where 0λn  is evaluated at temperature, T.  Upon insertion of Eqn. 2-35 into Eqn. 2-34 and 
rearranging some variables, Eqns. 2-32 and 2-34 are identical.  The length-dependent 
scattering time, bλτ , correctly reproduces the ballistic limit for 0→L . 
     In this ballistic regime and for very small temperatures, only the four acoustic modes 
in a SWCNT contribute significantly to the thermal conductivity due to the distribution 
function, 0λn .  The acoustic modes each contribute a single quantum of thermal 
conductivity given by69: 
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An SWCNT of any chirality with very short length at extremely low temperatures has a 
thermal conductivity of Qκ4  corresponding to the four acoustic branches.  As the 
temperature is increased low energy optic modes also contribute and as the length 
increases the three-phonon scattering plays a more significant role.  
2.2.4 Isotopic impurity scattering 
     Phonons traveling in a crystal lattice can also scatter from mass differences within the 
lattice.  Randomly distributed isotopic impurities provide this mass variance.  For carbon-
based materials, crystals are composed of C12 atoms with C13 impurity atoms of 1.1% 
natural abundance randomly interspersed throughout the lattice. 
     The mass difference due to isotopic impurity atoms is treated as a perturbation to the 
harmonic Hamiltonian of the crystal.4,15,16,47,48  The perturbation does not act through the 
interatomic potential as in phonon-phonon interactions discussed in the Section 2.2.2, but 
through the momentum term in Eqn. 2-12.  This mass difference perturbation leads to the 
following scattering rates for isotopic impurities from Fermi’s golden:   
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where N0 is the number of unit cells, mi is the mass of the ith isotope, mavg is the average 
mass per carbon atom, and fi is the concentration of the ith isotope.  This expression is 
general for any dimensional system. 
2.2.5 Full BTE and iterative solution 
     Including three-phonon, boundary, and impurity scattering into the collisional term, 
the full, linearized, one-dimensional phonon BTE has the following form47: 
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Equation 2-38 can be recast into the following deceptively simple form48: 
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Equation 2-39 represents a set of coupled, self-consistent, integral equations that are 
solved iteratively to determine the deviation from equilibrium, λF , for each phonon 
mode.  These are related to the corresponding scattering times which are used in the 
calculation of the thermal conductivity by the following equation47,48: 
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To find the zeroth order solution to the BTE, λ ′F  and λ ′′F  are set equal to zero, in which 
case 0λλ FF = .  Since the scattering times for this zeroth order case do not depend on the 
distributions of the other phonons involved this is a relaxation time approximation which 
involves both N and U processes.  This, however, is not the full solution to the BTE, 
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which requires that phonon scattering times depend explicitly on the distributions of all 
other phonon modes. 
     The iterative procedure to obtain the full solution of the BTE begins by substituting 
the functions 0λF  into λF∆ .  The λ ′F  and λ ′′F  are not typically on the grid points used in 
the calculation and thus are linearly interpolated between points.  This determines a new 
set of λF .  These are then plugged back into λF∆  to once again determine another set of 
λF .  Upon each iteration the corresponding scattering times and thermal conductivity is 
calculated.  When the thermal conductivity for iteration m+1 is equal to that for iteration 
m then a full solution to the BTE has been found and the exact thermal conductivity is 
determined. 
     The competition of the different scattering mechanisms in determining the solution to 
the BTE provides rich length and temperature dependent behaviors to the thermal 
conductivities in these carbon-based systems.  The effects of different scattering 
mechanisms in determining the thermal conductivities can also be isolated and explored 
separately by leaving various terms out of the BTE.  For instance, most of the 
calculations in this work consider defect-free SWCNTs and graphene in which the 
impurity scattering is not included.   
2.3 Two-dimensional transport 
     Extending the theory for one-dimensional thermal transport described above to two 
dimensions for studying graphene is straightforward.  The derivation and structure of the 
equations and terms described for one-dimensional transport is nearly the same, 
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therefore, only significant differences for two-dimensional transport will be highlighted 
in this section. 
     The thermal conductivity in Eqn. 2-4 cannot be described by a single constant for a 
two-dimensional system, but by a 22×  matrix, αβκ , where α  and β  correspond to 
Cartesian components in the plane of the system.  The thermal current and corresponding 
thermal conductivity are given by the following equations: 
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     The phonon BTE gets slightly altered because some of the terms pick up Cartesian 
subscipts: 
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where the phonon velocity, αλv , and the temperature gradient have directional 
dependence.  The interatomic force constants and scattering rates derived from Fermi’s 
golden rule remain unaltered.  However, the functions, αλF , 0αλF  and αλτ , in Eqns. 2-
38:41 pick up directional dependence through the phonon velocity terms.  Now the BTE 
can be cast as separate equations to determine each component of the thermal 
conductivity tensor, αβκ .   
     As far as the theory presented here for the thermal transport of these lower-
dimensional carbon-based systems, these are the only differences.  However, when 
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converting the various sums of phonon wavevectors into integrals (for example Eqn. 2-4) 
the density-of-state prefactors are different.  Other dimensional-dependent differences 
between SWCNTs and graphene will be discussed later. 
3 Empirical interatomic potentials 
 
     The BTE approach for calculating the thermal conductivities of SWCNTs, graphene, 
and GNRs requires second and third order interatomic force constants (IFCs) as inputs.  
The second order IFCs are essential for calculating the phonon specific heats, velocities, 
dispersion, and phase space for scattering events.  The third order IFCs are needed for 
calculating the scattering strengths of the three-phonon scattering processes.  The IFCs 
have been determined using Tersoff and Brenner empirical interatomic potentials, which 
have both been widely used to study various carbon-based systems.34-41,70-73 
     In this chapter, the various symmetries and geometries of SWCNTs, graphene, and 
GNRs will be discussed because the atomic configurations directly affect the IFCs.  The 
forms of the Tersoff and Brenner potentials and how they describe carbon systems will 
then be discussed.42-45  The strengths and weaknesses of each potential will also be 
discussed and then a procedure for changing the empirical parameters in order to better fit 
relevant experimental data sets will be outlined.  New parameter sets will be introduced 
and compared to the original parameter sets.    
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3.1 Geometries and symmetries of carbon-based systems 
3.1.1 Graphite and graphene 
     Graphite is a bulk system composed of layers of carbon atoms.  The atoms within 
layers are arranged in hexagonal patterns with strong sp2 binding, while the binding 
between layers is very weak.  The interatomic spacing is a0~1.42 Å, while the interlayer 
separation is δ ~3.35 Å.  This property leads to easy cleavage of the graphite planes and 
thus useful in today’s pencil technology.  Similar to diamond, graphite has a high in-
plane thermal conductivity.  Unlike diamond, the transport properties of graphite are 
highly anisotropic.24,25  Due to the weak coupling between the layers of carbon atoms, the 
out-of-plane thermal conductivity is much less than the in-plane thermal conductivity.   
     Graphene is simply a single layer of graphite which maintains the same in-plane 
hexagonal symmetry.  The two-dimensional unit cell for graphene contains two atoms 
with the same interatomic spacing as in-plane graphite.  The entire crystal can be mapped 
from this two-atom unit cell using the following basis vectors74,75: 
 01 )2
3
,
2
3( a×=a    (3-1a) 
 02 )2
3
,
2
3( a×−=a    (3-1b) 
where 0a  is the equilibrium interatomic spacing between carbon atoms.  The real-space 
lattice vector that designates the thl  unit cell is a linear combination of the basis vectors, 
21 aaR mnl += , where n and m are integers.  These basis vectors are also directly related 
to the chiral vector that defines types of SWCNTs in the next section.  The calculations 
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considered in this work assume that graphene has infinite width and finite length in the 
transport direction.  The thickness of the layer of carbon atoms is an ill-defined quantity 
which shows up in the calculation of the thermal conductivity through the volume factor.  
This thickness ambiguity will be discussed in Section 3.1.4.    
    The first Brillouin zone, reciprocal space unit cell, of graphene is two-dimensional and 
         
Figure 3.1 First Brillouin zone of graphene is designated by thick 
lines.  The reciprocal lattice vectors and high-symmetry 
points are labeled.   
 
has hexagonal symmetry just like the real-space unit cell, though rotated by 90º (see 
Figure 3.1).74,75   
The reciprocal space lattice vectors, related to the real space lattice vectors, are given by: 
Γ
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Due to the periodicity of the graphene crystal, many of the thermal transport properties 
can be analyzed within this first BZ.  In this work, we consider thermal transport in the 
high-symmetry directions of graphene.  The phonon frequencies, velocities, and 
eigenvectors have a weak directional dependence which may affect calculations of the 
thermal conductivities in the different directions.76  The high-symmetry directions in 
graphene also correspond to the different symmetries of achiral SWCNTs described in 
the next section.   
3.1.2 Single-walled carbon nanotubes (SWCNTs) 
     A SWCNT is a sheet of graphene rolled into a cylinder.  SWCNTs can be formed of 
varying lengths and an infinite number of atomic configurations.  The diameter and 
atomic configuration of a SWCNT is determined by how the tube is rolled up and can be 
uniquely characterized by a single chiral vector.  Length, diameter, and chirality can all 
vary and affect the thermal transport properties of these systems. 
     All SWCNTs can be characterized by a chiral vector denoted by a pair of indices 
( )21,nn  corresponding to the graphene lattice vector, 2211 aac nn += , that wraps around 
the circumference of the nanotube.74,75  Here 1a  and 2a  are the basis vectors for the two-
atom unit cell of graphene given by Eqns. 3-1.  The chiral indices ( )21,nn  uniquely 
identify the SWCNT and thus the atomic configuration of the nanotube (see Fig. 3.2).   
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Figure 3.2 Shown are the chiral vectors for a zig-zag (6,0) SWCNT 
(red arrow) and an armchair (3,3) SWCNT (green arrow).  
Dashed lines designate the corresponding nanotube axes.  
Also shown are the graphene lattice vectors, 1a  and 2a . 
 
The carbon-carbon distance, 0a , is also relevant in determining various geometric 
properties.  In graphene, a0~1.42 Å, which is modified in relaxed nanotube structures and 
will be discussed in more detail in Section 3.1.5.  Typically, the basis unit cell, or 
translational unit cell, is the smallest section of the SWCNT that when using a one-
dimensional lattice vector can build the entire nanotube, latl maR = , where m is an integer, 
l  designates the unit cell, and alat is the translational lattice constant given in Table 3.1. 
     Nanotubes are often lumped into three groups depending on the chiral indices:  
armchair, zig-zag, and chiral.  Zig-zag nanotubes, (n,0), make a zig-zag pattern around 
(6,0) 
(3,3) 
1a  
2a  
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the nanotube circumference, while armchair nanotubes, (n,n),  make an armchair pattern.  
Zig-zag and armchair nanotubes are achiral because they have no screw axis and have 
horizontal and reflection symmetries.  Chiral nanotubes, (n1,n2≠[n1,0]), lack these 
symmetries and tend to have very large translational units cells with complicated phonon 
dispersions which makes theoretical calculations of their transport properties difficult.  
For instance, a (10,10) SWCNT has 40 atoms in its translational unit cell which 
corresponds to 120 phonon branches, while a (5,4) SWCNT has 244 atoms and 732 
phonon branches.  The following is a table of the nanotube diameter, d, the translational 
lattice constant, alat, and the number of atoms in the translational unit cell, Nlat, for the 
three kinds of SWCNTs74: 
 type d (Å) alat (Å) Nlat 
zig-zag (n,0) 
π
03na
 03a  n4  
armchair (n,n) 
π
03na
 03a  n4  
chiral (n1,n2) 
π
03 aN
 χgcd
03
n
aN
 
χgcd
4
n
N
 
 
Table 3.1 SWCNT type with corresponding diameter, d, 
translational lattice constant, alat, and number of atoms in 
the translational unit cell, Nlat.   
 
 
These properties are determined by the chiral indices and the carbon-carbon separation.  
Here, ngcd is the greatest common divisor of n1 and n2, 222121 nnnnN ++= , and 3=χ  if 
( ) gcd21 3/ nnn −  is integer and 1=χ  otherwise.  Note that all terms and equations 
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associated with the chiral nanotubes reduce to those for the achiral nanotubes when 
inserting n appropriately. 
     Using the symmetries of the SWCNT, all atomic positions of the crystal lattice can be 
mapped from one carbon atom at position 000r  whose position in cylindrical coordinates 
is74:  
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 Φ= 00000 ,,2
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r  (3-3a) 
 ( ) Nnn 22 210 +×=Φ π  (3-3b) 
 ( ) Nnnaz 22100 −×=  (3-3c) 
All other atoms in the translational unit cell are mapped from this original atom via screw 
operators.  The atomic positions are given by: 
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where 1,0=u , 1,....1,0 gcd −= ns , ,...2,1,0 ±±=t .  For a single translational unit cell 
1/2,...2,1,0 gcd −+±±= χnNt .  In Eqn. 3-4, g is the number of two-atom unit cells in the 
translational unit cell, 2/latNg = , and w arises from screw axis operations and is given 
by the following rather cumbersome expression: 
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where Fr[x] is the fractional part of the rational number x and [ ]yϕ  is the Euler function. 
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     The first BZ for SWCNTs is a series of 2/latN  evenly spaced lines corresponding to 
quantization of the phonon momenta around the circumference of the nanotube (see Fig. 
3.3).74,75                        
 
                                  (a)                                                                                 (b) 
            
 
Figure 3.3 Shown are the Brillouin zones for (a) an armchair (6,6) 
SWCNT and (b) a zig-zag (6,0) SWCNT.  Each BZ 
consists of 12 evenly spaced lines corresponding to 
quantization of the wavevector about the tube axis.  The 
hexagons are the graphene unit cell.  Transport is in the 
vertical direction. 
 
SWCNT lengths are considered sufficiently long, such that the translational wavevector, 
q, is continuous and lies between 
latlat a
q
a
ππ
≤≤− .  As nanotube diameters increase, the 
number of lines in the first BZ increases and their separation decreases, becoming nearly 
continuous for large-diameter SWCNTs.   
3.1.3 Graphene nanoribbons (GNRs) 
     GNRs are sheets of graphene with a finite, rather small width, W.  In this work, 
graphene is considered to have infinite width perpendicular to the transport direction and 
03a
π
03
2
a
π
03a
π
03
2
a
π
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finite length, L, in the transport direction.  GNRs, however, are considered with both 
finite width and finite length.  The aspect ratio, length to width, is taken to be large, such 
that quantization effects do not occur in the transport direction, but are important along 
the width perpendicular to the transport.  In this work, periodic boundary conditions are 
applied such that the atomic displacement pattern on one edge of the sheet is equal to that 
on the opposite edge.  These boundary conditions lead to quantized momenta 
perpendicular to the transport direction much like the quantization that occurs in 
SWCNTs around the tube circumference.  Periodic boundary conditions are unphysical, 
but provide a more direct comparison of calculations of transport behavior between 
SWCNTs and their two-dimensional counterparts. 
     Similar to SWCNTs, nanoribbons are characterized by the same chiral vector with 
indices ( )21,nn , discussed in the previous section.  However, this chiral vector goes from 
edge to edge across the width of the ribbon as opposed to around the tube circumference.  
Also like the SWCNTs, the nanoribbons are classified as zig-zag, armchair, or chiral 
according to their edge pattern (see Fig. 3.4).72,77  An ( )nn,  zig-zag nanoribbon 
corresponds to an ( )nn,  armchair nanotube, simply cut along one side and flattened out. 
     For achiral GNRs, the first BZ is a series of 2n evenly spaced lines corresponding to 
quantization of the phonon momenta along the width of the ribbon exactly as the first BZ 
for SWCNTs in Fig. 3.3.  Each line is just a slice through the two-dimensional BZ of  
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                                            (a)                                                  (b) 
Figure 3.4 Shown are the patterns for (a) zig-zag (2,2) GNR and (b) 
armchair (3,0) GNR.  The black arrows designate the 
chiral vectors.  The blue lines designate the edge pattern 
which classify the GNRs and the red lines designate the 
corresponding SWCNT patterns (a) armchair SWCNT 
and (b) zig-zag SWCNT. 
 
graphene with a one-dimensional, translational wavevector  
latlat a
q
a
ππ
≤≤−  where alat is 
the same translational lattice constant as SWCNTs.  The lattice constant for zig-zag 
(armchair) GNRs is 03a  ( 03a ).  The width of zig-zag (armchair) GNRs is 03na  
( 03na ) corresponding to the circumference of the armchair (zig-zag) SWCNT with the 
same chiral index, n.77    
3.1.4 Volume of SWCNTs, graphene, and GNRs 
     The volume factor, V, that shows up in calculations of the lattice thermal 
conductivities is ambiguous for lower-dimensional structures, so it will receive some 
transport 
direction 
zig-zag 
  edge 
armchair 
    edge 
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special consideration here.  In bulk, three-dimensional crystals V is an easily defined 
quantity which can often be determined by measuring the three dimensions of the crystal, 
zyx LLLV ××= .  In SWCNTs the volume is defined as ALV ×=  where the nanotube 
length, L, multiplies the cross-sectional area, A.  The cross-sectional area is defined as 
δπ dA  =  where d is the diameter of the nanotube and δ  is the thickness of the nanotube 
wall (see Figure 3.5).  
 
Figure 3.5 A single-walled carbon nanotube with diameter, d , and 
wall-thickness, δ .  The wall consists of a single layer of 
carbon atoms.   
 
In SWCNTs the wall consists of a single layer of atoms whose thickness is ambiguous.  
There are many different values for δ  in the literature and entire papers devoted to 
determining this wall thickness.35,48,49,78,79  The most prevalent value given for this 
thickness, and the value used in this work, is 35.3=δ Å, or the graphite interlayer 
separation.  This value is used to better compare with MWCNTs where a nanotube 
thickness is better defined and δ  is the separation between layered nanotubes.  
Regardless, when comparing theoretical and experimental results for the thermal 
conductivities of SWCNTs, care is taken to make sure that the same cross-sectional area 
is used. 
δ  
d 
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     This same ambiguity occurs for graphene and GNRs where ALV ×= , and the cross-
sectional area is defined as δ×=WA  where W is the width of the graphene sheet and δ  
the same thickness of the single atomic layer of carbon atoms as described above.   
3.1.5 Atomic relaxation 
     The initial locations of the carbon atoms in each SWCNT considered are given by 
Eqns. 3-3 and 3-4.  However, modifications to these atomic positions are necessary in 
order to minimize the total energy of the system given a particular model for the 
interatomic potential.36,42-45,48  The minimum energy configuration deviates slightly from 
the above equations by relaxing in the nanotube axial direction.  This deviation becomes 
less and less significant as the nanotube radii increase.   
     Given a particular description for the interatomic potential, the minimum energy 
configuration is found by exploring a space of three parameters, a0, 1ε , and 2ε , that 
modify Eqns. 3-3 and 3-4.  The nearest neighbor equilibrium carbon distance, a0, is one 
parameter that is adjusted to find the minimum energy configuration and can be 
compared with experiments and other theoretical models.  Typically, a0, or the related 
lattice constant, is used in determining the parameters that go into an empirical potential.  
However, the potentials used in this work were not designed explicitly for use with 
SWCNTs so a0 provides a reasonable check for how well each potential describes 
nanotubes.  The parameters 1ε  and 2ε  modify z0 and alat to change the bond lengths along 
the axis of the nanotube in the following way: 
 010 zz ×→ ε  (3-6a) 
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When 121 == εε , z0 and alat have the same form as in Section 3.1.2.  For each SWCNT 
and potential model considered, these parameters are adjusted to obtain the stable, 
minimum energy configuration of the lattice.  For nanotubes with large diameters, 1ε  and 
2ε  approach one and a0 approaches the carbon-carbon distance in graphene. 
     The atomic relaxation of graphene and GNRs for a given potential simply involves the 
spacing of nearest-neighbor carbon atoms, a0.  Symmetry prevents varying bond lengths 
in these systems, thus only a0 is varied in order to minimize the energy of the two-
dimensional atomic configurations.  
3.2 Potentials 
     The phonon transport theory described in Chap. 2 and the numerical algorithms for 
calculating the thermal conductivities developed in this work apply to SWCNTs, 
graphene, and GNRs with any description for the interatomic potential.  With the 
theoretical framework and numerical codes developed, the calculation simply requires 
interatomic force constants (2nd and 3rd IFCs) as inputs.  The Tersoff and Brenner 
empirical potentials are considered in this work because they are widely used in MD 
simulations and other descriptions of carbon structures.  These potentials also maintain 
the proper nanotube symmetries that other potentials fail to capture, such as quadratic 
flexure modes in lower-dimensional carbon structures.  
     Accurate force constant models have been developed to describe dispersion relations 
in graphite, graphene, and SWCNTs.  These models use sets of adjustable parameters to 
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accurately fit experimental phonon eigenfrequencies, however, they do not describe the 
potential of the interacting atoms.  An accurate potential description is required in this 
calculation so that anharmonic IFCs may be calculated to characterize phonon-phonon 
interactions. 
3.2.1 Calculating IFCs 
     Once a carbon structure’s minimum energy configuration is determined for a 
particular potential model, as outlined in Section 3.1.5, the 2nd and 3rd order IFCs can be 
obtained.  These IFCs, as given by Eqns. 2-5, are determined for κ  and κ ′  in the starting 
unit cell by taking numerical second and third order derivatives.  A numerical derivative 
is determined in the following way: 
 
x
VV
u
V xx
l ∆
−
=
∂
∂ ∆−∆
2κα
 (3-7) 
by perturbing the thκ  atom in the thl  unit cell in the thα  direction a distance x∆  and 
determining the change to the potential energy, xV∆ .  The distance, x∆ , is taken to be 
sufficiently small to ensure an accurate evaluation of the derivative and the sensitivity of 
the IFCs to changes in x∆  are examined.  For 2nd and 3rd order IFCs, this numerical 
technique works well and has been tested against other methods which use symbolic 
derivatives of the potential models. 
3.2.2 Tersoff model 
     For most of this research, I have chosen to work with the Tersoff model for the 
interatomic potential which has been used previously to describe carbon-based and 
silicon-based systems.42,43  The Tersoff model is a convenient, short-range, bond-order, 
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empirical potential which is often used in molecular dynamics (MD) simulations.  The 
convenience of this potential, especially for simulations, comes from its rather simple, 
analytical form and the very short-range of interaction, ~2.1 Å.  For carbon-based 
systems, the Tersoff model has nine parameters (listed in Table 3.2) that were fit 
primarily to the cohesive energies of diamond and graphite, the lattice constant of 
diamond, and the bulk modulus of diamond. 
     The analytical form for the pair-potential, Vij, of the Tersoff model from Ref. 42 is 
given by the following functions: 
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where rij is the distance between atoms i and j, Aijf  and Rijf  are competing attractive and 
repulsive pair-wise terms and Cijf  is a cut-off term which ensures only nearest neighbor 
interactions.  The term, aij, is a range-limiting term on the repulsive potential that for 
most carbon-based uses of the Tersoff potential is equal to one.  The bond angle term, bij, 
depends on the local coordination of atoms around atom i and the angle between atoms i, 
j, and k: 
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where ijkθ  is the angle between atoms i, j, k.  This bond angle term makes the Tersoff 
model different from purely central potentials which cannot accurately describe the 
strong covalent bonding that occurs in carbon systems.  This angle-dependent term also 
allows for description of carbon systems that bond in different geometries, such as 
tetrahedrally-bonded diamond and the 120° tri-bonded graphene.  The following table 
lists the original set of parameters given in Ref. 42: 
                                         eVA  6.1393=          eVB  74.346=  
                                         
1
1  4879.3 −= Åλ        12  2119.2 −= Åλ  
                                         
1
3  0000.0
−= Åλ         0000.0=α  
                                         72751.0=n              0.38049=c  
                                         3484.4=d               57058.0−=h  
                                         ÅR  95.1=               ÅD  15.0=  
                                         
71.5724 −10×=β  
Table 3.2 Parameters for the Tersoff potential for carbon-based 
systems given in Ref. 42.  Nine parameters are considered 
adjustable; 3λ  and α  are not used and R and D 
determine the cut-off distance. 
 
 
     Given the cut-off in the Tersoff model, a single carbon atom interacts with its three 
nearest neighbors and its six second-nearest neighbors in graphene and SWCNTs.  This 
short-range for interaction makes this model convenient to use and cuts down on the 
numerical effort needed to make calculations.  However, this limited range also leads to 
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some problems in describing the phonon dispersions which are discussed in Section 
3.2.5. 
3.2.3 Brenner model 
     Like the Tersoff model, the Brenner model is an empirical, short-range, bond-order 
potential that describes covalent bonding in carbon structures.44,45  However, this 
potential was developed to model the structural and dynamical properties of a wider 
range of hydrocarbons and solid state carbon materials, particularly for use with MD 
simulations.  The Brenner model is based directly on the Tersoff model but has additional 
terms and parameters which allow it to better describe various chemical reactions in 
hydrocarbons and include nonlocal effects.  Many of the finer features of the Brenner 
potential are not utilized in this work, such as hydrogen inclusions, defect formation, and 
binding of various radicals.  For the most part, perfect, solid-state carbon systems are 
considered here.   
     The second-generation Brenner potential for solid-state carbon structures is given by 
the following functions44,45: 
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where, once again, rij is the distance between atoms i and j, Aijf  and Rijf  are competing 
attractive and repulsive pair-wise terms and Cijf  is a cut-off term which ensures only 
nearest neighbor interactions. The bond angle term, ijb , is given by: 
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where πσ −ijb  depends on the local coordination of atoms around atom i and the angle 
between atoms i, j, and k, ijkθ .  This function is symmetric for the structures considered 
in this work, πσπσ −− = jiij bb .  The coefficients, iβ , in the bond-bending spline function, gijk, 
were fit to various experimental data for graphite and diamond and are listed in Table 3.3.  
The term, RCijΠ , accounts for various radical energetics, such as vacancies, which are not 
considered here, thus, this term is taken to be zero.  The term, DHijb , is a dihedral bending 
function that depends on the local conjugation and is zero for diamond but important for 
describing graphene and SWCNTs.  This dihedral function involves third nearest-
neighbor atoms and is given by45, 73: 
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where T0 is a parameter described below, Cijf  is the cut-off function, Eqn. 3-10d, and 
ijklΘ  is the dihedral angle of four atoms and is given by: 
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where jikη  and ijlη  are unit vectors normal to the triangles formed by the atoms given by 
the subscripts, ijr  is the vector from atom i to atom j, and ijkθ  is the angle between the 
atoms i, j, and k.  The original parameters and spline coeffecients, iβ , for the Brenner 
potential are listed in Table 3.3.45 
                                         eVA  544162170.10953=       eVB  79197798.12388 1 =  
                                         eVB  95674064650.17 2 =        eVB  0650.714932083 3 =  
                                         
1
 5957465390606.4 −= Åα      11  7204523127.4 −= Åλ  
                                         
1
2  4332132499.1 −= Åλ             3826912506.1 13 −= Åλ  
                                         ÅQ  8333134602960.0 =         ÅR  2.0 =              
                                         ÅD  7.1 =                               00809675.0 0 −=T  
 
                                         573360.70727724 0 =β            848355.67743584 1 =β  
                                         7747224.0970187 2 =β            5991657.5918319 3 =β  
                                         0278671.8828700 4 =β            7342136.27886065 =β  
 
Table 3.3 Parameters for the Brenner potential for solid-state 
carbon-based structures given in Ref. 45.  Also listed are 
the coefficients for the fifth-order polynomial spline, gijk.  
 
     Some of the main differences when compared to the Tersoff model are the Brenner 
potential includes:  extra exponential terms and parameters in the attractive pair-wise 
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term, a screened Coulomb term in the repulsive pair-wise term, a fifth-order polynomial 
spline between bond orders for diamond and graphite, and a dihedral bending term which 
plays a role in SWCNTs and graphene. 
3.2.4 Other descriptions 
     There are many other models used to describe various aspects of carbon-based 
systems, some of which we have done preliminary work with including the Mahan force 
constant model,80 the Saito force constant model,75 and the Tewary-Yang potential 
model.81 
     Force constant models have the advantage of fitting phonon dispersions very well, 
especially when comparing to the experimental dispersion of graphite in the case of the 
Saito model.  These models set a number of nearest neighbors to be used and have the 2nd 
order IFCs as adjustable parameters which are fit to neutron scattering data of the 
dispersion.  Though these force constant models can be good for analyzing various 
aspects of SWCNTs and graphene they cannot be used for studying phonon-phonon 
interactions because the anharmonicity of the crystals are not considered.  In order to 
study anharmonic effects in these lower-dimensional, carbon-based systems, a full 
description of the interatomic potential is required so that anharmonic IFCs can be 
generated.   
     A relatively new Tewary-Yang interatomic potential shows some promise with regard 
to being a full potential description which also fits experimental dispersion data for 
graphite very well.81  This potential is modeled after the Brenner potential though with a 
slightly different form, some different parameters, and is expanded to include more 
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neighbors which may be important for fitting all of the phonon modes in graphite well.  
Though promising for future study in SWCNTs and graphene, this potential is unstable 
for large atomic displacements so may not represent the anharmonic IFCs well since 
atoms must displace more to sample the anharmonicities of the crystal potential.82   
3.2.5 Parameter optimization 
     The Tersoff and Brenner empirical parameters were primarily chosen to describe 
structural properties of bulk graphite and diamond.  The parameters were not chosen to fit 
phonon dispersions or anharmonic experimental data such as mode Grüneisen parameters 
and linear expansion coefficients.  Also, these parameters were not chosen to model the 
various lower-dimensional carbon structures that are described in this work; however, 
there is hope that they will be transferable to these systems.  With this in mind, I have 
undertaken the challenge of optimizing the various parameters of the Tersoff and Brenner 
models in order to retain the fits to the existing structural data, but also better fit the 
phonon dispersion and better describe anharmonic effects in SWCNTs and graphene. 
     As done in Ref. 8 to find better parameter sets for the adiabatic bond charge model for 
various bulk semiconductors, a 2χ  minimization procedure is implemented for these 
potential models.  A numerical algorithm is developed to minimize 2χ  which is a 
function of the adjustable parameters and experimental data.83 
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Here, expη  are experimental parameters used in the fitting process, iη  are the 
corresponding values given by the model, and iζ  are a weighting factors that determine 
the relative importance of iη  in the fitting procedure.   
     In minimizing 2χ , the experimental parameters, expη , given the most weight are the 
zone-center acoustic velocities and phonon frequencies of graphite.   Experimental data 
for graphene and SWCNTs are not readily available.  Thus, the parameters are optimized 
to fit properties of graphite since theses structures share many of the same symmetries.  
In fact, the interlayer separation of graphite, δ =3.35Å, is large and the interactions 
between layers is weak so that the phonon dispersion of graphene is expected to be nearly 
the same as the in-plane dispersion of graphite.  Most significance is attached to fitting 
the phonon velocities and frequencies because of the important roles they play in thermal 
transport calculations.  Other structural properties of graphite and diamond were also 
included in the minimization procedure, but were given lesser weight.   
     Applying this minimization procedure to the Tersoff model demonstrates that simple 
adjustment of the h parameter associated with the bond angle term provides vast 
improvement to the optical dispersion, while also improving the fit to the transverse 
acoustic (TA) zone-center velocity.  Adjustment of the B parameter associated with the 
strength of the attractive term is required to retain a decent fit to the experimental lattice 
constants for both graphite and diamond.  Simple adjustment of the h parameter and the 
angular function, gijk, in Eqn. 3-9c was also shown to significantly improve the Tersoff 
model’s fits to anharmonic properties and thermal conductivity of bulk silicon.47,84  
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     A slightly different approach is taken to optimize the Brenner model to better fit the 
phonon spectrum of graphite.  The Brenner potential includes a dihedral bonding term, 
not included in the Tersoff model, which plays a role in graphene systems.  The dihedral 
term, Eqn. 3-12, has a single adjustable parameter, T0, which was determined by fitting 
the lattice constant of a hypothetical three-dimensional, hexagonal system whose dihedral 
bond angles are π/2.85  Adjusting this parameter alone simply alters the out-of-plane 
acoustic and optic (ZA and ZO) modes in graphite, leaving the other phonon modes 
unaltered and having no effect on diamond since T0 is zero for the tetrahedral 
configuration.  This parameter is adjusted to better fit the phonon frequencies for the ZA 
branch in graphite as opposed to fitting the hypothetical system in Ref. 85. 
     The six coefficients, iβ , in the fifth-order polynomial spline used to represent the 
bond-bending term in the Brenner model also allow for an adjustable freedom not 
available in the Tersoff potential.  The coefficients for the function given in Eqn. 3-11c 
for the bond bending term, gijk, were originally determined by setting the values of the 
function and its second derivatives at 109°and 120° (corresponding to diamond and 
graphite bond angles) to match various experimental data points.45  The coefficients, iβ , 
are then determined from these values.  These coefficients pin down the spline and its 
derivatives at the bond angles for diamond and graphite and the function is interpolated 
between these angles.  Thus, they can be adjusted to separately fit experimental data for 
graphite, while leaving the representation for diamond unaltered.    The bond angles for 
SWCNTs, though close to graphite, fall between these two structures and thus depend on 
both.  A note, as nanotube radii grow large, this bond angle approaches that of graphite. 
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     In determining the original Brenner coefficients, the values of gijk for the two angles 
were found by fitting the lattice constants and minimum energies.  The second derivatives 
of gijk were determined to best fit the elastic constants, c11, in each of these systems.  The 
first derivatives gijk were chosen to simply eliminate spurious oscillations of the spline fit 
for other angles.   
     The parameter optimization of the Brenner potential is restricted to T0 and iβ  to avoid 
significantly altering fits to the extensive structural experimental data sets.  The values 
for gijk at 109° and 120° are tweaked slightly to better fit the given experimental lattice 
constants for diamond and graphite.  The values for the second derivatives of gijk in these 
systems are adjusted to better fit the zone-center acoustic velocities and corresponding 
phonon frequencies.  The first derivatives of gijk are adjusted in order to increase values 
of the thermal conductivities of SWCNTs, though, with little room for adjustment.  Upon 
plotting the fifth order polynomial spline given by the original coefficients versus the 
optimized coefficients no visual difference can be seen.  However, these small changes 
become obvious when comparing the corresponding phonon dispersions in graphene.  
These changes also affect the calculated thermal conductivities of SWCNTs and 
graphene because the 3rd order IFCs are sensitive to the form of the potential. 
     The optimized parameters for both the Tersoff and Brenner empirical potentials are 
listed in Table 3.4.  Unaltered parameters are not listed.  These parameters provide 
improved fits to experimental phonon acoustic velocities and frequencies without 
significantly altering fits to other structural data. 
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Tersoff 
                                                 930.0−=h            eVB  30.04 =  
Brenner 
                                                 0165.0 0 −=T  
                                                 0.0000 0 =β          3.1822-  1 =β  
                                                 19.9928-  2 =β      51.4108-  3 =β  
                                                 61.9925-  4 =β     29.0523- 5 =β  
 
Table 3.4 Optimized parameters and coefficients for the Tersoff and 
Brenner potentials.  All parameters not listed are 
unaltered from the original sets.  
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Figure 3.6 Phonon dispersion for graphene as given by the Tersoff 
model for high symmetry directions.  Black lines 
correspond to original parameter set, green lines 
correspond to optimized parameter set.  Blue circles (red 
triangles) are experimental data points for graphite from 
Ref. 86 (Ref. 87). 
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The phonon dispersion for graphene as given by the Tersoff (Brenner) model is shown in 
Fig. 3.6 (Fig. 3.7) with the corresponding experimental dispersion for graphite.86,87  In 
each figure the green (black) lines correspond to the optimized (original) parameter sets.   
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Figure 3.7 Phonon dispersion for graphene as given by the Brenner 
model for high symmetry directions.  Black lines 
correspond to original parameter set, green lines 
correspond to optimized parameter set.  Blue circles (red 
triangles) are experimental data points for graphite from 
Ref. 86 (Ref. 87). 
 
 
     The original set of parameters from Ref. 42 for the Tersoff potential give a value for 
the zone-center TA velocity that overshoots experiment, while giving values for the 
quadratic ZA mode frequencies that undershoot experiment.  The most obvious failure of 
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the Tersoff model in describing the phonon dispersion of graphite is the wildly large 
values for the highest optical branches as seen in Fig. 3.6.  Experimentally, the Γ -point, 
in-plane optic modes are degenerate with values ~300 THz, while the Tersoff potential 
gives values ~470 THz, a discrepancy of nearly 40%.  The Tersoff model using the 
optimized parameter set more accurately describes the optic dispersion while providing a 
decent fit to the acoustic velocities and phonon frequencies.  However, fitting these 
parameters cost the fit to the experimental dispersion for the out-of-plane ZO mode.  The 
inability to simultaneously fit the acoustic mode dispersion and all of the optic modes 
may be a direct consequence of the Tersoff potential’s short range, only including second 
nearest neighbors.  Tewary and Yang showed a better fit to the phonon dispersion in 
graphite using an expanded potential with a range to fourth nearest neighbors.81 
     The original set of Brenner parameters from Reference 45, while providing a much 
better description of the Γ -point, in-plane optic modes, ~315 THz, does a poor job of 
representing the zone-center velocities for all of the acoustic modes.  The Brenner model 
with the original parameters underscores the velocities of the TA mode by 30% and the 
longitudinal acoustic (LA) mode by 12% while missing the ZA mode dispersion by as 
much as 20%.  The optimized parameter set does a better job at fitting the zone-center 
acoustic velocities and most of the experimental acoustic dispersion data.  Once again, 
this set does not do as well at fitting the optic dispersion which is most likely a 
consequence of the short range of the potential. 
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     Table 3.5 is a list of some experimental structural properties and acoustic velocities of 
graphite and diamond compared with those given by the Tersoff and Brenner models 
using both the original and optimized parameter sets. 
 
aReference 88. 
bFrom dispersion Ref. 87.  
cReference 89. 
dReference 90. 
 
Table 3.5 Some structural parameters and acoustic phonon 
velocities for graphite and diamond as given by the 
Tersoff/Brenner models using original and optimized 
parameter sets as compared to experiment.  
 
 
Not surprisingly, for both the Tersoff and Brenner models the optimized parameter sets 
provide better agreement with zone-center acoustic phonon velocities in graphite since 
these were included as fitting parameters.  For the Tersoff model the optimized parameter 
set gives better agreement to the lattice constant of graphite but gives less agreement to 
the diamond parameters.  For the Brenner model the optimized parameters still fit the 
structural data for diamond because the fitting procedure described above leaves diamond 
unaltered. 
 Experiment Tersoff 
original 
Tersoff 
optimized 
Brenner 
original
 
Brenner 
optimized 
alat (Å) (gra) 2.459a 2.530 2.492 2.460 2.460 
vTA (m/s) (gra) 14920b 18274 14926 10641 12968 
vLA (m/s) (gra) 21819b 24002 21833 19388 20763 
Ecoh (eV) (gra) -7.374c -7.396 -7.978 -7.395 -7.401 
alat (Å) (dia) 3.567d 3.566 3.645 3.566 3.567 
Ecoh (eV) (dia) -7.349c -7.371 -6.537 -7.370 -7.361 
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4 Phonon modes and symmetries 
     In this chapter, important and interesting features of the phonon modes of SWCNTs 
and graphene will be discussed and compared.  Due to the unique and complicated 
dispersion relations in these systems, determination of the phase space for phonon-
phonon scattering is a great numerical challenge.  This has led to the use of many 
simplified models and approximations which fail to describe the lattice thermal 
conductivities accurately.    An efficient lattice dynamical description of SWCNTs which 
exploits helical symmetries will be developed and a selection rule for three-phonon 
scattering will be introduced.  This efficient description and corresponding selection rule 
make possible numerical calculations of the transport properties of SWCNTs that have 
not been previously done.  A new selection rule for three-phonon scattering processes in 
graphene which arises from the reflection symmetry of the flat sheet is introduced.   
4.1 Phonons in graphene 
4.1.1 Phonon dispersion 
     Phonon dispersion relations play a significant role in characterizing the phonon 
thermal transport properties of a given system.  The phonon dispersion determines the 
phonon frequencies, λω , the velocities, λv , the mode specific heat, λC , and the phase 
space for phonon-phonon scattering which helps determine the behavior of the phonon 
scattering times, λτ .  All of these terms are important for characterizing thermal 
conductivities.  For this reason, optimizing the dispersive fits to neutron scattering data in 
the previous chapter was a crucial part of this work.  Characterizing and understanding 
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some of the roles of the phonon dispersion in determining the phonon scattering 
mechanisms in graphene is the goal of this section. 
     Once a set of 2nd order IFCs for the starting unit cell are generated from a particular 
model of the interatomic potential the phonon dispersion can be obtained.  For graphene, 
given a particular two-dimensional phonon momentum, q , a 6x6 dynamical matrix, Eqns. 
2-8 and 2-9, can be constructed and diagonalized to generate the corresponding six 
eigenfrequencies and eigenvectors.  There are six phonon branches corresponding to the 
two atoms in the unit cell, each having three degrees of freedom.  Since crystals are 
systems of periodically arranged atoms, most of the crystal dynamics can be obtained 
using information from the first Brillouin zone.  The properties within this first BZ are 
then repeated throughout the crystal.  The phonon dispersion can be calculated at any 
point within this two-dimensional first BZ, however, plots of the dispersion, as well as 
frequencies obtained experimentally, are typically depicted in the high-symmetry 
directions (see Figs. 3.6 and 3.7).          
     Phonon branches are characterized by their zone-center behaviors.  Acoustic phonon 
modes have the property that as the wave vector, q , approaches zero the corresponding 
frequency, λω  also approaches zero.  At 0=q , these acoustic modes correspond to rigid 
translations of the entire crystal.4,5,91  On the other hand, optic phonon modes have finite 
frequency as the wave vector approaches zero.  The phonon modes are given these names 
because the former typically corresponds to the velocity of sound in the system and can 
be excited with low energies, while the latter is typically excited by interactions with 
higher energy optical photons.  Various phonon branches play different roles in 
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determining the lattice thermal conductivity.  The main heat carriers are near zone-center 
acoustic phonons because they tend to be thermally excited and typically have the highest 
velocities.  Optic phonons do not carry heat as well; however, they provide an important 
scattering channel for the acoustic phonons.  In larger-radius SWCNTs, many of the optic 
phonons have low frequencies and contribute significantly to heat conduction.   
     In typical, bulk semiconducting systems such as diamond, silicon, etc., there are three 
acoustic branches and three optic branches.18,19  Both acoustic and optic branches consist 
of two transverse phonon branches and a longitudinal phonon branch.  The atoms 
displace perpendicular to the direction of propagation of the wave for tranverse modes, 
while the atoms displace with the direction of propagation for the longitudinal modes.  
All of the acoustic phonon branches have linear dispersion at the zone center.   
     In graphite and graphene, there are also three acoustic branches and three optic 
branches.  The LA branch with linear dispersion has the highest phonon velocity.  
However, only a single TA branch with linear dispersion exists due to the lowered 
dimensionality of these systems (phonons tend to propagate in-plane in graphite).  There 
is also a single flexure ZA branch which tends to zero frequency as 0→q  in graphene, 
which corresponds to atomic motion out-of-plane and has quadratic dispersion near the 
BZ center, as seen in Figure 4.1.  This quadratic dispersion leads to many fundamentally 
different results in the behavior of transport in these systems when compared to those 
which have only linear acoustic modes.  Similarly, graphite and graphene have 
longitudinal (LO) and transverse (TO) optic branches with high frequencies.  They also 
have a lower-energy, out-of-plane ZO optic branch. 
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Figure 4.1 Acoustic phonon dispersion at the Brillouin zone center 
for graphene.     
 
 
     The normalized eigenvectors calculated from the dynamical matrix correspond to the 
atomic displacements of the different phonon modes and play an important role in 
determining the three-phonon scattering matrix elements.  Graphene lies in the x-y plane 
and the eigenvectors at the Γ -point are purely real and have the forms listed in Table 4.1. 
Away from the Γ -point, these eigenvectors can become complex and the atoms can 
oscillate in different directions; the modes can become mixed.  In graphene, however, the 
in-plane modes (LA, TA, LO, and TO) have zero-components for the z-direction and the 
out-of-plane modes (ZA and ZO) have zero-components for the x,y-directions throughout 
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the entire BZ.  This arises from the reflection symmetry of the interatomic potential on 
the z-axis which decouples the in-plane and out-of-plane modes.  
 
mode eigenvector oscillation mode eigenvector oscillation 
LA (x,0,0,x,0,0) in-phase LO (x,0,0,-x,0,0) out-of-phase 
TA (0,y,0,0,y,0) in-phase TO (0,y,0,0,-y,0) out-of-phase 
ZA (0,0,z,0,0,z) in-phase ZO (0,0,z,0,0,-z) out-of-phase 
 
Table  4.1 Forms for the eigenvectors of each phonon branch at the 
Γ -point in graphene.     
 
4.1.2 Phase space for phonon-phonon scattering 
     The phase space available for three-phonon scattering processes subject to the 
conservation of energy and conservation of crystal momentum is of particular importance 
in calculations of thermal conductivities.8  Determining the phase space of a particular 
system is one of the great numerical challenges of these transport calculations.  If the 
phase space available for three-phonon scattering (particularly umklapp scattering) is 
small the phonon lifetimes tend to be large and thus contribute more to the thermal 
conductivity, while a large phase space for scattering tends to drastically reduce the 
phonon lifetimes so that they contribute little and the thermal conductivity is poor.  
Figure 4.2 is a plot of the room temperature thermal conductivities of various bulk 
semiconductors versus their calculated, normalized phase space for three-phonon 
scattering processes as given in Ref. 8.   
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Figure 4.2 Three-phonon scattering phase space versus 
measured lattice thermal conductivity at T=300K for 
a host of bulk semiconductors.  The line is just to 
guide the eye.  
 
This plot demonstrates that the thermal conductivities are inversely related to the phase 
spaces which can be good relative indicators of the thermal conductivities in different 
materials.    
     The relationship of the three-phonon scattering phase space with the lattice thermal 
conductivity of graphene will be discussed here.  In order to calculate the thermal 
conductivity of graphene, the sum in Eqn. 2-4 is approximated by an integral: 
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 (4-1) 
where the prefactor contains the cross-sectional area, A, of the sheet of carbon atoms.  
This integral is numerically calculated using a fine mesh of gaussian quadrature points in 
the positive quadrant of the first BZ in reciprocal space.  Symmetries of the graphene 
system are used to account for the rest of the BZ in the calculations.  For each gaussian 
grid point and phonon mode, ),( jq=λ , all possible scattering events involving phonon 
modes ),( j′′=′ qλ  and ),( j ′′′′=′′ qλ  which conserve energy and crystal momentum are 
found and tabulated, determining the phase space for three-phonon scattering.  A 
numerical algorithm has been developed which for a particular set of phonon momenta 
and branches xq , yq , xq′ , j , j′ , and j ′′  divides the first BZ into tiny segments for yq′ .  
Momentum conservation determines xq ′′  and the algorithm searches for segments that 
bracket a root that satisfies energy conservation.  A linear bisection routine is then used to 
find the yq′  and yq ′′  that conserve energy to within a small numerical threshold.  All roots 
for N and U scattering processes are found and all of the relevant information needed for 
the iteration process is stored for every grid point and every mode λ .   
     Depending on the density of gaussian grid points and the number of phonon branches, 
often millions of N and U processes which satisfy the conservation conditions are found.  
The calculation of this phase space is the numerical bottleneck in determining the thermal 
conductivities of these systems (in particular larger SWCNTs) due to the time spent 
diagonalizing matices to determine the frequencies and eigenvectors and the amount of 
memory required to store the information needed in the iteration process. 
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     In graphene, the phase space for U scattering is particularly small which leads to very 
little resistance to an induced thermal current.  Without much resistance, the thermal 
conductivity in this system tends to be very high.  Weak umklapp scattering leads to RTA 
calculations that give a poor representation of the transport properties in graphene.    
4.1.3 Graphene selection rule 
     As alluded to in Section 4.1.1, symmetries of the phonon eigenvectors lead to an 
important selection rule that helps determine the behavior of the lattice thermal 
conductivity in graphene.  Only scattering events with an even multiple of out-of-plane 
(ZA and ZO) modes have non-zero three-phonon scattering matrix elements and thus 
contribute to thermal resistance.  Those events that satisfy energy and momentum 
conservation yet do not satisfy the above condition have scattering strengths that are zero. 
This occurs because of the reflection symmetry of the interatomic potential, V(z)=V(-z), 
perpendicular to the plane of the graphene lattice.  Each term in the expansion of the 
potential must respect this symmetry.  In particular, only pairs of out-of-plane 
displacement operators, κlzu , can enter the 3rd order term, V3, given by Eqn. 2-6b in order 
to respect this symmetry since κκ l zlz uu −−=  .  This leads to the graphene selection rule 
above.  The in-plane modes can scatter with either:  a) two in-plane modes or b) two out-
of-plane modes.  This leads to a total of 20 possible scattering channels.  By contrast, the 
out-of-plane modes can only scatter with one out-of-plane mode and one in-plane mode 
leading to only 8 possible scattering channels.  This selection rule severely limits the 
phase space for three-phonon scattering of the flexure ZA modes in graphene. 
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     This has some very important consequences that are missed by models using various 
approximations, including RTA and LWA, which do not respect this selection rule.  The 
ZA modes are neglected in a previous model, which uses RTA and LWA, because they 
have high mode Gruneisen parameters and zone-center velocities that tend to zero which 
suppress their contributions to the total thermal conductivity.53  However, the above 
selection rule provides very stringent restrictions to the phase space for scattering of 
phonons in the ZA modes.  Since the number of scattering processes is small, leading to 
little umklapp resistance, these modes actually contribute the majority of the total lattice 
thermal conductivity in graphene.  This point was missed in Ref. 53 because the LWA 
does not account for the symmetries of the 3rd order term in the interatomic potential. 
4.1.4 Phonons in GNRs 
     The phonon dispersion for GNRs is just like that for graphene with the exception that 
instead of having continuous wavevectors in a two-dimensional space, the wavevectors 
are quantized by the finite width and continous only in the translational direction.  Each 
zig-zag or armchair GNR has a one-dimensional first BZ with 12n phonon branches 
where n is designated by the chiral vector for the GNR (see Section 3.1.3).72,77  Each 
phonon branch corresponds to one of the j=1-6 branches for a given slice, qy, through the 
two-dimensional BZ in graphene.  As in graphene, GNRs have three acoustic modes 
which correspond to a slice through the Γ -point:  a linear TA mode, a linear LA mode, 
and a single quadratic ZA mode.  The rest of the branches, 12n-3, correspond to optic 
modes in GNRs. 
 
                                                             69
4.2 Phonons in SWCNTs 
     Just like graphene, once a set of 2nd order IFCs for the starting unit cell are generated 
the phonon dispersion for SWCNTs can be obtained.  Unlike graphene which has a two-
atom unit cell which leads to a total of six phonon branches, achiral SWCNTs ((n,0) and 
(n,n) nanotubes) have n×4  atoms in their translational unit cells leading to n×12  total 
phonon branches.  Chiral SWCNTs have even more branches.  The determination of the 
phase space for phonon-phonon scattering in the spaghetti dispersion of large or chiral 
SWCNTs is computationally difficult using the translational unit cell scheme.  Therefore, 
a new scheme (Sect. 4.2.2) is developed which exploits the helical symmetries of the 
nanotubes in describing the lattice dynamics.  This description leads to a selection rule 
for phonon-phonon scattering in SWCNTs (Sect. 4.2.3) which makes possible 
calculations of the thermal conductivities of large-diameter and chiral nanotubes.  
4.2.1 Phonon dispersion 
     Before introducing the lattice dynamical model that exploits the symmetries of 
nanotubes, the general properties of the phonon dispersion is discussed.  The dispersion 
relations for SWCNTs can be determined by constructing and diagonalizing the 
dynamical matrices for a given one-dimensional wave vector, q, within the first BZ, 
latlat a
q
a
ππ
≤≤− , to determine the eigenfrequencies for the 3Nlat phonon branches.74    
     Of the numerous phonon branches, four correspond to acoustic branches and 3Nlat-4 
correspond to optic branches.  Acoustic branches approach zero frequency as 0→q  and 
correspond to rigid translations or rotations about the nanotube axis at 0=q .58,91  There 
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are two acoustic branches with linear dispersion near the BZ center, longitudinal (L) and 
torsional (T) branches.  These branches correspond to a rigid translation along the 
nanotube axis (L) and a rigid rotation about the axis (T).  There are also two flexure (F) 
branches which have quadratic dispersion near the BZ center and are degenerate in 
achiral SWCNTs.  These branches correspond to rigid translations perpendicular to the 
nanotube axis.  Of the optic branches, the radial breathing (RB) mode has special 
importance in identifying the radii of experimentally grown CNTs.  This is a low-energy 
branch that is Raman active and corresponds to all of the atoms in the translational unit 
cell moving radially in phase.74,75  The motions of the atoms at the BZ center for each 
mode are depicted in Figure 4.3. 
                    
Figure 4.3 Atomic displacement patterns for the longitudinal (L) 
branch, the torsional (T) branch, a flexure (F) branch, and 
the radial breathing (RB) branch. 
L F 
T RB 
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     The horizontal and vertical reflection symmetries in achiral SWCNTs lead to double 
degeneracy of most of the phonon branches including the flexure branches.  In fact, all 
but 12 of the branches are doubly degenerate in every achiral nanotube.75  In chiral 
nanotubes the reflection symmetries are not present and thus the degeneracy of the 
phonon branches is lifted.  More properties of the phonon branches, especially in relation 
to graphene, will be discussed in subsequent sections.  
4.2.2 Helical symmetries/lattice dynamics 
     The lattice dynamics of a SWCNT can be described using either a translational unit 
cell, with many atoms, or a two-atom unit cell with appropriately applied screw 
operators; both are equivalent.58-62  In the translational unit cell scheme, the SWCNT is 
treated like a one-dimensional system.  The basic building block of the crystal is a full 
section of tube.  This section wraps all the way around the circumference and has a 
length, alat, which is the translational lattice constant.  The entire SWCNT is built from 
this translational unit cell using one-dimensional lattice vectors.  The phonon momenta 
are also strictly one-dimensional in this description.  The unit cells typically have very 
large numbers of atoms which leads to large, unwieldy dynamical matrices that are 
difficult to diagonalize without much computational effort.   
     The symmetry based approach divides the translational unit cell into smaller two-atom 
unit cells and treats the SWCNT like a tubular, two-dimensional crystal.  Figure 4.4 
demonstrates the difference between the translational unit cell and the two-atom unit cell. 
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The two-atom scheme has the same translational lattice constant, but has two-
dimensional lattice vectors that map out the crystal from a basis two-atom unit cell.   
                              
Figure 4.4 The translational unit cell compared with two-atom unit 
cells used in describing the dynamics of SWCNTs. 
 
The phonons have the same translational momenta but are described by an additional 
quantum number for the rotational degree of freedom around the nanotube circumference.  
As opposed to the translational unit cell scheme where there is one, often very large, 
dynamical matrix, the two-atom scheme has Nlat/2 6x6 dynamical matrices.  The new 
rotational freedom leads to the same number of phonon branches in the dispersion, but 
smaller dynamical matrices.  The descriptions are equivalent, however, the smaller 
dynamical matrices for the two-atom scheme makes for easier calculations. 
     Here I will discuss the lattice dynamics in SWCNTs of the two-atom unit cell scheme 
described above, closely following the work of Popov, Van Doren, and Balkanski.58,59  
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An entire nanotube can be mapped out using an original two-atom unit cell and screw 
operators.  A screw operator rotates a position vector through an angle θ  and translates 
along the tube axis a distance z.  All two-atom unit cells are labeled by two integers 
( )21, lll =  which characterizes the mapping by successive rotation operators, lSαβ , and 
translation operators, lT , from the original unit cell and designates the location of each 
cell. 
     The normalized atomic displacements in Eqn. 2-9 take on a slightly different form in 
this scheme: 
                                          
( )tlill eS
m
u ωβκ
β
αβ
κ
κ
α ε
−⋅∑= qq1  (4-2) 
where qβκε  is the normalized eigenvector for the 
thκ  atom in the starting unit cell, κm  is 
the mass of the thκ  atom, ),( 21 qq=q  is a two-dimensional wave vector on the surface of 
the nanotube, and α  and β  are Cartesian components.58  These atomic displacements are 
subject to translational periodicity and rotational boundary conditions which lead to the 
following constraints on the wave vector, q : 
 lnqnq  22211 π=+  (4-3a) 
 qNqNq =+ 2211  (4-3b) 
where l is an integer, N1 and N2 define the primitive translation vector of the nanotube, 
and q is a one-dimensional translational wave vector.  The two-dimensional wave vector 
can be given in terms of these new quantum numbers, ),( lq=q , which arise from the 
                                                             74
translational and rotational conditions above.58  For sufficiently long nanotubes, q is 
taken to be continuous. 
     Plugging this form for the atomic displacements into Eqn. 2-8 gives the following 
eigenvalue equation: 
                                           ( ) λκβ
κβ
κκ
αβ
λ
ακλ εεω ′
′
′∑= qD2  (4-4) 
where ),,( jlq=λ  now represents a phonon mode with quantum numbers q and l in 
branch j, and the dynamical matrix, )(qκκαβ ′D , is given by: 
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where ),( lll zθ=R  is the lattice vector for the thl  unit cell with lθ  and lz  specifying the 
coordinates around the nanotube axis and along the axis respectively.58  The second-order 
IFCs, κκαβ
′′Φ ll , , are given by: 
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 (4-6) 
Given quantum numbers ( )lq,  the dynamical matrix is a 6x6 matrix representing the 
dynamics for the two atoms in the unit cell each with three degrees of freedom.  Each 
dynamical matrix can be diagonalized to give the eigenfrequencies and the six-
component, normalized eigenvectors for the six phonon branches, j.  There are Nlat/2 
quantum numbers, 4/,...1,0 latNl +±= , which label each unit cell within the translational 
cell of the nanotube.  Figure 4.5 is the full phonon dispersion (120 branches, 66 of which 
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are degenerate) for a (10,0) SWCNT as given by the Tersoff potential in the positive half 
of the first BZ.     
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Figure 4.5 Phonon dispersion for a (10,0) SWCNT in the positive 
first BZ as given by the Tersoff potential using the 
original parameter set.  The red lines designate 0=l  
modes and green lines designate 1±=l  modes. 
 
The red lines correspond to the six branches with 0=l  and the green lines correspond to 
the 1±=l  branches.  The same phonon dispersion can be reproduced using the 
translational unit cell scheme, though, without branches being labeled by the quantum 
number, l.     
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4.2.3 SWCNT selection rule 
     An azimuthal conservation condition arises out of the above dynamics.  This condition 
greatly reduces the phase space for phonon scattering and has huge consequences for 
umklapp scattering of acoustic phonons.  The three-phonon matrix element which enters 
the scattering rates, λλλ ′′′W , as given in Eqn. 2-24, takes on the following form using the 
Popov dynamics48: 
                              ∑ ∑
′′′′′′
′′′′
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′′−±
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−′′′′′′
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±
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where the normalized eigenvectors are: 
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Here, λβκε  is the β
th
 component of the eigenvector connected to the κ th atom in the 
starting unit cell and λ→−λ  signifies complex conjugation of the eigenvectors for 
which  q →−q, and l →−l.  The two-component vector, ),( GlG=G , is composed of the 
one-dimensional reciprocal lattice vector associated with the translational periodicity, 
latamG /2 π= , with integer, m, and lG  is an integer defined below.   
     The delta-function in Eqn. 4-7 enforces momentum selection rules for three-phonon 
scattering in SWCNTs that are presented in the first two equations below along, with the 
energy conservation condition required for each three-phonon process:  
 Gqqq +′′=′±  (4-9a) 
 ( ) [ ]2/mod latG Nllll +′′=′±  (4-9b) 
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 λλλ ωωω ′′′ =±  (4-9c)  
nlG ±= ,0  for achiral nanotubes and plG ±= ,0  for chiral tubes.  The [ ]2/mod latN  
ensures that ( )Gll +′′  stays between 14/ +− latN  and 4/latN .48  The term p is defined by 
the cumbersome expression: 
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where the functions and terms have been defined in Section 3.1.2.  Note that p reduces to 
np =  for achiral SWCNTs.  For normal scattering processes 0== Glm .  For umklapp 
processes 0≠m  and plG ±= .
74
  The quantum numbers l are not strictly conserved in 
umklapp processes.  
     The azimuthal conservation condition, Eqn. 4-9b, drastically restricts the phase space 
for phonon-phonon scattering beyond just translational momentum and energy 
conservation.  Given λ  and λ′  in the translational unit cell scheme, q ′′  is determined; 
however, every phonon branch must be searched through in order to find points that also 
satisfy the energy conservation condition.  In the two-atom unit cell scheme, both q ′′  and 
l ′′  are determined so only six phonon branches need to be searched through no matter the 
size or chirality of the nanotube.  This amounts to a great computational savings 
especially for large-diameter and chiral SWCNTs where the number of phonon branches 
becomes unmanageable otherwise.  As an example, consider searching for three-phonon 
scattering processes in a (10,0) SWCNT in which two phonons in each of the degenerate 
flexure modes, 1,1 == jl  and 1,1 =′−=′ jl , annihilate into a third phonon.  In the 
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translational unit cell scheme, every branch in the full phonon dispersion, Fig. 4.5, must 
be searched for points that satisfy the energy and translational momentum conservation 
conditions given by Eqns 2-19.  In the symmetry based approach, however, only the six 
j ′′  branches corresponding to ( ) 0=+′′ Gll  and depicted in Figure 4.6 need to be 
considered. 
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Figure 4.6 Phonons from degenerate branches (1,1) and (-1,1) (red 
line) may only combine into a phonon from one of the six 
0=l  branches (black lines) for N scattering.  This 
dispersion is generated using the original Tersoff 
parameters for a (10,0) SWCNT. 
 
These processes must satisfy energy and translational momentum conservation with the 
additional constraint of the azimuthal conservation condition, Eqns. 4.9. 
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     Both the translational unit cell and two-atom unit cells produce the same results when 
approximations such as the RTA and the LWA are not used.  Using the translational unit 
cell approach many processes that violate the l-selection rule are found and incorporated 
into the calculation.  However, when calculating the full matrix elements all of these 
processes have zero scattering strength due to the symmetries of the eigenvectors and the 
3rd order IFCs.  Processes that obey the l-selection rule have finite scattering strengths 
and contribute to thermal resistance.  When the LWA is used these symmetries are not 
built in and scattering of phonons is misrepresented which leads to incorrect results for 
the thermal conductivities of SWCNTs.49-51 
     Another very important feature of the scattering of acoustic phonons is made apparent 
when using the symmetry based approach for determining the full scattering matrix 
elements which is missed by models that use the LWA and RTA:  acoustic-only, three-
phonon umklapp scattering can provide no thermal resistance.  Consideration of all 
three-phonon processes allowed by Eqn. 4.9b shows that while three acoustic phonons 
can undergo N scattering, for U scattering if l and l ′  correspond to acoustic modes, the 
only possible values of l ′′  are pl =′′ , 1±=′′ pl , and 2±=′′ pl .    This means that for 
nanotubes with 4≥p , the l ′′  phonon cannot reside in an acoustic branch, and therefore, 
U processes involving three acoustic phonons are not possible.48  Note, almost all 
SWCNTs have 4≥p  and p reduces to n for achiral SWCNTs.  Calculations of the lattice 
thermal conductivity of bulk and nanostructured systems commonly include only the 
acoustic branches.49-52  The above considerations demonstrate that doing so in SWCNTs 
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is conceptually incorrect.  While Reference 52 has a similar azimuthal selection rule, 
their model still allows for acoustic-only umklapp scattering. 
4.2.4 Graphene limit and phonon dispersion 
     One of the major tasks of this work is to understand the cross-over of the transport 
properties of one-dimensional SWCNTs into the transport properties of a two-
dimensional graphene sheet.  This section discusses how the numerous phonon modes in 
the one-dimensional Brillouin zones for SWCNTs are related to the six modes in the two-
dimensional Brillouin zone for graphene.  The curvature of each sheet of carbon atoms 
comprising successively larger-diameter SWCNTs becomes flat and the properties of 
large-diameter nanotubes are expected to become like single-layer graphene.  Actually, 
much work has been done using a “zone-folding” technique to approximate the properties 
of SWCNTs.74,75  With this technique the phonon dispersion of graphene is used to 
approximate the dispersion of a SWCNT by having Nlat/2 evenly spaced lines of length 
lata/2π  properly oriented and cutting through the Brillouin zone of graphene.  As the 
nanotube curvature decreases, the zone-folding approximation becomes more and more 
accurate.   
     Figure 4.7 shows the low-frequency spectrum of the phonon dispersion for the 
acoustic branches (ZA, TA, and LA) of graphene (black circles) and the phonon dispersion 
for the (l=0, j=1, 2, and 3) and (l=1, j=1) modes corresponding to the T, L, RB, and F 
branches for different armchair SWCNTs.  For very small-diameter tubes, such as the 
(3,3) SWCNT with d~4.2 Å, there is no apparent relation between the SWCNT phonon 
branches and the branches in graphene.   
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Figure 4.7 The low-frequency spectrum of the phonon dispersion for 
the acoustic branches (ZA, TA, and LA) of graphene 
(black circles) in the MK →→Γ  high-symmetry 
direction and the phonon dispersion for the T, L, RB, and 
F modes fon (n,n) armchair SWCNTs with n=3, 10, 20, 
and 150 (blue, green, red, and black lines respectively). 
 
   
However, the phonon branches for the (150,150) SWCNT can hardly be distinguished 
from those of graphene.  For increasing diameter SWCNTs the linear branches, T and L, 
converge quickly to the TA and LA branches in graphene.  The twisting motion about the 
nanotube axis becomes the transverse motion in graphene as the curvature becomes flat.  
With growing diameter, the optic RB branch decreases in frequency and becomes the ZA 
branch in the high-symmetry directions.  The F branches get increasingly steeper 
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quadratic dispersion and bend over to become optic branch-like closer to the Brillouin-
zone center.  The F branches almost become degenerate with the RB branches.  These F 
branches for large-diameter tubes become slices of the ZA branch through the two-
dimensional Brillouin zone in graphene though not through the Γ -point.  
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Figure 4.8 The low-frequency spectrum of the phonon dispersion for 
the acoustic branches (ZA, TA, and LA) of graphene 
(black lines) in the MK →→Γ  high-symmetry 
direction and the phonon dispersion for all l modes in a 
(30,30) SWCNT with j=1, 2, and 3 (red, green, and blue 
lines respectively).   
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     With increasing diameter, the quantum number l in a SWCNT becomes the qx or qy 
component in the graphene Brillouin zone depending on the chirality of the tube in 
relation to the orientation of the graphene lattice.  In this way, the six j modes with 0=l  
in very large-diameter SWCNTs correspond to the phonon dispersion in the high-
symmetry directions in graphene.  For a particular j, the l modes in SWCNTs correspond 
to different slices through the two-dimensional graphene Brillouin zone just like in the 
zone-folding approximation, ZAjl →= )1,( , TAjl →= )2,( , etc.  Figure 4.8 shows the 
low-frequency spectrum for the acoustic modes of graphene (solid black) in the 
MK →→Γ  direction and all of the (l,j=1, 2, and 3) modes (red, green, and blue) for a 
(30,30) SWCNT.  For very large-diameter SWCNTs the number of optic branches grows 
very large.  The low-lying optic branches drop in energy and the spacing between these 
branches is decreased.  In fact, the number of branches and spacing become such that the 
dispersion is nearly continuous like the two-dimensional dispersion of graphene. 
 
4.3 Perturbative expansion 
     An accurate description of the phonon frequencies and eigenvectors for long-
wavelength acoustic phonons is important in describing the lattice thermal conductivities 
of SWCNTs and graphene.  Approximations of the behavior of scattering between these 
acoustic phonons, particularly LWA and RTA, have been used in previous theoretical 
works which have missed many important details of these scattering channels.49-53  In this 
work, the behavior of long-wavelength acoustic phonons is thoroughly analyzed using a 
perturbative expansion for the phonon frequencies and eigenvectors.92  The translational 
                                                             84
and rotational symmetries of the 2nd and 3rd order IFCs are either verified or enforced for 
each carbon-based system and for each potential used. 58,80,91  However, for very small 
wavevectors the calculation becomes sensitive to numerical inaccuracies and requires use 
of a perturbative scheme to accurately represent the zone-center scattering.   
4.3.1 SWCNTs and GNRs (1D) 
     The zone-center acoustic frequencies in SWNCTs and GNRs are given the following 
analytical forms below a wavevector cut-off, qmin: 
 qvLL =ω  (4-11a) 
 qvTT =ω  (4-11b) 
 
2qvFF =ω  (4-11c) 
where Lv  and Tv  are the linear acoustic velocities for the L and T branches and Fv  
determines the steepness of the quadratic dispersion for the F modes.  The cut-off 
wavevector, qmin, is chosen to be sufficiently small and various values are used to test the 
calculation’s sensitivity to this parameter.  The thermal conductivity is not particularly 
sensitive to qmin above a threshold of roughly 1% of the BZ boundary in SWCNTs.  
Figure 4.9 demonstrates the need for analytical expressions for the frequencies.  The red 
lines show the zone-center L, T, and doubly-degenerate F branches for a (10,0) SWCNT 
as strictly calculated using the 2nd order IFCs from the Tersoff model using the original 
parameter set.  The black lines use the perturbative forms for the frequencies as given by 
Eqns. 4-11.  
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Figure 4.9 Zone-center acoustic phonon dispersion for a (10,0) 
SWCNT.  The red lines are given by diagonalizing the 
dynamical matrix and the black lines are given by the 
perturbative expressions for the frequencies.  
 
 
Due to small numerical inaccuracies in calculating the potential derivatives, these 
branches do not go exactly to zero.  The L and F branches overshoot, while the T branch 
undershoots the origin.  Figure 4.9 is a zoomed in view of the BZ center,  ~0.5% of the 
zone boundary in a very small frequency range. 
     Perturbative expansions in powers of q are made for the phonon eigenvectors below 
qmin following the work of Born and Huang in Ref. 92:  
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i
i
i qa∑= λακλακε )(   (4-12) 
where the coefficient λακ)(ia  is the thα  component of the thκ  atom for the i
th
 order 
eigenvector.  These coefficients depend on (l, j) and are kept to third order.  To determine 
these coefficients, the dynamical matrix, eigenvectors, and eigenvalues in Eqn. 4-4 are 
expanded in orders of q and terms are equated on either side of the eigenvalue equation 
for the L, T, and F modes. The equation for the first order eigenvector of a linear mode 
resulting from this process is given here: 
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where κκαβ
′)0(D  and κκαβ
′)1(D  are the zeroth and first order terms for the expansion of the 
dynamical matrix: 
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Translational and rotational symmetries of each SWCNT determine the zeroth order 
normalized coefficients, λκβ
)0(
′a , for each mode: 
                                        ),0,0,,0,0()0( ξξ=La  (4-15a) 
                      )0),cos(),sin(,0,,0()0( θξθξξ −=Ta  (4-15b) 
                                           )0,0,,0,0,()0( ξξ=Fa  (4-15c) 
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where 2/1=ξ  and θ  is the angle around the circumference between the two atoms in 
the starting unit cell.  Note that the zeroth order coeffecients for the T mode depends on 
the particular SWCNT under investigation.  These modes are purely real since they 
correspond to the BZ Γ -point, 0=q .  The inverse to the zeroth order dynamical matrix in 
Eqn. 4-14a must be determined in order to solve for the first order eigenvector.  Given the 
inverse to the dynamical matrix and the zeroth order eigenvector the first order, 
unnormalized eigenvector is determined.  The higher order eigenvectors depend on 
similar equations which involve the lower order eigenvectors and can be solved to 
arbitrary order in q.  For each order in the expansion, solubility conditions are verified 
and the inverse matrices are determined numerically for each SWCNT and GNR 
considered.92   
     Each eigenvector used in the calculation of the thermal conductivity is normalized by 
the following condition64: 
 1=×∑ ∗ λακ
ακ
λ
ακ εε      (4-16) 
The perturbative eigenvectors are unnormalized so a q-dependent, normalization factor, 
λN , is attached to each eigenvector in Eqn. 4-12 which are then subject to Eqn. 4-16:  
  
i
i
i qaN ∑= λακλλακε )(  (4-17) 
The normalization of the perturbative eigenvectors determines the q-dependence of λN  
which is also expanded in powers of q.  Each order of the eigenvectors is then modified 
to reflect the q-dependent normalization.  The expressions for the normalization are 
rather cumbersome and are not presented here. 
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     The zone-center three-phonon scattering phase space is also determined analytically 
for the L, T, and F modes below qmin.  Since the frequencies are determined analytically, 
the conservation conditions fix q′  and q ′′  for a particular q  for all zone-center acoustic 
scattering processes.  As an example, for a given q , only two possible scattering events 
exist in which q  and q′  are in F modes and q ′′  is in the L mode.  For this particular 
process, q′  can take on one of the following analytical expressions: 
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 (4-18b) 
Given q  and q′ , q ′′  is determined by the conservation of momentum.  All of the zone-
center acoustic scattering can be determined analytically in this way. 
     Each eigenvector and phase factor for the scattering matrix elements, Eqns. 4-7 and 4-
8, is expanded to arbitrary order in q.  Thus, the zone-center, three-phonon phase space 
and the corresponding scattering matrix elements, )(± ′′′Φ λλλ , are determined analytically.  In 
this way, the zone-center behavior for scattering is accurately represented.  The analysis 
and calculations use matrix elements that are expanded to third order in q; keeping higher 
order terms is not necessary.  Many of the lowest order terms in the matrix elements are 
zero due to translational and rotational invariance conditions.4,91  The lowest order 
contributing terms for each type of scattering process are those in which the scattering 
matrix element goes as qqq ′′′Φ ± ′′′ ~
)(
λλλ .  For processes involving only linear acoustic 
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branches, q~λω , λλλλλλ ωωω ′′′
±
′′′Φ ~
)(
 just as calculations which use the LWA.49-52  
However, scattering events in which two quadratic F branches, 2~ qλω , decay into a 
linear branch have matrix elements, λλλλλλ ωωω ′′′
±
′′′Φ ~
)(
.  LWA calculations wrongfully 
use the previous result for the scattering matrix elements involving quadratic branches 
which leads to inaccurate representations of the scattering processes. 
     The above description for the perturbative expansion of the frequencies and 
eigenvectors in SWCNTs is the same for GNRs with the exception that there is only one 
flexure branch and the l-selection rule plays no role in the nanoribbons when determining 
the phase space for the acoustic perturbative scattering.  In nanoribbons, l=0 for each 
acoustic mode so the l-selection rule is always satisfied. 
4.3.2 Graphene (2D) 
     In SWCNTs and GNRs quantization around the nanotube circumference and along the 
nanoribbon width lead to a first BZ that is a set of one-dimensional lines for the 
continuous translational wavevector, q.  In the perturbative expansion for the acoustic 
modes with small q, as described above, there is no directional dependence.  The Γ -point 
can only be approached from one of two directions.  Graphene, however, has a two-
dimensional BZ and the same perturbative expansion has directional dependence.  The 
expansion depends on the direction from which the Γ -point is approached making the 
calculation more complicated.92   
     Fortunately, the frequencies at the BZ center in graphene are isotropic and the 
eigenvectors have a simple angular dependence.  The acoustic velocities are also 
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isotropic; however, the separate components, vx and vy have the same angular dependence 
as the eigenvectors.  The acoustic eigenvectors for graphene are determined in a high-
symmetry direction using the same perturbative expansion used in SWCNTs.  The 
angular dependence is then applied to these perturbative eigenvectors to determine the 
eigenvectors at any point in the BZ.  The perturbative eigenvectors and velocities at any 
point near the BZ center are determined by multiplying the high-symmetry vectors by a 
rotation matrix dependent on the direction in which the Γ -point is approached.   
5 Lattice thermal conductivity  
 
     The theory for the lattice thermal conductivities of SWCNTs and graphene was 
outlined in Chapter 2.  The calculation of the thermal conductivities of these systems 
requires several important steps which were discussed in subsequent sections and are 
outlined again here.  First, given a particular model for the interatomic potential, the 
atomic configuration is adjusted to minimize the energy of the system (Section 3.1.5).  
The 2nd and 3rd order IFCs are then calculated by taking second and third order numerical 
derivatives of the interatomic potential (Section 3.2.1).  The phonon frequencies, 
velocities, and mode specific heats are numerically calculated on a fine grid of gaussian 
points (points used to approximate integration) in the first BZ (Section 2.1.1).  Then, for 
each phonon mode, λ , on this grid the phase space for three-phonon N and U scattering 
is determined and the corresponding scattering rates, )(± ′′′λλλW , are calculated (Sections 
2.2.2-2.2.5 and 4.1.2).  The zeroth-order deviation function and thermal conductivity, 0λF  
and 0κ , are calculated (including all relevant scattering mechanisms) yielding an RTA 
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result.  Finally, the iteration procedure is implemented to determine the thermal 
conductivity, κ , yielded by the full solution of the phonon BTE (Section 2.2.6). 
     These procedures are implemented numerically to determine the lattice thermal 
conductivities of graphene, various GNRs, and a wide variety of SWCNTs, including 
large-diameter and chiral nanotubes.  These carbon-based systems tend to have very high 
lattice thermal conductivities and interesting thermal transport behaviors that are 
discussed in the following sections.  First, the contributions to the total thermal 
conductivities from different phonon modes are discussed.  Next, the length dependence 
of the thermal conductivities of SWCNTs, GNRs, and graphene are discussed including 
the behavior of the thermal conductivities in the ballistic, intermediate, and diffusive 
scattering regimes.  The temperature and impurity dependences of the thermal 
conductivities of graphene and SWNCTs are presented.  The graphene-limit, ∞→d , for 
the thermal conductivities of subsequently larger-diameter SWCNTs is presented and 
discussed.  Finally, the failures of commonly used approximations are discussed in 
relation to the full BTE solutions. 
     The results for a (13,13) armchair SWCNT with diameter, d~18Å, are used for much 
of the analysis because its diameter most closely resembles the nanotubes for which 
experimental data is available.11,12  These experimental thermal conductivities are 
reported for SWCNTs with L~3µm, so this particular length is also important in the 
analysis.  When comparing GNR results with those of the (13,13) armchair SWCNT, the 
(13,13) zig-zag GNR is used because it is the approximately the same system, simply 
unzipped down one side and flattened out.  
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5.1 Phonon thermal conductivities 
     The interplay of the anharmonic phonon-phonon and boundary scattering mechanisms 
leads to interesting length dependent properties of the thermal conductivities of graphene 
and SWCNTs.  This interplay and the scattering selection rules introduced in Sections 
4.1.3 and 4.2.3 contribute to determining the behaviors of the acoustic and optic phonon 
mode contributions to the thermal conductivities in different length regimes. 
5.1.1 Acoustic phonons 
     Acoustic phonons play a critical role in determining the thermal conductivities in 
carbon-based systems because they typically carry large amounts of thermal energy.  In 
graphene, GNRs, and SWCNTs, the linear, near zone-center acoustic velocities are 
extremely high and the phase spaces for umklapp scattering are small.  Near zone-center 
acoustic phonons also have low frequencies, λω , which lead to high populations of these 
modes for intermediate to high temperatures.  All of these factors facilitate carbon-based 
systems having high lattice thermal conductivities. 
     The F branches in SWCNTs and the ZA branch in graphene with quadratic dispersions 
near the Brillouin zone-center also have very high phonon populations, but phonon 
velocities, qv ~λ , that tend to zero with wavevector.  Since the phonon velocities 
disappear, the flexure modes are sometimes ignored in thermal transport calculations.  
However, these phonons are of critical importance for N scattering among acoustic 
modes and actually give the dominant contribution to the thermal conductivity in 
graphene due to the three-phonon scattering selection rule described in Section 4.1.3.33,48   
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     In the diffusive regime, ∞→L , around room temperature (T=300K) for small 
diameter SWCNTs the linear acoustic modes (L and T) provide substantial contributions 
to the total thermal conductivities:  L~38%, T~22%, F~7%, and optic modes ~33% of the 
total for a (13,13) SWCNT with the optimized Tersoff potential with L=1m and T=300K.  
The dominant contribution from these linear modes comes near the BZ center where very 
little umklapp scattering occurs and phonon populations are high.  The zeroth order 
solution, 0κ , is a bad approximation for the full BTE solution, κ , in graphene and 
SWCNTs where 82~0 −κκ .  Thus, RTA calculations are in poor agreement with the 
full, iterated solution to the BTE. 
     In all length regimes for graphene, the dominant contribution to the total lattice 
thermal conductivity comes from the ZA phonon modes.  Phonon-phonon scattering of 
the ZA phonons is highly restricted due to the graphene selection rule.  The scattering of 
in-plane modes, including the LA and TA modes, is much less restricted.  The scattering 
limitation of the ZA phonons leads to much longer lifetimes and thus a higher 
contribution to the lattice thermal conductivity.  However, in the ballistic regime where 
the boundary scattering term eliminates the importance of the selection rule the 
contributions from the LA and TA modes become comparable to the ZA modes. 
5.1.2 Optic phonons 
     The various roles of optic phonons are often ignored when making calculations of the 
transport properties in SWCNTs and graphene due to their predicted lack of contribution 
to the overall thermal conductivities.49-52  However, without acoustic-optic scattering, the 
three-phonon limited thermal conductivities in SWCNTs would be infinite due to the l-
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selection rule.  The azimuthal selection rule does not allow for acoustic-only umklapp 
scattering.  Thus, without optic modes to scatter with, the acoustic phonons would meet 
no thermal resistance and give misleading results in calculations of the lattice thermal 
conductivities of SWNCTs.  Furthermore, the optic mode contributions to the thermal 
conductivities of SWCNTs in the diffusive regime are not negligible and actually 
dominate the total thermal conductivities in the intermediate and ballistic length regimes. 
     In the ballistic scattering regime, 0→L , at finite temperature, the optic mode 
contributions to the thermal conductivities in SWCNTs dominates over the acoustic 
modes:  L~3%, T~2%, F~5%, and optic modes ~90% of the total for a (13,13) SWCNT 
using the optimized Tersoff potential with L=10nm and T=300K.  The percentage of the 
contributions to the thermal conductivity changes because of the ballistic scattering term 
described in Section 2.2.4:  
 
L
vb λ
λτ
2)( 1 =−  (5-1) 
where, once again, L is the SWCNT length and λv  the phonon velocity of mode λ .  
Since the optic phonons typically have lower velocities, this boundary scattering term 
remains insignificant compared to the phonon-phonon scattering term, even for SWCNTs 
with small lengths.  However, this term dominates for phonons that are highly dispersive 
with large velocities.  Thus, the boundary scattering limits the acoustic mode 
contributions while having little effect on the optic modes, contributing to the change in 
importance in calculating the thermal conductivities of SWCNTs.  The same effect 
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occurs for narrow GNRs where the low-lying, optic mode contributions are roughly 85% 
of the total thermal conductivities.    
     For large-diameter SWCNTs the optic modes also make the greatest contributions to 
the total lattice thermal conductivities in all length regimes:  L~31%, T~10%, F~5%, and 
optic modes ~54% of the total for a (25,25) SWCNT using the optimized Tersoff 
potential with L=1m and T=300K.  As the nanotube diameters increase the number of 
optic modes increases while there are only four acoustic modes in each SWCNT.  Also, 
with increasing tube diameter many of these optic modes become lower in energy 
comparable to the energies of the acoustic modes.  This lowering in energy leads to 
highly populated optic modes which provide strong scattering channels for the acoustic 
modes and higher contributions to the thermal conductivities.  For large-diameter 
nanotubes, the graphene selection rule begins to play an effect which leads to higher 
contributions from the low-lying, j=1 optic modes.  This effect is discussed in more detail 
in Seciton 5.6. 
     Graphene has one mid-frequency and two high-frequency optic modes which provide 
scattering channels for the acoustic modes, but do not provide significant contributions to 
the total thermal conductivity.  Unlike the SWCNTs, graphene does not have very low-
frequency optic modes, though, the various slices through the two-dimensional BZ off the 
symmetry axis can be related to the low-frequency optic modes in SWCNTs. 
     To summarize, for moderate temperatures the linear acoustic modes dominate the 
behaviors of the thermal conductivities of small-diameter SWCNTs in the diffusive limit.  
Low-lying, j=1 optic modes dominate in the ballistic and intermediate length regimes for 
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small-diameter SWCNTs and in all length regimes for large-diameter SWCNTs.  In 
graphene, the ZA modes dominate the behavior of the thermal conductivity in all length 
regimes due in part to the graphene selection rule. 
5.2 Length dependence 
     As mentioned above, the behavior of the thermal conductivities of these systems 
depends on the length, L, in the transport direction due to the interplay of the phonon-
phonon and boundary scattering mechanisms.  In the ballistic regime, 0→L , the 
boundary scattering term dominates; in the diffusive regime, ∞→L , phonon-phonon 
umklapp scattering dominates the behavior.  An interesting, intermediate regime exists in 
which these terms compete. 
     Figure 5.1 is a plot of the thermal conductivity of a (13,13) SWCNT as given by the 
Tersoff and Brenner models with both the original and optimized parameter sets as a 
function of length.  The solid (dashed) red lines correspond to the Tersoff model using 
the optimized (original) parameters, while the black lines correspond to the Brenner 
potential.  The blue circles are the available experimental points for ~3µm long SWCNTs 
of unknown chirality with diameters of ~18Å.11,12  The diameter of the (13,13) SWCNTs 
for each model as determined by minimizing the energy for the atomic configurations are 
d~18Å as well.    The Brenner potential with the original parameters gives very low 
values for the thermal conductivities for all lengths because it underestimates the acoustic 
phonon velocities and may be too anharmonic as discussed in Ref. 41.  The optimized 
parameter sets for both the Tersoff and Brenner models were adjusted to better fit 
experimental phonon velocities and frequencies in graphene-derived systems.   
                                                             97
length (m)
κ
 
(W
/m
-
K
)
10-6 10-2 10-4 100 10-8 10
1 
102 
103 
104 
ballistic diffusive
 
Figure 5.1 Thermal conductivities as a function of length for a 
(13,13) SWCNT at 300K as given by the Tersoff (red 
lines) and the Brenner (black lines) models.  Solid lines 
for optimized parameters; dashed lines for original 
parameters.  Dotted lines designate the estimated effects 
of including higher order anharmonicity. Blue circles 
designate thermal conductivities of SWCNTs from Refs. 
11 and 12. 
 
 
Both curves are nearly identical and give higher thermal conductivities, which are closer 
to the reported experimental values than the original parameter sets.  However, the 
calculated thermal conductivities for each model fall below the experimental values:  
Brennerκ =1985 W/m-K, Tersoffκ =1958 W/m-K, and expκ = 3000-3500 W/m-K for L~3µm.  
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Further adjustment of the empirical parameters may be done in the future to achieve 
better agreement with experiment.   
     Each model and parameter set correctly reproduces the ballistic limit for each 
SWNCT as discussed in Section 2.2.4.  For arbitrarily low temperature and arbitrarily 
short length, each acoustic mode contributes a universal quantum of thermal 
conductivity, Qκ  (Eqn. 2-36), to the total lattice thermal conductivity, while the optic 
modes contribute very little.68,69  For modest temperatures, T~10K, the low-lying optic 
modes begin contributing significantly, especially in larger diameter SWNCTs where 
these modes have zone-center energies approaching those of the acoustic modes.   
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Figure 5.2 Red (blue) line is the full BTE thermal conductivitiy 
including phonon-phonon scattering scaled by the ballistic 
thermal conductivity as a function of length for a (13,13) 
SWCNT ((4,4) SWCNT).  
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For modest lengths, L~10 nm, the phonon-phonon scattering term begins to play a 
significant role as can be seen in Figure 5.2.  The thermal conductivity as determined by 
the full BTE calculation including both ballistic and phonon-phonon scattering is 
normalized by the ballistic thermal conductivity as given by Eqn. 2-36.  For very short 
(13,13) SWCNTs (red line) and (4,4) SWCNTs (blue line), the phonon-phonon scattering 
plays little role in determining the thermal conductivities and the colored lines are close 
to one.  However, for modest length SWCNTs the red and blue lines fall below one 
because phonon-phonon scattering becomes significant, especially for low-lying optic 
modes whose boundary scattering time is small.  The scaled thermal conductivity for the 
larger diameter SWCNT (red line) falls off quicker than that for the smaller diameter 
SWCNT (blue line) because the larger nanotube has more low-energy phonon branches 
contributing to the thermal conductivity.  
     In the intermediate regime, roughly 0.1µm ≤≤ L 100µm, the phonon-phonon and 
ballistic scattering terms both play significant roles in determining the thermal 
conductivities of SWCNTs.  Once again, optic phonons with little dispersion have 
stronger anharmonic scattering processes for even short-length nanotubes due to small 
velocities which show up in the ballistic scattering term.  Linear acoustic phonons with 
high velocities have strong ballistic scattering even for longer nanotubes.  
     In the diffusive regime beyond ~100µm, the iterated thermal conductivity does not 
converge reflected by a divergence in the F mode contributions to κ .  For very small q, 
the dominant scattering by far for the F modes comes from processes  F + F ↔ L,T  
which diverge as q → 0 .  This suppresses the F mode contributions to 0κ , however, upon 
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iteration the non-equilibrium distribution functions seemingly grow without bound 
suggesting that higher order phonon-phonon scattering is important for these modes.  The 
possible suppressive effects of higher order scattering on the small q flexure modes are 
estimated by introducing a small cutoff frequency, cω ,  below which the F mode non-
equilibrium distribution functions, upon each iteration, are fixed to their zeroth order 
values.  For extremely small cutoff frequencies, the iterated thermal conductivities 
converge quickly.  With increasing cutoff frequency, the values for the converged 
thermal conductivities get successively lower until, for large enough frequency, there is 
little change.  A very small cutoff frequency, cω ~4 THz (1% of the total spectrum), is 
chosen for the F modes to represent the effects of higher order phonon-phonon scattering 
processes and achieve convergence in the diffusive limit.  Inclusion of higher order 
anharmonicity and cutoff frequencies are also used in other theoretical works.49,93,94  This 
cutoff frequency is only used in systems with ≥L 100µm.   
     The length dependences of the lattice thermal conductivities of graphene and GNRs 
have similar characteristics to those of SWCNTs.  Figure 5.3 is a plot of the thermal 
conductivities of graphene (red line), a (13,13) SWCNT (black line), and a (13,13) GNR 
(green line) as a function of length for the Tersoff model with the optimized parameters.       
The red triangles designate the range of experimental thermal conductivities of graphene 
flakes suspended over 3-5µm trenches with heat sinks 9-10 µm from the trench edges 
reported in Ref. 13.  Once again, the calculated value for the thermal conductivity falls 
short of the experimental range:  expκ =4840-5300 W/m-K and grapheneκ =4060 W/m-K for 
L=25µm.   
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Figure 5.3 Thermal conductivities of a (13,13) SWCNT (black), a 
(13,13) GNR (green), and graphene (red) as a function of 
length using the optimized Tersoff potential.  Dashed 
lines designate the estimated effects of including higher 
order anharmonicity.  Red triangles designate the 
experimental range of thermal conductivities for graphene 
flakes given in Ref. 13.  Once again, blue circles 
designate the thermal conductivities of SWCNTs from 
Refs. 11 and 12. 
 
 
A similar cutoff frequency is used to obtain a converged thermal conductivity in the 
diffusive regime for graphene and GNRs as used for SWCNTs and is designated by the 
dashed lines.   
     All of the thermal conductivity curves approach each other in the ballistic limit.  The 
graphene and GNR curves diverge faster than the SWCNT curve in the intermediate 
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length regime where the low-lying optic modes dominate the thermal conductivities in 
SWCNTs.  This occurs due to curvature effects which make the scattering of low-lying 
optic modes stronger than in the flat systems where the graphene selection rule plays a 
role.  The thermal conductivities plateau in the diffusive regime:  grapheneκ =5510 W/m-K, 
SWCNT
(13,13)κ =6280 W/m-K, and GNR(13,13)κ =5170 W/m-K.  The thermal conductivity curve for 
the GNR closely follows the graphene curve in the ballistic and intermediate length 
regimes where the boundary scattering plays a strong role.  The curves separate in the 
diffusive regime where quantization along the width limits the number of low-lying optic 
modes that can contribute to the overall thermal conductivity in the (13,13) GNR.  Both 
quantization of the phonon momenta around the nanotube circumference and curvature 
affect the thermal conductivities of SWCNTs.  Thus the SWCNT curve does not follow 
the graphene curve beyond the ballistic regime. 
5.3 Temperature dependence 
     As the temperature changes, the characteristics of the thermal resistances in carbon 
structures (and other materials) changes as well.  For low temperatures, below T~50K, 
the main sources of thermal resistance come from impurities, defects, and boundary 
scattering.4,5  In very pure systems, phonon mean free paths can become comparable to 
the size of the crystal and thus the temperature dependence is dictated by the specific heat 
alone for very low temperatures.  Phonon-phonon umklapp scattering is “frozen out” at 
low temperatures because the higher energy zone-boundary phonons needed for this type 
of scattering are not thermally populated.  Thus, most phonon-phonon scattering events 
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come from normal processes, which do not provide thermal resistance alone.  As the 
temperature increases umklapp scattering becomes stronger and plays a critical role in 
limiting the thermal conductivity.  At temperatures above ~100K, phonon-phonon 
umklapp processes become the dominant scattering mechanism and for high temperatures 
the thermal conductivity behaves as ~T-1 due to these processes.4,5,64 
     Figure 5.4 is a plot of the temperature dependence of the lattice thermal conductivity 
of graphene, a (13,13) GNR, and a (13,13) SWCNT each with L=3µm as given by the 
optimized Tersoff potential.   
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Figure 5.4 Thermal conductivities vs. temperature for a (13,13) 
SWCNT (black), a (13,13) GNR (green), and graphene 
(red).  Each system has a length of L=3µm. 
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     Not surprisingly, for very high temperatures, approaching the Debye temperature for 
diamond Dθ ~2200K, the thermal conductivities approach 1~ −Tκ  for each of these 
systems indicating that the umklapp scattering is the dominant mechanism for thermal 
resistance.  In the intermediate regime, 300K<T<2000K, the thermal conductivities go 
roughly as 9.0~ −Tκ  suggesting that boundary scattering is still playing a role.  The low 
temperature behavior of the thermal conductivities of these carbon-based systems is 
different from some other bulk materials such as diamond.  In this temperature regime the 
boundary scattering provides the dominant thermal resistance and the temperature 
dependence to the thermal conductivities is dictated by the specific heat.  However, for 
bulk systems with only linear acoustic modes 3~ TC  and thus 3~ Tκ , while in the lower 
dimensional systems 5.1~ Tκ  for a range of temperatures, 25K<T<75K.  The difference 
in the low temperature behavior is a consequence of the quadratic modes.  A simple 
calculation extracting the temperature dependence from Eqn. 2-43 for two-dimensional 
systems shows that if the quadratic modes dominate the thermal conductivity, as is the 
case for graphene, then 5.1~ Tκ .64  Low temperature experimental thermal conductivities 
of single-layer graphene flakes supported on a silicon substrate have 5.1~ Tκ  as recently 
reported in Ref. 33.  This is strong experimental evidence for the quadratic ZA modes 
providing the dominant contribution to the total thermal conductivities.   
     Like graphene, the thermal conductivities of SWCNTs and GNRs also have 5.1~ Tκ  
for a range of temperatures, 25K<T<75K.  The most significant contributions to the 
thermal conductivities come from the low-lying, j=1 optic modes.  These modes have 
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quadratic dispersion near the zone-center and act as slices of the ZA branch through the 
BZ of graphene.  Summing all of the j=1 mode contributions is similar to having a single 
quadratic mode in a two-dimensional system which leads to the 5.1~ Tκ .  For extremely 
low temperatures, T<25K, the j=1 optic mode contributions are frozen out and T~κ .95 
     Though the magnitudes are different, each system demonstrates a peak thermal 
conductivity at T~175K.  Graphite shows peak in-plane thermal conductivities near this 
temperature, while diamond peaks lower, around T~100K. 20,21,24  However, experimental 
results for SWCNTs and supported graphene flakes (see Fig. 5.6) show peaking thermal 
conductivities around T~300K.11,12,33  This may be a consequence of the anharmonic 
scattering given by the Tersoff and Brenner models being too strong.  Weaker 
anharmonic umklapp scattering would lead to overall higher thermal conductivities in the 
regime where this scattering dominates and peaking of the thermal conductivity verses 
temperature curves at higher temperatures. 
5.4 Impurity scattering 
     Inevitably, impurities and defects play a role in determining the thermal conductivities 
in experimentally grown systems.  Among these crystal imperfections, isotopic impurities 
in carbon-based systems may play a significant role in the transport behavior.9  A 
concentration of 1.1% C13 is found in naturally occurring diamond and is expected to be 
roughly the same for experimentally grown SWCNTs and graphene.  A model for 
studying the effects of isotopic impurity scattering in SWCNTs and graphene was 
developed in Section 2.2.5 and the results are discussed here. 
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     Figure 5.5 shows the thermal conductivities as a function of temperature for a (13,13) 
SWCNT and graphene with and without 1.1% C13 isotopic impurities in C12 and L=3µm 
using the optimized Tersoff potential. 
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Figure 5.5 Thermal conductivities vs. temperature for a (13,13) 
SWCNT with (without) 1.1% isotopic impurities  given 
by the black dashed (solid) line and graphene given by the 
red dashed (solid) line.  Each system has a length of 
L=3µm and the optimized Tersoff potential is used. 
 
At the peak, the thermal conductivity of the isotopically pure SWCNT is up to ~20% 
higher than that of the SWCNT with 1.1% impurities.  The increase in the thermal 
conductivity around room temperature is a more modest ~12%.  The differences in the 
thermal conductivities between the isotopically pure graphene and including 1.1% 
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impurities are ~15% and ~10% at peak and room temperatures, respectively.  For 
comparison, isotopically enriched diamond (silicon) has a ~40% (~10%) increase in 
thermal conductivity over naturally occurring diamond (silicon) at room temperature.21,22 
     Isotopic impurities provide significant scattering channels for heat-carrying phonons 
in SWCNTs and graphene for the range of temperatures T~100K-500K.  The isotopic 
impurity scattering rates behave as 2~ λλλ ω
impW ′  which plays a more significant role for 
higher energy optic modes than for lower energy zone-center acoustic modes.  Below 
T=100K the optic modes are already ‘frozen’ out so the impurity scattering has little 
effect.  Above 200K the phonon-phonon umklapp scattering becomes dominant and 
increases in strength with temperature.  Thus, for high temperatures the thermal 
conductivities are dominated by the umklapp scattering and the impurity scattering plays 
a very minor role. 
5.5 Diameter dependence (graphene-limit) 
     The symmetry based dynamical scheme described in Section 4.2.2 has made possible 
calculations of the thermal transport properties of large-diameter and chiral SWCNTs 
which have not been previously explored theoretically.  Both the chiral and large-
diameter SWCNTs can have very large translational unit cells with hundreds to thousands 
of carbon atoms.  Calculations of the thermal conductivities of SWCNTs as limited by 
three-phonon umklapp scattering involve millions of diagonalizations of dynamical 
matrices to determine phonon frequencies in phase space searches.  Construction and 
diagonalization in the translational unit cell scheme becomes intractable for very large 
unit cells.  More importantly, the symmetry based approach allows for use of the l-
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selection rule, Eqn. 4-9b.  Thus, for a given ),,( jlq  and ),,( jlq ′′′  a phase space search for 
phonons that satisfy the conservation conditions simply has to search in the six j ′′  
branches, as opposed to the jl ′′×′′  branches of the translational unit cell approach 
( 600=′′×′′ jl  for a (50,50) SWCNT).  In this work, armchair SWCNTs ranging from (3,3) 
to (55,55) with a range of diameters from d~4.2Å to d~75.6Å are considered.  Also 
considered are zig-zag SWCNTs ranging from (6,0) to (45,0) and a variety of chiral 
SWCNTs. 
     As nanotubes grow large the curvature of the single-layer sheet of carbon atoms 
lessens.  In the limit that ∞→d , the behavior of the thermal transport properties of one-
dimensional SWCNTs should approach that of two-dimensional graphene.  Figure 5.7 is 
a plot of the thermal conductivities of various SWCNTs (red, blue, and green circles for 
zig-zag, armchair, and chiral nanotubes respectively) as a function of tube diameter, d, 
and GNRs (black diamonds for zig-zag nanoribbons) as a function of nanoribbon width, 
π/W .  The π/1  factor is introduced to compare similar chirality GNRs and SWCNTs.  
The temperature is taken to be T=300K and the lengths of the systems are L=3µm.  In 
Fig. 5.7, the optimized Tersoff potential is used without incorporation of isotopic 
impurities.  The black line corresponds to the calculated lattice thermal conductivity of 
graphene, ∞=d , with L=3µm.  Note, the diameters for armchair (n,n) SWCNTs are 
larger than the corresponding zig-zag (n,0) SWCNTs by a factor of 3  even though they 
have the same number of atoms per translational unit cell, thus the armchair results 
extend further.   
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Figure 5.7 Thermal conductivities vs. diameter for a wide range of 
zig-zag, armchair, and chiral SWCNTs (red, blue, green 
circles, respectively) and zig-zag GNRs (black diamonds) 
with L=3µm using the optimized Tersoff potential.  The 
black line corresponds to the associated thermal 
conductivity of graphene. 
 
Chiral nanotubes have very large translational unit cells for smaller diameter SWCNTs 
and thus do not extend as far as the achiral nanotubes due to computational constraints.  
The calculations of the thermal conductivities of SWCNTs with large unit cells are 
numerically expensive and impossible without the l-selection rule.  The calculations here 
approach the numerical limit given the computational resources available.   
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     The thermal conductivity for the smallest diameter SWCNT, (3,3) armchair nanotube, 
is (3,3)κ =2491 W/m-K which is a bit higher than the thermal conductivity of graphene,  
grapheneκ =2301 W/m-K.  As the tube diameters increase, the thermal conductivities drop 
and then reach a minimum for the (20,0) SWCNT with d~16.0Å, (20,0)κ =1855 W/m-K 
which is significantly lower than grapheneκ .  As the tube diameters increase beyond this 
minimum the thermal conductivities rise until they seem to saturate for very large 
diameter tubes to grapheneκ .  The largest nanotube considered, a (55,55) armchair 
SWCNT, has an intrinsic lattice thermal conductivity of (55,55)κ =2283 W/m-K, roughly 
0.7% less than grapheneκ . 
    The per branch contributions to the lattice thermal conductivities of increasing 
diameter SWCNTs also approach the per branch contributions to grapheneκ .  Figure 5.8 is 
a plot of the acoustic per branch contributions to the thermal conductivities for a series of 
armchair SWCNTs and the corresponding contributions in graphene.  Each system has a 
length, L=3µm, at 300K.  The contributions for the SWCNT are obtained by summing 
over all of the l modes for each j.  Once again, the j=1 modes in SWCNTs correspond to 
the ZA branch in graphene, the j=2 modes to the TA branch, and the j=3 modes to the LA 
branch.  The j=1 phonon modes in the SWCNTs and the ZA mode in graphene dominate 
the total lattice thermal conductivities with modest contributions from the other acoustic 
modes and j=2 and j=3 modes.  The contributions to the total thermal conductivity from 
the optic modes in graphene and the j=4, j=5, and j=6 modes in SWCNTs are negligible. 
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Figure 5.8 Branch contributions to the thermal conductivity versus 
diameter for a series of armchair SWCNTs with L=3µm at 
300K.  For each j, the l modes are summed over to give 
contributions for j=1, 2, 3, and total (red, green, blue, and 
black circles respectively).  The reference lines for 
graphene designate the associated thermal conductivities 
for the ZA, TA, and LA modes as well as the total (red, 
green, blue, and black lines).           
 
 
     For very small diameter SWCNTs the optic modes are shifted to sufficiently high 
frequencies so that they contribute little to the scattering of the heat-carrying acoustic 
phonons.  As the nanotube diameters increase, the optic modes become more numerous 
and shift to lower frequencies where they significantly scatter acoustic phonons.  These 
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lowered optic modes and a 1/d factor in the equation for the thermal conductivity lead to 
the dropping of the thermal conductivities with increasing d for the smaller-diameter 
SWCNTs.  As the nanotube diameters continue to increase the low-lying, j=1, optic 
modes do not just scatter acoustic phonons, but begin to contribute significantly to the 
thermal conductivities due to higher phonon populations.  Also, the graphene selection 
rule begins to play a role for phonon scattering in large-diameter SWCNTs.  While the 
additional selection rule does not eliminate scattering as in graphene, it does significantly 
reduce the strength of scattering events that violate the rule due to decreased coupling of 
the j=1 modes to the j=2,3 modes.  This leads to increasing j=1 mode contributions to the 
total thermal conductivities of increasing diameter SWCNTs while having little affect on 
the contributions from j=2,3 modes.  This can be seen in Fig. 5.8 where the thermal 
conductivity contributions from the j=1 modes continue to rise with increasing diameter 
while the contributions from the j=2,3 modes saturate to the contributions from the 
respective modes in graphene for intermediate diameter SWCNTs.  Since the j=1 modes 
provide the dominant contributions, the total thermal conductivities mimic this behavior. 
     Small-width GNRs have significantly higher thermal conductivities than the 
comparable SWCNTs also due to the graphene selection rule.  While comparable GNRs 
and SWCNTs have relatively the same number of phonon modes due to periodic 
boundary conditions, GNRs are flat sheets and the out-of-plane and in-plane modes are 
decoupled as in graphene.  With less scattering due to the selection rule, the GNRs have 
higher thermal conductivities than SWCNTs.  The equation for the thermal conductivity 
of a GNR has a 1/W factor.  Thus, for successively larger-width GNRs, increasing widths 
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and increasing numbers of lower-lying optic modes contributing to scattering lead to 
decreasing thermal conductivities in GNRs.  As the widths get very large, the periodic 
boundary conditions play a lesser role and the behavior of the thermal conductivities of 
GNRs approaches that of graphene.  The increasing width is balanced by low-lying optic 
modes contributing to the total thermal conductivities of GNRs 
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Figure 5.9 Thermal conductivities vs. diameter for a wide range of 
zig-zag, armchair, and chiral SWCNTs (red, blue, green 
circles, respectively) and zig-zag GNRs (black diamonds) 
with L=3µm using the optimized Brenner potential.  The 
black line corresponds to the associated thermal 
conductivity of graphene. 
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     Qualitatively, the phonon properties and lattice thermal conductivities for graphene, 
SWCNTs, and GNRs given by the optimized Brenner model behave the same as those 
given by the Tersoff model.  Figure 5.9 is a plot of the thermal conductivities of different 
SWCNTs (GNRs) as a function of nanotube diameter (nanoribbon width, π/W ) as given 
by the optimized Brenner potential (compare to Fig. 5.7).  The temperature is taken to be 
T=300K and the lengths of the systems are L=3µm. 
5.6 Chirality dependence 
     Armed with the symmetry based dynamical approach, the thermal conductivities of 
many SWCNTs with varying chiralities are explored.  Note, the M→Γ  direction in 
graphene corresponds to transport along the nanotube axis of zig-zag SWCNTs, while the 
K→Γ  direction corresponds to transport along the axis of armchair SWCNTs.  Here, all 
of the thermal conductivity measurements for graphene have been reported for the 
M→Γ  high-symmetry direction.  The thermal conductivity for the K→Γ  direction is 
roughly ~3% higher than for the M→Γ  direction using the optimized Tersoff model 
with L=3µm and T=300K.  Other transport directions in graphene have not been 
explored. 
     From Figs. 5.7 and 5.9, the thermal conductivities for zig-zag (n,0) SWCNTs 
generally fall below those for armchair (n,n) SWCNTs of similar radii for both optimized 
potential models.  The chirality dependence is more appreciable using the Brenner 
potential than the Tersoff potential.  A (10,10) SWCNT with d=13.6Å has 
K W/m1973 −=(10,10)κ  while a (17,0) SWCNT with d=13.4Å has K W/m1775 −=(17,0)κ  
for L=3µm, a difference of ~10% using the Brenner model.  However, using the Tersoff 
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model, the same SWCNTs have K W/m1940 −=(10,10)κ  and K W/m1875 −=(17,0)κ , a 
difference of ~3%.  As the radii grow larger, the relative differences between the thermal 
conductivities of armchair and zig-zag SWCNTs with similar radii grow less.  The 
difference in the thermal conductivities of the (35,0) zig-zag SWCNT and the (20,20) 
armchair SWCNT both with d~27.6Å for the Tersoff model is less than 1%, basically 
indiscernible.  Comparing the same SWCNTs for the optimized Brenner potential gives a 
difference of ~3%.  All of the chiral SWCNTs generally fall between the curves given by 
the armchair and zig-zag nanotubes for both models.  Zig-zag and armchair SWCNTs 
have chiral angles, zzθ =0° and armθ =30°, while chiral SWCNTs fall in between, 
0°< chiralθ <30°.75   
5.7 Failures of commonly used approximations 
5.7.1 Long-wavelength approximation (LWA) 
     The long-wavelength approximation is often used in BTE calculations of the thermal 
conductivities of bulk and lower-dimensional systems to reduce the complexity of 
calculations and because specific knowledge of the anharmonicity of the crystal is not 
required.49-53  The LWA assumes that q~λω  and thus is only valid for small, linear 
acoustic wavevectors (long wavelengths).4  Calculations that use the LWA often extend 
the approximation to include umklapp scattering which involve phonons far from the 
zone center where the dispersion is no longer linear and often omit the influence of 
normal scattering altogether.  Quadratic, flexure modes are often given the same form 
LWA as that of linear modes.  Optical scattering with acoustic phonons is often ignored, 
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though their contributions are critically important for limiting the thermal conductivities 
in all systems studied, especially SWCNTs.8,48 
     The LWA assumes zone-center acoustic phonon scattering amongst linear modes, 
q~λω , so that the phonon scattering matrix elements go as ωωωλλλ ′′′Φ ′′′ ~ .
4
  The 
anharmonicity of the crystal is typically lumped into a single Grüneisen parameter, γ , 
which is an average of all of the mode Grüneisen parameters, λγ , defined as
64: 
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where V is the volume of the crystal and λω  is the frequency of mode, ),( jq=λ .  The 
Grüneisen parameter is a measure of the strength of the anharmonicity in a crystal.  In 
SWCNTs specific knowledge of the mode Grüneisen parameters is not known, so those 
from bulk diamond are typically used.  The commonly used form for the acoustic phonon 
scattering time as given by the LWA is49-53,96: 
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where m is the mass of a carbon atom, N0 is the number of unit cells in the crystal, λv  is 
the velocity of the phonon in mode λ , and λn  is the distribution function.  This 
expression involves the frequencies of each phonon in the scattering process and also 
depends on the distribution of the phonons in modes λ ′  and λ ′′ .  This approximation is 
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often coupled to a single-mode RTA, discussed in the next section, in which the phonons 
in modes λ ′  and λ ′′  are assumed to be in their equilibrium distributions.   
      The differences between LWA calculations and full quantum mechanical BTE 
calculations are outlined here.  First, use of the LWA in SWCNT calculations violates the 
l-selection rule described in Section 4.2.3.  The azimuthal conservation condition is 
explicitly built into the symmetry based dynamical scheme, but also arises when using 
the full translational unit cell.  The symmetries of the phonon eigenvectors and the 3rd 
order IFCs lead to vanishing scattering strengths for those processes that violate the l-
selection rule.  However, the LWA wrongfully neglects these symmetries by using the 
simplified form for the scattering matrix elements given by Eqn. 5-3b.  Furthermore, the 
l-selection rule dictates that acoustic phonons can only have resistive umklapp scattering 
that involves optic phonons.  Thus, three-phonon scattering between only acoustic modes 
can provide no thermal resistance, a point that has been missed using the LWA in 
previous work.49-52 
     Second, the LWA assumes ωωωλλλ ′′′Φ ′′′ ~  when flexure modes with quadratic 
dispersion are involved in the scattering process.  The perturbative expansion described 
in Section 4.3 was performed using both the Tersoff and Brenner potential models to 
explore the frequency dependence of the scattering matrix elements for zone-center 
acoustic phonons.  The lowest-order, non-vanishing terms in the perturbative expansion 
of the scattering matrix elements for all types of acoustic scattering processes 
( LFF →+ , LTT →+ , etc.) are of the order qqq ′′′Φ ′′′ ~λλλ .  Thus, the matrix element 
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for the process in which two phonons from flexure modes decay into a third phonon in a 
linear mode, LTFF ,→+ , is ωωωωωωλλλ ′′′≠′′′Φ ′′′ ~ .  This distinction is of critical 
importance in calculating the length dependences of the thermal conductivities in 
SWCNTs.  The flexure phonons provide an important scattering channel for limiting the 
thermal transport of the acoustic modes as ∞→L .   
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Figure 5.10 Thermal conductivity vs. length for a (10,10) SWCNT 
using the original Tersoff potential.  The black and green 
lines give κ  and 0κ  using the full BTE, while the red 
lines give κ  using the LWA including N and U processes 
(dotted) and only U processes (dashed). 
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For scattering involving only linear acoustic modes (L and T) the behavior of the LWA is 
correct and the matrix element vanishes as 0→q  which leads to a divergent λτ .  For 
scattering including F modes, however, the LWA is not a good approximation and λτ  
does not diverge.  Figure 5.10 demonstrates the differences between the LWA and the full 
quantum mechanical scattering calculation.  (Figure 5.10 is from Reference 48).  The 
green (black) curve is the full (RTA) calculation of the thermal conductivity as a function 
of length for a (10,10) SWCNT using the original Tersoff model.  The red dotted (dahed) 
curve is the same calculation using the LWA including N and U processes (only U 
processes).  For L~1µm, the LWA curves sandwich the full BTE and RTA results.  For 
large L, the LWA with only U processes diverges and the LWA with U and N processes 
saturates to a value more than ten times larger than the full calculation.  
     The LWA misrepresents the behavior of acoustic phonon umklapp scattering and thus 
provides a poor representation of the thermal transport properties in SWCNTs.  The l-
selection rule is violated allowing for acoustic-only umklapp scattering which is 
disallowed in the full quantum mechanical calculation.  The LWA also leads to a 
divergence of the scattering times of acoustic phonons as 0→q .  This leads to a 
divergence of the calculated thermal conductivities of SWCNTs with length that is unlike 
the full calculation.49  The LWA may give a better approximation of the behavior of these 
lower-dimensional carbon based systems if the selection rules are adhered to and the 
matrix elements have the form qqq ′′′Φ ′′′ ~λλλ  instead of ωωωλλλ ′′′Φ ′′′ ~ . 
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5.7.2 Relaxation time approximation (RTA) 
     The single-mode RTA is often used in BTE calculations to study thermal transport in a 
variety of systems, including graphene and SWCNTs.  The single-mode RTA assumes 
that each phonon mode, λ , is characterized by a relaxation time that is independent of all 
other phonons present in the system.  The BTE in Eqn. 2-17 takes the form4,5,64: 
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which has all of the same terms introduced in Section 2.2 on the left-hand side, but has 
replaced the complicated collisional term, Eqn. 2-25, on the right-hand side with a 
simplified term involving a relaxation time, λτ , that does not depend on the non-
equilibrium distribution of the other phonons.  The relaxation time is sometimes given the 
following form to represent the effects of umklapp scattering: 
 
β
λλ ωτ A=  (5-5) 
where A and β  are parameters adjusted to fit experimental results, typically 2=β .  
Other, more complicated, forms for λτ  are also used like that discussed in the previous 
section, Eqn. 5-3a, though with the non-equilibrium distribution functions replaced by 
equilibrium distribution functions.49-53  The single-mode RTA does not depend on the 
non-equilibrium distribution of other phonons so can only provide a good representation 
if the phonons remain near equilibrium. 
    In order to accurately describe the lattice thermal transport properties in 
semiconducting systems with weak umklapp scattering both N and U processes need to 
be considered and the distribution function of a particular mode, λ , depends heavily on 
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the distribution of other phonons in the system.  Phonon-phonon U scattering is the only 
intrinsic source for resistance of a thermal current.  However, N scattering processes are 
important for redistributing the phonons to higher momenta where they are more likely to 
be involved in U scattering.  The interplay of normal processes redistributing near zone-
center phonons and umklapp scattering providing thermal resistance is very important in 
describing the transport properties in carbon structures.  This interplay is completely 
missed by a single-mode RTA.48 
     The zeroth order solution to the BTE given by Eqn. 2-41 is a single-mode RTA where: 
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is the relaxation time for mode λ  which assumes all other phonons are in equilibrium.  
The RTA can be used to calculate the zeroth-order thermal conductivities of various 
systems and compared to the thermal conductivities determined by the full iterated 
solution to the BTE.  Bulk germanium and silicon RTA results are very close to those 
from the full BTE, roughly 10% differences.  In the carbon-based systems the RTA 
provides a particularly poor representation for the thermal conductivities being roughly   
2-8 times smaller than the full BTE.  This discrepancy is the result of weak umklapp 
scattering in these systems due to restricted phase spaces for scattering. 
     Figure 5.11 demonstrates the role of N and U scattering processes in a (10,0), 10µm 
SWCNT at 300K.  (Figure 5.11 is from Reference 48).  The blue curve corresponds to the 
case where all N and U processes are included. The zeroth order (RTA) thermal 
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conductivity for this case is κ0 =1460W/m-K. A converged thermal conductivity, 
κ = 2242W/m-K, is rapidly achieved with iteration.   
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Figure 5.11 Thermal conductivity as a function of iteration when 
various scattering processes are included for a (10,0) 
SWCNT using the original Tersoff potential. 
 
That the converged value, κ, is significantly higher than κ0 reflects the fact that the RTA 
provides a poor approximation to κ for SWCNTs of sufficient length that phonon-phonon 
scattering is important.  The red curve shows the effect of turning off the umklapp 
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scattering.  The RTA value of 1600~0κ W/m-K for this case is not much higher than the 
case where both N and U processes are included.  However, with increasing iteration, κ 
increases dramatically, approaching the ballistic limit as it must when resistive scattering 
processes are removed.  Here the solution of Eqn. 2-39 in the limit, L →∞  is:  Fλ = ∆Fλ, 
which corresponds to a vanishing collision integral in the phonon BTE.  In this 
hypothetical case, a flowing phonon distribution will not relax to equilibrium in the 
absence of a temperature gradient, and the thermal conductivity diverges. The green 
curve illustrates the behavior of κ when the N processes have been removed and only U 
processes are retained.  For this case, significantly higher values of 6000~0κ W/m-K and 
9600~κ W/m-K are obtained.  This occurs because of large contributions from the low 
frequency region of the integral in Eqn. 2-4 where almost no U scattering processes 
occur.  As a result, with only U scattering included, both κ and κ0 diverge in the limit, 
L →∞ .  Fig. 5.8 highlights the interplay between N and U processes in determining the 
thermal conductivity of SWCNTs.  The U processes produce thermal resistance while the 
N processes, which cannot themselves provide thermal resistance, redistribute phonons to 
higher q where umklapp scattering can take place.  Both N and U processes are required 
in a proper physical description of the lattice thermal conductivity.48 
     The full BTE and RTA calculations in graphene and GNRs behave qualitatively the 
same as for SWCNTs.  The weak umklapp resistance in these systems leads to phonon 
non-equilibrium distributions and thermal conductivities that are significantly larger than 
those obtained using a RTA.  Thus, RTA calculations provide a poor representation of the 
thermal conductivities in these carbon systems. 
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6 Conclusions 
     A phonon Boltzmann transport equation approach for calculating the lattice thermal 
conductivities of single-walled carbon nanotubes, graphene, and graphene nanoribbons 
has been presented.  Considering anharmonic phonon-phonon, boundary, and isotopic 
impurity scattering mechanisms, the linearized BTE was exactly solved for each system 
using an iterative procedure.  Full quantum mechanical calculations were employed 
without use of relaxation time and long-wavelength approximations which misrepresent 
the thermal transport properties of lower-dimensional carbon systems.   
     The Tersoff and Brenner empirical interatomic potentials were optimized to better 
describe the dynamical properties of graphene-derived systems.  These potentials were 
then employed to generate the second- and third-order interatomic force constants needed 
to calculate the thermal conductivities of graphene and SWCNTs.  A perturbative 
expansion was also employed for analyzing and determining the behavior of the three-
phonon scattering matrix elements for the heat-carrying, zone-center acoustic phonons. 
     An efficient method which exploits helical symmetries in SWCNTs was developed to 
characterize the lattice thermal transport properties of a wide range of nanotubes.  An l-
selection rule was found which greatly reduces the phase space for three-phonon 
scattering.  In particular, this selection rule mandates that scattering of heat-carrying 
acoustic phonons by optic phonons is required to produce thermal resistance, a point that 
is missed by many other calculations using the LWA.  Use of the symmetry based scheme 
and the l-selection rule for three-phonon scattering has made possible calculations of the 
                                                             125
thermal conductivities of a wide range of large-diameter and chiral SWCNTs that have 
not been previously done.  
     A selection rule for three-phonon scattering processes which arises from the reflection 
symmetry of a graphene sheet was found.  This selection rule leads to a very restricted 
phase space for scattering of the ZA modes which are neglected in previous work.  This 
restricted phase space leads to the ZA modes providing the dominant contributions to the 
total thermal conductivity in graphene. 
     Calculations and analysis of the thermal conductivities for graphene, GNRs, and a 
wide variety of SWCNTs were presented.  The length and temperature dependent 
behaviors of the lattice thermal conductivities have been presented.  The contributions to 
the total thermal conductivities of SWCNTs and graphene from different phonon modes 
were analyzed and the effects of isotopic impurity scattering were presented.  The 
thermal conductivities of successively larger-diameter SWCNTs were found to approach 
the thermal conductivity of two-dimensional graphene. 
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