Isomorphisms between the Heisenberg algebra and the algebra A of holomorphic operators z, ∂ z are characterized by conjugations, which are classified by a SL(2, C) group G. Representations of A, satisfying a Nelson kind of regularity, namely the implementability of a U (1) subgroup of G, are classified in terms of the U (1) generator and shown to be either of Bargmann or of Schroedinger type. Representations of the Heisenberg algebra on holomorphic functions are obtained from the regular representations of A through conjugations such that the U (1) group is *-unitary and the corresponding representation spaces are shown to carry a Krein structure.
Introduction
The realization of representations of the Heisenberg algebra in terms of Hilbert spaces of analytic functions [1] has not only provided an important technical tool but also a suggestive relation between the Heisenberg *-algebra A H and the algebra A of holomorphic operators z, ∂ z on analytic functions. Actually, such a relation has been discussed on the basis of a definite identification of the two algebras, i.e. z ↔ (q − ip)/ √ 2, ∂ z ↔ (q + ip)/ √ 2 and moreover only Hilbert space representations of the resulting *-algebras have been considered.
The aim of this note is to generalize the above results by classifying in general the relations between the two algebras A and A H and by investigating representations of A and of A H (on holomorphic functions) which are only constrained by a regularity condition and in fact include representations in Krein spaces.
In Section 1 isomorphisms between A and A H , as abstract algebras, are characterized by conjugations K on A, which are classified by a SL(2, C) group G of automorphisms of A. The Lie algebra of the group G ∼ SL(2, C) is represented in the space F of holomorphic functions (equipped with the standard topology) by π(σ 3 ) = z ∂ z + 1 2 , π(σ 1 ) = 1 2 (∂ z 2 − z 2 ), π(σ 2 ) = i 1 2 (∂ z 2 + z 2 ); however, only the automorphisms of G which belong to the subgroup S of G generated by σ 3 and by (σ 1 + iσ 2 )/2, are implementable in F , with generators π(σ 3 ) − 1 2 , π(σ 1 + iσ 2 )/2 . In Section 2, in close analogy with Nelson's strategy of analyzing Lie algebra representations in terms of exponentiability of quadratic operators, we choose as a regularity constraint for a representation π of A in F the implementability in π of a U(1) subgroup of G, by a U(1) group U(s), s ∈ [0, 2π), continuous in s, with a generatorÑ in A ; the corresponding representation spaces are the close analog of Gårding domains for the generators of U (1) groups.
Regular representations are therefore classified in terms of the generatorÑ and thanks to the implementability of S they are of two kinds: 1) "Bargmann regular" whenÑ is S equivalent to z∂ z and 2) "Schroedinger regular" whenÑ is S equivalent to 1 2 (−∂ z 2 + z 2 − 1) − θ, Re θ ∈ [0, 1). In both cases, the representations can be explicitly analyzed in terms of the (holomorphic) eigenfunctions of the corresponding differential operatorÑ .
In Section 3, representations of A H on holomorphic functions are obtained from the regular representations of A through conjugations K such that the U(1) group is *-unitary, i.e. , U(s) * = U(−s). Apart from implementable transformations and Bogoliubov transformations, for Bargmann regular representations, one is led to only two possible identifications of the generators a, a * of A H : 1) a = ∂ z , a * = z which leads to the Fock-Bargmann-Segal representation; 2) a = −z, a * = ∂ z which leads to the anti-Fock representation of A H in Krein spaces, discussed in Ref. [4] .
For Schroedinger regular representations of A, the selfadjointness ofÑ leads to the cases 1) a = √ 1 2
The parameter θ must be real; the corresponding representation spaces are equipped with a unique inner product such that the adjoint operation defined by it coincides with the the * operation in A H . In this way, besides the Fock and anti-Fock, one recovers all the irreducible Krein representations of A H classified in Ref. [4] .
The algebra of holomorphic operators and the Heisenberg algebra
We consider the vector space F of holomorphic functions, for simplicity, of one variable, endowed with the standard topology τ of the sup over compact sets.
Definition 1.1
The algebra of holomorphic operators A, is the polynomial algebra generated by z and ∂/∂ z ≡ ∂ z . A conjugation of order one is a conjugation K : A → A, which leaves stable the vector space A 1 generated by z and ∂ z .
The algebra A with a conjugation K becomes a *-algebra, which shall be denoted by A K . In the following, we shall always consider conjugations of order one and use the notation
with C a 2 × 2 matrix, depending on K. 
for any V ∈ SL(2, C) satisfying
Conversely, if V ∈ SL(2, C), C ≡V −1 σ 1 V defines a conjugation of order one, by eq. (1.) .
Proof. The involution property
Hence −c 11 c 22 + c 12 c 21 = 1, i.e. det C = −1.
Lemma 1.2
The matrices C satisfying eq.(5) are characterized by being of the form
Proof. In fact, putting H ≡ −C ε, one has detH = detC = −1. Furthermore, since for any 2 × 2 matrix M, with detM = 0,
one has
The matrices C satisfying eq. (5) can be written in the form
Proof. By the preceding Lemma C = Hε and by eqs. (6) there exists a U ∈ SU(2) such that
Then, using eq. (7),
dŪ ∈ SL(2, C). Proof of Proposition 1.1. Eq. (3) gives an isomorphism between A K and A H iff det V = 1 and eq.(4) holds for V :
Relations between the algebra A and the Heisenberg algebra have been discussed in the literature; they are special cases of Proposition 1.1. For example, the choice
gives the relation which is at the basis of Fock-Bargmann-Segal (FBS) realization of the Heisenberg algebra [1] :
The Schroedinger realization corresponds to the choice
which yields the isomorphism of the Schroedinger representation: In the following we shall only consider automorphisms of order one.
Proposition 1.2
The group G of automorphisms β of A of order one is isomorphic to the group SL(2, C):
The group of Bogoliubov transformations of A H is isomorphic, for each K, to the group
K , given by the matrices T which satisfy
Proof. In the basis Z, defined in eq. (1), the automorphisms of A are given by the 2 × 2 matrices T satisfying
i.e. det T = 1, so that T ∈ SL(2, C).
In order to define a * -automorphism T must leave stable the
If K is defined by C S , the * -automorphisms of A K are defined by matrices T , with det T = 1, of the form t i i =t i i , t i j = −t i j , i = j. Such matrices define a group isomorphic to SL(2, R), as it is easily seen in the basis e 1 = z, e 2 = −i∂ z .
We shall now investigate the status of the above automorphisms in the realization of A given by the space F of all holomorphic functions.
A subgroup G ⊆ G is said to be represented in F if eq. (15) holds for each β ∈ G and the operators T β obey the group law of G.
The Lie algebra of the group G of automorphisms (11) is represented in F by the operators
is represented in F in the following way
The operators Γ S are τ -continuous; the representation is τ -differentiable in S with generators in A and therefore
Only the automorphisms belonging to
The identification of the (Lie algebra) generators of S is easily obtained from the above equations, by using the fact that on the basis Z the action of the generators is given by the transposed matrices.
If an automorphism γ ∈ G, γ / ∈ S is implementable, so is the subgroup generated by γ and S, which always contains the subgroup β − (s), s ∈ C, generated by σ − ≡ (σ 1 − iσ 2 )/2; on the other hand, β − (s)(z) = z + s ∂ z and, since ∀s = 0, F contains a function g satisfying (z + s ∂ z )g = 0, eq. (15) cannot hold.
The (Lie algebra) generators of the one parameter subgroups of G are of the form σ·n = σ i n i , with n a complex vector. Every generator σ·n generates a two (real) parameter subgroup G n of the form exp (λσ · n), λ ∈ C. Now, if n 2 = n ′ 2 , n, n ′ = 0, then the two subgroups G n , G n ′ are SL(2, C) conjugate. In fact, σ · n and σ · n ′ have both zero trace and the same determinant and therefore the same eigenvalues; for n 2 = 0 the two eigenvalues are distinct so that there is an SL(2, C) transformation S mapping one matrix into the other σ · n ′ = S σ · n S −1 . For n 2 = 0, σ · n can be put into Jordan form, so that again one has a S ∈ SL(2, C) relating the two.
Since σ · n and σ · λn, 0 = λ ∈ C, generate the same subgroup, the two (real) parameter subgroups G n fall in two equivalence classes with respect to SL(2, C) : those corresponding to n 2 = 0, called degenerate, and those with n 2 = 0. This implies that all G n , with n 2 = 0, are isomorphic to U(1) × R. The other G n , with n 2 = 0, are isomorphic to R 2 . The equivalence classes of the subgroups G n , with respect to S, are given by the orbits under S in the adjoint representation of SL(2, C) . Since the generic matrix S ∈ S can be written in the form exp (aσ 3 
Hence, we have
The orbits defined by S in the adjoint representation of SL(2, C) are the following: 1) the orbit {σ + }; it corresponds to a subgroup G n with n 2 = 0;
2) the orbit {S σ 3 }; it consists of the set {σ
4) the orbit {Sσ − }, which corresponds to a subgroup G n with n 2 = 0, and consists of the set {be
By Proposition 1.3, the one parameter subgroups of G which do not belong to S are not implementable in F . In the next Section, Proposition 1.4 will be used for the classification of all subspaces of F invariant under U(1) subgroups of G.
Regular representations of A on holomorphic functions
We would like to investigate the subrepresentations π of A contained in F . Any such a representation π is automatically faithful, since an element of A can be written in the following form
and P KL f = 0 can only hold on a finite dimensional space, whereas the representation (vector) space V π is always infinite dimensional.
In analogy with Nelson's strategy of analyzing Lie algebra representations in terms of exponentiability of quadratic operators [2] we introduce
the derivative being taken in the τ -topology.
Eq.(20) implies that actually U(s) f is C ∞ in s and therefore a regular representation is the close analog of Gårding domain for the generators of U(1) groups, (however, in general, for fixed s, U(s) is not a τ -continuous operator, as a consequence of Proposition 1.3).
By the discussion of Sect. 2, the one parameter U(1) subgroups of SL(2, C) are generated by σ · n, n a unit real vector and, in a regular representation π, eq.( 20) implies that
In fact, since π is faithful, the center of π(A) consists of the multiples of the identity and in π the operatorÑ − N(n) belongs to the center of π(A), since ∀A ∈ A,
Without loss of generality we may take Re θ ∈ [0, 1). (20), (21), with n = (0, 0, 1) or n = (−1, 0, 0), i.e.
Proof. . The S-equivalent U(1) subgroups of SL(2, C) are classified by the orbits of type 2) or 3) of Proposition 1.4 and S is implemented in F . 
exists in the τ topology and belongs to F , ii) f (z) = k f k (z), the series being convergent in the τ topology, so that at least one f k = 0; actually the sequence {f k } is of fast decrease in k, in all the τ -topology seminorms iii) f k is an eigenvector ofÑ, and by Proposition 2.1 one is reduced to the following cases
or (
iv) eq. (24) has a non trivial solution in F only if θ = 0, and for any given k ∈ Z, θ ∈ C, eq. (25) has two non trivial solutions.
Proof. . The existence of the integral (23) follows from the τ -continuity of U(s); this also implies that f k ∈ F . Point ii) follows from the standard properties of the inversion of the Fourier series, the periodic function U(s)e iks f being C ∞ in s. The equationÑ f k = kf k follows from eqs. 
In the case of eq.(24), the cyclic representation defined by any eigenvector f k consists of all polynomial functions, since
act as raising and lowering operators with respect to k. The set of eigenvalues ofÑ = b + b − is N and in particular the representation space V B contains a vector f 0 withÑ f 0 = 0. By the analysis of Sect. 2, S is implementable in F and therefore Bargmann regularity of π, with U(1) generatorÑ = z ∂ z , amounts to the invariance of V π under rotations in the complex plane.
In the case of eq.(25), the operators
act as raising and lowering operators with respect to k, sincẽ
Now, the function
D λ denoting, as in [3] , one of the functions associated with the parabolic cylinder in harmonic analysis, is characterized as the unique solution of eq. (25), with λ = θ + k, vanishing at +∞ on the real line, actually with an asymptotic expansion [3] 
for |arg(z)| < 3/4 π. Then, eqs. (27), (28) and a comparison of the asymptotic expansions imply the standard formulas
If λ is not an integer, the right hand sides of eqs.(30) cannot vanish and eqs. (25), (28) imply that F λ (z) and F µ (z) define the same cyclic representation space V r λ iff λ − µ is an integer; the same holds for F λ (iz) and F µ (iz), and we will denote by V i −λ−1 the corresponding representation space. The representations of A in V r λ and V i λ are irreducible, since every vector is cyclic; in fact, by applying a suitable polynomial inÑ, any finite linear combination of eigenvectors ofÑ is transformed into an eigenvector, which is cyclic by construction.
For integer λ = n, the vector spaces V r n obtained from the cyclic vector F n (z), n ∈ Z, n < 0 define the same representations of A, which is reducible as a consequence of eqs. (30) Similarly, the spaces V i n , generated by F −n−1 (iz), n ∈ Z, n ≥ 0, define the same reducible representation, with unique non trivial invariant subspace V i −1 . As before, V i −1 coincides with V i n , n < −1, and by the above argument it carries an irreducible representation of A.
In conclusion, the representation spaces V λ defined by the solution of the eigenvalue equation (25) 
Clearly, the Fock-and the AntiFock-like representation are the only irreducible subrepresentations of the representation space defined by the eigenvectors ofÑ with integer eigenvalues.
The vector spacesV r (θ),V i (θ), Re θ ∈ [0, 1) consisting respectively of the τ -convergent series c k D θ+k and c k D −θ−k−1 , are the carriers of representations of A. In fact, by τ -continuity the operators z, ∂ z send τ -convergent sequences into τ -convergent ones and, as we have seen, z ± ∂ z act as raising/lowering operators with respect to k; then the vector spacesV r (θ),V i (θ) are stable under A.
By the above discussion, eqs. (23), (25) 
3 Regular representations of the Heisenberg algebra on holomorphic functions and Krein structures
As discussed in Sect.1, any conjugation K defines an isomorphism between the algebra A K and the Heisenberg algebra A H ; thus, with the introduction of a conjugation K, representations of A become representations of A H . In this Section we discuss the representations of A H arising from the regular irreducible representations of A classified in Sect. 2 through conjugations K such that U(s) becomes *-unitary, i.e. U(−s) = U(s)
* . As we shall see, the representation spaces automatically carry a Krein structure and define *-representations with respect to it.
By the discussion of the previous Section it is enough to consider the two
In the first case, the above unitarity condition is equivalent to the invariance ofÑ = b + b − under the conjugation K. By eqs. (1), (5) such condition is equivalent to b *
Now, if γ > 0, i.e. γ = c 2 , c ∈ R, by a Bogoliubov transformation the matrix V γ , corresponding to K through eq. (4), can be reduced to diagonal form with V γ 11 = c −1 , V γ 22 = c. All the corresponding representations are related to that with c = 1 by a complex extension of the U(1) group, namely U(ic), which, as we shall see, is well defined in the representation space corresponding to γ = 1.
For γ = 1 one has the identification
and therefore one obtains the Fock-Bargmann-Segal representation of A H on holomorphic functions [1] . In fact, the representation space V B has a natural basis given by f n ≡ (n!) −1/2 (a * ) n f 0 and the inner product defined on basis vectors by (f n , f m ) = δ n,m
has the property that (f, a g) = (a * f, g).
Thus, V B becomes a pre-Hilbert space V + B , which carries a *-representation of A H . The above inner product has the Bargmann integral representation
Clearly, U(ic) is implementable in such a representation. For γ < 0, i.e. γ = −c 2 , c ∈ R, the corresponding matrix V γ can be written as
and for γ = −1, one has the identification
The basis vectors are eigenvectors of N with negative eigenvalues and are given by f n ≡ (n!) −1/2 a n f 0 ; the inner product defined on basis vectors by
Thus, V B becomes a pre-Krein space V − B and the representation corresponds to the anti-Fock representation of the Heisenberg algebra discussed in Ref. [4] .
In the second case, i.e.Ñ = a + a − − θ,Ñ * =Ñ requires θ real. Again, as before, it is enough to discuss the two cases a − = ± a * + , which lead to
(z − ∂ z ). All the irreducible representations have been classified in Sect.2 and the two cases 1) and 2) are related by the transformation z → iz, which leaves the above classification stable, so that it is enough to consider case 1). It must only be shown that inner products can be introduced in the above irreducible
λ with the property that the *-operation coincides with the adjoint defined by the inner product. In abstract terms, such inner products exist and are unique as a consequence of the analysis of regular irreducible representations in Krein spaces given in ref. [4] . We will show that such inner products are given by integral expressions in the complex plane, a fact which is relevant in view of a "Schroedinger" interpretation of the above representations.
i) The representation space V r 0 coincides with the space of polynomials multiplied by exp −z 2 /2 and the *-operation coincides with the adjoint with the ordinary Schroedinger (positive) scalar product, defined by the integral on the real line (Fock-representation) ii) The space V i −1 is the space of polynomials times exp +z 2 /2. We can therefore define an indefinite inner product by the following integral on the imaginary axis:
A change of variables immediately gives < f, g >= < g, f > .
The adjoint operation with such a scalar product agrees with the * operation defined by
In the case of non integer λ, the asymptotic behaviour in the complex plane is of exponential growth in all directions except for a sector of width π/2. Let us consider the representation spaces V i λ , spanned by F µ (iz), µ = −λ + n, n ∈ Z.
Asymptotically [3] , for |arg(z) + π/2| < 3/4 π,
whereas, for |arg(z) − π/2| < π/4,
Eqs. (37), (38) imply that, for |arg(z) + π/2| < π/4,
Let Γ − be a regular path in the sector |arg(z)+π/2| < π/4, with asymptotics on its boundary s(−1 − i) and s(1 − i), s ∈ R + . Eq. (39) implies that, for ν ≥ µ, the integral of ψ ν (z) ψ µ (z) on Γ − converges; by analiticity it coincides with lim
with C − (R) the arc z = R exp iθ, −3π/4 < θ < −π/4. We can therefore define an inner product by
By a similar estimate, introducing Γ + ≡ Γ − , we can define
For ν = µ the above definitions coincide, as a consequence of eq. (40) and of the asymptotic estimate (see eqs. (38), (39))
respectively for |arg(z) + π/2| < π/4 and |arg(z) − π/2| < π/4. The inner product defined by eqs. (41), (42) is therefore non-vanishing, and extends to V i λ by (anti) linearity. Eqs. (41), (42) immediately imply hermiticity, and actually < ψ ν , ψ µ >= 0 for ν = µ, by eqs. (38), (40). z = z * follows for the inner product adjoint, since zψ µ (z) is a linear combination of ψ µ+1 (z) and ψ µ−1 (z), so that the same definition, eq. (41) or eq. (42), applies both to < ψ ν , z ψ µ > and to < z ψ ν (z), ψ µ (z) >. The same rule holds for d/dz, and therefore an integration by parts gives d/dz = −(d/dz) * . The scalar products (35), (36) are also given by integrals of the form (41), (42), with no condition on ν − µ and, in case ii), with Γ ± replaced by ∆ ± defined below.
Similar results hold for the spaces V r λ , generated by ψ µ (z) ≡ F µ (z), µ = λ + n, n ∈ Z. In fact, introducing the paths ∆ ± ≡ e iπ/2 Γ ± , a scalar product is defined by < ψ λ+n , ψ λ+m >≡ (−1) n ∆ ± dz ψ λ+n (−z) ψ λ+m (z) , where ∆ ± are taken respectively for n ≤ m and n ≥ m. As before, the definitions coincide for n = m; the inner product adjoint conditions for z, ∂ z follow by very similar arguments. inner product spaces, carrying regular *-representations of the Heisenberg algebra, with the * operation defined by the inner product adjoint. Since all the inner products are of the form < ψ µ , ψ µ+n >= c µ δ n,0 , n ∈ Z, one can introduce a Krein structure defined by the metric operators η ψ µ (z) ≡ c µ /|c µ | ψ µ (z).
In conclusion, all the regular irreducible representations of the Heisenberg algebra in Krein spaces classified in ref. [4] appear as subrepresentations of the regular representations of the algebra A generated by z and d/dz on the space of holomorphic functions, with inner products defined by complex space integrals. Actually, the classification of regular representations of A reduces, through Propositions 2.1, 2.2, 2.3, to the classification of regular representations of the Heisenberg algebra in Krein spaces discussed in Ref. [4] .
