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  ВСТУП 
 
 
У 2020 році світ сколихнула інфекційна хвороба, яка по теперішній час 
надзвичайно впливає на звичний порядок речей та, що ще гірше, забирає життя 
людей. Тому дослідження даних щодо поширення хвороби Covid-19 зараз є 
дуже актуальним та цікавим, оскільки це стосується безпосередньо наших 
життів та нашого майбутнього. 
У часи стрімкого розвитку біотехнологій та машинного навчання аналіз 
розповсюдження хвороби містить не лише науковий характер, але і суто 
прикладний та інноваційний. Ця пандемія є величезним викликом для 
дослідників, клініцистів, медичних працівників, епідеміологів та осіб, які 
приймають рішення. Великі об’єми даних дозволяють зібрати необхідну 
інформацію про структуру самого вірусу, що дає науковцям у медичній сфері 
необхідну базу для можливого створення вакцини. Також існує чимало 
досліджень та відкритих даних, які допомагають країнам, та загалом світу, 
краще розуміти поточну ситуацію та приймати більш зважені рішення, що у 
свою чергу рятує життя багатьом громадянам.   
Побудова подальшого розповсюдження хвороби Cov id-19 є важкою 
задачею для прогнозування, оскільки за таких динамічних змін та відсутності 
повних даних неможливо передбачити зміни, які чекають на нас завтра. Однак 
для вирішення регуляційних, медичних, фінансових та ряду інших питань 
вищим керівництвам країн необхідно розуміти наслідки своїх рішень та бути 
готовими до них.  
Кожна країна забезпечує свій план дій у зв’язку із поширенням хвороби 
Covid-19. Тому питання, які можливо та необхідно дослідити, виглядають 
наступним чином. Чи існюють кластери країн, які реагують праильно та країн, 
де поширення вірусу розвивається більш стрімко? Чи можна застосувати 




У роботі будуть розглянуті ці питання, проведено порівняльний аналіз 
розповсюдження хвороби серед країни. Робота буде направлена на виявлення 
закономірностей серед різних країн, дослідження розповсюдження хвороби 
Covid-19 внаслідок введення певних обмежень або ж їх відсутність, кількості 






РОЗДІЛ 1 ОГЛЯД ПРЕДМЕТНОЇ ОБЛАСТІ 
 
 
1.1  Введення термінології та опис історичних подій 
 
 
Спалах гострого респіраторного захворювання вперше виникла в місті 
Ухань, Центральний Китай 29 грудня 2019 року. Під час первинного спалаху 
цей вірус зазвичай називали "коронавірусом", "коронавірусом Уханю" або 
"вірусом Ухань". У січні 2020 року Всесвітня організація охорони здоров'я 
рекомендувала «новий коронавірус 2019 року» (2019-nCov) як попередню 
назву вірусу. Отримана назва має наступну логіку:  
– 2019 – рік першого випадку захворювання вірусом 
– n (з французької novel) – новий (ще не досліджений) вид коронавірусу 
– СoV (з англ. CoronaVirus) – коронавірус 
Пізніше після більш детальних досліджень генотипу вірусу було 
виявлено схожість до 80% із вже відомим коронавірусом SARS-CoV. Тому 11 
лютого 2020 року Міжнародний комітет з питань систематики вірусів прийняв 
офіційну назву SARS-CoV-2 керуючись наступними поняттями: 
– SARS (скорочено від англ. Severe Acute Respiratory Syndrome 
Coronavirus 2) – важкий гострий респіраторний синдром 
– СoV (з англ. CoronaVirus) – коронавірус 
– 2 – другий відомий людині SARS-CoV 
Отже, можна вважати 2019-nCoV та SARS-CoV-2 синонімами, оскільки 
вони позначають один і той же вірус. Однак, хворобу, що викликає цей вірус, 
має іншу назву, а саме Covid-2019 (Coronavirus Disease). Загалом, для 
подальшого розуміння маємо наступне твердження: вірус SARS-CoV-2 
спричиняє хворобу Covid-2019. 
Всесвітня Організація Охорони Здоров'я 30 січня оголосила надзвичайну 
ситуацію в галузі охорони здоров'я, а вже 11 березня – пандемію.[1] Це 
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означає, що інфекційне захворювання поширилося на територію багатьох 
країн світу, континентах. Руйнівне та непередбачуване поширення COVID-19 
у всьому світі спричинив безпрецедентний глобальний характер закриття та 
величезне навантаження на системи охорони здоров’я. 
 
 
1.2  SARS-CoV-2: класифікація та походження. 
 
 
Дослідження походження вірусу та його приналежність до певних видів 
допоможе перейти до наступного етапу, а саме порівняння SARS-CoV-2 з вже 
існуючими коронавірусами. Це необхідний крок для виявлення спільних та 
відмінних ознак, що у свою чергу дасть можливість зрозуміти чи може світ 
очікувати нового розвитку подій чи достатньо лише подивитись на події 
минулого. 
Вірус – організм, який здатен до виживання лише за рахунок реплікації 
всередині живої клітини. Коронавіруси - це велике сімейство вірусів, які 
поширені у людей та багатьох різних видів тварин, включаючи верблюдів, 
велику рогату худобу, котів та кажанів. Іноді, коронавіруси тварин можуть 
заражати людей, а потім поширюватись між людьми, наприклад, як це було з 
MERS-CoV, SARS-CoV, а тепер із новим вірусом SARS-CoV-2. Вірус SARS-
CoV-2 - це бетакоронавірус, як MERS-CoV і SARS-CoV. Усі три віруси мають 
своє походження у кажанів. 
У ранніх дослідженнях 49–66% пацієнтів мали історію контактів на 
ринку морепродуктів Уханя, де продавались різні види живих диких тварин, 
включаючи птицю, кажанів та бабаків. За даними ВООЗ, зразки 
навколишнього середовища, взяті з ринку морепродуктів Уханя, були 
випробувані позитивно на SARS-CoV-2, проте конкретних тварин, 
асоційованих з вірусом, не було встановлено. Виходячи з попередніх свідчень, 
кажани, які є переносниками понад 30 коронавірусів, можуть бути 
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походженням вірусу. Кажани є природним резервуаром SARS-CoV і MERS-
CoV і поширюються до людини відповідно через пальмове цвітіння та 
верблюдів відповідно. Коронавірус кажана був найближчим до SARS-CoV-2 з 
96,2–98,7% ідентичністю у послідовності генома. 
 
  
1.3  Основні характеристики вірусу SARS-CoV-2 та хвороби Covid-19 
 
 
1.3.1  Спосіб поширення 
 
 
Розуміння способу поширення вірусу є необхідним для аналізу 
результатів введення карантину та його ефективність. 
Оскільки вірус залишається неповністю дослідженим, точно описати всі 
шляхи його передачі від людини до людини неможливо. Однак основний 
спосіб передачі є повітряно-капельний. Краплі, які виділяються у дихальних 
шляхах, передаються через кашель або чхання. Краплі зазвичай не здатні 
«пройти» більше двох метрів та не затримуються у повітрі. Звідси, маємо 
обґрунтовану рекомендацію щодо дотримання соціальної дистанції у два 
метри. 
Також інфікування може відбутися, якщо людина безпосередньо 
торкається своїх слизових оболонок після контакту із зараженою поверхнею. 
Це відбувається оскільки після попадання на поверхню, підлогу, полицю в 
магазині тощо краплі можуть залишатися інфекційними. Наразі невідома 
точна кількість вірусу на поверхнях, яка необхідна для спричинення інфекції, 
та час, який вірус залишається активним без живого організму. Тому 





1.3.2  Рівень смертності та летальності 
 
 
Для кращого розуміння даних та графіків, що будуть зображені у 




кількість смертей внаслідок захворювання
загальна кількість випадків захворювання 
 * 100%                  (1.1) 
 
Для розрахунку рівня смертності нам потрібно: 
– Кількість фактичних випадків захворювання.  
Ми повинні знати кількість фактичних випадків (а не лише тих, які 
зареєстровані, оскільки, зазвичай, це лише невелика частина від фактичних 
випадків). Ці фактичні випадки мають мати остаточний результат 
захворювання (позитивний чи негативний, відповідно одужання чи смерть), а 
не поточні випадки, які все ще мають шанс на вирішення. 
– Кількість фактичних смертей внаслідок захворювання вірусом. 
Однак лише частина популяції, зараженої SARS-CoV-2, підтверджена 
лабораторним тестом, і не всі фактичні випадки офіційно повідомляються як 
випадок COVID-19. Це відбувається за рахунок того, що велика кількість 
випадків протікає безсимптомно (або з дуже легкими та непомітними 
симптомами) і тестування не проводиться на всій популяції, Отже, кількість 
фактичних випадків оцінюється в декілька разів вище, ніж кількість 
зареєстрованих випадків. Кількість смертей також, як правило, 
недооцінюється, оскільки деякі пацієнти не госпіталізуються та не проходять 
тестування. Якщо ми базуємо свій розрахунок (кількість смертей / кількість 
випадків захворювання) на кількості зареєстрованих випадків (а не на 
фактичних), ми значно завищимо рівень смертності. 
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Тож слід зауважити, що оцінка рівня смертності є не легкою задачею, 
оскільки на нього впливає ряд факторів такі як вік, густина населення, 
проведення тестування та особливості вірусу (безсимптомніть та довгий 
інкубаційний період). Грунтуючись на існуючих даних Всесвітня Організація 
Охорони Здоров’я визначає проміжок рівня смертності від нового 
коронавірусу як 2-4%. Це означає що приблизно для трьох зі ста людей, що 
захворіють на коронавірус, випадок зараження стане летальним. 
На рівні з метрикою вище необхідно згадати такий показник як 
летальність (Case Mortality Rate). Ці метрики досить легко спутати, тож 
наступна формула дає краще розуміння різниці.  
 
CMR = 
кількість смертей внаслідок захворювання
загальна кількість популяції 
 * 1000                   (1.2) 
 
Зазвичай летальність рахується як кількість смертей на одну тисячу 
населення, тому у формулі дріб множиться на 1000. 
 
 
1.3.3  Інкубаційний період 
 
 
Розуміння інкубаційного періоду є дуже важливим для органів охорони 
здоров'я, оскільки дозволяє їм запровадити більш ефективні карантинні 
системи для людей, підозрюваних у перенесенні вірусу, як спосіб контролю 
та, сподіваємось, запобіганню поширенню вірусу. 
Інкубаційний період для COVID-19 - це час між впливом вірусу 
(зараження) та виникнення симптомів, в середньому становить 5-6 днів, однак 
може бути до 14 днів. У цей період, також відомий як "передсимптомний" 
період, деякі інфіковані можуть вже передавати вірус наступній людині. Отже 
передача коронавірусу може виникнути до появи симптомів. Це 
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підтверджується даними, які дозволяють зробити висновок, що деякі люди 
можуть отримати позитивний результат на наявність хвороби COVID-19 за 1-
3 дні до того, як з’являться відповідні симптоми. 
Чому ж за середнього інкубаційного періоду керівництва країн вводять 
необхідний карантин після повернення закордону у 14 днів? Це відбувається 
за тої причини, що навіть невеликий відсоток ймовірності прояви симптомів 
після 6 дня може значно вплинути на розвиток вірусної інфекції у світі за 
відсутності двотижневого карантину. 
 
 
1.3.4  Базове репродукційне число 
 
 
Базове репродукційне число (R0 – basic reproductive number)означає 
кількість осіб, які інфікуються від одного хворого за умови потрапляння 
хворого у повністю незаражену популяцію[3]. Після поступового зараження 
популяція репродукційне число позначається як R. Базове репродукційне 
число називають також основним або базовим коефіцієнтом відтворення. Ця 
епідеміологічна метрика використовується для опису активності передачі 
інфекції. Щоб краще зрозуміти від чого саме залежить репродуктивне число 











                                     (1.3) 
 
  R0 ≈ тривалість захворювання ∗ сприятливі до зараження особи ∗
вірогідність зараження 
 
Однак слід зауважити, що на R0 впливають численні екологічні та 
біологічні патогени, які регулюють значення вірогідності поширення та 
17 
 
тривалість хвороби. Тому, зазвичай оцінка базового коефіцієнта відтворення є 
приблизною та проводиться за багатьох припущень, які значно спрощують 
справжню складну будову світу та самого поширення вірусу. 
Залежно від значення R0  існують наступні можливі розвити подій 
внаслідок поширення вірусу: 
– R0 < 1  
Наявна інфекціє провокує в середньому менше одного вторинного 
випадку. В такому випадку хвороба занепаде. 
– R0 = 1  
Наявна інфекція провокує в середньому один вторинний випадок. Таким 
чином, хвороба залишається стабільною, але не переростає в епідемію та не 
існує спалахів хвороби. Такий стан називається ендемія.  
– R0  > 1 
Наявна інфекція провокує в середньому більше одного вторинного 
випадку. Цей випадок відповідає епідемії та спалахам хвороби.  
Оцінюючи поточні дані вчені прийшли до приблизної оцінки базового 
репродуктивного числа до 2.5 [4].Однак різні моделі та дослідження 
розраховують різний показник R0.   Оскільки це значення може змінюватись, 
нижче наведено різницю між R0 рівним 2 та 3(рисунок 1.1). Вже після третього 
покоління бачимо суттєву різницю між кількістю хворих. 
 
 
Рисунок 1.1 – Зображення поширення вірусу у перших трьох 
поколінняч при R0 рівне двом та трьом) 
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Підсумовуючи, базове репродукційне число на рівні з рівнем смертності 
визначає темпи та масштаби ураження вірусом світу. Тобто коефіцієнт 
відтворення відповідає за природу поширення вірусу серед населення, а рівень 
смертності вказує на те, наскільки цей вірус критичний для світу. 
 
 
  1.4  Порівняння зі іншими коронавірусами.  
 
 
За своїм генотипом та характеристиками розповсюдження вірус SARS-
CoV-2 найбільше схожий на віруси SARS-CoV-1 та MERS-CoV. SARS-CoV-1 
було вперше виявлено у 2002 році на півдні Китаю. Інфекція поширилася на 
26 країн світу. MERS-CoV (Middle East respiratory syndrome - коронавірус 
близькосхідного респіраторного синдрому) вперше був зафіксований у 
Саудівській Аравії у 2012 році. Інфекція поширилася на 27 країн світу. Для 




Рисунок 1.2 – Поширення різних коронавірусів світом. Червоним 
відмічено вражені країни 
 
Далі проведено порівняльний аналіз за показниками, які були розкриті у 




– Рівень смертності. 
Як можна побачити з таблиці (табл. 1.1) новий коронавірус має 
порівняно невеликий рівень смертності. Однак слід зауважити, що оскільки 
вірус ще досі на стадії епідемії рівень смертності може змінюватись. 
 
Таблиця 1.1 –  Порівняння рівнів смертності серед різних коронавірусів 
 
 
– Інкубаційний період 
Інкубаційний період у SARS-CoV-2 дещо вищий, ніж у інших двох 
коронавірусах (табл. 1.2). Це є однією з причин чому новий вірус набагато 
сильніше вразив світ та поширився на більшу територію. Адже багато випадків 
зараження новим коронавірусом є асимптотичними (тобто не 
супроводжуються симптомами) або ж симптоми з’являються лише через 
деякий час (інкубаційний період).  
 
Таблиця 1.2 – Порівняння інкубаційного періоду серед різних коронавірусів 
 
 
– Базове репродукційне число 
Зазначеннями R0  можна побачити, що SARS-CoV-2 має порівняно 
середній коефіцієнт відтворення (рис. 1.3).[17] Однак не варто забувати, що 
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поки вірус активний оцінка R0 є дуже приблизною. До того ж, її оцінка дуже 
залежить від таких понять як асимптотичність та інкубаційного періоду, 
оскільки багато випадків залишається незаміченими та не зареєстрованими, 
однак це не впливає на здатність переносити вірус. 
 
        
Рисунок 1.3 – порівняня R0  для різних коронавірусів.  R0 для SARS-
CoV-2 ≈ 2.5, R0 для SARS-CoV-1 = 3.5, R0 для MERS-CoV = 0.75 
 
Також після більш детальних досліджень побудови вірусу SARS-CoV-2 
та SARS-CoV-1 було зроблено висновок, що пік передачі вірусу у SARS-CoV-
1 припадав переважно на середину захворюваності (рис. 1.4). Відповідно 
згідно з інкубаційним періодом цього вірусу можемо зробити висновок, що 
симптоми з’являються раніше, ніж людина має змогу передати вірус багатьом 
людям. Це стало основною причиною, чому цей вірус не набув широкого 
розповсюдження. На відміну від нього, новий коронавірус має пік передачі 
інфекції на початку хвороби, що співпадає з можливим інкубаційним 




Рисунок 1.4 – Вірогідність передачі вірусу в залежності від тривалості 
хвороби для різних коронавірусів 
 
 
1.5  Методологічні аспекти при аналізі  
 
 
Для того аби віднайти закономірності у даних та провести коректний 
аналіз необхідно якомога краще зобразити модель реального світу. Для 
дослідження розвитку нового коронавірусу у різних країнах відтворення усіх 
можливих аспектів є важкою задачею. Причиною цьому є неймовірна 
кількість побічних факторів які впливають на розповсюдження вірусу. До того 
ж більша частина з цих факторів ще зовсім незнайомі людині. Це одна із 
перших методологічних проблем при аналізі. Даних або недостатньо для 
відтворення повної картини, або їх точність мала, що знижує якість та користь 
створеної моделі.[16] 
Другим випробуванням є пошук даних та їх справедливість. Неймовірна 
кількість статей, наукових та не наукових, зараз шириться мережею. Багато 
публікації є радше способом набрати рейтинг, а не якісне ознайомлення з 
матеріалом. Тому не легкою задачею є відбір коректних даних з поясненнями 
та щоденними оновленнями для збереження актуальності моделі.  
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Якщо попередні дві проблеми стосувалися моделювання складних 
систем загалом, то наступні характерні для аналізу розповсюдження вірусів, а 
саме SARS-CoV-2.  
Насамперед, як вже було сказано у розділі про рівень смертності 
кількість підтверджених випадків значно відрізняється від кількості 
фактичних випадків зараження, що значно ускладнює моделювання 
поширення вірусу. До того ж, на жаль, це лише один за багатьох факторів, які 
впливають на аналіз поширення вірусу. Ряд причин[2], чому побудова 
математичної моделі, наступні:  
1) Відсутня можливість проведення тестування для всієї популяції. 
2) Жоден тест не має стовідсоткового результату. 
3) Тестування у різних країнах проводиться різними методиками, що 
ускладнює можливість збору всіх даних в єдину базу даних або викривлює 
реалії поширення вірусу. [13] 
Збір даних у всіх країнах проводиться по різному. Існує ряд країн, які 
відмовляються проводити тестування та не вважають коронавірус загрозою 
або ж для більш широкого тестування країнам бракує коштів. Однак навіть за 
тестування великої кількості громадян можуть виникати неочікувані 
відхилення. Наприклад, у Великій Британії простежується спад 
захворюваності на вихідних, а потім підвищення з початком тижня (рис. 1.5). 
Це пояснюється зменшенням персоналу у неробочі дні тижня, а це в свою 
чергу означає, що для своєчасного запису усіх результатів не вистачає 
медичних працівників.  
Отже, важливо дивитись на лише на самі значення, а й на методи їх 
збору, оскільки саме це може спричинити характерні закономірності та 




(Рисунок 1.5 – графік підтверджених випадків захворювання у Великій 
Британії в кінці березня – на початку квітня 
 
4) Втрата актуальності з часом. Ця проблема особливо важлива для 
тестування, оскільки з новими методиками відстеження захворювання дані 
змінюють свій характер, що ускладнює поєднання та аналіз різних даних. 
5) Невідомо, чи виробляє людина імунітет після одужання від 
захворювання. Наразі вчені схиляються до позитивної відповіді, однак 
стовідсоткових підтверджень на даний момент немає. 
6) Також невідомо чи існує у певної частини населення природній 
імунітет до хвороби, тобто чи можна вважати, що все населення здатне 
захворіти та вважаться сприйнятливим до нового вірусу. 
7) Однією з найважливіших причин, чому новий коронавірус набув 
такого поширення та чому існує велика різниця між фактичною та 
підтвердженою кількістю випадків це асимптотичність та великий 
інкубаційний період. Ці дані неможливо зібрати та проаналізувати без 
вдосконаленого тестування та більш детального вивчення вірусу. Тому будь-
які моделі або прогнози щодо поширення коронавірусу завжди 






1.6  Основні припущення для моделювання 
 
 
Для побудови моделі поширення вірусу за умови відсутності 
необхідного обсягу даних було вирішено зробити деякі припущення, які 
спрощують побуду моделі. В контексті побудови такої складної системи 
припущення щодо моделі необхідні для спрощення розробки або ж для взагалі 
можливості її побудови.[14] В випадку аналізу поширення вірусу, зазвичай, 
вводяться наступні припущення: 
1) Особа, яка одужала після захворювання, має імунітет і вже не зможе 
заразитися новим коронавірусом вдруге 
2) Популяція впродовж досліджуваного проміжку не змінюється. Тобто, у 
порівнянні з кількістю досліджуваних випадків смертність та 
народжуваність не внесе великих змін до моделі, тому вони не 
враховуються 
3) Усе населення є сприятливим до хвороби Covid-19 
Для того, щоб впевнено зробити такі припущення необхідно розуміти 
зв’язки між різними складовими складною моделі. Таким чином, біли зроблені 
перелічені вище припущення.  
 
 
1.7  Висновки до розділу 1 
 
 
Після дослідження одних із найважливіших характеристик нового 
вірусу та його порівняння із схожими до нього, можна зробити висновок, що 
обмеження та стратегії, які використовувалися для припинення схожих вірусів 
зараз діяти не будуть. Це випливає із порівняння таких метрик, як 
інкубаційний період та репродукційне число.  
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Побудова моделі поширення вірусу є надзвичайно складною задачею. 
Внаслідок недостатньої кількості історичних даних та багатьох відомих та 
невідомих факторів і ряду інших причин вибір методів дослідження є 
пріоритетним аспектом аналізу поширення захворювання.  
Актуальність моделювання та аналізу хвороби Covid-19 неможливо 
переоцінити. Не важко побачити, що поява нових вірусів та епідемій 
неймовірно впливає на наше життя. У зв’язку із ростом населення планети, 
підвищенням рівня урбанізації та небувалої раніше можливості подорожувати 
на далекі відстані скоріше за все поширення вірусу SARS_CoV-2 буде далеко 
не останнім випадком всесвітньої епідемії. Тому дослідження у таких 
невизначених умовах дає необхідні знання для того, щоб бути готовими до 








2.1  Вступ до розділу 2 
 
 
Моделювання є важливим інструментом прийняття рішень, який може 
бути корисним для боротьби з хворобами, особливо вірусами. Однак, оскільки 
кожна хвороба має свої особливі біологічні особливості, моделі повинні бути 
адаптовані до кожного конкретного випадку, щоб мати можливість 
вирішувати реальні ситуації. 
У літературі є кілька математичних моделей, які намагаються описати 
динаміку еволюції COVID-19. COVID-19 - це захворювання, спричинене 
новим вірусом, який потребує моделі з урахуванням відомих йому 
специфічних особливостей. Зокрема, було б зручно розробити модель, яка 
включає наступне: 
– вплив невиявлених інфікованих людей маючи змогу показати 
залежність впливу COVID-19 від відсотка виявлених випадків від реального 
загального зараженого населення 
– вплив різних санітарних та інфекційних станів госпіталізованих 
людей (розрізнення тих, що мають легкі та важкі стани, які одужають від тих, 
хто згодом може померти) 
– оцінка потреб ліжок у лікарнях (що є однією з найважливіших 
проблем для керівництва країн, які намагається вплинути на поширення 
COVID19) 
Основна мета даної роботи - розробити математичну модель, добре 
адаптовану до COVID-19 з урахуванням особливостей, згаданих раніше. 
Модель повинна бути спроможна порівняти, розглядаючи різні сценарії, 
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кількість випадків смерті та потреби ліжок у лікарнях, у різних країнах, де 
COVID-19 є (або може бути) дуже серйозною проблемою зі здоров’ям.  
Модель повинна бути досить складною, щоб охопити найважливіші 
ефекти, але також досить простою, щоб забезпечити доступне ідентифікацію 
його параметрів, використовуючи дані, про які повідомляють органи влади 
щодо нової пандемії. 
 
 
2.1  Епідеміологічні моделі 
 
 
2.2.1  SIR. Основні позначення 
 
 
Завданням епідеміологічних моделей є моделювання інфекційних 
захворювань. Ці захворювання можуть поширюватися від одного члена 
населення до іншого. Необхідно зрозуміти, наскільки швидко вони 
поширюються, яка частка населення заражається, яка частка помирає тощо. 
Один із найпростіших способів їх моделювання - це складова модель. 
Складова модель поділяє населення на певні частини, наприклад: 
– S (susceptible) – сприйнятливе населення (людина все ще може 
бути заражена) 
– I (infected ) – інфіковане населення 
– R (removed) – ті, що перенесли інфекцію (були вже заражені, не 
можуть заразитися знову), тобто або вже одужали, або померли 
Для прикладу візьмемо уявну хворобу X. Імовірність зараження буде 
становити 20 %, а середня кількість людей, з якими контактує людина в день 
буде становити 5 осіб. Таким чином, можемо очікувати, що інфікована людина 
спроможна заразити одну людину на день. З цього прикладу можна зрозуміти 
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значення термін β. Тобто, значення параметру β («бетта») означає кількість 
людей, яким інфікована особа передає хворобу за один день.  
Це значення тісно пов’язане із вже введеним раніше значенням R0. Адже 
не важко побачити, що базове репродукційне число напряму залежить від 
вище згаданого параметру бета та середньої тривалості хвороби. Тобто, 
кількість днів, впродовж яких інфікована людина здатна розповсюджувати 
вірус є надзвичайно важливим параметром. 
Зазвичай це число має позначення D. Для прикладу гіпотетичної 
хвороби X візьмемо D = 7. Тоді інфікована людина, яка хворіє впродовж семи 
днів та в середньому заражає по одній людині на день, то матимемо наступне 
висновок: R0 = 7 * 1 = 7. Таким чином ми отримали значення базового 
репродукційного числа.[7] 
Наступний параметр, який випливає з попередніх використаних формул 
має назву γ («гамма»). Це позначення використовується для умовної 
швидкості подолання хвороби. 
Підсумовуючи, можемо виписати наступні формули, що описують 
основні характеристики поширення хвороби, та основні позначення. 
 
     R0 =  β ∗ D                                                    (2.1) 
 
γ =  1 D⁄                                                      (2.2) 
 
R0 =  
β
γ⁄                                                      (2.3) 
 
– N - загальна чисельність населення 
– S (t) - кількість людей, що здатні до інфікування в момент часу t 
– I (t) - кількість людей, які є інфікованими в момент часу t 
– R (t) - кількість людей, які одужали (або померли) в момент часу t 
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– β - кількість людей, яких інфікована людина в середньому заражає 
за день 
– D - кількість днів, протягом яких інфікована людина може 
поширити захворювання 
– R₀ - базове репродукційне число  
Розуміння введених позначень є необхідним для виведення основних 
формул переходу серед різних груп населення. Тобто, кількість сприятливого 
населення, інфікованого населення та тих, що вилікувалися (або померли) 
напряму залежить від параметрів β  та γ. Перехід з однієї групи до іншої 





=  −β ∗ I(t) ∗
S(t)
N





=  β ∗ I(t) ∗
S(t)
N





=   γ ∗ I(t)                                                  (2.6) 
 
Отже тепер ми можемо описати зміну кількості людей, сприйнятливих, 
заражених та тих, шо одужали або померли. Для кращої візуалізації міграцій 
від однієї групи до іншої наведено наступну схему (рис. 2.1), завдяки якій 
можна зрозуміти яким чином формуються вище вказані формули. 
 
 




Тут, червоним кольором відображено швидкість переходу від однієї 
групи до іншої, синім – вірогідність переходу, а зеленим – кількість популяції, 




Рисунок 2.2 – Схема переходу від однієї складової моделі до іншої 
 
Основне правило, яке дає змогу відтворити такі переходи між групами 
та описати їх диференційними рівняннями це стала кількість населення. 
Насправді, це є лише одним із декількох необхідним припущенням для 
створення такої моделі.  
Модель SIR є основною концепцією для аналізу інфекційних 
захворювань, однак вона значно спрощує не тільки неоднозначність, але і 
деякі не менш важливі аспекти хвороби, як от, наприклад, рівень смертності. 
Тому, зазвичай використовують вдосконалені моделі SIR. 
 
 
2.2.2  SEIRD 
 
 
Модель SEIRD полягає у розбитті населення на 5 груп , а саме: 
– S (susceptible) – сприйнятливе населення (людина все ще може 
бути заражена) 
– E (exposed) – інфіковане населення, яке не здатне передавати 
захворювання 
– I (infected ) – інфіковане населення 
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– R (recovered)  – ті, що перенесли інфекцію (були вже заражені, не 
можуть заразитися знову), а саме одужали 
– D (dead) – ті, що загинули внаслідок хвороби. 
Дана модель вдосконалює модель SIR тим, що відділяє кількість смертей 
від кількості тих, що одужали. При порівнянні поширення нового 
коронавірусу серед країн світу ця модель, очевидно, є кращою, адже враховую 
рівень смертності, що є важливою характеристикою того, наскільки країна 
стримує поширення. Також модель враховує можливість серед інфікованих 
частки людей, які не ще не здатні до передачі вірусу. Оскільки, всі 
характеристики хвороби Covid-19 не варто виключати і такої можливості 
розподілу населення на умовні групи. 






=  −β ∗ I(t) ∗
S(t)
N





=  β ∗ I(t) ∗
S(t)
N















=   α ∗ ρ ∗ I(t)                                          (2.11) 
 
Де введені наступні нові позначки: 
– δ – період протягом якого людина може не інфікувати інших однак 
бути хворою вірусом 
– α – рівень смертності 
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– ρ – схожий на параметр γ, позначає умовну швидкість настання 
смерті після моменту отримання захворювання. 
 
Рисунок 2.3 –  Схема міграції населення серед груп моделі SEIRD 
 
 
2.2.3  Вибір моделі для конкретної задачі 
 
 
Моделі, що походять від основної концепції поширення вірусу SIR 
можуть мати додаткові групи, які відобразлять ще більш детальну картину, 
ніж моделі SEIRD та SIR. Розширення моделей відбувається за рахунок 
додавання таких груп, як: 
– S* - населення, яке має понижений ризик зараження або ж імунітет 
– С – (critical) люди, які мають критичний стан здоров’я внаслідок 
хвороби, тобто їх життя залежить від кількості вільних апаратів штучної  
вентиляції легень та лікарняних ліжок загалом. Цю складову додають 
для кращого прогнозування піку захворювання та його впливу на 
необхідну кількість лікарняних місць, що, в свою чергу, дає можливість 
лікарням бути готовими до спалахів епідемії.  
Однак, слід зауважити, що чим більше додається груп до складової 
моделі тим більше невідомих параметрів и тим складніше оцінювати значення 
цих параметрів та робити прогноз.  
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Задача цієї роботи ж складається не у прогнозування, а у знаходженні 
закономірностей поширення вірусу серед країн світу. Тому, для більш 
зрозумілої та інтерпретуємої кластеризації було обрано складову модель 
SIRD, яка на відміну від базової моделі розділяє групу, які померли від вірусу, 
від групи населення, яка одужала.  
Підсумовуючи, для інтерпретації моделі у певній країні світу нам 
необхідно знати параметри, які задають диференційні рівняння. Оскільки нам 
відомі дані для кожної країни кожного дня, ми можемо виділити групи 
населення за складовою моделлю SIRD. Значення кількості населення в цих 
групах буде змінюватися кожен день ( залежить від того як часто оновлюються 






∗ N                                        (2.12) 
 
γ(t) ∗ (1 − α(t)) =  
R(t+1)−R(t)
I(t)
                                (2.13) 
 
 α(t) ∗ ρ(t) =
D(t+1)−D(t)
I(t)
                                       (2.14) 
 
 
2.3  Методи машинного навчання без учителя. Кластеризація 
 
 
В задачах машинного навчання без вчителя завдання відрізняється від 
задач регресії та класифікацій, оскільки в даному випадку відсутня розмітка 
даних. Тобто, на відміну від задачі машинного навчання з учителем не має 
можливості розбити дані на тестову та навчальну. Однією із основних задач 
навчання без учителя є кластеризація. Її завдання полягає у пошуку 
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закономірностей та існуючих зв’язків між об’єктами та об’єднання в один 
кластер схожих за певними ознаками об’єктів.  
Існують дві головні проблеми, які пов’язані із розробкою моделі 
кластеризації: 
– невідомо завчасно скільки існує кластерів  
– відсутня можливість оцінити якість розбиття на кластери 
Отже, задача кластеризації є скоріше методом знаходженням інсайтів та 
загальним аналізом даних, де немає правильної і неправильної відповіді.[8] 
Важливим моментом є вибір алгоритму при кластеризації. Приблизно 
розуміючи будову своїх даних, їх розподіл та мету задачі загалом можна 
вибрати кращий алгоритм та домогтися більш релевантних висновків. Далі 
буде розглянуто декілька алгоритмів для кластеризації, які, на мою думку, 
найбільше підходять для роботи із даними про поширення вірусу. 
 
 
2.3.1  KMeans 
 
 
Алгоритм KMeans являє собою ітераційний процес. На початку 
алгоритму обираються центри кластерів довільним чином. Об’єкт, а в даному 
випадку країна, відноситься до кластеру, відстань до якого є найменшою. На 
кожній наступній ітерації положення центрів кластерів змінюється, а саме 
перераховується як середнє арифметичне точок, які віднесені до цього 
кластеру[12]. Таким чином об’єкти перерозподіляються до вже нових центрів 
кластерів. 
Алгоритм KMeans виглядає наступним чином: 




2) Розраховується відстань від кожної точки до кожного центроїду. 
У якості міри відстань зазвичай використовується Евклідова відстань. Однак, 
можна вибрати іншу міру та реалізувати її. 
 
ρ(x, y) =  ‖x − y‖ =  √∑ (xp − yp)
2n
p=1                            (2.15) 
 
3) Для кожної точки вибирається найближчий центроїд та 
присвоєння до його кластеру 
4) Перерахунок центроїдів як середнє арифметичне точок, які 
знаходяться в одному кластері. 
5) Процес повторюється доки переміщення кластерів не зупинеться 
або ж не буде відбуватися у деякому ε – радіусі. 
Загалом, функціонал, який алгоритм KMeans мінімізує виглядає 
наступним чином: 
– відстань всередині классу 
 
F0 =
∑ [yi=yj]i<j ∗ ρ(xi ,xj) 
∑ [yi=yj]i<j
 → min                                (2.16) 
 
– або ж середня відстань до центру кластеру 
 
F0 =  ∑
1
|Ky|
y ∈ Y ∑ ρ
2(xi , xj)i: yi=y → min                      (2.17) 
 
Необхідним для якісної кластеризації даним методом є аналіз вибору 
кількості кластерів.  
Цей етап є дуже важливим, оскільки кількість кластерів значеним чином 
впливає на результат. Найпоширенішим методом вирішення цієї задачі є метод 
ліктя (рис. 2.4). Основна ідея методів кластеризації, таких як алгоритм 
KMeans, полягає у визначенні кластерів таким чином, щоб загальна зміна 
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всередині кластеру або ж загальна сума квадратів відстаней між точками в 
межах кластера (WSS – з англ. «weighted sum of squares», зважена сума 
квадратів) була мінімізована. Показник WSS вимірює якість кластеризації. 
Основна ціль його обчислення полягає у тому, щоб WSS був якомога меншим, 
однак у той же час вдало вказував на отримані кластери. 
Метод ліктя розглядає показник WSS як функцію від кількості кластерів. 
Основне правило при використанні методу ліктя виглядає наступним чином: 
слід вибирати таку кількість кластерів, щоб додавання іншого кластеру значно 
не покращило показник WSS.[18] 
Для обчислення WSS використовується наступна формула:  
 





r=1                                       (2.18) 
 




i=1                                (2.19) 
 
 
Рисунок 2.4 –  графік зменшення WSS зі збільшення кількості кластерів 
 
З рисунку можна зробити висновок, що для цього прикладу 
оптимальною кількістю кластерів буде три. Це пояснюється тим, що чим 
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більше кластерів, тим менше буде визначено закономірностей ( або ж вони 
будуть незначні і не даватимуть зрозуміння загальної картини). Однак, чим 
менше кластерів, тип отримані зв’язки та закономірності будуть 
незначнішими для об’єктів із кожного класу, і кластеризація не буде 
виконувати свою задачу поєднання схожих об’єктів та відокремлення різних. 
 
 
2.3.2  Алгомеративна ієрархічна кластеризація 
 
 
Ієрархічна кластеризація – один із основних методів кластеризація, в 
якому кластери зображуються вкладеними один в одного. Виділяють наступні 
два способи для вирішення цієї задачі: 
– Агломеративний підхід 
Кожен об'єкт поміщається в свій власний кластер, які поступово 
об'єднуються. 
– Дивізівний підхід 
Спочатку всі об'єкти поміщаються в один кластер, який потім 
розбивається на більш дрібні кластери. 
Більш поширений вважається агломеративного підхід, тому, коли 
говорять «ієрархічна кластеризація», часто мають на увазі саме його. Саме про 
нього надалі буде йти мова. 
Алгоритм ієрархічної кластеризації виглядає наступним чином: 
1) Розраховується відстань між кожною парою точок, таким чином 
заповнюється матриця відстаней 
2) Кожна точка розглядається як окремий кластер  
3) Об’єднання найближчої пари точок (найближчих кластерів) в 
окремий кластер 




5) Кроки 3 та 4 повторюються доки всі точки не будуть об’єднані в 
один кластер 
Слід зауважити, яким самим чином визначається відстань між 
кластерами. Найпоширенішими є насутпні три способи (рис. 2.6) : 
– середня відстань між усім точками двох кластерів (average linkage) 
 
Ra(U, V) =  
1
|U||V|
∑ ∑ ρ(u, v)v ∈Vu ∈U                           (2.20) 
 
– відстань між найвіддаленішими точками двох кластеру ( complete 
linkage) 
 
Rc(U, V) =  max
u ∈U,v ∈V
ρ(u, v)                            (2.21) 
 
–  відстань між найближчими точками двох кластеру (single 
linkage) 
 
Rs(U, V) =  min
u ∈U,v ∈V
ρ(u, v)                           (2.22) 
 
 
(рис. 2.6 Способи для підрахунку відстані між кластерами) 
 
Головна особливість методу агломеративної ієрархічної кластеризації 
полягає в тому, що для зміни бажаного числа кластерів запускати заново 
алгоритм не потрібно. Для цього достатньо розглянути дерево об'єднання 




Ієрархічна кластеризація зазвичай візуалізується саме за допомогою 
побудови дендрограми.[11] Побудова дендрограми - дуже зручний спосіб для 
візуалізції цього методу з декількох причин. Відстань між кластерами на 
дендрограмі зображуються як висота дуги, в якій поєднуються мітки 
кластерів. Також наочно буде побудувати графік залежності відстані між 
кластерами, які зливаються, від номера ітерації. 
Наприклад, для випадку, який зображений на рисунку 2.5 можна взяти 
висоту дуги як певний поріг для розмеження кластерів. Якщо взяти поріг 
рівним 5, то кластерів буде 4 ( відокремлене різними кольорами). Якщо взяти 
поріг рівним 6, то кластерів буде два (окремо червоний і сірий та окремо 
жовтий та синій). 
 
 
Рисунок 2.5 –  Приклад розбиття країн на кластери за допомогою 
алгомеративної ієрархічної ієрархії 
 
Певна проблема алгомеративної ієрархічної кластеризації полягає в 
тому, що часто виникає один великий кластер і кілька невеликих. У той час як, 
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зазвичай, у багатьох задачах бажано отримати кластери, які схожі за розміром. 
Причиною може стати наявність великої кількості шуму у даних. Більш 
детально це питання буде проаналізовано у наступних розділах. 
 
 
2.3.3  DBSCAN 
 
 
DBSCAN – це один з density-based (тобто, з використанням щільності) 
методів. DBSCAN в перекладі з англійської означає алгоритм просторової 
кластеризація на основі щільності за наявності шуму (англ. – density-based 
spatial clustering of applications with noise)[15] 
Алгоритм DBSCAN полягає у реалізації наступних кроків: 
1) Поділ точок на шумові, основні та кордонні. 
2) Шумові точки об’єднуються в окремий кластер та помічаються як 
кластер -1. 
3) Поєднання основних точок, що знаходяться між собою на відстані 
менший або рівний радіусу Eps, у єдиний граф. 
4) Виділення групи досяжних між собою основних точок в окремий 
кластер. Цей етап відбувається за рахунок визначення поняття «досяжності». 
Дві основні точки вважаються досяжними один до одного, якщо існує такий 
ланцюг точок у попередньо побудованому графі, який їх з’єднує. 
5) Кордонні точки відносяться до відповідних їм кластерам. 
Окремо варто зазначити, яким саме чином точки поділяються на шумові, 
основні та кордонні. Основна ідея методу DBSCAN полягає у розміщенні 
кластерів у ділянках з найбільшою щільністю. Однак як саме алгоритм 
визначає найбільш щільні ділянки? Для цього використовуються одні з 




Тобто, для довільної точки p необхідно визначити кількість точок N(p), 
які знаходяться у радіусі Eps (ε) обраної точки.  
 
Nε(p) =  {q ∈  D: ρ(p, q) ≤ ε}                                  (2.23) 
 
Тоді поділ точок відбувається наступним чином (рис. 2.6): 
– Точка є шумовою, якщо виконується рівність 
|N(p)| = 0 
 
– Точка є основною, якщо виконується нерівність 
|N(p)| ≥ MinPts 
 
– Точка є кордонною, якщо виконується нерівність  




Рисунок. 2.6 – Графічне зображенні визначення шумових, основних та 




Отже, можна зробити висновок з опису алгоритму DBSCAN, що 
результат кластеризації надзвичайно залежить від обраних параметрів Eps та 
MinPts. Тому, якщо завчасно не зрозуміла будова даних та кількість кластерів 
визначити параметри для алгоритму стане одним із найважливіших етапів при 
використанні алгоритму. 
Також вибір параметрів Eps та MinPts для усього набору даних зумовлює 
те, що алгоритм не розрізняє у кластерів різню щільність. Це є ще одним 
недоліком алгоритму, оскільки для даних з кластерами різної щільності 
скоріше за все алгоритм проведе не дуже якісну кластеризацію. 
Однак, однією з найбільших переваг даного алгоритму беззаперечно є 
виокремлення шумових точок, які зазвичай значно псують роботу інших 
алгоритмів. 
 Після вказаних недоліків та переваг, не важко переконатися наскільки 
важливо підібрати параметри в методі DBSCAN. Для визначення радіусу Eps 
можна побудувати наступний графік (рис.2.7). По осі абсцис x зображаємо 
кількість точок, у яких відстань до k-ого сусіда менше за відстань, яка 
зображена по осі ординат y.  
На графіку можна буде побачити, що після деякої кількості точок 
відбувається різке зростання відстані. Отже, саме цю відстань буде правильно 




Рисунок 2.7 –  Графік залежності радіуса Eps від кількості точок та 
відстані до k-ої точки 
 
Для побудови цього графіку спочатку можна взяти за основу деяке 
довільне число k. Однак це слід зауважити, що це число визначає граничну 
кількість точок в околиці радіусу Eps, тобто це і є параметр MinPts. Таким 
чином, для якісного вибору параметрів для методу кластеризації DBSCAN 
необхідно проаналізувати різні графіки для різних значень k і при цьому 
визначити оптимальний радіус Eps для кожного із них. Як серед цих графіків 
вибрати найкращий варіант? Для цього необхідно, мінімізувати кількість 
шумових точок. 
   
 
2.3.4  Порівняння алгоритмів 
 
 
Кожен із цих алгоритмів має свої переваги і недоліки. Для того, щоб 
правильно зрозуміти резльтати разних методів необхідно дослідити як саме 
вони працюють та чи підходять вони для конкретних даних. Оскільки залежно 
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від розташування кластерів або ж їх наявності взагалі методи працюют 
абсолютно по різному (рис.2.8). 
 
                      
Рисунок 2.8 –  Порівняння результату кластеризації обраних методів на 
різних даних. 1–  KMeans, 2 –  Алгомеративна кластеризація, 3 – DBSCAN 
 
Наприклад, нескладно побачити, що алгоритм KMeans показує гарний 
результат лише на даних, де кластери не вкладені один в одного. До того ж, 
цей метод може ввести в оману знайшовши два кластери там, де їх насправді 
немає (оскільки в параметрах алгоритму задається незмінна кількість 
кластерів ). 
Ієрархічна кластеризація, в свою чергу, добре вказує на загальну 
структуру кластерів та може допомогти із визначенням їх кількості. Це не 
вказано на рисунку, однак алгомеративна ієрархічна кластеризація погано 
відстежує шумові точки, що може зіпсувати загальний вигляд дендрограми.  
DBSCAN серед вище згаданих алгоритмів єдиний може відстежувати 
шумові точки, однак на відміну від KMeans, може не зовсім правильно 
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виділити кластери з різною щільністю. Також DBSCAN відрізняється тим, що 
його результат дуже залежить від вхідних параметрів і на відміну від методу 
кластеризації KMeans пошук параметрів  є більш важким та неоднозначним.  
Оскільки дані, що використовуються у цій роботі ще мало досліджені 
важко вказати, яку саме структуру вони матимуть, тому було обрані різні за 
своїми підходами методи, які добре працюють для різних даних.  
 
 
2.3.5  Метрики оцінки якості кластеризації 
  
 
Оскільки кластеризація відноситься до задач машинного навчання без 
учителя, тобто не використовує розмічені дані, аналіз результатів є доволі 
складним завданням. Ми можемо використовувати певні метрики для того, що 
зрозуміти наскільки вдало була зроблена робота кластеризації, однак на 
відміну від машинного навчання  з учителем, це дуже суб’єктивні метрики, які 
залежать від даних та самої мети, яка вкладену у задачу кластеризації. 
 Метрики, які будуть надалі розглядатися використовують як 
параметри тільки основний датасет та отримані кластери.  
1) Коефіцієнт силуету 
Розраховується за наступною формулою для кожної окремо взятої  точки 
із вибірки: 
 
s =  
b−a
max (a,b)
                                         (2.24) 
 
де       a – середня відстань між обраною точкою та усіма іншими точками класу, 
до якого належить обрана точка, 
b – середня відстань між обраною точкою та усіма іншими точками 
найближчого сусіднього класу 
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Коефіцієнт силуету загалом для вибірки рахується як середнє 
коефіцієнтів силуету окремих точок вибірки. 
Приймає значення від -1 до 1. Чим вище значення, тим краще побудована 
модель. У випадку -1 – кластеризація побудована некоректно, якщо ж 
коефіцієнт силуету прямує до 1 – кластери розподілені далеко один від одного 
та щільно всередині кластеру. 
 
2) Calinski-Harabasz Index 
Розраховується за формулою: 
 






                                       (2.25) 
 
де E – набір вхідних даних, 
 nE – розмір вибірки 
 k – кількість класт ерів 
 tr(B) – слід дисперсійної матриці між кластерами 
 tr(W) – слід дисперсійної матриці всередині кластеру 
 




q=1                      (2.26) 
Bk =  ∑ nq(cq − cE)(cq − cE)
Tk
q=1                        (2.27) 
 
де cq – точки, які розташовані у кластері з центроїдом q 
 nq – кількість точок, у кластері з центроїдjм q 
 cE – центр вибірки E 
 Чим вище значення приймай цей параметр, тим вважається краще 
обрані кластери. 
 
3) Davies-Bouldin Index 
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                                          (2.28) 
 
де       si – середня відстань між точками кластеру i 
dij – відстань між центроїдами кластеру i та j 
 







i=1                                   (2.29) 
 
Для кращого розуміння, який алгоритм працює краще на даних, які 
використовуються у цій роботі, слід дослідити усі можливі метрики. 
Індекс приймає значення більше 0. Чим ближче значення індексу до нуля, 
тим краще побудована кластеризація.  
 
 
2.4  Вибір алгоритму візуалізації 
 
 
Найпоширенішими алгоритмами для візуалізації є алгоритми t-SNE та 
PCA. Для вибору кращого алгоритму проведемо поверхневий аналіз 
алгоритмів та їх характеристик для певних наборів даних. 
Задача, яку вирішують ці алгоритми відносяться також до задач 
машинного навчання без учителя, а саме до зменшення розмірності. Завдяки 
методам зменшення розмірності дані, що мають 100 або навіть більше 
показників можна зобразити у двовимірному просторі. 
Алгоритм t-SNE розшифровується як T-розподілене вкладення 
стохастичної близькості (з англ. t-distributed stochastic neighbor embedding).[5] 
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T - розподілення має вигляд схоже на нормальне (Рис. 2.9), але за рахунок 
певних відмінностей краще працює для розрахунку відстаней між точками. 
 
Рисунок 2.9 – Нормальне та t-розподілення 
Основною ідеєю даного алгоритму є збереження відносних відстаней 
між точками після зменшення розмірності. Тобто, метод обчислює міру 
подібності між кожними двома точками вибірки у багатовимірному просторі 
та у двовимірному просторі. Головна задача при цьому оптимізувати 
відношення цих двох величин. 
В свою чергу, алгоритм PCA перекладається як метод головних 
компонент (principak component analysis). Його оснвною ідеєю є збереження 
найбільш важливої інформації під час зменшення розмірності. 
PCA як метод зменшення розмірності, на відміну від t-SNE, був 
розроблений набагато раніше. У сфері інформаційних технологій та 
машинного навчання все змінюються дуже швидко, тому можна сказати, що 
чим новіший алгоритм тим скоріше за все він краще впорається із поставленою 
задачею та особливо із об’ємом даних. 
Суттєвою відмінністю є те, що PCA є лінійним алгоритмом, в той час як 
t-SNE  ні.[10] Тобто, якщо форма даних структурована не лінійно PCA може 
призвести до не зовсім якісної візуалізації. 
У цій роботі було обрано алгоритм t-SNE у якості візуалізації, оскільки 





2.5  Висновки до розділу 2  
  
 
У цьому розділі були представлені епідеміологічні методи зображення 
даних, їх порівняння та вибір найкращого методу для поставленої задачі. Після 
аналізу існуючих моделей можна краще зрозуміти дані та їх поведінку.  
Так само було розглянуто різні методи кластеризації та візуалізації та їх 
порівняння залежно від структури даних. Слід зауважити, чому саме ці 
алгоритми були обрані для конкретно цієї задачі. 
KMeans є найпоширенішим серед алгоритмів кластеризації і також 
одним із найпростіших. Тобто, його реалізація проста та не займає багато часу. 
Тому для того аби переконатися чи працює проста модель на наших даних було 
обрано цей алгоритм. 
Алгомеративна ієрархічна кластеризація добре вказує на структуру та 
існуючі кластери в даних. Алгоритм цього методу є доволі простим, однак він 
не поступає іншим алгоритмам у якості кластеризації. 
DBSCAN, в свою чергу, потребує певвні зусилля у підборі параметрів, 
які дуже впливають на кінцевий результат. Тому ця модель може дати гарний 
результат при правильному налаштуванні параметрів. 
Таким чином, оскільки неможливо сказати, як саме структуровані дані, 
було обрано алгоритми, які відрізняються за своїми підходами для більш 





 РОЗДІЛ 3 РЕЗУЛЬТАТИ ТА АНАЛІЗ ПРОГРАМИ 
 
 
3.1  Вибір програмного продукту  
 
 
Для проведення аналізу даних щодо поширення вірусу було обрано мову 
програмування Python та середовище розробки Jupyter Notebook. Вибір 
зумовлений наявністю в обраній мові програмування широкого спектру 
інструментів для дослідження даних та, зокрема, усіх необхідних для даної 
задачі метрик. 
У мові програмування Python є доступ до великої кількості бібліотек, які 
відповідають за кластеризацію, візуалізацію, розрахунок основних метрик та 
роботу із даними загалом. 







Майже всі методи для кластеризації та візуалізації, які 
використовуються у цій роботі, є у бібліотеці sklearn. Однак, метод ієрархічної 
алгомеративної кластеризації використовує бібліотеку scipy.cluster, а для 
використання алгоритму DBSCAN необхідно імпортувати бібліотеку hdbscan. 







3.2  Опис даних та їх попередня обробка 
 
 
Основні дані, у яких зазначено кількість підтверджених випадків, 
померлих та тих, що одужали, імпортовані з відкритих даних, які затверджує 
та підтримує приватний дослідницький університет Джонса Гопкінса. Для 
прикладу, зображено таблицю підтверджених випадків (табл. 3.1) для кожної 
країни кожного дня починаючи з 22 січня 2020 року. Використовуються три 
таблиці, які відображають, відповідно, кількість інфікованих, померлих та тих, 
що одужали. 
 




Для підрахунку параметрів обраної моделі SIRD необхідно знати 
кількість населення кожної країни. Тому після перетворення попередніх трьох 








Таблиця 3.2 –  Вигляд кумулятивних даних для кожної країни та кожного дня 
 
 
Далі були проведені наступні необхідні обробки вибірки: 
1) Використання ковзного середнього для згладжування даних, 
оскільки, як було зауважено при розгляд проблем аналізу поширення Covid-
19, на збір даних дуже впливає тижнева сезонність. Тобто, на вихідних 
зазвичай менше підтверджених випадків, тому ще проводиться менше тестів. 
Щоб вирішити цю проблему використовується функція rolling() із вікном 
рівним 7 ( через кількість днів у тижні). 
2) Ще однією проблему є різний початок поширення вірусу Covid-19 
серед різних країн світу. Кластеризація країн буде давати більш якісний 
результат, якщо відкинути фактичні дати та зосередитися на порівнянні країн 
залежно від кількісті часу (днів) після появи вірусу в країні. Появою нового 
коронавірусу у країні буде вважатися момент (день) коли було підтверджено 
5  випадків на 1 мільйон населення.  
3) Оскільки коронавірус поширювався світом нерівномірно, то деякі 
країни мають дані поширення хвороби за останні 4 місяці, а деякі країни лише 
за останній тиждень ( у цих країнах спалах хвороби тільки розпочався). Тому 
було вирішено розглядати країни, у яких накопичені дані більше ніж на 2 
місяці (60 днів). Країн, у яких вірус Covid-19 поширюється менше ніж 2 місяці 
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є невелика кількість (менше 20%), тому вони не будуть враховуватися при 
кластеризації. 
Після вищевказаних пунктів обробки вибірки можемо приступити до 
обчислення самій параметрів моделі SIRD, а саме alpha, beta та gamma за 





∗ N                                          (3.1) 
 
alpha =  
R(t+1)−R(t)
I(t)





                                           (3.3) 
 
Попередньо робимо перевірку, чи корелюють ці параметри, оскільки 
деякі алгоритми можуть мати не якісний результат, якщо використовуються 
лані, що корелюють між собою (табл 3.3). Для перевірки кореляції було 
використано метод кореляції Пірсона. 
 
Таблиця 3.3 –  Кореляція параметрів моделі 
 
 
Таким чином, отримуємо дані для 92 країн світу за 2 перших місяці 
поширення у них коронавірусу (табл. 3.4). Слід зауважити, що навіть, якщо у 
країни поширення вірусу відбувається довше за два місяці, дані беруться лише 
за перших два місяці для коректної кластеризаціїї країн для уникнення 
пропусків у даних для країн, у яких вірус поширюється рівно 2 місяці. 
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Таблиця 3.4 –  Вигляд оброблених даних, які відображають параметри моделі 
поширення Covid-19 у різних країнах світу залежно від часу 
 
 
Отже, необхідно зробити кластеризацію для часових рядів з декількома 
параметрами. Якщо запустити модель на даних, які вказують на певну ознаку 
у конкретний день скоріше за все результат буде не якісним, оскільки 
порівняння необхідно будувати на трендах та певних статистичних даних. 
Тому, було розраховано основна статистика для кожного параметру і отримана 





Таблиця 3.4 –  Вигляд оброблених даних, які відображають статистику 
зміни параметрів моделі поширення Covid-19 у різних країнах 
 
 
3.3  Результати кластеризації 
 
 
3.3.1  KMeans 
 
 
Для початку необхідно визначити кількість кластерів використовуючи 




Рисунок 3.1 –  Метод ліктя 
 
Робимо висновок з малюнку, що кількість кластерів не можна точно 
визначити з графіку, тому для почату беремо кількість кластерів 2. Згодом, 
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побудова дендрограми допоможе зрозуміти ієрархічну кластеризацію даних та 
пересвідчитися чи це правильне рішення обрати за кількість кластерів 2 
кластери. 
Отже, після побудови алгоритму для двох кластерів отримуємо 
наступний графік (рис. 3.2).   
 
 
Рисунок 3.2 –  Кластеризація KMeans 
 
 
3.3.2  Алгомеративна ієрархічна кластеризація 
 
 
Застосуємо метод алгомеративної ієрархічної кластеризації та 
побудуємо дендрограму (рис 3.3). Отже, можна побачити чітко 2 кластери, 
якщо обрати за поріг відстань між точками близько 0.5. Або ж можна взяти 




Рисунок 3.3 –  Дендрограма  
Отже, застосовуємо алгоритм візуалізації t-SNE, щоб зрозуміти 
відмінності між алгоритмами та будуємо графік для двох кластерів (рис.3.4) та 
для чотирьох кластерів (рис. 3.5) 
 









3.3.3  DBSCAN 
 
 
Для початку побудуємо графік, який допоможе визначити параметр 




Рисунок 3.5 – Графік залежності радіуса Eps від кількості точок та 
відстані до k-ої точки 
 
Після значень вище за 0.8 бачимо стрибок, тому за радіус Eps візьмемо 
значення 0.8. Визначи ти параметр min_cluster_size (мінімальна кількість 
точок у кластері) можна визначити приблизно зорієнтувавшись за 
результатами попередніх методів та виходячи із кількості даних. Було 
вирішено взяти за min_cluster_size значення 8, тобто кластер може складатися 
не менше, ніж з 8 країн. Однак, слід зауважити, що підбор цих параметрів є 
інтуїтивними і може потребувати зміни, якщо дані будуть оновлюватись та 




Рисунок 3.6 –  Кластеризація DBSCAN з параметрами Eps = 0.08 та 
min_сluster_size = 8 
 
Можна побачити, що цей результат за зовнішнім виглядом здається 
гіршим, ніж попередні два. Це може відбуватися за рахунок невдалого підбору 
параметрів або ж за рахунок різної щільності кластерів. 
 
 
3.4  Порівняння результатів 
 
 
У другому розділі були вказані основні метрики для розрахунку якості 
кластеризаціїї, а саме коефіцієнт силуету, Davies-Bouldin індекс та Calinski-
Harabasz індекс. Саме за ними найкраще визначити, яка саме кластеризація 
впораллась найкраще, тому будуємо таблицю із віповідними значенням 










 k =2 k = 4 k = 2 k = 4 




силуету 0,25956 0,20445 0,21957 0,2096 0,08059 
Calinski-
Harabasz  31,67824 25,59119 28,6172 23,82555 13,82114 
Davies-
Bouldin 1,51832 1,478 1,63108 1,41828 1,75497 
 
Отже, можна побачити, що найгірше впорався алгоритм DBSCAN, це 
можна пояснити тим, що цей алгоритм не знайшов структуру у даних через 
різну щільність кластерів або ж необхідно провести більш детальний розгляд 
параметрів алгоритму. 
Найкращим методом кластеризації став найпростіший метод KMeans із 
двома кластерами. Він випереджає усі інші методи за двома показниками – 
коефіцієнтом силуету та індексом Calinski-Harabasz. 
 
 
3.5  Висновки до розділу 3 
 
 
Було досліджено три різних метода кластеризації на даних поширення 
Covid-19.  Не менш важливим є і те, яким саме чином відбувалась обробка 
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даних, адже на модель поширення вірусу впливає чимало факторів і важливу 
роль відіграє вибір показників. 
 Оскільки дані ще недосліджувані та існує багато теорій щодо структури 
даних та їх збору і аналізу важко з впевненістю сказати про якість даної 
кластеризації. Однак серед трьох методів найкращим став KMeans, що, 
можливо, вказує на недостатньо складну структуру даних та суттєве 
спрощення моделі, тобто необхідність використання додаткових даних або ж 
інакший спосіб їх обробки.  
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РОЗДІЛ 4 ФУНКЦІОНАЛЬНО - ВАРТІСНИЙ АНАЛІЗ 
ПРОГРАМНОГО ПРОДУКТУ  
 
 
 4.1  Постановка задачі проектування 
 
 
У цьому розділі застосовується метод функціонально-вартісного аналізу 
для проведення техніко-економічного аналізу розробки програмного продукту 
для аналізу та порівняння моделей поширення вірусу SARS-CoV-2 cеред 
різних країн світу. 
Програма була написана за допомогою середовища розробки Jupyter та 
було використано мову програмування Python. 
Далі наведено аналіз можливих реалізацій даної моделі. Це необхідно 
для того, щоб ґрунтуючись на основних факторах, які впливають на якість 




4.2  Обґрунтування функцій програмного продукту 
 
 
Функція F0 — розробка програмного продукту, що приймає на вхід дані, 
які відносяться до певної країни у певну дату та повертає кластери країн 
схожих за поширенням вірусу та ситуацією в цілому внаслідок епідемії.  
Отже, наведемо наступні функції продукту: 
1) F1— вибір мови програмування:   
a) мова програмування Python 
б)  мова програмування Java 
2) F2— вибір алгоритму вирішення:  
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a) аналіз конкретної задачі 
б)  аналіз класу задач 
3) F3— вибір алгоритму для візуалізації результатів роботи:  
a) алгоритм PCA 
б)  алгоритм t-SNE 
 
Побудуємо морфологічну карту(рис.4.1) за даними варіантами.  
 
Рисунок 4.1 - Морфологічна карта 
 















F1 А Широкий клас доступних 
функцій, що пришвидшує 
роботу  
Низька швидкодія 
Б Оптимізація для різних 
платформ та швидкодія  
Відсутність певних 
бібліотек для більш 
широкого аналізу 
F2 А Відносна швидкість робота 
та більш спеціалізований 
продукт  
Вузький погляд на 
складну систему, не 
дозволяє повністю 
розглянути проблему 
Б Універсальність для будь-
якого класу завдань 
Потребує більше часу на 
розробку  
F3 А Підходить для великих 
об’ємів даних 
Не вказує на ієрархічну 
будову кластерів 
Б Вказує на ієрархічну 
будову кластерів 
Погано підходить для 
великих об’ємів даних 
 
 
Після аналізу позитивно-негативної матриці можна зробити наступні 
висновки: 
– F1. Оскільки проведення аналізу поширення вірусу потребує 
більш детального дослідження даних, необхідно мати ряд інструментів та 
бібліотек, які не доступні у мові програмуванні Java. Тому буде розглянуто 
варіант Python 
– F3. Вхідні дані це чималий об’єм даних, тому краще буде 
застосувати алгоритм PCA. 
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F1 А - F2 А - F3 А 
F1 А - F2 Б - F3 А 
 
 
4.3  Обґрунтування системи параметрів 
 
 
Використовуючи параметри X1 – X3 визначаємо характеристики 
прототипу даного програмного продукту. Для оцінювання якості розглянутих 
реалізацій обрані параметри, описані нижче. 
В таблиці 4.2 можна побачити описані параметри, які були обрані для 
визначення оцінки реалізації. 
 
Таблиця.4.2 –  Основні параметри програми 





гірші середні кращі 
Час для реалізацію програми X1 год 50 30 20 
Час для дослідження 
інформації та пошук 
релевантних даних 
X2 год 30 20 5 
Час для оволодіння теорії X3 год 70 50 30 
 
 




Рисунок 4.2– параметр X1   Рисунок4. 3– параметр X2     Рисунок 4.4– 
параметр X3 
 




Назва параметра Одиниці 
виміру 









1 2 3 4 5 6 7 
X1 Час для 
реалізацію 
програми 
год 1 2 1 2 2 2 2 12 -2 4 






год 3 3 3 3 3 3 3 21 7 49 
X3 Час для 
оволодіння теорії 
год 2 1 2 1 1 1 1 9 -5 25 
 Разом  6 6 6 6 6 6 6 42 0 78 
 
Найбільшим вважаємо ранг 3, відповідно найменшим є ранг 1.Чим 



























Ранжування можна вважати коректним, оскільки знайдений коефіцієнт 
узгодженості вище за нормативний, який дорівнює 0.67. 
 








1 2 3 4 5 6 7 
X1та X2 < < < < < < < < 0.5 
X2та X3 > > > > > > > > 1.5 
х3та х1 > < > < < < < < 0.5 
 
Таблиця 4.5 –   Вагомість кожного із критеріїв 
Параметри Параметри Перша ітерація Друга ітерація 




Х1 1 0.5 0.5 2 0.25 5 0.263 
Х2 0.5 1 1.5 3 0.375 5.5 0.289 
Х3 0.5 1.5 1 3 0.375 8.5 0.447 






4.4  Аналіз варіантів  реалізації функцій  
 
 
































Х1 30 5 0.263 1.315 
F2 А Х1 30 5 0.263 1.315 
Х2 20 5 0.289 1.445 
Б Х1 50 10 0.263 2.63 
Х2 20 5 0.289 1.445 
F3 А Х3 30 1 0.447 0.447 
 
Отже рівень якості для кожного з варіантів має наступний вигляд: 
 
К1 = 1.315+ 1.315 + 0.447 + 1.445 = 4.522 
К2 = 1.315 + 2.63 + 0.447 + 1.445 = 5.837 
 
Як видно з розрахунків, кращим є другий варіант, оскільки для нього 







4.5  Економічний аналіз варіантів розробки програми 
 
 
Для визначення вартості розробки програмного продукту для початку 
необхідно провести розрахунок трудомісткості. Обидва варіанти  реалізації 
складаються з трьох завдань. 
1)    Розробка програмного продукту  
2) Візуалізація результатів.  Для першого варіанту розглянемо 
візуалізацію кластерів за допомогою PCA ( варіант 2А), для другого варіанту 
– візуалізація за допомогою алгоритму t-SNE (варіант 2Б) 
3)    Освоєння теоретичної бази 
Для завдання 1: (алгоритм групи складності 1, ступінь новизни А, вид 
використаної інформації НДІ) ТР =90 людино-днів, КП =0.7, КСК = 1, КСТ = 0.7.  
 
Т1А = 90*0.7*0.7 = 44.01 людино-днів. 
 
Для завдання 2 (варіант 2А) : (алгоритм групи складності 2, ступінь 
новизни Б, вид використаної інформації – НДІ)ТР = 27 людино-днів, Кп= 0.6, 
Кск = 1, Кстм = 1.  
 
Т2 = 27*0.6= 16.2 людино-дні. 
 
Для завдання 2 (варіант 2Б) : (алгоритм групи складності 3, ступінь 
новизни Б, вид використаної інформації – НДІ)ТР = 19 людино-днів, Кп= 0.6, 
Кск = 1, Кст = 0.8.  
 
Т3 = 19*0.6*0.8 = 9.12 людино дні. 
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Для завдання 3: (алгоритм групи складності 2, ступінь новизни А, вид 
використаної інформації – НДІ)ТР = 36 людино-днів, Кп= 0.7,Кск = 1, Кст =
0.9.  
 
Т3 = 36*0.7*0.9 = 22.68 людино дні. 
 
Звідси виходить, що у випадку А 
 
Т = 44.01 + 16.2 + 22.68= 82.89 
 
А у випадку Б  
 
Т = 44.01+ 9.12 + 22.68 = 75.81 
 
В розробці будуть приймати участь розробник програмного 
забезпечення з окладом 20 000 грн та аналітик з окладом 17 000. 
Погодинна заробітна плата працівників буде становити: 
 
С = (20 000 + 17 000)/ (2*21*8) = 110.12 грн 
 
Для окремих варіантів:  
 
С1 =82.89 * 110.12 * 1.2  = 10 953.41 грн 
С2 = 75.81 * 110.12 * 1.2  =  10 017.83грн 
 
Відрахування ЄСВ складають 22%, або, для кожного з варіантів маємо: 
 
С1’ =C1*0.22 =10 953.41* 0.22 = 2 409.75 грн 
С2’ =C2*0.22 = 10 017.83* 0.22= 2 203.74 грн. 
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 Визначаємо витрати на оплату однієї машино-години. З урахуванням 
заробітної плати розробника програмного забезпечення в розмірі 20 000 грн з 
коефіцієнтом зайнятості 0.2, отримуємо: 
 
Сг = 12*M*Кз = 12*20 000*0.2 = 48 000 грн 
 
Включаючи додаткову плату: 
 
Cзп =Сг*(1+Кз) = 48 000 *1.2 = 57 600 грн 
 
Відповідно, відрахування на соціальний внесок складуть  
 
Свід = Сзп*0.22 = 57 600 *0.22 = 12 672 грн 
 
Амортизаційні відрахування розраховуємо при амортизації 25% та 
вартості ЕОМ – 50000 грн. 
 
Са =Ктм*Ка*Цпр = 1.15*0.25* 50000 = 14 375 грн 
Ср = Ктм*Кр*Цпр = 1.15*0.05*50000 = 2 875 грн 
 
Ефективний годинний фонд 
 
ТЕФ  =(ДК – ДВ – ДС – ДР) ⋅tЗ⋅ КВ = (365 – 104 – 8 – 16) ⋅ 8 ⋅ 0,9 = 1706.4 годин. 
 
Звідси виходить, що витрати на оплату електроенергії, з урахуванням 
ПДВ, складуть: 
 
СЕЛ  = ТЕФ⋅NС⋅KЗ⋅ ЦЕН = 1706.4 * 0.3 * 0.2 * 1.75 = 179.172 грн. 




Річні витрати на експлуатацію  
 
СЕКС =СЗП+ СВІД+ СА + СР+ СЕЛ + СН=57 600 +12 672 + 14 375 + 2 875 + 33 500 
= 121 022 грн 
 
Тоді собівартість однієї машино-години складе 
 
СМ-Г = СЕКС/ ТЕФ=121 022/1706.4 = 70.92 грн/год 
 
Тоді витрати на оплату машинного часу складають: 
 
См1 = 70.92 * 82.89= 5878.75 
См2 =70.92 * 75.81= 5376.44 
 
Накладні витрати становитимуть 67% від заробітної плати: 
 
0.67*10 953.41= 7 338.78 для першого варіанту 
0.67*10 017.83= 6 711.94 для другого варіанту 
 
Таким чином, вартість розробки ПП та проведення дослідів складає: 
 
СПП = СЗП+ СВІД+ СМ +СН 
 
Для першого: 
10 953.41+ 2 409.75+5878.75+ 7 338.78 = 26 580.69 
 
Для другого: 





4.6  Вибір кращого варіанту ПП техніко-економічного рівня 
 
 
Коефіцієнти техніко-економічного рівня, розраховані за формулою: 
 
КТЕРj =ККj⁄СФj 
Ктер1 = 4.522/26 580.69 =17.01*10^(-5) для першого варіанту реалізації 
Ктер2 =  5.837  /24 309.95=23.98*10^(-5)  для другого варіанту 
реалізації 
 
Робимо висновок, що другий варіант виявився більш ефективним. 
 
 
4.7  Висновки до розділу 4 
 
 
 Після проведення ряду досліджень було обрано більш оптимальним 
варіантом другий варіант. Цьому варіанту відповідають наступні параметри: 
– мова програмування 
– вирішення певної задачі 
– алгоритм візуалізації t-SNE 









У  цій роботі було проведено детальний аналіз даних щодо 
розповсюдження вірусу Covid-19, дослідження основних параметрів, від яких 
залежить характер поширення, та розглянуто ряд епідеміологічних моделей. 
 Можна зробити висновок, що новий коронавірус є досить унікальним 
явищем, яке відрізняється від попередніх коронавірусів рядом показників. 
Розповсюдження вірусу залежить від багатьох факторів, тобто його 
моделювання потребує досить складної моделі для якісного результату, і 
водночас простої для того, щоб була можлива оцінка великої кількості 
параметрів. 
Після використання обраної моделі та методу обробки даних було 
порівняно три алгоритми кластеризації. Найкращим алгоритмом за майже 
усіма метриками став KMeans. Однак це може вказувати на недосконалу 
обробку даних та її обмежену кількість. Усі алгоритми визначали, що 
найкращим розбиттям є розбиття на два кластери. Оскільки у вхідних даних 
міститься статистика часових показників, то визначити які саме серед них 
найбільш корелюють з результатом кластеризації є досить важким завданням. 
Тому, для порівняння алгоритмів було взято три метрики, які не потребують 
міток із правильною відповіддю.  
Загалом, побудовану кластеризацію можна використовувати як 
допоміжну модель для побудови прогнозу. Оскільки, модель порівняння 
динаміки розповсюдження вірусу серед країн залежить не від фактичної дати, 
а від кількості днів після спалаху вірусу. Це означає, що якщо певні країни 
розташовані в одному кластері і одна з країн умовно відстає від іншої на 
певний час, то подивившись на розвиток вірусу у другій країні буде простіше 
побудувати прогноз поширення у першій країні. 
Наступним напрямком покращення моделі є додавання більш детальних 
даних про країну, а саме віковий розподіл, відсоток хворих на певний ряд 
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захворювань та дотримання карантину за допомогою даних онлайн карт. 
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ДОДАТОК А ТЕКСТ ПРОГРАМИ 
 
 
import pandas as pd 
import numpy as np 
from sklearn.preprocessing import StandardScaler 
from sklearn.cluster import KMeans 
from scipy.cluster.hierarchy import linkage, dendrogram, fcluster 
import hdbscan 
from sklearn.decomposition import PCA 
from sklearn.manifold import TSNE 
import sklearn 
from plotly.subplots import make_subplots 
import matplotlib.pyplot as plt 
import plotly.graph_objects as go 
import plotly.express as px 
from sklearn.metrics import silhouette_score, calinski_harabasz_score, 
davies_bouldin_score 
from pyclustertend import hopkins, vat, ivat 
plt.rcParams["figure.figsize"] = [16,9] 
DEFAULT_PLOTLY_COLORS=['rgb(31, 119, 180)', 'rgb(255, 127, 14)', 
                       'rgb(44, 160, 44)', 'rgb(214, 39, 40)', 
                       'rgb(148, 103, 189)', 'rgb(140, 86, 75)', 
                       'rgb(227, 119, 194)', 'rgb(127, 127, 127)', 
                       'rgb(188, 189, 34)', 'rgb(23, 190, 207)',  
                       'rgb(182, 183, 32)', 'rgb(22, 191, 237)', 
                       'rgb(221, 121, 45)', 'rgb(12, 81, 37)'] 
 













data = {'Deaths': df_deaths_save,  
        'Recovered': df_recovered_save,  
        'Confirmed':df_confirmed_save} 
# these lists corresponds to this dataset - to understand this can check dataset 
README 
 
province_only_country_list = ["China", "Australia", "Canada"] 
province_plus_country_list = ['Denmark', 'France', 'Netherlands', 'United 
Kingdom'] 
def clean_data(data_key, get_rid_of_time): 
    df = data[data_key].copy() 
     
    # getting rid of province column 
    df = df[( (df['Country/Region'].isin(province_plus_country_list)) 
                                   &(df['Province/State'].isna())) 
                         | (df['Country/Region'].isin(province_only_country_list)) 
                         | (df['Province/State'].isna()) 
                         ] 
    df = df.drop(['Lat', 'Long', 'Province/State'],axis = 1)   
    df = df.rename({"Country/Region":"Country"},axis=1) 
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    df = df.groupby("Country").sum() 
     
    # true = get rid of time values and get only current value, false = stay with 
time series 
    if get_rid_of_time ==True: 
        df[data_key] = df.max(axis = 1) 
        return df[[data_key]] 
    else: 
        df = df.T 
        df.index.name = 'Date' 
        df = pd.DataFrame(df.stack(), columns = [data_key]) 
        return df 
# clean all datasets into wanted way 
# 
df_confirmed = clean_data('Confirmed', False) 
df_deaths = clean_data('Deaths', False) 
df_recovered = clean_data('Recovered', False) 
 
# merge 3 datasets into df_all  
# (two indexes - country and date) 
#  
df_all = df_confirmed.merge(df_deaths, left_index =True, right_index = 
True).merge(df_recovered, left_index =True, right_index = True) 
df_all = df_all.reset_index().set_index('Country') 
df_all['Date'] = pd.to_datetime(df_all['Date']) 
 
#  Import population data 
df_pop = pd.read_csv("population_by_country_2020.csv") 




    columns = {'Country (or dependency)':'Country',  
               'Population (2020)':'Population'}, 
      index={'South Korea': 'Korea, South', 
             'United States': 'US'}, 
    inplace= True) 
 
df_temp= clean_data('Confirmed', True) 
df_pop = df_pop[['Population']].reindex(df_temp.index).dropna() 
df_pop = df_pop[df_pop['Population']>= 1e6] 
#df_pop.sort_values('Population', ascending = False).head(15) 
data_sir = df_all.merge(df_pop, left_index =True, right_index = True)   
data_sir['Infected'] = data_sir['Confirmed'] - data_sir['Deaths'] - 
data_sir['Recovered'] 
data_sir['Susceptible'] = data_sir['Population'] - data_sir['Confirmed'] 
for col in ['Confirmed', 'Deaths', 'Recovered', 'Infected', 'Susceptible']: 
    data_sir['%s' % col] = data_sir['%s' % col].rolling(window = 7).mean() 
 
#to save the table and work with it later 
data_sir_pop = data_sir.copy() 
data_sir = data_sir.reset_index().set_index('Date') 
data_sir.index = pd.to_datetime(data_sir.index) 
data_sir = data_sir.reset_index().set_index('Date') 
 
# counting the differnce in each group ( S, I, R, D) each day  
for col in ['Confirmed', 'Deaths', 'Recovered', 'Infected', 'Susceptible']: 
    data_sir['delta_%s' % col] = data_sir.groupby('Country')['%s' % 
col].diff().rolling(window = 7).mean() 
     
 
# counting beta ( S -> I)  -  contact rate 
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data_sir['beta'] = ( -data_sir['delta_Susceptible'] * data_sir['Population'] ) / ( 
(data_sir['Susceptible']-data_sir['delta_Susceptible']) * (data_sir['Infected']-
data_sir['delta_Infected'])) 
data_sir['beta'] = data_sir['beta'].rolling(window = 7).mean() 
 
# counting gamma (I -> R)  -  desease duration 
data_sir['gamma'] = data_sir['delta_Recovered']/(data_sir['Infected']-
data_sir['delta_Infected']) 
data_sir['gamma'] = data_sir['gamma'].rolling(window = 7).mean() 
 
# counting alpha (I -> D)  -  case fatality rate 
data_sir['alpha'] = data_sir['delta_Deaths']/(data_sir['Deaths']-
data_sir['delta_Deaths']) 
data_sir['alpha'] = data_sir['alpha'].rolling(window = 7).mean() 
 
# values per million - total and new 
for col in ['Confirmed', 'Deaths', 'Recovered', 'Infected', 'Susceptible']: 
    data_sir['total_%s_per_million' % col] = data_sir['%s' % col] / 
(data_sir['Population'] / 1e6) 
    data_sir['new_%s_per_million' % col] = data_sir['delta_%s' % col] / 
(data_sir['Population'] / 1e6) 
 
data_sir = data_sir.fillna(0) 
data_sir_save = data_sir.copy() 
# since we were rolling some values to with window = 7, first week has NA 
data_sir = data_sir.loc['2020-01-30':] 
data_sir 
columns_without_pop = ['Country', 
#                      'Confirmed', 
                       'beta',  
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                       'gamma',  
                       'alpha', 
                      'total_Confirmed_per_million'] 
data_sir = data_sir[columns_without_pop] 
 
cor = data_sir.corr(method ='pearson') 
cor.style.background_gradient(cmap='coolwarm').set_precision(2) 
# empty dataframe  
df_no_dates = pd.DataFrame() 
 
# adding countries 
for country_name in list(data_sir['Country'].unique()): 
    df_temp = data_sir[data_sir['Country']==country_name] 
    df_temp = 
df_temp[(df_temp['total_Confirmed_per_million']>=5)&(df_temp['beta']!=0)] 
    df_temp.insert(0, 'days_from_start', range(1, 1 + len(df_temp))) 
    df_no_dates = df_no_dates.append(df_temp) 
 
## Get rid of actual date  
#### Different countries are on different stage of epidemic 
df_no_dates['days_from_start'] = df_no_dates['days_from_start'].astype(int) 
df_no_dates = df_no_dates.reset_index() 
# ouliers countries 
country_list_2 = ['Kuwait','Rwanda','Singapore'] 
df_no_dates = df_no_dates[~df_no_dates['Country'].isin(country_list_2)] 
 






df_now_is = df_now_is.rename(columns={'days_from_start':'now_is'}) 
df_now_is = df_now_is[df_now_is['now_is']>=60] 
 
# cut off values after 2 months if some countries have covid data for more 
than 60 days 
df_try = df_no_dates.set_index('Country').merge(df_now_is, left_index = 
True, right_index = True).drop(columns = ['now_is', 
'Date','total_Confirmed_per_million']) 
df_try = df_try[df_try['days_from_start']<=60] 
 
# build features for every day -- so it is 60 days * 3 featuers (beta, gamma, 
alpha) 
df_try = df_try.pivot_table(index = ['Country'], values= ['beta', 'gamma', 
'alpha'], columns=['days_from_start']) 
dataset = df_try.copy() 
data2 = dataset.T 
data_alpha = data2.loc['alpha'].describe().drop(index=['count']) 
data_beta = data2.loc['beta'].describe().drop(index=['count']) 
data_gamma = data2.loc['gamma'].describe().drop(index=['count']) 
data_alpha = data_alpha.rename(index=lambda s: s + '_alpha') 
data_beta = data_beta.rename(index=lambda s: s + '_beta') 
data_gamma = data_gamma.rename(index=lambda s: s + '_gamma') 
data_3 = data_alpha.append(data_beta).append(data_gamma) 
data_3 = data_3.drop(columns = ['China','Uruguay', 'Mauritius', 'Slovakia', 
'Trinidad and Tobago']) 
main_data = data_3.T 
main_data 
 
## Preporation for clustering 
dataset = main_data 
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X = dataset.values 
scaler = StandardScaler() 
scaler = scaler.fit(X) 
X_norm = scaler.transform(X) 
 
### Elbow method 
#3 Using the elbow method to find out the optimal number of #clusters.  
wcss=[] 
for i in range(2,20):  
    kmeans = KMeans(n_clusters=i, init ='k-means++', max_iter=500,  
n_init=10, random_state=42 ) 
    kmeans.fit(X) 
    wcss.append(kmeans.inertia_) 
#4.Plot the elbow graph 
plt.plot(range(2,20),wcss) 
plt.title('The Elbow Method Graph') 





# Create KMeans instance: kmeans 
kmeans = KMeans(n_clusters = 4, max_iter=300, n_init=10, 
random_state=0) 
kmeans.fit(X) 
# Calculate the cluster labels: labels 
labels_km = kmeans.predict(X) 
df = pd.DataFrame({'labels':labels_km, 'countries':list(dataset.index)}) 
# Create crosstab: ct 







## Hierarchy clustering 
# Calculate the linkage: mergings 
mergings = linkage(X, method = 'ward') 
# Plot the dendrogram, using varieties as labels 
dendrogram(mergings, 
           labels=list(dataset.index), 
           leaf_rotation=90, 
           leaf_font_size=10, 
) 
plt.show() 






from sklearn.neighbors import NearestNeighbors 
neigh = NearestNeighbors(n_neighbors=4) 
nbrs = neigh.fit(X) 
distances, indices = nbrs.kneighbors(X) 
distances = np.sort(distances, axis=0) 
distances = distances[:,1] 
plt.plot(distances) 
plt.title('Choose EPS for DBSCAN') 
plt.xlabel('Points sorted by distance to k-th Nearest Neighboor') 




labels_dbscan = hdbscan.HDBSCAN(cluster_selection_epsilon = 0.08, 






def plot_tsne(d, labels): 
    # Create a TSNE instance: model 
    model = TSNE(learning_rate = 100, random_state = 42) 
    #Apply fit_transform to samples: tsne_features 
    tsne_features = model.fit_transform(d) 
    # Select the 0th feature: xs 
    xs = tsne_features[:,0] 
     # Select the 1st feature: ys 
    ys = tsne_features[:,1] 
    clustered = (labels >= 0) 
    go.Figure() \ 
    .add_trace(go.Scatter( 
        x = xs, 
        y = ys, 
        mode='text+markers',  
        text=[r for r in d.index],  
        marker={ 'color':[DEFAULT_PLOTLY_COLORS[c] for c in labels] }, 
        textposition="top center", 
    )) \ 
    .update_layout( 
        paper_bgcolor='rgba(0,0,0,0)',  
        plot_bgcolor='rgba(0,0,0,0)',  
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        font=dict(family="Courier New, monospace", size=15), 
        width=1000,  
        height=750, 
        title='t-SNE projection of the COVID-19 Data', 
        xaxis_title='',  
        yaxis_title='') \ 
    .update_xaxes(showline=True, linewidth=2, gridcolor='lightgrey') \ 
    .update_yaxes(showline=True, linewidth=2, gridcolor='lightgrey') \ 
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