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Abstract
In this paper we generalize a theorem of M. Hilsum and G. Skandalis stating that the C∗-
algebra of any foliation of non zero dimension is stable. Precisely, we show that the C*-
algebra of a Lie groupoid is stable whenever the groupoid has no orbit of dimension zero. We
also prove an analogous theorem for singular foliations for which the holonomy groupoid as
defined by I. Androulidakis and G. Skandalis is not Lie in general.
1 Introduction: Statement of the theorem and the steps
of the proof
The aim of this paper is to generalize Theorem 1 of [4] stating that the C∗-algebra of any
foliation (of non zero dimension !) is stable.
Theorem 1. Let G be a Lie groupoid with σ-compact G(0). Assume that at every x ∈ G(0)
the anchor ♮x : gx → TxG
(0) is nonzero. Then C∗(G) is stable.
In other words, C∗(G) is stable whenever G has no orbit of dimension 0.
The converse is also true if G is s-connected. Indeed, if G is s-connected and the anchor at
x is the zero map, then the orbit of x is reduced to x. Therefore C∗(G) has a character: the
trivial representation of the group Gxx.
Since the reduced C∗-algebra C∗r (G) of G is a quotient of C
∗(G), it follows that it is also
stable when G has no orbit of dimension 0.
Here however, the converse may fail for the reduced C∗-algebra: the reduced C∗-algebra of
the group PSL2(R) is stable!
Our proof is not very different from the one of [4] and based on Kasparov’s stabilisation
theorem ([5]). Note that, unlike in [4], we do not assume the space G(0) to be compact - but
this is actually a rather minor point.
The proof is as follows.
1The authors were partially supported by ANR-14-CE25-0012-01.
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1. Let x ∈ G(0). There is a section Y of the algebroid A(G) whose image under the
anchor is a vector field X satisfying X(x) 6= 0. Taking a local exponentiation of X we
obtain a relatively compact open neighborhood W diffeomorphic to U × R where X is
proportional to the vector field along the R lines {u} × R.
This step will be clarified in section 2.1
We thus choose a locally finite cover (Wn) by relatively compact open subsets and
diffeomorphisms fn : Un × R → Wn such that W
′
n = fn(U
′
n × R) cover G
(0) with U ′n
relatively compact in Un. Let pn : Wn → Un be the composition of f
−1
n with the
projection Un × R→ Un.
2. One may then construct a locally finite family of open subsets Vj of G
(0) such that:
• Every Vj sits in aWn(j) and its intersection with each line fn(j)(u×R) is an (open)
interval. More precisely, fn(j)(Vj) is of the form {(x, t) ∈ Un(j) × R; ϕ
−
j (x) < t <
ϕ+j (x)} where ϕ
−
j , ϕ
+
j : Un(j) → R are smooth and ϕ
+
j − ϕ
−
j is nonnegative with
compact support.
• The Vj are pairwise disjoint and locally finite: every compact subset of M meets
only finitely many Vj’s.
• For every n, the pn(Vj ∩Wn) cover U
′
n: we have U
′
n ⊂
⋃
j; n(j)=n
pn(Vj ∩Wn).
The details of the constructions of the Vj’s are given in section 2.2.
3. Let then qj be the characteristic function of Vj . We prove that qj is a multiplier of
C∗(G). By local finiteness, the characteristic function q =
∑
qj of V =
⋃
Vj is also a
multiplier of C∗(G).
See section section 3.3.
4. We show that qC∗(G) is a full Hilbert submodule of C∗(G) (see corollary 9 - section
3.2).
5. Considering a natural diffeomorphism Vj ≃ pn(Vj) × ]0, 1[, it follows that the Hilbert
C∗(G)-modules qjC
∗(G) and qC∗(G) are stable.
6. Using Kasparov’s stabilisation Theorem ([5]), it follows that C∗(G) is stable.
This follows from corollary 6 - see section 3.4.
In section 4, we prove an analogous theorem for singular foliations in the sense of [1]. We
prove:
Theorem 2. The C∗-algebra of a singular foliation (as defined in [1]) which has no leaves
reduced to a single point is stable.
The main steps of the proof are the same as for theorem 1. Using vector fields along the
foliation, we construct the same small open subsets Vj. Note that, in proving that the char-
acteristic functions of these Vj are multipliers of C
∗(M,F), we chose to take a somewhat
different path in order to shed a new light to it. This led us to construct groupoid homomor-
phisms between singular foliation groupoids (section 4.2). Of course, we could have used the
same kind of proof as for the Lie groupoid case.
2
2 Geometric constructions
2.1 Nonzero vector fields in the algebroid
Let M be a smooth (open) manifold, x a point of M , and let X ∈ X (M) be a smooth vector
field with compact support on M such that X(x) 6= 0. Denote by ΨX = (Ψ
t
X)t∈R the flow of
X . One can find a codimension one submanifold U ofM and a neighborhood I of 0 in R such
that the restriction of ΨX to U × I is a diffeomorphism onto an open (tubular) neighborhood
W of U in M . In other words, U is a codimension one submanifold of M which contains x
and which is transverse to the integral curves of X .
If G is a Lie groupoid and Y a section with compact support of its Lie algebroid such that
the vector field X := ♮(Y ) doesn’t vanish on a point x ∈ G(0), let ZY be the associated right
invariant vector field on G and ΨZY its flow. We have r ◦Ψ
t
ZY
= Ψt ◦ r.
Applying the construction above, one finds a codimension one submanifold U of G(0) and a
neighborhood I of 0 in R such that the composition map
U × I
ΨZY−→ G
r
−→ G(0)
is precisely the restriction of the flow ΨX of X to U × I and thus a diffeomorphism onto an
open neighborhood W of x in G(0). Note that s ◦ΨZY is the projection U × I → U .
Now the following maps are diffeomorphisms :
GU × I → GW
(γ, t) 7→ ΨZY (r(γ), t)γ
and
GUU × I × I → G
W
W
(γ, t, λ) 7→ ΨZY (r(γ), t)γΨZY (s(γ), λ)
−1 .
2.2 Construction of the family Vj
In this section, we explain the construction of the Vj’s.
The construction above yields a locally finite cover (Wn) by relatively compact open subsets
and diffeomorphisms fn : Un × R → Wn such that W
′
n = fn(U
′
n × R) cover G
(0) with U ′n
relatively compact in Un. We will often identify Wn and Un × R under fn.
Let pn : Wn → Un be the composition of f
−1
n with the projection Un × R→ Un. As (Wn) is
locally finite and G(0) is σ-compact, the set of indices is countable; we identify it with N.
• First, choose a (Riemannian) metric d on G(0).
• For every n ∈ N, let εn > 0 be small enough so that, for every m ∈ N such that
Wn ∩Wm 6= ∅, and every x ∈ U
′
m, d(fm(x,−1), fm(x, 1)) > εn. Thus if Wn ∩Wm 6= ∅,
for every x ∈ U ′m : diam(fm({x} × R)) > εn.
• Let n ∈ N. Assume that we have already constructed a finite set Jn with a map,
j 7→ n(j) from Jn to N with n(j) < n and a family of open sets (Vj)j∈Jn with pairwise
disjoint closures satisfying,
∀ℓ < n, U ′ℓ ⊂
⋃
j; n(j)=ℓ
pℓ(Vj), diam(Vj) ≤ εn(j).
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By the diameter assumption, for every x ∈ U ′n, the set fn({x} ×R) is not contained in
a Vj with j ∈ Jn; therefore fn({x} × R) is not contained in
⋃
j∈Jn
Vj (by connectedness
of R).
By compactness, we may then construct a finite cover (Aℓ)ℓ∈J ′n of U
′
n by open subsets of
Un and open intervals Iℓ in R such that fn(Aℓ × Iℓ)∩
⋃
j∈Jn
Vj = ∅ and diam(fn(Aℓ×Iℓ)) ≤
εn.
Replacing the Iℓ’s by smaller intervals, we now further assume that the Iℓ with ℓ ∈ J
′
n
are pairwise disjoint. One then constructs for each ℓ ∈ J ′n two smooth functions ϕ
±
ℓ :
Un → Iℓ such that ϕ
+
ℓ ≥ ϕ
−
ℓ and such that Aℓ = {x ∈ Un; ϕ
−
ℓ (x) < ϕ
+
ℓ (x)}.
Let then Jn+1 be the disjoint union of Jn end J
′
n. For ℓ ∈ J
′
n, put Vℓ = fn({(x, t) ∈
Un × R; ϕ
−
ℓ (x) < t < ϕ
+
ℓ (x)}) and define n(ℓ) = n.
• We will also use the diffeomorphism hj : Aj × ]0, 1[→ Vj given by
hj(x, t) = fn(j)
(
x, (1− t)ϕ−j (x) + tϕ
+
ℓ (x)
)
. (✧)
• We thus construct the family (Vj) inductively. Every compact set meets only finitely
many Wn’s and therefore finitely many Vj ’s since Vj ⊂ Wn(j) and {j; n(j) = n} is
finite.
3 Hilbert modules
3.1 Stable Hilbert modules; full Hilbert modules
We start by briefly recalling some now classical general facts on Hilbert modules. The basic
reference for them is [5]. See also e.g. [8, 6].
Let A be a separable C∗-algebra.
Definition 3. A separable Hilbert A-module E is said to be
Stable if it is isomorphic to ℓ2(N)⊗E.
Full if the vector span of the set of products 〈x|y〉 with x, y ∈ E is dense in A.
We have:
Proposition 4. 1. Let J be a countable set and (Ej)j∈J a family of (separable) stable
Hilbert A modules, then
⊕
j∈J
Ej is stable.
2. A separable Hilbert A-module E is stable if and only if the C∗-algebra K(E) is stable
(see e.g. [3, Facts 4.7]). 
Let us also recall Kasparov’s stabilization Theorem. Put HA = ℓ
2(N)⊗ A.
Theorem 5 (Kasparov’s stabilization Theorem). For every separable Hilbert A-module E,
the Hilbert A-modules HA and E ⊕HA are isomorphic. 
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The following statement is an immediate consequence of Kasparov’s stabilization theorem.
We outline a proof for completeness.
Corollary 6. 1. A separable full and stable Hilbert A-module is isomorphic to HA (cf. [6,
Prop. 7.4, p. 73]).
2. If E is a separable Hilbert A-module and p ∈ L(E) is a projection such that pE is full
and stable, then E is isomorphic to HA.
Proof. 1. Put B = K(E) and E∗ = K(E,A) considered as a Hilbert B module. Since
E is full, we find K(E∗) = E∗ ⊗B E = A. Since E is stable, the Hilbert B-module
B is isomorphic to HB, therefore, using Kasparov’s stabilization theorem, we find an
isomorphism u : B → B ⊕ (ℓ2(N) ⊗ E∗). We thus obtain an isomorphism of Hilbert
A-modules u⊗B 1E between E = B ⊗B E and E ⊕ (ℓ
2(N)⊗ E∗ ⊗B E) ≃ HA.
2. Write E = pE ⊕ (1− p)E ≃ HA ⊕ (1− p)E ≃ HA.
3.2 Hilbert module associated with a transverse map
We now recall the rather well known construction of generalized smooth transverse maps
M → G from a manifold M to a smooth groupoid G. This construction is useful in steps 4
and 5 of the proof of our theorem as explained in section 1. Note that we actually only use
it for a (locally closed) submanifold M ⊂ G(0) transverse to G.
Definition 7. Let M be a smooth manifold and G a smooth groupoid with algebroid A and
anchor ♮. A smooth map f : M → G(0) is said to be transverse to G if for every x ∈ M ,
dfx(TxM) + ♮f(x)Af(x) = Tf(x)G
(0).
The graph of a smooth map f : M → G(0) is the set Γf = M ×G(0) G = {(x, γ) ∈ M ×
G; f(x) = r(γ)}.
Equivalently, f is transverse if and only if the source map sf is a submersion, where sf :
Γf → G(0) is the map (x, γ) 7→ s(γ).
We will in fact only use the case where f : M → G(0) is the inclusion of a (locally closed)
submanifold M of G(0). Then, Γf = GM = {γ ∈ G; r(γ) ∈M}.
For the sake of completeness, we recall also the notion of a generalized transverse map.
Let G be a smooth groupoid, M a smooth manifold. A generalized morphism f :M → G is
given either by:
A cocycle : An open cover (Ui)i∈I of M , smooth maps fi : Ui → G
(0) and smooth maps
fij : Ui ∩ Uj → G satisfying r ◦ fij = fi, s ◦ fij = fj and, for all x ∈ Ui ∩ Uj ∩ Uk,
fik(x) = fij(x)fjk(x).
The graph of f : A set Γf which is a G-principal bundle over M . We therefore are given
maps rf : Γ
f → M which is a smooth surjective submersion and sf : Γ
f → G(0) with
a right action of G which is a smooth map (x, γ) 7→ xγ from Γf ×G(0) G = {(x, γ) ∈
Γf×G; sf(x) = r(γ)} to Γ
f . This action is assumed to be proper and free with quotient
M :
Proper means that the map (x, γ) 7→ (x, xγ) is proper from Γf ×G(0) G to Γ
f × Γf .
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Free means that the map (x, γ) 7→ (x, xγ) is injective.
The quotient is M means that for a pair (x, y) ∈ Γf × Γf there exists γ ∈ G with
xγ = y if and only rf(x) = rf(y). Note that by freeness, this γ is unique. We will
denote it by x−1y.
These three conditions altogether mean that the map (x, γ) 7→ (x, xγ) is a diffeomor-
phism from Γf ×G(0) G onto Γ
f ×M Γ
f = {(x, y) ∈ Γf × Γf ; rf (x) = rf(y)} - whose
inverse is (x, y) 7→ (x, x−1y).
Given a cocycle (fi), (fi,j), we obtain the graph Γ
f by gluing the graphs Γfi thanks to the
fi,j’s. Conversely, we obtain a cocycle out of Γ
f by means of local sections of the submersion
rf : Γ
f → M .
The generalized morphism f is transverse to G (or a submersion fromM to the ‘bad manifold’
G(0)/G) if sf : Γ
f → G(0) is a submersion. This is equivalent to saying in the cocycle vision
that the maps fi are transverse to G.
If f is transverse to G, the map (x, γ) 7→ γ is a submersion from Γf ×G(0) G into G, whence
the map (x, y) 7→ x−1y is a submersion from Γf ×M Γ
f to G
It then defines a Hilbert-C∗(G)-module C∗(Γf): this is the completion of Cc(Γ
f) with respect
to the C∗(G)-valued inner product given (using 1/2-densities) by
〈g|h〉(γ) =
∫
x∈Γf ; sf (x)=r(γ)
g(x)h(xγ).
Let us state the following easy fact which is important for our constructions:
Proposition 8. Let f : M → G be a generalized transverse morphism with graph Γf . The
module C∗(Γf ) is full if and only if sf : Γ
f → G(0) is onto.
Proof. The image of the submersion sf : Γ
f → G(0) is an open subset U of G(0). Using the
action of G on Γf , we deduce that U is saturated in G(0) - i.e. if r(γ) ∈ U , there exists x ∈ Γf
with r(γ) = sf(x); then s(γ) = sf(xγ) ∈ U .
The image of the map (x, y) 7→ x−1y from (defined on Γf ×M Γ
f ) is GUU .
It follows that the inner products 〈g|h〉 with g, h ∈ C∞c (Γ
f), span a dense subset of C∞c (G
U
U).
If U = G(0), these scalar products span a dense subspace in C∗(G); if U 6= G(0), they all sit
in the kernel of a regular representation associated to any point x 6∈ U .
Note that if M is a submanifold of G(0), this condition means that M meets all the G orbits.
Let us state this proposition in the precise way we will need to use it:
Corollary 9. Let G be smooth and V an open subset of G(0). Consider C0(V ) as sitting in
C0(G
(0)) and therefore in the multiplier algebra of C∗(G). Assume that every orbit of G has
a nonempty intersection with V . Then C0(V )C
∗(G) is a full submodule of C∗(G). 
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3.3 The characteristic function of Vj is a projection
We prove here that the characteristic function qj of Vj is a multiplier of C
∗(G), i.e. that
C0(Vj)C
∗(G) is orthocomplemented in C∗(G).
Indeed, put n = n(j). We may write qj = ϑjqjϑj where ϑj is a smooth real valued function
on G(0) with support in Wn which is equal to 1 on V j. It is then enough to prove that
qj ∈ L(C
∗(GWn)) viewing ϑj as an element Tϑj ∈ L(C
∗(G);C∗(GWn)) and write qj = T
∗
ϑj
qjTϑj .
Using the identification between Wn and Un×R coming from the diffeomorphism fn, we may
write C∗(GWn) = (C0(Un)⊗ L
2(R))⊗C0(Un) C
∗(GUn).
The characteristic function of Vj is given by a (∗-)strongly continuous map from Un to
L(L2(R)), and therefore is an element Qj ∈ L(C0(Un)⊗L
2(R)). Therefore qj = Qj ⊗C0(Un) 1
is in L(C∗(GWn)).
Note also that Qj is the ∗-strong limit of a sequence (θk) of smooth functions on Un × R:
put θk(x, t) = φ(k(t− ϕ
−(x)))φ(k(ϕ+(x) − t)) where φ : R → [0, 1] is a continuous function
vanishing for t ≤ 0 and equal to 1 for t ≥ 1. It follows that the range of qj is (the closure
of) C0(Vj)C
∗(G). It is the Hilbert C∗(G)-module C∗(GVj ) corresponding to the inclusion
Vj → G
(0).
Now the projections qj are pairwise orthogonal and, by local finiteness, the sum
∑
qj is
strictly convergent. Indeed, the sum
∑
qjξ has only finitely many nonzero terms for ξ ∈
Cc(G).
3.4 Stability
Stability of qjC
∗(G). Using the diffeomorphism hj : Aj × ]0, 1[ → Vj (see section 2.2,
formula (✧)), we deduce a diffeomorphism GVj ≃ GAj × ]0, 1[, whence an isomorphism
of Hilbert C∗(G)-modules C∗(GVj ) ≃ C∗(GAj)⊗ L2(]0, 1[). Therefore, the Hilbert C∗-
module qjC
∗(G) is stable.
Stability of qC∗(G). Since q =
∑
qj (∗-strong convergence), it follows that qC
∗(G) =⊕
j
qjC
∗(G). Therefore qC∗(G) is stable too.
Conclusion. It then follows from corollary 6 that the Hilbert C∗(G)-module C∗(G) is iso-
morphic to HC∗(G). The C
∗-algebra C∗(G) = K(C∗(G)) = K(HC∗(G)) is stable.
This ends the proof of theorem 1.
4 Stability of the C*-algebra of a singular foliation
4.1 The holonomy groupoid of a singular foliation
The C*-algebra of a singular foliation was defined in [1]. Let us briefly recall a few facts and
constructions from [1].
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Recall that a foliation on a manifold M is defined in [1] to be a (locally) finitely generated
submodule F , stable by Lie brackets, of the C∞(M)-module Xc(M) of smooth vector fields
on M with compact support.
A bi-submersion of F is the data of (N, rN , sN) where N is a smooth manifold, rN , sN : N →
M are smooth submersions such that :
r−1N (F) = s
−1
N (F) and s
−1
N (F) = C
∞
c (N ; ker dsN) + C
∞
c (N ; ker drN)
2).
The inverse of (N, rN , sN) is (N, sN , rN) and if (T, rT , sT ) is another bi-submersion for F the
composition is given by (N, rN , sN) ◦ (T, rT , sT ) := (N ×sN ,rT T, rN ◦ pN , sT ◦ pT ) , where pN
and pT are the natural projections respectively of N ×sN ,rT T on N and on T .
A morphism from (N, rN , sN) to (T, rT , sT ) is a smooth map h : N → T such that sT ◦h = sN
and rT ◦ h = rN and it is local when it is defined only on an open subset of N .
Finally a bi-submersion can be restricted : if U is an open subset of N , (U, rU , sU) is again
a bi-submersion, where rU and sU are the restriction of rN and sN to U .
For x in M , we define the fiber of F at x to be the quotient Fx = F/IxF . Let X =
(Xi)i∈J1,nK ∈ F
n be such that Xx = ([Xi]x)i∈J1,nK is a basis of Fx. For any ξ = (ξi)i∈J1,nK ∈ R
n,
we consider the vector field Xξ :=
n∑
i=1
ξiXi and we denote by Ψ
s
ξ its flow at time s. We
consider the two smooth submersions from M × Rn to M :
(sX , rX ) :M × R
n −→ M ×M ; (x, ξ) 7→ (x,Ψ1ξ(x)) .
According to Proposition 2.10 and 3.11 of [1], one can find an open neighborhood W of (x, 0)
in M × Rn such that (W, rW , sW ) is a bi-submersion, where the map rW and sW are the
restriction to W of the maps rX and sX defined above. Such a bi-submersion is called a path
holonomy bi-submersion minimal at x.
Notice, that any restriction around (x, 0) of a path holonomy bi-submersion minimal at x, is
again a path holonomy bi-submersion minimal at x.
Let U = (Ui, ri, si)i∈I be a family of bi-submersions of F . A bi-submersion (U, rU , sU) is
adapted to U if for any u ∈ U there is a local morphism around u from U to a Ui for some i.
A family U = (Ui, ri, si)i∈I of bi-submersions of F which satisfies M =
⋃
i∈I
si(Ui) and the
inverse of any element in U is adapted to U together with the composition of any two elements
of U is an atlas.
The path holonomy atlas is the family of bi-submersions of F generated by the path holonomy
bi-submersions.
The groupoid of the atlas U is the quotient G(U) = ⊔i∈IUi/ ∼ where Ui ∋ u ∼ v ∈ Uj if and
only if there is a local morphism from Ui to Uj sending u on v. When (U, rU , sU) belongs to
U and u ∈ U , let us denote by [U, rU , sU ]u its image in G(U). The structural morphisms of
G(U) are given by :
source and range : s([U, rU , sU ]u) = sU(u), r([U, rU , sU ]u) = rU(u),
2If h : N →M is a smooth submersion h−1(F) is the vector space generated by tangent vector fields fZ
where f ∈ C∞c (N) and Z is a smooth tangent vector field on N which is projectable by dh and such that
dh(Z) belongs to F .
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inverse : [U, rU , sU ]
−1
u = [U, sU , rU ]u,
product : [U, rU , sU ]u · [V, rV , sV ]v = [U ×sU ,rV V, rU ◦ pU , sV ◦ pV ](u,v) when sU(u) = rV (v).
The groupoid of an atlas is endowed with the quotient topology which is quite bad, in
particular the dimension of the fibers may change.
The holonomy groupoid of F is the groupoid of the path holonomy atlas.
4.2 Subfoliations
A subfoliation F1 of a foliation F2 is a submodule of F2 which is a foliation i.e. it is locally
finitely generated and stable by Lie brackets.
In this section, we fix a foliation F2 and a subfoliation F1 of F2.
4.2.1 The atlas of compatible bi-submersions
Definition 10. A bi-submersion (U, r, s) of F1 is said to be compatible with F2 if r
−1(F2) =
s−1(F2).
Proposition 11. 1. For every x0 ∈M , there is a bi-submersion (W, r, s) of F1 compatible
with F2 such that x0 ∈ s(W).
2. If f : (U, rU , sU) → (V, rV , sV ) is a morphism of bi-submersions for F1 and (V, rV , sV )
is compatible with F2, then (U, rV , sV ) is compatible with F1.
3. The bi-submersions of F1 compatible with F2 form an atlas.
3
Proof. 1. Fix vector fields X1, . . . , Xn which generate F1 in a neighborhood of x0. For
y = (y1, . . . , yn) ∈ R
n, put ϕy = exp(
∑
yiXi) ∈ expF . On R
n ×M , put s0(y, x) = x
and t0(y, x) = ϕy(x). It is proved in [1, section 2.3] that there is a neighborhood W of
(0, x0) in R
n ×M such that (W, t, s) is a bi-submersion for F1 where s and t are the
restrictions of s0 and t0.
Let Y be the vector field on Rn ×M given by Y (y, x) = (0,
∑
yiXi) ∈ R
n × TxM =
T(y,x)(R
n ×M). Since Y ∈ s−1F1 ⊂ s
−1F2, it follows that s
−1F2 is invariant under
expY . We find that s−1(F2) = (s ◦ expY )
−1(F2) as desired.
2. As rU = rV ◦f and sU = sV ◦f , we find r
−1
U (F) = f
−1(r−1V (F)) = f
−1(s−1V (F)) = s
−1
U (F).
3. Let (U, rU , sU) and (V, rV , sV ) be bi-submersions (for F1) compatible with F2.
(a) Obviously, the inverse (U, sU , rU) of (U, rU , sU) is compatible with F2.
(b) Recall that the composition (W, rW , sW ) of (U, rU , sU) and (V, rV , sV ) is con-
structed as follows: define W = {(u, v) ∈ U × V ; sU(u) = rV (v)} and for
3To make it a set, take only bi-submersions defined on open subsets of RN for all N . Note that a
bi-submersion (U, r, s) of F1 is then adapted to this atlas if and only if r
−1F2 = s
−1F2.
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(u, v) ∈ W , set sW (u, v) = sV (v) and rW (u, v) = rU(u). As pU : (u, v) 7→ u
and pV (u, v) 7→ v are submersions on W , and sU ◦ pU = rV ◦ pV , we find
r−1W (F2) = p
−1
U (r
−1
U (F2)) = p
−1
U (s
−1
U (F2))
= p−1V (r
−1
V (F2)) = p
−1
V (s
−1
V (F2))
= s−1W (F2).
Proposition 12. The composition of a bi-submersion of F1 compatible with F2 with a bi-
submersion of F2 is a bi-submersion of F2.
Proof. Let (U, rU , sU) be a bi-submersion of F1 compatible with F2 and (V, rV , sV ) be a bi-
submersion for F2. As previously let W = {(u, v) ∈ U × V ; sU(u) = rV (v)} and denote
by pU and pV the projections on U and V . We set sW = sV ◦ pV , rW = rU ◦ pU and
α = sU ◦ pU = rV ◦ pV .
Since (U, rU , sU) is compatible with F2 we have :
r−1W (F2) = α
−1(F2) = s
−1
W (F2)
In particular C∞c (W ; ker drW ) + C
∞
c (W ; ker dsW ) ⊂ s
−1
W (F2).
On the other hand
C∞c (W ; ker dα) = C
∞
c (W ; ker dpU)⊕ C
∞
c (W ; ker dpV )
s−1W (F2) = p
−1
V (C
∞
c (V ; ker dsV ) + C
∞
c (V ; ker drV ))
= C∞c (W ; ker dsW ) + C
∞
c (W ; ker dα)
= C∞c (W ; ker dpU) + C
∞
c (W ; ker dpV ) + C
∞
c (W ; ker dsW )
⊂ C∞c (W ; ker drW ) + C
∞
c (W ; ker dsW ) + C
∞
c (W ; ker dsW )
Remark 13. Given bi-submersions (U, rU , sU) and (U
′, r′U , s
′
U) of F1 and (V, rV , sV ) and
(V ′, r′V , s
′
V ) of F2 and morphisms f : U → U
′ and g : V → V ′, we obtain a morphism
(u, v) 7→ (f(u), g(v)) of bi-submersions U ◦ V → U ′ ◦ V ′.
4.2.2 Morphism on holonomy groupoids
Let Gi be the (path) holonomy groupoids of Fi ([1, Example 3.4.3 and Def. 3.5]). Let Gˇ1 be
the groupoid associated with the atlas of bi-submersions of F1 compatible with F2. Let Ĝ2
be the maximal holonomy groupoid of F2 associated to the “maximal atlas” of all possible
bi-submersions ([1, Ex. 3.4.1]).
Let (U, rU , sU) in U(F1), u ∈ U and x = sU(u). Choose a bi-submersion (V, rV , sV ) and
v ∈ V representing the unit x ∈ G
(0)
2 that is :
• v ∈ V satisfies sV (v) = rV (v) = x and
• There is an identity bisection through v. This means that there is an open subset
W ⊂M and a smooth map j : W → V which is a section for both s and r.
10
According to proposition 12, the composition of (U, rU , sU) and (V, rV , sV ) is a bi-submersion
for F2. Let then U
′ be the open subset s−1U (W ) of U and define ψ : U
′ → U ◦ V by
ψ(u) = (u, j ◦ s(u)).
According to remark 13, the class of ψ(u) in Ĝ2 only depends on the class of u in Gˇ1. Note
also, that taking a bi-submersion (V ′′, r′′V , s
′′
V ) and v
′′ ∈ V ′′ representing the unit rU(u) ∈ G
(0)
2 ,
we find a bi-submersion V ′′ ◦U for G2. As the class of v (resp. v
′′) is the identity at x (resp.
rU(u)), the classes of (v
′′, u) ∈ V ′′ ◦ U (resp. (u, v) ∈ U ◦ V ) and (v′′, u, v) ∈ V ′′ ◦ U ◦ V
coincide.
Finally, for any bi-submersion V1 forF1, bi-submersion V2 for F2 the class [(v1, v2)] of (v1, v2) ∈
V1 ◦ V2 is ϕ([v1])[v2].
We thus constructed a “smooth” morphism of groupoids ϕ : Gˇ1 → Ĝ2. Smoothness means
that for every γ1 ∈ G1 there is a bi-submersion U associated with Gˇ1 such that γ1 is the class
of some element in U and a smooth map ψ from U is a bi-submersion V for F2 such that the
diagram
U
ψ
//

V

Gˇ1
ϕ
// Ĝ2
commutes, where the vertical maps associate to elements of the bi-submersions their class in
the corresponding groupoids.
According to [2] and remark 3.13 of [1], the s-fibers Gˇ1,x and Ĝ2,x are smooth manifolds. The
restriction of ϕ defines in particular a smooth map Gˇ1,x → Ĝ2,x.
By definition of the path holonomy atlas, the corresponding groupoid G1 is s-connected, since
it is generated by any small neighborhood of the identity. More precisely, and thanks to [2],
the s-fibers G1,x are connected manifolds. It follows that ϕ(G1) ⊂ G2.
It follows that if (U, rU , sU) is a bi-submersion for F1 adapted to the path holonomy atlas of
F1 and (V, rV , sV ) is a bi-submersion for F2 adapted to the path holonomy atlas of F2, then
U ◦ V is a adapted to the path holonomy atlas of F2.
4.2.3 The morphism of foliation C*-algebras
For every bi-submersion (U, r, s) of Fi (i = 1, 2), we denote by Ω
1/2U the bundle over U of
half densities on the bundle ker dr ⊕ ker ds.
Let (U1, r1, s1) be a bi-submersion for F1 and (U2, r2, s2) a bi-submersion for F2. Put
(W, rW , sW ) = (U1, r1, s1) ◦ (U2, r2, s2). Denote by pi : W → Ui the projections. For
w = (u1, u2) ∈ W , since rW = r1 ◦ p1, and ker(dp1)w = ker(dr2)u2), we find exact sequences
0→ ker(dr2)u2 → ker(drW )w → ker(dr1)u1 → 0
and in the same way,
0→ ker(ds1)u1 → ker(dsW )w → ker(ds2)u2 → 0.
It follows that Ω1/2W identifies with Ω1/2U1 ⊗ Ω
1/2U2.
The algebra C∗(M,Fi) is constructed in [1, section 4.4]. Recall that for every bi-submersion
U in the path holonomy atlas of Fi we have a linear map Θ
U
i : C
∞
c (U ; Ω
1/2) → C∗(M,Fi),
and that given an atlas (Uj)j∈J of bi-submersions adapted to the path holonomy atlas, the
vector span of Θ
Uj
i : C
∞
c (Uj ; Ω
1/2), j ∈ J is dense in C∗(M,Fi).
11
Proposition 14. 1. There is a morphism Φ : C∗(M,F1)→M(C
∗(M,F2)) characterized
by the equality Φ(ΘU11 (f1))Θ
U2
2 (f2) = Θ
U1◦U2
2 (f1 • f2) for every bi-submersion U1 for
F1, every bi-submersion U2 for F2, every f1 ∈ C
∞
c (U1; Ω
1/2U1), f2 ∈ C
∞
c (U2; Ω
1/2U2)
where f1 • f2 ∈ C
∞
c (U1 ◦ U2; Ω
1/2(U1 ◦ U2)) is the restriction to U1 ◦ U2 ⊂ U1 × U2 of
f1 ⊗ f2 ∈ C
∞
c (U1 × U2; Ω
1/2U1 ⊗ Ω
1/2U2).
2. The morphism Φ is non degenerate.
Proof. 1. We prove that, given a (faithful) representation ̟2 of C
∗(M,F2), there is a
representation ̟1 of C
∗(M,F1) such that ̟1(Θ
U1
1 (f1))̟2(Θ
U2
1 (f2)) = ̟2(Θ
U1◦U2
2 (f1 •
f2)).
Recall from [1, section 5] that the representation ̟2 corresponds to a triple (µ,H, π2)
where µ is a measure on M which is quasi invariant by G2, H = (Hx)x∈M is a µ
measurable field of Hilbert spaces and π2 is a representation of G2 on the field (µ,H).
Fix a a bi-submersion (U1, r1, s1) for F1. Let (U2, r2, s2) be a bi-submersion for F2,
denote by (W, rW , sW ) the composition U1 ◦U2 and let pi : W → Ui be the projections.
Put also q = s1 ◦ p1 = r2 ◦ p2.
(a) We show that µ is quasi-invariant by the groupoid G1. Choose positive smooth sec-
tions of the bundles of 1-densities of the bundles ker ds1, ker ds2, ker dr1, ker dr2.
Thanks to these choices we construct measures µ◦λr1 and µ◦λs1 on U1, measures
µ ◦ λr2 and µ ◦ λs2 on U2 and measures µ ◦ λ
rW and µ ◦ λsW on W . Consider also
the measure µ◦λq. As (W, rW , sW ) is a bi-submersion for F2 as well as (W, q, sW ),
it follows that the measures µ ◦ λrW and µ ◦ λq are equivalent. Using a cover
of s1(U1) by open sets of the form r(U2), we deduce that µ ◦ λ
r1 and µ ◦ λs1 are
equivalent. This being true for every bi-submersion U1, it follows that the measure
µ is quasi-invariant by the groupoid G1.
(b) We construct a representation π1 of the groupoid G1. Associated with the bi-
submersions (U2, r2, s2) and (W, rW , sW ) for F2, we have measurable families of
isomorphisms πU2(u2) : Hs2(u2) → Hr2(u2) and πW (u1, u2) : Hs2(u2) → Hr1(u1).
We wish to define πU1(u1) : Hs1(u1) → Hr1(u1) by putting (almost everywhere)
πU1(u1) = πW (u1, u2) ◦ πU2(u2)
−1. To do so, we define the measurable section π˜U1
over W by setting π˜U1(u1, u2) = πW (u1, u2) ◦ πU2(u2)
−1 and show it is constant
(almost everywhere) along the fibers of p1 : W → U1. Let (U
′
2, r
′
2, s
′
2) be another
bi-submersion for F2. Since the identity of U
′
2 ◦ U1 ◦ U2 is an isomorphism of bi-
submersions between the composions U ′2 ◦ (U1 ◦ U2) and (U
′
2 ◦ U1) ◦ U2, it follows
that, (almost everywhere in U ′2 ◦ U1 ◦ U2) we have
πU ′2(u
′
2)πU1◦U2(u1, u2) = πU ′2◦U1(u
′
2, u1)πU2(u2)
whence
πU1◦U2(u1, u2) ◦ πU2(u2)
−1 = πU ′2(u
′
2)
−1 ◦ πU ′2◦U1(u
′
2, u1).
This shows that π˜U1(u1, u2) is independent on u2, i.e. is constant along the fibers
of p1.
The triple (µ,H, π1) yields now a representation ̟1 of C
∗(M,F1) on the Hilbert space
L2(M,µ,H) of L2 sections of the bundle H .
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Recall that the representations ̟1 and ̟2 are defined on any bi-submersion (V, rV , sV )
of Fi by setting ̟i ◦ Θ
V
i = πˆ
V
i where, for f ∈ C
∞
c (V ; Ω
1/2V ) and ξ ∈ L2(M,µ,H), we
have a formula:
πˆVi (f)(ξ)(x) =
∫
V x
(1⊗ ρV (v))(f(v))πVi (v)(ξ(sV (v)))D
V (v)1/2.
Recall that:
• V x = r−1V (x);
• ρV is an isomorphism between Ω1/2 ker dsV and Ω
1/2 ker drV corresponding to the
choice of a Riemannian metric on M , thus (1⊗ ρV (v))(f(v)) is a 1-density on V x
and thus can be integrated;
• the isomorphism ρV is used to compare Lebesgue measures on the fibers of sV and
of rV ; using it we obtain the Radon Nikodym derivative DV between the measures
µ ◦ λsV and µ ◦ λrV which is used in this formula.
It is an easy check that, under the identification Ω1/2(U1 ◦U2) with Ω
1/2(U1)⊗Ω
1/2(U2),
we have ρU1◦U2(u1, u2) = ρ
U1(u1)⊗ ρ
U2(u2) and also D
U1◦U2(u1, u2) = D
U1(u1)D
U2(u2).
One then checks immediately the equality πˆU11 (f1)πˆ
U2
2 (f2) = πˆ
U1◦U2
2 (f1 • f2).
2. Take a bi-submersion U1 for F1, a bi-submersion U2 for F2. Let (u1, u2) ∈ U1 ◦ U2. If
the class of u1 is a unit of G1 - i.e. if U1 carries an identity bissection through u1, then
the classes of (u1, u2) and u2 coincide. It follows that the bi-submersions of the form
U1 ◦ U2 form an atlas of bi-submersions equivalent to the path holonomy atlas of F2
and therefore the span of ΘU1◦U22 (f1 • f2) is dense in C
∗(M,F2). The result follows.
4.3 Stability
Since for every x ∈M there is X ∈ F such that Xx 6= 0, we can find, using the construction
of section 2.1,
• a locally finite open cover (Wn)n∈N;
• for every n ∈ N a submanifold Un ⊂Wn (closed in Wn) and a compact subset U
′
n ⊂ Un;
• a vector field Xn ∈ F ,
such that
• (t, u) 7→ exptXn(u) is a diffeomorphism fn : ]−1, 1[× Un →Wn;
•
⋃
n∈N
fn(]−1, 1[× U
′
n) =M .
It then follows from section 2.2, that we can construct a family of open sets Vj satisfying the
properties explained in step 2.
The vector field Xn defines a subfoliation Fn = {fXn; f ∈ C
∞
c (M)} of F . Of course Xn
defines also an action βn of R onM and C
∗(M ;Fn) is a quotient of C(M)⋊βnR (the holonomy
groupoid of (M,Fn) is a quotient of M ×βn R since M ×βn R is an s-connected Lie groupoid
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with associated foliation Fn). Now it follows from the construction above that, if n = n(j),
the characteristic function qj of Vj is a multiplier of C(M) ⋊βn R and thus of C
∗(M ;Fn)
and finally, thanks to proposition 14, of C∗(M,F). The image of qj as a left multiplier of
C(M)⋊βn R is C0(Vj)
(
C(M)⋊βn R
)
, therefore qjC
∗(M,F) = C0(Vj)C
∗(M,F).
As C∗(Vj,Fn) is stable and acts in a non degenerate way on qjC
∗(M,F), it follows that the
Hilbert-C∗(M,F) module qjC
∗(M,F) is stable. Finally, putting q =
∑
qj , we find that
qC∗(M,F) is stable.
To conclude, we prove that the Hilbert-C∗(M,F) module qC∗(M,F) is full. It follows from
corollary 6 that the Hilbert-C∗(M,F) module C∗(M,F) is stable, i.e. that the C∗-algebra
C∗(M,F) is stable.
Proposition 15. Let W ⊂ M be open. Assume that W meets all the leaves of F . Then
C0(W )C
∗(M,F) is a full Hilbert submodule of C∗(M,F).
Proof. Note that if x, y ∈ M are in the same leaf, there is a bi-submersion (U, r, s) in the
path holonomy atlas and u ∈ U such that r(u) = x and s(u) = y. It follows that for every
x ∈M , there is a bi-submersion (U, r, s) in the path holonomy atlas such that x ∈ s(U) and
r(U) ⊂W .
Let U = (Ui, ri, si)i∈I be a family of bi-submersions defining the path holonomy atlas of
F . For i ∈ I, put U ′i = {u ∈ U ; ri(u) ∈ W}. Define then U˜ = (U˜i,j , r˜i,j, s˜i,j)(i,j)∈I2 where
U˜i,j = (U
′
i)
−1◦U ′j = {(u, v) ∈ Ui×Uj ; ri(u) = rj(u) ∈ W}, and where we put r˜i,j(u, v) = si(u),
and s˜i,j(u, v) = sj(v).
Note that since U ′j ◦ U˜k,ℓ is adapted to U , it follows that U˜i,j ◦ U˜k,ℓ is adapted to U˜ . We deduce
that U˜ is an atlas. It is obviously adapted to U ; on the other hand, since U is minimal, it is
adapted to U˜ .
It follows that the subspaces C∞c (U˜i,j) span a dense subalgebra of C
∗(M,F) and therefore
{f ∗g; f ∈ C∞c (U
′
i), g ∈ C
∞
c (U
′
j)} span a dense subalgebra of C
∗(M,F). As the image of
C∞c (U
′
k) is in C0(W )C
∗(M,F ), the result follows.
This ends the proof of theorem 2.
Remarks 16. 1. Note also that since the reduced C∗-algebra of the foliation is a quotient
of the full one, it is also stable if F vanishes nowhere.
2. As C∗(M,F) corresponding to the minimal (path holonomy) atlas is a sub-algebra
of the C∗-algebra of any atlas in a non degenerate way, it follows that, under our
assumption that F vanishes nowhere, all these C∗-algebras are stable.
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