Abstract-Research has shown that most effort of today's software development is maintenance and evolution. Developers often use integrated development environments, debuggers, and tools for code search, testing, and program understanding to reduce the tedious tasks. One way to make software development more efficient is to make the program more readable. There have been many approaches proposed and developed for this purpose. Among these approaches, comment generation for source code is gaining more and more attention and has become a popular research area. In this paper, the state of art in comment generation research area are summarized and the challenges and future opportunities are discussed.
I. INTRODUCTION
Research has shown that more than 60% of software engineering resources are spent on maintenance [9] . Software maintenance is the process of modifying a software system after delivery to fix bugs, improve performance, or adapt to a changing environment [18] . Software maintenance requires code comprehension [1] , as reading and understanding source code is the prerequisites of any modification. Program comprehension is time-consuming and cost most of developers' time [11, 27, 12, 7, 33, 34] . Developers often use integrated development environments, debuggers, and tools for code search, testing, and program understanding to reduce the tedious tasks.
To reduce the effort of program comprehension and software maintenance, many tools have been developed to support the tedious and error-prone tasks [42, 44] . Formatting source code naturally helps program comprehension and there has been some research toward this direction [49, 50, 15, 47] . More prevalently, researches have been conducted to generate comments to help program comprehension [37, 39, 51] . Comment generation for source code is gaining more and more attention and has become a popular research area. In this survey, the state of art in the comment generation research area is summarized.
II. STATE OF THE ART
The researches of comment generation for source code can be categorized to three main classes based on the main technique utilized: 1) informaiton retrieval, 2) program structure information and 3) software artifacts beyond source code. This section first describes the work under the three categories and then summarize the fundamental natural langauge processing research in software engineering.
A. Information Retrieval
Researchers have integrated natural language processing techniques to analyze the natural language clues in the source code in recent years [17, 8, 20] . Information retrieval(IR) techniques use words in documents to determine the similarity between documents and queries. IR calculates a similarity score between a query and documents and the results of a query according to relevance are ranked based on the scores [36, 48] .
IR has become a standard technique to address the problem in natural language domain. Since its great promise in natural language, many researchers have applied IR to locate concepts [32, 55, 13, 14, 23, 31, 30, 45] and reconstruct documentation traceability links in source code [22, 2, 25, 28] . These work use different variations of IR techniques to link the query with source code or build links between different software artifacts. The concepts located and links built can be served as the comment for the linked source code. IR-based concern location tools treat source code as a "bag of words" and focus on the individual words in the code. Research that uses IR does not generate natural langauge phrases or sentences. Instead, the generated comments are a bag of words.
There have been many research towards extracting topic words or verb phrases from source code [25, 28, 14] . They want to identify code fragments that are related to a given action or topic. Other research tries to cluster program elements that share similar phrases [16] . These methods rely solely on the linguistic information to determine the topic of the code segment, which is often not adequate for describing the source code.
Because IR approaches treat source code as a bag of words, the structure information is missing. More importantly, towards this research direction, the comment generated are not real "comment". At least, not like the comment developers put in the source code.
B. Program Structure Information
In 2010, Sridhara et al. [37] first introduce an approach to generate summary comments for Java methods using program structure information. The basic idea is selecting the important statements from a method and then translate the statements into natural language phrases. They first build data flow graph of the method and then analyze the data flow to identify the important statements.
Later, Sridhara et al. [40] introduced high level action in 2011. A high level action is defined as a high level step of what the code does. They identify a known set of high level actions based on a set of predefined templates that frequently occur in the source code. While the approach identifies code fragments that implement high level algorithmic steps, the technique is limited in the kinds of high level action it is able to identify. Only 24% of switch blocks, 40% of if-else blocks, and 15% of iterator loops implemented one of the templates. Later, Wang et al. [49] propose an automatic approach to cover loops without manually developing rules. They focus on identifying high level actions that are implemented by loop structures. While the work of Wang et al. advances the techniques, their technique is limited to loops only. After that, the same authors developed an approach to cover the more prevalent code fragments in source code -data flow chain [46] .
Complementary to the work of Sridhara et al. [37] , the same authors also presented a technique to generate comments for parameters and integrated those descriptions with method summaries [41] . Beyond method level, Moreno et al. developed an approach that generates summaries for Java classes [26] .
C. Software Artifacts Beyond Source Code
The work that falls into "program structure information" category only uses the source code as the learning source to develop rules or build models. There have been some researches using forums to get the natural language clues, as developers often discuss the problem online in the site like Stack Overflow [5, 6] .. Wong et al. used question and answer sites for automatic comment generation [52] . They extracted code-description pairs from the question title and text and used code clone detection to find source code snippets that are almost identical to the code of the code-description mappings. The code fragment in the pairs are often code copied from developers' projects and posted by developers. The basic idea is identifying comments for code fragments and reusing the comments for other projects. However, this technique only works for a small fraction of code fragments. The approach is scalable to millions of projects, but would not generate many comments for an individual project.
Ying and Robillard presented a supervised machine learning approach that classifies whether a line in a code fragment should be in a method summary [54] . However, the generated summary is not the natural language but a set of statements.
D. Fundamental Natural Language Processing Techniques in Comment Generation
Software engineering tools often use part-of-speech (POS) taggers to identify the POS of a word and tag the word as a noun, verb, preposition, etc. and then chunk the tagged words into grammatical phrases to help distinguish the semantics of the component words. Traditional taggers trained on natural language texts work well on the news and natural language artifacts, but their accuracy on source code reduces as the input moves farther away from the highly structured sentences found in traditional newswire articles.
There have been researches towards building appropriate POS taggers for software engineering researches. Binkley et al. [3] presented a POS tagger for field names in source code.
They produce sentences with templates. Falleri et al. [10] use the TreeTagger [35] , a tagger trained on English text, to perform the POS tagging. Sridhara et al. [38] use well known semantic similarity techniques and perform well on English text [4, 24, 29] .
Many software related words are not in the source code itself, but in the various associated software artifacts, such as the online forum, bug reports, commit logs, email communications, etc. Tian et al. [43] developed an automatic approach that builds a software specific WordNet like database by leveraging the contents of posts in Stack Overflow. They measure the similarity of words by computing the similarities of the weighted co-occurrences of these words in the textual corpus. In addition to the work of mining semantically-similar Words, Wang et al. [53] infer semantically related tags from FreeCode. Falleri et al. [10] showed how to extract a network of identifiers connected by is-more-general-than or is-a-part-of relationships from source code.
Some researchers have developed automatic techniques to capture co-occurring word pairs [19, 21] , but co-occurrences do not capture the information about the nature of the relationship between words beyond that the words co-occur in the same context. However, others have leveraged the POS tagging to analyze identifiers and build models of the usage of words in identifiers. Shepherd et al. showed that representing method identifiers as the verb and direct object pairs can improve search by focusing on the actions and what they action upon [36] .
III. CHALLENGES AND OPPORTUNITIES
One of the drawbacks of the current approach is that they only generate descriptive comments. These comments are commonly used but do not reflect the knowledge beyond the source code. The comment that provides developers design intuition and thoughts are equally meaningful as description comments. There has been work about TODO comments, but such kinds of work are very limited. In addition, different coders may need different kinds of comments to understand the source code. Intelligent and customized comments are in high demand.
In the current state, developers often use their own dataset as their subjects in the studies. The techniques using a different dataset is often difficult to compare with another technique. Moreover, many research uses human evaluation to judge the quality of the results. This increases the difficulty to build a standard benchmark.
Previous work on comment generation in the high level action approach often use heuristics to come up with rules. One reason is the lack of high-quality training data. As common sense, developers write comments less frequently than expected. Building a high-quality dataset would not only help researchers develop an automated approach based on machine learning, but also lead to more standard matrics for evaluation and comparison.
Recurrent Neural Networks (RNNs) are gaining a lot of attention in recent years because it has shown great promise in many natural language processing tasks. Despite their popularity, to my knowledge, there has not been work using RNNs to generate comments. The nature of RNNs advanced natural language generation and translation. It seems fit in comment generation also, as descriptive comments are essentially summarization and translation of source code to natural language.
As labeled data is always difficult to obtain. High-quality data limit the application of supervised learning methods. In machine learning, there have been many unsupervised methods that might be explored on source code data. These methods include clustering, latent semantic analysis, latent Dirichlet allocation, etc. These methods could potentially provide labels for the supervised learning methods.
Besides the progress made by many types of research in the area of comment generation, the state of the art techniques are still very limited. This survey serves only a start of exploration of this area.
