Parameter uncertainty is extensively used to analyze the robustness and reliability of a structure. However this analysis requires the specification of the uncertainty, and for many parameters this is not an easy quantity to estimate. This paper uses a maximum likelihood approach combined with either a perturbation or Monte Carlo method for the forward propagation of uncertainty. The method is demonstrated on a cantilever beam with a moving mass.
Nomenclature

L
= likelihood function l = log likelihood N = number of measurement sets m = number of measurements within a sample set x = physical parameters y = response vector θ = parameters to define PDF of physical parameters µ, Σ = mean vector and covariance matrix
I. Introduction
The propagation of uncertainty in material or geometrical parameters through a finite element model to determine the uncertainty in the response has become a valuable and popular technique. Examples of the use of this approach range from robust design to reliability analysis, and computer code is available for stochastic finite element analysis and uncertainty propagation (examples of the latter are NESSUS and ST-ORM). These techniques work extremely well and give great insight into the robustness of structures. However all of these approaches rely on knowledge of the parameter uncertainty. For many parameters, such as panel thicknesses, direct measurement may be used to get the description of the uncertainty in terms of a probably density function. Tolerances may be used to give some insight into the variance for probabilistic approaches or the bounds for possiblistic approaches. However, direct measurement of many parameters is not possible. For example, the model of many joints is uncertain, but the nature of the modeling errors means that equivalent models must be used, based on generic elements, geometric parameters, or other techniques 1, 2 . The uncertainty in the parameters must be obtained from measurements, using inverse methods, and this is the subject of this paper.
Finite element model updating has become a viable approach to increase the correlation between the dynamic response of a structure and the predictions from a model. In model updating parameters of the model are adjusted to reduce a penalty function based on residuals between a measurement set and the corresponding model predictions. Typical measurements include the modal model (natural frequencies and mode shapes) and the frequency response functions. The choice of penalty function, and also the optimization approach, has been the subject of much research 3 . The weighted least squares approaches commonly used may be derived in terms of maximum likelihood estimates from Bayesian m 
ethods.
The critical issues in model updating are how to parameterize a finite element model and how to regularize the resulting estimation equations to obtain a well-conditioned solution. In terms of uncertainty quantification, this equates to determining the regions of the model and the parameters that give rise to the uncertainty. This requires a model that has physical meaning. A good example of this is a recent European benchmark exercise that updated a simplified aircraft model, and then used this updated model to predict the change in response due to mass modifications to the wing and tailplane 4, 5 . Figure 1 shows the structure, Fig. 2 shows the tail modification and Fig. 3 shows the set of parameters used for updating 5 . Table 1 shows the resulting improvement in the model. The modifications were implemented by increasing the size of just one of the masses on the wing shown in Fig. 1 , and also by adding a mass to the tail, as shown in Fig. 2 . Table 1 shows a significant improvement in the accuracy of the predicted natural frequencies for the updated model, particularly for the Figure 2 : The tail modification to the GARTEUR structure. 
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II. Approaches to Uncertainty Quantification
One approach to uncertainty quantification is to measure the response (for example natural frequencies) of a number of nominally identical structures. For each data set the parameters are estimated using the approaches of model updating. This will give some idea of the variation of the parameters, although it is unlikely that there would ever be sufficient measured data to derive accurate probability density functions. However the estimation of mean and variance should be possible. This however relies on a model that has physical meaning otherwise the parameter variation will have no physical meaning but be an artifact of the ill-conditioning in the equations. For multiple data sets this is made more difficult because regularization methods, such as the 'L' curve, use the measured data to determine the optimum relative weighting between the measurement residual and the parameter change. Consider a simple two degree of freedom example, where multiple data sets have been generated based on two parameters with a given probability density function. The optimum regularization parameter is obtained from the corner of the 'L' curve, and figure 4 shows a selection of these 'L' curves. Clearly there is an issue about whether the regularization parameter should vary, since this means that the penalty function changes for each measurement. Indeed it is not even clear that the same set of parameters should be used for each set of measured data. The importance of physical meaning and the avoidance of ill-conditioning is the key to uncertainty quantification. 
III. Uncertainty Quantification using Maximum Likelihood
The alternative approach is to parameterize the probability density function of the parameters and to estimate these parameters from multiple measured data sets. For example, if the parameters were assumed to be taken from a Gaussian distribution then the mean vector and covariance matrix is all that is required. This is essentially a form of regularization, since a smaller number of parameters are estimated for a given measured data set. The important issues are the form of the penalty function, which will be based on a maximum likelihood criterion, and the evaluation of the penalty function through perturbation and Monte Carlo approaches. Note that this method is the only one possible to deal with random fields, where the uncertainty is spatially distributed and may be simply parameterized by a correlation length (in the simplest model)
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A. Maximum Likelihood
The key to the maximum likelihood approach is to parameterize the probability density functions (PDFs) of the parameters. The procedure is to determine the probability that the measurements occur given the PDF of the parameters. An optimization procedure, such as the simplex algorithm, may then be used to determine the optimum parameters describing the PDFs.
Suppose that the physical parameters, x, follow a certain probability distribution belonging to a probability distribution family parameterized by θ (for example the mean, µ, and covariance matrix, Σ). For a given θ, the output PDF, can be approximated using one of the uncertainty propagation methods. Let the measurements be y , ,…, . The measurements are assumed to be independent, therefore the measurements likelihood is
( ) ( ) (
The maximum likelihood estimator, θ , is the value of θ for which ˆ( ) l θ is a maximum. A non-gradient based optimization method, such as the simplex method, can be employed to allow the use of standard uncertainty propagation methods. The drawback of this approach is its iterative nature. The uncertainty propagation methods are by themselves computationally intensive and to execute one in an iterative optimization loop would be prohibitive for most interesting applications. Ways to efficiently integrate the maximum likelihood estimation with the two most common propagation methods are discussed below. Fonseca et al. 6 has more detail.
B. Perturbation Method
In the perturbation approach, the response outputs, y, are expanded as a Taylor series in the physical parameters x, about the parameters . 
where m is the number of elements in the vector y, and this is a straight-forward optimization problem for the parameter mean µ and covariance Σ. Ideally would be the mean µ but the mean is not known beforehand, so a guess must be made for its initial value. Depending how far that initial guess is from the estimated mean 
C. Monte Carlo Method
The Monte Carlo approach samples physical parameters based on the assumed PDF. These samples are used to calculate the response of the structure and the PDF of y may then be approximated using a kernel density estimator. Using this standard method is very time consuming because when the parameters describing the PDF of x (such as the mean and variance) change then a new set of samples must be calculated and the results propagated through the model. The efficiency of the method may be improved significantly by retaining the results for the samples we have already computed. When the parameter PDF changes the contribution of these samples to the response PDF are simply re-weighted 6 .
IV. A Cantilever Beam with a Moving Mass
The example is a cantilever beam with a point mass placed at an uncertain position along the beam length, shown in Fig. 5 . The beam has a length of 1m, a rectangular section of 0.100m x 0.010m and is made of steel (Young modulus, E = 210 x 10 9 Pa and density ρ = 7800kg/m 3 ). The moving mass is m = 0.700kg and its position x follows a normal distribution . This example was designed with future experimental verification in mind, since the actual parameter distribution is easily measured. ) Figure 6 shows the variation of the natural frequencies with mass position, and shows that for very small position variation, the natural frequencies vary almost linearly and the perturbation approach becomes attractive because of its computational efficiency. However for large position variations and for the higher modes, the linear approximation will break down. Figure  7 shows the log likelihood function for the given problem using the perturbation approach for the first natural frequency. The function is very steep for mean values away the real mean and low variance, but it is very flat for large variances. More importantly there is only one minimum, which is very close to the actual optimum point, and convergence is achieved from any initial guess. The log likelihood function for the Monte Carlo approach is almost identical for this example. As mentioned above, the optimum results for the perturbation approach are obtained when the linearization is made about the mean value of the parameters. However, this point is not known and therefore an estimate must be made. Figure 8 shows the effect that performing the linearization away from the real mean has on the estimation error. The mean position estimate is generally much more accurate than the standard deviation and over a much wider range of linearization American Institute of Aeronautics and Astronautics points, which is expected. Notice that the minimum error is not necessarily obtained at the real mean point.
In this example there is a single parameter, and therefore measuring a single natural frequency (e.g. the first) would suffice to estimate the parameter. Furthermore, in this example the higher natural frequencies vary more with mass position than the lower frequencies (as shown in Fig. 6 ). This highlights an undesirable property of the perturbation approach, since adding more information (in the sense of adding new natural frequencies rather than more samples) makes the estimates of the mean and variance worst. This is shown in Fig. 9 . Also shown is the Monte Carlo approach, and in this case the extra measured data does improve the estimation accuracy.
V. Conclusion
This paper has given some insight into the issues involved in the quantification of parameter uncertainty. Many of the issues are similar to those in finite element model updating, particularly the requirements for regularization and parameterization and the need for physically meaningful updated models. The most promising approach is to parameterize the probability density function of the parameters (for example using the mean and covariance) and to identify these parameters using the maximum likelihood approach. The perturbation approach has problems when the linear approximation to the response is not very accurate, and can lead to more information giving higher parameter estimation errors. The Monte Carlo approach works well, but the algorithm must be carefully designed to ensure that the computational effort is realistic. The next stage is to test the methods on experimental examples, and initially this will use experimental data from a cantilever beam with a moving mass. 
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