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INTRINSIC FLAT STABILITY OF MANIFOLDS WITH
BOUNDARY WHERE VOLUME CONVERGES AND
DISTANCE IS BOUNDED BELOW
BRIAN ALLEN AND RAQUEL PERALES
Abstract. Given a compact, connected, and oriented manifold with
boundary M and a sequence of smooth Riemannian metrics defined
on it, gj , we prove volume preserving intrinsic flat convergence of the
sequence to the smooth Riemannian metric g0 provided gj always mea-
sures vectors strictly larger than or equal to g0, the diameter of gj is
uniformly bounded, the volume of gj converges to the volume of g0,
and L
m−1
2 convergence of the metrics restricted to the boundary. Many
examples are reviewed which justify and explain the intuition behind
these hypotheses. These examples also show that uniform, Lipschitz,
and Gromov-Hausdorff convergence are not appropriate in this setting.
Our results provide a new rigorous method of proving some special cases
of the intrinsic flat stability of the positive mass theorem.
1. Introduction
We provide natural geometric hypotheses on Riemannian metrics, which
can be obtained through standard geometric analysis techniques, that im-
ply volume preserving intrinsic flat convergence to a particular Riemann-
ian manifold with boundary. In the paper Volume Above Distance Below
(VADB) of the authors and Sormani [1], we prove the volume preserving
intrinsic flat stability of the rigidity result which states that if g1 ≥ g2 and
Vol(g1) = Vol(g2) for two Riemannian manifolds then g1 = g2. Specifically
it is shown that if gj ≥ g0, Diam(gj) ≤ D, and Vol(gj) → Vol(g0) for a
sequence of Riemannian manifolds on a smooth compact oriented manifold
without boundary M then (M,gj) converges to (M,g0) in the volume pre-
serving intrinsic flat sense. Our goal in this paper is to extend the work of
the authors and Sormani [1] to the setting of manifolds with boundary.
Theorem 1.1. Suppose we have a fixed compact, oriented, connected, and
smooth Riemannian manifold with non empty boundary, M0 = (M
m, g0), a
sequence of smooth Riemannian manifolds Mj = (M,gj) so that
g0(v, v) < gj(v, v), ∀p ∈M,v ∈ TpM,v 6= 0, (1)
a uniform upper bound on diameter
Diam(Mj) ≤ D, (2)
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volume convergence
Vol(Mj)→ Vol(M0), (3)
and
‖gj |∂M − g0|∂M‖
L
m−1
2 (∂M,h)
→ 0. (4)
Then Mj converges to M0 in the volume preserving intrinsic flat sense:
Mj
VF−→M0. (5)
Remark 1.2. We note that the strict inequality of the metrics in the state-
ment of Theorem 1.1 is actually relaxed in Corollary 6.2 where we allow
(1− 12j )g0 ≤ gj . The strict inequality is used in Lemma 5.1 which is required
for the δ-Doubling construction.
In fact, if we are willing to impose the stronger assumption of L
m
2 con-
vergence of gj to g0 we can get away with a much weaker assumption on the
boundary.
Theorem 1.3. Suppose we have a fixed compact, oriented, connected, and
smooth Riemannian manifold with non empty boundary, M0 = (M
m, g0), a
sequence of continuous Riemannian manifolds Mj = (M,gj) so that
g0(v, v) < gj(v, v), ∀p ∈M,v ∈ TpM,v 6= 0, (6)
a uniform upper bound on diameter
Diam(Mj) ≤ D, (7)
L
m
2 convergence ∫
M
|gj − g0|
m
2
g0 dVg0 → 0, (8)
and
Vol(∂Mj) ≤ A. (9)
Then Mj converges to M0 in the volume preserving intrinsic flat sense:
Mj
VF−→M0. (10)
Intrinsic flat convergence was defined by Sormani-Wenger in [20] building
upon the work of Ambrosio-Kirchheim [4]. A sequence of compact oriented
manifolds Mj converges in the intrinsic flat sense to M0 if all the manifolds
can be embedded by distance preserving maps ϕj :Mj → Z into a common
complete metric space Z so that the submanifolds ϕj(Mj) converge in the flat
sense as currents in Z to ϕ(M0) [20]. The sequence is said to converge in the
volume preserving intrinsic flat sense if additionally Vol(Mj)→ Vol(M0). It
should be noted that for a sequence of Riemannian manifolds with bounded
diameter, volume, and area of the boundaries a subsequence will converge in
the intrinsic flat sense to an integral current space by Wenger’s compactness
theorem [21]. The importance of our theorem is that we can guarantee that
the limiting space is a Riemannian metric with a prescribed metric tensor.
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We remark that Sormani-Wenger showed that if for a sequence both the
Gromov-Hausdorff and the intrinsic flat limit exist then the intrinsic flat
limit is contained in the Gromov-Hausdorff limit, but the existence of one
limit does not necessarily imply the existence of the other [20].
When working with a compact Riemannian manifold with boundary as
opposed to one without boundary the global metric geometry, even for points
away from the boundary, can change quite drastically. This is due to the
fact that distance minimizing geodesics for points p, q away from the bound-
ary can still pass through the boundary. Given the importance of distance
preserving maps in the definition of intrinsic flat distance this added com-
plication can make arguments in the no boundary case break down when
applied to the boundary case. In fact, to prove convergence of sequences
of manifolds with boundary with sectional or Ricci curvature bounds it has
been necessary to include assumptions on the mean curvature or second
fundamental form of the boundary. Anderson, Katsuda, Kurylev, Lassas,
and Taylor [5] and Knox [10] show convergence in the Ho¨lder space and
Sobolev space imposing uniform two sided bounds on the Ricci or sectional
curvature of Mj and ∂Mj , a uniform upper diameter bound, a two sided
uniform bound on the mean curvature of ∂Mj and several other bounds.
Kodani [11] and Wong [23] show Gromov-Hausdorff (GH) convergence. In
particular, Wong imposes Ricci uniform lower bounds, two sided bounds on
the second fundamental form and an upper diameter bound.
In [15], the second named author shows intrinsic flat convergence as a di-
rect application of Wenger’s compactness theorem. She imposes nonnegative
Ricci curvature, an upper diameter bound, a bound on the volume of ∂Mj
and one sided bound on the mean curvature of ∂Mj . Under this conditions,
a uniform bound on Vol(Mj) is found and thus one gets a Hn-countably
rectifiable integral current space as limit space [15]. See the survey by the
second named author [13] for an overview of results on convergence of man-
ifolds and metric spaces with boundary. In [14], the second named author
defines a class of manifolds with boundary with Ricci lower bounds which
is precompact with respect to both Gromov-Hausdorff and intrinsic flat dis-
tance and the limits coincide. But the requirements on the boundaries have
a metric flavor. This is based in the joint work of the second named author
with Sormani [16]. In this paper we note that in Theorem 4.2 we give a
restatement of Theorem 1.1 where we replace the L
m−1
2 (∂Mj , h) assump-
tion with the assumption Vol(∂Mj) ≤ A and the condition that for any two
interior points in M0, the geodesic realizing their distance remains in the
interior.
The proof of Theorem 1.1 applies some important results used to prove
the main theorem in [1] with some added complications coming from the
metric structure on manifolds with boundary. The first ingredient is to
obtain pointwise a.e. subconvergence of the distance functions dj to d0.
In [1] this was done by constructing regions of M which are foliated by
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distance realizing geodesics of M0. Since distance realizing geodesics on
manifolds with boundary do not foliate regions as in the no boundary case
this construction does not easily extend to the boundary case. So instead
we adapt a construction of Bray [6] to construct doublings of each manifold
along its boundary while attaching necks to get manifolds with no boundary.
This constructions is interesting in its own right and should have further
applications in the future. Here it is important that we retain some uniform
control on the metric structures for these δ-doubled metrics as well as the
ability to compare the metric tensors over the entire sequence, which is
something we show. Thus, after establishing important results for these δ-
doubled manifolds we are able to proceed as in [1], that is we apply a result
by the first named author and Sormani that implies a.e. subconvergence of
the distance functions for the δ-doubled metrics with no boundary.
The second main ingredient uses the pointwsie a.e. subconvergence of dis-
tance functions to exhibit metric spaces (Z, dZ) in which Mj and M0 can be
isometrically embedded so one can calculate their flat distance and conclude
intrinsic flat subconvergence of Mj . In this case we see that both the con-
struction of (Z, dZ) and the intrinsic flat subconvergence result performed
in [1] hold for manifolds with boundary.
The hypotheses of Theorem 1.1 in the case of a sequence which does not
necessarily include a boundary have been well developed by the first named
author and Sormani in [2,3] which culminated in the work of the authors and
Sormani [1]. Many important examples have been given which justify and
explain the intuition behind the hypotheses. For example, a few examples
were given in [2,3] which show that if all of the other hypotheses are satisfied
except for gj ≥ g0 then the limit in general may not even be a Riemannian
manifold. Also, if all hypotheses are satisfied except for volume convergence
then the limiting metric may be a Finsler manifold. It is strongly encouraged
to read these examples first, which are reviewed in section 3, to gain intuition
before reading the remainder of the paper.
An important rigidity result involving scalar curvature is the positive mass
theorem of Schoen and Yau [17] and Witten [22]. The intrinsic flat stability
of the positive mass theorem was conjectured by Lee and Sormani [12] and
has been shown in the rotationally symmetric case [12], in the graph case
[9], and in various other cases. Since this conjecture necessarily involves
Riemannian manifolds with boundary we expect this paper to be useful for
furthering our understanding of this conjecture. Here we prove stability of
graphs in Euclidean space for the class studied in [9]. For this we use the
variant of Theorem 1.1 that allows the interior ofM0 to be convex, allows the
sequence to be continuous Riemannian manifolds, and requires a bound on
the volumes of ∂Mj , Theorem 4.2. The original proof in [9] has some steps
at the end that are difficult to follow and may require deep new theorems
about integral current spaces to make them completely rigorous. Here we
avoid such complications by studying the sequence of manifolds themselves
rather than their limit spaces.
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The paper is organized as follows. In Section 2 we provide a brief in-
troduction to integral currents, integral current spaces and intrinsic flat
distance. We also review some key results from the paper of the authors
and Sormani [1]. In Section 3 we review several examples of sequences of
manifolds with boundary and discuss their convergence under intrinsic flat
distance. These examples help to explain the intuition behind the hypothe-
ses of Theorem 1.1. In Section 4 we revise VADB to ensure that under the
assumption of a.e. subconvergence, dj → d0, the construction of the metric
spaces (Z, dZ) and the intrinsic flat subconvergence result obtained by em-
bedding the manifolds in this space hold when having non empty boundary.
In Section 5 we introduce the δ-doubling construction, establish many im-
portant estimates for this constructionm, and use it to prove that under the
conditions of Theorem 1.1 we can find a.e. subconvergence of the distance
functions dj → d0. This is done by doubling M to get a manifold with
no boundary and constructing Riemannian metrics that satisfy the condi-
tions of the main Theorem of the first named author and Sormani [3]. In
Section 6 we prove Theorem 1.1, Theorem 1.3, and Corollary 6.2 where we
allow (1− 1/2j)g0 ≤ gj . In Section 7 we explore an application of the work
of this paper to the intrinsic flat stability of the positive mass theorem for
Riemannian manifolds which are given as graphs of functions in Euclidean
space.
Acknowledgements: The authors would like to thank Christina Sor-
mani for her constant support and encouragement.
2. Background
In this section we review the minimum background necessary to under-
stand integral currents and intrinsic flat distance. References are given for
the interested reader who would like to dig deeper into the technical details.
We also state a few results from VADB. In particular, the ones that let us
take Fj to be the identity function in Theorem 1.1 and the main theorem of
this paper [1], Theorem 2.5. In Section 4 we review VADB in a deeper way.
2.1. Notation. Here the term isometric embedding and distance preserving
map between metric spaces is used interchangeably. We index sequences
with subscripts j. For subsequences we use indexes j(k) where we see j :
N → N as an increasing function. For a Riemannian manifold (M,gj) we
use the Riemannian metric or its index to denote which tensor we use,
for example, Diam(Mj) = Diamj(M), Vol(Mj) = Volj(M), Bgj (p, r) =
Bdj (p, r), where the latter denotes an open ball with radius r and center p
with respect to the length distance dgj = dj induced by gj . Moreover, when
calculating intrinsic flat distance we are formally considering the integral
current space (Mj , dj , [[Mj ]]) as defined in Subsection 2.2.
2.2. Review of Sormani-Wenger Intrinsic Flat Distance. In this sec-
tion we review the definition of integral currents in metric spaces and some
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of their properties provided by Ambrosio-Kirchheim [4]. Based on this work
Sormani-Wenger defined integral current spaces and intrinsic flat distance.
We refer the reader to Sormani and Wenger [19, 20] and Sormani [18] for
related results.
Given a complete metric space (Z, d), we denote by Lip(Z) the set of real
valued Lipschitz functions on Z and by Lipb(Z) the bounded ones. An m-
dimensional current T on Z is a multilinear map T : Lipb(Z)× [Lip(Z)]m →
R that satisfies certain properties, see [4, Definition 3.1]. From the definition
of T we know there exists a finite Borel measure on Z, ||T ||, called the mass
measure of T . Then the mass of T is defined as M(T ) = ||T ||(Z). The
boundary of T , ∂T : Lipb(Z) × [Lip(Z)]m−1 → R is the linear functional
given by
∂T (f, pi) = T (1, (f, pi)),
and for any Lipschitz function ϕ : Z → Y the push forward of T , ϕ♯T :
Lipb(Y )× [Lip(Y )]m → R is the m-dimensional current given by
ϕ♯T (f, pi) = T (f ◦ ϕ, pi ◦ ϕ).
Furthermore, the following inequality holds
||ϕ♯T || ≤ Lip(ϕ)mϕ♯||T ||. (11)
The main examples of m-dimensional currents on Z are currents that can
be written as
ϕ♯[[θ]](f, pi) =
∫
A
θ(x)f(ϕ(x)) det(Dx(pi ◦ ϕ)dLm(x), (12)
where ϕ : A ⊂ Rm → Z is a Lipschitz function, A is a Borel set and,
θ ∈ L1(A,R). An m-dimensional integral current in Z is an m-dimensional
current that can be written as a countable sums of terms as in (12), T =∑∞
i=1 ϕi♯[[θi]], with θi ∈ L1(Ai,R) integer constant functions, such that ∂T
is a current. The class that contains all m-dimensional integral currents of
Z is denoted by Im(Z). For T ∈ Im(Z), Ambrosio-Kirchheim proved that
the subset
set(T ) = {z ∈ Z | lim inf
r↓0
‖T‖(Br(z))
rm
> 0} (13)
is Hm-countably recitifiable. That is, set(T ) can be covered by images of
Lipschitz maps from Rm to Z up to a set of zero Hm-measure.
The flat distance between two integral currents T1, T2 ∈ Im(Z) is defined
as
dZF (T1, T2) = inf{M(U) +M(V ) | U ∈ Im(Z), V ∈ Im+1(Z),
T2 − T1 = U + ∂V }.
An m-dimensional integral current space (X, d, T ) consists of a metric
space (X, d) and an m-dimensional integral current defined on the comple-
tion of X, T ∈ Im(X¯), such that set(T ) = X. There is also the notion of m-
dimensional integral current space denoted as 0, here T = 0 and set(T ) = ∅.
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Example 2.1. For an m-dimensional compact oriented C0 Riemannian
manifold (Mm, g), the triple (M,dg, [[M ]]) given as follows is anm-dimensional
integral current space. Here dg is the length metric induced by g,
dg(p, q) = inf{Lg(γ) : γ(0) = p, γ(1) = q} (14)
where γ is any piecewise smooth curve joining p to q and
Lg(γ) =
∫ 1
0
g(γ′(t), γ′(t))1/2 dt. (15)
Then [[M ]] : Lipb(M)× [Lip(M)]m → R is given by
[[M ]] =
∑
i,k
ψi♯[[1Aik ]] (16)
where we have chosen a C1 locally finite atlas {(Ui, ψi)}i∈N of M consisting
of positively oriented Lipschitz charts, ψi : Ui ⊂ Rn → M and Aik are
precompact Borel sets such that ψi(Aik) have disjoint images for all i and
k. In this case, ||[[M ]]|| = dvolg.
We say that an integral current space (X, d, T ) is precompact if X is
precompact with respect to d. Given two m-dimensional integral current
spaces (X1, d1, T1) and (X2, d2, T2) a current preserving isometry between
them is a metric isometry ϕ : X1 → X2 such that ϕ♯T1 = T2. The definition
of intrinsic flat distance is as follows.
Definition 2.2 (Sormani-Wenger [20]). Given two m-dimensional precom-
pact integral current spaces (X1, d1, T1) and (X2, d2, T2), the intrinsic flat
distance dF ((X1, d1, T1), (X2, d2, T2)) between them is defined as
inf{dZF (ϕ1♯T1, ϕ2♯T2)| (Z, dZ ) complete, ϕj : Xj → Z isom embeddings}.
The function dF is a distance up to current preserving isometries and
the mass functional, M, is lower semicontinuous with respect to this dis-
tance. Thus, we say that a sequence (Xj , dj , Tj) of m-dimensional integral
current spaces converges in VF sense to (X, d, T ) if the sequence converges
with respect to the intrinsic flat distance to (X, d, T ) and the massesM(Tj)
converge to M(T ). Wenger proved in [21] that the class of m-dimensional
precompact integral current spaces with a uniform diameter bound, a uni-
form mass of their currents and their boundaries is compact with respect to
dF .
2.3. Lp convergence of Riemannian metrics. We recall the following
definition. For more details see [7].
For a compact manifold M with Riemannian metrics gj and g, the L
p
norm, p > 1, of gj with respect to g is given by
‖gj‖Lpg =
(∫
M
|gj |pg dvolg
)1/p
, (17)
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where
|gj |g(p) =
(
m∑
i=1
λi(p)
4
)1/2
(18)
and λ21, ..., λ
2
m are the eigenvalues of gj with respect to an orthonormal basis
of g, i.e. for each p ∈ M let vi ∈ TpM , i = 1, ...,m such that g(vi, vi) = 1
and
gj(vi, vi) = λ
2
i . (19)
We say that a sequence of Riemannian metrics gj converges to g∞ in L
p
g
norm if
‖gj − g∞‖Lpg → 0 as j →∞. (20)
In [2,3], the first named author and Sormani showed that Lp convergence
of sequences of Riemannian metrics is weaker than intrinsic flat convergence
(See example 3.1 below). The intuition behind this observation is that when
a sequence of Riemannian metrics converge in the Lp sense they are allowed
to be quite different on sets of measure zero. Along the sequence it is possible
that distance realizing curves could live in these measure zero sets which
can cause short cuts between points. These short cuts will not effect the Lp
limit but will drastically effect the intrinsic flat limit which more intimately
takes into account the metric structure of the sequence. In example 3.1 for
instance, the Lp limit is a cylinder but the intrinsic flat limit is a cinched
metric space due to the short cut which is forming along the center of the
cylinder.
2.4. A FewWords About VADB. Here we just state two lemmas that let
us take Fj to be the identity function in Theorem 1.1 and remind the reader
of the volume above distance below theorem of the authors and Sormani [1]
for manifolds with no boundary, Theorem 2.5.
Theorem 2.5 follows from Theorem 2.6 below and the construction of
suitable metric spaces (Z, dZ) in which Mj and M0 can be isometrically
embedded and hence get an estimate of their intrinsic flat distance. In
Section 4.2 we provide more details of this construction and the intrinsic
flat distance estimate so we can apply them to sequences of manifolds with
boundary. In Section 5 we will double the manifolds with boundary to get
manifolds with no boundary and thus will be able to apply Theorem 2.6.
This first lemma allows to pass from the condition Fj : (M,dj)→ (M,d0)
distance decreasing with C1 inverse to an inequality at the level of the
Riemannian tensors.
Lemma 2.3 (Lemma 2.2 in VADB). Let Mj = (M,gj) and M0 = (M,g0)
be continuous Riemannian manifolds and F : Mj → M0 be a biLipschitz
map with a C1 inverse then
g0(v, v) ≤ gj(dF−1(v), dF−1(v)) ∀v ∈ TM0 (21)
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if and only if
d0(F (p), F (q)) ≤ dj(p, q) ∀p, q ∈Mj . (22)
Now we see that the inequality between the Riemannian metrics implies
that the identity map is biLipschitz.
Lemma 2.4 (Lemma 2.3 in VADB). Let Mj = (M,gj) and M0 = (M,g0)
be compact Riemannian manifolds with continuous metric tensors such that
g0(v, v) ≤ gj(v, v) ∀v ∈ TM. (23)
Then, the identity map from (Mj , dj) to (M0, d0) is biLipschitz.
Combining Lemma 2.3 with Lemma 2.4 we can replace the condition
Fj biLipschitz, distance non-increasing with a C
1 inverse with the identity
function by replacing gj with its pushforward under Fj , F
∗
j gj .
Theorem 2.5 (Theorem 1.1 VADB). Suppose we have a fixed compact ori-
ented smooth Riemannian manifold, M0 = (M
m, g0), without boundary, a
sequence of continuous Riemannian metrics gj on M defining Mj = (M,gj)
and a sequence of biLipschitz and distance non-increasing maps
Fj : (Mj , dj)→ (M0, d0) (24)
with a C1 inverse and a uniform upper bound on diameter
Diam(Mj) ≤ D (25)
and volume convergence
Vol(Mj)→ Vol(M0), (26)
then Mj converges to M0 in the volume preserving intrinsic flat sense,
Mj
VF−→M0. (27)
Theorem 2.5 follows from Theorem 2.6 below and the construction of
suitable metric spaces (Z, dZ) in which Mj and M0 can be isometrically
embedded and hence get an estimate of their intrinsic flat distance.
Theorem 2.6 (Theorem 4.4 in Allen-Sormani). Suppose we have a fixed
closed and smooth Riemannian manifold, M0 = (M,g0), and a sequence of
continuous Riemannian metrics gj on M defining Mj = (M,gj) such that
gj(v, v) ≥ g0(v, v) ∀v ∈ TpM (28)
and
Vol(Mj)→ Vol(M0) (29)
then there exists a subsequence such that
lim
k→∞
dj(k)(p, q) = d0(p, q) dvolg0 × dvolg0 a.e. (p, q). (30)
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3. Examples of Sequences with Boundaries
In [2] and [3], the first named author and Sormani presented a number
of examples comparing and contrasting various notions of convergence for
Riemannian manifolds. The hypotheses in these works are very similar to the
ones we impose in our results and help to illustrate their importance. The
examples in [2] were warped products which were allowed to have boundary.
Hence, we review the warped product examples with boundary from this
paper. The examples in [3] were conformal metrics which were not allowed
to have boundary. By removing a small ball around a point in each manifold,
we create manifolds with boundary. Thus, we also review some conformal
examples in [3].
Example 3.1 and Example 3.2 show that the conditions g0 ≤ gj and
(1 − 1/2j)g0 ≤ gj are necessary in Theorem 1.1, Theorem 1.3, and Corol-
lary 6.2. In Example 3.3 and Example 3.5 we see that Vol(Mj)→ Vol(M0)
cannot be weaken to Vol(Mj) ≤ V . In Example 3.6 we see that if the Lm−12
convergence of the boundaries is removed but the interior of M0 is convex
then the sequence still converges to M0. This can be seen as an application
of our Theorem Theorem 4.2. Finally, in Example 3.7 we see that under the
hypotheses of Theorem 1.1 the Gromov-Hausdorff limit does not necessarily
agrees with the intrinsic flat limit and in fact the Gtomov-Hausdorff limit
does not necessarily exist in general. Hence, intrinsic flat convergence is the
appropriate notion of convergence for our setting.
More examples of manifolds with boundary that converge in intrinsic flat
sense can be found in [15] and [14]. In both works the hypotheses imposed
include a lower Ricci curvature bound. In [15] the goal was to show a uniform
bound on Vol(Mj) and then use Wenger’s compactness theorem. In [14] the
goal was to define a class of manifolds that are precompact with respect
to both Gromov-Hausdorff and intrinsic flat distance such that the limits
coincide. The requirements on the boundaries there had a metric flavor.
3.1. Lower bound on the sequence of metrics removed. In these ex-
amples we have the opposite bound on the metrics gj ≤ g0, Volj → Vol0,
Diamj ≤ D, ‖gj |∂M − g0|∂M‖
L
m−1
2 (∂M,h)
→ 0 and hence Mj converges to
something other than M0. Thus we see the importance of the g0 ≤ gj and
(1− 1/2j)g0 ≤ gj bounds of Theorem 1.1 and Corollary 6.2.
In this first example we have a sequence of warped cylinders which have
a shortcut around the center circle which causes the sequence to converge
to a cinched metric space which is not a Riemannian manifold.
Example 3.1 (Example 3.4 in [2]). LetM = [−pi, pi]×S1 and g0 = dr2+dθ2.
We define warped product Riemannian manifolds
Mj = ([−pi, pi]× S1, dr2 + fj(r)2dθ2) (31)
with warping functions that are given as follows. Let h : [−1, 1] → [h0, 1]
be a smooth even function such that h(−1) = 1 with h′(−1) = 0, decreasing
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to h(0) = h0 ∈ (0, 1] and then increasing back up to h(1) = 1, h′(1) = 0.
Define fj(r) : [−pi, pi]→ [1, 2] as
fj =


1 r ∈ [−pi,−1/j]
h(jr) r ∈ [−1/j, 1/j]
1 r ∈ [1/j, pi]
(32)
Then we have
gj ≤ g0, Vol(Mj)→ Vol(M0), Diam(Mj) ≤ Diam(M0). (33)
But
Mj
GH−→M∞ and Mj F−→M∞, (34)
where M∞ = (M,dr2+ f∞(r)2dθ2) with f∞(0) = h0 and otherwise f∞(r) =
1.
This second example can be seen as a sequence of conformal metric tensors
on a sphere minus a ball centered at the south pole. Then the limit space is
shrunk near the equator so that one obtains a cinched space as the intrinsic
flat limit.
Example 3.2 (Example 3.1 in [3]). Let g0 be the standard round metric
on the sphere Sm. Let gj = f
2
j g0 be metrics conformal to g0 with smooth
conformal factors, fj, that are radially defined from the north pole with a
cinch at the equator as follows:
fj(r) =


1 r ∈ [0, pi/2 − 1/j]
h(j(r − pi/2)) r ∈ [pi/2 − 1/j, pi/2 + 1/j]
1 r ∈ [pi/2 + 1/j, pi]
(35)
where h : [−1, 1] → R is an even function decreasing to h(0) = h0 ∈ (0, 1)
and then increasing back up to h(1) = 1. Then Smj = (S
m, gj) satisfies
gj ≤ g0, Vol(Smj )→ Vol(Sm0 ), Diam(Smj ) ≤ Diam(Sm0 ). (36)
But Smj
F−→ Sm∞, where Sm∞ = (S∞, g∞) and g∞ = f2∞g0 with f∞(r) = h0
for r = pi/2 and f∞(r) = 1 otherwise. Thus, Sm∞ is not isometric to Sm0
since the distance, d∞, between pairs of points in the same hemisphere near
the equator is achieved by geodesics which run to the equator, then around
inside the cinched equator, and then out again.
3.2. Volume Convergence Removed. In the next two examples we have
the lower bound on distance g0 ≤ gj , Diamj ≤ D, ‖gj |∂M−g0|∂M‖
L
m−1
2 (∂M,h)
→
0 but no volume convergence. Hence, in the first example we obtain a limit
space that is not even Riemannian but instead is a Finsler manifold with
a symmetric norm that is not an inner product which is not even locally
isometric to M0 anywhere. In the second example we get a manifold with a
bubble attached as the limit space.
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Example 3.3 (Example 3.12 in [2]). Let M = [−pi, pi] × S1 with warped
metrics g0 = dr
2+dθ2 and gj = dr
2+fj(r)
2dθ2, where smooth fj : [−pi, pi]→
[1, 5] are defined as follows. Let h be an even function such that h(−1) = 5
decreasing down to h(0) = 1 and then increasing back up to h(1) = 5.
Consider the dense set S in [−pi, pi] given by
S =
{
si,j = −pi + 2πi2j : i = 0, 1, 2, ..., 2j − 1, 2j , j ∈ N
}
(37)
and let δj = 2
−2j for j ∈ N. Then define functions fj that are cinched on S
as follows
fj(r) =
{
h((r − si,j)/δj) r ∈ [si,j − δj , si,j + δj ] for i = 1, ..., 2j − 1
5 elsewhere.
(38)
Then we have
g0 ≤ gj , Diamj ≤ D, ‖gj |∂M − g0|∂M‖
L
m−1
2 (∂M,h)
→ 0. (39)
But Vol(Mj) → 20pi2 6= Vol(M0) given that fj → 5 in Lp sense for p ≥ 1.
This sequence converges in intrinsic flat sense to a Finsler space M∞ =
(M,d∞) where d∞ is the R-stretched Euclidean taxi metric given by
d∞((s1, θ1), (s2, θ2)) = min
{√
s2 + 52θ2, s
(√
24
5
)
+ θ
}
(40)
with s = |s2− s1| and θ = dS1(θ1, θ2). This happens due to fj(r) converging
pointwise to 1 on the countable dense set S and pointwise to 5 elsewhere,
creating paths in M∞ that are shorter than the paths in Mj .
Remark 3.4. Note that we modified the original definition of S in the ex-
ample above to include −pi and pi, that is we added i = 0, 2j , so that the
L
m−1
2 convergence of the boundary would be true. The proof of the proper-
ties satisfied by the sequence Mj given in [2] also hold in this case.
The next example consists of a sequence of conformal tori that converge
to a metric space which is isometric to a flat torus with a flat disk attached
so that the boundary of the disk is identified with a point in the flat torus.
By removing a small ball around a point where the conformal factor equals
1 we see that Vol(Mj)→ Vol(M0) is necessary in Theorem 1.1.
Example 3.5 (Example 3.5 in [3]). Let (Tm, g0) be a torus and hj : [1, 2]→
[1,∞) be a smooth, decreasing function so that hj(1) = j, h′j(1) = h′j(2) = 0,
and hj(2) = 1 so that
1
jm
∫ 2
1
hj(s)
msm−1ds→ 0. (41)
Given a point p ∈ Tm, consider the sequence of functions fj : Tm → [1,∞)
which are radially defined from p by
fj(r) =


j if r ∈ [0, 1/j]
hj(jr) if r ∈ [1/j, 2/j]
1 if r ∈ (2/j,√mpi].
(42)
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Then the sequence Tmj = (T
m, f2j g0) satisfies
g0 ≤ gj , Diam(Tmj ) ≤ 1 +
√
mpi, (43)
Vol(Tmj )→ Volg0(B(p, 1)) + Vol(Tm0 ). (44)
Furthermore, it converges in intrinsic and flat sense to a torus with a bubble
attached,
T
m
∞ = (T
m ⊔{p∼q | q∈∂Dm} Dm, d∞). (45)
3.3. L
m−1
2 convergence of the boundary removed. Here we give a mod-
ification of Example 3.7 of [2] where we do not have L
m−1
2 convergence on the
boundary but where the sequence still converges to the desired Riemannian
manifold. The convergence is obtained following the proof of the modified
example but we could apply Theorem 4.2 below or Theorem 1.3 to show
intrinsic flat convergence.
Example 3.6. Let M = [−pi, pi]×S1 and g0 = dr2+dθ2. We define warped
product Riemannian manifolds Mj = ([−pi, pi] × S1, dr2 + fj(r)2dθ2), where
fj : [0, pi]→ [1, 2] are the functions given by
fj(r) =
{
h(jr) r ∈ [0, 1/j]
1 r ∈ [1/j, pi], (46)
with h : [0, 1]→ [h0, 1] is a smooth function such that h(0) = h0 ∈ (1, 2] and
then decreasing down to h(1) = 1, h′(1) = 0. Here we see that
g0 ≤ gj, Diam(Mj) ≤ D. (47)
But
fj 6→ 1 in Lp(S1 × {0}) p ≥ 1 (48)
implies that
‖gj |∂M − g0|∂M‖
L
m−1
2 (∂M,h)
6→ 0 (49)
and yet Mj →M0 in both the GH and F sense.
3.4. VF Limit Different to GH Limit. Once again by removing a small
ball around a point where the conformal factor equals 1 we see that this
final example satisfies all the conditions of Theorem 1.1 but the intrinsic
flat limit is not equal to the Gromov-Hausdorff limit. Here the sequence of
conformal tori converges in Gromov-Hausdorff sense to a torus with a seg-
ment attached. We note that this example can be extended as in Examples
3.8 in [3] by adding more and more splines to give an example which satis-
fies the hypotheses of Theorem 1.1 and Theorem 1.1 which does not have a
Gromov-Hausdorff limit.
Example 3.7 (Example 3.7 in [3]). Let Tm0 = (T
m, g0) be a torus and
hj : [1, 2] → [1,∞) be a smooth, decreasing function so that hj(1) = j1+ln(j)
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and hj(2) = 1. Given a point p ∈ Tm and η > 1, consider the sequence of
functions fj : T
m → [1,∞) which are radially defined from p by
fj(r) =


jη
1+ln(j) if r ∈ [0, 1/jη ]
1
r(1−ln(r)) if r ∈ (1/jη , 1/j]
hj(jr) if r ∈ (1/j, 2/j]
1 if r ∈ (2/j,√mpi].
(50)
Then the sequence Tmj = (T
m, f2j g0) satisfies
g0 ≤ gj, Diam(Tmj ) ≤ ln(η) +
√
mpi, Vol(Tmj )→ Vol(Tm0 ). (51)
Furthermore, it converges in intrinsic flat sense to Tm0 and in Gromov-
Hausdorff sense to Tm0 with a line of length ln(η) attached.
4. VADB Revisited
As we mentioned in the introduction the proof of Theorem 1.1 relies
on two ingredients. The first one is to obtain a.e. subconvergence of the
distance functions dj to d0 and the second uses the a.e. subconvergence
to construct complete metric spaces (Z, dZ) in which Mj and M0 can be
isometrically embedded so one can conclude intrinsic flat subconvergence of
Mj. In this section we take care of the second ingredient. Thus the aim is
to generalize Theorem 4.1 in VADB to manifolds with boundary, Theorem
4.1. The proof consist in checking that all the steps carried on in VADB
hold when having boundary.
Explicitly, to estimate the intrinsic flat distance between Mj and M0
we construct a complete metric space (Z, dZ ) where both manifolds iso-
metrically embed via isometric embeddings ϕj and ϕ0. Then by the def-
inition of intrinsic flat distance, dF (M0,Mj) will be bounded above by
dZF (ϕ0♯[[M0]], ϕj♯[[Mj ]]). Recall that for any Riemannian manifold (M
m, g)
we consider them-dimensional integral current space (M,dg , [[M ]]) described
in Section 2 and when having a sequence (Mmj , gj) we denote the length dis-
tance dgj by dj . Under the hypotheses of Theorem 4.1, we can select a subset
Wj ⊂ M with volume as close as we want to the volume of M0, and thus
as close to the volume of Mj for large j, such that the dj and d0 distances
between pairs of points in Wj are almost the same.
Now Z can be chosen to be the product of M and an interval I of length
hj that depends on the supWj×Wj |dj − d0| and the diameter of M0 so that
hj → 0. To isometrically embed Mj into Z we will also glue a copy of M to
the top part of M × I by identifying points of Wj . By not identifying points
of M \Wj to the top part of Z we will not require control of distances on
M \Wj but rather just a control on volume. This gives us flexibility to allow
distances to become quite large on the set M \Wj while still being able to
estimate the intrinsic flat distance. Then dZ is chosen so that in the bottom
it coincides with d0 and in the glued piece and the top it coincides with dj .
Then the flat distance dZF (ϕ0♯[[M0]], ϕj♯[[Mj ]]) will be bounded above by the
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difference of the volumes of Mj and Wj plus the height hj times a bound on
the volumes of Mj and ∂Mj . Thus, the flat distances will converge to zero.
4.1. New Theorems. We start by stating the main result we prove in this
section. In the next subsections we revise the proof for manifolds with no
boundary and give appropriate modifications.
Theorem 4.1 (c.f. Theorem 4.1 in VADB). Let M be a compact oriented
manifold. Let M0 = (M,g0) be a smooth Riemannian manifold and Mj =
(M,gj) be continuous Riemannian manifolds such that
g0(v, v) ≤ gj(v, v), ∀v ∈ TpM, (52)
Diam(Mj) ≤ D, (53)
Vol(Mj)→ Vol(M0), (54)
Vol(∂Mj) ≤ A, (55)
and
dj(p, q)→ d0(p, q) dvolg0 × dvolg0 a.e. (p, q). (56)
Then
Mj
F−→M0. (57)
Combining Allen-Sormani’s a.e. convergence Theorem 2.6 and the previ-
ous result we get the following result.
Theorem 4.2. Let M be a compact oriented manifold. Let M0 = (M,g0) be
a smooth Riemannian manifold and Mj = (M,gj) be continuous Riemann-
ian manifolds such that
g0(v, v) ≤ gj(v, v), ∀v ∈ TpM, (58)
Diam(Mj) ≤ D, (59)
Vol(Mj)→ Vol(M0), (60)
Vol(∂Mj) ≤ A, (61)
and the interior of M0 is convex, i.e. for all p, q in the interior of M , and
γ : [0, 1] → M g0 minimizing geodesic joining p to q we have that γ(I)
remains in the interior of M . Then
Mj
F−→M0. (62)
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4.2. Revisiting VADB. From the inequality in the Riemannian metrics,
a.e. pointed convergence and a bound on the volumes we can ensure the
existence of sets with big volume and good distance estimates between points
inside them.
Lemma 4.3 (Lemma 4.6 and Lemma 4.9 in VADB). Suppose we have a
fixed closed smooth Riemannian manifold, M0 = (M,g0), and a sequence of
metric tensors gj on M defining Mj = (M,gj) such that
g0(v, v) ≤ gj(v, v) ∀v ∈ TpM, (63)
Vol(Mj) ≤ V, (64)
dj(p, q)→ d0(p, q) dvolg0 × dvolg0 a.e. (p, q). (65)
Then for any λ ∈ (0,Diam(M0)) and κ > 1, there exists a set Wλ,κ ⊂ M
such that for all p1, p2 ∈Wλ,κ
|dj(p1, p2)− d0(p1, p2)| < 2λ+ 2δλ,κ,j, (66)
where δλ,κ,j → 0 as j →∞, and
Volj(M \Wλ,κ) ≤ 1
κ
Vol0(M) + |Volj(M)−Vol0(M)|. (67)
Proof. The proof is as follows. First fix λ ∈ (0,Diam(M0)) and κ > 1.
In Lemma 4.8 in VADB by using the Bishop-Gromov volume comparison
theorem it is shown that there exists ε = ε(λ, κ) > 0 small enough so that
κε ∈ (0, 1/2) and
min
x∈M
Vol0(B(x, λ)) ≥ 2κεVol0(M). (68)
In Proposition 4.3 in VADB by applying Egoroff’s theorem to the finite
measure space
(M0 ×M0,dvolg0 × dvolg0)
and the functions dj → d0 that satisfy (65) and ε as in the previous step,
we get a measurable set Sε ⊂M0 ×M0 such that
sup{|dj(p, q)− d0(p, q)| : (p, q) ∈ Sε} = δε,j → 0 (69)
Vol0×0(Sε) > (1− ε)Vol0×0(M ×M), (70)
and by enlarging the set we can assume that (p, q) ∈ Sε if and only if
(q, p) ∈ Sε. Hence we have obtained uniform control on the sequence of
distance functions on Sε ⊂M ×M but now we would like to use this to find
a subset of M where we have uniform control on the sequence of distance
functions.
Thus in Lemma 4.4 in VADB by (70) we get that for almost every p ∈
pi1(Sε) where pi1 :M ×M →M is projection onto the first factor, the sets
Sp,ε = {q ∈M : (p, q) ∈ Sε} = pi−11 (p)
are dvol0 measurable and satisfy
(1− ε)Vol0(M) < (Vol0(M))−1
∫
p∈M
Vol0(Sp,ε) dvol0 . (71)
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So we see that on average the slices Sp,ε have more volume than (1 −
ε)Vol0(M) which motivates the definition of our special subset of M where
we will be able to uniformly control distances.
In Lemma 4.5 in VADB we define
Wκε = {p ∈ pi1(Sε) : Vol0(Sp,ε) > (1− κε)Vol0(M)}. (72)
Using (72) and (71) it follows that
Vol0(Wκε) >
κ− 1
κ
Vol0(M). (73)
Hence Wκε ⊂ M is the set where we will now show uniform control of the
sequence of distance functions.
In Lemma 4.6 in VADB , from (73), using that d0 ≤ dj and so dvol0 ≤
dvolj and Vol(Mj) <∞ we get we get
Volj(M \Wκε) ≤ 1
κ
Vol0(M) + |Volj(M)−Vol0(M)|. (74)
This shows that we have control of Volj(M \Wκε) as κ→∞ and j →∞.
Now in Lemma 4.7 in VADB for p1, p2 ∈Wκε distinct points, by (72) and
κε < 1/2, we get Sp1,ε ∩ Sp2,ε 6= ∅ and
Vol0(Sp1,ε ∩ Sp2,ε) > (1− 2κε)Vol0(M). (75)
In Lemma 4.8 in VADB we show that for all x ∈ M and p1, p2 ∈ Wκε,
from (68) and (75) it follows that
Bg0(x, λ) ∩ Sp1,ε ∩ Sp2,ε 6= ∅. (76)
Finally, in Lemma 4.9 in VADB we argue that for all p1, p2 ∈ Wκε. By
(76) there exists q ∈ B(p1, λ) ∩ Sp1,ε ∩ Sp2,ε. Using d0 ≤ dj , the triangle
inequality, that (pi, q) satisfy (69) and that d(p1, q) < λ, we prove that for
all p1, p2 ∈Wκε
|dj(p1, p2)− d0(p1, p2)| < 2λ+ 2δε,j . (77)
Thus demonstrating the uniform control of distances for the set Wκε. Then
(77) and (74) give the conclusion of the lemma. 
Remark 4.4. Note that for the boundary case we only have to justify the
first step of the previous proof. This is done as follows, since (M0, d0) is
compact there is a finite λ/2 cover of M0 by balls {Bd0(xj , λ/2)}. Thus, for
any x ∈ M0 there exists a j such that d0(xj , x) ≤ λ/2. Hence, Bd0(x, λ) ⊃
Bd0(xj, λ/2). Thus Vol0(Bd0(x, λ)) ≥ minj{Vol0(Bd0(xj , λ/2)}. Choose
ε =
minj{Vol0(Bd0(xj , λ/2)}
2κVol0(M)
. (78)
Now we explain how to construct a metric space (Z, dZ) in which M0 and
Mj isometrically embed. We will use this metric space to calculate the flat
distance between the isometric images of M0 and Mj . This will give us an
upper bound on the intrinsic flat distance dF (M0,Mj), c.f. Definition 2.2.
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Definition 4.5 (VADB). Let M be a compact manifold, Mj = (M,gj)
and M0 = (M,g0) be continuous Riemannian manifolds, Fj : Mj → M0 a
bijective map and Wj ⊂Mj .
Define the set
Z :=M0 ⊔ (M × [0, hj ]) ⊔Mj |∼ (79)
where x ∼ (F−1j (x), 0) for all x ∈M0 and x ∼ (x, hj) for all x ∈Mj.
Define the function dZ : Z × Z → [0,∞) by
dZ(z1, z2) = inf{LZ(γ) : γ(0) = z1, γ(1) = z2} (80)
where γ is any piecewise smooth curve joining z1 to z2 and the length func-
tion LZ is defined as follows, LZ |Mj = Lgj , LZ |M0 = Lg0 and LZ |M×(0,hj ] =
Lgj+dh2, see (15).
Define functions ϕ0 :M0 → Z and ϕj :Mj → Z by
ϕ0(x) =(F
−1
j (x), 0) (81)
ϕj(x) =
{
x x /∈W j
(x, hj) otherwise.
(82)
Now we give some estimates on the metric space (Z, dZ) which will allow
us to show that M0 and Mj are isometrically embedded in Z.
Lemma 4.6 (Lemma 3.3 and Lemma 3.5 in VADB). Let M be a closed
manifold, M0 = (M,g0) and Mj = (M,gj) be continuous Riemannian man-
ifolds. Let Fj :Mj →M0 be a biLipschitz and distance non-increasing map
with a C1 inverse. Then (Z, dZ) is a complete metric space and for all
(x, h), (x′, h′) ∈M × [0, hj ] ⊂ Z,
dZ((x, h), (x
′, h′)) ≥
√
d0(Fj(x), Fj(x′))2 + |h− h′|2 (83)
and
dZ((x, h), (x
′, h′)) ≤
√
dj(x, x′)2 + |h− h′|2. (84)
Furthermore, if Diam(Mj) ≤ D, Wj ⊂Mj and for all x, y ∈Wj
dj(x, y) ≤ d0(Fj(x), Fj(y)) + 2δj (85)
for some δj > 0 and hj ≥
√
2δjD + δ2j , then ϕ0 :M0 → Z and ϕj :Mj → Z
are distance preserving.
We note that the way hj is chosen prevents having shorter paths in Z
between pairs of points either in M0 or Mj than the ones in M0 or Mj
Proof. Here we review the proofs of Lemma 3.3 and Lemma 3.5 in VADB
paying particular attention to the fact that M0 and Mj are continuous Rie-
mannian metrics.
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Let C(t) = (γ(t), h(t)), t ∈ [0, 1] be a curve connecting (x, h), (x′, h′) ∈
M × [0, hj ] ⊂ Z where it is enough to assume that C(t) ⊂M × [0, hj ]. Then
by the definition of the length structure on Z we find∫ 1
0
√
g0(γ′, γ′) + h′2dt ≤ LZ(C) ≤
∫ 1
0
√
gj(dF
−1
j (γ
′), dF−1j (γ′)) + h′2dt,
(86)
and hence by taking the infimum of lengths in (86) we find the desired
inequalities for the associated distance functions.
By (83) it is clear that ϕ0(M0) is distance preserving, as shown in Lemma
3.5 of VADB.
Now by choosing hj ≥
√
2δjD + δ2j , (85), and the estimates on dZ we
ensure that for points inW j×{hj} it is never more efficient to take advantage
of shortcuts in M × {0} ⊂ Z and hence for any curve C connecting points
in W j × {hj} we find
LZ(C) ≥ dj(p, q). (87)
Then by the fact that points in ϕj(M \W j) are not glued toM×{hj}, and
hence must enterW j×{hj} before attempting to take advantage of shortcuts
in M ×{0} ⊂ Z, we are able to conclude that for points in ϕj(M \W j) and
curves C connecting them
LZ(C) ≥ dj(p, q). (88)
Now for p, q ∈Mj , by taking curves Ci ⊂ ϕj(Mj) connecting ϕj(p), ϕj(q)
whose lengths converge to the distance dj(p, q) we can combine with (87)
and (88) to find
dZ((ϕj(p), ϕj(q))) = dj(p, q), (89)
and hence we can conclude that ϕj(Mj) is also distance preserving. 
Now we can calculate the flat distance between ϕj♯ [[Mj ]] and ϕ0♯ [[M0]].
Theorem 4.7 (c.f. Theorem 3.1 in VADB). Let M be an oriented and
compact manifold, Mj = (M,gj) and M0 = (M,g0) be continuous Rie-
mannian manifolds with Diam(Mj) ≤ D, Vol(Mj) ≤ V , Vol(∂Mj) ≤ A and
Fj : Mj → M0 a biLipschitz and distance non-increasing map with a C1
inverse. Let Wj ⊂Mj be a measurable set with
Vol(Mj \Wj) ≤ Vj (90)
and assume that there exists a δj > 0 so that for all x, y ∈Wj ,
dj(x, y) ≤ d0(Fj(x), Fj(y)) + 2δj (91)
and that hj ≥
√
2δjD + δ2j . Then
dZF (ϕ0(M0), ϕj(Mj)) ≤ 2Vj + hjV + hjA (92)
where Z is the space described in Definition 4.5.
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To not overburden the proof of Theorem 4.7 with notation we give a short
proof below. In Section 8 we provide a detailed one. The main difference
is that the second one explains how the orientation comes into play in the
definition of the various integral currents.
Proof. Apply Lemma 4.6 to get a metric space (Z, dZ ) and distance preserv-
ing maps ϕ0 : M0 → Z and ϕj : Mj → Z. We will define integral currents
T ∈ Im+1(Z) and T ′ ∈ Im(Z) such that
ϕj#[[Mj ]]− ϕ0#[[M0]] = ∂T + T ′ (93)
M(T ) ≤ hjV (94)
M(T ′) ≤ 2Vj + hjA. (95)
Then by the definition of flat convergence
dZF (ϕj(Mj), ϕ0(M0)) ≤M(T ) +M(T ′) (96)
and the mass estimates we will get (92).
Since ϕ0 and ϕj are distance preserving maps,
ϕ0#[[M0]] = [[Mj × {0}]] (97)
ϕj#[[Mj ]] = [[Wj × {hj}]] + [[Mj \Wj]]. (98)
Then define
T =[[Mj × [0, hj ] ]] ∈ Im+1(Z) (99)
T ′ =[[Mj \Wj ]]− [[(Mj \Wj)× {hj}]]− [[ ∂Mj × [0, hj ] ]] ∈ Im(Z). (100)
They are integral currents since their boundaries are the following currents
∂T =[[Mj × {hj}]]− [[Mj × {0}]] + [[ ∂Mj × [0, hj ] ]] (101)
∂T ′ =∂ ([[Mj \Wj]]− [[(Mj \Wj)× {hj}]]) − ∂[[ ∂Mj × [0, hj ] ]] (102)
=0− ∂[[ ∂Mj × [0, hj ] ]]. (103)
Noticing that
T ′ =ϕj#[[Mj ]]− [[Mj × {hj}]]− [[ ∂Mj × [0, hj ] ]] (104)
and combining the equations above, we conclude that
ϕj#[[Mj ]]− ϕ0#[[M0]] = ∂T + T ′. (105)
Now by the definition of T and T ′,
M(T ) ≤Vol(Mj × [0, hj ]) ≤ V hj (106)
M(T ′) ≤2Vol(Mj \Wj) + Vol(∂Mj × [0, hj ]) (107)
≤2Vj +Ahj . (108)

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4.3. Proofs of New Theorems. We are ready to show intrinsic flat con-
vergence to M0 under the assumptions of Theorems 4.1 - 4.2.
Proof Theorem 4.1. Since Volj(M) → Vol0(M), there is V > 0 that uni-
formly bounds Volj(M) from above. For any κ > 1 and λ ∈ (0,Diam(M0)),
since we have a.e. convergence of the distance functions, (56), we can apply
Lemma 4.3. Thus there exists a setWλ,κ ⊂M such that for all p1, p2 ∈Wλ,κ
|dj(p1, p2)− d0(p1, p2)| < 2λ+ 2δλ,κ,j (109)
where δλ,κ,j → 0 as j →∞ and
Volj(M \Wλ,κ,j) ≤ 1
κ
Vol0(M) + |Volj(M)−Vol0(M)|. (110)
Now recalling the definition of intrinsic flat distance and applying Lemma
4.7 we get,
dF (M0,Mj) ≤dZλ,κ,jF (ϕ0(M0), ϕj(Mj)) (111)
≤2Volj(M \Wλ,κ,j) + hjV + hjA (112)
≤2 ( 1κ Vol0(M) + |Volj(M)−Vol0(M)|) + hjV + hjA (113)
where hj =
√
2(λ+ δλ,κ,j)D + (λ+ δλ,κ,j)2. Since the volumes converge
(60) and δλ,κ,j → 0 as j →∞, we find
lim sup
j→∞
dF (M0,Mj) ≤ 2κ Vol0(M) +
√
2λD + λ2(V +A). (114)
Since this is true for any κ > 1 and λ ∈ (0,Diam(M0)) we find that
lim sup
j→∞
dF (M0,Mj) = 0. (115)

Now we show convergence when the interior of M0 is convex.
Proof of Theorem 4.2. The theorem follows applying Theorem 4.1. Thus,
we only have to show that there exists a subsequence of dj that converges
a.e. to d0. We recall that in the proof of Theorem 2.6 it was shown that for
any p ∈M0 and all q /∈ C(p), where C(p) denotes the cut locus of M0, there
exists an open set U(p, q) ⊂M0 ×M0 that contains (p, q) such that∫
U(p,q)
|dj(p′, q′)− d0(p′, q′)|dvol0× dvol0 → 0. (116)
The set U(p, q) was found by choosing a tubular neighborhood around the
minimizing geodesic from p to q in such a way the exponential map remained
a diffeomorphism in the tubular neighborhood.
Given that the interior of M0 is convex, even if it has boundary, the same
result holds for any p ∈M0 \ ∂M0 and all q /∈ C(p)∪ ∂M0. Now we proceed
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as in the final steps of the proof of Theorem 2.6. We define
S =
⋃
p∈M
{p} × (C(p) ∪ ∂M0). (117)
Since S has zero measure, it is enough to show that (56) holds for a subset
of full measure in M0 ×M0 \ S.
Consider the map Ψ : M0 ×M0 \ S → R given by Ψ(p, q) = d0(q, C(p)).
Given that M0 is compact and Ψ is continuous then the sets
Ki = {(p, q) ∈M ×M \ S : Ψ(p, q) ≥ 1/(1 + i)} ⊂M ×M \ S, (118)
are compact and satisfy by definition Ki ⊂ Ki+1 and
∞⋃
i=1
Ki =M0×M0 \S.
Note that {U(p, q) : (p, q) ∈M0 ×M0 \ S} is an open cover of M0 ×M0 \ S
and hence an open cover of Ki for each i ∈ N. Thus we can choose a finite
subcover {U1, ...,UI1} of K1, and then extend it to a finite subcover of K2,
{U1, ...,UI1 , ...,UI2}, and continue in this way and get a countable collection
of elements {Ui}i∈N so that
M ×M \ S ⊂
⋃
i∈N
Ui. (119)
By (116) we can choose a subsequence dj → d0 that converges a.e. on U1.
Then we can choose a further subsequence dj → d0 that converges a.e. on
U2 and continue to build a nested sequence of subsequences that converges
a.e. on each Ui. By extracting a diagonal subsequence we then obtain
dj(p, q)→ d0(p, q) dvolg0 × dvolg0 a.e. (p, q) ∈M ×M \ S. (120)

5. δ-Doubling Metrics
Let Mm be a compact manifold with boundary, (M,gj) a sequence of
Riemannian manifolds and (M,g0) a background Riemannian manifold. Our
goal is to show that under the conditions of Theorem 1.1 with Fj equal to
the identity map we have up to a subsequence that
dj(p, q)→ d0(p, q) dvol0× dvol0 a.e. (p, q) ∈M ×M. (121)
Once we have this a.e. convergence we will be able to apply Theorem 4.1 to
conclude the proof of Theorem 1.1. To accomplish our goal we will double
M by attaching two copies of M to a neck of the form ∂M × [−δ, δ]. In this
way we get manifolds Mˆ δ with no boundary. Then by defining Riemannian
metrics gδj that satisfy the conditions of Allen-Sormani’s Theorem 2.6, we
get up to a subsequence that
dδj(p, q)→ dδ0(p, q) dvolgδ0 × dvolgδ0 a.e. (p, q) ∈ Mˆ
δ × Mˆ δ. (122)
Then by the construction of gjδ we will be able to pass to the limit as δ goes
to zero and get the conclusion.
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Before constructing the family of δ-doubled Riemannian manifolds we will
prove a lemma which allows us to realign the coordinates near the boundary
of M so that the normal vector with respect to gj and g0 is the same vector
in the tangent space.
Lemma 5.1. Let M be a smooth, compact, oriented, and connected mani-
fold with boundary. Assume M0 = (M,g0), M1 = (M,g1) are Riemannian
manifolds so that
g0(v, v) < g1(v, v), ∀p ∈M,v ∈ TpM,v 6= 0, (123)
then there exists a diffeomorphism
F1 :M →M, (124)
so that
g0(v, v) ≤ (F ∗1 g1)(v, v), ∀p ∈M,v ∈ TpM, (125)
and for p ∈ ∂M we have that ν ∈ TpM is the inward pointing normal vector
with respect to g0 and F
∗
1 g1.
Proof. Let ν0, ν1 be the inward pointing unit normal vector to ∂M = Σ with
respect to g0, g1, respectively. Then let Φi : Σ × [0, ε) → M , i = 0, 1 be a
one parameter family of smooth bijective maps which solve
∂Φi
∂t
= νi, i = 0, 1, (126)
which we know has a solution for at least a short time t ∈ [0, εi), i = 0, 1.
Let ε = min(ε0, ε1) and define hi = gi|Σ, Σit = Φi(Σ, t). If hi(z, t) is the
evolution of the metric of Σit defined on Σ and v ∈ TzΣ then
hi(z, t)(v, v) = (gi)Φi(z,t)(dΦi(v), dΦi(v)). (127)
Note if z ∈ Σ then Φ0(z, 0) = Φ1(z, 0) and this point can be tracked to a
point in Σit through the map Φi(z, t). By assumption
h0(z, 0)(v, v) < h1(z, 0)(v, v), ∀v ∈ TzΣ, (128)
and hence there must exist an η > 0 so that
h1(z, 0)(v, v) − h0(z, 0)(v, v) > η, ∀z ∈ Σ, v ∈ TzΣ, |v|g0 = 1. (129)
Since Φi are smooth maps and the unit tangent bundle over Σ is compact
there exists a 0 < ε′ < ε such that
h0(z, t)(v, v) < h1(z, t)(v, v), ∀z ∈ Σ, v ∈ TzΣ, |v|g0 = 1, t ∈ [0, ε′], (130)
which implies
h0(z, t)(v, v) < h1(z, t)(v, v), ∀z ∈ Σ, v ∈ TzΣ, t ∈ [0, ε′]. (131)
Now we can define a portion of the map F1 :M →M using the coordinates
on Σ× [0, ε′] by
F1(Φ1(z, t)) = Φ0(z, t), (132)
Φ1(z, t) = F
−1
1 (Φ0(z, t)), (133)
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so that
(F−11 )
∗(ν0) = (F−11 )
∗
(
∂Φ0
∂t
)
=
∂
∂t
(
F−11 (Φ0(z, t))
)
=
∂Φ1
∂t
= ν1, (134)
and
(F1)
∗(g1)Φ0(z,t)(dΦ0(v), dΦ0(v)) (135)
= (g1)Φ1(z,t)(dF
−1
1 (dΦ0(v)), dF
−1
1 (dΦ0(v))) (136)
= (g1)Φ1(z,t)(dΦ1(v), dΦ1(v)) (137)
= h1(z, t)(v, v) (138)
≥ h0(z, t)(v, v) = g0(dΦ0(v), dΦ0(v)). (139)
Now we want to extend the definition of F1 to all of M so that it remains
a diffeomorphism and a distance non-increasing map. Let 0 < t ≤ ε′ and
define V it = Φi(Σ× [0,min{2t, ε′}]), Vt = V 0t ∪V 1t , and Ut =M \Vt then we
want to extend the definition of F1 to all ofM so that for any w ∈ TpM,p ∈
M
(g1)F−11 (p)
(dF−11 (w), dF
−1
1 (w)) ≥ (g0)p(w,w), (140)
F1(Φ1(z, t)) = Φ0(z, t), (z, t) ∈ Σ× [0, t], (141)
F1(p) = p, p ∈ Ut. (142)
Notice that we can clearly extend F1 so that (141) and (140) are satisfied
and we claim that there exists a ε′′ , 0 < ε′′ ≤ ε′ so that for t ∈ (0, ε′′) there
exists a map F1 which satisfies (140) in addition to (141) and (142). For
sake of contradiction assume that this is not the case, and let F t1 :M →M
be a map which extends F1 to all of M which satisfies (141), (142), and so
that
|∇g1d(F t1)−1|g1 + |d(F t1)−1|g1 ≤ C, (143)
but so that (140) is not satisfied. We are justified in assuming (143) since
we are requiring the map F t1 to differ less and less from the identity map
as t → 0. If we let ti be a sequence so that ti ∈ (0, ε′) and ti → 0 then we
know there is a subsequence of (F ti1 )
−1 which converges in C1 (with respect
to g1) to a map F∞ : M → M . By (142) we find pointwise convergence of
(F ti1 )
−1 to the identity map and hence F∞(p) = p, ∀p ∈M .
By the contradiction hypothesis we know there must exist a pi ∈ M ,
wi ∈ TpiM , |wi|g0 = 1 so that
|d(F ti1 )−1(wi))|2(g1)
(F
ti
1 )
−1(pi)
< |wi|2(g0)pi (144)
Now since {(pi, wi)} ⊂ TM , |wi|g0 = 1, and M is compact we know there
exists a subsequence which converges to (p∞, w∞) ∈ TM , w∞ 6= 0. Hence
by (144) we find
|w∞|2(g1)p∞ = |d(F∞)
−1(w∞))|2(g1)(F∞)−1(p∞) ≤ |w∞|
2
(g0)p∞
, (145)
which is a contradiction. 
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Now we construct the family of δ-doubling Riemannian manifolds by mod-
ifying the doubling construction of Bray [6] in the proof of Theorem 9.
Theorem 5.2. Suppose we have a fixed smooth compact, oriented, and con-
nected Riemannian manifold with boundary, M0 = (M
m, g0), and a sequence
of smooth metric tensors gj on M defining Mj = (M,gj). Assume that
g0(v, v) < gj(v, v), ∀p ∈M,v ∈ TpM,v 6= 0. (146)
Let Σ := ∂M and h a background Riemannian metric on Σ. For δ > 0
consider
Mˆ δ =M ⊔ Σ× [−δ, δ] ⊔M. (147)
Then there exists δˆ > 0 such that for δ < δˆ there exist Riemannian metrics
gδα on Mˆ
δ, α ∈ N ∪ {0}, so that gδα = gα on both factors of M inside Mˆ δ.
If (z, t) are coordinates on Σ × [−δ, δ] and v,w are vector fields on Σ, the
restricted metrics hδα := g
δ
α|Σ×{t} satisfy
hδα(v,w)(z, t) = h
δ
α(v,w)(z,−δ) + 2
∫ t
−δ
Aδ0(v,w)(z, s)ds, (148)
hδα(v,w)(z, t) = h
δ
α(v,w)(z,−t), (149)
and
|hδα(z,−δ) − hδα(z, t)|h ≤ 4(m− 1)Cδ, ∀t ∈ [−δ, δ], (150)
where Aδ0 is a smooth, symmetric tensor on Σ×[−δ, δ] which agrees smoothly
with the second fundamental form of ∂M ⊂ M0 at Σ × {−δ}, is an odd
function in t
Aδ0(z, t) = −Aδ0(z,−t), (151)
and has bounded norm as a tensor on Σ× {t}
|Aδ0|h ≤ C. (152)
Furthermore, gδ0 is a smooth Riemannian metric while g
δ
j , j ∈ N are contin-
uous Riemannian metrics. δˆ = δˆ(C, g0|Σ) and there exists a η = η(δˆ) > 0
so that
hδ0(v, v)(z, t) ≥ ηh(v, v), ∀v ∈ TΣ, (z, t) ∈ Σ× [−δ, δ], (153)
for all δ < δˆ.
Proof. Define Mˆ δα = (Mˆ
δ, gδα) where g
δ
α = gα on both factors of M inside
Mˆ δ. Let (z, t) be coordinates on Σ× [−δ, δ] then we define
gδα(∂t, ∂t) = 1, (154)
gδα(∂t, ∂zi) = 0 1 ≤ i ≤ m− 1. (155)
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To define gδα(∂zi , ∂zk) we proceed as follows. Let Σt = Σ × {t} then we
write gδα|Σt = hδα(z1, ..., zm−1, t). For α = 0, hδ0 is a solution to the equation
∂hδ0
∂t
(z, t) = 2Aδ0(z, t), (156)
hδ0(z,−δ) = g0|Σ, (157)
where Aδ0(z, t) denotes the second fundamental form of Σt, is chosen to be
smooth, agree smoothly with the second fundamental form of Σ ⊂M0, odd
in t
Aδ0(z, t) = −Aδ0(z,−t), (158)
and uniformly bounded in δ
|Aδ0|h ≤ C, (159)
so that δˆ can be chosen so that hδ0 is positive definite on Σ× [−δ, δ] for δ ≤ δˆ.
Notice that the fact that we can extend Aδ0 to be smooth imply that h
δ
0 is a
smooth metric.
Now we just need to discuss how to attach smoothly to M . For this let
ν0 be the inward pointing unit normal vector to ∂M = Σ with respect to
g0. Then let F : Σ× [0, ε)→M be a one parameter family of smooth maps
which solve
∂F
∂s
= ν0 (160)
which we know has a solution for at least a short time s ∈ [0, ε0). Now by the
change of coordinates t = −δ− s we let Σ−δ−s := F (Σ, s) so that Σ× (−δ−
ε0,−δ] fits smoothly into the coordinates defined on Σ × [−δ,−δ]. See the
proof of Theorem 9 in Bray [6] for a similar discussion of the construction
above.
For α = j ∈ N, hδj is the solution to the equation
∂hδj
∂t
(z, t) = 2Aδ0(z, t), (161)
hδj(z,−δ) = gj |Σ. (162)
To attach the metric to Mj we first note by Lemma 5.1 we may assume
that ν0 is also the inward unit normal vector with respect to gj . Hence we
identify ∂t on Σ−δ with −ν0, the outward unit normal vector to Σ ⊂M with
respect to gj . Then since the outward normal vectors to the boundary Σ
agree with respect to gα this ensures that the metric comparison on M and
the metric comparison on Σ× [−δ, δ] are compatible at the boundary so that
we will be able to conclude gδj ≥ gδ0. In this case we note that gδj will not
be a smooth metric but instead just continuous due to the incompatibility
of the second fundamental form of Σ from inside M versus inside the neck
Σ× [−δ, δ].
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For v,w vector fields on Σ we observe
hδα(v,w)(z, t) − hδα(v,w)(z,−δ) =
∫ t
−δ
∂
∂s
(
hδα(v,w)(z, s)
)
ds, (163)
and since the vector fields do not depend on time we have
hδα(v,w)(z, t) = h
δ
α(v,w)(z,−δ) + 2
∫ t
−δ
Aδ0(v,w)(z, s)ds. (164)
Since hδj(z,−δ) = hj |Σδ(z) ≥ h0|Σδ(z) = hδ0(z,−δ) and hδ0(z, t) is positive
definite on Σ× [−δ, δ] then hδj(z, t) is positive definite on Σ× [−δ, δ].
Note, by the oddness of Aδ0 we know∫ t
−t
Aδ0(v,w)(z, s)ds = 0 (165)
and hence
hδα(v,w)(z,−t) = hδα(v,w)(z,−δ) + 2
∫ −t
−δ
Aδ0(v,w)(z, s)ds (166)
= hδα(v,w)(z,−δ) + 2
∫ t
−δ
Aδ0(v,w)(z, s)ds (167)
= hδα(v,w)(z, t). (168)
This symmetry is used to attach the second copy of M to the other end of
the neck Σ× [−δ, δ].
Now we observe that for an h orthornormal frame {e1, ..., em−1} on Σ we
can combine (159) and (164) to obtain the estimate
hδα(ei, ek)(z,−δ) − 2C(t+ δ) ≤hδα(ei, ek)(z, t) (169)
≤hδα(ei, ek)(z,−δ) + 2C(t+ δ). (170)
From the previous inequality we can estimate
|hδα(z,−δ) − hδα(z, t)|h =
√√√√m−1∑
i,k=1
(hδα(z,−δ)(ei, ek)− hδα(z, t)(ei, ek))2
(171)
≤
√
4C2(t+ δ)2(m− 1)2 (172)
≤ 4(m− 1)Cδ ∀t ∈ [−δ, δ]. (173)
If we choose {w1, ..., wm−1} an orthonormal basis with respect to h at
z ∈ Σ which diagonalizes Aδ0(z, t) and express v ∈ TzΣ as
m−1∑
i=1
viwi then by
applying (152) we find
Aδ0(v, v)(z, t) =
m−1∑
i=1
v2iA
δ
0(wi, wi)(z, t) ≥ −Ch(v, v). (174)
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Since this argument can be repeated for every (z, t) ∈ Σ× [−δ, δ] we find
Aδ0(v, v)(z, t) ≥ −Ch(v, v), ∀(z, t) ∈ Σ× [−δ, δ], v ∈ TzΣ. (175)
So by (164) we see that
hδ0(v, v)(z, t) ≥ hδ0(v, v)(z,−δ) − 4δCh(v, v) (176)
and hence by choosing δˆ small enough so that
hδ0(v, v)(z,−δ) = h0(v, v) ≥ 8δˆCh(v, v), ∀v ∈ TΣ, (177)
we can choose η = 4δˆC so that for δ < δˆ,
hδ0(v, v)(z, t) ≥ hδ0(v, v)(z,−δ) − 4δCh(v, v) (178)
≥ h0(v, v) − 4δˆCh(v, v) (179)
≥ 8δˆCh(v, v) − 4δˆCh(v, v) = 4δˆCh(v, v) = ηh(v, v). (180)

Using the fact that the metrics gδα equal gα inside M and the estimate
they satisfy in the neck regions (150), we prove that the difference of the
distances dδα and dα for points inside M are uniformly bounded in terms of
δ.
Theorem 5.3. Let Mm be a compact, oriented, and connected manifold
with non empty boundary, (M,gj) a sequence of smooth Riemannian man-
ifolds, (M,g0) a smooth Riemannian manifold, and h a smooth background
Riemannian manifold on Σ := ∂M . Assume that
g0(v, v) < gj(v, v), ∀p ∈M,v ∈ TpM,v 6= 0. (181)
Let Mˆ δ0 = (Mˆ
δ, gδ0) and Mˆ
δ
j = (Mˆ
δ, gδj ) be given as in Theorem 5.2. Then for
any α ∈ N∪{0}, δ < δˆ = δˆ(C, g0|Σ) as in Theorem 5.2, and p, q ∈M ⊂ Mˆ δ
we find
|dα(p, q)− dδα(p, q)| ≤ 2η−1
√
CδDiam(Mα), (182)
where η = η(δˆ) > 0 is as in Theorem 5.2 so that
ηh(v, v) ≤ hδ0(v, v)(z, t), ∀v ∈ TzΣ, (z, t) ∈ Σ× [−δ, δ]. (183)
Proof. Consider points p, q ∈ M ⊂ Mˆ δ and assume that M is the part of
the δ-doubling Mˆ δ closer to Σ−δ. Let γδα(s) ⊂ Mˆ δ be a curve which almost
minimizes the distance between p, q with respect to gδα, i.e.
dδα(p, q) + ε ≥ Lgδα(γδα). (184)
If γδα ⊂ M ⊂ Mˆ δ then there is nothing to argue. Notice by the symmetry
of Mˆ δα it is not efficient for γ
δ
α to enter the second copy of M ⊂ Mˆ δ. So
in this case we can decompose the curve into three pieces γδα = γ
δ,1
α γ
δ,2
α γ
δ,3
α
where γδ,1α , γ
δ,3
α ⊂ M and γδ,2α ⊂ Σ × [−δ, δ]. Also, define γ¯δα = γδ,1α γ¯δ,2α γδ,3α
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where γ¯δ,2α ⊂ Σ−δ is connecting the endpoints of γδ,1α , γδ,3α so that if γδ,2α (s) =
(zδ,2α (s), t
δ,2
α (s)) then we choose γ¯
δ,2
α so that
Lgα(γ¯
δ,2
α ) ≤ Lgα|Σ(zδ,2α ). (185)
By assumption we note that
dδα(p, q) + ε ≥ Lgδα(γδα), (186)
dα(p, q) ≤ Lgα(γ¯δα). (187)
In addition, by construction
Lgδα(γ
δ
α) = Lgδα(γ
δ,1
α ) + Lgδα(γ
δ,2
α ) + Lgδα(γ
δ,3
α ) (188)
= Lgα(γ
δ,1
α ) + Lgδα(γ
δ,2
α ) + Lgα(γ
δ,3
α ), (189)
and hence we are left to estimate Lgδα(γ
δ,2
α ).
Notice that on Σ× [−δ, δ] we can rewrite the metrics as
gδα = dt
2 + hδα, (190)
and we let h = g|Σ, where g is a background metric and hα = gα|Σ =
hδα(z,−δ), where the last equality follows from the definition of gδα.
By combining (152) with (148) we find
hδα(v, v)(z, t) ≥ hδα(v, v)(z,−δ) − 4Cδh(v, v), ∀(z, t) ∈ Σ× [−δ, δ], v ∈ TzΣ,
(191)
and hence for any v ∈ T (Σ× [−δ, δ])
dt(v)2 + hα(dz(v), dz(v)) − 4Cδh(dz(v), dz(v)) ≤ gδα(dz(v), dz(v)), (192)
where dz projects onto TΣ. Note that for α = 0 the metric on the left side
of (192) is positive definite by (176)-(180). Since h0 ≤ hα, it follows that the
metric on the left side of (192) is positive definite for all α and any δ < δˆ.
Hence for γδ,2α (s) = (z
δ,2
α (s), t
δ,2
α (s)) this implies
Lgδα(γ
δ,2
α )
=
∫ 1
0
√
gδα((γ
δ,2
α )′, (γδ,2α )′)dt
≥
∫ 1
0
√
((tδ,2α )′)2 + hα((z
δ,2
α )′, (zδ,2α )′)− 4Cδh((zδ,2α )′, (zδ,2α )′)dt
≥
∫ 1
0
√
hα((z
δ,2
α )′, (zδ,2α )′)− 4Cδh((zδ,2α )′), (zδ,2α )′)dt. (193)
Now we want to estimate (193). Remember by Theorem 5.2 we chose an
η = η(δˆ) > 0 so that
0 < ηh(v, v) ≤ hδ0(v, v)(z, t) ∀v ∈ TzΣ, (z, t) ∈ Σ× [−δ, δ]. (194)
Then recall that for x ≥ y√
x2 − y2 =
√
(x+ y)(x− y) = √x+ y√x− y ≥ x− y. (195)
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We now estimate (193). This is done by noticing that (zδ,2α )′ ∈ TΣ−δ,
using the fact that the left hand side of (192) is positive definite for δ < δˆ
and that by (164) hδ0 ≤ hδj on Σ× [−δ, δ].
Lgδα(γ
δ,2
α ) ≥
∫ 1
0
√
hα((z
δ,2
α )′, (zδ,2α )′)dt (196)
−
∫ 1
0
√
4Cδh((zδ,2α )′, (zδ,2α )′)dt (197)
= Lhα(z
δ,2
α )− 2
√
Cδ
∫ 1
0
√
h((zδ,2α )′, (zδ,2α )′)dt (198)
≥ Lgα(γ¯δ,2α )− 2η−1
√
Cδ
∫ 1
0
√
((tδ,2α )′)2 + hδα((z
δ,2
α )′, (zδ,2α )′)dt
(199)
= Lgα(γ¯
δ,2
α )− 2η−1
√
CδLgδα(γ
δ,2
α ) (200)
≥ Lgα(γ¯δ,2α )− 2η−1
√
CδLgδα(γ
δ
α) (201)
≥ Lgα(γ¯δ,2α )− 2η−1
√
Cδ(dδα(p, q) + ε) (202)
≥ Lgα(γ¯δ,2α )− 2η−1
√
Cδ(dα(p, q) + ε) (203)
≥ Lgα(γ¯δ,2α )− 2η−1
√
Cδ(Diam(Mα) + ε). (204)
In the last part we used the fact that dα(p, q) ≥ dδα(p, q) for p, q ∈ M in
(203). Then we note
dα(p, q)− dδα(p, q)− ε ≤ Lgα(γ¯δα)− Lgδα(γδα) (205)
= Lgα(γ¯
δ,2
α )− Lgδα(γδ,2α ) (206)
≤ 2η−1
√
Cδ(Diam(Mα) + ε). (207)
Since dα(p, q) ≥ dδα(p, q), by construction, this implies
|dα(p, q)− dδα(p, q)| ≤ 2η−1
√
Cδ(Diam(Mα) + ε) + ε, (208)
and since this is true for all ε > 0 we find
|dα(p, q)− dδα(p, q)| ≤ 2η−1
√
CδDiam(Mα), (209)
which is the uniformity needed in α. 
By imposing a condition on the boundaries ∂Mj , ∂M0 we can show that
Vol(M δj )→ Vol(M δ0 ) and thus we can apply Allen-Sormani’s result, Theorem
2.6, to get a.e. convergence up to a subsequence of the distance functions,
dδj → dδ0.
Theorem 5.4. LetMm be a compact, oriented, and connected manifold with
non empty boundary, (M,gj) a sequence of smooth Riemannian manifolds,
VOLUME ABOVE DISTANCE BELOW WITH BOUNDARY 31
∂M = Σ, and (M,g0), (Σ, h) smooth background Riemannian manifolds
such that
Vol(Mj)→ Vol(M0), (210)
‖gj |Σ − g0|Σ‖
L
m−1
2 (∂M,h)
→ 0, (211)
gj(v, v) > g0(v, v) ∀p ∈M,v ∈ TpM,v 6= 0. (212)
Let Mˆ δ0 = (Mˆ
δ, gδ0) and Mˆ
δ
j = (Mˆ
δ, gδj ) be given as in Theorem 5.2.
Then for a subsequence
dδj(k)(p, q)→ dδ0(p, q) as k →∞ (213)
for dvolgδ0
× dvolgδ0 a.e. (p, q) ∈ Mˆ
δ × Mˆ δ and
Mˆ δj
VF−→ Mˆ δ0 . (214)
Proof. Notice that by using Aδ0 to define all the metrics h
δ
α on Σ × [−δ, δ]
and by the assumption that g0 ≤ gj we find for a vector field v on Σ
hδj(v, v)(z, t) = h
δ
j(v, v)(z,−δ) + 2
∫ t
−δ
Aδ0(v, v)(z, s)ds (215)
≥ hδ0(v, v)(z,−δ) + 2
∫ t
−δ
Aδ0(v, v)(z, s)ds (216)
= hδ0(v, v)(z, t). (217)
Then since any w ∈ TpM , p = (z, t) ∈ Σ× [−δ, δ] can be written as (v, c∂t),
v ∈ TzΣ where gδα(v, ∂t) = 0 we find
gδ0(w,w) = c
2gδ0(∂t, ∂t) + g
δ
0(v, v) (218)
= c2 + hδ0(v, v) (219)
≤ c2 + hδj(v, v) (220)
= c2gδj (∂t, ∂t) + g
δ
j (v, v) = g
δ
j (w,w), (221)
and hence
gδ0 ≤ gδj . (222)
For the volume estimate we use (148) and assume that {e1, ..., em−1} is
an orthonormal frame for h on Σ to estimate
|hδj(z, t)− hδ0(z, t)|h =
√√√√m−1∑
k,l=1
(
hδj(z, t)(ek , el)− hδ0(z, t)(ek, el)
)2
(223)
=
√√√√m−1∑
k,l=1
(
hδj(z,−δ)(ek , el)− hδ0(z,−δ)(ek , el)
)2
(224)
=|hδj(z,−δ) − hδ0(z,−δ)|h (225)
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which by combining with the assumption (211) implies∫
Σ
|hδj(z, t)− hδ0(z, t)|
m−1
2
h dAh (226)
=
∫
Σ
|hδj(z,−δ) − hδ0(z,−δ)|
m−1
2
h dAh → 0. (227)
It was observed in a previous paper of the first named author and Sormani
that L
m−1
2 convergence of a metric combined with a metric lower bound
implies convergence of areas (See Lemma 2.7 and Lemma 4.3 of [3]) and
hence we find
Area(Σ, hδj(·, t))→ Area(Σ, hδ0(·, t)), ∀t ∈ [−δ, δ]. (228)
This allows us to compute
|Volj(Σ× [−δ, δ]) −Vol0(Σ× [−δ, δ])| (229)
=
∣∣∣∣
∫ δ
−δ
Area(Σ, hδj(·, t))dt−
∫ δ
−δ
Area(Σ, hδ0(·, t))dt
∣∣∣∣ (230)
≤
∫ δ
−δ
∣∣∣Area(Σ, hδj(·, t))−Area(Σ, hδ0(·, t))∣∣∣ dt→ 0, (231)
where we use the dominated convergence theorem in the last line since∣∣∣Area(Σ, hδj(·, t)) −Area(Σ, hδ0(·, t))∣∣∣ is bounded for all t ∈ [−δ, δ] by (211)
and (226).
Since we have assumed Vol(Mj)→ Vol(M0) and we have shown that the
volume of the collar region converges as well we conclude that
Vol(Mˆ δj )→ Vol(Mˆ δ0 ). (232)
Now recall that (Mˆ δ, gδ0) is a smooth Riemannian manifold, this combined
with (222), and (232) allow us to apply Theorem 2.6 to get a subsequence
such that
dδj(k)(p, q)→ dδ0(p, q) (233)
for dvolgδ0
× dvolgδ0 a.e. (p, q) ∈ Mˆ
δ × Mˆ δ. By calculating an upper bound
for Diam(Mˆ δj ) we can apply Theorem 2.5 to get
Mˆ δj
VF−→ Mˆ δ0 . (234)

Now we combine all the results from this section and a triangle inequality
argument to obtain the desired conclusion.
Theorem 5.5. Let Mm be a compact, oriented, connected manifold with
non empty boundary, (M,gj) a sequence of smooth Riemannian manifolds,
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(M,g0) a smooth Riemannian manifold, and h a smooth background Rie-
mannian manifold on Σ := ∂M such that
Vol(Mj)→ Vol(M0), (235)
‖gj |Σ − g0|Σ‖
L
m−1
2 (Σ,h)
→ 0, (236)
Diam(Mj) ≤ D, (237)
gj(v, v) > g0(v, v) ∀v ∈ TpM. (238)
Then for a subsequence we have
dj(k)(p, q)→ d0(p, q) (239)
pointwise for dvolg0 × dvolg0 a.e. (p, q) ∈M ×M .
Proof. Let δi be a sequence of real numbers decreasing to zero so that δi < δˆ
where δˆ is from Theorem 5.2. Then apply Theorem 5.2 to find Riemannian
manifolds (M δij , g
δi
j ) and (M
δi
0 , g
δi
0 ). Then for p, q ∈M ⊂ Mˆ δi by the triangle
inequality we find
|dj(p, q)− d0(p, q)| ≤ |dj(p, q)− dδij (p, q)| (240)
+ |dδij (p, q)− dδi0 (p, q)|+ |dδi0 (p, q)− d0(p, q)|. (241)
If we apply the estimates of Theorem 5.3 we find
|dj(p, q)− d0(p, q)| ≤ |dδij (p, q)− dδi0 (p, q)|+ 2η−1
√
CδiD. (242)
Now by Theorem 5.4 for each i there is a subsequence such that
|dδi
j(i,k)
(p, q)− dδi0 (p, q)| → 0 (243)
for dvol
g
δi
0
× dvol
g
δi
0
a.e. (p, q) ∈ Mˆ δi × Mˆ δi . Notice that we are only
considering points (p, q) ∈ M ×M and there we have dvol
g
δi
0
× dvol
g
δi
0
=
dvolg0 × dvolg0 since gδ0 = g0 in both copies of M .
By a diagonalization process we can assume that j(k) = j(i, k) = j(i′, k)
for all i, i′. Thus, we can take the limit
lim sup
k→∞
|dj(k)(p, q)− d0(p, q)| ≤ 2η−1
√
CδiD, (244)
then we let i→∞,
lim sup
k→∞
|dj(k)(p, q)− d0(p, q)| = 0. (245)

6. Proof of Main Theorems
We are ready to prove our main results.
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Theorem 6.1. Let M be a compact, oriented, and connected manifold.
Let M0 = (M,g0) be a smooth Riemannian manifold and Mj = (M,gj)
a sequence of smooth Riemannian manifolds such that
g0(v, v) < gj(v, v) ∀v ∈ TpM, (246)
Diam(Mj) ≤ D, (247)
Vol(Mj)→ Vol(M0) (248)
and
‖gj |∂M − g0|∂M‖
L
m−1
2 (∂M,h)
→ 0. (249)
Then
Mj
VF−→M0. (250)
Proof. We first apply Theorem 5.5 to get a subsequence of (Mj , gj) that
satisfies
dj(k)(p, q)→ d0(p, q) dvol0× dvol0 a.e. (p, q). (251)
Then by ‖gj |∂M − g0|∂M‖
L
m−1
2 (∂M,h)
→ 0 we get Vol(∂Mj) ≤ A. So now we
can apply Theorem (4.1) to conclude that
Mj(k)
VF−→M0 as k →∞. (252)
To show that the whole sequence converges we proceed by contradiction.
Assume that dF (Mj′(k),M0) ≥ ε > 0 for some subsequence. By running
the argument from the previous paragraph, there exists a subsequence of
Mj′(k) that converges in intrinsic flat sense to M0. This contradicts our
hypothesis. 
Proof of Theorem 1.1. Apply Lemma 2.3 and Lemma 2.4. Then it follows
from Theorem 6.1. 
Corollary 6.2. Suppose we have a fixed compact, oriented, and connected
Riemannian manifold, M0 = (M,g0) and a sequence of smooth metric ten-
sors gj on M defining Mj = (M,gj) with(
1− 12j
)
g0(v, v) ≤ gj(v, v) ∀v ∈ TpM (253)
and a uniform upper bound on diameter
Diam(Mj) ≤ D0, (254)
and volume convergence
Vol(Mj)→ Vol(M0) (255)
and convergence of their boundaries
‖gj |∂M − g0|∂M‖
L
m−1
2 (∂M,h)
→ 0. (256)
Then
Mj
VF−→M0. (257)
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Proof. Consider g˜j =
1
1− 1
2j
gj and M˜j = (M, g˜j). Then by possibly rein-
dexing the sequence if necessary we may assume that
(
1− 12j
)
g0 < gj and
hence g0 ≤ g˜j ,
Diam(M˜j) =
(
1− 12j
) 1
2
Diam(Mj) ≤ D, (258)
Vol(M˜j) =
(
1− 12j
)m
2
Vol(Mj)→ Vol(M0) (259)
(260)
and
‖g˜j |∂M − g0|∂M‖
L
m−1
2 (∂M,h)
→ 0. (261)
Hence M˜j satisfies the hypotheses of Theorem 6.1 which implies
M˜j
VF−→M0. (262)
On the other hand, by construction we have ‖gj − g˜j‖C0g0 (M) → 0 which
implies
sup
p,q∈M
|dj(p, q)− d˜j(p, q)| → 0, (263)
and since g˜j ≥ gj we can apply Theorem 4.7 with Wj =M to find
dF (M˜j ,Mj)→ 0. (264)
Hence by the triangle inequality for the intrinsic flat distance we find
Mj
VF−→M0. (265)

Proof of Theorem 1.3. First we note that it was observed in Lemma 2.7 and
Lemma 4.3 of [3] that gj > g0 combined with∫
M
|gj − g0|
m
2
g0 dVg0 → 0, (266)
implies
Vol(Mj)→ Vol(M0). (267)
Now let ν0 be the inward pointing unit normal vector to ∂M = Σ with
respect to g0. Then let F : Σ × [0, t) → M be a one parameter family of
smooth maps which solve
∂F
∂t
= ν0 (268)
which we know has a solution for at least a short time t ∈ [0, ε0). Now let
Σt = F (Σ, t) and note that by the coarea formula∫
M
|gj − g0|
m
2
g0 dVg0 ≥
∫ ε0
0
∫
Σt
|gj − g0|
m
2
g0 dAg0dt→ 0. (269)
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Hence we can choose a subsequence gj(k) so that for almost ever t ∈ [0, ε0)
we find ∫
Σt
|gj(k) − g0|
m
2
g0dAg0 → 0. (270)
Now by Ho¨lder’s inequality we find∫
Σt
|gj(k) − g0|
m−1
2
g0 dAg0 → 0. (271)
Since we know that on Σt
|gj(k) − g0|g0 ≥ |gj(k)|Σt − g0|Σt |g0|Σt , (272)
we also find ∫
Σt
|gj(k)|Σt − g0|Σt |
m−1
2
g0|Σt
dAg0 → 0. (273)
Let ti ∈ [0, ε0) be a sequence of times so that (273) holds and so that ti → 0
as i → ∞. Let Mt ⊂ M be a maximal subset so that ∂Mt = Σt, Σ 6⊂ Mt,
and M tα ⊂ Mα the Riemannian manifold with the restricted Riemannian
metric. Then we define dtα to be the distance function for the Riemannian
manifold M tα. Note that for all p, q ∈Mt
dtα(p, q) ≥ dα(p, q) ≥ d0(p, q), (274)
and also by Theorem 5.5 for each i there exists a j(i, k) so that
dtij(i,k)(p, q)→ d0(p, q) (275)
for almost every p, q ∈ Mti . By a diagonalization process we can assume
that j(k) = j(i, k) = j(i′, k) for all i, i′ and hence by (274) we find
dj(k)(p, q)→ d0(p, q) (276)
for almost every p, q ∈M .
By assumption Vol(∂Mj) ≤ A and so now we can apply Theorem (4.1)
to conclude that
Mj(k)
VF−→M0 as k →∞. (277)
To show that the whole sequence converges we proceed by contradiction.
Thus, assume that dF (Mj′(k),M0) ≥ ε > 0 for some subsequence. We can
run the argument of the previous paragraph, hence a subsequence of Mj′(k)
converges in intrinsic flat sense to M0. This contradicts our hypothesis. 
7. Application to Intrinsic Flat Stability of the PMT for
Graphs
The Positive Mass Theorem of Schoen-Yau and later Witten [17,22] states
that any complete asymptotically flat manifold of nonnegative scalar curva-
ture has nonnegative ADM mass. Furthermore, if the ADM mass is zero,
then the manifold must be Euclidean space.
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The intrinsic flat stability of the positive mass theorem was conjectured
by Lee and Sormani [12] and has been shown in the rotationally symmetric
case [12], in the graph case [9], and in various other cases. In this section we
prove the stability result for graphical hypersurfaces in En+1, with empty
boundary, appearing in [9] by applying our Theorem 4.2. The original proof
in [9] has some steps at the end that are difficult to follow and may require
deep new theorems about integral current spaces to make them completely
rigorous. Here we avoid such complications by studying the sequence of
manifolds themselves rather than their limit spaces.
We first recall that the spatial n-dimensional Schwarzschild manifold with
boundary of ADM mass m > 0 can be isometrically embedded into En+1 as
the graph of a smooth function Sm : E
nrB((2m)1/(n−2))→ R, with minimal
boundary, such that the boundary lies in the plane En×{0}. Explicitly, for
n = 3, 4 we have
Sm(x) =


√
8m(|x| − 2m) for n = 3
√
2m log
(
|x|√
2m
+
√
|x|2
2m − 1
)
for n = 4
(278)
Now we define the class of uniformly asymptotically flat graphical hypersur-
faces of En+1 with uniformly bounded depth and nonnegative scalar curva-
ture for which stability will be proven.
Definition 7.1. For n ≥ 3, r0, γ,D > 0, and α < 0, define Gn(r0, γ,D, α)
to be the space of all smooth complete Riemannian manifolds of nonnegative
scalar curvature, (Mn, g), with empty boundary, that admit a smooth Rie-
mannian isometric embedding Ψ : M → En+1 such that the image Ψ(M) is
the graph of a function f ∈ C∞(En):
Ψ(M) = {(x, f(x)) : x ∈ En} (279)
and for almost every h, the level set
f−1(h) ⊂ En is strictly mean-convex and outward-minimizing, (280)
where strictly mean-convex means that the mean curvature is strictly pos-
itive, and outward-minimizing means that any region of En that contains
the region enclosed by f−1(h) must have perimeter at least as large as
Hn−1(f−1(h)).
In addition we require uniform asymptotic flatness conditions:
|Df | ≤ γ for |x| ≥ r0/2 and lim
x→∞ |Df | = 0. (281)
If n ≥ 5, we require that f(x) approaches a constant as x→∞. If n = 3 or
4, we require that the graph is asymptotically Schwarzschild:
∃Λ ∈ R such that |f(x)− (Λ + Sm(|x|))| ≤ γ|x|α for |x| ≥ r0. (282)
Finally we require that the regions
Ω(r0) = Ψ
−1(B(r0)× R) and Σ(r0) = ∂Ω(r0) (283)
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have bounded depth
Depth(Ω(r0),Σ(r0)) = sup {dg(p,Σ(r0)) : p ∈ Ω(r0)} ≤ D. (284)
The geometric conditions on the level sets in (280) are needed to apply the
estimates in [8]. We recall that under those conditions Huang-Lee proved
a stability result for graphical hypersurfaces with respect to the Federer-
Fleming’s flat topology in En+1 [8]. However, convergence with respect to
the flat topology does not necessarily imply convergence with respect to the
intrinsic flat topology, see Example 2.8 in [9]. The outward minimizing prop-
erty is also used to estimate volumes needed for the proof of Theorem 7.2.
Equations (281) and (282) encode the asymptotic flatness condition of the
manifolds. They follow from the natural but much stronger requirement that
the functions f to be uniformly asymptotically Schwarzschild up to first or-
der. Condition (284) prevents the possibility of “arbitrarily deep gravity
wells”, hence, it is used to show uniform diameter bounds.
Here we show that the preimages of the intersections of the graph Ψj(Mj)
with the cylinder B(r)× R converge.
Theorem 7.2 (Huang-Lee-Sormani Theorem 1.3 [9]). Let n ≥ 3, r0, γ,D >
0, α < 0, and r ≥ r0. Let Mj ∈ Gn(r0, γ,D, α) be a sequence of manifolds
with
mADM (Mj)→ 0. (285)
Then for any r ≥ r0 we have
Ωj(r)
VF−→ B(r), (286)
where B(r) ⊂ En is the ball of radius r around the origin and Ωj(r) =
Ψ−1j (B(r)× R).
We prove the theorem by applying Theorem 4.2 and recalling the uniform
diameter and area bounds and volume convergence proven in [9].
Proof. Let g0 be the Riemmanian metric of Euclidean space and define g˜j =
g0 + dfj ⊗ dfj. Then it follows that g0 ≤ g˜j. Note that each Mj = (M,gj) is
Riemannian isometric to (Rn, g˜j).
In Theorem 3.1 in [9] it is shown that
Diam(Ωj(r)) ≤ 2D + pir
√
1 + γ2 (287)
and
Vol(∂Ωj(r)) ≤ ωnrn−1
√
1 + γ2. (288)
Furthermore, in Corollary 4.4 in [9] it is shown that
lim sup
j→∞
Vol(Ωj(r)) = Vol(B(r)). (289)
Since g0 ≤ g˜j, we know Vol(B(r)) ≤ Vol(Ωj(r)) and hence by combining
with (289) we find
lim
j→∞
Vol(Ωj(r)) = Vol(B(r)). (290)
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Hence, since Mj is Riemannian isometric to (R
n, g˜j) we can apply Theorem
4.2 to conclude that
Ωj(r)
VF−→ B(r). (291)

Applying Theorem 7.2 one should be able to show pointed convergence
as in Theorem 1.4 of [9]. The only technical part is to find a convergent
sequence of points pj. For that, in [9] the sequence is chosen by arguing
that Σj(r0) converges in Gromov-Hausdorff sense to ∂B(r0). Recall that if
a sequence of spaces Xj converges in Gromov-Hausdorff sense to X∞ then
any sequence pj ∈ Xj has a convergent subsequence to a point p∞ ∈ X∞.
For technical reasons, it is not possible to proceed in that way. This
is due to the fact that in order to define a converging sequence of points
pj ∈ Xj one has to isometrically embed each Xj in a bigger space Z where
the corresponding images converge in Hausdorff sense to the image of X∞.
But the spaces Xj might not converge in the flat sense in Z. Thus, se-
quences converging in Z do not provide immediate information of sequences
of points converging when one also has intrinsic flat convergence. In an up-
coming paper by the second named author and Armando Cabrera Pacheco,
about the stability of the positive mass theorem for asymptotically hyper-
bolic graphical manifolds, details about how to choose the sequence of points
are provided.
8. Appendix
In this appendix we give a detailed formal proof of Theorem 4.7. For the
reader unfamiliar with the technical details of integral current spaces the
proof given in section 4 is recommended.
2nd proof of Theorem 4.7. Let
ψi : Ui ⊂ Rm → ψi(Ui) ⊂M (292)
be an oriented atlas of smooth charts of M . Since these charts are diffeo-
morphisms, we can consider that they are biLipschitz maps when seen as
maps from (Rm, dRm) to (M,dgj ). They can also be restricted to Aik ⊂ Ui
to ensure they have pairwise disjoint images as required when considering
them as rectifiable charts for Mj . So
[[Mj ]] =
∑
i,k
ψi♯[[1Aik ]]. (293)
Since Fj :Mj →M0 is biLipschitz, then the functions
Fj ◦ ψi : Aik ⊂ Rm → Fj(ψi(Aik)) ⊂M0 (294)
can be used as rectifiable charts for M0,
[[M0]] = Fj ♯[[Mj ]] =
∑
i,k
(Fj ◦ ψi)♯[[1Aik ]]. (295)
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Let ι : [0, hj ]→ [0, hj ] be the identity map. Then,
(ψi, ι) : Aik × [0, hj ]→ ψi(Aik)× [0, hj ] ⊂Mj × [0, hj ] (296)
defines an oriented atlas of biLipschitz maps. Thus, we can write [[Mj ×
[0, hj ] ]] as a countable sum of integrals as above using this atlas.
Let ιj : Mj × [0, hj ] → Z and β : Mj × {0} → Mj × [0, hj ] be inclusion
map which are 1-Lipschitz, see (84) for ιj. Then by the definition of ϕ0
ϕ0#[[M0]] = ιj♯β♯[[Mj × {0}]] ∈ Im(Z). (297)
Let α :Mj ×{hj} →Mj × [0, hj ] and α˜ :Mj \Wj → Z be inclusion maps
which are trivially Lipschitz, [[Wj × {hj}]] ∈ Im(Mj × [0, hj ]) is the current
obtained by restricting the atlas of Mj × {hj} and in a similar way we get
[[Mj \Wj]] ∈ Im(Mj). Then by the definition of ϕj ,
ϕj#[[Mj ]] = ιj♯α♯[[Wj × {hj}]] + α˜♯[[Mj \Wj]]. (298)
Recall that the inclusion map ιj : Mj × [0, hj ] → Z is 1-Lipschitz, hence
the maps
ιj ◦ (ψi, ι) : Aik × [0, hj ]→ ιj(ψi(Aik)× [0, hj ]) ⊂ ιj(Mj × [0, hj ]) (299)
define an oriented atlas of Lipschitz maps for ιj(Mj × [0, hj ]), where the
maps can be considered to be biLipschitz as before. Then we define T as
the current with weight 1 given by this oriented atlas
T =
∑
(ιj ◦ (ψi, ι))♯[[1Aik×[0,hj ]]] = ιj ♯[[Mj × [0, hj ] ]] (300)
and
T ′ = α˜♯[[Mj \Wj ]]− ιj ♯α♯[[(Mj \Wj)× {hj}]]− [[ ∂Mj × [0, hj ] ]]. (301)
They are integral currents since their boundaries are the following currents
∂T =ιj ♯∂[[Mj × [0, hj ] ]] (302)
=ιj ♯α♯[[Mj × {hj}]]− ιj ♯β♯[[Mj × {0}]] + [[ ∂Mj × [0, hj ] ]], (303)
∂T ′ =∂
(
α˜♯[[Mj \Wj]]− ιj ♯α♯[[(Mj \Wj)× {hj}]]
)
− ∂[[ ∂Mj × [0, hj ] ]]
=0− ∂[[ ∂Mj × [0, hj ] ]]. (304)
Noticing that
T ′ =ϕj#[[Mj ]]− ιj♯α♯[[Mj × {hj}]]− [[ ∂Mj × [0, hj ] ]] (305)
and combining the equations above, we conclude that
ϕj#[[Mj ]]− ϕ0#[[M0]] = T ′ + ∂T. (306)
Thus,
dF (Mj ,M0) ≤M(T ′) +M(T ). (307)
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Now since T = ιj ♯[[Mj×[0, hj ] ]] and ιj :Mj×[0, hj ]→ Z ′j is a 1-Lipschitz
map, by (11) we get
M(T ) ≤M([[Mj × [0, hj ] ]]) = Volj(Mj × [0, hj ]) ≤ hjV. (308)
In a similar way, from (301) and (11) we get
M(T ′) ≤ 2Vol(Mj \Wj) + Vol(∂Mj × [0, hj ]) ≤ 2Vj +Ahj . (309)

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