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Πολλά προβλήματα ταλαντώσεων στη μηχανική είναι μη-γραμμικά στη φύσηκαι η συνήθης γραμμική
ανάλυση πιθανότατα να αποδειχθεί ανεπαρκής για πολλές τέτοιες εφαρμογές.Μια κύρια διαφορά στη
μελέτη των μη-γραμμικών συστημάτων είναι ότι οι γενικές λύσεις δεν μπορούν να ληφθούν με
γραμμική επαλληλία, όπως στην περίπτωση των γραμμικών συστημάτων. Επιπλέον, η μη­
γραμμικότητα προκαλεί αρκετά νέα φαινόμενα, τα οποία δεν συμβαίνουν στα γραμμικά συστήματα.
Για να μελετήσει κανείς τα μη-γραμμικά συστήματα, θα πρέπει να μάθει νέες μαθηματικές τεχνικές, οι
οποίες έχουν αναπτυχθεί σε αρκετούς κλάδους των εφαρμοσμένων μαθηματικών,της φυσικής και της
μηχανικής. Κατά τα προηγούμενα χρόνια, ένας αριθμός ισχυρών υπολογιστικών πακέτων λογισμικού
αναπτύχθηκαν, τα οποία επιτρέπουν σε κάποιον να προβεί σε περίπλοκους συμβολικούς
υπολογισμούς. Ένα από τα πιο γνωστά είναι roMathematica, το οποίο έχει σχεδιαστεί από την
WolframResearch, Inc. Στην παρούσα Εργασία, γίνεται χρήση των συμβολικών τεχνικών
προγραμματισμού για να εφαρμοστούν διάφορες μέθοδοι διαταραχών για τη μελέτη της δυναμικής
των ασθενώς μη-γραμμικών συστημάτων. Αντί να απαιτούνται κοπιώδεις και χρονοβόροι αλγεβρικοί
υπολογισμοί για την εξεύρεση λύσεων, μέσω του Μathematίcaπαρέχεται η δυνατότητα εστίασης της
προσοχής στην κατανόηση των τεχνικών και του φυσικού προβλήματος, και ως εκ τούτου
δημιουργικής σκέψης.
Οι συμβολικοί αλγόριθμοι είναι ισχυρά εργαλεία. Μπορούν να χρησιμοποιηθούν για να
πραγματοποιήσουν αναλύσεις είτε με διαδραστικό είτε με αυτόματο τρόπο. Μαθαίνοντας το
Μathematίcaστη διαδικασία της μελέτης των μεθόδων διαταραχής μπορεί να αυξηθούν οι έννοιες των
προγραμματικών τεχνικών του Μathematίcaόπως και των διαφόρων τεχνικών διαταραχής.
Στο Κεφάλαιο 2, περιγράφεται πώς διάφορες τεχνικές διαταραχής, όπως η τεχνική Lindstedt-Poincare,
η μέθοδος των πολλαπλών κλιμάκων, και η μέθοδος της μεσοστάθμισης, μπορούν να χρησιμοποιηθούν
για να ληφθούν ομοιόμορφα ασυμπτωτικά αναπτύγματα των λύσεων της χωρίς-απόσβεση και μη­
εξαναγκασμένης εξίσωσης Duffing. Στο Κεφάλαιο 3, εφαρμόζεται η τεχνική Lindstedt-Poincare, η
μέθοδος των πολλαπλών κλιμάκων, η μέθοδος της μεσοστάθμισης, η γενικευμένη μέθοδος της
μεσοστάθμισης, η τεχνική των Κrylοv-Βοgοlίubον-ΜitrΟΡοlskΥΚαι η μέθοδος των κανονικών μορφών
για να ληφθούν ομοιόμορφα αναπτύγματα των λύσεων ενός μονοβάθμιου και μη-εξαναγκασμένου
ταλαντωτή χωρίς απόσβεση, με τετραγωνικές και κυβικές μη-γραμμικότητες.
Στο Κεφάλαιο 4, γίνεται χρήση της μεθόδου των πολλαπλών κλιμάκων, της γενικευμένης μεθόδου της
μεσοστάθμισης, και της μεθόδου των κανονικών μορφών για να λάβουμε ομοιόμορφα ασυμπτωτικά
αναπτύγματα των λύσεων ενός εξαναγκασμένου μονοβάθμιου ταλαντωτή με τετραγωνικές και κυβικές
μη-γραμμικότητες. Στο Κεφάλαιο 5, εφαρμόζεται η μέθοδος των πολλαπλών κλιμάκων, η μέθοδος των
κανονικών μορφών και η γενικευμένη μέθοδος της μεσοστάθμισης για τη μελέτη υψηλής τάξης
προσεγγίσεων για συστήματα με εσωτερικούς συντονισμούς. Στο Κεφάλαιο 6, εφαρμόζεται η μέθοδος
των πολλαπλών κλιμάκων για να ληφθούν ομοιόμορφα αναπτύγματα των λύσεων των γραμμικά
συζευγμένων ή μη-συζευγμένων ταλαντωτών υπό εξωτερική ή παραμετρική διέγερση.
Στο Κεφάλαιο 7, εστιάζεται η προσοχή στα συνεχή συστήματα με κυβικές μη-γραμμικότητες. Στην
Παράγραφο 7.1, σχολιάζονται οι έννοιες των συνθηκών γειτνίασης και επιλυσιμότητας. Κατόπιν,
_Ι
χρησιμοποιείται η μέθοδος των πολλαπλών κλιμάκων για να παραχθούν ομοιόμορφα έγκυρα
ασυμπτωτικά αναπτύγματα των λύσεων των μονόπακτων δοκών στην Παράγραφο 7.2 και των
προβόλων στην Παράγραφο 7.3. Στο Κεφάλαιο 8, γίνεται χρήση της μεθόδου των πολλαπλών
κλιμάκων για να επιλυθούν απευθείας τρία συνεχή συστήματα με τετραγωνικές και κυβικές μη­
γραμμικότητες. Επιλύονται προβλήματα λυγισμού δοκού στην Παράγραφο 8.1, κυκλικών κυλινδρικών
κελυφών στην Παράγραφο 8.2 και σχεδόν τετραγωνικών πλακών στην Παράγραφο 8.3.
Τέλος, στο Κεφάλαιο 9, δεικνύεται πώς κανείς μπορεί να χρησιμοποιήσει τη μέθοδο των πολλαπλών
κλιμάκων για να κατασκευάσει υψηλής τάξης προσεγγίσεις των λύσεων των συνεχών συστημάτων που
έχουν 2: 1 εσωτερικούς συντονισμούς. Σχολιάζονται αλληλεπιδράσεις δύο μορφών σε λυγισμένες
δοκούς και 4 μορφών σε ανηρτημένα καλώδια (§ 9.1 και 9.2, αντίστοιχα).
1.2 Συμβολικός Υπολογισμός
Η γλώσσα προγραμματισμού Μathematicaεπιτρέπει όχι μόνο τους διαδραστικούς χειρισμούς ενός
ευρέος πλήθους αντικειμένων, αλλά επίσης ενθαρρύνει τον αυτοματισμό στους πολύπλοκους
υπολογισμούς. Το Μathematicaστην πραγματικότητα δουλεύει με τη χρήση συστημάτων επαναγραφής
κανόνων, και ο χρήστης μπορεί ελεύθερα να δημιουργεί και να χρησιμοποιεί το δικό του σύστημα
κανόνων. Αυτό το διαφοροποιεί από τις παραδοσιακές γλώσσες προγραμματισμού, οι οποίες κανονικά
δεν έχουν τέτοια χαρακτηριστικά. Στα πλαίσια της παρούσας Διπλωματικής Εργασίας εφαρμόζονται
τεχνικές προγραμματισμού βασισμένες τόσο σε κανόνες όσο και σε συναρτήσεις, που καλύπτονται
συνοπτικά οι μεν πρώτες στις §1.2.1 - 1.2.5, οι δε δεύτερες στις §1.2.6 - 1.2.8.
Σε όλο το κείμενο που ακολουθεί, φαίνονται με έντονο μωβ συναρτήσεις που ορίζονται από το χρήστη
ενώ με έντονο μαύρο συναρτήσεις που περιέχονται στο Mαthemαticα.
1.2.1 Καθολικοί Κανόνες
Οι καθολικοί κανόνες εφαρμόζονται όποτε το κατάλληλο αριστερό σκέλος απαντάται ή ταιριάζεται.
Το πλεονέκτημα της χρήσης καθολικών κανόνων είναι ότι δεν χρειάζεται κανείς να εφαρμόζει σαφώς
μια πράξη για να βγει το αποτέλεσμα. Όμως, είναι σχεδόν αδύνατον να εμποδίσουμε τέτοιες
οικουμενικές πράξεις απ' το να εφαρμοστούν σε μια ορισμένη έκφραση. Υπάρχουν 2 τύποι
καθορισμένων από το χρήστη καθολικών κανόνων επαναγραφής: όσοι χρησιμοποιούν το = και όσοι
χρησιμοποιούν το :=. Η διάκριση ανάμεσά τους βρίσκεται στο πότε το δεξί σκέλος υπολογίζεται.
Επιπλέον, κάθε μια από τις πράξεις έχει 2 μορφές, ανάλογα με το πού αποθηκεύεται ο κανόνας,
παράγοντας 4 κανόνες που συμβολίζονται με =, Λ=,:= και Λ:=.
1.2.1.1 Κανόνες με =
Μπορούμε να σκεφτούμε το = , σαν μια οικουμενική εντολή. Η χαρακτηριστική αρχή της
χρησιμοποίησης του = , είναι ότι το στα δεξιά του μέλος υπολογίζεται αμέσως μόλις η ανάθεση δοθεί,
και όλες σι επακόλουθες ταιριαζόμενες αριστερά του = πλευρές αντικαθίστανται από την
υπολογισμένη στα δεξιά πλευρά. Για παράδειγμα, ας θεωρήσουμε την εντολή: a=2. Τσ αποτέλεσμα
κρύβεται με το να γράψουμε; δεξιά της άνω τελείας. Από τώρα και στο εξής, όποτε το ~ισυναντάται σε
οποιαδήποτε έκφραση, το Μαthemαtίcαθα το αντικαταστήσει με το ισοδύναμό του 2.
exprl = a= + 3 - a + Tan [a]
5 - Tan[2:



























Ηνέα τιμή του aδεν αναγνωρίζεταιστην expI"I.
Ας προσπαθήσουμενα εκκαθαρίσουμετον ορισμό του <ΙχΡησιμοποιώνταςτο C1earή a=.
Κατόπιν, ας υπολογίσουμε την expI"I.
exprl
5 - Tan[2}
Ξανά, η exμI'1 δεν μεταβάλλεταιαντιστοίχως.
Για να μπορούμε να υπολογίζουμετην c,IH"1 για διαφορετικές τιμές του Η, πρέπει είτε να ορίσουμε
την expI" Ι πριν τον προσδιορισμό του ηείτε να χρησιμοποιήσουμε το ":=" αντί για το "='Ό Η ακριβής
έννοια του := εξηγείται στην επόμενη παράγραφο. Εδώ, διευκρινίζουμε την προηγούμενη επιλογή.
Clear [aJ: eJφrΙ = a':: + 3 - a + Tan [a]
3-a-a"-_Tan[a}
a = 2.: exprl
5_Tan[2}
a=3;exprl
Στις παραδοσιακές γλώσσες προγραμματισμού, το αριστερό σκέλος της ανατεθείσας εντολής
εκλαμβάνεται ως σύμβολο. Στην υπολογιστική άλγεβρα, το αριστερό σκέλος μπορεί να είναι
αυθαίρεταπολύπλοκο. Για παράδειγμα,
look [here + 9] = Expand [ (1 + χ) "2 + :Ι]
1 - 2 χ - χ' - Υ
Σημειωτέον ότι το εξαγόμενο μιας έκφρασης = είναι η υπολογισθείσα μορφή της δεξιάς πλευράς. Το
Μαthemαtίcαεκλαμβάνει το αριστερό σκέλος σαν υπόδειγμα. Όποτε το Μαthemαtίcαβρίσκει κάτι που
ταιριάζει με αυτό το υπόδειγμα, αντικαθιστά αυτό το κάτι με το υπολογισθέν δεξιό σκέλος.
look [there + look [here + 5 + 2 Λ 2] ]
1cοκ[1 - there.,. 2 χ.,. χ' .,. :.'}
Σε αυτό τον υπολογισμό, το υπόδειγμα loo~:[he!'e ... 5 ... :lJ απλοποιείται σε Jook[iif:'I'e - 9], το οποίο
αντικαθίσταται από το 1 + 2χ + χ2 + Υ. Η παραγόμενη έκφραση δεν ταιριάζει με κανένα υπόδειγμα που
εμπλέκει το Ιοοl{Και άρα αφήνεται σε μη υπολογισμένη μορφή. Αυτός ο κανόνας αποθηκεύεται με
τοlοοl...
? 100%
100κ[9 ... l1er'e] = 1 - 27χ .... χ Α 2 "!'- ":if'
Ξανά, βλέπουμε την υπολογισμένη μορφή στη δεξιά πλευρά.
Υπάρχουν κάποια προβλήματα σχετιζόμενα με τις αριστερές πλευρές οι οποίες δεν είναι σύμβολα. Για
παράδειγμα, ας υποτεθεί ότι προσπαθούμε να παράξουμε τον ακόλουθο κανόνα:
χ + 1 = Ζ
3
ΖΛαμβάνουμε ένα μήνυμα σφάλματος που λέει ότι το Ρlusπροστατεύεται, το οποίο σημαίνει ότι νέοι
κανόνες δεν μπορούν να προστεθούν για το Plus, Κάθε φορά που το Μαthemαtίcα"αναγνωρίζει" το
Plus, αναζητά ανάμεσα στους κανόνες για το Plus, για να δει αν κάτι εφαρμόζεται. Αν προσθέσουμε
έναν νέο κανόνα για το Plus, τότε αυτός ο κανόνας θα πρέπει να εξεταστεί σε κάθε επακόλουθη
πρόσθεση. Όταν ένας κανόνας της μορφής Χ + Υ = Ζδίδεται, το Mαthemαticaτov ερμηνεύει σαν έναν
κανόνα της μορφής Plus[Χ,Υ] = Ζ. ΟΙ κανόνες πρέπει να αποθηκευτούν κάπου και ο αρχικός κανόνας
(defaultrule) είναι αυτός που προηγείται στο αριστερό σκέλος. Ένας τρόπος προσθήκης ενός νέου




Τώρα, όποτε το ΜαthemαtίcαβλέπειΧ + Υ, το ξαναγράφει σαν Ζ,
X+S+1+t
Εναλλακτικά, μπορούμε να χρησιμοποιήσουμετο UpValuesyta να συσχετίσουμε τον κανόνα με το
ανασφάλιστο επιχείρημα της αριστερής πλευράς. (Ορισμοί που επικολλούν μια τιμή στην κορυφή­
κεφαλή της αριστερής πλευράς αποκαλούνται ΚάτωΤιμές (DownValues) της κεφαλής). Για
παράδειγμα,
51 + t "= '.l
u





Ένα δοθέν σύμβολο μπορεί να έχει τόσο πάνω (up) όσο και κάτω (down) τιμές. Ας δώσουμε στο sμια
κάτω τιμή επιπλέον της άνω τιμής που ήδη έχει.
S[X_] := ΕχΡ[Ι aχ]:
















Τελικά, μπορούμενα προσεγγίσουμετις άνω και κάτω τιμές ατομικά.
{UpValues[s], DmqnValues [s]}







Τώρα ας προσπαθήσουμε να καθορίσουμε την απλήημιτονική συνάρτηση χρησιμοποιώντας το = ως
κανόνα σύμφωνα με :
m[x] = Sin [χ] :
Δουλεύει σωστά για το σύμβολο χαλλά όχι για κάτι άλλο.
{m[x] , m[y] , m[l]}
ZSinJxJ, ::u. JyJ r ::u.[lJ:·
Εκεί είναι που υπεισέρχεται το ειδικό σύμβολο _. Η μορφή χ_σημαίνει ένα υπόδειγμα με το όνομα Χ.





χ / / FuJ.1Fonn
PatternJx, B1ank[j]
Ένα _ σε ένα υπόδειγμα ταιριάζει σε οτιδήποτε, οπότε είναι μία ψευδής μεταβλητή ή ένα "κενό
σύμβολο". Αν εμφανίζεται στην αριστερή πλευρά του κανόνα "=" με ένα όνομα, Π.χ. χ, τότε η
αριστερή πλευρά ξαναγράφεται σαν τη δεξιά πλευρά, με το χνα αντικαθίσταταιαπό την επιθυμητή
μεταβλητή.Ας το χρησιμοποιήσουμεαυτό για να επανακαθορίσουμετο πι,δηλαδή,
m[x:.1 = Sin [χ]:
Τώρα το ιnλειτουργείγια κάθε επιχείρημα(έκφραση, argument) :
{m[x], m[I], m[l] • m[s - t]}
Έτσι, μπορεί κανείς να χρησιμοποιήσειτους κανόνες = για να ορίσει συναρτήσεις.
1.2.1.2. Κανόνες;=
Οι κανόνες που χρησιμοποιούν το := δεν εκτιμούν τη δεξιά πλευρά αμέσως αλλά αντίθετα την
αφήνουν ανεκτίμητη μέχρις ότου η συνάρτηση να χρησιμοποιηθεί πραγματικά. Μπορούν να
χρησιμοποιηθούν με απλές αριστερές πλευρές ή με αριστερές πλευρές που περιέχουν υποδείγματα.
Σαν παράδειγμα, ας ορίσουμε και συγκρίνουμε δύο κανόνες που χρησιμοποιούν = ή :=.
C1ear[x]:
1hs1 " E.xpand [ (χ + 1) Λ 2] ;
lhs2 :" Expand [(Χ + 1) Λ2]:
Αν αυτοί υπολογιστούν,δίνουν το ίδιο αποτέλεσμα.
{l11s1, 1hs2}
. ... ,.. ..
~ 1 - 2 χ ... χ", 1 ... 2 χ - χ:" ;,








δεξιάς πλευράς αντικαθιστώνται από τα αληθινά ορίσματα και τότε η δεξιά πλευρά υπολογίζεται. Έτσι,
κάθε φορά που η αριστερή πλευρά ενός τέτοιου κανόνα ταιριάζει κάτι, αυτό αντικαθίσταται από μια
νέα εκτίμηση της δεξιάς πλευράς. Για να φανεί η διαφορά, ξαναπροβάλλουμε τους δύο κανόνες:
f[k_] =Expa.nd[t Λ 2]
~
g[k_] := Expand[k A 2]
Σημειώνουμε ότι η δεξιά πλευρά του κανόνα για το Ι' εκτιμάται αμέσως μόλις οριστεί, ενώ η δεξιά
πλευρά του g μένει ανεκτίμητη. Τώρα, ας δοκιμάσουμε αυτούς τους δύο ορισμούς πάνω στην ίδια
τιμή.
{f[p + q] ι q[p + q]}
Επειδή η δεξιά πλευρά του κανόνα για το f εκτιμήθηκε αμέσως όταν ορίστηκε, δεν υπάρχει τίποτα να
αναπτυχθεί, και το k αντικαθίσταται από το Ρ + q χωρίς να αναπτυχθεί το αποτέλεσμα. Αντίθετα, η
δεξιά πλευρά του κανόνα για το g δεν αναπτύχθηκε όταν ορίστηκε και διατηρεί ολόκληρη την
έκφραση Expand[kA 2]. Όταν οι δύο συναρτήσεις χρησιμοποιούνται επακολούθως, η f[p+q]
αντικαθίσταται από το (Ρ + q)2, ενώ η g[p + q] αντικαθίσταται από το Expand[(p + q)A2)], το οποίο




Για να δούμε την αληθινή κεφαλή μιας έκφρασης πριν αυτή εκτιμηθεί, εγκλείουμετην έκφραση στο
Hold και μετά ζητούμε την ΠλήρηΜορφή (FullForιn) της.
Ft1l.l.l'ona [Ho1d [q [k_J : =Ρ] 1
Hold[SetDelayed [qfPattern [k, BlanJι ί]] Ί, Ρ] ]
Έτσι, το σύμβολο := είναι η ενθεματική μορφή του SetDelayed. Αυτό διακρίνει δραματικά την
διαφορά μεταξύ της εκτίμησης όταν ο κανόνας δίδεται από την εκτίμηση όταν ο κανόνας
χρησιμοποιείται.
Όταν η κεφαλή της αριστερής πλευράς προστατεύεται, μπορούμε να χρησιμοποιήσουμε ΆνωΤιμές
(UpValues) για να συσχετίσουμε το απροστάτευτο όρισμα της αριστερής πλευράς. Για παράδειγμα,
όταν προσπαθούμε να παραγωγήσουμε ένα καθορισμένο από το χρήστη ορισμένο ολοκλήρωμα με
σταθερά όρια, λαμβάνουμε:
D[int[f[x], {Χ, ο, Ι}] ι χ]
int[f' [χ], {Κ, Ο, 1}]
int(G.{1.o.O}) [f[x], {Χ, Ο, 1}] +f'[x] int(l.{O.O.O}) [f[x], {Χ, ΟΙ 1}]
το οποίο δεν είναι αυτό που προσδοκούσαμε. Μπορούμε είτε να απασφαλίσουμε το D και να
προσθέσουμε έναν κανόνα ή να χρησιμοποιήσουμε Λ:= για να προσδιορίσουμε τον ορισμό με το ίηΙ,
δηλαδή:
D[int[x_, .1_], Υ"_1 ":=int[D[x. V], α]



























D[int[f[x} ι {Χι Ο, Ι}}, χ]
in~[f,[xJ, {Χι ο, l}]
Σαν δεύτερο παράδειγμα,ορίζουμετο Cos[n π] = (-1)° και το Sin[n π] = Ο για τον ακέραιο η:
Unprotect [Cos, Sin];
Cos [.n_ 11] : = (-Ι) n /; InteqerQ [n]
Sin [.n_ π] : = Ο Ι: InteqerQ [.n.]
Protect [Cos ι Sin];
Αν θεωρήσουμετο rn ότι είναι ακέραιος (εδώ χρησιμοποιείται το UpValues),




Οι τοπικοί κανόνες επαναγραφής (Ihs -7 rhs ή Ihs :> rhs) είναι χρήσιμοι για να γίνονται
αντικαταστάσεις χωρίς να γίνονται οι ορισμοί μόνιμοι. Αυτοί οι κανόνες εφαρμόζονται σε μια
έκφραση χρησιμοποιώντας την λειτουργία Ι. (σημαίνει ΑντικατέστησέΟλα) ή 11. (σημαίνει
ΕπαναλαμβανόμενηΑ ντικατάσταση στο Mathematicα).
1.2.2.1 Κανόνες-7
Μπορούμε να χρησιμοποιήσουμε το Solve για να λάβουμε τις λύσεις κάποιων αλγεβρικών εξισώσεων.
Για παράδειγμα,
eql = u2 - 3 u + 2 == ο;
3011 = So1ve [eq1, ':1]
{{u ... l}, {u ... 2}}
Μπορούμενα ελέγξουμετο αποτέλεσμααντικαθιστώνταςτο soll με το eηl και λαμβάνουμε:
eql/. 3011
{Tr1.le, True}
Το εξαγόμενο (output) του Solve είναι μια λίστα από λίστες τοπικών κανόνων. Έτσι, το u -7 Ι είναι
ένας τοπικός κανόνας, ο οποίος είναι το ανάλογο του οικουμενικού κανόνα u = Ι. Ο κανόνας
εφαρμόζεται σε μια έκφραση μέσω της χρήσης του Ι. , άρα η έκφραση eql Ι. soll σημαίνει
"χρησιμοποίησε τους κανόνες επαναγραφής u -7 Ι και u -7 2 στο Ι~Ιlι." Το αποτέλεσμα αυτού είναι {Ο
= = ο, Ο = = Ο}, το οποίο κατόπιν εκτιμάται ως {Αληθές, Αληθές}. Η συνήθης μορφή της δεξιάς




Στη δεξιά πλευρά υπάρχει μια λίστα από λίστες τοπικών κανόνων, όταν το αποτέλεσμαείναι μια λίστα
από τροποποιημένεςεκφράσεις, μία για κάθε αντικατάστασηστη λίστα.
11VW/. {{u->3, w->5}, {v->2, w->3}}
{lSv.6u}
Οι κανόνεςτοπικής αντικατάστασηςεπίσης εφαρμόζονταισε εκφράσειςπου έχουν ένα Hold πιασμένο






Εντούτοις,ο κανόναςεπαναγραφήςμπαίνεικάτω από το Hold για να κάνει την αντικατάσταση.
Hold[a"COs[x)J Ι. COS -:> Sin
Ηοld[G':ι:Sin [χ]]
Οι τοπικοί κανόνες με "~" μοιράζονταιμε τους κανόνες "=" την ιδιότητα ότι οι δεξιές πλευρές τους
εκτιμώνταιτη στιγμή που καθορίζονται.
1.2.2.2 Κανόνες:>
Το τοπικό ανάλογο ενός κανόνα ":=" είναι ο κανόνας ":>", δηλαδή, ένας τοπικός κανόνας που εκτιμά
(υπολογίζει)τη δεξιά του πλευρά μόνο όταν αυτή χρησιμοποιείται.Για παράδειγμα,
exprl =ΕχΡ[Ι (ω2 - W1.) Το] :
Clear(a]
{exprl Ι . ΕχΡ [a_ J : > ΕχΡ (Expand [ aJ Ί, exprl ΙJ ExpandAll}
όπου ο άμεσος κανόνας (lhs ~ rhs) αποτυγχάνει να κάνει την ανάπτυξη. Οι αριστερές πλευρές των
τοπικών κανόνων εμπλέκουν υποδείγματα μάλλον παρά απλώς σύμβολα. Η διαφορά είναι ότι ο
άμεσος κανόνας για το Exp[a_J το αντικαθιστά μέσω της εκτίμησης του Exp[Expand[a]], το οποίο
ισούται με Exp[aJ. Έτσι, όταν αυτό χρησιμοποιείται με το α ίσο με /(ω2 - ω/)Το, παίρνουμε το
αποτέλεσμα F! lb(-ι.ιι+ι.ιV . Αντίθετα, ο κανόνας αναβολής (lhs.>rhs) για την Exp[a_J το αντικαθιστά
από το μη εκτιμημένο Exp[Expand[a]], το οποίο όταν χρησιμοποιείταιμε α ίσο με /(ω2 - ω/)Το. δίνει
E-IFO""l+] 1"0'-'2. Εναλλακτικά, για αυτό το απλό παράδειγμα, μπορούμε να χρησιμοποιήσουμε το
ExpandAl1 για να λάβουμε το ίδιο αποτέλεσμα.
Μπορούμε να ελέγξουμε τ6ιρα πώς αυτές οι εκφράσεις αναπαριστώνται εσωτερικά.
Fu.lll'orιιι [Ho1d (ρ Ι. q -> r]]
Hold[ReplaceAll [ρ, Rule [q, r]]]
Fu.lll'orιιι[Hold [ρ Ι. q : > r] ]
Hold[ReplaceAll ίΡ, RuleDelayed [q, rj ] J
Έτσι, το /. είναι η ενθεματική μορφή του ReplaceAII, το τόξο ~ είναι η ενθεματική μορφή του Rule,
και το τόξο :> είναι η ενθεματική μορφή του RuleDelayed, αντιστοιχώντας στο Set και στο
SetDelayed για τα = και :=.
1.2.2.3 /. και 11.
Υπάρχει άλλη μια μορφή του /. που δίνεται από το /Ι. το οποίο εφαρμόζει έναν τοπικό κανόνα
επαναληπτικά μέχρι η έκφραση να μην αλλάζει πλέον. Εσωτερικά, το /Ι. αναπαρίσταται από το
Ρ / / . q -:> r 11 l'ulH'orιιι 11 ΗοldFΌrιιι




























Ένα παράδειγμα της διαφοράς μεταξύ Ι. και 11. ακολουθεί. Αυτό το παράδειγμα χρησιμοποιεί μια λίστα
από κανόνες παρά απλώς έναν μόνο κανόνα. Όταν μια λίστα από κανόνες εφαρμόζεται σε μία μόνο
έκφραση, τότε ο κανόνας για κάθε σύμβολο δοκιμάζεται από τα αριστερά έως ότου να βρεθεί ένα
ταίριασμα. Στο ακόλουθο παράδειγμα, η δεξιά πλευρά της έκφρασης Ι. αποτελείται από μια λίστα από
δύο κανόνες για το ίδιο σύμβολο, fac. Αυτή η λίστα αναζητείται από τα αριστερά μέχρι ένα υπόδειγμα
να βρεθεί, το οποίο να ταιριάζει με την αριστερή πλευρά της έκφρασης Ι.. Στην πρώτη περίπτωση
χρησιμοποιώντας Ι., εφόσον βρεθεί ένα ταίριασμα, η εκτίμηση τερματίζεται. Στη δεύτερη περίπτωση
χρησιμοποιώντας 11., οι κανόνες δοκιμάζονται επαναληπτικά από τα αριστερά στο εξαγόμενο (output)
της προηγούμενης εκτίμησης (υπολογισμού) μέχρι να μη βρίσκονται ταιριάσματα.
fac[5] Ι. {fac[l} -:>1, rac[i_] -:>ifac[i-1]}
5fac[4]
fac[5] 11. {fac[1} -:>1, rac[i_] -:>ifac[i-1]}
120
Στην πρώτη περίπτωση, η αριστερή πλευρά του κανόνα fac[l] -7 Ι δεν ταιριάζει με τίποτα στο fac[5J,
αλλά το fac[i ] -7 ί fac[i-I] ταιριάζει με το ί ίσο με 5, άρα το εξαγόμενο είναι 5fac[4]. Στη δεύτερη
περίπτωση, η αριστερή πλευρά του κανόνα fac[i ] -~ ί fac[i-I] συνεχίζει να ταιριάζει με ένα μέρος της
υπάρχουσας έκφρασης μέχρι το 120fac[l] να ληφθεί. Τότε η αριστερή πλευρά του κανόνα fac[l] -7 Ι
ταιριάζει, οδηγώντας στο 120* Ι, το οποίο απλοποιείται στο 120 όπου κανένας κανόνας πλέον δεν
ταιριάζει, άρα το εξαγόμενο είναι 120.
Αν τέτοιοι κανόνες δίνονται οικουμενικά (καθολικά), τότε η σειρά με την οποία δίνονται δεν έχει
σημασία, εφόσον το Mαthemαticα θα τοποθετήσει τον πιο ειδικό κανόνα, fac[ Ι] -7 Ι πρώτο. Όμως, σε
μια λίστα τοπικών κανόνων, εφαρμοζόμενων με το 11. , είμαστε απόλυτα υπεύθυνοι για την σειρά.
Έτσι, το ακόλουθο δίνει τη λάθος απάντηση:
fac[5] 1/. {fac[i_] -:>ifac[i-1], fac[1]-:>1}
Ο




Αν οι αντικαταστάσειςεκτελεστούνακολουθητικά,τότε τα αποτελέσματαείναι αρκετά διαφορετικά.
{u, v, w} /. {u -:> ν} Ι. {ν -:> '\f} Ι. {w -:> s}
{3, 3, 3}
Ιδιαίτερα, αυτό σημαίνει ότι οι μεταβλητές μπορούννα εναλλαχθούνχωρίς να εισαχθεί μία ενδιάμεση
προσωρινή μεταβλητή.
{u, ν} /. {U-:>V,r ,\r_:>u}
1.2.3 Ταίριασμα Υποδειγμάτων
Το Mαthemαticα είναι μια γλώσσα βασισμένη στο ταίριασμα υποδειγμάτων (pattern matching). Τα
υποδείγματα αναφέρονται στη δομή των εκφράσεων. Το σύμβολο _ από μόνο του, χωρίς άλλο




ότι η FulIForιn του _ είναι το Blanko). Για παράδειγμα. η έκφραση _Λ_ταιριάζει οτιδήποτε της
μορφής χΛΥ. όπου χ και Υ είναι οποιεσδήποτε(κενές) εκφράσεις.
Cl.ear[a, χ]
q1[_, _ '" _] := η;
{q1[a, a"'a], q1[a, b"'c}}
{u, u}
Ένα υπόδειγμα της μορφής χ_ ταιριάζεται από οποιαδήποτε έκφραση. η οποία τότε χρησιμοποιείται
για υπολογισμότης δεξιάς πλευράς.
q2[~ "'Υ_, Ζ_] :=u[x, Υ, v[z}};
{q2[a"'a, a], q2[a"'b, c]}
{u[a, β, v[a]], u[a, b, v[c]]}
q3[x_"'Y_, Χ_] :=u[y,v[x]];
{q3[a"'a, a], q3[a"'b, c], q3[a"'b, aJ}
{u[a. v[a]], <13 [a·, c], u[b, v[a]J}
Ένα υπόδειγματης μορφής x_h ζευγαρώνεται από οποιαδήποτε έκφραση της οποίας η κεφαλή είναι h.
q4[~ "'y_Integer, Ζ_} :=u[x, Υ, v[z]];
{q4[a"'a, a}, q4[a"'3, arq2}}
{<14[β~, a], u[a, 3, v[a.rg2]]}
Αν δώσουμε έναν κανόνα για μια έκφραση που εμπλέκει δύο χωριστά ορίσματα με υπογραμμίσεις
(underscores), τότε κατασκευάζουμε μια συνάρτηση δύο μεταβλητών. Μια τέτοια συνάρτηση δουλεύει
μόνο αν τις δίδονται ακριβώς δύο ορίσματα.
q5[x_, Υ_] := Χ+ Υ;
{q5[a} , q5 [a, b}, q5[a, b, c]}
{g5[a], a+b, q5[a, b, c]}
Πέρα από τα σχήματα κανόνων (rule-schemes) που χρησιμοποιούν μία υπογράμμιση _, υπάρχουν
σχήματα κανόνων που χρησιμοποιούν διπλές και τριπλές υπογραμμίσεις. Μία διπλή υπογράμμιση. _.
ταιριάζεται από οποιονδήποτε αριθμό ορισμάτων, εξαιρώντας τα μηδενικά ορίσματα. χωρισμένα με
κόμμα. ενώ μία τριπλή υπογράμμιση. _. ταιριάζεται από οποιονδήποτε αριθμό ορισμάτων,
περιλαμβάνονταςτα μηδενικάορίσματα. Η μορφή χ_ σημαίνει μια ακολουθίααπό ένα ή περισσότερα
ορίσματα. τα ονομασθέντα χ και x_Head σημαίνει Ο ή περισσότερα ορίσματα. ονομαζόμενα χ, με
την κεφαλή κάθε ορίσματοςνα είναιHead.
q6 [Χ__ ] : =Lenqth [{Χ}} ;
{q6[], q6[a], g6 [a, b}, g6[a, b, c]}
{g6 [ J, 1, 2, 3}
q7 [Χ ] : = Lenqth [ {χ} ] ;
{q7[], g7[a], q7[a, b], q7[a, b, c]}
{Ο, 1, 2, 3}
Οι αρχικές (προεπιλεγμένες) τιμές (default values) και οι διπλές και τριπλές υπογραμμίσεις είναι
σημαντικές τεχνικές. οι οποίες δίνουν έναν προαιρετικό αριθμό από ορίσματα στις συναρτήσεις'




























Εναλλακτικά, υπάρχει ένας άλ/ος κανόνας στον οποίο ένα συγκεκριμένο όρισμα μπορεί να είναι
προαιρετικό.
q8[x_""Y_, Ζ_] :=u[JC, Υ, Ζ];
{q8 { a "" b, c J Ι q8 [a, c]}
{u[a, b, c], g8 [a, cj}
Επειδή α = αΛΙ, κανείς μπορεί να σκεφτεί ότι το g8[a, c] θα πρέπει να ταιριάζει με το υπόδειγμα
g8[aA I, C], το οποίο θα σήμαινε ότι θα πρέπει να ξαναγραφεί σαν υ[α, Ι, c], αλλά φυσικά το
Mαthemαticα δεν μπορεί να μαντέψει ότι αυτό είναι που σκοπεύουμε. Εντούτοις, υπάρχει μία πρόνοια
να τυγχάνουν προσοχής τέτοιες αρχικές τιμές. Για να αναθέσει μία αρχική τιμή ν σε ένα υπόδειγμα,
κανείς μπορεί να γράψει _:ν. Άρα, το αποτέλεσμα που θέλαμε να πετύχουμε δίνεται στη μορφή:
q9[x_ ... (Υ_: Ι), Z_J := U{JC, Υ, Ζ];
{q9{a "'b, c] Ι q9 [a, CJ}
{u[a, b, c], u [a, 1, c]}
Σε αυτή την περίπτωση, η αρχική (αθέλητη) τιμή Ι για τον εκθέτη είναι η φυσική και προφανής
επιλογή, και το Mαthemαticατο γνωρίζει αυτό. Έχει τυπικές ενσωματωμένεςαθέλητες τιμές για έναν
αριθμό τέτοιων θέσεων. Η γραφή _. λέει στο Mαthemαticα να χρησιμοποιήσει την ενσωματωμένη
αθέλητη τιμή. Προσέξτε την σχεδόν αόρατη τελεία μετά την υπογράμμιση. Έτσι, το αποτέλεσμα που
θέλαμε στην αρχή δίνεται από μία ελάχιστη τροποποίηση της αυθεντικής μορφής.
qlO[JC_ ·'Ύ_., Ζ_] :=u[x-, Υ, Ζ];
{ql0[a""b, cJ, qlO[a, cJ}
{u[a, b, c], u[a, 1, c]}
Υπάρχει ένας ακόμα τρόπος που τα προαιρετικά ορίσματα υφίστανται στο Mαthemαticα. Κάποιες
συναρτήσεις, όπως η Plot, μπορούν να λάβουν ονομαστικά προαιρετικά ορίσματα όπως το
AspectRatio 7 1. Με το να ενσωματώσουμε τέτοιες συναρτήσεις στους ορισμούς μας, μπορούμε να
χρησιμοποιήσουμε και αυτά τα ονομαστικά προαιρετικά ορίσματα επίσης. Θεωρήστε ένα παράδειγμα
του γραφήματος μιας συνάρτησης.
plotwithSin [fιmc_, '"ar_, opts ] : =
Plot[{Sin[TNJ.r], fιmc[τ,carJ}, {τ,car, 0,2 Pi}, opts I
PlotSt-l1e -> {RGBColor [Ι, σ, Ο], RGBColor [σ, σ, lJ}];




plotwithSi.n (Cos(2/'t] &, Χ, AspectRatio -> 1]:
Σε μια έκφραση της μορφής g[X_Ao_Ioteger, Ζ_], τα υποδείγματα ονομάζονται με τα σύμβολα Χ, ο και
Ζ, αλλά δεν υπάρχει όνομα για ολόκληρο το πλεγματικό υπόδειγμα x_Ao_Integer. Υπάρχει ένας τρόπος
να δώσουμε ονόματα σε τέτοια πλεγματικά υποδείγματα, έτσι ώστε αυτά να αναφέρονται απευθείας
στη δεξιά πλευρά. Η σύνταξη αποτελείται από ένα όνομα που ακολουθείται από άνω και κάτω τελεία
(:) που ακολουθείται από ένα πλεγματικό υπόδειγμα.
q11(eαpr : χ: Α y_Real, Ζ_] : = Ζ expr;
{qll[(a+b-2)AO.5, 2], qll[(a+b-2)"3, 2]}
1.2.4 Χρησιμοποιώντας Υποδείγματα σε Κανόνες
Τα υποδείγματα παίζουν έναν σημαντικό ρόλο τόσο στους καθολικούς όσο και στους τοπικούς
κανόνες.
1.2.1.4 Υποδείγματα σε Οικουμενικούς Κανόνες
Για παράδειγμα, είναι πολύ εύκολο να δώσουμε κανόνες επαναγραφής (rewrite rules) για την
παραγώγιση πολυωνύμων μιας μεταβλητής.
diff (Χ"_ A.D_., x_J : = .n χΑ (.D. - 1) ;
diff(a_ +0_, χ_] :=diff(a, χ) +diff(o, χ];
Προσέξτε την προεπιλεγμένη τιμή για το n στον πρώτο κανόνα. Δοκιμάστε την σε κάποιες τυπικές
συναρτήσεις.
{diff[y, 1], diff(z A2.1, Ζ), diff[uA2+v A3, u]}
r1 2 1 1..1 2 d' [! r 3 1 ,Ί" Ζ , U+~ [v,ull
Αλλά προσέξτεότι το dit'f' δεν γνωρίζει τί να κάνει με μια σταθερά επί Χ, ή απλώς μια σταθερά γι' αυτό
το λόγο, και δεν έχουμε εμφανή τρόπο ακόμα να το διδάξουμε τι πρέπει να γίνει.
{diff[3, χ], diff(3x, Χ]}
{dif![3,x], diff[3x, χ]}
Θα μπορούσαμενα δοκιμάσουμετο ακόλουθο: πρώτα, να δώσουμεέναν κανόναγια τα αποτελέσματα.
diff[d_ b_, χ] :=Ξidiff[b, Χ] + bdiff[d, Χ]
Χρησιμοποιώνταςαυτό για το αχ, δίνει
diff[a Χ, Χ]





























Το πρόγραμμα δεν γνωρίζει ότι το α υποτίθεται ότι είναι σταθερά, οπότε πρέπει να το δηλώσουμε αυτό
σαφώς, με έναν τελευταίο κανόνα.
diff[a, Χ] = ο;
Τότε αυτό δίνει την "ορθή" απάντηση.
diff[a Χ, Χ]
a
Εντούτοις, αυτό δεν είναι πολύ ικανοποιητικό. Θα θέλαμε κάποιο γενικό τρόπο να πούμε ότι το α δεν
είναι συνάρτηση του Χ. Η παράγραφος 1.2.5 παρακάτω θα συνεχίσει αυτή τη συζήτηση.
1.2.4.2 Υποδε(γματα σε Τοπικούς Κανόνες
Θα συναντήσουμε αυτό τον τύπο εφαρμσΥής αρκετά συχνά στα ακόλουθα Κεφάλαια. Στο επόμενο
παράδειγμα, δείχνουμε πώς να αλλάξουμε την εμφάνιση ενός μητρώου. Χρησιμοποιώντας το ΑπaΥ
για να κάνουμε ένα μητρώο από στοιχεία με δείκτες, κατόπιν χρησιμοποιούμε έναν τοπικό κανόνα για
να δείξουμε τους δείκτες σαν υποστίξεις.
Array [Χ, {3, 5}] /. x[i__ ] -> Xi. 11 l.fatri.xl'ona
(Χι,ι ΧΙ,Ζ Xt,2 ΧΙ,4 ΧΙ,5.]
Ι Χ:ι:,Ι Χ:ι:,:ι: Χ:ι:,; Χ:Ι:,4 Χ:Ι:,5
I.,xa,t Xa,2 Xa,2 Xa,4 Xa,5
όπου οι δύο συνεχόμενεςυΠσΥραμμίσειςδίπλα στο ί στην αριστερή πλευρά του κανόνα αναπαριστούν
ένα ή περισσότεραορίσματα.
Μπορούμε επίσης να χρησιμοποιήσουμε ταίριασμα υποδειγμάτων (pattem matching) για να
αντικαταστήσουμε τους συντελεστές διαφόρων όρων με όποιον τρόπο θέλουμε. Για παράδειγμα,
Clear[ fJ
1 1
eql =ηΝ [Ι] + η[Ι] r' [χο] + _ U[t]2 r"[χo] + _ η[Ι] :3 r (3) [Χο] == σ;
2 6
eq2 = eql /. _. η [ ΙJ ... b_. ->kb U [t] ... b
ktu[t] +k2U[t]Z+kau[t]a+u~[tJ==Q
Μερικές φορές μπορεί να λάβουμε, σε μια ανάλυση διακλάδωσης, ένα σύνολο δεδομένων, το οποίο
περιλαμβάνει ένα σύνολο από σημεία διακλάδωσης Xj και τις αντίστοιχες παραμέτρους ελέγχου
cpSearch και cpFΊX, τέτοιες όπως {{Χι, Χ2, Χ3, Χ4, cpSearch}, cpFix}. Αν θελήσουμε να αλλάξουμε
αυτές τις δύο παραμέτρους και τότε να χρησιμοποιήσουμετο ίδιο format δεδομένων όπως η αρχική
μας είσοδος (ίnput) σε ένα πρόγραμμα, έχουμε τουλάχιστον δύο επιλογές. Πρώτα, να τεμαχίσουμε τη
λίστα δεδομένων και μετά να τα συναθροίσουμε:
datal = {{ΧΙ, Χ2, Χ:3, Χ4, cpl}, cp2};
{Append[Drop[datal [[Ι]], -Ι], datal [[2] J], datal ([1, -1J])
{{Χι, Χ:ι:, xa, Χ4, cp2}, cpl}
Δεύτερον, απλά εφαρμόζουμε έναν τοπικό κανόνα χρησιμοποιώντας παραμέτρους στη λίστα
δεδομένωνσαν ένα σύνολο:


















1.2.5 Περιορίζοντας το Ταίριασμα Υποδειγμάτων με Συναρτήσεις Κριτηρίου
Ως τώρα, όλοι οι κανόνες που έχουμε θεωρήσει ήταν "ελεύθεροι γενικού πλαισίου" κανόνες
επαναγραφής. Όποτε το υπόδειγμα συνταιριάζεται, η επαναγραφή πραγματοποιείται. Μπορεί να
υπάρχει ένας περιορισμός στην κεφαλή της έκφρασης ταιριάσματος που περιλαμβάνεται στο
υπόδειγμα. Όμως, υπάρχουν επίσης εξαρτημένοι κανόνες αναγραφής, οι οποίοι εφαρμόζονται μόνο
όταν κάποια προ1>πόθεση ικανοποιείται. Πρώτα, πρέπει να συζητήσουμε τις συναρτήσεις κριτηρίου
(predicate functions) (συναρτήσεις που επιστρέφουν την τιμή Αληθές ή Ψευδές) στο Mαthe111fJticα
επειδή όλες οι προt>ποθέσεις πάντα θα εκφράζονται σε όρους αυτών. Όλες οι ενσωματωμένες

















Ειδικά αιτητικές (requesting) πληροφορίες για τη συνάρτησή μας δίνουν το μήνυμα χρησιμότητας.
?Odd]
OddQ[expr] qives Irue if expr i3 an odd inteqer, and False otherwise.
Οι συναρτήσειςκριτηρίου χρησιμοποιούνταιγια τον έλεγχο του ταιριάσματοςυποδειγμάτων. Γενικά,
εφαρμόζονται χρησιμοποιώντας/;, το οποίο είναι η ενθεματική μορφή του Condition. (condition
σημαίνει "όρος", "προt>πόθεση", "συνθήκη").
Fu1llΌna [ΗοΜ [χ / ; "1]]
!iold[Condition [Χ, Υ]]
Εντούτοις, η θέση της συνάρτησης κριτηρίου σε μια έκφραση της επιτρέπει να χρησιμοποιηθείκατά
διαφορετικούςτρόπους. Αν η συνάρτηση κριτηρίου τοποθετηθεί στο τέλος ενός ορισμού καθολικού
κανόνα, θα περιορίσει την εφαρμογή του κανόνα. Για παράδειγμα, μπορούμε να χρησιμοποιήσουμε
συναρτήσεις κριτηρίου για να επεκτείνουμε τον ορισμό μας της παραγώγισης στην υποπαράγραφο
1.2.4.1 για να χειριστούμε αυθαίρετα πολυώνυμα κατ' έναν πολύ φυσικό τρόπο, με το να προσθέσουμε
έναν μόνο κανόνα προt>πόθεσης.
Clear [diff]
Clear[diff]
diff [χ_ Α 11_. , χ_] : = .J1 χΑ (.π- 1) ;
diff [a_ + b_, χ_]:=ωη [α, χ] +ωη [Ω, χ] ;
diff [ii_ Ω_ι :,c_] : = 3.ωΗ [Ω ι :,r] + b ωΗ [α, χ] ;
diff[i1_, ;<c_] := 0/; !'reeQ[a, ;-ι-]































diff[a [χ} + b χ'" 2 + c, χ}
2bx+diff[a[x], xJ
Χρησιμοποιώντας rulel;Predicate περιορίζουμε τον κανόνα σε εκείνες τις καταστάσεις όπου η
συνάρτηση κριτηρίου εκτιμά (υπολογίζει) το Αληθές (True). Δηλαδή, σε αυτές τις εκφράσεις που
ανήκουν στον τύπο που δίνεται από τη συνάρτηση κριτηρίου. Ένας μη περιορισθείς κανόνας είναι ο
ίδιος με έναν εξαρτώμενο (από όρους) κανόνα όπου ο ισχυρισμός πάντα ισούται με True.
Αν μία συνάρτηση κριτηρίου εφαρμοστείαμέσως μετά από ένα υπόδειγμα, θα περιορίσειτο ταίριασμα
υποδείγματοςπαρά την εφαρμογήτου κανόνα. Για παράδειγμα,
facl[1} =1; fac1[1l_J :=11fac1[1l-1}
Αυτό θα δουλέψειτέλεια αν οι θετικοί ακέραιοιδοθούν ως ορίσματα.
fac1[5]
120
Όμως, αν ένας άλλος ισχυρισμόςδοθεί, τότε θα υπάρξειδυσάρεστηαποτυχία.
{facl[ - 3], facl [endless]};
$RecurgionLimi.t :::ecl:im: Recurgion depthof 256 exceeded
$'aecursionLimi.t:reclim: Recurgiondepth of 256 exceeded
$ RecurgionLimit :reclim: Recursi.on depth Qf :;: 56 exceeded
Genera.]: : stΌΡ :
Fur'ther Qutput ο! $P.ecursionLi.mi. t :recli.m wi11 be 3uppre3sedduring 'this c:a1culation
Ένα πολύ μεγάλο μέρος του εξαγόμενου (output) συγκαλύπτεται. Αυτό που συμβαίνει, φυσικά, σε
αυτές τις περιπτώσεις είναι ότι η τιμή 1 ποτέ δεν αντιμετωπίζεται ως όρισμα, οπότε η συνάρτηση
συνεχίζει να ανακαλεί τον εαυτό της αναδρομικά μέχρι φτάσει στο ενσωματωμένο όριο αναδρομής.
Αυτή η κακή συμπεριφορά μπορεί να διορθωθεί χρησιμοποιώντας έναν εξαρτημένο κανόνα.
fac2 [1] = 1; fac2 [11,-} : =11 fac2 [11 - 1} !; 11 > 1;
{fac2 [5], fac2 [- 2], fac2 [somethinq]}
{120, fac2[-2], fac2[3cmeτhinqJ}
Μπορεί επίσης κανείς να χρησιμοποιήσειτη μορφή _?Predicate, η οποία περιορίζει το υπόδειγμα σε
κάτι για το οποίο το υπόδειγμα εκτιμά το Αληθές.
fac3 [1} = 1; fac3 [n_ ? Positive} : = 11 fac3 [11. - 11 ;
fac4 [1 J = 1; fac4 [11_ Ι; Positive [11} 1 : =.n fac4 [11- 1] ;
{fac3[5], fac3[-2], fac4[5] , rac4[-2}}
[120, fac3 [-2J, 12Ο, fac4 [-2 J}
Στο n_ ?Positive, η Positive (Θετική) είναι μια καθαρή συνάρτηση, ενώ στη μορφή που χρησιμοποιεί
το Ι;, η προϋπόθεση είναι η τιμή του κατηγορήματος για το όνομα του υποδείγματος. Σε κάθε
περίπτωση, το Positive ή Positive[n] είναι ένα θετικό τεστ με την έννοια ότι το υπόδειγμα ταιριάζεται
και ο κανόνας εφαρμόζεται μόνο αν ο έλεγχος (τεστ) πετύχει. Τώρα δοκιμάζεται το fac4 σε έναν
πραγματικό αριθμό και βλέπουμε τί συμβαίνει.
fac4[3.6]
3.9856 fac4C-O.4]
Αυτός ο κανόνας εφαρμόζεται μέχρι η αρνητική τιμή -0.4 να επιτευχθεί, όπου η προϋπόθεση




πραγματικό πρόβλημα είναι ότι απλώς θέλουμε η συνάρτηση να εφαρμοστεί στους ακεραίους. Αλλά ο
επιπλέον περιορισμός μπορεί εύκολα να προστεθεί.
fac5[1} = 1; fac5[.n_Integer1Positive] :=llfac5[.n-l};
{fac5 (5), fac5 [3. 6}, fac5[ -2}}
{120, !ac5[3.6J, fac5[-2]}
Το κατηγόρημαπου εμφανίζεται μετά το Ι; ή το ? μπορεί επίσης να είναι μία καθορισμένη από τον
χρήστη (user defined) έκφραση.
test[x_Integer 1 «11 > 2) &}} := Χ"+ 1
{test[l}, test[2}, test[3}, test[4}, test[5})
{test[l], test[2}, 4, 5, 6}
Η μορφή? Predicate μπορεί μόνο να χρησιμοποιηθείμετά από απλές εγκοπές (slots), σJJ..ά η μορφή
1;Predίcate μπορεί να χρησιμοποιηθεί μετά από κάθε υπόδειγμα, απλό ή πλεγματικό (σύνθετο). Για
παράδειγμα,
Ω[ίi_, D_}/; EvenQ[.il+ bJ := a"'D;
fl[d_, D_I /; Odd(][d+b} := a '" (-b);
{f1[1, 3}, n[2, 3J, n[3, 3})
r 1 }il, -,27
L 8
Τα κατηγορήματα επίσης παίζουν ένα σημαντικό ρόλο στο χειρισμό των λιστών.
select [Ranqe [ - 5, 5J , Positive ]
{l, 2, 3, 4, 5}
Cases[Ranqe[-5, 5}, _ ?Positive)
{l, 2, 3, 4, 5}
Cases[Ranqe[-5, 5), d_/; a>O)
{l, 2, 3,4, 5}
Υπάρχειεπίσης μια άλλη μορφή του Cases (case : περίπτωση) στην οποία μια λειτουργία εφαρμόζεται
στις εισόδους που επιλέγονται.
Cases [Ranqe [- 5, 5), {d_ Ι; a > Ο} : > Sqrt [α})
Το ακόλουθο παράδειγμα ήταν η ερώτηση του 1992 στον διαγωνισμό προγραμματισμού του
Mαthemαticα. Το πρόβλημα ήταν να γραφεί μια συνάρτηση με το όνομα maxima η οποία αρχίζει με
μια λίστα από αριθμούς και δομεί μια υπολίστα των αριθμών των μεγαλύτερων από όλους τους
προηγούμενους της δοθείσας λίστας. Για παράδειγμα, η 111jΙΧίΙΠjΙ[{3, 6, 4, 2, 8, 7, 9}) θα πρέπει να
επιστρέφει το {3, 6, 8, 9}. Η λύση περιελάμβανε ένα υπόδειγμα με μια προυπόθεση σε έναν τοπικό
κανόνα.
maxi.ma[{3, 6, 4,2,8,7, 9)}
~3, 6, Β, 9}



























Δοθείσας μιας έκφρασης expr που εμπλέκει μια μεταβλητή Χ, μπορούμε να θεωρήσουμε την expr ότι
περιγράφει μια συνάρτηση με το χ να είναι το όρισμα (μεταβλητή). Αν χρειαστεί να αναφερθούμε σε
αυτή τη συνάρτηση ονομαστικά, μπορούμε είτε να ορίσουμε έναν κανόνα για την f στη μορφήΛΧ_]: =
expr ή να χρησιμοποιήσουμε το αντικείμενο Function[x, expr). Είτε το f είτε το Function[x, expr]
είναι ένα όνομα γι' αυτή τη συνάρτηση,και μπορούμενα χρησιμοποιούμεκαι τα δύο εναλλακτικά. Για
να τα εφαρμόσουμεσε ένα όρισμα, γράφουμε f[αrg] κατά το γνωστό τρόπο ή κατά την αποκαλούμενη
μορφή καθαρής συνάρτησηςFunction[x, expr][arg].
f[X'_] := Ι+τ2
q =Function [χι Ι + χΑ 2];
{Ι[2] ι q[2]}
{5, 5}
Το όνοματου τυπικού ορίσματος(τυπικής μεταβλητής)σε μια καθαρή συνάρτησηδεν έχει σημασία. Η
Function[x, χΛ2] είναι η ίδια με τη Function[y, ΥΛ2]. Αυτό φαίνεται εύκολα αν εφαρμοστείμια τέτοια
συνάρτησησε ένα όρισμα, το αποτέλεσμαείναι το ίδιο και στις δύο περιπτώσεις.
{Fαnction[x, τ2] [a] ι Function{y, Υ Α 2] [a] ι Sin[a]}
{a2 , a2 , Sin[aJ}
Σημειωτέονότι η Sin και όλες οι ενσωματωμένεςσυναρτήσεις,είναι καθαρές συναρτήσεις. Επειδή τα
ονόματα των μεταβλητών σε μια καθαρή συνάρτηση δεν έχουν σημασία, το Mαthemαticα δηλώνει
αυτές τις μεταβλητές με σύμβολα. Τα σύμβολα #1, #2,. .. χρησιμοποιούνται για την πρώτη,
δεύτερη, ... μεταβλητή. Η εσωτερική μορφή του #ί είναι Slot[i]. Αν χρησιμοποιήσουμε αυτές τις
μορφές, τότε δεν δίνουμε τα ορίσματα της Function[ ) με σκοπό να κατονομάσουμε τις μεταβλητές.
Έτσι, αντί του Function[x, χΛ2] απλά γράφουμε Functίοn[#IΛ2]. Μία βολική συντόμευση του #1
είναι το #, οπότε μπορούμε να απλοποιήσουμε το παράδειγμά μας λίγο ακόμα και να γράψουμε
Functίοn[#Λ2]. Τελικά, υπάρχει ένας μεταθεματικός τελεστής & για το Function. Δηλαδή, το νόημα
body& είναι το ίδιο με το Function[body]. Χρησιμοποιώντας αυτό τον τελεστή, φτάνουμε στη
βραχύτερη μορφή #Λ2& που το παράδειγμά μας μπορεί να πάρει. Έχουμε χρησιμοποιήσει αυτή την
μορφή αρκετά συχνά στην παρούσα εργασία. Ας δούμε την εσωτερική μορφή αυτής της σύντομης
μορφής μιας καθαρής συνάρτησης.
Ful.ΗΌπa[ ,ι; Α 2 ']
Function [Power [Slot [1] ι 2]]
Ο τελεστής& έχει πολύ χαμηλή προτεραιότητα, μόλις πάνω από την ανατεθείσα εργασία. Επομένως,
το χ= body& γίνεται κατανοητό ως χ = Function[body], αλλά το χ ~ body & ερμηνεύεται ως
Function[x ~ body]. Αν θέλουμε η δεξιά πλευρά του κανόνα να είναι καθαρή συνάρτηση,
χρησιμοποιούμε το χ ~ (body &). Προσοχή στο χ ~ (body) &. Μια άλλη περίπτωση όπου η χαμηλή
προτεραιότητα των καθαρών συναρτήσεων απαιτεί τη χρήση παρενθέσεων είναι σε ισχυρισμούς για
υποδείγματα:χ_?bοdΥ& δεν είναι το ίδιο με το x_?(body&). Το δεύτερο είναι συνήθως σωστό.
1+ 11+ ;;Α2 '[3]
13
Η όλη έκφραση στα αριστερά του & είναι μέρος του σώματος (body) της καθαρής συνάρτησης. Δεν




h[a) Ι. h-> (ΠΛ 2 &)
Παρενθέσεις γύρω από την καθαρή συνάρτηση χρειάζονται εδώ. Αλλιώς, ο όλος κανόνας θα
θεωρούνταν μέρος του σώματος της συνάρτησης.
Καθαρές συναρτήσεις γραμμένες στη μορφή με τα # και &, είναι πολύ ακριβείς και χρήσιμες, ειδικά,
στις συναρτησιακές λειτουργίες, όπωςMap, Apply, Thread, και σε επαναληπτικέςσυναρτήσεις,όπως
η FoldLίst. Για παράδειγμα,
eql=<h.tu[X, t)/a-+u[x, t} ==l'[x]Ja
U(O.2) [Χ, t] F[x]
U[X, t] ... ------ == ----.-
a a
C1ear [lhs2]
eq2 = lhs2 == rhs2;
eq3 = lhs3 == rhs3;
Μπορούμε να πολλαπλασιάσουμεκαι τις δύο πλευρές του eql με το α και να κάνουμε χρήση του
Thread, και να λάβουμε:
eql JΙ Thread [a 11, Equal] "11 ExpandAll
a U[X. t] ... U(G.2) [Χ, t] == F[x]
Επιπλέον, μπορούμενα προσθέσουμετο eq2 στο C(13 ως εξής
eq2 -+ eq3 11 Thread [11, Equal) "
lhs2 ... lhs3 == rhs2 ... rhs3
1.2.7 Μaρ και Apply
Στο Mathemαtica, δύο σημαντικές εντολές που λαμβάνουν συναρτήσεις ως ορίσματα είναι οι Map[ ]
και Apply[ ]. Οι διάφορες εκδοχές της Map δρουν στα ορίσματα μιας έκφρασης, ενώ η Apply δρα
μόνο στην κεφαλή της.
1.2.7.1 Απεικονίζοντας Συναρτήσεις σε Εκφράσεις
Η λειτουργία Map[f, list] ή σε προθεματική μορφή f /@ list εφαρμόζει τη συνάρτηση f σε κάθε
στοιχείο της λίστας list. Το δεύτερο όρισμα της Map[ ] δεν χρειάζεται να είναι λίστα. όμως. Μπορεί να
είναι κάθε έκφραση της μορφής h[et,e2, ... en]. Το αποτέλεσμα της αντιστοίχισης (mapping) είναι η
έκφραση h[f[et], f[e2], ... f[en]].
C1ear[ f)
{lgp[f, a ... b+c), ,t;Λ2 ,,/@ {l, 2, 3}}
-[ f [a] ... f [b] ... f [c ], {l, 4, 9)-)-
Το Map[t", expr, levelspec] έχει ένα προαιρετικό τρίτο όρισμα που εξειδικεύει τα επίπεδα στα οποία θα
απεικονίσει. Το προεπιλεγμένο επίπεδο (default level) είναι { Ι }, δηλαδή, στα στοιχεία του expr. Σε ένα
μητρώο, οι είσοδοι είναι στο επίπεδο 2 «υπάρχουν δύο επίπεδα λιστών). Αν θέλουμε να





























exprl, = {{~,~, ~,:z}, {a2,~, a:z,:z}};
1βρ[entry, exprl, {2}] //l4atrixlΌnι
(' entry [a1,1J entry [a1',:<] 'j
, entry [a2,1J entry [a2,2J
Αυτή είναι μια πολύ ισχυρή διευκόλυνση και είναι ένα από τα κύρια εργαλεία για το χειρισμό
εκφράσεων. Ο σκοπός των λειτουργιών που βασίζονται στη Map είναι να γίνει δυνατό να
πραγματοποιείται χειρισμός των λιστών σαν ολότητα. Για παράδειγμα, ένας πραγματικά φτωχός
τρόποςνα υψώσουμεστο τετράγωνοτις εισόδουςσε μια λίστα, είναι ως ακολούθως:
listl = {a, b, c};
Table[list1 [[i]] λ2, (i, Lenqth [list1] ) J
[a2 b 2 c2}l ' ,
Ο όρος Iistl[[i]] καταλύει την αυθεντική λίστα με το να αποσπά τα τμήματά της, ένα τη φορά, Λ2
τετράγωνα τη φορά, και μετά το Table επαναφέρει τα τμήματα σε μια νέα λίστα. Η Map, εντούτοις,
μας επιτρέπει να χειριστούμε τις μαθηματικές δομές σαν ολότητες, οπότε δεν τις καταλύουμε και
επαναδημιουργούμε.
Η Map[ ] πάντα αντιστοιχίζει τη συνάρτηση σε όλα τα στοιχεία των δοθέντων επιπέδων. Η εντολή
MapAt(f, expr, postlist] επιτρέπει την εφαρμογή μιας συνάρτησης σε επιλεκτικές θέσεις.
14a~t[G, ab+cd+ef, {2, 1}]
a b -+- e f -+- d G[c}
expr2 = a + b f a + c bp [a + 1]
b
a -+- - -+- cE1+a
a
Αν θέλουμε να απεικονίσουμε μια συνάρτηση f σε όλες τις εμφανίσεις του α, πρώτα βρίσκουμε όλες
τις εμφανίσεις του α στην έκφρασή μας.
Position [expr2, aJ
[{l}, {2, 1, 1}, {3, 2, 2, 2}}
Αυτή η λίστα των θέσεων είναι σε ορθή μορφή για το MapAt και μπορεί να χρησιμοποιηθεί
απευθείας.
1β~Ι [ f, expr2 ι 'tJ
cE1+f [a] ... ~.~ ... fra"j
f[aJ •
Αυτό το συγκεκριμένο παράδειγμα θα μπορούσε να είχε γίνει πιο απλό με έναν κανόνα
αντικατάστασης.
expr2 Ι. a -> f[a}
CE1~f[a] ... ,._::._ ... fral
f[aJ ..
Σε κάποιες εφαρμογές,η συνάρτησηπου θα εφαρμοστείσε ένα στοιχείο e; μπορεί να εξαρτάται από τη
θέση του ί. Η λειτουργία MapIndexed(f, { e/,e2, ... ell }] συμπεριφέρεταιουσιαστικά σαν τη Map[ ],




l.faplnd.exed [1 + "Λ2 " {a, b, c, dTJ
1.fapIndexed[1+lf A 2 &, {{a, b}, {c, d}}, {2}]
{{1 + a2 , 1+ b2 }, {1 + c2, 1 + d2} }
Επομένως, η συνάρτηση που aντιστοιχίζεται πρέπει να είναι μια συνάρτηση 2 ορισμάτων. Το δεύτερο
όρισμα είναι μια θέση που μπορεί να χρησιμοποιηθεί για να τροποποιηθεί η λειτουργία που
επιτελέστηκε στο πρώτο όρισμα.
l.fapIndexed [R! Λ l'irst [.ff2] &, {a, b, c, d, e}]
1.2.7.2 Apply
Ο κανόναςApply[h, expr] ή h @@ expr αντικαθιστάτην κεφαλή του expr με το h.
a + b + C / / !Ί11.l!'οrιιι
Plus [a, b, c]
Αντικαθιστώνταςτην κεφαλή Plus από την Times, παίρνουμε το προϊόν τριών όρων στο άθροισμα
από πάνω.
{Apply [Ti.Dιes, a + b + c] , Ti.Dιes Μ (a + b + c)}
{abc, abc}
Με ένα τρίτο όρισμα, η Apply[h, expr, levelspec] αντικαθιστά κεφαλές στα τμήματα του expr που
περιγράφονταιαπό το levelspec από το h.
Apply[b, {{a[1, 1], <ι[1, 2]}, {a[2, 1J, <ι[2, 2J}}, {2}]
{{b[1, 1], b[1, 2]}, {bf 2, 1] , bf2, 2] }}
Αυτός ο απλός ορισμός βρίσκει το μέσο όρο από μια λίστα αριθμών:
averaqe [Listl_List] : =ΆΡΡIΥ [Plus, Listl] / Lenqth [Listl]




Σημειωτέον ότι ο υπολογισμός του μέσου όρου μιας λίστας με αυτό τον τρόπο, δεν απαιτεί do-loops ή
γνώση του μήκους της λίστας. Η Apply συχνά χρησιμοποιείταιαν κανείς θέλει πρώτανα προετοιμάσει
έναν αριθμό από συστατικάκαι μετά να εφαρμόσεικάποια λειτουργίασε αυτά. Τα συστατικάμπορούν
να κρατηθούν σε μια λίστα μέχρι να είναι έτοιμα και μετά η κεφαλή της λίστας μετατρέπεται στην
κατάλληληλειτουργίαμε τη χρήση του Apply.
Για να παράξουμε πιο ακριβείς σημειογραφίες για τα εξαγόμενα που θα υπάρξουν στα επόμενα
κεφάλαια, μπορούμε να εισάγουμε την dίsρlaΥRule για να ικανοποιήσουμε τις ανάγκες μας. Για
παράδειγμα,
output =u~z,o ,Ο) [Το, τι, Τ2] +,.2. 1.12 [Το, Τ1, Τ2] == 2 ui1,1, Ο) [Το, Τ1, Τ2 ] - δ 1.11 [Τ~ ι Τ1 ι Τ2] 2;
digΡΙaΊRuΙe =
(Derivative [d.] [1.1"-_] [__ Ι ::> Sequence!'orιa[TiJιιeS @@ MapIndexed [D~[[1]]_1 "ι (a}] ι α~] ι




























1.2.8 Nest και Fold
Η Nest και οι σχετικές λειτουργίες της NestList και FixedPoint εφαρμόζουν μια συνάρτηση στο
όρισμά της πολλές φορές. Η Nest[function, Χ, n] εφαρμόζει τη function στο Χ και επαναλαμβάνει την
εφαρμογή n φορές.
l1'est[ (1 + /η2 &ι ΧΙ 3]
!, ~'21 2
,1+ 11+ (l+Χ)"1)!. .1
l1'estList[ (1 +,ιη2 " Χ, 3]
{Χ, (1+χ)2, (1+ (1+χ)2)2, (1+ (1+ (1+χ)2)2)2}
Να ένα παράδειγμαπου παράγειένα απλό συνεχόμενοκλάσμα.
l1'est[1Ι (1+ ,11) &, a, 3]
1
Μια λειτουργία που σχετίζεται στενά με τη Nest, είναι η FΊXedPoint, η οποία "φωλιάζει" (nests) τη
λειτουργία της μέχρι να μην υπάρχει αλλαγή. Για παράδειγμα, όλοι γνωρίζουν τι συμβαίνει αν το
κλειδί Cos σε ένα κομπιουτεράκι τσέπης πατηθεί επαναληπτικά. Βασικά, το FixedPoint είναι ο,τι
συμβαίνει αν αυτό πατιέταιγια πάντα.
{l1'est[Cos, 0.3,5], l1'est[Cos, 0.3, 10], l'ixedPoint[Cos, 0.3}}
{0.784436, 0.732698, 0.739085}
Στην πραγματικότητα,το FixedPoint σταματά αφότου η ακρίβεια της μηχανής επιτευχθεΙ Μπορούμε
να χρησιμοποιήσουμετην επιλογή SameTest για να έχουμε κάποιον έλεγχο επί του FΊXedPoint.
fiΣedPoint[Cos, 0.3, SameTest -> (Abs ['1- '2] < 10" -5 &) 1
0.739089
Το δεύτερο ζευγάρισυναρτήσεων,Fold και FoldList, κάνει κάτι παρόμοιο με τη Nest και τη NestList,
αλλά για συναρτήσεις δύο μεταβλητών.
Fo1d[f, u, {Χ, '1, Ζ}]
f[f[f[u, χ], Υ], Ζ}
Fo1dList (f, u, {Χ, "Ι, Ζ}]




ΚΕΦΑΛΑΙΟ 2 - Η ΕΞΙΣΩΣΗ DUFFING
2.1 Ηεξίσωση Duffίng
Οι ελεύθερες ταλαντώσεις πολλών συντηρητικών συστημάτων που έχουν έναν μόνο βαθμό
ελευθερίας, διέπονται από μια εξίσωση της μορφής:
eq21a= x"'[t] + f[x[t]] == ο;
όπου η Ιείναι μια μη γραμμική συνάρτηση του x[t]. Εδώ, η χ"{tJείναι η επιτάχυνση του συστήματος,
ενώ η .f[χ[t]]είναι η δύναμηεπαναφοράς. Έστω ότιη θέση χ = χοείναι σημείο ισορροπίας του
συστήματος. Τότε η χο είναι μια σταθερά και άραΠχο] = Ο. Με σκοπό το Mathematicaνa ερμηνεύσει
τη χο ως σταθερά, χρειάζεται να το συμβολίσουμε. Διαφορετικά, αν αντικαταστήσουμε το χμε μια
έκφραση g[tJ, το Μathematίcaθα αντικαταστήσει το χο με το g[tJsub Ο και δεν θα το μεταχειριστεί σαν
σταθερά. Για παράδειγμα, αντικαθιστώντας το χμε το Sin[t] στην έκφραση χ2 + ΧΟ , δίνει:






Ξεκάθαρα, το χο μεταχειρίζεται σαν μια μεταβλητή με υπόστιξη Ο, το οποίο είναι λάθος. Επομένως,
χρειάζεται να συμβολίσουμε το χο ως :
Symbolize [Χα.] ;
Τότε, το Μathematίcaαντιμετωπίζει την συμβολιζόμενη έκφραση χο σαν σταθερά. Ακολούθως,
αντικαθιστώντας το χμε το Sin[t] στην έκφραση χ2 + Χο, προκύπτει:




το οποίο είναι σωστό.
Μετά, υποθέτουμε ότι ηΙείναι μια αναλυτική συνάρτηση του χστο χ = χο και την αναπτύσσουμε σε μια
σειρά ΤaΥΙοrγύρω από ΤΟΧο ως








Χ: t: - Χα 3 .,. ο: Χ: t: _Χα: 4
_. . ... _, . .. 1
: ~,Xπ 1 .... '-Χα .... χ ~ t ~ : ~ Χα ~ - ~
οι:::.
Αντικαθιστώντας την [ροlΥγια την .f[χ[t}]και χρησιμοποιώντας την εξίσωση ισορροπίας .f[xoJ
παίρνουμε
telllp= eq21a/. {f[x[t]] -,. [1"}oly} /. [[xc] ->0
:: : Χα: - ::: Χα : Χ : t: - Χα
όπου οι όροι έως την κυβική διατηρούνται. Χρησιμοποιώντας το Νοrmalγια να περικόψουμε τους
υψηλότερης τάξης όρους από το fcxp, έχουμε
fpolJ = fexp / / lionnal
Τώρα, εισάγουμε τον μετασχηματισμόx[tJ 7χο + ιι[tJστο Ιcιηργια να λάβουμε την τελική μορφή της
εξίσωσης που θα χρησιμοποιηθεί στην επακόλουθη ανάλυση. Για να το πετύχουμε αυτό, χρειάζεται να
εκφράσουμε αυτό το μετασχηματισμό σε μια μορφή καθαρής συνάρτησης όπως η χ-7 (Χο + 11[#J &).






του ll[ι]εκτός αν καθορίσουμε σαφώς τους κανόνες γι' αυτές τις παραγώγους. Δηλαδή, δεν θα
αντικαταστήσει τη χ'[ι]με την u'[t]και την χ "{ι]με τη u"{t]με το να αντικαταστήσει απλώς το X[t] ~α
+ u[t]. Επιπλέον, δεν θα αντικαταστήσει τη χ[ρ]με τη Χα + u[p], όπως ήταν επιθυμητό. Για να δούμε
τη διαφορά ανάμεσα σε αυτούς τους δύο μετασχηματισμούς, συγκρίνουμε τους ακόλουθους δύο
ισχυρισμούς:
{x[t] , χ[ρ] • χ' [t], χ"" [t]} Ι. x[t] -> Χα + '-l[t]
{x[t] , χ[ρ], x[a, b] , Υ [t] , χ' [t], χ'" [tJ} ;'. χ -> (Χα + u[';::] &)
Σημειώνουμε ότι η μορφή καθαρής συνάρτησης μπορεί να χρησιμοποιηθείγια οποιαδήποτε έκφραση
με την κεφαλή Χ, ειδικά για τις παραγώγους. Επομένως, εισάγουμε αυτό το μετασχηματισμό της
μορφής καθαρήςσυνάρτησηςσε tenφκαιπαίρνουμε:
ecf21b= temp/. χ-> (xc+u[;::t] &)





Συσχετίζουμε το kh με τις παραγώγους της συνάρτησης Πχ]χρησιμοποιώντας την ενσωματωμένη
συνάρτηση Casesως :
Cases [eq21b, a_, 1,l[t]i:- -> μ,,, -> a}, {2}] // Flatten
Το μεγαλύτερο μέρος αυτού του Κεφαλαίου αφιερώνεται στην ειδική περίπτωση των κυβικών μη­
γραμμικοτήτων.Έτσι, θέτουμε τον συντελεστή του δευτεροβάθμιουόρου στο cιl21cίσο με το μηδέν
και παίρνουμε:
eCI21d = eq21c /. Κ;: -.> Ο
η οποία αποκαλείταιεξίσωση Duffing(χωρίςαπόσβεση, χωρίς όρο εξαναγκασμού).Επισημαίνουμεότι
τα kικαι k3 μπορεί να είναι θετικά ή αρνητικά.
Είναι μια καλή εξάσκηση να αδιαστασιοποιήσουμε τις κυρίαρχες εξισώσεις προτού τις
μεταχειριστούμε με μεθόδους διαταραχής (perturbatioηmethods). Γι' αυτό το λόγο, αδιαστατοποιούμε
το uκαι το !χρησιμοποιώντας ένα χαρακτηριστικό μήκος υκαι έναν χαρακτηριστικό χρόνο Τ της
κίνησης και δηλώνουμε τις αδιάστατες μεταβλητές με έναν αστερίσκο. Στην αδιάσταστη μορφή, το
('(121 dγίνεται :
eC121e = eCj21cl '/. '.ι -.> (Ό 1.1~ [';:: ;' Τ] &);', t -:,. r t'
, , Τ} u' 't;"
ιτ ΚΙ α'"' ~'t": - n>:i K~ u., ~t":'; - ----- =::;: σ
Μετά, πολλαπλασιάζουμε την αριστερή πλευρά του cη2 Ι ι! με το τ"lυέτσι ώστε ο συντελεστής του
u*"[t*]va είναι μονάδα. Άρα:
eq21f= (e(I21e[[1]] r/u //E.xpand) ==0
Διαλέγουμε το Τ έτσι ώστε η γραμμική φυσική συχνότητα του συστήματος είναι μονάδα. Δηλαδή,
, ,
λέμε kJ τ" = 1, για ευκολία σημειογραφίας, λέμε € = k3 Τ· U~ , ρίχνουμε τον αστερίσκο, και
ξαναγράφουμετηνeq2lfως:
D1.1ffingEq =eq21 f /' {kt r -> 1, Χ:; r τf -> e} /. a.nyt1:..::..::g_ • - > anything
1.1[t[ -:: 1.1[t:·,. 1.1' [t: == Ο









για μικρά αλλά πεπερασμένα ε.
Για να λύσουμε την \)lιtΊϊngΕι], την συσχετίζουμε με τις αρχικές συνθήκες
ic = {α[Ο] == πΟ, u' [Ο] == vO}:
Η λύση υτου προβλήματος αρχικών τιμών (IΥΡ), αποτελούμενη από την [)lιt1ϊngΕΙ1και τις
σχετιζόμενες αρχικές συνθήκεςίc, είναι μια συνάρτηση της ανεξάρτητης μεταβλητής tκαι της
παραμέτρουε. Μετά, καθορίζουμεμια προσέγγισητου ΙΥΡγια την ασθενή μη-γραμμικότητα.Δηλαδή,




Πρώτα, θέτουμε το ε ίσο με το μηδέν στην l)ut'fingΕιι συμπληρώνουμε το αποτέλεσμα με τις αρχικές
συνθήκες χρησιμοποιώντας την εντολή του MathematicaJoin, και λαμβάνουμετο ακόλουθο γραμμικό
ΙΥΡ:
linearrJP = ιJοin[{DιιfΠngΕq 'ι. e -> ο}, icJ
[1.1[t: - 1.1' [t[ == ο, 1.1[Ο[ == 1.10, U' [Ο: == vO;
Η λύση αυτού του γραμμικού ΙΥΡμπορεί να ληφθεί με το κάνουμε χρήση της εντολής του
MathematicaI>Solve, Το αποτέλεσμα είναι
linearSol = DSolve[linearr·/p. "-l[t] , '=] [[lJ]
Όταν το ε είναι μικρό αλλά διάφορο του μηδενός, η λύση του μη-γραμμικού προβλήματος αρχικών
τιμών δεν δίνεται πια από την LirιearSol, αλλά αποκλίνει από αυτήν. Δοκιμάζουμεμια διόρθωση στη
μορφή μιας δυναμοσειράςστο ε, δηλαδή αναπτύσσουμετο u[t]σε μια δυναμοσειρά(powerseries) στο
ε ως εξής:
1..ιExpR1.1le [ ;;;Ξ'.:;';:Ι~ :':j" :'_,] : = 1.1 - > (Su:m [e: 1.10 [ .:::], {l. Ο, r.aXJ:.T,je:'}]iΣ)
όπου uιι[t]είναιη λύση του γραμμικούπροβλήματος.Για παράδειγμα,στην πρώτη τάξη, έχουμε:
1.l[t] /. ιιΕ.--φR1.1Ιe[1]















και στην πέμπτη τάξη έχουμε:
'_t[t] /. ,-ιExpRule[5]
Μετά, περιορίζουμε τη συζήτησή μας στην πρώτη τάξη. Δηλαδή, κρατούμε δύο όρους στη
δυναμοσειρά. Έτσι, εφαρμόζουμε τον κανόνα uΕ~φΗulc[1!στην l)ulTingEII, αναπτύσσουμε το
αποτέλεσμα,καιλαμβάνουμε
eCIEps =CoefficientList[e<I22a[ [1J], ε] == 0// Thread
Εφόσον κρατάμε μόνο όρους μέχρι το Ο(ε) στην ανάπτυξη του U[t}, χρειάζεται να παραλείψουμε
όρους τάξης μεγαλύτερης του ε στην Ct122ntcIllpyta συνέπεια. Για να το επιτύχουμε αυτό,
χρησιμοποιούμε τον κανόνα f>:!'ci .... Ο για να παραμερίσουμε όρους τάξης μεγαλύτερης του εk, και
λαμβάνουμε
ecr22a = eCI22atemp ./. ε~'-' ""Ι -> Ο
Θέτοντας τους συντελεστές των παρόμοιων δυνάμεων του ε στηνcιl22,lίσουςμε Ο, λαμβάνουμε την
ακόλουθη ιεραρχίαγραμμικώνεξισώσεων:
ecrEps = CoefficientList[ecI22a[ [1]] , ε] == 0// Thread
η οποία χρειάζεταινα λυθεί διαδοχικά. Δηλαδή, πρώτα λύνουμε την πρώτη εξίσωση των t'<IEpsyta να
λάβουμε το uO[t}, και κατόπιν αντικαθιστούμε το αποτέλεσμα στη 2η εξίσωση των cIIEps για να
αποκτήσουμε μια γραμμική μη ομογενή εξίσωση, η οποία μπορεί να λυθεί ως προς uJ[t).
Η γενική λύση του μηδενικής τάξης προβλήματος (CIIEIJS[[I]]) μπορεί να εκφραστεί σε Καρτεσιανή
μορφή ως:
DSolve[ecrEps[[l]], HI1[t] , t] [[1]]
Εναλλακτικά, μπορούμε να εκφράσουμε τη λύση του μηδενικής τάξης προβλήματος στην πολική
μορφή uο[t}~οCοs[t+βο}με το να προσθέσουμεδύο κατάλληλες αρχικές συνθήκες στο cIJEJJs[[l]]
ως εξής:
5010" DSo1ve[ {eCIEps [[1]] • Uc [Ο] "" ao Cos [Βο] , '.10 [Ο] "" -ao Sin[ Βο]}, '-Jc ι:] , ':] [[1]] ,/1 Si.mplify
όπου αοκαι βο είναι αυθαίρετες σταθερές. Επειδή η cιιEfJs[[ 1]] αναπαριστά έναν γραμμικό ταλαντωτή
χωρίς απόσβεση, μπορεί κανείς να γράψει τη γενική της λύση είτε σε Καρτεσιανή είτε σε πολική
μορφή χωρίς να χρησιμοποιήσει την εντολή του MαthemαticαDSolve.
Αντικαθιστώντας για uο[t}στην πρώτης τάξης εξίσωση (I;(iE!}s([2]]) και προσδιορίζοντας τη γενική
λύση της παραγόμενης εξίσωσης για l//[t}, λαμβάνουμε:
3011temp =DSo1ve[eqEp3 [[2]] /. 3010, Ul[t] , τ,] [[1]] // Simplify
Σημειωτέονότι το ομογενές τμήμα της "οllιεηφαποτελείταιαπό τους όρους που εμπλέκουντα C[iJ (η
συνήθης περίπτωση) και το COS[t + PoJ (που λαμβάνονται από την DSοlνeσε αυτή την περίπτωση).
Έτσι, τους αντικαθιστούμε με το ajCOS[t+PlJ και ξαναγράφουμε "οl!ιcιηρως εξής:
5011=Ul[t] ... (sol1temp[[l. 2]] ,Ι. {C[_] ->0. Cos[t+_] ->Ο}) +a1Cos[t+ βι]
Συνδυάζονταςτις λύσεις των μηδενικής και των πρώτης τάξης προβλημάτων, λαμβάνουμετη γενική
λύση της [)ufTingEc!, ως εξής:
sol = u [t] == (u [t] /. uExpRule [1] / . so10 ,ο'. sol1)
1
u:t: ==Cos:t·;30J Ξ:α ... ε ::;::;- ΓCcs:3 t ... 3c: J -12t.5in[t-ocJ a~-Ccs[t-β1[aι
, .,,'"
όπου αο, αι, Ρο και Ρι είναι αυθαίρετες σταθερές.
Ξεκινήσαμε με μια δεύτερης τάξης εξίσωση η οποία μπορεί να υποστηρίξει δυο αρχικές συνθήκες,
αλλά μοιάζει να καταλήξαμε με τέσσερεις αυθαίρετες σταθερές. Αποδεικνύεται ότι μόνο δύο από τις
σταθερές α(}, αι, Ρο και Ρι είναι αυθαίρετες και ότι οι δύο αρχικές συνθήκες στο ίcείναι επαρκείς για να
τις καθορίσουμε όλες τους. Για να το δούμε αυτό, πρώτα αλλάζουμε τη μορφή Εqualστο ίcστη μορφή
Ruleως εξής:
icRule = ic /. Equal -> Rule
[u [ (Ι J .... uΩ, u [ ο: .... "'ο}
Τότε, επιβάλλουμε τις αρχικές συνθήκεςίclΙιιlcμε το να υπολογίσουμε τηsοlκαι την παράγωγό της στο
t = Ο, σύμφωνα με :
eq22b= {501, D[sol, ,:]} /. t->O,/. icRule
, 1 •
. - ',,,' ~ '3·' • '" '.'ΌU == _03 _"'Ο. αο ... e :;::: '-C3, οα. αα - ~CS, \0)1. <;'1
,,)L
Εξισώνουμε το συντελεστή κάθε δύναμης του ε στην eι!221)και λαμβάνουμε τέσσερεις αλγεβρικές
εξισώσειςγια τις σταθερέςαο, αι, Ρο καιΡι. Το αποτέλεσμαείναι
eq22c.= Table[l.fap[Coefficient[?', ε, i] &ι e<J22b, {2}] ι {i , ΟΙ 1}]
Έτσι, εφόσον οι α() και Ρο είναι γνωστές από την eq22c[[1]], οι αι και Ρι μπορούν να υπολογιστούν
από την CtI22c[[2]].
Εναλλακτικά, αντί να συμπεριλάβουμε την ομογενή λύση σε κάθε τάξη και να θεωρήσουμε τις
αυθαίρετες σταθερές ως ανεξάρτητες του ε όπως έγινε παραπάνω, κανείς μπορεί να μη θεωρήσει την


























εξαρτώμενες του ε στο να επιβάλλει τις αρχικές συνθήκες. Με την τελευταία προσέγγιση, η λύση στην
πρώτη τάξη μπορεί να ξαναγραφεί ως :
501/. {aC->a, ;ι,σ-:> β, al->O} //E.xpandAl1
Σημειωτέον ότι ο διορθωτικός όρος (l132)α3 ΕCos[3t+3εj-(318)α3tέ:Πn[t+βjείναι μικρός
συγκρινόμενος με τον αρχικό όρο aCos[t+βj, όπως υποτίθεται ότι είναι. μόνο όταν το εtείναι μικρό
συγκρινόμενο με τη μονάδα. Όταν το εtείναι Ο (Ι), ο όρος που υποτίθεται ότι είναι μια μικρή
διόρθωση γίνεται της ίδιας τάξης με τον αρχικό όρο. Επιπλέον, όταν εt> 0(1), ο όρος της μικρής
διόρθωσης γίνεται μεγαλύτερος από τον αρχικό όρο. Έτσι, η παραπάνω ληφθείσα ευθεία ανάπτυξη
ισχύει μόνο για χρόνουςτέτοιους ώστε εt< 0(1). Δηλαδή, t<ο(ε-Ι ).
Ακολούθως, ισχυριζόμαστε ότι τέτοιες επεκτάσεις είναι μη-ενιαίες ή καταρρέουσες για μακρούς
χρόνους και τις αποκαλούμεπεζές ή αφελείς επεκτάσεις. Ο λόγος για την κατάρρευση της παραπάνω
ανάπτυξης, είναι η παρουσία του όρου tSin [t + βj, ενός γινομένου αλγεβρικών και κυκλικών όρων.
Τέτοιοι όροι αποκαλούνται μικτοί-προσωρινοί όροι. Σε επόμενα Κεφάλαια, εφαρμόζουμε τέσσερεις
μεθόδους που απόφεύγουν τους προσωρινούς (secular) όρους, και έτσι (θα) έχουμε ενιαίες επεκτάσεις.
2.3 Η TεΊVΙκή Lindstedt-Poincαre
Η κατάρρευση του ευθεος ανάπτυγματος οφείλεται στην αποτυχία της να εξηγήσει τη μη-γραμμική
εξάρτηση της συχνότητας του συστήματος από τη μη-γραμμικότητα. Ένας αριθμός τεχνικών που
αποφέρουν ομοιόμορφα έγκυρες αναπτύξεις έχουν αναπτυχθεί. Τέσσερεις από αυτές τις τεχνικές
συζητούνται σε αυτό το Κεφάλαιο. Αρχίζουμε με την τεχνική Lindstedt-Poincare στην παρούσα
ενότητα.
Για να εξηγήσουμε την εξάρτηση της συχνότητας ω του συστήματος από τη μη-γραμμικότητα,
εκθέτουμε το ω στην κυρίαρχη διαφορική εξίσωση. Γι' αυτό το λόγο, εισάγουμε τον μετασχηματισμό
τ= ωt, όπου ω είναι η σταθερά που εξαρτάται από το ε, και παίρνουμε:
DnΕΈϊngΕcι = ιι' [t] + a[t] + e a[t] 3 == Ο:
eCI23a =DuffϊngΕcι ί. ιι -> (η [ω =] &) /. t -> Τ / ω
U"! ..... =u-:·~ ... ~;'u.τ·==ο
Για να καθορίσουμε μια ομοιόμορφη ανάπτυξη της λύσης του ctjZ3a, αναπτύσσουμετόσο το u[t; ε]
όσο και το ω[ε] σε δυνάμεις του ε χρησιμοποιώντας το IIExIJH.IIielklKal
όπου ωο είναι η γραμμική φυσική συχνότητα του συστήματος. Στην παρούσα περίπτωση, η γραμμική
φυσική συχνότητα κανονικοποιήθηκεστη μονάδα. Έτσι, θέτουμε ωο = Ι. Οι διορθώσεις στη γραμμική
συχνότητα καθορίζονται κατά την εξέλιξη της ανάλυσης με το να απαιτούν η ανάπτυξη του ΙΝα είναι
ομοιόμορφη (ενιαία) για όλα τα τ. Μετά, δείχνουμε πώς μπορεί να υπολογιστεί το ωι.
Λγγελος Χιώτης
Διπλωματική ΕΡΎασία
Αντικαθιστώντας τις αναπτύξεις του u και του ω στην eq23a, χρησιμοποιώνταςτο γεγονός ότι ωο =1,
θέτοντας ItIaxOnler = 1, αναπτύσσοντας το αποτέλεσμα, και αμελώντας όρους τάξης μεγαλύτερης
αυτής του ε, λαμβάνουμε
eq23b=ExpandAll[eq23a/. uExpRule[1.] /. <Dg'Rule[1.]] /. ωο->1 /. ε"_I;l1~_>o
Εξισώνονταςσυντελεστέςομοίων δυνάμεωντου ε και στα δύο μέλη της c<I23b, παίρνουμε
eqEps =CoefficientI.ist[eq23b[ [1]], ε] == 011 Thread
{\1ο[τ] +uO[τ] ==0, \1o[t]3+ U1 [t] +2ω1uO[τ] +u1:[t] ==ο}
Η γενική λύση της eqEps[[ Ι]], η εξίσωση μηδενικής τάξης, μπορείνα εκφραστείσε πολική μορφή ως
εξής:
3010 = DSolve[ {eqEps [[1]] , uo[O] == a Cos [β], υο' [Ο] == -a S.in[ β]}, uo, τ] [[1.]]
[Uo~ (acοsιβj Cos[ttl] -aSin[β] Sin(ttl] .)}
όπου α και β είναι σταθερές. Έχουμε εκφράσει το Uo σαν μια καθαρή συνάρτηση, έτσι ώστε να
μπορούμε να εκτιμήσουμε τις παραγώγους του στα προβλήματα υψηλότερης τάξης.
Αντικαθιστώντας για uo[r] στην eqEps[[2B, την πρώτηςτάξης εξίσωση,παίρνουμε
orderlEq =eqEps [[2]] .Ι. solO 1/ Simplify
a1CΟS[β+τ]3-2accs[β+τ]1ι)1+Ul[t] +ul[t} ==0
της οποίας η ειδική λύση είναι
ulpSol =DSolve(orderlKq, 111(Τ] t τ] [[1]] Ι. C[_J -> ο.' / SiιJιplify
. 1. .i1.11 [τ] - - a i a" (-6 C05 [β .. τ Ι ... C03 [3 (β .. Τ \ ) - 12 τ 5in [β .. τ]) ... 16 \C03 [β .. Τ j ... 2 τ 5in [β ... τ] ) ;)1 Ί }
, 32· , ;
Είναι ξεκάθαρο ότι η ιι1pSoI περιέχει έναν μικτό-προσωρινό όρο, ο οποίος κάνει την ανάπτυξη
ανομοιόμορφη. Σε αντίθεση με την ευθεία ανάπτυξη, όπου ο προσωρινός όρος δεν γίνεται να
εκμηδενιστεί εκτός αν το U είναι ασήμαντο, σε αυτή την περίπτωση, μπορούμε να επιλέξουμε την
παράμετρο ω j για να ελαχιστοποιήσουμε τον προσωρινό όρο, σύμφωνα με :
omglRule =Solve [Coefficient [u1pSol [[1 r 2]] r Sin [β + τ]} == σ r ωιΗ [11]
Αντικαθιστώνταςγια ωι στην nlpSoI, έχουμε
501.1 = ulpSo1. Ι. omglRule 11 S.impl.ify
Γ • ] 1 1 r Γ3"~ , 1 1
! ull Τ -+ - a 1..003. ' ~ + Τ.: j ;.
. 32 . J
Σημειωτέον ότι, για να καθορίσουμε τη συνθήκη για την ελαχιστοποίηση του προσωρινού όρου από το
Uj, δεν χρειάζεται να καθορίσουμε την ειδική λύση πρώτα, όπως έγινε παραπάνω. Αντίθετα, πρέπει
μόνο να ελέγξουμε το ΟΓήεΓIΕ(ι και να επιλέξουμε ωι έτσι ώστε ο συντελεστής του Cοs[β + τ], ο
οποίος παράγει προσωρινούς όρους στο Uj, να είναι ίσος με μηδέν. Γι' αυτό το λόγο, υπολογίζουμετο

































expr23a =oroerlEq([l]] ;. υι -> (Ο ι,) 1/ TriqRednce
1. 3 3 . , '
- '3 a Cos [β + τ] ... a Cos [3 β + 3 τ 1 - a a Ccs [β + Τ 1 (,)114 ' "
Μετά, επιλέγουμε το ω] για να εκμηδενίσουμε τον όρο στην expI·2.'a που παράγει προσωρινούς
όρους, δηλαδή τον Cοs[β + τι οπότε:
Solve [Coeffici.ent [expr23a, Cos (β + τ]] == ο, ~] [[1J]
. 3 a~ 1
~ωl~-->ι :3 j
Αντικαθιστώντας τα solO και soll με το uExpRule[[l]], προκύπτει
α(τ] = (-ο.[τ] Ι. u.ExpRu1e(1] !. 8010 Ι. sol1 / Ι Si.Dιplif::ι)
1
aCcs[lt+t1 + -a:JeCosr3 (lt+t1]
... • 32 . '... ,
Αντικαθιστώντας το τ με το wt, αντικαθιστώντας το ω, χρησιμοποιώντας το ότι ωο = 1 και
αναπτύσσοντας τα ορίσματα των τριγωνομετρικών συναρτήσεων, παίρνουμε
solLP: u[t] :: (u( τΙ !. Τ -> W t'l. OJD(JRnle[l] ,ι. ODιqlRule!. r.oo -> 1 !. Γ_ [aη!_] : > f [arg ! Ι Expand])
Ξεκάθαρα,η ανάπτυξη solLP είναι ελεύθερη από προσωρινούςόρους και ο διορθωτικόςόρος
είναι μικρός συγκριτικά με τον αρχικό όρο
acos(ι ... β + ~ ε.? 1]
για όλα τα t και έτσι είναι ομοιόμορφα έγκυρος.
2.4 ΗΜέθοδος των Πολλαπλών Κλιμάκων
Σημειώνουμε από το solLI) ότι η συναρτησιακή εξάρτηση του u από το t και το ε δεν είναι ασύνδετη.
Στην πραγματικότητα, το u εξαρτάται από τόσο το συνδυασμό ε t όσο και από τα ε και t ξεχωριστά.
Εκτελώντας την ανάπτυξη σε υψηλότερη τάξη, βρίσκουμε ότι το u εξαρτάται από τους συνδυασμούς
2 3 ' ό ' 'Ε ( t 2 3 t ) Γ ' ΕΕΙ, Ε t, Ε t, ... , οπως και απ μονα τους τα Ε και t. τσι, U = u Ε , Ε t, Ε , ... ; Ε. ια μικρα ,το
Τιι=εΙΙ t, με n = 1,2,3, ... , αναπαριστά διαφορετικές χρονικές κλίμακες. Για παράδειγμα, αν Ε = 1160,
μπορούν να παρατηρηθούν παραλλαγές στις χρονικές κλίμακες το. Τ] και Τ2, αντιστοίχως, στους
δευτερολεπτοδείκτες, λεπτοδείκτες, και ωροδείκτες ενός ρολογιού. Έτσι, το ΤΟ αναπαριστά μια
γρήγορη χρονική κλίμακα, το Τ] αναπαριστά μία βραδύτερη χρονική κλίμακα, το Τ2 αναπαριστά μία
ακόμα πιο βραδεία χρονική κλίμακα, και ούτω καθεξής. Εφόσον η εξάρτηση του u από τα από τα t και
Ε συμβαίνει σε διαφορετικές χρονικές κλίμακες, φανταζόμαστε ότι έχουμε ένα ρολόι και επιχειρούμε
να παρατηρήσουμε τη συμπεριφορά του u χρησιμοποιώντας τις διαφορετικές κλίμακες του ρολογιού.
Επομένως, αντί να προσδιορίσουμε το u ως συνάρτηση του t, προσδιορίζουμε το u σαν συνάρτηση των
ΤΙ). Τ]. Τ2• ...... Γι' αυτό το λόγο, αλλάζουμετην ανεξάρτητη μεταβλητή t στην κυρίαρχη εξίσωση από t




51mbo1ize[τo] ; 51mbo1ize[Τl] ; Symbolize[Τ2];
ti.meScales = {Ί'Ό, τι, Τ2};
Ορίζουμε τους τελεστές παραγώγισης ως:
dt[l] [e:xpr_] := Sωιι(e:ι.D[e:xpr, tilDeScales[[i +- 1]]], {i , Ω, maxDτder}];
dt[2] [e:xpr_] := (dt[l] [dt[l] [e:xpr]] 11 Expand) Ι. e:i._/;i>~-> ο;
και μεταχειριζόμαστετις χρονικέςκλίμακες Το. ΤΙ και Τ2 σαν ανεξάρτητεςμεταβλητές.
Μετά, χρησιμοποιούμε τη μέθοδο των πολλαπλών κλιμάκων για να προσδιορίσουμε μία
προσεγγιστικήλύση για την D\It'fingEq. Στην υποπαράγραφο 2.4.1, χειριζόμαστε την Dut1ingEq στην
δεύτερης τάξης μορφή της. Στην 2.4.2, την μετατρέπουμε πρώτα σε ένα σύστημα δύο εξισώσεων
πραγματικών τιμών, και στην 2.4.3, την μετατρέπουμε πρώτα σε μια μοναδική εξίσωση μιγαδικών
τιμών.
2.4.1 Δεύτερης Τάξης Σύστημα Πραγμαπκών Τιμών
DuffingEq = u" [Ι] + α[Ι] + e U[t]3 == Ο;
Για να καθορίσουμε μία πρώτης τάξης ομοιόμορφη ανάπτυξη της λύσης της εξίσωσης Duffing,
χρησιμοποιούμε τις δύο χρονικές κλίμακες ΤΟ και ΤΙ και έτσι έστω
ma.xOrder = 1;
Εκφράζονταςτη χρονική παράγωγο στην I>nf'tingEq σε όρους των δύο χρονικών κλιμάκων ΤΟ και Τι,
έχουμε
eq241a = DuffingEq /. {u[t] -> α[Τοι Τι] ι Derivative(rU [α] [Ι] -> dt[n] [α[Τοι Τ11]}
,ίιf
Ακολούθως, έχουμε αντικαταστήσει την αυθεντική συνήθη διαφορική εξίσωση θftό μια μερική
διαφορική εξίσωση, και φαίνεται ότι, σαν αποτέλεσμα,έχουμε περιπλέξειτο πρόβλημα. Αυτό είναι εν
μέρει αληθές, αλλά η εμπειρία με αυτή τη μέθοδο έχει δείξει ότι τα μειονεκτήματατου να εισαχθεί
αυτή η περιπλοκή μακράν υποσκελίζονταιαπό τα πλεονεκτήματα.Όχι μόνο αυτή η μέθοδος παρέχει
μία ενιαία ανάπτυξη, αλλά επίσης παρέχει όλα τα ποικίλα μη-γραμμικάφαινόμενασυντονισμών,όπως
θα δούμε σε επόμενα Κεφάλαια.
Αναζητούμεμια ομοιόμορφηδεύτερηςτάξης ανάπτυξη της λύσης του c(l24la στη μορφή
so1RD.1e=u-> (sωιι(e:ι.ui [,ι,l, n], {i, ο, maxDrder}] ');
Αντικαθιστώντας αυτή την επέκταση στην c(I24IH, αναπτύσσοντας το αποτέλεσμα, και αμελώντας
όρους υψηλότερης τάξης του ε, παίρνουμε:
eq241b = (eq241a 'ι. solRule'l Ι ΚXpandλl.l) Ι. e"-! ;r:>......orde" -;> Ο
Εξισώνονταςσυντελεστέςίδιων δυνάμεωντου ε στην ccI24 Ι:ι, αποφέρει
eqEps = CoefficientList[eq241b[ [1J], ε] == Ο 1/ Thread




























όπου το #1 αντιπροσωπεύει την κλίμακα ΤΟ και το #2 την κλίμακα Τι. Η συναρτησιακή εξάρτηση του
α και του β από το ΤΙ δεν είναι γνωστή σε αυτό το επίπεδο προσέγγισης. Καθορίζεται σε επόμενα
επίπεδα προσέγγισης μέσω ελαχιστοποίησης των προσωρινών όρων.
Αντικαθιστώντας το solU στην C<lEpS[[2]] και μετακινώντας τα μη-ομογενή τμήματα στη δεξιά πλευρά
της παραγόμενης εξίσωσης, δίνει:
eq241c = (eqEps [[1, 1]] Ι. Uo -> υι) - # , Ι@ Reverse[eqEps [[2]] Ι. 13010 11 SiDιplify]
• .,.. .,..... ':~jI{):'ι r'" Τ'υΙ[.1.0, .1.!.J ,.. υι ',.1.0. ι1 ==
-a[τι]3Cοsίτο,..βίτι]]3.2SinίΤο.Ρ[Τι]] <ι'[Τ ι ] .2a[Tt] CΟ9ίτο .βιτι]] βΊΤι]
Μετά, αναπτύσσουμε τη δεξιά πλευρά της e<[241c σε μια σειρά Fourier χρησιμοποιώντας
τριγωνομετρικές ταυτότητες, και παίρνουμε:
eq24lc [ [2] ] =eq241c [[2]] / / Tr.iqFactor 1/ Rxpand
3 1
-4'aLTt]3C03[TO+p[Tt]] -4'aίτι]3CΟ9ί3Το+3βίΤι]]+
2 Sin [Το. β ΙΤι ] 1 a' [Τι] ,.. 2 a [Τι] C03 [Το + β [Τι]] β'[Τι]
Για να παράξουμε μία ομοιόμορφη ανάπτυξη, ελαχιστοποιούμε τους όρους που παράγουν
προσωρινούς όρους από την c<[241c([2]]. Δηλαδή, επιλέγουμε τα α/[Τι] και Ρι'[Τι] να εκμηδενίζουν
καθέναν από τους συντελεστές του Sin[To +β[Τι]] και του Cos[To +β[ΤιΏ. Το αποτέλεσμα είναι:
eq241d=Coefficient[eq241c[[2]], It] == σ, Ι@ {Sin[To+ β[Τι]], Cos[To + β [Τι]]}
, 3 3 '
J2a'[Tl ] ==0, --aLTt] +2alT l ] β,[Τι Ι ==Or
c 4 '
Λύνοντας την e<124ω για αι'[Τι] καιβι'[Τι] όταν αl[Τι] 1= Ο, δίνει
SCond = SoI.ve [eq241d, {a' [Τι] ι β' [Τι]}][[1] ]
r 3-1
;a'[Tt] -!' Ο. β'ΙΤι] -!' ~ <ιίΤι]"Ί
~ ~
Η λύση της S(~()nιJ[[1]] είναι α = αο = σταθερά. Τότε, η λύση τηςS<:Οl1d[[2]] είναι
betaRule = DSo1ve[eq2Hd [[2]] / . a [Τι] -> ao, β [Τι] • Τι] [[Ι]] Ι. C [1] -> βο
Με τις παραπάνωσυνθήκεςεπιλυσιμότητας,η eq2..ιιc γίνεται
eq241e =eq241c /. SCond
'Ι Ι' ,:<.0) • .,. Ι' 1. f"" a ... [3 Ι 3 ~ . .,. .,αι.ισ, ι1+ αι [.1.0. l!==-4'a • .1.lj\_03 ο,.. ,,[.1.1;;
Η ειδική λύση της ('<[241e μπορεί να ληφθεί ως
3011 =DSo1ve[eq241e, \1ι [Το, ΤΙ], {Το , ΤΙ}] [[1]] /. C[_] -:>- (Ο ') 1/ Simp1ify
eq241f = u[To, Τι] == (u[To, Τι] /. 301Rule /. 3010 Ι. 3011/. <ι[Τι] -> aO /. betaRule)
όπου αο και Ρο είναι σταθερές στις οποίες η τάξη του λάθους καταδεικνύεται. Σε όρους της γνήσιας




'l[t] ",,,,eq241f[[2]] Ι. {To->t, Ί'ι->εΙ}
• 3 • , 1 • 3 -13
U [t] "'''' CC3 Ι t ... "8 t e aO ... βο J ao ... 32 e C03 Ι 3 t ... at Ε aO ... 1301 J aO
σε συμφωνία με την ανάπτυξη που λήφθηκεχρησιμοποιώνταςτην Τεχνική Lindstedt-Poincare.
Στις υψηλότερης τάξης προσεγγίσεις, περιλαμβάνουμε τις κλίμακες ΤΙ), Τ/.... ΤΝ αλλά δεν
περιλαμβάνουμε τον όρο ο[εΝ] σε μία Ν-τάξης επέκταση.
Πριν κλείσουμε αυτή την ενότητα, παρουσιάζουμε μια εναλλακτική αναπαράσταση των λύσεων των
εξισώσεων διαταραχών. Αντί της πραγματικών-τιμών μορφής 5010, αναπαριστούμε τη λύση της
e<IEps[[ Ι]] σε μία μιγαδικών-τιμών μορφή. Δηλαδή
3010 =Uo -> (Α[#;Ζ] ΕχΡ[Ι Ai'1] + Α[#;Ζ] ΕχΡ[-Ι Ai'1] ');
όπου το Α είναι το μιγαδικό συζυγές του Α και
rulM'" {Α. -> (~ a[.tf'] ΕχΡ[Ι β [11] J ,), Α. -> (~a[I1] ΕχΡ[-1 β [tf'] J &)};
Αντικαθιστώντας την 5010 στην eqEps[[2]] και μετακινώντας τους μη-ομογενείς όρους στη δεξιά
πλευρά της παραγόμενης εξίσωσης, παίρνουμε:
eq241q= Ul[To, 'Ι'ιΙ ... ui2 ,C) ['1'0, Τι] - ff "/@ (eqEps[[2]] 1.3010) 1/ 8xpandA1l11 Reverse
ur[To, ΤιΊ .. U?,C):To• ΙιΊ ==
_εΗΤσ Α[Ιι] a _ 3 εΙΤσ ΑΙΙι] ~ ΑΙΤιΊ _ 3 ε-Πα ΑΙΤιΊ ΑΙΙι] ~ - ε-4 Ι Το ΑΙΤι Ja _ 2 Ι εΙΤσ Α'[ΙιΊ .. 2 Ι ε-ΙΤο Α: [ΤιΊ
Σημειωτέον ότι οι όροι οι ανάλογοι στην Ε:φ[Ι TOJKal στην Ε:φ[-Ι ToJ παράγουν προσωρινούς όρους
στην ειδική λύση του U/. Έτσι, για να παράγουμε μια ομοιόμορφη ανάπτυξη, θέτουμε τον συντελεστή
καθεμιάςαπό αυτές τις συναρτήσειςίσο με το μηδέν. Δηλαδή,
eq24lh '" Coerncient (eq241q [ [211, Η] "'= Ο , /@ {ΕχΡ[Ι Το], ΕχΡ[-ΙΊ'ο1}
{-3Α[τι];ΑίΤι] -2ΙΑ'[Τ ι ] "''''ο, -3Α[τι ]Α[Τι ]; ... 2ιΑ:ίΤ ι ] ",=Q}
Αυτές οι δύο εξισώσεις δεν είναι ανεξάρτητες επειδή είναι μιγαδική συζυγής η μία της άλλης. Έτσι, αν
μια από αυτές ικανοποιείται, η άλλη ικανοποιείται αυτόματα.
Για να αναλύσουμε τις λύσεις της C(124111[[ Ι]], την πολλαπλασιάζουμε με το ΕχΡ[-Ι β[ΤιJJ και
αντικαθιστούμε το Α με την πολική του μορφή ruleA. Το αποτέλεσμα είναι
eq241i = Rxpand [eq241h[ [1, 1]] ΕχΡ[-1 β [Τι]] /. ruleA.] == Ο
3
--a[TlJ 3 .Ia'rTl ] ... a[Tt] β'[Τι ] "''''ο
<>
v
Μετά, διαχωρίζουμε τα πραγματικά από τα φανταστικά μέρη της ε(ι241ί. Για να το πετύχουμε αυτό,
ορίζουμε τον ακόλουθο κανόνα:
realRule", {Re[s_] -> 3, IIιι[s_J -». Ο};
Χρησιμοποιώνταςτο realRnle, βρίσκουμεότι το φανταστικό μέρος της ('{124lί είναι
ampEq '" 1ιιι [eq241i [[1] J] ='" 0/. reaLRule
-a' [T1 ] ='" Ο
το οποίο είναι το κυρίαρχο στη διαμόρφωση του εύρους ταλαντώσεως. Παρομοίως, το πραγματικό



























phaseEq = Re[eq241i[ [1]]] == ο Ι. reaJ..Rule
το οποίο είναι το κυρίαρχο στη διαμόρφωση της φάσης. Αυτές οι εξισώσεις διαμόρφωσης είναι σε
συμφωνίαμε αυτές που λήφθηκανπαραπάνωμέσω της έκφρασηςτης λύσης σε πραγματική μορφή.
Συγκρίνοντας τις μιγαδικών τιμών και πραγματικών τιμών αναπαραστάσεις, το βρίσκουμε πιο
συμβατικό να χρησιμοποιούμε την μιγαδικών τιμών μορφή. Επομένως, η μορφή μιγαδικών τιμών
χρησιμοποιείταιστο υπόλοιποτου βιβλίου.
2.4.2 Πρώτης Τάξης Σύστημα Πραγμαπκών Τιμών
Έστω νω = U'[t] και μετατρέπουμε την Duf1ϊngEq στο ακόλουθο σύστημα των δύο πρώτης τάξης
εξισώσεων:
eq242a= {U'[t] ==V[t], V'[t] +U[t] ==_EU[t]J}:
Ψάχνουμεμία πρώτης τάξης ομοιόμορφηανάπτυξη της λύσης της eq2~2a με όρους των δύο χρονικών
κλιμάκων ΤΟ και Τι, στη μορφή:
301Rule= {U->- (SUΙΙ[eJUj[m, 172], {j, ο, ι}] ,), V->- (SUΙΙ[eJVj[ffl, 172J, {], Ο, ι}] &)}:
Αντικαθιστώνταςτη SοlRιιΙe στην c(I242a, μετατρέποντας την παράγωγο σε σχέση με το t σε όρους
των παραγώγων σε σχέση με τα ΤΟ και Τι, και αμελώντας όρους τάξης υψηλότερης του ε, παίρνουμε
eι:I242b = (eq242a Ι. {η.' [t]. -> dt[lJ [1.1 ['1'0, ΤΩ J, u_ [t} -> 1.1['Γο, ΤιΙ } Ι. solRule 11 RxpandA11} Ι.
e"_1 ;",.1. -]> Ο
" 'α,Ι! 'Τ Τ .·Ι,ΟI 'Ι Τ' ;Ι,01,ι Τ' Γ'1' Ι' 'Τ τ'-ιe Uιi ., ο, 11" uti . ι ο. Ι j - e ui . [ο. 11 =" νο. ο. Ι1" e νι l ο. Ι1.
1.10[Το. Τι] .. eulLT1j. Τι] _eYi!°,t:; [Το. Τι] .. ..,ό Ι • ΟΙ [Το. Τι] .. ev?,C)ITo. Τι] ==-euo[Tc, ιι ]3}
Εξισώνονταςτους συντελεστέςτων ίδιων δυνάμεωντου ε, έχουμε
eqEps = Thread [CoefncientList [Subtract @@ 11, ε] == Ο] &: /@ eq242b Ι Ι Transpose
,. r 'Ι Ι 1 .'1,1)) 'ι Ι' Ο 'Ι Ι' ,.Ι. ο) 'Ι 1,,,-ναι Ι}, ι. +ao l ο, Ι1 == , αοι ι}, 1j +νό ., ο. Τι] ==Q} •
... ...
• Μηδενικής Τάξης Πρόβλημα: Γραμμικό Σύστημα
Το μηδενικής τάξης πρόβλημα δίνεται από το γραμμικό σύστημα:
linearSys = 11 [[1]] &: /@ eqEps [[1) ]
Για να προσδιορίσουμε τη λύση αυτού του γραμμικού συστήματος, αναζητούμε μια λύση ανάλογη με
το Ε..ψ[Ι T~] , ως εξής:
coefList" Ζ-!ΤΙ) linearSys /, {uo ->- (ΡΕ! '" &), ~Io -> (QE1 " ,)} /1 Rxpand
Ί Ρ - '2, Ρ .. ι I;t}




coefMa.t:: OUter[Coefficient, coefList, {Ρ, Q}]
{[Ι, -1}, {1, Ι}}
Για να προσδιορίσουμε τις ιδιοτιμές και τα ιδιοδιανί>σματα του coet'Mat, ορίζουμε τον ακόλουθο
κανόνα συζυγίας και το Ερμιτιανό μητρώο:
conJugateRule = {Α -> λ, Α -> Α., Cσιιιp]ex[O, 11_] ->Coιιιplex[O, -n]};
henιιi.tian(:ιnat_?!.fa.trUC] :=:ιnat Ι. conjugateRule 11 Transpose
Τότε το αριστερό και το δεξί ιδιοδιάνυσματου coef'Mat δίνονται από:
leftVec = {Ι, c1} Ι. Sol.ve[ (henιιi.tian{coeα/at]• {Ι, cl}} [[1]] == Ο, cl] [[1]]
{1, Ι}
rightVec = {Ι, cl} Ι. Solve{ (coeflfat. (Ι, cl}) [[1J] == Ο, c1.] [[1] ]
{1, Ι}
Για να εκφράσουμε τη λύση του μηδενικής τάξης προβλήματος, εισάγουμε την ακόλουθη βασική
συνάρτηση:
basicH = Α.[Τ1] ΕΙΤΟ;
Με όρους αυτής της συνάρτησης και του δεξιού ιδιοδιανί>σματος, η λύση του μηδενικής τάξης
προβλήματος μπορεί να εκφραστεί με όρους του
30101Όna :: rightVec basicB
{εΙΤ1) Α[Τι] , Ι εΙΤ!) Α[ΤιΙ}
και το μιγαδικό συζυγές του ως
3010 =
{Uo -> Function [{ Το, Τι}, s010Forιa[[1]] + (so10Forιa ([1)] /. conjuqateRule) /Ι Evaluate] ι
Vo -> Funct.ion [{ Το, Τι} ι 30101Όrιa[[2]] + (solOForιa [[2]] /. conjuqateRule) 11 Evaluate}}
{Uo Function( {Το, Τι}, ΕΙΤΟ Α[Τι] .. ε-Ι το A[!lJ].
·"G FunetiOn[{To, Τι}, Ι EITj)Α[Τι] _ΙΕ-ΙΤΟΑ[ΤιΊ]}
Έχουμε εκφράσει τη λύση του μηδενικής τάξης προβλήματος σε μορφή συνάρτησης έτσι ώστε οι
μερικές της παράγωγοιμπορούννα εκτιμηθούν(υπολογιστούν)άμεσα.
• Πρώτης-Τάξης Πρόβλημα
Αντικαθιστώντας τη μηδενικής τάξης λύση solO στο πρώτης τάξης πρόβλημα ('{lE[)s[[2]] και
μετακινώντας του μη-ομογενείς όρους στις δεξιές πλευρές των παραγομένων εξισώσεων, λαμβάνουμε
οl'derΙΕ<ι =
(linearS'lS /. 11._0 ->ιιι) ==
(linearSys !. U_ 1) -> ιΙι) - (Subtract " t1 , !@ e<:IEpS [[2]] !. 3010 / Ι Expand) /1 Thread
;--"ι[Το, Τι] ... ui t • G1 [TQ. Τι] ==_ΕΙΤΟΑ'[Τ ι ] _ε-ΙΤο Α'[ΤιΙ ,
11t[!0. Τι] ... Υ?'Ο] [Το, Τι] ==_ΕΗΤΟΑ[!ι]"'_3ΕΙΤΟΑ[τι]ό:Α[ΤιΙ_
3 ε-ΙΤο Α[!ι] Αί!l/ - ε-ΗΤο Α[!ι] a - Ι εΙΤο Α'[Τι] ... ι ε-ΙΤο Α'[ι ι ]1)
Ελαχιστοποιώντας τους όρους που παράγουν προσωρινούς όρους στην orderlE<1 σημαίνει ότι οι
δεξιές τους πλευρές είναι ορθογωνικές σε κάθε λύση του συζυγούς ομογενούς προβλήματος. Για να































5TeI"ID.S '" Coefficient(π ((2] ] ι ΕχΡ (1 Τα]] , /0 orderlEq
{-.Α'[Τι Ι, -3A[TlJ~AlTl}-ΙΑ'[ΤιΊ}
Τότε, απαιτούμε αυτό το διάνυσμα να είναι ορθογωνικό στο αριστερό ιδιοδιάνυσμακαι λαμβάνουμε
τη συνθήκη επιλυσιμότητας:
SCond", Expa.nd[Conjuqate(leftVec] .STeI"ID.S] "'''' Ο
3 Ι A[Tι]~ Α[Τι ] - 2 Α'[Τι ] "'''' Q
η οποία είναι σε συμφωνία με ότι προήλθε από τη μεταχείριση της δεύτερης-τάξης μορφής της
OIlt1ingE<I. Επαναλαμβάνοντας τη διαδικασία για το διάνυσμα-συντελεστή του E.xp[-lToJ,
λαμβάνουμετο μιγαδικό συζυγές της sσΗιd.
2.4.3 Πρώτης-ΤάξηςΣύστημαΜιγαδικών Τιμών
Σε αυτή την ενότητα, προσδιορίζουμε μια πρώτης τάξης ομοιόμορφη ανάπτυξη της λύσης της
f>ut'fingEq με το να την μετατρέψουμε πρώτα σε μία πρώτης τάξης εξίσωση σύνθετων τιμών. Γι' αυτό
το λόγο, εισάγουμε το μετασχηματισμό:
transfRule = {u [Ι] -:> ζ [Ι] + ζ [Ι] , u' [Ι] -:> Ι (ζ [Ι] - ζ [t]) };
της οποίας το αντίστροφοείναι
zetaRule", So1.ve[transfRule;. Rn1e -> Equal., {ζ[Ι], ζ [Ι]}] [[1]]
," 1 ,iζ[t] ..... - (u[t] -Iu'[t]), ζ[t] ..... - (u[t] .. Iu'[t]) r
~ 2 2.J
Συνάγεταιαπό την OuflίngEqότι η επιτάχυνση σχετίζεταιμε τη μετατόπισησύμφωνα με
acceleration", So1."τe[DuffinqEqIu'Y[t]] [[1]]
Παραγωγίζονταςτην ζω, zetI,Rule[[l]], σε σχέση με το t και υποκαθιστώντας για u[t}, u'[t} και u"{t}
χρησιμοποιώντας την accι'lcl'atioIl και την tl'IInsRlIle, λαμβάνουμε
eq243a", D[zetaRule[ [Ι]] ι t1 /. acceleration Ι. trans.rnαleΙ. Rule -> Equa1. 1/ RxpandAll
Μετά, χρησιμοποιούμετη μέθοδο των πολλαπλώνκλιμάκωνγια να προσδιορίσουμεμια πρώτης-τάξης
ομοιόμορφηανάπτυξη της λύσης της eq243a στη μορφή:
solRule", {ζ-> (Suιιι[εJ ζj[:;:lι ';'"21, Οι ο, 1}] &)1 ζ-> (suιιι[ε.iζj[#1, Ρ'2]1 Οι Ο, Ι}] &)};
Αντικαθιστώντας αυτή την ανάπτυξη στην e<I243a, επεκτείνοντας το αποτέλεσμα, και παραμερίζοντας
όρους τάξης μεγαλύτερης αυτής του ε, έχουμε
eq243b '"
(eq243a/. {ζ[Ι]-> ζ ['\"0, 1'1]1 ζ[Ι] ->ζ[1'ο, '\"111 ζ'[t] ->dt[l] [ζ[ΊΌ, ΤΙ])}/. solRule/1
RxpandAll) Ι, ε~_/ :,,>1 -,.. Ο
'" ζα α , ι ! [Τα, Τι] .. ζri Ι ' CI [Το, Τι] .. '" ζ?,α' [Τα. Τι] == Ι ζο[Το, Τι] .. ~ Ι e ζο [Το, Τι] a ..
"-
- ζ"Τ Τ,.3 Ι ζ'Τ Ί'~"'- Ι' 3 .. 7'Ι Τ'''' 'Τ Τ" 1 ι ζ'Ι T· al",ι[ο, 1.-::;- "'OlC, 1. ~OΙ10, u--2 .ι.eι,ΟLΟ, l,ι,α,ια, lj -::; "'ΟΙ", ι,"- "-




eqEps = CoefficientList [Subtra.ct Μ eq243b, ε] ='Ο Ο /1 Threa.d
'Ιζ'Τ Τ' ",ι,σ),τ Τ' Ο
" - ο Ιο, Ι J + <,0 l σ, lJ 'Ο'Ο ,
-~ Ι ζσΙΤο,Τι]:;; - Ι ζι[Τσ , Τι] - ~2 Ι ζl}[Το , Τι Ί:1 ζσΙΤο , Τι] - ~ Ι ζοΙΤ·ο, Τι] ζο[Το, TtJ"-
L L
1 Ι ζ 'Τ Τ ,a, ζ,σ,ι),τ Τ' ζ\Ι'Ο) 'Τ Τ] ΟΙ-σι 1), 11 +0 ισ, Ι.! + ι l Ο, 1 'Ο'Ο r
2 '
Η λύση του μηδενικής τάξης προβλήματος, eqEps[[l]], μπορείνα εκφραστείως:
so.lOFoπa= DSo1ve(eqEps [[1.]], ζο[Το, ΤιΙ, {Το, ΤΩ J [ [1]} Ι. C[1J -> Α
, , ΙΤ·,·
'30 ΙΤο , Τι] ..... Ε ο A[T1J J
το οποίο το εκφράζουμε σε συναρτησιακή μορφή ως
3010= Ho->Function[{To, Τι}, s010Foπa[[1, 2JJ I1 Eva.l.ua.te]}
(ζ Fun . 'ι'τ Τ' ".ΙΤ() ΑΓΤ .11t () ~ ct~Qn 'ι ο, 11,'" , Ι J J }
Για να υπολογίσουμε τα μιγαδικά συζυγή του Α και του ζ, ορίζουμε τον κανόνα συζυγίας
conjuqa.teRnle'O {λ-> Α, Α->Α., ζ -> ζ, ζ -> ζ, Comp1ex[0, llc...J ->Comp1ex[O, -nJ};
Αντικαθιστώντας τη solO στο πρώτης-τάξης πρόβλημα, etlEps[[2]], χρησιμοποιώντας τον
con,jlIgateRHle, και μετακινώντας τους μη-ομογενείς όρους στη δεξιά πλευρά της παραγόμενης
εξίσωσης, λαμβάνουμε
ordel"lEq = (eqEps [ [1 ι 1]] Ι. ζο -> ζι) ==
(eqEps[ [1, 1]] Ι. ζο -> ζι) - (eqEps{ [2, 1J] 'ι. 5010 Ι. (3010,1. conjuqateRu.le»
-Ι ζι [Το, Τι] ~ ζ?'Ο) [Το, Τι] ==
1 Ι ",3tTOA [T ,a 3 ι εΙΤο ΑΓΤ ,LA-'T ] 3 Ι ",-ΙΤοΑ[τ 1 ;;,τ·:1 1 Ι ",-3 ΙΤοΑ-'Τ ,3 εΙΤΟΑ"Τ'
- "" 1J ~ - ,Ι' l Ι - - "" Ι· ... ' ι! ... - c. l Ι! - . Ι!2 2·"·2 _-*1. 2 ~
Ελαχιστοποιώντας τους όρους που οδηγούν σε προσωρινούς όρους από την orderlEq, οδηγούμαστε
σε συνθήκη επιλυσιμότητας:
SCond = Coefficient (orι:ierlEq[[2] J , ΕΙ Το} == Ο
3 ~ _
~ Ι Α[Τι]" Α[Τι] - Α' [Τι] 'Ο= Q
L














με ότι λήφθηκε από το ότι τη μετασχηματίσαμε πρώτα σε δύο πρώτης-τάξης εξισώσεις πραγματικών
~ n
2.5 Μεταβολή των Παραμέτρων
Στην επόμενη ενότητα, χρησιμοποιούμε τη μέθοδο της μεσοστάθμισης (averaging) για να
προσδιορίσουμε μια πρώτης τάξης ομοιόμορφη ανάπτυξη της λύσης της εξίσωσης Duffing. Γι' αυτό το
λόγο, χρησιμοποιούμε τη μέθοδο της μεταβολής (variation) των παραμέτρων για να τη μετατρέψουμε
σε ένα σύστημα δύο πρώτης-τάξης εξισώσεων. Η εξίσωση Duffing επαναλαμβάνεται εδώ, δηλαδή:
DnffinqEq =u" [t] + u[tJ + eu[t}J == ο;
Όταν ε =Ο, η λύση αυτής της εξίσωσης μπορεί να γραφεί ως
1.l301Eq =1l[tJ == aCos[t+ ~];













condOl = D[usolEq, t.]
u'[t] == -a Sinlt • β]
Όταν ε :f ο, θεωρούμε ότι η λύση της nut1ingE() ακόμα δίνεται από την nsolEq αλλά με χρονο­
μεταβολήτων α και β. Δηλαδή,
tdepRule = {a -> a [t], β -> β [t]};
και έτσι
l1S0lEqt =usolEq Ι. tdepRule
ult] ==alt] CΟ3[t+βίt]]
Με άλλα λόγια, θεωρούμετην usoIEq σαν μετασχηματισμόαπό το u[t} στο αω και το P{t}. Γι' αυτό
και αυτή η προσέγγιση λέγεται μέθοδος της μεταβολής των παραμέτρων. Χρησιμοποιώντας αυτή τη
προσέγγιση, παρατηρούμε ότι έχουμε δύο εξισώσεις, την [)utnngEq και την ιIsoIEq, για τους τρεις
αγνώστους u{t}, a{t} και β{t}. Έτσι, έχουμε την ελευθερία του να επιβάλλουμε μια τρίτη συνθήκη
(τρίτη εξίσωση). Αυτή η συνθήκη είναι αυθαίρετη εκτός του ότι πρέπει να είναι ανεξάρτητη της
l}nftϊngEq και της HsolEtf, Αυτή η αυθαιρεσία μπορεί να χρησιμοποιηθεί σαν πλεονέκτημα, δηλαδή
να παράγει έναν απλό και συμβατικό μετασχηματισμό. Από όλες τις πιθανές συνθήκες, επιλέγουμε να
επιβάλλουμε τη συνθήκη coηdOl, ως εκ τούτου θεωρώντας ότι η ιι{η και η u'(t} έχουν την ίδια μορφή
με τη γραμμική περίπτωση. Αυτή η συνθήκη οδηγεί σε έναν συμβατό μετασχηματισμό.Οδηγεί σε ένα
σύνολο από πρώτηςτάξης παρά από δεύτερηςτάξης εξισώσειςγια τα α{t} και β{t}.
Παραγωγίζοντας τη tIsoIE() ως προς το t και ενθυμούμενοι το ότι τα α και β είναι συναρτήσεις του t,
έχουμε
cond02 = D[usolEqt, t]
Συγκρίνονταςτην ('011(102 με την COl1dOl, συμπεραίνουμε ότι
cond1 = Expand [cond02 [[2]] - (condOl [[2]] /. tdepRule)] == ο
cοs[t+β[tJ] aΊt] -alt] Sin[t+βίt]] β'ίtj ==0
Παραγωγίζονταςτην col\<lOl ως προς t, λαμβάνουμε
cond03 = D[coOO01 /. tdepRule, tj
Αντικαθιστώνταςγια u{t} και ll"{t} από τη HsolEqt και την COJJd03 στην DIJf1iIlgE(), έχουμε
cond2 = DuffingE.q Ι. ({usolEqt, cond03} ! . Equa.l -> Rule) Ι Ι E.xpandAH
Λύνονταςτην COJl(j{) Ι και την ('on(102 για α'{ t) και β'{t}, λαμβάνουμετις επιθυμητέςδύο πρώτης-τάξης
εξισώσεις:
trans[ormedEq;= (Solve{{condl, cond2} , {a'[t], jj'[tJ}J[[lJ] //Simplify) /.Rule->Equal
αν α -# Ο. Έτσι, η αυθεντική δεύτερης τάξης f)ιιΠίl\ιζΕη για u{t} έχει αντικατασταθείαπό δύο πρώτης­
τάξης εξισώσεις για α{η και β{t}. Δίνουμε έμφαση στο ότι δεν έγιναν προσεγγίσεις στην εξαγωγή της





μετασχηματισμένες εξισώσεις είναι πιο μη-γραμμικές από την αυθεντική (αρχική) εξίσωση. Τότε,
προκύπτει το ερώτημα, ποιά είναι η τιμή αυτής του μετασχηματισμού; Η απάντηση εξαρτάται από την
τιμή του ε. Αν το ε είναι μικρό, τα μεγάλα τμήματα των α και β αλλάζουν πιο αργά με το t παρά με το
u. Αυτό το γεγονός μπορεί να χρησιμοποιηθεί σαν πλεονέκτημα αριθμητικά και αναλυτικά. Το
αναλυτικό πλεονέκτημα χρησιμοποιείται στη μέθοδο της μεσοστάθμισης (averaging), όπως συζητείται
στην επόμενη ενότητα. Αριθμητικά, πλεονεκτεί στο να λύνει τις μετασχηματισμένες εξισώσεις αντί για
την αυθεντική εξίσωση, επειδή ένα μεγάλο μέγεθος βήματος μπορεί να χρησιμοποιηθεί στην
ολοκλήρωση. Γι' αυτό το λόγο οι αστρονόμοι λύνουν αριθμητικά τις αποκλίνουσες εξισώσεις παρά τις
αυθεντικές εξισώσεις. Συνήθως, οι αστρονόμοι και οι ουράνιοι μηχανικοί αναφέρονται σε αυτή την
προσέγγιση ως η ειδική μέθοδος των διαταραχών.






Σε αυτή την ενότητα, προσδιορίζουμε μια πρώτης-τάξης προσέγγιση στις μετασχηματισμένες
εξισώσεις, που λήφθηκαν στην προηγούμενη ενότητα. Γι' αυτό το λόγο, ξαναγράφουμε την
tntnsforιne<lE<l ως εξής:
ampEq =Ττi.gRednce /0 tτansfοrmedEq[[1]]
1 '3 3'
a'[tj == 8" i,2ea[tj Sin[2t ... 2β[t]] ... ea[t] Sin[4t.4β[tj]!
phaseEq =ΤτigRednce /0 transformedBq[ [2] J
1 , ~ ~ ~ .
3'[t] == a ,, 3ea ί t ] ..... 4ea[t] .. CΌs[2t ... 2β[t]j ... ea[tj"Cοsί 4 t ... 4 β[t]]:1
Τα κύρια τμήματα των α και β είναι βραδέως μεταβαλλόμενες συναρτήσεις του χρόνου αν το ε είναι
μικρό. Έτσι, αλλάζουν πολύ λίγο κατά τη διάρκεια του χρονικού διαστήματος π (η περίοδος των
κυκλικών συναρτήσεων) και, στην πρώτη προσέγγιση, μπορούν να θεωρηθούν σταθερές στο διάστημα
[Ο, π]. Έτσι, αντικαθιστούμε το α[η και το β[η στις δεξιές πλευρές των ampE<1 και ρΙιaseΕ<1 με τα
χρονικά ανεξάρτητα α και β, και λαμβάνουμε:
ampEq[[2]] = ampEq[[2]] /. (Reverse 10 tdepRule)
1
;- 2a3 eSinί2t ... 2βJ ... a 3 eSinί4t ... 4β]Ί
'-'
phaseEq[[2]] =phaseEq[[2]] Ι. (Reverse /@ tdepRule)
1 ~ ~ ~ .
;- 3a"e ... 4a"eCοs[2t ... 2β] ... a"eCCS[4t ... 4βJ!
'~
Μεσοσταθμίζουμε τις δεξιές πλευρές των :lIllpEq και {JhaseEq επί του διαστήματος [Ο, π] και
λαμβάνουμε:
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averaqinqEq = {a' [Ι] ι 11' [Ι] } == list26a Ι! Thread
.~ 3 a' Ε"
;a'[t] ==0, β'[t] ==-,,-r
... '..J. J
Αυτή η μέθοδος μεσοστάθμισης συνήθως αναφέρεται ως τεχνική Krylov-BogoliHbov ή van der Ρο!.
Λύνοντας τις μεσοσταθμισμένεςεξισώσεις, προκύπτει:
ntle26a=DSolve[averaqinqEq, {a[t], β[Ι]}, tJ[[l]] Ι. {C[l} ->iio, C[2] -> βο}
Αντικαθιστώνταςγια a{t} καιβ{η στην ιιsοlΕιι, λαμβάνουμε,στην πρώτη προσέγγιση,το εξής:
usolEq !. tdepRule Ι. rule26a Ι. Cos [arg_] : > Cos [Expand [,πg}]
σε συμφωνία με τις λύσεις που λήφθηκαν χρησιμοποιώνταςτην τεχνική Lindstedt-Poincare και τη
μέθοδο των πολλαπλών κλιμάκων.
Πριν κλείσουμε αυτή την ενότητα, σημειώνουμε ότι μπορεί κανείς να φτάσει στα τελικά αποτελέσματα
στην ampEq και την pll:lSeE(1 χωρίς να περάσει από την διαδικασία μεσοστάθμισης. Οι δεξιές
πλευρές της ampEq και της p113SeE(1 είναι το άθροισμα δύο ομάδων όρων, μιας ομάδας που είναι
γραμμικός συνδυασμός γρήγορα μεταβαλλόμενων όρων και μιας ομάδας που είναι γραμμικός
συνδυασμός από βραδέως μεταβαλλόμενους όρους. Τότε, στην πρώτη προσέγγιση, το α'[η στην
antpEq είναι ίσο με την βραδέως μεταβαλλόμενηομάδα στη δεξιά του πλευρά, δηλαδή μηδέν. Και,
στην πρώτη προσέγγιση, το β'[η στην phjtseEq είναι ίσο με τη βραδέως μεταβαλλόμενη ομάδα στη





















T~ ka ((Χ,.) .)2 u[t] 3
.. ..u"rtJ ==0
m.m.
3 τ2 ka ( i Χ,.) .. :' ~ u [t] 3 T~ k~ ( "Χ,.:: .. ) ~ u [ι J Ζ
+--------+
m.
T~ k t u[t]
m.
Οι θέσεις ισορροπίας χ* =χ*s =σταθερό, μπορεί να ληφθούν μηδενίζοντας τους αδρανειακούς όρους.
Το αποτέλεσμα είναι
eq31c =eq3lb Ι. χ* -> (χ: &)
Σε αυτό το Κεφάλαιο, ερευνούμε τις μικρές ταλαντώσεις περί μιας εκ των θέσεων ισορροπίας. Προς
τούτο, μετακινούμε αυτή τη θέση ισορροπίας προς την αρχή των αξόνων χρησιμοποιώντας τον
μετασχηματισμό:
xRule = {χ* -> <χ: + u* [μ] &)};
Αντικαθιστώνταςαυτό τον μετασχηματισμόστην C(I31b και χρησιμοποιώντας τη συνθήκη ισορροπίας
cq3Ιc,λαμβάνουμε:
eq31d = Expand [Subtract @@ eq3lb Ι. xRule] == Ο Ι. (eq31c Ι. Eqαal -> Rule)
Οπως και πριν, εισάγουμετις ακόλουθεςαδιάστατεςποσότητες:
di.menRule= {u" -> (χ;α[#ΙΤ] &), t* - .. ΤΙ};
στην eq3Id και λαμβάνουμε:
eq31e = (eq31d[ [1]] r ι (18 χ:) /. diJDιen.R1tle/ / Expand) == ο
ΚΕΦΑΛΑΙΟ 3 - ΣΥΣΤΗΜΑΤΑ ΜΕ ΔΕΥΤΕΡΟΒΑΘΜΙΕΣ ΚΑΙ
ΚΥΒΙΚΕΣ ΜΗ-ΓΡΑΜΜΙΚΟΤΗΤΕΣ
όπου g είναι η επιτάχυνση της βαρύτητας και JIX*] είναι η δύναμη συγκράτησης του ελατηρίου.
Θεωρούμε ότι ηΛχ*] είναι μια περιττής τάξης κυβική συνάρτηση του Χ*. Δηλαδή,
eq3lb = eq31a Ι. f[a ] -> 1:1 a + k] a]
3.1 Αδιάστατη Εξίσωση Κίνησης
Θεωρούμε τις ελεύθερες ταλαντώσεις ενός σωματιδίου μάζας m υπό τη δράση της βαρύτητας και το
οποίο συΥκρατείται από ένα μη-γραμμικό ελατήριο. Η εξίσωση της κίνησης είναι
eq31a= mD[x*[t*), {t", 2}) +f[x*[t")) ==ιuq
Ξαναγράφουμετην c(I31c ως :
eq31f= (C.ollect[eq31e[[1]], υ[Ι]] Ι. {_u[t] "'n_. ->α:,.,u[t] "'η}) == ο n
όπου τα aj δίνονται από:
alphas= (a#->Coefficient[eq31e[[l]], u[t]"']) & j@ {Ι, 2, 3}
TLkt 3T~k3:' χ,.)':,:< 3T~k3:'{X,.:,"::~ T~k3( Χ,.
{Χι .... --+ , ':J(z-+ , aa .... -----
::n













'l'Rnle", Sοlve[α1 "'''' Ι/. alphas, Τ] [[2]]
Επομένως,τα α2 και α3 μπορούννα ξαναγραφούνως :
alphas = alphas / .TRule / / Rest
3 ka :: (Χ,) ~!l ka <; '!Χ,) ~::" 1
~ α2 -+ , '::Ι3 ~ ~
Jcl+3Jca ((xs)~):< Jcl+3ka (':xs)~::<j
Με το αι ίσο με τη μονάδα, η c()31 f γίνεται
eq31q", eq3lf Ι. ((1 -> 1
Σε αντίθεση με την OuffingEq, η e<βlg περιέχει τόσο έναν τετραγωνικόόσο και έναν κυβικό όρο.
Στην επόμενη ενότητα, προσδιορίζουμε μια δεύτερης τάξης απ' ευθείας ανάπτυξη των λύσεων της
NI31g για μικρά αλλά πεπερασμένα εύρη ταλαντώσεων. Στην ενότητα 3.3, προσδιορίζουμε μια
ομοιόμορφη δεύτερης-τάξηςανάπτυξη χρησιμοποιώνταςτην τεχνική Lindstedt-Poincare. Στην ενότητα
3.4, προσδιορίζουμε μια ομοιόμορφη δεύτερης-τάξης ανάπτυξη χρησιμοποιώντας τη μέθοδο των
πολλαπλών κλιμάκων. Στην ενότητα 3.5, δείχνουμε ότι η πρώτη προσέγγιση που λήφθηκε με τη
μέθοδο της μεσοστάθμισης, οδηγεί σε μια μη-πλήρη λύση. Στην ενότητα 3.6, εισάγουμε τη
γενικευμένη μέθοδο της μεσοστάθμισης και λαμβάνουμε μια ομοιόμορφη δεύτερης τάξης ανάπτυξη.
Τέλος, στις ενότητες 3.7 και 3.8, εισάγουμε την τεχνική Κrylov-Bogolίubov-Mitropolskiκαι τη μέθοδο
των κανονικών μορφών, αντιστοίχως.
3.2 Απ' ευθείαςΑνάΠΠΥξη
Για να εκτελέσουμε μια απ' ευθείας ανάπτυξη για μικρά αλλά πεπερασμένα εύρη ταλαντώσεων των
λύσεων της cq31g, πρέπει να εισάγουμε μια μικρή παράμετρο Ε σαν μια λογιστική παράμετρο. Με
όρους αυτής της παραμέτρου, αναζητούμε μια τρίτης-τάξης ανάπτυξη της μορφής:
uExpRule[.rna.:'tOnjer_J := u -> (Sua [εi Ui [,:,t] Ι {i, Ι, lIld.XOrdιπ}] &)
όπου maxOrder είναι η τάξη της ανάπτυξης που αναζητήθηκε. Για τα επόμενα, ορίζουμε maxOrder =3
για μια ανάπτυξη της τάξης τρία. Ξεκάθαρα, το Ε είναι ένα μέτρο του εύρους της ταλάντωσης και
μπορεί να τεθεί ίσο με το Ι στην τελική λύση, αν το εύρος ληφθεί μικρό, όπως περιγράφεται
παρακάτω. Αντικαθιστώντας αυτή την ανάπτυξη στην c(ι31g, αναπτύσσοντας το αποτέλεσμα για
μικρό Ε και αμελώντας όρους τάξης μεγαλύτερης του Ε 3, έχουμε
eq32a", (eq3lq Ι. uExpRule[3] /! ExpandAll) !. e"_1 ;,,>3 -:> Ο
Εξισώνονταςτους συντελεστέςτων ίδιων δυνάμεων με του Ε, στην et132a, προκύπτει
BCIEps =Table[coefficient[eq32a[[l]], e~] == Ο, {ί, 3}]
το οποίο μπορείνα λυθεί ακολούθωςως προς υι, U2 και U3.
Η γενική λύση της πρώτης-τάξης εξίσωσης, eιιΕρs[[ Ι JJ, μπορεί να εκφραστεί ως
Λγγελος Χιόπης
Διπλωματική Εργαmα
sol1=DSo1ve({eqEps[[1]], αι[Ο] ==aCοs[β], αι'[Ο] ==-aSin[β]), ul[t], t][[l]] 1/
SiIllplify
όπου α καιβ είναι σταθερές. Αντικαθιστώνταςτο 8011, UI[t], στην δεύτερης τάξης εξίσωση, eqEps[[211,
και λύνοντας την παραγόμενη εξίσωση ως προς U2[t], λαμβάνουμε
3012 = DSolve[eqEps [[2]] ι .. 3011, u:!(tl, t] [[1] 1 /. C[_] -> ο 11 SiIllp1ify
, 1 - "
,u:zlt] ..... - a'" {-3 ... C09 [2 (t + β:: J) a2r
. ~ .
Όπως και πριν, δεν περιλαμβάνουμε τη λύση του ομογενούς προβλήματος ως προς U2[t].
Αντικαθιστώντας τις soll και 8012 στην τρίτης-τάξης εξίσωση, etIEps[[3]], και λύνοντας την
προκύπτουσαεξίσωση ως προς U3[t], έχουμε:
3013 = DSo1ve[eqEps [[3]] /. 3011/. s012, UJ[t] , t] [[1]] /. C [_] -> Ο / / SiDιplif1
[Ua ί t} ... 2.. aa :' 2 (lΟ C03 ί τ. + β) ... C03 ί 3 (t ... β) ] ... 2Q t Sin [τ. ... β] :: α~ ...
c 96'
3 (-6 C03 ίτ. ... β] ... C03 [3 (t ... β) ] - 12 t Sin ί t ... β] :: α. ,Ι}
Απλά θέτοντας CU -7 Ο, αυτό δεν απομάκρυνε όλες τις λύσεις της ομογενούς εξίσωσης σε αυτή την
περίπτωση. Επομένως, το εκκαθαρίζουμε άλλη μια φορά, και λαμβάνουμε
3013 =5013 Ι. Cos [t ... _1 -> ο 11 Expandλl.l
Γ .] 1 3 C r3 31>,:Ζ 5 3 tS ' 't 1>1 :< 1 3,. f3t 3'~] 3 3 5' Γ ,~. 1',α3Ι t ... - a 03, t... "j 0:2 ... - a :1.η l ... ". 0:2'" - a ,-03. ..." 0:3'" - a t :1.11 ι t ... "j 0:3'
c 48 12 32 8 J
Συνδυάζοντας τις πρώτης-, δεύτερης- και τρίτης- τάξης λύσεις, λαμβάνουμε, στην τρίτη προσέγγιση,
ότι
301=u[t] == (u[t] /. uExpRule[31/. Flatten[{sol1, 3012, so13}])
1 - -
u[t] ==aeCos[t ... Bj ... -a"'e'" {-3 .. Cos[2 (t ... B)]:: α;Ζ'"
6
• 1 • C [3 3 β' ;Ζ 5 • t S" 1>' ,1 1 'c [3 31>' 3. -' [ .~, ιe - a 03 t... j α- ... - a :1.11 ί t ..... ' α_ ... - aos t... ... j α. - - a t ;:':1..11 t ... μ' 0:. Ι.
, 48 .. 12 ' .. 32' 3 .
Σημειωτέον ότι η εξάρτηση του u από το ε και το α είναι στο συνδυασμό ε α. Έτσι, μπορεί κανείς να
θέσει ε = Ι και να θεωρήσει το α ως την παράμετρο διαταραχής.
Η απ' ευθείας (sιraightforward) ανάπτυξη sol καταρρέει για t 2: Ο( ε -ι α-Ι) επειδή ο τρίτης τάξης όρος
είναι της ίδιας τάξης ή μεγαλύτερης από τον δεύτερης τάξης όρο λόγω της παρουσίας του μικτού­
προσωρινού όρου. Μετά, χρησιμοποιούμε την τεχνική Lindstedt - Poincare για να προσδιορίσουμε μια
τρίτης-τάξης ομοιόμορφη λύση.
3.3 Η ΤεΥνΙκή Lindstedt - Poincαre
Για να εφαρμόσουμε την τεχνική Lindstedt - Poincare στην cη31g, εισάγουμε τον μετασχηματισμό
τ=ωΙ και την ξαναγράφουμεως :
eq33a = eq31q / . 1.1 -> (α [ω π] &) Ι. t -> Τ Ι (ι)
α [τ] ... c(;z u [τ]:Ζ + aa U [τ j a ... r.JZ u'[ τ ] == ο
Για να καθορίσουμε μια ομοιόμορφη ανάπτυξη της τάξης maxOrder της λύσης της C(I.Hn,
αναπτύσσουμε το ω και το u[t] σε δυνάμειςτου ε :
GmgRule (ma."'lGτ,::!er] : =ω - > 1 ... SwIt. [ε 1 Uli ι {i, J1a:~n:!er}J































Όπως συζητήθηκε στο προηγούμενο Κεφάλαιο, ο πρώτος όρος στην ανάπτυξη του ω λαμβάνεται ως η
γραμμική φυσική συχνότητα του συστήματος, η οποία ισούται με Ι σε αυτή την περίπτωση.
Σημειωτέον ότι η τάξη της ανάπτυξης για το u είναι μεγαλύτερη από αυτή του ω και της ομοιόμορφης
ανάπτυξης που απαιτείται. Όπως συζητείται κάτωθι, απαλείφουμε τους όρους που οδηγούν σε
προσωρινούς όρους από την εξίσωση τάξης maxOrder + Ι αλλά δεν περιλαμβάνουμε τη λύση του στην
προκύπτουσα εξίσωση της ανάπτυξης.
Για μια ομοιόμορφη δεύτερης τάξης ανάπτυξη, έστω
maxOrder =2;
Αντικαθιστώνταςτις αναπτύξειςτων u και ω στην eq33~\, αναπτύσσοντας το αποτέλεσμα για μικρό ε,
και αμελώντας όρους τάξης μεγαλύτερης του ε 3, λαμβάνουμε
eq33b = (eq33a /. {uBxpRule[ιaaxDrder],OIJIqRu1.e[ιaaxDrάer)}/ Ι E.xpιmdAll.} /. ε"_·/;,,·....aώeτ..J.-> Ο
e'.1l[t1 ... e··:X2'.1lLTj·.,.e1aa'.1lLt]1.e·u.lt] .2eaa2'.1t(t] '.1.[τ] +";:]'.1a(t] +
e'.11lTj ... 2,,;:;:ωιυί[τ] ... eaω~uί[τ] ... 2ε2ω2υί[τ] +e2 '.1;[1] +2ε1 ωιυ;[ι] .,.ε]υ;[τ] ==0
eqEps = Tab1e[Coefficient [eq33b [ [1] ] , ε~] == Ο, {i, 3}]
r .] ~[' Ο Γ'~" 2 ~, 1 ,•• ] Οl.'.1ιιτ +'.1ι TJ == , α~'.1l.Τ; "''.1~ltJ + [ιIt '.1Il t J +'.12 ι τ == ,
αa'.1ι[τJ2 ... 2α;Ι'.1ι[τj '.12[t1 ... '.1:l[tJ ... ωi'.1Ι[τ} +2ωΖ'.11.[τ] +2ωΙ'.1;[τ1 ... '.1i[τj ==01
Η γενική λύση της πρώτης-τάξηςεξίσωσης, eqEps[[l]], μπορείνα εκφραστείως
301.1 = DSo1ve({eqEps [[1]] ι '.11 [Ο] == a Cos [β] , '.11' [Ο] == - a Sin[ β]}, '.11 ι τ] [[11]
: '.1ι -;. (a Cos [β] Cos [Ul ] - a Sin [β] Sin [::1 ] ,) }
όπου α και β είναι σταθερές. Αντί του να χρησιμοποιήσουμε το u,[t], χρησιμοποιούμε το UI στο
δεύτερο όρισμα στο DSolve ώστε το soII να μπορεί να χρησιμοποιηθεί στους όρους που εμπλέκονται
με τις παραγώγους.
Υποκαθιστώντας τα soll, uι[τ], στην δεύτερης τάξης εξίσωση, την ctIEps[[2]], και μετακινώντας τους
μη-ομογενείς όρους στο δεξί μέλος της παραγόμενης εξίσωσης, λαμβάνουμε
eq33c", '.1Ζ[Τ] + '.1; [τ] -;:; , Ι@ Reverse(eqEps [ [2]] Ι. 3011 / Ι Simplif::ι]
Αναπτύσσοντας το δεξί μέλος της c(I33c σε μια σειρά Fourier χρησιμοποιώντας τριγωνομετρικές
ταυτότητες, προκύπτει
eq33c [ [2 Ι] = eq33c [[2] J Ι / TriqReduce
1 • . .
::;- -a'α2-a'CΟΒ[2β ... 2τ]α;ι+4aCοs[!3+τ] [ι)ι Ι
""
Για την απαλοιφή των όρων Cοs(β + τ] και Sίn(β + τι απαιτείται να τεθεί ωl =Ο. Τότε, η ειδική λύση
της eq33c μπορεί να εκφραστείως :
3012 = DSolve[eq33c Ι. ιιl1 -> Ο, llZ [τ] , τ] [[1]] 1'. C[_] -:> Q l' Ι SiJιιplifJ'
- 1 • -,
;ιu2 [τ] -+ "6 a' {-3 .... CC!I [2 β 400 Τ j:: α2 J~
ή σε μορφή (format) καθαρής συνάρτησης, ως :
.50121 = Uz -J>- Fu.nction( r J .5012 [[1, 2]] J / '8val'.1ate]
Ι





Αντικαθιστώντας τα soll και sol21 στην τρίτης τάξης εξίσωση, e(IEps[[3]], και χρησιμοποιώντας το
γεγονός ότι ωι =Ο, λαμβάνουμε:
eq33d = ΙΙ3[Τ} + U; [τ] - ;; & /0 Reverse[eqEps [[3]] Ι. ιη -> Ο Ι. 5011 Ι. 50121 / Ι S:imp1i.fy]
U3LT] +u;[T] ==-:a3 CΟSίβ+Τ] (-3 ... CosL2 (β+τ)]:: α;-a3Cοsίβ+τj3α3+2aCοs[β+τ]{ι);:<
3
Αναπτύσσοντας το δεξί μέλος της eq33(1 σε μια σειρά Fourier χρησιμοποιώντας τριγωνομετρικές
ταυτότητες, έχουμε:
eq33d[ [2]] "eq33d[ [2]] 1/ TriqReduce
1
12
10 a 3 Cas[!3 - τ] α~ - 2a3 Cos[3 β + 3 τ] α;- 9a3 CosBi. τ] α; - 3 a3 Cos[3 β ... 3 τ] 0:3 + 24 aCos[!3+ τι ω~
Η απαλοιφήτων όρων που οδηγούν σε προσωρινούςόρους από την eq33d[[2]], απαιτεί ότι:
omιg2Rnle=Solve [Coefficient [eq33d ([2] ] ι Cos[t + β]] == ο, r..l;2] ([1]] Ι! Expandλll
Όπως συζητήθηκε παραπάνω, για μια δεύτερης-τάξης ομοιόμορφη ανάπτυξη, δεν χρειάζεται να
λύσουμε ως προς U3[t], Συνδυάζοντας τις πρώτης- με τις δεύτερης- τάξης λύσεις, λαμβάνουμε, στη
δεύτερη προσέγγιση, ότι
r1[T] == (π(τ]. Ι. uExpRnle(2] Ι. 5011/. 501211/ SiDιplifyl/Expand)
1z~ 1~- aιιΓτ} == aεCΟ3[β+ τ] - - a ε" 0:2 + - a" e"Co1!l[2 ιβ + τ) 10:2 + e U3 ίτ}
. 2 6
όπου
τ == ω t Ι. omιgRnle(2] Ι. oDIIg2Ru1e /. (0)1 -> Q
, ~,1 5 2 ~ 3 a2 o:a 1
1
'ιτ == t 11 + e" 1- - a 0:2 + --- .
. , 12 8 ,',
Η παραπάνω ανάπτυξη είναι ομοιόμορφη στη δεύτερη τάξη επειδή οι προσωρινοι οροι δεν
εμφανίζονται σε αυτή και ο διορθωτικός όρος (ο όρος ο ανάλογος με το ε 2) είναι μικρός εν συγκρίσει
με τον πρώτο όρο.
Επιστρέφοντας στην sol στην προηγούμενη ενότητα, σημειώνουμε ότι ο πρώτος προσωρινός όρος
εμφανίζεται με Ο( ε 3). Επομένως, θα μπορούσαμε να είχαμε συμπεράνει ότι ωι = Ο προτού
εκτελέσουμε την ανάπτυξη επειδή ο όρος ε ω1 στον οmgRιιΙe/21 δημιουργεί προσωρινούς όρους σε
Ο( ε 2) και όχι σε Ο( ε 3), όπως χρειαζόταν για την απαλοιφή του προσωρινού όρου από την soI.
3.4 ΗΜέθοδος των ΠολλαπλώνΚλιμάκων
Χρησιμοποιούμε τη μέθοδο των πολλαπλών κλιμάκων για να ασχοληθούμε άμεσα με την ('(13lg της
υποενότητας 3.4. Ι, με τις αντίστοιχες πρώτης-τάξης εξισώσεις πραγματικών τιμών της Nl31g στην
υποενότητα 3.4.2, και με την αντίστοιχη πρώτης-τάξης μιγαδικών τιμών εξίσωση της e(l31g στην
υποενότητα 3.4.3. Για να λάβουμε μια δεύτερης-τάξης ομοιόμορφη ανάπτυξη χρησιμοποιώντας τη
μέθοδο των πολλαπλών κλιμάκων, χρειαζόμαστε τις τρεις χρονικές κλίμακες ΤΟ = 1, Τι = Et, και
- 2
j 2 = c t, τις οποίες συμβολίζουμεως εξής:
lIeeds("Utilities Notation "]




























και ταξινομούμε ως εξής:
timeScales= {Το, Τι, 'l'2};
Σε όρους των χρονικώνκλιμάκων Τη, οι χρονικέςπαράγωγοιγίνονται
dt [1] [e'tpl'"_] : = S'W8 [ε~ D[expr, timeScales [[i + 1] ] ], {i, Ο, m.ax1Jrder}];
clt[2] [expr_] : = (dt [1] [dt[1] [expr]] f! Expand) !. ε'_ι' :,>......:>rdeτ -> ο;
Για μια ομοιόμορφηδεύτερης-τάξηςανάπτυξη,έστω
m.a.xorder = 2;
Για να παραστήσουμε κάποιες από τις εκφράσεις κατ' έναν πιο ακριβή τρόπο, εισάγουμε τον
ακόλουθοκανόναεμφάνισης :
displayRnl.e,. {Derivative[d__ ] [11_>.] [_] :> seqnenceFona[T~" ΚApIlldeΣed{O~[(1II-1 &, {d}], Ui]'
Derivative[d_.](A][__] :>Sequencelona[TiJDes" !faIWldexed[O:}[(1!] &. {a}], Α],
Derivative[d__ ] [Α] (_] :> SequenceFona[TiJDes" MapIndexed[O;;[(1!J &, {a}}, Α],
11.i_[ __] ->>:1.1., Α[__] -> Α, Α[_] -> Α};
3.4.1 Δεύτερης- Τάξης Σύστημα Πραγμαπκών Τιμών
Χρησιμοποιώντας τον κανόνα της παραγώγου, μετατρέπουμε την eq31g σε μία μερική διαφορική
εξίσωση
eq341a =eq31g Ι. {u[t] -> \1['1'011\, ΤΖ], Deriva.tive[n_] [υ] [t] -.> dt[n] [u['1'o, '1'11 '1'Ζ] 1}
\1[Το. Τ1 , Τ:<] ·;.<x:zu[Ta, Τ11 T2/~α:1υ[To, Τι. T.,J:1 ... e 2 u ·:O,2,0)[To,T1, τ.,] ...
2e'u(1,a.1} [Το,- ΤΙ. Τ .. ] ... 2:u(1.1.1)) [Το, ΤΙ, Ι ... ] ~υ(2.α.O) [Το, Τ1 , Τ ... Ι ==0
Ξανά, για να καθορίσουμε μια ομοιόμορφη ανάπτυξη της τάξης maxOrder, αναπτύσσουμε το u στην
τάξη maxOrder +Ι, απαλείφουμε τους προσωρινούς όρους από την εξίσωση maxOrder +1, αλλά δεν
περιλαμβάνουμε τη λύση της στην τελική προσεγγιστική λύση. Έτσι, αναζητούμε μια ομοιόμορφη
ανάπτυξη της λύσης της eq341a της μορφής:
solRu1e =u -> (SUDI [ε λ \1, [;;::Ι, t:r2, !13], (i, m.axOrder + ο] ');
Αντικαθιστώνταςαυτή την ανάπτυξη στην eq34 Ι a, αναπτύσσοντας το αποτέλεσμα για μικρό ε, και
αμελώντας όρους τάξης μεγαλύτερης του ε 3, έχουμε
eq341b = (eq341a /. solRule / Ι ExpandAll) Ι. ε"_! ;n>........:>rde"'.l -> α
Εξισώνονταςτους συντελεστέςίδιων δυνάμεωνμε του ε στην eq341 b, λαμβάνουμε
eqEps : CoefficientList [eq341b [[1] ] ( ε] =: Ο 11 'l'hread 11 Rest
Γ 'τ Τ Τ' .•• 0,01,τ Τ Τ' Ο'L1JiL -ο, Ι. 4:1" u t ι ο, 1, 4:J == ,
::::.1.1ι [Το, Τ1, T.j· .. 1.12 [Το, Τ1 , Τ.] .. 2 1.11ι • 1 • Ο1 [Το, Τ1, Τ2 ] ... 1.1/,0.0) [Τα, Τ1, Τ.] == Ο,
:::ta1.11[To, ΤΙ, Τ.J a .. 2α.,l.1ι[Το, 1Ί, T.]u.. [To, Τ1 , T.. J ~l.1:1[To, Τι, T.J ...
1.110,2,01 [Το, ΤΙ, Τ.] .. 2 υ?,σ,1! [Το, Τι, Τ.,] .. 2 l.li1.1,IiΆ' [Το, ΤΙ, T.J ~ l.1i..•o,a, [Το, Τι, Τ.] == οΙ
J
Για να τοποθετήσουμε το γραμμικό τελεστή στη μια πλευρά και τους υπόλοιπους όρους στην άλλη,
ορίζουμε




Χρησιμοποιώντας την ('q()l'der!il και τον dispIIlyl{ule. ξαναγράφουμε την t~<ιΕρs κατ' έναν ακριβή
τρόπο ως εξής:
Array [eqOrder, 3] Ι. disp1ayRule 1/ Tablel''ona
J~l + αι == Ο
J;Uz+uz== -2 (Dι!Oιαι) -uta;.
~a + ua == -2 (Ώ~ Οια2) -DfU1- 2 (Do Ώ;.αι) - 2 αι αΖα2 -ut aa
όπου
Ω"&ιί = 8ΙΙί[Το. Τι, TiJ/aT"
Η γενική λύση της πρώτης-τάξηςεξίσωσης,c<IOrder[ll, μπορείνα εκφραστείως:
3011= {αι-> (A[;t;2, ,ι;t3] Exp[I,ι;t1] +A[Iit2, ff3] Exp[-I,ι;t1] &)};
όπου Α είναι ο συζυγής μιγαδικόςτου Α οριζόμενοςαπό τον κανόνα συζυγίας:
conjugateRn:le = {Α -> Α, Α -> Α, Coιιιplex[Q, Il_] -> CoιιφleΣ[Q, -n]};
Τότε, η δεύτερης-τάξηςεξίσωση, e<IOr{ler[2], γίνεται
eq341c = eqOrder [2] Ι. so11 Ι / Expandλll;
eq34lc / . displayRn:le
o~Z + Uz == -2 Ι εΙΤο (ΏιΑ) + 2 Ι ε-Ι το I:D1A) - Α2 εΗΤο α2 - 2 ΑΑα2 _ε-ΗΤο ΑΖ αΖ
Απαλείφοντας τον όρο ΕΙ ΤΟ που παράγει προσωρινούς όρους στην U2 από το δεξί μέλος της eιl341c,
απαιτεί ότι :
SCond1 = C.oefficient[eq341c[[2]1, ΕχΡ[ΙΤοl 1 == Ο
-2 Ι Α(Ι.οι [Τι, Τ:<l == Ο
ή
SCond1Rule = Solve[SCond1, Α (1,0) [Τι, Τ2]] [[1] J
:A\l.O) [Τι, TzJ ..... Ο}
Η απαλοιφή του όρου εΙ Το που παράγει προσωρινούς όρους στο U2 από το δεξί μέλος της c<I341c δίνει
το συζυγές μιγαδικό του S(:(llld Ι RIIle, δηλαδή:
ccSCondlRu1e = SCond1Rule Ι. conjuqateRule
'A.;'"(l.O) 'Τ T~'· ΟΙ1.. L Ι, 4.J. -t J
Συνεπάγεται από την S(~ondl ότι Α = A{TzJ. Υποκαθιστώντας τις συνθήκες επιλυσιμότητας στην
('(134 Ι c, έχουμε
eq341d =eq341c /. SCond1Rule /. ccSCondlRu1e
Η ειδική λύση της ('q34 1<1 μπορεί να ληφθεί χρησιμοποιώντας το DSolve. Το αποτέλεσμα είναι:
'.12501 = DSo1ve [eι:l341d, 1.12 [Το, τι, ΤΊ], timeScales) Ι Ι1} 1 ι. C Ι_Ι -> (Q &) / Ι TrigToExp / / ΚXpandλll
του οποίου το δεξί μέλος μπορεί να χρησιμοποιηθεί απευθείας για να εκφράσουμε τη U2 σε μια μορφή
καθαρής συνάρτησης, ως εξής:




































Αντικαθιστώντας τις πρώτης- και δεύτερης- τάξης λύσεις, soll και sol2, στην τρίτης-τάξης εξίσωση,
eqOnler[31, λαμβάνουμε:
eq341e = eqOrder[3J Ι. 3011/. 301211 Expandλl.l:
eq341e Ι. displa:ιRuΙe
σ;ua'" 1.11 •• _ΕΙ'!!) (:{Α) - ε-ΙΤ(} :DfA) - 2. Ι ρ;Ι:'!." ,:D2A; .2 Ι ε-ΙΤο DcA'i - ~ Ι ;ι Ε4. ITn D,Ai (χ:ι'" ~ Ι ε-2ΙΤο Α ;DlA) οι: -3 - 3
~A2ElIΤ'α~_ ~A2EIΤOAα:_ lΩ ΑΕ-η. χ2 α22_ ~E-H!oX2~_A~EHΤαα2_3A2Eη.Aα2_3AE-nOAZα~ _Ε-lΙΤοχ3α2
3 '3 '3 3 •
Για την απαλοιφή των όρων που παράγουν προσωρινούς όρους στη U3 από το δεξί μέλος της e<]34Je,
απαιτείται όπως :
SCond2 =Coefficient[eq341e[ [2]] 1 ΕχΡ[Ι Το]] == α
10 ΑΙΤι , I,l:;:α~A[Tι, ΤΖ] -3Α[Τι. T:;:l'aaA[Tt. ΤΖ] _2IA\O,l1 lTt , Τ2] -Α':"Ο)ίΤι , T2 J ==Q3
Χρησιμοποιώντας τον SΙΌndΙRuΙe και το γεγονός ότι Α =A{T2J, μπορούμε να ξαναγράψουμε την
SCond2 ως εξής:
SCond = SCond2 Ι. D[SCond1Ru1e 1 'Τι] ι. ίΑ -> (Α [tr.2] &) 1 λ -> (λ [tt2] &)}
10 ~ ~ _ ~ _
"3Α[ΤΖ]'αίΑ[Τ2J-3ΑίΎΖJ"αaΑ[Τ2] -2IA'[Tz J ==Q
Εκφράζονταςτο Α στην πολική μορφή
ruleA= {Α-> (~a[it] ΕχΡ[Ι β[it]] &) 1 Α -> (~a[itJ ΕχΡ[-Ι β[itJ] &)}:
όπου α και β είναι πραγματικοί και χρησιμοποιώντας τον κανόνα
realRule= (Re[s_J -> s,' Im[s_J -> Ο};
ξαναγράφουμετο S(~ond σαν
eq341f =SCond,[ [1] J ΕχΡ[-Ι β[ΤιJ1/. ruleA.I / Expand
~ afI~J a α'2~ - ~ afI~1 a α. - Ι a' 'ιΎ·] • afT·'J ,~' ΓΎ~'J'12 ... ~ θ"ιι.· α- ".. " rι . "
Διαχωρίζοντας τα πραγματικά και τα φανταστικά τμήματα στην e<J341f, λαμβάνουμε τις εξισώσεις
διαμόρφωσης:
ampEq = Im [eq341fJ == Q /. realRnle
-a' [Τ;] == Ο
phaseEq =Re[eq341f] == Ο Ι. realRule
5 ,ι.3, 3 ·ι· 3 -Τ ' ~'-T' "
- a \ '} J α. - - a \,! α" ... a! "J' ~ 'ι' '} J == 'j12 - - .. 8 . - .. "- -
Η λύση της amρΕq είναι α =αο =σταθερό. Τότε, αν αο t ο, η λύση της phast'E« είναι:
betaRule = DSolve [phaseEq Ι. a[TzJ -> dO 1 β [ΤΖ ] 1 'Τ:ι] [[1] 1 ;. C [1] -> β.ο ι/ ExpandA11
5 2 '" 3,.., ,~,β[Τ:ι] .... --T~a"a:; .. -Τ~a~α" ... β,,\12 ' " .. 8 .. ,",'. "',
όπου βο είναι μια σταθερά. Αντικαθιστώντας τον Ι'UΙεΑ στην soll και τη sol2 και ενθυμούμενοι ότι
1Τ') =ι και Τ2 =ε-Ι , λαμβάνουμε, στη δεύτερη προσέγγιση, ότι :
'l[t] ==
(('.1['1'0, 'lΊ, T:J 'ι. 301Rule !. 3011 /. 3012 /. ,,3 -:> Q ι. {Α(_] -'> Α [1:], Α[_] -,. Α [ΤιΊ} /. rul.eA Ι!




το οποίο είναι σε πλήρη συμφωνία με ότι προήλθε από τη χρησιμοποίηση της τεχνικής Lindstedt-
Poincare.
3.4.2 Πρώτης-Τάξης Σύστημα Πραγμαπκών Τιμών
Σε αυτή την ενότητα, πρώτα μετασχηματίζουμε την e(131g σε ένα σύστημα δύο εξισώσεων
πραγματικών-τιμών 1ης-τάξης εξισώσεων χρησιμοποιώντας το μετασχηματισμό v[t} = u '[t} και
λαμβάνουμε:
eq342a = {α' (Ι) == ν(Ι) 1 eq31q Ι. u" (Ι] -> ν' (Ι]}
{U'ίt] ==vCt], uCt] +αΖu[t]"+α:1uίtj4... ·,([tj:=Ο}
Για να προσδιορίσουμε μια δεύτερης-τάξης ομοιόμορφη ανάπτυξη της λύσης της eq342a
χρησιμοποιώνταςτη μέθοδο των πολλαπλών κλιμάκων, πρώτα εισάγουμε:
mu.ltiScaJ.es = {u [t] -> u [Το. Τι, Τ2], ν [t] -> v [Το, Τι, Τ2], u' [t] -> dt [l][u[To, τι, Τ2 ] J,
v'[t] ->dt[l] [ν[Το , ΤΙ, Τ2]]};
για να μετατρέψουμετην παράγωγο ως προς το t σε όρους των παραγώγων ως προς τις τρεις χρονικές
κλίμακες TIJ, ΤΙ και ΤΖ, και μετά αναπτύσσουμε τα u και v υπό μορφή:
solRule = {υ -> (swιι [ε) Uj [.ιn, ;;Ζ, 1f3], (J, 3)] ,), V -> (swιι[ej 1'j [.ιn, tt2, it3], {j, 3}] ')};
Αντικαθιστώνταςτην multiScales και τη solRule στην e{)342a, αναπτύσσοντας το αποτέλεσμα για
μικρό ε και αμελώντας όρους τάξης μεγαλύτερης του ε 3, λαμβάνουμε:
eq342b = (eq342a Ι. nιultiScales/. solRule / Ι Expandλl1) /. e,,_I;r.>3 -> ο;
Εξισώνονταςτους συντελεστέςτων ίδιων δυνάμεωνμε του ε στην C{I342b, προκύπτει:
eqEps =Thread [CoefficientList[Subtract" it, ε] == Ο] , /@ eq342b 11 Transpose 1/ Rest;
Για να τοποθετήσουμετον γραμμικό τελεστή στη μια πλευρά και τους υπόλοιπους όρους στην άλλη,
ορίζουμε:
eqOrder[i ] : =
(" [[1]) ,/@ eqΚps([1]] /. <1_1 ->U,) == (';[[1]] , /@ eqBps[[1]) /. L11 -> <Ι,) - (f,t [[1] ] ,!@ eqΚps[[i]]) ί/
Threa.d
Χρησιμοποιώνταςτην eqOrder[i] και τον dispIlkyRLIlt', ξαναγράφουμε την e{IEps κατ' έναν ακριβή
τρόπο, ως εξής:
eqOrder[l] /. displayRule 1/ Tablel'onιι
eqOrder[2] Ι. displayRnle 11 Tablel'onιι
eqOrder[3] /. displayRnle / Ι Tablel'onιι
['οαι - -"ι == Ο
Ώανι", \1ι == Q
Doua-'''a == -iDtUz) -DzUt
:'O"'a ,.. Ua == -: Dt ",,,) - D;<vl - 2 ul Uz α2 - u~ aa
DGua - "'a == - :' [)ιαΖ:Ι - Ο;<αι
DιIva ... ua == -', Dt vz) - ΟΖνι - 2 αι U2 -:\2 - α~:).
• Πρώτης-Τάξης Εξισώσεις: Γραμμικό Σύστημα
Για να καθορίσουμε τη λύση των πρώτης-τάξης εξισώσεων, των ε()ΟnΙeι'[ 1\, τοποθετούμε σε λίστα τα




































linearSys: :; [[1]] & /@ eqOτder[1]
Μετά, αναζητούμε μια λύση της IinearSys της μορφής ΙΙΙ = ρΕ το και νι = QΕ το , και λαμβάνουμε:
coefList: Ε-Ι τι) linearSys Ι. {111 -> (Ρ ΕΙ" ,) , v1 _]>ο (ο ΕΙ'" &)} 11 Expand
: Ι Ρ - Q, Ρ ... Ι Q}
Το μητρώο συντελεστών της coefιist είναι:
coeiMat: Outer[Coefficient, coefList, {Ρ, Q}]
{{Ι, -Ι}, {l, Ι}}
και ο συζυγήςτελεστής(ερμιτιανήσυζυγία)του ορίζεταιαπό
hermitian[mat_ ?lfatr:ixQ] :: mat Ι. conjuqateRn1.e 11 'l"ranspose
Έτσι, τα αριστεράκαι δεξιά ιδιοδιανύσματατης ωetΊ\Ιat είναι:
riqhtvec: (1, c1} Ι. Solve[ (coeiMat. {1, c1}} [[1]] :: Ο, c1] [[1] ]
{l, Ι}
leftVec:{1, cl}/. Solve[{hermitian[coefHat}.{1, cl})[[1]] ::0, cl][[l]]
[Ι, Ι}
Τότε η λύση των πρώτηςτάξης εξισώσεων μπορείνα εκφραστείως:
30HEonι : riqhtVec Α ['l"1, '1"2] ΕΙ Τα
{εΙΤσ Α[Τι , T2 j, Ι εΙΤο ΑίΤι, Τ2 ]}
και ως εκ τούτου τα u ι και ν ι μπορούν να εκφραστούν σε μια μορφή καθαρής συνάρτησης, ως εξής:
orderlSo1 = {ul -> Function[ {1'o ι 1'1. "'Ζ} ι sol1fonι [[111 + (sοΗΙΌnι [[111 Ι. conjuqateRu1.e) Ι / Evaluate) ι
"Ι.'ι ->Function[(T~f 1'1, Ι'Ζ}, sol1l"onι.[[211 + (soHFo!'1lι[[211 Ι. conjugateRnle) /1 Evaluil.te]}
['J.l function[[T~. Τι. Τ2}. EIT~A[Tι. Τ2} ~E-IT~A:Tι. τ:;:}].
·ll f'.lnctiDn[LT~. Τι. Τ;;:}. ΙΕ:ΙΤΟΑ[Τι • Τ:;:] _IΕ-ΙΤΟΑ[τιι T;;:]J}
• Δεύτερης Τάξης Εξισώσεις
Αντικαθιστώντας την πρώτης-τάξης λύση, την OI·deI·ISoI. στις δεύτερης-τάξης εξισώσεις, τις
('(tOrdet'[2I, έχουμε:
order2Eq = eqOrder [21 /. orderlSol / / ExpandAll;
oroer2Eq ! . ,:lispla'{Rιι1e
Για να απαλείψουμε τους όρους που παράγουν προσωρινούς όρους στις U2 και ν2, ορίζουμε το
διάνυσμα το ανάλογο στην ΕΙΤΟ στα δεξιά σκέλη της order2Eq και λαμβάνουμε:
5'l"ermsl =Coefficient( Ρ,' [[2]) , ΕχΡ[Ι 'l"o]] '/@ order2Eq
r Α,Ι.ΟI 'Τ Τ' Ι Α,:Ι.Ό) 'Τ τ'';Ι - - Ι ι, ~ j, - ι ι ι ,~.; f
Επομένως, η συνθήκη για την απαλοιφή των όρων που παράγουν προσωρινούς όρους, η συνθήκη
επιλυσιμότητας, απαιτεί η STt'l'msI να είναι ορθογωνική στο συζυγές (adjoint), αριστερό
ιδιοδιάνυσμα. Το αποτέλεσμα είναι:




του οποίου το μιγαδικό συζυγές είναι:
ccSCondl = SCond1 Ι. cQnjuqateRule
'.A-(l,O) 'Τ Τ' ΟΙ\. ι 1, ~l ~ 1
Με αυτή τη συνθήκη επιλυσιμότητας, η order2E(l γίνεται:
:Ξοlν"e ":pde Ρaι:τiaΙ di-=fe.re.nt.lal ~q1.1at.::icn. !r'.a.y Iιa-t !la,,'e a
.;ene.I:al golut'io'n. !ry loadinq Calr.:'..llu3' ::'Sc-l~,reIn·r.;eqra13' ta Z'i.nd 3pec'isl .3r::::luticng_
'Ι Τ Τ] ι.α,01,τ Ι Τ' ε2 !ΤοΑ [τ τ· 2 1Α'Ι Τ] Α-'Τ Τ] ε-2!Το Α-'Τ IJ21u: Ι Ο, 1-, 2. .. ""2: .. l Ο' ι 1, 2. j = .. - 11 .: 1 α2 - , ;. 11 2: α~ L 11 :Ζ -, α; L ]., c: ;,
:u.[To, Τι, Τ2], '072 [Το, ΤΙ, T2j}, {Το. Τ1, I.J 1
. J
DSo1ve: :pde: Partia1 differentia1 equation may not have a genera1 solution. Try
loading Ca1cu1us' DSo1velntegra1s' to find specia1 solutions.
Εδώ, το να εφαρμόσουμε την DSolve για να επιλύσουμε για ot'der2E(lm δεν έχει αποτέλεσμα.
Εφόσον οι διαφορικοί τελεστές στα αριστερά σκέλη της ol'der2E{lm είναι ουσιαστικά συνήθεις
διαφορικοί τελεστές i1ε όρους του Ι, μπορούμε πρώτα να μετασχηματίσουμε την ol'der2E(Im σε μια
συνήθη διαφορική εξίσωση και τότε να χρησιμοποιήσουμε την DSolve για να λάβουμε την ειδική
λύση ως εξής:
3012pΙonι=
DSolve [order2EqιaΙ. {U2 -> (uz [I!l] '). '12 -> (vz [;;1] ')}. {Ό2 [ΤοJ, "2 [Το] }. '1'0] [[1] J / • C [_} -> ο 11
TrigΎoExp Ι Ι~1
Μπορούμε κατόπιν να εκφράσουμε τη λύση των δεύτερης-τάξης εξισώσεων σε μια καθαρή
συναρτησιακή μορφή, ως :
order2So1 = {uz -> ί'unction[{1"0, :'1, ='Ζ}, 3012pYonιι[ [1, 2} J /1 Evaluate] ,
'12 -> Function[{ 1'0, Tl' Τ;ι}, so12pFoτtt[[ 2, 2]] 11 Eva.luate] }
;U~_Functioni[To, Τι, T~},
. -
V2 ... Functicn: {Το, ΤΙ, T~},
• Τρίτης Τάξης Εξισώσεις
Αντικαθιστώντας τις πρώτης- και δεύτερης-τάξης λύσεις στις τρίτης-τάξης εξισώσεις, τις L'qOrdel'[3],
προκύπτει:
order3Eq = eqOrder[3] .Ι. orderlSo1 1'. order2So1 1'1' ExpandAl~;
order3Eq Ι. displa1Rule
~ Ι Τ Ι'! . -, 2 -' ΙΤ ... -, 2 ~ ι r
•Jcua - 'o7a == -ε ο iD;:A) -ε-" °D;:AI - 3" Αε ο ':\Ai α;: _2Α 'J)1A': α;: - 2 Α, D1A. 0'2 - 3' ε- Ο Α 'D1A' α;:,
! Τ ΙΤ 4 - ι τ 4 _ _.' Ι Τ -.' - , 2. a a"Τ ~Jo'o7a-ua==-IE c ;J;:Ai _ιε- ο J;:A' --ΙΑΕ+ ο (DLA', α._-~E ΟΑ·,ΌιΑ)α.-;Α Ε Οα...3 ., 3 .;ι
10 .1\.;: εΙΤο Α Ο'Ξ .. 10 Αε-!Το Α· αΞ _ ~ ε,ΗΤο Aa αΞ _Aa εΗΤο Q'a _ 3 Α;: Ε!ΤΟ Α aa _ 3 Αε'!Το j,;: O'a _ ε,ΗΤο j,aαa'Ι
3 ·3 <3 • ;
Για να απαλείψουμε όρους που οδηγούν σε προσωρινούς όρους από τις orcter3E(1, υπολογίζουμε το
































5Terms:2 = Coefficient[l1 [[2]] ι ΕχΡ[ΙΤο]] & /ο order3Eq
Έτσι, η συνθήκη επιλυσιμότηταςσε αυτή την τάξη είναι:
SCond2 = Conjuqa.te [leftVecJ •STerms2 == Ο 1/ ExpandA1l
10 ~ ~ - ~ - Ο 1)
-- ΙΑ-ΙΤ1, Τ2 Ί"α;Α[Τι • Τ2 ] ~3IA[Tι, T:;:j"aaA[Tl, Τ21 -2Α'.' . [Τι, T2J ==03
Αυτή η συνθήκη επιλυσιμότητας είναι η ίδια με εκείνη που λήφθηκε με την ενασχόληση με τη
δεύτερης-τάξης μορφή της διέπουσας εξίσωσης.
3.4.3 Πρώτης- Τάξης Σύστημα Μιγαδικών Τιμών
Σε αυτή την ενότητα, πρώτα μετασχηματίζουμε την c<I31g σε μία μόνη πρώτης-τάξης μιγαδικών-τιμών
εξίσωση χρησιμοποιώντας τον μετασχηματισμό:
transfRule,. {u[t] -> ζΕΙ] + ζΕΙ] ι u' [t] -> Ι (ζ[Ι] - ζ[Ι))};
του οποίου το αντίστροφο δίδεται από :
zetaRule = Solve[transfRnle;. Rule -> Equa1 , {ζ [Ι] ι ζ [tJ}] [[1J]
. 1 1
; ζ [~] ~ ::;- (υ[~] - Ι u' [~Ί), ζ ί~l ~ ::;- \:υί~1 ... ι υ'[~1 )1
'.t. ",'
όπου ζ με παύλα είναι το μιγαδικό συζυγές του ζ, όπως εκείνο ορίστηκε από τον κανόνα μιγαδικού
συζυγούς:
conjugateRule = {λ -> Α. , Α. -> Α, ζ -> ζ, ζ -> ζ, CΌιιιplex[O, .1l_] ->Cαuplex[Q, -nJ};
Έπεται από την εη319 ότι η επιτάχυνση δίδεται από:
acceleration = Solve[eq31q, u'"'[t] J [[1]]
Παραγωγίζοντας την zetHRuJc[[ITI μία φορά ως προς t και χρησιμοποιώντας τις aC{~clerHtίol1 και
trHnstΊ{lIlc, λαμβάνουμε την ακόλουθη πρώτης-τάξης μιγαδικών-τιμών εξίσωση:
eq343a. D[zetaRule[ [1J]. t] ί. accelerat.i"n Ι. transfRnle /. Ru1.e -. Eqαal. ί/ ExpandAl.l
Για να ορίσουμε μια δεύτερης-τάξηςομοιόμορφηανάπτυξη της λύσης της ε{!3..3ι! χρησιμοποιώνταςτη
μέθοδο των πολλαπλών κλιμάκων, πρώτα εισάγουμε:
:ιmltiScales= {ζ [Ι] -> ζ [Το, Ί'ι ι ΤΖ], ζ [Ι] -> ζ [Τ.Ο ι ΤΙ Ι 1'Ζ] ι ζ' [t] -> dt [1] [ζ [Το ι 1'11 1'2]]};
και κατόπιν επεκτείνουμετα ζ και ζ-παύλα στη μορφή:
:>olRule = {ζ -> (smιι (ε) ζ) [Α'1, :::", it3], (], 3}j &), ζ -> (Smιι{ε! ζ, [A'1,!'r2 ι ,0/3], {j, 3}] &)};
Αντικαθιστώντας τις mlJltiScales και solRnIe στην c<)343a, αναπτύσσοντας το αποτέλεσμα του
μικρού Ε, και απομακρύνοντας όρους τάξης μεγαλύτερης του Ε 3, λαμβάνουμε:
eq343b = (eq343a.l. multiScales Ι. solRule 1/ Expa.ndA11) .Ι. 0:,"-/:,,>3 - .. ο;
Εξισώνονταςσυντελεστές ίδιων δυνάμεωντου Ε, προκύπτει:
eqEps '" C.oefficientList[Subtract @@ eq343b, ε] == 0// 'l'hrea.d f/ Rest:





eqOrder [1_ J := (eqEps [[1, 1]) Ι. ζι -> ζi) -;; , /0 eqEps [[i]] 1/ Reverse
Χρησιμοποιώνταςτις e(l0nIer[ij και <lisplayRl1le, ξαναγράφουμε την e(IΕρs κατ' έναν ακριβή τρόπο,
ως:
Αrrθ.Ί [eqOrάer, 3} / . disp1ayRule /1 ΤabΙelΌIΊ8
Jαζι - Ι ζι == Q
Dοζ~- Τ ζ, •• -i,Dιξι) • ~ Τα, ξ! - Iα~ ζι ξι- i- I,,~ ξ!
Jοζ1 - Ι ζ1 == - .. Οι ζ.) - Ο.ζι - ~ Ι "1 ζ~ • Ι οι. ζι ζ. + ~ Τ OΙa ξ! ξι - Ι οι. ζ, ξι - ~ Ι aa ξι ζt - ~ Ι cta ξ: + Τα. ζι ζ. _ Ι α, ξι ζ.
Η γενική λύση της πρώτης-τάξης εξίσωσης, της eqOrder[ 11, μπορεί να εκφραστεί σε καθαρής μορφή
συνάρτηση, ως :
3011 = DSolve[eqOrder[l] ι ζιι t.imeScales] [[1]) Ι. C[1} ->Α
r ,,"IJU. 2 ') 1ι ζι ..... ι:. AltI. n3j"i!
της οποίας το μιγαδικό συζυγές είναι:
cc3011 = 3011/. conjugateRnle
(ζ '.ECαιιιpl.ex[II.-IJJU;; ....2 ""3" '.·11Ί l .... ! ΑΙ" , .. .ι. 1
Αντικαθιστώντας την πρώτης-τάξης λύση στην δεύτερης-τάξης εξίσωση, την eqOnJer(2), έχουμε:
order2Eq = eqOrder[2] Ι. 30l.1 /. ccsol1;
order2Eq / " di3playRnle
Απαλείφονταςτους όρους που οδηγούνσε προσωρινούςόρους στην ζ2 από την or<ler2Eq, προκύπτει:
5Condl = Coefricient[order2Eq[ [2] ) ι ΕΙΤΟ] == σ
_Α: Ι ' Ο ) [Τι, I~] == Ο
ή
SCond1Rule= Solve[SCondl, Α(l,Ο) ['l"ι, ΤΖ1} [[11)
( ,'11'0""Τ • ΟΙ·ιΑ ' . Ι 1, T:zj --+ J'
Με αυτή τη συνθήκη επιλυσιμότητας, η ειδική λύση της ot'det"2E<1 μπορεί να εκφραστεί σε καθαρής
μορφή συνάρτησης, ως :
5012 .. DSo1ve[order2Eq Ι, SCond1RUl.e, ζ2ι timeScales} [[1]] Ι. C[_] -> (Ο ')
'ζ /EI :t1" 0 -\ r-2 "'3] 1 ε~I::1α 3EH :t1;''''2 -3':<: 6E.<I::1J\.;"'2 -3] ΑΤ:!2 "'3' Α'''-2 "'3-':<:.' , 1~....,.. > ,\ .j ~- ,.... ~ '5 2 Ι ... , ...... 1 - .. ~- , .w ~, - ~ - ~ , ...... J
του οποίου το μιγαδικό συζυγές είναι:
cc3012 = 301.2/. conjuqateRnle;
Αντικαθιστώνταςτις πρώτης- και δεύτερης-τάξηςλύσεις στην τρίτης-τάξηςεξίσωση, την e<IOl'deI·[3I.
λαμβάνουμε:
oro.er3Eq • eqOr<:!.er{3] Ι. 3011/. ccsoll/, 3012 Ι. ccso12 Ι f Bxpandλll;
order3Eq Ι. displalRu1e
~'I' ε:Τ."Α' 'Ε· ΙΤ' "Α' 1 DA Α "Α'· l_.• ITOln<" 1 •• 1 ΕΗΤσ'-'c·ζa- ,3==- I....~ ,ι-rι. ':"'-1 :α1.' :'1 ;α~ • ...1.,α:l- 3 .ι:. - ;.i.. ι .κ"αΖ -3'.l..Λ α:-
~ ΙΑ'εΙΤ' Aα~ - ~ IAE,l!. Α' α~_ ~ :Ε,Η!. l' α: + ~ Ι Α.'ΕΗ!σaa ~ .: ΙΑ'ΕΙΤ• 1α, • .: ΙΑΕ'ΙΤσ A":Jra. ~ Ι Ε'·ΙΤ. l' α.
3 "'3 "'3 "'2 .2 2: 2




































SCond2 = Coefficient [order3Eq [ [2] J, ΕΙ Το] == ο;
SCond2 !. displayRu1.e
το οποίο είναι σε πλήρη συμφωνίαμε ότι λήφθηκεαπό την απ'ευθείαςενασχόλησημε την eq~~19.
3.5 ΗΜέθοδος mς Μεσοστάθμισης (Averaging)
Όπως και πριν, χρησιμοποιούμετη μέθοδο της μεταβολής των παραμέτρωνγια να μετασχηματίσουμε
την εξαρτημένη μεταβλητή u σε α και β σύμφωνα με :
eq35a=u[t} ==e:aCos[t+ β];
υποκείμενηστην δέσμευση
eq35b = D[eq35a, t]
u'[t] ==-aESin[t+!3]
όπου α καιβ είναι συναρτήσειςτου t.
tdependentRule = {a -;> a[tJ ι β -;> β [t]};
και το Ε είναι μια μικρή αδιάστατη παράμετρος, η οποία είναι μέτρο του εύρους της ταλάντωσης.
Παραγωγίζονταςτην eq35a ως προς t, προκύπτει:
eq35c = D[eq35a Ι. tdependentRnle, t.J
u'[t] ==€Cοs[t ... βίt]] a'ltj -€a[t] Sinft+p[t]j !l+p'[t])
Συγκρίνονταςτην eq35b με την eq35c, συμπεραίνουμε οτι :
cond35a = Expa.nd.[eq35c[ [2] J - (eq35b[ [2]] Ι. td.ependentRule)] == ο
eCo3lt+p[tJ] a'[t] -ea[t] Sin[t"'P[tJ] p'[t] ==0
Παραγωγίζονταςτην eq35b μια φορά ως προς t, δίνει:
eq35d = D[eq35b Ι. tdependentRule, t]
u"lt.] ==-ESin[t ... prt]] a'[t] -ealt] CC3rt ... !3lt]] (l+;nt:])
Αντικαθιστώνταςτις ('(ι351\ και eq35d στην eq31g, έχουμε:
ωnd35b=eq31q!. ({eq35a!. t.dependentRule, eq35d} Ι. Equal->Rule) 11 ExpandA.ll
Λύνονταςτην cond35a και την cond35b ως προς a'[t} καιβ'ω, έχουμε:
transformedEq =Solve[ {c.ond35a, co.nd35b}, {a' [t], β' [t]} J [[11] /. Rule ->Equal// SiIιιplify
{a'[t:J ==ea[t}·Co3[t+i3[t:]]LSin [t ... i3lt]] :O:z+ea[t] CΌs[t+i3[t:]] 0:1),
.", .,,.. "[,.1, .• ,. [ .,.".1Ι) ctJ ==eactj \..03lt+~ tjlQ:z+ea[tj ...O~ t.,.μιtjj α:~ij'
όπου το α έχει υποτεθεί ότι είναι διάφορο του Ο φτάνοντας στην tr:ιl\stΌr1\ιc(ΙΕ<ι[[2Τ\.
Χρησιμοποιώντας τριγωνομετρικές ταυτότητες, επεκτείνουμε τις δεξιές πλευρές της tι-:ιnsf'ΟΓIΙΙΙ'dΕq
σε σειρές Fourier και λαμβάνουμε:
ampBql = 't'riqRedαce /@ transformeι:!Eq[[1]]




l)haseEql =TriqReduce Ι@ transformedEq [[2] )
1β'ίt:] == - oea[t:] CQ3[t+β[tJ]a~+2ea[t:] Cοs[3t+3βίt]1α2+
a
Καθώς το ε είναι μικρό, τα α'[η και β'[η είναι βραδέως μεταβαλλόμενες συναρτήσεις του t. Τότε,
σύμφωνα με τη μέθοδο της μεσοστάθμισης, μπορούμε να παραλείψουμε τους γρήγορα
μεταβαλλόμενους όρους στην :lmpEql και στην phaseE<ll και να λάβουμε τις ακόλουθες
μεσοσταθμισμένες (averaged) εξισώσεις :
ampAvgEq = ampΚql /. Sin[_. t+ _] -> Ο
a"[t] == Q
phaseAvgEq =phaseEql/ • Cos [_. t + _] - > Ο
3. •
p'[t] == - e" a[tl"aa8 ..
Ενώ η :lmpAvgE<j συμφωνεί με την ampEq, η phaseAvgEq δεν συμφωνεί με την pllaseEtJ που
λήφθηκε στην προηγούμενη υποενότητα χρησιμοποιώντας τη μέθοδο των πολλαπλών κλιμάκων.
5 1:2 1-ε a-~
Υπάρχει ένας όρος 12 • που λείπει από την (JllaseAvgEtJ. Ακολουθώντας τις λεπτομέρειες της
λύσης στην προηγούμενη υποενότητα, βρίσκει κανείς ότι αυτός ο όρος είναι το αποτέλεσμα της
αλληλεπίδρασης των πρώτης- και των δεύτερης- τάξης προσεγγίσεων. Αυτή η αλληλεπίδραση δεν είχε
ληφθεί υπόψη κατά τον υπολογισμό των :HllpAvgEq και phaseAvgEq. Για να συμπεριλάβουμετην
επιρροή αυτής της αλληλεπίδρασης, χρειάζεται να αναζητήσουμε τις λύσεις της anιpEtJΙ και της
phast'Eql σε υψηλότερη τάξη. Αυτό επιτυγχάνεται μέσω της χρήσης της γενικευμένης μεθόδου της
μέσοστάθμισης,η οποία συζητείται κατόπιν, ή της παραλλαγήςτης, της τεχνικής Κrylov-Bogoliubov­
Mitropolsky, η οποία συζητείται στην ενότητα 3.7.
3.6 ΗΓενικευμένη Μέθοδος mς Μεσοστάθμισης
Για να εφαρμόσουμε αυτή τη μέθοδο, εισάγουμε τη μεταβλητή φ = t + β, και ξαναγράφουμε την
<tmpEtIl και την phaseEql ως εξής:
ampEq2 =ampEql/. Sin[ll_. t + d_] : > Sin[Expand[ll (qI[t] - β [Ι]) + d]]
a'- [Ι] ==
:: (2 ε a[t]2 Sin[φ[t)] ({2 + 2 e a[t)2 Sin[3 Iρ[t)] α:ι + 2 ε2 a[t)3 Sin[2 φ[Ι]] ({3 +
8
",2 a [t]3 Sin[4Iρ(t]] (3)
phaseEq2 = φ'[Ι] == 1+ phaseEq1[[2]] ,ι. COS[ll_. t+ d_] :>Cos[Expand[ll (Iρ[t] - II[t]) + a}]
ψ'[t]
1+
~ (6 ε a [t] Cos [φ [Ι] ] ((2 + 2 e a [t] Cos [3 φ [Ι] ] ((2 + 3 ε2 a [t] 2' CΙ3 + 4 e2 a [t}2 Cos [2 φ [t)} CΙ3 +
8
e 2 a[t]2 Cos[4 Iρ[t]] ((3)






























asol = a[t] == a.o(t] + Sωa[eL ai [a.o[t], φο [t]], {i, 2}]
a[t] == ao[t] + e al[ao [t], q>o(t]] + e2 az [ao[t], iPo[t]]
phisol=ιp[t] ==q>o[t] +Sωa[e1. ιpi [ao[t], q>o[t]], (i. 2}]
φ [t1 = q>o [t1 + ε φι [ao [t] , q>o [t11 + e2 φΖ [ao [t1, '110 [t] ]
όπου τα αo[tj και Ψοω έχουν αναπτυχθεί σε δυναμοσειρές του ε , ως :
aOEq= ao'[t] ==sωa[eiA.;.[ao[t]],{i, 2})
ΙPQ[t] == ι + e Ψι[ao [t]] + ε2 t2[aO [t]]
Οι συναρτήσεις αι, α2, .... , Ilιι και ΨΙ, Ψ2, .... , ΨΟ είναι γρήγορα μεταβαλλόμενες συναρτήσεις του Ψο,
ενώ συνεπάγεται από την aOEq και την (JhiOE(1 ότι το αο, και άρα και η An και η ΦΟ είναι βραδέως
μεταβαλλόμενες συναρτήσεις του t.
Στην δεύτερη προσέγγιση, παραγωγίζουμε το α[tj και το ψ(tj μια ψορά ως προς t, χρησιμοποιούμε την
nΟΕη και την (JhiOEq, επεκτείνουμε το αποτέλεσμα για μικρό ε, παραμερίζουμε (αμελούμε) όρους
τάξης μεγαλύτερης του ε 2, και λαμβάνουμε:
aEql", {D[asol. t] Ι. ({aOEq, phiOEq} Ι. Equa.l-> Rule) 11 ExpandAll) Ι. e-,,--I;n>Z -> Ο
a' [Ι] == e Αι [a.o [t]] + e2 ΑΖ [ao [Ι]] + ε aiO,t) [ao [Ι], φoo[t]] + e2 +ι [ao [t]] aiO,l) [ao [Ι], φο [Ι]} +
e2a~O.1) [ao[t], φooft]] +e2 Al[aoft]] ail,O) [aσ[Ι], Φo[t]]
phiEql:: (D[phisol, t] Ι. {{aOEq, phiOE'q} Ι. Equal-> Rule) 11 Expandλll) !. E"In>z -> Ο
φ" [t] == 1 + e +1 [ao [t]] + ε2 +2 [aσ [t]] + ε φ1ΙΙ 'Ι) [aσft], φα [t]] + ε2 +ι [ao [t]] φoiO,l) [aeft], φσ [t]) +
ε2 φo?,l) [ao[t] • φο [t)] + ε2 A1[ao [Ι]) φ{l'Ο) [ao [Ι], φο [Ι]]
Μετά, αντικαθιστούμετην :IsoI και την phisol στην nffi(>Eq2 και την phaseEq2, αναπτύσσουμετα
δεξιά μέλη για μικρό ε κρατώνταςτους όρους ως το Ο( ε2), και ξαναγράψουμετα δεξιά τους μέλη ως
εξής:
ampEqrhs = Series[aιnpEq2 [[2]] Ι. {{asol, phisol} Ι. Equa1-> Rule), {ε, Ο, 2}] 11 Hormal
1 ( .2 2)-Ε2Sin[φο[t]]αΖaσ[t] +2Sin[3q>o[t]] Ct2ao[t] . +
8
~ ",2 (2 Sin[2 Φo[t]] ((3 ao[t]3 + Sin[4 q>o[t]] α3 ao[t]3 +
2 ((: (2 Sin[ΙPQ [t]] ao(t] al [ao[t] t φα [t]] + Cos [q>o [t]] aσ [t] Ζ q>ι[ao [t] , q>o [t] ]) +
2α2 (2Sin[3q>o[t]] ao[t] a1[ao[t]. φο[Ι.]] +3Cοs[3φο[t]]ao[t]::P1[ao[t]. Ψα[Ι]]))
ρhaseEqrhs=Series[phaseEq2[[2]]/. ((asol, phisol}/. Eqnal.->Rule), {ε, Ο, 2}] 1/
l10rmal
1
1 + - ε (6 Cos [φο [t] ] ({Ζ aσ [t] + 2 Cos [3 '1>0 [t] ] ((2 ao [t]) +
8
Ι .,. .. .2 .. ." .,'"
- ε· (3 ({3 ao[t] + 4 Cos[2 φα [t]] 1:1:3 ao [Ι]~ + Cos[4 ΙΡο[Ι]] ({3 ao[t]~ +
8
6((2 (Cos[ιpo[t]] al[ao[t], φο[Ι]] -Sin[:po[t]] ao[t] φ1[aο[t]. rΡα[t]]) +




Εξισώνοντας τους συντελεστές των ίδιων δυνάμεων του Ε από τις aEq ι, ampEttrlls, phiEql και
[J113SeEttrllS, λαμβάνουμε:
ampEq3 = CoefficientList[ n, ε] & /0 (aEql [[2]] == ampEqrhs) ! Ι Thread 1/ Rest
{At[ao[t]] + a{O,l) [ao[t], φο [Ι]] == ~ (2 Sin[Ψo[t]] «2 ao[t]Z + 2 Sin[3 Φo[t]] «2 ao[t]l),
(Ο Ι) (Ο Ι)Az[ao[t]] +Φot[aO[t]] al' [ao[t] , Φo[t]] +a:' [ao[t] , IjIO[t]] +
At[ao [t]] a{t,D) [ao [t] , Ψo[t]] ==
1
- (2 Sin[2 Iρο[Ι]] «3aO[t]3+Sin[41po[t]] ct3ao[t]3+
8
2 ((2 (2 Sin [Ψtι [ΙJ] ao [t] al [ao [Ι], ιρο [Ι]] +Cos [ιρο [t]] ao [Ι] Ζ Ψι [ao [t] t lΡο [t] ]) +
2 α2 (2 Sin[3 ιρο [t]] ao[t] al [ao[t], ιρο [t]] + 3 Cos[3 ιρο [Ι]] ao[tJ z ΨI[ao [t], ιρο [t]]))}
phaseEq3 = CoefficientList [ΙΙ, ε] , /0 (phiEq1 [ [2]] == phaseEqrhs) 11 Thread 11 Rest
{tι [ao [Ι]] + IjIiO,t) [ao[t], Ψtι [t]] == i (6Cos[lpo[t]] 112 ao[t] + 2 Cos[31po [Ι]] «2 ao [Ι)} ,
tZ[ao[t]] +Φol[ao[t]] IjIiD,l) [ao[t], Ipo[t}] +IpJO,l) [ao[t] , tρo[t]] +
At[ao [ι]] φ-fΙ,O) [ao [t], tρoμ]] ==
1 ~ .. 2
- (3 ((3 ao [tJ· + 4 Cos[2 φο[Ι]] C(3 ao[t]· +Cos[4 Ψtι [t]] «3 ao [t] +
8
6 «2 (COS[1po [Ι]] at[ao [t], tρo[t]] - Sin[lpo[tJ] aO[t] IjIl[ao[t], Ψο [t]]) +
2((2 (Cos[3IjIo[t]J al[ao[t], tρo[tJ]-3Sin[31po[t]]aO[t] IjIl[ao[t], 'J)o[tJ]))}
Μετά, χρησιμοποιούμετη μέθοδο του διαχωρισμού των μεταβλητών για να χωρίσουμε ταχέως και
βραδέως μεταβαλλόμενουςόρους στις πρώτης-τάξηςεξισώσεις, :ιJnpEq3([11l και phast·Eq3IIl]]. Τα
βραδέως μεταβαλλόμενατμήματα δίνουν:
cond.36a= (At[ao[tJ] ->0., tι[ao[t]]-:>O};
ενώ τα ταχέως μεταβαλλόμενατμήματαδίνουν
orderlEq = (ampEq3 [[1]] , phaseEq3 ([1]]} Ι. cond36a
Για να προσδιορίσουμετις λύσεις της ol'deI'lEtI χρησιμοποιώνταςτην DSolve, τις μετατρέπουμε από
μερικές διαφορικές σε συνήθεις διαφορικές εξισώσεις, αντικαθιστούμε το φοω με το s και
λαμβάνουμε:
orderlEqTransf =onierlKq /. {al -> (al [Ρ"2] &), φι -> (Ψι[ h'2] &)} /. f_ [t} -:> f /' 'Ρο -> S
{ai[s] == ~ (2Sin[sJ a;ctz+2Sin[3s] a~C(2), IjIi[s] == ~ (6Cos[s] aoctz+2Cos[3s] aoα;ι)}
Αντί να αντικαταστήσουμετο φο[t], θα μπορούσαμενα το είχαμε συμβολίσει. Χρησιμοποιώνταςτη



































I}Solve[order1EqTransf [[1]] ι al [sJ, 5] [[1] J Ι. C[_J -> ο /' {s -+ 11>0 [Ι] ι ao -> ao [tJ} /'
al[al"g_J -> al [ao[t] ι arqJ
rule36[2] =
DSolve[orderlEqTransf[ [2J] ι lI>l [s], s] [[1]] /. C[_J -> ο /. {s -+ q>o [Ι] ι ao -> ao[t]} /.
IjIl[dl"g_] -+ 'Ρ1 [ao[t], arq]
{1h[ao [t] ι Φο[Ι]] .... 1~ (9 Sin[q>o [Ι]] «2 ao [t] + Sin[3 q>o [t]] «2 ao [t]) }
το οποίο μπορεί να συνδυαστεί σε
cond36b =Join[ru1e36 [1] ι rnle36 [2] ];
Αντικαθιστώνταςτα βραδέως- και τα ταχέως- μεταβαλλόμενα συστατικά της πρώτης-τάξης λύσης,
cond36a και C0l1d36b, σε δεύτερης- τάξης εξισώσεις, έχουμε:
order2Eq = {ampEq3 [[2] ] 1 phaseEq3 [[2] Ι} Ι. cond36a Ι . cond36b
{
(Ο,Ι)Α2 [ao [Ι]] + d2 [ao [t] 1 q>o [Ι]] ==
~ (2Sin[2tpo[t]] ((3ao[t]3+ Sin [4q>o[t]] «3ao[t]3+
(
1 "2 «2 - Cos[φo[t]] ao[t]~ (9 Sin[ΙP1)[t]1 «2 aO[t] + Sin[3 ιpe[ι]] «2 ao[t]) +
12
~ Sin[ιpo[t]] ao [t] (-3 Cos[ιpo [Ι]] «2 ao [t]2 - Cos[3 q>o[t]] ((2 ao[t]:)) +
(
1 ,
2((2 4"COS[3qtO[t]] aO[t]- {9Sin[~[t]] C(2ao[t] +Sin[3q>o[t]] «ZaO[t]) +
~ Sin [3 11>0 [t]] ao [t] (-3 Cos [q>o [t]] ('(2 ao [t].2 - COS [3 11>1) [Ι]] ((2 ao [t)2) ) ) ι
Φ2 [aO [Ι]] + φ~o,η [aO[t] 1 Ψο [t]] ==
~ (3 «3 ao [t].2 + 4 Cos [2 Ψο [Ι] ] ((3 aO [t] 2 + COS [4 ΦD [Ι)] «3 aO [t].2 +
6 ((Ζ (- 112 Sin[ιpo[t]] ao [Ι] {9 Sin[Ψo[t]] ((2 ao[t] + Sin[3 ιpo[t]] «: ao[t]) +
112 Cos [q>o [ Ι]] (- 3 Cos [q>o [t]] ((2 aO [ t ] 2 - COS [3 φο [t]] ((2 aO [t].2) ) +
2 ((2 (- ~ Sin[3 φο[Ι]] aO [t) (9 Sin[φο[t]] «2 aO[t] + Sin[3 f,J)o[t)] ((2 ao[t]) +
:2 Cos [3 φο[η] (-3 Cοs[φο[t]] «2 aO[tJ: -Cos[3 f,J)o[t]] fi2 aor t ]2)})}
Μετά, χρησιμοποιούμε τριγωνομετρικές ταυτότητες για να αναπτύξουμε τα δεξιά μέλη των δεύτερης­




order2Eqrhs = (ft [[2] ] Ι Ι Tl'iqRedllce 11 Expand) & !@ ordel'2Eq
{
9 ~ 35 ~)1 ~)--Sin[2Φo{t]]a:;ao[t] +-Sin[4φo[t]]a2dO[t] +-Sin[6φο[t}]CΙ2dο[t] +
32 6 24 96
1 . 1
- Sin[2ipo[t]] «3 ao[t} 3 + - S.in[4 φο [t]] ΙΧ) ao [Ι] 3,
4 8
52 23 2 ,,1 ~ 2
- - α. ao[t] - - Cos [2 ipo[t]] «2 ao[t] 6 + - Cos[4 ipo [t]] α; dO [t] +
12 ., 16 4-
1 2 2 3 ,,1 2 1 "}
- Cos[6 Φo[t]] α" ao[t] + - «3 ao[t]6 + - Cos[2 Φo[t]] ((3 ao[t] + - Cos[4 Φo[t]] (t3 dO[t]-
48 6 8 2 8
Εφόσον αναζητούμε μια ανάπτυξη έγκυρη στο O(€2), δεν χρειάζεται να επιλύσουμε ως προς α2 και φ2'
Το μόνο που χρειάζεται να κάνουμε είναι να ερευνήσουμε τις παραπάνω εκφράσεις για να
καθορίσουμε τα βραδέως μεταβαλλόμενα τμήματα και τα Α2 και Φ2. Το αποτέλεσμα είναι:
cond36c= {Ά.2[ao[Ι]), +2[ao[t])} -:> (oroer2Eqrhs/. {SinI_l -> ο, cοs[Δ -:> Ο}) 11 Thread
·iΆ:![ao [ΙΙ} -+ ο, Φ:![ao [Ι] j -+ -~ α....=ao [Ι]2+ :. Qa ao ΓΙ} 2}
" 12 a'
Αντικαθιστώνταςτα ταχέως-μεταβαλλόμενασυστατικά της πρώτης-τάξηςλύσης, της cond361), στις
αναπτύξεις για τα α και φ και αμελώντας όρους τάξης μεγαλύτερης του ε, λαμβάνουμε, στη δεύτερη
προσέγγιση, ότι :
asolF =asol!. cond36b!. ε.2 -> Ο
l:>hisolF =phisol Ι. cond3 6b Ι. ε2 -:> a
1
φ[Ι] == - e (9 Sin[φο[t]] α2 ao[t] + Sin[3 φο[ι]] CΙ2 dO[tJ) + φο[Ι]
12
Αντικαθιστώντας τα βραδέως-μεταβαλλόμενα συστατικά των πρώτης- και δεύτερης- τάξης λύσεων,
cOIl(B6a και colld36c, στις a.,Eq και phiOEq, δίνει:
aORq1 = aORq Ι. cond36a Ι. cond36c
a1t[tj == ο
phiOEq1 = phiOEq Ι. cond36.a Ι. cond36c
. ., ( 5" 2 3 ,,)lj>l)'[t] ==l+e:---Ct:;ao[t] + -tt)ao[t]-
12 - 8
Συνεπάγεται από τις παραπάνω εξισώσεις ότι ασ = σταθερά, και:
l)hiORule =DSolve[phiORq1/. ao[t] -:> do, φο[t], t] [[1]] /. C[l] -> βο
{φο [ι] -+ t (1 - :2 ε2 a~ α; + ~ e2 a~ α)) + β ο}
όπου το βο είναι σταθερά. Αντικαθιστώντας αυτές τις αναπτύξεις στην ('(135a, λαμβάνουμε την
ακόλουθη δεύτερης τάξης ανάπτυξη :

































Για να συγκρίνουμε την παρούσα λύση με εκείνες που λήφθηκαν από τη χρήση της μεθόδου των
πολλαπλών κλιμάκων και της τεχνικής Lindstedt-Poincare, αναπτύσσουμε τις κυκλικές συναρτήσεις
στην ('(136Iι για μικρό ε περί το φο και λαμβάνουμε:
1;1 (t] == (Series (eq36a ((2] Ί, {ε:, Ω, 2} J 11 rlorma111 TriqReduce !/ Bxpand}
1 ~ ~ ι ., .2
a(t] == ε Cos[lJt)[t]] ao [t] - - ε· ((2 ao [t]· .. - ε· Cos[2 φο[t]] ((2 ao(t]
2 6
Αυτή η ανάπτυξη και η phiORlIIe είναι σε πλήρη συμφωνία με ότι προήλθε από τη χρήση της μεθόδου
των πολλαπλών κλιμάκων.
3.7 Η ΤεΥνΙκήΚαΙον - Bogoliubov - Mitropolsky
Σε αυτή την ενότητα, περιγράφουμε μια παραλλαγή της γενικευμένης μεθόδου της μεσοστάθμισης,
δηλαδή την τεχνική Κry!oν - Bogolίubov - Mitropo!sky. Συχνά αναφέρεται ως η ασυμπτωτική
μέθοδος. Όταν οι μη-γραμμικοί όροι αμελούνται, η λύση της C(I31g είναι:
linearSol = U == ε a Cos [t .. β] ;
όπου α και β είναι σταθερές και η ε είναι μια μικρή αδιάστατη παράμετρος η οποία είναι μέτρο του
εύρους ταλάντωσης. Όταν οι μη-γραμμικοί όροι περιλαμβάνονται, θεωρούμε ότι η IίnearSoi είναι ο
πρώτος όρος σε μια προσεγγιστική λύση της e(t31g αλλά με βραδέως μεταβαλλόμενα αντί για σταθερά
α και β. Επιπλέον, εισάγουμε την γρήγορη κλίμακα φ = t + β και χρησιμοποιούμε το α για να
αναπαραστήσουμε τις βραδείες μεταβολές. Έτσι, αναζητούμε μια δεύτερης-τάξης ομοιόμορφη
ανάπτυξη της λύσης της cq31g της μορφής:
uSo.l = u (a (t] , Φ [t}] == ε a (t] Cos (φ(t]] + Swa. {ε" Ui (a (t], φ [t] ] ι {i, 2, 3}]
u[a[t], φ(tJ] == ea[t] Cοs[φ[t]] +e2u2[a[t], ,[t]] .. e3u3(a[t}, ιp[t]]
Και πάλι, όροι τάξης ε 3 έχουν περιληφθείστην ανάπτυξη, αλλά αυτοί οι όροι δεν θα περιληφθούνστο
τελικό αποτέλεσμα. Εφόσον τα α και β είναι βραδέως μεταβαλλόμενες συναρτήσεις του t, τις
εκφράζουμε σε δυναμοσειρές του ε σε όρους του α, ως εξής:
apEq = a ι [t] == Swιι [ε" Ά;. (a[t] ], {i, 2}]
phipEq = φ' [t] == 1 + Swιι[e"- t i [a(t]], {i, 2}]
:ρ' [t] ==ι .. ε +ι [a (t]] + ε2 φ;ι [a [t] }
Σε ότι ακολουθεί, χρειαζόμαστε τα α"[t] και φ"[t]. Γι' αυτό το λόγο, παραγωγίζουμε την ,ιpEq και την
ρiιίΡΕq ως προς το t, χρησιμοποιούμε αυτές τις εξισώσεις για να εκφράσουμε τα a'[t] και φ'[t] ως προς
Ai[a[t]] και Φί[α[t]], αμελούμε όρους τάξης υψηλότερης του ε2 και παίρνουμε:
appBq = (D[apE'I, t] Ι. (apBq Ι. Rqua1-> Rule) Ι Ι RxpandA11) Ι. e,,_/;1O>2 -> a
a'[t] ==e'AlLa[t]] Αίίaίt]]
phippEq = (D[phipEq, Ι] Ι. (apBq Ι. Equal-> Rule) Ι/ RxpandAll) Ι. e,,·/;n>2 -> a
:p~ (t] == ε~ Αι [a (t] J Φ-ι (a (t] 1





Αντικαθιστώντας τη θεωρούμενη ανάπτυξη του U[t], εκφρασμένη σε μορφή συνάρτησης, και τις
αναπτύξεις των παραγώγων των α[ι] και φ[ι] στην et}31g, αναπτύσσοντας το αποτέλεσμα για μικρό Ε,
και κρατώντας όρους έως την τάξη του Ε 3 , έχουμε:
eq37a '"
(eq31q / . u -> Fnnction[ t, uSol[ (2]] / / Evaluate) /'
({apEq, phipEq, appEq, phippEq} / . ΕφΜ -> Rnle) / / EIpandΆll) /. ε~_Ι ;n>] -> Ο
ε2 a (t}2 Cos [qI(t]]2 «2 + ε3 a(t]3 COS[qI(t]] 3 «] - 2 ε2 Sin[qI[t]] Αι [a(t]] _
2 ε) Sin(qI[t]] ΑΖ (a[t]] + ε2 U2(a(t], φ(t]] + 2 e] a(t] CoS(qI(t]] α.2 uz(a(t], φ[t]] +
ε] U3 [a[t] , φ(t]] - 2 ε2 a[t] Cos (φ[t]] +ι [a(t]] - 2 ε) Sin[qI[t]] Αι [a[t]] tι(a[t}] -
ε] a[t] CoS[qI[t]] tι[a[t]]2 - 2 ε3 a[t] Cos(qI[t]J +:(a(tJ) + ε] CoS(qI[t]] Al[a[t]] Ai (a[t]] -
ε] a(t] Sin[qI[t]] Αι [a[t]] t1.[a(t]] + ε2 uio, 2) [a[t], qI[t]] +
2 e 3+l[a(t}] α~o,2' [a[t], qI[t]] +EJuiO,ZΙ (a(t], qI[t]] + 2 ε3 Al(a[t]] uit,l) [a[t], φ[t]} ==
Ο
Εξισώνοντας τους συντελεστές ίδιας δύναμης του Ε στην eq37a, οδηγεί:
eqEps=Table[Coefficient(eq37a[[1}}, ε1.] ==0, {i, 2, 3}J Ι. f_[t}-> f
{
2 .. 'Ο '»
a COS[f]· «2 - 2 5in[,] At[a) + u2[a, φ] - 2 aCos[φ} +ι [a} + α~ ,- [a, φ] == Ο,
a
3 Cos [,] 3 «3 - 2 Sin[φ} A2[a] + 2 a Cos [φ) «2 U2 [a, φ] + U3 [a, φ] - 2 Sin[φ} .Al[a] +ι [a} -
a Cos [,) tI[a)2 - 2 a Cos [φ) ~ [a] + CoS[f) Αι [a] Ai[a] - a Sin [φ] Al[a] tί [a} +
2 ... [] (0,2) [ ] (0,.2) [ ] 2 Α [] ';Ι,1) [ ] ο}'Ο'"ι a U2 a, φ + U3 a, Φ + ι a U2 a, φ ==
Μετά, χρησιμοποιούμε τριγωνομετρικές ταυτότητες για να αναπτύξουμε τους μη-ομογενείς όρους
στην e(IEps[[ 1]] σε μια σειρά Fourier και λαμβάνουμε:
order2Eq =TriqReduce /@ eqEps[ [1]}
1 ( 2" ... . ίΙ) 2) )2 a «z+a·Cos[2IJI} cιz-4Sin(φ} Al[a} +2uz[a, φ] -4aCos[φ} tl[a] +2u:' [a, φ} ==
ο
Η απαλοιφή όρων που παράγουν προσωρινούς όρους στην U2 από την order2Eq, απαιτείότι:
rule37a =
501ve(C.oefficient [order2Eq [[1)], {Cos [φ] , Sin[f}}} == Ο 1/ 'l'hread,
{ιtl(a], Αι [a]}] [[l}]
{tt[a] ~ Ο, Αι [a] -+ Ο}
Τότε, η λύση στην παραγόμενηΟΙ'deΙ'2Εt] μπορείνα γραφεί ως :
rule37b = DSolve[order2Eq Ι. rule37a, U2 (a, ψ], {a, φ}] [[1]] ι. C[_] -> (Ο &) 11 SiDιplify
{u2 [a, φ] -+ ~ aZ (-3+Cοs[2φ}) αΖ }
το οποίο μπορεί να εκφραστεί σε μορφή συνάρτησης ως εξής:
rnle37c = {U2 -> Function[ {·3;t φ}, ruΙe3ϊb[ [1, 2]] !! Bvaluate]}
{U2 -+Function[{d, φ}, ~ a2 (-3+Cοs[2φ]) α2 ]}



























eq37b = eqEps [ [2]] Ι. rule37a Ι. rule37c
~ a 3 Cos [φ} (- 3 + Cos [2 rp]) α~ + a 3 Cos [φ} 3 ((3 - 2 Sin [φ] ΑΖ [a] + U3 [a, φ) - 2 a Cos [φ] φΖ [a] +3 ~
n~o,2) [a, φ] == ο
Η απαλοιφή των όρων που παράγουν προσωρινούς όρους στην U3 από την Νι]7IJ, απαιτεί ότι :
eq37c = Coefficient[eq37b[ [1]] 11 TriqRednce, {Cos [φ] , Sin[rp]}] == Ο ΙΙ Thread
." 5 a 2 3 aa Qa 1J--a α~+ ----2aφ~[a] ==0, -2A2 [a] == o~
- 6 .. 4. "
ή
rule37d", Solve[eq37c, {Az[a], ΦΖ(a}}] ([1]]
Αντικαθιστώνταςτον rιtle37Il και τον rιtle37d στους aρΕq και phipE<I, λαμβάνουμε:
apEq Ι. (rule37a-Join-rule37d Ι. a -> a[t»
a'[t] == ο
phipEq Ι. (rule37a-Join-ru1e37d Ι. a -> a[t]) Ι! E:xpandAll.
,.. 522232:φ [t] == 1- - ε a[t] ((Ζ + - ε a[t] ((3
12 8
τα οποία είναι σε πλήρη συμφωνία με εκείνα που λήφθηκαν χρησιμοποιώντας τη μέθοδο των
πολλαπλών κλιμάκων και τη γενικευμένη μέθοδο της μεσοστάθμισης.





Σε αυτή την ενότητα, χρησιμοποιούμε τη μέθοδο των κανονικών μορφών για να καθορίσουμε μια
δεύτερης-τάξης ομοιόμορφη ανάπτυξη της λύσης της eq31 g. Γι' αυτό το λόγο, αρχίζουμε με την
αντίστοιχη πρώτης-τάξης εξίσωση μιγαδικών τιμών.
1 21 3 3.2eq343a=ζ'[t]==Ιζ[t]+-Ια:Ζζ[t]+-Ια3ζ[t] +Ια:ιζ[t]ζ[tj+-Ια3ζ[t] ζ[t]+
222
1 2 3 2 1 3-Ιαιζ[t) +-Ι((3ζ[t]ζ[t] +-ΙCΙ3ζ[tJ;
2 2 2
Σύμφωνα με τη μέθοδο των κανονικών μορφών, εισάγουμε τον σχεδόν ταυτοτικό (near-identity)
μετασχηματισμό:
basiCΤerms = {η [Ι], η [t]};
zetaRule = {
ζ -> Fτ.ιnction[t, ε 11 [t] + Smιι [ε] h J @@ basic'l"erm.s, {J, 2, 3}] ! / Evaluate] ,
ζ->Fτ.ιnctiοn[t, eij[t] +Suιιι[eJhj @@ basic'l"erm.s, {j, 2, 3}] //Evaluate]}
που οδηγεί στην απλούστερηδυνατή εξίσωση




όπου η άνω παύλα (overbar) υποδεικνύει το συζυγές μιγαδικό:
conjuqateRule = {ΣΙ -:> ίϊ, η -:> 11, q -:> ij, ij ->q, Coιιιplex[Ο " ll_ Ι -:> CoDφl.ex [Ο, -π]};
Αντικαθιστώντας την ανάπτυξη για το ζ, τον zetaRnle, στην e(1343a, χρησιμοποιώντας τον etaRule,
3αναπτύσσοντας το αποτέλεσμα για μικρό ε, και αμελώντας όρους τάξης μεγαλύτερης αυτής του Ε. ,
έχουμε:
eq38a = (eq343a /. zetaRule!. etaRnle /. (etaRule /. conjuqateRule) /1 Expandλll) /.
e,,_/;,,>3 _:> ο;
Εξισώνοντας τους συντελεστές της ίδιας δύναμης του ε στην eq38a, δίνει:
eqEps = Table[Cσefficient{Sαbtract @@ eq38a, ε1 ] == Ο, {i, 2, 3}]
r 1 ;< • ,_ 1 - ;<
; - - Ι α;;: Ι1 [t ] - Ι α;;: rι ι t j rι [t ] - - Ι α;;: 1'\ [t] + g ι [t] -
, 2 2
r · - 1 - (Ι),Ι) • - 1 (ι,Ο) r· - 1Ι h;;: _rι ι t Ι, η [ t] 1 - Ι 1'\ [t] h;;: Ι η [t], η Ι t] . + Ι 11 [ t] h;;: . Lη Ι t], η [t] j == Q,
1 :ι 3 ;;:_ 3 _. 1 - :ι--Ια:ιrι[t] - -IaaIl[t] IJEtI - - IaaI1[t] fI[tJ"- -IaaI1[t] +g;;:[t]-
2222'
Ι α;;: 11 [t] h;< ί 11 [t], ii [t]] - Ι α;< η Ι t] h:z [η Ιt], ii ί t] } - Ι ha ί η [t], ii [t] ] -
Ia:zrι[t] h;;:ίΙ1[tj, !i[t]] -Ia:zij[t] h:Z[I1[t], r;Et]] +gl[t] h?,l) [rιE t ], ij[tJ]-
--r ]h'.l),lJ; [] -ι J] . 'h(l,O)[ ι' -. 1} Ι' Jh,:l,G)f' ] -r·l ΟΙ
.L!1,t a ίη t , η t .. glltJ;;: η tjr Ill t , .. l1l t a .I1 Lt, η,tJι == j'
• Δεύτερης-Τάξης Λύση
Επιλέγουμε το h j να απαλείφει όσο πιο πολλούς όρους του C(1EpS, κι έτσι να τους ανάγει στην
απλούστερη δυνατή μορφή τους. Αποδεικνύεται ότι μπορούμε να απαλείψουμε όλους τους όρους μη­
συντονισμού (ποπ resonance terms). Για να καθορίσουμε τους όρους συντονισμού στην eqEps[[lJJ,
σημειώνουμεότι όλες οι πιθανές μορφέςτων μη-ομογενώντης όρων είναι:
possibleQTerms = Outer [TiJιιeIι, basicTerms, basic.Terms] / / Flatten! / Union
Συνεπάγεταιαπό τα γραμμικάτμήματατου etaRnle ότι :
{ Ι ~ - -Ι t.}form= Il[t]-:>& ,η[t]-:>& ;
Έτσι, οι πιθανοί όροι συντονισμού δίνονται από :
ResonantQTerm = (&-1 t pos.sibleQTerms /. form / • &- t _> ο) possibLeQTerms / / Union Ι! Rest
Επομένως,δεν υπάρχουνόροι συντονισμούστο δεύτερης-τάξηςπρόβλημακαι οι όροι μη-συντονισμού
μπορούννα οριστούνως :
lrnσr = Complement [possib.leQ'l"erms, ResonantQTerm]
Συσχετίζουμεμε καθέναν από αυτούς έναν συντελεστήσύμφωνα με :
coeffsQ = 'l'able[rJ , {j, Lenqth[HRQT]}]


































hForn(!= {h2 -> {Evaluate[coeffsQ.lmQT Ι. Thread[basicTerms -> {'/1, ;;::;'}]) &),
h2 -> (Evaluate[coeffsQ.NRQT Ι. conjuqateRule Ι. Thread [basicTerms -> {m., ;;::;'}] J &)}
Αντικαθιστώντας την h2 στην eqEps[[ 1)], εξισώνοντας τους συντελεστές των πιθανών όρων μη­
συντονισμού με το Ο, και λύνοντας τις παραγόμενες εξισώσεις ως προς Γί, λαμβάνουμε:
coeffsQRuJ.e =
Solve[Coefficient [eqEps [[1, 1)) /' hFormQ, NRQT] == ο ι Ι Ί'hread, coeffsQ) [[1] J
Επιλέγουμε τα gl ώστε να απαλείφουν τους όρους συντονισμού στην eqEps[[ 1]), σύμφωνα με :
gRuleQ = qt [t] -> - Coefficient[eqEps [[1, 1)) , ResonantQTenι] .ResonantQTenιι
qtft] -+ Ο
Σε αυτή την περίπτωση,δεν υφίστανταιόροι συντονισμούκαι άρα gI =Ο.
• Τρίτης - Τάξης Εξισώσεις
Αντικαθιστώντας τα δεύτερης-τάξης αποτελέσματα στην τρίτης-τάξης εξίσωση, λαμβάνουμε:
ot'der3expr =
er-tEps [[2! 1] J /. hformQ Ι. coeffsQRnle Ι. qRnleQ Ι. (qRuleQ /. conjuqateRule) / / Expand
1 .. 1 1 . 1 5 .. .._ .. 3 . ,"-
- 3" ι α.. η [!: ] - 2" ι aa rι [t] ... 3" ι α.. η [ t] ΙΊ l t J - 2" ι aa η [t j l1 [!:J ...
5 .. , - ,2 3 • - 2 1 .. - ,1 1 - a ,3Ia2IJ[tj!\[t, -2Iaa!\ltj!1[t] -3Ia2l1[tl -2IaaI1[t] ... g2[tJ-
Ih [ [ ' -[ J' ι-, 'h,;O,lJr '] -, ,1 Ι r 'h;t,oJr [] -. "JaIΊtjr!\tJ- l1Ltj a l!1Lt,l1Lt jJ - !1,t, a ι:ι t ,!1ι t j
Οι μη-ομογενείς όροι στην onler3expr είναι ανάλογοι με :
possibleC'Tenas = OUter[Times, possibleQTenas, basicTenas] 1,1 Flatten,lΙ Union
1" .. ,. .. 3 ." J~~[t' f' 1 -,. 1~ -,. .. 11Ί!ΊιtJ , !1Ι!: rι " :'1,1:, !1[t, , !1ι1:] J
Μετά, βρίσκουμε τους όρους συντονισμού σύμφωνα με :
ResonantCTenιι = (g-t ~ possiblecTenιιs 'ι. [onιι / . '8- ~ -> ο) possiblecTenιιs!/ Union /! Rest
Τότε, οι όροι μη-συντονισμούείναι το συμπλήρωμααυτών των όρων συντονισμού.δηλαδή.
NRCT = Complement [possiblecTerms. ResonantcTena)
Ξανά, συσχετίζουμεσυντελεστέςμε αυτούς τους όρους ως ακολούθως:
coef[sC = Table[Aj , {j, Lenqth[N:RCT]}]
Συνεπώς, το h3 και το συζυγές μιγαδικό του έχουν τις μορφές:
hFormC = {h3 -> (Evaluate[coeffsC. N:RCT / • Thread [basicTenιιs -> {';ι1, ;;::;'})] &),
Ω.3 -:> (Evaluate [coeffsC. NRC'l" ,Ι. conjuqateRule / . Thread [basicTeY'!l\s. -> {1=1, :::;;'}]] &)}
Αντικαθιστώντας το h3 στην onler3expr. εξισώνοντας τον συντελεστή κάθε πιθανού όρου μη­





Solνe[Coefficient[order3expr/. hFornιC, NRC'T] == 01/ 'lΊ1read, coeffsC] [[1]]
'" 1, ~ , 1!:Ζ ' 1 , ... :Ζ '1
<Λι -+ - ι 2~ ... 3 α1 j, Λ:Ζ -+ - ι 1Ο α:Ζ - 9 α3 ι, Λa -+ - : - "- α:Ζ - 3 aa! J
' ' 12' , 12 ' , 24 \ ;
Επιλέγοντας το g2 για να περιορίσει τους όρους συντονισμού από την onler3expI', προκύπτει:
gRulec = q2[t] -> - Coefficient[order3expr, ResonantCTena] .ResonantCTena
, 5 Ι ~ 3 Ι aa ] :Ζ _
g:z(tJ -+-1--- -- rι(tj rι[tj
'3 2
Συνδυάζοντας τα etaRuIe, gRuleQ και gRule<; και έστω rι =A[t]Ε ι, λαμβάνουμε την εξίσωση
διαμόρφωσης:
moduEq=
2 Ι Ε-Ι t (11' [Ι] - (η' [Ι] Ι. etaRnle Ι. qRuleQ Ι. qRulec» == Ο Ι.
{η -> (A[i1] Ει,ι, &) 1 η-> (A[i1j Ε-Ι" &)} Ι! Expan.d1U1.
10 ~ ~ ~ _ ~ ~_
--e'Ά(tJ"α;Α[tJ .... 3e.. A(tJ .. aaA[tj ... 2IA'[tj ==0
3
































ΚΕΦΑΛΑΙΟ 4 - ΕΞΑΝΑΓΚΑΣΜΕΝΕΣ ΤΑΛΑΝΤΩΣΕΙΣ ΤΗΣ
ΕΞΙΣΩΣΗΣ DUFFING
Σε αντίθεση με τα προηγούμενα Κεφάλαια, τα οποία πραγματεύονται τις ελεύθερες ταλαντώσεις, αυτό
το Κεφάλαιο και τα επόμενα δύο ασχολούνται με τις εξαναγκασμένες ταλαντώσεις. Θεωρούμε
FDuffinqEq=u"[t} +r.φ2 u [t} +2jiu'[t} +δu[t}2+αu[t}3==FCos[οt};
όπου μ είναι μια θετική σταθερά. Σε αυτό το Κεφάλαιο, προσδιορίζουμετις δεύτερης-τάξηςλύσεις
στην F'J)ut1ingE<1 ξεκινώντας με την απ' ευθείας ανάπτυξη στην επόμενη ενότητα. Ερευνούμε αυτή
την απ' ευθείας ανάπτυξη και καθορίζουμε υπό ποιές συνθήκες αυτή καταρρέει. Αυτό οδηγεί στις
αποκαλούμενες τιμές συντονισμού του Ω. Στην ενότητα 4.2, χρησιμοποιούμε τη μέθοδο των
πολλαπλών κλιμάκων για να προσδιορίσουμε τις δεύτερης-τάξης ομοιόμορφες αναπτύξεις των λύσεων
της [i'DιιtϊιngΕ(1 για όλες τις περιπτώσεις συντονισμού, συμπεριλαμβανομένης της επιρροής της
ελαφριάς ιξώδους απόσβεσης. Στις ενότητες 4.3 και 4.4, χρησιμοποιούμε τη γενικευμένη μέθοδο της
μεσοστάθμισης (averaging) και τη μέθοδο των κανονικών μορφών, αντίστοιχα, για να καθορίσουμε τις
δεύτερης-τάξης ομοιόμορφες αναπτύξεις για την περίπτωση του υποαρμονικού συντονισμού της τάξης
1:2. Δηλαδή, με Ω ::::: 2ω .
4.1 Απ' ευθείας Ανάπrnξη
Αναζητούμε μια απ' ευθείας ανάπτυξη για τις λύσεις της FDιιtϊιngΕ(1 της μορφής:
uSol = u -> (Swιι[e L Ui U1J, {i, 3}] &);
Αντικαθιστώνταςτη IISol στην f'{)ut'tingEq, έστω οτι F = Ε f και jι =Ε μ , αναπτύσσοντας το
αποτέλεσμα για μικρό Ε, και αμελώντας όρους τάξης υψηλότερης του Ε 3, έχουμε:
eq41a = (F'DuffinqEq Ι. uSol /. {F -> ε: f, ii -> ε μ} / Ι ExpandAll) Ι. ε"υ ;",,3 -> Ο
eiiI~ullt] ... Se~ullt]~ ... ae3ul[t]3 -e2ω~u~ίt] ... 2Se3'Jlrt] u:z[t] ...
e 3 ω:Ζua[t] .2e2 Jlui[t] ... 2e3Jlu;[t] ... eullt] ... e 2 u;[t] ... e3ualt] ==feCQ3[tQ]
Εξισώνονταςτους συντελεστέςίδιας δύναμηςτου Ε , και σtα δύο μέλη, λαμβάνουμε:
eqEpsa = CoefficientList[StJbtract @Ο eq4la, ε] == Ο Ι/ Thread Ι/ Rest
{-fC03[tQ] ... ω~uι[t] .. ut[t] ==0, δuι[tj2 ... ω2U2[tj ... 2ilui[tj -u;Ctj ==0,
aUl[t]3+2Sullt] U:Zlt] +ω~U3[t] +2 Ilu;[t] +ua[t] ==ο}
Η ειδική λύση της πρώτης-τάξηςεξίσωσης, του γραμμικούπροβλήματοςχωρίς απόσβεση (undamped),
μπορεί να εκφραστεί ως :
3011p=DSolve[eqEpsa[[l}J, ul[t], t}[[l}} /.C[_] ->O//TrigToExp//SiJrιplif1
~ E-I~g 1+Έ;I~21 f,
iut ft ] ~- . >
. 2 :'-ω~-~': ;
Σημειωτέον ότι η sollp αποτελείται από έναν όρο του οποίου ο παρονομαστής είναι πολύ μικρός όταν
Ω::::: ω. Ένας τέτοιος όρος αποκαλείται <'Jρoς μικρού διαιρέτη. Επιπλέον, το u[t] τείνει στο άπειρο ενώ
Ω ~ ω, και η διέγερση αναφέρεται ως διέγερση συντονισμού. Επειδή ο όρος του μικρού διαιρέτη
εμφανίζεται στο πρώτης-τάξηςπρόβλημα, μιλάμε για πρωταρχικό ή Κ1>ρto συντονισμό.Όταν οι όροι
του μικρού διαιρέτη εμφανίζονται στα υψηλότερης τάξης προβλήματα, μιλάμε για δευτερεύοντες





έγκυρη. Φυσικά, μόλις η κίνηση γίνει ευρεία, η απόσβεση και η μη-γραμμικότητα ενεργοποιούνται για
να αντιπαρατεθούν στην επιρροή του συντονισμού. Επομένως, για να λάβουμε μια ομοιόμορφη
ανάπτυξη σε αυτή την περίπτωση, επανακλιμακώνουμε (rescale) τα F και μ, όπως συζητήθηκε στην
υποενότητα 4.2, έτσι ώστε η επιρροή της απόσβεσης και της μη-γραμμικότητας να εξισορροπεί την
επιρροή του κύριου συντονισμού.
Όταν η τιμή του Ω διαφέρει πολύ από αυτήν του ω, προσθέτουμε την ομογενή λύση στο sollp και
λαμβάνουμετη γενική λύση του πρώτης-τάξηςπροβλήματος,ως εξής:
fRnl.e = {f _> 2 Α (02 _ ( 2)}:
sol1 =111 -> lUnction{ t, Α ΕΙ .. t: + i.. Ε-Ι" t: + sol.lp{ [1, 2}} Ι. fRule 1/ Expand 11 EvaluateJ
αι -+ Funetion (t, ΑεΙ 1:" _ ε-Ι 1051 Α _ EI 1:\l Α + ε-Ι 1:" Α]
όπου Α είναι μία σταθερά μιγαδικώντιμών. Αντικαθιστώνταςτη soll στη δεύτερης-τάξης εξίσωση, την
eqEpsa[[2]], προκύπτει:







,,} Uz [t] .. U: [t] == _Α2 !:ΖΙ" .. 5 ... 2 Α εΙ ".-Η2 5 Α .. :2 Αε"" ...ΒIl 5 Α-:2 51! _ ε-ΖΙ ,,2 5 Α2 _ ε2Η2 5 Α2 - :2 Ι ΑεΙ"" μ ω­
2 Ι ε-Ι "11 Α μΩ .. :2 Ι ε""1Ι Α u g - 2 Α 5Α ... :2 ε-Ι " ..-Ι "11 δ ΑΑ ... 2 ε-Η"'Ι"1Ι5λΑ .. :2 Ι ε-Ι". Jl iIIA- ε-<Ι"" δΑ2
ε-<Ι"lΙδ1\2 ε2Ι " lΙ δ1\2 2ΑδΑ ε-It"1l'-Ι .. 2tω!Α :2ε-I"( ..~)δll.A 2Ε-Ι ":-1δΛΑ ε-ΖΙ""δΑ!
-;.ιZ ... 4gZ'" _ω2 .. 4Q2 ----;;;Ζ-- 201·" "2ω-Ω)Ω Ω (:2ω .. Ω) .. 3~
Λύνοντας για την ειδική λύση της OJ'dcI'2E(j3, λαμβάνουμε:
sol2p = (U:ι[t] Ι. DSolve[oroer2Eqa[[1]] == Π. U2 [t) ι t} ([1]) Ι. C[_} -> ο!Ι Tri.cjfol!xp 11 Si1IIpUfy} , ίΟ









-ωΖ ... Q2i2ω-Q'; Q
Ξεκάθαρα, η sol2p καταρρέει επειδή περιέχει προσωρινούς όρους ανάλογους με τον συντελεστή
απόσβεσηςμ. Επιπλέον, η sol2p καταρρέει όταν Ω :::: 2 ω, Ω :::: ωl2, ή Ω :::: Ο επειδή παράγουν όρους
μικρού διαιρέτη και άρα δευτερεύοντες συντονισμούς. Όπως συζητείται στην ενότητα 4.2, η
περίπτωση Ω :::: 2ω αποκαλείται υποαρμονικός συντονισμός της τάξης 1:2 και η περίπτωση Ω :::: ω/2
αποκαλείται υπεραρμονικός συντονισμός της τάξης δύο.
Όταν το Ω διαφέρει πολύ από τα ω, 2ω, ωl2, ή Ο, η sol2p είναι έγκυρη μόνο αν επανακλιμακώσουμε
τον όρο απόσβεσης έτσι ώστε αυτός πρώτα εμφανίζεται στην τρίτης-τάξης εξίσωση. Δηλαδή,
μ ~El μ. Χρησιμοποιώνταςαυτή την κλιμάκωση, ξαναγράφουμετην ('(141a ως εξής:
eq41b = eq41a /. μ -> e i1 Ι. εΙ -> σ
eqEpsb =CoefficientList[Subtract Μ eq41b, ε} == 011 Thτead 1/ Rest
{-fC03[tQ] +ωLuι[t] .. ut[t] ==0, δuι[tjL+ωLU2[tj ,.uz[tj ==0,
αuι[tja .. 2δuι[tj uL[tj +(,ι)2 ua [t] .. 2 iluirt:j .. u2[t] ==ο}














3012~rew = so12p !. μ - > ο
-------+ ..3ω~ ~ ':2ω-Ω) g g (2ΙΙΗΩ)
E-2 It;!l δ Λ2 EZI~!l δ λ2 2 Α δ Α 2 E-I~ (..-'Ι) δ ΛΑ 2 E-I~ (,".!l) δ ΛΑ ε-H~ .. δ Α,2
-----... - --- + + -----_~ .. 4 g2 _ω4. .. 4 g;, :ι>4. ,:2 [ι) -Ω) Ω Q (2ω .. Ω) 3 ω2
Ι Έτσι, η γενική λύση της C<IEpsIJ[(2)] μπορεί να γραφεί ως:
Ι 3012Ne" ,. U2 -> !'unction[ t, Β ΕΙ" t + Β Ε-Ι" t ... so12pNew Ι / Eva.luate]
E-H~2 δΛ2 E2I t;SΙ δΛΖ 2ΑδΑ 2Ε-ΒΙ..-'Ι) αΛλ
----- .. ---- - --- ...-ΩZ .. 4gZ -ωΖ+4οΖ ωΖ ':2ω-Ω)Ω
όπου το Β είναι μια μιγαδικώντιμών σταθερά.
Αντικαθιστώνταςτη soll και τη sol2New στην C<IEpsb[[3IJ, προκύπτει:
2ωΩ.Ω'!
4 E·1 • SI S· Λ· Α
4 ε-Ι." 5211.AZ
2IOjQ·Q2 2:.ιΩ.Ω"
2 Ε-Ι ' ΙΙ δ" i\2
2:.ι'4.'"
2 ΑΕΙ." I)a Λ" 2ΈΙ ' ΙΙ δ2 Λ,2
---,:-:--::--::---::-=-=--= - 3 Α· Ει ... α Α _2 Β δ Α •
_.ε2Ι • 11 ",•• 4 EH • SI Ω'! _EH.SI ω... 4 EH.SI Q2
... tt;., "-
6 Αε-Ι : ΙΙ αΛΑ. 6 Α EI • SI αΛΑ- 6Ε-Ι ·"αΛ· Α _3 E-1 ...- H • SI αΛ· Α _ 3 Ε-Η ..... Ι • ΙΙ αΑ.Α. 10 Α+ε 15+ Α _
3~
4ΑεΗSΙ δ2 ΛΑ
-Q".4Q'! _EH~II~.4E2I.SlQ'! 2ΕΙ~.-Ι:SιιuQ_ΕΙ~"-Ι.IΙΩ" 2ΕΙ."-Ι:"ωΩ_ΕΙ."-Ι'''Ω'!
4EI~SlS"h2A 4ΑεΙ ·"δ2 1\.Α 4Ε:-Ι ' ΙΙ δ"Λ.Α
2 εI~ ..... " ω Q _ εΙ '''-Ι • SΙ Q2 2 rr: ...I~SI [,)Q .. εΙ ....Ι ." Ql 2 εI'_I~" :,jQ. EI~ ..+!.i! QZ
4 εΙ ' 1Ι Ι)Ζ Λ" Α ln" ε-Ι '" 152 Α:-::---=-~--::---=-~"'O' - 3 Αε-Ι." αΆ.2 • 3 E-zr.w-I~SI αΛλΖ • 3 Ε-ΖΙ ....Ι ." αΛΑ' .. ---"'----c:---
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Η ειδική λύση της order3Eqb δίνεται από:
(so13p = (UJ[t] /. DSolve [oroer3Rqb ([1] ] == ίf, U3 [t], t] [[1]] !. C[_] -> Ω!! TriqToExp / Ι SimplifyJ " !@
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Ξεκάθαρα η soI3p καταρρέει επειδή περιέχει προσωρινούς όρους και όρους μικρού διαιρέτη όταν Ω :::::
ω, Ω ::::: Ο, Ω ::::: 2ω, Ω ::::: ω/2, Ω::::: 3ω, και Ω::::: ω/3. Όπως φαίνεται στην επόμενη υποενότητα, οι όροι
μικρού διαιρέτη που εμφανίζονται από το Ω ::::: 3ω παράγουν έναν υποαρμονικό συντονισμό τάξης 1:3
και εκείνες που προκύπτουν από το Ω ::::: ω/3 παράγουν έναν υπεραρμονικό συντονισμό τάξης τρία.
Εκτελώντας την ανάπτυξη σε υψηλότερη τάξη, βρίσκει κανείς ότι και άλλοι συντονισμοί μπορεί να
συμβούν.
Σημειωτέον ότι οι συντονισμοί που συμβαίνουν εξαρτώνται από την τάξη της μη-γραμμικότητας. Οι
τετραγωνικές μη-γραμμικότητες παράγουν (α) υποαρμονικούς συντονισμούς τάξης 1:2 και
υπεραρμονικούς συντονισμούς τάξης δύο στη δεύτερη τάξη και (β) υποαρμονικούς συντονισμούς
τάξεως 1:3 και υπεραρμονικούς συντονισμούς τάξης τρία στην τρίτη τάξη. Αντίθετα, οι κυβικές μη­
γραμμικότητες παράγουν υποαρμονικούς συντονισμούς τάξης 1:3 και υπεραρμονικούς συντονισμούς
τάξης 3 στην τρίτη τάξη. Για ένα δοθέν σύστημα και μια δοθείσα τάξη προσέγγισης, οι συντονισμοί
που παράγονται μπορούν εύκολα να αναγνωριστούν μέσω εκτέλεσης μιας απ' ευθείας ανάπτυξης όπως
έγινε παραπάνω.
Στις επόμενες τρεις ενότητες, χρησιμοποιούμε τη μέθοδο των πολλαπλών κλιμάκων, τη γενικευμένη

























τάξης ομοιόμορφες αναπτύξεις για τις λύσεις της I<'Dut'fingEq που δεν περιέχουν προσωρινούς ή
μικρού διαιρέτη όρους.
4.2 ΗΜέθοδος των Πολ/απλών Κλιμάκων
4.2.1 Προκαταρκτικές Παρατηρήσεις
Για μια ομοιόμορφη δεύτερης-τάξης ανάπτυξη, χρειαζόμαστε τρεις χρονικές κλίμακες, τις οποίες
συμβολίζουμε και τοποθετούμε σε λίστες ως εξής:
11eeds["Utilities Notation""}
51mbolize[To] ; 51mbolize{Tr] ; SΊmboliΖe[Τ2];
tiIaeSCales= (Το, Τι, 'Ι'2};
Η μέγιστη τάξη της ανάπτυξηςσχετίζεται,γενικά, με τον αριθμό των χρονικώνκλιμάκωναπό
maxorder = Lenqth [timeSca1es} - Ι;
Σε όσα ακολουθούν, χρειαζόμαστε τα συζυγή μιγαδικά των Α, ζ, και Γ, τα οποία τα ορίζουμε από
conjuqateRule = {Coιιιplex[O, 11_1 -> Coιιιplex[O, -πΙ, Α. -> Α, Α. -> Α., ζ -> ζ, ζ -> ζ, r -> r, r -> Γ};
Σε όρους των χρονικών κλιμάκωνTn, οι χρονικές παράγωγοι γίνονται
dt {Ι][expr_] : = Sιua[ε~ D[e:xpr, tiIaeSca1es {{i + Ι}} ], (i, Ο, JI1a.xOrder}];
dt[,2]{~r_l:= (dt(l}[dt[1}[~r])IIExpand) Ι. eU;i>~_>O;
Για να αναπαραστήσουμε μερικές από τις εκφράσεις κατ' έναν πιο ακριβή τρόπο, εισάγουμε τον
ακόλουθοκανόνα εμφάνισης:
displayRuJ.e = {Derivative[d__ J [ι'_'_} [__ Ι :> 5equence:fonιι[TiJlles" NapIndeΣed[D~ι[IJl-l. &, {<J}J, ζ;],
Derivative[a__ I [ΑΙ [_Ι :> Sequence:fona[Tilιιes"MapIndexed[D~[[I)) &, {a}], Α},
Derivative[d__ I [Αι [_ι :> Sequence:roΠI[Tilιιes@@ MapIndexed[D~[[lJl &, {a.} J, AJ,
[__ ι -". ζi., A[__J -> Α, Α[_Ι -> Α}:
Χρησιμοποιώνταςτις χρονικές κλίμακες Το. ΤΙ και Τ2, μετατρέπουμετην F'I>utnngEq από μια συνήθη
διαφορική εξίσωση σε μια μερική διαφορική εξίσωση σύμφωνα με τον κανόνα:
multiScalesRule = {U[t] -> u[To, Τι, ΤΖ], Derivative[n_] [uI [t] :> dt[nJ [u[To, Τι, ΤΖ]], t -". Το};
Αναζητούμεμια δεύτερης-τάξηςομοιόμορφηανάπτυξη της λύσης της FDHffingE(1 της μορφής:
solRu1e=u-> (Sιua[ε:~Ui[ffΙ, if2, ff3], μ, maxorder+l}] &);
Για μια ομοιόμορφη ανάπτυξη, χρειάζεται να απαλείψουμε τους προσωρινούς και τους μικρού
διαιρέτη όρους. Για να επιτευχθεί αυτό, πρέπει να κάνουμε διάκριση μεταξύ κύριων και
δευτερευόντωνσυντονισμών.Αντιμετωπίζονταιξεχωριστάξεκινώνταςαπό την περίπτωση του κύριου
συντονισμού.
4.2.2 Κύριος Συντονισμός
Κλιμακώνουμε την απόσβεση μ και τη δύναμη F έτσι ώστε ο όρος απόσβεσης και οι όροι
συντονισμού να εμφανίζονται στην ίδια τάξη στην οποία οι προσωρινοί ή /και του μικρού διαιρέτη
όροι παράχθηκαν λόγω της ύπαρξης των μη-γραμμικοτήτων. Σε αυτή την περίπτωση, εμφανίζονται
στην τάξη Ε 3, και έτσι κλιμακώνουμε τη δύναμη και την απόσβεση ως εξής:




Αντικαθιστώντας τον solIlule στην «'l)utlingEq, χρησιμοποιώντας την scaling και τον
rnιιltiScalesRnIe, αναπτυσσοντας το αποτέλεσμα για μικρό ε, και αγνοώντας όρους τάξης
μεΥαλύτερηςτου εJ,λαμβάνουμε:
eq422a a (fDτ1ffinqΚq /. :!Icalinq Ι. !JII11tiSca1esRn.le Ι. solRnle 11 Rxpandλll) Ι. ε~_1 ;r.,oιιaxOo:dιtt.l -> ο;
eq422a Ι. displa'{Rn.le
2~1;l (DoUt) .. e \rfσut) .. e2 iD;U:z) .. e3 (D;U2) .. 2e :Z (DoDtUt) .. 2e 2 (DoD1U:z) .. e3 ;'Ό~υl)"
2 e 2 ! Do Ο.υι) .. e ω< ul .. δ ~< uf .. α e 3 U~ .. e' ω' U:z .. 2 δ e 3 υι U2 .. e3 fJ)2 Ua == f e 3 Cos [Το Q]
Εξισώνοντας τους συντελεστές ίδιας δύναμης του ε στην eq.ι22a, λαμβάνουμε
eqEps = CoefficientList[Subtract @Ο eq4.22a, ε] == 011 Thread 11 Rest / Ι TriqfoExp;
Για να τοποθετήσουμετον γραμμικό τελεστή στο ένα μέλος και τους μη-ομογενείς όρους στο άλλο,
ορίζουμε:
eqOroer[i_l := (eqEps[[1, 1]] Ι. αι->αί) -/f '10 eqEps[[i]] I1 Reverse
Χρησιμοποιώνταςτην c<lOrder[iJ και τον displa}'Rule, ξαναγράφουμε την eqEps κατ' έναν ακριβή
τρόπο ως εξής:
λrray[eqOrder, 3] Ι. displayRnle
{ο;υι + ω' uL =- Ο, D;U2 + ω·υ. =- -2 (DoΟιυι) - δ ui.
D;U2 + ωΖ- ua == :. {E-1To!il + E,ITO!il'1 f - 211 (Ώουι! - 2 (Do Ώιυ2) - Dtul - 2 (Dσ Ώ.υι) - α u~ - 2 δ υι U.l2 ' , J
Η γενική λύση της e(lOI'der[l] μπορείνα εκφραστείως:
3011= Uι->!'unctiοn[{ΙΌ,ΙΊ, Τι}, Α[!ι, 1''Ζ] ΕχΡ[Ιω Το] +Α[Τι, Τ2 ] ΕχΡ[-Ιω Το]];
Χρησιμοποιώνταςτη 5011, ξαναγράφουμετην eqOrder[2] ως εξής:
order2Bq =eqOrder [2] Ι. 3011/1 ExpandAl.l;
order2Eq Ι. displayRule
Η απαλοιφήτων όρων που παράγουνπροσωρινούςόρους στην order2Eq, απαιτεί ότι :
SCond1 =Coefficient [order2Bq [[2]] , ΕχΡ[Ι ω Το]] == Ο
-2 Ι ωΑΙΙ'Ο) [Τι. Τ:<1 == Q
Λύνοντας την S<:ondl ως προς A(l·O) [Τι, τ2] παίρνουμε:
SCond1Rule =Solve[SCond1, Α (1,0) [Τι, '1"2] 1[[1]]
[A(l,OJ rT 1-] __ οΙL· .. Ι.ιe. ;
Έτσι, Α = Α[Τ2].
Αντικαθιστώντας τη συνθήκη επιλυσιμότητας στην or<Jer2Eq, έχουμε:
order2Eqm =order2Eq Ι. SCond1Rule Ι. (SCond1Rule Ι. conjuqateRule) ;
order2Eqm /. displayRule
Η ειδική λύση της οnJeι-2Ε(ιm μπορείνα ληφθείχρησιμοποιώνταςτη DSolve. Το αποτέλεσμα είναι:
3012p=DSolve[order2Eqιiι., tI. @Ο ti1""Scales, tΙme5caΙes][[1IJ /.C[_J -:>(0 &) I/TriιjΓo!'!xp//ΚxpandίUl;
3012p /. displayRule






























Στη συνέχεια, χρησιμοποιούμε την so12p1[1,2j] απευθείας για να εκφράσουμε το U2 υπό μορφή
καθαρής συνάρτησης ως εξής:
3012 = U2 -> F'unction[ {Το, τι, Ί"Ζ}, 3012ρ[ [1, 2]] 11 Eva.luate];
Αντικαθιστώνταςτις πρώτης- και δεύτερης- τάξης λύσεις, soll και soI2, στην τρίτης-τάξης εξίσωση,
C(IOrd(~r[3], λαμβάνουμε:
order3Eq Ζ eqOrder[3] Ι. 3011/. 301211 Rxpandλ11;
Qrder3Eq Ι. ctiSΡΙaΊRuΙe
1 1 ~A'εHT~"δ1
J;Ua'" ω~ u. a. - ε-ΙΤο2 [ .. _ εΙΤο2 f _AafHTo"o: _ ". _ _ 2 IAE.IT~" 11(01- 3Α' εΙΤΟ"ο:Α ...
2 2 3 ...
10 Α' εΙΤο· δ- Α _ __ 10 Αε-ΙΤο"s- i 1 .., ε-Η 1'0" 52 i a
__---::,...-_ ... 2 Ι ε-ΙΤο • μ ωΑ- 3 Αε-ΙΤιι • σΑ"... _ - ε-~I1'II"αΆ.2 - _L__-=--_
3~ 3~ 3~








Για να εκφράσουμε την εγγύτητα του Ω με το ω, εισάγουμε μια αποσυντονιστική (deΙUning)
παράμετρο σ =Ο(1) η οποία ορίζεται ως εξής:
Cι8gRnle = {Ω - > ω + eZ σ};
Χρησιμοποιώντας τον OnlgRule, μετατρέπουμε τον όρο του μικρού διαιρέτη που προκύπτει από τη
διέγερση, σε προσωρινόόρο. Τότε, η απαλοιφή των προσωρινώνόρων από το U3, απαιτεί ότι:
expRulel=Exp[a._] :>E:xp[Expand[a/. DmqRule] Ι. ε2το->τΖ];
SCond2= Coefficient[oroer3Eq[[2]] Ι. expRn1el, ΕχΡ[ΙωΤο]] ==0;
SCond2 ! . displa1Rn1e
1 ~lT α :< _ 10 Α:< δ2 iι .:< "
- ~ 2 f - 2 Ι Α μ ω - 3 Α: α Α... _ - ΟιΑ - 2 Ι ω f D:oA) == Ο
2 3~
Χρησιμοποιώντας το γεγονός ότι Α = Α[Τ2] από τον SCondlHule, ξαναγράφουμε την SCΌrιd2 ως
εξής:
SCond = SCond2 Ι. D[SCondlRule, Τι] Ι. {Α -> (A.[ff2] '), Α -> (A[ff2] ')}
1 ΙΤ ... α 2- 10δ2 Α[Ι2]:<Α[Ι2] ,-Ε .. {-2ΙμωΑΓΙ ... ) -3αΑ[Ι ... ] AfI ... ]... -2ΙωΑ ΓΙ , ==Q2 . .. .., .. 3ri' .
4.2.3 Δευτερεύοντες Συντονισμοί λόγω Κυβικών Μη-Γραμμικοτήτων
Σε αυτή την περίπτωση το Ω διαφέρει αρκετά από τα ω, 2ω και rol2 και οι όροι μικρού διαιρέτη πρώτα
εμφανίζονται στην Ο( Ε \ Κλιμακώνουμε την απόσβεση fι και τη δύναμη F έτσι ώστε ο όρος
απόσβεσης και οι όροι συντονισμού να εμφανίζονται στην ίδια τάξη με την κυβική μη-γραμμικότητα
σύμφωνα με:
3ca.1inq: {F -> ε f, μ _> ε 2 μ};
eq423a: (FDuffinqEq ι. i!cal.inq Ι. !llUltiScalesRule Ι. 301Rule / / Expandλ11) !. Ε"-ί ;:;>αwo:Jτdeι:.l - .. Ω;
eq423a Ι. displalRu1e
r:j;U~ • e 1 o;U3 ~ 2 E~ JΌ DlUl:: .... ;: e3 Dtj D1U~:: ....
- '" ω2 Ut _ δ ε 2 u~ .. α ",a T.l~ .. ",2 [.;2 U~" 2 δ ε 2 ul u; .. ε 3 ,,/ Ua :: f '" C03 [Τα, Ω]
Ι
Ι
Εξισώνονταςτους συντελεστέςίδιας δύναμηςτου Ε, λαμβάνουμε:




Για να τοποθετήσουμε το γραμμικό τελεστή από το ένα μέλος και τους μη-ομογενείς όρους από το
άλλο, ορίζουμε:
eqOrder(i_J:= (eqEps[[1, 1]] Ι. [->0/, ul->u,) -11 & /0 eqEps[[i]] I/P.ι!!verse
Χρησιμοποιώνταςτην (~qOrder[i] και τον displayRLlle, ξαναγράφουμε την cqEps κατ' έναν ακριβή
τρόπο, ως εξής:
Array [eqOrder, 3] /. displayRule / / Tablei'ona
$ι + ω:;' ut == l :ε-ΙΊ'ο liI + Ε,ΙΊ'οlil Ί f, ' ,
!)~i Iil:<u.. ==-2 iDoDtut) -ouf
D~a ω:< ua == - 2 1J. (DoUt) - 2 .; Ώο DlU2) - Dtut - 2 >: Do D;;Ut) - α u~ - 2 δ ul U..
Η ειδική λύση της C(IOrder[ 1] μπορεί να εκφραστεί ως :
sollp = DSo1.ve [eqOrder [1] 1 Ul Μ ti.meScales, timeSca.les] [[1]] /. C[_l -> (Ο &) / / SiDιplify
Η γενική λύση της eqOrder[ Ι Ι μπορείνα γραφεί ως :
fRn1e= (r-. -21\. (_ ..2. 0 2)};
5011 =
Ul ->Ynnction[CTo, 1'1, 1'2}, Α[1'1, 1'2] !%ρΙ1ω I'ΌΊ .Ά[1'1, 1'2] !%Ρ [-Ι ω 1'0] .5011p[[1, 2J] /. fRu1e/!!:ΣpaIJd/1
l!va1.uate]
Ανηκαθιστώντας τη sol1 στην c(lOrder[2J, δίνει:
ordel'2Eq = eqOrdel' [2] /. 30111/ Expandλll;
order2Eq /. displaJRnle
U;U2'" ω'1. U;; == _A:L εΗ!ο· δ - 2 Α εΙΤο"-Ι!σ!! δ 1'ι _ 2 ΑΕΙ!!)".ΙΤσ !! δ1'ι- 2 δ 1'ι::' _ ε-ΗΤ(Ι!! δ 1'ιϊ: _ E:LIT(I!! δ Α4ο _
2 Α δ Α- 2 ε-ΙΤο ..-Ι Ta Il δ ΑΑ- 2 ε-ΙΤα ...1ΤΟ Il δ ΑΑ _ε-4οΙΤ(Ι .. δ 1..40 _ 2 Ι εΙΤa " ω ,:DlA) .. 2 Ι ε-ΙΤο " ω (Ώι1..Ί
• Η Περίπτωση Ω ;:: 3ω
Για να εκφράσουμε την εγγύτητα του Ω στο 3ω, εισάγουμε μια αποσυντονισηκή παράμετρο σ = 0(1),
η οποία ορίζεταιως εξής:
GmgRule = {Ω - > 3 (ο) + eZ σ};
Για την απαλοιφή των προσωρινών όρων, από το U2, απαιτείται όπως:
SCondl=Coefficient[order2:Eq[[2]] /. expRul.el, :ΕχΡ[Ι.ιφΤο]] ==0
-2 Ι ωΑ(ι,G) [Τι. Τ:;.] == Ο
SCond1Rule = Sol"τe[SCond1, Α (1,0) [Τ1 • '1"2]] [[1])
'Α·Ι'ΙΙΙ , τ Τ' ΟΙ:" . Ι 11 21 -t J
του οποίου το συζυγές μιγαδικό είναι
ccSCondlRule = SCond1Rule Ι. conjuqateRule







































(order2Eqa =order2Eq Ι. SCondlRule Ι. ccSCond1Rule) Ι. displayRule
υ~z + ω2 Uz == _Α2 ε2 Η() .. δ _ 2 ΑεΙΤο"-ΙΤο >! δ λ _ 2 ΑεΙΤI) ....ΙΤο>! δ λ- 2 δ λ2 _
ε-Η Το>! δ ΛΙ _ ε2Ηο >! δ ΛΖ _ 2 Α δ Α _ 2 Ε-ΙΤΟ"-ΙΤΟ>! δ ΛΑ _ 2 ε-Ηο ....ΙΤο >! δ λΑ _ ε-Η Το", δ Α2
Με σκοπό να χρησιμοποιήσουμε επαρκώς την DSolve για να βρούμε την ειδική λύση της order2Eqm,
πρώτα μετατρέπουμε τη μερική διαφορική εξίσωση σε μια συνήθη διαφορική εξίσωση. Κατόπιν
λύνουμεγια την ειδική λύση της παραγόμενηςεξίσωσηςκαι παίρνουμε:
3012Ρ •
(u2[To ] Ι. DSolve[(order2Eqι8[[l]] Ι. \12 -> (UZ[Itl] '» == ff, '.1z[To] , Το] [[1]] ι. C[_] -> 011 TriqToExpl1
Expand) , 10 order2Eqι8[[2]] ;
so12p Ι . disp1ayRuJ.e
Α'ε'ΙΤΟ - δ 2 δ 1\2 2AEITO i ....Qj δ1\ 2AEITO(·..a! δΑ ε-<Ι ΤΟSlδll.'
----3ωΖ ",' -2ω-Ω) g Ω (2ω ... Ω) '-ω ... 2Ω) (1ίj ... 2Ω)
η οποία μπορεί να χρησιμοποιηθεί άμεσα για να εκφραστεί το U2 σε μια μορφή καθαρής συνάρτησης
ως εξής:
5012 =Uz -> !'unction[{To, ΤΙ, ΤΖ}, 5012p 11 Eva1uateJ;
Αντικαθιστώνταςτη SOIl και τη soI2 στην τρίτης-τάξης εξίσωση, τη e(IOI'der[3J, λαμβάνουμε:
order3Eq = eqOrder[3J !, 5011/. 5012// Expa.ndAl.l;
Για να απαλειφθούνοι προσωρινοίόροι από το U3, χρειάζεταινα ισχύει ότι :
SCond2 = Coefficient[order3Eq[[2]] /' expRulel /, Q -> 3ω, ΚχΡ[Ι ω ΊΌ]] == 0/. D[SCondlRul.e, Τι];
SCond2 Ι, displ.a1Rule
• Η Περίπτωση Ω:::: (1/3) ω
Για να εκφράσουμε την εγγύτητα του Ω στο (Ι/3)ω, εισάγουμε μια αποσυντονιστική παράμετρο
σ=Ο(1) η οποία ορίζεται ως εξής:
OmgRule = {Ω -> ~ (r.ιH ",2 σ)};
Για την απαλοιφή των προσωρινώνόρων από το U2, απαιτείται όπως:
SCond1 = Coefficient [order2Eq [[2J] Ι. expRule1, ΕχΡ [Ι ω '1Ό] J == ο
ή
SCond1Rule = S01ve[SCond1, Α (1,0) [Τι, Τ2] J[[1J]
ΓΑ:Ι'ΟΙ rT Τ-1 ΟΙ~ ~ 11 .c...ι -1' J
του οποίου το συζυγές μιγαδικό ισούται με
ccSCondlRule = SCond1Rule Ι. conjuqateRule;





---------- - ------!-ω.2Qj Ιω ... 2Ω) ~ ,:2Iύ-Q) Q Ω (2ιιI .. Q) 3~







(-<.... 2Q) (ω ... 2Qj--------3 ~ ':..12
Ξανά, μετατρέπουμε τη μερική διαφορική εξίσωση σε μια συνήθη διαφορική εξίσωση και τότε
χρησιμοποιούμε το DSolve για να λάβουμε την ειδική λύση της order2E(Im ως εξής:
(sol2p =
(U2 [Το] Ι. DSolve[ (order2Eqιa[[1)} Ι. U;z -> (u;z [fiI1) &» =- If, u2 [Τ1)} , Το][ [1]} Ι. C [_} -> 011
TrigToEΣp) , ί@ order2Eqιa [[2}]) Ι. displayRnle
:Ι;U2'" ω2 u.:< == _Α'1. ε':<!Το" δ _ 2 Α εΙ Το ..-Ι Το Q δ Λ _ 2 ΑεΙΤο _ITOQ δ 1'1.- 2 δ λ':< -
E-':<ITOQ δ λ':< _ E2IToQ δ λ':; _ 2 Α δ Α- 2 ε-ΙΤο ..-IT1)Q δ ΛΑ _ 2 ε-Ι το ",+1 ΤΟ Q δ ΛΑ _ε-21Τ1)" δ Α2
3012 = U:z -> Function[ {Το, 1'1, 1"2}, 3012p 11 Evaluate};
Αντικαθιστώνταςτις SOIl και sol2 στην τρίτης-τάξης εξίσωση, την eqOrder[3J, λαμβάνουμε:
order3Eq =eqOrder [3] Ι. 5011/. 301.2 Ι Ι ExpandAl1.;
Μετατρέποντας τους όρους που παράγουν όρους μικρού διαιρέτη σε όρους που παράγουν
προσωρινούςόρους και περιορίζονταςτότε τους προσωρινούςόρους από το U3, θα απαιτηθεί όπως:
SCond2 = coefficient[Order3Eq[[2]] Ι. expRulel/. Ω -> ~ ω, ΒχΡ[Ι ω '1'0] J== Ο Ι. D[SCond1Rule, Τι]:
SCond2 Ι. displayRule
• 212 Α δ2 1\.2 18 ΕΙΤ2" δ2 l\.a • _ 10 Α2 δ2 Α_ΟΑαll.'.ΕΙτ2"α1\.a.. -2ΙΑμω-3Α'αΑ+ -2IIιI(D2A) ==0
3sω2 sω2 l-( )'f~σ~0!()\-..(,jJ'2
4.2.4 Δευτερεύοντες ΣυντονισμοίΛόγω ΚtήJιιιιfιν Μη-Γραμμικοτήτων
Σε αυτή την περίπτωση το Ω διαφέρει πολύ από το ω και τους όρους μικρού διαιρέτη που πρώτα
εμφανίζονται στο Ο( Ε 2). Κλιμακώνουμε την απόσβεση jι και τη δύναμη F έτσι ώστε ο όρος
απόσβεσης και οι όροι συντονισμού να εμφανίζονται στην ίδια τάξη με την κυβική μη-γραμμικότητα,
δηλαδή:
3Cal.inq= {F->t:f, μ->Ε!1};
eq424a = (FDuffinqEq Ι. scalinq Ι. nml.tiScalesRule /. 30lRule 1/ E.xpandλl.l) Ι. €".I ;η>~+]. -,. ο;
eq424a Ι . diSΡΙaΊRuΙe
2;2 μ '!)oUl) .2;" μ (DaU2)"€ ',D~Ul! .;2 "o~μ1) .e1 ':D;U2) .2;" μ 'Dtul:: .2,,1 (DoDtut\ .2;2 ,1)oDlU1).
e;a iJfUt! .. 2 e 2 'Do D2Ul) .. ;"} μι", δ e;2 uf +cι",2 μ~. €1 (jj2U2" 2 δ ",' μιll2 +E a ωΖ μ, == f; CQ3ίΤaΩj
Εξισώνονταςτους συντελεστέςίδιας δύναμηςτου Ε , λαμβάνουμε
eqEps = CoefficientList [Subtract @@ eq424a, ε] == Q / / Thread ! Ι Rest ! / TrigToExp;
Για να τοποθετήσουμετο γραμμικό τελεστή από τη μια πλευρά και τους μη-ομογενείςόρους από την
άλλη, ορίζουμε
eqOrder [i.] : = (eqEps [[1, 11] ./. f -> 0/. Ul -> Ui) - ff " !@ eqEps [μ]] ,:1 Reverse



























A.TTay [eqOrder, 3] Ι. displayRule!! 'rableFol"lll
:'~ι+ω;;:υι == ~ (ε-ΙΤσ2 ... εΙI02\ f
:a;uz + ω:;' U;o == -2 μ. r:D~Ul) - 2 iD() DtUt) - δ uf
D~a + ω;' ua == -2 μ (Dσu;ι:) - 2 μ ίΏιυι) - 2 ΙΏσ Ώιυ;ι:) - Dfut- 2 (Do Ώ;.υι) - αυ~ - 2 δ υι U;.
Η ειδική λύση της c<!OrιIer[ Ι ) μπορεί να εκφραστεί ως :
sol1p = DSolve [eq:Jrder [1] , U1. @@ tiDιeScaJ.es, tiJrae5ca.lesJ [[1] J ι. C[_] -> (Ο &) / / Si.Dιplify
5011p =DSo1.ve[eqOrd.er[l], υι @@ timeScales, timeScales] [[1J] Ι. C[_] -> (Ο &) 11 SiJιιp1.ify
fRu1.e = r -> -2 (_ω2 + Q2) λ;
Η γενική λύση της eqOrder[ 11 μπορεί να γραφεί σε μορφή καθαρής συνάρτησης ως εξής:
501.1 =
'.11 ->l'τmction[{I'o, Τι, Τ2},
Α.[Τι , 2"'2J ΕχΡ[Ιω Το] +Α[Τι, 1'l] ΕχΡ[-Ιω Το] + sol1p[[l, 2]] Ι. fRu1e I/Expa.nd II Evaluate]
Funet " ί'! Τ Τ' --ITOS;Ι" .. ITOS;Ι~ εΙΤΟ'"Α'Τ Τ' ε-ΙΤο";;ΙΤ ~,1Ul-f'· lOnLi.O,112j·,~ i.:i.~ ... ..:ι. L1.,2j+ 4t,.J.2:Jj
Αντικαθιστώνταςτη sol Ι στην eqOrder[2], οδηγεί σε :
order2Eq = eqOrderf21 Ι. 301111 ExpandAll;
order2Eq Ι . d.isplayRnle
:Ι;υ2 + ω2 υ;ι: == -Α;' ε2 110" δ _ 2 ΑεΙI0"-ΙΤσ 2 δ Λ _ 2 ΑεΙΤη ω...1Τ0 2 δ Λ- 2 δ Λ2 _ ε-2ΙΤο g δ Λ";. _
ε:ΗΤο!;! δ Λ2 _ 2 Ι ΑεΙΤο " μ ω+ 2 Ι ε-Ι το g Λ μ g _ 2 Ι εΙΤο!;! Λ μ g _ 2 Α δ Α- 2 ε-Ι10 "-ΙΤσ 2 δ λλ­
2 ε-Ιlσ_ΙΤο!;! 15 λΑ ... 2 ι ε-1Το " μωΑ- ::-2ΙΤο" δΑ2 - 2 Ι εΙΤο"(ι) i'D1A) .. 2 Ι ε-Ι Το" f.ι) DlA:i
• Η Περίπτωση Ω::::: 2ω
Για να εκφράσουμε την εγγύτητα του Ω στο 2ω, εισάγουμε μια αποσυντονιστική παράμετρο σ =0(1)
που ορίζεταιαπό :
QmqRule = {Ο -> 2 ω + ε σ};




expRnle2= {Exp[arg_] :>Exp[Expand[argl. OIaqRuleJ Ι. εΊ"ο->ΤιJ};
Μετατρέποντας τους όρους που παράγουν όρους μικρού διαιρέτη σε όρους που παράγουν
προσωρινούςόρους, και απαλείφονταςκατόπιν τους προσωρινούςόρους από το U2, απαιτείται όπως:
SCondl= Coefficient[oroer2Eq[[2]] Ι. expRnle2, ΕχΡ[ΙωΊ"οΊ] ==0;
SCond1 Ι. displa.yRule
-2 Ι Α μ ω - 2 ΕΙ Τι α δ Λ Α - 2 Ι (ι) (ΏιΑι == α
ή
SCond1Rule = {Solve[SCond1, Α. (Ι, Ο) [Τι, Τι]] [[1]] /ι ExpandAll) ;
SCond1Rule Ι. displa.1Rule
ιεΙΤΙ "5Λλ,





Υποκαθιστώντας τον sigRIIie στον S(:oll<1 lI{ule, προκύπτει:
SCond1Ruleιιι= SCond1Rule Ι • ΕχΡ [d_] : > ΕχΡ [a Ι. siqRule Ι • Τι - > ε ΤΙ) 11 Expand) ;
SCondlRnleιιι Ι. di3playRnle
του οποίου το σύνθετο συζυγές είναι :
ccSCond1Rulea = SCond1Rnlea Ι. conjnqateRnle;
Αντικαθιστώνταςαυτές τις συνθήκεςστην order2Eq, προκύπτει:
order2Eqa = order2Rq Ι. SCond1RuleιιιΙ. ccSCond1Rnleιιι11 ExpandAll;
order2Eqιιι / • displayRnle
rfaU2 ... ω2 U2 == -Α';. ε2 ΙΤο .. δ _ 2 ΑεΙΤο_ΙΤο Q δ Λ _ 2 δ λ2 _ ε-2 ΙΤΟ Q δ Λ2 _
ε2ΙΤο " δ λ2 ... 2 Ι ε-ΙΤο " Λ μΩ- 2 Ι εΙΤο " λ ρΩ - 2 ΑδΑ _ 2 ε-ΙΤο"-ΙΤΟ" δ ΛΑ _ ε-Η Το .. δΑ2











2 ι εIToόi Α μ 102 2AEITo,;,,+όiIQh
Ι-ω ... 102) !ω+Ω) Q (2ω+Ω)
2ΑδΑ 2 ε-ΙΤο(.,..Q) δΑΑ ε-'<ΙΤΟ "δΑ2
2 Ι r-I'l"oQ Λ μΩ
..




---------- ... -------ω ... 2Ω) (tι>+2Ω) l-ω ... 2Ω) ,;(ι) ... 2Ω) r.ι?
3012p ,.
(u2[To] Ι. DSo~ve[ (order2Eqa [[1}] Ι. 112 -> (112 [111] '» == ff, U2 [Το], Το] [[1]] Ι. C [_Ι -> 011
7riqToExp) , /@ order2!qιa [[2]] ;
3012p Ι. displayRule
3012 =uz->Function[{To, Γι, ΤΖ }, so12pllEva.luate];
Τότε, χρησιμοποιώνταςτη sol Ι και τη sol2 στην c<}Ordcr[3), έχουμε:
order3Eq =eqOrder(3) Ι. 3011/. so12 11 ExpandAll;
Μετατρέποντας τους όρους που παράγουν όρους μικρού διαιρέτη σε όρους που παράγουν
προσωρινούςόρους και απαλείφονταςκατόπιντους προσωρινούςόρους από το U3, απαιτείται όπως:
SCond.2 =
Coerricient[orcler3Eq[ [2] J Ι. expRnle2I. Q -> 2~, ΕχΡ[Ι ω TcJ J •• Q Ι. D[SCond1Rul.e. Τι] Ι. SCondlRnle Ι.







SCond2Rnle = Solve[SCond2, λ ίΟ •Ι ) [Τι, 72] J[[1]] 11 E.xpandλll;
SCond2Rule Ι . disp1ayRule
. 5 Ι Α δ';. Λ:<' 3 Ι ΑαΛ';. Ι Α \12 5 Ι Α" δ" Α 4 ΕΙΤΙ" δ Λ μΑ Ι ΕΙΤΙ " δ ΛσΑ 3 Ι Α" αΑ,!J..A -+- - ---
c 4 {ι):ι ω 2 -ω 3 [,):1 3 (ι):< 2~4: 2ω
n
n
Οι δύο μερικές διαφορικές εξισώσεις, η S(:oι1dIRule και η S(~ond2Rule. μπορούν να















(21101 Α' == (2 Ir.J dt[l] [Α[Τι, ΤΖ}] /. SCond1Ru1e /. SCond2Rul.e /1 Exρand //Col.lect[li', ε} 'ι) Ι.
displ.ayRul.e
2 Ι <>Α' ==
3 ιειτι σ I5Λ μΑ εΙΤΙ"δΛσΑ i
3 io) ',j!
4.2.5 Πρώτης-Τάξης Σύστημα Πραγμαπκών Τιμών
Όπως και στην ενότητα 4.2.4. προσδιορίζουμε μια δεύτερης-τάξης ομοιόμορφη ανάπτυξη της λύσης
της I·'f)utlingE(1 για την περίπτωση του υποαρμονικού συντονισμού τάξης Ι :2. Όμως. αντί να
μεταχειριστούμε τη δεύτερης-τάξης μορφή αυτής της εξίσωσης. μεταχειριζόμαστε την αντίστοιχή της
πρώτης-τάξης μορφή. Δηλαδή. πρώτα την μετατρέπουμε σε ένα σύστημα από δύο πραγματικών-τιμών.
πρώτης-τάξης εξισώσεις. Γι' αυτό το λόγο. εισάγουμε το μετασχηματισμό
vRul.e =u' [t] -> V [t] ;
Με σκοπό η επιρροή της μη-γραμμικότητας και της απόσβεσης να εξισορροπεί τον υποαρμονικό
συντονισμό. κλιμακώνουμε τον συντελεστή απόσβεσης μ και το εύρος εξαναγκασμού F ως εξής:
scalinq = {F -> ε r, μ -> ε μ};
Χρησιμοποιώνταςτην sc~\lίng και τον vRuIc. μετατρέπουμε την f'I>nt'tingE(1 στο ακόλουθο σύστημα
των πραγματικών-τιμών πρώτης-τάξης εξισώσεων:
eq425a = {YRnle!. Rn1e -> Equal, FDuffinqEq!. scalinq Ι. vRn1e!. D[vRn1e, t]}
{u'"[t] ==v[t], (U~u[t] ... δu[tj~.αu[t]a ... 2εμ.v[t]+v'[tJ ==ft:CC3EtQJ}
Για να προσδιορίσουμε μια δεύτερης-τάξης ομοιόμορφη ανάπτυξη της λύσης της ('(1.ι25..
χρησιμοποιώντας τη μέθοδο των πολλαπλών κλιμάκων. πρώτα μετατρέπουμε αυτές τις εξισώσεις από
συνήθεις διαφορικές εξισώσεις σε μερικές διαφορικές εξισώσεις σε όρους των τριών χρονικών
κλιμάκων Το. ΤΙ και Τ2• σύμφωνα με :
multiScales= {u[t] ->-u['lΌ, ΤΙ, ΤΖΙ, 'T[t] ->v[To, τι, ΤΖ ], <1_'[t] ->dt[l] [ΙΙ['Γο, τι, Ί'Ζl] , t ->ΊΌ};
Μετά, αναπτύσσουμε τα u και v στη μορφή
sol:Rnle= {U-> (Sωa[ejuJ[,ι;tl, it'2, ,ι;t3], {j, 3}j ')' v-> (Smιι[eJ vj [ff1, r:t2, v], {j, 3}] &)};
Αντικαθιστώντας τη IlIultiScales και τη solRule στην cq425a, αναπτύσσοντας το αποτέλεσμα για
μικρό ε • και αμελώντας όρους τάξης μεγαλύτερης αυτής του ε 3. λαμβάνουμε:
eq425b = (eq425a Ι. multi.Scales Ι. so1Rul.e J / ExpandA11) Ι. ε,,_/;,.,>3 -> ο;
Εξισώνονταςσυντελεστέςίδιων δυνάμεωντου ε στην cιl.ι25b, προκύπτει:
eqEps = Thread [CoerncientList [Subtract" ;;, ε] == Ο] , Ι@ eq425b /1 Transpose Ι Ι Rest // Triq'T'oExp;
Για να τοποθετήσουμετον γραμμικό τελεστή από τη μια πλευρά και τους μη-ομογενείςόρους από την
άλλη, ορίζουμε
linearSys = .",[[1]] & !@ eqΞpII[ [1]} Ι. f -> Ο:
linearSys /. displayRule
eqOrder [i_ ] : = (linearSjs /. '1_1 -> <1.,) == (linearSys /. 2J_r -> U,c) - U' [[1}] '/@ eqEps [μ]]) /1 Thread





eqOrder(11 Ι. displayRule 11 ΤabΙeΙΌnι
eqOrder[2] Ι. dispIayRnle 11 TableFonι
eqOrder(31 /. displayRule 1/ Table!"onι
J()ul - '''ι == Ο
~ Ι' ΙΤ ~ ΙΤ 51'J()'1l + ω" ul == - Ι Ε- () + Ε () Ι f
~»
J!)U2 - '12 == - ,;Dtul)
])0'12 + ω2 U2 == - :: Ώινι) - δ uf - 2 il νι
J()U3 - '13 == - ,; Ωι U2) - D2U!
])ον3+ω2U3 ==- (Ώιν2) -D2νl-aUt-2Sul u2- 2 μν2
• Πρώτης-Τάξης Εξισώσεις: Γραμμικό Σύστημα
Αναζητούμε μια λύση της Iil1e~1rSys της μορφής Ul = ΡΕ ι.ιΤο και VI = QΕ ι.ι το και λαμβάνουμε:
coefLi.st = Ε-Ι" το linearSys Ι. {u~ _> {Ρ ΕΙ .. {t '), ν~ _> (Ο ΕΙ .. ιι ')} 11 Expand
[ -Q + Ι Ρ ω, Ι Q ω + Ρ ω2}
Το μητρώο συντελεστών της coefList είναι:
coefNa.t =Outer [Coefficient, coefList, {Ρ, ο} J
[{Ιω, -l}, {ω'', Ιω}}
του οποίου ο συζυγήςτελεστής (adjoint) ορίζεται ως εξής:
henιιitian[JDdt_ ?Ua.trixQ} := JDdt Ι. conjuqateRnl.e 11 Transpose
Έτm, τα αριστεράκαι δεξιά ιδιοδιανύσματατης coef'M~1t είναι :
riqhtVec = {1, cl} Ι. Solve[ (coe!Mat. {1, cl}} [[1] 1 == Ο, cl} [[1]]
{Ι, Ι ω}
leftVec= {cl, Ι} Ι. Solνe[(he'ΠDitian[coeHfat}.{cl, Ι}) [[1]] == Ο, cl] [[1]]
{-Ιω,l}
Το συζυγές μιγαδικό του let'tVec είναι:
ccleftVec = leftVec Ι. conjuqateRule
:r ω, Ι}
Επομένως. η ομογενής λύση της e<l0r<Ier[ 1] είναι
sol1h = ;; + (Η Ι. conjuqateRule) '/0 (riqhtVecA[Tt, T2J ΕΙ "Το)
'~ITσ"A[I Ι 1 ε-ΙΤΟ"'Α-'Ι Ι 1 ιεΙΤΟ"'·'Α·Ι Ι' Ι ε-Ι το " , Α-'Ι Ι ,1·ι J:. . 1, 2. 1 + L 1, 2 J , ... L 11 2 J - ω l 1, 21:
Μετατρέπουμετην cιιΟrder[1] σε συνήθεις διαφορικές εξισώσεις και χρησιμοποιώντας τη DSolve,
λαμβάνουμε την ειδική λύση της c<lOrder[ I1 ως εξής:
3011p =DSOlve[eqOrder[l] Ι. {U]. -> (U]. [f11J &), νι -> (νι[μ1] &)}, {U1.{To] , ν:ι [Τοl} , Το l [[111 ι. c[_] -> ο j!
TriqToExp 11 SiJDplif.,
• ε-!τaQ '1 +ε,ΙΤοQΊ f ιε-ΙΤΟ Q _l+E<ITC.Q't fQ 1!UιίΤο] -, - , ",,"Ι [ro1 ~------...,..---
2 _~~Ω;Ί 2 -{ιj';..,.~;




































fRule = f -> -2 (-ω~ + Ω ) Λ;
3011 = {υι -> Function[{To, 1'Ί, Ζ'2}, 3011h[ [1]] + (υι[l'ο] /. 3011p Ι. fRule 1/ E.xpand) 11 RI."a1uate],
'''ι -> Function[ [1''0, τι, 1"2}, sol1h [[2]] + (νι [1"0] Ι. 3011p Ι. fRule / Ι Expand) 11 Evaluate]}
( '" . 'Ι'Τ Τ Τ' ".-ITo'l .. εΙΤσ'l" "'ΙΤΟ"Α'Ι Ι] ε-ΙΤΟ"Α[τ τ .. 'tut ~ ..ι: unct~on~ ι:ι, 1, 2),.ι:.. ..::ι + .. 1";".ι:.. Ι 1. ~ ... Ι, 2J J '
""ι ~ Functioll [(Το, Τι, Ι;;:}. - ι ε-Ι ΤΟ 'Ι ΛΩ .. Ι ::1Το 2 ΛΩ .. Ι rlTo .. ωΑ[Τι • T;;:J - Ι ε-1Το " :ιι Α[Τι. Ι;;:]]}
• Δεύτερης-Τάξης Εξισώσεις
Αντικαθιστώντας την πρώτης-τάξης λύση, την 5011, στις δεύτερης-τάξηςεξισώσεις, τις ε(ΙΟΓ(lεΓ[2Ι,
έχουμε:
order2Kq =eqOrder[2] /. 301.1// Expandλll;
order2Κq / . displayRule
;Dou~ - ν~ == _εΙΤσ " (ΏιΑ) _ε-ΙΤο " "ΏιΑΊ.
.. . , ;
Ωoν~ + ω~ uz == _Α2. ε2.ΙΤο .. δ _ 2 ΑεΙΤο"-ΙΤΟ 51 δ λ _ 2 ΑεΙΤο "..ι Το 51 δ λ- 2 δ λ2 _ ε-ΗΤο 51 δ λ2. _
ε2. ITOQ δ Λ.2 _ 2 Ι Α εΙΤο " μ ω + 2 Ι ε-Ι το Q Λ. μ Ω - 2 Ι E ITOQ Λ. 11 Ω - 2 Α δ Α- 2 E-ITO ..-IToQ δ λΑ­
2 ε-ΙΤο_ΙΤο >ι δ λΑ + 2 Ι ε-Ι Το .. TJ. ω Α- ε-..ΗΤο" δ Α:;; - Ι εΙΤσ " ω ΙΏιΑ) + Ι ε-ΙΤο " ω (ΏιΑ) }
Για να εκφράσουμε ποσοτικά την εγγύτητα του υποαρμονικού συντονισμού της τάξης 1:2, εισάγουμε
την αποσυντονιστική παράμετρο σ, που ορίζεται:
OιDqRu1e = {Ο -> 2 ω + ε σ};
Για να μετατρέψουμε τους όρους που παράγουν όρους μικρού διαιρέτη σε όρους που παράγουν
προσωρινούς όρους, χρησιμοποιούμε τον κανόνα:
expRule1 = Κxp[arg_] : >- Exp(Expand [arg Ι. OιDqRule] /. e ΤΟ -> Τι] ;
Για να περιορίσουμε τους όρους που παράγουν προσωρινούς όρους στο U2 και το V2 (δηλ., τη συνθήκη
επιλυσιμότητας της oI"deI"lE(}), πρώτα υπολογίζουμε το διάνυσμα το ανάλογο με το Ι! I.J ΤΟ στα δεξιά
μέλη των onler2Eq και λαμβάνουμε:
STenns1 = Coefficient [ρ [[2]] Ι. expRule1, ΕχΡ[Ι ω Το]] & ί@ order2Eq
{_Α';Ι'Ο) [Τι. Τ:;;]. -2 Ι l1iJJA[Tl. T~] - 2εΙΤι '" δλΑ[Τι. Τ:;;] _ΙωΑ(1.0) [Τι. T~]}
Τότε, η συνθήκη επιλυσιμότητας της order2E(1 απαιτεί ότι η STermsl να είναι ορθογωνική ως προς
τη λύση του συζυγούς. Δηλαδή, της α:leftVec. Το αποτέλεσμαείναι:
SCond1 =Solve [ccleftVec. STennsl == Ο. Α (1, Ο) [Τ1. Τ2]] [ [1] ]
ΙΤ σ -Γ, ,;1,0). .. μωΑ[Τ ι • Τ2 ] -ΙΕ ι δΛ.Α[Τ 1 • Τ2 ] 1,Α ιΤι. T2J -+ - r
;.)
του οποίου το μιγαδικό συζυγές είναι:
ccSCondl = SCond1 /. conjuqateRule
Μετά, χρησιμοποιούμε τη συνθήκη επιλυσιμότητας για να απαλείψουμε το DιΑ και το συζυγές
'lltΎαδικό του από την order2E(1 και μετά βρίσκουμε την ειδική τους λύση. Για να απλοποιήσουμε τις
παραγόμενες εξισώσεις χρησιμοποιώντας το Matlzematica, χρειάζεται να αντικαταστήσουμε το ΤΙ με











και ορίζουμε τον κανόνα
expRu1e2 = Exp[a_] :;> EΣp[a Ι. ΤΙ -> ε ΤΟ Ι. siqRule 11 Expandl;
Αυτός ο κανόνας μας επιτρέπεινα ξαναγράψουμετην SC:oJldl και την ccS(:ondl ως εξής:
SCond1 f = Join [SCondl, ccSCond1] Ι. expRule2;
SCond1f Ι. displayRu1e
Με αυτή τη μορφή της συνθήκηςεπtλυσιμότητας,η order2E<) γίνεται:
order2Eqιa .. order2Eq Ι. SCondH ! Ι XΣpιιndλll;
order2Eqιa !. displayRul.e
IAEIT~ ..-ITσI!51\. _ Iε-IT~ ...IT~1!5λA
[Douz-"'2 ==ΑΕΙΤΟ" μ+ _Ε-ΙΤΟ" μΑ- ------
ω ω
I)OV2 + ω2 U2 == _Α2 εΗΤο • 5 _ AEIT~.-ITol! 511.- 2 AEITo_ITol! δ1\.- 2 51\.2 _E-2ITo l! δ 1\.2 -Ε" !ΤΟ Ι! δ λ2 _ Ι ΑΕΙ Το· μω+
2 Ι Ε-Ι ΤΟ 51 λ μ '01_ 2 Ι EIT~ 511\ Ug _ 2 Α5Α- 2 E-ITo·-IT~2 51\.Α _ E-ITo_IT0 51 δ λΑ .. ι Ε-ΙΤΟ" μ ωΑ- Ε-ΗΤο· 5 Α2 }
Κατόπιν, χρησιμοποιούμε τη μέθοδο των απροσδιόριστων συντελεστών για να προσδιορίσουμε την
ειδική λύση της order2Eqm. Για να το επιτύχουμε αυτό, πρώτα αναγνωρίζουμετη μορφή των μη­
ομογενών τους όρων, στους οποίους θα αναφερόμαστε ως πιθανούς όρους, και μετά αναζητούμε τη
λύση ως έναν γραμμικό συνδυασμό αυτών. Αντικαθιστώντας αυτή τη λύση στην order2EqιJl και
εξισώνοντας τον συντελεστή κάθε πιθανού όρου με το μηδέν, λαμβάνουμε ένα σύστημα από ζεύγη
αλγεβρικών εξισώσεων που χρειάζεταινα λυθούν για τους άγνωστους συντελεστές. Οι λύσεις αυτών
..ι ι.ι Το ...-1 ι.ι Τοτων ζευγών είναι μοναδικές εκτός από τους συντελεστές του .ι:. και του .ι:. • Για να
προσδιορίσουμε μια μοναδική λύση αντίστοιχη με αυτούς τους όρους, χρησιμοποιούμε δύο
διαφορετικές προσεγγίσεις.
Προσέ'ΥΥισηl :
Στην πρώτη προσέγγιση, αντικαθιστούμε το ω με ένα άλλο σύμβολο, έστω ωο, βρίσκουμε τη λύση του
συστήματος των αλγεβρικών εξισώσεων, και μετά παίρνουμε το όριο ωο τείνοντος ω. Για να το
πετύχουμε αυτό, ορίζουμε
col1ectFoI'IΩ = {ΕΙ Το" Ά. [Τι, ΤΖI, Ε-Ι Το" Ά. [Τι, Τ21, ΕΙ το Q Α, Ε-Ι το Q 1'~};
Τότε, η μορφή των πιθανών όρων στα δεξιά μέλη της order2Eqιl1 μπορεί να ευρεθεί ως :
possibleTerms = (collectFoI'IΩ /. ω -;> fι)o) - Join-
(Outer[TiιDes, collectFoI'IΩ, cο11ectFΌΙ'ΙΩ] /1 Flatten 1/ Union)
'Ε!!'!!"'ΟΑ[! !' E-ITO"'oA-r·! Τ·' EITO!a" E-ITO!a" ,,2 E-2IT(lgA2ι . 1, ,J, , *. 1, . 2:J,. .ί:.ι., .4;"", .tJι, , .,
E2!TGQ 1,.2, εΙΤΊ <o-ITcr QΛΑ[!ι, !21, εΙΤσ ",+ITcr Q 1,.Α[!ιι 12], ε:<ΙΤο " Α[1ιι 1232,
ε-Ι ΤΟ <ο-ΙTG2 ΛΑ[!ι, 1;0;, E-ITG,,+ITGQ 1,.Αί!ι, !;;t}, Αί1ι, 12] Α[!ι, 1;;t], ε-:οΙΤο .. Α[!ιι
Μετά, συσχετίζουμε με κάθε πιθανό όρο έναν απροσδιόριστο συντελεστή στο U2 :
symbolList1 =Tab1e[riI υι Lenqth[possibleTerms]}}
:Γι , Γ:ο, Γ3 , Γ4 , rS, Γ6, Γί , [a, Γ9, Γισ , Γιι, Γι2 , [ll, Γι4 }


























S1mbolList2 =synιbolListl/. r -> Λ
Τότε, αναζητούμεμια ειδική λύση της order2Eqm της μορφής:
3012Rule = {u: -> Function[ {ΙΌ, IΊ, Τ2}, S1mbolListl. possibleTeI'lllS / Ι Eνaluate],
v: -> Function[(To, 1'1, 1'2}, synιbolList2.possibleTe!"IBS 11 Evaluate}}:
..~ι.ιToΑντικαθιστώνταςτον sοl2Ι{ιιΙe στην 0I'der2E<)DIKal αντικαθιστώντας το 1:. στα δεξιά μέλη της
..~ ι.ιοΤοorder2Eqιn με 1:. , έχουμε:
order2Eqf 2
SubtractM ι; & Ι. order2Eqιιι/. so12Rnle/. {ΕχΡ[Ι r.ι Το] ->Exp(lωoTo], Exp(-Ir.ιTo} ->ΕχΡ[-ΙωοΤο}} 11
ZXpand;
Εφαρμόζονταςαπευθείας τη συνάρτηση Coet1ίcient για να συλλέξουμε τους συντελεστές όλων των
possibleTerm'>, θα μπορούσε να έχει ως αποτέλεσμα επιπλέον όρους που θα είναι συναρτήσεις του ΤΟ,
τους οποίους απαλείφουμε. Το αποτέλεσμα είναι
alqEqs =F1atten [Coefficient [order2Eqf , ι] 'Ι@ pos:ιib1eTenιιs] == Ο Ι. ΕχΡ[_ Το] -> Ο 1/ Thread
alqEqs = l'latten (Coefficient [order2Eqf , ιη '10 possibleTel'l'llS} == Ο;. ΕχΡ[_ το} -> Q !! Thread
τ-μ. - λι .... Ι Γι .Cι)o == ο, Ι μ ω.;. ω1. Γι .. Ι Λι ·ωο == ο, - μ - Λ. - Ι Γ2 ωο == ο, - Ι μ ω .;. ω2 Γ2 - Ι ~ ωο == ο,
c
ΙΩΓ3-1Ι.3 =_ 0,2 Ι μΩ .. ωlΓa" 1Ωλ: == Ο, -Ι Qft -~ == Ο, -2 Ι IlQ+fι)l Γ4- 1Ω~ == Ο,
-~==o, 2δ .. ωlΓs==Ο, -21ΩΓδ-ΛΕ==Ο' δ .. ωlΓδ-2ΙΩl'''6==Ο, 2ΙΩΓ1-λ1==Ο,
• Ι δ •δ + fι)' Γ, ... 2 Ι Ω 11.7 == Ο, - - + 1fiιΓι - ΙΩΓ! -l'>δ == Ο, δ ... ω" Γs .. 1ioI1l.s - 1Q1I.s == Ο,
.ι
Ι r.ι f g ... Ι Ω fg -l\.g == Ο, 2 δ ... fι)l f g ,. Ι ω l\.g ,. Ι Ω l\.g. == Ο, 2 Ι ω Γιο - 1Ι.ιο == Ο, δ + ,./ Γιο .. :2 Ι >iI 1Ι.ιο == ο,
• Ι δ
- Ι ω Γη - Ι Ω Γιι - 11.11 == Ο, 2 δ ... ω' Γη - Ι fι) 1Ι.ιι - Ι Ω 1Ι.η == ο, - - Ι fι) Γι~ ... Ι Ω Γι.:: - Λu == Ο,
fι)
δ ... fι)l fll - Ι {;j 1I.ll ... Ι Ω ΛΙl == Ο. -ΛΙ3 == Ο, 2 δ .. ,..2 Γι: == Ο, -2 Ι,.. ΓΗ - 1Ι.Ι 4 == Ο, δ ... ωΊ ΓΙ4 - :2 Ι ω 1Ι.Ι4 == σ}
Χρησιμοποιώντας τη συνάρτηση Solve, λύνουμε απευθείας το σύστημα των γραμμικών εξισώσεων
HlgE()S για αυτούς τους απροσδιόριστουςσυντελεστές,και λαμβάνουμε:
var = Join [symbolListl, synιbolList2]:
coefs =Solve[a1qEqs, 'Jar! [[1]] ;
Αντικαθιστώντας την coet's στην ,'>oI2Rule και μετατρέποντας το ωο ξανά σε ω, λαμβάνουμε τη λύση
των δεύτερης-τάξης εξισώσεων σε καθαρή συναρτησιακή μορφή ως εξής:
so12a =
3012Rnle/. Function[{To, Γι, 2Ζ}, b_] :>
Functian( (Το. Τι, ΤΖ) ! Ι Eval.uate, b /. coefs !. ι.>ο -> ω 11 Eval.uate];
3012a Ι . displalRule
2 δ 1\.' Ε-" Ι ToQ δ Λ." EHTo Q δ Λ.2
----~; ~2 _ <Ι o:l ~; _4 Ω~
2 Ι E-I:roQ 1'. μΩ 2 Ι EI:rOQ Λ. μΩ
~_Ωz ~"_Ω2
Ι
2 εΙ ΤΟ"'ΙΤσ Q δ ΛΑ Ε2ΙΤο" 5 ΑΊ
;<·2,,1-Ω', 3".<
ΙΕ-ΙΤΟ"μΑ ε-ιτο,,·ΙΤοQδΛΑ 2Ε-ιτο,,-ΙΤοQSΛΑ 2δΑΑ ε-ΗΤΟ"δΑ",
---- :,
2 ;ι) ;:u Ω Ω 2 ~ + Ω) ~" 3 ωΖ






Όπως συζητήθηκε παραπάνω, οι λύσεις των αλγεβρικών εξισώσεων που προήλθαν από την εφαρμογή
της μεθόδου των απροσδιορίστων συντελεστών είναι μοναδικές εκτός από εκείνες που αντιστοιχούν
Ει.ιΤο ΓΙ ι.ι Τοστο και στο . Για να τις καταστήσουμε μοναδικές, απαιτούμε να είναι ορθογωνικές στις
λύσεις των αντίστοιχων συζυγών προβλημάτων. Δηλαδή, αξιώνουμε το διάνυσμα συντελεστή της
Ε ι.ιΤο να είναι (U2, V2), ορθογωνικό στο ccieftVec. Για να το επιτύχουμε αυτό, πρώτα προσδιορίζουμε
τη μορφή όλων των δυνατών όρων στα δεξιά μέλη της order2Eqm και κατόπιν αναγνωρίζουμεόσες
από αυτές αντιστοιχούν στους όρους συντονισμού και εκείνους που αντιστοιχούν σε όρους μη­
συντονισμών.
possibleTenu =collectfo:m-Join- (OUter[TiI8es, coΙΙectlΌ:m, cοlΙectlΌ:m] / Il'latten 11 Union)
ΓεηΟ"Α'Τ !] ε-ΙΤΟ"Α[1 Τ-' EITOllll. ε-ΙΤοΙΙ;\ r..Z ε-ΖΙΤΟΙΙ1Ι.2ι ι Ι, 2 , 1, ,,~, , οι: , • • ,
[" ITOII1l.2, [ΙΤΟ"-ΙΤΟSlll.Α[1ιl 1:]1 EITII ....ITOlIll.A[1r, 12), ε21ΤΟ'"Α[1ιl 12)2,
..-Ι Το ,,-Ι Τ!) Q Λ.Α- [Ι !' ε-ΙΤ!) ....1ΤιιlΙ lI.A- [Ι Ι] ΑΙ1· Ι 1 Α- [Ι Τ] ",-2 ΙΤο," Α- [Ι .... 21
.1:0. 1 ι 2.~" . Ι, 2:, 1,,Ζ,ι 1, 2., ω 1, ..LzJ J
Κατόπιν, αναγνωρίζουμε τους όρους συντονισμού, ανάμεσά στους ως άνω, ως εξής:
RT s (" Ι. {a_ Ι; a ~!= Ο -> 1} , 10 (Ε-Ι" το poss.ib1.eTenas Ι. eΣpRn1.el/. ΕχΡ[_Το + _.) -> ο)} possibleTerιas11
Uni.oD 11 Rest
Έτσι, το τμήμα μη-συντονισμώντης possibJeTcJ"ffis είναι το συμπληρωματικό της R'f, δηλαδή:
lΊRT =Coιιιp1elιιent[possibleTel'1DS, Join[RT, RT Ι. conjugateRu1e]]
{ε-ΙΤο2 Λ, EITj)!i! Λ, Λ.", E-2rrOQ λ2 , E1. ITOQ Λ1., EIIj) .....IIOQ ΛΑ[1ι. Ι.. ],
E:lITo" Α[!ι, 121", E-ITO ..-IIOSl 1\.Α[111 !.2], ΑΙ1ι. 1"2] Α[1"ι, !2]. ε-2ΙΤο .. Α [1"ι. 1".2]2}
Κατόπιν, συσχετίζουμε με κάθε πιθανό όρο συντονισμού έναν απροσδιόριστο συντελεστή,
χρησιμοποιώντας τον κανόνα:
RTsylJlbolLis t =Table [Γ j, {j, Lenqth [R'f] } ]
{Γιl Γ.. }
και συσχετίζουμε με κάθε πιθανό όρο μη-συντονισμού έναν μη προσδιορισμένο συντελεστή,
χρησιμοποιώντας τον κανόνα:
NRTsylJlbolList [i_] =Table [~,j, {j ι Lenqth [NRT]} ]
Έτσι, οι συντελεστές του RT στους μη-ομογενείς όρους στην ordcr2Eqιll είναι:
coefR'f = Coefficient[tt [[2]], RT] , /@ order2Eφι Ι. ΕχΡ[_ Το + _.] -:> Ο
. Ι δ, Ι;1μ, --~. {-Ιμω, -δ}~
.• ω J •
Έπεται από το
ccleftVec.coefRT === {Ο, Ο}
Irue
ότι η coct'R'l' είναι ορθογωνική στη λύση της συζυγούς, (:clef'tVcc, όπως θα έπρεπε άλλωστε!
Επιβάλλοντας τη συνθήκη ότι το {U2, V2} είναι ορθογωνικό στο cclenVec, αναζητούμε τα U2 και V2 σε



























u. ->Function[{To, 1'1, 'Ι'.},
RΤSΥΊlιboιw.st.RΤ .. (RTsylllbol!.ist.RT /. conjuqateRule) .. NRTsylllbol.!.ist[l] .11RT / Ι E\'iI.1.uate] ,
v. ->Functiοn[{lΌ, Τι, Τ.},
-Ι ω RTSTJllboI!.ist.RT .. (- 1ω RTsYlIIbolList.RT Ι. con]uqateRnle) .. NRTsyIIIbol!.ist[2]. NRT 11 EvaIuate]};
Αντικαθιστώνταςτη sol2F'orm στην order2E(tm και συλλέγονταςσυντελεστέςτου NRT, λαμβάνουμε
το ακόλουθο σύστημα αλγεβρικών εξισώσεων:
alqEqsl a (Coefficient[Subtract Μ 11, t1RT] 'ιΌ (arder2Eqιa Ι. sol.2Fona) Ι. Rxp[. το] -> ο 1/ l'1atten) =a
Ο 11 'Γbreιιd
{-ΙΩ1Ι.ι.ι -Λ;:.ι==0, Ι .. Λι.;:-1Ι.;:.;:==0, -11.••3==0, -2Ι .. ΛΙ.4-1Ι.;:.4==0, 2 ΙΩ1Ι.ι.5-112.5 ==0,
Ι ω1l.ι.&" Ι Ω1Ι.ι.& -11.2.& == Ο, 2 Ι ω1l.Ι.7 - 11.;:.7 == Ο, -Ι ω1l.ι.! - Ι Ω1Ι.Ι.8 -11.;:.! == Ο, -Λ;:.!! == Ο,
-2 1ωλι• ιο-lΙ.;:.ιο=aΟ, -21μΩ ... ω'Λι.ι-1ΩΛ;:.ι=,,0, 21 μ Ω ... ω' Λι.;:" Ι Ω Λ:.;: =.. 0, 2δ ... ω2 11.ι.a="0,
: . .δ .. ω λΙ • 4 - 2 Ι Ω 11.2. 4 =.. Ο, 5 "fι)<1I.Ι.5" 2 Ι Ω~.5 =a Ο, 25 .. ω<lI.ι.&" Ι (0111.2.&" Ι Ω 11.2.& .... Ο,
ο , }δ .. ω< Αι • 7 • 2 Ι (,111.;:.7"" 0,2 δ.(,Ι Αι • 8 - Ι ι.ι~.8 - 1ΩΛ:. 8 .... Ο, 2 δ. (,Ι<1Ι.ι.9 == Ο, δ .. ω<lI.ι.ιo - 2 1ω1l.;:.ιο ==0
Λύνονταςτην algEqsl για τους aπροσδιόριστουςσυντελεστέςNRTsymboIιistπροκύπτει:
coe(l = Solve[alqEqsl, Αττιιι [NRTSYlllbolList, 2)1/'latten) [[1] J
• 25 25 21μΩ δ 2IuQ δ-;Λ.2,9""" ο, Αι.3 ~ ---;::-l Λι,9 ~ -' -::-' Λ,2,2 ...... Ο, 1\.1,1""" -.--... ' 1\ι,4 ~ - ---... ' Λl.~ ..... - -.-.-, 2\.1,5"'" - -.--,
• (,1+,.. (,Ι+-Ω" ω2 -4Ω+ (W+-g;: ",+-4g;:
2μΩ" δ 2 μ'" 21δΩ 5 ΖΙδ 2Ι5Ω
Λ~.ι .... '-.--... ' Λι" -+ -, Λ:.2 ..... -.--, Λ~.5 ..... - -.--... ι Λ.Ι,10 4> '-... ' Λ2,lΟ ..... ---, 1\.,,4 -+ ---,ω+-Ω" 3ω4' r,;+-Ql ;)+-4Ω" 3,.. 3ω ωZ-4g;:
21δ 21δΙω ... Ω) 2δ 2δ 21δ(ω.Ω),
1\.,,7 -+ --, Λ2,6 -+ , 1\.1,6 -+ , 1\.1 a -. , 1'.1.0:4:,8:'-+ - . ~3ω Q (2ω-Ω) Ω Ι2ω .. Ω) • 2riIQ.g2 2ωΩ .. g2 ,
Αντικαθιστώντας τη sοl2FοΠ11 σε οποιαδήποτε aπό τις δύο order2Eqm και συλλέγοντας τους
συντελεστέςτου RT, λαμβάνουμε το ακόλουθο σύστημα αλγεβρικών εξισώσεων:
alqΚqs2 =Coeffic.ient[Subtract" order2E<1JΩ([1]] Ι. sο12FΌt'18, RT] == ο Ι. ΕχΡ{_ Το] -> σ // Thread
, Ι δ ,
j-\l .. 21ωrι ..=ο, - .. ΙΩΓ...=Ο>
• ω J
Λύνοντας την algEqs2 για τους απροσδιόριστουςσυντελεστέςRTsymbolUst, προκύπτει:
coef2a =Solve[alqE.qs2, RTsymbolLi3t] [[1]]
r Ι μ δ 1
ίΓι .... --, Γ2 .... --\
'- 2ω ωQJ
coef2 =Join[coef2a, coef2a Ι. c.onjuqateRul.e]
.- Ιμ δ _ Ιμ _ δ,
;Γι -+--, Γ2-+--, Γι .... -, Γ2 .... --Ι'2::.> ;j)Q 2ωJjQ
Αντικαθιστώντας την coetΊ και την coef2 στην sol2f'orltl, λαμβάνουμε τη λύση των δεύτερης-τάξης
εξισώσεων σε μορφή καθαρής συνάρτησης, ως εξής:
3ol.2b =
3012FoIΊΩ Ι. F'unction[{To, Γι, Τ2}, b_] :>
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Αυτές οι δύο προσεγγίσειςπαράγουντα ίδια αποτελέσματαεπειδή ισχύει ότι
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Τότε, η συνθήκη επΙλυσιμότητας απαιτεί η STernls2 να είναι ορθογωνική στη λύση της συζυγούς
ccleft'Vec. Το αποτέλεσμα είναι:
SCond2 =Solve[ccleftVec.STerms2 == Ω, ΑίΟ,Ι) [Τ1.. Τ2]] [[1]] 11 Expandλll.;
SCond2 / • displayRule
Η δεύτερη προσέγγιση είναι πιο βολική στο να χρησιμοποιείταιγια ένα γενικό σύστημα εξισώσεων.
Έτσι, θα υιοθετήσουμεαυτή την προσέγγισηστο υπόλοιποτης ΔιπλωματικήςΕργασίας.
• ΤρΙτης-Τάξης Εξισώσεις
Αντικαθιστώντας τις πρώτης- και δεύτερης-τάξης εξισώσεις στις τρίτης-τάξης εξισώσεις, eqOrdel'(3),
προκύπτει:
order3Eq = eqOrder[3] /. sol1 /. so1.2b / / E.xpandAll.;
Χρησιμοποιώντας τον eΧΡRιιJeΙ για να μετατρέψουμε τους όρους που παράγουν όρους μικρού
διαιρέτη σε όρους που παράγουν προσωρινούςόρους στα δεξιά μέλη της orfder3E(] και συλλέγοντας
τους όρους που θα μπορούσαννα παράξουν προσωρινούςόρους, έχουμε:
STerms2 = Coefficient[H [[2]] Ι. expRu1el/. Ω -> 2 ω, ΕχΡ[Ι ω Το]] ,,!@ order3Eq;
STerms2 / • disp1.a.yRule
,.Ιμ.(ΏιΑ) εΙΤισδλl:ΏιΑ) 2.~ 9Αδ'λ2
i ----+ -D2A. -6ΆαΛ: .Aμ.~+---
2ω Ζω2 2ω2
Subtra.ct @Ο (V2 [Το. τι. Τ2 ] Ι. {so1.2a., so12b}) 11 Simpl.ify
Οι δύο μερικές διαφορικέςεξισώσεις,η sσιnd1 και η SCond2, γίνεται να επανασυγκροτηθούνγια να









{2 Ι ω Α' == (2 Ι ω dt[l] [Α [Τι ι Τ2]] Ι. SCond1 Ι. SCond2 1/ Expand 11
Collect[# ι ε]&» Ι. displa1Ru1e
2Ι:.)Α'=== (_2IAμ(ι)_2εITισδλA~I'"
~ Ι' ~ ~ 9Aδ~λ~ ~ -. 10A~δ2A 14ΙΕιτισδΑιιΑ]
e"" -6Ααλ"" ... Αμ"'... -3Α"'αΑ+ - -------
ι, 2ω~ 3~ 3ω
4.2.6 Πρώτης-ΤάξηςΣύστημα Μιγαδικών Τιμών
Σε αυτή την ενότητα, πρώτα μετατρέπουμε την Ι,'Dut1ίngΕq σε μία πρώτης-τάξης εξίσωση μιγαδικών
τιμών. χρησιμοποιώντας τον μετασχηματισμό:
transformRnle = {u -> (ζ + ζ) Ι U' -> Ι ω (ζ - ζ) };
qRule = q -:> - 2 ε 11 u' - δ u2 - α u 3 + ε f Cos [Ο t] ;
τότε η Ι;Duf1ίngΕq γίνεται:
, Ι
eq426a = ζ == Ι ω ζ - - q Ι. gRnle Ι. transformRule 11 !:xpandλll
2ω
Iδζ~ Ιαζa IfeCos[tQ]
ζ' ==-Ε ζ \1+ -- - -- ... Ι ζω- -----
2ω 2ω 2:.)
Ι δ ζ ζ 3 Ι α ζ~ ζ Ι δ ζ~ 3 Ι α ζ ζ2 Ι α ζa
εμζ+--+ ... --+ +--
ω 2ω 2ω 2ω 2ω
Για να προσδιορίσουμε μια δεύτερης-τάξης ομοιόμορφη ανάπτυξη της λύσης της eq426a
χρησιμοποιώνταςτη μέθοδοτων πολλαπλώνκλιμάκων,πρώτα εισάγουμε:
multiScales= {ζ-> ζ[Τοι Τι, Τ2]1 ζ-> ζ[Τοι ΤΙI Τ2]1 ζ' ->dt[l] [ζ[Το, Τι, '1"2]]1
t -> Το};
και μετά αναπτύσσουμετα ζ και ζ στη μορφή:
301Rule = {ζ -> (Swa [ε] ζj [rf1 1 tf2 Ι ;;:3] Ι {j t 1, 3}] &) ι
ζ -:> (Swa [ε] ζ) ('tl, n, ,o/J] ι {j ι 1, 31] &)};
Αντικαθιστώντας τη multiScales και τη solRuIe ατην eιι426a, αναπτύσσοντας το αποτέλεσμα για
μικρό Ε, και αμελώνταςόρους τάξης μεγαλύτερηςαυτής του Ε 3. λαμβάνουμε:
eq426b = (eq426a Ι. multiScales Ι. solRule 11 !:xpandA11) Ι. ε'υ;">3 -:> ο;
Εξισώνονταςτους συντελεστέςίσης δύναμηςτου Ε • προκύπτει:
eqEps = CoefficientLis.t[Subtract @@ eq426b , ε] == 011 Thread 11 Rest / Ι TrigToExp;
Για να τοποθετήσουμετον γραμμικό τελεστή σε μια πλευρά και τους μη-ομογενείςόρους στην άλλη,
ορίζουμε:
eqOrder[i_]:= (eqEps{[l , ι]] Ι. [-:>0/. ζι->ζ:ι.) -,0/ & !@eqEps[[i]] I/Reverse
Χρησιμοποιώνταςτην {~{lOr(lerLi] και τον (IispIayRnIe, ξαναγράφουμε την eιιΕρS κατ' έναν ακριβή
τρόπο ως εξής:
Array [eqOrder, 3] Ι. di"playRule! Ι ΤablelΌrιι
r .ε-Πσ II_E!Tσ~': f
Jaζι - Ι;,ι ζι == - .4..






Η γενική λύση της πρώτης-τάξης εξίσωσης, της eqΟrdeι'Ι Ι], μπορεί να εκφραστεί σε μορφή καθαρής
συνάρτησης ως εξής:
301Π'Όnι= (DSolve[e<1Jrder[IJ, ζ~[To, Τι, Τ2], timeScales] [[1, ι, 2]] /' C[l] -:>Α./1 Hxpand) /'
Hxp[a_] ::> Hxp[a / / HxpandJ / /. c1_ Hxp[:JιC.J .. c2_ ΗχΡ[χ_J ::> Factor[cl .. c2J Hxp[xJ
3011= Ht->!'unction[{'I'o, Τι, Τ2}, !Io11l'onι //iMlluate],
ζ~ ->!'unction[{I'o, Τι, Τ2}, sοl.UΌnι /. conjuqateRnle 11 EvaluateJ}
r 7 F . r {Τ Τ Τ'1..1 ~ unctl.on 1._ ο, 1, ;;: J ,
. 4ω(ω-Ω)
E-ITO a fζ1-+Functiοnr{το, Τ1, Τ;;:},
• 4fAI(IoI-Q)
Αντικαθιστώνταςτην πρώτης-τάξηςλύση στην δεύτερης-τάξηςεξίσωση,την eqΟrderΙ2],έχουμε:






















Ι Ε-ΙΤΟ ...Ι ΤΟ SI f δ Α
4ωΖ Iω~Ω)
Ι ε-Ι Το ..-ΙΤο SI f δ Α
4ωΖ \ω~Ω)
16ω3 (w-Q) (ι.ΗΩ)
Ι E-ITO·..IToSl f δΑ
4 ω2 ':ω -Q)
Υπάρχουν τουλάχιστον δύο προσεγγίσεις που μπορούμε να χρησιμοποιήσουμεγια να βρούμε την
ειδική λύση της oι·deI·lE<Im. Στην πρώτη προσέγγιση, μετατρέπουμετην order2Eqnl σε μια συνήθη
διαφορική εξίσωση και τότε χρησιμοποιούμε την DSolve και τη Map για να προσδιορίσουμε την
ακόλουθη ειδική λύση :
Με αυτή τη συνθήκη επιλυσιμότητας, ξαναγράφουμε την order2Eq ως εξής:
(5012a =
(ζι[Το ) /. DSOlve[ (order2Eqm[[l)] Ι. ζ2 -> (ζι (;;1] &» == if, ζι (Το], ΊΌ] [[Ι] J /. C[_] -> Ο) , !@
order2Eqm [[2] J Ι. ΕχΡ[ a __ J : > Exp[Expand Ι,'!] J 1/ Expand) 1/ Ti.Dιinq
Απαλείφονταςτους όρους που οδηγούν σε προσωρινούςόρους στη ζ2 από την order2Eq, προκύπτει:
SCond1 =Coefficient[order2Eq [[2] J !. expRule1., ΕχΡ[Ι ω ToJ] == ο
.~ Ο)SCond1Rnl.e= (Solve[SCond1, ΑΙ' [T~, T2J] [[1]) 11 HxpandAll.) Ι. c1_ j.I .. <:2_ μ :>Factor[cl .. c2] j.I
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Στην δεύτερη προσΈΥΥιση, πολλαπλασιάζουμε την order2Eqn1 με έναν παράγοντα ολοκλήρωσης και
τότε χρησιμοποιούμε τη συνάρτηση Integrate. Για να μειώσουμε τον χρόνο υπολογισμού, ορίζουμε
πρώτα τον κανόνα
intRnle = int[a_ + b_, arg_} -> int[a, aτql + int[b, aτq];
Κατόπιν, χρησιμοποιώνταςαυτό τον κανόνα και έναν ολοκληρωτικόπαράγοντα, βρίσκουμε μια ειδική
λύση της oI'der2Eqm ως εξής:
(50l2b.
«int[order2Bqιa{[2J)_!bιp[-IToω] 11 Ezpιιnd, ToJ 11. intRul.e/. int-> Inteqrate) _1tΣp[ITolI} 11!tΣpιιnd) Ι.
ltΣp[a_) : > Exp[EIιpand{a}Η .'1 Ti.sincJ
, f2 δ 1 εΙ ΤΟ 11 f \l εΗΤο ι' δ f2 δ 1 ε-Ι το 11 ι 11
:O.841Second, - - ---7Ι 16,,1t (ω_Ω)' 461 (Q_Q)2 32ω3 Ιι,ι_ ZQ) (Q_Q)2 16ω• (ω .. ,,)2 4 .. (ω .. Ω)2
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32ω'(ω-ΖΩ) ,'ι,ι .. Ω)' 8Ο1t rω-Ω) lω .. Ω) 4ωΙΟ1-Ω11(,)-I:;Ι) 4(,) (ω-Ω) {ω·Ω) 16ω3ιω-2Ωί (ω-Ω) (r.ι .. Ω)
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4;.j (ω-Ω) Q 4ω2 Ω lιιι.Ω) 4ω:Ω lω .. Ω) Ζω2
r ε-Ι ΤΟ" \l Α[Τι. Τ.1 ε-ΙΤο_1Το 11 f δ 1[τ1 , T2J ε-Ι Τα_Ι Το ιι ! δ 1\τ1 , 12] ::_1 Το "-ΙΤαΙΙ f δ 1[τι, τ.]
2ω 4ω~ ,'ω-Q; (2ω-Qj 4ω~ f2ω-Q) (ru ... Q) 4ω2 (Q-gj (2Q+Q)
ε-ΙΤο--1ΤαΙΙΙδΑ[τι,Τ:ιΙ ε-ΙΤο_ΙΤοΙΙ {δΑ[τι , Ι:ι] δΑ[Τιι Τ:] Α[ιι, Τ:ι]
401: «<1 .. >:1) (2ω.>:ι) 2ω ,2ω.Ω) ,'ω:Ι_a2) <of
Ο χρόνος της CPU (ΚΜΕ) μειώνεται κατά τον παράγοντα
%1\I'<I[[1J] / '<Ι [[1J]
7.8822Β
3012a === 3012b





Τότε, η ειδική λύση της 0I"der2E(tm μπορεί να εκφραστεί σε μορφή καθαρής συνάρτησης ως εξής:
301.2 = {ζΖ ->Fιmcti.on({To, Τι, ΤΖ}, 301.2b I/Evaluate],
ζ2 -;> Functi.on [{ΊΌ, Γ~,Γ2}, 3012b!. conjuqateRnle / / Eva.luate]};
Αντικαθιστώνταςτις πρώτης- και δεύτερης- τάξης λύσεις στην τρίτης-τάξηςεξίσωση,την eqOrdel'[3J,
λαμβάνουμε
order3Eq,. Expand /@ (eqOrder[3] /. 5011 !. 301:2) ;






(Solve [Coefficient [order3Eq [[2]] /. expRulel, !!ΣΡΙΙ it Το] ]== ο, Α (0.1) [Τι, 72]] [[1]] Ι. SCond1RUle Ι.
(SCondlRule Ι. conjuqateRule) / / Expandλll) 1/.
{Cl_ μ + c2_ 11 : > f'actor[cl + c2] \1, cl_ (2 δ2 + c2_ [2 δ2 : > Yactor[cl + c2] rZ δΖ ,




SCond2Rnle /. fRul.e Ι. 0-> 2 ω Ι. di.splayRnle
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Συλλέγοντας τα βήματα που περιγράφηκαν στην ενότητα 4.2.5 για ένα σύστημα από δύο
πραγματικών-τιμών πρώτης-τάξης εξισώσεις, μπορούμε να χτίσουμε μια συνάρτηση με το όνομα
l\IMSI (Method of Multiple Scales for lDOF system) ειδικά για την f'Dut1ingEq. Μια πιο γενική
συνάρτηση (ένα πακέτο) μπορεί ομοίως να δημιουργηθεί αν εκλάβουμε ως ορίσματα την διέπουσα
εξίσωση, σύμβολα για την εξαρτημένη μεταβλητή, την ανεξάρτητη μεταβλητή, τα εύρη διέγερσης και
συχνότητες διέγερσης, και όλες τις άλλες σχετιζόμενες ποσότητες που επιτρέπουν στο πρόγραμμα να
αναγνωρίσει τις αντίστοιχες σημασίες τους. Κατόπιν χρησιμοποιούμε την MMSl για να λύσουμε για
διάφορεςπεριπτώσειςσυντονισμού.
HMS1[.::Jcaling_Li3t, Re3α/1ar1ceCand: {__Equal}J '-
l·fodule [ {} ,
"τRule = u' [t] -> v[t];
QmqRule = Solve(Resα/ldIlceCα/ld, Ω) [(1]);
4.2.7 ΗΣυνάρτησηMM:S Ι
r Ι Α μ2 3 Ι Α f2 α
,D--A _ - -- + -------
... 2 ω 4 ω (ω - Ω) '" (ω + Ω) 2
Ι Α f2 δ'" (5 ω + 2 Ω)
ή
tRu1.e = {r -> 2 (w2 - 02) Α};
eqa = {vRule Ι. Rn1e -> Equal, FDuffingEq Ι. 5caLi1lg Ι. vRnle Ι. D[vRule, Ι]};
mul.tiScales= {u[t] ->u[To, τι, ΤΖ], ν[Ι] ->v[To, τι, Τι1,
H_'[t] ->dt[l] [u[To, τι, ΤΖ ]], t ->Το};
solRule= {u-> (SUΙΙΙ[eJ Uj[f11, #2,tt3], (j, 3}J ,),
v-> {Suιιι[eJvJ[i'i'l, #2, tf3J, (j, 3}J &)};
er-J,b = (eqa Ι. multiScales /. solRule / / TrigToExp 1/ ExpandΆll.) /. e"_I;r.» -> ο;
















• First-Qrder Prcblem .)
linearSys= ί'f[[1]] '/@ eqEps[[1J] Ι. [->0;
eqOrder [i_ J : =
(linearSys Ι. 11_1 -> η~) == (l.inearSys Ι. 11_1 -> Ui) - (ί'f [[1]] '/@ eqEps{ [iJ]) /1
Thread;
coefList = Ε-Ι "Το linearS,Is Ι. {ηι -> (ΡΕΙ .. " ')' Vι -> (ΟΕΙ .. # ,)} ι ι Expand;
coefMat = OUter[Coefficient, coefList, {Ρ, Ο}];
henai.tian[:mat_ ?MatrixQ] := ιnat Ι. conjuqateRule / Ι Transpose;
riqhtVec= {1, c1} /. Sol-ve(coe.fMat.{1, cl}) [[1]] == Ο, cl] [[1J];
leftVec = {c1, 1} Ι. So1-ve( (henai.tian[coefMatJ. {cl, 1}) [[1]] =<= Ο, clJ [[1]];
ccl.eftVec = leftVec Ι. conjuqateRule;
so11h=< n + (" Ι. conjuqateRnl.e) 'Ι@ (riqhtVec λ [Τι, Τ2] ΕΙ .. Το) ;
so11p =
DSo1-ve[e<j)rder[1} Ι. {υι -> (υι [.,t;1] ') ι νι -> (Vl[m] ')}, {υι[Το], νι [Το]},
ΊΌΙ [[1]] Ι. C{_] -> 011 TriqTohp 1/ SiJιιpUfy;
fRul.e = f -> -2 (_ω2 + 02) λ;
8011 =<
{ul->Function[{To, ΤΙ, l'2}, so1lh[[1]] + (υι[Το] Ι. so11p/. fRnl.ell hpand) 11
"BvaluateJ ,
vl->Function[{To, Τι, Τ2}, sol1h[(2]] + (νι[Το] Ι. sol1p/. fRnlellExpand) 11
Eva.luateJ} ;
(ι. Second-On!er Problem ιι)
order2Eq=< eqOrder[2] /. 501111 hpand1ιll;
expRnle1 = hp[arg_] :> Exp[Expand[arg Ι. ODιqRn1e] Ι. ε"- ΤΟ :> timeScales[[J:l + 1]] J;
STerms1 = Coefficient[#[{2J] Ι. expRn1e1, ΕΣΡ[ΙωToJ] 'Ι@ order2Eq;
SCondl = So1-ve[ccl.eftVec.5Termsl ==< Ο, λ (ι,Ο) [Τι, T2J] [[1] J ;
ccSCond1 = SCond1/. conjuqateRn1e;
siqRu1e = Sol.-ve[(hqRn1e Ι. Rule -> Equal, σ] [[1]];
expRnl.e2 = Exp{iI_]:> Exp[a Ι. {Τι -> Ε ΤΟ, Τ2 -> ε.2 Το} Ι. s.iqRn1e Ι Ι Expand];
SCond1f=< Join{SCond1, ccSCond1} Ι. expRn1e2;
order2Ecρ= order2Eq Ι. SCond1f Ι Ι ExpandAll;
col.1.ectForDι=JOin[{EITo" Α [Τ1, Τ2], g-ITo" Α[Τι, ΤιΙ},
Ir[ (!' Ι f 'ι. scalinq) === Ε., {gI ΤΟ Q Λ, g-I ΤΟ Q Λ}, {}]];
possi.bleTerms =





(,17/. {d_l; α=!=ο->ι} & /0
(Ε-Ι "Το possible'l'enas Ι. expRule1 /. ΕχΡ[_Το + _.) -:> ο)) possible'l'e.nu f Ι
Union / / Rest;
NRT =Coιιιpleιιιent[possibleTenas, Join[RT, RT /. conjuqateRu1e] J;
RTsyιabolList =Table[rj , {j, Lenqth[RTJ}};
NRTsyιabolList[i_]=ΤabΙe[Λ;.,jl Οι Lenqth[NRT]}j;
so12Fonιι={
112 ->Functiοn[{ΤΟ ι lΊI Τ2},
RTsyιιtbolList. RT + (RTsyιιtbolList. RT Ι. conjuqateRule) + NRTsyιιbolList [1] • NRT JJ
Evaluate] ,
v2 -> Functi.on [{ Το ι Τ1' Τ2} ι
-1 ω RTsylllbolι.i.st.RT+ (-Ι ω RTsylIIbolList.RT Ι. conjuqateRule) +
NRTsyιabolList [2] •~1RT / ! Evaluate]} ;
a-1qEqsl =
(Coefficient[Snbtract 00 Π, llRT] & /0 (order2Eqιa!. so12Fonιι) Ι. ΕχΡ[_Το] -> Ο ιι
Flatten) == Ο / Ι Thread;
coef1 =Solve[a1qEqsl, Array {NRTsyDιbo1List,2] 11 Flatten] [[1]];
a-lqEqs2 = C.oefficient[Snbtract Μ order2Eqιa[[1] J /. 5012Fonιι, RT] == α /.
ΕχΡ{_Το] -> Ο / / Thread;
coef2a = Solve[aΙqEqs2,RΤSΊmboΙLis.1;;] [[1.]];
coef2 = Join[coef.2a., coef2a Ι. conjuqateRule];
3012 =
5012Ιorιa /. Function[ {!'ο, Γ1 , Τ.2}, b_J ::>
Function[ {Το, '1'1 ι Τ.2} /1 Eva1uate, b f. coef1.I. coef2 11 Expaoo.ll Bva1uateJ ;
: .. Th.ird-Order ?roblem .. ;.
order3Eq =eqOrder[3] Ι. 5011 f. so12 1/ Expa.ndAl.l;
STenu2 = Coefficient[J'ί' [[2]] Ι. ex:pRulel/. (Oι!!ιqRulef. Ε -> Ο) ι ΕχΡ[Ι ω Το] J & /@
order3Eq;
SCond2 =Solve[ccΙeftVec.SΤenu2 == Ο, Ά (0,1) [Τ} ι 1'2]} [[111 ! Ι ExpandΆll;
P.e:consti tnti.on .. )
moduEq = 2 Ι ωΆ' == (2 Ι ω dt[1] [Ά[Τ} ι '1'.2]] /. SCond1 /. SCond2 /! Collect[J'ί'ι ε] '};
Print["The second-order a-pprox.iIaate solution:"j;
Print[
n[t] == (11 @@ timeSca1e5.1. solRule Ι. Ε"3 -> Q 1.5011/.3012!. di.SΡΙaΊRuΙe)];
If[(F/f/. scalinq) ===Ε, Print["'Imere\n Λ==[ (2(ω:-Ω")")
1;
Pri.nt["\nThe uιodulation equations: "] ;

























ResonanceCond1 = {ο ==ω + εΖ σ} :
l~l[scalinql, ResonanceCond1] / / TiDιinq
Η δεύτερης-τάξης προσεγγιστική λύση:
··Α2Ε21ΤοiJδ 2ΑδΑ E-21Tow5A2 \




{1. 513 Second, ΝυΙΙ}
• Υπoαpμovιιc6ς :t1)νTO"IO~Tάξη~~ : g::z 2α/4
sca1i.nq2 = {l' -> e r, ji -> e μ};
ResonanceCond2 = {Ο == 2 ω + e σ};
1~1 [scalinq2, ResonanceCond2] / / TiJιιinq
Η δεύτερης-τάξης προσεγγιστική λύση:
u[tJ ==1: ,;ΑεΙΤο-.E-1ToSl Α ... EITOSl λ+ε-ΙΤΟ'"Α) ...
ε21Ά2ε2ΙΤΟ-5 _ 251'12 _ ΙΑεΙΤΟ'"μ_ ΑεΙΤΟ,"-ΙΤΟSlδλ ... 2ΑεΙΤΟ ....ΙΤΟSlδλ_
3ω2 ω2 2ω ωΩ Ω (2 ΙΙ)+Ω)
Ι ε-ΙΤο '" μΑ _ E-ITo ....ITOSl δ1\1 + 2 E-ITo ..-!TO!il δ λΑ ... ε.... ΙΤο .. 51:< ')




Iι==f/ (2 (1.,/_rι2 ) )
2IEITO !ilλjlQ 2ΑδΑ





~ Ι· 9ΙΑδ2 λ2 3ΙΑαλ2 ΙΑ μ2 5ΙΑ2 δ2 1
2 Ι Ε" ω - + - -- -
. 4ω3 :u 2 ω 3 ω3
{3.562 Second, ΝυΙΙ}
• ΥποαρμC)\"t'6ς.Σ1)ντονιαμ~τ/ς'J)ίξtli1ι3: Q::::,}~
3calinq3 = (r -> e f, μ _> e2 μ};
ResonanceCond3 = {ο == 3 ω + ε2 σ};
l,iMSl [scalinq3, Resonance<:ond31 ,Ι Ι TiDιinq
Η δεύτερης-τάξηςπροσεγγιστικήλύση:
7 εΙΤ!" δλ μΑ























-----=----- ...2ωΩ- g2 :,)2
2 Ι εΙΤο 2 λ ]J g
ω2-Q2
5ΙΑ2 δ2 Α ... 3ΙΑ2 αΑ ... IεIΤ2~δ2AA2 ... 3IEI'!2~αAA2'1
3 (Ua 2 ω ωa 2 ω ,
13εΙΤΙ<1δλ2μ ... 3ΙΑαλ2 _ ΙΑμ:Ι: _ 5ΙΑ2 δ2 Α ... 3ΙΑ2 αΑ']
12 ω2 ω 2 ω 3 ω2 2 ω
Οι εξισ6Jσεις διαμόρφωσης:
( ,ΙΤΙ σ 2 '2ΙωΑ ==-Ι: (-ιε δΑ ... 2Αμωι ...
{3.993Second, Νυll}
• ΥπεραΡβ()νικός Σuvτονισμός της Τάξης ~. : 3Ω:::: ω.
3calinq5 = {F -:> e f, il _> e2 μ};
1~1 [scaling5, Resona.ncecond5) 11 Tinιing
Ι ε-ΙΤ!)" μΑ ... 2 ε-Ι Τ!) "-ΙΤο2 δ λΑ _ 2 ε-Ι ΤΟ ....ΙΤο Q δ λΑ ... Ε-2 1Το .. δ Α2 )
2 ω Ω i 2 ω ... Ω) 2 ω Ω - Q2 3 ω2
ResonanceCond4 = {2 Ω == ω + Ε σ};
3calinq4 = {l' -> ε r, ii -> e μ};
{7 •Ο3 Second, Νυll}
• YmJαρμoνιKΌC; ΣuνΤονισμός της Τάξης Ζ : ZQz~
Η δεύτερης-τάξης προσεγγιστική λύση:
Λγγελος Χιώτης
Διπλωματική Εργασία
Resonanc.eCαnd5 = {3 Ω == ω + ε2 σ};
l.ι.fSl [scalinq4, Resonancecond4} !! TiJIιinq
Η δεύτερης-τάξηςπροσεγγιστικήλύση:
u[t] ==Ε (AEITO" .... E-ITo2A ... EITo21\ ... E-ITj)"A) ...
~ 'Α2 εΗΤο " δ 2δΑ2 ΙΑΕΙΤΟ"μ 2ΑΕΙΤο_ΙΤο51δΑ E~IΤo2δλ2
: .. 1. 3~ -~ - 2 ω .... Ω ,:2 ω ... Ω) - 2 ω (ω .... 2 Ω) -
Οι εξισώσεις διαμόρφωσης:
2 Ι ω Α' == 2 Ι e2 ω
Ι· 6 Ι Αδ2 Α2 3 Ι ΑαΑ2-Αμ- ... ---5 ω2 ω
όπου
[t] _·ΑεΙΤο" ε-ΙΤο2,. εΙΤο2" ε-Ι το "Α-',U == t: \, + ' .n. + ",ιι. + "" +
~ (Α~ε:όtIΤj)"δ 251\..7- 2ΑεΙΤj)"-ΙΤ Ο "δΑ 2ΑεΙΤσ_ΙΤΟ"δΑ ε~IΤO"δA2
:'1, 3~ -~ - ':2ω-Ω) Ω ... Ω (2ω ... Ω) - ω2_4~ -
ε2ΙΤο2 δΑ2 _ 2ΑδΑ _ 2ε-ΙΤο ....ΙΤο51δΑΑ ... 2ε-ΙΤο,,-ΙΤο51δΑΑ ... ε~IΤO"δA21







u ί t] == Ε (Α εΙ Το .... ε-Ι το 2 λ .. εΙΤ02 λ .. ε-ΙΤο " Α) ..
e;;: IΆ~ ε2ΙΤο" 5 _ 2 δ λ~ _ 2 Α εΙΤο"-Ι Το lίΙ 5 λ ... 2 Αε1Το_ΙΤο ιίι δ λ _ ε-ΗΤο 51 δ λ2 _
l 3ω2 ω2 (2ω-Ω)Ω Ω (2ω ... Ω) ω2-4Ω2
ε:Η1'οl;Ι δ λ2 _ Ζ Α δ Α _ 2 ε-1Το,,+ιτο 1;1 5 λΑ ... Ζ ε-ΙΤο"-Ι1'ο 51 δ λΑ ... ε-Η Το .. δ Α21













~" ΙΟ6ΙΑδ4'Λ4' 91&1Τ2"δ4'Λ'1 3 Ι ΑαΛ<: IEIT2"αΛ'1_51A2δ2A~31A2αA]
2 Ι ε·ω -Α μ- - .. .. ---- ~
, 3S 613 S ω'1 ω 2 fι} 3 ω'1 2 ω
{7. 08 Second, Null}
• BραδώJς·ΔΙCΙμoρpμενη Φ6ρτισ1t:Q=m
3ca1inq6 = {F -> e: f, 11 -> e: μ};
Resonancecond6 = {Ω == ε σ};
1&1[sca1inq6, Resonancecond6] 1/ TiDinq
Η δεύτερης-τάξηςπροσεγγιστικήλύση :
u[tJ == Ε (ΑεΙΤο .... ε-ΙΤο2Λ ... εΙΤ02 λ ... ε-ΙΤΟ"Α) ..
::2 (Α2 ε2ΙΤΟ "δ _ 2δλ2 _ Ι ΑεΙΤο "μ_ AEITιI ..-IT05lSA _ Αειτο.....ΙΤ0 5l5λ_
3ω2 ω2 Ζω ω (2ω-Ω) fι) 12ω+Ω)
E-2:IΤ051S A2 εΗΤΟ Sl SΛ2 2ιε-1Τ\)51ΛμΩ 2ιε1ΤΟSl λμΩ 2Α5Α
----+ ---+ω'Z-4Q2 ω'Ζ-4Ω2 ω'Ζ-Q2ω2-Ω2 ω2
Ι ε-Ι Το .. μΑ _ E-ITG_IT051 δΑΑ _ ε-Ι το ,,-11'0 2 δΑΑ + ε-2ΙΤο" 5A~)
2ω ω(2ω-Ω) ωΙ2ω+Ω) 3;.)2
όπου
A==f/ :: 2 (ω2_Q2) )
Οι εξισώσεις διαμδρφωσης :
2 Ι ωΑ' == -2 Ι Αε-ΙΤ1" Ε (-Ι 5Α- Ι ε21Τ1 "5 λ .. εΙΤ1 " μωΊ ...
, (
~I' 31Αδ2 λ2 3ΙΑε-2ΙΤ1α52Α2 3 Ι Αε2ΙΤΙ"52Λ2 3ΙΑαλ2
2Ιε'ω.- ... ---
ι, ω'1 Ζ ω3 Ζ ω3 ω
3ΙΑε21ΤΙ"αλ2 _ ΙΑ μ2 _ 5ΙΑ2 52 Α ... 3ΙΑ2 αΑ)
2 ω 2 ω 3 ω3 2 ω
3 Ι Αε-ΗΤ! (J αΑ2
2ιιJ
[8.002 Second, Null}
4.3 ΗΓενικευμένη Μέθοδος πις Μεσοστάθμισης
Για να εφαρμόσουμε είτε τη μέθοδο της μεσοστάθμισης είτε τη γενικευμένη τοιαύτη στην
n)HffingEq, χρειάζεταιπρώτα να χρησιμοποιήσουμετη μέθοδο της μεταβολής των παραμέτρωνγια
να την μετατρέψουμε σε ένα σύστημα από πρώτης-τάξης εξισώσεων που διέπουν το εύρος και τη





states", {a [t], ξ [t]};
transformRule", {u -> a[t] Cos( ξ [t]] + ACos['CJ[t]], u' -> - ~ a[t] Sin[ Ht]] - Q ASin['CJ[t]]};




({ - ~ Sin[ξ[t]], r.ι - -q- CΟS[ξ[t]]} Ι. qRule Ι. transfonaRnle 11 Expand I1 TriqReduce 11
61 a[t] ω
Expand) 11 Thread;
Αναζητούμεπροσεγγιστικέςλύσεις στην eq43a, της μορφής:
solRu1e ={a-> (Έva1.uilte{:q[tl+ Sυa[eJ aj Μ basicTenιιs, {j, 2}] Ι. t -> ίt] ,),
ξ-> (EvalUilte[Ip[tl+Sυa(ejξj Μ basicTenιιs, {j, 2}] Ι. Ι->ίt] ,)}
{a~ (η[Η.1) +eal[II[H.1], φ[Η.1], 'I[.ίt1.]] + εΖ az [η[ίt1.1 , φ[ίt1] , 'Ψ[ίt1.1] &),
ξ~ (φ[R1J +εξι[ηΙΗ.1J, ,[ΠΙ], 'l/[R1]] +~ξ2[η[ίt1.I, φ[Η1], φ[ίt1]) ,)}
όπου τα η[ι] και φ[ι] αναπτύσσονταισε δυναμοσειρέςστο Ε ως εξής:
basicDRule '"
D[ba.sicTenιιs[[{l, 2}JJ, Ι] -> (Sυa[e1.Ai @@ basicTenιιs, {i , 2}],
J» + Suιιι [e i +i Μ basicTenιιs, {i, 2}]} 11 Thread
{rl'[t] εΑι[η[ι], 'PEt], 'ΥίΙ]] +e;2 A2EII [t], φ[t], Ψ[t]],
φ'[ι] {ΗeΦι[η[t], φ[ι], 1j1[t]l+e'Φ,[Il[t], qI[t], 'l"[t]]}
Οι συναρτήσεις αι, α2, ξι και ξ2 είναι ταχέως μεταβαλλόμενεςσυναρτήσεις του φ, ενώ συνεπάγεται
από τον I>3sicDRule ότι το η, και άρα το Απ και το ΦΠ είναι βραδέως μεταβαλλόμενες συναρτήσεις του
t. Στην δεύτερη προσέγγιση, παραγωγίζουμε τα α[ι] και ξ[ι] μια φορά ως προς το t, χρησιμοποιούμε
τον soIRule και τον basicDI~ule, αναπτύσσουμε το αποτέλεσμα για μικρό Ε, αμελούμε όρους τάξης
μεγαλύτερηςαυτής του Ε 2, και λαμβάνουμε:
eq43bLHS = eoefricientList[Expand[ι1[[lJ1/. solRnle Ι. basicDRnle} Ι. εn_ Ι ;n,2 -> Ο, ε] 'ί@ eq43a;
Μετά, αντικαθιστούμετον solRllle στις δεξιές πλευρές της eq43a, επεκτείνουμε το αποτέλεσμα για
μικρό Ε, κρατάμετους όρους έως το Ο( Ε 2), και ξαναγράφουμε τις δεξιές τους πλευρές ως εξής:
eq43bRHS=
CoefficientList [Series [It [[2]} Ι. solRule, {e, Ο, 2}] 11 Normal. 11 Expaoo, ε] & /0 eq43a;
Εξισώνοντας τους συντελεστές ίδιας δύναμης του Ε στην eq43bLHS και στην e<143l>RHS,
λαμβάνουμε:
eqEps = MapThread [Hqua.l, {eq43bLHS, eq43bRHS}, 2] 1,( Transpose j Ι Rest;
Μετά, χρησιμοποιούμετη μέθοδο του διαχωρισμούτων μεταβλητώνγια να διαχωρίσουμετους ταχέως



























SVT[j_] := {Ά.:ι iO basicTenu, +j @Ο basicTenu}
solVar[j_J := {aj, ξj}
psiRule = {φ[t] -> ω t + β [tJ , W[t] -> Ο t};
betaRu1e = Solve[psiRu1e Ι. Rule -> Eqnal, {β [tJ, Ω} J [[1]]
~ 117[t] ,iβ[t] -+-tω+φ[t], Ω-+--~
, t J
Για την περίπτωση του υποαρμονικού συντονισμού τάξης Ο( ΙΙ2), ορίζουμε:
QιιqRule = {Ο -> 2 ω + Ε σ}:




e.xpRulel =1"_ [a_] : > f [Expand [a Ι. psiRnle Ι . OmgRn1.e] Ι. Ε t - > t 1 ] ;
e.xpRule2 = I~ [a_ J : > f [Expand [a Ι. tl -> Ε t Ι. sigRule Ι. betaRnle]] ;
Χρησιμοποιώντας αυτούς τους κανόνες, βρίσκουμε ότι τα βραδέως μεταβαλλόμενα τμήματα της
eqEpsl1 1]1 δίνονται από :
SVTIRn1e =
Tab1e[
Solve[eqEps [[1, iJ] /. Thread [solVar[1J -> (Ο &)] Ι. expRnlel /. f_ [_ t + _.] -> 0/.
expRn1e2, 5Vr[1] [[i]]] [[IJ], {i, 2}] /,1 Flatten
r 2 μ.ωη[t] - oΛoSin[2ιp[t1 -117ft]] !I[t]
,A1[IΊ[tj, Iρ[t], 117[t]] -+- "
l 2 ω
• • • • oΛoCas[2qI[t] -117[t]],Φιι!l[t], 1>ιtl, 117[t]J -;.' ~
. 2 ω J
ενώ τα ταχέως μεταβαλλόμενα τμήματα δίνονται από
FVl'l =
Tabl.e[Subtract @ι@ eqBps[[l, i]] /. Thread[solVar[1] -> (Ο &)],
{i, 2}] Ι. SVΓlRule/1Expand
~ Λ. μ. ΩCos Εφ [t] - '1[t] ] Λ μ. ΩCas [φ [t] 1" 117[t] ] δ Λ2 Siη [φ [t] ]
<
2ω
δ 'Λ2 Sin[ιp[t] - 2 117[t]]
4ω
oll2 Sin[ιp[t] ... 2117[t]]
--------- - IlC'os[2 qIEt]] !I[t] -
4ω
5ΛSiη[2φ[t] +117[t]] rτ[tj δSin[ΦίtjJ IJ[t]2 δSin[3φίt]] IJ[t]2
2ω 4ω 4ω
,δΛCΟ3[117[t]] ollCo3[2ιp[t] ... 117[t]]., ,
- - l"IlS~n[2qI[t]J-
.;Ι.Ι 2 ω




δ Λ2 C03 [φ ί t] ... 2 117 [t J ]
4ωη[t]









Για να προσδιορίσουμε μια ειδική λύση αντίστοιχη με αυτούς τους ταχέως μεταβαλλόμενους όρους,
χρησιμοποιούμε τη μέθοδο των απροσδιόριστων συντελεστών. Για να το επιτύχουμε αυτό, πρώτα
προσδιορίζουμε τις πιθανές μορφές των όρων στην ,,'ντ Ι, ως εξής:
F'nIFonu =
(Cases [ίt, (Cos Ι Sin) [a_] -> {Cos[a], Sin[a]}, InCinityl 11
Flatten 11 Union) , /@ 1'V1'1
{{Ccsίφ[tJ],Ccs[2φ[t]], Cοs[3φ[t]],
CcS[IP[tJ -2"[t]], CcS[IP[t] -"[t]], Ccs[φ[tj ","[tJ],
Cοs[2φ[tJ+"[t]], COS[IPlt] +2"[t]], Sinίφ[t]],
Sin[2φ[tJ], Sin[3φ[t]J, Sin[φ[t] -2"[t]], Sin[IP[tJ -"[tJ],
Sin[φ[tJ ","[t]J, Sin[2IP[t] +"[tJ], Sin'[φ[t] ",Z"[t]J},
{CC3[IP[tJ], CΟ3[2φ[t]J, C03[3IP[t]], CΟ3[φ[tJ -2"[tJJ,
C03 [IP[tJ - "[t]] ,C03 ίΨ[tJ], Cos [IP[t] ... "[t] ],
Cos[2IP[t] ... Ψ[t]], CoS[IPlt] ... 2"[tJ], Sin[Iρ[t]J, Sin[2IP[tJJ,
Sin[3 IP[t]], Sin[IP[tJ - 2. Ψ[το]], Sin[φ[tj - "[t]], Sin["[tj 1,
Sin[qI[t] +"[t]J, Sin[2φ[t] +"[t]], Sin[IP[t] +2ΨίtJ]}}
Χρησιμοποιώνταςτην αρχή της υπέρθεσης, αναζητούμε μια ειδική λύση, αντίστοιχη με τους ταχέως­
μεταβαλλόμενουςόρους σαν ένα γραμμικόσυνδυασμόαυτών των πιθανών μορφών:
solIFona =
MapIn.deΣed{(coeffsl[At2[[1]J] =Array[c, Lenqth[H1]]} ..4J1 "
FVTIFoms]
{c[l] CΟ3[φ[t]] +c[2J C03[2ιp[t]] +ο[3] C03[3IP[t]J +
ο[4] C03[IPlt] - 2 "[tJ] ... ο[5] Cos [φ[tJ - "[tJ J ...
ο[6] COS[IPftJ "[tJ] .. 0[7] Cos[2 ιp[tJ ... 'V[tJ J ...
c [8] C03 [φ ί tJ 2" [t]] + C [9] Sin [φ [τ; J] ... ο [10] Sin [2 Φ [t] ] _
ο[11] Sinl3 φίτο]] + ο[12] Sin[IP(t] - 2 "[t]] ..
o[13J Sinlιp[t] - "[t]] ... ο[14] Sin[IP[t] ... Ψ[t] 1 ...
0[15] Sin[2φ[t] ","[t]] ... o[16J Sin[φ[tJ ... 2Ψ[t]J,
ο[l] Cοs[φ[t]] ... 0[2]Cos[2 φ[tJ J ... 0[3] Cos[3 ιp[t]] ...
C[4JC03[IP[tJ-2"[t]] ... c[5]Ccs[IP[t] -Ψ[tJ] ...
ο[6] CΟ3[Ψ[t]] +0[7J Ccs[IP[t] +V[t]] ... c[8J CΟ3[2φ[t] ... Ψ[t]] ...
ο[9] Cos [φ[t] .2 "[t]] + 0[10] S'in[cprt]] .. c[ll] Sin[2 'Prt]] ..
c[12] Sin[3cp[t]) ... c[13] Sin[IP[tJ -2Ψ[το]].
cl14] Sin[CPlt] - Ψ['Ι:] J ... c[15J Sin["[t]] +c[16J Sin[φ[t] ~ 'V[t] J ...
0[17] Sin[2φ[t] +Ψ[tJ] ... c[18] Sin[cp[t] +2"rtJJ}
Αντικαθιστώνταςτη sollForm στην e<lEps[[I]], χρησιμοποιώντας τον SVTIRule, συλλέγοντας τους
συντελεστές των l,ντnΌrn1S, λύνοντας τις παραγόμενες αλγεβρικές εξισώσεις για τους
απροσδιόριστους συντελεστές, και κατόπιν αντικαθιστώντας το αποτέλεσμα πίσω στην soll F'ornl,




































Coefficient[Subtract Μ eqEps[ [1, i]] Ι. SVT'lRnle Ι.
301Var [1] [[i] J ->
{Eva1uate[sol1Forιa[[i11 Ι. Thread [basicTenas -> {m., tf2, ff3} 11 _),
FVΓΗΌrιas{[i]]]== ο/Ι Threacl, coeffsl.[i.]] [[1]] Ι. D[psiRnle, t] /1
E:xpand, {i, 2} J
r δΑ2 Cοs[φίt]] δΑ2 Cοs[φ[t] -2'PftJ] δΑ2 Cοsίφ[t] .. 2'P[t]]
1- - - -
. 2ω2 4ω (ω-2Ω) 4ω (ω ... 2Ω)
Α μΩ Sin[φ[t] - 'P[t]] Α μΩ Sin[φίt] ... 'P[t]] δ1l.Cοs [2 φ[t] ... 'P[t]] It[t]
--------... ..ω (ω-Ω) ω (ω ... Ω) 2ω (2ω ... Ω)
μSin[2φ[t]] It[t] δCοs[φ[t]] It[t]2 δCοs[3φ[t]] It[t]:l
4 ω2 12 ω2
μ Cos [2 Φ [t] ] δ Α 3in ['P[t] ] δ lI.Sin[2 φ[t] ... 'P[t] ] lI. μ Ω Cos Εφ [t] - 'P[t] ]
2ω ωΩ 2ω(2ω+Ω) ω(ω-Ω)rιίt]
lI.μΩCοs[φ[t] .. 'P[t]] δ..ί\.2 Sin [φ[t]] δ.ί\.2 Sin [φ[t] -2oqr[t]]
-------- .. ------ ..2ω2 ηίtj 4ω ,;ω-2Ω) It[t]
δll.2 Sin[φ[t] ... 2oqr[tJ]
4ω (ω .. 2Ω) It[t]
3δSin[φ[t]] rι[t] ... δSin[3φ[t~]] rJ[t] 1
4 ω2 12 ω'" '
η οποία μπορεί να εκφραστεί σε μορφή καθαρής συνάρτησης ως εξής:
sollRnle =
Table [solVar [1] [[i]] ->
(Eva.luate[sol1rhs[[il] /. Thread[basicTerms-> {ff1., r1'2, ff3}]] &), μ,2}]
i δ 1I.2 Cos[::2] S1l.2 Cos[t!2-21:13J
l.at "'I,- 2ω2 4ω(ω-2Ω)
δ Α2 Cos [tI2 .. 2 Π3]
4ω(ω+2Ω)
11 μΩ Sin[tI2 - Π3] 11. μΩ Sin[tI2 .. tI3]
..
ω (ω-Ω) ω (ω ..Ω)
S1l.Cas[2 Π2 ... 1:13] 1:11 JlSin[21:12] =1
-------- .. ------
2ω (2 ω ... Ω:ι 2ω
δ Cas [1:12] ::12 δ Cos [3 Π2] =12
.,
4 ω2 12 ω2
ΟΙ'" I JlC03 [21:12j .. S1l.Sin[U3] ~ S1l.Sin[2=2 ... ::t3] _lI.uΩCοsί=2-U3j ...
Ι, 2ω ωΩ 2ω(2ω ... Ω1 ;Α)(ω-Ω)::t1
Λ μ Ω Cos [1:12 .. Π3] δll.2 Sin[tI2]
2 ω2 Π1
...
δ 11.2 Sin[::t2 - 2 =3J




δ 1'.2 Sin[U2+ 2:!3] 3δSin[U2]tI1 SSin[3::t2]:!1 11
-------+ ... ,Ι·
4 ω ! ω ... 2 Ω) :!1 4 ω2 12 ω2 J j
Αντικαθιστώντας τα βραδέως- και τα ταχέως- μεταβαλλόμενα συστατικά της πρώτης-τάξης λύσης,
SVTlRule και solIRule, στις δεύτερης-τάξηςεξισώσεις, έχουμε
{order2Expr =
Table [TriqReduce /@






,η"[tJ == -ε μ rι [tJ -
'.
όπου οι εξισώσεις που διέπουν το εύρος και τη φάση είναι:
{ampEqs, phaseEqs} =
(basicDRule /. S\ΠIRuleΙ. SVI'2Rule 1/ ExpandAll) Ι.
f_[ii_] ::>f(Collect[a/. psiRul.e, t]] Ι. Rule-:> Equal
Έτσι, στην δεύτερη προσέγγιση,βρίσκουμεότι :
u[t] ==
(TriqReduce Ι@
(Nonιιal[Series [υ /. transfonιιRule/. so1Rule, {e I ΟΙ Ι}]] Ι. sol.lRule / Ι
















δ η [τ: ] , ... δ C03 [2 φ [~] J η [ t J' 1
2ω2 6ω" ...
Λ μ Ω Sin[ψ[t] ]
jJSin[ip[t]] l1[t]
2ω
δ ΛC03 [φ [τ: ] ... Ψ [τ: j ] η [τ: J
2 ω (2ω+ Ω)
ultJ ==lI.Cc3[ΊP[tI1 ... C03[ip[t]] ll[tl ...
e (_ 511.:& _ δ1\.~CΟ3[2'1[t1] _ δ1l.'CΟ3[2'1[tΙ]
. 2ω' 4ω (ω- 2Ω) 4ω (ω ... 2Ω)
ΛμQSin[Ψ[t1] 51'1CΟ3[φ[t] -ΊP[t]] IJ[tJ
Εφόσον αναζητούμεμια ανάπτυξη έγκυρη ως το Ο( Ε 2), δεν χρειάζεται να λύσουμε για α2 και ξ2. Αυτό
που πρέπει να κάνουμε είναι να ερευνήσουμε τις παραπάνω εκφράσεις για να προσδιορίσουμε τα




order2Expr [[i]] == Ο Ι. Tbread [solVar{2] -> (Ο &)] /. expRulel Ι.
f_ [_ t+ _.] -:> Ο Ι. expRnle2 Ι. (OιDqRu1e Ι. e -:> Ο) , .Ξ.\/Τ[2] [[i]]], {i, 2}] 11
Flatten 1/ Expandλll
, , ,7511.IlC03[2ip[t] -ΊP[t]] !1[tJ Γ' 1
,A:<L!1[tJ, 1>[t], "'P[tJ]""'- , Φ:<ιI'lίtj, 'P[t], "'P[t]]...,.
L 6~
95"11." 3αλ' μ' 7511.IlSi.n[2φ[tJ -ΊP[t]J 55'I1[t]:< 3aIΊ[t]'1
----+----... + ~
16 ω· 4 ω 2 ω 6 ~ 12 ω3 aω J
7δe"-1\.μCΟ3[t ,:2ω-ΩΊ +26[t1J lJ[tJ δeΛSin[t !2ω-Ω'1 +2β[t]1 II[tJ
6~ 2ω
4.4 ΗΜέθοδος των Κανονικών Μορφών
Σε αυτή την ενότητα, χρησιμοποιούμε τη μέθοδο των κανονικών μορφών για να προσδιορίσουμε μια
δεύτερης-τάξης ομοιόμορφη ανάπτυξη της λύσης της 1,'oιιιηη~Eι}. Γι' αυτό το λόγο. αρχίζουμε με την
αντίστοιχη πρώτης-τάξης μιγαδικών-τιμών εξίσωση, η οποία παρήχθη στην ενότητα 4.2.6 και μία
σύνοψη της παραγωγής αυτής δίνεται ακολούθως:
3ae'l'J? ε'<μ'< δeΛCC3[t (2ω-Ω) ... 2β[t]]
--- - -- ·Ηι1 ... ------------4ω 2ω 2ω
9 δ' εΖ Λ'
:ρ' [tJ == - ----
16 ω3
7δ€~Λμ5inίt ,:2:ι1-Ω) ... 23[tJJ
6ω"-
5 δ~ e'!1 [t];
12 ω3













transfonιιRnle = {u [Ι] -:> (ζ [t] + ζ [t] ) , u' [t] -> Ι r.ι (ζ [t] - ζ [t]) ,
fCos[G t]...;:> ~ (z[t] + z[tJ)};
qRule = q - > -2 e 11 u' [t) - e δ u [t] 2 - e2 α u [t]3 + r COS [Ω t) ;




l 4 ω 2 ω
Ιαe~ζ[t]a Iz[t] Ιδeζ[t] ζ[t] 3Ιαe2ζ[t]~ζ[tJ
------ --.- ... e μ ζ[t]... + +
2ω 4ω ω 2ω
Ι δ e ζ [t] , 3 Ι α ε' ζ [τ; ] ζ [t] , Ι α ε' ζ [t Ja, .
+ +, Ζ [t] ==IgZltJ}
2ω 2ω 2ω
Σύμφωνα με τη μέθοδο των κανονικών μορφών, εισάγουμε έναν σχεδόν-ταυτοτικό (near-identity)
μετασχηματισμό:
basicTenιιs = {η [t] ι η [t] ι Ζ [t], Ζ [t]};
zetaRnle =
( ζ -> Function [t, η [t] + SuJII [e j hj [Sequence Η basicTenιιs], {j, Ο, 2J] / /
Eva1uate) ,
ζ->Functiοn[t, ij[t} +SUJII[eJ:fij[Seqnence Η basicTenas], {j, Ο, 2}} //
EvaluateJ}
{ζ~ Function[t, rι[t] +ho[rι[t], ij[tJ, z[t], Z[t]J +
€ ht [ rι [t], ii [τ; J, Ζ [τ; Ι, Ζ [t] ] ... e 7 h z [ Ι'1 [t], ii [t], Ζ [τ; J, Ζ [t] ] ] •
ζ~Functiοn[t, ij[tJ ... horllltj, ij[tJ, z[t], z[t]] +
ehl[l1rt], ii[tJ, z[t], Z[tJ] ... e'h,[Il[t], iirt], z[t], z[t}]]}
ο οποίος έχει ως αποτέλεσμα την απλούστερη δυνατή εξίσωση ;
eta.Rnle = {r( [Ι] -> Ι r.ι lI[t] + SUJII[ej qj [t], (j, 2)}, Ζ' [t] -» Ι Q z[t]}
{η'[t] ~Ιω1'![t] +eql[t] +e2 qz[t], z'[t] ~IQZ[tJ}
όπου η παύλα (περισπωμένη)σημαίνειτο συζυγές μιγαδικό:
conjuqateRnle = {Ι1 -> ii, ii -> 11, q -> <ϊ, (j ->q, Ζ -> Ζ, Ζ -> Ζ,
Coιιιplex[O,n_] -> Coιιιplex[O, -n]};
Αντικαθιστώντας το ανάπτυγμα για ζ, τον zetaRule, στην cψΙ4a, χρησιμοποιώντας τον ct,1Rnle,
αναπτύσσοντας το αποτέλεσμα για μικρό Ε, και αγνοώντας όρους τάξης μεγαλύτερης του Ε 2, έχουμε:
eq44b =
(eq44a[[l]] Ι. zeta.Rnle Ι. etaRnle Ι. (etaRnle /' conjuqateRule) / / E:xpandλll) !.
ε"'_/ ;1:\>2 _> a;
Εξισώνοντας τους συντελεστές ίδιας δύναμης του Ε στην εψΙ4Ι), λαμβάνουμε:





Χρησιμοποιώντας τη μέθοδο των απροσδιόριστων συντελεστών, υποθέτουμε ότι :





(Eva.luate[coeffsL.basicTerms/. Thread[basicTerms-> {ff1, t!2, ff3, ff'4}}} '},
!ίο ->
(Eva.luate[coeffsL. bas,icTerms /. conjugateRule Ι.
Threa.d[basiCΤerms->{ff1, ff2, ff3, ff'4}}] &}}:
Αντικαθιστώνταςτην hFormL στην eqEps[[lH, συλλέΥονταςτους συντελεστέςτων basicTerms, και
λύνονταςγια την coeft'sL, λαμβάνουμε:
coeffsLRnl.e ..
Solve[CoeCficient[eqEps[[l, 1]] /. MonιΙ, basicTerms} .... 0// Thread,
coeffsL} [[Ι}}
















::::::4+4ι;)((ι)-Ω)'}" ::::::3;h()~I---­c 1,4 (ι) 'ι;) - Ω)
(Evaluate[hSo,lL Ι. conjuqateRule /.
Thread [basicTenιs- > {m., ;n, rD, t14} JJ "}}
Τότε, γράφουμε την πρώτης-τάξης λύση σε μορφή καθαρής συνάρτησης ως εξής:
hRuleL:= {11o -> (Evaluate[hSolL Ι. Thread[basicTenιs-> {m., t!2, (:;3, ff'4})} &},
• Δεύτερης-Τάξης Λύση
Αντικαθιστώντας την I1RuIcIJ στο δεξί μέλος της δεύτερης-τάξης εξίσωσης, της cIIEpsl[2JI,
προκύπτει:
Αντικαθιστώντας την coeffsLRllIe στην hFol'mL, προκύπτει:









order2expr = eqEps[ [2, 1)) /. hRuleL 1/ Expand
jJzEtJ jJz[tJ 1δΖ[t]4: 1δΖ[tJ 2 1δΖ[t;]4:
4ω (ω-Ω) 4ω Ιω ... Ω) 32ω3 (ω-Ω)2 32ω3 (ω ... Ω)2 16ω3 (ω-Q) (ω ... Ω)
Ι " 1δΖ[t] IΊ[t] 1az[t] IΊ[t] 1δη[t]2IlIΊl'C] - --~---4~ (ω-Ω) 4ω2 (ω ... Ω) 2ω
1δΖ[t] i[t] Iaz[t] i[t] ΙδΖ[t] i[t]
16ω3 (ω_Q)4: 16ω3 (ω ... Ω)2 8ω3 (ω-Q) (ω ... Ω)
pz[t] jJz[tJ
...
4 ω ιω - Ω) 4 ω (ω ... Ω)
Ιδη[tJ z[t] Ιδη['C] i[1:]
4ω2 (ω-Ω) 4~ (:,Η.Ω)
Iaz[tJ2 _ ΙδΖ[t]η[t]
--------jJIΊ[t]- -
16ω3 (ω-Ω) (ω ... Ω) 4ω2 ':ω-Q)
Ιδη[1:]2
---- ... qt[t] -
2ω
Iai[t]2
32 ω3 Ιω ... Q) 2
Ι δ i[tJ2
32 ω3 Ιω _ Ω) 4:
Ι δ Ζ [1:] ii [t] Ι δ Q[t] ii [1:] Ι δ Ζ [1:] ii [t] Ι δ Ζ [1:J i1 [1:]
4ω2(ω ... Q) ω 4ω2(ω-Q) 4ω2(ω ... Ω)
Ιωhιίl1[t], ij[t). z[t]. i[t]l-ΙΩi[t]hiο.Ο,Ο'Ι)ίη[t],ij[tl, z[t}, f[tl]'"
IQz[t] hio. O• 1•0) [IΊ[t], ii[t], z[t], i[tJ]-
ΙωηίtJ hto.t.σ,I)) [rι[t), ι1[t], z[t], z[tJ] .. Ιωη[tJ hil,o.o.O) ίη[t], ij[t], z[t], Z[t]]
Επιλέγουμε το hI για να απαλείψουμε όσο περισσότερους όρους της ol'der2expr, κι έτσι ανάγοντάς
την στην απλούστερη δυνατή μορφή της. Προκύπτει ότι μπορούμε να απαλείψουμε όλους τους όρους
Ι
μη-συντονισμού. Για να προσδιορίσουμε τους όρους συντονισμού στην orιler2expr, πρώτα
προσδιορίζουμεόλες τις πιθανές μορφές των μη-ομογενώντης όρων:
possible()Tenιιs=
basicTenιιs- Join - (Onter [Tinιes t basicTenas t basicTenιιs) / / rlatten / / Union)
{IΊ[t], ij[t], Z[tJ, Z[t], Z[t]4:, Z[tJ IΊ[t], Il[t]2.
z[t) Z(t], ηίt] z[t], Ζ[t]:Ί Z[t] ii[t], I1[t] ij[t], Z[t] ii[t], ii[tj4:}
Έπεται από τα γραμμικάτμήματατου etaRuJe, ότι:
[ona = {ΣΙ [Ι] -> ΕΙ .. t, ii [t) -> !ΓΙ '''Ί Ζ [Ι) -> ΕΙ Q '\ Ζ [t] _> Ε-Η! t};
Έτσι, οι πιθανοί όροι συντονισμού δίνονται από :
ResonantQTe:nιι =
(Ε-Ι" 't possibleQTenιιsΙ. [o:nιι Ι. Ω -> 2 ω /. E-'t -> ο) possibleQTenιιs1/ Union 11
Rest
Επιλέγουμετο gI για να ελαχιστοποιήσουμετους όρους συντονισμούστην ΟΓιΙεΓ2eΧΡΓσύμφωναμε :
gRuleQ=
gl[t] ->
- (Coefficient[order2expr Ι. hl -> (ο ') , ResonantQ'I'ena] /.
Thread [basicTenιas-> ο] ) .ResonantQTe:rnι
Οι όροι μη-συντονισμού είναι το συμπλήρωμα των όρων συντονισμού, δηλαδή:
lmQΊ" = Complement[possibleQTe:rnιs· t ResonantQTenιa];
Συσχετίζουμε με καθέναν από αυτούς έναν απροσδιόριστο συντελεστή, σύμφωνα με :






Επομένως, το h l έχει τη μορφή:
hFormQ=
{ht-> (Eva.luate[coeffsQ.NRQT Ι. Thread(basicTerms -> {,;tl, tr2, ff3 .• ;,t4}]] &)}
~, 2 .. ~
'lht ... 1,::3 Γι +::!3 Γ;Ζ +::1 α3 Γ:ι + α1 Γ4 +::!4 Γι; +
::3 α4 Γδ + ::t1::4 Γ7 + ::!42 ΓΙ! + tt2 Γ9 ... ::t1 ::2 Γιο ... Π2 ::4 Γη .. ::t22 ΓΙ2 .:1 }
Αντικαθιστώντας για h l · στην onIer2expr, εξισώνοντας τους συντελεστές των πιθανών όρων μη­
συντονισμούμε το Ο, και λύνοντας τις παραγόμενεςεξισώσειςγια το Π, λαμβάνουμε:
coeffsQRule =
Solve{Coefficient(order2expr Ι. qRnleQ Ι. hlΌrmQ11 Ex:pand, NRQ'l'] == Ο Ι.
Thread(basicTenas -> Ο] 11 Thread, coeffsQ] [[1]]
, δ δ δ
;Γ:ι ... - ,Γ4 -+ -, Γι;-+- ,
, 2ωΩ (-ω+Ω) (ω+Ω) Ζω2 4ω2 (ω_0)2 (ω+Ο)'
δ Ι μ δ δ
Γ7 -+ , Γ9 -+-, Γιο -+ - -, Γι:Ζ .... - --~ ,2ωΟ(-ω+0) Ιω+Ω) 2ω .~ 6~
ΙμΩ δ ΙμΟ
Γι -+ - , Γ:Ζ .... - ~~, Γ!) -+ -------~ ,
2[,) (ω_Ω)' (ω+Ο) 8ω (ω-20) (ω-Ο)" (ω ... Ω)" 261 (ω-Ω) (61+0)"
δ δ,Γη -+ - , Γ! -+ - ~
261 (ω-Ω) (61+0;1 (2ω+Ω) 8ω ::61_0)2 (ω+Ω)2 (ω+2Ω) J
Αντικαθιστώντας την coeffsQRule στην hl'or1nQ προκύπτει:
























Ι Ilr;ft] δη[t] r;[tj δ z[t] r;ftj
2[ι) ~ 2ω (ω-Ο) (ω+Ο) (2ω+0)
2ωΩ (-ω+Ο) ([ι)+0)
Έτσι, μπορούμενα γράψουμετη δεύτερης-τάξηςλύση σε μορφή καθαρήςσυνάρτησηςως εξής:
hRuleQ= {ht-> (Iwaluate[.hS·olQ/.Thread[basicTenas->{P.1, tr2, ϋ, ;,t4}]] &),
ht ->
(Evaluate(hSolQ Ι. conjuqateRule Ι .
Thread[basicTeτms -> {Ρ.1, ir2, ff3, ι9'4}] J &)};
• Τρίτης-Τάξης Εξισώσεις
Αντικαθιστώντας τις hRLJleL, lIRnleQ και gR.uleQ στο αριστερό μέλος της τρίτης-τάξης εξίσωσης,
της ι~ιιΕρs[(3)], προκύπτει:
σrder3eχΡr=
eqEps [(3, 1]] Ι. hRuleL'I. t.ιRuleQ,I.gRu.leQ !. (gRuleQ,I. conjugateRule) ,Ι / Ex:pand;











possiblecTenιιs = OUter [TiDιes, possibleQTenιιs, basicTenιιs] / Ι Flat ten 1/ Union
r ~.,L . 3... r ,~ ~ '"Ι .. 2: . ,. ~~ ,. 3:lZ[tJ , Z[t] , Z[t] !1[t], ZctJ 11ltj, !1[t} , Z[t] !1ltj , !1ct] ,
Z[t] Z[t], Z[t]"Z[t], Zl[t] Z[t], zlt] η[t] Z[t], !1[tj"Z(tj, Z[t]'',
Z[t] Z[tj",!1[t} Z[t]", Z[t]~, Z[t] il[t], Z[t]"ij[t], Il[t] ii[t],
Z[t] Il[t] !i[t], Il[t]"ij[t], Z[t] η[t], Z[t] Z[t] il[t], η[t] Z[t] !i[t],
Ζίt]2η[t], fi[t}.c., Z[t} fi[t]", Il[t] ij[t]", Z[t] fi[t]", ii[t]a}
possibleTenιιs= Join[possibleQTeπιs, possibleC'Teπιs} 11 Union
{Z[t], Z[t]2, Z[t]3, Zllt], Z[t] ll[t], Ζ(t]"ηίt], Il[t]2, Z[t] ll(t]",
Il[t]3, Z[t], Z[t] Z[t], z[t]'<:z[t], ll(t] Z[t], zlt] Il[t] Z[t], η[t]'<:Ζ[t],
Z[t]2, Z[t] Z(t]", :,(t] Z[t]2, Z(t]3, illt], Z(t] iirt], zlt]2ii(t],
η[t] ii[t], Z[t] [J[t] ii[t], lllt}2ii[t], Z(t] il(t], Z(t] Z[t] ηίt],
!1lt] Z(t] !i[t], Z(t]"jj(t], ij(t]", Z[t] il[t]", l1(t] ij(t]2, Z(t] il[t]2, η[t]η
J
Μετά, προσδιορίζουμε τους συντονιστικούς όρους σύμφωνα με
ResonantCTena =
(Ε-Ι .. ~ possibleTenιιs Ι. [ona Ι. Ω -> 2 ω / . Ε- t. -> ο) possibleTenιιsΙ! Union / Ι Rest
{Il[t], z(t] η(t] z(t], zlt] η[t], I1[ tj 2i;(t]}
Επιλέγονταςτο g2 για να απαλείψουμε τους όρους συντονισμού από την onJer2expr, προκύπτει:
qRulec =
q2 [Ι] ->
-Factor[Coefficient[oroer3expr Ι. h2 -> (ο '), ResonantCΤena] /.
T'hread [basicTeπιs-> OJ] .Resonantc'Tena
. Ι Il2 Il [t] Ι -5δ"(ι)+6αω3 -2δ.<:0 ... 3αω'<:0) z(t] η[t] z[t]
g.<:[tj ~-----2ω 4ω~ (ω_Ο)2 (ω ... 0)2 (2ω ... 0)
5 μ ! 2 ω~ ... :.12 Ω - 6 ω~ - Ω~ Ί Ζ [t] ii [t] Ι 10 52 - 9 α ω2 Ί η [t] 2 ii [t]
Οι όροι μη-συντονισμούείναι το συμπλήρωματων όρων συντονισμού,δηλαδή:
NRCΤ=Coιιιplement [possibleTeπιs, ResonantCΤerιιιJ ;
Ξανά, συσχετίζουμε έναν απροσδιόριστο συντελεστή με καθέναν από αυτούς τους όρους, ως
ακολούθως:
coeffsC = 'rable[Aj , {j, Lenqth[NRCΊ'J}]
{1'.ι , 1'.2, Λ., ~, 11.5, Αε, 11.7, 1'~, 1'.9, Λιο, 11.11, 1'. Ι2, 11.13, Λ1Ι, ΔΙ5,
1'.ι6 , ΛΙ7, Λ1Β, Αι9 , Λ20, Λ,,1, Λ2", Λ..3 , 1'>.2Ι, 1\.,,5, Λ26, 11.27' Λ,,6, Λ..9 , 1\.ao}
Επομένως, το h2 έχει τη μορφή :
hFonιΚ:: =
{h2 -> {Evaluate [coeffsC. NIιCΤ / . T'hread [basicTenιιs -> {Α'1, 1:t2, ;;3, Ρ"4}]] &)}:
Αντικαθιστώντας το h2 στην order3cxpI', εξισώνοντας τον συντελεστή κάθε πιθανού όρου μη­
συντονισμούμε το Ο, και λύνοντας τις παραγόμενεςαλγεβρικέςεξισώσεις ως προς Λ ί , λαμβάνουμε:
αJerrsCRuΙe=
Solve[Coefficient[order3expr ι. qRulec Ι . η~ΌnιιC! Ι Expand. tmCΊ'J == ο Ι. Ί'hread [basicTems -)ο Ο] ! Ι
Ί'hread, .:c<eH 50(:] [[1]] / / 8xpandλll;




hSolC =h2 Η basicTenas Ι. hFoτmC Ι. coeffsCRule;
Συνδυάζονταςτις etaRuIe. gRnIeQ και gRnleC:. και θέτοντας
3oll'ona= {η-> (Α[I1] gl .. # ')' η_> (Α[I1] g-I .. II ,), Ζ-> μΕΙΩ,ι, ,), Ζ _> (cg-IQ ,!;'.&)}:
λαμβάνουμε την εξίσωση διαμόρφωσης:
moduEq =
(2 Ι ω g-I .. t (η' [t] - (11' [t] Ι. etaRnle Ι. qRuleQ Ι. qRulec)} Ι. 30H'ona 11
Expand / / Col1ect [ί1, ε.] ,) == α
.' . E~It;_It;Q f5A[t;] E-Ht;-It;Q fSA[t;] \el2ι μ ωΑ[t]... ... Ι ...
, 2ω (ω-Ω) 2ω (ίίΗΩ) ί
2" 2 5f2 52 A[t;] 3f2 αωΑ[t]
e -μ A[t] - ... ...
, 2ω (ω_Ω)2 (ω ... Ω)2 (2ω ... Ω) (ω_Ω)2 (ΙΙΗΩ)2 Ι2ω",Ω)
--:-----:-----:---- ...
2 (ω_Ω):': ((I)+Ω):< (2ω ... Ω) ω2 (ω-Ω):< (ω ... Ω)2 (2ω ... Ω)
Ι E-2I t;_It;Q f δ μ ωA[t] Ι E-:Ht;OO+It;Q f δ μ ω2 Art] 3 Ι E-:Ht;OO+It;Q f δ ).1 QA[t]
2 (ω_Ω)2 (ω ... Ω)2 (ω-Ω):!Ο (ω ... Ω)2 (ω-Ω)2 Ιω ... Ω)2
Ι E~It;_It;Q f 5 μ g2 A[t] 2: _ 1Ω 52 A[t] 2 A[t;] , ,
----------.3aA[t] A[t] - ~ J ... 2 Ι ω Α [t;] == Ο2ωιω-Ω)2:ιω ... Ω):< 3r.ιr
ή
moduBq Ι. f -> 21\. (02 - ( 2) Ι. Ω -> 2 ω
_ , ~ Ι' ~ ~ 9 δ2 1\.2Art]Ε i2ιμωΑ[t;]-25Λ.Α[t]) +Ε" 6a1\."A[t] -JJ"A[t] - .-
ι ; .. 2 ω2
14ΙδΛμΑ[t] '. ~ - 1Q5:<Alt]2A[t] 1
------+ 3 aA[t]" A[t] - ~ ... 2 Ι ωΑ' [t] == Ο
3,... 3r.ιr J
η οποία είναι σε συμφωνία με εκείνες που λήφθηκαν από τη χρήση της μεθόδου των πολλαπλών
























ΚΕΦΑΛΑΙΟ 5 - ΥΨΗΛΟΤΕΡΗΣ ΤΑΞΗΣ ΠΡΟΣΕΓΓΙΣΕΙΣ ΓΙΑ
ΣΥΣΤΗΜΑΤΑ ΜΕ ΕΣΩΤΕΡΙΚΟΥΣ ΣΥΝΤΟΝΙΣΜΟΥΣ
5.1 Εξισώσεις Euler - Lagrange
Σε αυτό το Κεφάλαιο, χρησιμοποιούμε διαφορετικές μεθόδους για να προσδιορίσουμε προσεγγιστικές
λύσεις των μη-γραμμικών συστημάτων που διαθέτουν εσωτερικούς συντονισμούς σε τάξεις
υψηλότερες από την τάξη στην οποία η επιρροή του εσωτερικού συντονισμού εμφανίζεται πρώτη. Για
να περιγράψουμε τις μεθόδους με την ελάχιστη δυνατή άλγεβρα, θεωρούμε τις ελεύθερες ταλαντώσεις
ενός δύο-βαθμών-ελευθερίας συντηρητικού συστήματος που κατέχει έναν 2: Ι εσωτερικό συντονισμό
και έχει απλές τετραγωνικές μη-γραμμικότητες. Συγκεκριμένα, θεωρούμε ένα σύστημα που διέπεται
από τη Lagrangian (ΛαγKρανJζΙανή)
1 • 2 1" , 2 1 2 2 1 2 2 2Laqranqian = - ul [Ι] + - U2 [Ι] - - r.J1. ul[t] - - ωΖ U2[t} + δ ul[t] U2[t};
2 2 2 2
όπου ω2 :::: 2ωι. Γράφοντας τις εξισώσεις Euler-Lagrange που αντιστοιχούν στη Ltιgrangial1,
λαμβάνουμε τις ακόλουθες δεύτερης-τάξης εξισώσεις κίνησης:
EDU =Table[D[D[Laqranqian, Ui' [t]J, t] - D[Laqranqian, Ui[t}] == σ, μ, 2}]
{ωiuιίtj -2 δuι[tj U2[t} +uL[tj == ο, -δuι[t!2+ω~U2[tj +uz[tj == ο}
Προσεγγιστικές λύσεις του γενικού δύο-βαθμών-ελευθερίας συστήματος με τετραγωνικές και κυβικές
μη-γραμμικότητες που να έχει έναν 2: 1 εσωτερικό συντονισμό, μπορούν να ληφθούν με
αντικατάσταση τηςΙngr~'l1gίal1 με τη Λαγκραντζιανή που αντιστοιχεί στο γενικό σύστημα.
Όπως συζητείται στην επόμενη ενότητα, η μεταχείριση αυτή της δεύτερης-τάξης μορφής, της ΕΟΜΙ,
των κυρίαρχων εξισώσεων μέσω χρήσης της μεθόδου των πολλαπλών κλιμάκων, μπορεί να οδηγήσει
σε αποτελέσματα που καταστρατηγούν την συντηρητική φύση του συστήματος που θεωρείται. Για να
προσδιορίσουμε μια προσεγγ\στική λύση που διατηρεί τη συντηρητική φύση του συστήματος,
μεταχειριζόμαστε μια πρώτης-τάξης μορφή των κυρίαρχων εξισώσεων. Για να μετατρέψουμε την
ΕΟΜ1 σε ένα σύστημα από πρώτης-τάξης εξισώσεις, σχηματίζουμε μια τροποποιημένη l.ag]'!'l1gi~,11
μέσω εισαγωγής δύο ακόμα καταστάσεων, vl{t} κα\ νΖ{Ι}, τέτοιων ώστε:
,-,elRule = {υι' [t] -> '-'ι [t] , u: '[t] -> V2 [t]};
Τότε, η Ι<ιgraηgίaιιγίνεται:
Laq1 = Laqranqian Ι. velRule
1~ ~ ~ 1~ ~1 ~1 ~
-- ω"ι ut[tj' + δ υι [tj"u~ [t] - - ω~υ2 "ltj" + - νι [t'j" + - v~rt1'
2 ~ 2' 2 2""
Αντικαθιστώνταςτη I.agl στις εξισώσεις Euler-Lagrange, λαμβάνουμε τις ακόλουθες πρώτης-τάξης
εξισώσεις:
eq51a =Table [D[D[Laql, Vi[t]], t] - D[Laql, Ui [t]} == Ο, {i., 2}]






{{ο, 1, Ο, Ο}, {-ω~, Ο, ο, ο}, {ο, ο, ο, 1}, {ο, ο, -ω~, οΗ
του οποίου ο συζυγήςτελεστήςορίζεται από :
conjuqateRnle = {Α -> Α, Α -> Α, Coιιιplex[O, Ώ;..] ->Coι8plex[O, -n]};
benaitian[.mat_ ?MatrixQ] := mat Ι. conjuqateRnle 11 Transpose
Οι ιδιοτιμέςκαι τα ιδιοδιανί>σματατης matrixA μπορούννα ληφθούν ως εξής:











f{~, ι, ο, ο}, {_.:.., 1, ο, 01. {ο, ο, ~, 1}, {'ο,
, ωι {ι)ι' {ι)2
{ul[t], Vt[t], U2[t], V2[t]}
Χρησιμοποιώντας αυτές τις καταστάσεις (states), βρίσκουμε ότι το μητρώο συντελεστών Α του
γραμμικού τμήματος ΕΟΜ2 δίνεται από :
matri:JtA =Onter[D, !1 [[2] J , Ι@ Solve[ECIf2, D[states, t]J [[1]] Ι. δ -> Ο,
states]
Εα42 = {νelRule Ι. Rnle -> Eqnal, eq51a} 11 Transpose 11 Flatten
{uί[t] ==Vt[t], ω~Uιίt] -2Sut[t] U2[t] +vίίt] ==0,
U;[t] ==V2[t], -SUt[tJ2+4U2[t] +V;Lt] ==ο}
Το αντίστοιχογραμμικόσύστηματης ΕΟΜ2 μπορεί να οριστεί ως ε =Α Χ, όπου χ είναι το διάνυσμα
κατάστασης, δηλαδή :
states=Table[{Ui[t], Vi[t]}, {i, 2}] I/Flatten
Έτσι, τα δεξιά ιδιοδιανί>σματατης matrixA που αντιστοιχούν στις ιδιοτιμές Ιωι και ΙωΖ, αντίστοιχα,
είναι:
ri.qhtVec =Eiqenvectors[ιaatriΣλ] [[ {2, 4}))
[{-~, Ι, ο, ο}, {ο, ο, -~, ι1}
10 .~ ω~ ;
n
n
Επιπλέον, τα αριστερά ιδιοδιανί>σματα της InatrixA που αντιστοιχούν στις ιδιοτιμές Ιωι και ΙωΖ,
αντίστοιχα, είναι:
leftVec = Eiqenvectors [herιaitian[matrixA.]] [[ (Ι, 3}]) n
{{-Ι{ι)l, 1, Ο, Ο}, {Ο, Ο, -Ι{ι)2, 1}}
των οποίων τα συζυγή μιγαδικάείναι:
ccleftVec =leftVec /. conjuqateRnle
{{Ιωι, 1, Ο, Ο}, [Ο, Ω, Ι {ι)2, Ι}}
5.2 ΗΜέθοδος των Πολλαπλών Κλιμάκων
Χρησιμοποιούμε τη μέθοδο των πολλαπλών κλιμάκων για να λάβουμε μια δεύτερης-τάξης
ομοιόμορφη ανάπτυξη της λύσης της ΕΟΜΙ στην ενότητα 5.2.1, της εΟΜ2 στην ενότητα 5.2.2, και
των αντίστοιχων πρώτης-τάξης μιγαδικών τιμών εξισώσεων της ΕΟΜ Ι στην ενότητα 5.2.3. Ξανά,











tleeds ["Uti1ities' Notation' "1
SJmbo1ize[Tol; Spnbo1ize[Tr ] ; Symbo1ize[T2];
timeScales = {Το, Τι, ΤΖ};
Με όρους των νέων χρονικών κλιμάκων, μπορούμε να εκφράσουμε τις χρονικές παραγώγους ως εξής:
dt [1] [e.xpr_] : = Suιa [ε" D[expr, timeScales [[! + 1]] ], {i, Ο, 2}] ;
dt[2] (e.xpr_] := (dt[11 [dt[l1 (e.xpr] 1 / / Rxpand) /. e~_I;J,>] -> ο;
Για να αναπαραστήσουμεκάποιες από τις εκφράσεις κατ' έναν πιο ακριβή τρόπο, εισάγουμε τον
ακόλουθοκανόνα κατάδειξης:
disp1.ayRnle =
{Derivative[a__ ] [u_i_,J_] [__1 :>
Sequencef'ora[Tilllιes.Ma:pIndιexed[D:[(l}J_r&, {d}], uL,J] ι
Derivative[d__ ] [A_i_} [_] :>
sequencef'ora[TiDιes.Ma:PIndexed(D:}[[l]J &, {a}] ι Ai ],
U_i_,λ[_] ->Ui,j, A_ i _[_] ->Α;,};
5.2.1 Δεύτερης- Τάξης Σύστημα Πραγμαπκών- Τιμών
Χρησιμοποιώντας τη μέθοδο των πολλαπλών κλιμάκων, υποθέτουμε ότι η λύση της ΕΟΜΙ μπορεί να
εκφραστεί με τη μορφή:
so1.Rnle=Ui_-> (Suιa[ιEjUi,j[H1, tf2, tt3], Ο,3}} &);
mul tiScales = {Ui_ [t] -> Ui [Το, Τι, '1'2] 1
Derivative[ll_] [Ui) [Ι] :>dt[l1.] [ui(To, Τι, Τ2]]}:
Αντικαθιστώντας τη U1ιιΙtίScales και τη soIRnIe στην ΕΟΜΙ, αναπτύσσοντας το αποτέλεσμα για
μικρό ε, και αμελώντας όρους τάξης μεγαλύτερης του ε 3, λαμβάνουμε:
eq521a = (Εα41 Ι. mu.ltiScales /. solRule / Ι ExpandΆl.l) Ι. ε"_Ι ;n>] -> ο;
eq521a Ι. displayRn1.e
Εξισώνονταςτους συντελεστέςτων ίδιων δυνάμεωντου ε, λαμβάνουμε:
eqEps = Rest[Thread[CoefficientLi.st[Subtract Μ 11, ε] == 01] & /@ eq521.a 1/
Transpose;
Για να τοποθετήσουμετους γραμμικούςτελεστές από τη μια πλευρά και τους μη-ομογενείςόρους από
την άλλη, ορίζουμε:
eqOrder{i_1 :=
( ht [ [1]] , /@ eqEps [ [1]] Ι. u_ iι_, Ι - > Uk, i) ==





Χρησιμοποιώντας την eqOI'der[il και τον dispIayRule, ξαναγράφουμι;: την e<IEps κατ' έναν ακριβή
τρόπο ως εξής:
e<l)rder[l] Ι. displayRul.e 11 ΤabΙelΌna
e<l)rder (2) Ι • disp1ayRule 11 Tab1el'ona
e<l)rder[3) /. displayRul.e 1/ Tablel'ona
J;U1.1+ ωf U1,l == Ο
D;U2.1+ ω~ U2.1 == Ο
U;U1.2 + ωf U1.2 == -2 (Do Dlul,l) + 2 δ ul.l u:<.l
*2,2+ω~υ2.2 == -2 (000ιυ2.ι) +ουΙι
~1,a'" ωί U1.1 == -2 (~Oιυ1,:<) - *1,1 - 2 (00 D:<ul, ι) + 2. δ U1.2U2.1'" 2. 5 Ul,l U2.2
~2,3'" ω~ u2.3 == -2 (Do D1U2.2) - *2,1 - 2. (Do D:zU2.l) ... 2. δ ut,l U1,2
• Πρώτ/ς-Τάξης Εξισώσεις: Γραμμικό ΣύGτ/μα
Για να λάβουμε τη λύση της eqOrder[l] χρησιμοποιώνταςτη DSolve, μετατρέπουμε την e<IOrder[l]
σε ένα σύνολο από συνήθεις διαφορικέςεξισώσεις, ως εξής:
orderlEq =eqOrder[l] Ι. U"_.1- -> (Ui,j (t11] &)
{ωfUt.t[To ] +uί,1[Ίο] == Ο, '0); U2. ι [Ίο] +ui.ι[Ίο] =: ο}
Η ειδική λύση της OI'der Ι Εη μπορεί να εκφραστεί ως :
sol1p =DSolve{orderlEq, {Uι,l[To ], U2.1[To]}, Το] [{Ι]] ι. C[_] -> ο
{αι,1[Ίο] -+ ο, U2.ι[Ίο] -+ Ο}
Έτσι, γράφουμετην πρώτης-τάξηςλύση σε συναρτησιακήμορφή ως εξής:
3011=
Table[
U.,1 -> Fαnction[{7.'ο, Τ1, Τ2} ι
~[Tlι Τι] ΕχΡ[Ιωi 1'0] ... Αl.{lΊ, ;[2] ΕχΡ[-Ιω. Το] ",Ui.l[To] Ι. sol1p/l
Rvaluate}, (i, 2} J
{ut.t....,.Function[IΊo, ΤΙ, Τ2}, ΕΙΤΟ"Ι.Α1 [Τ1ι Ί2 Ί +Ε-ΙΤΟ'"Ι.Αι[Ίι, Τ2Ί]ι
U2,ι-+Functiοnί{το, ΤΙ, Τ:Ζ}, ΕΙΤΟ"2Α2[Ίιι Τ:Ζ] +Ε-ΙΤΟ"'2Α:Ζ[Ίι , T2J]}
• Δεύτερης-Τάξης Εξισώσεις
Αντικαθιστώντας τη soll στην c<IOrdcI'(21 προκύπτει:
order2Eq = eqOrder[2] /. sol1/1 ExpandA.ll;
order2Eq Ι. displayRu1e
Για να περιγράψουμε ποσοτικά την εγγύτητα του δύο-προς-ένα εσωτερικού συντονισμού ω2 ::::: 2ω"
εισάγουμε την αποσυντονιστική παράμετρο σ που ορίζεται από:


























Για να απαλείψουμε τους προσωρινούς όρους, χρειάζεται να εκφράσουμε το ω2 συναρτήσει του ω, σε
κάποιες από τις εξισώσεις και το ω, συναρτήσει του ω2 στις άλλες εξισώσεις. Για να το επιτύχουμε
αυτό, θέτουμε
omgList = Tabl.e [ωi, {i, 2}] ;
omgRule= Solve[ResonanceCond, Drop[omqList, {Π}]] [[1]] , /@ {l, 2}
Για να μετατρέψουμετους όρους μικρού διαιρέτη σε προσωρινούςόρους, ορίζουμετον κανόνα:
exp.Rn1e1[j_] :=Exp[arg_] :>Exp[Expand[arg/. omq.Rn1e[[j]]] /. εΤο->Τι]
Αντικαθιστώνταςτην expRLlIel[il στα δεξιά μέλη της order2E(I και συλλέγοντας τους συντελεστές
..ι .:.ι'Τοτης Δ~ ι , λαμβάνουμε τις συνθήκες επιλυσιμότητας ως εξής:
SCondl= Coeffici.ent[order2Eq[[R, 2J) /. expRulel[R], ΕχΡ[Ιω.το]]==0' /@
{l ι 2}
{2ΕΙΤΙCJδΑι[Τι, Τι] ΑιίΤι, Tzj -2ΙωιΑiι,Ο)ίΤι, Τι] ==0,
ε-Ι τι <F δΑιίΤι, T:zj2 - 2 Ι lΙ1ι A~Ι'O) [Τι, Τι} == ο}
Επειδή το σύστημα είναι συντηρητικό, οι εξισώσεις διαμόρφωσης που δίνονται από την SCondl
πρέπει να προέρχονταιαπό μία Λαγκραντζιανή.Αυτές οι εξισώσεις είναι οι εξισώσειςEuler-Lagrange
που αντιστοιχούν στη Λαγκραντζιανή
Ιaq=ΚΙΤ1."δΑ2 [Τι, Τ2] Ά-ι[Τιι Τ2J2+Κ-ΙΤΙ<FδΑι[Τιι τ2 ]2Ά-2 [Τι ι Τ2 ]­
Ι f.o}t Αι [Τι, T2J ΑΙΙ' Ο) [Τι ι T2J -I~A2[T1.ι Τι] Ai1.,O) [Τι, Τι] +
Ιf.o}ιΑι[Τ1.ι 'Ι'ι] A~1.,O)[,I,ι, '1'2) + Ιω2Α2[Τ1.ι T2J A~Ι'O') [Τ1.1 '1'2];
καθόσον
alscondl=Tabl.e[-D[D[Laq , Ά-~Ι'O) ['1"1, T2J], Τι] +D[Laq, Α.. [Τι ι Τ2]] ==0,
{k, 2}]
Οι εξισώσειςalSCOlld Ι είναι ταυτόσημες με τις εξισώσειςSColldl όπως δείχνεταιπαρακάτω:
alSCondl === SCondl
True
Εναλλακτικά, μπορούμε να προσδιορίσουμε τις εξισώσεις διαμόρφωσης χρησιμοποιώντας τη χρονική
μεσοσταθμισμένη (time-averaged) Λαγκραντζιανή. Γι' αυτό το λόγο, πρώτα ορίζουμε τον κανόνα:
expRule2 =
3xp[d_J :>Exp[Expand[a/. (ResonancecondJ. Equal->Rule)J Ι. εΤο->Τι];
Αντικαθιστώντας τη l\\ultiS(~alcs, την solRIIle, την soll, και την εχρΙ{ιιΙε2 στην Ιagrangi<ιn και







( (Laqranqian /. multiScales /. solRule / Ι Κxpand) /. ε"_1 ;n>3 -> Ο Ι. s011. 1/
Κxpand) Ι. expRnle2, l'reeQ[l1, Το] 'J ι. Ε->Ι;
TΆ.L1. /. displayRu1.e
Ι (Ω1Αι:' Αι ωι + ι (D1A2) Α2 ω2 - Ι (ΩιΑ1) ωι Αι +
εΙΤΙ'"δΑ2~+ε-ΙΤΙ'"δAfΑ,_Ι (ΩιΑ2) ω::Α;Ζ
Κανείς μπορεί εύκολα να διαπιστώσει ότι η ΤΑΙΙ είναι ταυτόσημη με την Lag. Όντως,
TΆ.L1. == Laq
True
Μετά, ξαναγράφουμετην SCondl ως εξής:
[ {
(1.,Ο) (1,D) }]SCondlRulel =Solve SCond1, Αι [Τι, T:zl, Α:Ζ [Τι, T:zl [[Ι] 1
r (Ι.ΟI r ιεΙΤΙΟδΑ;Ζ[ΤΙ, Τ2] Αι[Τι, Τ2]
ίΑι . [Τι, T2J ~- ,
l ωι
'ι Ο) Ι ε-ΙΤιο δΑι[Τι. 1 2 J2}Ai' [Τι. Τ2 ] ~ - ---------2ω2
της οποίας το συζυγές μιγαδικό είναι:
ccSCond1Rnle1 =SCond1Rnlel /. conjugateRn.le;
Για να επιλύσουμεγια την ειδική λύση της order2Eq, εκφράζουμετην αποσυντονιστικήπαράμετροσ
σε όρους του ωί, δηλαδή:
sigRnle = Solve[BesonanceCond, σ] [[1] 1
Επιπλέον, εκφράζουμε την κλίμακα ΤΙ με όρους της κλίμακας ΤΟ μέσω χρήσης του κανόνα:
expRn.le3 = Bxp[a_J : > Exp(a / • ΤΙ -> ε ΤΟ Ι. sigRu1.e / Ι ExpandJ ;
Με τις συνθήκες επιλυσιμότητας και τον expRuIe3, η order2Eq γίνεται:
order2Eqιιι=order2Eq Ι, SCond1Rn.lel /, ccSCond1Rulel/, expRn.le3;
order2EqιιΙ. displayRnle
r~. 2 U 2εΙΤΟ'"Ι+ΙΤΟ"'2δΑ Α 2ε-ΙΤΟ'"1-ΙΤΟ"'2δΑ- Α-Ί'""i)ι,ιΙ.2+ωι 1.2== Ι 2+ Ι 2,
D;Uz.z + ω~ UZ.2 == :2 δ Αι Αι}
Ξανά, για να χρησιμοποιήσουμε την DSolve. πρώτα μετατρέπουμε την 0I'dCl'2E(]m σε ένα σύνολο από
συνήθεις διαφορικές εξισώσεις και τότε λαμβάνουμε την ειδική λύση της order2Eqιll ως εξής:
so12p =
DSolve [order2EqιιΙ. U'.,1. -> (Ui, j [,ι,t1] &), {Ui,2 [Το] , U2.2 [Τα}}, ToJ [ [Ι] J /.
C[_l -> Q / Ι SiJDp1ify
, 1
;ut.2ίTo] -!' -. ,
, ωΖ 1,:2 ωι + ω2}
:.2 ε-ΙΤ!) (O>l+lO2.1 δ i:εΗΤQ(,"Ι-:Ι} Αι[!ι. 1 2J ΑΖ[1ι. T2 J +Αιί1ι. !:ιι Α:ι[!ι.



























Έτσι, ξαναγράφουμε τις συνθήκες επιλυσιμότητας στην τρίτη τάξη ως εξής:
52 Αι Α2Αιι
\&)1 (ι):Ζ J
Χρησιμοποιώντας τις συνθήκες επιλυσιμότητας στη δεύτερη τάξη, SC'ondlRulel, λαμβάνουμε:
SConcURnle2 =D[SConcURnle1., Τι] Ι. SConcURnle1. Ι. ccSConcURnlel;
SCond1.Rule2 !. displayRu1e
,;...2 \ -Ι Τ " • ,,4 δ2 Αι Α2 Αι }-iiJ'lA~,+2E ι 5ΑιΒι-2ΙiDιΒ~)(ι):Ζ-2ΙjD~Αιlω~- ==0'ι .. (- , -' • ~ , ~ 2 ωι ω2 +~
Tab1e[
Ui.2 -> Function [{ Το, Τι, 1'2},
Bi [Τι, Τ2] ΕχΡ[Ι ι..i Το] + Bi[Tr , 1'2] ΕχΡ[ -1 ~i 1'0] + 3012p[[i, 2]] Ι Ι Expand 11
Eva.luateJ, (i, 2J];
3012 Ι. displayRu1e
r-ιΈ>fΑι ) - 2 Ι (DtBt) (ι)ι- 2 Ι (D2At) (ι)ι +
\. '
4 52 Α2 Α 4 δ2 Α Α Α2ε1ΤΙ"δΒ2Αι+ ~ι ι Ι:Ζ :Ζ +2Ε1ΤΙ"δΑ:ΖΒι==0,
(ι)2 2ωιω:z+~
[Ul.2~Func't;ion[{To, ΤΙ. Τ:Ζ},
2εΙΤο ("t+4lZ) δΑ Α ιε-ΙΤο("Ι"'Ι) δΑ Α:
_
______Ι_Ι εΙ Το "Ι Β Ι :Ι . ε-ΙΤο"Ι Β- ]
- + ι- + ι,
{ι)ι (2 {ι)ι +(ι)2) {ι):Ζ (2 (Ι)Ι + ωι)
[
Ι Τ .. 2 δ Αι Αι ι Τ '"" - '}u:z.:z~Function {Το, Τι, Τ2}, ε 11 ΙΒι + +ε- ο "~Jωi
Όπως δείχνεται κάτωθι, οι ληφθείσες εξισώσεις διαμόρφωσης θα διαταράξουν τη συντηρητική φύση
του συστήματος, εκτός αν συμπεριλάβουμε και ένα κατάλληλο τμήμα των ομογενών λύσεων του
δεύτερης-τάξης προβλήματος. Αυτός είναι ο λόγος που συμπεριλάβαμε τις ομογενείς λύσεις με τις
aπρoσδιόριστες συναρτήσεις Βί[ι]. Αυτές θα προσδιοριστούν έτσι ώστε να διατηρούν τη συντηρητική
φύση του συστήματος.
• ΤρΙτης-Τάξης Εξισώσεις
Αντικαθιστώντας τη soll και τη soI2 στην eqOI'der[3] προκύπτει:
order3Eq =eqOrder[3] Ι. 5011/. 5012 Ι Ι ExpandΆll;
Αντικαθιστώνταςτην expRtIlel[i] στα δεξιά μέλη της order3Eq και συλλέγοντας συντελεστές του
...1ω'ΤοΔ,- ι , λαμβάνουμε τις συνθήκες επιλυσιμότητας ως εξής:
SCond2 = Coefficient[order3Eq [[11, 2]] Ι. expRn1e1.[I1], ΕχΡ[Ι ω,. το]] == σ , Ι@
{Ι,2};










Χωρίς να περιλάβουμε το Βί στην δεύτερης-τάξης λύση, οι ακόλουθοι δύο συντελεστές:
Coefficient[JDιOduEq((Ι, 2]], Αι [Τι , Τ2] Α2[ΤΙ ' ΤΖ] Α2 [Τι, Τ2]] ι. ~ -> 2 rιιι / Ι
Si.Dιplify
SCond2Ru1.eI =
sOlve[seond2, {ΑΙ°'Ι) [ΤΙ, Τ2], AiO,l) [Τι, Τ2Ι}] [[Ι]] Ι. SCond1Rnle2 /1
E::ι:pandAll;
SCond2Ru1.el/. displayRu1.e
r Ι EI.T1 CJ5σΑ Α IEI.T1CJS8:zAt 2Iδ2~AιjD~1 ~ -(ΌιΒ1) .;. :Ζ 1












nΙ 52 Α1 Α2 Αι + 2. ~ 52 Αι ΑΖ A~ }2 ωι ~ (ι)2 1,26)1 ω2 +ωί)
Ι 52~ Αι Ι 52 Αι Α:Ζ Α2 2. Ι 52 Αι Α2 Α:Ζ
.;. .;.
4 ωt ω:Ζ 2. ωf ω1 (2 6)1 ω2 .;. 6)~)
• Επανασύσταση
Χρησιμοποιώντας την SCondlRulel και την SCond2Rulel, επανασυστήνουμε τις εξισώσεις
διαμόρφωσηςως εξής:
JDιOduEq=
Table[2 Ι tηAc'. {Σ, 2}} ==
(Table(2 Ι tη dt[l] (Ac [Τι, Τ211, {k, 2}] Ι. SCond1Rnlel / • SC0nd2Ru1.el / /
Expand 11 Collect [Η, ε] ') 11 Thread;
moduEq / • displayRu1.e
{2 Ι (ι)ιΑ! ==
I.TCJ - 21" I.TCJ - Ει'ΤΙCJδσΑ2Αι 452AtAl2.Ε ι δεΑ:ΖΑι+Ε -21 (1)18ι) 6)1 +2Ε Ι δΒ2Αι- + ~ +
ί, ωι '''''1
22- 2 - 2 - :1δ ΑιΑι δ Αι Α2 Α:Ζ 45 Α1 Α2 Α2 ΙΤι .. - J ' -Ι.Τι .. 2
--- - ~ - ~ .;. 2 Ε 5 Α2 Βι , 2. Ι ω:Ζ Α2 == Ε δ e Αί +26)ι6)2 rι>t 2ωΙ6)2+fA!2
2 [' -ΙΤι " ,E-ITlCJ50Af . δ2ΑιΑΖΑι 4,δ2ΑιΑ2Αι \.}e 2 Ε δ Αι Βι + - 2. Ι (Όι82) ω2 + - ;
, 2ω2(ι)ι6)2 2ωΙ6)2 +ωi ί
Coefficient[moι:!uEq[[2, 2]] , Αι [Τι , Τ2 ] Α2 [Τι, Τ21 Αι [Τι, Τ2] J Ι. ω2 -> 2 rιιι / Ι
SiDιplif:ι
ο
δεν είναι οι ίδιοι, κάτι που διαταράσσει τη συντηρητική φύση του συστήματος στο ότι οι εξισώσεις
διαμόρφωσης πρέπει να παράγονται από μία Λαγκραντζιανή. Χρησιμοποιώντας την Ευκαμψία
(flexibility) που δίνεται από τα ομογενή μέρη των λύσεων του δεύτερης-τάξης προβλήματος,


















BYonιι= {Ει ->Function[{Tt, ΤΖ}, Cl EITl " Αι[Τι, Τ2) ΑΖ[ΤΙ, ΤΖ] J,
~ -> FunCtion[{ ΤΙ, ΤΖ}, Cl Ε-Ι τι" Αι [Τι, 1'2) Α2 [Τι, 1'2) ] ,
Β2 -> Function[ {Τι, Τ2}, C2 Ε-Ι '!'Ι" Αι[Τι , 7"2]2 J};
όπου C] και C2 είναι απροσδιόριστες σταθερές. Αντικαθιστώντας την Bl,'orm και τις σuνθήKες
επιλυσιμότητας στα δεξιά μέλη της I1l0duEq, προκύπτει:
moduEqMod =
(Rxpand [If Ι. BFOl'18 Ι. SCond1Rnlel Ι. ccSCond1Rnlel] , Ι@ !8OdnEq) 1/
Expandλll;
moduEqMod Ι. displayRnle
, , 17ι" - 2 2 -i 2 Ι (,)ι Αι == 2 Ε δ ε Α:Ζ Αι .... 2 δ e Αι c% Αι -
l
Ε17Ι"δε2 σΑ:ΖΑι 17 .. 2 _ 4δ2 e2 AfΑι δ2ε2A~Aι
------- ... 2Ε ι e σΑ;Ζ cιωι Αι... ~... -
>Ut :.#2 2 (,)ι ω;Ζ
δ e 2 Af ct ωι Αι 2 _ 52 e 2 Αι Α% Α:Ζ 4 52 e 2 Αι Α:Ζ Α:Ζ
--~--- ... 4 δ e Αι Α:Ζ cl Α% - - ----~-~ ~ 2ωι_+~
, 17 <Ι 2 Ε-17ι" δε2 σΑ! 17 ,,2 22 Ι (,):Ζ Α2 == Ε- 1 δ e Ai + - 2 Ε- ι Ε σ Αι C:z ω% ...
2 fu:z
Με σκοπό η modtlE(lMod να είναι παραγόμενη από μία Λαγκραντζιανή, η ακόλουθη συνθήκη πρέπει
να ικανοποιείται:
Coefficient [JDOduEqMod [[1, 2)] , Αι [Τι, Τ2) Α2 [Τι, T2J Α2 [Τι, Τ:Ζ1} -
Coefficient [moduEqMod [[2, 2)], Αι [Τι, ΤΖ) Ά.,.Ζ [Τι, Τ2]Αι [Τι, ΤΖ ]] == Ο Ι.
ε -> 1 Ι. ω2 -> 2 ωι
Αυτό παρέχει μία συνθήκη συμβιβαστού. Όμως, μια επιπλέον σταθερά εμφανίζεται!!!
Για να λάβουμε μια συνεπή δεύτερης-τάξης ομοιόμορφη ανάπτυξη, εφαρμόζουμε τη μέθοδο των
πολλαπλών κλιμάκων στο σύστημα των τεσσάρων πρώτης-τάξης πραγματικών-τιμών εξισώσεων
ΕΟΜ2 στην Ενότητα 5.2.2 και σε ένα σύστημα από δύο πρώτης-τάξης μιγαδικών-τιμών εξισώσεις
στην Ενότητα 5.2.3.
5.2.2 Πρώτης- Τάξης Πραγμαπκών- Τιμών Σύστημα
Όπως δείχτηκε στην προηγούμενη ενότητα, ασχολούμενοι με τη δεύτερης-τάξης μορφή των
εξισώσεων που διέπουν ένα σύστημα, μπορεί να οδηγηθούμε σε ασυνεπή αποτελέσματα εκτός αν
περιλαμβάνονται κατάλληλα τμήματα των ομογενών λύσεων των εξισώσεων διαταραχών. Επιπλέον, οι
συνεπείς αναπτύξεις ίσως περιέχουν αυθαίρετες σταθερές που να πρέπει να επιλεγούν με σύνεση. Σε
αυτή την ενότητα, δείχνουμε ότι η μεταχείριση ενός ισοδύναμου συστήματος από πρώτης-τάξης
πραγματικών-τιμών εξισώσεις, δηλαδή των ΕΟΜ2, οδηγεί σε συνεπή αποτελέσματα χωρίς
αιωρούμενες σταθερές.




30lRule = {Ui_ -> (Suιa [e.j Ui,j [.ιt1, r:t2, #3J, {j, 3}] ,),
V1._ -> (suιa[eJ Vi,j[ι11, Η2, 113J, {j, 3}J ,)}:
Εκφράζοντας τη χρονική παράγωγο στην ΕΟΜ2 σε όρους των χρονικών κλιμάκων ΤΟ, ΤΙ και ΤΖ,
έχουμε:
mnl.tiSca1.es = {U_ i _ [Ι] -> ui [Το, τι, Τ2] ,
Derivative{.n:-l [u_i_l [Ι] :>dt{.n][u.. [Το, Τι, Τ:Ζ]]}:
Αντικαθιστώντας τη InultiScales και τη solRtIle στην ΕΟΜ2, αναπτύσσοντας το αποτέλεσμα για
μικρό ε, και αμελώντας όρους τάξης μεγαλύτερης του ε 3 , λαμβάνουμε:
eq522a = (EC1t2 /. mnl.tiScales /. 30lRule / Ι Expandλll) /. e.",_/;n>3 -> ο;
Εξισώνονταςτους συντελεστέςίδιων δυνάμεωντου ε, λαμβάνουμε:
eqEps = Rest{Thread[CoeCficientl.ist[Subtract Μ 1/, ε] == Ο}] , /0 eq522a / Ι
Transpose;
Για να τοποθετήσουμετους γραμμικούςτελεστές από τη μια πλευρά και τους μη-ομογενείςόρους από
την άλλη, ορίζουμε:
ecρrder[i_] :=
(,ιι[[l]] '!Ο eqEps{{l]] Ι. U:-k_,t->U1<,i) ==
(It {{Ι}} , /0 eqEps[ (l]] /. Π_Χ_ΚΙ -:> Uk,i) - (11 [[1]] '!Ο eqEps [(iJJ) /1
Thread
Χρησιμοποιώνταςτην eqOI'der(i] και τον displayRule, ξαναγράφουμε την eqEps κατ' έναν ακριβή
τρόπο ως εξής:
eqOrder[l] Ι. displayRnle 11 Tab1eFona
eqOrder[2) Ι. displayRnle 11 Tablel'ona
eqOrder[3] Ι. displayRule / / ΤabΙelΌna
Dout, ι - νι.ι == Ο
Ώανι, ι ... ω! Ul.l == a
DOU2, Ι - ν:Ζ,Ι == a
ηαν2, ι ... ω~ U2,l == a
DGUt,2 - iι'ι, 2 == - (DlUt,t)
υανΙ,2'" ω! Ut,2 == - (DlVt.t) ... 2 δ ut,t 112, Ι
DOU2.2 - ν2,2 == - ': DtU2. ι)
- -υον2,2'" ωi U2.2 == - (Ωι"'2,Ι) ... δ ui.l
DGut,a - ....l.a == - (ΟιUt,2) - U2Ut, ι
DoVt,a ... ωf Ul. a == - (Ωινι,2) - υ2νι, ι ... 2 δ Ut,2 U2,l ... 2 δ ut,t U2,2
DGU2, a - '11'2. a == - {ΏιU2,2) - D2U2,l
DGV2,a'" ω~ U:z,a == - (Οιν2,2) - Ο2ν2,ι ... 2 δ ut,t ut,2
• Πρώτης.Τάξης Εξισώσεις
Η ομογενής λύση της eqOrder[ 11 μπορεί να ληφθεί χρησιμοποιώντας:






























Καθόσον οι πρώτης-τάξης εξισώσεις είναι ομογενείς, η λύση της eqOnJer( JJ μπορεί να εκφραστεί ως:
3011 =
Table[statesl[[i]] ->Function[{To, 1'1., 1'Ζ}, soHhFonιι[[i.]] I'/Evaluate],
{i., 4}]
{ut.l-+Funetion[{To, Τι, T~}, ΕΙΊΟ"ΙΑιίΤι , T2J ... E-.t'rO"'lAllTt, T2J],
'''x.l-+Function[{To, ΤΙ, T2J, ιεIΤΟ"'ΙωιΑιίΤι, Τ2 ] -ιε-ΙΤΟ"ΙωιΑιίΤι, 12J],
U:z.t_Function[{To, ΤΙ,Ι2}, εΙΤΟ":ΖΑ:ΖίΤι , T2J ... Ε-ΙΤΟ-':Α:Ζ[ΤΙ, Τ2]],
V:z.l-+Function[rT'o, ΤΙ, 1:Ζ}, ιεΙΤΟ":Ζω2Α2ίΙι,12] -ιε-ΙΤΟ"'2ω2Α:Ζ[Τ'Ί,T:Z]J1}
• J
• Δεύτερης-Τάξης Εξισώσεις
Αντικαθιστώντας την πρώτης-τάξης λύση στις δεύτερης-τάξης εξισώσεις. τις eqOrder[2J, προκύπτει:
order2Eq = eqOrder[2J Ι. sol1ll ExpandAll;
order2Eq Ι . displayRu1e
r Ι Τ "Ι ,-ΙΤ.. ' -,tDGUt.2-VX.2==-E Ι) (ΏιΑι)-ε Ο Ι\ΏιΑι),
DoVt.2 ... ω~ Ut.2 == 2 εΙ το "1+1 το "'2 15 Αι Α:Ζ _ Ι εΙTO"'l (DtAt ) ωι ... Ι ε-Ι Το ..ι !: DtAt) ω1 ...
2 ε-Ι ΊIι ..ι+I ΤΟ "2 δ Α:Ζ Αι ... 2 εΙ ΤΟ"Ι -Ι ΤΟ":Ζ δ Αι Α2 ... 2 ε-Ι TO"'t-I 'rO"':Z 15 Αι Α2 ,
D"u~ 2 - γ~ ~ == _εΙΤΟ "2 (D. 1\_ \ _ Ε-Ι 10 "2 r.Dtii_') 1"\-γ~ ~ ... ω2:Ζ U2 ~ ==οι L. ",,, ',ο .~ 1 • .π.Ζ , '""""U "'4. ' ,4-
ε2Ι ΊΟ 601 δ Ai - Ι εΙ το "2 (ΩιΑ2) ω2'" Ι ε-Ι το "':Ζ (οιΑ2)ω:Ζ ... 2 δ Αι Αι ... E~IΊI)"ι 15 Ai}
Στη συνέχεια, αντικαθιστούμε τον expRnJel[i] στα δεξιά (ως προς το =) μέλη της or(Ier2Eq για να
μετατρέψουμε τους όρους μικρού διαιρέτη σε προσωρινούς όρους, συλλέγουμε τους όρους τους
υπεύθυνουςγια τους προσωρινούςόρους. και λαμβάνουμε:
STll = Coefficient[!t[[211 Ι. expRu1el[l], ΕχΡ[ΙωιΤο]] '/@ order2Eq;
5Τ11 Ι . di.splayRule
5Τ12 '" CoefCic.ient[H [[2] J Ι. expRnlel[2] , ΕχΡ[Ι (,)2 1'01 J ιέ /@ order2Eq;
5Τ12 Ι. displayRul.e
Οι συνθήκες επιλυσιμότητας των δεύτερης-τάξης εξισώσεων απαιτούν οι STl1 και ST12 να είναι
ορθογωνικές σε κάθε λύση των συζυγών ομογενών προβλημάτων, δηλαδή των συστατικών της
ι~clet'tVec. Εφαρμόζοντας αυτές τις συνθήκες. λαμβάνουμε:




(ι,Ο) (ι,Ο) })SCond1Rule1 = Solve SCondl, λι [Τι, Τ2], Ά.2 [Τι, '1'21 [[1] J ;
SCond1Rulel / . displa"iRule
Γ ιεΙΤιa5Α;Αι
~ υιΑι -+ - -----
:.>ι
Ι
των οποίων τα συζυγή μιγαδικά είναι:





Χρησιμοποιώντας αυτές τις συνθήκες επιλυσιμότητας και τον expR\lIe3, ξαναγράφουμε την order2Eq
ως εξής:
order2Eqιιι= order2Eq Ι. SCond1Rn.lel Ι. ccSCond1Rulel / • expRuJ.e3;
order2Eqιιι / • di.sp1ayRu1e
r Ι ε-ΙΤ1)",Ι"ΙΤΟ'"2 δ Α2 Αι Ι εΙ Το"Ι-ΙΤΟ "2 δ Αι Α2
i Ώουι 2 - •...ι , == --------\. •• ·Ο)ι ωι
D· 2 U 2 εΙΤο"Ι"ΙΤΟ", δΑ Α ε-ΙΤΟ"Ι"ΙΤΟ"2 δΑ Α- εΙ το "'ι-ΙΤΟ":Ζ δΑ ii.ΌνΙ,2+ ωι Ι,2== ι 2+ :Ζ ι+ Ι~+
Ι εnτο"'ι δAi Ι ε-ΗΤο"'ι δ Α2
2 ε-1Το "ι -ΙΤΟ "2 δ Αι A~, Dou., ~ - V2 :Ζ == _ ι
.. ....... 2(j)z 2ω2
4: 1 .οιιτο ..ι 2 - 1 -21Το,,1 -.οι}DOV 2.2 + ω2 U2.2 == '2 Ε δ Αι + 2 δ Αι Αι ... '2 ε δ ~
Μετατρέποντας την order2Eqm σε ένα σύνολο από συνήθεις διαφορικές εξισώσεις και
χρησιμοποιώνταςτη OSolve, λαμβάνουμε τις ειδικές λύσεις ως εξής:
(so12p =
DSolve[oroer2Eqa ι. U'-i_,2 -> {Ui,:z [Η1} &),










Έτσι, οι δεύτερης-τάξηςλύσεις της order2E<Im μπορούν να εκφραστούν ως:










{υι.2 -+ Funetion [{Το, Τι. Τ2} ι
2 εΙΤο "Ι+ΙΤΟ":Ζ δ Αι Α:Ζ ε-Ι:ΤΟ"Ι+ΙΤΟ'":Ζ δ Α:Ζ Αι
so12 ..
Table[states2[[i.JJ -> Fιmction[{ΙΌ, T1 , Τ2},
Expand[so12p[ [i , 2]]] Ι. Exp[a_J :> ΕχΡ[α1/ Expand] / Ι Eva1uateJ ι
{i,4}J;
s012 /. displayRule
εΙ το ..ι -ΙΤο '"2 δ Αι Α:Ζ 2 ΕΙ 10"Ι-Ι: ΤΟ":Ζ δ Αι Α;;;: 2 Ε-Ι ΤΙΙ"'Ι .110";;;: δ Αι Α:Ζ 1
--------- ί ιωι (2 ωι + ω;;;:) ω:Ζ (2 ωι + ω:Ζ) ω;;;: (2 ωι +(ι):Ζ) J
2 Ι εΙ ΤΟ"1.+Ι ΤΟ '"2 δΑ A~ 2ΙΕΙΤΟ'"1.+ΙΤΟ":Ζδ!ι) Α Α.,
Fu . [ 'Τ τ Τ 1 Ι .. Ι Ι .....ι ;;;: -+ nctlo.n tl), ι, 2f, - - -
• 2 ωι ... ω, i.ι), (2 ωι + (2)
Ι E-ITo..ι~ITo ..:z δ Α;;;: Αι 2 Ι Ε-Ι Το ..ι+1 Το,,;;;: δ ωι Α:ΖΑι Ι ΕΙ τl) ..ι-Ι τι) '":Ζ δ Αι Α:Ζ
2 Ι ΕΙΤΙ)"Ι-Ι ΤΟ '"2 δωι ΑιΑ:Ζ 2 ιε-ΙΤΟ"'Ι-ΙΤΟ":Ζ δΑιΑ:Ζ 2 Ι ε-ΙΤΙ)'"Ι-ΙΤΙΙ"'; δωι ΑιΑ2
::'>2 >: 2 ωι + ω2 ) ... 2::ύι + ·::ύ2 ... ::ύ2 (2 ω1. + ω;;;:) ] •
ΕΗΤο ..ι δ Α2 4 δ ωι Αι Αι
1.1;;;: 2-+Functionf{TιI, Τι. Τ:;:}ι . Ι ... -:----_
• • 2 ω:;: (2 ωι + ω:;:) ..i (2 ωι + ω2)
Ι ε-ΗΤI) ..ι δ Af 11
----_.:..,>








Αντικαθιστώντας τις πρώτης- και δεύτερης- τάξης λύσεις στις δεξιές πλευρές των τρίτης-τάξης
εξισώσεων, eqOl"del"[3], προκύπτει:
order3Eqτhs =EΣpand [11 [ [2]] ! . 3011!" 3012] , Ι@ eqOrder{3] ;
Για να απαλείψουμε τους όρους που οδηγούν σε προσωρινούς όρους από την ol"del"3E<lrhs,
χρησιμοποιούμε τον expRuIel[i] για να μετασχηματίσουμε τους όρους που μετατρέπουν τους όρους
μικρού διαιρέτη σε προσωρινούς όρους, υπολογίζουμε τα διανύσματα τα ανάλογα με το F! "'ί Το και
λαμβάνουμε:
ST2l =CoefC.icient [0I'der3Eqrhs / • expRu1.el [Ι] , ΕχΡ[Ι ωι Το]] ;
. ST21 /. displayRule
ΙU:z (2 (ο)ι'" (0)2)......








Έτσι, απαιτώντας οι ST2l και ST22 να είναι ορθογωνικές στα συστατικά της cclenVec, προκύπτουν
οι συνθήκες επιλυσιμότητας :
SCond2 = {E.xpand.(ccleftVec ([Ι]] • ST21] == Ο,
E.xpand[ccleftVec[(2]] .ST22] == Ο};
SCond2 Ι" displayRπle
r 852 Atιut Αι 552 AtAt 252 ΑιΑ2 Α:Ζ{-2 Ι (Ο2Αι) ιuι ... -~----- -----... == ο,
'- ::.;~ .; 2 ιuι ... (0)2)ω2 "2 ιuι ... ω:Ζ) ΙUι <: 2 (ο)ι ... (0)2)
252 Αι Α2 Αι ,
-2 Ι "D2A:z! :.)2 ... == ο>
(0)1 "2 (ο)ι ... {ύ2 ) J
ή
SCond2Rulel= Solve[SCOnd2, {A~O,l)[Tι, Τ:ι], AjO,l) [Τι, Τ:ι]}] [[Ι]];








Επανασυστήνουμε την SCond2RtIlel και την SΙ'οnd2RuΙeΙ και λαμβάνουμε:
modnEq=
Table[2 Ι ~ Άt,' t {i., 2}] ==
(Table(2 Ι ~ dt[1J ( Ac [Τι, Τ2]], {k, 2}] /. SCondlRulel /. SCond2Rulel / /
Expand) / / Thread;
moduEq /. displ.ayRule
r , ΙΤ .. - 6 52 :2~ ωι Αι 5 52:2 Α! Αι 2 52 0:2 Αι Α2 Α212 Ι ωι Ai == 2 ε ι δ: Α:ι Αι + ~ + ----- + ,
, (ο)Ζ (2 ωι ·Ηι12) ω2 (2 ωι + ω2 ) ωι r; 2 ωι + (2)
252:2 Α Α Α
2 Ι ω:;: Α2 == ε-Ι Τι .. δ e ~ + 1 2 Ι1
(ο)ι (2 ωι +~) J
Αυτές οι εξισώσεις παράγονται από μία Λαγκραντζιανή επειδή:
Coefficient[DιOιduEq[[l, 2J], Αι[Τι , Τ2 ] λ:[Τι, Τ2] Α2[ΤΙ, Τ2]]­
Coefficient[modnEq[[2, 2]], Αι[Τι, τι] ~[Tι, T2J Αι [Τι, T2J] == 0/.








Επομένως, η μεταχείριση της πρώτης-τάξης εκδοχής των κυρίαρχων εξισώσεων δίνει συνεπή
αποτελέσματαχωρίς αιωρούμενες(floating) σταθερές.
5.2.3 Πρώπις- Τάξης Μιγαδικών- Τιμών Σύστημα
Σε αυτή την ενότητα. δείχνουμε ότι η μεταχείριση μιας πρώτης-τάξης σύνθετων-τιμών εκδοχής των
κυρίαρχων εξισώσεων δίνει συνεπή αποτελέσματα χωρίς αιωρούμενες (floating) σταθερές. Ξεκινάμε
με το μετασχηματισμό της δεύτερης-τάξης μορφής ΕΟΜΙ των κυρίαρχων εξισώσεων σε ένα σύστημα
από πρώτης-τάξης σύνθετων-τιμών εξισώσεις μέσω εισαγωγής ου μετασχηματισμού:
transfRnle = {u;\:_ [t] -> ζ:k. [t] + ζ:k. [t] , u;\:_' [Ι] -> I!ItL (ζ:k. (Ι] - ζ:k. [tJ)};
Τότε, ορίζουμετις εξαρτημένεςμεταβλητές:






Έπεται από την ΕΟΜ Ι ότι η επιτάχυνση δίνεται από:







-ωι αι [t] - Ι uί [tjζι[t]-+- ,
2 ωι
r -(ι)2 u:;:[t] - Iu2[tj 1
ζΗt] ..... - /
2 ω2 J
r r -ωι ut[tj + Ι uί ίι]jζ1Lt j-+- ., ,
, L ωι
Αντικαθιστώντας την transf'Rnle στην depVar και επιλύονταςγια τις nInodcs, λαμβάνουμε:
zetaRule =Solve[depVar == (depVar /. transfRnle) / / Thread, n.modesJ [[1] J
Τότε, παραγωγίζοντας τις εξαρτημένες μεταβλητές στον zctallule και χρησιμοποιώντας τον
transfΊIIJle και την acccIeration, μετατρέπουμε το σύστημα των δύο δεύτερης-τάξης εξισώσεων,








ζιι' [Ι} == (D[ζ;t[t) /. zetaRu1e, t}
Expand} , /@ {Ι, 2}
..







Ι δ ζι [t] ζ2[tJ Ι δ ζ2[t] ζι [tJ Ι δ ζι[tJ ζ2 [tJ Ι δ ζι [tJ ζ2[tJ
Ι {Ι)Ι ζι [tj - - ------
~ ~ ~ ~
,Ιδζι[tj2 Ιδζι[t]ζι[tj Ιδ ζι [t j2 }
ζ2[tJ -- ... 111)2 ζ2[tJ - - ----
2~ ~ 2~
Για να προσδιορίσουμε μια δεύτερης-τάξης ομοιόμορφη ανάπτυξη της λύσης της ΕΟΜ3
χρησιμοποιώνταςτη μέθοδο των πολλαπλώνκλιμάκων,αναπτύσσουμετα ζ και ζ κατά τη μορφή:
solRu1.e= {ζi_ -> (sua[ej ζi.,j[Η1, 112, ,t.13], (j, 3}J ,),
ζi_ -> (sua[e j ζi,j[t1Ι, t12, t13], Ο, 3}J &)}:
eq523a = (EαC /. mn1tiSca1es /. solRu1.e /1 E:xpandλl.1) /. εη_!;η» -:> ο;
Εξισώνονταςτους συντελεστέςτων ίδιων δυνάμεωντου Ε, λαμβάνουμε:
eqEps = Rest[Thread[CoefficientList[Subtract Μ Η, ε} == Ο}] & /@ eq523a 1/
Transpose;
Για να τοποθετήσουμετον γραμμικό τελεστή από τη μια πλευρά και τους μη-ομογενείςόρους από την
άλλη, oρtζoυμε:
έ!qOrder(i_] : =
(R[[l]J '/@ eqEps[[l]] Ι. U,-.k_.l->Uk,~) ==
(#[[1)] , Ι@ eqEps [[1) J Ι. u_k_,l -> Uk,i} - (Η [[1)) & /@ eqEps [[iJ J) / /
Thread
Χρησιμοποιώνταςτην cqOnJcι-[i1 και τον dispI~tyRuIe, ξαναγράφουμετην eqEps κατ' έναν ακριβή
τρόπο ως εξής:
eqOrder[l) /. displayRule / / TableFona
eqOrder[2) Ι. displayRnle Ι Ι Tabl.eFona
eqOrder(3) Ι. displayRule / Ι Tablel'ona
Ώαζι.ι - Ι (ι)ι ζι.ι == Q
υαζ2.Ι - Ι ':'12 ζ2.1 == Ο
Dcζι.3 _ r ωι ζι.3 =_ -:Dι ζΙ,2) _ Ω2ζι,ι _ Ι5 {t,l (1,1 _ Ι δζΙ.1 '4,2 _ ι !(:;.:i:{1.1 _ ι" f:;.l ζι.: _ .::1 {1.2 ζ~:.1 _ r, (1.;' {1.1 _ 15 (:1,1 t.a.4. _ !Ι{Ι,l ζ7:.2
~ ~l ~ ~! ~! ~ ~ ~
~ζ:.a-Ι;.): ζ~.3 ==-ίDιζl.~) -D;.ζ~.l- I5(1~~(Ιι~ _ I!(Ι~{lΛ _ I&(1:~ζl.2 _ 15{1~~ζΙ42
• Πρώτης-Τάξης Εξισώσεις
Καθόσον οι e<IOnler[J] είναι ομογενείς, μπορούμενα γράψουμε τις λύσεις τους ως εξής:
3011 =
Τabιe[{ζL,~-,>~ctiοn[{I'{), T~, Τ'2}, A,,[T~, Τ2 Ι Bxp[Ifι);, ΤοΙ /1 EvaluateI,





Αντικαθιστώντας την πρώτης-τάξης λύση στις δεύτερης-τάξης εξισώσεις, τις e(lOrder[2J, έχουμε:
order2Eq =eqOrder{2] Ι. s.011;
order2Eq Ι. disp1ayRule
, ιεΙΤΟ"Ι+ΙΤIΙ'"2δΑ A~i Dοζι,2 - Ι {Ι)Ι ζΙ,2 == _ε1Το '"1 (DtAt) _ ι ..
C ωι
Ι ε-ΙΤ()"Ι+ΙΤΟ"::Ζ δ ~ Αι Ι εΙ το '"1-1 Το '"2 δ Αι Α2 Ι ε-Ι το '"ι-Ι το "2 δ Αι Α2
~ ~ ~
Ι ε2ΙΤο "Ι δAt ι δ Α. Α Ι ε-2ΙΊ() ..ι δ ~Dοζ::Ζ,2 - Ι ω::Ζ ζ2,2 == _εΙΤΟ"::Ζ {Dl~) - ... - Ι Ι - 2 }
L ω::Ζ ω::Ζ {ι)::Ζ
Μετατρέποντας τους όρους που παράγουν όρους μικρού διαιρέτη μέσω χρήσης του expRulel και
κατόπιν απαλείφονταςτους όρουςπου οδηγούνσε προσωρινούςόρους από την order2Eq, προκύπτει:




(Ι,Ο) (Ι,Ο) }]SCondlRulel=So1.veSCondl I Αι [ΤΙι ΤΖΙ, ΑΖ [Τι, ΤΖ] '[[1]):
SCond1Rule11 • displayRn.le
Αντικαθιστώνταςτις S('ondlRlIlel και eχρRuΙe3στην order2E<t. προκύπτει:
order2E.qιι.=order2Eq Ι. SCond1Rule1/. expRule3;
order2E.qιι.Ι . displayRule .
r ιεΙΤΟ"Ι+ΙΤΟ"2δΑιΑ::Ζ ιεΙΤΟΟΙΙ-ΙΤΟ'"2δΑιΑ2 ιε-ΙΤΟ"'!-ΙΤΟ"2δΑιΑ2
i D()ζΙ,2 - Ι {Ι)Ι ζΙ,2 == - --------
. ~ ~ ~
1δΑιΑι 1ε-2ITO"ΙδA~Ώο ζ:Ζ,2 - 1(ι)2 ζ2,::Ζ == - -. }ιu:ι: 2 ω::Ζ
Μετατρέπουμε την order2E(lm σε ένα σύστημα από συνήθεις διαφορικές εξισώσεις και λαμβάνουμε
τις ειδικές τους λύσεις ως :
so12p =DSolve[ord.er2Eqιa Ι. ζL_,2 -> (ζi.2 [ff11 '). {ζΙ,2 [Το], ζ2,2 [Το]}, Το][ [1]] ι. C[_] -> ο;
expRnle4 = Exp[a_) :> Exp[Expand[a]];
Γράφουμετη δεύτερης-τάξηςλύση σε μορφή συνάρτησης,ως εξής:
5012 ..
Table({ <i,Z -> !'αnction({To , Τι, :!υ. (sol.2p{[i. 2] J 11 Kxpand) Ι. eJφRnle4 11 EνalτιateJ,
ζi,Ζ -> Function[ {Το, Τι. Τ:}, (sol2p[[i, 2]] Ι f Expand) f. expRnle4 f. conjuqateRule f / Evaluate]},



























r ; E'.ITG·ι~IT!!,,:z δΑι Αι
"ί ζι" -+ Functionl{To, Τι, Τ,}, - -------
;.)ι (2 ωι ~ (,)ι)
2. EITo"l ;.ΙΤο":. δ Αι Αι EITO"l-!To"z δ Αι Α2 2 ΕΙ το "Ι-!ΤΟ "2 δ Αι Αι Ε-ΙΤΟ ..ι-Ι ΤΟ ":. δ Αι Αιι
--------.... ~ + ,
;.)2 (2 f.ι)ι ;. ωι ) :.)ι (2 ωι + (,)2 ί "'2 (2 (iιι + (il2) :.)ι <; 2 ωι + (2) j
EITO"l~T!I.:z δΑ Α ε-ΙΤο·ι+ΙΤο"Ι δΑ Αζι,ι-+Functiοnf{το, Τι, Τ2 }, , . ,ι :Ζ + '. 2 Ι +
- :.>ι Ι,2 οι + (il2! ωι 1,2 ωι + (2)
2 ε-Ι το ""ι +Ι Το ":Ζ δ Α:Ζ Αι Ε-Ι Το"ι -Ι το ":Ζ δ Αι Α:Ζ 2 ε-Ι το "l-ITo ":l δ Αι Α:Ζ 1
(ι)2(2ωι+ω2) (ι)ι(20ι+(iι2) (ι)2( 20ι+ ωι) J,
[
2δωιΑιΑι δΑιΑι ε-'ΙΤο •ι δAi 1ζ2,2-+Funetiοn {Το, Τι, ΤΖ }, + + Ι,~ (2 ωι + (iιΙ) ω2 (2 ωι + (il2) 2 (,12 (2 (,11 + (iI:z) J
• ΤρΙτης-Τάξης Εξισώσεις
Αντικαθιστώντας τις πρώτης- και δεύτερης- τάξης εξισώσεις στα δεξιά μέλη των τρίτης-τάξης
εξισώσεων, των cqOrdcr[3J, λαμβάνουμε:
order3Eqrhs =Expand[# [[2]] /. 3011 /. so1.2J " 10 eqOrder[3J;
Μετατρέπονταςτους όρους που παράγουν όρους μικρού διαιρέτη και απαλείφονταςτους όρους που
παράγουνεγκόσμιουςόρους στο ζί,] από την or(lcr3Eqrhs απαιτούνταιοι ακόλουθεςσυνθήκες:






$COnd2Rulel:Solve[SCond2, {AiO,l) [ΤΙ, Τ2], Ν°'Ι) [Τι, T2]}][[1]];
SCond2Rulel Ι . displayRule
• Επανασύσταση
Επανασυστήνουμε τις SCοndlRιllcl και S(~οnd2RιιΙcΙ και παίρνουμε:
moduEq =
Table[2 I~~', {k, 2}] ==
(Table[2 I~dt[lI[~(Tι, Τ;Ζ]] , {ί, 2}J /. SCond1Rulel /. SCond2Rulelll Expand) /1 'l"hread;
moduEq Ι. displayRule
5.3 ΗΜέθοδος των Κανονικών Μορφών
Για να εφαρμόσουμε την μέθοδο των κανονικών μορφών, είναι βολικό να αρχίσουμε με την πρώτης­
τάξης μιγαδικών τιμών μορφή ΕΟΜ3 :
121
Ι δ ζι[t] (2 [t]
Λγγελος Χιώτης
Διπλωματική Εργασία
Ε(Ι43 = {ζί[Ι] == ι ωι ζι[Ι] _ Ι δ ζι[Ι] ζ2 [Ι} _ Ι δ ζ2 [Ι] ζι[t] ι δ ζ1 [t] ζ2[t]
(.οΙι ωι ι.ιι
Ι δ ζι[ι]2 Ι δ ζ1 [t] ζι[Ι] Ι δ ζι[t]:l}(2[t]==- +Ιω:ζ2[t}- - :
211)2 ω: 2 ω:ι
των κυρίαρχων εξισώσεων. Τότε, σύμφωνα με τη μέθοδο των κανονικών μορφών, εισάγουμε τον
σχεδόν-ταυτοτικό (near-identity) μετασχηματισμό:
basicTenas = Table[ {η:ι: [t] , ηι-. [t}}, (k, 2}) JJ I'latten
{:lι[ι], ίϊι[Ι], rι2[Ι], η2ίΙ]}
zetaRnl.e. {ζi_ ->~tiOn[t,Elli[t] +SU8[~.J.hi.j[5equence.. basicTenιs), {j, ~n} 11 Evaluate},
ζi_ -> Function{ t, Ε ϊϊ. [t] .. Suιa[E j •t hi,j [Seque.nce Μ basicTenιs], {j, 2}] 11 Evιι.luateJ}
{ζi...-+Functiοn[t, EI1i[t] ... e~hi,l[I1l[t], iit[t], 11;[t], iizl t ]] ... e3hi,2[I1l[t], iit[t], 1l2lt], ii2lt]JJ.
ζi_-+Functiοnίt.eiii[t) +e2 fii • t [I1lI t ], iit[t], !1:zlt], iizI t ]] +e3 fίi,:zlrιt[t], iit[t], I1z[t]. i'iz[t]JJ}
το οποίο έχει ως αποτέλεσματις απλούστερεςδυνατές εξισώσεις :
etaRnle = 11,_' [Ι] -> Ι Iίti. 11, [Ι] + Sma [ε] <1i,j [Ι], {j, 2})
IlΙ [ι] -t' Ι ωi Ili. [t] .. e g-i,l [ι] .. e2 q-i.2 ί t]
όπου η άνω παύλαυποδηλώνειτο συζυγές μιγαδικό
conjuqateRule= {ιι -> q, q-> 11, <1->q, q ->q, Coιιιpl.ex[O, .n_] ->Coιιιplex[O., -n]};
Αντικαθιστώνταςτην ανάπτυξη του ζi, τον zetaRule, στην ΕΟΜ3, χρησιμοποιώνταςτον etaRule,
αναπτύσσονταςτο αποτέλεσμαγια μικρό ε, και αμελώνταςόρους τάξης μεγαλύτερηςτου ε 3, έχουμε:
eq53a = (iDC Ι. zetaRn1e Ι. etaRnle Ι. (etaRu.le Ι. conjuqateRule) 11 Expandλll.) Ι. Ε,υ;Ω>] -:> ο;
• Δεύτερης-Τάξης Εξισώσεις
Συλλέγοντας τους συντελεστές του ε 2 στην eq53a, προκύπτει:
order2expr =eoefficient [Subtract Μ 11, ε2J ' /@ eq53a.;
Για να προσδιορίσουμετους όρους συντονισμών στην order2expr, σημειώνουμεότι όλες οι πιθανές
μορφέςτων μη-ομογενώντης όρων είναι:
possible(]Te:nιιs=OUter (TiJιIes, basicTe:nιιs, basicTe:nιιs] 1/ 1'1at ten / Ι 1Jnion
{l'Iι [ι] 2, rιι [ι] '12 [ι], 112 [t]~, ΤΙΙ ίι] ηι [t] ,
I1z[t] iil[t], iillt]Z, !lt[t] ii2[t], Ι12[Ι] Ιϊ2[Ι] , ηιίΙ] η2[ΙΊ, ηΖ[ι]Ζ}
Έπεται από τα γραμμικά τμήματα του etaRule ότι στην πρώτη προσέγγιση:
[o:nιι= {l1i_[t] _>EI'"i\ iii_[t] _>E-1,"i,r}:
Έτσι, οι πιθανοί όροι συντονισμώνδίνονταιαπό:
ResonantQTenιι[l]= (χ-Ι "1.. possihleQTenιιsΙ. [onιι Ι. liIoz -:> 2 tίIt Ι. Ε- t -> Ο) possihleQTenιιs11 Union /Ι
Rest
ResonantQTenιι [2] = (Ε-Ι "2 t possihleQTenιιsΙ. f onιι Ι. 6)ι -:> ~ fιI2 Ι . Ε- t - .. ο) possibleQTenιιs11 Union f Ι
Rest
{l1lltj2}
Κατόπιν, οι όροι μη-συντονισμούκαι οι σχετικοί με αυτούς συντελεστέςμπορούννα οριστούνως:
J>o[NΉQ'l'[i] =Complement[possibleQTe:nιιs, ResonantQTe:nιι[i]];
































(Eva.luate(coeffsQ(i] •NWΣ'[i] / •
Thread [basi.CΤenιιs-> {i11, Fr'2, ff3, Π4}]] &),
hi.l ->
(Eva.luate[coeffsQ[i] .NROT[i] /. conjuqateRu1e /.
Thread[basicTenιιs->{m, 112, ff3, ff.4}]] &)}, {i, 2}) // Flatten;
Αντικαθιστώντας τα hi,J στην order2expr, εξισώνοντας τους συντελεστές των πιθανών όρων μη­
συντονισμούμε το Ο, και επιλύονταςτις προκύπτουσεςαλγεβρικέςεξισώσειςως προς r iJ, παίρνουμε:
coeffsQRul.e =
Tabl.e [Solve (Coefficient (order2expr( [i]] /. hFormQ, NRQT(i]] == 0// Thread,
coeffsQ [i] ] [[1]], {i, 2}] / / F'l.atten
r δ 5
ifl.l~O, Γι.~~ ---, Γι•• ~O, ΓΙ.$~σ, ΓΙ.δ~ --, ΓΙ.ϊ ....,0,
. ~- ~-
δ δ
ΓΙ.2 ~ Ο, Γι.! -+ , Γι.!; ~ Ο, Γ~.ι ...... Ο, Γ~.2 ~ Ο, Γ2.2 ...... -:;,
(,)ι \2 (Ι)Ι +fU2) ωΖ
Γ~ ....... o, Γ~.1~O, Γ2.!;--!'Ο, ΓΖ.$...... δ , Γ~.δ ...... O, Γ2.Iι ...... α1
• 2 {ι)2 (2 ~ ... (ι)2) J
Χρησιμοποιώντας αυτούς τους συντελεστές, ξαναγράφουμε την hFormQ ως εξής:
hSolQ =
Tabl.e [hi ,1. [5equence @@ basicTenιιs] ->
(hi.~[Seqnence@@ basicTenιιs] Ι. hFormQ /. coeffsQRul.e), {i, 2}]
r r - '. - _] δ ΙΊΙ [t] l'12[t] δ ΙΊΙ [t] ii2[tj δ iit[t;., η2 [t]
,ht •t ll'1t[t], =Ίιι t ], :'1z[t] , IΊ2Lt] ....,- ... ... ,
l (,)ι (ι)~ ;.)ι '(ι)~ (,)ι (2 [ι)ι ... ,(ι)~)
[ - ί δ l'1l[t] ϊϊι [t] δ ηι [t]z }h2.t ΙΊι [t], ηι [t], !Ί~ [t], !Ί:Ζ [t] J ...... . '" .ω: 2ω2 (2ωι+~) .
ή, σε καθαρή συναρτησιακή μορφή, ως εξής:
hRuleQ=
Tabl.e[
{hi,~->(Eval.uate[hSOl.Q[[i,2]] I.Thread[basiCΤenιιs->{i11,f12, ff3, ,1t4}}] &),
δί,~ ->
(Eval.uate [hSolQ [[i, 2]] Ι. conjuqateRule / •
Thread [bas.icTenιιs-> {i11, Fl2, Π3, Π4}]] &)}, {i, 2>] Ι,.' l'latten;
Επιλέγουμετα gi,l έτσι ώστε να περιορίσουμετους όρους συντονισμούστην onler2expr σύμφωναμε :
qRuleQ =
Table(








Συλλέγοντας τους συντελεστές του ε 3 στην ('(J53a και χρησιμοποιώντας τους hRuIeQ και gRιιleQ,
έχουμε:
order3expr =
l~p{Coefficient[St1btract @Ο Η, ε3 ] " eq53a] Ι. hRu1eQ Ι. gRn1eQ Ι.
(gRuleQ Ι. conjuqateRule) 11 Expand;
Οι μη-ομογενείςόροι στην order3expr είναι ανάλογοιμε :
possibleCTenιs = Outer{TiJ8es, possibleQTenιιs, basicTenιιs] Ι Ι l'latten 11 Union
( 2 Ζ· • Ζ 2. Ζ- - •ι:ιι[t] , I1t[t] I1z[t], rιι [t] rι2Lt ] , rι2 [t] , rιι [t] rιι [t], Ill[t] I1Ζ [t] I1tlt],
11.Ζ[ι]2ηι[ι], I1l[t] ηι[ι]2, Ι1:ΖίΙ] ϊϊι[ι]2, η1.[ι]3, Ι\ιίι]2η.Ζ[Ι],
I1t[t] I1:z[t] η2[Ι], I12[t]2ii.z[t], Ι1ι[Ι] ηι[ι) ii2Et], rι:zίΙ] ii1[t] η2ίΙ],
ηι [Ι] 2 η:Ζ [t], 11ι [t] η.Ζ [t] 2, rι2 [t] Ϊi2 [Ι] Ζ, ηι [t] Ϊi2 [ι] 2, Ϊi2 [t] 3}
Κατόπιν, προσδιορίζουμε τους όρους συντονισμού σύμφωνα με:
ResonantC'l'enιι.{l] =
(Ε- Ι "1. t possibleCTeπιs Ι. [onιι/. ~ -> 2 ωι Ι. Ε- t -> ο) possibleCTenιιs11 Union 11
Rest
{!'Il[t] Ζ ηι [t], 111 [t] Ι12 [t] η2 [t]}
ResonantCTenιι.[2] =
(Ε-1 "2 t poss.ibleCTenιιs Ι. [onιι Ι. ωι -> ~ ω2 Ι. :g-t -> ο) possibleCTenιιs11 Union 11
Rest
[rιt[t] I1z[t] iit[t], !'I2Et ]2iiz[t]}
Τότε, οι όροι μη-συντονισμώνκαι οι σχετικοί με αυτούς συντελεστέςδίνονταιαπό:
Do (NRCT[i] =COI1Iplement [possibleCTenιιs, ResonantCTenιι [iJ] ;
coerrsC[i] = Tab1e[A;..j, Ο, Lenqth[NRCT[i]]JI, {i, 2}]




(Eva1uate{coeffsC[i].NRCT[il/. Threa.d[basicTenιιs->{t11, ΗΖ, tf3, tf4}]1 &},
hi ,2 ->
(Eva1uate [coerrsC [i] .NRCT[il/. conjuqateRu1e Ι.
Thread (basicTenιιs-> {ff1, Fr2, ff3, tf4}] J &)}, {i t :2}] 11 l'1atten;
Αντικαθιστώντας τα ΙΙί.2 στην ΟΙ'der3e~φr, εξισώνοντας τον συντελεστή κάθε δυνατού όρου μη­
συντονισμούμε το Ο, και επιλύονταςτις προκύπτουσεςαλγεβρικέςεξισώσειςως προςΛίJ, παίρνουμε:
coe ffsCRule =
Table(Solve [Coefficient [oroer3expr[ [ι.]] Ι. hFormιC, ΝRCΤ[i.]] == 011 Thread,


























, δΖ (ι)ι + 52 ω~ 5Ζ - 5 52 (,)Ι - 3 52 ω:<
j 1Ι.ι • ι -+ - ~ ~ .., 1Ι.ι.a -+ , 1Ι.Ι.7 -+ - ~ ~ ,
, 2 ωι ~ (2 ωι + ι.ι>:lί (ο)ι (o)~ (2 ωι + ω2 ) 2 ωί ~ (2 ωι + {ι}:< )
52 52 _ 52 ωι - 52 {ι}Ζ
1Ι.Ι.9.... , 1Ι.Ι.Ι:Ι -+ - , ΛΙ• Ι5 .... - ~ ~ ,
4 ωΙ ω2 (2 ωι + (2) ωΙ ω2 (2 ωι +ωΖ) ωι ω2 (2 ωι ... ω:Ζ)
52
Λι.2 -+ Ο, 1Ι.Ι.Ηί .... Ο, Λι•• -+ Ο, 1Ι.ι Ι7 -+ - ----------
• ωιω2 (ωι+ω:Ζ) (2ωι +ω:Ζ)
52
Αι. 5 - Ο, ΛΙ • Ι8 -+ Ο, Αι.ιο -+ Ο, ΛΙ.8 -+ Ο, Λ1.6.... , 1'11.1Ι-+ Ο,ωj (ωι -(2) r.>2
Χρησιμοποιώντας αυτούς τους συντελεστές, ξαναγράφουμε την hFormC ως εξής:
hSolC =
Table[~,2[Sequence Μ basicTenιιs) ->
(hi ,2[Sequence Μ basicTenιιs] Ι. hFonaC Ι. coeffsCRu1e), {ί, 2}]
r [_ _ 152ωι+δ2ωΖ) rιl[t]a δ2 ηι[t] 112[t]2
tht.2 l1ι [t], I1l[t], :)2 [t] ι :)2 [t]] -+ - ... +2ωt~ (2ωι +(2) ω1~ (2ωι+ ω2)
δΖ Ι'Ι2[t]Ζiiι[t] i:-552r.>ι-3δ2ω:Ζ:J :)t[t] iit[t]2 δ2 i1ι[t]:1
Ι
Ι • _ _. δ2 l1ι [t] 2 I'I2[t]h2.2l l1ι [t], I1l[t], rι2 [t], Ι'Ι2 [t] j .... -~~::-----­
{ι)Ι ω2 (2 ωι ... r.>.,)
52 I1l[t] iitLt] ii2Lt] δ2 ηι[t)"'ii:Ζ[t] 1
~ . . rωι ~ (2ωι +ω2) "'2 (ωι ... ω.,) (2ω1 +ωι) J
...
δΖ I1l[t]" ii.,[t]








(Evaluate[hSolC[[i, 2]] Ι. Thread[basicTems-> {ff1, ff2, Π3, Π4}]] &),
(Evaluate[hSolC[ [ί, 2]] /. conjuqateRule Ι.
Thread[basicTerms-:> {ff1, ff2, ;1:3. ff4}]] &)}, {ί, 2}] // Flatten;







gi,2 [t] -> - Coefficient [ordιer3expr[[i} } , ResonantCTena [i} } •ResonantCTena [i} ,
{i,2}]
'~2 ~-
r, (21δ~ ,15} 2 - Is~rιt[t,l !'1Z[tj l'IZ[t]~ql.:z[t] ~- ---_ +' rιt[tj !'1t[t] - ,
, \ (ι)ι{ι): 2 {ι)ι ΙΙΙ:Ζ (2{ι)Ι+{ι):Ζ) ωt(2{ι)Ι+{ι):Ζ)




2 Ι !ή g-1 <>χ t. (.l1ι: [t] - (l'Ik' [tJ Ι. etaRule Ι. qRuleQ Ι. qRu1eC» == () Ι.
{1'Ι;ί_ -> (Ά.;,ΙI1] gI '":i'" '), ii:i.__ > (Ai[H] g-1 '":i #' ,)} Ι.
Ex.p[a_} :>Exp[a/. !l}2->2!it).+E2 o//Expand] I/ExpandAll, {Σ, 2}]









, -,' 21' SlIl(t]lI2(t] Sl'll(t]1'I2[t] 5Il2[t]r;t(t] 5I'1lLtjii2[t]
e 1,l'Il[t] + I'Illt] ,Ι + e - + + +
, ΙΙΙι ΙΙΙ:Ζ {ι)ι (2 ΙΙΙι + (ι):Ζ) {ι)ι {ι)2"'Ι ΙΙΙ:Ζ
δ ήι [ t ] η:Ζ [t] .. 5 η ι [t] r; 2(t] ') + =::1 f' 52 :)ι (τ: j :1 _













• 2 2 \ --(-5 (ι)ι- δ ΙΙΙ:Ζ) 112 [t] '':lι [t]
ωt~ ( 2ωι+ω:Ζ)
152ωι .. 52 ω:ΖΊ ηι [ tJ 3
'. .l
δ2 !1ι [t] =12 (t] 2
{ι)ι ~ (2 ωι + (2)
+
, 2 2' a
:, δ {ι)ι + 5 :'>2,I!ΊΙ [t]
2ωt~ (2{ι)Ι+{ι):Ζ)
i -552 ::.>ι - 3 52 {ι)2:1 IΊl[t]2 iit[t] 52 112[t]2 iit[t]
--------,-------+---:------2ιιιt~ Ι, 2ωΙ+{ι):Ζ) ωt (ωι-ζι):Ζ):'>2
-5δ2ωι-352ω:Ζ) :)t[t] iit[ tJ 2 S:Ziit[t]:1
Η.-2 σ - 2δ:Ζe2{ι)ιΑι[t] A:z[t] A:z[tj2Ε - Se A2rt]Atrt]- :1 _ +2Ι{ι)ιΑ1[t] ==0,
2ωι +ωi{ι):z
- _ 2 δ:Ζ e:Z {ι)2 Αι [t]1\_ [t] Αι rt] }
_E-It;E"aSeAt[t]"_ ....... +2I~A2[t] == Q
2ωt{ι):z+ωι~
Χρησιμοποιώντας τους zetaRule, hRnIeQ και hRuleC, παίρνουμε την ακόλουθη δεύτερης-τάξης
ομοιόμορφη ανάπτυξη της λύσης της ΕΟΜ3 :
solution=Table[uk[t] ==CoΙΙect[ζk[t]+ tk[t} Ι. zetaRnl.e/. hRu1eO/. hRuleC, ε},
{k, 2}]




2 ω-ι a: [Ι]
--------+
ο" ίϊι [1;];':;2 [1;) 02!;ι [1:] 2 ii:z [1:]'j"
... ωl~ (2ωι+ω2) - ~ (ωι+{ι);;:) (2ωι+ ω2), J
oiil[1;j;"j
... ...€




25:,1ι [1;] :;ι [1:]
...
δ;;:!1Ι [1;J;' ii2 ί1:] 52 rιι[1;] !;ι [1:] ii:z[1:J
"ι' Ο!1ι [t]"
-- ..
2 ω~ ι 2 (;Ιι ... ω~ j
" ~, ..c.,
3 ι' 52 l1ι [tJ 2!12 [1;]
e ,ωιω~(2ωι ... ω:z)
{ ai_ ->
(Evaluίite[I1i[t] + Sum[tJ ai,j [Sequence Μ basic'l'erms], {j, 2}] !. t -> t1J &),
Xi,_ ->
(Eva.luate[Ψi[t]+ Sum[eJ Xi . .1 [Sequence Μ basic'l'erms], {j, 2}] Ι. t -> t1] &)};
Αναζητούμεμια δεύτερης-τάξηςπροσεγγιστικήλύση της e(154a στη μορφή:
basic'l'enDs = {Ι1ι[Ι], I'J2 [Ι], fh[t], IP2[t]};
solRule =
127
όπου τα ηί[Ι] και φ;[tj αναπτύσσονται σε δυναμοσειρές στο Ε ως εξής:
eq54a =
D[states, Ι) ==
({ [ι Cos[X1. [t)}, f 2 Cos[X;. [tJ1, r.η _ (ι Sin[X1. [t)],r.η, fι}2 al [Ι] r.η,
fι}2 - f2 Sin[X;.[t]]} Ι. ΙΙΙΤβηυ Ι. transformRule 1/ TrigRednce 11
ίi2[Ι} ωι
Expand) / Ι Thread
{
r' δεCοs[2χι[t)-Χ;.[t]]aι[t]a2[t] δεCοs[2χι[t] +X2[t]] al[t] a2[t]
ίiι[Ι} == - --------------
2r.η, 2r.η
, δ ε Cos(2X1.[t] -X;.[t]] al(t]2 δεCΟS[Χ;.[t]]al[t]2
ίi2[Ι) ==- + --------
4ω2 2fA}2
δ ε Cos [2 X1.[t} + Xι[t] J al [t]2
4ωι
, δ ε Sin[2 ΧΙ [t] -Χι [t]] a2[t] δ ε Sin[X;. [t]] a2[t]
Χι[Ι] ==r.η- -----------
2r.η
δ Ε Sin [2 Χ1. [ t] + Χι [ t] J a2 [t}
2r.η
, . δεSin[2Χ1.[t] -X;.[t]] ίiι[ι]2
X2[t] == ω2 - ------------
4 ω2 a2 [t}
δeSin[2χι[tJ+X2[t]] ίil [t]2}
4CoJ2ίi2[t]
5.4 ΓενικευμένηΜέθοδος της Μεσοστάθμισης
Ορίζουμε ως το μη-γραμμικό τμήμα της ΕΟΜΙ έναν κανόνα μετασχηματισμού. και το διάνυσμα
καταστάσεων (states) ως εξής:
NLTems = {ft ->2 Ε δ ul [t} U2[t}, f 2 -> ε δ ul[t]2};
transCormRu.le= Ui_ -> (ai[ff) Sin[Xi[tt}} &);
::ιtates= {al[t}, a2[t], X1.[t], X;.[tJ};
Αντικαθιστώνταςτους παραπάνωκανόνες στις τέσσερειςπρώτης-τάξηςεξισώσειςπου λήφθηκανμέσω

















D[basicTenas, t] - > {Swa [ε:!. Αι.;. [1'11 [t], 1'12 [t]], {i, 2}] ,
Swa [ε'" A2,i [ηι[Ι] ι 112 [Ι)), {ι, 2}], rη + Swa [ε:ί. tι.:ί.[111 [t], 112 [Ι]], (i, 2)],
ι.i2 + sua(ε' +2,i [1Il[t], Ι12 [Ι]], (i, 2} J} / / Thread
{rιiLt] ~€Al.l[Ill[t], I'I2Lt]J +€2 At,2LI1lLt], 1'12[t]],
η;ίt] -+εΑ:Ζ,ιΙl1ιΙtj, I12[tj] + ε2Α2,2ΙΙ1ιίtj, rι2Ιtjj,
φί[t] -tωι+ε+ι.ι[rιι[tj, rι2[tjJ +e.4:+1 ,2[rιt[tj, 1'12[t]],
φiΙt] -'ΩΖ+ Ε +2.ι[rι1Ιt], 1'12[t]] +e2 +2,2Ιrιι[t], I12[t]]}
Οι συναρτήσεις αΙj και ~.j είναι ταχέως μεταβαλλόμενες συναρτήσεις του φϊ, ενώ έπεται από τον
basicf)Rule ότι τα ηί, και άρα τα Aίoj και τα Φί,j, είναι βραδέως μεταβαλλόμενες συναρτήσεις του t.
Στη δεύτερη προσέγγιση, παραγωγίζουμε τα αί[Ι] καιχ;[Ι] μια φορά ως προς το Ι, χρησιμοποιούμε τους
soIRuIe και basicf)RuIe, αναπτύσσουμε το αποτέλεσμα για μικρό ε, αμελούμε όρους τάξης
μεγαλύτερης του ε 2, και παίρνουμε:
eq54bLHS =
CoefficientList[Expand[H[[1]] Ι. solRn1e/. basicDRnle] Ι. εη-l;η>2 ->0, ε] '/@
eq54a;
Μετά, αντικαθιστούμε τον soIRule στις δεξιά μέλη της eq54a, αναπτύσσουμε το αποτέλεσμα για
μικρό ε, διατηρούμε όρους έως το Ο(ε 2), και ξαναγράφουμετα δεξιά τους μέλη ως εξής:
eq54bRBS=CoefCicientList[5eries[H[[2]] Ι. solRule, {ε, σ, 2)] I/Nonaal, ε] 'Ι@
eq54a;
Εξισώνοντας τους συντελεστές των ίδιων δυνάμεων του ε στην C(j54I}l"HS και στην Ct)54bl{HS,
παίρνουμε:
eqEps= MapThread[Eqnal, {eq54bLHS, eq54bRHS}, 2] I/Transpose I/Rest;
Για να εκφράσουμε την εγγύτητα του 2: 1 εσωτερικού συντονισμού, εισάγουμε την αποσυντονιστική
παράμετρο σ, που ορίζεται σύμφωνα με :
omqRnle= (6)2 ->2 rη + Ε σ};
Έτσι, το σ μπορεί να σχετίζεται με τα ωί από:
sigRnle = Solve{omqRnle Ι. Rule -> Equal, σ] [[1]]
r 2ω1 -ω2'ίσ-+- ~ι Ε J
Για να χρησιμοποιήσουμε τη μέθοδο της μεσοστάθμισης (averaging), ορίζουμε τους ακόλουθους
κανόνες:
psiRule = {φι[Ι] -> rη t+ β1, 'l>2[t] -> 6)2 t + β2};
expRulel = f_ [a_] :> f[Expand[a /. psiRule!. omqRule] ,Ι. ε t -> ιι];





































Κατόπιν, διαχωρίζουμε τους ταχέως από τους βραδέως μεταβαλλόμενους όρους στις πρώτης-τάξης
εξισώσεις, eqEps[[lIJ. Γι' αυτό το σκοπό, ορίζουμε ένα διάνυσμα βραδείας κατάστασης και ένα
διάνυσμα ταχείας κατάστασηςσύμφωνα με :
5'Πυ_ι:= {Al,J[q1,[t], ΣI2[t]], A2,J[q1,[t], qz[t]], tl,J[J11[t], II2[t]],
tZ.;[I11[tj,1I2[t]]}
solVar(j_] : = {dl,JI d2,J ι X1..J' X2.J}




eqEps[ [Ι, i] J ι. Thread[solVar[l] -> (Ο ') J ι. expRn1el/. f_ [_ t + _.] -> Ο Ι.
expRn1e2/. f_[a_l :>f[Rxpand[a]], ~vr[lJ[[iJ]J ([ΙΊ], {i, 4}] I1 Flatten
r . SCGS[2Φ1[t] -Φ2[t]J 1'11(t] 1'12(t]
,At,t(11l(t], 1'12(tJ] -+ -------------
• 2~
δCοsί2φι[tJ -Φ2(t]] I11[t]2
Α2,ι (ΙΊι (t], 112 [tJ] -+ - ,
4 \0)2
. δSinί2φι[tJ -Φ2(tJJ Ι12ίt}
tt,t(IΊl(tJ, 112[tJ] -+- ,
2 \0)1
. δSinί2φι[t]-φΖ[t]] I1l( tj 2 iΦ2,ι[l'Ιι(tJ, !'12(t]j -;.- r
4 Cι>21'12 (tJ ο
ενώ τα ταχέως μεταβαλλόμενατμήματαδίνονται από :
FVTl =Table[Subtract Μ eqEps[[l, i]] /. Thread[solVar[l] -> (Ο ') 1, μι 4}] Ι.
sνrlRule
rδCοs(2φ1ίtJ "'Φ2[tJJ I11(tJ l12[tJ1-------------
• 2 fι)1
δCΟS[Φ2[t]] Ill(tJ 2
SSin[Φ2(t]J 112[t] SSin[2tPl[tj +tP2[t]1 rι2[t]
Cι>1 2 (ι)1
δ Sin[Φ2(tJ] :]1 [t] 2 _ δ Sin[2 Φ1(t] "'Φ2(t] J l'Ιι (tJ 21
2ω2112[tJ 4ω2112(tJ ο
Για να προσδιορίσουμε τη λύση που αντιστοιχεί σε αυτούς τους ταχέως μεταβαλλόμενουςόρους,
χρησιμοποιούμε τη μέθοδο των απροσδιόριστων συντελεστών. Για να το επιτύχουμε αυτό, πρώτα
αναγνωρίζουμετις πιθανές μορφές των μη-ομογενώνόρων. Το αποτέλεσμαείναι:
FVTlFonιιs=
Flatten{Cases[It, (Cos Ι Sin) [a_l -> {Cos[a], Sin[a]}, Infinityl} " /@ F",JTl
{{Cos[2ΙPt[tJ +qJ2(tJl, Sin(2ΙP1(t] +qI2(tJ]},
{CCS[tP2(t]], Sin[Φ2[t]J, Ccs(2tPl[t] "'qI2lt]], Sin[2ΙPl[t] +Φ2(tJJ;'ι
{COS[ΙP2(t]], Sin[ΙP2(t]], Cοs[2φι(tJ +qI2[tJ], Sin[2ΙPt[tJ +qI2(t]]},
{Cοs[φι(tJJ, Sin[IP2[tJJ, Cos[2IPl[tj ... φι[tjj, Sin[2tPl[t] +φι(t]}}}
Το ταχέως-μεταβαλλόμενο συστατικό της πρώτης-τάξης λύσης μπορεί να εκφραστεί ως ένας
γραμμικόςσυνδυασμόςαυτών των μορφών, δηλαδή:




Αντικαθιστώντας τα βραδέως- και τα ταχέως- μεταβαλλόμενα συστατικά της πρώτης-τάξης λύσης. τα
SVTl Rule και "σΙΙRuIe. στις δεύτερης-τάξης εξισώσεις. έχουμε:
{order2Expr = Table [Subtract σο eqEps [[2, i]] /. S\fIΊRnle Ι. sol1Rnle f / Expand / /
TriqReduce, (i ι ο4}];) 11 Tinιi.nq
Table(
solVar[l] [[λ]] -:>
(Eval.uate[sol1rhs[[i]J Ι. Thread[basicTenιιs->{ff1, f!2, ;:;3, !f4}]] &), {i, 4}]
Γ ι' δ Sin [2 tt3 ... t!4 J tt.l t!2 'ι 'l' δ Sin [t!4] t!12 δ Sin [2. tt3 ... tt4] tt.1 :Ζ \1j al ι'" - , ί, a:z. ι ... - , ,
c' , 2 (ο)ι (2 ω1 .. (2) Ι 2 ω1 4 (0)2 (2 (ο)ι + (0)2 ; i















4 (ο)Ζ (2 ωι ... (ο)ι)
2!ι)ι i 2 (0)1 ... (ο)2)
δCοs(2φι[t] ... Ip2[t]] I11(tjZ,






{_ SSin[2qII1[t] ... Φz[t]J !11[t] I1z[t], SSin[ΦzLt]J I11Lt]Z
2 (0)1 (2 (ο)ι'" (ο)Ι) 2 ~
δCοsίΦ2ίtJJ I"Iz[t] SCos[2qIIl[t] "'ΦΖ[t]] Il2[t]
{c[l] COS[2Ip1[t] "'ΦΖ[tJ] +c[2] Sin[2φι[t1 +ΦΖ[t]J.
c(11 Cos[Φz(t]J +0[3] COS[2Ip1[t] "'Φz[t]J ... c(2J Sin(Ipz[t]] +
c(4] Sin(2Φ1(t] "'Φ2[t]], 0[1] caS[ΦΖ[tιι ... c[3] Cοs[2Φι[t] -t-ΦΖ[t]]-t­
c[2] Sin(ΦΖ[t]] ... c[4] Sin[2qII1[t] ",qIIz[t]]. c[l] COS[qIIz[t}] ...
c[3] Cοs[2Φ1[t] "'ΦΖ[t]] +c[2] Sin[ΦΖ[t]] ... c[4] Sin[2Φ1[t]"'ΦΖ[t]]}
Αντικαθιστώνταςτη solH'onn στην eqEps[[II1. χρησιμοποιώντας τον sνΤΙRuΙe. συλλέγοντας τους
συντελεστές τωνl,'VΤΙI,'οrm'i. επιλύοντας την προκύπτουσα αλγεβρική εξίσωση για τους




sollFona [ [i] 1 Ι.
Solve[
CoefCicient[Subtract σο eqEps[[l. i]] Ι. SVT1Ru1e Ι.
solVar[l] {(i]] ->
(Eva1.uate[sollFonιι[[i]] /. Thread [ba.siC'T'enιιs-> {#1, ,t!2, lΓ.3 ι 114}]] &),
FV'Tl!'onιιs[[i]]]== Ο / Ι Thread, coeffsl(i]) [[Ι}], {λ., 4}]
[5.748 Second, Nul1}
Εφόσον αναζητούμεμια ανάπτυξη έγκυρη έως το Ο(ε 2). δεν χρειάζεταινα λύσουμε για τα αί,2 και ΧΙ2.
Αυτό που πρέπεινα κάνουμε είναι να ερευνήσουμετις παραπάνωεκφράσειςγια να προσδιορίσουμετα













order2Expr[ [i]] == Ο Ι. Thread[solVar[2] -> (Ο ')] /' expRulel/. f_ [_ t + _.] -> 0/.
expRnl.e2 /. f_ [.1_] :> f [Expan.d(a]] ι sνΤ[2][[i]]] ι {i, 4}] /1 Fl.atten
[At.zEIll(t], I1z(t]] ~σ, Α::.:: (l1l[t]. Il::[tJ] ~Ω,
,
e δ2 ω~ I1l[t]2 ... 5 δ2 ωι:.l:: ηι [t]2 + 2 δ2 ω~ I12[tJ2
~,2[rtl[tJ, 112[t]] ~- ,8ωtωi ( 2ωι+ ω2)
u
δ2 ηίt,2Φ:Ζ,:Ζ (Ι1ι [t] , !1Ζ [t]] -+_Ι. j }
4ωιωΖ (2ωι+ωΖ)
Έτσι, βρίmcουμε ότι, στη δεύτερη προσέγγιση, η λύση δίνεται από:
eq54c =
{υι [t] ι U2 (t]) ...
(NonιιaJ.[5eries [{ul[t] , U2 [t]) Ι. transforιaRnl.e/. solRule, {ε, Ο, Ι}]] Ι. sol.1.Rule / Ι
TriqBednce / / Expand) / / Thread
ί 2Sin[q)ι[t]] ωιrtι(t] Sin[φι[t]; ω211ι[t] 5eCοs[φι[t] -Φ2[t]] I1l[t] I'I:z[t]
<ut[tJ == + + ...
L 2ωι+ω2 2ωι+ω2 2:.1ιl;2ωΙ"'[ι)2)





U2[t] == -----ζ,)~ (2ωι+ ω2)
2 Sin[Φ:Ζ[t]] ωι 112[t] ... Sin[φ:Ζ[t]] [ι)Ζ rιz[t] Ι
2ωι"'~ 2ωι+ωΖ J
όπου τα εύρη και οι φάσεις δίδονται από :
Ι
aιιιpEqs'OO
basicDRnle[[ {Ι, 2}]] Ι. S\Π1Rnle /. S\Π2Rnle/' psiRnle /. f_ [d_] : > f[Collect[a, t]] /.
Rule - > Equal
r " δ eCosE2 βι - βΖ -t (-2ωΙ+(,)Ζ! ] I'It[tj I1zEtJi!Ίι l t ] "" ,
, 2ωι
,., δεCοs[2βι-β:Ζ-t(-2ωι+ω2)] !1lEt]2)
rt2Lt, ='ΟΟ - }
4 (,)2 '
phaseEqs.=
basicDRule[[{3, 4)]] /. S\ΠlRule/. SVT2Rule/. psiRnle/. f_[a_] :>f[Collect[a, t]] /.
Rule -> Eqnal
r '. δeSin[2βι-Ρ:Ζ-t -2ωι+ω2)]η2[t]{iptltj ='ΟΟ(ι)ι- ---------------
21.1)ι
",2 ,:852 (Uf rιι [tj2 + 5 δ2ωι ω:Ζl1ι [tJ2 + 2 δ2ω~ 112Et] :οι




Σε αυτό το Κεφάλαιο, εξετάζουμε τα μη-γραμμικά συστήματα που έχουν πεπερασμένους βαθμούς
ελευθερίας. Η όλη διερεύνηση περιορίζεται στα ασθενώς μη-γραμμικά συστήματα, και οι
προσεγγιστικές λύσεις λαμβάνονται μέσω χρήσης της μεθόδου των πολλαπλών κλιμάκων. Στην
περίπτωση των ισχυρώς μη-γραμμικών συστημάτων, οι μέθοδοι διαταραχών μπορούν να
χρησιμοποιηθούν σε περιπτώσεις για τις οποίες υπάρχει μια βασική ακριβής μη-γραμμική λύση. Για
τις άλλες περιπτώσεις. γίνεται συχνά προσφυγή σε αριθμητικές μεθόδους και /ή σε γεωμετρικές
μεθόδους για να ληφθεί μια ποιοτική περιγραφή της συμπεριφοράς του συστήματος, περιλαμβάνοντας
και την ευστάθειά του.
Σε αντίθεση με ένα ενός-βαθμού-ελευθερίας σύστημα. το οποίο έχει μόνο μία~γραμμική
φυσική συχνότητα και μία μοναδική μορφή (mode) ταλάντωσης, ένα η-βαθμoύ-ε~θεΡίΛς σύστημα
έχει n γραμμικές φυσικές συχνότητες και n αντίστοιχες μορφές. Ας καταδείξουμε αυτές τις συχνότητες
ως ω/. ω2• ...• ωn και ας υποθέσουμε ότι όλες τους είναι πραγματικές και διάφορες του Ο. Μια
σημαντική περίπτωση συμβαίνει όποτε δύο ή περισσότερες από αυτές τις συχνότητες είναι ανάλογες ή


















Εξαρτώμενες από την τάξη της μη-γραμμικότητας στο σύστημα, αυτές οι σχέσεις αναλογίας των
συχνοτήτων μπορεί να γίνουν αίτιο ώστε οι αντίστοιχες μορφές να καταστούν έντονα συζευγμένες, και
τότε λέγεται ότι υπάΡΧ~~.,~(jωτερικός ή αυτοπαραμετρικός συντονισμό.ς. Για παράδειγμα. αν το
σύστημα έχει τετραγωνικές μη-γραμμικότητες. τότε στην πρώτη τάξη ένας εσωτερικός συντονισμός
μπορεί να υπάρχει αν ω,. "" 2ω, ή ωρ "" ω• ± Wm • Για ένα σύστημα με κυβικές μη-γραμμικότητες. στην
πρώτη τάξη ένας εσωτερικός συντονισμός μπορεί να υπάρχει αν W
m
"" 3ω, ή ω• "" ωρ ±Wm ±ω, ή
W
m
"" ω, ή ω• "" 2ωρ ± Wm ' Όταν ένας εσωτερικός συντονισμός υφίσταται σε ένα ελεύθερα
ταλαντούμενο σύστημα χωρίς απόσβεση (undamped). η ενέργεια που μεταδίδεται αρχικά σε μια από
τις μορφές που εμπλέκονται στον εσωτερικό συντονισμό θα ανταλλάσσεται συνεχώς ανάμεσα στις
μορφές που εμπλέκονται στον εσωτερικό συντονισμό. Αν υπάρχει και απόσβεση (damping) στο
σύστημα. τότε η ενέργεια θα ελαττώνεται (θα υποστεί εντροπία) με το χρόνο καθώς θα ανταλλάσσεται
συνεχώς.
Σε ένα συντηρητικό μη-γυροσκοπικό σύστημα. αν η γραμμική κίνηση είναι ταλαντωτική. τότε η μη­
γραμμική κίνηση είναι φραγμένη. Για ένα συντηρητικό γυροσκοπικό πολλών-βαθμών-ελευθερίας
σύστημα. η μη-γραμμική κίνηση ίσως να είναι μη-φραγμένη και έτσι ασταθής αν υφίσταται ένας
εσωτερικός συντονισμός.
Αν μια εξωτερική αρμονική διέγερση συχνότητας Ω δρα επί ενός πολλών-βαθμών-ελευθερίας
















Ρ και q να είναι ακέραιοι) ενός μονοβάθμιου συστήματος, ίσως να υπάρχουν άλλοι συνδυασμοί
συντονισμών των συχνοτήτων, στη μορφή:
όπου το Ρ και το an είναι θετικοί ή αρνητικοί ακέραιοι τέτοιοι ώστε:
όπου Μ είναι η τάξη της μη-γραμμικότητας συν ένα και Ν είναι ο αριθμός των βαθμών ελευθερίας. Ο
τύπος του συνδυαστικού συντονισμού, που ίσως να υπάρχει σε ένα σύστημα, εξαρτάται από την τάξη
της μη-γραμμικότητάς του. Για ένα σύστημα που έχει τετραγωνικές μη-γραμμικότητες, στην πρώτη
τάξη οι συντονισμοί συνδυασμών που ίσως να υπάρχουν εμπλέκουν δύο συχνότητες επιπλέον της Ω.
Δηλαδή, Ω ::::: ωm + ωk ή Ω ::::: ωm - ωk. Ο πρώτος εξ αυτών αποκαλείται συντονισμός αθροιστικού
συνδυασμού (summed combination resonance) ή συνδυαστικός συντονισμός του προσθετικού τύπου
(combination resonance of the additive type), ενώ ο δεύτερος αποκαλείται συντονισμός διαφορικού
συνδυασμού (difference combination resonance) ή συνδυαστικός συνδυασμός του αφαιρετικού τύπου
(combination resonance of the difference type). Αυτοί οι τύποι συνδυαστικών συντονισμών είχαν
προβλεφθεί θεωρητικά από τον Malkin (1956) και ευρέθησαν πειραματικά από τον Yamamoto (1957,
1960). Για ένα σύστημα που έχει κυβικές μη-γραμμικότητες, στην πρώτη τάξη οι συντονισμοί
συνδυασμού που ίσως να υπάρχουν εμπλέκουν είτε δύο ή τρεις από τις φυσικές συχνότητες επιπλέον
της Ω, δηλαδή:
Προεισαγωγικά Σιόλια
Για να χρησιμοποιήσουμε τη μέθοδο των πολλαπλών κλιμάκων, εισάγουμε διαφορετικές χρονικές
κλίμακες, που τις συμβολίζουμε ως :
Symbolize[To] ; Symbolize[Tl] ; Symbo1ize[T:z];
και σχηματίζουμεμια λίστα αυτών ως ακολούθως:
timeSCales = {Το, Tl, Τ:Ζ};
Σε όρους των χρονικώνκλιμάκωνTn , οι χρονικές παράγωγοι γίνονται:
dt [1] [C'Φr_] : = Smιι [εl. D[e:φr, timeScales [[1 + 1]] ], {i, Ο, ma.xOrder} J;
dt[2] [expr_] := (dt(l) [dt[l] [ωφτ]] 11 Expand} Ι. E-U;l.)-..,.Qrdeτ--> ο;
Στην πορεία της ανάλυσης, χρειαζόμαστε τα συζυγή μιγαδικά των Α και Γ. Τα ορίζουμε
χρησιμοποιώνταςτον ακόλουθοκανόνα:
conjnqateRnle = {Α -> Α, Α. -> Α, Γ -> Γ,Ϊ" -> Γ, Complex[O, .D_] -:>Complex[O, -n]};
Για να αναπαραστήσουμε μερικές από τις εκφράσεις κατ' έναν πιο ακριβή τρόπο, εισάγουμε τον
ακόλουθοκανόνα κατάδειξης:
,jisplaJRnle =
{Derivative[d__ ] [U_i_,}_J [_] ::>
SequenceFonιι[TimesM I.faPlndexed[D::~[[lJJ_l &:, {d}J, 11i,J]'
Derivative[d ] [.4._1._] (__J :>
SequenceF'onιι[Times Μ Haplndexed [D~[[lJJ &, {ci} J, λi], J_ [ __J :> 111.,),




6.1 Εξωτερικά Διεγειρόμενα Γραμμικώς μη-Συζευγμένα Συστήματα
• Σύστημα Εξισώσεων
Θεωρούμε την απόκριση του ακόλουθου δύο-βαθμών-ελευθερίας συστήματος με τετραγωνικές και
κυβικές γεωμετρικές μη-γραμμικότητες σε μία εξωτερική (προσθετική) διέγερση:
eq61a ={
α1~ [t] .. ωi U1[t} .. 2 111 U1'[t} .. D[V[111[t], U2[t]], U1 [Ι}] == F1 COS[O t .. Τι],
1..12" [t] .. ωi 112[t} .. 2112 U2' [t} .. D[V[U1[t}, U2[t]], 112 [Ι] J == 1"'2 Cos [Ο ι .. Τ2]}
{ω~ Ul [tJ + 2 μι uί [t] + u;: [tJ .. V(1.0) [U1 [tJ, U2 [tJ J == Cos [t Ω + τι J Ft ,
ω~ U2 [t] + 2112 U2[t] + U2rt] + V(O.1) [U1 [t], U2 [t] J == COS {tg+ Τ2] F2}
όπου η συνάρτηση δυναμικού V περιέχει τετραγωνικές και κυβικές μη-γραμμικότητες. Η πιο γενική
τέτοια συνάρτηση δυναμικού μπορεί να εκφραστεί ως ακολούθως:
basicModes = {111[t}, 112 [Ι}};
cubicTerιιιs = 1lest[OUter[TiDes, bas.icModes, Π] " basicModes, 2] / Ι Flatten / / UJ1i.on
quarticTenas =OUter[Ti.nιes, basicModes, cubicTerιιιs} 1/ Flatten / Ι υΜon
{Ul[t]4, ul[tl~U2(t],Ul(t12u2(tJ:1, U1(t] U2(t]2, U2(t]4}
potential =
V->
{Evaluate[Sua [δi cubicTerιιιs[[i}], {i, Lenqth[cubicTerιιιs}}}..-
Sua [ai quarticTerιιιs[[i] Ι, {ι, Lenqth[quarticTenιs}}J Ι.
Thread.[basicModes -> un,ff2TJ J ')
y~
(:::14 σ1 + :::13:::2 σ2 + D12 :::22 α3 + Ώ1 :::22 α4 + :::24 σ!; + :::13 δ1+ :::1:1:::2 δ2 +:::1 D22 δ3 + 112354 ίο)
Οι προσεγγιστικές λύσεις ενός τέτοιου συστήματος μπορούν να ληφθούν μέσω της χρήσης ενός
αριθμού τεχνικών. συμπεριλαμβανομένων της μεθόδου των κανονικών μορφών, της μεθόδου των
πολλαπλών κλιμάκων. της τεχνικής Κrylov-Bogoliubov-Mitropolsky. και της μεθόδου της
μεσοστάθμισης. Με αυτές τις μεθόδους. κανείς προσδιορίζει ένα σύστημα από συνήθεις διαφορικές
εξισώσεις (εξισώσεις διαμόρφωσης) που διέπουν τη χρονική εξέλιξη των ευρών και των φάσεων των
μορφών (modes) που συμμετέχουν στην απόκριση. Αν αυτές οι εξισώσεις είναι χρονοεξαρτώμενες,
κανείς συνήθως τις μεταμορφώνει σε ένα σύστημα από αυτόνομες εξισώσεις. Σε αυτό το Κεφάλαιο.
περιγράφουμε πώς η μέθοδος των πολλαπλών κλιμάκων μπορεί να χρησιμοποιηθεί για να
προσδιορίσουμε ομοιόμορφες αναπτύξεις αυτού του συστήματος. συμπεριλαμβανομένων και των
εξισώσεων διαμόρφωσης.
Οι δευτερεύοντες συντονισμοί των μη-γραμμικών συστημάτων περιλαμβάνουν υποαρμονικούς.
υπεραρμονικούς. και συνδυαστικούς συντονισμούς. Ένας ή περισσότεροι από αυτούς τους
συντονισμούς μπορεί να ενεργοποιηθεί με τη παρουσία ή απουσία των εσωτερικών συντονισμών.
Όταν ένας συνδυαστικός συντονισμός ενεργοποιείται λόγω της παρουσίας ενός εσωτερικού


























Για μια συνεπή ανάπτυξη, πρώτα μετατρέπουμε την eq61a σε ένα σύστημα από τέσσερεις πρώτης­
ταξης εξισώσεις. Γι' αυτό το σκοπό, εισαγουμετις δύο καταστασειςVj{t} και V2{t] που ορίζονται από:
vel= {Ul'[t] ->"I.'l[t], Uz'[t] ->vz[tJ};
Αντικαθιστώντας τους όρους της ταχύτητας και της επιταχυνσης, χρησιμοποιώντας τις νεl και
ροtentiaΙ στην eq6ta και συνδυαζοντας το αποτέλεσμα με τη veI, μετατρέπουμε την eq61a στο
ακόλουθοσύστημααπό τέσσερειςπρώτης-ταξηςεξισώσεις:
eq61b ={vel/. Ru1e -> Equu. eq61a Ι . D[vel, t] Ι. vel Ι. potential} 11 Transpose 11
Flatten
{uί[t] ==vt[tJ,
~ ul [tJ ... 3 δι αι [tJ 2 ... 4 αι αι [t] a ... 2 52 αι [tJ uz [t] + 3 α2 u} [tJ 2αι [t] ... δ2 U2 [t] 2.-
2a2Ul[t] uztt]2+<X4U:z[t]2+ 2 iil·..·t[tj +vί[tJ ==C03[tQ+tl] Flt uiι[t] ==Vz[t].
Eizul[tJ2 ... a;zul[tja ... ~U;z[tJ .-2Eiaul[t] Uz[t] +2aaUt[t]2U;Z[t] +3Ei4UZ[tj2+
3a4Ut[t] u:z[tJz ... 4aSU;Z[t]2 ... 2ii:zV:z[tj +V~[t] ",=Cοs(tΩ+τι] F;z}
Αναζητούμε μια ομοιόμορφη δεύτερης-ταξης ανάπτυξη της λύσης της eq61b στη μορφή:
solRule ={Ui_ -> (Suιa[e:J u;',j [!t1, 112, ff3]. {j, 3}] ') ι
Vi_ -> (Suιa[eJVi,j[ff1, tt2, .113], {j, 3}] &)};
και θέτουμε
maxDrder =2;
Οι όροι απόσβεσης και δύναμης (εξαναγκασμού) στην C<I()lb πρέπει να κλιμακωθούν ώστε να
εξισορροπήσουν την επιρροή της μη-γραμμικότητας. Η κλιμακωση των εξαναγκασμών (forcing)
εξαρταται από τον τύπο του συντονισμού. Σε ότι ακολουθεί, εξεταζουμε διαφορετικές περιπτώσεις
συντονισμών.
6.1.1 Ω:::: ω2 και ω} :::: 2ωι
Σε αυτή την περίπτωση, έχουμε ένα συνδυασμό ενός πρωτεύοντος συντονισμού της δεύτερης μορφής,
έναν υποαρμονικό συντονισμό της ταξης 1:2 της πρώτης μορφής, και έναν δύο-προς-ένα (2: Ι)
εσωτερικό συντονισμό. Με σκοπό να φέρουμε τα αποτελέσματα της απόσβεσης, του εξαναγκασμού,
και της μη-γραμμικότητας στην ίδια τάξη, θέτουμε
scalinq= {μ,,_ ->EJI.." Τι->Ε (1,:'2 ->~ f2};
Για να περιγραψουμεποσοτικα την εΥΥύτητα των συντονισμών, εισαγουμε τις δύο αποσυντονιστικές
παραμέτρουςσι και σ2 που ορίζονταιαπό:
Resonancecond = {ω2 =: 2 (ι)1'" Ε σι. Q := ω:Ζ ... Ε σι};
Κατόπιν, ορίζουμε τις ακόλουθες λίστες:
omgRule =Solve[ResonanceCond, {Ω, ?} / J Flatten] [[1.]) , /@ omgList / / Reverse
;'" ,~1 , . ,1 1,{Ω .... e:σι.-Εσ:Ζ+2ωι, ω:Ζ-+ εσι+ 2 (ι1ι}, 'ΙΩ .... εσ2+(ιΙ:Ζ' :.)ι-+- ',-εσι ... ω;ΖJr\2 ) J
Χρησιμοποιώντας τις χρονικές κλίμακες ΤΟ, ΤΙ και Τ2, εκφραζουμε τη χρονική παραγωγο ως :
multiScales = {α~_ [t] -> Ui. @@ timeScales, ιr;._ [t] -:> Vi. @@ timeScales,




Αντικαθιστώντας τις scaIiIIg, nluItiScaIes και soIRIIIe στην (~(I61b, αναπτύσσοντας το αποτέλεσμα για
μικρό ε, και αμελώντας όρους τάξης μεγαλύτερης του ε3 , λαμβάνουμε:
eq611a = (eq61b Ι. scalinq Ι. IIlUltiScales /. solRule 1/ Tric;tΓoExp11 !xpandA11) Ι.
ε,,_{;η>3 _> Ω;
Εξισώνονταςτους συντελεστέςίδιων δυνάμεωντου ε, λαμβάνουμε:
eqEps = Rest [Thread [CoefficientList [Subtract " f1, ε] == Ο] J ,j@ eq611a Ι j
Transpose;
Για να τοποθετήσουμετον γραμμικό τελεστή στη μια πλευρά και τους μη-ομογενείςόρους στην άλλη,
ορίζουμε:
eqOrder[i_J : =
(f1 [[1] J , /@ eqEps[ [1] J /. r "_ -> Q Ι. υ_χ_.ι -> U1: ...) ==
(Η [[1]] , /@ eqEps[ [11] Ι. f "_ -> Ο / . υ_χ_. ι -> U1ι,i) - (ι1 [[1]] , !@ eqEps [ (i]]) ! /
Thread
Χρησιμοποιώνταςτις e()Order[i] και displayRule, ξαναγράφουμετην eqEps κατ' έναν ακριβή τρόπο
ως εξής:
eqOrder[l] Ι. disp1.ayRnle
eqOrder [2] Ι. displayRnle
eqOrder [3] Ι. displayRnle
r. Ζ 1 -IT~2-Iτι 1 ΙΤο2+ΙτιιΏοαιι-νιι==Ο,Doνιι+ωιαιι==-Ε'" [ι ... -Ε [ι,l ., , '2 2
DOU2,t - νΖ,Ι == Ο, Dovz, ι ... ω; uz,t == ο}
,
; Dout, .. - νι, .. == - (Ώιαι,ι) ,,
~ ~ ~
ΟιΙνι.2'" ωί ul," == - (Ώινι.ι) - 3 δ1 ui,1 - 2 52 Ut,1 α2.Ι- 53 U~,l - 2 μι νι,Ι,
DoU2,2 - vz," == - (DtUz,t), Dov.., 2 + ω~ U2.2 ==
'D ) 1 ε-ΙΤσ2-ΙΤ2 f 1 εITo2+Iτ~ Ζ δ 2 25 3" 2 2 '
- '. ιν2.Ι "':2 2'" 2 .. 1.2 - 2 αΙ,1 - a αΙ,1 UZ.l- "\ αι,ι - μ2 ν:Ζ,11
{DoUt,a - νΙ.3 == - (DlUl,2) - Ο:Ζαι.ι, Ώονι,:ι'" ωt"'ι,a ==
- ΙΏινΙ,:Ζ) - Ώ:Ζνι, ι - 4 αι α~.ι - 6 δι "'1,1 αΙ,:Ζ - 3 αι U~,1 α:Ζ.Ι - 2 5Ζ αΙ,Ζ uz,t - 2 α3 αΙ.1 U~,1­
α4 "';,ι - 2 52 αι,ι U2," - 2 53 UZ,l U:z," - 2 μι νΙ,2, DoU2.a - V2.3 == - (Ώι",ι, .. ) - D2U:z,1,
Ζ ", a , .., 2:DOV2.2 + ωΖ U2, 2 == - ',Ώιν2,2! - Ώιν2.1 - α2 "'ι, ι - 2 δ2 "'ι. ι "'1,2 - .ι. α2 "'ι,ι U2,l-
2 :ι }252 υι, .. u:z,t - 3 α4 "'ι, 1 υ2,Ι - 4 αs α2,Ι - 2 δΖ ut,t U.., .. - 6 δ 4 UZ,1 U.., .. - 2 μ2ν2,Ζ
• Πρώτης-Τάξης Πρόβλημα :Γραμμικό Σύστημα
Το πρώτης-τάξης πρόβλημα, e(IOrder[I], αποτελείται από δύο συστήματα από μη-συζευγμένες
γραμμικές μη-ομογενείς διαφορικές εξισώσεις. Έτσι, η γενική λύση του κάθε συστήματος μπορεί να
ληφθεί μέσω χρήσης της αρχής της υπέρθεσης ως το άθροισμα κάθε ειδικής λύσης και της λύσης των
ομογενών εξισώσεων. Για να προσδιορίσουμε τη γενική λύση των ομογενών συστημάτων,
ξαναγράφουμετο ομογενές μέρος της c(ιΟrdel·ΙI]ως εξής:






























,.,l ι.ι10 Ε ι.ι10Κατόπιν, αναζητούμε μια λύση της Iint'arSys στη μορφή Ui,.1 = ΡL.- ι και "Ι! = Q r και
λαμβάνουμε:
expr1 =linearSys Ι. {Ui_.t -> (pgI '"i. ~ ,), Vi_.L -> (ΟΕΙ '"i. ~ ,)} /. Exp[a_J -> 1//
Partition[H, 2] &:
{{ -Q .. Ι Ρ ωι, Ι Qωι+ p~}, {-Q .. ι Ρ ω2, Ι 12 ω2 .. Ρ ω~}}
Τα μητρώα συντελεστών της expr1 είναι:
coefMat = OUter[D, Η, {Ρ, οn &: /@ exprl
{{{Ιωι, -1}, {ω~, Ιωι}}, {{Ιω2, -1}, {(,)~, ιω2}}}
και τα συζυγή τους ορίζονταιαπό :
henιιitian(mat_ ?Ha.trixQ} := mat /. conjuqateRule 1/ Transpose
Έτσι, τα αριστεράκαι δεξιά ιδιοδιανύσματατης coefMat είναι:
rightVec = '" Ι tI [[1] J &: !@ (NI1l.1Space[If][ [1J] &: ί@ coefMa.t)
{{l, Ιω1}, {Ι, Ιω2}}
leftVec = NI1l.1Space[henιιitian[tlJ J [[1] J &: /@ coefMat
{{- Ι (,)1, 1}, {- Ι ω2, l}}
των οποίων τα συζυγή μιγαδικά είναι
ccleftVec = leftVec Ι. conjuqateRule
{{Ιωι, l}, {ICι>2, 1}}
Για να προσδιορίσουμε ειδικές λύσεις των μερικών διαφορικών εξισώσεων eqOrder[ Ι]
χρησιμοποιώνταςτη συνάρτηση του MathemαticαDSolve, πρώτα τις μετατρέπουμε σε ένα σύστημα
από συνήθεις διαφορικές εξισώσεις, ως εξής:
order1Eq =eqOrder [Ι] /. 11_i_.1 -> (Ui,l [!11] &)
{-νι,ι [Το] .. υί,ι[ΤIι] == Ο, (,)~ υι,ιίΤοΊ + νΙι [ToJ
-ν2,ι[Τ ο ] .. υΙ,ι[Τ Iι ] == Ο, ω~υ2,ι[To] .. νΙ,ι[Το]
__ 1 ",-ΙΤ02-Ιτι f 1 ",ιτοg"ιτι l'
-- - '" ι + - "" .. ι,2 2
== ο}
Τότε, οι ειδικές λύσεις της orderlEq είναι:
sol1p=DSolve[order1Eq, {U1,l[ToJ, Vl,l[To], U2,1[To], 1Τ2.1[ΤΟ]}, Το][[ΙΊΊ /.
c [_] -> Ο 11 SiJιιplify
Ι Ε-Ι (Το 5Ι+τι) i -1 .. ε" ι (Το 10"1)
Υ1,1[ΤΟ ] ~ - '
2 ,,:>i - (jjf,1
ΩΙι
, U2,1 [ToJ -;. Ο, '''2,1 [Το] -;. a1
Για να απλοποιήσουμε μερικές από τις εκφράσεις, θέτουμε:
fRule = {fi_ -> 2 λ;. (ω~ - Ω2)};






%,Ι -> l'nnction[ {Το, Τι, Τ2 },
Ai[Tt , 1'21 EΣp{IfIJi 1'01 .. Ai[Tt, Τ21 EΣp[-IίιJi '1'01 ..
(Ui,ι[lΌ1 Ι. sollp Ι. fRn1e 11 Si.Dιp1i.fy 11 Expa.nd) 11 Eva1uateJ, {i, 2} J
{Ul.l-+Funetion[{!I), Τι, ΤΖ },
E-ITo51-ITlhl" EITo51+ITlhl" εΙΤο"Ι Αι [Τι, Τ2 ] .. ε-Ι ΤΟ '"1 Αι [Τι, ΤΖ]],
u2.l-+FunetiOn[{T0, ΤΙ, Τ;ο}, εΙΤΟ"2Α2[ΤΙ' 1'Ζ] .. ε-ΙΤο '"2 Α;ο [ΤΙ, Τ:Ζ]]}
so1.1v =
Tab1e[vi,l->l'nnction[{To , ΤΙ, Τ2}, D{Ui,t Μ tiJιιeSCa1es, Το 1 ι. 5011uII Eva1uate},
{i, 2}1
{·vt.t ..... Funetion[{To, ΤΙ, Τ;ο},
-Ι ε-ΙΤ!) 12-1 τι Ω 1'ι.ι + Ι εΙ ΤΟ 12+1 τι Ω 1\ι .. Ι εΙΤσ "Ι ωι Αι [Τι, Τ2] - Ι ε-Ι το "'1 fι)ι Αι [Τι, TzJ],
v:z.t ..... FunctiOn[{TI), ΤΙ, Τ:Ζ}, IεIΊO"2fι)2A:zίTι,ΤΖ ] _1ε-ITOOΙ2fι);zA:zίTι, ΙΖ ]]}
Κατόπιν, τις συνδυάζουμεχρησιμοποιώνταςτη συνάρτησητου MαthemαticαJoin, ως εξής:
5011 =Join[5011u, so11v);
• Δεύτερης-Τάξης Πρόβλημα
Αντικαθιστώντας την πρώτης-τάξης λύση soll στο δεύτερης-τάξηςπρόβλημα,c<)Order[2J, προκύπτει:
order2Eq =eqOrder[2J Ι. 9011 JΙ EΣpa.ndλll:
order2Eq Ι. displayRule
( ΙΤ ·n Α' ε-ΙΤο'"Ι l D Α- •ίΏουι.:Ζ-νι.Ζ==-ε ~- μ·'ι ι! - \ ι Ι,Ι,
οονΙ.Ζ + ω~ υΙ.Ζ == -3 ε2ΙΊο"Ι ~ δι - 2 εΙΊο ..ι +1 ΤΟ '"2 Αι Α:Ζ 52 - εΗΤΟ"Ζ ~ δ3 -
6 ε-ΙΊοl2-Ιτι +ΙΊο "'1 Αι δι1\ι _ 6 εΙΊο 12+1 τι+1 ΤΟ "'1 Αι δι 1\.ι _ 2 ε-ΙΊοQ-Ι τι+1 ΊΟ "2 ΑΖ δΖ 1\.ι _
2 εΙΊοl2+Ιτι +ΙΊο'"2 ΑΖ δ21\.ι _ 6 δι ~ - 3 ε-';; Ι 'IOQ~ITl δι ~ _ 3εΗΤο2+2 Ιτι δι 1\.f +
2 Ι ε-ΙΤο2-Ιτι Ω1\ι Ilι- 2 Ι εΙΊα2+Ιτι Ω1Ι.ι l1ι- Ι εΙΤο "Ι Ι:ΏιΑι) fι)ι ..
ι ε-Ι Ίο"Ι 'ο Α- \ 2 1εΙΊΟ"ΙΑ δΑ '" Α- 2ε-ΙΊο ..ι+ΙΊΟ .... Α 5 Α-ι, ι ι) ωι - ι l1ι ωι - 1 οι Ι - .. 2 2 ι-
6 !-IToQ-I τι-ΙΊο,"ι δι 1Ι.ι Αι _ δ εΙ Ίο 2+1 τι-Ι Ίο ..ι δι 1Ι.ι Αι + 2 Ι ε-ΙΊο ..ι \1ι ωι Αι -
3 ε-';; 1Τιι '"1 δι ~ - 2 ε1ΊΟ'"1-ΙΊΟ"2 Αι δ2 Α:Ζ - 2 Α:Ζ δ 3 Α2 - 2 ε-Ι Ίο 11-1 τι-1Το "2 δ211.ι 12 -
2 εΙ Τοl2+Ιτι-1Ίο'"2 δ:Ζ1l.ι Α2 - 2 ε-Ι Ίο ..ι-Ι Ίο "2 δ2 Αι ~ - ε-Η Ίο "':Ζ δ 3 A~,
Ι Ί "Ζ ,-ΙΊ,,' - \Dou:z.:z - V:z.:z == -ε ο (ΏιΑ:ι! -ε ι):ι !,ΟιΑ:Ζ)'
"Oν~ ~ + ω~ υ~ ~ ==
.... . ιL" ιL iL,4.
1 E-ITOII-IT" f 1 εΙΊΟΙΙ"ΙΤ:Ζ '" ",;Ο ΙΤa"'Ι1\2 δ 2 ",Ι Το "ι+ΙΤο '"2 Α Α δ"2 ... ';Ο +"2 ' >-2 - '"' ""1 :Ζ - "" Ι 2 3-
3 ε2 Ι ΤΟ '"2 Α; δ4 _ 2 Ε-Ι TolI-I '<ι+ΙΊο ..ι Αι 52 Αι _ 2 ΕΙ Ίο >Ι"Ι'<Ι+ΙΤ1) "ι Αι δ2 1Ι.ι -
2 ε-ITOIίI-ITΙ +ΙΊΟ '"2 Α2 δ31\.ι _ 2 εΙΤο 12+1 ΤΙ+ΙΤΟ"2 Α2 53 1\.ι _ 2 52 Ai _ ε-2 ΙΤσ 2~ 1τι δ2 ~ -
El1TI)>I+2IT1S4:~_IEITI)"2 Ι: ΟιΑ2) ωΖ .. ΙΕ-ΙΤΟ"2 (οιΑ:ι) ωΖ-21ΕΙΤΟ'"2Α;:Il;:ω:ι-
2 Αι δ2 Αι - 2 Ε-Ι ΤΟ "Ι "ΙΤΟ"2 Α2 δ3Αι- 2 Ε-ΙΤσ2-Ιτι-ΙΤο"Ι 5 2 1\.ι Αι-
2 EITolI+I ,<ι-1Ίο"ι 52 Αι Αι _ Ε-2 ΙΤσ"'Ι δ2 ~ _ 2 ΕΙΤΟ ",ι-Ι Ίο "2 Αι 53 Α;: -
6 Α;ο 54 Α2 - 2 E-ITo lI -I '<Ι-ΙΤ!}":Ζ δ2 ΛιΑ2 _ 2 ΕΙ Το >1 ..1 ,<ι-Ι Ίο "';ο δ21\.ι Α2 +
2 Ι "'-ΙΤΛ...... Α- ,.,,,,-ιτο ..ι-ΙΤΟ"'25 Α- Α- 3 ",-2ΙΤο ,,;οδ Α-Ζ)"" " ].12 (,):Ζ 2 - .<:. "" 3 Ι :ι - ;:. 4 2J
Κάθε ειδική λύση της onIer2Eq περιέχειπροσωρινούςόρους και όρους μικρού διαιρέτη, κάνονταςτην




























απαλείψουμε αυτούς τους όρους. Για να το επιτύχουμε αυτό, πρώτα μετατρέπουμε τους όρους μικρού
διαιρέτη σε προσωρινούς όρους χρησιμοποιώντας τον κανόνα;
expRulel[i_] ==Exp[a_] :>Exp[Expa.nd[a/. omgRn1e[[i]]] Ι. εΤο->Τι]
Για να απαλείψουμετους όρους που παράγουν προσωρινούςόρους (δηλ., για να προσδιορίσουμετις
θ . ιλ . )' d 2Ε 11 "",, • άλ Ε! i.ιΙ Τοσυν ηκες επ υσιμοτητας απο την 01' er ΛΙ, συ""'-Coτουμετους ορους τους αν ογους με και
Ε! ι.JΊ το .
με και παιρνουμε :
STll=CoefCicient[order2Eq[[", 2]] /. expRu1.el[l] , Exp{Ir.tιTo]] &: /@
{l., 2};
STl1/. displayRn1e
ST12=Coefficient[order2Eq[[", 2]] /. expRn1el[2], Exp[I~To]] & /@ {3, 4};
ST12 /. displayRu1e
Έτσι, οι συνθήκες επιλυσιμότητας (συνθήκες για τον περιορισμό των όρων που παράγουν
προσωρινούςόρους), απαιτούν οι STll και ST12 να είναι ορθογωνικές σε κάθε λύση του αντίστοιχου
προβλήματοςτου συζυγούς, δηλαδή, των συστατικώντου ccleftVec. Το αποτέλεσμαείναι:
SCond1 = {ccleftVec[[1]].STll == Ο, cc.1eftVec[[2]] .ST12 == Ο};
SCond1 /. displayRnle
{-2 Ι ,;DlAt) ;.)ι - 2 ΙΑι μι ωι _2EIΤι~ι Α.. 5.. Αι- 6ΕΙΤΙ"Ι+ΙΤΙ "'..+Ιτι δι Α-ιΑι == ο,
~ ΕΙ Τι ".. +1 τ .. f .. _ Ε-Ι τι "'1 ~ 5.. _ 2 Ι (Ώι~) fJ).. - 2 Ι Α.. μΖ;.) .. == ΟΙ
2 >
Λύνοντας την SCon(11 για DJA } και D JA2, προκύπτει;
SCond1Rulel = Solve[SCondl, (Ai1,O) [Τι, Τ2], A-jl,01 [Τι, Τ2]} J[[1]] 11 ExpandA11;
SCondlRulel / . di.splayRnle
r Ι ΕΙΤΙ"Ι ΑΖ δ.. Αι 3 ΙΕΙΤΙ"l+ΙΤισ..+Ιτι διΛιΑ ι
i DtAt ~ -Αι μι + ------- +
ωι ωι
Ι ΕΙΤισ.. +Ιτ .. f.. Ι Ε-ΙΤΙ"'Ι Af δ.. 1
Dl~ ~ -Α.. μ.. - - ~
4 ω.. 2 ω.. J
Με αυτές τις συνθήκες, οι oι'deI'2E(1 είναι επιλύσιμες. Εντούτοις, οι λύσεις τους δεν είναι μοναδικές.
Για να τις καταστήσουμε μοναδικές, αξιώνουμε αυτές να είναι ορθογωνικές στις λύσεις των
αντίστοιχων προβλημάτων των συζυγών' δηλαδή, απαιτούμε το {UJ,2, VJ.2} να είναι ορθογωνικό στο
Ι:Clt~/'tVet~I[II] και το {U2,2, V2,2} να είναι ορθογωνικό στο cι·lειoιν(~ί~1I2)].
Κατόπιν, χρησιμοποιούμε τις συνθήκες επιλυσιμότητας για να απαλείψουμε τα DzA } και D JA2 από την
OI·deI·lEtI. Για να απλοποιήσουμε τις προκύπτουσες εξισώσεις χρησιμοποιώντας το Mathematicα,
αντικαθιστούμε την κλίμακα ΤΙ στην S(:on(III{ulel με την ετο. Γι' αυτό το σκοπό, εκφράζουμε τις




3iqRu1e =Solve [ResonanceCond, {Οι, 02}] [ [1]]
και αντικαθιστούμετο ΤΙ με το ετο χρησιμοποιώνταςτον κανόνα:
expRule2 = Exp[ίl_] :> Exp[a /. ΤΙ -> e ΤΟ /. siqRnle / / Expand];
Χρησιμοποιώνταςτην expRlIle2, ξαναγράφουμε την S(;ι>οdIRιιleΙ ως:
SCondlRule2 = SCondlRu1el /. expRu1e2;
SCond1Rule21. di.splayRnle
r Ι ε-~ Ι Το '"1 +1 1'0"'2 Α;Ζ δ~ Αι 3 Ι εΙ το 51+1 "ι-ΗΤΟ '"1 δι Λι Αι
, DtA..... -Αι μι ... ... -----------
c {ι)ι tι)ι
της οποίας το μιγαδικό συζυγές είναι:
ccSCond1Rnle2 = SCondlRn1e2/. conjugateRule;
Αντικαθιστώνταςαυτή τη μορφή για τις συνθήκεςεπιλυσιμότηταςστην order2Eq, προκύπτει:
order2Eqa = order2Eq Ι. SCond1Rule2/. ccSCond1Rule21/ Expandλ1.1;
order2Eqa ι. di.splayRn1e
3 Ι ε-Ι l'05l-Ι"ι+ΙΤο"'ι Α δ Λ{DOUl,2 - νΙ.Ζ == εΙ Το "'Ι Αι μι... ι Ι 1 + ε-Ι το '"1 μι Αι -
(ι)ι
Ι Ε-Ι το "'ι+11'0 '"Ζ Αι 152 Αι 3 Ι ΕΙ Τ!) 51...1 "ι-ΙΤο '"1 δι Λι Αι Ι ΕΙΤΟ ..ι-Ι ΤΟ "Ζ Αι 152 ΑΖ
...
{ι)ι {ι)ι Ι:ι}ι
~ ;;: 3 ",;;:ΙΤο ..ι Α2 <: 2 εΙ Το ..ι+Ι ΤΟ..., Α Α δ ",211'0'"2 Α2 δ",'ονΙ,2 ... {ι)ι Ul.2 == - "" Ι οι - " Ι 2 Ζ - J:. . Ζ 3-
3 E-IT05l-IT! +11'1)"1 Αι δι Λι - 6 εΙΤο 51+Ιτι+ΙΤο '"ι Αι δι Λι -
2 E-IT05l-ITl +11'1)"'2 Α2 δ;Ζ 1\ι - 2 εΙ το 51+1ΤΙ+ΙΤΟ"2 Α;Ζ δ;;: Λι - 6 δι ~ -
3 E-~ Ι 1'02-2 Ι"ι δι Λ~ _ 3 Ε2 Ι T05l~ l"ι δι Λ~ + 2 Ι E-11'05l-1T t Ω 1Ι.ι μι _
2 Ι EITolίI+Iτι Ω1Ι.ι μι- ιεΙΤσ '"1 Αι μι {ι)ι- δΑι δι Αι _Ε-ΙΤο-ι+1Το ..;;: ΑΖ δ;;: Αι­
6 ε-Ι T05l-ITt -11'0 '"ι δι 1Ι.ι Αι - 3 εΙ το 51...1 τι-Ι ΤΟ -ι δι Λι Αι + Ι ε-Ι Το"Ι μι (ι)ι Αι -
3 ε-:ΗΤI)'"1 δι Af - εΙΤο"Ι-Ι Το "'Ζ Αι δ;Ζ ΑΖ - 2 Α2 153 Α;Ζ - 2 Ε-Ι 1'1) IίΙ-Ι "Ι- ΙΤΟ"2 δ21\.ι Α2 -
2 εΙ 1'051+1 τι-Ι Τ() "'2 δΖ ΛιΑ;;: - 2 ε-Ι 1'1) ",ι- Ι ΤΟ "'2 δ;;: Αι Α2 - ε-2ΙΤΟ "2 Sa~,
11' '" . Ι E-IT05l-IT;;: f;;:
Dσu;;:,;;: - ""2,2 == Ε 1):2 Α;;: μ2 - 4 ...
. {ι)2
'"'. 2 1 ε-ΙΤ()2-Ι"Ζ f 1 ",ΙΤ()2+Ι"ι f 1 EZITO"'l1l.2 δ
..J()V2,2 + (ι);Ζ U;;:,2 == 4" 2'" 4" "" 2 - 2" "'1 2-
2 εΙΤο"Ι+ΙΤ()"'Ι Αι ΑΖ 03 - 3 ε2ΙΤο ",ι A~ δ. - 2 ε-ΙΤο IίΙ- Ιτ ι+Ι l'ο '"ι Αι 152 Λι-
2 EITa5l+I τι +1 ΤΟ "'ι Αι 5;;:1\.ι _ 2 ε-ΙΤο 51-Ι "1+11'0 "'Ζ Αι 153 Λι _ 2 EITC5l+I τι +1 Το "'Ζ Α;Ζ 53 Αι _
"δ "~. ε-2IT,,2-~IΤΙδ ,,;;: ε2ΙΤ02+2ΙΤΙδ ,,2 ιεΙΤΟ"'ΖΑ μ'.,
" Ζ'*1, - " ;;: 111 - '. ~ "'1 - ;;: ;;: ""Ζ -
2 Αι δ;;: Αι - 2 Ε-Ι Τ()",ι+11'0 "'Ζ ΑΖ 153 Αι _ 2 ε-Ι Τ() 51-Ι "Ι-ΙΤΙΙ"'1 δ;;: 1\.ι Αι _
2 ΕΙ Τ1)51+Ι ΤΙ-ΙΤΙΙ"'Ι 1521\.ι Αι _ ~ ε-Η Το ..ι δ2 Af _2 εΙ Τα "1-1 1'0'"2 Αι 53 ΑΖ _
6 ΑΖ 54 Α;;: - 2 ε-Ι Το2-ΙΤΙ-ΙΤΟ''''Ζ 153 1\.ι Α;;: _ 2 εΙΤο 2.Ι"ι-Ι ΤΟ "2 153 Αι Α;;: ...


























Κατόπιν, χρησιμοποιούμε τη μέθοδο των απροσδιόριστων συντελεστών για να προσδιορίσουμε τις
ειδικές λύσεις της orιΙεΓ2Eqιll. Για να το επιτύχουμε αυτό, πρώτα αναγνωρίζουμε τη μορφή των μη­
ομογενών όρων. Γι' αυτό το σκοπό, θέτουμε:
basicH = '1'able[ {λ;. [Τι, '1'zl ΕΙ "i Το, Ai[Tl, '1'21 Ε-Ι "iΤο}, μι 2}] 11 !'1atten
{εΙΤσ "ι Αι [Τι, Τι}, ε-IT~..ι Αι ίΤι, ι.:.1, εΙΤο "'':' Αι[Τι, Ι.:.], ε-ΙΤο"'Ι Αι [Τι, Ι.:.]}
collectf'orua =Join[basicH, {Δι ΕΙ g "D·I '1 ι Λι Ε-Ι g "0-1 'ι} ]
{εΙΤο "'1 Αι [Τι, Ιι], ε-ΙΤα "Ι Αι [Ιι, Ιι],
εΙΤσ "2 Α2 [Τι, Ι2], ε-ΙΤΟ "Ι Α2[ΙΙ, Ι:Ζ], εΙΤοQ+1ΤΙΛι, ε-ΙΤοQ-1ΤΙΛι}
Κατόπιν, η πιθανή μορφή των μη-ομογενών όρων στην order2E(tm είναι:
possibleTeπιas=Join[collectl"orua, {ΕΙ g Το·ι Τ2 f Ε-Ι 0"0-1 Τ2} f
OUter['1'iJDes, collectl"orua, collectl"oπιa} I/l"latten 11 UniOn]
{εΙΤο ..ι Αι [Τι, Ιι], ε-Ι το "'1 Αι [Τι, Ι:Ζ], εΙΤσ "'2 ΑΖ[ΤΙ, Ι:Ζ],
ε-ΙΤΟ"ΙΑ:Ζ[ΤΙ, ΙΖ}, εΙΤοQ+1ΤΙλι, ε-ΙΤοQ-IΤΙΛι, εΙΤοςΖ+1ΤΖ, ε-ΙΤοςΖ-1ΤΖ,
Λf, E-':'1T~Q-21τι Λf, [:Ζ 1ΤοςΖ+2 1τ ι Λf, E-IToQ-1Tl+1TO"l Λι ΑιίΙιι Ι:Ζ],
εΙΤ{)Q+Ιτι+1ΤΟ"'1ΛιΑι[Τι, Ι.:.}, ε:ΖΙΤΟ"'1ΑιίΤι, Ι:Ζ}':" E-1TOQ-1Tl+1TO"Z ΛιΑ:Ζ [Τι, Τ.:.],
εΙΤοQ+Ιτι+ΙΤΟ":Ζ Λι Α:Ζ[ΤΙ, ιιl, εΙΤΟ"l+IΤΟ"Ζ Αι[Τι, Ιι ] Α2[ΤΙ • Ι:Ζ],
.ε:ΖΙΤΟ"ΖΑ:Ζ[ΤΙ' T2J2• E-1TOQ-1Tt-1T0'"1 ΛιΑι ΙΤι, Τ:ΖΙ, E1TOQ+1Tt-1TD"l ΛιΑι [Ιι. ΤΖ ],
Αι [Τι, Ιι] Αι [Τι. Ι2], ε-ΙΤ!Ι"'ι+ΙΤο"'2 Α:Ζ [Τι, Ι:Ζ] Αι [Ιι , Ιι ], ε-ΖΙΤο",ι Αι [Τι, Ιι ] 2,
ε-1ΤOSΙ-I,ι-ITO"':;:λιA2[Tι,T2J, εITOSΙ+Iτι-1Τ~"'2λιA.:.[Tι,Τ2].
εΙΤΟ"'ι-1Το "':Ζ Αι [Τι. ΙΖ} Α2 [τι , Τι]. Αι[Τι • Τ:;:} Αι [Τι, Τι],
ε-Ι ΤΟ "'1-11'0 "'Ζ Αι [Τι, Τι] Αι[Τι, Τι], ε-21ΤΟ "':Ζ Α2 [Τι, Τ:Ζ] Ί
Χρησιμοποιώντας τη μέθοδο των απροσδιόριστων συντελεστών, θεωρούμε ότι τα Ui,2 και νί,2 είναι
γραμμικοί συνδυασμοί αυτών των πιθανών (δυνατών) όρων, αντικαθιστούμε το αποτέλεσμα στις
κυρίαρχες εξισώσεις order2Eqnl, εξισώνουμετους συντελεστέςκαθενός από τους πιθανούςόρους και
στις δύο πλευρές της κάθε εξίσωσης, και λαμβάνουμε ένα σύστημα από μη-ομογενείς αλγεβρικές
εξισώσειςπου διέπουν τους άγνωστουςσυντελεστές.Σχετικό με κάθε πιθανό όρο είναι ένα ζεύγος από
δύο αλγεβρικές εξισώσεις. Οι λύσεις όλων των ζευγών, εκτός από αυτές που σχετίζονται με όρους
συντονισμού, είναι μοναδικές. Οι λύσεις των ζευγών που αντιστοιχούν στους πιθανούς όρους
συντονισμού καθίστανται μοναδικές με το να απαιτούμε αυτές να είναι ορθογωνικές στα συστατικά
J ft " ο θ ., "'λ F!IJrTo F!ι.I].TO ζ .του cc e ,. ec. ι πι ανοι οροι συντονισμων ειναι ανα ογοι με τα • • και με τα συ υγη
μιγαδικά τους, δηλαδή :
ResonantTeπιas[i_l :=
(,;(10 {a_/; a=!=O->l} & /@
(8-1 ":. το possible'l"eπιas / ο expRulel [11 / ο ΕχΡ[_ Το + _ο] -> ο))
possibleTeπιas1/ Union Ι / Rest
R'1' =A.rray [ResonantTeπιas, 21
![E1TO"'lAlfTl Ι_ι~ 1.. Ι , ~ ~ ,
..
ITOQ..l't-1To'''l1l ",Ι Τ_1 ".-IΤο "'Ι+ΙΤο "'2 Α ΓΙ Ι';; 'τ ι· 1
- ,ι.~ι .:1.1 L 1, ~ l Ι .i:.ι- 2.. 1, 2; ~"1.1 Ι 1 ι ,J: '
.'εΙΤ()2+1ΤΖ, .εlΤo2+1'ΙΛ1,ε~ITO"ΙAιίIι, ΤΖ ):', εΙΤΟ"2:Α2[ΙΙ' T2)ft
" .~ )





lfaplndexed[I),#2[[l]J -:>Coefficient[order2:Eqιιι[1, 2}}, i1t1} &, RT[ [1]}} /.
ΕχΡ[_Το+ _.} -> Ο
, :3 Ι δι Ι 521
irl1-+1l1, rl.2-+---, rl.a-+---~~ • I.ι)I 1»1 •
και οι συντελεστές της RT στους μη-ομογενείςόρους στην ordeI'2E(tmI[2T1 είναι:
r2Rnle =
MapIDdexed[r2,#2[[1]J ->Coefficient[order2Eφ[[2,2}},in} " RT[[l}}}/.
ΕχΡ[_ΤΟ + _.) -> Ο
Έπεταιαπό το ότι :
Table[ccleftVec[[l}}.{rl,:i., r2,:i.}, {i, 3}] Ι. rl.Rnle/. r2Rule
{Ο, Ο, Ο}
ότι τα τμήματα ΓΙRule και r2Rule είναι ορθογωνικά στη λύση του συζυγούς τελεστή, το πρώτο
συστατικότου ccleftVec, ως άλλωστε όφειλαν.
Παρομοίως, οι συντελεστές της RT στους μη-ομογενείςόρους της order2Eqιl1[[3]Jείναι:
r3Rnle = lfaplndexed [r3.#2 [[lJ] -> Coefficient [order2Eqιι.{[3, 2}], in} "
RT{[2JJJ
και οι συντελεστέςτου RT στους μη-ομογενείςόρους στην oΓ<lεΓ2Eqιη[Ι4]]είναι:
r4Rule =
lfaplndexed[r4,#2[[ljj ->Coefficient[order2:Eqιιι[4, 2J], i'11J " RT[ [2]]] Ι.
ΕχΡ[_Το+ _.J -> Ο
Ξανά, έπεται από το ότι
Table[ccleftVec[[2]].{r3,i., r4.i}, {i, 4}] Ι. r3Rnle/. -r4Rule
{ο, ο, ο, Ο}
ότι το διάνυσμα {rJ,J. r4,i} είναι ορθογωνικό στη λύση του συζυγούς τελεστή, το δεύτερο συστατικό του
ccIet'tVec, ως όφειλε.





























N'RT = Coιιιpleιaent[possibleTerιas, Join[f1 ι ;:; Ι. conjuqateRnleJ] , /@ RT
r !E-IToQ-I,~ EIToQ..I,.:z E-IToQ-I't Λ εΙ τοQ..I 'ι Λ JI~ E-2: IToQ-2I't Λ2:(ι ' , ι, ι, '"]., Ι ,
E2IToQ+2:I't~, εΙ τοQ..I't ..ITO"l Λι Αι[Τι , 12J, ε2ΙΤο'"1 Αι [Τι, Τ2:] Ζ,
εΙΤο".:Ζ Α [Τ 1 J E-IIoQ-I't+ITo'"2" Α [Τ 1 J ",IToQ..I·t+ITo ...:z" Α [Τ T~l2 1, 2: ι ,,11 2 1 , -2 , ~ 11.1 2'.. 1, -ιL J ,
εΙ Το ..ι +ΙΙΟ":Ζ Αι (Τι, T~ J Α.:Ζ [Τι, 1~J, ε2: Ι ΤΟ":Ζ A~ (Τι, 1Ζ] .:Ζ,
E-IToQ-I't-ITO'"1htAlETt, 1~J, Αι [Τι, T2J Αι [Τι, Τ21, ε-2: ΙΤο"'! Αι [Τι, T2J7,
ε-ΙΤο".:Ζ Α2 [Τι, T2J, E-IToQ-I't-ITo ..z Λι Α2[ΤΙ , T.:zJ, εΙ TOQ..I'Ι-ΙΤΟ"2 Λι Α2[Τ Ι , T.:zJ,
- ΙΤ .. ΙΙ _ - - -2:ΙΙ " - .:Ζ}Α:Ζ[ΤΙ , T.:zJ Α:Ζ[Τ ι , 12J, ε- ο ι- 0-.. Αι [Τι. T.:zJ Α.:Ζ[ΤΙ, 1:zJ, ε Ο .:ΖΑ:Ζ[Τι, 1.:zJ ,
{~, E-.:zIIoQ-2:I·l~, E.:zIToQ...:zI·tlι.~, εΙ το '"1 Αι [Τι, 12J,
E-ITOQ-I·t+ITO"llι.tAt[1t,12J, EITOQ..I·t+ITO"l ΛιΑι [Τι, T:zJ,
E-IToQ-I't+IT0'"2lι.tA:z[1t, 121, εΙΤοQ+I't+ITO '"2 Λι Α:Ζ(1ι, 1:zJ,
εΙ το "ι+Ι ΙΟ '"2 Αι [1ι, 12J Α.:Ζ[1ι , 1 2J, εΗΤΟ'"2Α:Ζ[1ιι 12J.:z, E-ITO"'lAt[1t, 12J,
E-ITOQ-I't-ITO"l Λι Αι [1ι , 1:zJ, EITj)Q..I't-ITO"t ΛιΑι [1ι , 1:zJ,
Αι[1ι , 1 2J Αι [1ι, Τ2], ε-ΙΤΟ"Ι+ΙΤΟ'"2Α:Ζ[Τι, 12J Αι [Τι, T2J,
ε-ΙTOQ-I ,ι-Ι το '"2 lι.ι ΑΖ [Τι, Τ2], εΙΤο Q..I't-ITo '"2 Λι Α2 (Τι, T2J,
εΙ Tj) "ι-Ι Ιο ":Ζ Αι [1ι, 12J Α2[1ι, 1 2J, Α2[ΤΙ ' Τ2 Ί ΑΖ[1ι, 12J,
ε-Ι Το "Ι -ΙΤο '"2 Αι [Τι, Τ2 J Α2 [Τι, 1~Ί, ε-2: ΙΤο".:Ζ Α:Ζ [Τι, Τ2 J2} }
Για να εφαρμόσουμε τη μέθοδο των απροσδιορίστων συντελεστών, συσχετίζουμε με κάθε πιθανό όρο
συντονισμού έναν άγνωστο συντελεστή, χρησιμοποιώντας τους κανόνες:
RTsymbolListl = Table[rl,j, {j, Lenqth[RT[ [Ι]]]}]
{Γι,ι, ΓΙ,:Ζ, Γι,2}
RTsymbolList2 =Table[r3,jr {j, Lenqth[RT[[2]]]}]
και συσχετίζουμεμε κάθε πιθανό όρο μη-συντονισμούδύο άγνωστους συντελεστές,χρησιμοποιώντας
τους κανόνες:
NRTsymbolListl [1_J =Table[A;..j, {j, Lenqth[NRT[ [Ι]}]}]
{1\i, ι, lι.i,:z, lI.i ,2, lι.i,4, h i ,5, ~,δ, Λ;., '1, Λ;.,8, lI.i,;, lι.i,to, Λ;.,l1, h i ,17,
hi,t2, lI.i ,l4, Λ;.,Ι5, Ai.tE, h i ,l'1, Ai .1B, ~,Ι9' hi,20, ~,:zι, Ai •u , h i .22}
NRTsymbolList2 [i_] = Table [Α;..:Ζ•j, {j, Lenqth [NRT [ [2] ] ]} ]
{Λ2"';',Ι, ll2+i.2:, h4i.,2, ll2+i..4, A:Z..i ,5, A2+i..E, Λ2"';'.7, lI.:Z",i,a, 1'.2..,;.,9, A:Z..i,tO, 1'.2"';'.11,
A'+i.~, Λ2.i .. 13, ~+i,14, ΛC:+i"ΙS'- Λ2.ί,,16, AZ+i,17I h2+i.l!, Λ~+i.19, ~+i.,~o, Λ,+i•.,ι}
Λαμβάνοντας υπ' όψη τις συνθήκες ορθογωνικότητας, δηλαδή ότι το {U/,Z, VJ.2} πρέπει να είναι
ορθογωνικό στο cclefϊVΙ'cΠ1]] και το {UZ,Z, vz,Z} πρέπει να είναι ορθογωνικό στο ccleftVecII2I1, για
τους όρους συντονισμού, RT, εκφράζουμετα Ui,Z και Vί,Z στην ακόλουθη μορφή συνάρτησης





{Ut,2 -:>ί'unction[{To, Τι, Τ2},
RTsymbo1Listl.RT[ [1] J + (RTsymbolList1.RT[ [1] J /. conjuqateR:ule) +
NRTsymbolListl[11 .:ΝΙιΤ[ [11] J / Evaluate],
νΙ,2 ->ί'unction[{To, ΤΙ, Τ2 },
ratio1 • RTsymbolList1.RT [ [1]] +
(ratio1 * RTsymbolList1.RT{ [1]] Ι. conjnqateRnle) +
NR.TsymbolListl [2] • HRT [ [1]] / / Evaluate] ,
1.12,2 ->Fnnction[{To, ΤΙ, Τ2},
RTsymbolList2 .ΙΙΤ[ [2]] + (RTsymbolList2 ,ΙΙΤ[ [2] J /, conjnqateRule) +
NR.TsymbolList2 [1] • ΝΙιΤ[ [2] J / / Evaluate] ,
V2,2->Fnnction[{To , ΤΙ, Τ2},
ratio2 * RTsy1lbolList2. ΙΙΤ [[2J] +
(ratio2 *RTsyώx>lList2 .ΙΙΤ[ [2]] /. conjnqateRnle) +
NRTsymbolList2 [2] • ΝΙιΤ[ [2] J / / EvaluateJ};
Αντικαθιστώντας τη sol2f'orm στην or(ler2Eqnl και συλλέγοντας τους συντελεστές του NRT,
λαμβάνουμε δύο συστήματα από αλγεβρικές εξισώσεις, ως εξής:
eq611b =
(Coefficient[SubtractM n/.so12Fonι., NR.T[[1]]] ι. ΕχΡ[_'ΙΌ+_.) ->0' /@
σroer2EqD.([{1,2}]] // Flatten) == 0// Thread
{-Ι ΩΛ1• 1 -Λ2 • 1 == Ο, 1 ΩΛ1 • 2 -Λ".2 == Ο, -1 ΩΛ1• 3 -Λ;.3 == Ο, Ι ΩΛ1 • 4 -Λ2• 4 == Ο,
-Α;;:.5 == Ο, -2 Ι Ω Λ1• 6 - Λ2.6 == Ο, :2 1 Ω Λ1 • 7 - Α2. 7 == ο, Ι Ω Αι.! + Ι {ι)1 Α1.8 - Α;;:.! == Ο,
:2 Ι ω1Λ1.9 -Λ2• 9 == Ο, 1ω2ΛΙ.10 -Λ2.10 == Ο, -Ι Ω Λ1. 11 + Ι (,)2Λ1,11 - Α2.11 == σ,
Ι ΩΛ1.12 + Ι ω;;:Λ1 • 12 - Α2.12 == Ο, 1 ωιΛι.13 + Ι ω2Λ1.13 -Λ;.13 == Ο,
:2 Ι ω2 1\1.14 - Α2.14 == ο, - Ι Q ΛΙ.15 - Ι ω1 Α1.Ι5 - Α2.15 == Ο, -Λ;.16 == Ο,
-2 Ι ω1 Αι. 17 - Λ2.17 == Ο, -Ι (,); Λι.ιll - Λ2• 111 == Ο, -Ι ΩΛΙ.19 - Ι ω2 Αι. 19 - Α2• 19 == Ο,
Ι Q Λι• 20 - Ι ':.)2Λ1,20 - Λ2,20 == Ο, -Λ2,21 == ο, - Ι ω1 Λι,22 - Ι ω2Λ1,22 - A2•02 == Ο,
-2 ΙωΖ Λι• Ζ3 -Λ2.23 == Ο, ω~1'1ι.1-IΩ1'1;;:.1 == ο, ωfΛι,2 ... 1 Ω Λ;;:, 2 == Ο,
-21 Ω μ1 μ:o)~ Α1.3' - Ι ΩΛ2.3' == Ο, :2 Ι Ω μι'" ω~Λ1,4'" Ι ΩΛ2• 4 == Ο,
6δ1+ωfΛ1.5==Ο, 3δι ... ωiΛι.ι;-2ΙΩΛ2.6==0, 3δι.o.ωfΛl,7 ... :2IΩΛ2.7==O,
6 δι ... ωfΛι.! + Ι ΩΛΖ.! + Ι :'>1Λ2.8 == Ο, 3 δι + IAIf Λι• 9 ... :2 Ι ωι Λ2,9 == Ο,
:uf 1'11.10 ... Ι ω;;: λ;;:. 10 == Ω, :2 52 + <iJf Λ1.11 - Ι Ω Α:Ο.11 + Ι (,)2 Α2.11 =.. Ο,
2052'" ωiΛι.12'" Ι ΩΛ2.12 + Ι ω2 Λ2.12 == Ο, 252'" ωfΛ1• 13 + Ι ωι Λ2,13'" Ι ω2λ2,ιa == Ο,
~ 2δ3.ο.ωίΛ.ι.Ι4.ο.2Ιω2Λ2.14==Ο, 6δι .ο.ω1Λι.15-ΙΩΛ2.1s-ΙωιΛ.... ιS ==0,
6δ1 +ωfΛι • 16 == Ο, 35ι ... ωiΛι.17-:2Ιω1Λ2.17 ==0,
ω~1'11.111- Ι ω2 Λ2.18 == Ο, 2 52 .o.(,)~ 1'11,Ι9 - Ι Ω 1\2, 19 - Ι (ι)2 Λ2,19 == Ο,
2 δ:< + :.>f1\.t.:<o + Ι ΩΛ.:<.:i:Q - 1:.>:< 1\.2,20 == Ο, 253'" lοάfΛ.ι,:ι:ι == Ο,
252'" IAIi Λ1.22 - Ι {ι)1 1\.2.02 - Ι ω2 Λ2,22 == Ο, 53 "'iAIf Λι • 23 - 2 Ι ω2 Λ2.23 == ο}
eq611c :;
(Coefficient[Snbtract @@ 11 /. so12Fonιι, NRT[[2J]] /. ΕχΡ[_ΊΌ +_'} ->0 & j@






























{-14,1==Ο, -2IΩ~,ι-Λ~,ι==0, 2IQΛa,a-14,a==O, I:ΙΙ11'ιa,4-14.4==O,
-1Ω~,5 Iωι~.5-14,5==0, IΩ~,6 ... IωιΛt,δ-~,6== ο,
-Ι GΛa,7 Ι ωι Λa.7 - ~.7 == Ο, Ι Ω~,δ'" Ι ω2Λa,δ -~,8 == Ο,
Ι :.:Ιι 11.2,9 Ι ω2 Λa,9 -14,9 == Ο, 2 Ι :'>2 ~, 10 - ~, 10 == ο, - Ι ω1 Λa,l1 - 11.~, 11 == ο,
-Ι Ω l'.ιa, 12 - Ι ωι Λt,12 -1I.~,12 == Ο, Ι G1I.a,12 - Ι ωι 1Ι.a,12 -~,13 == Ο, -~,14 == Ο,
-1:'>111..2,15'" Ι ω2 Λt, 15 -~,15 == Ο, - Ι Ωl'.ι2,Ι6 - Ι ω2Λa,16 - ~,16 == Ο,
Ι Ωl'.ι2,17 - Ι ω2Λa,17 - Λ4• n == Ο, Ι ωΙ~,18 - Ι ω21\.a,18 -14.18 == Ο,
-~,19 == Ο, -Ι ω1Λa,20 - Ι ω211.a.20 -14,20 == Ο, -2 Ι ω2 ~.21-Λ4•.zι == Ο,
2 δ.Ζ'" ω~Λa.1 == Ο, 152'" ω~Λt.2 - 2 Ι Ω~,2 == Ο, 152 ... ω~ Λt.2'" 2 Ι Ω~,2 == Ο,
':.ι~ Λa." ... Ι ωι ~, 4 == Ο, 2 152 ... ω~ Λ2 • 5 - Ι Ω~. 5 ... Ι :'>1 ~. 5 == Ο,
2 152 ... ω; Aa. 6 ... Ι Ω~, 6 ... Ι ωι Λ<t.6 == Ο, 2 153 ... ω; Λa.7 - Ι Ω Λ<t,,. ... Ι ω:Ζ Λ<t.7 == Ο,
2 ~
2 153 ω2 Aa, 8 "'" Ι Ω Λ<t, 8 ... Ι ω2 Λ<t.1I == Ω, 2 δ: ... (ι);~. 9 ... Ι ωι Λ<t,9 ... Ι ω2 Λ<t, 9 == Ω,
3 154 ~ Λa. 10 ... 2 Ι ω2 Λ<t.10 == Ο, ω; 1\2.11 - Ι ωι Λ<t. 11 == Ο,
2 δι ω; Aa.12 - Ι Ω Λ<t, 12 - Ι ω1 Λ<t.12 == Ο, 2 152 ... ω; Λa. Ι3 ... Ι Ω Λ<t, 13 - Ι ωι Λ<t,13 == Ο,
2152'" ω~Λa.ι" == Ο, 2152'" ω~Λ3,15 - Ι ωιΛ<t.15 + Ι ω2 Λ<t.15 == Ο,
2 152 ... ω~1\a.16 - Ι ΩΛ<t.16 - Ι ω2 Λ<t,Ι6 == Ο, 2 δa'" ω; Λa.17 ... Ι ΩΛ<t.17 - Ι ω:Ζ Λ<t.17 == Ο,
2 δa'" ω~Λa.18'" Ι ω1 ~,Ι8 - Ι ω214.Ι8 == Ο, 6 δ" ω~ 1\.3,19 == Ο,
2152'" ω; 11.3.20 - Ι ω1 ~,;;:O - Ι ω;;:Λ<t.20 == Ο, 3 δ" ω~ 11.3.;;:1- 2 Ι ω2Λ<t.21 == ο}
Επιλύοντας την eq611b για την NRTs~'mboILίstl,λαμβάνουμε:
coef1.1. = Solve[eq61.1b, Array [NRTS1mbolI..i.st1, 2] 1/ !'1atten] [[1] J
6 δι 6 δι 2 δ3ΓLΛ2.S ~ Ο, 11.2,16 ~ Ο, 1'1Ι.;;:1·~ Ο, 11.1.5 ~ - -Λ-' 1'1ι,16 ~ - -Λ-' 11.1'21 .... - -Λ-' 11.2.1 ~ Ο, 1\.2.2 ~ ο,:.)t ;.)t ~
2 g2: μ1 2 g2: μι 6 Ι Ω δι 6 Ι Ω δι 2 Ι δι
11.2.2 .... - -Λ--Λ' Λ2 4~ - ---, Λι.6 -+ - Λ Λ' 11.;;:.7 ~ Λ' 1'.2.9~--,Ω'" - "'ί • Q2 - ωϊ 4 Ω"' - ωt 4 g2 -:iIf ωι
2 Ι 53 ω2 2 Ι δι 2 Ι 153 ω2λ2.10~0, Λ2,H~- Λ Λ' Λ2.Ι7~---, Λ2.18-+ 0 , 11.2,23-+ Λ , Λ1.Ι~O,:.)ί - 4 ω2 »ι ω1 - 4 ω~
2 Ι Ω μ1 2 Ι Ω l1ι 3 δι 3 δι δι
Λι.;;:~O,Λι.3-+- Λ,Λ1.4~ Λ 2,11.1.6-+ Λ ,Λι,7~ Λ Λ,ΛΙ.9-+--:::,Q2- ωt Ω"-"'ι 4Ω"- ωι 4Ω"-ωί ωί
152 δι 152 61151 (Ω ... ωιΊΛ1.ιΟ ..... Ο, 11.1.14'" - Λ , 11.1.17 -+ -, 11.1.111 ~ Ο, 11.1 ;;:2 ..... - , 11.:;:.8.... ' ,ωί - 4 ωj "'t ' ..{- 4 ω~ g (Ω ... 2 "'ι)
2 Ι 152 (Ω - ω21 2 Ι δ:;: ,'Ω ... (2) 2 ι δι ζωι ... (2)
11.2.11 ~ - Λ' 'Λ , 11.".12 -+. .' Λι. ι3.... ,Ω"-ωί-2Ωω2 ... ωi Ω"-~ ... 2Ωω2"'ω2 ω2 ( 2ω1+ ω2)
6: Ι δι {Q ... ωι} 2 Ι 152 ζΩ ... ωι:: 2 Ι δι (Ω - ω,,)
λ2• 1S ~ - , Αι. 19 ..... -.. .' λ". 20 -+ • ,Ω ,:Ω + 2 ωι) Q" - ωι ... 2 Ω ω2 ... ω~ Q2 - ωf - 2 Ω ω.Ζ'" ~
2Ιδ.Ζ(ωι ... ω.Ζ) 6δι 2152
2'12. i2 ..... - , 11.1. 8 ..... , 1Ι.ι • ιι .....-. • ,:.ί.Ζ( 2ωι ... ω2) ΩΙΩ ... 2ωι) -Q2 ... ωί ... 2Ωω2-i07
Επιλύοντας την (~(1611c για την NRTsYInbo1Lis12, λαμβάνουμε:




2 Ι Ω 5:;: 2 Ι 5. 2 Ι 5. 152
Λ41'a-+ .... ...,' ~1'4-+0, ~,1.0-+ --, λ.t:,11~O, 24,~1.~---' Λa,:~ ~ ~,
4 Ω'" - "'2 ;,)ι ;,)ι 4 Ω'" - "'2
52 δ. 54 21152 (Ω-",ι)
ha,a"'" ~ ~, ha,4""' O, h a,10-+--:;-1 ha,1l~O, h a,2l-+--:;-, ~,5""'-~:: ~ ~,
4Ω'"-ω2 ;;)2 "'2 ;'Γ-2Ωιuι~ωt-ω2
2152,:Ω+ΙU1) 2115a (Ω-ω2) 2115a (Ω+ω2)
1'1.4,6"'" ~ ~, ~,1"'" - , ~,! ..... ------Q2 + 2 Ω ιuι + ιuί - ω2 Ω ι Ω - 2 (2) Ω (Ω + 2 (,)2)
2 Ι 53 (ωι + ω2:1 2152 (Ω + (1) 2115:;: ,:Ω - [,)1)
~,9 ...... , ,~, 12 ..... - _ , ~,ι; ..... ,
:.)1 (ωι + 2 :'ι2) ~ + 2 Ω (,)1 + ωt - f.l}2 g2 - 2 g (,)ι + ωΙ - ω~
21153 «ο)Ι-(ο)2) 21153 (Ω +(,)2) 21153 (Ω-ιuι)
1'ι4,Ι5"'" - , ~,Ι6"'" - , 1'14,17"'" •ωι ': (ο)ι - 2 [,)2 ) Ω ':Ω + 2 fι>2) Ω (Ω - 2 ;,)2 )
21 δ3 ('.1)1 - (0)21 2 ι 153 {(ο)1 +(,)Ι) 2152
~,ισ ...,. , ~,,"o -+ - , ' Λ3• 5 ...,. ~ ~ ιωι(ω1-2ω2) ω1(ωι+ 2ωι) Ω2 -2Ω(,)1+ ω{-[,)2
2 152 2 53 2 153 2 153Λ3,6"'" ~ ι Λa,7"'" , 1'13,8"'" , h a,9"'" -----
;22 + 2 Ω (,)ι + ωt -ω2 Ω (Ω - 2 ω2 \ Ω (Ω + 2 (ι}2:\ J)t "(ι}1 + 2 >.)2)
2 δ~ 252 253
h a,12 .... ~ .. ~ ~, 1'1;.13 .... ~ , Λ:Ι.15"'" -----Ω"' + 2 Ω (,)ι + ω{ - >.)2 Ω" - 2 Ω [,)1 + ωι - ω~ :';ι i fι)ι - 2 ω2 )
Αντικαθιστώντας τη soI2Form στην order2E<tm και συλλέγοντας τους συντελεστές του RT,
λαμβάνουμε δύο συστήματα από αλγεβρικές εξισώσεις, ως εξής:
eq1 = Maplnde.xed[Coefficient[ord.er2Eqm[ [1, 1]] 'ι. so12Fol1D, ;;1.] == ΓΙ,"'2[[l]) &,
RT[[1]]] /. Ε.χΡ[_'lΌ"'_'] ->0
{2I:'Il r l,t==rt,t, ΙΩΓι,Ζ==rι,:ι, 1ω2Γι,a==rι,a}
eq2 = MapInde.xed[Coefficient[order2Kqm[ [3, 1]] ,ι. 3012Fol1D, Π1] == r3,"'2[[1)) &,
RT[ [2]]] /. Ε.χΡ[_Το ... _.] -> Ο
{1 Gra,l + Ι ;,)zra,l == ra,l, Ι Gra,z - Ι ΙU:ι ra,z == r:r,z,
2 Ι [,)ι r a.; + Ι ωι ra,a == r3,a, 2 1:'>2 Γ3,4 == ra••}
Επιλύοντας τις e<{l και ε<ι2 για τις RTsymt)olUstl και RTsYfllboIUst2, λαμβάνουμε:
coef21 = Solve[eq1, RTsymbolList.l] [[1]] Ι. rlRule
coef22 =Sol1,"e(eq2, RTs"{m.bolList2] [[1]] Ι. r3Rule
Συνδυάζονταςαυτούς τους συντελεστέςχρησιμοποιώνταςτη συνάρτησηJoin, προκύπτει:
coeffs =Join [coef11, coef1.2 f coef21, coe.f22 f coef21 ! . conjuqateRule,
coef22 !. con]uqat.eRule] Ι. (omgRul.e[ [1]] ':. ε -> Ο) ;


























3012fΌra/. ί'τmctiοn[{1Ό, 1'1, ΤΖ}, a_]:>
function[ {Το, ΊΊ, ΤΖ} / / Eval.uate, a /. coeffs 11 Bxpand 11 Eva1.uate];
3012 Ι. disp1a1Rule
Fun=ion[ {Τ•• Τι. T~}.
4 Ι Ε-ΙΤ!)Ω.Ι τ!. Λ1. μι
3 "'ι




4 Ι ε-21Το -. δ.~ 1
Ι.15 .,~ •
3 Ι ε-ΙΤ.·ι-ΙΤο·. δ2A~A~
4 "ι
Ι εΙ Το-ι-Ι Τ1) 4112 52 Αι Α2
2 .,~
c ε-ΙΤ... -Ι ,. ~.
uZ.2 -t> Funcτ.ion j {Το, ΤΙ, Τ::}, _ ..
32 "'!
εΙ Τ...,.Ι Τ.... 15. Αι Α. ε21 Το ". 15~ ~ 3 ε-Ι Το "-1 τι -1 Τ..., δι Λ, Jl.1
" "'1 15"'1 4 <o>i
3 εΙ Το<l.1,ι-ΙΤο"Ι δι 1Ι.ιΑι Ι ε-1Το ... βιΑι 6 δι Αι Αι ε-ΙΤο ..ι_ιτο"2 152 Α2Αι
2"1 2:.>, ωf 2"'f
ε-'" Τ'''ι δι Jl.f 2 E-1TOil - 1 ,ι- ι Τ."2 152 1Ι.ι Jl.2 2 εΙ Τ.... Ι τι -IΤο "2 152 1Ι.ι ~
:wt 15at ~~
εΙ Το ..ι·ΙΤ.... δ. ΑΙ;\2 2 δ~ Α.Α2 ε-ιΤ.... -IΤ.... δ. Αι .11.2 ε-'ΙΤ."2 δ.A~ 1
2 <o>i - "'t - " "'1 • 15 "'t •'
~ i '{Τ Τ Τ Ι _~1:"-ΙΤο.g-ΙΤ1.Λ'\lΙ_ ~ι;oITO:lil ...I"t"111.l\ll_"'ι.2 ....uncτ;οnl ο. ι. 2" 3"" 3"-
4 Ι Ε4. ΙΤοiiil-2. ΙΤ t δ1 Λ! 4 Ι E,2ITo iίl+4:I"tl δι Λ! 1 ΣΤ
--------~ - - ε· ... \1ι Αι -5~ 5_ 2
3 Ι ε-Ι Τ{):Ω_Ι 1;"1 +-1 Το-\. δι 1\.1. Α1- 9 Ι ΕΙΤ\} g ...ιτι+ι'Τ-ο '-ι δι 1\.-ι Αι 2 Ι .ε" ι το -ι δι A~
2 "'ι 4 ....
e Ι,Ε.ιτiJg..Ιτι,...rΤΟ-:Ζ δ2l'i.ιΑ::l 3 IE.Iτo-ι ..I.T'O~ S2:AI Α2 4 IE.aITO-2: δ3~
15"', 4 "'ι
1 ~_IT.... ;r 9 Ι ε-ιΤ.<Ι-Ιτ,-IΤ.... δι ΛιΑι 3 Ι εΙΤο ..·Ιτι-ΙΤ."ι δι ΛιΑι
- c. \1ι "ι - ---------=-==----=
2 4<.)1 2~ι
Ι !:.-ΙΤΟ -Ι ""ΙΤOc -2 δ2 Α2 Αι 2 Ι Ε-4 ΣΤΟ"1 δι Af e ι Z-ITOQ-I ΤΙ-ΙΤI)ΙΙ2 52 Αι Α2
2 "'ι "'ι
Ι
E·ITQQ~I"tl δ::~ 2 ε-Ι TOSi1-I'τι+,ΙΤσ-ι δ:.ΖΛιΑι 2ΕΙΤοiil+ΙΤΙ+-ΙΤ'O-1.l§:ΖΛtΑι
12 ωΙ 3 ωf 5 "'i





2 ε-ΙΤnQ-Ι'τΙ-ΙΤΟ'-Ι δ2 ΛιΑι
5ωf
Ι εΙΤ."2 \12 Α.
4 "'ι
5"'1




Ι E.IT'!}~-+Iτ:: f:z (ι)2 .2 Ι ε-ΙΤο-Q-Ι"f"1.+Γ1'ο-ι δ21\.ιΑι
32 "'! 3 "'ι
Ι E~ tTO-»1 52 '.ίJ.zA! 2 Ι εΙΤο ;Ι ... Ι 'τι ..Ι ΤΖ. ~ 51 1\.ι Αι
16;;;t 3 "'ι
6 ιε.ΙΤσg+Ι"τΙ·ΙΤG-ΙιΙΙΙ δ2 ΛιΑ!
5 "'ι
:εΙ τι) ·2 μ:ι. {Λ)2: Αι 6 Ι E.ITo;ι,ι1.·IT~«02 5'1 Αι Α2
4 "'ι 5:.>ι
3 "'ι
ε-Ι To~ μι ':w2 Α2
4 "'~
16ι.>!
2 Ι ε ΙΤ'''Ι- ΙΤ• ~2 δ~ Αι Α2
3 "'ι









Αντικαθιστώντας τις πρώτης- και δεύτερης- τάξης λύσεις στο τρίτης-τάξης πρόβλημα, c(lOrdcrI1311,
προκύπτει:
order3Eq =eqOrder[3] Ι. 8011/. 8012 Ι/ EΣpandAll;
Αντικαθιστώνταςτην expRulel στις δεξιές πλευρές της order3E<I, και συλλέγοντας τους όρους που
..1 ""1 ΤΟ F! 1.'1 Τοθα μπορούσαν να παράγουν προσωρινούς όρους, τους όρους τους ανάλογους στα L και ,
έχουμε:
ST21=Coeffici.ent[order3Eq[[ιt, 2]] /. expRulel[lJ, ΕχΡ(ΙωιΤοΊ] ,/@ {Ι, 2};
ST21 /. displa'jRule
c ΕΙΤΙ σι (DtAt ! Αι δι
'-<'Ώ-ΑιΊ+ .
l .. , 2 ω1
3ΕΙΤισι ...ΙΤιaι ...Ιτι I'.D:ιΑ-ι'.I. δ ι l'l.ι Ι '!) Α' -ιτι ,,! (!) Α' δ Α-,. ι ι! μι 1:., 1 ι) Ζ Ι
-------:------ + + ,2~ 2~ 2~
14 Ι εΙ!ιaι+ΙΤισ2+ΙΤΙδιλι μιΑι
~ι













ST22 = Coefficient[order3Eq[[ιt, 2J] Ι. expRulel[2], ΕχΡ[Ιω:Ζτοn ,/@ {3, 4};
5'1'22/. displajRu1e
ε-Πισι ,'D Α. Ί Αι δ~ Ι ωιA~.. ," μ ..-
_ Α ' . Ι ι, ..
U,·· ,1 + '" • ----8~t 4ωι
58Ε-ΙΤι σ--Ι 'l"Ζδ 5./'1_3ε-ΙΤΙ"'Ζ-ΙΤΙΑ~α4Λι_4Αια31'1.f_3εΙΤΙ<JΖ+ΙΤΙα:λ~+' ....Λ: ι :ι-ι
15 ωt
5E-!1'ι"':-ITΙA~δ3δ4Λι 56Aιδ~Λ! 12Α:Ζδι5:ιΛ! 2A:zδ~Λ~ 3Az5z54At





58 ΕΙ!Ι σ:Ζ"ΙΤΙ δι δ: Λ~
5 ω!
5 ΕΙΤΙ ":Ζ+ΙΤΙ 5:Ζ 53 Λt Ι Ε-ΙΤΙ σι At 52 μι















aΑι A~ δ; Αι 3 Αι ΑΖ δΖ δ, Αι 27 εΙΤι az+1 Τι Αι 5ι δ~ 1\.ι Αι 23 εΙΤιaΖ+1 τι Αι δ~ 5311.ι Αι
+ + +
15 ωt ωt 2 ωf 15 ωf
- - r:r Ι - - Ι Τ - Ι - - 5aΜ 5~ ΑΖ 15~ 5~ ΑΖ12 Ai Qs ΑΖ - 6 ε ι αΖ+ τι ΑΖ α, 1\.ι ΑΖ - 2 ε~ ι αz+~ τι α) Λi ΑΖ + ~ _ + +
15 ωt 2 ωf
116εΙτιαΖ+Ιτι Α2 52 5a1\.t 1% 5 εΙΤΙ02+ΙΤΙ ΑΖ δ3 5,1\.ι 1% 4 ε2ΙΤι α2+2 1τι δ~ ~ 1%
+ +
15 ωt
2E2ITla%+21Tl5rSa~12+ ε2ITιαz+21ΤΙδ~~12 _ ε2ITι"z+2IΤΙδ25.~A21
Sω1 ωf ιωt j
Τότε, οι συνθήκες επιλυσιμότητας απαιτούν τα ST21 και ST22 να είναι ορθογωνικά στις λύσεις των
αντίστοιχώντους συζυγών τελεστών (adjoints), των συστατικών της ccleftVec. Το αποτέλεσμα είναι:
SCond2 = (ccleftVec([l11.ST21 == Ο, ccleftVec((211.ST22 == Ο} 11 Expandλll;
SCond2/. displayRule
1S ωt
27 εΙ'!Ι"'Ζ"ΙΤΙΑι δι δΖ1l.ι A~ + 23 εΙ'!!"'Ζ"ΙΤΙ Αι δΖ 5311.1 Α; == Ο,
2 ωt 1S ωt




5 Ε-ΙΤιaΖ-ΙΤΙ A~ δ) δ.1\.ι
ιωt
Ι ΕΙΤια2+ΙΤ2 f:;; 112 "'Ζ
16ωί





ΙΤια- ..Ιτι - AιAzδ~Aι 12ArA2SrSaAt θAIA;δ~Aι 3AιA~δ2δ4Aι6 Ε ~ Αι αΖ 1\.ι Αι + ... .. + ..
2 ω! ;,;,t 15 ωΙ ωt
27εΙΤΙ"'Ζ"'ΙΤΙΑιδιδΖΛιΑι 23ΕΙ '!Ι"'Ζ+1ΤΙΑ δ-δ 1\. Α - _






116EITι~+Iτι Α2 δ;Ζ δaΛ1. Α2 5 ΕΙΤΙ":;:+ΙΤΙ ΑΖ δ-ι 5.1'11. Α:;: 4 Ε2ΙΤΙ<>2+2Ιτι δ~ Λ.fΑ2
15 ωι Jit ωt
Επιλύοντας την SΙ:οnd2 για D2A J και D2A2, έχουμε:
{ {" ~.~SCond.2Rnlel =Solve SCond.2 ι Αι [Τ1 ι Τ2] ,
SCond2Ru.lel / • d.isplayRu.le

















23 Ι Αι δ~ Λf
3Ο ωΙ
+
28 Ι ΑΖ 5§ Λf
lS ωtω2
5 Ι ΕΙΤΙ ,,:+1 τι 52 δ2 Ai
...
+
Ζ •81 Ι Αι δι Αί
4 ωί
1εΙΙΙ"Ι+Ι!Ι"Ζ+ΙΤ2 [2 δ2 Αι
32ωl
5 Ι εΙΤι "2+1"1 ΑΖ 5'i! 541'.1 Α:< 2 Ι ε2ΙΤι "2+:<1"1 δ~ 1\.fAz
+
3 111.252 54Af 29 Ι Ε1 !1"Ζ+1Τ1 δι δ2λi
2 ωt (,)2 5 (,)Ι "'2
~
6 Ι Αι Α;Ζ δι δ1 Α2 4 Ι Αι 11.2 5~ ~
ω! 15 ωί
23 Ι ΕΙΤΙ ,,:+1 τι Αι δ;Ζ δ2l1.ι 11.2
30ι.;f
23 Ι ε-Ι Ιι ";Ζ-Ι τι Αι Α;Ζ 5Ζ δ; Αι
30 (,)r
12 Ι Αι <χι Λf Ι Αι Ilf 15 Ι Af 5§ Αι
----
2 ''»1
E-IIl"lAf5zII;z _ 1ΑΖ μ~ + 31E-1Tι"z-IΤΙA~α4Aι
16 ωt 4 ωι 2 ω;:
2 1Αι Az<l'i!Ar 3 Ι ΕΙΤ1"2+Ι "Ι Αι α;Ζ1\ι Αι 1AιA;zδ~Aι 6ΙΑ1ΑΖδ1δ'i!Αι
:U;z [,)2 4 ωt :i>2 :.οΙ (,);Ζ
3 Ι Αι Α;Ζ 52 δ4 1..1 27 Ι εΙΤ1";Ζ+1"1 Αι δι δΖ1\ι Αι 23 Ι εΙΤΙ";Ζ+Ι"1 Αι 5Ζ 5'i!1\1 Αι
2ωιω2 4ωfωz 30ωϊ ω2
111.. δ~~
3 fJ1t (,)2
58 Ι ΕΙΤΙ"2+ΙΤ1 11.2 5Ζ 531\ι ΑΖ
15 ωf ω2
<; Ι Α;Ζ 5ι 52 Λf
:.1 ω2
3 Ι ΕΙ!Ι "2+1 τι αΖ λi 29 Ι Ε-ΙΤ1 ,,;:-1 Τ1 A~ δΖ 52 Λ1 5 Ι Ε-ΙΤΙ "Ζ-ΙΤ 1 A~ δ1 54 Λι
2 ;.)Ζ lS ωt 1ι)2 4 ωf 1ι)2
9 ΙΑfδμι
16ωί
;; Ι Af αι Αι Ι Αι 11.2 δj Α2
:..Ιι 4 ωί
27 Ι εΙ Ιι "Ζ+Ι τι Αι δι δ;Ζ Αι ~
4 iJ){
• Επανασύσταση
Χρησιμοποιώντας τη μέθοδο της επανασύστασης, Α: =ε D,A, + ε' D,A, + 000, συνδυάζουμε τις
6 Ι A~α5Az 3 Ι Ε Ι !1"Ζ+ΙΤ 1 Α2α4 1'.11.2 1ε2ΙΤΙ"2+Η "ι <X'i!~ ΑΖ 29 Ι Ai 5~ 12 15 Ι A~ 5;Α2
"2 "2 "'2 15:.1 (ι)Ζ 4 :ur ω;Ζ
Ι ε21ΤΙ"2+ΖΙ "ι δι 53 AfA2 Ι εΖΙΤι "2+Ζ Ιτ ι δ11'~12 Ι εΗΤι "2+2Ι τι 52 54 Af~ 1
5~ω2 2~~ 4~~
μερικές διαφορικές εξισώσεις S<:ond 1RιιΙe 1 και S(~οnd2RιιΙe 1 στις ακόλουθες δύο συνήθεις
διαφορικές εξισώσεις που διέπουν τη διαμόρφωση των μιγαδικών-τιμών συναρτήσεων Ak :
moduEq =
Table[21r.I}~', {ι, 2}} ==
(Table[2 Ι ι,r,dt[l} [Αι: [Τι, ΤΖ]}, {Χ, 2}] 'ι. SCondlRulel /. 5Cond2Rulel // COllect[P', ε] !ί) //
Thread;
:"oduEq Ι. di:3plcιyRule
2.7 Ι Ε-ΙΙΙ";Ζ-ΙΤΙ Α Α 5 5 λ[ Ω2Αι ..... _ Ι 2 Ι 2 Ι
, 4 ~ί






" Ι' Ι ΕΙΤΙ "ι Α· δ· Αι 3 Ι ΕΙΤΙ "ι+ΙΤι ,,:+Ιτι δι Λι Αι ]"i 2 Ι ωι Α1. Ζ,. 2 Ι e ωι -Αι μι .. &.... .
, ωι:.lι
: f' 27 Ι Ε-ιΤι "Ζ-Ιτι Αι Α: δι δ:Λι 23 Ι Ε-ιΤι"2-ΙΤΙ Αι Α2 52152 Λι 81 Ι Αι δi Jli 23 Ι Αι δ~ Λf
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4 ω!
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4 (ιIf ω! 15 IιIf 2 ωl
23 Ι εΙΤι ,,:..1'ι Αι 5: 52 Λι Α2 ... 2 Ι Αι Α:ι aaA2 ... 3 Ι εΙΤι ,,:+Ι,ι Αι α:ι Λι Α2 ) •
30 ωf (ι)ι ωι
9 lAi δμι
16 ω!
" Ι ΕΙΤΙ"2+ΙΤ: f Ι Ε-ΙΤΙ"Ι ~ δ 'J
2 Ι ω2 Α2 ... 2 Ι e I-Α2 \12 _ 2 .. 2 (ιΙ. +
\ 4ω2 2ω2
I
EITI,,::+IT:f.jl Ε-ΙΤΙ"ΙΑ25 il ΙΑ.μ: 3ΙΕ-ΙΤΙ"2-Ι 'ΙΑ:α Λ 2ΙΑ·α Λi2ΙΕ2{ι)2 ιt2_ 1: 2 __&_2... 2 4 ι~ &2 ..
\ 32 ω! 16 UIt 4 ωι 2 fιI2 ω2
3 ΙΕΙΤΙ"::+ΙΤΙ α2~ 29 Ι Ε-Ιτι 0::-1 τι ~ 152152 1\,ι 5 Ι ε-ΙΤι"::-Ι'Ι ~ 152 δ 4 Λ1 28 Ι Α2 δ~ Jlf
2!ί)2 lS ωΙω2 4 ωt~ lS ωtω2
6 Ι Α: 151 δ211.t
ωι fιI2
ι Α:Ζ δ~ lI.i
3 ωΙ (ιΙ2
3 Ι Α2 52 5411.t
2 ωt fιI2
29 Ι ΕΙΤΙ "2..1'ι δι 152 Λt
5 ωt fιI2
5 Ι ΕΙΤΙ":Ζ+Ι ΤΙ 152 δ211.~
...
12 ωΙ ω2
ε-ITΙ"1~δ2I.1ι 2IA1A2aaAr 3ΙΕΙΤι ......ΙτιΑΙα21\,ιΑΙ IAIA2δ~AI 6ΙΑιΑ2διδaΑι
2 (ι)ι \112 (ι,)2 (1)2 4 ωt (ιI.rwt ω:Ζ
58 Ι εΙΤι"2+1 'ι Α. δ:Ζ δ2Λι Α2 5 Ι :εΙ τι "2+1 τι Α:Ζ 152 δ41\ι 1:
15 ωt {ι)2 2 ωΙω.




3 Ι Αι Α:Ζ δ: δ4 Αι 27 Ι ΕΙΤΙ"2+Ι 'ι Αι δι δ:: Λι Αι
2 ωt ω:Ζ 4 ωt (ιΙ2
3 Ι ΕΙ τι ,,:+1 τι Α2 α4 1\,ι Α2 Ι [2 Ι ΤΙ "2+2 Ι τι Qa Λi Α2
23 Ι εΙΤι "2+Ι 'Ι Αι δ:: δ211.ι Αι
30 ωΙω2




Σύμφωνα με τις διαδικασίες που περιγράφηκαν στην προηγούμενη ενότητα, μπορούμε να
δημιουργήσουμε μια συνάρτηση με το όνομα MMS (Method of Multiple Scales) (Μέθοδος των
Πολλαπλών Κλιμάκων) ειδικά για την c(}(Jlb. Μια πιο γενική συνάρτηση (ένα Πακέτο) μπορεί να
δημιουργηθεί μέσω του να θεωρήσουμε ως ορίσματα (arguments) τις κυρίαρχες εξισώσεις, σύμβολα
για τις εξαρτημένες μεταβλητές, την ανεξάρτητη μεταβλητή, τα εύρη και τις συχνότητες της διέγερσης,
και όλες τις άλλες σχετιζόμενες ποσότητες που επιτρέπουν στο πρόγραμμα να αναγνωρίζει τις
αντίστοιχες έννοιές (σημασίες) τους. Θα χρησιμοποιήσουμε την MMS για να επιλύσουμε για διάφορες
περιπτώσειςσυντονισμού στις ακόλουθες ενότητες:








:nultiScales = {u,_ [t] -> Ui " tiDleSCales. v,_ [t] -> Vi @@Ι tiDleScales.
Derivative(1] [u_J (tl ->dt(l] (11" timeScales], t ->Το};
eqa = (eq61b Ι. sca1ing Ι. !JIultiScales Ι. solRule 11 Tric;tro!xp 11 !xpandλll) !. e."_I'''>3 -> ο;
eq1!:ps = Res.t [Thre.ad [CoefficientList [Subtract" Π, ε] == Ο]] , /@ eqa / Ι Transpose;
eqOrder(i_J :=
(ff [[1]] , /0 eqEps [(1]] Ι. f "_ -> Ο Ι. U_A_.l -> u}".) ==
(;,t( (1]] , /0 eqRps[(1]] Ι. f,_ -> Ο Ι. U_k_,l -> 1.1:\;,i) - (Ρ. [[1]] , Ι@ eqEps(U]]) // Thread;
." Γι rgt·-.iJnle-r ?roblem "j
linearSys = π [[1]] " /@ eqOrder[l];
expr1 = linearSys ι. {lli_,l -> (Ρ ΕΙ '"i iJ1 &), Vi_.l -> (ο ΕΙ '"i iJ1 &)} ι. Exp[d_] -> 1 / /
Partition[tt,2] &;
coefl.fat=Oαter(D, Π, {Ρ, ο}} "ι@ exprl;
herιιιitian[ll'1at_? Matr:ixQ] : = mat / • conjuqateRule / / Transpose;
riqhtVec:= t1 ΙΠ [[1]] " /@ (!lullspace[l1] [[1]] " /@ coefl.fat) ;
leftVec:= lfull.Space[herιιιitian[I1]][[1]] " Ι@ coef14at;
ccleftVec = leftVec ι. conjuqa.teRule;
orderlKq:= eqOrder[l] Ι. 1.1_",,_,1-> (Ui.1[t11J &);
sol1p =D501ve[orderlEq, {υΙ,l[,1Ό], νι,l[ΤοΊ, 1lz,I [Το], V2,1 ['1''ο]}, '1'0] [[1]] ι. C[_] -> ο!Ι
Si.Dιplify;




Α;.[Γι , 1.'2] ΕχΡ[Ι(ι)i Το] + Ai['I't, 1'Ζ ] ΕχΡ[-Ι Ii.};. Το] +
(1li,1[To] Ι. S!ol1p Ι. fRule 11 SimplifJ 11 Expand) 11 Eva.luate], {λ, 2}];
sollv = Table(vi,l -> Function( {Γο, ΙΊ. ΓΖ}, D(1li,1 @@Ι timeScales, Γο ] Ι. 3011u f / Eva1uateJ ,
μ,2}];
5011 = Join[sollu, 3011v];
order2Eq = eqOroer[2] !. 301111 ExpandMl;
expRulel (1._ 1 := ΕχΡ [a_1 ::> ΕχΡ [Expand (a Ι. oIDg'Ru1e [ [i.J ] J 'ι. e"- ΤΟ ::> timeScales ( [Ι! + 1] ] 1;
STl1=Coefficient(oroer2Eq((A', 2]] /. expRulel(l], ΕχΡ[ΙωιΊ"οJ] & /@ {Ι, 2};
ST12 = Coefficient(order2Kq [[;; , 2]] / . expRule1 [2] , ΕχΡ[Ι "'2 ΊΌ]] & !@ {3 ι 4};
SCond.1 = {ccleftVec[ [1] J .5'1"11 == Ο, ccleftVec[ [2]] .5'1"12 == Ο};
SCondlRulel = Solve [SCondl. {Α?'Ο) ['1"1' '1"2 Ί, AJl' Ο) [l"ι, 'l"2J}] [[1]] ! / ExpandJUl ;
sigRule = Sol"τe[Re.sonanc~ond, {σι, σ2}] [[1] 1;




























SCond1Rule2 = SCond1Rulel/. expRule2;
ccSCond1Rule2 =SCondlRule2 Ι. conjuqateRnle;
order2Eqιa= order2Eq Ι. SCond1Rule2 Ι. ccSCond1Rule2 Ι f Expandλl1;
rr[Union[I1[[2]] , Ι@ order2Eqιιι] === {Ο},
3012 = {υΙ,2 -> (Ο '), "'Ι,2 -> (Ο '), U2,2 -> (Ο &), V2,2 -> (Ο ')},
basicH =Table{{Αι [Τι, Τ2 ] ΕΙ '"i Το, Ά-;..[Τι, Τ2 ] Ε-Ι '"i Το}, {i, 2}] 11 rlatten;
collectFonι=
Join[basicH, If[listl =l.ist" Plus" (Η[[2]] , /@ eqJrder[l]) Ι. c_ [~_E-- ->Λ;,~;
Head [listl] === I.ist, l1stl, {}]];
possibleTerιas=
JOin[collectfOl"lll,
If[listl= I.ist" Plus'" (11[[2JJ , /@ eqJrder[2J Ι. U_~_,.i_ -> (Ο ,») ι. c_ r;_E"- ->~;
Head [ΗιιΙΙ] === List, ΗιιΙΙ, (}),
Outer [TiJlles, collectfol"lll, collectFol"lll] / / rlat ten / / Union] ;
ResonantTenιs [i_] : =
(;f !. {d_!; a =! = Ο -> ι} , ί@ (Ε-Ι "'; το possibleTenιs ! . eJιPRulel [1] ./. ΕχΡ(_Το + _.] -> Ο) )
possibleTenιs 11 Union 11 Rest;




rlRule= 14apIndeΣed[rl,"'2[[lJ]-.>Coefficient[order2E<pι.[[1,2]], ι::1] &, RT[[1]]] Ι.
ΕχΡ[_Το +_.] ->0;
r3Rnle =MapIndeΣed [Τ3,#2 [[ΙΙ] -> Coefficient [orner2Eqιa[[3, 2]] ,ι::1] &, RT [[2] ]) Ι.
ΕχΡ[_Το+_.] ->0;
• r 4R'.lle=lia.lJlnctexe<:! [Γ~. ~2[ [l) j - • (:'.ceΙ:.ιclent [orc.ie r2ECfIn [ [4 :2 ] ], "1]:iι ,Ε[' [ [2] Ί] ,
'-χμ [ Τ,.: + _. : --ο: '.'
ΝΙΙΤ =Coιιpleιaent[possibleTerms, Join[t1, f1 Ι. conjuqateRuleJ] & /0 RT;
RTsyIllbolListl=Table[rl,j' {j, Lenqtb[RT[[l]]]}];
RTsymbolList2= Table[r3,j, {j, Lenqth[RT[[2])]});
NRTsyIllbolList1 [i._] = Table [A;.,j, {j, Lenqth[NRT[ [1]]]}] ;
NRTsyJDbolList2 [i_] = Table[A;..2,J' {j, Lenqtb [NRT [[2] ]]}] ;
{ratio1, ratio2}=Table[-ccleftVec[[i, 1]], {i, 2}];
so12Fot1a=
{ΠΙ,Ζ ->l'unction[{To, ΤΙ, ΤΖ},
RTsyιιbolList1.RT[[1]] + (RTS'JJDbolList1.RT [[1)] Ι. conjuqateRnle) +
lίRTsyllbolList1[1] .llRT[ [1]) 11 EvaluateJ,
'''1,2 -> Function [{ Το, τι, ΤΖ },
ratio1 * RTsymbolListl.RT[ [1]] + (ratiol * RTsymbolListl.RT[ [1J] Ι. conjuqateRnle) +
NRTsyllbolList1 [2] . NRT[ [1]] 11 Evaluate] ,
r.lz,2->Function[{To, ΤΙ, ΤΊ},
RTsymbolList2 .RT{ [2]] + (RTsymbolList2 .RT[ [2]) Ι. conj'~QateRule) +
NRTsymbolList2 [1] .1'lRT[ [2]) ,Ι! EvaluateJ ,
vz,z ->Function[{To, Τι, ΤΖ },
ratio2,. RTsymbolList2 .RT[ [2]] + (ratio2 * RTsymbolList2 .RT[ [2)] ,Ι. conjlJqateRule) +
NRTsyJDbolList2 [2] • ΝΙΙΤ [[2]] ! Ι Evaluate] };
eqb=
(Coefficient[Subtract Ν f1 /. so12Yonιι, NRT[ [1)J] Ι. ΕχΡ[_ ΤΆο + _.] -> Ο & j@
order2Eqm [[ {1, 2}]) 11 Flatten) =" 011 Thread;
eqc=
(Coefficient [Subtract Ν f1 Ι. so12Yonιι, NRT [[2] )] Ι. ΕχΡ{_ "l"o + _.] -> Ο & /0
order2EqD1.[ [{3, 4}]] 11 Flatten) =: ΟΙJ Ί'hread;
coefll,. Solve[eqb, Array [NRTsymbolhistl, 2] / Ι F'latten] [[1]);
coef12 = Solve(eqc, Arral (lfRTS1mbolList2, 2] // FlattenJ ([1]];
eqd= lfaplndexed[Coefficient[order2Eql/l[[1, Ι]} /. so12FoI"ll1, ff1) == TΙ,ι"l[[l]] &, RT[[1]J} /'
ΕχΡ[_Τσ+_.) ->0;
eqe,. lfaplndexed[Coefficient[order2Eqm[[3, 1]) / . .so12FoI"ll1, :;1] ==1'3,."2[[ΙΙ] &, R'l'[[2J)) /.
ΕχΡ(_ΤΟ + _.] -> ο;
coef21 = Solve[eqd, RTsyrtibolLlStl] [[1]] !. rlRule;






























coeffs = Join[coef1l, coef12, coef21, coef22, coef2l/. conjuqateRnle,
coef22 Ι. conjuqateRul.e) Ι. (oIlllgRule[ [Ι]] Ι. e -~ Ο) ;
3012 = :!o12Forιιι/. Function[{To, ΤΙ, Τ2}, a_] : ~
Function[ {Το, Τι, Τ2} 11 Evaluate, a Ι. coeffs 11 Expand 11 Evaluate]
] ;
order3Eq = eqOrder[3] Ι. sol1 /. 301211 ExpandAll;
ST2l '" coerricient[order3Eq[ [", 2J} Ι. expRulel[l] , ΕχΡ[Ι tη Το}] , /@ {Ι, 2};
ST22=Coefficient[order3Eq[[",2}] Ι. expRnlel[2J, EΣp[I~To]] 'Ι@ {3, 4};
SCond2 = {ccleftVec([I}} .5'1'21 == Ο, ccleftVec([2]] .ST22 == Ο} / Ι Expandλll;
SCond2Rnlel = Solve [SCond2, {AiO,l) [Τι, T2J ι AJO,l) [Τι, Τ2] } ] [[Ι]] 11 Expandλll;
moduEq =
Table[2Iι.It~', {]Ι, 2}] =..
(Table[2 Ι ~ dt[l] [ ltq,. (Τι, Τ2)], {k, 2}] Ι. SCσndlRu1el /. SCond2Rnlel / /
Collect [;;, ι.:) &} / / Thread;
Print["The second-order appro.xilaate solution:"];
Print[Table[ui[t] == (Ui Μ tiDleScales /' 301Rnle 1. eJ -~ Ο Ι. sol1/. 3012 Ι. disp1ayRule) ,
{i,21]];
rr[or Μ Table[ (1\ / f i Ι. scalinq) === Ε, {i, 2}},
Print["where"] ;
print["~== f i "]





Σαν παράδειγμα.ελέγχουμετην περίπτωσηστην ενότητα6.1.1 :
:!calinql = {]1n_ ->e Pr.. Υι ->Ε [ι,Υ2 _>e2 f2};
ResonanceCondl = {1:ο)2 == 2 ωι + ε σι, Ω == W2 + Ε σ2};
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{82. sa Second, Null}
6.1.3 Ω::::: α/ι και α/2 ::::: 2α/ι
Σε αυτή την περίπτωση, έχουμε ένα συνδυασμό από έναν πρωτεύοντα συντονισμό της πρώτης μορφής
(mode), έναν υπεραρμονικό συντονισμό της δεύτερης μορφής, και έναν δύο-προς-ένα (2:1) εσωτερικό
συντονισμό. Με σκοπό να φέρουμε τις επιδράσεις της απόσβεσης (damping), των εξαναγκασμών
(forcing), και της μη-γραμμικότητας στην ίδια τάξη, θέτουμε:
Για να περιγράψουμε ποσοτικά την εγγύτητα των συντονισμών, εισάγουμε τις αποσυντονιστικές
παραμέτρους σι και σ2 που ορίζονται σύμφωνα με :
ResonanceCond3 = {ωΖ ==:2 ωι + e σι, 0== ωι + e σΖ};
Χρησιμοποιώντας την MMS, λαμβάνουμε τη δεύτερης-τάξης προσεγγιστική λύση και τις δύο
εξισώσεις που διέπουν τη διαμόρφωση των μιγαδικών-τιμών συναρτήσεων Ak :




Η δεύτερης-τάξης προσεγγιστική λύση:
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{66. 9Ο6 Second, Null}
HMS [scalinq4, ResonanceCond4] / / TiDa:inq
Η δεύτερης-τάξης προσεγγιστική λύση:
ResonanceCond4., {(ί}2"" 2 ωι .. e σι, Ο == ωι .. (ί}2 .. ε σ2);
Χρησιμοποιώντας την l\ll\lS. λαμβάνουμε τη δεύτερης-τάξης προσεγγιστική λύση και τις δύο
εξισώσειςπου διέπουν τη διαμόρφωσητων συναρτήσεωνμιγαδικών τιμών,Ak :
Σε αυτή την περίπτωση, έχουμε έναν συνδυασμό συντονισμού και ενός 2: 1 εσωτερικού συντονισμού.
Θέτουμε:
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16 "'1
Ι εΙΤο",:< Α2 μι
-1 :.Ιι
2 EITO!i+I't ..ITD"2 Α2 5ΖΛι δ:; Λ! 1::-'< ITij 1!-.2Ι,ι S211.f r.2 ITC!l+:< ITl s:;!.f
----21~! 2 "It 32 04 32 04






.3 111.1152 15.1'4 IEITl~-ITι "2-1 'ι A~ aa1l.t 12 Ι Αιαι ~
2~ ~ ~
3 1 ΕΙ τι-Ι Τ2 Αι α211.ι 11.2 3 Ι ε-Ι τι+Ι Τ2 Αι α2 1Ι.ι ~ 2 1 Αι α; 1'4
21 εΙΤι ,"ι-Ι ΤΙ ,":-1 Τι A~ si 1Ι.ι
3 ωί
13 Ι ΕΙΤΙ'"ι-ΙΤι ~:-I Τ2 ~ δ2 δ; 11.2
30 ωί
18 Ι ε-Ι 'Ι+ΙΤ2 Αι δι δ2 11.ι 11.2
5 ωί
;,)ι




ΕΙΤ1 ~ 11.2 δ2 μ1 Αι
ιω1
1 ΕΙ ΤΙ ~ι-I ΤΙ ~2-I τι A~ δι δ~ 1Ι.ι
5 ωί
.3 1 ΕΙΤΙ"I+ΙΤι'"2+1τι 5~1I.ι Ai 31 ΕΙΤΙ'"Ι+ΙΤ! '":Ζ+ΙΤ2 δι 5:z1l.:zAi
..
16 ωί ωί
54 1 Αι δ~ 11.! 11 1 Αι δ~ lI.f
5 ωί 24 ωΙ
181 ΕΙΤΙ-Ι ':;: Αι δι δ211.ι 1l.2
5 ω!
11 Ι ε-Ιτι+Ιτ: Αι δ2 δ~1I.ι 11.2 41 Αι δ~~
+
24 ω! 5 ωί
91 Af δ~ Αι
16ωf
~ 2Ι Αι δi1l.2
24 ω!




6 1 At δι Sar4
~
1 Αι \1! 15 1 A~ 5!Αι
---2111ι ω!
7 Ι εITl,"ι-ITΙ~2-I'2 A~ δ~ 15.11.2
4 "'f
11 1 ΕΙΤΙ-ΙΤ2 Αι δ: Sa 1Ι.ι 1l.2
24 ωί
Οι εξισισσειςδιαμόρφωσης:
{2 1 ωιΑ! ==
~ ;' 1 Ε!ΤΙ ~ι-I ΤΙ 0:_1 τι A~ δ~ 1Ι.ι
2 Ι :"" ωι 1- & ~
, 2 fι.I{





r Ι εΙΤι ~ 11.2 52 Αι Ι εΙΤι "2+1 τι 5211.ι Α2 Ι ΕΙΤΙ "20ΙΤ2 5a 1Ι.2Α2 \
2 Ι e (,)ι 1-Αι l1ι .. + .. : '
• ~ ~ 1&>ι Ι
, ( IE-ITl"1Ais:z 1ε1ΤΙ"201"Ι5211.ιΑι ΙΕ1ΤΙ"2+1'251Λ2Αι"1
2Iω2A:z==2IEω2!-A2112~ .. .. ..
" 2 {οΙ2 1,)2 ;,)2'
• ε-Ι τι "1 Ai 5 Jl Ι 11.2 μ~ 2 Ι ~ Qa A~ 3 Ι εΙ 'ι -Ι '2 Α α Λ 'h 3 Ι ε-Ι ,ιοΙ '2 Α α h ]Ι.2 Ι e 2 {ι)2 i_ 2 ,2 .. 2 • ι· 2 :Ζ 4 Ι':Ζ
ι 16 ωf 4 ωι iύ. ω2 (01:
6 Ι Α: δ1 51 ~ 4 1 11.2 5; Λ! 3 Ι Α: 5:Ζ 54 ~
:4ω:Ζ 7ωιω2 2ωιω:Ζ
29 Ι ε-Ι ,ι οΙ '2 Α:Ζ 5:Ζ 521\ι 1'.:Ζ 45 Ι ΕΙ'Ι-Ι '2 1\.2 52 5.1Ι.ι .\:Ζ
12 ωι ω:Ζ 14 ωιω2
5ΕΙΤΙ"20Ι 'Ι 5:1Ι.ι !lr A2
4ιω1
2Ω ω1
3 Ι Αι 11.2 52 δ. Α2
2 ωί
29[ΙΤΙ ,,:+1Τ2 5a 11.;. \12 Α;.
2 -41 Αι 11.2 5111.2
15 ωf
εΙ ΤΙ "201 Τ:Ζ 5a 11.2 μι Α:Ζ εΙΤι ":ΖΟΙΤΙ 52 1Ι.ι U2 Α2
2ωί 4~
3 1[ITL<Jl+1T!~2+IT2 52 5~ 11.2~ 6 Ι EITι,"ι~ITι ~2+Iτ! αι1l.ι~
..
16 ωί
1 Αι Α:Ζ 5~ Α:Ζ 6 1 Αι 11.2 δι 52 Α:Ζ
4ωίωί
12 1 Α: «5 ~ 5 1 Α. 5~ Λ!
:.12 12 ωι 11Ι2






4S Ι ε-Ι"ΙΟΙ":Ζ 11.253 δ. Αι1'.:Ζ 29 Ι 1\:Ζ 5~Λj
14ω! ω2 12 ωι ω:Ζ
[1Tl"2+I':5a1l.2 112 Αι 2 ΙΑι A:z«a Αι IAιA:z5~Aι 6IAι~5ι53Aι 4IAιA2δ~Aι
θ:4 "'2 4~ω2 ωιω:Ζ 15ω1ω2
3 1 Αι Α2 5::5.Α1 5εI1'Ι"2~Iτι 52 11.ι μι Αι εΙΤΙ "2+1 '2 5111.2 μιΑ1 6εΙ 1'Ι":+Ι'2 53 Λ:Ζ ;12 Αι
..
2 "'tω2 4ωΙ<>l2 2ωιω:Ζ 5ωιω:Ζ
6 Ι A~ «5 Α2 2 Ι Ε-Ηι (1Ι+Ι 1'ι ""οΙ ..ι Αι «3 1\.ιΑ2 3 Ι Ε-Ι Τι "ιοΙΤι ":Ζ ΟΙ ':Ζ Αι «. 1\.2 Α2 29 Ι ~ 5j Α2
": (ι)2 (ι)~ 15 ωt {i):z







<3ιε-ΙΤιaΙ"'Ι.ΤΙ-+ΙΤ211 δ δ 11 i\ 7 ι ε-ιτι.,ι ..ΙΤισ2+ΙΤ2 Α δ δ Λ Α- ""- ......ι 2 :1 .1'2 ""'2 _ ' 1 2 4 :< :< 1
15 ':.Jf ω2 2 ω1ω2' j
{192.2665econd, Null}
6.1.5 Ω ~ ω2 και ω2 ~ 3ωι
Σε αυτή την περίπτωση, έχουμε ένα πρωτεύοντα συντονισμό της 2ης μορφής, έναν υποαρμονικό
συντονισμό της 1ης μορφής, και έναν 3: 1 εσωτερικό συντονισμό. Θέτουμε:



















6 Αι δι Αι
rut
2 EIτ,," ..Iτι-IΤo~ διΛι Αι




3 ε2ΙΤιΙ,;ι.,.2Ιτι δι Λf
35ω!
2 ε-Ι Τιι 11-1 τι -Ι ΤΟ ..ι δι Λι Αι2 ε-ΙΤΟ"Ι"ΙΤΟ"2'\2 δ 2 Αι
3 ωί
6 δι Λf 3 ε-Η Το 2-21 τι δι Λt
---ωt 35ωt
2 ε-ΙTolI-I τι ...1ΤΟ "ι Αι δ21\ι 2 εΙΤιΙ ,;ι ...Ι τι+Ι Το "Ι Αι δ2 Λι 2 ε-ΙΤο ΙΙ-Ιτ ι+Ι Το .",2 1.Ζ δ2 Λι
5ωf 7~ 9ωf
[utCtJ ==Ε ίεΙΤο"ι Αι + Ε-ΙΤΟ"-ΙΤι Λι+εΙΤΙΙIΙ"'ΙΤΙΛι+Ε-ΙΤΟ"ΙΑι ..
,
2 εΠο""'ΙΤι"'ΙΤΟ":Ζ Α:Ζ δ31\ι _ 2 δ:Ζ Λ~ ... 1::-2 1Τ1] 2-2 Ιτι δ:zΛt ε2ΙΤσ""'2Ιτι δ:ΖΛt 2 Αι 52 Αι
27 ωϊ 9~ϊ 2ϊ -ωf 27 ωΙ 9 ω!
ε-,2 ΙΤο "'ι δι Af 2 εΙΤ!!'"Ι-ΙΤιΙ'":Ζ Αι δ2 Α:Ζ 21.2 δ2 Α2 2 ε-Ι Τι;2-Ι ΤΙ-ΙΤΟ'"2 52 Λι Α2
:.J1 3ω! ωί 35 ωf
2 ε-ΙΤο"'Ι +1 ΤΟ "2 1.2 δ3 Αι 2 ε-ΙΤσ 2-1 τι-1Τ() '"ι δ Ζ 1\ι Αι 2 ΕΙ Το IΙ"'ΙΤ1-ΙΤΟ"'1 δ2 Λι Αι
5ωι 7 ωί 5fIjt
E-2IT1J"'lS2A~ 2E1TQ"l-ITQ"'ZAtSaA,2 2Α2 δ 4 Α,2 2E-ITQg-IT1-ITιI"'ZSaAtA2
5~! 5 ωf 3 ωι 27 ω!
:ο iE2ITo"lAfSt 2εΙΤΟ"Ι"'ΙΤΟ"2ΑιΑ,2δΖ E2ITO'":ZA~δ3 2E-ITo2-Iτι.,.ITO~AιδιΛ1
:1 _... - ... - + - ...,.:ι.;1 15 ωί 35 ω1 ;';1
2 εΠο"+Ιτι +1 Τ!! "1 Αι δι Λι 2 Ε-Ι το "-Ιτι+1Τ" ":Ζ ΑΖ δ:Ζ Λι 2 εΙΤσ "+1 τι.,.Ι Τσ '"Ζ ΑΖ δ,2 Λι
5 ω! ω! 35 ω!
Χρησιμοποιώντας την MMS, λαμβάνουμε τη δεύτερης-τάξης προσεγγιστική λύση και τις δύο
εξισώσειςπου διέπουντη διαμόρφωσητων συναρτήσεωνμιγαδικώντιμώνAk :









'.'. ' • ι' 19 1ε-ΙΤ'''Ζ-Ι'ΙΑιΑΖ διδ:Λι 1061E-IT,".-I'lAtA.S:5ahr 541Ar Sfh!
, 2 Ι ωι Αι == 2 Ι ι:. (ο)ι -Αι μι - - --
. , 5 :oιl 315 ωl 5 "'t
6ΙΕΙ'Τ.οι· Ι7:οΖ· Ι 'Ι αιΛιA~ 4 1ΑιΑ: δ~Az
..ι 5 (ιΙ{
3 Ι ΕΙΤ:"1.ΙΤ.......Ι ,! δ~1I.ι ii.i 3 ι εΙΤ:"ι Α. α...~
5'~I 2ωι




9- Ι ΕΙΤ: "ι.ΙΤ. "..Ι,! δ! Λι~
..f
15 Ι Af 5f Αι
ωt
3 Ι ΈΙΤ' ..ι Α: δ: δ2 ~
5 ω{
3 Ι ΕΙΤ:"! Α: δι δ.~
:..{





6 Ι Αι Α: δι δ3 Α. .. Ι Αι Α. δ~ ΑΖ 2 Ι Αι Α. 5.54 Α. 19 Ι ΕΙΤ.Ο••Ι,Ι Αι δι δ ... lΙ.ι Α.
;,;t 3S ω! 3 ω1 S (ιIt
106 Ι ΕΙΤ.........Ι'"ι Αι δ. 53 Λι ΑΖ 2 Ι Αι Α. α3 ΑΖ3 Ι ΕΙ'Τ.Ο••ΙΤΙ Αι α:1Ι.ι Α. ]
315 ωί • "Ιι· ;.)ι , '
, . ' 1EIT:"2.I '.f. 1E-IT."1A~α. 3IE-IT:o.-IΤlA~α411.ι21ω.Α;ι==2Ιι:. !.ιI.I-A21l:- .. • .,.
, ι~ 2~ 2~
21ΑιΑ2α3Αι 3 1εΙ7.ΟΖ·ΙΤΙ Αι α211.ι Αι 41AιA.5~Aι 6ΙΑι Α.5ι 5 3 Αι 41AιA25~Aι
0). "': 5ωί~ ωt~ 3Sωtω.
2 Ι ΑιΑ. 5.5, Αι 19 Ι ΕΙΤ'''2·Ι 'Ι Αι δι δ.1Ι.ι Αι 106 Ι EIT.o~.I'ιΑι 5.5311.1 Αι
3 (,)Ιω. 5ωtω. 315ωΙω.
6 Ι A~ as ΑΖ 3 Ι ΕΙΤ.Ο••Ι,Ι)\.. α,1Ι.ι1. ι ε· ΙΤ.'Ψ2Ι,ι α2 zo.f 1. 69 Ι A~ 5~ Α2 5 Ι ~ 5~A.
ω. ω~ "'. 35 ωtω. 3 ωϊ~
138 Ι εΗ.ο••Ιτι )\,.δ. δ 3 11.ι Α. 10 Ι ΕΙ'Τ. 0 ...1 τι Α,ι53 δ,1Ι.ι Α. 2 1Ε21Τ.....21 ,ι δ~ AtAz
35 ~1 ω2 9 ~ϊ Q: ωϊ (ι)2
2 Ι Α2 α3 11.! 3 Ι εΙΤ• "2.1 '"1 α=Λ~
ω2 2;,).
Ι ε-ΙΤ."Ι ~ δι 5. Ι ε-ΙΤ• οι A~ δ. δ3





69 Ι ε-Ι'Τ'''.-Ιτι A~ 5: 5311.ι
35·ωf ω.
4 Ι Α,ι δ~ 11.! 2 ι Α. 5. δ. Λf
27 ωi ω2 3 (,)1 ω2
5 Ι Ε-Ι 72 "Ζ-Ι τι ~ δ3 δ4 Αι
9- ω1 ω2
207 Ι εΗΖ"Ζ+ΙΤΙ δι δ2 ~
35 ωt 0)2
68 Ι Α2 δ~ 11.! 6 ι Α: δι δ311.!
35 ωΙω. ωfr.>.
5 Ι εΙΤ.....Ι'ι δ2 δ311.~
27 ωtω.
3 Ι ε· ΙΤ."2..Ζ Ι ,ι δι δ3 I\f Aa _ 2 Ι εHT2~I'ι δ~ J'ιtA2 .,. Ι Ε&ΙΤ."Ζ ..Ητι 52 δ,lI.!Α: 'ι'
35 ωΙ"'2 9 ωι 1.)2 9ωf{ι).}
{66.906 Second,Null}
6.1.6 Ω;:::: ω2 - 2ωι και ω2 ;:::: 3ωι
Σε αυτή την περίπτωση, έχουμε έναν πρωτεύοντα συντονισμό της πρώτης μορφής, έναν υπεραρμονικό
συντονισμό της δεύτερης μορφής, και έναν τρία-προς-ένα εσωτερικό συντονισμό. Θέτουμε:
5Icalinq6 = (μ,,__ >c2 iJr.,F1 -> ε3 [1, F: -> ε f 2 };
Χρησιμοποιώντας την Ml\IS. λαμβάνουμε τη δεύτερης-τάξης προσεγγιστική λύση και τις δύο
εξισώσεις που διέπουν τη διαμόρφωση των μιγαδικών-τιμών συναρτήσεωνAk :






Η δεύτερης-τ(ιξης προσεγγιστική λύση:
.' Ul ίt] == e IEITo "ι Αι + ε-Ι1"σ"1. Αι'ι +









:2 ε-Ι!ο "1.1 ΤΟ ". Αι δ2 Αι
3r.ot
lS ωf
:2 :εΙΤο "1.-!!0 "2 Αι δ. Αι
3r.ot
35 ..1
:2 ε-ΙΤο 11-1'••11'0 "2 Αι δ 3 Λ&
3 ω1
lS ω1
f·ITOl1tH '. δ2 λ~
3r.ot
2. :εΙ 1'0 ..ι·ΙΤο ":Ζ A~ δ. ε<Ι1'ο "2 A~ δ,
7 ωΙ 9ωΙ
Ε:<Ι ΤΟ "1. A~ δ:Ζ
5ωf
ε-·ΙΤσSl-. Ι '. δ2 Λ~
3ψ!
:2 εΙΤοSl+Ι'.'!ΤΟ"Ι Αι δ.Λ2
3 ωί
5ωΙ 5ωt 7"'1 3ωt
3 ε-Η 1'οSl-. Ι '. Ii t λ~ 3 Ε; I!oSl.... Ι '. Ii t 1'~ :2 Α. 5. Α. :2 ΕΙΤΟ "ι- Ι 1'0 οι. Α. 52 Α. :2 :ε-ΙΤο "ι·ΙΤο "2 Α. 53 Α.
5ωι 5ω{ 9ωf s(J)! 5ωΙ
2Α.54 Α. :2Ε-ΙΤσΙΙ-ΙΤ.-Ι1'οωι δΖΛ.Α. 2 EITO Q • I '.-11'0 "Ι 53 Λ.Α:Ζ 6 ε-Ι!ΟSl-ΙΤΖ-ΙΤΟ "2 5,Λ.Α.
2Αιδ3Αι 2.ε-ΙΤο"'_Ι"-Ι1'ο"Ιδ.Λ.Αι :2ΕΙΤΟΙΙ+Ι'2-ΙΤΟ"Ιδ.λ.Αι :2:ε-ΙΤΟSl-Ι '2-Ι!0"2 δ3Λ.Αι
~ί 3 ωϊ ·~ϊ 15~
2 :εΙ 1'0 SI+I '.-11'0 "2 53 Λ& Αι ε-:< 11'0 "ι δι A.i :2 ε-Ι Το "Ι -Ι Το". 5. Ai ε-:< ΙΤΟ "2 53 Ai 1
3ωf +:-"1 + 15r.ot • 35:.;f J'














6 Ι Αι δι δ 3 Λ~
ωΙ
4 Ι Αι δ~Λ~
3(4
2 ~1
4 ! Ε-Ι Τ2. a.:_t 't2. Α;ι δ ~ 1".ί.2 Αι
3 ω!
4 Ι ε-Ι!, "1-' '. )\2 δ~ λ2 Αι
5 "t
9 Ι ε-Ι!. "1-· Ι!:Ζ "2-2 Ι '. Α. δ3 δt Λ~
5 ω!
:2 Ι Αι δ. δ,~
3 ω!
19 Ι Ε-Ι 1'...ι -ΙΤ...._Ι'. Α! δ. δ 3 Λ&
4S ψΙ
28 Ι Αι δ~ Λ~
45 (J)t
19 Ι εΙ!':Ζ"Ι+Ι!'.":Ζ.Ι'.δ3δtΛ~ Ι εΙ!'. "ι.Ι !'. "••"ι Ιι
15 ..t 4 ωι
;.)ι :2 ωι
1Ω Ι ΕΙ1'. ·ι·ΙΤ• ".+1'. Αι δι δ2 Λ.Αι
;,;t




2. Ι Ε-Ι 1'.,,:-Ι,. Α, δι δ. Λ, Αι
--t
Ι ε-Ι Τ. "ι-2 11'.... -. Ι '. Α. δ. δ3 Λ~
.. 1
...ι
5 Ι εΙ 1'."ι·Ι !."••Ι,. δ. δ 3 Λ;
3 (J)!
15 Ι A~ δ!Αι
:wr






3 Ι ΈΙΤ:Ι"Ι Αι δι δι ~
.. 3
"'ι
3 Ι ΈΙΤ:Ι ΟΙ Αι 5Ζ 53~
5 {ijf
3 Ι ΈΙΤΖ "Ι Α:Ι(lΖ Af
2 ωι
4 Ι Αι Α:ι δ~ Α:ι
5 ~4
3 Ι εΙΤ2"ι+2 ΙΤ:ι":ι+2 Ιτ:! Αι (Ι. Aj 12 Ι Α:ι (15 Λ~ 2 Ι εΖ ΙΤ:ι "ι..2ΙΤ2 "2,.ar Τ:Ζ α5 Δ~
• + +
2 ω2
6: Ι ΑιΑΖ δι δ1 Α2 4 Ι ΑιΑ2 δ~A2 2 Ι ΑιΑ2 δ:ι δ. Α2 6 Ι εΙ Τ:Ι"ι,.ΙΤ2 ,,:ι,.ΙΤ2 Α:ι δ2 δ2~ Α2
;.;f 35 ωf 3 (jjf 5 ",f
106 Ι ΕΙΤ:Ι"Ι"ΙΤ:Ι"2+ΙΤΖΑ:ι 53 δ.1\.2 Α2 2 Ι ΑιΑ:ι (ι3Α2 . 3 Ι ΈΙΤ:ΙΟΙ"ΙΤ2"2+ΙΤ:Ι Az(l. Δ2Α21
105 ωf +;.)ι - ;.)ι Ι •
, ,., 2 ι· Ι Ε-Ι Τ:Ι"ι ~ α:Ζ Ι ΕΙ Τ:ι o~I Τ:ι Ai !Χ2 ~ 3 Ι ε-ΙΤ:Ζ οι-Ι Τ:Ζ "2-1'2 Αι A:t!X. λ;!




Ι Ι ε-ΙΤ2"Ι Ai δι δ2
;.){ ω2
Ι ε-Ι Τ2 <>ι Ai δ2 δ2 2 Ι ΈΙΤΖ ":t+I Τ2 Af sj 1\.2 Ι εΙΤ:ι ,,~I ':Ζ Af δι δ2 1\.2
.. ,.
5;.)Ι ω2 3ωΙω2
6: Ι Ε-Ι Τ:ι"ι -Ι Τ2 "2-1 Τ2 Αι Α:ι δ;! δ3 Λ:Ζ
5 ω{ (0)2
106 Ι ε-ΙΤ2"Ι-ΙΤ:Ι"2-ΙΤ2ΑιΑ:ι δ3 δ. Δ:ι
105 ωt 11)2
3 Ι εΙΤ2 ":;:+1'2 Af 5:t 5. λ2
5 ΙΙ){ ω:Ζ
6 Ι Α:ι δ; Δ~
5 ωt ω2
9 Ι ε2ΙΤ2.,ι+ΗΤ2":Ζ,.Η '2 5~ 1'ι.~ 2 Ι Αι Α:Ζ (13 Αι 3 Ι εΙΤ2 <>Ι+ΙΤ:Ζ ,,~I,:! Α:ι (14 Δ:Ζ Αι 4 Ι Αι Α:ι δ~ Αι
5ωΙ!ι>:Ζ (,)2 :.12 5ω{ω2Ι
9 Ι ΕΙ Τ2"ι+2 ΙΤ:ι α:Ζ+2 I':t Αι δ2 5.Λ~
5 ωt ω:Ζ
- 2106 Ι Α2 5;ιι.;
35 ωtω2:




Σε αυτή την περίπτωση, έχουμε έναν υποαρμονικό συντονισμό, 1ης ή 2ης μορφής, και έναν ένα-προς­
ένα (1:1) εσωτερικό συντονισμό. Θέτουμε:




6: Ι Αι Α2 δι δ3 Αι 4 Ι Αι Α2 δ; Αι 2 Ι Αι Α2 52 δ. Αι
;.)t fι)2 35 (,It 11)2 3 ωΙ ω2
106 Ι εΙΤ:Ζ"ι+1Τ2α:Ζ"ΙΤ:Ζ Α2 51 δ.1'ι.. Αι 6 Ι ~ 0:5 Α:ι
105 ωfω:z ω:ι







ResonanceCond7 = {ω2 == ~ + ε σι ι Ο == ~ + 1.1)2 + ε σ2};
Χρησιμοποιώντας την l\IMS, λαμβάνουμε τη δεύτερης-τάξης προσεγγιστική λύση και τις δύο
εξισώσεις που διέπουν τη διαμόρφωση των σύνθετων-τιμών συναρτήσεων Ak :
HMS[scalinq7 ι Resonancecond7J 11 Ti1IIi.nq
Η δεύτερης-τάξης προσεγγιστική λύση:
2 ωι
3 εΙΤο 2 ,.Ι τι+ΙΤα"Ι Αι δι Δι ε-Ι τι: 2-1 'Ι"ΙΤC"'2 Αι 52 Δι εΙΤο 2..1 'l..rTG"':Z Αι δ2 Λι 6: δι Λf
-----:--------4 ωt 2 :.ιf 4 ωf JJ!
ε-2ΙΤα"-2Ιτι δι Af ε2ΙΤα"+:Η'ι 5ι Λ~ ε-ΙΤο"-ΙΤ2+ΙΤa"'Ι Αι 521\.2 εΙ Τι;",.Ι'.+ΙΤο"'ι Αι δ 2 1\.2






εΙ 101<+1 ,.-ΙΤο-. δι Λ;: Αι Ι Ε-Ι ΤΟ "1 μι Αι ε-' Ι ΤΟ "'1 δι A~ 2 ε-ΙΤο"Ι-ΙΤΟ'" δ. Α; Ε-,Ι1:0 ". δι A~ "
2 .,f • 2 :,)ι .. ;,;f .. 3 ωt .. 3 :.;f J '
U, [1:] == € ,εΙΤο "'2 Α:ι .. ε-Ι ΤoSΙ-I" h• .. εΙ το 11.1 τ, Λ, .. ε-ηο ",. Α,) ..
E;1TO"'ΙA~δ. 2εITo"ι~ITO·'A~δι ε;I10·'A~δ4 Ε-!ΤοQ-Ιτι·Ι10'"1Α.δ,Λι
~'" + +














2 Α2 52 Α,
εI1αSΙ~I'ι~I10'"'Α, δ; Αι 2 δ,~
---~
4 ωt ~ί
εΙ1ο >1.1 'ι -110 ", δ;:1Ι.ι Αι
2 wt
Ε-Ι10 2-Ιτ:- Ι10 "', δ3 1\;: Αι
4 ω{
4 Ι εΙ1α >1.1 'Ι 1\.ι μι 6 Αι δι Αι
3:,)ι :.)Ι
2 Αι 53 Αι 3 ε-Ιτα >Ι-Ι ,ι- 1 10 '"ι δι Λι Αι
lS (,)f
4 Ι ε-lτo >Ι-Ι 'Ι1\.ι μι
3 (,)ι
ε-11!! >Ι-Ι ,ι-Ι ΤΟ "', δ;:1\.ι Αι
4ωt
εlτo Q,I ',-110 '"1 δ,1Ι.;: Αι
2 ..!
:.;1 "'t 1S ωf :.1
Ε,Ι1α ll.Ητ, 04 Λ~ Ι Ε!ΤΟ "'2]'ι, μ, 4 Ι ε-Ι101l-ΙΤ2λ, μ, 4 Ι E1TO>l·Ior;: Λ. μ2
SUif 2iι1ι 3:.1ι 3:'>1
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[194.159 Second, Null}
Resonancecond8 = {ωΖ == ωι + ε2 σι ι Q == 2 (,)2 - (,)ι + ε2 σ2};
Σε αυτή την περίπτωση, έχουμε έναν πρωτεύοντα συντονισμό είτε Ι ης είτε 2ης μορφής και έναν ένα­
προς-ένα (Ι: Ι) εσωτερικό συντονισμό. Θέτουμε:
scalinq8 ={ilr._ -> ε2 'f.Lr.:, Ρι -> ε3 Γι, Fz -> ε3 f 2};
Χρησιμοποιώντας την l\Ii\IS, λαμβάνουμε τη δεύτερης-τάξης προσεγγιστική λύση και τις δύο
εξισώσεις που διέπουν τη διαμόρφωση των σύνθετων-τιμών συναρτήσεων Ak :
!:!MS [scalinq8 ι Resonancecond8} / Ι T:intinq
Η δεύτερης-τάξηςπροσεγγιστικήλύση:














c. ., Ζ Ι' ΙΕΗΤΖ"Ι"ΙΤ2-'+ΙΤΙΙι 15 IJ4: δ! Αι 10 Η:ΙΤ2"IΑιΑ:ιδιδ2Αι 5IJ4:a~Al
i 2 Ι (011 Α1. :: 2 Ι e (οΙι -Αι μι - - - --
, , 4 ;,)1 :4 ω{ 3 ω!
2 Ι ε·ΙΤ.αι A~ δ~Aι ι εΗΤ.αι A~δι δ3Αι 10 ι.εΙΤ• οι Αι Α:ιδ. δ2Αι 2 Ι .ε2Ι1'Ζαι A~afAr
~ + ~ 3~ ~
Ι ΕΗΤ."1 A~ δ. δ. Αι 6 ι ΑΙ σι Αι :3 Ι ΕΙΤ2 "ι ΑιΑ. σ.Αι Ι εΗ1'• "tlJ. σ2 Αι 5 Ι ε-Ι ΤΖ "t Af δι 5.Α.
---".:-.::........:~ + + + - ---....,....::......:......:....~
ω{ :.Ιι (,)1 ωι "'1
4IAIA.δ~A2 6ΙΑιΑΖδιδ3Α. 5ΙΕ-ΙΤ."IΑ!δ.δ2Α. 5 H:1T."lAiδ.δ2 Α. 4ΙΑι Α:ιδ;Α2
- - - -3ωΙ (,)Ι 3ω{ 3ωι 3ω{
6ΙΑιΑ:ιδ.δ.Α. _ 5ΙΕΙΤ."ιlJ.δ;δ.Α2 + :3IE.-I1'."Ι~α2A. + 2 Ι ΑιΑ:ια;Α:Ζ .. :3IεIT:zσι~σ.A:z].
"'ι ..t Ζωι rill 2r.ιι
~ , 2 [' ι.εΙΤ."ι+Ι 1'.σ.+Ιτ.ι. :3 Ι ε-Η.αι Afa.At 2ΙΑιΑ:ια2Αι :3IEI1':ιαιA~α.Al"Ιω.Α.::2Ιι: ω:ι.-Α:Ζ112- .. .. + -
4101. 2ω:Ζ ;). 2ωΖ
5 Ι ε-Ι1'Ζαι ΑΙ δι δΖ Αι 4 Ι Αι Α. δ~ Αι 6 Ι Αι Α:ι δι δ; Αι 5 Ι ε-Η. "t Α! δ. 52 Αι 5 Ι εΙΙ'. σι ~ δ. δ; Αι
- -
;){ {ι}. 3ωt ω. ω! ω. 3ωt ωΖ :3 ωt {ι}.
4 Ι Αι Α. δ~Aι 6 ι Αι Α2 δΖ δ. Αι 5 Ι εΙ 1'.σι A~ δ; δ. Αι Ι ε-Η1'."ι Af α! Α2 :3 Ι E-I 1'."t Αι Α2σ. Α2
_-=--:,;:.-.::........=. - - .. + --=--=.....:......c:.
3 ~ ω2 ωϊω:~fω:
6 IA;as Α. 2 Ι 1':-4: Ι 1'."l Af δ;Α2 IE-·I1'."t ΑΙ διδιΑ. 10 IE.-I1'."t Αι Α:ιδ. δ!Α.
:';2 - :.ιt{ι}2 .. :.ιtω2 - 3ωt ω2
2 Ι 1':~HZσιAΙ δ!ΑΖ _ 5 I~ δ;Α2 .. Ι ε-4:Ι1'Ζ αι ΑΙ δΖδ.ΑΖ _ 10 Ι E-11'Z"t Αι Α.δ! δ.Α:ι _ 15 Ι Α! δ; ΑΖ '11
ωί ω: 3 ωί ω: {Utω2ΙU!ω2ωί ω: .ί J
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6.2 Γραμμικά Συζευγμένα Συστήματα με Παραμετρικές Διεγέρσεις
6.2.1 Ταλαντωτής Δύο Εκκρεμών
Ως παράδειγμα, θεωρούμε έναν παραμετρικά διεγερμένο δύο-επρεμών ταλαντωτή με έναν 3: Ι
εσωτερικό συντονισμό :
eq621a:
{θ1Κ [Ι} + α 6.Η [Ι} + θ1[Ι} ='" ~ α {θ. [Ι] - 61[t])2 θ2Η [Ι] + :. θ1 [t]3 + α (e2[t] - θ1[Ι]) θ2' [t]2_2 6
2 f'1 02 61[t] COS[Q t],
62" [t] + θ1 ~ [ t J + 62 [ t J ==:. (62 [Ι] - 61 [t]) 2 θ1Ν [ΙJ + :. 62 [ Ι] 3 - (62 [t] - 61 [t]) 61' [t] 2 -
2 6
2Ft 02 62[t] COS[O t]};
όπου
{ 16:1}paraas = α -> 25 + € σι ;
για μικρό ε. Εδώ, η συχνότητα διέγερσης, Ω, θεωρείται ότι είναι σχεδόν ίση με δύο φορές τη φυσική
συχνότητα της δεύτερης μορφής, ω2, η οποία είναι τρεις φορές η φυσική συχνότητα της πρώτης
μορφής, ωl. Έτσι, ορίζουμε τις ακόλουθες λίστες:
cmgList = {ιuι, ω2};




Με σκοπό να φέρουμε τις επιδράσειςτων εξαναγκασμών(forcing) και της μη-γραμμικότητας στην ίδια
τάξη, θέτουμε:
3CaJ.inq ={Ft -> ε2 [ι};
Για μια συνεπή ανάπτυξη, πρώτα μετατρέπουμετην e(4621a σε ένα σύστημα από τέσσερεις πρώτης­
τάξης εξισώσεις. Γι' αυτό το σκοπό, εισάγουμε τις δύο καταστάσεις νι[η και V2[t} που ορίζονται από:
1J'el = {5ι" [Ι] -> νι[Ι], 62' [Ι] -> v2 [Ι]};
Αντικαθιστώντας τους όρους της ταχύτητας και της επιτάχυνσης, χρησιμοποιώντας τη νεl, στην
C<I(,21a και συνδυάζοντας το αποτέλεσμα με τη νεΙ, μετασχηματίζουμε την eq(.21a στο ακόλουθο
σύστημα από τέσσερεις πρώτης-τάξης εξισώσεις :
eq62lb = {vel/. Rule -> Equal, eq621a Ι. D[vel, Ι] Ι. vel} 11 Transpose 11 !"latteu
Te1.[t] ==Yt[t]. et[t] .. ylCt] ... αν;[t] ==
l
• l:ι - 1 --2Ω""CC3[tΩ] Ftet[t] .. -et[t] .. av,lt]~ (-etlt] .. e,[t]) ... -2 α ,:-etlt] ... θ,ίt])"Ύ;ίt],6 .
e;Ct1 =='v,lt], e,lt] .. vllt] "Yzlt] ==
" ,.,2 C [ .... ] F θ '1 1 θ . .3 '1:<' θ ,. θ [ " 1, θ .] θ'] ,:< '[ ] Ι
-.<."" Ο3 t"" 1 :<lt... - :<ltJ -Vlltj ',- lltj" :< tj)'" -2 ',- tlt ... H t ,Ι 'ν'Ί t ~6 j
Αναζητούμε μια ομοιόμορφη δεύτερης-τάξης ανάπτυξη της λύσης της eq621b στη μορφή:
solRule= {ei.-> (Swιι[eJ ei ,][tt1, '!'.1, 173], {j, 3}] ,), v'-. -> (Sua[ejVi,J[tf1, '!'.l, 1r3], {J, 3}] &)}:
:na.xOrder = 2;
Χρησιμοποιώνταςτις χρονικέςκλίμακες Το. ΤΙ και Τ2, εκφράζουμετις εξαρτημένεςμεταβλητέςκαι τις
χρονικές τους παραγώγουςως :
multiScales= {ei_[t] ->6.i @@ tiJDeSCales, Vi.._[t] ->V.i @@ tiIooScaJ.es,
Derivative[l] [u_] [t] -> dt.[1] [υ Μ tiIooSca1.es), t -> ΊΌ};
Αντικαθιστώντας τις p'Irarns, sc'lIing, mllItiSc:tles και soIRule στην e(16211), αναπτύσσοντας το
αποτέλεσμα για μικρό ε, και αμελώντας όρους τάξης μεγαλύτερης του ε3 , παίρνουμε:
eq62lc = (eq62lb Ι. params Ι. 5calinq Ι. multiSc:ales Ι. 30lRule ΙJ TriqToExp JΙ ExpandA1l) J,
E i1_/,;n>3 -> ο;
Εξισώνονταςτους συντελεστέςτων ίδιων δυνάμεωντου ε, παίρνουμε:
eqEps = Rest[Thread [CoefficieutList[Subtract @@ ;;, ε] == Ο]] &< /@ eq621c ,{ / Transpose;
Για να τοποθετήσουμετον γραμμικό τελεστή στη μια πλευρά και τους μη-ομογενείςόρους στην άλλη
πλευρά, ορίζουμε:
eqOrder[i_] :=
(;;[[1]] & /@eq&ps[[l]]/. f s_-:>O/.l1. k_,t->Uk,.) ==
(η [Ι]] &,(@ eq&ps [ [1] J Ι. r<_ -:> Ο Ι. U_ 1_, 1 -:> UI:,,) - (,..f [[ ι ]J & /@ eqEps [ [i] ]) 11 Thread




































.ί Ω08ι ι- νι 1 == Ο, Ο{)νιι +~ {Οον2,ι) +θι,ι == ο, DOe2,1- ν2,Ι == ο, Dovt.t+ Οον2,Ι + 5'2, Ι == Ο ~i. ." , 2S J
16 16 16Ώονι a + - !Dov. a', + 6ι a %~ -'σινι ,; - - '!'\ι'''- .\ -σ-νι 1· - (σ-Υ. ι; - ΌΑν-.,Ι', σι- ε-ΙΤο " ςf ft 6ι ,ι·, 2S' tI.,' , . ,... 25'- .ι.,., οι., 25' ιι:. .,. -<,i •
• Πρώτ/ς-Τάξης Πρόβλημα: Γραμμικό Σύστ/μα
Το πρώτης-τάξης πρόβλημα, e(IOrdeI'( 1), αποτελείται από ένα σύνολο από συζroyμένες γραμμικές
ομογενείς διαφορικές εξισώσεις. Έτσι, η γενική λύση είναι η λύση των ομογενών εξισώσεων. Για να
προσδιορίσουμε τη γενική λύση του ομσΥενούς συστήματος, ξαναγράφουμε την eqOI'der[ Ι) ως εξής:
linearSys = # [[1]] , /@ eqOrder[l];
linearSys Ι. displayRule
,16 ,
i D(}et.t - ','1 Ι, DOV1 1 + - (Οον2.Ι Ί • 61 1, υοθ2.1 - "'2.1, Ώονι.1 ~ υον2.Ι ... 62.1 ~
'. • • 25 .• .
Κατόπιν, αναζητούμε μια λύση της IinearSys στη μορφή:
a,ssmιιedFonιι= {ei..,l -> (Ci ΕΙ" Ρ' ,), Vi.. l _> (~EI οι # ,)};
Αντικαθιστώντας την assunledf'orm στην lineaI'Sys και συλλέγοντας συντελεστές των C; και di,
λαμβάνουμε το μητρώο συντελεστών ως εξής:
coefl!at = Outer[D, Ε-Ι "Το linea.rSJs Ι. assumedFonιι/1 Expand, {Cl I dl, C2, d z}]
, . 161;,),ι{Ιω, -1, ο, Ο}, J1, Ιω, Ο, --~, {Ο, Ο, Ιω, -1}, [Ο, Ιω, 1, Iω}~
l 25 ) ο
του οποίου ο συζυγής τελεστής ορίζεται από:
henιιitian[mat. ?!.fatrixQ]:= Jr!at Ι. conjuqateRule /1 Transpose
Οι φυσικές συχνότητεςτων δύο εμπλεκόμενωνμορφών, είναι:




Έτσι, τα αριστερά και δεξιά ιδιοδιανύσματα της coetΊ\ljft που αντιστοιχούν στην ev:tls, είναι:











leftVec = HullSpace{henιιitian[coeiMat] Ι. (V -> f;] [[1) J !i/@ evals
. , 3 Ι ",r 5 5 3 Ι , " Ι ~,/ 5 5 Ι','
,
-. ---, 1 ,', 1 --, - -, -~, 14 4 ,'- l 4 4 '5, 5 i




ccleftVec = leftVec /. conjuqateRule
Βασισμένοιστο l'jghtVec, μπορούμενα θεωρήσουμετη μορφή της γενικής λύσης ως εξής:
301lfonι=Transpose [riqhtVec} . {Αι [Τι, Τ2 ] ΕΙ "ι Το, Α2 [Τι, Τ2 JΕΙ "% Τι)}
{εΙ Το"Ι Αι [Τι. Τ21 .. εΙΤI) "'2 Α2[ΤΙ, 721, ~ ι '/5 εΙΤο"Ι Αι [7ι , Τ:ι1 ~ Ι ''/5 εΙΤο ";;: Α2[ΤΙ , Τ;;: 1,
~ εΙ το "Ι Αι [Τι, 72] - ~ εΙ το "2 Α:ι [Τι, 1"2], .2.. ι '/5 εΙ το "'ι Αι [Τι. Τ;;:] - ~ ι '/5 εΙ το "2 Α2 [Τι. 1":ι1}
4 4 12 4 '
όπου







Επομένως, η γενική λύση της eqOrder[ Ι J μπορεί να εκφραστεί σε μορφή καθαρής συνάρτησης ως :
5011 =
{&Ι,Ι, νι,Ι, 62,1, ν2,Ι} -> (Function[ {'Ι'ο, Τι, ΤΖ }, ιr + (μ /. conjnqa.teRu1e) // Eva1uate] , μι 3Ο1ΗΌπι) Ι/
Thread;
3011/ • displa'[Ru1e π
/72
Για μια ομοιόμορφηανάπτυξη, επιλέγουμετα DIA I και DJA2 για να απαλείψουμε τους προσωρινούς ή
τους μικρού-διαιρέτη όρους. Για να το επιτύχουμε αυτό, πρώτα μετατρέπουμε τους όρους μικρού
διαιρέτη σε προσωρινούς όρους χρησιμοποιώντας τον κανόνα:
expRulel(i .. ] ::=Exp[a .. ] ::>Exp[Expand(Et/. omgRule[[i]]] Ι . .;::2'1'0 ->'rz]
'" ",,-' -'Ί Ί Τ· ι εΙΤΟ"1Α εITα~zA _-ΙΤΟ"ΙΑ- "-ΙΤΟ'".Α-'~.VΙ,l~.ι;:Y.l,...C't~οnlt ο, Ι, &J, 1"'" 2:"'"~ 1 • .1:. '2]'
- .. {Ί Ί Τ ι :. ι ·Ι·5....· εΙΤΟ "ι Αι .. Ι ΊιΓ5"" εΙ Το -. • __ :. r 15'''' ε-Ι το "ι ~Ι _ Ι ·15-' ..-!Το "2 Α-• Τ·"Ι.Ι .... ιunCΊ:10nι ο. 1•• " 3 .. "< 3" "." <J'
5 ",Ι Το "Ι, 5 ",ΙΤο -. Α . 5 .. -ΙΤσ"ι " 5 ε-Ι το "2" ]6.'1 .... FunCΊ:ionl ίΊο. Τι. Ι.}, 4' w "ι - 4' w 2 ~ 4''' "ι - 4' "2).
5 - ΙΤ 5 ,- ΙΤ 5 - ΙΤ· 5 -'Τ "}Funti IJΊ Ι Ι' -1-.)SE 0"ΙΑι --1νsε G"zJ!..-_I·J5E- a"ΙΑι+_ι-.)sε'όσ-'Α_1"':,1-1' c c,ηι~ ο. 1, '4.J" 12 4 ι. 12 .:1 .ι. ό
όπου τα Αι και Α 2 θα προσδιοριστούν από τις συνθήκες επιλυσιμότητας στα επόμενα επίπεδα
προσέγγισης.
• Δεύτερης-Τάξης Πρόβλημα
Αντικαθιστώντας την πρώτης-τάξης λύση soll στο δεύτερης-τάξηςπρόβλημα,eqOrder[2], προκύπτει:
order21tq: eqOrder [2} Ι. 5011 / / ExpandAll;
















- - Ι ν' 5 ε- 0"2
4
]ανι,Ζ .... DOV2.: + θ~,: ==-
-~ ι '.1'5 εΙΤο"Ι [<ιΑι ) _ ~ Ι '.1'5' εΙΤσ":Ζ ':D1A:z:, .. ~ ι -/5 ε-Ι το "Ι DtAt
4 4 4
{Ώσθι,;;:-ΥΙ,;;::: _ΕΙ το "ι /ΏιΑι) _εΙΤσ":Ζ 'ΏιΑ2) _Ε-ΙΤσ"ι ΏιΑιΊ _Ε-ΙΤσο>Ζ ,'ΏιΑ:ΖΊ,
16
DΛVt Λ+ - {ΏΛνΛ Λ) + et Λ ==











Για να απαλείψουμε τους όρους που παράγουν προσωρινούς όρους (δηλ., να προσδιορίσουμε τις
συνθήκες επιλυσιμότητας) από την order2E<I, συλλέγουμε τους όρους τους ανάλογους με ΕΙ ....ι Το και
..J '"'2 το ,
1:. και παιρνουμε :
5'1"11 =Coefficient [ord.er2Eq [[;;, 2) J ! . expRule1 [1) , ΕΙ "'ι ΤΟ] 'Ι@ Ranqe [4]
1 311\:,1,ΟI[τι T~l 5 Α :,'1,ο', 3 ,~. ,:Ι,1)1. ,',Γ Α' ,0\ 'Τ Τ ~., ... , 'Τ Τ' Ι 5 Α Τ Τ 1<- i. 'L 1, 2] ι - , - - ι Ι Ι, 21 ι - - ν· ί 'ι Ι, 2,'
'J 5 4 4 ~
5'1"12 =Coefficient [ord.er2Eq [ [;; ι 2J) !. expRule1 [2] , ΕΙ "2 ΤΟ] '/@ Ranqe [4)
5ι,ο\ 1 r=- (ι,Ο) , ,1-Α;ί ,[Τι, Τ2], -1νs Α:Ζ [Τι, T2J~
4 4 '
Τότε, οι συνθήκες επιλυσιμότητας απαιτούν τα ST11 και 8'1'12 να είναι ορθογωνικά σε κάθε λύση του
αντίστοιχου προβλήματος του συζυγούς τελεστή, δηλαδή, στα συστατικά του cclcnvcc. Το
αποτέλεσμαείναι:
SCond11 =ccleftVec [[1)) . 5'1"11 == Ο
-3 ι ·[S ΑίΙ'Ο) [Τ1 , Τ2 ] == ο
SCond12 = ccleftVec [[2J) . S'I"12 == Ο
Ι ;'-5 Α(Ι'Ο) 'ι Τ' Ο", : ι ι. ,j ==
Επιλύονταςτις SO,ηdl1 και .s(~oηd12 για DJAJ και DJA2 , αντίστοιχα, προκύπτει:
SCond11Rnle =SOlve[scondll l Ail,O) [Τι, 'I":J] [[1) J
'ΑΊ,οl·τ Τ' J'
'i. l 1, 2! -+ ι r
, J
SCond12Rnle = Solve[SCOnd12, ΑΥ'Ο) ['Ι"ι, '1"2] J[[1]]
(,,:ι,ΟΊ,ι Τ' ο'<ΛΖ . Ι 1, ~l -., ~
. -
SCond1Rule = Join[SCond11Rnle, 5Cond12Rn.leJ;
του οποίου το συζυγές μιγαδικό είναι
ccSCond1Rule = SCond1Rnle!. conjngat.eRnle;
Αντικαθιστώνταςτις sσΗιd1Rulc και ccS(:ol1d 1Rule στην order2E<l, παίρνουμε:
order2Eqm = order2E.q /. SCond1Rnle /' ccSCond1Rule / Ι ExpandΆl1.;
order2Eqm ! . displalRule
το οποίο είναι ένα σύστημα από ομογενείς εξισώσεις. Κατόπιν, εκφράζουμε τη λύση των δεύτερης­
τάξης εξισώσεωνσε μορφή καθαρήςσυνάρτησης,ως εξής:
3012 = {51,2: -> (Ο &) ι νΙ,2 -:.. (Ο ') f 62:,2: -> (Ο &), 111,2: -> (Ο ')};
• Τρίτης-Τάξης Πρόβλημα
Αντικαθιστώντας τις πρώτης- και δεύτερης- τάξης λύσεις στο τρίτης-τάξης πρόβλημα, !;'<jO,·det·13j,
προκύπτει:




Αντικαθιστώντας την expRnlel στις δεξιές πλευρές των or<ler3Eq και συλλέγοντας τους όρους που
...ι 1.11 ΤΟ F! "'1 Τοθα μπορούσαν να παράγουν προσωρινούς όρους, τους όρους ανάλογους στα Ι:. και
έχουμε:
ST21=Coefficient[n[[2JJ Ι. expRnlel[lJ, ΕΙ "lTO] '!@order3Eq;
5Τ21 Ι. displa'lRule
· 3 Ι \Ώ:;:Αι) 5 ι- 23 2 _ A~ ωι Αι
~ - ': Ώ:;:Αι). - ... - .~ 5 Αι σι ωι + - Αϊ Αι - ...
· ,J 5 12 36 θ -) 5
3 - 965AfAl 1 r.:-:;: - 1175 -2 3 - -2--ιν5 (Ώ:;:Αι )... ---v5 ΑϊωιΑι---Α2Αϊ... -'Ι5 Α2ωιΑϊ-
4 1152 32 384 16
1 1- -:;: 35 - 27 r.:- . - 9 J- - }-~5~~~--~~~--ν5~~~~+-'5~~_~32 64 16 a
ST22=CoefCicient[n[[2JJ Ι. expRulel[2J, ΕΙ "2 TOJ '!@order3Eq;
5Τ22 Ι. displayRu1e
• I:02~) ~ A~ωι 5-~ - ΙΏ:;:Α:;:). - ... - - - - V5 Α:Ζ σι ω:Ζ -
'- .,] 5 36 24 ν 5 4
3 _ 3Aι~ωιAι AιA:z~Aι 43 2- IT:;:<J:Z,..,.z - 243Αi ω:ΖΑ:Ζ
- Αι Α:Ζ Αι ... ... - - Α:Ζ Α:Ζ - 11: w f t Α:Ζ ... ,
2 2ν'5 4ν5 4 8-,[5
5 '. 1,- , . 535 A~ 1. ,- 3 35 _ 3 - _
- ',Ω~~). - Ι ν 5 ι, D:zA:z) ... -- - - 'Ι' 5 Αί ωι ... - Αι Α:Ζ Αι + _.j 5 Αι Α:Ζ ωι Αι -
4 ~ 4 1152 96 64 8
1 r.:- - 1315:Ζ - 5 IT~.. :;: - 243 ,- 2 -}
- 'Ι 5 Αι Α:<: (i)2 Αι ... -- Α; Α2'" - 11: 4. 2 Ω fΊ Α2 - - ν 5 A~ (i)- Α-16 128 4 32 4. 4. 4.
Κατόπιν, οι συνθήκες επtλυσιμότητας απαιτούν τα ST21 και ST22 να είναι ορθογωνικά στους
αντίστοιχους συζυγείς τελεστές (adjoints) τους. Το αποτέλεσμα:
SCond21 = SOlve[CCleftvec[[1]] .5Τ21 == Ο, A~O,l) [Τ11 Τ2]] [[1]] /. {ιη -> -{5 /3, ω2 -> v'"'5} //
E.xpιιndAll. ;
SCond21 /. displayRule
r 25. ,- 353 Ι Is Αμι . 11 - -" 23 {- - 1
: ϋ-Αι .... - - Ι ν 5 Αι σι - - - ι'l 5 Α· Α1 ... - Ι ν 5 Αι A~ Α- J
l .. 432 3456 128 .. 192 ....
SCond22 s Solve[CCleftvec[ [2]] .5Τ22 ..= Ο, A~O,l) [Τι, Τ2]] [[1]] /.
{Ω -> 2....{5, [ή -> fi / 3, (,)2 -> fi} 1/ ExpandMl;
SCond22 /. displayRule
Γ 11 ,- a. 25 . ,- 23 r- - 1337 r-;; - r- rr." _',
: D-A;; .... - Ι Υ 5 Αι - - Ι.; 5 Α2 σι ... - Ι ν 5 Αι Α;; Αι - -- Ι'.! 5 Α- Α;; .. 1Q Ι'.' 5 ε ~;; f ι Α.- \
•. 129 16 64 129 ~ . •.
• Επανασύσταση
Χρησιμοποιώντας τη μέθοδο της επανασύστασης, συνδυάζουμε τις μερικές διαφορικές εξισώσεις
SΙΌnd Ι Rnle και S{:on{l2I~nle στις ακόλουθες δύο συνήθεις διαφορικές εξισώσεις που διέπουν τη


































Table(2I~~', {Χ, 2}] == (Tab~e(2Iωιodt[l)[A;,(Tl, ΤΖ ]], {Jι, 2}] 'ι. SCond1Rule/. SCond2Rule) /1
Thl"ead;
moάIιEq Ι. diSΡΙaΊRuΙe
,. , :< Ι 25 ,- . 353 Ι ν'S At Αι 11 /- -:< 23 ,- _ .,1
,2 Ι ιuι Αι == 2 Ι Ε ΙUΙ - - Ι ',/5 Αι σι - .. - Ι,, 5 A~ Αι .. - Ι ν 5 Αι Α: A~ ,
'. 432 3456 128 ~ 192 ~
, .'
2 Ι ω;Ζ Α; == 2 Ι Ε:< \ι);Ζ
'11 . - 1 25 . Γ- 23.- 1337 ~- - ~- ΙΤ • 1
'-I'J5 A.i .. -IV5 ΑΖσι .. -ι-Js ΑιΑ:Αι---ιν'5 A~A: .. 10I',}5 11: ;Z<>ZflAzii
128 16 64 128 .' J
6.2.2 Ησυνάρτηση MMSC
Σύμφωνα με τις διαδικασίες που περιγράφηκαν στην προηγούμενη ενότητα, δημιουργούμε μια
συνάρτηση με το όνομα MMS<: (Method of MultipIe Scales for LinearIy Coupled Systems) για να
αυτοματοποιήσουμε τη διαδικασία.
lt.fSC[eqs_List, depYar_List, 3cali..ng_List, .'{eso.nanceCand: {__Equa1}} '-
lbdnl.e [ {} ,
omqList= {Cιιι, Cιιz};
omqRule= Solve[Reso.nanceCond, {Ο, Π} /1 Ylatten} [[Ι}} , ,/@ oιagList 11
Reverse;
IιrJdepVar= {πι, νι ,Π2, Vz};
301Rule= (Ui_ -:> (SUDI[eAjUi,j[I11, tt2, ff3], Ο, 3}] &},
Vi_ -:> (Sma [εΑ J Vi,j [.111, ff2, Π3), {J, 3}] &}};
max1Jrder = 2 ;
:ιmltiScales = {Ui.[t] -:>ni @@ timeScales, V<_ [t] -:> Vi .@@ ti.JDeScales,
Derivative[l] [α.] [Ι] -:> dt[l] [υ @@ ti.JDeSCales], t -:>Ί''ο};
eqa=
(eqs /. Thread [depVar -:> III'JdepVar] /. scali.nq /. multiScal.es /. solRule 1/
'rrigToExp / / Rxpa.ndA11} /. ε λ (D_ /; 11 :> 3) -:> ο;
eqEps = Rest[Thread [CoefficientList[Subtract Μ tf, Ε] == C]} & /@ eqa / Ι 'rra.nspose;
eqOrder [ i_} : =
(ff [[Ι]] & /@ eqEps[ [Ι]] /. f s_ -> 0/. U_Jc.•~ -:> U1r..i)
(tf[[1]] ,/@ eqEps[[l]] /. f s • ->0 /. U_ k.,t->U1r.,i) - (;;((Ι]] ,/@ eqEps([i]]) //
Ί'hread;
ιinearSΊS= ff [[Ι}] '- /@ eqOrder(l];
assumedFonιι= {Ui_.1 -:> (c;. Βλ (Ι (ι) tf) '-), V,.,l -:> {di ΒΑ (Ι (ι) ff) &)};
coefHat = Outer[D, ΒΑ (- Ι (ι) TG) linearSys ,Ι. assumedFonιι / / Rxpand, {C1, d1 l Cz, d1}];
[lenιιitian[mat.?Matri.xQ] := m,Ξlt Ι. conjuqateRnle /1 'rranspose;
eyals = Cases(r.) /. Sol"τe(Det(coefl!at]== σ, ω] , 11_ ./; n :> Ο];




rightVec = !11!1 [[Ι] J &: /@ (Nul1Space[coefMat Ι. ω -> ;;tJ [[ΙΊ] &: !@ evals) ;
lertVec = NullSpace[hermitian[coefl4atJ Ι. fι) -> !1] [[Ι]1 &: /@ evals;
ccleftVec = leftVec Ι. conjugateRule;
orderlBq = eqOrder[lJ Ι. υ_,,_,ι -> (Ui,l υπ] &:);
sol1p = DSolve[orderlEq, {ηΙ,ι['1Ό], νι,Ι[ΤΟ], η2,Ι [Το], VZ,l (Το]}, ToJ [[Ι]] Ι.
C[_] -> 011 SiDιplify;
fRule= {ri_ -:>21\.;. {ω;-Ο"2}};
3011l"onιι = (ff [ [2]) , Ι@ sollp) +
«ff + (ff Ι. conjugateRule» 'Ι@
(Transpose(rightVec]. {Αι[Τι , Τ:ι] Ε'" (ΙωιΤο), Α2[ΤΙ , Τ2 1 Ε'" (Ι fι)2To)}»;
3011=
{ηι,Ι, νι,Ι, η2,.Ι, ν2,Ι> -> (l'unction[{To, Τι, Τ2}, !1//Rva1uate] 'Ι@ sollf'onι) 11
Thread;
order2Eq '"' eqOrder[2} Ι. 30111/ Rxpandλll;
expRu1e1 [i_] : =
Ε:χΡ [α_ J ::> ΕχΡ [Expand [α Ι. oιιqRn1.e[ [Ι] ]] /. ε" ll_ • ΤΟ : > ti1lleScales [ [11 + 1] ] ] ;
STll == Coefficient[n [[2]] ,ι. expRule1[l], Ε" (Ι ι;)ι Το)] &: /@ order2Rq;
STl2 == eoefficient(!1 ([2]] Ι. expRulel [2] , Ε" (Ι fι:I2 Το)] '/@ order2Rq;
SCondl = {ccleftVec[ [Ι]] • STl1 === Ο, cclertVec [[2]] • STl2 == Ο};
[ {
(Ι,Ο) (Ι,Ο) }]SCondlRu1el = Solve SCond1, Αι [Τι, 1'2], ΑΖ. [Τι, Τ21 [ [1J] JΙ ExpandJU1;
sigRule = Solve[Resonancecond, σ:ι] [[Ι] 1;
expRule2 = Bxp[a_] : > ΒχΡ[α /. {'1Ί -> e ΤΟ, Τ2 -> ε "2 Το} Ι. siqRu1e J/ Expa.nd] ;
SCondlRule2 = 5Cond1Rulell . expRule2;
cc5CondlRule2 = SCond1Rule21. conjugateRule;
order2Equι= order2Eq 'ι. SCond1Rule2 Ι. ccSCond1Ru1.e2 11 ExpandAl1;
If[Union[H[[2JJ , /@ order2Equι] === {Ο},
3012 = {ΠΙ,Ζ -> (Ο &), νΙ,Ζ -> (Ο '), Π2,2 -> (Ο &), VZ,2 -> (Ο &:)),]
order3Eq = eqOrder[3J Ι. 3011 /. 5012 11 ExpandA11;
5Τ21 == Coefficient[ff [[2]] Ι. expRulel [Ι] , ΕχΡ[1 ι;)ι Το]] &: /@ order3Eq;
ST22==CoeHicient[H[[2]) /. e.xpRulel[2], ΒχΡ[Ιι;)2'1Ό]] ,,!@ order3Eq;
5Cond2 = {ccleftVec[ [1] J .ST21 == Ο, ccleftVec[ [2}] .ST22 == Ο} / Ι BxpandA11;
































Table[2I~A.ιt', {Χ, 2}} ==
(Table[2 Ι ~ dt[l.] [A.ιt [Τι, Τ2 ]], {.k, 2}] !. (SCond1Rulel /. values) /.
SCond2Rulel / / C.ollect[tf, ε] ιΣ) 1/ Thread;
Print["The second-order approxiJιιate solution:"];
Print[
Table[
Ui [Ι] == (u.;. Μ ti.JDeScales Ι. solRule Ι. ε: Λ 3 -> Ο Ι. 50111. so12 Ι. displayRule) ,
{i, 2}] !. Thread [lΚ'JdepVar-> depVarJ] ;




Print [" \nThe DIOdulation equations:"] ;
Print[JDOduEq Ι. displaJRule}
(. T!ιird-Order Probleιa .)
oroer3!q = ~rder[3] /. so11 /. 3012// ExpandU1;
ST21 = Coefficient[t({2]] /. expRule1{1], !.!Ρ[! 011 το11 , Ι, order3!q;
ST22 = eoeCΙicient[t{[2]]':. expRule1[2]. !'!ρ[lω2ΤΟΙ] , Ι, oroer3!q;
SCond2 = {ccleCtVec[ [1]].ST21 == σ, ccleCtVec[[2] ].ST22 == ΟΙ .:.: ExpandAll;
SCond2Rule1= Solve[SC0nd2, {AiD,l) [Τι, Τ2], ΝΟ,ι) [Τι, ΤΖ ]]] [[1]}/. va.lues // ExpandAll;
(. Reconstitution .)
:ιιodI!Eq=ΤabΙe[2Ιωιλι"{k, 2}} == (Table[2IIIkdt[l][Ak[Tl, Τ2]], {k, 2]1/. (SCond1Rule1/. values) /. SCond2Rulel// Collect[t,
Print["'!'he second-order approxi.Dιate solution: "] ;
Print[Table[ui[tl == (11;. _ t~les /. solRule /. e Α3 -> Ο Ι. so11/. sol2 /, di.splaJRule), {ϊ, 2]] /. 1hreaι:l[lIfjdepVιιr->depVar].
If[Or" Table[ (Fi / f i /. scali:nq) === ε, [ϊ, 2}],
Print["where"] ;









6ί [t] == vl [t] ,
"I.~i[t] + α vz[t] + 6].[t] ==
~ 1 . 3 ~
-2 a- Cos [t Ω] F t &ι [t] + - 6ι [t] + α νΖ [t] - (- 6ι [t] + 62: [t]) +6
1 2-α (-6l [t] +ilz[t]) Vz[t],2
62 [t] == νΖ [t] ,
Yz[t] +vi[t] +6z[t] ==
~ 1 J 2:
-2 Q- Cos [t Ω] Ft &2 [Ι] + - θΖ [Ι] - νι [Ι] (-θι[Ι] + ez[t]) +6
12.
- (-6l [t] +e2[t]) νι[Ι]2
} 'ι. {α -+ ~: + ε2 σι};
scalinql = {FI -> e2: (ι};
ResonanceCondl ={~ == 3 ιη, Ω == 2 ~ + ε2 σΖ};
1,fMS,C [eqtest r {θ1, νι r 62: r V2} r scalinql ι ResonanceCond1] / Ι TiJainq
Η προσεγγιστικήλύση 2ης τάξης:
[6 t (t] == e !εΙΤο'"Ι Αι", εΧΤα":Ι Α:ι ... Ε-ΙΤΟ"'Ι Αι+ ε-!Τα"':Ι Α:ι\,:.. ( .~
θ (t] - ".ι'5"'ΙΤΟ "'ΙΑ 5"'ΙΤΟ"':ΙΑ 5 ε-Ι Τσ",ι Α- 5"'-ΙΤΟ ",ΖΑ-'Ι'2: -= - - ι:. Ι - - ι:. 2: + - Ι - - ι:. 2: r
, 4 4 4 4' ο
Οι εξισu)σειςδιαμόρφωσης
t2 Ι ωιΑί ==
;ο Ι 25.- 353 Ι '/5 Af Αι 11 ,~ -2 23 ,- - 'ι2 Ι e ωι - - Ι ν 5 Αι σι - ... - Ι ν 5 Α;Ζ Αι ... - Ι ν 5 Αι ΑΛ Α;Ζ ,
432 3456 128 192 ..
'. ,
- . 11 - 3: 25 r-
2 Ι (ι)2:Α; == 2 Ι e" fU2: Ι - ι ,j 5 Αι + - Ι 'J 5 Α;ο σι ...
'128 16
23,~ - 1337 ,- 2: - )- ΙΙΛ Ο'Λ - " 1
































ΚΕΦΑΛΑΙΟ 7 - ΣΥΝΕΧΗ ΣΥΣΤΗΜΑΤΑ ΜΕ ΚΥΒΙΚΕΣ ΜΗ­
ΓΡΑΜΜΙΚΟΤΗΤΕΣ
Τα ελαστικά συστήματα, τέτοια όπως οι δοκοί, οι πλάκες και τα κελύφη, συνήθως μοντελοποιούνται
από μερικές διαφορικές εξισώσεις με καθορισμένες συνοριακές συνθήκες. Για μικρές ταλαντώσεις, οι
αποκρίσεις τέτοιων παραμορφωσίμων σωμάτων, συνεχών ή κατανεμημένων-παραμέτρων
συστημάτων, μπορούν κατάλληλα να περιγραφούν από γραμμικές εξισώσεις και συνοριακές συνθήκες.
Όμως, ενώ το εύρος (amplίtude) των ταλαντώσεων αυξάνει, μη-γραμμικές επιδράσεις στις κυρίαρχες
εξισώσεις, τις συνοριακές συνθήκες, ή και στα δύο, υπεισέρχονται. Οι πηγές των μη-γραμμικοτήτων
μπορεί να είναι γεωμετρικές, αδρανειακές, υλικού ή απόσβεσης.
Οι γεωμετρικές μη-γραμμικότητες μπορεί να οφείλονται σε ένα ή περισσότερα από τα ακόλουθα: μη­
γραμμικές σχέσεις μεταξύ των ανηγμένων παραμορφώσεων και των μετατοπίσεων, μεγάλες στροφές,
ελεύθερες επιφάνειες σε ρευστά, χρονοεξαρτώμενοι εξαναγκασμοί, μεγάλες καμπυλότητες κλπ. Η μη­
γραμμική ένταση του μεσοεπιπέδου ενός παραμορφωσίμου σώματος συνοδεύει τις εγκάρσιες
ταλαντώσεις του αν αυτό στηρίζεται κατά τέτοιο τρόπο, ώστε να περιορίζεται η κίνηση των άκρων
του. Αν μεγάλου μήκους κύματος ταλαντώσεις συνοδεύονται από μεγάλες αλλαγές στην καμπυλότητα,
είναι απαραίτητο να εφαρμόσουμε μια μη-γραμμική σχέση ανάμεσα στην καμπυλότητα και την
μετατόπιση. Οι αδρανειακές μη-γραμμικότητες προκαλούνται από συγκεντρωμένες ή/και
κατανεμημένες μάζες, επιταχύνσεις στην κατακόρυφη μεταφορά θερμότητας (convection), και
κεντρομόλες και Couiolis επιταχύνσεις. Οι υλικές μη-γραμμικότητες συμβαίνουν όποτε οι
καταστατικές σχέσεις είναι μη-γραμμικές, όπως στην περίπτωση όπου οι τάσεις είναι μη-γραμμικές
συναρτήσεις των ανηγμένων παραμορφώσεων. Τα αντιστατικά (της αντίστασης), επαγωγικά και
χωρητικότητας κυκλωματικά στοιχεία είναι μη-γραμμικά, και οι δυνάμεις αναδραστικού ελέγχου
(feedback control forces) και οι περίοδοι στους σερβομηχανισμούς είναι μη-γραμμικά. Οι
αποσβεστικές μη-γραμμικότητες οφείλονται σε τριβή και στην υστέρηση (hysteresis).
Εφόσον ακριβείς λύσεις δεν είναι, γενικά, διαθέσιμες για τον προσδιορισμό των δυναμικών
αποκρίσεων των μη-γραμμικών συνεχών συστημάτων λόγω εξωτερικές ή παραμετρικές διεγέρσεων,
έχει βρεθεί διέξοδος σε προσεγγιστικές λύσεις μέσω χρήσης είτε καθαρά αριθμητικών τεχνικών, ή
καθαρά αναλυτικών τεχνικών, ή ενός συνδυασμού αριθμητικών και αναλυτικών τεχνικών. Η εφαρμογή
των καθαρά αριθμητικών τεχνικών σε τέτοια προβλήματα μπορεί να κοστίζει σε όρους υπολογιστικού
χρόνου και μπορεί να μην αποκαλύπτει μερικές από τις πολύπλοκες αποκρίσεις. Με τις καθαρά
αναλυτικές μεθόδους, μπορεί να είναι δύσκολο να μεταχειριζόμαστε συστήματα με ανομοιογένειες ή
πολύπλοκες γεωμετρίες. Με έναν συνδυασμό αριθμητικών και αναλυτικών τεχνικών, μπορεί κανείς να
προσδιορίσει μερικές από τις πολύπλοκες αποκρίσεις των συστημάτων με ανομοιογένειες και
πολύπλοκα σχήματα.
Οι αριθμητικές-αναλυτικές προσεγγίσεις μπορούν να χωριστούν σε δύο ομάδες : τις μεθόδους
διακριτοποίησης (discretization) και τις ευθείες μεθόδους. Στις μεθόδους διακριτοποίησης, κανείς





όπου το Μ είναι ένας πεπερασμένος ακέραιος. Κατόπιν, θεωρούμε είτε τις χωρικές συναρτήσεις Ψm(Χ)
(χωρική διακριτοποίηση), είτε τις χρονικές συναρτήσεις qm(t) (χρονική διακριτοποίηση). Με αυτή τη
διακριτοποίηση, τα qm(t) συνήθως θεωρούνται αρμονικά και η μέθοδος της αρμονικής εξισορρόπησης
χρησιμοποιείται για να λάβουμε ένα σύνολο από μη-γραμμικά, προβλήματα συνοριακών τιμών για τα
Ψm(Χ)'
Με τη χωρική διακριτοποίηση, τα Ψm(Χ) (και άρα και η χωρική εξάρτηση) θεωρούνται εκ των
προτέρων. Αν οι συνοριακές συνθήκες είναι ομογενείς, τα Ψm(Χ) συνήθως λαμβάνονται ότι είναι οι
ιδιοσυναρτήσεις του γραμμικοποιημένου προβλήματος. Η μέθοδος των βαρυτικών υπολοίπων
(weighted residuals) ή των αρχών του λογισμού των μεταβολών (variational principles) μπορεί τότε να
χρησιμοποιηθούν για να προσδιοριστεί ένα σύνολο από συνήθεις διαφορικές εξισώσεις, που διέπουν
τα qm(t). Το λαμβανόμενο σύνολο των συνήθων διαφορικών εξισώσεων μπορεί να μελετηθεί
χρησιμοποιώντας μία πληθώρα μεθόδων, που αναπτύχθηκαν για τα διακεκριμένα συστήματα.
Η πιο κοινή εφαρμογή των βαρυτικών υπολοίπων είναι η μέθοδος Galerkin. Η μεγάλη πλειοψηφία των
μελετών πάνω στις εξαναγκασμένες ταλαντώσεις θεωρεί ότι η απόκριση μπορεί να εκφραστεί σε
όρους μόνο των γραμμικών μορφών που απευθείας ή εμμέσως διεγείρονται (Nayfek και Mook, 1979).
Για παράδειγμα, αν ένα σύστημα οδηγείται εΥγύς της φυσικής συχνότητας μιας γραμμικής μορφής και
αυτή η μορφή (mode) δεν εμπλέκεται σε έναν εσωτερικό συντονισμό με άλλες μορφές, η απόκριση
θεωρείται ότι αποτελείται από μόνο αυτή τη μορφή. Μια τέτοια προσέγγιση συχνά αναφέρεται ως μια
προσέγγιση μοναδικής ιδιομορφής (mode shape).
Στην απ' ευθείας προσέγγιση, μια μέθοδος μείωσης, τέτοια όπως η μέθοδος των πολλαπλών κλιμάκων,
εφαρμόζεται απευθείας στις κυρίαρχες μερικές διαφορικές εξισώσεις και τις σχετιζόμενες συνοριακές
συνθήκες και δεν γίνονται υποθέσεις εκ των προτέρων αναφορικά με τη χωρική ή χρονική εξάρτηση
της απόκρισης. Το κυρίαρχο πλεονέκτημα αυτής της προσέγγισης είναι στην μεταχείριση των
συνοριακών συνθηκών σε υψηλότερες τάξεις. Αυτή η προσέγγιση χρησιμοποιήθηκε από τους Nayfeh
και Nayfeh (1979), Nayfeh (1975, 1996), Nayfeh και Asfar (1986), Nayfeh και Βοugueπa (1990), Pai
και Nayfeh (1990), Raouf και Nayfeh (1990), Nayfeh, Nayfeh και Mook (1992), Nayfeh και Nayfeh
(1993), Nayfeh, Nayfeh και Pakdemirli (1995), Pakdemirli, Nayfeh και Nayfeh (1995), Chin και
Nayfeh (1996), Nayfeh και Lacarbonara (1997, 1998) Lacarbonara, Nayfeh και Κreider (1998), και
Rega et.al (1999) κλπ.
Μερικές από τις προαναφερθείσες μελέτες δείχνουν ότι η διακριτοποίηση και οι απ' ευθείας
προσεγγίσεις δίνουν τα ίδια αποτελέσματα για συστήματα με κυβικές μη-γραμμικότητες δεδομένου ότι
έχουν αναζητηθεί οι πρώτης-τάξης προσεγγίσεις. Για συστήματα με τετραγωνικές και κυβικές μη­
γραμμικότητες, η προσέγγιση της διακριτοποίησης ίσως παράξει ποσοτικά, και σε κάποιες περιπτώσεις
ποιοτικά λάθη, εκτός αν πολλές μορφές περιληφθούν στο διακριτοποιημένο μοντέλο. Με άλλα λόγια,
πρέπει κανείς να περιλάβει τόσους όρους στο διακριτοποιημένο μοντέλο όσους χρειάζεται για τη
σύγκλιση. Εφόσον έχουμε να κάνουμε με συστήματα με κυβικές μη-γραμμικότητες σε αυτό το
Κεφάλαιο, θα λάβουμε πρώτης-τάξης αποτελέσματα χρησιμοποιώντας τόσο "διακριτοποιητικές" όσο































Για να χρησιμοποιήσουμε τη μέθοδο των πολλαπλών κλιμάκων, εισάγουμε διαφορετικές χρονικές
κλίμακες, ΤΟ = t, ΤΙ = ε t, και Τ2 = E2t που τις συμβολίζουμε ως:
S1mbol.ize[To}; Symbol.ize[Tr l; Synιbolize[T21;
και μορφοποιούμε μια λίστα αυτών, ως ακολούθως:
tiIιιeScales = {Το, τι, Τ2};
Σε όρους των χρονικών κλιμάκων Tn, οι χρονικές παράγωγοι γίνονται:
dt [01 [expr_1 : =expr; dt [1] [expr_J : = Sua (Ei D[e:xpr, tiIDeSCales [(i + 111 J, {i, Ο, 1});
dt[2J[exp.r_] := (dt[1J[dt[1}[e:xprJ] 11 Expand) ι. ιoi_l;i>l -> ο;
Κατά τη ροή της ανάλυσης, χρειαζόμαστετα μιγαδικά συζυγή των Α και Γ. Τα ορίζουμε βάσει του
ακόλουθουκανόνα:
conjuqatelb1l.e = {Α -> Α, Α -> Α, r -> ΙΊ f' -:>-r, Couιplex[O, .η_ι ->Couιplex[O, -n]};
Για να χειριστούμε μερικά πολύπλοκα ολοκληρώματαχωρίς το Mathematica να δυσκολευτεί πολύ,
ορίζουμε τους ακόλουθους κανόνες :
intRnle1 = (int[fun_, arg2__ 1 ::>- int[Expand[fun1, arg2)};
intRule2 = {int[a_ + b_, arg2__1 :> int[a, arg2} + int[b, arg21,
int[c"-- fιm_, arg2__ ] :>ε" int[fιm, arg21,
int[a_ fun_, a.1_, b1 1 :> a int(fιm, al, b1] ι; l'reeQ[a, l'irst[al] 1,
int[int[al_, a2_1 fun_., .13__1 :>
int[al, α2] int(fιm., a31/; freeQ(Rest(a2] ,First[a2]J};
Για να αναπαραστήσουμε μερικές από τις εκφράσεις κατ' έναν πιο ακριβή τρόπο, εισάγουμε τον
ακόλουθοκανόνα κατάδειξης:
displayRnle =
{Derivati.ve[d_, D__ ] [W_ i _l [Χ, __ Ι :>
Sequencefora[rr[arql = Times Ν I.faPIndexed[D:;[[1.JJ_r " {bJ]; arq1 =!= 1, arq1, ""],
w·~oτ:a@@Tah1e["'".{"}1Ι
~ ,
Derivative[a__ ] [Ai _l [_Ι :> sequencel'ora[TimeS @Ο l.faPIndexed[D:[[lJI k, {α}J, A~],
Derivati.ve[d__ ][Ai ) [ __ Ι :>5equencel'ora[TimeS @10 l.faPIndeXed[D:[[lJI " {a}], Ai },
J"_i_[X, __ Ι ->Wi, Ai _[_] ->Α;., Ai _ [_Ι -> Ai ,
8xp[a_. + b_. Co.ιιplex[O, 1!l_] ΤΟ + C_. Complex[O, 11_1 το] : > ΕχΡ[α + (1!l * 1:1 + 11 * c) ι Το],
int -> Inteqrate};
7.1 Συνθήκες Επιλυσιμότητας και η Έννοια του Συζυγούς Τελεστή
Εάν απευθείας αντιμετωπίσει κανείς τα συνεχή συστήματα, συχνά αντιμετωπίζει μη-ομογενή
συνοριακών-τιμών προβλήματα. των οποίων τα ομογενή τμήματα έχουν μη-τετριμμένες λύσεις.
Επομένως, τα μη-ομογενή προβλήματα έχουν λύσεις μόνο αν οι συνθήκες επιλυσιμότητας ή συνέπειας
ικανοποιούνται (Nayfeh, 1981). Σε αυτή την ενότητα, περιγράφουμε πώς θα προσδιοριστούν τέτοιες
συνθήκες επιλυσιμότητας.
Αρχίζουμε την ενασχόληση με το απλό πρόβλημα:
eq1 = 1" [Χ] + π2 1 [Χ] == n Sin [η Χ] ;
bc1 = {:ι [Ο] == βι, 1 [1] == β2};




DSo1.ve [{eq1. [[1] ] == Ο} -Join-bc1 Ι. β:i._ -> Ο, 1 [χ], χ] [[ΙΙ]
{Υ (Χ] ~ -C(l] Sin(nx]}
Έτσι, το μη-ομογενέςπρόβλημαδεν θα έχει λύση εκτός αν ικανοποιείταιμια συνθήκη επιλυσιμότητας.
Για να προσδιορίσουμεαυτή τη συνθήκη επιλυσιμότητας,έχουμε δύο προσεγγίσεις.
Στην πρώτη προσέγγιση, βρίσκουμε τη γενική λύση της ε(ιΙ χρησιμοποιώνταςτη συνάρτησηDSolve
ως εξής:
:ιRnle = DSolve [eq1, Υ [χ}, Χ} [[Ι}} / / Siιιιpli.fy
{Υ[Χ] -+ (-~"'Cl21) Cos[nx] -C(l] Sin[nX]}
όπου C[l] και C[2] είναι αυθαίρετες σταθερές. Εκμεταλλευόμενοι τις συνοριακές συνθήκες bcl,
έχουμε:
bc2 =bc1 / • l'latten[yRnle /. {{χ -> Ο}, {χ -> Ι}}}
[C[2]==βι, :-C[2]==β2}
l 2
Αυτές οι εξισώσεις είναι μη συμβατές εκτός αν
Eqαa1 .. Plus Μ (Li.st .. ;, , Ι. bc2)
1
- == βι .. β2
2
που είναι η επιθυμητή συνθήκη επιλυσιμότητας.
Στη δεύτερη προσέγγιση, αντί να προσδιορίσουμε τη γενική λύση των ομογενών διαφορικών
εξισώσεων και κατόπιν να επιβάλλουμε τις συνοριακές συνθήκες για να προσδιορίσουμε τις συνθήκες
επιλυσιμότητας, χρησιμοποιούμε την έννοια του adjoint όπως περιγράφεται παρακάτω. Αυτή η
προσέγγιση είναι ελκυστική, αν κάποιος δεν ενδιαφέρεται για τον προσδιορισμό της λύσης του μη­
ομογενούς προβλήματος αλλά ενδιαφέρεται μόνο να προσδιορίσει τις συνθήκες επιλυσιμότητας, όπως
είναι η πραγματικότητα στις πολλές εφαρμογές των μεθόδων διαταραχών.
Για να προσδιορίσουμε τον συζυγή τελεστή (adjoint) και κατόπι ,τις συνθήκες επιλυσιμότητας,
χρειάζεται να εφαρμόσουμε ολοκλήρωση σε τμήματα μερικών ()\ Υ. ~ fla να το επιτύχουμε αυτό
με το Mathemαtica, ορίζουμε μια συνάρτηση με το όνομα illtl~yl)arts σύμφωνα με :
intByParts[expr_l; Head[e:xpr] =!= Equal, depVa.r_] :=
l.fodnl.e [{intRulel, intRule2, intRule3},
intRulel = f_ [tel1!lS_, χ_] : > int [E:xpand [tel1!lS] , π] ;
intRu1e2 = int [term1_ ... teΠl12_, x_J : > int [term1, χ] ... int [term2. χ] ;
intRule3 = cl_. int[term1_, x_J ... c2_. int[tenn2_, χ_] :> int[cl term1 ... c2 tenn2, χ];
IBP[u_, ν_, 11_1; n >= Ι, range: {χ_, a_, b_}] :=
(η Derivative{n-l] [,ι] [χ] Ι. Χ -> b) - (υ Derivative[n - Ι] [ν] [χ] Ι. Χ -> a) -
IBP[D[u, χ], v, η-Ι, range];
IBP{u_, γ_, Ο, range: {Χ_, a_, D_}] := i.nt[u'.r[x], πrnqe];
'::Xpr Ι. lntRlllel//. intRnle2/. int[u_ Derivative[nc.] [άθρ'ι!ατ] [x_J, arg2_] :>

































Για να προσδιορίσουμε τη συνθήκη επιλυσιμότητας της ε<ιΙ και της bcl με αυτή την προσέγγιση,
πολλαπλασιάζουμετην εηΙ με το U{X}, ολοκληρώνουμε το αποτέλεσμα τμηματικά από το χ = Ο ως το
χ =1, και λαμβάνουμε:
eqla = i.ntByParts [int [υ [Χ] tI, {Χι (} ι Ι}] ι 1] , /@ eql
:~l
Ι (π2 u[x] Υ[Χ] .. Υ[Χ] u a [Χ]:' dx .. Υ[Ο] u'[O] - Υ[l] u'[lJ - υ[Ο] Υ'[Ο] .. u[l] Υ' [1] ==
~()
'~1
cr Ι Sin[n χ] u[x] dx
--ο
Για να προσδιορίσουμετον συζυγή τελεστή, θέτουμε τον συντελεστή του Υ{Χ] στη συνάρτηση προς
ολοκλήρωση(integrand) στην αριστερή πλευρά της eqla ίσον με το Ο, δηλαδή:
adjointEq1=cases[eqla[[1]], Inteqrate[expr_, _] :>Coefficient[expr, y[x]]][[1]J ==0
α2 u [χ] .. ua[χ] =s Ο
Για να προσδιορίσουμετις οριακές συνθήκες του συζυγούς τελεστή, θεωρούμετο ομογενέςπρόβλημα
(δηλ.f{χ}=Ο.βι =Ο καιβ2 =Ο), χρησιμοποιούμε την adjointEql, και λαμβάνουμεαπό την eqla ότι:
bcla = eq1a Ι. Inteqrate -> (Ο ') Ι. (bcl Ι. Equal -> Rnle Ι. βί_ -> Ο)
-υ[Ο] Υ'[Ο] .. υ[l] Υ'[l] == Ο
Για να προσδιορίσουμε τις οριακές συνθήκες του συζυγούς τελεστή, θέτουμε καθέναν από τους
συντελεστές του Υ '{Ο] και του Υ Ί1] στην bcla ίσους με το μηδέν και παίρνουμε:
adjointBC1 = Solve[Coefficient[bc1a[ [1]], {Υ' [OJ, l' [1J}} == ο, {υ[Ο], υ[1] JJ [[1] J Ι.
Rnle - > Equal
{υΙΟ] =: Ο, υ[l] == Ο}
Επομένως, ο συζυγής τελεστής u ορίζεται από το σύστημα συζυγούς τελεστή, που αποτελείται από τις
:HI.jointE(41 και ad.joil1tB(~l. Εφόσον αυτές είναι ίδιες με τα ομογενή τμήματα της ε(ιΙ και της bcl, το
πρόβλημακαλείταιαυτο-συζυγές(self-adjoint). Άρα, u{x} =Sin[x].
adjoint = {υ -> Function[x, Sin [π xJ 1J
{υ~ Function[x, Sin[nx]]}
Εφόσον το πρόβλημα του συζυγούς έχει οριστεί, επιστρέφουμε στο μη-ομογενές πρόβλημα για να
προσδιορίσουμε τη συνθήκη επιλυσιμότητας. Αντικαθιστώντας για τον συζυγή τελεστή και τις
συνοριακέςσυνθήκες bcl στην ε(ιl:ι προκύπτειη συνθήκη επιλυσιμότητας:
SolvCond1 =
eqla[ [2]] ==
(eq1a [ [1]] /. Inteqrate -> (Ο &) Ι. (bc1 Ι. Equal -> Rule) Ι. (adjoint.BCl Ι' • Equal -> Rule) )
·-ι




- == σ;lι .. Π 132
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η οποία είναι η ίδια με τη συνθήκη επιλυσιμότητας που λήφθηκε με την άλλη μέθοδο.
7.1.1 Μονόπακτη (με άρθρωση-πάκτωση) Δοκός





eqla = _ω2 φ[χ] - 2 Ρφ" [Χ] +φ(4) [Χ] == f[x];
bcla= {φ[Ο] == ο, φ"'[Ο} ==0, φ(l] ==0, φ'[I] ==Ο};
Πολλαπλασιάζονταςτην eqla με u{xI και ολοκληρώνοντας το αποτέλεσμα τμηματικά από χ =Ο έως
1, λαμβάνουμε:
eq1b = intB1Parts[int[u[xJ n, {Χ, Ο, Ι}], Ο} '/@ eqla
II (_ω2 u[xJ φ[χ] - 2 Ρφ{χ] u" [χ] + φ[χ} U (4) [χ1) dx - 2 Ρ φ[Ο] u' [Ο] + 2 Ρ φ[l] u' [Ι} +
2 Ρ u[O] φ' [Ο] - 2 Ρ u[l] φ' [1] - φ' [Ο] u* (Ο] + φ' [1] u" (1] + u' (Ο] φ'" (Ο] - u' [1) φ" [1} +
φ[Ο] u(3) [Ο] - φ[l] u(3) [1] - u[oJ φ(3) [Ο] + u[lJ φ(3) (1] == II f(x] u[x] dx
Για να προσδιορίσουμετην εξίσωση του συζυγούς τελεστή, θέτουμε τον συντελεστή της φ{χΙ στη
συνάρτησηπρος ολοκλήρωσηστην αριστερήπλευράτης eqlb ίση με Ο, δηλαδή:
adjointEql = Cases[eq11>[(IJ], Inteqrate[expr_, _] :> Coefficient[expr, φ[χΙ)][[1]} ==
(}
-ω" u[x] -2 Pα~ [χ] ... U(4) [xJ == Q
Για να προσδιορίσουμε τις συνοριακές συνθήκες του συζυγούς τελεστή, θεωρούμε το ομογενές
πρόβλημα, χρησιμοποιούμε την adjointEql, και λαμβάνουμεαπό την e(I1b ότι:
bc1b =eq1b Ι. Inteqrate -> (Ο ') Ι. (bcla Ι. Eqnal -> Rnle)
2 Ρ u[ιp} φ' [Ο] - φ' [Ο] u'" [Ο} - u' [1] φΝ [1] - u [Ο] φ(3) [Ο] + u [1] φ(3) [1] == Ο
Για να προσδιορίσουμε τις συνοριακές συνθήκες του συζυγούς τελεστή, θέτουμε καθέναν από τους
συντελεστές των φ'[Ο], φ(3)[ο], φ"[ 1] και φ(3)[ 1] στην bclb ίσο με Ο και λαμβάνουμε:
adjointBCl =
Solve[Coefficient[bc1b[[I11, {φ'[Ο], φ(3) [Ο], φ" [1], φ(3)[IΙ}] ==0,
{α [OJ, u" [Ο] , u [Ι], u' [1] } ] [[1]] Ι. Ru1e -> Eqnal
{α~[O] == ο, u[lJ == ο, u' [1] == ο, u[Ol == Ο}
Επομένως, ο συζυγής τελεστής u ορίζεται από το συζυγές σύστημα, που αποτελείται από τις
nd.jointEql και adjointHCl. Εφόσον αυτές είναι οι ίδιες με τα ομογενή τμήματα της eqIa και της
I,cla, το πρόβλημαλέμε ότι είναι αυτο-συζυγές.
Μόλις το συζυγές πρόβλημα έχει οριστεί, επιστρέφουμε στο μη-ομογενές πρόβλημα για να
προσδιορίσουμε τη συνθήκη επιλυσιμότητας. Αντικαθιστώντας για τους συζυγείς τελεστές και τις
συνοριακέςσυνθήκες bc1a και eq Ιb προκύπτει η συνθήκη επιλυσιμότητας:
SolvCond1=
eq1b[{2]] ==
(eq1b[ [1]] /. Inteqτate-> (Ο &) Ι. (bcla /. Equal -> Rule) Ι.
(adjointBCl f. Equal -> Rnle) )
·~1
. f[x] u[x] dx == Q
,,!)
7.1.2 Πρόβολος































bc2a= {φ[Ο] == ο, φ'[Ο] == Οι φ,ν [1] == ΟΙ φ(3) [1] == ο}:
Για να προσδιορίσουμε τον συζυγή τελεστή αυτού του προβλήματος, πολλαπλασιάζουμε την eq2a με
U[X], ολοκληρώνουμε το αποτέλεσμα τμηματικά από χ = Ο έως 1, και παίρνουμε:
eq2b=intByParts(int(u[x] "ι {Χι Οι 1}]ι φ] 'IOeq2a
11 (_r.J2 U[X] φ[χ] ... φ[χ] U(4) [xJ) dx -φ' [Ο] u~ [Ο] ... φ'[1] u"[1J ... u'[O] φ~ [0]-
1.1' [1.] φ" (1] + φ[Ο] u (3) [Ο] - φ(1] u(3) [1] -u[oJ φ(3) [Ο] ... u(1J φ(3) [1] == [1 f[xJ U[X] dx
"'ο
Θέτουμε τον συντελεστήτης φ[χ] στη συνάρτησηπρος ολοκλήρωσηστην αριστερή πλευρά της etl2b
ίσο με Ο και λαμβάνουμετην εξίσωση συζυγούς τελεστή ως εξής:
adjointEq2 = Cases[eq2b[ [1]], InteqTate[expr_, _] :> Coefficient[expr, Ο[Χ]]] [[1]] ==
ο
_ω'2 u[x] +u(4) [χ] == ο
Για να προσδιορίσουμε τις συνοριακές συνθήκες του συζυγούς τελεστή, θεωρούμε το ομογενές
πρόβλημα, χρησιμοποιούμε την adjointEq2, και λαμβάνουμεαπό την e<l2b ότι :
bc2b = eq2b Ι. Inteqrate -> (Ο ') Ι. (bc2a Ι. Equal -> Rnle)
φ' [1] u~ [1] ... u' [Ο] φ" [Ο] - φ[1] u(3) [1] - u[O] φ() [Ο] == Ο
Για να προσδιορίσουμε τις συνοριακές συνθήκες του συζυγούς τελεστή, θέτουμε καθέναν από τους
συντελεστές των φ"[Ο], φ(3)[ο], φ[ 1] και φ'[ 1] στην bc2b ίσους με Ο και λαμβάνουμε:
adjointBC2 =
Solve [eoefficient [bc2b [[1]] ι {Ο' [Ο] ι 0(3) [Ο] ι Ο [1] , ίJ' [1] }J == ο,
{U[O], u'[O], u'[1], U1,3) [l}}J [[Ι}] /. Rule->Equal
{U[O} == Ο. u'[Gj == Ο. u~[l] ;= Ο, U\3\ [1] == ο}
Επομένως, ο συζυγής τελεστής u ορίζεται από το συζυγές σύστημα που αποτελείται από τις
ad,jointEf{2 και :ld.joil1tB(~2. Εφόσον αυτές είναι οι ίδιες με τα ομογενή τμήματα των eqla και bc2a,
το πρόβλημα λέμε ότι είναι αυτο-συζυγές.
Από τη στιγμή που το πρόβλημα του συζυγούς τελεστή έχει οριστεί, επιστρέφουμε στο μη-ομογενές
πρόβλημα για να προσδιορίσουμε τη συνθήκη επιλυσιμότητας. Αντικαθιστώντας για τον συζυγή
τελεστή και τις συνοριακές συνθήκες ()c2a και etI2b, προκύπτει η συνθήκη επιλυσιμότητας :
SolvCond2 =
eq2b[[2J] ==
(eq2b[ [1] J /. Inteqrate -> (Ο &) Ι. (bc2a /. Equ.al -> Rule) Ι.
(adjointEC2 J. Equal -> Rule) }
"Ι





ΕΟΜ και Οριακές Συνθήκες
Ι
Θεωρούμε τη μη γραμμική επίπεδη απόκριση μιας μονόπακτης ομοιόμορφης πρισματικής δοκού σε




στηρίξεις της φέρει ένα γραμμικό ελατήριο. Θεωρούμε ότι οι μη γραμμικότητες λόγω καμπυλότητας
και αδράνειας είναι πολύ μικρότερες από τη μη γραμμικότητα που προκαλείται από την μεσοεπιπεδική
ένταση. Η εγκάρσια μετατόπιση w{x. t] της δοκού στη θέση χ και στο χρόνο t διέπεται από την
αδιάστατη ολοκληρο-διαφορική εξίσωση (Nayfeh καιMook, 1979) :
&Μ = (jt.tW [Χ, t) - 2 Ρ (jz.zw [Χ, t) + ~,:ι:,:ι:.:ι:W[χ, t] ==
-2εμ[χ} (jtcw[x, t) +4el'(jz.][w[x, t}Cos[otJ + ε α (j][.zw[x, tJ l\axW[X, tJ)zdx
W,O,2) [Χ, t] - 2 PW,2,1») [Χ, tj +W(4,O) [Χ, t] ==
-2e μ[χ] '11(1),1) [Χ, t] +4 FeCos[tQ] W(2,O) [Χ, t] +αε U~1 '11'1,0) [Χ, t]2 dχΊ '11(2,0) [Χ, t]
και από τις ομογενείςοριακές συνθήκες:
BC= {W[O, t] == σ, (jz.zW[X, t] == 01. χ-> Ο, w[l, tJ ==0, ~\~[x, t] == 01. χ-> 1}
{W[O, t} == Ο, W(:<'I») [Ο, t] == ο, w[l, t} == Ο, W(1,0) [1, t] == ο}
Θεωρούμε ότι το στατικό αξονικό φορτίο είναι τέτοιο ώστε οι χαμηλότερες δύο φυσικές συχνότητες
της δοκού είναι σε αναλογία τρία-προς-ένα, δηλαδή, υπάρχει ένας τρία-προς-ένα εσωτερικός
συντονισμός ανάμεσα στην δεύτερη και την πρώτη μορφή. Επιπλέον, θεωρούμε ότι καμιά από τις δύο
μορφές δεν εμπλέκεται σε εσωτερικό συντονισμό με οποιονδήποτε άλλη μορφή. Θεωρούμε τρεις
παραμετρικούς συντονισμούς, ήτοι, τον κύριο παραμετρικό συντονισμό της 1ης μορφής, τον κύριο
παραμετρικό συντονισμό της 2ης μορφής και τον συνδυαστικό παραμετρικό συντονισμό της 1ης με τη
2η μορφή.
7.2.2 Απευθείας Χειρισμός του Συνεχούς Προβλήματος
Σε αυτή την υποενότητα, χειριζόμαστε απευθείας την ολοκληρο-διαφορική εξίσωση ΕΟΜ και τις
σχετικές συνοριακές συνθήκες BC και αναζητούμε μια πρώτης-τάξης ομοιόμορφη ανάπτυξη της
λύσης τους, της μορφής:
3olRule=w-> (Evaluate[Sωa[ej ''1j[ff1., ffZ, ;;3J, Ο, Ο, l}]J ,)
όπου η πρώτη ανεξάρτητη μεταβλητή είναι το χ και οι τελευταίες δύο ανεξάρτητες μεταβλητές είναι
δύο χρονικές κλίμακες ΤΟ και Τ/. Αντικαθιστώνταςτη solRule στην ΕΟΜ, μετασχηματίζοντας τις
ολικές χρονικές παραγώγους σε μερικές παραγώγους με όρους των ΤΟ και Τ/, αναπτύσσοντας το
αποτέλεσμα για μικρό ε, αμελώντας όρους τάξης μεγαλύτερης του ε, και χρησιμοποιώντας την
il1tRule2 για να απλοποιήσουμε τις αναπτύξεις των συναρτήσεων προς ολοκλήρωση, λαμβάνουμε:
eq722a =
( (Join[ {BCM} ι BC]. /. Inteqrate -> int /. {w [χ_ ι t] -> W [Χι Το, Τ1] ι
Derivative{m_ , D_] [w] [Χ_ ι t] ->dt[n] [D[w[x, To l ΤΩ, {Χ, m}}], t->To} /.
so1Ru1e Ι! ExpandAll} ! Ι. intRul.e2 / Ι ExpandAll.} /. e,,_!;n>l -> ο;




























eqEps = Thread[CoefficientLi.st [Subtract @Ο tF, ε} == Ο} , /@ eq722a 11 'rranspose;
eqEps Ι. d.isplaJRule
~. (' i ' ,. • ι , , Ι- ...1t-2 Ρ \.11010 ,Ι +11010 + Dawo == ο, 11010[0, το, Τ 1 1 == ο,
:L.O,Gj Q Τ Τ' Q "Ι Τ Τ] Ο ;:1,(1,01'1 Τ Τ' ΟΙ11010 [, Ο, Ι] == , Wol , σ, ι == , Wo [, Ο, 1J == f'
(" . ' " ~., ι., 2: ι "i ! "ι ι, , ι- .2
-:-4 FCc3[ToQ] (11010 Ι -<Ι 1110101 ;''''ο! - 2 Ρ ''''1 1"''''1 ... D1)"'1'" 2 (DOI)1"'0) ... 2 (Ώο"'ο) Ilίχ] == ο,1,. , .; ,. ( Ι, !.,
"'1[0, το, Τι] == Ο, W?,G,D! [Ο, TG, Τ1 ] == ο, "'1[1, Το, Τ1 ] == Ο, W?,G,ΟΙ [Ι, TG, Τ1 ] == Qf~
J J
Επειδή με την παρουσία της απόσβεσης, όλοι οι μορφές που δεν διεγείρονται απευθείας από τη δύναμη
ή διεγείρονται έμμεσα από τον εσωτερικό συντονισμό θα εξασθενίσουν με τον χρόνο, η λύση της
('(tEpS([ 111 μπορεί να εκφραστεί με όρους των χαμηλότερων δύο γραμμικών ιδιομορφών ελεύθερης
ταλάντωσης, δηλαδή :
3010 =
'11'0 -> FunctiOn[ {χ ι 1'1), Τ1} ι Sma[A,,[T1] Ο.[Χ] ΕΣΡ[Ι lιJi 1'01 + Α" [!Ί] Oi[X] ΕχΡ[-Ι lιJi Τα1,
{i,2}]);
όπου ω1 και ω2 είναι οι φυσικές συχνότητες αυτών των μορφών. Για μεταγενέστερη χρήση, ορίζουμε
τη λίστα:
omqList = {ωι, 1ιi2};
Μπορεί κανείς εύκολα να δείξει ότι οι συναρτήσεις σχήματος φί[Χ] είναι ορθογωνικές. Θεωρούμε ότι
αυτές οι μορφές κανονικοποιούνται, ήτοι
f;th [χ] φj [χ] dlx -> δij
όπου δίj είναι η συνάρτησητου δέλτα του Κronecker.
Αντικαθιστώνταςτη solO στην πρώτης-τάξης εξίσωση, την c<IΕρsΠ2, ιη, και χρησιμοποιώντας τις
ίlιtRιllel και illtRule2, λαμβάνουμε:
order1Eq= (eqEps[(l, 1, 111/. '11σ->wι) ==
( (eqEps [[1, 1, 1]] Ι. )"0 -> ""l) -
(Subtract Μ eqEps[[2, Ι]] Ι. 3010 /1'rrigToEΣp /IExpand) /. intRnle1/J.
L'1tRn1e2 1/ Expand} ;
σrderΙEq Ι, displayRnle
-2 Ρ"ι - .... \'1ι . - - - ... D;'II"l == -2 Ι ΕΙ το "l (DtAt) [,)ι'llι [χ] ... 2 Ι Ε-Ι το "1 (DιAι) [,)ι'llι [χ] -
2 Ι ΕΙ ΤΟ "1 Αι [,)1 μ [χ] φι [χ] ... 2 Ι Ε-Ι ΤΟ "Ι ωι Αι μ [χ] 'ΙΙι[Χ] - 2 Ι ΕΙ ΤΟ "2 (Dl A2) lίJ2 11Ι2 [χ] ...
2 Ι Ε-Ι το "2 (Dt A2) ω2 11>2 [χ] - 2 Ι EITO "2 ΆΖ [,)2 μ [χ] 11Ι2 [χ] ... 2 Ι Ε-Ι ΤΟ "2 [,)Ζ ΑΖ μ [χ] 'Ζ [χ] +
:2 ΕΙ το (-Q'''t) r Αι φ1 [χ] ... 2 ΕΙ το ια. "1) f Αι Ψi [χ} Ε3 Ι ΤΟ "l α: (11 φ1 [χ] 2 dlX) Ai Ψi [χ} ...
2 ΕΙ ΤΟ (Ζ "ι' "2) {( (11φ1 [χ] φ2 [χ] dX) Af ~ Ψi [χ] ΚΙ το ί "1+Ζ "2:) α (1\; [Χ]:: dlX) Αι Αξ φ; [χ] ...
:2 ΕΙ το (-Q-"I) r Αι φι [χΙ + 2 ΕΙ ΤΟ (\;1-"1) r Αι φι [χΙ 3 ΕΙ το "l α (l\ί[Χ]= dlx) Α; Αι φ;: [χ] ...
4 ΕΙ ΤΟ "2 α (1Ι φί [χ] φ; [χ] dlX) Αι ~ λι φι [χΙ ... g1To (-"ι+2 "Ζ) α (1\; [χ]2 dlX) ~ Αι φi [χ] +
3 Ε-Ι το "l α (1\ί[χ) 2 dlX) Αι Ai 'ι [χ] + 2 ΕΙ ΤΟ (_2 "Ι> "2) α (11 φί [χ) Φ; [π] dlx) Α2 Ai φι [χ} ...
Ε-Ι !το "l α Ι [\ί[Χ];: dlx) Ai Ψi [χ] t 2ι Ι ΤΟ (2 "1-"'2) CI ( [ιΊ'ί [χ] φ; [π] dlx) Af Α.3. φί [χ] +
<-ο ι ,~o
2 ΕΙ ΤΟ "ι α (1Ι φ;[χ] 3. dιΧ) Αι Α2 ΑΖ ΨΙ [χ] ... 4 Ε-Ι ΤΟ "2 α (11 Ί'ί [χΙ φ; [;{Ι dlX] Αι Αι Α3. Ψ'1 [χ} ...
. ο ι Ο ι
:2 Ε-Ι ΤΟ "1 (( (.l Ι φ; [Χ);: dX] Α2 Αι ΑΖ φί [χ] ... 2 ΕΙ ΤΟ (-2 "Ι-"Ζ) α (lΙφί [χΙ φ; [χ] dlX) Ai Α2 'Ρί [χ] +




ΕΙ το ("l-2 "2) α (l\; [χ]2 dX) Αι Α; φ]: [Χ] + ΕΙ ΤΟ (-"1-2 "2) α (l\; [χ}2 dX) Αι Ai φi [Χ} +
2 ΕΙ το (->1."2) F Α2 Φ; [Χ} + 2 ΕΙ το (ΙΟΙ."2) r ~ 11Ι; [Χ] + ΕΙ ΤΟ (2 "1·"2) α (llφi [Χ) 2 dX) Ai ΑΖ φ; [Χ] +
2 gl ΤΟ ("1.2 "2) α (llφί [χ] φ2 [Χ] dX) Αι Ai ,; [Χ} + g3 Ι το "2 α (llφ; [χ}2 dX) .Α5 φ; [Χ} +
2 ΕΙΤΟ "2: α (llφi[x12 dX) Aι~ Αι.; [Χ} + 2 ΕΙ το (-"l.2 "2:) α (llφi[X) ,;[Χ} dX) Ai Αιφ; [χ} +
ΖIΤο(-2 "l.'"2) α (llφJ,[X}%dX)~ Ai ,; [Χ} + 2ΕΙΤΟ H~-"2:) r Α,Ζ φ;[χ] + 2 ΕΙ το (12- ..%) F Α,2 φ2[χ} +
ΕΙΤΟ (Ζ "1-"2) α (11φJ, [Χ) Ζ dX) Ai Α.:ι: Φ2 [Χ} + 4 ΕΙ το "l α (1Ι φJ, [Χ) Φ2 [Χ} dX) Αι Α2 Α2 φ; [χ] +
3 ΕΙ το "2 α (11,;[Χ)% dX) Ai ΑΖ φ; [χ} + 2 g-I ΤΟ "2 α (lΙφJ, [χ): dX) Αι Αι Α,2 ,; [Χ} +
4Ε-ΙΤΟ"Ια (11 φJ,[X) φ;[χ] dX) ΑΖΑι Α2 φ;[χ] +EITo(-2"l-"z) α (llφJ,[X]%dX) A~A2φ;[x] +
2 gl ΤΟ ("l-2 "2) α (L1φi [χ) φ2 [χ} dX} Αι Ai Φ2 [Χ} + 3 g-I ΤΟ '"2 α (11 φ; [χ]2 dX) ~Ai φ; [Χ} +
2 gl ΤΙ) (-"l-2 "2) α (lΙφJ, [χ] φ; [Χ) dX) Αι Α; φ; [Χ} + g-H ΤΟ "2 α (11,; [χ):: dX) A~ φ; [Χ]
Έπεταιαπό την cc\EIJs!\2j \ ότι οι πρώτης-τάξης συνοριακές συνθήκες είναι:
orderlBC = eqEps [ [2]] 11 Rest
, [Ο Τ τ] Ο 1::1.0.0) 'Ο Τ τ ] Ο (1 Τ τ] ο· (1.0.0) '1 Τ Τ ] }ιwι , 1), 1 == , Wl [, Ο, 1 == , 011 , Ο, 1 == , 011 ι ,Ι),Ι == Ο
• Κύριος Παραμετρικός Συντονισμός της Πρώτης Μορφής
Σε αυτή την περίπτωση, Ω:::: 2ωι. Για να περιγράψουμε την εγγύτητα των εσωτερικών και των κύριων
παραμετρικών συντονισμών, εισάγουμε τις δύο αποσυντονιστικές παραμέτρους σι και σ2 που ορίζονται
ως εξής;
Resonanceconds = {(.,)Ζ == 3 ωι + ε σι, Q == 2 ωι + e σ2};
και ορίζουμε τους ακόλουθους κανόνες:
OIDgRu1e= So1ve[Resonanceconds, Drop[omgList, {Πt}] -Join-{Q}) [[1)] , /@ {l, 2}
expRule(i_} := Exp[arg_) :> Exp[Expand [αη;τ Ι. OmqRule[ [i))] Ι. e ΤΟ -:> Τι]
expRu1e[i_) := Exp[arq_l :> Exp[Expand[arq Ι. (}ιιqRnle[[i]]] Ι. e ΤΟ ->Τι)
Αντικαθιστούμε τις IΙesοn~ιnce(Ί)nds στη δεξιά πλευρά της oι'det'IE(l και λαμβάνουμε την πηγή των
προσωρινών όρων ως εξής:


























{-2 Ι (ΟιΑι) ωι /h[x] - 2 Ι Αι ωι μ [χ] /h [ι] + 2 ΕΙ τι "2 F Αι φί [ι] + 3 α ΙΙοΙ.ι [Χ] '1. dX) ΑΙ Αι φί [ι] +
2 ΕΙ τι "ι α (lΙφl[x] ,; [χ] dX) ~ Ai Ψ1 [Χ] + 2 α (1\;[X]2 !ιΧ) Αι ~ Α2 Ψ1 [Χ} +
2 ΕΙ τι "ι-Ι ΤΙ 02 F Α2 φ2[ι] + ΕΙ τι "ι α (lΙ φί[χ]2 !ιΧ) A!J Ai Φ2 [χ] +
4 α (l\i [χ] ,;[Χ] !ιΧ) Αι Α2 Α2 φ; [χ] ,
-2 Ι (ΟιΑ2) ω:ι φ2 [ι] - 2 Ι ~ ω:ι μ [χ} φΖ. [χ] + 2 Ε-Ι ΤΙ "ι +1 ΤΙ °2 !" Αι 'ι [χ] +
Ε-Ι Τιοι α (lΙφί{χ] 2 dX) λ: Οϊ [χ] + 4 α (lΙφi [Χ] φ; [χ] !ιΧ) Αι ~ Α1 φi [Χ] +
2 α (11φi [χ]2!1χ) Αι Α2 Αι .;[χ] + 3α (11 ιΡ;[χ]2 !ιΧ) ~ Α2 .;[Χ]}
Επειδή το ομογενές τμήμα της orderlEq και της odet·1B(: έχει μια μη-τετριμμένη λύση, το αντίστοιχο
μη-ομογενές πρόβλημα έχει μια λύση μόνο αν οι συνθήκες επιλυσιμότητας ικανοποιούνται. Έπεται
από την υποενότητα 7.1.1 ότι το ομογενές πρόβλημα είναι αυτο-συζυγές και ότι οι συνθήκες
επιλυσιμότητας απαιτούν η ST να είναι ορθογωνική στο ΨΙ[Χ} και στο Ψ2[Χ}, αντίστοιχα.
Εκμεταλλευόμενοι αυτές τις συνθήκες, έχουμε:
SCond =
Table[iJlt['j[x] SΤ[[j]], {Χ, ο, Ι}] Ι. intRulel/1. intRule21. iJlt-> Inteqrate, {j, 2}] ==
011 Thread;
SCond Ι. displayRnle
{2 ΕΙ ΤΙ "ι-Ι Τι":! F' (lΙ φι [Χ] φ; [Χ} dX) Α:Ζ. - 2 Ι (11 φι [Χ] 2 !ιΧ) (D1A1} ωι -
2Ι (lΙμ [Χ] φ1 [Χ]:! dX) Αι ωι + 2ΕΙ τι ":! 1" (11fh [Χ] lPi [χ] dX) Αι +
3 α (lΙφl [χ] 2!ιΧ) (lΙφι[χ] φϊ [Χ] dX) ΑΙ Αι +
2ΕΙΤΙ01 α (l\i[X] φΖ[χ] dX) (lΙφ1 [χ} φί[Χ] !ιΧ) A2 Ai +
ΕIΤΙ"1 α (1\i[X}2 dx) {ll/h[X} φ;[χ] dX) A:z.Ai +
2 α (lΙ~2 ιχ]2ιΙχ) (lΙΦι[Χ] lPi [Χ] dX) Αι Α2 Α2 +
4 α (l\ί[Χ] φ;[χ] dX) (llfh[X] φ2[Χ] dX) Αι Α:Ζ.Α 2 == Ο,
2 Ε-Ι ΤΙ "ι·Ι Τι":! !" (lΙ Φ2[Χ] φί [χ] dX) Αι + ΙΓΙΤΙ "ι α (11Φί [Χ]: dlX) (1\2[X] lPi [Χ] dX) Ai-
2 Ι (11Φ2 [Χ]: dX) (DlA2) ω2 - 2Ι (11μ [χ] φ2 [Χ] 2 dX) Α:Ζ. f.V2 +
4α (l\ί [χ} φ; [χ] dX) (1\2[X] φι [Χ] dX) Άι Α2 Αι +
2α (11φί [χ}2 dX) (lΙ φ2 [χ} φ; [χ} dX) Άι 1\2 Αι + 3 ι:ι (11 ψ; [χ:] 2 dX) (1111>2 [ΧΙ φ; [χ] dX) ~ Α.2 ==
a}
Για να απλοποιήσουμε τη σημειογραφία των συνθηκών επιλυσιμότητας, χρησιμοποιούμε την
ορθοκανονικότητα των συναρτήσεων σχήματος και ορίζουμε τις ακόλουθες παραμέτρους:




Για να αναγνωρίσουμε τις μορφές των μη-γραμμικών όρων στις συνθήκες επιλυσιμότητας. πρώτα
αναγνωρίζουμε όλες τις πιθανές μορφές των μη-ομογενών όρων στο πρώτης-τάξης πρόβλημα. Γι' αυτό
το λόγο. θεωρούμε
basicTenιs = Table[ {Α;. [Τι] ΕΙ '"i ΤΟ ι Ai [Τι] Ε-Ι "i Το}, {i, 2}] 11 rlatten
{εΙΤΟ'"1Αι [ΤΊ], ε-ΙΤΟ"ιΑι[τι], εΙ το "'7 Α;;: [TlJ, ε-ΙΤΟ "'7Α:ο:[τι ]}
Τότε. όλες οι πιθανές μορφέςτων μη-γραμμικώνόρων στο πρώτης-τάξηςπρόβλημαδίνονταιαπό :
cubicTems= Nest[Outer[Tiιιes,basicTems, Π] " basicTems, 2] /Illatten/I Union;
cubicTenιs/. displa1Ru1e
{Ε3 1Το "Ι Ai, [IΤο (:ο:"ι +01;;:) Ai~, [IΤο (..ι "'''2) AιA~, E31To"Z~, εΙΤο "Ι Ai Α1'
[Ι ΤΟ"2 Α1 Α2 Αι, ε110 (-·Ι"'''2) A~A1' ε-110 •Ι Aι~, [1 ΤΟ (-4:'"1 ....:) AZ~, ε-3ΙΤΟ .1 A~,
[110(2'"1-412) Ai A2, εIT()'"1A1A2~' EIT0'"2~A2' ε-ITO"2A1A1~' ε-ΙΤΟ'"1Α2ΑιΑ2,
[IΤο (-4:'"1-412) Α-2 Α- ε1Το ("1-2 "Ζ) Α Α2 ε-ΙΤο'"2 Α Α-2 ",IΤο (-1-2'"2) Α- Α-2 ",-3 1Το '"2 ;;3}Ι :0:, Ι ;;:, 2 2, ι:ο 1 2r ι:ο ""2
Από αυτούς τους όρους. μόνο οι όροι που μπορεί να οδηγούν σε εγκόσμιους όρους εμφανίζονται στις
συνθήκες επιλυσιμότητας. οι οποίες μπορούν να αναγνωριστούν σύμφωνα με :
secularTenu = (Ε-Ι ",.Το CDhi.c'l'enu Ι. expBnl.e[H] Ι. ΕχΡ[_Το + _.} -> Ο / Ι Union 11 Rest) 'Ι@
{Ι, 2}
{{Αιιτι]2ΑιΙΤι}, εΙΤΙ "'1Α:ΖίΤι] Αι ιτι]2, ΑιΙΤι] Α:Ζ[ΤΙ} A;zLTLJ},
{E-ITΙ~ΙAι[Tι]3, Αι[Τ ι ] Α:ΖίΤ ι ] ΑιιΤι ], Α2ίτι]2 ΑΖ [τι]}}
Κατόπιν. ορίζουμε τις ακόλουθες παραμέτρους:
31D1bolList = {-8 ι.η {Yu, δι ι Y12} ι -8 &r.! {δ2 , V21I V22}}
και εκφράζουμε την SCΌnd κατά μια πιο ακριβή μορφή. ως εξής:
eq!4od =
Expand [-~ «SCond [ [Π, 1]] Ι. notationRule Ι. Thread [secularTems [ [tt]] -> Ο]) +
w.,
31mbolList [[ Π]] •secularTems [[ Π]]} ] == Ο , Ι@ {Ι, 2}
;2 Ι μιΑ1 [ΤΙ] ... 2 ε11Ι"1-Ι1ι '"2 f 3ι,2 Α2 [Τι] ... 2 εΙΤ1 "2 f 3ι,ιΑι (Τι] ... 8 γιιΑι (Τι] 2 Αι[Τι] ...,
8 εΙ Τι ..ι δι Α2 [Τι] Αι (Τι J2 a γΙ2 Αι [Τι] Α2 [Τι] Α2 [Τ1 ] ... :2 Ι Αί [Τι] == Ο,
2 ε-Πι "ι +1 1ι '"2 f 3;;:, Ι Αι[Τι] aε-Πι ~ι δ;;: Αι [Τι] 3 2 Ι 112 Α;;:(Τι] ...
8γ;;:ιΑι[Τι] Α;;: (Τι] Αι [Τι] 8Y;;:2A2(T l J2 A;;:[T t ] 2ΙΑ2 [Τι ] ==ο}
όπου
-s:rlllbolList[[1]} -> (-Coefficient[SCond[[1, 1]] ι ι'1} 'Ι@ secularTenu[[l]]} II'fhread 11
Tablel'onιι
8 )"Ι1 (.;ι ..... -3,:1 (J01 Φί [χ] ~ dx) .~ι Φι [χ] Φί (χ] dx
8 δ1:';Ι -+ -2 α (50Ι i't [χ] Φ~ (κ] dx)Jol ;'ι [χ] Φί [Χ] dx - ,::χ (JGl Φί [Χ] 2 dx) ΙοΙ φ,1 [Χ] Φ2 [Χ] dx
8 )"1,2 :"'ι -+ -2 Q (ΊοΙ Φ~ [χ] ~ άχ) J~l φ,ι [Χ] φ,ί [Χ] dx - 4 α !.ΓοΙ Φί [χ] φ~ [χ] dx) J01 ;'ι [χ] ;;2 [x]dx





























8 δ;(;); -+ -(1 (.~1 Φί[χ]2 dx) 11 Φ2[Χ] Φί [χ] c!x
8Υ21(;)2 -+ -4α (11 Φί[Χ] Φiι:[x] dx) .~1 Φ2[Χ] ΦΗχ] dx- 2::1: (11Φί[χ]2 dχ ) 11 Φ2[Χ] ΦΗχ] dx
8 Ύ22 (;)2 -+ -3 α (11 Φ:. [χ] 2 dx) .~1 Φ2 [χ] $2 [χ] dx
Οι μιγαδικών-τιμώνσυνθήκες επιλυσιμότηταςμπορούν να εκφραστούνσε πραγματικών-τιμώνμορφή
μέσω εισαγωγήςτου μετασχηματισμούσε πολικέςσυντεταγμένες:
rnl.eA={Ai_->(i a :i,[ff]Exp[ IEti.[ff]] ,), A:i,_-> (ia:i,[ff] ExpE-IEt:i,[ff]] ,)};
στην eqMod και να λάβουμε:
exprl=bpand[eqMod([H, ι]] Exp[-Ie"ETlJJ /. ruleA] ,,/@ {ι, 2}
{ι 111a1 [T1J .. εIΤ1~-2I81[Τ1] f 91,Ι a1[T1].
γιι 3ι [Τι] a • εΙΤι "'1-1 ΤΙ Cf2-I 81 [Τ1]+1 82 [Τι] f 9ι,2 32 [Τι] •
εΙΤ1αι-Η8ι[Τι]+Ι82[Τ1] 51at[T1]2a2[T1] .Y12at[Tt] a;[τι]2" 13ί[Τι ] -at[Tt] θίίΤι ],
ε-ΙΤ1"ι+1Τια2+18ι[Τι]-182[ΤΙ]f 32,Ι at[Tt ] • ε-1Τι αι+Η "ι [Τι]-Ι82 [Τ1 ] δ 2 a1 [Τ1] a ..
r μ2 32 [Τι] • '12131 [τ1 ]2 a2[T1 ] • '122 32[Τ1 1 a. Ι a~[Tl] - a2[T1J θ~[T1]}
Κατόπιν, διαχωρίζουμε τα πραγματικά από τα φανταστικά μέρη της εΧΡΓΙ για να λάβουμε τις
εξισώσεις που διέπουν τη διαμόρφωση των ευρών αί και των φάσεων θί. Για να το επιτύχουμε αυτό,
ορίζουμετον κανόνα:
rea.lRnle= {Re[S_] -> s, IDι[s_] -:> Ο};
Κατόπιν, οι εξισώσεις που διέπουν τα εύρη ταλάντωσης της κίνησης αντιστοιχούν στα φανταστικά
μέρη της εΧΡΓΙ, δηλαδή:
alIIP&I =
Solve(CoιιιplexExpand[IDι[#] J == 0/. rea1Rule " /@ expr1,
{a1 [Τι], a;' [Τι]} J[[1]] Ι. Rule -:> Eqn31// ExpandMl
{aί[Τ1 ] == -μιaιίΤ ι } -fSin[T1 cr2- Zet[T1]] 3t,1 a1[T11-
fSin[It cr1- I 1 σ2-&1[ΤΙ] +&;[Τι ]] 3Ι,232[Τ1]-
Sin[T1 01- 381 [Τι] • 62[Τ1 ] J 5131 [τι]2 a2[T1],
a2[T1 ] == f Sin[T1 01- Τ1 02 - 81 [Τ1] + 62 [Τι]] 32,1 31[ΤΙ] •
Sin[T1 οι- 3 8ι [Τι1 .. 62[Τ1]] 52 a1 [Τι] a - μ2 32[ΤΙ]}
Επιπλέον, οι εξισώσεις που διέπουν τις φάσεις της κίνησης αντιστοιχούν οτα πραγματικά τμήματα της
exprl, δηλαδή:
phaseEq =
S<>lve[Couιp.lexExpand [Re[ff]] == σ Ι. realRu1.e " /@ exprl,
{θι' [Τι] , 62:' [Τι]}] [[1]] Ι. Rule -:> Eqna1 / Ι ExpandMl
,
ιθίίΙι] == fCos [Τι σ2 - 2 6ι [TlJ] 31,1"
ο 02 f Cos [Τι σι - ΤΙ 02 - 8ι [Τι] .,. 62 [Τι] ] 31,2 a2 [Τ1 ]
'1l1 a1lTU + -
at[11J
COS [Τ1 οι- 3 6ι [ΤιΙ + 8 2 [1'ι1] δι al [Τι] a; [Τι] + '1l2a; [Τι 1",
0'0 _ .. 2 fC03[Ttcr1-Ttcr2-et[Tt] .. e2[Tt]]3;,tat[Tt]8 2 Ι Τ Ι 1 == γ2Ι al ΙΤlJ .. ο ο ..
a2,1l J
C03 [Τι σι - 3 (1ι [Τι] .. 82 [Τι J ] δ 2 al [Τι 1 3




Αυτές οι εξισώσεις διαμόρφωσης είναι μη-αυτόνομες επειδή εξαρτώνται σαφώς από το Τι.
Για να προσδιορίσουμε ένα αυτόνομο σύνολο από εξισώσεις διαμόρφωσης, αρχίζουμε με την exprl
και αναγνωρίζουμε τα ανεξάρτητης-φάσηςστοιχεία σε αυτήν. Για να το επιτύχουμε αυτό, πρώτα
αναγνωρίζουμεόλα τα δυνατά στοιχείαφάσης, δηλαδή:
expTenιιs= Ι cases{exprl , Exp[drg_) -> arq, InfinitY111 Expand
{-ΤιΟΖ+26ι[Τι], -ΤιΟι+ΤιΟΖ+6ι [Τι1- 62[ΤΙ],
-Τι οι + 36ι[Τι] -62[ΤΙ], ΤιΟι-ΤιΟΖ-6ι[Τι]+62[ΤΙ ], Τι01-36Ι[Τ1] +62[ΤΙ ]}
Από αυτά τα στοιχεία, μόνο δύο είναι ανεξάρτηταδιότι
OUter[D, expTenιιs, {θ].[Τι] ι 62 [ΤΩ}) 11 RowRedoce
[{l, Ο}, {Ο, l}, {Ο, Ο}, {Ο, Ο}, {Ο, Ο}}
Δηλώνονταςαυτά τα δύο ανεξάρτηταστοιχείαως γι και γ2, έχουμε:
9aJ8a.Li.st = {2 Υι[Τι), n[Τι]} == expTenιιs( [{Ι, 2}]] 11 Thread
{2γΙ[Τ1] ==-T1 0z+26l [TlJ, γι [T1J ==-Ι1Ο1+Ι10ι+6ι[Ιι] -θ2[ΤΙ ]}
τα οποία μπορούν να λυθούν για θ ι και θ2 για να λάβουμε:
thetaRn.le= SoJ:ve(gaJ8a.List, {θι(Τι ) ι θΖ(ΤΙ ]}) [(Ι]] 11 Expandλll
r Τι Οι 3Τ102}i et[T t 1-- --+Υι[Τι1, &ι[Τι] -+-Τι οι+-- +ΥιίΤι] -γι[Τι]
, 2·· 2'
Αντικαθιστώνταςγια θί στην exprl προκύπτει:
expr2 = exprl /. Table[e,i -> (Eva1UAte[thet.aRule[ [i, 2] 1 Ι. Tl. ->ι1) ') 1 μι 2}) Ι.
Exp[drg_] :> Exp[Expand[a:rg]] 11 Expand
r 1 ~ Ι ίΤ' a t'T Jtι μι Δι [Τι] - 2" 02 Αι [Τι] ... ε-" γι lJ f 3ι,ι Αι [Τι] + Υιι Αι [Τι] + ε- γι ι ι f 3Ι,2 Αι [Τι} ...
ε-2ΙγιίΤιJ-Ι""2ίΤι] 5ιΑΙ[Τι]ΙΑι[Τι] + Υιι Αι [Τι] ΑΙ[ΤΙ]Ι+ Ι Αι [Τι] -atlTt ] '(Ί[Τι ],
εΙΥιίΤι] f 3ι,ι al [Τι] ... εΗ 'f1 [Τι] +ΙγΖ [Τι] 5ι Αι [Τι] a + Ι μι az [Τι] + ΟΙ Αι [Τι] _
~ ΟΖ az [Τι] + '(2Ι Αι [Τι] 2 Αι [Τι J ... '(22 Αι [Τι] a ... Ι Α; [Τι] - a2 [Τι] γι [Τι] ... a2 [Τι] '(; [Τι] }
Κατόπιν, οι εξισώσεις που διέπουν τα εύρη της κίνησης αντιστοιχούν με τα φανταστικά μέρη της
expr2, δηλαδή:
(anιp!'.q =
So1ve[Coιιp.lexExpand[lDι[H)] == σ /. rea1.Rn.le , !@ expr2, {Αί[Τι ] 1 Α; [Τι]}] [[Ι}] Ι.
Rule -> Eqo.a1 Ι Ι Expandλll) ι. f_ [Τι] -> r
JΑι == SinC2 Υι + '(2] af az 5ι- Αιllι + f Sin[2 γι 1 Αι 3ι.ι ... f Sinfyz] Αι 3Ι,2,,
Αι == -Sin[2 γι + γ2] Ai δι - Αι μι - f Sin[Yzl Αι 3ι.ι}




























Solve[CoιιplexExpand[Re[i1)] == Ο Ι. rea1Rnl.e , /@ eXP1"2, (γι' [ΤΩ, γ2' [ΤΩ}] [[Ι]] Ι.
Rule -> Eqι:lal/IExpandAll) /. f_ [Τι) -> f
Γ/ 2 2 ~ 2 ""ΙΊο;. == dt Υιι • do;. Υ12 - d l γ2Ι - do;. γ22. + COS ι2 γι + γο;.] dl do;. δι -
Cos[2Yi.Yo;.] d~50;. fCos[yo;.] do;.S1.0;. fC03[YZ] d130;.,1
-------- - σι • σ2 + f C03 [2 γι] 3ι,1 + -------
~ dl ~
, ;. 2 02 fCos[yz] do;. 31,0;.1Ίι ==dt Yll+ d o;.Yl2+ C03 [2Yt ... yo;.] dldo;. 5ι - - + fCos[2Yt] 3ι,ι'" (2 dl '
Οι εξισώσεις διαμόρφωσης είναι αυτόνομες επειδή είναι ανεξάρτητες από την ανεξάρτητη μεταβλητή
ΤΙ.
Εφαρμόζοντας αναλύσεις διακλάδωσης της δυναμικής του συστήματος, κανείς μπορεί να το βρει πιο
πρόσφορο, σε μερικές περιπτώσεις, να αναπαραστήσει τις εξισώσεις διαμόρφωσης σε Καρτεσιανή
παρά σε πολική μορφή. Σαν υποπροϊόν, μπορεί κανείς επίσης να λάβει τις συμμετρίες του συστήματος.
Γι' αυτό το λόγο, εισάγουμε τον Καρτεσιανό μετασχηματισμό:
cartRu1e ={~_ -> (~ (Pk [Π] - ι <h [Π]) ΕχΡ [Ι λk [Π]] &),
Ak _ -> (~ (Pk[i1] + I<h[tF)) ΕχΡ[-ΙλΣ[.Π]]&)};
realRule= (ΙΙΙΙ[:Υυ ->0, Re[x_J ->Χ, Ak_'[TlJ ->νΣ};
όπου τα λj επιλέγονται για να καταστήσουν τις παραγόμενες εξισώσεις διαμόρφωσης αυτόνομες.
Αντικαθιστώνταςτον c:H·tRule στην e(IMod, προκύπτει:
eqModCart [k:...} : =ΕχΡ [-Ιλ..< [ΤιΊ J Subtract 00 eqt4σd [ [k]] Ι. cartRule 11 Expand;
Κατόπιν, επιλέγουμε τα ~ ώστε να καταστήσουν την e(IModC:art αυτόνομη. Για να το επιτύχουμε
αυτό, αναγνωρίζουμε τα ανεξάρτητά της ορίσματα μέσω αναγνώρισης όλων των ορισμάτων της. Αυτά
δίνονται από:
listl = -Ι (Cases [!1 , ΕχΡ{Χ_1 -> .Χ, 1nfinityl , j@ Array[~rt, 2] 11 Flatten 1/ Union) / /
Expand
{ΙισΖ-2λιίΤιJ, -ιισι ... Ιισ;;:+λιίΤιΙ -λ;;:[Τ ι ],
-τισι+3λιίΤι! -λ;;:[Τ ιΙ, τισι-τισ;;:-λι[ΤιΙ +λ,;:[Τ ι ], τισι-3λιίΤι] ~λ2[Tι]}
Για να προσδιορίσουμε τον αριθμό των ανεξάρτητων σχέσεων στην list 1, χρησιμοποιούμε τη
συνάρτησηR()\vΙ{edιlce και παίρνουμε
Outer[D, 1istl, {λι[ΊΊΊι λ;;: [T1J}J /JRowReduce
{{l, Ο}, [Ο, 1}, {Ο, Ο}, [Ο, Ο}, [Ο, Ο}}
Έτσι, υπάρχουν μόνο δύο γραμμικώς ανεξάρτηταορίσματα στην Iistl. Επιλέγουμε τα πρώτα δύο για
να προσδιορίσουμε το λί • Για ένα αμετάβλητο σύνολο των εξισώσεων διαμόρφωσης, θέτουμε καθεμία
από αυτές τις σχέσεις να είναι ένα ζυγό πολλαπλάσιο του π. Λύνοντας τις παραγόμενες εξισώσεις για
τα λj , λαμβάνουμε:
list1. = listl [ [{Ι, 2}]] ;




όπου τα m; είναι θετικοίή αρνητικοίακέραιοι. Θέτοντας νί = λ;', προκύπτει:
D[laIΩbda.Rule , Τι1 'ι. realRule
r σ~ 1 . 1{νι ... -, ν~-> - (-2σι ... 3σ~) f
l 2 2 . J
Κατόπιν, διαχωρίζοντας τα πραγματικά από τα φανταστικά μέρη της eqModCtII·t, λαμβάνουμε την
ακόλουθη Καρτεσιανή μορφή των εξισώσεων διαμόρφωσης:
(eqs =
Sol.ve[
!'l.atten{Table{CoιιιplexJtτpιmd[{Ia[n],Re[H])] , 10 (eqtb1Cart[k) Ι. ΕχΡ[_] -> Ι) Ι Ι. realRnl.e,
{]ι, 2}]] ==O//Threιιd,Table[{Pk' [Τι], <Α'[Τι]}, {k, 2}] //Fl.attenJ[[l]] Ι.
Rnl.e -> EquιιJ.) /. f_ [Τι] -> r 1/ Tabl.eFora
ρί == pf ql γιι .. qf γll .. ~ qt Vu .. qι ~ Vu - 2 Ρι Ρ: qι δι .. pt qz δι - qf qz δι - Ρι \11 - th νι - f th 51,1 .. f qz 51,'-:
qi == -pfYl1-Pl qfvIl -pιp~γιz -Ρι ~ Ytz-pip: δι .. p:qf δι- 2ρι qt qzδι -ql l1ι "Ρι νι - fPl5t,l -fP: 5Ι,Ζ
Ρ2 == Ρ! qz γη" qf qz γ:ι .. piqz γ.ι:: .. q~ Υ.ι::" 3 pt th δ: - qf δ: - Ρ: \1: - qz ν: .. f qι 5:,1
q; == -pt Ρ: V:1 - Ρ: qf γ:1 - Ρ! γ.ι:: - Ρ: ιri Υ:: - pf δ.ι: .. 3 Ρ1 qf δ: - qz \1: .. Ρ: ν: - f Ρ1 5:,1
Η ιδιότητασυμμετρίαςτου συστήματοςμπορεί επίσηςνα ληφθεί ως εξής:
phase = Flatten[Table[Mod [Ν [[2]] 'ιΌ laIιbdaRnleΙ . ΤΙ -> Ο, 2 u], {1Rι, ο, 1.0}, {Ja:, Ο, 10)], 1] 11
Union
{{Ο, Ο}, (π, ιι}}
rotMat[d_1 = {{Cos[a], Sin[a]}, {-Sin[a}, Cos[a]}};
5ymιιetryLi5t= Join " Table[rotMat [Ν [[i]]] . {Pi, <l;.}, {i, 2}] , /0 phase
Έτσι, αν η {Ρι, q/, Ρ2, q2} είναι μια λύση των εξισώσεων διαμόρφωσης, τότε η {-Ρι, -qI, -Ρ2, -qZ} είναι
μια άλλη λύση αυτών των εξισώσεων. Αν αυτά τα δύο σύνολα λύσεων είναι τα ίδια, τότε η απόκριση
του συστήματος είναι συμμετρική. Διαφορετικά, θα είναι ασύμμετρη.
• Οι Συναρτήσεις PolarForm και CartesianForm
Ακολουθώντας τις διαδικασίες που περιγράφηκαν στην προηγούμενη υποενότητα, δομούμε δύο
συναρτήσεις, τις I)olarFornl και ('artesi~lnForm, για να αυτοματοποιήσουμε τη διαδικασία,
δεδομένου ότι οι σύνθετες εξαρτημένες μεταβλητές στις εξισώσεις διαμόρφωσης είναι γραμμένες στη
μορφή Sj, ί = 1, ... , neq και τα αντίστοιχα μιγαδικά συζυγή είναι Si. Οι συναρτήσεις μπορούν
ελάχιστα να τροποποιηθούν για να επιτρέψουν μια πιο γενική μορφή για τις εξισώσεις διαμόρφωσης.
Για να λάβουμε την πολική μορφή ή την Καρτεσιανή μορφή των σύνθετων εξισώσεων διαμόρφωσης,
απλά παρέχουμε τη λίστα των εξισώσεων διαμόρφωσης και του S σαν δύο απαιτούμενες εισόδους
(inputs) στην PolarForm και την OtrtesianFol'm, αντίστοιχα. Αν S = Α, η λίστα των εξισώσεων




























Polar!"orιι[eqs_List, S_SymboL: Α] :=
l.JoduJ.e Ι {neq =Lenqth [ eqs] , t}, .
t=Cases[eqs, Si_[d_] ->a, αι][[l]];
polarRule = {SK_ -> (~ ak [Π] ΕχΡ[1 βk[ΠJ] ,), Sk_ -> (~ ak [Π] ΕχΡ[-Ι βk[Η]] ,)};
realRule= {1Ja[x_] -> Ο, Re[;YU ->Χ};
eqModPolar[k_] : = !)φ [ -Ι Pk [t]] Subtract Μ eqs[[k]] Ι. polarRule 1/ Expand;
listl = Ι Cases [Array [eqHodPolar, neq] , Exp[d_] -> a, 00] ιl Expand LΙ Union;
newLists[List_, 11_] :=
With[ {'1' = Table [Unique [] , {ll}]},
ReplaceList[List, Jφpend[l'latten[{__, Pattern[H, _Ι} 'Ι@ '1'], _] ->'1']];
betaLi.st = Table[Pi[t], {1, neq}];
list2 ={};
Scan[If[Nnl1Space[OUter[CoeCficient, 11, betaList]] === {}, list2 = - Η; Return[]] ι.,
newl.1sts[listl, neq]];
ΙΙ [li5t2 === {}, Print ["A.utonomou5 5'f ste18 1s ηοΙ possible!!! \nThe pha5e list 1s:"];
Return [listl]
J;
betaRulel = Solve[list3 = Table[Yi [t], μ, neq}] == list2 11 'Thread, betaList] [[Ι]] ;
betaRn1e2 = Table[ Pi -> Function(t Ι / Evaluate, β;. [Ι] /. betaRulell/ Evaluate], μ, neq} 1;
Do[eqO[i] = eqMOdPolar[i) /. betaRule2 /. Exp["U :> Exp{Expand[a]];
eq[i] = Solve[CoιιplexExpand[lJa[eqO[i]]] == σι. rea.llW.le, a/ [t]] [[Ι, Ι]] ι.
Rule -> Equal;
eqRe[i] = CoιιplexExpand [Re[eqO [iJ]] == 0/. realRule, μ, neq}
] ;




Cartesianloηa[eqs_List, S_Sym.bol: Α] :=
lfodl1le{ {neq = Lenqth(eqs], Ι},
t" Cases{eqs, 5 i _[a_] -> a, m] [[1]];
cartRul.e .. {Sl:_ -> (1/2 (Pk[i't] -I<h;[I1]) Exp[IAk[i't]] '),
5k_ -> (1/2 (Pk[i't} +I<h;[I1]) Exp{-IAk[i't)J ')};
realRnle" {ΙΙΙ [Χ"_] -> ο, Re[X"_) -> Χ, Al:_' [Ι] -> Vk};
~τι[}U :,,!ΣΡ[-Ι Al: [tJ] Subtract @@ eqs[ (κ)) /. cartRule 11 Expand;
eqs1 "
{CσaιplexRxp;md.[III{I1]] "" Ο, CoιιplexEΣpand[Re[ίlJ)=" Ο} , Ι.
(λrray [~rt, neq) /. Ελ_ -> 1) /1. realRn1e 1/ llatten;
eqs2" Solve[eqs1, Table[{PJt'[t], QΊι'[ι]}, {k, neq}J II11atten][[l}J /.
Rule -> Eqoal;
list1 " Ι cases[λrray [eqModCart, neq], E:ι:p{a_] -> a, Φ} 11 Expand / Ι Union;
newLists[list_, D_] :=
1fith [{ν = Table [Unique{], {D}]} ,
ReplaceList[list, Append[llatten[{_, Pattern[l1, _Ι} & Ι. νΙ, _} ->v]];
la.ιιιbdaList.. ΤabΙe[λ;.[t], {i, neq}];
list2" ο;
Scan[If[Null.Space{Outer[Coefficient, 11, laιabdaList]J === Ο, list2 =-'1; Return(]] &,
neνL.ists[list1, neq]];
If[list2==" Ο, Print["Άntonomous 3Ίstes i5 ηοΙ possible!!!\nThe phase list is:");
Return[listl}
] ;
laιabdaRule" Solve{1.ist2 + 2 Table[lIIi, {i, neq} J 11 "" Ο / Ι Thread, lambdaLi3tJ[ [ΙJ] ;
iterList" Table[{IIIi, Ο, ΙΟ}, {i, neq}];
phase "
llatten[
Table[Mod(Select[Ι! , ! !'reeQ[l!, 11] '] & /0 (laJlbdaList. Ι. laJDbdaRule /Ι !xpand) , 2 ιι] 11
Evaluate, Sequence @@ iterList 1/ Evaluate], neq - ι] /1 Union;
rοtlώ.t[ιυ :" {{Cos (Θ], -Sin( θ]) ι {Sin[ θ] , Cos (Θ])};
SΊJIII8etryList"llatten[Table{rotl(at[i't [[kJ Ι) • {PJt, <h:} ι {k, 2}]] '10 phase;
{eqs2, D[laιιιbdaRule, Ι} Ι. realRn1e, sYDDetl"JList}
• Κύριος Παραμετρικός Συντονισμός της 2ης Μορφής
Σε αυτή την περίπτωση, Ω ::::: ωι. Για να περιγράψουμε την εγγύτητα των εσωτερικών και των κύριων
παραμετρικών συντονισμών, εισάγουμε τις δύο αποσυντονιστικές παραμέτρους σι και σ2 που ορίζονται
από:
Resonanceconds = «(ι)2 == 3 611. + ε σ1., 0== 2612 + ε σ2};
και ορίζουμε τους ακόλουθους κανόνες:
OmgRule=Solve[Resonanceconds,Drcp[omgLi.st, {f;t}]-Join-{O}] [[1]] ,/@ (1, 2}
r 1 ' ,



























ex:pRule[i_I :=Exp[arg_I :>Exp[Expand[arg/. OmqRule[[iI]Ι /. εΤο->Τι]
Αnιίκαθιστούμετις Resol1al1ceC:ol1ds στη δεξιά πλευρά της or<ler Ι Εη και λαμβάνουμε την πηγή των
προσωρινών όρων ως εξής:
ST = Table [Coefficient [orderlRq [ [2] Ι / . expRule{i] ( ΕχΡ [Ι ωi ΤΟ Ι Ι ( {i ( 2} Ι ;
ST / . displa1Rule
{-2 Ι (DιAι) ωι φι[χ) - 2 Ι Αι ωι μ [χ] φι[χ) .3 α (ΙΙ!Ρί [χ)2 dX) Ai Αι 'h [Χ) •
2E1Tl"lC( (ll!Pί[X] φ2[χ] dX) A2 Ai'l[x] +2α (llIP;[X]2 dX) Αι Α2 A2'h [Χ} •
ΕΙ τι "l α (lΙΦί [Χ] 2 dX) Α%Ai ,;: [χ) • 4 α (Ι\ί [χ] φ2 [Χ] dX) Αι 11.% Α% φ; [ΧΙ (
-2 Ι (Oι~) ~ ~[x) - 2 Ι ~ ~ μ [Χ) ~[x) + Ε-Ι τι Οι« (ΙΙ φί[Χ)% dX) Α: φl [χ) +
4 α (ΙΙ,ί [Χ) .;[Χ] dX) Αι Α% Αι 'h [χ) + 2 οι (ιιΦί[χ)2 dX) Αι Α% Αι φΖ [Χ) + 2 ΕΙ τι G7 l' Α2 'Ζ [χ) +
3 α (l\p; [X]2 dX) Jι..i λ2 11>2· [Χ)}
Όπως συζητήθηκε στην περίπτωση του κύριου παραμετρικού συντονισμού της πρώτης μορφής, οι
συνθήκες επιλυσιμότητας της ol'dcl'IEq και της orderlB(: απαιτούν η ST να είναι ορθογωνική στο
ψl{χ] και στο Ψ2{.χ] αντίστοιχα. Εκμεταλλευόμενοιαυτές τις συνθήκες, έχουμε:
SCond ,.
Table[:ίnt['j [Χ} ST[ [j]] , {Χ, ο, 1}] Ι. intRnlelll. intRnle2 Ι. int -> Inteqrate, (j, 2}] =..
011 Thread;
SCond Ι. displayRnle
{-2 Ι (1\ι[χ]2 dX) (ΟιΑι) ωι - 21(1111 [χ} \h [χ}2 dX} Αι ωι +
3α (1\l[X]2 dx) (ll '!Jl[X) Φϊ[χ) dX} Af Αι+
2 ΕΙ ΤΙ"! α (l\ί [Χ] Φ2 [ΧΙ dX) (ll '!Jl [χ] Φϊ [ΧΙ dX) Α2 Ai +
ΕΙ Τιοι α (lΙφi[X]2 dX) (l\ι [Χ] φΖ [ΧΙ dX) Α2 Ai +
2 α (L\; [χ]% dX) (l\t[X] Φϊ [Χ] dX) Αι ~ Α2 +
4 α (1\1 [χ] '2[Χ] dX) (ll \h[X] φϊ [χ] dX) Αι Α2 Α2 ..=Ο,
Ε-ΙΤΙΟΙ α (l\Pl[X]2 dX) (llII>2[X] φϊ:[χ] dX) Α{-21 (ll II>2[x]2 dx) (ΟιΑ:Ω (Α}2-
21 (l\[X] 11>2 [X]2 CΙX) A2C\}z+4a (l\ί[Χ] '2 [Χ] dX) (1l II>2[X] Φϊ[χ] dX) Αι Α2 Αι+
2 α (11,ί [Χ] 2 dX) (ll ιρ% [Χ] ,; [Χ] dX) Αι 1.,. Αι + 2 ΕΙ ΤΙ "'2 l' (l\2 [Χ] ,; [Χ] dX) Α2 +
3 α (ll,; [ΧΙ% dX) U:1 '2 [Χ] '2" [χ] dX) ~ Α2 == ο}
Χρησιμοποιώντας τη σημειογραφία που εισήχθη σε προηγούμενη ενότητα, μπορούμε να εκφράσουμε





Expand[-~ «SCond[ [11, 1]] /. notationRule Ι. Thread[secul.ar'I'erlU[[l1]] -> Ο» +
ω.
S]1IIbolList[[I1]].secular'I'enιιs[[I1]])] == ο , /@ {1, 2}
{2 Ι μιΑι [Τι] .. aΥllΑι [τιι 2 Αι[Τι] ..
8 ΕΙΤΙ"Ι δι ΑΖ [Τι] Αι [Τι] 2 .. 8 γΙ2 Αι [Τι] Α:Ζ [Τι] ΑΖ [Τι] .. 2 Ι Αί [Τι] == Ο,
8 Ε-ΙΤΙ"Ι 5% Αι [Τι] a .. 2 Ι !J2 Α% [Τι] .. a Υ2Ι Αι [Τι] Α% [Τι] Αι [Τι] ..
2 EITt<rz f 3:::.::: Α2[ΤΙ] .. e Υ:ι::ι: Α:::[τιι 2 Α2 [Τι] .. 2 ι Α2[ΤιΙ == ο}
όπου
-syιιbolList [[11] -> (-Coefficient [SCond [[1, 1]], i1] ,!@ secularTenιas[[1] ]) !! Threίld Ι!
ΤabΙerοτ.
aγιι ωι ~ -3::ι: (ΊοΙ ~ί [χ]2 dx) .~ι Φι [χ] Φf [Χ] dx
a δι ωι ~ -2 a υοι ~Hx] Φ2 [x]c1x) ΙοΙ ~ι[x] Φi [χ] dx - a υοι Φ1[Χ] 2 dx) 1Ι Φι [χ] ΦΗχ] c1x
8 )'Ι2 ωι ~ -2::ι: (1Ι ~2 [χ]2 dx) ΙοΙ Φι [Χ]Φ1 [χ] dx - 4 a (1Ι Φ1. [χ] Φ2 [χ] dx) 1Ι ~ι [χ] Φ2 [χ] dx
-sΊιιbolList[[2]] -> (-Coefficient[SCond[[2, 1J], 11] '/@ secularTenιas[[2]J) //Thread 11
Tablel'ol'18
a 6% ω2 -. -a (1Ι Φί [χ]Ζ dx) 1Ι Φ2 [χ] Φί [χ} dx
a Υ:Ζι ω2 -. -4 a (1Ι ΦΗχ] Φ2 [χ] dx) 1Ι Φ2 [χ] ΦΗχ] dx - 2 a (1Ι ~1. [χ] 2 dx) 1Ι Φ::: [χ] ΦΗχ] dx
a γ:ι::ι: ""2 ~ -3 a υοι Φ2 [χ].Ζ dx) ΙΟΙ Φ2 [χ] Φ2 [χ] dx
Χρησιμοποιώντας την eqMod και τη συνάρτηση PolarFornl που ορίστηκαν στην προηγούμενη
υποενότητα,λαμβάνουμετις εξισώσειςδιαμόρφωσηςσε πολική μορφή και τους ορισμούςγια τα γί ως
εξής:
PolarFona(eqMod]
{{al[It ] == -].1tat[Il] -SinlVt[Il ]] δι at[ItJ2dz[It] ,
a;[1\] == Sin[Yt[ItJl ISzat[TtJ3-!Jzaz[Ttl -fSin[Y2[It]J 32.2 d2[It] ,
γί[Τι] == σι .. f C09 [Υ.Ζ[ΤΙ]] 32.2 - 3 γιι dl [τι]2 "ΥΖι <ιι[ιι ]2 ..
COS[Yt[Tt]JIS2dl[TlJ 3 . ,2 2
---------3Cos[yt[It]J διdι[!ι] <12[ΤΙΙ -3Yu aztTt] "Υ:ι::ι:d2[!ιJ ,
d2[TtJ
.. ~.' . 2 2Cos[Yt[It]] IS2 al[It]3., '1 J21Υ2Ι ΙΙ] ==G2- 2 .. CoS[Y2l!t]J S2.2- 2 Y2t<1l[!t] - [Ι' -LYZ;Z d2l Ι Ι'
11.2 ι]
{Υι[!ιΙ ==Τι σι- 3 βι[ΤιΙ +β2[ΤΙΙ' Υ2[ΤΙ] ==τ ι σ:Ζ-2β2[Τ Ι ]}}
Χρησιμοποιώντας την eφVΙοd και τη συνάρτηση <:artesianForm που ορίστηκε στην προηγούμενη
ενότητα, λαμβάνουμε τις εξισώσεις διαμόρφωσης σε Καρτεσιανή μορφή, τους ορισμούς για τα νί και


























Ηρι[Τι] == -μι Ρι[Τι] -νι qt[TtJ ~γll Pt[Tt 14:!tt [Τι] - 2 δι Ρι[Τι1 Ρ4:[Τι1 !tt[TtJ ...
> >
γΙ4: ΡΖ [Τι 1 4: qt [Τι J - γη qt [Τι 1a ... 5ι Ρι [Τι] 4: q;:[Tt] - δι qt[Tt ] Ζ qz [Τι 1 ... γΙ4: qt [Τι 1q;: [Τι J Ζ ι
qI. [Τι 1 == νι Ρι [Τι] - γη Ρι [Τι] a - δι Ρι [Τι 1Ζ Ρ2 [Τι 1 - γΙ4: Ρι [Τι] Ρ:;: [Τι] 4: - μι l:Ι:ι [Τι] -
'{ιιρι[Τι] qt[TtJ4:-StPz[TtJ qt[Ttl4:-2StptlTtl qt[Tt l q;:[Tt l-YtzptlTt l q;:[Tl],o,
Ρ2 [Τι 1 == -j.l4: Ρ,ο [Τι] ... 3 δΖ Ρι [Τι 1 2 rrι [Τι1 - δ:;: qt [Τι 1 a - νΖ::ι:.: [Τι] - f 3:;:,Ζ::ι:.: [Τι] ~
"f2lpt[Tl J,oq;:[Tt ] ~VzzP2lTl]:;:qz[TlJ ~Y,olql[Tl]Zqz[Tl] ... yzzqzlTtJa,
qz [Τι] == -δ2 Ρι [Τι j 2 ... νΖ Ρ2 [Τι] - f 32,4: Ρ2 [Τι] - "Ι4:Ι Ρι [τι].Ζ ΡΖ [Τι] - γΖΖ Ρ2 [Τι1 2 ...
3 δ:;: Ρι [Ίι 1 qt [Ί1]:;: - "{:;:ι Ρ2 [Τι] qt [Τι] Ζ - 1.12 qz [Τι} - Vzz Ρ:ι [TtIqz [Ί1ι Ζ } ι
• 1 σ:;: , r •Ρι ''/3 qt '.1'3 Ρι qt ,







,.) 3 Ρι qt }
--2- - 2' Ι ΡΖ,::ι:.: ι {-Ρι, -qt, -ΡΖ, -qz} ι
1 - qt } 'Ρι -/3 qt 1,- qt ι}}





• Συνδυαστικός Παραμετρικός Συντονισμός των Δύο Μορφών
Σε αυτή την περίπτωση, Ω ::::: ωι + ω2' Για να περιγράψουμε την εγγύτητα των εσωτερικών και
συνδυαστικών παραμετρικών συντονισμών, εισάγουμε τις δύο αποσυντονιστικές παραμέτρους σι και
σΖ που ορίζονται από:
Resona.nceConds = {!ii: == 3 6)ι + ΕΞ ΟΙ ι Ω == ~ +!ii: + ΕΞ σ:};
και ορίζουμε τους ακόλουθους κανόνες:
DmgRnle= So.lve[Resona.nceConds, Drop[oιιιqList, {Η}] -Join-{O}J [[lJJ ,/@ {1, 2}
expRnle[i_J :=Exp[aJ:"g_J :>Exp[Expa.nd[arg/. DmgRn1e[[iJJJ Ι. eTo->,I\J
Αντικαθιστούμετην Rt~s(}nnlJceCΌndsστη δεξιά πλευρά της order ΙΕ<ι και λαμβάνουμετην πηγή των
προσωρινώνόρων ως εξής:
ST = Table [Coefficient [order1Eq [(2] J /. expRule[i] , Exp[I!iii Το] J 1 μι 2}1;
5Τ Ι. displayRule
{-2 Ι (DtAt) 61], φι [χ] - 2 Ι Αι ruι μ [χ} φι [χ] + 3 α (lΙφ! [Χ} Ζ d Χ) Af Αι φί [χ] +
2 ΕΙ Τι "'ι α (lΙ 'l>1 [χ] φ; [χ} dX) Α: Ai φί [χ] + 2 α (lΙ φ; [Χ] Ζ dlX) Αι ΑΖ Α.2. φί [χ] +
gl ΤΙ"'! ιχ (l\1 [χ] 2: dX) Α:Ζ A~ φ2 [χ] + 2 ΕΙ ΤΙ "Ζ F' Α.2 φ; [Χ1 + 4 α (l\.ί [χΙ φ; [χ] dX) Αι λΖ Α'2 φ; [χ] ι
-2 Ι (DιAz) ωΖ φΖ[Χ] - 2 Ι ΑΖ ωΖ μ [χ] ΙΡ2[Χ] + Ε-IΤΙσι « (ll '1>1 [χ]2 dX) Ai φi[x] +
2 ΕΙ ΤΙ "'2 F Αι φί [ΧΙ + 4 α (l\ί [χ] φ; [χ] dX) Αι ΑΖ Αι '1>1 [χ] + 2 α (lΙ ΨiΕχ]2 dX) Αι Α;Ζ Αι φ2: [χ] +
3 α (l\; [xJ '2 dlX) ~ Α.2 '11; [Χ] }
Οι συνθήκες επιλυσιμότητας απαιτούν η 51' να είναι ορθογωνική σε λύσεις του ομογενούς
προβλήματοςτου συζυγούς τελεστή, Εφόσον το πρόβλημα είναι αυτο-συζυγές, έχουμε:
SCond =
Table[int[iP)ίJt] ST[[j]J, {Χ, ο, l}] /. intRulel//. intRule2/. int-> Inteqrate, {]. 2}] ==
Ο 1/ Ί'hread:




{-2 Ι (L1 iPl[X] 2 dX) (D1Al) (1)1- 2 Ι (L1 μ [Χ] iPl(X] 2 dX) Αι fι)1 +
3 α (L1Φi [Χ] 2 dX) (L1 iPl [Χ] φl (ΧΙ dX) Α; Αι +
2 ΕΙ T1"l α ΙL1Φi[x] φΖ (Χ] dX) (L11h [Χ] φl [Χ) dX) ~ Ai +
glT1"l« (I1Φi[x]2ιIX) (L11h[X] φ2[Χ] dX) A2Ai +
2 ΕΙΤ10Ζ Ι' (L1 φ1[Χ) φ2 [χ} dX) Α2 +
2 α (11φ; [x]2 dx) (l1 φ1[Χ] φl [Χ] dX) Α1 ~λ2 +
4 α: (I1Φi [χ) φΖ[χ] dX) (L1 1h(X] φ2 [Χ) dX) Αι Α2 Α2 == Ο,
g-lT1 "la (Ι\ί[χ}2ιΙΧ) (l\2[X) φίΙχ} ιιχ) Af-21 (L1φZ[X}2dX) (DιA2) fι);z­
2 Ι (11μ [Χ}φΖ[Χ] 2 dX) 11.2 fι)z. + 2 ΕΙ τι "21' (L\2 [χ] φl [χΙ dX) Αι +
4 α: (L1Φi [χ] φ; [χ) dX) (L\2[X] φl [χ] ιιχ) Α1 Α2 Αι +
2 α (Ι\ί (χ}2 ιιχ) (ΙΙφ2[Χ] φ; [χ] dX) Αι ~ Α1 +
3α (1\; [X}2 dX) (l1φZ[X] φ2[Χ] dX) Ai Α2 == ο}
Χρησιμοποιώντας τις σημειογραφίες που εισήχθησαν στην προηγούμενη ενότητα. μπορούμε να
εκφράσουμε την S<:ol1d κατ' έναν πιο ακριβή τρόπο. ως εξής:
eqM'od=
Expand[_":" «SC.ond[[!1, 1]] Ι. notationRUle Ι. Thread[secularTerιυ[[t1)]->0]) +
ω.
symbolList [[ t1}] •secularTerms [[ tt]] ) ] == ο , /@ {1 t 2}
{2 Ι μι Αι [Τι] ... 8 γιι Αι [Τι]" Αι [Τι] + 8 εΙΤι αι δι Α2 [Τι] Αι [Τι]" +
2 εΙΤι~ f 3ι,2 Α2 [Τι] ... 8 Yu Αι [Τι] Α2 [Τι] Α2 [Τι] + 2 ι Αί [Τι] == Ο,
8 ε-ΙΤιαι δ" Αι[Τι] 3 ... 2 Ι μ"Α;Ζ [Τι] + 2 εΙΤι "2 f 3"ι Αι[Τι ] +
8 γ2ιΑι [Τι] Α;Ζ [Τι] Αι [Τι] ... 8 γ22Α:Ζ [Τι]" Α:Ζ[ΤΙ] + 2 Ι Α:' [Τι] == ΟΙ~ ,
όπου
-sylllbolList[[1]] -> (-Coefficient[SCΣnd[[l,1]], ,:,t] & Ι@ secular'1"enιιs[[1]]) I/Thread II
TableFo1'18
8 ' . 3' <Ι ~, 'Κ]" ~K\ [ι Α [ ] ,,"Π [ ] ~ΎΙ1 "'1 ~ - '::1 Ι, Jo .,...ι ι '.. 1.0 ...1 Χ +'Ι Χ '-"χ
8 διωι ~ -2α IS01 Φί[χ] Φ7 ίΧ] dx) J()1 Φιίχ] Φί[κ] ::ix-GI: (fo1 Φ1[χ]ΖάΧ) ΤοΙ Φι[Κ] ΦΗΧ] dx
8 ΎΙ2 ωι ~ -2 '.:1 (I~1 $7 [χ] Ζ dx) 5οΙ ;'ι [κ] Φί [κ] dx - 4 α (.rOl Φί [χ] Φ'7 [Χ] dx) 50Ι "'ι [χ] Φ2 [κ] dx
-s'{lIIbolList[[2}] -> (-Caefficient[SCond[[2, 1]], ft] '10 secula.r'l'enos[[2]]) //Th.read 1/
TableFonι
8 δ2 ω;Ζ ~ -.:Ι: (ΙοΙ ~ί [Χ]" dx) J~l Φ, ίΧ] Φί. [χ] dx
" 4' ,ι ~., ] ~" ] ~ ) ('Ι Α [ ]..,$ [ ] '" 2 . οι ....' [ ]" <-1 ' ,ι Α [ ] Α$' ] <-1
... Ύ"1ω,~-' ,:ι; I'J() +,ιί Χ "';ΖίΧ .....Χ .0 ... 2 Χ "'ι Χ .....Χ- α \)0 ψι χ ""χ):0 ... 2 Κ "";ΖίΚ uiX
"" 3 '" 'ΓΙ Α' 'χ1" '"'χΙ ,ι'" 'χ] "'''[χ] "'χ



























Χρησιμοποιώνταςτην e(]Mod και τη συνάρτηση ]'olarl"orm, παίρνουμε τις εξισώσεις διαμόρφωσης
σε πολική μορφή και τους ορισμούςγια γ; ως εξής:
PolarF'onι[eqMod]
j{dilTl] == -UtdtlTt] -fSin[Υ:ιίΤιJ] 3ι.2d:ι[Ιι] -SinlYt[TlJ] διdι[τι]2d:ι[Τι],
_ c
d2[Tt ] == -fSin['12[Tt]J 32.tdt[Tt] .. Sin['1ι[Ίι]J δ:ιdι[ΤιJa-U2d2[ΤΙ],
, .:ι. :ι fCΟ3['1:ιίΤι]] 3:ι.ι dι[Τι] Cοs[γι[Ίι]J δ:ιdι[τι]a
Yt[Tt]==at- 3 Yll a ll Tt] "Υ:ιιdιlΊι] .. .. -
~[~] ~[~]
3 fC03['12lTlJ J 3ι :ι d2ίΤιJ ~ 2
_ . • -3CΟ3ί'1ι[Ίι ]Ι Stat[Tt] a2[Ίι J -3'1ι:ιa2[Τι].... '1:ι:ιa2[Ίι] ,
dllTlJ
, , ,:ι ,2 fC03['12[TlJJ 3:ι.ι dιίΤι] CΟ3['1ιίΊι]J S2 d t[Tt]aΎ'~[Tι] ==a2-Yll dllTlJ -V:ιιdΙ[ΤΙJ - - -
.. d2 [Τι] a2 [Τι]
fC03 Γ'12[Ίι] ] 3l.2 a 2 [Τι] 2 2'
. - CC3 ['1ι [Τι] ] δι al [Τι] d2 [Τι] - '112 a2 [Τι] - '1:ι:ι a:. [Τι] f,
dl[TlJ ;
('1ι[Τι] ==Τι σι- 3 βι[Τι] .. 13:ι[Τ ι ], '12[ΤΙ] ==τι σ2-βι[Ί ι J-β2[Τ Ι ]}}
Χρησιμοποιώντας την C(lMOd και τη συνάρτηση (~artesiaIIFornl, λαμβάνουμε τις εξισώσεις
διαμόρφωσης σε Καρτεσιανή μορφή, τους ορισμούς για νί, και την ιδιότητα συμμετρίας ως εξής:
Cartesianfonι[eqHod}
f[pi[Tt] == -μι ρι[Τι] -νι qt[TtJ "'111 pt[TtJ2 qt [Τι] - 2 δι ΡιίΤι] Ρ2ίΤι ] ql[TlJ .. 'ΥΙ2 P2[Tt ]2::J:l [Τι] ..
, '
Ύ'l1qιίΤιJ3_f3ι.:ιq;ι[ΤιJ .. δι pι[Tι]2q;ι[Tι] -Slql[TlJ 2 q;ι[T l J "Y12qt[It] q;ι[τι ]2,
::J:tlTlJ ==νιρι[Τι] -Yl1PllTt]3_f3t.2P:ι[TlJ -διρι[τι]2 ρ2 [Τι] -ΥΙ2ΡιίΤι] Ρ2ίτι ]2-
Ulqt [Τι] - Υl1ΡΙ[ΤΙ ] qt [TtJ 2 .. δι Ρ2ίΤ ι ] qt[Tt ]2 - 2 δι ΡιίΤι ] qt [Τι] q;ι[Tι ] - '1Ι2 ρι[Τι] ::ι:;ι[Τ ι ]2,
p~[Tι] ==-μ2Ρ:Ι[ΤΙ ] -f32.tqt[Tt] .. 3S2Pl[Tt]2qt[Tt] -S2qt[Tt]3_v2 q;ι[Tt]"
y:ιιpι[Iι]2q;ι[Tι]"Y22P;t[It]2q;ι[TlJ"Y2lqt[Tt]2q:;ι[Tt]"Υ:ι:ιq:zίτι]3,
q~lTlJ =s-f32.tPl(Tt] -δ2ρι[ιι}3"ν:ΙΡ2[ΤΙ] -γ2ιρι[τιι2Ρ2ίΤι]-γ2:ΙΡ2ίτι ]3 ..
3 δ2ΡΙ[ΤΙ} qιίτι]2_V:ΙΙΡ2[ΤΙ] qιίΤι]:Ι- 1l:ιq:zίΤι] -Υ:Ι:ΙΡ2ίΤ ι ] ::ι:;ι[τι ]2},
r 1. ) 1 . 3.1 {' '> r }ινι~ 4" ',σι .. σ:ι., ν2~ 4" (-σι .. σ2) f' (Ρι, ιιι, Ρ:ι. q:z •• \-qt, Ρι, q;ι, -Ρ:ι •
{-Ρι. -qt, -Ρ:ι, -q2}. {qt, -Ρι, -q2, Ρ2}}}
7.2.3 Διακριτοποίηση του Συνεχούς Προβλήματος
Σαν εναλλακτική, εφαρμόζουμε τη μέθοδο των πολλαπλών κλιμάκων στο διακριτοποιημένο σύστημα
των ΕΟΜ και Β(:. Για να προσδιορίσουμε τη δlακρlτοποlημένη μορφή, αναπτύσσουμε το W{X. t} σε
όρους των γραμμικών συναρτήσεων σχήματος φm[Χ] ως εξής:
..
\·rRulel = W-> Function[ {Χ, t}, Σ u'" [t] Ι/Ι",[Χ] J;
",;1
Για να απλοποιήσουμε τον υπολογισμό, προσωρινά παραλείπουμε το σύμβολο αθροίσματος Σ στον
~~'I{IIΙεl, εφόσον γνωρίζουμε ότι το επαναλαμβανόμενοm αναπαριστά έναν δείκτη άθροισης, και τον
ξαναγράφουμε ως:
..
':IRulel = ~T -> Fu.nction[ {Χ, t} ι Σ u'" [t] φ",[χ] J;
",,,1
όπου τα Um{t} είναι οι γενικευμένες συντεταγμένες. Αντικαθιστώντας τον ~vRule2 στην ΕΟΜ,




χρησιμοποιώντας τους iIItRule Ι και intRule2. λαμβάνουμε την ακόλουθη διακριτοποιημένη μορφή
των εξισώσεων που περιγράφουν την απόκριση της δοκού:
eq723a =
int [φ., [Χ] ('" Ι. Inteqrate -:> int Ι. wRu1e2), (Χ, Q, 1}] Ι. intRn1elll. intRu1e2 Ι.
int -:> Inteqrate , /0 Εα4
-2 Ρ (lΙ φ.,[χ] φ; [χ] dX) u. [t] + (lΙ φ.,[χ] φ~t) [χ] dX) u. [t] + (1\. [χ] φ., [χ] dX) υ;' [t] ==
4 l" ε Cos [t Ο] (lΙφ., [χ] .;[Χ] dX) u. (t] + α ε (1\~:.. [χ] 2 dX) (lΙ φ.,[χ) φ;' [Χ] dX} u. [Ι] 3 -
2 ε (11μ [Χ] φ. [Χ) φ..,[χ] dX} υ;" [Ι]
όπου η απόσβεση υποτίθεται ότι είναι ιδιομορφική. Ο μη-γραμμικός όρος. γενικά. θα πρέπει να
ξαναγραφεί ως :
~π = (eoeffici.ent[eq723a[ [2]], u.[t] 3J Ι. φ;" [χ]2 -+ Φk' [χ] φ/ [χ]) u.[t] Uk [t] u,[t]
:χε \1Ι ~ [ΧΙ Φί[χΙ dX) I,Li Φ.[Χ] Φ;'[ΧΙ d-X) Ul [tl u.[tl u,[tl
Χρησιμοποιώνταςτην ορθοκανονικότητατων συναρτήσεωνσχήματσςΙιδlOμσρφών(mode shapes) φ;[χ]
και τα αποτελέσματα από το αντίστοιχο πρόβλημα των ιδιοτιμών. ορίζουμε τους ακόλουθους κανόνες :
notationRnlel ={lι,. [χ] φ,,[χ] CLX -> δ.,,,, l\,,[X] φ~4) [χ] CLX -> 2 Ρ l1φ" [χ] φ;' [χ] dlx +ω; δ.,,,};
notationRnle2 .. {l\ [χ] Φ. [χ] φ,,[χ] CLX -> μ. δ.,,,, l1φ" [χ] φ;'[χ] CLX -> -γ",. ι
(L1Φk [χ} φ,[χ] clx) (L1 φ" [χ] φ;' [χΙ clx) -> -Y't,f γ",., ,'1_ δ.,,, : > (01 Ι. 11 -> η) };
και τότε ξαναγράφουμετην e<[723a ως εξής:
Εαα =Expand [eq723a[ [1]] Ι. notationRulel] == (eq723a[ [2]] /. u.[t] 3 -> Q) + ~π Ι Ι.
notationRule2
~ u". [t] .. U; [t] == -4 F e C09 [t Ω] γ~,. u". [t] - α e Vt,t VA,. Ut [t] u". [t] Uι [t( - 2 e μ,. u;.ίtj
όπου m, k και f αναπαριστούν δείκτες άθροισης.
Χρησιμοποιώντας τη μέθοδο των πολλαπλών κλιμάκων. αναζητούμε μια πρώτης-τάξης ομοιόμορφη
ανάπτυξη στη μορφή:
solRul.e = U!'l_ -> (i>j Un,j [1;1, tt2] ,);
j:O
Μετασχηματίζονταςτις ολικές χρονικές παραγώγους στην ΕΟΜ1 σε μερικές παραγώγους σε όρους
των ΤΟ και ΤΙ, αντικαθιστώντας τη solRI11e στην ΕΟΜΙ, αναπτύσσοντας το αποτέλεσμα για μικρό ε,
και αμελώντας όρους τάξης μεγαλύτερης του ε, παίρνουμε:
eq723b =
(Ζα.ιι Ι, (u,,_ [Ι) -> 1.1" [Το, Τι] , Derivati1.Te[Jl_] [u~) [t] -> d.t [π] [Us [Το, Τι]], t -> Το} Ι.
301Rule 1/ ExpandAll) /. ε"_/ ;,,>1 -> Ο
-4 F e C03 [Το Ω] Yn•• u..,G ίΤI), Τι] -
'Τ Τ' 'Τ Τ' 'Ι r ...,Ί.οι·τ Τ]αeVt,/Vn, .. Ut,oL ο, 11 u..,I)[ σ, LJ Uι,H 1), 1) - ... '" \l1lu,;,G· Ι Ο, 1



























eqEps = Coeffic.ientList[.i1 ι ε] , 10 eq723b 11 Thread
,ι .....,.] .... :Ι,11 [.,. .,.] ,:;z,G) ,.,. ... ' 4 fC ..,. ,,], '....,. ,(ι)"u,., Ι 1"'0, "'Ι ... ,u",G ",ο,"'Ι .,.un,l 1 ... 1)' "'lJ ==-' 05["'0'" i{",.u.,Ol"'l), "'lJ-
.... Ι' . .,. Ι' '1 Ι] 2 (Ι,ο) .... 1'1αVk,/V"".Uk,αΙ"'ο, ιJ l.1a,Ol"'a, ι] u"Dl ο, Ι - μ,.α';,α Ι"'α, 1Jj
Επειδή με την παρουσίατης απόσβεσης,όλες οι μορφές που δεν διεγείρονταιάμεσα ή έμμεσα φθίνουν
με το χρόνο, όλα τα un.o φθίνουν με το χρόνο εκτός των UJ,O και U2.0. Τότε, έπεται από την eqEps[[l]]
ότι :
5010 = Όί_,Ο -> Function[ {Το ι Τι} ι λ;. [Τι} !ΣΡ[Ι [ji Το] + At [Τι] Εχ:Ρ[ - Ι ω;. Το] ];
Λαμβάνονταςυπόψη τους δείκτες άθροισης, ορίζουμε
2: 2: 2:
sΌJlRu1e ={Yk./Yr..• U1t,O [a__ J U.,O [a__ l u"o[a__ ) ->ΣΣΣYk,1 Yr.•• U1<,O [a] u.,o[a] u"o [a] ι
:':1 ",:1/:1
Vr.,. υΑ,Ο [d__ ] -> Σ Yr.._ u""o [a]};
.,,:1
Έτσι, ξαναγράφουμετην c<IEps([2]] ως :
ortrerlEq[n_] =
(eqEps[[l, 1]];. u."o ->u.,,1) == (eqEps[{l, 1]] Ι. u."o ->u.,,1) - (Subtract Μ eqEps[[2]]) Ι.
sumRule
",;u".t[Io, Τι] ... υ~:ί01 [Το, Τι] ==-4FCo:r[To Q] Ιγ".1υι.ο[Το, Τι] .,.γ".ιυΖ.οί!ο, Τι])­
α: ':Υι,ι γ",ι ut,o[To, Τι] a .,.γΙ.Ζ γ",ι ut,o [ΤΟ, τ ι ]2 uZ,o[To, Τι] .,.
'(Ζ.ιΥ..,ι ut.olTo, Tt]zuz,a[To, ΤΙ! +γι,ι ν..,:;,υΙ,ο[Τα, TlJ zU2,0[To, Τι1.,.
. .
γ:;.,:;,γ",ι υι,οίΤα, Τι] υ:;.,οίΤοι Τι]" + γι,:;, '{",zul,o [Τα, Τι] uz,o[To, Τι]".,.
'1 Τ] [Τ Τ ,Ζ . 'Τ Τ' a., 2 ι,ο) 'Τ Τ' 2 :Ι,Ι! 'Ι Τ]V2,,1 Υ-ιι..2 Ut.OL Ο, ι u;:,o ο, 11 "VZ,';:YD,,,U2,,OL σ, 1; / - ;J.,ιUΩ...ι>' l. ,Ι), lJ - u.s",O Ι ο,' 1
Αντικαθιστώντας τη 8010 στην orderIEq[l] και την οnΙεΓIEq(2), προκύπτει:
eqOrderl = Array [orderlEq, 2] Ι. so10 11 TriqToE.x:p 11 Ex:pandJU1.;
• Κύριος Παραμετρικός Συντονισμός της Πρώτης Μορφής
ResonanceCond.s = {1:ι)2 == 3 ωι + ε σι ι 0== 2 ωι + Ε σ2};
OmgRule =Solve[ResonanceCond.s, Drop[omqL.ist, {ft}] - Join-{O}] [[1]] , /@ {1, 2}
expRule[i_J : = Exp[arg_] :> Exp[Expand [arg Ι. OmgRu1e[ [i]]] f. ε ΤΟ -> Τι 1
Αντικαθιστούμε τις I~esonance{:onds στα δεξιά μέλη της eqOrderl και παίρνουμε τις συνθήκες
επιλυσιμότητας,ως εξής:
SCond =Table[Cσefficient[ -eqOrderl [[i, 2]] Ι. expRule[i], ΕχΡ[Ι &)i Το]] == ο, μ, 2}];
SCond !. displayRule
{2 Ι i,DtAt) :';'1 + 2 Ι Αι μι \ι}ι+ 2 Ε'.Ι ΤΙ <72 FAr γι,ι+
3 A'lA- ,;Ζ "EITι"ι·ITι"'~ FA . Ζ ΕΙ τι "ι Α fiz . ., - ,~α ι ιΥι,Ι'" .. l'fl.Z+ α ;Z"'lYr.rYt,z .. ,,:xA1 Al A;zYl,'l+
-ΙΤι"ι -, . - -
t. αΑ. Αι γι,ι γ;Ζ,Ι .. 2 αΑιΑ;Ζ Α;Ζ γΙ,;Ζ ΎΖ,Ι" 2 αΑι Α;Ζ ΑΖ 'ΥΙ,Ι γ;;,Ζ == σ,
2 Ι ,'ΩιΑΖ )ω.... 2 Ι Α;Ζ μΖ ω:;. .. 2 ε-Ι τι "1 ~I ΤΙ "'l F Αι V2, Ι .. ε-Πι "ι α A~ γι,ι γΖ,Ι +
2 α Αι Α;Ζ Αι γΙ,;Ζ γ2,Ι .. 2 α Αι ΑΖ Αι γ;,ι .. 2 α Αι Α;Ζ Αι γι, Ι γ2, 2 .. 3 α A~ Α;Ζ "r;.2 == σ}




• Κύριος Παραμετρικός Συντονισμός τ/ς Δεύτερης Μορφής
ResonanceConds = {W2 == 3 ωι + e σι, Ο == 2 W2 + e: σ2};
O!ιIqRule = Solve[ResonanceCond8, Drop [oιaqw.st, {Η}] - Join- {Ο}][ [1] Ι ,,/@ {1, 2}
, [ 1 , 'i {;.)Ζ ~ e σι + 3 ωι. Ω -. 2 e σι ... € σ2 + 6 ωι}. );.)1'" - (- Ε σι ... ωΖ). Ω ... Ε ΟΖ ... 2 ;.)2 r l
, l 3 ,J
expRnle[i_] := Exp[arg_] :> Exp[EΣpand[arg/. QιqRule[[i]]] Ι. εΤο ->TlJ
Αντικαθιστούμετη ResonanceC:onds στις δεξιές πλευρές της eqOrderl και παίρνουμε τις συνθήκες
επ1λυσιμότηταςως :
SCond =Table[CoefCici.ent[ -eqOrder1 [[1, 2] J Ι. expRule[i], ΕχΡ[Ι ω;. Το]] == Ο, {i, 2} J;
SCond Ι. displayRnle
, Λ __ .2 ΙΤ σι _Λ{2 Ι (ΟιΑι ) ;.)ι'" 2 Ι Αι μι ωι ... 3 αΑίΑι Υι,ι'" 2 Ε ι αΑ2 Αί γι,ι γΙ.Ζ'"
- ,.:Ζ Ι τι ..Ι - 2 - -2 αΑι Α:Ζ Α:Ζ Η,Ζ. Ε α Α:ΖΑι γι,ι γΖ,Ι'" 2 αΑι Α2 ΑΖ γι,: γ;Ζ,Ι .2 αΑι Α:ΖΑ: Υι,ι V:,;Z == ο,
2 Ι !DlA:z) (ι)Ζ'" 2 Ι Α2 μ;Ζ (ι):Ζ'" Ε-ΙΤΙσι α~ γι,ι γΖ,Ι ... 2 αΑι Α:;: Αι γΙ,Ζγ2,Ι.
2 αΑιΑ2 Αι ~,Ι'" 2 Ε1ΤΙ'":Ζ FΑ:;: γ2.2 ... 2 αΑι ΑΖΑι Υι,Ι γ2.Ζ. 3 αΑ; A:;:~.;z == ο}
η οποία είναι σε συμφωνία με ότι λήφθηκε από την απευθείας προσέγγιση.
• Συνδυαστικός Παραμετρικός Συντονισμός των Δύο Μορφών
ResonanceCσnds == {W2 == 3 ωι + ε σι, 0== ωι + W2'" ε σ2};
O!ιIqRule =SO.lve[Resonanceconds, Drop[oιaqList, {Η}} -Join- {Ο}J( [1]] ,,!@ {Ι, 2}
, r 1 1 '1~ {(ι)Ζ .... Ε σι ... 3 ωι, Ω ... Ε σι ... Ε σ2 • 4 ωι }. ! ωι .... - (- € σι ... (ι)2). Ω... - (- € σι • 3 e σ2 ... 4 (ι)Ζ) ~ ,
l l 3 3 jJ
expRule [i_] : = ΕχΡ [arg_] ::> ΕχΡ [Expand [arg Ι. OmιgRule[ [Ι]]] Ι. ε ΤΟ -> ΊΊ]
AVΤΙKαθιστoύμετη Resonance('onds στη δεξιά πλευρά της e<IOl'derl και λαμβάνουμε τις συνθήκες
επ1λυσιμότητας ως εξής :
SCond =Table [Coefficient [-eqOrderl [ [i, 2 J] /. expRule[i], ΕχΡ [Ι Co}i Το]] == ο, {i, 2}];
SCond Ι. disp.layRule
f 2 - 2 Ι ΤΙ '"2 - Ι Τ σ -:<l21 (DlAt)ιιIl ... 2IAll.1lIιIl ... 3aAiAtYt,l ... 2E FA2Yt.2+2E Ι ΙαΑ2ΑιΥι.ιγΙ,2.
- Λ 1Τ ,,-Ζ - .-2 αΑιΑ: Α2γί.2'" Ε ι ι αΑ:λί γι,ι ΥΖ,Ι'" 2 αΑι Α;ΖΑΖ γι.:Υ:<,ι ... 2 αΑι ΑΖΑ:Ζ γι,ι γ:,2 == Ο,
2 Ι (DlA2) (i):. 2 Ι Α;Ζ 1.12 {i):z'" 2ΕΙΤΙ"2 FAt Υ:Ζ.Ι'" Ε-ΙΤΙ σι α~ γι,ι Υ:Ζ,Ι +
2 αΑιΑ;Ζ Αι Υι,2 ΥΖ,Ι'" 2 αΑι ΑΖ Αι γ~,ι ... 2 αΑι Α2 Αι γι,ι γ;Ζ,2 ... 3 αA~ Α;Ζ γ;,2 == ο}
η οποία είναι σε συμφωνία με ότι λήφθηκε από την απευθείας προσέγγιση.
7.2.4 Μέθοδος της Χρονικά Μεσοσταθμισμένης Λαγκραντζιανής
Σαν δεύτερη εναλλακτική, εξάγουμε τις εξισώσεις διαμόρφωσης μέσω χρήσης της μεθόδου της
χρονικά μεσοσταθμισμένης Λαγκραντζιανής. Η αδιάστατη Λαγκραντζιανή της δοκού μπορεί να
εκφραστεί ως (Nayfeh, 1998) :
1[1 2 1[1 , 1Ι ,Lagrl= - (",w[x, t]) dx- - (""'.Χ\'1[Χ, t])~dx- (P+2EFCos[ot]) <",.w[x, t])'dx-
2~o 2~D ο
:εα (r\,,.W[X, t])ZdlX)Z +C[t];
4 ,Jo
όπου το C[t] είναι ανεξάρτητο του w. Μετασχηματίζοντας τις ολικές χρονικές παραγώγους σε μερικές
























Laqr2 = Laqrl Ι. Inteqrate -> int / •
{w[x_, t] -> w[x, Τα, ΊΊ] ι Derivative[JIl_ , 11_] [w] [χ_Ι t] -> dt[n] [D[w[x, Τα, Τι] ι {Χι ιιι}]],
t -> ΊΌ}
"·TJ· 1 . [' (I}.Ο,ι). Τ Τ] ;ο,ι,ο\. Τ Τ"1 2 r
'-'o.,.-lntlew 'ΙΧ, σ, l+w' '[Χ, σ, lj ..• ·LX'
. 2 '
'P ... 2FeCos[ToIΩ]) int[w(l,O,O) [χ, Τσ, τ ι ]2, {Χ, Ο, l}]-
~αeintrw(ι'Ο,Ο)[χ,ΤΟ, 1'ι/, {χ, Ο, 1}1 2 _ :'intΙ'w(2,σ,G)[χ,





Γι' αυτό το σκοπό, θέτουμε:
3olRu1e =w -> (Eva1.uate [Sua [Α,;. [11.3] fIti [ί11] ΕΙ '"i 42 + Ai [11.3] φi [tf.1] Ε-Ι "i #2, {i, 2}]] ')
'/f ...
(E Iιt2 "ΙAι υθ] Φ1.[ι11] +E1ιt2 '"2},.z[ff3J IP2Ul1] +E-Iιt2 "ΙΦ1.[ί11] Αι [ff3] +B-I#2'"2~[ί11]A2 [ff3] ,)
όπου η πρώτη ανεξάρτητη μεταβλητή (#1) αφορά το χ και οι τελευταίες δύο ανεξάρτητες μεταβλητές
(#2 και #3) αφορούν τις δύο χρονικές κλίμακες ΤΟ και ΤΙ. Αντικαθιστώντας τη soIRule στην [.agl·2,
χρησιμοποιώντας τις intRulel και intRule2 για να aπλoπoιήσoυμετις αναπτύξεις των συναρτήσεων
προς ολοκλήρωση,και συλλέγονταςτους συντελεστέςτου ε, παίρνουμε:
orderlLaqr = Laqr2 Ι. so1Rule Ι. iηtRn1.elll. iηtRn1.e2 / Ι TrigToExp 1/ Expand / /
Coefficient[ff, Ε] &;
• Κύριος Παραμετρικός Συντονισμός της ιης Μορφής
ResonanceConds = {ω2 == 3 ι.η + ε σι, Q == 2 ωι + Ε σ2} Ι. Eqna1 -> Rule
Χρησιμοποιώνταςτις ReSOnHnCeConds, λαμβάνουμε τους βραδέως μεταβαλλόμενους όρους από την
οnJel'ΙΙ:ιgr ως
ΤΆ.Ι= orderlLaqr/. Exp[a_J :>Exp[Expand[a/. ResonanceConds] Ι. ΕΤο ->Τι] /.
ΈχΡ[_ΊΌ + _.] -> σ Ι. int -> Inteqrate
Ε-Ι ΤΙ"2 F (llφί [χ] 2 dX) Αι [Tt J.2 _
2ΕΙΤΙ"Ι-IΤΙ"2!' (l\>i[X] φ; [χ] c1X) Α,Ζ[Τι] Α-ι[Τι ]-
ΚΙ ΤΙ "2 F (llφί[χJ 2 dlX) ).t[Tl J 2 _ ~. C( (llφi[χJ 2 dlx)" Αι[τι ]2 Αι [TtJ 2-
κlΤισΙ α (l\)i[x]2 d1X) (lΙφί[Χ] φΖ[χ) dX) Α,Ζ[Τι] A.t[TtJ 3-
2 Κ-Ι ΤΙ "ι· 1 ΤΙ ".2 F (1\i[X1 Φ;[ΧΙ dlX) Αι[Τι] Α2[Τ1]-
Ε- 1Τισι α (1Ι lI>i[ xj 2 dlx) (Ι\ίΙΧ ] φ;[χ] dX) Άι [τι ]3 Α2[Τ11 -
4α (l\ί[Χ] Φ;[Χ] diX( Αι [Τι] Α2 [Τι] ).ι[Τ1 ] Α... [Τ1 )-
2 α υ>ιί [xj.2 dlX) (l\; [xj.2 dlX) Άι [Τι] Α:ι [Τι] Αι [Τι] Α:ι [Τι] -




ι (i\)2[X}2 d1X) ~A2[Τ~} ΑΖ[Τι } +1 (i\~[X]2d1X) ωιΑι[Τι] A.ί[Τ~] +
ι (l\2[X]%dlX) ω: ~[Τι] Α.;[Τι ]
Οι εξισώσειςEuler - Lagrange που αντιστοιχούν στην ΤΑΙ. μπορούν να γραφούν ως
eqMod1 =D(D(TAL, Αί[Τl1), Τι} - D(TAL, Αι [Τι]) == Ο
2EIT~αι-ITΙ"2 F' (Ιlφί[Χ} φ2[χ} dlX}~[Tl] +
2ΕΙΤ1":, (l\ifX]%dlx) Α.1[Τι ] +3« (ΙΙφί [χ]2 ιΙχ)2 Αι[τι]2A1 [Τι] +
3EIT1αιCΙ (llφί[χ}2 dχ) (Illllί[X} Φ;[Χ] dX) ΑΖ[ΤιΙ Α.ιιτι]2+
4cι (Ι\ίΙΧ] φ2[Χ] ιΙχ)2 Αι [τι] Α2 [Τι] Α.2 [Τι ] +
2cι (lΙIΙΙί[χ]ΖιΙΧ) (1\;[X]2 dX) Αι [Τι] Α2[ΤΙ] Α2 [τι] +
21 (l1 1111 [Χ] 2 dX) ωι Αι [Τι] == Q
και
eqMod2 = O(O(ΤλL, Α.;[τιη, τι) - O[ΤλL, Α2 [Τι1} =: Ο
2 Ε-Ι Τ1 "l+I ΤΙ "2 F' (11 φί [Χ] φ; [χ] dX) Αι [τι] +
Ε-ΙΤ1"! α (11φί[Χ]% dX) (l\i[X] Φ;[Χ] dlX) Α1 [τι ]3 +
4 α (l\)i [χ] φ;Ιχ] dlX)% Αι[Τι ] Α2 [Τι ] Α.1 [τ1 ] +
2α (l\i[X]%dlx) (l~ΙP;[X]2d1X) Αι [Τι] ~[Τι] Αι [Τι] +
3 α (lll{); [χ]% dlX} 2 Α%[Τι]%ΑΖ [τι] + 2 1 (11Φ2 [χ]%dlX) ω% ΑΖ [Τ11 =: Ο
Προσθέτονταςγραμμική ιξώδη απόσβεση στις C(IMOdI και eqMod2 και εφαρμόζονταςολοκλήρωση
κατά παράγοντες, λαμβάνουμε τις ίδιες εξισώσεις διαμόρφωσης όπως λήφθηκαν από απευθείας
επίλυση του συστήματοςμερικών διαφορικώνεξισώσεων.
• Κύριος Παραμετρικός Συντονισμός της 2ης Μορφής
ResonanceConds: Solve [{ω: =: 3 ωι + Ε σι, Ω:: 2 ~ + ε σ2}, {ω2, Ω} Ι Ι [1] ]
{ω2 -+ Ε σι + 3 ωι, Q -+ 2 Ε σι + € σ;Ζ + 6 ωι }
Χρησιμοποιώντας τις I~csonan('eC()n(L", λαμβάνουμε τους βραδέως μεταβαλλόμενους όρους από την
orιierILagr ως εξής:
'1ΆΙ =orderlLagr Ι. Exp(a_] :> Exp[Expand[a Ι. Resonanc.eConds] Ι. ε ΤΟ ->Τι ] Ι.
ΕχΡ[_Το + _.] -> Ο Ι. int -> Inteqrate
_g-IT1"'Z r (I~Φ;[K]ZιIX) ΑΖ[τι]2 - ~ α (Ι\ί[χ]2 ιΙχ)2 Αι [τι ]2 Α.1 [τι }2-
ΕIΤ1"Ια ΙL\ί[χ]2 d1χ) (Ι\ί[Χ] φ;[χ] dX) Α;Ζ[Τι ] A.1 [T1]3-































4α (llιpi[X) Φ;[Χ) d!x)2 ΑιΙΤι] Α2 [Τι ] λιΙΤι] λ2ιτι)-
2« (llΦi.[X)2dX) (l\;[X]2 dX) Αι [Τι] Α2 [Τι] Αι [Τι] Α2[ΤΙ]-
ΕΙ ΤΙ"2 F (l\; [χι 2 d!X) λ2 [τι ] 2 _ ~ α. (l\;[X)2 dX) 2 Α.ΙΤ1 1 2 Α2 ΙΤι) 2 -
Ι (lΙΦι [X]2 dX) "'ι Αι[Τι] Αί[Τι ] - Ι (llφ:z [X]l d!X) (0)2 Α2[ΤΙ ] Α2[Τι] +
Ι (lΙΦι [Χ]2 dΧ) ωιΑι[Τι] Αί[Τι ] +1 (llΙP2 [X]2 dX) f.iιΖΑ2[ΤΙ] Α;[τι]
Οι εξισώσειςEuler-Lagrange που αντιστοιχούν στην ΤΑΙ μπορούν να γραφούν ως :
eqModl=D[D[ΤλL, Αί[Τι]}, Τι} -D{TAL, Αι [Τι]} ==0
( ΓΙ 2' )2 23 α JI) Φi. [χ) dx Αι [Τι) Αι [Τι] +
3ΗΙΤΙ"Ια. (l\i[X]2 dX) (llΦi.[X) φ;[χ] dX) Α2[ΤΙ] Αι[τι ]2+
4 α (llΦi [χ] Φ;[Χ] <ιχγ Αι[Τι ] Α2[ΤΙ) λΖ[τι] +
2 α (l\i [χ]2 dX) (l\;[X)2 dX) Αι [Τι) ~ [Τι] Α2 [Τι] +
21 (l\'t[X)2 dX) ωι Αί[Τι ] == Ο
και
eqt40d2=D[D[ΤλL, Α;[τι)}, Τι} -D[TλL, Α2 [τι]} ==0
Ε-ΙΤΙΟΙ« (llΦi.[X)2d!X) (IlΦi.[X] φ;[:{] dX) Αι [τι ]3+
4 α (llιpi[X) Φ;[Χ] dX( Αι[Τι] Α2[Τι1 λι[Τι } +
2α (l\i[XI2 dX) (l\;[X}2 dX) Αι [Τι] ~[Τι] Αι [Τι] +
2ΕΙΤΙ"2!, (ll tp2 [X}Zd!x) λ2 [Τι 1 +3« (l\;CX]2d!X)2 ΑΖ[τι ]2 Ά.;ι [Τι1 +
2 Ι (l\2 [X]2 d1X) ω2 Α2ΙΤι] == Ο
Προσθέτοντας γραμμική ιξώδη απόσβεση στις c<Il\'1od 1 και c<IMod2 και εφαρμόζοντας ολοκλήρωση
κατά παράγοντες, λαμβάνουμε τις ίδιες εξισώσεις διαμόρφωσης όπως λήφθηκαν από απευθείας
επίλυση του συστήματος μερικών διαφορικών εξισώσεων.
• Συνδυαστικός Παραμετρικός Συντονισμός των Δύο Μορφών
ResonanceConds = Solve [{ω2 == 3 ωι + ε σι, Ω == ωι + ω;Ζ + ε σ2}, {ω;Ζ, Ω}] [[1] 1
Χρησιμοποιώντας τις l{csooanccO)nds, λαμβάνουμε τους βραδέως μεταβαλλόμενουςόρους από την
onleJ'H"agI' ως εξής:
TAL '" order1Laqr /. B.xp[.il_] :> B.xp[Expand[,il /. Resonanc.econds] Ι. eTo ->'1'1] 1'.




_2Ε-ΙΤΙ"Ζ!' (l\i[X] φ;[Χ] dX) Α.1['Ι"Ι] ~['I"ι]­
~ α (lΙφi [X]2 ιIX( Α.ι['Ι"ι]2 Αι ['Ι"ι] 2 -
ΕΙΤΙ"1. α (l\ί[χ]ΖιΙΧ) (l\Ρί[Χ] φ2[χ] dX) Α.Ζ['Ι"Ι] Αι ['Ι"ι]3­
Ε-Ι τι "1. α (11φi[x]2 dX) (lΙφi [x] φ;[χ] dX) Α.ι ['Ι"ιι 3 ΑΖ['Ι"ιΊ -
2 ΕΙ Τ1 '"2 l' (11φi [χ] φ2 [xJ dX) Αι ['1"1] A'l ['Ι"ι] -
4α (lΙφi [X] Φ;[Χ] dX( Α.ι['Ι"ι] Α.ι['Ι"ι] .Αι['Ι"ι] Α2 ['Ι"ι]-
2 α (l\ί [χ]2 dX) (1ι,;[χι2 dX) Αι ['Ι"ι] ~ ['Ι"ιΊ Αι ['1"1] Αι ['Ι"ιΙ -
~ α (1\; [1I: J2dX( λ2 ['Ι"ι]2 .Αι ['Ι"ι] 2 - Ι (lΙΦ1 [xJ 2 dX) ωι Αι ['Ι"ιΊ λί ['Ι"ι] -
ι (lΙφΖ [χ]2 dX) (,)2 Α2 ['Ι"ιΊ Α2['Ι"ι] + Ι (lΙφι [χ]2 dX) ωι λι['Ι"ιΊ λί[Τ1] +
ι (1\2[XJ2dX) fo)z ~['I"ιl.A;['I"ιΊ
Οι εξισώσεις Euler-Lagrange που αντιστοιχούν στην ΤΑΙ, μπορούν να γραφτούν ως:
eqf4Od1 = D[D['I"AL, .Ai[Tt]}, 'ι"ι} - D['I"AL, Αι ['Ι"ι]] == ο
( (Ι ,,)2 23α J
o
φi[x]~ιIx λι['Ι"ιΙ Αι ['Ι"ι] +
3ΒΙΤΙ"1. α (l\i[XJ2dX) (l\ί[Χ] Φ;[Χ] dX) λΖ['Ι"Ι] Αι['Ι"ιΊΖ+
2ΒIΤΙ'"2 F' (lΙΦί [Χ] Φ;[Χ] dX) Α2 ['Ι"ιΙ +
4α (lΙΦί [Χ] Φ;[Χ] <ιχ)ΖΑι['Ι"ι] λΖ['Ι"ιΊ Α2 ['Ι"ι] +
2 α (l\ί [Χ] 2 <ιΧ) (1\; [xJ2dX) Αι ['Ι"ιΊ .λ2 [Τι] Α2 ['Ι"ι] +
21 (1ι,Ι[Χ]2dχ) ωιΑί['Ι"ι] ==0
και
eqMod2 = D[D[TAL, Α;['Ι"ιΙ], 'ι"ι} - D['I"AL, Α2 ['Ι"ιΙ} == Ο
Ζ-Ι Τι "ι α (lΙφi[x]2 dX) (lΙφi [Χ] Φ2[Χ] dX) λι['Ι"ι]3+
2ΕΙΤΙ"2!' (l\i[X] ,;[xJ dX) Αι['Ι"ι] +
4 α (lΙΦί [Χ] IJI-;[X] dX( Αι ['Ι"ιΊ Α2['Ι"ιΊ Αι['Ι"ιΊ +
2 α (lΙφί [χ] 'l <ιΧ) (11 Φ2 [xJ 'l dX) Αι ['Ι"ιΊ Α'1 ['Ι"ιΊ Αι ['I"1J +
3 α (llΙP2 [x]'l dX) '1 Α2['Ι"ι]2 Α2 ['Ι"ι] + 2 Ι (llφΖ[ΧΊ 2 dX) (,)'l Α2 ['Ι"ιΊ == Ο
Προσθέτοντας γραμμική ιξώδη απόσβεση στις eψ\lοd 1 και e<IMod2 και εφαρμόζοντας ολοκλήρωση
κατά παράγοντες, λαμβάνουμε τις ίδιες εξισώσεις διαμόρφωσης όπως λήφθηκαν από απευθείας




























7.3.1 ΕΟΜ και BC
Θεωρούμε τη μη-γραμμική μη-επίπεδη απόκριση μιας μη εκτατικής δοκού - προβόλου λόγω
εξωτερικής διέγερσης μιας των καμπτικών μορφών της. Οι χαμηλότερες στρεπτικές συχνότητες της
δοκού που θεωρήσαμε είναι πολύ υψηλότερες από τις συχνότητες των διεγερμένων καμπτικών
μορφών, έτσι ώστε η στρεπτική αδράνεια να μπορεί να παραλειφθεΙ Υποθέτουμε ότι η δοκός είναι
ομοιόμορφη και ομογενής. Οι εγκάρσιες παραμορφώσεις V{X. t} και W{X. t} της δοκού στη θέση χ και
για χρόνο t διέπονται από τη αδιάστατη ολοκληρο-διαφορική εξίσωση (Crespo da Silva και Glynn,
1978):
ECIfl ,.
{"t,tV[X, t]+ β,l,,".,.,Σ,ΣV[Χ, t]::
-2 e J1 [χ] "t V [Χ, t] +
ε (1- βΥ)
"Σ (cιΣ,Σy[X, Ι] I·cι",.ν[X, Ι] CΙ.,Σy[x, Ι] ΙΙχ-"Σ.Σ,Σw[χ, Ι] LΣcιΣ.• V{Χ, Ι] ".w[x, t] dX)-
(1- β,l,,)2ε βγ "".Σ (CJI",,, '11 {Χ, Ι] [fClΣ,ΣV[Χ, Ι] CJιΣ,.w{χ, t} dXdX) -
ε β,l,'cI" (CI"v[x,t] CI" (CJI"v[x, Ι] "Σ.Σν[χ, Ι] + CI"w[x, Ι] CΙ",Σw[χ, t]» -
ε ~ CJI. (cι"v[x, Ι] f "t,t ([ ((",. v [Χ, t])2 + (CJI"w [χ, t] )2) dX) dlX) - ε f[x] Cos [Ο t] ,
".,.w [Χ, Ι] + ό".Σ,,,, .. W[Χ, t] :=
-2 ε J1 [χ] CΙ.w[x, t] -
ε{Ι-βΥ)
CI"(CJI,, ... V[X, Ι] f"...V[X, t] CιΣ,,,w[χ, Ι] (Ιχ-δ..,Σ,,,ν[χ, t] [".,,,W[X, Ι] "Σν[χ, Ι] clx)-
(1- βΥ)2 (ΙΙ )
e βγ "",,, "Σ, .. '1 [Χ, Ι] ο 1 ".....,,[χ, t] δ",χw[χ, Ι] dxdlx -
ε CI.. (""w[x, t] c)"(",,v[x, t] CI..... v[x, Ι] + " .. '11 [Χ, Ι] ".,,,w[x, t]»-
e ~ ". (CI.W(X, Ι] f".,. ([ (σ.ν(χ, t])2 + (".w[x, Ι] )2) dlX) dX)};
μαζί με τις ομογενείςσυνοριακέςσυνθήκες
BCl= {ν[Ο, t]:= Ο, ό.. ν[χ, t]:= 01. χ->Ο, c)".... v[x, t] ==0 I.Χ->1,
"Σ,.ιι:•.ιι:ν[χ, t] =: Ο ι. Χ -> Ι}
r Γα t] -- ο • ·:1,0) '0 1 - Ο • ,.~,O)'1"] Ο .:1,G)'1"] ο}ιV.., --,," ι, t. j =- , 'ιf L ι Lr == , ν ι, ι" ==
BC =Join[BCl, BCl /. v -> '11]
{'''ίΟ, t] :: ο, V,l,G) [Ο, t] := Ο, ..,.~,ίI) [1, t] :: Ο, ..,.l,G:l [1, t] =: ο,
'1[0, t] == ο, w:1,G) [Ο, t] := Ο, w:~,O) [1, t] == ο, w:a,G) [1, t] == ο}
!
Οι χωρικές παράγωγοι εκτός των ολοκληρωμάτων στις δεξιές πλευρές της ΕΟΜ Ι οδηγούν σε μακρές
εκφράσεις. Για να απλοποιήσουμε τον συμβολικό υπολογισμό, πρώτα ορίζουμε κάποιους τελεστές ως
ορΙ (γ., ;ο{_] =






{"'t,~v[X, t] + βΥ "".",,,.,,ν [Χ, Ι] ==
όπου το int{i} καταδεικνύειτην όλη έκφραση, περιλαμβάνονταςτην συνάρτησηπρος ολοκλήρωσηκαι
τον όρο τον πολλαπλασιασμένο με int{i} {expr}, το οποίο αργότερα θα "πιαστεί" από την ί-οστή
χωρική παράγωγοστη συνθήκη επιλυσιμότητας.
Τότε ξαναγράφουμετην ΕΟΜ Ι ως:
intrl'jIv,~·G)rx t]..,(':·G)rx t] 'χ 1 X1Ί..,(~·II)Γx t]-
.. ι .. , ... .,Ι".ι .. ,
ίητ;[l] [... (ι.l») [Χ, t] ν(2.0) [Χ, t], {Χ, σ, Χ}] ... ,3.0) [Χ, t]




















r Ο • { 1 } ] ;.:1. ΟΙ Γ t1;.Χ, , Χ), Χ, , Χ .., . ,Χ, J
{1_βΥ)2
-2εμ[χ] ι)~ν[x, Ι].ε (1- β}.) οΡΙ{ν, 'IIJ -ε ορ2{ν, '11]-
Ι!Υ
Ε βΥ"" (""ν[χ, Ι] "" (""ν[χ, Ι] "",,,ν[κ, t). ""W[X, Ι] "".,,'ι1[Χ, ι]» -
1
Ε. - οΡ3[ν, Υ] -E.l'[x} Cos[Q t],
2
,,~,~y[x, t]. "",,,,II,,,W[X, t] == -2 ε μ[χ] "",w[x, t] - ε (1- βΥ> ορl[ν, ν]­
(1- βΥ)2
e βΥ op2[w, ν) - ε"" (,,"-w[x, ι) "" (C'"v[x, t] ""-.,,ν[χ, t). ",,"'[Χ, ι} C':ι:,:ι:W[Χ, tJ» -
ε i οΡ3 [ν, ν] };
Έπεται από τις ΕΟΜ Ι και Β<-: ότι οι γραμμικές μη-αποσβεστικές φυσικές συχνότητες και οι
αντίστοιχεςτους συναρτήσειςσχήματος (ιδιομορφές)δίνονταιαπό
εκφράσουμετην εγγύτητααυτών των συ-χνοτήτωνποσοτικά,θέτουμε
betayRule = {βΥ -> 1 + δο + ε δι}:
έτσι ώστε ωι .m = λ~ (ι + δο ) = λ,: = ω2 .,,' Η δοκός έχει μια σχεδόν τετραγωνική τομή όταν δο = Ο.
Υποθέτουμε ότι καμιά από τις δύο μορφές δεν εμπλέκεται σε έναν εσωτερικό συντονισμό με
int'2' l'ν,.:1·0) Γχ t] ..,,;.:1.0) Γχ t]ι l L L , 1,"
op3(v_, w_] = ""ν {Χ, Ι] Ι""~'''' (1" ((""ν [Χ, t) 2 + (ι)"w[x:, t) )2) dX) dx / , Inteqrate -> i.nt [1]
int [1] [
int[l] [2 γ(Ι.Ι) [Χ, tJ.:1 .. 2 ",(Ι. 1) [Κ, ,1;].:1 .. 2 ν;Ι'Ο) [Χ, t] ν(Ι'.:1) [Χ, t] ... 2 ""Ι.ΟI [Χ, t] ",'Ι'.:1) [Χ, t],
{Χ, ο, χ}], {Χ, 1, χ}] ν'Ι'Ο) [Χ, tJ
{o11 ... == λ;' {β; , (φι .... == ι.;,
Cοs[.λi ] +Cοsh[λ i ] }ij)i.[X] ==Cοsh[λiΧ]-Cοs[λiΧ]. (Sin[λi.χ]-Sinh[λiΧ]) \* i"m,n *! ;
5in[1I.;.] + Sinh[λi.J
όπου τα Ι:Ιι..". και ι..ιΖ..ιι είναι οι φυσικές συχνότητες στις διευθύνσεις Υ και Ζ και τα λ; είναι οι ρίζες της
εξίσωσης συ-χνότητας
Ι + Cos [λi] Cosh[ λ;.} == ο
Θεωρούμε την περίπτωση του ένα-προς-έναεσωτερικού συντονισμού ανάμεσα στην μορφή τάξης m






οποιαδήποτε άλλη μορφή. Επιπλέον, θεωρούμε έναν κύριο συντονισμό της καμπτικής μορφής στη
διεύθυνση Υ.
Για να μεταχειριστούμε κάποια πολύπλοκα ολοκληρώματα, ορίζουμε τους ακόλουθους κανόνες:
iηtRul.e3 =μηιμ_] [fu.n_, arg2__ ] :> iηt[i] [Expand[fιm], arg2]};
intRnle4 = {int[i_] [<1_ + b_, arg'2__ ] ::> iηt[i] [α, arg2] + iηt [i] [b, arg2],
iηt[i_] [ε"-' fu.n_, ,Ξirg2__ ] ::> ε" iηι[η [fun" arg2],
iηt[i_] [α_ fιm_, al_, bl ] ::> a iηt [i] [fun, αΙ, b1] /; FreeQ[a, First[al]] ,
int[i_] [int[i_] [al_, a2_] fιm_., a3__ ] ::>
iηt[i] [a1, α2] iηt[i] [fιm, a3] /; FreeQ[Rest[a2], First[a2]],
iηt[i_] [iηt[i_] [al_, a2_], a3__ ] ::> iηt[i] [a1, a3, a2]};
7.3.2 Απευθείας Χειρισμός του Συνεχούς Προβλήματος
Σε αυτή την ενότητα, χειριζόμαστε απευθείας την ολοκληρο'διαφορική εξίσωση ΕΟΜ και τις
σχετιζόμενες συνοριακές συνθήκες BC και αναζητούμε μια πρώτης-τάξης ομοιόμορφη ανάπτυξη της
λύσης τους, της μορφής:
30lRule = {ν -> (Eva1uate[suιa[cj Vj [1t1, ff2, iD], {j, Ο, Ι} J] '),
w-> (Eva.1uate[Suιa[εJ Wj[ιΠ, f:t2, ft3], {j, Ο, l}JJ &)}
{... ~ (ναΙ!:!1, !!2, !:!3] ... ενιΙ!!1, !!2, !!3] &J, w.... (,,0[!!1, 1:!2, !!3] + EW1[!!1. !:!2, !!3] &)}
όπου η πρώτη ανεξάρτητη μεταβλητή αντιπροσωπεύει το χ και οι τελευταίες δύο ανεξάρτητες
μεταβλητές αντιπροσωπεύουν τις δύο χρονικές κλίμακες ΤΟ και Τι. Μετασχηματίζονταςτις ολικές
χρονικές παραγώγους στην ΕΟΜ σε μερικές παραγώγους σε όρους των ΤΟ και Τι, αντικαθιστώντας
τους solRule και hetHyRule στις ΕΟΜ και Β(:, αναπτύσσοντας το αποτέλεσμα για μικρό ε,
αμελώντας όρους τάξης μεγαλύτερης του ε, και χρησφοποιώντας τους intRtIle3 και intRule4 για να
απλοποιήσουμε τις αναπτύξεις των συναρτήσεωνπρος ολοκλήρωση, λαμβάνουμε
(eq732a =
«Join[Eα4, BC] Ι. {v[x_, Ι] ->v[x, το, Τι1, w[X'_, Ι] ->w[x, ΤΟ, Τι],
Derivative [m._, 11_] [w_] [~, t] -> dt [n] [D [ν[χ, Το, Τι1, {Χ, JD} J], t -> Το} ! .
30lRule Ι. betayRu1.e 11 ExpandAll) /. intRu1.e3 / Ι. intRule4// ExpandAll) /.
ε"_1 ''',ι _> ο;) 11 Tim.inq
[12.629Second, Hull}
Εξισώνονταςτους συντελεστέςτων ίδιων δυνάμεωντου ε στην eq732a, λαμβάνουμε
eqEps =Thread [CoefficientList [Subtract Μ ft, ε] == Ο] & /@ eq732a / Ι Transpose;
eqEps [[1]] /. displayRule
·.;6Ι 'Ο'Ο) [Ο, 10, 11] == Ο, ν~4:,O,O) [1, Το, 11] == Ο, v~a,G,o) [1, 10, Τ1] == ο,
. 'Ο 1 l' Ο .,Ι,Ο,ΟΊ 'Ο Τ Τ' Ο .. ,4:,G,O) '1 Τ Τ' Ο ,a,G,o) '1 1 Τ] Ο'
'';0 l , ο, lJ == , ""ο "ο, lJ == , "J! Ι, Ο, 1 J == , WJ! " (}, ι == ]
Με την παρουσία της απόσβεσης, όλες οι μορφές που δεν είναι απευθείας διεγερμένοι από την
εξωτερική φόρτιση ή εμμέσως διεγερμένοι από τον εσωτερικό συντονισμό θα φθίνουν με το χρόνο.
Έτσι, η λύση της t~(]EpslI ΟΙ μπορεί να εκφραστεί σε όρους των δύο διεγερμένων γραμμικών





3010 = {νο -> !'m1ction{ {χ, Το, ΤΙ}, Αι[Τι] φ.[χ] ΕχΡ[Ι ωι,. ΙΌ] + Α-ι[Τι] φ.[χ] ΕχΡ[-Ι [ο)ι .• ΙΌ] J,
""0 -> l'unction[ {χ, Το, Τι}, Α2[ΤΙ] ιρ,,[χ] ΕχΡ[Ι fi2,r. Το] + Α2 [Τι] φ" [χ] ΕχΡ[ - Ι fi2,r. ΙΌ] J};
Μπορεί εύκολα να δειχτεί ότι οι συναρτήσεις σχήματος ψ;[Χ} είναι ορθογωνικές. Θεωρούμε ότι αυτές
οι μορφές κανονικοποιούνται έτσι ώστε
L1φi [xJ φj [xJ dx -> δij
όπου το δίj είναι η συνάρτησητου δέλτα του Κronecker.
Αντικαθιστώντας τη solO στις πρώτης-τάξης εξισώσεις, τις eqΕρs([2. Ι]] και eqEps[[2, 2)) και







orderlEq[1] a (eqEps[[1, 1,1]] Ι. νο ->νι) a ..
«eqEps[ [1, ι, 1]} Ι. νο -> V].) -
(Subtract Μ eqEps [[2, 1]] Ι. 8010 Ι Ι TriqToEΣp Ι Ι Expand) Ι. intRnle3 11. intRnle4 Ι Ι
EΣpand) ;
orderlEq[2] '" (eqRps[[l, 2, 1J] 1''''0 ->"'1) "'=
{(eqEps[[1, 2, 1]] /. "'o->Wι)-





== Ο, vi2• 0• 0 ) [1, Το, Τι] == Ο, wt[O, το, Τι] == ο,
== Ο, wiZ' O' O) [1, ΤΟ, Τι] == Ο, Wi2,II,Ο) [1, το , 1''ι] == ΟΙ
J
Έπεται από την eqEps([211 ότι οι πρώτης-τάξης συνοριακές συνθήκες είναι
oroerlBC= Drop[eqEps[[21J, 21
Resonanceconds = {ω.2,Γ. == ωι, .. , ο == ω.ι, .. + ε σ};
Kαιoρ~oυμετoυςαKόλoυθoυςKανόνες:







== ο,r !1.0.01.jVt[O, Το, Τι] == Ο''''ι . [ο, Το, Τι]
,
·.,iZ'o.O) [1, το, Τι]
;ι.ο,Ο) ΓΟ Τ Τ]
w} "ο, Ι
Θεωρούμετην περίπτωσητου κύριου συντονισμούτης καμπτικήςμορφής στην διεύθυνση Υ, Ω ;:::: ωι. α/'
Για να περιγράψουμε την εγγύτητα του κύριου συντονισμού, εισάγουμε την αποσυντονιστική
παράμετρο σ από
oιaqList = ίωι ... , ~,r.};
expRule [1_ 1 : = ΕχΡ [ayg_J : > Exp[Expand [arg Ι. OIDqRule [(il 11 Ι. e ΤΟ -> Τι}
Αντικαθιστούμε τις ResollHllceC'onfls στα δεξιά μέλη των oι'dcl'lE(}[J] και οnlεΙ'IΕ(IΙ2] και
λαμβάνουμε την πηγή των προσωρινών όρων ως
ST = Table [Coefficient [oroerlEq [i} [[211 Ι. expRule [iJ , ΕχΡ[Ι omqList [[il ] Το} J ι
{i,2}];
Οι συνθήκες επιλυσιμότηταςτων onIeriEqliJ και OI'derIB(~ απαιτούν η STflil] να είναι ορθογωνική
στο ψ;[Χ}. Επιβάλλοντας αυτές τις συνθήκες, έχουμε:
SCond1 = int [φ.. [ΧΙ 5'1'[[1]], {Χ, Ο, Ι}] ==Q/. intRulel//. intRule2;












Ενθυμούμεθα ότι η ί-οστή χωρική παράγωγος θα πρέπει να ανακτηθεί από το ίlιΗί) όπως τέθηκε στην
προηγούμενη ενότητα. Έτσι, ορίζουμε
intRule5[mode_J = int[modea_ int[i_] [b_, c__ ], d_] :>
int(modeHoldF'onι[D[aint[b,C], {Χ, i}]], ii];
και ξαναγράφουμετις SC:oηd Ι και SCoηd2 ως
SCond = {SCond1/. intRule5[IP.. [x]] , SCond2 /. intRule5[φ",[Χ]]};
Για να απλοποιήσουμε τη σημειογραφία στις συνθήκες επιλυσιμότητας, χρησιμοποιούμε την
ορθοκανονικότητατων συναρτήσεωνσχήματοςκαι ορίζουμετις ακόλουθεςπαραμέτρους:
!1otationRule= {int[IPi_[X]2, {Χ, Ο, 11] ->1, int[Iρ~_[X] ιpi~)[X], {Χ, ο, 1}] ->λ:,
int[p[X] IPi_[X]2, {Χ, Ο, 1}] ->Ρ;;., int[l'[x] IPi_[X), {Χ, ο, 1}] ->6Jt,if};
Για να αναγνωρίσουμε τις μορφές των μη-γραμμικών όρων στις συνθήκες επιλυσιμότητας, πρώτα
αναγνωρίζουμεόλες τις πιθανές μορφέςτων μη-ομογενώνόρων στο πρώτης-τάξηςπρόβλημα. Γι' αυτό
το σκοπό, θέτουμε
basicTenιs= Table ({λ;.[T~] ΕΙ """lt.ist[[i]] ΤΟ , Α;. [Τι ] Ε-Ι """lt.ist[[i]J Το}, μ, 2}] ! Ι
!'latten
'ε1ΤΟ"Ι.Α [ΤΙ ε-1ΤΟ "'1ΒΑ- 'Τ] ;;o1To"'DA ΓΤ] ε-ΙΤΟ"',ΔΑ- rTI'Ί 'ι ι, 'ιιι, .... ' 2,1. '2ΙΙ1
Τότε, όλες οι πιθανές μορφέςτων μη-γραμμικώνόρων στο πρώτης-τάξηςπρόβλημαδίνονται από
cubicTenns =
Hest[Outer[Times, basicTerms, t1] &, basicTerms, 2] JIl'latten 1/ Union;
cubicTenns /. displayRnle
εΙΤΟ"'Ι.Α'Α- ε1ΤΟ""ΔΑ Α Α- εΙΤο ,'-40Ι.":Ι:""Δ! Α'Α- ε-ΙΤΟ"'Ι.Α Α-2, 1 Ι, 'ι 2 Ι, ., ,. 2 Ι, Ι ιl
ε1ΤιΙ':-2 ..ι, .....2,,,; A2Ai. :;-.6 Ι ΤΟ"1, .. Α:, :;1 ΤΟ (2"'1,.-2.,,) AiA2, εΙΤΟOlΙ,:ΙΙΑιΑ2Αι,
ε1TtI"2,ΔA~A~, ε-ITO"2''''AιAιA~ ε-ITO"Ι'.A_AιA~ ειτομ:"'ι•• -2.",Ι Α4.ι-Α-." ~ 4,.' ,- ~, .ι.
;;οΙΤο ':"1 a-2"'2 nJ Α Α-Ζ ε-ΙΤο"Ι DΑ Α-:Ι: εΙΤο (...ι .-2", ..) Α- Α-:Ι: ε-:Ι ΙΤG "2 .. Α-η
... • , Ι:Ζ' , - 2 2.. "1 2' - • L f
Από αυτούς τους όρους, μόνο οι όροι που ίσως να οδηγήσουν σε προσωρινούς όρους εμφανίζονται
στις συνθήκες επιλυσιμότητας, οι οποίοι μπορούν να αναγνωριστούν σύμφωνα με
secularTerms =
(Ε-Ι -..t.ist[["'J] Το cubicTenιsΙ. eχΡRu1e[Π] Ι. ΕχΡ[_το ~ _.] -;>- Q Ι! Union Ι /
Rest) , /@ {1, 2}
{{Αιί!ι]'Αι [Τι], Αι [Τι] Α,[Τι ] ΑιίΤι }. Α,ίτιι2Αι[τι].
Αι[Ιι]'Α:ι:[ΙιΙ. Αι [Τι] Α,[Τι ] Α,[Τι ], Α2:[Τι]'"Α:ι:[Τι 1},
{Αι [Τι]'Αι [Τι] • Αι [Τι] A~ [Τι 1 Αι [Τι}, Α:ι: [Τι1 '" Αι [Τι 1.
Α [Ι ~ 4: ~ [Τ 1 Α '1 ' Α [Τ ' Α- -·Τ 1 Α'Τ "!.Ζ ~ [Τ ,,11Ι Ι j "~ Ι J. Ι L 1j 2: 1! L Ι Ι"' ~ Ι 1J "',. ι j JJ
Κατόπιν, ορίζουμε τις ακόλουθες παραμέτρους:
coef=Table[Coeffici.ent[SCond([1, 1]], secularTerms[[i.]]], {i, 2}] //





sylllbolList[1} = !4a.plndexed[If[ffl=!= Ο, 8r.η,.«1,N[[1]1' Ο} ", coef[[1)]]
sylllbolList[2] = 14aplndexed [Η[Ν! =! = Ο, 8 ω2,Γ, «2,0"'2 [ [1]], Ο) ", coef[ [2]])




{(SCond[[!1, 1]] Ι. notationRule/.
Thread[secu1.arTerιas{["JJ-> Ο]) +
s:ιmboΙList[RJ .secularTeruιs[[I7JJ) J == ο " /0 {Ι, 2}
(1 1Τ α . δι~Aι[Iι] Ζ-~-E ι Ι+2Ιμ.Αι[Ιι1+ -8αι.ιΑι[Ιι] Αι[Τι]-
c 2 :.>ι••
aal.a Α2 [Τι 1 Ζ Αι [Ιι 1 - aαΙ.5 Αι [Ιι1 Α2 [Τι] Α2 [Τι] + 2 Ι Ai [Τι1 == ο,
2 Ι μ.. Α2 [Ιι ] - e α2,2Αι [Τι] Α2 [Τι] Αι [Τι1 - 8 α2,4Αι [τι]Ζ ~[Tι1 -
8 α2.ι;Α2ίτιιΖΑ2[Τι1 +2ΙΑΖ [Τι1 ==o~
.
όπου
(sylllbolList [1] -> coef [[1]1 / / Thread 11 Union 11 Rest) /. int -> Inteqrate 11
T:Uainq
{29.6835econd,
{8 «Ι,1 ωι .• ~ -31·\.[χ) φ; [Χ)} dx - 12 [1Φ. [χ) φ;" [χ)φ;[χ] φ~3) [χΙ C1X -
ο ~o
3 1\'. [χ] φ~ [xJ 2 φ;'{) [χ] dx +
(-311Φ. [χ] φ;;. [xJ 3 dx - 12 11Φ.. [Χ1 φ;" [χ) φ;' [χ] φ~}) [χ] c1x -
3l1ιp• [χ) φ;,,(χI 2 φ~4) (χ] dX) δα +
2 (l1"{X,1} (Φ;"[Χ] i X [tp;"[XJ2 dXdX) Φ.[Χ] dX) ωΙ.,
8 α1,} ω1,. ~ -1\.. [Χ] φ; [χ] φ;. [χ)2 dx -l\. [χ] Φ~[X] φ;;. [Χ] φ~3) [χ) c1X-
31\. [χ) φ;"[χ] φ; [χ] φ~3) [χ) C1X -11Φ.[ΧΙ φ;" [xJ φ~[x] ~{) [χ] dx +
(lΙ"{χ,Ι} (φ~3) [χ) 1"φ~ [χ] φ; [χ] dX) Φ. [χ) c1x -
11"{χ,l} (φ; [Χ] rφ; [χ) φ; [χ) dX) Φ. [χ] dx - 1ΙΦ.. [χ] φ; [xJ φ; [Χ1 2 dx-
1ΙΦΙΙ (χ] φ~ (χ] φ; [χ] φ~3) [χ] dx - 3 11φ.. (x]φ~ [χ] φ; [χ] φ~3) [χ] <Ωχ _
[\Ριι[ΧΙ φ;"[χ) φ~[x] ιρ~4)[x] <ΩΧ)· δο-
~o



























2 (l1~fx,1} (φ;..[χ] r rIp~[X]2dXdX) φ",[χ] dX) ~,",
8cr1,SCi1,,,,-+ -2 l1ιp", [χ] φ:;'[χ] Ip;'[X]2dX-2llιp",[X]φ;'[κ] ,;[Χ] φ!.3) [χ] dK-
6ll φ", [Χ] '~[K] φ; [χ] φ~3) [κ] dx - 2 11φ", [κ] φ;" [χ] φ; [χ] φ!.4) [κ] <Ικ +
(2l
1Ο{.ι:,1} (';'3) [κ] r φ;. [κ] φ; [χ] dX) φ", [χ] dx -
2 1Ι"fz,l} (φ; [χ] rφ:;' [Κ] φ; [Χ] dX) φ", [χ] <Ικ -
2 1\. [χ] ,; [κ] φ;. [κ] 2 dx - 2 l\. [Χ] φ;, [Χ] φ;. [Χ] φ~3) [χ] dx -
611φ. [Χ] φ;" [Χ] φ; [κ] φ~3) [κ] dx - 2 1\.[κ] φ;" [κ] φ~ [κ] φ~4) [Χ] dX) δο­
2 (.fo1i){x,2} (φ; [Χ] !οΣJ?':' [Χ] φ; [κ] dx dX) Φ. [Χ] dX) δ~ }}
βγ
(S1mbo1List[2] -> coeI[ [2]] 11 Thread 11 Union / Ι Rest) Ι. int -> Inteqrate 11
'l"iDιinq
{22.282 Second,
{ 8 α2 ,2 ΩZ,n -+ -2 l\" [χ] φ;. [Χ] 2 φ; [Χ] <Ικ - 6 1Ιφ" [χ] φ;. [χ} φ; [Χ] φ;'3) [Χ] d Χ -
21Ιφ,,[χ] φ;"[κ] φ; [χ] φ~3)[x] dX- 2 111l'n[X] φ;" [χ] φ~[K] φ~4) [χ] dx+
{-21
1"ίΣ,Ι} (φ;'3) [Χ] rφ~[x] ,; [χ] dX) φ,,[χ] dx +
21Ι"{Σ,Ι} (Φ:;'[Χ] ΙΣ φ; [Χ] ,; [χ] dX) φ" [χ] dX) δο-
2 (Jol i){x,2} (φ;' [Κ] fo"ΙιΣφ;[χ] φ;:: [χ] dxdx) 1I'n[.x] dX) δ~
βγ
8 ({2,4 ωz,r: -+ -lΙφ" [χ] φ;' [χ] 2 Φ; [χ] dx - 3 Ll φ" [χ] φ; [Χ] φ; [Χ] ,~3) [χ] dx-
rllI'n [χ] φ;" [χ] φ; [χ] φ~3) [χ] dx _ [ι lI'n[x] ,;.. [χ] φ; [χ] φ;'4) [κ] dx +Jo ~o
(-lΙΟ{Σ'1} (φ;'3) [Χ] l\;..[X] φ; [Χ] dX) φ,,[χ] dx+
L\'fZ,l} (Φ;' [χ]r 11Ι; [χ] ,; [χ) dX) φ" [χ] dX) δο ­
υιξ~ίι:,2} (Φ;[Χ] Ιο'ΊιΧφ;'[κ] φ;':; [Χ] dxdx) φ,,[χ] dx) δ~
+
βγ
2 (ll~{X,1} (φ;,[χ) .[[III:"[X]2 dXdX) cpy,[x) dX) ~, .. ,
(Ι ({2,6 ω2,,, -+ -3 L\r,[X) φ; [χ] 3dx-12 L1 cpy,[X) φ~ [Χ] φ; [χ] φγ) [χ] dx-
3 [ι φ"., [κ] φ;' [χ] 2 φ~4) [κ] d!x +
~!)




Χρησιμοποιώντας την eqMo<l και τη συνάρτηση l>olarl<'orlll που ορίστηκε στην προηγούμενη
ενότητα, λαμβάνουμε τις εξισώσεις διαμόρφωσης σε Καρτεσιανή μορφή, και τους ορισμούς για τα γί
ως:
ΡοlarlΌnιι [eqMod}
[faί(Τι1 ==:. 1'-fSin(Yt(Tl11-2\ls8t(Tl1 ... ZSin(Yz(Tl11 αι,:18ι(Τι1 82[Τι121 ,l ι.. 2 \ . . ι
a; (Τι] == -μ" a2 [Τι 1 - Sin [Υ:Ζ [Τι] ] α:Ζ.4 8ι [Τι 1:Ζ a:z [Τι] ,
, δι~ fCos[Yt[Tt]1 2 .:ΖΥ:Ζ[ΤΙ ] ==---- ... 2αι,ι 81(ΤΙ ] -2α:Ζ,281ίΤι] -2Cos[y:z(Tt1]fι.)ι.. 81 [ΤιΊ
α:Ζ.481 (Τι1 2 ... 2 Cos [γ2 [Τι] } αΙ,2 a:z [τιΊ:Ζ ... 2 αΙ,5 a:z (Τι 1 2 - 2 α:Ζ,δ 82 [Τι1 2,
.. δι~ fCos[Yt(Tt11 :ΖΥι [Τι] == σ- -- - ... αι ι 8ι[Τι1 ...
2 ωι.. 2 θι[Τι ] •
Cos [Υ:Ζ [Τι1 ] αι.:! a2 (Τι] 2 ... αΙ.5 a:z [Τι1 Ζ},
{Υι[ΤιΙ ==τισ-βιΙΤι], Υ:Ζ[ΤΙ] == -2βι[Τι] +2β:Ζ[Τ Ι]}}
Χρησιμοποιώντας την cqMod και τη συνάρτηση CartesiaIlf'ort" που ορίστηκαν στην προηγούμενη
ενότητα, λαμβάνουμετις εξισώσεις διαμόρφωσηςσε Καρτεσιανή μορφή, τους ορισμούς για τα Vj και
την ιδιότητα συμμετρίας ως
CartesianΙΌnιι[eqMod}
" .. δι r.: CI1 [Τι]j ipt[Tt1 == -μ. Ρι[Τ ι ] -νι CIt[Tt] ... _...::..._--
.. '" 2ωι,.
at.tpt[Tt]2 CIt [Tt] ... at.~p:z(Tt]ZCIt[Tl1-at.5P:z[Tt]2CΙ:t[Tt] -at.tCIt[Tt]2-
2at.aPt[Tt] Ρ2[ΤΙ ] <u[Ttl-at.aCIι[Ttlq:z[Tt ]2_ at,5CIt[Tt ] q:z[Ttj 2,
.. f δι ~Pι [Τι1
CIt[Tt ] ==-:;-+νιΡι[Τι1- " +at.tpt[Tt]3 ... at.aPtlTt]p2[Tt12+
, ,ωι••
αΙ.5 Ρι [Τι] Ρ2 [lΊ]2 -μ. CIl [Τι 1 ... αι,ι Ρι [Τι JCΙ:t [Τι] 2 ...
2 αΙ.2 Ρ:Ζ [Τι] CIl [Τι] q:z (Τι] - αΙ,2 Ρι [Τι] q:z [ τι1 :Ζ ... αΙ.5 Ρι [Tt]q:z (Τι1 2,
Ρ2[ΤΙ ] == -μ,.Ρ2(Τ Ι ] -2α ... 4ΡΙ[ΤΙ] ΡΖ[ΤΙ] CIt[Ttl -ν.. CI2[ΤΙ] -
a ... 2Pt(Tt ]2q:z[Tt ] ... az.4Pl(Tt]Lq:z(T t ] -a:z.ιoP:z[Tl l L cι::z(T t ]-
~ . ~ . a,αι.2CIι(Τι ]'" cι::z[Tt l- a:z.4CIt(Tt ]"q:z[Tll- a2.ιo<u[Tt] ,
q~ [Τι 1 == ν2 Ρ2 [Τι] ... αΙ.:Ζ Ρι [Τι] 2 Ρ2 (Τι] + αι. 4 Ρι [Τι] 2 Ρ:Ζ [Τι] ...
α:Ζ.δ Ρ2 [Τι] 2 ... αΖ.2 Ρ2 [Τι ]qt[Tt ] 4: - α... 4Ρ:Ζ [Tt]CIl [Τι 1 2 -
μ"cι::z[Tι ] +2α2,4ΡΙ[ΤΙ] CIt[Tt ] ΙU[Tι] ... α:Ζ.δΡ2[ΤΙ] ΙU[T ι]4:},
7.3.3 Διακριτοποίηση του Συνεχούς Προβλήματος
Σαν εναλλακτική, εφαρμόζουμε τη μέθοδο των πολλαπλών κλιμάκων στο διακριτοποιημένο σύστημα
των ΕΟΜ και BC. Για να προσδιορίσουμε τη διακριτοποιημένη μορφή, εκφράζουμε τα V[X,tj και
w[x,t} σε όρους των γραμμικών συναρτήσεων σχήματος Ψm[Χ] και ΨIι[Χ], αντίστοιχα, ως:
cliscretRule = {ν -:>Function( {χ, t}, q.[t} φ.. [χ] 1 ι
'11 -> Function [{χ f t} ι <rr, [t] Φr. [Χ] } } ;






























όπου τα q;[t] είναι οι γενικευμένες συντεταγμένες. Θεωρούμε μόνο τα qm[t] και qn[t} επειδή με την
παρουσία της απόσβεσης, όλες οι άλλες μορφές που δεν είναι απευθείας ή εμμέσως διεγερμένες
φθίνουν με τον χρόνο. Αντικαθιστώντας την (JίsaetRule σε καθεμία από τις ΕΟΜ,
πολλαπλασιάζοντας τα αποτελέσματα με φm[Χ) και φπ[χ} , αντίστοιχα, και ολοκληρώνοντας το
αποτέλεσμα από χ = Ο έως 1, χρησιμοποιώντας τους intRιιle3, intRule4, intRnlel, intRule2 και




int [lDOdes ([Ι]] 11 /. discretRule, {Χ, Ο, Ι}] /. intRu1e3 / / • intRule4 1.
intRnlel / /. intRule2 / • intRu1e5 (DIOdes ( (k] ]] /1.
int(a_, b __ ] ->BoldFonιι{Inteqrate(a, b]] '/0 Ει:Μ((Ι]], {.ι 2}]
{(11φ• [Χ] φ~Ι' [Χ] dX) β~. q.[t] + (lΙφ.[χ]2 dX) q;[t] ==
-eCos[tO) 1Ιι(χ] Φ.. [χ] ιIx-€ (l\',,[χ] ΙP;[X)3 dX) βΥq.[t]3_
4 ε (1\. [Χ) φ~[x] φ;' [Χ] φ?) (Χ] dX) βΥ q.(t]3_
ε (11φ.[χ] φ~[x]2 φ~·)[x] dX) β~.q.[t]3_
ε (11"ίχ,Ι} (φ~3) [χ] rφ~[x] φ;. [Χ] ιΙχ)φ. [χ] dX) q., [t] q,.,[t]2 +
ε (l\'{X,l} (Φ;[Χ] Ι"φ;[Χ] Φ;[Χ] dX) φ.[χ] dX) q.[t] q,.,[t):t+
ε (11"ίΧ • ι} (~3) [χ]rφ~[x) φ; [Χ] dX) φ. [Χ] dX) β,; q,.,[t] q,.,[t]:t_
ε (lΙ"ίΧ • ι} (φ;[χ)r φ;'[χ] φ;{χ] dX) φ.. [χ] dX) βΥq.,[t] q,.,[t]:t_
ε (1\.. [Χ] 11Ι;.[:<] φ; [X]2 dX) β~-q.,[t] q,.,[t]2_
ε (1\. [χ] φ;[χ] φ:' [χ] ~3)(x) dX) β~.q.[t] q,.,[t]2_
3 ε (1\.. [Χ] φ;"[χ] φ; [χ] ~3) [χ] dX) βΥ q.,[t] q,., [t]2_
e ([\.. [χ) φ;"'[χ] φ; [Χ] φ~Ι)[x] dX) βΥq.(t) q,..[t]2_
w~ ι
e (foli)fx ,2} (φ; [χ] 10'" 1ιΣφ;. [Χ] φ;' [χ] dlx dX) Φ'" [Χ] dX) q", [Ι] q,..(t].2
+
βγ
2 e (Jolafx ,2} (φ; [χ] Jox J;ιp; [χ] φ; [χ] dx dX) Φ.. [;(] dx) ΙΙ,,- q.. [Ι] q., (t]:t
βγ
e (ΙοΙ"ίχ ,2} (φ;' [χ] Io:ι.fι"φ;[x] φ;; [χ] dxdx) φ",[χ] dX) β~q.. [t] q.,[t]2
βΥ
2 ε ( Γ\ [Χ) Φ.. [;(].2 dJX) q~ [Ι] _,J~ ι




ε (ll"{x,l} (φ~ [χ)rr,,;, [χ) 2 dlx dlX) φ. [χ) dlX} <Ι. [t] ιt,:,[t)2 -
ε (ll(){X.l} (,;..[Χ]r lXIρ~[X]2d1XdX) φ.[χ] dX) q.[t)2 q ';[t)_
ε (l1.(){X,l} (φ;.[χ]r[φ~[x]2ιIXιIX) φ.[χ) dX) q.[t) q",[t) q;[t],
(l1.fro[X) φ~Ι) [χ) dlX) q..,[t] + (llfr. [χ]2 dX) q; [t] ==
ε (ll(){Z,l} (,i.3) [Χ) r ,;"[Χ] φ;[χ] dX) ~[X] dX) q.[t]2q",[t]_
ε (l\'{Jr,l} (φ;[χ] .[φ;[χ] φ; [χ] dX) φ.,[χ] dX) q.[t]2q,,[t)_
ε (Ι1.φ.,[χ] φ;'[χ]2 φ;' [χ] dX) q.[t]2q,,[t} _
3ε (llφ.,[χ] ,~[x) φ;[χ} ιpl3) [χ] dX) q.[t]2CJι,[t]­
ε (llφ.,[χ) φ~[x] φ;[χ] ιpl3)[x] dX) q.[t]2CJι,[t]­
ε (Ιlφ.,[χ) φ~[x) φ~[x) IPlt) [χ] dX) <Ι. [t]2q.., [t) -
ε (ll(){x,l} (ιpl3) [χ] rφ~ [χ) φ; [χ) dX) φ., [Χ} dX) βΥ q. [t}2 q" [Ι} +
ε (ll(){X.1.} (φ;[χ]rφ;' [Χ) φ; [χ) dX) φ., [χ} dX) Ρ. q.[t]2 q.,[t) -
ε Ο;ξ(){χ,2} (φ; [χ] fo"hIP;[X) ,;'[Χ] dxdx) φ.,[χ} dX) q.[t]2q",[t)
+βΥ
2ε (ff)1.(Jrx •2} (φ;[χ) J:hIP;[X] φ;' [Χ} dxdx) ~[x] dX) Pyq.[t]2q.,[t]
βΥ
e (f01(){x,2} (φ;[χ] Ιο"ΙιΧφ;[χ] φ; [Χ] dxdx) φ,,[χ] dX) Ρ; q.[t]2q,,[t]
βΥ
e (l\' [Χ] φ; [χ] 3 dX) q", [Ι] 3 - 4 ε (llιp., [χ] φ~ [χ] ,; [Χ] φ~3) [Χ] dX) q., [t] 3 _
ε (llφ" [Χ] φ;.,[χ]2 φ~4' [χ] dX) q., [t] 3 _
ε (ll(){X,1.} (φ~[x)r[φ;,.[χ]2 ιΙχιΙχ) φ,,[χ] dX) q.,[t) q~[t]:Z_
2 ε (l\ [Χ] φ,., [χ]2 dX) ιt,:, [t) -
ε (ll()rJr,l} (φ;..[χ) .[IΙΡ~[X)2ιIXιIX)φ.,[χ) dX) q.,[t) q;.[t}2_
ε (Lt"rX,l} (φ~[Xlr[Φ~[X)2ιIXιIX) φ.,[Χ] dX) q.[t] q.,[t] q;[t]-
ε (ll"rX,l} (φ;,[χ]r IXφ~[XI2ιIXιIX) φ,,[Χ] dX) q.,[tJ2.q;[tJ}
































{int[ΙPi_[X]Z, (Χ, Ο, l}) ->1, int[t:i._[X] ιpi~)[x], {Χ, ο, 1}] ->λ1.
int{ll[x] φ~_[x]2, {Χ, Ο, l}] ->lli, int[F'[x] φ~_[x], {Χ, Ο, 1}] ->(ι)l,if} Ι.
int[a_, b __ J -> BoldF'onι[Inteqrate[a,b]]
U:Ιφ;._ [x]2 dx ... 1, l\i- [χ] ιpi~) [χ] dx ... λ1,1\ [χ] Φi_[x]2 dx ... J!i,
llF'[X] 'Pi_[x] dx ... fωι,i}
Για να απλοποιήσουμε την έκφραση για την eq733a, πρώτα βρίσκουμε πιθανούς μη-γραμμικούς
όρους, ως ακολούθως:
basicTenιs=Table[D[q.[tJ,{t, i}], {i, Ο,2}]
:cr..ίtJ, "-lt], ct:.lt]}
linearTenιs= Join[basicTenιs, basicTenιs Ι. 111 -> η]
CΌbicTenιs= ε Nest [Outer [Ti.DIes, linearTeπιs, ,:;1] &, linear'l"eπιs, 2] Ι Ι F'latten / /
Union;
Οι συντελεστέςπου αντιστοιχούνστην cuhicTeI'm<; στην eq733a λαμβάνονταιως :
coefList=Coefficient[eq733a[[,:;1, 2]], cubicTenιs] ,,/@ {1,2};
Αντικαθιστούμεαυτούς τους συντελεστέςμε τα αί,} ως εξής:
symbolList=lfaplndexed[If[n:!=!=O, ((~.ee@@n, ο] ", coefLi.st. {2}];




eq733a[[k, 1]] == (eq733a[[k, 2]] /. Thread[cubicTeπιs->Ο]) +
symbo1List [ [ι] J . cubicTerll1S Ι . notationRule, {k, 2}]
{;3Υλ':'cr..ίtι+q;[t]==-feCQ:![tQ] (ι}t,a+
,.. , a ,,'! .. ~ • ... ,.. .. ι: .. .. 2
eal,lcr..t't;j +eat,3cr..ltJq,,[tj -2eμ.q.ιt] ... eat,acr..ttj q.ltj ..
~ ~
=αΙ,17 cr.. [t] q~[t]" + e αι,~ι cr..lt]'" q;[t] ... e αι,37 cr.. [t] q,,[t] q; [t],
λ~ -] "[] ']~ ., • ,3 r 1 ,. ,:<
·... q,.Lt .. q" t ==ea~.~cr..Lt q"Ltj+ea~,4q"ltj ... ea~.9q"ltjq.ltl -
2 e μ" q~ ί t] ... Ε α~.ιιι q,. [t] 'I~ [t] ~ .. Ε α~, ucr.. [t} q" [t} ct:. ί t] ... e 0:2.38 q,. [t] ~ q; ίτ;] l
J
Χρησιμοποιώντας τη μέθοδο των πολλαπλών κλιμάκων, αναζητούμε μια πρώτης-τάξης ομοιόμορφη
ανάπτυξη στη μορφή
301Rule =q,,_ -> (Σ.Ι e j CIn,] [i+1. ':'::;'1');
)=0
Μετασχηματίζονταςτις ολικές χρονικές παραγώγους στην ΕΟΜ Ι σε μερικές παραγώγους με όρους
των ΤΟ και Τι, αντικαθιστώντας τους solI{u!e και bet:lyRule στην ΕΟΜ Ι, αναπτύσσοντας το





(ΕαΟ./. {q._[t] ->CIs [Το, Τι], Deri.vati.ve[.n_] [q.) [Ι] ->dt[n] [CIs [Το, Τι]],
t -> Το} Ι. solRule / . beta1Rnle 11 Expandλl.l) Ι. ε"_1 ;n>! -> ο;
Εξισώνονταςτους συντελεστέςτων ίδιων δυνάμεωντου ε στην eq733b, λαμβάνουμε:
eqEps =Thread [Coeffici.entList [Subtract @Ο !1, ε] == Ο] ,!@ eq733b 11
Transpose
{{~CJ.,O[TO, Τι] +So~cra,o[To. Τι] +~~oO)[To. Τι] ==0.
4 ''',01 1λ,; q,..o [Το. Τι] .. qa,o . [Το. Τι] == Ο f'
r 4 a 4ifC09[TOQ] ωι,.+διλ;.cra,ο[Το.Τι] -at,tq&,o[To• Τι] + λ;.CJ.,ι [Τσ. Τι] +
δο ~ q.,l [Το. Τι] - αι, 3 q.,O [Το. Τι] q..,o [Το, Τι]" + 2 μ. ~~oO) [Το. Τι] -
. ξΙ,ο) 'Τ Τ J" [Τ Τ] ιι,ο),τ Τ J"at,aq.,oLTo, Τι] Q"O.o ι ο. ι -al,17q.,O ο. ι q,;,.o· L ο. ι ..
"Ι (ι,Ι) [Τ Τ·] 'Τ Τ]" α,ο) [Τ Τ]
.e:.Q"O,o ο, ι -at,,,tq.,ol ο. ι Q"O,o ·0. ι +
~~ίO)[To. Τι] -at,37q.,o[To• Τι] q..,o[To. Τι] ~~όO)[To, Τι] ==0,
-a2,2q.,o[To , Tt ]2q,.,o[To. Τι] -a..,.q,.,o[To• τι ]3 +~q..,l[To. TlJ-
,ι, (Ι) :: 2 :Ι,Ο) [Τ Τ Jα",9 q,.,o [Το. Τι] Q,,;.,o [Το, Τι] .. μ,. q,;"o ο. ι -
α", Ι8 q,.,o [Το. Τι] ~:όΟ) [Το. Τι]:: .. 2 ~όΙ) [Το. Τι] - α::, 22 q.,o [Το. ΤΙ] q,..o [Το. Τι]
~~ΌO) [Το. ΤΙ] -a2,asq,..olTo• Τι]" ~:ίIO) [Το. Τι] "~:ίOJ [Το. ΤΙ] == ο}}
Κι έτσι, έπεται από την cιιΕΡs([lll ότι
so10 = {q.,O -> Functi.on[ {ΤΟ. Τι} , λι [Τι] ΕχΡ[Ι ωι,. Το] + Αι [Τι] ΕχΡ[-Ι ωι, .1'0]] •
<Ir.,o -> Functi.on[ {Το. Τι}, Α2 [Τι} ΕχΡ[Ι 1A)2,n 1"01 + ΑΖ: [Τι] ΕχΡ[ -Ι 1A)2,n Το]]};
Αντικαθιστώντας τη solO στην c<IΕρs[[2]] προκύπτει:
order1Eq =
(t! [[1]] , /@ eqEps [ [1]] /. (!Jr_, Ο -> <h,l) ==
(ι1 [[1]) , Ι@ eqEps [[1]] Ι. Cb:_,o -> <h,l) - (ff [[1]] 'f@ eqEps [ [2]]) /.
3010! Ι TrigΊoExp/ Ι RxpandAl1 / Ι Thread;
Θεωρούμετην περίπτωση του κύριου συντονισμούτης καμπτικήςμορφής στην διεύθυνση Υ, Ω"., ωΙ.m.
Για να περιγράψουμε την εγγύτητα του κύριου συντονισμού, εισάγουμε την αποσυντονιστική
παράμετροσ και ορίζουμε:
OIDgLi.st = {ωι,., ~,:Δ;
ResonanceConds = {~.r. == ωι, ... Q == ωι,. + ε σ};
O!DQRule =Solve [ResonanceConds, Drop [OIDgLi.st, {;;}] - Join- {Ω}J [[11} , /@
{1, 2}
expRu1e(i_1 : = Exp[,'irg_] ::> Exp[Expand [aΓg f. O!DQRu1e[ [i]]] !. ε ΊΌ -:> Τι]
Αντικαθιστούμε τις H.esonanceConds στα δεξιά μέλη των orderlEq και λαμβάνουμε τη συνθήκη
επιλυσιμότηταςως εξής :
SCond =



























" 4 ;Ζ - 2 - - 1 ΙΤ α,Αι δι 1.;. - 3 Αι Αι αι.ι - Α2 Αι αι. a - 2 Αι Α2 ΑΖ αι. a ... :; Ε ι f ωι.....
, L
2 Ι ': DtAt ) ωι ..... 2 Ι Αι μ., ωι•• - Ai Αι αΙ,8 ωΙ• ... 3 Ai Αι αι. 2Ι ωi.....
;,- ~ - 2 ~- ~ - 1ΑΖ Αι αι.ι; ω:Ζ•.. - 2 Αι Α2 Α2 αι.ι; ω:Ζ,σ ... Α7 Αι αι,η ω:Ζ ... ... 2 Αι Α:Ζ Α:Ζ αι.η ω:Ζ... == Ο,
- ~- 4- . - 2 2- -'
-2 Αι Α2 Αι αΙ.Ζ - Αι Α2 αΙ,Ζ - 3 Αι Α:Ζ α2.4 - 2 Αι Α2 Αι α2,9 ωι..... Αι Α2 α:Ζ,9 (,)ι, ....
2 Αι Α;Ζ Αι α., ~~ ω"ι~ ... A"ι~ Αι α~ ~-ωι2 ... 2 Ι IOιA~', ω~ _ ...
•• ~~ ,.' ~''''',. <",Ι ", ....
2 Ι Α:Ζ Ρ.. ω:Ζ, .. - ~ Α:Ζ α2, Ι8 ωΙ.... 3 Α; Α:Ζ α2, a8ω~... ==ο}
όπου
:; -> (Π /. α"_,λ :> coefList[ μ, j]] /, betayRnle /. e -> 0/ / Expand / /
Collect [Π r δο ] &) , Ι@ (S"j1ΩbolList / / Flatten / Ι Uni.on / Ι Rest){Ct1,1 -+ -1\. [χ] φ; [χ] 3 dx - 41ΙΦ. [χ] φ;"[χ] φ; [χ] φ~3) [χ] dx-
1\. [χ] φ~ [χ].2 φ~4) [χ] dx ...
(-11φ.. [χ] Φ; [χ] 3 d χ - 41\. [χ] φ~ [χ] φ;, [χ] φ~3) [χ] dx-
1\. [χ] φ~ [χ].2 φ~4) [χ] dX) δο,
((1,3 -+ -1\. [χ] φ;, [κ] φ; [χ].2 d χ - 1\.[χ] φ~ [χ] φ;. [χ] φ~3) [χ] dx-
3 11Φ.. [χ] φ;.. [χ] φ; [χ] φ~3) [χ] dx _ 1ΙΦ. [χ] Φ;.. [χ] ~ [χ] φ~4) [χ] dx ...
(lΙθ{Σ,ι} (φ~3) [χ] 1Σφ~, [χ] Φ; [χ] dX) φ.. [χ] dx -
1Ιθ{Σ,ι} (φ; [χ] rφ;' [χ] φ; [χ] dX) Φ. [χ} dx -1\.. [χ] φ;, [Χ] φ; [χ]2 dx-
1Ιφ.. [χ] φ;.[χ] φ;' [χ] φ~3) [χ] dx - 31\.. [χ] φ;.. [χ] φ; [χ] ,γ) [χ] dx-
1Ιφ. [Χ] φ;.. [χ] φ~ [χ] φ~4) [π] dX) δο -
(10Ιθ{χ,2} (Φ; [χ] 10Σ1ι"'φ; [χ] φ; [Χ] dx dX) Φ. [χ] dx) δ~
βγ
((1,8 -+ -lΙθ{χ,ι} (φ;.. [χ] r1"φ;"[χ]2 dXdX) Φ. [χ] dx,
C(l,l1 -+ - [1ι){",ι} (φ;.. [χ] Γ'Ιφ;, [Χ] 2 ιJx dX) Φ.. [Χ] dx,~O Jι ο j
((Ι,21-+ - ~ίΙθ{Σ'Ι} (Φ;" [χ] rrφ;" [χ]2 ιIXιJX) φ.. [χ] dlx,
«Ι,37 -+ -lΙι){χ,1} (φ;.. [χ] I:'Ί:'ΙΊ~;,[x]2 dXdX) Φ.. [Χ] ιJx '
((2,2 -+ -1\>" [χ] φ;' [Χ] 2 φ; [χ] d χ - 3 1Ι Φr: [χ] φ;' [χ] φ;. [χ] φ~3) [:ί] ιJX­
[\" [χ] φ;" [χ] φ; [χ] φ~3) [χ] dx _ [\,.. [χ] φ;" [χ] Φ;, [:ί] φ~4) [χ] dx +
~o ~o
(-lΙ ι){Ζ, Ι} (φ~3) [χ] 1'" φ;" [χ] φ; [χ] dX) Φr: [χ] d){ ...
[Ιο{>:,ι} (φ;[χ] ["φ;[χ] φ; [χ] ιJX) φ,..[χ] dX) δ ο -




(f;"{x.2} (φ;[χ] f:J;IP;[X] φ;[χ] dxdx) ~[x] dx) δ~
βΥ
CΙ2.4 ~ -11", [χ] φ; [χ] 3 dx _ 411~ [χ] φ~ [χ] φ;. [χ] φ~3) [χ] dx-
11~[X] ~[x]2 φ~4) [χ] dx,
CΙ2,!) ~ -11"{x,l} (Φ~ [χ] [ rφ;'[χ]2 dx dX) φ" [χ] dx,
CΙ2,I8 ~ -l\'{X,I} (~[x) [ r φ~ [χ] 2 dx dX} φ" [χ] dx,
C(2,22~-ll"{X,l}(φ~[x] .[l'''ψ;.[χ]2dχdχ) ~[x] dx,
C(2,38 ~ -ll"{χ,Ι} (φ~ [Χ)rr~ [Χ] 2 dx dX) φ", [χ] dX}
το οποίο είναι σε συμφωνία με ότι λήφθηκε από την απ' ευθείας προσέγγιση.
7.3.4 ΗΜέθοδος της χρονικά μεσοσταθμισμένης Λαγκραντζιανής
Σαν δεύτερη εναλλακτική, εξάγουμε τις εξισώσεις διαμόρφωσης με το να χρησιμοποιήσουμε τη
μέθοδο της χρονικά μεσοσταθμισμένης Λαγκραντζιανής. Η αδιάσταστη Λαγψαντζιανή της δοκού
μπορεί να εκφραστεί ως (Crespo da Sίlva and Glynn, 1978; Arafat, Nayfeh, and Chin, 1998)
Lagrl =
H01d[
11(~ (ε ("tr~ ({~ν[x, tJ)2+ ("xw[x, t])2) dx)2 + (""v[x, t])2+
("tw[x, t])2)_
e (l- βΥ) ("x,xV[X, t]"... ",w[x, Ι] [σχ,,,,ν[χ, Ι] "xw[x, Ι] dX)-
1 2 ~ ~
- (. ("χ ",w[x, Ι]) + Ε (o"w[x, t])~ ("χ ",'ι' [Χ, t])·) -2 ' ,
1 2 2 2
- β,.. ({Οχ ",v[x, Ι]) +Ε (σχν[χ, Ι]) (ί),. "v[x, t]) +2 ~ , ,
e20x V[X, Ι] O""x'J'[X, t] ί)..w[χ, t] "x,xw[x, t]) -
{l- βΥ)2 (([ )2ε 2 βΥ 1 ί)χ,,,, v[x, t] σ.. ,.εW[Χ, Ι] dx +
2 "",.εν[χ, Ι] ".ε,,.W[Χ, t] l"I""'x, .. v[x, Ι] "x,,,w[x, t] dXdX)-
ε F[x] Cos[Q t] ν[χ, t]) dlX] /. Integrate -> int Ι.
HoldPattern [σ" int [<1_, b_JJ ::> int [",,<'1, b] 1/ ReleaseHold:
όπου τα Hold και ίη! χρησιμοποιούνται για να μην υπολογιστεί το Integrate. Μετασχηματίζονταςτις
ολικές χρονικές παραγώγους σε μερικές παραγώγους με όρους των ΤΟ και ΤΙ, τροποποιούμετην Lagrl
ως
Laqr2 = Lagrl/. {v[x_, Ι] -> ν[χ, '1''11, Ί'Ί], ''1[χ_, Ι] ->w[x, ΊΌ, T1 ],
Derivative[!J1_ r .il_] [ι..~] [χ_ι Ι] -:> dt[n] [D[w[x r Το, T1] ι {Χ, Ja}]], t -> Το};




























{V -> Function{ {Χ, ΤΟ, Τι}, Αι [Τι] φ. [Χ] ΕχΡ[Ι fι,}ι, .. 1"0] +
Α.ι [1"1 ] φ.[κ] ΕχΡ[-Ι ιη,. 1'0]],
'11 -> Function[ {Χ, ΤΟ, ΤΩ, Αι [Τι] φ,., [Χ] ΕχΡ[Ι ~,I' Το] +
Α2 [τι ] φ,.,[κ] ΕχΡ(-Ι ~,I' Το]]};
και ορίζουμε
intRnle6 =
{int(c1_. int[a1__ ] Α11_., b1_] :>
c1 int[int[al] Α 11 /. intRn1el / /. intRule2 /. ε -> Ο, b1J /;
F'reeQ[cl, F'irst[bl]], int[cl_ int(a1__ ] Α 11_., b1_] :>
int(cl int(al] Α ΙΙ /. intRulel/l. intRnle2 /. ε -> Ο, b1]};
Αντικαθιστώνταςτις solRule και betayRule στην Ι-ιιgr2, χρησιμοποιώντας τους ίl1tRιιlel, intRule2
και ίl1tRιιle() για να απλοποιήσουμε τις αναπτύξεις των συναρτήσεων προς ολοκλήρωση, και
συλλέγοντας τους συντελεστές του ε, λαμβάνουμε
{orderlLaqr =
Laqr2 /. sol.Ru1e Ι. betayRule Ι. intRulell/. intRule2 / /. intRule6/.
intRn1el / /. intRn1e2 / /. intRn1e6/. intRn1elll. intRn1e2 Ι/
'rriqToExp 1/ Expand / / Coefficient [11, ε] &;} / / 'riJιιi.nq
{14. gSl Second, Null}
Resonanceconds = {~,I' == fι,}ι,., Q == ιη, .. + ε σ} /. Eqnal-> Ru1e
{~2'Δ ~ ωι,., Ω -+ e- σ + ωι,.}
notationRulel= {int[φoi_[X]2, {Χ, Ο, ι}] ->Ι, int[F'[X] φoi_[X], {Χ, ο, Ι}] ->fωι,i,
int[φo;_[X]2, {Χ, Ο, 1}] ->~}:
Χρησιμοποιώντας τις ReSOllallceC'onds και τον l\ot~ltionRulel, λαμβάνουμε τους βραδέως
μεταβαλλόμενους όρους από την orderlI.agI· ως εξής:
ΊΆΙ = orderlLaqr /. Exp[d_] :> Exp[Expand(a /. Resonanceconds] Ι. ε 'rO ->Τι ] Ι.
ΕχΡ[_Το +_.] ->0/. notationRulel;
Οι εξισώσειςEuler-Lagrange που αντιστοιχούν στην ΤΛL μπορούν να γραφούν ως :
eqMod1=D[D[TAL, Ai.[Tt ]], Ύι] -Ο[ΤΑΙ, Αι [Τι]] ==0/1.
int[d_, b __ ] -> HoldF'onιι(Inteqrate[a,b]]
~ ΕΙ τι ο f ωι,. + δι λ~ Αι [Ύι ] + 6 (Ll 11ι;,. [Χ] 2 φ; [χ] 2 dX) Αι [Τι] 2: Αι [Τι] +
6 (L\);,. [Χ] 2 :ρ;' [Χ] Ζ dX) δο Αι [Τι] 2 Αι [Τι] -
2 ΙCΙ (l'Ίρ;..[χ]2 d!X)2 d!X) ωΙ .. Αι ['rt J2 Αι[Τι} +
2 (1\):.. [;{] φ; [:{] φ;;' [χ} φ; [χ} d!X) Α2 [Τι]: Αι ['Ι'ι J -
2 {lΙ (l·Ίp~ [χ] φ~ [Χ] d!X) φ~ [χ] φ; [π] d!X) δο Ά: [Τι] 2 Αι [Ύι] +




(Jol(J~.Xιp;[X] φ; [χ) dx)ldx) δ~ ΑΖ [Τι}.2 Αι[Τι}
+
βγ




([ φ~[x}2: dX) L"ip~ [x]l (ιχ dX) ωι.• ~,1\ ΑΖ [τι]2 Αι[Τι ] +
4 (Ll,~ [χ) φ~ [χ] φ; [χ] ιΡ; [χ] dX) Αι [Τι] Α.2 [Τι] Α2 [Τι] -
4 (Ll([Ip~[X] ,;[Χ] dX) ,;[Χ] φ; [χ} dX) δοΑι[Τι] Α,Ζ[Τι] Α2[ΤΙ ] +
4 (L1ιp;.[X] ~[x] φ; [χ] ,;[Χ] dX) δοΑι[Τι] Α,Ζ[Τι ] Α2[ΤΙ] +
2 (.ΙΌΙ Η:φ; [χ] φ; [χ] dX).2 dx) δ~ Αι [Τι] Α2 [Τι] Α2 [Τι]
+
βΥ
4 (foΙ υ;:r,; [χ] φ; [χ] (ιχ dX) ,; [χ] φ; [χ] dx) δ; Αι [Τι] ΑΖ [ΤΩ Α2 [Τι}
+
βΥ
2 Ι ωΙ,.Αί[Τι] == Ο
και
eqH'od2 =D[D[TAL, Ά;[τιη, Τι] - D[TAL, ΑΖ (ΤιΙ J == σ 11.
int[a_, b__ ] -> HoldFonι(Inteqrate[a,b]]
4 (Llιp;. [χ) φ~. [χ] φ; [χ] ,;, [xJ dX} Αι [Τι] Α,Ζ (Τι] Αι (Τι] -
4 (L
l
([φ;,[χ] φ; [χ] dX) φ;[χ} φ; [ΧΙ dX) δο Αι [ΤιΙ Α,Ζ[Τι ] Αι[τι] +
4 (Lι,;.[χ] φ~[x] φ; [χ) φ;[χ} dX) δο Αι[Τι} ΑΖ[ΤΙ ] Αι[τι } +
2 ([οΙΙf;φ;[χ) Φ;[Χ} dx)2: dx) δ; Αι [Τι} Α2[ΤΙΙ Αι [Τι]
+
βΥ
4 (JOl(J:rιp;[X] φ; [χ] dxdx) φ;[χ] φ; [χ] dx) δξ Αι[ΤιΙ Α2[ΤΙ Ι Αι [τι ι
+
βγ
2 (Lι,;.[χ] φ~[x] φ; [χ] φ;'[χ] dX) Αι [τιι 2 Α2 [τι ] -
2 (L
l
([ φ~ [χ] φ;' [χ) dX) Φ;. [χ] φ; [χ] dX) δο Αι [Τι] 2: Α2 [Τι] +
2 (Ll,;.[X) φ~[xl φ;' [Χ} φ;'[Χ} dX) δοΑι[τι]2:Α2[τι} +
(foΙΙf;φ;.[χ) φ; [χ] (Ιχ)2ι:ιχ) δt Αι[τι]2:Α2 [Τι}
+
βγ




(l\;'[X]2 dX) I"'φ~[x]2:ιIXΙ:ΙX) [,ο)ι, .. ω2,,,Αι[τι}2ΑΖ[ΤΙ ] +
6 (l\.~ [χ) .2 φ; [χ].2 d1X). ΑΖ [Τι] Ζ Α.2 ["ι} -
, ο '




























Προσθέτοντας γραμμική ιξώδη απόσβεση στην c<IMo<ll και την εηΜο<Ι2 και εφαρμόζοντας
ολοκλήρωση κατά παράγοντες, λαμβάνουμε τις ίδιες εξισώσεις διαμόρφωσης όπως λήφθηκαν από




ΚΕΦΑΛΑΙΟ 8 - ΣΥΝΕΧΗ ΣΥΣΤΗΜΑΤΑ ΜΕ ΤΕΤΡΑΓΩΝΙΚΕΣ
ΚΑΙ ΚΥΒΙΚΕΣ ΜΗ·ΓΡΑΜΜΙΚΟΤΗΤΕΣ
Σε αυτό το Κεφάλαιο. χρησιμοποιούμε τη μέθοδο των πολλαπλών κλιμάκων για να προσδιορίσουμε
τις δεύτερης-τάξης ομοιόμορφες ασυμπτωτικές λύσεις των συνεχών ή κατανεμημένης-παραμέτρου
συστημάτων με τετραγωνικές και κυβικές μη-γραμμικότητες. Θεωρούμε κάποιους από τους
εσωτερικούς συντονισμούς που προκύπτουν από τις κυβικές μη-γραμμικότητες. ονομαστικά. τους
συντονισμούς ένα-προς-ένα (Ι: Ι) και τρία-προς-ένα (3: Ι). Οι εσωτερικοί συντονισμοί δύο-προς-ένα
γίνονται αντικείμενο ενασχόλησης στο Κεφάλαιο 9. Επιλύουμε απευθείας αυτά τα συνεχή συστήματα
επειδή η μεταχείριση των ανηγμένης-τάξης μοντέλων που λήφθηκε από τη διαδικασία Galerkin μπορεί
να οδηγήσει σε λανθασμένα αποτελέσματα. Θεωρούμε τις λυγισμένες δοκούς στην Ενότητα 8.1. τα
κυκλικά κυλινδρικά κελύφη στην Ενότητα 8.2. και τις σχεδόν-τετράγωνες πλάκες στην Ενότητα 8.3 .
Προεισαγωγικά
Για να προσδιορίσουμε τις δεύτερης-τάξης ομοιόμορφες ασυμπτωτικές αναπτύξεις των λύσεων των
λυγισμένων δοκών. των κυκλικών κυλινδρικών κελυφών και των σχεδόν-τετράγωνων πλακών μέσω
χρήσης της μεθόδου των πολλαπλών κλιμάκων. εισάγουμε τις τρεις χρονικές κλίμακες ΤΟ = t. ΤΙ = εt.
και Τ2 = ε!t, όπου Ε είναι μια μικρή αδιάστατη ~αράμετρoς και η τάξη του εύρους των ταλαντώσεων.
Επιπλέον. συμβολίζουμε αυτές τις κλίμακες σύμφωνα με:
Syabo1.ize[Tol; Syabo1.ize[Ttl; Symbolize[TzJ;
til8eScales = (το, τι ι Τ2};
Ως προς τις χρονικές κλίμακες Το. Τ ι και Τ2. οι χρονικές παράγωγοι μπορούννα εκφραστούν ως :
dt [ΟΙ [expr_] : = e:xpr; dt [1 J [e:xpr_] : =Sum [ε ;' D[e:xpr ι timeSCales [ [1 + 1] ] ], {i, Ο ,2}j ;
dt[2] [expr_J := (dt[1] [dt[1} [e:xpr]] //b:pa.nd) Ι. E~_I;·>3_>O;
Στην πορεία της ανάλυσης. χρειαζόμαστετα συζυγή μιγαδικά του Α και των άλλων μεταβλητών. Τα
ορίζουμεμέσω χρήσης του ακόλουθουκανόνα:
conjuqateRnle = {Α -> Αι Α -> Α, Coιιιplex[JIl_, 11_] -> Coιιιp.lex[Da, -π]};
Για να επιταχύνουμετους χειρισμούςτων ολοκληρωμάτωνπου εμπλέκονταιστις διέπουσες εξισώσεις
εισάγουμετους κανόνες:
intRulel = {int[l"UD_, arg2__ ] :> int[Expand[l"ιm),arg2}};
intRule2 = {int [α_ + b_ ι ii.rg.2__ ) : > int [a, ar-g2] + int [b, iil-g2],
int[E"- fl111_, cπg2__ ] :>1:" i.nt[l"llll., "ΤιΙ2),
int[<1_fιmc.' a1_, 111 ] :>aint[fllll, al, b1] !;FreeQ[a, First[a1}l,
int [int [.'11_, ,12_] {ηπ_., a.3__ ) : > int [α1, α2] int [Γη!!, α3) Ι; Fτeeo[Rest[α2] ι rirst [α2] ] };
































{Deri'lativefa_, b__ I [W_._] f_, ΤΟ, __ Ι :>
SequenceFona[Η[aτgl = Ti1ιes Μ MaPIndeXed[D:;[[l!J_l " {b}]; arg1 =!= 1, aτg1, ""],
;,,/eqιII,r-roaaΗTable ['" ", { ..}] J'
Derivativefa__ ] [~__ ] [_Ι :>seqnenceForιa[TiJιιιes Μ !gPlndexed[D~[[lJJ &, {a}], λ,],
Derivative[a__ ] [Ai _] [_Ι :> 5equenceFona[TimeS Μ Maplndexed[D:;[[lJJ &, {a}], Ά.],
'''_>._ [_, ΤΟ, __ Ι -> Wi, A i _ [_J -> λ;., Χ>._[_Ι -> Ai'
~[a_. + b_. Coιιιplex[Q, m_] Το + c_. coιιιplex[O, η_Ι '\'01 -> Exp[a + (JIι * b + n* c) Ι ToJ};
8.1 ΛυΥισμένεςΔοκοί
Σε αυτή την ενότητα, θεωρούμε τη μη-γραμμική εγκάρσια απόκριση μιας λυγισμένης δοκού, η οποία
διαθέτει είτε έναν Ι: Ι είτε έναν 3: Ι εσωτερικό συντονισμό με έναν κύριο παραμετρικό συντονισμό
υψηλότερης ιδιομορφής.
Η εξίσωση που διέπει τις μη-γραμμικές εγκάρσιες ταλαντώσεις μιας παραμετρικά διεγερμένης
ομογενούς δοκού είναι η (Nayfeh καιMook, Ι979) :
eq81a = ιaw~ ~ + CWt + Ε"Ι" '11"."" + (Ρ - fpCos[Q t] _ ΚsA ΓΙ (W'.) 2 ι!χ) '11"" == Ο Ι. W'''' :> ι),.w[χ, t];
, , , , 2 t Jo ' .-
όπου Ρ είναι η στατική αξονική φόρτιση, !ΡCοs{Ωtj είναι μία αξονική αρμονική διέγερση, W{X. tj είναι
η εγκάρσια μετατόπιση της δοκού, χ είναι η απόσταση κατά μήκος της απαραμόρφωτηςδοκού, και t
είναι ο χρόνος. Άλλες διαστατικές παράμετροι είναι ο συντελεστής απόσβεσης c και το μήκος δοκού C,
η μάζα ανά μονάδα μήκους m, η επιφάνεια της διατομής Α, το μέτρο ελαστικότητας ξ, και η ροπή
αδρανείας της διατομής Is• Σημειώνουμε ότι η υπόστιξη s χρησιμοποιείται στα Ι και Ε έτσι ώστε το
Mathemntica να μην τα συγχέει με την ν-ι και με την εκθετική συνάρτηση. Η εξίσωση e<181a
συμπληρώνεται με τις τέσσερεις γραμμικές ομογενείς συνοριακές συνθήκες:
bc81a= {Βι[Υ[σ, t]] ==0, .82['11[0, t]] ==0, B)[w[/, t]] ==0, Bt[w[/, t]] == Ο};
όπου οι .3i είναι γραμμικοίομογενείςτελεστές.
Καλό είναι να διαμορφώσουμε τις διέπουσες εξισώσεις και τις συνοριακές συνθήκες σε αδιάστατη
μορφή. Έτσι, εισάγουμετις ακόλουθεςαδιάστατεςμεταβλητές:
τ. ~ ~(;. '
nondilDRule= {w-> (t,ί([ff1/I, rt2/'l"J ,), x->tx, t->'l"t, Ω ->O/'l", Ρ_>ΡΕ"ι,,/ι2 ,
f p ->fBs I s /t2 , c->c-νEsΙ"nt /r, Α_>2αι",/ι2};
όπου η περισπωμένη (άνω στίξη) υποδηλώνει μια αδιάστατη μεταβλητή. Αντικαθιστώντας τη





(~ eq81a [ [1)} Ι. Inteqrate -> int Ι. nondi.JDRnle /. g -> S Ι.~~ -
int[a_, {ΧΙ, __}} ->1 int[a , {Χ, ΟΙ 1}} I/Expa.nd IlpowerExpand) ==0;
eq81b Ι. int -> Inteqrate
cw,O,t) [Χι t] ... W\O,2) [Χι t] ... PW,2,O) [Χι t] -
f Cos [t Ω] w",σ) [Χι t] _ α Ι Γ1 W(l,O) [Χι t]:;: c!X;j w,..,O) [Χι t] ... w,4,σ) [Χι t] == Ο
ιJο j
8.1.1 ΜεταλυΎισμική παραμόρφωση
Το πρώτο βήμα στο να αναλύσουμε τις μη-γραμμικές ταλαντώσεις μιας λυγισμένης (καμπτόμενης)
δοκού είναι ο προσδιορισμός των κρίσιμων φορτίων καμπτικού λυγσμού Pk και των αντίστοιχών τους
συναρτήσεων σχήματος (ιδιομορφών) \Pk[X]. Συμβολίζουμε τις Pk ως :
Syabo1ize(Pk} ;
Παραμερίζοντας την χρονική παράγωγο και αμελώντας τους εξαναγκασμούς και μη-γραμμικούς όρους
στην eq8lb, ορίζουμετο γραμμικό καμπτικόπρόβλημαως:
ΟΟάΕιΙ= eq81b Ι. int -> (Ο &) Ι. {Ρ -> Pk , f -> Ο, Υ -> (φ}: ['11 &)}
Ρι φ; [χ] + Φi4 ) [Χ] == Ο
'4\Επιλύονταςτην IHlckEq για <Pi '[Χ] , προκύπτει:
buckRu1e = SOlve[buctEq, φ~4) [χ}] [[1}}
r (4) .}t"'t [χ] ... -Pt;'}. [χ]
Κατόπιν, αυξάνουμετο αξονικό φορτίο Ρ πέραν του Pk και θεωρούμε ότι η μεταλυγισμική μετατόπιση
είναι bΨk , όπου b ένα αδιάστατο μέτρο του μεγέθους της κάμψης. Αντικαθιστώντας αυτή την
μετατόπιση στην ε<ι81 b, αποβάλλοντας τον εντατικό όρο και την χρονική παράγωγο, και
χρησιμοποιώντας τις intRule2 και buckRule, λαμβάνουμε:
bEq= l'actor(eq81b[ [1]] Ι. {! -> Ο, W -> (bφk[ΙΙ] &)} Ι. intRu1e21. buctRu1e} == Ο
Έπεται από την bEq ότι είτε b = Ο (απουσία λυγισμού) ή το b δίνεται από:
(bRu1e = b2 -> (b2 /. SOlve[bEq, b) ([2]})) Ι. int -> Inteqrate
b' ... -~p_-_P\_-
~ ΓΙ "" [χ] .. dx;ο "'ι
Και επιλύονταςτην bEq ως προς Ρ, προκύπτει:
(PRule =SOlve[bEq, Ρ) [[1J]) Ι. int -> Inteqrate
r ~ ΓΙ ~ 1~Ρ-!>Pt ... b~α Ι ~k[x]~dx~
ι. JI) ;

































Έχοντας λύσει το μεταλυγισμικό πρόβλημα, θεωρούμε ότι η μετατόπιση της δοκού είναι το άθροισμα
της στατικής λυγισμικής μετατόπισης bφt[Χ], η οποία αντιστοιχεί στην k-οστή καμπτική μορφή, και
της χρονικά εξαρτώμενης σχετικής μετατόπισης U[X. t), δλδ :
'..ιRul.e,. (w-> (bφk[ΙΙ] +U['l, 12] ')};
Αντικαθιστώνταςτον wRnIe στην eq811) και κάνοντας χρήση των intl{uIel, irιtl{uIe2, buckRnIe και
I)RuIe, βρίσκουμε ότι οι μη-γραμμικές εγκάρσιες ταλαντώσεις της δοκού γύρω από την καμπτική
διαμόρφωσή της δίδονται από
Ε(Ι.(,. eq8lb Ι. \'lRule Ι. intRulelll. intRule2 /. buckRule /. PRule // Expa.ndA11;
Ε(Ι.( /. int -> Inteqrate
-bfCοs[tΩ]Φ:[Χ]- 2b2aCf: φ~[χ]u(1.())[Χ_ t] ιIx)Φ~[X] -
bα(f: U(1.0) [Χ, t]2 dx)Φ~[Χ]+ CU(o.l) [Χ, t] + u(0.2) [X,t] +pIιU(2,O) [X,t] -
[COS[tfl]U(2,O) [Χ, t] - 2ba(f():J. Φ~[X]1.I.(1.0) [x~t] dx)U(2.()) [Χ_ t]-
aU; u(1.0) [x,tY d.x)U(2,O) [x,t] + u(oI.O) [x,t] == Ο
BC=bc81a/.{w->u,t->1 }
{151 [u[O,t]]==O,152[u[O,t]]-=O,153[u[ 1,t]]==O,154[u[ 1,t]]==O}
Στην ακόλουθη ανάλυση, εστιάζουμε στον 1ης μορφής λυγισμό αμφιαρθρωτ6Ν δοκιί>ν. Άρα, οι
συνοριακές συνθήκες για τη στατική μετατόπιση φk[Χ] μπορούν να γραφούν ως:
bBC,. (φt[Ο] ,.,. σ, φi[Ο] ,.,. ο, φt[l] == ο, ΙPi[l] == Ο};
και οι συνοριακές συνθήκες για τη δυναμική μετατόπιση u[x, t} μπορούν να γραφούν ως:
BCl= (u[O, t] == Ο, dx,xu[x, Ι] == σ /. χ-> Ο, u[l, Ι] ==0, ι):ι:,:ι:u[χ, Ι] == 0/. χ-> Ι}
[u(O, t] == Ο, u",G) [Ο, t] == Ο, u(l, t] == Ο, u",O) [1, t] == Ο}
Για την περίπτωση της πρώτης καμπτικής μορφής, έπεται από τις IJlIckEq και M~(: ότι το πρώτο
κρίσιμο φορτίο λυγισμού και η σχετιζόμενη συνάρτηση σχήματος είναι:
bIlct1.inqLoad = Pk _> π2 ;
modeshape = (φ. -> (Sin [π Ι J ')};
όπου η καμπτική συνάρτησησχήματοςκανονικοποιήθηκεέτσι ώστε φk[1 12] =1.
• Γραμμικές Ταλαντώσεις
Το επόμενο βήμα στην ανάλυση των μη-γραμμικών ταλαντώσεων μιας λυγισμένης δοκού είναι ο
υπολογισμός των γραμμικών φυσικών συχνοτήτων και των αντίστοιχων συναρτήσεων σχήματος. Γι'
αυτό το λόγο, γραμμικοποιούμε την ΕΟΜ ως προς u[x. t}, αμελούμε τους όρους εξαναγασμού,
απόσβεσης και μη γραμμικότητας, και λαμβάνουμε:
linearEq = 3m /. {c -> ο, r -> Ο} /. J.l-> (ε υ[Ρ1, μοη,) /. intRule2 /. ε"_/;ο>l_> Ο /. ε -> 1;
linearEq Ι. int -> Inteqrate
:~1 "
! ~k: ίΧ] U"t,BI [Χ, t] dX) Φi [Χ] .. α,ο,η [Χ, t] + Ρ., u::,D) [Χ, t] + u:4,G) [Χ, t] == Ο
Jo
Ι
Οι συνοριακές συνθήκες είναι οι ίδιες με της Β(= 1 :
linearBC = BCl






















:2Sin[π χ] Cs-COS[x λΙ] cl λι -
:2
C4 λ2 )+
-π6 Sin[π χ] cs-w2 (Cos[x λΙ] Ct+Sin[x λΙ] C2+Cosh[x λ2] C3+
λ4 • λ4λΙ] cl 1+S1n[X λΙ] C2 1++Sinh[x λ2] c4-π2 Sin[π χ] cs)+Cos[x
4 4
Cosh[x λ2] C3 λ2+Sinh[χ λ2] C4 λ2 +π2 (π4
t 2
-Sin[x λΙ] C2 λι +Cοsh[χ λ2] C3 λ2+Sinh[χ λ2]
Ακολούθως, χρησιμοποιώντας χωρισμό των μεταβλητών. αναζητούμε τη λύση της IίnearEq και της
IinearBC στη μορφή:
USol. =u -> ί'unction({x, t}, ~ [χ) ΕχΡ[Ιω t] J ;
όπου ω είναι η αδιάστατη γραμμική φυσική συχνότητα και Φ[χ) είναι η αντίστοιχη συνάρτηση
σχήματος. Αντικαθιστώντας την oSOI στην IίnearE() και στην Iίneal'BC και χρησιμοποιώντας τον
intRule2 και το Thread, λαμβάνουμετην εξίσωσηπου διέπει την Φ[χ], ως:
tEq =linearEq Ι • u5011. intRu1e2 / / Thread (Ε-Ι fιJ t " Equa1] ,Ι / Expandλll;
tEq /. int -> Int:eqτate
-ω' Ι [Χ] + i\ ι' [xJ - 2. b' CΙ (L1 ι' [xJ Φί [xJ dX) Φί [xJ + 1(4) [xJ =::0 Ο
και τις συνοριακές συνθήκες ως εξής:
tBC = linearΘC Ι. u -> (1['1] &)
{Ι [Ο] == Ο, 1'[0] == ο, 1[1] == Ο, 1'[1J == Ο}
Για να βρούμε τη γενική λύση της ΦΕq και της ΦΒ(:, ακολουθούμε τους Nayfeh, Κreider και
Anderson (1995) και χρησιμοποιούμε το ορισμένο ολοκλήρωμα σαν μια σταθερά Β. Έτσι, έχουμε μια
μη-ομογενή γραμμική διαφορική εξίσωση. Οπότε, η γενική της λύση μπορεί να εκφραστεί ως ένας
γραμμικός συνδυασμός των ομογενών και των ειδικών λύσεων. Επειδή η φk[Χ] είναι μια λύση της
buckEq, η ειδική λύση είναι ανάλογη με την φk"[Χ]' Συνεπώς, εκφράζουμετη γενική λύση της ΦΕq
και της ΦΒC ως :
cList =Table[CΣ., {i, 5}};
sbape!'unC= (Cos[λ1ΧJ, Sin(λ1Χ], Cosh[λ2ΧJ, Sinh[λ2 ΧJ, Ι;k"'(Χ]);
Ι5ο1 = 1-> ί'unction[x, cList.shapel'Dnc Ι. DIOdeshape 1/ Eva1uate}
1-+ Funetion [Χ, COS [Χ λι] Ct + Sin [Χ λι j C2 + Cosh [Χ J-2J Ca + 5inh [χ λ2] C4 _]τ2 5in []Τ xJ CsJ
όπου το λί ικανοποιεί τη χαρακτηριστική εξίσωση :
charEq = +Eq Ι. b - > Ο Ι. bucJιlinqLoad Ι. Φ. - > (ΗχΡ[λΗ] ') / / Thread [Ε-λ" Η, Equa.1] Ιί / / ExpandAll
.π2 λ2 +λ1, _ω2 ==ο
λRule= {-λ~, λ~} -> (λ2 /. 501ve(charEq, λJ // Uni.on) I/Thread
r 2 1 ι' , Ι 4 ~ 'ι ' 1 " , Ι 4 .~ '. }{-λ1 -+ - -]Τ - "J]T + 4:? , λ2 -+ - -π + ν]Τ + 4:ι;" ,
• 2 , ι 2. " ,
Αντικαθιστώντας τις tJucklingLoad, nlo(leshape και ΦSοΙ στα δεξιά μέλη των ΦΒ<: και ΦΕη και
κάνοντας χρήση των irιtRIJlel και intRuIe2, λαμβάνουμε:
exprl=Append[#[[l]] & /@ ΦΒC/.Φsοl,ΦΕq[[l]]/.bucklingLοad/.mοdeshaΡe/.
ΦSοl/.intRulel//.intRule2/.int->Ιntegrate]
2 2
{Cl+C3, -cl λΙ + C3 λ2 ,Cos [λΙ] cι+Sin[λΙ] C2+Cοsh[λ2] C3+Sinh[λ2] C4,












Το μητρώο συντελεστών της cUst στην cxprl μπορείνα ληφθείως:
coefMat = Outer[Coefficient, exprl, cListJ
{{1, Ο, 1, Ο, Ο}, {-λi, ο, λ~, ο, ο}, [CCS[AlJ, Sin[AlJ, Ccsh[A2], Sinhίλ2], Ο},
{-Cc'!![Al ] λf, -Sin[Al ] Ai, CoshlA~] λ~, Sinh[A~] λ~, ο},
". • • 4 2 b~ n3 α Sin [π χ] Af 2 b 2 π2 α Co'!! [λι] Si.n ί!Ι Χ] λ~
; -ι.ι< Co'!! [Χ Δι j - n< Co'!! ί Χ λι] λΙ ... Ccs [χ λι ] λι ... ---------=-
, '.π-λι) (π ... λι) in-lt) ',π ... λι)
2, • 2. 2. .4 2~!IaaSin[nx]Sin[Al]A~-ι.ι S~n[XAll -!Ι S~n[xAlJ Al ... S~n[xAl] λι'" ,
':!Ι - λι ;, 1'!Ι ... Αι)
2 • ~ 2b~rr2aSin[!IxJ λ~ 2b~n3aCosh[A2] Sin[nx] Δ~ 4
-(,) COSh[XA2] ... !I<Cosh[xA;z] λ2 - ... COSh[XA2] λΖ ,;' n - Ι λ:) ':!Ι ... Ι λ2 ) , n - Ι λ:) ,n ... Ι λ:)
2~ '. ~ 2b:Z!IaaSin[nx]Sinh[A~]A~. 4-ω ;:,inh [Χ λ:Ζ) .. rr< S1nh [Χ λ;Ζ J λ2 - . .. S~nh [Χ λ2] λυ':!Ι - Ι λ2 ) l.tI ... Ι λ2 )
_b2 nδ αSin[tIχ] +π;Ζω 2 Sin[tIχJ11
. ;
Αντικαθιστώντας την cllarEq στην coetΊ\Iat[[5]] και αμελώντας τον κοινό παράγοντα Sίn[π χ],
έχουμε:
coeiMat[[5}] =Coefficient[coeiMat[[5]], Sin[JrXJ]
2 b% π2 α Sin ίλιΙ λ~
':π - λι) (π ... λι)
Θέτοντας την ορίζουσα της coct'M:lt ίση με το μηδέν, προκύπτει η ακόλουθη χαρακτηριστική εξίσωση
για τις φυσικές συχνότητες :
F'actor[Det[coeiMat] J == ο
~ ... '\ .L .... l. ~.z
J'7 ,:b""n α-ω) Sin[λι] Sinh[λ2 ] Ιλ.ι ... λ%! ==Q
Υπάρχουν δύο δυνατότητες: b2π4α - ω2 = Ο και Sίπ[λ,] = Ο. Έτσι, είτε
r.ιSoll = Solve[b2 πΙ α - ω2 == Ο, ω] [[2}]
{:.ι ~ b πΖ ·Γα.}
ή
ωSo12 =Solve[ -λi + (η 71')2 == Ο !. λRu1e, ω] [[2]]
για n > 1.
Οι χαμηλότερες πέντε φυσικές συχνότητες είναι:
frequencies = {ωι -> (ω Ι. ωSοl1.), ω2 -> (ω Ι. f.ilSo12 Ι. n -> 2) , (113 -> (ω / . f.ilSo12 Ι. n -> 3) ,
((1t->- (ω /' (115012/. n->4), (,)5-> (ω/. ω5012/. n->5)}





Τα αντίστοιχα λm είναι :
λRuleN =Solve[λRule ι. Ο) -> 0)1'1. frequencies ,Ι. 'Taluesl Ι. Rule ->Eqnal, {Αι, Α2}] [[4]]
Ριοt[ωι. {r.!Sol1I. byr; ->g, ωSo1.2Ι. n->2}IIEvaluate, {g, α, 1~},
PlotSt'/le -> {RGBColor[l, Ο, Ο} , BGBColor[O, Ο, Ι}}, Fraιιιe -> True, FraιιιeLabel->{"byα", "ω"}'
RotateLabel-> False,
Κpiloq-> {Text("c", {2V3, 2V Jt2+ 5}], Text("b13.. , {2/V3, 3}],
Text["b11", {2V3, 3}], Text("b11 ", {6V3, 3}J}J;
όπου η χαμηλής συχνότητας μορφή (κόκκινη γραμμή) είναι συμμετρική και η δεύτερη μορφή (μπλε
γραμμή) είναι αντισυμμετρική. Καθώς η στάθμη λυγισμού αυξάνει από το μηδέν, η συχνότητα ωι της
πρώτης μορφής αυξάνει από το Ο και τέμνει τη συχνότητα ω2 της δεύτερης μορφής στο σημείο C.
Έτσι, υπάρχουν δύο δυνατοί τρία-προς-ένα εσωτερικοί συντονισμοί: ω2 = 3ωι όταν b-Va = bJ:3 και ωι
= 3ω2 όταν b3:1. Υπάρχει επίσης ένας πιθανός ένα-προς-ένα εσωτερικός συντονισμός ω2 = ωι όταν b-Va
= b l : l . Το αν αυτοί οι υποψήφιοι εσωτερικοί συντονισμοί ενεργοποιηθούν ή όχι, εξαρτάται από τις
αντιστοιχούσες συναρτήσεις σχήματος. Σε αυτή την ενότητα, θεωρούμε την περίπτωση ενός ένα-προς­
ένα εσωτερικού συντονισμού ανάμεσα στην πρώτη και τη δεύτερη μορφή (mode). Στην ενότητα 8.1.4,
θεωρούμε τρία-προς-ένα εσωτερικούς συντονισμούς ανάμεσα στις πρώτες δύο μορφές. Στις Ενότητες
8.1.5 και 8.1.6, θεωρούμε τους ένα-προς-ένα και τρία-προς-ένα εσωτερικούς συντονισμούς ανάμεσα
στην πρώτη και την τρίτη μορφή και την πρώτη και την τέταρτη μορφή, αντίστοιχα.
Στην επόμενη ενότητα, θεωρούμε έναν συνδυασμό ενός ένα-προς-ένα εσωτερικού συντονισμού
ανάμεσα στις κατώτερες δύο μορφές και έναν κύριο παραμετρικό συντονισμό της δεύτερης μορφής,
δηλαδή:
omqL.i.st = {ωι, 6J2};
Resonanceconds = {ω2: == "'ι +- εΊ σι, Q ==2 6J2 + e1 σι};
όπου οι σί είναι αποσυντονιστικές παράμετροι που περιγράφουν την εγγύτητα των συντονισμών. Η
στάθμη λυγισμού, για την οποία οι φυσικές συχνότητες των πρώτων και δεύτερων μορφών είναι ίσες
(δηλ.• ω2 =ωι). δίνεται από:


























Με σκοπό η επιρροή της απόσβεσης και της μη-γραμμικότητας να ισορροπεί την επιρροή της
διέγερσης. κλιμακώνουμε τους όρους της απόσβεσης και της δύναμης ως εξής:
scalinq:: {c -> 2 ε'Ζ μ, f -> ε'Ζ r};
Αντικαθιστώντας για τη φυσική συχνότητα ωι πίσω στην coctMat. προσδιορίζουμε τη συνάρτηση
σχήματος ως :
Nul.lSpace[coefMat Ι. ω -> ωι Ι. frequenciesJ [[1] J .shape!'unc Ι. modeshape
-Jr~ Sin [π χ]
την οποία κανονικοποιούμεως :
shapel:: c Sin[Jr χ] Ι. Solve[l\1 Sin[Jr χ]2 dx =:: 1, CJ [[2]]
'/2 Sin[JT χ]
Αντικαθιστώνταςτην ω2 στην coetM:at. προσδιορίζουμε τη συνάρτηση σχήματος ως:
ll'ullSpace[coefMat Ι. λRnleBΙ. ω -> ~ Ι. frequencies] [[Ι]] .shape!'unc Ι. λRnleN
Sin(2nx]
την οποία επίσης κανονικοποιούμεως :
shape2 =c Sin[2 π χ] Ι. Sol.ve[ llC2 Sin[2 :ιr χ]2 dx == 1, CJ [[2]]
Κατά παρόμοιο τρόπο. βρίσκουμε ότι οι επόμενες τρεις κανονικοποιημένεςσυναρτήσεις σχήματος
είναι
shape3 = ...[2 Sin[3:ιr χ] ;
shape4 = ...[2 Sin [4 π χ] ;
shape5 =-ν"2 Sin[5 π ΧΙ;
Για να μεταχειριστούμε έναν ένα-προς-ένα εσωτερικό συντονισμό ανάμεσα στις πρώτες και τις
δεύτερες μορφές. ορίζουμετο ΨΙ< και τις πρώτες δύο ιδιομορφές(eigenmodes) της καμπτικής δοκού ως
modeshapes =
Join[DΚ>deshape, {φι -> Fnnction[x, shapel 1/ Eval.uate},
φ,2 -> !'unction [χ, shape2 J Ι Evaluate] }] ;
8.1.2 Ανάλυση Διαταραχών
Χρησιμοποιούμε τη μέθοδο των πολλαπλών κλιμάκων για να χειριστούμε απευθείας τις ΕΟΜ και
HCl. Για να μετασχηματίσουμετις χρονικές παραγώγους στην ΕΟΜ ως προς τις κλίμακες Το. ΤΙ και
Τ2, θέτουμε:
multiScales= {U[X_, t} ->J~[X, ΊΌ, ΊΊ, '1"2],
Derivative [J!!_, π_Ι [11_] [Χ_, t] -> dt[n] [D [υ [Χ, '1"1), '1"1, 'ι"Ζ}, {Χ, m.}] 1, t -> 'ι"ο};
Κατόπιν. αναζητούμεμιας δεύτερης-τάξηςπροσεγγιστικήλύση της μορφής:
solRu1e=u-> (Eva1uate[Sωa[coj Uj[tl, 12, 13, t4J, (j, 3}]] &)
u~ ,'eut[H, n, Ι3, Ν} +e~u2[tl, t2, Ι3, Η] +e3ua[tl, Ι2, Ι3, t4].)




Αντικαθιστώντας τις JηllltiScales. solRule και SCIllίJlg τις EOJ\ι1 και 8(:1, αναπτύσσοντας το
αποτέλεσμαγια μικρά ε, και αμελώνταςόρους τάξης μεγαλύτερηςτου ε 3 , λαμβάνουμε:
eq8lc =
{Join[ {ECII} ι ECIJ /. multiScales /. solRnle /. scalinq /. intRulel / /. intRnle2 / /
TriqToExp / / Expandλll} /. ε"'-' ;n>3 - > ο;
Εξισώνοντας τους συντελεστές των ίδιων δυνάμεων του ε. λαμβάνουμε:
eqEps = Thread [CoefficientLi.st [Subtract " '" ι ε] == Ο) , /@ eqθlc / Ι Transpose 11 Rest;
eqEps / • displayRule
{{Ft I:U~') ... U~''' ... D;Ul-2b'aint[(u~) φk[X], {Χ, ο, 1}] φk[X] ==0,
" 't}1.11 == ο, Ul == ο, Ul == ο, Ul == Ο ,
[-2baint[{u~'! φk[x], {Χ, Ο, l}jl tU~'! +Pt (u;'Ί +U;, .. +~υ2+2 (DoDtUt)-l ; ( 'J f
1 1TOQ ~ 1 ITj)Q« ., '" 1 •
-bE- ιΨt[x] - -bE fΨt[x] -baint[IUll , {χ, Ο, 1}1 Ψt[x]-2 2 l t ~
2b'aint[(u;) φk[x] , {Χ, ο, Ι}] φk[x) ==0, U2==0, u;' ==0, U2==0, u;' ==ο},
r 1 -ΙΤ Q ι" \ 1 ΙΤ Q ," \ . "',:0 • 1 ' '"
t-z-E 1) f "ul ,Ι -"2Ε ο f I,Ut,' -Q:I.ntlfut! ' ΙΧ, Ο, l}j I,ut .'-
" b . ·Ι·,· \ r r] r Ο l' 1 ι, Ι'!. .., b . ·Ι· / t' '<. " [] • Ο l' 1 c~ t Ι"
L α :I.nt Ι,U2} Ψt LK , ,Κ, , J j Ι,Ul ) - L Q:I.nt "Ut.' Ψt χ , "χ, , [j Ι,u, .' ...
Pt ι'υ;';ι ... U;, ..... 2 μ (Doul! ... ~U3 + 2 (Do Ωι υ2) + ofut + 2 (Do D,ut) -
2baint[(u~) (U;), {Χ, ο, 1}1 φk[x]-2b2 aint[I:U;) φk[x], [Χ, ο, l}] φ;ίκ] ==0,
,t t Ι· 1"
Ua==0,U3 ==0,1.13==0, Ua ==o~~
J J
• Πρώτης-Τάξης Λύση
Επειδή με την παρουσία της απόσβεσης όλες οι μορφές που δεν είναι απευθείας ή εμμέσως
διεγερμένες φθίνουν με τον χρόνο, η λύση της eqEps[[l]] λαμβάνεταιως αποτελούμενη από τις δύο













soll;;;;; {ul -> Function [{χ. ΤΟ' Tj.. ΤΖ},Sum[Αί[Τι,ΤzJΨί[χ]ΕχΡ[ΙωίΤο] +
Αί [ΤΙ, Τ2]Ψ ί [χ] ΕχΡ[-[ωίΤΟ]' {ί, 2]] I/Evaluate]}i
όπου τα Φ; είναι οι ιδιομορφές (eigenmodes), οι οποίες ικανοποιούν τη συνθήκη ορθοκανονικότητας






Αντικαθιστώντας τη soll στην eqEps[[l.l)] και κάνονταςχρήση των il1tRnle Ι, intl{ulel προκύπτει:
order2Eq = (eqEps[[1,1,1]]!.u1 ->UZ) == (eqEps[[1,1.1]]/.u1-> U z)-
































Pk(""·u;U.'.") + ""u~"·~··1"'· "" + D~U2 - 2b2αίnt{(....u~')φ~[;~], {Χ, 0,1}]φ~[χ] =
= -2/ειτοω1(υιΑ].)ω'1ΦΙ[Χ] + 2ΙΕ- ΙΤο ω1(οιΑι)ωι.Φι [Χ]
- 21ELToω.z {DtAz)ωz ΦΙ [χ] +2ΙΕ-ιτοω2(DιΑι}ωΙΦ2 [χ]
1
+"2 bE-JTonIΦ~[x] + "2 bEJTon ιφ;[χ]
+ bΕzrT<)ωs. αint[Φ{[Χ] 2, {Χ, ο,l}]ΑiΦ:[χ]
+ 2bΕ"ο(ωs.+ω:)αίnt{Φ~[Χ]Φ~[Χ],{Χ~ ο,l}]Α].ΑΖΦ:[.Χ]
+ bΕ2lTιs ω'J, αίnt[φ~ [χ] Ζ, {Χ, 0,1}]A~Φ~ [χ]
+ 2bαίnt[φ~[χγ, {Χ, Ο,l}] ΑιΑιφ: [χ]
+ 2bΕJTD(-ωι+ω.)αint[Φ~ [x]Φ~ (Χ]' {Χ, 0,1}]Α2ΑιΦ~[X]
+ bΕ-21Τοω1αint[<Ρ~ [r] 2, {Χ, ο,l}]ΑiΦ;[Χ]
+ 2bΕJTο(ωs.-~}aίnt[φ~ [x]~ [x],{X~ 0,1}]A1Azφ~[.x]
+ 2bαίnt[φ~ [Χ] 2, {χι Οι1}]ΑΖΑΖφ;[χ]
+ 2bΕJT<)(-ωs.-ω1l)αίnt[Φ~ [Χ]Φ2 [χ],{χ, ο,l}]ΑιΑΖφ;[χ]
+ bΕ-21Τοω2αint{φ~[χ]2, {Χ, o,l}]A~Φ~[x]
+ 2bΕ21Τοωs.αίnt[φ~[χ]φπχ].,{χ, o,l}]A~Φ;[x]
+ 2bΕfTο(ωs.+ω~Δαίnt[φ~[χ]φ~ [Χ], (χ, Ο,1}]Α'1ΑΖΦ: [Χ]
+ 4bαίnt[Φ~(Χ]Φ~[Χ}..{Χ, ο,l}]ΑιΑιΦΠχ]
+ 2bElTD(-ωι+""J) aint[φ~[x]~[χ],{Χ,0,1}]ΑιΑιΦ;[χ]
+ 2bΕ-2JΤDωιaίnt[Φ~[χ]φ~ [χ]. {Χ, o,1}]A~Φ: [Χ]
+ 2bEJTo (ω ,--ω-::) αίnt[φ~[χ]φ; [X],{X~ 0,1}]Α1Α2Φ; [χ]
+ 2b.εJTο (-ωs. -ω1l)αint(φ~[χ]φ~ [χ], {Χ, ο, 1}]AIA2φ~'(x]
+ 2bΕlTο(ωs.+ω-::)αint[Φ~[χ]φ~ [χ],{Χ, 0,1}]Α'1ΑΖΦ;[Χ]
+ 2bΕ21Το~αίnt[Φ~[χ]φ~ [Χι {Χ, 0,1}]A~Φ: [Χ]
+ 2bΕJTο(-ωs.+ω1l)αint[Φ~[Χ]Φ~ [χ],{χ, 0,1}]Α2Α ιφ;-[χ]
+ 2bΕΙΤο(ωs.-ω~)αίnt[Φ~[χ]φ~ [x],{x~ 0,1}]Α1Αιφ;[χ]
+ 4bαίnt[Φ~[χ]φ~ [Χ]Λχ, ο,l}]ΑΖΑιφ; [χ]
+ 2bEfTo (-ω,.-ω1l) αint[φ~ [χ] Φi [χ], {Χ, 0,1}]ΑιΑ2φ; [Χ]
+ 2bΞ-21ΤDω2αint[Φ~[χ]φ~ [χ]. {Χ, o,l}]A~Φ;(x]
Για να συλλέξουμε τους όρους που ίσως να οδηγήσουν σε προσωρινούς όρους από το δεξί μέλος της
onler2Eq, ορίζουμετους κανόνες:
CBqR:uIe =Solve[ResonanceConds, Coιιιpleιιιent[omqList,{ι}] -Join-{Q}] [[1]] ~ /@ omqList
Συλλέγονταςτους όρους που ίσως να οδηγήσουν σε προσωρινούςόρους, τους όρους τους ανάλογους




5T1=CoeffiCient[Order2!q[[2JJ /. expRu1el[I], gIfIjITOJ 'Ι@ (1, 2};
5Τ1 /. disp1ayRule
{-2I(01A1 )ίUt Φι [χ] - 21εΙΤ2al(DιΑΖ)ωΖΦ2[χ],-2ιε-ΙΤ:ΙCΤI (υιΑι)ω1.Φl [χ]
- 21(D1Α2)ω2Φ2 [Χ])
Επειδή τα ομογενή τμήματα της order2Eq και οι αντίστοιχες οριακές συνθήκες έχουν μια μη­
τετριμμένη λύση, το αντίστοιχο μη-ομογενές πρόβλημα έχει μια λύση μόνο αν οι συνθήκες
επιλυσιμότηταςικανοποιούνται.Αυτές οι συνθήκεςαπαιτούνη S1' 1να είναι ορθογωνική σε κάθε λύση
του ομογενούς προβλήματος του συζυγούς τελεστή. Σ' αυτή την περίπτωση, το πρόβλημα είναι αυτο­
συζυγές και έτσι λύσεις του προβλήματος του συζυγούς τελεστή δίδονται από την Φί[Χ). Απαιτώντας η
STIT 1]] να είναι ορθογωνική στο Φί[χ), λαμβάνουμε τις συνθήκες επιλυσιμότητας :
SCondl = Table [Ll 5Τ1 [ [k] J §k [χ] dx == Ο, (k, 2} J Ι. DιOdeshapes
, 2 Ι.. (Ι.Ο) ΓΤ Τ ] Ο 2 Ι J!.il·O)·T τ J ο}Ι - "'Ι Αι Ι Ι. Ι == , - ιJ;i1 ~ l ι, ι ==
[ {
(Ι,Ο) (Ι,Ο) }]SCond1Rule =Solve .SCond1, Αι [Τ1., Τ2], Α2 [Τι, Τ2] [[1] J
{A~ι.O)[Tι, Τι] -..0, ΑΔΙ ' Ο ) [Τι. T;i1] -οο}
του οποίου το μιγαδικό συζυγές είναι:
ccSCondlRule = SCond1Rnle /. conjuqateRu1e
,--(ι,Ο) -(Ι.ο) }ΙΑι [Τι, Τι] -+0, Αι . [Τι. Τι]-+Ο





PIc(··..U~ ..,·rr) + ....ui..~··'.. ,·I'" + D~uz+
2b2π3aint[Cοs[πχ]Ι"'lfu~'),{χ, Ο,1}]Sin[πχ] == - !.bΕ-ΠΊ, Ω!π 2Sin[πχ]-
:2
;bΕΙΤΟΠΙπ2Sίn[πχ] - 3bΕ211'Ί,ωlπ4aSίn[ΠΧ]Αf -
8bΕΙΤο(ωl+GJ:ι)π4αSίn[2πχ]Α1.Α! - 4bε21Τοω:π4αSίn[Π:Χ]Α~­
6bπ"αSίn[ΠΧ]ΑιΑι - 8bεΙΙΌ(-ωι:+ω2)π4αSin[2πχ]Α!Αι -
3bE-21Tot.)2. π4αSίn[ΠΧ]Αi - 8bΕιτο(ωl-ω:ι)π4αSίn[2ΠΧ]ΑιΑΖ -
8bπ4αSίn[ΠΧ]Α2Α! - 8bΕΙΤΘ(-ω.-ω2)π+αSίn[2πχ].ΑιΑΖ -
4bΕ-2JΤσω-Ζ π4αSίn[ΠΧ]Α~
Οι σχετιζόμενες οριακές συνθήκες είναι:
order2BC= eqgps[[2J] /1 Rest
(u2(O, Το' Τ1, Τ2] == O,U~2,O.o.O) [Ο, Το .. Τι' ΤΖ] == Ο, u 2 [l,ToI Τι.ΤΖ] =














































Χρησιμοποιούμε τη μέθοδο των απροσδιόριστων συντελεστών για να προσδιορίσουμε μια ειδική λύση
των order2EqnI και or<ler2BC:. Για να το επιτύχουμε αυτό. πρώτα προσδιορίζουμε τις μορφές των
μη-ομογενών όρων (δηλ., των όρων στο δεξί μέλος της order2Eqnl) ως εξής:
rhsTerms = Cases[οrder2Εqm[[2]].. #]&/@{a_Ι{b_Χ]: >
j[bx]/: FreeQ[α,Το],_Εa.Το+b··ι[c_χ]->ΕGΤDΗΊ[cχ]}//Flatten//υηίοη
{Sin [πχ],E-JTQJ1 Sin[nx], EITQnSin[nx], ε-2JΤΌωιSin[nx]'
E 2JTQ (,)t Sin[ΠΧ],Ε-2JΤQ (,)~Sin[ΠΧΙΕ2Jτοω'ΖSin[πΧ'],Ε-ΠQ",ι-ιτο",-:Sin[2nx]'
Επο ""ι -lToω~Sin[2πχ],ε-Π'οωι+1Το ",,:ι Sin[2πχ],ειΤοωι+ΙΤο "":ι Sin[2πχ])
οι οποίοι όλοι ικανοποιούν την oι·der2BC'. Εφόσον έχουμε μόνο άρτιες (ζυγές) χωρικές παραγώγους
στην αριστερή (του =) πλευρά της order2EfIm, αναζητούμε μια ιδιαίτερη λύση σαν γραμμικό




Αντικαθιστώνταςτη sol2f'oιw στην order2Eqι11, εξισώνοντας τους συντελεστές των όμοιων όρων.
symbolRule ~ Solve[Coeffident[Subtra.et@@order2Eqmj.soI2Fonn/.intRulel//
.intRule2/.int-> Integrate,rhsTerms] == Ο/_ΕχΡ[_Το + _' ]-> Ο/Ι
ΤhreaιΙsyrnbοlΙist][[1]]
bfπΙ b{π Ι
α" ~ - ,ο " ~ Α. 2 ,α3 ~ -... " 2 2 .. α..
- 2(π"'- Π"Ριι + b"'"Π"'α- Ω) 2(π' -Π'-Ριι +b π"α -Ω )
~ _ 3bπ 4ιΖΑι [Τι' τΖ]Ι
π" -πΙρ,,+ b2π"α- 4ω{
3bπ-ΙαΑΙ[ΤΙ.ΤΖ]Ί. 4bΠ+aAΖ [τι,τΖ]Ζα ~- α ~-. α
s π-Ι _ πΊ.[1, +bΊ.π -Ια _ 4ωΖ' 6 π" _ πΊ.ρ + bΊ.π-Ια _ 4ωΊ.' 7~ Ι ~ Ζ
4bπ+αΑ2 [Τι' τ2]2~ -------=-::..-=----=~--π 4 -π2p~+ b2π 4a- 4ωf
8bπ" αΑ1. [Τι> τΖ]..42 [ΤΙ' Τι]
3bΠ"aAΖ [Τ-ι, Τ2Ί..4ι.[τι.τ2]αιο -4- '> '«Ι116π" - 4πΖρl< - ω1 + 2ωιω2 - (IJi
-7 _, 8bπ"αΑ-Ι[Τ1.,Τι]ΑΖίΤΙ'ΤΖ] .}
16π 4 - 4π2Ρ]ζ - ωΙ - 2ωιωΖ - ω~





Αντικαθιστώντας τη synlbolRuleN στην soI2}<'orm, προκύπτει:
so12=so12Forrn/.symbolRuleN
• Συνθήκες Επιλυσιμότητας



















































Συλλέγοντας τους όρους που ίσως να οδηγήσουν σε προσωρινούς όρους, τους όρους τους ανάλογους
EI';";iTO •με την , εχουμε :
ST2=Coefficient[order3Eq[[2]]I.eXPRulel[#].EX ω~To] & Ι@ {1.2};
ST2/.displayRule
{-v'2(D{Αι)Sin[πχ] - .fiEIT2(1~ (D{Az)Sin[2πx] - 2ιJ2(D2Αι)Sίn[πχ]ωι
- 2ι.J2μSin[ΠΧ]Α:ιωι - 2ι..J2εΙΤ-:ΙΤi(DΖΑΖ)Sin[2πχ]ωΖ
Ξ21T"Jal HT2~ fπ2Sίn[πχ]Α
- 2ιν2ΕlT:ι:a~μSίn(2ΠΧ]Α2ω2 - J2 :ι
bEz.rr2a~ +1τ:;ια: fπ\ΓιιSin[ΠΧ]Α 1 •
- ..{6 - 3ν2π4αSίn[ΠΧ]Α~Αι
2 6
~ - r;: -+ 5~2bπ4'α3/2Sίn[ΠΧ]Α~Αι - 8ν2Εrr2ι7~π"aSίn[2ΠΧ]ΑιΑ2Α1.
68ft -+- - bεlT,:α~π4a312Sίn[2ΠΧ]ΑιΑ2Αt
3 3
- 4-nΕ2ΙΤ"'π'aSIn[=]Α1Αt + 14$bΕZlT".π<.,;>f2 SIn[ΠΧ]Α1Αt
- 2-{ϊBIT7.α~ ΗΤ:ια: jπΖSίn[2ΠΧ]Α2
lft2 -
- - - bEno2a~ +ιτ:ια: !πΖγίϊSίn[2ΠΧ]ΑΖ3 3
- 4.J2Ε-Π2ΙΤιπ4aSin[2ΠΧ]ΑrΑ2
+ 14fi bE-1T••• π'",3" Sin[2ΠΧ]Α;Λ,- 8V2π'"'Sin[ΠΧ]Α,Α,Α,
68J; - ~ -+- - bπ"a3/ΖSίn[ΠΧ]Α Α Α - 48ν 2ΕΙΤ'1 ΙΤΙ π\rSίn[2ΠΧ]ΑΖΑ33 Ι22 22
40 ~ rr. f - r-+3 ~3 bE 2α~π4a3 2Sίn[2ΠΧ]Α~ΑΖ'-"2E-Π:ιa~(DfΑι)Sίn[πχ]
- v'2(DfΑ2)Sin[2πχ] - 2I.J2E-rr':!aS. (D2Αι)Sίn[πχ]ω ι
- 21{2Ε-π=a2. μSίn[ΠΧ]Αιωι - 2ι{iCD2ΑΖ)Sin[2πχ]ιuz
εΙΤ-;: σ~ +IT2~{π ΖSin[π.χ]Αι
- 2ι.J2μSίn[2ΠΧ]ΑΖωι - {2
bElT2a~+lT..~ {πZ..(ιΣsίη[πx]A ι
2{6
Γ3ν2Ε-Π:al π.ιαSίn[π%]Α~Αι +5 '~bΕ-lT7.Q'ιπ4 α3/2Sin[π%]Α~Αι
",12
'""" - 68 [2 .









{-21(υΖΑι )ω1. - 21μ.Αιωι - EZΙT,aι+Π,:lί<J !π'l.Αι + 12π4ιzA~Aι
- 112 -
+ 24Ε2:lTοΖ Q':ιπ 4 αΑiΑι +3π4aAιλ2ΑΖ =
112 - 8 -
= Ο. -ZI(D2A2) ω:! - 2IμA2~ +3π4αΑ1Α2Α1 -3 ElT:<T.: [πΖΑ2
- 64 -+ 24Ε-ZlT'Ζ t7s. π4aAfΑΖ --π4αA~A2 == Ο}3
8.1.3 ΗΣυνάρτηση l\-Ι1\ιΙSDίι'ect11
Συλλέγοντας τις εντολές της προηγούμενης ενότητας, χτίζουμε μια συνάρτηση MMSDirectll, ειδικά
για τις μη-γραμμικέςαντίστροφεςταλαντώσεις μιας αμφιπροέχουσαςδοκού γύρω απο την πρώτη της
καμπτική μορφή (ΕΟΜ και BCl), για να προσδιορίσουμε τις συνθήκες επιλυσιμότητας για
διαφορετικούςσυνδυασμούςτων frequencies, ιnοdeSΙΙ3ρes και ResonnnceConds στις οποίες η πρώτη
μορφή ίσως να εμπλέκεται σε είτε έναν ένα-προς-ένα είτε σε έναν τρία-προς-ένα εσωτερικό
συντονισμό με μία από τις άλλες μορφές.
MMSDirect11[frequencies-"modeshapes...... ResonanceConds_]:= Module[OJ
multiScales = {u[x-"t ]->u[x. ΤΟ. Tj,. Τι]. Derivative[m-" n_Hu_](x-"t]->

















































OmgRule = Solve[ResonanceConds,Complement[omgιist. {#}]''"'Join",(n}] [[1]]&
/@omgList; expRulel [Ι]== Exp[afg..]:
> Exp[Expand[argf.OmgRule[[i]]]/.E2To-> T2]i ST1
=Coefficient[order2Eq[[2]]/. expRulel [#Ι ΕΙωtΤο ] &
1@{1,2); Seond1 = Table[{ ST1 [[k]]Φ.[χΙ dr =
= Ο, {k, 2}]/.modeshapes;SCondlRule
(1. ο) (1.0)
= Solve[SCond1,{Al [Τι,Τ2),Α2 [Tl ,Tz]}][[1]];ccSCondlRu1e
= SCondlRule/.conjugateRulei o rder2Eqm
=order2Eq/.SCondlRu1ef·ccSCondlRulej.modeshapesf·int-




eqs = Οοίη[{ΕΟΜ}, BC1]/.multiScales/.solRule/.scaIingj. intRule1//.intRule2//
ΤrigToExpJ jExpandAll)!. En...JJfl>3_> Ο;
eqEps = Thread[CoefficientList[Subn-aet@@#.E] == O]&j@eqs//Transposel/
Rest;
5011 = {u1-> Function [{χ, Το, Τ:ι, Τ:Ζ;}, Sum[At[Tl,Tz]<Pt [χ] Εχρ[ΙωίΤο ] +
Αί [Τι,Τ2]Φ ί [χ] ΕχΡ[-lωίΤο],{ί, 2}]//Evaluate]}i




SCond2 = ΤabΙeΓmt[SΤ2[[k]]Φ.tι [Χ]. {Χ, Ο,Ι}] =
=: Ο, {k, 2}]/. intRulelj Ι. intRule2/. modeshapes/.valuesl/. int-
:> Integrate/. D[SCondlRule, Τι]; Retum[SCond2/.A j -
> (A i [#2]&)/.f_[T1,T;Z]-> [[Τι]]] -
8.1.4 3:1 εσωτερικοίσυντονισμοίμεταςύ των δύο πρώτωνμορφών
Σε αυτή την ενότητα, θεωρούμε την περίπτωση ω2 ;::: 3 ωι και Ω ;::: 2 ω2. Για να περιγράψουμε την
εγγύτητα των συντονισμών, εισάγουμε τις αποσυντονιστικές παραμέτρους σί που ορίζονται από:
ResonanceCondsl = {ωΖ == 3ωι + ε2 σι,Ω == 2ωΖ + ε2σΖ};
Χρησιμοποιώντας την Ml\<lSDirect11, λαμβάνουμε τις συνθήκες επιλυσιμότητας :
MMSDirect11[frequencies. modeshapes, ResonanceConds1]//Tίming
{21.501 Second,
4 :t - 624 4 . .-{-2ΙμωιΑι [Τ2 ] + 12π aΑι[ΤΖ] Αι[ΤΖ] + 35 π aΑι [Τ2]ΑΖ [ΤΖ)Α:Ζ[Τ2;]-
624 -2ΙωιΑί[ΤΖ] == Ο, -21μωΖΑΖ [ΤΖ] +3"5π4 aΑι [ΤΖ]Α Ζ [ΤΖ] Αι [Τ2] -
72 π: :Ζ - 576 .. 2 - ,
3S B "1Gz{π ΑΖ[ΤΖ] - 3~ π aA2 [Tz] ΑΖ[Τ2]- 2ΙωΖΑ2 [ΤΖ] == ΟΗ
το οποίο καταδεικνύει ότι αυτός η τρία-προς-ένα εσωτερικός συντονισμός δεν είναι ενεργοποιημένος.
Κατόπιν, θεωρούμε την περίπτωση στην οποία η συχνότητα της πρώτης μορφής είναι τρεις φορές αυτή
της δεύτερης μορφής, δηλαδή, το καμπτικό φορτίο είναι πάνω από την πρώτη μικτή (crossover)
μορφή. Για να το επιτύχουμε αυτό, επανακαθορίζουμε τις συχνότητες και συμβολίζουμε τη συχνότητα
της πρώτης μορφής με ω2 και αυτή της δεύτερης με ω" ως ακολούθως:
frequencies2={ω2-> (ω/.ωSοll) ,ωΙ->(ω/.ωSο12/.n->2)}
{ωΖ ~ bπ 2 ...[ii, ωι ~ 2ν'3π2)
Επιπλέον, επανακαθορίζουμε τις συναρτήσεις σχήματος (modeshapes) σύμφωνα με:
modeshapes2 =Jοίn[mοdeshaΡe,{Φι -> Function[x.shape2/!ΕvaΙuate],ΦΖ->
Function[x,shapel//Evaluate]}];
Για να περιγράψουμε την εγγύτητα των συντονισμών, εισάγουμε τις δύο αποσυντονιστικές
παραμέτρουςσj, που ορίζονταιαπό :
ResοnanceCοnds2={ω2==3ωl+ε2 σΙ,Ω==2ω2+ε2 σ2};
Χρησιμοποιώντας την Ml\ISDirect 11, λαμβάνουμε τις συνθήκες επιλυσιμότητας :
ΜΜSDirect11[frequencies2, modeshapes2. ResonanceConds 2] / /Timing
{21.721 Second,
64 " 2·.. 496" . •{-2ΙμωιΑι [Τ2 ] +sΠ αΑι [Τ2] Αι [Τ2] - -s-π αΑΙ[Τ2]Α2(Τ2]ΑΖ[Τ2]
- 2IωιA~(T2] =
496 -
= Ο, -2ΙμωΖΑΖ [ΤΖ] - τπ4aΑΙ[ΤΖ]ΑΖ[ΤΖ]ΑΙ(ΤΖ]
- ε ""1 a-;:{π 2ΑΖ[τΖ] + 12π"αΑ2 [τΖ]2ΑΖ[τΖ] - 21ωΖΑ;[ΤΖ] == οη




























Θεωρούμε έναν συνδυασμό ενός ένα-προς-ένα εσωτερικού συντονισμού ανάμεσα στην πρώτη και την
τρίτη μορφή και έναν πρωτεύοντα παραμετρικό συντονισμό της τρίτης μορφής, δηλαδή :
ResonanceConds3 ={ωΖ == ωι + ι;2σι, Ω == 2ωΖ + ε2 σΛ:
Χρησιμοποιώντας την MMSOirc"tll, λαμβάνουμετις συνθήκες επιλυσιμότητας:
ΜΜSDirectll[frequencies3,modeshapes3. ResonanceCoηώ3]Ι/firning
{26.809 Second,
{-2IμωιΑι [ΤΖ ] - E21T2al+ITz.a.::[π2Α ι [Τ;Ζ]+ 12π4a:ΑΙ[ΤΖ]2ΑΙ[ΤΖ] +
144Ε2Ιτ:ισ1 π'tαΑ2 [ΤΖ] 2Αι [Τι] +144π-4αΑι [ΤΖ]ΑΖ[τΖ]ΑΖ [ΤΖ] - 2IωιA~[T2] == Ο,
-2ΙμωΖΑΖ [ΤΖ] + 144π4a:Aι [ΤΖ]ΑΖ [Tz]A1[ΤΖ] - 6ΕΙΤ2<7:ι [πΙΑΖ[τΖ] +







'Επεται από αυτό το σχήμα ότι οι συχνότητες των πρώτων και τρίτων μορφών είναι ίσες όταν b να =
b Ι: Ι, η συχνότητα της τρίτης μορφής είναι τρεις φορές εκείνη της πρώτης μορφής όταν b να =b Ι:3,
και η συχνότητα της πρώτης μορφής είναι τρεις φορές εκείνη της τρίτης όταν b να = b3:I. Κατόπιν,
χρησιμοποιούμε τη συνάρτηση ΜMSnirectlΙ για να χειριστούμε αυτές τις 3 περιπτώσεις.
• Ένα-προς..'Ένα Εσωτερικός Συντονισμός
Συμβολίζουμε τη συχνότητα της τρίτης μορφής με ω2 και εκείνη της πρώτης μορφής με ωl, ως
ακολούθως:
frequencies3={ωΙ-> (ω/.ωSοll) ,ω2->(ω/.ωSο12/.n->3)}
{ω! -t bπ2νrα,ω'1.. -t 6νΖπ2)
Επιπλέον, ορίζουμε την φk και τις πρώτες και τρίτες ιδιομορφές (eigenmodes) της καμπτόμενης δοκού
ως εξής:
modeshapes3 =Join[modeshape.{ept -> Functiοn[χ,shaΡel//Εvaluate]'Φ2­
> Function[x, shape3//Evaluate]}];
Οι διαφοροποιήσεις των πρώτων και τρίτων φυσικών συχνοτήτων με το επίπεδο λυγισμού
απεικονίζονταιως ακολούθως:
8.1.5 1:1 και 3:1 εσωτερικοίσυντονισμοίμεταξύ 1ηι; - 3ηι; μορφής
Λγγελος Χιώτης
Διπλωματική r:ργαmα
γεγονός που υποδεικνύει ότι ο ένα-προς-ένα εσωτερικός συντονισμός ανάμεσα στις πρώτες και τρίτες
μορφές είναι ενεργοποιημένος.
• Τρία-προς:Ενα Εσωτερικοί Συντονισμοί
Για να μεταχειριστούμε την περίπτωση στην οποία η φυσική συχνότητα της τρίτης μορφής είναι
περίπου τρεις φορές εκείνη της πρώτης μορφής χρησιμοποιώντας τη συνάρτηση ι\Ιl\ιΙSΒίn~ct ((,
συμβολίζουμεαυτές τις συχνότητεςμε ω2 και ωι , αντίστοιχα, σύμφωνα με :
fτequencies4 = {ωι -:> (ω/. ωSοll).ω! -> (ω/. ωSο12/.n-:> 3)}
(ωι ~ bπΙ..[ii..ω ι ~ 6ν'2π Ι)
Επιπλέον, ορίζουμε την Ψ1< και τις πρώτες και τρίτες ιδιομορφές της καμπτόμενης δοκού ως :
modeshapes4 = jοίn[mοdeshaΡe,{Φι -> Function[x,shapel//Εvaluate].Φι -
:> Function[x,shape3//Evaluate]}];
Θεωρούμε έναν συνδυασμό ενός τρία-προς-ένα εσωτερικού συντονισμού ανάμεσα στις πρώτες και
τρίτες μορφές και έναν κύριο παραμετρικόσυντονισμό της τρίτης μορφής, δηλαδή:
modeshapes4 = jοin[mοdeshaΡe,{ψι-> Function[x~shapel//εvaluate],φ2-
> Function[x,shape3//Eva1uate]}Ji
Χρησιμοποιώνταςτην MMSDin~ctΙ Ι, λαμβάνουμετις συνθήκες επιλυσιμότητας:
MMSDirectll [frequencies4, modeshapes4. ResonanceCo nds4] / /fiming
{21.651 Second,
... 2: - 1584 .. ..-{-2ΙμωιΑ1.[ΤΖ ] + 12π αΑι[ΤΖ] ΑΙ(ΤΖ] +3'5π aAΙ[ΤΖ]ΑΖ[Τ2]Α2[ΤΖ]
- 2JωιΑ~[ΤΖ] == Ο,
1584 .. --2Iμ~A2[T2] +35 π αΑΙ[Τ2]Α2;[Τ2]ΑΙ[Τ2]-
162 π: 2 - 2916 .. 2 - ' __3"5Ε ~~fπ A z [1i] -""""35 π αΑΖ[ΤΖ] ΑΖ[ΤΖ] - 21ωΖΑΖ [Τι] -- Ο}}
που σημαίνειότι αυτός ο τρία-προς-έναεσωτερικόςσυντονισμόςανάμεσα στις πρώτες και τρίτες τιμές
δεν είναι ενεργοποιημένο2.
Όταν η συχνότητα της πρώτης μορφής είναι περίπου τρεις φορές εκείνη της τρίτης μορφής, ορίζουμε
τις συχνότητεςως :
fι:equenciesS = {ωι-> (ω/.ωsο11).ωι -> (ω/.ωSο12/.n-> 3))
{ω:Ζ ~ bJr Ζ (α, ωι ~ 6{2π 2)
Επιπλέον, ορίζουμε την Ψ1< και τις πρώτες και τρίτες ιδιομορφές της καμπτόμενης δοκού ως :
modeshapes5 = Jοίn[mοdeshaΡe.{Φι -> Function[x~shape3//ΕvaΙuate].ΦΖ -
> Function[x,shapel/IRvaluate]}];
Θεωρούμε έναν συνδυασμό ενός τρία-προς-ένα εσωτερικού συντονισμού ανάμεσα στις πρώτες και
τρίτες μορφές και έναν κύριο παραμετρικόσυντονισμότης τρίτης μορφής, δηλαδή:
ResonanceConds5 = {ωΖ == 3ωι + εΙσι,Ω == 2ωΖ + ε2 σΖ};


























324 -t Ζ - 2736 + -{-2ΙμωιΑι [Τ2 ] +-5-Π αA~[Tz) Α:ι[ΤΖ] - -5- rr aΑΙ[Τ2]Α2[Τ2]ΑΖ[ΤΖ]
- 2IωιA~[Tz) == Ο,
2736 .. --2Ιμω2Α2[Τ2] - -5- π αΑΙ[Τ2]Α2;[Τ2]ΑΙ[Τ2]-
εΤΤ::α.:{π2ΑΖ [τΖ] + 12π4αΑΖ [ΤΖ] 2ΑΖ [ΤΖ] - 2lωzA~ [TzJ == OJ}
το οποίο φανερώνει ότι αυτός ο τρία-προς-ένα εσωτερ. συντονισμός ανάμεσα στις πρώτες και τρίτες
μορφές δεν είναι ενεργοποιημένος.
8.1.6 1:1 και 3:1 εσωτερικοίσυντονισμοίμεταξύ 1ηι; - 4ηι; μορφής
Διαφοροποιήσεις των πρώτων και τετάρτων φυσικών συχνοτήτων με το λυγισμικό επίπεδο








Ο 10 20 30 40
b.j(i
Ξανά, υπάρχουν λυγισμικές καταστάσεις, για τις οποίες οι συχνότητες των πρώτων και τετάρτων
μορφών είναι σε μια αναλογία 1: 1, 3: 1 και 1:3. Χρησιμοποιούμε τη συνάρτηση l\lMSI>irectll για να
χειριστούμεαυτές τις περιπτώσεις.
• Ένα-προς:Ενα Εσωτερικός Συντονισμός
Όταν οι συχνότητες των πρώτων και τετάρτων μορφών είναι περίπου ίσες, τις συμβολίζουμε με ωι και
ω2, αντίστοιχα, σύμφωνα με :
frequencies6 = {ωι -> (ω/. ωSοll),ωΖ -> (ω/. ωSο12/.n->4))
{ωι -+ bπ2..ιa~ω2 -+ 4..[i5π 2)
Επιπλέον, ορίζουμε την φk και τις πρώτες και τέταρτες ιδιομορφές (eigenmodes) της καμπτόμενης
δοκού ως:
modeshapes6 = join[modeshape,{pt-> Funetiοn[χ~shaΡelIIΕνaluate]'Φ2-
> Function[x,shape4//Eva1uate]}];
Θεωρούμε ένα συνδυασμό ενός ένα-προς-ένα εσωτερικού συντονισμού ανάμεσα στις πρώτες και
τέταρτες μορφές και έναν κύριο παραμετρικό συντονισμό της τέταρτης μορφής. δηλαδή:
ResonanceConds6 = {ω;: == ω~ + εΖσι,Ω == 2ω;: + εΖσΖ};






{-2ΙμωιΑι [ΤΖ ] - E21T-:a,. +ΙΤ:ιC1.;: {πΖΑ ι [τΖ] + 12π"a:Αι [τΖ]2Αι [τΖ] +
2lΤ. (1" :;: - 1216 .. -480Ε %,.π aAz[Tz] Αι [ΤΖ] +--π aA:Ι[ΤΖ]ΑΖ;[ΤΖ]ΑΖ[ΤΖ]­3
ι __ 1216 4 -2ΙωιΑι [ΤΖ] -- Ο, -21μωΖΑΖ [ΤΖ) +-3-Π aΑι [ΤΖ]Α:Ζ[ΤΖ]Α1.[ΤΖ]-
32 - --ΕΙΤ%α.;.{πΖΑΖ[ΤΖ] + 480Ε-2ιΤ%a"π"αΑΙ[ΤΖ]ΖΑΖ[ΤΖ]-3
1024.. ' Ζ - ι __-3-Π αΑΖ[Τ:Ζ] ΑΖ[ΤΖ] -2ΙωΖΑΖ [ΤΖ] -- Ο}}
το οποίο υποδεικνύει ότι αυτός ο ένα-προς-ένα εσωτερ. συντονισμός ανάμεσα στις πρώτες και
τέταρτες μορφές είναι ενεργοποιημένος.
• Τρία-προς:Ενα Εσωτερικοί Συντονισμοί
Όταν η συχνότητα της τέταρτης μορφής είναι περίπου τρεις φορές αυτή της πρώτης. συμβολίζουμε
αυτές τις συχνότητες με ω2 και ω,. αντίστοιχα. σύμφωνα με:
frequencies7 = {ωι -> (ω/. ωSοll),ωΖ -> (ωj. ωSοΙ2/.n-> 4)]
{ωι 4 bπΖια~ωΖ 44.J15πΙ]
Επιπλέον. ορίζουμε την φk και τις πρώτες και τέταρτες ιδιομορφές (eigenmodes) της καμπτόμενης
δοκού ως:
modeshapes7 = Jοίn[mοdeshaΡe,{Φι-> Function[x~shapel//ΕvaΙuate],ΦΖ ­
> Function[xI shape4//Evaluate]}]j
Θεωρούμεένα συνδυασμόενός τρία-προς-έναεσωτερ. συντονισμούανάμεσαστις πρώτες και τέταρτες
μορφές και έναν πρωταρχικόπαραμετρικόσυντονισμότης τέταρτηςμορφής, δηλαδή:
ResonanceConds7 = {ωΖ == 3ωι + ε2 σι,Ω == 2ωΖ + ε2 σΖ}ί
Χρησιμοποιώντας την l\lSDirι~ctll, λαμβάνουμε τις συνθήκες επιλυσιμότητας :
ResonanceConds7 = {ωΖ == 3ωι + ε2 σιι Ω == 2ωι + ε2 σΖ}ί
{22.653 Second,
4 2; - 3264 " -{-2ΙμωιΑι [ΤΖ ] + 12π aΑι [ΤΔ Αι[ΤΖ] +3'Sπ aA1.[Tz]Az[Tz]Az[Tz]-
,ι __? . 3264.. -2ΙωιΑι [ΤΖ] -- ΟΙ - ....lμωΖΑΖ[ΤΖ] +35 Π aΑΙ[ΤΖ]Α:;:[ΤΖ]ΑΙ[ΤΖ]-
288 - 9216 --Επ;σ-:{πΖΑΖ[ΤΖ] --5- π4αΑΖ [ΤΖ]ΖΑ2;[ΤΖ] - 2IωzA~[Tz] == Ο}}35 3
το οποίο καταδεικνύει ότι αυτός ο τρία-προς-ένα εσωτερικός συντονισμός ανάμεσα στις πρώτες και
τέταρτες μορφές δεν είναι ενεργοποιημένος.
Όταν η συχνότητα της πρώτης μορφής είναι περίπου τρεις φορές αυτή της τέταρτης μορφής.

























frequencies8 = {ω!-> (ω/.ωSοll),ωι -> (ω/.ωSοI2/.n-> 4))
{ω! -4 bπΖ.,!α"ω ι -44ν1Sπ 2)
Επιπλέον, ορίζουμε την φk και τις πρώτες και τέταρτες ιδιομορφές (eigenmodes) της καμπτόμενης
δοκού ως:
modeshapes8 = Join[modeshape.{Pl -> Function[x~shape4//Εva!uate],φ2->
Function[x,shape1// Eνaluate]}J;
Θεωρούμε έναν συνδυασμό ενός τρία-προς-ένα εσωτερ. συντονισμού ανάμεσα στις πρώτες και τέταρτες
μορφές και έναν κύριο παραμετρικό συντονισμό της τέταρτης μορφής, δηλαδή :
ResonanceConds8 = {ωΖ == 3ωι + ε2 σι,Ω == 2ωΖ + ε2 σΖ};
Χρησιμοποιώντας την l\ISnirectll, λαμβάνουμετις συνθήκεςεπιλυσιμότητας:
{22.072 Second,
1024 4 2-{-2ΙμωιΑι[Τ:Δ +-s-π αΑι [Τ2] Αι [Τ:ι:]-
8896 4 - ' __-s-π αΑι [Τ2]Α2 [Τ:ι:]Α2 [Τ:ι:] - 2ΙωιΑI[Τ2] -- Ο,
8896 4 --2Ιμω2ΑΖ [ΤΖ) - -s-π aA t [Tz]A2;[T2JA t [TzJ-
ΕΠ7.fS: [π2Α:[τΖ] + 12π4αΑΖ[ΤΖ]2ΑΖ[ΤΖ]-
21ω!Α; [TzJ == Ο}}
το οποίο καταδεικνύει ξανά ότι αυτός ο τρία-προς-ένα εσωτερικός συντονισμός ανάμεσα στις πρώτες
και τέταρτες μορφές δεν είναι ενεργοποιημένος.
8.2 Κυκλικά Κυλινδρικά Κελύφη
Σε συμφωνία με τους Mclvor (1966) και Raouf και Nayfeh (1990), γράφουμε τις εξισώσεις κίνησης
που διέπουν τη δυναμική απόκριση ενός απείρως μακρού κυλινδρικού κελύφους σε μια πρωταρχικού­
συντονισμού διέγερση μιας από τις δυο της ορθογωνικές καμπτικές μορφές, ως εξής:
ΕΟΜ = {w - Ψθ + Wt,t + a 2(w + 2wB.B +WIJ.IJ,G,g) =
w~ 2 2: 2:. 1 2: 2: 2:
= -2 - WWg -Ψt + WΨt - 2WΨθ + 2WθΨθ + Ψθ -WΨθ
3 232+{ε Cos[nO]Cos[ilt](l- W +'Ψθ) - WWg.e - W Wg.lJ +Z"WgWg.e
+ ψgWG.e +wΨeWg.g - rJ;~we.e +wgψg.e + WWgrJ;e,e - 2WgψgrJ;g.θ
2: 2: l1w~ . . 2:+ α (-3w - -2- - l1WWg.e + 4ΨθWθ,θ - 6wG,G + 4WθΨθ.θ
- 8WgWg.G.G + 8Ψθ.θWθ.θ.θ + wrjJG,G,G + SWe.GrjJG,G,G - 4wwG,g.IJ,B
+ 4ΨθWe.θ,e.e +WgtPe.e,e.e)' Wg + tbt .: - ψ{J,e =
w3
= 2WWg +-f + 2W:Ψt - 2WW:Ψt - 2WeΨθ + 2WWθΨe + WθW{J,θ
+ WW~W~,6' - 2WIJΨeWe,fJ' + 2WΨt.t - w2Ψr-,t - 2WΨθ,θ +w2Ψg.(}
- W~Ψθ.e + α2 (WθWg,θ - WWe,G.B - WIJ.eWe.G,B




Αναζητούμε μια 2ης τάξης ομοιόμορφη ασυμπτωτική ανάπτυξη της λύσης της ΕΟ1\1, της μορφής:
sοlRώe = {w-> (Evaluate[Sum[Ei w j [#1, #2, #3,#4]. υ. 3}J]&),ψ-
> (Evaluate[Sum[EitPj [#1,#2, #3,#4]. (j, 3}]]&)}
{w ~ (EWt [#1,#2, #3,#4] + E2w z [#1,#2, #3, #4] +E 3 w3;[#1,#2, #3, #4]&),
Ψ -.. (εψι [#1,#2, #3,#4] + εΖΨ2[#1,#2,#3,#4] + ε3 Ψ3[#1,#2, #3, #4]&)]
όπου το #ι συμβολίζει το θ και τα #2, #3 και #4 συμβολίζουν αντίσroιχα τα ΤΟ, ΤΙ και Τ2. Μετασχηματίζοντας
τις χρονικές παραγώγους στην ΕΟΜ ως προς τις κλίμακες Το. ΤΙ και Τ2, αντιKαθισrώντας την slllRule στην
[ο1\1, αναπτύσσοντας το αποτέλεσμα για μικρά (, και αμελώντας όρους τάξης μεγαλύτερης του (3, λαμβάνουμε:
eq82a =
(ΕΟΜ/. {W[X..... t]-> w[x, Τα' ΤΙ' ΤΖ]'ψ[Χ-,t]->ψ[Χ, Το' τι' ΤΖ]'
Derivative[m-, Π_] [w_][x-Jt]-> dt[n][D[w[x,To1 Τι' T2],{x,m}]],
t-> Tα}j.soIRulel/ExpandAll)/.~.J;n>3_>Ο;
Εξισώνονταςτους συντελεστέςτων ομοίων δυνάμεωντου (, έχουμε:
eqEps =Rest[Τhread[CοefficientList[Subtract@@#,ι=] =
= Ο]]&/@eq82a//Transpo5ej eqEpsj. displayRule
C{ 2: ι rt \ 2" J rrrt\ '2 ~ f r, ~ }Ι 2α I,ΙιΙι" ... α I,ΙιΙι !-ψι ... ΏοΙιΙι ... ΙιΙι ... α ΙιΙι==Ο,ΙιΙι-ψι "'llΟΨΙ==Ο,
{ ι r .,2 11 .... j' r'2 2: ι, '-".2. ~ , ι~ Ι ,"~'ι ... "1 "" - rt'.-, ""'!')2 I,Wt) ... 2 α: (Wl) ... 6α !,Wl J ... θα (wlJ ιΙιΙι ! ... 2α: \W;z ,ι ... α" (W;z ) - I,Wt} (Ψι,-
4α:Ζ (W~') I)~) _4α21>...~"') (ψ~) _ (ψ~)2_ (w~) (1Iτ~') _ 4α:Ζ (W~) I:ψ~') _θα2 (w~") I:Ψ~')-
5~ (IιI~') (ψ~") _α:Ζ I:W~) (Ψ~'":I-Ψ;''' (Dοψι):Ζ"'~W;Ζ+2 (DoDlWl) + l>ζ)ΙιΙΙ+
11~ (w~';1 ΙιΙι ... 4α2 (IιI~"Ί ",ι+2 (Ψ~) ",ι-α2 (ψ~") wl ... 3~wi ... w:z ... a:<W:l ==0,
-{wt'i {νIιΙ~, _α2. iwl',! {wl"'! +α4. iiwt't',! (wt,rt" _α'Ζ (Wl"j' !t w1,t,,'! +w:.; ί 1 r ι ~ Ι. t > ί) l' 1.' 1 ,ι L
21'IιI~) (ψ~) _1jr;' -2 Ι:Dowt:' (ΟοΨι;' ... ~ψ;z ... 2 (ΏοΟιψι)-
,ι, .2 ι ., .. \ Ι t'1 ! "'ι 1
2I, wl)wl+ a I,wt )ΙιΙι ... 21,Ψι ίwι-2\DOΨι,!Wι==0],
{-fCos[nS] Cos[To '2] - ~ (IιI~:ι:Z (IιI~':! + I:IιI~:ι (w;) ... l1α': (IιI~) (W;) +8αΖ I'W~":I i:W;) +
~ Ι Ι, ΙΙ' ,,"\ :ϊ: Ι f 1 Ι, f Ι'" ". ,ι ι .. ~ 2" j Ι Ι , 'Ι. 1! '!.2 ( ι!
12 α I,Wl ) 1,1012 ) ... 8 α I,ΙιΙι ,Ι \W:z } ... 2 α~ I,ΙιΙ:ι ) +α Ι,ΙιΙ:ι } - 2 ι,ΙιΙι) I,Ψι )-
ι ιι~ .' 'ι .2 ( "1. / .-·1 2: ,. " •• ~_ r ι, ,i. '''','' '12, / t'i ! ,r,
I,W2) ,,Ψι! -4α !,w:z ,Ι ,,Ψι) -4α l,w2 ) !,Ψι,' + I,ΙιΙι ,Ι I,Ψι ) - i,W:z; I,Ψι ,1-
.2 j 'ι Ι .. ι-, 2. J r, f \' t r '! ί , r 'Ι' !. ι, .ι " '! ... { .... ~, } ι Ι, t4α I,W2 ) I,Ψι,' -8α I,W:z ! I,Ψι) ... 2 I,ΙιΙι) ,,Ψι ,Ι I,Ψι) -5α"I, ΙιΙ2 ,\ I,Ψι !-
αΖ (w:'.' I'Ψι''''Ί - iW1'''1 l'ψ:Ί -4αΖ (ΙιΙι"·Ί (ψ2Ί -4αΖ (ΙιΙι.. ·.,1 (ψ:)' -2 (Ψι',! (ψ2'Ί-, ιι.. Ι' \. r' "~ j Ι 1'.1 ι,. '. οι:.. >.! ~ j
'wι'Ί (ψ:'\ -4~ (1011')' (ψ:'Ί -8~ I'ΙιΙι"''ι (Ψ2"Ί _Sa:Z (Wl"'! (ψ:".'.I_α:Ζ (ΙιΙι"., (ψ:"'Ί-
't ' .c. ,i " 1ι&. ! Ι ,Ι' Ι i '. j ,c. Ι 'ι, Ι \, ~ !
ψ; ... 2 ΏοΨι:1 I:ΟοΨ:<:1 ... Ο;ΙιΙ:ι'" 2 (DoΨι) (ΏιΨι) ... 2 (00 DlW2) ... DiWl'" 2 (Do D2Wl:1 ...
:w~ :12 "'ι ... (w;') "'ι + 11 ~ (101;') wl + 4~ (w;' .. :1 W1 - !:IιI~') (Ψ~) "'ι ... I,Ψ~ :< "'ι -
'w~) l,ψ~':1 W1 ... 2 ι:Ψ;Ί wl - α2 (Ψ;":Ι "'ι - I:DGΨι;::Ζ w1 ... I:w~') wf ,. (IιI~':: w2 ...


























! W.. Ι -
'> .ιιι. i
2: ,ι' , !.! Ι". .2!'" 1 -' "", 2:! tl) , ι rr, ;: Ι t Ι ί Ι rrt 1α !;'Wt} !,W2,1 +Q (Wl. ι' JtW2) +Q ΙWι) (W2 )1 -α f,Wt) i),WZ ,! +
...Ζ; +2 (\f~) (νι~I:Ι (ψ~) +2 (w;) (ψ~) + (W~)2 (ψ~Ι) +2 (w~) (ψ;) _ψ~Ι_
2 I:Dσ"'::) υ)αΨ'ι;1 - 2 (Ώο"'ι) (ΏαΨ::) + ~~ - 2 (ΏοΨι ) I:Ώ1"'ι:1 - 2 (Ωο"'ι) (ηιψι ) +
2 Do ΏΙΨ'2) + DfWt + 2 (Do Ώ2ΨΙΙ - I:",~) ι:",~')..,ι - 2 ("';)"'ι +α2 ι:",;")",ι-
2 ι",~) (Ψ~)"'ι + 2 (Ψ;') "'ι + 2 (ηο",ι) I;ΏοΨι)"'ι - 2 (Ώ~Ψ2:1 "'ι - 4 (00 DtWt:1 ",ι­
::ψ~') νΙι + (~ljtl)..,f - 2 I:"'~) "'2 +α2 (",~":! "'2 + 2 (ψ~';1"'2 - 2 (~Ψl)"':: == ο}}
8.2.1 Πρώτης - τάξης λύση
Για να προσδιορίσουμε τη λύση του πρώτης-τάξης προβλήματος, την eqEps[[l]], χρησιμοποιούμετη
μέθοδο του διαχωρισμούτων μεταβλητώνκαι θέτουμε:
svRule = {wt -> (ΑΕιmιt:ΙΕιωm#2&)~ΨΙ -> (BEιπι.ιtlElωπι#2&)};
Αντικαθιστώνταςτην svRule στην e<lEps[[l]], λαμβάνουμε τις χαρακτηριστικές εξισώσεις:
eqEps1lhs = Expand[E-lmθ-JfUmTo#[[1]]j.svRule]&/@eqEps[[l]]
{Α - 1Bm + Αα2 - 2Am2 α2 + Am-4α2 - Aω~, JAm + Bm2 - Bω~}
Θέτοντας την ορίζουσα του μητρώου συντελεστών στην e<IEpsBhs ίση με το Ο προκύπτει η ακόλουθη
εξίσωση που διέπει τις φυσικές συχνότητεςωm του κελύφους:
(Outer[D, eqEpsllhs,{A,B}]//Det//Cοllect[#,ωm]&) == Ο
ln2 a 2 - 2m-4α2 +m 6 a 2 + (-1-m2 - α2 + 2m2 a 2 -m"α2)ω~ + ω~ == Ο
Έπεται από την (~qEpsl Ihs ότι η αναλογία Γm =Ι*(Β/Α) των ευρών ταλάντωσης των ΨΙ και WI δίνεται
από:
Β
fRule = rm-> Factor[ιΑ j.Solve[eqEpsllhs[[1]] == 0,8][[1]]]
1 +a 2 - 2m2 a2 +m4 a 2 - ω 2Γ"..~ m
m
Έτσι, η λύση της ctIEpsII Ι]] μπορεί να εκφραστεί σε όρους των μορφών ελεύθερης γραμμικής
ταλάντωσης:




+ Ai,n [ΤΙ'ΤΖ]ΕχΡ[-lωnΤο],{ί~ 2}]/jExpand
{EIToωrιCos [nO]At ..n [Τ:ι' ΤΖ] + ΕΙΤQωΠSin[nθ]Α2.n[Τι~ Τ2]
+ ε-Πα "-'1'tCos[no].ALn. [TlJTz]
+ ε-Πο fU n Sin[no]A2.n [Τ1 , Τ2;]" εΙΤοωπ Sin[πθ] Tn A1•n[Τ1, Τ2]
- εΠοωrtCοs[nθ]ζΑ2.n[Τt'Τ2] + Ε-πο ωJOtSin[nθ]ζΑ1.n.[Τ1,.Τ2;]




Έπεται από την soIlI<'ol"m ότι όλες οι καμπτικές μορφές είναι εκφυλισμένες επειδή δύο γραμμικά
ανεξάρτητες ιδιοσυναρτήσεις. οι Cos[n Ο] και Sin[n ο]. αντιστοιχούν στην ίδια συχνότητα ωη για
έκαστο n.
Θεωρούμε την περίπτωση μιας κύριου-συντονισμού διέγερσης της μορφής Cos[n Ο] που αντιστοιχεί
στη συχνότητα ωη, η οποία καλείται ως επηρεασμένη μορφή (driven mode). Εξαιτίας του εκφυλισμού,
αυτή η μορφή έχει να κάνει με έναν ένα-προς-ένα εσωτερικό συντονισμό με την Sin[n θ] μορφή, η
οποία αποκαλείται συνοδΙϊ>τική μορφή (companion mode). Θεωρούμε ότι καμία από αυτές τις δύο
μορφές δεν εμπλέκεται σε έναν εσωτερικό συντονισμό με οποιαδήποτε άλλη μορφή. Επομένως, με την
παρουσία της ιξώδους απόσβεσης (viscous damping), από τον άπειρο αριθμό μορφών που είναι
παρούσες στις w) και ΨΙ. μόνο η επηρεασμένη μορφή Cos[n θ] και η συνοδευτική μορφή της Sin[n θ]
θα συμβάλλουν στην σταθερής-κατάστασης απόκριση (Nayfeh και Mook, Ι 979). Επομένως,
παίρνουμε τη λύση του πρώτης-τάξης προβλήματος ως αποτελούμενη μόνο από αυτές τις δύο μορφές
και την εκφράζουμε ως :
soll = {w1-> Function [{θ, ΤΟ' T1,Tz},sollFonn[[1]]//Eva1uate],tjJl-
> Functiοn[{θ, Το' Τι'Τ2}, sollFoπn[[2]]//Evaluate]}j
Για να περιγράψουμε την εγγύτητα του κύριου συντονισμού, εισάγουμε την αποσυντονιστική
παράμετροσ που ορίζεταιαπό:
ResonanceCond = {Ω == ωΛ + ε2 σ}ί
όπου ο αποσυντονισμός είναι διατεταγμένος στο (2 επειδή οι προσωρινοί όροι εμφανίζονται πρώτοι
στην τάξη (3.
8.2.2 Δεύτερης- τάξης λύση
Αντικαθιστώντας τη soIl στο δεύτερης-τάξηςπρόβλημα, το c(]EpsII2]], λαμβάνουμε:
order2Eq ~ Table[(eqEps[[l,i, l]]/.{wt -> wz,tjJt -> ΨΖ}) =
= (eqEps[[l,i~ l]]/.{wl -> w2,Ψι -
> ψΖ}) - (Subtra~@eqEps[[2,i]]/.so11/ /Expand),{i,2}]j
Συλλέγονταςτους όρους που ίσως να οδηγήσουν σε προσωρινούς όρους, τους όρους ανάλογους στο
εΙ iJi Το • έχουμε:
STl = Coeffictent[#[[2]]1 E1tJftTo] &/@order2Eq
(lO) . • (lO){-2ΙCοs[nθ]ωnΑLrι [Τι,Τ2] - 2JSιn[nθ]ωnΑΖ .n [ΤΙ'Τ2],
• (1.0) θ] (1.0) [ ]-2ΙSιn[nθ]Γn α/nΑ ι,n [Τι"Τ2 Ί +2lCos[n . ζω,ι,ΑΖ•η Τι,ΤΖ }
Επειδή τα ομογενή τμήματα της οnΙεΓ1Ε(] έχουν μια μη-τετριμμένη λύση, οι αντίστοιχες μη-ομογενείς
εξισώσεις έχουν μια λύση μόνο αν οι συνθήκες επιλυσιμότητας ικανοποιούνται. Αυτές οι συνθήκες
απαιτούν η STl να είναι ορθογωνική σε κάθε λύση των ερμιτιανής συζυγίας ομογενών εξισώσεων. Σε
αυτή την περίπτωση, αυτές οι εξισώσεις είναι αυτο-συζυγείς και έτσι οι λύσεις των συζυγών
εξισώσεωνδίνονται από το ανάστροφοτων nlodeShapes. Απαιτώντας η STl να είναι ορθογωνικήστο
ανάστροφοτων l11odt·Sh:ιpt·s.λαμβάνουμετις συνθήκεςεπιλυσιμότητας:














































intRulel//. intRule2/. {int[Cos[s-JSin[s_]._]-> Ο. ίnt(f_[nθ]Λ 2. ar!L]-> π}) =
(1,0) (1.())
= O//Thread,{At •n · [Τι.Τ2].Α2,η· [Τι,Τ2]}][[1]]
(ι..σ) (ι.σ){A l •n [ΤιιΤΖ] ~ O,A2.n [ΤιιΤΖ] ~ Ο}
Έχοντας προσδιορίσει τις συνθήκες επιλυσιμότητας των δεύτερης-τάξης εξισώσεων, των order2Eq,
χρησιμοποιούμε έναν συνδυασμό της αρχής της υπέρθεσης και της μεθόδου των απροσδιόριστων
συντελεστώνγια να προσδιορίσουμεμια ειδική λύση αυτών. Γι' αυτό το λόγο, συλλέγουμετις μορφές
όλων των πιθανώνόρων στα δεξιά μέλη των order2E<I, ως ακολούθως:
collectFonn
= OUter[Tίmes. {Cos[nB]., Sin [πΟ]}. Table[{At.n[Tt • ΤΖ]Ειω1tΤσ .At.n[Tt • Τ2]Ε-ΙώΙ\ιtΤσ}, {ί~ 2}]
Ι/F)atten]!/Flatten
{EΠo€Jπ COS [nθ)Αι.-n(Τ:ι, ΤΖ].Ε-ΙΤαωπCΟS[11θ]Αι.n[Tι~ Τ2];
ΕΠΌωπCOS [11θ]Α2,n. [Tl~ Τ2]. Ε-ΙΤο ωπC05 [πθ]Α2.Λ[ΤΙ'ΤΖ].
ε"αωπSin[nB]Αι.π [ΤΙ' ΤΖ].Ε-ΙΤο€J1tSίn[nθ]Α1.n[Τι'Τ2]Ι
εΠαωπSin[nB]A2,n [ΤΙ, Τ2].Ε-ΙΤαωιτ Sin[nθ]Α2,ΙΙ [ΤΙ' Τ2])
possibleTerms = Flatten(If(Head[#) ==




{E2ITofU1'tA2 E21To ωΠCοs[2nθ]Α 2 ε21ΤαοωπSίn[7.nθ]Α2l.n' . 1,n' ... 1,n'
- - - -
Cos [2nO]A ι.ΛΑι.η' Sίn[2nθ]Α:ι.nΑι.n.Α2,nΑι.ra' Cοs[2nθ] A2,nAL-n'
Sin(2nB]A Α ε-21Ταω-nΑ2 ε-21Ταωncοs[2nθ]Α2Z.n 1.n' 1,n' 1.n'
ε-21Το W'π Sίn[2nθ]Αf.n. At,nAz.n. Cos[2nB]A1,nA2,n. Sin[2nB]At .nA2,n.
A2,nA2,r.ιJ Cos[2nO]A2,,)2,nJSin[2nθ]Α2,nΑ1,nι E-21TolJnALr.ιA2.nJ
ε-21Το ω1\Cos [21lθ]Aι,rι.A2,n' ε-21Τσ ωπ. Sin[2nB].41,n.42,n.
e-UTo ""'11 AinJ ε-21Τοωπ. CΟ:ϊ [2nO]Ain JI ε-21Ταωπ Sίn[2nO] A~."}
pos.sibleTerms//Length
30
Σημειώνουμεότι το συζυγές μιγαδικό του κάθε όρου στα δεξιά μέλη των oι'deI'2E(1 είναι επίσης ένας
όρος των δεξιών τους μελών. Επομένως, χρησιμοποιούμεαυτό το γεγονός για να περιορίσουμε την
άλγεβρα και να υπολογίσουμε μόνο τις ειδικές λύσεις που αντιστοιχούν σε σχεδόν μισούς από τους




μιγαδικά εκείνων που ήδη υπολογίστηκαν. Κατόπιν, εκφράζουμε τη δεξιά πλευρά της oI"der2Eq[[iJ]
ως το άθροισμα των δύο όρων, tt!mpList[[i]] και του συζυγούς μιγαδικού της, για ί = 1 και 2,
σύμφωνα με:
Οο[eq2rhsList = List(11J@order2Eq[[i, 2]];tempList[i] = eq2rhsList:;
If[term = # /. conjugateRu1e; MemberQ[tempList[ί]' term],
tempList[ί] =Complement[tempLΊSt(i].{#}];
1
If[# === term, AppendTo[tempList[ί]. - #]]]&/@Reverse[eq2rhsList].
2
{ί,2}]
Κατόπιν, προσδιορίζουμε τους συντελεστές της possibleTerm... σε καθεμιά από τις tenlpList[[i\],
σύμφωνα με:
Do [rtιs = Plus@J@tempList[11/.SCondljjTrίgReducejjExpand; coeffs[ ί]
= Coeffident[rhs,possibleTerms]j.(CosISin)[2nO]-> Ο, {ί, 2})
και τους συμβολίζουμε με CΙj ως :
symbolListl = Maplndexed[If[#l = !
= Ο. CS&quence@@#~' 0]&, Array[coeffs, 2].,{2}]
0,0, C1.1S' 0.0,0,0,0,0, C:ι.z2' c1.23' 0.0,0,0,0.0.0),
{Ο.Ο. cZ.3 ' Ο, cz..s;. 0.0,0, CZ•9' 0,0, CZ,:12' Ο. CZ•14 '
0,0,0,0,0.0.0,0,0, c2.24' o,O.O'O'OJO}}
symboIList2[s_J = Plus@@symbolListlj.c-> S;
syrnbolList2[s_J=Plus @@ syrnbolListl/.c->s;
όπου ci.j = coeffs[i][[jJ]. Επιπλέον, συσχετίζουμε με τον j-οστό όρο στην sYIllboIList1[[i]] τον
απροσδιόριστο συντελεστή dί.j στο W2 και τον απροσδιόριστο συντελεστή ei,j στο Ψ2 μέσω
αντικατάστασηςτου Ci.j στην symbolList l[[ί]] με τα d i.j και ei.j, σύμφωνα με :
sol2temp =
{Wz-> Functiοn[{θ,ΤΟ.T:1,Tz},symbolList2[d].possibleTenns//Evaluate].
Ψ2 - > Function[{B, ΤΟ. Τι.ΤΖ}. symbolList2[ε]. possibleTerms//Eνaluate]};
Αντικαθιστώνταςτην so12temp στα αριστερά μέλη των δεύτερης-τάξης εξισώσεων, των or<ler2Eq,
θέτοντας τον συντελεστή toy j όρου στη possibJeTerms στην ί τάξης εξίσωσης ίσο με Ci.j, και





























- 2ncl ,23 - CZ. 24d1.2~ -t - 2π(-1 + 4η2γ;α2 ' d2•12 ~ Ο, d2•14 -t Ο, d 2•24 -t Ο,
-(4n2 - 4ω~)CLΖ - 2ncZ,3d .... - ---:--~-.....;,-.-::---~~--:""""='-..;;;;~--:-~--'=-
1.2 -4n2 + (4n2 - 4ω;)(1+α2 - 8η2α2 + 16π4 α2 -4ω;)'
;2 2(4π - 4ωn)Cι.6 - 2nc2.5
dZ,3 ~ O,d2 ,s -t Ο, d2,g -t Ο}
Για να aπλoπoιήσoυμετις εκφράσειςστην δεύτερης-τάξηςλύση, εισάγουμετον συμβολισμό:
ΛγγεΛος Χιόπης
Διπλωματική Εργασία
dL6 -t - 4n2 _ (4n2 - 4ω;)(1 +a 2 - Sn2 a 2 +16n4 a 2 - 4ω~Y
( 4nZ - 4ω~)cι s +2nc,:, 9d -t-. , ..
1,8 4n2 - (4n2 - 4ω~){1 + αΙ - Βπ2 α2 +16π~α2 - 4ω~Y
(4n2 - 4ω;)(-4n2 + (4nZ - 4ω~)(1 +α2 - 8π2 α2 + 16π~α2 - 4ω;))'
Cl ,6 (1 + α2 - 8π2α2 + 16η4α2 - 4ω~)((4π2 - 4ω~)Cι.6 - 2ncz,s)
e .... - +------~--~--~--~~--~"=""""-~~-
z,s 2π 2π(4n2 - (4n2 - 4ω;)(1 + α2 - 8η2α2 + 16η4α2 _ 4ω~)) ι
'ι.Β (1 + a 2 - 8n2 a 2 +16n+a2 - 4ω~)((4-n2 - 4ω~)Cι.Β +2nc2.9)
€Z.9 ~ - 2n - 2n(4-n2 - (4n2 - 4ω:)(1+ a2 - 8n2 a 2 + 16n4 a 2 - 4ω~)) ι
paperNotationRule =Thread[(symbolList2[c]//Union//Rest)->
1 1 1 1
{C21 ct1 2ct1 c2' -ct _-c4J - - c3J -C31 -c4J - C3J dtJ - 2dt _-dtJ - -~,d2J - dz}] ""Ιοίη-2 2 . 2 2
{(1 + α 2 - 8n2 α2 + 16π4α:! - 4ω~)-
Δ + 4n2 4-n2























































2ncοs[2nθ](nC3 +~)Aι.l1Aι.π 2nSin [2ne](2nc:J +d2)Α:ι"ΑLn
θ~ θ~
Εκφράζουμε αυτή τη λύση σε καθαρή συναρτησιακή μορφή ως :
so12 =
{w2 -> Functiοn[{θ,ΤΟ. Τ1,Τ2},
w2So1 + (\'v2Sol/. conjugateRule)11 Evaluate].
Ψ2 -> Functiοn[{θ,ΤΟ' Τ1 ,Τ2 },
ψ2S01/.displayRule
d 2π(-2nd - c (4nZ - 4ωL))
E2lTofoJn Sin[2ne]( 1 . _ 1 1 . r.ι )Α2 +
4n2 - 4ω2 Δ (4n2 - 4ω2) Lrι
" ΊΙ'Ι n
εΖΙτοω" Cοs[2nθ] (-2nd1 - c~(4tιZ - 4ω:))ΑiR
ΔlΙ
ε2ΙΤοωπ Sin[2ne] (4nd + 2c (4n2 - 4ω2))Α Α EZΠa (,J?l.c Α2~ 1 "1,1'1. 2,1'1 + 2 2,1'1. +
Δn 1 + α2 -4ω;
4η2 + Δ 1 4nz
1 + α2 - 8-nza:z + 16η"αΖ _ 4ω Ζ ~ 1'1 ~_]
n 4n2 -4ω;'(-1+4n2)2α2 en
Κατόπιν, εκφράζουμε τη δεύτερης-τάξης λύση ως:
w2So1 = symbolList2 [d). possibleTerms/. deRule//. paperNotationRule;
,v2So1/. displayRule
E 21T,,(,Jftc Α2 ε21ΤοωΠCοs[2nθ](-2nd - c (4n2 - 4ω2))Α2
___....;,Z_1,'-rι. _ 1 1 n 1,1'1 +

























Αντικαθιστώντας τις SOII και sol2 στην C<IEpsII31I, προκύπτει:
order3Eq=Table [ (eqEps [ [1, i, 1] ] Ι . {Wl->W3,
Ψ1->Ψ3}}== (eqEps [ [1, i, 1] ] Ι. {Wl->W3, Ψ1->Ψ3}} - (Subtract @@
eqEps[[3,i]]/.sol1/.so121ITrigToExpIIExpand) ,{i,2}];IITiming
{90.5 Second,Null}
Για να μετατρέψουμε τους όρους που δίνουν όρους μικρού διαιρέτη σε τρίτης-τάξης εξισώσεις, τις
order3E(4, σε όρους που δίνουν προσωρινούς όρους, εισάγουμε τον κανόνα:
expRulel =
Ε..φ[ar~]:>
Exp[Expand[argj. (ResonanceCondj. Equal-> Rule))j.02r()_> Τι];





(Cos[nB] + lm.Sin (ne])Exp[cl]]&j@order3Eq:/jTiming
{64.343 Second,NUll}
Αυτοί οι όροι αποτελούνταιαπό τετραγωνικούςκαι κυβικούς όρους στα μιγαδικών-τιμώνεύρη Λ ί • Οι
κυβικοί όροι είναι ανάλογοι με :
cubicTerms =
Flatten[If[Head(#] === Plus, Li5t@@#,#]&/@
(Nest[Outer[Times, collectForm. #]&,collectForm,. 2]//F1atten//υηίοη//
TrigReduce/ / Expand)]j.
{Ι[s_nθ]->O.Exp(cl_.+Complex(O,s_/;s! = 1]ωnΤο]-> Ο}Ι.ΕχΡΙ]-> 1/.
c3 NumberQform_- > forml/υηίοη//Rest;
cubicTerms/. displayRule
{Cos(ne]AtnA Ln' Sin[πθ]AtnAL"' Cos[l10]At."A2.nALn, Sin[nO]Al.nA2.nAl.n~
Cos [nθ]Α~.nΑ'L.n'Sίn[nθ]Α~.nΑ1.n,Cοs[nθ]ΑtnΑΖ,n'Sίn[nθ]Αi,1).Ζ,n,
COS [πθ]Αι."ΑΖ.ΙιΑ2..!'1' Sin[nO]Al .K A2.nA2."' COS [l1θ]ΑΞ.nΑ 2.ιt , Sin[ne]A~nA2.n}
Και, οι συντελεστές τους στην ST2 είναι :
coef2 = Outer[Coet1icient, ST2,cubicTerms];
που συμβολίζουμε με





.> {Ε2, Ξι, Ε3, Ε3 ,Ε1.' Ε'Ζ,' -G2 ,Gt , -G3 • G3 , -Gt , G2 }I/Thread
{9ι.1. -+ Ε2 , 91.4 -+ Et ,91.5 -+ E3,B1.B -+ Ε3,Οι.9 -. Ει,91..Ι2 -+ E'l'
92,2 -+ -G'1.,92,3 .... Gt ,92.,6 -+ -G3,U2,7 -. G3 ,9'2.,lQ -+ -Gt ,92,11 -. Gz }
Σε όρους αυτού του συμβολισμού, η ST2 μπορεί να ξαναγραφείως :
ST2New = (#1. Thread[cubicTerms-> O]&/@ST2)+ symboIList3. cubicTenns/.
notationRule/.D[SCondl,Tt l;
ST2New/.dΊSplayRule
1{- E";aTCos[nθ]- 21Cοs[nθ](DΖΑι.n)ωn - 2Ι(D2ΑΖ.n.)Sίn[nθ]ωn +2
cοs[nθ]ΕΖΑinΑ1.n. + Sin[nθ]ΕιΑ1.nΑΖ."Α1.ΙΙ + Cοs[nθ] E3AinA1.n +
Sίn[nθ]Ε3Αi"ΑΖ.n + cοs(nθ]ΕιΑ1.nΑΖ.nΑΖ.n. + Sin(nθ]Ε2Α~.nΑΖ.".
2ΙCοs[nθ] (DΖΑΖ.n)ζωn - 21(DΖ;Α1.Iι)Sin[nθ]ζωn - Sίn[nθ]GΖΑi"Α1.n +
Cos [πθ]GtA1.nAz.,.A1." - Sίn[nθ]G3Αin.Α1.,. +
Cos[nθ]G3Ai".A2.,. - Sin[nθ]GtA1.nAz.n.A'Z.,. + Cοs[nθ]G'ΖΑ~.nΑΖ.n.}
Οι συνθήκες επιλυσιμότητας της ol'der3Eq απαιτούν το διάνυσμα ST2New να είναι ορθογωνικό κατά





1 Π';tr 2; 'Ζ -{'? Ε ; f - 2Ι(D'ΖΑ1.n)ωn. - 2I(DZA1.n)Fn ω" + Ε'ΖΑι,,,Αl,,. -
...
GΖζΑtnΑι.n +E3A~,n.Al,n. - G3rnAinALn + EtAt.n.Az,r)z.n - GtrnAt.nAz.nAz.n =
= Ο.
-21(DΖ;Αz.n)ωn - 2Ι(D'l.ΑΖ.n)Γ;ωn + ElAl.nAz.nA1.n - GιζΑl.nΑ'l..nΑι.n +
E3A~.nA2." - G3ζΑtn.ΑΖ." + E2A~.nAz.n - GΖζΑin.ΑΖ.n == Ο}
8.3 Σιεδόν Τετράγωνες Πλάκες
Θεωρούμε τις μη-γραμμικές εγκάρσιες ταλαντώσεις μιας σχεδόν τετραγωνικής απλά υποστηριζόμενης
πλάκας η οποία είναι αρχικώς επίπεδη. Εισάγουμε ένα Καρτεσιανό σύστημα συντεταγμένων Χ Υ Ζ, με
τους άξονες Χ και Υ να βρίσκονται στο ελεύθερο επίπεδο της μεσαίας επιφάνειας του δίσκου, και έστω
u, ν και w ότι συμβολίζουν τις μετατοπίσεις της μεσαίας επιφάνειας στις κατευθύνσεις Χ, Υ και Ζ,
αντίστοιχα. Τότε, οι εξισώσεις κίνησης είναι (Chu και Hermann, 1956) :
BH[w] = Β iharmonic [w[x,y, t], Cartesian[x,y, Ζ}]



























vY,Y + w),w)'ιY +v(ux,y +wxwx.y) + 2"(1- V)(Vx.;- +Ux,y +w),wx.;- +wxwx,y) =
_ -2
- c1' Vt,t'
1 2. . . . . . 1 2-lι BH[w] - N~ C%.% - 2N~2Wz.)' - N~Wy,y - UxWx ,.% -:; W x W x .% - t1y W y ,y12 ~
1 2
-"2 WyWy.,.
1 1ν (VyWx '% +?W;Wx ..% +U%Wy•.Y +?W;Wy,y} - (1- v)(uy + v% +WXw),)WXiY ==
~ ~
-2 F(l-v 2)
-Cp (WzUt.t +Wy 11t ,t +W t•t ) + Ε h
:s
και οι οριακές συνθήκες είναι:
BC = {{u[x,y, t] == ο, W [Χ,Υι t] == ο, 0x,sw[x,y, t] == O}j. {{χ-> Ο}, {χ-> α}}ι
{v[x,y, t] == Ο, w[x,Υ, t] == ο, Oy.).W(x.y. t] == Ο}/.{{Υ-> Ο} ..{Υ-
> b}}}//F1atten
{U[OJ)" t] == ο, w[O,y, t] == Ο, w(I.O,O) [Ο,Υ, t] == O,u[α .. y. t] == Ο,
w[a,y, t] == ο, W(Z,o,O) [α,Υ, ι] == Ο,ν[χιΟ, t] == ο,w[x, O,t] == Ο,
W(o,2,O) [Χι ΟΙ ι] == Ο, v[x, b, ι] == ο.w[.x, b. ι] == Ο, w(o,z:·O) [x,b, ι] == Ο}
όπου c/ = Ε, / (p(l - ν2», είναι το μέτρο του Young, ν είναι ο λόγος του Poisson, Ρ και h είναι η
πυκνότητα και το πάχος της πλάκας, αντίστοιχα, F είναι το εγκάρσιο φορτίο, οι Nki είναι οι
ομοιόμορφα κατανεμημένες εντός της πλάκας εφαρμοσμένες ακραίες φορτίσεις, και α και b είναι τα
μήκη των ακρών (παρυφών), με b ;::: α. Οι ΕΟΜ αποκαλούνται συχνά ως το δυναμικό ανάλογο των
εξισώσεων vοπ Karman επειδή ανάγονται σε εξισώσεις νοn Karman (191 Ο) με την απουσία των
χρονικών παραγώγων.
Για λεπτές πλάκες, το h /α είναι πολύ μικρό, το οποίο συμβολίζουμε με ~f.. Κατόπιν, εισάγουμε την
αναλογία πλευράς c =α /b, ορίζουμε τον κανόνα:
scaleRulel={h2->E a 2 ,a->c b};
και αδιαστασιοποιούμετις μεταβλητέςως :
charT = .J 121εα/cp ; (* characteΉStictime*)
χ-> ax,y-;> by, t-> charTt}j
Αντικαθιστώντας τους non(JίInl{IIle και scaleRnl('1 στις ΕΟΜ και B(~ και θεωρώντας την περίπτωση
μη ύπαρξης εντός επιπέδου φορτίων παρυφών λαμβάνουμε:





BCl = BC/. nonclimRule/.c_h_[a-Jt]: > h[a, t]
{u[O,y, t] == ο,w[O,y, t] == Ο, w(l.o.O) [Ο,Υ, t] == 0,u[1~y, t] == ο,
w(1,y,t] == O,w(2,o.O)[l~y,t] == O,v[x,O.t] == O,w[x,O,t] == Ο.
W(G.2.0) [Χ, Ο, t] == ο,v[x, 1, t] == ο.w[x, 1. t] == Ο,w(o.2:.0) [Χ, 1, t] == Ο}
Για να γράψουμε την εΟ1\1 1 κατά έναν πιο ακριβή τρόπο, εισάγουμε τον κανόνα κατάδειξης:
displayl[expr_] :=expr/.{Derivative[a_,b_.c_] [w_] [x.y,t] :>Subscript[w,





1 12 12 1 1
- -1-2 EUt •t +Ux,z +2" c u>..y - 2" c VUy,y +2'C1?x.). +2" CV1?x.y +
3 122 142 1 12
C vyW>,,y-Z"C vwxwy,y -2'C w>,w)".y+ 12 EW.1:',z,X',z+6'C EWx,z.y.y
1
+-c4 εw,",,,,,,,,,, == Ο12 .r ...."."
Χρησιμοποιούμετη μέθοδο των πολλαπλών κλιμάκων για να ασχοληθούμεαπευθείας με τις εΟΜΙ
και BC 1. Για να μετασχηματίσουμε τις χρονικές παραγώγους στην [01\1 Ι σε όρους των κλιμάκωνΤΟ
και Τι, θέτουμε
mώtiScaΙes= {(dv:u Ivlw) [Χ...ιΥ-, t]-> dv[x,y~Το' ΤιΙ
Derivative[m-, n-,o_J[u_][x-,y-, t]-> dt[o] [D[u[x,y, ΤΟ' Τι],{χ,m}, {Υ,n}]]};
Κατόπιν, αναζητούμεμια δεύτερης-τάξηςπροσεγγιστικήλύση της μορφής
solRul~= {(dv: ul1.')-> (ΕvaΙuate[Sum[εj+1dνλ#1,#2,#3, #4],fj, 2}]]&),
w-> (Evaluate[Sum[Ei wA#l,#2,#3, #4],{j, 3}]]&)}
{dv: ul1.~ ~ (E2 dvt [#1,#2, #3,#4] + E3dvz[#1, #2, #3, #4]&),














































όπου # Ι, #2, #3 και #4 αντιπροσωπεύουντα Χ, Υ, ΤΟ και Τ ι, αντίστοιχα.
Εισάγουμε την αποσυντονιστική σι για να περιγράψουμε την εγγύτητα των μηκών παρυφών (edge
lengths) α και b, θεωρούμε την περίπτωση του κύριου συντονισμού, και έτσι θέτουμε
5caleRule2 = {c-> 1 +εσι,Ρ-> (;3F[x,y]Cos[nTO]}~
Αντικαθιστώνταςτις mIIItiSc:tIes, solRuIe και scaleRuIel στις ΕΟΜΙ και HC1, αναπτύσσοντας το
αποτέλεσμα για μικρό (, και αμελώνταςόρους τάξης μεγαλύτερηςτου (3, λαμβάνουμε:
eq83a = (ΕΟΜ1/. multiScales/.solRu1e/.scaleRu1e2//TrigToExP//EφandAU)/,
bc83a = BC1/. multiSca1es/. solRulej
Εξισώνονταςτους συντελεστέςτων ίδιων δυνάμεων του ε: στις eq83a και bc83a, προκύπτει:
bcEpsuv = Thread[CoeffidentList(Subtract@@#. ε] =
= ο]&1 @Select[bc83a, FreeQ[#, w]&] / (fransposel/Rest//Rest
{{ΙΙ1.[Ο,Υ,Το' Τ1.] == O,u l [l,Υ,Το ,Τι] == Ο, 11ι [x,O~Το' Τι] == ο, υι[χ,1, Το' TιJ =
= Ο},
{uz[O,y, To~ Τι] == Ο, u2[1,y~το. Τι] == Ο, v 2 [χ, ο, Το, Τι] == 0,1"2 [Χ.. 1, ΤΟ. TιJ =
= Ο}}
bcEpsw = Thread[CoefficientList(Subtract@@#,E} =
= 0]&/@Select[bc83a,! FreeQ[#,w]&]//Transposej/Rest
({wt [Ο, Υ, ΤΟ' Τι] == Ο,W?,O,D,O) [O,Y~ Το' Τι] == ο,
. (2.0.0,0)
W l (1, Υ, Το' Τι] == Ο, wl [l,Υ, TOJ Τι] == Ο,wl [Χ, Ο, Το' Τι] == Ο,
(Ο.Ζ.Ο,Ο)[ Ο Τ. Τ] Ο [ ] (o.Z.D,O) [ ]}wl Χ, , Ο. 1. == ,wt χ,l,Το,Τ1. == O,w1. χ,l,Το,Τι == ο,
{wz [Ο, Υ, Το' Τι] ;;:;; ο, w;2.0,O,O) [Ο,Υ, Το' Τι] ;;;:; Ο, [Ί [1.. Υ, Το' τι] =;;:; Ο,
(2.0,0,0) (ο.2.(),Ο)
W z [1~y,To,T1.]=== 0,""'2 [Χ, Ο, Το' Τι] ==O,wz [.x,O~To,Tι] == Ο,
w2 [.χ, 1~ Το' Τι] == Ο, w;o,2.,O,O) [Χ, 1, το, Τ1.] = = ο J,
(2,0,0,0){w3 [Ο,Υ, Το' Τι] == Ο, w3 [Ο, Υ, Το' Τι] == Ο,w 3 [1.. γ, Το' Τι] == Ο,
(2.0.0,0) (0.2,0,0)
w3 [1~y, Το' Τ1.] == Ο,w3 [Χ, Ο, Το' τι] == ο, w:! [.χ, O~ Το' Τι] == Ο,
w 3 [Χ, 1, Το' Τι] == Ο, W~Q,2,O.O)[χ, 1, Το' Τι] == Ο}}
Κατόπιν, εισάγουμετον κανόνακατάδειξης :
displayRule1 =
(Derivative[a.-ι b.-ι c_] [\Υ'_ί_][Χ.-ιΥ-,Το,_]:>
SequenceForm[If[arg 1 = Tirnes@@Maplndexed[D:iH1J]_l&' {c)]; arg1 = !
== 1, arg1, ""],









w_i _ι...... ToJ _]-> wj,Ai _ [_]-> AjJA i_[_]-> ΑΔ;
και γράφουμετην C<IEpS κατά έναν πιο ακριβή τρόπο, ως:
(eqEpsm = {eqEps[[1,3]],eqEps[[l.{1,2}]],eqEps[[2,3]]})/.displayRulel
1 1 1 Ι{Ι2 (""WLX'~,x.:&,)+ '6 C"'"W:LX',x.)',y) +12 (""W1.,)'i,)'".y,y) +1.2 (D~wΩ == ο,
Ι 1 1 Ι{""u. + (""U ) v("'"u ) + (""." ) + ν(""... )~.:ι: '2 1,,}',)' - '2 1"Υ,Υ '2 νΙ.:ι:'Υ '2 V1.X',y
+ ("ΠWl,Χ')C'''Wι ,χ.:ι:) +
1 Ι Ι( """'" )C"'"'" ) + v(""'''' )(""W ) + (""w )(""w )2" ""1.)' ""1.χ.Υ "2 ·"1.Υ ~.y "2 1,χ l.Υ,Υ
1 ΙΙ.. IIfrt __
- :; ν( Wι.Χ')( w1,y,y) -- ο•
...
1 1 1 1(""' ) + ("" ) + (""' ) ("" ) + "..2' U1,:ι:,Υ '2" Uu,y 2' 111,%,χ - 2' ν 111,~,x 11Ι,Υ,Υ
Ι
+ 2" (""wι.Υ){ ....wι.:ι:,χ) -
1 1 1("" )("" )+ ("" )("" )+ ("" )("" )2"ν wl,y wl.z~ 2" wl .% wt ,%.)' 2"V wl ,,% wu .).
+ (ΗΠ )('ΤΠ ) -- Ο}wl,y Wι.Υ,Υ -- ,
1 1
--E-ZToDF[x Υ] --E"oDF[x Υ] - (""'U }(""w ) - ν(""" )(""W )24 ' 24 ' ~~.:ι: 1,Υ . ~•.:τ'
1
- - (""w )2(""W )-2 Ι,χ 1,%,χ
1
-v(·""w . )Z(""w ) - (''''u )(""w ) + ν(""u )(""w ) - (""17 )(""w )2 ΙιΥ ι.;;:ι~ 1,Υ Ιι~,y Ly Ι~')' ι.;' 1,.;;ο,Υ
+ ν(''''1.'' ) (""w ) -l,r 1.Χ.Υ
("Π ) (ΠΠ ) ("" ) + (11" ) (ff" ) (Hff ) (/1.. ) (ΙΙΠ )""Ι,Ζ w1,)" wl.zi)' ν wl.Jι:' wt ')' wl,z,)' - v U1,:ι: w1.v")'
- (""17 )(""w ) -l,Υ l,Υ,,)"
1 ("" ) 2(.... ) 1 ("" )2(.... ) + 1 ("" ) + 1 ("" ) +2'V Wl,x WLy.y -; W 1,y w1,)"y 12 wZ,z.z,x.Jι:' '6 w:2.z.r.)•.y
1 1 1 1 1
12 (1IIfW z,y,:y.yv.)+ 12(D~wz) + 6" (DoDtwt ) +'3 ("IfWι.:ι:,χ,Υ.Υ) σι +3'("ιfWl,Υ')',Υ,Υ)σι
== Ο}
8.3.1 1"ς τάξης λύση














































1 1 1 1( ""w ) + ("" ) + ("'" ) + (D 2 ) -- Ο12 l.:r,r,x.x '6 wι..r..:r,y.)' 12 W 1,y,y.y.)' 12 Οw 1 --
orderlBC = bcEpsw{[l]]
{wt [Ο, γ, το. Τι] == Ο, w~2..0.0.0)[OJY, το. Τι] == Ο,
(Ζ.ο.ο,ο)
wt [1,y,To' Τι] == O,wt [l,Υ.Το.Τι] == O,wt[X, Ο, Το. Τι] == ο,
wiO.2•o.O) [Χ, Ο, ΤΟ. Τ:ι] == ο,w1[x, 1, το. Τι] == Ο, wio.ι·o.O)[χ,1, Το' Τι] == Ο}
Έπεται από τις Ο I'dcl'1Ε(] και order1BC ότι οι γραμμικές συναρτήσεις σχήματος και οι σχετικές τους
συχνότητες δίνονται από :
modeshapes= {ΨΜ_.D_: > (Sin[mπ#1]Sin[n.π#2]&)}ί
frequencies = {ωω .η :> (mZ +π2)π2};
Για να μελετήσουμε την περίπτωση του Ι: Ι εσωτερικού συντονισμού ανάμεσα στις mn-οστές και nm-
οστές μορφές. θέτουμε:
w1so1 =
{wl -:> Function[{x, )1, Το. Τι}, Αι[Τι]Ειωm.nΤο Φm.n[Χ,Υ]
+ Αι[Τι]Ε-ιω1TlιΠΤΟ Φm.n[Χ. Υ] +
Az[Tι]ElωM.rιTo <Pn.m[X. Υ] + Α2[Τι]Ε-ιωm.ιοιΤο <Pn.m[X.Y]]};
8.3.2 2ης τάξης λύση
Αντικαθιστώντας την wlsol στην c(]Epsm[[2TJ. λαμβάνουμε:
order2Equ = (eqEpsm[[2.1.1]]!.w1 -> (0&)) ==
(eqEpsm[[2,1,1]]/.wt -:> (0&)) - eqEpsm[[2,1.1]]j.wlsoij. modeshapesj
TrigReduce//Expand);/!Timing
{4.39 Second,Null}
order2Eqv = (eqEpsm[[2,2.1]]!.wt -> (0&» ==





(u1[0.y,To.T1] == 0,uι [1,γ,Τι;μ Τι] == O.L~l[x,O,To,Tl]== 0'V"l[x.. l,To,T1] =
= Ο}
Για να λάβουμε ειδικές λύσεις για τα ul και νι. χρησιμοποιούμε τη μέθοδο των απροσδιόριστων
συντελεστών. Για να το επιτύχουμε αυτό. πρώτα αναζητούμε όλους τους δυνατούς όρους που
εμφανίζονται στα δεξιά μέλη των ordcr2EqII και 0Ι'dCΙ'2Εφ' :





possibleTerm.s2 = ΡοssίbleΤerms1/.ΕχΡΙ]-> 1//υηίοη;




Ε2Ιτοω1'l'l.,I'ΙSίn[2nπχ - 2mπy], ε-21τοωm,nSίn[2nπχ+ 2mπy],
ε21Ταω1'l'l..I'ΙSίn[2-nπχ +2mπy]. Ε-21Τοωm,ff.Sίn[2mπχ - 2ηΠΥ],
EZlTofJmIJtSin[2mπ:r - 2ηΠΥ], Ε-21ΤDωm..π Sin[mπx - ηπχ - mΠΥ -nΠΥ],
Ε2ΙΤοω1'l'l.,nSin(mπx - ππχ - mπy - ηΠΥ]. ε-21Τιιωτιι,1τ Sίn[mπx +nπχ -mπy
-nπy]..
ε21'l"αω1'l'l..nSίn[mπχ + ππχ - mπy - ηΠΥ]. ε-217Ί,ωm,1τSin[mπχ - ππχ +mπy
-nΠΥ].,.
E21TofJm..!tSin[mπx - ΠΠΧ +mΠΥ - nΠΥ],Ε-21τοωm.1ΣSίn[mπχ + ππχ+ m,ΠΥ
-nΠΥ].,
E21TorJ1'l'l.,!tSin[mπx +ππχ + mΠΥ - ηΠΥ). ε-ΖΙτι:ιω1ll..1τSίn[mπχ -nπχ -rnΠΥ
+ ηΠΥ].,
c21TorJm'I'ISin[mπx -ππχ - mΠΥ +nΠΥ].s-21τιιωm'1ΣSin[mπχ+ππχ -mΠΥ
+ ΠΠΥ] ..
ΕZlτοω'm.,nSίn[mπχ +n.πχ - mΠΥ +ηΠΥ].E-21Ta rJm.nSin[mxx - ηπχ+mπy
+nΠΥ],
ΕΖΙτοωm.,I'ΙSίn[mπχ - ππχ +mπγ +nΠΥ],Ε-2Ιτιιωm.l1Sίn[mπχ + ππχ +mπy
+nxy]..
εZlτοωm.,nSίn[mπχ+ππχ +mπy +nπΥ],Ε-21Τιιωm,ιtSίn[2rnπχ + 2nπy],
εZlΤοfJ'm.,fι.Sίn[2mπχ + 2ηΠΥ], Sin[2mπχ],Sin[2nπχ],Sίn[2mΠΥ],
Sίn[2nΠΥ], Sin [2ππχ - 2mπy],Sin[2ππχ+2mΠΥ],Sin[2rnπχ - 2nπy],
Sin[mπx - ππ:χ -mTrY - nΠΥ],Sin[mπχ + ππχ - mΠΥ -nΠΥ],
Sίn[mπχ - ππχ + mΠΥ - ΠΠΥ], Sin[mπχ+ππ:χ +mπy - ΠΠΥ].
Sin[mπx - nn:x -mΠΥ+nΠΥ],Sίn[mπχ+ ηπχ -lnΠΥ + ηΠΥ],













































που ικανοποιούν την (lnler2BC. Ορίζουμε κατόπιν τις ακόλουθες λίστες συμβόλων για να
αναπαραστήσουμετους απροσδιόριστουςσυντελεστές.
usyrnbolList =Table [Ci' {ί, Length[possibleTenns]}]
vsymbolLΊSt= usymboIList/.c-> d
{dt , d2 , d3, d4 , ds•d6 .d1 • dg• '4, d1.o, dtt , dl2• d13 , dl4• d~5' dl6• dl7 •
d 33 , d», d 3S' d 36 , d 37 , d3S' d3~' d..o• d 41• d4Z' d ..3.. dM' d+s•d 46• d 47 • d 4S )
Κατόπιν, εκφράζουμε τη λύση ως:
ulso1 =ιιι-> Function[{x,y. Tf)' Τι}. usymbolList.possibleTenn.s//Eva.luate];
vlso1 = 111 - > Function[{x.y. ΤΟ. Τ1}.vsymbolList possibleTeπns//Evaluate];
Αντικαθιστώνταςτη usol και τη vlsoI στις οrder2Εφι και order2Eqv, συλλέγονταςτους συντελεστές
των possibleTt-rm.. , και λύνοντας για τις usynlbolI.ist και vsymbolUst, λαμβάνουμε:
algEq1 = Coefficient[Subtraet@@order2Equ/.uls01/.νΙ501, pOS5ibleTerms] =
= 0/. Exp[_Tg] -> O/IThreadi!!Timing
{67.45 Second,Null}
algEq2 = Coefficient[Subtract@@order2Eqv!.ulsol/.vlsol, possibleTerms] =
= Oj. ΕχρΙΤο] -> 0//Threadi/ /Timing
{65.91 Second,Null}
symbolRulel = Solve[Join[aIgEql,algEq2].. Join[u.symbolList,vsymbolList]] [[1]]/
jSimplify
π(m2 - n 2v).Al [Τι] 2 π(m2 - n2v)At [TιJ2{cl---t- ,C2--+- ,C3
16m 16m
---t _π(n2 -m2v}Az [TιJ2
16π '
π(n2 -'m2v)Az[Tt ]2 π{m2: - n2V)Al[Tt]At[Tt]
c ~ ---t - ι c 33 -+ - ,
1~ 8m
π(n2 -m2v)Az[Tl]Az[Tl] π(m2 - n 2 v)Az[Tt ]2
C34 -4 - ,d5 -4 - J8n 16m
n(m2 - n2 ν)ΑΖ [τι]2 π(n2 - rn2 ν)Αι [ΤιΥd 6 ---t - . . ,d7 -+ ,ds16111 16n





2 Ζ -π(π - m ν)Αι[Τι)Αι[Τι)
-----------.;., C5 ~ Ο.8π
C6 ~ Ο, C7 -+ Ο. Cs -+ Ο, C3S -t Ο, C36 -+ Ο, d1 -t Ο, dz -t O,d3 -t Ο. d .. -+ Ο, d 33 -t Ο,
1 . 2 1 Ζ 1 - 2d34 -t O,C9 -t -nπAZ [T1.] ,ClO -+ -nnAz [Τι] ,cH -cf -nπA.,[Tι] ,32 32 32 •
1 2 1. Ζ 1 2
Cl2 -+ - nπΑΖ [Τι] ,c13 -+ - mnAl [Τι] •C14 -+ - mπAι [Τι] ,32 32 32
1 - 1 1-
C3l -+ -mπΑι [Τι]2. C 32 -+ -mΠΑι[Τι]2'C31 -+ -ΠΠΑΖ[Τι]ΑΖ[Τι]'32 32 16
1 - 1 - 1 _
C38 -+ -nπΑ2 [Τι)ΑΖ [ΤΙ].. c39 -t -mπΑι [Τι]Αι [Τ:ι.],c48 -+ -mΠΑι[Τι]Αι[Τι],16 16 16
1 -2 1 2 1 - 2~ -+ - 32 mΠΑΖ[Οι] ,dlo -+ - 32 mΠΑΖ[ΤιJ ~dll -t 32 mπAz[Tι] ι
1 2 1 - 2 1 .2
d lZ -t 32mπΑ1[Τι] ,d13 -t - 32 ππΑι[Τι] ,dl4 ~ - 32 ηΠΑι[Τι] ι
1- Ζ 1 2 1 -
d'31 ~ -ππΑι [Τ1 ] .d'32 --'t -ππΑ1 [Τ1] •d'!.1 --'t - -mπΑ2 [Τ1]Α2 [ί1],32 32 16
1 - 1 - 1 _
d'3B ~ 16mπΑ2[Τ1]Α2 [T1 ],d:J9 -? - 16nπΑ1[Τ1]Α1[Τ1].d4Β --i' 16 ππΑ1 [Τ1]Α1 [Τ1] ,
1 - _
cl5 -4 -(m -n)n(-1 + v)Αι[Τι]ΑΖ[Τ:ι.].C1632
1
-cf -(m - π)π(-1 + ν)Αι [Τι]Α2 [Τ1.].32
1 - _
czl -+ 32 (m +n)n(-1 + v)At[Tt]Az[Tl],C:Z2
1
-4 32 (πι +n}π(-1 +ν)Αι [Τι]Α Ζ [Τ1.]'
1 - _
cZ5 -+ 32 (m + n)π(-1 + ν)Αι [Τι]ΑΖ [Τι]. c:Z6
1
-cf 32 (m + n)π(-1 +ν)Αι [Τι)Α Ζ [τι],
1 - _
cπ -cf 32 (m - n)n(-1 + ν)Αι [Τι]Αι [Τι] ι cZ8
1
-+ -(m -n)Π(-1+ ν)Αι[Τι]ΑΖ[Τ:ι.].32
1 _.
c40 -+ -(m - n)n(-1 + ν)(ΑΖ[Τι]Αι[Τι] + Α:ι.[Τι]Α2 [Τι]),32
1 ._
c43 -+ 32 (m + n)n(-1 + ν)(Α2 [Τι]Αι [Τι] + Α1.[Τι]ΑΖ [Τι]),
1 -_














































C46 ~ 32 {m - n)n(-1 + v)(Az[Τι]Αι [Τι] + Αι [Τι]ΑΖ [Τι])ι
1 --
d l5 -+ - 32 (m +n)π(-1 +v)A1 [Tl ]AZ [Tt ),dl6
1
~ - 32 (m +n)π(-1+ ν)Α1-[Τι]Α2 [Τι].,
1 - -d zt -+ 32 (m - π)π(-1 + ν)Αι [Τι]ΑΖ [Tt ].dz2
1
~ 32 (m -n)n(-1 +v)A1 [Τ1]Α 2 [T1J.
1 - -
d25 -+ - 32(m-n)π(-1+v)Α1[Τ1]Α2[Τ1Ιd26
1
~ - 32 (m -n)π(-1+ν)Α1-(Τι)ΑΖ (ΤΔ.
1 - -
d Z7 -+ 32 (m + n)π(-1 + ν)Αι [Τι]ΑΖ[Τι]. dzs
1
-4 32 (m +π)π(-1 +ν)Αι[Τι]ΑΖ[Τι].
1 --
d4(J -4 - -(m +n}π(-1 +ν)(ΑΖ [Τι]Α ι [Τ1-] +Αι [Τι]ΑΖ [TιJλ32
1 --
d43 -+ 32 (m - n)π(-1 + v)(Az[Τι1Αι [Τι] + Αι [Τ:ι]Α2 [Τι]).
1 --
d45 -+ - 32 (m - π)π(-1 +v)(A2 [Τι]Α ι [Τ1-] +Αι [Τι]Α2 [Τι]),
1 --d+6 -+ 32 (m + π)-π(-1 + v){Az[Τι] Αι [Τι] + Α ι [Τι]Α2 [Τι]).
ir(m1 ( -1 +ν) +n1 ( -1 +ν) - 2πιη(l+ν)).Αι [τι]Α2 [Τι]C ~---";:""-"---~---";:""--"----=-------:'''':''''-'''::''::'-=-'::''::'-=Ι7 32(m + 'n) ,
π(m2 (-1 +ν) +n2(-t + ν) - 2mn(1 +ν»Αι[Τι]ΑΖ[Τ-ι]
clB -t - 32(m + )'
jf(mz( -1 +ν) +n2 ( -1 +ν) + 2mn(1 +V»At [τ1]ΑΖ [Ti ]~~- J32(rn-n)
π(m2 (-1 +ν) +n2 (-1 +ν)+ 2mn(1 +ν»)Αι[Τι]ΑΖ[Τι]c" ~ - --.,;:....-=------'------'---"------:---:..:....-:...::..-=-.::..::.-=
.;.() 32(m-n) J
π(m2(-1 +ν) + n2 (-1 +v) + 2mn(1 +ν»Αι[τι]ΑΖ[τι]c ~---"--"---~-----'---"----=-------:'-"--'::"::'-=-'::"::'-=
23 32(m-n) J
c -t _ iT(m2 (-1 + ν) +nZ(-l +ν)+ 2mn(1 + ll»Αι [Τι]ΑΖ [Τι]
24 32(m-n) J
π(m2 (-1 +ν) +n2(-1 + ν) - 2mn(1 +ν»Αι[τι]ΑΖ[τι ]




n(m2 ( -1 +ν) + n 2 ( -1 + ν) - 2mn(1 +ν))(Α2 [Τι].Αι [τι] + Α:Ι[Τ1.]Α:Ζ;(ΤΙ])~
32(m +n)
Ir(m2(-1 + ν) +n2 (-1 +ν) - 2mn(1 + ν))Α1.[τι]Α2 [ΤιΊdl7 4 ,32(m +π)
n(m2(-1 + ν) +n2 (-1 +ν) - 2mn(1 +ν))Αι [Τι]Α2 [Τι]d ~----------:-----:---------Ι8 32(m +11.) J
n(mZ(-l +ν)+ n2 (-1 + ν) + 2mn(1 +ν)Αι[ΤιΊΑΖ[ΤιΊd1~~ ,
7 32(m - π)
n(m2(-l +ν) +n2 (-1 +ν) + 2mn(1 + ν)Αι[Τι]ΑΖ[Τι]d ..o ...,. - J
.. 32(m-n)
π(m,Ζ(-1 + ν) +n,z(-1 + ν) +2mn(1 +ν))A1.[T1]Az [TιJ~~ .32(πι - n)
rr(m2 ( -1 + ν) +n2 ( -1 + ν) + 2mn(1 + ν»)Α1.[Τι]ΑΖ [ΤιΊ~~~ .
.... 32(m - π)
π(m2(-1 +ν) +n2 (-1 +ν) - 2mn(1 + v))A1 [T1]A2 [T1J~~- ι
..7 32(m+n}
n(m1(-1 +ν) +n2 (-t +ν) - 2mn(1 +ν))Αι[Τι]ΑΖ(Τι}d ~--------------------
30 32(m+n} ι
d41















































π(m2 (-1 +v) + n2 (-1 + ν) - 2mn(1 +ν))(ΑΖ [τι]Αι [τι] + Αι [Τ1.]ΑΖ [τι])
-t - 32(m +n) }
8.3.3 Συνθήκες επιλυσιμότητας
Αντικαθιστώντας τις \vtsol, u lsol, και vIsol στην ('(tEpsIn[[3]], προκύπτει:
order3Eq = (orderlEq[[l]]/.w1.-> W Z) == «orderlEq[[l]]/.wl -> W z)-





{W2 [Ο,Υ, Το' Τι] == Ο, W z [Ο,Υ, Το' TιJ == Ο,
W zμ,Υ.. Το' Τι] == Ο, wiz,o,O,O) [Ι,Υ, Το' Tt.] == ο,W z [χ, Ο, TQ , Τι] == Ο.
(0.2.0.0) [ Ο Τ. Τ] Ο [1 Τ. Τ] Ο (ο.2.ΙΙ.Ο)[ Τ. Τ] }W z Χ, , ο' :ι == , Wz Χ, , Ο' 1. == , W z ~τ, ι.. Ο' ι == Ο
Για να περιγράψουμε την εγγύτητα του κύριου συντονισμού, εισάγουμε την αποσυντονιστική
παράμετροσ2, που ορίζεταιαπό:
ResonanceCond = {Ω - > ωm,n + εσΖ}ί
Επειδή τα ομογενή τμήματα των order3Eq και order3B<: έχουν μια μη-τετριμμένη λύση, το
αντίστοιχο μη-ομογενέςπρόβλημα έχει μια λύση μόνο αν οι συνθήκες επιλυσιμότητας ικανοποιούνται.
Αυτές οι συνθήκες απαιτούν η δεξιά πλευρά της order.\Eq να είναι ορθογωνική σε κάθε λύση του
συζυγούς-ομογενούςπροβλήματος.Σε αυτή την περίπτωση,το πρόβλημαείναι αυτο-συζυγές.
Για να προσδιορίσουμετις συνθήκες επιλυσιμότητας, συλλέγουμε τους όρους που ίσως να δώσουν
προσωρινούςόρους, τους όρους τους ανάλογουςμε το εlω(m.n)Το • Γι'αυτό το λόγο, χρησιμοποιούμετον
κανόνα:
eΧΡRώe= Exp[a_]: > Exp[Expand[a/.ResonanceCσnd]/.E;T()-> Τι]ϊ
και λαμβάνουμε:
ST = Coefficient[order3Eq[[2J]/.expRule, ειωrn.nΤο]//TrigReducei/ITiming\
{132.53 Second,Null}
Ανάμεσα σε όλους τους χωρικά-εξαρτημένουςμη-εντατικούςόρους στην ST, μόνο οι ακόλουθοι όροι
δεν είναι ορθογωνικοί στους modcsh~ιpes :
termsl = Cases[ST,Cοs[mπχ+ a_.nΠΥ/j Abs[α] == 1],00]//υηίοη
{cοs[mπχ-ΠΠΥ].,cοs[mπχ+ΠΠΥ]}
terms2 = Cases[S'l"Cοs[nπχ+a_. mπy/; Abs[α]== 1], 00J/IUnion
{Cos[nnx-mπγΙCοs[nπτ+ mπγ]J





terms2Coef = Coefficient[ST, terms 2];
Η προβολή της terIn.. t επί της Sin[m π χ] Sin[n π Υ] μπορεί να ληφθεί ως:
trigRcle = {Cοs[2_.π]-> 1,Sίn[_.π]-> Ο};
proj1Coef = i1L1SIn[mπX]SIn[nπy]#ιΙχdy &{_rmsl{.trlgRule
1 1
(4'-4)
και η προβολή της terms2 επί της Sin[n π χ] Sin[m π Υ] μπορεί να ληφθεί ως:
proj2Coef = L1L'S!n[nπx]Sin[mπy]# dx dy &{@terms2{. trlgRule
"1 1
{4'-4}
Ο όρος εξαναγκασμού(έντασης) στην ST είναι:
ίΟ = ST/.Cos[_]-> Ο
1
24E'IT1~P[x,y]
Κατόπιν, οι συνθήκες επιλυσιμότητας απαιτούν η ST να είναι ορθογωνική σε κάθε γραμμική
ιδιοσυνάρτηση,την m()desh~ιpes,δηλ.:
intRule3 = {int[a_fun-,al-,bl_]:
> αint[fun..al, bl]/; FreeQ[αJFirst[al]IFirst[bl]]};
SCondl = Ε.φand[24(int[Sin[mπχ]Sin[nπy]fO,{x.. Ο,l},{Υ, Ο,1}]
+ projlCoef.terrns1Coef/.symboIRulet//. intRule3/. int-
::> Integrate)] == Ο;
SCond2 = ΕχΡand[24(ίnt[Sίn[nΠΧ]Sίn[mΠΥ]fO,{χ.. Ο,l},{Υ, 0.1}]
+ proj2Coef.terms2Coef/.symboIRulet//. intRule3/. int-
::> Integrate)] == Ο;
Για να εκφράσουμε αυτές τις συνθήκες επιλυσιμότητας σε μια πιο αναγνώσιμη μορφή, ορίζουμε:
basicTerms = {Αι [Τι]ΕΙωm,n 1Ό ,Αι [Tι]E-1ωm.πTα ,ΑΖ [Τι]ΕΙωm,n 1Ό,ΑΖ[Τι]Ε-ιωm.nΤα};
cubicTerrns = (Ε-ιωΜ,πΤα Nest[Outer[Times, basicTerms,#]&.. basicTerms, 2]/
/Flatten)Ι. Εχρ[_Τa] - > ΟΙιυηίοnl/Rest
{Aι[TιJ2Αι [Τι],Αι [Τι]ΑΖ [TιJA1 [Τ1],ΑΖ [Τ1] Ζ Αι [Τι],
Αι [Τι] 2ΑΖ[τι], Αι [Τ1]ΑΖ [Tt]Az[Tj.],A z[Τ:ι] 2ΑΖ[τι])















































{~IroI(-4mZn2;v+m+(-3 +vZ) +n4 (-3 +vZ)),O,
~rr4(4m2n2(-2 + v 2) + m4(-t - 2ν + v 2 ) +n 4 ( -ι - 2ν +v2)),0,
8
~rr"(4m2n2(-2 + v 2) + ln4(-1 - 2ν+v2) +n 4( -1- 2ν+ v 2)),O}
4
coef2 = Coefftdent[SCond2U1]],cubicTerms]//Simplify
{O,~rr4(4m2n2(-2+ νΙ) +m 4 ( -1 - 2ν + νΙ) +n 4(-t- 2ν +v 2»,
3ο,sπ"C4m2n2 {-2 +ν2) +m 4(-t- 2ν +v 2 ) +n4 (-t- 2ν + ν2),
Ο, ~π ..c-4m2n2 v + m4 (-3 +v 2 ) +n"(-3 +v 2)))
Έτσι, οι SC'ond Ι και SC'ond2 μπορούν να ξαναγραφούν και συνδυαστούν ως :
SCond = {Collect(SCondl[[l]]/.Thread[rubicTerms-




{Eff,., J.'{F[r,Y]SiR[mπr]Sin[nπY]dY dx +
(-2m2n2 π'" - 2n4 rr")Al a t + ~ff4(-4m2n2v +m4 (-3 + v 2 ) +n 4(-38
+ v2))AIA1 +
3 --π4(4m2n2(-2 + v 2) + m 4(-t - 2ν + v 2) + n4( -ι - 2ν + ν2»)A~Aι +
8
3 --π4(4m2n2(-2 + v 2 ) + m 4(-1- 2ν + v 2 ) + n 4 (-1 - 2ν +ν2))ΑιΑΖΑΖ4-
- ΙCDιΑι)ωm.n == ο,
ΕΙΤ'" J,'( Ρ[χ, Υ]Sin[nnr] Sin[mCy] dydx + (-2m"n· - 2mΖ"Ζπ·)Α,σ, +
~rr",(4m2n2(-2 + v 2) + m 4(-t- 2ν+v2) +n4(-t - 2ν +ν2)ΑιΑΖΑι +
~ Ir"'C4m2n 2 ( -2 +v 2) +m4 ( -1 - 2v + v 2 ) +n4 (-1 - 2v +v2))A~A2 +
8





Εναλλακτικά, μπορούμε να χρησιμοποιήσουμε μια μικτή προσέγγιση, έναν συνδυασμό
διακριτοποίησης και απ' ευθείας προσεγγίσεων, για να ασχοληθούμε με το πρόβλημα, των ΕΟl\11 και
ΙΚ 1. Πρώτα ορίζουμε:
scaleRule3 = ((dv:ulv)-> (E2dv[#H,#2,#3]&),w-> (EW[#l, #2,#3]&)}j
Αντικαθιστώνταςτη sCllleRLIle2 και τη sc"leRule3 στην ΕΟΜ1, αναπτύσσοντας το αποτέλεσμα για
μικρό ε, και αμελώντας όρους τάξης μεγαλύτερης αυτής του ε3 , λαμβάνουμε:
eq83b = (EOM1/.scaleRule2/.scaleRule3//TrigToExp/!ExpandAll)/
• επ_};η>3_> Ο;
Για να γράψουμε την eq~3b κατά έναν πιο ακριβή τρόπο, εισάγουμε τον κανόνα κατάδειξης:
display2[expr_]: = θχΡΤΙ.{Derivative[a-,b-J C_] [W_] [Χ, Υ, t]:
> Subsmpt[w, Sequence@@Join[Table[x,{a}],Table[y,{b}], Table[t,{c}]]]J
Έτσι,
(uEOM = Coefficient(eqB3b[[1,1]].E2 ] == 0)//display2
u.r,y 1 vx,z 1 1 1 1
-2-+ '2 v u.x .y +T-'2'Wz ,z + l1Υ,Υ +2'Wy Wz ,z - '2\'Wy W.r.z +'2 wxWx,Y'
1
+ -vwxw.r"y +WyWy,.)" == Ο2
(wEOM: = eq83bU3]]//Thread[e-Z#, Equa1]&I/ExpandAl1)//display2
1 Ιί. Ω 1 lT. n w rt 1 2--Ε- ο εF[Χ Υ·] --Ε σ εΡ[Χ Υ]+-'- Εu W -ενν w --εw w24 ' 24 • 12 :1; χ,Ζ Υ Ζ,Ζ 2 Ζ Χ,Ζ
1 2
- 2"EVW),Wx ,z
EUyWz,y + ιEVUyW%,)' - EV.:zoWr •y + EVVzWx,y - Ι:WxW}'Wx•y + EVWxWyWx,y
- ενUχWΥ•Υ - EVy W y,,..-
1 1 1 1 1 1
"2 EVW;Wy,y - '2 Ew}~w.),.y + 12 wx.r.r,.r + 6'w .r.r.y,y + '3 εσιwr.r,y.y + 12 wy,y,y.y
1
+ '3εσιWΥ';)',Υ,Υ == Ο
Οι γραμμικές ταλαντώσεις διέπονται από την ~νEOM με ε = Ο. Δηλαδή;
(orderlEqw = wΕΟΜ/.ε-> 0)//display2
W tt 1 1 1
-'+-w +-w. +-w ==012 12 Χ,Ζ.Ζ,Ζ 6 Ζ,χ.Υ,Υ 12 Υ,Υ.Υ.Υ
υποκείμενες στις συνοριακές συνθήκες HCl. Έπεται από τις οrderlΕφv και Β(:1 ότι οι γραμμικές































Για να ερευνήσουμε την περίπτωση του ένα-προς-ένα εσωτερικού συντονισμού ανάμεσα στη mn-οστή
και τη nm-οστή έκφραση (m:f. n), θέτουμε:
,ιvlso1 = {w->
Functiοn[{Χ,γ,t}, 11[t] Sin[mπx] Sin [nT' Υ] + ζ[t]Sίn[nΠΧ]Sίn[mΠΥ]]}:
Αντικαθιστώντας την \vlsoi στις υΕΟΜ και '\/EOl\I, λαμβάνουμε:
order2Equ = (uEOM[[l]]/.w-> (0&) ==
((uEOM[[l]]/. w-> (Ο&)) - uEOM[[1]]/.wlso1/ITrigReduce);
order2Equ//display2
Uy,y 1 11:c,y 1
u __ +-- --vu +--+-Vl1
-- 2 2: Υ·;,)' 2: 2 Χ,Υ
1 '4 n1 π3 Sin[2nnx] ζ[t]~ _ 4m2 ηπ3 ν Sin[2nax] ζ[t]2 _ 2m2 nn3 Sin[2nnx-2may] ζ[t]2_
16 '




3 Sin[mnx-nnx-may-nny] ζ[Τ] 11[tJ _m2 nn3 5inlmnx-nax-mny-nny] ζίτ] 11[t] +
mn2 fi·Sin[nιnx-nnx-mny-nny] ζ[tj ll[t] -n3 n3 5inlnιnx-l1nx-mny-nny]ζ[t] 11[tJ-





v5in[mnx-nnx-mny-nny] ζ[c] η[τ] .,.n3 n3 vSin[mnx-nnx-mny-nny] ζ[Τ] I1[C]-
m
3 α3 Sin[mnx+nnx-mny-nnyj ζίCj 11[CJ _3ΙΙι3 ηα1 Sin[mnx ... nnx-lIIlIy-nny] ζ[C] !1[CJ-
3mn2 n 1 Sin[mnx+nlIx-mny-nlIyj ζ[τ] η[τ] _n3 1I3 Sin[nιnx .. nnx_mny_nny] ζ[tJ η[τ] ..
m3 n2 VSin[nιnx .. nnx-nιny-nny] ζ[Cj l1[t] -m3 nn2 vSin[mnx+nnx-nιny-nny]ζ[cj ll[t]-
mn'n·vSin[mnx+nnx-mIIy-nny] ζ[C] η[τ] +n3 n·v5in[mIIx .. nIIx-mny-nny] ζ[Τ] ll[t]-
m
3 π3 Sin[mII χ _ n π Χ ... m π Υ - n ΠΥ] ζ [t] η [tJ ... 311Ι' n π3 51...'1[11Ι Π Χ - n π Χ .. m π Υ - n π Υ] ζ [t] η [t] -
3mn3 n·Sin[mnx-nnx.,.mnY-I1IIY] ζ[τ] l,I[t] .,.η3 π3 Sin[mnx-nnx+mIIy-nnYJ ζ[t] l'I[t] ..
m
1
n1 ν Sin[mnx _ ηπχ +ΙΙΙΠΥ - ηΠΥ] ζ[tJ lI[tJ ... JΩ3 ηπ3 ν Sin[mnx- ηπχ .. JΩΠY- ηΠΥ] ζ[Τ] II[t] -
lIln3 n1 vSin[mIIx-nnx .. mny-nnyj ζ[c] η[τ] -n' η3 v5in[lIlnx-nnx+lIlny-nny]ζ[t] l1[t] ..
m'n' Sin[mnx ... nnx .. mny-nrIY] ζίC] l1[t] ... ιιι2 ηπ3 Sin[J!lIIx ... nnx+-mny-nny] ζ[t] l1[tJ +
mn
2 I11 Sin[mnx .. nnx ... mI1y_nny] ζ[t] l1[c] ... n'n3 Sin[JIlIIx+nnx+lllIIy-nIIYJ ζ[τ] η[τ]­





vSin[mnx .. nnx.,.mny-nny] ζ[t] l'I[t] -n'n3 v5in[IIInx+nnx ... mI1y-nny] ζ[t] ll[tJ-
m1 I1 1 Sin[D1IIx_nIIx_JΩny... nny] ζ[t] l,I[t] ... 3m3 nn'Sin[lDnx-nI1x-lDny ... nnYJ ζ[tJ η[η­
3mn3 n3 Sin[mnx-IllIx-mny+-nηyjζ[t] l1[tJ +n'n1 Sin[lIIlIx-IllIx-mny .. nny] ζ[t] rt[t].
m
3 II'VSin[m.IIx-nnx-IIII1y+nny] ζ[tJ rt[t] +m3 flIl1 vSin[IIιIIx-nnx_mny... nny] ζ[tJ rt[tj-




3 Sin[mlIx ... nrtx-mny+nny] ζ[tj tI[t] +m2 nn2 Sin[mnx+nnx-mny .. nny] ζ[t] l1[tJ ..
mn3 n1 5in[IIιIIx+nnx-IIIIIy ... nnYJ ζ[tj l1[t] +n'n1 Sin[IDIIx ... nIIx-IIIIly+nny] ζ[tJ f)[tj-
m
3





vSin[IIIIIx+nnx-IIIIIy ... nny] ζ[τ] η[τ] -n1 n1 v5in[Iιl.nx nnx-IIιIly nny] ζίt:] f)[t] +
m
3
n2 Sin[mnx-nnx ... mny-nny] ζ[t] :,I[tJ _m3 nn3 Sin[IIIIIx-nnx ... mny+nny] ζ[t] :'I[t] +
mn
2
n1 5in[mnx-nnx ... mny+nny] ζ[c] l1[t] -n2 n3 Sin[mnx-nnx .. mny .. nnyJ ζ[t] II[t]-
m3 n·SinlllιIIx... nnx+J!lny .. nnYJ ζ[η rt[t] -3m2 nII·SinlMIIx .. flI1X+IDIIy .. nnYJ ζ[tj ll[t]-
3 m n2 π1 Sifl[mIIX'" ΠΠ Χ +-111 Ι1 Υ'" ΠΠΥ) ζ [t] η [Τ] _n3 π3 Sin[m πχ + ΠΠΧ + J!ιΠΥ'" π αΥ] ζ,tj rt{t] +
m1 π'νSin[mπχ .. nnχ+ιιιnΥ+-nnΥ] ζ,t] η[τ] -ιιι"nπ 1 νSiΠ[JΩπχ .. nnΧ+Ιιι.ΠΥ+nnΥ] ζ[τ] tI[t]-
mn2 π·νSin[Ιιι.πχ... nπχ+-mΠΥ ... nnΥ] ζ[tj rt[t] _n3 π3 νSin,ιιιπχ .. nΠΧ+-ΙΙΙΠΥ ... nΠΥ] ζ[tj tI[t] +-
4 Ι11 3 .ιι' Sin [211Ι π Χ] η [tJ" - 4 m η2 π3 ν Sin[ 2m η Χ] 1'1 [t] 3 - 2 m3 π3 5in [2 mπ χ - 2 n π:l] 1'1 [t] ~ _
2 m n3 π1 Sin [2 m π χ - 2 n π '1] η [t] 3 - 2 m3 π3 Sin [2 mπ χ .. 2 πα Υ] η [t] 2 - 2 m n'" Ι1 1 5in [2 m π χ.,. 2 n π Υ] 1'1 [Τ] 2)
order2Eqv = (vEOM[[l]]/.w-> (0&)) == ((vEOM[[l]]j.w-
:> (Ο&)) - vEOM[[1]]/.wlso1//TrigReduce),
order2Eqvjjdisplay2
Ux.y 1 V'x,X 1





4m· π· 51η[2 ΙΩ πγ] ζ [1;]2 - 4mn2 π2 ν 5in[2m π yJ ζ[ tj 2 _ 2m2 π· 5in[2 ηrι χ _ 2 m rι Υ] ζ [1;]2 ...
16
2mn" rι2 5in[2nnx- 2111πγ] ζ[1;]2 - 21112 rι2 5in[2nnx ... 2111ΠΥ] ζ[t]" - 2mn2 1ι2 Sin[2 ππχ ... 2111ΠΥ] ζ[1:J"­
J!l2 n 2 5in[mIIX-nlIx-mlIy-nIIY] ζ[1:] η[t] _m2 nn2 Sin[mnx-nnx-mny-nny] ζ[tJ 11[1:J-
mn
2 a 2 5in[1IIIIX-nIIX-1IIIIy-nny] ζ[1:] η[1:] -n2 n3 5in[1IIIIX-nlIx-may_nny] ζ[1:] 11[1:J ...
m2 π2 νSin[1ΙΙπχ-ππχ-mlΙγ-ππγ] ζ[1:] η[1:] ... m2 πIι2 νSin[mlΙχ-πlιχ-mΠΥ-nlΙγ] ζ[1:] η[t] ...
mn2 α3 ν5in[lΙ1αχ-nπχ-mIΙΥ_nπγ] '[t] l1[t] ... n2 1ι3 ν5iπ[mπχ-πnχ-mIΙΥ-πnΥJ ,[tJ l1[1:J'"
m·n
3 5in[mlIx .. nnx-mnY-IIIIY] '[t] η[t] +3m.2 nn3 Sin[JI1nx .. nnx-mny-nnYJ ζ[t] 11[tJ ...
3mn"n 3 Sin[JI1IIX+nnx-mrιy-nny] ζ[1:] η[1;] ... n1 1I2 Sin[1IIIIX ... nIIX_lIIlIy_nny] ζ[1:] η[1:]-
m2 π·νSin[mπχ... nπχ-mIΙΥ-ΠΠΥ] ζ[t] η[1:] .. m2 nπ3 νSiπ[lιιπχ πlιχ-mIΙΥ-nπγ] ζ[t] η[1:] ...
mn2 π3 νSiπ[lιιlιχ ... nπχ-mπγ-nΠΥ] ζ[1:] η[t] -π2 1ι3 νSin[lΙ1lιχ ππχ-lιιπγ-ΠΠΥJ ,[t] η[t]-
m
2 π3 Sin[IIIIIX- απχ ... IΙ1ΠΥ- ΠΠΥ] ζ[t] I)[t] ... 3111' απ3 Sin[II1IIX -nnx mIIY- ππγ] ζ[t] η[tJ -
3mn2 n3 Sin[IIIIIX_nnx ... mny_nny] ζ[τ;] η[t] ... n1 n1 Sin[JI1IIX-IIlIx JI1nY_IIlIyJ ζ[1:] η[1:] ...
m
1 π1.~ Sin[mnx -ΠΠΧ"'ΙΙΙΙΙΥ-ΠΠΥ] ζ[τ;] η [1:] .. mz ππ2 ν Sin[mnx- ΠΙΙΧ +mny-nny] ζ[1:] η[τ;] -
mπ·1ι3 νSin[lιιlιχ-ππχ ... mIΙΥ-ΠΠΥJ ζ[τ;] lJ[t] _π1 π1 νSin[lιιlιχ-nπχ... IΙ1ΠΥ-nIΙΥj ,[t] lJ[t] +
m




2 Sin[mnx .. nnx .. mny-nnyJ ζ[tJ Il[t] -n1 n3 Sin[mnx nnx .. 1IIny-nnYJ ζ[t] l)[tJ-
m2 π3 νSin[mπχ ... nπχ ... mIΙΥ-nΠΥ] ζ[tJ l1[t] .. m2 nπ2 νSin[lιιnχ .. nπχ .. mΠΥ-nΠΥJ ζ[tJ η[tJ­




3 Sin[lIIax-nnx-JI1ny ... nnYJ ζ[t] η[tJ -3I11Znn1 Sin[mnx-nax-mny.nny] ζ[1:] lJ[t] ..
3I11n2 n1 Sin[lIIlIx-nnx-mny ... nny] ζ[τ;] 11[t] -n31I3Sin[JI1lIx-nnx-mny ... nnVJ ζ[t] η[tJ-
mΙπ2νSin[mπχ-nπχ-mnΥ.nπvJζ[t] rι[t] -1ιι·nπ3 νSin[mπχ-nπχ-mnΥ nnΥ] ,[t] η[1:] ...
mn2 1ι1 νSin[DllΙχ-nΠΧ-IΙΙIΙΥ ... nIΙΥ] ζ[Τ;] IJ[tJ .n1 π1 νS1n[mnχ-nlΙχ-mlΙγ nIΙΥJ ζ[1:] η[t]-
m
1 π3 Sin[mnx .. nnx-mny ... nny] ζ[tJ η[tJ ... m~nn1 Sin[mnx?nnx-mIIY nny} ζίt.] 11[t} -
:nn2 n1 Sin[lIInx nlIx-mny.nny] '[t] lI[t] .. n~n3Sin[DllIx.nnx-1IIIIy nnyJ ζ[t] 11[1:].
:nΙ π2 νSinίmnχ nnχ-mnΥ.nΠΥ] ζ[1:] lI[t] -m'nπ~νSin[mlΙχ... nπχ-mΠΥ.nIΙΥ] ζ[1:] η[1:] ..
mn
2 π1 \1 Sin[mnx+nnx-mny+ ηΠΥ] ζ[1:] η[t.] - α1 η1 ν Sin[mnx+nnx-mny .. nnYJ ζ[tJ l1[tJ +




1 Sin[mIIX-nnx .. mny.nny] '[t] lI[t] .. n3 n 1 Sin[mIIX-nlIx ... mlIy .. nIIV] ζ[t] l1[tJ-
m
3 α' ν Sin (m α χ - n α x.m n Υ • n α Υ] ζ [t] rι [t] - m' n n 2 \Ι Sin[1II n χ - n n x. ... m n Υ + n n Υ] ζ [t J η [t] -
mnΖ nΙ νSin[lΙ1πχ-nπχ .. mΠΥ .. nnΥ) ζ[1:] η[1:] -n3 π1 νSin[lΙ1nχ-nlΙχ .. mαΥ .. nnΥ] ,[tJ l1[tJ-
m'n'Sin[Dlnx+nnx ... nι.ny ... nny] '[tJ η[t.] -3m~nnaSin[mnx... nnx ... mny ... nnYJ ζίt] IJ[tJ-
3m nl n 3 Sin[m ΠΧ .. ηπχ + mn Υ'" ηα yJ ζ [tJ 11 [t] _n2 α' S'inrm πχ .. ηα χ ... 111 Π Υ ... ηαΥ] ζ [tJ l1(t] ..
Dl'π2 νS1nιmlΙχ+nαχ+mΠΥ ... nΠΥJ '(tJ l1[t] -ml nπ3 νS1n(mπχ nnχ ... mnv+nΠΥ] ζίtJ η(t]-
mnl α3 νSin[mnχ .. πnχ ... mαΥ.nαΥ] '[tJ l1[t] _n3 α3 νSin[mπχ nαχ .. mnΥ .. nIΙV] '[t] η[t] ...
4 n 2 nt Sin(2 n α v] η [t] l - 4 mZ n IIt ν Sin[2 n π v] η {tJ l .. 2m2 n IIt Sin[2 ΘΠ χ _ 2 ηα Υ] II [t] l ...
2 n 1 α; Sin[2 m n χ - 2 n n Υ] 11 (t] 2 - 2 m2 n n' Sin[2 ΘΠ Χ + 2 n π Υ] η [t] 2 - 2 n' π2 Sin [2 m π χ .. 2 n π γ; η [t]Ί
Για να λάβουμε τις ειδικές λύσεις για u και ν, χρησιμοποιούμε τη μέθοδο των απροσδιόριστων
συντελεστών. Για να το επιτύχουμε αυτό, πρώτα αναζητούμε για όλους τους πιθανούς όρους που
εμφανίζονται στα δεξιά μέλη των order2E(1U και order2Eqv ως ακολούθως:
possibleTerrns =
Cases[(order2 Equ[[2]], ο rder2Eqv[[2]]), #, 00]&Ι@
ΙSin[a_]hΙ_[tj2-> Sin[a]hl[t]ZJ_Sίn[a_]hl_[t]h2_[t]-
> Sin[α]hl[t]h2[t])I/FlattenIIUnion
{Sin[2n.Irx] {[t] 2, Sίn[2mπy]ζ[t]2,Sin[2nπχ- 2mπyK[t] Ζ, Sin[2nπχ
+ 2mIry]ntY"
Sin[mIr_'t: - nIrx -rnπy-nΠΥ]ζ[t]η[t],Sin[mπx+ nIrx - mΠΥ -nΠΥ]ζ[t]η[tΙ
Sin[mπ..τ - ηπχ +mIrY - nΠΥ]ζ[t]η[t]ι Sin[mrrx +ηπχ+ mrry -nΠΥ]ζ[t]η[tΙ
Sin(mIrx -nIrx -mIrY +nΠΥ]ζ[t]η(t],Sin[mπx+nIrx - mΠΥ +nΠΥ]{[t]η[tΙ












































Sίn[2mπχ]-η[t] 2, Sin [2ΠΠΥ]η[η2. Sin[2mπχ - 2nΠΥ]η[t]2.Sίn[2mπχ
+ 2nΠΥ]η[t]2}




Κατόπιν, εκφράζουμετη λύση ως:
uBol=u->Function[{x,y,t},uBymbolList.possibleTerms//Evaluate);
vsol=v->Function[{x,y,t},vsymbolList.possibleTerms//Evaluate];
Αντικαθιστώντας τις nsol και vsol στις order2Equ και order2Eqv, συλλέγοντας συντελεστές των
ΡοssίbIΙ'Τerms,και επιλύονταςγια LIsymbolUst και vsyltlbolI.ist, λαμβάνουμε:
algEql = Coeffident(Subtract@@order2Equ/.usol/.vsol,possibleTerms] =
=οJ/Thread;
algEq2 = Coefficient(Subtract®@order2Eqv/.usol/.vsol, possibleTerms] =
= οΙ/Thread;
(syrnbolRule2 = Solve[Join[algEq1, algEq2], Join[usyrnboIList, vsymboIList]] [[1]]
I/Simplify)jjTiming
{2.48 Second,
rc(-nZ -mZv) rc(m1 - nZv) π(m2 -n2v)(c1 ~ - , c13 ~ - ,d" -+ - , dH16π 16m" 16m
π(π2 - m 2 v)
~ - ,cz ~ Ο, C14 ~ Ο,16π
ππ nπ mπmπ mπ
d t -t Ο, d13 ~ O,c3 ~ -,c. -t -,c1S -t -, C16 ~-, d3 -t --,d.32 32 32 32 32
mπ ππ ππ
-t- d ~-- d ~-32' 1S 32' 16 32'
rc(m1(-1+v)+n1 (-1+v) + 2mn(l +ν))
ιc -+- c
7 32(m -n) , 12
Ir(m2 (-1 +ν) +n2 ( -1 +ν) - 2mn(1 +ν))
-+ - .
32(m+n)"
rc(m2 ( -1 + ν) +n.2(-1 + ν) + 2m-n(1 + ν»
d7 -+ - J dl232(m- η) .




Cs -+ 32 (rn - π)π(-1 + ν), c6
. u(m2 (-1 +,~)+n2 ( -1 + ν) - 2mn(1 + ν»






n(m1(-1 +ν) + ]12(-1 +ν)+ 2mn(1 +ν))
c ~- c
9 32(m -π) , 11)
11
~ -(m+ π)π(-1+ v),cll -... -(m- π)π(-Ι+v).32 32
1
ds ~ --(m+n)Π(-1+ν),d632
π(m2(-1 + ν) +η2 (-ι + ν) - 2mn(l + ν))
.... ,dg32(m+n)
1
~ 32(m- π)π(-Ι+ ν),
π(m2 (-1 +ν) + n2 ( -1 + ν) + 2mn(1 +ν»)
~~ 32(m-n) ,dto
1 1
~ - 32 (m -n)π(-1 + ν), d ll ~ 32 (m + -π)π(-1 + ν)}}
• Συνθήκες Επιλυσιμότητας
Εισάγουμε δύο χρονικές κλίμακες ΤΟ και ΤΙ και αναζητούμε μια πρώτης-τάξης ομοιόμορφη
ασυμπτωτική ανάπτυξη της λύσης της ,vEOM στη μορφή:
solRule- = {w-> Function[{x,yI ΤΟΙ Τι}, Sum[Ej-twj[x,y, ΤΟ' Τι], {ί, 2}]]}ί
Μετασχηματίζοντας τις χρονικές παραγώγους στην wEOM ως προς τις κλιμακες ΤΟ και Τι,
αντικαθιστώνταςτην solRule στην wEOM, αναπτύσσονταςτο αποτέλεσμαγια μικρό ε:, και αμελώντας
όρους τάξης μεγαλύτερηςτου ε:, λαμβάνουμε:
eq83c =
(wEOM/.{(s: Ull1lw)[x,y, t]-> S[Χ. Υ, Το' ΤΙ],
Derivative[a.... b .... c_][h_] [χ, Υ, t]-> dt[O](D[h[x, Υ. Το' Τ1].{Χ, α), (γ, b}]]}f.
sοlRώe-//ΕχΡandAll)/.En./;n>l_> Ο;
Εξισώνονταςτους συντελεστέςτων ίδιων δυνάμεωντου ε:, έχουμε:
eqEps = CoefficientLΊSt[eq83c[[1]].E] == 0//Thread;
Έχονταςυπόψη τις δύο χρονικές κλίμακεςΤΟ και Τι, δημιουργούμεέναν κανόνα για η[t] και ζ[t] :
ampRule = {η [t]-> Αι [Τι]Ειωm.nΤο +Αι [Τ:ι]Ε-ιω1'l'l,nΤο ,Ht]-> ΑΖ[Τ:ι]ΕιωΜ,,,,,Τα +
ΑΖ [Τι] ε-1ωπι.rι. Το };
και ξαναγράφουμετις \V Ι 501, usol και vsol ως :
5011 = {Wl -> Function[{x,}', ΤΟ, Τι},w[x,y, t]/.wls01/.ampRule//Evaluate],u-
> Function [{Χ.. Υ, Το' Τι}, u[x, γ, t]/. usol/.ampRule//Evaluate], 1."-
> Function[{x~ Υ, Το, Τι}, v[x, Υ, t ]/. vsol/.ampRule//Evaluate]}j
Αντικαθιστώντας τη sol1 στο δεύτερης-τάξης πρόβλημα, το C(lEps[[2]], λαμβάνουμε:
order2Eqw = (eqEps[[l,l]]!.wt -> wZ) == (eqEps[[1,1]]/.w1-















































Συλλέγοντας τους όρους που ίσως οδηγήσουν σε προσωρινούς όρους, όρους ανάλογους στην ΕΙω(m.ο)Το
έχουμε:
ST = Coefficient(order2Eqw[[2]]/.expRule,εΙ(Jm,IΣTO ] I/ΤήgReduce;Ι/Τ iming
{156.76 Second,Null}
Ανάμεσα σε όλους τους χωρικά-εξαρτώμενουςόρους μη-εξαναγκασμώνστην ST, μόνο οι ακόλουθοι
όροι δεν είναι ορθογωνικοί στους mo(leshapes :
termsl = Cases[ST,Cos[mπx+ a_.nΠΥ/j Abs[α] == l],co]//Union
{Cos(m.πx- ΠΠΥ].ι Cos[mπx + ΠΠΥ]}
terms2 = Cases[ST,Cos[nπx +a_.mπy/;Abs[a] == l],ω]//υnίοn
{Cos[nnx - mπY].ι Cos[nπx +mπγ]}
Οι συντελεστές αυτών των όρων στην ST είναι:
termslCoef= Coefficient[ST,tenns1];
tenns2Coef = Coefficlent[ST,terms 2]ϊ
Η προβολή των term"l επί της Sin[m π χ] Sin[n π Υ] μπορεί να ληφθεί ως:
plCoef~ l'/.'sίn [mπx ]Sin[nny]# dx dy &I-rms lI,1rigRule
1 1
{4'-4]
και η προβολή των terrns2 επί της Sin[n π χ] Sin[m π Υ] μπορεί να ληφθεί ως:
p2Coef~ l'/.'Sίn[nπx] Sίn[mπy] # dx dy &I_rms2I· trigRule
1 1
{"4'-"4}
Ο όρος εξαναγκασμού στην ST είναι:
fO = ST/.Cos[_]-> Ο
1
24 ΞΙΤΙa'lF[x, Υ]
Τότε, οι συνθήκες επιλυσιμότητας απαιτούν η ST να είναι ορθογωνική σε κάθε γραμμική
ιδιοσυνάρτηση ffio(lesh:ιpes, δηλαδή :
SC1 = ΕχΡand[24{ίnt[Sin[mπχ] Sin[-nπy]fO,{x, Ο,Ι}, {γ, Ο,1}]
+ Ρ ΙCι:>ef.t:ernιsΙCοef/.symbolRule2//.intRule3/. int-
.> lntegrate)] == Ο;
SC2 ;:;;; ΕχΡand[24{ίnt[Sίn[nΠΧ]Sίn[mπΥ]fΟ,{χ, 0,1}, {γ, Ο,Ι}]
+ p2Coef.terms2Coef{.symbolRule2//.intRule3/. int-
> lntegrate)] == Oj






ΚΕΦΑΛΑΙΟ 9 Ακριβέστερες Προσεγγίσεις των Συνεχών
Συστημάτων που Έχουν Δύο-προς:Ενα Εσωτερικούς Συντονισμούς
Σε αυτό το Κεφάλαιο, χρησιμοποιούμε τη μέθοδο των πολλαπλών κλιμάκων για να προσδιορίσουμε
τις δεύτερης-τάξης ομοιόμορφες ασυμπτωτικές αναπτύξεις των λύσεων των συνεχών συστημάτων με
τετραγωνικές και κυβικές μη-γραμμικότητες που διέπονται από δύο-προς-ένα εσωτερικούς
συντονισμούς. Υψηλότερης-τάξης χειρισμοί τέτοιων συστημάτων οδηγούν σε ασυνεπή αποτελέσματα
αν οι χρονικές παράγωγοι στις διέπουσες εξισώσεις τους εκφράζονται σε δεύτερης-τάξης παρά σε
πρώτης-τάξης μορφή. Επομένως, εκφράζουμε τις χρονικές παραγώγους στις διέπουσες εξισώσεις σε
πρώτης-τάξης μορφή πριν τις χειριστούμε με τη μέθοδο των πολλαπλών κλιμάκων. Περιγράφουμε τη
μεθοδολογία χρησιμοποιώντας δύο παραδείγματα : δύο-εκφράσεων αλληλεπιδράσεις σε
αμφιπροέχουσες καμπr:όμενες δοκούς και τεσσάρων-μορφών αλληλεπιδράσεις σε κρεμαστά καλώδια.
intRn1el s {int[fun_, <1rg2_] :> int [bpiιnd[Iιm] , arg.2]}:
intRule2. {int(d_ + b_, drg2_1 : .. int(d, <11-g2] + int(b, arg2] , int[e"'-< fun,-, arg;Z_] :> C int(ftm, arg21,
lnt{a_f~, a1_, b1_1 :> aint[fun, <'Ι1, bl] Ι; !'red](a, !'irst[a1]],
int[int[a1._, a2_] Iιuι_., a3_] :>int[al, <12] int[fun, a3] Ι: !'reeQ[Rest[a2], !'irst[a2]]}:
Προαπαιτούμενα
Για να προσδιορίσουμε δεύτερης-τάξης ομοιόμορφες ασυμπτωτικές αναπτύξεις των λύσεων των
καμπτόμενων δοκών και των κρεμαστών καλωδίων μέσω χρήσης της μεθόδου των πολλαπλών
κλιμάκων, λαμβάνοντας υπόψη δύο-προς-ένα εσωτερικούς συντονισμούς, εισάγουμε τις τρεις
χρονικές κλίμακες ΤΟ =t, Τ \ = ε: t και Τ2 = ε:2ι, όπου ε: είναι μια μικρή αδιάστατη παράμετρος και η
τάξη του εύρους των ταλαντώσεων. Επιπλέον. συμβολίζουμε αυτές τις κλίμακες σύμφωνα με :
Symbolize[To]; Symbolize[Tl ]; Symbolize[Tz];
timeScales = {Το, Τι, ΤΖ};
Ως προς τις χρονικές κλίμακες ΤΟ. ΤΙ και ΤΖ• οι χρονικές παράγωγοι μπορούν να εκφραστούν ως :
dt[OJ [expr_J :=expr;dt[lJ [expr_J :=Sum[Ei D[expr,timeScales[[i+lJJ], {i,O,2}];
Για να επιταχύνουμετους χειρισμούςτων ολοκληρωμάτωνπου εμπλέκονταιστις διέπουσες εξισώσεις
με το Mathemαtica.εισάγουμετους κανόνες:
intRulel=(int[fun_,arg2__]:>int[Expand[fun],arg2]};
intRule2={int[a_+b_,arg2_] :>int[a,arg2]+int[b,arg2J,int[Eil_.
fun_,arg2__ J :>εη int[fun,arg2J,int[a_ fun_,al_,bl J :>a
int[fun,al,blJ/;FreeQ[a,First[al]J,int[int[al_,a2_J
fun_o,a3__ J :>int[al,a2] int[fun,a3]/;FreeQ[Rest[a2] ,First[a2}]};
Στην επακόλουθη ανάλυση, εκφράζουμε τις λύσεις σε όρους των μιγαδικών-μεταβλητών
συναρτήσεωνκαι έτσι εισάγουμετον κανόνα μιγαδικού συζυγούς:
conjuqateRule= {A~_ ::>Α", Α",_ ::>As, Coιφlex[m.-, D_I ::>Coιιrplex[1I1, -Dl};
Για να καταδείξουμετα αποτελέσματασε ευκρινή μορφή. εισάγουμετους κανόνες:
displayRule={Derivative[a_,b__} [W_i_] [_,Το , __} :>SequenceForm[If[argl=





























Derivative[d_J (Ai_] [_1 :> 5equenceFona[TiJιιes@Ο MapIndeJι:ed(D;;([l)) " {a}], Α;],
Derivative[d_HAi_H_I :>5equence!'orw.(TiJιes@Ο MapIndeΣed(D:~[{lJ] " ία}}, A i ],
T,r_~ [ , τΟ, _Ί -> Wi, Ai _ (_Ί -> Α;., Α._ [_Ί -> Α i,
Exp[ii_. + .0_' COI8p1ex[O, .1:1:.-] Το + c_. Coιιplex[O, .D_1 Το1 ->Exp(a+ (Dl1Irb+n*c) ΙΤο 1};
9.1 ΔιμορφικέςΑλληλεπιδράσεις σε ΚαμπτόμενεςΔοκούς
Σε αυτή την ενότητα, θεωρούμε τη μη-γραμμική απόκριση μιας αμφmροέχουσας καμπτόμενης δοκού
που διέπεται από έναν δύο-προς-ένα εσωτερικό συντονισμό σε έναν κύριο παραμετρικό συντονισμό
της ακριβέστερης μορφής. Η ανάλυση υποθέτει μια μονομορφική (unimodal) στατική λυγηρή
μετατόπιση. Η μη-διαστατική εξίσωση κίνησης είναι (γποενότητα 8.1.1) :
ECJ( = ~,t + u..,JI,"'" + Ρ\: u..,,. - 2 b 2 α υ: u.. Φk [χ] dX) φ; [χ] ==
-c u t + b ΟΙ (11τ( d:a:) φ; [:a:] + 2 b α (Ε u.. φ; [χΙ dX) u,.,,, + α (11τ( dX) u,.,JI +
Cos[to] fUx,:ιr;+bCos{tQ][φ.;ιχ] /. U"'_ :>"",u[x, t];
και οι σχετιζόμενεςοριακέςσυνθήκεςείναι:
BC = {α [ Ο , t] == ο, u (2, ο) [Ο, t J== ο, u [1 , t] ==ο, u (2. ο) [1, t] == Ο} ;
όπου Pk είναι η k-οστή κρίσιμη καμπτική φόρτιση, !ρ]( είναι η k-οστή καμπτική συνάρτηση σχήματος
(modeshape), και b είναι το αδιάστατο καμπτικό επίπεδο.
Επειδή ο δύο-προς-ένα εσωτερικός συντονισμός ενεργοποιείται απο τις δευτεροβάθμιες μη­
γραμμικότητες, όπως καταδείχτηκε στο Κεφάλαιο 5, οι δεύτερης- και υψηλότερης-τάξης χειρισμοί
τέτοιων συστημάτων οδηγούν σε ασυνεπή αποτελέσματα αν οι χρονικές παράγωγοι στις διέπουσες
εξισώσεις τους εκφράζονται σε δεύτερης-τάξης παρά σε πρώτης-τάξης μορφή. Επομένως, εκφράζουμε
τις χρονικές παραγώγους σε πρώτης-τάξης μορφή θέτοντας ν[χ, t) = = οι u[x, t), τις προσθέτουμεστην
ΕΟΜ, και παίρνουμε:
ΕΟΜ1 = ("tU[X, t] - v[x, t] == Ο, ΕΟΙ /. "t,tU[X, t) -> "tV[X, tJ};
Χρησιμοποιούμετη μέθοδο των πολλαπλών κλιμάκων για να χειριστούμε απευθείας τις ΕΟΜΙ και
HC. Για να μετασχηματίσουμε τις χρονικές παραγώγους στην ΕΟΜΙ ως προς τις κλίμακες ΤΟ, ΤΙ και
Τ2, ορίζουμε:
multiScales={u[x_,t]->u[x,To,T1 ,T2 ] ,v[x,t]-
>v[x,To,T1 ,T2 ],Derivative[m_,n_] [u_] [x_,t]->dt[n] [D[u[x,To,T1 ,T2 ], {x,m}]],t-
Κατόπιν, αναζητούμεμια δεύτερης-τάξηςπροσεγγιστικήλύση των ΕΟΜΙ και Π(: της μορφής:
solRule=h:ujv->(Evaluate[Sum[Ej h j [#1,#2,#3,#4],{j,3}]] &);
όπου #1 συμβολίζει το χ, και τα #2, #3 και #4 συμβολίζουν τα ΤΟ, ΤΙ και Τ2, αντίστοιχα.
Θεωρούμε την περίπτωση ενός δύο-προς-ένα εσωτερικού συντονισμού ανάμεσα στις κατώτερες δύο
μορφές και έναν κύριο παραμετρικό συντονισμό της δεύτερης μορφής, δηλαδή:
οm~List={ωl,ω~};
ResonanceConds={w2==2wl+E σΙ,Ω==2ω2+Ε σ2};
όπου οι σι είναι αποσυντονιστικές παράμετροι που περιγράφουν την εγγύτητα των συντονισμών.
Επειδή η επιρροή του δύο-προς-ένα εσωτερικού συντονισμού εμφανίζεται στο Ο(ε:), κλιμακώνουμε





Αντικαθιστώνταςτις ntultiSCltleS, solRule και scnlίng στην ΕΟΜ1, αναπτύσσοντας το αποτέλεσμα




Εξισώνονταςσυντελεστέςίδιων δυνάμεωντου (, λαμβάνουμε:
eqEps = Thread[CoefficientList[Subtract@@#,E] =
= O]&j@eq91αjjTrαnsposejjRest;
eqEps/.displayRule
'{ ...., "} 1 ιτ !l Ι ιτ !lt Dout-vt == Ο, ul + Ώονι + I,Ut Ρι,- 2 bE- Ο ι~(x} - 2 bE ο ιφt(x]-
2b2IXint[(U~) Φι[Χ}, {Χ, ο, 1}] Φ;[Χ} ==ο}, {DoU;z+DlUl-V;z ==0,
1 ιT!l ," , l IT !l ;" , [" \ ] ι "\
- ε- ο f ι.υι 1 - ε ο f lυι ). -2baint [υι , φt(x}, {Χ, ο, l} ιυι 1+2 ''2 \ , t , J
u;'" ... 2 11 (Doυι) + Doν;Ζ ... Ώινι ... (u;':1 Ρ" - ba int[ (υ~)2, {Χ, Ο, 1} J φ; (χ} -
2 b;z IXint[ (u;) φt (χ}, {χ, Ω, 1}] ~ (Χ} == a}, {Dou3 ... Ώιυ2'" Ώ;Ζυι -V2 == Ο,
_IXint[(U~)2, {Χ, Ο, 1}] !:υ~') -2bαint[ι,u;) 9,,[χ1, {Χ, ο, 1}] (υ~')-
1 E-1To!lf Ιυ;"ι _ 1 fITo!lf Ιυ;') -2baint[(u~'J ::;ί(Χ1, {Χ, ο, 1}] (υ;''ι +2 ,f 2' , \ ,
υ~'" + 2 11 (Dou;z) ... DoV,2'" 2 11 (Ώιυι) + ΏιΥ;Ζ'" Ώ2νι + (υ~Ά) Ρι:-
2 ba int[ (u;) (u;), {Χ, Ω, 1}] Φ; [ΧΙ - 2b2 α int[ (u;) Φί (ΧΙ, {Χ, Ο, 1}] ~ (χ] == α}}
9.1.1 Πρώτης-Τάξης Λύση
Το ομογενές τμήμα των πρώτης-τάξης εξισώσεων, το c<lEps[[I]], μπορεί να γραφεί ως:
linearSys=#[[l)) & /@ eqEps[[l))/.f->O;
linearSys/.displayRule
{Doυι-Υι, υ~·" ... ΏοΥι+ (υ~Ά:! Pt-2b2IXint[(u~) :ti(xl, {Χ, σ, l}] Φ;(Χ]}
Επειδή με την παρουσία της απόσβεσης όλες οι μορφές που δεν είναι απευθείας ή εμμέσως
διεγερμένες φθίνουν με το χρόνο (Nayfeh και Mook, 1979), η λύση της e(IEps[[1)] παίρνεται ως
αποτελούμενη από τις κατώτερες δύο μορφές, δηλαδή:
solFona ="'[ΧΙ ΕχΡ[ΙΩ'1'οΙ + "'[χΙ ΕχΡ[-ΙΩ'1'οΙ +
Sua[At['1'tt '1'2] +i[X] ΕχΡ[Ιωi Το] + Ai ['1'lI '1'2 J +i[xI ΕχΡ[-ιωi'ΙΌ] ι {i , 2}j;
soll=(ul->Function[(x,To,Tl ,T2 },solForm//Evaluate] ,νι­
>Function[{x,To,Tl ,T2 },D[solForm,To]//Evaluate]}
{ul-+Fu.'lctian[{x, ΤΟ, τι, Τ2}, ε-ΙΤ02 Ψ[χ1 +εΙΤοQψ[χ] + εΙ το '"1 Αι [1Ί, Τ2Ι ΦΙ[Χ]'"
εΙ το "2 Α2 [Τι, Τ2 1 φ,2 [χ] + ε-Πο"Ι φι [Χ] Αι [Τι, T2 J + ε-ΙΤο "" φ2 [χ] ΑΖ [Τι, Τ2 1 J, νι -+
Function [{Χι ΤΟ. ΤΙ, Τ,,}, -Ι ε-ΙΤοQΩΨ[χ} + Ι εΙΤο2 ΩΨ [χ] + Ι [ΙΤο "ι ::.)ι Αι [Τι, Τ" j Φι [χ] +































όπου τα φί είναι οι ιδιομορφές (eigenmodes), οι οποίες ικανοποιούν τη συνθήκη ορθοκανονικότητας
ΙοΦη[Χ] dx =δη,m, και το Ψ προσδιορίζεται μοναδικά από το ακόλουθο οριακής-τιμής πρόβλημα:
eq91b =
Coefficient[eqEps[[l, 2, 1J] /. (3011 /. {λ,,_ -> (ο '>, Ai_ -> (ο ,>)} /. intRu1el 1/.
intRule2, εΗIΤο} == Ο
-Ω' 1V[x] + Pt ".. [χ] - 1 b f ό; (χ) - 2 bZ α int [Υ [χ] ~k [κ], {Χ, ο, 1}) "'k (χ] + ψί~) [χ] == Ο
2
bc91b=ΒC/.U->Ψ
(ψ [Ο, t] ==0, ψ(2. ο) [Ο, t] ==0, ψ [1, t] ==0, ψ(2. ο) [1, t] ==Ο}
Σε ότι επακολουθεί, θεωρούμε μη-γραμμικέςταλαντώσεις μιας πρώτης-μορφήςκαμπτόμενης δοκού.
Έτσι, το κρίσιμο καμπτικό φορτίο είναι:
buckΙingLοad=Ρk->π2;
Σημειώνουμεότι, καθώς το επίπεδο λυΥισμού αυξάνεται από το μηδέν, η συμμετρική μορφή (mode)
είναι η πρώτη μορφή. Εντούτοις, όταν το επίπεδο λυΥισμού ξεπερνά την πρώτη κρίσιμη τιμή, η
συμμετρική έκφραση γίνεται η δεύτερη μορφή. Έτσι, η δεύτερη φυσική συχνότητα ω2 εξαρτάται από
το επίπεδο κάμψης. Για επίπεδα κάμψης μεγαλύτερα από την κρίσιμη τιμή, η πρώτη στατική καμπτική
μετατόπιση και οι πρώτες δύο κανονικοποιημένες συναρτήσεις σχήματος και οι σχετιζόμενες φυσικές
συχνότητες, είναι :
modeshape.s = {~ -> (Sin(n Π] ,) ι ~ -> (..(2 Sin[2 nlf'] ,) ι ~ -> (Π Sin(n 11] ,)};
frequencies = {ι.lz -> b ~ -να ι 1".1)1 -> 2 -../3 112 };
Το επίπεδο κάμψης στο οποίο ω2 =2ωι, είναι:
valuesl=Solve(w2==2wl/.frequencies,b] ([1]]
4v'3{b -t γ'(ί}
Αντικαθιστώνταςτις bucklίngI.•oad και modesh~ιpesστην ('(19th, προκύπτει:
eq91c=eq91b/.bucklingLoad/.modeshapes
1Ζ-bfπ2Sίn[πχ] +
2b2π2αίnt[πCοs[πχ]Ψ'[Χ], {Χ, Ο,l}]Sίn[πχ] - Ω2 ψ[χ] + π2 Ψ"[χ] + ψ(4) [χ] == Ο
Ο έλεγχος των ('{)9lc και l)c9lh δείχνει ότι η Ψ[Χ] έχει τη μορφή:
Ψsοl=Ψ->(Γ Siη[n #] &);
Αντικαθιστώνταςτην 'Psol στην e{l9lc, συλλέγοντας τον συντελεστή της Sίn[π χ], επιλύοντας την




Επειδή το πρόβλημα καμπτόμενης δοκού είναι αυτο-συζυγές, έχουμε:
adjoint={{-I ωΙ Φι[χ],Φι(χ]},{-Ι ω2 Φ2(Χ],Φ2(Χ]}}ί





{ {Ι ωΙ ΦΙ [χ] , Φι [χ] } , {Ι ω2 Φ2 [χ] , Φ2 [χ] } }
9.1.2 Δεύτερης-Τάξης Λύση
Αντικαθιστώντας τις 8011, 'fIsol και κάποιες από τις παραμετρικές τιμές, στην eqEps[[2]], προκύπτει:
order2Eq =
(linearSys /. UJ -> U2)
({linearSJS /. UJ -> U2) - (" [[lJ] " 111 eqEps[ [2}}} /, 5011/. \Jsol/. rRu1e /.
intRul.el //. intRnle2 /. modeshapes /. int -> Inteqrate / Ι EΣpand) /.
bucHin(}Lσad/. valuesl // Thread;
order2Eq /. displayRu1e
{DOIl2 -V2-
- ~ 2 ~ΙTo82 (D1A 2) siD(n χ) - ~ 2 ~ ..H08) (υιΑ2)sintxxl- ~ 2 ~ΙTo81 (DJA j ) siD(2 πχ) - ~ 2 ~-H08Ι (D1AI) siD(2n.r),
.. _, sio(ΠX)f2 ~-2ιToΩ siιι(1tx)f2 ~'ToΩ sintJtx)f2;ι2 (U2) + U2 + Dov2 - 96 in~(U2) (φt)'(χ), (Χ, ο, IJ) (φι)"(χ) = - - . - ' . +
16 ν 3 ν σ. 32 ν 3 .... σ. 32 ...·3 ν σ.
~"'ΤοΩίμΩsiιι(.Χ)f 8 / 8 /
. - ν 2 ~. το (8ι-Ω) π2 sio(2 πΧ)Λι f - ν 2 ~,TO(g.,.81' r sm(21t Χ)ΑI f-
I2v3r,,'ιx 3 3
~1. el ΤΟ Ι82-Ω) π2 sin(n Χ) Α2 f - ~ 1. e' ΤΟ ιΩ-2)r sio(x Χ) Α2 f - : ~ 2 ~ί Το (-α-.ιιJ π2 siD(2Jt χ) Αι f _
8 J2 el ΤΟ \Ω-ι) π2 sin(2 Π Χ) Αι f _ ';2 el ΤΟ (-Ω-2) π2 sin(JI Χ)Α2 f _J2 ~. ΤΟ ιΩ-e2) r sin(x χι Α2 f _ i ,,' ΤΟ Ω μ Ω ~in(J; χ) f _
3 Ι1.,;,31t"ν'σ.
16~3 eJΙΤQ8Ιπ'~α sίninX)Ai-l2~3 eJIT082JtJ~a sir(zx)A~-16~3 ~-liTQ811t'~a sin(JtX)A~-
12 ~3 e-2i Το ..) π' ~α sin(1t χ) Α; - 32 ~ 3 ~ΙTO("Ι-2) π' ~α sin(2 πΧ)ΑI Α1 - ί ~2 ~. ΤΟ8Ι (DIAI) sin(2nx)IDI +
~2 e-<To"I i(DjAI)sin(2Jtx)CDI- 2ί ~2 ..ίΤΟ81 μ Sin(211X)AI (1)1 - ί ~2 ..ίΤΟ"'2 (DIA2)SiD(XX)QI1 +
~2 ~-<TO"'2j(DIA2)sio(1tX)CD2-2i~2 ..ιrΟ82μsirr!.,Ι;Χ)Α2ιD2-32~3 π'~α sin(Jtx)AIAI-
32 ~ 3 ..,ΤΟ Ι82-Ι' π' .;α sirr!.,2JtX)A2 Αι + 2'; 2 ..... το·ι ί μ siD(2πχ)φι Αι - 32 ~ 3 ...τΟ!·1 .....2) π' ~ α sin(2nx)AI Α1­
24~3 π'~a sin(XX)A2A2+2~2 ~-<TO·2ίμ Sin(IIX)1D2A2-32~3 eίΤοΙ-I"'l);ι'~αSin(2nX)AIA2}
Με σκοπό να συλλέξουμετους όρους που ίσως οδηγήσουν σε προσωρινούςόρους από τα δεξιά μέλη
των OI'der2Eq, ορίζουμε τους κανόνες:
OrngRule=Solve[ResonanceConds,Cornplernent[orngList,{#}]-Join-{Q}] [[1]] &
ι@ orngList
{{ω2~ε σΙ+2 ωl,Ω~2 ε σΙ+ε σ2+4 ωl},{ω1~1/2 {-ε σl+ω2),Ω~ε σ2+2 ω2}}
expRulel[i_] : =ΕχΡ[arg_] :>Exp[Expand[arg/.OmgRule[[i]]]/.E ΤΟ ->ΤΙ ]
Συλλέγονταςτους όρους που ίσως να δώσουνπροσωρινούςόρους, τους όρους τους ανάλογουςστην
εΙ ω.το, έχουμε:
STll =Coeffici.ent [π [[2 JJ , /11 order2Eq /. expRulel [1 J, ΕΙ "'1 ΤΟ J;
STll/. displajRule
(-ν'2(DιΑι)Sίn[2πχ],-ιν'2(DιΑι)Sίn[2πχ]ωι-
5Τ12 =Coefficient [# [ [2 Ι] "/@ order2E,q /. expRulel [2}, ΕΙ "'2 ΤΟ J;
SΤ12 Ι. displayRule
{-νϊz(DlA z)Sin[lfx],-16ν'3ε-lTισιπ4VίίSίn[ΠΧ]Αι-




























Απαιτώντας η ST11 να είναι ορθογωνική στην :t(ljointCΊI1]l, λαμβάνουμε τις συνθήκες
επιλυσιμότητας :
SCondl1 =
Solve [int [adjointc [[lJ] . STll ι {Χι Ο ι 1}] == Ο /. intRule1 / /. intRule2 /. modeshapes / .
int->Inteqrate , Al().·D} [ΤΙ ι ΤΖ )]Η1)) //ExpandAll
Γ (l.D'I r •• 8 Ι-,. 6 εΙΤιοι π··.. α ΑΖ[ΤΙ ' ΤΖ] ΑιΙΤ ι , Τ;Ζ] 1
1Αι lΤι, ΤΖ] -+ - μ Αι ιΤι. Τ;Ζ j + r
- ωι J




hapes/. int->Integrate, Α:;ι [Τ1.., Τ:;ι]] ((1]] / /ExpandAll
Έτσι, έχουμε τις συνθήκες επιλυσιμότητας:
SCoηdl=Joiη[SCoηd11,SCoηd12];
των οποίων τα μιγαδικά συζυγή είναι
ccSCoηd1=SCoηd1/.coηjugateRule;
Για να απομακρύνουμε τα DtAt και D,A2, από τα δεξιά μέλη των or(ler2Eq, πρώτα ορίζουμε τους
κανόνες:
sigRule=Solve(ResoηaηceConds,{σ1,σ2}] ((1]]
{σ1~-((2 ω1-ω2)/ε) ,σ2~-((-Ω+2 ω2)/ε)}
expRule2=Exp[a_] :>Exp[a/.sigRule/.Tl->E To//Expand];
Αντικαθιστώνταςτις S(:ondl, ssS<:ol1dl και expRHle2 στην 0I'deI'2E(I, παίρνουμε:
order2Eqa=order2Eq/.SCondl/.ccSCondl/.expRule2//ExpandAll;
order2Eqm/.displayRule
{DOU 2 - V2 =
8ίν3eΖίτοωιπ4-/ί.lsίη (πΧ)Αι + Γ-12 ίΤ. ω . (2 )Α +
- ν L.e ο ι μsιn ΠΧ Ι
ωΖ
Ι6ν3e ίΤο(ωι-ωΖ)ίπ 4-/ί.lsίη (2πχ)Α ΖΑ ι + 8ν3e-ΖίτοωΙίπ4-/ί.lsίη (πχ)Αι +
ωι ωΖ
Ι6ίν3e iTο(ωΖ-ωι)π4-/ί.lsίη (2ΠΧ)ΑΖΑ ι + εiTο(ωΖ-Ω)!ίπΖsίη (πΧ)ΑΖ _ ίείΤο(Ω-ωΖ)!πΖsίη (πχ)ΑΖ





e-ZiTOnSin (πχ)!Ζ eZiTonsin (πχ)!Ζ e-ίΤοΩίμΩsίη(ΠΧ)!
32ν3.fίi - 32ν3-/ί.l + 12ν3πΖ -/ί.l -
~V2eίτο(ωι-Ω)π2Sίn (2πΧ)Α ιf - ~V2eίΤο(Ω+ωι)π2Sίn (2πΧ)Αιf -




Υ2eίΤο(Ω+ω2)πΖsiη (πΧ)ΑΖ! - ~{2eίΤο(-Ω-ωι)πΖsiη (2πχ)Αι! -3
~Υ2eίΤο(Ω-ωι)πΖsiη (2πχ)Αι! - Υ2eίΤο(-Ω-ω2)πΖsiη (πχ)ΑΖ! -3
Μ2 ίΤ. (Ω-ω) Ζ' ( )Α- f + eίΤο(Ω-ω2)π2sίn (πχ)Α2! ίeίΤοΩμΩsίn (πχ)!ν Le ο 2 Π Sln πχ Ζ --
..fi ΙΖ.,f3π 2να
8ν'3eΖίτοωιπ4ν'ίlsiη (πΧ)Αι - 12ν'3eΖίτοω2π4ν'ίlsiη (πx)A~ -
8ν'3e-Ζίτοωιπ4ν'ίlsiη (πx)A~ -
12ν'3eΖίτοω2π4ν'ίlsiη (πx)A~ - 8ν'3e-Ζίτοωιπ4ν'ίlsίη (πχ)Αι -
12ν'3e-ΖίΤοω2π4ν'ίlsiη (πx)A~ - 32ν'3e ίΤο (ωι+ω2)π4ν'ίlsiη (2πΧ)ΑιΑΖ -
ί{2eίΤοωιμ.siη (2πΧ)Αιωι - ί{2eίτοω2μ.siη (πΧ)ΑΖωΖ -
32ν'3π4ν'ίlsiη (πΧ)ΑιΑι - 16ν'3eίΤο(ω2-ωι)π4ν'ίlsiη (2πΧ)ΑΖΑι +
{2e-ίΤοωΙίμ.sίη (2πχ)ωιΑι - 16ν'3eίΤο(ωι-ω2)π4ν'ίlsίη (2πΧ)ΑιΑΖ -
24ν'3π4ν'ίlsίη (πΧ)ΑΖΑΖ + {2e-ίτοω2ίμ.siη (πχ)ωΖΑΖ -
32ν'3eίτο(-ωι-ω2)π4ν'ίlsiη (2πχ)ΑιΑΖ)
Χρησιμοποιούμε τη μέθοδο των απροσδιόριστων συντελεστών για να προσδιορίσουμε τη λύση των
order2E<lm και των σχετιζόμενων με αυτές οριακών συνθηκών. Για να το εφαρμόσουμεαυτό, πρώτα
προσδιορίζουμεόλες τις δυνατές μορφές των όρων στα δεξιά μέλη των ol'der2Eqm, ως ακολούθως:
so12I'ora =
Table[CAses[order2Eφι[[k, 2)} ,ί1} '/0
{_E"-TO..b_- i:"'[c_x} _>Ε&το·α f[cx}, ii_f_[b_x] :> f[bx) Ι; l'reeQ[a, ToJ},
{k, 2}] 11 l'latten 1/ Union
{Sin [ιι χ], [-IT05l Sin[n Χ], [1'1'0 Q Sin[n Χ], [-ΗΤΟ 5l Sin [π Χ] ,
[ΗΤΟ 11. Sin[II Χ}, [-ΗΤΟ "1 Sin [Π χ], [ΗΤΟ ..ι Sin [Π χ], [-ΙΤΟ"Ζ Sin [Π Χ] ,
εΙ το '"2 Sin [π Χ], [-ΗΤΟ "2 Sin [π Χ], [ΗΤΟ "'2 Sin [Π Χ], [-ιτο Ι;Ι-ΙΤο '"2 Sin [π Χ] ,
[ΙΤο 5l-ITO"2 Sin [Π Χ] , [-Ι Το 2+ΙΤο '"2 Sin [Π Χ], [ΙΤΟ 2+ΙΤο '"2 Sin [Π Χ] •
[-1'1'0"'1 Sin[2 πΧ), [ΣΤο"'1 Sin[2 ΠΧ], E-1'1'II Iόι-I'1'o '6t. Sin[2 ΠΧ], [1'1'011.-1'1'0'"1 S'in[2 πχ],
ε-1'1'ο 14Ι'1'0"1 Sin [2 n Χ] • [Ι Το 14ΙΤο '"1 Sin [2!Ι Χ], [-ΙΤο"1-ΙΤΟ "2 Sin [2 n Χ] ,
[ΙΤI)"1-Ι1Ο"2 Sin[2nx], ε-Ι10"1+ΙΤI)"2Sin[2nx], εΙΤI)'"1+Ι'1'ο'"2 Sin[2nx]}
όπου όλες οι χωρικά εξαρτώμενες συναρτήσεις ικανοποιούν τις αμφιπροέχουσας-δοκού οριακές
συνθήκες.Σημειώνουμεότι η sol2Form αποτελείταιαπό (α) τους όρους που είναι ανάλογοιστα
Ε-Ι ωΙΤο ΕΙ ωΙΤο Ε-Ι ω2Το ΕΙ ω2Το β . .. ., , , , και ( ) τους υπολοιπους ορους. Οι θεσεις των προηγουμενων
όρων, οι οποίοι είναι ορθογωνικοί στον συζυγή τελεστή, στην soI2f'orm, είναι:
pos[l) =
(Position[ff so12l'ora Ι. expRu1el [1) Ι. ΒχΡ{_.... ToJ -> Ο, <1._ /; a =1= Ο, 1} J/

































(Position[I? so12Fσnιι Ι. expRιιleΙ[21 Ι.!.ΣΡ[ . + '1'0 J -> Ο, d_ Ι; a =! = Ο, 1] JΙ
Flatten / / Rest) '/@ {Ε-Ι '"2 το , ΕΙ "2 Το}
{ (7 , 9,13} , {6 , 8,14} }
Κατόπιν, αναζητούμε τη λύση των Uz και νΖ σε δύο τμήματα. Πρώτα, θεωρούμε το τμήμα της
soI21ι'orm που δεν σχετίζεται με τους προσωρινούς όρους:
so12Forma=Delete[so12Form,{#} & /@ Flatten[Array[pos,2]]]
{Sin[llX), E-IToj;lSin[nx], EITO§;lSin[llX), E-~ITOj;lSin[llX),EHTI)j;lSin[nx),
ε~!'lΌ"2 Sin[nx), ε:<!ΤΟ 612 Sin[nx), ε-ΙΤο §;Ι-ΙΤο 612 Sin[nx), EITO Q+IT082 Sin[nx),
E-ITO§;l-ITo"t Sin[2nx], EITO§;l-ITO'"l Sin[2nx], E-ITI)Q+ITO"1 Sin[2nx],
εITo~IToιιι Sin[2nx), ε-Ι το ιιι-ΙΤο '"2 Sinr2nx], EITO '"t+!TO'"2 Sin[2nx)}
και ορίζουμετους απροσδιόριστουςσυντελεστέςως :
uSy.mboΙa-ΤabΙe(Ψi,{i,Length(sο12Fοr.ma)});
vSymbοla=uSymbοla/.ψ->ηί
Η γενική λύση ως προς την soI2Forma μπορείνα γραφείως :
so12a={u2->Function[{x,To,T1 ,T2},uSymbola.so12Forma//Evaluate],
v2->Function[{x,To,T1 ,T2},vSymbola.so12Forma//Evaluate]};
Δεύτερον,θεωρούμετο τμήματης sol2I"orlll που σχετίζεται με τους προσωρινούςόρους:
so12Formb1=so12Form[[pos[1] [[1]]]]
{ΕΙ Το ω1 Sin[2 Jτ Χ], Ε-Ι Το ωι +Ι ΤΟ ω2 Sin[2 Jτ Χ]}
so12Formb2=so12Form[[pos[2] [[1]]]]
και ορίζουμετους απροσδιόριστουςσυντελεστέςως :
uSy.mbolbl=Table (ΨSΙ,i, (i, Length[so12Fornιbl)});
uSymbοlb2=Τable[ΨS2,i,{i,Length[sο12Fοrrnb2]}]ί
όπου οι απροσδιόριστοισυντελεστέςγια νΖ σχετίζονται με τα LlSymholh1 και nSymhoIb2 λόγω της
συνθήκης ορθογωνικότητας. Επομένως, η γενική λύση ως προς τις soI21Ι'orml>1 και sol21ι'orntb2
μπορείνα γραφτείως :
sol2b = {uz-> Function[{x, Το, Τι, ΤΖ }, uSymbolbl. sol2Formbl + uSymbolb2. sol2Formb21Ι
Evaluate], vz->
Function[{x, Το, Τι, ΤΖ }, -Ιωι USΥmbοlbl.sol2Formbl - ΙωΖ USΥmbοlb2. soI2Formb2//
Evaluate]};
Η ολική λύση είναι το άθροισμα των sol2~l, soI2b, και το μιγαδικό συζυγές της soI2b.
Κατόπιν, επιλύουμε για αυτούς τους απροσδιόριστους συντελεστές. Αντικαθιστώντας τη soI2a στην
onier2E(Im και εξισώνονταςτους συντελεστέςτης soI21'orm~I,έχουμε:
algEqa = Flatten[Coefficient[Subtract@@#I. sol2aj. intRulel1Ι. intRule2j. modeshapesj. int->
Integrαte, sol2Formα]&/@order2Eqm] == ο;. Εχρ[]ο + _. ]-> ΟΙ/Threαd;
Αντικαθιστώνταςμερικές από τις παραμετρικέςτιμές στην algEqa και επιλύοντας για HSYIItbol~1 και
νSΥmΙJοla, λαμβάνουμε:





{ ο Ψ V3fΙ+Ι536V3π4αΑι[τι.τι]Αι[Τι.Τι]+ΙΙ52V3π4αΑι[τι.τι]Αι[τι.τι] [μηι -+ , ι -+ - 2304π4ν'ίϊ ,η2 -+ - 9V3πΙν'ίϊ' η3 -+
_ [μ η -+ _ lfl η -+ lfl η -+ -2Iπ2ν'ίlA [Τ τ]2 η -+9V3ΠΙν'ίϊ' 4 Ι440πΙν'ίϊ' 5 1440πΙν'ίϊ' 6 2 Ι' 2 , 7
21π2 ν'ίlA [Τ τ]2 Ψ -+ _ Ιfμ Ψ -+ ---.!.!.!:..- Ψ -+ [Ι Ψ -+ [Ι ψ-+
2 Ι' 2 '2 2Ι6π4ν'ίϊ' 3 2Ι6π4ν'ίϊ' 4 23040V3π4ν'ίϊ' 5 23040V3π4ν'ίϊ' 6
51f Αι [Τι.Τι ) 1f Αι [Τι.Τι] 1f Αι [Τι.Τι ] 51f Αι [Τι.Τι ]
- 9../6 ,ηιι -+ .[6 ,ηΙ2 -+ - .[6 ,ηΙ3 -+ 9../6 ,ηΙ4 -+
-6Iπ2 ν'ίlAι [Τι, τ2 ]Α2 [Τι, Τ2 ], ηΙ5 -+ 6Iπ2 ν'ίlAι [Τι' Τ2 ]Α2 [Τι, Τ2 ], Ψ8 -+ {Aι~T~], Ψ9 -+Ι92 2π
ν'ίϊΑι [τι.τι)Αι [Τι.Τι] Ψ -+ ν'ίϊΑι[Τι.Τι]ΑιΙΤι.τι]}
V3 ,Ι5 V3
Αντικαθιστώντας τη sol2b σε μία απο τις δύο εξισώσεις στην order2Eqm, εξισώνοντας τους
συντελεστές των sol2Formbl και so12Formb2, και επιλύοντας για uSymbolbl και uSymbolb2,
έχουμε:
symbolbRule =
Solve[Coefficient[Subtract@@order2Eqm[[1]]/. sol2b, sol2Formb1-Join-soI2FormbZ] ==
0/. Εχρ[]ο + _. ]-> 0//Threαd,uSymbolb1-join-uSymbolb2][[1]]j. Ω-> 2ω2/' frequencie5/
.valuesl
{ψ ΙμΑΙ[ΤΙ.ΤΖ] Ψ 2ν'ίϊΑΖ [Τι,τΖ]Α ι [Τι.ΤΖ ] Ψ ΙμΑι [Τι .ΤΖ ] Ψ5ι.ι -+ - 2.[6πΙ ' 5Ι.2 -+ - V3 ,S2.2 -+ - 4.[6πΙ ' S2.3-+
Αντικαθιστώνταςαυτές τις τιμές συμβόλωνστις 5012a και sol2b, προκύπτει:
so12aForaa{U3[x,To,Tl,~3],V3[x,To,Tl,T3]}/.so12a/.symbolaRule1





. [. ι----:. e.-.2ίΤο,Ω sm(π.χ) 12 e2 iToQ sm(πχ.) /2
U2 ~ {Χ, ΤΟ, τι, Τ2}· r:::- r- + r:::- r- -
23040 ν 3 π4 ν α 23040 ν 3 π4 ν α
sm(πχ) 12 eiToQ ί μ sm(πχ) / eίTOΦι-ίToΩ sin(2 π Χ) Λι(Τι, Τ2) Ι
---. . --- + .- + +768 ν' 3 π4 ν' α 216 π4 \! α 18 {2 π2
eίΩTo+ίΦιTosin(2πχ)Λι (Τι, Τ2)1 eiQTo+im1To sm(ΠΧ)Λι(Τι , Τ2)1
r:::- ~ + r:::- +54 ν 2 Π'" 192 ν 2 π2
eίToΩ-ίToΦΙ sm(2πχ) Αι(Τι, Τ2 ) Ι e-iQ1Q-imt Το sin(2 ΠΧ) Λι(Τι , Τ2)1

























elίΤΟΦ2 γ';. sm(πχ)Α2(ΤΙ , Τ2)2 e-2ίΤΟΦ2 γ';. sm(πχ)Α2(ΤΙ , T2)1
-------:::r.::-=------ + r.::- +
4γ3 4γ3
eίTOID1+ίToΦ2 γ';. sm(2πχ) Αι(Τι , Τ2)Α2(ΤΙ , Τ2)
r.::- +
γ3
e-ίΤοφι ί μ sin(2 ΠΧ) Αι(Τι, Τ2 ) e-iTo Φ2 ί μ sm(π Χ) Α2(ΤΙ , ΤΔ
------=-----+2{6 πΙ 4,16 π2
e2ίΤοΦι ,~ sin(πχ) Αι(Τι, Τ2)2 e-1iTo O>I γ~ sm(πχ) Αι(Τι, Τ2)2
Γ:::- r.::-4\'3 4\,3
ί eί ΤΟ 0>1 μ 3m(2 πχ) Α ι (Τι, Τ2) _ ί eί ΤΟ 0>2 μ 3m(π Χ) Αι (Τι, Τ2) ]
r-::- ~ r:;- ~ ,2 \' 6 Π"' 4 γ 6 π"
285
eί ΤΟ Φ2-ί ΤΟ Ω sm(π.τ) Α2 (Τι, Τ2) f
96 γΊ ri2
ί e-i Το Ω μ sm(πχ)f
r- +216ΠΙ γ α
1 r.::- r-.() ).
- \" 3 \" α sm πχ Α2(ΤΙ , Τ2 Α2(ΤΙ, Τ2) +2
e-ίΤΟΦι-ίΤο(D2 \"~ sm(2πχ) Αι(Τι , Τ2)Α2(ΤΙ , Τ2)
,13
2 ,~ sm(πχ) Αι(Τι, Τ2) Αι(Τι , Τ2)
r.::-γ3
2 eίToΦ2-ίToωl γ';. sin(2 ΠΧ) Α2(ΤΙ, Τ2 ) Αι(Τι , Τ2)
r.::-\,3
2 eίTo ωι-ίΤΟΦ2 γ';. sin(2 π Χ) Αι (Τι, Τ2 ) Α2(ΤΙ , Τ2)
r.::-\'3
e-iQ Το-ίΦ2 το sm(πΧ) Α2(ΤΙ , Τ2) f
192 \"Γi ri2














































ί eίTOΦl-ίToΩ sin(2πχ) Λι(Τι , Τ2) f
r=-\,6




5 ί e-in TO-iml ΤΟ sin(2ΠΧ) Λι(Τι, Τ2) f i rTo ml-iTo Ω sίn(π Χ) ω2 Λ2(ΤΙ , Τ2) f
9Π 96 'ι;Γ2 π2
e-iTon μ sin(πχ) f eί ToΩ μ sin(πχ) f e2iToml ί \'';. sin(πχ)ω2 Λι(Τι , T2r
Γ7,~ - Γ7,~ + Γ7 +
9\'3 Π--\'α 9\'3 Π"'\'α 4\'3
2 ~irOm2 ί π? \'';. sin(πχ) Λ2(ΤΙ, Τ2)2 - 2ί e-2iJΌm2 π? Υ';. sin(ltx) Λ2(ΤΙ , Τ2)2 +
6eiToml+iTom2 ίπ? ,l;Γ"ii sm(2πχ) Λι(Τι , Τ2)Λ2(ΤΙ , Τ2) +
2eίTom2-iToml ί ,l;Γ"ii sίn(2πχ)ωι Λ2(ΤΙ, Τ2)Λι(Τι , Τ2 )
Γ.:'Υ3
6ί e-iToml-iTom2 π? Υ';. sίn(2 ΠΧ) Λι(Τι • Τ2)Α2(ΤΙ , Τ2)­
.2 i eίToml-ίTom2 '1;17;. sίn(2 πχ)ωι Αι(Τι , Τ2)Α2(ΤΙ , Τ2 )
Γ.:'Υ3
ί e-2iToml Υ';. sin(πχ)ω2 ΛI(Τι , Τ2/
Γ.:'4 \' 3
eίToml μ sίn(2πχ)ωι Λι(Τι, Τ2)
2 {6·n;2
Αντικαθιστώντας τις soll, IfIsoI, sol2, και μερικές από τις παραμετρικές τιμές στην e(JEps[[3]1,
προκύπτει:
order3Eq = (linearSys/(. [u_ J _1) -+ u_3) == ((linearSys/(. [u_ J _1) -+ u_3 ) -















Συλλέγοντας τους όρους που ίσως να οδηγήσουν σε προσωρινούς όρους, τους όρους τους ανάλογους
ΕΙωiTο ,με το , εχουμε :
5'1'21 =Coefficient(" [[2} 1 , /@ oτder3Eq f. expRule1 [11, ΕΙ "'ι τοJΙ. nιodeshapes Ι.
int -> Inteqrate;
5'1'22 = Coefficient[I1[[21J , Ι@ ord.er3Eq /. expRule1[21, ΕΙ "'2 Το] Ι. modeshapes /.
int -> Inteqrate;
Απαιτώντας η 5'1'21 να είναι ορθογωνική στο ad,jointC[[ 1]Ι, λαμβάνουμε τις συνθήκες
επιλυσιμότητας :
SCond21=Solve[(int[adjointC[[1]].ST21,{x,O,1}]/.intRulelll.intRule2).
=0, A-10,~) [T~, Τ2]] [[1]] I.modeshapes/.int-
>Integrate/.SCondl/.frequencies/.valuesl//ExpandAll;
SCond21/.displayRule
r 13Ifz Ar ιμΖΑι ι= ~ Ζj Ώ~Aι ~ - + Ι ....ι 3 rf" α Αι Αι -
. ~ 648-/3" π2 4 ..J3 π2
~ ΙΤ Γ BIII:ZαAι~Az 31 Ι ΕΙ τι αι Ι-Ι ΤΙ "2 ι·Ι;" ΑιΑ21. - Ε ι"ι να 11 ΑΖ Αι - + J
. 2 '/3 72-./2
Απαιτώντας η 5'1'22 να είναι ορθογωνική στο :tdjointC[[2]1, λαμβάνουμε τις συνθήκες
επιλυσιμότητας :
SCond22 =
Solve[(int[adj Ointc[[2]J.ST22, {Χ, ο, 1}] Ι. intRulelll. intRule2) == Ο,
~[O,Ι) [Τι, '1'211 [[111 ι. nιodeshapes /' int -> Inteqrate /. SCond1 / • Q -> 2 fιI2 Ι.
frequencies Ι. valuesl / Ι !xpandAll;
SCond22 Ι. displayRuJ.e
Ι 1 Α -ΙΤ. "r= :Ζ 19 Ι t Z Α;Ζ ι μΖ ΑιD:zAz ~ - [ 1 Ι ..-./ α μ Αι - - -
l 4·· 2 9216 .. /3 π2 8 ..)3 ιι:Ζ
4 1π2 αΑι Α;ΖΑι 311Ειτιcrι.Ι-ΙΤ1"2! •.;αΑf SE1T.l<>7 f p.A2 1 Γ. :Ζ :< }
+ - ~ - 1'·./3 ιι αΑ2ΑΖ/3 288 ./2 238 ~ 2
Επειδή με την απουσία της απόσβεσης το σύστημα είναι συντηρητικό, οι εξισώσεις διαμόρφωσης, οι
συνθήκες επιλυσιμότητας, πρέπει να ικανοποιούν τις συνθήκες συμμετρίας. Για να ελέγξουμε αυτές
τις συμμετρίες, θέτουμε;
fonιιListla = {Αι[Τι, '1"21 Α2['1'ι, '1'2:J, Αι ['1'1 ι '1'21 ~[TI, ΤΖ1ΑΖ[ΤΙ, '1'Ζ1};
alcoefs=={sll, S12}->Coefficient [(2 ωΙ ι)
SCond21[[1,2]],fOrmListla]IIThread
, 31EIΤιαl~IΤlαz f··[α (,)1 16π2αruιι
., 311 ~ - , 31.2 .... ~
36-/"2 13 J
fonιιL.ist2a = (Αι [Τι, '1'21 Α2['1'ι, Τ2] Αι [Τι, T2J, Αι[Τι, T2J Z };







Η συνθήκη συμμετρίας απαιτεί SI2 =Sl2, το οποίο είναι αληθές επειδή
S12-s21/.a1coefs/.a2coefs/.frequencies/.values1
ο
9.2 Τεσσάρων-Μορφών Αλληλεπιδράσεις σε Κρεμαστά Καλώδια
Προσδιορίζουμε μια δεύτερης-τάξης ομοιόμορφη ασυμπτωτική ανάπτυξη της τριδιάστατης απόιφισης
ενός κρεμαστού καλωδίου σε μια εγκάρσια αρμονική κατανεμημένη διέγερση μιας εκ των δύο
οριζοντίων ή κατακορύφων μορφών όταν οι συχνότητές τους είναι στην αναλογία είτε δύο-προς-ένα
είτε ένα-προς-ένα και κανένας άλλος εσωτερικός συντονισμός δεν είναι ενεργός. Οι Benedettini, Rega
και Alaggio (1995) εξήγαγαν τις μη-διαστατικές εξισώσεις που διέπουν τις τριδιάστατες,
πεπερασμένου εύρους ταλαντώσεις ενός κρεμαστού ομογενούς ελαστικού καλωδίου διεΥερμένου από
αρμονικές κατανεμημένες οριζόντιες και κατακόρυφες φορτίσεις. Οι χρονικές παράγωγοι εκφράζονται
σε δεύτερης-τάξης μορφή. Όπως συζητήθηκε στο Κεφάλαιο 5, οι δεύτερης- και ανώτερης-τάξης
χειρισμοί τέτοιων εξισώσεων οδηγούν σε ελλιπή αποτελέσματα εκτός αν οι χρονικές παράγωγοι
εκφράζονται σε πρώτης-τάξης παρά σε δεύτερης-τάξης μορφή. Επομένως, ξαναγράφουμε αυτές τις
εξισώσεις ως :
δi_Ιnteger,j_Ιnteger:=Ιf[i==j,l,Ο]
eql=Table [Uj,t-Vj==O, (j, 2});
[ 111' 1 2 2'Tab1e Vi t + 2 μϊ Vj - Uj Σ Σ - α {b 1Κ [χ] δι j + Uj Σ Σ} b l' [χ] U1 Σ + - (ulo:Z + U2,Σ) ΟΙ dx ==-1 ~, f t. ,r r 'ο" r 2
Pj[x]Cos[Ot+TjJ, {jI 2 }J;
EOM=Transpose [{ eq1, eq2}] / . {U-s_,m_: > 8m Us [Χ, t], Vs_: >vs [Χ, t] } / /Flatten
r [ ] [Ο. 1 t , ] Ο 2 [ ] οΟ.1} • ]Ι -νι ΧΙ t + ul ,Χ, t == , μι νι Χι t + νι ,Χι t -
,:ό:.0} [ , f'Ι b '[] [Ι.Ο} r ] 1 ι' ,Ι.Ο} [ ]:ό: [Ι.Ο} •αι Χ, tJ - α ι Υ Χ Ul ,Χ, t + .Ur Χ, t + U2 [Χ,
Jo 2 '
, ';<: ο),
IbyW[x] +1.11:' [Χ, t]1 ==Cos[tQ+Tr] Ρι[Χ],
, ι
-V2 [Χ, t] + uJo.l} [κ, t] == Ο, 2!l:z ν;;: [κ, t] + νΖΟ• Ι } [Χ, t] - u?·O} [Χ, t] -
α ΓΙ b Υ" [χ] u?·O} [Χ, t] + 1 (u?·G} [Χ, t];;: + u?·G} [Χ, t]2Ί ' ,jX' uJ2.0} [κ, t]
-.10 2 ί, , ι ,
,
Cos[tQ+ Τ2] Ρ2[Κ] ~
J
yRule={y->(4 # (1-#) &)};
Επιπλέον,γράφουμετις σχετιζόμενεςοριακές συνθήκεςως:
BC={uj[O,t]==O,uj[l,t]==O};
Εδώ, ο δείκτης j = Ι αναφέρεται στην κατακόρυφη συνιστώσα της μετατόπισης και j =2 αναφέρεται
στην οριζόντια συνιστώσα. Τα μj είναι οι συντελεστές ιξώδους απόσβεσης, τα Pj [Χ] είναι τα
κατανεμημένα εύρη της διέγερσης με τη συχνότητα Ω, το δί,j συμβολίζει το δέλτα του Κronecker, και
το b Υ[Χ], όπου Υ[Χ] =4χ (Ι - Χ), οριζόμενο στον yRule, είναι η αρχική στατική διαμόρφωση. Οι


























( και τον χαρακτηριστικό χρόνο ("(ρ ΙΕ), όπου Ρ και Ε είναι η πυκνότη-ι:α του καλωδίου και το μέτρο
ελαστικότητας, αντίστοιχα.
Αναζητούμε μια ασυμπτωτική ανάπτυξη της απόκρισης του καλωδίου όταν το άνοιγμά του είναι
τέτοιο ώστε οι πρώτες κατακόρυφες και οριζόντιες φυσικές συχνότητες είναι στην αναλογία δύο-προς­
ένα, δηλαδή, b2α ::::: π2 116. Οταν b2α =π2 Ι16, οι φυσικές συχνότητες είναι:
Ρarams={ωj_/;j!=3:>2 n,ω3->n,b Ζ α->n2/16};
και οι αντίστοιχες κανονικοποιημένες συναρτήσεις σχήματος (modeshapes) είναι:
mοdeshaΡes={Φι-> (ν(2 13) (1-Cos[2n #]) &),φΖ->(ν2 Sin[2n #] &),φ3 ->(ν2
Sin[JT #] &),φ4->(ν2Sin[2n #] &)};
Χρησιμοποιούμε τη μέθοδο των πολλαπλών κλιμάκων και αναζητούμε μια δεύτερης-τάξης
ομοιόμορφη ασυμπτωτική ανάπτυξη της απόκρισης του καλωδίου σε μια κύριου-συντονισμού
διέγερση της πρώτηςκατακόρυφηςμορφής του είδους:
multiScales={u_j_[x,t]->uj[x,To,T1,Tz] , Derivative[m_,n_] [u_] [x,t]-
>dt[n] [D[U[X,To,T1,Tz], {x,m}]] ,t->To};
solRule={ui_->(Evaluate[Sum[Ej ui,j[#1,#2,#3,#4],{j,3}]] &),Vi_-
>(Evaluate[Sum[Ej vi,j[#1,#2,#3,#4],{j,3}]] &)};
Λαμβάνοντας υπόψη τις συνθήκες συντονισμού, κλιμακώνουμε τους όρους αποσβέσεων και
εξαναγκασμώνως :
scaling= {μj_->ε2 μj, P j_ [χ] ->ε3 P j [χ] } ;
όπου ο εξαναγκασμός (δύναμη) έχει κλιμακωθεί σε τάξη ε:3 έτσι ώστε η επιρροή του πρώτα
εμφανίζεται στην ίδια τάξη με τη μη-γραμμική μεταβολή στις συχνότητες με την απουσία του
εσωτερικού συντονισμού.
Θεωρούμε την περίπτωση στην οποία οι τάξεις μεγέθους των επιπέδων εξαναγκασμού τόσο για τις
οριζόντιες όσο και για τις κατακόρυφες κινήσεις είναι ίδιες. Διαφορετικά, ένας πρωταρχικός
συντονισμός των κατακόρυφων μορφών (τρέχουσα μελέτη) θα μπορούσε επίσης να προκαλέσει έναν
υποαρμονικό συντονισμό τάξης ενάμιση ως προς την πρώτη οριζόντια μορφή και έναν κύριο
συντονισμό της δεύτερης οριζόντιας μορφής σε διαφορετικά επίπεδα προσέγγισης.
Αντικαθιστώντας τις mlIltiScales, solRule και sc:ιιing στην ΕΟ1\l, αναπτύσσονταςτο αποτέλεσμαγια




Εξισώνονταςτους συντελεστέςτων ίδιων δυνάμεωντου ε: στην eι)92η, παίρνουμε:
eqEps=Rest(Thread(CoefficientList(Subtract @@ #,ε]==Ο]] & /@
eq92a//Transpose//TrigToExp;
9.2.1 Πρώτης-Τάξης Λύση
Τα ομογενή τμήματα των πρώτης-τάξης εξισώσεων είναι:
(linearSys=#[[l]J & /@ eqEps[(l]] )/.displayRule
,.. .. ,r -. ~,τ {r· J • Ο 1,1 ,'f".,. 1
,DOUt.1-'l1.1, -',Ut.l ... DOVt,l-b"aintl'.ut.l Υ ,Χ, t X, , :1 Υ [Χ.,




Τα πρώτης-τάξης προβλήματα είναι ταυτόσημα με τα προβλήματα γραμμικών ιδιοτιμών. Για να
εξηγήσουμε τις αλληλεπιδράσεις που προκύπτουν από τους πολλαπλούς εσωτερικούς συντονισμούς
και τον κύριο συντονισμό, περιλαμβάνουμε τις κατώτερες δύο μορφές σε κάθε επίπεδο. Οι άλλες
μορφές θα φθίνουν λόγω της απόσβεσης. Έτσι, η λύση της ('qEpsII Ι]Ι μπορεί να εκφραστεί ως :
so11u =
{Ul,t -> l'unction{{r, 1'0, Τι, ΤΖ },
Sua[A;.[Tt, 1'21 +i[rJ ΕχΡ[Ιω;. Το} + A i f Tl, T2J +i[rJ ΕχΡ[-Ιωi ToJ, (i, 1, 2}] /1
Έva1uate},
uz,t -> l'unction( {χ-, το ,Τι, ΤΖ},
Sua{A;.[Tt , 1'%1 ti[x1 ΕΣΡ(Ιω;. 1'01 + Ai[Tt , T%lti[xlbp[-IIiiTo}, (i, 3, 4}j 11
Έva1uate J) ;
sollv=Table [vk,l~Function[{Χ, ΤΟ, Τι, Τ2} ,D [Uk,t [Χ, το, Τι, Τ2 ] , Το] / . sollu/ /Eva
luate], {k,2}] ί
soll=Join[sollu,sollv]
{ut,t ..... Funetion[ {Χ, ΤΟ, τι, ΤΖ}, ε1Το '"1 Αι [Τι, Τ:Ζ] φι [Χ] +
εΙ το "'2 ΑΖ [Τι, ΤΖ] φ,Ζ [Χ] + [-ΙΤο-ι φ,ι [Χ] Α1 [Τι. Τ2 ] + [-ΙΤο"2 φ,Ζ [Χ] ΑΖ [Τι, Τ:Ζ]]'
Uz.t ..... Funetion[{X, ΤΟ, ΤΙ, ΤΖ}, [Ι Το "'3 Aa[Tt, Τ2] ta[X] +[ΙΤΟ-'Α,[τι. ΤΖ] φ,,[χ] +
[-ITo-a φ,:! [χ] Aa [Τι, Τ%] + [-1Το-, φ" [Χ] ~ [Τι. TzJ ] ι
νι.ι ..... Function [{χ, Το, ΤΙ, Τ%}, Ι [ΙΤο'"1 ωι Αι [Τι, Τ%] φι [χ] + Ι [ΙΤΟ"2 ωΖ ~ [Τι, Τ%Ι +Ζ [Χ] -
Ι ε-Ι το "1 ωι φι [ΧΙ Αι [Τι, ΤΖ] - Ι ε-Ι το "% ωΖ tz [Χ] ΑΖ [Τι, ΤΖΙ]'
ν%.ι ..... Function[ {Χ, ΤΟ, τι, Τ%}, Ι εΙΤ!)"'! ω:! Aa [Τι, Τ%] 4ο:! [Χ] + Ι [ΙΤο'" ω, ~ [Τι, ΤΖ]Φ, [Χ] -
Ι ε-Ι το "'3 ω:! ta [Χ] Aa [Τι, Τ%] - Ι [-Ι Το '" ω, 4οι [Χ] ~ [Τι, ΤΖ ]] }
όπου ΦI[Χ] και Φ2[χ] είναι οι κατώτατες συμμετρικές και αντισυμμετρικές κατακόρυφες ιδιομορφές
(eigenmodes), και Φ3 [Χ] και Φ4 [Χ] είναι οι κατώτατες συμμετρικές και αντισυμμετρικές οριζόντιες
ιδιομορφές. Οι Φη[Χ] είναι ορθογωνικοί. Κανονικοποιούνται έτσι ώστε να ικανοποιούν τη συνθήκη
ορθοκανονικότηταςJo Φη[Χ] Φm[χ] dx = δn.m.
Επειδή το πρόβλημα είναι αυτο-συζυγές, έχουμε:
adjoint=Table[{-I wk Φk [Χ],Φk [Χ]},{k,4}]ί
του οποίου το μιγαδικό συζυγέςείναι:
adjointC=adjoint/.conjugateRule
{{Ι ωΙ Φι[Χ],Φι[Χ]},{Ι ω2 Φ2 [Χ],Φ2 [Χ]},{Ι ω3 Φ3 [Χ],Φ3 [Χ]},{Ι ω4
Φ4 [Χ] ,Φ4 [Χ]}}
9.2.2 Δεύτερης-Τάξης Λύση
Αντικαθιστώντας τη soJI στην C(IEps[[2j], προκύπτει:
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2 ε-ΙΤο "ι 'D' Α' ",
- '. 1 l' +3 ,
Γ2
,; - E-1TO "ICC9[2nx] !ΏιΑι ) _'ι"2εΙΤΟ "Ζ 'D1Az) Sin[2nx] _,[2ε-ΙΤΟ "2 I,ΌI~) 5in[2nxj,
'ι 3
" • 2', " ] 16.ΙΤ 2 •
-;UI.;:.' ... DovI,;:-b aintli:Ur.;:,i Υ'[Χ], (Χ, Ο, 1) ΥΊχ] ==-3bf.... o=t n αΑί ...
64 • • 64bεΙΤΟ("1 ....21π2αSin[2nχ]ΑιΑΖ • ._
._bf.... ITO ..IIIZaCos[2nxJAϊ- _ _16bE.· IT0"2n+aA2_
3 V3
(2 ,'"24bεΗΤΟ·:π;:a:Α;_16bf.2Ιτο".πΖαΙΙ;.1 1- εΙΤο "Ι 'ΏιΑI)(,)ι",1,!-' EITo " l C09[2nx] (DIΑι)ωι ...
Ί 3 j 3
Γ2 ,'"2 . _. Γ- ΙΤ_
1,1- ε-ΙΤο"Ι (ΏιΑι 1 ωι - Ι, Ι,· ε-ΙΤο "l C09[2 ΠΧ] IDrAI) fiιι - Ι ν 2 f. Ο • ίΏιΑ;:) Sin[2 ΠΧ] ωΖ'"ν 3 " \; 3
Γ.:" -ΙΤ '-', . 32 Ζ - 128 • -1"12 ε 0"2 'Dr~' Sl.n[2nxlΩZ- -bn αΑιΑι ... -bn oιC09[2nx] ΑιΑι-
, ι 3 3
64bf.ITO (-r......JπZaSin[2nx]AzA I 16 'ΙΤ -2 64 'ΙΤ .-
...-'-'-------::=--------- ..- - - b ι.-' Ο =ι ~ α Αϊ ... -- b ε-' ο =ι ~ οι C09 [2 Π χ] Αϊ -
ν' 3 3 3
64bf.ITO("I-2J π2αSin[2IιχJΑιΑ2 Ζ _ 64bεΙΤΟ,-Ι-21π2αSin[2nχ]!ιΑ2
------------ - 32bn α~~ - -------------
./:3 ν'Τ
16 b ε-Ζ ΙΤΟ "2 n2αΑ; - 8 b n 2αΑI ~ .. 4 b [-ΖΙΤο ..: 1ι2 αΆ; .. 32 b~ aAt At .. 16 b ε-Ζ ΙΤο ... n2 α~,
Dou••• -V.,2 == -,{2 εΙ το =1 IDIAI) Sin[IIX] - '/2 ε-Ι το "1 (DrAI) Sin[nxj -
·./2"ΈΙΤο -. (Όι~) Sin[2 n χ] - '1'2 Ε-1Το". (ΏιΑ.) Sin[2n κ], - (U;:.) ... DOVZ.2 ==
16bεΙΤΟ("1 ......)π2οιSin[πχJΑιΑ: 64bEITO ("1.+"4JπZaSinf2nxj ArAt - ΙΤ
------:=---------!V2 Ε 0"2 (ΏιΑ:) Sin[nx] ω:'"
V 3 "; 3
1··1'2" ε-Ι το "1 (DrAa) Sin[nxj (,): -Ι '1'2 ΕΙΤΟ=. ,'DIAt) Sin[2nx] ω.... ! 12 !-ΙΤο ". DrAt) Sin[2nxj ω.­
16bE.ITO(-1"'11 πZaSin[!Jx] Αι Αι 64 b f.I ΤΟ l-ι-.Ι nZ oιSin[2nxj Α.Αι
Θεωρούμε την περίπτωση του κύριου συντονισμού της πρώτης κατακόρυφης μορφής, έναν δύο-προς­
ένα εσωτερικό συντονισμό ανάμεσα στις πρώτες κατακόρυφες και οριζόντιες μορφές, έναν ένα-προς­
ένα εσωτερικό συντονισμό ανάμεσα στις πρώτες και δεύτερες κατακόρυφες μορφές, και έναν ένα­
προς-ένα εσωτερικό συντονισμό ανάμεσα στις πρώτες κατακόρυφες και δεύτερες οριζόντιες μορφές.
Με σκοπό να συλλέξουμε τους όρους που ίσως οδηγήσουν σε προσωρινούς όρους από τα δεξιά μέλη
της order2Eq, ορίζουμετους κανόνες:
οmgList=Τable[ωi,{i,4}];
ResοnanceCοnds={Ω==ω1+εσ1,ω2==ω1+ε σ2,2ω3==ω1+ε σ3,ω4==ω1+ε σ4};
OmgRule=Solve[ResonanceConds,Complement[omgList, {#}]-Jοin-{Ω}][[1]] &
/@ omgList
{{ω2~ε σ2+ω1,ω3~1/2 (ε σ3+ω1),ω4~ε σ4+ω1,Ω~ε σ1+ω1}, {ω1~-ε
σ2+ω2,ω3~1/2 (-ε σ2+ε σ3+ω2),ω4~-ε σ2+ε σ4+ω2,Ω~ε σ1-ε σ2+ω2}, {ω1~-ε
σ3+2 ω3,ω2~ε σ2-ε σ3+2 ω3,ω4~-ε σ3+ε σ4+2 ω3,Ω~ε σ1-ε σ3+2 ω3},{ω1~­
ε σ4+ω4,ω2~ε σ2-ε σ4+ω4,ω3~1/2 (ε σ3-ε σ4+ω4) ,Ω~ε σ1-ε σ4+ω4}}
expRule1[i_] : =Εχρ[arg_] :>Exp[Expand[arg/.OmgRule[[i]]]/.E To->T1 ]
Συλλέγοντας τους όρους που ίσως να οδηγήσουν σε προσωρινούς όρους, τους όρους τους ανάλογους
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ST1v=Coefficient[#[[2]] & /@ order2Eq[[{1,2}]]/.expRule1[#],
Ε:Ι: ω1:l: Το] & /@ {1,2};
ST1v/.displayRule
({- ~(DlAl) + ~CΟS[2ΠΧ)(DιΑι) - ν2Εlτισ2(DιΑ 2)Sίn[2πχ), -4bΕιτισ3π2αΑ~ -
Ι~(DιΑι)ωι + Ι~CΟS[2ΠΧ)(DιΑι)ωι -/ν2ΕJτισ2(DιΑ2)Sίn[2πχ)ω2}. {-~Ε-lτισ2(DιΑι)+
~Ε-ιτισ2CΟS[2ΠΧ](DιΑι) - ν2(DιΑ2)Sίn[2πχ), -4bΕ-lTισ2+lτισ3π2αΑ~ -
I~Ε-lτισ2(DιΑι)ωι + I~Ε-ιτισ2CΟS[2ΠΧ)(DιΑι)ωι -/ν2(DιΑ2)Sίn[2πχ)ω2}}
Συλλέγοντας τους όρους που ίσως να οδηγήσουν σε προσωρινούς όρους από τις εξισώσεις που
διέπουν τις οριζόντιες εκφράσεις, έχουμε




Ι6bΓιτισ3π,;;SίΠ[ΠΧ]ΑιΑ3}, {-νz(DlΑ..)Sίn[2πχ), -/νz(D!Α ..)Sίn[2πχ )ω..}}
Απαιτώντας η ST1 νlΙί]] να είναι ορθογωνική στο ad.iointClIi]), λαμβάνουμε τις συνθήκες
επιλυσιμότητας
SCond1v=Solve[(int[adjointC[[#]].ST1v[[#]],{x,0,1}]/.intRu1e1//.intRu
(:1, Ο)1β2/ .modeshapes/ .parδJDS/.int->Zntegrate) ==0, An [Τ:1, Τ2]] [[1]] &
/@ {1,2}//F1atten;
SCond1v/.displayRule
{DlAl -+ l~bΕlτισ3παΑ~,DιΑ2-+ Ο}
Απαιτώντας η ST1h[[i]] να είναι ορθογωνική στο ad,jointC[[i + 211, λαμβάνουμε τις συνθήκες
επιλυσιμότητας
SCond1h=Solve[(int[adjointC[[#+2]].STlh[[#]],{x,0,1}]/.intRu1e1//.int
Ru1e2/ .modeshapes/ .parδJDS/.int->Zntegrate) ==0, ~:;ί Ο) [Τ:ι, Τ:;Ζ]
] [[1]] & /@ {1,2}//F1atten;
SCond1h/.displayRule
{Dl A3 -+ 41~bΕ-lTισ3παΑιΑ3' DlA.. -+ Ο}
SCond1=Join[SCond1v,SCond1h];
των οποίων τα μιγαδικάσυζυγή είναι
ccSCond1=SCond1/.conjugateRule;
Κατόπιν. χρησιμοποιούμε τις συνθήκες επιλυσιμότητας για να ελαχιστοποιήσουμετο DIAi απο τα
δεξιά μέλη της order2Eq. Γι' αυτό το λόγο, ορίζουμετους κανόνες
sigRule=Solve [ResonanceConds, Table [ai, {i,4}]] [[1]]































Αντικαθιστώνταςτις SCondI, ccSCoItdI και expRuIe2 στην order2Eq, λαμβάνουμε:
order2Eqm=order2Eq/.SCondl/.ccSCondl/.expRule2i
Για να προσδιορίσουμε τη λύση της order2E<Im και των σχετιζόμενων οριακών συνθηκών,
χρησιμοποιούμε τη μέθοδο των απροσδιόριστων συντελεστών. Για να επιτευχθεί αυτό, πρώτα
προσδιορίζουμε τις μορφές των όρων των δεξιών μελών της order2Eqm μέσω του να συλλέξουμε
τους χ -εξαρτώμενουςή τους χ- και Το- εξαρτώμενουςόρους μέσω ορισμού του κανόνα:
baits: {_E"_TO..b_- f_[c_x} :>Z"To..b f[cx}, d_f_[b_x} :> f[bx} Ι; l'reeQ[a, το}};
Κατόπιν, συλλέγουμετις μορφέςλύσης για τις οριζόντιεςεκφράσεις,σύμφωναμε :
so12Formh=Table[Cases[order2Eqm[[k,2]] ,#] & /@
baits, {k,3,4}]//Flatten//Union
{ε-Ι Το ..ι -Ι Το ΙΙ:! Sin [11 Χ], ΕΙΤΟ ιιι -1Το -2 Sin (11 Χ] ,
ε-ΙΤο"ι+1ΤοOll:! Sin(I1X], EITo,"HITo"a Sin(IIX], Ε-ΙΤΟ"Ι-ΙΤΟΙΙΙSin[2nx],
ΕΙ το ΙΙ1-ΙΤΟ"Ι Sin (2 π Χ}, Ε-ΙΤΟ"Ι+ΙΤο ΙΙΙ Sin (2 n Χ], εΙτο "1 +1 ΤΟ ·t Sin( 2 n Χ1 }
Καθένας εξ αυτών των όρων ικανοποιεί τις οριακές συνθήκες. Εντούτοις, όχι όλες εκ των μορφών
λύσης
so12Formv=Table[Cases[order2Eqm[[k,2]] ,#] & /@
baits, {k,2}]//Flatten//Union
{C03 ( 2 n Χ1, ε-ΗΤο ·1 C03 [2 π Χ1, ε.Η Το ιιι C03 [2π Χ] ,
Ε-2 ΙΤΟ"3 C03 (2 π Χ], Ε2 ΙΤΟ ua C03 [2 n Χ], Ε-ΙΤΟ οιι -Ι Το "'2 Sin (2 π χ1 ,
Ε! ΤΟ <»ι -1'1'0012 Sin [2 π χ] , Ε-Ι το 011+I'rO"2 Sin [2 π Χ], ΕΙ'!Ο"Ι+ΙΤΟ~ Sin [2 n χ] }
για τις κατακόρυφες εκφράσεις ικανοποιούν τις οριακές συνθήκες. Πέραν τούτου, υπάρχουν όροι που
δεν είναι συναρτήσεις του χ στα δεξιά μέλη της order2Eqnl[[{1,2}]], δηλαδή
#[[2]] & /@ order2Eqm[[{1,2}]]/.Thread[so12Formv->OJ/.displayRule
{-~lbΕ21τοω3παΑ2+ ~lbΕ-21τοω3παΑ2 _~bΕ2lTοω1π2αΑ2 - 16bΕ21Τοω2π2αΑ2 _3 3 3 3' 3 1 2
4bΕ21Τοω3π2αΑ2 - 16bΕ2lTοω4π2αΑ2 + ~bΕ2lTοω3παΑ2ω - Ξbπ2αΑ Α - ~bΕ-2lTοω1π2αΑ2 -
3 43 313 113 1
32bπ2αΑ2Α2 - 16bΕ-2ιτοω2π2αΑ~ - 8bπ2αΑ3Α3 - 4bΕ-2lTοω3π2αΑ~ + ~ bΕ-2ιτοω3παω1Α~ -
32bπ2αΑ4Α4 - 16bΕ-2ιΤοω4π2αΑn
Έτσι, χρειάζεται είτε να θεωρήσουμε κάποιες αλγεβρικές μορφές ή συνδυασμένες αλγεβρικές και
ημιτονοειδείς μορφές για το χ ώστε με το χέρι να ρυθμίσουμε τις μορφές στην sοl2fΌrmv ή να
χρησιμοποιήσουμε μια πιο γενική προσέγγιση για να αφήσουμε το Mathemαtica να συλλέξει τις
σωστές μορφές. Η δεύτερη προσέγγιση χρησιμοποιείται εδώ.
Κατακόρυφες Μορφές
Αντί να αναζητούμε για τις χ-εξαρτώμενες μορφές. αναζητούμε όλες τις Το-εξαρτώμενες μορφές, ως :
so12Formvl=Join[{1},Table[Cases[order2Eqm[[k,2]] ,ΕΧρ(_] ,oo],{k,2}]//F
latten//Union]
,:1 ε-'ΙΤΟ '"l ε:1ITiI"'i .. -:nT<I"'2 ....ο:ΙΤι}"'2 ..-ITt}"1-ITO'~2 ,..ITt}"'t-ITD"'2~ , , , io:.ι , ι.:. , J:. , .ι:. ,





όπου το πρώτο στοιχείο στην sol2!,'onnv Ι περιλαμβάνεται στον υπολογισμό των Το-ανεξάρτητων
μορφών.
Ορίζουμε τους απροσδιόριστουςσυντελεστέςγια UI.Z και νΙ,Ζ ως :
uSymboΙv=ΤabΙe[ΨΙ,i[Χ],{i,Length[sο12Fοr.mvl]}];
vSyrnbοlv=uSyrnbοlv/.ψ->ηi
και γράφουμε τη γενική λύση στη μορφή
so12v= {Ul, 2->Function [{Χ, Το, τι, Τ2 } ,uSymbolv. so12Formvl/ /Evaluate] ,νΙ,2­
>Function[{x,To,T t ,T2},vSymbolv.so12Formvl//Evaluate]}i
Αντικαθιστώνταςτη soI2v στην orιler2EqnI[[l]] και εξισώνοντας τους συντελεστές της soI2I1'ormvl




{-ηι,ι[χ] == Ο, -ηΙ,:Ζ[Χ] - 2Ιωιψι.:Ζ[χ] == Ο,-ηΙ,3[Χ] + 2ΙωΙΨΙ,3[Χ] == ο, -ηΙ,4[Χ]­
2Ιω:ΖΨι,4[Χ] == Ο,-ηι,s[χ] + 2Ιω:ΖΨι,s[Χ] == Ο,-ηΙ,6[Χ] - ΙωΙΨΙ,6[Χ] - Ιω:ΖΨι.6[Χ] ==
Ο,-ηιΛχ] + ΙωιΨιΛχ] - Ιω:ΖΨΙ,7[Χ] == ο, -ηΙ,θ[Χ] - ΙωΙΨΙ,θ[Χ] + Ιω:ΖΨΙ.θ[Χ] == Ο,-ηι,9[Χ] +
:Ζ - :Ζ -ΙωΙΨΙ,9[Χ] + Ιω:ΖΨΙ,9[Χ] == Ο'-3"ΙbπαΑ 3 [Τι , ΤΔ:Ζ + 3"ΙbπαCοs[2πχ]Α3 [Τι , τΖ]:Ζ - ηι,ιο[χ] -
2Ιω3ΨΙ,ιΟ[Χ] == ο,~ΙbπαΑ3[ΤΙ' τΖ]:Ζ - ~ΙbπαCοs[2ΠΧ]Α3[ΤΙ' τ2 ]:Ζ - ηι,ιι[χ] + 2Ιω3ΨΙ,ιι[Χ] ==
Ο, -ηι,Ι2[Χ] - 2Ιω4ΨΙ,Ι2[Χ] == Ο, -ηΙ,Ι3[Χ] + 2Ιω4Ψι,Ι3[Χ] == Ο}
Λύνοντας για vSymboIv από την eqv 1, λαμβάνουμε
eta1So1=Solve[eqv1,vSyrnbolv] [[1]]
{ηι,ι[χ] -+ Ο,ηΙ,2[Χ] -+ -2Ιωι Ψι.:Ζ[χ],ηΙ,3[Χ] -+ 2Ιωι Ψι.3[Χ],ηι.4[Χ] -+ -2Ιω:ΖΨΙ,4[χ],ηι,s[χ] -+
2Ιω:Ζψι.s[χ],ηΙ,6[Χ] -+ -Ι(ωΙΨΙ,6[Χ]+ ω2Ψι.6[Χ]),ηιΛχ] -+ Ι(ωιΨιΛχ] - ω2Ψ1,7[Χ]),ηι.β[Χ] -+
2 --Ι(ωι ΨΙ,θ[Χ] - ω2ΨΙ,θ[Χ])' ηΙ,9[Χ] -+ Ι(ωι ΨΙ,9[Χ] + ω2ΨΙ,9[Χ]), ηι.ιο[χ] -+ 3"Ι(-bπαΑ3 [Τι , τ2 ]2 +
bπαCΟS[2ΠΧ]Α3 [Τι , τ2 ]2 - 3ω3ΨΙ.ιο[Χ]), ηι.ιι[χ] -+
-i Ι(-bπαΑ3 [Τι , Τ:Ζ]2 + bπαCοs[2ΠΧ]Α3 [Τι , Τ2 ]2 - 3ω3ΨΙ,ΙΙ[Χ]), ηΙ,Ι:Ζ[Χ] -+
-2Ιω4ΨΙ.Ι2[Χ], ηι,Ι3[Χ] -+ 2Ιω4Ψι,Ι3[Χ]}
Αντικαθιστώντας τις soI2v και ct~l1SoI στην ordcI-:?E(lmf[2j] και εξισώνοντας τους συντελεστές της
sol2FonllV 1 και στις 2 πλευρές, προκύπτει:
expr2=Subtract @@
order2Eqm [ [2] ] / . so12v/ . eta1So1/ . intRule1/ / . intRule2/ . int [Υ' [Χ] SubscriΡt[Ψ,



























Π:. βιο 4 ;: ,.. ;: 8". ;:, ;: •
-- ... - b,IΓ aAa [Τι, Ί;:] + - bn" aCos[2 πχ] At [Τι, Ί2] - 4 Π ΨΙ ΙΟ [χ] - ΨΙ ΙΟ [κ] == Ο,2 3 3 ' ••
π:. 511 4:2 • 8 ;: " ;:
-- .. - bn aAa [Ίι , Τ;;:]· .. - bn aCos[2 πχ] Aa ίΊι , Ί:Ζ]" - 4 Π Ψ"Ι,l1 [χ] - Ψ-ί 1Ι [χ] == Ο,233 •
π;: β12 :Ζ -. ;:,:Ζ • ,
--- .16bn α14 ιΊι, Τ;:] -16 π Ψι 12 [κ] - ΨΙ 12 ιχ] == Ο,2 • •
π2 βΙ3' ;:" }-Ζ- ... 16bIC"a14ETt , 12] -16n·Jjrt,taEX] -Jjri.1a[X] == Ο
i Π:. 5ι ,32 ~ -Ί--'" - bn" αΑι [Τι, Τ;:] Αι [Τι, Τ;:] -
2 3
128 " _ ;: _
-bn"aC05[2ΣIK] Αι [Τι, Τ;:] Αι [Τι, Τ;:] ... 3Zbn-aA2[Tt, Τ;:] Α;:[Τι, Τ2] +
3
3bn2 aAa[Tt, Τ;:] ~[Tι, Τ;:] +32b~Q~[Tt, Τ;:] Α.[Τι, Τ;:] -Ψί,ι[Κ] == ο,
π2 52 16 "_ ~ 64" _ ".,--.ο - bn" αΑι [Τι, Τ;:]" - - bn" aCos[2nx] Αι [Τι, Τ;:]" -16 n" Ψι.;: [χ] - Ψί;: [κ] == Ο,2 3 3 •
α;;: 5~ 16" ;: 64 ;: .;:'"
-- .. - bn" αΑι [Τι, Τ;:] - - bn aCo5[2nx] Αι ιΤι, Τ;:] -16 n" ΨΙ.3 ιχ] - Ψi ~ ιΚ] == Ο,
2 3 3 •
π;: β. ~ - ;:_~ •
___. -16bIC" α Α;: [Τι, Τ;:] -16π "Ι. [κ] -Ψι" [κ] =" Ο,2 ' . .,."Ζ
π255;: ;:"
-'- ... 16bn αΑ;:[Τι , Τ;:] -16n"tjts[K]-1Jl'c[x] ==0,2 . ~
π2 βι; 64 b n2 α Sin [2 n κ] Αι [Ίι, Ι2] Α;: [Ιι, 'Ι;:]
-- .. -16 π;: ΨΙ.δ [κ] - Ψί.ι; [χ] == Ο,
2 ν3
n2 137 64bn;:aSin[2nx] Αι ['Ιι , Τ2 ] Α2 [Τι , Τ;:]
-- .. - Ψί.? [κ] == Ο,
2 ,,[3
64bn2 aSin[2IIK] Αι [Τι, Τ;:] Α2['ΙΙ , Ι;:]







Κατόπιν, προσδιορίζουμε τις λύσεις των οριακής-τιμής προβλημάτων : της eqv2 και των
σχετιζόμενων οριακών συνθηκών. Πρώτα, λαμβάνουμε πληροφόρηση σχετικά με τις μορφές λύσης
uSymboI,,- σύμφωνα με
,1Όrua "
DSolve [ { ;t; [ [1] ], if [ [:2]] == Ο Ι. χ - > ΟΙ ff [ [2Ί] =" Ο Ι. χ - > 1}, if [ [2]] 1 χ] [ [Ι]] ι.






, 1 Ζ 1 Ζ' 32 _ 16. _ 16 : 2 _ 32 _
,ψι.ι[χ] ... --π χβι+-π Χ'βι--οαΑιΑι--οπ'χαΑιΑι+-οπ χ aAtAt+-baC05[2nxjAtAt-
l 4 4 3 3 3 3
16bπZ χαλ: Aa + 16οπ2 χ: α~ Aa - 4 bπZ xιr~ Α; + 4 bπZ χ: αΑι ΑΖ - 16οπ2 xaAt Α. ... 16οπ2 χ2 aAt Α.,
.' βΖ 1 1 Ζ 16 -2 13.2';ι.2'Χ] ... - - - Cos(4 πχ] 11: ... - οαΑ; - - baCos(2nx] Αι + - baCos(4n.x] Αι<
32 32 3 9 9
1 • 16 Ζ 13 : lΙι 1Ψι. Ζ [χ] ... -οαΑί - -baCos(2nx] Αϊ + - baCoII[4nx] Αϊ ... - - - Cos[4nx] β2,
3 9 9 32 32
k 1 ~ ~1frt•• [xj - _··_·_·Cos[4nx] 11. +οαΑ2 -baCos[4nx] Α;,32 32
.: : βι 1Ψι.5ΙΧ] ... baA;-baCOs[4nxj Α;+ -- -Cos[4nxj ΙΙι,
32 32
Ι!Ι 1 16baSin[2nx] ΑιΑΖ
τJι.ι[K] ... -- -COs[4IIK] βι... •
32 32 3 ν'3
1:l 1.: 16bιrSin(2nx}Ai~
1frt , [κ] ... - - π κ β, ... - π' Γ β-, - ,
• 4 4 ,jT
.' 1 2 1 2 2 16bιrSinl2nxj ΑοΑι
Ψι., ίΧ] ... - - ΣΙ Χ βιt + - ΣΙ Χ β, - ,
4 4 ..f3
16baSin(2nx] Αι Αο βg 1
"ι•• Ικ]... ... -- -COS(4ΣIXj βι,
3..[3 32 32
βιο 1 1 -2 1 -2 2 -2Ψι.ιο [xj ... - _.- Cos [2 π χ} βιο + - οαΑ; - -- baCos (2 πχ] Ai +- b π Χα Sin(2 ΣΙ Χ] Ai,
9 9 3 3 3
1 2 1 • 2 . 2 fIu 1ΨΙ ιι [χ) ... - οα1\; - - haCos [2 π Χ] 1; ... - b π χ οι Sin[2 n χ] Αϊ + - - - <:05[2 π χ] βιι,
• 3 3 3 8 8
βιΖ 1 -2 -2ΨΙ.ιΖ(Χ} ... - - - Cos(4 ΠΧ} β12 ...Oα~ -baCos[4nxj~,
32 32
• • 1112 1 ,Ψι. u [Χ] ... b α Α4 - b α Cos [4 π χ} 1<\ ... '- - --- Cos (4 ΣΙ χ) βΙ2J
32 32
Κατόπιν, σύμφωνα με την IjJI<'orm, συλλέγουμε τις μορφές χωρικών συναρτήσεων για uSymboIv, ως
baitl={a_. xn_':>xn/;FreeQ[a,x],a_ f_[b_ x]:>f[b x]/;FreeQ[a,x],a_ χ
f_[b_ χ] :>χ f[b χ]};
funCList=ΤabΙe[ΡreΡend[CaseS[ΨFοrm[[i,2]],#] & /@
bait1//Flatten//Union, 1] , {i,Length[ΨFοrm]}]
{{l, Χ, ~, Cos[2 u χ]}, {1, Cos[2 ΣΙ Χ] , Cos[4 ΣΙ xJ}, {1, Cos[2 ΣΙ Χ] , Cos[4 u xJ},
μ, Cos[4ux]}, μ, COS[4ΣIX]}, {l, Cos[4ux]. Sin[2ux]}, {l, Χ, χ2 , Sin[2ux]},
μ, Χ, χ2 , Sin[2ΣIX]}, {l, COS[4ΣIX], Sin[2uxJ}, {l, COS[2ΣIX], xSin[2uxJ}.
{l, Cos[2ux], xSin[2nx]}, {l, Cos[4uxJ}, {l, Cos[4ux]}}
Παίρνουμετη λύση για Ψι.ι ως έναν γραμμικόσυνδυασμότων f'uncUst[[i]], την αντικαθιστούμε στην
'IIFol'm[[i]], εξισώνουμε και τα δύο μέλη, επιλύουμε για τους aπρoσδιόριστoυς συντελεστές, και
λαμβάνουμε τη λύση για ΨΙ. ι ως
psi1So1 = Tabl.e{
Ιonιι = funcList [[Jι]] ;
c List =Tab1e [Ci, {i, Lenqth[foruι]} ] ;
3<>1 = cList. f onιι ; Ι
a1qBxpr = 501- ,f'onιι[(k, 2]] Ι. β __ -> Inteqrate[EΣpand{Υ' [χ] D[sol, χ] Ι. lRu1e] ι {Χ, οΙ 1}1;
alqEq = Άppend[Coefficient[alqBxpr, Rest[fona]] ι a1qBxpr Ι. Thread[Rest[fonιιJ -> Ο}] == 011
Thread;
'l,k -> Function[r, 501/. So1ve[a1gΚq, cl.ist) [[1J] 11 EηIand 11 Evaluate] ,
























~ [~"- _ ~CDιr-XOAllLl, L2jJl.llll, 12Ji Ψ'ι.ι .... Funetion Χ, - ..--- baA! [Τι, !.! Αι [Τι, Τ.] .. ---------------.-:;-.---------.- -
3 3 .. π'
46 b n· χ2 αΑι [Τι, Τ.] Αι [Τι, Τ.] 32 _
. .. - baCo:t[2 ΠΧ] Αι [Τι, Τ.Ι Αι [Τι, Τ2! -
3 .. π" 3
48bπ2χαΑ2[ΤΙ, Τ.] Α.[Τι, Τ2] 48bπ2χ2αΑ.[Τι, Τ2) ~[Tι, Τ2] 12b!!·xaA2[Tt, Τ.] ~[Tι, Τ2!
3 .. ΙΙ" 3 .. π" 3 .. ΙΙ"
12bπ2Χ'αλΑ[Τι, T.!~[Tι, Τ.] 48bπ2χα14[Τι, Τ2! Α4 [Τι, Τ2] 48bπ2rαΑ4[ΤΙ, Τ2 ) !.ι [Τι, Τ2!,
_._._---_.._---------_.-- - ._._-- ---_._----- ! ,
3 ... n.2 3 ... n.& 3",11. J
Ι
Ι Ψι ...... Funetion [Χ,
Ψι.2 -+ Funetion[x,
ΨΙ.4'" Funetion[x,
ΨΙ.~ -+ !'unetion [Χ,
Ψι.6 -+ FunetiOn[X,
".. • 16 . _ ." -.1
-baAt[Tt,T.] --baCos[2nx]AtlTt,T2]+ .. -baCo:t[4I!x]At[Tt,T21 j,
9 9 3 '
4 • 16 • 4 '1
-- baA! [Τι, Τ2]' - -- baCos[2 n Χ] Αι [Τι, Τ2 ]' .. - baCos[4 Ι!Χ] Αι [Τι, T.J+ •
9 9 3 '
4 _ • 4 .. 21
-baA2[Tt, T.J - -baCos[4I!xJ λΑ [Τι, Τ2] !,
3 3 !
4 4
-baA:;[TI, T2J 2 - -baCo:t[4!!x] Α2[ΤΙ. T.J 21,
3 3 '
16bα Sin[2 Ι!Χ] Αι [Τι, Τ2] 1.2 [Τι, T2J 1,






16baSin[2!!x] Αι [ΤΙ, Τ2] Α2 [Τι , T2J,Φ'Ι.7 -+ Funetion Χ, - Ι,
v' 3 •
. [ 16baSin[2nx] Α2,ίΤ.ι, Τ2] Αι [Τι, Τ211
Ψι...... Funet~on Χ, - !,
-,13 •
. 'ι 16 bα S1n[2 n Χ] Αι [Τι, ΤΖ] Α:; ίΤI, Τ2] 1
irt.g -+ Funet~on Χ, "
3 '/3 !
r 2 - ']Ψι.ιο .... Funaion Χ, -<:2" Co:t [2 n Χ] <:... ,-.. b Ι! Χ α Sin [2 π χ] λΑ [Τι, Τ.Ι+ ,
L 3
• 2 2]Ψι.ιι'" Func:tionlx, -<:2 .. Cos[2nxJ <:2" 3' b!!xaSin[2nx] Α:ι[Τι. T.J ,
r " -. 2 4 .." • 2'WI.u'" Funetion Χ, - ba14lTt, Τ;;:] - - baCo:t[4 Ι!Χ] 14 [Τι, Τ2) :,
ι 3 3 '
[ 4 • 4 '.'}Ψι.ι2 .... Fune:tion Χ, -.. ba14[Tt , T.J - ..-baCos[4nx!14[Tl , T2j Ι
3 3 '
Σημειώνουμε ότι όλες οι χωρικά εξαρτώμενες συναρτήσεις ικανοποιούν τις οριακές συνθήκες.
Η soJ2I"orntv1 αποτελείται από δύο μέρη; ένα μέρος σχετίζεται με τους προσωρινούς όρους, το οποίο
αποτελείται από όρους ανάλογους στα Ε±lωΙΤο και Ε±lω2ΤΟ, και το άλλο μέρος αποτελείται από όρους
που δεν σχετίζονται με τους προσωρινούς όρους. Οι θέσεις των πρώτων είναι:
pos{l] =
{Position{ 11 so12fΌt"ΙD.V1 Ι. e:ιιpRule1 [1] ι. ΕχΡ{ • + το] -> Ο r .1_ Ι; a. =! = ο, 1] 11
Flatten 11 Rest} '/@ {Ε-Ι "l Το, ΕΙ "l Το}
{{11}, {10}}
pos[2] =
(Positi.on[11 so12I'ot"ID.V1/. e:ιιpRule1[2] Ι. ΕχΡ{ • + Τσ ] -> Ο, d_ Ι; a =!= Ο, 1] /1
Flatten 11 Rest) '/@ {Ε-Ι "'2 Το, ΕΙ "2 Το}
{{l1},{lO}}
Εφόσον οι pos[l] και pos[2] είναι οι ίδιες, απλά ορίζουμε:
{posl,poslcc}=pos[lJ//Flatten
{11,10}
Κατόπιν, επαυξάνουμε τις ΨΙ.ροsι και ηι.posι μέσω ενός γραμμικού συνδυασμού όλων των δυνατών
ομογενών λύσεων. Οι άγνωστοι συντελεστές μπορούν να προσδιοριστούν από τις συνθήκες
ορθογωνικότητας (τα ΨI.ροsΙcc και ηl.ροslcc είναι απλώς τα μιγαδικά συζυγή των ΨΙ.ροsl και ηι.ροsι,




STFormv'" {ψ1, pos1 [Χ] +Sum [ct,j Φj [Χ] , {j ,2}] , η1, pos1 [χ] +Sum[cl, j Ι wj
Φj[Χ], {j,2}]}/.eta1So1/.psi1So1/,ci_->O/.modeshapes/.params//Expand
{$Cl,l - $ Cos[2nx]Cl,l + V2Sin[2nx]Cl,z +; bnxaSin[2nx]Α3 [Τι, τΖ ]2,Ζlftncl,l -
21$nCOS[2nX]Cl.l +2/V2nSin[2nx]cl ,z +; IbnaA3[Tl ,τΖ]Ζ -; IbnaCos[2nx]A3[Tl , τΖ]Ζ +
~ IbnZxaSin[2nx]A3[Tl , ΤΖ]Ζ}
Απαιτώντας η STI"ormv να είναι ορθοΥωνικη στο a(l.jointC[[i]], λαμβάνουμε τους άγνωστους
συντελεστές :
clRule=Solve[int[adjointC[[#]] .STFormv,{x,O,l}]==O/.rnodeshapes/.param
s/.intRulel//.intRule2/.int->Integrate,cl,.] & /@ {1,2}//Flatten
{ Ο bnaA3[Tl,Tz]z}{ Cl,l -. , C1,2 -. - 3.,fi
Κατόπιν,τροποποιούμετην psHSoI σύμφωναμε
ΡsiΙSοl[[Ροsl]]=Ψl,Ροsl->Functiοn[Χ,SΤFοrmv[[l]]/.clRule//EvaluateJ
ΨΙ,Η ~ Function[x. -ibnaSin[2nx]A3[Tl. τΖ]Ζ +; bnxaSin[2nx]A3[Τι. T2j2]
ΡsiΙS01[[ΡΟSΙcc]]=ΨΙ,ΡΟSΙcc­
>Function[x,STFormv[[l]]/.clRule/.conjugateRule//Evaluate]
Ψι,ιο ~ Function[x, -ibnaSin[2nx]A3[Tl, τΖ ]2 + ;bnxaSin[2nx]A3[Tl ,τΖ ]2]
Οριζόντιες Μορφές
Η soI2J:<~ormh αποτελείται από δύο μέρη : ένα μέρος σχετίζεται με τους προσωρινούς όρους, το οποίο
αποτελείται από όρους ανάλογους στα Ε±Ιω3Το και Ε±Ιω4Το, και το άλλο μέρος αποτελείται από όρους
που δεν σχετίζονται με τους προσωρινούς όρους. Οι θέσεις των πρώτων είναι:
pos[3] =
(Position[H so12Formh /. expRnl.el[3] Ι. ΕχΡ[. + Το] -> Ο, 3_ /; a =!= Ο, l) /1
l'1.atten / / Rest) 'ί@ {:s-1 "3 Το , 81 "3ΤΟ}
{{2},{3}}
pos[4] =
(Position[Hso12l'ormh/. expRnl.el[41 /. ΕχΡ[_. + Το] ->0,3_/; <1=!=0, l) /Ι
F1.atten / / Rest) '/@ {:s-1 .., Το, 81 "'4 Το}
{ο,ο}
Έτσι, υποθέτουμε ότι η λύση για U2.2 και ν2.2 αποτελείται από δύο μέρη που αντιστοιχούν στα μέρη της
sol2Fonnh. Το τμήμα, που δεν σχετίζεταιμε τους προσωρινούςόρους, είναι
so12Formha=Delete(so12Forrnh,pos[3]
[ε-ΙΤΟ"Ι-ΙΤΟ"'3Sin[nx], ειτο"ι+-Ι1'Ο"3Sin[nx], ε-Ι l'ο"Ι-ΙΤΟ'" Sin[2nx],
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Έτσι, η γενική λύση σε σχέση με την soI2f'ormha μπορεί να γραφεί ως:
so12ha= {U2, 2->Function [ {Χ, Το, τι, Τ2 } ,uSymbolha. so12Formha/ /Evaluate] ,V2,2-
>Function[{x,To,T t ,T2},vSymbolha.so12Formha//Evaluate]};
Το τμήμα της sol2Formll, που σχετίζεται με τους προσωρινούςόρους, είναι το :
so12Formhb=so12Formh[[pos[3J [[lJJJJ
{Ειτοωι-ιτοω3Sin[πχ]}
και ορίζουμε τους απροσδιόριστουςσυντελεστές ως :
uSymbolhb=Table [ψSΖ, i, {i, Length [so12Formhb J } J ;
όπου οι απροσδιόριστοι συντελεστές για V2.2 σχετίζονται με τη u.synlbolhb λόγω της συνθήκης
ορθογωνικότητας. Επομένως, η γενική λύση σε σχέση με την sοJ2fΌrnιhb μπορεί να γραφτεί ως :
so12hb={uz.2-
>Function [{Χ, ΤΟ, Τι, Τ2 }, uSymbolhb. so12Formhb/ /Evaluate] , V2.2-
>Function[{x,To,T l ,T2},-I ω3 uSymbolhb.so12Formhb//EvaluateJ}i
Η ολική λύση είναι ένας συνδυασμόςτων soUha, sol2hb, και του μιγαδικού συζυγούς της soI2hb.
Αντικαθιστώντας τη sol2ha στην orιler2Equl[[{3,4}]] και εξισώνοντας τους συντελεστές της
soJ2Formha και στα δύο μέλη, έχουμε
alqEqa =
flatten[Coefficient[Subtl'act @@ Π Ι. so12ha, so12!'omha} & j@
ordeI'2Eqιι.[[{3, 4ΗΙ1 == Ο /IThread;
Επιλύονταςγια τις ΙΙSΥιnbοlhaκαι vSymboll18 προκύπτει:
symbolaRule=Solve [algEqa, uSymbolha-Join-vSymbolhaJ [[lJJ/.params
{ψ ~ 2baAt[Tt.Tz]A3[Tt.Tz] Ψ ~ 2baAt[Tt.Tz]A3[Tt.Tz] Ψ ~ 16baAt[Tt.Tz]A4[Tt.Tz] Ψ ~2.1 ,[3 '2.2 ,[3 ι 2.3 3,[3 , 2.4
Ι6bαΑΙ [ΤΙ .ΤΖ]Α4[ΤΙ .ΤΖ ] Ψ 16bαΑ4 [τι .τΖ]ΑΙ[ΤΙ.ΤΖ] Ψ 16bαΑΙ[ΤΙ.ΤΖ]Α4[ΤΙ'ΤΖ]
- ,[3 , 2.5 ~ - ,[3 , 2.6 ~ 3,[3 , η2.1 ~
Αντικαθιστώντας τη sol2hb σε μία από τις orιler2EqnIH{3.4}]], εξισώνοντας τους συντελεστές της
..,ol2f'ornIhb και στα δύο μέλη, και επιλύοντας για LlSymbolhb, παίρνουμε:
symbolbRule=Solve[Coefficient[Subtract @@
order2Eqm[[3JJ/.so12hb,so12ForrnhbJ==O//Thread,uSymbolhb] [[lJJ/.params
{ψ 4baAl [Τι .τΖ]Α3[ΤΙ .τΖ]}52,1 ~ - /3
Αντικαθιστώνταςτις symboI~.Ruleκαι SΥιnbοlbRιιleστις sol2ha και sol2hb, προκύπτει:
so12haForm= {u~,~ [Χ, ΤΟ, ΤΙ, T~] , ν~,~ [Χ, ΤΟ, ΤΙ, T~] } Ι . so12ha/ . symholaRule;
so12hbForm= {uz.z [Χ, Το, Τι, TzJ , vz.z [Χ, το, ΤΙ, ΤΖ J } / . so12hb/ ' symbolbRulei
so12h={u2,z-7Function [{Χ, ΤΟ, Τι, Τ2 }, so12haForm[ [1] J +so12hbForm[ [1] J + (s01






16 b ΕΙ 1'0 "1+Ζ 1'0 ". α Sin[2 n ι] Αι [Τ'ι, ~] Αι [!J't Ι ~]
3 -{3 -ι
4bE-I 1'o<>t>Il'o α]aSin[nx]A3[T't.2'2] Σι {Τ'ΙΙ 2'2]
~
16bE- I I'0"1+ I 1'o". cιSin[2 nx] Αι [Τ'ι. ~] Χι[Τ'ι, !J'2]
-..{3
4 bEIl'o "1-Ι l'ο "] α Sin[n χ] Αι [Τ'ΙΙ ~] Χ3 [Τ'ι. ~]
+~
2 bE-I 1Ό "ι-Ι 1'0 "3 cι Sin[nr] ΧΙ ['J"t. ~] Χ3 [Τ'1.. ~]
-..{3
16 bEI 1'0 "1- I !IiI ... α Sin[2 D χ] Αι.[Τ'1.Ι ~] Χ. [1'1.. Τ':ι]
+
-..{3
16 b Ε-Ι 1"11 "1- Ι 1'11 ... ΟΙ Sin[2 n χ] Σ1 {'J"t, 1'2J Σ.. [1'1 Ι Τ':ι]]
3 -.{3 Ι
"2,2 -+ Function[ {Χ,2"\). 'J"1 Ι Τ':ι}, 2 Ι -.(3 b ΕΙ 1'0 "1+Ζ 1'0 ..] n 11Ι Sin[n χ] Α!. ['J"t Ι Τ2) Α3 [1'ι, 1'2] +
64 IbKI l'o"1+ I l'o ... naSin[2nx) Αι[!Ι\, 'J"2] At['J"1.I ~]
3~
4 Ι b κ-Ι 1"11 "1+11'0 "3 α Sin[n χ] 1t3 A3['J"1.. 7'2] Χ1.[Τ'ι. !J'z]
+~
4ΙbκΙ I'1Ι"1- Ι lΌ ω]cιSin{n:lr] "3 Αι.{Τ1' Τ':ι] X3 [1'1., !J'z]
~
2Ι-.{3 bK- I 1'o "1- Ι 1Ό "] DcιSin[nx] ΧΙ [Τ'1.. !J'z] X3 [!J'1.I!J'z]-
64 Ι b κ-Ι 1"11 "ι-Ι 1Ό ... ιr ΟΙ Sin{2 n Χ] ΧΙ {2'ι. !J'z] Χ.. {'J"t, Τ2]]}
3 -.{3
9.2.3 Συνθήκες Επιλυσιμότητας
Αντικαθιστώντας τις 5011, soI2v και sol2h στην C(lEps[[3]], προκύπτει:
order3Eq =
(liηearsys /. 1l-J_,1 -> Uk.3) ==
( (liηearsys /. U-J_.l. -> Uk,3) - (11 [[ΙΗ ~ /@ eqEps [[3]]) Ι. sol1 Ι.
sol.2v Ι. etalSo1 Ι. psi1So1 Ι. so12h Ι. intRul.el 11. intRule2 Ι .
nιodeshapes Ι. 1Rul.e Ι. int -> Inteqrate / Ι E.xpand} /1 Thread; / Ι
TiJιιinCj
{43.242 Second,Null}
Συλλέγονταςτους όρους που ίσως να οδηγήσουνσε προσωρινούςόρους, τους όρους τους ανάλογους
Ει ω.Το ό ξ' δ ' , "στο ,απ τις ε ισωσεις που ιεπουν τις κατακορυφες εκφρασεις, εχουμε :
Συλλέγοντας τους όρους που ίσως να οδηγήσουν σε προσωρινούς όρους από τις εξισώσεις που
διέπουν τις οριζόντιες εκφράσεις, έχουμε:




























ST2h = Coefficient[#[[2]]&/@order3Eq[[{3,4}]]j. expRulel[#], Ειω#ΤΟ]&/@{3,4};




{int [adjointC [[!ι}] . ST2v[[.ι1]] , {Χ, Ο, Ι}] Ι. intRu1el/1. intRule2 Ι.
modeshapes Ι. paraιιs Ι. int -> Inteqrate) == Ο, NO,l) [Tl, ΤΖ] J[[1]] 'Ι@
{1, 2} I/l'latten// E.xpandΆ1.1;
SCond2v Ι . di.splayRule
{
18ΙΤΙ'"ι+Ι'IJ;{Ρ1.[Χ]-Cοs[2nΧ]Ρ1.[Χ])d:Χ 2 3 2
D2A1. -+ - - Α!. Ρ!. + - Ι ΣΙ οι. Ai Κ!. -
4..[6 n 3
224 2 2 2 256 r b 2 n 012 Af 1[1. 64 r ~ n3 012 Af 1[1 2 2 Σ Τ 3 2
- r b ΣΙ α Ai Χ1 + + + - Ι 8 1 "2 n α Α2 Κ1 -3 3+n2 9+3n2 3
352 2 352
_ ι b 2 82 Σ ΤΙ "2 n 01.2 ~ Χ!. + _ Ι ~ Σ ΤΙ σι n 3 α A.i Χ1 __ Ι b 2 g2 Ι Τι σι D ~ A.i 1\'1. +939
4 3 256 2 2 256 Ι b2 D a2 Α!. Α2 Χ2 64 r ~ [13 a2 ~ Α2 Χ2
- Ι D α Αι Α2 Χ2 - -- ι b D οι. Α!. ~ 1\'2 - n2 n2 +3 9 3+ 9+3
Ι 3 4 2 2 . 64 Ι b 2 ΣΙ 0.2 AJ. Α) Χ3 16 Ι b 2 r 012 Α1 Α3 Χ3
- Ι ΣΙ α AJ. Α3 1\'3 - - ι b n οι.- AJ. Α3 Χ3 - - +3 3 3+[12 9+3[12
4 3 256 2 2 256 Ι b 2 Π a2 Αι Αι Χ"
- Ι n οι Α!. Αι 1\'" - - Ι b πα AJ. Αι Χ,,- ------:----
3 9 3+n2





ιgιτι σl -:ΙΤl"2+ΥτlJ:Sin[211χ]Ρ1.[χ]dχ 4 3
D2A:z -+ - - Α2 Ρ!. + - Ι 11 οι Α!. Α:Ζ 1\'1. -
4...[2n 3
1024 2 2 64 Ι b2 [13 α2 Α!. Α2 Χ!. 2 -2 :ι τ σ 3 2
-- Ι b n α Α!. Α2 Α!. + + - Ι 8 1 2 11 α Αϊ Α2 -
9 3+π2 3
352 32 64 ι ~ r a2 1!J Χ2
- Ι b 2 g-2 Ι ΤΙ "':ι 11 01.2 ΑΙ ΧΊ + 6 Ι [13 α ~ Χ2 + - Ι b2 n 0.2 ΆJ Χ';Ζ - +9 3 3+π2
322 ι Ε-2:Ι Τι "2+2 :Ι Τι σι ~ οι ~ Α2 + _ Ι b 2 g-2 Σ ΤΙ σ2+2 Ι T1 σι n 01.2 ~ Χ2 + Ι n 3 οι Α2 Α3 Χ3 _3
16 Ι b2 n3 012 Α2 λ) Χ3 3 64 Ι b 2 ΣΙ3 01.2 Α2 Αι 1[. }
------:---- + 4 :r n οι Α2 Αι Α. - ------:----
3+n2 3+n2
Απαιτώντας η ST2h[[iIJ να είναι ορθογωνική στο R{J.jointCf[i + 2]], λαμβάνουμε τις συνθήκες
επιλυσιμότητας :
SCond2h=Solve[{int[adjointC[[#+2]].ST2h[[#]],{x,O,l}]/.intRule1//.int







2 ]:. 136 2 :ι.
D2A] -+ -Α] Ρ2 ~ - Ι D CΙ ΑΙ. Α3 ΧΙ. - - Ι b D ΟΓ ΑΙ. Α] ΧΙ +
3 3
32 Ι b2 D] 012 ΑΙ. Α3 Χι] 32 ι ~ r cι2 Α:ι. Α3 Χ2 3 ]: :ι.
------::--- + 2 Ι D ΟΙ Α2 Α] Χ2 - _2 + - Ι n cx Α] Χ3 -3+ιr 3+1Γ 4
4 2 2 2 8 Ι ~ r cx2 A~ Χ3 ] 32 Ι ~ tΓ cι2 ~ At Χ..
- r b D cx- Α, Χ3 - 2 + 2 Ι D cx Α] At Χ.. - ------,,---3 3+n 3+n2
Ι E~ ΤΙ αι-Ι τι ... _1 '2 J:Sin[2 D XJ Ρ:ι [XJ clx 4,
D2At -+ - - At Ρ2 + - r D cx ΑΙ. At Χ1. -4ν'2Ό 3
1024 2 2 64 Ι b 2 π' cx2 ΑΙ. Αι Χ1.
-- Ι b n cι Αι Αι ΧΙ + -2 + 4 Ι ~ οι Α:ι. Αι Χ:Ι -
9 3~1Γ
64 Ι b 2 r cx2 Α:ι. Αι Χ2 ] 16 Ι ~ r cι2 Α] Αι Χ,
-----.,,--- + Ι ο cx Α3 Αι Χ, - -2 +
3+u2 3+ ..
2 352
_ ι g-2 Ι Τι". ο' CΙ ~ χ.. __ Ι b 2 g-2 Ι Τι ... n a'- ~ χ..... 2 Ι g2X τι "2-2 Ι ΤΙ ... ~ CX Ai χ. ~I
3 9
32 32 64 ι ~ r cx2 ~ χ..
_ Ι b 2 g2 :ι: Τι "2-2 Ι ΤΙ". ο 02 Ai Χ + 6 Ι D 3 οι ~ Χ + _ Ι b2. ΣΙ οι2 ~ Χ - }
3 .... 3 • 3.u2
Μπορούμενα ξαναγράψουμετην SCond2v και την SCond2h σε συμπαγή μορφή μέσω συλλογήςτων
συντελεστώντης ίδιας μορφής. ως ακολούθως:
collectl'ona =Tab1e[{Α;. ΙΤ1, Τ21 ΕΙ '";. ΤΟ , Α i. {Τ1, Τ21 Ε-Ι ";. Το}, μ, 4}] / / f'latten;
cubicTerrns=Nest[Outer[Times,collectForrn,#] &,collectForm,2]//Flatten//Union;
cubicST[i_l : '= Ε-Ι "i το cubicTenιs / • expRulel[i1 Ι. ΕχΡ[_ '1"0'" •1 -> Ο 11 Union 11 Rest
nιoduEq =
lfa.pIndexed[ (tena =cubicST[P2 [[lJ J J ; coef = Coefficient[m[ [2J J, tenι];
ft1[[1J] == (m[[2]] Ι. Thread[tena->OJ) +coef.tenι) &, Join[SCond2v, SCond2hJ];
JDoOduEq ι. d.i3playRu1e
{ Α ιειτισι+ιτιfοl (Ρι[Χ]-CΟS[2ΠΧ]Ρι[Χj)dχ Α (2 Ι 3 224 lb2 2 256Ιb2πα2D2 1 == - 4,[6π - 1μ1 + 3" π α - -3- πα + 3+π2 +
64Ιb 2 π3 α2)Α2Α + ε2ΙTισ2(~ιπ3α _ 352Ιb2πα2)Α2Α + ε2ITισ4(~/π3α -~/b2πα2)Α2Α +9+3π2 1 1 3 9 2 1 3 9 4 1
(41 3 256 lb2 2 256Ιb
2 πα2 64Ιb2π3 α2)Α Α Α + (1 Ι 3 4 Ιb2 2 64Ιb2πα23" π α - ""9 πα - 3+π2 - 9+3π2 1 2 2 3" π α - 3" πα - 3+π2 -
16Ιb2π3 α2)Α Α Α + (~ιπ3α _ 2561b2πα2 _ 256lb2πα2 - 641b2π3 α2)Α Α Α D Α ==
9+3π2 1 3 3 3 9 3+π2 9+3π2 1 4 4' 2 2
ιεΙΤισι-ΙΤισ2+lτι fol Sίn[2πχ]Ρι [Χ] dx 4 3 1024 2 2 64Ιb2π3 α2 -
- ,f2 -Α2μ1 + (-/π α --Ib πα + 2 )Α1Α 2Α 1 +4 2π 3 9 3+π
ε-2ITισ2(~/π3α -~/b2πα2)Α2Α + (6/π 3 α +ΞΙb2πα2 _ 641b2π3 α2)Α2Α +
3 9 1 2 3 3+π2 2 2
32 - 161b2π3 α 2 -ε-2Iτισ2+2ιτισ4(2ιπ3α + -lb2πα2)Α2Α + (/π3 α - )Α Α Α + (4/π3α-3 4 2 3+π2 2 3 3
64lb2π3 α2 - 2 3 136 2 2 32lb2π3 α2 - 3-3-+-:π2=--)Α2Α4Α4,D2Α3 == -Α 3μ2 + (3"ΙΠ α --3- lb πα + 3+π2 )Α1Α3Αι + (2Ιπ α-
321b2π3 α 2)Α Α Α + (!/π3α - ~/b2πα2 - 81b2π3 α2)Α2Α + (2/π3 α - 321b2π3 α 2)Α Α Α D Α ==
3+π2 2 3 2 4 3 3+π2 3 3 3+π2 3 4 41 2 4
ιεΙΤισι-ΙΤισ4+lΤ2 f.l Sίn[2πχ]Ρ2 [Χ] dx 4 3 1024 2 2 64lb 2π3 α2 - 3
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Method of undetermined coefficients
Method of weighted residuals
Method of normal forms
Method of averaging
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