強化学習を用いた自律多脚車輪型ロボットの脱出行動の環境適応 by 西村, 祐輝
平成 27年度 公立はこだて未来大学卒業論文
強化学習を用いた自律多脚車輪型ロボットの
脱出行動の環境適応
西村 祐輝
複雑系知能学科 1012139
指導教員 三上 貞芳
提出日 平成 28年 1月 29日
Adaptation of Escaping Actions for Autonomous
Wheel-Legged Robot with Reinforcement Learning
by
Yuki NISHIMURA
BA Thesis at Future University Hakodate, 2016
Advisor: Prof. Sadayoshi MIKAMI
Department of Complex and Intelligent Systems
Future University Hakodate
January 29, 2016
Abstract{ Autonomous robots used for rescue or exploration need to work in unknown en-
vironments. Such robots should select appropriate actions corresponding to the environment.
In this research, we develop wheel-legged robot that will perform feasible escaping actions after
getting stuck in an unknown environment by using Reinforcement Learning. We use measured
forces on the robot's legs as the denition of states and rewards. To update state-action value
function in real time, we introduce an online learning system. For performance evaluation, we
carried out some experiments with a physics simulator. The result of the experiments shows the
eectiveness of our system.
Keywords: Reinforcement Learning, Wheel-Legged Robot, Escaping Actions, Adaptation to
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概 要: 探査ロボットやレスキューロボットなどの，未知環境で作業を行うロボットの研究が多
数行われている．それらのロボットは環境に応じて適切な行動を選択する必要がある．そこで本研
究では，未知環境においてスタック状態に陥ってしまった際に，強化学習を用いて自律的に脱出行
動を獲得する多脚車輪型ロボットの開発を行う．強化学習における状態と報酬を，ロボットの脚に
かかる負荷の大きさを基に定義することに着目して研究を行う．また，リアルタイムに行動価値関
数を更新するために，オンライン学習の手法を取り入れた．本研究で考案したシステムを，物理計
算エンジンを用いたシミュレータ上に構築し，実験を行うことで有効性の評価を行った．
キーワード: 強化学習, 多脚車輪型ロボット, 脱出行動, 環境適応, 自律システム
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第1章 緒言
1.1 背景
近年，探査ロボットやレスキューロボットなど，未知環境で作業を行うロボットが多数
研究されている [1]．図 1.1はトピー工業株式会社により開発された災害救助ロボットであ
り，災害時には瓦礫の下などの狭い場所への潜入探査を行うことができる [2]．また，図
1.2はNASAにより開発された惑星探査ローバであり，2004年から 2007年にかけて火星
表面の探査を行った [3]．いずれのロボットも高い走破性を持った移動機構を有しており，
ある程度の不整地の移動は可能である．
図 1.1: 災害救助用走行ロボット [2] 図 1.2: 惑星探査ローバ [3]
しかし，このようなロボットは設計段階で想定していないような地形を走行するような
場合に，スタック状態やすべり落下などの通常歩行が困難となる問題に遭遇する場面も多
いと考えられる．このような場合，人間が遠隔操作でスタック状態などから脱出させると
いった対処法も考えられるが，通信が不可能である場合や，通信に時間が掛かり，時間を
浪費してしまうことも考えられる．また，未知環境を走行する既存の自律移動ロボットに
おいて，周囲の環境の把握のために光学センサや画像データを用いる研究は多く存在する．
しかし，光学センサやカメラは砂埃などの汚れに弱く，厳しい環境下においては安定した
センシングをすることが難しいという問題点があげられる．その他，GPSを用いて状況
を把握する研究例も挙げられるが，その場合地球外の惑星の探査に応用することができな
いという問題点も存在する．
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1.2 研究目的
本研究では，未知環境において適切な行動を強化学習によって獲得する自律移動ロボッ
トを開発する．
走破性の高いロボットハードウェアとして，本研究では多脚車輪型のロボットを採用し
た．多脚車輪型のロボットは車輪と脚の 2種類の移動機構を同時に備えており，それらの
組み合わせによって高い環境適応能力を実現している．しかし，スタック状態などの事前
に設計されていない状況に陥った場合は，逆に可能な行動の組み合わせが多すぎて，ラン
ダムに試行して脱出する方法では脱出までに時間がかかり，状況を悪化させる可能性があ
る．そこで，現在の状況をセンシングし，その状況に適した動作手順を学習することがで
きれば，同様な状況では円滑な動作が実現できる．特に脱出行動についてはこのような学
習による適切行動の獲得が望ましい．そこで，本研究では多脚車輪型ロボットがスタック
状態に陥ってしまった際に，その地形に応じた脱出行動を強化学習によって自律的に獲得
するロボットを開発することを目的とする．
特に，光学センサ等の外界センサを用いず，ロボットの内部状態のみをソフトウェアの
設計に組み込むことで，様々な環境に対応することが可能なロボットを開発する．
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第2章 関連研究
2.1 強化学習を用いた自律移動ロボットの環境適応に関する研究
堀川らは，6脚車輪型ロボットに強化学習を適用し，スタック状態に陥った際に自律的
に脱出行動を獲得させるシステムの構築を行った [4]．その中で，シミュレータ上に構築し
た不整地環境において，強化学習により獲得した行動をとることで走破することが可能で
あることを示し，スタック状態からの脱出行動獲得における強化学習の有効性を明らかに
した．
しかし，報酬として移動距離を用いているため，現実の環境下において安定したセンシ
ングを行うことが困難である点や，エピソード型学習として問題を捉え，オフライン学習
を行っていることから，リアルタイムで行動価値を更新することが困難である等の課題が
ある．
図 2.1: 堀川らによるシミュレータ上での実験の様子 [4]
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2.2 脚車輪ロボット ASTERISK H
吉岡らは，6脚車輪ロボットについて，脚による歩行と車輪による歩行を組み合わせた
移動方法の提案を行った [5]．その方法は，基本的には 6脚の内の 3脚を支持脚，残りを遊
脚とした姿勢を保った状態で車輪を用いて移動を行い，障害物を検出した際には遊脚と支
持脚を切り替えることによりそれを乗り越えるというものである．障害物の検出は脚にか
かる負荷をトルクセンサを用いて取得することにより実現している．
しかし，脚に負荷がかかった場合に遊脚・支持脚の切り替えを行うだけでは，スタック
状態に陥ってしまった際に脱出することが困難な場合や，滑り落下などの状況への対応が
難しいことなどの問題が考えられる．
図 2.2: ASTERISK H[5]
2.3 視覚センサを有する4足歩行ロボット TITAN VII
土居らは，4足歩行ロボットの障害物回避行動について，レーザーレンジファインダを
用いた視覚センサを用いて周囲地形の情報を地図データとして取得し，その地図を元に障
害物を回避するという手法を提案した [6]．使用された視覚センサを図 2.3に，この視覚セ
ンサの情報を元に作成される地図データを図 2.4に示す．この手法により，障害物のある
ような地形を歩行する場合であっても，その障害物を跨ぎ越えるように歩容計画を作成す
ることによって滞りのない歩行を実現している．
しかし，光学センサを用いて周囲の情報を取得するため，砂埃などの汚れが付着するこ
とによって正確な計測ができなくなる場合や，光の加減の影響などによって安定した計測
ができないなどの問題が挙げられる．
4
BA Thesis at Future University Hakodate, 2016 Yuki NISHIMURA
Adaptation of Escaping Actions for Autonomous Wheel-Legged Robot with Reinforcement Learning
図 2.3: TITAN VII に搭載された視覚センサ
[6]
図 2.4: TITAN VII の視覚センサのデータを
元に作られた地図 [6]
図 2.5: TITAN VII による障害物跨ぎ越えの様子 [6]
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第3章 関連技術
3.1 多脚車輪型ロボット
不整地に強いハードウェアとして，多脚車輪型のロボットが挙げられる．多脚車輪型ロ
ボットとは，脚ロボットの各脚の先に能動車輪を取り付けたロボットである．本研究では，
その中でも 6脚車輪型のロボットを採用した．この多脚車輪型ロボットの特徴としては，
以下のようなことが挙げられる．まず，段差等に対して脚を持ち上げて乗り越えることが
でき，複雑な地形への適応能力が高いという多脚ロボットの利点に加え，足先に取り付け
た車輪によって，平坦な路面においては多脚ロボットより高速に移動することが可能であ
る．さらに，脚を持ち上げつつ車輪を回転させる等，脚と車輪の動作を組み合わせること
で，多脚ロボットと比べて，複雑な地形への適応能力はより高いものとなる．
図 3.1: 6脚車輪型ロボット [4]
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3.2 強化学習
本研究では，強化学習と呼ばれる機械学習の手法を用いてロボットのソフトウェアの設
計を行った．以下，強化学習についての説明を行う [7]．
3.2.1 概要
強化学習は，「エージェント」と「環境」との相互作用から学習して目標を達成するため
の行動を獲得する手法である．学習と意志決定を行う者を「エージェント」と呼び，エー
ジェント外部の全てから構成され，エージェントが相互作用を行う対象を「環境」と呼ぶ．
エージェントと環境との間で行われる相互作用の要素として，「状態」，「行動」，「報酬」
と呼ばれるものがある．まず「状態」とは，エージェントによって知覚された環境のこと
を指し，時刻 tにおける状態を stと表す．次に「行動」とは，環境に対して何らかの作用
を与えるエージェントの選択であり，時刻 tにおける行動を atと表す．最後に「報酬」と
は，ある状態において選択した行動に対する評価値であり，状態 stにおいて行動 atを選
択した結果，状態 st+1に遷移した場合に受け取る報酬を rt+1と表す．以上の要素から構
成される強化学習における相互作用のモデルを図 3.2に示す．
図 3.2: 強化学習の概要図
7
BA Thesis at Future University Hakodate, 2016 Yuki NISHIMURA
Adaptation of Escaping Actions for Autonomous Wheel-Legged Robot with Reinforcement Learning
行動選択を行うためには，ある時刻 tにおいて，状態から可能な行動を選択する確率の
写像を定義する必要がある．この写像を「方策」と呼び，πtと表す．ここで，πt(s; a)と
は，もし st = sならば at = aとなる確率を示す．
また，方策を更新するためには，エージェントがある状態 sにおいて行動 aをとること
がどれだけ良いのかということを評価することが必要となる．そのための評価関数を行動
価値関数，あるいはQ値と呼び，Q(s; a)と表す．ここで，Q(s; a)は，状態 sにおいて行
動 aを実行したときに，その後最適行動をとり続けた時の累積報酬を示す．
強化学習におけるエージェントの目標は，最終的に受け取る報酬の総量を最大化するこ
とである．そのためにエージェントと環境との間で行われる相互作用の中で試行錯誤を繰
り返し，方策をより良いものへと更新していくことが強化学習の基本的な考え方となる．
3.2.2 行動選択手法
エージェントは行動価値関数を基に方策を改善していく．すなわち，行動価値から行動
を選択する手法は，強化学習において極めて重要なものとなる．以下，行動選択手法の中
で代表的な手法について説明を行う．
グリーディ手法
グリーディ手法では，最も行動価値の高い行動を選択する．すなわち，ある時刻 tにお
いて，状態 stにおける行動 atを決定する式は式（3.1）のようになる．
at = argmax
a
Q(st; a) (3.1)
この手法では，その時点で価値が最も高い行動について，それ以外の行動が本当はさら
に良い行動であるという可能性を検証することを一切行わない．すなわち，局所解に陥り
やすいという欠点が挙げられる．
εグリーディ手法
グリーディ手法を基本とし，グリーディ手法における局所解に陥りやすいという欠点を
回避する方法がεグリーディ手法である．εグリーディ手法では，基本的には最も行動価
値の高い行動を選択するが，小さな確率εで行動価値に関係なくランダムに行動を選択
する．すなわち，ある時刻 tにおいて式（3.1）を用いて最も行動価値の高い行動 atを求
めた場合，atの行動を選択する確率 Pr(at)は式（3.2）となる．また，行動の種類をN と
すると，at以外の行動 a0をとる確率 Pr(a0)は式（3.3）となる．
Pr(at) = 1 ε (3.2)
Pr(a0) =
ε
N   1 (3.3)
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この手法では，準最適解を発見した後にも他の行動をとるため，局所解に陥ることを回
避することができる．しかし，最適解を発見した後にもランダムな行動をとり続けてしま
うこととなるので，時間とともにεの値を減少させていく方法も考えられる．
また，その時点での最適行動以外の行動を選択する確率が等しいことが欠点として挙げ
られる．すなわち，最適行動になりうる行動を選択する可能性と，最悪と思われるような
行動を選択してしまう可能性が同程度に高くなってしまうという問題点がある．
ソフトマックス手法
ソフトマックス手法では，各行動の選択確率を行動価値に基づいて算出する．この際の
行動選択確率は Gibbs分布，あるいは Boltzmann分布に基づいて算出される．式（3.4）
に，ある時刻 tにおける行動 aの選択確率 Pr(a)の算出方法を示す．ここで，stは時刻 t
における状態，Qは行動価値関数，Aは選択可能な行動の集合，a0は集合 Aに属する要
素，T は温度係数である．ここで温度係数 T は正の定数である．T が大きいほどすべての
行動が同程度に起こるようになり，T が小さいほど行動価値が異なる動作の選択確率の差
がより大きくなる．そして T ! 0の極限では，グリーディ手法と一致する．
Pr(a) =
e
Q(st;a)
TP
a02A e
Q(st;a
0)
T
(3.4)
この手法では，すべての行動を確率的に選択するため，局所解に陥ることを避けること
ができる．また，εグリーディ手法の欠点を補い，その時点での最適行動以外の行動にも
重み付けをし，その重みに応じた選択確率を求めることができる．
しかし，εグリーディ手法におけるεのパラメータについては確信をもって設定しや
すいのに対し，温度係数 T の設定については法則性がなく，ある程度経験に依存するとい
う問題がある．
3.2.3 Q学習アルゴリズム
本研究では，強化学習の中でも Q学習の手法を用いる．Q学習では，学習で獲得され
る行動価値関数Qを，方策とは独立に最適行動価値関数Qに直接近似する．式（3.5），
（3.6）にQ学習における行動価値関数の更新の式を示す．ここで，st，at，rt，はそれぞ
れ時刻 tにおける状態，行動，報酬を表すものとする．また，αは学習率，γは減衰率を
表す．学習率αは新たに得た経験をこれまでの知識にどの程度反映するかを定めるパラ
メータである．αを 0とすると一切学習を行わず，これまでの知識のみを利用することと
なり，1とするとこれまでの知識を全て捨て，新たに得た経験をそのまま知識として利用
することとなる．減衰率γは過去の報酬を現在の学習にどの程度利用するかを定めるパ
ラメータである．γを 0とすると過去の報酬は現在の学習に一切用いないこととなり，1
とすると過去の報酬を減衰させずそのまま用いることとなる．0 < γ < 1とすることで，
時系列的に現在から遠い報酬ほど近い報酬と比較して学習に与える影響を小さくすること
ができる．
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Q0 = max
a
Q(st+1; a) (3.5)
Q(st; at) (1 α)・Q(st; at) +α・(rt+1 +γ・Q0) (3.6)
3.3 Open Dynamics Engine
本研究では，Open Dynamics Engine（以下，ODE）と呼ばれるオープンソースの物理
計算エンジンを用いてシミュレーションを行った．
ODEはラッセル・スミスらによって 2001年から開発が進められているオープンソース
の物理計算エンジンであり，コンピュータゲームや 3Dの製作ソフト，シミュレータの物
理計算エンジンとして広く利用されている [8]．シミュレーションでは正確性と安定性がト
レードオフの関係であり，正確性を重視しすぎると安定性が悪くなり，実際の世界では起
こり得ない挙動をすることがある．そのため，ODEは正確性より高速性と安定性を重視
した物理計算エンジンとなっている．また，ODEにはドロースタッフと呼ばれる 3次元
グラフィクスライブラリが付属されており，作成したシミュレーションのプログラムを特
別な知識を必要とせずに描画することが可能である．
ODEではAPIを用いて球，直方体，円柱などの形状を作成することができ，これらを
ヒンジジョイント，ボールジョイント，スライダージョイントなどのジョイントによって
繋ぎ合わせることでロボットモデルを作成することができる．また，ODEでは物体はボ
ディとジオメトリと呼ばれる 2つの属性を持っている．ボディを作成することで動力学計
算の対象とすることができ，力や速度の計算を行うことが可能となる．また，ジオメトリ
を作成することで衝突検出計算の対象とすることができ，物体間の衝突を検知することが
可能となる．
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第4章 脚の負荷を状態とした脱出行動学習の
実現
4.1 ロボットの仕様
本研究では，3.1節で述べたような特長を持つ 6脚車輪型のロボットを，ODEを用いた
シミュレータ上に構築し，実験を行った．実際にシミュレータ上に構築したロボットの全
体図を図 4.1に示す．また，ODE上で構築したロボットのサイズと各関節の可動域角度を
図 4.2および図 4.3に示す．ここで，長さの単位はODE上でのものであり，ここではメー
トル（m）を想定して設定した．
図 4.1: シミュレータ上に構築した 6脚車輪型ロボット
4.2 ロボットへの強化学習への適用
本研究では，ロボットに地形に応じて適切な脱出行動系列を獲得させる手法として，強
化学習を用いた．脱出行動における脚と車輪の動作を，画像データや光学センサ，その他
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図 4.2: ロボット前面図
図 4.3: ロボット俯瞰図
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の外界センサの情報を必要とせずに獲得させる方法としては，強化学習が最も適したもの
の一つである．外界センサを用いない場合，ロボットの内部状態からロボット周囲の環境
を定義する必要がある．しかし，人間がそれを予め定義しておくことは難しい．したがっ
て，エージェント自身が内部状態から周囲の環境を把握し，適切な脱出行動を選択する必
要がある．以上のことから，本研究では脱出行動を獲得させる方法として強化学習を採用
した．本研究で提案するシステムでは，行動実行ごとに学習を行うオンライン学習の手法
である，Q学習を用いて強化学習のアルゴリズムの構築を行った．
以下，本研究で提案するシステムにおける強化学習の各要素の定義について述べる．
4.2.1 状態の定義
状態の取得については，光学センサや画像データ等を用いて地面の状態を取得する方法
の場合，砂埃や光の加減等の影響によって安定して計測することが難しい．そこで，本研
究では，脚関節のトルクを計測することにより，脚に掛かる負荷の大きさを状態として取
得することとした．ODEでのシミュレーションにおいては，脚関節に掛かっている力の
大きさを取得し，それを脚に掛かる負荷として用いた．具体的には，以下の手順で脚に掛
かる負荷の大きさを取得した．
1. 行動の実行後に全ての脚を初期姿勢に戻し，そこから全ての車輪を回転させて低速
での移動を行う．
2. 左脚 3本，右脚 3本をセットとして，左右それぞれ 3本の中から最も大きな負荷が
掛かっている脚の負荷を記録する．
3. それを車輪を回転させている間に n回繰り返す．
4. 左右それぞれで，記録した負荷について n回分の移動平均を求める．
以上のように求めた負荷の値を，図 4.4に示すように離散化し，状態として取得した．
ここでの負荷の大きさの単位はODE上での力の単位とする．したがって，左右それぞれ
の状態数は 6となり，全体の状態数は 36となる．
図 4.4: 離散化した状態
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4.2.2 行動の定義
本研究では，脚による歩行動作と車輪の動作をそれぞれ個別に定義し，脚と車輪の動作
の組み合わせとして行動を定義した．この際，それぞれの行動数を最小限に抑えることで，
学習の収束を早めるように定義を行った．
まず，脚の歩行動作については，複数の脚の動作の組み合わせを 1セットとして定義し
た．具体的には，図 4.5に示すように，脚を動かさない動作，クロール歩容をベースに 3
つの脚を 1本ずつ動かす動作 2パターン，トライポッド歩容の動作の，計 4パターンを脚
の動作セットとして定義した．
次に，車輪の動作については，図 4.6に示すように 6つ全ての車輪を一定の速度で回転
させるか，もしくは回転させないかの 2通りとして定義した．車輪の回転速度は脚のみに
よるトライポッド歩容とほぼ同じ速度になるように設定した．
図 4.5: 脚の動作パターン 図 4.6: 車輪の動作パターン
以上のように脚と車輪それぞれの動作を定義し，その組み合わせを行動として定義し
た． ただし，脚を動かさない動作と，車輪を回転させない動作の組み合わせは除外した．
したがって，行動数は 7通りとなる．これらの行動の組み合わせをまとめたものを表 4.1
に示す．
各行動に掛かる時間については，脚を持ち上げて下ろすまでの時間を 1フェーズとする
と，クロール歩容の 2パターンでは 3フェーズ分，トライポッド歩容では 2フェーズ分の
時間となる．また，脚を動作させず，車輪のみを動作させる場合の 1行動に掛かる時間に
ついては，トライポッド歩容を行う 2フェーズ分の時間と等しくなるように設定した．
14
BA Thesis at Future University Hakodate, 2016 Yuki NISHIMURA
Adaptation of Escaping Actions for Autonomous Wheel-Legged Robot with Reinforcement Learning
表 4.1: 行動の組み合わせ
Action number Gait Wheel action
1 No movement ON
2
Crawl 1
OFF
3 ON
4
Crawl 2
OFF
5 ON
6
Tripod
OFF
7 ON
4.2.3 報酬の定義
本研究において，ある行動の結果としてスタック状態から脱出できた場合には正の報酬
を与え，脱出できなかった場合には負の報酬を与える．スタック状態から脱出できたかど
うかの判断については，移動距離から判断することが最も妥当であると考えられる．しか
し，光学センサ等を用いての現実の環境における移動距離の計測は，4.2.1節で前述した
通り困難であると考える．そこで，本研究では，ある行動の実行後に脚に掛かる負荷が減
少した場合には，その行動はスタック状態からの脱出に良い影響を与えたものと考え，負
荷に変化が見られなかった場合には，その行動はスタック状態からの脱出に良い影響を与
えられなかったものと考えることとする．よって，行動の結果として脚に掛かる負荷が減
少した場合には正の報酬を与え，負荷に変化が見られなかった場合には負の報酬を与える
ように報酬を定義する必要がある．そこで，行動実行後の時刻 tにおける報酬の値を rt，
行動実行前の脚に掛かる負荷の値を Ft 1，行動実行後の脚に掛かる負荷の値を Ft，また，
kを 1以上の定数値として，報酬を求める式を式（4.1）に示す．
rt = Ft 1   k・Ft (4.1)
ただし，この式をそのまま報酬として与えると，スタック状態に陥った際の行動に対し
て，大きな負の報酬を与えることとなってしまう．また，スタック状態から脱出できた場
合にも，大きすぎる報酬を与えてしまい，局所解に陥ってしまう可能性も考えられる．し
たがって，報酬の値に上限と下限を設定し，計算の結果がそれらを超えた場合には，報酬
の値を上限，下限の値に修正して与えることとした．
4.2.4 行動選択手法
本研究では，4.2.2節で設定した行動の中から，ソフトマックス法によって行動選択を行
う．したがって，各行動の選択確率を式（3.4）から求め，その確率を基に行動決定を行っ
た．この際の温度係数の値は 1と設定した．
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4.2.5 行動価値関数の更新
本研究では，行動価値関数の更新をQ学習によって行う．したがって，毎回の行動終了，
状態観測後に，式（3.5），（3.6）によって行動価値関数を更新する．本研究では学習率を
0.1，減衰率を 0.5と設定した．
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第5章 仮想環境における脱出行動獲得実験
本研究で提案するシステムがスタック状態からの脱出に有効であるかを検証するため，
ODEを用いたシミュレータ上に環境を構築し，実験を行った．
実験では，段差の多いような不整地を想定した地形，氷のような滑る路面を想定した環
境，砂地を想定したボールプールの環境を用意し，それぞれに対して学習を行った後，評
価を行った．
5.1 不整地環境における実験
不整地環境を想定して構築した地形を，図 5.1に示す．障害物に見立てた直方体のオブ
ジェクトを，列ごとに互い違いとなるように等間隔で配置した．オブジェクトのサイズに
ついては，図 5.2に示す通りである．
図 5.1: シミュレータ上に構築した不整地環境
この環境において 6260回の学習を行い，学習前と学習後のスタック状態に陥ってから
脱出するまでの行動数を計測することで，評価を行った．ここでのスタック状態とは，状
態を取得する時点で脚のいずれかが障害物と接触し，進行ができなくなっている状態を示
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図 5.2: 障害物のサイズ
すものと定義して計測を行った．脱出までの行動数の計測は，学習前と学習後についてそ
れぞれ 450回ずつ行った．この実験の様子を図 5.3に示す．
5.1.1 結果
実験の結果を図 5.4に示す．図 5.4は学習前と学習後のスタック状態から脱出するまで
の行動数を表している．このグラフから，学習後はスタック状態に陥ってから 1度の行動
で脱出する頻度が大きく増加していることがわかる．また，学習前と学習後の脱出までの
行動数の平均値について独立した標本の t検定を行った．その結果，学習後の脱出までの
行動数（M = 1:12; SD = 0:48）は学習前の脱出までの行動数（M = 1:67; SD = 1:04）
と比較して有意に少なくなっていることが明らかとなった（t(898) =  10:17; p < 0:01;片
側検定）．
5.1.2 考察
6260回の学習が終了した時の行動価値関数の値を図 5.5に示す．このグラフで表されて
いる状態の番号は図 4.4と，行動の番号は表 4.1とそれぞれ対応している．
このグラフから，少なくとも左右の脚のどちらか一方の状態が 3以上の場合には車輪の
みの行動ではなく，脚を用いた行動の価値が高い傾向となっていることがわかる．特に，
左右両方の脚の状態が 5の場合，すなわち両脚が障害物と接触している状態では，トライ
ポッド歩容を行う行動の価値が非常に高くなっており，全ての脚を持ち上げることで障害
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図 5.3: 不整地環境における実験の様子
図 5.4: 不整地環境における学習前後のスタック状態から脱出するまでの行動数
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図 5.5: 不整地環境における学習後のQ値
物を乗り越える行動を獲得していると考えられる．また，左脚の状態が 1，右脚の状態が
3の場合や，左脚の状態が 2，右脚の状態が 3の場合など，右脚が障害物と接触している
ような状態では，右の前脚を初めに持ち上げるクロール歩容を行う行動の価値が高くなっ
ている箇所も見られる．左脚の状態が 3，右脚の状態が 1の場合など，左脚が障害物と接
触しているような状態についても同様に，左の前脚を初めに持ち上げるクロール歩容を行
う行動の価値が高くなっている箇所が見られる．これらの結果から，左右どちらかの脚が
障害物と接触しているような状態では，その脚を持ち上げることで障害物を乗り越える，
もしくは回避する行動を獲得していると考えられる．
以上のことから，障害物の多いような不整地環境においては，脚に掛かる負荷の大きさ
に応じて，スタック状態からの脱出に適切な行動を獲得できることが示せた．
5.2 滑る路面における実験
氷のような滑る路面を想定して構築した地形を，図 5.6に示す．氷が張っていることを
想定した，図 5.7に示すサイズのオブジェクト 3つを等間隔で配置した．これらのオブジェ
クトは摩擦を非常に小さく設定しており，このオブジェクト上で脚のみで歩行しようとし
た場合には，滑って進めないようになっている．ODE上での摩擦係数の値としては，地
面の摩擦係数を無限大，オブジェクトの摩擦係数を 0.5と設定した．
この環境において 8700回の学習を行い，不整地環境と同様に学習前と学習後のスタッ
ク状態に陥ってから脱出するまでの行動数を計測することで，評価を行った．ここでのス
タック状態とは，6脚全てが氷のオブジェクト上に接地している状態と定義して計測を行っ
た．脱出までの行動数の計測は，学習前と学習後についてそれぞれ 500回ずつ行った．こ
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図 5.6: シミュレータ上に構築した滑る路面
図 5.7: 氷を想定したオブジェクトのサイズ
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の実験の様子を図 5.8に示す．
図 5.8: 滑る路面における実験の様子
5.2.1 結果
実験の結果を図 5.9に示す．図 5.9は学習前と学習後のスタック状態から脱出するまでの
行動数を表している．このグラフから，学習後はスタック状態に陥ってから 2回，もしく
は 3回の行動で脱出できる頻度が大きく増加し，一方，5回以上の行動で脱出する頻度は減
少していることがわかる．また，不整地環境の場合と同様に，学習前と学習後の脱出まで
の行動数の平均値について独立した標本の t検定を行った．その結果，学習後の脱出まで
の行動数（M = 3:23; SD = 1:19）は学習前の脱出までの行動数（M = 3:82; SD = 1:58）
と比較して有意に少なくなっていることが明らかとなった（t(998) =  6:66; p < 0:01;片
側検定）．
5.2.2 考察
8700回の学習が終了した時の行動価値関数の値を図 5.10に示す．このグラフで表され
ている状態の番号は図 4.4と，行動の番号は表 4.1と対応している．なお，左脚の状態が
2，右脚の状態が 2より後の状態に関しては，その状態となることがなく，行動価値関数
に変化が見られなかったため，省略している．
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図 5.9: 滑る路面における学習前後のスタック状態から脱出するまでの行動数
図 5.10: 滑る路面における学習後のQ値
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まず，このグラフにおいてロボットが氷のオブジェクト上にいる状態は，左脚・右脚の
状態ともに 0の時となる．この状態における行動価値が高い行動は，他の行動との差は小
さいものの 1，3，5となっている．これらは全て車輪を動作させる行動となっており，こ
れらの行動価値の高さが，氷上からの脱出に貢献したものと考えられる．しかし，他の行
動との差は小さく，学習が収束しなかった．以下，これらの原因について考察する．
まず，氷上においてはどの行動を取っても脚に殆ど負荷が掛からないため，本研究の報
酬の式では報酬を得ることができない．しかし，摩擦の大きい地面で脚を動作させた場合，
それが状態を取得するための車輪を動かす行動にも影響を与え，脚に掛かる負荷が大きく
なる．すなわち，行動の結果として氷上から脱出できた場合，状態が変化する場合がある．
そのため，変化した先の状態における最大の行動価値が伝播することで学習を進めること
ができていると考えられる．しかし，氷上における状態は左脚・右脚の状態ともに 0の時
であるが，通常の摩擦の大きい地面で脚を動作させなかった場合にも状態は左脚・右脚の
状態ともに 0となっていた．よって，通常の地面で脚を動作させない行動の後に，脚を動
作させる行動を選択した場合に，氷上から脱出して状態が変化した場合と同じ状況となっ
てしまうことが考えられる．このことが行動価値に差が見られなかった原因であると考え
られる．また，学習が収束しなかった原因については，氷上での学習は行動価値の伝播に
依存している面が大きいため，Q学習における減衰率を小さく設定していたことが原因の
一つと考えられる．
5.3 ボールプールからの脱出実験
砂地の環境を想定して構築した地形を，図 5.11に示す．具体的には，枠となる 4つの直
方体のオブジェクトの内側に，砂粒に見立てたボールのオブジェクトを敷き詰めた環境を
作成した．各オブジェクトのサイズについては，図 5.12に示す通りである．
この環境において 252回の学習を行い，学習前と学習後のスタック状態に陥ってから脱
出するまでの行動数を計測することで，評価を行った．本実験においては，ボールプール
の中にロボットを生成し，そこから脱出するまでの行動をスタック状態からの脱出として
計測を行った．脱出までの行動数の計測は，学習前と学習後についてそれぞれ 80回ずつ
行った．この実験の様子を図 5.13に示す．
5.3.1 結果
実験の結果を図 5.14に示す．図 5.14は学習前と学習後のスタック状態から脱出するま
での行動数を表している．また，学習前後の行動数の平均値を求めると，学習前は 3.73回，
学習後は 4.29回となった．これらの平均値について，独立した標本の t検定を行ったとこ
ろ，学習後の行動数（M = 4:29; SD = 1:70）と学習前の行動数（M = 3:73; SD = 1:38）
との間に有意な差は見られなかった（t(158) = 2:30; p < 0:01;両側検定）．これらの結果
から，砂地環境においては学習はスタック状態からの脱出に影響を与えることはできな
かった．
24
BA Thesis at Future University Hakodate, 2016 Yuki NISHIMURA
Adaptation of Escaping Actions for Autonomous Wheel-Legged Robot with Reinforcement Learning
図 5.11: シミュレータ上に構築した砂地環境
図 5.12: 砂と枠のサイズ
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図 5.13: 砂地環境における実験の様子
図 5.14: 砂地環境における学習前後のスタック状態から脱出するまでの行動数
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5.3.2 考察
まず，本実験において脱出行動を獲得できなかった大きな要因の一つとして，エージェ
ントが状態の取得を正確に行うことができなかったということが考えられる．本実験では
多量のボールの動きを同時にシミュレーションする必要があったため，ODEにおける通
常のシミュレーション方式を用いた場合，動力学計算や衝突検出計算の計算量が大きくな
りすぎてしまい，シミュレーションが途中で停止してしまう問題があった．そこで，その
問題を解決するため，より高速なシミュレーション方式を用いての実験を行った．しかし，
そのシミュレーション方式を用いた場合，計算精度が悪くなってしまう問題があった．その
ため，脚関節のモータに掛かる力をセンシングした際に，誤差が大きくなってしまい，正
しい脚の負荷を取得することができなかったことが考えられる．実際に高速なシミュレー
ション方式を用いた環境において，ボールプールでの脚の負荷の値と通常の地面上での脚
の負荷の値をモニタリングしたところ，これらの値にそれほど大きな差は見られなかった．
このことから，エージェントは状態の取得を正確に行うことができず，また，報酬も適切
に与えることができなかったため，適切な脱出行動を獲得できなかったことが考えられる．
次に，252回の学習が終了した時の行動価値関数の値を図 5.15に示す．このグラフで表
されている状態の番号は図 4.4と，行動の番号は表 4.1とそれぞれ対応している．
図 5.15: 砂地環境における学習後のQ値
まず，このグラフにおいて，両脚の状態が共に 5となっている箇所については，ボール
プールの枠のオブジェクトに脚が接触している状態と考えられる．この場合の行動価値に
ついては，不整地環境における実験の時と同様にトライポッド歩容を学習しており，正し
い学習を行うことができているのではないかと考えられる．
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他に行動価値の差が顕著に見られる行動として，左脚の状態が 3，右脚の状態が 5の場
合に車輪のみで進む行動を獲得している点が挙げられる．この結果については，砂を車輪
で掻き出すことによって，地面に車輪を接触させたことで正の報酬を得たことが考えられ
る．前述した通り，本実験では高速なシミュレーション方式を用いたが，その状況でも砂
粒を 2段以上重ねてしまうとシミュレーションが停止してしまう問題が生じたため，砂粒
の密度は非常に小さなものとなっている．そのため，車輪を用いて砂粒を掻き出すことで
脚に掛かる負荷を減少させることができたのではないかと考えられる．その他の行動も，
単純に砂粒を掻くための行動を獲得しただけであり，ボールプールの外に脱出するための
行動として学習することができなかったのではないかと考えられる．
以上のように，エージェントが状態の取得を正確に行うことができなかった点と，ボー
ルプールの外に脱出する行動ではなく砂を掻き出す行動を学習してしまったことから，脱
出行動を獲得できなかったと考えられる．
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第6章 結言
6.1 まとめ
本研究では，6脚車輪型ロボットの環境に応じたスタック状態からの脱出行動獲得の問
題について，強化学習を導入することによって解決を目指した．その際に，周囲の環境を
把握するために外界センサを用いずにロボットの内部状態のみを用いることで，様々な環
境に対応することが可能なロボットを開発することを目指した．
結果として，障害物の多いような不整地環境において，脚に掛かる負荷の大きさに応じ
たスタック状態からの脱出行動を獲得することが可能であることを示した．また，氷上の
ような滑る路面においても，スタック状態からの脱出行動の獲得に有効性があることを示
した．
一方で，砂地のような環境においては，砂を掻き出すような行動を学習するに留まり，
脱出行動を獲得するには至らなかった．また，ODEでは砂地のような多数の物体を扱う
シミュレーションを行う場合には，計算精度が悪くなってしまい，正確なシミュレーショ
ンを行うことは難しいことも明らかとなった．
6.2 今後の展望
今後は，氷上での脱出行動について，より有効な脱出行動を獲得するために，状態の定
義や報酬の与え方，Q学習における学習率，減衰率といったパラメータを調整していく必
要がある．また，ボールプール以外に砂地を想定した環境を構築することができないか検
討を行っていく．
本研究ではシミュレータ上での実験を行ったに過ぎないが，実用化のためには実環境に
おける実験を行う必要がある．そのため，今後は実機の製作を行い，実環境での実験を
行っていくことも必要となる．また，実機を製作することができれば，砂地のようなシミュ
レータ上では構築が難しい環境において実験を行うことも可能となる．シミュレータ上で
の実験が実環境においても正しいことを検証していくとともに，実機を用いて様々な環境
において実験を行っていく必要がある．
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