Abstract. Necessary and sufficient conditions for a given function A(€", 0, k ) to be the scattering amplitude corresponding to a reflecting obstacle are given.
Let D c R 3 be a finite domain (obstacle) with a smooth boundary r. 
A (e', e, k) = A ( -e, -e/, k) (6) (reciprocity)
A(@, e, k)-A(e, e', -k)=ik(27t)-'
A(&/, e, k) A(@!, e, -k)de/l
Js2
(optical theorem), which are necessary conditions for A (e', 8, k) to be a scattering amplitude corresponding to an obstacle. The bar in ( 5 ) denotes the complex conjugate. when k > 0 is fixed and 9 runs through S 2 (or the boundary data run through a dense set in L 2 ( r ) ) are given in [2] . In this Letter we give a characterisation of the class of scattering amplitudes, i.e. we give necessary and sufficient conditions for a given function A(@, 9, k), e' , 9 E S 2 , k > 0 and fixed, to be the scattering amplitude corresponding to a reflecting obstacle.
Our characterisation is obtained by the method first given in [3] . The starting point is the equation in L 2 ( S 2 ) :
where $I+ = @ and @-= @( -9, -k, x). Let us write (8) as
Here Note that if A(&, 9, k)=Ar(9', 9, k), that is, if A is the scattering amplitude corresponding to r, then equation (9) has a solution U, (9, k, x) such that the function
In particular, r can be defined as the closed surface of zeros of the function * constructed in (lo), and (10) is a necessary condition for A (e', 8, k) to be the scattering amplitude corresponding to a reflecting obstacle with the boundary r. We will write A E if A is a scattering amplitude corresponding to a reflecting obstacle. The result is as follows.
@:=@o + U + satisfies equations (1)- (3). (10) Theorem 1. A E Y iff (10) holds. Equation (9) has at most one solution with the properties (lo), and the function Ar in condition (3) for the solution of (9) is equal to the kernel
Remark 1. Theorem 1 gives a characterisation of the class of scattering amplitudes and a theoretical method to solve the inverse problem. This method consists of finding all the solutions to (9) and checking for each of them whether conditions (1)- (3) hold. If there is no solution for which (1)- (3) hold then A(&, 9, k) @ 9. If there is a solution to (9) for which (1)- (3) hold then this solution is unique, A E 9, moreover A =Ar, where A r is the coefficient in condition (3), and r can be found as (the unique) closed surface of zeros of IC/== eo + U -, where U, is the solution to (9) with properties (10). Uniqueness of follows from lemma 1.
Proof of theorem 1. Necessity of (10): A E y=>(lO), This implication is known and was discussed above.
Sufficiency of (10): (10) =.
-A E Y . Assume that (9) has a solution with properties (lo).
Claim 1. This solution is unique. Suppose there are two (or more) solutons vj, j = 1, 2, with properties (10). Then w:=ul -v2 solves the homogeneous equation 
The desired conclusion, A = A r , follows from lemma 2, which is formulated and proved below. Theorem 1 is proved.
i, Multiply (14) by an arbitrary h E L2( 52) and integrate over 52 to get
The mapping ht+H is a bijection of L2(i2) onto L2(R 3, [ 13. Therefore, H(8, k) 
runs through all of L 2 ( R 3 )
when h runs through all of L2(0).
If k > 0 is fixed and H(8, k) runs the set of smooth rapidly decaying functions then the set of H(8, k), k = constant > 0, is dense in L 2 ( S 2, and (15) implies that f = 0. For example, one can take H(8, k)=p(8) (1 + k 2 ) -n , 12 > 2, and p ( 8 ) E L 2 ( S 2 ) is arbitrary. These
are admissible. Lemma 2 is proved.
We will now give another characterisation of the scattering data. Let us derive an analogue of the Marchenko equation in the 3D inverse potential scattering. Let y:=@@<'. Equation (8) can be written as
Fourier transform (1 6) to get 
( 2 2 )
This equation is analogous to the Marchenko equation derived in [4] .
equation (22).
One can give another characterisation of the class of scattering amplitudes using 
where a + ip= v(8, k, x) de. 
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The reader can check that equation ( The author thanks ONR for support and SFB 123 for hospitality.
