Abstract-Given a face detection, facial feature detection involves localizing the facial landmarks such as eyes, nose, mouth. Within this paper we examine the learning of the appearance model in Constrained Local Models (CLM) technique. We have two contributions: firstly we examine an approximate method for doing structured learning, which jointly learns all the appearances of the landmarks. Even though this method has no guarantee of optimality we find it performs better than training the appearance models independently. This also allows for efficiently online learning of a particular instance of a face. Secondly we use a binary approximation of our learnt model that when combined with binary features, leads to efficient inference at runtime using bitwise AND operations.
I. INTRODUCTION
Facial feature detection involves localizing the facial landmarks [1] (e.g. spots on the eyes, nose, mouth) in a cropped image containing one face, as shown in Fig. 1 . Facial feature tracking involves the consistent prediction of these facial landmarks over a temporal sequence of images. These techniques play essential roles in many popular computer vision and graphics applications such as face recognition [2] and face animation [3] . Recently, most smart mobile devices are equipped with frontal and back cameras [4] . In order to bring these applications to mobile devices, facial feature detection and tracking are required to work more efficiently and accurately [5] , [6] . In this paper, we combine the stateof-the-art approaches [7] , [8] in facial feature detection and tracking in order to deliver a system that is accurate and runs in real-time on both PC and low-powered smart mobile devices.
In general facial feature detection can be posed as a structured global optimisation problem, where the objective is to fit the sparse set of face landmarks to a pre-trained model of both the face structure and appearance. This problem has too many parameters making it computationally expensive to solve in such a general form, so approximations are necessary.
One way to approximate the problem is to first split the parameter space into a set for shape and another for
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appearance, then perform two stage learning: first learning the global face structure model, and then learning the global face appearance model, given the structure. This type of approach is taken by Constrained Local Models (CLMs) [10] , [11] , [7] , [9] , where the shape and appearance models are learnt over all landmarks together using Principle Component Analysis [10] . However, perhaps due to larger variations in appearance than shape, the appearance model tends not to generalise as well the shape model (or it would need large amounts of training data to do so). This had led to a focus on improving this stage [11] , [7] , [9] . Particularity of relevance to us is [9] where they found that a decomposition of the landmarks appearance into a set of independent pieces, one for each landmark, leads to better generalisation when the parameters for each piece (landmark) are learnt with Support Vector Machines (SVM). The inference in these types of models is extremely efficient as cleverly the learnt face shape can also be decomposed, leading to a set of feasible locations for each landmark, thus only a set of localised inferences need to be performed at run time i.e. each independently learnt appearance model is evaluated within a local region, then model fitting is performed over these local responses. However, the strong assumption that the appearance of a face landmark is independent of all other landmarks is not supported well i.e. the appearance of one of your eyes is not independent of the other. This has lead to a resurgence in joint learning for facial feature detection [12] .
Another way to simplify the problem, in order to make the joint learning feasible, is via a second order approximation of the shape. This is done by adding local graph (usually a tree) based constraints on the output space where each landmark is represented as a vertex and connections between then as edges. The joint learning of such models has been formulated as a Conditional Random Field (CRF) based [13] and a Structured Output Support Vector Machines (SO-SVM) [14] . Whilst these approaches are accurate due to the joint learning, additional computation is required to perform inference over the graph, making them too heavy to run on in real-time on modern low-power devices such as the popular ipad tablet. This is especially true as the number of nodes (landmarks) that are to be detected increases beyond the tens.
In this paper we aim to maintain both the efficiency of CLM inference and the good generalisation properties of the SO-SVM approaches. SO-SVM requires exact optimization at the inference stage, CLM has only a local optimization. However in general, the optimization is very near a global optimum. Hence, we propose using CLM to approximate the optimal inference in SO-SVM.
As well as giving a boost in accuracy by exploiting SVM training without assuming independence of landmark appearance, we also give a boost in run-time inference speed. This is achieved by using a binary approximation of our learnt joint appearance model, that when combined with a binary representation [15] (other possibilities could be [16] , [17] ) for the face features can be calculated via fast dotproduct calculations in the form of bitwise AND operators. Now that we have an efficient facial feature detector, we also need a method for tracking these features through time. For tracking of our facial feature detector through time we use the Tracking-Learning-Detection (TLD) scheme similar to [18] . We do this for two reasons. Firstly it is an highly efficient method that can meet our real-time requirements when combined with our feature detector. Secondly, it is dynamic, which means that we can actually increase accuracy over deploying our pre-learned model i.e. the model is refined through time with-respect-to the targeted face.
We quantify the generalization performance of our SO-CLM, by training the model parameters on a single dataset, and testing on a total of five unseen benchmarks. The speed at runtime is demonstrated on the ipad2 platform. Our results clearly show that our proposed system runs in real-time, yet still performs at state-of-the-art levels of accuracy.
In summery our contributions are three fold:
• We train the popular CLM approach by introducing structured output optimisation to jointly learn the local appearance models. • We employ model binary approximation scheme, which allows us to efficiently compute response maps by dotproduct calculations when we use BRIEF as our lowlevel feature descriptor.
• We present a face landmark localization method on mobile device, which is integrated into a trackinglearning-detection (TLD) [18] system that allows us to robustly and efficiently detect the whole face and its feature landmarks through time.
II. INFERENCE FOR CONSTRAINED LOCAL MODEL
The Constrained Local Model (CLM) framework [19] consists of appearance and shape models. The CLM shape model includes mean shape, eigenvectors, and eigenvalues, which describe the variation of the possible spatial distribution of facial features. Facial features are represented by a consistently ordered vector of N landmarks y = [y 1 , y 2 , · · · , y N ]; with each landmark being a single 2D coordinate y i = {u, v}, as illustrated in Fig.1 . The CLM appearance model for the ith facial feature is encoded by a linear classifier with weights w i . In the inference stage, as shown in Fig. 2 , there are 3 steps summarized as follows: 1) We initialize the location of the facial features as follows: We locate a face region of interest (ROI) by applying face detector [20] , we set the locations of the initial facial feature landmark on the face ROI by using the coordinates of the mean face in CLM shape model. 2) Extract feature descriptors in the local region that are around the coordinate of each facial feature landmark prediction. At each pixel in the local region of each facial feature landmark around we compute the dot product of the features with facial feature classifier w i , in order to generate the ith response score map. 3) Given the N response maps, one for each landmark, generated in stage 2, we find the set of facial landmarks constrained by the shape space that maximize the joint response. In order to do this we use the mean-shift algorithm implementation presented in [7] .
Next we give more details of our implementation of CLM inference:
Generate a reference face shape: Our facial feature detection assumes that we have 4 coordinates of a boundingbox around a face. We locate the bounding-box, or face ROI, with the popular Viola-Jones detector [20] . Given this ROI we can crop the located face, rotate, and re-rescale it to a know reference frame from the CLM shape model. We then set each of the N landmark's coordinates to their mean value given by the CLM shape model.
Compute the response maps: For the ith estimated landmark in the face model y i ∈ y we define an ith local response image where each pixel, (u, v), takes a real response value ψ A i : (u, v) → R, which we calculate using an efficient dot product ,
between the ith CLM appearance model w i and an appearance feature d(u, v). For our appearance feature d we use the BRIEF [15] descriptor extracted from a 64 × 64 support region around each pixel. We calculate N local response images, one for each landmark y i . See §III for details of our appearance model. Search best face landmarks: Given a set of response images, one for each landmark , and a CLM shape model ( §III), the CLM joint cost is defined as
where y i is the current location of the i'th landmark in the image x andŷ is the location of the predicted landmark from the shape model, andȳ are the mean values of y, further explained in §III-A. The ith landmark is restricted to only take those coordinates y i ∈ {u, v} that lie within the ith response images. This joint cost is maximised using our own implementation of the mean-shift based approach of [9] , that works on normalised response images [11] .
III. LEARNING FOR CONSTRAINED LOCAL MODELS
The CLM framework requires two models to be learnt. The global shape model, and the local appearance models. We use a point distribution model (PDM) to learn the shape, our main contribution pin this paper is to use an approximate SO-SVM to jointly the learn the appearance models.
A. Learning the Shape with PDM
We learn the CLM shape model using PDM approach [1] , which allows us to represent y by a linear combination of the mean face shapeȳ, a basis of the shape variation P, and non-rigid shape parameters b,
where S is a linear function that may vary in form dependent on the global rigid transformation parameters θ that are included in the model (e.g. translation, rotation and scaling). p = {b, θ} is the parameters of PDM.
B. Structured Output Learning for CLM Appearance Model
Computer vision as a field has benefited greatly from progress in machine learning, and powerful statistical models which can be learned efficiently from large quantities of data now form the core of most modern vision techniques. The types of problems dealt with in computer vision often involve rich models with a large amount of structure. This has been particularly the case for pictorial structures in which discriminative learning has yielded an accurate and principled way of estimating parameters [21] . Here we explore how the same ideas might be applied to learning in the CLM approach. We shall see that because in CLM we can not guarantee a global optima, we can not exactly follow the SO-SVM approach, which requires exact optimisation in its inner loop. However, CLM approach allows us to do approximate SO-SVM still with good results.
Structured SVM provides a general framework for our task. In this setting, we have a prediction function f : X → Y from an input domain X to a structured output domain Y.
meaning thatŷ is the output which has the highest compatibility with the input x. This prediction function is defined such that it makes use of an auxiliary function F : X × Y → R which can be seen as measuring the compatibility of an input-output pairs:
where Φ A (x, y) is a joint feature mapping of the inputoutput pairs. In SO-SVM the compatibility is leant, by learning the weights w. Given a training set containing the known input-outputs pairs (x 1 , y 1 ), ..., (x M , y M ), the optimisation program used to learn w is of the form of a generalised SVM:
where λ is a free parameter used for regularisation. Next we show how the learning for CLM can be approximately cast in a structured learning framework. The advantage of this is that it allows us to estimate the appearance models jointly in a discriminative framework. However typically structured learning requires an exact maximisation as the inner loop of the learning. In our case this is not available, but in general we find the inference part of CLM to be near the global optima so we use the CLM estimate as an approximation to the optima, whilst this has loses the theoretical guarantees of exact SO-SVM [22] , interestingly our experiments show that it still works well in practice, as was also shown in [23] .
For learning the CLM appearance model with SO-SVM, our training set consists of M images {x j } M j=1 , each image x j has an associated set of hand labelled landmarks y j with N true locations, l = 1. The joint appearance model is represented as a concatenation the N CLM appearance models w = (w 1 , w 2 , · · · , w N ). In practice we initialise each of the N weights w i , one for each facial feature, with those of a N pre-learnt independent models trained with linear SVM.
In order to map each of the N appearance features, d i of the CLM, to the joint feature space for all N landmarks we define the following joint appearance feature
The joint loss ∆(y, y) → R of SO-SVM measures the accuracy a prediction. For our application we define this loss as a hamming distance between the predicted and the true landmark locations. i.e.
where I is an indicator function that activates when y i is within a tolerated distance τ of the i'th true landmark. During learning, the model w has to be updated in order to meet the constraints of Eq.6. In order to perform this update we need to find M maximums, one for each input image, of a function very similar to the objective Eq.4. We do this by following the steps
• We first initialize the weights w i by applying a set of independent linear SVM on the labelled facial landmarks • For each input-output pair, and for K iterations, we do CLM inference as that in §II to get the nearest estimated facial landmarksŷ k j that are negative samples i.e.ŷ k j = y. We call these hard negatives.
• We update w by using the implementation of online SO-SVM from [23] 1 . This requires the joint CLM appearance features extracted at the true input-output pair {x j , y j } as well as that of the input-output pairs of the hard negatives found in the previous step. Note we are using CLM as a approximate for the exact optimisation that is needed in cutting plane style methods, however we shall see in the results section that this still provides an improvement in results over learning all the w independently.
C. Model Binary Approximation
One important goal of our paper is to develop an approach targeting low-powered mobile devices. Following [23] , we give an extra boost in speed by choosing to use a binary appearance feature, BRIEF, and a binary approximation of our learnt model parameters, as shown in figure 3 . This allows for fast bitwise AND operators to compute the response maps. We approximate each w i with a set of binary basis vectors following [23] :
where a k is a binary vector that approximated the weights. This approximation is updated each time w i changes.
As shown in Alg. 1 [23] , we can compute the dot-product w i , φ(y i ) using only bit-wise operations. In order to do so, each a i is represented as a binary vector and its complement:
then the dot-product can be re-write: (9) where, and each dot-product in computing response map can be conducted very efficiently using a bitwise AND followed by a bit-count. In our implementation for low-power device, we use pre-computed bit-count of φ(x i ) to achieve more efficiency in running-time. As shown in the equation that a
with the approximation method shown in Alg. 1, Generating response map in our approach is only roughly N b times more expensive than computing binary Hamming distance. In practice, we set N b = 3. See § V for the details of the experimental results.
Algorithm 1 Model Binary Approximation [23]
Input:
IV. SO-CLM TLD TRACKING
We follow the Tracking-Learning-Detection (TLD) [18] approach as it provides a elegant solution to the long-term tracking problem. The TLD overcomes problems associated with naive tracking strategies as illustrated in Fig.3 . Three components make up the solution, those being; face localisation with a face ROI detector; a base tracker; and a model update step.
The structured SVM as framework presented so far assumes that all the training data are available at the time of learning. This scenario is referred to as batch learning. A different scenario is online learning, in which the training data arrive sequentially. In this setting, the learner must be incrementally updated each time a new training example arrives. The current state of the learner is used in order to predict the label for this new example, which is then compared to the true label, and adjustments are made to the learner as appropriate. We use the online learning algorithm for SO-SVM presented in [23] .
V. EXPERIMENTS
We conduct four sets of experiments: standard test, parameter test, generalization test, and mobile device test. The standard and generalisation test experiments are conducted on a PC. The software we used is Visual Studio 2010 and Windows 7 64-bit operation system, where the CPU is an Intel Xeon E5645 2.40GHz, and the Memory is 32.0GB. We used the same shape and appearance model for mobile device test. We implement our approach for ios device, and report the evaluation results of our approach on ipad2, which has 1 GHz CPU and 512MB DDR2 RAM.
Datasets and Annotations: Recent papers [8] , [9] report state-of-the-art results on many challenging datasets by training their model on the CMU Multi-PIE dataset [24] . However, the facial landmark labels, that they used, on CMU Multi-PIE dataset are not publicly available. To achieve the results in this paper and make fair comparisons, we annotated 2245 frontal face images from the CMU Multi-PIE datasets. We evaluate the proposed approach on this database, and compared to the two state-of-the-art approaches [8] , [9] .
Many other face databases are annotated with facial features. The most widely used ones are XM2VTS [25] , BioID [26] and Labelled Face Parts in the Wild (LFPW) [27] [28] . XM2VTS and BioID databases are acquired under controlled lighting conditions and contain only frontal faces. Different from XM2VTS and BioID, the LFPW database contains variations from real internet imaging conditions. In order to evaluate the generalization performance the proposed approach, we also tested our model on these databases.
To assess the tracking performance, we evaluate the accuracy performance of our model on the talking face video database 2 . We also report the speed on ipad2. Evaluation Criteria: We follow the same evaluation criteria described in [10] . The 17 sample points we chosen Fig. 4 . Chosen Landmark locations used for evaluation: This figure shows the chosen evaluation sample points [10] described in §V. We compare the differences between the coordinates of these landmarks on the face and the landmark of estimated points from all the methods.
are shown in fig. 4 . Suppose the ground truth (hand-labelled landmarks) are
, we find the most closet landmarks in the set of estimated landmarks
. We evaluate performance by computing the mean Euclidean distance for each estimated landmark. This is then normalized with respect to a reference distance d r (defined as the Euclidean distance between eye centers in ground truth, which is called inter-ocular distance (IOD)) to make error invariant to scale:
To evaluate the speed performance for different approaches, we report the frame per second (fps) speed which is computed based on the number of frames for 20 seconds. On the ipad2 evaluation, we report the fps based on the mean fps over 60 seconds.
A. Standard Test
From CMU Multi-PIE database, we randomly choose 1225 images as training images, 734 images as testing images, and 491 images as validation images.
We compare it with the following approaches: (1) Constrained local models (CLMs) [9] : This work is one of the response-fitting-based approaches, and produces the state-ofthe-art results on CMU Multi-PIE. (2) Tree-structured SVMs part-based approach [8] : This work is the state-of-the-art approach in the graph-based approaches. The dimension of the shape subspace is 24. For the CLM approach we choose to compare with, we used the pre-trained tree-structured models 3 provided in [8] as they also trained on a subset of CMU-MultiPIE dataset because the ground truth coordinates 3 www.ics.uci.edu/xzhu/face/ Standard Test: This figure illustrates the results of different approaches on the 734 frontal face images from CMU Multi-PIE. We train our joint CLM appearance model on 1255 frontal face images and validate the parameters on another 466 frontal face images. For the tree-based structured approach, we used the model provided by [8] . Our evaluation criteria is the same as that in [10] and is discussed in §V. The time calculation for CLM and our approach does not include the initial face detection.
of the training landmarks reported in [8] , [9] are not public available. We used Viola face detector in OpenCV 2.4.2 to get the initial face ROI for our approach and CLMs. For comparison purpose, we used the pre-trained model for the tree-structured SVMs part-based approach, as the performance of this approach drops significantly when we train it on the same 1225 frontal face image data.
As illustrated in fig. 5 , the results of our approach is comparable to the state-of-the-art. But ours performs faster than all of them. The proposed approach with BRIEF feature descriptor [15] performs best. The speed result is contributed by the two key components: 1) model binary approximation; 2) inexact search within shape priors. The model binary approximation part enables our approach to be working for the low-power devices. The CLMs [9] performs similar to the proposed approach due to that the two approaches obtained the shape priors following the same way.
B. Parameters Test
We test the accuracy and speed performance of the proposed approach with different parameter setting. We consider two cases here: 1) The accuracy performance of the proposed approach with different τ , we use τ as a ratio of interocular distance (IOD); 2) The running-time performance of the proposed approach with different number of landmarks output. We still use the model trained on 1255 frontal face images from CMU Multi-PIE dataset, and test on the 734 frontal face images. Fig. 6 shows that the propose approach can be sped up by reducing the number of tracking feature points. Fig. 7 shows the RMES results for different IOD based our face feature detector.
C. Generalization Test
To evaluate the generalization of the proposed approach, we train a model on the CMU Multi-PIE and test on the XM2VTS, BioID, and LFPW datasets. As illustrated in fig. 8 , our approach performs better than other approaches on the BioID, XM2VTS, and LFPW datasets. This demonstrates that our joint training method improves the generalization over the other methods. Fig. 8 shows the results of cumulative-error-distribution vs distance-metric-deviation of different approaches tested on XM2VTS, BioID, and LFPW datasets and trained on CMU Multi-PIE dataset. Most of the images in XM2VTS and BioID are frontal face images. The images of LFPW dataset contains some different poses. The proposed approach performs better than XM2VTS and BioID datasets in terms of accuracy and speed. In the LFPW dataset, the proposed approach performs close to the mixture-tree-based structured SVM [8] , which is trained for multi-view data.
D. Mobile Device Test
For image sequences in video, we present the implementation details of the proposed facial feature detection and tracking approach on mobile device. The overall system is supported by OpenCV 2.4.2 and Eigen library 4 which are compiled by targeting system compilers.
As shown in Table I , we evaluate different facial feature tracking strategies. And we consider the fps speed performance on the ipad2 and the mean RMES performance on 4 eigen.tuxfamily.org Fig. 9 . ipad2 Demo. This figure shows our SO-CLM running on an ipad2 low power device. We implement the proposed approach as a real-time facial feature tracker on an Apple IOS 5.1 system. The maximum frame per seconds of the propose facial feature tracker on ipad2 is 7fps. The size of the input image is 192 × 144. The number of the landmarks is 66.
the 5000 frames from Talking Face Video database. All the appearance and shape models of these methods are the same as those trained and evaluated on the standard test and generalization test. The first one is a facial feature detector on each frame, which performs accurately on the database but slow on the ipad2. The second one is facial feature detector on each 10 frames, which performs not very accurately on the database due to the poor detected face ROI. The third one is proposed facial feature tracker, which performs accurately and fast.
As illustrated in Fig. 9 , we test an implementation of the proposed approach on popular ipad2. Since it is difficult to obtain the ground truth from the live video, we still use the trained model on 1250 frontal images from CMU Multi-PIE. The proposed approach can achieve maximum 7 fps when tracking 66 facial features. We found that the speed is not affected by the battery power percentage unless it has more than 10%.
VI. CONCLUSION
In this paper, we present an efficient approach for facial feature detection with a learning method based on approximate structured learning, which allows us to jointly learn the appearance parameters of the features. We found that the implementation of the proposed approach achieves realtime speed on ipad2. This result means that we could deploy dense (e.g. more than 17 landmarks) facial feature detection and tracking directly onto a low-power device. In this work we used the mean-shift based search of [9] to optimize the face in the inner loop of SO-SVM because it achieved stateof-the-art accuracy. We found that this approach suffers on un-normalised data, and that a normalisation step adds an extra time cost, that takes away some of the benefit of our binary approximation of w. However as part of future work we plan to explore optimization of the facial features that exploits the fact we are using bit vectors.
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TABLE I
Results from different facial feature tracking strategies. This table shows results for different facial feature tracking strategies using our SO-CLM: a) with face detection on all frames; b) with face detection every 10th frame; c) with our Tracking Learning and Detection implementation, described in §IV. We report the frame per second (fps) performance on ipad2 and the Mean RMES performance on Talking Face Video.
Methods
Detector on each frame Detector on each 10 frames Proposed tracker fps on ipad2 0. 
