Abstract. We construct a probabilistic polynomial time algorithm that computes the mixed discriminant of given n positive definite n × n matrices within a 2 O(n) factor. As a corollary, we show that the permanent of an n ×n nonnegative matrix and the mixed volume of n ellipsoids in R n can be computed within a 2 O(n) factor by probabilistic polynomial time algorithms. Since every convex body can be approximated by an ellipsoid, the last algorithm can be used for approximating in polynomial time the mixed volume of n convex bodies in R n within a factor n O(n) .
Introduction
In this paper we address the problem of estimating the permanent of a given nonnegative matrix and the mixed volume of given n ellipsoids in R n . We show that these computational problems are related to that of estimating the mixed discriminant of n positive definite n × n matrices. We present a randomized polynomial time algorithm for the last problem and discuss its applications. Our main results are:
A randomized polynomial time algorithm that computes the permanent of a given n × n nonnegative matrix within a 2 O(n) factor. A randomized polynomial time algorithm that computes the mixed volume of given n ellipsoids in R n within a 2 O(n) factor. For any fixed k a deterministic polynomial time algorithm that computes the mixed volume of given n ellipsoids E 1 , . . . , E 1 , E 2 , . . . , E 2 , . . . , E k , . . . , E k in R n , only k being pairwise different, within a 2 O(n) factor.
(1.1) Permanent. Let S n be the symmetric group of all n! permutations of the set {1, . . . , n}. Let A = (a i j ) be an n × n matrix. The number
is called the permanent of A. If A is a 0-1 matrix, then per A is the number of perfect matchings in the bipartite graph with the adjacency matrix A. We are interested in the problem of computing the permanent of a given nonnegative matrix. This problem is known to be #P-complete. Despite various results on computing the permanent of a "typical" 0-1 matrix [6] , [19] , the permanent of a "sparse" matrix [8] , the permanent of a "dense" matrix [11] , and the permanent of a matrix with the bounded rank [3] , surprisingly little is known about how well can one approximate the permanent of any given nonnegative (and even 0-1 matrix) in polynomial time. It is easy to construct a polynomial time algorithm that for any given nonnegative matrix A computes a number α such that
where p(n) is a polynomial given in advance. Using an algorithm for the Assignment Problem (see, for example, [18] ) we can find in polynomial time the first p(n) permutations with largest weights n i=1 a iσ (i) . Apart from this trivial estimate, nothing seems to be known.
In this paper we construct a randomized polynomial time algorithm that, for any given nonnegative matrix A, computes a number α such that
where c > 0 is an absolute constant (we can choose c = 0.28). Although this is the best known polynomial time approximation for a "worst-case" nonnegative matrix, it is still far from a polynomial time approximation scheme known for an "average" 0-1 matrix (see [6] , [11] , and [19] ). The author conjectures though that the proposed algorithm leads to a polynomial time approximation scheme for (properly defined) "average" nonnegative matrices. V. D. Milman suggested that for any c < 1 a polynomial time algorithm might exist that approximates the permanent of a given nonnegative matrix within a factor c n .
(1.2) Mixed Volumes. Let K 1 , . . . , K n be convex bodies in the Euclidean space R n and let V (·) be the Euclidean volume in R n . As is well known (see, for example, [21] and [22] ) the value of V (λ 1 K 1 + · · · + λ n K n ) is a homogeneous polynomial of degree n in nonnegative coefficients λ 1 , . . . , λ n , where "+" denotes the Minkowski addition and λK denotes the dilatation of K with the coefficient λ. Thus we have
for nonnegative λ i . Coefficients V (K i 1 , . . . , K i n ) are uniquely determined by the assumption that they are symmetric with respect to permutations of K i 1 , . . . , K i n . The coefficient Computing Mixed Discriminants, Mixed Volumes, and Permanents 207 V (K 1 , . . . , K n ) in the above expansion is called the mixed volume of K 1 , . . . , K n . The mixed volume is known to be nonnegative and monotone, that is, if K i ⊂ K i for all i then V (K 1 , . . . , K n ) ≥ V (K 1 , . . . , K n ), see [21] and [22] .
The problem of computing the mixed volume of given convex bodies is important for Combinatorics, Algebraic Geometry, and Operations Research (see [9] and [4] ). For example, the number of toric solutions to a generic system of n polynomial equations on C n is equal to n! times the mixed volume of the Newton polytopes of the equations. An important particular case is computing the mixed volume of n ellipsoids E 1 , . . . , E n in R n . The problem of computing V (K 1 , . . . , K n ) and V (E 1 , . . . , E n ), in particular, was studied in [4] . There a polynomial time algorithm was constructed that approximates V (E 1 , . . . , E 1 , E 2 , . . . , E 2 ) within a factor c n , where c > 0 is an absolute constant. In this paper we construct a randomized polynomial time algorithm that for any given ellipsoids E 1 , . . . , E n ⊂ R n computes a number α such that
where c > 0 is an absolute constant (we can choose c = 0.66). Furthermore, for any fixed k we construct a deterministic polynomial time algorithm that achieves the same degree of approximation (with c = 1/ √ 3 ≈ 0.577) for
i.e., when we have only k pairwise different ellipsoids. In particular, this settles in part a conjecture of [4] that the mixed volume of ellipsoids can be approximated in polynomial time within a factor depending on the dimension alone. "In part" refers to the fact that in the general case, we have only a randomized polynomial time algorithm, whereas a deterministic algorithm is desirable. V. D. Milman conjectured that for any c < 1 there exists a randomized polynomial time algorithm that computes the mixed volume of given n ellipsoids with a factor c n . For each convex body K i ⊂ R n there is an ellipsoid E i so that E i ⊂ K ⊂ n E i (after a suitable translation), see, for example, [10] . Since mixed volumes are monotone, our algorithms can be used for approximating the mixed volume V (K 1 , . . . , K n ) within a factor n O(n) provided K i belong to a class of convex bodies that can be approximated by ellipsoids within a factor n O (1) in polynomial time. This is the first polynomial time algorithm that approximates V (K 1 , . . . , K n ) within a factor depending on n alone for a reasonably broad class of convex bodies.
Our computational model is the RAM with the uniform cost criterion [1] . For convenience, together with the arithmetic operations (addition, subtraction, multiplication, division, and comparison of real numbers) we allow taking the square root of a nonnegative real number. All these operations are assumed to have cost 1. We also include a standard subroutine from Linear Algebra, that is computing the eigenvalues of a real symmetric matrix. In the probabilistic setting, we assume that our machine can sample a point from the uniform distribution on the unit sphere. This assumption is not very restrictive since it is known that the standard normal distribution in R n (and thus the uniform distribution on the sphere) can be simulated with an arbitrary precision in polynomial time from the standard Bernoulli distribution by means of the Central Limit Theorem.
To compute permanents and mixed volumes we use mixed discriminants introduced by Aleksandrov in his proof of the Aleksandrov-Fenchel inequality (see [2] ). They turned out to be useful in proving the van der Waerden conjecture for permanents of doubly stochastic matrices (see [5] ).
(1.3) Mixed Discriminants. Let Q 1 , . . . , Q n be symmetric n × n matrices and let t 1 , . . . , t n be real variables. Then there is an expansion similar to that of (1.2):
where the coefficients D(Q i 1 , . . . , Q i n ) are assumed to be symmetric with respect to permutations of
Mixed discriminants have many interesting properties somewhat parallel to those of mixed volumes (see, for example, Section 3 of [15] ) and they seem to be easier to deal with. Mixed discriminants can be considered as a generalization of permanents and they also have some interesting combinatorial applications. For example, the number of bases in the intersection of a unimodular matroid with a transversal matroid can be expressed as the mixed discriminant of some positive semidefinite matrices. The author believes that the problem of computing the mixed discriminant is interesting in its own right.
If we fix an orthonormal basis in R n we may identify a symmetric matrix Q with a selfadjoint operator on R n and consider the ellipsoid E Q = {x ∈ R n : x, Qx ≤ 1}, where ·, · is the scalar product in R n . Relations between permanents, mixed discriminants, and mixed volumes are described by the following theorem.
(1.4) Theorem.
(1.4.1) Let A = (a i j ) be an n ×n matrix. Let M i = diag{a i1 , . . . , a in } be the diagonal matrix whose jth diagonal element is a i j . Then
(1.4.2) Let Q 1 , . . . , Q n be positive definite n × n matrices and let
be the corresponding ellipsoids. Then
is the volume of the unit ball in R n .
The central result of this paper is a randomized polynomial time algorithm that for any given positive definite n × n matrices M 1 , . . . , M n with probability at least 0.9 computes Computing Mixed Discriminants, Mixed Volumes, and Permanents 209 a number α such that
for some absolute constant c > 0 (we can choose c = 0.28). To get an overwhelming probability, we have to run the algorithm several times and choose the median of the computed α's. This paper is organized as follows. In Section 2 we prove a recurrence for the mixed discriminant that allows us to reduce its computation to the computation of the average value of a positive definite quadratic form on the unit sphere S n−1 . In Section 3 we study the distribution of values of a quadratic form on S n−1 . In Section 5 we present our algorithm for computing the mixed discriminant D(M 1 , . . . , M n ) and prove that it has the desired complexity (almost obvious) and achieves the desired degree of approximation (far less obvious). The main idea of the algorithm is to construct a random variable on the orthogonal group O n whose expectation is the mixed discriminant of given matrices. To estimate the expectation we use a Monte Carlo algorithm with just one sampling. We use the results of Section 4 on the integration over the orthogonal group to prove that our algorithm indeed achieves the desired degree of approximation. In Section 6 we apply our algorithm to the permanent computation. In Section 7 we prove part (1.4.2) of Theorem 1.4. Together with the algorithm from Section 5 this gives us an algorithm for estimating the mixed volume of ellipsoids. In Section 9 we present an independent algorithm for the last problem that gives us an unbiased estimator, achieves, in principle, a better approximation, and is more geometric. We use a known recurrence for the mixed volume that allows us to reduce its computation to the computation of the average value of the support function of a zonoid in R n . We use Theorem 1.4 to construct a deterministic polynomial time algorithm when the number of different ellipsoids is fixed. In Section 8 we study the distribution of values of the support function of a zonoid which is necessary for our analysis of the algorithm.
(1.5) Notation. We summarize some notation used throughout this paper. Thus ·, · is the standard scalar product in R n . We denote by Q * the operator adjoint to Q, that is,
For a convex body K ⊂ R n and a linear subspace L ⊂ R n we denote by
n is a linear subspace we define its projection Q|L as follows: Let P: L −→ R n be the inclusion and let
A self-adjoint operator Q is called positive definite if x, Qx > 0 for any x = 0. It is immediate that Q|L is positive definite provided Q is positive definite. We denote by I the identity operator on R n . For a convex compact set
A zonotope is the Minkowski sum of finitely many segments (symmetric about the origin) in R n and a zonoid is a limit of zonotopes in the Hausdorff metric (see, for example, [16] and [21] ). Let S n−1 = {x ∈ R n : x, x = 1} be the unit sphere in R n and let B n = {x ∈ R n : x, x ≤ 1} be the unit ball. We denote by
the volume of B n , and by
the surface area of S n−1 . Let µ n−1 = du be the rotation-invariant Borel probability measure on S n−1 . Sometimes we write µ instead of µ n−1 . Let us consider the Stiefel manifold O n,s as the space of all s-tuples (u 1 , . . . , u s ) of pairwise orthogonal unit vectors in R n . In particular, O n,1 = S n−1 is the unit sphere and O n,n is the space of all orthonormal bases (u 1 , . . . , u n ) in R n . By choosing the standard orthonormal basis e 1 = (1, 0, . . . , 0), e 2 = (0, 1, . . . , 0), . . . , e n = (0, . . . , 0, 1) in R n we identify O n,n with the orthogonal group O n in R n . Let ν be the Haar probability measure on O n . For a set of pairwise orthogonal unit vectors (u 1 , . . . , u s ) we denote
We denote by |X | the cardinality of a finite set X .
A Recurrence for Mixed Discriminants
We begin with a simple lemma.
(2.1) Lemma. Let p(t) be a homogeneous polynomial of degree n in n real variables
and let t ω = (t 1 (ω), . . . , t n (ω)). Then
where the sum is taken over all nonempty subsets ω of {1, . . . , n}.
Proof. Both sides of the equation are linear in p. If p(t) = t 1 · · · t n the identity holds since p(t ω ) = 0 unless ω = {1, . . . , n}. If p is a monomial whose support does not contain an i ∈ {1, . . . , n} the identity holds since the summands corresponding to ω\{i} and ω ∪ {i} annihilate each other.
Proof. From (1.3.1) we get the following representation for the mixed discriminant:
Since det(t 1 Q 1 + · · · + t n Q n ) is a homogeneous polynomial of degree n in t 1 , . . . , t n from Lemma 2.1 we then get
The proof follows by (2.2.1).
Mixed discriminants are invariant with respect to permutations of arguments and linear in every argument (see, for example, formula (54), Section 3 of [15] ):
It is known that D(Q 1 , . . . , Q n ) > 0 provided every Q i is positive definite (see, for example, Proposition 3.2 of [15] ). We recall from Section 1.5 that u ⊥ is the hyperplane L in R n orthogonal to a unit vector u ∈ S n−1 and that Q|u ⊥ is the projection of a self-adjoint operator Q onto L. If we fix an orientation of R n we can define det Q. The choice of u as a unit normal to L defines the orientation of L compatible with that of R n and hence we may define det(Q|u ⊥ ). We need the following technical result.
. . , λ n be the eigenvalues of Q. Then
where e n−1 is the elementary symmetric polynomial of degree n − 1 in n variables. (2.3.2) Suppose that rank Q = n − 1. Let us choose a vector v ∈ S n−1 such that Qv = 0 (vector v is unique up to a sign). Then
Proof. Let us denote
Suppose that A is an orthogonal operator on R n and
is a symmetric function in the eigenvalues of Q. Suppose that f 1 , . . . , f n are the unit eigenvectors of Q and
is a homogeneous polynomial of degree n − 1 in λ 1 , . . . , λ n , and, therefore, p(Q) is a symmetric homogeneous polynomial of degree n − 1 in λ 1 , . . . , λ n . Next, we note that if at least two of λ 1 , . . . , λ n are zeros then rank Q ≤ n − 2, therefore rank (Q|u ⊥ ) ≤ n − 2 and hence det(Q|u ⊥ ) is identically zero. So p(Q) = 0 provided Q has at least two zero eigenvalues. This implies that p(Q) = c(n)e n−1 (λ 1 , . . . , λ n ). To find the constant c(n) we let Q to be the identity operator. Then Q|u ⊥ is the identity operator, so p(Q) = 1 and c(n) = 1/n. So (2.3.1) is proven.
Let f 1 , . . . , f n−1 be the unit eigenvectors corresponding to the nonzero eigenvalues of Q. Thus f 1 , . . . , f n−1 , v is an orthonormal basis of R n in which Q is represented by a diagonal matrix. Let H = v ⊥ be the hyperplane generated by f 1 , . . . , f n−1 . Then for any x ∈ R n we have Qx = (Q P H )x, where P H is the orthogonal projection of
Since H and L are oriented hyperplanes, we may define det P H,L and write
To see this, let us choose an orthonormal basis u 1 , . . . , u n−2 in L ∩ H and append it by a vector l ∈ L to a positively oriented orthonormal basis of L and by a vector h ∈ H to a positively oriented orthonormal basis of H . Then the projection P H,L can be written as
In this section we prove the following main result. 
for any u ∈ S n−1 .
Proof. Formula (2.4.1) follows from (1.3.1) since
To prove (2.4.2) let Q = t 2 R 2 + · · · + t n R n for some fixed coefficients t 2 , . . . , t n and let λ 1 , . . . , λ n be the eigenvalues of Q. Applying (2.3.1) we get
so (2.4.2) follows. We can differentiate the integral since the integrand is a polynomial in t 2 , . . . , t n . Instead of (2.4.3) we will prove a somewhat more general fact, namely, that for any self-adjoint operators R 2 , . . . , R n there exists a quadratic form q:
Since the mixed discriminant of positive definite operators is positive we would have q(u) > 0 for each u ∈ S n−1 provided R 2 , . . . , R n are positive definite and (2.4.3) would follow.
Every self-adjoint operator R i can be represented as a sum R i = n j=1 Q i j of selfadjoint operators Q i j such that rank Q i j ≤ 1. Since mixed discriminants are linear in every argument we get
Therefore it suffices to prove that for any self-adjoint operators Q 2 , . . . , Q n such that rank Q i ≤ 1 for i = 2, . . . , n there exists a quadratic form q:
n−1 and by Corollary 2.2 we have
If rank Q < n − 1 then rank(Q|u ⊥ ) < n − 1 and hence we may choose q to be identically zero. If rank Q = n − 1, then for some v ∈ S n−1 by (2.3.2) we may choose
, which is a quadratic form in u.
As we noted, there is a certain similarity between properties of mixed discriminants and mixed volumes. We present the analogue of Theorem 2.4 for quermassintegrals in Section 7, Theorem 7.3. The analogue of the mixed quadratic form q is the "mixed brightness," that is the support function of the mixed projection body (see also [16] ).
Our algorithm for computing the mixed discriminant is suggested by Theorem 2.4. Given n positive definite operators Q 1 , . . . , Q n , by (2.4.1) we reduce computation of
Then we choose a vector u ∈ S n−1 at random and replace the computation of
Then we repeat the procedure. It easy to see that this procedure has polynomial time complexity. To estimate what kind of approximation we get, we discuss the following two issues: What error do we get on every step while passing from
. . , Q n−1 ) and how do these errors accumulate? Because of (2.4.3) the first question reduces to the following: How well do we approximate the average value of a positive definite quadratic form on the unit sphere by the value of that form at a random point on the sphere? We address to this question in Section 3. The second question has to do with the "law of large numbers," specifically for the martingales on the orthogonal group. We discuss it in Section 4.
Distribution of Values of a Quadratic Form on the Sphere
Let f : R n −→ R be a continuous function. We denote by
the average value of f on S n−1 (recall from Section 1.5 that µ = du is the rotation invariant probability measure on S n−1 ). In our inductive constructions we are going to use the following argument: let us choose a coordinate system x 1 , . . . , x n+1 in R n+1 and let us "slice" S n onto (n − 1)-dimensional spheres S n−1 ϕ = {x ∈ S n : x n+1 = sin ϕ} of radii cos ϕ. Let f : S n −→ R be a continuous function which is a constant f (ϕ) on every slice S n−1 ϕ . Then (see Section 1.5)
In particular,
(3.1) Lemma. Let q: R n −→ R be a quadratic form with the eigenvalues λ 1 , . . . , λ n . Then E(q) = λ 1 + · · · + λ n n and
Proof. Let us consider E(q) and E(q 2 ) as functions of q. We note that if A is an orthogonal transformation of R n and q 1 (x) = q(Ax), then E(q 1 ) = E(q) and E(q
. Therefore E(q) and E(q 2 ) are symmetric functions in the eigenvalues of the form q. Obviously, E(q) is a linear function of q, so we have E(q) = c(n)(λ 1 + · · · + λ n ). Substituting q = x, x we get E(q) = 1, so c(n) = 1/n.
Furthermore, E(q 2 ) is a quadratic polynomial in q, since E(q 1 · q 2 ) is a bilinear form in q 1 and q 2 . Therefore,
for some a(n) and b(n). Substituting q(x) = x, x we get
To get another relation between a(n) and b(n) let us substitute q(x) = x 2 n = sin 2 ϕ. The computations show
.
and
. 
Proof. Follows by Lemma 3.1.
One can observe that the ratio E(q 2 )/E 2 (q) is the greatest when rank q = 1. For an "average" quadratic form one can expect the ratio to be much closer to 1. 
where C 0 is an absolute constant (independent of q and n).
Proof. The statement is obvious for n = 1 and any C 0 ≥ 1. Therefore without loss of generality we assume that n ≥ 1. Let us choose a constant α > 0 (to be specified later) and let
It is easy to see (see Section 1.5) that
so we can choose α so that C n ≥ 1 for any n ≥ 1. Finally, let C 0 = sup{C n : n ≥ 1} < ∞.
We are going to prove by induction on n that
for any n ≥ 1. This will obviously prove our theorem.
Let n = 1. Let M(q) be the largest eigenvalue of a quadratic form q: R 2 −→ R and let u ∈ S 1 be the corresponding eigenvector. We note that E(q) ≤ M(q) and that q(x) ≥ M(q) u, x 2 . Therefore
Now we perform the induction step. Since C n ≥ 1 it suffices to check the case t < 1 only. Let q: R n+1 −→ R be a positive semidefinite quadratic form, not identically zero and let m(q) = min{q(x) : x ∈ S n } be the smallest eigenvalue of q. Consider q 0 = q − m(q) x, x . If q 0 is identically zero then q is a nonzero constant and the result is obvious. Otherwise, we observe that E(q 0 ) = E(q) − m(q) and since t < 1 we have
Therefore it suffices to check our bound (3.3.1) for the forms q that are not identically zero, but have at least one zero eigenvalue.
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Let u ∈ S n be an eigenvector of q corresponding to the zero eigenvalue. We identify R n = u ⊥ . Let q 0 be the restriction of q onto R n . Since q 0 as a quadratic form on R n has the same nonzero eigenvalues as the form q, by Lemma 3.1 we get
is an (n − 1)-dimensional sphere of radius cos ϕ. We identify S n−1 0
For a point x ∈ S n−1 ϕ let x 0 be its orthogonal projection onto R n and let x = (1/cos ϕ)x 0 ∈ S n−1 . We have q(x) = (cos 2 ϕ)q 0 (x ). Let us consider the rotation invariant Borel probability measure µ n−1,ϕ on S n−1 ϕ (we let µ n−1,0 = µ n−1 ). Then
by the induction conjecture. Therefore,
and the proof follows.
It follows from the proof that for small t the value of µ{x ∈ S n−1 : q(x) ≤ tE(q)} is the largest when rank q = 1. For a "typical" quadratic form q we should expect a sharper concentration of its values around E(q). Proof. Since ln x is a concave function, we get that E(ln q) ≤ ln E(q) ≤ 0. Lemma 3.1 implies that the largest eigenvalue M(q) of the form q does not exceed n, so q(x) ≤ n for every x ∈ S n−1 . Using integration by parts we may write
Applying Theorem 3.3 we conclude that
so we get the estimate
so the first inequality is proven. Similarly,
For the second integral we get a trivial estimate
Using Theorem 3.3 we estimate the first integral
It is possible to find a tight bound for |E(ln q)| when n is sufficiently large. 
Proof. Let λ 1 , . . . , λ k be nonzero eigenvalues of a positive semidefinite form q: R n −→ R and let u 1 , . . . , u k be the corresponding unit eigenvectors. Then
Suppose that E(q) = 1. Then Lemma 3.1 implies that α 1 + · · · + α k = 1 and E(q i ) = 1.
Since ln x is a concave function we have
Therefore the supremum in question is attained on positive semidefinite forms q of rank 1. Without loss of generality we may choose q(x) = nx 2 1 . We get
It is easy to see that cos ϕ ≤ e Substitution ϕ = t/ √ n reduces the integral to
A. Barvinok
Finally, we get
Integration on the Orthogonal Group
We need to invoke some integration technique on the orthogonal group O n with respect to the Haar probability measure ν. 
We agree that C(O n,0 ) = R, the space of constants with the trivial action of O n .
(4.1) Operators E s ("Conditional Expectations"). We define an operator E
where S n−s is the unit sphere in the orthogonal complement (u 1 , . . . , u s−1 ) ⊥ and du s is the rotation invariant Borel probability measure on S n−s . We summarize a few obvious properties of E s :
Operators E s are linear and monotone, that is, if 
We note that E 1 ( f ) is just the average value of f on the unit sphere S n−1 .
Proof. Let us consider the map ψ( for some unique Borel measure τ on O n . Furthermore, from (4.1) we have ψ(A( f )) = ψ( f ) for every A ∈ O n and ψ(1) = 1. Therefore τ is an invariant probability measure, so we must have τ = ν because the Haar probability measure is unique.
Lemma 4.2 can be generalized to "piecewise continuous" functions on semialgebraic pieces in O n,s or to L 2 functions as follows from the formula for the volume element in O n (see, for example, Chapter 12 of [20] ). However, we do not need it in that generality. The following lemma will be instrumental for the analysis of our main algorithm in Section 5. It is a special case of the law of large numbers for martingales. Then for any ε > 0
Since the operators E s are monotone, the functions E s (h
where
So we have
We have
We claim that for every pair i < j
where we consider h s as a function on O n by letting h s (u 1 , . . . ,
Since the function h i h j does not depend on u j+1 , . . . , u n we have that E j+1 · · · E n (h i h j ) = h i h j as a function on O n, j . Furthermore, since i < j and h i does not depend on u j , we have that
Now the proof follows because of (4.3.1) and the Chebyshev inequality
The Basic Algorithm
In this section we present our algorithm for computing the mixed discriminant of positive definite matrices M 1 , . . . , M n . The main idea of the algorithm is to use Theorem 2.4 as is described in Section 2. The "random" part of the algorithm consists of choosing a random orthonormal basis u 1 , . . . , u n in the space R n . After that the algorithm is completely deterministic and reduces to standard Linear Algebra computations. Hence for any given input M 1 , . . . , M n the output of the algorithm is a function on the orthogonal group O n . We use Theorem 2.4 to show that the expectation of the output is the mixed discriminant D(M 1 , . . . , M n ) and we use the results of Section 3 and Lemma 4.3 to prove that with a sufficiently high probability the deviation from the expectation is within desired limits. To sample an orthonormal basis, we do the following: first, we choose u 1 from the rotation invariant probability distribution on the sphere S n−1 , then we choose u 2 from the rotation invariant probability distribution on the sphere S n−2 ⊂ u ⊥ and so forth; we choose u s from the rotation invariant probability distribution on the sphere S n−s ⊂ (u 1 , . . . , u s−1 ) ⊥ . It is immediate that the simulated distribution is invariant under the action of the orthogonal group, so it must coincide with the Haar distribution ν (see also Lemma 4.2). Another possibility is to choose n vectors independently from the standard Gaussian distribution in R n and apply the Gram-Schmidt orthogonalization process to them. 
Input. Positive definite matrices
M 1 , . . . , M n . Output. A number α > 0 approximating D(M 1 , . . . , M n ).
The Algorithm
Step 0. Sample an orthonormal basis (u 1 , . . . , u n ) in R n . Let A be the orthogonal matrix having u i as its ith column. Let Q i := A t M i A for i = 1, . . . , n, where A t is the transpose of A. Let β := 1 and s := 0.
Comment. It is convenient to perform computations in the basis u 1 , . . . , u n of R n . Matrix Q i in the basis u 1 , . . . , u n and matrix M i in the standard basis represent the same self-adjoint operator. We store in s the number of iterations of Steps 1-2 of the algorithm and in β the current value of the mixed discriminant.
Step 1. Let k = n − s and let s := s + 1. Let β := β det Q 1 . If s = n, let α := β, output α, and stop. Otherwise compute a symmetric positive definite matrix T such that
Comment. On the sth iteration of this step we have k positive definite operators
⊥ . These operators represented by the matrices in the basis u s , . . . , u n of that subspace. By (2.4.1) we have
If k > 1, we store the factor det Q 1 in β and proceed to Step 2 with the computation of D(I, R 2 , . . . , R k ). Note, that for any positive definite operator Q 1 there exists a unique positive definite operator T such that T 2 = Q 1 . In particular, it does not depend on the choice of a basis. Furthermore, T depends on Q 1 continuously (see, for example, Section 11 of Chapter 9 in [7] ). To compute T , we compute the eigenvalues λ 1 , . . . , λ k of Q 1 , compute the interpolating polynomial p such that p(λ i ) = √ λ i and let T = p(Q 1 ).
Step 2. For i = 1, . . . , k −1 let Q i be the (k −1)×(k −1) lower-right corner submatrix of R i+1 . Go to Step 1.
Comment. It is seen that
⊥ is the inclusion. Thus we have Q i = R i+1 |u ⊥ s (see Section 1.5). From (2.4.2) we have
where u ranges over the unit sphere S k−1 in (u 1 , . . . , u s−1 ) ⊥ and du is the rotation invariant probability measure on S k−1 . On this step of the algorithm we approximate
. . , R n |u ⊥ ) at the point u = u s and go to Step 1 again. 
where C 1 is the absolute constant from Theorem 3.5.
Proof. The algorithm performs Steps 1 and 2 altogether n times and every operation reduces to the standard Linear Algebra computations: computing the factorization Q = T 2 , the determinant det Q, the inverse matrix T −1 , and the product of matrices. As is well known, for n × n matrices these operations require O(n 3 ) arithmetic operations and computing the factorization also requires taking a square root n times and computing the eigenvalues of Q (see [7] ).
Let us fix the input M 1 , . . . , M n . Then the computations on every step are completely determined by the choice of a random basis (u 1 , . . . , u n ) on Step 0 and the output α = α(u 1 , . . . , u n ) is a continuous function on the orthogonal group O n . Furthermore, on the sth iteration of Step 1 the operators Q 1 , . . . , Q k and R 2 , . . . R k depend only on the first s − 1 vectors u 1 , . . . , u s−1 although their particular matrix representation may depend on u s , . . . , u n as well.
For a set of s pairwise orthogonal unit vectors
where Q 1 , . . . , Q k and R 2 , . . . , R k are the operators at the sth iteration of Step 1 and we agree that q n (u 1 , . . . , u n ) = 1. Thus q s (u 1 , . . . , u s ) are continuous functions on the Stiefel manifold O n,s . We claim that
and that 
with probability at most 1 20 . Next, from (5.2.1) and (5.2.3) we deduce that α ≤ c n ε D(M 1 , . . . , M n ) with probability at most 1 20 . This completes the proof of the theorem.
So any approximation constant
will work for a sufficiently large n. Proof. If α 0 does not satisfy the inequalities, then at least m of the computed α's do not. The probability of this event is
So to achieve an overwhelming probability 1 − δ we have to run Algorithm 5.1 O(log δ −1 ) times and choose the median of the computed α's. Algorithm 5.1 can be converted into a randomized polynomial time algorithm for approximating the mixed discriminant within a factor 2 O(n) in the bit model of computation. One should simulate the uniform distribution on the sphere with a sufficiently high precision from the standard Bernoulli distribution using the Central Limit Theorem. Then all the computations that require finding the roots of a univariate polynomial (the only nonrational operation we used) should be approximated well enough by the arithmetic operations over the rationals. The bit version of Algorithm 5.1 will be presented elsewhere.
It would be interesting to investigate the behavior of Algorithm 5.1 for "average" matrices M 1 , . . . , M n . One can show that the algorithm works worst if on every iteration of Step 2 matrices R 2 , . . . , R k are very close to matrices of rank 1, that is, each has precisely one eigenvalue that is much larger than the remaining k −1 eigenvalues (see the remarks after Theorem 3.3 and Corollary 3.2). On the other hand, if M 1 = · · · = M n = I , then the algorithm always outputs the precise value α = 1. One can conjecture that for an "average" input the algorithm gives a much better approximation and, possibly, gives rise to a polynomial time approximation scheme. A possible approach to this problem is via the "measure concentration phenomenon" on the orthogonal group (see Section 6 of [17] ). We represented D(M 1 , . . . , M n ) as the integral of some continuous density α on O n . If M 1 , . . . , M n are "average" we can expect that the function α has nice Lipschitz properties and therefore is sharply concentrated about its average value.
Computing the Permanent of a Nonnegative Matrix
We are going to apply our algorithm to computing the permanent of a nonnegative matrix. First, we establish a known connection between mixed discriminants and permanents, that is, part (1.4.1) of Theorem 1.4.
Proof of (1.4.1). We observe that t 1 M 1 + · · · + t n M n is a diagonal matrix for any t 1 , . . . , t n and
It is easy to see that
Comparing this with (1.3.1) we get the desired formula. 
Therefore,
With a positive definite operator Q on R n we associate the ellipsoid
Next, we want to describe the orthogonal projection of an ellipsoid onto a hyperplane. 
Proof. As is easy to see, for the support function of
Since the support function of the orthogonal projection onto a subspace is the restriction of the support function onto the subspace and a convex compact set is uniquely determined by its support function, the result follows (see Section 1.5).
Finally, we need a standard result from integral geometry (a version of the kinematic formula). for k = 2, . . . , n. Then
where B ⊂ R n is the unit ball. for any u ∈ S n−1 .
Proof. The operator T maps the ellipsoid E Q 1 onto the ball B and the ellipsoid E Q i onto E R i for i = 2, . . . , n. Since det Q 1 = det 2 T we get (7.3.1). Integral representation (7.3.2) and the existence of the mixed projection body are known (see Section 3 of [22] and [16] ).
Support function h K (u) is also known as the "mixed brightness" of the ellipsoids E Q 1 , . . . , E Q n . It is the analogue of the mixed quadratic form of Theorem 2.4.
Proof of (1.4.2). We proceed by induction on n. For n = 1 the estimates are obviously correct since V (E Q ) = v n det −1/2 Q. Let us consider n ellipsoids E Q 1 , . . . , E Q n in R n . Comparing (7.3.1) and (2.4.1) we conclude that it is enough to prove the inequalities, assuming that Q 1 = I and E Q 1 = B is the unit ball. Applying the induction conjecture and Lemma 7.2 to the integrand in (7.3.2) we get and the proof follows.
Inequality (1.4.2) and Theorem 5.2 imply immediately that we can approximate the mixed volume of given n ellipsoids in R n within a factor 2 O(n) in randomized polynomial time. However, we can use Theorem 7.3 directly to construct an algorithm for computing the mixed volume of ellipsoids. This way we get an unbiased estimator with a better constant. Namely, we start with n ellipsoids E 1 , . . . , E n in R n . Applying a nondegenerate linear transform T we make the unit ball B = T (E 1 ) from the first ellipsoid. Then we choose a unit vector u ∈ S n−1 at random and project T (E i+1 ) orthogonally onto u ⊥ getting an (n − 1)-dimensional ellipsoid E i . Then we replace the computation of V (E 1 , . . . , E n ) by the computation of V (E 1 , . . . , E n−1 ) and proceed as above. To prove an analogue of Theorem 5.2 we need to prove the analogues of the results from Section 3 where instead of a positive semidefinite quadratic form q we have the support function h K of a zonoid K . The author cannot prove an analogue of Theorem 3.3 but the analogues of Corollary 3.4 and Theorem 3.5 can be obtained.
Support Functions of Zonoids
We recall from Section 3 that E( f ) denotes the average value of a continuous function f on the unit sphere S n−1 . Our reasoning is somewhat parallel to that of Section 3; instead of positive semidefinite quadratic forms q we consider the support functions h K of zonoids. 
