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MONEY IN A DEVELOPING ECONOMY: A REAPPRAISAL
Wayne W. Snyder *
SEVERAL years ago I proposed a theory toexplain how the m ney supply in a devel-
oping country is determined which allows for
factors other than the traditionally assumed
control by a central bank [6]. Its validity was
tested with an econometric quarterly model for
Pakistan, 1953-1961. The passage of time
makes it possible to reappraise the model which
is the purpose of this paper.
With the benefit of hindsight and reflections
about economic model building, the reappraisal
suggests that what I proposed as a general de-
scription of money in a developing economy, in
fact, more closely resembled a stationary one.
Although some differences of opinion exist,
economists agree that Pakistan's development
during the 1950's was far less dynamic, albeit
certainly not nonexistent, than what has since
occurred.1 My purpose, however, is not to pro-
pose a revised theory of how the money supply
is really determined in a developing economy,
but rather to appraise quantitatively the extent
to which the model's predictive capacity after
1961 differs from its performance during the
original period. Though this is a more modest
objective than attempting to reconstruct a theo-
ry which would incorporate the important de-
velopments of the 1960's, appraising the pre-
dictive capacity of econometric models during
periods beyond that which was used for the
original fitting, is a worthwhile endeavor which
economists should more frequently practice.
The postwar era has seen a tremendous
growth in econometric studies. Generally, they
have two features in common. First, although
they really belong to the realm of economic his-
tory because the objective is to obtain the best
fit to explain a set of data for some past period,
the hope is usually present that the estimated
relationships should be useful to understand
* This paper benefited from valuable conversations with
Lester Taylor, who along with Richard Porter read and
commented on an earlier version; Ziauddin Ahmad proved
himself a true friend by rapidly supplying the necessary
data; and helpful editorial suggestions were made by Janet
Eckstein.
1 Papanek [5, p. 7] and Griffin [2, p. 613] disagree some-
what about how much particular sectors grew in Pakistan
during various periods, but both generally acknowledge that
development has been substantially more rapid since 1960
than it was previously.
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(i.e., predict) future changes, given a new set
of new exogenous conditions. Second, except
for narrowly conceived forecasting models
which are often revised annually, we rarely
have an opportunity to judge whether history
repeats itself in the sense that the model's pre-
dictive capacity remains high for a new period
beyond the time for which the original param-
eters were estimated.2 As has been suggested
elsewhere, the infrequent publication of the
predictive performance of econometric models
is due to the fact that "few investigators are
willing to choose a specification on the basis of
less than a complete set of the available data"
[3, p. 11].3 Here, I hope to make amends for
not having practiced in my original article what
is here preached about the testing for predic-
tive performance.
My earlier article showed that the predictive
performance of the model's structural equations
was generally good and, furthermore, the mod-
el's capacity to explain the money supply was
demonstrated to be superior to a simple "money
multiplier" model where certain controllable
assets of the central bank were used to predict
the money supply. One simulation experiment
which used the original initial conditions and
the values of the exogenous variables produced
a new set of predicted values which suggested
that the model was quite stable, at least over
the 34 quarters between July 1953 and Decem-
ber 1961, for which the parameters were esti-
mated.
In this paper I test, during 24 additional
quarterly observations for the years 1962
2One important and notable exception is the exhaustive
study made by Jorgenson and Nadiri [4] of the predictive
performance of four alternative econometric models of quar-
terly investment behavior where functions fitted to data of
an earlier period are used to predict data for a later period.
'Another deficiency of econometric studies is that the
amount of fishing done in order to obtain the "best fit" is
almost never reported, although it directly affects the proba-
bility of achieving a high R2. Publishing a fishing schedule
and testing for predictive capacity should both become ex-
pected norms of econometric studies. This may seem
academic, utopian, or unnecessarily restrictive depending
upon one's view, but during the past ten years we have
already seen several norms develop, such as the transition
from publishing the coefficient of correlation to the coeffi-
cient of determination, the reporting of the coefficient
adjusted for degrees of freedom, and the inclusion of the
Durbin-Watson test for serial correlation of the error terms.
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through 1967, the predictive capacity of the
originally estimated equations in three ways.
First, the structural equations are examined for
change in the underlying structure by using
methods described by Johnston [3, pp. 136-
138]. Briefly, the relations can be tested for
changes in the coefficients between the original
period of fit (1953-1961) and the latter period
(1962-1967) by an F-ratio of the appropriate
combination of the sum of squared prediction
errors. Although some differences in degrees
of freedom exist among the various equations
tested, the null hypothesis that no significant
change occurred can be rejected at the 0.01
level if F > 2.0 for any function.4 This is a
much stronger test than comparing the goodness
of fit alone. Second, an even stronger test is
made by creating a new simulation experiment
which uses the data for all variables during the
last quarter of the original period (October-
December 1961) as the initial conditions for a
new simulation of 24 quarters, where predicted
values use the previous quarter's predictions
rather than given values. This type of simula-
tion excludes correcting for prediction errors
because they tend to accumulate over the peri-
od if the model is unstable or if the errors are
autocorrelated. Last, simulated values of the
money supply are compared with predictions of
the simple "money multiplier" model, using the
originally estimated coefficients.
The Original Econometric Model
The following simplified set of asset and
liability statements (T-accounts) was used to
explain how the money supply was determined.
The model included behavioral functions to
explain demand deposits (D), vault cash (VC),
commercial bank lending to the private sector
(L), and commercial bank borrowing from the
SBP (B); a statutory regulation determines
the amount of required reserves (RR). Excess
reserves (ER) and SBP bank notes (N) held
outside the banking sector become variables
determined by these five functions and by the
necessity that two accounting identities must
be satisfied:
X+B=N+VC+RR+ER (1)
VC+RR+ER+ Y+L= D+B (2)
These relationships incorporate seven endo-
genous variables and two exogenous ones, X
and Y (other net assets of the SBP and the
commercial banking sector, respectively). Thus,
the money supply (N+D) is determined simul-
taneously and is not explicitly specified, al-
though a complicated "reduced form" equation
for its determination is implicit in the model.
All figures are in millions of rupees unless
otherwise indicated.
Demand Deposits
The equation explaining demand deposits in
the original model was chosen to account for
the fact that currency is a more important com-
ponent of the money supply than demand de-
posits in most developing countries. Demand
deposits, it was argued, are created as currency
flows into commercial banks, rather than being
diminished to the extent that currency leaks
out of the banking sector as in the financially
mature economies. A one-period lag was used
to express this hypothesis, where No is the pre-
vious peak value of N, and seasonal variation
in the first quarter was found to be significant.'
D a Nt_ 1  D_1
Nt_1 + No + Nt_2--Q1+
(3)
The test for change in the coefficients be-
tween the earlier and the latter periods pro-
duces F = 5.2 which indicates the relationship
* ese Taylor has pointed out that seasonal dummy
variables should always be tested as a group and that indi-
vidual dummy variables should not be excluded when they
are insignificantly different from zero, because they can still
be significantly different from each other which is the
relevant consideration. For consistency with the model,
however, the original specification is retained.











' This test evaluates the combined change due to differ-
ences in the parameters associated with the explanatory
variables. Another variation of this test permits investi-
gating for a change of any subset, and hence for individual
coefficients [1, pp. 559-602]. This detailed examination is
not pursued, however, because overall differences are gen-
erally so substantial that no single coefficient is likely to
have escaped significant changes.
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was highly unstable. This can be seen directly
by comparing the three regressions for relation-
ship (3) which are given in table 1. The vari-
able N,_ 1/N 0 diminishes in importance from
the first to the second period, and is even less
important for the 1953-1967 period as a whole.
Concurrently, the coefficient for the autoregres-
sive factor, D,/N- 2 , gains importance. The
reasons for the changing coefficients can be
easily seen in figure 1. The ratio D/N_1 from
1953 through 1961 fluctuated some and the
medium-term trend was first downward and
afterwards upward, but the value in December
1961 was about the same as eight years earlier.
In contrast, between the end of 1961 and 1967,
the ratio increased substantially. The only way
for equation (3) to account for this change was
for the autoregressive factor to pick up the
secular trend which occurred after 1953. The
Durbin-Watson coefficient increased significant-
ly, as one would expect.
as suggested by Johnston [3, pp. 207-211], but
no such specification seemed necessary for the
original period.
Equation (3) is a good approximation of
how the split of the money supply between
demand deposits and currency occurs in a tra-
ditional society where currency is the principal
monetary asset, but it does not function well to
explain the increasing importance of demand
deposits when the banking sector really begins
to develop. For example, in the first period it
was impossible to obtain a significant coefficient
for the variable, bank branches. Little wonder
because the average increase was only 50 per
year as compared with 350 per year during
the second period.
The simulation experiment shows rather
forcefully how inadequate equation (3) is in
explaining the growing importance of demand
deposits relative to currency, as the simulated
ratio increasingly diverges from the actual ratio
TABLE 1. - REGRESSION RESULTS FOR DEMAND DEPOSITS a
Quarterly
Period Observations a #6 yR Se D.W.
1953-1961 34 0.41 -0.29 0.79 -0.02 0.76 0.02 2.15
(3.71) (7.90) (2.09)
1962-1967 24 0.32 -0.20 0.88 -0.10 0.76 0.04 2.74
(1.11) (7.10) (4.48)
1953-1967 58 0.22 -0.20 1.01 -0.06 0.92 0.03 2.94
(2.04) (24.56) (5.08)
a R2 = coefficient of determination adjusted for degrees of freedom; Se = standard error of estimate; D.W. = Durbin-Watson statistic;
t-statistic in parentheses.
This explains why the R2 for the entire
period is substantially larger than for each
subperiod. Because the mean value of D,/Nt_1
is so much larger in the latter period than in the
former, although the percentage of explained
variance in each subperiod is identical, the per-
centage of explained variance for the entire
period is greatly increased.
It should also be noted that the standard
error in the latter period is twice as large as in
the former. Thus, the implicit assumption of
homoscedasticity is clearly violated. In cases
such as this where secular trend occurs, one
should expect - at least with the benefit of
hindsight - to observe hetroscedasticity which
can sometimes be handled by allowing for the
standard error of the disturbance term to in-
crease in proportion to the predictive variables
between 1962 and 1967 (see figure 1). Whereas
the R2 = .59 between the simulated and ac-
tual values of D/N_1 during the first period,
it fell to merely 0.15 in the latter period, using
the first period's coefficients for both periods.
Vault Cash
Although one might expect vault cash to be
a function of both demand and time deposits,
only the coefficient for the former was signifi-
cant in the original model. In addition, the
number of bank branches (Br) was found to
be significant as were seasonal variations in the
second and fourth quarters, especially the latter
when window dressing for annual reports is im-
portant.6
See footnote 5.
FIGURE 1. - ACTUAL, PREDICTED AND SIMULATED VALUES FOR COMMERCIAL BANK
BORROWING FROM THE SBP, VAULT CASH, EXCESS RESERVES AND D,/Nt_.
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VCt = a + Dt,+ yBrt + 8Q 2 + eQ 4 + p. (4)
The test for combined change in the coeffi-
cients gives F = 12.9, hence they are even
more highly unstable than the coefficients of
equation (3). Several factors are responsible.
Seasonal variation was about three times as im-
portant in the latter than in the former period
(see figure 1). Partially, this could have been
taken care of by allowing for an appropriate
form of time trend in the seasonal dummy vari-
ables. More important, while the attempt to
include time deposits did not result in a signifi-
cant coefficient for the original period, this was
because the absolute size of time deposits was
so small relative to demand deposits. The rate
of growth of time deposits, however, was more
than twice as rapid as demand deposits so that
by the end of 1967 they were 20 per cent larger
than demand deposits. Hence, including them
in a relationship to explain vault cash becomes
increasingly necessary, and as originally re-
ported, ceteris paribus, banks appear to hold
about 3 per cent as vault cash reserves for de-
mand deposits and 1 per cent for time deposits
[6, p. 415]. Again it should be noted that the
standard error is substantially larger in the lat-
ter period than in the former, thus violating the
assumption of homoscedasticity.
The simulation test which uses coefficients
fitted for the 1953-1961 data to predict vault
Commercial Bank Lending to the Private Sector
The original hypothesis was that commercial
banks in developing countries traditionally lend
to finance foreign trade and the major domestic
cash crops, but exports (E) and imports (M)
alone were found to be adequate predictors. In
Pakistan, banks are generally free to borrow
from the SBP to meet their recognized demand,
but various degrees of restraint are imposed
during the busy season, the fourth quarter.
This was incorporated in the equation to ex-
plain the change in bank lending, AL,, by fit-
ting it to the first three quarters only of each
year, seasonal variation was significant for all
three quarters.
ALt = a + /Et + yEt+1 + 8(Mt + Mt+ 1)
+ 2EQ +Q3 + ,9 )
(t = 1,2,3,5,6,7,9, ... ). (5)
An explanation of bank lending is crucial be-
cause it is a major determinant of the money
supply in the identity M = N + D = X + Y
+ L. The original equation's R2 = 0.76 was
somewhat lower than for any other structural
equation in the model. The test for equation
(5) 's homogeneity of coefficients gave F = 7.3,
again indicating substantial change. In fact,
exports and imports completely fail to con-
tribute to the explanation of bank lending after
1961. The reason is not difficult to pinpoint.
TABLE 2. - REGRESSION RESULTS FOR VAULT CASH
Quarterly
Period Observations a # yS e R2 Se D.W.
1953-1961 34 -8.52 0.03 0.05 9.94 25.46 0.83 7.43 1.97
(3.14) (1.90) (2.67) (7.98)
1962-1967 24 -166.98 0.11 -0.02 24.61 81.94 0.96 19.65 2.45
(3.49) (0.47) (1.95) (6.79)
1953-1967 58 -64.19 0.06 0.04 20.18 54.05 0.94 22.06 2.65
(3.41) (1.50) (2.70) (7.60)
cash during 1962-1967, where the explanatory
values of demand deposits are also simulated
values and not actual values, gives the fairly
good result of R2 = .87 which is comparable
with the similar simulation experiment done for
the earlier period. But the fairly high R2
mostly reflects merely the collinearity between
vault cash and demand deposits as much of the
secular trend is missed as well as the previously
noted increasing importance of seasonal varia-
tion (see figure 1).
Bank lending increased at a rate which was 50
per cent greater on the average during the
second period (see figure 2), whereas the vol-
ume of privately financed foreign trade in-
creased at an identical rate in both periods.
Hence, exports and imports could not possibly
account for the new secular trend in bank lend-
ing after 1961 which caused the dummy sea-
sonal variables to try and absorb as much as
they could (see table 3). Commercial banking
practices changed rapidly too as banks began
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TABLE 3. - REGRESSION RESULTS FOR BANK LENDING
Quarterly
Period Observations a #6y a e 771 R2 Se D.W.
1953-1961 25 -154.85 -0.59 0.13 0.37 197.97 88.23 0.73 47.36 2.12
(2.96) (1.44) (3.36) (6.49) (2.25)
1962-1967 18 354.00 -0.72 0.05 0.11 190.89 -28.68 -0.27 a 250.76 1.33
(0.66) (0.05) (0.32) (1.04) (0.14)
1953-1967 43 -141.08 -0.32 0.43 0.11 156.27 31.18 0.15 159.26 1.25
(0.79) (1.09) (0.79) (2.26) (0.35)
a In practical terms the explained variance of AL is zero; the negative R
2
is caused by the adjustment for degrees of freedom.
to expand their concept of "bankable loans" to
include greater amounts and new types of do-
mestic manufacturing for which their combined
outstanding loans increased from about one-
fourth of total loans at the end of 1961 [7, p.
32] to nearly one-half by December 1967 [8,
p. 21].
The simulation experiment for lending is
somewhat different than for the previous equa-
tions because lending is determined solely by
exogenous variables (exports, imports, and sea-
sonal dummies) during the first three quarters
of each year, and limited by quantitative re-
strictions imposed by the SBP in the fourth
quarter. Figure 2 shows how the simulated
values for loans (Lt = Le 1 + ALL, where AL,
is a simulated prediction) diverged from the
actual levels after 1961. The simulation R2 =
.98 in the latter period is identical with the
comparable experiment for the earlier period.
The reason for no discernible difference be-
tween the two periods is that although commer-
cial bank lending to the private sector increased
more rapidly than predictions based on foreign
trade alone would account for, nevertheless the
predictive variables explain a major portion of
the secular trend although they fail to predict
any of the quarterly change in commercial bank
lending (see figure 2).
Borrowing by the Commercial Banks from the SBP
Bank borrowing from the SBP is at the gen-
eral discretion of commercial banks during the
first three quarters and quantitatively con-
trolled by the SBP during the busy season, the
fourth quarter. Its determination was argued
to depend upon the level of borrowing in the
previous quarter and the present level of free
reserves (FRi = ER, - Be). In this form pres-
ent borrowing would appear on both sides of
the equation and it was necessary to transpose
all borrowing to the left-hand side and use the
two-stage least square method developed by
Theil [9, pp. 225-240], because excess reserves
is a simultaneously determined endogenous
variable, before transforming the equation back
into the form of the original hypothesis where
seasonal variation in the first quarter is also
accounted for.
B = a + /3B_ + yFR, + Qi + p
(t = 1,2,3,5,6,7,9, ... ). (6)
The hypothesis of no change in the coeffi-
cients of equation (6) was the only one among
the model's four structural equations which
could not be rejected at the 0.01 level (F =
0.96). Thus, bank borrowing remained a fairly
stable function throughout the entire period.
In the simulation experiment for the second
period, R2 = .88 which was even somewhat
higher than the R2 = .70 obtained for the first
period, mainly because the absolute variation
in bank borrowing was so much greater in the
latter period than in the former (see figure 1).
Excess Reserves
Excess reserves are residually determined
during the first three quarters of each year and
assumed to be reduced to an average minimum
of 40 million rupees during the fourth quarter
when the SBP quantitatively controls its lend-
ing to the commercial banks and thus creates a
premium on excess reserves which is reflected
in a seasonal rise in the call money rate. There
is no structural equation for excess reserves,
hence no possibility of using the F-test. But
their simulated values is an over-all indication
of the model's stability, and the R2 was only
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0.15 in the second period as compared with
0.49 in the first period.
Predicting the Money Supply
The above relationships (and the statutory
reserve requirement) along with the two ac-
counting identities are sufficient to determine
the amount of currency, and as demand de-
posits are estimated from equation (3), the
money supply, M = D + N, is also determined.
It is not meaningful to use the F-ratio to test
for coefficient stability, the implicit "reduced
form" equation for the money supply, but a
simulation experiment is a good indicator of
the model's stability unless there are offsetting
TABLE 4. - REGRESSION RESULTS FOR BORROWING FROM THE SBP
Quarterly
Period Observations a ye R2 Se D.W.
1953-1961 25 48.65 0.26 -0.64 -26.47 .84 41.82 2.40
(7.81) (4.32) (2.79)
1962-1967 18 64.05 0.19 -0.76 15.53 .88 185.97 1.78
(9.68) (1.68) (0.68)
1953-1967 43 51.23 0.21 -0.76 -14.53 .96 123.02 1.87
(24.63) (3.27) (1.19)
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TABLE 5. - R2 FOR THE MODEL USING ORIGINAL
AND NEW COEFFICIENTS a
Using Original Coefficients Using New Coefficients
1953-1961 1962-1967 1962-1967 1953-1967
Variable Prediction Simulation Simulation Prediction Prediction
M' .99 .99 .96 .98 .95
L .99 .98 .98 .99 .99
D,/Nt-1 .76 .59 .15 .72 .92
VC, .83 .85 .87 .96 .94
AL, .73 .88 .18 .70 .72
Bt .84 .70 .88 .88 .96
ER, .20 .49 .14 .00 .01
AM, 8  .92 .92 .31 .73 .72
a All R
2 
are adjusted for degrees of freedom, but only those for
the four structural equations explaining Dt/Nt-i, VCt, ALt and Bt
can be interpreted in the usual sense.
changes in the coefficients which give spurious
value to the simulation. The simulated predic-
tion of the level of the money supply is nearly
as good in the second period as in the first
(R 2 = .96 and .99, respectively), but the
model's ability to predict changes in the money
supply is substantially lower in the later than
in the earlier period, R2 = .31 and .92, respec-
tively (see table 5).
My original article compared this model's
predictive performance during 1953-1961 with
a simple "money multiplier" model where both
the level and changes in the money supply were
expressed as a function of only variable X and
three seasonal dummies. The relevant R2 's for
both money and commercial bank lending as
predicted from this simpler model are given in
table 6. All four equations explaining M, AM,
L and AL are highly unstable between the first
and second periods (see F-ratios in table 6).
The test of the original model's predictive
performance in the second period as compared
with the simple "money multiplier" model is
not conclusive. The more complex model does
better in a simulation experiment to predict the
level of both money and commercial bank lend-
ing, but the simpler model produces substan-
tially better predictions of changes in money
and bank lending.
Conclusion
In my original article I wrote that "every
TABLE 6. - A2 FOR A SIMPLE MULTIPLIER MODEL
1953-1961 1962-1967 1953-1962 F-Ratio for
Original Orig. New New Coeff .
Variable Coeff. Coeff. Coeff. Coeff. Stability
M' .95 .78 .75 .87 12.5
AM' .91 .55 .72 .67 5.7
L .50 .63 .39 .70 4.5
AL, .72 .34 .54 .37 10.3
author hopes that his model will have predictive
usefulness beyond the period over which its pa-
rameters were calculated" [6, p. 420]. Clearly,
the predictive performance as judged by the
F-test for coefficient stability, the simulation
experiment, and the comparison with a simple
"money multiplier" model is very low when
the model is used during the 1962-1967 period.
As previously suggested, the basic reason is
that the model and the data used to estimate
the parameters are more generally typical of a
stationary economy than a truly developing one,
and the equations fitted to the period 1953-
1961 are largely inappropriate during the rapid
development in Pakistan since 1961.
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