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Аннотация. Задача бидекомпозиции (от англ. bi-decomposition) булевой функции заключается в представле-
нии заданной булевой функции в виде некоторой заданной операции алгебры логики над двумя булевыми 
функциями и сводится таким образом к определению этих функций. Каждая из искомых функций должна 
обладать меньшим числом аргументов, чем заданная. Предлагается метод бидекомпозиции для не полностью 
определенных (частичных) булевых функций, который использует подход, применяемый в решении общей 
задачи их параллельной декомпозиции. Задание исходной функции должно иметь вид пары матриц. Одна из 
них, матрица аргументов, может быть троичной или булевой и представляет область определения заданной 
функции. Другая матрица, матрица значений, имеет вид одного булева вектора-столбца и показывает значе-
ния функции на интервалах или элементах булева пространства аргументов. Рассматриваются граф ортого-
нальности строк матрицы аргументов и граф ортогональности одноэлементных строк матрицы значений. За-
дача бидекомпозиции сводится к задаче о двухблочном взвешенном покрытии множества ребер графа 
ортогональности строк матрицы значений полными двудольными подграфами (бикликами) графа ортого-
нальности строк матрицы аргументов. Каждой биклике приписывается определенным образом дизъюнктив-
ная нормальная форма (ДНФ), и весом биклики считается минимальный ранг элементарной конъюнкции 
в соответствующей ДНФ. По каждой из биклик полученного покрытия строится булева функция, аргумента-
ми которой служат переменные из элементарной конъюнкции минимального ранга соответствующей ДНФ, 
что является решением задачи бидекомпозиции. 
Ключевые слова: частичная булева функция, бидекомпозиция булевой функции, суперпозиция функ-
ций, операции алгебры логики, матричное задание булевой функции, задача о покрытии, полный дву-
дольный подграф графа 
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Abstract. The problem of bi-decomposition of a Boolean function is to represent a given Boolean function in the 
form of a given logic algebra operation over two Boolean functions and so is reduced to specification of these 
functions. Any of the required functions must have fewer arguments than the given function. A method of              
bi-decomposition for an incompletely specified (partial) Boolean function is suggested, this method uses the 
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approach applied in solving the general problem of parallel decomposition of partial Boolean functions. 
The specification of the given function must be in the form of a pair of matrices. One of them, argument matrix, 
can be ternary or binary and represents the definitional domain of the given function. The other one, value          
matrix, is a binary column-vector and represents the function values on the intervals or elements of the Boolean 
space of the arguments. The graph of orthogonality of the argument matrix rows and the graph of orthogonality 
of one-element rows of the value matrix are considered. The problem of bi-decomposition is reduced to the          
problem of a weighted two-block covering the edge set of the orthogonality graph of the value matrix rows by 
complete bipartite subgraphs (bicliques) of the orthogonality graph of the argument matrix rows. Every biclique 
is assigned with a disjunctive normal form (DNF) in definite way. The weight of a biclique is the minimum rank 
of a term of the assigned DNF. According to each biclique of the obtained cover, a Boolean function is                  
constructed whose arguments are the variables from the term of minimal rank on the DNF. 
Keywords: partial Boolean function, Boolean function bi-decomposition, superposition of functions, logic                   
algebra operations, matrix representation of Boolean functions, covering problem, complete bipartite subgraph 
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Введение. Под декомпозицией булевой функции понимается ее представление в виде су-
перпозиции двух или более функций, каждая из которых в некотором смысле проще исходной. 
Задача декомпозиции булевых функций является одной из важных и сложных задач из области 
логического проектирования, успешное решение которой непосредственно влияет на качество 
и стоимость проектируемых цифровых устройств. Решение этой задачи дает возможность в ря-
де случаев заменить сложную задачу аппаратной реализации булевой функции от большого 
числа переменных на более простую задачу реализации нескольких функций с гораздо мень-
шим числом аргументов. 
Существует довольно много видов декомпозиции булевой функции [1]. Одним из таких ви-
дов является бидекомпозиция. Задача бидекомпозиции формулируется следующим образом. 
Для заданной булевой функции у = f(x), где компоненты вектора x = (x1, x2, ..., xn) – булевы пе-
ременные, составляющие множество Х, требуется найти суперпозицию f(x) =  (g1(z1), g2(z2)), 
где компоненты векторов z1 и z2 – булевы переменные из множеств Z1  X и Z2  X соответ-
ственно. Функция  от двух переменных также задана. Это может быть любая из десяти буле-
вых функций, существенно зависящих от обеих переменных и представляемых операциями ал-
гебры логики. Обычно множества  Z1 и Z2 заданы и Z1  Z2 = . Такая бидекомпозиция 
называется разделительной в отличие от неразделительной декомпозиции, где условие 
Z1  Z2 =  необязательное, но при этом на мощности множеств Z1 и Z2 могут быть наложены 
ограничения. Получение указанной суперпозиции приводит к логической схеме, изображенной 
на рис. 1. 
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Рис. 1. Структура, получаемая с помощью бидекомпозиции 
 
Известны примеры применения методов бидекомпозиции для повышения быстродействия 
схем [2, 3] и при синтезе схем на базе программируемой вентильной матрицы (FPGA) [4]. Зада-
ча бидекомпозиции при выходной функции, выражаемой операцией сложения по модулю 2, 
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рассматривается в работе [5], где для ее решения предлагается использовать логические урав-
нения. Вероятность существования какой-либо декомпозиции для полностью определенных 
булевых функций весьма низка, но по-другому дело обстоит, когда рассматриваемые функции 
являются не полностью определенными (частичными), особенно когда они определены только 
на небольшом числе комбинаций значений аргументов. Такой случай разделительной бидеком-
позиции при заданном разбиении (Z1, Z2) подробно исследован в работе [6]. 
Далее рассматривается задача бидекомпозиции частичной булевой функции. В этом случае 
для заданной частичной булевой функции у = f(x) надо найти суперпозицию  (g1(z1),                                
g2(z2))  f(x), где компонентами векторов z1 и z2 являются переменные из множеств Z1  X 
и Z2  X соответственно, а символ  обозначает отношение реализации, т. е. значения функ-
ции  совпадают со значениями функции f везде, где они определены. Множества Z1 и Z2 могут 
пересекаться, но обычно требуется, чтобы сумма их мощностей была минимальной. Суще-
ствуют разнообразные методы решения как разделительной, так и неразделительной бидеком-
позиции [7–10]. В настоящей статье излагается метод бидекомпозиции, использующий подход 
к решению задачи параллельной декомпозиции системы частичных булевых функций, описан-
ный в статьях [11, 12]. Этот подход не требует задания множеств Z1 и Z2. 
Применяемый подход. Подход к решению задачи декомпозиции, предложенный в стать-
ях [11, 12], рассчитан на системы частичных функций, каждая из которых задана в интерваль-
ной форме. Эта форма представляет собой пару троичных матриц X и F, где матрица Х задает 
множество интервалов булева пространства переменных из множества Х = {x1, x2, ..., xn}, а мат-
рица F – значения функций заданной системы на этих интервалах. Строки матриц Х и F имеют 
общую естественную нумерацию. Заданная система рассматривается как векторная функ-
ция f(x), и в общем случае надо получить суперпозицию, а также векторную функцию 
(g1(z1), g2(z2), …,gk(zk)), реализующую f(x). 
Строятся графы GX = (V, EX) и GF = (V, EF), где множество вершин V является множеством 
общих номеров строк матриц X и F, а множества ребер EX и EF – множествами пар номеров ор-
тогональных строк матриц X и F соответственно. Две строки троичной матрицы ортогональны, 
если имеется столбец, у которого в одной из этих строк расположен нуль, а в другой – едини-
ца [13]. Каждому ребру из множества EX приписаны переменные из множества Х, по которым 
соответствующие строки ортогональны. Полному двудольному подграфу, или биклике, 
графа GX припишем множество переменных из Х, взятых по одной из каждого ребра, принад-
лежащего данной биклике. Биклику назовем полезной, если она содержит хотя бы одно ребро 
из множества EF. 
Множество переменных, приписываемых биклике, определяется следующим образом. Пусть 
{xi, xj, ..., xl} – множество переменных, по которым ортогональны две строки, соответствующие 
ребру из множества EX. Образуем элементарную дизъюнкцию xi  xj  ...  xl из этих перемен-
ных. Получим конъюнктивную нормальную форму (КНФ), членами которой будут указанные 
дизъюнкции, взятые по всем ребрам, входящим в данную биклику. После удаления возможных 
поглощаемых элементарных дизъюнкций преобразуем полученную КНФ, раскрыв скобки, 
в ДНФ. Множество переменных, приписанных биклике, составят переменные, входящие в эле-
ментарную конъюнкцию минимального ранга полученной ДНФ. 
Пусть B1, B2, …, Bk – покрытие бикликами множества ребер EX. Каждая биклика Bi может 
быть задана парой множеств вершин Vi, Vi
  . Каждая функция gi(zi) искомой суперпозиции 
задается матрицами Xi и Fi. Матрица Xi является минором матрицы X, образованным столбца-
ми, которые соответствуют переменным, приписанным биклике Bi. Матрица Fi состоит из од-
ного столбца, где в строке с номером, соответствующим вершине из Vi, находится 0, в строке 
с номером, соответствующим вершине из Vi, находится 1 (или наоборот), а в строке, которой 
не соответствует ни одна вершина ни из Vi, ни из Vi, – символ «–». Векторная функция  зада-
ется матрицами U и Ф. Матрица U состоит из столбцов, представляющих матрицы 
F1, F2, …, Fk, а матрица Ф совпадает с матрицей F. 
Таким образом, процесс решения задачи декомпозиции включает следующие этапы: 
1. Нахождение всех максимальных биклик в графе GX. Для этого можно использовать метод, 
представленный в работе [14], который позднее был описан в статье [15]. 
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2. Получение кратчайшего покрытия множества EF найденными бикликами. Если число 
биклик, составляющих покрытие, не меньше п, то для заданной системы функций не существу-
ет нетривиальной декомпозиции указанного вида. 
3. Построение булевых функций g1(z1), g2(z2), …, gk(zk) и векторной функции . 
На этапе получения покрытия можно продолжить оптимизацию решения, уменьшая сумму 
чисел компонент векторов z1, z2, …, zk. Каждую биклику нужно снабдить весом в виде числа 
приписанных ей переменных и решать задачу о взвешенном покрытии. При доопределении не 
полностью определенных булевых функций в процессе декомпозиции некоторые аргументы 
могут оказаться несущественными. Тогда можно выбирать вариант с наименьшим числом су-
щественных аргументов. 
Метод бидекомпозиции. Задачу бидекомпозиции можно рассматривать как частный случай 
задачи параллельной декомпозиции. Особенностью этого случая является то, что рассматрива-
ется одна функция, а не система функций, вид функции  задан и число ее аргументов равно 
двум. Матрица Х может быть троичной или булевой, а матрица F имеет вид одного булева век-
тора-столбца. Задание вида функции  влечет представление исходных данных в виде трех 
матриц. Кроме матриц X и F добавляется еще матрица G, задающая через запятую возможные 
значения функций g1 и g2. Например, если  представляет собой сложение по модулю 2, 
т. е. f(x) = g1(z1)  g2(z2), то это задание выглядит подобно матрицам 
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На той части пространства переменных x1, x2, x3, x4, x5, x6, которое не охвачено интервалами, 
представленными матрицей Х, значения функции не определены. Из матрицы G в данном при-
мере видно, что согласно способу построения функций g1 и g2 вершины v1, v3 и v5 оказываются 
вместе в одной доле во всех бикликах из всех полезных двухблочных покрытий. Любая из 
остальных вершин в таких бикликах попадает в доли, соответствующие различным значениям 
функций g1 и g2. 
Если  представляет собой штрих Шеффера (отрицание конъюнкции), то исходное задание 
для этой же функции представляется матрицами 
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Пусть биклики В1 и В2 графа GХ составляют двухблочное покрытие множества ЕF, по кото-
рому можно построить функции g1, g2 и . Приведенные примеры позволяют легко установить 
следующие свойства покрытий, по которым строятся эти функции: 
А. Множество вершин (обозначим его W), каждая их которых соответствует одинаковым 
значениям функций g1 и g2, является подмножеством одной из долей каждой из биклик В1 и В2. 
Б. Если вершины vi и vj из множества V \ W находятся в разных долях одной биклики, то они 
находятся также в разных долях другой биклики. Если они находятся в одной и той же доле 
одной биклики, то они находятся в одной и той же доле другой биклики. 
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Для линейных функций, к которым относятся сложение по модулю 2 и его отрицание (экви-
валенция), оба свойства являются обязательными. Для нелинейных функций, т. е. всех осталь-
ных функций, существенно зависящих от обоих аргументов, свойство Б необязательно. 
Двухблочное покрытие множества EF полезными бикликами графа GХ назовем полезным для 
нелинейной функции , если оно обладает свойством А, и полезным для линейной функции , 
если оно обладает свойствами А и Б. 
Рассматриваемая задача с минимизацией суммы чисел аргументов функций g1 и g2 решается 
поэтапно: 
Этап 1. Нахождение всех максимальных полезных биклик в графе GX, обладающих свой-
ством А с соответствующими ДНФ. Заметим, что в данной задаче граф GF является бикликой 
графа GX, которую не следует считать полезной, так как она является одноблочным покрытием, 
приводящим к тривиальному решению, одна из функций gi при этом является константой. 
Каждой найденной биклике приписывается вес, равный минимальному рангу элементарной 
конъюнкции в соответствующей ДНФ. 
Этап 2. Получение двухблочного покрытия множества EF найденными бикликами. Покры-
тие должно быть с минимальным весом, а для линейной функции  обладать свойством Б. Вес 
покрытия определяется как сумма весов составляющих его биклик. На этом же этапе удовлетво-
ряется требование пустого пересечения множеств Z1 и Z2 при разделительной бидекомпозиции. 
Этап 3. Построение булевых функций g1(z1) и g2(z2) с учетом задания вида функции . 
Функции g1(z1) и g2(z2) представляются соответственно парами матриц Х1, F1 и Х2, F2, а функ-
ция  – формулой с заданной операцией алгебры логики. 
Узким местом рассматриваемого подхода является получение всех максимальных биклик, 
число которых для полного графа равно 2п – 1 – 1, где п – число вершин графа. Очевидно, 
граф GХ является полным, если все строки матрицы Х взаимно ортогональны, что всегда имеет 
место, когда Х – булева матрица. Свойство А дает возможность значительно уменьшить число 
рассматриваемых биклик, заменив вершины из множества W одной вершиной путем их стяги-
вания. Число максимальных биклик в таком графе будет 2п – |W| – 1, где |W| – мощность множе-
ства W. Размерность задачи о покрытии снижается еще и за счет того, что ребра, инцидентные 
вершинам из множества W, содержатся в одних и тех же бикликах. Поэтому согласно правилу 
редукции, применяемому при решении задачи о покрытии [13], достаточно вместо всех ребер, 
связывающих некоторую вершину из множества W с вершинами из множестваV \ W, учитывать 
только одно из этих ребер. Следует также заметить, что сложность задачи нахождения всех 
двухблочных покрытий выражается полиномом второй степени относительно количества по-
крывающих множеств. Поэтому перебор всех двухблочных покрытий не считается трудоемкой 
задачей. 
Демонстрация метода. Пусть для частичной булевой функции, представленной приведен-
ными ниже матрицами X и F, надо получить реализующую ее функцию, представимую выра-
жением g1(z1)  g2(z2), при минимуме суммы длин векторов z1 и z2. 
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Матрица G показывает возможные значения функций g1 и g2. Графы GХ и GF имеют общее 
множество вершин V = {v1, v2, …, v9}. Граф GХ является полным, а граф GF – полным двудоль-
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ным. Матрица G определяет множество вершин W = {v5, v6, v7, v8, v9}. В табл. 1, где строки 
и столбцы соответствуют вершинам графа GХ, даны множества переменных, приписанных реб-
рам графа GХ. 
 
Таблица 1 
Переменные, приписанные ребрам графа GХ 
v2 v3 v4 v5 v6 v7 v8 v9  
х1, х2, х5, 
х7 
х2, х3, х4 х1, х2, х5 х1, х3, х4, 
х5, х7 
х5 х4, х6 х1, х2, х3, 
х4, х5, х7 
х2, х4 v1 
 х1, х3, х4, 
х5, х7 
х7 х2, х3, х4 х1, х2, х7 х1, х2, х4, 
х5, х6, х7 
х3, х4 х1, х4, х5, х7 v2 
  х1, х3, х4, 
х5 
х1, х2, х5, 
х7 
х2, х3, х4, 
х5 
x2, х3, х6 х1, х5, х7 х3 v3 
   х2, х3, х4, 
х7 
х1, х2 x1, х2, х4 
х5, х6 
х3, х4, х7 х1, х4, х5 v4 
    х1, х3, х4, 
х7 
х1, х2, х5, 
х6, х7 
х2 х1, х2, х3, 
х5, х7 
v5 
     x5, х5, х6 x1, х2, х3, 
х4, х7 
х2, х4, х5 v6 
      х1, х2, х3, 
х5, х6, х7 
х2, х6 v7 
       x1, х3, х5, х7 v8 
 
Все максимальные полезные биклики графа GX  представлены в виде пар подмножеств вер-
шин вместе с соответствующими КНФ и ДНФ: 
 
{v1,v2,v3,v5,v6,v7,v8,v9}, {v4} – х7(х1х2) (х1х4х5) = х1 х7х2 х4 х7х2 х5 х7; 
{v1,v2,v3}, {v4,v5,v6,v7,v8,v9} – х3 х5 х7 (х4х6) (х2х4) = 
                                                    = х2х3 х4 х5 х7  х2 х3 х5 х6 х7  х3 х4 х5 х7; 
{v1,v2,v4,v5,v6,v7,v8,v9}, {v3} – х3(х1х5х7) = х1 х3 х3х5 х3х7; 
{v1,v2,v4}, {v3,v5,v6,v7,v8,v9} – х5(х2х4) (х4х6) (х1х2) (х3х4) = 
                                                    = х1х4 х5 х2 х3 х5 х6 х2 х4 х5; 
{v1,v2,v5,v6,v7,v8,v9}, {v3,v4} – х3 х7(х1х2) (х1х4х5) = 
                                                     = х1 х3 х7х2 х3 х4 х7х2 х3 х5 х7; 
{v1,v2}, {v3,v4,v5,v6,v7,v8,v9} – х5 х7(х2х4) (х4х6) (х3х4) = х2 х3 х5 х6 х7х4 х5 х7; 
{v1,v3,v4,v5,v6,v7,v8,v9}, {v2} – х7 (х3х4) = х3 х7х4 х7; 
{v1,v3,v4}, {v2,v5,v6,v7,v8,v9} – х3 х5 х7 (х4х6) (х2х4) (х1х2) = 
                                                    = х1 х3 х4 х5 х7 х2 х3 х5 х6 х7 х2 х3 х4 х5 х7; 
{v1,v3,v5,v6,v7,v8,v9}, {v2,v4} – (х1х2) (х3х4) (х1х4х5) = 
                                                    = х1 х3х1 х4х2 х4х2 х3 х5; 
{v1,v3}, {v2,v4,v5,v6,v7,v8,v9} – х3 х5 (х4х6) (х2х4) = х2 х3 х5х6  х3 х4х5; 
{v1,v4,v5,v6,v7,v8,v9}, {v2,v3} – х3 х7; 
{v1,v4}, {v2,v3,v5,v6,v7,v8,v9} – х5 х7 (х2х4) (х4х6) (х1х2) = 
                                                    = х1х4 х5 х7 х2 х4 х5 х7х2 х5 х6 х7; 
{v1,v5,v6,v7,v8,v9}, {v2,v3,v4} – х3(х1х2) (х1х5х7) (х1х4х5) = 
                                                    = х1 х3х1 х3 х4х2 х3 х4 х7х2 х3 х5; 
{v1}, {v2,v3,v4,v5,v6,v7,v8,v9} – х5 (х2х4) (х4х6) = х4 х5х2 х5 х6. 
 
Покрытия этими бикликами ребер графа GF приведены в табл. 2. Как уже отмечалось, доста-
точно вместо всех ребер, связывающих какую-либо вершину из множества W с вершинами из 
множества V \ W, учитывать только одно из этих ребер. 
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Таблица 2 
Биклики v1v5 v2v5 v3v5 v4v5 Вес 
{v1,v2,v3,v5,v6,v7,v8,v9}, {v4}    1 2 
{v1,v2,v3}, {v4,v5,v6,v7,v8,v9} 1 1 1  4 
{v1,v2,v4,v5,v6,v7,v8,v9}, {v3}   1  2 
{v1,v2,v4}, {v3,v5,v6,v7,v8,v9} 1 1  1 3 
{v1,v2,v5,v6,v7,v8,v9}, {v3,v4}   1 1 3 
{v1,v2}, {v3,v4,v5,v6,v7,v8,v9} 1 1   3 
{v1,v3,v4,v5,v6,v7,v8,v9}, {v2}  1   2 
{v1,v3,v4}, {v2,v5,v6,v7,v8,v9} 1  1 1 4 
{v1,v3,v5,v6,v7,v8,v9}, {v2,v4}  1  1 2 
{v1,v3}, {v2,v4,v5,v6,v7,v8,v9} 1  1  3 
{v1,v4,v5,v6,v7,v8,v9}, {v2,v3}  1 1  2 
{v1,v4}, {v2,v3,v5,v6,v7,v8,v9} 1   1 4 
{v1,v5,v6,v7,v8,v9}, {v2,v3,v4}  1 1 1 2 
{v1}, {v2,v3,v4,v5,v6,v7,v8,v9} 1    2 
 
Одним из покрытий, приводящих к решению задачи, является покрытие, содержащее 
биклику {v1,v5,v6,v7,v8,v9}, {v2,v3,v4} с элементарной конъюнкцией наименьшего ранга х1 х3 и 
биклику {v1}, {v2,v3,v4,v5,v6,v7,v8,v9} с конъюнкцией х4 х5. 
Искомую суперпозицию (вид функции  задан) представляют матрицы 
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Получен результат разделительной бидекомпозиции, представимый следующими формула-
ми (переменные х2, х6 и х7 оказались несущественными аргументами): 
 
g1 = х1 х3,     g2 = х4х5,     у = g1g2. 
 
Если для функции из рассмотренного примера нужно получить результат бидекомпозиции 
с функцией, выражаемой операцией «стрелка Пирса» (отрицание дизъюнкции), т. е. у = g1  g2 = 
= 21 gg  , то исходное задание имеет вид 
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Здесь матрица G определяет множество вершин W = {v1, v2, v3, v4}. Граф GХ обладает следу-
ющим множеством полезных биклик: 
 
{v1,v2,v3,v4,v5,v6,v7,v8}, {v9} – х3 (х2х4) (х1х4х5) (х2х6) = 
             = х1 х2 х3  х2 х3 х4  х2 х3 х5  х3 х4 х6; 
{v1,v2,v3,v4,v5,v6,v7,v9}, {v8} – х2 (х3  х4) (х1 х5  х7) = 
              = х1 х2 х3  х1 х2 х4 х2 х3 х5  х2 х3 х7  х2 х4 х5  х2 х4 х7; 
{v1,v2,v3,v4,v5,v6,v7}, {v8,v9} – х2 х3 (х1  х5  х7) (х1  х4  х5) = 
              = х1 х2 х3  х2 х3 х4 х7  х2 х3 х5; 
{v1,v2,v3,v4,v5,v6,v8,v9}, {v7} – (х4  х6) (х2  х6) (x1  х3  х5  х6  х7) = 
              = x1 х2 х4  х2 х3 х4  х2 х4 х5  х6  х2 х4 х7; 
{v1,v2,v3,v4,v5,v6,v8}, {v7,v9} – х3 (х4  х6) (х2  х4) (х1  х4  х5) = 
              = х1 х2 х3 х6  х3 х4  х2 х3 х5 х6; 
{v1,v2,v3,v4,v5,v6,v9}, {v7,v8} – х2 (х4  х6) (х1  х5  х7) (х3  х4) = 
              = х1 х2 х3 х6  х1 х2 х4  х2 х3 х5 х6  х2 х3 х6 х7  х2 х4 х5  х2 х4 х7; 
{v1,v2,v3,v4,v5,v6}, {v7,v8,v9} – х2 х3 (х4  х6) (х1  х5  х7) (х1  х4  х5) = 
              = х1 х2 х3 х4  х1 х2 х3 х6  х2 х3 х4 х5  х2 х3 х4 х7  х2 х3 х5 х6 х2 х3 х6 х7; 
{v1,v2,v3,v4,v5,v7,v8,v9}, {v6} – х5 (х1  х2) (х1  х3  х4  х7) = 
              = х1 х5  х2 х3 х5  х2 х4 х5  х2 х5 х7; 
{v1,v2,v3,v4,v5,v7,v8}, {v6,v9} – х3 х5 (х1  х2) (х2  х4) (х2  х6) = х2 х3 х5  х1 х3 х4 х5 х6; 
{v1,v2,v3,v4,v5,v7,v9}, {v6,v8} – х2 х5 (х3  х4) = х2 х3 х5  х2 х4 х5; 
{v1,v2,v3,v4,v5,v7}, {v6,v8,v9} – х2 х3 х5; 
{v1,v2,v3,v4,v5,v8,v9}, {v6,v7} – х5 (х1  х2) (х1  х3  х4  х7) (х4  х6) (х2  х6) = 
              = х1 х5 х6  х2 х3 х5 х6  х2 х4 х5  х2 х5 х6 х7; 
{v1,v2,v3,v4,v5,v8}, {v6,v7,v9} – х3 х5 (х1  х2) (х4  х6) (х2  х4) = 
              = х1 х3 х4 х5  х2 х3 х4 х5  х2 х3 х5 х6; 
{v1,v2,v3,v4,v5,v9}, {v6,v7,v8} – х2 х5 (х3  х4) (х4  х6) = х2 х4  х5  х2 х3 х5 х6; 
{v1,v2,v3,v4,v5}, {v6,v7,v8,v9} – х2 х3 х5 (х4  х6) = х2 х3 х4 х5  х2 х3 х5 х6; 
{v1,v2,v3,v4,v6,v7,v8,v9}, {v5} – х2 (х1  х3  х4  х7) (x1  х3  х5  х6  х7) = 
              = х1 х2  х2 х3  х2 х4 х5  х2 х4 х6  х2 х7; 
{v1,v2,v3,v4,v6,v7,v8}, {v5,v9} – х2 х3 (х1  х4  х5) = х1 х2 х3  х2 х3 х4  х2 х3 х5; 
{v1,v2,v3,v4,v6,v7,v9}, {v5,v8} – (х3  х4) (х1  х5  х7) (x1  х3  х5  х6  х7) = 
              = х1 х3  х1 х4  х3 х5  х3 х7  х4 х5  х4 х7; 
{v1,v2,v3,v4,v6,v7}, {v5,v8,v9} – х3 (х1  х5  х7) (х2  х4) (х1  х4  х5) (х2  х6) = 
              = х1 х2 х3  х1 х3 х4 х6  х2 х3 х4 х7  х2 х3 х5  х3 х4 х5 х6  х3 х4 х6 х7; 
{v1,v2,v3,v4,v6,v8,v9}, {v5,v7} – х2 (х1  х3  х4  х7) (х4  х6) = 
              = х1 х2 х6  х2 х3 х6  х2 х4  х2 х6 х7; 
{v1,v2,v3,v4,v6,v8}, {v5,v7,v9} – х2 х3 (х4  х6) (х1  х4  х5) = 
              = х1 х2 х3 х6  х2 х3 х4  х2 х3 х5 х6; 
{v1,v2,v3,v4,v6,v9}, {v5,v7,v8} – (х3  х4) (х1  х5  х7) (х4  х6) (х2  х6) = 
              = х1 х2 х4  х1 х3 х6  х1 х4 х6  х2 х4 х5  х2 х4 х7  х3 х5 х6  х3 х6 х7  х4 х5 х6  х4 х6 х7; 
{v1,v2,v3,v4,v6}, {v5,v7,v8,v9} – х3 (х1  х5  х7) (х4  х6) (х2  х4) (х1  х4  х5) = 
              = х1 х2 х3 х6 х1 х3 х4 х3 х4 х5  х3 х4 х7  х2 х3 х5 х6; 
{v1,v2,v3,v4,v7,v8,v9}, {v5,v6} – х2 х5; 
{v1,v2,v3,v4,v7,v8}, {v5,v6,v9} – х2 х3 х5; 
{v1,v2,v3,v4,v7,v9}, {v5,v6,v8} – х5 (х3  х4) (х1  х2) = х1 х3 х5  х1 х4 х5  х2 х3 х5  х2 х4 х5; 
{v1,v2,v3,v4,v7}, {v5,v6,v8,v9} – х3 х5 (х1  х2) (х2  х4) (х2  х6) = х2 х3 х5  х1 х3 х4 х5 х6; 
{v1,v2,v3,v4,v8,v9}, {v5,v6,v7} – х2 х5 (х4  х6) = х2 х4 х5  х2 х5 х6; 
{v1,v2,v3,v4,v8}, {v5,v6,v7,v9} – х2  х3 х5 (х4  х6) = х2 х3 х4 х5  х2 х3 х5 х6; 
{v1,v2,v3,v4,v9}, {v5,v6,v7,v8} – х5 (х3  х4) (х1  х2) (х4  х6) (х2  х6) = 
             = х1 х3 х5 х6  х1 х4 х5 х6  х2  х3 х5 х6  х2 х4 х5. 
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При нахождении двухблочного покрытия уместно применить следующее правило редукции: 
если i-я строка таблицы покрытия имеет единицы везде, где имеет единицы j-я строка, а вес j-й 
строки не меньше веса i-й строки, то j-ю строку можно исключить из рассмотрения. После со-
кращения таблицы покрытия согласно этому правилу она принимает вид табл. 3. 
 
Таблица 3 
Биклики v1v5 v1v6 v1v7 v1v8 v1v9 Вес 
{v1,v2,v3,v4,v5,v6,v8,v9}, {v7}   1   1 
{v1,v2,v3,v4,v5,v6,v8}, {v7,v9}   1  1 2 
{v1,v2,v3,v4,v5,v6,v9}, {v7,v8}   1 1  3 
{v1,v2,v3,v4,v5,v6}, {v7,v8,v9}   1 1 1 4 
{v1,v2,v3,v4,v5,v7,v8,v9}, {v6}  1    2 
{v1,v2,v3,v4,v5,v7}, {v6,v8,v9}  1  1 1 3 
{v1,v2,v3,v4,v5,v9}, {v6,v7,v8}  1 1 1  3 
{v1,v2,v3,v4,v5}, {v6,v7,v8,v9}  1 1 1 1 4 
{v1,v2,v3,v4,v6,v7,v9}, {v5,v8} 1   1  2 
{v1,v2,v3,v4,v6,v7}, {v5,v8,v9} 1   1 1 3 
{v1,v2,v3,v4,v6,v8,v9}, {v5,v7} 1  1   2 
{v1,v2,v3,v4,v6}, {v5,v7,v8,v9} 1  1 1 1 3 
{v1,v2,v3,v4,v7,v8,v9}, {v5,v6} 1 1    2 
{v1,v2,v3,v4,v7}, {v5,v6,v8,v9} 1 1  1 1 3 
{v1,v2,v3,v4,v8}, {v5,v6,v7,v9} 1 1 1  1 4 
{v1,v2,v3,v4,v9}, {v5,v6,v7,v8} 1 1 1 1  3 
 
Среди полезных покрытий можно выбрать покрытие, состоящее из биклик {v1,v2,v3, 
v4,v7,v8,v9}, {v5,v6} и {v1,v2,v3,v4,v6}, {v5,v7,v8,v9} и дающее наиболее простые формулы. У пер-
вой из них соответствующая ДНФ имеет только одну элементарную конъюнкцию – х2х5. Вто-
рой биклике соответствует ДНФ х1 х2 х3 х6  х1 х3 х4  х3 х4 х5  х3 х4 х7  х2 х3 х5 х6, имеющая три 
элементарные конъюнкции минимального ранга 3. Таким образом, это покрытие дает следую-
щие решения: 
 
X1 = 
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Данные решения выражаются формулами, две из которых представляют разделительные 
бидекомпозиции: 
 
у = g1  g2,   где g1 = х2 х5,   g2 = х4 (х1  х3),  или   g2 = х4 (х3  х5),   или   g2 = х4 (х3 х7). 
 
Заключение. Описанный метод бидекомпозиции отличается от многих известных методов 
прежде всего тем, что не требует задания разбиения множества аргументов исходной функции. 
Метод не всегда может быть реализован на задачах практической размерности ввиду трудоем-
кости выполнения первых двух этапов описанного процесса. Однако по сравнению с общим 
методом параллельной декомпозиции, для которого бидекомпозицию можно считать частным 
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случаем, есть возможность значительно сократить размерность задачи, учитывая особенности 
этого частного случая. Число полезных биклик сокращается в 2|W| раза, где W – множество вер-
шин, которые всегда содержатся в одной и той же доле любой из этих биклик. Кроме того, при 
решении задачи о покрытии значительно сокращается число покрываемых ребер, а само по-
крытие должно содержать ровно две биклики. Поиск двухблочных покрытий является, очевид-
но, задачей полиномиальной сложности. Описанный метод показывает направление поиска 
решения, что может быть использовано при разработке эвристических методов. 
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