This paper presents a method to calculate photon-measurement density functions 1PMDF's2, which were introduced in Part 1 3Appl. Opt. 34, 7395-7409 119952, for near-infrared imaging and spectroscopy in complex and inhomogeneous objects through the use of a finite-element model. PMDF's map the sensitivity of a measurement on the surface of an object to the perturbations of the optical parameters within the object. Data are presented for homogeneous and layered circular objects and for a complex two-dimensional model of a head. In particular the influence of the optical parameters on the shape of the PMDF and the distortions caused by boundary layers and complex inhomogeneties are investigated.
Introduction
When one models light transport in tissue it is convenient to think of a forward problem as a mapping F M 3p4:X p = Y M from a space X p of parameters into a space Y M of measurements. Then a quantity of considerable interest is the derivative of this mapping: J M 3p4:X p = 1Y M 3 X p 2. In a previous paper, 1 hereafter referred to as part 1, various possible representations of the forward mapping and its derivative, which were termed the photon-measurement density functions 1PMDF's2, were defined. Through the use of the inhomogeneous lossy-diffusion equation, analytic forms for the PMDF's in various simple geometries and for homogeneous parameters were able to be derived. In this paper we give the equivalent formulation in terms of a finite-element method 1FEM2 that allows one to calculate PMDF's in arbitrarily complex and inhomogeneous geometries. This method represents a considerable advance over previously reported results and provides a deep insight to the information content of measurements of photons transilluminated through tissue.
The theory of PMDF's was covered in depth in part 1 and is not repeated here. Instead we concentrate on its implementation under the FEM. Because a rigorous derivation of the principle behind the application of the FEM to the solution of the forward mapping F M 3p4 has already been reported, 2 we give only a brief summary of this matter in Section 2. In Section 3 we derive the FEM implementation of the derivative of the forward mapping 1i.e., the Jacobian of the transformation2. Section 4 contains a brief description of the FEM meshes used for the simulations, and the results for various geometries and measurement types are presented in Section 5. The findings are discussed in Section 6. The possible consequences of the results for imaging and a comparison with the analytical data from part 1 are presented in Section 7.
Finite-Element Method
In the FEM the domain V is partitioned into L nonoverlapping elements t i 1i 5 1, . . . , L2, such that V 5 < i51 L t i , joined at D vertex nodes, N i , i 5 1, . . . , D. The solution F to Eq. 132 in part 1 is approximated by a piecewise polynomial and continuous function as where h is a finite dimensional subspace spanned by basis functions u i , i 5 1, . . . , D. The problem now is to find the nodal solution vector F i 1t2 1i 5 1, . . . , D2 from which the solution everywhere can be derived by the interpolation rule 112. The simplest choice is a piecewise linear basis in which the nodal values are defined by u i 1N j 2 5 d i j 1i, j 5 1, . . . , D2. Through the use of a Galerkin method, the equivalent problem can be expressed in matrix notation 2 in the temporal domain as
or in the Fourier domain as
where
The D 3 D matrices K, C, and B are sparse because they will have nonzero entries only when N i and N j are vertices of the same element. Note that we will distinguish between the D int internal nodes of the mesh, and the D ≠ boundary nodes, with
A. Source and Measurement Placement
There are a number of ways that source conditions can be specified. 3 We assume, as in part 1, that sources are introduced at one of a set of sites on ≠V 1z 1 , z 2 , . . . , z S 2. We want to derive the photon density at node i that is due to a weighted combination of these sources. We represent this density at node i as
where Z is a D 3 S matrix representation of the operator that takes an input flux and creates the isotropic-source distribution. We consider the standard model, in which each source is placed at a depth 1@µ8 s from the boundary, locating it inside a node t j and creating entries Z ja , Z jb , and Z jc where a, b, and c are the nodes of t j , as illustrated in Fig. 11a2 . Similarly, the flux G1j, t2 is obtained at a set of sites 1j 1 , j 2 , . . . , j j , . . . , j M 2 by means of an M 3 D differential operator matrix P whose entries are the derivatives of shape functions:
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Note from Fig. 1 the asymmetry of the source and measurement boundary operators, which has implications for the consideration of reciprocity 1see Section 3.A.2. For the simplest boundary condition, where F 5 0 on ≠V, the contributions at nodes a8 and c8 are zero, but for general boundary conditions there are contributions from all nodes.
B. Measurement Operators
To find the general behavior of F1t2 as a function of time it is standard practice to use a finite-difference method to integrate Eq. 122. 4 If F n is the solution at time step n, then
where u is a parameter used to control the finitedifference method that averages the values at F n and F n11 to an intermediate position; we have used the Crank-Nicholson scheme of u 5 1@2. 2 The matrices are constant throughout the finite-difference procedure.
Integrated Intensity
We may derive the integrated intensity E directly by using 5= · k= 2 g6F1r2 5 2q 0 r. 192
Following the above derivation we obtain
where K and C have the same meaning as before and F and Q now no longer have a time variation.
Moments
To avoid the finite-differencing step, which is the bottleneck in FEM calculations, we make use of the results from part 1, Eq. 1392, to compute the moments directly. Differentiating Eq. 132 with respect to v Fig. 1 . Contribution of the nodes to 1a2 the source determination, and 1b2 the source measurement: a, b, c, a8, b8, and c8 represent the nodes.
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Now if Q is a d function in time, then its Fourier transform is a constant, and the right-hand side of Eq. 1112 is zero. Evaluating now at v 5 0, we find that
and therefore
Thus an iterative procedure for finding the set 5F 7t8 , F Note that to obtain the measured moment requires the application of P to F 1T n 2 before normalization in step 142, i.e., 7t n 8 1G2 5 PF 1T n 2 @PF 5 PF 1T n 2 @E.
C. Perturbation Approach
As in part 1, we consider a perturbation 5 that comprises three factors: g = g 1 a, k = k 1 n, F = F 1 h. In the FEM framework, and restricting ourselves to the Fourier domain, we find 3K1k 1 n2 1 C1g 1 a2 1 ivB43F 1v2 1 ĥ 1v24 5 Q 1v2.
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Subtracting Eq. 132 and leaving out second-order terms yield
which in the temporal domain becomes
Jacobian in the FEM Framework
As in part 1, we begin by considering the Fourierdomain case because it serves as a generator for all other cases. In the finite-element formulation, 1K 1 C 1 ivB2 plays the role of the forward operator F1v2, and G1v2 5 1K 1 C 1 ivB2 21 , the inverse of the system-stiffness matrix, plays the role of Green's function 1note that, strictly, Green's functions are not admissible in the space of solutions spanned by the FEM basis2. To build the Jacobian we could explicitly perturb regions of the mesh and then take the limit as the perturbation went to zero. For example, we could define the intensity Jacobian on an element basis as an 1S 3 M2 3 L matrix in the way shown in Fig. 2 . 1Note that in Ref. 6 we considered a pixel basis by grouping elements.2 A more efficient scheme can be derived if a reciprocity principle is considered.
A. Reciprocity
To calculate the expressions that are products of the Green's functions we make use of a reciprocity theorem. Reciprocity can be derived analytically from the radiative transfer equation, 7,8 but here we restrict ourselves to just the FEM approach. Consider the simplest model: the Dirichlet boundary condition F 5 0 on ≠V and an isotropic source at some position internal to V. We represent this situation as a matrix equation:
where the subscript int refers to only the internal nodes that are present. Modifying Eq. 162 yields
and the rows of P as vectors
Repeat, for each source, z i , where i 5 1 = S. 0 = Solve Eqs. 132 to obtain F 1i2 . 0 = Repeat, for each element, t j , when j 5 1 = L. 0 = Set the perturbation dp 5 Ep j . 0 = Repeat the boxed operations: 0 =
x Add dp to element t j , x Solve Eq. 132 to obtain F 1i2 8, x Set h 5 1F 1i2 8 2 F 1i2 2@ 0 dp 0, x DG 5 ph, x Scale down dp,
where m 5 1 = M, the boxed operations below: Consider the case for which Q is 1 at node i and is zero elsewhere; clearly F becomes just the ith column of G int . Further consider taking the jth measurement from G. We can state that
Now consider the reciprocal situation. We want to derive the photon density at node i that results from a source at position j j . From Eq. 152 we have
Clearly we can now define
Because G int is symmetric and because a scalar product is a symmetric tensor of rank 0, we can state that
For F i 1 j2 and G j 1i2 to be equivalent requires that Z 5 P T . Clearly this is not the case for a standard Dirichlet source, but we can, for computational purposes, introduce a new adjoint source by the operation of P T on G. We can thus state our reciprocity principle:
The measurement of flux at j j that is due to an isotropic source at r i is equal to the measurement of the photon density at r i that is attributable to a source at j j , provided that the source is created by the application of the adjoint measurement operator P T .
The implication of this result is highly significant for the calculation of PMDF's. Instead of performing the FEM solution process L times and retaining only the measurement at j, we perform just one FEM solution: that which is due to an adjoint source at j. Note that the nodes determined by the adjoint source are precisely those labeled a8, b8, and c8 in Fig. 11b2 , as opposed to nodes a, b, and c in Fig. 11a2 .
B. Fourier Domain
Let F 1i2 1v2 be the solution vector in the mesh for a source at position z i and let F Adj 1 j2 1v2 be the solution vector in the mesh for an adjoint source at position j j . Then the reciprocity theorem states that
For ease of notation we denote
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For the diffusion kernel we have
To get J 1G2 1t2 as a function of time would require the explicit Fourier transform of F 1v2 3 F 1v2, and this, in turn, would require the sampling of J 1G2 1v2 at a large number of frequencies. Alternatively we could compute F1t2 and the adjoint density as a function of time and convolve the two. Either of these approaches would be computationally intensive; thus we restrict ourselves to the consideration of moments, as defined in part 1, Subsection 4.C.
D. Integrated Intensity
The integrated-intensity Jacobians are simply the Fourier domain results at frequency zero, i.e.,
For the Jacobian we have
Again, as demonstrated in part 1, the Jacobians for phase simply require the computation of
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Mesh Generation
The advantage of the FEM model over analytical approaches is its versatility and its applicability to complex geometries. We demonstrate this aspect by calculating the PMDF's for three different types of objects: homogeneous circles, layered circles for which the optical parameters are different in each layer, and a model of a human head generated from a magnetic resonance imaging 1MRI2 head scan. Be-cause of limitations in computing resources all simulations are performed in two dimensions. The FEM mesh used for both the homogeneous and the layered circular object consists of 3350 nodes and 6512 triangular elements 1see Fig. 32 . This geometry has been described and extensively tested previously. 2 To create a two-dimensional 12D2 mesh based on an image obtained from a MRI image of the head, an automated mesh-generation routine has been developed, based on an adaptive mesh generation method, 9 and has been extended to take into account the internal boundaries of tissue types. First an edgedetection routine is applied to the image to calculate the outline of the head and all internal structures of interest as a series of closed polygons. The generation algorithm then proceeds by filling each area with triangular elements, starting from the polygonal boundaries. The absorption µ a and scattering µ s coefficients of the mesh elements are then set to the values that are appropriate for the identified tissue type. The mesh used here is shown in Fig. 4 .
Results

A. Homogeneous Circle
A homogeneous object is best suited to the investigation of the general effects of absorption and scattering properties on the shape of the sampling area for a given optode spacing. The radius of the mesh for this simulation is set to r 5 40 cm. Figure 5 shows the absorption PMDF's J a 1G2 and Fig. 6 the diffusion PMDF's J n
1G2
, for three different measurement types 1E, 7t8, and 7t 4 82, two different source-detector separations 190°and 180°2, and two different absorption parameters 1µ a 5 0.01 mm 21 and µ a 5 0.04 mm 21 2. The parameters used for the individual images in each figure are listed in Table 1 The results for the homogeneous case can be summarized in the following points:
c In all cases J 1E2 has maxima close to the source and detector positions and falls off toward the interior of the object, where J 17t82 has maxima deeper inside the object and falls off less steeply toward the interior. c There are only small differences between J 17t82 and J 17t 4 82 .
c The extrema close to the source and detector locations are far more pronounced for J n than for J a .
c J a 1E2 is positive everywhere, whereas J a 17t82 and J a 17t 4 82
contain shallow negative regions flanking the dominant positive area. Away from the source and the detector, J n 1E2 is negative, whereas J n 17t82 and J n 17t 4 82 are positive. Close to the source and detector positions the behavior of J n becomes highly oscillatory, with sharp maxima and minima terminating in a discontinuity at the source-detector position.
c An increase in µ a leads to a reduction in the widths of both J a and J n , for all measurement types, as predicted in part 1.
To confirm the last point and to extent it to variations of µ s , cross sections through J a
1E2
, J a 17t82 , J n
, and J n 17t82 are calculated for a source-detector separation of 90°1 source at 0°, detector at 90°2 along the 45°radial for different values of µ a and µ s . Figure 7 shows these cross sections for different absorption coefficients, with µ s 5 2.0 mm 21 , together with the mean depth and the full width at half-maximum 1FWHM2 of J as functions of µ a . Figure 8 shows these cross sections for different values of µ s , with µ a 5 0.02 mm 21 . All curves are normalized to a maximum of 1. We find that variations of µ a and µ s have a remarkably similar effect on the shape of the PMDF, with differences showing up for only very small values 1i.e., of the order of µ a 5 0.005 mm 21 and µ s 5 0.5 mm 21 2. Note the change of sign in the cross sections of J n 1E2 and J n 17t82 and in the local minimum of J a 17t82 appearing at high µ a or µ s . The position of the minimum coincides with the direct line of sight between the source and the detector. It is consistent with previous studies 6 in which we demonstrated the possibility of Fig. 5 . J a for a homogeneous circle 1see Table 1 for parameters2. Fig. 6 . J n for a homogeneous circle 1see Table 1 for parameters2. local minima in the perturbation of mean time measurements along the direct line of sight. The penetration depth is highest for J a 17t82 and lowest for J n
17t82
. Both the widths and the depths of penetration decrease for increasing µ a or µ s with an approximately exponential behavior.
B. Layered Circle
One of the strengths of the FEM approach is its ability to simulate inhomogeneous objects. This is demonstrated by the generation of PMDF's for a circle consisting of three layers, each with different values for µ a and µ s . This model can be seen as a simplistic approximation of a cross section of a human head, where the outer layer corresponds to the skin and skull, the midlayer to the gray brain matter, and the central region to the white brain matter. Transillumination of the brain is one of the main applications of near-infrared 1NIR2 spectroscopy, and the knowledge of light distribution within the head is of importance to quantify the measurements. We employ two different FEM models, one of a radius of 80 mm to simulate an adult-sized head, and one of a radius of 40 mm to simulate the head size of a neonate. The skin and skull layer and the graymatter layer each have a thickness of 10 mm for the adult and 5 mm for the neonatal model. The optical parameters of each layer, which differ for both models, 10 are given in Table 2 .
Figures 9 and 10 contain images of J a and J n , Fig. 7 . Cross sections through normalized PMDF's for a homogeneous circle along the 45°radial at an optode spacing of 90°as functions of
, 1d2 J n 17t82 , 1e2 mean penetration depth, and 1f2 width of the PMDF as a function of µ a .
respectively, for both the adult and the neonatal parameter sets and for measurement types E, 7t8 and 7t 4 8. Table 3 lists the parameters for each of the images. We find that the PMDF for the layered case is distorted in comparison with the homogeneous case and is significantly different between the two parameter sets. For an optode spacing of 90°, the PMDF's for the adult model are shifted toward the surface, falling entirely within the outer and middle layers, and having no contribution from the central layer. This is due to the high scattering properties of the central region. For the neonatal mode, the effect is less pronounced as a result of both reduced scattering and the smaller size.
In Fig. 11 cross sections of the PMDF's along the 45°radial for an optode spacing of 90°are plotted similar to the homogeneous case. To permit a comparison of both models we give the radial distances in units of the mesh radius. As expected, the probing depth of the PMDF is smaller than in the homogeneous case, particularly in the adult model. In practice, this difference means that a transillumination of the inner regions of the head will be much more difficult to achieve in an adult than in a neonate. This result has implications not only for imaging, but also for spectroscopic applications of NIR. Note that for actual head measurements the optode spacing is limited to approximately 5 cm because of attenuation losses. For such small separations, the penetration depth will be even smaller.
C. Head Models
The optical parameters used for the white and gray brain matter, 10 the bone, 11 and the skin tissue 12 in the adaptive head mesh are listed in Table 4 . Two different meshes, one representing an adult and one a neonatal head, are used for the simulation. The sagittal diameter of the adult head mesh is 18 cm across; it is 10 cm for the neonatal head. Apart from the size difference, both models also differ in scattering coefficients of the gray and white brain matter, with substantially higher values obtained for the adult brain. The neonatal model has not been generated from a separate MRI scan but is simply a scaled-down version of the adult model, which makes a direct comparison of both models easier. Note that the model is not said to calculate light propagation in a head accurately for the following reasons:
c It is restricted to 2D images. c It contains an uncertainty in the actual optical parameters. Although the simulation presented here may not reflect the true light transmission in the head, the results still show some of the effects one may encoun- Fig. 9 . J a for a layered circle 1see Table 2 for parameters2. Fig. 10 . J n for a layered circle 1see Table 2 for parameters2. ter when transilluminating large and inhomogeneous regions of tissue. Figure 12 shows images of J a and Fig. 13 of J n for the adult model 1rows 1 and 32 and the neonatal model 1rows 2 and 42 at two different source-detector separations and for three different measurement types 1E, 7t8, and 7t 4 8 in columns 1, 2, and 3, respectively2. For ease of comparison, the images from the adult and neonatal models have been scaled to match in size.
First considering the adult model, we find that at small optode spacings both J a and J n are confined to a region close to the boundary of the object. As with the circular models, J n
1E2
, and to a lesser extent, J a
, have extrema close to the optode locations, whereas the PMDF is more evenly distributed for 7t8 and 7t 4 8. Note also the distinct bipolarity of the PMDF for 7t8 and 7t 4 8, with a negative region of J a along the surface, and a positive region below. This situation is reversed for J n . At large optode spacings, the PMDF probes deeper regions in the adult head and becomes highly complex, with strong local extrema, owing to the large variations in optical properties between the white and gray brain tissues. The separation of J a 17t82 and J a 17t 4 82 into a positive lobe along the direct line of sight between the source and the detector and a negative lobe along the surface is even more pronounced than for small optode spacings. Again, the signs of the lobes are reversed for J n 17t82 and J n 17t 4 82
. The results affirm that, as a result of the attenuation limit of the optode spacing mentioned above, measurements are limited to regions close to the surface.
For the neonatal model, J a reaches deep regions even for small optode spacings, with the exception of J a (E2 with its sharp maxima at the optode sites. J a is also much smoother for the neonatal model because of the more uniform optical properties. The separation in the positive and negative regions for the higher moments nearly vanishes in the neonatal model. For J n , however, we get a strong localization close to the optode for all measurement types and even at large optode spacings. This result suggests that the distribution of diffusion PMDF's depends on the particular optical properties of the probed tissue Fig. 11 . Cross sections through normalized PMDF's for a layered circle along the 45°radial at an optode spacing of 90°. The radial distances are in fractions of the appropriate circle diameter 1see Table 3 for parameters2. even more than do the absorption PMDF's and that measurements of absorption perturbations will be much more straightforward. This directness should be evident in particular for the neonatal head, where large optode spacings and thus deep probing depths can be achieved.
Discussion
We find that the shape of the PMDF is markedly different for measurements of the integrated intensity and of the mean time of flight, with the latter generally reaching deeper into the tissue and having less pronounced maxima at the source and detector sites. These results indicate that mean-time data will be preferable for optical tomography and for spectroscopic applications that try to measure features of deep tissue layers. The difference between data for the mean time of flight and the higher moments is less pronounced. When comparing the sampling regions of absorption and diffusion perturbations, we find that diffusion PMDF's generally have strong extrema close below the source and detector positions. For the adult head the diffusion PMDF's are more unevenly distributed in the interior because of large variations in the scattering parameter. This result suggests that reconstructions of k will be considerably harder to achieve than reconstructions of µ a .
The sampling region depends significantly on inhomogeneities within the object. Especially in the head model, with its highly complex structure and distribution of optical properties, the PMDF becomes highly inhomogeneous. In particular, for the adult model, in which measurements are limited to small optode spacings, the probing region will be confined to the surface layers, reaching approximately as deep as the surface of the cortex. This finding is of great potential importance for NIR measurements of the 82 . The rows, from top to bottom, are as follows: Row 1: an adult parameter set with a small optode spacing; row 2: a neonatal parameter set with a small optode spacing; row 3: an adult parameter set with a large optode spacing; and row 4: a neonatal parameter set with a large optode spacing. See Table 3 for the optical parameters. Fig. 13 . J n for the head mesh. The measurement types and parameter sets are represents as in Fig. 12 , with the subscript n substituted for a.
head, as used for example for the measurement of the cerebral blood volume. For reconstruction, the results indicate that imaging of deep regions of the head may be limited to neonates. Moreover, the reconstruction of the absorption distribution is easier than for the scattering distribution because perturbations in deep regions contribute more strongly to the scattering distribution.
Conclusions
We have presented a method to determine photonmeasurement density functions 1PMDF's2 on the basis of a finite-element model for light propagation in tissue. The model can be applied to various measurement types, such as the integrated intensity, the mean time of flight, and higher moments, or to the phase shift of a modulated input signal. Both absorption and diffusion perturbations can be considered independently. We have used a homogeneous circular model, a layered circular model, and a complex head model derived from a MRI scan, to investigate the influence of the optical properties of the tissue and of inhomogeneities on the sampling region for different measurement types and source-detector separations.
The intention of this paper was to demonstrate the properties of PMDF's on complex geometries. Consequently a direct comparison with results of the analytical results presented in part I, which are limited to infinite and semi-infinite spaces and slabs, is difficult. Nevertheless, a qualitative agreement is found with both models predicting sharp extrema and a change of sign of the J n close to the source and detector positions and a deeper penetration depth of J a . The difference in the shapes of J a 17t82 may be attributed to differences in the optical parameters and optode spacing.
Our purpose has not been to produce results that directly model particular experimental situations but to demonstrate both the complexity of PMDF's in real situations and the power of the FEM to calculate them. Note in particular the extreme discrepancy between the real PMDF's and the approximations based on straight lines, which demonstrates the impossibility of the use of backprojection-style methods in image reconstruction. Even analytic bananas based on simple geometries are grossly inaccurate.
Therefore we anticipate that iterative FEM algorithms are the only possibility for image reconstruction.
