In recent years, substantial progress has been achieved in learning-based reconstruction of 3D objects. At the same time, generative models were proposed that can generate highly realistic images. However, despite this success in these closely related tasks, texture reconstruction of 3D objects has received little attention from the research community and state-of-the-art methods are either limited to comparably low resolution or constrained experimental setups. A major reason for these limitations is that common representations of texture are inefficient or hard to interface for modern deep learning techniques. In this paper, we propose Texture Fields, a novel texture representation which is based on regressing a continuous 3D function parameterized with a neural network. Our approach circumvents limiting factors like shape discretization and parameterization, as the proposed texture representation is independent of the shape representation of the 3D object. We show that Texture Fields are able to represent high frequency texture and naturally blend with modern deep learning techniques. Experimentally, we find that Texture Fields compare favorably to state-of-the-art methods for conditional texture reconstruction of 3D objects and enable learning of probabilistic generative models for texturing unseen 3D models. We believe that Texture Fields will become an important building block for the next generation of generative 3D models.
Introduction
3D reconstruction is one of the grand goals of computer vision. Recently, the vision community has witnessed impressive progress in reconstruction tasks like single image 3D reconstruction [6, 7, 9, 13, 23, 25, 43, 45] and generating 3D objects [4, 32, 46] using learning-based techniques which resolve ambiguities by incorporating prior knowledge. However, previous work on learning-based 3D reconstruction has mainly focused on the problem of reconstructing geometry. In contrast, texture reconstruction of 3D objects has received less attention from the community. Figure 1 : Texture Fields take a 3D shape and (optionally) a single 2D image of an object as input and learn a continuous function t θ which maps any 3D point p to a color value c, enabling the prediction of accurately textured 3D models.
Previous approaches for texture reconstruction from single images differ in how texture information is represented. Several recent works [39, 42] have proposed volumetric voxel representations for colored 3D reconstruction. Unfortunately, however, due to the computational cost of voxel representations, which grows cubically with the resolution, the voxelizations are limited to rather low resolutions (usually 32 3 or 64 3 ) and hence cannot represent high frequency details. An alternative representation of texture consists of a 2D texture atlas and a parameterized mesh using a UVmapping that maps a point on the shape manifold to a pixel in the texture atlas. However, current approaches based on mesh representations usually assume known topology and a predefined template mesh which limits these approaches to specific object categories such as birds [18] or faces [8, 36] . Predicting texture in the general case for arbitrary shapes without template mesh remains an unsolved problem.
Contributions:
The main limiting factor of the aforementioned methods is their texture representation which either does not allow for high resolution reconstruction or strongly relies on task-specific shape parameterizations, limiting generality of these methods. An ideal texture representation, in contrast, should be independent of the shape representations (voxels, point cloud, mesh, etc.) and be able to represent high frequency detail. Towards this goal, we propose Texture Fields as a novel representation of texture. Our key idea is to learn a continuous function for representing texture information in 3D space, see Fig. 1 . By parameterizing this function through a deep neural network we are able to integrate this representation into a deep learning pipeline for 3D texture reconstruction that can be trained end-to-end. 1 Our experiments on various 3D object categories demonstrate that Texture Fields are able to predict high frequency texture information from a single image. We combine our approach with a state-of-the-art 3D reconstruction method [25] , yielding a method which jointly reconstructs both the 3D shape and the texture of an object. Besides conditional experiments, we also extend our novel texture representation to the generative setting and show preliminary results for texture synthesis given a 3D shape model and a latent texture code. We conduct experiments on texture transfer between different objects as well as interpolations in the latent texture space which demonstrate that our generative model learns a useful representation of texture.
Related Work
We now briefly discuss the most related works on single image 3D reconstruction, generative image modeling using 3D knowledge and continuous representation learning.
Single Image Reconstruction
In recent years, 3D reconstruction of shapes from single images has made great progress [6, 7, 9, 13, 23, 25, 43, 45] . Voxels: Tulsiani et al. [42] proposed a voxel-based texture representation for learning colored 3D reconstruction based on ray consistency and multi-view supervision. More recently, Sun et al. [39] combined 2D-to-3D appearance flow estimation and voxel color regression for learning to reconstruct colored voxelizations in a supervised fashion. Unfortunately, however, voxel-based representations are severely limited in resolution due to computational and memory constraints. In contrast, our continuous approach does not require discretization and thus results in more details compared to voxel-based representations as we show in our experimental evaluation in Section 4.
Point Clouds:
In recent years, novel view synthesis [27, 31, 40, 48] has been used for reconstructing colored point clouds from single images. By combining novel view synthesis and depth estimation, the method proposed in [40] reprojects the predicted image into a colored point cloud. In [27] , point clouds are reconstructed from a set of novel views using multi-view stereo algorithms. Unfortunately, point-cloud based representations are sparse. While dense mesh representation can be extracted from point clouds, the 1 Also see [35] for concurrent work that proposes a similar idea. reconstructed shapes typically do not match the quality of state-of-the-art 3D reconstruction approaches and inferring the missing texture information requires additional postprocessing steps. In contrary, our approach allows for inferring appearance for any location in 3D space and can be used in combination with arbitrary shape representations.
Meshes: Mesh-based approaches rely on category-specific template models and rigid texture parameterizations [8, 18, 36] . In contrast, our reconstruction approach can represent texture for arbitrary meshes without requiring a UV texture map of a category-specific template model. Note that determining a proper UV-mapping for arbitrary mesh models is a non-trivial problem which is typically solved with various heuristics for atlas generation. The advantage of our approach is that we circumvent mesh parameterization by disentangling the texture from the shape representation.
Generative Models
Recent work has shown that image generation methods [3, 11, 19, 20, 24, 30, 47] can be improved by exploiting 3D knowledge about the generated shapes [1, 2, 49] . Alhaija et al. [2] propose a model which learns to translate intrinsic properties (depth, normals, material) into RGB images. Zhu et al. [49] learn to predict 3D geometry as well as texture information in 2D images by disentangling shape, texture and pose in an unsupervised setting. In contrast to those image-based approaches, we directly predict the texture for the entire object in 3D.
Continuous Representations
Recently, parameterized continuous functions gained popularity for 3D shape reconstruction. Several works [6, 17, 25, 28] proposed to formulate 3D reconstruction as learning a continuous occupancy function or a signeddistance field in 3D space, parameterized via a neural network. Furthermore, in [10] , a continuous function for color values was used for generating 2D images. In this work, we extend the concept of learning a representation in function space to reconstruct and generate texture information of 3D objects.
Method
This section describes the proposed Texture Field representation and demonstrates how it can be applied to conditional and unconditional texture synthesis tasks.
Texture Fields
Recent approaches to 3D reconstruction [6, 25, 28] represent 3D shapes as continuous functions of occupancy probability or surface distance. In contrast to point-, voxel-or mesh-based representations, these approaches do not rely on a fixed discretization and thus form an ideal basis for Figure 2 : Model Overview. Colored arrows show alternative pathways representing the Conditional, GAN and VAE model. The blue and red boxes denote trainable components of our model which are parameterized through neural networks, respectively. The 3D shape of the object is encoded into a fixed-length vector representation s. Additionally, we render a depth map D from a randomly chosen viewpoint and obtain the corresponding 3D points p i by unprojecting all N image pixels u i into 3D. The reconstruction loss minimizes the difference between the pixel colors predicted by the Texture Fieldĉ i = t θ (p i , s, z) and the ground truth pixel colors c i . For training a Conditional model, the latent variable z encodes information about the input image. In the unconditional case (i.e., for the GAN and VAE), z is sampled from a Gaussian distribution.
representing appearance information. We explore this idea by embedding surface texture as a continuous function in 3D space. In combination with state-of-the-art 3D reconstruction techniques this allows us to reconstruct a textured 3D model from a single 2D image.
Let t(·) denote a function which maps a 3D point p ∈ R 3 to a color value c ∈ R 3 hence representing texture information by means of a 3D vector field:
By parameterizing the function t as a neural network t θ with learnable parameters θ, we reduce the problem to a simple regression task. However, the problem of texture generation remains ill-posed without any further constraints. Thus, in order to inform t θ about the input shape of the object, we condition t θ on a shape embedding s ∈ S. This helps the Texture Field to guide its predictions towards the object surface and allows for exploiting contextual geometric information such as surface discontinuities which are often aligned with image edges. As input shape, we explore 3D CAD models as well as image-based 3D reconstructions using neural networks [25] in this paper. Unfortunately, even given the input 3D shape, there still exists a variety of plausible texture explanations. Consider cars, for instance, where the 3D geometry alone does neither determine the color, nor the exact shape of the windows or headlights. However, we may further constrain the task by providing information about the object appearance.
More specifically, we condition t θ on an additional 2D image taken from an arbitrary viewpoint. Note that an image provides only partial appearance information as it only depicts the object from a single perspective. Furthermore, we encode the image into a viewpoint-invariant global feature representation z ∈ Z. Thus, our approach does not assume the camera extrinsics wrt. the object to be known and therefore is able to texture untextured 3D shapes using images "in the wild". Importantly, the input image need not depict an object of the exact same shape as the 3D model. This would be a strong restriction in practice as often only an approximate shape can be retrieved from a single image.
In summary, we define a Texture Field as a mapping from 3D point p, shape embedding s and condition z to color c:
In the following, we will consider both the conditional case as well as the unconditional case. For the unconditional case, we exploit probabilistic generative networks [11, 22] , capturing ambiguity in a random latent code z.
Model: An overview over our Texture Field model is shown in Fig. 2 . Colored arrows indicate alternative pathways representing the Conditional, GAN and VAE model. Blue and red boxes denote the trainable components of our model which are parameterized by neural networks whose parameters are trained jointly. We now provide details on each of the components of our model.
Shape Encoder:
To inform the Texture Field t θ about the 3D shape of the object, we uniformly sample 3D points from the input shape (typically provided in form of a traingular mesh) and pass the resulting point cloud to a PointNet encoder [29] , adopting the network architecture of [25] . This results in a fixed-dimensional shape embedding s.
Image Encoder: For the conditional case (red arrows in Fig. 2 ), we additionally extract appearance information from an input image. More specifically, we encode the input image into a fixed-dimensional latent code z using a standard pre-trained residual network [14] with 18 layers.
Texture Field: Given the input shape s and the condition z, our proposed Texture Field model is able to predict a color value c i for any 3D point p i . Thus, it would be possible to directly color every point on the 3D mesh. Unfortunately, mesh-based appearance representations require additional UV-mappings for representing texture. We therefore train our texture model in 2D image space which provides a regular and hence efficient representation. 2 Towards this goal, we render depth maps D and corresponding color images X from arbitrary viewpoints using OpenGL. The color at pixel u i and depth d i is predicted aŝ
where i denotes the index for pixels with finite depth values i ∈ {1, . . . , N } and N refers to the number of foreground pixels in the image (i.e., pixels where the object is visible). Here, the camera intrinsics and extrinsics are denoted by K ∈ R 3×3 and (R ∈ R 3×3 , t ∈ R 3 ), respectively, and pixel u i is represented in homogeneous coordinates. For training our model, we compare the predicted colorĉ i to the color of the corresponding pixel c i in the rendered image X.
Training
This sections describes how we train our conditional and unconditional models. See Fig. 2 for a visual illustration.
Conditional Setting: In the conditional case, we input an embedding z of the input image to our network. 3 We train t θ (p, s, z) in a supervised setting by minimizing the 1 -loss between the predicted imageX and the rendered image X:
Here, B represents the mini-batch size. Each element of the mini batch represents an image with N b foreground pixels (i.e., pixels where the object is visible). Note that the shape encoding s b and the input encoding z b implicitly depend on the parameters of the shape and image encoder networks, respectively. We train the parameters of all three networks (shape encoder, image encoder, Texture Field) jointly.
Unconditional Generative Model:
In the unconditional setting we are only given the 3D shape as input but no additional information about the appearance of the object. As mentioned above, this is a highly ill-posed task with many valid explanations. We therefore utilize probabilistic generative models which capture the ambiguity in the output using a latent code z sampled from a Gaussian distribution (see green and blue models in Fig. 2 ). In particular, we adapt two recent deep latent variable models to our setting: a generative adversarial networks (GAN) [11] and a variational auto-encoder (VAE) [22] . Both models have been applied to a variety of image-based tasks in the past [11, 12, 19, 22, 30, 33] and are thus ideally suited in the context of our image-based loss formulation. Let us first consider adversarial training. The problem of learning a generative model for texture information given a 3D shape can be tackled using a conditional GAN [26] where the generator is conditioned on the 3D shape. The generator is represented as a Texture Field t θ : R 3 × S × Z → R 3 which maps the latent code z for every given 3D location p i conditioned on the shape embedding s to an RGB image:
As above, b denotes one element of the mini-batch and s b depends on the parameters of the shape encoder. We use a standard image-based discriminator D φ (X b |D b ) conditioned on the input depth image D by concatenating it with the input image. For training the model, we use a nonsaturating GAN loss with R 1 -regularization [24] .
An alternative method for learning a latent variable model is given by a conditional VAE (cVAE) [37] . Our cVAE model comprises an encoder network that maps color image X to mean µ and variance σ of an isotropic normal distributed random variable z which follows the distribution q φ (z|X, s). Our Texture Field model is used as decoder by predicting the color valueĉ i of each pixel u i for the corresponding 3D locations p i conditioned on the shape embedding s. Following [22, 33] , we minimize the variational lower bound
where KL refers to the Kullback-Leibler divergence, p 0 (z) = N (z|0, I) denotes the standard normal distribution, z b is a sample from the posterior distribution q φ (z|X b , s b ) and β is a trade-off parameter between the KL-divergence and the reconstruction loss [16] . Again, b denotes one element of the mini-batch and s b depends on the parameters of the shape distribution. In practice, we set β = 1. During training, we optimize L VAE using the reparameterization trick [22, 33] . At test time, we obtain new texture samples for the 3D object under consideration by sampling z from a standard normal distribution.
Implementation details
In all of our experiments, we implement the texture field t θ (·, s, z) using the fully connected ResNet [14] architecture from [25] , see supplementary for details. For the image encoder, we use a ResNet-18 architecture [14] , pretrained on ImageNet. For the shape encoder, we adopt the PointNet [29] architecture from [25] . The GAN discriminator and the VAE encoder are based on the discriminator from [24] . We train both our supervised model and our VAE model end-to-end using Adam [21] with learning rate 10 −4 . Our GAN is trained with alternating gradient descent using the RMSProp Optimizer [41] with the same learning rate.
Experimental Evaluation
We evaluate our approach in three different experiments. In the first part, we investigate the representation power of Texture Fields by analyzing how well the method can represent high frequency textures when trained on a single 3D object. In the second part, we apply our method to the challenging task of single view texture reconstruction in which we predict the full texture of 3D objects given only the 3D shape and a single view of this object. Moreover, we combine our method with a state-of-the-art shape reconstruction method [25] for full textured 3D reconstruction which also includes reconstructing the shape of the 3D object. In the last experiment, we explore if our representation can also be used in a generative setting where the goal is to produce a varied distribution of possible textures given only the shape of the 3D object without further input.
Baselines: Only few prior works have considered texture reconstruction in the general case without predefined template mesh or information about the camera view. Therefore, we construct a first simple baseline by mapping the input image onto the mesh by projecting all vertices into the input view to determine their color. While this simple baseline receives additional information about the camera of the input view, we believe it still serves as a good sanity check to see if our method is actually learning something useful and if it is able to correctly fill-in occluded regions. As a second baseline we consider a novel-view-synthesis (NVS) approach which uses the same image encoder as our approach, but applies a UNet architecture 4 [34] to transform a depth rendering of the object into an RGB image. While this approach can also generate novel views of the object under consideration, it requires additional (lossy) post-processing to generate a complete texture map of the object. In particular, there is no guarantee for this baseline that the newly generated views are consistent under viewpoint changes. Lastly, we consider Im2Avatar [39] as a baseline for full textured 3D reconstruction from single images. To the best of our knowlege, this method currently achieves the highest resolution (64 3 ) among all voxel-based 3D reconstruction methods which predict colors and produces state-of-the-art results. We use the official implementation 5 of Im2Avatar.
Dataset: Unless specified otherwise, we use the categories 'cars', 'chairs', 'airplanes', 'tables', 'benches', 'cabinets', 'sofas', 'lamps' and 'vessels' from the ShapeNet dataset [5] as these categories contain rich texture information while also providing a large variety of shapes. Note that all models in the dataset are axis-aligned. For our conditional experiments, we use the renderings provided by Choy et al. [7] as input. For training our models, we render 10 additional images and depth maps per object from random views in the upper hemisphere.
Metrics: For evaluation, we consider three different metrics in image space for random views of the objects. Firstly, to evaluate how well our method and the baselines capture the appearance distribution for a given object category, we use the Fréchet Inception Distance (FID) [15] . This is a common metric between distributions of images and widely used in the GAN literature [3, 15, 19, 20] . Moreover, to better estimate the distance between a predicted view and the ground truth on a per-instance basis, we measure the structure similarity image metric (SSIM) [44] . Since we found that SSIM mostly captures local properties of images, we additionally introduce a more global perceptual measure, which we call Feature-1 -metric. Similarly to FID, the Feature-1 -metric is computed by embedding both the image produced by the method under consideration and the ground truth view into feature space using an Inception network. The Feature-1 -metric then computes the mean absolute distance between the feature activations of the predicted and the ground truth image.
Representation Power
The goal of this experiment is to explore the representation power of our Texture Field model. This "overfitting" experiment helps to disentangle the quality of the image encoder from the Texture Field representation itself and provides an upper bound on the reconstruction quality that we can expect when applying Texture Fields to more difficult tasks. We train our method separately on 3D meshes of a cat and a human 6 , wrt. 512 2 px renderings from 500 views. Qualitative results are shown in Fig. 3 , comparing our model to a voxelization at a fixed resolution of 128 3 voxels. We observe that Texture Fields can represent highfrequency information while the voxel representation is inherently restricted to a Manhattan world of limited granularity. As we show in the supplementary material, Texture Fields can also represent textures of multiple object at once. These experiments validate that Texture Fields are a promising texture representation.
Single Image Texture Reconstruction
We now turn our attention to the challenging task of single-image texture reconstruction. Towards this goal, we conduct experiments for texture reconstruction given a 3D model together with a 2D image of the object from a random camera view. We train our method using the conditional setup described in Section 3.2. At test time we apply the trained model in three different settings. In the first setting, we use ground truth 3D shapes as input and apply our model to synthetic renderings of the object. In the second setting, we combine our method with a state-of-the art shape reconstruction approach [25] to obtain a full 3D reconstruction pipeline of both shape and textures. Finally, in 6 3D models from free3d.com and turbosquid.com. the third setting, we investigate if our model also transfers to real data. Here, we use images of real cars together with similar 3D shapes from the ShapeNet dataset.
GT Shapes: When using ground truth shapes, our model successfully learns to extract texture from just a single image of the object as illustrated in Fig. 4 . In particular, our model can complete parts of the texture that were not vis- Table 1 . While NVS achieves the best SSIM, our method performs best in terms of FID and Features-1 distance. This is consistent with the qualitative result in Fig. 4 , as SSIM is a local score whereas FID and the Features-1 distance are global scores that better capture visual similarity and realism.
Full Pipeline: In order to obtain a full single-view textured 3D reconstruction pipeline, we combine Texture Fields with Occupancy Networks [25] . For a fair comparison, we also combine the projection baseline and the NVS baseline with the output from [25] . Our qualitative results in Fig. 7 and Fig. 9 demonstrate that our approach is able to reconstruct 3D models with texture from just a single view of the model. In contrast to Im2Avatar 7 [39] , NVS and the projection baseline, we ob- 7 Unfortunately, Sun et al. provide training data only for a subset of our training data. We therefore train and evaluate Im2Avatar on the training and test split provided by Sun et al. As the test split provided by Sun et al. serve that our method achieves more consistent and realistic looking outputs. This is also reflected in the numerical results in Table 2 : while NVS and our method both obtain the best SSIM, our method achieves the best FID and Features-1 distances.
Real images: In Fig. 5 , we finally investigate whether our approach is also able to transfer texture information from real input images to ground truth CAD models. Towards this goal, we apply our approach to the images provided by [38] and [49] and select CAD models that are similar to the object shown in the input image. We observe that our model generalizes reasonably well to real data despite only being trained on synthetic data.
Unconditional Model
In this section, we conduct unconditional experiments to investigate if Texture Fields can also be applied in a purely generative manner where we only provide the shape of the object to the network, but not the 2D image. Towards this goal, we train both, the VAE and the GAN model, on the "cars" category. During training, we provide both target images and depth maps but no input views to the network. During testing, we sample the latent code z from a standard normal distribution to obtain random texture samples for the given 3D object.
Random samples for the GAN and the VAE model are shown in Fig. 8 . While our unconditional models successfully generate realistic textures, both the VAE and GAN samples contain artifacts similar to those present when applying VAEs and GANs to the image domain. For example, the samples of the VAE model are globally consistent but slightly blurry. In contrast, the samples for the GAN model are sharper but contain artifacts. In the future, we would like to explore combinations of VAEs and GANs and more and our test split are disjoint for the "chairs" and "tables" categories, we can therefore also only show a qualitative comparision on "cars" category. Textures generated using the GAN (top 2 rows) and VAE (bottom 2 rows) models. Note that no 2D image is provided as input in this setting.
advanced models and training methods [12, 20] to improve upon these initial results. Fig. 6 shows interpolations in the latent space for the VAE model. We see that the VAE has learned a meaningful latent space and can hence interpolate smoothly between different texture samples. Moreover, in Fig. 10 , we demon- strate that our VAE model also allows for successfully transferring texture from one model to another one.
Conclusion
In this paper we introduced Texture Fields, a novel continuous representation for texture of 3D shapes. Our experiments show that Texture Fields can predict high frequency textures from just a single object view. Moreover, we have demonstrated that Texture Fields can also be used in an unconditional setting where we are only given the shape of the 3D object. We hence believe that Texture Fields are a useful representation for 3D reconstruction and hope that they will become an integral part of the next generation of 3D generative models.
