When Jack van Lint was appointed as full professor at the Eindhoven University of Technology at the age of 26 he combined a PhD in number theory with a very open scientific mind. It took a sabbatical visit to Bell Laboratories in 1966 to make him understand that a new and fascinating field of applied mathematics was emerging: discrete mathematics. It fascinated and inspired him for the rest of his life. When he passed away on September 28, 2004, he left behind a legacy of 18 books and 177 articles, covering many aspects of coding theory, combinatorics, and finite geometry.
The coding theorist

Perfect codes
In 1967 we see van Lint's first (joint) publication [20] on a coding theory related problem: the football pool problem. The question here is how many columns of outcomes one has to fill in for n soccer matches (a team wins, loses, or there is a draw), in order to be sure that at least one column will have at least n − 1 outcomes correctly. This problem can be reformulated as a covering problem: how many spheres of radius 1 around words in {0, 1} n are needed to cover {0, 1} n entirely? For n = (3 m − 1)/(3 − 1), m 2, the solution is given by the ternary Hamming code: 3 n−m columns need to be filled in. For other values of n the exact answer is a difficult open problem. The answer for n = 5 is 27, see [20] . van Lint realized that this is an ideal problem for the combinatorial search technique of simulated annealing. In [123] , this technique is used to derive upper bounds when n = 6, 7, 8. These upper bounds are 73, 186, respectively 486. A survey of some results on covering codes in general and on the football pool problem in particular up to 1987 is given in [122] .
A little later, van Lint became intrigued by perfect codes. These codes have the property that spheres with radius e around the codewords form a partitioning of GF(q) n . In other words, these spheres are disjoint and cover the space. Known examples are the whole space (e = 0), the (trivial) binary repetition codes of odd length (n = 2e + 1), the Hamming codes (e = 1, n = (q m − 1)/(q − 1)) and the two Golay codes: [23, 12, 7] over GF (2) and [11, 6, 5] over GF (3) . These codes satisfy Hamming's bound: the number of codewords times the volume of a sphere with radius e must equal q n . The non-trivial perfect codes are interesting from a mathematical point of view too because they have highly transitive automorphism groups and generate strong t-designs. Soon, his results attracted international attention, even though they were all of a negative kind. He studied more carefully Lloyd's theorem, which states that the characteristic polynomial of a code, called Lloyd's polynomial in the case of perfect codes, should only have integer zeroes in the interval [1, n] . He showed in [26] that no perfect, 2-error-correcting codes exist for q 5 and that apart from the binary Golay code no other perfect, 3-error-correcting codes exists. At the IEEE Information Theory symposium in Noordwijk he presented these results in a plenary session [25] . In [29] , we see an overview of all known results concerning perfect codes (often a computer was used to exclude cases) and it was shown with the same techniques that non-trivial, binary, 4-error-correcting, perfect codes do not exist. In [30] , he showed that for any e 4, there are only a finite number of values of n and q for which a perfect codes can exist and these values can be checked/excluded by computer search. He did this for e = 4 and showed that no non-trivial, 4-error-correcting, perfect code exists. He also showed that in general for e > 3 one needs that p > e, where q is a power of p. In [43] the results above are combined with that of [Ti73] , where p e is derived as a necessary condition and concluded that for e 3 the binary Golay code is the only perfect code. [49] is a nice survey of all these results; also some possible generalizations are discussed, like nearly-perfect codes. A more elementary proof of Lloyd's theorem is given in [68] .
More than twenty years later, perfect codes again attracted his interest, but now with the additional requirement that the words are of constant-weight. Lloyd's theorem no longer holds and the techniques used are of a combinatorial nature. In [160] , the authors observed that shortening a perfect, ternary, single error-correcting, constant weight code again gives such a code, which implies that repeated shortening results in a perfect binary code. They explicitly constructed an infinite family of ternary, perfect, single error-correcting codes of length n = 2 l , l 3, and constant weight w = n − 1 and showed that for other parameters no ternary, perfect, single errorcorrecting, constant weight codes exist. In [167] , the authors tried to generalize the above ideas to field size q = t + 1 with t = 2 k . The shortening still works and a construction is given for w = q = t + 1 and n = w + 1.
Further results in coding theory
In 1973, van Lint became interested in the potential of concatenated codes [37] , as codes that asymptotically have interesting parameters, meaning that the information rate and the relative error-correcting capability (# errors per codeword) stay positive when their length tends to infinity. In 1982 algebraic-geometry codes were introduced. They form a generalization of Goppa codes and exceed the Gilbert-Varshamov bound. In [113] it is shown that algebraic-geometry codes can also be described as a generalization of Reed-Solomon codes. The character of this paper as well as of [125] is more tutorial of nature. The papers [128, 157, 158] are excellent introductions to algebraic-geometry codes. In [149] , the authors used the order function to construct a class of error-correcting "evaluation" codes, containing one-point algebraic-geometry codes and generalized Reed-Muller codes, without making use of the heavy machinery of algebraicgeometry.
The Nadler code is a binary, non-linear code of length 12 and minimum distance 5, containing 32 codewords. The original description shows no structure, but later a method was found to obtain it from the binary Golay code. In [34] , a direct construction can be found that also allows a natural way to find the automorphism group of this code: the even part of S 3 × S 4 (which is a transitive group of order 72).
In [39] , the authors used the ternary Golay code to construct a very particular strongly regular graph on 243 points: two adjacent vertices are in exactly one triangle, while two non-adjacent vertices are in exactly one quadrangle.
Before [72, 80] , quadratic residue codes of length p were already generalized in the literature to length p m , but van Lint felt that the existing descriptions were too obscure or too abstract. The group algebra approach allowed an easier description and a simpler way to determine automorphisms of these codes or to derive the square-root bound on the minimum distance.
Number theory returns in [74] , where an introduction is given to the connections between coding theory, sphere-packings, lattices, modular functions and θ -functions. It includes the construction of two famous lattices from coding theory: Λ(H 8 ) from the binary extended Hamming code of length 8 and Λ 24 from the binary Golay code.
Genetic local search algorithms form a particular approach to combinatorial optimization problems. They make use of a parallel between these problems and some biological evolution processes. This technique was applied in [135] to get better lower bounds on A 3 (n, 3), the size of the largest ternary code of length n with minimum distance 3. Also some constructions of such codes were given.
Results on Kerdock and Preparata codes [96, 97] are discussed in Chapter 4. In [92] one can find an introduction to coding theory, Reed-Muller codes and Kerdock codes.
The paper [110] by van Lint and Wilson represented a breakthrough in the analysis of the minimum weight of cyclic codes based on their zeros only. Here, they developed several new methods such as the AB-method providing, for example, a simple proof of the Roos bound, and a powerful new approach called shifting (the corresponding bound is usually referred to as the shift-bound). These methods (occasionally in combination with the weight-divisibility theorem of McEliece [McE72] ) are powerful enough to determine the true minimum distance of all binary cyclic codes of length less than 63, with only two exceptions.
van Lint continued to contribute to these topics with several of his master's students. In [134] , van Lint and van Eupen used these methods to determine the minimum weight of most of the ternary cyclic codes of length less than 40, and many of those with a length between 41 and 50. To handle some of these cases, they developed several new methods based on analysis of subcodes, contractions, or other particular codes constructed from the code under investigation.
Earlier, in [131] van Lint and de Rooij investigated the minimum distance of the two binary cyclic codes of length 65 for which the methods from [110] fail. They show that the desired result can be obtained by using Jensen's method with some improvements. Their basic idea is to show that for certain concatenated codes not all the non-zero symbols of a word of minimum weight from the outer code are mapped to words of minimum weight in the inner code.
One of the results from [110] states that the minimum distance of a binary cyclic code of length n = 2 m − 1 and generator g(x) = m 1 (x)m t (x) is at most five, and equality is possible (for example, if m is odd and t = 13). Here m i (x) denotes the minimum polynomial of α i , for some primitive nth root of unity α. In [111] , van Repeated-root cyclic codes are cyclic codes for which gcd(n, q) > 1, where n is the length of the code and GF(q) is the alphabet, which in turn ensures that the generator of the code has multiple zeros (repeated-roots). Answering a question of E.W. Gaal, van Lint argued in [130] that most such codes are not good. However, there are exceptions, for example, the even weight subcode of a shortened binary Hamming code; such codes are known to be optimal, and van Lint showed here that they are cyclic (after a suitable reordering of the coordinates). The methods of this paper are mostly of a combinatorial nature; for a more algebraic approach involving, for example, the Hasse derivative, see [CMSS91] , where also other optimal repeated-root cyclic codes are described.
Combinatorial methods are used in [168] to show that a code of length n over an alphabet of size q with minimum distance 2 and covering radius 1 must have cardinality at least q n−1 / (n − 1). For n = q = 4 a direct construction is given of such a code with cardinality 28. We note that the previous record was 31 and that the afore-mentioned lower bound is value 22. (In 2005 P.R.J. Östergård a.o. (see [OQW05] ) show that 28 is the minimum value.)
Other work related to applications
From 1986 on van Lint held a position of scientific consultant at Philips Research Laboratories, a position that was so dear to him that he even held on to it when he became dean of Eindhoven Technical University. From that time on he co-authored a number of papers motivated by practical applications. The earlier paper [48] with Pollak, published in 1975 but for the largest part conceived in 1965 during a stay at Bell Labs, can be seen as his first publication of that kind. This somewhat mysteriously titled paper is in fact concerned with optimal defense against a possible rocket attack by the enemy (which in those cold war times was of course uniquely determined). The defender is assumed to possess limited resources h to defend n properties (cities) C 1 , . . . , C n , where the value v i of property C i is known to both parties, against an attacker that possesses total resources normalized to 1. A defensive strategy consist of dividing the total resources h among the entities; then, with full knowledge of the chosen defense the attacker distributes its offensive resources among the same cities. If the defense assigns resources h i to city C i and the attacker assigns a i , then the attacker destroys the city (thereby gaining its value v i ) if and only if a i > h i . A strategy is called undominated if no other strategy exists that requires at most the same total resources and always performs at least as good whatever the values v i and a i . Interestingly, it turns out that for each n there exist only a finite number of undominated defensive strategies. As a consequence, for each value of h only the undominated defensive strategies that require total resources at most h need to be considered; the optimal strategy depends on the actual values v i of the cities.
In [127] van Lint reviews some results on codes for channels with localized errors and variants, mostly providing new proofs or small improvements. For such channels, the sender (but not the receiver) knows the positions in which possible errors may occur, and may adapt the encoding accordingly. For example, the sender could provide some information about the possible locations of the errors in codeword headers. van Lint did not hold any patent himself, but he came close here since an informal talk by him at Philips Research later inspired Baggen and Tolhuizen to use similar ideas in coding for defective memories by recoding, see [TB99] .
The papers [143, 147] discuss strategies to minimize information leakage from secure processors. Some of the results also apply to information leakage in other cases, e.g., from the observed power consumption pattern of a smart card.
The much-cited paper [154] on codes with the identifiable parent property (IPP) concerns protection against software piracy. Multimedia publishers can "fingerprint" each copy of a distributed image with a unique watermark, a codeword which is invisibly embedded in the image. As a result, a customer that illegally redistributes his or her copy can be traced. This paper investigates collection of watermark codewords with the property that if a coalition of two customers create a new image by combining parts of their copies, then from this new image at least one of the perpetrators can still be identified. Mathematically, we consider a code C of length n over a q-ary alphabet Q (i.e., C ⊆ Q n ). For any two words a, b ∈ C, the set of descendants
with a, b ∈ C then we call {a, b} a pair of parents for c and c a descendant of the code C. Now we say that the code C has the identifiable parent property (IPP) if for each descendant c of C at least one of the parents can be identified. That is, for each descendant c of C there exists a word π(c) ∈ C such that each parent pair of c must contain π(c). The paper investigates the largest size F (n, q) of a q-ary code of length n that has IPP. In particular, it is shown that c(q/4) n/3 F (n, q) 3q q/3 for n 3. Here the lower bound is obtained using Lovász local lemma, a probabilistic method, hence is non-constructive. A great many successor papers devoted to this problem and its generalizations have appeared; for some examples, see [AFS01, Bl03] . [146] investigates the minimal length L(n, k) of (n, k)-universal sequences, and the minimal length L * (n, k) of the circular variant of such sequences. Note that de Bruijn sequences show that
It is shown that L(n, k) n + c k log n for fixed k 3, and it is conjectured that for each k 1 there exists a number n k such that L * (n, k) = n for n n k . It is known that n 1 = 2 and n 2 = 5; probably n 3 = 19, n 4 = 67, and n 5 = 331. As far as we know, this problem is still open.
The combinatorialist
Combinatorial problems
A very important aspect in Jack van Lint's mathematics was his interest in a wide variety of combinatorial problems. The source of these problems was either from industry, through his connections with Philips NatLab and with AT&T Bell Laboratories, or from his teaching experience in a variety of courses on combinatorics in Eindhoven and at Caltech, leading to his popular book written together with Rick Wilson, A Course in Combinatorics, that contains a delightful and broad selection of combinatorial techniques and results varying from extremal graph theory to finite geometry. A final source of many (mostly combinatorial, number theory, or analysis) problems was the Eindhoven problem solving group O.P. Lossers ('oplossers' is the Dutch word for (problem) solvers). Starting from 1968 he was for many years the inspiring force behind the team with a record number of published solutions in the problem section of the American Mathematical Monthly. Apart from the period of his rectorate of the university he was a faithful visitor of the biweekly meetings, where he invariably was the most active participant.
Among his favorite problems in combinatorics was the so-called van der Waerden conjecture, stating that the permanent of a doubly stochastic n by n matrix is at least n!/n n with equality occurring only if all entries are equal.
When he learned of the proof of this conjecture by Egoritsjev, published in a journal that was not easy accessible, he wrote down his own simplified version and so popularized this important result in his paper 'Notes on Egoritsjev's proof of the van der Waerden conjecture' [84, 88, 94] .
A class of problems close to his heart are what he called (0, 1, * )-problems. He was particularly enthusiastic about Peter Winkler's proof of the addressing problem for graphs, a proof that features in his survey paper '{0, 1, * }-distance problems in combinatorics.' From this paper we would like to state another problem concerning so-called tournament codes. The problem is still wide open and no improvements seem to have been made since the publication of his survey [106] .
The problem consists of finding a set of {0, 1, * }-vectors of length n (so in {0, 1, * } n ), such that for each pair at some coordinate position one has a zero, and the other a one, but not the other way round. An ingenious construction gives a set of size n √ n approximately, and there is an upper bound n c log n due to Ron Graham, with a simple proof by Cor van Pul.
A completely different kind of research was his pioneering work with Jaap Seidel on equidistant point sets in elliptic geometry, motivated by the problem of determining the congruence order of the elliptic plane (or more generally elliptic n-space). In Euclidean terms we ask for sets of (concurrent) lines in R n , each pair having the same angle. The six main diagonals of the icosahedron are an example of six equidistant points in the elliptic plane. The relevance of this paper 'Equilateral point sets in elliptic geometry' [19] can hardly be overestimated. It reintroduced Seidel as a mathematical researcher after a 10 year period of administrative and organizational activities. It is one of the important starting points of parts of algebraic graph theory, containing the seeds of concepts like two-graphs and spherical codes and designs, and provided the natural geometrical model for the description of certain 2-transitive permutation representation, for example, Conway's simple group Co 3 or ·3 is an automorphism group of an extremal set of 276 equiangular lines in R 23 .
Block designs
A block design with parameters (v, k; b, r, λ) consists of a finite set P of v elements, called points, together with subsets B 1 , . . . , B b of P , each of size k, called blocks, with the property that each pair of points is contained in precisely λ blocks. In a block design furthermore each point is contained in precisely r blocks, where the parameters satisfy bk = vr and r(k − 1) = λ(v − 1). If the blocks are all distinct, then the design is called simple. However, nothing in the definition requires the blocks to be distinct, and in practical applications repetition of one or several of the blocks could even be advantageous. Nevertheless, the case of designs with repeated blocks was never systematically studied before the appearance of [32] . [36] , where he investigates primitive repetition designs (PRD's), block designs with repeated blocks and gcd(b, r, λ) = 1. Note that such designs cannot be obtained by simply duplicating all blocks from a simple design. The paper contains a list of all feasible parameter sets up to v = 22 and provides constructions for most of them. This work has recently been continued and extended in [DPS] , where also some new bounds have been derived. For an alternative approach and for generalizations to Q-polynomial association schemes, see [Ho82, Ho84] . The first interesting case is k = 6; here the above result gives m 43. This was quickly brought down to 38, and an example was found showing that m = 32 is possible, but then progress got more difficult. van Lint handed out this problem to his master's students Janssen and Kolen as an assignment in completion of his famous course Discrete Math. I. After a long struggle they got the upper bound down to 34. There it stood for over one year, until finally J.I. Hall, who was visiting van Lint at that time, contributed the crucial idea that brought the upper bound down to 32, thus solving the problem. The common effort of the four contributors resulted in [64] , which stands as a fine example of the ever stimulating role of van Lint towards his students.
Other problems
A constant distance code pair is a pair (A, B) of binary codes, of the same length n, say, such that for some δ all words a, b with a ∈ A and b ∈ B have distance δ. In [109] van Lint and J.I. Hall showed that such a pair of codes consists of translates of orthogonal evenweight codes, thus proving that |A||B| 2 2 n/2 . They also determined when equality holds; it turns out that this occurs only for δ = n/2 (if n is even) or δ ∈ {(n − 1)/2, (n + 1)/2} (if n is odd). The review paper [124] by van Lint contains among other things the generalization by van Pull [Pu87] stating that if, in addition, δ is prescribed, then |A||B| max{2 2i n−2i δ−i | 0 i δ}, with equality essentially only if A = {(x, x, 0) | x ∈ {0, 1} i } and B = {(y, 1 + y, z) | y ∈ {0, 1} i , z ∈ {0, 1} n−2i , weight(z) = δ − i}.
The number theorist
The theory of modular forms was one of the first subjects in the mathematical research of Jack van Lint. At that time he was working at the University of Utrecht, and his thesis adviser was F. van der Blij. His PhD thesis [JvL1] was called Hecke Operators and Euler Products. Hecke operators act on the linear space of modular forms of a given weight and multiplier system for some group of finite index of the full modular group. These operators were first studied by Hecke, for modular forms of integral weight. van Lint gave a very general definition of Hecke operators, which acted on spaces of modular forms of non-integral weight, too. In particular he studied the effect of these operators on the Dedekind eta function, and the classical theta function, both modular forms of half integral weight. Of special interest with respect to Hecke operators are simultaneous eigenforms. Under certain conditions the Dirichlet series associated to these eigenforms have an Euler product representation. In his thesis van Lint gave a number of examples of such eigenforms, and he used his results to derive explicit formulae for the number of representations of a square as the sum of an odd number of squares.
As a follow-up four papers were published. We will discuss them briefly. Already in 1953 H.F. Sandham proved that if r k (m 2 ) is the number of representations of m 2 as a number of k squares, the Dirichlet series with the r k (m 2 ) as coefficients has a product representation for k = 3, 5, 7. For an odd integer k > 7 this no longer holds. This is caused by the fact that the genus of the quadratic form x 2 1 + · · · + x 2 k consists of more than one class of quadratic forms for k > 8. In [1] van Lint proved that Sandham's results can be generalized to odd k > 7 if in the Dirichlet series one takes the sum over odd m only, and if r k (m 2 ) is replaced by the average representation number of m 2 by quadratic forms in the genus of x 2 1 + · · · + x 2 k . In the theory of modular forms an important role is played by the Dedekind eta function. This is a modular form of weight 1 2 for the full modular group, with some multiplier system. In 1931 this multiplier system was determined by H. Rademacher, using Dedekind sums. In [2] van Lint found the same formula in a different way. He gave a description of the characters of the modular group in terms of the matrix entries. And this enabled him to write down an explicit formula for the multiplier system.
In [3] a more general definition of theta functions than the one he used in his thesis, using this time an integral positive definite quadratic form and two translation vectors, was given. These functions are in general modular forms not for the modular group but for some subgroup of finite index. The aim of the paper was to find linear combinations of these theta functions that are modular forms for the full group. This puts restrictions on the translation vectors that can be used. And also necessary conditions for the existence of such linear combinations were given.
The last paper in this series [4] again answers a question about Hecke operators. K. Wohlfahrt had already proved that all Hecke operators could be built up out of special operators defined by him, unless there are linear relations between certain transforms of the modular forms. In that case so-called singular operators could be defined. In [JvL1] the question when such linear relations occur was answered for the full modular group, and for a special subgroup, the theta group. In [4] this problem was solved again for this theta group, but in a different way.
In 1959 van Lint moved to the Technical University of Eindhoven (which was called Technische Hogeschool Eindhoven at that time). Starting in 1963 another series of papers on number theory was written, but these papers were definitely different from the previous ones. In [12, 15, 17, 18, 21, 90] the asymptotic behavior of several number theoretic functions was discussed. Some of them, i.e. [12, 15, 17] were joint work with N.G. de Bruijn, while some of the others contained references to earlier results of de Bruijn. In [12] two functions F (x) and G(x) were considered. They were defined by the sum over all n x of f (n, x) and f (n, n), respectively, where f (n, x) is the number of integers not exceeding x which are products of powers of prime factors of n. It was shown that F (x) ∼ G(x) as x → ∞. The next paper in this series was [15] . Let λ be a non-negative multiplicative function defined on the positive integers. The largest prime divisor of an integer n is denoted by P (n). The authors considered the function Λ a (x, y) , defined as the sum of λ(n)n a over those n x satisfying P (n) y, and where a 0. Under certain restrictions on the function λ they found asymptotic formulas for Λ a (y u , y). Euler's function ϕ has the well-known property that the sum of ϕ(d) over all divisors d of an integer M equals M. In [17] de Bruijn and van Lint were interested in partial sums that are much smaller than M.
for some function f . Under certain conditions on f they proved that this partial sum is o(M) for M → ∞. In [18] and [21] asymptotic formulas for the functions specified in the titles were given. In [90] the smallest, respectively greatest prime factor of an integer n were denoted by p(n) and P (n) and P. Erdös and van Lint dealt with the sum of p(n)/P (n) over all n x. Their first result was that this sum is π(x)(1 + o (1)) as x → ∞ and in the second part of the paper this result was even refined. The sum mentioned in the title of [14] played an important role in applications of the sieve method of A. Selberg. The main result of this paper stated that this sum can be expressed as d(u) log y + O(1), for some function d, where u = log x/ log y.
Two more papers must be mentioned in this section: [16] and [22] . It was already an old result by Dirichlet that any arithmetic progression l + jk with coprime k and l contains infinitely many primes. Let π(x, k, l) denote the number of primes p in this progression such that p x. In [16] van Lint and H.E. Richert obtained sharp upper estimates for π(x, k, l) and π(x, k, l) − π(x − y, k, l), thus improving considerably on earlier results of Brun-Titchmarsh and Klimov.
The last paper in this section, i.e. [22] , stands apart from the rest a bit. For any irrational number θ let a 0 , . . . , a n be the fractional parts of lθ for l = 0, . . . , n, arranged in ascending order. Define d θ (n) as the maximum distance between a i and a i−1 , 1 i n + 1, where a n+1 = 1. R.L. Graham and van Lint determined in [22] sup θ lim inf n→∞ nd θ (n) = 
The geometer
van Lint's belief in the importance of geometry and discrete mathematics is visible in his research, and dominated his invited talk [102] at the 1983 International Congress of Mathematicians. He began with general comments concerning strongly regular graphs and partial geometries. Then he stated a theorem of R.C. Bose [Bo63] that gives a numerical sufficient condition in order that a strongly regular graph whose parameters would allow it to be the point graph of a partial geometry does, indeed, arise from a partial geometry. He gave a brief outline of the proof, and mentioned extensions due to A. Neumeier and to A. Brouwer.
He then described several non-existence results for partial geometries with special parameters (pg(4, 5, 2), pg (6, 9, 4) , and pg(4, 7, 1)), and discussed recently constructed sporadic examples (pg (5, 7, 3) , pg (6, 6, 2) and pg (5, 18, 2) ). After a brief discussion of generalized quadrangles, he carefully defined a family of new ones in terms of generalized hexagons [Ka80] .
While [Co81] provided the first description of a pg (8, 9, 4) , [93] gave a simpler description of its dual. An infinite family of pg(2 2n−1 , 2 2n−1 U, 2 2n−2 ) was constructed in [DDT80] using quadrics over GF (2) ; when n = 2 this is the aforementioned pg (8, 9, 4) .
This ICM talk showed van Lint's breadth of interest in a wide variety of geometric ideas. Others of his geometric papers are similarly broad.
An oval in a symmetric (v, k, λ)-design (a.k.a. "projective design") is defined in [75] to be a set O of points, no three on a block, such that either λ|(k − 1) and |O| = (k + λ − 1)/λ, or λ|k and |O| = (k + λ)/λ. This notion generalizes that of an oval or hyperoval of a finite projective plane. The paper discusses the fact that O is in a standard sense extremal in each case, deduces properties resembling ones in planes, and then discusses cases with small λ. Finally, ovals are studied from a coding-theoretic point of view, including a more detailed study when λ = 2 (biplanes).
Ovals appeared in [103] in a different context: van Lint studied the projective plane PG(2, 4) in an attempt to either construct or show the non-existence of a partial geometry pg (5, 28, 2) that would be related to the McLaughlin srg (275, 112, 30, 56) [McL69] . While he introduced a way to view this graph using the projective plane, this attempt was unsuccessful, and led him to conjecture that the desired partial geometry does not exist (this question still appears to be open).
van Lint was intrigued by the existence question for quasi-residual designs whose parameters made them possible residual designs of symmetric designs but were not, in fact, residual designs [70, 129, 105] . Rather strikingly, [129] constructed a quasi-residual 2-(28, 10, 45) design for which the Bruck-Ryser-Chowla theorem prevents the existence of any possible associated symmetric 2-(43, 15, 5) design. On the other hand, [70] earlier constructed two quasi-residual designs that are not residual, while [105] constructed infinite families of such designs.
At a 1981 finite geometry conference in Rome, W.M. Kantor showed van Lint an elementary description recently learned from R.D. Baker of generalizations of the remarkable non-linear, distance-invariant Preparata codes [Pr68] . This description made it easy to study these codes (e.g., to determine their isomorphisms and automorphisms [Ka83] ). van Lint was very enthusiastic. Although his book [JvL11] was about to be sent to the publisher, he was able to insert these new ideas (pp. [101] [102] . Then he, Baker and R.M. Wilson extended the methodology to another important family of non-linear codes, the Goethals codes. In [96] these families of non-linear codes were all presented in a very elegant manner.
At the same time that Preparata codes were being generalized and their study simplified in [96] , another famous family of non-linear codes, the Kerdock codes [Ke72] , was also discovered to belong to a much broader context (affine planes and orthogonal geometries [Ka82] ). [97] surveys and summarizes results from these two papers (compare [JvL15, Chapters 12, 16] ).
The educator
Mathematical education
Not only was Jack van Lint a brilliant lecturer, but he was interested in mathematical education in many ways, too. From 1986 to 1994 he was a member of the Executive Committee of ICMI (International Commission on Mathematical Instruction), and from 1978 to 1988 he was editor of the International Journal of Mathematics Education in Science and Technology. As a representative of ICMI he visited several ICME conferences (International Congress on Mathematics Education, once every four years). At the conferences in 1976 (Karlsruhe), 1980 (Berkeley), 1984 (Adelaide) and 1992 (Québec) he was an invited speaker, too. At the conference in Karlsruhe he gave a talk about his ideas on mathematics teaching at the university, both for students majoring in mathematics and mathematics as a service subject (see [63] ). A final version of this paper became a chapter in New Trends in Mathematics Teaching, a UNESCO report prepared by ICMI [77] . It was translated into Spanish [78] , French [79] and Japanese [81] . Other ideas about the teaching of more specific aspects of mathematics can be found in [100, 107, 118, 138, 139, 140] .
In [139] van Lint gave his definition of discrete mathematics, and listed a range of topics that should be covered in courses in discrete mathematics. But furthermore he gave strong recommendations on how discrete mathematics should be taught: "teachers should avoid at all times to give students the impression that discrete mathematics is a hodgepodge of subjects that have nothing in common." He wrote a number of papers especially for high school teachers, too. See for instance [35, 108, 115, 133, 152] . It was his aim to present topics of mathematics, in particular discrete mathematics, in a popular way. In the last few years he was very worried about the standard of the mathematics education, both national and international. In [173] he gave his view on the central examination of mathematics in the Netherlands. This produced many positive reactions from high school teachers, but the policy makers were not amused, to put it mildly.
Together with Kristina Reiss from Germany and Gila Hanna from Canada he organized in 2003 a workshop in Oberwolfach about the role of discrete mathematics and proof in the high school curriculum. It was his idea that at the end of the week there would be a collection of ideas and materials that could be used by high school teachers. It turned out differently. He could not go there because just before the start of the workshop he became ill. But inspired by ideas from this meeting [177] was written. Many examples of topics from discrete mathematics that can be used in high school were given. It appeared in June 2004, three months before he died. It was his last contribution to mathematics education.
The mathematics of the CD and other applications
van Lint loved to talk and write about the importance of discrete mathematics, and in particular error-correcting codes, in applications. Reliable digital communication is based on techniques from coding theory. Cryptography has to be added to protect the information against eavesdroppers and hackers.
van Lint had many reasons to stress this importance: to show the outside world the relevance of mathematics in modern society, to show the mathematical world why discrete mathematics should be part of the curriculum, and to motivate students to study abstract algebra, number theory and combinatorics.
Amazingly enough, organizers of conferences and mathematical journals kept asking him over and over again to write about these things. He always complied because each time there was a different audience that he could reach. This started in 1982 with [91] in which he uses NASA's Deep Space program to explain the principles of coding theory: the binary symmetric channel, the notion of redundancy, the first order Reed-Muller code, error-correction and Shannon's theorem about the capacity of a channel. His story about the mathematics in the coding on the CD appeared in many different variations and in five different languages. In [114, 115] he mentioned CD's for the first time, introduced Reed-Solomon codes (using arithmetic modulo 31) and product codes and explained their relevance for this application. In [152, 153, 155, 163, 164, 165, 175] he still discussed error-correcting codes but also explained why (d, k) constrained sequences play a role in the recording. The ones (pits) on a CD have to be separated by at least d and by at most k zeros (lands). This is again explained in [171] , which also discusses applications of de Bruijn sequences for location problems under noisy read-out, and of two-dimensional variants of de Bruijn sequences for improving acoustics in concert halls.
In [133] he described write-once memories as a potential future application. One can burn a pit on such a device but not undo that. Still, you want to use this memory device a few times for storing data. He showed how the Fano plane can be used to write 4 times a number between 1 and 7 on a memory device with 7 memory positions. Note that 4 × log 2 7 ≈ 11.23! In [132] he explained to a general audience how a combinatorial search method, called stochastic cooling, can be applied to the so-called football pool problem. Actually this is a covering problem related to the covering radius of error-correcting codes.
And some more
Cryptography
In 1982 already, van Lint stimulated young researchers around him to study cryptography. A study group at the CWI (Amsterdam), headed by David Chaum, is the result. In [95] he explained to the mathematical community in the Netherlands why public key cryptography is relevant for society and interesting for mathematicians. He introduced the notion of one-way functions and gave a description of the RSA system and the knapsack system. He then continued by telling that the knapsack cryptosystem has already been broken and uses that to make it clear that for a system to be secure it does not suffice that the underlying mathematical principle is computationally hard (NP-complete). In [98] he explained the same for the computer science community.
His only direct contribution to cryptography is [178] , which appeared after his death. It is a paper on visual cryptography. In "classical" visual cryptography, based on the OR function, an image is split over n participants, who each get a transparency as share. When an authorized group of people superimpose their shares, the image is recovered, while other groups cannot recover even a single pixel. Typically, individual pixels in the image are subdivided in subpixels, and the superimposed image will recover the original pixel, but with a loss of contrast. For example, if at least one subpixel in the superimposed image is white (the subpixels of all contributing transparencies are white/transparent) the whole pixel has to be viewed as white, while it is declared black if all subpixels forming the pixel are black. (Note that the underlying function is the OR.) In [178] , the authors studied visual threshold schemes, but now based on the XOR function, which can be physically realized by making use of the polarization of light. One of their constructions makes use of Reed-Solomon codes.
Other mathematical problems
van Lint also wrote a number of papers aiming simply at solving a mathematical problem (some of his "applied" papers could also be characterized as such). To mention a few, in [5] van Lint, together with van Albada and Laman, solves the following conjecture by C.J. Titus and J.L. Ullman: if 0 φ 1 < · · · < φ n < 2π , 0 ϕ 1 < · · · < ϕ n < 2π, and Finally, with Murray Klamkin, the prolific problem solver, van Lint solved a problem in renewal theory that generalized some problems encountered several times by them through their connection with problem sections of various journals [33] . 
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