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Introduction
Over the last two decades, swings in international capital flows have been a salient feature of the world economy. Both mature economies and emerging markets experienced the ebb and flow of foreign investment in domestic financial assets. Some countries, notably emerging market economies, even suffered from boombust cycles in capital flows, where a massive inflow is followed by a "sudden stop" and an eventual sharp reversal of cross-border flows.
The recent financial crisis in 2008/09 is only the latest incident in a series of swings in global capital flows. At the peak of the crisis following the Lehman collapse in September 2008, investors in almost all countries repatriated foreign investments.
The result was a massive retrenchment of capital flows. In 2009, when many central banks around the globe started to flood financial markets with liquidity, international capital flows quickly resumed. 1 Swings in capital inflows often appear synchronized across countries, what encouraged many observers to speculate whether global factors rather than conditions in the recipient countries dominate investors' decisions to invest abroad. For example, The Economist (2011) recently argued that flows "may have less to do with [the receiving countries'] long-term prospects than with temporary factors such as unusually loose rich-world monetary policy, over which they have no control."
The discussion of the determinants of capital flows often distinguishes between pull and push factors. If investors carefully discriminate between countries, thus sending funds as a response to the recipient countries' fundamentals such as growth prospects or return differentials with respect to advanced economies, capital is said to be driven by pull factors. If, however, investors treat emerging coun-tries similarly irrespective of domestic fundamentals, thus responding mostly to global developments such as abundant liquidity in advanced economies, financial stress or weak growth prospects in mature economies, capital flows are said to be driven by push factors.
The extent to which capital flows to different countries are linked, i.e. the degree of comovement of capital flows, is a key question for policy makers. The reason is that the appropriate policy response to capital inflows depends on the driving forces behind capital flows. Naturally, domestic economic policies may influence pull factors but they have by definition no impact on the nature and the strength of push factors. Therefore, it is important to gauge the extent to which flows are correlated on a global level. Standard static or dynamic factor analysis offers valuable tools to accomplish this end.
Unfortunately, empirically distinguishing between global and local determinants of capital flows does not necessarily lead to a clear-cut categorization of push and pull factors. The reason is that such a decomposition would only identify those push factors that affect all countries simultaneously and in a similar way. A general increase in investors' home bias that causes a synchronized retrenchment of global capital flows might be an event that fits this description. Other push factors, however, are more likely to have a differentiated effect on the current account of specific country groups. The sensitivity of capital flows to interest rates in advanced economies, e.g., implies that a tightening of monetary policy in these countries risks triggering a sharp reversal of capital flows which can have large effects on emerging economies. Hence, we would observe an increased comovement of capital flows at the regional level, i.e. among industrial and emerging economies, but heterogeneous outcomes at the global level. Similarly, contagious crisis in one emerging economy may lead to "sudden stops" of capital inflows or withdrawals in neighboring or even remote countries but are less likely to affect industrialized economies.
In this paper we address this issue and disentangle the determinants behind international capital flows into driving forces attributable to different levels of aggregation. In particular, we estimate a dynamic hierarchical factor model that is able to decompose capital flows in a large panel of countries into (i) a global factor common to all types of inflows and all recipient countries, (ii) a factor specific to a given type of capital inflows, i.e. either foreign direct investment (FDI), portfolio investment or other kinds of investment, (iii) a regional factor driving economies in geographical proximity and (iv) a country-specific component. To our knowledge this paper is the first to shed light on the relative importance of these four determinants for global capital flows. The empirical approach draws on a recently developed dynamic hierarchical factor model (see Moench et al. (2011) ). With its pyramidal structure, the model allows for the possibility that the global factor affects regional and other subordinated factors but not vice versa.
Based on a quarterly data set of 47 countries and three different types of gross capital inflows, we find that the country-specific component explains by far the largest fraction of fluctuations in capital inflows. This factor alone is responsible for around 80% of the observed volatility. The regional factor explains between 5% and 20% of fluctuations and is particularly important for emerging markets' FDI and portfolio inflows as well as bank lending to emerging Europe. The global factor, however, explains only a small share of overall variation.
We also relate the exposure of the economies in our sample to the global drivers of capital flows, i.e. the global factor and the factor specific to each type of capital inflows, to a set of explanatory variables which are often used to describe a country's openness to trade and financial flows as well as its financial system. It turns out that the exposure to global driving forces is particularly pronounced for countries with a large financial system. A fixed exchange rate regime does not shield countries from the ebb and flow of global capital flow cycles.
The remainder of the paper is organized as follows. Section 2 discusses the related literature and our contribution to this field of research in some detail. The data set we construct for this research project is presented in Section 3. Section 4 introduces our dynamic hierarchical factor model. The core results are discussed in Section 5.
In Section 6 we relate the exposure of countries to the global factor and the flow type-specific factor to structural characteristics of the economies in our sample.
Robustness analyses are carried out in Section 7. Section 8 concludes.
Related Literature
The present paper is related to three different branches of the literature: First, a number of papers use factor analysis to study the degree of international business cycle synchronization. Kose et al. (2003) pioneered this field and estimate a Bayesian dynamic factor model for macroeconomic aggregates from 60 countries.
Their results suggest that a common global factor, i.e. a world business cycle, explains a large fraction of variation across countries. Kose et al. (2008) decompose output, investment and consumption series of more than 100 countries into a global factor, group-specific factors that drive fluctuations in industrial, emerging and developing economies as well as country-specific factors and idiosyncratic factors. They are interested in whether business cycles became more synchronized during the post-1985 period of increasing globalization. Interestingly, they find a convergence of business cycles within each group, but divergence, i.e. a decoupling of business cycles, between different country groups. Inspired by these contributions, Eickmeier et al. (2011 ), Helbling et al. (2011 and others examine how financial shocks originating in the U.S. affect the common component of fluctua-tions in the G7 economies. All these contributions model macroeconomic aggregates but are silent about capital inflows.
A second branch of the literature studies the comovement of bond spreads across emerging financial markets. McGuire and Schrijvers (2003) and Bunda et al. (2010) employ factor models to extract a global factor from bond spreads. González-Rozada and Yeyati (2008) argue that a global factor, which they attribute to investors' risk appetite, global liquidity and contagion, can explain a large fraction of movements in bond spreads. Their results thus stress the role of exogenous determinants driving emerging economies' borrowing costs. Neither of these papers, however, takes account of a regional dimension of comovement that is arguably most relevant for developing and emerging economies susceptible to contagious financial stress in neighboring countries. They show that the main driving force has been a risk shock that made investors more cautious about future investment prospects. The size of the capital flow reversal that precedes the current wave of inflows was tightly linked to the extent of international financial integration as well as domestic macroeconomic conditions.
A second observation is that the retrenchment was highly heterogeneous across time, across types of flows and across geographic regions. 3 Forbes and Warnock (2011) study the determinants of extreme movements of capital across borders.
They identify "waves" of capital flows, i.e. prolonged phases of capital flows re-ferred to as surge, stop, flight and retrenchment periods. 4 Interestingly, they also focus on gross flows rather than net flows as capital flows initiated by foreigners are likely to be driven by other considerations than flows brought about by domestic investors. Both type of investors could also react differently to political and economic circumstances, and potentially respond by adjusting different types of capital flows. Their findings attribute a crucial role to global factors, a somewhat less important role to contagion and an even less prominent role to domestic pull factors. Among these global factors, global risk has the largest explanatory power.
Global growth predicts surges of capital flows and sudden stops while contagion through financial linkages is a significant predictor of stops and retrenchments. In contrast to other studies, Forbes and Warnock (2011) While most of the existing studies focus on capital flows at a quarterly or even annual frequency, the recent study by Fratzscher (2011) is based on portfolio flow data at daily, weekly and monthly frequency. This is particularly interesting in the current crisis and the subsequent recovery as quarterly data wash out many of the high frequency movements of volatile portfolio inflows. He finds that common factors driving flows across countries have a highly heterogeneous impact on the 50 countries included in the study. This impact is associated with a country's strength of domestic institutions, its country risk assessment and domestic macroeconomic fundamentals. A second finding is related to the current surge in capital inflows.
The author shows that idiosyncratic pull factors originating in emerging market economies dominated the driving forces during the recovery from the global crisis.
In this paper we borrow from each of these strands. We use a dynamic hierarchical factor model developed by Moench and Ng (2011) and Moench et al. (2011) that is able to decompose a country's capital inflows into three different explanatory factors. Thus, instead of looking at refinancing conditions measured in terms of bond spreads as in González-Rozada and Yeyati (2008), we use actual flow data to study the degree of comovement. Finally, rather than relating capital flows to structural determinants such as shocks to investors' risk aversion, financial conditions in advanced economies or growth prospects in emerging economies, our approach is purely data-driven in the sense that the factors we identify do not lend themselves to a straightforward economic identification. The advantage, however, is that this approach does not require us to restrict capital flows to respond to a prespecified set of explanatory variables only.
The Data Set
Following recent research by Forbes and Warnock (2011) and Broner et al. (2011) , our focus is on gross inflows measured in percent of GDP. Gross capital inflows are more informative for our purpose as capital flows brought about by foreigners are likely to be driven by other considerations than flows initiated by domestic investors. Both types of investors could also be affected differently by policy measures and economic shocks, and potentially respond by adjusting different types of capital flows. We differentiate between portfolio, FDI and "other" flows where the last category contains residual transactions that are predominately related to bank lending activities. To this end, we augment quarterly data from the IMF's
International Financial Statistics with additional information from a few national sources listed in Appendix A. After excluding major financial centres which could otherwise bias our estimation results we end up with a sample of 47 countries with data from 1994Q1 to 2010Q4. Our sample period thus covers the Asian crisis, the debt crises in Latin America and Russia and the recent global financial crisis.
For each country in our sample, we use data on portfolio, FDI and other capital inflows. 5 These three categories of capital flows constitute distinctive blocks in our hierarchical dynamic factor model. This specification choice allows for, e.g., FDI and portfolio inflows to react differently to changing global macroeconomic and financial conditions. To isolate the effect of regional developments we further arrange the block-specific data into geographical subblocks. Building upon the World Bank's classification we differentiate between four country groups: Asia, emerging Europe, Industrial and Latin America. 6 Appendix B describes our sample and the regional classification.
Prior to estimation, all series are transformed in order to meet the assumptions of the dynamic factor analysis. We seasonally adjust the capital flow series using the Census X12 method. The resulting series are then standardized by the recipient country's GDP to guarantee that large economies do not dominate the estimated global factors simply because of their size. 7 Standard unit root tests clearly reject the hypothesis that the capital flow to GDP series are integrated. Based on these results -summarized in Appendix C -we decide to estimate our factor model in levels. As a last step, all series are normalized to have a mean of zero and a variance of one. 5 The exceptions are Bolivia and Nicaragua for which data on portfolio inflows are not available.
Smaller gaps in two further series have been filled using data from the balance of payments' errors and omissions category. See Appendix A for details. 6 The World Bank's geographical classification is simplified by merging the "South Asia" and "East Asia & Pacific" block into one block (Asia). Furthermore, Israel and South Africa are allocated to the emerging Europe and Asia block, respectively. 7 We use annual GDP divided by four for this exercise. Qualitative similar results can be obtained using data on quarterly GDP for reporting countries. These results are available from the authors upon request. This mainly reflects their dominant role in the run-up to and the aftermath of the recent global financial crisis. Finally, we also find some support for the notion that FDI is a more resilient source of finance than other types of capital inflows (Stiglitz, 2000) . Across all regions, the FDI to GDP series have the smallest standard deviation (5.7%). Somewhat surprisingly, however, those of the portfolio inflows to GDP series are only slightly larger (5.8%).
The descriptive statistics discussed so far are silent about the degree of comovement between international capital flows which is central to our analysis. A first impression of this aspect can be gauged from Table 2 which shows the average group-specific correlation coefficients of our capital flows to GDP series along with Pesaran's CD-statistic (Pesaran, 2004) . This statistic -displayed in parenthesisis based on all estimated individual correlation coefficients and offers a test of the null hypothesis of no cross section dependence. 8 Using these concepts, we find evidence for an economically weak but statistically significant degree of comove-8 For balanced panels the CD-statistic is calculated as
where N and T denote the number of series and time periods, respectively. Theρ ij are the estimated correlation coefficients between the series i and j. Under the null hypothesis, CD follows a standard normal distribution. ment between capital inflows. Contrary to the notion that all capital flows tend to move together, the average correlation coefficient across all types and recipients is just 0.05. A single common factor obtained from a standard dynamic factor model is thus likely to have only limited explanatory power for the individual series of capital inflows. The average correlation coefficients are somewhat larger among specific flow types and country groups. Encouragingly, the degree of comovement is even higher for region-specific FDI, portfolio and other inflows. The average correlation between FDI flows to emerging Europe, e.g., is 0.17 compared to a value of just 0.08 for all FDI inflows. Similar tendencies can be found for other regions and types of capital flows. This observation is consistent with the hypothesis that important developments are common to groups of countries and capital flows but not to all series in our data set. The dynamic hierarchical factor model is thus an ideal tool to disentangle the relative importance of these factors.
A Dynamic Hierarchical Factor Model for Gross

Capital Flows
The econometric framework we rely on is the dynamic hierarchical factor model as presented in Moench et al. (2011) . It is a four level model allowing us to split the causes of dynamics in our data into four categories, namely idiosyncratic, regional, flow-specific and global disturbances. 9, The model's hierarchical structure implies that subblock factors, i.e. factors on the most disaggregated level, hinge on superordinated factors. These interdependencies are taken into account during estimation. 9 In another application, Moench and Ng (2011) use the dynamic hierarchical factor model downsized to three levels to analyze the U.S. housing market after the Bretton-Woods era.
Our four level factor model is build as follows. Let b and s respectively denote the specific block and subblock the observed variable n is assigned to. In our case, block b corresponds to a specific type of capital inflows whereas subblock s classifies a geographical region. Each subblock consists of N bs time series different among subblocks. For the observation Z bsnt in period t, we assume the following relation between the data point and the factors:
Here, Λ Zbsn , Λ Hbs and Λ Gb denote the time-invariant factor loadings. The factor H bst captures common movements between all the variables in subblock s of block b. All subblock factors of block b are related to the factor G bt which explains joint fluctuations on the block level. In turn, G bt depends on the global factor F t collecting the part of the variance that is common to all time t observations. Thus, innovations to one factor will have an effect on all subordinated levels but not the other way round, e.g. global factors are independent of local incidents.
To address the persistence in our data set we make the assumption of autoregressive processes. This is the case for the global factor F t :
where the matrix ρ F would contain the autocorrelation parameters. For estimation, we consider only one global factor so that ρ F is a scalar. Moreover, we assume that:
u Hbst = ρ Hbs u Hbs(t−1) + Hbst (6)
with jt ∼ N(0, σ 2 j ), j = Zbsn, Hbs, Gb, F. All jt are uncorrelated across j and t.
Since we are interested in only one factor on each stage described by equations (1),
(2), (3), restrictions necessary to ensure identification are reduced to a minimum.
The first elements of Λ i , i = Zbs, Hbs, Gb, takes a value of unity. Moreover, as in Moench et al. (2011) , the variances σ 2 Hbs , σ 2 Gb and σ 2 F are set to 0.1.
Estimation of the dynamic hierarchical factor model requires the consideration of the vertical connection between the factors as constituted in equations (1), (2), and
(3). We do so by applying Markov Chain Monte Carlo methods. Iteratively, it first draws each factor given the parameters, the other factors and, for the subblocks, the data. In a second step, parameters are drawn based upon the obtained factors. 10 Overall, we perform 100,000 draws from which we retain every 50th of the last 50,000 draws for our analysis.
The dynamic hierarchical factor model is ideally suited for our analysis of capital inflows. Its level structure allows to separately identify regional and global factors. on different stages are for a specific time series, a feature not on hand in a simple factor analysis.
Results
The rich set of results of the factor decomposition is presented in two parts. In a first part, we provide a graphical analysis of the evolution of the global, the typespecific and the regional factors separately for each type of flows and for each region. These results can be found in Figures 1 to 3 . In a second part, we decompose the variance of each capital inflows series into the shares attributable to either of our three factors and the idiosyncratic component. This variance decomposition is presented in Table 3 .
Our estimated global factor extracted from the large set of countries closely reflects The flow-specific factors follow a similar pattern, although the similarity with the global factor differs remarkably across types of capital inflows. Whereas the portfolio and other flow factors tracks the global factor quite closely, see Figure 2 and Figure 3 , the FDI factor is considerably more independent from the global factor, see Figure 1 . Flows to emerging Asia or Latin America, as characterized by their 11 In a companion paper (Foerster et al., 2012) we show that actual capital inflows are also more closely tracked by the global factor during the recent crisis period. regional factors, in turn, appear only loosely connected to conditions reflected by the global factor. Likewise, the regional factors evolve differently from each other over time and sometimes even exhibit divergent dynamics. In the aftermath of the recent financial crisis, for example, the regional factors for FDI inflows to Asia reflect the regained momentum of FDI flows into this region, while FDI flows to Latin America and emerging Europe remained subdued.
While the graphical analysis of the factors is interesting, it cannot reveal the extent to which capital inflows in a given region or within a given asset class are affected by different factors. To address this issue, the factors have to be discussed together with estimated factor loadings. To facilitate the interpretation, Table 3 reports a decomposition of the variance of capital inflows into the shares attributable to our different factors. This decomposition has been constructed using the mean within each subblock for every draw, from which the median and the 33% as well as the 66% percentiles over all retained draws are reported.
The results show that the idiosyncratic component is by far the most important determinant of capital inflows. It explains about 80% of fluctuations in capital inflows. The regional factor is responsible for between 5% and 36% of overall variation and is more relevant for emerging economies than for capital flows to industrial countries. Flows to Latin America are particularly prone to fluctuations in the regional factor, which accounts for 17% of the variation in FDI inflows to Latin America and 18% of portfolio inflows to this region. For Asia and emerging Europe, the regional factor matters most for FDI inflows and other types of inflows, but less so for portfolio inflows. The regional factor is very important for flows other than FDI or portfolio flows to emerging European economies. This may reflect the strong dependence of those economies on bank lending from advanced European economies.
The flow type-specific factor plays an important role for FDI inflows into industrial economies. For those economies 13% of fluctuations can be traced back to fluctuations in the global FDI factor. Surprisingly, the global portfolio factor plays a small role with a share of about 5% only.
Finally, the global factor, i.e. the factor potentially affecting all countries and all types of capital inflows, has a small impact on portfolio inflows to the Asian and the industrial countries in our sample but almost no impact on FDI inflows or portfolio inflows to Latin America. The global factor seems to matter most for inflows other than FDI and portfolio inflows to industrial economies. This probably again reflects the strong impact of cross-border bank lending among global financial intermediaries in advanced economies as these lending activities might be reduced disproportionally after a global financial shock.
The sum of the variance shares explained by global and flow type-specific factors, respectively, indicates the extent to which a country is affected by forces common to all countries. The results suggest that this measure is substantially larger for portfolio flows to Asia than for FDI flows into this region. This confirms the popular view that portfolio investors are particularly affected by global conditions, whereas FDI investment is not. In Latin America, however, this measure is stronger for FDI than for portfolio flows. Taken together, we do not see a clear-cut pattern as to which type of capital flows is less affected by global forces. 12 However, the global factor explains less than 1% of variations in FDI inflows across all regions, whereas it explains a sizeable fraction of fluctuations in portfolio and other types of inflows.
In sum, our findings are consistent with the view that the bulk of swings in capital inflows is driven by country-specific components followed by the regional fac-tors. 13 Thus, we cannot lend support to the view put forward by the The Economist (2011) arguing that capital inflows are driven by factors beyond the control of domestic policy. However, the results do also illustrate that the recent financial crisis was characterized by an extraordinarily large comovement of capital flows across regions and flow types. We address this issue again in section 7. Prior to this, the next section examines the variables that determine the extent to which a country is exposed to global drivers of capital flows.
Explaining the Exposure to Global Drivers of
Capital Flows
The previous section revealed that the exposure to the estimated factors differs across countries and across different types of capital inflows. This leaves the question as to what structural characteristics determine whether inflows to a given country are particularly prone to global determinants. To answer this question, we proceed in two steps. In a first step, we add the variance shares accounted for by the global and the flow type-specific factor for each country. This gives us each country's exposure to factors that are global in nature in the sense that these factors potentially affect all countries in the sample. In a second step, we relate these accumulated variance shares to structural features of small open economies in a cross-sectional regression.
Four different explanatory variables are taken into account. The first is an index of capital controls (Capital Controls), for which we use the indicator for financial integration developed in Schindler (2009) These results are consistent with the "pecking order" hypothesis of cross-border investment evaluated empirically by Daude and Fratzscher (2008) . These authors find evidence for some asset classes being more relevant for advancing financial integration than others. They also find that portfolio investment is more sensitive to the development of the financial system than FDI. In the present paper we show that the global and the portfolio factor translate into larger capital inflow fluctuations for a better developed domestic financial system.
Robustness
In this section we check the robustness of our results with respect to changes in the econometric model, the treatment of outliers and the sample period. As a first step, we want to investigate whether our results are dependent on hierarchical modeling approach. So far, we revealed that country-specific properties to a large extent explain variations in capital inflows. One aspect to be considered is that the limited influence of the global factor may hinge on the pyramidal structure of our econometric model. Furthermore, the transmission channel depends on the pass-through of the superordinated factors to the data via subordinated factors.
To examine these concerns, we confront our data set with an alternative factor model. For that purpose we choose the latent dynamic factor approach of Kose et al. (2003) and Neely and Rapach (2011) . 15 The main difference between these two approaches is the absence of the hierarchical structure in the Neely-Rapach model. Instead, the authors estimate the factors via a set of dummy variables for which no explicit interdependence is assumed. 16 The outcome of this exercise is presented in Table 5 . 17 While the idiosyncratic component explains on average 80.2% of the variance of our observables in the hierarchical factor model, Neely
and Rapach (2011)'s method yields a value of 79.6% which is only slightly smaller than ours. Remarkably, around half of the estimated individual variance shares are identical, i.e. deviations are smaller than 1 percentage point. Furthermore, within the groups of FDI inflows and other inflows their ranking coincides with our results. Altogether, our outcomes regarding the role of the idiosyncratic components are robust since we observe only minor differences between both methodologies.
Returning to our original dynamic hierarchical factor framework, we next analyze whether our results are robust with respect to the treatment of outliers. In principle, extreme values of capital inflows could be the consequence of rare economic events like balance of payments crises that are in turn caused by global, regional or country-specific developments. Hence, our previous approach would be correct and the original data should be used in the econometric analysis. However, extreme observations could also reflect measurement errors in which case an outlier adjustment would be more appropriate. Since it is a priori unclear which interpretation is more accurate, we assess the importance of the outlier treatment by reestimating our model using transformed data. Here we follow the procedure of Stock and Watson (2005) and identify outliers as those observations where the absolute median deviation exceeds the series-specific inter quartile range by a fac- 15 We use the MATLAB code accompanying the publication of Neely and Rapach (2011) on the journal's web site for our robustness exercise. 16 Another, third approach to estimate latent variables on different levels of aggregation is made by Beck et al. (2011) in their analysis of sectoral prices in the European Monetary Union. 17 Since we are interested in whether idiosyncratic effects remain important, we refrain from enhancing the Neely and Rapach (2011) model with a flow-type specific factor. tor larger than six. These values are than replaced by the median value of the preceding five observations. A look at Table 7 reveals that our time series are indeed less influenced by global forces during the pre-crisis period. This holds true for all types of capital inflows. Instead, regional determinants seem to be more important for foreign investors.
As expected, the comovement among capital inflows has been exceptional large during and after the global financial crises. Thus excluding this period leads to a significant reduction in the variance explained by global forces that is matched by an increased importance of regional aspects. Furthermore, the variance share of the idiosyncratic component falls only slightly by 3% on average and is still by far the most important driving force behind capital inflows accounting for over three quarters of the observed variance.
Conclusions
In this paper, we estimated a dynamic hierarchical factor model that is able to decompose capital flows in a large panel of countries into (i) a global factor common to all types of inflows and all recipient countries, (ii) a factor specific to a given type of capital inflows, i.e. either foreign direct investment (FDI), portfolio investment or other kinds of investment, (iii) a regional factor driving economies in geographical proximity and (iv) a country-specific component.
Our results demonstrate that the global factor tracks the overall capital flow cycles well, but leaves a large degree of heterogeneity attributable to either regional or country-specific determinants. In fact, the country-specific determinant explains by far the largest fraction of fluctuations in capital inflows. This component alone accounts for between 60% and 80% of the dynamics of international capital inflows.
The regional factor explains between 5% and 20% of the fluctuations. Finally, only a small share of overall variation can be attributed to the global factor.
This suggests that domestic policy has considerable room to affect capital flows and, if this is deemed appropriate, also to limit the consequences of capital inflows such as asset price booms and a real appreciation of the domestic currency. Pesaran CD-statistics are shown in parenthesis. * * * , * * , and * denote significance levels of 1%, 5% , and 10%. t-statistics are shown in parenthesis. ***, ** and * denote significance levels of 1%, 5%, and 10%. Notes: Depicted are median values of global, flow-specific and regional factors. 
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