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1. INTRODUCTION 
We consider one-dimensional Markov random fields, taking their 
values in a countable set S. When S is finite, it is well known that 
there can be no phase transition, since the Markov property is 
equivalent to a nearest-neighbor interaction. In fact the only phase 
transition which has ever been exhibited in dimension one, under 
translation invariant interaction, seems to be that of Dyson [4]l for 
systems with long-range interaction (very slowly decreasing pair 
potential) when S is of cardinality two. Thus we shall exhibit phase 
transition for certain translation invariant nearest-neighbor pair 
potentials. The basic examples are in Section 2, while Section 3 deals 
with states which have trivial tail field, and Section 4 concerns 
translation invariant states (in all the examples we have, the result of 
phase transition is symmetry breakdown, i.e., the appearance of 
non-translation-invariant states).2 
The configuration space is denoted D = Sz, with the u-algebra 9 
generated by the coordinate functions w(k), k E 2. Let 9’ denote the 
convex set of all probability measures on (Q, 9), and 8, the subset 
of all p E B which are invariant under translation by any k E E. 
Finally A’ C 9 will be the collection of all Markov random fields and 
do = &I n PO. The most elementary definition of & consists of 
two requirements. The finite cylinder set probabilities of an element 
p E A must satisfy 
p[w(k) = Xh , k E A] > 0, for all finite A C Z, and all xi E S. (1.1) 
Further, the conditional probability that w(k) = x, given the values 
1 This and six subsequent footnotes refer to remarks concerning recent work at the 
end of this paper. 
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of o on any finite subset A of Z\(K) w ic h h contains both neighbors of K, 
must depend only on the values of w(K - 1) and w(k + l), but not 
on k itself. Thus there is an array (f&y)), x, y, z E S of one-point 
conditional probabilities such that 
&J(V = Y I 0 = a on 4 = f&), x, y, z E s, (1.2) 
where x = cu(K - l), x = ol(K + 1). 
When p E .A?, the conditional probabilities {f) in (1.2) permit a 
simple representation. This follows from general results concerning 
the equivalence of Markov random fields and nearest-neighbor Gibbs 
states on a graph [9, Theorem 4.11. But a brief proof for the graph Z 
is given in [lo, Theorem 3.221; it is given for finite S but requires no 
modification whatever when ( S 1 = co. 
THEOREM 1. If p E A?, then there exists a strictly positive matrix 
$I(!, y) > 0, x, y E S, such that the conditional probabilities (f > of p 
fm(y) = -G'Q<x, Y) Q(Y> 4, x, y, x E s-7 (1.3) 
-G = c Q(x,Y)Q(Y, 4 = Q2(x, 4 < ~0. (1.4) 
YES 
Furthermore, all the iterates Qn of Q are jbzite, and 
&+ + h, = xk > 1 < k < N ] w = (Y on Z\(n + l,..., n + N) 
= [QN+'(a, WQ(a, 4 Qh , x2) e-1 Qh , b), (1.5) 
where a(n) = a, or(n + N + 1) = b. 
When p E A! satisfies (1.3) we shall say that TV is specified by Q; 
the set of all p E A which satisfy (1.3) for a given Q will be called 
S(Q), the set of Gibbs states speczj5ed by Q. We also define 
go(Q) = $(I?) n 90 2 which equals S(Q) n A?, , since S(Q) C A!. 
To recover the customary representation of elements of S(Q) in 
terms of a nearest-neighbor pair potential V: S x S -+ 08, it suffices 
to define V by 
Q@, Y> = ~xP[- f+, rll, (1.6) 
SO that 2, = QN(a, b), in (1.5), b ecomes the usual partition function. 
It may happen that two different strictly positive matrices Q and Q’ 
specify the same set of Gibbs states, i.e., S(Q) = a(Q’). We shall 
show that this happens if and only if Q N Q’ where ,- is the 
equivalence relation defined by 
Q - 8’ 0 Qk Y> = Sk Y) 4rYW4 X,YES, U-7) 
for some scalar X > 0 and some strictly positive function v: S --+ R+. 
5S+d3-5 
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THEOREM 2. The set of all Markov random$elds is A = uo ‘3’(Q), 
where the union is over all strictly positive Q. Two classes C??(Q) and 
9?(Q’) are identical when Q - Q’ and disjoint when Q and Q’ belong to 
di#erent equivalence classes. 
Proof. The first identity is just a restatement of Theorem 1. 
Next, suppose that Q - Q’. Then (1.7) implies that 
Q'b r> Q'(Y, 4 = Qh Y> Q(Y, 4 
Q’2(x, 4 Q2(x, 4 ’ 
X,y,xES. (l-8) 
By (1.3) and (1.4) we see that Q and Q’ specify the same Markov 
random fields, and hence S(Q) = S(Q’). To prove the last statement 
it suffices to assume that S(Q) n g(Q’) # 0, and to prove that 
Q N Q’. If S(Q) and S(Q) contain a common element p, then (1.3) 
and (1.4) show that 
by O.‘Setting y = z 
(1.8) holds. Let us denote a fixed element of 3 
= 0 in (1.8) gives 
Q’b 0) _ Q(O, 0)Q’2(x, 0)
I&n- QV, 0) m ’ 
Setting just x = 0 in (1.8), we have 
Q’(x,Y) _ Q(Y> 0) QYx, 0) 
Q(x,r) - QGT)o)’ 
(1.9) 
(1.10) 
Combining (1.9) with (1.10) (after replacing x by y in (1.9)) gives 
Q’@,Y) _ QW 0) Q2(y, 0) Q’“(x, = h 4~) 
Q@, Y) Q(O, 0)Q’“(Y, 0) Q2@, 0) zI(x)’ 
where 
h = Q’(0, O>/Q(O, 01, ~(4 = Q’(x, O)/Q”(x, 01, x E s. 
Hence Q - Q’. 
Remark. A possible choice of Q for a given p E J&? is 
Q(x, Y) = fou(x)lfov(O)~ x,yES* (1.11) 
So far we have in no way excluded the possibility that the set S(Q) 
may be empty (in other words that Q, or the corresponding potential I’, 
does not specify any Gibbs state). At the other extreme, the set S(Q) 
may be large (since it is convex it must contain either zero, or one, or 
infinitely many elements); in this case we shall say that Q exhibits phase 
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transition. The study of these possibilities is the goal of this paper. 
But first we quote a theorem of Dobrushin [I] (see [lo, Theorem 3.221 
for a quick proof) which shows that the situation is very simple when 
S is a finite set. 
THEOREM 3. Let S be jinite, and Q(x, y) > 0, x, y E S. Then 
g'(Q) = go(Q) consists of a single element, which is the stationary 
Markov chain with transition matrix P - Q, defined by 
where h is the largest (hence positive) eigenvalue of Q and r is the 
corresponding right eigenvector (Qr = hr). 
In view of this result we assume henceforth that I S ~ = co. 
2. EXAMPLES OF PHASE TRANSITION 
First consider the possibility that 9(Q) = 0. Obviously this will 
happen if we choose Q so that its iterate Q” in (1.4) is infinite. But it 
can also happen when Q has iterates of all order, for example, when Q 
is (or is equivalent to) a stochastic matrix P. However, P must not be 
positive recurrent, in which case S(Q) will always contain the 
probability measure p defining the strictly stationary Markov chain 
with transition function P (see (2.2) below). A sufficient condition 
for 9(Q) = o is given by 
for some y E S. (2.1) 
For suppose p E 9(Q) and (2. I) holds. In view of (1.5), we can express 
~[w: w(O) = y], for each n > 1, as a convex combination over X, z, 
of the ratios in (2.1). Letting n --t co, it follows from (2.1) that 
p[w: w(0) = y] = 0, which contradicts (1 .I). It is quite difficult, 
however, to verify when (2.1) holds. Using the local central limit 
theorem it can be done in certain cases when S = Z and Q(x, y) =: 
p( y - x), where p( .) is a probability density on Z. In this case Q is 
the transition function of a null recurrent or transient Markov chain 
(random walk). In fact, as an application of Theorem 8 we shall later 
show that ‘9(Q) = IZ for all random walks on S = Z. 
Next we look for examples when 1 g(Q)1 = 1. We shall be guided 
by Theorem 3 and therefore assume that Q is (or is equivalent to) 
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the transition matrix of a positive recurrent Markov chain with 
values in S. Then obviously the stationary Markov chain corre- 
sponding to P defines a probability measure p E S(Q) = g(P), whose 
cylinder set probabilities are 
p[w: w(n + i) = xi , i = 0, I,..., k] = 7r(xo) P(xO , x1) *** P(xksl , xk), (2.2) 
where w is the unique probability density on S satisfying TTP = TT. 
As we shall see, however, it is not always true that PI(Q) has only the 
single element TV defined by (2.2). A sufficient condition for this to 
happen is given by 
iim P”(%Y) _ , 
iv-n(y)- ’ 
uniformly in X, y E S. 
Let us take p E C!?(P) and show that (2.3) implies (2.2). The proba- 
bilities in (2.2) may be expressed as convex combinations of conditional 
probabilities specified by Q, over the boundary conditions at N and 
-N, for all sufficiently large N. Using (1.5) and (2.3), 
X 
PN(a, 4 PN(% b) 
--q-- 44 ( 
P2N(a, 4 
4) ) 
-l = +, 
The same proof gives the other cylinder set probabilities. 
Now we shall exhibit an example of phase transition, in which 
Q = P is the transition function of a positive recurrent Markov 
chain with state space S = (0, 1, 2,...}, and S(P) contains infinitely 
many non-translation-invariant elements.3 We begin by constructing 
a so-called birth and death semigroup with birth rate flk = /3 > 0 for 
K > 0, and death rate 6, = It for K > 0. The corresponding semi- 
group of transition matrices P(t), t > 0, is given by 
i. P&j(t) si = [I - (1 - s) e--$lk exp[+?(l - s)(l - cot)], 
1 s 1 < 1, t > 0. (2.4) 
Differentiation of (2.4) with respect to t shows that 
g P&(O) si = S&l + &.++1 - sys, + &J, (2.5) 
i==ll 
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which shows that I’(t) has the desired generator P’(0). To verify the 
semigroup property p(tr + ts) = p(tr) p(ts) for t, > 0, t, >, 0, we 
introduce the following symbolic calculus. Let sl(a) denote a Poisson 
probability density on S, ~Y(E, k) a binomial density on [0, l,..., k] 
with K trials and success probability 01. Let clC be a unit mass at k, 
and let * denote convolution. The well-known facts of this calculus 
are 
qa, k, + k,) = .q% h) * ,@(% h), (2.6) 
g’[a, WL 41 = g!(d> kh (2.7) 
qc9 + 4 = 9(%) * q%J, (2.8) 
g[% gD;(f91 = ~‘(~~). (2.9) 
Then (2.4) may be reexpressed as 
P(t): ek ---f g(e+, k) * @3(1 - eet)]. (2.10) 
Hence the result of applying P(tl) P(tJ to ek is 
.2Y[eet2, SY(t?l, k) * S[/?(l - eetl)] * .9’[/3(1 - e8”)] 
= .C@(e-(t1+t2), k) * W[ept2, B[;B(l - ePtl)]] * .Y[p(l - em”“)] 
= SY(e--(tl+fz), k) * P[z3eTt2(l - eetl)] t gP[/3(1 - eet2)] 
= LJf(e-(tl+t2), k) * p[p(l - e-(tl+tz)], 
which is exactly the image of Ed under I’(tr + ts). 
Now define 7~(1pL) = Y(/3 + ale-l) for some 01 >, 0, or 
rj”‘(k) = exp[-(8 + ale-t)] A’ :, Ol”-“)“, kcS, PER. (2.11) 
Then a similar calculation, using (2.6)-(2.9), shows that 
P(t): 77(sa) -+ ~2~ or T&(t) = i& ) s E R, tER+. 
To obtain the desired example of phase transition we simply restrict 
the time parameters s, t from !R to h, and define the Q matrix by 
Q(x, y) = P(x, y) = p,,( 1). Now 
7ryJ = 7r?$ , nEZ. (2.12) 
580/m/3-6 
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For each a > 0, (2.12) determines a probability measure pm in S(Q). 
Its cylinder set probabilities are given by 
It is easy to check that each p. has the same conditional probabilities, 
specified by Q = P as in (1.3). When 01 = 0 we see that pLo E ‘9&Q) 
while ply for 01 > 0 lies in 9(Q) but is not translation invariant. The pN 
density of u(n) is Poisson with mean /3 + ale-“, so that pa approaches 
p0 if it is translated to + co in Z. 
Finally we shall construct an example of phase transition, where 
S(Q) does not appear to contain any translation invariant states 
(we have not been able to prove this, however).4 The matrix Q will 
be a null-recurrent stochastic matrix, so that in any event 5?(Q) 
cannot contain a stationary Markov chain (as it did in the last example, 
where Q was positive recurrent). 
The construction begins with the semigroup P(t) of a pure death 
process on S = (0, 1, 2,...} with death rates 6, = k, k > 0, and all 
birth rates flk = 0. Clearly, 
f. P&t) d = [I - t+ + wtlk, KE S, t 2 0, 1 s 1 d 1. (2.14) 
This process has 0 as an absorbing state, but we shall modify it by 
making an instantaneous return form 0 to S’ = S\(O) with probability 
density, p, , K E S’. Call the modified semigroup p(t). The density 
{ plc} may be chosen in such a way that the P process is null recurrent, 
by making p, --t 0 as K --t 03 sufficiently slowly so that the expected 
return time to 0 is infinite. Our goal is to define Q(lz, j) = pkj(l), 
K, j > 1, and to show that S(Q) h as infinite cardinality. To do that 
it will suffice to exhibit a family rt , t E R, of probability densities on S’, 
such that 
d(s) = “t+s 9 t E R, s E Rf. (2.15) 
Let xt denote the Markov process with transition semigroup P(t), 
denote its probability measure by Pk[*] when x,, = K, and let Z’, be the 
first time xt = 0. Then 
k >j 2 1. (2.16) 
i=l 
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Letting 
and noting that 
Pk[To E ds] = ke+(l - e-s)k-l ds, 
(2.14), (2.17), and (2.18) applied to (2.16) yield 
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(2.17) 
(2.18) 
= [l - e-t(l - s)]” - (1 - e@ 
s 
t 
+- ke-‘t-d[l _ e-(t-~)]k-l@T(S) dT 
ziz [l ” e-t(l - s)]” + It ke-+T)[l - e-(t-7)]k-1[@T(s) - l] dr. 
0 (2.19) 
We shall now set t = log k + u in (2.19) and then let k -+ + 00. 
Equation (2.19) becomes 
+ ~ologk’u eT+ [ 1 - $ eT-U]7c-1 [@Js) - l] dr. (2.20) 
On the right side in (2.20) we get 
$+: [ 1 - k (1 - s) e-U]” = exp[-(1 - s) eeU], 
and the integrand in (2.20) is bounded by 
1 e(T-u) exp{-[(k - 1)/k] eT-“}[QT(s) - 111 < eT-U exp[- +eT-U], 
which is an integrable function on 0 < T < 00. By dominated 
convergence it follows that 
Fz f p&log k + u) = exp[-(1 - s) e-“1 
j=l 
eT-u exp[-eT-“][D7(s) - l] dT, 
u E R, 0 < s < 1. (2.21) 
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This limit is a continuous function of s on 0 < s < 1 and at s = 1 
it is equal to one. It follows from the continuity theorem for discrete 
probability densities that 
pc e&g k + 4 = I,, j E S’ = (1, 2,...}, (2.22) 
where rU, for each u E R, is a probability density on S’. Finally we 
show that (2.22) implies (2.15). We have from (2.22), 
$+i &(log 12 + t + s) = n,+s(j). (2.23) 
On the other hand, 
Letting k + co and applying Fatou’s lemma gives, in view of (2.23), 
%+s(j) 2 d(W), jES’. (2.24) 
Suppose we had strict inequality for some j E 5”. Then, summing 
(2.24) over j gives 1 > 1. Therefore, (2.24) holds with equality, 
which is Eq. (2.15). A s explained before, the restriction of (2.15) to 
t E E defines a probability measure TV in C!?(Q) which is a nonstationary 
Markov chain. Therefore its translates are not all the same, so that 
1 3(Q)] = co. Summarizing the examples of this section, we have 
THEOREM 4. For 1 S j = co there exist strictly positive matrices Q 
such that 
(4 g(Q) = ~7 
(b) I g(Q)1 = 1, 
(4 I g(Q)1 = co. This can happen both when Q is equivalent to a 
positive recurrent transition function, and when it is not.5 
More detailed but still incomplete information will be given in 
Theorems 8 and 9. 
3. OBSERVABLES AT INFINITY 
When the set S is finite one knows that S(Q) is a nonempty, 
compact, convex subset of 8, for every choice of Q. By the Krein- 
Milman theorem it is the closure of the convex hull of its extreme 
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points. In fact it is known [7] that 3(Q) is a simplex in the sense of 
Choquet, which guarantees that every element of s(Q) is uniquely 
represented as a convex combination of extreme points. Finally it is 
known [7] that the extreme points of S(Q) are precisely those states 
which have no observables at infinity, i.e., which have trivial tail field. 
In our case, when 1 S / = CO, g(Q) is clearly not compact so that 
the Krein-Milman theorem is not applicable. Nevertheless it has 
recently been shown (Theorem 7 below) that Y(Q) must have extreme 
points, whenever it is nonempty. But we begin with the quite general 
and therefore easier theorem of Lanford and Ruelle. Let (Sz, 9) be as 
in Section 1, FA the a-algebra generated by {w(K), Fz E A>, for each 
A C Z, and define the tail field as 
the intersection being over all finite A C Z. Let Ext Y(Q) = 8(Q) be 
the set of extreme points of the convex subset 9(Q) of 8. 
THEOREM 5. p E c?(Q) ;f and only if p(F) = 0 OY 1 for every 
FEP=. 
This result [7] h as b een proved in detail by many authors [5, 6, 8,9] 
and these proofs (given for / S j < co) require no change when 
) s 1 =: 02. 
Theorem 5 is important because Gibbs states with trivial tail field 
turn out to be ordinary Markov chains. By a Markov chain we mean 
a probability measure p on (Q, 9) whose cylinder set probabilities 
are defined as follows. There is a sequence of strictly positive stochastic 
matrices Q2, = Qn(x, y), n E Z, x, y E S, and a sequence of probability 
densities y,(x), n E H, x E S, such that 
cpn+dy) = C cp&)Q&~h nEh, YES, (3.1) 
‘ES 
and p is determined by 
THEOREM 6. Suppose that p E 8(Q). Then TV is a Markov chain, 
in the sense of (3.2). Th ere exist two sequences In(-) and r,(e), n E Z, of 
strictly positive functions on S, such that 
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and 
C Z,(x) Y@(X) = 1, n E Z. (3.4) 
XES 
The sequences vn and Qn which determine p (3.2) are given by 
%2(x) = L(x) yn(‘4, Qn(x, Y) = Q(x, Y> ~n+l(r>/mW (3.5) 
for all n E Z, x, y E S. 
Proof. Suppose p E &(Q). Then we define 
%4X> = /-G(n) = 4 Q&,Y) = PC-+ + 1) = Y I 44 = 4 
This agrees with the cylinder set probabilities in (3.2) for K = 0 
and K = 1. To show that (3.2) holds also for K 3 2, it suffices to prove 
that 
p[w(n) = y 1 w(n - 1) = x1 , w(n - 2) = x2 ,..., w(n - k) = x~] (3.6) 
depends only on x1, and not on x2 ,..., xk . By Theorem 5 we know 
that Fm is trivial for p. Therefore (3.6) may be expressed (using a 
well-known martingale theorem) as 
)jJm p[w(n) = y 1 w(n - 1) = X, ,0J(n - 2) 
= % P-.-P w(n - 4 = xk , ~n-j,,+j,o], 
where the “hybrid” notation means that we are conditioning on @IA , 
where A = (n - 1, n - 2,..., n - k} U [n - j, n + j]“. Since j..4 is a 
Markov random field it follows that the above conditional probabilities, 
for eachj, are independent of x2, xa ,..., xk . Therefore (3.6) becomes 
The proof of (3.3)-(3.5) is very similar to the proof of Theorem 2. 
Since p is a Markov chain it follows from (1.3) and (3.2) that 
Q&G Y) Qn+l(y, 4 = Qh Y) Q(Y, 4 , 
QnQn+dx, 4 Q% 4 
?lEZ. 
This may be expressed as 
Q&,Y) Q~+I(Y, 4 = R,(x z) 
Q(x,Y) Q(Y, 4 ’ ’ 
nEZ, (3.7) 
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the crucial point being that R,(x, x) is independent of y. Set y 
in (3.7). Then 
Q&> 0) %(x, 0) 
Q(x, 0) = --q-’ 
c = Qn+dO, 0) 
n Q(%O) . 
Set just z = 0 in (3.7). Then 
Combining (3.8) and (3.9) gives 
Q&Y> _ R&, 0) Cn+l , 
Q(x, Y) Rn+,(Y, 0) 
TlEZ. 
= 
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(3.8) 
(3.9) 
(3.10) 
To get rid of the sequence of constants C, , n E Z, let a7L be any 
sequence of positive numbers such that ol,+i = a,C,+, for all n E 7. 
Then define the sequence m(-) by 
y&q -R,(x) = ff, , ?lEz!, XES. 
Now (3.10) becomes 
Q&Y) = Q(x, Y) ~n+A~>/m(x), x,yeS, nEZ. (3.11) 
Since Q, is stochastic, it follows from (3.11) that the second half of 
(3.3) holds. Let us define In(*) by In(x) r,(x) = q,(x), n E Z, x E 5’. 
Then it follows from ynQn = ~%+i that the first half of (3.3) holds. 
Finally, (3.4) holds since each vn is a probability density. 
Remark. The converse of Theorem 6 is not true. If a Markov 
chain is determined by a pair vn , Qn as in (3.2), let us write 
p = (y, , QJ to represent this Markov chain. In the first example 
of phase transition in Section 2, where Q = P was a positive recurrent 
transition function, we found that g(Q) contained a Markov chain 
p = (v,, , P), where yn was a Poisson probability density whose mean 
depended on n. Y(Q) also contained the Markov chain y’ = 
(%+I 9 P). Hence it also contained the Markov chain 3(~ + p’) = 
(0~~ + ~d2, P> which is a convex combination of two different 
elements of g(Q) and hence not in a(Q). 
The deepest theorem, to date, in this subject is 
THEOREM 7. If 3(Q) # m then c?‘(Q) # 0. 
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It is due to Fiillmer [5, Theorem 3.121.” The proof uses not only 
the theory of regular conditional probabilities on Bore1 spaces, but 
also methods in Martin boundary theory developed by Dynkin [3] 
in a general study of the Markov property which in principle encom- 
passes all the problems discussed here. Both Follmer and Dynkin 
obtain an integral representation theorem in addition to Theorem 7, 
but the existence of extreme points is the hardest part. 
By combining Theorems 6 and 7 we obtain a necessary and 
sufficient condition for Y(Q) to be nonempty. 
THEOREM 8. Let Q be any strictly positive matrix. Then 9(Q) # 0 
if and only if there exist two sequences In(-) and r,(e), n E h, of strictly 
positive functions on S, such that Eqs. (3.3) and (3.4) hold. 
Proof. If g(Q) is nonempty, then by Theorem 7 it contains an 
extreme point which by Theorem 6 implies the desired conclusion. 
Conversely, suppose a set of functions In(*) and r,(m) exist which 
satisfy (3.3) and (3.4). Then define vn and Qn by (3.5); it is easily 
verified that the state p determined by (3.2) belongs to S(Q). 
As an application of Theorem 8 we can show that 9(Q) is empty 
for all Q which are convolution kernels. In other words we assume 
that S is a countable abelian group, p(s) a strictly positive probability 
density on S, and Q(x, y) = ~(y - x). Then Eqs. (3.3) define the 
so-called space time harmonic functions. These form a convex cone 
whose extreme points are well known [2]. Thus Z,(x) and Y,(X) must 
be convex combinations of certain exponentials of the form 
where v and $ are nonnegative characters, i.e., 
dx + Y) = v(x) P(Y), $4x + Y> = 444 $4Y), X,YES. 
Of course when S = Z, , these are ordinary exponent&. It follows 
that the required summability condition (3.4) can never be satisfied 
since 
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4. TRANSLATION INVARIANT STATES 
The only type of translation invariant state we have discovered is 
a stationary Markov chain. As we shall prove below these occur in 
9(Q) if and only if Q is equivalent to a positive recurrent transition 
function. This follows from the fact that stationary Markov chains 
have trivial tail field, and we shall show that the ‘Y,,(Q) n 8(Q) is 
always either empty or consists of a single stationary Markov chain. It 
is quite possible however that there exist nonextremal translation 
invariant states, as is the case for the two-dimensional, antiferro- 
magnetic Ising model in zero magnetic field at sufficiently low 
temperature [lo, (7.31)]. Th us it is hard to guess the true state of 
affairs. Of the following three mutually exclusive and exhaustive 
possibilities the first must be considered far more likely than the 
second, and more appealing than the third, but neither has been 
proved or disproved.7 
(a) For every Q, go(Q) is either empty or consists of a single 
stationary Markov chain. 
(b) Whenever 2?(Q) is nonempty %0(Q) is also nonempty. 
(c) Neither (a) nor (b) holds, which means that there exist 
two matrices Q1 and Q2 such that g(QJ and 9(Q2) are nonmepty, and 
such that 9s(Q1) is empty while %,,(QJ contains something which is 
not a stationary Markov chain. 
We cannot even prove that there exists one Q such that Y(Q) # D 
and go(Q) = a. 
THEOREM 9. Let Q be a strictly positive matrix. Then either Q is 
equivalent to a positive recurrent transition function P, and a(Q) n S,(Q) 
consists of one element, a stationary Markov chain. Or Q is not equivalent 
to any such P, in which case d?(Q) n go(Q) = 0, while 3’(Q) may be 
empty or nonempty (both possibilities can occur.) 
Proof. If Q N P, P positive recurrent, then the stationary Markov 
chain with transition operator P is clearly in 8’(Q) n 9,,(Q). So to 
prove the rest of the theorem it suffices to assume that &F(Q) n S,(Q) 
contains an element p, and to show that ,u is a stationary Markov chain 
whose transition function P is equivalent to Q. By Theorem 6 there 
exist In(*) > 0, r,(a) > 0 such that (3.3)-(3.5) hold. Since p is in 
Y,,(Q) we know that 
d4 = U4 r&4 Q&r> = Q(x> Y) rn+d~)/r&) (4.1) 
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are both independent of n. Therefore we define 
d4 = %(X)9 P(x, Y) = Q&T Y), 
and observe that p is a stationary Markov chain. 
Now (4.1) shows that ~,+~(y)/r,(x) is independent of n. Hence 
which shows that rI(x)/rO(x) = r,(y)/r,(y) = c. Hence Ye = c”rO(x), 
which implies 
P(X, y) = Q(x, y) r~(y>/ro(x) = c[Q(x> Y) ~,(Y)/~&)]~ 
Therefore P is equivalent to Q. Finally, the examples in Section 2 
show that when Q is not equivalent to a positive recurrent stochastic P 
it can happen either that S(Q) = o or that 3’(Q) + 0. 
Notes added in proof. 
i See also M. E. Fisher, The theory of condensation and the critical point, Physics 
3 (1967), 255-283, M. E. Fisher and B. U. Felderhof, Phase transition in one dimen- 
sional cluster interaction fluids, Ann. Phys. 58 (1970), 176-280, and Chapter I of 
M. Kac, “Quelques problemes mathematiques en physique statistique,” Presses de 
1’U. de Montreal, (1974). 
2 Symmetry breakdown is indeed the only possibility--see note 7 below. 
3 An example in the same spirit, with S = [w and gaussian transition distributions, 
F. Guerra, L. Rosen and B. Simon, The Euclidean quantum field theory as classical 
statistical mechanics, Ann. Math. 101 (1975), 11 l-259. 
4 This has now been proved-see note 7 below. 
5 This depends on the observation (a corollary of Proposition 1 in the paper of 
H. Kesten in note 7 below) that a null recurrent Q cannot be equivalent to a positive 
recurrent P. 
B See also H. Follmer, On the potential theory of stochastical fields, Lecture at IS1 
Meeting, Warsaw, 1975. 
’ Indeed (a) represents the true state of affairs. This is Theorem 1 of H. Kesten, 
Existence and uniqueness of countable one dimensional Markov random fields, Ann. 
Prob., to appear. 
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