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Based Channel Estimators And Predictors
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Nurettin Turan and Wolfgang Utschick
Abstract
A low-complexity neural network based approach for channel estimation was proposed recently,
where assumptions on the channel model were incorporated into the design procedure of the estimator.
Instead of using data from a measurement campaign as done in previous work, we evaluate the
performance of the convolutional neural network (CNN) based channel estimator by using a reproducible
mmWave environment of the DeepMIMO dataset. We further propose a neural network based predictor
which is derived by starting from the linear minimum mean squared error (LMMSE) predictor. We
start by deriving a weighted sum of LMMSE predictors which is motivated by the structure of the
optimal MMSE predictor. This predictor provides an initialization (weight matrices, biases and activation
function) to a feed-forward neural network based predictor. With a properly learned neural network, we
show that it is possible to easily outperform the LMMSE predictor based on the Jakes assumption of
the underlying Doppler spectrum in an reproducible indoor scenario of the DeepMIMO dataset.
Index Terms
channel state information, minimum mean squared error estimation / prediction, machine learning,
neural networks
I. INTRODUCTION
In [1] a low-complexity neural network based approach for channel estimation was derived
by incorporating channel model assumptions into the design procedure of the estimator [2]. The
authors of [1] derived the neural network based estimator by starting from the 3GPP channel
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model and showed further, that the neural network based channel estimator is optimal for the
3GPP model with one propagation path. For more general 3GPP system setups with more than
one propagation path, the powerful neural networks with optimization parameters allowed the
construction of channel estimators by using machine learning methods to train these optimization
variables [2]. In [2] the performance of the neural network based channel estimator was verified
with data from a measurement campaign. In the following, we want to verify the performance of
the neural network based estimator by using the DeepMIMO dataset in a mmWave environment
[3].
For increasing the achievable transmission rate in a wireless communication system, it is
beneficial to have channel state information (CSI) at the transmitter side [4]. In scenarios, where
the users are moving, the CSI may get outdated rapidly; thus, channel prediction plays an
important role [4]. After reformulating the general expression of the linear MMSE (LMMSE)
predictor, a similar approach as for the learning based low complexity MMSE channel estimator
[1] is used to obtain a learning based MMSE channel predictor [5]. The starting point to the
channel prediction problem is an underlying channel model. By reformulating the LMMSE
predictor and by further making two key assumptions it is possible to derive a weighted sum of
LMMSE predictors which has the structure of a feed-forward neural network [5]. After training
this feed-forward neural network, it is possible to easily outperform the LMMSE predictor
based on the Jakes assumption of the underlying Doppler spectrum in an indoor scenario of the
DeepMIMO dataset [5].
By using the DeepMIMO dataset, we ensure the reproducibility of our work, which is for
machine learning applications in the field of communications often not the case.
II. CHANNEL ESTIMATION BASED ON CONVOLUTIONAL NEURAL NETWORKS
We consider an uplink scenario, where a single antenna user transmits data to a base station
(BS) with M antenna elements. The noisy observation at the BS are given by1 [1], [2], [6]:
y = h + n where the complex additive white Gaussian noise (AWGN) is described by: n ∼
NC(0,Σn = σ2nIM). Given a set of parameters δ ∼ p(δ) the channel h is assumed to be
conditionally Gaussian distributed [1], [2], [6]: h|δ ∼ NC(0,Σδ). In the 3GPP urban (micro or
macro) scenarios, the receive signal is constructed by the superposition of a few propagation
1We assume that the coherence time is T = 1.
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clusters, where each cluster includes many subpaths [1], [2], [6]. Each of the clusters has an
angle center and a specific gain, which are collected in δ [1], [2], [6]. For the case that the
parameter δ is known, the linear minimum mean squared error (LMMSE) channel estimate can
be calculated with [1], [2], [6]:
hˆ =Wδy, with Wδ = Σδ(Σδ + σ
2
nIM)
−1. (1)
Since the parameter δ is unknown and described by a prior distribution p(δ), an estimate of the
channel vector can be obtained by [1], [2], [6]:
hˆ = E[h|y] = E[E[h|y, δ]|y] = E[Wδy|y] (2)
= E[Wδ|y]y = WˆMMSE(y)y, (3)
where the filter WˆMMSE(y) is given by [1], [2], [6]:
WˆMMSE(y) = E[Wδ|y] =
∫
p(y|ffi)Wδp(δ)dδ∫
p(y|ffi)p(δ)dδ . (4)
By defining Cˆ = σ−2n yy
H , we can express the estimated filter WˆMMSE now depending on Cˆ
with [1]:
WˆMMSE(Cˆ) =
∫
exp (tr(WδCˆ) + bδ)Wδp(δ)dδ∫
exp (tr(WδCˆ) + bδ)p(δ)dδ
. (5)
The above expression is not computationally tractable. Thus, the authors of [1] made several
assumptions: First, they assumed that the prior is discrete and uniform. Then, a uniform lin-
ear array (ULA) with a relatively high number of antennas was assumed, which allowed to
approximate all possible covariance matrices and their corresponding filters by [1], [2]:
Cδ = Q
Hdiag(cδ)Q Wδ = Q
Hdiag(wδ)Q, (6)
Possible candidates for Q are either the Discrete Fourier transform (DFT) matrix, Q = F1 ∈
CM×M (Circulant approx.) or the first M columns of the 2M × 2M DFT matrix, Q = F2 ∈
C
2M×M (Toeplitz approx.) [1], [7]. By further considering only one cluster, the spectrum of the
channel becomes shift invariant [1]. With these assumptions in hand, the channel estimator is
[1]:
Wˆ(cˆ) = QHdiag(wˆ(cˆ))Q, (7)
with wˆ(cˆ) = w0 ∗ softmax(w˜0 ∗ cˆ+ b), (8)
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where w0 and b are parameters that depend on the set of possible covariance matrices Cδ and
w˜0 is w0 in reversed order [1], [2]. cˆ = σ
−2
n |Qy|2, and the softmax function is defined as
softmax(x) = exp (x)
1T exp (x)
. The estimator from (7) does not yield the MMSE estimator in most
practical scenarios, since the three key assumptions made above are approximations, which do
only hold for specific cases. However, the estimator from (7) has a complexity of O(M logM)
and has the structure of a convolutional neural network (CNN) with one hidden layer and the
softmax activation function [1]. The idea is now to use a CNN in order to have weights and
biases, which are learned by training, to compensate the approximation errors made with the
three key assumptions [1]. Thus, the CNN based estimator is [1]:
WˆCNN(cˆ) = Q
Hdiag(wˆCNN(cˆ))Q, (9)
with wˆCNN(cˆ) = a1 ∗ softmax(a2 ∗ cˆ+ b1) + b2, (10)
where a1, a2, b1 replace the variables of the estimator from (7) and additionally a second bias
term b2 is included. These variables are optimized via stochastic gradient descent with the Mean
Squared Error (MSE) as cost function [1], [2], [6]:
min
a1,a2,b1,b2
E[‖h− WˆCNN(cˆ)y‖2F ] (11)
A. CNN based Channel Estimation for a mmWave System
In this section, we use the CNN based channel estimator from above in a mmWave environment
by using the DeepMIMO dataset. The accurate channel vectors provided by the DeepMIMO
dataset are constructed by using a ray-tracing tool [8]. The channel vectors are normalized
such that E[‖h‖2] = M . Given the accurate channel vectors, we obtain noisy versions by
adding AWGN as described above. Accordingly, the signal-to-noise ratio (SNR) is defined as:
SNR = 10 log10(σ
−2
n ). The normalized MSE (NMSE) is: NMSE =
E[‖h−hˆ‖2]
M
, where hˆ is an
estimate of the true channel h. In the following, we use the ray-tracing scenario "O1" of the
DeepMIMO dataset with a carrier frequency of 60GHz. We only consider one carrier and a
limited section of the User Grid 1. The first active row is R700 and the last active row is
R1418. In this limited section the horizontal and vertical distances between neighbouring grid
points are 20cm. The obtained channel vectors of each grid point are randomly assigned either
to a training set or a test set. Thus, we have 6000 training batches, where each consists of 20
channel realizations and 100 test batches, with each including 100 channel vectors. We applied
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Fig. 1: NMSE using a 16-antenna ULA at BS3.
the same hierarchical learning strategy as presented in [1] and shuffle the train dataset prior to
each hierarchical learning step.
In the first simulation (Fig. 1) we have a 16-antenna ULA (M = 16) with an antenna spacing
of λ/2 at BS3 and the maximum number of paths is set to 25 (all available paths are used
to construct the channel vector of each grid point). As benchmark we plot channel estimators
based on an approximate maximum likelihood (ML) estimation of the covariance matrix, which
are constructed by making similar assumptions on the channels as above [1], [2], [9], and the
compressive sensing method orthogonal matching pursuit (OMP) [10], which depends on choice
of the sparsity level. This choice is performed with the knowledge of the true channel, thus we
refer to this as GenieOMP, because of the optimistic performance evaluation [1], [2]. For further
readings on these benchmark algorithms, the reader is referred to [1]. By learning the CNN
channel estimator, an improvement as compared to the estimator without learning (7) can be
achieved (Fig. 1). The CNN based estimator achieves a similar performance as the GenieOMP
estimator and outperforms the ML based channel estimator.
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Fig. 2: NMSE using a 16-antenna ULA at BS17.
In the next simulation (Fig. 2) we use the same simulation setting and street section, but
this time at BS17. In this way, we have no line of sight components as compared to the
previous simulation, where BS3 is placed at the considered street section [3]. We can see that
the assumptions to construct the channel estimator from (7) are not as well suited as for the
setting from before, because of the performance curve of the untrained channel estimator from
(7), especially for large SNR values. However, we can see that the trained CNN adapts to
the environment and again easily outperforms the ML based estimator and achieves a similar
performance as the GenieOMP estimator.
III. CHANNEL PREDICTION BASED ON FEED-FORWARD NEURAL NETWORKS
In this section we derive a learning based channel predictor and evaluate its performance in
an indoor scenario of the DeepMIMO dataset. We start with a general channel model, which is
constructed by the superposition of P impinging plane-waves at a moving user with constant
velocity v [4], [11]. Each of these paths is mainly determined by a path-specific Doppler shift
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fp and path phase ψp, where the Doppler shift of path p equals to: fp = cos (δp)fcv/c, with fc
being the carrier frequency, c the speed of light and δp the direction of arrival (DoA) of path
p. The maximum possible Doppler shift is defined as the Doppler bandwidth BD = vfc/c. We
assume that over a block of M + N symbols the path phases and the Doppler shifts remain
unchanged, where M is the observation length, N is the prediction length and Ts is the symbol
duration, which is much longer than the delay spread of the channel, thus, we have a frequency-
flat channel [4]. We further assume that each path-phase ψp and each path specific DoA δp are
uniformly distributed [4], [11]. Thus, following the argumentation in [4] the channel coefficients
h[m] for m = 0, . . . ,M +N − 1 are constructed by:
h[m] =
P−1∑
p=0
(1/
√
P )ejψpej2pifpTsm =
P−1∑
p=0
ape
j2pifpTsm. (12)
Drawing the limit of P →∞ the channel coefficiencts follow a Gaussian distribution based on
the central limit theorem. However, it is important to note that for a low number of paths the
obtained channel coefficients are distributed non-Gaussian.
The goal is to make use of the correlations between the channel coefficients, in order to predict
any desired channel coefficient in the prediction interval IN = {M,M+1, . . . ,M+N−1}, from
noisy observations of the channel coefficients of the observation interval IM = {0, 1, . . . ,M−1}.
The channel model is a time-variant block-fading model. The zero mean and unit variance
process is wide-sense stationary over a block, which consists of the union of the observations
interval IM and the prediction interval IN [4], [12]. The power spectral density (PSD) is
given by the weighted sum of Dirac pulses at the Doppler shift frequencies fp [4], [13], i.e.,
Sh(f) =
∑P−1
p=0 |ap|2δ(f−fp). Consequently, the discrete covariance functionRh[k] is obtained by
sampling the inverse Fourier transform of the PSD [13], [14], viz., Rh[k] =
∑P−1
p=0 |ap|2ej2pifpTsk
at k = 0, 1, . . . ,M + N − 1. With the specific assumptions of the channel model in (12) and
if there are infinitely many paths, i.e., P → ∞, the limit of the discrete covariance functions
Rh[k] is equal to J0(2pikTsfcv/c) [4], [13], [15]. By collecting the channel coefficients h[m] of
the observation interval IM in a vector h = [h[M − 1], h[M − 2], . . . , h[1], h[0]]T , we obtain the
covariance matrix Σh [4]:
Σh =


Rh[0] Rh[1] . . . Rh[M − 1]
R
∗
h[1] Rh[0] . . . Rh[M − 2]
...
...
. . .
...
R
∗
h[M − 2] R
∗
h[M − 3] . . . Rh[1]
R
∗
h[M − 1] R
∗
h[M − 2] . . . Rh[0]


. (13)
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A. LMMSE Predictor
The noisy observations of channel coefficients within the observation interval IM are collected
in a vector y = h+n, where the complex additive white Gaussian noise (AWGN) is described by
n ∼ NC(0,Σn = σ2nIM), with IM being theM×M identity matrix. Accordingly, the covariance
matrix of the noisy observations y is Σy = Σh + σ
2
nIM . With these quantities in hand, channel
coefficients of the prediction interval IN can be obtained with the l−step LMMSE predictor [4],
[16]:
hˆ[m] = hˆm = c
H
hmy
Σ−1y y, (14)
with m ∈ IN and l = m− (M − 1) and the correlation vector cHhmy equal to
cHhmy = [Rh[l], Rh[1 + l], . . . , Rh[M − 1 + l]]. (15)
We derive a reformulated version of the LMMSE predictor in the following. For a fixed step
length l the vector of channel coefficients h of the observation interval IM is artificially extended
by l channel coefficients of the prediction interval IN : hl−ext = [h[m], h[m− 1] . . . , h[M ],hT ]T ,
with m ∈ IN and m = l + (M − 1). The extended covariance matrix Σl−exth is constructed
analogous to the covariance matrix Σh from (13). By construction, the correlation vector c
H
hmy
is identical to the zeroth row starting from the l−th column of the extended covariance matrix
Σl−exth and the covariance matrix Σh is embedded in the bottom right part of the extended
covariance matrix Σl−exth . With the following definitions:
eT1 = [1, 0, . . . , 0] (1×M + l) (16)
S =

 0
IM

 (M + l ×M). (17)
the correlation vector cHhmy and the covariance matrix can be extracted Σh from the extended
covariance matrix Σl−exth by:
cHhmy = e
T
1Σ
l−ext
h S and Σh = S
TΣl−exth S. (18)
We are now able to reformulate the l−step LMMSE predictor from (14) by incorporating our
results from (18) [5]:
hˆm = e
T
1Σ
l−ext
h S(S
TΣl−exth S+ σ
2
nIM)
−1y (19)
= eT1W
l−exty. (20)
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B. Gridded Predictor
In the following, we use Bayes’ approach of [1] to derive an approximated MMSE predictor.
The proposed solution is based on the random variables δ described by a given distribution p(δ)
and the assumption that for each sample of δ the closed-form solution Wδ of the LMMSE
predictor according to Wl−ext as in (20) is available [1], [2], [6]:
WˆMMSE =
∫
p(δ|y)Wδdδ. (21)
Note that each realization of the random δ corresponds to the DoAs of a sampled scenario that
determines the path-specific Doppler shift. By using Bayes’ theorem, it follows for the estimated
filter:
WˆMMSE =
∫
p(y|δ)Wδp(δ)dδ∫
p(y|δ)p(δ)dδ . (22)
The likelihood of y given δ is assumed to be Gaussian:2
p(y|δ) ∝ exp (−yHΣ−1yffiy)/|Σyffi|. (23)
We now wish to express Σ−1yffi in terms of Wδ. To this end, we firstly identify Wδ with the
predictor in (19) [5]:
Σl−exthffi S(S
TΣl−exthffi S+ σ
2
nIM)
−1 =Wδ (24)
Σl−exthffi S =Wδ(S
TΣl−exthffi S+ σ
2
nIM) (25)
IM = S
TWδ + σ
2
nIM(S
TΣl−exthffi S+ σ
2
nIM)
−1 (26)
Σ−1yffi = Σ
−1
n (IM − STWδ). (27)
The likelihood is now re-expressed in terms of Wδ by:
p(y|δ) ∝ exp (σ−2n tr(STWδyyH))|IM − STWδ|. (28)
By defining Cˆ = σ−2n yy
H and
bδ = log|IM − STWδ|, (29)
the likelihood p(y|δ) is reformulated to:
p(y|δ) ∝ exp (tr(STWδCˆ) + bδ). (30)
2We now indexed the second order statistical moments with δ to express the dependency on the selected sample of the
scenario.
xWe can now incorporate the result for p(y|δ) into (22):
WˆMMSE =
∫
exp (tr(STWδCˆ) + bδ)Wδp(δ)dδ∫
exp (tr(STWδCˆ) + bδ)p(δ)dδ
. (31)
Analogous to (19), the approximated MMSE predictor is:
wˆT (Cˆ) = eT1
∫
exp (tr(STWδCˆ) + bδ)Wδp(δ)dδ∫
exp (tr(STWδCˆ) + bδ)p(δ)dδ
. (32)
For arbitrary prior distributions p(δ) this filter cannot be evaluated in closed form [1]. Similar
as in [1], to have a computable expression we make the following assumption [5]:
Assumption 1: The prior p(δ) is discrete and uniform:
p(δi) = 1/N, ∀i = 1, . . .N. (33)
We replace the prior in (32) by 1/N and the integrals by sums and end up with the Gridded
Predictor [5]:
wˆT (Cˆ) = eT1
(1/N)
∑N
i=1 exp (tr(S
TWδiCˆ) + bδi)Wδi
(1/N)
∑N
i=1 exp (tr(S
TWδiCˆ) + bδi)
, (34)
where the filter of each sample Wδi is calculated according to (19) and bδi is evaluated by (29).
C. Structured Predictor
With the Gridded Predictor it is possible to achieve prediction without the knowledge of the
true PSD of the channel coefficients. The drawbacks are the numerical complexity and a large
memory requirement, due to the storage of a filter for each sample Wδi . By making another
assumption, we simplify the predictor and reduce the memory overhead [5]:
Assumption 2: ∀i = 1, . . . N the filters STWδi can be decomposed as:
STWδi = Q
Hdiag(wδi)Q, (35)
with wδi ∈ RK and a common matrix Q ∈ CK×M .
It is now sufficient to store a vector wδi for each sample, which reduces the memory overhead.
Possible candidates for Q are again either F1 (Circulant approx.) or F2 (Toeplitz approx.) [1],
[7]. By defining cˆ = σ−2n |Qy|2 and using (35), it follows for the trace expressions in (34):
tr(STWδiCˆ) = tr(Q
Hdiag(wδi)Qσ
−2
n yy
H) (36)
= tr(diag(wδi)σ
−2
n Qyy
HQH) (37)
= wT
δi
cˆ, (38)
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since cˆ contains the diagonal entries of σ−2n Qyy
HQH . The Gridded Predictor from (34) simplifies
to:
wˆT (cˆ) =
∑N
i=1 exp (w
T
δi
cˆ+ bδi)e
T
1Wδi∑N
i=1 exp (w
T
δi
cˆ+ bδi)
. (39)
We end up with the Structured Predictor of following form [5]:
wˆ(cˆ) = A2
exp (A1cˆ+ b)
1T exp (A1cˆ+ b)
, (40)
where the matrices A1 and A2 and the vector b are:
A1 =


wT
δ1
...
wT
δN

 A2 =


eT1Wδ1
...
eT1WδN


T
b =


bδ1
...
bδN

 . (41)
D. Neural Network Predictor
An expert observation shows that a feed-forward neural network with one hidden layer and
the softmax activation function, has the same structure as the Structured Predictor. We define
the neural network as [5]:
wˆNN(cˆ) = A(2)
exp (A(1)cˆ+ b(1))
1T exp (A(1)cˆ+ b(1))
+ b(2). (42)
The matrixA1 of the Structured Predictor from (40) is equal to the weight matrixA(1) of the first
layer: A(1) = A1. The vector b is the bias vector of the first layer, thus b(1) = b. A2 consists
of sample specific filter vectors eT1Wδi ∈ C1×M . Thus, the matrix A2 is complex. Therefore,
we split the matrix A2 into its real and imaginary part and define
A(2) =

ℜ(A2)
ℑ(A2)

 . (43)
We further define a bias term for the second layer and the Structured Predictor suggests: b(2) = 0.
Accordingly, the output of the neural network wˆNN(cˆ) is the concatenation of the real and
imaginary parts of the Structured Predictor wˆ(cˆ):
wˆNN(cˆ) =

wˆNN,ℜ(cˆ)
wˆNN,ℑ(cˆ)

 =

ℜ(wˆ(cˆ))
ℑ(wˆ(cˆ))

 . (44)
Thus, we obtain an estimate (of a specific channel realization, indexed by b) by calculating:
hˆb,IN = [wˆNN,ℜ(cˆb) + jwˆNN,ℑ(cˆb)]
Tyb,IM . (45)
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The learning procedure is described in the following [5]:
Algorithm 1 Learning the MMSE Channel Predictor
1 Init. the Neural Network with the Structured Predictor
2 Generate a mini-batch of in total B channel realizations, of the observation interval hb,IM
and corresponding channel coefficients of the prediction interval (of desired prediction step
l) hb,IN , for b = 1, 2, . . . , B.
3 Generate noisy version yb,IM of hb,IM and calculate cˆb (input of the neural network), for
b = 1, 2, . . . , B.
4 Calculate stochastic gradient (i = 1, 2):
g =
1
B
B∑
b=1
∂
∂[A(i);b(i)]
‖hb,IN − hˆb,IN‖22,
5 Update the variables of the neural network with a desired gradient algorithm (e.g., [17])
6 Repeat steps 2-5 until a convergence criterion is fulfilled.
E. Neural Network based Channel Prediction in an Indoor Scenario
In the following, we use the ray-tracing scenario "I1" of the DeepMIMO dataset with a carrier
frequency of 2.4GHz at BS8 with one antenna. We consider one carrier and at all possible
grid points; thus, the first active row is R1 and the last active row is R502. In this scenario
the horizontal and vertical distances between neighbouring grid points are 1cm. The channel
coefficients are normalized such that E[‖h‖2] = 1. The obtained channel vectors of each grid
point are grouped together, to emulate a moving user (v = 4km/h) along the positive x-axis
direction, as follows: Five consecutive channel coefficients are stacked together, where the first
four form the observation interval channel vector h and we want to predict the fifth channel
coefficient; thus, M = 4 and l = 1. We randomly assigned the groups of channel coefficients
either to a training set or a test set. Thus, we have 500 training batches, where each consists of
50 channel realizations and 103 test batches, with each including 50 channel realizations. We
train over 20 epochs by shuffling the train dataset each time.
In the simulation of Fig. 3 the number of paths is set to the maximum value of 25 (all available
paths are used to construct the channel coefficient of each grid point). Over the simulated
observation length of M = 4 and the additional prediction coefficient (l = 1) the DoAs fluctuate
xiii
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Fig. 3: NMSE at prediction step l = 1 with M = 4 at BS8.
by approximately ±2°. Thus, we use as baseline the LMMSE predictor with (almost) perfect
knowledge of the statistical moments of second order based on the covariance function Rh[k]
(LMMSE Perfect). We further use as benchmark the LMMSE perdictor, where we construct the
covariance matrix by only considering the strongest path, and denote it by LMMSE SP. The
LMMSE predictor with the assumption of P → ∞, is denoted as LMMSE Jakes. The Neural
Network Predictor is denoted as NN Toep or as NN Circ, where we initialize the weight matrices
and biases with the corresponding Structured Predictors, which are constructed by using the
channel model from (12) with only one propagation path P = 1 and with N = 4 (Circulant
approx.) or N = 8 (Toeplitz apporx.), and then train with the data provided by the indoor
scenario of the DeepMIMO dataset. We have constructed the Structured Predictors with P = 1,
since we assume to have one dominating path, which is the path with a line of sight to the BS.
The predictors are specifically constructed for each simulated SNR, i.e., we have to construct
and train the neural network predictors for each SNR separately.
The neural network predictors trained with the indoor scenario data, do not only compensate
xiv
the approximation errors of Assumption 1 and Assumption 2, instead it is possible to predict
the channel for a large SNR range clearly better than compared to the LMMSE Jakes predictor
(Fig. 3). We can see further that, the NN Toep and NN Circ predictor reach a similar NMSE
as compared to the LMMSE SP predictor for the SNR range from −15dB to 0dB (Fig. 3) and
outperform the LMMSE SP predictor for all higher SNR values. The LMMSE SP predictor
performs bad for high SNR values, because in the construction of this predictor the strongest
path is considered exclusively. However, for higher SNR values the sub-path powers are not
negligible as compared to the noise and need to be incorporated and reflected within the channel
coavariance matrix accordingly. The LMMSE Perfect predictor is constructed by considering all
paths and with the neural network predictors we can achieve a similar performance, especially
for low SNR values (Fig. 3).
IV. CONCLUSION
We evaluated the performances of the convolutional neural network based channel estimators
from [1] in a mmWave environment using data provided by the DeepMIMO dataset and con-
firmed, that these estimators work in a ray tracing based simulation environment in addition to
the 3GPP based model and real measurement data as in [2].
A novel approach to learn a feed-forward neural network channel predictor was further
presented in this paper. Starting from the LMMSE predictor a reformulated version was derived.
By making two key assumption it was possible to further derive predictors, which are motivated
by the structure of the MMSE predictor. The neural network predictor is initialized with the
Structured Predictor. By further training the network based predictors, it is possible to compensate
the approximation errors due to the assumptions we made. Simulation results show that the
neural network predictors outperform the LMMSE predictor based on the assumption of a
Jakes spectrum and achieve a similar NMSE as compared to the LMMSE predictor with perfect
knowledge of the statistical moments of second order based on the covariance function, especially
for low SNR values.
We further guaranteed the reproducibility of our work by using the data provided by the
generic DeepMIMO dataset in our simulations.
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