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–Summary in Dutch–
Het voorgestelde werk situeert zich in de wiskundige biofysica. Er werd met name
bestudeerd hoe de structuur van de hartspier de voortplanting van elektrische de-
polarisatiegolven beı¨nvloedt. Aangezien precies deze elektrische prikkels de in-
dividuele hartcellen aanzetten tot mechanische samentrekking, geeft afwijkende
elektrische activiteit aanleiding tot hartritmestoornissen die de pompfunctie ge-
deeltelijk of zelfs geheel kunnen uitschakelen.
Vanuit wiskundig-fysisch oogpunt kan het hart worden beschouwd als een
exciteerbaar medium. Immers, waar de transmembraanpotentiaal een drempel-
waarde overschrijdt, worden de cellen gee¨xciteerd tot een cyclus die bekend staat
als een actiepotentiaal. Tijdens de actiepotentiaal depolariseren de cellen en trek-
ken ze samen langsheen hun lange as, waarna ze gedurende korte tijd hun rust-
toestand herstellen; een ganse actiepotentiaal duurt ongeveer 300 ms. In het hart
wordt de actiepotentiaal bovendien doorgegeven tussen de cellen door gespeci-
aliseerde verbindingssites (‘gap junctions’), wat gemodelleerd kan worden door
diffusie van de elektrische transmembraanpotentiaal. Hierdoor ontstaat een heuse
golf van elektrische activiteit die als doel heeft de hartspier tot een optimaal gecoo¨rdineerde
contractie te bewegen. Op deze manier ontstaat onder normaal hartritme telkens
e´e´n hartslag.
Op macroscopische schaal kan exciteerbaar biologisch weefsel worden voor-
gesteld met behulp van een reactie-diffusievergelijking. Hierin treedt de tran-
smembraanpotentiaal op als e´e´n van de toestandsvariabelen; het is trouwens de
enige variabele die diffusie ondergaat op de beschouwde tijdschaal. De wiskun-
dige beschrijving van potentiaaldiffusie wordt bemoeilijkt door de uitgesproken
vezelachtige structuur van het hartweefsel. Daarenboven wordt de hartspier door
kliefvlakken doorsneden. Men was daarom genoodzaakt in het wiskundige model
een anisotrope elektrische diffusietensor op te nemen die in rekening brengt dat
depolarisatiegolven ongeveer driemaal sneller reizen langs de spiervezelrichting
dan in de dwarse richtingen. Op basis van talloze numerieke simulaties en gesterkt
door experimentele metingen werd vervolgens besloten dat inzicht in de rol van
anisotropie essentieel is om te begrijpen hoe bepaalde types hartritmestoornissen
ontstaan; bij aanvang van dit onderzoeksproject bestond er echter geen systema-
tische methode die analytisch om kon gaan met de generieke anisotropie van de
hartspier.
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In dit werk werd besloten de anisotropie te behandelen vanuit een lokaal equi-
valentiebeginsel. Voor een blokje met vaste vezelrichting is het namelijk mogelijk
om de isotropie te herstellen door de gekozen lengte-eenheid aan te passen in elke
hoofdrichting. Deze keuze komt neer op het gebruiken van effectieve reistijden om
afstanden weer te geven, wat een vertrouwde techniek is in bijvoorbeeld de optica
of bij kaartlezen. Het volstaat om deze operationele definitie van afstand consistent
door te voeren in elk klein stukje hartweefsel om de anisotropie in de vergelijkin-
gen volledig weg te werken, ware het niet dat deze procedure de ruimte een intrin-
sieke kromming oplegt. Hierdoor gedragen patronen van elektrische activiteit in
het hart zich alsof ze doorheen een niet-Euclidische ruimte bewegen, waarvan de
metrische tensor evenredig is met de inverse van de elektrische diffusietensor.
Gelukkigerwijs kennen fysici nog een ander natuurverschijnsel, namelijk de
zwaartekracht, dat tot zijn eenvoudigste vorm gebracht werd door te werken in een
intrinsiek gekromde ruimte. De voorgaande beschrijving is natuurlijk Einsteins al-
gemene relativiteitstheorie. Deze stelt onder andere dat licht onafwendbaar recht-
door straalt, zij het in een ruimtetijd die gekromd wordt door de aanwezigheid van
zware massa’s. Dit toch wel onverwachte parallellisme houdt in dat een heleboel
wiskundige technieken en fysische interpretaties kunnen worden geleend uit hun
kosmologische context voor toepassing in de wiskundige biofysica. De evolutie-
vergelijkingen voor excitatiepatronen die bekomen worden in dit werk gelden dan
ook meteen voor algemene anisotropie van de hartspier, net omdat op covariante
wijze wordt omgegaan met het niet-Euclidische karakter van de ruimte.
Als eerste toepassing van het nieuwe formalisme wordt in dit proefschrift het
verband bestudeerd tussen de voortplantingssnelheid van actiepotentiaalgolven en
de lokale kromming van hun golffront. In de welgekende gelineariseerde ver-
gelijking – doorgaans de eikonale relatie genoemd – treedt nu een algemene rich-
tingscoe¨fficie¨nt op, terwijl de klassieke afleiding steevast als waarde e´e´n opleverde.
Deze coe¨fficie¨nt heeft de fysische betekenis van een oppervlaktespanning voor het
golffront, die uiteraard positief dient te zijn om een eenparige verspreiding van
excitatie en contractie in het hart te bewerkstelligen. Deze bewering wordt ove-
rigens gestaafd door een variationeel principe af te leiden, waarvan de actie ter-
men bevat die het differentieel ingenomen volume en de totale oppervlakte van
het golffront weergeven. Verder worden in dit werk voor het eerst ook de tweede
orde krommingscorrecties voor de beweging van golffronten uitgerekend. Voor
isotrope media wijken deze af van de gangbare extrapolatie in de literatuur; in
anisotrope media manifesteert zich een nieuw effect dat gelijkaardig is aan gra-
vitationele lenswerking in de kosmologie.
De studie van golffronten wordt afgerond door te kijken hoe snelle periodieke
elektrische stimulatie weegt op de voortplanting van actiepotentialen; de bere-
kening levert een algemene uitdrukking op voor de dispersieve oppervlaktespan-
ningscoe¨fficie¨nt. Het resultaat kan gebruikt worden om een dimensieloze kritische
verhouding af te schatten, die de gevoeligheid van de hartspier beschrijft voor de
ontwikkeling van turbulente hartritmes.
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Als tweede aanwending van de geometrische interpretatie voor structurele an-
isotropie worden spiraalgolven beschouwd. Net als golffronten zijn spiraalgolven
oplossingen van de reactie-diffusievergelijking in twee dimensies. Spiraalvormige
activiteit kan ontstaan wanneer een golffront in twee stukken breekt: het eindpunt
van elk van de golffronten vormt dan een fasesingulariteit waarrond het overblij-
vende golffront zich opkrult. Op deze wijze leidt elk afgebroken golffront tot een
spiraalvormig patroon van geactiveerd weefsel dat rond de tip van de spiraalcurve
wentelt. Zulke spiraalgolven, die oorspronkelijk bestudeerd werden in de context
van oscillerende chemische reacties, vertonen een merkwaardige dynamische sta-
biliteit. Eens spiraalgolven van elektrische activiteit gevormd worden in het hart
verhogen ze de hartslag, aangezien hun omwentelingsfrequentie hoger is dan het
natuurlijke hartritme. Deze toestand staat bekend als tachycardie; bovendien ver-
laagt de efficie¨ntie van de contractie bij tachycardie.
In werkelijkheid kent de ventrikelwand een eindige dikte waardoor geen spi-
raalgolven, maar rolgolven optreden. Deze kunnen worden beschouwd als een
continue opeenstapeling van spiraalgolven. De tippen van de spiraalgolven vor-
men dan samen de rotatieas van de rolgolf. Deze draaias, die niet noodzakelijk
recht hoeft te zijn, wordt het ‘filament’ van de rolgolf genoemd. Filamenten zijn
van groot belang voor de studie van hartritmestoornissen aangezien kon worden
aangetoond dat voornamelijk perturbaties die plaatsvinden dichtbij het filament de
tijdsevolutie van een ritmestoornis bepalen. Zo kan instabiliteit van e´e´n rotorfila-
ment resulteren in de voortdurende creatie van nieuwe filamenten. Dit proces stort
het hart in een chaotische toestand van elektrische activering, gekend als fibrilla-
tie. Wanneer fibrillatie plaatsgrijpt in de hartventrikels leidt dit tot de dood binnen
enkele minuten. Ofschoon zowel tachycardie als fibrillatie reeds uitvoerig geka-
rakteriseerd werden aan de hand van rotorfilamenten, blijven inzichten betreffende
de invloed van anisotropie van de hartspier op de stabiliteit van hartritmes erg be-
perkt. Men beschikte immers enkel over de laagste orde bewegingsvergelijkingen
voor rotorfilamenten in een medium zonder anisotropie.
Op gelijkaardige wijze als voor golffronten worden in dit proefschrift de effec-
tieve bewegingsvergelijkingen afgeleid voor rotorfilamenten in een medium met
arbitraire anisotropie. Hieruit blijkt dat de beweging van een filament niet alleen
bepaald wordt door zijn kromming en winding ten opzichte van het omringende
medium: de intrinsieke kromming van de ruimte ten gevolge van structurele aniso-
tropie werkt namelijk in op het filament onder de vorm van extra getijdenkrachten.
De verkregen bewegingsvergelijkingen stellen in laagste orde dat filamenten enkel
stationair kunnen zijn als ze langs een geodeet van de gekromde ruimte liggen. Dit
resultaat bewijst de geldigheid van het ‘minimaalprincipe voor rotorfilamenten’ dat
in 2002 door Wellner, Pertsov en medewerkers werd geponeerd. Tevens voorspel-
len de hogere orde bewegingsvergelijkingen afwijkingen van het minimaalprincipe
door optredende getijdenkrachten.
Uit lineaire stabiliteitsanalyse van de bewegingsvergelijkingen voor filamenten
zijn diverse mechanismen af te leiden die rotorfilamenten instabiel kunnen maken
en bijgevolg aanleiding geven tot hartfibrillatie. Immers, de effectieve spanning in
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het filament kan niet alleen negatieve waarden aannemen ten gevolge van exces-
sieve kromming van het filament of winding van de rolgolf omheen het filament,
maar eveneens wegens de getijdenkrachten die voortkomen uit de functionele an-
isotropie van het hartweefsel. De kritische waarden voor deze processen kunnen
worden uitgedrukt aan de hand van de dynamische coe¨fficie¨nten in de bewegings-
vergelijking, die op hun beurt berekend worden op basis van de tweedimensionale
spiraalgolfoplossing.
In een vereenvoudigd anatomisch model neemt men vaak aan dat de draaiing
van spiervezels doorheen de ventrikelwand aan een constant tempo verloopt. Voor
deze speciale configuratie wordt de intrinsieke kromming van de ruimte expliciet
uitgerekend, zodat het relatieve verschil in de voortplantingssnelheid van excitatie-
golven in de verschillende richtingen eindelijk kwantitatief kan worden gekoppeld
aan het optreden van hartritmestoornissen.
Een laatste luik van dit proefschrift behelst de medische beeldvorming van
structurele anisotropie in de hartspier met behulp van magnetische resonantie beeld-
vorming (MRI). In het bijzonder wordt een diffusie-MRI techniek vooropgesteld
en uitgevoerd om kruisende kliefvlakken in het hart voor het eerst op niet-invasieve
wijze in kaart te brengen. Deze methode werd ‘dual q-ball imaging’ (dQBI) ge-
noemd. dQBI is reeds een eerste maal gevalideerd door vergelijking met een stan-
daard histologische techniek die naderhand werd uitgevoerd op hetzelfde hart.
Tot slot wordt er in deze scriptie beschreven hoe de intrinsiek gekromde ruimte
bepaald kan worden voor een individueel hart op basis van MRI. De betreffende
techniek werd Ricci Tensor Imaging (RTI) gedoopt. In combinatie met de wetten
voor fronten- en filamentendynamica kan RTI het in de toekomst mogelijk maken
om door te lichten of iemand gevaar loopt op hartritmestoornissen of voortijdige
hartstilstand ten gevolge van een afwijkende hartstructuur.
English summary
The present work resides in the field of mathematical biophysics. Specifically, it
analyzes how cardiac structure affects the propagation of waves of electrical de-
polarization through the heart. Because these waves trigger the individual heart
cells to contract mechanically, aberrant electrical activity can lead to heart rhythm
disorders that may weaken or even fully suppress the organ’s pumping function.
In mathematical modeling terms, the heart is considered to be an excitable
medium. When the transmembrane potential of a cell is elevated above a given
threshold voltage, an activation cycle known as an action potential is initiated.
During the action potential, which typically lasts about 300 ms in a human ven-
tricular cell, the myocardial cell depolarizes and contracts along its long axis. In
cardiac tissue, action potentials are conducted between neighboring cells through
intercellular gap junctions, a phenomenon that may be modeled by diffusion of the
electric transmembrane potential. During normal heart rhythm, the propagating
wave of electrical excitation triggers properly timed and coordinated contraction
of the heart muscle, which results in a single heartbeat.
Macroscopic wave patterns in excitable biological tissue are commonly re-
presented mathematically using a reaction-diffusion equation, in which the trans-
membrane potential is represented by one of the state-variables. Notably, only the
transmembrane potential undergoes diffusion at the time scale considered. The
mathematical description of this electrical diffusion process is made more com-
plex by the pronounced fibrous structure of the heart muscle and the presence of
cleavage planes in the tissue, both of which have significant effects on the velocity
and direction of wave propagation in cardiac tissue. For this reason, an anisotropic
electrical diffusion tensor must be incorporated into the model to represent the fact
that the waves of electrical depolarization propagate about three times faster along
the myofiber direction than at right angles to it. Both experimental and numerical
evidence suggest that insights on the role of functional anisotropy of the tissue
may be essential to understand how certain types of arrhythmias are initiated. At
the start of this research project, however, no systematic scheme to handle generic
tissue anisotropy in an analytical way had been developed.
In this work, anisotropy is studied on the basis of a local equivalence principle,
because isotropy may be restored in a small tissue block with fixed fiber direction
by selecting appropriate length units in each principal direction. This choice is tan-
tamount to measuring distance based on arrival times rather than physical length,
xviii ENGLISH SUMMARY
which is commonplace in a number of other fields, such as optics and navigation.
The consistent application of this operational measure of distance in every patch
of myocardial tissue is sufficient to regain local isotropy in the equations, although
the procedure imposes an intrinsic geometric curvature on the space considered.
In other words, the dynamical patterns of electrical activity in the heart behave
as if they reside in a non-Euclidean space, determined by a metric tensor that is
proportional to the inverted electrical diffusion tensor.
Fortunately, there exists another natural phenomenon that can be elegantly de-
scribed within an intrinsically curved space: gravity. In Einstein’s general rel-
ativity theory, both light rays and test bodies locally travel along straight lines,
using a description of spacetime that is curved because of nearby heavy masses.
This unexpected parallelism encourages the use of mathematical techniques and
physical insights from cosmology for an unconventional biophysical application.
Because the evolution equations for the patterns of electrical excitation are derived
in this work within a covariant formalism, they are obeyed for any type of tissue
anisotropy.
As a first application in this dissertation, the novel curved-space formalism is
used to investigate the relationship between the propagation speed of action poten-
tial waves and the local geometric curvature of the wave fronts. In the linearized
equation, which is commonly termed the eikonal relation, the coefficient of linear-
ity derived here is more general than the outcome of the classical proof and may
be assigned the meaning of a physical surface tension. It is furthermore shown
that the equation of motion for the wave front can be derived from a variational
principle; in the physical action terms appear that denote the increase in occupied
volume and the total surface area of the wave front.
This work additionally contains the original corrections for wave front motion
that are of second order in curvature. For isotropic media, the corrections deviate
from those usually found in literature. Remarkably, the structural anisotropy of
cardiac tissue induces a net effect on wave front motion that is reminiscent of
gravitational lensing in cosmology.
This research next addresses how repeated electrical stimulation affects the
propagation of action potentials. Our findings deliver a general expression for the
dispersive surface tension coefficient. The outcome may be used to estimate a
dimensionless critical ratio that is used to assess vulnerability of the heart to the
onset of turbulent cardiac rhythms.
The second application of the geometric interpretation of structural anisotropy
concerns spiral waves. Together with the wave fronts already described, spiral
waves are solutions to the reaction-diffusion equation in two spatial dimensions.
Spiral shaped activity may follow from break-up of a wave front: in such a case,
each of the endpoints of the broken fronts acts as a phase singularity, around which
the remainder of the wave front winds. As a result, each broken wave front gives
rise to a spiral shaped pattern of activated tissue that rotates around the spiral’s tip.
These spiral waves were originally encountered and investigated in the context
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of oscillating chemical reactions and can exhibit remarkable dynamical stability.
Because the rotation frequency of the spiral waves is higher than the heart’s natural
rhythm, a spiral wave of electrical activity that forms in the heart leads an to an
accelerated beating rate. Such state is known as tachycardia and decreases the
heart’s pumping efficiency.
Due to the finite width of the ventricular wall, three-dimensional scroll waves,
rather than two-dimensional spirals, are encountered in the heart. Scroll waves
may be envisioned as a continuous stack of spiral waves, with the collection of
spiral wave tips forming the rotation axis of the scroll wave. This rotation axis,
which may be curved and twisted, is called the ‘filament’ of the scroll wave.
Scroll wave filaments are key to the study of cardiac arrhythmias, since it has
been demonstrated that mainly perturbations that take place close to the filament
affect the temporal evolution of aberrant heart rhythms. In particular, the dynam-
ical instability of a single filament may result in the continuous creation of new
filaments, which results in a chaotic state of electrical activation known as cardiac
fibrillation. Although both tachycardia and fibrillation have been characterized ex-
tensively by means of scroll wave filaments, specific insights on the influence of
structural anisotropy on the stability of heart rhythms have been limited, in part
because the equations of motion for filaments had only been derived for isotropic
media, for a small regime of spiral wave trajectories and in lowest order in curva-
ture and twist.
In a similar manner to the treatment of wave fronts, this dissertation presents
a derivation of the effective equations of motion for filaments that are third order
in curvature and twist; moreover they hold for media with arbitrary anisotropy.
These equations reveal that filament motion depends on both curvature and twist
of the filament with respect to the surrounding medium. In addition, the intrinsic
curvature of space due to structural anisotropy acts on the filament as a tidal force.
The covariant equations of motion state in lowest order that any stationary filament
in a medium with generic anisotropy must lie along a geodesic of the curved space,
which proves the ‘minimal principle for rotor filaments’ that was put forward by
Weller, Pertsov and co-workers in 2002. Furthermore, the higher order equations
of motion predict deviations from the minimal principle arising from tidal forces.
From linear stability analysis of the filament equations of motion, several path-
ways to filament instability may be deduced, each of which is likely to enable the
onset of cardiac fibrillation. It is shown that not only excessive extrinsic curva-
ture or twist of the filament, but also the tidal forces that stem from myocardial
anisotropy may cause negative filament tension. The instability thresholds for
these processes are expressed using the dynamical coefficients in the equation of
motion and can be explicitly calculated from the two-dimensional spiral wave so-
lution.
In a simplified anatomical model, the fiber rotation rate across the ventricu-
lar wall is often approximated as constant. For this particular configuration, the
intrinsic curvature of space is characterized, such that the relative difference in
the conduction velocity of excitation waves in different directions may finally be
linked to the development of cardiac arrhythmias in a quantitative way.
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A separate theme touched upon in this dissertation is the analysis of structural
anisotropy in the heart muscle using magnetic resonance imaging (MRI). More
precisely, a diffusion-MRI technique is developed and tested to resolve coexisting
cleavage planes of different orientation in the heart. The novel method, termed
‘dual q-ball imaging’ (dQBI), for the first time enables non-invasive discernment
of cleavage plane crossings in macroscopic tissue volumes. A preliminary valida-
tion was conducted by comparing the outcome from dQBI against standard histol-
ogy performed on the same heart.
Ultimately, this thesis presents an integrative approach to determine the in-
trinsically curved space for individual hearts using a method called Ricci tensor
imaging (RTI). Combined with the laws for wave front and filament dynamics,
RTI facilitates the assessment of patient-based risk for cardiac arrhythmias or pre-
mature cardiac death as a consequence of aberrant cardiac microstructure.
1
Introduction
1.1 Introduction
About every second of our lives, an electrical pulse in our hearts incites the or-
gan to fulfill its pumping function and thereby keeps us alive. The importance of
coherent delivery of such activation pulse is particularly felt when heart rhythm
disorders arise. For, the failure to timely deliver the electrical trigger in every con-
tractile heart cell obviously leads to unsynchronized contraction of individual heart
cells. Conversely, experimental recordings of electrical activity in diseased hearts
have shown aberrant activation patterns on their surface.
This work does not delve into the intricate electrophysiological processes that
underlie heartbeats, nor attempts to solve the partial differential equations that gov-
ern the subsequent contraction. Rather, we concentrate on a physical description
for the propagation of electrical potentials at the macroscopic level, where distinct
wave fronts can be seen to travel through the myocardial wall. The macroscopic
properties of cardiac tissue can be efficiently captured by a set of reaction-diffusion
(RD) equations [1]. The first state variable in such model is usually chosen to be
the local electric potential difference across cell membranes, i.e. the transmem-
brane potential. The vector of state variables is typically further supplied with
intra- and extracellular ion concentrations and regulatory factors for ion exchange
across the cell membrane. The ‘diffusion’ part of the RD system is embodied by
adding a diffusion term for the electrical potentials that sustains the spatial spread
of the electrical activation.
Reaction-diffusion kinetics are not uniquely reserved to cardiac excitation, as
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a similar diffusion term appears in the context of oscillating chemical reactions [2]
and pattern formation on animal fur [3]. Other waves of different nature that have
been studied using reaction-diffusion models include flame front propagation [4],
catalytic oxidation on metal surfaces [5], the aggregation of social amoebae [6] and
the spreading of agricultural techniques [7] as well as epidemics [8]. In biophysics,
RD systems are thought to play a role in the secretion of insulin, in maintaining
our biological clocks and with the rhythmic contraction of the uterus when giving
birth. Because our analytical theory that is presented below does not specify a par-
ticular reaction-diffusion model, the obtained results are expected to be applicable
to the other mentioned dynamical systems under minor modifications.
Characteristic to the process of cardiac excitation is that conduction takes place
in a three-dimensional volume, which allows for much richer dynamics than pos-
sible on a two-dimensional surface or in a one-dimensional cable. The second
complication lies in the fibrous structure of the heart muscle: as the heart cells
are elongated and mainly coupled to each other through their end caps, electrical
signals spread about three times as fast in the direction of cell alignment than in
the transverse directions [9]. This effect is known as tissue anisotropy, and devel-
oping an analytical description of wave phenomena in the heart that deals with any
reasonable arrangement of myofibers formed the main goal of this study.
At this point, a beautiful tie with ‘mainstream’ theoretical physics comes in:
tissue anisotropy can be locally removed from the description by appropriate ro-
tation and rescaling of the coordinate axes. Such rescaling leaves us with a back-
ground space which is intrinsically curved, and the situation is -at least in the eyes
of a theoretical physicist- highly reminiscent to Einstein’s general theory of rela-
tivity [10]. Consequently, this key remark enables to draw from the mathematical
tools designed for working in curved spacetimes. One should therefore not be sur-
prised to encounter covariant differentiation, relativistic spacecraft and Riemann
curvature tensors further up in this work, originally applied here in a biophysical
context.
The spacetime analogy is even pushed further, as the time evolution of phase
singularity lines (called ‘filaments’ [11]) can be correlated to the cosmic strings
that have been hypothesized to exist on galactic scales [12]. Importantly, filaments
act as the organization centers for the time evolution of cardiac arrhythmias and
therefore their study is thought useful for future treatment and prevention of ar-
rhythmias. The bold parallelism between cosmic strings and filaments in the heart
paid off immediately: borrowing an expansion from cosmic string literature, our
group was able to prove the minimal principle for rotor filaments that had been
postulated by Wellner, Pertsov and co-workers in 2002 [13]. Higher order terms
in the gradient expansion series provide a more general analytical framework for
various facts on filament behavior that have been observed in numerical simula-
tions and experimental context [14–16]. The extended laws of motion that govern
filament dynamics in the presence of tissue anisotropy are for the first time derived
and discussed in this thesis.
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A side track of the research performed, which eventually grew into a relatively
independent research topic, is the usage of magnetic resonance imaging (MRI)
to assess the geometry and microstructure of individual hearts. Rooted in per-
sonal experience during Master Thesis research at the Faculty of Engineering in
Ghent, an established methodology to probe complex fiber orientation in specific
brain regions was applied to obtain detailed images of the cardiac myofiber field.
This existing technique that probes fiber orientation is known as q-ball imaging
(QBI) [17], and was for the first time exploited to image complex myocardial fiber
structure context within our research project.
Specific to cardiac microstructure is the occurrence of laminar clefts in the tis-
sue [18], which are believed to play an important role in the mechanical contraction
of the heart [19]. Based on physical principles, we adjusted the QBI procedure so
that it became sensitive to the orientation of laminar structure instead of fiber orga-
nization. The novel technique, which we have termed dual q-ball imaging (dQBI)
is the first one that attempts to non-invasively distinguish cleavage planes of dif-
ferent orientation that could coexist at a given point in the tissue. Interestingly, our
method indicates that multiple laminar structure could be more prevalent in the
cardiac wall than anticipated by former MRI studies; the results are in qualitative
agreement with the outcome of histological sectioning. At present, histological
sectioning combined with confocal microscopy is considered the gold standard for
mapping cardiac microstructure [20]. Unfortunately, sectioning methods are in-
herently destructive and therefore possess limited clinical potential.
The two areas of active research, i.e. structural imaging and the asymptotic
theory for wave patterns, can be integrated with each other into a methodology for
assessing structural susceptibility to electrical instability in individual hearts. The
foundations for such method are put down in the last chapter; the basic idea is to
predict the forces that could act on occurring rotor filaments using information on
local fiber and laminar orientation that has been gathered with MRI.
One could argue whether this thesis contributes to medical science in general.
Indeed, in this research project no physiological experiments were performed and
the numerical simulations executed were limited compared with the contemporary
state-of-art computing in the field. Nevertheless, we are convinced to practice use-
ful science, viewed from the following standpoint. Numerous pieces of the puzzle
have been collected in many scientific communities, through in vitro or numerical
experiments, via clinical practice and experience, by putting up models and theo-
ries that go with them. Being theoretical physicists, we are hitherto no front-line
combatants in clinical advances; as true linkmen we have rather rejoiced putting
together the pieces of the puzzle in different patterns, hoping that the general pic-
ture someday will show itself. Even before that day, we continue to believe that
our interdisciplinary efforts can contribute to better understanding of dangerous ar-
rhythmias. And that could be a first step towards enhanced therapy and wellbeing
for the general public.
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1.2 Outline and scope
The tight link with cardiological application is yet presented in the first chapter of
the main text, which briefly introduces the types of cardiac arrhythmias which this
work may be relevant to. Thereafter, a bottom-up approach is followed to recon-
struct how the life-keeping (sometimes life-threatening) waves of electrical activity
emerge from underlying physiological processes. The myocardial tissue structure
at the mesoscopic scale deserves our attention as the emergent tissue anisotropy
strongly impacts on the behavior of the patterns of electrical excitation at the tis-
sue and organ level. In the cited derivation of the reaction-diffusion equation that
governs cardiac excitation patterns, a distinction is made between the so-called
monodomain and bidomain formalisms. The results in this work are derived here
only for the monodomain formulation.
Like good quality comic strips in Belgium that tend to divide an interest-
ing story over two albums, the third and fourth chapter make out a diptych on
diffusion-weighted MRI of cardiac microstructure. First, physical principles that
underly diffusion imaging are summarized, after which it is shown how these give
rise to the popular technique of diffusion tensor MRI, which is also called diffu-
sion tensor imaging (DTI) [21]. Nowadays, DTI has become the workhorse for the
assessment of fibrous and laminar structure in soft biological tissues. Reconstruc-
tions of both fibrous and laminar structure using this technique are presented for a
rat heart; the data set was collected at the University of Leeds in cooperation with
Dr. Olivier Bernus, Dr. Stephen Gilbert and Dr. Alan Benson.
After a discussion on the limited scope of DTI when dealing with microstruc-
ture that is more complicated than orthotropic, the fourth chapter steps into the
world of high-angular resolution diffusion imaging. In this field, competing tech-
niques aim to resolve more complex microstructure than possible with DTI alone.
Fortunately, the contemporary scientific focus for diffusion MRI lies in neurolog-
ical applications, leaving us the opportunity to adopt the relatively time-efficient
method of q-ball imaging [22] for viewing cardiac myofibers with increased an-
gular resolution. Next, we show how to adjust q-ball method to sense laminae
instead of fibers; it turns out that one is led to interpret the raw diffusion signal as
representing the angular distribution of laminar structure. Despite its conceptual
simplicity, the novel technique, which we baptize ‘dual QBI’, is shown to resolve
crossing myocardial sheet populations without prior dehydration of the hearts.
After the digression on medical imaging, we return in the fifth chapter to our
initial goal, namely to develop a model-independent framework for wave propa-
gation that can deal with generic tissue anisotropy. Importantly, we introduce the
notion of an operationally defined distance. Whereas the concept of isochrones is
deeply rooted in experimental practice, the step to commit physics in this conven-
tion has only sparsely been made. Note that this is the point where the announced
parallelism with Einstein’s theory of gravity sets in.
As an immediate corollary of the curved space formalism, we revise in chap-
ter six the velocity-curvature relation for wave fronts. Our framework is flexible
to such a degree that both curvature of the medium and anisotropy within it can
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be treated on the same foot. Moreover, as in Mikhailov [23], we obtain a gen-
eral coefficient of linearity in the velocity-curvature relation, to which the mean-
ing of surface tension can be associated. We originally derive the second order
curvature terms in the velocity-curvature relation, including the effect of generic
tissue anisotropy. Finally, we restate the propagation of wave fronts as a varia-
tional problem, and show how high frequency pacing affects the surface tension of
propagating fronts, similar to [24, 25].
Chapters seven and eight are reserved for filament dynamics in isotropic and
anisotropic media, respectively. After defining a coordinate frame that is locally
adapted to the filament, higher order correction terms in filament curvature and
twist are established for the isotropic case. In the extended equation of motion
(EOM) for filaments, twist is seen to couple to translational motion and hence
the so-called sproing instability [26] can be explained without resorting to a phe-
nomenological model [27]. The dynamical coefficients that arise in the transla-
tional and rotational EOM are obtained as integrals over the Goldstone modes and
response functions of the corresponding two-dimensional spiral solution.
Next, we redo our calculations for arbitrary anisotropy types in an proper sys-
tem of reference, known as Fermi coordinates in a general relativity context [28].
In lowest order, we thus prove the minimal principle that was coined by Well-
ner and Pertsov, stating that scroll wave filament equilibrate on geodesic curves if
one defines the metric as the inverse of the electric diffusion tensor. The next-to-
leading order terms that we obtain reveal that local fiber rotation rate explicitly acts
on filaments, since different components of the Ricci curvature tensor emerge in
the EOM. Our generalized EOM for filaments is valid in the circular core regime,
and incorporates various phenomena observed in forward filament simulations de-
scribed in literature.
To conclude, we synthesize the preceding by combining structural imaging
with the functional dynamics from chapters six to eight. For, from detailed dif-
fusion MRI measurements, local fiber and laminar orientation can be inferred,
which determines the local axes of orthotropy and therefore wave speed. Subse-
quently, the Riemann curvature tensor can be calculated from the second order
spatial derivatives of the electrical diffusion tensor and fed to the filament EOM.
The very last chapter presents an overall conclusion to the research conducted.
Interestingly, we have been able to establish quite general results, which show
dependency on underlying electrophysiology only through the dynamical coeffi-
cients in the equations of motion for wave fronts and filaments. Therefore, we are
inclined to say that, in spite of the variety of phenomena observed, wave front and
filament dynamics in anisotropic cardiac tissue are remarkably universal.

2
Basic cardiac function
Essential to understanding the cardiac physiology is the observation that all seems
to serve the higher goal of reliable, rhythmic contraction as to ensure the organ’s
pumping function. Coordination of mechanical activity occurs through electrical
pulses, called action potentials, which can travel fast between neighboring cells to
effectuate nearly synchronous contraction.
We take a bottom-up approach here to see how the physiology of myocardial
tissue provides a substrate for the propagating waves of electrical activity. Sub-
sequently, we review the most important patterns of electrical excitation that have
been observed during cardiac arrhythmias. A renewed theoretical description of
these activation patterns forms the major research goal of this work.
2.1 Gross anatomy and function of the heart
Since William Harvey’s discovery in 1628, it is known that the heart muscle pumps
the blood around in a closed circulatory system. Only by an uninterrupted unidi-
rectional movement, the blood can fulfill its main functions, of which providing
oxygen to the different organs is the most important [29]. Mammals and birds have
a double-looped circulatory system; therefore the heart pump comprises a left and
right halve, each consisting of a ventricle connected to an atrium; see Fig. 2.1. The
intake of blood occurs through the atria, which contract first during a cardiac cycle
to fill the ventricles. Thereafter, the ventricles strongly contract to push the blood
in its circulatory loop, while valves prevent the blood from flowing back into the
atria. One half of the circulatory system is the pulmonary circulation: partially
oxygen-depleted blood is taken in the right ventricle (RV) through the right atrium
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and propelled through the pulmonary artery to the lungs. The oxygenated blood
returns to the heart by the pulmonary veins, which end up in the left atrium. This
concludes the pulmonary circulation. Next, the blood enters the systemic circu-
lation, which carries it through the left ventricle (LV) and aortic artery, and dis-
tributes it to the rest of the body, before it returns to the right atrium. In the heart,
both circulation loops are separated by the interventricular septum (IVS) and in-
teratrial septum, which are muscular walls that prevent mixing of oxygenated and
oxygen-depleted blood. Adapted to occurring fluid pressures, the left ventricu-
lar free wall (LVFW) and interventricular septum are much thicker than the right
ventricular free wall (RVFW); the latter is still considerably thicker than the outer
atrial walls and interatrial septum.
The smooth outer surface of the heart muscle is known as the epicardium, in
contrast to the endocardium which denotes the inner surface. The endocardial
surface of the ventricles is manifestly uneven; papillary muscles (PM) are attached
to the endocardial wall, and connect to the tricuspid and mitral valves in RV and
LV respectively. The apex is the lower tip of the heart, whereas the base denotes
the separation zone between atria and ventricles. The heart’s long axis runs from
apex to base; cross-sections perpendicular the long axis are denoted axial, short-
axis or transverse slices. The zone where axial cross-sections reach their largest
size is referred to as equatorial.
Figure 2.1: Anatomical cross-section of the human heart, adapted from [30]. Panel (a)
indicates the plane of section and the natural degree of tilting of the human heart. In panel
(b), the four heart chambers are labeled, as well as the papillary muscles (PM) in the LV.
Herein, LA and RA denote the left and right atrium, respectively. The lateral sides of both
ventricles are bounded by their respective free walls (FW) and the interventricular septum
(IVS).
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2.2 The cellular basis for electrical activation
2.2.1 Membrane potential and currents
A living cell cannot escape the fundamental laws of physical equilibrium. Given
that the lipid membrane surrounding the cell acts as a barrier with different per-
meability for the various ions, equilibrium demands a balance between the elec-
trostatic force across the membrane and the diffusive current that results from un-
equal ion concentrations in the intra- and extracellular spaces. In electrophysiol-
ogy, transmembrane potential refers to the potential inside the cell, with respect to
the extracellular potential, i.e.
Vm = Vint − Vext, (2.1)
and currents flowing into the cell are considered negative. With these conventions,
the Nernst equation can be written for the equilibrium membrane potential E that
goes with a single ion species (denoted Ij) of charge q = ze:
Ej =
RT
zeNA
ln
(
[Ij ]ext
[Ij ]int
)
. (2.2)
The pre-factor involving the ideal gas constant R and Avogadro’s number NA
evaluates to 61.5 mV at human body temperature T for z = 1. In reality, the net
membrane potential results from an overall equilibrium between all ionic fractions.
For a typical mammalian heart cell in its resting state, the dominant cation
in extracellular space is sodium ([Na+]ext = 145 mM), with chlorine being the
principal anion ([Cl−]ext = 123 mM). Inside the resting cell, potassium has the
highest concentration ([K+]int = 140 mM), against 4 mM in the extracellular
space [31]. Another important ion is calcium, which drives the contractile out-
bursts of the cell despite its relatively small concentrations: [Ca2+]int = 0.1 µM
and [Ca2+]ext = 1.5 mM.
The final resting potential of the heart cells balances around Em ≈ −80 mV
and therefore a cell in relaxed state is said to be negatively polarized. Hence, a
sudden increase of membrane permeability would cause a transient passive inward
current, which strives to depolarize the cell. Such dramatic increase of membrane
permeability (for sodium ions) is precisely the mechanism that is in the first stage
of the action potential responsible for the outbursts of electric activity in the heart,
which is the further topic of the present study.
2.2.2 The action potential
The transport of ions through the membrane is not a random process. Membrane
channel proteins carry active or passive ion currents, depending on their nature and
state. In cardiac myocytes, the ion channel characteristics are tuned in such a way
that the cells loop through a depolarization cycle, which is the action potential that
we have used above to discuss the patterns of electrical activity in the heart. A
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typical action potential of an excitable cell consists of four phases that follow the
upstroke [32], as depicted in Fig. 2.2:
0. Action potential upstroke. Once the cell reaches a threshold level of about
−65 mV (e.g. by electrode stimulation or excitation by a neighboring cell),
the membrane channels for sodium suddenly open up. The abundance of
extracellular Na+ ions rushes into the cell, while the K+ channels, which
previously caused a constant outward current, become shut. This rapid depo-
larization process invokes a surge in the transmembrane potential that lasts
few milliseconds and which is referred to as the action potential upstroke.
1. Rapid repolarization. When Vm reaches the level of +20 mV, the upstroke
is terminated by closure of the sodium channels. At the same time, a tran-
sient outward current arises, which is mainly due to increased potassium
conductance. The initially rapid repolarization gives the action potential its
characteristic spike that marks the end of the depolarization phase.
2. Action potential plateau. During upstroke, additional slowly activation
currents are also initialized, only becoming noticeable after the transient
outward current has died out. In a simplified view, the dominant currents in
this phase are an inward calcium current and the delayed rectifying potas-
sium outward current. The balance of these currents yields a nearly constant
membrane potential, delivering a plateau phase that lasts 200 to 300 ms.
3. Final repolarization. Inactivation of the calcium channels causes the cell
to conclude its repolarization, marking the end of the plateau phase. The
still active potassium currents bring the transmembrane potential back to its
resting value.
4. Diastolic potential. In myocytes that do not belong to natural pacemaker
tissue, the inward rectifying potassium current remains the dominant con-
ductance at rest, and sets the resting membrane potential. This equilibrium
is maintained until a new stimulus invokes the next action potential.
The shape and duration of the action potential as well as current densities
vary between specialized conducting tissue types in the heart, and moreover with
species and age.
With each action potential, a time interval is identified during which no new
action potential can be triggered. This absolute refractory period lasts from the
upstroke until about the final repolarization phase. Then follows the relative re-
fractory period, during which an additional action potential can be elicited only
through a stimulating current that is larger than the one needed to excite a fully
recovered cell. Obviously, the duration of the refractory period is determined by
the time course of the ion channel conductances.
An immediate consequence of the presence of a refractory period is that col-
liding waves in such medium annihilate, for it is impossible for one of the waves
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Figure 2.2: Typical action potential cycle in ventricular myocyte, with indications of the
most important currents that sustain the action potential in each phase (adapted from [33]).
to travel through the refractory wave tail of the other. The annihilation property is
an important distinction with solitons, which are ‘protected’ by conservation laws
and therefore exit mutual collisions unaltered.
2.3 Models of cardiac excitation
2.3.1 Development and role of models for cardiac excitation
The common ancestor to modern ionic models of bioelectrical signaling is the
Noble-prize winning work by Hodgkin and Huxley, who investigated action po-
tential generation in the squid giant axon [34]. Their pioneering model involved
activation and inhibition variables for the sodium and potassium currents, and was
able to represent action potential formation. The first model to cover cardiac action
potentials was established in 1962 by D. Noble and co-workers [35]; since then cell
models have grown more and more sophisticated, nowadays involving sometimes
over 200 variables. At present, different detailed ionic models have been devel-
oped that aim to faithfully represent physiological reality in various cardiac cell
types and animal species (see e.g. the reviews [36] and [37]).
Unfortunately, the greater detail in models that strive to faithfully approach
physiological reality has not always enhanced predictive power, since a multitude
of parameters needs be tuned to match experimentally obtained curves. Addition-
ally, as the information gained on some specific cell processes is rather limited,
fitted parameters are occasionally extrapolated towards different temperature or
physiological background parameters, between tissue types, or even across vari-
ous animal species [38]. Also, recent studies have shown considerable robustness
of action potential formation against channel modifications, which hints that appar-
ently, we are merely starting to catch sight of nature’s many built-in buffers [39].
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Whereas the detailed ionic models are undisputedly contributing to the develop-
ment of anti-arrhythmic drugs and are needed to capture Ca2+ dynamics during
mechanical contraction, they are unlikely to always provide an accurate descrip-
tion of the occurring processes.
One should keep in mind that most detailed cardiac models are being con-
ceived to mimic reality for a given physiological state of the tissue and moreover
depend on animal species represented. Also, it cannot be excluded that more in-
tricate feedback loops act in reality, which could make model predictions deviate
from experimental behavior. These arguments inspired the saying among cardiac
modelers that “All models are wrong, but some of them may be useful.’ Recent
reviews on cardiac modeling include [40] and [37].
2.3.2 Mathematical formulation of cardiac excitability
In mathematical terms, a coupled system of first-order differential equations in
time may capture how a single cell reacts as state variables change:
∂tu = F(u). (2.3)
Usually, the transmembrane voltage of the cell is used as the first state variable,
i.e. u1 ≡ Vm. Obviously, the cell’s resting state lies at a stable equilibrium point
of the system (2.3).
In opposition to the growing complexity within detailed ionic models, model
reduction strategies have been used to speed up numerical computations, while
preserving the crucial feedback mechanisms (see for an example [41, 42]). Also,
the reduced stiffness of the partial differential equations allows one to choose a
larger space unit, which also accelerates numerical computations (see e.g. [43]).
Other modelers take even a more drastic viewpoint, since simple low-dimensional
models with a modest number variables [44–47] and relatively simple reaction
kinetics seem to exhibit similar complexity in the emerging patterns as the more
detailed models do 1. In the simpler models of cardiac excitability, the first vari-
able usually stands for the rapidly varying transmembrane potential, while few
supplementary variables account for the slower recovery processes. The small
number of parameters in the low-dimensional models can still be adjusted to rep-
resent measured quantities such as excitability, action potential duration, refractory
properties, plateau shape and height.
A frequently used simplification of excitable dynamics is the FitzHugh-Nagumo
model [44, 48]. The system is two-dimensional:{
∂tu = f(u, v),
∂tv = g(u, v),
(2.4)
1Anticipating our results from Chapters 5-9, we would pretend that any excitable medium which is
modeled as a reaction-diffusion system functionally behaves quite independently of the details of the
underlying processes as soon as traveling wave solutions are supported.
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with reaction functions f(u, v) and g(u, v) that read, in the notation of [49],
f(u, v) =
1

(
u− u
3
3
− v
)
, (2.5a)
g(u, v) =  (u+ β − γv) , (2.5b)
where typically 0 < |β| < √3, 0 < γ < 1 and   1. The advantage of two-
dimensional systems is that their full phase portrait can be drawn, for the FitzHugh-
Nagumo system (see Fig. 2.3). The unique intersection of the nullclines betrays
the position of stable equilibrium point, which corresponds to the resting state; a
small increase in u causes the system to go through an excitation cycle before re-
turning to the rest state. From Eqs. (2.5), the ratio of timescales for activation (u)
and recovery (v) processes is seen to equal 2. Other two-dimensional models of
cardiac excitation with continuously differentiable kinetics include the so-called
Barkley model [50] and Aliev-Panfilov model [45]. Both mentioned models have
a phase portrait which is qualitatively similar to the FitzHugh-Nagumo model.
In the context of this work, a distinction should be made between those models
that possess continuously differentiable reaction functions and those who have not.
Historically, piecewise linear reaction functions have been used to approximate
continuous models to enable analytical solutions for e.g. action potential dura-
tion [51]. More recently, low-dimensional models have been constructed in which
time constants and gating variables change abruptly when the transmembrane volt-
age exceeds a particular threshold [16,47]. The resulting models are suited for nu-
merical simulation, as they evaluate quickly and can be semi-empirically adapted
to represent different excitable cell types, animal species and pathological situa-
tions. In the light of our analytical theories, however, the class of models with
non-continuously differentiable reaction kinetics is less appealing, as the perturba-
tion operator which results from linearization of the reaction functions is ill-posed.
Figure 2.3: Phase portrait (u,v) and excitation cycle for the FitzHugh-Nagumo system with
parameters β = 0.1, γ = 0.5 and  = 0.2. Nullclines are drawn in blue.
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2.3.3 Propagation of excitation along the cell membrane
The electrical properties of elongated biological cells are commonly captured by a
one-dimensional cable equation. Here, electrical conductances in the intra- (gint)
and extracellular space (gext) and voltage-dependent membrane currents im enter
the equations.
To derive the equation for transmission of cardiac excitation [52], one observes
that the currents iint, iext that run tangential to both sides of the cell membrane (say
in the x-direction) are given by
iext = −gext∂xVext, iint = −gint∂xVint. (2.6)
Conservation of current additionally imposes that these currents relate to the trans-
membrane current im through ∂xiext = im = −∂xiint, with im = cm∂tVm − Im
the transmembrane current due to capacitive effects and non-linear gating pro-
cesses (Im). Next, one defines the electrical diffusion coefficients for intra- and
extracellular space as
Dint =
gint
cm
, Dext =
gext
cm
. (2.7)
With Vm = Vint − Vext now follows, with Im/Cm = Fm:
∂tVm = ∂x (Dint∂xVint) + Fm(Vm, uk), (2.8a)
−∂tVm = ∂x (Dext∂xVext)− Fm(Vm, uk), (2.8b)
∂tuj = Fj(Vm, uk). (2.8c)
Here, the uk, k = 3, 4, ..., Nv denote the state variables apart from Vext and Vint
in the particular model used. In modeling literature and practice, it is common to
combine Eqs. (2.8a), (2.8b) to a differential equation of the elliptic type
∂x (Dint∂xVint +Dext∂xVext) = 0. (2.9)
In forward numerical simulations, iteration of the forward problem is interleaved
with solving condition (2.9) to obtain extracellular potentials. This treatment is
known in cardiac modeling as the bidomain description. The bidomain approach
proves particularly useful when implementing boundary conditions that only act
on the extracellular electric potential, such as electrode currents.
A simplification of the bidomain equations is possible when not considering
extracellular current sources or boundary effects. When working in one spatial
dimension or with isotropic diffusion coefficients (see below), one can take appro-
priate linear combinations of (2.8a), (2.8b) to eliminate one of the two electrical
potentials as a variable. After introducing an average diffusion coefficient
1
D
=
1
Dint
+
1
Dext
(2.10)
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and the diffusion projector P = diag(1, 0, . . . , 0), one comes to the monodomain
formulation for one-dimensional cardiac excitation:
∂tu = ∂x (DP∂xu) + F(u). (2.11)
with u = (Vm, u3, ...uNV ).
In both monodomain and bidomain versions, the spatial coordinate enters the
equation through a diffusion term; therefore, both qualify as reaction-diffusion
(RD) systems. In physical terms, one can state that the transmission of electrical
activity along myocytes in the heart is mediated by passive conduction of the intra-
and extracellular spaces. More precisely, a local transmembrane current alters af-
fects the electric potential around it; if the effect is strong enough to bring trans-
membrane voltage across nearby inward channels above the excitability threshold,
these will open up as well and thereby support a traveling wave across the cell.
The shape and velocity c of the traveling action potential across a cell can be
obtained from substituting x− ct→ ξ in Eq. (2.11):
∂ξ (DP∂ξu) + c∂ξu + F(u) = 0. (2.12)
Hereafter traveling wave solutions are found as solution to the ordinary differential
equation (2.12), with ∂ξu(x→ ±∞) = 0. For the systems relevant to the present
context, we assume that the reaction term has been chosen such that the phase por-
trait permits only a single value c with a unique associated solution u(ξ). Hence,
we consider a single traveling wave with particular shape and unique velocity.
From Eq. (2.12), it can moreover be seen that, if the scalar diffusion coeffi-
cients get multiplied with a constant factor a, the velocity grows by a factor a2,
which is written equivalently
c ∝
√
D. (2.13)
More generally, D acts as the only space constant in the RD model, and there-
fore determines the typical spatial scale at which excitation patterns develop. The
relation of this length scale to anatomical dimensions has profound influence on
the stability of heart rhythms, as argued in [53].
2.3.4 Transmission of excitation across cells
Mammalian myocytes have a more or less cylindrical shape, measuring 50 to
150 µm in length and 10 to 20 µm in diameter [37]. Their shape thus justifies the
one-dimensional propagation model for the spreading of electrical activation along
a single cell discussed above. The myocytes are also longitudinally connected to
each other through intercalated disks that ensure reliable mechanical attachment.
Importantly, the intercalated disks include gap junction channels that enable inter-
cellular signaling and action potential propagation [54]. The diffusion of ions and
water across gap junctions make heart tissue a functional syncytium, i.e. a network
of closely interacting cells.
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On average, smaller numbers of gap junctions are found in the lateral cell
membrane, which allow for communication with neighboring cells in the lateral
direction. In places where the myocytes are closely spaced to each other in the
lateral direction, a propagating action potential can also be transmitted through
intercellular space by its net effect on the on the extracellular potential, which
could invoke an action potential in the adjacent cell as well. Nevertheless, as gap
junctions are the main pathway for action potential mediation between cells, the
spreading of electric activation takes place about three times faster along the long
axis of the cells than in transverse directions [49]. How to deal with the emergent
anisotropy of the tissue with respect to electrical signaling is the most important
issue addressed in this work.
Figure 2.4: Fibrous structure in healthy ventricular myocardium, as presented in [55]. The
strong alignment and longitudinal coupling of the myocytes induces anisotropic conduction
velocity for action potentials.
For the modeling of macroscopic patches of excitable tissue, it is instructive to
integrate out the properties of individual cells, i.e. employ a continuum descrip-
tion. Although investigations have shown that action potential propagation across
gap junctions is indeed a discrete process [56], depolarization waves are seen to
propagate smoothly at larger scales [57].
Promoting the one-dimensional cable equation (2.11) to a full three-dimension-
al reaction diffusion system is now straightforward: the reaction term is taken
as the spatial average of local cell properties and the electric diffusion properties
are made dependent of the direction of propagation. In lowest order in an an-
gular expansion, the scalar diffusion coefficient D for the electric potential may
be replaced by a symmetric diffusion tensor D of rank 2. When taking into ac-
count local orientation of myocytes, the positive-definite D obtains the eigenvalues
(DL, DT , DT ) and therefore locally represents an uniaxial medium. If desired, the
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formalism can take distinct eigenvalues (DL, DT1, DT2), which confers to tissue
with orthotropic structure. Due to the presence of cleavage planes in ventricu-
lar tissue, it was recently established that ventricular myocardium behaves as an
orthotropic rather than a uniaxial medium [9, 58].
In the monodomain, we may now write
∂tu = ∂i
(
Dij∂jPu
)
+ F(u), (2.14)
with Pmn = δm1δn1. From here on, we adopt the Einstein summation convention,
i.e. whenever the same index appears as a superscript and subscript, summation
over this index is implicitly understood.
In this work, we will present analytical elaborations on equations of the type
(2.14), which cover the propagation of excitation sequences in the heart in the
monodomain approximation.
The bidomain case is more involved, since the intra- and extracellular spaces
were experimentally determined to possess unequal diffusion properties [59]. In
the approximation that both compartments share the main principal axes ~va (i.e.
they are aligned with local cell direction), one obtains
Dijext =
3∑
a=1
Daextv
i
av
j
a, D
ij
int =
3∑
a=1
Daintv
i
av
j
a. (2.15)
Only in the special case where Dext and Dint are considered with equal anisotropy
ratios (Dext = αDint for some α > 0) , the diffusion term can be expressed as in
the monodomain case (2.14).
The laws of motion for activation patterns for which we shall provide an orig-
inal analytical derivation Chapters 6 to 8 are obeyed only for monodomain car-
diac models, but can easily be extended towards the bidomain case with equal
anisotropy ratios. Bidomain models with unequal diffusivity ratios currently fall
outside the scope of our theoretical approach.
2.4 Heart rhythms
Having summarized the mechanisms that underly the generation and propagation
of action potentials, an overview is presented here of common excitation patterns
that are encountered during normal and abnormal cardiac activity.
In snapshot views of active myocardium, as in Fig. 2.5 and following, the
medium may be divided in an active region and a quiescent region, which are sep-
arated be a boundary zone. The boundary zone comprises the wave front and wave
tail, depending on whether the cells are depolarizing or repolarizing, respectively.
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2.4.1 Sinus rhythm: regular heart beat
During normal heart rhythm, action potentials are generated in the sinoatrial node,
a specialized group of cells in the right atrium. These cells spontaneously gen-
erate rhythmic activity. Excitation spreads from the sinoatrial node all over the
atria, which activate in 8 to 10 ms. The activation reaches the atrioventricular
node, which is found in the myocardial wall between the right atrium and right
ventricle. As the atria and ventricles are electrically isolated from each other
by a strip of non-conducting connective tissue, the atrioventricular node is the
only pathway for electrical signalling to reach the ventricles. As such, the atrio-
ventricular node accounts for the necessary activation delay of about 20 ms be-
tween atrial and ventricular activation, due to reduced conduction velocity in nodal
tissue (0.05 − 0.10 m/s). Also, the atrioventricular node acts beneficially as a fil-
ter, to prevent abnormal activity taking place in the atria from spreading into the
ventricles.
Activation of the relatively large ventricular muscle occurs first through the
rapidly conducting Purkinje network, which spread the activation sequence over
large parts of the ventricular endocardium. The subsequent activation of the bulk
myocardium may in its simplest form be conceived as the propagating plane wave
from Fig. 2.5a.
For normal heart rhythm, the study of two and three-dimensional propagation
of action potentials is particularly useful to bulk conduction in atrial and ventricu-
lar muscle. Moreover, we will see that, during various heart rhythm disorders, the
specialized conduction system can be overruled due to refractoriness of the tissue:
when sources of unequal frequencies are present the fastest source will dominate,
even if arising from an abnormal (ectopic) source.
2.4.2 Re-entry
Of the most important types of cardiac arrhythmias are the so-called re-entrant
arrhythmias. The simplest example of re-entry is encountered in ring of excitable
tissue, as depicted in Fig. 2.5b-c.
In response to a point stimulus, two propagating waves are produced, which
move in both directions away from the stimulation site. If one of these traveling
waves gets blocked by e.g. incomplete recovery of the tissue after the passing of
another wave, only one of the traveling waves will survive. A a result, a single
wave of excitation will travel around the ring of tissue forever. If the temporal
period of the re-entrant cycle is smaller than that of the natural pacemaker, the ab-
normal activity overcomes normal heat rhythm, leading to an increased heartbeat.
An example of such re-entrant arrhythmia is found in patients with the Wolff-
Parkinson-White syndrome. Their hearts exhibit an additional conducting pathway
between the atria and ventricles, leading to a severely increased heartbeat due to
re-entrant activity. Fortunately, the condition can be remedied by surgical removal
of the tissue patch that is responsible for the electrical loophole.
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Figure 2.5: The simplest activation pattern in excitable tissue is a plane wave as shown
in panel (a), propagating in the direction of the arrow. Red regions denote active medium;
blue indicates refractory (recovering) tissue, whereas green coloring represents tissue in its
resting state. In a ring of excitable tissue (b), one of both pulses induced by a point stimulus
may be eliminated by a patch of recovering tissue, which results in persisting reentrant
activity (c).
2.4.3 Spiral waves
A more involved re-entrant phenomenon takes place when an activation front in a
two-dimensional medium ends on a smooth circular obstacle: the wave front edge
traces out the circumference of the obstacle, while the rest of the wave front lags
behind in its circular movement. This leads to an overall spiral-like shape for the
simultaneously activated group of cells, which is known as a ‘spiral wave attached
to a boundary’. It was noted that, at a great distance of the spiral center, the loops
of the spiral are hard to distinguish from a circular wave train; therefore spiral
waves can be considered point sources of activation in large enough media. In a
cardiological context, a re-entrant wave attached to an inexcitable obstacle (e.g.
scar tissue or the onset of a vein or artery) is referred to as anatomical re-entry.
Interestingly, the rotating spiral waves have been observed experimentally and
numerically without being attached to an obstacle in the medium. For, in a wide
parameter regime, a broken activation front tends to curl around the wave break,
with decreased local normal velocity. The remainder of the front keeps on propa-
gating at almost the plane wave speed, and eventually winds up around the wave
break, thus creating a spiral wave pattern. The described event is known as func-
tional re-entry, and believed to lie at the base of various heart rhythm disorders,
as a spiral wave could form whenever the activation wave’s front gets broken.
Spiral waves have been observed experimentally in the heart using potentiometric
dyes [60, 61].
2.4.4 Phase singularities
We will henceforth focuss on functional re-entry. In that case the wave front is
composed of cells that activate, whereas the wave back or tail comprises cells
that are recovering their resting state. At the unique point where tail and front
meet, the normal velocity vanishes and we denote this point as the spiral tip. The
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Figure 2.6: Anatomical (a) versus functional (b) re-entry. The latter is our first example of
a spiral wave, which has a phase singularity (yellow) at its tip.
thus defined spiral tip has no clearly defined phase in the activation cycle, and for
that reason it has been called the phase-change point, or phase singularity point
[11, 62, 63].
The tip trajectory of a numerically simulated spiral wave in an isotropic ho-
mogeneous medium can take various shapes, depending on the used models and
parameter regime. In the simplest case, the tip describes a small circle. Other
possibilities include a circular (hypo)cycloidal movement or a nearly linear tip
trajectory. This phenomenon is denoted ‘meander’ [64]. Our present theoretical
study of spiral waves, however, does not account for meandering tip trajectories.
2.4.5 Scroll waves and filaments
So far, we have neglected the third spatial dimension in our discussion of spiral
waves. Although the two-dimensional approximation may reasonably represent
the thin atrial walls, the thicker ventricular walls form essentially a full three-
dimensional medium [65].
Spiral waves can trivially be generalized to three dimensions by stacking them
on top of each other to fill the third dimension. The emerging structures were
named ‘scroll waves’. The phase singularities of the constituent spiral waves ag-
gregate into a line, which is called a (scroll wave) filament. The filament does not
need to be a straight line; moreover, filaments are seen to evolve in time [11, 66].
One substantial constraint is that filaments can only end on the medium bound-
aries [67]. Under no-flux boundary conditions for the state variables, filaments
are orthogonal to the medium edges at their endpoints. Filaments may also form
closed loops, in which case the associated excitation pattern is called a scroll ring.
Rotating spiral waves, scroll waves and their filaments have been seen in a va-
riety of excitable and oscillatory media such as the Belousov-Zhabotinsky chem-
ical reaction [68], self organization of slime molds [69], and vortex solutions of
the complex Ginzburg-Landau equation [70, 71]. The terminology is thus not re-
stricted to the propagation of bioelectric excitation.
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2.4.6 Fibrillation
The term fibrillation refers to spontaneous, asynchronous contractions of the car-
diac muscle fibers [72], which are believed to originate from turbulent electrical
activity. Fibrillation taking place in the atria is a common pathology with elder
people. Fortunately, the state is not immediately life-threatening, as the atrio-
ventricular node shields the ventricles from irregular activation.
The situation is different with ventricular fibrillation, for unsynchronized ven-
tricular activation impairs efficient pumping of blood to the body. Consequently,
ventricular fibrillation is lethal within few minutes. Not only known heart patients
risk developing ventricular fibrillation, as sudden fibrillation events are likely to
underly cases of sudden cardiac death of often young people without a history of
cardiac disease. At present, the only known treatment for a fibrillating heart is
electrical defibrillation, i.e. administering high-voltage electrical shocks in order
to eradicate the chaotic activation pattern.
Due to its life-threatening character, many clinical, experimental and numeri-
cal studies have addressed wave dynamics during fibrillation. However, the precise
mechanisms which produce and sustain fibrillation are still under discussion [73].
From clinical, experimental and modeling efforts, fibrillation has been linked to
the presence of multiple phase singularities [11, 72]. A recent study indicates that
in clinically recorded ventricular fibrillation 9.0 ± 2.6 sources of electrical acti-
vation (i.e. rotor filaments) were identified [74]. This number lies about fivefold
lower than the number of filaments encountered in fibrillating dog and pig hearts.
An often-quoted possible pathway towards fibrillation is filament multiplica-
tion. This process takes place whenever a part of a filament hits the medium bound-
ary, which augments the number of filaments in the tissue by one. Or, similarly, a
filament may pinch off a scroll ring after self-intersection. Those mechanisms are
commonly referred to as filament break-up; a review can be found in [46]. The
extended EOM for a single filament that we will derive in the course of chapters
7 and 8 are particularly relevant to this issue, as we quantitatively determine the
tissue properties under which an initially stable filament destabilizes. Insights in
further temporal evolution necessitate an analytical theory for filament-filament
and filament-boundary interactions, which has not been developed yet at the time
of this writing.
Recent experimental works [75] have concluded that it is unlikely that a single
mechanism would account for the various types of fibrillation that have been ob-
served, which could explain why scientific views on fibrillation are still troubled.

3
Cardiac structure and imaging
The following part of the text serves to summarize and scrutinize current knowl-
edge on the microstructure of the heart muscle. A popular technique for the non-
destructive mapping of fibrous and laminar structure in the heart is diffusion tensor
imaging (DTI). However, the DTI method is seen to yield highly variable outcome
for laminar structure. For that reason, we review the principles of diffusion MRI
and DTI in particular. Next, strengths and weaknesses of the DTI formalism are
discussed in the light of a simple model on restricted diffusion of water in the tis-
sue. Also, we suggest adaptations to the current methodology in reporting trans-
mural fiber and sheet orientations.
The development and application of a MRI technique that could overcome
inherent limitations to DTI will be the subject of the subsequent chapter.
3.1 Fiber and sheet structure in the heart muscle
3.1.1 Myocytes define myofibers
In our treatment of action potential propagation, we have yet touched upon the
end-to-end coupling of myocytes. Since the elongated myocytes develop active
mechanical stresses along their long axis, such end-to-end coupling enables large
macroscopic deformations of the tissue. The lined-up myocytes are furthermore
surrounded by a network of highly deformable collagen, which forms a structural
reinforcing matrix that is known as the endomysium. Collagen structures which
surround groups of myocytes on the other hand, are denoted perimysium.
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We shall make use of the term (myo)fiber only to annotate the local orientation
of individual myocytes, without reference to other structure, as in [18]. We thus
employ the concept of myofibers in the sense that ‘light rays’ are used in physics,
being a mathematical idealization of reality and possessing no physical thickness.
On a higher level of abstraction, our notion of myofibers corresponds to a tangent
vector field ~ef (~r) defined at each point of the myocardium.
3.1.2 Spatial organization of myofibers
There are various ways to assess myofiber orientation in the heart muscle. The old-
est one is anatomical dissection, which can nevertheless be used to make quantita-
tive statements [76], as quoted here in Fig. 3.1. Another possibility is to slice the
heart after fixation, and study myofiber direction in each cross-section. Hereby the
three-dimensional orientation can be inferred. In small hearts or heart sections that
have been made optically transparent [77], three-dimensional fiber structure may
be assessed using confocal microscopy. Alternatively, diffusion-MRI based tech-
niques have been developed and applied to map local myofiber orientation [78–81].
At present, it has even become possible to investigate three-dimensional organiza-
tion of perimysial collagen in fixed tissue on itself, using an confocal microscopy
technique developed in [20].
All techniques mentioned above consent on the overall organization of myo-
fibers. In general, myofibers run parallel to the epicardial surface, but the angles
they enclose with the axial plane exhibit strong transmural variations. It is com-
monly said that in most of the ventricular myocardium, the orientation of myo-
fibers changes counterclockwise when going from epi- to endocardium, ranging
over about 120◦. (In physics terms, one could say there is a ‘left-hand rule’ for
transmural fiber rotation.) The region where myofibers run within the axial plane
is found near the middle of the ventricular wall, and this observation has been used
to define either the mid-wall depth [82] or the local axial plane.
Transmural fiber rotation through the bulk of the ventricular mass is some-
times described as simply linear, despite obvious non-linearity that can sometimes
be seen in the measured orientations. Another reference to myofiber rotation is
‘sigmoidal’, although we think some experimental evidence could as well sup-
port inverse sigmoidal, or other variations thereof [78, 83]. Near the endocardial
surface, strong deviations can be expected at the height of the papillary muscles,
which run almost perpendicular to the axial plane. When experimental techniques
are used that are sensitive to the presence of major blood vessels (e.g. diffusion
MRI), we recommend caution when interpreting orientation measurements in re-
gions where the vessels are known to occur, especially in the sub-epicardium.
Some research questions on the myocardial fiber orientation are whether fiber
rotation is everywhere continuous, how the fusion sites between RV, LV and sep-
tum are structured, and whether a unified picture is also attainable for atrial myo-
fiber organization.
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Figure 3.1: Spatial organization of myofibers adapted from the seminal work of Streeter
et al. [76]. Photomicrographs (a-b) were taken of paraffine-fixed slices through the canine
left ventricle. The slices were made 5 µm thick and parallel to the epicardial wall at differ-
ent wall depths. Transmural fiber rotation between consecutive slices is manifest and was
quantified using the fiber helix angle α, as shown in panel (c). The horizontal axis in (c)
runs from endo- to epicardium.
3.1.3 Myofibers gather into myocardial sheets
Histological studies have observed that in parts of the ventricular muscle mass, the
myocytes are grouped in layers of 3-4 cells thick, which are usually referred to as
myocardial sheets (see Fig. 3.2). The myocardial sheets are separated by cleav-
age planes, which are thought responsible for important mechanical properties of
the cardiac muscle. Most notably, the emergent shear stresses in highly contrac-
tile tissue with varying material axes are significantly reduced when sliding along
cleavage planes is allowed [84]. Shear displacements also enable better reduction
of the endocardial blood volume during ejection, such that more blood is squeezed
out of the ventricles. At the surface of the sheets of tissue, supplementary per-
imysial collagen structures are present that reinforce the sheets as a whole [85].
In what follows, we use the terms ‘sheet’ and ‘tissue layer’ to point to myocar-
dial tissue itself, and reserve ‘cleavage plane’, or ‘laminar cleft’ to indicate the gap
that separates consecutive sheets of tissue. The term (myo)lamina is used at the
abstract level to denote local orientation of the myocardial sheets, similar to the
meaning of ‘myofiber’ in our text. Reporting laminar orientation is mathemati-
cally equivalent to communicating the normal vector ~en to the local myolamina.
The vector field ~en is not necessary tangential (i.e. need not possess a set of inte-
gral curves) and is not defined whenever neither or multiple laminar orientations
are present in a given region of the myocardium.
Note that the plane parallel to the myocardial sheets is spanned by ~ef , ~es, with
~es = ~en × ~ef . The triad (~ef , ~es, ~en) then defines the local material axes of the
orthotropic tissue.
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Figure 3.2: Schematic representation of aligned myofibers (A) and myocardial sheet or-
ganization (B) adopted from [86]. The local material axes (~ef , ~es, ~en) can for each
point be related to a global cylindrical coordinate system for the heart with basis vec-
tors (~er, ~eφ, ~ez). Such global reference is commonly chosen with the Z axis taken along the
heart’s long axis, so that ~er, ~eφ span the local transverse plane.
3.1.4 Spatial organization of myocardial sheets
In mid-wall portions of large mammals, ventricular sheet organization can be wit-
nessed with the naked eye in fresh-cut hearts. Recent microscopy studies also
describe the presence of cleavage planes in most of the ventricular mass, although
no sheet structure was identified in the subepicardial region of rat hearts in [85]
based on the assessment of perimysial collagen structures. Detailed recording of
myocardial laminar organization has been carried out with histological sectioning.
This standard technique, however, dehydrates the tissue during fixation and there-
fore might introduce additional cracks in the tissue which could wrongfully be
classified as anatomical cleavage planes. The ultra-milling technique adopted by
Sands et al. [20] may be considered the current gold standard for assessing lam-
inar orientation, as the protocol allows three-dimensional sectioning of extended
volumes with high spatial resolution. Moreover, the collagen structures can be
resolved, which enables to discriminate between fixation artefacts and anatomical
reality. Present limitations of the ultra-milling technique are its destructive nature
which preempts all clinical potential, the limited volume of tissue samples and the
requirement to freeze the tissue prior to imaging.
Promising alternatives to sectioning are found in medical imaging techniques.
Cleavage planes of finite width in the micrometer regime fall within the scope of
micro-CT and high-resolved anatomical MRI. Microstructural laminar orientation
has been reported in literature using diffusion tensor imaging as well. Unfortu-
nately, the outcome of these studies is highly variable between individual hearts;
see e.g. [18] for a review and references therein. After an extensive DTI study
on canine hearts [87], the authors of that paper concluded that there is a bimodal
distribution of cleavage planes between individual dog hearts.
A possible source of much current controversy was uncovered in [20]. With an
automated confocal microscopy method, an extended mid-wall zone was identified
with two distinct local laminar orientations in the lateral free wall of rat LV. When
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viewed in a radial-longitudinal plane, the co-existing groups of cleavage planes are
found to intersect the axial plane at angles of roughly ±45◦. Where two cleavage
planes intersect, X-shaped clefts are observed.
It is important to realize that, as we will explain shortly, the DTI technique is
not equipped to distinguish cleavage plane intersections for it can only associate a
unique normal vector to the myolaminae. This is our incentive to first recapitulate
DTI in the remainder of this chapter and promote an approach that reaches beyond
this limitation in the next chapter.
Figure 3.3: Confocal microscopy reconstruction of myocardial laminar (A,C) and collagen
(B,D) structure in a transmural wedge of the left ventricle of two rats, as presented in [85].
The rendered region measures 4 × 1 × 0.25 mm and has 1 µm (A,B) and 1.22 µm (C,D)
isotropic resolution. The epicardial surface is situated on the left. The presence of cleavage
planes in the dehydrated tissue is apparent, as well as the collagen structures that bound the
sheets of tissue. In the mid-wall region, a region is found where to families of non-aligned
cleavage planes meet.
3.2 Physical principles of diffusion MRI
3.2.1 Magnetic Resonance Imaging in a nutshell
Up to now, the technique of magnetic resonance imaging (MRI) is one of the few
fields where quantum physics has invoked a widespread technology that would not
have been possible otherwise. In a similar way, Global Positioning System devices
are often quoted as the place where everyday life is touched most by Einstein’s
theory of gravity.
In short, medical MRI machines manipulate the spin of hydrogen nuclei in
the samples they investigate by using magnetic fields and radiofrequent waves.
Since the largest fraction of hydrogen atoms in biological tissue is found in water
molecules, MRI methods effectively probe the way in which water molecules are
embedded in the tissue.
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Within the bore of a clinical MRI scanner, a homogenous static magnetic field
~B0 with typical strength 1.5−3 T is generated and maintained by superconductive
coils - quantum physics once more! For our own scans, we have made use of
a non-clinical MRI scanner that operates at a higher field strength (9.4 T) with a
smaller field of view. However, the working principles are identical.
When the external B0-field is applied, proton spins precess at the Larmor fre-
quency νL = γ¯B0, with γ¯ = γ/(2pi) = 42.58 MHz/T the gyromagnetic frequency
for protons. Furthermore, the strong ~B0 field will align most of the spins parallel
to the magnetic field. In the resulting ground state, the sum of all spins in a given
volume add up to yield a net magnetization ~M0. The art of MRI science then seeks
to interact with the collection of oriented spins by selectively exciting them with
pulses of radiofrequent (R.F.) waves. In MRI literature, these R.F. electromagnetic
waves are catalogued according to their net effect on a collection of spins, e.g. a
90◦ R.F. pulse makes the proton spin rotate over ninety degrees around an axis of
choice.
3.2.2 The spin-echo experiment
We will now sketch a typical spin-echo experiment, which is also schematically
depicted in Fig. 3.4. First, suppose that an ensemble of hydrogen nucleus spins
is aligned with ~B0 = B0~ez to give an initial magnetization ~M0 = M0~ez . This
situation corresponds to time frame (a) in Fig. 3.4. Playing a 90◦ R.F. pulse
brings all spins within the transverse (X-Y) plane (b), in which they will precess
at the Larmor frequency. At this time, the collection of coherently rotating spins
produce a non-vanishing net magnetization. Following the working principle of an
electrical generator, an inductive current will be invoked in a nearby receiving coil.
However, this signal is not used in a spin-echo experiment. If no action is taken,
the spins gradually recover their ground state; this exponential process occurs with
a time constant T1.
Spatial inhomogeneities or gradients in the magnetic field as well as spin-spin
interaction cause the initially perfectly coherent collection of spins to dephase (c)
with tissue-dependent time constant T2. In the spin-echo sequence, a so-called
refocusing 180◦ pulse is played at a time TE/2, such that the spins are rotated
over 180◦ around the Y axis (d). The net effect of field inhomogeneities is now
reversed such that after a time TE , the spins are approximately in phase again (e),
so that a net current is induced in the receiver coil. This signal is dependent of
(or, ‘weighed with’) the local relaxation times in the tissue, which brings relative
contrast between soft tissues in MR images. The time interval TE is appropriately
called the echo time of the sequence.
An echo is formed at all time instances where the total accumulated phase
is equal for all spins, regardless of their position. This requires that the time-
integrated magnetic field that a particular spin experiences vanishes for t = TE . In
practice, local magnetic gradients ~g(~r, t) are used for for image formation so that
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Figure 3.4: Echo formation in a spin-echo MRI experiment. Temporal evolution is depicted
for three representative spins, which experience a static magnetic field which is larger than
(top), equal to (middle) or smaller than (bottom) the ~B0 field.
the criterion for echo formation demands that
φ(~r, t) = γ
∫ t
0
~g(~r, t′) ·~r(t′)dt′ (3.1)
should vanishe at t = TE . The 180◦ refocussing pulse has the equivalent effect of
changing the sign of ~g upon application.
The information acquired during a spin-echo experiment lies in the comparison
of M to M0, which is a measure to the spin relaxation processes that have taken
place during the echo time TE . Because the spin relaxation times T1, T2 vary with
unequal tissue types, a MRI measurement can discriminate between soft tissues.
Essentially, the resulting contrast in an MRI sequence depends on the proton den-
sity of the tissue ρ(~r), the spin-lattice relaxation (time constant T1) and spin-spin
relaxation (time constant T2). Unlike e.g. X-ray tomography, the contrast can be
tuned at wish as to enhance contrast between particular tissue types. Hence, MRI
images can be hard to interpret if not accompanied by a description of imaging
parameters. The high tunability of MRI sequences and the non-invasive charac-
ter of the imaging have made MRI the leading technology for the in vivo medical
imaging of soft tissues.
3.2.3 Image formation and resolution
We will not digress here on how spin packets can be selectively excited and read
out to actually produce spatially resolved images. Details on the Fourier encoding
steps can be found in any decent MRI handbook or online course (e.g. [88, 89]).
It turns out that spatial resolution of MRI images is limited by available readout
bandwidth (hence the use of high ~B0 fields) and the volume of the smallest image
point (‘voxel’), which determines signal strength. At this time, the typical resolu-
tion is (1−5 mm)3 for clinical systems and (0.1−0.5 mm)3for high-field (9−11 T)
spectrometers. The most advanced anatomical MRI technique currently reach spa-
tial resolution up to 0.05 mm. So, how can one resolve cardiac microstructure at
length scales of a few microns?
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The answer is to engage the protons themselves in the job: in an aqueous so-
lution, water molecules undergo Brownian motion (here comes Einstein again); as
their random movement is hindered by microstructural elements (e.g. cell mem-
branes and collagen structures), a MRI signal which is made sensitive to the diffu-
sive displacement of protons will indirectly pick up microstructural information!
Magnetic resonance techniques that take advantage of this principle are designated
diffusion- weighted MRI (DW-MRI) or diffusion-MRI.
3.2.4 Diffusion weighting and path integrals
The principle of diffusion-weighted MRI can be exposed in various ways. Here,
we follow course material [90], due the mathematical rigor and physical nature in
the derivation of the fundamental laws in diffusion-MRI.
The basic idea in DW-MRI is to apply a supplementary magnetic field gradient
~g(t) along a particular direction, during the time interval where the MRI echo is
formed [91]. The timing of the diffusion-weighting gradients with the radiofre-
quent pulses is depicted in Fig. 3.5. Obviously, a first requisite imposed by Eq.
(3.1) is that the time-integrated diffusion-encoding gradients before and after the
refocusing R.F. pulses should be equal.
Figure 3.5: Time course of R.F. pulses and diffusion encoding gradients in a diffusion-
weighting spin-echo sequence.
The Brownian motion of the water molecules now introduces explicit time-
dependence in the position of each given spin ~r(t). Using partial integration and
the time-integrated diffusion gradient strength
~G(t) =
∫ t
0
~g(t′)dt′, (3.2)
the net phase in the transverse plane at time t = TE may be written
φ(TE) = γ
∫ TE
0
~g(t) ·~r(t)dt = −γ
∫ TE
0
~G(t) ·~v(t)dt. (3.3)
In complex number notation, the magnetization of each spin in the XY-plane is pro-
portional to eiφ(TE). After refocussing, this quantity determines the echo strength
CARDIAC STRUCTURE AND IMAGING 3-9
and therefore the amplitude of the MRI readout signal. With a non-vanishing dif-
fusion encoding gradient, the acquired phase of each proton obviously depends
on the random-walk trajectory that it followed during the echo time (typically few
tens of milliseconds). The effect of diffusion processes may be filtered out by
comparing the formed echo with the echo strength S0 in the absence of diffusion
encoding gradients:
S[~g(t)]
S0
=
∑
k
eiφk(TE) =
∫
C
[dC] exp
(
−iγ
∫ TE
0
~G(t) ·~v(t)dt
)
. (3.4)
The sum over all possible spins should be taken over all possible trajectoriesC that
the water molecules can follow in the considered piece of tissue. As a result, the
physically observable signal strength S is found as the path integral of a complex
action! This is not a mere coincidence, as the use of path integrals to describe
diffusive processes precedes their successful application in quantum theory [92,
93]. In MRI literature, it is common to conceal the explicit path integral (3.4)
by writing simple brackets 〈 · 〉 instead, which denote averaging over all possible
paths, with start points in the voxel considered.
There are several ways to handle the general path integral relation (3.4). One
general option is to apply a cumulant expansion, which states that an averaged ex-
ponential function may be written as a sum of its statistically independent moments
(i.e. cumulants) [90]:
ln〈eikx〉 =
∞∑
n=1
(ikn)
n!
〈xn〉c. (3.5)
Applied to the complex action (3.4), one has in the absence of bulk motion that
〈~v〉 = 0. The cumulant approach generates an expansion in terms of correlation
functions:
ln
(
S
S0
)
= −γ
2
2
∫ TE
0
∫ TE
0
Gi(t1)Gj(t2) 〈vi(t1)vj(t2)〉c dt1dt2 + . . . (3.6)
where the second cumulant
〈vi(t1)vj(t2)〉c = 〈vi(t1)vj(t2)〉 − 〈vi(t1)〉〈vj(t2)〉 (3.7)
matches the second raw momentum in the absence of bulk motion. Furthermore,
the two-point correlator 〈vi(t1)vj(t2)〉 only contributes if t1 = t2, from which a
tensor may be defined that has the dimension of a diffusion coefficient:
〈vi(t1)vj(t2)〉 = 2Dijδ(t2 − t1). (3.8)
Here a diffusion tensor emerges that captures the anisotropic diffusion of water
molecules. Although we use the same notation for both, this proton diffusion ten-
sor should not be confounded with the electrical diffusion tensor that is used in
the description of cardiac excitation waves. Nevertheless, both tensors may be ex-
pected to align with the local material axes of the tissue, which enables to draw
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from the proton diffusion tensor to estimate the local orientation of the electri-
cal diffusion tensor. This important observation explains why this dissertation has
chapters 3,4 and 9 dedicated to diffusion MRI in the first place.
Besides using (3.8), Eq. (3.6) may be further rearranged. All reference to the
diffusive gradient programming is commonly wrapped into the so-called b-matrix:
bij = γ
2
∫ TE
0
Gi(t)Gj(t)dt. (3.9)
In case the gradients vary only in amplitude, not direction, i.e. ~g(t) = g(t)~u, the
scalar b-value fully captures the intensity of diffusion weighting:
bij = buiuj , with b = γ2
∫ TE
0
G2(t)dt. (3.10)
Re-expressing Eq. (3.6) in terms of the b-value and the proton diffusion tensor
brings us to a fundamental relation in diffusion MRI:
ln
(
S(~u)
S0
)
= −b
3∑
i,j=1
Dijuiuj +O(b2). (3.11)
The dominant angular dependence of the diffusion-attenuated signal is given by the
first term of Eq. (3.11). Writing E = S/S0 for the diffusion-induced attenuation
of the MRI signal finally delivers
E(~u) = S/S0 exp (−b ~u ·D · ~u) . (3.12)
Strictly speaking, relation (3.12) only holds exactly for anisotropic Gaussian diffu-
sion. Such process is completely characterized by giving its propagator p(~r0, ~r1, τ)
for diffusion from position ~r0 to ~r1 in a time interval τ :
p(~r0, ~r1, τ) =
1
(4piτ)3/2|D|1/2 exp
(
− (~r − ~r0) ·D
−1 · (~r − ~r0)
4τ
)
. (3.13)
Nevertheless, the proton diffusion tensor D is commonly estimated from (3.12),
which justifies the terminology ‘apparent diffusion tensor’ in such case.
3.3 Diffusion tensor MRI
3.3.1 Effective vs. apparent diffusion coefficients
Equation (3.12) forms the basis of the most common diffusion MRI technique, i.e.
diffusion tensor imaging (abbreviated DTI or DT-MRI). The method was coined by
Basser et al. to probe microstructure of anisotropic tissues [21,94]. The underlying
idea is that the mean distance traveled by water molecules in a given direction is
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decreased due to the presence of obstacles which hinder the water molecules in
their Brownian movement.
Let us consider a piece of tissue with proton density ρ(~r). In a diffusion process
with propagator p(~r0, ~r1, τ), the average squared displacement of a water molecule
in the direction ~u averaged over a voxel V is then given by
〈r2〉(~u, τ) =
∫
V
d3r0
∫
V
d3r1ρ(~r0)p(~r0, ~r1, τ) [(~r1 − ~r0) · ~u]2 . (3.14)
Herewith, one can define the direction and time dependent effective diffusion co-
efficient
Deff(~u, τ) =
〈r2〉(~u, τ)
2τ
. (3.15)
In lowest order, the weighting direction affects the effective diffusion coefficient
in quadratic order:
Deff(~u, τ) = ~u ·Deff(τ) · ~u+O(~u4). (3.16)
One can check that definition (3.16) corresponds with Eqs. (3.8) and (3.11) up to
the order given. It it important to note that the effective diffusion tensor is a phys-
ical quantity that depends only on the diffusion process (i.e. tissue microstructure
and diffusion time τ ). In contrast, the apparent diffusion coefficient and apparent
diffusion tensor are slightly different quantities, for they are obtained from estimat-
ing diffusivity using Eq. (3.12). Therefore, they depend on imaging parameters
(e.g. b-value) as well:
Dapp(~u, τ, b) = −1
b
ln
(
S(~u, τ, b)
S0
)
≈ ~u ·Dapp(τ, b) · ~u. (3.17)
Only Dapp and Dapp are accessible in diffusion weighted (DW) experiments; for
that reason we will drop the subscripts with the proton diffusion tensor henceforth.
Definition (3.17) of the DT at once implies how to obtain it in practice: re-
peated measurements of S(~u, b) in Ng independent directions ~u, together with
N0 ≥ 1 acquisitions of S0 allow to estimate the components of Dapp by linear re-
gression. We will indicate the total number of images taken by Nb = Ng +N0. In
DTI, the minimal number of images required amounts to Nb = Ng +N0 = 6 + 1,
as six independent tensor components need to be quantified, although taking more
diffusion-encoding gradient directions ~ui increases robustness of the tensor fitting.
Evidently, the acquisition time scales proportional to Nb.
3.3.2 Diagonalization of the diffusion tensor
From its definition (3.17), the proton diffusion tensor is real and symmetric. Hence
it can be brought to diagonal form by a rotation: D = RTΛR. As the effective
diffusion coefficient (3.16) is always positive, D is positive-definite, and therefore
has positive eigenvalues. These eigenvalues are known as the principal diffusivi-
ties, for they equal the diffusion coefficients measured along the principal axes of
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diffusion given by the eigenvectors of D. Commonly, the principal diffusivities
are sorted before labeling, i.e. D1 ≥ D2 ≥ D3, with associated eigenvectors
~e1, ~e2, ~e3.
To characterize the nature of measured diffusivity, several rotationally invariant
measures have been developed. We quote two of them: the mean diffusivity and
fractional anisotropy [95]:
Dav =
1
3
(D1 +D2 +D3) =
1
3
Tr D, (3.18a)
FA =
√
3
2
.
(D1 −Dav)2 + (D2 −Dav)2 + (D3 −Dav)2
D21 +D
2
2 +D
2
3
. (3.18b)
3.3.3 Mapping fibrous and laminar orientation with DTI
Consider now a cubic voxel filled with anisotropic tissue consisting of well-aligned
fibers, e.g. a piece of muscle or a bundle of axons in brain white matter. Denote
the voxel-averaged fiber direction by ~ef . Assuming qualitatively that diffusion
of water takes place nearly isotropically in the bulk of the intra-and extracellular
spaces and that exchange between these compartments is negligible at the time
scale considered, diffusion is maximal along the fiber direction, as sketched in
Fig. 3.6a. Hence follows the first paradigm of DTI:
~ef ≈ ~e1. (3.19a)
Moreover, one expects that D1  D2 ≈ D3 in this situation. Relation (3.19a) has
been checked extensively through diffusion measurements on real and synthetic
samples. Noteworthy is the experimental validation for cardiac myofiber structure
against histology in [79, 83].
In this project, we are concerned about whether a similar approach is feasible
to probe the local orientation of cleavage planes in the ventricular wall. Thereto,
imagine a voxel volume in which only plane-parallel impermeable barriers are
present. The orientation of these planar barriers is unambiguously described by
their common normal vector ~en. In this set-up, diffusion is most restricted in the
direction of ~en (see Fig. 3.6), which implies that
~en ≈ ~e3. (3.19b)
The fact that collections of myofibers define myocardial sheets ensures that ~ef ⊥
~en, which is consistent with orthogonality of ~e1 and ~e3. With (3.19a), (3.19b) all
material axes are fixed, since the direction within the myocardial sheet that forms
a right angle with the fiber direction is given by
~es = ~en × ~ef ≈ ~e2 = ~e3 × ~e1. (3.19c)
In reality, a voxel containing myocardial cleavage planes always has a consider-
able fiber compartment volume as well, such that the overall signal results from the
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superposition of the signals created in both compartments. The measured proton
diffusion tensor (Fig. 3.6c) is therefore expected to exhibit three distinct eigenval-
ues D1 > D2 > D3, similar to the electrical diffusion tensor orthotropic tissue.
From the superposition of uniaxially symmetric diffusion profiles, one may infer
that correspondences (3.19a)-(3.19b) simultaneously hold in layered myocardial
tissue.
The estimates (3.19) have been validated in myocardium for regions where
a single laminar orientation could be identified [96]. Nevertheless, other studies
report a highly variable outcome of sheet orientation as obtained with DTI [18,87,
97], which has prevented DTI from taking up a dominant role in the non-invasive
imaging of laminar cardiac microstructure.
Figure 3.6: Restricted diffusion and DTI. Considering only diffusion of water within the
fiber compartment (a) or contained in the cleavage plane (b) yields in both cases a hypo-
thetical axially symmetric diffusion tensor (lower row). The diffusion tensor reconstructed
while taking into account both compartments (c) has three distinct eigenvalues.
3.3.4 DTI in practice
It is no coincidence that DTI has grown the most popular present-day technique
for the medical imaging of soft anisotropic tissue. Currently, DTI has become the
workhorse for the non-invasive tracking of neuronal fibers in the brain, to aid di-
agnosis and support surgical planning. Probing the anatomical microstructure of
patient hearts with DW-MRI has not yet made it to clinical practice, due to the
unceasing motion of the heart. In the last few years, scientific progress is being
made in DTI of beating hearts in human patients [98, 99].
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For samples with limited movement (e.g. brain, skeletal muscle, ex vivo hearts),
the DTI method is easily called from built-in scanner software. Besides to the exci-
tation pulse sequence, slice selection and voxel size, the important free parameters
b-value and diffusion time τ can be adjusted. Due to relaxation losses of trans-
verse magnetization (see section 3.2.2), the upper bound for the available echo
time given by the minimum of T1 and T2. In fixed canine myocardium, these were
in [87] measured to be T1 = 410 ms, T2 = 65 ms, such that TE ≤ 60 ms poses a
practical upper limit to the echo time at typically desired spatial resolution.
Diffusion MRI methods commonly operate in the regime where bD ≈ 1
as a trade-off between angular contrast and signal attenuation, which are both
governed by (3.12). Knowing that at 25◦C the free diffusion coefficient of wa-
ter amounts to 2.2 µm2/ms, the effective restricted diffusion coefficients will lie
somewhat below this value. Hence, the b-value is most often chosen in the range
400 s/mm2 - 3000 s/mm2 for in vivo applications. Experimentally obtained diffu-
sion coefficients in fixed canine myocardium were measured D1 ≈ 1.0 µm2/ms,
D2 ≈ 0.55 µm2/ms, D3 ≈ 0.45 µm2/ms for the imaging parameters in [87],
while using b = 1500 s/mm2.
Additionally, the desired number of gradient encoding directions is selected.
Obviously, these gradient directions should be linearly independent, and preferably
uniformly distributed in angular space. As DTI requires at least 6 and typically 10
to 20 gradient directions, the sampling scheme is often based on the symmetries
of a cube. Due to even symmetry of the diffusion propagator, the sense in which a
diffusion encoding gradient is applied does not affect the diffusion-induced signal
attenuation. Therefore, the diffusion encoding gradient directions are often chosen
from a unit hemisphere.
The acquisition time Tacq for a DTI method that scans slice per slice (i.e. a 2D
acquisition) depends linearly on the number of slices Nsl, the time to scan a single
slice in one diffusion direction Tsl, and the total number of imagesNb = Ng+N0:
Tacq = NbNslTsl (3.20a)
Tsl = Tprep + TE + Tread (3.20b)
The scan time of a single slice is divided over preparation and readout time, which
depend on the choice of pulse sequence; for short-lived diffusion gradients, the
diffusion time τ equals the echo time TE .
From (3.20a), the main burden of diffusion MRI strategies can yet be no-
ticed: compared to non-diffusion weighted (‘anatomical’) MRI, it takes a factor
Nb longer to collect a diffusion-weighted image. Nonetheless, the power of diffu-
sion MRI lies in the hierarchy of scales, for microstructure can be assessed at the
typical length scale of the diffusion length LD =
√
D0τ , in voxels of size a. When
supposing that the time to probe one voxel (Tv) is identical for diffusion MRI and
a hypothetical anatomical method, the time needed to scan a volume V at spatial
resolution LD with the anatomical method would be Tanat = (V/L3D)Tv . On the
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other hand, diffusion-MRI can resolve the same structure using larger voxel size
a, from which follows that TDW−MRI = (V/a3)TvNb. The time gain of diffusion
MRI with voxel size a compared to an anatomical method which would have to
work at a spatial resolution LD therefore scales as
Tanat.
TDW−MRI
∝ 1
Nb
(
a
LD
)3
. (3.21)
For example, with a diffusion length of 10 µm and voxel size 0.5 mm and 12+1
gradient directions, the time gain ratio (3.21) amounts to 1.0 104.
Using a Bruker 9.4 T spectroscope equipped with imaging gradients at the Uni-
versity of Leeds, we have acquired DTI images of entire rat hearts with 12+3 gra-
dient directions in 2h45m, for an image matrix size of 64x50x90.
3.3.5 DW-MRI signal from multiple laminar orientation
The diffusion attenuated MR signal that arises in a voxel which contains multiple
fibrous or laminar orientations ~ef,j and ~en,j may be approximated by the linear
superposition of all diffusion compartments involved. Here, one neglects the frac-
tion of water molecules that enters another diffusion compartment during the echo
formation time.
In layered myocardium, three compartments are seen to contribute to the diffu-
sion-attenuated MRI signal, i.e. an roughly uniaxial contribution originating within
the sheet of myofibers, a nearly isotropic component that stems from the bulk of
the water-filled cleavage plane and a term that describes restricted diffusion close
to the sheet-void boundary. All compartments are assumed to contribute with
weights pi, being the product of the proton density ρi and partial volume Vi of
the compartment; the weights pi are moreover normalized to add up to one. The
diffusion-induced signal attenuation caused by multiple fiber and/or laminar ori-
entations may then be represented as
E(~u) =
Nfib∑
j=1
pfib,jEfib,j(~u,~ef,j) +
Nsh∑
j=1
psh,jEsh,j(~u,~en,j) + pisoEiso. (3.22)
All listed signal attenuation factors E decrease with longer diffusion time; more-
over the partial volume fraction of the compartments fundamentally varies with
the diffusion time, as psh ∝ LD.
Importantly, it was remarked in [100] that extracting physical values for par-
tial volumes and diffusion coefficients based on (3.22) is not possible. For, such
fitting in a given direction would require regression of 2Nfib + 2Nsh + 1 variables,
whereas current technology only allows to probe the cumulant expansion (3.11)
up to second order, from which only two independent coefficients may be gained.
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3.3.6 Feasibility of DW-MRI for identifying local sheet orienta-
tion
In the view of the simple analysis (3.22), the relations (3.19) might indeed be
obeyed and could offer a basis for a useful DW-MRI strategy, if following condi-
tions are satisfied:
1. Prevalence. There should be cleavage planes present in the tissue of the
given length scale (gap thickness of 1 − 50 µm) and with sufficient partial
volume contribution.
2. Parallel barriers. The surfaces of sheets of myofibers need to be relatively
flat at the scale of microns and sufficiently impermeable to limit exchange
between diffusion compartments.
3. Sufficient signal to noise ratio (SNR). The oriented myocardial laminae
have to be sufficiently abundant to bring signal strength above DW-MRI
noise level.
4. Signal strength above background processes. The signal generated by
the cleavage planes should evenly exceed other well-aligned sources of in-
plane diffusion (e.g. outer edges of the sample considered and collagen or
capillary networks within the myocardial sheets).
5. Alignment of laminae within a voxel. The cleavage planes should be par-
allel throughout a voxel to avoid partial volume effects.
The first two criteria are tied to inherent anatomical reality; the latter pair can be
conceded to by tuning imaging parameters. Condition (5) can be weakened by
selecting a small enough voxel size without dropping below detection threshold.
When more than one laminar direction exists at the same anatomical site, however,
this concern cannot be reconciled with the diffusion tensor formalism.
3.3.7 Limitations of DTI
From the quoted derivation in 3.2.4, it is clear that DTI covers the leading-order
term in MRI signal formation, in both angular expansion and the diffusion weight-
ing strength b. It should therefore not surprise us that several limitations are inher-
ent to the method [101].
To start with, the series (3.11) is known to be exact for Gaussian anisotropic
diffusion. This situation is found reasonably fulfilled in anisotropic or porous tis-
sues in the limit of long diffusion times, where the cloud of diffusion protons
effectively takes the shape of a the Gaussian anisotropic distribution. For smaller
diffusion times, however, the medium heterogeneities start being noticeable, and
Eq. (3.11) becomes an approximation.
The higher order corrections to (3.11) in the diffusion strength do not neces-
sarily threaten DTI at moderate or high b-values. Indeed, it suffices to preserve the
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inverse monotonic correlation between signal strength and directional diffusivity
of the medium to establish the principal axes in the tissue. However, when not
working with low b-values, it is not possible anymore to quantitatively determine
diffusion coefficients, due to the effects of the b2 terms. The qualitative nature of
diffusion measurements currently presents an important restriction to all DW-MRI
techniques.
The easiest DTI restriction to relieve is the constraint that all angular depen-
dence is caught in a rank-two tensor. With sampling in a large number of gradient
directions (Ng = 60 − 200), the signal attenuation due to proton diffusion can
be fully sampled on the unit sphere, and higher angular resolution is likely to be
achieved. We will pursue this path in the following chapter.
3.4 Methodology for reporting orientations
of myofibers and -laminae
Since our reporting of fibrous and laminar structure in some aspects differs from
other works, we indicate suggested modifications here and intend to justify these.
3.4.1 Imaging planes and reference systems for the heart
Due to the loose outer cylindrical symmetry of the heart, one often works in a
cylindrical coordinate system with the origin in the apex and the Z-axis along the
heart’s long axis (see Fig. 3.7a). An orthonormal set of of unit vectors ~er, ~eθ, ~ez
can then be defined all over the heart; these reference vectors were yet depicted in
Fig. 3.2. An even better choice in the light of inter-individual comparison would be
to redefine ~er → ~eR everywhere perpendicular to the epicardial surface, for such
wall-bound system would make the referencing less susceptible to deformations
of the imaged heart. For simplicity, we have used the cylindrical reference system.
Figure 3.7: Coordinate systems to denote local directions in the heart: cylindrical coordi-
nates (a) and a wall-bound tangential reference frame (b).
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3.4.2 Definition of fiber angles
Local myofiber orientation is clear as soon as a tangent vector ±~ef to the myo-
fiber direction is given. Inherently, fiber direction is determined by two degrees
of freedom, in the cardiac community usually chosen to be the fiber helix angle
αH (or α) and fiber transverse angle αT . These ‘fiber angles’ have been defined
as [19, 82].
tan(αH) =
~ef ·~ez
~ef ·~eθ , tan(αT ) =
~ef ·~er
~ef ·~eθ . (3.23)
Note that the definition of αT is particularly sensitive to the goodness-of-fit of
the cylindrical coordinate frame if such referencing is used. In anatomical cross-
sections, the fiber angles (3.23) may be directly interpreted as the apparent angles
between the myofibers and a reference direction; see also Fig. 3.8.
Figure 3.8: Definition of fiber angles for reporting local myofiber orientation. The fiber he-
lix angle (a) indicates fiber direction in the circumferential-longitudinal plane (b), whereas
the fiber transverse angle (c) refers to apparent fiber direction in the transverse plane (d).
3.4.3 Redefinition of sheet angles
The situation for reporting on myocardial sheet orientation in literature is less
transparent. Although the orientation of a plane in three-dimensional Euclidean
space is fully characterized by its normal vector and hence only exhibits two de-
grees of freedom, a variety of sheet angles has been employed in cardiac litera-
ture [18, 19]. Like fiber angles, sheet angles are mostly defined via projections of
a characteristic unit vector onto the cylindrical coordinate planes. The large num-
ber of sheet angles arises since some authors project the in-plane vector ~es, while
others use ~en; this yet leads to six possible projections.
We here argue that it is more convenient to define sheet angles with respect
to the normal vector ~en than with the vector ~es that lies within the myocardial
sheet plane. The basic argument is that angular measures based on ~es alone do not
allow to infer myocardial sheet orientation, as additional knowledge on the fiber
direction is required in such case.
As an example, consider the measurement of cleavage plane orientation in
a given cross-section, e.g. as obtained in histological sectioning. In the plane
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of intersection, which we may freely call the XY plane, laminar orientation is
captured by a vector within the XY plane that is tangential to the myocardial sheet
direction. In other words, one looks for a specific linear combination p~ef + q~es
that makes the component transverse to the slice (Z) disappear. Hence follows
p = aezs , q = −aezf for real a, from which we find
(vx, vy, vz) = a(e
x
fe
z
s − exsezf , eyfezs − eysezf , 0), (3.24)
which clearly depends on both ~ef and ~es. As an alternative, we derive the same
direction from the sheet normal vector ~en by stating that ~n ⊥ ~r for all ~r in the
sheet plane. This implies ~n ·~v = 0, or
(vx, vy, vz) = a(ny,−nx, 0), (3.25)
which is the same solution as (3.24) since ~en = ~ef × ~es. The advantage of for-
mulation (3.25) is that now a single vector fully fixes the cleavage plane direction
as seen on a histological slice. Moreover, this approach hold for any projection
plane: given a cross-section of the heart, the intersected cleavage planes are found
in such plane by projecting ~en onto that plane, and rotating over 90◦.
In cardiac literature, the visible intersection of a cleavage plane with the trans-
verse plane and longitudinal-radial plane is commonly assessed with the β′ and β′′
sheet angles, respectively [18, 19]:
tan(β′) =
~es ·~ez
~es ·~er , tan(β
′′) =
~es ·~eθ
~es ·~er . (3.26)
For the arguments given above, the sheet angles β′ and β′′ must not be interpreted
as the apparent intersection angle of the cleavage plane in the relevant image plane.
This complication makes validation against histology a non-trivial task.
The appropriate sheet intersection angles with respect to the transverse and
longitudinal-radial plane may be most simply defined using the normal vector to
the laminae. In other words, we propose
tan(β∗) = −~en ·~er
~en ·~ez , tan(β
∗∗) = −~en ·~er
~en ·~eθ , (3.27)
to replace the β′ and β′′ sheet angles based on ~e2 (and therefore probed using
the second DT eigenvector). One can check that our β∗ coincides with the angle
φ defined in [87]; the angle β that was used in [86] equals β∗ − 90◦. A visual
representation is given in Fig. 3.9.
If needed, the laminar structure in a tangential plane, i.e. in a slice parallel to
the epicardial surface, may be analogously captured by a ‘sheet helix angle’:
tan(βH) = −~en ·~eθ
~en ·~ez . (3.28)
Since the sheet angle βH only differs from the fiber helix angle in so far as the
myofibers do not lie in a tangential plane, this quantitative measure is of less im-
portance than the sheet angles β∗ and β∗∗ defined above.
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Figure 3.9: Definition of sheet angles for reporting local myofiber orientation. The sheet
angle β∗(a) indicates the apparent orientation of laminar myocardial structure within the
longitudinal-radial plane (b), while the sheet angle β∗∗ (c) refers to visible cleavage plane
orientation in the transverse plane (d).
3.4.4 Pitfalls in representing fiber and sheet angles
When presenting graphs or color plots of fiber and sheet angles, we emphasize
that it is essential to keep in mind that the sense of the unit vectors ~ef , ~es, ~en is
unphysical, as only directions (tangent lines) need to be specified. Therefore, fiber
and sheet angles must be defined irrespective of the sense of these vectors, which
is currently satisfied in literature. In addition, we are convinced that the unphysical
nature of the sense of the mentioned vector fields also implies the following:
1. No drawing of arrows in vector maps of ~ef , ~es and ~en. Rather, one may
draw both senses on vector maps. When performing interpolation of these
vector fields, some might need to be flipped to point in the same direction;
this procedure can at best only be performed locally.
2. Fiber and sheet angles are periodic functions over 180◦. Independently
of the chosen interval to which the angle values have been mapped (e.g.
[−90◦,+90◦] or [0, 180◦]), the cyclic identification needs be respected, es-
pecially when taking moving averages of angles close to the (virtual) borders
of the angular interval. In the particular case of transmural profiles, either the
angular range must be widened when angular values exceed a border value,
or the periodicity should be made clear by continuing the profile curve after
jumping over ±180◦ to the other side of the box.
3. Use cyclic colormaps when encoding fiber or sheet angles. Nowadays, it
is common practice to use a blue-to-red colormap that ranges from −90◦ to
+90◦ to indicate fiber and sheet angles (see e.g. [18]). As a consequence,
a striking red/blue interface appears in these images, even though no sharp
gradients are present in the tissue structure. We opt to remedy this artefact by
adopting a cyclic hsv-colormap (hue-saturation-value), where blue is found
at −60◦ and red at +60◦. A continuous color change over magenta tints
then accounts for a smooth transition at the value ±90◦.
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4. Fiber and sheet angles that use projection on a plane cannot be consis-
tently defined for all orientations. In the worst case scenario, the vector
~ef or ~en could be orthogonal to the plane in which the fiber or sheet angles
have been defined. In such case, the definition of the angle contains the in-
determinate fraction(0/0) and therefore may deliver any value of the fiber or
sheet angle. If occurring, this situation is easily recognized by considering
the fiber or sheet angles that have another plane of projection. This indeter-
mination owing to the user’s definition must be distinguished from funda-
mental uncertainty in sheet and fiber angle that results from the anatomical
reality.
3.5 DTI results for fiber and sheet orientation
3.5.1 Materials and methods for DTI acquisition
DTI imaging of two rat hearts was performed at the University of Leeds on a 9.4 T
Bruker spectrometer (Ettlingen, Germany) equipped with imaging gradients. The
hearts were prepared by Dr. Stephen Gilbert, and the sample was fixed in its con-
tainer and scanner bore by Dr. Alan Benson. With both scans, the hearts’ long
axes were approximately aligned with the ~B0 field.
We decided to use a 3D phase encoding spin-echo sequence with TE = 15 ms
and repetition time TR = 550 ms. A pair of short-living diffusion-weighing gradi-
ents of duration δ = 2 ms was applied with an intergradient interval of ∆ = 7 ms
to yield a nominal b-value of 3000 s/mm2. Diffusion-encoded information was
used from Ng = 16 gradient directions and the geometric average of N0 = 3
non-DW images. Voxel size was 300 µm isotropic, with final image matrix size
64 × 50 × 90. Data taking for use in the DTI reconstruction took in total 3 hours
28 minutes.
Afterwards, diffusion tensors were reconstructed using custom-written Matlab
software (The Mathworks Inc., Natick, MA). A threshold on the b0 image was
first used to select only those voxels that contained myocardial tissue. Next, the
diffusion-weighted measurements in Ng = 16 directions ~uk, k = 1, ..., Ng were
organized in a set of Ng linear equations, following Eq. (3.11): ln(Sk/S0) =
Dijbuki u
k
j . A least squares fitting process is then straightforward to estimate the
six independent tensor components Dij in each voxel. For all voxels, the resulting
diffusion tensor was diagonalized and the eigenvalues were sorted. Finally, the
local material axes were inferred based on the correspondence (3.19).
We present slices here from a DT-imaged rat heart, with the fiber and sheet
angles color-coded using a cyclic colormap. Transmural profiles are presented
for a sector through the LVFW of 20◦ wide and three voxels thick, containing
N = 147 voxels.
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3.5.2 Fiber orientation with DTI
The fiber orientation in an axial cross-section of the heart is fully captured by list-
ing the fiber helix angle αH and fiber transverse angle αT , as presented in Figs.
3.10 and 3.11. Note that throughout the ventricles, a gradual fiber counterclock-
wise fiber rotation is witnessed when going from epi- to endocardium. In the
papillary muscles, the myofibers run nearly parallel to the long axis, as may be
seen from αH taking values close to ±90◦. Due to the use of a cyclic colormap,
artificial discontinuities that are due to color-coding have been avoided.
The fiber transverse angle slowly decreases from αT = 20◦ to αT = −20◦
when moving outward in the LVFW. Near the epicardial surface (r > 5.5 mm),
αT is ill-posed, since the projection of ~ef onto the transverse plane degenerates to
a point, given that αH ≈ ±90◦ in that region.
a) b)
Figure 3.10: Fiber helix angle αH reconstructed from DTI. a) Transmural course of αH
through the LVFW, with distance measured from the slice centroid. b) Axial slice with cyclic
colormap representing αH .
a) b)
Figure 3.11: Fiber transverse angle αT reconstructed from DTI. a) Transmural course of
αT through the LVFW, with distance measured from the slice centroid. b) Axial slice with
cyclic colormap representing αT .
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3.5.3 Laminar orientation with DTI
In our results from DTI, we present both transmural sheet angle profiles for sheet
angles defined using ~es (i.e. β′, β′′) and sheet angles β∗, β∗∗ that we have based
on ~en in Eqs. (3.27).
We first we consider the inclination of cleavage planes in the radial-longitudinal
plane; DTI outcome is depicted in Fig. (3.12). Both angles β′ and β∗ indicate an
inclination of −60◦ to −80◦ in the anterior and septal wall portions of the LV. The
situation in the lateral and posterior LVFW is different, as a discontinuity is en-
countered in the central part of the myocardial wall on the transmural profiles. No
abrupt change in orientation is associated in the epicardial part of the β∗ profile
(outer right in panel 3.12c), as all angles defined are cyclic with period 180◦.
a) b)
c) d)
Figure 3.12: Orientation of cleavage planes in the radial-longitudinal direction viewed
with DTI using the β′ (a-b) and β∗ (c-d) sheet angles. Panels (a),(c) denote the transmural
course through the LVFW, with distance measured from the slice centroid. Panels (b),(d)
show the axial slice with a cyclic colormap.
Secondly, we render the DTI results for laminar orientation in the transverse
plane using β′′ and β∗∗ angles in Fig. (3.13). Note that the numerical outcome
significantly differs between the β′′ and β∗∗ angles. As we argued before, in such
case only the β∗∗ sheet angle may be associated with the visible texture of a trans-
verse cross-section. A subendocardial discontinuity was found in both the β′′ and
β∗∗ transmural profiles.
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a) b)
a) b)
Figure 3.13: Orientation of cleavage planes in the radial-circumferential direction viewed
with DTI using the β′′ (a-b) and β∗∗ (c-d) sheet angles. Panels (a),(c) denote the transmural
course through the LVFW, with distance measured from the slice centroid. Panels (b),(d)
show the axial slice with a cyclic colormap.
Lastly, the βH helix angle displayed in 3.14 captures the orientation of my-
ocardial sheets in the tangential plane. Due to the approximate alignment of fibers
within this plane, the values for βH closely resemble those the fiber helix angle
αH from Fig. 3.10, as we had anticipated.
a) b)
Figure 3.14: Orientation of cleavage planes in the radial-circumferential direction viewed
with DTI using the βH sheet angle as defined in Eq. (3.28). a) Transmural course through
the LVFW, with distance measured from the slice centroid. b) Axial slice with cyclic col-
ormap representing βH .
4
Dual q-ball imaging
In this chapter, we outline how one may surpass the limited angular resolution that
is inherent to DTI. To start with, we apply the existing q-ball method to probe
myocardial structure and resolve complex fiber structure in specific anatomical re-
gions of the heart. Thereafter, we formulate a variation to the q-ball method so that
it manages to resolve crossing cleavage planes instead of myofibers. The combi-
nation of both techniques is called dual q-ball imaging (dQBI) and exemplified
here on entire rat ventricles. We provide preliminary validation against histology
as well, which shows a reasonable quantitative match.
4.1 Review of conventional q-ball imaging
for fiber structure
To introduce the high angular resolution diffusion techniques, it is instructive to
first expose the formalism of q-space, after which the q-ball imaging method for
the imaging of fibers can be readily unfolded.
4.1.1 Fourier formulation of diffusion MRI
The general expression (3.4) for signal formation in diffusion MRI simplifies sig-
nificantly if a pair of equal short-living gradients is used of constant gradient
strength g and duration δ. (See e.g. [102] and Fig. 3.5). If the duration δ of
the pulses in the diffusion encoding gradient pair is much shorter than their time
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lag ∆, it is said that the narrow pulse criterion is satisfied:
δ  ∆. (4.1)
In such case, each of the diffusion encoding gradients may be represented by a
Dirac delta distribution:
~g(t) = gδ [δ (t− t0)− δ (t− t1)] ~u. (4.2)
The path integral (3.4) now breaks down into the propagator equation
〈e−iφ〉 =
∫
d3r0
∫
d3r1ρ(~r0)p(~r0, ~r1, t1 − t0)eiγδ~g · (~r1−~r0). (4.3)
With a change of integration variable ~r1 → ~r = ~r1 − ~r0 and denoting the inter-
gradient interval t1 − t0 as ∆, one finds that
E = S/S0 = 〈e−iφ〉 =
∫
d3rP (~r,∆)ei~q ·~r = F [P (~r,∆)](~q). (4.4)
Here, the propagator P (~r,∆) represents the voxel-averaged probability that a pro-
ton within the voxel is found displaced over ~r after a time ∆. This propagator is
commonly named either the net spin displacement function, voxel-averaged spin
propagator, or probability density function (PDF):
P (~r1 − ~r0, t1 − t0) =
∫
d3r0ρ(~r0)p(~r0, ~r1, t1 − t0). (4.5)
Hence, with a pair of short-lived diffusion encoding gradients (δ  ∆), the dif-
fusion signal attenuation (4.4) gains a particular form: it is nothing else than the
three-dimensional Fourier transform of the PDF!
Fourier-conjugated to the net displacement ~r = ~r1 − ~r0 is the variable ~q 1:
~q = 2piγ¯δ~g = γδ~g. (4.6)
Otherwise stated, the magnitude of ~q is proportional to the diffusion gradient am-
plitude g and its direction corresponds to the direction ~u along which the diffusion
encoding is applied. The Larmor frequency for protons γ acts as a proportionality
constant that makes the dimensions consistent. Equation (4.6) enables to refer to
~q as the diffusion wave vector2. Note that in the case of short gradient pulses, the
b-value (3.10) may be taken
b ≈ q2∆. (4.7)
From Eq. (4.4), it was deduced that the full PDF can hypothetically be recov-
ered by sampling a large fraction of q-space and performing an inverse Fourier
1Some authors use ~q = (2pi)−1γδ~g, e.g. [17]. The factor 2pi is then manifest in the definition of
the Fourier transform.
2The q-space formalism must not be confounded with k-space in MRI applications: the imaging
gradients ~k are Fourier-conjugate to the absolute position ~x, while the diffusion encoding gradients ~q
form a Fourier pair with the displacement (relative position) of the protons ~r.
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transform [22, 80, 103]. This method is known as diffusion spectrum imaging.
However, resolving spatial details requires sampling at large q-vectors and is there-
fore technically demanding; also, dense sampling of a considerable part of q-space
is relatively time consuming. Moreover, the narrow pulse criterion is only seldom
satisfied with acquisitions on clinical scanners.
In comparison, one could say that DTI samples q-space in only Ng points, at a
fixed distance from the origin. There exists a method that lies in between q-space
imaging and DTI through economical sampling in q-space: q-ball imaging.
4.1.2 Theory of q-ball imaging
In 2003, an approach to relieve the sampling burden of diffusion spectrum imaging
was proposed by Tuch [22]. To this purpose, not the entire PDF was aimed to be
reconstructed, but solely its angular content. Tuch defined the fiber orientation
distribution function (ODF) as the normalized radial projection of the PDF:
ψ(~u) =
2
Z
∞∫
0
P (r~u)dr =
1
Z
∞∫
−∞
P (r~u)dr, (4.8)
with Z a normalization constant such that the integral of ψ over the unit sphere
sums to one. The second expression in (4.8) follows from the first when assuming
even symmetry of the propagator P (~r). It was furthermore shown that the ODF
ψ(~u) could be reasonably estimated from a series of acquisitions with the same
gradient strength qs but with different gradient directions; for that reason the new
method was termed q-ball imaging (QBI). Reconstruction of the fiber ODF in-
volves the Funk-Radon transform (FRT). The FRT, which is also called the Funk
transform, or spherical radon transform [104] is a linear map from the unit sphere
to itself for which the function value in a point ~u is given by the sum over the
corresponding equator:
G[f(~w)] =
∫
S2
f(~v)δ(~v · ~w)dΩ. (4.9)
With the FRT, one can write following estimator for the ODF [22].
ψˆ(~u) =
1
Z
G[E(qs~u)]. (4.10)
In our treatment, we will consistently put a hat on the ODF symbol when intending
an estimated distribution function. The estimator (4.10) is in fact the true ODF
convoluted with the zeroth order Bessel function of the first kind J0. The analytical
proof given in [17, 22] will be extended in this work for the imaging of laminar
structure in section 4.3.3. In cylindrical coordinates (r, θ, z) with the diffusion
gradient axis along Z, one obtains:
G[E(qs~u)] = 2piqs
∫
dθ
∫
rdr
∫
dzP (r, θ, z)J0(qsr). (4.11)
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It was moreover argued that the approximation ψˆ(~u) ≈ ψ(~u) holds as far as the
function J0(qsr) is concentrated near the origin. Larger values of qs lead therefore
to better estimates of the PDF, but again at the cost of lower signal strength, since
b ∝ q2 due to Eq. (4.7).
4.1.3 Meaning and visualization of the fiber ODF
Recalling section 3.3.3, the restricted diffusion in tissue with a single predominant
fiber orientation has a PDF with largest extent in the fiber direction ~ef due to
maximal diffusivity in that direction. Through Eq. (4.8), the fiber ODF ψ(~u)
and its estimator ψˆ(~u) are argued to be monomodal distributions (with antipodal
symmetry) that reach their maximum in the direction of fiber alignment.
By linearity of the QBI method (which is embodied by the the Funk-Radon
transform), the ODF associated to a voxel with more than one fiber orientation
is simply the partial volume-weighted sum of the ODFs, in the limit where wa-
ter exchange between compartments is negligible. Therefrom, it can be expected
that closely spaced groups of fibers with different orientation generate a cross-
shaped fiber ODF, as depicted in 4.1b. Also, when few distinct fiber orientations
are present, their directions ~ef,i may be inferred from the local maxima of the fiber
ODF.
In summary, QBI replaces the DTI relation (3.19a), i.e. ~ef ≈ ~e1 by
ψ(~u) reaches a local maximum in ~ef,i. (4.12)
a) b) c) d)
Figure 4.1: Representation of the fiber ODF as a spherical function r = ψ(~u). The local
maxima of the fiber ODF point in the underlying fiber direction. Therefore, voxel (a) with
a single fiber direction (which is also detectable with DTI) generates a monomodal fiber
ODF(b), whereas a voxel (c) containing myofiber of multiple orientation yields a fiber ODF
with local maxima that point in the respective fiber directions (d).
4.1.4 Implementation of QBI
The data acquisition for QBI hardly differs from taking a DTI scan. That is, only
the set of gradient encoding directions Ng needs be increased with an order of
magnitude. To construct a set of directions nearly uniformly spaced on the unit
sphere, we have started from a regular icosahedron. When n points are added to
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each edge of the triangular faces and all intersection points within the face are
drawn, 3/5 + 3n/2 + n(n − 1)/2 points lie in each face. Given that there are
20 faces in a icosahedron, we obtain, after dividing by two to exclude antipodal
directions, a gradient direction set of size
an = 6 + 5n(n+ 2). (4.13)
From this series, we have used a3 = 81 and a8 = 406 in our implementation,
which is illustrated Fig. (4.2). An additional gradient direction set was made by
adding the barycenters of the set with n = 2 to the gradient directions, which
increased the number of vertices with 10(n + 1)2 to 136. Subsequent tessellation
of this set delivers the previously mentioned set with a8 = 406 directions. Note
that the average span between adjacent gradient directions can be approximated by
2/
√
2Ng , which yields 14◦ for Ng = 136 and 8◦ for Ng = 406.
a) b)
Figure 4.2: Sampling directions on the unit sphere for 2N = 2. 136 (a) and 2.N = 2. 406
(b). The vertices of the initial regular icosahedron are depicted by the black dots; colors
indicate equivalent positions due to symmetry.
The tensor fitting process in DTI is in QBI replaced by taking the Funk-Radon
transform, for which various implementations have been suggested in literature.
Some authors [105, 106] favor the use of spherical harmonics Y`m(~u), since the
FRT becomes diagonal in this basis:
G[Y`m(~u)] = 2piP`(0)Y`m(~u), (4.14)
with P` a Legendre polynomial. Additionally, the use of spherical harmonics ex-
hibits implicit low-pass filtering and even parity of the ODF may be readily im-
posed. However, the order at which the spherical harmonics expansion of the
estimated ODFs should be cut off is still not clear.
For that reason, we have preferred to stay close to Tuch’s numerical realization
of the FRT [17], which makes use of spherical radial basis functions on the unit
sphere. For each voxel, the q-ball data set S(~ui), i = 1, ..., Ng was via the discrete
implementation of the FRT cast onto a denser set of Nq uniformly distributed
directions. In particular, our measurements with Ng = 136 were mapped by the
FRT onto Nq = 406 directions; both sets of directions were displayed in Fig.
4.2. A similar interpolation is found evenly in DTI and the spherical harmonics
implementation of QBI and serves to increase the effective angular resolution.
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4.1.5 Advantages and drawbacks of QBI
Without doubt, the main advantage of QBI compared to DTI is the ability to de-
scribe diffusion patterns of complex angular structure. Even more, QBI does not
assume a diffusion model and respects the linear superposition of diffusion com-
partments. From a practical side, QBI is easily implemented on a MRI scanner
(adjust the gradient table) and image reconstruction is straightforward. Also, the
resulting fiber ODFs are easy-to-understand, as their three-dimensional represen-
tation r = ψ(~u) ‘points’ in the direction of highest probability for underlying fiber
orientation.
Weaknesses of QBI can be summarized as being still a time-consuming ac-
quisition process, having still a limited angular resolution and not yet offering
quantitative diffusion data. Also, given that QBI cannot determine the position
of structures within a voxel, no distinction can be made between closely spaced
myofiber structures of different orientation and a single meshwork of fibers.
4.2 Application of QBI for probing
myocardial fiber structure
We present to our knowledge the only application of QBI to assess fibrous structure
in the heart with increased angular resolution. Since the myofiber field is well-
defined in typical ventricular anatomy, only few voxels are expected to yield more
that one fiber direction when using decent spatial resolution. Nonetheless, we have
observed more complex fiber structure in specific anatomical regions such as the
LV-RV-IVS fusion site and the onset of the papillary muscles to the endocardium.
Very recently, Sosnovik et al. have used diffusion spectrum imaging to inves-
tigate non-trivial fibrous structure near infarction zones [80].
4.2.1 Conventional QBI on synthetic myofiber data
We have first tested whether QBI is likely to resolve crossing myofibers, given
the reduced anisotropy ratio in the proton diffusion tensor in myocardial tissue
compared to brain white matter, where QBI is mostly being used. To this aim we
have assumed simple anisotropic Gaussian diffusion compartments with principal
diffusivities
{Dfibi } = (1.0, 0.5, 0.5) µm2/ms, {Dshi } = (2.2, 2.2, 0.8) µm2/ms, (4.15)
from which a hypothetical MRI signal was synthesized as a sum of negative ex-
ponentials. The partial volume attributed to the myofiber and cleavage plane com-
partments was 50% each. Reconstructing the DT from this hypothetical signal
delivered as eigenvalues (1.22, 0.78, 0.65) µm2/ms, which closely matches ex-
perimental values (1.14± 0.16, 0.79± 0.16, 0.67± 0.15) µm2/ms that we have
obtained in ex vivo rat ventricle.
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With the signal generated by the values (4.15), we simulated transmural fiber
rotation and measured the hypothetical fiber helix angle αH . This was not only
done for simple sigmoidal rotation over 120◦, but also for a profile that includes
abrupt fiber rotation in a mid-wall region, and distinct fiber orientation on the
endocardial surface. Both geometries are represented in panels (a,c) and (b,d) of
Fig. 4.3. In the transmural profiles, the black dash-dot line indicates ground truth,
green denotes QBI outcome and the DTI result is given in gray. It can be seen that,
with complex fiber organization, QBI is expected to significantly better perform
than DTI.
a) b)
c)
d)
Figure 4.3: QBI result for synthetic myofiber data, for simple sigmoidal myofiber rotation
(a,c) and more complex organization (b,d). In the transmural profiles (a-b) for fiber helix
angle αH , the horizontal coordinate may be interpreted as epicardial depth in mm; the data
points show ground truth (black), DTI outcome (gray) and QBI outcome (green). The fiber
ODFs (c-d) have been rotated over 90◦ towards the viewing direction.
4.2.2 Fiber structure in the LVFW
We here present the QBI counterpart of the axial slice represented in section 3.5.2.
Scanning parameters were identical to those listed in 3.5.2. In fact, the DTI re-
construction (Ng = 16) was conducted from a subset of the Ng = 136 uniformly
distributed gradient directions that we now use for QBI. The total acquisition time
for QBI rises linearly with Nb; it amounted to 25h24m for a single heart.
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With the fiber directions extracted in each voxel with QBI, one may evenly
compute the fiber angles and represent them in a slice view. The result is shown
in Figs. 4.4-4.5. Voxels that contain more than one fiber direction are colored
accordingly in the color-encoded slice. The selected sector in the LVFW did not
hold multimodal ODFs; therefore, the transmural profiles obtained by QBI (black
dots) are nearly identical to the DTI result, which is rendered by in gray.
a) b)
Figure 4.4: Fiber helix angle αH reconstructed from QBI. a) Transmural course of αH
through the LVFW, with distance measured from the slice centroid. b) Axial slice with
cyclic colormap representing αH .
a) b)
Figure 4.5: Fiber transverse angle αT reconstructed from QBI. a) Transmural course of
αT through the LVFW, with distance measured from the slice centroid. b) Axial slice with
cyclic colormap representing αT .
4.2.3 Detailed study of ventricular fiber structure
We have also performed a more detailed study with QBI of the fiber direction in
six distinct sectors of the same heart [107]. Figure 4.6 displays an overview of our
findings. Note that the viewing angle is different from before in this composite
figure; moreover the transmural position is given here by epicardial depth d in
millimeters.
The chosen sectors for analysis were the anterior, lateral and posterior por-
tions of the LVFW, a sector through the IVS and RV, and the anterior and posterior
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fusion sites where LV, RV and IVS merge. Distinct fiber populations identified
by fiber QBI were semi-automatically segmented, after which a moving-average
could be taken to generate averaged transmural profiles (green) that take into ac-
count the distinct myofiber orientations if present. DTI outcome is presented by
the gray dotted lines for comparison.
Figure 4.6: Fiber QBI results in six ventricular sectors in terms of the fiber helix angle
αH . In the transmural profiles, distance d represents distance from the epicardium. Green
curves denote the QBI outcome, which may be compared to the DTI result given in gray
dotted lines.
Strikingly, only the anterior, lateral LV wall and IVS were found to exhibit
a gradual fiber rotation. In the posterior LVFW, the transmural profile shows an
additional fiber direction in mid-wall, which can be traced back to the posterior
LV-RV fusion. In the DTI profile, this anatomical feature causes an local decrease
of αH ; with QBI, the transmural course remains monotonous. In both fusion sites,
QBI enables to see how the discontinuity in the transmural fiber course sets in, as
an abrupt change of fiber rotation develops in mid-wall; this feature evolves in the
circumferential direction to become the RV cavity.
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In the following section we will expose how one may likewise assess laminar
structure with increased angular resolution.
4.3 Dual q-ball imaging for laminar structure
Based on geometric arguments, we demonstrate how concepts from conventional
QBI may be translated to QBI for laminar structure. Obviously, a first correlation
is that ~ef needs be replaced by ~en in our description. To proceed, we need the
notion of a laminar ODF.
4.3.1 Introduction of the laminar ODF
For isotropic diffusion that is restricted between parallel impermeable barriers with
spacing a, the PDF will take the shape of a thin disc after a long enough diffusion
time tau or diffusion length LD
LD =
√
Dτ  a. (4.16)
This thin disc is oriented parallel to the occurring barriers, i.e. orthogonal to the
normal vector to the plane barriers. On that account, we define the laminar orien-
tation distribution function ξ(~u) as a counterpart to the fiber ODF (4.8):
ξ(~u) =
1
Z ′
∫
~u⊥
P (~r)dS (4.17)
The difference in the integration subspace between the fiber and laminar ODFs is
illustrated in Fig. 4.7.
a) b)
Figure 4.7: Duality in the definitions of the fiber (a) and laminar ODF (b).
When a voxel contains multiple, non-aligned compartments in which diffusion
takes place between closely spaced parallel barriers (4.16), the resulting laminar
ODF arises as the linear superposition of the laminar ODFs of the compartments,
in the limit where exchange between compartments is negligible at the considered
time scale τ . As a consequence, the laminar ODF that is produced by water con-
tained in between two non-aligned myocardial cleavage planes is likely to yield a
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laminar orientation distribution ξ(~u) which exhibits local maxima in the directions
normal to the cleavage planes. Therefore the DTI relation (3.19b), i.e. ~en ≈ ~e3 is
superseded by
ξ(~u) reaches a local maximum in ~en,i. (4.18)
in dual QBI of laminar structure.
At this stage already, the tight mathematical correspondence to the fiber ODF
ψ(~u) becomes clear: both approaches correlate through a projective duality of the
vector space R3, in which each line is mapped onto the plane orthogonal to it
and vice versa. This mathematical duality allows us to easily deploy a framework
suited for imaging myocardial sheets, which we therefrom term ‘dual QBI’, abbre-
viated dQBI.
To emphasize that dual QBI complements conventional QBI for fibers, we have
presented both fiber and laminar ODFs for the geometries of either crossing myo-
fibers or coexisting cleavage planes; see Fig. 4.8.
a) b) c)
d) e) f)
Figure 4.8: Dual QBI result: fiber ODF (b,e) vs. laminar ODF (c,f), for a voxel contain-
ing either a double population of fibers separated by a cleavage plane (a), or coexisting
cleavage planes of different orientation (d).
4.3.2 An estimator to the laminar ODF
For practical applications, an analogue of the estimator (4.10) is required. Substi-
tution of the PDF in definition (4.17) while using the Fourier relation (4.4) yields
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immediately
ξ(x, y, z) =
1
Z ′
∞∫
−∞
dx
∞∫
−∞
dy
∫
R3
d3qei(qxx+qyy+qzz)E(qx, qy, qz)
=
∞∫
−∞
dqzE(0, 0, qz)e
iqzz. (4.19)
Hence we observe that the laminar ODF in a given direction ~u is proportional
to the one-dimensional Fourier transform of the signal E(q~u). Since the Fourier
transform is easily inverted, one promptly finds
E(q) = Z ′F−1[ξ(r)](q). (4.20)
Due to antipodal symmetry, only the real (i.e. non-imaginary) component of the
right-hand side in (4.20) is retained. In this manner, we have derived that the
diffusion attenuated signal itself can be considered as the laminar ODF multiplied
with a cosine kernel:
E(0, 0, qz) =
∫
ξ(0, 0, uz) cos(qzz)dz. (4.21)
We thus have established the dual version of relation (4.11), where a Bessel func-
tion was found as modulation kernel. From (4.21) we obtain the amazingly simple
estimator:
ξˆ(~u) =
1
Z ′
E(~q), (4.22)
for which we claim that ξˆ(~u) ≈ ξ(~u).
4.3.3 Unified framework for both QBI and dual QBI
We now provide a general formalism which includes the laminar and fiber ODF
theory as special cases, as a generalization of the proof given in [22]. Our deriva-
tion illustrates the true dual nature of the newly proposed method. The formalism
relies on two mathematical theorems on Fourier transformation:
1. Projection slice theorem.
Consider a m-dimensional linear sub-manifoldα of n-dimensional Euclidean
space. (Hence, for m = 2, α is a plane through the origin, and it is a line
through the origin for m = 1.) The projection-slice theorem then states
that the m-dimensional Fourier transform Fn of the projection of an func-
tion f(r) onto the linear submanifold α of dimension m is equal to an m-
dimensional slice of the n-dimensional Fourier transformFn of that function
consisting of an m-dimensional linear submanifold through the origin in the
Fourier space which is parallel to the projection submanifold3.
3In this context, the projection of a scalar function is understood as a line integral of this function,
in contrast to the projection of a vector onto a reference triad, e.g. while defining fiber and sheet angles.
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If we use Πα for the projection on α, and Σα for taking the slice parallel to
α, we may write in the language of operators:
Fm ◦Πα = Σα ◦ Fn. (4.23)
Note that this theorem goes evenly for the inverse Fourier transform. The
projection slice theorem lies at the basis of many imaging techniques.
2. Convolution theorem. (See e.g. [88].)
The Fourier transform of the product of two functions is the convolution of
the Fourier transforms of each function. In one dimension, one has
F [f(x).g(x)](q) = F [f(x)](q) ∗ F [g(x)](q), (4.24)
with the convolution product ∗ defined as
f(x) ∗ g(x) =
∫ ∞
−∞
f(x− y)g(y)dy. (4.25)
To get started with the common formalism for QBI and dQBI, we reformulate the
fiber and laminar ODFs as projections of the net spin displacement function P (~r),
given a direction with unit vector ~u:
Zψ(~u) =
∫
~u‖
P (~r)d` = [Π~u⊥P (~r)]|~r=0 , (4.26)
Z ′ξ(~u) =
∫
~u⊥
P (~r)dS =
[
Π~u‖P (~r)
]∣∣∣
~r=0
. (4.27)
Using the Fourier slice theorem for n = 3, and α equal to ~u⊥ or ~u‖, we have by
virtue of the projection-slice theorem (4.23):
F−1[ΠαP (~r)] = ΣαF−1[P (~r)] = ΣαE(~q). (4.28)
We have to take into account, however, that with QBI no MRI signal is recorded
for ‖~q‖ 6= qs. This truncation may be performed by multiplying both sides of
(4.28) with a delta distribution δm(‖~q‖ − qs):
F−1[ΠαP (~r)]δm(‖~q‖ − qs) = (ΣαE(~q)) δm(‖~q‖ − qs). (4.29)
When a Fourier transform is taken on both sides, the product on the left-hand side
becomes a convolution with Mm(~r) = F [δm(‖~q‖ − qs)]:
ΠαP (~r) ∗Mm(~r) = F [(ΣαE(~q)) δm(‖~q‖ − qs).] (4.30)
Evaluating both sides in the origin ~r = 0 turns the remaining convolution and
Fourier integrals into simple integrals:∫
α
ΠαP (~r)Mm(~r)d
mS =
∫
α
(ΣαE(~q)) δ
m(‖~q‖ − qs)dmS. (4.31)
4-14 CHAPTER 4
In summary, the modulated version of the distribution function ΠαP (~r) can be
obtained by integrating the QBI signal over the subspace α.
From (4.31), one may recover both QBI and dual QBI. For α = ~u⊥, m equals
2 and we find
M2(~r) =
∫
d2qe−2pii~q ·~rδ2(‖~q‖ − qs) = 2piqsJ0(2piqsr) (4.32)
and the integral in (4.31) comes down to the familiar spherical Radon transform
(4.9). We now see that the transformation which was put forward by Tuch is in
fact a natural choice, given the limited range of the acquired data.
Alternatively, we could have chosen α = ~u‖ (or m = 1) to obtain
M1(~r) =
∫
dqe−2piiqzδ(|q| − qs) = e−2piiqsz + e2piiqsz = 2 cos(2piqsz). (4.33)
The corresponding integral transform for the MRI signal simplifies to 2E(qs~u).
As promised, we have now retrieved all results cited previously as results of
the same expression (4.31).
4.3.4 Analytical expression for the laminar ODF
Let us check whether the proposed formula (4.22) exhibits the desired dependence
on gradient direction and imaging parameters. As a simple model that nevertheless
possesses an analytical solution, we choose free diffusion of water between two
infinite plane barriers with spacing a, as indicated in panel (a) of Fig. (4.9). The
geometry can be thought to represent a single myocardial cleavage plane filled
with water; we therefore later assume the length parameter a to lie within the
range 1-50 µm.
a) b)
Figure 4.9: a) Diffusion between impermeable infinity parallel barriers of spacing a. b)
Integration domain for obtaining Eq. (4.36).
We take on Cartesian coordinates with the Z-axis normal to the barriers, such
that the liquid-filled void corresponds to 0 < z < a, as in [108]. A uniform proton
density per unit surface implies ρ(~r0, t0) = χ(z0)/a, with χ(z) = H(z)H(a− z)
the characteristic function for the interval given in terms of the Heaviside step
function H(z). To calculate the PDF, one needs additionally the Green function
for the diffusion equation. Because diffusion is statistically independent along
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orthogonal directions, the Green function can be written as a product PLPT of
the free diffusion propagator PT in x and y directions
PT (x0, y0;x, y, τ) =
1
4piD0τ
exp
(
− (x− x0)
2 + (y − y0)2
4D0τ
)
(4.34)
and the diffusion propagator PL along z. The latter is obtained in an eigenfunction
expansion with Neumann boundary conditions:
PL(z0; z, τ) = χ(z0)χ(z)
(
1
a
+
2
a
∞∑
n=1
e−n
2pi2D0τ/a
2
cos
npiz0
a
cos
npiz
a
)
.
(4.35)
A coordinate change ~r − ~r0 → ~R allows to calculate the probability displacement
or PDF (4.5). The integration interval for z0 is found to run over [−Z, a] for Z < 0
and [0, a − Z] for Z > 0, as depicted in Fig. 4.9b. Since the resulting PDF is is
symmetric around Z = 0, we may write (with LD =
√
D0τ ):
P (~R, τ) =
χ(|Z|)
4a2piL2D
e
−X2+Y 2
4L2
D
[
(a− |Z|) +
∞∑
n=1
e−n
2pi2L2D/a
2
.(
(a− |Z|) cos npi|Z|
a
− a
npi
sin
npi|Z|
a
)]
. (4.36)
We now calculate the signal strength for a diffusion-encoding gradient vector ~q
that encloses an angle θ with the positive Z-axis. Without losing generality, we
may consider ~q in the XZ-plane: ~q · ~R = qX sin θ+ qZ cos θ. In the narrow pulse
regime, the signal strength is obtained after Fourier transformation (4.4):
E(~q, τ) = e−q
2L2D sin
2 θ
 sin2
(
aq cos θ
2
)
(
aq cos θ
2
)2 + ∞∑
n=1
e−n
2pi2L2D/a
2
. (4.37)
4a2q2 cos2 θ
(n2pi2 − a2q2 cos2 θ)2 (1− (−1)
n cos (aq cos θ))
]
.
For θ = 0◦, this result is quoted in [108]. Note that the dimensionless parameters
that describe the diffusion-weighed signal are
bD0 = q
2D0τ = q
2L2D, α = LD/a, aq =
√
bD0/α. (4.38)
In our interpretation E(q~u) = ξˆ(~u), several deductions can be made from Eq.
(4.37):
1. Limits of short and long diffusion times
In the limit where the diffusion length LD is much larger than the cleavage
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plane separation a (i.e. large α), the signal intensity normal to the barriers
(i.e. θ = 0) is given by the single slit diffraction pattern
ξˆ(~ez) =
1
Z
E(q~ez) =
1
Z
(
sin(aq/2)
aq/2
)2
. (4.39)
Hence, diffraction lobes arise for aq > pi. For short diffusion times, how-
ever, diffusion is nearly Gaussian, and a monotonousE(q) curve may be ex-
pected for θ = 0◦. As we operate in the regimeLD = 5 µm, a = 5−50 µm,
the latter case is more likely to be fulfilled. Note that, for a cylindrical
packing of rods, a combined numerical and experimental study was per-
formed in [109], which demonstrated that diffraction effects indeed set in
when α  1 (with a denoting the cylinder radius in their case). Figure
4.10a displays the theoretical MRI signal E(q) in the direction normal to
the bounding barriers for different values of α.
2. Angular contrast
In order to interpret the measured signal as an estimator to the local cleavage
plane orientation,E(~q) must be strongly attenuated in the direction along the
sheet. From Eq. (4.37), we note that the pre-factor e−q
2L2D sin
2 θ effectuates
this attenuation and therefore determines angular contrast. With (4.38), we
infer that the angular contrast is ensured as soon as a high enough b-value
is taken. For example, with b = 3000 s/mm2, the reduction amounts to
1.10−3, such that the signal is heavily suppressed in the directions tangential
to the cleavage plane, as desired. The full width at half maximum of the
signal due to this pre-factor is obtained from sin θ =
√
ln 2
bD0
; this curve is
also presented in Fig. 4.10b. As a result, the optimal b-value arises as a
compromise between angular constrast and signal strength; see Fig. 4.10c.
The overall pre-factor in Eq. (4.37) furthermore disarms potential diffractive
maxima that could arise for θ 6= 0. For, diffractive maxima only manifest for
aq > 2pi and LD > a, which would also imply that bD0 = q2L2D > (2pi)
2.
In practice, b-values as high as 18.103 s/mm2 are not used for imaging pur-
poses. In summary, we have reasoned that the laminar ODF estimator (4.22)
associated to restricted diffusion between parallel barriers always exhibits a
single maximum in the direction normal to the boundaries.
3. Sensitivity to different length scales
From the signal attenuation given in Fig. 4.10a, it can be seen that the largest
contribution to the signal is generated for aq < 2pi. For that reason, the
estimated laminar ODF ξˆ(~u) will be most sensitive to the cleavage planes
which have widths
a <
2pi
q
= 2pi
LD√
bD0
= 2pi
√
τ
b
. (4.40)
In our scans, we had τ = 7.0 ms and b = 3000 s/mm2; therefore most
sensitivity was established for a < 10 µm.
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Figure 4.10: Analytical estimates to the laminar ODF ξ(~u). a) Signal strength along the
normal direction of the cleavage plane as a function of qa. b) Decrease in width of the
laminar ODF with increasing bD0 (with θ in degrees). c) Angular dependence of ξ(~u), for
b-values 1500, 2000 and 3000 s/mm2 given in red, green and blue. Curves (c) were drawn
for a = 25 µm, ∆ = 10 ms, δ = 2 ms.
4.4 Application of dual QBI for mapping of
myocardial laminar structure
4.4.1 Dual QBI on synthetic data of myolaminae
To first test whether crossing cleavage planes may be resolved by the proposed
method, we have used the model (4.15) with Gaussian anisotropic diffusion to in-
vestigate coexisting cleavage planes as well. We let the normalized transmural
coordinate coincide with the partial volume of one of the cleavage plane popula-
tions; the resulting transmural profile in terms of the β∗ sheet angle is depicted in
Fig. 4.14. The intersection angle was set to 80◦.
From this example we infer that the dQBI formalism holds the power to dis-
criminate a continuous rotation of myolaminae from a gradual overlap of distinct
cleavage plane populations. Since histological evidence has pointed out that the
merging of cleavage plane populations is present in the ventricular wall, dual QBI
may prove particularly useful to investigate the complex laminar structure within
the ventricular wall.
4.4.2 Laminar structure in the LVFW
The high-angular resolution analysis conducted on a lateral sector of the ventric-
ular wall in a rat heart may now be extended to include laminar microstructure.
Importantly, both QBI and dual QBI start from the same data set; for that reason
no additional scanning was required. The laminar structure in terms of the β∗ and
β∗∗ angles is presented in Figs. 4.12-4.13. Voxels that contain more than one
laminar direction have been doubly colored in the axial slice view.
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a)
b)
Figure 4.11: QBI result for synthetic data of myolaminae, with gradual overlap between
the populations. In the transmural profiles (a) for sheet angle β∗, the horizontal coordinate
may be interpreted as normalized transmural position; the data points show ground truth
(black), DTI outcome (gray) and QBI outcome (green). Corresponding laminar ODFs are
shown in (b).
In a large part of the LVFW preparation, manifold laminar structure was iden-
tified by dual QBI. In the transmural profiles, voxels in which a single normal
direction was found are depicted by black dots. In case of multiple laminar struc-
ture, upper (4) and lower (5) triangles indicate orientation of the first and second
local maximum of the calculated laminar ODFs. For reference, the DTI outcome
is also displayed in the scatter plots by gray dots.
Inspecting the entire transverse slices depicted, one notices that manifold lam-
inar structure seems to be prevalent in the lateral and posterior wall sections of
the rat ventricle. Zooming to the LVFW, two cleavage plane populations are wit-
nessed in the inner half of the myocardial wall, with unequal inclination in both the
transverse and longitudinal-radial planes. Here we see the source of discontinuity
in the DTI-derived sheet angle profile 3.12: the onset of the second population
was left unnoticed by DTI means; only when this population gains dominance in
partial volume terms, the recorded angle suddenly adapts to the novel alternative
orientation.
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a) b)
Figure 4.12: Sheet angle β∗ reconstructed with dual QBI. a) Transmural course of β∗
through the LVFW, with distance measured from the slice centroid. Black dots indicate
the dQBI result in voxels where one laminar direction was found. With multiple laminar
orientation, the largest maximum of the laminar ODF was rendered with4, and the second
largest with 5. For comparison, the unique direction predicted by DTI is depicted by the
gray dots. b) Axial slice with cyclic colormap representing β∗.
a) b)
Figure 4.13: Sheet angle β∗∗ reconstructed with dual QBI. a) Transmural course of β∗∗
through the LVFW, with distance measured from the slice centroid. Same symbols were used
as in the previous figure. b) Axial slice with cyclic colormap representing β∗∗.
4.4.3 Detailed study of ventricular myocardial structure
The orientation of myolaminae was also investigated in the same representative
sectors of the ventricle as in 4.6 [107]. Here, the transmural inclination of cleav-
age planes is quantified using the β sheet angle from [86]. As noted before, this
sheet angle has β = β∗ − 90◦.
The quantitative results confirm the trend that we had yet identified in Figs.
4.12 and 4.13: only in the anterior section of the ventricles, an unambiguous lam-
inar orientation is encountered. When moving from the lateral LVFW section to-
wards the posterior LV-RV fusion site, a double laminar orientation is manifest
over nearly the entire wall thickness.
Note furthermore that the mid-wall zone in the posterior LV wall that has
β ≈ 0◦ is almost certainly an artefact of the imaging method. For, from the
fiber analysis presented in Fig. 4.4, we know that two oblique fiber directions are
present in this region. As the cleavage plane signal is easily suppressed by the
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Figure 4.14: Dual QBI result for six ventricular sectors in terms of the sheet angle β. In
the transmural profiles, distance d represents distance from the epicardium. Green curves
denote the QBI outcome, which may be compared to the DTI result given in gray dotted
lines.
fiber signal (due to higher attenuation according to e−bD), the direction of small-
est diffusion will lie around ~er, leading to the apparent sheet angle β ≈ 0◦. In
other words, the dQBI method is at its current scope only able to resolve crossing
cleavage planes if the fiber direction is well defined. Fortunately, crossing cleav-
age planes are for geometric reasons only consistent with a single fiber direction,
which should run parallel to both cleavage planes.
4.5 Dual QBI on multiple shells
4.5.1 Fiber ODF redefined as a true probability measure
In 2009, two groups independently proposed an amendment for fiber imaging with
QBI: Tristan-Vega et al. [110, 111] and Aganj et al. [112, 113]. In these papers,
it was recalled that the (fiber) ODF (4.8) as defined by Tuch is not a probability
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distribution in the strictest sense. Indeed, the marginal probability that the net
spin displacement takes place in a small cone K that spans a solid angle dΩ in the
direction ~u is given by
pm(~u)dΩ =
∫
~r∈K
P (~r)r2 sin θd3r (4.41)
in not further specified spherical coordinates (r, φ, θ). Obviously, definition (4.41)
leads to
∫
pm(~u)dΩ = 1.
Inspired by Eq. (4.41), we now introduce an alternative definition fiber ODF
ψV that includes the spherical volume element:
ψV (~u) =
∫ ∞
−∞
P (s~u)s2ds =
∫
~r∈~u||
P (~r) (~r · ~u)2 dr. (4.42)
Importantly, our formulation (4.42) differs from [110, 112], where it is stated
Φ(~u) =
∫
~r∈~u||
P (~r) (~r)
2
dr. (4.43)
The slight difference with (4.42) is not relevant for the theoretical concept of the
modified ODF, but will come into play when calculation its estimator. Obtaining
the estimator Φˆ is straightforward after noticing that multiplication with a coordi-
nate xj translates as a derivative action i∂qj in the Fourier domain. Hence, both
Tristan-Vega et al. and Aganj et al. were led to
Φˆ(~u) =
1
Z
G[−∇2qE(qs~u)] (4.44)
with∇2q the Laplacian operator in q-space. Remarkably, in neither publication the
statement Φˆ(~u) ≈ Φ(~u) was further explored. Following the appendix of [17],
we obtain in cylindrical coordinates (ρ, φ, z) and (κ, ϕ, qz), with the direction of
interest along the z and qz axes:
G[−∇2qE(qs~u)] = G
[∫
R3
d3rP (~r)(ρ2 + z2)ei~q ·~r
]
=
∫
R3
d3rP (~r)(ρ2 + z2)
∫ 2pi
0
dϕ qse
iqsρ cos(φ−ϕ)
= 2piqs
∫
R3
d3rP (~r)(ρ2 + z2)J0(qsρ). (4.45)
The last expression tells us that the estimator (4.44) consists of two contributions:
ZΦˆ(~u) = 2piqs
∫
R3
d3rP (~r)z2J0(qsρ) + 2piqs
∫
R3
d3rP (~r)ρ2J0(qsρ). (4.46)
The first term is the desired marginal probability (4.43) modulated with a Bessel
kernel as in standard QBI; the second term entails modulation of the conventional
4-22 CHAPTER 4
fiber ODF with the function ρ2J0(qsρ), depicted in Fig. 4.15b. This function
has a prominent negative lobe and grows unbounded for large ρ. In the published
results [110] this term leads to negative probabilities. The presence of lobes of
negative probability was disregarded in the paper, as the authors took the absolute
value of the probabilities to handle the inconsistency.
Figure 4.15: Bessel convolution kernels for fiber QBI. a) Correct convolution kernel J0(x).
b) Improper convolution kernel J0(x).x2.
We now argue that using the correction expression of the volume-weighed fiber
ODF, i.e. Eq. (4.42) offers a correct way to incorporate the spherical volume
element. As the weighing factor should only apply to the direction ~u, the estimator
for the volume-weighed fiber ODF reads
ψˆV (~u) =
1
Z
G[−∇2~uE(qs~u)]. (4.47)
With this stipulation, we re-execute derivation (4.45) to obtain
ZψˆV (~u) = 2piqs
∫
R3
d3rP (~r)z2J0(qsρ) (4.48)
without the spurious ρ2J0(qsρ) term.
4.5.2 Two-shell estimates for fiber QBI
Expression (4.47) is rather awkward in numerical calculations. An alternative ex-
pression may be obtained based upon the commutation properties of spherical
Radon transform G and the Laplacian in spherical coordinates. In spherical q-
space coordinates, the Laplacian may be split in terms with only radial or angular
derivatives:
∇2q = ∂2q +∇2T = ∂2q +
2
q
∂q +
1
q2
∇2LB (4.49)
with ∇2LB the Laplace-Beltrami operator on the sphere. The part of the Laplacian
containing only tangential derivatives to the sphere has been denoted ∇2T . Con-
sider now the operator G∇2~u from (4.47), with the direction of interest along the
Z-axis, and ϕ the azimuthal angle in the XY plane. In such case, one has in the
equatorial plane:
∇2~u = ∂2qz , G∂ϕ = 0, ∇2T = ∂2qz +
1
q
∂q +
1
q2
∂2ϕ. (4.50)
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These expressions lead to:
G∇2~u = G
(
∇2T −
1
q
∂q
)
= G
(
1
q2
∇2LB +
1
q
∂q
)
=
(
1
q2
∇2LB +
1
q
∂q
)
G. (4.51)
Here, we have used that G commutes with∇2LB because both operators are diago-
nal in a spherical harmonics basis; see Eq. (4.14). The interchange of ∂q and G is
evenly allowed, since the FRT operates on each q-shell separately. The commuta-
tion property (4.51) enables us to restate (4.47) as
ψˆV (~u) =
1
Z
(
− 1
q2s
∇2LBG[E(qs~u)]−
1
qs
∂qsG[E(qs~u)]
)
(4.52a)
=
1
Z
(
− 1
q2s
∇2LBψˆ(~u)−
1
qs
∂qs ψˆ(~u)
)
. (4.52b)
We conclude that the volume-weighed fiber ODF ψˆV (~u) may be estimated by the
Laplace-Beltrami sharpened ordinary ODF estimator ψˆ, plus a term involving the
change of the ψˆ with varying qs. An additional factor q2s may be absorbed in the
normalization factor:
ψˆV (~u) =
1
Z˜
(−∇2LBG[E(qs~u)]− qs∂qsG[E(qs~u)]) . (4.53)
The Laplace-Beltrami term can be evaluated from the DW-MRI attenuation
obtained at a single q-value. However, quantifying the term with the radial deriva-
tive either necessitates sampling at unequal q-values (for fixed ∆) or assuming a
particular dependence E(qs). In high angular resolution diffusion imaging, it is
popular to hypothesize a mono-exponential signal decay, as a generalization of the
DT formalism [110, 112, 114]:
E(q, ~u) ≈ e−b(q2)D(~u). (4.54)
Given that b ∝ q2, one may reason that at low b-values q∂qE(~q) ≈ 2E(~q) lnE(~q),
which leads to
ψˆV (~u) ≈ 1
Z˜
(−∇2LBG[E(qs~u)]− 2G[E(qs~u) lnE(qs~u)]) . (4.55)
Diffusion has been characterized, however, as non mono-exponential in many bio-
logical tissues, including myocardium [115]. This fact preempts the use of (4.54)
at moderate b-values. Recall also that the QBI method and its amendments have
been designed to handle complex diffusion processes. For closely spaced myofiber
bundles, the condition (4.54) is therefore likely to be violated due to the presence
of multiple diffusion compartments.
A possible solution to assess (4.53) without taking on a diffusion model is
to sample the DW-MRI signal at two distinct q-shells, and explicitly calculate the
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radial derivative in (4.53). Unfortunately, this process doubles the acquisition time,
and numerical differentiation between closely spaced q-shells is likely to be prone
to noise artefacts.
4.5.3 Volume-weighed laminar ODFs
Here, we ‘dualize’ the results from paragraphs 4.5.1 and 4.5.2 to measure cleavage
plane orientations instead of fiber directions. The volume-weighed laminar ODF
that includes the spherical volume element reads, in Cartesian coordinates with ~u
along the Z-axis:
ξV (~u) =
∫
dxdyP (x, y, 0)
(
x2 + y2
)
. (4.56)
Without reference to coordinates, this definition may be stated
ξV (~u) =
∫
~r∈~u⊥
P (~r) (~r × ~u)2 d2r. (4.57)
Based on Fourier transformation properties, we conjecture that ξV (~u) ≈ ξˆV (~u)
with
ξˆV (~u) = − 1
Z
∇2TE(q~u). (4.58)
Explicit calculation in cylindrical coordinates (ρ, φ, z) indeed confirms that
−∇2TE(qs~u) =
∫
R3
d3rP (~r)ρ2eiqsz =
∫
R3
d3rP (~r)ρ2 cos qsz. (4.59)
Here too, the estimator to the volume-weighed ODF (4.58) may be rephrased using
terms with either angular or radial derivatives:
ξˆV (~u) =
1
Z˜
(−∇2LBE(qs~u)− 2qs∂qsE(qs~u)) . (4.60)
The different factor 2 compared to (4.55) stems from the dimension of the subspace
of integration in the definition of the fiber ODF versus the laminar ODF.
4.6 Histological validation of dual QBI
4.6.1 Methods
The rat hearts that were subjected to a q-ball image protocol were in the same po-
sition subjected to a high resolution (non-DW) MRI scan with voxel size 75 µm×
75 µm × 150 µm. After imaging, the rat hearts were subjected to histological
sectioning, which was carried out by Dr. Stephen Gilbert from the university of
Leeds. One of both hearts was sliced perpendicular to the long axis in order to
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acquire axial cross-sections. The second heart was sectioned in the coronal direc-
tion, intersecting both ventricles. Digital pictures were taken with a pixel size of
10 µm.
Registration of the histological images to the high-resolution MRI image ma-
trix was performed manually by identifying anatomical landmarks in both data
sets. The virtual section through the MRI data set was then iteratively improved to
match the histology slice as good as possible, in spite of the deformations induced
by the fixation and slicing procedures.
Using the diffusion-weighted data set, the normal vectors to the myolaminae
derived from DTI and dQBI were interpolated to the location of the histological
slice. Using the β∗ and β∗∗ sheet angles for axial and longitudinal slices respec-
tively, the apparent texture of the cut surface due to the presence of cleavage planes
was predicted based on the MRI data.
4.6.2 Results from histological validation
In the axial histological slice, crossing cleavage planes could be discerned near
the endocardial surface. Figure 4.16 displays an overlay of the reconstructed di-
rections with the dual QBI method. In regions with one cleavage plane orienta-
tion, a clear match is found. Moreover, in the subendocardial zone, the diffusion-
weighted image is able to reconstruct the coexisting populations of ill-aligned
cleavage planes as well.
The longitudinal slice could only locally be registered to the MRI data set
due to larger deformation in the preparation process. Therefore, Fig. 4.17 offers
a transmural view through the intraventricular septum and right ventricular wall.
Here too, dual QBI resolves the crossing cleavage planes in the central part of the
septum. However, a fully quantitative comparison requires more robust registra-
tion than the one that was used here.
4.7 Scope and outlook of dual QBI
The methods described in the course of this chapter have enabled us to view cross-
ing myocardial cleavage planes in the heart for the first time using a diffusion-
weighed MRI technique. We have at the same time witnessed some important
limitations to the method.
First, cleavage plane crossings can be obscured by the fiber signal in regions
where myofibers of different orientation are found (see Fig. 4.14). Second, planes
of preferred diffusion have been identified in the subepicardium, seemingly oppos-
ing the confocal microscopy results described by Pope et al. in [85]. Both issues
may be attributed to the fact that dual QBI in its present form does not estimate ab-
solute probabilities of diffusion in a particular direction. For that reason, stronger
or weaker diffusion processes may mimic the appearance of cleavage planes, as
in the mentioned examples. The underlying reason is that our methods have been
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designed on geometrical grounds, without attempting to separate distinct compart-
ments in which diffusion takes place. A future enhancement of dual QBI could
therefore address unraveling signal contributions from the fiber and sheet com-
partments, if possible.
Third, the angular resolution of QBI and dual QBI is still limited. In fact, we
have been working with diffusive displacement orientation distribution functions,
not fiber (or sheet) orientation probabilities. For diffusion in fibrous tissue, it has
been noted that the diffusive displacement of water can be regarded as the spherical
convolution of the fiber orientation probability with the signal from a hypotheti-
cal voxel with perfectly aligned fibers [116]. This observation lies at the base of
a numerical deconvolution technique which has been shown to significantly im-
prove angular resolving power in fibrous tissue [116]. It can therefore be expected
that the imaging of myolaminae may evenly benefit from a similar reconstruction
scheme.
Figure 4.16: Histological validation of dQBI: axial view on the left ventricular wall. The
reconstructed cleavage plane orientation using the dQBI method given by the blue rods
should be compared to the texture of the underlying histological image. The green border
zone indicates incomplete registration of the two data sets.
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a)
b)
c)
Figure 4.17: Histological validation of dQBI: longitudinal view from LV cavity to epicar-
dial surface (ES). The reconstructed cleavage plane orientation using the DTI (b) and dQBI
(c) methods should be compared to the texture of the underlying histological image. Panels
(b) and (c) are shaded according to the relative difference between second and third DT
eigenvalues.
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Fourth, one has to admit that we barely know how the water diffusion processes
in fixated and fresh myocardium take place. Ameliorated imaging strategies thus
require better knowledge of diffusion propagator, after which dependence of imag-
ing parameters may be investigated.
Lastly, it is remains to be seen how dual QBI performs when performed with
imaging parameters typical for a clinical scanner. Obviously, this step needs be
taken in order to enable studying larger hearts, such as human, with the proposed
technique.
5
A curved space formalism
for handling tissue anisotropy
This chapter constitutes an important stepping stone for our treatment of activation
wave dynamics in anisotropic media. Inspired by analogies in pathfinding, optics
and gravitation, we are led to re-think the notion of distance in an electrophysio-
logical context. The emergent metric tensor, which determines distance between
nearby points, is found to be proportional to the inverse electrical diffusion tensor
of the medium and confirms the findings of Wellner and Pertsov [13].
Given the complex fibrous and laminar architecture of the heart muscle, en-
dowing space with the mentioned metric tensor results in a non-Euclidean space.
The situation is reminiscent of Einstein’s theory of gravity, where mass, not aniso-
tropy, induces local spacetime curvature. An introduction on the used differential
geometry concepts is contained in appendix A. In the main text, we discuss how
curvature invariants encompass anisotropy effects. For the particular case of in-
tramural fiber rotation, we calculate the metric and curvature tensors for use in
upcoming chapters. As a result, we establish that transmural fiber rotation makes
the myocardium a hyperbolic space, i.e. with negative intrinsic curvature.
5.1 Operational definition of distance
5.1.1 Anisotropy and rescaling
Let us first consider tissue anisotropy in its simplest appearance: a homogeneous
block of myofibers that are all aligned along a given coordinate axis, i.e. the electri-
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cal diffusion tensor does not depend on position. Due to unequal signal velocities
along the block’s principal axes, the RDE (2.4) contains an anisotropic diffusion
term. In this elementary example, isotropy is trivially restored by a coordinate
transformation (x, y, z)→ (x′, y′, z′):
x = x′
√
Dxx
D0
, y = y′
√
Dyy
D0
, z = z′
√
Dzz
D0
, (5.1)
with D0 a constant with the dimension of a diffusion coefficient. The global trans-
formation (5.1) reduces the diffusion term in the RDE (2.14) to D0 times the stan-
dard Laplacian operator; see also [53]. For more complicated fiber arrangements,
this procedure has been carried out in a local and perturbative way in a variety
of works [13–15, 117–120]. We now proceed to show that this strategy can be
generalized and formalized within a framework of non-Euclidean geometry.
5.1.2 Notion of distance in physics
What does the concept of distance mean to a physicist? With the advent of general
relativity theory, the concept of absolute distance had to be given up, as different
observers disagree on measured lengths. Absolute distance was traded in for an
operational definition of distance, based on time measurements by an observer. In
particular, the distance to an object may be measured by sending a light signal
(traveling at the speed of light c) to the object and receiving the reflected beam
after a time 2∆t. The distance from the observer to the object is now defined as
∆x = c∆t.
In various domains of physics, the notion of distance is intimately linked to
the recording of time intervals. Even the SI unit of length, the meter, is defined
as the distance traveled by light in vacuum within a fixed amount of time. Also,
astronomical distances are expressed in lightyears. For light propagation through
a medium, the absence of a constant signaling velocity may be handled by intro-
ducing the dimensionless refractory index n:
c =
c0
n
. (5.2)
Furthermore the optical path length s turns out to be proportional to arrival time:
ds = ndx =
c0
c
dx = c0dt. (5.3)
Phenomena that occur in excitable media with a discontinuity in the diffusion
coefficient have already been treated with the concept of a refractory index in
[121, 122].
5.1.3 Measuring distances in the heart
Does an equivalent of the speed of light exist in the heart? We are convinced
that such analogue does exist, namely the unique propagation velocity of a planar
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activation front, which we shall also denote c. In general, this plane wave speed
depends on position, direction and local electrophysiology parameters. As with the
optics example, we choose a reference speed c0, representing plane wave speed in
an isotropic medium with scalar electrical diffusion coefficient D0. With spatially
homogeneous reaction kinetics, the effective distance between nearby points can
be written down with respect to the propagation of action potentials:
ds2 = c20dt
2 =
(c0
c
)2
dx2 = dx
D0
Dxx
dx. (5.4)
Extended towards two or three dimensions, the infinitesimal length segment ds is
commonly denoted as a quadratic form:
ds2 = D0d~r ·D−1 · d~r = D0(D−1)ijdxidxj . (5.5)
The tensor D0D−1 is seen to fulfill the role of a metric tensor g in differential
geometry terms. In essence, the metric tensor prescribes how coordinates dxi
relate to the physical distance ds between two nearby points:
ds2 = gijdx
idxj . (5.6)
In Euclidean space, the metric tensor reduces to unity and with gij = δij , which
reduces Eq. (5.6) to the familiar Pythagorean theorem. The fundamental relation
gij = D0(D
−1)ij (5.7)
is responsible for rephrasing tissue anisotropy in the curved space formalism adopted
in this work. The collected equations (5.6)-(5.7) designate a distance measure in
the heart, which we shall henceforth call the operational measure of distance.
In what follows, the inverse of gij is denoted gij :
gijg
jk = δ ki . (5.8)
Applying this concept to the myocardial context immediately yields, from (5.7),
gjk = D−10 D
jk. (5.9)
5.1.4 Operational distance anomaly for curved wavefronts
We emphasize here that the operational definition for distances in the heart only
holds locally. For, given two remote points A and B, the travel time for an initially
plane wave from A to B may differ from the time required to go from B to A. The
culprit is the geometric curvature of the wave front affecting its propagation speed.
In an isotropic medium with local diffusion coefficient D, the dependence upon
wave front curvature K (i.e. convexity or concavity) is mostly quoted as [123]:
c = c0 − γDK. (5.10)
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a) b)
Figure 5.1: Asymmetry in arrival time measurements for an initially plane wave in an
unbounded 2D geometry with D1 > D0. a) Plane wave initiated in A. b) Plane wave
started in C.
In the next chapter, we will elaborate on the linearity coefficient γ (which is gen-
erally taken positive), and generalize Eq. (5.10) for use in anisotropic contexts.
Let us, for the present purpose, consider the infinite two-dimensional medium
depicted in Fig. 5.1. When a plane wave is initiated through point A in the plane
a, it will reach B within a time TA→B = |xA−xB |/c0 without a change of shape.
Due to the increased diffusion coefficients in the zone between B and C, the wave
front center will lag behind its lateral parts, thus shaping a concave wave front.
This front on average propagates faster than c0 due to relation (5.10), and will
have concave shape when reaching the plane trough C. The elapsed time between
the activation of points B and C is denoted TB→C . For propagation in the reverse
direction, symmetry implies that TC→B = TB→C . After the passage of the con-
cave wave trough B, it continues its journey from B to A at a velocity larger than
the plane wave velocity c0, such that TB→A < TA→B . For this configuration, we
have now clearly shown that
TA→C > TC→A. (5.11)
The result (5.11) is not in contradiction with (5.5), but precisely the reason why
the definition of operational distance needed be given in terms of differentials. The
correct way to study aforementioned example is to record arrival times for plane
waves that travel between points that lie infinitesimally close to each other. Such
approach comes down to working in the limit of negligible wave front curvature.
5.1.5 Hamilton-Jacobi interpretation of operational distance
To continue, we demonstrate that our operational definition of distance also ex-
tremizes arrival time in directions that do not coincide with local axes of aniso-
tropy. In the Hamilton-Jacobi formulation of optics, the distance between two
infinitesimally close points is determined by the plane wave that takes longest to
travel from one point to the other. For, the plane waves that minimize the elapsed
time before activation of the second point have both points included in their wave
front. Therefore, the lowest possible travel time always equals zero.
Let us first study the isotropic case where, in two dimensions, a family of
plane waves with normal vector (cos θ, sin θ) travels from the origin to a point with
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Cartesian coordinates (dx, dy) and polar coordinates (dr, φ). The elapsed time
between activation of both points is readily calculated as dT = (dr/c) cos(θ − φ)
with |θ − φ| < pi/2. The plane wave which forms the upper bound to dT is
identified as θ = φ and the operational distance therefore equals ds = c dTmax =
dr, confirming one’s everyday notion of distance.
Next, imagine the same configuration in an anisotropic medium with fibers
aligned along the X-axis such that Dxx = DL and Dyy = DT . In such a medium,
a plane wave that propagates under an angle θ with the X-axis has velocity c2 =
c20(D(θ)/D0), while the Cartesian distance remains dr cos(θ − φ). The squared
arrival time thus reads
dT 2 =
dr2
c20
D0 cos
2(θ − φ)
DL cos2 θ +DT sin
2 θ
. (5.12)
The angle θ which maximizes travel time is found from ∂θ(dT 2) = 0, which is
solved to
tan θ =
DL
DT
tanφ =
DL
DT
dy
dx
. (5.13)
Plugging this result into equation (5.12) yields, after some arithmetics:
ds2 = c20dT
2 = D0
(
dx2
DL
+
dy2
DT
)
, (5.14)
matching our operational definition of distance. To illustrate the methodology of
working in non-Euclidean space, we perform the rescaling
dx′ = dx
√
D0/DL, dy
′ = dy
√
D0/DT , (5.15)
such that isotropy of propagation speed is restored with c′ = c0. After regaining
isotropy in the rescaled space, one simply puts dT = dr′/c′ which immediately
leads to expression (5.14). Note that, in the rescaled space, the normal vector to
the wave front encloses an angle ψ 6= θ with the fiber direction which has
tanψ = (dy′/dx′) =
√
DL/DT (dy/dx). (5.16)
Figure 5.2: Plane waves connecting two given points in isotropic (a), anisotropic (b) and
rescaled (c) space.
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5.1.6 The road map analogy
To get an intuitive notion on how anisotropy and inhomogeneity of signaling speed
result in a curved space, one may appeal to a road map analogy as is depicted in
Fig. 5.3. Conventionally, the distance between the pairs of places (A,B) or (A,C)
is logged in kilometers, as shown in panel (a). Nevertheless, in practical situations
one may wish express the proximity of another city by the time it takes to get there.
One could even try to draw a map according to this new definition of distance; such
map (of which panel (b) gives an artist’s impression) will look severely distorted
due to the distinct maximum speeds permitted on different roads.
In general, the resulting map cannot be charted on a flat surface: only by em-
bedding in the third dimension it can be concretized. The property that prevents
the map from being drawn on a plane surface is called intrinsic curvature and is
fully determined by intrinsic characteristics of the road map (i.e. its metric tensor).
On the other hand, for large travel maps the curving of the earth’s surface can
no longer be neglected. The manner in which the map relates to positions in the
surrounding (three-dimensional) space is denoted the extrinsic curvature.
a) b)
Figure 5.3: The road map analogy illustrates how regional differences in propagation ve-
locity (a) give rise to the concept of a deformed space (b) when one measures distances in
terms of travel time.
In a similar way, the anisotropy in the heart muscle with respect to conduc-
tion velocity may be accounted for. In the presence of local myofiber rotation, the
emerging three-dimensional structure chart can not be realized in Euclidean three-
dimensional space; thereby the heart muscle too gains intrinsic curvature. In the
same view, extrinsic curvature of a piece of heart tissue originates from the geo-
metric curvature of the myocardial walls with respect to the surrounding Euclidean
space.
In the next section, we will briefly outline how curved spaces are commonly
treated mathematically using differential geometry.
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5.2 Differential geometry tools
5.2.1 Local equivalence
Since the metric tensor defined by (5.5) is symmetric and positive-definite, one
can diagonalize this tensor and rescale local coordinates akin to (5.1) to make the
space locally Euclidean in that point, i.e.
gij(x
m) = δij +O(x2). (5.17)
Exploiting this local equivalence is similar to choosing a local free-falling (Min-
kowski) frame in the context of general relativity theory.
For generic tissue anisotropy, the local equivalence (5.17) can only be estab-
lished in a single point of space at the same time. The closest-to-Euclidean ref-
erence frame around a single curve is known as a local Fermi frame [124], and
we will use such coordinate system to parameterize the immediate neighborhood
of scroll wave filaments in chapter 8. For hypersurfaces such as activation fronts,
a nearly Euclidean frame may be achieved using Gauss normal coordinates; see
chapter 6 for more details.
5.2.2 Geodesics
The simplest class of curves in Euclidean space are straight lines. In a curved
space, one can only enforce local straightness via the local equivalence principle.
The resulting curves are known as geodesics, and these are the closest analogues
to straight lines in Euclidean space (which here stands for an isotropic excitable
medium). Geodesics are moreover proven to be the curves of extremal length
connecting two given endpoints. That geodesics can be curves of either minimal
of maximal length is easily seen by regarding a great circle on a sphere, which is
an example of a geodesic curve.
Geodesics have been established to fulfill a special role in anisotropic excitable
media. For, in the pioneering work by Wellner et al. [13], it was argued by both
local rescaling of a specific anisotropy type and numerical simulations that the
equilibrium configuration of a scroll wave filament with fixed endpoints takes the
shape of a geodesic, when looking upon space using a metric tensor given by the
correspondence (5.7). This statement was termed the ‘minimal principle for rotor
filaments’; the proof given was only valid for a restricted class of anisotropy and
for not too intensely curved filaments.
From earlier studies of scroll wave filaments in isotropic media, it is known
that they equilibrate to a straight line. In the light of local equivalence, it should
therefore not surprise us that Wellner’s minimal principle is stated in terms of
geodesics with regard to the metric tensor (5.7). Also, since geodesics trace out
paths of extremal effective length, the equilibrated filament at the same time ex-
tremizes the travel time for an activation pulse connecting both anchored filament
endpoints. This idea was formally proven and discussed using Hamilton-Jacobi
theory in [125].
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5.2.3 Tensors
An important corollary of working in curved space is that coordinates are degraded
to mere labels, as they only represent distance between points via the metric tensor
(5.7). As a consequence, there is more freedom in choosing suitable coordinates.
In our description of scroll wave filaments, for example, we let the filament coin-
cide with one of the coordinate lines.
Mathematical objects that bear physical meaning irrespective of the coordinate
system used are known as tensors. When going from a coordinate system xµ to
x′ν , a tensor quantity of rank m+ n changes as
T
µ′1...µ
′
m
ν′1...ν′n
=
∑
µ1,...,µm
ν1,...,νn
∂x′µ
′
1
∂xµ1
. ... .
∂x′µ
′
m
∂x′µm
.
∂xν1
∂x′ν′1
. ... .
∂xνn
∂x′ν′n
.T µ1...µmν1ν2...νn .
(5.18)
In the view of the defining property for tensors (5.18), the placement of upper and
lower indices does matter. Quantities with upper indices, such as coordinate differ-
entials dxµ are said to transform in a contravariant way; tensors with lower indices
exhibit covariant transformation properties, i.e. they behave like derivatives ∂µ.
Notably, the chain rule for derivatives guarantees that the result of summation
over a mixed contra- and covariant index pair is invariant under coordinate trans-
formations. Hence, only such combination can bear physical meaning that super-
sedes the notion of coordinates. Since all index pairs of physically meaningful
quantities should appear in such combinations, the summation sign is commonly
omitted; this rule is known as the Einstein summation convention. Taking the sum
of contra-and covariant is called contraction; contracting a tensor decreases its
rank by two. A tensor of rank 0, i.e. without indices, is a scalar (scalar function),
which can obviously also carry physical information. In physics calculations, it is
possible to transform indices of one type to the other by means of the metric tensor
in either its covariant or contravariant form (Eqs. (5.7)-(5.9)):
T i = gijTj , Ti = gijT
j . (5.19)
A first tensorial example was met in the previous chapter: the definition of the
proton diffusion tensor Dij transcends local rotations. Given a three-dimensional
rotation with rotation matrix Ri j = ∂x
i/∂x′j , the tensor transformation property
(5.18) yields in Euclidean space (where gij = δij): D′ = RDRT . In this way
one retrieves the well-known transformation law for rank-2 tensors under rotation.
Contraction of the proton diffusion tensor results in Di i = D
ijδij = Tr(D).
The result is the diffusion tensor trace, which is used in diffusion imaging as a
rotationally invariant scalar quantity.
Second, consider the covariant metric tensor gij in Cartesian coordinates, which
is given by (5.7) for our present biophysical application. The metric tensor com-
ponents are readily reexpressed in another coordinate system xµ using Eq. (5.18):
gµν =
∂xi
∂xµ
gij
∂xj
∂xν
. (5.20)
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5.2.4 Covariant differentiation
Because a tensor’s representation in components is inherently tied to a local ba-
sis, one should take into account the change of basis vectors when taking spatial
derivatives of a tensor quantity. In practice, this is done by replacing ‘ordinary’
spatial derivatives (denoted δµ · or · ,µ) with ‘covariant’ (i.e. coordinate invariant)
spatial derivatives (written Dµ · or · ;µ):
Aν ;µ = DµAν = ∂µAν + ΓνµλAλ, (5.21a)
Aν;µ = DµAν = ∂µAν − ΓλµνAλ. (5.21b)
Here, the Christoffel symbols Γ account for the change in basis vectors; they are
uniquely constructed as linear combinations of first order spatial derivatives of the
metric tensor, as listed in Eq. (A.7) in appendix A.
5.2.5 Curvature tensors
In view of the local equivalence principle (5.17), curvature of space manifests
itself in the spatial derivatives of the metric tensor from the second order onwards.
It turns out that a single geometrical (i.e. tensorial) object captures the curvature
of space in a given point, the Riemann curvature tensor [124]:
Rµναβ = ∂αΓ
µ
νβ − ∂βΓµνα + ΓµαλΓλνβ − ΓµβλΓλνα. (5.22)
Due to symmetries (see appendix A), this tensor only has six degrees of freedom
in three dimensions. Contraction over the first and third index delivers the Ricci
curvature tensor:
Rµν = R
α
µαν , (5.23)
which is symmetric, and therefore also has six components in three-dimensional
space. Only in three dimensions (and lower), all Riemann tensor components may
thus be expressed as linear combinations of the Ricci tensor components; the for-
mula is quoted in Eq. (A.26).
The trace of the Ricci tensor defines the Ricci curvature scalar
R = Rµµ = gνµRνµ. (5.24)
The sign of the Ricci scalar indicates whether the space in that point is locally
hyperbolic (R < 0), spherical (R > 0) or flat (R = 0). In hyperbolic spaces,
which are often referred to as saddle-like, initially parallel geodesics tend to di-
verge, whereas they converge in spherical spaces. The sign of the Ricci scalar may
be further exemplified by calculating the circumference C of the curve with radius
a on a curved surface, as sketched in Fig. 5.4:
C = 2pia
[
1− 1
12
a2R+O(R2a4)
]
. (5.25)
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Figure 5.4: Dependence of the circumference C of small circles on the curvature of the
embedding surface. For positively curved space (a), C < 2pir, and the reverse is true for
hyperbolic spaces (b).
For a sphere of radius R0, one calculates thatR = 2/R20. Thus, geodesics always
converge on the sphere and the circumference of a circle with radius a (drawn
on the sphere) is smaller than 2pia by virtue of Eq. (5.25). In chapter 8, we
will quantify how much the rotation period of a scroll wave accommodates to the
circumferential deficit.
5.3 Curvature measures for rotational anisotropy
5.3.1 Rotational anisotropy as a simple model for ventricular
myofiber organization
Assessing the influence of tissue anisotropy on the dynamics of activation waves
and rotor filaments in cardiac tissue has mostly been performed in a simplified
model of myofiber architecture, which is known as rotational anisotropy [16, 76,
126]. In this geometry, the myofiber direction is taken everywhere parallel to
the epicardial and endocardial borders, which are represented by infinite parallel
planes where no-flux boundary conditions apply. The transmural fiber rotation
is assumed with a constant turning rate (pitch) µ such that the fiber helix angle
alpha ranges over about ∆α = 120◦, similar to the observed rotation angles in
ventricular myocardium. Moreover, although myofiber rotation in reality occurs
in three dimensions at a non-constant rate, a sufficiently small block of tissue can
be to some extent approximated with local rotational anisotropy of given pitch and
orientation.
In numerical simulations of scroll waves in a medium with rotational aniso-
tropy, several remarkable facts on filament behavior have been observed:
1. Filaments that are initiated parallel to the epicardial surface (i.e. infinitely
long intramural filaments) were observed to drift transmurally towards an
epicardial depth in which they are aligned either parallel or perpendicular to
local myofiber orientation [127], depending on the used reaction kinetics.
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Figure 5.5: Geometry for rotational anisotropy. The fiber helix angle has been annotated
α here.
2. A straight transmural filament orthogonal to the medium boundaries which
is stable at low myofiber rotation rate or anisotropy ratio loses stability when
the pitch of fiber rotation is increased [16].
3. The destabilizing effects of rotational anisotropy depend on the used elec-
trophysiological model. See e.g. [128] for a numerical comparison of two
detailed cardiac models.
4. Straight intramural filaments of finite length (i.e. in a bounded medium) not
only undergo drift but also rotate in their evolution process to align with
local myofiber direction [15, 127].
5. In a specific parameter regime, twist develops in localized sections of trans-
mural filaments, and seemingly propagates as a whole along the filament
[46]. The entities with concentrated twist were annotated twistons. How-
ever, the dynamical origin of these ‘twistons’ remains unclear.
We will offer an analytical description for the first three of these facts in chapter
8. Thereto, it is instructive to first calculate the space curvature that fronts and
filaments experience in a medium with rotational anisotropy.
5.3.2 Explicit curvature measures for rotational anisotropy
For definiteness, we choose the transmural fiber rotation to take place around the
Z-axis of a Cartesian coordinate frame. We additionally lay the X-axis along the
local myofiber orientation at z = 0, conferring to the sketched situation in Fig. 5.5.
Furthermore, orthotropic anisotropy is admitted, i.e. the electric diffusion tensor
has distinct eigenvalues (DL, DP , DT ) with DL the electrical diffusivity in the
myofiber direction, and DT the electrical diffusion coefficient in the transmural
direction. The third constant DP represents electrical diffusivity in the planes
parallel to XY in the direction orthogonal to the local myofiber orientation. In
what follows, we only assume that
DL ≥ DP > 0, DL ≥ DT > 0 (5.26)
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and therefore orthotropic media with rotational anisotropy are implicitly consid-
ered. We convene that positive myofiber pitch µ indicates right-handed fiber ro-
tation, such that in anatomical reality one has µ < 0. Obviously, one has for the
fiber helix angle that α = µz.
With gij = D−10 D
ij one obtains
(gij) = D−10
 DL cos2 α+DP sin2 α (DL −DP ) cosα sinα 0(DL −DP ) cosα sinα DL sin2 α+DP cos2 α 0
0 0 DT
 .
(5.27)
The covariant metric tensor follows from matrix inversion of (5.27):
(gij) = D0
 D−1L cos2 α+D−1P sin2 α (D−1L −D−1P ) cosα sinα 0(D−1L −D−1P ) cosα sinα D−1L sin2 α+D−1P cos2 α 0
0 0 D−1T
 .
(5.28)
The metric tensor completely determines the curvature tensors Rijkl and Rij . Of
the six independent components of the Riemann tensor, we only quote Rxyxy:
Rxyxy =
µ2
4
(
D−1P −D−1L
)2
D0DT . (5.29)
The Ricci curvature tensor for rotational anisotropy is computed equal to
(Rij) = −µ
2
2
DT
(D2L −D2P )
DLDP
. (5.30) D−1L cos2 α−D−1P sin2 α (D−1L +D−1P ) cosα sinα 0(D−1L +D−1P ) cosα sinα D−1L sin2 α−D−1P cos2 α 0
0 0 D−1T
 .
By comparison of (5.30) and (5.28), the Ricci tensor may be seen to exhibit fol-
lowing eigenvalues {Ri} and eigenvectors {~vi}:
R1=−
(
µ2
2
(D2L−D2P )
DLDP
)
DT
DL
~v1=(cosα, sinα, 0),
R2=
(
µ2
2
(D2L−D2P )
DLDP
)
DT
DP
~v2=(− sinα, cosα, 0),
R3=−
(
µ2
2
(D2L−D2P )
DLDP
)
~v3=(0, 0, 1).
(5.31)
Apparently, the Ricci tensor has two strictly negative eigenvalues in myocardium
with constant fiber rotation rate.
When calculating the Ricci curvature scalar, the arbitrarily chosen constantD0
comes in. This issue can be dealt with by introducing the rescaled pitch
µ′ =
∆α
∆z′
= µ
√
DT
D0
, (5.32)
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such that the Ricci curvature scalar substantiates to
R = −µ
2
2
(DL −DP )2DT
DLDPD0
= −µ
′2
2
(DL −DP )2
DLDP
(5.33)
for a medium with rotational anisotropy of constant pitch µ.
5.3.3 Discussion of intrinsic curvature for a medium with rota-
tional anisotropy
From the foregoing analysis follows that the model configuration of rotational ani-
sotropy delivers a space that has always negative intrinsic scalar curvature. As the
myocardial fiber rotation may be reasonably called the dominant effect on intrinsic
cardiac geometry, we also expect that initially parallel geodesics will diverge with
realistic ventricular anatomy.
We can also compare the magnitude of the curvature measures relative to the
thickness L of the myocardial wall. For fiber rotation over 120◦ one has µ = 2pi3L .
In terms of the Ricci tensor eigenvalues, one may associate the intrinsic curvature
radii ri = |Ri|−1/2. For a typical anisotropy ratio of 9 : 1 : 1 for myocardial
ventricular tissue, we thus obtain
r1 = 0.68L, r2 = r3 = 0.23L. (5.34)
Hence, the typical radii of curvature for excitable tissue with the given anisotropy
ratio are comparable to the medium size, which indicates that intrinsic curvature
of functional myocardium is of significant importance.

6
Geometric theory for wave fronts
In this chapter we use the new curved space formalism to adapt the equation of
motion for wave fronts to a general anisotropic context. Our approach results in
an extended velocity-curvature relation for wave fronts in anisotropic media which
is consistent with earlier descriptions in literature. The coefficient of linearity in
the velocity-curvature relation is additionally shown to differ from one when not
all state-variables have equal diffusion coefficients. We also demonstrate for the
first time that the equation of motion may be derived from a variational principle
of elegant geometrical nature. Preliminary numerical validation of the coefficient
of linearity in the velocity-curvature equation for several low dimensional ionic
models is presented as well.
By imposing periodic boundary conditions, we enlarge our description to en-
compass not only excitable but also oscillatory media. This case also applies
to high-frequency myocardial pacing, which was treated for two specific models
in [24, 25] by finite renormalization theory.
6.1 Velocity-curvature relation in literature
An important consequence of the strong non-linearity of the RDE for excitable
media is that the emanating waves do not obey a superposition principle as in elec-
tromagnetism. Specifically, the local propagation velocity of an excitation wave
depends on its geometrical curvature, as is illustrated in Fig. 6.1. This particularity
has yet been mentioned in our discussion of the non-reciprocity of the operational
distance in paragraph 5.1.4.
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In physiological terms, the curvature effect has been explained based on pas-
sive electrical conduction properties: an excitable myocyte in rest will easier acti-
vate when more cells around it offer a stimulating electrical current. Therefrom, it
might be expected that a concave wave front advances more quickly than a convex
one. Attributing a positive curvature K to a convex wave front, one could antici-
pate a linear relationship between the propagation velocity and curvature of a wave
front (with A > 0):
c = c0 −AK, (6.1)
where c0 is the plane wave speed in the (isotropic) medium considered. Note that,
from an evolutionary standpoint, Eq. (6.1) furnishes the depolarization waves with
a stabilizing property: parts of the wave front that have advanced at a quicker
pace are slowed down due to the curvature effect, whereas parts of the wave front
that lag behind are (literally) stimulated to speed up. This idea may be verified in
mathematical terms; see paragraph 6.3.4 below.
Two further repercussions of Eq. (6.1) are relevant to the cardiac context. First,
the wave fronts only propagate if their curvature is smaller than a critical curva-
ture Kcr, which would make c vanish. This situation is relevant with electrical
stimulation through electrodes, as their radius should be large enough in order to
start an propagating activation wave. Second, the slower propagation of convex
fronts lies at the basis of spiral wave formation: the curvature effect makes the
tip stall, whereas the more distant parts of the wave front exhibit a larger propa-
gation speed due to their lower geometrical curvature. From Eq. (6.1) alone, the
asymptotic shape of a rotating activation pattern was proven to be an Archimedean
spiral [123].
Looking closer to Eq. (6.1), the (mostly) positive constantA is seen to bear the
dimension of a diffusion coefficient. From dimensional arguments, A may there-
fore be taken proportional to the electrical diffusion coefficient D0 in the medium.
Numerical calculations reported in [123], showed that a model-dependent ‘correc-
tion factor’ (sic) needs be included:
c = c0 − γD0K, (6.2)
although the theoretical elaborations in [129] delivered γ ≈ 1 based on matched
asymptotic expansions.
Figure 6.1: Dependence of the plane-wave velocity on curvature of the wave front.
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For specific RD models, explicit prescriptions for γ have been established
[25, 130]. However, only Mikhailov et al. provided in the appendix of [23] an ex-
plicit result that is valid for generic RD models. In our treatment, we will retrieve
their result (see Eq. (6.41)) and moreover generalize it for temporally periodic ac-
tivation waves. Also, we have calculated, for the first time to our knowledge, the
second order curvature corrections to the velocity-curvature relation (6.2).
In the previous chapter we have already mentioned that rotational anisotropy
in the heart impacts on the orientation of the isochrone surfaces after point stim-
ulation on the epicardial surface. Also, the effect of anisotropy can invoke cusp
waves in ventricular tissue, which were investigated in [131] by theoretical, numer-
ical and experimental means. The linearized velocity curvature relation for wave
fronts (6.2) has been reformulated in a kinematical approach for two-dimensional
media of spherical [132] and non-uniformly curved surfaces [133]. With our co-
variant gradient expansion approach, we not only offer an elegant form for the
resulting equations, but also provide additional corrections to these results and
quantify the model-dependent constants in the EOM.
6.2 Geometric derivation of the
velocity-curvature relation for wave fronts
6.2.1 A collection of one-dimensional solutions
We start from the monodomain reaction-diffusion equation (2.14):
∂tu = ∂i
(
Dij∂jPu
)
+ F(u), (6.3)
The generic reaction kinetics are assumed to support a unique plane wave solution
u0(ξ) = u0(x − ct) when the medium is homogenous and isotropic with scalar
diffusion coefficient D0. Hence u0 satisfies
D0P∂
2
ξu0 + c0∂ξu0 + F(u0) = 0, (6.4a)
lim
ξ→±∞
u′0(ξ) = 0, (6.4b)
where c0 denotes the velocity of the plane wave in a medium with isotropic electric
diffusivity D0. Equation (6.4a) is recognized as the familiar cable equation for
one-dimensional propagation.
For all times t, we define the wave front as the locus where one of the state
variables, say the first (u1), reaches a threshold value uth1 . After we will have in-
troduced the adjoint Goldstone modes for translation, we shall discuss how spec-
ifying a threshold value affects the resulting EOM. For now, we choose the elec-
trical transmembrane potential Vm as the state variable and u1th as the arithmetic
average of the medium’s resting potential and the potential after upstroke. To dis-
tinguish the wave front from its tail, we additionally impose that ∂tV > 0 where
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the threshold voltage is reached. The resulting surface Σ0 has one dimension less
than the surrounding space and may therefore be termed a hypersurface. The hy-
persurface Σ0 is parameterized by two coordinates σ1, σ2, and can be oriented by
making the surface normal ~n point in the same sense as −∇V . Note that after
collision of wavefronts the surface may not possess a well-defined normal vector
on the seam where the fronts have met. However, the wave front never ceases to
be an orientable surface.
In the treatment of wave fronts in this chapter, we do not consider wave breaks.
We therefore only allow the wave front hypersurface to terminate on the medium
boundaries, where the no flux condition for currents prescribes
NiD
ijP∂ju = 0 (6.5)
with ~N an outward normal vector to the medium. As the ventricular myofibers
run parallel to the outer surface of the heart, the electrical diffusion tensor gains a
diagonal shape relative to the normal vector at the medium boundaries, which re-
duces condition (6.5) to the Neumann condition ∂NVm = 0. However, a rigorous
implementation of realistic boundary conditions is only possible in the bidomain
formalism. As we presently intend to develop a local theory, we shall not consider
boundary effects here.
The main ansatz in our theory is that a two-dimensional pack of one-dimensional
solutions u0 from (6.4a) yields a good approximation to the three-dimensional ac-
tivation pattern. The range in which this procedure may be performed is expected
to be constrained by the ratio of the wave front thickness d (see 6.3.8 for a formal
estimate) to the wave front’s radius of curvature. For isotropic media, the wave
front curvature measure K from Eq. (6.2) that affects its propagation speed in
lowest order equals twice the mean curvature, i.e.
K =
1
R1
+
1
R2
= K1 +K2, (6.6)
where R1, R2 are the principal radii of curvature at a given point of the surface.
We will shortly generalize this definition to an anisotropic context (see subsection
A.2.1), and use the same annotation K for both contexts. Thus, writing K for the
scalar parameter that reflects extrinsic wave front curvature, we now introduce the
dimensionless formal expansion parameter
λ = dK. (6.7)
To substantiate the idea of assembling the wave front from a collection of plane
wave solutions, a coordinate frame is constructed that resembles local Cartesian
coordinates in a neighborhood of Σ0, for all time instances t. That is, in every point
of the wave front hypersurface (with coordinates σ1, σ2) the unique geodesic is
traced that cuts the surface perpendicularly, as outlined in Fig. 6.2a. The arc length
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parameter ρ along each of these geodesics is used as the third spatial coordinate,
with ρ = 0 for the points on the wave front. Furthermore, we shall write τ as the
time coordinate in the co-moving frame, as opposed to the ‘laboratory’ time t. In
the context of wave fronts, we will write henceforth indices A,B, . . . to indicate
the coordinates σA = σ1, σ2 and reserve µ, ν, . . . to range over all three spatial
coordinates σ1, σ2, ρ.
In the actual curvilinear context, a natural set of base vectors is found in the
triad ~eµ, ~eν , defined as
~eρ = ∂ρ~x, ~eA = ∂A~x, ~e
ρ = ~∇ρ, ~eA = ~∇σA. (6.8)
From the chain rule for derivatives, this basis is verified to satisfy the biorthogo-
nality condition
~eµ ·~e ν = δνµ. (6.9)
Next, we lay out the known solution u0(ρ) along the geodesic that intersects
Σ0 orthogonally, drawn in Fig. 6.2b. Since the coordinate frame approaches local
Euclidean space in the best possible way, the thus constructed activation pattern
serves as the lowest order approximation to an exact solution of (6.3). Note that
the procedure given yields an 1-parameter family of branes Σρ, one of which cor-
responds to the actual wave front Σ0. Recalling that the plane wave solution needs
no corrections, our ansatz may be quoted
u(ρ, σ1, σ2, τ) = u0(ρ) + λu˜(ρ, σ
1, σ2, τ) +O(λ2). (6.10)
We will also assume now – and ascertain later – that the perturbative correction u˜
varies slowly along the wave front:
∂σu˜ = ∂ρu˜.O(λ). (6.11)
a) b)
Figure 6.2: Construction of a coordinate frame adapted to the wave front shape. a) Gaus-
sian normal coordinates generated by geodesics orthogonal to the wave fronts. b) Reference
triad in a given point of the wave front.
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6.2.2 Gaussian normal coordinates for the wave front
One may have noticed that the conceived coordinate system from the previous
paragraph is nothing less but a frame of Gaussian normal coordinates, for each time
τ [124]. The Gauss lemma then ensures that all surfaces with ρ constant intersect
the lines of constant σ1, σ2 perpendicularly. Adding the fact that ρ measures arc
length along the geodesics, we obtain
gµν =
 1 0 00
0
gAB
 . (6.12)
With this choice of coordinates, the components gµρ equal δµρ up to all orders in
ρ by virtue of the Gauss lemma. The expansion (6.12) evidently only holds in the
neighborhood of the wave front, i.e. where geodesics which leave the wave front
orthogonally do not yet intersect.
Given a Gauss normal frame that has been constructed for a time instance
t = 0, we let the frame advance together with the wave front with a local normal
velocity cM . (We will later substantiate cM to equal successive approximations to
the local wave front speed c(σ1, σ2, τ)). Had the space been Euclidean, we could
have denoted the position ~Xf of the wave front as ~Xf = ~Xm + ~X , with ~X the
wave front position in the moving frame. In anisotropic media, however, only the
differentiated version may be employed:
∂t ~Xf = ∂t ~Xm + ∂t ~X = cM~n+ ∂t ~X. (6.13)
Hence, the Taylor expansion of an arbitrary position near Σ0 becomes:
xi = Xi(σ1, σ2, τ) + ρn
i(σ1, σ2, τ) + . . . (6.14)
Together with the trivial time coordinate change, Eq. (6.14) makes out a coordinate
transformation: {
xi = xi(ρ, σ1, σ2, τ),
t = τ.
(6.15)
Using the chain rule, the transformation laws for derivatives that follow from
Eqs. (6.15) are easily deduced. Adopting the notation (6.8), one finds
∂µ = ~eµ · ∇, (6.16a)
∂τ = ∂t + ∂τ~x ·~eµ∂µ. (6.16b)
One can moreover check that with Eqs. (6.8), the geodesic equation Dρ~eρ = 0,∀ρ
and the definition gµν = ~eµ ·~eν directly leads to expression (6.12) for the metric
tensor. Moreover, gρν = δρν even implies that the higher order corrections to Eq.
(6.14) must vanish and ~eρ = ~eρ = ~n. The ‘bulk metric’ gij gives rise to an induced
metric hAB on each of the surfaces of constant σ:
hAB = e
i
Agije
j
B (6.17)
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With our choice of coordinates, we have eµA = δ
µ
A, so relation (6.17) simplifies to
hAB(ρ, σ1, σ2) = gAB(ρ, σ1, σ2) (6.18)
regardless of the explicit parametrization (σ1, σ2) inside the wave front Σ0.
6.2.3 Extrinsic curvature tensor for (1+2)-dimensional space
Surfaces which are embedded in Euclidean space, e.g. wave fronts in isotropic
media, have an intrinsic curvature that compensates their bending in the surround-
ing space. One could for example imagine a sphere, which becomes more curved
in the imbedding space as its intrinsic curvature grows. In the view of the curved
space formalism, a wave front’s intrinsic curvature needs not equal its extrinsic
curvature anymore in an anisotropic medium, as space itself may be curved due to
anisotropy effects.
The object that captures the intrinsic curvature of the wave front is the in-
duced metric hAB that was given in (6.17). Solely based on this quantity, one
may calculate the intrinsic curvature of the two-dimensional wave front surface
using Eq. (5.22), where indices run over σ1, σ2. The resulting quantity quantity
is denoted (2)RABCD, to emphasize that curvature of space is only measured in
the two-dimensional wave front. Likewise, curvature of three-dimensional space
can be written (3)RABCD, but the superscript (3) is commonly omitted; see [124]
and section A.2.1 in the appendix. From expression (A.24a) further follows that
(2)RABCD may promptly be rephrased in terms of the wave front’s Gaussian cur-
vature KG.
The curvature of the wave front with respect to the surrounding space is typi-
fied by the rate of change of the normal vector to the wave front, as one moves on
it:
DA~eρ = K BA ~eB . (6.19)
Using the definition of the Christoffel symbols (A.7) immediately follows that
K BA = Γ
B
Aρ. (6.20)
We have adopted a different sign convention from [124] to ensure that expanding
spherical wave fronts exhibit positive extrinsic curvature, in accordance to the sign
in (5.10). The tensor KAB is named the extrinsic curvature tensor and proven to
be symmetric [124]. The promised scalar quantity from paragraph 6.2.1 that gen-
eralizes K (‘twice the mean curvature’) to a non-Euclidean context, is identified
here as the trace of the extrinsic curvature tensor KAB . For that reason, we will
henceforth also denote
Tr K = KAA = h
ABKAB (6.21)
simply as K. Our expansion parameter λ given by (6.7) should consequently be
interpreted with K ≡ Tr K.
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For the special case of Gaussian normal coordinates, it follows from Eqs.
(6.12) and (6.20) that
KAB =
1
2
∂ρhAB . (6.22)
Since ρ denotes geodesic arc length perpendicular to the front, Eq. (6.20) also
implies
K = K AA = Γ
A
Aρ = Γ
µ
µρ =
1√
h
∂ρ
√
h. (6.23)
The Riemann and Ricci curvature tensors for the full three-dimensional space can
be decomposed in the intrinsic wave front curvature (2)RABCD and extrinsic cur-
vature terms; applicable expressions are quoted from [124] in Eqs. (A.27).
6.2.4 Eigenfunctions to the linear perturbation operator
When the RDE is restated in the Gaussian normal coordinate frame, an important
role is reserved for the linear perturbation operator associated to (6.3):
Lˆ = D0P∂
2
ρ + c0∂ρ + F
′(u0). (6.24)
Importantly, the generic reaction term F′(u0) forbids the operator Lˆ to be brought
to self-adjoint form.
At this point, it is worth noting that the decomposition of u according to (6.10)
is a priori only fixed up to a term proportional to ∂ρu0. For, if usol is a solu-
tion to RDE (6.3), translational invariance of this equation allows other solutions
usol+
i∂iusol with i a small but otherwise arbitrary vector. Plugging such shifted
solution in the RDE uncovers that the spatial derivative of the one-dimensional so-
lution to the RDE is an eigenfunction of Lˆ with eigenvalue zero, i.e. a zero mode:
Lˆ∂ρu0 = 0, (6.25)
Adopting the bracket notation that is customary in quantum mechanics, Eq. (6.25)
becomes
Lˆ |∂ρu0〉 = |0〉 , (6.26)
where we have written |0〉 to denote the function that is identically equal to zero
for all positions and state variables. We will further denote |∂ρu0〉 as |ψρ〉, i.e. the
translational zero mode. To remove the indetermination in the definition of u0, we
make use of the standard inner product on the Hilbert space of square-integrable
functions on the real axis:
〈f | g〉 = 〈f ,g〉 =
∞∫
−∞
fHg dρ (6.27)
where a Hermitian conjugate is included in the definition. Afterwards one solves
the adjoint linearized eigenvalue problem
Lˆ†Yρ = 0⇔ 〈Yρ| Lˆ = 〈0| (6.28)
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to obtain an eigenfunction 〈Yρ| which we normalize such that
〈Yρ | ψρ〉 = 1. (6.29)
Since the traveling wave solution u0 is localized in space around the wave front,
we assume the integral in the left-hand side of (6.29) to converge without further
knowledge about the extent of the left-eigenfunction Y ρ(ρ). Now we are able to
remove the translational indetermination in (6.10) by imposing the gauge condition
〈Yρ | u˜〉 = 0. (6.30)
6.2.5 Diffusion term as a covariant Laplacian
A crucial observation within the curved space formalism advocated in the previous
chapter is that the diffusion term in Eq. (6.3) reduces to a covariant Laplacian when
the electrical diffusion tensor has constant determinant. For, with |G| = det(gij)
and |D| = det(Dij), one obtains from Eq. (A.12) and (5.7):
D0DiDi = D0√|G|∂i
(√
|G|gij∂j
)
=
√|D|√
D0
∂i
(
D
3/2
0√|D|Dij∂j
)
= ∂i
(
Dij∂j
)− 1
2
∂i|D|
|D| D
ij∂j . (6.31)
In any homogeneous medium, albeit anisotropic, |D| is a constant. We later treat
small spatial inhomogeneities in |D| perturbatively in section 6.3.6; they are found
to cause an additional drift of the wave front. Note that in the electrophysiolog-
ical context of myocardial activation waves, the common class of media that are
built from a prototype fiber (and sheet) with spatially varying orientation obey the
constant determinant condition.
6.2.6 Reformulation of the RDE in Gauss normal coordinates
We are now ready to derive the actual equation of motion for the wave front surface
in the monodomain description. We start by elaborating each term in the reaction-
diffusion equation (6.3), using the ansatz (6.10), expansion (6.14) and the chain
rule (6.113). For the time-derivative term we obtain
∂tu = λ∂τ u˜−
(
~eρ · ~˙X − c
)
(∂ρu0 + λ∂ρu˜)− λρ
(
~eA · ~˙eρ(0)
)
∂Au˜ +O(λ2),
(6.32)
where we have used the fact that ~eρ · ~˙eρ = 0 given the biorthogonality condition
(6.9). In lowest order we also calculate that ~eA(0) · ~˙eρ(0) = −hAB~eρ(0) · ∂B ~˙X ,
which relates to local rotation of the wave front. Altogether, this term is O(λ3)
and can be omitted in the calculation.
Next, the nonlinear reaction term is expanded as
F(u) = F(u0) + λF
′(u0)u˜ +
λ2
2
u˜F′′(u0)u˜ +O(λ3). (6.33)
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Here, the derivatives of the reaction term are taken with respect to the state-
variables um,m ∈ {1, 2, . . . , NV }; more specifically one has
(u˜F′′(u0)u˜)k =
NV∑
m,n=1
[
∂2Fk
∂um∂un
]
(u0) u˜mu˜n. (6.34)
Under the condition that the electrical diffusion tensor has constant determi-
nant, we may reexpress the diffusion term based on (6.31). Adopting the notation
|g| = det(gµν) leads up to second order in λ to
∂i
(
Dij∂jPu
)
= D0DµDµPu = D0 1√|g|∂µ
(√
|g|gµν∂νPu
)
(6.35)
= D0Γ
A
ρAP∂ρ(u0 + λu˜) +D0P∂
2
ρ(u0 + λu˜)
+λD0PΓ
C
CAh
AB∂Bu˜ +D0Pλ∂Ah
AB∂Bu˜ +O(λ3).
Retaining terms up to linear order in u˜, the original RDE (6.3) rephrased in the
Gaussian normal coordinates system reads, (with ansatz (6.10)):
λ
(
∂τ − Lˆ
)
u˜ =
(
~eρ · ~˙X
)
(∂ρu0 + λ∂ρu˜) + Γ
A
AρD0P (∂ρu0 + λ∂ρu˜)
+
λ2
2
u˜F′′(u0)u˜ +O(λ3). (6.36)
We have taken into account here that u0(ρ) is an exact plane wave solution to the
RDE in the isotropic case.
From the velocity-curvature relation in the isotropic case, it is furthermore
known that the velocity correction ~˙X to the plane wave speed c is proportional to
the extrinsic curvature of the wave front. Hence we anticipate that
~˙X ·~eρ = O(λ). (6.37)
Similarly our work flow in [134], we project Eq. (6.36) onto the translational mode
〈Yρ|. The left hand side of the equation vanishes since 〈Yρ| is a time-independent
zero mode of Lˆ. The resulting equation of motion now reads
~eρ · ~˙X (1 + λ〈Yρ | ∂ρu˜〉)
= −D0 〈Yρ|ΓAAρPˆ |∂ρu0 + λ∂ρu˜〉 −
λ2
2
u˜F′′(u0)u˜ +O(λ3). (6.38)
6.2.7 Lowest order equation of motion
In lowest order in λ, one finds from Eq. (6.38)
ΓAAρ = KABh
AB = Tr K = K, (6.39)
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with all quantities evaluated on the wave front. Up to first order in curvature ef-
fects, Eq. (6.38) then implies
~eρ · ~˙X = −D0K 〈Yρ| Pˆ |ψρ〉 . (6.40)
The integral on the right-hand side evaluates to a dimensionless numerical coef-
ficient, similar to the dynamical coefficients obtained in the study of scroll wave
filaments. We shall write this coefficient, which depends on the medium proper-
ties, as
γ = 〈Yρ| Pˆ |ψρ〉 =
∫∞
−∞(Y
ρ)HPψρdρ∫∞
−∞(Y
ρ)Hψρdρ
. (6.41)
Our result (6.41) is strongly related to the expression obtained in [23], where
critical broken wave fronts were considered. In such context, the overlap inte-
grals needed be calculated over the full two-dimensional solution that represents a
rigidly translating broken wave front.
The velocity component parallel to the wave front ~eA · ~˙X corresponds to repa-
rameterization and therefore bears no physical meaning. For that reason we may
freely impose the common assumption
~˙X ·~eA = 0, (6.42)
which we consider equivalent to a transverse (or Coulomb) gauge. Now, add this
gauge condition to (6.40) to obtain
~˙X = −γD0K~eρ. (6.43)
In an inertial frame of reference, the time derivative should be taken with respect to
t. Applying the chain rule (6.113) and gauging away the tangential velocity term
yields
∂t ~X = c0~eρ − γD0K~eρ. (6.44)
Hence, we have derived following velocity-curvature relation for wave fronts which
covers also the anisotropic case:
c = c0 − γD0K = c0 − γDijKij . (6.45)
Should the medium happen to be isotropic, one must put Dij = D0δij . The EOM
then confirms the known result
c = c0 − γD0K, (6.46)
in which case K automatically designates the sum of the principal curvatures of
the wave front. Interestingly, we have obtained a general coefficient of linearity
γ as in [23], in contrast to approaches based on matched asymptotic expansions,
which tend to end up with γ = 1. There is a remaining ambiguity in Eqs. (6.45)-
(6.46) however: the factors γ, D0 are only determined up to a constant factor.
Thereby, one can only determine the product γD0 from experimental or numerical
observations on the velocity-curvature effect.
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6.2.8 Elaborations on the correction term u˜
Returning to Eq. (6.36), following linear evolution equation for the correction u˜ is
found:
λ∂τ u˜ = λLˆu˜ + (~e
ρ · ~˙X +D0KP)(∂ρu0 + λ∂ρu˜) + λ
2
2
u˜F′′(u0)u˜ +O(λ3)
= λLˆu˜ +D0K(P− γI)∂ρu0 +O(λ2). (6.47)
Let us first recall to the previously silent assumption that the plane wave solution
is stable with respect to small perturbations. This condition implies that Lˆ has only
eigenvalues ζ[j] with negative real part. Note also that the unique right eigenfunc-
tion with eigenvalue 0 cannot be part of u˜, for it was gauged away in (6.30) for all
times τ . Therefore, the contribution Lˆu˜ in Eq. (6.47) comprises a relaxation term
with a dominant time constant that equals −1/Re(ζ[j]), with ζ[j] the eigenvalue to
Lˆ (given u0) with largest real part.
The explicit form of the source term in Eq. (6.47) unveils that the lowest order
perturbative correction u˜ vanishes either when K = 0 or when Pˆ = I. The first
condition is fulfilled for plane wave fronts; in this case the solution u0 is indeed
known to be exact. Even for curved wave fronts, the lowest order correction u˜ is
killed if P is proportional to the identity matrix:
P = I⇒ γ = 1⇒ P = γI. (6.48)
In other words, Eq. (6.47) leads to the conclusion that the lowest order perturba-
tive correction u˜ arises as a correction for the diffusion mismatch between different
state variables.
Secondly, Eq. (6.47) also guarantees that initially small corrections u˜ do not
grow faster than linear, with a growth rate bounded by the extrinsic curvature of
the wave front:
||u˜||
||u0|| ≤
D0K
df
τ = λ
D0
dfd
τ. (6.49)
Here, vector norms are taken with respect to the scalar product (6.27). Also, df
denotes the length scale at which the wave’s upstroke takes place and d is the char-
acteristic thickness of the wave as employed for defining λ in Eq. (6.7). Hence,
we have ascertained that our present analysis holds in a finite time interval around
the instance of consideration.
Third, the evolution equation Eq. (6.47) enables to verify assumptions made
during the derivation of the EOM. First of all, the source term in (6.47) is propor-
tional to K, from which one finds that u˜ is of order λ. This observation justifies
our main ansatz (6.10). Secondly, the correction u˜ only depends on the σ1, σ2 co-
ordinates through the variation of the wave front curvature, legitimizing Eq. (6.11).
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As a fourth elaboration on Eq. (6.47), we have sought its exact solution in
terms of left and right eigenfunctions to the perturbation operator Lˆ. To that pur-
pose we state
Lˆ |ψ[i]〉 = ζ[i] |ψ[i]〉 , 〈Y[i]| Lˆ = ζ∗[i] 〈Y[i]| , (6.50)
with additionally |ψ[0]〉 = |ψρ〉, 〈Y[0]| = 〈Yρ| and ζ[0] = 0. Owing to the gauge
condition (6.30), u˜ has no zero-mode component. Therefore it is appropriate to
construct an invertible operator Lˆ0 by excluding the zero mode components from
the spectral decomposition of Lˆ:
Lˆ0 = Lˆ− |ψρ〉 〈Yρ| =
∑
[i] 6=[0]
ζ[i] |ψ[i]〉 〈Y[i]| . (6.51)
Based on an eigenfunction expansion u˜ =
∑
[i] 6=[0] C[i] |ψ[i]〉, the full solution to
(6.47) is determined by
C˙[i] = ζ[i]C[i] +D0K(τ) 〈Y[i]| Pˆ |ψ[i]〉 . (6.52)
The solution for all times τ to this ordinary differential equation is found from
convolution with the inhomogeneous term:
C[i] = C[i](0) + 〈Y[i]| Pˆ |ψρ〉
∫ τ
0
D0K(τ
′)eζ[i](τ−τ
′)dτ ′. (6.53)
This result accounts for ‘memory’ effects in the wave front solution, as the cur-
rent value of state-variables depend on the full history of the wave’s evolution.
However, the non-local description of time is inconvenient for the purpose of our
further theoretical developments.
Fortunately, it is possible to retrieve a simpler form for the lowest order so-
lution to (6.47) which will prove useful in subsequent calculations. Thereto we
remark that the time-derivative of u˜ only acts through the rate-of-change of wave
front curvature. For, a steady-state solution to (6.47), which we will annotate u1,
is obtained as
u1 = Lˆ
−1
0 D0K(0)(γI−P)∂ρu0 (6.54)
= −D0K(0)
∑
i 6=0
1
ζ[i]
P∂ρu0 = −D0K(0) Lˆ−10 P∂ρu0,
where K(0) denotes the extrinsic curvature evaluated on the wave front surface
ρ = 0. From this solution, one finds that the time derivative only acts on the
perturbative correction through ∂τK, which can be shown to be an effect of or-
der λ3. For, from ~˙eA = ∂A ~˙X follows that ∂τhAB = O(λ2). Given that K =
1
2h
AB∂ρhAB , the ∂τK can only be ofO(λ3). Consequently, u1 as given by (6.54)
may rightfully be considered the solution to (6.47) in lowest order in curvature ef-
fects. In other words, the lowest order modification u˜ to the unperturbed wave
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front profile u0 can be approximated as λu˜ = λu1 + O(λ2) in lowest order in
curvature effects.
With this knowledge we can take one step deeper in our perturbative scheme
and propose
u˜(ρ, σA, τ) = u1(ρ,K(σ
A, τ)) + λu˜(1)(ρ, σA, τ). (6.55)
In other words, our best estimate to the unknown exact solution to the RDE (6.3)
has improved from u0 to
u
(1)
0 (ρ,K) = u0(ρ) + u1(ρ,K), (6.56)
giving way to the modified ansatz
u(ρ, σA, τ) = u
(1)
0 (ρ,K(σ
A, τ)) + λ2u˜(1)(ρ, σA, τ). (6.57)
In calculating higher order corrections to the velocity-curvature equation, one is
confronted with two options. The first is to use the original ansatz (6.10) and
quantify several of the second order corrections based on overlap integrals of 〈Yρ|
and |u1〉. Alternatively, one could opt to redo the calculations with the more pre-
cise ansatz (6.57), which bears implicit curvature-dependence. Both approaches
are consistent in the next order of calculation.
6.2.9 Magnitude of terms in the EOM in the limit of high ex-
citability
To further study the ‘field correction’ u˜, it is instructive to note that some dynami-
cal coefficients considerably simplify in the case of equal diffusion systems. When
Pˆ → Iˆ , one has from (6.41) that γ → 1, which is a well known fact in literature.
In another limit, i.e. the limit of high excitability, one also has that γ → 1
[135]. Using the parameter ε to denote the time-scale ratio between fast and slow
variables, the limit of high excitability confers to ε→ 1. We now hypothesize that
in a myocardial context
〈 · P · 〉 = 〈 · I · 〉+ ε〈 · (P− I) · 〉. (6.58)
Otherwise stated, the fast kinetics are expected to dominate the contribution in the
matrix elements, such that expectation values for P− I are small. The mentioned
case of equal diffusion is fulfilled by the limit ε = 0, although the fundamental
cause is of distinct nature.
Formally, we will use ε as a bookkeeping parameter to annotate that the dy-
namical coefficients in our equations of motion are expected to take values close
to zero or one in the limit of high upstroke velocity. Note that the prevalence of
ε mainly resides in the lower order terms, as the higher order matrix elements are
unlikely to disappear owing to orthogonality of the zero modes since coordinate
functions ρA are included in the spatial integration.
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Applied to our foregoing analysis of wave fronts, we have that
γ = 1 +O(ε), u1 = O(ε). (6.59)
As a result, the wave modification correction u˜ is of order λε in the limit of high
excitability, and vanishes in lowest order for equal diffusion systems.
6.2.10 Higher order corrections to the EOM for fronts
In this paragraph we advance the gradient expansion to include quadratic curvature
effects. Thereto we retake the EOM up to second order in λ, i.e. Eq. (6.38).
Before bringing the quantity ΓAAρ = h
ABKAB outside the integration brackets,
we perform Taylor expansion in the direction perpendicular to the wave front:
K = K(0) + ρ ∂ρK( 0) +O(ρ2). (6.60)
Herein, ∂ρK equals DρK since K is a scalar curvature invariant. The matrix
element accompanying this curvature correction is given by
η = 〈Yρ| Pˆ ρ |ψρ〉 . (6.61)
To better separate extrinsic curvature of the wave front and intrinsic curvature of
the surrounding space, we infer from Eq. (A.27c) that
∂ρK
A
B = −RρA ρB −KACKCB , (6.62)
whence
∂ρK = −Rρ ρ − Tr(K2). (6.63)
This expression can be related to the scalar curvature of three-dimensional
space using Eq. (A.27c). For the sake of clarity, we indicate relevant dimensions
here:
(3)R = (3)RAρAρ + (3)RρAρA + (3)RABAB
= 2 (3)Rρ ρ +
(2)RABAB + (K
A
B K
B
A −KBBKAA)
= 2 (3)Rρ ρ + 2KG + Tr(K
2)−K2. (6.64)
After going to a local reference system where KAB is diagonal, one observes that
K2 = (K1 +K2)
2 = Tr(K2) + 2KG, so that Eq. reduces toR = 2 (3)Rρ ρ. This
makes sense, as in a isotropic medium both quantities consistently disappear. The
quantity (6.63) thus becomes
∂ρK = −R
2
− Tr(K2). (6.65)
Grace to the elaborations on u˜ in the previous paragraph we may also estimate
the correction terms in Eq. (6.38). Herein, we annotate the first order corrections
6-16 CHAPTER 6
which arise from taking inner products with u1 instead of u0 with a superscript
‘(1)’:
〈Yρ | ∂ρu˜〉 = εI(1)D0K +O(λ2), (6.66a)
〈Yρ| Pˆ |∂ρu˜〉 = εγ(1)D0K +O(λ2), (6.66b)
〈Yρ | u˜F′′(u0)u˜〉 = ε2ϕ(1)D20K2 +O(λ2). (6.66c)
The dynamical coefficients read explicitly
I(1) = −〈Yρ| ∂ρLˆ−10 Pˆ |ψρ〉 , (6.67a)
γ(1) = −〈Yρ| Pˆ ∂ρLˆ−10 Pˆ |ψρ〉 , (6.67b)
ϕ(1) = 〈Yρ | F′′(u0)mn(Lˆ−10 Pˆψρ)m(Lˆ−10 Pˆψρ)n〉. (6.67c)
The partial results mentioned in this paragraph turn Eq. (6.38) into a velocity-
curvature relation which is valid up to second order in curvature corrections:
~eρ · ~˙X(1 + εI(1)D0K) = (6.68)
−
[
γ +
(
εγ(1) + ε2
ϕ(1)
2
)
D0K
]
D0K − ηD0
(
Tr(K2) +
R
2
)
+O(λ3).
This version of the extended velocity-curvature relation may be cast into
~eρ · ~˙X = −
(
γ + εγ¯(1)D0K
)
D0K − ηD0
(
Tr(K2) +
R
2
)
+O(λ3) (6.69)
with
εγ¯(1) = εγ(1) + ε2
ϕ(1)
2
+ εγI(1). (6.70)
As announced in paragraph 6.2.8, it is also possible to use the more accurate
ansatz (6.57). Thereto, one solves the one-dimensional reaction-diffusion equation
with scalar curvature term:
D0P(∂
2
ρ +K∂ρ)u + c∂ρu + F(u) = 0, (6.71)
which has the solution u = u(1)0 (ρ,K) and c = c
(1)(K). As a consequence, one
will also need to refine Lˆ(1) = D0∂2ρ + K∂ρ + c(1)∂ρ + F′(u
(1)
0 ). With this
alternative approach, only the terms which have been generated in the diffusion
term expansion prevail, albeit with curvature-dependent coefficients:
~eρ · ~˙X = c(1)(K)− η(1)(K)D0
(
Tr(K2) +
R
2
)
+O(λ3). (6.72)
Clearly, Eqs. (6.68) and (6.72) yield equivalent behavior of wave fronts up to the
order given. For practical calculations, the strategy of (6.68) seems more attrac-
tive, as the zero modes Yρ, ψρ only need to be computed once and may serve to
produce all dynamical coefficients that appear in the given EOM.
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6.3 Discussion of the modified velocity-
curvature relations
6.3.1 Surface tension of fronts
Regardless of the anisotropy of the medium we have formally proven that the lin-
ear approximation to the curvature-velocity relation, Eq. (6.45), exhibits a coef-
ficient of linearity γ that in general differs from one for systems where not all
state-variables diffuse at equal rates (P 6= aI, a > 0). In [123], the numeri-
cal observation that sometimes γ 6= 1 was not confirmed theoretically, and the
γ coefficient was termed a ‘correction factor’. More recently, Mikhailov and co-
workers [23] performed essentially the same expansion as ours, though based on a
half wave front in an isotropic medium and without constructing the Gauss normal
coordinates that are needed to establish higher order corrections in curvature. Our
explicit prescription (6.41) for γ is consistent with their findings. Also, systems
with vanishing c0 were investigated in [130]. Here, a special choice of reaction
kinetics allowed to explicitly compute γ, which we have checked to be consistent
with (6.41).
In physicist’s terms, the parameter γ is responsible for the coupling of the low-
est order curvature effects to the motion of the excitation pattern. This statement
might remind one to the dynamics of scroll wave filaments: the dominant coupling
constant for weakly bent filaments was denoted filament tension, as it governs the
growth rate of the filament’s total length; see [136] and our amendments in up-
coming chapters (sections 7.4.3 and 8.4.3). In the following, we intend to relate γ
to the rate of change of the wave front’s total surface area, by which the linearity
coefficient immediately gains the physical meaning of a surface tension.
In a curvilinear context, the total surface area of the wave front is for arbitrary
parameterization given by
S =
∫
d2σ
√
h. (6.73)
Here h stands for the determinant of the induced metric, which changes under
reparameterization of the surface as the square of the Jacobian determinant due to
Eq. (5.20). Thereby, including the
√
h in the integrand (6.73) makes the calculated
surface area S invariant under a change of coordinates within the wave front; see
also [137]. Appealing to (6.23) and applying no-flux boundary conditions (6.5)
where the front meets the medium boundaries, we may therefore assert that
dS
dt
=
∫ (
∂ρ
√
h
)(
∂t ~X ·~eρ
)
d2σ
= c0∂nS − γD0
∫
K2
√
hd2σ +O(λ3). (6.74)
The first term is rate of change of the front’s surface area due to its unequivocal for-
ward motion, which stems from the traveling wave nature of the one-dimensional
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solution. The second term has fixed sign and indicates that the surface area tends
to decrease for positive γ. This justifies our interpretation of γ as a surface tension.
In this view, one can loosely compare a cardiac activation wave that reaches
the end of a narrow cylindrical pathway with a glass being poured with water at
a constant pace. To abolish the effect of gravity in this example, one may evenly
pour the liquid onto a flat surface to get a two-dimensional analogue of active
myocardium, as illustrated in Fig. 6.3a.
6.3.2 Measurement of the dynamical coefficients from the EOM
The dimensionless surface tension coefficient γ cannot possibly be determined
from observing propagating wave fronts in a (real or virtual) active medium since
the separation Dij = D0gij may be arbitrarily made. Hence, one always encoun-
ters the product γD0 in the equation of motion for wave fronts. For the same
reason, estimated quantities from tracking wave front motion will involve this fac-
tor. The critical radius of curvature Rc, for example, is given by the curvature
radius at which c vanishes. For cylindrical (m = 1) or spherical waves (m = 2),
one obtains in lowest order
Rc = m
γD0
c0
, (6.75)
thus depending on the dynamical parameter γD0 rather than the space scale con-
stant D0. The same subtlety applies when estimating the space constant D0 from
an experimentally obtained epicardial activation pattern: the slope of the velocity-
curvature relation is γD0m under such circumstance. Taking this slope as the
value for D0 in the RD model will not reproduce the same activation pattern if an
electrophysiological model is used where γD0 significantly deviates from D0.
An absolute dimensionless experimental evaluation of γ from experimental
electrophysiology might nevertheless be feasible by estimating D0 based on trans-
membrane conductivity and specific electrical capacitance of the myocytes, through
the definition of the electrical diffusion coefficient in Chapter 2. This procedure,
however, is likely to suffer from the mismatch between discrete and continuous
descriptions of the myocardial syncytium.
From the RDE one observes that D0 is the only constant that determines the
spatial scale of the problem. Therefore, different dynamical coefficients that ap-
pear in the EOM can be related to each other as all of them contain the same
unknown factor D0. Physical scales can be determined from these quotients. In
equally diffusive media, for example, the ratio ηD0/γD0 reveals the length scale
beyond which the linear approximation to the velocity-curvature relation is valid.
Similar ratios appear in our description of rotor filaments, some of which denote
instability thresholds for e.g. curvature and twist.
Since the ratios of dynamical coefficients do bear physical meaning, it may be
worth trying to identifying them in live myocardium. These electrophysiological
determinants might later serve to distinguish between – and perhaps validate –
competing models of cardiac electrophysiology. A more modest goal could be to
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assess only the sign of the dynamical coefficients, which yet suffices to enable or
exclude possible pathways to instability, as will be discussed below.
6.3.3 Extended velocity-curvature relation in isotropic media
In isotropic media, the general expression (6.68) becomes
c = c0 −
(
γ + εγ¯(1)D0K
)
D0K − ηD0Tr(K2) +O(λ3). (6.76)
Importantly, this relation does not match the sometimes quoted intuitive extrapo-
lation
c
?
= c0 − γD0K + eK2 +O(λ3), (6.77)
due to the presence of the Tr(K2) = (K2− 2KG) term in Eq. (6.76)! Even more,
for systems with high excitability or equal diffusion, γ(1) is small or vanishing,
such that Eq. (6.76) clearly illustrates the inconsistency of (6.77).
Why do the higher order terms not simply contain powers of K? Delving into
our derivation and introducing a function
EP (ρ) = [Y
ρ]H(ρ)Pψρ(ρ), (6.78)
we learn from Eq. (6.38) that
~˙X ·~eρ = −
∫
EP (ρ)Tr K(ρ)dρ (6.79)
plus correction terms due to the perturbative correction u˜. Apart from the u˜ correc-
tions, the entire expansion series is generated by Taylor expansion of the Tr K(ρ),
weighed with EP (ρ), which we therefore term a density function. For that reason,
all dynamical coefficients that are not related to modification of the wave profile
are given by the raw moments of EP (ρ), e.g.
∫
EPdρ = γ,
∫
ρEPdρ = η and
so on. The associated curvature tensors are 1n! [∂
n
ρTr K](0), which are in isotropic
media calculated to equal
1
n!
∂nρTr K =
(−1)n
n
Tr(Kn) (6.80)
by induction on Eq. (6.62). This explains the occurrence of terms Tr(Kn) in the
extended equation of motion for wave fronts.
An immediate consequence of the expansion series in Tr(Kn), not Tr(K)n,
is that a spherical wave front experiences twice as much curvature effects than a
cylindrical wave front, also in higher orders (although still in the limit of negligible
u˜ terms). With m = 1 for a cylinder and m = 2 for a sphere and r denoting their
respective radii, a single formula covers both cases:
c = c0 − γD0m
r
− ηD0m
r2
− γ¯(1)D20
m2
r2
. (6.81)
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6.3.4 Linear stability analysis of wave fronts
Based on our dynamical equations (6.69), one may undertake linear stability anal-
ysis on curved propagating wave fronts. To start with, let us denote the perturbed
wave front position as
~X = ~X0 + ax(σ
1, σ2)~eρ(0), (6.82)
for small a. Therefrom, the perturbed triad vector are derived; the argument (0)
denotes evaluation at the wave front:
~eA = ~e
0
A(0) + a∂Ax~eρ(0) +O(a2). (6.83a)
~eρ =
1
2
AB∂A ~X × ∂B ~X = ~e0ρ − a∂Ax~eA +O(a2). (6.83b)
The extrinsic curvature tensor becomes
KAB = (DA~eρ) ·~eB = KAB(0)− a∂2ABx+O(a2). (6.84)
whereas the Ricci scalar curvature may be expanded as
R = R(0) + ax∂ρR(0) +O(a2). (6.85)
Fourier decomposition σA → pA = puA (A ∈ {1, 2}) for the tangential directions
to the wave front brings ∂A → ipA, such that the EOM (6.69) implies a linear
evolution equation x˙ = Ωcx, of which the real part of the growth rate is
Ω = −p2
(
γD0 + 2γ¯
(1)D20K(0) + 2ηD0KAB(0)u
AuB
)
− η
2
DρR. (6.86)
Remark that the Ricci scalar term shifts the wave front as a whole and therefore in
leading order does not affect the dynamical stability of the wave front. Equation
(6.86) furthermore predicts that plane waves are linearly stable as soon as γ > 0.
For uneven waves, stability demands that the quantity in brackets is positive in all
directions. With this, we could define an effective surface tension γ:
γeff = γ + 2γ¯
(1)D0K0 + 2 min
~u
[
ηKAB(0)u
AuB
]
. (6.87)
Depending on the sign of η, wave fronts are therefore expected to start destabiliz-
ing in the directions of either positive or negative extrinsic curvature.
6.3.5 Wave fronts in anisotropic media and the lensing effect
The effect of the curved space formalism is even felt in the zeroth order equation
of motion, since we obtain c = c0 instead of writing c = c0
√
~n ·D ·~n/D0 as
commonly (and rightfully) found in other works, e.g. [53, 59]. For, in our case the
operational definition of distance automatically takes into account the appropri-
ate rescaling. When applying the newly derived equations of motion, one should
evenly keep in mind that distances should be scaled accordingly.
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The dominant response of the wave front’s extrinsic curvature was in an aniso-
tropic context brought to
DK → D0Tr K = D0gijKij = DijKij . (6.88)
Our systematic treatment confirms earlier work from [117, 119], who explicitly
carried through the local rescaling to reach the same conclusion, albeit not in mani-
festly covariant shape. In fact, attaining (6.88) is unavoidable once the operational
definition of distance has been adopted, since the unique curvature scalar with the
correct dimension is precisely Tr K. By virtue of the covariant formalism, the
next-to-leading order term Tr(K2) immediately makes sense in anisotropic media
as well.
In addition, non-trivial anisotropy of the medium affects the motion of wave
fronts in another way, which we will call the ‘lensing effect’. The lensing effect
is brought about by the intrinsic curvature of electrophysiological space and me-
diated through the R term in the EOM (6.69). The physical origin of the lensing
effect traces back to the local equivalence principle: whenever geodesics tend to
focus ahead of the wave front, there is no meaningful way to discern their conver-
gence from the local configuration of an inward spherical wave, and the front will
move faster.
In cosmology, a similar phenomenon is encountered in the ‘gravitational lens-
ing effect’, where starlight (that travels along geodesics of space) is deflected near
massive bodies, thus creating an optical lens. Because we have found in Chapter 5
that electrically active myocardium behaves generally as a negatively curved space
due to myofiber rotation, the gravitational lensing effect in myocardium behaves
opposite to its cosmological counterpart.
a) b)
Figure 6.3: Physical analogues of myocardial activation fronts. a) Surface tension with
a ‘front’ of liquid mercury. b) Gravitational lensing effect witnessed by the Hubble space
telescope.
6.3.6 Metric induced drift
We now investigate the effect of variations of the determinant of the electric diffu-
sion tensor; we had assumed this determinant to be constant in Eq. (6.35) in order
to simplify the diffusion term using Eq. (6.31). Writing c|D| for the wave front
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velocity under the determinant condition, i.e. the right-hand side of Eq. (6.69), the
correction for varying determinant is deduced from (6.31):
~eρ · ~˙X = c|D| − D0
2
〈Yρ| ∂µ(ln |D|)gµν |∂ν(u0 + λu˜)〉 . (6.89)
To treat small spatial variations in perturbation theory, we work in the regime
of where spatial deviations from homogeneity take place on the same scale as
curvature effects:
d ∂µ(ln |D|) = O(λ). (6.90)
Herein, d is the same measure of typical wave fronts thickness as in our definition
(6.7) of the parameter λ. With, this (6.89) can be expanded up to second order in
λ to yield
~eρ · ~˙X = c|D| − ∂ρ(ln |D|)D0
2
(
γ + εγ¯(1)D0K
)
− ∂2ρ ln |D|
D0
2
η +O(λ3). (6.91)
without any need to introduce additional dynamical coefficients. Altogether, our
most advanced EOM for wave fronts now reads:
c = c0 −
(
γ + εγ¯(1)D0K
)
D0K − ηD0
(
Tr(K2) +
R
2
)
− ∂ρ ln |D|D0
2
(
γ + εγ¯(1)D0K
)
− ∂2ρ ln |D|
D0
2
η +O(λ3). (6.92)
6.3.7 Wave front motion on curved surfaces with anisotropy
Our theory straightforwardly extends towards wave propagation on a two-dimen-
sional surface, which may be moreover curved into the third physical dimension.
Real-life examples include oscillation chemical reactions in a thin film on a curved
surface and excitation waves in thin tissue slabs, which may be anisotropic them-
selves. It is not unlikely that the latter case could provide an accurate description
to the propagation of excitation in the relatively thin atrial wall. The particular
case of a non-planar surface with isotropic propagation has already been studied
by Davydov et al. [119] by analytical, experimental and numerical means in lowest
order in curvature.
We first characterize the medium, say an uneven piece of atrial tissue. One
may define the geometry of the slab by a suitable parametrization xi(pa) (i =
1, 2, 3 and a = 1, 2) with respect to laboratory Cartesian coordinates which may be
written
(
x(p1, p2), y(p1, p2), z(p1, p2)
)
. In each point of the slab, one also needs a
prescription (or measurement) of the electrical diffusion tensor in a local tangential
Cartesian frame (x′, y′), which is denoted Dmn. Hereto the metric tensor in local
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tangential coordinates is directly associated via gmn = D0(D−1)mn. Through the
absolute coordinate system xi, one can relate x′m to pA, to yield
gab =
∂x′m
∂pa
gmn
∂x′n
∂pb
. (6.93)
This metric tensor plays the role of the metric tensor with Cartesian indices gij =
D0(D
−1)ij in the beginning of our derivation presented in the previous section,
which is also applicable to two spatial dimensions instead of three.
Next, one may as before propose wave front-adapted coordinates (ρ, σ), given
an initial configuration of the wave front, whose instantaneous position is now de-
scribed by a single curve. In the co-moving Gaussian normal coordinates (ρ, σ, τ),
the induced metric hµν evenly takes a diagonal shape1. An important adaptation is
that the geometric curvature invariants should be adapted to working in one dimen-
sion lower. The geodesic curvature k of the wave front fully captures its extrinsic
curvature and therefore replaces the tensor K in the EOM. Also, the Ricci curva-
ture of a two-dimensional surface boils down to twice the local Gauss curvature
KG of the surface, measured in the operational distance convention. With these
modifications, Eq. (6.92) promptly produces the EOM for wave fronts on curved
anisotropic excitable surfaces:
c = c0 − γD0k − γ¯(1)D20k2 − ηD0
(
k2 +KG
)
− D0
2
[(
γ + γ¯(1)D0k
)
∂ρ ln |gab|+ η∂2ρ ln |gab|
]
. (6.94)
We remark that the result that Davydov et al. obtained for an isotropic curved
medium that c = c0 − D0k, which is the simplest case included in Eq. (6.94).
Note that they indeed had to write γ = 1 since an equal diffusion system was
investigated. Up to the given order, however, the metric-induced drift term was
omitted in [119]. Additionally, we provide supplementary corrections to the mo-
tion of wave fronts in the given configuration that are second order in curvature.
6.3.8 Localization property
Given our theoretical developments, we may finally address the issue how to lo-
calize the sometimes quite extended traveling wave solution. From Eq. (6.79) we
deduce that the wave front motion is only sensitive to curvature in the region where
the function EP (ρ) given by Eq. (6.78) is significantly different from zero. Due
to this weighing property, we had yet associated the notion of density upon its def-
inition. Not only curvature effects but all diffusion-related processes are in lowest
order expected to couple through the functionEP ; see e.g. the metric induced drift
in Eq. (6.89). Perturbations that take place irrespective of the diffusion processes,
however, are coupled via
EI(ρ) = [Y
ρ]H(ρ)ψρ(ρ), (6.95)
1In this lower dimensional context, µ, ν only take the values 1, 2.
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and the concept of density functions may obviously be generalized to even other
operators. Note that only EI is normalized to unity; nevertheless all density func-
tions can take both positive and negative values.
We have numerically computed the Goldstone mode ψρ and its adjoint Y
ρ for
few low dimensional ionic models of cardiac tissue, which have moreover contin-
uously differentiable reaction kinetics; see section 6.3.10 for more details. With
this, the functions EP , EI were calculated; they are depicted in Fig. (6.4). Since
the density functions contain a factor ∂ρu0, they are expected to predominantly
contribute near the wave front and wave back. For isolated pulses, the numerically
obtained adjoint modes Yρ appeared to only differ significantly from zero near
the wave front, which is consistent with their interpretation as response functions
(RFs) with respect to external perturbations, akin to RFs in the context of scroll
wave filaments [138].
Given the localized influence of curvature on the behavior of wave fronts, we
may finally concretize the ‘characteristic thickness’ of an activation front, which
was denoted d in the definition (6.7) of our expansion parameter λ = K d: we now
define d to represent the width of the density function EP :
d2 = 〈ρ2〉c =
+∞∫
−∞
EP (ρ)ρ
2dρ−
 +∞∫
−∞
EP (ρ)ρdρ
2 . (6.96)
One may want to compare this effective width d with the wave’s wavelength,
which is commonly defined as the distance between wave front and wave back.
As the effective width d may be substantially smaller than the wavelength, we
have found a (weaker) analogue of the wave-particle duality for excitation patterns,
which was discussed in [139] for spiral waves.
Figure 6.4: Numerical inquiry on the localization of wave fronts in the Barkley model [50]
with parameters a = 0.75, b = 0.02,  = 0.05, Du = 1.0 and Dv = 0.1. Spatial profiles
are depicted for the both state variables u and v in solid and dashed lines, respectively.
From the traveling pulse solution (a), the left (b) and right (c) zero modes were calculated.
The density function E = Yρψρ is displayed in panel (d) for both state variables sepa-
rately.
At this point we also emphasize that choice of an origin on the ρ-axis affects
the equations of motion in order λ2: a shift of origin over a distance ρ0 leaves the
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lowest order dynamical coefficient γ unaltered, but η displaces to
η(ρ0) =
∫
(ρ− ρ0)E(ρ)dρ = η − ρ0γ. (6.97)
Notwithstanding, the point of linearization for K(ρ) also shifts to ρ, and both
effects compensate to yield the same dynamics. The freedom to pick a reference
can be exploited to make η disappear, which happens when the origin is planted
in the barycenter of the function EP (ρ). In practice, this strategy comes down to
selecting an appropriate voltage threshold to fix wave front position.
6.3.9 Variational principle
We have noted that the dynamics of moving fronts governed by the EOM (6.45)
may be derived from a variational principle, in spite of the dissipative nature of the
system. To this aim, we write the velocity-curvature equation as a gradient system
for the variables Xi, (i = 1, 2, 3):
∂tX
i(σ1, σ2, t) = − δG
δXi
(
~X, ∂α ~X
)
. (6.98)
The potential G in this expression is given by:
G = GV +GS = −c0
6
∫
d2σαβmnlX
m∂αX
n∂βX
l+γD0
∫
d2σ
√
h. (6.99)
The first term in Eq. (6.99) resembles the Polyakov action term in string theory, in
which the scalar product has been substituted for a cross product [137]. Alterna-
tively, this part is recognized as the differential volume occupied by the wave front
during its motion. Variation of this volume term indeed delivers:
− δGV
δXi
=
c
6
αβinl∂αX
n∂βX
l +
c
3
δ
δXi
∫
d2σαβmnlX
m∂αX
n∂βδX
l
=
c
6
αβ
(
∂α ~X × ∂β ~X
)i
+
c
3
αβmni∂αX
n∂βX
m = cni.
During derivation, we have made use of Neumann boundary conditions (6.5) at the
medium boundaries.
The second term in Eq. (6.99) equals the Nambu-Goto term for string action.
This term amounts to the surface area of the wave front; its variation brings
δGS = D0
∫
d2σ
1
2
√
h
δh =
D0
2
∫
d2σ
√
hhijδhij
= −D0
∫
d2σδ ~X · ∂i
(√
hhij∂j ~X
)
(6.100)
so that
− δGS
δ ~X
= D0DiDi ~X. (6.101)
The latter expression may be manipulated after going to a local Gaussian normal
frame: DiDi ~X = hABDA~eB = Tr K~n, which concludes the proof of Eq. (6.98).
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6.3.10 Numerical evaluation of the surface tension coefficient
We have looked for numerical confirmation of the surface tension coefficient γ as
given by (6.41). For a given model, the parameter γ can be predicted once the one-
dimensional left- and right eigenvectors to the linearized operator Lˆ are known. To
this purpose we have adapted the technique for spiral waves exposed in [140] for
use in the one-dimensional case, as we now outline.
First, an explicit Euler method was used to generate the profile of a traveling
wave in one spatial dimension. After measurement of the wave’s velocity c0, tem-
poral evolution was continued in a co-moving frame. Here, a finer spatial grid was
used to improve on the wave front shape. Meanwhile, small residual drift due to
imperfect determination in c0 was detected and used to update c0. This iterative
procedure was borrowed from [140]; it apparently performs better for wave fronts
than for spiral waves, as only one kinematic parameter (i.e. c0) needs to converge,
opposed to the drift components vx, vy and rotation frequency ω0 for spirals.
Once the steady state solution had converged, the translational zero mode |ψρ〉
for the problem was obtained as the spatial derivative of u0. For excitation models
with differentiable reaction kinetics, the Jacobian matrix F ′(u0) can be formed
explicitly, from which the adjoint operator Lˆ† may be constructed. The adjoint
mode 〈Yρ| was then obtained from forward evolution of ∂tu = Lˆ†u. Since 〈Yρ|
is the eigenmode of this linear equation with the largest real part, an arbitrary
initial condition converges to 〈Yρ|. During the iterative process, the solution was
normalized such that 〈Yρ | ψρ〉 = 1. The outcome of this procedure was shown
in Fig. 6.4 for the Barkley model [50].
Next, the surface tension coefficient could be calculated from the modes |ψρ〉
and 〈Yρ|, with the spatial integration implemented using the trapezoid rule.
For reference, the surface tension coefficient γ was also estimated by linear
regression of the velocity-curvature relation, as obtained from forward numerical
simulation. We chose to simulate a cylindrical wave, which reduces to a numerical
simulation in one spatial dimension. An inwardly traveling wave was selected
because the simulation of expanding waves is limited to initial radii larger than the
critical radius for wave propagation Rc.
With the methods described we have determined γ using both the theoretical
result, and the outcome from forward numerical simulation. This method was
conducted for three different reaction kinetics in the RDE: the FitzHugh-Nagumo
model , the Barkley model [50] and the Aliev-Panfilov model [45]. These are all
models with two state variables u = (u, v) and differentiable reaction functions
F = (f(u, v), g(u, v). The Barkley and Aliev-Panfilov models have the respective
reaction functions
f(u, v) =
1

u(1− u)
(
u− v + b
a
)
, g(u, v) = u− v, (6.102)
f(u, v) = −u(v + k(u− a)(u− 1)), g(u, v) = (u, v)(v + ku(u− a− 1)),
where (u, v) = 0µ1v(u + µ2)−1. We have yet cited the prescription for the
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FitzHugh-Nagumo system in Eq. (2.5). For our numerical simulations the param-
eter set {a = 0.75, b = 0.02,  = 0.05} was taken for the Barkley model and
{a = 0.15, k = 8, 0 = 0.62, µ1 = 0.2, µ2 = 0.3} for the Aliev-Panfilov model.
For the FitzHugh-Nagumo system, {β = 0.75, γ = 0.5,  = 0.3} was used. The
(isotropic) electrical diffusion coefficient Du was kept equal to 1.0, whereas Dv
was varied from 0.01 to the value at which no traveling wave solution existed.
The final result of our numerical check is presented in Fig. 6.5, with predicted
theoretical values based on Eq. (6.41) denoted by crosses, whereas circles indicate
the outcome from fitting to an numerical c(K) relationship. A close match is found
between theory and numerical verification.
Figure 6.5: Surface tension coefficient: theory vs. experiment, for three types of reaction
kinetics. Theoretical predictions (+) agree well with linear regression on the c(K) relation
obtained from forward numerical simulation.
6.4 Velocity-curvature relation for periodic waves
6.4.1 Curvature effects in the high-frequency limit
An interesting scenario takes place when activation waves repeatedly excite a piece
of tissue. If the temporal spacing is narrow enough, the incomplete recovery of the
medium is likely to affect the traveling wave properties, such as wave form and
propagation speed. In particular, all dynamical coefficients that depend on the
underlying medium properties are subject to change. We will address the lowest
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order dependence c(T ) and γ(T ) here, for periodic stimulation with stimulus in-
terval T . In the context of myocardial depolarization waves the c(T ) dependency
is known as the dispersion relation. This correlation is of fundamental importance
with respect to arrhythmogenesis, for dispersion curves which have |∂T c(T )| > 1
lead to conduction block [49] and may therefore initiate cardiac arrhythmias.
The situation under study may serve to represent high-frequency periodic ac-
tivation of myocardium, e.g. due to an arrhythmia or artificial stimulation. More-
over, the present analysis extends the validity range of our modified velocity-
curvature relations to oscillatory media, which occur in given chemical reactions,
cyclic biological processes and autorhythmic tissues.
6.4.2 Derivation of the dispersive velocity-curvature relation
As before, we take the plane wave solution as a reference; we will provide a deriva-
tion for an isotropic medium. The main difference with our treatment of isolated
pulses is that periodic spatial boundary conditions will be used, which fix the wave-
length to `(T ) = c0(T )T . As pointed out in [24], one needs to take into account
that the plane wave profile u0 locally stretches or contracts to accommodate the
local wave velocity c(K(r)); see also Fig. 6.6. For periodic stimulation with fixed
frequency Ω = 2pi/T , the wave number and wavelength generally differ due to
local curvature:
K = Ω/c(T ), `(T ) = c(T )T. (6.103)
Following [24], the points which are a distance r away from the wave front may
be attributed a relative phase φ (which is termed ‘ρ’ in the original work):
φ(r) =
∫
K(r)dr − Ωt. (6.104)
We proceed by introducing locally stretched coordinates ρ = φ(r)/k0 perpendicu-
lar to the wave front, which is situated at the position X(t). Here, k0 equals Ω/c0.
The new reference frame is given in terms of the exact but yet unknown wave front
velocity c:
ρ(r, t) =
r∫
R(t)
K(r)
k0
dr − ct, (6.105)
τ(r, t) = t. (6.106)
The rescaling may be understood as follows: in regions with significantly higher
(lower) front velocity (due to wave front curvature), the standard profile u0 is wider
(narrower) relative to the reference situation. While this effect is in lowest order
negligible in the limit of isolated pulses, we need to take it into account for periodic
wave trains. An important distinction with our derivation for isolated pulses is that
we now let the coordinate frame exactly coincide with the wave front, i.e. cM = c
instead of cM = c0, which we have used before.
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Figure 6.6: Local stretching of wave trains to accommodate varying propagation velocity.
In the next step, definition (6.105) is reexpressed in terms of the wave front
velocity c:
ρ(r, t) =
r∫
R(t)
c0
c (K(r))
dr − ct. (6.107)
Note that, while ~er = ~er in the laboratory frame, scale factors apply for the vectors
~eρ, ~eρ, which also follow from (6.107):
~eρ = ∂rρ ~er =
c0
c
~er. (6.108)
The metric tensor retains its block diagonal shape
gµν =
 gρρ 0 00
0
hαβ
 (6.109)
with
gρρ =
(c0
c
)2
, gρρ =
(
c
c0
)2
. (6.110)
Thus follows also
~eρ =
c
c0
~er. (6.111)
We proceed by the familiar expansion for position coordinates:
xi = Xi(σ, τ) + ρ~eρ +O(ρ2), t = τ. (6.112)
The chain rule for the coordinate transition (xi, t)→ (ρ, σα, τ) now yields
∂r =
c0
c
∂r, ∂t = ∂τ − ~˙X · ~eρ∂ρ. (6.113)
Since we have formally appealed to the exact propagation speed c we can write
without any approximation
~X = cτ ~er = c0τ ~eρ, (6.114)
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which turns Eq. (6.113) into
∂t = ∂τ − c0∂ρ. (6.115)
For future use, we notice that terms involving ρ-derivatives of gρρ are small, since
∂ρK is assumed to be smaller than O(λ):
∂ρgρρ = 2
(
c
c20
)
∂ρc(K) = 2
(
c
c20
)
γ∂ρK(ρ). (6.116)
Having refined the way in which we lay down our unperturbed solution in space
through the choice of coordinates, we start reformulating the RDE (6.3) using the
same ansatz (6.10) as for isolated pulses. Up to leading order, this procedure now
leads to
λ∂τ u˜− c0∂ρu = D0P
(c0
c
)2
∂2ρu +D0∂ig
iρP∂ρu + F(u0)
+ F′(u0)∂ρu˜ +O(λ2), (6.117)
from which is inferred that
0 = 〈Yρ| Pˆ
[(c0
c
)2
− 1
]
∂ρ |ψρ〉+ 〈Yρ| ∂igiρP |ψρ〉+O(λ2). (6.118)
For a medium with constant metric determinant one finds
∂ig
iρ = ∂µg
µρ + Γµµνg
νρ = ∂ρg
ρρ + Γµµρg
ρρ. (6.119)
The first term can be omitted due to (6.116), while the second term involves
Γµµρ = Γ
ρ
ρρ + ~e
αDα ~eρ = −K c
c0
. (6.120)
The extra scaling factor stems from the fact that the normal vector that is used
for measuring extrinsic curvature needs be normalized. We conclude that ∂igiρ =
K
(
c0
c
)
, and insert this finding into Eq. (6.118):
0 = P
[(c0
c
)2
− 1
]
∂2ρu−K
(c0
c
)
Pˆ ∂ρu0. (6.121)
Evidently, the bracket product that is used here spans only an interval of length `,
i.e. the wavelength of a plane wave with the same stimulus interval T :
〈f ,g〉 =
∫ a
a−`
fHg∂ρ. (6.122)
We further specify two matrix elements:
P0 = 〈Yρ| Pˆ |ψρ〉 , (6.123a)
P1 = 〈Yρ| Pˆ |∂ρψρ〉 . (6.123b)
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Inserting the ansatz c(K) = c0 − γK +O(λ2) in (6.121) then demands that
0 = 2γKP1 + P0K, (6.124)
from which is concluded
γ = P0
(
− c0
2P1
)
. (6.125)
So we have found an extra correction factor ζ to the leading order coefficient in
the velocity-curvature relation:
γ = −c0
2
〈Yρ| Pˆ |ψρ〉
〈Yρ| Pˆ |∂ρψρ〉
. (6.126)
The dispersive surface tension coefficient may be rewritten
γ = ζ 〈Yρ| Pˆ |ψρ〉 (6.127)
with
ζ = − c0
2 〈Yρ| Pˆ |∂ρψρ〉
. (6.128)
In the low-frequency limit, we have demonstrated before that γ = P0, a limiting
case which can only hold if
lim
T→∞
ζ(T ) = 1. (6.129)
This low frequency limit can be proven from the original RDE, as we now progress
to show.
6.4.3 Explicit influence of incomplete recovery
To not overload notation in this proof of statement (6.129), we will omit the index
ρwhen writing Yρ,ψρ; moreover the prime denotes the ordinary spatial derivative
with respect to ρ.
From the definition of the Goldstone modes
Lˆψ = Pψ′′ + c0ψ′ + F′(u0)ψ = 0, (6.130a)
Lˆ†Y = PTY′′ − c0Y′ + F′T (u0)Y = 0, (6.130b)
we eliminate the reaction term by left-multiplication of (6.130a) with Y, right-
multiplication of (6.130b) with ψ and subtraction:
Y(ρ)Pψ′′(ρ)−Y′′(ρ)Pψ(ρ) + c0(Y(ρ)ψ(ρ))′ = 0. (6.131)
Note that this expression holds for all ρ; no integral (bracket) has been taken yet.
To capture both isolated pulses and wave trains, we assume an integration domain
]a−, a+[, where a− = a − `/2, a+ = a + `/2. The limit of isolated pulses
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is then retrieved when ` takes arbitrarily high values. Now, integrate between
a− = a− `/2 and ρ and use the partial integration theorem to find
Y(ρ)Pψ′(ρ)−Y′(ρ)Pψ(ρ) + c0Y(ρ)ψ(ρ) = B(a−). (6.132)
The boundary term
B(a−) = Y(a−)Pψ′(a−)−Y′(a−)Pψ(a−) + c0Y(a−)ψ(a−) (6.133)
vanishes in the limit of isolated pulses (` → ∞), since the plane wave solution
is asymptotically flat at large distances. From (6.132), we infer that the boundary
term does not depend on the arbitrarily chosen coordinate a−, and indeed ∂a−B =
0 by virtue of (6.131). Performing one more integration of (6.132) over the entire
interval ]a−, a+[ yields:
a+∫
a−
YPψ′dρ−
a+∫
a−
Y′Pψdρ+ c0 = `B, (6.134)
from which follows that
2
a+∫
a−
YPψ′dρ+ c0 = `B. (6.135)
In the case of isolated pulses, the boundary terms (6.133) tends to zero. Therefore,
(6.135) proves in the low frequency limit that
T →∞ ⇒ B → 0⇒ 2P1 + c0 → 0 ⇒ ζ → 1, (6.136)
justifying Eq. (6.129).
6.4.4 Localization property for wave trains
The numerical technique that we have used for isolated pulses in paragraph 6.3.10
is readily generalized to the case of wave trains by imposing periodical boundary
conditions to the one-dimensional domain. The effect of decreasing the period T
is shown in Fig. 6.7 for the Barkley model with the same parameters as before.
Interestingly, for short activation cycles, the density function EP (indicated by the
shaded area) develops a secondary bulge near its wave back.
6.4.5 Discussion: dispersion and restitution
For periodic waves, we have gained a general formula (6.126) for the dispersive
surface tension coefficient γ, which was proven consistent with the result for iso-
lated pulses in section 6.4.3. Like our other dynamical coefficients in the EOM
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Figure 6.7: Localization property for wave trains in the Barkley model for decreasing cycle
length T . This effect was realized by imposing periodic spatial boundary conditions with
box length c(T )T .
for wave fronts, γ(T ) was expressed using matrix elements that contain the zero
modes of the one-dimensional solution to the RD system.
The boundary term B(T ) is directly related to the restitution curve c(T) via Eq.
(6.133), which can be rearranged to:
c0(T ) =
−2P1(T )
1− TB(T ) . (6.137)
One observes that c0(T ) tends asymptotically to c0(∞) for large stimulus interval
T .
Combining Eqs. (6.137) and (6.126), we calculate the dispersive surface ten-
sion coefficient γ as
γ(T ) =
P0(T )
1− TB(T ) . (6.138)
6.4.6 Critical radius and ratio for conduction block
The critical radius Rc to initiate propagation as given by Eq. (6.75) scales propor-
tional to γ. As a consequence of (6.138), the critical radius to initiate an action
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potential is also expected to grow unbounded as the pacing interval is shortened.
In [141] and [142], a critical ratio was discussed that estimates the risk of
conduction block under the circumstance of rapid pacing. Following situation was
considered in these papers: when a wave front propagates along an inexcitable
boundary that comes to a sudden end, a spiral wave will emerge if the lateral part
of the wave break (of length df ) is larger than the critical radius for stimulation
Rc. Thus the conceptually simple dimensionless ratio
rc =
Rc
df
(6.139)
indicates higher risk for the development of arrhythmias if rc > 1. By means of
Eqs. (6.75) and (6.126), rc may for a cylindrical wave be expressed in terms of the
matrix elements P0 and P1:
rc = − P0
2P1df
. (6.140)
In the limit where action potential upstroke is steep, one could approximate (after
partial integration):
P1 = −〈∂ρYρ| Pˆ |ψρ〉 ≈ + 1
df
〈∂ρYρ| Pˆ |u0〉 = −P0
df
. (6.141)
Here, we have used that a traveling wave of depolarization is most sensitive to
perturbations that take place near its front, leading to a dominant contribution of
∂ρY
ρ in this area. In the light of Eq. (6.141), the critical radius of Cabo et al. is
now rated to
rc ≈ 1
2
(6.142)
for steep wave fronts. From Fig. 6.8b, which was taken from the original paper
[142], it can be appreciated that rc indeed tends to a numerical value of 0.5 in the
limit of long T , and in the limit of steep wave fronts displayed in panel (c).
The behavior of rc(T ) at high frequencies may be further addressed based on
our observation that the density function in a sequence of traveling waves exhibits
peaks not only near the wave front Wf , but also at its back Wb. We may therefore
state that for periodic stimulation
P0 =
∫ a+
a−
EP (ρ)dρ =
∫
Wf
EP (ρ)dρ+
∫
Wb
EP (ρ)dρ = mf +mb, (6.143)
where the integrated densities near wave front and back have been suggestively
denoted as ‘masses’ mf , mb. If one writes db for the typical width of wave back,
one may redo (6.141) to obtain
rc ≈ 1
2
(
1− mb
mf +mb
df
db
)−1
. (6.144)
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Therefore, the deviation of the critical ratio from its asymptotical value 1/2 may
be explained for high-frequency pacing in terms two effects, namely the wave back
starting to contribute to the total density P0 and the increased width of the wave
front due to a loss of excitability under high-frequency pacing.
Figure 6.8: Critical ratio for the onset of electrical turbulence by Cabo et al. Panel (a)
displays the mechanism of spiral wave generation when df > Rc, with W ≡ df . In
panel (b), experiments in sheep heart deliver a critical radius close to 1/2 for large basic
cycle lengths (BCL ≡ T ). The third panel exemplifies the effect of decreasing sodium
conductance in a numerical simulation, which also causes an upward deviation of rc. These
three figures have been adapted from [142].

7
Dynamics of scroll wave filaments
in an isotropic medium
The content of this chapter and the subsequent one constitutes the very heart of
this thesis. For, the striking resemblance of equilibrating scroll wave filaments to
cosmic strings motivated the original development of our geometrical analysis.
In the course of this chapter, we restrict our analysis to scroll waves in an
isotropic medium. Although this regime is inadequate to reproduce cardiac tissue,
it is instructive for two important reasons. First, scroll wave activity is known to
occur in oscillatory excitable media, which are typically isotropic. In fact, studying
these systems parallels the historical development in the study of autowave activity,
in which the scientific focuss also shifted from chemical systems to electrically
active myocardium. Secondly, we can draw from the local equivalence principle,
which enables to claim that the laws governing filament dynamics remain the same
in anisotropic media, apart from the supplementary tidal forces (i.e. Ricci tensor
terms) that will appear in an anisotropic context.
We shall in this part of the text first review the milestones that have led to
the present-day description of cardiac arrhythmias in terms of scroll waves and
filaments. Remarkably, the most advanced description of filament dynamics in
literature is still phenomenological [27].
Next, we provide a rigorous derivation for the filament EOM up to third order
in curvature effects, and discuss its implications for filament instability. In partic-
ular, twist and translational degrees of freedom are identified to mutually interact;
these processes might be relevant to the development of scroll wave turbulence.
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The general approach adopted here is nearly identical to our treatment of wave
fronts in the previous chapter. Still working in three spatial dimensions, we shall
now divide space in 1+2 dimensions (i.e. one direction tangential to the filament
and two transverse to it) instead of the 2+1dimensions that we have taken for wave
fronts.
In a way, our approach to filaments therefore exhibits similar geometric duality
as in the development of dual q-ball imaging exposed in Chapters 3 and 4.
7.1 Spiral waves and scroll waves
Before getting involved with three-dimensional scroll wave dynamics, it is instruc-
tive to first deal with the two-dimensional spiral wave solutions to the RDE (2.14).
7.1.1 Spatial trajectories of the spiral tip
Most cross-sections through the arm of a spiral wave closely match the plane wave
solution as in Eq. (6.10); for that reason the outer zones of the spiral wave obey the
velocity-curvature relation discussed in the previous chapter. In the central region
of the spiral wave, however, this approximation breaks down as the active cells not
necessarily fulfill a complete excitation cycle. Therefore, the diffusion term in the
RDE manifestly comes into play near the spiral’s tip and affects its motion. Figure
7.1 exemplifies some typical trajectories for spiral tips.
Disregarding the effects of incomplete recovery (i.e. refractoriness), the tip’s
motion is identical for all time frames. This simplest case results in a circular
movement of the spiral tip; the region enclosed by the tip trajectory is known as the
spiral’s core. In a different parameter regime, an oscillatory movement may add to
the spiral tip motion, leading to an epicycle trajectory. This regime is called me-
ander and has been related to the symmetries of the Euclidean plane in [143,144].
In some detailed models of cardiac excitation, the diffusive properties around the
spiral tip are even more pronounced, such that eventually only the refractoriness of
previously excited tissue governs the tip trajectory; this regime delivers so-called
linear cores. In this work, we operate in the parameter regime where spiral waves
have circular cores; the origin of our coordinate system will lie in the instanta-
neous rotation center of the activation pattern; consequently the distance between
the spiral tip and our origin equals the radius of the spiral core.
7.1.2 Response functions for spiral waves
Our intention to track only the spiral tip instead of the entire spiral wave pattern is
motivated by the historical observation that the motion of a spiral is only affected
by an external perturbation if this stimulus takes place near the center of the spi-
ral, i.e. in the neighborhood of its core. This remarkable fact has been checked
in experiments and through numerical simulations; an analytical description was
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Figure 7.1: Meandering tip trajectories of spiral waves in different parameter regimes,
corresponding to numerical modification of fast inward sodium current. Figure as appeared
in [16].
put down in [138]. Outlining their proof here serves us to introduce appropriate
notations.
Similar to our analysis of wave fronts, Biktashev et al. started from a known,
unperturbed solution to the reaction diffusion equation (2.14), formulated for a
two-dimensional isotropic medium:
∂tu = D0∆Pu + F(u). (7.1)
From here on, we recycle the notation u0 to denote the unperturbed spiral wave
solution to (7.1) in an unbounded, isotropic, two-dimensional medium. It is con-
venient to work in a rotating frame with Cartesian coordinates (ρ1, ρ2) or polar
coordinates (ρ, θ). Rotation occurs together with the unperturbed spiral at its nat-
ural frequency ω0. As before, time in the co-rotating frame is designated τ .
Due to the perturbative nature of the problem considered, the system equations
were linearized around the rigidly rotating solution u0(ρA, τ), with A ∈ {1, 2}:
Lˆ = D0∆P + ω0∂θ + F
′(u0). (7.2)
Compared to wave fronts, spiral wave dynamics is intricately more involved, as
more degrees of freedom apply to the two-dimensional Euclidean plane. Since
the RDE is invariant under translation and rotation, spiral wave solutions that are
infinitesimally shifted or rotated still form a solution; in physics such modes are
known as Goldstone modes (GM). Working in the co-rotating frame only preserves
the rotational GM |ψθ〉 = |∂θu0〉 as a true zero mode
Lˆ |ψθ〉 = |0〉 , (7.3)
whereas the translational Goldstone modes |ψA〉 = |∂Au0〉 obey
Lˆ |ψA〉 = −ω0 BA |ψB〉 . (7.4)
When the translational GMs are diagonalized with respect to Lˆ,
|ψ±〉 =
1√
2
(|ψ1〉 ± |ψ2〉) , Lˆ |ψ±〉 = ±iω0 |ψ±〉 , (7.5)
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it is apparent that the combinations |ψ+〉 , |ψ−〉 have eigenvalues +iω0,−iω0 that
lie on the imaginary axis.
In the treatment of spiral drift due to external perturbations, it is furthermore as-
sumed that the adjoint operator Lˆ† also has exactly three eigenfunctions for which
Lˆ†Y− = iω0Y−, Lˆ†Yθ = 0, Lˆ†Y+ = −iω0Y+. (7.6)
Furthermore, based on the natural inner product for the Euclidean plane
〈f | g〉 = 〈f ,g〉 =
∞∫
−∞
∞∫
−∞
fHg dρ1dρ2, (7.7)
the adjoint modes in Eq. (7.6) can be made biorthogonal to the Goldstone modes
by a Gramm-Schmidt process, such that
〈Yµˆ | ψνˆ〉 = δµˆ νˆ , (µˆ, νˆ ∈ {1, 2, θ}). (7.8)
Using ~X(τ) to denote the position of the instantaneous rotation center of a
spiral wave under an small external perturbation h(~ρ, τ), it was shown that the
spiral wave drifts at a rate
~eA · ~˙X = −〈YA | h(~ρ, τ)〉 (7.9)
while its rotation frequency changes to
ω = ω0 + 〈Yθ | h(~ρ, τ)〉. (7.10)
Since the adjoint modes Yθ, YA fully account for the spiral waves rotational and
translational drift in the presence of a small external perturbation, these functions
were termed response functions (RFs) by Biktashev and co-workers.
Note that a comparable rationale may be given to treat the response of a wave
front subjected to a small external perturbation. Therefore, the one-dimensional
translational zero mode 〈Yρ| that we have encountered in Chapter 6 with the same
right deserves to be called a response function.
7.1.3 Wave-particle duality of spiral waves
Strikingly, spiral waves only drift if the external stimulus h(~ρ, τ) is applied close to
its center. This would imply that the three RFs have a tempered nature, which was
verified analytically and numerically by Biktasheva and co-workers in the context
of spiral waves in the complex Ginzburg-Landau equation [139]. It turns out that a
spiral wave takes two distinct forms in its mathematical description: its Goldstone
modes exhibit the typical spiral shape that extends to the edges of the medium,
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Figure 7.2: Particle-wave duality of spiral-shaped activation patterns from numerical sim-
ulations using the two variable FitzHugh-Nagumo model, taken from [145]. Panel (a) dis-
plays the spiral solution u0 for the u and v variables. While the rotational and translational
Goldstone modes (b) also exhibit wave nature, the response functions (c) are clearly local-
ized. For GMs and RFs, only the u component is given here; numerical values indicate the
absolute scaling factors with respect to shading.
whereas its response function is a strongly localized function. This dualistic char-
acter was interpreted as a fundamental wave-particle nature by Biktasheva et al.
and is also apparent in Fig. 7.2.
The particle nature of the spiral wave is essential to our elaborations on scroll
wave filaments: the local sensitivity of spiral waves close to their core is inherited
by scroll waves, which are most susceptible to disturbances near their filaments.
7.1.4 Geometrical properties of filaments
Strictly speaking, the filament is the locus of the scroll wave that contains its phase
singularities, i.e. the collection of spiral tips from the spiral waves that together
form the scroll wave. Hence, the meandering pattern discussed above is expected
to affect filament motion as well. As long as the tip trajectory has finite width, one
may however perform a temporal moving average over the (pseudo)period of the
wave in order to obtain a stationary filament even for meandering patterns. Note
that the critical value gfi = 2.6 in Fig. 7.1 offers an example of a drifting spiral
which cannot be averaged to a remain stationary.
As we shall rigorously consider only scroll waves with circular cores, the fila-
ment curve denotes the central axis of the core. In this regime, this notion of the
filament curve is therefore unambiguously defined.
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Being a continuous curve in three-dimensional Euclidean space, the filament
exhibits geometric curvature k and torsion τg , as is commonly obtain from its
description in a Frenet-Serret frame. Denoting the filament at a given instance
of time as ~X(σ, t) and assuming sufficient smoothness of the curve, subsequent
derivative action with respect to arc length σ (notation ∂σf = f ′) brings about a
right-handed orthonormal triad given by the tangent vector ~T = ~X ′, normal vector
~N and binormal vector ~B: ~T ′~N ′
~B′
 =
 0 k 0−k 0 τg
0 −τg 0
 .
 ~T~N
~B
 . (7.11)
The quantity k here stands for the extrinsic curvature of the filament; remark that
a one-dimensional curve cannot exhibit intrinsic curvature (in contrast to wave
fronts). Noteworthily, the Frenet-Serret frame is degenerate in points where the
filament curvature k vanishes.
Apart from the filament shape, the phase of the scroll wave attached to the
filament yet comprises another geometric degree of freedom. As an example, one
could imaging building a scroll wave from two-dimensional spiral wave solutions
stacked parallel to the XY plane, which are slightly rotated when moving along the
Z-axis. The phase angle φ of the scroll wave in a plane transverse to the filament
can be quantified by considering a vector ~p connecting the filament to a landmark
point in the activation pattern, e.g. the spiral tip. Phase evolution of the scroll wave
may then be tracked by following the motion of ~p in its turning motion around the
filament. Evidently, one has that
∂tφ(σ, t) = ω(σ, t), (7.12)
with ω the local rotation velocity of the scroll wave.
Even more important than the scroll’s phase angle φ is its spatial derivative
along the filament, as a varying phase angle φ induces additional diffusion of state
variables along the filament. The quantity
∂σφ(σ, t) = w(σ, t) (7.13)
is therefore called the twist of the associated scroll wave. Note that the twist may
be equivalently expressed as [27]
w = (~p× ∂σ~p) · ~T . (7.14)
7.1.5 Filament motion due to tension
Using the Frenet-Serret frame to define coordinates adapted to the filament shape,
Keener and Tyson [146] managed to derive the effective EOM for filaments in
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Figure 7.3: Geometrical properties of a scroll wave filament: Frenet-Serret frame (a),
geometric properties (b) and definition of the vector ~p from which the scroll wave’s phase
may be inferred (c).
lowest order in curvature and twist effects. In this work, the Fredholm alternative
theorem was used, which comes down to projection onto a set of RFs as we have
conducted above for wave fronts.
Keener’s original EOM contained initially nine dynamical coefficients, but in
[136] it was proven that only four of them do not vanish after averaging over a
spiral period. As a result, a scroll wave filament with small curvature and twist
was established to obey following laws of motion (adapted from [129, 136] to our
notation):
~˙X · ~N = γ1k, (7.15a)
~˙X · ~B = γ2k, (7.15b)
ω = ω0 + a0w
2 + d0∂sw. (7.15c)
We have yet imposed the transverse gauge condition here that ~˙X · ~T = 0; see
also Fig. 7.3a. The emergent dynamical coefficients γ1, γ2, a0, d0 are akin to
the parameters γ, η for wave fronts, in the sense that they depend on underlying
electrophysiology, and they can be calculated by taking overlap integrals between
GMs and RFs of a lower dimensional solution to the RDE. Explicit prescriptions
were given in [136,146] and will be derived again below. Notably, the translational
degrees of freedom ( ~˙X, k) fully decouple from the rotational motion (ω,w) in Eqs.
(7.15).
From the phase evolution of the scroll wave (7.15c) the temporal evolution of
twist may be deduced, since ∂σω = ∂2σtφ = w˙:
w˙ = ∂σω0 + 2a0w∂σw + d0∂
2
σw. (7.16)
From this expression, twist is seen to be generated by differential rotation frequen-
cies along the filament, e.g. due to varying medium properties. The coefficient d0
acts as a twist diffusion coefficient, and therefore needs be positive in a medium
where untwisted filaments are stable. The w∂σw term turns Eq. (7.16) into the
Burgers’ equation, which is known to support shock waves.
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Subsequently, one may appreciate an elegant geometrical interpretation of Eqs.
(7.15a)-(7.15b). While the sign of γ2 depends on the rotation direction of the spiral
wave, the sign of γ1 determines whether a bent filament locally drifts towards its
normal vector, or in the opposite half plane. In the first case (γ1 > 0), a moving
filament thereby reduces its length, as was explicitly proven in [136]. This led the
authors to interpret γ1 as the filament tension, which later inspired us to denote
γ the surface tension for wave fronts. In the regime of positive filament tension,
untwisted scroll rings will contract in this regime until they annihilate, whereas
transmural filaments are expected to straighten up if twist effects are small.
The full EOM (7.15) thus has a straight untwisted scroll wave as an equilibrium
state; this state is stable only if γ1 > 0 and d0 > 0. In the regime of negative
filament tension, however, the filament will tend to increase its total length and
generally take a more complex shape during this evolution. Filament instability
of such type has been named a possible pathway to spark fibrillation events in the
heart under given physiological tissue parameters; see also [46].
7.1.6 The ribbon model for filament dynamics
To describe the onset and nonlinear evolution of twist-induced filament instability
in isotropic media, Echebarrı´a et al. proposed a simple phenomenological model
[27]. Using the notation [ · ]⊥ to denote that part of a vector which is orthogonal
to the filament tangent vector, their ‘ribbon model’ prescribes:
~˙X = a1 ∂
2
σ
~X + a2 ∂σ ~X × ∂2σ ~X (7.17)
+d1 w ∂σ ~X × ∂3σ ~X − d2 [∂3σ ~X]⊥ − b1 [∂4σ ~X]⊥ − b2 ∂σ ~X × ∂4σ ~X.
This equation was combined with Keener’s phase evolution equation (7.15c) to
capture time evolution of the twist as well. Note that the proposed form of (7.17) is
purely phenomenological, and the coefficients can only be estimated from forward
numerical simulation of filaments for a given model. In section 7.3, we derive the
proper equation of motion using a gradient expansion, and discuss its relation to
the ribbon model.
For reference, one may expand the equations (7.17) using the Frenet-Serret
relations (7.11) to obtain
~˙X · ~N = a1k − d1kwτg − d2w∂σk (7.18a)
+b1
(
k3 − ∂2σk + kτ2g
)
+ b2 (∂σk + ∂σ(kτg)) ,
~˙X · ~B = a2k − d2kwτg + d1w∂σk (7.18b)
+b2
(
k3 − ∂2σk + kτ2g
)− b1 (∂σk + ∂σ(kτg)) .
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7.2 The lowest order equation of motion for filaments
in an isotropic medium
7.2.1 Reference frames adapted to a curve
Being the most common choice, the Frenet frame (7.11) as drawn in Fig. 7.4a is
not the only possibility to construct an orthonormal frame that is adapted to the
filament shape. Due to orthonormality of the basis vectors, any such frame will
also have a 3 × 3 coefficient matrix which is skew-symmetric, leaving three non-
vanishing coefficients. Among these frames, the Frenet frame fulfills a special role
since one of the coefficients always equals zero. We will give up this particular-
ity here to adapt the frame to the rotation phase along the filament as well. The
resulting reference system classifies as a ‘relatively parallel adapted frame’ in the
terminology used by R. Bishop in [147].
Consider a normal vector field ~M1(σ) along the C2 curve C(σ) in Euclidean
3-space that is relatively parallel, i.e. its derivative is tangential. Obviously, a
relatively parallel normal field has constant length, which we can choose equal to
unity. Given a unit vector in C(σ0) that is orthogonal to both ~M1(σ0) and the local
unit tangent to the filament ~T (σ0), there exists a unique relatively parallel field
~M2(σ), which is orthogonal to ~M1(σ) and ~T (σ) along the entire filament (see
theorem 1 in [147]). The oriented orthonormal triad (~T , ~M1, ~M2) is known as a
relatively parallel adapted frame and such frames are determined up to a rotation
around the filament over a constant angle. The corresponding coefficient matrix
has only two non-vanishing entries k1(σ), k2(σ), which completely determine the
shape of the filament (relying on theorem 3 from [147]): ~T ′~M ′1
~M ′2
 =
 0 k1 k2−k1 0 0
−k2 0 0
 .
 ~T~M1
~M2
 . (7.19)
Since relatively parallel adapted frames are minimally twisted to accommodate the
shape of the filament, (7.19) is particularly suited to frame untwisted scroll waves,
as an alternative to the Frenet frame. Figure 7.4b displays an example of such
relatively parallel frame; in physicist terms, one would say that the orthonormal
triad is being Fermi-Walker transported along the filament [124].
7.2.2 A frame that translates, rotates and twists
with the filament
With twisted scroll waves, the normalized reference vector ~p from Eq. (7.14)
will enclose an oriented phase angle φ(σ, t) with ~M1(σ, t) in each plane trans-
verse to the filament. Hence we define at time t = t0 a new orthonormal triad
(~T (σ, t0), ~N1(σ, t0), ~N2(σ, t0)) (with φ0(σ) = φ(σ, t0)), and let the triad rotate
around the filament with the scroll wave’s angular velocity ω(σ, t) = ∂tφ(σ, t).
7-10 CHAPTER 7
In other words, the reference vectors ~N1, ~N2 relate to the reference vector fields
~M1, ~M2 from the previous paragraph as
~N1 = ~p = cosφ ~M1 + sinφ ~M2, (7.20a)
~N2 = ~T × ~N1 = − sinφ ~M1 + cosφ ~M2. (7.20b)
The filament twist w(σ, t) may now be introduced as the derivative of phase an-
gle φ(σ, t) (measured in the relatively parallel adapted frame) with respect to arc
length along the filament:
w(σ, t) = ∂σφ(σ, t). (7.21)
One can check that this definition is consistent with twist as defined in Eq. (7.14)
and Biktashev’s quantity ∂σφ− τg in the Frenet frame [136]. Decomposing ~T ′ =
k ~N in the basis ~NA, A ∈ {1, 2} delivers
ΛA = ~T
′ · ~NA = − ~N ′A · ~T , (A = 1, 2). (7.22)
Consequently, the coefficient matrix for the frame adapted to the filament shape
and phase (depicted in Fig. 7.4c) reads ~T ′~N ′1
~N ′2
 =
 0 Λ1 Λ2−Λ1 0 w
−Λ2 −w 0
 .
 ~T~N1
~N2
 . (7.23)
Note that twist is readily obtained from the coefficient matrix:
w =
1
2
AB ~N ′A · ~NB . (7.24)
Furthermore, the extrinsic curvature k of the filament is found as
k = ||~T ′|| =
√
Λ21 + Λ
2
2. (7.25)
If needed, the extrinsic curvature components can be expressed as a function of
phase angle using Λ1 = k1 cosφ+ k2 sinφ, Λ2 = −k1 sinφ+ k2 cosφ.
7.2.3 Parameterization of the space around the filament
In the next step, we make use of the triad (~T , ~N1, ~N2) to parameterize the neigh-
borhood of the filament. Whenever a point P is close enough to the filament,
it possesses a unique perpendicular line to the filament, with intersection Q. A
curvilinear variant of cylindrical coordinates can be chosen to consist of the triplet
(ρ, θ, σ), with ρ = |PQ| (the distance along this line to the filament), θ being the
oriented angle between ~N1 at the point of intersection and σ the arc length pa-
rameter of the intersection point Q. For a straight filament, the thus constructed
FILAMENT DYNAMICS IN ISOTROPIC MEDIA 7-11
a) b) c)
Figure 7.4: Orthonormal triads adapted to the filament: Frenet-Serret frame (a), relatively
parallel adapted frame (b), as in [147] and our custom frame (c) that accommodates twist
as well. Note that in panel (c), ~M1 can be chosen equal to the fiducial vector ~p, after which
the filament together with ~M1 constitute the ‘ribbon’ from [27].
coordinates coincide with standard cylindrical coordinates. After the transforma-
tion ρ1 = ρ cos θ, ρ2 = ρ sin θ, nearly Cartesian coordinates are established such
that {
xi(ρA, σ, τ) = Xi(σ, τ) + ρAN iA(σ),
t = τ,
(7.26)
with τ the time parameter in the co-moving frame. Clearly, the proper assignment
of these coordinates can only be carried out for distances smaller than the local
radius of curvature R = 1/k of the filament. The breakdown of the coordinate
system used eventually bounds the validity range of our analytical treatment.
As from here, we adopt an index convention to distinguish the different coor-
dinate frames, similar to our conventions regarding wave fronts. The Latin indices
i, j, k ∈ {1, 2, 3} refer to the original Cartesian coordinates, as measured in a lab-
oratory frame by heart section or imaging; the new curvilinear coordinate system
is denoted µ, ν, ... ∈ {1, 2, σ} and the indices A,B,C, ... ∈ {1, 2} refer to the
components transverse to the filament in this system.
The base vectors with lower label away from the filament simply follow from
~eA(ρ
B , σ, τ) =
∂~x
∂ρA
= ~NA(σ, τ), (7.27a)
~eσ(ρ
B , σ, τ) =
∂~x
∂σ
= (1− ΛAρA)~T (σ, τ) + w BA ρA ~NB(σ, τ). (7.27b)
Calculation of the metric tensor gµν = ~eµ ·~eν illustrates that the reference frame
is exactly orthonormalized only on the filament and in each transverse plane:
gµν =
(
δMN ρ
AAMw
ρAANw 1− 2ρAΛA + ρAρB
(
w2δAB + ΛAΛB
) ) . (7.28)
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For points that do not lie on the filament, orthogonality of the basis vectors is
therefore lost in the case of twisted filaments. Hence, we resort to a biorthogonal
system with contravariant base vectors
eAi =
∂ρA
∂xi
, eσi =
∂σ
∂xi
, (7.29)
which automatically fulfill the biorthonormality condition
~eµ ·~e ν = δνµ. (7.30)
For practical calculations, the metric tensor g is also needed in contravariant shape
(upper indices) , with gµνgνκ = δκµ. The matrix inversion, which involves formal
expansion in ρ, can be performed using a Neumann series, since (1 − g)n =
O(ρn):
g−1 =
∞∑
n=0
(1− g)n =
3∑
n=0
(1− g)n +O(ρ4). (7.31)
Applying Eq. (7.31) to expression (7.28) yields, at least for an isotropic medium,
gAB = δAB + ρCρDAC
B
Dw
2 + 2ρCρDρEAC
B
Dw
2ΛE (7.32a)
+3ρCρDρEρFw2ΛEΛF ACBD +O(ρ5),
gAσ = ρCACw + 2ρ
CρDADwΛC + 3ρ
CρDρEACwΛDΛE +O(ρ4), (7.32b)
gσσ = 1 + 2ρCΛC + 3ρ
CρDΛCΛD + 4ρ
CρDρEΛCΛDΛE +O(ρ4). (7.32c)
Here, the gAB components have been calculated up to fourth order in ρ, as terms
up to this order are needed in the subsequent calculations.
7.2.4 RDE expressed in coordinates adapted to the filament
The present analysis will be valid for a general reaction-diffusion system in an
unbound homogeneous and isotropic medium with three spatial dimensions. The
general RDE in three spatial dimensions
∂tu = δ
ij∂i
(
D0∂jPˆu
)
+ F(u). (7.33)
is assumed to support rigidly rotating spiral wave solutions when acting in a two-
dimensional plane; this condition is obviously not restrictive for the study of fil-
aments. In standard polar coordinates (ρ, θ), such exact solution has the form
u0(ρ, θ − ω0t), with ω0 depicting the spiral’s natural rotation speed1. In a co-
rotating frame, u0 satisfies following time-independent equation:
∆2Pˆu + ω0∂θu + F(u) = 0. (7.34)
We now assert that the unknown exact scroll wave solution in three dimensions
u is well approximated by the spiral wave solution u0 in each plane transverse to
1ω0 is chosen positive for spirals that rotate counter-clockwise.
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the filament; this ansatz will be checked afterwards to hold for a finite time interval.
As a straight, untwisted filament is exactly matched by the spiral solutions, the
corrections for a filament that is bent or twisted will grow with filament curvature
k and twist w of the scroll wave. In analogy to the dual theory for wave fronts,
we introduce a different perturbation parameter λ, which keeps track of curvature
and twist corrections and is defined relatively to a characteristic length scale for
filament thickness, denoted d:
λ = max(kd,wd). (7.35)
At this point, we bring up our well-prepared curvilinear coordinate system (ρA, σ)
from paragraph 7.2.3. Regarding the scroll wave solution as a stack of spiral waves
can now be stated mathematically as
u(ρA, σ, τ) = u0(ρ
A) + λu˜(ρA, σ, τ) +O(λ2). (7.36)
To remove ambiguity in the definition of u˜ due to translational or rotational invari-
ance, a gauge condition is imposed:
〈Yµˆ | u˜〉 = 0, (µˆ = 1, 2, θ). (7.37)
We additionally assume that the derivatives of the perturbation u˜ along the filament
are order λ smaller than its spatial derivatives in transverse plane:
∂σu˜ = ∂Au˜ .O(λ). (7.38)
To proceed, we reexpress the system equations (7.33) in the new coordinates
(7.26). The chain rule for derivatives here implies, with ∂θ =  BA ∂B ,
∂τ = ∂τx
i∂i + ∂τ t∂t = ∂t + ~˙X · ∇+ ω∂θ, (7.39a)
∂A = ∂Ax
i∂i + ∂τ t∂t = ~NA · ∇, (7.39b)
∂σ = ∂σx
i∂i + ∂σt∂t = (1− ρAΛA)~T · ∇+ w∂θ. (7.39c)
From the first of these expressions ∂tu can be linked to ∂τu. As with wave fronts,
we expand the reaction term as
F(u) = F(u0) + λF
′(u0)u˜ +
λ2
2
u˜F(u0)u˜ +O(λ3). (7.40)
For a spatially varying electrical diffusion coefficient D0, the diffusion term may
be written
δij∂i
(
D0∂jPˆu
)
= δij (∂iD0) Pˆ ∂ju +D0∆Pˆu. (7.41)
For a homogeneous isotropic medium, the first term is dropped, and the diffusion
process can be expressed in the new coordinate system using the general expres-
sion for the Laplacian in curvilinear coordinates, with g the determinant of the
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covariant metric tensor:
∆ =
1√
g
∂µ (
√
ggµν∂ν) =
(
1√
g
∂µ
√
g
)
gµν∂ν + ∂µg
µν∂ν + g
µν∂2µν
= Γαµα∂ν + ∂µg
µν∂ν + g
µν∂2µν = −Γναβgαβ∂ν + gµν∂2µν . (7.42)
The last equality is justified by the Ricci identity (A.10); the coefficients Γ rep-
resent the Christoffel symbol of the second kind (see appendix A). Putting Eqs.
(7.39a), (7.40), (7.42) in the time-dependent RD equation using ansatz Eq. (7.36),
we obtain following expansion:(
∂τ − Lˆ
)
u˜− (ω − ω0) (∂θu0 + λ∂θu˜)− ~˙X · ~NA (∂Au0 + λ∂Au˜)
= −ΓAαβgαβPˆ ∂Au0 +
(
gAB − δAB) Pˆ ∂2ABu0 (7.43)
−ΓναβgαβPˆ λ∂ν u˜ + gµν∂2µν Pˆ λu˜− δAB∂2ABPˆ λu˜ +
λ2
2
u˜F(u0)u˜.
Here, we have absorbed the constant factor D0 in the diffusion operator Pˆ to re-
lieve notations. The next step is to integrate these field evolution equations over the
spatial coordinates transverse to the filament in order to obtain an vector evolution
equation. Projection on the translational response functions 〈YA| will procure the
EOM for the filament, whereas projection onto the rotational mode 〈Yθ| brings
about the corrections on the scroll wave’s angular velocity ω.
Before carrying out the explicit projections, we expand relevant terms in Eq.
(7.43) in orders of ρ. In gradient expansion around the filament, expressions
(7.32c) deliver for the Christoffel symbols of the first kind:
ΓA,BC = 0, ΓA,σσ = ΛA + ∂σwρ
BBA − ρB(w2δAB + ΛAΛB),
ΓA,Bσ = BAw, Γσ,Aσ =−ΛA + ρB(w2δAB + ΛAΛB),
Γσ,BC = 0, Γσ,σσ =−ρA∂σΛA + ρAρB (w∂σwδAB + ΛA∂σΛB) .
(7.44)
With these formulae we calculate, up to third order in ρ, following quantity in Eq.
(7.43):
ΓAαβg
αβ = ΛA + ρB
(
w2δAB + ∂σw
A
B + Λ
AΛB
)
+ ρCρD
(−w2ΛB AC  BD
+2w2ΛCδ
A
D + 2∂σwΛC
A
D + ∂σΛD
A
C w + Λ
AΛCΛD
)
+ρCρDρE
(
3∂σw
A
E ΛCΛD + 3w
2δ AC ΛDΛE + 3
A
D w∂σΛEΛC
−3w2 BE ΛB AD ΛC + ΛAΛCΛDΛE
)
+O(ρ4). (7.45)
The equivalent term with free index σ is needed for stability analysis of the pertur-
bative field correction u˜. We evaluate up to first order in ρ:
Γσαβg
αβ = ρBwΛA
A
B − ρA∂σΛA. (7.46)
Now we are ready to derive the filament equation of motion by projecting Eq.
(7.43) on the translational and rotational RFs.
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7.2.5 Projection on the translational mode
After projection onto the translational response function 〈YB |, the first term in
Eq. (7.43) disappears due to the gauge condition (7.37) and time invariance of the
eigenmodes in the rotating reference frame:
〈YB |
(
∂τ − Lˆ
)
| u˜〉 = ∂τ 〈YB | u˜〉 −  BA 〈YA | u˜〉 = 0. (7.47)
This relation brings the projection of Eq. (7.43) to
~˙X · ~NB = 〈YB |ΓAαβgαβPˆ |ψA〉 − 〈YB |
(
gAC − δAC) Pˆ ∂C |ψA〉+ (RemT )B ,
(7.48)
with the translational remainder term encompassing the surviving contributions of
the field perturbation u˜, which are at least O(λ2):
(RemT )B = −λ ~˙X · ~NA〈YB | ∂Au˜〉+ λ 〈YB |ΓναβgαβPˆ |∂ν u˜〉
−λ 〈YB | gµν Pˆ |∂2µν u˜〉+ λ 〈YB | δAC Pˆ |∂2AC u˜〉 (7.49)
−(ω − ω0)λ〈YB | ∂θu˜〉 − 1
2
λ2〈YB | u˜F′′(u0)u˜〉.
In zeroth order in ρ one has ΓA,σσ(ρ = 0) = ΛA. Since ~eA coincides with the
vector ~N on the filament, we obtain
~˙X · ~NB = ΛA 〈YB | Pˆ |ψA〉+O(λ2). (7.50)
7.2.6 Convention for denoting matrix elements
For bookkeeping the different inner products of the type 〈Y · | . . . |ψ · 〉, we hence-
forth use a generic notation, which is detailed in the first section of appendix B.
Inspired by overlap integrals in quantum mechanics, we shall also refer to these
overlap integrals as ‘matrix elements’. In our custom notation, a matrix element is
indicated by the operator included between the brackets (e.g. Pˆ or Iˆ), to which a
superscript is added that indicates either projection on a translational (PT ) or ro-
tational (PR) response function. The superscript also contains a numerical value,
labeling the number of coordinate functions ρAρB that are included before integra-
tion. For the matrix element in expression (7.50), our rules generate the notation
〈YB | Pˆ |ψA〉 = (PT0)BA. (7.51)
Taking also into account the gauge condition ~˙X · ~T = 0 enables to deduce from
Eq. (7.50) that
~˙X = ΛA(P
T0)AB
~NB +O(λ2). (7.52)
Reverting to an inertial frame of reference, we have with ΛA = k ~N · ~NA,
∂tX
j = kN i
(
NAi ΛA(P
T0)ABN jB
)
+O(λ2). (7.53)
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7.2.7 Temporal or rotational averaging of the EOM
Since the vectors NAi (τ) are tied to the scroll wave’s rotation phase, these func-
tions oscillate in time with the scroll wave’s local rotation frequency ω(σ, t) when
viewed in the laboratory frame of reference. The angle between the instantaneous
filament velocity vector ~˙X and the normal vector ~N therefore also changes quasi-
periodically, such the intersection of the instantaneous filament with a transverse
plane yields a cycloidal trajectory. We can remove this epicycle movement by
averaging the EOM (7.53) over the instantaneous spiral period T = 2pi/ω, akin
to the approach by Biktashev et al. ., who included the time-averaging in their
definition of the inner product [136]; compare to our definition (7.7).
We will adopt an alternative approach here, which decomposes the occurrent
tensor in its isotropic components to generate automatically the EOM averaged
over an entire spiral wave period. Referring to Appendix B for a procedure to
acquire rotationally invariant tensor components, we may thereafter state
〈YB | Pˆ |ψA〉 = (PT0)BA = PT0s δ BA + PT0a  BA . (7.54)
With this decomposition, EOM (7.52) reduces to
~˙X = PT0s ΛA ~N
A + PT0a ΛB
B
A
~NA +O(λ2). (7.55)
In an inertial frame of reference, Eq. (7.53) becomes, with respect to a Frenet
frame,
∂t ~X = γ1k ~N + γ2k ~B +O(λ2). (7.56)
where we have defined
γ1 =P
T0
s , γ2 =P
T0
a . (7.57)
This lowest order result in λ, which we have published in [134], matches the
equations obtained by Keener [66] and Biktashev et al. [136], with identifications
(PT0s , P
T0
a ) = (b2, c3). The sign convention for γ2 used throughout this work
differs from the one previously adopted in [134], here delivering in only plus signs
in the EOM (7.56).
The leading terms in the filament EOM may be written without reference to
the Frenet frame using
∂t ~X = γ1 ∂
2
σ
~X + γ2 ∂σ ~X × ∂2σ ~X +O(λ2). (7.58)
Identification with the ribbon model prescription (7.17) brings that
a1 = γ1 = P
T0
s , a2 = γ2 = P
T0
a . (7.59)
7.2.8 Projection on the rotational mode
Taking up our calculation in Eq. (7.43), we now project the obtained field equa-
tions onto the rotational response function 〈Yθ|. Relying once more on the gauge
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condition (7.37) and time invariance of the angular response function, the first term
in (7.43) vanishes here too:
〈Yθ |
(
∂τ − Lˆ
)
| u˜〉 = ∂τ 〈Yθ | u˜〉 − 〈0 | u˜〉 = 0. (7.60)
This simplifies the result of projection to
ω−ω0 = 〈Yθ|ΓAαβgαβPˆ |ψA〉−〈Yθ|
(
gAB − δAB) Pˆ ∂B |ψA〉+Remθ, (7.61)
where the remainder term groups all non-vanishing contributions of the field per-
turbation u˜, which are at least O(λ2):
Remθ = −λ ~˙X · ~NA〈Yθ | ∂Au˜〉 − λ(ω − ω0)∂θu˜λ 〈Yθ|ΓναβgαβPˆ |∂ν u˜〉
−λ 〈Yθ| gµν Pˆ |∂2µν u˜〉+ λ 〈Yθ| δABPˆ |∂2ABu˜〉 . (7.62)
To extract the true phase evolution equation, we re-use expressions (7.45), and
decompose the resulting matrix elements:
(PR1) BA
(
w2δAB + Λ
AΛB
)
= (2w2 + k2)PR1s , (7.63a)
(PR1) BA ∂σw
A
B = −2∂σwPR1a , (7.63b)
(PR2δ) CDAB w
2AC
B
D = 2w
2
(
PR2δ00 − PR2δs
)
. (7.63c)
Forging all elements together delivers following form for the time and position-
dependent angular velocity
ω = ω0 + a0w
2 + b0k
2 + d0∂σw, (7.64)
with coefficients given by linear combinations of matrix elements:
a0 = 2
(
PR1s + P
R2δ
00 − PR2δs
)
, (7.65a)
b0 = 2P
R1
s , (7.65b)
d0 = −2PR1a . (7.65c)
We observe that, up to order λ2, three dynamical coefficients determine how much
a scroll wave’s rotation speed ω deviates from its natural spiral frequency ω0. Our
parameters a0 and d0 are known from Keener’s and Biktashev’s works, where they
were denoted a1 and b1, respectively. However, the k2 term fell beyond the scope
of their derivation.
The evolution equation for twist along a filament in the given order directly
follows from Eq. (7.64):
w˙ = ∂σω0 + 2a0 w∂σw + b0 ∂σk
2 + d0 ∂
2
σw. (7.66)
We remark that the k2 term in Eqs. (7.64)-(7.66) provides a first example of the
coupling of the translational mode to the rotational degrees of freedom.
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7.3 The extended equation of motion for filaments
in an isotropic medium
The higher order contributions in the filament EOM are of two disparate types:
some corrections are obtained from evaluating the diffusion term to regions fur-
ther away from the filament core, whereas other motion effects stem from local
accommodation u˜ of the standard spiral wave profile to the geometric perturba-
tions.
7.3.1 Higher order translation effects in the EOM
from expanding the diffusion term
As our calculation involves symmetrized terms, we make use of underlined indices
from now on to indicate that all possible index permutations need to be added, e.g.
TAB = TAB + TBA, (7.67a)
TABC = TABC + TCAB + TBCA + TACB + TBAC + TCBA. (7.67b)
Remark that no combinatorial normalization factor is included in the definition.
Using the expansion (7.45), the continuation to (7.56) becomes, when neglect-
ing u˜ terms:
~˙X · ~NB = ΛA 〈YB | Pˆ |ψA〉+
(
w2δAF + ∂σw
A
F + Λ
AΛF
) 〈YB | ρF Pˆ |ψA〉
+
(−w2ΛE AC  ED + 2w2ΛCδAD + 2∂σwΛC AD
+∂σΛD
A
C w + Λ
AΛCΛD
) 〈YB | ρCρDPˆ |ψA〉
−2ACFDw2ΛE 〈YB | ρCρDρEPˆ ∂F |ψA〉+O(λ5). (7.68)
The ‘remainder term’ that includes matrix elements with |u˜〉 have been omitted
here, as such contributions will be evaluated in subsequent paragraphs. Due to the
fact that there exist no isotropic tensors of odd rank, 〈YB | ρF |ψA〉 = 0 and the
terms that are one order higher in ρ than given in (7.68) vanish as well. Again, we
can break the matrix elements down to their isotropic content:
(PT2) BCDA
(−w2ΛECA ED ) = w2ΛB (−PT200 + PT2s )
+w2EBΛE
(−PT220 + PT2a ) , (7.69a)
(PT2) BCDA
(
2w2ΛCδAD
)
= 2w2ΛB
(
PT200 + P
T2
s
)
+2w2CBΛC
(
PT220 + P
T2
a
)
, (7.69b)
(PT2) BCDA (2∂σwΛCDA) = 2∂σwΛC
CB
(
PT200 − PT2s
)
+2∂σwΛ
B
(−PT220 + PT2a ) , (7.69c)
(PT2) BCDA (w∂σΛDCA) = w∂σΛC
CB
(
PT200 − PT2s
)
+w∂σΛ
B
(−PT220 + PT2a ) , (7.69d)
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(PT2) BCDA (ΛAΛCΛD) = k
2ΛB
(
PT200 +
1
2
PT2s
)
+k2CBΛC
(
PT220 +
1
2
PT2a
)
. (7.69e)
For the last term in (7.68), we rely on decomposition (B.28) of a rank 6 tensor with
(12)(456) symmetry, which yields
(PT3δ) BCDEAF
(
−2w2ACFDΛE
)
= (7.70)
4
3
w2ΛB
(−2PT3δ000 + PT3δs0s + PT3δs0 )+43w2CBΛC (2PT3δ020 + PT3δa0a − PT3δa0 ) .
The advanced EOM (7.68) can now be substantiated by plugging in Eqs. (7.69)
and (7.70). Due to the transverse gauge ~˙X · ~NA = 0, an expression of the type
~˙X · ~NA = TA is found equivalent to TA ~NA = ( ~˙X · ~NA) ~NA = ~˙X . Furthermore
we use
ΛA = k ~N · ~NA, ∂σ ~NA = wAB ~NB = w~T × ~NA (7.71)
to deduce that
ΛB ~NB = (k ~N · ~NB) ~NB = ∂2σ ~X, (7.72a)
ΛE BE ~NB = (k ~N · ~NB × ~T ) ~NB = ∂σ ~X × ∂2σ ~X, (7.72b)
∂σΛ
C ~NC = [∂σ(k ~N)]⊥ + w[k ~N · (~T × ~NA)] ~NA
= [∂3σ ~X]⊥ − w∂σ ~X × ∂2σ ~X, (7.72c)
∂σΛ
C BC ~NB = ∂σΛ
C(~T × ~NC) = ∂σ ~X × ∂3σ ~X + w∂2σ ~X. (7.72d)
Inserting expressions (7.72) into Eqs. (7.69)-(7.70) and subsequent summa-
tion finally delivers a dynamical equation for ~˙X . Therein, following coefficients
appear:
γ1 =P
T0
s γ2 =P
T0
a ,
a1 = 2
(
PT200 + P
T2
s
)
a2 = 2
(
PT220 + P
T2
a
)
+ 43
(−2PT3δ000 + PT3δs0s + PT3δs0 ) , + 43 (2PT3δ020 + PT3δa0a − PT3δa0 ) ,
b1 =
(
PT200 +
1
2P
T2
s
)
, b2 =
(
PT220 +
1
2P
T2
a
)
,
c1 =−PT220 + PT2a , c2 =
(
PT200 − PT2s
)
,
d1 = 2
(
PT2a − PT220
)
, d2 = 2
(
PT200 − PT2s
)
.
(7.73)
We observe that the some of these ten dynamical coefficients are related:
d1 = 2c1, d2 = 2c2. (7.74)
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Therefore, only eight model-specific parameters determine the translational move-
ment of the filament up to third order in curvature and twist (albeit in the limit of
negligible remodeling of the spiral wave profile):
~˙X =
(
γ1 + a1w
2 + b1k
2 + d1∂σw
)
∂2σ ~X
+
(
γ2 + a2w
2 + b2k
2 + d2∂σw
)
∂σ ~X × ∂2σ ~X
+c1w[∂
3
σ
~X]⊥ + c2w∂σ ~X × ∂3σ ~X. (7.75)
Direct comparison with the ribbon model (7.17) indicates that their d1,d2 coeffi-
cients explicitly follow from the list (7.73):
d1 = c2, −d2 = c1. (7.76)
However, the curvature and twist corrections to the filament tension in our law
(7.75) are not present in the phenomenological ribbon model.
If desired, one may also restate (7.75) relative to the Frenet-Serret frame; the
outcome is
~˙X · ~N = (γ1 + (a1 + c2)w2 + b1k2 − c2wτg + d1∂σw) k + c1w∂σk, (7.77a)
~˙X · ~B = (γ2 + (a2 − e1)w2 + b2k2 + c1wτg + d2∂σw) k + e2w∂σk. (7.77b)
The discussion of Eqs. (7.75), (7.73) is postponed to section 7.4, for we will
first show how to update the phase evolution equation in a similar way.
7.3.2 Higher order rotation effects in the EOM
from expanding the diffusion term
In the RDE that has been projected on the unique rotational RF 〈Yθ|, i.e. Eq.
(7.61), the following higher order corrections emerge:
(PR3) ECDA
(
3∂σw
A
E ΛCΛD
)
= −2k2∂σwPR320 , (7.78a)
(PR3) CDEA
(
3w2δACΛDΛE
)
= 2k2w2PR300 , (7.78b)
(PR3) DCEA
(
3w AD ∂σΛEΛC
)
= −6wk∂σkPR320 , (7.78c)
(PR3) DCEA
(
3w2 AD ΛCEBΛ
B
)
= 0, (7.78d)
(PR3) CDEA ΛAΛCΛDΛE = 2k
4PR300 , (7.78e)
(PR2δ) CDAB w
2AC
B
D = 2w
2
(
PR2δ00 − PR2δs
)
, (7.78f)
(PR4δ) CDEFAB
(−3w2ACBDΛEΛF ) = 3w2k2 (−2PR4δ000 + PR4δs0 ) .(7.78g)
As a result, the extended phase evolution equation becomes (omitting wave ac-
commodation effects):
ω = ω0 + a0w
2 + b0k
2 + d0∂σw
+k2
(
a
(1)
0 w
2 + b
(1)
0 k
2 + d
(1)
0 ∂σw
)
+ e
(1)
0 wk∂σk. (7.79)
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The coefficients are given by overlap integrals between the GMs and RFs:
a0 = 2
(
PR1s + P
R2δ
00 − PR2δs
)
, a
(1)
0 = 2P
R3
00 − 6PR4δ000 + 3PR4δs0 ,
b0 = 2P
R1
s , b
(1)
0 = 2P
R3
00 ,
d0 =−2PR1a , d(1)0 =−2PR320 ,
e
(1)
0 =−6PR320 .
(7.80)
With the extended phase evolution equation, following twist evolution equation is
associated:
∂tw = (a0 + k
2a
(1)
0 )2w∂σw + (b0 + k
2b
(1)
0 )∂σk
2 + (d0 + k
2d
(1)
0 )∂
2
σw (7.81)
+2k∂σk
(
a
(1)
0 w
2 + b
(1)
0 k
2 + (d
(1)
0 + e
(1)
0 )∂σw
)
+
1
2
e
(1)
0 w∂σ(k
2).
However, Eqs. (7.75), (7.66), (7.81) are still incomplete, as the wave accommoda-
tion effect has not yet been taken into account.
7.3.3 Quantification of the correction term u˜
Similar to our treatment of wave fronts, we proceed by estimating the correction
term u˜. For the first time, we are quantitatively investigating the feedback mech-
anisms between the perturbed scroll wave shape and motion of the filament. For,
curvature and twist of the filament not only invoke net translation or rotation, but
also cause deformations that cannot be attributed to excitation of the Goldstone
modes. Although these deviations from the unperturbed spiral wave profile do not
affect filament motion in lowest order, they are seen to cause drift in higher order
by coupling to the translational and rotational RFs, similar to the resonant drift
process studied by Biktashev et al. in [138].
Our present aim is to substantiate the initial ansatz (7.36) to
u(ρ, σ, τ) = u0(ρ
A) + λ(σ, τ)u1(ρ
A) + λ2(σ, τ)u2(ρ
A) +O(λ3). (7.82)
The formal notation λ(σ, τ) is used to emphasize that in a reasonable approxi-
mation, the σ and τ dependence of the wave adjustment may be realized through
k(σ, τ) and w(σ, τ).
To start with, we recapitulate the evolution equation (7.43) for u˜, up to second
order in λ:(
∂τ − Lˆ
)
u˜ = (ω − ω0)∂θu0 +
(
~˙X · ~NA − ΛAPˆ
)
∂A(u0 + λu˜) (7.83)
−(w2δAB + ∂σwBA + ΛAΛB)ρBP∂Au0
−ACBDw2ρCρDP∂2ABu0 +
λ2
2
u˜F′′(u0)u˜ +O(λ3).
The sole term that is first order in λ on the right-hand side is −ΛAP∂Au0. The
lowest order correction u˜ thus follows from(
∂τ − Lˆ
)
|u˜〉 = −ΛA(τ)Pˆ |ψA〉 . (7.84)
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It is convenient here to perform the spectral decomposition of the operator Lˆ. In
analogy to Eq. (6.50) we put
Lˆ |ψ[j]〉 = ζ[j] |ψ[j]〉 , 〈Y[j]| Lˆ = ζ∗[j] 〈Y[j]| , (7.85)
with {ζ[j]}, ([j] ∈ {θ, x, y, 1, 2, . . .}) the eigenvalue spectrum of Lˆ. We can filter
out the GMs in (7.84) by left-multiplication with
∑
j≥1 |ψ[j]〉 〈Y[j]| to obtain(
∂τ − Lˆ0
)
|u˜〉 = ΛA(τ) 〈Y[j]| Pˆ |ψA〉 |ψ[j]〉 , (7.86)
where we have used gauge condition (7.37). We have yet implicitly brought in the
invertible operator
Lˆ0 =
∑
j≥1
ζ[j] |ψ[j]〉 〈Y[j]| . (7.87)
In our reference frame that rotates together with the spiral, the normal vector to the
filament is seen to rotate. Its rotation is opposite to the spiral wave’s rotation sense,
such that ΛA exhibits a dominant temporal dependency ΛA(τ) = Re(ΛA0 e
−iωτ ).
Therefore, Eq. (7.86) can be solved exactly using the eigenmode expansion
|u˜〉 = c[j]e−iωτ |ψ[j]〉 , (7.88)
which delivers
c[j] = −ΛA0
−ζ[j] + iω
ζ2[j] + ω
2
〈Y[j]| Pˆ |ψA〉 . (7.89)
In polar notation for the complex plane, one may put tan(α[j]) =
Imζ[j]−ω
Reζ[j]
and
r[j] = (ζ
2
[j] + ω
2)−1/2 such that
|u˜〉 = −
∑
j≥1
ΛAr[j] cosα[j] 〈Y[j]| Pˆ |ψA〉 |ψ[j]〉+O(λ2). (7.90)
Hence the standard spiral wave profile u0(ρA) is in first order in λ complemented
with the periodical function (7.90). The components of this disturbance are rota-
tionally shifted over angles α[j] with respect to the external perturbation vector ~N ,
due to the finite lifetime −1/Re ζ[j] of the decaying modes |ψ[j]〉.
From Eq. (7.90) may be furthermore noted that the lowest order correction
vanishes for equally diffusive systems, which have Pˆ = Iˆ . Moreover, only the
evanescent modes with eigenvalues that have a (negative) real part close to zero
significantly contribute to the modification of the wave profile. In a sense, the
situation is reminiscent to quantum mechanical scattering theory, in which bound
states only affect the scattering properties if they have a (negative) energy eigen-
value close to zero. Translated to the actual context of spiral-shaped activation
patterns, examples of bound states which have eigenvalues close to zero are the
so-called meandering modes [148], which cause non-trivial tip trajectories (remind
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Fig. 7.1) as soon as their eigenvalues cross the imaginary axis towards the positive
half-plane. Just before the meandering sets in, these modes exhibit eigenvalues for
which |ζ| 6 |ω0|), and thereby substantially contribute to the wave shape via Eq.
(7.90).
The modulation (7.90) of the spiral profile in the transverse plane occurs at the
scroll wave’s rotation frequency ω and is therefore in good approximation periodic.
This inspires us to call the emergent oscillating deformation a breather mode; such
modes typically appear in non-linear dynamical systems, e.g. in the sine-Gordon
model [149]. Strictly speaking, oscillating modes need to be localized in space to
qualify as a breather; we have not yet proven this for the mode considered here.
The dominant breathing modes can be expected to interact with the trans-
lational and rotational zero modes. Fortunately, the awkward time dependency
which they are expected to introduce in the dynamical coefficients for the filament
EOM is likely to simplify by introducing additional internal degrees of freedom
for the scroll wave (i.e. amplitude and phase for the dominant breather modes).
However, this task falls outside the scope of our present study.
Not taking into account the breathing modes comes down to assuming quasi-
stationarity. Otherwise put, the evanescent modes |ψ[j]〉 are henceforth assumed to
decay fast enough relative to the undisturbed spiral period 2pi/ω0. In comparison
with our treatise of wave fronts, one could say that here too, we are disregarding
explicit memory effects.
The quasi-stationary approximation implies that ||∂τ u˜||  ||Lˆu˜||, whence we
may omit the time-derivative term in Eq. (7.83). After filtering out the GMs, an
immediate solution for u˜ is obtained by spectral inversion of Lˆ0, relying on the
fact that Lˆ−10 acting on GMs or RFs always yields zero. The lowest order result
(7.86) becomes
ε |u1〉 = εΛALˆ−10 Pˆ |ψA〉 = εΛA
∑
j≥1
ζ−1[j] 〈Y[j]| Pˆ |ψA〉 |ψ[j]〉 . (7.91)
The formal time-scale parameter ε was included here since Lˆ−10 Pˆ |ψA〉 = O(ε).
Writing u1 = εΛA(u1)A, the outcome may be used iteratively to obtain the solu-
tion in the next-to-leading order:
|u2〉 = εΛAΛB Lˆ−10 Pˆ |∂B(u1)A〉 − ε2
1
2
ΛAΛB Lˆ−10 |(u1)AF′′(u0)(u1)B〉
+
(
w2δAB + ∂σw
A
B + Λ
AΛB + (P
T0)ACΛ
CΛB
)
Lˆ−10 ρ
BPˆ |ψA〉
−ACBDw2ρCρD Lˆ−10 Pˆ ∂B |ψA〉+O(λ3). (7.92)
To not overload future notations, we sort all terms in |u2〉 according to geometrical
meaning:
|u2〉 = ΛAΛB |(uk2)AB〉+ ε∂σw |uw2 〉+ w2 |uww2 〉 . (7.93)
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Remark that |(uk2)AB〉 on itself is not symmetrical with respect to interchanging
the indices. Noteworthily, only the |uw2 〉 term is of first order in the time-scale
parameter ε, since  AB ρ
BψA = ψθ. On the other hand, left-multiplication of
|u1〉 or |u2〉 with 〈YA| Pˆ or 〈Yθ| Pˆ will increase the order in ε by one.
Expressions (7.91)-(7.92) are of the proposed shape from Eq. (7.82), which
can in hindsight only be achieved in the quasi-stationary approximation. Our next
step will be to insert u1,u2 in the transformed RDE (7.43), to see how these effects
affect filament motion.
7.3.4 Terms in the translational EOM due to wave accommo-
dation
Here, we collect the contributions in the ‘remainder term’ (7.49) that are O(λ3)
and therefore comparable to the next-to-leading order translational corrections in
the filament EOM. In the process, we additionally impose rotational invariance to
eliminate terms that do not affect the time-averaged motion of the filament.
First, we discern in the left-hand side of (7.43) that the filament velocity gets
multiplied by a factor
1 + 〈YB | ∂Au˜〉 = 1 + 〈YB | ∂Au2〉+O(λ3). (7.94)
As the right hand side of the EOM contains no zeroth order terms in λ, this cor-
rection term may simply be brought to the remainder term (7.49) by means of the
expansion (1 + x2)−1 = 1− x2 +O(x4), which leads to
− ~˙X · ~NA〈YB | ∂Au˜〉 = −(PT0)ACΛC〈YB | ∂Au2〉+O(λ)4. (7.95a)
The factor 〈YB | ∂Au2〉 is subsequently expanded with Eq. (7.93).
Second, we treat the contribution 〈YB |ΓναβgαβPˆ |∂ν u˜〉 to expression (7.49).
Choosing ν = A brings about a term that expands to
ΛA 〈YB | Pˆ |∂Au2〉 = ΛAΛCΛD 〈YB | Pˆ |∂A(uk2)CD〉 (7.95b)
+εΛA∂σw 〈YB | Pˆ |∂Auw2 〉+ w2ΛA 〈YB | Pˆ |∂Auww2 〉 .
One could also have taken ν = σ, but using Eq. (7.46), the resulting term is seen
to be O(λ4).
Third, we take into consideration−λ 〈YB | (gµν∂2µν − gAB∂2AB) Pˆ |u˜〉. Mak-
ing (µ, ν) = (σ, σ) produces
− 〈YB | Pˆ |∂2σu˜〉 = −ε2∂2σΛA 〈YB | Pˆ |(u1)A〉 , (7.95c)
whereas the choice (µ, ν) = (A,B) grants
− 〈YB | Pˆ (gCD − δCD) ∂2CD |u1〉 =
− εw2ΛACEDF 〈YB | Pˆ ρEρF |(∂2CDu1)A〉+O(λ4). (7.95d)
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The alternate possibility {µ, ν} = {A, σ} (counted twice) brings forth
− 2 〈YB | Pˆ gAσ |∂2Aσu˜〉 = −2εw∂σΛD 〈YB | Pˆ ρCAC |∂A(u1)D〉 . (7.95e)
The fourth term in (7.49) reads −(ω − ω0)〈YB | ∂θu˜〉 and has non-vanishing
contribution too:
− (ω − ω0)〈YB | ∂θu˜〉 = −ε
(
a0w
2 + b0k
2 + d0∂σw
)
ΛA〈YB | ∂θ(u1)A〉.
(7.95f)
Finally, the fifth and last term implements the modified reaction process due to
wave pattern disturbance:
− 1
2
〈YB | u˜F′′(u0)u˜〉 = −εΛA〈YB | (u1)AF′′(u0)u2〉
= −εΛAΛCΛD〈YB | (u1)AF′′(u0)(uk2)CD〉
−ε2ΛA∂σw〈YB | (u1)AF′′(u0)uw2 〉
−εΛAw2〈YB | (u1)AF′′(u0)uww2 〉. (7.95g)
7.3.5 Extended filament EOM for translation with adjustment
of the wave profile
With the preceding calculations on wave deformation, we have derived the trans-
lational EOM (7.75) up to third order in filament twist and curvature (in the quasi-
stationary approximation). We shall annotate the additional dynamical coefficients
owing to wave profile accommodation u˜ with tildes; a matrix element expression
for these coefficients can be recovered from the findings from the preceding sec-
tion.
Six out of the seven contributions (7.95) do not invoke novel terms in the ex-
tended EOM (7.75), but merely cause a shift of the coefficients:
a1 → a¯1 = a1 + a˜1, a2 → a¯2 = a2 + a˜2,
b1 → b¯1 = b1 + b˜1, b2 → b¯2 = b2 + b˜2,
c1 → c¯1 = c1 + εc˜1, c2 → c¯2 = c2 + εc˜2,
d1 → d¯1 = d1 + εd˜1, d2 → d¯2 = d2 + εd˜2. (7.96)
Remark that the modification coefficients a1, a2, b1, b2 that capture corrections to
the spiral profile may also contribute substantially for small or vanishing values of
the time scale parameter ε.
The additional term that needs be incorporated in the filament EOM is (7.95c).
This term of O(2) may be restated using
∂σΛ
A ~NA = [∂
4
σ
~X]⊥ − 2w~T × ∂3σ ~X − ∂σw~T × ∂2σ ~X − w2∂2σ ~X. (7.97)
For that reason, the term (7.95c) not only causes O(ε2) corrections to the twist-
related coefficients a1, a2, c1, c2, d1, d2, but also establishes the supplementary
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contribution of the form ∂4σ ~X . We decompose the novel term
〈YB | Pˆ |(u1)A〉 = e1δ BA + e2 BA (7.98)
in analogy to Eq. (7.54). Our most complete EOM for filament translational mo-
tion in an isotropic medium now becomes:
~˙X =
(
γ1 + a¯1w
2 + b¯1k
2 + d¯1∂σw
)
∂2σ ~X
+
(
γ2 + a¯2w
2 + b¯2k
2 + d¯2∂σw
)
∂σ ~X × ∂2σ ~X
+c¯1w[∂
3
σ
~X]⊥ + c¯2w∂σ ~X × ∂3σ ~X
+ε2e1[∂
4
σ
~X]⊥ + ε2e2∂σ ~X × ∂4σ ~X. (7.99)
One must not conclude from (7.99) that the coefficients b1, b2 in the ribbon
model formulated in [27] need to be of order ε2 since they confer to our param-
eters −e1,−e2. Rather, because the a1, a2 terms were not included in the law
of motion postulated by Echabarrı´a et al. , the b1, b2 contributions in the ribbon
model need to account for the twist induced weakening of the filament tension, so
a correspondence
b1 ≈ a1, b2 ≈ a2 (7.100)
is more appropriate. In lowest order in twist and curvature, our observation does
not affect the conclusion of the paper [27].
7.3.6 Extended filament EOM for rotation in the presence of
wave profile modification
A rigorous treatment of the rotational corrections up to order O(λ4) requires de-
termining the deformation correction u˜ of the wave profile up to O(λ3), which
falls outside our present scope. We shall therefore only quantify these corrections
up to second order in curvature and twist. From the ‘remainder term’ (7.62), it is
seen that the deviation ω − ω0 is augmented with
− ε(PT0)ABΛBΛC〈Yθ | ∂A(u1)C〉+ εΛAΛB 〈Yθ| Pˆ |∂A(u1)B〉
− ε
2
2
ΛAΛB〈Yθ | (u1)AF′′(u0)(u1)B〉+O(λ4). (7.101)
Because these contributions are all proportional to k2, they cause in lowest order
the substitution
b0 → b¯0 = b0 + ε2b˜0 (7.102)
in the phase and twist equations (7.64) and (7.66), with
b˜0 = ε
2 (γ1 − 1)
2
δAB〈Yθ | ∂A(u1)B〉+ ε
2
2
γ2
AB〈Yθ | ∂A(u1)B〉
− ε
2
4
δAB〈Yθ | (u1)AF′′(u0)(u1)B〉. (7.103)
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7.4 Discussion of the extended EOM for filaments
in isotropic media
7.4.1 Equilibrium states
In this section, we look for stationary solutions for the filament shape, while allow-
ing rigid translation or rotation. The stability analysis of such equilibrium states is
postponed to the next section.
Straight and untwisted filaments still make out an equilibrium solution to our
equations, since from Eq. (7.99) follows
∂2σ ~X ≡ 0⇒ ∂t ~X = 0. (7.104)
In such case the twist evolution equation (7.81) simplifies to
∂tw = 2a0w∂σw + d0∂
2
σw. (7.105)
For d0 > 0, the untwisted filament is a stable solution to this equation. In the
limit of low twist, (7.105) reduces to a diffusion equation, and for that reason d0
may be called the twist diffusion coefficient. As such, this physiology-dependent
parameter plays a similar role as surface tension coefficient γ and the filament
tension γ1. It also shares the property with these other tension coefficients that it
reduces to unity in the limit of small time scale ratio ε.
Remarkably, Eq. (7.105) evenly allows a non-trivial steady state solution for
twist around a straight filament: separation of variables leads to
w(σ) =
√
A
a0
tanh
(
σ
√
Aa0
d0
)
(7.106)
with A a constant of integration of the same sign as a0 and bearing the dimension
of time−1. In particular, (7.106) provides a boundary layer description between a
region of constant twist w0 and a medium edge where twist must vanish. In such
case, the twist profile will be shape as a hyperbolic tangent, with thickness given
by s = d0/(a0w).
Relaxing the condition of vanishing curvature, we can seek other stable solu-
tions with a high degree of symmetry. For instance, an untwisted circular scroll
ring of radius R obeys
∂tR =
γ1
R
+
b¯1 − e1
R
(7.107)
and therefore possesses a critical radius at which contraction or expansion is stopped,
if only γ1 and b¯1−e1 have opposite sign. In such case, the final radius of the scroll
ring equals
R(t→∞) =
√
− γ1
b¯1 − e1
. (7.108)
Note that such scroll will still translate along its symmetry axis with constant ve-
locity.
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Circular scroll waves with constant twist w = m/(2piR), m ∈ Z may also
form an equilibrium solution; for their description it suffices to augment the term
b¯1 − e1 in Eqs. (7.107)-(7.108) with (a¯1 + c¯1)(2pin)2.
Lastly, we consider helices of constant pitch 2pi/p and radius r, which have a
Cartesian representation (x, y, z) = (r cos pz, r sin pz, z). These curves are cal-
culated to yield
dσ =
√
1 + p2r2dz, k =
rp2
1 + p2r2
, τ =
1
1 + p2r2
. (7.109)
If the helix has constant twist, we may use the parallel adapted frame around the
curve to define its twist, given that the scroll’s phase changes over ∆φ in the labo-
ratory frame over one winding of the helix:
w =
∆φ− 2pi
∆σ
=
(∆φ− 2pi)p√
1 + p2r2
. (7.110)
The stationary radius (r > 0) of a helix in an unbounded medium is obtained
by inserting (7.109)-(7.110) in the filament EOM. As this condition results in a
fourth order polynomial in
√
1 + p2r2 we do not present an explicit solution here.
Owing to inequality of the coefficients for filament motion along the normal and
binormal directions, the helicoidal filament with stable radius will still rotate as a
whole around its central axis.
7.4.2 Linear stability analysis of a straight filament
with homogenous twist
Let us perform linear stability analysis around a straight filament that has homoge-
neously distributed twistw0 in the laboratory frame of reference. This situation can
be realized by either considering an infinitely long filament or applying periodic
boundary conditions to the filament parameterization. It is known from numerical
experience that an initially stable filament will destabilize and take a helicoidal
shape as soon as the twist w0 exceeds a threshold value; this phenomenon is re-
ferred to as ‘sproing’ in literature [26, 27, 150].
After laying down the Z axis of our Cartesian coordinate frame along the fila-
ment, the position of the perturbed filament in a transverse plane can be captured
by the parameterization (X0 + x(z, t), Y0 + y(z, t)); the twist equalsw0+w(z, t).
Since it can be proven that the set of helices with (small) radius R and pitch b pro-
vide a complete basis for the linear perturbations x(z, t), y(z, t), we take on such
dependency here.
Adopting complex notation for position in the transverse plane, we writeXc =
x + iy = Aeipz . Inserting this ansatz in the filament EOM delivers an expres-
sion of the form ∂tXc = ΩcXc. the filament is linearly stable only if the real
part of the growth rate Ω = ReΩc is negative. We shall write Ω = Re(Ωc).
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During the derivation one needs to take into account that Eq. (7.110) implies
w = (w0 − p)/
√
1 + p2r2, i.e. the initial twist is changed by the natural winding
of the helix.
Up to the order of our gradient expansion, we infer that the growth rate Ω for
the helix radius r depends on p as a fourth order polynomial:
Ω(p, w0) = p
2
[
C2(w
2
0) + C3w0p+ C4p
2
]
. (7.111)
Part of this leading order dependence was also obtained from the ribbon model
by Echebarrı´a et al. However, we have obtain the coefficients explicitly as linear
combinations of matrix elements:
C2 = −γ1 − a¯1w20, C3 = (c¯2 + 2a¯1), C4 = −a¯1 − c¯2 + e1, (7.112)
with an additional coupling term w20p
2 that was absent in the ribbon model treat-
ment. The requirement that an untwisted filament is linearly stable requires that
Ω(w0 = 0) is negative for all p. Thereto, the unperturbed filament tension coeffi-
cient γ1 needs to be positive. The coefficient C4 is allowed to take small positive
values, if only the higher order polynomial terms in p manage to keep Ω/p2 nega-
tive for all p; compare panels (a) and (c) in Fig. 7.5.
In the presence of homogenous twist, the curve Ω/p2 shifts vertically due to
the a¯1w20 term; a negative a¯1 causes positive values for Ω for high enough twist
ratew0, even for p = 0. Additionally, the linear term inw0 brings an asymmetry in
the profile, and therefore displaces the wave numbers first reach a positive growth
rate. This process is shown in panels (b) and (d) of Fig. 7.5.
Figure 7.5: Growth rate for the sproing instability as a function of the wave number p of
the instability. We compare the cases without (a,c) and with (b,d) twist, for two qualitatively
different curves Ω(p).
For the case where higher order terms can be neglected, the critical twist at
which the filament destabilizes is easily deduced due to the factorization in Eq.
(7.111); this situation necessitates that C4 < 0. From Eq. (7.111), it is then seen
that a secondary maximum in the growth rate curve develops for twist rate higher
than
wsec =
4
3
√
2γ1
−C23C4 − 329 a¯1
. (7.113)
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Whether positive growth rate values are attained may be inferred from the parabolic
dependence in Ω/p2: the top of this quadratic function takes positive values only
for twist larger than
wcrit = 2
√
γ1
−C23C4 − 4a¯1
. (7.114)
If the domain is large enough such that all helix wave numbers are admitted, helix
with the largest growth rate has pitch
pcr =
√
γ1
−C4(1 + 4 a¯1C4
C23
)
. (7.115)
7.4.3 Total filament length
Knowing that in lowest order in curvature and twist the filament tension γ1 de-
termines the overall evolution of the filament shape, we attempt in this section to
recover the concept of filament tension from the extended EOM for filaments.
As in Biktashev et al. [136], we write s here to denote the arc length parameter
for all times t. The filament σ was conceived so that the local filament velocity
is always orthogonal to the filament and therefore cannot keep up with s when
the filament locally expands or contracts. The time derivative of the total filament
length S(t) =
∫
∂σ ~X · ~Tdσ is found as
dS
dt
= ∂σ ~X · ~T ds
dt
∣∣∣∣s2(t)
s1(t)
+
∫
∂σ∂t ~X · ~Tdσ = −
∫
∂t ~X · ∂2σ ~Xdσ, (7.116)
where the boundary terms disappear when the filament is closed or when no-flux
boundary conditions are imposed on the medium edges. A filament that ends on
a no-flux boundary can be treated by the method of mirror sources, from which
follows that in the endpoints si, (i = 1, 2):
w(si) = 0, ∂σk(si) = 0, τg(σ1) = 0. (7.117)
We now insert our EOM for the filament that is valid up to third order in curva-
ture and twist into Eq. (7.116). Meanwhile, we denote the coefficient that precedes
∂2σ ~X in Eq. (7.99) as
G1 = γ1 + a¯1w
2 + b¯1k
2 + d¯1∂σw, (7.118)
and similarly for G2. Since triple products that contain a parallel pair of vectors
disappear, the G2 term vanishes and the e2 term may be dropped after partial
integration:
dS
dt
= −
∫
G1k
2dσ − c¯1
∫
w∂3σ ~X · ∂2σ ~Xdσ (7.119)
−c¯2
∫
w
(
∂σ ~X × ∂3σ ~X
)
· ∂2σ ~Xdσ − ε2e1
∫
∂4σ
~X · ∂2σ ~Xdσ.
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Using partial integration, a factor k2 can be separated in most of the terms, even-
tually yielding:
dS
dt
= −
∫ [
G1 − c¯1
2
∂σw − c¯2wτg − e1(τ2g + k2)
]
k2dσ−ε2e1
∫
(∂σk)
2dσ.
(7.120)
Note that the last term only contributes for heavily curved filaments; moreover
its pre-factor e1 is of order ε2. When smallness of the e1 term is assumed, we
infer that that the concept of filament tension can be given a local character. As
the quantity between brackets in (7.120) replaces the filament tension γ1 that was
encountered in [136], we generalize the concept of filament tension to
γeff1 (σ) = γ1 + a¯1w
2 +(b¯1−e1)k2 +ε
(
d˜1 − c˜1
2
)
∂σw− c¯2wτg−e1τ2g . (7.121)
The difference (d1 − c12 ) has dropped from the expression due to their linear de-
pendence (7.74). As a result, variations in scroll wave twist only contribute to the
effective filament tension through modification of the wave profile.
The perhaps dramatic implications of this equation are immediately evident:
any of the geometrical terms that appear in the effective filament tension given
by Eq. (7.120) may cause the filament to increase its length, even when the
medium parameters guarantee that straight and untwisted filaments are stable, i.e.
γ1 = P
T0
s > 0. This issue is relevant to the development of cardiac arrhythmias,
as lengthening filaments give rise to filament multiplication; the latter process is
thought a tentative pathway to cardiac fibrillation.
7.4.4 Twist evolution equation
The twist evolution equations (7.66)-(7.81) may be recognized as the inhomoge-
neous Burgers’ equation, which supports both shock waves and rarefaction waves;
see also the discussion in [118]. In isotropic media, the source term to the twist
evolution equation is formed either by a differential natural rotation frequency ω0
due to varying reaction kinetics or by curvature of the filament, with coupling co-
efficient b¯0.
Stability of the twist against small perturbations is granted by the model-specific
parameter d0, which is expected to lie close to one for healthy myocardium. From
our preliminary inquiries on the higher order terms, this ‘twist diffusion coeffi-
cient’ is also seen to be altered by curvature:
deff0 = d0 + d
(1)
0 k
2. (7.122)
Hence, if a filament has a region of intense curvature, the spreading of twist along
the filament can be expected to be lowered if d(1)0 < 0. Therefore, cusps in the
filament shape may facilitate twist accumulation and eventually destabilize the
filament due to weakening of its tension, as discussed in the previous paragraphs.
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The tentative relation of this phenomenon to the nature of twistons as described
in [46] merits further investigation.
For high filament curvature, the effective twist diffusion coefficient may be
even rendered negative when d(1)0 < 0, enabling another pathway to scroll wave
instability. An estimate for the critical curvature in analogy to Eq. (7.113) is here
identified as
kcrit =
√
d0
−d(1)0
. (7.123)
Furthermore, it can be expected that wave profile accommodation effects (which
are not explicitly listed in the present work) will cause additional contributions to
the twist diffusion coefficient (7.122) that are proportional to w2 and ∂σw.
7.4.5 Localization of the spiral wave
Using our matrix element formalism, an estimate can be given here to the filament
effective thickness d, as arose in the definition of our perturbation parameter λ (Eq.
(7.35)). For diffusive-coupled processes we therefore infer
d2 = 〈YA| Pˆ ρ2 |ψA〉 = 4PT2s . (7.124)
Evidently, this quantification fits into the wave-particle duality of spiral waves as
described in [139] and Fig. 7.2.
7.4.6 Metric drift corrections
In our derivation of the filament EOM (7.99), we had assumed that the diffusion
coefficient D0 is constant throughout space. If one relaxes this condition in Eq.
(7.41), an additional drift term is generated:
~eB · ~˙X = −〈YB | ∂µ(D0)gµν Pˆ |∂ν(u0 + λu˜)〉 . (7.125)
In lowest order, the supplementary drift of the filament is given by
~eB · ~˙X = −∂CD0δCB 〈YB | Pˆ |ψA〉 (7.126)
such that
( ~˙X)m.d. = −γ1∇D0 − γ2 ~T ×∇D0. (7.127)
This additional drift component is termed ‘metric drift’ here and in [81], as it is
related to the determinant of the metric tensor in the curved space formalism. Our
present treatment is restricted to the leading order contribution here; it may be
noted that the diffusivity gradient ∇D0 couples to filament curvature and twist in
higher order. The metric drift correction also affects the wave profile.
Not coincidentally, the filament tension coefficients also determine the metric
drift properties. For, in lowest order, γ1 and γ2 comprise the only rotationally
invariant tensor components that exclusively couple to the diffusing variables. As
a consequence to Eq. (7.127), filaments with positive tension γ1 migrate towards
zones with a lower scalar diffusion coefficient.
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7.4.7 Fixed angle principle for filament drift
From our formalism follows that the leading order response of the filament to a
small vectorial perturbation is to drift at a fixed angle relative to that perturbation.
We have seen this instance yet exemplified in Eq. (7.99) and in the case of metric
drift, i.e. (7.127). Similarly, we have found for an inhomogeneous distribution of
a parameter p in the reaction kinetics [81]:
~eB · ~˙X = −∂Ap 〈YB | ρA |F(u0)〉+O(∂3p). (7.128)
which also leads to drift under a fixed angle with respect to the (small) vectorial
perturbation ~v = ∇p. The rationale behind this universal scroll wave behavior is
the following: coordinate invariance demands that ~eB · ~˙X is of the form vATAB .
In lowest order, TAB is a constant matrix element and therefore the drift occurs at
an oriented angle Γ with
tan Γ =
ABT
AB
δABTAB
(7.129)
relative to the perturbation vector ~v. Note that in the higher order corrections as
well as in anisotropic media, composite tensors may be formed, e.g. vAΛAΛB ,
and therefore only a weaker version of the fixed angle rule will hold.
7.4.8 Numerical determination of the dynamical parameters
Through our analytical investigations, we have provided explicit expressions to the
dynamical parameters that determine filament motion. In order to obtain numeri-
cal values for these coefficients for a given RD model, one needs to know the GMs
and RFs to high accuracy. Numerical procedures to estimate these functions with
high numerical precision have been developed; see [145, 148, 151]. Since these
methods rely on an direct estimation of the Jacobian matrix for the reaction func-
tions, only RD models with continuously differentiable reaction kinetics can be
treated at present. Also, calculating this set of coefficients for system with a large
number of state variable may prove difficult.
An alternative way to assess the dynamical parameters for a given numerical
model, is to perform a series of numerical simulations of filaments of simple geom-
etry, from which a fitting procedure allows to quantify the coefficients in the EOM.
Note that such methodology applies to an unrestricted class of monodomain RD
models that produce filaments.
Of course, the combination of both strategies outlined here is most interesting,
as a comparison of their outcome can serve to validate our newly obtained filament
equations. Obviously, such validity check is recommendable, as it not only allows
to detect human error in the calculations but also provides sound numerical eval-
uation and an estimate to the scope of our theory. We have scheduled to perform
such numerical validation in the near future.

8
The dynamics of scroll wave filaments
in generic anisotropic media
In this section we derive for the first time the extended equation of motion for scroll
wave filaments in an excitable medium with arbitrary anisotropy. To this purpose,
we adopt the formalism put forward in Chapter 5, which transforms generic aniso-
tropy to a curved background space.
The lowest order result for filament motion remains unchanged relative to
isotropic media, if only one replaces ordinary by covariant spatial derivatives. This
outcome could have been predicted based on the local equivalence principle, and
at the same time proves the minimal principle that was raised by Wellner, Pertsov
and co-workers [13]. This part of our derivation has been published in [81, 134].
We then continue to derive the EOM for filaments up to third order in curva-
ture; in this case the intrinsic curvature of the background space explicitly enters
the analytical description. The tidal effects that arise from tissue anisotropy are for
the first time recorded in this dissertation.
As an important application, we discuss the decrease of effective filament ten-
sion in a medium with rotational anisotropy, which might be responsible for the
loss of stability when the transmural fiber rotation rate is increased. Also, the drift
of intramural filaments is elegantly covered by our dynamical equations.
Our derivations appeal to a Taylor expansion of the metric tensor around the
filament curve in so-called Fermi coordinates. We borrow the expansion from
works on quantum gravity [152, 153]. Ironically, the author of the latter paper
valued establishing this expansion in the following way: “This latter calculation
involves the solution of a two-point boundary value problem – not a job for the
faint hearted!”.
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8.1 Fermi coordinates around the filament
8.1.1 Fermi-Walker transport of a reference triad along a curve
In a first step, we need a counterpart to the reference triad (~T , ~N1, ~N2) from Chap-
ter 7, that was adapted to extrinsic filament curvature k and twist w. We now show
how a suitable coordinate frame can be constructed along the filament, which is
Euclidean up to second order in the distance in each plane transverse to the fila-
ment. Inspiration is drawn from a similar problem in the theory of general relativ-
ity: how can a traveler who steers a spacecraft at relativistic speed, keep track of
the events that take place close to him?
A powerful analogy between the space-time trajectory of a relativistic space-
craft and an instantaneous scroll wave filament is illustrated in Figure 8.1: both are
one-dimensional curves in a curved space background. The spacecraft pilot could
choose a local inertial frame for every instance of time, but then he/she would
have to redefine space coordinates over and over again. If the trajectory is known
a priori, however, a much more advantageous choice is to conceive a single (curvi-
linear) coordinate frame for the entire flight. These coordinates were put forward
by Fermi as soon as 1922 [154], and are now known as Fermi coordinates. These
should not be confounded with Fermi normal coordinates, which deal with the
special case of a filament that lies along a geodesic or, in space traveler terms, a
spacecraft with its engine turned off. The formal introduction of Fermi (normal)
coordinates in relativistic context can be found in e.g. [28, 124, 154].
Figure 8.1: The spacecraft analogy: finding a simple coordinate system to describe the sur-
roundings of each point on the scroll wave filament is equivalent to setting up a permanent
frame around an accelerated spacecraft in (2+1) Minkowskian space-time. The parameter
t denotes the proper time of the spacecraft pilot. The space-like surfaces are not parallel
due to the mixing of space and time in a relativistic context.
The procedure for scroll wave filaments can be readily translated, when omit-
ting one spatial dimension and changing space-time signature to Euclidean (+,+,+):
FILAMENT DYNAMICS IN ANISOTROPIC MEDIA 8-3
1. Parameterize the filament using its arc length σ as a coordinate, measured in
in the space with metric tensor gij = D−10 D
ij . The unit vector tangent to
the filament (previously ~T ) is now denoted ~eσ .
2. Construct an orthonormal triad at an arbitrary point on the filament, and put
σ = 0 in that point. Thereto, introduce two other unity vectors ~e1, ~e2; this
construction can always be done since every Riemannian manifold can be
made locally Euclidean in a single point. Now transport the orthonormal
triad (~e1, ~e2, ~eσ) along the filament, with rotation around ~eσ(σ) to follow
the scroll wave’s phase angle if the scroll is twisted. In the absence of twist,
this procedure is known as ‘Fermi-Walker transport’ and the resulting frame
is the curvilinear generalization of the twist-adapted frame in the isotropic
case from Chapter 7. The inclusion of twist is here seen to be equivalent to
spinning of the spacecraft cabin around its instantaneous velocity vector.
3. So far we have not taken into account the indispensable rotating character
of scroll waves yet. To this purpose we make the triad ~eµ rotate around the
filament with the instantaneous angular velocity ω(σ, τ). Time t is treated
as an external parameter, having no equivalent in the spacecraft analogy. As
in the isotropic case, τ denotes the time coordinate in the co-moving frame.
4. For each σ, fill up the immediate vicinity of the filament with geodesics
bristling up from the filament, perpendicularly to ~eσ(σ). Thereupon, we
will assign coordinates to a given point in the neighborhood of the filament
where the geodesics do not yet intersect. In this region, only one of the
laid out geodesics will connect the given point to the filament. This unique
geodesic can be fully characterized by telling where and in which direction
it leaves the filament. That information is contained in the parameter σ and
the tangent vector to the geodesic ~n = n1~e1(σ) + n2~e2(σ), respectively.
The arc length ρ along the geodesic provides the third parameter. Hence
each point not far from the filament can be labeled unambiguously using the
triple (ρ1, ρ2, σ) = (ρn1, ρn2, σ).
5. The three coordinates (ρ1, ρ2, σ) make up a mesh that covers the neighbor-
hood of the filament, which allows to extend the triad ~eµ around the filament:
~eµ(ρ
1, ρ2, σ) =
∂~x
∂ρµ
(ρ1, ρ2, σ). (8.1)
6. Like in any non-orthogonal coordinate system, introduce a dual triad of con-
travariant vectors
~eµ(ρ1, ρ2, σ) = ∇ρµ. (8.2)
Both triads are mutually orthogonal, and normalized due to using arc length
for measuring distances:
~eµ ·~eν = eiµeνi = δ νµ . (8.3)
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a) b)
Figure 8.2: Fermi Coordinates adapted to the filament. a) Coordinates in a slice with con-
stant σ, defined using the geodesics that originate from the filament in point O. Points P
on this family of geodesics are assigned polar coordinates. Using the ~e1, ~e2 defined along
the filament by twist-accommodated Fermi-Walker transport, one can draw a complete co-
ordinate mesh (dashed lines). The point P on this drawing would receive the coordinates
ρ1 = 1, ρ2 = 2. b) Illustration of the reference triads on the filament and close to it. Whilst
eµi = eµi on the filament, surfaces with σ constant are curved and therefore the triad e
µ
i
cannot be mapped onto eµi away from the filament.
We will stick to the same index convention as in the isotropic case: i, j, k ∈
{1, 2, 3} refer to Cartesian coordinates, with metric gij = D−10 Dij and deter-
minant det(gij) = |gcart|. The co-moving Fermi coordinates are denoted with
µ, ν, ... ∈ {1, 2, σ} and the indices A,B,C, ... ∈ {1, 2} refer to the ρA compo-
nents, which are transverse to the filament.
8.1.2 Metric tensor in co-moving Fermi coordinates
From the transformation law of the metric tensor (5.20) follows that
gµν = e
i
µgije
j
ν = ~eµ ·~eν . (8.4)
On the filament, Fermi-Walker transport of the triad ensures orthonormality for all
σ. The metric tensor reduces to the identity matrix in all points of the filament:
gµν |ρ=0 = δµν , ∀σ, τ. (8.5)
We now demonstrate that the constructed frame also makes the Christoffel symbols
ΓµAB vanish when evaluated on the filament. This fact arises from the geodesic
equation (A.21), which states that parallel transport along a geodesic preserves its
tangent vector [124]:
D2sxµ = ∂2sxµ + Γµαβ∂sxα∂sxβ = 0. (8.6)
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In this, s stands for the arc length parameter along the geodesic. In our context,
the geodesics originating perpendicularly from the filament have parametrization
xµ(ρ) = (ρn1, ρn2, σ), so the geodesic equation simplifies to
ΓµABn
AnB = 0. (8.7)
Since this equation is by construction fulfilled for all vectors ~n perpendicular to
the filament, we have verified that
ΓµAB |ρ=0 = 0, ∀σ, τ (8.8)
on the filament. This result can be stated equivalently as DA~eB |ρ=0 = ~0 or
∂AgBC |ρ=0 = 0.
Establishing the Taylor expansion of the metric tensor in powers of ρA is rather
involved because the parallel transport of base vectors along radial geodesics needs
be carried out explicitly. Fortunately, the task has already been performed in the
general relativity community: see [152] and references therein. Evidently, one first
needs to prescribe the transport of the reference triad on the observer’s worldline,
i.e. , the filament:
Dσ~eµ|ρ=0 = −Ω · ~eµ|ρ=0 , (8.9)
from which immediately follows that Ω is an antisymmetric tensor that lives on
the filament, obeying
Ων µ = Γ
ν
σµ
∣∣
ρ=0
. (8.10)
For a curved and twisted filament, we derive
ΩAσ = ~eA · Dσ~eσ|ρ=0 = ΛA, (8.11a)
ΩAB = ~eA · Dσ~eB |ρ=0 = wBA. (8.11b)
The expansion of the metric tensor in Fermi coordinates as a function of the trans-
port coefficients Ω and Riemann tensor up to third order in ρ is quoted from [152]:
gσσ = 1 + 2ΩσAρ
A + (ΩµAΩ
µ
B +RσABσ) ρ
AρB (8.12a)
+
(
RDABσΩ
D
C +
4
3
RσABσΩσC +
1
3
RσABσ,C
)
ρAρBρC ,
gσF = ΩFAρ
A +
2
3
RFABσρ
AρB +
(
1
6
RFABDΩ
D
C (8.12b)
+
1
4
RFABσΩσC +
1
6
RσABσΩFC +
1
4
RFABσ,C
)
ρAρBρC ,
gEF = δEF +
1
3
REABF ρ
AρB +
1
12
(RFABσΩEC (8.12c)
+REABσΩFC +R
E
ABF,C +R
F
ABE,C
)
ρAρBρC .
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Here, the Riemann tensor components and their derivatives are implicitly evaluated
on the filament. The simpler case of an isotropic medium is embedded in this result
as the flat space outcome where all Rαβµν equal zero. Before going any further,
we reexpress all ordinary derivatives in Eqs. (8.12) as covariant derivatives plus
correction terms: (all quantities are evaluated on the filament)
REABF,C = R
E
ABF ;C − ΩECRσABF , (8.13a)
RσABσ,C = R
σ
ABσ;C + Ω
D
CR
σ
ABD, (8.13b)
RFABσ,C = R
F
ABσ;C − ΩFCRσABσ + ΩσCRFABσ + ΩDCRFABD. (8.13c)
The components of the covariant metric tensor now read
gσσ = 1 + 2ΩσAρ
A + (ΩµAΩ
µ
B +RσABσ) ρ
AρB (8.14a)
+
(
4
3
RDABσΩ
D
C +RσABσΩσC +
1
3
RσABσ;C
)
ρAρBρC ,
gσF = ΩFAρ
A +
2
3
RFABσρ
AρB +
(
5
12
RFABDΩ
D
C (8.14b)
+
1
2
RFABσΩσC +
1
12
RσABσΩCF +
1
4
RFABσ;C
)
ρAρBρC ,
gEF = δEF +
1
3
REABF ρ
AρB +
1
6
REABF ;Cρ
AρBρC . (8.14c)
We proceed by calculating the contravariant metric tensor, as in our derivation for
the isotropic case. The formal Neumann series (7.31) for g results in:
gσσ = 1 + 2ΩAσρ
A + (3ΩσAΩσB −RσABσ) ρAρB (8.15a)
+
(
4ΩAσΩBσΩCσ +
8
3
RσABσΩσC − 1
3
RσABσ;C
)
ρAρBρC ,
gσF = Ω FA ρ
A +
(
2ΩFAΩσB −
2
3
RFABσ
)
ρAρB (8.15b)
+
(
3Ω FC ΩAσΩBσ −
13
12
RσABσΩ
F
C +
5
6
RFABDΩ
D
C
−1
2
RFABσΩσC −
1
4
RFABσ;C
)
ρAρBρC ,
gEF = δEF +
(
ΩEAΩ
F
B −
1
3
RE FAB
)
ρAρB (8.15c)
+
(
2ΩAσΩ
E
BΩ
F
C +
2
3
R
E
ABσΩ
F
C −
1
6
RE FAB ;C
)
ρAρBρC .
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8.2 Derivation of the lowest order EOM for filaments
in anisotropic media
8.2.1 Ansatz to the gradient expansion
As a direct generalization of our derivation in the isotropic case, we introduce the
dimensionless perturbation λ, which now bounds the effect of anisotropy as well:
λ = max(kd,wd,
√
Rαβµν d). (8.16)
From dimensional arguments it may be remarked that the Riemann tensor correc-
tions only arise in second order in λ. Our ansatz is now that the two-dimensional
spiral solution u0(ρA) approximates well the true three-dimensional solution, when
laid out in the space around the filament using the natural Fermi coordinate frame,
i.e.
u(ρA, σ, τ) = u0(ρ
A) + λu˜(ρA, σ, τ) +O(λ2). (8.17)
As before, we furthermore assume that
∂σu˜ = ∂Au˜.O(λ), (8.18a)
~˙X = O(λ). (8.18b)
supplemented with the gauge conditions
〈YB | u˜〉 = 0, 〈Yθ | u˜〉 = 0, ~˙X ·~eσ = 0. (8.19)
We are now ready to restate the RDE in the co-moving Fermi coordinates, for
which we write following expansion around the filament:
xi = Xi(σ, τ) + eiA(σ, τ)ρ
A +
1
2
CiABρ
AρB +O(ρ3). (8.20)
The overall work flow to handle the anisotropic case is precisely the same as
in chapters 6 and 7: we substitute the approximated solution (8.17) in the RDE
∂tu = ∂i
(
Dij∂jPu
)
+ F(u), (8.21)
supplemented with (8.19) and (8.20). The expansion of the reaction term in the
RDE using ansatz (8.17) occurs fully analogous to the isotropic case; see Eq.
(7.40). However, expanding the time-derivative and reaction terms from the RDE
is a more challenging task in generic anisotropic setting.
8.2.2 Time derivative term in Fermi coordinates
Using the chain rule for going from coordinates (xi, t) to (ρA, σ, τ), we find here
too that ∂t = ∂τ − (~eµ · ∂τ~x)∂µ. Application up to third order in λ yields, with
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Eqs. (8.18a)-(8.18b),
∂tu = λ∂τ u˜−
(
~eA(ρ) · ~˙X
)
∂A(u0 + λu˜)− ω∂θ(u0 + λu˜)
− ∂τ (CiBC)eAi ρBρC∂A(u0 + λu˜). (8.22)
For further expansion of the terms ~eA(ρ) and ∂τ (CiBC), we borrow following re-
sult from [152]:
~eµ(0) ·~eσ(ρ) = δµσ + ΩµAρA +
1
2
RµABσρ
AρB (8.23)
+
1
6
(
RµABνΩ
ν
C +R
µ
ABσ;C
)
ρAρBρC +O(ρ4),
~eµ(0) ·~eF (ρ) = δµF +
1
6
RµABF ρ
AρB +
1
12
RµABF ;Cρ
AρBρC +O(ρ4).
Based on Eqs. (8.23) we can evaluate the ∂τ (CiBC) term in Eq. (8.22). Since
the basis vectors ~eA do not rotate in the co-moving frame, only the Cartesian in-
dex holds rotation effects relative to time coordinate τ . Secondly, spiral drift also
entails τ -dependence through a convection term, such that
eAi ∂τ (C
i
BC) = −ω AD
(
1
6
RDBECρ
E +
1
24
RDEFC;Bρ
EρF
)
(8.24)
+( ~˙X ·~eD)
[
1
6
RABDC +
1
12
RABDC;Eρ
E
]
.
As in the previous chapter, the underlined indices indicate that symmetric terms
are implicitly added.
The series for ~eA(ρ) in Eq. (8.22) can be obtained from formal matrix inversion
of Eqs. (8.23) owing to the biorthogonality relation eµi e
i
ν = δ
µ
ν . We do the
exercise up to second order in ρ:
~eµ(0) ·~eA(ρ) = δAµ − δσµΩABρB (8.25)
+
(
−δFµ
1
6
RACDF − δσµ
1
2
RACDσ + δ
σ
µΩ
A
CΩ
σ
D
)
ρCρD.
Altogether we have obtained for the time-derivative term in the RDE:
∂tu = λ∂τ u˜−
(
~eA(0) · ~˙X
)
∂A(u0 + λu˜)− ω∂θ(u0 + λu˜) (8.26)
+
(
~eD(0) · ~˙X
)(1
3
RABCD +
1
6
RABCD;Eρ
E
)
ρBρC∂Au0 +O(λ4).
Note that the order corrections (8.24) completely disappear after multiplication
with ρBρC due to the symmetries of the Riemann tensor.
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8.2.3 Series expansion for the diffusion term
In order to describe anisotropic excitable media with spatially varying principal
diffusivities, we now further specify how the separation Dij = D0gij should be
performed. In the following is convenient to impose that the metric tensor g has
constant determinant, so that we impose:
Dij = D0(~r)g
ij(~r), ∂i|gCart| = 0. (8.27)
Remark that the metric determinant in Cartesian coordinates equals the product of
the principal electrical diffusivities. Therefore, if one would consider a medium in
which the anisotropy ratio changes while the product of the diffusivities remains
constant, no additional metric drift term proportional to ∇D0 will be generated.
Referring to Eq. (7.42) for intermediate steps, we end up with
∂i(D0g
ij∂jPu) = ∂µD0g
µν∂νPu−D0Γναβgαβ∂νPu +D0gµν∂2µνPu. (8.28)
The metric drift term can be treated as in section 7.4.6. Therefore, we do not treat
again the metric drift term here. In the assumption that D0 is a medium constant,
we shall also absorb this factor in the diffusion projection operator P. Plugging in
the ansatz (8.17) then delivers
∂i(g
ij∂jPu) = −ΓAαβgαβ∂APu + gAB∂2ABPu
−Γναβgαβ∂νPu˜ + gµν∂2µνPu˜. (8.29)
The task at hand is to expand these terms involving the metric tensor around the
filament using the Fermi coordinates. As we only consider corrections to the ro-
tation frequency up to order λ3, the expansion (8.15) suffices for the gAB , gµν
terms. Notwithstanding, the quantity ΓAαβg
αβ needs to be known up to O(λ3) to
describe the tidal forces that act on the filament.
We now explicitly calculate the quantities
∂ig
iA = −ΓAµνgµν = ∂µgµA +
1
2
gαAgµν∂αgµν , (8.30a)
∂ig
iσ = −Γσµνgµν = ∂µgµσ +
1
2
gασgµν∂αgµν , (8.30b)
which we for the ease of calculation expand as
− Γµαβgαβ = ∂igiµ = Gµ + GµBρB +
1
2
GµBCρBρC +O(ρ3). (8.31)
When inserting Eqs. (8.14), (8.15) in (8.30), we obtain after some arithmetics that
Gσ = 0, (8.32a)
GσB = DσΛB −
2
3
RBσ. (8.32b)
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Similarly, the lowest order expansion to ∂igiA is calculated to be
GA = −ΛA, (8.33a)
GAB = DσwAB − w2δAB − ΛAΛB +
1
3
κδAB −RAB . (8.33b)
Here, we have used that DσΩAB = ∂σΩAB ; it can be checked with the definition
of covariant differentiation (5.21) that both transport terms indeed cancel. Also,
the intrinsic curvature of the plane transverse to the filament has been denoted
R1 212 = κ. All quantities involved in Eqs. (8.32)-(8.33) are implicitly evaluated
at the filament, i.e. at ρA = 0.
The elaboration of the GABC is more tedious and is postponed to section 8.3.2.
8.2.4 Translational EOM in the presence of anisotropy
Reassembling Eqs. (8.26) and (8.28) into the the RDE (8.21) delivers(
∂τ − Lˆ
)
u˜ =
(
~eA(0) · ~˙X
)
∂A(u0 + λu˜) + (ω − ω0) (∂θu0 + λ∂θu˜)
−ΓAαβgαβP∂Au0 + (gAB − δAB)P∂2ABu0 − ΓναβgαβP∂ν u˜
+(gµν∂2µν − δAB∂2AB)Pu˜ +
λ2
2
u˜F′′(u0)u˜ +
λ3
6
F′′′(u0)u˜3
−1
3
(
~eD(0) · ~˙X
)
RABCDρ
BρC∂Au0 +O(λ4). (8.34)
Proceeding as in the isotropic case, we project onto the translational adjoint
Goldstone mode 〈YB | to obtain in lowest order:
~eB · ~˙X = 〈YB | Pˆ |ψA〉ΛA +O(λ3). (8.35)
Combining with the transverse gauge ~˙X ·~eσ = 0 and taking the same steps as in
Eqs. (7.54)-(7.57), we are led to
~˙X = γ1Dσ~eσ + γ2~eσ ×Dσ~eσ +O(λ3). (8.36)
= γ1D2σ ~X + γ2Dσ ~X ×D2σ ~X +O(λ3).
Clearly, this lowest order result is nothing else but the EOM (7.58) obtained by
Keener and Biktashev, generalized to a curved background space that captures the
functional anisotropy of the medium. We have communicated this particular find-
ing yet in [134] and [81].
Judging on Eq. (8.36), the condition for a filament to remain stationary is
∂t ~X = 0⇔ D2σ ~X = 0. (8.37)
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The stationarity condition precisely matches the geodesic equation (A.20); there-
from we learn that the equilibrium positions for scroll wave filaments need to be
geodesic curves. In other words, our law of motion (8.36) provides a general proof
to the minimal principle by Wellner and Pertsov.
Notwithstanding, the higher order terms in the expansion (i.e. the tidal forces)
could entail equilibrium positions that do not exactly match geodesic curves.
8.2.5 Rotational EOM in the presence of anisotropy
If we had projected Eq. (8.34) on the rotational adjoint mode 〈Yρ| we end up with
(ω − ω0)
(
1 + 〈Yθ | ∂θu˜〉
)
= −GAB 〈Yθ| Pˆ ρB |ψA〉 − (~eA · ~X) 〈Yθ| Pˆ |∂Au˜〉
− 1
2
∂2CDg
AB(0) 〈Yθ| Pˆ ρCρD∂B |ψA〉 −
λ2
2
〈Yθ | u˜F′′(u0)u˜〉. (8.38)
Without considering adjustments to the wave profile, this equation would imply
ω = ω0 − GAB 〈Yθ| Pˆ ρB |ψA〉 −
1
2
∂CDg
AB(0) 〈Yθ| Pˆ ρCρD∂B |ψA〉 . (8.39)
Appealing to the tensor decomposition (7.63) performed in the isotropic case, and
expression (8.33) for GAB , we arrive at an expression of the form
ω = ω0 + a0w
2 + b0k
2 + d0Dσw + F0R+G0κ. (8.40)
To reexpress the quantity κ in other coordinate frames, it is convenient to rewrite
the curvature of the hypersurface transverse to the filament in terms of
Dσ ~X ·R · Dσ ~X = Rσσ = R
2
− κ. (8.41)
This step transforms Eq. (8.40) to
ω = ω0 + a0w
2 + b0k
2 + d0Dσw + f0R+ g0Dσ ~X ·R · Dσ ~X (8.42)
with dynamical coefficients given by
a0 = 2
(
PR1s + P
R2δ
00 − PR2δs
)
, (8.43a)
b0 = 2P
R1
s , (8.43b)
d0 = −2PR1a = 〈Yθ| Pˆ |ψθ〉 , (8.43c)
f0 =
4
3
PR1s +
2
3
(
PR2δ00 − PR2δs
)
, (8.43d)
g0 = −1
3
PR1s −
1
3
(
PR2δ00 − PR2δs
)
. (8.43e)
Apparently, the newly introduced coefficients are fully determined by the coeffi-
cients a0, b0 that had already risen in an isotropic medium.
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In the quasi-stationary approximation, we can also investigate the effect of the
wave profile correction u˜ on the scroll wave’s phase evolution. In lowest order in
curvature we obtain from Eq. (8.21) that λu˜ = λu1 + λ2u˜(1), with
u1 = εΛ
ALˆ−10 Pˆ |ψA〉 = εΛA(u1)A. (8.44)
Considering only terms up toO(λ2), the same contributions are identified in (8.38)
as in the anisotropic case, such that Eq. (8.42) is amended to
ω = ω0 + a0w
2 + b¯0k
2 + d0Dσw + f0R+ g0Dσ ~X ·R · Dσ ~X (8.45)
with b¯0 = b0 + ε2b˜0; the coefficient b˜0 is still given by Eq. (7.103). Taking this
correction into account, there is only one linear relation left that ties f0 and g0 to
the other dynamical coefficients in (8.45).
The anisotropy-induced terms in Eq. (8.45) are also inherited by the twist
evolution equation:
∂τw − d0D2σw − a0Dσ(w2) =
b¯0Dσ(k2) +Dσω0 + f0DσR+ g0Dσ
(
Dσ ~X ·R · Dσ ~X
)
. (8.46)
This expression was stated here as the inhomogeneous Burgers’ equation. Im-
portantly, variations in the intrinsic curvature of the background space around the
filament are found to act as sources of twist. The special case of twist evolution
around a straight transmural filament in the presence of rotational anisotropy has
been treated by Setayeshgar and Bernoff in [118], where the same type of equation
was gained and discussed.
8.3 Quantification of the tidal forces that act on fila-
ments in anisotropic media
Ultimately, we here calculate the third order corrections in curvature and twist
that influence filament motion; in this context curvature applies to the extrinsic
filament curvature (k) as well as to the intrinsic curvature of space (R,Rµν , κ).
After collecting all relevant terms, the major task involved is to calculate the term
GABC in (8.31), i.e. to evaluate ∂igiA = −ΓAµνgµν up to second order in ρA.
8.3.1 The full RDE projected on the translational mode
Retaining all terms up toO(λ3) after projecting Eq. (8.34) on the translational RF
〈YF |, we obtain following EOM:
−~eF (0) · ~˙X = GA 〈YF | Pˆ |ψA〉+ ∂3CDEgAB(0) 〈YF |
1
6
ρCρDρEPˆ |∂2ABu0〉
+
1
2
GABC 〈YF | ρBρC Pˆ |ψA〉 −
1
3
(~eD(0) · ~˙X)RABCD 〈YF | ρBρC Pˆ |ψA〉
+(~eA(0) · ~˙X)〈YF | ∂Au˜〉+ (ω − ω0)〈YF | ∂θu˜〉+ GA 〈YF | Pˆ |∂Au˜〉
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+2∂Bg
Aσ 〈YF | ρBPˆ |∂2Aσu˜〉+ 〈YF | Pˆ |∂2σu˜〉
+
1
2
〈YF | u˜F′′(u0)u˜〉+ 1
6
〈YF | F′′′(u0)u˜3〉+O(λ4). (8.47)
We shall first consider the anisotropy-induced correction which is found as the
fourth term on the right-hand side of (8.47), where we use the lowest order ap-
proximation (8.36) to ~eD(0) · ~˙X . Decomposition of the matrix element of type
(B.22) delivers
− 1
3
(~eD(0) · ~˙X)RABCD 〈YF | ρBρC Pˆ |ψA〉 =
− κ
3
ΛF
[
γ1(I
T2
s − IT200 )− γ2(IT2a − IT220 )
]
− κ
3
ΛA
AF
[
γ1(I
T2
a − IT220 ) + γ2(IT2s − IT200 )
]
. (8.48)
The second term on the right-hand side of Eq. (8.47) can be evaluated using
expansion (8.15) and the decomposition (B.28). After some calculations we find
∂3CDEg
AB(0) 〈YF | 1
6
ρCρDρEPˆ |∂2ABu0〉 = (8.49)
−w2ΛF
(
−8
3
PT3δ000 +
4
3
PT3δs0s +
4
3
PT3δs0
)
−w2ΛAAF
(
8
3
PT3δ020 +
4
3
PT3δa0a −
4
3
PT3δa0
)
−DFκ
(
−1
6
PT3δ000 +
1
18
PT3δs0s +
1
18
PT3δs0
)
−DAκAF
(
1
18
PT3δ020 +
1
18
PT3δa0a +
1
18
PT3δa0
)
−wRσF
(
−4
9
PT3δ020 −
4
9
PT3δa0a +
2
9
PT3δa0
)
−wRσAAF
(
−4
9
PT3δ000 +
4
9
PT3δs0s +
2
9
PT3δs0
)
.
Separate paragraphs are dedicated to the computation of the GABC term and the
contributions u˜ that describe remodeling of the wave profile.
8.3.2 Inventory of terms in GABC
From its definition (8.31) follows that
GABC = ∂2BC
(
∂µg
µA +
1
2
gAα∂αgµνg
µν
)∣∣∣∣
ρ=0
(8.50)
= ∂3BCDg
DA + ∂3BCσg
Aσ +
1
2
∂2BCg
AD∂Dgσσ +
1
2
∂3ABCgµνδ
µν
+
1
2
∂Agµν∂
2
BCg
µν +
1
2
∂Bg
Aσ∂2σCgσσ +
1
2
∂2ABgµν∂Cg
µν .
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As before (see Eq. (7.67)), the underlined indices indicate that the terms with sym-
metrized indices should be added. We have manually performed the elaboration
of (8.50) based on the expansions (8.14)-(8.15) for the metric tensor. Altogether,
over forty terms were generated, which we do not cite here. During calculation,
we have substituted Ωµν for Λ
A and w terms, according to Eqs. (8.11). Further-
more, we have rephrased Riemann tensor components in terms of the Ricci tensor
using expressions in (A.26) and (A.28). Upon introduction, ordinary derivatives
with respect to σ were converted to covariant ones; most notably, we have
∂σΛC = DσΛC + w AC ΛA. (8.51)
Here, the powerful nature of the covariant derivative of ΛC is clearly felt: whereas
the quantity ∂σΛC is merely the change of a numerical value defined relative to
the coordinate frame used, DσΛC naturally accounts for the rate of change which
is due to the twist in the coordinate frame. Compare also with Eq. (7.72c).
Eventually, our pen and paper calculations for (8.50) lead to
GABC = −ΛAΛBΛC − 2w2ΛBδAC + 2DσwΛCAB + wDσΛCAB
+
4
3
wRDσδBC
A
D − 2wRBσAC −
2
3
ΛERBEδ
A
C +
2
3
ΛERAEδBC
−1
3
ΛARδBC − 7
6
ΛAκδBC + ΛCκδ
A
B −
1
2
ΛARBC − 2ΛBRAC
+
1
3
ΛDκ
A
BCD −
2
3
DσRσBδAC +
2
3
DσRAσδBC +
1
12
DAκδBC
−1
6
DARBC − 1
3
DCRAB −
1
6
DDκAB DC . (8.52)
As a consistency check, one can return to the isotropic case by putting all Riemann
tensor components equal to zero. Indeed, the first four terms in (8.52) are evenly
identified in expression (7.45).
When the RDE (8.34) is projected onto the translational adjoint mode 〈YF |,
the listed terms appear in 12GABC 〈YF | ρBρC Pˆ |ψA〉 = 12GABC(PT2) FBCA . De-
composition in rotationally invariant components for all terms involved can be
systematized by observing that the terms in Eq. (8.52) appear in three distinct
symmetry types. Therefore, the decomposition needs only be performed for those
prototypical cases. In the following, TEF is taken a symmetric tensor and VD has
vector character:
V ATBC(P
T2) FBCA =
(
PT200 −
PT2s
2
)
V FTr(T ) + PT2s V
AT FA (8.53a)
+
(
PT220 −
PT2a
2
)
V A FA Tr(T ) + P
T2
a V
ATAB
BF ,
VBT
A
C(P
T2) FBCA = P
T2
00 VCT
CF +
PT2s
2
VFTr(T )
+PT220 VCT
CA FA +
PT2a
2
VA
AFTr(T ), (8.53b)
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ABVC(P
T2) FBCA =
(
PT2s − PT200
)
VC
CF +
(
PT220 − PT2a
)
V F . (8.53c)
Note that these three cases also appeared in our treatment of filaments in isotropic
media, although with Eq. (7.69) a systematic approach was not really required as
only five terms were involved.
The relations (8.53) allow to contract expression (8.52) to obtain the matrix
element 12GABC(PT2) FBCA . In the process, the factor 1/2 cancels with the sym-
metrized indices BC in (8.52). After some calculations we arrive at
1
2
GABC(PT2) FBCA = (8.54)
−
(
PT200 +
PT2s
2
)
k2ΛF −
(
PT220 +
PT2a
2
)
k2ΛA
AF
−2 (PT200 + PT2s )w2ΛF − 2 (PT220 + PT2a )w2ΛAAF
−2Dσw
(
PT200 − PT2s
)
ΛA
AF − 2Dσw
(
PT2a − PT220
)
ΛF
−w (PT200 − PT2s )DσΛAAF − w (PT2a − PT220 )DσΛF
−w
(
−8
3
PT200 + 2P
T2
s
)
RDσ
DF − w
(
8
3
PT220 − 2PT2a
)
R Fσ
−R
(
7
12
PT200 +
3
8
PT2s
)
ΛF −R
(
7
12
PT220 +
3
8
PT2a
)
ΛA
AF
−κ
(
PT200 −
7
12
PT2s
)
ΛF − κ
(
PT220 −
7
12
PT2a
)
ΛA
AF
−ΛARAF
(
2PT200 +
7
6
PT2s
)
− ΛARAB FB
(
2PT220 +
7
6
PT2a
)
−DFR
(
1
4
PT200 +
1
8
PT2s
)
−DARAF
(
1
4
PT220 +
1
8
PT2a
)
−DFκ
(
− 1
12
PT200 +
1
4
PT2s
)
−DAκAF
(
− 1
12
PT220 +
1
4
PT2a
)
−DσRσF
(
−1
3
PT200 +
1
2
PT2s
)
−DσRσB FB
(
−1
3
PT220 +
1
2
PT2a
)
.
During calculation, the contributions of the type DARAF were redistributed over
the DAR and DσRσA terms. For, contracting the Bianchi identity (A.15e) twice
delivers that
Dµ
(
Rµν − R
2
gµν
)
= 0. (8.55)
The divergenceless quantity in brackets is usually called the Einstein tensor and
plays an important role in the theory of general relativity. For our application, we
inferred from (8.55) that
DBRBA = 1
2
DAR−DσRσA. (8.56)
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8.3.3 Filament EOM without wave modification effects
Inserting Eqs. (8.49), (8.48) and (8.54) into the projected RDE (8.47) already gen-
erates the filament EOM in the limit of negligible wave adaptation. As a prepara-
tion to properly formulating the EOM, we calculate
Dσ ~X = ~eσ, (8.57a)
D2σ ~X = ΛA~eA, (8.57b)
D3σ ~X = (DσΛA)~eA + k2D2σ ~X − wDσ ~X ×Dσ ~X. (8.57c)
Moreover, one may write for points on the filament:
RσF~e
F = [Dσ ~X ·R]⊥, (8.58a)
RσA
AF~eF = Dσ ~X × (R · Dσ ~X), (8.58b)
DFS~eF = [∇S]⊥, (8.58c)
DASAF~eF = Dσ ~X ×∇S, (8.58d)
κ =
R
2
−Dσ ~X ·R · Dσ ~X. (8.58e)
Additionally, we will need that
(DσRσA)~eA = Dσ(Dσ ~X ·R)−RσAΓAσµ~eµ (8.59)
= [(DσR) · Dσ ~X]⊥ + [R · D2σ ~X]⊥
−
(
Dσ ~X ·R · Dσ ~X
)
D2σ ~X + wDσ ~X × (R · Dσ ~X).
By gathering all terms in Eq. (8.47) that are not due to the field corrections u˜,
we prove following form for the filament EOM in generic anisotropic media:
~˙X =
(
γ1 + a1w
2 + b1k
2 + d1Dσw + f1R+ g1Dσ ~X ·R · Dσ ~X
)
D2σ ~X
+
(
γ2 + a2w
2 + b2k
2 + d2Dσw + f2R+ g2Dσ ~X ·R · Dσ ~X
)
Dσ ~X ×D2σ ~X
+ c1w[D3σ ~X]⊥ + c2wDσ ~X ×D3σ ~X
+ h1[(DσR) · Dσ ~X]⊥ + h2Dσ ~X × (DσR) · Dσ ~X (8.60)
+ i1w[R · Dσ ~X]⊥ + i2wDσ ~X × (R · Dσ ~X)
+ j1[R · D2σ ~X]⊥ + j2Dσ ~X × (R · D2σ ~X)
+ m1[∇R]⊥ +m2Dσ ~X ×∇R
+ n1[∇
(
Dσ ~X ·R · Dσ ~X
)
]⊥ + n2Dσ ~X ×∇
(
Dσ ~X ·R · Dσ ~X
)
+O(λ5).
Some immediate conclusions may yet be drawn from Eq. (8.60). First, the ef-
fective filament tension is altered by R and κ terms, and is therefore affected by
myocardial fiber rotation rate. Secondly, untwisted filaments that have aligned
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with a geodesic are nevertheless subject to gradients inR and κ, which may there-
fore pull the filament away from the geodesic solution.
One could also have predicted the same overall shape of the equation (8.60)
solely based on dimensional and symmetry arguments. For that reason, it is not
unimportant that our constructive proof of (8.60) simultaneously offers analytical
expressions for the dynamical coefficients that appear in the EOM.
We have identified following parameters that govern filament behavior in an
anisotropic media – up to (rather likely) human error in the arithmetics:
γ1 = P
T0
s , (8.61a)
γ2 = P
T0
a , (8.61b)
a1 = 2
(
PT200 + P
T2
s
)
+
(
−8
3
PT3δ000 +
4
3
PT3δs0s +
4
3
PT3δs0
)
, (8.61c)
a2 = 2
(
PT220 + P
T2
a
)
+
(
8
3
PT3δ020 +
4
3
PT3δa0a −
4
3
PT3δa0
)
, (8.61d)
b1 =
(
PT200 +
PT2s
2
)
, (8.61e)
b2 =
(
PT220 +
PT2a
2
)
, (8.61f)
c1 =
(
PT2a − PT220
)
, (8.61g)
c2 =
(
PT200 − PT2s
)
, (8.61h)
d1 = 2
(
PT2a − PT220
)
, (8.61i)
d2 = 2
(
PT200 − PT2s
)
, (8.61j)
f1 =
(
13
12
PT200 +
1
12
PT2s
)
+
1
6
[
γ1(I
T2
s − IT200 )− γ2(IT2a − IT220 )
]
, (8.61k)
f2 =
(
13
12
PT220 +
1
12
PT2a
)
+
1
6
[
γ1(I
T2
a − IT220 ) + γ2(IT2s − IT200 )
]
, (8.61l)
g1 =
(
−2
3
PT200 +
1
12
PT2s
)
− 1
3
[
γ1(I
T2
s − IT200 )− γ2(IT2a − IT220 )
]
,(8.61m)
g2 =
(
−2
3
PT220 +
1
12
PT2a
)
− 1
3
[
γ1(I
T2
a − IT220 ) + γ2(IT2s − IT200 )
]
, (8.61n)
h1 =
(
1
2
PT2s −
1
3
PT200
)
, (8.61o)
h2 =
(
1
2
PT2a −
1
3
PT220
)
, (8.61p)
i1 =
(
3PT220 −
5
2
PT2a
)
+
(
−4
9
PT3δ020 −
4
9
PT3δa0a +
2
9
PT3δa0
)
, (8.61q)
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i2 =
(
−3PT200 −
5
2
PT200
)
+
(
−4
9
PT3δ000 +
4
9
PT3δs0s +
2
9
PT3δs0
)
, (8.61r)
j1 =
5
3
(
PT200 + P
T2
s
)
, (8.61s)
j2 =
5
3
(
PT220 + P
T2
a
)
, (8.61t)
m1 =
(
1
4
PT200 +
1
8
PT2s
)
, (8.61u)
m2 =
(
1
4
PT220 +
1
8
PT2a
)
, (8.61v)
n1 =
(
− 1
12
PT200 +
1
4
PT2s
)
+
(
−1
6
PT3δ000 +
1
18
PT3δs0s +
1
18
PT3δs0
)
, (8.61w)
n2 =
(
− 1
12
PT220 +
1
4
PT2a
)
+
(
1
18
PT3δ020 +
1
18
PT3δa0a +
1
18
PT3δa0
)
. (8.61x)
It can be noted here that
d1 = 2c1, d2 = 2c2, 4m1 = b1, 4m2 = b2; (8.62)
in total the coefficients in the filament EOM as given here contain 18 independent
components. For systems with equally diffusion state variables, the coefficients
g1, g2 simplify to
f1 =
11
12
IT200 +
1
4
IT2s , f2 =
11
12
IT220 +
1
4
IT2a . (8.63)
g1 = I
T2
00 −
1
4
IT2s , g2 = I
T2
20 −
1
4
IT2a . (8.64)
8.3.4 Contributions due to the perturbation term u˜
To see how the perturbative corrections u˜ affect the filament EOM, we determine
the correction term u˜ up to O(λ2) (see Chapter 7) in the quasi-stationary approx-
imation. While the first order estimate u1 = ΛA(u1)A remains unaltered, aniso-
tropy manifests in second order. Compared to Eqs. (7.92)- (7.93) we obtain:
|u2〉 = ΛAΛB |(uk2)AB〉+ ε∂σw |uw2 〉
+
(
w2 − κ
3
)
|uww2 〉+RAB |(uR2 )BA〉 , (8.65)
with |(uR2 )BA〉 = Lˆ−10 Pˆ |ρBψA〉.
Akin to the isotropic case, these corrections cause the coefficients ai, bi, ci, di
i = 1, 2 to shift as in Eq. (7.96). Moreover, the additional term in the EOM
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(7.99) with coefficients ε2e1, ε2e2 is also generated in the anisotropic case. One
can check from (8.65) and (8.47) that some other coefficients in the EOM (8.60)
are also affected by the modification of the spiral wave profile:
f1 → f¯1 = f1 + f˜1, f2 → f¯2 = f2 + f˜2,
g1 → g¯1 = g1 + g˜1, g2 → g¯2 = g2 + g˜2,
j1 → j¯1 = j1 + εj˜1, j2 → j¯2 = j2 + εj˜2. (8.66)
As a consequence, the filament EOM (8.60) needs be amended to
~˙X =
(
γ1 + a¯1w
2 + b¯1k
2 + d¯1Dσw + f¯1R+ g¯1Dσ ~X ·R · Dσ ~X
)
D2σ ~X
+
(
γ2 + a¯2w
2 + b¯2k
2 + d¯2Dσw + f¯2R+ g¯2Dσ ~X ·R · Dσ ~X
)
Dσ ~X ×D2σ ~X
+ c¯1w[D3σ ~X]⊥ + c¯2wDσ ~X ×D3σ ~X
+ ε2e1[D4σ ~X]⊥ + ε2e2Dσ ~X ×D4σ ~X
+ h1[(DσR) · Dσ ~X]⊥ + h2Dσ ~X × (DσR) · Dσ ~X (8.67)
+ i1w[R · Dσ ~X]⊥ + i2wDσ ~X × (R · Dσ ~X)
+ j¯1[R · D2σ ~X]⊥ + j¯2Dσ ~X × (R · D2σ ~X)
+ m1[∇R]⊥ +m2Dσ ~X ×∇R
+ n1[∇
(
Dσ ~X ·R · Dσ ~X
)
]⊥ + n2Dσ ~X ×∇
(
Dσ ~X ·R · Dσ ~X
)
+O(λ5).
8.4 Discussion of filament motion
in the anisotropic case
8.4.1 Tidal forces due to anisotropy
With our dynamical equations (8.45) and (8.60), we have been able to mathemat-
ically capture the effect of non-trivial anisotropy of the myocardium with respect
to the propagation of electrical activity. The same equations naturally hold for
isotropic media; such ‘flat space’ scenario is easily recovered by equating all Ricci
tensor components to zero.
The terminology tidal forces that we have been using to denote the dynamical
effects of locally varying anisotropy deserves more attention here. In classical
physics terms, the ocean tides on earth are seen to result from non-homogeneity in
the gravitational field due to the sun and moon. More specifically, the differential
gravitational attraction that each of these two bodies exert on the earth, causes a
tidal force when considered relative to the earth’s midpoint. Consequently, such
tidal force can only be felt by an extended body, and generally tends to change the
body’s shape.
Tidal forces may evenly be described using geodesic divergence: due to the
finite distance between earth and sun, the radial geodesics that start in the sun’s
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center are not perfectly parallel near the earth. In the perpetual falling motion
of the earth around the sun, the constituents of the earth can therefore not follow
the geodesic paths as freely falling particles: this effect is felt as the tidal force.
From this simple reasoning can be seen that in a curved space formalism, tidal
forces originate from the relative spatial acceleration of initially parallel geodesic
curves. As we encounter a mathematically equivalent situation in our description
of generic anisotropy, the dynamical effects have also been referred to as ‘tidal’.
8.4.2 Residual force on a straight filament
Interestingly, from our law of filament motion (8.67) no simple stationary solutions
can be read for generic types of tissue anisotropy. For a filament that has aligned
with a geodesic one has D2σ ~X = 0, whence
~˙X = i1w[R · Dσ ~X]⊥ + i2wDσ ~X × (R · Dσ ~X) (8.68)
+ h1[(DσR) · Dσ ~X]⊥ + h2Dσ ~X × (DσR) · Dσ ~X
+ m1[∇R]⊥ +m2Dσ ~X ×∇R
+ n1[∇
(
Dσ ~X ·R · Dσ ~X
)
]⊥ + n2Dσ ~X ×∇
(
Dσ ~X ·R · Dσ ~X
)
+O(λ5).
Even in the case of vanishing twist along the filament, the gradient of the intrinsic
curvature measures R and Rσσ as well as off-diagonal components of DσR may
thus exert residual forces on the filament. As such, we have identified (possibly
small) deviations from the minimal principle presented in [13].
8.4.3 Evolution of total filament length
In Eq. (7.116), the change in filament length was found equal to [136]:
dS
dt
= −
∫
∂t ~X · ∂2σ ~Xdσ (8.69)
under no-flux or periodic boundary conditions. Generally, the Ricci curvature
terms in the filament EOM therefore do not sustain monotonous growth of fila-
ment length.
For the special case where the filament aligns with one of the principal axes of
the Ricci tensor, one has D2σ ~X ·R · Dσ ~X = 0; in such case we may write:
dS
dt
= −
∫ (
γiso1 + f¯1R+ g¯1 ~T ·R · Dσ ~T + j¯1 ~N ·R · ~N + j¯2 ~N ·R∗ · ~B
)
k2dσ.
(8.70)
Here, γiso1 is shorthand for the quantity (7.121) in an isotropic medium, and ~N
equals k−1D2σ ~X . Moreover, the j2 term has been reformulated using the dualized
Ricci tensor:
(R∗)AD = ABRBCCD. (8.71)
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8.4.4 Filament motion as a result of geodesic divergence
The curved space formalism exposed in Chapter 5 not only offers a mathematical
description, but also provides a way to reason in physical terms on filament be-
havior. For, in the end, filament motion is governed by their local geometry with
respect to the surrounding space; therefore one may interpret the Ricci curvature
terms that have emerged in our EOM in terms of the divergence of geodesics, as
depicted in Fig. (8.3).
We shall take the 3-direction of the local coordinate system here tangential to
the filament, so that it can be parameterized by the arc length σ. The different
components of Ricci and Riemann tensor can then be thought of in terms of diver-
gence and intertwining of geodesics near the filament. The starting point for this
interpretation is the geodesic deviation equation (A.23):(D2~n
Ds2
)α
+Rαβµνu
βnµuν = 0. (8.72)
The present discussion is restricted to the three dimensional case.
Figure 8.3: Types of geodesic deviation along the filament. The first two panels show intrin-
sic curvature (a) and shear (b) of the transverse plane, assessed by the relative acceleration
of the test geodesic G′ relative to the fiducial geodesic G. The fiducial geodesic H in panel
(c) is chosen locally tangent to the filament, and relative deviation of the test geodesic H ′
indicates divergence (c)of nearby geodesics that run locally parallel to the filament.
1. Intrinsic curvature of the transverse plane
The single component of the Riemann tensor that has only ties to the sur-
face transverse to the filament in a given point is R1212. A geodesic G′ in
the transverse plane that runs initially parallel to the geodesic G that leaves
the filament in the 2-direction, will accelerate towards it at a rate R1 212, ac-
cording to Eq. (8.72). For notational simplicity, we will henceforth denote
R1 212 = κ, (8.73)
and the above reasoning tells that κ < 0 correlates to divergence of geodesics
in the transverse plane (i.e. it becomes saddle-like), whilst κ > 0 indicates
sphere-like curvature of the hypersurface transverse to the filament.
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2. Shear of the transverse plane
Next, consider the quantityRσ 212, which also equalsR22 when evaluated on
the filament. The quantity considered indicates how much the test geodesic
G′ from the previous case accelerates in the direction of the filament (with
positive Rσ 212 denoting deviation towards the negative σ-axis). Therefore,
R22 measures shear of the transverse surface in the 1-direction.
3. Convergence of geodesics along the filament
When choosing the fiducial geodesic H locally along the filament, the test
geodesic, say H ′, that is slightly displaced in the 1-direction, bends towards
the filament at a rate R1 σ1σ . Therefore, one could say that the R
1
σ1σ el-
ement probes geodesic convergence in the plane spanned by the filament
tangent and the 1-direction, being positive in case of convergence, and neg-
ative if geodesics locally diverge. This quantity can be made rotationally
invariant by summingR1 σ1σ andR
2
σ2σ to equalRσσ . The elementR
1
σ2σ
indicates how the geodesic H ′ turns in the 2-direction. An appropriate rota-
tion of the 1, 2 axes around the filament can make this term vanish.
4. Local scalar curvature of space
When considering the divergence of geodesics in all three coordinate planes,
the summation Rµν µν needs to be performed, which eventually delivers the
Ricci scalar curvatureR.
A more complete discussion of sets of initially parallel geodesics can be found in
relativity textbooks, e.g. [155].
8.4.5 Spiral wave dynamics on a curved, anisotropic surface
Our investigations also allow to derive the rotation velocity of a spiral wave on a
curved surface with anisotropy. In such case, the filament degenerates to a phase
singularity point and therefore no twist or filament curvature effects arise. The
driving force for spiral drift and rotational corrections is the surface’s intrinsic
curvature κ = R1212; for isotropic two-dimensional media, κ equals the Gaussian
curvature KG. In this section, the formal expansion parameter should therefore be
interpreted as λ =
√|κd2|.
Next, we locally endow the surface with a nearly Euclidean coordinate system
(ρ1, ρ2), using radial geodesics that emanate from the instantaneous rotation center
of the spiral. Evidently, these geodesics are constrained to the surface under study.
It may be noted here that the thus constructed coordinates are Riemann normal
coordinates in two dimensions [124].
In two dimensions, the metric tensor in Eqs. (8.14)-(8.15) reduces to
gEF = δEF +
1
3
REABF ρ
AρB +
1
6
REABF ;Cρ
AρBρC , (8.74a)
gEF = δEF − 1
3
RE FAB ρ
AρB − 1
6
RE FAB ;Cρ
AρBρC . (8.74b)
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The lowest order drift of the spiral wave turns out to be entirely due to metric
drift
~eF · ~˙X = 1
2
∂A|D|
|D| δ
AB 〈YF | Pˆ |ψB〉+O(λ3), (8.75)
from which follows
~˙X = γ1
∇|D|
2|D| + γ2~n×
∇|D|
2|D| +O(λ
3). (8.76)
with n a normal vector to the medium oriented in the same sense as ω0. This lowest
order result is identical to the metric drift for filaments in a three-dimensional
excitable medium. If metric drift corrections are present (i.e. the local properties
of the medium viewed in a laboratory frame are not homogeneous), the correction
u˜ reads, in the quasi-stationary approximation,
u1 = δ
AB∂A
∇|D|
2|D| (u1)B (8.77)
with (u1)A = Lˆ−10 Pˆ |ψA〉 as before in Eq. (7.91).
Allowing metric drift corrections, the spiral wave’s rotational frequency up to
O(λ3) is readily obtained from (8.47):
ω − ω0 = −〈Yθ| 1√|gc|∂A(D0
√
|gc|)Pˆ gAB∂B |ψA〉+ 〈Yθ|ΓABCgBC Pˆ |ψA〉
−1
2
〈Yθ| (gAB − δAB) Pˆ ∂B |ψA〉 − λ2
2
〈Yθ | u˜F′′(u0)u˜〉. (8.78)
With expressions (8.74), one computes that ΓABCg
BC = 23κρ
A + O(λ3) and
1
2∂
2
CDg
AB(0) = κ3 
A
C
B
D +O(λ3), whence
ω−ω0 = s0κ+PR1s
∆|D|
2|D| +〈Y
θ | (u1)A F′′(u0) (u1)A〉
(∇|D|
2|D|
)2
+O(λ4).
(8.79)
with
s0 =
2
3
(
2PR1s + P
R2δ
00 − 2PR2δs
)
. (8.80)
For the particular case of a spiral wave rotating on a sphere with large enough
radius R to avoid self-interaction of the spiral wave, we obtain with κ = KG =
1/R2 that
ω = ω0 +
s0
R2
. (8.81)
In [132], the parabolical dependence of ω(R2) was obtained phenomenologically;
we have obtained the coefficient of the quadratic term here in an explicit way. Due
to the circumferential deficit that arises for positive κ, it may be expected a priori
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that s0 typically takes positive values.
For the higher order curvature corrections to the spiral drift, we restrict our-
selves curved surfaces that are isotropic and homogenous. This choice makes the
metric drift corrections vanish and moreover u˜ = O(κ) = O(λ2). For that reason,
modifications of the spiral wave profile effects can only induce spiral drift from
O(λ5) onwards. In the footsteps of the three-dimensional case, we are led to
− ~eF · ~˙X = −1
2
GABC 〈YF | ρBρC Pˆ |ψA〉
+
1
6
∂3CDEg
AB(0) 〈YF | ρCρDρEPˆ ∂B |ψA〉+O(λ5). (8.82)
Finally, we reach following formula for spiral drift on an inhomogeneously curved
two-dimensional surface:
~˙X = s1 ∇κ+ s2 ~n×∇κ+O(λ5), (8.83)
with dynamical coefficients
s1 =
(
1
4
PT200 +
1
2
PT2s
)
+
1
9
(−2PT3δ000 + PT3δs0s + PT3δs0 ) , (8.84a)
s2 =
(
1
4
PT220 +
1
2
PT2a
)
+
1
9
(
2PT3δ020 + P
T3δ
a0a − PT3δa0
)
. (8.84b)
Here too, the dynamics of the excitation pattern is significantly altered by the sign
of a dynamical coefficient. For positive s1, the spiral wave will drift towards the
points with largest Gaussian curvature (i.e. bulges in the surface), whilst negative
s1 attracts spiral cores to those saddle points of the surface that have the most
negative value for κ.
Note that the present treatment also holds for a surface that is locally composed
of the same prototypical fiber, and could therefore to some extent represent a patch
of atrial tissue. Also, thin tissue slabs that exhibit transmural myofiber rotation
can be approached with the same formalism, using an effective electrical diffusion
tensor.
8.5 Filament motion in rotational anisotropy
8.5.1 Finding geodesics from a symmetry principle
An elegant way to assure that a curve in a medium with local anisotropy may be
found in turning to a symmetry principle. Hereto, we formally rely on a theorem
in Chapter 11 of [156]; it is the answer to the question: “If you fold a sheet of
paper once, why is the crease a straight line?”
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The theorem states that “the fixed set of an isometry consists of connected
components, each of which is a totally geodesic submanifold”. Otherwise put,
if one can identify a symmetry of the medium that preserves length, an invariant
set V of points is guaranteed to be a totally geodesic submanifold, i.e. if one
initiate a geodesic curve tangent to V , the entire geodesic will be included in V .
As a corollary, the symmetry axes of an anisotropic medium are always geodesic
curves. Additionally, symmetry planes are totally geodesic submanifolds.
Applied to an excitable medium with rotational anisotropy, the transmural axis
is immediately proven to be a geodesic; the symmetry operation involved is a
rotation of 180◦ around the transmural axis. Note that this condition is also obeyed
in the case when the myofiber rotation rate is not constant throughout the wall.
Under the condition of constant myofiber rotation rate, one can moreover deduce
that all local material axes in the medium (which are translationally invariant) are
geodesic curves.
8.5.2 Drift of a straight intramural filament
As a particular case to our filament EOM, we consider a straight untwisted fila-
ment that is oriented intramurally in a medium with rotational anisotropy. This
problem was considered by Wellner et al. in [127].
First, we remark that a line orthogonal to the axis of fiber orientation is left in-
variant under point reflection through a point in that line. Provided that myocardial
fiber rotation rate is constant, such operation preserves distance in the anisotropic
medium, whence the line is a geodesic. Combined with the fact that we investigate
an untwisted filament here, most of the terms in (8.67) vanish. Given that rota-
tional anisotropy with fixed fiber rotation rate yields a space with constant Ricci
scalar, only two terms in the filament EOM survive at all:
~˙X = n1∇
(
Dσ ~X ·R · Dσ ~X
)
+ n2Dσ ~X ×∇
(
Dσ ~X ·R · Dσ ~X
)
. (8.85)
Following section 5.3, we lay the Z-axis of our standard Cartesian frame in the
transmural direction. As in [127], we take the infinitely long filament parallel to
the Y-axis, and the fiber direction aligned with the X-axis in the plane with z = 0.
From Eq. (8.85), the filament is seen to respond to the gradient of
T = Dσ ~X ·R · Dσ ~X (8.86)
by drifting at an angle Γ with
tan Γ =
n2
n1
(8.87)
relative to ∇T ; herein Γ applies to the rescaled (curved) space. As the anisotropy
considered exhibits only dependence on the transmural coordinate, ∇T points in
the transmural direction. In our view, the problem has turned equivalent to the
drift of a filament in the presence of a gradient in the medium properties, such as
temperature or a reaction parameter [81, 157].
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Using accents to denote the rescaled (curved) space, the drift (8.85) may be
written
dz′
dt
= n1Dz′T, dx
′
dt
= n2Dz′T. (8.88)
Given the local rescaling laws
dx =
√
Dxx
D0
dx′, dz =
√
Dzz
D0
dz′, (8.89)
it follows that
dx
dz
=
n2
n1
√
Dxx
Dzz
=
n2
n1
√
DL cos2 pz +DP sin
2 kz
DT
. (8.90)
From this, the filament trajectory in the XZ plane is obtained as an incomplete
elliptic integral of the second kind; our result is identical to the findings in [127].
Hereafter we determine the filament’s transmural coordinate as a function of
time, based on Eq. (8.91). Aided by the rescaling properties (8.89) we obtain
dz
dt
= n1
Dzz
D0
DzT. (8.91)
Next, it is noted that
T = Dσ ~X ·R · Dσ ~X = Ryy
(
∂y
∂y′
)2
=
Dyy
D0
Ryy. (8.92)
When the covariant derivative acts on T , the factor Dyy can be brought in front of
the derivative action, as it is proportional to the metric tensor. After computation
of the appropriate transport coefficients one is led to:
DzRyy = −µ3χ sinµz cosµz, (8.93)
with µ the (constant) myofiber rotation rate and χ a dimensionless parameter that
relates to the principal diffusivities in the medium:
χ =
DT (DL −DP )(DL +DP )2
D2LD
2
P
. (8.94)
This way we arrive at
dz
dt
= −n1DT
D0
Dyy(µz)
D0
χµ3 sinµz cosµz. (8.95)
The resulting one-dimensional dynamical system has equilibrium states for posi-
tions with µz = mpi, m ∈ Z. These loci correspond to places where the filament
is either aligned or orthogonal to the local myofiber direction. The stability of
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the preferred positions depends on the sign of the coefficient n1: if n1 < 0, the
drifting filament stabilizes in layers where myofibers run parallel to it. For n1 > 0,
however, the myofiber direction will be orthogonal to the filament in the final state.
Once more, we observe qualitatively different filament dynamics if the sign of a
dynamical coefficient is altered.
Upon inserting Dyy = DP cos2 µz + DL sin2 µz, expression (8.95) may be
integrated to yield the time course of the filament. After a substitution u = sin2 µz,
we obtain the solution
q(t−t0) = ln(sin2 µz)−DP
DL
ln(cos2 µz)−DL −DP
DL
ln
(
sin2 µz +
DP
DL −DP
)
.
(8.96)
Herein, the time scale parameter for the drift of the filament towards a plane of
stability reads
q = −2n1µ4χDPDT
D20
. (8.97)
Notably, the characteristic time for drift scales proportional to the fiber rotation
rate to the power four. The third term in (8.96) is not encountered in the treatment
by Wellner et al. , who also had q ∝ µ2. A visual comparison between their result
and our outcome is offered in Fig. 8.4. The time scales between both solutions can
not be related quantitatively here, as the time scale identified in [127] was defined
using the matrix element PT0 instead of PT2. Note that the relatively sharp tran-
sition to the equilibrium position from numerical experiments as depicted in Fig.
8.4a is in qualitative agreement with our result (8.96), denoted by the solid line in
panel (b) of the same figure.
a) b)
Figure 8.4: Transmural coordinate z for a drifting intramural filament for rotational ani-
sotropy with constant pitch p. Panel (a) presents the theoretical and numerical outcome
from [127]. The solid line in panel (b) displays the predicted behavior according to our Eq.
(8.96) with n1 < 0, compared to Wellner et al. (dashed line).
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8.5.3 Stability of a straight transmural filament
To conclude our treatment of filaments in anisotropic media, we lay the scroll
wave filament in the transmural direction in a medium with rotational anisotropy.
It is known from numerical simulations that such filament may destabilize when
fiber rotation is taken into account, even when the straight filament is stable in an
isotropic medium [46]. A quantitative explanation to this phenomenon has not yet
been presented in literature.
From the symmetry argument in 8.5.1, we already know that curves parallel
to the Z-axis are geodesics. To simplify further calculations, we take a coordinate
frame that twists with myofiber rotation, i.e. ~e1||~ef for all z. Note that these are not
the twist-adapted Fermi coordinates from our theory. Rather, the reference system
taken here corresponds to the relatively parallel adapted frame that was sketched
in Fig. 7.4b.
We have yet calculated the components of the Ricci tensor for rotational aniso-
tropy in paragraph 5.3.2. However, as these were referenced to the laboratory (Eu-
clidean) reference system, we need the Jacobian matrix for the coordinate transfor-
mation xi → x′µ to find the Ricci tensor components in the current frame, using
Eq. (5.18). Luckily, we have
J i µ =
∂xi
∂x′µ
= eiµ (8.98)
so that the prescribed rotation of the reference triad immediately yields:
J i µ = e
i
µ =

cosα
√
DL
D0
− sinα
√
DP
D0
0
sinα
√
DL
D0
cosα
√
DP
D0
0
0 0
√
DT
D0
 . (8.99)
It can be checked with (8.99) that the metric tensor gµν = eiµe
j
νgij reduced to the
identity matrix, and the Ricci tensor gains a constant diagonal shape with entries
R (DL+DP )(DL−DP ) , −R (DL+DP )(DL−DP ) and R. From the diagonal shape of the Ricci tensor
and R and Rσσ being constant, it can be concluded that a filament parallel to the
Z-axis exhibits translational equilibrium, irrespective of its twist properties. To
investigate whether such equilibrium is stable or unstable is the task at hand.
Turning to the twist equation, the equilibrium state w = 0 is unaffected by R
and Rσσ as they are constant along the filament. Due to our particular coordinate
system, an untwisted filament in the natural reference frame around it is twisted
when viewed in the laboratory frame, with twist equal to the myocardial rotation
rate µ (with a different sign). For practical application, we will nevertheless lin-
earize the filament around a non-zero twist w′0, measured in the twisted frame. A
filament that is untwisted in the laboratory frame would therefore gain
w′0 = µ
′ =
√
D0
DT
µ, (8.100)
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where explicit rescaling along the Z-direction has been carried out.
We make use of the same linear basis for perturbations around the filament as
in our treatment of the sproing instability in paragraph 7.4.2. In the twisted frame
around the filament, we introduce small helicoidal perturbations of radius r and
winding period 2pi/p:
x′ = r cos pz = r cos p′z′, y′ = r sin pz = r sin p′z′. (8.101)
The stability analysis may now be continued by investigating under which condi-
tions the growth rate for r could becomes positive.
We shall furthermore assume that the anisotropy-induced corrections to the
twist are not strong enough to cause instability at the level of the twist evolution
equation. However, a helical trajectory also brings in an twist contribution, since
parallel transport along the helix necessitates a phase evolution of 2pi per winding
of the helix. Taking into account the arc length parameter from (7.109), we obtain
following twist in the adapted frame:
w′ = −w′0 −
p′√
1 + p′2r2
. (8.102)
Further analysis can be restricted to expanding the full filament EOM in first
order in r for the initial position and twist given by Eqs. (8.101)-(8.102); this
procedure is easily implemented in a symbolic algebra toolbox. Up to O(λ4) in
our gradient expansion, the growth rate Ω turns out to be of following form:
r˙ = Ωr =
(C1(p′z′)w0p′ + C2(p′z′)p′2 + C3w0p′3 + C4p′4) r (8.103)
with explicit coefficients:
C1 = i2µ
′2
2
Af + µ
′2
2
Av [i1 sin(2p′z′) + i2 cos(2p′z′)] , (8.104a)
C2 = −
[
γ1 + a¯1w
′
0
2 − (f¯1 + g¯1 + i2) µ′2
2
Af
]
+
µ′2
2
Av [(j¯2 − i1) sin(2p′z′) + (j¯1 − i2) cos(2p′z′)] , (8.104b)
C3 = 2a¯1 + c¯2, (8.104c)
C4 = e1 − a¯1 − c¯2 (8.104d)
Interestingly, the anisotropy properties of the medium gather into two distinct di-
mensionless ratios in the description of filament instability:
Af = (DL −DP )
2
DLDP
, Av = D
2
L −D2P
DLDP
. (8.105)
The ratio Af precedes terms that are fixed for all transmural coordinates, whereas
Av comes with terms that vary with transmural position. From Fig. 8.5 it can be
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seen that the Av > Af if DL > DP . As the relative difference is largest in media
with small anisotropy ratios DL/DP , the terms that vary with transmural coordi-
nates are likely to play a bigger role in such media. For large anisotropy ratio, both
indices tend to DL/DP .
Figure 8.5: Anisotropy indices in stability analysis of a transmural filament: comparison
of Af (solid line) and Av (dashed line) for varying anisotropy ratio.
Let us continue our stability analysis by considering the simplest case with
w′0 = 0, which corresponds to a scroll wave that is initiated under equilibrium
twist conditions. This makes the contributions from C1 and C3 vanish; thereby the
growth rate may be written
Ω(p′, z′) = p′2
(C2(p′z′) + C4p′2) . (8.106)
Compared to the sproing instability in the isotropic case that was displayed in
panels (a) and (c) from Fig. 7.5, we observe that the rotational anisotropy acts
on two levels. First, the nominal filament tension γ1 is effectively shifted over a
constant value proportional to −µ′2Af/2; this effect may be either a stabilizing
or destabilizing, depending on the sign of
(
f¯1 + g¯1 + i2
)
. Secondly, the leading
order contribution Ω/p2 is seen to exhibit cyclic variation with the transmural
coordinate, with amplitude
A =
µ′2
2
Av
√
(j¯2 − i1)2 + (j¯1 − i2)2. (8.107)
Hence, when fiber rotation rate is increased, the growth rate Ω(p′, z′) can reach
positive values only if
Af
(
f¯1 + g¯1 + i2
)
+Av
√
(j¯2 − i1)2 + (j¯1 − i2)2 < 0. (8.108)
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Moreover, the conditions for growth of an instability will first only be fulfilled
in a small transmural zone at the same time. Right after this onset of transla-
tional instability, the filament tension prevents further growth of the instability,
although bounded time-dependent perturbations of the instantaneous filament tra-
jectory may be observed in this regime. The spatial dependence of the growth rate
has been visualized in Fig. 8.6 by adding the transmural position in as a second
coordinate axis.
Figure 8.6: Growth rate for instability of a transmural filament in rotational anisotropy, for
a scroll wave that is twisted with the same pitch as the medium (a) and for a scroll wave
that appears untwisted in the laboratory frame of reference (b). Since the growth rate for
instability depends on the transmural coordinate localized instabilities develop along the
filament.
When the myofiber rotation rate is further increased, the instability will more
strongly develop as a local bulge in the filament and lead to an effective trans-
lational instability. The subsequent evolution of the instability falls outside the
scope of our present effort. Nevertheless, in the foregoing we have shown why the
growth of full helical instabilities as in the case of sproing does not occur. To sum-
marize, if the scroll wave is initiated under twist equilibrium, the straight filament
can only remain stable for high fiber rotation rate if the condition (8.108) is not
fulfilled.
We now turn to the more complicated case of a scroll wave that is initially
untwisted in the laboratory frame, which has therefore w′0 = −µ′ in the reference
frame adapted to the transmural myofiber rotation. In the long-wavelength limit
(i.e. small p′), the growth rate is always found to take positive values since
Ω(p′, z′) = −p′µ
′3
2
i2Af − p′µ
′3
2
Av [i1 sin(2p′z′) + i2 cos(2p′z′))] +O(p′2).
(8.109)
As in the previous case, the benign effect of filament tension γ1 may overcome this
destabilizing effect by allowing only a narrow interval in which the growth rate is
positive. Because the instability described here situates in the low-wavelength
regime, the growing instability affects the part of the filament for which Ω is pos-
itive as a whole. Short-wavelength perturbations are also a sustained by the full
equation (8.103). Here too, the instability first sets in only in a localized transmural
region. The resulting instability will therefore also manifest as a local protrusion
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in the filament shape.
The effect of reversing the scroll wave’s rotation sense is most easily be studied
by changing the sign of the fiber rotation pitch µ, as all dynamical coefficients in
the filament EOM remain unchanged with this approach. Due to the appearance of
only even powers of p and µ, the growth rate Ω does not change under such mirror
symmetry of the medium. However, without the time averaging over one rotation
period, parity breaking terms do appear and may therefore discriminate between
the evolution of scroll waves of opposite chirality.
The outcome of our perturbative analysis is in qualitative agreement with ex-
isting numerical simulations of filament dynamics in the presence of rotational
anisotropy. Evidently, a direct comparison between theory and numerical experi-
ment would be appropriate here.
9
Synthesis: Assessment of
intrinsic curvature using RTI
In the previous chapter, the temporal evolution of a scroll wave filament in aniso-
tropic cardiac tissue was shown to strongly depend on the associated Ricci curva-
ture tensor. Here, we expose an integrative approach to realistically quantify the
intrinsic curvature effects for individual hearts by fusing the curved space formal-
ism with the diffusion tensor imaging that was discussed in chapter 3 of this thesis.
The basic observation is that the principal material axes of a piece of myocardium
directly correlate to both the electrical diffusion tensor Del and the proton diffu-
sion tensor Dpr.
If one manages to estimate the typical dynamical coefficients in the filament
EOM, the methodology outlined here could serve for patient-specific risk stratifi-
cation on the development of structure-induced cardiac arrhythmias.
9.1 Methods
Our present treatment is valid under the approximation that a single dominant lam-
inar orientation is present in the myocardial tissue. In that circumstance, the elec-
trical and proton diffusion tensor share the same set of eigenvectors, and possess
the same order in eigenvalues. Using the direct product of vectors we may there-
fore write
Del = D
el
1 ~ef ⊗ ~ef +Del2 ~es ⊗ ~es +Del3 ~en ⊗ ~en, (9.1a)
Dpr = D
pr
1 ~ef ⊗ ~ef +Dpr2 ~es ⊗ ~es +Dpr3 ~en ⊗ ~en. (9.1b)
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However, the eigenvalue ratios differ considerably: detailed measures of conduc-
tion velocity in [9] yielded an anisotropy ratio of 18.5 : 3.2 : 1 for the electrical
diffusion tensor, whereas ex-vivo DTI on canine hearts resulted in absolute proton
diffusivities of (1.0, 0.55, 0.45) µm2/ms. Nevertheless, Del can be reconstructed
given a measurement of Dpr by DW-MRI means using expression (9.1a): it suf-
fices to plug experimentally obtained eigenvalues in Eq. (9.1a) together with the
eigenvectors found by DTI. This approach is commonly chosen in present-day
numerical simulations that aim to fiducially represent anisotropic cardiac tissue.
Our addition is to use the estimate of Eq. (9.1a) to compute the Ricci curvature
tensor and Ricci scalar in each point of an DTI data set. Spatial derivatives in
Eqs. (A.13),(A.7) are for now evaluated by simple finite differences on the lattice
formed by the DTI data.
9.2 Ricci scalar map of rabbit ventricle
For simple visualization, we have plotted the Ricci curvature scalar in an axial slice
and a coronal slice for a rabbit heart1. In representing the Ricci scalar, blue color
encodes negative scalar curvature, while red stands for positively curved space.
As anticipated with the example of rotational anisotropy, we observe that most
parts of the myocardium exhibit a negative curvature scalar. Moreover, regions
with most intense intrinsic curvature relate to zones where myofiber diverge (e.g.
LV-RV fusion sites) or rotate abruptly (e.g. border zone with papillary muscle);
these zones have yet been suspected to play an important role in the development
of cardiac arrhythmias.
Figure 9.1: Ricci scalar map for rabbit ventricle in axial (a) and coronal (b) view.
1DTI data set courtesy to Dr. Flavio Fenton.
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9.3 Discussion of RTI
The RTI methodology presented here is still preliminary. To start with, one will
need to assess reproducibility and the effects of noise in estimating the curvature
tensors, as the method involves taking the second spatial derivatives of fitted ten-
sors on a grid of modest spatial resolution. Moreover, the correspondence between
the electrical and proton diffusion tensor requires further quantitative validation;
perhaps the anisotropy ratios need to be adapted for different anatomical sites. In
the light of the coexisting laminar populations that were investigated in Chapter
4, the simple strategy outlined here will require additionally amendments to deal
with such complex laminar structure.

10
Conclusions and outlook
10.1 Anisotropy, geometry and
pathways to instability.
10.1.1 Anisotropy revisited
In the strictest sense of the word, anisotropy indicates anything that breaches local
isotropy in a material. In more abstract terms, anisotropy breaks local rotational
symmetry of a medium, and thereby affects the previously isotropic processes tak-
ing place within it. Throughout this work, we have engaged two different strategies
to deal with this particular circumstance.
Our first tactic is a seminal one in both scientific and everyday problem-solving:
if faced with a novel difficulty, reduce it to a known problem1. Thus, when con-
fronted with anisotropy, perform a local rescaling to restore isotropy. The price to
pay is that one will have to operate in a non-Euclidean space, wherein tidal forces
(Ricci curvature terms) enrich the dynamics of extended structures. We have con-
cretized this approach by original application to the motion of wave fronts and fil-
aments in anisotropic excitable tissues, which uncovered their effective equations
of motion in a non-isotropic context.
A second stance towards anisotropy is a more pragmatic one: turn any com-
plication to a potential advantage. Specifically, observing processes which are
subject to anisotropy may serve to examine the properties of the medium. This
1A particular realization of this option for electric systems is to turn the device off and on again. In
a cardiac context, the resulting procedure is better known as defibrillation.
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is how myocardial anisotropy is commonly quantified in the first place, namely
by recording directional differences in the conduction velocity of action poten-
tials. We have benefited from another process, i.e. the thermal diffusion of water
molecules, to assess the principal material axes in extended volumes of myocar-
dial tissue with diffusion-MRI. Without having to resort to an underlying diffusion
model, we were able to infer the orientation of crossing myofibers and cleavage
planes on purely geometrical grounds using a method which we have called dual
QBI. Although anisotropy with respect to electrical diffusion largely differs from
the restricted diffusion of water, both sets of principal axes coincide with the tis-
sue’s local material axes, which enables the coupling of orientational information
from one process to the other. This methodology has been used before to produce
realistic anatomical maps that include fibrous and laminar organization based on
DTI measurements.
In the ‘curved space interpretation’ of anisotropy, we have drawn from DTI
data sets to extract intrinsic curvature properties of the myocardium, which act on
wave fronts and filaments through the lensing effect and tidal forces, respectively.
10.1.2 Anisotropy effects are either tidal or fictitious
The seemingly complicated motion of scroll wave filaments in media with rota-
tional anisotropy has been the subject of many numerical and analytical studies.
We have pursued the idea initiated in [13] to treat the inverse of the electrical dif-
fusion tensor as the metric tensor for the space under study. Realistic ventricular
anatomy turns this background space into a heavily curved Riemannian manifold,
which provokes the non-trivial dynamics of rotor filaments in the eyes of an exter-
nal observer.
A scientist that starts to reason in the curved space formalism soon realizes
that only the relative acceleration of initially parallel nearby geodesics can invoke
original anisotropy effects, which are known as tidal forces in gravity theory. All
other phenomena that were perceived in the common laboratory system of refer-
ence should be regarded upon as merely fictitious forces, i.e. consequences of
choosing a non-ideal reference frame. In the very same way, gravitational force is
gauged away in Einstein’s general relativity theory, for gravity may be considered
fully due to intrinsic curvature of spacetime.
Finally, it is worth noting that not all tidal forces violate the minimal princi-
ple for rotor filaments. In particular, Ricci tensor terms that couple to extrinsic
filament curvature in the filament EOM do not act on locally straight filaments
unaffected.
10.1.3 Universality in the dynamics of excitation patterns
A major concern with present-day mathematical models that are used to represent
cardiac activation sequences is that it is hard, if not impossible, to forecast how
a particular model that was conceived at the single cell level will behave in ex-
tended pieces of tissue. In particular, varying the electrophysiological parameters
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is known to influence stability of wave fronts, spirals and scroll waves. Even more,
models which have the same restitution properties and action potential profile may
nevertheless give rise to substantially different filament behavior [128]. Also, it
turns out that some extremely detailed ionic models exhibit the same type degree
of complexity in their activation patterns as simple reaction-diffusion models do.
Endorsed by the geometrical theories for activation fronts and rotor filaments
that were advocated in this work, we may draw the conclusion that all reaction-
diffusion systems that sustain activation fronts behave remarkably similar, given
that only a handful of dynamical coefficients (c, γ, ω, γ1, γ2) accounts for the ba-
sic motion of wave fronts and filaments (disregarding dispersion and meandering
effects). Describing the more pronounced curvature effects requires additional
coupling constants. We have found that four of them suffice to capture wave front
dynamics up to second order in curvature, even in an anisotropic context. Since
filaments have got more degrees of freedom (i.e. three zero modes), their descrip-
tion requires not less than 17 coefficients in isotropic media, and 16 to capture the
additional effects of anisotropy (up to the order given here). In this listing, we have
yet eliminated the components of the filament motion that average to zero during
one rotation period.
The situation may be compared to classical mechanics, where the motion of a
rigid body can be accurately determined from the initial conditions once the cou-
pling factors to external forces are given. In lowest order, the unique parameter is
the mass of the body, which for that reason therefore resembles the filament tension
coefficient γ1 for scroll wave filaments. In a more advanced description, the rigid
body is seen to possess other dynamical coefficients such as a moment of inertia,
a drag coefficient and perhaps an electrical charge, which mediate supplementary
forces. Inclusion of the previously neglected effects brings a better description of
the object’s motion, at the cost of a more involved equation of motion. A major
difference between filament motion and the classical mechanics of a flexible rod is
that filaments have no inertia, because their EOM is first order in time. Therefore,
filament dynamics is similar Aristotelian mechanics, where motion is determined
by friction forces, rather than inertia.
Part of the success of modern physical theories lies in the insight gained by
formulating evolution equations as an action principle. For wave fronts, we have
been able to cast the lowest order velocity-curvature relation into an elegant vari-
ational principle, in spite of the dissipative nature of the system. Again, distinct
RD models generate potential functions which only differ in the pre-factors that
go with each term.
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10.1.4 Pathways to instability from the extended
equations of motion
Based on our newly derived dynamical equations, we have been able to shed new
light on dynamical instabilities that have been observed with scroll wave filaments
and wave fronts. In particular, our analytical description pinpoints several mecha-
nisms which may destabilize filaments and thereby lead to fibrillation. In isotropic
media the effective tension of a rotor filament was proven to depend on several ge-
ometric invariants: the local twist and filament curvature, and derivatives of these
with respect to arc length along the filament. For the first time, we have derived
explicit coupling terms between twist and translational degrees of freedom; our
extended equations of motion not only cover the sproing instability in quantitative
terms, but also indicate that local filament curvature may impair the stabilizing
twist diffusion process.
When taking into account tissue anisotropy within the operational distance
framework, the Ricci scalar curvature of space is observed to shift the effective
filament tension. For the particular case of rotational anisotropy, the Ricci curva-
ture scales quadratically with the myofiber rotation rate, which suggests that we
may have uncovered an important mechanism for anisotropy-induced filament in-
stability. Nontrivial anisotropy further complicates filament dynamics, as it spoils
the principle that the filament always reacts to external perturbations by drifting
under a fixed angle with the direction along which the perturbation is applied. The
culprit is a Ricci tensor term in the filament equation of motion that couples to local
filament curvature. In a rotational anisotropy setting, the Ricci tensor varies with
the local fiber rotation and thereby acts differently on other parts of a transmural
filament, which we have proven to be a possible pathway to filament instability
using linear stability analysis. In our analysis of a transmural filament in rotational
anisotropy, we have managed to effectively unwind the medium by choosing a ref-
erence frame that rotates with the fiber rotation. Such frame facilitates calculation
of the tidal forces, since the Ricci tensor is reduced in a constant diagonal matrix.
Our analysis of a transmural filament in rotational anisotropy shows that the
destabilization of the filament is highly similar to the sproing instability in an
isotropic medium, as an untwisted scroll wave in an Euclidean frame of refer-
ence confers to a homogenously twisted scroll wave in a locally Euclidean space
around the filament. Remarkably, the local myofiber rotation makes the growth
rate for translational instabilities not only sensitive to their wave number, but also
to the transmural coordinate. For that reason, the filaments only locally destabilize
in such medium.
The concept of physical tension as a criterion for stability has been broad-
ened here to encompass curvature-induced wave front instabilities instead of fila-
ments. The lowest order coefficient that enters the velocity-curvature relation was
attributed the physical meaning of surface tension. In systems such as myocardium
where not all state variables diffuse at the same speed, the obtained surface ten-
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sion coefficient may take values that are different from one. In particular, ionic
models with negative surface tension would exhibit unstable wave fronts, in anal-
ogy with tension-related filament instabilities. The second order corrections to the
velocity-curvature relation, which were originally derived here, indicate that wave
front curvature alters the effective surface tension, enabling instabilities to develop
in activation fronts that are too intensely curved.
10.2 Applications
10.2.1 Understanding arrhythmias
First and foremost, we value the insights that are gained from a novel physical
theory. Given the not quite restrictive regime in which our geometrical theories
for wave fronts, wave trains and rotor filaments were developed, they yet cover a
broad class of models of cardiac activation. So far, all reaction-diffusion models in
the continuous monodomain approximation with differentiable kinetics have been
demonstrated to obey the laws derived. The wide range of models covered permits
to judge in general and quantitative terms on the dynamics of cardiac excitation
patterns.
Evidently, the study of cardiac arrhythmias and disease is infinitely larger than
writing down a set of equations that explain a only small part of the life cycle of a
heart rhythm disorder. Luckily, our research turned out to be located on the trailing
edge between a disordered heart and a failing one. Yet solely for that reason, any
relevant tool from medicine, technology, pharmacology or statistics – let alone
differential geometry – must be considered a welcome one.
10.2.2 Time-efficient numerical computations
The development of equations of motion for wave fronts and rotor filaments in
regimes of moderate curvature paves the way for numerical studies of activation
wave dynamics that are solely based on the motion of their organizing centers. For
a given RD model, the set of dynamical coefficients that appears in the EOM up to
given order may be calculated by either explicit evaluation of the overlap integrals
of Goldstone modes, or parameter fitting from forward numerical simulation of the
RDE in standard geometries. In future realizations, typical experimental values of
such coefficients may be employed once they have been measured. Given the
EOM, the initial configuration of a wave front or filament needs be discretized,
after which forward evolution of the EOM, which is first order in time, may be
explicitly implemented. With N elements on each side of a cubic lattice, solving
the full RDE is a process of order N3, whereas tracking only wave fronts scales as
O(N2) and a filament merely necessitates O(N) elements.
The proposed approach is compatible with realistic fiber and laminar struc-
ture of the heart through the Ricci Tensor Imaging (RTI) correspondence. With
these elements, we estimate it feasible to replicate a single transmural filament in
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a realistic anatomy and check where the filament equilibrates, or by which reason
it loses stability to induce a state of fibrillation. Unfortunately, with the present
description it is not possible to look further than the time where the filament be-
comes unstable, since one does not yet dispose of a theory of filament interaction.
The same kind of investigation could be conducted with wave fronts initiated in
a realistic geometries; here the evolution must be stopped when wave breaks are
induced, as it is still unclear how to treat them in a way that is consistent with
geometric filament dynamics.
10.2.3 Relevance to other excitable and oscillatory systems
The insights gained from our investigations on cardiac activation dynamics have
been attained using generic reaction-diffusion models with an arbitrary number of
state variables. Therefore, we expect our findings to be evenly applicable to other
active media that are modeled using reaction-diffusion equations. Specifically, spi-
ral wave structures may occur in both excitable and oscillatory media. Moreover,
our dispersive velocity-curvature relation applies to both excitable and oscillatory
systems. Importantly, we have found qualitatively different behavior of systems
where all state-variables diffuse at the same rate, and those in which a non-trivial
diffusion projection operator Pˆ needs be included. Generally speaking, dynamics
is more involved in the latter case because the inertia of the less diffusing variables
induces additional curvature effects.
10.2.4 Diffusion imaging of complex laminar structure
The imaging of complex laminar structure by means of the dual QBI method holds
future clinical potential by its non-invasive nature. As with other high-angular
resolution diffusion MRI methods, current sampling strategies are far too time-
consuming to nominate for routine medical practice. Notwithstanding, pilot stud-
ies may be performed to quantitatively broaden anatomical knowledge. Before
going into that phase, however, further validation and optimization of the method
is instructive.
10.3 Outlook
10.3.1 Consolidation
The analytical findings presented in this work urge to be validated. In a first stage,
numerical simulations building on those that were included here will enable to de-
tect missing or wrongfully calculated terms which may be present in our equation.
The very same simulations may evenly serve to check the yet unknown range of
validity for our gradient expansion series. In addition, further literature study and
discussion are recommended to be taught other known phenomena which might
be either fit within our geometric theory or which may exhibit its limitations.
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Concerning the imaging part of this thesis, it would be instructive to hold the
dual QBI method against other imaging techniques of various nature, to estimate
the relative advantages and weaknesses of this diffusion MRI technique. Attention
needs be paid to fixation and registration procedures, as well as reproducibility and
anatomical variation between individuals and animal species. It remains also to be
seen how portable the method is towards clinical MRI scanners, which operate at
lower gradient strengths due to their larger field of view.
10.3.2 Overcoming present limitations
Given the present analytical treatment, several modifications that could enlarge
its scope lie within close reach. Notably, only minor modifications are needed
to make the bidomain equations for cardiac excitation satisfy the current gradient
expansion approach. More challenging will be to tune in the different anisotropy
ratios for the intra and extracellular domains, as have been observed in myocar-
dial tissue [49]. A second amendment would be to include the meandering of
scroll wave filaments, i.e. examine how meandering spiral patterns are affected
by adding a third spatial dimension. While the description of smooth meandering
patterns is related to our description of breather modes in section 7.3.3, the de-
scription of linear cores remains more challenging. Nonetheless, as our dynamical
equations of motion contain all possible terms that remain after rotational averag-
ing, they can expected to hold for any quasi-periodic meandering trajectory. In
such circumstance, however, it is less clear how the coefficients in the EOM can
be obtained on theoretical grounds.
As indicated in the main text, the dual QBI method for laminar structure may
benefit from developments similar to those coined for standard QBI in brain imag-
ing applications. Amongst others, deconvolution strategies may prove useful for
boosting angular resolving power. Another limitation of dual QBI in its present
state is that it cannot discriminate between voxels where multiple laminar ori-
entations are present, and those without cleavage planes. Rather than a filtering
based on (the absence of) spatial correlation, a sound quantification of the diffu-
sion properties of myocardial tissue is desirable. Also, the effects of dehydration
and perfusion on medium parameters related to diffusion processes deserve further
research. In particular, both cleavage plane widths and the surface-to volume ra-
tio and orientation of perimysial collagen structures are expected to influence the
resulting diffusion weighted images.
10.3.3 Challenges
An substantial challenge lies in translating the analytical and imaging results pre-
sented in this work towards more applied fields of cardiac research.
Importantly, the dual QBI method should be implemented on clinical scanners
to enable the structural imaging of large hearts, such as human. Current and future
advances in the diffusion weighted imaging of beating hearts in situ will obviously
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need to be included in the imaging protocol.
For the theoretical part, an initial link with computational modeling may be
established by determining the set of leading order dynamical coefficients for the
EOM for various models of cardiac excitation. A less obvious step is how to
further tie the determinants for wave front and filament motion to experimental
recordings. Such outcome could serve as a check for computational models, in the
same way as restitution curves are being used for nowadays for model fitting.
It can furthermore be expected that numerical and physiological experiments
may directly benefit from the operational measure of distance promoted here. For,
the formalism enables to separate between structural anisotropy and other dynam-
ical effects.
Even without knowing precise values (if any) for the free parameters in the
modified equations of motion for fronts and filaments, one may yet continue to
analyze the equations to gain insights in the types of instability. Still further sim-
plifications could be gained by deriving additional variational or conservational
laws in the study of cardiac excitation patterns.
Although we may have established an important window for the study of rotor
activity, the entire life course of arrhythmias has not been covered yet. Notably,
it would be appealing from a theoretical point of view to dispose as well of a
sound description of the evolution from wave breaks to scroll waves that takes into
account the critical properties of diffusion near the phase singularity. The other
end of our validity regime is the transition to fibrillation; it can be expected that
further insight in the mechanisms of scroll wave interaction may lead to better un-
derstanding of the processes that occur during cardiac fibrillation. Since filament
interaction is likely to have a non-perturbative character, understanding filament
interaction remains a important future challenge.
A
Elements from differential geometry
In this work, the Einstein summation convention is adopted, which allows to omit
summation signs in front of sums that runs over repeated indices.
A.1 Physics in curved spaces
A.1.1 The metric tensor
A three-dimensional curved space – more precisely: a Riemannian manifold– can
be characterized by a metric tensor, which prescribes the distance between neigh-
boring points, given a particular coordinate system:
ds2 = gµνdx
µxν . (A.1)
In the familiar three-dimensional Euclidean space, the metric takes the shape of the
unity matrix (gµν = δµν), and (A.1) becomes the familiar Pythagorean theorem.
When trading one coordinate system for another, invariance of ds2 implies that
(g′)µν =
∂xi
∂x′µ
gij
∂xj
∂x′ν
(A.2)
and from this transformation property it is assured that the metric g indeed has
tensor character. The determinant of g will be denoted |g|, and obviously depends
of the particular coordinate system used as it gets multiplied by the square of the
Jacobian determinant when expressed in a different coordinate frame.
The inverse to gµν transforms in a contravariant way, and is hence written with
upper indices:
gµνgνκ = δ
µ
κ. (A.3)
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A.1.2 Covariant differentiation
To define spatial derivatives of a scalar quantity is straightforward in curved spaces,
as the usual definition for flat spaces makes sense:
∂uS(~r) = lim
h→0
1
h
(S(~r + h~u)− S(~r)) . (A.4)
However, for a vector or tensor quantity, the basis vectors differ from point to point
in space, and their rate of change should be prescribed before the spatial derivative
of such quantity can be meaningfully defined. The derivative operator which takes
this effect into account is known as the ‘covariant derivative’, and denoted here as
Dµ 1. To define a covariant derivative unambiguously, it suffices to prescribe the
change of base vectors
Dµ~eν = Γλµν~eλ, (A.5)
where Γ stands for the affine connection. In our application, the base vectors are
defined as tangents to coordinate lines of varying ρµ in the studied space, i.e.
~eµ =
∂~x
∂ρµ
(A.6)
and in this context Γ is called the metric connection. The coefficients Γµ,νκ and
Γµνκ are known as the Christoffel symbols of the first and second kind, respectively.
In metric spaces, they are moreover uniquely defined in terms of the metric tensor:
Γµ,νλ =
1
2
(∂λgµν + ∂νgµλ − ∂λgµν) (A.7a)
Γαµν = g
αβΓβ,µν . (A.7b)
With this natural choice for the connection coefficients, (A.5) obtains the meaning
of parallel transport: the basis vectors are transported parallel to themselves when
translated between nearby points in space. Writing down the derivative of a vector
~A = Aµ~eµ = Aµ~e
µ now yields following coordinate prescription for the covariant
derivative of a vector:
DµAν = ∂µAν + ΓνµλAλ, (A.8a)
DµAν = ∂µAν − ΓλµνAλ. (A.8b)
With tensor quantities, all occurring indices should be subjected to parallel trans-
port, e.g.
DµAαβ = ∂µAαβ + ΓαµνAνβ + ΓβµνAαν . (A.9)
From explicit calculation using (A.7), it can be proven that
Dµgαβ = 0, Dµgαβ = 0. (A.10)
1Alternative notations are Dµ~u = ∇µ~u = ~u;µ.
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These statements are known as the Ricci identity, and guarantee during calcula-
tions that raising and lowering indices commutes with covariant differentiation.
The proper extensions of the divergence and Laplacian operators are found as
[124]:
div ~V = DµV µ = 1√|g|∂µ
(√
|g|V µ
)
, (A.11)
∆f = DµDµf = 1√|g|∂µ
(√
|g|gµν∂νf
)
. (A.12)
The right-hand sides of these equations are manifestly covariant, i.e. any suitable
coordinate system can be used to perform an explicit calculation. Importantly, we
also observe that, for constant |g|, Eq. (A.12) coincides with the diffusion part
of reaction-diffusion equations, with the identification gij = D−10 D
ij . This key
remark allows handling anisotropy by curved space techniques, as described in
Chapter 5.
A.1.3 Curvature tensors
Owing to the local equivalence principle, a particular choice of coordinates can
make the Christoffel symbols vanish at a given point. For that reason the curvature
of space at any point cannot be contained in the first spatial derivatives of the
metric tensor. However, curvature of space can be probed by parallel transport of
a vector along an infinitesimal square in a coordinate plane of choice. Whereas
the vector always comes out unchanged by parallel transport along a loop in flat
spaces, it does not in curved space [124]. The deviation serves as a measure for
local curvature of the space, and can in a coordinate basis be expressed as
[Dα,Dβ ]Vµ = Rν µαβVν . (A.13)
On the right-hand side, the Riemann curvature tensor Rµναβ appears, having fol-
lowing general coordinate expression:
Rµναβ = ∂αΓ
µ
νβ − ∂βΓµνα + ΓµαλΓλνβ − ΓµβλΓλνα. (A.14)
When using the metric connection, this tensor exhibits the following symmetries:
Rµναβ = Rαβµν , (A.15a)
Rµναβ = −Rµνβα = −Rνµαβ = Rνµβα, (A.15b)
Rµναβ + Rµαβν +Rµβνα = 0. (A.15c)
Since covariant differentiation obeys the Jacobi identity
[A, [B,C]] + [B, [C,A]] + [C, [A,B]] = 0, (A.15d)
definition (A.13) leads to the Bianchi identities
Rµναβ;γ +Rµνγα;β +Rµνβγ;α = 0, (A.15e)
Rµναβ,γ +Rµνγα,β +Rµνβγ,α = 0. (A.15f)
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The second identity, involving ordinary (non-covariant) derivatives, is generated
by the first due to antisymmetry of the Riemann tensor in the last two indices.
From the symmetries (A.15) follows that only one contraction of the Riemann
tensor is meaningful; this defines the Ricci curvature tensor
Rµν = R
α
µαν , (A.16)
which is symmetric. A subsequent contraction yields the Ricci curvature scalar:
R = Rµµ = gνµRνµ. (A.17)
The sign of the Ricci scalar can be easily interpreted, as it determines whether
the space is locally sphere-like (elliptic space, R > 0) or saddle-like (hyperbolic
space, R < 0). In quantitative terms, the volume V and surface area A of a
n-dimensional ball of radius r relate to their Euclidean values as
V = VEucl.
(
1− R
6(n+ 2)
r2 +O(r4)
)
, (A.18a)
S = SEucl.
(
1− R
6n
r2 +O(r4)
)
. (A.18b)
In particular, the circumference of a circle of radius r on a two-dimensional curved
surface amounts to
C = 2pir
(
1− R
12
r2 +O(r4)
)
. (A.19)
A.1.4 Geodesics
The important role that is played by straight lines in Euclidean geometry is in
curved spaces taken over by geodesics, i.e. curves which are locally straight. As
an example, one can think of the great circles on a sphere in three-dimensional
Euclidean space, which are straight lines for someone confined to the surface of
the sphere.
Geodesics are characterized by having a constant tangent vector field, i.e.
D2s ~X = 0, (A.20)
with s an affine parameter along the curve. Written in components, the geodesic
equation becomes:
d2xλ
ds2
+ Γλµν
dxµ
ds
dxν
ds
= 0. (A.21)
An important property in Riemannian manifolds is that every two nearby points
are joined by a unique geodesic. Being a second order differential equation, Eq.
(A.21) also implies that both the starting point and an initial direction should be
specified to uniquely define a geodesic through a given point.
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The interpretation of a geodesic being the curve of extremal length that runs
between two given points follows from the definition of total length of a curve
S =
∫ b
a
√
gµν
dXµ
ds
dXν
ds
ds. (A.22)
For, the Euler-Lagrange equation that is produced by varying arc length yields the
geodesic equation (A.21). Note that geodesics can be curves that either minimize
or maximize the length between given endpoints.
Intrinsic curvature of space can be described by the extent to which initially
parallel geodesics start to deviate. To this purpose, consider a geodesic with affine
parameter s and unit tangent ~u. A second geodesic which is locally parallel to the
first, but translated over the deviation vector ~n will start deviating from the first, at
a rate given by (D2~n
Ds2
)α
+Rαβµνu
βnµuν = 0. (A.23)
This relation is used in Chapter 5 to gain physical insight in what the different com-
ponent of Riemann and Ricci tensors mean in terms of divergence of geodesics.
A.2 Specific relations for spaces of
two and three dimensions
A.2.1 Curvature tensors in two dimensions
When considering curvature of a two-dimensional space, the Riemann tensor pos-
sesses only one degree of freedom. The same quantity determines the Ricci tensor
and Ricci curvature scalar; in the context of differential geometry of surfaces, this
single measure of intrinsic curvature of a surface is nothing else than the Gaussian
curvature KG, i.e. the product of the principal curvatures.
As we will encounter the relevant curvature tensors for surfaces embedded in
a three-dimensional space, we add a superscript (2) to discriminate them from the
same quantities defined with all three dimensions.
(2)RABCD = KG (gACgBD − gADgBC) , (A.24a)
(2)RAB = KG gAB , (A.24b)
(2)R = 2KG. (A.24c)
Note that the Gaussian curvatureKG equals the product of the principal curvatures
of the surface, while the mean curvature H amounts to their arithmetic average:
KG = K1K2, H =
1
2
(K1 +K2) . (A.25)
In the nominal velocity-curvature relation for wave fronts in isotropic media, K
denotes 2H .
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A.2.2 Curvature tensors in three dimensions
When working in three dimensions, Rµναβ and Rµν can be expressed in terms
of each other, since they both contain six linearly independent components. As
a result, the trace-free part of the Riemann tensor -known as the Weyl tensor-
vanishes.
The explicit relation that inverts (A.16) in three dimensions reads
Rαβµν = (gαµRβν + gβνRαµ − gανRβµ − gβµRαν)
− R
2
(gαµgβν − gανRβµ) . (A.26)
Since there are six index sets for whichRµναβ does not vanish, these sets precisely
confer to the six independent components of the Riemann tensor.
A.2.3 Three-dimensional space relative to the wave front
The Riemann and Ricci curvature tensors for the full three-dimensional space may
be broken down into extrinsic and intrinsic curvature contributions, with respect to
the wave front surface:
(3)RABCD =
(2)RABCD +
(
KADKBC −KACKBD
)
, (A.27a)
(3)Rρ BCD = DDKBC −DCKBD, (A.27b)
(3)Rρ AρB = −∂ρKAB +KACKCB . (A.27c)
In the main text, the superscript (3) is omitted.
A.2.4 Three-dimensional space relative to the filament
As in general relativity, we can put up specific relations after specifying a prefer-
ential direction in the non-Euclidean space. Similarly to choosing the worldline
of an observer parameterized by his or her eigentime τ , we take the instantaneous
filament with arc length parameter σ as a reference. After setting up Fermi coordi-
nates around the filament as exposed in Chapter 8, following relations hold (with
κ = R12 12):
RABCD = κABCD +O(ρ2), (A.28a)
RABCσ = RσBδAC −RAσδBC +O(ρ), (A.28b)
RσAσB = RAB − κδAB +O(ρ), (A.28c)
RABCD,E = RABCD;E +O(ρ), (A.28d)
Rαβµν,σ = Rαβµν,σ +O(ρ). (A.28e)
B
Isotropic tensors and
matrix element formalism
B.1 Notation for matrix element states
B.1.1 Definition of the inner product
In our gradient expansion series for filament motion and wave front dynamics,
several overlap integrals between response functions and Goldstone modes are
encountered. Inspired by quantum mechanics, we take on the bra-ket notation
〈f ,g〉 = 〈f | g〉 =
∫
dnV fHg, (B.1a)
〈f | Oˆ |g〉 =
∫
dnV fHOˆg. (B.1b)
and refer to the resulting quantities as matrix elements. In Eqs. (B.1), integration
is taken over the number of dimensions of Euclidean space transverse to the object
under study, i.e. n = 1 for fronts and n = 2 for filaments. In either case, no
temporal averaging is understood in the inner product, in contrast to [129, 158].
B.1.2 Generic notation for matrix element states
In our geometric theory for filaments exposed in chapters 7 and 8, several ma-
trix states between response functions and Goldstone modes are encountered. As
we have defined the response functions to be real-valued, the Hermitian conjugate
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symbol in Eq. (B.1) causes only a matrix transposition. In this context, Oˆ repre-
sents either the identity operator Iˆ or the diffusive projection operator Pˆ , weighed
with a function of coordinates and, possibly, a spatial derivative operator. We now
introduce custom notation:(
ORn
) C1...Cn
A
= 〈Yθ| OˆρC1 ...ρCn |ψA〉 , (B.2a)(
ORnδ
) C1...Cn
AB
= 〈Yθ| OˆρC1 ...ρCn∂B |ψA〉 , (B.2b)(
OTn
) C1...CnD
A
= 〈YD| OˆρC1 ...ρCn |ψA〉 , (B.2c)(
OTnδ
) C1...CnD
AB
= 〈YD| OˆρC1 ...ρCn∂B |ψA〉 . (B.2d)
In the generic symbols on the left-hand side, the base letter I or P indicates
whether the diffusive projection operator is needed, and superscripted R or T de-
notes projection onto the rotational or translational response function. The integer
n denotes the degree of the homogenous coordinate function, and a δ is added
when an additional spatial derivative is present. Assignment of indices occurs as
in Eqs. (B.2a)-(B.2d). Furthermore, the physical dimension of the matrix element
can be inferred from the sum of superscripts, where T has value 0; R and δ con-
vey to -1 and n has its natural value. The result should be multiplied with the
dimension of D0 (length2/time), if this quantity has been absorbed in Pˆ .
Later in this appendix, subscripts will be assigned to the notation (B.2a)-(B.2d)
as well, denoting the independent tensor components after imposing rotational
invariance.
B.2 Theory of isotropic tensors
B.2.1 Definition
A tensor is isotropic if and only if the tensor is invariant under rotations.
B.2.2 Rank and dimension dependent properties
• Rank 1 or 0
Tensors of rank zero are scalars; these are always isotropic. Rank 1 tensors
(vectors) are never isotropic, unless they have length zero.
• Tensors of odd rank
Because a tensor of odd rank can be repeatedly contracted to obtain a vector,
such tensor needs to be totally antisymmetric and can therefore only be given
by the Levi-Civita tensor. As the Levi-Civita tensor has rank equal to the
dimension of the space considered, spaces of even dimension do not possess
an isotropic tensor of odd rank.
• Tensors of even rank in dimension > 2
In spaces with dimension higher than two, there is in general only one
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isotropic tensor for a given even rank n = 2m; it is constructed by the
symmetrized product of m Kronecker delta’s:
Tij = δij ,
Tijkl = δijδkl + δikδjl + δilδjk, (B.3)
Tijklmn = δijδklδmn + ....
In general there will be (n− 1)(n− 3). . . . .1 =
m−1∏
j=0
[2(m− j)− 1] terms.
• Tensors of even rank in dimension 2
This case is far more complex than the aforementioned and precisely the
case needed in this work. Henceforth, we work in the space of tensors of
even rank in dimension 2.
B.2.3 Brute force calculation of the independent components
A crude way to find a basis for the space of isotropic tensors with given rank and
prescribed symmetries, is to average an arbitrary tensor over the entire rotation
group. As the elements of the rotationally averaged tensor span the full space of
isotropic tensors, a basis of the elements forms the basis of the space of isotropic
tensors. In two dimensions, this procedure can easily be performed using a sym-
bolic algebra package, because it involves only simple trigonometric integrals over
the full period [0, 2pi]. As a simple example, consider the rank-2 tensor in a given
base: A = (aij). Then follows, with 2× 2 rotation matrices R(θ),
〈A〉ij =
2pi∫
0
dθR ki (θ)R
`
j (θ)ak`. (B.4)
Explicit calculation results in
〈A〉 = 1
2
(
a11 + a22 a12 − a21
a21 − a12 a11 + a22
)
=
a11 + a22
2
(
1 0
0 1
)
+
a12 − a21
2
(
0 1
−1 0
)
. (B.5)
We conclude that any isotropic tensor of rank 2 in two dimensions can be written
as
TAB = TsδAB + TaAB . (B.6)
In the rank-2 case, the subscripts s, a denote the symmetric and antisymmetric
tensor components. Within the generic notation scheme, we thus obtain for the
filament tension components [134], from 〈YB | Pˆ |ψA〉 = γ1δAB + γ2AB :
γ1 = P
T1
s , γ2 = P
T1
a . (B.7)
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For tensors of higher rank, the independent isotropic components can similarly
be assessed by rotationally averaging the tensor with elements ai; after determin-
ing the unique resulting matrix elements a′i = Cijaj , the rank of the coefficient
matrix Cij equals the number of isotropic components for the tensor.
B.2.4 Independent components using the Pauli matrices
There is, however, a more elegant way to explore the properties of isotropic tensors
(see e.g. [159]). This method makes use of the generator of rotations, rather than
explicit evaluation. To start with, we choose an appropriate basis to represent
rank-2 tensors in two dimensions, based on the Pauli matrices {σ1,σ2,σ3}:
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (B.8)
These Hermitian matrices are traceless and obey following equations, where a, b, c ∈
{1, 2, 3}:
σaσb = δab1 + iabcσ
c, (B.9a)
σaσb + σbσa = 2δab, (B.9b)
σaσb − σbσa = [σa,σb] = 2iabcσc. (B.9c)
We will slightly adapt the basis (B.8) to our purpose by adding σ0 = 1 and us-
ing the real-valued antisymmetric tensor  = iσ2 instead of σ2. Useful product
relations are
σ1 = −σ3, σ3 = σ1, σ1σ3 = −,
σ1 = σ3, σ3 = −σ1, σ3σ1 = . (B.10)
Consider now the generator for rotations in two dimensions, i.e.  = iσ2.
Hence, the condition for a generic rank 2 tensor
T =
3∑
a=0
ηaσ
a (B.11)
to be invariant under rotation requires that it commutator with the generator of
rotations vanishes: [
T,σ2
]
= 0. (B.12)
This condition immediately leads to (B.6) without performing any integration:
T isoij = Tsσ
0
ij + T˜aσ
2
ij = Tsδij + Taij . (B.13)
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For the space of rank four tensors, a natural basis to expand in is
Tijkl =
3∑
a=0
cabσ
a
ijσ
b
kl. (B.14)
Recalling spin physics, we learn that the generator for rotation is not σ2⊗σ2, but
1⊗ σ2 + σ2 ⊗ 1. Rotational invariance of σµ ⊗ σν then imposes the condition
σµ ⊗ [σν ,σ2]+ [σµ,σ2]⊗ σν = 0. (B.15)
Solutions to this equation can either have
[
σµ,σ2
]
=
[
σν ,σ2
]
= 0 or exhibit[
σµ,σ2
]
= − [σν ,σ2] 6= 0. The former case leads to the invariant components
T00σ
0 ⊗ σ0, T02σ0 ⊗ iσ2, T20iσ2 ⊗ σ0, T22σ2 ⊗ σ2, (B.16)
whereas the latter case yields following commutator relations with σ2:[
σ1 ⊗ σ1,1⊗ σ2 + σ2 ⊗ 1] = i(σ3 ⊗ σ1 + σ1 ⊗ σ3), (B.17a)[
σ3 ⊗ σ3,1⊗ σ2 + σ2 ⊗ 1] = −i(σ1 ⊗ σ3 + σ3 ⊗ σ1), (B.17b)[
σ1 ⊗ σ3,1⊗ σ2 + σ2 ⊗ 1] = i(σ3 ⊗ σ3 − σ1 ⊗ σ1), (B.17c)[
σ3 ⊗ σ1,1⊗ σ2 + σ2 ⊗ 1] = i(−σ1 ⊗ σ1 + σ3 ⊗ σ3). (B.17d)
Hence there are two invariant combinations in the latter case
Ts
2
(σ1 ⊗ σ1 + σ3 ⊗ σ3), Ta
2
(σ1 ⊗ σ3 − σ3 ⊗ σ1). (B.18)
The above derivation shows that the space of isotropic tensors of rank 4 in 2 di-
mensions is 6-dimensional:
T iso = T00σ
0 ⊗ σ0 + T02σ0 ⊗ + T20⊗ σ0 + T22⊗ 
+
Ts
2
(σ1 ⊗ σ1 + σ3 ⊗ σ3) + Ta
2
(σ1 ⊗ σ3 − σ3 ⊗ σ1), (B.19)
where the components have been labeled accordingly. The subscripts s, a refer
to (anti)symmetry with respect to interchange of the first and last pair of indices.
The integer factors have been inserted for convenience, as they will disappear after
subsequent index contractions. Note that imposing symmetry on the tensor indices
may reduce the dimension of the tensor space.
To obtain the coefficients cab in Eq. (B.14) one has to compute explicitly
cab =
1
4
∑
i,j,k,l
Tijklσ
a
ijσ
b
kl. (B.20)
In such calculations, Eqs. (B.9)-(B.10) come in handy.
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B.3 Application to the gradient expansion series
B.3.1 Decomposition of rank 2 tensors
The occurring rank 2 tensors PT0 and PR1 can be simply decomposed as
T = Tsσ
0 + Ta. (B.21)
B.3.2 Decomposition of rank 4 tensors
The motivation for these calculations is the appearance of isotropic matrix ele-
ments in our expansion series. So far, we have encountered invariant tensors of
rank four with three types of symmetry:
1. Exchange symmetry (3↔ 4):
The prescribed symmetry can be imposed by demanding TABCDCD = 0,
from which follows that T22 = T02 = 0. This observation reduces the
dimension of the tensor space to 4:
T = T00σ
0 ⊗ σ0 + T20⊗ σ0
+
Ts
2
(σ1 ⊗ σ1 + σ3 ⊗ σ3) + Ta
2
(σ1 ⊗ σ3 − σ3 ⊗ σ1). (B.22)
This type of symmetry is found in the matrix elements build with the trans-
lational RF: (PT2) BCDA = 〈YB | Pˆ ρCρD |ψA〉. In a similar way one has
(IT2) BCDA = 〈YB | ρCρD |ψA〉.
2. Exchange symmetry (1↔ 2) and (3↔ 4):
The prescribed symmetry requires, in addition to the previous case, that
TABCD
AB = 0, whence T20 = 0:
T = T00σ
0 ⊗ σ0
+
Ts
2
(σ1 ⊗ σ1 + σ3 ⊗ σ3) + Ta
2
(σ1 ⊗ σ3 − σ3 ⊗ σ1). (B.23)
A term of this type (PR2δ) CDAB = 〈Yθ| Pˆ ρCρD |∂2ABu0〉 is encountered
in the evolution equation for twist.
3. Exchange symmetry (2↔ 3↔ 4):
The generating set of 2× 2 matrices is effectively smaller than compared to
the first case due to the additional (23) index exchange symmetry. It turns
out that, under the given symmetry, 2σ0 ⊗ σ0 coincides with σ1 ⊗ σ1 +
σ3⊗σ3 and−2⊗σ0 coincides with σ1⊗σ3−σ3⊗σ1. Therefore, such
tensor has the decomposition
T = T00σ
0 ⊗ σ0 + T20⊗ σ0. (B.24)
This symmetry type can be found in a higher order correction term to the
twist equation: (PR3) BCDA 〈Yθ| Pˆ ρBρCρD |ψA〉.
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B.3.3 Decomposition of rank 6 tensors
We restrict the treatment to the symmetry types that appear in our calculations.
1. Exchange symmetry (1↔ 2)(3↔ 4↔ 5↔ 6):
In the second order corrections to the angular frequency ω of a scroll wave,
the rank 6 tensor PR4δ appears. Fortunately, this matrix bears (12) and
(3456) index symmetry, so that the decomposition basis can be restricted to
Tijklmn =
∑
a,b,c∈{0,1,3}
Cabcσ
a
ij
(
σbklσ
c
mn + σ
c
klσ
b
mn
)
, (B.25)
where the (45) exchange symmetry is not yet enforced. Demanding that
each of these 18 components commutes with the generator of rotations ,
permits only four isotropic tensor components, including σ0⊗σ0⊗σ0 and
σ0⊗(⊗σ1⊗σ1+σ3⊗σ3). Recalling the case for a rank 4 tensor with (234)
index symmetry, we conclude here too that both quoted tensor components
are identical, leaving only three independent contributions:
T = T000σ
0 ⊗ σ0 ⊗ σ0 (B.26)
+
Ts0
4
(
σ1 ⊗ (σ1 ⊗ σ0 + σ0 ⊗ σ1) + σ3 ⊗ (σ3 ⊗ σ0 + σ0 ⊗ σ3))
+
Ta0
4
(
σ1 ⊗ (σ3 ⊗ σ0 + σ0 ⊗ σ3)− σ3 ⊗ (σ1 ⊗ σ0 + σ0 ⊗ σ1)) .
2. Exchange symmetry (1↔ 2)(4↔ 5↔ 6):
A suitable basis for this tensor space is found as
Tijklmn =
∑
a,c6=2
Cabcσ
a
ijσ
b
klσ
c
mn. (B.27)
Requesting that the commutator with  vanishes allows only direct products
of the type (B.23) and σ0 or , with cyclic permutation of the Pauli matrices.
Of the 10 remaining tensors, only 6 are found to be linearly independent:
T = T000σ
0 ⊗ σ0 ⊗ σ0 + T020σ0 ⊗ ⊗ σ0 (B.28)
+
Ts0s
2
(σ1 ⊗ σ0 ⊗ σ1 + σ3 ⊗ σ0 ⊗ σ3)
+
Ts0
2
(σ1 ⊗ σ1 ⊗ σ0 + σ3 ⊗ σ3 ⊗ σ0)
+
Ta0a
2
(σ1 ⊗ σ0 ⊗ σ3 − σ3 ⊗ σ0 ⊗ σ1)
+
Ta0
2
(σ1 ⊗ σ3 ⊗ σ0 − σ3 ⊗ σ1 ⊗ σ0).
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