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There is currently an intensive interest in energy conversion systems such as fuel cells or solar‐driven water electrolysis cells.[1](#minf201700139-bib-0001){ref-type="ref"} Multi‐electron transfer reactions such as the oxygen evolution reaction (OER)[2](#minf201700139-bib-0002){ref-type="ref"},[3](#minf201700139-bib-0003){ref-type="ref"} or the oxygen reduction reaction (ORR)[4](#minf201700139-bib-0004){ref-type="ref"},[5](#minf201700139-bib-0005){ref-type="ref"} are indispensable components of these systems, and the development of efficient catalysts has been a central topic in the field of electrocatalysis. So far, *in‐silico* methods such as the d‐band theory have played a vital role in developing new catalysts.[6](#minf201700139-bib-0006){ref-type="ref"},[7](#minf201700139-bib-0007){ref-type="ref"} Although scaling relationships are difficult to overcome experimentally,[8](#minf201700139-bib-0008){ref-type="ref"},[9](#minf201700139-bib-0009){ref-type="ref"} the simplicity of binding energy optimization as a strategy, along with the rapid development of computational techniques, has yielded both active catalysts[10](#minf201700139-bib-0010){ref-type="ref"},[11](#minf201700139-bib-0011){ref-type="ref"} and a deeper understanding of multi‐electron transfer reactions in general.[6](#minf201700139-bib-0006){ref-type="ref"},[12](#minf201700139-bib-0012){ref-type="ref"} Recent computational studies have addressed increasingly wider ranges of materials with the help of machine‐learning techniques to reduce the computational cost.[13](#minf201700139-bib-0013){ref-type="ref"},[14](#minf201700139-bib-0014){ref-type="ref"} Analysis of large experimental datasets has also shown to be possible using data mining approaches. For example, in a recent study by Shao‐Horn and coworkers,[15](#minf201700139-bib-0015){ref-type="ref"} experimental data from various reports were collected and analyzed statistically after standardizing with the activity of a material common in all studies (LaCoO~3~). This approach can be considered as a technical breakthrough in this field, because one of the difficulties hindering catalyst informatics was the lack of data in a uniform structure. The implementation of an internal standard allows access to the wealth of experimental data accumulated to this day, which may lead to a more widespread application of machine‐learning techniques.

Here, we report our attempt to further advance *in‐silico* catalyst design by developing a new framework to analyze the genetic information of multi‐electron transfer enzymes. Extensive databases which contain the genetic sequence of enzymes are readily available online. Furthermore, in contrast to experimentally‐determined activity which deviates depending on the evaluation method (current vs overpotential, or pH conditions),[2](#minf201700139-bib-0002){ref-type="ref"},[15](#minf201700139-bib-0015){ref-type="ref"} the unambiguity of the gene sequence allows for a more robust statistical analysis. Despite the enormous potential as a data resource however, no study has previously attempted to utilize genetic sequence information for further catalyst development.

Particularly in this study, we have attempted to identify how Nature addressed the life‐cycle costs of OER (photosystem II, PS II) and ORR (cytochrome c oxidase, COX) enzymes based on an *in‐silico* genetic analysis for the first time. This approach is in contrast to the extensively performed protein‐level analysis which focuses on the molecular coordinates of atoms within the crystal structure. It is possible to analyze the structure‐activity relationships of enzymes based on the d‐band theory, in similar fashion to studies on inorganic bulk materials. Indeed, such information on the atomic spatial arrangement has yielded valuable insight into how enzymes achieve high activity.[16](#minf201700139-bib-0016){ref-type="ref"},[17](#minf201700139-bib-0017){ref-type="ref"} However, the redundancy within the genetic code indicates that the same protein can be synthesized from a variety of different genetic sequences. This leads to a loss of information during DNA‐to‐protein conversion, and therefore, there is insight which can be uncovered only by genetic analysis.

In this study, we have evaluated the stability requirements of multi‐electron transfer enzymes based on the genetic structures of the enzymes, because the energetics of enzyme repair are dictated by gene expression costs. The 38 strains of cyanobacteria (Table S1) used in this study are found in varying environments such as temperature, pH, and salinity, supporting the generality of statistically‐relevant trends found within this dataset. Through this data‐driven approach, we have attempted to uncover the difference in design criteria for the OER and ORR enzymes, which is often assumed to be dominated by activity (i. e. activation barrier) in the field of catalysis.

As shown in Figure [1](#minf201700139-fig-0001){ref-type="fig"}A, PS II and COX catalyze OER and ORR.[1](#minf201700139-bib-0001){ref-type="ref"} Together, they compose a sustainable energy conversion cycle, much like how mankind may one day use solar‐driven water electrolysis in combination with fuel cells.[1](#minf201700139-bib-0001){ref-type="ref"} The energy produced at PS II and COX are initially accumulated as a chemical potential gradient of protons which is later converted to ATP (adenosine triphosphate), the universal energy carrier in biology (Figure [1](#minf201700139-fig-0001){ref-type="fig"}B). Eventually however, the multi‐electron transfer enzymes will become deactivated, triggering a repair process (Figure [1](#minf201700139-fig-0001){ref-type="fig"}C). The amount of ATP necessary to repair the enzyme is dictated by the length of the genetic sequence encoding the damaged region, and in terms of life‐cycle assessment, the amount of ATP produced during OER / ORR (Figure [1](#minf201700139-fig-0001){ref-type="fig"}B) must be greater than the amount of ATP required for enzyme repair (Figure [1](#minf201700139-fig-0001){ref-type="fig"}C) to ensure a net positive energy gain. As stability is a critical requirement even for artificial systems,[18](#minf201700139-bib-0018){ref-type="ref"} we expect that seeking how Nature addressed life‐cycle costs of multi‐electron transfer enzymes will provide a guideline for the development of artificial systems.[19](#minf201700139-bib-0019){ref-type="ref"}

![A: Schematic diagram of photosynthesis (enzyme: PS II), respiration (enzyme: COX), solar‐driven water electrolysis, and fuel cells. B: PS II and COX generate energy (ATP) via OER and ORR. C: Upon enzyme deactivation, ATP is consumed to repair the catalyst. A longer genetic sequence increases the repair cost. The balance between ATP generation (stability) and consumption (repair) dictates the minimum turnover cycles necessary for a net positive ATP yield.](MINF-37-na-g001){#minf201700139-fig-0001}

In order to evaluate the repair cost of PS II and COX, their genetic structure was investigated. In the case of prokaryotes such as cyanobacteria, genetic information is often organized into structures called operons,[20](#minf201700139-bib-0020){ref-type="ref"} which allow the expression of nearby genes (\<20 kilobasepairs, kbp) to be regulated simultaneously. Although an operon structure is beneficial because fewer regulatory regions would allow for smaller genome sizes, forming an operon would increase the repair cost due to the larger size of the coding region.

Figure [2](#minf201700139-fig-0002){ref-type="fig"}A is a histogram which shows the operon structure of *psbA* and *cox1* compiled from the prokaryotic operon database ProOpDB.[21](#minf201700139-bib-0021){ref-type="ref"},[22](#minf201700139-bib-0022){ref-type="ref"} The Y‐axis indicates the number of genes within the investigated dataset (123 *psbA* genes, 65 *cox1* genes) which are co‐expressed with the number of genes indicated on the X‐axis. The two genes encode the catalytic region of PS II and COX (*psbA*: D1 subunit of PS II, *cox1*: subunit I of COX), and therefore, biological optimization of OER and ORR catalysts are expected to be most pronounced in these two genes. According to this database, the majority of *psbA* genes (94 %) were expressed individually, whereas *cox1* was almost always expressed together with two other COX genes (*cox2*, *cox3*).

![Genetic structure of *psbA* and *cox1* genes. A: Number of co‐expressed genes based on the operon prediction of ProOpDB. (Y‐axis break from 40 to 100) B: Distance between *psbA* and another PS II gene or *cox1* and another COX gene. Inset shows the inter‐gene distance in a larger scale. The Y‐axis in all panels show the number of genes within the investigated dataset which meets the criteria on the X‐axis. The leftmost bar in the inset of Figure 2B shows 58 *psbA* genes with an inter‐gene distance \<50 kbp. However, the majority of them are not visible in the main panel because they are outside the scale limit of the X‐axis (inter‐gene distance \>0.3 kbp).](MINF-37-na-g002){#minf201700139-fig-0002}

Further support that *psbA* genes tend to be expressed individually compared to *cox1* can be found in Figure [2](#minf201700139-fig-0002){ref-type="fig"}B. In the case of *cox1*, *cox2* and *cox3* are almost always less than 0.1 kbp away on the genome, indicating the catalytic site (*cox1*) is synthesized in concert with the substrate‐binding site (*cox2*) and the transmembrane scaffold (*cox3*). On the other hand, the majority of *psbA* genes are outside of the scale in the main panel of Figure [2](#minf201700139-fig-0002){ref-type="fig"}B. Upon increasing the scale of the X‐axis (inset), it becomes apparent that the distance between *psbA* and its nearest PS II gene is several orders of magnitude larger, with many inter‐gene distances which are larger than even the largest reported operons (70--80 kbp, dashed line in inset)[23](#minf201700139-bib-0023){ref-type="ref"} in literature. Therefore, although PS II in its entirety functions as a water oxidizing photo‐anode, these results indicate the OER catalytic site (*psbA*) is synthesized separately from light‐harvesting antennae complexes (*psbB*, *psbC*), other reaction center proteins (*psbD*), or secondary electron transport subunits (*psbE*, *psbF*), consistent with the conclusion of Figure [2](#minf201700139-fig-0002){ref-type="fig"}A. We emphasize that the stark contrast in the genetic structure of OER and ORR enzymes could be uncovered only through a direct statistical comparison of PS II and COX. Although the separate regulation of the *psbA* gene is considered the norm based on biochemical observations of model organisms,[24](#minf201700139-bib-0024){ref-type="ref"},[25](#minf201700139-bib-0025){ref-type="ref"} the statistical relevance presented here highlights the generality of genetic trends for the first time. Below, the genetic structure will be used to understand how biological enzymes addressed life‐cycle costs and stability issues, which would yield an understanding of multi‐electron transfer from a viewpoint outside the scope of the d‐band theory.

To determine how the genetic structure of the active site influences the bioenergetics of PS II and COX, we estimated and compared the repair cost of each enzyme based on equation (1), where the first and second factors account for the transcription[26](#minf201700139-bib-0026){ref-type="ref"} and translation[27](#minf201700139-bib-0027){ref-type="ref"} costs, respectively.$${{Repair}\mspace{720mu}{Cost} = 2 \times \left( {DNA}\mspace{720mu}{sequence}\mspace{720mu}{length} \right)}{+ 2 \times \left( {protein}\mspace{720mu}{sequence}\mspace{720mu}{length} \right)\mspace{720mu}\left\lbrack {unit}:\mspace{720mu}{ATP} \right\rbrack}$$

Here, sequence lengths refer to the amount of base pairs and amino acid monomers. The factor of two in the first term (transcription cost) is derived from the activation cost of a mono‐phosphate nucleotide[26](#minf201700139-bib-0026){ref-type="ref"} whereas the factor of two in the second term (translation cost) is derived from the activation (1 GTP: guanosine triphosphate) and polymerization cost (1 ATP) per amino acid.[27](#minf201700139-bib-0027){ref-type="ref"}The enzyme repair costs calculated based on the gene expression costs of *psbA* and *cox1* using equation (1) are shown in Figure [3](#minf201700139-fig-0003){ref-type="fig"}A. The selective replacement of the D1 subunit enabled by the individual expression of *psbA* genes benefits PS II significantly, as the repair cost of PS II is only one‐third of that of COX.

![Histogram of the repair cost (A) and minimum TON (B) for PS II and COX. Numbers in parentheses indicate the ATP/cycle used for the calculation. There is a Y‐axis break from 20 to 100 in panel A. The data count for COX in (B) has been amplified 10 fold due to the difference in scale with PS II.](MINF-37-na-g003){#minf201700139-fig-0003}

As equation (1) does not consider post‐translational events or synthesis of amino acid monomers which may require additional ATP, equation (1) represents the minimum repair cost of each enzyme. Therefore, a net positive ATP gain can be possible only if the following inequality is satisfied:$$\left( {Repair}\mspace{720mu}{Cost} \right) < \left( {TON} \times {ATP}/{cycle} \right)\mspace{720mu}\left\lbrack {ATP} \right\rbrack$$

Here, the term on the right represents the amount of ATP synthesized during the lifetime of the protein, where TON (turnover number) indicates the number of catalytic cycles performed prior to deactivation. Therefore, the minimum TON which satisfies equation (2) is expressed as (Repair cost)÷(ATP/cycle). As we have obtained the repair cost for each gene in Figure [3](#minf201700139-fig-0003){ref-type="fig"}A, obtaining literature values for ATP/cycle allow calculation of the minimum TON.

Figure [3](#minf201700139-fig-0003){ref-type="fig"}B shows the minimum TON for PS II and COX calculated using the literature values of ATP/cycle indicated in parentheses within the figure. While there is some discrepancy in the literature concerning the exact value of the ATP generated per OER cycle at PS II,[28](#minf201700139-bib-0028){ref-type="ref"} a stark contrast in the minimum TON between COX and PS II can be observed regardless of the exact number used.[28](#minf201700139-bib-0028){ref-type="ref"},[29](#minf201700139-bib-0029){ref-type="ref"} As shown in Figure [3](#minf201700139-fig-0003){ref-type="fig"}B, PS II requires only 500--1000 cycles to generate the ATP required for repair, because the OER catalytic site, encoded by the *psbA* gene, can be repaired separately from other PS II components such as the light‐harvesting proteins. On the other hand, COX synthesizes all of its major components simultaneously, leading to an increased repair cost (Figure [3](#minf201700139-fig-0003){ref-type="fig"}A). The larger cost can be covered only after 1500 ORR cycles have been performed. It should be noted that regulating a specific subunit individually is beneficial only if its repair takes place more frequently than the other subunits. Although other PS II components such as the D2, CP43, and PsbH are known to also require occasional repair,[30](#minf201700139-bib-0030){ref-type="ref"},[31](#minf201700139-bib-0031){ref-type="ref"} the high rate of repair specific to the D1 subunit allows it to take full advantage of the minimized gene expression cost.[30](#minf201700139-bib-0030){ref-type="ref"},[31](#minf201700139-bib-0031){ref-type="ref"}

The minimized repair cost of PS II, persistent through 38 strains of phylogenetically‐diverse cyanobacteria, showcases contrasting bioenergetic strategies between OER and ORR enzymes. While deactivation of PS II under intense illumination is already well recognized,[28](#minf201700139-bib-0028){ref-type="ref"} the strategy of how Nature addressed the instability of PS II was revealed only by a direct genetic comparison of two energy‐producing enzymes. The results of this study suggest instead of directly addressing this challenge by developing a stable OER catalyst, PS II chose to circumvent this problem by isolating the gene encoding the unstable D1 subunit (*psbA*) from other PS II genes (Figure [2](#minf201700139-fig-0002){ref-type="fig"}). The separation of the unstable OER center with other PS II components such as light‐harvesting pigments suppresses the repair cost of PS II sufficiently such that replacing D1 subunits upon being damaged becomes a viable strategy. As both stability and activity are major issues in artificial multi‐electron catalysis, understanding how biological enzymes approached these challenges is important to realize active and robust catalysts. The method presented here supplements the activity‐focused d‐band theory with stability requirements based on the often‐overlooked genomic structure, paving the way for a more comprehensive catalyst design encompassing both stability and activity requirements. As biomimetic and bioinspired approaches have guided material synthesis for decades, we expect catalyst development based on biological sequence information to become increasingly widespread in the near future.
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=====================

All cyanobacteria strains whose operon data were available within ProOpDB[22](#minf201700139-bib-0022){ref-type="ref"},[23](#minf201700139-bib-0023){ref-type="ref"} as of November 2015 were included in this study. The complete list of strains and their copy number of *psbA* and *cox1* genes, as well as the basis of our calculations, are shown in the supplementary information.
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