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para continuar estudando e me aperfeiçoando cada vez mais para me tornar um
profissional ainda melhor.
Obrigado a todos vocês.
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Orientador: Abilio Pereira de Lucena Filho
Programa: Engenharia de Sistemas e Computação
Propomos algoritmos exatos e heuŕısticos para o Problema do Conjunto Indepen-
dente Máximo. Ao invés da formulação padrão do problema, que normalmente leva
a limites de relaxação linear muito fracos, utilizamos uma reformulação muito mais
forte, baseada numa cobertura de arestas por cliques. A reformulação é original e
é aqui introduzida. Para resolvê-la, desenvolvemos um algoritmo do tipo Non De-
layed Relax-and-Cut, um análogo Lagrangeano de um algoritmo de planos de corte.
O algoritmo gera limites primais e duais para o problema. Isso é feito dualizando
desigualdades válidas dinamicamente, à medida em que são violadas por soluções
de Subproblemas Lagrangeanos. A seguir, num procedimento de warm start, de-
sigualdades de clique (dualizadas dinamicamente durante a aplicação do algoritmo
Relax-and-Cut) são agregadas à reformulação, que é então submetida, nessa forma
reforçada, ao software CPLEX. O algoritmo Relax-and-Cut, atuando isoladamente
e restrito apenas à dualização dinâmica de desigualdades de clique, conseguiu obter
limites primais ou duais ótimos para 107 das 119 instâncias testadas. Por sua vez,
o algoritmo exato, Relax-and-Cut-CPLEX, conseguiu obter certificados de otima-
lidade para 64 instâncias, três delas previamente em aberto há trinta anos. Além
disso, conseguiu obter limites primais ou duais ótimos para 110 instâncias.
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Heuristic and exact algorithms are proposed for the Maximum Independent Set
Problem. Instead of the standard formulation of the problem, which usually leads
to very weak linear relaxation bounds, we use a much stronger reformulation, based
on an edge clique cover. The reformulation is new and is introduced here. To solve
it, we developed a Non Delayed Relax-and-Cut algorithm, a Lagrangian analog to
a cutting plane algorithm. The algorithm generates primal and dual bounds for the
problem. It does that while dynamically dualizing valid inequalities, as they become
violated by solutions to Lagrangian Subproblems. Next, in a warm start procedure,
clique inequalities (that were dynamically dualized throughout the Relax-and-Cut
algorithm) are appended to the reformulation, which is then submitted, in that
reinforced form, to solver CPLEX. The Relax-and-Cut algorithm, just by itself and
restricted to dualizing only clique inequalities, was able to attain optimal primal
or dual bounds for 107 of the 119 instances tested. On the other hand, the exact
Relax-and-Cut-CPLEX algorithm obtained optimality certificates for 64 instances,
three of them previously open for thirty years. Additionally, it also attained optimal
primal or dual bounds for 110 instances.
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2.3 Uma Heuŕıstica Gulosa para Recobrimento de Arestas por Cliques . . 8
2.3.1 Limites de Relaxação Linear para a Reformulação . . . . . . . 10
3 Non Delayed Relax-and-Cut 12
3.1 Algoritmos Non Delayed Relax-and-Cut . . . . . . . . . . . . . . . . 12
3.2 Implementação do Método do Subgradiente . . . . . . . . . . . . . . 14
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Seja G = (V,E) um grafo não direcionado, definido por um conjunto de vértices V
e um conjunto de arestas E. Um subconjunto D ⊆ V é um Conjunto Independente
(CI) se nenhuma aresta de G tem ambas as extremidades em D. Encontrar um CI
com a maior cardinalidade posśıvel é denominado Problema do Conjunto Indepen-
dente Máximo (PCIM) [1–3] e é um problema NP-dif́ıcil, como demonstrado em [4].
O exemplo de um CI é mostrado na Figura 1.1.
Figura 1.1: Exemplo de um Conjunto Independente Máximo (em vermelho)
O PCIM é equivalente ao Problema da Clique Máxima (PCM) [5–7] quando este
é definido sobre o grafo complemento de G, G′ = (V,E ′) (veja [7], para maiores
detalhes). Neste caso, e = {i, j} ∈ E ′ se e somente se e = {i, j} /∈ E. Note que
uma clique de G′ é um subconjunto de vértices C ⊆ V tal que seu subgrafo induzido
em G′, ou seja, G′[C], é completo. G′[C] e por consequência G′, têm então uma
aresta ligando qualquer par de vértices distintos i, j ∈ C. Consequentemente, uma
solução ótima D ⊂ V para o PCIM (definido sobre G), é também ótima para o
PCIM (definido sobre G′).
Neste trabalho, introduzimos uma reformulação para o PCIM que se mostrou
muito mais forte que a formulação padrão do problema. Baseado nessa reformulação,
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desenvolvemos um algoritmo Non Delayed Relax-and-Cut (NDRC) [8] para resolver
o PCIM. Como qualquer algoritmo NDRC, este também opera como um análogo
Lagrangeano de um algoritmo de planos de corte. Além disso, como é usual para
algoritmos NDRC, gera tanto limites duais (ou seja, limites superiores, nesse caso
espećıfico) quanto limites primais ou seja, soluções viáveis para o problema, nesse
caso espećıfico.
Quando por si só o algoritmo NDRC é incapaz de resolver à otimalidade uma
dada instância do PCIM, passamos então para a fase seguinte de nosso procedimento
de solução. Especificamente, utilizamos a informação gerada pelo algoritmo NDRC
para inicializar, num estágio avançado, um algoritmo exato de enumeração impĺıcita.
No momento, tal algoritmo é aquele disponibilizado pelo software de Programação
Inteira Mista (PIM) CPLEX [9]. No entanto, futuramente, pretendemos substitúı-lo
por um algoritmo Branch-and-Cut [10], especificamente projetado para resolver o
PCIM.
Note que o procedimento descrito acima pode ser entendido tanto como uma
heuŕıstica, em sua primeira fase, quanto como um algoritmo exato, combinadas as
suas duas fases. Note também que nosso algoritmo NDRC, por gerar simultanea-
mente tanto limites primais quanto duais, é capaz de eventualmente oferecer certi-
ficados de otimalidade para as instâncias que se quer resolver. Isso ocorre quando
os dois limites coincidem. Vale ainda ressaltar que essa capacidade de gerar simul-
taneamente limites primais e duais, comum a todas as heuŕısticas Lagrangeanas,
não é oferecida pelas metaheuŕısticas propostas para o PCIM (vide [11–13], dentre
outras).
Nesta dissertação, utilizando apenas o algoritmo NDRC, conseguimos obter cer-
tificados de otimalidade para 34 das 119 instâncias de teste que utilizamos. Sob
as mesmas condições, conseguimos também obter limites duais ou limites primais
iguais aos valores ótimos (ou iguais aos melhores limites primais conhecidos, quando
as instâncias estão em aberto) para 107 instâncias. Aplicando o algoritmo completo,
o número de certificados de otimalidade sobe para 64, três destes para instâncias que
estavam em aberto há mais de 30 anos. Da mesma forma, o número de instâncias
para as quais limites inferiores ou os limites superiores são iguais ao valores ótimos,
sobe para 110.
1.1 Revisão Bibliográfica
Na literatura, algumas denominações alternativas são utilizadas para se referir ao
PCIM. Por exemplo, ele é também chamado de Problema de Conjunto Estável
Máximo [14] ou Problema de Empacotamento de Nós de Máxima Cardinalidade
[15].
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As três afirmações que se seguem sobre um subconjunto S ⊂ V são equivalentes,
intuitivas e conhecidas na literatura [5]: (a) S é um CI máximo de G, (b) S é
uma clique máxima de Ḡ, (c) V \ S é uma cobertura mı́nima para os vértices de
G. Dessa forma, os três problemas que se seguem são equivalentes: (a) encontrar
o CI Máximo em G, (b) encontrar uma Clique Máxima de Ḡ, (c) encontrar uma
Cobertura Mı́nima para os Vértices de G. Todos este, como sabemos [16], são NP-
Completos. Tais problemas têm diversas aplicações (veja BALAS e YU e (1986,
para detalhes acerca das mesmas). Dentre estas podemos citar:
• Recuperação da Informação. Se os vértices de G = (V,E) definem porções de
informações armazenadas e suas arestas representarem a relação entre essas
porções, o problema de recuperação de informações totalmente relacionadas é
equivalente a encontrar uma clique máxima de G.
• Concepção Experimental. Assuma que os vértices de G = (V,E) representam
subconjuntos (blocos) de tamanho n de um dado conjunto S de tratamentos
em um determinado experimento estat́ıstico e que suas arestas correspondem
a pares de subconjuntos que possuem, no máximo, k elementos em comum.
Então, o problema de encontrar um conjunto máximo de blocos com tamanho
k é equivalente ao problema de encontrar uma clique máxima de G.
• Transmissão de Sinal. Se os vértices de G = (V,E) definem sinais e suas
arestas indicam pares de sinais que são claramente distintos um do outro, o
conjunto máximo de sinais claramente distingúıveis é, mais uma vez, equiva-
lente ao problema de encontrar uma clique máxima de G.
Cada uma das aplicações mencionadas acima podem ser redefinidas como problemas
de CI máximos (definidos sobre o grafo complemento de G = (V,E)).
Como indicado por REBENNACK et al. (2011), diversos algoritmos exatos ba-
seados em técnicas de Programação Inteira já foram propostos para o PCIM. Dentre
estes podemos citar: MANNINO e SASSANO (1994, 1996), BOMZE et al. (1999),
BUTENKO e PARDALOS (2003), WARRIER et al. (2005), AVENALI (2007) e RE-
BENNACK (2006) e CAMPELO e CORREA (2009). Em particular, o algoritmo
proposto por CAMPELO e CORREA (2009) se baseia em Relaxação Lagrangeana.
Uma outra vertente de algoritmos exatos existentes para o PCIM é a dos Algo-
ritmos Combinatórios. Dentre os propostos na literatura, podemos citar: TARJAN
e TROJANOWSKI (1977), com tempo 2
n
3 nO(1) (foi o primeiro algoritmo não trivial
proposto para resolver o PCIM), JIAN (1986), com tempo 1, 2346nnO(1), ROB-
SON (2001), com tempo 1, 2109nnO(1) e XIAO e NAGAMOCHI (2017) com tempo
1, 1996nnO(1).
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1.2 Organização da Dissertação
Organizamos essa dissertação em seis caṕıtulos, incluindo este de introdução. No
Caṕıtulo 2, apresentamos a formulação padrão do PCIM e discutimos a reformulação
que sugerimos para o problema. Esta reformulação, além de envolver um menor
número de restrições, é muito mais forte que a formulação padrão. Isso pode ser
comprovado, ainda no Caṕıtulo 2, pelos resultados de Relaxação Linear (RL) obtidos
para ambas. Estes foram obtidos para os seguintes conjuntos padrão de instâncias
de teste para o PCIM: BROCK, C, C-FAT, DSJC, GEN, HAMMING, JHONSON,
KELLER, MANN, P-HAT, SAN e FRB. A seguir, no Caṕıtulo 3, apresentamos uma
descrição genérica de algoritmos do tipo NDRC, seguido de uma especialização dos
mesmos para o PCIM. Da mesma forma, discutimos como procedemos à identificação
das desigualdades que dualizamos dinamicamente, como análogos Lagrangeanos de
planos de corte (veja [28] para um algoritmo de planos de corte para o PCIM). No
Caṕıtulo 4, descrevemos inicialmente nossa heuŕıstica construtiva para a obtenção
de uma solução viável para o PCIM. Feito isso, discutimos os procedimentos de
busca local que utilizamos para melhorar a solução. No Caṕıtulo 5, apresentamos
os resultados computacionais obtidos com os nossos algoritmos. Finalmente, no




Formulações para o Problema do
Conjunto Independente Máximo
Nesta seção, descrevemos a formulação padrão do PCIM e a reformulação que utiliza-
mos para o problema. Tal reformulação, como veremos, se baseia num recobrimento
das arestas do grafo G = (V,E), por cliques. Para obtê-lo, utilizamos uma heuŕıstica
simples e que demanda pouco esforço computacional. Como indicado anteriormente,
além de envolver um número significativamente menor de desigualdades, nossa refor-
mulação também resulta em limites de RL muito mais fortes do que aqueles obtidos
pela da formulação padrão.
2.1 Formulação Padrão
Associe uma variável xi ∈ R à cada vértice i ∈ V do grafo G = (V,E) e considere
uma região poliedral R0 definida por
xi + xj ≤ 1, {i, j} ∈ E (1)
xi ≥ 0, i ∈ V. (2)









xi : xi ∈ R0} (4)
como sua relaxação linear.
Note que a formulação impõe, através de (1), que no máximo um vértice de cada
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aresta de G pode fazer parte de um CI. Como caracteŕıstica marcante, a formulação
padrão do PCIM tem uma Relaxação Linear (RL) que tende a ser muito fraca. Esse
fato, como veremos adiante, é demonstrado pelos resultados computacionais que
vamos apresentar.
Para cada conjunto de instâncias de teste, apresentamos na Tabela 2.1, (a) o
número de instâncias envolvidas, Total, (b) o número médio de variáveis, N, (c)
o número médio de restrições, M. Apresentamos também seus gaps médios de re-
laxação linear, GAP, expressos como os valores médios de 100.[(relaxação linear -
valor ótimo) / (valor ótimo)], para cada instância de um dado conjunto (quando o
valor ótimo é desconhecido, utilizamos seu melhor limite inferior conhecido), e (d)
número de instâncias com o valor ótimo conhecidos, N-OPT.
Famı́lia Total N M GAP N-OPT
BROCK 12 467 46.479 883 12
C 7 1.411 751.733 2.800 0
C-FAT 7 371 66.006 580 7
DSJC 2 750 155.900 2.528 0
GEN 5 320 5.584 236 5
HAMMING 6 448 18.171 430 6
JOHNSON 4 179 4.322 625 4
KELLER 3 1.436 368.797 1.588 2
MANN 4 1.195 2.309 48 3
P-HAT 13 692 170.883 1.783 6
SAN 15 347 30.562 919 15
FRB 41 1.086 81.828 985 41
Tabela 2.1: Gaps de dualidade para a formulação padrão.
Formulações mais fortes do que (3), são conhecidas para o PCIM. Por exemplo,
aquela utilizada em [15], que envolve todas as cliques de G. Uma clique, como
vimos anteriormente, é definida por um subconjunto de vértices C ⊂ V que induz
um subgrafo completo, G[C], de G. Denotando por C o conjunto de todas as cliques
distintas de G e utilizando as mesmas variáveis x ∈ R|V | definidas anteriormente,
considere uma região poliedral R1 definida como∑
i∈C
xi ≤ 1, para toda clique C ∈ C (5)
xi ≥ 0, i ∈ V. (6)
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xi : xi ∈ R1} (8)
como sua relaxação linear.
A formulação (7) é pelo menos tão forte quanto (3). Na realidade, sua relaxação
linear, (8), é normalmente muito melhor do que (4), ou seja, assume um valor muito
menor que aquela. No entanto, quando G é um grafo geral, até mesmo a obtenção
de (8) é um problema NP-dif́ıcil (vide [29], por exemplo). A situação é remediada
ao se restringir as restrições (5) a um subconjunto C ′ de C. A relaxação linear que
resulta dessa relaxação combinatória de (7) fornece um limite superior para o valor
de (8). Melhor ainda, este limite, ao contrário do anterior, pode ser obtido de forma
eficiente.
Neste trabalho, optamos por uma alternativa intermediária entre utilizar a for-
mulação (3) e a formulação (7). Seguindo o esṕırito da relaxação combinatória
sugerida acima, vamos garantir, no entanto, que o subconjunto C ′ ⊂ C que iremos
escolher define uma reformulação de PCIM e não apenas uma relaxação do pro-
blema. Para tanto, nos basta garantir que C ′ ⊂ C corresponde a uma cobertura por
cliques das arestas de G.
2.2 Cobertura de Arestas por Cliques
O problema de recobrimento das arestas de um grafo geral por um número mı́nimo
de cliques é NP-dif́ıcil (veja [30]). No entanto, a heuŕıstica que utilizamos para
resolvê-lo é extremamente rápida e nos leva a reformulações do PCIM com limites
de RL significativamente mais fortes que aqueles definidos por (4). Tal heuŕıstica
funciona de forma gulosa, identificando cliques de G sucessivamente, até o ponto em
que uma cobertura das arestas de G é obtida. À cada iteração, tentamos encontrar
as maiores cliques ainda dispońıveis.
Tanto quanto sabemos, a reformulação do PCIM que aqui propomos, embora
extremamente simples e direta, não parece ter sido sugerida anteriormente. Como
veremos, nossos algoritmos para o problema, tanto o algoritmo NDRC quanto o
exato, se baseiam nessa reformulação.
7
2.3 Uma Heuŕıstica Gulosa para Recobrimento
de Arestas por Cliques
A heuŕıstica que utilizamos opera de forma gulosa, foi sugerida por [31, 32], e im-
plementada em [33]. Ela atua identificando cliques de G = (V,E), que são então
adicionadas a um conjunto que irá eventualmente definir uma cobertura por cliques
das arestas de G. Quando o vértice não forma uma clique com nenhuma das cliques
já existentes, uma nova clique é inicializada com aquele vértice.
Para descrever a heuŕıstica, definimos (a) a vizinhança aberta de i ∈ V , Γ(i) =
{j ∈ V : {i, j} ∈ E}, (b) o conjunto de vizinhos de i com ı́ndice menor que i,
Γ∗(i) = {j ∈ Γ(i) : j < i}, (c) um conjunto K com m cliques de cobertura, sendo
m = 0, inicialmente, e (d) n = |V |.
O algoritmo percorre o conjunto de vértices V em ordem crescente de seus ele-
mentos. Assumindo que estamos na iteração i, onde 1 ≤ i ≤ n, o vértice i ∈ V
é então aquele que está sendo investigado. Se Γ∗(i) = ∅, o que necessariamente se
aplica pelo menos a i = 1, inicialize uma nova clique, fazendo m := m+1, Cm = {i},
e Cm ∈ K. Caso contrário, investigue as cliques de K em ordem crescente de seus
ı́ndices, de 1 a m, enquanto |Γ∗(i)| 6= ∅ ocorre. Para cada Ck ∈ K, 1 ≤ k ≤ m, verifi-
que se Ck∪{i} é uma clique. Se for, tome Ck := Ck∪{i} e Γ∗(i) := Γ∗(i)\(Γ∗(i)∩Ck).
Ao longo deste procedimento, se |Γ∗(i)| cair a zero, volte ao ińıcio do ciclo principal
fazendo i := i + 1. Caso contrário, se |Γ∗(i)| > 0 ao final da iteração, um novo
processo de geração de cliques é iniciado. Isso é feito concentrando-se apenas nos
vértices de Γ∗(i). Para tanto, identifique Cmax ∈ Γ∗(i), onde Cmax é a maior clique
existente em Γ∗(i), e faça Cmax := Cmax ∪ {i}. A seguir, inicie uma nova clique em
K, fazendo m := m + 1, Cm = cmax e Γ∗(i) := Γ∗(i) \ (Γ∗(i) ∩ Cm). Repita esse
procedimento até que Γ∗(i) se torne vazio.
Na sequência, apresentamos no Algoritmo 1 um pseudo-código para o procedi-
mento descrito acima.
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Algorithm 1 Heuŕıstica para o Cobrimento Mı́nimo de Arestas por Cliques
Require: G = (V,E) and a list of cliques K := ∅
Ensure: a clique edge cover of G given by K
n← |V |
m← 0
for (i = 1, ..., n) do
Γ∗(i) := {j ∈ Γ(i) : j < i}
if |Γ∗(i)| == 0 then
m← m+ 1
Cm ← {i}
K ← K ∪ {Cm}
else
for (j = 1, ...,m) do
if (Cj ∪ {i} is a clique) then
Cj ← Cj ∪ {i}
Γ∗(i)← Γ∗(i) \ (Cj ∩ Γ∗(i))
if (|Γ∗(i)| == 0) then stop
end if
end for
while |Γ∗(i)| > 0 do
cmax ← ck {where ck is the maximum clique ∈ Γ∗(i)}
m← m+ 1
Cm ← cmax ∪ {i}
K ← K ∪ {Cm}





Como sáıda do Algoritmo 1, obtemos um recobrimento das arestas de G por
cliques. Não necessariamente um recobrimento contendo o menor número posśıvel
de cliques, mas um que, de qualquer modo, nos leva a uma reformulação do PCIM.
Tal reformulação, como veremos a seguir, tende a ser muito mais forte do que a
formulação padrão do problema e normalmente envolve um número muito menor de
restrições.
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2.3.1 Limites de Relaxação Linear para a Reformulação
Apresentamos na Tabela 2.2 informação similar àquela fornecida pela Tabela 2.1.
Desta vez, no entanto, relativa à nossa reformulação do PCIM. M′ indica o número
médio de restrições da reformulação (por conjunto de instâncias de teste) e GAP′
os gaps médios de dualidade por ela obtidos. Além disso, a Tabela 2.2 traz também
as seguintes informações adicionais, que permitem uma comparação de nossa refor-
mulação com a formulação padrão:
• M (Redução): percentual médio de redução no número de restrições;
• GAP (Redução): percentual médio de redução no valor da relaxação linear.
Famı́lia Total N M′ GAP′ M (Redução) GAP (Redução)
BROCK 12 467 7.072 206 19% 33%
C 7 1.411 52.542 512 33% 43%
C-FAT 7 371 8.259 2 17% 28%
DSJC 2 750 12.616 444 9% 21%
GEN 5 320 2.469 26 46% 41%
HAMMING 6 448 2.130 34 53% 59%
JOHNSON 4 179 31 0 5% 22%
KELLER 3 1.436 18.237 84 8% 15%
MANN 4 1.195 1.539 7 67% 72%
P-HAT 13 692 10.163 223 10% 25%
SAN 15 347 2.820 66 30% 26%
FRB 41 1.086 9.677 10 14% 11%
Tabela 2.2: Reformulação do PCIM: redução obtida no número de restrições e ganhos
nos gaps de dualidade (em relação à formulação padrão).
Na média de todas as instâncias testadas, nossa reformulação contém 33% do
número de restrições da formulação padrão. Da mesma forma, o limite superior
obtido por sua relaxação linear corresponde a apenas 35% do valor da relaxação
linear da formulação padrão. Como é posśıvel notar, a vantagem comparativa de
nossa reformulação por cobertura de arestas por cliques é expressiva. Tal vantagem,
vale aqui ressaltar, foi obtida com um mı́nimo de esforço computacional. Além
disso, é plauśıvel imaginar que melhores coberturas de arestas por cliques, ou seja
reformulações do PCIM que levem a relaxações lineares ainda mais fortes e envolvam
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um número ainda menor de restrições, possam ser obtidas aplicando uma Busca




Neste caṕıtulo, descrevemos um algoritmo Non Delayed Relax-and-Cut (NDRC)
genérico e a seguir uma especialização do mesmo para o PCIM. Apresentamos
também um breve histórico sobre esses algoritmos e indicamos alguns problemas
para os quais eles já foram propostos e testados.
Para o caso espećıfico do PCIM, consideramos duas famı́lias de desigualdades
válidas para reforçar nossa formulação do problema. Mais especificamente, traba-
lhamos com desigualdades de cliques e desigualdades de buraco ı́mpar.
Como veremos, as desigualdades de clique são as que mais contribuem para re-
forçar nossa formulação. Para simplificar a exposição, são também as que utilizamos
para descrever o algoritmo NDRC. Conclúıda a descrição, discutimos algumas ideias
investigadas com o intuito de tentar melhorar o desempenho do algoritmo. Feito
isso, apresentamos, finalmente, o tratamento dispensado às desigualdades de ciclo
ı́mpar. Estas, vale aqui ressaltar, não apresentaram um bom desempenho e as razões
para tanto não estão claras. Talvez o tempo dispońıvel para investigá-las tenha sido
demasiadamente curto. De qualquer forma, pretendemos voltar a investigá-las, fu-
turamente.
3.1 Algoritmos Non Delayed Relax-and-Cut
Algoritmos NDRC foram originalmente propostos por LUCENA (1992), sob um de-
signação distinta da atual. Posteriormente, LUCENA (2005) sugeriu a denominação
atualmente empregada para identificá-los. O objetivo sendo o de unificar, sob uma
mesma nomenclatura, os diferentes algoritmos que operam como análogos Lagran-
geanos de algoritmos de planos de cortes.
O termo Relax-and-Cut foi originalmente proposto por ESCUDERO et al. (1994)
para denominar unicamente o algoritmo de ABOUDI et al. (1991). No entanto, na
nomenclatura sugerida por LUCENA (2005), o algoritmo em [36] passou a se chamar
Delayed Relax-and-Cut (DRC), ou seja um tipo particular de algoritmo Relax-and-
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Cut. Uma diferença fundamental entre algoritmos NDRC e DRC é que o primeiro
impõe, como veremos, uma dualização dinâmica de desigualdades à cada solução do
Subproblema Lagrangeano (SL). O segundo, por outro lado, posterga esta dualização
até que o Problema Dual Lagrangeano (PDL), como um todo, seja resolvido (veja
LUCENA (2005), para maiores detalhes sobre os dois tipos de algoritmos Relax-and-
Cut existentes). Pelas informações dispońıveis [8], algoritmos NDRC apresentam um
melhor desempenho que seus algoritmos DRC correspondentes.
Algoritmos NDRC têm sido utilizados com alguma frequência na literatura.
Dentre vários outros, foram aplicados ao Problema de Steiner em Grafos por LU-
CENA(1992) e LUCENA(2005), ao Problema da Participação Retangular por CA-
LHEIROS et al.(2003), ao Problema de Roteamento de Véıculos por MARTINHON
et al.(2004), ao Problema da Árvore Geradora com Restrição de Grau por DA CU-
NHA e LUCENA (2007), ao Problema da Partição de Conjuntos por CAVALCANTE
et al.(2008), ao Problema da Árvore de Steiner com Recolha de Prêmios por DA CU-
NHA et al. (2009), ao Problema da Mochila 0-1 por DA CUNHA et al.(2010,
e ao Problema do Subgrafo Conexo de Maior Peso por ÁLVAREZ-MIRANDA e
SINNL (2017). Foram também utilizados na geração automática de desigualdades
de Chvátal-Gomory para resolução de problemas gerais de Programação Inteira por
FISCHETTI e SALVAGNIN (2011).
Todas as aplicações mencionadas acima foram implementadas utilizando essen-
cialmente variantes do Método do Subgradiente (MS) (veja BEASLEY (1993), por
exemplo, para maiores informações sobre o MS). A implementação de um algoritmo
NDRC baseada no Método de Feixes foi proposta por BELLONI e SAGASTIZÁBAL
(2009), que optaram no entanto, por excluir o termo Relax-and-Cut da denominação
que deram ao algoritmo.
Como indicado anteriormente, algoritmos NDRC são análogos Lagrangeanos de
algoritmos de planos de cortes e dualizam dois tipos básicos de restrições: (a) res-
trições que fazem parte da formulação do problema e (b) desigualdades válidas que
não fazem parte da formulação, mas a tornam mais forte. Embora exceções exis-
tam, restrições do tipo (a) são normalmente dualizadas de uma forma estática, como
é padrão nos algoritmos Lagrangeanos tradicionais. As restrições do tipo (b), no
entanto, são dualizadas de forma dinâmica, à medida que violam a solução de um
SL. Restrições do tipo (b) são descartadas se seus multiplicadores caem à zero no
decorrer da aplicação do MS. Podem, no entanto, voltar a ser dualizadas se voltarem
a violar a solução de um SL, no futuro.
Para descrever nosso algoritmo NDRC, considere a reformulação do PCIM que
sugerimos no caṕıtulo 2. Ou seja, aquela em que o conjunto de todas as cliques do
grafo G = (V,E), C, é substitúıdo por uma cobertura C ′ das arestas de G por cliques.
Para facilitar a descrição do algoritmo, assumimos que algumas iterações do MS já
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foram implementadas e que algumas cliques do tipo (b) (vide parágrafo anterior) já
se encontram dualizadas. Assumimos então que a reformulação do PCIM dispońıvel







xi ≤ 1, para toda clique C ∈ C ′ (10)
∑
i∈C
xi ≤ 1, para toda clique C ∈ C ′′ (11)
xi ∈ {0, 1}, i ∈ V, (12)
onde C ′′ corresponde às cliques dualizadas dinamicamente.





+ , respectivamente às








xi ∈ {0, 1}, i ∈ V, (14)
onde {wi : i ∈ V } são custos Lagrangeanos para as variáveis x e CT(λ′, λ′′) é uma
constante que se origina da dualização aplicada.
3.2 Implementação do Método do Subgradiente
Assuma que um limite inferior, linf , é conhecido para o PCIM e foi obtido, por
exemplo, através da aplicação de uma heuŕıstica que gera soluções viáveis para
o problema. Da mesma forma, assuma que um limite superior, lsup, é também
conhecido. Note, nesse caso, que lsup = |V | pode ser utilizado inicialmente. Tal
limite, no entanto, é extremamente fraco e pode ser atualizado à cada solução de
SL(λ′, λ′′), pelo valor da solução ótima correspondente àquele SL. Isso, obviamente,
quando tal valor implica numa redução do valor de lsup.
Uma solução ótima para SL(λ′, λ′′) é obtida fixando-se em 1 um subconjunto
apropriado das variáveis x, com as variáveis restantes sendo fixadas em 0. Se menos
do que linf variáveis têm custos w positivos, as linf de maior custo, positivos ou
negativos, são então fixadas em 1. Se, por outro lado, mais do que lsup variáveis têm
custos positivos, fixamos em 1 apenas as lsup variáveis de maior custo. Finalmente,
se um número de variáveis entre linf e lsup têm custos w positivos, apenas estas são
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fixadas em 1.
Numa dada iteração do MS, sob multiplicadores de Lagrange λ = (λ′, λ′′), seja
x uma solução ótima para SL(λ′, λ′′) e z(λ) seu valor correspondente. Denotando




xi − 1, para toda clique C ∈ C ′ ∪ C ′′ (15)







onde α é um número real assumindo valores em (0, 2]. Feito isso, atualizamos os
valores dos multiplicadores λ através da expressão
λi := max{0;λi − θgi}, i = 1,...,m, (17)
recalculamos os custos Lagrangeanos das variáveis x, e passamos para iteração se-
guinte do MS.
Em nossa implementação do Método do Subgradiente, foi imposto um limite
máximo de 10.000 iterações para o algoritmo. O valor do parâmetro α é reduzido à
metade sempre que 500 iterações consecutivas são efetuadas sem obter uma redução
global no valor do limite superior, lsup. Por outro lado, o MS é interrompido pre-
cocemente se linf e lsup coincidem, fornecendo assim um certificado de otimalidade
para a solução viável em mãos. Descrevemos a seguir o procedimento utilizado para
dualizar dinamicamente desigualdades válidas num ambiente NDRC. No nosso caso
espećıfico, desigualdades de cliques e de buraco ı́mpar.
3.3 Dualização Dinâmica de Desigualdades Vio-
ladas
Sem entrar em maiores detalhes, pode-se dizer que as desigualdades (10) são perma-
nentes enquanto as desigualdades (11) são temporárias. As primeiras são utilizadas
do ińıcio ao fim da aplicação do MS. As demais são utilizadas apenas enquanto
permanecem ativas, ou seja, dualizadas explicitamente e com seus multiplicadores
assumindo valores estritamente positivos. Quando o valor de um desses multiplica-
dores eventualmente cai a zero (na operação de atualização, (17)), sua desigualdade
correspondente se torna inativa e é então descartada de C ′′. Note, no entanto, que
nada a impede de voltar a fazer parte daquele conjunto, futuramente. Para tanto,
basta que volte a ser violada em uma solução subsequente de SL(λ′, λ′′) e, além disso,
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seja identificada como violada pelo algoritmo de separação (identificação) utilizado.
Mais detalhes sobre esses procedimentos serão apresentados ao longo do texto.
Como um todo, o processo descrito acima é extremamente dinâmico e o número
de desigualdades em C ′′ pode variar ao longo da aplicação do MS, com |C ′′| aumen-
tando ou diminuindo. À cada iteração do algoritmo, um procedimento heuŕıstico é
aplicado a x̄, para identificar desigualdades de clique que não pertencem a C ′ ∪ C ′′
e que são violadas naquele ponto. Estas, idealmente, devem ter a maior cardinali-
dade posśıvel e são então dualizadas, incorporadas à C ′′, e submetidas à restrição de
permanência definida acima. Assim procedendo, o número de desigualdades em C ′′
tende a se manter relativamente baixo.
Mesmo sob nossa reformulação do PCIM, o número de desigualdades em C ′ pode
vir a ser excessivamente alto. Decidimos então também aplicar a estas desigualda-
des a mesma regra de dualização dinâmica descrita acima. Ressaltamos que este
tratamento não é usual em algoritmos NDRC. Em outras aplicações, desigualdades
permanentes são normalmente tratadas de forma estática, por serem relativamente
poucas.
Na realidade, a regra utilizada é ligeiramente diferente daquela descrita acima.
Exemplificando, quando o multiplicador de Lagrange de uma desigualdade em C ′
cai a zero, esta é colocada sob uma forma de quarentena. Não é considerada nas
operações de atualização de multiplicadores (15)–(17), mas passa a ser testada para
violação à toda iteração subsequente do MS. Tão logo seja violada, volta a fazer
parte de C ′, como um membro pleno.
Note que não dispensamos às desigualdades de C ′′ o mesmo tratamento aplicado
no parágrafo anterior às desigualdades de C ′. Ou seja, uma vez que uma desigualdade
de C ′′ se torne inativa e seja descartada daquele conjunto, não a colocamos num
processo de quarentena. Mantemos a desigualdade armazenada em memória (para
uso futuro em uma das variantes do algoritmo exato a ser descrito no Caṕıtulo 5).
No entanto, para evitar que o conjunto C ′′ eventualmente cresça em demasia, não
sujeitamos a desigualdade à quarentena. Ressaltamos, de qualquer forma, que a
aplicação da regra pode vir a ser uma alternativa interessante a testar no futuro.
Outro ponto importante a destacar é que, no caso espećıfico do PCIM, a fronteira
que estabelecemos entre desigualdades permanentes e temporárias não é tão ŕıgida.
Note que as desigualdades em C ′ são necessárias para que tenhamos em mãos uma
formulação do problema. No entanto, quanto identificamos dinamicamente uma
nova desigualdade de clique, que seja não apenas violada mas que também domina
uma ou mais desigualdades do conjunto C ′, estas são então descartadas e a nova
desigualdade toma os seus lugares no conjunto C ′, tornando-se assim permanente.
Ao fazer isso, as desigualdades de C ′ continuam a definir uma formulação para o
PCIM. A nova formulação, no entanto, é mais forte que a anterior. Finalmente,
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para dar continuidade suave à aplicação do MS, o valor atribúıdo ao multiplicador
da nova desigualdade é o maior, dentre todos aqueles associados às desigualdades
que estão sendo substitúıdas.
3.3.1 Separação de Cliques
Utilizamos uma heuŕıstica para identificar desigualdades de clique violadas no ponto
x. Esta é composta por uma procedimento construtivo, inicial, complementado
por um procedimento de Busca Local (BL). O procedimento construtivo se baseia
naquele proposto por NEMHAUSER e SIGISMONDI (1992), para x fracionário.
Note, no entanto, que no nosso caso x é binário 0-1.
À cada iteração do MS, constrúımos o grafo suporte correspondente a x̄, que
denotamos por Ḡ = (V̄ , Ē). Ou seja, o subgrafo de G induzido pelos vértices i ∈ V
para os quais x̄i = 1. Para inicializar uma clique violada, C, escolhemos o vértice de
maior grau em Ḡ. Ou seja, aquele com o maior número de arestas a ele incidentes
em Ḡ. Assuma que j ∈ V é esse vértice. Eliminamos de Ḡ todos os vértices que não
são vizinhos de j, ou seja, que não possam ser utilizados para expandir a clique C.
A seguir, introduzimos em C o vértice de maior grau no grafo resultante e repetimos
as operações anteriores. Ao final do processo, obtemos uma clique de Ḡ (e também
de G) que é violada no ponto x̄.
Com uma clique C em mãos, passamos então para um procedimento de BL. Isso
é feito testando trocas um-por-dois. Ou seja, exclúımos um vértice de C e testamos
a inclusão de outros dois a ela. Quando bem sucedidos, efetuamos a troca e reini-
cializamos todo o procedimento de BL para a nova clique obtida. Caso contrário,
o algoritmo prossegue, considerando outro vértice como candidato a trocas. O pro-
cedimento termina quando todos os vértices da clique são investigados e nenhuma
troca é efetuada. Neste ponto, passamos então a considerar os vértices de V \ V .
Testamos se um destes forma uma clique com todos os demais vértices de C. Isto é
feito até o ponto em que não seja mais posśıvel expandir C, mesmo com a aplicação
do procedimento de BL.
3.4 O SL como um Problema da Mochila 0-1
O problema da mochila 0-1 (PM) [47] é um dos problemas mais investigados e utili-
zados em aplicações práticas de Otimização Combinatória (veja MARTELLO(1990),
para maiores detalhes). Pode ser descrito como em [48], por exemplo, onde temos
n itens candidatos a carregar numa mochila de capacidade CAP , cada item j tra-
zendo um benef́ıcio wj ∈ R+ e pesando pj ∈ Z. O objetivo sendo o de escolher um
subconjunto de itens que maximize o benef́ıcio a obter, sem exceder, no entanto, a
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capacidade da mochila. Associando uma variável xj ∈ {0, 1} à decisão de carregar








pjxj ≤ CAP (19)
xj ∈ 0, 1, j = 1, ..., n (20)
Numa tentativa de obter limites duais mais fortes para nossa reformulação do
PCIM, testamos a utilização das duas alternativas de SL aqui consideradas. Para








pixi ≤ CAP (22)
xi ∈ {0, 1}, i ∈ V (23)
onde
∑
i∈V pixi ≤ CAP é a desigualdade obtida ao somarmos todas as desigualdades
de clique em C ′ e C ′′.
3.4.1 Identificação do Melhor SL a Utilizar
Para identificar a melhor alternativa de SL a utilizar, executamos alguns experi-
mentos computacionais. Em particular, comparamos o desempenho de algoritmos
NDRC utilizando cada um dos dois SLs definidos acima. Denominamos Livre-
Escolha ao algoritmo baseado no SL (13)-(14) e que utiliza as informações dos
limites inferiores e superiores globais para resolver o problema. Denominamos PM,
àquele baseado no problema da mochila definido por (21)-(23).
Para as duas alternativas acima, apresentamos, na Tabela 3.4.1, as seguintes
informações: número médio de iterações executadas antes do critério de parada ser
atingido (por prova de otimalidade ou 10.000 iterações efetuadas) para cada con-
junto de instâncias dispońıveis, ITER, percentual das vezes em que cada alternativa
NDRC obteve melhor desempenho, e o percentual de empates obtidos entre elas.
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Conjunto INTER Livre-Escolha PM EMPATE
BROCK 10.000 70,4% 7,5% 22,1%
C 10.000 64,4% 9,2% 26,4%
C-FAT 2.263 30,2% 53,3% 16,5%
DSJC 10.000 38,0% 34,8% 27,2%
GEN 1.266 47,6% 4,4% 48,0%
HAMMING 3.424 36,6% 30,6% 32,8%
JOHNSON 36 1,8% 57,3% 40,9%
KELLER 10.000 91,4% 1,1% 7,5%
MANN 10.000 40,7% 50,6% 8,7%
P-HAT 10.000 60,1% 12,2% 27,7%
SAN 3.943 66,5% 6,1% 27,3%
FRB 9.086 96,3% 0,4% 3,3%
Tabela 3.1: Comparação de desempenho Livre-Escolha x PM
Como é posśıvel observar, a alternativa Livre-Escolha obteve um melhor de-
sempenho neste experimento. Levou vantagem para 63% de todos as instâncias
testadas. A alternativa PM foi superior em apenas 17,7% dos casos, ocorrendo um
empate em 19,3% dos casos restantes.
Comparamos também a performance dos limites inferiores e superiores globais
obtidos pelo algoritmo NDRC, em cada caso. Na Tabela 3.2, apresentamos a di-
ferença percentual entre o limite inferior, LI, e o limite superior, LS, obtidos por
PM, em relação àqueles obtidos por Livre-Escolha. Dessa forma, identificamos a
diferença percentual da amplitude alcançada pelas duas alternativas, expressas em
GAP.
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Conjunto LI LS GAP
BROCK 1,5% 2,3% 2,6%
C 0,3% 1,8% 2,2%
C-FAT 0,0% 0,1% 2,9%
DSJC 0,0% 2,0% 2,5%
GEN 0,3% 0,0% -22,1%
HAMMING 0,0% 0,1% 3,0%
JOHNSON 0,0% -2,6% -32,1%
KELLER 1,1% 0,4% -3,0%
MANN 0,0% 0,0% 0,0%
P-HAT 0,0% 1,2% 2,1%
SAN 0,2% 0,7% 2,9%
FRB 0,1% 0,1% 0,9%
TOTAL 0,1% 0,6% 2,0%
Tabela 3.2: Diferença nos limites primal e dual PM em relação ao Livre-Escolha
A alternativa PM gerou limites superiores 0,6% mais altos (piores). Porém
apresentou um melhor desempenho na geração de limites inferiores, da ordem de
0,1%. Nossa decisão pendeu a favor da alternativa Livre-Escolha, já que tomamos
por critério de escolha a obtenção de melhores limites superiores.
Finalmente, efetuamos um último experimento. Neste, à cada iteração do MS,
consideramos tanto a solução obtida pelo SL associado à alternativa PM quanto
aquela associada à alternativa Livre-Escolha, tomando sempre a melhor das duas.
De forma geral, essa alternativa h́ıbrida obteve os piores resultados. Com a al-
ternância dos tipos de SL resolvidos à cada iteração, o MS apresentou uma con-
vergência pouco satisfatória. Mantivemos assim nossa opção anterior pela alterna-
tiva Livre-Escolha.
3.5 Dualização Dinâmica de Buracos Ímpares
Considere, como antes, um grafo G = (V,E). Um caminho em G é uma sequência
de vértices não repetidos de V , conectados por uma sequência de arestas de E. Um
ciclo de G, por sua vez, é um caminho formado por três ou mais vértices, acrescido
de uma aresta adicional, que conecta suas extremidades. O ciclo é ı́mpar quando
contém um número ı́mpar de vértices e é induzido quando inexistem arestas de G
ligando pares de vértices não consecutivos do mesmo. Ciclos induzidos ı́mpares
contendo cinco ou mais vértices são chamados alternativamente de buracos ı́mpares.
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Numa tentativa de reforçar nossos limites NDRC duais, investigamos, além da
dualização dinâmica de desigualdades de clique, a dualização de desigualdades de
buraco ı́mpar. Para tanto, como no caso da separação de cliques, trabalhamos sobre
o grafo suporte Ḡ = (V̄ , Ē), correspondente a uma solução ótima x de SL(λ′, λ′′).
Para identificar buracos ı́mpares de Ḡ, utilizamos uma adaptação da heuŕıstica pro-
posta por FONDZEFE (2016).
A heuŕıstica se baseia numa árvore em camadas, T = (V̄T , ĒT ), constrúıda a par-
tir do grafo Ḡ. Em particular, utilizamos a Figura 3.1 para ilustrar o procedimento
de construção. O grafo Ḡ é o que aparece à esquerda da figura. A árvore T , cuja
construção vamos descrever, é aquela que aparece à direita da mesma.
Para inicializar T , escolhemos um vértice qualquer para atuar como raiz. No
nosso caso espećıfico, sem entrar em maiores detalhes, escolhemos o vértice 2 para
cumprir esse papel. Tal vértice define então a camada 0 de T . Para expandir T em
sua camada 1, consideramos as arestas de Ḡ que são incidentes a 2. Ou seja, aquelas
com extremidades respectivamente nos vértices 1 e 3. Feito isso, T passa a ter duas
camadas e repetimos o procedimento anterior para continuar sua expansão. Isso é
feito considerando, de forma ordenada, cada um dos vértices da camada 1. Sem
entrar em maiores detalhes, vamos assumir que essa ordem é definida pelo vértice 1,
seguido do vértice 3. Expandimos T a partir de 1 considerando todas as arestas de Ḡ
incidentes a 1 e que não sejam incidentes a vértices já inclúıdos em T . No nosso caso
espećıfico, apenas a aresta {1, 4} se qualifica para a função. Para o vértice 3, por
sua vez, a expansão é feita através das arestas {3, 5}, {3, 6} e {3, 10}. Procedendo
recursivamente como acabamos de descrever, chegamos eventualmente à árvore em
camadas de Ḡ, ilustrada na Figura 3.1.
Figura 3.1: Construção da Árvore em Camadas de Ḡ
Para identificar ciclos ı́mpares de Ḡ, nos bastaria considerar certos pares de
vértices localizados numa camada t ≥ 2 de T . Note que um caminho par conectando
tais pares de vértices necessariamente existe naquela árvore e passa por um ancestral
em comum. No entanto, para que nos leve a um ciclo ı́mpar, uma aresta de Ḡ deve
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necessariamente existir entre os dois vértices. Na figura Figura 3.2 consideramos os
vértices 4 e 5, localizados na camada 2. Tais vértices se qualificam para a função
pois a aresta {4, 5} existe entre eles, em Ḡ. Note que combinando o caminho entre
os dois com a aresta que os conecta diretamente, chegamos ao ciclo ı́mpar mostrado
na figura. Este, como se pode observar, contém cinco vértices.
Figura 3.2: Exemplo de Identificação do Ciclo Ímpar (em vermelho)
Identificado um ciclo ı́mpar, verificamos se este define ou não um buraco ı́mpar.
No exemplo da figura 3.2, o ciclo ı́mpar U , formado pelos vértices {1, 2, 3, 4, 5}, não
cumpre essa função. Chega-se a essa conclusão através de um procedimento que
verifica a existência ou não de arestas internas a U . Se o resultado é positivo, divi-
dimos U em dois ciclos: um necessariamente par e outro necessariamente ı́mpar. A
seguir, tomamos o ciclo ı́mpar resultante como sendo nosso novo ciclo U e repetimos
o procedimento anterior até que este mais se aplique. Neste ponto, se o ciclo ı́mpar
em mãos tiver menos do que 5 vértices, a heuŕıstica terá falhado. Caso contrário,









A desigualdade (24) não define necessariamente uma faceta do politopo corres-
pondente à envoltória convexa de todos os CIs. Para que isso ocorra, a desigualdade
deve ser submetida a um procedimento de lifting. Em nossa investigação, aplicamos






αvxv ≤ k, (25)
0 ≤ αv ≤ k. Valores para os coeficientes αv dependem da ordem espećıfica em que os
vértices do conjunto V \B são investigados. Em particular, se V \B = {v1, v2, ..., vr},
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r = |V | − (2k + 1), e os coeficientes são calculados na ordem de αvi , i = 1, ..., r,
temos então que
αvj = k − zvj (26)








Note, nesse caso, que a maximização é feita resolvendo o PCIM definido pelo con-
junto de vértices (B ∪ {v1, ..., vj−1}) \ Γ(vj), onde Γ(v) representa o conjunto dos
vizinhos do vértice v. Para maiores detalhes sobre o procedimento, sugerimos uma
consulta a [15].
3.5.1 O Impactos Observados Com a Dualização de Desi-
gualdades de Buraco Ímpar
Observamos um aumento no tempo de CPU, provocado pelo uso de desigualdades
de buraco ı́mpar, da ordem de 69%, em média. No entanto, não observamos ganhos
significativos na qualidade dos limites primais e duais que obtivemos. Para apenas
35% das instâncias testadas conseguimos melhorar, de forma marginal, o desempe-
nho do algoritmo. Especificamente, o impacto obtido para elas foi de uma redução
média de apenas 0,4%, no limite dual.
Na média de todas as instâncias de teste consideradas, a utilização de desigual-
dades de buraco ı́mpar levou a um aumento no limite superior da ordem de 0,3%,
ou seja, a uma piora. Dessa maneira, descartamos então a utilização dessas de-





Neste caṕıtulo, apresentamos a heuŕıstica primal que utilizamos para gerar soluções
viáveis para o PCIM. Em particular, mostramos como essa heuŕıstica se beneficia
da informação dual obtida à cada iteração do MS. Após a aplicação da heuŕıstica,
submetemos a solução resultante a um procedimento de BL, baseado em Busca
Tabu, como uma forma de tentar fugir de ótimos locais.
Abaixo apresentamos brevemente o passo a passo da heuŕıstica, que será mais
detalhada a seguir. Considere D uma lista de vértices inicialmente vazia, a solução
lagrangeana e Ḡ o subgrafo induzido por .
1. Tome i com o melhor custo-benef́ıcio e D = D ∪ i
2. Elimine todos os vizinhos de i de G
3. Repita os passos 1 e 2, até que G = ∅
4. Faça o mesmo procedimento com os vértices restantes de G
5. E, ao final, usamos uma Busca Local com condição TABU para procurar uma
melhora na solução em mãos.
4.1 Algoritmo Construtivo para Solução Viável
Como antes, seja x̄ uma solução ótima para o SL(λ′, λ′′) e Ḡ = (V̄ , Ē) o seu grafo
suporte (induzido por G(V̄ )). Denominamos por D = ∅ o conjunto independente
a ser gerado e, para inicializá-lo, escolhemos i ∈ V , sujeito ao critério do melhor
custo-benef́ıcio wi|Γ(i)| , onde wi é o custo Lagrangeano de xi e Γ(i) é a vizinhança
aberta de i em G. Feito isso, o vértice i é eliminado de Ḡ, juntamente com todos
os seus vizinhos, ou seja, Γ(i). Para o grafo reduzido resultante, selecionamos, mais
uma vez, o vértice com o melhor custo-benef́ıcio para expandir D. Da mesma forma,
eliminamos do mesmo, a seguir, aquele vértice e seus vizinhos. Este procedimento
24
básico é repetido até que o grafo em mãos se torne vazio. Neste ponto, exclúımos de
G os vértices de D, assim como todos os seus vizinhos. A seguir, passamos a aplicar
ao grafo resultante, o procedimento de expansão de D descrito acima para Ḡ. Mais
uma vez, isso é feito até que o grafo em mãos se torne vazio.
Como é posśıvel verificar, nossa heuŕıstica construtiva envolve duas etapas. A
primeira, privilegia os vértices de Ḡ, ou seja, utiliza a informação dual Lagrangeana.
A segunda, tenta expandirD, concentrando-se nos demais vértices deG. No entanto,
por se tratar de uma heuŕıstica gulosa, o algoritmo tende a nos levar para um ótimo
local. Para tentar contornar essa limitação, aplicamos a D o procedimento de BL
mencionado na introdução desta seção. Apresentamos a seguir, no Algoritmo 2, um
pseudo-código para nossa heuŕıstica gulosa.
Algorithm 2 Heuŕıstica Gulosa para Solução Viável
Require: G = (V,E) and Ḡ = (V̄ , Ē) a set of vertex D := ∅
Ensure: a independent set D
AUX ← {}
while |V̄ \ AUX| > 0 do
v∗ ← vk ∈ (V̄ \ AUX), such the wk|Γ̄(k)| is maximal
D ← D ∪ {v∗}
AUX← AUX ∪ {v∗ ∪ Γ(v∗)}
end while
while |V \ AUX| > 0 do
v∗ ← vk ∈ (V \ AUX), such the wk|Γ̄(k)| is maximal
D ← D ∪ {v∗}




Uma vez conclúıdo o procedimento descrito acima, uma BL é aplicada a D. O
objetivo sendo o de tentar aumentar a cardinalidade daquele conjunto. Isso é feito
utilizando elementos de Busca Tabu [50] e a lógica de trocas empregada por AN-
DRADE et al. [13], ou seja de trocas 1-por-2 ou 2-por-3. Permitimos um máximo
de 200 iterações para o procedimento. Além disso, fixamos os parâmetros α e β que
vamos utilizar em α = 25 e β = 15, onde β é multiplicado por um número aleatório
entre 0 e 1, para gerar um ı́ndice T = α + β ∗ rand(), que representa o número
de iterações consecutivas em que um vértice exclúıdo de D não pode voltar àquele
conjunto. Isso é feito, atualizando uma lista TABU T de tamanho |V |, para impor
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que o vértice exclúıdo permanecerá entre 25 e 40 iterações das 200 posśıveis sem
poder ser candidato a entrar, ou sair, novamente de D. Note que a condição TABU
de um vértice é imposta como uma tentativa de fugir de ótimos locais, possibilitando
a entrada de vértices com custo benef́ıcio menos atrativo pela heuŕıstica gulosa.
Seja i ∈ D, numa dada iteração do algoritmo, o vértice escolhido para exclusão.
Para substitúı-lo, identificamos então o maior número posśıvel de vértices na vizi-
nhança aberta de D \ {i}, ou seja, Γ(D \ {i}), não impedidos (temporariamente)
de entrar em D. Isso é feito aplicando essencialmente o mesmo procedimento in-
dicado acima para a construção de D. Consideramos todos os vértices não-TABU
existentes em D, e escolhemos aquele que leva à troca mais vantajosa, na iteração
corrente da BL. Durante todo o processo de troca, guardamos a melhor solução
encontrada. Como sáıda do procedimento de BL teremos, possivelmente, uma me-
lhor solução. No pior cenário, a mesma encontrada anteriormente pela heuŕıstica
construtiva. Apresentamos a seguir um pseudo-código para o procedimento descrito
acima.
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Algorithm 3 Busca Local TABU para Solução Viável
Require: G = (V,E), solution S, α, β and Maxit




for i = 1, ..., n do
T [i]← 0
end for
for it = 1, ...,Maxit do
Ssize ← 0
S ′best ← 0
for vertice i ∈ S do
S ′ ← S \ {i}
S ′ ← expand solution(S ′, i, T )
if |S ′| > Ssize then
Ssize ← |S ′|
S ′best ← S ′
end if
end for
for vertice i ∈ (S ∪ S ′best) \ (S ∩ S ′best) do
T [i]← T [i] + α + β ∗ rand(0, 1)
end for
S ← S ′best






Algorithm 4 Procedimento de Expansão da Solução Viável
function expand solution(S, vout, T ) {
ResS ← S
for i ∈ V \ (S ∪ Γ(S)) do
if (i 6= vout) and (T [i] ≤ it) then
if (ResS ∪ i) is a valid solution then









Apresentamos inicialmente os resultados computacionais obtidos com a aplicação
do algoritmo NDRC para a resolução do PCIM. As instâncias de teste utilizadas
são aquelas mencionadas previamente e a versão utilizada do algoritmo dualiza ape-
nas as desigualdades de clique. A seguir, apresentamos os resultados obtidos ao
combinarmos o algoritmo NDRC com o software CPLEX. Neste caso, o algoritmo
NDRC atua como um warm starter para uma inicialização avançada do CPLEX.
Denominamos NDRC-CPLEX a este algoritmo h́ıbrido.
Todos os experimentos computacionais foram efetuados em um computador equi-
pado com um processador Intel i7-7700k, com uma velocidade de 4,2 GHz e 32 GB
de RAM. Nossos códigos foram escritos na linguagem de programação C++, o soft-
ware de Programação Inteira utilizado foi o IBM ILOG CPLEX na versão 12.7.1 [9]
e o sistema operacional empregado foi o Windows 10 Pro 64 bits.
A Tabela 5.1 descreve os resultados obtidos pelo algoritmo NDRC. Estes apare-
cem em colunas rotuladas como: (a) Total, indica o número de instâncias existentes
em cada conjunto considerado, (b) LI-opt, indica o número de instâncias para as
quais o limite inferior obtido foi igual ao valor ótimo (ou igual ao melhor limite
inferior conhecido, quando o valor ótimo é desconhecido), (c) LS-opt, indica o
número de instâncias para as quais o limite superior foi igual ao valor ótimo (ou
igual ao melhor limite inferior conhecido, quando o valor ótimo é desconhecido), (d)
(LI/LS)-opt, o número de instâncias para as quais o limite inferior ou o limite
superior foram iguais ao valor ótimo (ou iguais ao melhor limite inferior conhecido,
quando o valor ótimo é desconhecido), (e) OPT, o número de instâncias para as
quais um certificado de otimalidade foi obtido, e (f) Tempo, o tempo médio de
CPU “de parede”, em segundos, gastos para resolver/tentar resolver as instâncias
de cada grupo.
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Grupo Total LI-opt LS-opt (LI/LS)-opt OPT Tempo(seg)
BROCK 12 6 0 6 0 77
C 7 4 0 4 0 426
C-FAT 7 7 6 7 6 17
DSJC 2 2 0 2 0 114
GEN 5 4 5 5 4 20
HAMMING 6 6 4 6 4 54
JOHNSON 4 4 4 4 4 4
KELLER 3 2 0 2 0 320
MANN 4 2 0 2 0 2237
P-HAT 13 13 0 13 0 173
SAN 15 14 11 15 10 17
FRB 41 6 41 41 6 276
TOTAL 119 70 71 107 34 311
Tabela 5.1: Resultados Obtidos pelo Algoritmo NDRC
No total, para 107 das 119 instâncias consideradas, o valor ótimo foi alcançado
através do limite inferior ou do limite superior. Conseguimos obter também certifi-
cados de otimalidade para 34 instâncias.
5.1 Algoritmo NDRC-CPLEX
Descrevemos agora os resultados obtidos pelo algoritmo NDRC-CPLEX. Este é em-
pregado sempre que o algoritmo NDRC, por si só, não é capaz de resolver à otimali-
dade uma dada instância do problema. Embora a aplicação do procedimento tenha
sido exigida para apenas 85 das 119 instâncias consideradas, inclúımos na Tabela
5.2 os resultados obtidos para as 34 instâncias restantes, resolvidas à otimalidade
exclusivamente pelo algoritmo NDRC.
Para instâncias que de fato demandam a aplicação do NDRC-CPLEX, o algo-
ritmo NDRC funciona como um warm starter. Ou seja, como um instrumento capaz
de viabilizar uma inicialização avançada do CPLEX. Isso é feito fornecendo àquele
software, além de nossa reformulação para o PCIM, as desigualdades dualizadas di-
namicamente que se encontravam ativas no momento em que o melhor limite dual
foi obtido pelo algoritmo NDRC. Também fornecemos ao CPLEX a melhor solução
viável obtida ao longo da aplicação do algoritmo NDRC. Assim procedendo este
tem, como ponto de partida, o melhor limite dual e o melhor limite primal obtidos
pelo algoritmo NDRC.
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As informações relativas ao algoritmo NDRC-CPLEX que aparecem na Tabela
5.2 são similares àquelas que a Tabela 5.1 fornece para o algoritmo NDRC. Uma
diferença, no entanto, diz respeito ao tempo de CPU, que agora considera tanto o
tempo dispendido pelo algoritmo NDRC quanto aquele relativo ao uso do CPLEX.
Um limite de 7.200 segundos de tempo de CPU “de parede”foi imposto em cada
rodada do CPLEX.
Grupo Total LI-opt LS-opt (LI/LS)-opt OPT Tempo(seg)
BROCK 12 7 4 7 4 4891
C 7 4 1 4 1 6600
C-FAT 7 7 7 7 7 17
DSJC 2 2 0 2 0 7317
GEN 5 5 5 5 5 20
HAMMING 6 6 5 6 5 1254
JOHNSON 4 4 4 4 4 4
KELLER 3 2 1 2 1 5120
MANN 4 4 4 4 4 2378
P-HAT 13 13 7 13 7 4308
SAN 15 15 14 15 14 762
FRB 41 12 41 41 12 5505
TOTAL 119 81 93 110 64 3181
Tabela 5.2: Resultados Obtidos pelo Algoritmo NDRC-CPLEX
O algoritmo NDRC-CPLEX resolveu à otimalidade 64 das nossas 119 instâncias
de teste (34 destas através da aplicação direta do algoritmo NDRC). Além disso,
conseguiu obter certificados de otimalidade para 3 das 18 instâncias que ainda se en-
contravam em aberto, algumas há mais de 30 anos. Especificamente, comprovamos
que os melhores limites inferiores previamente obtidos para as instâncias C.125.9,
MANN-a81 e p-hat700-2 correspondem, de fato, aos valores ótimos para as mes-
mas, respectivamente de 34, 1.100 e 44.
Nas Tabelas 5.3 e 5.4, apresentamos resultados computacionais detalhados para
cada uma das 119 instâncias de teste aqui consideradas. Os resultados se estendem
por 13 colunas, divididas em três grupos. O primeiro grupo fornece informações
sobre os grafos de definição, G = (V,E), correspondentes à cada instância de teste.
Indica também seus valores ótimos (ou os melhores limites inferiores conhecidos para
cada instância, quando o ótimo é desconhecido). Da mesma forma, indica ainda os
valores da relaxação linear da formulação padrão, aplicada à cada instância. O
segundo e o terceiro grupos estão associados à aplicação dos algoritmos NDRC e
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NDRC-CPLEX, operando sob nossa reformulação do PCIM. Mais especificamente,
temos os seguintes rótulos para as colunas:
• NOME: identifica a instância;
• N: Número de variáveis na formulação padrão do PCIM, que é igual ao número
de vértices de G;
• M: Número de restrições na formulação padrão do PCIM, que é igual ao
número de arestas de G;
• BEST: Valor da solução ótima ou do melhor limite inferior conhecido, quando
o ótimo é desconhecido (destacado em vermelho quando a instância ainda se
encontra em aberto);
• RL: Valor da relaxação linear da formulação padrão do PCIM;
• LI: Melhor limite inferior encontrado por NDRC ou NDRC-CPLEX, o que se
aplicar;
• LS: Melhor limite superior encontrado por NDRC ou NDRC-CPLEX o que se
aplicar;
• GAP: Diferença percentual entre LI e LS, para NDRC ou NDRC-CPLEX.
“OPT”indica que encontramos o valor ótimo;
• TEMPO: Tempo “de parede” de CPU em segundos.
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NDRC NDRC-CPLEX
NOME N M BEST RL LI LS GAP TEMPO LI LS GAP TEMPO
brock200 1 200 5.066 21 100 21 38,83 17 17 21 21,00 OPT 89
brock200 2 200 10.024 12 100 12 21,93 9 13 12 12,00 OPT 24
brock200 3 200 7.852 15 100 15 28,03 13 14 15 15,00 OPT 42
brock200 4 200 6.811 17 100 17 31,46 14 15 17 17,00 OPT 50
brock400 1 400 20.077 27 200 25 66,44 41 54 25 42,95 17 7.264
brock400 2 400 20.014 29 200 29 66,62 37 54 29 42,34 13 7.261
brock400 3 400 20.119 31 200 31 66,51 35 54 31 41,12 10 7.255
brock400 4 400 20.035 33 200 25 67,24 42 53 33 39,84 6 7.254
brock800 1 800 112.095 23 400 21 101,07 80 162 21 75,32 54 7.363
brock800 2 800 111.434 24 400 21 100,46 79 163 21 76,51 55 7.365
brock800 3 800 112.267 25 400 22 100,54 78 162 22 74,85 52 7.362
brock800 4 800 111.957 26 400 21 101,87 80 163 21 75,51 54 7.364
C1000.9 1.000 49.421 68 500 66 225,14 159 307 66 201,06 135 7.507
C125.9 125 787 34 63 34 43,17 9 12 34 34,00 OPT 12
C2000.5 2.000 999.164 16 1.000 16 167,32 151 450 16 157,70 141 7.650
C2000.9 2.000 199.468 77 1.000 73 411,79 338 829 73 394,47 321 8.029
C250.9 250 3.141 44 125 44 71,90 27 33 44 49,20 5 7.237
C4000.5 4.000 3.997.732 18 2.000 17 312,55 295 1.250 17 302,07 285 8.450
C500.9 500 12.418 57 250 57 125,26 68 103 57 100,03 43 7.313
c-fat200-1 200 18.366 12 100 12 12,94 OPT 2 12 12,00 OPT 2
c-fat200-2 200 16.665 24 100 24 24,88 OPT < 0 24 24,00 OPT < 0
c-fat200-5 200 11.427 58 100 58 66,50 8 62 58 58,00 OPT 62
c-fat500-1 500 120.291 14 250 14 15,00 OPT 17 14 14,00 OPT 17
c-fat500-10 500 78.123 126 250 126 126,90 OPT 2 126 126,00 OPT 2
c-fat500-2 500 115.611 26 250 26 26,90 OPT 31 26 26,00 OPT 31
c-fat500-5 500 101.559 64 250 64 64,96 OPT 3 64 64,00 OPT 4
DSJC1000 5 1.000 249.674 15 500 15 91,69 76 171 15 84,54 69 7.371
DSJC500 5 500 62.126 13 250 13 48,47 35 56 13 23,78 10 7.263
frb100-40 4.000 572.774 100 2.000 91 100,03 9 2.549 91 100,00 9 9.749
frb30-15-1 450 17.827 30 225 30 30,92 OPT 2 30 30,00 OPT 2
frb30-15-2 450 17.874 30 225 30 30,66 OPT 7 30 30,00 OPT 7
frb30-15-3 450 17.809 30 225 30 30,01 OPT 32 30 30,00 OPT 32
frb30-15-4 450 17.831 30 225 30 30,46 OPT 9 30 30,00 OPT 9
frb30-15-5 450 17.794 30 225 30 30,53 OPT 1 30 30,00 OPT 1
frb35-17-1 595 27.856 35 298 33 35,00 2 87 35 35,00 OPT 476
frb35-17-2 595 27.847 35 298 34 35,00 1 90 35 35,00 OPT 1.116
frb35-17-3 595 27.931 35 298 35 35,01 OPT 58 35 35,00 OPT 58
frb35-17-4 595 27.842 35 298 34 35,00 1 87 35 35,00 OPT 267
frb35-17-5 595 28.143 35 298 34 35,00 1 90 35 35,00 OPT 201
frb40-19-1 760 41.314 40 380 39 40,21 1 129 40 40,00 OPT 225
frb40-19-2 760 41.263 40 380 39 40,00 1 136 40 40,00 OPT 3.601
frb40-19-3 760 41.095 40 380 38 40,00 2 137 38 40,00 2 7.348
frb40-19-4 760 41.605 40 380 39 40,00 1 140 39 40,00 1 7.340
frb40-19-5 760 41.619 40 380 39 40,00 1 140 39 40,00 1 7.340
frb45-21-1 945 59.186 45 473 43 45,00 2 194 43 45,00 2 7.414
frb45-21-2 945 58.624 45 473 43 45,00 2 194 43 45,00 2 7.416
frb45-21-3 945 58.245 45 473 43 45,00 2 190 44 45,00 1 7.390
frb45-21-4 945 58.549 45 473 43 45,00 2 188 43 45,00 2 7.397
frb45-21-5 945 58.579 45 473 43 45,00 2 195 44 45,00 1 7.395
frb50-23-1 1.150 80.072 50 575 47 50,00 3 256 47 50,00 3 7.477
frb50-23-2 1.150 80.851 50 575 48 50,00 2 265 48 50,00 2 7.471
frb50-23-3 1.150 81.068 50 575 47 50,00 3 272 47 50,00 3 7.498
frb50-23-4 1.150 80.258 50 575 48 50,00 2 263 48 50,00 2 7.468
frb50-23-5 1.150 80.035 50 575 48 50,00 2 262 48 50,00 2 7.474
frb53-24-1 1.272 94.227 53 636 50 53,00 3 302 50 53,00 3 7.518
frb53-24-2 1.272 94.289 53 636 51 53,00 2 313 51 53,00 2 7.524
frb53-24-3 1.272 94.127 53 636 50 53,00 3 309 50 53,00 3 7.524
frb53-24-4 1.272 94.308 53 636 50 53,00 3 308 50 53,00 3 7.516
frb53-24-5 1.272 94.226 53 636 50 53,00 3 310 50 53,00 3 7.521
Tabela 5.3: Resultados individuais (Parte 1)
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NDRC NDRC-CPLEX
NOME N M BEST RL LI LS GAP TEMPO LI LS GAP TEMPO
frb56-25-1 1.400 109.676 56 700 53 56,24 3 350 53 56,00 3 7.552
frb56-25-2 1.400 109.401 56 700 53 56,00 3 343 53 56,00 3 7.560
frb56-25-3 1.400 109.379 56 700 53 56,00 3 359 53 56,00 3 7.590
frb56-25-4 1.400 110.038 56 700 53 56,00 3 362 53 56,00 3 7.575
frb56-25-5 1.400 109.601 56 700 53 56,00 3 359 53 56,00 3 7.568
frb59-26-1 1.534 126.555 59 767 56 59,00 3 412 56 59,00 3 7.627
frb59-26-2 1.534 126.163 59 767 56 59,00 3 399 56 59,00 3 7.603
frb59-26-3 1.534 126.082 59 767 55 59,00 4 400 55 59,00 4 7.601
frb59-26-4 1.534 127.011 59 767 56 59,00 3 410 56 59,00 3 7.635
frb59-26-5 1.534 125.982 59 767 55 59,62 4 403 55 59,00 4 7.614
gen200 p0.9 44 200 1.990 44 216 44 44,98 OPT < 0 44 44,00 OPT < 0
gen200 p0.9 55 200 1.990 55 100 55 55,99 OPT 18 55 55,00 OPT 18
gen400 p0.9 55 400 7.980 55 220 54 55,00 1 65 55 55,00 OPT 66
gen400 p0.9 65 400 7.980 65 222 65 65,83 OPT 4 65 65,00 OPT 4
gen400 p0.9 75 400 7.980 75 200 75 75,89 OPT 12 75 75,00 OPT 12
hamming10-2 1.024 5.120 512 512 512 512,00 OPT 75 512 512,00 OPT 75
hamming10-4 1.024 89.600 40 512 40 51,20 11 236 40 48,00 8 7.436
hamming6-2 64 192 32 32 32 32,00 OPT < 0 32 32,00 OPT < 0
hamming6-4 64 1.312 4 32 4 5,00 1 3 4 4,00 OPT 3
hamming8-2 256 1.024 128 128 128 128,00 OPT 5 128 128,00 OPT 5
hamming8-4 256 11.776 16 128 16 17,00 OPT 2 16 16,00 OPT 2
johnson16-2-4 120 1.680 8 60 8 8,88 OPT < 0 8 8,00 OPT < 0
johnson32-2-4 496 14.880 16 248 16 16,96 OPT 14 16 16,00 OPT 14
johnson8-2-4 28 168 4 14 4 4,89 OPT < 0 4 4,00 OPT < 0
johnson8-4-4 70 560 14 35 14 14,95 OPT < 0 14 14,00 OPT < 0
keller4 171 5.100 11 86 11 14,35 3 7 11 11,00 OPT 9
keller5 776 74.710 27 388 27 31,01 4 79 27 30,90 3 7.279
keller6 3.361 1.026.582 59 1.681 53 63,00 10 873 53 63,00 10 8.073
MANN a27 378 702 126 189 126 135,00 9 95 126 126,00 OPT 95
MANN a45 1.035 1.980 345 518 344 360,02 16 746 345 345,00 OPT 751
MANN a81 3.321 6.480 1.100 1.661 1.098 1.134,01 36 8.104 1.100 1.100,00 OPT 8.662
MANN a9 45 72 16 23 16 18,00 2 2 16 16,00 OPT 2
p hat1000-1 1.000 377.247 10 500 10 48,53 38 110 10 28,49 18 7.312
p hat1000-2 1.000 254.701 46 500 46 109,68 63 444 46 80,94 34 7.644
p hat1000-3 1.000 127.754 68 500 68 165,59 97 428 68 140,49 72 7.629
p hat1500-1 1.500 839.327 12 750 12 75,86 63 212 12 58,33 46 7.414
p hat300-1 300 33.917 8 150 8 17,55 9 19 8 8,00 OPT 58
p hat300-2 300 22.922 25 150 25 37,90 12 47 25 25,00 OPT 81
p hat300-3 300 11.460 36 150 36 56,37 20 46 36 36,00 OPT 299
p hat500-1 500 93.181 9 250 9 27,24 18 38 9 9,00 OPT 376
p hat500-2 500 61.804 36 250 36 58,72 22 149 36 36,00 OPT 1.413
p hat500-3 500 30.950 50 250 50 89,63 39 135 50 63,86 13 7.342
p hat700-1 700 183.651 11 350 11 36,77 25 66 11 11,00 OPT 2.081
p hat700-2 700 122.922 44 350 44 82,70 38 290 44 44,00 OPT 6.894
p hat700-3 700 61.640 62 350 62 121,16 59 263 62 98,66 36 7.465
san1000 1.000 249.000 15 500 14 15,22 1 34 15 15,00 OPT 120
san200 0.7 1 200 5.970 30 226 30 30,92 OPT 1 30 30,00 OPT 1
san200 0.7 2 200 5.970 18 228 18 18,99 OPT < 0 18 18,00 OPT < 0
san200 0.9 1 200 1.990 70 230 70 70,95 OPT < 0 70 70,00 OPT < 0
san200 0.9 2 200 1.990 60 232 60 60,93 OPT 8 60 60,00 OPT 8
san200 0.9 3 200 1.990 44 100 44 44,95 OPT 2 44 44,00 OPT 2
san400 0.5 1 400 39.900 13 236 13 13,99 OPT 1 13 13,00 OPT 1
san400 0.7 1 400 23.940 40 238 40 40,98 OPT 4 40 40,00 OPT 4
san400 0.7 2 400 23.940 30 240 30 30,97 OPT 2 30 30,00 OPT 2
san400 0.7 3 400 23.940 22 242 22 22,01 OPT 14 22 22,00 OPT 14
san400 0.9 1 400 7.980 100 200 100 101,00 OPT 62 100 100,00 OPT 62
sanr200 0.7 200 6.032 18 246 18 34,00 15 15 18 18,00 OPT 69
sanr200 0.9 200 2.037 42 100 42 60,37 18 24 42 42,00 OPT 98
sanr400 0.5 400 39.816 13 250 13 40,00 26 39 13 13,00 OPT 3.789
sanr400 0.7 400 23.931 21 200 21 60,42 39 52 21 36,48 15 7.261
Tabela 5.4: Resultados individuais (Parte 2)
Como é posśıvel observar, as colunas referentes ao algoritmo NDRC-CPLEX
apresentam sempre resultados melhores ou iguais àqueles do algoritmo NDRC. Isso
se deve ao fato do CPLEX ser sempre inicializado pelo melhor limite superior obtido
pelo algoritmo NDRC. É importante também frisar que o tempo referente a NDRC-
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CPLEX incorpora o tempo do NDRC. Consequentemente, é sempre maior ou igual
àquele (igual, quando o algoritmo NDRC encontra o ótimo).
O GAP obtido foi, em geral, relativamente baixo. Como exceção, temos apenas
algumas poucas instâncias. Por exemplo, algumas daquelas encontradas nos grupos
BROCK e C. Quase invariavelmente, encontramos limites inferiores ou limites
superiores que se igualaram a valores ótimos correspondentes para as instâncias.
Ainda assim, para diversas delas, o CPLEX se mostrou incapaz de fechar GAPs de
apenas 1 ou 2 unidades. Em especial, as instâncias do grupo FRB se mostraram
particularmente dif́ıceis em termos de limites inferiores. Por outro lado, encontramos
relaxações lineares com valores iguais aos de suas soluções ótimas inteiras, para todas
as instâncias do grupo.
Através de nossa reformulação do PCIM (vide o Caṕıtulo 2), o algoritmo NDRC
conseguiu processar a instância C4000.5 (que originalmente envolvia 4 milhões de
restrições sob a formulação padrão), em apenas 20 minutos de tempo. Na média,
o tempo gasto para cada instância de teste foi de apenas 4 minutos (sujeito a um
número máximo de 10.000 iterações do MS).
A Tabela 5.5 envolve apenas as 18 instâncias que se encontravam em aberto antes
de nosso estudo. Mesmo sendo instâncias dif́ıceis, só não encontramos o valor do
melhor limite conhecido para apenas cinco delas. Em particular, para a instância
C125.9, conseguimos chegar a uma prova de otimalidade em apenas 12 segundos
de tempo de CPU “de parede”.
Tabela 5.5: Resultados para instâncias em aberto
NDRC NDRC-CPLEX
NOME N M BEST RL LI LS GAP TEMPO LI LS GAP TEMPO
C1000.9 1.000 49.421 68 500 66 225,14 159 307 66 201,06 135 7.507
C125.9 125 787 34 63 34 43,17 9 12 34 34,00 OPT 12
C2000.5 2.000 999.164 16 1.000 16 167,32 151 450 16 157,70 141 7.650
C2000.9 2.000 199.468 77 1.000 73 411,79 338 829 73 394,47 321 8.029
C250.9 250 3.141 44 125 44 71,90 27 33 44 49,20 5 7.237
C4000.5 4.000 3.997.732 18 2.000 17 312,55 295 1.250 17 302,07 285 8.450
C500.9 500 12.418 57 250 57 125,26 68 103 57 100,03 43 7.313
DSJC1000 5 1.000 249.674 15 500 15 91,69 76 171 15 84,54 69 7.371
DSJC500 5 500 62.126 13 250 13 48,47 35 56 13 23,78 10 7.263
keller6 3.361 1.026.582 59 1.681 53 63,00 10 873 53 63,00 10 8.073
MANN a81 3.321 6.480 1.100 1.661 1.098 1.134,01 36 8.104 1.100 1.100,00 OPT 8.662
p hat1000-1 1.000 377.247 10 500 10 48,53 38 110 10 28,49 18 7.312
p hat1000-2 1.000 254.701 46 500 46 109,68 63 444 46 80,94 34 7.644
p hat1000-3 1.000 127.754 68 500 68 165,59 97 428 68 140,49 72 7.629
p hat1500-1 1.500 839.327 12 750 12 75,86 63 212 12 58,33 46 7.414
p hat500-3 500 30.950 50 250 50 89,63 39 135 50 63,86 13 7.342
p hat700-2 700 122.922 44 350 44 82,70 38 290 44 44,00 OPT 6.894
p hat700-3 700 61.640 62 350 62 121,16 59 263 62 98,66 36 7.465
Fechando esse caṕıtulo, apresentamos os resultados que obtivemos para as 64
instâncias que conseguimos resolver à otimalidade. Na Tabela 5.6, indicamos o de-
sempenho obtido pelo algoritmo NDRC-CPLEX para os grupos de instâncias às
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quais elas pertencem. As informações apresentadas são as seguintes: (a) Ótimos,
indica o número de instâncias para as quais encontramos a melhor solução dis-
pońıvel, (b) t-NDRC, o tempo em segundos dispendido pelo algoritmo NDRC, (c)
t-CPLEX, o tempo em segundos dispendido apenas pelo CPLEX e (d) t-TOTAL,
o tempo total em segundos dispendido pelo algoritmo NDRC-CPLEX. Na média, o
algoritmo completo levou somente 490 segundos (cerca de 8 minutos) para provar
otimalidade dessas 64 instâncias.
Famı́lia Ótimos t-NDRC t-CPLEX t-TOTAL
BROCK 4 14 36 51
C 1 12 0 12
C-FAT 7 16 0 16
DSJC 0 na na na
GEN 5 19 0 20
HAMMING 5 17 0 17
JOHNSON 4 3 0 3
KELLER 1 7 2 9
MANN 4 2236 140 2377
P-HAT 7 93 1506 1600
SAN 14 14 283 297
FRB 12 60 438 499
TOTAL 64 170 320 490
Tabela 5.6: Provas de otimalidade obtidas pelo algoritmo NDRC-CPLEX
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Caṕıtulo 6
Conclusões e Sugestões de
Trabalhos Futuros
Este trabalho desenvolveu e testou computacionalmente um algoritmo do tipo
Non Delayed Relax-and-Cut para resolver o Problema do Conjunto Independente
Máximo. O algoritmo teve como ponto de partida uma reformulação do problema,
obtida através de uma cobertura por cliques das arestas de seu grafo de definição,
G = (V,E). Comparada à formulação padrão do problema, nossa reformulação se
mostrou muito mais forte, além de requerer, tipicamente, um número muito menor
de desigualdades. Ela se configura não apenas como um contribuição original, mas
é também extremamente simples. É ainda, possivelmente, a maior contribuição in-
dividual desta dissertação. Como exemplo, considere as 119 instâncias de teste que
utilizamos em nossa investigação. Sob a formulação padrão do problema, a diferença
percentual média obtida entre valores ótimos (ou de melhores limites inferiores co-
nhecidos, para as instâncias ainda em aberto) e limites de relaxação linear, foi de
1.075%. Para nossa reformulação, essa média caiu a 100%, ou seja, uma redução
da ordem de 90%. Investigar procedimentos que nos levem a encontrar sistema-
ticamente “melhores coberturas por cliques das arestas de G” é, certamente, uma
prioridade a investigar no futuro.
Para o algoritmo Non Delayed Relax-and-Cut, investigamos a dualização
dinâmica de duas famı́lias de desigualdades válidas. Respectivamente, desigualda-
des de clique e de buraco ı́mpar. Nos experimentos computacionais que efetuamos,
a dualização de desigualdades de clique se mostrou muito mais efetiva que a de bu-
racos ı́mpares. Vale no entanto ressaltar que o tempo dispońıvel para trabalharmos
com as mesmas foi relativamente curto. Assim sendo, é posśıvel que não tenha-
mos encontrado uma forma minimamente vantajosa de utilizá-las em um ambiente
Relax-and-Cut. Investigar essa questão mais a fundo é algo que pretendemos fazer
futuramente.
Em particular, um dos algoritmos NDRC que implementamos, combinando nossa
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reformulação do problema e a dualização dinâmica das desigualdades de cliques, se
mostrou capaz de resolver (com garantia de otimalidade) diversas das instâncias de
teste que consideramos. Notadamente, conseguiu obter 34 certificados de otimali-
dade, no universo das 119 instâncias de teste consideradas. Da mesma forma, obteve
uma diferença percentual média entre seus limites superiores e inferiores da ordem
de 78%, para as 119 instâncias.
A exemplo de trabalhos anteriores que utilizaram algoritmos Relax-and-Cut para
inicializar de forma avançada um algoritmo Branch-and-Cut, também implementa-
mos um algoritmo h́ıbrido, o NDRC-CPLEX (que se utiliza do software de Pro-
gramação Inteira CPLEX). Ao fazer isso, conseguimos aumentar para 64 o número
de instâncias com certificados de otimalidade, aqui inclúıdas três instancias de teste
que se encontravam abertas há mais de trinta anos. Estas são as seguintes:
• C125.9 com valor ótimo de 34, resolvida em uma combinação de 12 segundos
do NDRC com menos de 1 segundo do CPLEX.
• MANN a81 com valor ótimo de 1.100, resolvida em uma combinação de 2
horas e 15 minutos do NDRC com 9 minutos do CPLEX.
• p hat700-2 com valor ótimo de 44, resolvida em uma combinação de 4 minu-
tos do NDRC e 1 hora e 50 minutos do CPLEX.
Em resumo, o algoritmo NDRC-CPLEX obteve prova de otimalidade para 64 das
119 instâncias de teste consideradas. Por outro lado, valores ótimos foram obtidos
através de limites inferiores ou superiores, para 110 dessas instâncias. Podemos
então concluir que a metodologia de solução aqui proposta é bastante atraente para
o Problema do Conjunto Independente Máximo.
Vale ressaltar, no entanto, que para alguns grupos de instâncias de teste, o al-
goritmo NDRC teve um desempenho aquém do esperado. As razões para tanto se
alternaram entre os limites inferiores e os limites superiores obtidos em cada caso.
Certamente temos espaço para melhorar nossa heuŕıstica primal. Esta ficou, em di-
versas ocasiões, aquém das heuŕısticas dispońıveis na literatura. Diferentes métodos
de busca locais, como VNS (Variable Neighborhood Search), devem ser investigados
futuramente afim de tentar aprimorar as soluções primais do problema. Para melho-
rar os limites duais, temos pelo menos dois caminhos a seguir. O primeiro é refinar
o procedimento que utilizamos para encontrar coberturas por cliques das arestas de
G. O segundo é encontrar formas mais efetivas de utilização das desigualdades de
buraco ı́mpar.
Para o algoritmo exato, uma alternativa de melhora seria substituir o CPLEX
por uma algoritmo Branch-and-Cut (projetado especificamente para resolver o Pro-
blema do Conjunto Dominante Máximo). Tal algoritmo, além de se beneficiar das
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desigualdades de clique e, eventualmente das de buraco ı́mpar, transferidas direta-
mente pelo algoritmo NDRC, separaria estas mesmas famı́lias de desigualdades ao
longo de sua execução.
Por fim, este trabalho se concentrou apenas no Problema do Conjunto Indepen-
dente Máximo. Contudo, os algoritmos NDRC e NDRC-CPLEX que aqui desenvol-
vemos são aplicáveis quase sem adaptações ao Problema do Máximo Empacotamento
de Conjuntos [51–53]. Na realidade, toda a metodologia de solução que aqui empre-
gamos pode ser adaptada para aquele problema. Note que até mesmo reformular
o problema através de uma cobertura por cliques das arestas de seu grafo de con-
flito, é algo extremamente interessante e original a fazer. Mesmo que venhamos a
concluir que trabalhar diretamente com esta reformulação não seja tão interessante
como antecipamos, utilizar as desigualdades de clique que a definem certamente nos
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