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Abstract. The injection of photoelectrons in a gaseous or liquid sample is a
widespread technique to produce a cold plasma in a weakly–ionized system in
order to study the transport properties of electrons in a dense gas or liquid. We
report here the experimental results of of the collection efficiency of photoelectrons
injected into dense argon gas at the temperature T = 142.6K as a function of the
externally applied electric field and gas density. We show that the experimental
data can be interpreted in terms of the so called Young–Bradbury model only if
multiple scattering effects due to the dense environment are taken into account
when computing the scattering properties and the energetics of the electrons.
PACS numbers: 51.50.+v, 52.25.Fi
1. Introduction
Injection of electrons from a metal into a gaseous or fluid dielectric is a process of
technological relevance whose theoretical understanding is not yet complete [1, 2].
Electrons emitted either by photo– or tunnel cathodes are injected directly into the
conduction band of the dielectric medium and, hence, the energy separation of the
Fermi level in the metal and the bottom of the conduction band can be measured [3].
Once injected into a medium, the hot carriers lose energy by means of scattering
events that eventually lead them to thermalization. Through the same physical
mechanisms of scattering, combined with the action of an externally applied electric
field and of the image force field, some of the electrons are captured back by the
cathode and are not collected. The collection efficiency may thus give useful pieces
of information on the scattering processes a hot electron undergoes on its way to
thermalization [4].
Rare gases represent a practical realization of disordered systems and the
possibility to vary their density in the range between dilute gas (N ≈ 10−2 nm−3)
and liquid (N ≈ 20 nm−3) offers a unique opportunity for studying how electron
states and transport depend on density and degree of disorder.
‡ Present address: BMW Munich, Germany
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The scattering processes responsible of the drift mobility of electrons are now
well understood and can be described up to intermediate densities within a picture
in which multiple scattering effects modify the single scattering picture, which is
valid at extremely low densities, and suitably dress the electron–atom scattering cross
section [5]. Whereas for gases of positive scattering length, e.g., helium and neon, this
picture breaks down at even higher densities because of electron localization in density
fluctuations [6], in gases with negative scattering length, in particular in gaseous and
liquid argon, electrons still propagate as quasifree particles with very long mean free
paths [7].
In the past, Young and Bradbury developed a theory relating the actually
collected charge to injection energy and applied field [8]. This model is quite succesful
at predicting the overall electric field dependence of the experimental data in a very
dilute gas, even in spite of the untenability of some of the assumptions that it is based
on.
More recently, the injection of electrons in dense argon gas and liquid has been
studied by using thin–film cold–cathode emitters [9]. The researchers interpreted their
experimental data within the YB model even though they acknowledged its flaws. As
a result, they were able to detect an unexpected density dependence of the electron–
atom momentum–transfer scattering cross section. Unfortunately, their interpretation
of the data is spoiled by the unavailability, at that time, of a valid model for the
description of scattering at such high densities.
Newer Monte–Carlo (MC) based classical–trajectories numerical simulations were
subsequently carried out in order to statistically study the collection efficiency of the
electron injection process in a gas as a function of field and density without the
questionable hypotheses of the YB model [10]. As a matter of fact, the results of
the numerical simulations agree with the analytical prediction of the YB model as far
as the electric field dependence is concerned. However, the simulations do not give
any physical explanations for the explicit analytical dependence shown by both the
experimental and the simulated data. In addition to that, MC simulations completely
fail at predicting the experimentally observed density dependence of the data because
they did not take into account, as we will show next, the quantum multiple scattering
effects that affect the scattering properties of electrons at high densities.
Thus, within our program of investigating the electron mobility in dense rare
gases at very high densities, we decided to study the collection efficiency of electrons
injected into dense argon gas by means of the photoelectric effect in view of the fact
that we now have a well–established theoretical model to describe the behaviour of
the quasifree electrons in dense noble gases [5].
2. Experimental Details
We have used the well-known pulsed photoemission method used in previous electron
mobility measurements in neon [11, 12], helium [13], and argon [5] and we have
exploited the same experimental apparatus used for mobility measurements in liquid,
gaseous, and critical argon [14]. Details of the apparatus have been published
elsewhere [14, 15]. We recall here only the most relevant features.
The sample cell consists of a copper block that can withstand gas pressures up
to 5 MPa and is contained inside a cryostat for accurate thermoregulation within
1mK in the temperature range (100 < T < 300)K. The cell is filled with the
highest–purity (99.9999% vol.), commercial argon gas. The gas is further purified
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by circulating it through an Oxisorb filter (Messer Griesheim, Germany) so as to
reach the final impurity content of a few tenths of parts per billion required for drift
mobility measurements [5]. The gas pressure is measured with an accuracy of ±1 kPa.
An ultraviolet (UV)–grade quartz window coated with a ≈ 10 nm thin gold layer
acts as both photocathode and electrode for the drift voltage [16]. As UV light source
a xenon flashlamp (duration ≈ 1µs) is used (Hamamatsu, model No. L2435). The
spectral distribution of the light emitted by the xenon flashlamp can approximately
be described by an asymmetric gaussian peak centered at about λm = 232 nm with
left– and right widths (+6, +28) nm, respectively, corresponding to a photon energy
of ≈ 5.4 eV.
The UV light is guided to the photocathode by means of a UV–grade quartz fiber.
Typically, ≈ 106 electrons, i.e., 160 fC, per pulse are released in vacuo. This amount
of charge corresponds to ≈ 0.5 V at the output of the active integrator connected to
the anode. In order to improve the signal–to–noise ratio, 256 signals are fetched and
averaged together for each value of the electric field applied to the electrodes. The
signal waveforms are then analyzed by standard numerical techniques [17].
3. Experimental Results
In this paper we report the results for the charge injected into dense argon gas at a
temperature T = 142.6K below the critical temperature Tc = 150.9K for pressures in
the one–phase region (P < 3.6MPa). The number density N of the gas is calculated
from T and P by means of an accurate equation of state [18].
The applied electric field is in the range (1 < E < 400) ·102V/m and is small
enough to avoid breakdown or gas ionization. The absence of any contact potential
effects that might harm the calculated values of E for voltages around 1 V is confirmed
by checking that the drift mobility of electrons is field-independent for the lowest field
strengths [5, 19].
In figure 1 we report the experimental results of the charge Q collected by the
anode as a function of the applied field E for some densities. The experimental
accuracy is ≈ 10%. We do not show all of the measured isopycnal curves just for the
sake of clarity. A qualitative analysis of this figure shows that Q steadily increases with
increasing E, decreases with increasing N at constant E, does not strongly depend on
N for large E when N exceeds some intermediate value, and, finally, shows a change
of the dependence on E in a region about E ≈ 15 · 102V/m.
However, such a way to display the results does not help identifying the
regularities hidden in the data. Actually, the electric field E is not the best physical
variable to describe the data because it has no specific universal significance when the
drifting charges do scatter off the gas atoms as in the present case. Electrons are better
characterized by the amount of energy gained from the electric field over one mean
free path (mfp) eEℓ = e(E/Nσmt), where ℓ = (Nσmt)
−1 is the mfp and σmt is the
electron–atom momentum transfer scattering cross section. So, it is customary to plot
Q as a function of the density–normalized electric field E/N that is thus proportional,
for a given cross section, to the energy in excess of thermal gained from the field during
drift.
In figure 2 we plot Q as a function of E/N for some isopycnal curves. These results
should be compared with the only other experiment on charge injection in argon gas
at a similar temperature though in that experiment hot electrons are injected into the
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Figure 1. Q vs E for N (nm−3) = 0.26 (closed circles), 0.51 (diamonds),
0.77 (triangles), 1.54 (crosses), 2.33 (squares), and 3.09 (open circles).
gas by using a tunnel diode as the cathode and though much stronger reduced electric
fields are used [9].
The behaviour of Q as a function of E/N and N is fairly complicated. For E/N
well in excess of ≈ 2 mTd (1mTd = 10−24Vm2), Q ∝ (E/N)1/2 for all densities
and the amount of charge collected at constant E/N in this range increases with
increasing N. This behaviour compares favorably with the results of Smejtek et al. [9]
whose experiment is carried out at T = 160K and only spans the high–field range for
E/N & 10mTd. By contrast, the results of the MC simulations [10] show the opposite
tendency for the collected charge to decrease with increasing density. Thus, we will
next focus on this controversial aspect of the numerical analysis.
For E/N < 2 mTd, the data deviate from the (E/N)1/2-law showing a double
change of curvature.
Finally, for E/N ≈ 0.3mTd, a crossover of the different isopycnal curves takes
place so that, at even smaller E/N, the density ordering is reversed with respect to
the high–field region.
Owing to the large zero–field electron mobility even at the highest N, (µ ≈
0.1m2/Vs) [5, 19], to the very low impurity content (less than one part per billion
O2 equivalent) that might give origin to slow O
−
2 ions, and to the small amount of
charge injected, we can rule out space–charge effects as the cause of the observed
low–field behaviour of the collected charge.
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Figure 2. Q vs E/N for N(nm−3) = 3.09 (closed circles), 2.06 (open
circles), 1.03 (closed diamonds), and 0.26 (squares). 1mTd= 10−24 Vm2.
Solid line: (E/N)1/2-law.
4. Discussion
The emission of photoelectrons from a metal cathode into vacuum takes place when
the photon energy exceeds the threshold energy, or work function Wv, of the metal.
If emission occurs in a medium, it is found that the threshold energy Wm is shifted
from its vacuum value by the amount V0, which is interpreted as the bottom of the
conduction band of the medium [2]
Wm =Wv + V0 (1)
In the case of argon, V0 < 0 [20] and less photon energy is required for photoelectron
emission than in vacuo. Electrons are then photoemitted into the medium with a
broad energy distribution [21, 22, 23] up to a maximum energy E0 = (hc/λm)−Wm,
where λm is the shortest wavelength in the flashlamp, h is the Planck’s constant and
c is the light speed in vacuo.
Once injected into the medium, the epithermal electrons drift under the combined
influence of diffusion, of their own image field [24] that brings them back to the
cathode, and of the externally applied electric field E that pulls them toward the
anode. The net potential energy is given by
V (x) = −
1
4
e2
4πǫ0Kx
− eEx (2)
where x is distance from the cathode and K is the relative dielectric constant of the
medium. For the densities of the present experiment K = 1 within a few percent [25].
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The potential energy V (x) has a maximum at a distance xm = (e/16πǫ0KE)
1/2
with value Vm = V (xm) = −2eExm. The application of an electric field thus lowers the
threshold energy by the Schottky correction ∆W = |Vm|. It is instructive to evaluate
xm and Vm in the conditions of the present experiments. By assuming K ≃ 1, we get
xm ≈ 2 · 10
−6m and Vm ≈ 4 · 10
−5 eV for E = 1 · 102V/m, and xm ≈ 9.5 · 10
−8m
and Vm ≈ 8 · 10
−3 eV for E = 4 · 105V/m. We note that, at the quite small field
strengths of our experiment, the Schottky lowering of the threshold energy is always
smaller than the thermal energy ET = (3/2)kBT ≈ 18 · 10
−3 eV and the position of
the potential energy maximum is located very far from the cathode even on the mfp
scale. In figure 3 the energy levels at the metal–gas interface are schematically shown.
The emitted electrons are characterized by the initial excess kinetic energy E0
over the barrier. The ultimate fate of an electron injected into the gas, whether it is
scattered back to the cathode or is collected by the anode, depends on the distance at
which it thermalizes compared to the distance of the potential maximum xm.
In (pure) argon gas electrons undergo only momentum exchange scattering
processes that randomize the electron velocities and lead to a slow loss of their initial
kinetic energy. One possibility for the electron is to be immediately backscattered
well before xm upon injection and be returned to the cathode [9]. The probability
that such a backscattered electron might still diffuse forward to the anode over the
potential energy maximum or directly tunnel through the potential barrier is negligible
owing to the small strength of the electric field, hence the large value of the distance
xm, and owing to the quite low temperature of the experiment [3].
Some of the injected electrons may not be backscattered and may slowly lose their
excess energy by these elastic scattering processes until they thermalize beyond the
potential maximum and are collected by the anode [9]. The physical situation,
Figure 3. Schematic diagram of the energy levels at the cathode–gas
interface.
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however, is not this simple because the electron escape probability is smaller the
higher the initial kinetic energy of the electrons. Actually, an electron that has already
crossed the barrier at xm on its way to the anode, and still has sufficient energy to
surmount it, may at any time undergo collisions that reverse its motion sending it
back across the barrier into the cathode [2].
Several attempts have been done in the past at explaining the ratio of the observed
current to the saturation current, i.e., the current collected in vacuo [26, 27, 28]. The
validity of the results obtained so far is difficult to ascertain because it requires an
exact solution of the Boltzmann’s transport equation which is not yet analytically
available unless numerical MC techniques are exploited [10].
Thermalization is a complicated process in which a huge number of collisions is
involved [10, 29] and mainly relies on the electron–atom momentum transfer scattering
cross section σmt. In spite of this, an oversimplified model due to Young and Bradbury
(YB) [8] has proven quite succesful at describing the experimental results in low density
gases though it has given origin to severe criticism [9, 10].
The YB model assumes that the process responsible for the removal of electrons
from the current stream is scattering backward at such an angle that the electrons can
reach the emitter again. The image field is neglected. The return current is calculated
by further assuming only reflection of electrons in their first encounter. In order that
an electron returns to the emitter if backscattered at a distance x from it, its kinetic
energy (1/2)mu2 associated with its velocity u towards the cathode must be greater
than the work done by the applied electric field for a displacement over the distance
x, (1/2)mu2 ≥ eEx.
On the other hand, the total kinetic energy at collision with velocity w is
(1/2)mw2 = E0 + eEx, where E0 is the injection energy. Electrons return to the
cathode if they are scattered within a cone subtending the solid angle
Ω = 2π
[
1−
(
x
x+ E0/eE
)1/2]
(3)
The return probability R(x) is thus given by Ω/4π
R(x) =
1
2
[
1−
(
x
x+ E0/eE
)1/2]
(4)
By further assuming that the applied electric field is small enough not to significantly
deflect the electrons before their first encounter and that ℓ is negligible with respect
to the distance between cathode and anode, the ratio of the collected current I (or
charge Q if current is integrated) to the saturation current I0 (or charge Q0) can be
written as
I
I0
≡
Q
Q0
=
∞∫
0
ℓ−1 exp (−x/ℓ)
[
x
x+ (E0/eE)
]1/2
dx
=
∞∫
0
e−y
[
y
y + d−2
]1/2
dy (5)
where d2 = eEℓ/E0 = (eE/E0Nσmt) . The integral in equation 5 can be evaluated
numerically as a function of the parameter d ∝ (E/N)1/2. In figure 4 I/I0 is shown as
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a function of (eE/E0Nσmt)
1/2
. As can be seen, the integral for d ≤ 0.2 can accurately
be approximated by
I
I0
≡
Q
Q0
≃ A
(
e
E0σmt
)1/2 (
E
N
)1/2
(6)
where A is a numerical constant of order unity [8].
The condition d . 0.2 sets an upper field strength limit for the validity of
equation 6. In the present experiment we can estimate E0 ≈ 0.35 eV, and, by assuming
σmt ≈ 8 · 10
−20m2 for thermal electrons [30, 31] (the choice of a more appropriate
value of the momentum transfer scattering cross section will accurately be discussed
later on), equation 6 is valid for E/N up to 1Td or even more.
Furthermore, it is argued on the basis of plausibility arguments that, for equation
5 to be valid, the fraction R of electrons that are returned back to the emitter after
they have traveled a distance equal to ℓ must be smaller than the fraction T = 1−R
of electrons that are transmitted toward the anode [9]. How smaller this fraction has
to be is not known. By assuming
T (ℓ)−R(ℓ) =
[
eEℓ
E0 + eEℓ
]1/2
< α (7)
with 0 < α < 1, for the cases we are interested in, eEℓ ≪ E0, i.e., when the energy
gained by the electron from the field over a mfp is much smaller than the injection
10
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I 0
(eE/E
0
Nσ
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1/2
Figure 4. Ratio of the collected– to the saturation current in the YB model
as a function of the parameter d = (eE/E0/Nσmt)
1/2 (equation 5). Dotted
line: equation 6.
Injection of photoelectrons into dense Ar gas 9
energy, equation 7 leads to the condition(
E
N
)
& α2
E0σmt
e
(8)
If α = 0.1 as argued in literature [9], and by using the previous estimates for E0 and
for σmt, the YB model should be valid for E/N & 0.3Td. This threshold value is far
too high as compared with the present experimental data for which the (E/N)1/2-law
is obeyed for much lower reduced field values. This fact only means that the choice
of the numerical value of α is rather arbitrary. Moreover, as it will become clear
later, the value of σmt to be used in equation 8 is not easy to choose owing to the
strong energy dependence of the actual cross section and to the presence of multiple
scattering effects at high densities.
The data presented in figure 2 cover the low– to intermediate field range (5·10−5 <
E/N < 2 · 10−1)Td and partially overlap the previous experiment data that span the
higher–field range (5 · 10−3 < E/N < 4 · 101)Td [9].
Our data clearly show that the YB law, equation 6, reasonably well describes the
collected charge data for E/N & 1mTd up to E/N ≈ 0.2Td for all the investigated
densities from N = 0.26 nm−3 up to N = 3.09 nm−3. This result extends the validity
of the YB model to E/N values one order of magnitude smaller than the previous
experiment [9] and suggests that the assumption expressed by equation 7 is unrealistic.
A detailed inspection of figure 2 further shows that the experimental data do
not strictly obey the YB law even at the highest field strength. We believe that the
upward deviations from it occur as a consequence of the energy dependence of the
cross section that increases with energy for energies above the Ramsauer–Townsend
(RT) minimum.
If the YB law, equation 6, holds true (at least, approximately), the value of the
momentum transfer scattering cross section can be deduced at each density N. In
order to do this, it is better to recast equation 6 in the following form:
Q
Q0
= A′S(N)
(
E
N
)1/2
(9)
in which A′ = Ae1/2 and S(N) = (E0σmt)
−1/2
. The density dependent cross section
is then calculated as
σ(N) =
S2 (N1)
S2 (N)
E0 (N1)
E0 (N)
σ0 (10)
where N1 is a (low) density taken as a reference, σ0 is a scattering cross section value
obtained from low–density gas swarm experiments, and E0 is the injection energy. This
simple procedure yields a density–dependent cross section, as obtained by Smejtek et
al. [9], indeed. For reasons that will become clear later, we have simply termed σ(N)
the cross section determined in this way, rather than using the previous symbol σmt.
In order to determine σ(N) from our data we have first fitted the Q data to
the (E/N)1/2-law for E/N & 1mTd so as to calculate the slope S(N). The injection
energy for N = 0 in our case is estimated to be E0 (N = 0) ≡ E0(0) ≈ 0.35 eV. The
variation of E0 with N is accounted for by the density dependence of the energy at
the bottom of the conduction band of the gas V0(N)
E0(N) = E0(0)− V0(N) (11)
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We have used for V0 the experimental data of Reininger et al., which are well described
by the interpolation formula [20]
V0(N) = V0 (N0) + a (N −N0) +
(
b
c
)
ln {cosh [c (N −N0)]} (12)
with N0 = 11.03 nm
−3, V0 (N0) = −0.253 eV, a = −3.34 · 10
−3 eVnm−3, b =
2.48 · 10−2 eVnm−3, and c = −0.3 nm−3. The interpolation formula is corrected for
impurity effects at low density [32].
In our conditions the effect of the density change of V0 is quite important. At the
highest density of our experiment N ≈ 3.09 nm−3, the contribution of V0 amounts to
≈ 25% of E0(0).
The normalization constant has been chosen σ0 = 3.4 · 10
−20m2 for N1 =
0.26 nm−3, which is consistent with the mobility data published elsewhere [5, 19].
In figure 5 we plot the density–dependent momentum transfer scattering cross
section determined according to the above mentioned procedure. The data of Smejtek
et al. are also shown for the sake of comparison.
The observed density dependence of the electron–atom momentum transfer
scattering cross section can be easily explained in terms of the model developed by
0
1
2
3
4
5
6
7
0.0 0.5 1.0 1.5 2.0 2.5 3.0
σ
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0
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2
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)
Figure 5. Density dependence of the momentum transfer scattering cross
section determined by equation 10 at fairly high fields. Dots: present
determination of σ normalized by the cross section value at N = 0.26
nm−3. Solid line: σmt evaluated at the shifted thermal energy (see text).
Open squares: data by Smejtek et al. [9]. Crosses: corrected Smejtek’s
data (see text).
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us in order to explain the anomalous density effects of the electron mobility in dense
noble gases [11, 5]. For a detailed description of this model we refer to a previous
paper [5]. We recall here its main features to the specific goal of interpreting the
present data.
At the densities of the present experiment the electron de Broglie wavelength,
its mfp, and the average interatomic distance become comparable with each other
so that multiple scattering effects set in. In particular, the ground state energy of
a quasifree electron immersed in a medium is increased with respect to its thermal
value by a density–dependent quantum shift [33] that is recognized as the bottom of
the conduction band V0(N). V0(N) can be written as the sum of potential and kinetic
contributions [34]
V0(N) = UP (N) + EK(N) (13)
UP (N) < 0 is a potential energy contribution that arises from the screened polarization
interaction of the electron with the surrounding atoms whereas EK(N) is a kinetic
energy term that is due to excluded volume effects because the volume accessible
to the electron shrinks as N increases. It turns out that EK(N) > 0 and increases
with increasing N. EK can be calculated by enforcing the condition that the electron
ground state wave function is endowed with average translational symmetry about
the equivalent Wigner–Seitz (WS) cell centered about each atom of the gas [35]. This
condition leads to the eigenvalue equation
tan [k0 (rs − a˜ (k0))]− k0rs = 0 (14)
that must be solved for the wavevector k0(N) in a selfconsistent way. rs = (3/4πN)
1/3
is the radius of the WS cell, a˜ = (σt/4π)
1/2 is the hard–core radius of the Hartree–
Fock potential for rare gas atoms [34], and σt is the electron–atom total scattering
cross section. Finally, EK is given by
EK =
~
2k20
2m
(15)
In figure 6 we show EK(N) as a function of the gas density calculated according to
equation 15 by using the cross section reported by Weyrehter et al. [31].
The experiments on electron mobility in dense rare gases [11, 12, 5, 14, 19, 36] have
clearly shown that only the kinetic contribution EK of the total energy shift V0
enhances the kinetic energy of electrons during collisions. In this way, the scattering
properties of electrons, namely their scattering cross sections, have to be evaluated
at the shifted kinetic energy E + EK(N). In other words, the bottom of the electron
energy distribution function is shifted by an amount equal to EK(N).
The dependence of the cross section on the electron energy, shown in figure 7,
and the energy shift by EK(N) are the main physical effects leading to a density
dependence of the cross section. Smejtek et al. [9] were not able to explain the causes
of the observed density dependence of the cross section because the physical picture
described above was yet to emerge at that time.
Two more multiple scattering effects come into play when the density is large
enough for the electron mfp and wavelength to become comparable. The first one is
a quantum self–interference of the electron wave function scattered off atoms located
along paths connected by time–reversal symmetry [37] that leads to an increase of the
rate of back–scattering [38].
The second effect is due to correlations among scatterers. The electron wave
packet extends over a wide region encompassing many atoms. The total scattered
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wave packet is obtained by coherently summing up all partial scattering amplitudes
contributed by each atom and the resulting cross section is enhanced by the static
structure factor of the gas [39].
The latter two multiple scattering effects deeply influence the propagation of the
wave packet and, hence, the electron mobility, indeed, though they do not alter very
much the electron energy distribution function. We can neglect them for the analysis of
the results of the present experiment mainly because the YB model does not deal with
the electron wave packet propagating through the gas from the cathode to the anode
but it only treats the charge backscattered in the first encounter and the collected
charge is obtained only as a difference between the injected and backreflected charge.
The electron energy distribution function g (E) is given by the Davydov–Pidduck
distribution function [40, 41]
g (E) = C

−
E∫
0
[
kBT +
M
6mz
(
eE
Nσmt(z + EK(N))
)2]−1
dz

 (16)
Here, kB is the Boltzmann’s constant, M and m are the masses of the argon
atom and of the electron, respectively. The normalization constant C is such that∫∞
0
z1/2g(z) dz = 1.
In equation 16 we have explicitly put into evidence that the cross section is
evaluated at the shifted energy whereas we have dropped the corrections due to
correlation and self–interference effects with respect to the formulas used for the
mobility [5].
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Figure 6. Density dependence of the kinetic energy shift EK [5].
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Once the distribution is known, averages can be calculated. In particular, it can
be shown that the electron mean energy remains approximately thermal, except for
the contribution EK , up to quite high field strengths E/N ≈ 2 or 3mTd, depending
on the density. We believe that this fact further means that thermalization in dense
argon gas must be a fairly rapid process.
In figure 8 we show the momentum transfer scattering cross section evaluated
at the mean shifted energy E¯ = 〈E〉 + EK , where 〈. . .〉 indicates a thermal average.
As anticipated, the scattering cross section now shows a strong density dependence,
especially at low E/N, that is acquired by the effect of the energy shift EK(N)
combined with the very rapid decrease of σmt with energy as shown in figure
7. In the low–field region, electrons are thermal but their mean energy is E¯ =
(3/2)kBT + EK(N) > (3/2)kBT. Thus, the average cross section, which can be
well approximated in the low–field region by the cross section evaluated at the mean
energy 〈σmt (E)〉 ≃ σmt
(
E¯
)
, turns out to be much smaller than if it were evaluated
at thermal energy only. For instance, for T = 142.6K and for N = 0.26 nm−3,
(3/2)kBT ≈ 18meV and EK ≈ 10meV. σmt (E = (3/2)kBT ) ≈ 4 · 10
−20m2, whereas
σmt
(
E = E¯
)
≈ 3 · 10−20m2.
In figure 5 the solid line represents σmt
(
E¯
)
that compares very favorably with
the values of the density dependent cross section obtained by analyzing the collected
charge data according to the YB model. This good agreement between theory and
experimental data lends credibility to our analysis.
Moreover, we are now in a position to explain the discrepancy between our data
and those of Smejtek et al. [9] (open squares in figure 5) in the density region where
0.1
1
10
0 0.1 0.2 0.3 0.4 0.5
σ
m
t 
(1
0
-2
0
 m
2
)
E (eV)
Figure 7. Energy dependence of the momentum transfer scattering cross
section σmt of argon [31].
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Figure 8. E/N−dependence of the momentum transfer scattering cross
section σmt evaluated at the shifted mean energy E¯ = 〈E〉 + EK for
N(nm−3) = 0.26 (solid line), 1.28 (dash–dotted line), and 3.09 (dashed
line).
comparison is possible. First of all, in the analysis of their data, Smejtek et al. assumed
the injection energy E0 ≈ 1 eV independent of density. So, they disregarded the density
variation of the bottom of the conduction band V0 by setting E0 (N1)/E0 (N) = 1 in
equation 9. As a consequence of the rapid variation of V0 with N they overestimated
the cross section by a factor [E0 − V0(N)] /E0 leading to a correction that can be as
large as 30 % for N = 10 nm−3 if E0 = 1 eV. Were the injection energy E0 < 1 eV, the
overestimation factor would be even worse.
A second issue is that they normalized the data by using σ0 values derived from
old swarm experiments at very high reduced electric fields E/N [42, 43]. At such high
fields, the electron drift mobility does no longer depend on density and it is much
smaller than at low fields, thus leading to an estimation of the cross section that is
erroneously too large. The old swarm experiments are superseded by more recent ones
[44, 5], in which the drift mobility has been measured also in the limit of low fields.
These new experiments have clarified the physical nature of the density dependence
of the cross section for measurements in gas under pressure and their results about
the cross section are consistent with its determination from low–density swarm data
[30] and from beam experiment [31]. The new mobility data [44, 5] allow a much more
accurate estimate of σ0 at the density of Smejtek’s experiment.
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By performing the corrections relative to the overestimation of the E0 (N1)/E0 (N)
factor and of σ0, the data of Smejtek et al. can now be shown to be in far better
agreement with the cross section values obtained in the present experiment, as shown
by the crosses in figure 5.
As already stated, the present data cover a range of reduced electric fields that
are a couple of order of magnitudes smaller than in the previous experiment [9]. In
this range quasifree electrons are thermal. It is evident from figure 2 that, as E/N
is reduced, for each density there is a crossover region leading to deviations from the
YB (E/N)1/2-law. In the low field region the collected charge shows a much stronger
dependence on E/N than at high fields. Moreover, the higher the density the stronger
the field dependence. We do not have any explanations for this behaviour but we
propose an analysis to show that it is still related to the properties of the momentum
transfer scattering cross section even at quite low reduced fields.
In order to make deviations from the YB law more evident, we factor the (E/N)1/2
dependence out of the data and plot Q/(E/N)1/2 as a function of E/N in figure 9 only
for a few isopycnal curves again for the sake of clarity. Except the smallest density
for which very low values of E/N were not reached, the deviations Q/(E/N)1/2 are
strongly peaked for all other densities in the range (0.3 < E/N < 0.7)mTd.
This behaviour of Q/(E/N)1/2 very closely resembles that of the density–
normalized electron mobility µN as a function of E/N (see figure 2 of reference [5]).
µN shows a maximum that is related to the RT minimum of σmt. The similarity of
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Figure 9. Deviations of the experimental data from the YB law,
Q/ (E/N)1/2 , as a function of E/N for N(nm−3) = 3.09 (squares), N = 1.8
(diamonds), N = 0.77 (triangles), and N = 0.26 (circles).
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the behaviour of µN and Q/(E/N)1/2 is hardly surprising because µN is a suitable
thermal average of σ−1mt [5] and Q/(E/N)
1/2 ∝ σ−1/2 according to the YB model,
equation 6. The main difference between the behaviours of µN and Q/(E/N)1/2 is
that the position of the mobility maximum occurs at a value (E/N)m that decreases
with increasing N, starting with (E/N)m ≈ 4 mTd for N = 0.37 nm
−3 down to
(E/N)m ≈ 2mTd for N ≈ 6.1 nm
−3 [5], whereas the position of the Q/(E/N)1/2
maximum, though the quality of the data does not allow to locate it with great
accuracy, apparently occurs for nearly the same values or for only slightly increasing
values of E/N for isopycnals of increasing N.
The decrease of (E/N)m with increasing N in the mobility case has been
rationalized [5, 19] by realizing that the mobility maximum is the fingerprint of the
RT minimum of σmt occurring for E ≈ 230meV. As the average energy of electrons
is increased by the kinetic energy shift EK as N increases, less energy ∝ E/N has to
be supplied by the field with increasing N in order that the average electron energy
equals that of the RT minimum.
Unfortunately, we do not have at present any similar, simple explanation for the
behaviour of the Q/(E/N)1/2 maximum. We can only argue that the values of E/N
corresponding to the maximum deviation from the YB law are smaller than those of
the mobility maximum because in the present case the electrons are already epithermal
upon injection.
Anyway, we want to show that the collected charge data still bear close
relationship with the cross section even outside the range of (strict) validity of the
YB model. In fact, by using equation 6 even at the point of maximum deviation of Q
from the (E/N)1/2-law, one obtains
σQ,M ≡ max
[
Q/(E/N)1/2
]−2
∝ σ (17)
In figure 10 we plot the values of σQ,M determined by using the same procedure as for
equation 10. The datum for the lowest density is not shown because a maximum is
hardly observed at all for that density. σQ,M has thus been normalized to the average
cross section σmt
(
E¯
)
calculated for N = 0.77 nm−3. σmt
(
E¯
)
is calculated theoretically
from σmt (E) as explained before and, again, E¯ = (3/2)kBT + EK(N).
Once more, we note that the overall behaviour of the density dependence of the cross
section determined at low E/N is in excellent agreement with the model that takes
into account multiple scattering effects. This fact validates the analysis carried out
previously.
5. Conclusions
We have studied the collection efficiency of photoelectrons injected into dense argon gas
at low temperature. Our data cover a range of density–normalized electric fields E/N
much lower than previous data which were measured at higher fields by exploiting
a different injection technique [9]. In the high–field region, our and previous data
compare favorably with the only available theoretical model [8]. This model predicts
that a fraction of the epithermal electrons injected into a gas may be returned to the
cathode as soon as they undergo their first scattering event. According to this model,
the momentum transfer scattering cross section can be deduced from the dependence
of the collected charge on the reduced electric field.
In view of the more complete, available knowledge about the scattering processes
in dense rare gases that includes multiple scattering effects [5], we have been able to
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Figure 10. Cross section determined by using the maximum of Q/(E/N)1/2
at low E/N (squares). Solid line: σmt(E¯) (see text).
relate the cross section determined from the charge data to the thermal average of the
gas–phase scattering cross section [31].
Several problems, however, still remain unsolved. In our opinion, the most severe
one deals with the hypothesis assumed by YB to derive their model. According to
this hypothesis, the fate of an electron depends on its first encounter scattering. By
contrast, we obtain a nice agreement with the model by calculating the thermal average
of the gas–phase cross section and by taking into account multiple scattering effects.
This fact means that electrons must have reached thermal equilibrium with the gas
and it is very well known that thermalization occurs after a very large number of
collisions [10, 29]. This fact overtly contradicts the YB hypothesis.
MC–based calculations, when showing that a very large number of electron–atom
collisions are required to determine the fate of a given electron, confirm that an attempt
at explaining the collection efficiency in terms of what occurs at the first encounter
appears to be unrealistic (for a more complete discussion, see [10]).
MC calculations do reproduce the observed (E/N)1/2-law as a consequence of
purely statistical effects [10] though they do not suggest any physical explanations
for the explicit square–root functional form. Moreover, they fail at reproducing the
density ordering of the experimental data in argon. This result is hardly surprising
because MC studies have been carried out for classical trajectories without taking into
account the quantum multiple scattering effects, which are active in a dense gaseous
environment [5].
In any case, neither the YB model nor the MC calculations do provide an
explanation of the change of behaviour of the collected charge as a function of the
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electric field at very low fields as we have observed.
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