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A Projection Pursuit Dynamic Cluster Model Based on
a Memetic Algorithm
Hongli Zhang , Cong Wang, and Wenhui Fan
Abstract: A Projection Pursuit Dynamic Cluster (PPDC) model optimized by Memetic Algorithm (MA) was proposed
to solve the practical problems of nonlinearity and high dimensions of sample data, which appear in the context of
evaluation or prediction in complex systems. Projection pursuit theory was used to determine the optimal projection
direction; then dynamic clusters and minimal total distance within clusters (min TDc) were used to build a PPDC
model. 17 agronomic traits of 19 tomato varieties were evaluated by a PPDC model. The projection direction was
optimized by Simulated Annealing (SA) algorithm, Particle Swarm Optimization (PSO), and MA. A PPDC model,
based on an MA, avoids the problem of parameter calibration in Projection Pursuit Cluster (PPC) models. Its final
results can be output directly, making the cluster results objective and definite. The calculation results show that a
PPDC model based on an MA can solve the practical difficulties of nonlinearity and high dimensionality of sample
data.
Key words: projection pursuit dynamic cluster; memetic algorithm; particle swarm optimization; simulated annealing
algorithm

1

Introduction

Projection pursuit can convert high-dimensional data
into low-dimensional spaces. The characteristics of the
high-dimensional data are studied by analyzing the
projection features of data of low-dimensional spaces.
A Projection Pursuit Cluster (PPC) model is a
method for dealing with complex multi-factor statistical
problems[1, 2] . In this method, different projection
directions reflect different characteristics of the data
structure. The main difficulties of establishing this
 Hongli Zhang and Cong Wang are with the School of
Electrical Engineering, Xinjiang University, Urumqi 830047,
China. E-mail: zhl@xju.edu.cn; wangcong1120@foxmail.
com.
 Wenhui Fan is with the Department of Automation,
Tsinghua University, Beijing 100084, China. E-mail:
fanwenhui@tsinghua.edu.cn.
 To whom correspondence should be addressed.
Manuscript received: 2015-11-09; accepted: 2015-11-16

model are as follows.
 High dimension of sample data: The collected
data are high-dimensional. How to convert highdimensional data to low-dimensional space, while
retaining integrated data characteristics?
 Calibration of R: The density window length, R,
is the only parameter of a projection pursuit cluster
model. It is determined by experience and lacks
a theoretical basis. So far, there is no theory or
common formula to calibrate R.
 Optimal projection direction: The optimal
projection direction of a projection pursuit
dynamic cluster model should reflect the
characteristics of a high-dimensional data type
as much as possible. The determination of an
optimal projection direction belongs to a cluster
of high-dimensional constraint-optimization
problems.
In this paper, the dynamic cluster[3] and minimal
total distance within clusters(min TDc)[4] , were used
to establish a Projection Pursuit Dynamic Cluster

662

Tsinghua Science and Technology, December 2015, 20(6): 661-671

(PPDC) model. We used a new algorithm—a Memetic
Algorithm (MA). An MA is a kind of framework that
can be defined as relating both to global population
evolution and to local individual learning. An MA
combines a large range of grouping algorithms and a
depth of local search. Under this framework, different
search methods are used to constitute different Memetic
Algorithms. A global search strategy can use Genetic
Algorithm (GA), Solution Strategy, Evolutionary
Programming, and so on. A local search strategy can
adopt a Climbing search, a Greedy algorithm, and Tabu
search.
This study chose improved Particle Swarm
Optimization (PSO) for global search, and an improved
Simulated Annealing (SA) algorithm for local search.
In order to prove its effectiveness, the new PPDC
model based on an MA was applied to a comprehensive
evaluation of the processing tomato varieties multiple
traits to verify its validity.
Belonging to the typical continental arid climate
(large temperature difference between day and night,
long-day sunshine, less rainfall), Xinjiang is very
suitable for the growth and development of tomatoes.
The planting area in Xinjiang for processing tomatoes
has been stable at 7104 hm2 in recent years[5] .
The processing tomato industry in Xinjiang mainly
produces tomato sauce. Tomato sauce exports are 25%
of its world trade. It has become a characteristic “red
pillar” industry in Xinjiang[6, 7] . The pros and cons of
tomato varieties are mirrored by a variety of agronomic
factors. A comprehensive evaluation of tomato varieties
for processing tomatoes has not yet been done; such an
analysis would be very useful.
An MA can solve problems such as slow
convergence, low precision, and the need to avoid local
optima when solving high-dimension optimization
problems with a PSO. Our approach also offers a way
to overcome the sensitivity of a SA to initial values and
parameters.

2

Related Works

A number of studies of PPC models have been
published in recent years. In this section, we
survey the current approach to PPC models. This
research addresses three topics: model improvement,
optimization of the projection direction, and model
application.

2.1

Structural improvement of model

There is no theory or formula to calibrate R. Many
models have been proposed to avoid the improper
selection of R. The PPDC model proposed by Chen
et al.[3] is the most widely used clustering model. The
model was the first to combine dynamic cluster thought
and projection pursuit. It avoided the issue of choosing
R effectively. In addition, it proposed a new approach
to assigning weight, based on the decision-makers’
preferences[8] .
These models offer some help to users processing
high-dimensional clustering problems. Moreover, with
so many improvement models, it is hard for users to
determine which is most appropriate. As mentioned in
Ref. [9], existing models are still not good enough.
2.2

Projection direction optimization

For complex nonlinear and high-dimension PPDC
model problem, the determination of optimal
projection direction is a high-dimensional constrained
optimization problem. The commonly used intelligent
optimization algorithms are SA algorithm[10] , GA[11] ,
PSO[12] , and Ant Colony (AC) algorithm[13] .
These methods can find the best projection direction,
but have excessive structural complexity, or fall easily
into local optima. Thus, using intelligent algorithms to
solve optimization problems is possible only with some
modifications and improvements.
2.3

Application

The Projection Pursuit (PP) model has a number
of advantages, including robustness, strong antiinterference, and high accuracy. It is used in many
fields, such as prediction, pattern recognition, remote
sensing classification, process optimization control,
navigation, radar simulation, image processing, and
classification recognition. At present, the PP model
has achieved gratifying results in industry, agriculture,
water conservancy, medical, remote sensing, and other
fields.
The quality of a crop is a typical high-dimensional
complex problem. Many scholars apply projection
pursuit models to these problems. The projection
pursuit model has been applied to comprehensive
evaluation of the crop quality of corn[14] , wheat[15] ,
chrysanthemums[16] , jujubes[17] , and peaches[18] , but
not to processing tomatoes.
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PPDC Model Description

In 1974, Friedman and Tukey officially proposed the
concept of the PP model[19] . Based on PP, PPC model is
a new method to analyze and utilize high-dimensional
data, and especially to deal with nonlinear or nonnormal data distributions[17] . The process of applying a
projection pursuit dynamic cluster model includes two
steps. The first step uses projection techniques to project
high-dimensional data into lower dimensions. The
second step is to analyze the projection eigenvalue,
which has been projected into a lower-dimensional
space, and clustered by dynamic clustering.
A PPDC model is optimized by an MA and includes
the following steps.
Step 1 Normalizing the evaluation index sample.
Suppose fx  .i; j /ji D 1; 2;    ; nI j D 1; 2;    ; pg
is a sample dataset, n is the number of x  , and p is the
number of factors of each x  . x  .i; j / is the evaluation
index j of the i-th sample. For different quantities of
each attribute and different ranges of data, the value
of the evaluation index should be normalized to the
interval [0, 1], which can be done using formulas (1)
and (2)[20, 21] .
For a positive index, where bigger means better, we
use formula (1) to calculate its standardized score value:
x.i; j / D .x  .i; j / xmin .j //=.xmax .j / xmin .j //
(1)
For a negative index, where smaller means better, we
use formula (2) to calculate its standardized score value:
x.i; j / D .xmax .i; j / x  .i; j //=.xmax .j / xmin .j //
(2)
where xmin .j / is the minimum value of attribute j ,
and xmax .j / is the maximum value of attribute j . The
variable x with a superscript asterisk (*) denotes its
original value before normalizing.
Step 2 Constructing the evaluation index function
Q.a/.
fx.i; j /jj D 1; 2;    ; pg is projected into lower
space based on a projection pursuit dynamic cluster to
get projection values z.i / through projection direction
a D Œa.1/; a.2/;    ; a.p/ as:
p
X
z.i/ D
a.j /x.i; j /; i D 1; 2;    ; n
(3)
j D1

Then, z.i/ is classified based on a one-dimensional
scatter diagram, which requires local projection points
to remain as dense as possible, which would be better to
gather into one cluster; and projection points between
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clusters should spread out as far as possible.
The evaluation index function of projection pursuit
model is determined by Q.a/, shown as:
Q.a/ D Sz Dz
(4)
where Sz is the standard deviation of z.i /; Dz is the
local density of the projection score value; standard
deviation Sz and local density Dz are defined in
formula (5):
s
8

n
ˆ
P
ˆ
ˆ
.z.i / E.z//2
.n 1/ ;
< Sz D
i D1
(5)
n P
n
P
ˆ
ˆ
ˆ
.R r.i; j //u.R r.i; j //
: Dz D
i D1 j D1

where E.z/ is the average projection value. r.i; j / D
jz.i / z.j /j is the distance between the samples. R
is the window radius of partial density, whose value is
related to the sample data structure. u.t / is a unit step
function; if t > 0, the value will be 1, otherwise it will
be 0.
It can be seen from formulas (4) and (5) that only R
remains to be determined. In order to avoid arbitrary
choice (which has no theoretical basis), we constructed
a new projection index based on the dynamic clustering
method, k-means clustering[22] , and minimal total
distance within clusters (min TDc) as follows.
(1) Defining d.z.k/; z.h// as the absolute distance
between the two p
projection characteristic values,
d.z.k/;
z.h// D
.z.k/ z.h//.z.k/ z.h// D
p
.z.k/ z.h//2 ; k D 1; 2;    ; N I h D 1; 2;    ; N .
N .n > N > 2/ is evaluation level number or the
clusters number. And Dq .q D 1; 2;    ; N / is
used to describe the intraclass distance of group
Gq .q D 1; 2;    ; N /, which is shown as formula (6):
N
X
Dq D
d.z.k/; z.h//
(6)
z.k/;z.h/2Gq ;k<h

(2) The total distance in the group (called TDc/ is
defined to express the distance between clusters within
the sample. TDc shows the sum of the distances within
all groups’ and can be defined as:
N
X
TDc=
Dq
(7)
qD1

When the TDc becomes smaller, the aggregation degree
of samples will be higher.
S.a/ is used to express discrete degree among
clusters and can be defined as:
N
X
S.a/ D
s.i; j /; i; j D 1; 2;    ; N
(8)
i;j 2N;i¤j
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(3) The new projection index function Q.a/ in the
PPDC model is as follows:
Q.a/ D S.a/ TDc.a/
(9)

Start

Determine the sample
and the evaluation index

The projection index function Q.a/ is determined by
S.a/ and TDc.a/.
Step 3 Optimizing the projection index function.
A good projection result should make innerrelativity S.a/ large and inter-relativity TDc.a/ small.
Classification aims at maximizing the projection index
function, Q.a/. The maximization objective function is
shown as:
max: Q.a/ D S.a/ TDc.a/
(10)

Normalization
Population initialization
Calculate the initial projection value and record the
individual extreme and groups extreme

Use PSO to search global

[9]

Step 4 Determining constraint conditions .
Friedman[19] established the PPC model, which gave
p
X
the constraint conditions s.t.
a2 .j / D 1. But it did

Use SA to search local

j D1

not specify a value range. In fact, the projection pursuit
is a linear projection process. P-dimensional data X
in Euclidean space is projected to one-dimensional
subspace to get data Z. The linear projection process
can be written in mathematical expressions like Z D
AX .X 2 RP ; Z 2 Rl /, where A is an arbitrary full-rank
matrix with 1  p order, whose unit column vector
is orthogonal. So each dimension value range of the
columns must be in the interval Œ 1; 1. Constraint
conditions are shown
as:
8
p
X
ˆ
< s.t.
a2 .j / D 1;
(11)
j D1
ˆ
:
1 > a.j / > 1
Step 5 Using MA to optimize the projection index
function.
In order to solve the complex nonlinear and high
dimensionality problems of the PPDC model, we put
forward an MA that uses an improved particle swarm
optimization algorithm as a global search strategy, and
an improved simulated annealing algorithm as a local
search strategy.
Step 6 Classification and evaluation.
The best projection direction (formula (3)) is used
to calculate projection values. Sample points which
have similar projection values are divided into one
cluster. The clustering results can be gained by the
PPDC model. It can be seen from the projection values
scatterplot that the sample points are divided into
several clusters clearly. The PPDC model can realize
the clustering evaluation objectively.
The flowchart is shown as Fig. 1.

N

Meet the
termination
conditions
Y
Generate new population

Meet the
termination
conditions

N

Y
Calculate Z
Classify the sample
evaluation
End

Fig. 1 Flowchart of projection pursuit dynamic cluster
model.

4
4.1

Memetic Algorithm
Choosing an MA

Dawkins[23] presented the term “meme” in his book The
Selfish Gene in 1976. He proposed the meme as the
basic unit of culture, just as the gene is the basic unit
of genetics. Memes, as Dawkins suggested, propagated
much like genes. In this light, an MA can be described
as a combination of global population evolution and
local individual learning[24] . An MA has four structures:
an initial population, a global search, a local search,
and a new population. Different MA strategies produce
different models.
PSO has higher execution efficiency than traditional
optimization methods[25] . Our simulated annealing
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algorithm can make the searching avoid local optimums
to obtain a high-probability globally optimal solution.
So an MA that combines PSO and SA is both robust
and globally convergent.
There is synergy between PSO and SA as follows.
(1) PSO is used as the global search strategy. During
the process of search, the SA is used to search each
particle with local annealing. This search method has
high precision with low efficiency.
(2) PSO is used as the global search strategy. During
the process of search, the SA is used to find individual
extremes in each iteration with local annealing. This
search method has lower accuracy than (1), but with
higher efficiency.
(3) PSO is used as the global search strategy. During
the process of search, the SA is used to search group
extremes in each iteration with local annealing. This
search method has the lowest accuracy and the highest
efficiency of the three methods.
The problem of comprehensively processing a multitrait tomato evaluation is not demanded in terms of
real-time requirements. We chose the first scheme to
improve evaluation accuracy.
4.2

Designing an MA

The fundamental principle of PSO is based on a
simulation of the feeding behavior of a bird. SA
randomly starts from a high initial temperature and
falls with temperature parameters. During the process,
probabilistic kick features were combined, which meant
the MA would jump out of a local optimal solution in
probabilistic terms, and ultimately tending to the global
optimum.
The steps of our MA are as follows.
(1) Initialization of population: A chaotic sequence is
used to initialize the population of the MA.
(2) Calculation of fitness values: The fitness value
of each particle is calculated based on constraint
conditions.
(3) The PSO used as global search: According to
the PSO’s update function, the particle’s speed and
position are updated. The group extreme value gbest
and individual extreme value pbest are recorded during
iteration.
In a target search space of D dimensions (the
dimensions of the optimal projection direction),
the particle positions of i .i D 1; 2;    ; N / can be
expressed as a D-dimensional vector. N is the size
of the group. Vi D .Vi1 ; Vi 2 ;    ; ViD /T represents the
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flying speed of this particle, and Xi D .Xi1 ; Xi 2 ;
   ; XiD /T represents the position of this particle.
Pi D .Pi1 ; Pi 2 ;    ; PiD /T expresses its own best
solution, and Pg D .Pg1 ; Pg2 ;    ; PgD /T describes
the population’s best solution (say, its best projection
direction) in this iteration.
We introduce the shrinkage factor, s [26, 27] , which can
avoid falling into a local optimum in the process of
search. The speed and position of this particle are
updated as described by the following formula (12):
( kC1
k
xijk /;
Vij
D sVijk C c1 r1j .pijk xijk / C c2 r2j .pgj
XijkC1 D Xijk C VijkC1
(12)
p
where, k D 2=j2 
 2 4j,  D c1 C c2 , i D
1; 2;    ; N I j D 1; 2;    ; DI j is the particle’s
dimension; k is the number of iterations; c1 and c2
are acceleration constants whose values are usually
between 1 and 2; r1  u(0,1) and r2  u.0; 1/ are two
independent random functions. In order to improve
the iteration process’s speed and shorten the search
time, Xij and Vij are usually limited to a certain range:
Vij 2 Œ Vmax ; Vmax , Xij 2 Œ Xmax ; Xmax .
(4) The local search neighborhood of the local
optimal solution is identified during iteration. The SA
algorithm is used to find the optimal solution in a
local search neighborhood. The initial value of the SA
algorithm is the local optimal value of the particle in
this iteration.
The SA algorithm produces a new solution j through
the disturbance of the optimal solution obtained in this
iteration. The metropolis criterion determines whether
or not to accept the new solution, which is shown as:
exp. .Q.j / Q.i //=tk / D exp. Q=tk / (13)
where j D i C 1; i D 1; 2;    .
SA realizes loop iteration through cooling down,
as tkC1 D ˛  tk ; k D 0; 1; 2;    , where ˛ is the
attenuation factor. When the temperature reaches a
predetermined temperature, the global optimal solution
will be replaced by the optimal solution obtained by SA.
Then the process proceeds to the next iteration cycle,
until reaching the end of the iteration.
We set up a memory store to hold all the optimal
solutions on the basis of the traditional SA, and used
minimum order to find the optimal solution in the
storage memory, it is shown as:
H D .a; Q.a//
(14)
where a is the optimal solution and Q.a/ is the objective
function value.
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(5) Updating the particle and recording the individual
extreme pbest and the group extreme gbest . When the
process reaches the specified number of iterations, the
Memetic Algorithm continues. Before reaching that
point the Memetic Algorithm goes back to (3).
(6) Producing new species and constantly updating
pbest and gbest ensure the diversity of the population.
(7) If the results meet the requirements, the optimal
results are the output, otherwise, return to (4).
(8) End.
The flowchart of the Memetic Algorithm is shown as
Fig. 2.

5

Performance Evaluation

In order to verify the validity of the PPDC model
based on a Memetic Algorithm, the model was used
to solve the problem of comprehensive evaluation
of tomato varieties’ multiple traits in Xinjiang. We
selected the PSO and the SA for comparison to prove
the effectiveness of the MA.
5.1

An evaluation index system

The tested varieties included XH-40, TH-9, TH-45,
Population initialization

Calculate the ﬁtness value and record the individual
extreme and groups extreme
Use PSO to search global
Record the individual extreme
and extreme groups

5.2

Use SA to search local
Update particle and recorded individual
extreme and groups extreme

N

Meet the
termination
conditions
Y
Generate new population

Meet the
termination
conditions

N

Y
End

Fig. 2

SF-1, SF-2, SF-3, SF-4, SF-5, SF-6, SF-7, SF-8, SF9, SF-10, SF-12, SF-13, TH-48, TH-737, H2206, and
H1100, a total of 19 processing tomato materials, which
were provided by some processing tomato production
enterprise’s seed companies.
Through a field experiment in Xinjiang in 2012, 19
processing tomato varieties were tested and analyzed,
and seven aspects including 17 agronomic traits of the
19 processing tomato varieties were measured. In order
to provide a theoretical basis for tomato breeding and
utilization, we determined its evaluation index based
on several characters and looked into the possibility of
tomato varieties selection quantitative method. The test
data is shown in Table 1.
In Table 1, C1–C7 represent yield traits, nutritional
quality, flavor quality, disease resistance traits,
appearance quality, processing and storage quality, and
physiological traits, respectively. X1–X17 represent
the weight of per tomato (gram), average yield (Tons
per acre), lycopene (milligram per 100 grams), soluble
solids (%), total acid (%), total sugar (%), sugar-acid
ratio (%), viral disease resistance, longitudinal diameter
(centimeter), diameter (centimeter), tomato shape
index, chromatic aberration, single tomato resistance
to pressure (kilogram per tomato), average spacing
width (centimeter), average height (centimeter),
average number of branches, and growth period (day),
respectively. Y1-Y19 represent samples of XH-40,
TH-9, TH-45, SF-1, SF-2, SF-3, SF-4, SF-5, SF-6,
SF-7, SF-8, SF -9, SF-10, SF-12, SF-13, SF-16,
TH-48, TH-737, XH-36, H2206, H9780, and H1100,
respectively.

Flow chart of Memetic Algorithm optimization.

Experimental

In the process of calculation, if the projection direction
is positive, the results suggest that the index is positive;
otherwise the index is negative. In order to analyze the
effectiveness of the MA, PSO, and SA fairly, we used
the same parameters to calculate the results of PSO, SA,
and MA.
The MA’s setting parameters: the initial temperature
was 100, the attenuation factor was 0.8, Markov chain
length was 100, ending temperature was 0.01, particle
number was 120, iterations was 500, contraction factor
s D 0:9, accelerating factor c1 D c2 D 2, search range
of all parameters was initialized to Œ 1; 1I all these
factors complied with the scope of the projection vector.
The PSO’s initial parameters: particle number was
120, number of iterations was 500, contraction factor
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Table 1

Samples
Y1
Y2
Y3
Y4
Y5
Y6
Y7
Y8
Y9
Y10
Y11
Y12
Y13
Y14
Y15
Y16
Y17
Y18
Y19

C1
X1
70.80
52.50
64.20
85.00
87.81
73.53
78.75
69.75
91.85
78.63
72.72
60.00
55.80
50.00
59.20
84.89
102.98
50.00
76.50

X2
6.65
6.28
7.01
6.16
6.87
7.45
5.91
5.57
7.64
7.55
5.89
7.11
6.49
5.96
6.70
7.03
7.24
6.65
6.69

C2
X3
9.40
8.70
11.40
13.30
12.00
14.50
12.00
11.80
15.00
14.35
11.20
9.90
11.50
16.20
12.50
13.34
13.22
8.70
11.90

The average for major agronomic traits of the experimental varieties.

X4
5.50
4.90
5.20
4.80
4.30
4.40
4.30
4.10
5.30
4.60
4.20
5.90
5.90
5.20
5.90
4.20
4.50
4.30
4.40

X5
0.41
0.41
0.34
0.44
0.40
0.41
0.45
0.41
0.66
0.42
0.44
0.47
0.51
0.52
0.47
0.40
0.43
0.39
0.47

C3
X6
3.64
4.33
2.70
4.55
4.66
4.59
4.78
4.89
5.12
4.17
3.64
3.89
3.10
3.72
4.03
4.75
5.17
4.59
4.75

X7
8.88
10.56
7.94
10.34
11.65
11.20
10.62
11.93
7.75
9.93
8.27
8.28
6.08
7.15
8.57
11.88
12.02
11.77
10.11

Agronomic traits
C4
C5
X8
X9 X10 X11
0.0253 5.84 4.83 1.21
0.0374 7.35 3.91 1.88
0.0461 5.38 4.18 1.29
0.0352 4.82 4.65 1.03
0.0421 5.48 4.34 1.26
0.0498 5.82 4.71 1.24
0.0282 5.86 4.47 1.31
0.0398 5.17 4.12 1.25
0.0432 5.46 4.24 1.29
0.0417 4.65 4.33 1.07
0.0216 4.57 4.65 0.98
0.0284 4.61 3.79 1.22
0.0349 4.11 4.09 1.00
0.0262 4.44 4.30 1.03
0.0178 4.58 5.31 0.86
0.0468 4.68 3.70 1.26
0.0463 7.28 5.32 1.52
0.2130 6.12 4.90 1.25
0.0333 7.11 5.22 1.36

s D 0:9, accelerating factor c1 D c2 D 2, and the range
of all parameters was initialized to Œ 1; 1, to comply
with the scope of the projection vector.
The SA’s initial parameters: the initial temperature
was 100, the attenuation factor was 0.8, Markov chain
length was 100, and the end temperature was 0.01.
5.3

Results

In order to demonstrate the effectiveness of the MA, we
show the results of running each algorithm 30 times in
Table 2.
It can be seen from Table 2 that the MA’s average
value and worst value are both better than those of the
other two algorithms. Although all three algorithms are
able to obtain the best value, the MA is more likely to do
so. The result proved that the MA algorithm has more
accuracy and stability. Using the MA to optimize the
projection direction can guarantee the accuracy of the
evaluation results.
Table 2
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C6
X12 X13
2.14 3.97
2.34 5.43
2.51 5.23
2.57 8.93
2.44 7.40
2.60 8.23
2.40 8.07
2.44 5.80
1.81 9.70
2.14 9.03
2.36 7.00
2.17 4.47
2.42 5.47
2.24 3.80
2.45 3.87
2.30 6.53
2.20 8.57
2.32 4.97
2.32 6.63

C7
X15
73.20
72.50
74.40
112.40
86.40
82.20
114.90
83.30
115.90
96.10
84.50
69.60
80.10
65.40
74.70
101.30
113.50
78.10
73.30

X16
7.40
7.00
7.80
6.80
5.80
6.50
6.50
6.50
8.30
7.10
6.70
6.40
7.40
8.60
7.80
6.60
7.50
7.20
6.70

X17
117.00
112.00
115.00
124.00
123.00
126.00
127.00
120.00
152.00
148.00
128.00
118.00
122.00
102.00
108.00
129.00
138.00
106.00
121.00

The value of the projection index function was
2.9947, which was optimized by the MA. The model
was simulated by MATLAB 2010a; the best projection
directions are a D Œ0:3848 0:1633 0:2806
0:3083
0:0017 0:2006 0:1895
0:2619
0:0543 0:0960
0:0828 0:1105 0:3272 0:2166 0:3227
0:3368
0:3224: The best projection direction of evaluation
targets C1, C3, C5, and C7 are shown in Table 3. The
projection scatter diagram of considering all traits is
shown in Fig. 3. Figure 4 shows the map of projection
values to better explain the clustering results.
We can see from Fig. 3 that the total sample is
divided into five clusters when taking into account all
evaluation indexes. As shown in Figs. 3 and 4, Y17
is in Cluster I; Y4, Y5, Y6, Y7, Y9, Y10, and Y16
are in Cluster II; Y8, Y11, and Y19 are in Cluster
III; Y1, Y2, Y3, Y12, Y13, Y15, and Y18 are in
Table 3
target.

The best projection direction of every evaluation

Optimization results of the three algorithms.

Average
Number of
Algorithm
Best value Worst value
value
best value
SA
2.9928
2.9947
2.9910
18
PSO
2.9936
2.9947
2.9892
21
MA
2.9942
2.9947
2.9934
26

X14
115.00
116.40
114.30
144.40
148.70
126.10
131.40
116.20
137.10
131.70
119.00
115.20
128.00
98.60
110.70
130.60
136.00
113.40
116.00

Evaluation target
C1
C3
C5
C7

Best projection direction values
a1
a2
a3
a4
0.5542 0.5542
0.5892 0.4063 0.5892 0.4063
0.6439 0.4710 0.3090 0.6439
0.4331 0.7070 0.1002 0.4331
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Cluster IV; and Y14 is in Cluster V. Similarly processed
tomatoes can complement each other. Taking Cluster II
as an example, during the process of processing tomato
sauce, if Y4 in short supply, Y5, Y6, Y7, Y9, Y10,
and Y16 can replace it. It can be seen from Figs. 3
and 4 that a PPDC model can obtain the cluster results
without artificial factors interfering. The results are only
obtained from projected clustering about various traits
of the processing tomato varieties. This approach is
more objective than others.
We consider a kind of the evaluation index like C1
or others as the main classification criterion to meet the
special traits requirements of production. It means that
if the process of processing tomato sauce only needs
to satisfy the requirement of a kind of traits such as
C1 or others, we just consider this kind of trait as the
evaluation index. Z1 to Z7 are a set of projection values
when only considering C1 to C7 as main evaluation
index respectively. We defined that if the varieties
have the closer projection values, they are the similar
varieties.

When considering a kind of the evaluation index
as the main classification criterion, the results of
projection values are shown in Table 4.
When C1 is considered as the main classification
criterion, tomato varieties can be divided into five
categories according to the values of Z1 in Table 4. Y9
and Y17 are in one category; Y5, Y6, Y10, Y16; Y1,
Y3, Y4, Y12, Y15, and Y19; and Y2, Y7, Y11, Y13,
and Y18 are in three kinds of categories with similar
varieties; and Y8 and Y14 belong to another category.
When C2 is considered as the main classification
criterion, we can know from Z2 in Table 4 that tomato
varieties are divided into five categories. Y14 is in the
first category; Y6, Y9, and Y10 are in the second
category; Y4, Y16, and Y17 are in the third category;
Y3, Y5, Y7, Y8, Y11, Y13, Y15, and Y19 are in the
fourth category; and Y1, Y2, Y12, and Y18 belong to
the fifth category.
When C3 is considered as the main classification
criterion, tomato varieties are also divided into five
categories as shown from Z3 in Table 4. Y5, Y6, Y7,
Y8, Y16, Y17, and Y18 are in the first category; Y2,
Y4, Y10, Y11, and Y19 are in the second category;
Y1and Y3 are in the third category; Y9, Y12, Y14, and
Y15 are in the fourth category; and Y13 belongs to the
fifth category.
When C4 is considered as the main classification
criterion, tomato varieties are divided into two
categories. Y18 is in one category, and the others belong
to another category.
When C5 is considered as the main classification
criterion, tomato varieties are divided into five
categories. Y17 and Y19 are in the first category; Y2,
Y6, and Y18 are in the second category; Y1, Y3, Y4,
Y5, Y7, and Y15 are in the third category; Y8 and Y11
are in the fourth category; and Y9, Y10, Y12, Y13,
Y14, and Y16 belong to the fifth category.
When C6 is considered as the main classification
criterion, tomato varieties can also be divided into five
categories. Y9 is in the first category; Y4, Y6, Y7, Y10,
and Y17 are in the second category; Y5, Y11, Y16, and
Y19 are in the third category; Y2, Y3, Y8, Y13, and
Y18 are in the forth category; and Y1, Y12, Y14, and
Y15 belong to the fifth category.
When C7 is considered as the main classification
criterion, tomato varieties are divided into six categories
according to the values of Z7 in Table 4. Y9 is in first
category; Y4, Y7, Y10, and Y17 are in the second
category; Y16 is in the third category; Y5 is in the
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Table 4

Sample
Y1
Y2
Y3
Y4
Y5
Y6
Y7
Y8
Y9
Y10
Y11
Y12
Y13
Y14
Y15
Y16
Y17
Y18
Y19

Z1
0.6519
0.3116
0.7276
0.6034
0.9183
1.0021
0.4375
0.2066
1.2702
1.0957
0.3664
0.7239
0.4306
0.1568
0.5506
0.9521
1.2258
0.4343
0.7276

Z2
0.0933
0
0.3600
0.6133
0.4400
0.7733
0.4400
0.4133
0.8400
0.7533
0.3333
0.1600
0.3733
1.0000
0.5067
0.6187
0.6027
0
0.4267
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The indexes of projection values.
Z3
0:1435
0.3082
0:1565
0.3015
0.6707
0.5687
0.5069
0.7779
0:3660
0.3082
0.1772
0:3904
0:7636
0:3660
0:3441
0.7379
0.6604
0.6892
0.3898

fourth category; Y1, Y2, Y3, Y6, Y8, Y11, Y12, Y13,
Y15, Y18, and Y19 is in the fifth category; and Y14
belongs to the sixth category.
In all cases, members of a cluster are interchangeable.
This means that if one variety is in short supply, its
similar varieties can replace it to meet the processing
requirements. The approach provides an effective
solution for processing tomato variety shortages or
oversupply and provides a theoretical basis for tomato
processing and growing. It can improve the utilization
of processing tomato.
In the PPDC model of the multiple traits
comprehensive evaluation of processing tomato
varieties, each component of the optimal projection
direction actually reflects the influence degree of the
evaluation indexes for the evaluation of classification
of processed tomatoes. The histogram in Fig. 5 shows
that the order of influence degree on each evaluation
index. The order is the fruit weight, the average number
of branches, single-fruit resistance to pressure, average
height, growth period, soluble solids, lycopene, viral
disease resistance, average spacing width, total sugar,
sugar-acid ratio, average yield, color, diameter, fruit
shape index, longitudinal diameter, and total acid. Our
work provides a theoretical reference basis for future
tomato variety selection. Note that the major qualities
of each variety have the strongest influence in their

Projection values
Z4
0.0384
0.1004
0.1450
0.0891
0.1245
0.1639
0.0533
0.1127
0.1301
0.1224
0.0195
0.0543
0.0876
0.0430
0
0.1486
0.1460
1.0000
0.0794

Z5
0.9947
1.3613
0.9810
0.9669
0.9924
1.2663
1.0946
0.8638
0.5556
0.5704
0.7644
0.4705
0.5556
0.5733
0.9810
0.5556
1.5566
1.2007
1.5239

Z6
0.0288
0.2763
0.2424
0.8695
0.6102
0.7508
0.7237
0.3390
1.0000
0.8864
0.5424
0.1136
0.2831
0
0.0119
0.4627
0.8085
0.1983
0.4797

Z7
0.4733
0.4062
0.4763
1.3317
0.9581
0.7620
1.2766
0.6258
1.6794
1.2685
0.7620
0.3998
0.7372
0.1002
0.3724
1.1049
1.4536
0.3999
0.5022

0.45
0.40
Projection direction value
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choice.

6

Conclusions

We put forward a PPDC model based on an improved
MA, which can solve the problem of a highdimensional nonlinear system. It combines projection
pursuit theory with dynamic clustering and minimal
total distance within clusters, optimized by the MA.
The model was used to analyze clusters of similar
varieties, which can divide tomato varieties into
five categories. This cluster analysis method provides
a theoretical basis for complementary addition and
replacement of varieties. According to the optimal
projection direction, we can configure the effect of each
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evaluation index of processing tomato varieties.
We have proposed an MA with an improved PSO as
the global search strategy, and an improved simulated
annealing algorithm as the local search strategy. An MA
has higher practicability than PSO and SA algorithm on
their own in optimization problems.
The study proves that the PPDC model not
only provides a theoretical basis and implementation
approach for multiple-factor classification problems,
but also has very good prospects for engineering
applications.
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