Abstract. Genetic Algorithms (GAs) are adaptive search methods, which try to incorporate the principle of surviving known from nature. They proved to be an efficient instrument for solving many hard problems in different areas, in which the majority of other techniques failed as being weak or not applicable. On the other hand, GAs fight with a number of problems, as well. To the crucial issues belong the representation of potential solutions in the search space, design of the proper operators that drive the search and the configuration of the routines and strategies used in the GAs. This paper presents some results of our research on GAs. The interesting observations encountered by experiments concerning the initialisation of GAs' runs and by the enhanced crossover operator for binary chromosomes are presented. We have used a shell called GATool for automatic experimenting with GAs, which was developed for GAs' performance evaluation. The representatives of Travelling Salesman Problem (TSP), Continuous functions and Deceptive functions, which are the usual benchmarks mentioned in many studies, were used in our experiments.
INTRODUCTION
This section introduces basic terms and describes how a simple GA works. GAs are probabilistic population-based techniques, which operate on population of individuals, each of which represents a potential solution to the given problem. Chromosomes designed as strings of genes each picturing a value (allele) taken from a chosen alphabet usually represent the solutions. Bit strings are used in conventional GAs. Each individual is assigned a fitness value expressing the quality of its chromosome with regard to the given objective function. In the main loop of GA, representing a generation cycle, selection and recombination operators are applied on the current population's individuals to generate new individuals i.e. new sample points from hopefully more promising parts in the search space. This is repeatedly performed, step by step, until some given termination-condition is fulfilled. The best individual (solution) encountered so far is then considered as the resultant solution to the given problem. Though the GAs are used in many variations, the classic GA operates as demonstrated in the figure below.
Begin t=0
Initialise P(t) Evaluate P(t) while (not termination-condition) do begin t=t+1 Select P(t) from P(t-1) Generate & Evaluate Offspring Replace_Old_Population end End FIGURE 1. The structure of GA.
First, the initial population of individuals, that the GA starts the search of the solution space with, is created. Usually, the pure random sampling of the search space is used in the case when no prior knowledge of the desired solution is known. Every individual is evaluated according to the objective function delivering the fitness value that serves for distinguishing between better and worse individuals. In the main loop body the current population of individuals (solution space samples) is changed in three steps: reproduction, offspring generation and replacement of the old population. The individuals are reproduced according to their fitness -the above average individuals are replicated more times, the below average individuals less times. The ratio of the best-fit individual's reproduction rate to the average individual's rate determines the selection pressure in the current population. In order to keep the favourable selection pressure in the population, certain tricks with the fitness function called scaling techniques are usually used. The genetic material of the selected individuals is then mixed and altered using crossover, mutation and other recombination operators to generate new offspring. Traditionally, the crossover of a couple of parental strings is implemented by random breaking of the strings at a crossing point and by swapping the resulting parts between the parents. The mutation is normally done by random inversion of a bit within the string. The offspring chromosomes are evaluated and the new individuals replace the individuals of the old population. How many and which individuals will be replaced is defined by a replacement strategy. There are two classes of the replacement strategies: (1) generational strategies where the new population is totally rebuild from the old one and (2) steady-state strategies where just small part of the old population is replaced in each generation. Note that GAs use probabilistic transition rules i.e. there is a random component incorporated in every strategy and routine employed in it.
SCHEMA THEOREM
There is one theory called Schema Theorem by J. H. Holland (4) that tries to explain why GAs work. It relies on a binary string representation of solutions, and on the notion of a schema (S) as a template allowing for evaluation of similarities among chromosomes.
A schema is a pattern that is of the same length as a chromosome and consists of 0s, 1s and #s (where a # is a wildcard standing for either 0 or 1). As an example, consider strings of 5 bits the possible schemata are 1 # # # 1, 0 1 # 1 #, etc. Any one chromosome is an instance of a very large number of schemata. For example, 0 1 1 0 0 is an instance of 0 # # # #, # 1 # # #, ... , 0 1 # # # and so on. At each of the N positions of a given chromosome can be either the actual bit value or a wildcard, so a chromosome of the length N is an instance of 2 N different schemata.
There are several terms defined for the schema that are used in the theory. The first is called defining length δ(S) of the schema S. The defining length is the distance between the first non-wildcard and the last non-wildcard element of the schema. It expresses the compactness of the information contained in the schema. For example, # 1 # 0 # has defining length P (0) -P (1) = 4 -2 = 2. The defining length is the number of possible crossing points that might damage the schema. The second schema property is called the order o(S) of the schema S. It is defined to be a number of non-wildcards in the schema S. For example, 0 # # 1 0 has order 2. The last, fitness f(S) of the schema S is defined as the average fitness value of all the individuals in the population covered by the schema S.
The schema theorem estimates the change in the sampling rate of certain schema S from the current population t to the consequent population t+1. Considering f(S) as the average fitness of all instances of schema S in the current population and f' as the average fitness of the whole population, the number of chromosomes m(S, t+1) in the next population (t + 1) that are instances of the schema S is given by the following formula which is called growth equation
The above expression provides a rough estimation of how will be the schema S sampled in the population t+1 when considering a reproduction based on the relative fitness of its instances and the disruptive aspects of the crossover and mutation. When deriving the formula, it was assumed that crossover will fall in the significant portion of a schema S (determined by δ(S)) always leads to its disruption. In fact, this does not occur always. Moreover a new instance of the schema S can be generated by a crossover of two chromosomes that are not instances of the schema S. Such gains are ignored which is indicated by the inequality sign.
Thus, the expected number of instances of the schema S is of the function of the number of instances in the current population, the relative fitness of S, and defining length and order of the schema. And it is clear that if o(S) and δ(S) are small and the schema fitness is above average (f(S) > f') then the schema receives an exponentially increasing number of strings in the next generation. In other words, GAs browse the search space by short, low-order schemata called building blocks which, subsequently, are used for information exchange during crossover.
EPISTASIS, DECEPTION AND LINKAGE
As shown above, the GA is robust, computationally simple and as such it can be applied broadly for solving optimisation tasks. On the other hand, the crucial point of each application is the representation of the solution space and the related issues. There are several aspects of the representation that make the problem hard for a GA.
Interactions between genes in a chromosome cause that the contribution of a certain gene to the fitness value depends on the values of other genes. This phenomenon is called epistasis. It is used to describe the situation where certain gene modifies the meaning of other gene(s). If a representation contains very low epistasis it could probably be solved more efficiently by a greedy algorithm, since the genes do not affect each other and the problem reduces to bit-wise optimisation. If it contains very high epistasis, there is too little structuring of the solution space, and a GA is very likely to drift and settle in a local optimum. In between these two extremes, a class of problems suitable for solving by a GA lays, see (1) .
Another kind of complication arises when GA is used for deceptive function optimisation. Goldberg introduced the concept of deception in order to understand better what kind of situations are likely to create difficulty for a GA (3). The deceptive function can be characterised as a function, which is defined in such a way that the low order schemata leads the search away from the global optimum toward the false one called a deceptive attractor. A chromosome composed by bit-wise inversion (complementary chromosome) of the global optimum one represents the deceptive attractor. In other words, some good-looking building blocks can mislead the GA and cause its convergence to undesirable solutions. The strict definition of deceptive functions and other issues related to deception can be found in (10) .
The problem becomes even harder for GA when the function to be optimised is made up of N copies of "simple" k-order deceptive function. Let the test function be the concatenation of let say 10 copies of our 4-bit deceptive function defined above. The global optimum is then represented by a chromosome of forty 1s. Such a solution can be obtained only if all the 10 deceptive sub-functions are solved correctly. Simply speaking, the 4-bit sub-strings, for each deceptive sub-function, can be considered, as deceptive building blocks needed to complete the global solution. The factor that can make a problem hard for GA involves the "linkage" between bits in a deceptive building block. Linkage refers to the phenomenon where a set of bits acts as "coadapted alleles" that tend to be inherited together as a group. In the case of pure linkage when the deceptive bits are widely spread across the encoding ("ugly" problems) the appropriate schemata that occur in a population a very likely to be disrupted during the recombination phase. On the contrary, when the bits that form a deceptive building block are close together ("easy" problems) then the likelihood of propagation of the favourable combination of bits to subsequent population increases. Both the representatives of the ugly as well as easy deceptive functions were used in our experiments.
GATOOL
In order to have a proper tool that would facilitate the GAs' testing, we have developed the Genetic Algorithms testing environment GATool. The tool is written in C++ and runs under the MS Windows. There are many parameters implemented in the shell that allow the user to set-up and tune a wide variety of configurations of a GA. The system includes the following three optimisation problems: Functional Optimisations (FO), the Travelling Salesman Problem (TSP), and the Job Shop Scheduling Problem (JSSP). The used tasks and benchmarks represent a set of problems that are very frequently used in this research area and many published results and related conclusions are available. For more details on the GATool refer to (5).
STATISTICAL EVALUATION OF GAS
Note that due to the probabilistic fundamentals of GAs their performance has to be evaluated in a statistical way. Thus, a number of replications of each experiment must be run. We have carried out a series of 50 to 100 independent runs for each tested configuration to achieve reasonably precise and from the statistical point of view trustworthy results. Note that the size of the series was chosen intuitively and any theory or statistical hypothesis did not support the choice.
The experimental results were averaged and the following values were chosen to characterise each single series performance:
• fbest -an average of the best-of-run values over all replications, • sdev -a standard deviation over the set of replications' best-of-run values is calculated as a measure of how widely the values are dispersed around the average value fbest, • popbest -an average number of population, in which the best-of-run value appeared for the first time, • N Total -a number of individual's evaluations needed to achieve the solution of defined quality.
THE RESEARCH RESULTS
This section presents results of our experiment that were aimed (1) on the mechanism of initialisation of the first population of GA's run and (2) on the enhancement of the crossover operator used for binary representation.
Pre-process Initialisation
It is evident that the content of the initial population, from which the genetic algorithm starts the process of convergence, strongly affects the quality of the found solution. In other words, the appropriate or let say "lucky" initialisation can increase the likelihood of successful composing of the global solution's chromosome through the iteration process of information exchange. In opposite case, the filling of the initial population with "unluckily" sampled points of the search space can push the search towards bad regions and so make it impossible to find the desired solution from the very beginning. The notions of lucky and unlucky initialised population includes several aspects as:
• what is the distribution of the fitness values in the population, • how much are the building blocks, necessary for completing of the solution, sampled in the population, etc.
There are two possible mechanisms to initialise the first population of GA's run. The basic and very often used one performs pure random generating of the chromosomes that constitutes the initial population. This method does not use any prior knowledge of the shape of the solution. Such an initialisation method just relies on lucky sampling of the whole solution space by limited number of samples. Since the population size is usually much less than the size of the whole search space the used random sampling can not guarantee genetic material (in terms of the building blocks) to be satisfactory distributed in the population. The other possible initialisation scheme uses either some kind of prior information of the desired solution itself or of the structure of the solution space and its more promising parts. The initial population created in this way can better sample those more useful chromosomes, which contain gene clusters with the important pieces of information.
Our tested mechanism for initialisation of the first population of GAs' run is based on so called pre-process phase, where several short runs with a small population are performed and certain individuals are taken as the members of the initial population. The idea behind is that the initial population does not sample the search space in a pure random way but rather it samples the promising areas of the search space identified during the foregone short runs. It means that each single pre-process run can converge to promising solutions from its unique region in the search space where each one can be considered as source of certain knowledge of the optimum solution. Then the initial population consisting of the good solutions taken from different parts of the whole solution space could be richer in the fit genetic material. The replacement strategy used in the pre-process runs is a kind of steady-state strategy class. Parent individuals are taken according to their order in the population (1, 2, …, n) so the individuals are selected randomly regardless of their rank and relative fitness in the population. The population is modified in such a way that the new generated offspring replaces the worst individuals in the population. The following parameters specify the initialisation process:
• PreSize -The size of populations used.
• PreGen -The number of generations.
• BatchSize -The number of selected individuals that will be passed to the initial population.
• PreSel -The selection scheme according to which the BatchSize individuals from each single pre-process run will be passed on to the initial population. The strategy used in our experiments was based on ranking of the individuals. Actually, the BatchSize best individuals were used.
Tested Replacement and Scaling Strategies
These experiments with the pre-process initialisation were carried out in order to test its usability and its effect on the performance of GA when different replacement and scaling strategies are used. The first replacement strategy used (Gen) is the typical representative of the generational type strategies, where during one generation the whole old population is replaced by the new one. This strategy uses a rule that determines which individuals from a set of two parents and their two children will be passed on to the new population. First, the best individual of those four individuals is chosen. The second one is either the other child in the case the best individual was a child, or the better parent otherwise. When the crossover produces just one offspring it is always inserted to the new population. Two scaling procedures were tested for the strategy • linear (Linear) -In this method the individual's fitness is scaled as
The parameters a, b are determined so that the average fitness is scaled to itself and the maximum fitness is c * f' avg. The value of c is given by scale coefficient, in our case value 2.0 was used.
• linear ranking (LRank) -Generally, the class of ranking methods are based on the scheme that each individual is assigned a scaled fitness value according to its order in the population. The linear method uses the linear formula to achieve that as follows:
f' i = PopSize -i + s + 1, where i denotes the order of the i-th individual in the population, and s specifies the lower bound of fitness values in the population. In our experiments we used s=1. The second tested replacement strategy is a single-population strategy (SinglePop) that uses the same mechanism as the replacement strategy used in the pre-process runs. Thus, no selection and scaling were engaged there.
Computational Expenses Calculation
The design of the pre-process initialisation was motivated by a tendency to find a way to save the GA computational time. Note, that GAs require all the operations to be as simple as possible in order to work effectively. This is really a crucial condition. It is easy to imagine the case when the computation of the fitness function, or special crossover operator, or a procedure for repairing the chromosomes violating the constraints, is too time consuming. In such a situation the GA designer welcomes any way of reducing the number of such operations. One possibility to achieve this goal is to devise some sophisticated initialisation process that allows using a smaller population size and number of generations in the following run of the GA.
Let us assume that the most time demanding operations in GA are the crossover operation and the evaluation of fitness of each individual. According to the actual implementation of the crossover operator, replacement strategies and the pre-process routine in GATool it holds that the number of applications of crossover operator is equal to the number of individuals' evaluations. Thus we can use the same formulas to figure out the number of appearances of both elements.
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The formulae (1) and (2) determine the number of the operations performed during the main run in the case of the Gen and SinglePop strategy, respectively. The number of the additional operations performed in pre-process phase is given by the formula (3), where the parameter P' CROSS is permanently set to 0.99. In the case the pre-processing is used, the total number of operations N Total is then given by the sum of (1) and (3), or (2) and (3), respectively. 
TSP
The first set of experiments with the Pre-process initialisation was carried out with the 30-cities Travelling Salesman Problem benchmark taken from (9) . For this benchmark the shortest known tour is of length 420. The problem is given as a complete graph and the distances between cities are calculated as Euclidean distances. We have chosen the path representation and the edge-recombination (E-R) operator (9), which appears to be the best operator designed for the TSP, for our experiments. First, the efficiency of the GA with the pre-process initialisation was compared to the efficiency of the pure GA with traditional random initialisation, both working with the population of size 75. Then, the utilisation of the preprocess was tested against the use of the extended population. We used the following configuration of the preprocess procedure:
• PreSize=50 and BatchSize=8,
The graph in the Fig. 2 demonstrates the valuable improvement in the obtained results when the pre-process is enabled. First column represents the configuration with the generational replacement strategy and linear scaling, the second one the generational strategy and linear ranking, and the third one the single population strategy, respectively. Note that the number of generations was the same for corresponding pair of the "disabled" and "enabled" runs. It is evident that the pre-process initialisation helps the GA to converge to better solutions. Knowing that the best path for the used benchmark is of length 420, we can see that the results obtained with the pre-process are more than twice as good as the other ones considering the deviation from the optimum.
On the other hand, we must not omit the fact that the betterment is achieved with a higher cost due to the additional number of operations (individual's evaluations) performed within the pre-process runs. In the Tab. 1 the comparison of the number of operations needed to get the solution of the same quality is given. The fitness in the third column is the averaged quality of the solution obtained with random initialisation. In the fourth column is the number of generations that led to the solution of the given fitness.
In the next column is the number of evaluation operations spent by the pre-process if used. The values of N pre and N Total are calculated according to the formulae (1), (2) and (3) where the parameter P CROSS is set to 0.99 in the case of SinglePop and to 0.95 for Gen strategy. The numbers indicate that with the use of the pre-process we can achieve the same solution faster and with less number of the critical operations performed. Really prominent reduction of the computational expenses was observed in the case of Gen strategy with LRank scaling. Table 2 offers a comparison of the efficiency of the pre-process initialisation to the use of larger population size. These results are again encouraging. In the case of the SinglePop strategy the effect of use of a double-sized population were compared to the results obtained with the pre-process initialisation for population size 75. In order to achieve the solutions of equal fitness the pre-process application was slightly more computationally demanding than the utilisation the extended population. On the contrary, in the case of the Gen-LRank the use of the population size 100 with random initialisation scheme led in average to better solutions (compare 430.8 to 435.4) that can be actually achieved by use of the pre-process on population size 75 with considerably reduced cost (compare 47 500 to 19 913).
Concatenation of Order-4 Deceptive Function 2
The second function used to test the pre-process efficiency was constructed as a concatenation of 75 copies of order-4 for deceptive function resulting in the problem of length 300 bits. As the basis the order-4 deceptive function 2 found in (10) was used. The global optimum of the function (with the fitness of 28) occur at the string containing all 1's, while the local optimum (with the fitness of 30) at complementary string composed of all 0's. Note that the local optimum has a support of all lower order schemata. The value of all schemata of order 3 and less, which are exclusively composed of 0s and #s, is greater than the value of a complementary schema. It is obvious that the GA is forced to search toward the deceptive attractor 0000 instead of the global optimum 1111.The bit quatriples, each representing a particular order-4 deceptive function, are appended one after the other so the linkage is rather strong. It allows the more fit short schemata can be easily identified. All the conditions stated above results in finding of the local deceptive optima of value 2100 rather than the global optima 2250. Series of 50 trials were conducted for each initialisation scheme. The Gen replacement strategy and the Linear scaling were used. The population size was 100, the number of generations 300, and the probability of crossover 0.9. The used configuration of the pre-process runs was PreSize=30, PreGen=15 and BatchSize=10. Thus the number of chromosome evaluations equal to the crossover applications performed within the pre-process initialisation was 2228. The Fig. 3 depicts the curves representing the average courses over the 50 independent runs. The first graph gives the overall view of the whole run. The second one shows the last third of the convergence, where the important differences can be observed. For this problem the results were mostly in favour of the pre-process strategy as summarised in the Tab. 3. The average fitness of the solution achieved after 300 generations were in average better about 6 when the pre-process initialisation was used. When comparing the efficiency of the two methods the preprocess one was again much less time-consuming than the other one. Actually, the global optimum did not occur in any trial of the 100 performed.
Concatenation of Order-4 Deceptive Function 3
Again, a concatenation of 75 copies of deceptive function, mixed together in the easy fashion in terms of the linkage, was used. The used order-4 deceptive function 3 was again defined by Whitley in (10) . As in the previous case the basic function is the fully deceptive order-4 function, but the deceptive attractor is not a local optimum to the function. Actually it is of the rather low fitness (10), but surrounded by four well-fit solutions (25,26,27, and 28). Thus, the GA tends to converge to one of them. The global optimum has fitness 30 and then the global optimum of the whole problem is of fitness 2250.
Series of 50 experiments were carried out. The configuration of the main GA's run was the same as in the previous case. The configuration of the pre-process runs was PreSize=20, PreGen=20 and BatchSize=10 resulting in 1980 additional operations.
The curves of the average courses are in the Fig. 4 . They are very similar to those in the previous case with the difference that the results obtained are of the lower quality. Again the GA initialised by the pre-process method converged in average to better solutions than in the other case and the its use led to the considerable reduction of the total number of operations needed to get a solution of the equal fitness 2105.8. 
Enhanced Uniform X-over Operator

Definition of the Enhancement
The classical uniform crossover operator works with binary strings. The offspring chromosome is generated from the parent's chromosomes in such a way that each single gene value is inherited either from father's or from mother's chromosome with equal probability 0,5. The bits common to both parents appears also in the offspring. In other words, the offspring are members of schema common to both parents. The remaining non-determined bits are than set either to 0 or 1. The point is that the non-determined bits are generated randomly not using any auxiliary information of what value would be better at given position. Let us as assume the following parent strings where the bold bits are the non-determined bits whose random setting either to 1 or to 0 provides the sampling of the region determined by the schema common to the parents. The used enhancement of the uniform crossover operator consists in utilisation of the information of the quality statistics computed for the current population. Let us denote d(s) as density of a string s, expressing a number of 1s in the string s. Clearly, the density ranges between 0 and L, where L is a length of the used binary strings. Then, let F d (i) be an average fitness value over all the strings of the density d(s)=i. In other words, the parameter F d (i) is a quality measure of a region in the search space with the given density of 1s of the strings that it covers. Thus, we can find the best-fit density BFD for the given population that is used as parameter of the enhanced uniform crossover operator in the process of generating of the subsequent population. 2) Calculate the current density CD of the z as a number of 1s considering only those N bits set in the step 1).
3) The remaining bits of the z will be set to 1 with a probability
In other words, the offspring z should fall in the region with strings of the density BFD as close as possible. Such a rule incorporated into the uniform operator has proven to improve its performance significantly as it is presented in further sections. Similar graphs and tables to those used in the previous section are used to present the comparison of the enhanced crossover to the pure uniform crossover here.
De Jong's Test Function F2
The function belongs to the set of the test functions developed by De Jong, described in (2), which have often been used to measure the performance of variants of genetic algorithm. The function F2 is defined as
, where -2.048≤xi≤2.047.
The parameters x 1 , x 2 are coded with the same precision, for our purposes we used 30 bits for each parameter. The function is to be minimised and the global minimum occur at x 1 =x 2 =1.0 represented by string of all 1's. Series of 100 experiments were carried out. The Gen replacement strategy and the Linear scaling were used. The population size was 100, the number of generations 100, and the probability of crossover 0.9. As can be seen on the Fig. 5 the precision of the GA that uses the enhanced uniform crossover was better. When we compare the two operators from the point of view of the efficiency the results are strictly in favour of the enhanced operator. We observe, that the same average quality of the solution obtained after 100 generations with the uniform crossover we get around 17th generation when using the enhanced uniform crossover. In this case the information of the promising string density appeared to be useful for better locating of the area with more fit strings.
Concatenations of Order-3 Deceptive Functions
These two test problems are representatives of the easy and ugly problems designed as concatenations of 100 copies of the order-3 deceptive function. The functions, taken from (8) 9  18  27  36  45  54  63  72  81  90  99  108  117  126  135  144   generations   fitness   enhanced  uniform   60   65   70   75   80   85   90   95   100   0  12  24  36  48  60  72  84  96  108  120  132  144  156  168  180 Series of 100 experiments were carried out. The Gen replacement strategy and the Linear scaling were used. The population size was 100, the number of generations 100, and the probability of crossover 0.9. In this case the most valuable attribute to compare the two operators was N Success , a number of successful finding of the global optima. While the pure uniform crossover could not find the global optima in any of the 100 experiments the enhanced crossover failed in finding it only in 2 cases for easy300 problem and in 4 cases for ugly300 problem, respectively.
Concatenations of Bipolar Deceptive Functions
This tested problem was defined and used for testing purposes in (8 
