INTRODUCTION
This paper deals with learnability of concept classes defined by neural networks, showing the hardness of PAC-learning (in the complexity, not merely information-theoretic sense) for networks with a particular class of activation. The obstruction lies not with the VC dimension, which is known to grow slowly; instead, the result follows the fact that the loading problem is NP-complete.
(The complexity scales badly with input dimension; the loading problem is polynomial-time if the input dimension is constant. ) Similar and well-known theorems had already been proved by Megiddo and by Blum and Rivest, for binary-threshold networks. It turns out the general problem for continuous sigmoidal-type functions, as used in practical applications involving steepest descent, is not NP-hard -there are "sigmoidals"
for which the problem is in fact trivial-so it is an open question to determine what properties of the activation function cause difficulties.
Ours is the first result on the hardness of loading networks which do not consist of binary neurons; we employ a piecewise-linear activation function that has been used in the neural network literature. Our theoretical results lend further justification to the use of incremental (architecturechanging) techniques for training networks.
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We show (modulo RP#NP) the hardness of PAC learning for concept classes defined by certain analog neural networks; this is a consequence of the fact that the loading problem for a typical such architecture (hypothesis class) is proved to be NP-complete.
Our results are similar in spirit those due to Blum and Rivest, except that we focus on continuous aa opposed to binary node functions. Continuous sigmoidal-type functions are used in all practical applications involving steepest descent, and for these, the loading problem is not in general NPhard -there are "sigmoidals"
for which the problem is in fact trivialso it is an open question to determine what properties of the activation function cause difficulties. Ours is the first result on the hardness of loading networks which do not consist of binary neurons; we employ a piecewise-linear activation function that has been used in the neural network literature.
WHY NEURAL NETS?
Artificial Neural networks have become a very popular tooi for machine learning, and many papers have been written dealing with their application to practical problems.
In this role, a network is trained to recognize complex associations between inputs and outputs that were presented during a supervised training cycle. These associations are incorporated into the weights of the network, which encode a distributed representation of the information that was contained in the patterns. Once thus "trained," the network will compute an input/output mapping which, if the training data was representative enough, it is hoped will closely match the unknown rule which produced the original data. It is customary to find claims in the experimental literature to the extent that neural networks are particularly good for prediction.
Our objective in this, as well as related work we have done, is to critically analyze such claims from a theoretical viewpoint.
In particular, in the case of this paper, from the point of view of PAC learning.
(Massive parallelism of computation, aa well as noise and fault tolerance, are often also offered as practical justifications for the use of neural nets as learning paradigms;
we do not consider those aspects in this paper.)
By "neural network"
we always mean, in this paper, feedforward ones of the type routinely employed in artificial neural nets applications.
That is, a net consists of a number of processors ('(nodes" or "neurons") each of which computes a function of the type '=u($aiui+b)
of its inputs U1, . . . . uk. These inputs are either external (input data is fed through them) or they represent the outputs y of other nodes. No cycles are allowed in the connection graph and the output of one designated node is understood to provide the output value produced by the entire network for a given vector of input values. The possible coefficients ai and b appearing in the different nodes are the weights of the network, and the functions u appearing in the various nodes are the node or activation
functions.
An architecture specifies the interconnection structure and the u's, but not the actual numerical values of the weights themselves.
In most practical work, u is the "standard sigmoid function" 1/(1 + e-z), though other continuous activations (see below) are less frequently used as well. The "training" process is based on steepest descent minimization of a cost function, so as to fit weights to data samples; this is essentially the so-called "backpropagation" A related question deals with the multiplicity of possible networks that represent the same concept (and hence give rise to multiple weights achieving same cost in the "backprop" objective function); for that see [26, 1].
ORGANIZATION OF THE PAPER
The rest of the paper is organized as follows:
c In section 2 we introduce the model, distinguish the case of fixed versus varying input dimension (and analog versus binary inputs) and state our results precisely.
We also observe that the loading problem is polynomial-time when the input dimension is fixed. q In section 3 we prove the hardness of the loading problem for the 2 m-node architecture and use this PA that maps from the r real weights (corresponding to all the weights and thresholds of the underlying directed acyclic graph) and the input string into a binary output.
We denote such a behavior as the function PA(IR', [0, I]n) * {O, 1} The set of inputs which cause the output of the network to be O (resp. 1) are termed as the set of negattve (resp. The loading problem is defined as follows: Given an architecture A and a set of positive and negative examples itf = {(z, y) I z E [O,l]n, y E {0,1}}, so that Iikl[ = O(n); find weights d so that for all pairs (x, y) c M:
The decision version of the loading problem is to decide (rather than to find the weights) whether such weights exist that load Al onto A.
The PAC-learning problem for a Q-net C is as follows. Assume that C computes a function f and let nÑ . Let !-l(0) = {z [ z E {O, l}n,~(z) = O} (resp. -1(1) = {Z I x G {O, l}n,~(z) = 1}) denote the set of negative (resp. positive) examples. Let Cn be the set of Boolean functions on n variables computable by a specific architecture A. Then C = U~l c. is a class of representations achievable by the architecture A for all binary input strings.
Given some functioñ E C, POS(~) (resp. iVEG(f)) denotes the source of positive (resp. negative) examples for f. Whenever F'OS(~) (resp. lfEG(-f)) is called, a positive or '+' (resp. negative or'-') example is provided according to some arbitrary probability distribution D+ (resp. D-) satisfying the conditions~==f-l(ll D+(z) = 1 (resp. L outputs a hypothesis g E C. such that with probability at least 1-6 the followirm conditions are satIn this paper we focus on 1 hidden layer (lHL)
architectures and we will be concerned with two very simple architectures as described below. The k O-node architecture is a lHL architecture with k hidden qLunits (for some 4 E 0), and an output node with the threshold activation ?t. The 2 O-node architecture consists of two hidden nodes N1 and N2 that compute:
The output node IV3 computes the threshold function of the inputs received from the two hidden nodes, namely a binary threshold function of the form for some parameters a,~, and 7. Figure 1 illustrates a 2 Q-node architecture. 
Inspired by Blum and Rivest [5] who considered loading a few variations of the k 'H-node network, in which all activations functions were discrete; the second architecture we consider is a lHL-architecture in which the function of the output node is restricted. Consider a unit G that computes ?f(~~=l~ixi -q), where ai's are real constants and Z1 to Zn are input variables which assume any real value in [0, 1]. Let a =~~=1 ffi.
We say that this unit G computes a Boolean NAND (i.e., negated AND) function of its inputs provided its weights and threshold satisfy the following requirements:
For justification, assume that the in~uts to node G are bin~ry.
Then, the output of G is o;e iff all its inputs are zeroes. Our second architecture consists of r + 2 hidden nodes NI, Nz, . . . . N,+z (where r is a fixed polynomial in n, the number of inputs) and one output node. The nodes N1, N2, ..., IVr in the hidden layer compute the binary threshold functions X, and the two remaining hidden nodes Nr+l and Nr+z compute the "saturating activation" functions n (equation 2). The output node N,+3 computes a Boolean AND function.
We term this as the "Restricted" (2, r) (n, H)-node architecture.
We consider two kinds of inputs: analog and binary. An analog input is in [0, l]d, where d is a fixed constant, also called the input dimension.
In the binary case, the input is in {O, 1}* where n is an input parameter.
FIXED INPUT DIMENSION
When the input is analog (and the dimension is hence constant), loading a k~-node architecture or a k 7-1-node architecture can be done in time polynomial on the size of the training set. This result is very easy, and we include it here only for completeness. C1 and~= 1 bizi = C2. As all points belonging to one facet are labeled equally, we consider "labeling the facets" rather than the single points. This is the symmetrically opposite case of type 3(b).
Type 4. Three facets are labeled '+'. This case is symmetrical y opposite to type 2, and thus details are precluded.
THE SET SPLITTING AND SYMMETRIC 2-SAT PROBLEMS
The following problem is referred to as the (k, i)-set splitting problem (SSP) for k~2.
INSTANCE:
A set S = {si I 1~i~n}, and a collection C = {cj I 1 < j < m} of subsets of S, all of exactly size 1.
QUESTION:
Are there k sets S1, ,.., sk, such that si n Sj = # for i # j, U~=lSi = S, and Cj~S, for l~i~kandl~j~m?
Note that the (k, Z)-SSP is solvable in polynomial time if both k~2 and 1 s 2, but remains NP-complete if k z 2 and 1 = 3 (see [10] ). Note that an edge (z, y) in E is directed from z to y. In the symmetric 2-SAT problem, the graph G has the following crucial property:
Complemented and uncomplemented vertices alternate in any path. This is because the edges in G are only of the form (di,~) or (~, dj ) for some two indices i and j (i = j is possible).
It is easy to design a polynomial-time algorithm that produces a satisfying assignment provided the following condition holds (see, for example, [23, pp 377-378]):
The instance of the 2-SAT problem has a solution if and only if there is no directed cycĩ n G which contains both the uertzces di and di for some i.
It is easy to check the above condition in 0(
time by finding the strongly connected components of G. Hence, computing a satisfying assignment (or, reporting that no such assignment exists) can be done in time polynomial in the input size.
THE (k, i)-REDUCTION PROBLEM
We prove that under certain conditions, a solution of the (k, I)-set splitting instance (S, C) can be transformed into a solution of the associated (k -1, 1)-set splitting problem.
More formally, we define the (k, 1)-reduction problem ((k, i)-RP) as follows:
INSTANCE:
An instance (S, C') of the (k, 1)-SSP, and a solution (S1, S2, . . ., S~). (c) For each set {xi) Zj, x,} such that z, 6 S3 and i, Zj E S1 (resp. Z;, Zj c S2), aP (resp. bP) must be colored red. 
