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 Fine-tuning of a model is a method that is most often required to cater the 
users’ explicit requirements. But the question remains whether the model is 
accurate enough to be used for a certain application. This paper strives to 
present the metrics used for performance evaluation of a Convolutional 
Neural Network (CNN) model. The evaluation is based on the training 
process which provides us with intermediate models after every 1000 
iterations. While 1000 iterations is not substantial enough over the range of 
490k iterations, the groups are sized with 100k iterations each. Now, the 
intention was to compare the recorded metrics to evaluate the model in terms 
of accuracy. The training model used the set of specific categories chosen 
from the Microsoft Common Objects in Context (MS COCO) dataset, while 
allowing users to use their own externally available images to test the 
model’s accuracy. Our trained model ensured that all the objects are detected 
that are present in the image to depict the effect of precision. 
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1. INTRODUCTION  
In today’s fast paced and technologically savvy world, object detection has created a niche for itself. 
The applications rendered for the same focus on knowledge acquisition, anomaly detection. Some 
applications to mention are detection and tracking for unmanned aerial vehicles as presented by Kamate and 
Yilmazer [1]; and human-robot interaction in Industry 4.0 factories as explained by Sonntag et al. [2]. 
The architecture of these applications works only with usage of object detection algorithms.  
Also known as parameter fine-tuning, it is a transfer learning technique, wherein, a network is pre-
trained on a different data set and then retrained on the target set (of categories) as defined by 
Becherer et al. [3]. Research by Yosinski et al. has shown this method boosts the performance of a network 
over random initialization [4]. This technique is considered to be advantageous because of its prominent 
feature of allowing us to limit usage of the number of categories to a specific set that helps tend to the need of 
a certain application. Fine-tuning gives us a desirable output when trying to overcome problems like: 
- When we use R-CNN by Girshick et al. [5], the bounding boxes (BBs) are generated. Theses boxes 
created, for the objects, will have some part of the background of the image present in it. This background 
dependence generated can easily mislead categorization and detection as claimed by Sonntag et al. [6]. 
- The Faster R-CNN by Ren et al. [7] works rapidly when full image convolutional features are shared with 
the detection network used in [6]. 
With the algorithms of object detection having undergone multiple levels of evolution over the 
years, the accuracy of the same has only improved. But the implementations of the CNNs seen over the years 
do not discuss the accuracy and other performance metrics when we are concerned with only a few of the 
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categories in object detection. Also, the number of iterations performed for training the model that can act as 
a factor in the refinement of the accuracy of the model haven’t been considered before.  
The use of a specific set of categories for training of an object detection algorithm is what is termed 
as fine-tuning in layman’s speech. Girshick et al. [9] explained that the application of the fine-tuning 
technique on a model for the target dataset shows improvement in the mean average precision. The working 
of fine-tuning on the VGG_CNN_M_1024 model was further demonstrated in [6], using the subsets of the 
dataset of the Microsoft Common Objects in Context (MS COCO) dataset as decided by the user as done by          
Lin et al. [8].  
In our approach, we use the path adopted in [6], branching from the work accomplished by Ren et 
al. [7] which utilizes appraising the joint training wherein the region proposal network is trained jointly with 
the fast R-CNN by Girshick [9], giving the results with significant improvement in speed. 
This demonstrates fine-tuning, and is then modified for ensuring that all the categories mentioned in the 
subset for fine-tuning are detected simultaneously when given a testing images for object detection. The code 





For our purposes, we have used the py-faster-rcnn-ft (https://github.com/DFKI-Interactive-Machine-
Learning/py-faster-rcnn-ft) model in Sonntag et al. [6], which is the fork of py-faster-rcnn 
(https://github.com/rbgirshick/py-faster-rcnn) by Ren et al. [7] allowing us an appropriate application of the 
fine-tuning technique on the VGG_CNN_M_1024 model for specific object categories of the MS COCO 
dataset listed by Lin et al. [8]. 
 
2.1.   Choosing Categories from MS COCO Dataset 
Microsoft COCO: Common Object in Context is a large-scale dataset that addresses three core 
research problems in scene understanding: detecting non-iconic views (or non-canonical perspectives [10]) of 
objects, contextual reasoning between objects and the precise 2D localization of objects as explained 
by Lin et al. [8]. The dataset that has been used, was released in 2014, covers over 80 categories of objects. 
The dataset consists of nearly 164k images, and is divided into the collections-training, validation and 
testing-segregation by Lin et al. [8]. Table 1 specifies number of images in each collection. 
 
 
Table 1. Number of images in MS COCO 2014 dataset 
 
Collection Training Validation Testing 
Number of images 82,783 40,504 40,775 
 
 
There exists nearly 886k instances in images of the training + validation collections made 
by Lin et al. [8]. There liberty to choose any subset of categories from the available dataset. The dataset has 
annotations available to select categories using category IDs assigned by Lin et al. [8], which can be fetched 
using the program written in [6]. For our performance evaluation, we have chosen the following categories of 
pet animals and cattle animals along with the humans: Person, Cat, Dog, Horse, Sheep, and Cow. 
 
2.2.   Training the model  
2.2.1. Installation and setup 
As suggested in [6], for training the model, the installation of the Ubuntu 17.04 64-bit operating 
system is suitable because this grants an easy and quick installation providing minimal compilation process 
from supplementary sources. A machine with at least one GPU that supports CUDA6 is required for the 
functioning of py-faster-rcnn-ft. A single Nvidia GTX 1080 was declared sufficient for the execution 
using the VGG CNN M 1024 model in [6]. 
For training the model, there was usage of Google Cloud Platform’s virtual machine with the 
Ubuntu 17.04 64-bit operating system and one GPU with the support of CUDA8. A single Nvidia Tesla K80 
GPU proved to be sufficient for the training purpose. 
 
2.2.2. Prerequisites  
The fine-tuned model to be generated, will be attained using the VGG-16 model. This Faster 
R-CNN model of Ren et al. is pre-trained on all the 80 categories of the MS COCO dataset. The MS COCO 
dataset needs to be downloaded separately on the machine to be used for training and executing the fine-
tuning of an already pre-trained model.  
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2.2.3. Intermediate snapshots  
When training the model, for n number of iterations, the program creates intermediate snapshots of 
the model for every 1000 iterations of the algorithm. These snapshots will be tested and used to determine the 
analysis on how the average precision changes over the 490k iterations run for training our model. We will be 
using the intermediate models generated after every 100,000 iterations: 100k, 200k, 300k, 400k, and 490k.  
Figure 1 showcases the use of the Faster R-CNN model designed by Ren et al. [7], to apply the fine-tuning 





Figure 1. Basic flow of the Faster R-CNN Model 
 
 
2.3.  Methodology 
The methodology has been adopted via the use of the VGG-16 Faster R-CNN modelled 
by Ren et al. [7] and is incorporated with the changes made to apply the fine-tuning technique. Figure 2 
depicts the basic architecture applied on the Faster R-CNN model of Ren et al. When training of the model 
begins, the first step is to fetch the relevant images from the MS COCO training dataset. The term relevant 
images corresponds the images whose category IDs have been specified in the configuration file. 





Figure 2. Flow of the Fine-tuning and analysis of the Faster R-CNN model 
 
 
2.3.1. Convolutional network layer 
This specific array of images is then passed on to the convolutional network, wherein the images are 
processed to obtain feature maps after the last convolutional layer completes its execution as mentionedby 
Ren et al. [7]. The feature maps attained are only for those categories which have been specified by the user. 
 
2.3.2. Region proposal network 
The feature maps acquired are next processed through the sliding window run spatially to generate 
proposals. For each sliding window of the size 3×3, a group of 9 anchors are generated with the same 
center (𝑥 , 𝑦 ). These proposals for the anchors are generated with 3 different aspect ratios (1:1, 1:2, and 2:1) 
and 3 different scales (128, 256, and 512) similar to work of Ren et al. This entire process occurs at the layer 
consisting of the Region Proposal Network (RPN), generating Regions of Interest (RoI). This was developed 
to substitute the selective search being executed in the Fast R-CNN of Girshick. 
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The introduction of aspect ratios and scales of objects came into picture during the construction of 
the RPN in Faster R-CNN. This was included to handle the different sizes and aspect ratios of the object 
detected in the images. For each of these anchors, 𝑝  is evaluated to indicate the amount of overlap with the 
ground-truth bounding boxes,  
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where, IoU is intersection over union and is expressed as below:  
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Finally the 3×3 spatial features are extracted from the derived feature maps to be forwarded to a 
smaller network as of Ren et al. [7]. 
 
2.3.3. Multilayer backpropagation network 
This smaller network accomplishes the following two tasks to obtain the final output, i.e., 
Classification (cls) and Regression (reg), as created by Ren et al. [7]. 
The task of regression generates the dimensions for the predicted bounding box for a certain 
detected object. The dimensions are given as (𝑥, 𝑦, 𝑤, ℎ), where the each of the mentioned variables are 
defined as follows:  
- 𝑥 – The x coordinate of the center of the bounding box,  
- 𝑦 – The y coordinate of the center of the bounding box,  
- 𝑤 – The width of the bounding box, 
- ℎ – The height of the bounding box. 
As Ren et al. [7] have explained, the task of classification derives the probability 𝑝 indicating 
whether the box obtained from the regression task contains an object or does it hold the background (0 for no 
object). This layer consisting of the smaller network is where the loss is calculated over the run of the 
iterations, backpropagation occurring after every 200 iterations. The loss function for every anchor i is 
expressed as follows: 
 
* *1 1({ },{ }) ( , ) ( , )i i cls i i reg i i
cls reg
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N N
    (3) 
 
In equation (3), the 2 terms in addition are normalized by 𝑁    and 𝑁    and weighted by a 
balancing parameter 𝜆. For our implementation as taken by Ren et al. [7], the 𝑐𝑙𝑠 term is normalized by the 
mini-batch size of the value 𝑁   = 256 and the 𝑟𝑒𝑔 term is normalized by the number of anchor locations 
nearly 𝑁    ~ 2,400. The default value of 𝜆 = 10, which sets the terms 𝑐𝑙𝑠 and 𝑟𝑒𝑔 as roughly equally 
weighted, as decided by Ren et al. [7]. The values 𝑡 and 𝑡  are calculated in the form (𝑥, 𝑦, 𝑤, ℎ), as follows:  
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where, anchor’s properties, defined by Ren et al. [7], are depicted by: 
- 𝑥  – The x coordinate of the center of the anchor’s bounding box,  
- 𝑦  – The y coordinate of the center of the anchor’s bounding box,  
- 𝑤  – The width of the anchor’s bounding box, 
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and the properties of ground-truth bounding box [5] are expressed with the following: 
- 𝑥  - The x coordinate of the center of the  bounding box, 
- 𝑦  - The y coordinate of the center of the  bounding box, 
- 𝑤  - The width of the bounding box, 
- ℎ  - The height of the bounding box. 
 
2.4.  Image selection for testing 
For the testing, tools/demo2.py is the program that has been executed. In [6], a version of the 
procedure tools/demo.py was used for the visualizing of the fine-tuned trained model. In their version, the 
user is not required to manually search for applicable images in the dataset to be used for the testing on the 
model in [6].  
In our version, the images the user wished to be tested can be input externally, i.e., the images need 
not necessarily be taken from the dataset but can be any image they own or have downloaded from other 
external sources. Running the tools/demo2.py, when the image is given for testing, the model detects all the 
objects present in the image simultaneously, which means it accomplishes a comprehensive object detection 
for our specific set of categories the model has been trained on. 
 
 
3. PERFORMANCE EVALUATION 
In the MS COCO dataset, there are nearly 164k images and each of these images contain instances 
of multiple classes. Also, the model uses convolution to detect features which makes the model encounter 
thousands of negative i.e., background examples for every positive example. 
In object detection, the process is based on the location of the object in the image. Every bounding 
box detected is assigned to the ground truth objects to determine whether it is a true or false positive, 
depending on the amount of overlapping. For detection, many bounding boxes are created by the model with 
a probability or confidence score attached to it. If there are multiple bounding boxes for the same image, the 
bounding box with the highest score is greedily selected [11]. 
The detection is considered to be correct when the area of overlap between detected bounding box 
Bp and the ground truth bounding box Bgt exceed 50%, as claimed by Girshick [9], also called as Intersection 
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3.1.  Precision 
Percentage of true positives (tp) in the resultant bounding box, where fp is false positives and n is 







  (7) 
 
3.2.  Recall 






  (8) 
 
 
4. RESULTS AND FINDING 
4.1.  Mean average precision 
Table 2 shows the recorded mean average precision (mAP) of the six categories chosen from the MS 
COCO dataset for the intermediate snapshots that were evaluated. The values depict that over the 490k 
iterations, the model steadily improves itself for the specific set of categories.  
The numbers in Table 2 represent that even the intermediate snapshots or models created can be 
used for testing, since they have a raise in accuracy compared to the last intermediate snapshot. The numbers 
helps us compare the final results w.r.t. the entire model. 
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Table 2. Mean average precision (mAP) @ IoU = [0.50, 0.95] over the interval of 100k iterations 
Object mAP (Mean Average Precision) 
100k Iterations 200k Iterations 300k Iterations 400k Iterations 490k Iterations 
Entire Model 15.5 17.5 19.3 25.3 26.2 
Person 22.0 22.7 24.8 28.9 29.3 
Cat 21.5 28.9 29.0 37.3 38.9 
Dog 13.5 13.0 16.7 24.8 24.5 
Horse 16.5 17.0 18.7 25.3 27.0 
Sheep 11.3 11.4 14.3 19.9 20.4 
Cow 7.9 12.0 12.2 15.9 17.1 
 
 
4.2.  Loss function 
Using (3), we calculate the loss after every 100k iterations. The results show that the loss value is 
very low at the end of the training, while experiencing some fluctuations during the iterations, as depicted 





Figure 3. Loss values vs. number of iterations on the MS COCO 2014 train set 
 
 
4.3.  Precision-recall curve 
The Precision-Recall Curve, plotted using the calculations documented with (7) and (8) in Figure 4, 





Figure 4. The Precision-Recall Curve @ IoU = [0.50, 0.95] for all sized objects over 490k iterations 
 
 
4.4.  Precision of IoU prediction 
Precision of IoU is a measure to find the tightly bound box for the objects detected using feature 
maps. While the “all” attribute defines the box being placed over all sized objects in the image, the objects 
sizes detected can be of the following types:  
- Small,  
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Figure 5 depicts the variations in precision when considering the sizes of the objects. As expected 
the object sized as large have the highest precision, while the small sized are difficult to detect. But, when all 
of the sizes are considered together, the average precision is at par with the average precision of the model.  
The other parameter used w.r.t. measuring precision of IoU is the area percentages when all sizes of 
objects are considered in the area and they are as follows: Range of 50 – 95%, 50%, and 75%. Figure 6 





Figure 5. Average Precision vs Area @ IoU = [0.50, 
0.95] for objects sized as [all, small, medium, large] 
 
 
Figure 6. Average Precision vs Area @ IoU 




From the above derived results, we can conclude that the Faster R-CNN (VGG model) maintains its 
accuracy when trained with the fine-tuning technique as well. The average precision, for each class the model 
is trained on, depicts a steady escalation, ensuring correct detection of object by the model. 
Furthermore, over the course of training the model, the loss values depict fluctuations but by the end 
of the process, it has the lowest possible loss incurred, representing the model’s better working and accuracy. 
The growth of the Precision-Recall curve shown in Figure 3 means that the model detects the actual objects 
correctly, inside the bounding box. This implies that the accuracy w.r.t average precision and recall, inside the 
bounding box for object detection, steadily rise over the course of the 490k iterations run to train the model. 
Also, reading Figure 4, we can precisely conclude that over a set of different sized objects, large 
objects are easily detected due to their large area coverage, hence highest average precision. The small 
objects follow the exact opposite pattern in average precision. 
When we consider all sized objects for precision over different area @ IoU from Figure 5, the 50% 
area overlap gives the maximum precision, while 75% area overlap does not, as one would think it would. 
The average precision of entire model is recorded to be 26.2% (matching with findings in [6]) and this 
parameter holds value as 29.3% for person, which is 0.1% less than the recorded precision in [6]. Also, when 
comparing the value of the average precision for each category with that of the model, nearly all the values 
are in range of precision 26.2% ±10, which draws the conclusion that the model has become specifically 




However, the results do build paths to discover. The further work that can be accomplished is by 
reducing the number of iterations from 490k to, for example, 100k to measure whether the precision remains 
same or not. Also, the effective change in the precision can be checked by changing the number of objects of 
the subset used to fine-tune the model, while keeping the iterations as 490k. Another direction can be 
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