Abstract. The main object of this note is to introduce a higher order analog of the so-called primitive ideal of Y relative to X introduced by JiangPellikaan-Siersma, where X ⊃ Y are germs of analytic subspaces of (C n , 0). Our treatment of the problem is ideal-theoretic throughout, using the notion of iterated higher differential operators. Some examples from singularity theory are worked out. We establish the connection between higher primitive ideals and (relative) symbolic powers of an ideal and give an effective algorithm to compute both.
Introduction
Let X ⊃ Y be germs of analytic subspaces of (C n , 0), defined by ideals h ⊂ g ⊂ O = O C n ,0 , respectively. Typically, one assumes that X and Y are reduced and pure dimensional. The main object of this note is to introduce a higher order analog of the so-called primitive ideal of Y relative to X introduced by Jiang-PellikaanSiersma (cf. [6] , [7] , [2] ).
On the geometric level, the primitive ideal of Y in X consists of all functions whose zero level hypersurfaces pass through Y and are tangent to X reg = X \ X sing along Y ∩ X reg . Our present notion of higher (iterated) primitive ideal of Y collects those functions whose zero level hypersurfaces pass through Y and have higher order of contact with X along Y ∩ X reg . There are actually two notions of higher primitive ideals in the relative case due to the fact that higher (algebraic) differential operators on a singular space are not just the iterated composites of differential operators of order one. Since this intrinsic difficulty leads to a few delicate points in the theory, we made a choice to work with the iterated version.
In the absolute case, i.e., when X = C n , the higher primitive ideals coincide with the higher symbolic powers (phased out by one) of the ideal g -this is a consequence of the well-known Nagata-Zariski theorem on holomorphic functions. The second symbolic power has shown quite useful in some of the earlier work in singularity theory. Of course, symbolic powers have been thoroughly studied in commutative algebra ever since they were formally introduced by W. Krull in the early thirties. It therefore seems quite natural to ask if the present notion of higher primitive ideals in the relative case h ⊂ g likewise bears a close relation to the higher symbolic powers of the ideal g/h in the residue class ring O/h. This approach was taken in [2] in the case of the primitive ideal of order one. This paper deals systematically with this question for higher order. We also show that the higher (iterated) primitive ideals are effectively computable in terms of syzygies of certain matrices. As a bonus, we answer under certain conditions a question posed by Vasconcelos as to how to iteratively compute (relative) symbolic powers in an effective way (cf. [10, Section 3.5] for a survey of some methods).
The authors are indebted to the referee for pointing out several mistakes in an earlier version of this work.
Preliminaries on differential operators
Let O be a commutative ring and let k ⊂ O be a subring. The set End k (O) of k-module endomorphisms of O is an O-module in the usual way, whereby scalar multiplication aρ (a ∈ O, ρ ∈ End k (O)) is to be taken as the composite µ a • ρ, with µ a denoting the endomorphism multiplication by a.
Given an integer r ≥ 0, let Diff
The traditional reference for differential operators of algebras is [1] (cf. also [5] ).
Our main interest will stem from the following notion.
Definition 1. Let h ⊂ O be an ideal. The rth differential idealizer of h is
If no confusion arises, we will refer to the rth differential idealizer simply as the idealizer (of order r). From the structure of the O-module of End k (O) as above, it easily follows that the idealizer of order r of h is an O-submodule of Diff (r) (O). For
where
The latter module is the essential part of the differential idealizer. Throughout we set I h = I
h . Remark 2. In the case where k = C and O is a polynomial ring C[z 1 , . . . , z n ] (resp. a power series ring C{z 1 , . . . , z n }), interpreting Der(O) = Der (1) (O) as (algebraic) vector fields on the affine space C n (resp. germs of analytic vector fields at 0 ∈ C n ), then the essential part of the differential idealizer of order 1 of h is to be interpreted as the module of vector fields tangent to the subvariety V ⊂ C n (resp. to the germ (V, 0) of the analytic subspace at 0) defined by the ideal h. In the case where V is a hypersurface (a divisor), these vector fields were dubbed logarithmic vector fields along V (cf. [8] ). For higher values of r, (the essential part of) the differential idealizer yields a notion of vector fields of higher order of contact along V .
For a given r ≥ 0, we consider yet another O-module, namely, the O-submodule
generated by the elements of I h . In other words, the elements of this submodule are the O-linear combinations of composites of t elements of I h for values t ≤ r. Clearly, for r ≤ 1 the two modules coincide. A similar remark takes place regarding the essential part of the latter module as defined in terms of partial composites of ordinary derivations.
For a fixed element f ∈ O, the sets (
h } are ideals of O. The fact that these are ideals has solely to do with the nature of I (r) h (f ) as an O-module as explained above.
Higher primitive ideals
In this section we will discuss a relative notion associated with derivations and idealizers. 
(ii) The rth iterated primitive ideal of g relative to h is
Clearly,
g and, trivially,
If r = 1, we omit the superscript, setting
Note that for this value of r the present definition coincides with that introduced by Pellikaan (cf. [6] , [7] , also [2] ). Fixing the ideal h, the question as to when one has equalities
g throughout for all ideals g ⊃ h and for all values of r is rather subtle. We suspect it may be very close to implying that O/h be a regular ring. The question is also related to the well known conjecture of Nakai on differential operators.
As it turns out, the first notion is rather unwielding in several aspects, theoretical as well as computational. The clear advantage of the second notion is that it is recursively defined, according to the following result.
In particular,
Proof. Set iteratively, for r ≥ 0,
We will show that
g, for every integer r ≥ 0. This easily implies our contention. To prove the latter result, we argue inductively. Thus, let r ≥ 0. Since
h g by assumption and since we have a composite of t + 1 ≤ r derivations of order one.
Remark 5. It is easy to see that in both versions of the primitive ideal one can replace the respective forms of the differential idealizer by their essential parts, without affecting the result. This technical point will often simplify the argument of a proof.
This seemingly innocuous result allows us to deduce rather quickly a few important results. Recall that for any commutative noetherian ring A and any ideal I ⊂ A, we have the notion of the sth symbolic power I (s) of I, where s is a nonnegative integer. Namely, I
(s) is the intersection of the primary components of I s relative to the minimal primes of I. Equivalently,
s }. We now return to our original settings. From now on, most of our results will refer to the iterated primitive ideal.
Proposition 6. Let O be a commutative noetherian k-algebra and let h ⊂ g ⊂ O be ideals. Then:
(i) For every r ≥ 0, the annihilator of the O-module
(ii) If g has no embedded associated primes, then
Proof. (i) Proceed by induction on r. For r = 0, we must verify that g 2 ⊂ h g. As will be seen shortly, this part is already subsumed in the general step of the recursion. Thus, let f ∈
The first summand on the right-hand side belongs to
g by assumption, the second summand belongs to g
g by the inductive hypothesis. Thus, we have shown that
(ii) By part (i) and induction on r, one has g r+1 ⊂ (r) h g (⊂ g) for every r ≥ 0. Therefore, (r) h g and g have the same radical for every r ≥ 0. On the other hand, it follows immediately from the definitions that, for any two ideals g 1 , g 2 containing h,
Since g has no embedded primes by assumption, one may therefore stick to the case where g is a primary ideal.
Say {P } = Ass (O/g). From the exact sequence
h g is P -primary. For that, assume that Q ∈ Spec (O) is an associated prime of the latter module, say, Q = ann O (x), for some x ∈ g \
If a ∈ P , we must have ξ(x) ∈ g. But then
x ∈ (r) h g, leading to a contradiction.
follows trivially from the definition of the symbolic powers, so we only have to provide the second inclusion of the chain. We proceed by induction on r, the result being trivial for r = 0. For this, let f ∈ g (r+1)
(the latter because of the evident inclusion of successive descending symbolic powers in general). By the inductive hypothesis,
By the assumption on x and by part (ii), we must have δ(f ) ∈ (r−1) h g, as was to be shown.
As for the statement about the associated primes, one notes that the associated primes of g/h come from those of g; hence g/h has no embedded primes as well. In this case, Ass (g/h) = Ass ((g/h) (r+1) ) for any r ≥ 1 by the definition of symbolic powers. Since the associated primes of g (r+1) are the inverse images of those of (g/h) (r+1) , the assertion follows. (iv) By definition, the sequence is a descending filtration. To see that it is moreover multiplicative, let r i ≥ 0 and let f i ∈ (ri) h g (i = 1, 2). Proceed by induction on the sum r 1 + r 2 , the result being trivial if r 1 + r 2 = 0. Thus, let
the last inclusion following from the inductive hypothesis. The required result now follows from Proposition 4.
We next need the following technical lemma, which was essentially obtained in [9, (1.3) Lemma]. Since we actually prove a bit more, a proof is included for completeness.
Lemma 7. Let O be a k-algebra of finite type over a commutative ring k. Let h ⊂ g ⊂ O be ideals having no embedded primes and let S ⊂ O be a multiplicative set. Then
Proof. We first show that S −1 I h I S −1 h in a natural way. If S meets some minimal
Thus, assume that S does not meet any minimal prime of h. There is a nat-
It is pretty obvious then that the restriction of ϕ to S −1 I h maps (injectively) to I S −1 h . It remains to show that it is onto this module. For that, let ξ ∈ I S −1 h and let
The same sort of argument shows that the restriction of ϕ to S −1 I h , where I h is the essential part of I h , maps isomorphically onto the essential part I S −1 h . We now prove the main assertion. We induct on r, starting with r = 0. Here there is nothing to prove since S
S −1 h S −1 g. Now, assume the result to be true for r − 1. By Proposition 4 and Remark 5, one has
and, similarly,
By the first part of the proof, S −1 I h I S −1 h via ϕ and, by the inductive hypothesis,
Applying η to g/1, we find t 
Since the notion of primitive ideal clearly commutes with taking intersections at the level of g (cf. proof of Proposition 6, (ii)), and so does taking fractions, we may assume that g is primary. Say P is the radical of g. Moreover, we may also assume that P ∩ S = ∅; otherwise there is nothing to prove, as
h g is again P -primary by Proposition 6, (ii). It follows that δ(g) ∈ (r−1) h g, as was required to show.
One can give some conditions under which the iterated primitive ideal coincides with the inverse image of the relative symbolic power (phased out by one). Assume that k is a field and that O is a polynomial ring over k. We will next state a result in terms of algebraic conditions. 
Proof. By Proposition 6, neither (r)
h g nor g (r+1) has embedded primes and their common radical is g. Therefore, it suffices to show that the two ideals are equal locally at the associated primes of g.
By using the isomorphism of O/h-modules
follows from the recursive character of the iterated primitive ideal that (
(g/h). Then, by Lemma 7, we have (
(g/h) ℘/h . Since both sides commute with intersections and g is assumed to be a radical ideal, we may suppose that g is a prime ideal. The hypothesis that J(h) is not contained in g implies that g belongs to the regular locus of O/h. In this case, by [9, (3.2) Theorem], we have
℘/h . This yields our contention.
Remark 9. We suspect that a version of Proposition 8 remains valid if g is a (not necessarily radical) complete intersection locally on primes in V (h) \ V (J(h)). In general, the requirement that (g : J(h)) = g is needed for the result to hold. For example, let g be generated by variables, say, g = (z 1 , . . . , z k ) (k ≤ n) and let h ⊂ g 2 be generated by the monomials of degree 2 in
2 . Nevertheless, as one easily sees, g (2) = g 2 . Of course, the condition h ⊂ g 2 implies that J(h) ⊂ g.
The computation of the primitive ideal
In this section we show how to effectively compute the rth iterated primitive ideal in case O is a polynomial ring over a field k of characteristic zero. The basic computational result refers to the first primitive ideal. We make the convention of writing the elements of the O-submodule I h ⊂ Der(O) = Proof. Let g = j u j g j ∈ g and let δ = i h i ∂/∂z i ∈ I h . Then 
belong to g. But the transpose of the matrix on the left is the product Θ(g) · ∆(h). Therefore, δ(g) ∈ g for every δ ∈ I h if and only if the column vector on the right is a syzygy of this matrix modulo g.
Remark 11. The previous result, along with Proposition 4, yields an effective way of computing iterated primitive ideals. By shifting emphasis, the result can be viewed as a means of effectively computing symbolic powers of an ideal in a residue ring of a polynomial ring in a simple recursive way (that avoids, say, taking the unmixed part of the ordinary powers by means of computing with Ext modules and resolutions).
Applications
A couple of examples may indicate the applications of higher relative primitive ideals. Let X ⊃ Y be germs of reduced analytic subspaces in (C n , 0), defined by radical ideals h ⊂ g ⊂ O. The higher iterated primitive ideals roughly tell us how Y is embedded in X. The case when X is smooth was considered by Pellikaan [6] . In case X is singular and Y is a smooth curve, the (first) primitive ideal was computed in [2] .
Also when X is a two dimensional isolated singular hypersurface, the length λ of the torsion submodule T of the conormal module of g/h was used as a relative invariant of Y with respect to X [3] . It was proved that T = (
2 + h. It is quite conceivable that λ remains unchanged for different smooth curves on the same surface X with an isolated singularity. Example 1. Let h = xy + (1/k + 1)z k+1 be the well known A k singularity and let g = (y, z) be a line contained therein. Then Example 2. In the first example the line in consideration had λ = 1. If we take a line with λ = l on an A 2l−1 surface to be the x-axis, then X is defined by h l = x l y + z 2 + yz (see [3] ). In this case we have 
(h1) 
(h2) g = (yz, xy + z 2 ) + (h 2 ),
(h2) g = (yz 2 , xy + z 2 ) + (h 2 ), and, for s ≥ 1,
(h2)
(h2) . Therefore, these higher invariants distinguish between the two singularities. We hope to pursue this line of analysis in a future work.
