This elegant method has as one of its important properties that in the absence of round-off error the solution is obtained in at most n iteration steps. Furthermore, the entire matrix A need not be stored as an array in memory;
at each stage of the iteration it is necessary to compute only the product A% for a given vector 8.
Unfortunately the initial interest and excitement in CG was dissipated, because in practice the numerical properties of the algorithm differed from the theoretical ones; viz. even for small systems of equations (n 5 100) the algorithm did not necessarily terminate in n iterations. In addition, for large systems of equations arising from the discretization of two-dimensional elliptic partial differential equations,competing methods such as successive overrelaxation (SOR) required only O(\r,) iterations to achieve a prescribed accuracy Cl]. It is interesting to note that in the proceedings of the Conference on Sparse Matrices and Their Applications held in 1971 [2] there is hardly any mention of the CG method.
In 197'0, Reid [3] renewed interest in CG by giving evidence that the method could be used in a highly effective manner as an iterative procedure for solving large sparse systems of linear equations. Since then a number of authors have described the use of CG for solving a variety of problems (cf. lI41, El, WI, 171, C8lL Cu.riou.sly enough, although CC was generally discarded during the sixties as a useful method for solving linear equations, except in conjunction with other methods [Y] , there was considerable interest in it for solving nonlinear equations (cf. [lo] ).
The conjugate,gradient method has a number of attractive properties when used as an iterative method:
(i> It does not require an estimation of parameters.
(ii> It takes advantage of the distribution of the eigenvalues of the iteration operator.
.
(iii> It requires fewer restrictions on the matrix A for optimal behavior than do such methods as SOR.
Our-basic view is that CG is most effective when used as an iteration acceleration technique6
In this paper, we derive and show how to apply a generalization of the CG method and illustrate it with numerical f examples. Based on our investigations, we feel that the generalized CG method has the potential for widespread application in the numerical solution of boundary value problems for elliptic partial differential equations. Additional experience should further indicate how best to take full advantage of the method's inherent possibilities.
DERIVATION OF THE METHOD
Consider the system of equations 45 =b,,
where A is an n x n,symmetric, positive-definite matrix and b, is a given vector. It is frequently desirable to rewrite (1.1) as
where M is positive-definite and symmetric and N is symmetric. In 9 4 we describe several decompositions of the form (1.2). We are interested in those situations for which it is a much simpler computational task to solve the system MZN =$ L3)
than it is to solve (1.1).
We consider an iteration of the form
-Many iterative methods can be described by (1.4); e.g. the Chebyshev semi-iterative method and the Richardson second order method (cf. [ll] ). The generalized CG method is also of this form. The CG method, on the other hand, needs no a priori -information on the extremal eigenvalues and does take into account the interior ones, but at a cost of increased computational requirements for evaluating mk+l and s. In $ 3, we describe a technique to provide directly fram the CG method good estimates for the extreme eigenvalues of the iteration matrix.
From equations (1.4) and (1.5), we obtain the relation
For the generalized CG method the parameters (s,"~+~)
are camputed so that Cl*71 for p f q and p, q=O,l,...,n-1.
Since M is n x n positive-definite, (1.7) implies that for some k<n and hence ,k) N =x,.
(1.8)
That is, the iteration converges in no more than n steps. 
We can simpli~ the above expression for ak+l as follows.
From (1.6) we obtain
and then from (1.9)
Fran (1.6), for j < k-l But,
Hence by induction we obtain (1.7) and (1.8).
The generalized CG method is summarized as follows.
Algorithm
Let 5 (0) be a given vector and arbitarily define ( 1)
Note that the algorithm can be viewed as an acceleration 'fk:;T *$$yi;&) first order iteration (mk+l E 11, is =x, %-. As with other higher order methods, the storage requirements of the algorithm are greater than those of the underlying first order iteration being accelerated.
The algorithm presented above is given primarily for expository purposes. For actual computation, the following equivalent form can be more efficient in terms of storage [3] .
Algorithm (alternative form)
Let x, (0) be a given vector and arbitrarily define Q(-1)
In the computation of the numerators of ak and bk one need not recompute Mz (k) , since it can be saved from step (1). Also, instead of computing the right hand side of step (1) explicitly at each iteration, it is often advantageous to compute it recursively from
which equation is obtained from step (3). The quantity -(M-N)E(~) appearing in (1.12) may be saved from the computation of akm Similar remarks hold for the algorithm in its first form as well. There is evidence that the use of (1.12)
is no less accurate than use of the explicit computation (see [18] , [3] for particular examples). . The calculated vectors I&k) 3 n k=O will not generally be M-orthogonal in practice because of rounding errors. One might consider forcing the newly calculated vectors to be M-orthogonal by a procedure such as Gram-Schmidt. However, 4 this would require the storage of all the previously obtained vectors.
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Our basic approach is to permit the gradual loss of orthogonality and with it the finite termination property of a;. We consider primarily the iterative aspects of the algorithm. In fact, for-solving large sparse systems arising from the discretization of elliptic partial differential equations, the application of principal interest for us and for which the generalized CG method seems particularly effective, convergence to desired accuracy often occurs within a number of iterations small compared with n.
OPTIMALITY FBOl?ERTIRS
From (1.6), we obtain
We have z(l) = (I -Q.~K)&') ., and there follows by induction (2.7)
Consider the weighted error f'unction:
Assuming that (M-N) is nonsingular, we obtain, using
Equivalently, we can use (2.7) and re-write (2.8) as 
That is, the approximation x, (a+11 generated by the generalized CG method satisfies E(I$'+") =min - In this case, E~(&p') = 0 and hence
so that the iteration converges in only p steps. The same result also holds if K has a larger number of distinct eigenvalues but i (0) lies in a subspace generated by the eigenvectors associated with only p of these eigenvalues.
We remark also that Statement (B) implies CG is optimal for the particular eigenvector mix of the initial error 2 (0) , taking into account interior as well as extremal eigenvalues.
As will be discussed in the next section, the extremal eigenvalues are approximated especially well as CG proceeds, the iteration then behavingasif the corresponding vectors are not present. Thus the error estimate (2.11), which is based on the extremal eigenvalues,tends to be pessimistic asymptotically. One often observes, in practice (see 5 5), a superlinear rate of convergence for the CG method.
-3. EIGENVALUE COMPUTATIONS
The CG method can be used in a very effective manner for computing the extreme eigenvalues of the matrix K = I-M-+!?.
We write (see (2.1))
n-2 b a n-l n-l thus defining ak9 bk, and eke In matrix notation, the above equation can be writt'en as Kz=zJ.
(3.2)
Assuming that the columns of Z are linearly independent, there follows from For example, if one wishes to solve
where R is a rectangular region,it is convenient to choose M as the finite difference approximation to a separable operator, such as the Helmholtz operator -A + C, for wh-ic+l fast direct methods can be used [23] . A numerical example fbr this case is discussed in 5 5. If one wishes to solve a separable equation , but on a nonrectangular region S, tlrlen by extending the problem to one on a rectangle R in whid Z is embedded, M can be chosen as the discrete approximation to the separable operator on R, for which fast direct methods can be used. Such a technique provides an alternative to the related capacitance matrix method [25] for handling such problems. Forms of this method utilizing CG, but i h a different manner than here , are described in [26] and Generally, in addition to the requirement that (1.5) be -"easy" to solve, M should have the following features if the generalized Cd algorithm is to be computationally efficient.
For rapid convergence one seeks a splitting so that (i! M-'N has small or nearly equal eigenvalues or (ii) M-lN h as small rank.
Oftena choice for M satisfying these restrictions comes about naturally from the inherent features of a given problem.
'> l
NUMERICAL EXAMPLES
For the first example, we consider the test problem discussed in [23] where &,y> 0 < xyy c 1.
where dx,y) 
