Climate anomalies pose risks to agriculture and food security. To assess the impact, this paper models the complex dependences of climate extreme indices and the crop-related variables: yield, production, and price of a crop. Using a comprehensive copula-based analysis, the conditional distributions of the crop-related variables given extremes of air temperature and precipitation are estimated. We used potatoes in the Netherlands as a case study. Weather data were obtained from 33 weather stations and ECMWF ERA-interim archive during the period 1980-2017. A joint behavior analysis predicted the yield, the production and the price with the relative mean absolute error equal to 5.4%, 3.6%, and 27.9%, respectively. The study showed that copulas adequately describe the multivariate dependences. Those in turn are able to quantify the impact of climate extremes, including their uncertainties.
Introduction
Many complex processes and interactions determine crop responses to climate anomalies (Challinor et al., 2009a) . Efforts have been made in the past to evaluate the impact of climate extreme indices on crop yield (Challinor et al., 2013; Pirttioja et al., 2015; Gaupp et al., 2017; Nguyen-Huy et al., 2018) . So far, little attention has been given to understand the implications for crop production and the price of production. Those are important if, say, agricultural insurance wishes to assess whether it should support farmers against the implications and economic changes, or whether climate information should be used to inform stakeholders about their total revenue (Dinku et al., 2011; Partridge and Wagner, 2016; Anderson et al., 2017) .
An objective in local climate sensitivity studies is to quantify the changes in air temperature and precipitation extremes as they may result in a variety of climate-related crop stresses. Temperature affects the duration of the crop growing season, rates of photosynthesis, respiration, grain filling and thus the crop yield and production. Drought increases crop water stress, whereas intensive rainfall may cause a flood and waterlogged soils (Lobell and Gourdji, 2012) . The assessment of climate extremes on crop yield is primarily based upon indices obtained from a long time series of data from weather stations which are, however, sparse at local scales (Sarma, 2005) . Global assessments of crop production easily ignore variation at local scales (Lobell and Gourdji, 2012) . Therefore, additional spatially distributed data are needed for the assessment at those scales. Weather data generated by the European Centre for Medium-range Weather Forecasts (ECMWF) are retrieved on spatial grids with coarse resolutions, typically in the order of 10 km. In addition, they are prone to uncertainty, and their over-or underestimation compared to data from weather stations is often large (Hannah and Valdes, 2001; Dee et al., 2011; Durai and Bhradwaj, 2014) . The ECMWF reanalysis weather data (ERA-I) are increasingly being used (Persson, 2013) . Potentially, these data could play an important role in supporting information systems, e.g. climate information services and irrigation advisory services. Hence, there is a scientific challenge for the assessment of the impact when using weather data from ERA-I (Challinor et al., 2009b) .
Analyzing climate extremes requires long-term daily data that are not readily available in many parts of the world. The Expert Team on Climate Change Detection and Indices (ETCCDI) defined a total of 27 indices, which focus primarily on extremes (Sillmann et al., 2013) . The study of extreme indices has become increasingly important due to their significant impacts on natural processes. The use of climate extreme indices is identified as guidance in the assessments of weather extremes (Klein Tank et al., 2009) . In our paper, we used day-count climate indices based upon percentile thresholds that are expressions of anomalies relative to the local climate (Klein Tank et al., 2009) . Climate change consists of variation in several climate extremes and their implications usually affect several agricultural variables. For instance, both extreme temperature and extreme precipitation indices can provide information for an assessment of drought severity and risk (Miao et al., 2016) . The interaction of several weather events and their changes have a more severe impact on crops than a single weather extreme event (Estrella and Menzel, 2013) . Therefore, multivariate joint distributions play an essential role in describing joint behaviors (Miao et al., 2016) . The extension of a joint distribution to a d-dimensional distribution, d > 2, however, is often not straightforward (Salvadori et al., 2007) . In this context, copulas help to construct multivariate distributions of related variables (Sklar, 1973) . While weather data are generally measured at a daily scale, climate indices describe the extremes at a yearly scale, for instance, the number of cold days in a year. Crop-related data are often recorded as seasonal and annual time series. The use of extreme indices thus facilitates the estimation of the joint distribution of crop and weather variables. Applications of copulas include various practices in geo-statistics and hydrology (B� ardossy and Li, 2008; Gr€ aler and Pebesma, 2011; Alidoost et al., 2018) , meteorology and climate research (Scholzel and Friederichs, 2008) , and risk assessment (Renard and Lang, 2007) . Copula-based methods so far employed bivariate and trivariate joint return periods to analyze the dependencies between extremes indices. Miao et al., (2016) analyzed the joint behavior of two and three indices of precipitation and temperature using copulas. The literature on the impact of the joint behavior of the indices on crops using non-linear predictors is relatively sparse. Zscheischler et al., (2017) investigated the impact of bivariate behavior of climate indices on crop yield. Considering the complex dependencies between crops and several weather extremes, there is a need for a comprehensive study including more variables to improve the prediction of crop yield (Zscheischler et al., 2017; Nguyen-Huy et al., 2018) .
With the aim to assess the impact of climate extremes on a crop, we analyze the joint behavior of climate extreme indices with crop-related variables, e.g., yield, production, and price using multivariate distributions. We selected seven climate extreme indices, which are related to extremes in air temperature and precipitation. Previous studies in the literature have investigated the effect of only two or three indices on a single crop (Miao et al., 2016; Zscheischler et al., 2017) . Our assessment applied to measurements from weather stations is compared with the one applied to ECMWF weather data. Our study focuses on the use of copulas for the construction of multivariate distribution functions. Descriptions of copulas and their main theorems are available in the literature (Nelsen, 2006) .
The structure of this paper is as follow: the data are introduced in Section 2; climate extreme indices and joint behavior analyses are presented in Section 3; the results are presented in Section 4. This is followed by discussions and conclusion in Section 5.
Data
Potato is a valuable crop in the Netherlands (Fig. 1) . The growing season starts typically in June and ends in September (Beukema and van der Zaag, 1990) .
The Central Bureau for Statistics (CBS) provides the consumer price index that shows the price developments of goods and services in the Netherlands. Price developments may indicate whether wages, benefits and insurance premium should be adjusted. Fig. 2 shows the top two increase and decrease in the prices of potatoes and other goods and services from 2001 to 2018 (CBS, 2018) . Potatoes show the largest change (both positive and negative) in the consumer price in nine years between 2001 (CBS, 2018 . Low harvest is one reason for the high price of potatoes. A low harvest will occur if the potatoes are planted late, e.g. due to extreme rainfall and temperature (Agrimation, 2019) .
The annual absolute selling prices per 100 kg of potatoes (including seed potatoes) in euro, the annual harvested production in 1000 t, and the yield in t.ha 1 are shown in Fig. 3 . They are retrieved from the F. Alidoost et al. archive of the Central Bureau for Statistics (CBS) and European statistics database (Eurostat, 2018b) . The absolute selling price denotes the price at first marketing stage, i.e., the price from producer to the trade (Eurostat, 2018a) and is influenced by the production and, consequently, is subjected to change due to climate extremes. The yield and the production are naturally spatio-temporal variables, but their data are available either per province or country. There is, however, a single price value for the country each year.
Regarding the variations in the crop-related variables, we note a significant drop in the production but not in the yield in the year 1998 (cf. Fig. 3b ). Comparing the cultivated and harvested areas of potatoes (in 1000 ha) revealed that the drop in the production, expressed as yield � area, was related to a drop in the harvested area (cf. Fig. 3c ). The flood on 16 September 1998 caused by El Niño (ESA/ESRIN, 2018) was responsible for this drop.
The Royal Netherlands Meteorological Institute (KNMI) provides the hourly air temperature and precipitation at 50 automatic weather stations in the Netherlands during the period 1980 (KNMI, 2018 . The number of measurements differs between weather stations in the growing season ( Fig. 4) . We selected the 33 stations where both rainfall and temperature measurements are available (cf. Fig. 4 ). We treated the measurements from weather stations as the benchmark from which any measurement errors are assumed to be absent. The measurements dataset is referred to as the weather data from weather stations.
The European Centre for Medium-range Weather Forecasts (ECMWF) provides ERA-interim archive that includes gridded reanalysis weather data at a 0.125 � Lat/Long resolution (Persson, 2013) .
ERA-Interim is the most widely used global atmospheric reanalysis (Dee et al., 2011) . We selected 33 nearest grid points to the chosen KNMI stations from the ECMWF data. Daily minimum and maximum air temperatures are obtained using the minimum and maximum values from the hourly data, and daily precipitations are obtained using the sum of the hourly data for both of the weather data sets. The reanalysis dataset is referred to as the ECMWF reanalysis weather data. We define the bias as systematic differences between reanalysis and measurements datasets. Source of the bias lies in the different number of the measurements, and the different spatial coverages of point measurements and the closest ECMWF grid point. Consequently, climate extreme indices are different because they refer to a different spatial domain. The mean absolute bias was equal to 0.79 � C, 0.44 � C, and 1.84 mm for daily minimum and maximum temperature, and daily precipitation, respectively.
Method
In the following, a marginal distribution, i.e., the cumulative distribution of a variable is estimated by fitting an empirical distribution to data. In a multivariate case, a joint cumulative distribution is estimated by fitting copulas to data. The estimation methods are explained in section 3.2.
Joint behavior analysis
A climate extreme index x ij at location i and year j, is obtained for (Table 1, Sillmann et al., 2013) . A temporal crop-related variable Y is sampled by y j for M years. Based upon the estimates of the autocorrelation function, we consider the y j to be independent ( Fig. 5 ). We analyze the joint behavior using the conditional distribution of Y given x, i.e., FðYjX ¼ xÞ, where x is a climate extreme index for year j.
To retrieve x from the spatio-temporal data x ij , a marginal distribution is estimated using x ij > 0 for year j at N locations, after testing for spatial stationarity of the mean. To do so, we evaluated the second-order spatial stationarity assumption regarding the mean value using linear regression (Cressie, 1993 (. The null hypothesis H 0 and alternative hypothesis H 1 to test for second-order stationarity assumption are then defined as H 0 :
denotes the expectation, s 1i and s 2i are the Cartesian coordinates of location i and the β k ; k ¼ 0; 1; 2 are regression parameters. We obtained the parameters and their p values using a linear model and F test for each index (Chambers et al., 1990) . We found that the values of regression coefficients were not significantly different from zero and their p values of F test were above 0.05 and 0.01 at most of the years (not shown). Hence, we safely assumed spatial stationarity. Then, x can be obtained as either the median, i.e., the 50th percentile in the distribution, the mean or the mode. We conducted cross-validation to compare the performance of those three predictors in selecting the dominant driving index. Based upon the results (not shown), we chose the median as the optimal predictor, as it minimizes the mean absolute prediction errors (Journel, 1984; Cressie, 1993) . In the case that the standard deviation of x ij > 0 for N locations is zero, the average of x ij > 0 is used as x. Hence, we reduce the dimensionality of a spatio-temporal variable X from space-time to time. This provides a simple but statistically, robust method to select a dominant driving climate index for practical applications.
The conditional distribution FðYjX ¼ xÞ is determined using the joint distribution FðX;YÞ. The distribution can be extended to a d-dimensional distribution, d > 2, using either more than one climate extreme index or more than one crop-related variable. In our study, we selected seven climate extreme indices (Table 1) and analyzed three joint behaviors using the distribution of: yield given the seven indices FðyieldjX ¼ x 1 ; …; X ¼ x 7 Þ, production given the seven indices Fðproductionj X ¼ x 1 ; …; X ¼ x 7 Þ, price given the production and seven indices Fðpricejproduction;
Here x i is a climate index and i is mentioned in Table 1 . In general, different combinations of indices represent different climate conditions like wet-cold, and dry-hot. In our study, the climate extreme indices are grouped as four events: 1) cold days, cold nights and very wet days indicated by x 1 ; x 2 ; x 5 ; 2) cold days, cold nights and consecutive wet days indicated by x 1 ; x 2 ; x 7 ; 3) warm days, warm nights and consecutive dry days indicated by x 3 ; x 4 ; x 5 ; and 4) all the seven indices indicated by x 1 ; …; x 7 . The results of a joint behavior analysis applied to the measurements dataset will be compared with those of an analysis applied to the reanalysis dataset.
Marginal and joint distributions estimation
We use the empirical marginal probability u i where i ¼ 1; …; n and n denotes the total number of observations of the variable of interest where in this study, it is a climate extreme index i.e. X or a crop-related variable i.e. Y. Following rank-order-transformation u i ¼ rankðxiÞ Fig. 5 . Estimates of the autocorrelation function for the crop-related variables. The blue horizontal lines indicate the confidence limit under the null hypothesis of a white noise process (or independent identically distributed variables) for confidence level 95%. similarly, v i ¼ rankðyiÞ nþ1 , a continuous approximation of the marginal distribution of X and Y is obtained by means of kernels density estimation (Silverman, 1986) .
The joint distribution function FðX; YÞ is determined using a copula CðU; VÞ, where U and V are uniformly distributed random variables (Sklar, 1973; Nelsen, 2006) . According to Sklar's theorem, the joint probability Fðx; yÞ is equal to Cðu; vÞ and the joint density fðx; yÞ is equal to cðu;vÞ � f X ðxÞ � f Y ðyÞ, where u ¼ F X ðxÞ, v ¼ F Y ðyÞ, and c is the copula density function. A multivariate copula describes dependences between three or more variables. In the first two analyses, the joint distribution is an 8-dimensional function whereas it is a 9-dimensional function in the last analysis. The estimation of a multivariate copula is generally a troublesome procedure (Nelsen, 2006; Aas et al., 2009 ). The problem associated with the estimation of multivariate copulas is studied in Nelsen (2006) . In geo-statistics where we have a target variable to predict, an alternative to estimate a multivariate copula, and consequently a multivariate distribution is the use of a canonical vine or C-vine structure (Aas et al., 2009 ). Following Aas et al. (2009) , the conditional distribution FðYj:Þ is determined using a C-vine structure and five copula families: Gaussian, Student's t, Clayton, Gumbel and Frank families (Joe, 1993; Nelsen, 2003; Demarta and McNeil, 2005; Manner, 2007) . We chose these five families because other families lead to computational limitations (Gr€ aler, 2014). A C-vine structure consists of d�ðd 1Þ 2 bivariate copulas, where d is the dimension of Fð:Þ. Each bivariate copula in the C-vine structure has one parameter that is related to Kendall's τ correlation between variables. We estimate parameters of the copulas using maximum likelihood and select the best fitting families in the C-vine structure using Akaike's Information Criteria (AIC) (Akaike, 1974) .
Prediction
Since the conditional distribution FðYj:Þ is estimated, any pth percentile in the distribution can be used to predict b y, e.g.: (1) b y p ¼ F 1 ðpj:Þ; p 2 ½0; 1�;
( 2) where f is the joint density function (B� ardossy and Li, 2008) . We select the mean predictor in (1), being the optimal predictor, as it minimizes the mean squared prediction error (Journel, 1984; Cressie, 1993) . The relative mean absolute error (RMAE) in percentage for M years equals:
We use RMAE to determine whether the different weather datasets produce statistically different predictions due to the uncertainty in ECMWF weather data.
Validation
With a leave-one-out cross-validation, we assess the quality of the predictions. To do so, one observation y j is removed and b y j;mean is predicted using the remainder of the observations. The RMAE in percentage for M years is then obtained in (3).
To evaluate the performance of the joint behavior analyses, we conduct a leave-k-out validation. To do so, first, k observations y j ; y jþ1 ; …; y M are removed at year j, where j ¼ M m þ 1; …; M; and in our study m is 25% of the M years. Then, b y j;mean is predicted using the observations y 1 ;y 2 ; …; y j 1 , i.e., without any information from the future, as is natural. The RMAE in percentage for m≪M years is then obtained as:
We perform an additional successive validation for the price. Let us consider that the year j is a target that its climate extreme indices are available. We want to predict both the production and the price at the target year j, where the observations are available at the years 1; 2; …; j 1. The target production is predicted in the second joint behavior analysis, followed by a prediction of the target price in the last joint behavior using the target production. The mean relative error is then obtained in (4).
Assessment of the impact of climate extremes on crop
In many studies, the analysis of the return period involves univariate cases. Climate events, however, are characterized by the joint behavior of several climate indices (Miao et al., 2016; Zscheischler et al., 2017) . Since the analysis of multivariate cases increases the number of variables, multivariate events with a given return period are not unambiguously defined in the multivariate literature. Hence, also the definition of a multivariate return period has to be chosen thoughtfully, keeping in mind the specific application (Serinaldi, 2015) . A general solution to the problem is the estimation of the joint distribution based upon copulas, combined with the use of the AND operator to combine marginal events (Salvadori et al., 2007) . The joint occurrence of high values is of a large practical importance (Salvadori et al., 2013; Gr€ aler et al., 2016; Oesting and Stein, 2018; Engelke et al., 2019) .
To assess the effect of climate extremes on the crop-related variable, first, a multivariate event is described by a univariate characteristic such as a climate event which represents a climate condition. Then, the return period for this event is considered. In our paper, we consider ðx 1 ; …; x 7 Þ as a climate event (cf. section 3.1, see the definition of four events), where x i is a climate extreme index and i is mentioned in Table 1 . The event is characterized by a joint distribution Fðx 1 ; …; x 7 Þ, where multivariate density function fð:Þ is estimated using copulas. The joint return period T of the climate extreme indices corresponds to the probability of P½X > x 1 ; …; X > x 7 � is obtained as:
where μ T ¼ 1 year (Salvadori et al., 2007) , and in our study T ¼ 10; 50;
100. As no closed form exists for P½X > x 1 ; …; X > x 7 �, the probabilities P½:� of 100000 simulated values of ðx 1 ; …; x 7 Þ are obtained numerically using copulas and the addition rules in the probability theory (Stirzaker, 2003) as
The events with 9:9 � T � 10:1 years return period are selected as representative events for the events of a T ¼ 10 years return period. The same procedure is applied to select the events with 50 and 100 years return period. The variable Y given those events is then predicted using the mean predictor explained in section 3.3. We illustrate the procedure using an example for the first event; the probabilities P½X > x 1 ; X > x 2 ; X > x 5 � of 100000 simulated values of ðx 1 ; x 2 ; x 5 Þ are obtained. Then, the return levels x 1 ;
x 2 , and x 5 with 1 10:1 � P½X > x 1 ; X > x 2 ; X > x 5 � � 1 9:9 are selected. Then, yield values are predicted using the conditional distribution fðYjx 1 ; x 2 ; x 5 Þ in (1). The same procedure is applied to predict production and price.
The implementations have been made on a common personal computer with the statistical packages R using the libraries gstat (Pebesma, 2004) , copula (Kojadinovic and Yan, 2010) , and VineCopula (Brechmann and Schepsmeier, 2013) .
Results

Joint behavior analysis
Climate extreme indices are obtained using the daily weather data in the growing season at 33 stations for 38 years, where the spatial domain is the Netherlands for joint behavior analyses. Fig. 6 shows the time series of the dominant climate extreme index. The highest number of cold days were equal to 26 and 24 days in the years 1984 and 1986, respectively (Fig. 6a) , and the highest number of warm days was equal to 31 days in the year 2006 ( Fig. 6b) which is related to the heatwave in 2006 (KNMI, 2006) . The highest number of consecutive wet days was equal to 11 days in the year 1998 ( Fig. 6c) , related to the flood on 16 September 1998 caused by El Niño (ESA/ESRIN, 2018 ). Comparing climate extremes indices retrieved from both weather datasets denotes that the bias in the precipitation data resulted in a mean absolute bias of two, six and five days in the very wet days, the consecutive dry days, and the consecutive wet days, respectively. Fig. 7 shows the empirical marginal distributions of the involved variables in the joint behavior analyses. The bias in the last three climate extreme indices is comparatively large. In the following, we investigate how the bias in reanalysis dataset influences the results of the joint behavior analyses.
Focusing on potatoes, we used the weather data in the growing season to obtain extreme indices. Restricting the data to the growing season is prone to uncertainty because the harvested area, hence the production and consequently the price, can be affected by for example, a flood before the growing season. Including more variables such as information on flood before the growing season in the joint distribution function might further improve the prediction of production.
Prediction and validation
Boxplots in Fig. 8 show the predictions of the crop-related variables, where p varies in the range of ½0; 1� in (2), for the measurements and reanalysis datasets from 1980 to 2017. All observations fall in the prediction intervals (not shown) except the low production value in the year 1998. Hence, it denotes a good performance of the joint behavior analyses in estimating the joint distributions. In addition, comparing the predictions obtained by the mean predictor and the observations indicates that the joint behavior analyses well represent the temporal variation of the crop-related variables.
The relative mean absolute errors (RMAEs) were equal to 3.6%, 4.5% and 23.7% for the three joint behavior analyses, where M ¼ 38 in (3) and the climate extreme indices are obtained by the measurements dataset ( Table 2 ). The RMAE values obtained by leave-one-out cross- validation were equal to 5.0%, 6.1% and 40.2% for the joint behavior analyses. As can be seen, the errors for the price were comparatively large.
For the three joint behavior analyses applied to the reanalysis dataset, the RMAE values by the mean predictor were equal to 3.3%, 6.3%, and 23.6%, whereas by leave-one-out cross-validation, were equal to 4.9%, 9.8% and 38.4% (Table 2) . Comparing the results with those obtained by measurements dataset showed that the quality of the predictions of the yield and the price is rather good in the presence of bias. The missing values in the time series of the measurements dataset (Fig. 4) resulted into the high values of RMAE for this dataset as compared to those for the reanalysis dataset ( Table 2 ; see RMAE of yield and price). There are no missing values in the reanalysis dataset. The RMAE of the predicted production using the reanalysis dataset is higher than that using the measurements dataset. This is due to the comparatively large bias in the three climate extreme indices i.e. very wet days, consecutive dry days and consecutive wet days (cf. section 4.1). Note that the production is yield � area. The harvested areas are affected by those three climate extreme indices.
Note that the joint behavior analyses in this study were only applied to the seven indices indicating the frequency of the weather extremes. The question can be posed whether considering a subset of the indices can improve the predictions. To answer this question, we conducted a sensitivity analysis using events one to three. The RMAE values obtained by mean predictor (not shown) revealed that no improvements in the predictions were achieved. The low production value in the year 1998, however, falls in the prediction intervals of the production given the second event. Considering other climate indices which are responsible for the intensity and the duration of extremes, should thus provide more insight on the predictions.
Validation was carried out, where m ¼ 9 in (4), i.e., 25% of the 38 years. We could not further increase m, because it is important to use a reasonable number of data, here 75% of the 38 years, for estimation purposes. Using the measurements dataset, the RMAE values were equal to 5.4%, 3.6% and 27.9% for the three joint behavior analyses, whereas the RMAE value was equal to 26.4% for the price in a successive validation (Table 2) . Except for the production errors, the RMAE values of the reanalysis dataset are lower than the measurements dataset, because the number of data in the reanalysis dataset is higher than that in the measurements dataset (cf. Table 2 ). In all the three joint behavior analyses, the RMAE values were relatively low showing that the presented copula-based analysis was able to well represent the complex dependences. The low number of m implies, however, a limitation on the validation.
The impact of climate extremes on crop
Boxplots in Fig. 9 show the predictions of yield, production and price given climate events with 10, 50, and 100 years joint return periods. For example, the first boxplot in the first row indicates yield variations ranging from 39 to 48 t ha 1 because of the first event with 10 years return period. This should be interpreted with care because the climate event is characterized by a joint distribution of climate extreme indices. The distribution is different from the conditional distribution fðYieldjx 1 ; x 2 ; x 5 Þ in (1). Further note that the predictions are the mean values obtained from the equation (1) using several climate extreme indices.
We compared the lowest values of the predicted yield and production and the highest values of the predicted price with the average of their observations. It revealed that event four with 50 years joint return period resulted into the largest variation among different events with different joint return periods: 21.0% and 28.5% decreases in yield and production, respectively, and 92% increases in price (cf. Fig. 9 ). Note that event four contains all the seven extreme indices. A possible source of this variation lies in both complexity and flexibility in dependence structures: uncertainty either increases due to the larger number of the indices in joint distributions, or it decreases due to the larger number of indices where the joint distribution can well represent the dependence structures. As mentioned in section 4.2, the RMAE values obtained by cross-validation revealed that no improvements in the predictions were achieved using events one to three. It illustrates that event four allows for a good representation of the dependence structures. The high dimensionality of the distribution corresponded with an advantage of using the joint behavior analysis: using event four more information is obtained than using events one to three by selecting a subset of the indices. Due to the high dimension of joint distributions, the computational cost of the return periods, however, is considerable. The source of this cost and the related uncertainty in return periods lies in generating simulated values of the climate indices through their joint distribution, in numerical evaluation of joint probabilities using empirical copulas, and in successive procedures of the addition rules in probability. The proposed joint behavior analysis allows for the comparison of several predictors (consisting of a different combination of climate indices) to select the most parsimonious method that predicts either the yield, production, or price of potatoes. We investigated copula-based joint behavior analysis for describing the dependencies with the aims of being able to answer the following research questions: what are the impacts of weather extremes on croprelated variables?; can copulas describe a complex process such as the interactions between crop-related variables and weather extremes. The presented procedure is generic and can be applied to any pointwise or gridded weather data set.
Discussion and conclusion
We provided copula-based joint analyses to assess the impact of climate extreme indices on the yield, the production and the price of potatoes. The results of the predictions, leave-one-out cross-validations, and leave-k-out validations showed the practical advantage of copulas in estimating high dimensional joint distributions that describe the complex dependences. The use of C-vine structures in estimating multivariate distributions was beneficial as it allows for a huge degree of flexibility in describing the dependences because the involving bivariate copulas are estimated using five copula families. In addition, the conditional distributions are useful for a comprehensive uncertainty assessment using confidence intervals widths.
We conducted cross-validation to compare the performance of the median, mean and mode in selecting the dominant driving index, and therefore, reducing the dimensionality of climate extreme indices from space-time to time (not shown). The other percentiles in the distribution should be further explored. In addition, a sensitivity analysis might help to explain the effects of other estimation methods of marginal distribution on the results. For validation purposes, we chose the mean predictor. Previous studies have investigated mostly linear relationships between weather extremes and crop yield. Recent studies, however, have indicated that the response of crops to weather extremes is nonlinear. Use of copulas allows the analysis of non-linear dependencies (Zscheischler et al., 2017; Nguyen-Huy et al., 2018) . A comparison of the results with a multilinear model can then provide insights into the advantages of applying copula-based predictors. We see this as a good and interesting opportunity for further research to investigate the use of other predictors in (2) to obtain the predictions.
The presented joint behavior analyses are general and could be applied to a different spatial domain, e.g., a province, where the price is assumed to be invariant between provinces. A limitation of decreasing the spatial domain from a country to province is that the number of weather stations is low to obtain the dominant climate extreme index. This limitation can be overcome using gridded ECMWF data which is, however, out of the scope of our paper. A bias correction method can be further investigated to correct for bias in the indices.
We see two ways to extend the current study:
We selected the seven climate extreme indices related to air temperature and precipitation. A parsimonious model needs to be further explored to reduce the dimensionality of the multivariate distribution function. The complexity of dependences is a challenge to decide which climate extreme indices are important to be included in the joint behavior analyses. In addition, the questions can be posed whether other weather variables like the humidity and the wind produce statistically different predictions; whether other climate extreme indices can improve the predictions, for example, the indices for intensity and duration of the extreme precipitation, and other climate conditions like wet-hot and dry-cold. A sensitivity analysis might help to assess the sensitivities of crops to these variables. In addition, the joint behavior of climate extreme indices and other crops like maize and wheat can be analyzed.
We neglected the effect of the conditions such as social-economic conditions, climate change adaptation scenarios and technologies on the yield, the production, and the price. Additional knowledge may lead to an improvement of the predictions, for example, the joint behavior analysis of the price can be extended to include social-economic information.
