The recent progress in speech and vision has issued from the increased use of machine learning. Not only does the machine learning provides many useful tools, it also help us to understand existing algorithms and their connections in a new light. As a powerful tool in machine learning, support vector machine (SVM) leads to an expensive computational cost in the training phase due to the large number of original training samples, while minimal enclosing ball (MEB) presents limitations dealing with a large dataset. The training computation increases as data size becomes large, hence in this paper, we propose two improved approaches that handle this problem in huge dataset used in different domains. These approaches, based on L2-SVMs reduced to MEB problems result in a reduced data optimally matched to the input demands of different background of systems such as Universal Background Model architectures in language recognition and identification systems. We experiment on speech information based on acoustic shifted delta coefficient feature vectors applied in GMM-based dialect identification system where all data outer the ball defined by MEB are eliminated and the training time is reduced. Further numerical experiments on some real-world datasets show proof of the usefulness of our approaches in the field of data mining.
Introduction
support vector machine (SVM), is an approach of machine learning based on statistical learning theory (Schölkopf and Smola, 2001 ). Due to its good properties, it is widely applied in pattern recognition (Bishop, 2006) , where margin maximisation and kernel technology are adopted in high dimensional feature space. Training an SVM is usually posed as a quadratic programming problem to find a separation hyper-plane which involves a n × n matrix density, where n is the number of points in the dataset. This needs more computational time and memory for large datasets, which makes the training complexity of SVM is highly dependent on the size of a dataset.
Generally, SVM algorithms are not suitable for classification of large datasets because of high training complexity. Traditional methods (Schölkopf and Smola, 2001) and even modern methods ones (Lachachi and Adla, 2010; Hsu and Lin, 2002; Crammer and Singer, 2001) , show for obtaining SVMs, require that the set of examples be completely available in a common place to access them an arbitrary number of times in order to converge to an optimal decision function.
Here, we improve a technique studied in Adla (2012, 2011) , where the data are partitioned in several data sources using fuzzy C-mean or k-NN clustering Algorithms and learned by SVMs. Computation of such SVMs lead to find a core-set for the image of the data in a feature space. Thus, an alternative method is presented based on an equivalence between SVMs and minimal enclosing ball (MEB) problems from which important improvements on training efficiency has been reported (Kocsor et al., 2007; Cheung et al., 2005) for large-scale datasets. The study focus on multiclass problems where two methods are explored to extend binary SVMs to the multicategory setting, which preserve the equivalence between the model and MEBs.
Quadratic programming is a major stumbling block in kernel methods applied to very large datasets, and the use of the naive method for finding the quadratic programming problems is highly desirable. Yet, many kernel methods may be formulated for MEB problems in computational geometry.
Therefore, we use algorithms to compute L2-SVMs reduced to an improved equivalent MEB issued from an entropy algorithm that consider both Lagrangian duality and the Jaynes maximum entropy principle. The idea is to use information entropy and maximum entropy formalism to solve nonlinear programming problems (Templeman and Li, 1987) . This equivalence is based on the greedy computation of a core-set, a typically small subset of the data, which provides the same MEB as the full dataset.
Then, we formulate new multiclass SVM problem using core-sets to reduce large datasets which can match optimally the input demands of different background architectures of language or dialect identification systems. The core idea is to adopt multiclass SVMs formulation and improved MEB to reduce dataset so that the data located far from the ball data defined in the core-set are eliminated.
Experimentation is doing over our corpus following by a comparison between the results for the two approaches studied for k-near neighbour and fuzzy C-mean clustering.
The rest of the paper is organised as follows. Section 2 define k-near neighbour and fuzzy C-mean clustering. Section 3 concerns reduced data approach where we present the equivalence between L2-SVMs and MEB Problems in multiclass approach. Section 4 provides the experimental methodology and finally Section 5 summarise the conclusion.
Clustering algorithms

k-nearest neighbour algorithm
A k-nearest neighbour (k-NN) or Voronoi vector quantiser (Hollmén et al., 2000) is a special class of vector quantiser (centroide) in which the partition is determined by the codebook and a distortion measure. The vector quantiser define the average value of all the inputs falling within the cell. This definition requires that the centroid centre the cell boundaries. The nearest neighbour vector quantiser is, in fact, the most common type of vector quantiser in practice. The most common distortion measure used in nearest neighbour vector quantisers is mean square error defined by the Euclidean distance between vectors:
Other distortion measures can been used. The partition cells of the input space for the nearest neighbour vector quantiser are defined by:
According to equation (2) each cell S p consist of all points x which have less distortion relative to the reproduction vector y p . It follows that
The direct encoding algorithm for a nearest neighbour is given by the following:
The initialised value of d 0 must be larger than any expected distortion (typically it is set to the largest positive value defined in the processor) and P defines the number of the subset S p . The nearest neighbour-encoding algorithm perform an exhaustive search of the codebook for all the vectors quantisers compared to the input vector where the best match must been chosen. In the sequel, we used this algorithm just to partition the dataset.
Fuzzy C-mean clustering algorithm
Fuzzy C-mean is an unsupervised clustering algorithm applied to a wide range of problems involving feature analysis, clustering and classifier design. This algorithm analyses different systems based on the distance between the various input data points. In addition, the clustering allows one piece of data to belong to two or more clusters, based on minimisation of the following objective function:
where m is any number superior to 1, u tp is the degree of membership of x t in the cluster p, x t is the t th of T-dimensional measured data, c p is the N-dimension centre of the cluster, and ∥ * ∥ is any norm expressing the similarity between any measured data and the centre. Fuzzy partitioning is carried out through an iterative optimisation of the objective function shown above updating the membership u tp and the cluster centres c p by:
This iteration will stop when max tp {|u
tp |} < ξ, where ξ is a termination criterion taking its values between 0 and 1, and k is the number of iterations. This procedure converges to a local minimum or a saddle point of J m . The algorithm is composed of the following steps: 
In this algorithm, data are bound to each cluster by means of a membership function, which represents the fuzzy behaviour of the algorithm (Al-Zoubi et al., 2007) . To do that, the algorithm has to build an appropriate matrix named U whose factors take values between 0 and 1, and represent the degree of membership between data and centres of clusters.
Reduced data-based MEBs
This section presents two approaches using k-nearest neighbour or fuzzy C-mean clustering method based on L2-SVMs reduced to MEB problems. Algorithms to compute L2-SVMs based on the MEB equivalence used the greedy computation of a core-set, a typically small data subset that provides the same MEB as the full dataset. Therefore, we formulate new multiclass SVM problem using core-sets to reduce large datasets which can match optimally the input demands of different background architectures of speaker verification, language or dialect identification systems. The core idea of these two approaches is to adopt multiclass SVMs formulation and MEB to reduce dataset so that the data located far from the ball data defined in the core-set are eliminated.
SVMs and MEBs
Given a training dataset S = {(x t , y t )} T t=1 where x t ∈ ℜ N and y t ∈ {+1, −1}. SVMs address the problem of binary classification by building a hyperplane in a feature space Z = ϕ(X) implicitly induced from X by means of a kernel function k(x t , x t ′ ) which computes the dot products z
. The L2-SVM chooses the separating hyperplane f (z) by solving the following quadratic program:
If y t f (z t ) > ρ > 0, z t is correctly classified. Variable ρ, called the margin, is a measure of classification confidence and the slacks ξ t is a measure of the amount of confidence violation. Variable ρ is thus maximised in the objective function and slacks penalised using a hyper-parameter C. The term ∥w∥ 2 + b 2 , on the other hand, encourages sparsity or simplicity of the solution.
After introducing Lagrange multipliers, the latter problem is equivalent to solve
where
The optimal value is determined using model selection techniques and depends on the degree of noise and overlap among the classes (Vapnik, 2000) . With respect to the Karush-Kuhn-Tucker conditions, the hyperplane parameters is recovered as
Note that the solution finally depends only on the examples for α t ̸ = 0 which are called the support vectors.
In Cheung et al. (2005) , it is shown that the main appeal of the L2-SVM implementation is that it supports a convenient reduction to a MEB problem when the kernel used in the SVM is normalised, that is k (x, x) = κ ∀x ∈ X, where κ is a constant. The advantage of this equivalence is that Bãdoiu and Clarkson (2008) algorithm can efficiently approximate the solution of a MEB problem with any degree of accuracy.
Note training dataset as
and letZ a space equipped with a dot product z ′ tzt ′ that corresponds to the norm ∥z∥ 2 =z ′z . We define the ball B (c, R) of centre c ∈Z and radius R ∈ ℜ as the subset of pointsz ∈Z for which ∥z − c∥ 2 ≤ R 2 . The minimal-enclosing ball (Cheung et al., 2005 ) of a set of points S = {z t : t ∈ T } inZ is in turn the ball B * (S, c * , R * ) of the smallest radius that contains S, that is, the solution to the following optimisation problem.
After introducing Lagrange multipliers, we obtain with respect to the optimality conditions the following dual problem
If we consider that ∑ T t=1 α tz ′ tzt = κ a constant as is supposed in L2-SVM formulation above, we can drop it from the dual objective in equation (6), we obtain a simpler quadratic programming problem
In Hsu and Lin (2002) , it is shown that the primal variables c and R can be recovered from the optimal α as c Bãdoiu and Clarkson (2008) algorithm exploits the ideas of core-set and ∈-approximation to the MEB of a set of points. A set C S ⊂ S will be called a core-set of S if the MEB computed over C S is equivalent to the MEB considering all the points in S.
Core-set definition
A ball B (c, R) is said a ∈-approximation to the MEB B * (S, c * , R * ) of S if R ≤ R * and it contains S up to precision ∈, that is S ⊂ B (c, (1+ ∈) R). Consequently, a set C S,∈ is called a ∈-core-set if the MEB of C S,∈ is a ∈-approximation to B * (S, c * , R * ).
Figure 2
The inner circle is the MEB of a core-set (the set of squares) and its (1 + ϵ) expansion (the outer circle) covers all the points
We present hereafter the most usual version of the algorithm (Bãdoiu and Clarkson, 2008) . 
5:
Compute the minimal-enclosing-ball B (CS, c, R) of the core-set CS,ϵ. 6: end while Bãdoiu and Clarkson (2008) proved that the above algorithm is a greedy approach to find a ∈-core-set of S, which converges in no more than O( 1 ∈ ) iterations. Since each iteration adds only one point to the core-set, the final size of the core-set is also O( 1 ∈ ). Hence, the accuracy/complexity tradeoff of the obtained solution monotonically depends on ∈.
Multiclass extensions
In a multiclass problem, samples {x t } belong to a set of L categories c ∈ {c l ; l ∈ L} with L > 2 and hence the two codes +1 and -1 used to denote the two sides of a separating hyperplane are no longer enough to implement a decision function.
There are two types of extensions to build multiclass SVMs (Lachachi and Adla, 2010; Hsu and Lin, 2002) . The first is one-versus-one approach (OVO) that use several binary classifiers, separately trained and joined into a multi-category decision function. The second is one-versus-all approach (OVA), where a different binary SVM is used to separate each class from the All.
In Asharaf et al. (2007) , it is shown that multiclass extension of L2-SVMs preserves the reduction to a MEB problem, which is the key requirement of our algorithms.
Let the training dataset be S = {(x t , y t )} T t=1 where x t ∈ ℜ N and y t ∈ ℜ L and for some integers we have T training points whose labels are vector valued. For a given training task having L classes, these label vectors are chosen out of the defined set of vectors {y 1 , y 2 , ..., y T }. Now, for inputs z = ϕ(x), the primal for the learning problem can be defined as:
Several selections are possible for the norm ∥W ∥ 2 . A common choice is the so called
Hence, the dual of the optimisation problem obtained after introducing Lagrange multipliers is
where 
. So the decision function predicting one of the labels from 1, ..., L for any test z t is expressed as:
Now, the arising question is about choosing the label vectors. We define y tl ∈ ℜ from Shawe-Taylor and Szedmak (2005) . Let y tl denote the l th element of the label vector y t corresponding to z t . One of the convenient ways is to choose y tl as
The inner product between the vectors will then be
MEB and multiclass L2-SVMs equivalence
Now, we suppose that the computing of the MEB is in the feature spacẽ Z = ϕ(X) which has been induced from X by a mapping function ϕ : X →Z where we can compute dot products inZ directly from X by using the kernel functionk
In addition, we suppose that the kernel is normalised, i.e., ∀x ∈ X,k(x, x) = κ with κ ∈ ℜ a constant.
As it seen above, the optimisation problem equation (6) is equivalent to solve the following quadratic program
. This problem coincides with the binary L2-SVM problem equation (12) obtained from the dual objective in equation (7) and its multiclass implementation equation (10). As seen above, for the binary case, we set
The key requirement of the latter equivalence is the normalisation constraint onk(x, x) = κ.
Note however that in the binary and the multi-category case, the kernel used by the SVM is a constant (k(x, x) = κ). This is a property satisfied by the Gaussian
, which are the most commonly used in practice. Thus, we can train L2-SVMs by solving a MEB problem in which the kernelk implementing its geometry depends on the kernel, the hyper-parameter C and the codes used to represent the classes by the SVM.
Improved MEB algorithm
Calculating the Lagrange multipliers leads to a quadratic programming problem equation (16) with non-negative constraints and one normality condition, which is one of the difficulties in the original MEB algorithm. The improved MEB algorithm aims at presenting a simple and efficient algorithm, which takes advantage of the features of problem equation (16). We drift to an entropy-based algorithm for the considered problem by means of Lagrangian duality and the Jaynes maximum entropy principle. The idea is to use the information entropy and maximum entropy formalism in the solution of nonlinear programming problems (Templeman and Li, 1987) .
Consider the MEB quadratic programming problem equation (16) written in the following form:
With respect to the constraints of the optimisation problem equation (17), we know that the dual variables take values between [0,1] and sum to one, so they meet the definition of probability. Our approach to solve equation (17) is based on a probabilistic interpretation showing that the centre of the ball represents the mean vector of the images of all data points and the Lagrange multiplier α t represents the probability that x t is a support vector SV. thus, we may consider the MEB searching as a procedure of probability assignments, which should follow the Jaynes maximum entropy principle (Templeman and Li, 1987) . Instead of quadratic programming problem Eq.(17), we construct a composite minimisation problem:
where p is a non-negative parameter, and
From information theory perspectives, H(α) represents an information entropy of the multipliers α t ′ . The additional term H(α) p
is commensurate with the application of an extra minimisation criterion of the multipliers entropy to the original MEB quadratic programming problem equation (17). It is intuitively obvious that the entropy term on the solution of equation (18) will reduce as p approaches infinity.
To solve this problem we introduce the Lagrangian
where β is a Lagrange multiplier. Setting to zero the derivative of L p (α, β) with respect to α and β, respectively, leads to
and
Solving equation (21) 
Substituting α from equation (23) into equation (22), we obtain
Between equations (23) and (22) we eliminate the term e (pβ−1) to give
By optimisation the problem equation (17), we get
Thus, we obtain the iterative formula
Based on formulas (18) to (21), we obtain the entropy-based iterative algorithm for the solution of the problem optimisation equation (17) as follows:
Algorithm 4 Entropy-based iterative algorithm 1: Let p (0) = 0; from equation (25) we get α
, 2, …, T let ∆p ∈ (0, +∞) and set k = 0 2: Based on formulas equations (26) and (27), compute α
if Stop criteria satisfied, the stop; otherwise, we set k = k + 1, then return to step 2
In short, we start with rough estimates of Lagrange multipliers, calculate improved estimates by iterative formula equation (27), and repeat until some convergence criterion is meet. Here, we note an important deduction that through the improved estimation of Lagrange multipliers, the Bãdoiu and Clarkson (2008) algorithm is also improved.
Reducing data approaches
The key idea of our method is to cast a L2-SVM as a MEB problem reduced to core-set for a feature spaceZ = ϕ(X) where the training examples are embedded via a mapping ϕ. Hence, we formulate an algorithm to compute the core-set-based MEB of the images S of S inZ when S is decomposed in a collection of subsets S p . Thus, we can instantiate the solution for classifiers supporting the reduction to MEB problems.
The algorithm is based on the idea of computing core-sets C k for each set S p = ϕ(S p ) and taking its union C = ∪ p C p as an approximation to a core-set for S = ∪ p S p . We depict the generic procedure as Algorithm 5. In a first step the algorithm extracts a core-set for each subset S p . In the second step, the MEB of the union of the core-sets is computed.
Algorithm 5 Computation of the MEB ofS = ϕ (S)
Require: A partition of the set Sbased nearest neighbour or fuzzy C-mean clustering in a collection of subsets Sp 1: for Each subset Sp, p = 1, ..., P do 2:
Compute a ϵ-core-set Cp for one of the two instantiation 3: end for 4: Join the core-sets C = C1 ∪ ... ∪ Cp 5: Compute the minimal enclosing ball of C. This is the Minimal enclosing ball ofS that define the reduced datasets. 
Instantiation for the OVO approach
From the previous section we have obtained that training a binary L2-SVM on a dataset S is equivalent to build a MEB of
The OVO procedure to obtain a multi-category SVM works by combining one binary SVM for each pair of classes. An instantiation of Algorithm 5 would hence consist in computing core-sets for the subset of examples belonging to each pair of classes, and then joining them and finally recovering the binary model for this pair. However, since each class participates in L models, core-sets for each pair of classes can be highly redundant overloading the network unnecessarily. Thus, we proceed as in Algorithm 6, joining the core-sets at each node before sending the results to the coordinator node.
Instantiation for the OVA approach
Unlike the OVO decomposition heuristic, a direct implementation is defined by a single optimisation which coincides with a MEB problem just by using the kernel
The use of Algorithm 5 is in direct form and consists in computing any dot productφ(x t ) ′φ (x t ) =k(x t , x t ) using this kernel. The instantiation has depicted as Algorithm 7.
Algorithm 6 Computation of the MEB using OVO multiclass L2-SVMs approach 1: for Each subset Sp, p = 1, ..., P do 2:
for Each Class l = 1, ..., L − 1 do 3:
for Each Class l
p the subset of Sp corresponding to class l and l ′ .
5:
Label S ll ′ p using the standard binary codes +1 and −1 for class l and l ′ respectively
6:
Compute a core-set C
end for 8: end for 9:
Take the union of the core-set inferred for each pair of classes Compute a core-set Cp of Sp using the kernel 
Experiments
This section presents the results of experiments designed to compare the performance of our approaches on a GMM-dialect identification system using acoustic shifted-delta cepstral (SDC) feature vectors evaluated from our corpus.
Corpus
The audio data for the experiments are taken from TV movies and series recording. These data comprise several Maghreb TV channels covering a great diversity of speakers (regional dialects). Because of the heterogeneous nature of data, i.e., the presence of jingles, music, noise, etc. Speech is extracted from the raw signal. Thus, all recordings used for training has manually annotated in order to separate speech from non-speech events.
In this work we used five dialects including utterances from about 525 speakers from each of three Maghreb countries. Our corpus is constituted with Moroccan, Tunisian and three Algerian dialects spoken in the west (Oran), centre (Algiers) and east (Constantine). We use 54.19 hours of the Moroccan, 49.73 hours of the Oranian, 51.32 hours of the Algiersian, 45.18 hours of the Constantinian, and 53.73 hours of the Tunisian.
For experimentation we use 70% on each dialect for training and 30% for the test, we have forced to reject a significant amount of data (15%) to guarantee that there was no speaker or sentence overlap between the train and test set.
GMM-dialect identification system
The GMM-dialect identification system described in this paper ( Figure 5 ) is an improved version of the one proposed in Wong and Sridharan (2002) (Figure 4 ), where high performance was achieved by combining high-order mixture models with shifted delta cepstral (SDC) feature vectors using reduced data, and use two approaches-based nearest neighbour or fuzzy C-mean clustering methods and L2-SVMs reduced to core-set problems.
Five steps conduct all experiments.
Parameterisation
From the seconds train and test utterances, we extracted vectors composed 39-dimensional features consisting of 12 mel-frequency cepstral coefficients (MFCCs) derived from 20 filter banks. Each feature vector extracted at ten milliseconds intervals using a 30 milliseconds window Hamming, limited band (300-3,400 Hz) speech. At first sight, utterance based on cepstral mean subtraction was applied to the features to remove channel distortion. Then, based cepstral on feature, we compute 12 SDC coefficients. SDC computations are controlled by four parameters (N,d,P,k), as discussed in Wong and Sridharan (2002) and Torres-Carrasquillo et al. (2004) . For our study we use the (10, 1, 3, 3) SDC parameter configuration. The SDC parameterisation has been chosen on a series of development tests.
Data reducing
There are two key topics to conduct a reducing data from a systematic series of experiments. For the first topic, we use the system based on data reduction following Algorithm 6 (multiclass OVO approach), and for the second topic, we use the system based on data reduction following Algorithm 7 (multiclass OVA approach), using nearest neighbour or fuzzy C-mean clustering respectively for each one.
Training
The training is based on 512 Gaussian mixtures models (GMMs) with diagonal covariance matrices for each of the five target Maghreb dialects defined in our corpus by using the EM algorithm (Zeng and Li, 2011) . The kernel used for the two algorithms (OVO and OVA approaches) is the Gaussian radial basis function with a fixed value of σ with 0.50. 
Testing
The test purpose is to find the maximum score for dialect identification. For each test sample, SDC coefficients are calculated and they are compared with each of the five clusters for mixture order from 2, 4, 8, and 16 to 512. The test sample will belong to the cluster having high score accuracy. The precision is calculated for each dialect using the formula Accuracy = (Correct/Total) × 100. Where Correct define the number of samples correctly classified and Total define the total number of samples given for testing.
Results
We studied the dialect identification performance as a function of the different training and testing has studied. Finally, we compare the accuracy of dialect identification for the both approaches in the system. Following Table 1 , we show the accuracy percentage for the five dialects in different mixture using GMM-dialect identification system baseline ( Figure 4) . However, Tables 2 to 5 , we show the percentage accuracy for the five dialects for different mixture using our GMM-dialect identification system ( Figure 5 ). We note that the system based on reduced data resulted in one-versus-one multiclass L2-SVMs outperforms the one-versus-all multiclass L2-SVMs with an accuracy of 74.88%, compared to 72.65% for nearest neighbour clustering and an accuracy of 77.47%, compared to 75.71% for fuzzy C-mean clustering. These results compared to those issued from the baseline system prove that our GMM-dialect identification system gives the best accuracy.
Conclusions
In this paper, we proposed two algorithms computing an approximation of L2-SVMs to the MEB for a given finite set of vectors. Both algorithms are particularly well-suited for large-scale instances of the MEB and can compute a core-set which size depends only on the approximation parameter. These approaches focus on an implementation of multi-category SVMs based on an improved equivalent MEB drift to core-sets using an entropy algorithm that considers a Lagrangian duality and the Jaynes maximum entropy principle.
Applying this entropy on speech information give an acceptable performance with a reproduction of high solution accuracy where all points outer the core-sets in huge dataset are eliminated and considered as noisy data, without complex and costly computation.
Our experiments are focused on five Arabic Maghreb dialects and aimed to automatic identification based on Gaussian mixture models. The reducing data were performed by introducing two multiclass L2-SVMs algorithms reduced to core-set approach. Comparing our two approaches OVO and OVA in GMM-dialect identification system, we found that the first approach gives the best accuracy when fuzzy C-mean clustering is used. Although the improved core-sets method exhibits always better prediction accuracy used with the OVO scheme, the OVA scheme shows a lower complexity.
The proposed approaches may be used in different domain like speech, vision and image processing where the purpose is to reduce data by eliminating noisy in huge datasets. In addition, SVMs based on core-sets showed important advantages in large-scale applications, and can then be extended to distributed data-mining problems.
