Передача данных в беспроводных сенсорных сетях с приоритетами на основе агрегирования предпочтений by Муравьев, Сергей Васильевич & Тараканов, Евгений Владимирович
Введение
Беспроводные сенсорные сети (wireless sensor
networks, WSN) все чаще используются для органи
зации различных видов мониторинга: параметров
окружающей среды [1], состояния конструкций,
зданий и сооружений [2], в системах безопасности
(пожарной, сейсмической, экологической и др.)
[3], для отслеживания целей в процессе ведения
боевых действий [4] и т. п. В таких системах разно
родные данные собираются мультисенсорами, вхо
дящими в состав узлов, расположенных в подлежа
щих мониторингу точках определенной географи
ческой области, и передаются по беспроводной се
ти в центральный узел (sink) для обработки и при
нятия решений. Обычно сеть имеет иерархическую
(древовидную) структуру, в которой на каждом
уровне данные могут передаваться от узловисточ
ников к одному или нескольким узламприемни
кам.
При передаче данных в беспроводных сенсор
ных сетях возникают существенные проблемы,
связанные с ограниченной полосой пропускания
(bandwidth) используемых в качестве линий связи
радиоканалов. В частности, в ситуациях, когда
много узловисточников одновременно иницииру
ют передачу данных, может возникать перегрузка
или даже коллапс сети, в результате чего ее пропу
скная способность (throughput), выражаемая в ко
личестве проходящих от источника к центрально
му узлу пакетов данных в единицу времени, падает
практически до нуля. Кроме того, отдельные сен
сорные узлы могут как добавляться в сеть, так и,
по разным причинам, выходить из состава сети.
Изменение в конфигурации сети, как правило,
приводит к необходимости изменять маршруты па
кетов данных, что также снижает пропускную спо
собность сети [5].
Одним из возможных подходов к решению про
блемы является назначение приоритетов передава
емым по сети пакетам и организация первоочеред
ной доставки пакетов с более высоким приорите
том. Этот подход согласуется c концепцией каче
ства обслуживания (Quality of Service, QoS), являю
щейся общепринятой для сенсорных сетей, осно
ванных на обнаружении событий. Основными по
казателями QoS являются малая задержка передачи
данных от источника к центральному узлу и низ
кие потери данных о событиях [6].
Для обеспечения бесперебойной работы сен
сорной сети требуются специальные методы пере
дачи данных, позволяющие решать проблему пере
грузки сети и гарантировать доставку пакетов дан
ных до центрального узла. Для этой цели в [7]
предложен способ организации передачи пакетов
в WSN путем назначения интервала ожидания
на основе динамического вычисления соотноше
ния текущей и максимальной пропускной способ
ности сети. В этом способе каждый узел сообщает
требуемый ему интервал ожидания центральному
узлу, после чего центральный узел назначает интер
валы ожидания узлу пропорционально затребован
ному. Назначенные интервалы ожидания передают
узлам WSN с помощью пакетов обратной связи.
При переполнении очереди передачи вновь посту
пающие пакеты отбрасываются. Недостатком это
го способа является необходимость принятия каж
дым узлом решения о требуемом ему интервале
ожидания.
В данной статье предлагается способ назначе
ния приоритетов узлам беспроводной сенсорной
сети с использованием некоторого бинарного от
ношения консенсуса, получаемого в результате
процедуры агрегирования предпочтений. Пред
почтения в форме m ранжирований n узлов форми
руются на основе показаний мультисенсоров.
Впервые предлагаемый подход описан в [8]. Он по
зволяет динамически назначать приоритеты узлам
сети (и, следовательно, передаваемым ими паке
там), формировать очередь передачи пакетов и ра
спределять пропускную способность сети в зависи
мости от содержания (семантики) передаваемых
данных.
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Агрегирование предпочтений 
и отношение консенсуса
Пусть A={a1,a2,...,an} – множество n узлов сен
сорной сети, расположенных в заданных точках
распределенного сложного контролируемого
объекта. Будем рассматривать в качестве примера
систему пожарной сигнализации некоторого зда
ния. Пусть в каждом помещении этого здания рас
положен узел, содержащий сенсоры, контроли
рующие m разнородных свойств: температуру воз
духа, скорость изменения температуры, задымлен
ность, уровень CO, срабатывание датчика пламени
и присутствие персонала (таблица). По данным из
мерений этих свойств можно получить m ранжиро
ваний n узлов. Каждое из m ранжирований
λ={a1a2…~as~at…~an} может включать как стро
гое отношение предпочтения , так и отношение
безразличия ~. Множество полученных таким об
разом бинарных отношений Λ={λ1, λ2,…, λm} будем
называть профилем предпочтения для данных m
свойств и n узлов.
Например, для представленных в таблице ре
зультатов измерений шести свойств, полученных
с семи узлов, профиль предпочтения имеет сле
дующий вид:
(1)
Задача агрегирования предпочтений заданного
профиля Λ, состоящего из m ранжирований n аль
тернатив, заключается в нахождении единственно
го строгого ранжирования – отношения консенсуса.
Следуя [9], ранжирование λ представим (n×n)
матрицей отношения R=[rij], строки и столбцы ко
торой соответствуют узлам a, и rij=1 если aiaj;
rij=0 если ai~aj; rij=–1 если aiaj. Тогда расстояние
Кемени d(λk,λl) между двумя ранжированиями λk
и λl определяется формулой
(2)
и может рассматриваться как число различий меж
ду двумя ранжированиями. В формуле (2) сумми
руются только элементы верхней треугольной под
матрицы rij, i<j, матрицы R.
Расстояние между произвольным ранжирова
нием λ и профилем Λ можно теперь определить
следующим образом:
Из (2), с учетом rij=1 для всех i<j, что соответ
ствует естественному линейному порядку
a1a2...an, следует, что для любого k=1,…, m име
ем: dijk=|1–1|=0 если aikajk; dijk=|0–1|=1 если aik~ajk
и dijk=|–1–1|=2 если aikajk.
Таблица. Данные с узлов системы пожарной сигнализации
(модельный пример)
Тогда можно определить (n×n) матрицу профи
ля P=[pij], где
и отношение консенсуса β определяется как такое
ранжирование узлов из A, что расстояние D(β,Λ)
от β до профиля Λ минимально, то есть
(3)
где П – множество всех n! строгих предпочтений 
на A. Каждая перестановка объектов из A соответ
ствует перестановке соответствующих строк и
столбцов матрицы. Поэтому задача (5) заключается
в нахождении такой перестановки строк и
столбцов матрицы профиля, что сумма элементов
ее верхней треугольной подматрицы минимальна.
Заметим, что агрегирование предпочтений
в других терминах представляет собой проблему го
лосования или группового решения, где A – это мно
жество n альтернатив или кандидатов, которые
ранжируются группой из m индивидуумов (избира
телей, экспертов и т. д.). В рамках этой проблема
тики, Ж.А. Кондорсе еще в 1785 г. [10], предложил
естественное правило нахождения отношения кон
сенсуса для профиля Λ, описываемого матрицей P:
в каждом сравнении альтернатив предпочтитель
ной является альтернатива, предпочитаемая боль
шинством избирателей, т. е. aiaj если и только
если pij>pji. Однако, ранжирование Кондорсе
не обязательно транзитивно, т. е. может быть, что
aiaj и ajak, тогда как akai. Единственным кор
ректным способом преодоления указанной труд
ности является нахождение отношения консенсуса
по правилу Кемени (3) [11].
Для профиля (1) ранжирование консенсуса
имеет следующий вид:
Оно позволяет выстроить n узлов в порядке
важности измеряемых ими проявлений свойств.
Этот порядок может служить основанием для наз
начения приоритетов передаваемых узлами паке
тов, так как ранжирования исходного профиля
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формируются исходя из актуальных данных изме
рений, характеризующих обстановку в окружении
каждого конкретного сенсорного узла.
Далее будет рассмотрен механизм поддержания
производительности WSN с использованием ран
жирования консенсуса.
Механизм обеспечения QoS сенсорной сети
WSN, как правило, имеет древовидную тополо
гию (рис. 1), в которой только определенные узлы
(будем называть их узламипредками) могут взаи
модействовать с другими узлами (потомками). Кла
стером будем называть узелпредок со всеми его
ближайшими потомками.
Пусть каждый узел использует для передачи со
общений буфер в виде очереди. Если сеть перегру
жена или ее пропускная способность не позволяет
отправить поступившее сообщение немедленно,
то пакет отправляется в очередь сообщений.
По достижении максимального размера очереди
поступление нового пакета приводит к необходи
мости либо удалить уже существующий пакет
из очереди, либо отбросить поступивший пакет.
Назначение приоритетов узлам сети внутри класте
ра в соответствии с ранжированием консенсуса по
зволяет создавать очередь передачи пакетов с сор
тировкой по убыванию важности узлаисточника
пакета. Так, приведенное в конце предыдущего
раздела ранжирование обеспечивает наивысший
приоритет пакету, отправляемому узлом 3, а наиме
ньший – пакету узла 7.
Приоритет узлаисточника входящего пакета
сравнивается с приоритетами узловисточников
уже находящихся в очереди пакетов, начиная
с первого пакета. После обнаружения пакета, узел
источник которого имеет меньший приоритет, чем
приоритет узлаисточника входящего пакета, будет
произведена вставка поступившего пакета перед
пакетом с менее приоритетного узла. Если же ока
жется что узелисточник входящего пакет имеет
приоритет меньший, чем приоритет узловисточ
ников всех пакетов в очереди, то поступивший па
кет будет отброшен.
Предположим, некоторый узелпредок собира
ет информацию с n узловпотомков. При этом про
пускная способность сети позволяет передать
не все n, а только (n–k) пакетов за один такт,
то есть узелпредок должен на каждом такте отбро
сить k пакетов. Ясно, что отбрасывание пакетов бу
дет приводить к потере определенной части изме
рительных данных.
Ниже будет введена статистическая аналитиче
ская модель, которая позволит выбирать и оцени
вать значения n и k c учетом изменения уровня со
гласованности приоритетов при отбрасывании па
кетов.
Определение относительной несогласованности 
приоритетов при удалении пакетов
Для решения проблемы воспользуемся осно
ванным на статистических соображениях коэффи
циентом ранговой корреляции Кендалла τ [12], ко
торый принимает значения в диапазоне от –1 (аб
солютно несовместимые ранжирования) до +1
(полное совпадение ранжирований). Совмести
мость двух ранжирований β1 и β2 определяется
по формуле:
(4)
где r 1ij и r 2ij – элементы матрицы отношений для от
ношения β1 и β2 соответственно.
Как коэффициент ранговой корреляции Кен
далла (4), так и расстояние Кемени (2) являются
мерами совместимости ранжирований. Как пока
зано в [13], между ними существует связь:
которая позволяет установить связь между параме
трами n и k.
Действительно, рассмотрим два ранжирования
β1 и β2 для n узлов некоторого кластера. Естествен
ным требованием для них является то, что они дол
жны быть согласованы между собой. Соответ
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Рис. 1. Топология древовидной сети
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рез τ1. Для n–k узлов, где k – число отброшенных
пакетов, получатся два других отношения консен
суса β1' и β2', с уровнем согласованности τ2. Стре
мясь сохранять согласованность при любом k, при
мем, что τ2=τ1.
Обозначив d1=d(β1,β2) для случая n узлов и
d2=d(β1',β2') для случая n–k узлов, получаем выра




Введем параметр θ(n,k) как относительную нес
огласованность приоритетов при удалении k из n
пакетов:
Тогда, с учетом (5), получаем
(6)
Ясно, что 0≤θ(n,k)≤1. Задаваясь значением па
раметра θ(n,k), можно выбирать обоснованное ко
личество k отбрасываемых пакетов для известных
значений n кластера (рис. 2). Например, при
n=30 удаление четырех пакетов соответствует от
носительной несогласованности 0,25, а удаление
восьми пакетов увеличивает несогласованность
до 0,47.
Рассмотрим применение параметра θ для обос
нования выбора параметров n и k.
Обоснование выбора количества кластеров 
в сенсорной сети
Предположим, на некотором уровне i сенсор
ной сети существует h узловпредков, каждый
из которых получает данные с ni узловпотомков
(см. рис. 1). Полагая, что кластеры содержат одина
ковое число узлов, определим среднее число ni уз
ловпотомков в каждом кластере на этом уровне:
(7)
где n – общее число узлов iго уровня.
Аналогичным образом можно определить сред
нее число отбрасываемых пакетов ki в каждом узле
предке на этом уровне:
(8)
Подставляя (8) в выражение (6), получаем зави
симость θ от количества кластеров и количества
отбрасываемых пакетов на iм уровне сети:
(9)
При организации некоторого уровня сенсорной
сети можно для фиксированного количества узлов
n выбирать количество кластеров (узловпредков) h
и количество отбрасываемых пакетов ki. Напри
мер, на рис. 3 для n=30 приведен график зависи
мости θ от h и ki.
Из графика видно, что для заданных n и θ суще
ствует множество вариантов выбора h и ki. Очевид
но, что при выборе конкретной пары значений h и
ki следует стремиться к обеспечению максимальной
пропускной способности сети.
Сформулируем условие обеспечения максималь
ной пропускной способности сети: среднее число па
кетов ni–1, получаемых центральным узлом от h
кластеров, должно быть равно среднему числу
( )( 1)
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h(ni–ki) пакетов, переданных узламипотомками,
то есть
С учетом (7), получаем:
(10)
Из выражения (10) следует, что число отбрасы
ваемых на каждом уровне пакетов может быть вы
ражено через общее число узлов n и число класте
ров h рассматриваемого уровня сети:
(11)
Используя (7) и (11), можно переписать выра
жение (14) для параметра θ как функцию от n и h:
(12)
Зная число узлов сети и задавая параметр
θ(n,h), можно, используя выражение (12), выби
рать число кластеров h. Зная n, h и пропускную
способность сети V, можно вычислить ni, ki и θ(n,h):
Например, для сети из n=30 узлов, обладающей
и пропускной способностью V=9 пакетов за такт,
при заданном θ=0,8 получаем ni=10, h=3, ki=7.
Заключение
В статье описан механизм использования агре
гирования предпочтений для организации переда
чи данных в беспроводной сенсорной сети, позво
ляющий решить проблему ограниченной пропу
скной способности радиоканалов и обеспечиваю
щий минимальную задержку при передаче пакетов
данных, несущих информацию о событиях.
Предложенный подход был использован при
совместной с Сингапурским национальным уни
верситетом разработке протокола Pritrans [14], реа
лизующего динамическое назначение приоритетов
узлов с использованием отношений консенсуса,
формирование очереди передачи сообщений и ра
спределение пропускной способности сети с уче
том приоритетов. Полученные результаты показа
ли эффективность разработанного протокола при
превышении максимальной нагрузки на сеть, что
позволило повысить надежность доставки приори
тетных пакетов данных.
Следует отметить, при практическом примене
нии отношения консенсуса следует принимать
во внимание особенности правила Кемени. Во
первых, задача поиска отношения консенсуса
по правилу Кемени является NPполной [11] и,
в общем случае, требует значительного времени
для поиска решения (следовательно, требует зна
чительных затрат вычислительных ресурсов узла,
что приводит к снижению времени его автономной
работы). Вовторых, ранжирование Кемени далеко
не всегда единственно, и мощность множества
ранжирований Кемени может быть весьма боль
шой [15]. Поэтому для проектирования протоколов
передачи данных в реальном времени лучше ис
пользовать отношение консенсуса, найденное
по правилу Борда [16]. Последнее представляет со
бой приближенное решение задачи Кемени и, как
показывают эксперименты, в большом количестве
практических случаев может служить хорошей за
меной ранжирования Кемени.
( 2 )
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Введение
Для преобразователей импульсных токов боль
шой амплитуды (например, токовых шунтов) [1, 2]
актуальна задача определения динамических ме
трологических характеристик, которая традицион
но требует для своего решения наличия дорогос
тоящих источников гармонического или импульс
ного тока большой амплитуды и труднореализуе
мых методов измерения малых импедансов. Аль
тернативой этим подходам являются методы опре
деления амплитудно и фазочастотной характери
стик преобразователей, основанные на формиро
вании короткого импульсного воздействия на ис
следуемый преобразователь и последующей ци
фровой обработки его входных и выходных сигна
лов [3].
Целью статьи является описание алгоритма ци
фровой обработки импульсных сигналов, получае
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Предложен метод определения амплитудно и фазочастотных характеристик линейных преобразователей тока, основанный
на совместной цифровой обработке входного короткого импульсного воздействия и отклика на него. Частотная зависимость
коэффициента передачи преобразователя рассчитывается с помощью компонентов комплексных спектральных преобразова
ний напряжений с выходов исследуемого и эталонного преобразователей тока. Предложены пути повышения точности метода,
основанные на усреднении по ансамблю спектральных составляющих сигналов.
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