It is found that every solution of a system of linear delay difference equations has finite limit at infinity, if some conditions are satisfied. These are much weaker than the known sufficient conditions for asymptotic constancy of the solutions. When we impose some positivity assumptions on the coefficient matrices, our conditions are also necessary. The novelty of our results is illustrated by examples.
Introduction
Consider the nonautonomous linear delay difference system 
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Without loss of generality we may and do assume the following. for some matrix norm · on R d×d , then every solution y ψ of 1.4 tends to a finite limit at infinity which will be denoted by y ψ ∞ : lim n → ∞ y ψ n .
1.8
In the paper of 2 the same statement has been proved under the condition
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As we will show in Section 4.1 see Example 4.1 , conditions 1.7 and 1.9 are independent if the coefficients are time dependent. In the special case of 1.4 with constant coefficients each A i n is independent of n y n 1 − y n m i 1
A i y n − k i − y n − l i , n ≥ 0, 1.10 conditions 1.7 and 1.9 coincide and each reduces to
Moreover, considering 1.10 under the condition A 4 , the existence of the finite limit of each solution for whatever reason implies that
See 1 .
In the nonautonomous case with constant delays, it has been proved by Pituk 2 that the value of the limit can be characterized in an implicit formula by using a special solution of the adjoint equation to 1.4 and the initial values.
In this paper we prove similar results for the general delay difference system
where A 5 s ≥ 1 is an integer, and
The main novelty of our paper is that we prove the existence of the limit of the solutions of the above equations under much weaker conditions than 1.9 . Moreover, utilizing our new limit formula, we show that some of our sufficient conditions are also necessary.
After recalling some preliminary facts on matrices in the next section, we state our main results on the asymptotic constancy of the solutions of 1.13 , and derive a generalization of the limit formula 1.12 to the time-dependent case Section 3 . Section 4 is divided into three parts. In Section 4.1 we illustrate the independence of conditions 1.7 and 1.9 . The relation between our new conditions is studied in Section 4.2. In the third part of Section 4 we specialize to 1.1 , 1.4 , and 1.10 . The proofs of the main results are included in Section 5. 

Preliminaries
The Main Results
Consider the general delay difference system 1.13 with the initial condition 1.6 . This initial value problem has a unique solution which is denoted by y ψ : y ψ n n≥0 .
In our first theorem we give a new limit formula in terms of the initial values. To this end, we introduce the linear mapping c : 
is finite, and in this case
In the next theorem we prove the convergence of the solutions of 1.13 under a condition much weaker than 1.9 , as it is illustrated in Section 4.3. for some matrix norm · on R d×d , or
is finite with ρ B < 1, then for every initial sequence ψ ∈ R s 1 d the solution y ψ of 1.13 and 1.6 has a finite limit which obeys 3.3 .
For the independence of conditions 3.4 and 3.5 , see Section 4.1. As a corollary, we get the next result. a If for an initial sequence ψ ∈ R s 1 d the solution y ψ of 1.13 and 1.6 has a finite limit, then
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3.10
Now consider the equation
where L l ∈ R d×d for each l ∈ {1, . . . , s}. Based on the above results we give a necessary and sufficient condition for the solutions of 3.11 to have a finite limit. a If for every initial sequence ψ ∈ R s 1 d the solution y ψ of 3.11 and 1.6 has a finite limit, then 
4.1 then condition 1.7 is satisfied, but condition 1.9 does not hold.
b If
then condition 1.7 does not hold, but condition 1.9 is satisfied.
Independence of Conditions 3.4 and 3.5
It is illustrated by the following two examples that condition 3.4 does not generally imply condition 3.5 and conversely.
Example 4.2. Let the matrices K n, n − 1 and K n, n − 2 n ≥ 0 be defined by K n, n − 1 :
for every matrix norm · on R 2×2 , hence
for every matrix norm on R 2×2 .
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On the other hand
We can see that there are situations in which 3.5 is satisfied but 3.4 is not.
Example 4.3.
Let the matrices K n, n − 1 and K n, n − 2 n ≥ 0 be defined by K n, n − 1 : 
4.14
We can see that 3.4 does not imply 3.5 in general.
Suppose that K n, j ≥ O n ≥ 0, n − s ≤ j ≤ n − 1 and the limit
is finite for each l ∈ {1, . . . , s}. In this case condition 3.4 guarantees that condition 3.5 also holds. Really,
4.16
However, the implication discussed above may be lost if 4.15 is not satisfied, even if the matrices K n, j are nonnegative, as the following example shows. 
Application to Delay Difference Equations
For every 1 ≤ i ≤ m and n ≥ 0 let the function χ i n, · be defined on the set of integers by
4.20
Lemma 4.5. Assume A 1 -A 3 . Then the delay difference 1.1 is equivalent to 1.13 if for every
Proof. It is easy to see that 
4.24
The proof is complete.
The following result is an immediate consequence of Theorem 3.2 and Lemma 4.5, and it gives sufficient conditions for the convergence of the solutions of 1.1 . 
5.10
Moreover, the members of the previous series are nonnegative, so it suffices to prove that the sequence is bounded.
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Let E e ij be the matrix in R d×d , where e ij : 1 for each pair i, j . By the definition of the matrix B, for each positive number ε there exists a nonnegative integer j ε such that j s n j 1 K n, j ≤ B εE, j ≥ j ε .
5.12
The property ρ B < 1 insures that we can choose a positive number ε 0 such that ρ B ε 0 E < 1. We set
5.14
Introducing the notation 
5.16
Hence
Because the matrix C was chosen to satisfy ρ C < 1 and C is nonnegative, I − C is invertible and I − C −1 is nonnegative too. Therefore, 5.16 yields that
and this gives the boundedness of the sequence 5.11 . The proof is complete.
Proof of Corollary 3.3. a By 3.6 ,
From 3.6 it also follows that 
5.26
Therefore, we have only to observe that ψ 0 ≥ 0 implies that y ψ ∞ ≥ 0. It is enough to show that ψ 0 ≥ 0 yields y ψ n 1 − y ψ n ≥ 0, n ≥ 0, 5.27 but this follows from 3.11 by an easy induction argument. Now, suppose ii . Then i comes from Corollary 3.3 b see the second condition . The proof is complete.
