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NODAL SETS OF LAPLACE EIGENFUNCTIONS UNDER SMALL
PERTURBATIONS
MAYUKH MUKHERJEE AND SOUMYAJIT SAHA
Abstract. We study the stability properties of nodal sets of Laplace eigenfunctions on compact
manifolds under specific small perturbations. We prove that nodal sets are fairly stable if said
perturbations are relatively small, more formally, supported at a sub-wavelength scale. We do
not need any assumption on the topology of the nodal sets. As an indirect application, we are
able to show that a certain “Payne property” concerning the second nodal line remains stable
under controlled perturbations of the domain.
1. Introduction
In this note, we are largely interested in certain aspects of the stability of nodal sets of
Laplace eigenfunctions under small perturbations. Recall that the Laplace-Beltrami operator1
on any compact manifold (with or without boundary) has a discrete spectrum
λ0 = 0 ≤ λ1 ≤ · · · ≤ λk ≤ · · · ↗ ∞,
with corresponding (real-valued) eigenfunctions ϕk that satisfy
−∆ϕk = λkϕk.
Also, recall that Nϕ = {x ∈ M : ϕ(x) = 0} denotes the nodal set (or vanishing set) of the
eigenfunction ϕ, and any connected component of M \ Nϕ is known as a nodal domain of the
eigenfunction ϕ. These are domains where the eigenfunction is not sign-changing (this follows
from the maximum principle). Recall that the nodal set is the union of a (n − 1)-dimensional
smooth hypersurface and a “singular set” that is countably (n− 2)-rectifiable ([HS]).
We are interested, among other things, in questions/speculations of the following kind:
1. It is known that the nodal sets of Laplace eigenfunctions are highly unstable under per-
turbation, which normally disallows perturbative techniques (like geometric flows etc.) in
the study of nodal geometry. However, one is inclined to speculate that if the perturba-
tion is “small enough”, the eigenfunction might not “see it”. From heuristic considerations,
one further speculates that perturbations which do not disturb the nodal set too much,
if they exist, should be supported at a subwavelength scale.
2. Consider two compact orientable surfaces M and N . Can one define a metric on the
connected sum M#N such that the nodal sets of first l eigenfunctions are completely
contained in M , where l can be arbitrarily large? In other words, the nodal set must not
“see” N .
3. There is a whole class of results about nodal sets which are true under rather restrictive
metric assumptions. As an example, there are results for low energy eigenfunctions
which are true only under the assumption of convexity of the domain. For example, see
Theorem 1.1 of [M], or the main results of [J,GJ]. One is then interested to speculate
if such results are still true on slightly perturbed (non-convex) domains if perturbations
are small enough. One can also consider a variant of the above questions in the spirit
of homogenization problems, that is, are the aforementioned results true on “perforated”
1We use the analyst’s sign convention, that is, −∆ is positive semidefinite.
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2 Mayukh Mukherjee and Soumyajit Saha
domains with the “size” of the perforations in some appropriate sense (eg., capacity or
volume) going to 0 in the limit?
4. A variant of the question in 1. above has been answered in [K] under assumptions
on M , and also topological assumptions on the nodal set, and for only the first non-
trivial eigenfunction. Could we remove these assumptions, and prove a result on general
manifolds M and N , for any eigenfunction, and without any topological restrictions on
the nodal set?
We are able to give somewhat reasonable answers to several of the above questions. We wish to
draw particular attention to the methods of [T], which were adapted by [K] (and also further work
in [AT,T1]), which in turn were further modified by [EP-S] (who used these ideas in conjunction
with ideas introduced in [CdV]). We also refer the reader to [A, AC], which were precursors
to the work of [T]. Also, a significant number of ideas are (sometimes implicitly) contained in
the paper [RT]. Our methods are largely inspired from (and follow in certain details) the above
references. Note that the topological restrictions on the nodal set (namely, the nodal set being
a submanifold of M) in [K,EP-S] etc. are actually generic in the sense of [U].
1.1. Overview of the paper. In Section 2, we outline the general constructions involved in
the “connected sums” of two closed manifolds or two domains, and the associated perturbative
shrinking process and state our main results. In Section 3, we outline some results of [T] and
[K], and point out some modified settings under which such results still continue to hold. We
also prove our main result Theorem 2.1 in this section. In Section 4, we go over some applica-
tions of Theorem 2.1 and also some related ideas in the spirit of [O,RT]. Here we outline some
applications to the well-known Payne problem of the nodal set of the second Dirichlet eigenfunc-
tion intersecting (or not intersecting) the boundary. We give two results to this end, which are
recorded in Corollaries 4.1 and 4.2. Finally, we quickly outline the proof of Corollary 2.3, which
gives an extension of the main Theorem of [K].
2. Some general constructions
Let (M1, g1) and (M2, g2) be two closed connected oriented Riemannian manifolds of dimension
n ≥ 2. Following Takahashi in [T], we can construct the metric
g˜ =
{
g1 on M1()
2g2 on M2(1)
(2.1)
on
M := M1() ∪φ M2(1),
where
M1() = M1 \B(x1, ), x1 ∈M1,
M2(1) = M2 \B(x2, 1), x2 ∈M2,
and
φ : ∂M1()→ ∂M2(1) defined as x 7→ x/
is the “attaching map”. Observe that it is fine to take  < injM1, and by scaling g2, one can
assume without loss of generality that injM2 > 1. Observe that for M to have the “natural”
orientation, the attaching map x 7→ x/ has to be orientation reversing.
Also, define
M2() := (M2(1), 
2g2).
Note that the metric g˜ is only piecewise smooth, but one can define Laplacians etc. via piecewise
quadratic forms (for example, see Definition 2.2-2.4 and Lemma 2.5 in [T]). As in [BU], it is
known that Laplace spectrum varies continuously with respect to C0 topology. So, one can
perturb g˜ slightly to get a smooth metric g whose spectrum is arbitrarily close to that of g˜
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(see also Step 4 of Section 2 of [EP-S]). So, one can instead work with smooth metrics g such
that g|M1(/2) = g1 which are arbitrarily close to g˜ in C0-topology and with arbitrarily close
spectrum.
With that in place, now define
M = (M, g).
We now state our main theorem:
Theorem 2.1. Consider the connected sum M1#M2 of two closed oriented Riemannian mani-
folds M and N of dimension n ≥ 2. Given a natural number m, we can define a one-parameter
family of (smooth) metrics g on M1#M2 such that g|M1() = g1|M1(), and the nodal set of any
eigenfunction ϕl of the Laplace-Beltrami operator on (M1#M2, g) lies completely inside M1 for
all  < c(m) and l ≤ m, where c(m) is a positive constant dependent only on m and the geometry
of (M1, g1).
Remark 2.2. It will be clear from the proof that once m > m0 (where m0 is a large enough
constant depending on the geometry of (M1, g1)), the allowable perturbations must be be below
the length scale  .(M1,g1) m−1/n.
One interesting corollary of Theorem 2.1 is the following:
Corollary 2.3. Given a closed surface M of genus γ ≥ 1 and a natural number m ∈ N, one
can find a metric g = g(m) on M such that there are µ(m) (respectively, ν(m)) eigenfunctions
ϕj , j ≤ m which have 2 (respectively 3) nodal domains. Here µ(m) (respectively, ν(m)) is the
number of odd (respectively, even) integers k such that k(k + 1) ≤ λm(S2, ground).
We remark that Corollary 2.3 gives an extension of the Main Theorem of [K] (see p 2405 and
Problem 1.2 of [K]).
Our proof can also be mimicked to cover other analogous cases. For example, consider two
Euclidean domains Ω1,Ω2 ⊂ Rn with smooth boundary. Now, form a new Euclidean domain
(denoted by Ω) in the following way: take two points xj ∈ ∂Ωj , cut out balls B(xj , ) of
small enough radius (below the injectivity radius), and identify Ω1() := Ω1 \ B(x1, ) and
Ω2(1) = Ω2 \B(x2, 1) (it is assumed, if necessary after scaling, that B(x2, 1) is diffeomorphic to
B(0, 1) ⊂ Rn) with the attaching map
φ : ∂B(x1, )→ ∂B(x2, 1), x 7→ x/,
which is an orientation reversing homeomorphism. Also define the Euclidean metrics g˜ and g in
the obvious way. Our findings will also extend to this setting when one considers the Laplacian
with Dirichlet boundary conditions. In particular, this shows that conclusions like Theorem 1.1
of [M] also hold true under certain non-convex perturbations (see Corollaries 4.1 and 4.2 below).
As another example of an application: [J] proves that the diameter of the nodal set of the second
Dirichlet eigenfunction of a convex planar domain Ω is ≤ Cinradius Ω, where C is an absolute
constant. The methods of the proof also illustrates that this nodal line lies near the middle of R,
where R ⊂ Ω is an inscribed rectangle with the least Dirichlet eigenvalue λ1(R). Our methods
will also extend such results to domains with small enough non-convex perturbations. Lastly, a
further modification of the above arguments would also give a perturbed version of Corollary 2.2
of [Fr].
3. Proof of Theorem 2.1
3.1. Preliminary results. Before beginning with the proof proper, we outline some prelimi-
naries needed for the proof.
In Theorem 1.1 of [T], it is shown that:
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Theorem 3.1 (Takahashi). For all k = 0, 1, · · · , we have
lim
→0
λk(M, g) = λk(M1, g1). (3.1)
We also introduce the following notation: let f k denote the kth Laplace eigenfunction of M
and fk denote the kth Laplace eigenfunction of M1. With that in place, we quote the following
result, which is a combination of Theorem 3.4 and Corollary 3.5 of [K] (see also [BU]).
Theorem 3.2 (Komendarczyk). For each k, we have the following C∞−convergence of eigen-
functions f k ∈ C∞(M):
lim
→0
f k = fk on compact subsets of M1 \ {x1} (3.2)
where all the eigenfunctions involved are L2-normalized,
‖f k‖L2(M) = ‖fk‖L2(M1) = 1.
It should be noted that [K] proves Theorem 3.2 assuming that the Laplace spectrum of M1 is
simple, which is a generic condition. However, a close inspection of the proof in [K] together with
the ideas in the proof of Theorem 1.1 of [T] reveals that Komerdarczyk’s result will continue to
hold even when the Laplace spectrum of M1 is not simple.
Observe that it is well-known that C∞-convergence of eigenfunctions is not strong enough
to give convergence of nodal sets in the Hausdorff sense (or any other appropriate sense). The
problem is, in the limit the nodal set can become topologically non-generic (for example, devel-
oping a node). As a trivial example, consider the functions x2y2 + 2, which converge to x2y2
and develop a non-trivial nodal set in the limit.
We also state the following well-known property of nodal sets, but we also include a proof for
the sake of completeness.
Proposition 3.3. If ϕ satisfies −∆ϕ = λϕ on a compact manifold (with or without boundary)
M , then the nodal set Nϕ is asymptotically wavelength dense. More formally, there exists a
positive constant C = C(M, g) and λ0 = λ0(M, g) such that any ball B(x,Cλ−1/2) intersects Nϕ
for all λ ≥ λ0.
Proof. Observe that u(t, x) := e
√
λtϕ(x) is a harmonic function in [−1, 1] ×M . If there is a
ball B(y,R) ⊂ M where ϕ does not vanish, by Harnack inequality, there exists a constant
C := C(R,M, g) such that u(t1, x) ≤ Cu(t2, z) for all (t1, x), (t2, z) ∈ [−1, 1] × B(y,R). Since
u(t, x)/u(−t, x) = e2
√
λt, choose t = λ−1/2 logC1, such that C21 > C2. This violates the previous
assumption, and shows that B(y, Cλ−1/2) contains a nodal point. 
Before we begin the proof of Theorem 2.1, we first comment that though Takahashi proves
Theorem 3.1 for closed manifolds, it can be checked such a result is also true for compact
Euclidean domains with smooth boundary, with only the obvious modifications in the proof.
The same remark applies to Theorem 3.2. In other words, consider an Euclidean domain Ω
which is formed by taking the “connected sum” of Ωj , as described below Remark 2.2. Then, the
following variant of Theorems 3.1 and 3.2 is true.
Theorem 3.4. For all k = 0, 1, · · · , we have
lim
→0
λk(Ω) = λk(Ω1). (3.3)
For each k, we have the following C∞−convergence of eigenfunctions f k ∈ C∞(Ω):
lim
→0
f k = fk on compact subsets of Ω1 \ {x1} (3.4)
where all the eigenfunctions involved are L2-normalized,
‖f k‖L2(Ω) = ‖fk‖L2(Ω1) = 1.
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One can check that the proofs given in [T] and [K] would work in this setting with only the
obvious modifications. We skip the details to avoid repetition.
3.2. Proof of Theorem 2.1. Given a Laplace eigenfunction fl (respectively, f l ), we use Nl(M1)
(respectively, Nl(M)) to denote the respective nodal sets (sometimes, when it is clear from the
context, we will suppress the index l with minor abuse of notation). We assume that the nodal
set N(M1) is at a geodesic distance d > 20 from the gluing ball B(x1, ) ⊂ B(x1, 0) where 20
is a positive number chosen such that it is smaller that the injectivity radius at the point x1.
The nodal sets N(M1) and N(M) can be compared only on the common subset M1(0).
What we want to prove is that for some  > 0 the nodal set N(M) belongs entirely inside the
common domain M1(0). This would give the existence of a smooth metric on M whose nodal
domain is completely contained in M1.
Given a number m, for each k ≤ m we will now choose a point x1 ∈ M1 (depending on k)
such that B(x1, 20) does not intersect the nodal set Nk(M1) for the eigenfunctions fk. We first
discuss how such an 0 can be chosen depending only on m, and in particular, independently of
k. Let Ωλl be a nodal domain of an eigenfunction ϕλl corresponding to the eigenvalue λl. Then,
for all l ∈ N, a geodesic ball of radius cλ−
n−1
4
− 1
2n
l can be completely embedded inside Ωλl , where
c is a constant dependent only on (M1, g1) (see [Ma], and further refinements in [GM,GM1]). If
the manifold has a real analytic metric or is 2-dimensional, the above estimate can be further
improved (see [G], [Ma1]). Thus, it is clear that given a natural number m, one can choose
x1 ∈M1 and 0 := 0(m) small enough such that B(x1, 30) does not intersect the nodal set for
any fl, l ≤ m.
Another remark that is of utmost importance: it is a generic condition that Laplace eigenfunc-
tions occur with multiplicity 1. In that case, everything we have said in the above paragraph goes
through. An issue appears, however, when multiple eigenfunctions exist for the same eigenvalue.
In that case, even after fixing k, it is unclear that one is able to choose a point x1 that avoids the
nodal sets of all the linear combinations of all the eigenfunctions corresponding to the eigenvalue
λk. In fact, one is inclined to speculate that when one varies across all the linear combinations,
the corresponding nodal sets might “sweep out” the whole of M2. However, even then the state-
ment of Theorem 2.1 remains true by varying the point x1 (even when k is fixed). This is because
the connected sum of two connected oriented manifolds is well-defined, independent of the choice
of the balls along whose boundary the identification is made. More formally, the definition of
the connected sum of two oriented n-manifolds M and N begins by considering two open n-balls
BM in M , BN in N , and gluing the manifolds M \ BM and N \ BN along their boundary (an
(n− 1)-sphere) by an orientation-reversing homeomorphism. The construction should depend a
priori on the choice of these balls, but it turns out that it does not. This is a deep topological
result, and we refer the reader to Theorem 5.5 of [P] for the differentiable category. This is fine
with us, as the statement of Theorem 2.1 makes no reference to the point x1.
Now the choice of B(x1, 0) seems pretty clear. Given an eigenfunction fk, choose x1 which
is located “deeply inside” some nodal domain Ωk, and choose 0 = min{.3cλ−
n−1
4
− 1
2n
m , inj(x1)}
(inj(x1) denotes the injectivity radius at x1), such that the ball B(x1, 0) is completely contained
inside the nodal domain Ωk. The connected sums we obtain by choosing x1 and 0 are all
diffeomorphic and the corresponding Riemannian manifolds obtained via the construction in
(2.1) are isometric.
We now continue our proof with the following
2Here we have used the word “sweepout” in an intuitive sense. However, for linear combinations of eigen-
functions (not necessarily for same eigenvalue), a more precise mathematical formulation exist for this intuitive
picture. See [BBH] for such a formulation.
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Lemma 3.5. Let Nk(M) and Nk(M1) denote the nodal sets corresponding to f k and fk respec-
tively. Consider a sequence of points {xi} such that for each i, xi ∈ Nk(Mi) ∩M1(0). If the
limit x of {xi} exists, then x ∈ Nk(M1).
Proof. Recall that fk and f ik are the k
th eigenfunctions of the Laplace-Beltrami operators of M1
and Mi respectively, and following further notations from [T,K], we define
f1,ik := f
i
k |M1(), f2,ik := f ik |M2().
Using Theorem 3.2, we apply the convergence
f ik |M1(0) → fk|M1(0) in C0(M1(0))
to obtain,
|fk(xi)| = |fk(xi)− f1,ik (xi)| ≤ ‖fk − f1,ik ‖C0(M1(0)) → 0 as i→∞.
Now, fk being a continuous function, xi → x implies fk(xi) → fk(x). Therefore, fk(x) = 0 i.e.
x ∈ Nk(M1). 
Now, we come to our next claim:
Lemma 3.6. The nodal sets Nk(Mi) are eventually in M1(0) i.e., we can find an index p such
that for all i > p, Nk(Mi) ⊂M1(0).
Proof. The proof will be divided into two cases:
Case I: There exists an infinite sequence of points {xi} ⊂ Nk(Mi) ∩M1(0).
Case II: For small enough i, Nk(Mi) ∩M1(0) = ∅.
We first tackle Case I.
Recall that we would like to show that Nk(Mi) ⊂M1(0) for i small enough. If not, suppose
there exists a subsequence {j} ⊂ {i} such that Nk(Mj ) * M1(0) i.e., Nk(Mj ) is contained in
both M1(0) and Mj \M1(0). It can happen in the following three ways:
(C) : The nodal set passes from M1(0) to Mj \M1(0) in a continuous path and no other
disconnected component of Nk(Mj ) is contained in Mj \M1(0) (see Figure 1).
Figure 1
(D1) : A component of the nodal set passes from M1(0) to Mj \M1(0) in a continuous path
but some other disconnected component of Nk(Mj ) is also contained in Mj \M1(0)
(see Figure 2).
Stability of nodal sets under small perturbation 7
Figure 2
(D2) : There is no continuous path as a part of the nodal set from M1(0) to Mj \M1(0) but
the nodal set of Nk(Mj ) contains at least one disconnected component in Mj \M1(0)
(see Figure 3).
Figure 3
We would like to show that as j → 0 any disconnected component of Nk(Mj ) lies inside
M1(0) i.e. cases (D1) and (D2) hold only for finitely many j’s. Note that, it is enough to show
that case (D2) holds for finitely many j’s.
If not, let there exist a subsequence {l} ⊂ {j} such that (D2) holds. Let Ω′l denote a nodal
domain completely contained in M2(l) (see Figure 3). We would like to show that λ1(Ω′l)→∞
as l→∞ i.e. as l → 0.
Note that as l → 0, from the definition of the given metric, we have that |Ω′l | → 0. Clearly,
using the definition of the given metric, every nodal domain Ω′l contained in M2(l) can be
re-scaled to Ωl (say) contained in (M2(1), g2) which gives us the equality
λ1(Ω
′
l
) =
1
2l
λ1(Ωl). (3.5)
Also, for any l, using domain monotinicity we have
λ1(Ωl) ≥ λ1(M2(1)). (3.6)
Combining (3.5) and (3.6), we have that λ1(Ω′l)→∞ as l →∞.
Note that,
λ1(Ω
′
l
) = λk(Ml). (3.7)
By Theorem 3.1, we have that as l→∞ i.e. l → 0,
λk(Ml)→ λk(M1), (3.8)
which contradicts λ1(Ω′l)→∞. So, (D2) cannot hold for infinitely many j ’s.
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From the above observation, if there exists a subsequence {j} ⊂ {i} such that for some
yj ∈ Nk(Mj ), yj /∈M1(0) then Nk(Mj ) satisfies condition (C) or (D1) except for finitely many
j’s (which can be ignored). Then for each j, we get a continuous path from xj to yj contained
in Nk(Mj ) whose one end is in M1(0) and the other end in Mj \M1(0). Then ∃ a point
zj ∈ Nk(Mj ) ∩ ∂M1(0) (see Figure 4).
Figure 4
Choosing a convergent subsequence of {zn} (and still calling it {zn} with mild abuse of nota-
tion), we find a limit z ∈ ∂M1(0), which satisfies that that z ∈ Nk(M1) (by Lemma 3.5).
This implies that the intersection Nk(M1)∩∂M1(0) is non-empty. But we have assumed that
the nodal set Nk(M1) is at a distance d from the part of the boundary ∂B(x1, 0) ofM1(0). This
contradicts the choice of 0. This shows that there cannot be any such subsequence {j} ⊂ {i}
i.e. there exists some N ∈ N such that Nk(Mi) ⊂M1(0) for all i > N .
Case II: If there is no infinite sequence of {xi} ∈ Nk(Mi)∩M1(0), then there exists a number
N ∈ N such that for any i > N , Nk(Mi) ⊂M2(). By Courant’s theorem, Nk(Mi) divides Mi
into at most k parts. Define
M+i = {x ∈Mi : f ik > 0} and M−i = {x ∈Mi : f ik < 0}.
Then Mi = M+i unionsq Nk(Mi) unionsqM−i and M1(0) ⊂ M+i or M−i for all i > N . The convergence
f ik |M1(i) := f1,ik → fk in C0(M1(0)) implies that fk has to be either non-negative or non-
positive on M1(0). But that cannot happen because Nk(M1) is contained in M1(0) (by our
assumption). So Case II can never happen. 
Lastly, to get a quantitative estimate on the order of the perturbation, we use Weyl’s law in
conjunction with Proposition 3.3. Recall that Weyl’s law states that ifM is a compact connected
oriented Riemannian manifold then
N(λ) =
|Bn|
(2pi)n
|M |λn/2 +O(λn−12 ), (3.9)
where N(λ) is the number of eigenvalues of −∆M which are less than or equal to λ, and |Bn| is
the volume of the unit n−ball B(0, 1) ⊂ Rn. We have already shown that the nodal set Nk(M)
has null intersection with M2() for small enough . However, Nk(M) is also wavelength dense
inM, which means that every point inM2() is at most at distance Cλ
−1/2
k from ∂M1(). Using
Weyl’s law, we see that  . k−1/n.
4. A few applications
4.1. Payne property. To illustrate an example, we now argue how we can get a perturbed
version of Theorem 1.1 of [M]. This will follow from an application of Lemmas 3.5 and 3.6. Let
Ω ⊂ Rn be a convex domain with smooth boundary which is perturbed to make a one-parameter
family of (not necessarily convex) domains Ω := Ω#Ω′, as explained after Corollary 2.3. We are
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interested in seeing whether the nodal set of the second Dirichlet eigenfunction for Ω intersects
∂Ω. For ease of writing, let us call this the “Payne property”.
Corollary 4.1. Suppose Ω ⊂ Rn has the Payne property. Then there exists an 0 > 0 such that
Ω has the Payne property for all  ≤ 0.
Proof. Now, by Lemma 3.6, we know that N2 is eventually inside Ω. By a straightforward topo-
logical argument, if N2 does not intersect ∂Ω, then it is an embedded hypersurface with possible
“lower dimensional” singularities. By precompactness in Hausdorff metric (see, for example The-
orem 2.2.25 of [HP]), one can extract a subsequence called Ni2 , which converges to a set X ⊂ Ω
in the Hausdorff metric. By Lemma 3.5, we already know that X ⊂ N2(Ω). It follows that for
i large enough, Ni2 is within any δ-tubular neighbourhood of N2(Ω). This means that one of
nodal domains of the second Dirichlet eigenfunction of Ω is within any δ-tubular neighbourhood
of N2(Ω) and the volume of such a tubular neighbourhood is going to 0 as δ ↘ 0. This will
contradict the Faber-Krahn inequality (or the inner radius estimate for the second nodal domain
of Ω), and imply that for large enough i, Ni2 intersects the boundary. Moreover, if N2 is a
submanifold, then using Thom’s isotopy theorem (see [AR], Section 20.2) one can conclude that
for large enough i, Ni2 is diffeomorphic to N2(Ω). This is precisely the case in dimension 2, by
Theorem 1.1 of [M]. 
In fact, as a further application of Lemma 3.5, we state the following Corollary, which com-
plements recent results (see for example, [Ki] and references therein):
Corollary 4.2. Let Ω ⊂ Rn be a domain satisfying the Payne property. Pick l points x1, x2, ..., xl
∈ Ω lying outside N2(Ω) and call Ω() = Ω\∪li=1B(xi, ). Then for  small enough, Ω() satisfies
the Payne property.
Proof. If λ2 is simple, and the capacity of the deficiency Ω \ Ω() is going to 0, we have that
λ2() ↘ λ2, and a C0 convergence of f 2 → f2 in compact subsets of Ω \ {x1, ...., xl}. A combi-
nation of Lemma 3.5 and the argument of Corollary 4.1 now gives the result.
Even if the Dirichlet Laplace spectrum of ∆ is not simple, it follows from [O,RT] that λj()→
λj , where λj() = λj(Ω()) and λj = λj(Ω). We will use this below.
To take care of the case where λ2 is repeated, we will adapt the ideas of Theorem 1.1 of
[T] for our setting. Take an orthonormal family of Dirichlet eigenfunctions f k1 , ..., f
k
d of the
Dirichlet Laplacian ∆k of Ω(k). Since ‖f kj ‖H10 (Ω) is bounded, we have a weakly-H10 convergent
subsequence (still called f kj with minor abuse of notation), such that f
k
j → fj ∈ H10 (Ω). By
compact Rellich embedding (up to a subsequence), the above convergence is strong in L2(Ω).
Let B : H10 (Ω)×H10 (Ω)→ R be the bilinear form associated to ∆, given by (for u, v ∈ C∞c (Ω))
B(u, v) :=
∫
Ω
∇u∇v.
Let ψ ∈ C∞c (Ω \ {x1, ..., xl}) be a test function, the latter set being dense in H10 (Ω). Now we
have
B(fj , ψ) =
∫
Ω
∇fj∇ψ = lim
k→∞
∫
Ω(k)
∇f kj ∇ψ = lim
k→∞
∫
Ω(k)
−∆kf kj ψ + lim
k→∞
∫
∂Ω(k)
(∂nf
k
j )ψ
= lim
k→∞
λj(k)
∫
Ω(k)
f kj ψ = λj
∫
Ω
fjψ, (4.1)
which implies that fj weakly solves the eigenequation
−∆fj = λjfj . (4.2)
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Observe that in (4.1), we have used Ozawa’s result on the convergence of eigenvalues. By standard
elliptic regularity results, fj solves (4.2) strongly, and is a C∞ Dirichlet eigenfunction of ∆. This
gives us C0-convergence in compact subsets of Ω \ {x1, ..., xl}.
We will now check that orthonormality is preserved in the limiting process. That is, if
(f ki , f
k
j ) = 0, then (fi, fj) = 0. Since the convergence f
k
j → fj is strong in L2, we have
(fi, fj) = (fi − f ki , fj − f kj ) + (f ki , fj − f kj ) + (fi, f kj ).
By Cauchy-Schwarz, the first two terms on the right are going to 0. Also,
lim
k→0
(fi, f
k
j ) = limk→0
(f ki , f
k
j ) = 0.
This gives us the proof, as we have shown that eigenfunctions are converging to eigenfunctions
in the limit, orthonormality is preserved, and lastly, every eigenfunction in the limit domain,
is the limit of some converging eigenfunction branch. For our application, we only need the
convergence result for j = 2. 
It would not be difficult to generalize our result to reasonable domains Ω() such that cap(Ω \
Ω()) ↘ 0. Observe that the counterexample to the Payne property given in [HHN] has a non-
zero capacity obstacle that is removed from the domain. It would also be interesting to vary l
depending on  in the spirit of homogenization problems, as in [RT].
4.2. Proof of Corollary 2.3. Now we give an outline of the proof of Corollary 2.3 as a straight-
forward application of Theorem 2.1. Lewy proved a very interesting lower estimate on the number
of nodal domains of spherical harmonics. The following is a combination of Theorems 1 and 2
from [L]:
Theorem 4.3 (Lewy). Let k ∈ N be odd. Then there is a spherical harmonic of degree k with
exactly two nodal domains. Let k ∈ N be even. Then there is a spherical harmonic of degree k
with exactly three nodal domains.
Note that, when a spherical harmonic has exactly two nodal domains, the nodal line is diffeo-
morphic to a circle and when a spherical harmonic has exactly three nodal domains, the nodal
line is the union of two disjoint embedded circles (see for example, Theorem 2.5(ii) of [Ch]). An
application of Theorem 2.1 together with the ideas of Corollary 4.1 now allows us to construct
such eigenfunctions with minimal nodal domains on any closed genus γ surface, which has been
recorded in Corollary 2.3. Note that, however, this metric has positive curvature for the most
part, and a small region of high negative curvature. It would be interesting to investigate whether
in addition one can force this metric to be of constant negative curvature. May be some ideas
involving geometric flows might help (for example, as in [Mu]).
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