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Introduction
Driven by potentially immense impact on the environment and energy security, electrification
of the transport sector has been rapidly accelerating in the 21th century [1]. A major issue
for hybrid and full electric cars is power supply. Battery performance greatly depends on
their basic building blocks: two active electrodes and an ion-conductive electrolyte connecting
them [2]. The electrodes differ in chemical potential enabling electricity generation when
they are externally connected, while the charge balance is kept by ion transfer through the
electrolyte, which also acts as a separator to avoid internal short-circuiting. Secondary batteries
can be recharged with applying a reverse voltage greater than the original forward voltage.
Currently dominant Li-ion batteries [3] employ Li+ transfer between the electrodes, typically
graphite and a Li transition metal complex, most often LiCoO2 [2, 4]. Their theoretical
maximum energy density is estimated to be 300–400 Wh kg−1, which would not be enough
to give electric vehicles the distance range of gasoline driven cars [3]. Achieving the necessary
energy and power density requires development of novel materials for both the active electrodes
and electrolyte [2, 5]. Lithium metal anode combined with air or sulfur cathodes seems
one of the most promising solution for the future [3, 6]. Although liquid electrolytes have
higher ionic conductivity compared to dry systems, they introduce numerous safety hazards,
especially when in contact with Li metal [7]. Consequently, solid-state electrolytes would be
preferable [8].
Alas, due to irregular metallic lithium deposition during recharge, usage of lithium metal anode
introduces an increased risk of dendrite formation, which can short-circuit the electrodes [9,
10]. A proposed solution would be to employ an electrolyte material with high elastic
modulus [7, 11]. For real-world applications the cost, availability and environmental impact
of the components must also be taken into account [2]. Thus organic polymer electrolytes
are favorable to metal-oxide electrolytes, even though the later tend to have higher elastic
modulus [7, 12]. Recently, considerable effort has been deployed into researching renewable
solid polymer electrolytes (SPE) [13], which would reduce the carbon-footprint of the battery
industry [2].
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Understanding the fundamental processes governing SPE properties could substantially
improve the development of more efficient materials [14]. While experimental methods
provide enormous amounts of information, there are aspects, which are complicated to be
analyzed with measured data alone and would greatly benefit from comprehensive theoretical
treatment [14, 15]. Modern computational resources have enabled employing theoretical
studies using numerical simulations. Investigating the molecular level structure and dynamics,
for example, merits greatly form these [16, 17]. Computational approaches also provide
tools for determining optimal nano- and microscopic geometrical compositions and predict
potentially superior materials’ formulations [18].
Even with contemporary powerful computers it is not feasible nor practical to simulate
all systems in the most fundamental theoretical framework [17]. Quantum mechanical
treatment tends to be computationally very expensive and often can’t be applied because the
representative unit of the system of interest is far to big to be tackled. Nevertheless, many fully
atomistic phenomena can be simulated using the classical molecular dynamics methodology,
which treats atoms as point masses, whose interactions are described using classical potentials,
and solves for the time evolution in the framework of Newtonian mechanics [19].
The present work focuses on a family of single-ion BAB triblock copolymer electrolytes
recently proposed by Bouchet et al [20], which are composed of poly(styrene
trifluoromethanesulphonylimide of lithium) P(STFSILi) based polyelectrolyte B-blocks and a
linear poly(ethylene oxide) PEO A-block. The material exhibited a promising combination
of conductive and mechanical properties, as well as an intriguing response to temperature
change and P(STFSILi) chain length variation. Probing this behavior on the atomistic scale
via classical molecular dynamics (MD) simulations is the main aim of the present work.
Additionally, several dihedral angle potentials, necessary for the MD force field compilation,
are calculated from density functional theory (DFT).
The thesis is structured into four parts. Chapter 1 introduces the basics of SPEs and PEO
based system specifically, presents a short selection of computational studies and gives an
overview of the BAB triblock copolymer material considered in this work. Theoretical concepts
underlaying MD and DFT are provided in chapter 2. The simulation setups and workflow are
described in chapter 3 and discussion of the results in chapter 4.
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Chapter 1
Background
1.1 Solid polymer electrolytes (SPEs)
Works by Wright and co-workers [21, 22] in 1973-75, reporting ionic conductivity in
poly(ethylene oxide) complexes with sodium salts, have been marked as the beginning of solid
polymer electrolyte (SPE) development [8]. Their usage in lithium based systems was proposed
by Armand [23] already in 1978. To this day one of the primary issues in deploying fully SPE
based batteries on an industrial scale has been too low ionic conductivity [14]. According
to Meyer [24] values higher than 10−5 S cm−1 in the temperature range of −20 ◦C to +60 ◦C
have to be achieved, while others [25, 26] find that at least 10−4 S cm−1 at room temperature is
necessary.
Salts and polymers can interact by solvation of cations, anion, or both in the polymer
matrix [27] – SPEs are essentially dry solutions of alkali metal salts in a polymer host matrix.
Usually the conduction ion is a cation e.g. Li+, as their dissolving is enabled by periodical sites
of unshared electron pairs, such as−O−,−S−,−N−,−P−, C−O and C−N [27]. Since ionic
conductivity is approximately proportional to number, charge and mobility of free ions in the
electrolyte, one is interested in maximising the degree of dissociation of Li salts [24]. This
can be achieved with salts that have low lattice energy and host polymers with high dielectric
constant [24]. Highest fraction of dissociated ions have been reported at concentrations around
[O]:[Li] = 25 [24].
The salt solvation is mostly dependant on the interaction between the cation and the polymer
host [28]. Best suited are small cations without easily polarizable valence electrons like
Li+, Na+, Mg2+. On the other hand anions, which usually are not solvable in polymers,
should preferably be large and have a delocalized charge. This increases the anion stability
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in the electrolyte as well as decreases the lattice energy of the salt, improving the degree of
dissociation. Amongst the most practical and widely studied anions are ClO–4, BPh
–
4, PF
–
6, BF
–
4,
CF3SO
–
3 and (CF3SO2)2N
–. [28]
Dissociation of salts generates both cations and anions, leading to dual ion conduction [29].
Nevertheless, only cations are changed with the electrodes. Anion conduction generates a
ion concentration gradient. This is believed to contribute greatly to the risk of lithium metal
dendrites growth, which could lead to short circuiting the electrodes [30]. Therefore, obtaining
a material with Li+ transport number – the fraction of charge carried by Li+ compared to the
whole charge transfer – as close to one as possible is desired [25, 26]. One of the possible
solutions would be to employ polymers, with ionizable groups – polyelectrolytes [31] –, that
would allow for single-ion conduction via having the anion covalently bonded to the polymer
matrix [24]. For example, P(STFSILi) has been successfully applied to increase the Li+
transport number [20, 29].
A major obstacle for implementing SPEs is finding a polymer with both high ionic
conductivity and great mechanical properties [7].A great deal of research has been dedicated
towards constructing materials with higher ionic conductivity at room temperature [28]. For
example superior conductivities, i.e. 10−2–10−4 S cm−1, have been achieved via addition of
plasticizers to the degree of generating a solid-liquid intermediate gel electrolyte [28, 32].
Unfortunately this and many other novel solutions for enhancing conductivity tend to decrease
the mechanical properties and stability of the electrolyte, especially in contact with lithium
metal electrodes [26, 28]. It is necessary consider the motivations for introducing dry solid
polymer electrolytes in the first place: mechanical, thermal and electrochemical stability,
compatibility with Li metal electrode and availability of raw materials [25, 26, 28].
1.2 Poly(ethylene oxide) (PEO)
The historically first polymer host poly(ethylene oxide) (PEO; −[CH2CH2O]n−) has become
the most frequent base for the development of new materials [28]. PEO can exist both in a
amorphous and crystalline phase. The helical crystal structure of PEO might be speculated to
work as a conduction pathway. This was disproven by Berthier et al. [33] in 1983. Employing
nuclear magnetic resonance techniques, they showed that the crystalline phase of PEO does not
partake in the ion conduction. Although, in 2001 Gadjourova et al. [34] yet again overturned
this view, by demonstrating higher conductivity for crystalline complexes LiXF6 · PEO6 (X = P,
As or Sb) than their amorphous counterparts. Nevertheless, the measured conductivities were
still much lower than achieved with amorphous polymers.
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It is now a widely held belief, that the fast ion conduction is promoted by the segmental
motion of the amorphous phase [24, 28]. Implementations of classical molecular dynamics
simulations [35] and ab initio quantum mechanical calculations [36] have suggested, that Li+
is on average complexed by four to six PEO oxygen atoms. The polymer motion induced
breaking of Li+ and PEO co-ordination bonds and formation of new ones is thought to be
behind the ion migration. In principle, Li+ jumps from one complexation site to another, either
along the polymer chain or between neighboring chain segments. However, this is only a model
description, the exact mechanism of ion transport is not yet known [28].
In order to achieve higher conductivities at ambient temperatures, research has been aimed
at materials with low glass transition temperatures Tg [24]. Poly(propylene oxide) (PPO;
−[CH(CH3)CH2O]n− ) might be viewed as valid option for this. The methyl groups, which are
arranged randomly, prevent the polymer from forming a crystalline structure [28]. Alas these
methyl groups also impede the segmental motion of the polymer as well as the cation solvation.
Consequently, PEO is more commonly used.
A successful method for suppressing the crystallization in PEO has been the introduction of
random copolymers [28]. Specifically random insertion of either methylene oxide (−CH2O−)
or dimethyl siloxy (−Si(CH3)2O−) groups into the PEO chain prevents the helical crystal
structure formation. Also crafting low molecular weight polyether side chains to the polymer
backbone can enhance the conductivity or mechanical strength, although usually when one
is improved the other is degraded. Alternatively, using block copolymer structures allows to
combine polymers with good conductivity to those with great mechanical strength. [28]
1.3 Computer simulations of polymer electrolytes
Modern high performance computational capabilities provide an extremely useful tool for
investigating the atomistic level phenomena in polymer electrolytes. For example molecular
dynamics simulations have given insight into the specific conduction mechanisms of Li+ in
both amorphous [35] and crystalline [37] PEO. For both the Li+ is essentially jumping between
different complexation sites. While in the amorphous phase, the driving mechanism is related
to the chain motion, in crystalline phase, structural perturbations and interactions with the anion
seem to be the case.
Quantum mechanical methods can be implemented to more accurately probe PEO–Li+
interaction. Based on small model systems [36], Li+ has been reported to coordinate to 4–6
oxygens, with a average distance around 2 Å. An other application of quantum mechanical
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calculations is to develop a set of interaction potentials, also called the force field, for use in
classical molecular dynamics simulations [38–41]. For example, the force field generated for
PEO by Neyertz et al. [41] replicated the X-ray diffraction data for PEO crystalline structure
and has been extensively used afterwards [37, 42–44].
Recently the P(STFSI)/PEO [29] blend, a polymer system very similar to the one simulated in
the present work, has been modeled by Brandell et al [44]. These simulations indicated that
the composed force field produced realistic diffusion coefficients in the order of 10−13 m2 s−1,
which are comparable to experimental results [45]. However, the coordination of Li+ to PEO
oxygen was found to be 6 − 7, which is higher than the expected values of 4 − 6 [35, 36].
Whether this is a feature of the force field or the specific material remains unknown.
1.4 P(STFSILi)-PEO-P(STFSILi)
Bouchet et al. [20] have recently reported synthesizing a family of single-ion BAB copolymer
electrolytes with empirical formula P(STFSILi)p−PEOn−P(STFSILi)p, Fig. 1.1 illustrates the
corresponding repetitive units. Their conductive properties indicate some interesting trends
with temperature and P(STFSILi) chain length variation. The present work aims at further
studying of these relations via implementations of computer simulations. Table 1.1 describes
the different chain lengths considered by Bouchet et al. [20] and the corresponding systems
investigated in the present work.
At temperatures above 55 ◦C polymers BAB11 and BAB15 (see table 1.1) demonstrated the
highest experimentally found conductive properties followed by BAB24, BAB06 and BAB41.
Steady exponential decrease of conductivity with temperature was reported for all chain
lengths, until the three shorter developed a steep drop of 1–2 of order of magnitude at 60 ◦C for
BAB06 and 55 ◦C for BAB11 and BAB15. The larger polymers, on the other hand continued
their steady descend. Figure 2 of the experimental paper [20] better illustrates this behavior.
Some rather promising properties is produced by the poly(styrene
trifluoromethanesulphonylimide of lithium) based B-block acting both as a Li+ salt and
a plasticizer. First, the combination of the delocalized charge of the TFSI– anion and the
polyelectrolyte nature of the B-block rises Li+ transport number above 0.85. Single-ion
conductivity of 1.3 · 10−5 S cm−1 reported at 60 ◦C is also quite satisfactory. Additionally, the
polymer has a electrochemical stability window up to 5 V compared to Li/Li+. The reported
stress-strain tests at 40 ◦C show approximately an order of magnitude higher Young’s modulus
than a similar system of PS−PEO−PS doped with TFSILi. It is proposed that this could be
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due to strong ionic crosslinking between the PEO and P(STFSILi), which might increase the
durability of future battery systems. [20]
Experimental
Name M(PEO) g mol−1 M(P(STFSILi)) g mol−1 Wt% of P(STFSILi) [EO]:[Li]
BAB06 2× 1850 9.5 69
BAB11 2× 3600 17 36
BAB15 35000 2× 4750 21.4 27
BAB24 2× 7800 31 16
BAB41 2× 13200 43 10
Simulations
Name n p Wt% of P(STFSILi) [EO]:[Li]
BAB06 5.76 ≈ 6 9.9 66.3
BAB11 11.2 ≈ 11 16.8 36.2
BAB15 795.5 ≈ 796 14.8 ≈ 15 21.5 26.5
BAB24 24.3 ≈ 24 30.5 16.6
BAB41 41.12 ≈ 41 42.9 9.7
Table 1.1: Descripton of the different chain lengths for P(STFSILi)p−PEOn−P(STFSILi)p in
both experimental work done by Bouchet et al. [20] and for simulations done in this work. Wt%
denotes mass fraction, n and p the lengths of the corresponding chain segments and [EO]:[Li]
the PEO oxygen to Li ratio in the polymer.
(a) P(STFSILi) (b) PEO
Figure 1.1: Corresponding repetitive units with atom labels used in the present thesis
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Chapter 2
Computer simulations: theoretical
background
The vibrational kinetic energy of nuclei is roughly two orders of magnitude smaller, but
their mass much greater, than those of the electrons. Consequently it is justified to use the
Born-Oppenheimer approximation of separating the Schrödinger equation into electronic and
nuclear parts, such that the electronic wave function depends only on the position of the
nuclei, but not their velocities, and its solution determines the potential energy for the nuclear
Schrödinger equation. Furthermore, in most cases the nuclei are heavy enough to be reasonably
modeled as classical particles moving on the potential energy surface (PES), defined by the
solution to the electronic Schrödinger equation. This is the underlying foundation of atomistic
simulations. [46]
Many techniques have been formulated for describing the PES. Choosing the best fitted method
depends on the nature of the problem at hand, necessary accuracy and available computational
resources. Arguably the most obvious way to find the PES would be solving the electronic
Schrödinger equation. For this end, a variety of approaches have been developed, such as
Hartree-Fock, many-body perturbation and density functional theory to name a few. These
tend to be computationally very demanding and often only simulations with up to several
hundred atoms are feasible. For larger systems, phenomena that are not dominated by quantum
effects can be investigated with so-called force field methods: molecular mechanics (MM) and
molecular dynamics (MD). [46]
The polymer electrolyte systems, considered in the present work, consist of several thousand
atoms. Therefore being too big to tackle with quantum mechanical methods, rather the MD
technique was chosen, as it has previously [37, 42–44] been successfully employed for studying
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Li+ conduction mechanisms. Most of the force field for describing the PES could be combined
from published works [39, 41, 44, 47–51], while the missing components where calculated
using density functional theory (DFT). In the following chapter an overview of the physical
concepts, underlying MD and DFT, are presented. The theory presented in this chapter is
primarily based of textbooks [19, 46] for quantum mechanical methods and [19, 52, 53] for
force field methods. Unless any other specific reference is given, these should be considered as
referenced throughout the corresponding parts of the following chapter.
2.1 Quantum mechanical methods
2.1.1 Molecular orbitals and basis sets
In order to make the calculations more feasible the electronic wave function Ψ is approximated
as a superposition of one-electron wave functions ψ – so called orbitals. For single atoms
and molecular systems these are called atomic and molecular orbitals, respectively. In
non-relativistic framework the electron spin must be introduced ad hoc. This divides each
molecular orbital into two spin-orbitals χ1,2. The antisymmetry of Ψ is ensured by calculating
it as an Slater determinant
Ψ =
1√
N
∣∣∣∣∣∣∣∣∣∣
χ1(1) χ2(1) · · · χN(1)
χ1(2) χ2(2) · · · χN(2)
...
... . . .
...
χ1(N) χ2(N) · · · χN(N)
∣∣∣∣∣∣∣∣∣∣
, (2.1)
where N is the number of electrons in the system. The first row corresponds to assigning the
”first” electron to all of the spin-orbitals, the second to assigning the ”second” electron to all of
the spin-orbitals etc.
As the form of the molecular orbitals are unknown, they are further approximated by a linear
combination of finite number of known functions called the basis set. Obviously the choice of
the basis set plays a significant role in calculations quality. The primary considerations when
picking a basis set are: (a) their shape should be able to describe the physics involved; (b) they
should minimize the computational effort. Plain waves based sets are rather customary when
dealing with periodic systems, like crystals. For isolated molecules common implementations
are inspired by the analytical solutions to the hydrogen atom – thus they are often called atomic
orbitals. Considering the hydrogen atom, it would be ideal to use functions with an analytical
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form of
χζ,n,l,m (r,Θ, φ) = NYl,m (Θ, φ) r
n−1e−ζr, (2.2)
where N is the normalization constant and Yl,m (Θ, φ) is the spherical harmonic. These
are called Slater type basis functions. Due to computational considerations they are often
approximated with Gaussian type functions
χζ,n,l,m (r,Θ, φ) = NYl,m (Θ, φ) r
2n−2−le−ζr
2
. (2.3)
While increasing the size of the basis set improves the quality of the calculations, it
considerably rises the computational resources needed as well. Choosing an optimal number
of basis functions is of substantial relevance. Minimal basis set for describing an atom has
as many functions as there are electrons in the atom. A significant improvement is gained by
doubling the minimum basis. Such sets are named double-dzeeta or DZ basis sets, after the
commonly used ζ in the exponent in (2.2) and (2.3). Triple-dzeeta basis sets are also frequently
used. As most phenomena of interest are essentially dictated by the valence electrons, so-called
split valence basis sets are used. In these only the valence electrons are described by double
(DZ) or triple number (TZ) of minimal basis sets. Furthermore, basis functions describing the
core electrons are often contracted, i.e. full basis set is combined into a smaller one by fixed
linear combinations. This results in remarkable rise in computational efficiency via a small loss
of accuracy.
The quality of the basis set can be enhanced by introducing polarization and/or diffuse functions
to generate more ”realistically shaped orbitals”. Polarization is achieved by functions with
higher orbital quantum number. For example s-orbitals can be polarized with addition of
functions describing p-orbitals, while p-orbitals can be polarized with functions describing
d-orbitals. As Gaussian basis functions degrade very fast with the growth of the radial
coordinate, diffuse functions – functions with low maximum and gentle decline – help better
represent loose electrons, that are far from the nuclei. Addition of polarization and diffuse
functions are denoted with ”∗” or ”(d, p)” and ”+” or ”aug” respectively.
2.1.2 Density functional theory (DFT)
DFT is based on the two Hohenberg-Kohn theorems [54]. The first of which shows that the
ground state properties of electronic systems can be derived from the electron density and the
second defines the energy functional of the system and proves that the ground state electron
density minimizes it. Effectively reducing a problem with 3N spatial coordinates to a 3 spatial
13
coordinates problem. Assuming the exact form of the energy functional is known – which it is
not. Nevertheless employing a set of approximations DFT has become one of the most popular
computational methods in solid state physics and quantum chemistry [55].
In Born-Oppenheimer approximation, where interaction between the nuclei can be ignored, the
energy functional can be divided into three parts: (a) kinetic energy T [ρ], (b) attraction between
nuclei and electrons Ene[ρ] and (c) electron-electron repulsion Eee[ρ]. The last can yet again
be separated into Coulumb J [ρ] and exchange K[ρ] parts
EDFT [ρ] = T [ρ] + Ene [ρ] + J [ρ] +K [ρ] . (2.4)
J [ρ] and Ene[ρ] can be expressed analogously to their classical counterparts, but the analytical
form of Eee[ρ] and K[ρ] are unknown. This was overcome by Kohn and Sham [56] with the
reintroduction of basis functions, which allowed expressing the kinetic energy
T [ρ] = TS[ρ] + T∆[ρ], (2.5)
where the bulk part of the kinetic energy TS[ρ] can be calculated analytical from the exact Slater
determinant and T∆[ρ] is a small correction functional. Thus the whole energy can be expressed
as
EDFT [ρ] = TS [ρ] + Ene [ρ] + J [ρ] +K [ρ] + T∆[ρ]︸ ︷︷ ︸
EXC [ρ]
. (2.6)
Several estimations have been proposed for the exchange-correlation term EXC [ρ]. These can
roughly be divided into three groups: local density approximation (LDA), generalized gradient
approximation (GGA) and hybrid functionals. In the framework of LDA the electron density is
considered to have a slow spatial change, so that it can be estimated to be locally constant, while
the GGA approach characterizes it with both a local value and a gradient. Hybrid functionals on
the other hand consist of linear combinations of the exact exchange energy in the Hartree-Fock
framework1 and energies found from different LDA and GGA functionals.
The reintroduction of basis functions means that the practical DFT methods applied nowadays
are not anymore dependent only of three spatial coordinates, but also of the basis set.
Thus accuracy of the calculations are determined by both the choice of basis set and the
approximation for the exchange-correlation term EXC [ρ]. Nevertheless DFT methods tend to
provide rather reasonable results with comparatively cheap computational costs, making them
1This arises a legitimate question: why not calculate the whole exchange energy from Hartree-Fock theory?
Explanation is given by the fact, that both exchange and correlation energies have slightly differently meanings in
the Hartree-Fock and DFT theories, thus direct substitution of Hartree-Fock exchange energy into the DFT energy
functional would not give the desired results.
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one of the most widely used computational methods in atomistic scale simulations [55].
2.2 Force field methods
2.2.1 Internal coordinates
For the sake of human readability a basis set defined by the local geometry is introduced when
describing systems at atomistic scale. In crystalline systems the primitive vectors of the Bravais
lattice are used. Considering molecular structures the so-called internal coordinates – bond
length, valence angle and dihedral angle – are commonly applied. The first two are rather self
explanatory. Bond length is defined by to covalently bonded atoms and the valence angle by
three sequentially bonded atoms. Dihedral angle – also known as torsion angle – on the other
hand is constructed using four atoms, such that when looking in the direction define by the
middle atoms, the angle Φ forms between the two outer atoms. Fig. 2.1 illustrates the internal
coordinates.
(a) Bond length rij (b) Valence angle θ
(c)
(d) Dihedral angle Φ
Figure 2.1: Internal coordinates [57]
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2.2.2 The force fields
Force field methods rely on the assumption that the potential energy surface determined by the
electronic Schrödinger equation can be sufficiently approximated via combinations of classical
potentials2 as functions of the positions of nuclei. A full set of these potentials for a specific
system is called the ”force field” (FF). The exact form of the FF depends on the nature of
the system being simulated. For molecular system, such as investigated in the present theses,
it is common to tie the FF with the internal degrees of freedom represented by the internal
coordinates
UFF = Ubond_stretch + Uangle_bend + Udihedral_rotation︸ ︷︷ ︸
∆E associated with change of internal coordinates
+UV DW + UCoulomb︸ ︷︷ ︸
van der Waals and
Coulomb interactions
+ . . . . (2.7)
In addition to the components shown in (2.7) extra terms can be added to fine-tune the FF
for some specific purpose. In simulations conducted in this thesis only the five primary terms
shown above are used. These potentials can be determined by fitting either experimental or
quantum mechanical calculation results to some analytical function. Bond and valence angle
potentials are usually described as harmonic oscillators, giving a rather good approximation in
the vicinity of energy minimum. As the dihedral angle potentials should be invariant to full
rotations, these are most often represented as combinations of periodic functions. The most
common forms for Van der Waals interactions are the Lennard-Jones (2.8) and Morse (2.9)
potential, where r0.  and σ are considered fitted parameters in the MD framework. Coulomb
interaction is in its usual form and the atomic charges are calculated from quantum mechanical
methods.
ULJ(r) = 
[(r0
r
)12
− 2
(r0
r
)6]
(2.8)
UMorse(r) = 
[(
1− e− r−r0σ
)2
− 1
]
(2.9)
Both van der Waals and Coulomb interactions are taken as long-range interaction, which are
only calculated between atoms that are not connected via bond, angle or dihedral potentials,
because their effect has already been included in the potentials for internal coordinates.
2In MD literature ”potential” is usually meant as exactly synonymous to potential energy. Throughout this
thesis the same approach is applied.
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2.2.3 Classical molecular dynamics (MD)
In MD simulations the time evolution of atomistic systems in a potentials defined by a force
field are calculated by integrating the Newtonian equations of motion (2.10) over discrete time
intervals ∆t. As a result, the trajectories for whole systems are produced via periodic printing
of the current positions of atoms over a fixed time period. Relying on the ergodic hypothesis,
the physical observables are evaluated by averaging over time, ensemble or both, dependent on
the nature of the phenomena. In this context an ensemble is meant as a set of atoms similar in
regards to the quantity calculated.
mi
d
dt
~ri (t) = ~Fi (~ri (t)) = ∇UFFi (~r (t)) , i = 1 . . . N (2.10)
Considering statistical mechanics, ensembles are also meant as more generally representing the
whole system and its’ parameters. The microcanonical ensemble for example, is a fixed set of
particles with a controlled volume and total energy, thus being abbreviated NVE. Temperatures
are experimentally much easier to maintain than energies. Thus implementing the canonical
ensemble NVT is more frequent. Additionally, constraining the volume is often impossible or
dangerous, and a more sensible solution would be to apply constant pressure. Therefore, it is
most common to replicate the experimental environment with the isothermal-isobaric ensemble
NPT.
Control over temperature and pressure is retained using some specific thermostat or barostat
algorithm correspondingly. The conceptual idea is to introduce some fictitious environmental
forces, such that the analytic formation of NVT and NPT distribution functions would be
reproduced as best as possible. Constant volumes can be maintained by implementing a
simulation box with specific geometry and boundary conditions. Periodic boundaries are
one of the most common, as they allow to avoid unwanted surface phenomena and model
bulk materials. As long-range interactions have a sharp distance dependence, it’s reasonable
to calculated them only within a defined cutoff radius. Especially when applying periodic
boundaries, where a cut-off less than half of the smallest box dimension is required to avoid
infinite loops.
Describing the time evolution implies usage of a numeric integrator. Naturally, only algorithms
introducing small fluctuations around the exact, rather that drifting of results, are suitable.
Ensuing from physical considerations additional symmetry properties are demanded. As the
Newtonian equations of motion are time-reversible, so should the integrator be. Liouville’s
theorem must be applicable – the integrator has to conserve phase space volume. Furthermore,
symplecticity i required. The last is essentially a generalization of the Liouville’s theorem:
17
phase space volumes enclosed by areas defined by pairs of canonical variables, have to be
conserved. The Verlet type integrators are an example of satisfying all of these.
In the present work the leapfrog Verlet [57] algorithm is used. The name stems from the fact,
that velocities ~v half a time-step 1
2
∆t out of phase with the positions ~r and forces ~F are used.
The essential scheme is:
1. a ”leap” is made for the velocities, using forces half a time-step in advance
~v
(
t− 1
2
∆t
)
+ ∆t
~F (~r(t))
m
= ~v
(
t+
1
2
∆t
)
(2.11)
2. using the new velocities a ”leap” is made for the positions
~r (t) + ∆t~v
(
t+
1
2
∆t
)
= ~r (t+ ∆t) . (2.12)
This is continued until reaching a predefined end condition, usually in the form of maximum
number on time-steps. Physical observable, which require the usage of velocities and positions
at the same time, are calculated by
~v (t) =
~v
(
t− 1
2
∆t
)
+ ~v
(
t+ 1
2
∆t
)
2
. (2.13)
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Chapter 3
Simulations and analysis
3.1 Force field
Eq. (3.1) shows the basic force field structure used. Systems containing PEO, P(STFSILi) or
both have been previously simulated using MD [39, 41, 44]. Therefore most of the force field
was combined from published [39, 41, 44, 47–51] articles. Additionally, density functional
theory calculations of ten dihedral angle potentials for PEO and P(STFSILi) connection sites
were carried out in the present work. Details for force field parameters not calculated in this
theses can be found from [44].
UFF = Ubond_stretch + Uangle_bend + Udihedral_rotation + UV DW + UCoulumb (3.1)
It is also noteworthy the Li+ was described only with Coulomb and van der Waals interaction,
thus making dissociation possible in the force field framework.
3.1.1 Dihedral potential calculations
For consistency considerations the same level of theory – hybrid functional B3LYP [58]
with split valence basis set 6-31+G(d,p) – was used as in [44] for P(STFSILi) force field
development. Calculations were preformed with Gaussian 03 [59] software. In order to keep
in the limit of accessible computational resources, the smallest possible representative systems
were chosen. As the PEO repetitive unit (see Fig. 1.1b) is not symmetric, the connection sites
on both sides differed by two−CH2− units. Fig. 3.1a highlights dihedral angles calculated on
side A and Fig. 3.1b to 3.1d highlights those calculated for side B. First, both of the geometries
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(a) Side A: OPO–CPE–CPEC–X
X = CA0, CPE, HPE
(b) Side B: CPO–CPE–CPEC–X
X = CA0, CPE, HPE
(c) Side B: X–CPO–CPE–CPEC
X = CPO, HPO
(d) Side B: X–CPO–CPO–CPE
X = OPO, HPO
Figure 3.1: The dihedral angles for which potentials were calculate
(side A and B) were optimized. Followed by scanning the PES with 2.5◦ dihedral angles steps,
while holding the rest of the geometry fixed. As expected, the resulting potential energy plots
were periodic over 360◦ and angles which shared two middle atoms only differed from each
other by a phase difference. The potentials were fitted against Fourier series up to the eighth
term
U(θ) = A0 +
7∑
n=1
An cos (nθ − φn) . (3.2)
A sample of the results is provided on Fig. 3.2, full set of the dihedral angle potentials developed
is found with in appendix A.
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Figure 3.2: A sample of dihedral angle potential: X–CPE–CPEC–Y
3.2 Initial configurations
Five structures with the empirical formula P(STFSILi)p−PEOn−P(STFSILi)p were generated.
Corresponding to the polymers synthesized by Bouchet et al. [20] the length of the
PEO chain was always n = 796, while the P(STFSILi) chains variated such that p =
{6, 11, 15, 24, 41}. Table 1.1 lists the simulated and corresponding experimental polymers and
Fig. 1.1 illustrates their repetitive units. The equilibrium bond length, valence and dihedral
angle values were determined by the force field. To replicate an amorphous PEO chain the
OPO−CPO−CPO−OPO and CPO−CPO−OPO−CPO (see Fig. 1.1b) dihedral angels were
randomly generated using a locally developed Monte Carlo software mcgen [60]. For all chain
lengths twelve single molecule systems were generated with different random seeds. From
these the one with the lowest energy was chosen for all p = {6, 11, 15, 24, 41}. Reproduction
of bulk environment was implemented via the periodic boundary conditions. As an example,
Fig. 3.3 visualizes the BAB24 initial structure generated with mcgen and how it is packed into
the simulation box.
3.3 MD simulations
The DL_POLY_2 [61, 62] software was used for all MD simulations. Integration was
implemented with the leapfrog Verlet [57] method with a 0.5 fs time-step. Sampling was
made every 0.5 ps (every 1000 time-step). Periodic boundary condition were applied in all
three dimensions of the cubic simulation box. To ease the initial configuration generation, the
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starting volumes were defined significantly larger than the experimental PEO density would
suggest, ranging from 603 to 753 Å3. During annealing these shrank down to 383–423 Å3.
Nosé-Hoover [63] thermostat was used for NVT and the Melchionna [64] algorithm of
combining the Nosé-Hoover thermostat with a barostat for NPT [57]. The corresponding
relaxation times for the termostat and the barostat were 0.1 and 0.3 ps.
First, all systems were equilibrated for 2.5 ns with NVT ensemble at 293 K to get rid of
possible tensions. Next, adequately uniform polymer distribution was ensured by fast simulated
annealing:
1. stepwise heating with 10 ps NPT runs and 100 K steps from 400 up to 900 K
2. 100 ps relaxation at 1000 K
3. stepwise cooling with 25 ps runs and 100 K steps from 900 back down to 400 K
The relaxation procedure and periodic boundary conditions are illustrated in Fig. 3.3. Finally,
the polymers were allowed to evolve in local equilibrium with NPT ensemble for 10 ns at eight
temperatures form 293 to 363 K with 10 K step. This last simulation step was sampled for
analyzes.
3.4 Analysis methods
3.4.1 Dynamics
System dynamics can be analyzed by the mean square displacement (MSD) calculated as a
function of time
MSD(t) =
〈
[∆~r(t)]2
〉
=
〈
[~r(t)− ~r(0)]2〉 (3.3)
where ~r(t) is the position vector of a given atom. The averaging is done over time and atom
type. From the MSD the self-diffusion coefficient (SDC) D(t) can be expressed
D(t) =
1
2n
lim
t→∞
MSD(t)
t
, (3.4)
where n is the dimension of the observed space. In this work a three dimensional (n = 3) case
was studied. Although simulations are always conducted in finite timescales, it is common [35,
44, 65] to use Eq. (3.4) to evaluate the relative diffusive properties. Li+ self-diffusion can be
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(a) Initial structure
(b) Initial in box
70× 70× 70 Å3
(c) After NVT
70× 70× 70 Å3
(d) After annealing
40× 40× 40 Å3
Figure 3.3: structure of BAB24 generated with mcgen (a) and during phases of the relaxation
procedure (b),(c),(d); PEO – red and black, P(STFSI–) – blue, Li+ – yellow
taken as a measure of the polymer conductivity [65] using the Nernst-Einstein equation
Λ =
αNe2 (D+ +D−)
V kbT
, (3.5)
where N is the total number of ions in the simulation box, e the elementary charge, α the
degree of uncorrelated ion motion typically measured as the ratio of total charge transport
to the diffusive charge transport, V the simulation box volume, kb the Boltzman constant, T
temperature and D+/− cation and anion SDC correspondingly.
The MSD(t) plots are in a good approximation linear, thus the SDC is essentially an evaluation
of MSD(t) slopes. Therefore, it is convenient to ignore, that ”diffusion” of a polymer chain
inside itself is a dubious concept, and use ”SDC” to evaluate and compare the thermal motion
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of different parts of the polymer.
3.4.2 Structure
Structural properties can be analyzed by calculating the radial distribution function (RDF)
g(r)AB = 4pir
2ρ(r)ABdr, (3.6)
where ρAB(r) is the number density ofB-type atoms in the distance r fromA-type atoms. RDF
gives the probability of finding an B-type atom in the distance r from an A-type atom. The
values are averaged over time and the ensemble of AB pairs. Integrating g(r)AB over r gives
the coordination number function (CN) for the pair AB. This shows how many B-type atoms
neighbor the A-type atom on average.
The radius of gyration Rg describes the dimensions of the polymer chain:
Rg =
√√√√ 1
N
N∑
k=1
(~rk − ~r0)2, (3.7)
where ~rk is the position of kth atom and ~r0 the position of the central monomer of the chain.
When calculating the radius of gyration, the molecule is unpacked from the periodic boundary
box. Additionally the mass density of the simulation box can be calculated to evaluate the free
space in the system.
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Chapter 4
Results and discussion
Considering the structural properties of the simulated polymers, it is evident from the radial
distribution functions (RDF), that Li+ is fully dissolved by the PEO matrix. Both in NVT and
NPT runs Li+–OPEO RDF has a sharp peak at 1.9 . . . 2.0 Å. This is in good correspondence with
previous studies [36]. In the production runs, Li+ gives significant RDF peaks only with PEO
oxygen. The P(STFSILi) oxygens also indicate considerable RDF peaks with Li+ in the initial
NVT relaxation runs, however these are 2–6 times smaller than those with OPEO. Both RDFs
and coordination numbers (CN) are effectively constant over the simulated temperature range.
Characteristic results are presented in Fig. 4.1.
Figure 4.1: Li+ – OPEO RDF and CN at 293 K (NPT)
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Li+ is coordinates to 6–7 PEO oxygen atoms (Fig. 4.1), as was also shown in a previous
study of similar systems using the force field [44]. This varies from the commonly accepted
5–6 [36]. Thus, conclusions about the specific mechanisms of ion conduction should not be
made from these simulations. Nevertheless, as the main concepts of Li+ being coordinated
with PEO oxygens and conducted via the PEO chain motion are reflected reliably, qualitative
description of both temperature and chain length dependencies can still be considered valid. A
characteristic Li+–PEO interaction for the three shorter P(STFSILi) chain lengths is shown in
Fig. 4.2. The irregular values of distances between Li+ and O indicate a dynamic situation.
Figure 4.2: A typical example of Li+ coordinated to PEO oxygens
Li+ – yellow, O – red, C – grey
The self-diffusion coefficients (SDC) for Li+ and PEO oxygen can be seen in Fig. 4.3. Different
columns correspond to different chain lengths and colors to temperatures. The dotted lines are
meant only as guidelines for the eyes. There is clearly an observable change of temperature
sensitivity accompanying the chain length variation. Polymers with lower [Li+]:[O] ratio show
a much faster growth of SDC with temperature rising. For the two largest polymers, BAB24
and BAB41, the SDC varies little with temperature change. Also it is evident, that larger
polymers have a significantly lower SDC. In principle, the SDC follows an exponential-like
curve. Edman et al. [45] have experimentally shown this trend also to apply for a similar
system of PEO doped with LiN(SO2CF3)2 salts.
The disorder in SDC temperature and P(STFSILi) chain length dependences can be explained
by the Li+ or the polymer chain itself being geometrically locked between the polymer
segments. Due to the more rigid structure of P(STFSILi), it is more prone to such trapping
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(a) PEO oxygen
(b) Li+
Figure 4.3: SDC of PEO oxygen and Li+
(Fig. 4.4). Unfortunately due to computational limitations, the sample size is not large enough
to average this out. Also it can be seen, that for both PEO and Li+ there is an abnormal SDC rise
at 353 K. This is further illustrated by Fig. 4.4, which shows the SDC for the terminal and chain
carbons of P(STFSILi). The phenomena is especially strong for the chain carbons of BAB06
and BAB11. The experimental differential scanning calorimetry [20] thermograms indicate
that polymers with shorter P(STFSILi) chains have melting temperatures around 40–60 ◦C.
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(a) CT
(b) CPEC
Figure 4.4: SDC of P(STFISILi) terminal (CT) and chain (CPEC) carbons
Therefore, the anomalous behavior at 353 K could be a reflection of the melting, with a wrong
temperature due to the incapability of the force field to replicate phase transition reliably.
As demonstrated in Fig. 4.4, the SDC differs quite a lot along the styrene-TFSILi block.
Expectedly the SDC increases with distance from the main polymer chain. The terminal
carbons actually show only slightly lower SDC values than Li+. On the other hand, the chain
carbons have about an order of magnitude smaller SDC. This could hint at a possible reason for
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the temperature dependence decrease with the growth of [Li+]:[O] ratios. Compared to PEO
the P(STFSILi) has a relatively rigid and large repetitive unit. Considering the small variation
in final simulation box sizes (383–423 Å3), it could be reasoned that the total volume of the
polymers was mostly defined by PEO. Due to its amorphous state, the latter could effectively
pack around the P(STFSILi), which is illustrated in Fig. 3.3. This is also supported by the
relative densities provided in Fig. 4.5. It is reasonable to propose, that the insertion of these stiff
and bulky structures introduces geometrical constraints on the PEO chain motion, impairing the
diffusion phenomena.
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Figure 4.5: Relative densities and averaged radii of gyration
Values of the radii of gyration Rg (right corner of Fig. 4.5) display a fascinating characteristic.
Changes in P(STFSILi) chain lengths hardly alter the Rg, except for a sharp jump of nearly
40% between BAB15 and BAB24. This has a few indications. First, there probably exists a
critical P(STFSILi) chain length in the range of 15–24. Secondly, the nearly constant plateaus
further support the concept of the total volume being mostly determined by PEO. Finally, a
question is risen by the lack of a corresponding jump in the densities or total volumes. This
might be a feature of the material, simulation setup or both.
Usage of periodic boundaries could possibly introduce artificial bulk conditions. Furthermore,
in the current simulations, systematic structural composition was limited to the monomer
internal geometries and sequential order. On higher levels the material was modeled as
a uniform mesh of mostly random conformations. It is highly probable that morphology
effects play a significant rôle in determining the polymer properties. But due to the lack of
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experimental specifications, the simplest case was applied in the present work. Thus guidelines
for further research are emergent: (a) probe the P(STFSILi) chain lengths in the range of
15–24, (b) check for possible methodical artefacts and (c) study effects of higher level structural
properties.
30
Summary
Industrial scale implementations of solid polymer electrolyte batteries could potentially
revolutionize the energy storage market and usher an era of electric vehicles. However, first
materials with sufficiently high ionic conductivity and mechanical strength must be developed.
Advancement could be enhance by insight into the fundamental concepts determining the
materials properties.
With this in mind, the aim of the present thesis was to probe the molecular
level phenomena in a novel family of single-ion BAB triblock copolymer electrolytes
P(STFSILi)p−PEOn−P(STFSILi)p, recently reported by Bouchet et al. [20]. Specifically the
temperature and P(STFSILi) chain length dependence was investigated by classical molecular
dynamics (MD) simulations.
Most of the force field, necessary for MD, was compiled from published works [39, 41,
44, 47–51]. Additionally, several dihedral angle potentials were calculated from density
functional theory implementing the hybrid functional B3LYP [58] with split valence basis set
6-31+G(d,p).
The self-diffusion coefficients (SDC), calculated form the mean square displacements, were
analyzed as model measures of both Li+ conductivity and the thermal motions of different
polymer parts. The SDCs demonstrated a strong exponential-like decrease with growth of the
P(STFSILi) chain length. Additionally it is observed, that polymers with higher [Li+]:[O] ratios
have a smaller SDC temperature dependence.
Relaying on the system density growth with P(STFSILi) chain length, it is proposed that
above mentioned exponential-like behavior is due to increase of geometrical constrains on PEO
motion. Furthermore, based on the step-function-like behavior of the radii of gyration, a critical
P(STFSILi) chain length value is hypothesized to be found in the range of 15–24.
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Mono-ioonse BAB-kolmikplokk kopolümeerelektrolüüdi
omaduste uurimine arvutisimulatsioonidega
Madis Ollikainen
Kokkuvõte
Tööstuslikus mastaabis rakendatava tahkispolümeeraku väljatöötamine võiks potentsiaalselt
võimaldada laialdast elektriautode kasutusele võttu. Hetkeseisuga ei leidu aga sobivat
elektrolüüdimaterjali, milles oleksid kombineeritud kõrge ioon-juhtivus ja mehaaniline
tugevus. Eksperimentaalse arendustöö kiirendamiseks oleks tarvilik laiendada teadmisi
materjalide omadusi määravatest fundamentaalsetest nähtustest.
Eelnevast lähtudes on käesolevas töös uuritud hiljuti Bouchet et al. [20] sünteesitud
mono-ioonse BAB-kolmikplokk kopolümeerelektrolüüdi P(STFSILi)p−PEOn−P(STFSILi)p
juhtivuslike omaduste sõltuvust temperatuurist ja P(STFSILi) ahela pikkusest. Töö
läbiviimiseks on valitud klassikalise molekulaardünaamilise simulatsiooni meetod, mis
võimaldab kirjeldada süsteemi atomaarsel tasandil. Aatomitevahelisi interaktsioone
kirjeldavate potentsiaalide kogum ehk jõuväli on suuremas osas kompileeritud varasemalt
publitseeritud töödest [39, 41, 44, 47–51]. Lisaks arvutati mõningaste kahetahuliste nurkade
potentsiaalid kasutasutades thedusfunktsionaali teooriat hübriidfunktsionaaliga B3LYP [58]
lõhestatud baasil 6-31+G(d,p).
Nii Li+ juhtivust kui ka polümeeriahela liikuvust saab hinnata, arvutades simulatsioonidest
aatomite enesedifusioonikoefitsendid. Viimastel esineb tugev sõltuvus [Li+]:[O] suhtest,
kahanedes eksponentsiaalselt [Li+]:[O] kasvades. Täheldatav on ka difusioonikoefitsentide
temperatuuritundlikkuse märkimisväärne alanemine [Li+]:[O] kasvades. Toetudes asjaolule,
et P(STFSILi) ahelate pikenedes süsteemi tihedus kasvas, võib teha järelduse polümeeriahela
liikuvust piiravate geomeetriliste tegurite võimendumisest [Li+]:[O] suurenedes. Seda nähtust
pakutakse seletuseks eeltoodud eksponentsiaalsele sõltuvusele.
Polümeeride güratsiooniraadiustel täheldatakse tähelepanuväärset astmefunktsioonikujulist
profiili. Järsk muutus polümeeriahela sirutusulatuses viitab, et P(STFSILi) ahelapikkuste
vahemikus 15–24 paikneb ilmselt kriitiline ahelapikkus.
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Appendix A
Force field parameters
Atomtype CPE-CPEC-CPO-OPO CA0-CPEC-CPO-OPO
A0 4.571 4.571
A1 3.755 3.755
φ1 84.8 -40.2
A2 1.254 1.254
φ2 -98.3 11.7
A3 2.964 2.964
φ3 17.2 2.2
A4 0.526 0.526
φ4 159.9 19.9
A5 0.219 0.219
φ5 -46.7 48.3
A6 0.262 0.262
φ6 82.52
A7 0.197 0.197
φ7 162.7
Table A.1: Dihedrals: CPE-CPEC-CPO-OPO and CA0-CPEC-CPO-OPO
Atomtype HPEC-CPEC-CPO-OPO CH-CPE-CPEC-CPE CH-CPE-CPEC-CA0
A0 4.571 5.712 5.712
A1 3.755 4.545 4.545
φ1 -157.7 60.69 -64.312
A2 1.254 1.425 1.425
φ2 136.7 -149.4 -39.44
A3 2.964 2.72 2.72
φ3 9.74 -21.13 -36.13
A4 0.526 0.352 0.352
φ4 -90.1 34.92 -105.1
A5 0.219 0.0767 0.0767
φ5 -179.2 -95.05 -0.048
A6 0.262 0.238 0.238
φ6 67.0 -26.87 -56.87
A7 0.197 0.191 0.191
φ7 -95.5 16.68 -138.3
Table A.2: Dihedrals: HPEC-CPEC-CPO-OPO, CH-CPE-CPEC-CPE ans
CH-CPE-CPEC-CA0
Atomtype CH-CPE-CPEC-HPE HPO-CPO-CH-CPE
A0 5.712 5.878
A1 4.545 7.105
φ1 178.2 151.1
A2 1.425 4.146
φ2 85.56 -55.82
A3 2.72 2.32
φ3 -28.63 55.04
A4 0.352 0.232
φ4 144.92 -97.7
A5 0.0767 0.491
φ5 132.45 -155.4
A6 0.238 0.656
φ6 -41.87 0.57
A7 0.191 0.531
φ7 119.2 151.98
Table A.3: Dihedrals: CH-CPE-CPEC-HPE and HPO-CPO-CH-CPE
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Atomtype OPO-CPO-CH-CPE CPO-CH-CPE-CPEC CPO-CH-CPE-HPE
A0 5.878 7.753 7.753
A1 7.105 10.04 10.04
φ1 -15.9 -15.896 106.6
A2 4.146 5.616 5.616
φ2 -43.24 -43.24 -158.2
A3 2.32 3.212 3.212
φ3 -45.58 -45.58 -38.08
A4 0.232 0.538 0.538
φ4 -75.72 -75.72 54.28
A5 0.491 0.265 0.265
φ5 18.88 18.88 -88.62
A6 0.656 0.405 0.405
φ6 21.21 21.206 36.21
A7 0.531 0.3246 0.3246
φ7 6.254 6.254 143.75
Table A.4: Dihedrals: OPO-CPO-CH-CPE, CPO-CH-CPE-CPEC and CPO-CH-CPE-HPE
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