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Abstract
The dynamics of Hamiltonian systems (e.g. planetary motion, electron dynamics in nano-
structures, molecular dynamics) can be investigated by symplectic maps. While a lot of work
has been done for 2d maps, much less is known for higher dimensions. For a generic 4d map
regular 2d-tori are organized around a skeleton of families of elliptic 1d-tori, which can be
visualized by 3d phase-space slices. An analysis of the diﬀerent bifurcations of the families
of 1d-tori in phase space and in frequency space by computing the involved hyperbolic and
elliptic 1d-tori is presented. Applying known results of normal form analysis, both the local
and the global structure can be understood: Close to a bifurcation of a 1d-torus, the phase-
space structures are surprisingly similar to bifurcations of periodic orbits in 2d maps. Far
away the phase-space structures can be explained by remnants of broken resonant 2d-tori.
Zusammenfassung
Die Dynamik Hamilton'scher Syteme (z.B. Planetenbewegung, Elektronenbewegung in Nano-
strukturen, Moleküldynamik) kann mit Hilfe symplektischer Abbildungen untersucht werden.
Bezüglich 2d Abbildungen wurde bereits umfassende Forschungsarbeit geleistet, doch für Sys-
teme höherer Dimension ist noch vieles unverstanden. In einer generischen 4d-Abbildung
sind reguläre 2d-Tori um ein Skelett aus Familien von elliptischen 1d-Tori organisiert, was
in 3d Phasenraumschnitten visualisiert werden kann. Durch die Berechnung der beteiligten
hyperbolischen und elliptischen 1d-Tori werden die verschiedenen Bifurkationen der Familien
von 1d-Tori im Phasenraum und im Frequenzraum analysiert. Die Anwendung bekannter
Ergebnisse aus Normalformanalysen ermöglicht das Verständnis sowohl des lokalen, als auch
des globalen Regimes. Nahe an der Bifurkation eines 1d-Torus sind die Phasenraumstruk-
turen denen von Bifurkationen periodischer Orbits in 2d-Abbildungen überraschend ähnlich.
Weit entfernt können die Phasenraumstrukturen als Überreste eines zerplatzten resonanten
2d-Torus erklärt werden.
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1 Introduction
Many systems in nature like planetary motion [13], particle accelerators [4, 5] and molecu-
lar physics [69] can be described by Hamiltonian systems [10]. Using Poincaré sections the
dynamics in such systems can be investigated by studying symplectic maps. For example sys-
tems with two degrees of freedom can be described by a 2d map with a 2d phase space. The
phase space, spanned by momenta 𝑝 and positions 𝑞, is in general a mixed phase space, i.e. it
consists of regions of regular dynamic and regions of chaotic dynamic. A lot of interesting phe-
nomena originate from this coexistence like tunneling and power-law trapping [1113]. Thus,
the structures, organisation, and bifurcations of the regular region are important. While they
are well studied in 2d systems, much less is known about the structures in higher dimensional
phase spaces and a lot of work still has to be done to reach an equal level of understanding
and intuition.
Bifurcations are mainly studied, because the signature of classical orbits in the quantum system
becomes large at them [14, 15]. Furthermore, they organise the regular structures and give
rise to a hierarchy of regular tori. In 2d systems they are studied by the variation of a
perturbation parameter. While the KAM-theorem states which tori of an integrable system
survive a perturbation, the Poincaré-Birkhoﬀ-theorem describes generic bifurcations, i.e. the
break-up of 1d tori in a chain of elliptic and hyperbolic periodic orbits. This leads to a special
case, the island-around-island hierarchy in the phase space [16].
The regular structures in a 4d phase space are organised around a skeleton of families of
elliptic 1d tori [1719]. Hence, it is suﬃcient to study these one-parameter families of 1d
tori. Detecting the invariant structures of lower dimension is a challenge of higher dimensional
systems [2029] as well as the visualisation of the 4d phase space. For the latter one can use
3d phase-space slices, which provide an overview [30]. A second option is the method of colour
and rotation, which is useful to examine the geometry of single objects [31].
The regular dynamics in 4d systems takes place on 2d tori and is described by two frequencies,
one denoting the velocity of motion 𝜈L in longitudinal and one 𝜈N in normal direction. These
two frequencies can fulﬁl a resonance condition 𝑚N𝜈N + 𝑚L𝜈L = 𝑛 with 𝑚N, 𝑚L and 𝑛 being
integers. It is known how the break-up of resonant 1d and 2d tori leads to an islands-around-
islands-like hierarchy. This leads furthermore to an organisation of families of 1d tori around
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periodic orbits as well as around other families of 1d tori [17, 32]. Also the bifurcations
occurring at resonant 1d tori in a partially decoupled 4d system under parameter variation
have been studied using normal form analysis [33, 34].
Along the families of 1d tori the intrinsic frequency of the 1d tori changes continuously. This
fact is used in this thesis to observe bifurcations of these families in a single system without
parameter variation.
This thesis investigates all phenomena in the coupled standard map as a generic example
system. In chapter 2 the dynamics of the 2d standard map and the 4d coupled standard map
are introduced and known results about bifurcations are reviewed.
After this short introduction, a part of this thesis focuses on computing invariant 1d objects
in the 4d phase space. As bifurcations always include elliptic and hyperbolic structures, it
was necessary to be able to compute in particular hyperbolic 1d tori. Chapter 3 discusses two
methods of ﬁnding 1d invariant objects with their pros and cons.
Chapter 4 then examines in a 3d phase-space slice the diﬀerent bifurcations of the families of
1d tori. The results of Refs. [32] and [33] are combined to explain them: the structures close
to the bifurcation point can be explained using the results from Broer [33], which are thereby
shown to be valid in generic systems. Far away from the bifurcation point the behaviour can
be explained as a break-up of resonant 2d tori [32]. The diﬀerent bifurcations can be classiﬁed
by the values of 𝑚N of the involved resonance. The cases 𝑚N = 0, 1, 2, 3,≥ 4 will be discussed
separately in chapter 4. The thesis concludes with an outlook.
2 Dynamics in 2D and 4D maps
The dynamic of many systems in nature is described by higher-dimensional symplectic maps.
In this chapter the basics of Hamiltonian systems and symplectic maps will be introduced very
shortly (Sec. 2.1). After that, in Sec. 2.2, the used model system is introduced for two and four
dimensions. To be able to also explore the4d phase space intuitively, one needs to know how
to visualise it. This is explained in Sec. 2.3. Another way to investigate higher-dimensional
systems is the analysis of frequencies and actions, which are introduced in Sec. 2.4 and Sec. 2.5,
respectively. For comparison the known results about bifurcations in2d maps are summarised
in Sec. 2.6.2. The results about bifurcations in4d systems used to explain the observations of
this thesis are reviewed in Sec. 2.6.3.
2.1 Hamiltonian dynamics
Every Hamiltonian system with 𝑓 degrees of freedom is described by a Hamiltonian𝐻 de-
pending on momentap(𝑡) ∈ Rf , positionsq(𝑡) ∈ Rf , and the time 𝑡 ∈ R. 𝐻 is dened on a
phase space(p(𝑡),q(𝑡)) ⊆ Rf × Rf . The equations of motion read
p˙ = − 𝜕𝐻(p,q, 𝑡)
𝜕q
,
q˙ =
𝜕𝐻(p,q, 𝑡)
𝜕p
.
(2.1)
For an integrable Hamiltonian 𝐻(I,Θ, 𝑡) it is locally possible to canonically transform the
equations of motion to action-angle variables(I,Θ). In these coordinates the Hamiltonian
only depends on the actions𝐻(I,Θ, 𝑡) = 𝐻(I) and the equations of motion read
I˙ = − 𝜕𝐻(I)
𝜕Θ
= 0 ⇐⇒ I = const.
Θ˙ =
𝜕𝐻(I)
𝜕I
:= ! (I) ⇐⇒ Θ = ! (I)𝑡 +Θ0
(2.2)
where the actionsI ∈ Rf > 0 dene a 𝑓 -torus and the frequencies! ∈ [0, 2𝜋)f describe the
dynamics along the anglesΘ ∈ [0, 2𝜋)f .
4 2.2 Standard map
Generic Hamiltonian systems are neither integrable nor fully chaotic. Hence in general the
Hamiltonian 𝐻 = 𝐻0 + 𝜀𝐻1 can be written as the sum of an integrable part 𝐻0 and a not
integrable perturbation 𝜀𝐻1, where 𝜀 measures the strength of the perturbation.
The dynamics of autonomous Hamiltonian systems with 𝑓 + 1 degrees of freedom and time-
periodically driven systems with 𝑓 degrees of freedom can be reduced using Poincaré sec-
tions [35]. This leads to 2𝑓 -dimensional symplectic maps, which are volume- and orientation-
preserving.
2.2 Standard map
To study the generic behaviour of a symplectic map we use the 2d standard map, introduced
in Sec. 2.2.1, and the coupled standard map, introduced in Sec. 2.2.2, as examples.
2.2.1 2D Standard map
The 2d standard map deﬁned in Eq. (2.3) for 𝑝 ∈ [−0.5, 0.5) and 𝑞 ∈ [0, 1) is a widely used
and well studied model system. Two example phase space pictures with kicking strengths
𝐾 = 2.25 and 𝐾 = 3.0 are shown in Fig. 2.1. For these kicking strengths the phase space is
mixed, i.e. there are regular regions like the island in the middle surrounded by a chaotic sea.
This is a generic behaviour.
𝑞′ = 𝑞 + 𝑝 mod 1
𝑝′ = 𝑝 +
𝐾
2𝜋
sin(2𝜋𝑞′) + 1/2 mod 1 − 1/2
(2.3)
The phase space is structured by ﬁxed points, i.e. points that are mapped onto themselves.
The eigenvalues of the linearised map, that is the Jacobian matrix of the map, at such points
allows for studying their stability. Due to the symplecticity of the map they come in pairs
exp(±𝜆). If 𝜆 is real, such that the eigenvalues have norm diﬀerent from one, this corresponds
to an hyperbolic ﬁxed point. In case of purely imaginary 𝜆 = i𝜔 it is an elliptic ﬁxed point.
The standard map has an elliptic ﬁxed point at (𝑞, 𝑝) = (0.5, 0) and a hyperbolic one at
(𝑞, 𝑝) = (0, 0). The regular tori around the elliptic ﬁxed point survive the perturbation (𝐾 > 0)
due to their suﬃciently irrational frequency according to the KAM-theorem [10]. The rational
tori broke up in a chain of elliptic and hyperbolic periodic points like predicted by the Poincaré-
Birkhoﬀ-theorem [10], e.g. the period four chain in Fig. 2.1(a).
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(a) 𝐾 = 2.25
−0.5
0.0
0.5
0.0 0.5 1.0q
p
(b) 𝐾 = 3.0
−0.5
0.0
0.5
0.0 0.5 1.0q
p
Figure 2.1: Phase space of 2d standard map for two different values of 𝐾. In both cases
the phase space consists of a regular island in the middle surrounded by the chaotic sea.
2.2.2 4D Standard map
We want to study higher-dimensional systems. Therefore two 2d standard maps are coupled
using a sinus-term to get a generic 4d map like deﬁned in Eq. (2.4) for 𝑝𝑖 ∈ [−0.5, 0.5) and
𝑞𝑖 ∈ [0, 1), 𝑖 = 1, 2. This is the coupled standard map, which was ﬁrst suggested by Arnold in
1965 according to Ref. [36], where it was used ﬁrst. Every example throughout this thesis is
based on this map with parameters 𝐾1 = 2.25, 𝐾2 = 3.0 and 𝜉12 = 1.0, which corresponds to
strong coupling. This provides a generic 4d map.
𝑝′1 = 𝑝 +
𝐾1
2𝜋
sin(2𝜋𝑞′1) +
𝜉12
2𝜋
sin(2𝜋(𝑞′1 + 𝑞
′
2)) + 1/2 mod 1 − 1/2
𝑝′2 = 𝑝 +
𝐾2
2𝜋
sin(2𝜋𝑞′2) +
𝜉12
2𝜋
sin(2𝜋(𝑞′1 + 𝑞
′
2)) + 1/2 mod 1 − 1/2
𝑞′1 = 𝑞 + 𝑝 mod 1
𝑞′2 = 𝑞 + 𝑝 mod 1
(2.4)
In a 4d map the regular dynamics take place on 2-dimensional tori called 2-tori, which are the
product space of two circles. The dynamics on the 2-tori are described by two frequencies, one
for the longitudinal direction 𝜈L and one for the normal direction 𝜈N1. Even in a perturbed
system, where the 2-tori are complicated deformed objects, the actions and frequencies can be
computed numerically. This is described in Sec. 2.4 and Sec. 2.5.
1Throughout this thesis frequencies are in [0, 1), if they are denoted by 𝜈 and in [0, 2𝜋), if they are denoted
by 𝜔.
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The 2-tori are organised around one-parameter families of 1-tori [9, 1719]. A 1-torus is the
limiting case of one action being zero. That is around every elliptic 1-torus exists a family of
2-tori with increasing normal radius. In chapter 3 it is explained how to ﬁnd these 1-tori and
in this thesis we will focus on them.
There are only two possible stabilities of a ﬁxed point2 of a symplectic 2d map, namely elliptic
and hyperbolic [10]. In 4d there are more possibilities [37]: If we think of a 4d ﬁxed point as a
product of two 2d ﬁxed points, we get the stabilities ellipticelliptic (EE), elliptichyperbolic
(EH), which is the same as hyperbolicelliptic, and hyperbolichyperbolic (HH). In addition
the four eigenvalues of the linearised map at the ﬁxed point can form a Krein quartet [38],
which leads to a complex unstable (CU) ﬁxed point. In contrast, the surrounding of a 1-torus
is more comparable to ﬁxed points of 2d maps and can be imagined as the product of a 2d
ﬁxed point and a regular torus of a 2d map. Hence, they can be normal elliptic or normal
hyperbolic.
Families of 1-tori arise either from ﬁxed points or from bifurcations [17]. The former is de-
scribed by the Lyapunov-centre-theorem [39, 40]. It states that for every pair of eigenvalues
𝑒±i𝜔 of the linearised map at the ﬁxed point, a family of 1-tori emerges. They form the so
called Lyapunov centre manifolds [41]. While at an ellipticelliptic ﬁxed point two elliptic fam-
ilies are attached, at an elliptichyperbolic ﬁxed point in addition to a stable and an unstable
manifold a family of hyperbolic 1-tori arises. Families of 1-tori can also arise from bifurcations
or from the break-up of a resonant 2-torus, which is described in Sec. 2.6.3.
The bifurcations of ﬁxed points and 1-tori imply a hierarchy [17], that is families of 1-tori and
periodic orbits appear on arbitrary ﬁne scales within a generic phase space.
2.3 Visualisation of the 4D phase space
A lot of intuition can be gained from 2d phase space pictures like Fig. 2.1. In order to reach a
similar level of intuition for 4d phase spaces, it is necessary to visualise them. There for two
methods can be used, i.e. colour projection of one coordinate, see e.g. Fig. 2.7 (b) to (e), or 3d
phase-space slices, see e.g. Fig. 2.2. They will be introduced very brieﬂy here, for a detailed
presentation of both visualisation methods see Ref. [30].
The colour projection method means to plot three coordinates, e.g. (𝑝1, 𝑞1, 𝑞2), and encode
the value of the fourth one, e.g. 𝑝2, in colour. Throughout this thesis for all colour projections
the colour mapping indicated in Fig. 2.7(b) will be used for better comparability. The colour
projection method has the advantage, that it shows the geometry of tori, but it is not suited
2As a periodic point of period 𝑝 is a fixed point of the 𝑝-fold iterated map, all statements for fixed points also
apply to periodic points.
7to visualise several tori and structures at once. In this case the 3d phase-space slices are very
useful. There a slice
Γ𝜀 =
{︁
(𝑝1, 𝑝2, 𝑞1, 𝑞2)
⃒⃒⃒
|𝑝2 − 𝑝*2| ≤ 𝜀
}︁
(2.5)
is deﬁned and whenever a point of an orbit lies within Γ𝜀, the remaining coordinates are
displayed in a 3d plot. In this thesis the slice deﬁned by 𝑝*2 = 0 and 𝜀 = 10
−4 is used. As an
example the regular island of the coupled standard map Eq. (2.4) is shown in the 3d phase-
space slice in Fig. 2.2. At the coordinate centre is an ellipticelliptic ﬁxed point and the two
Lyapunovfamilies of elliptic 1-tori ℳfp1 and ℳfp2 emerging from it are included in Fig. 2.2.
For 1-tori found with the algorithm described in Sec. 3.2 not the points in the slice, but
computed intersection points with the section 𝑝2 = 0 are plotted. In this case we can use the
known Fourier coeﬃcients from the algorithm to describe the 1-torus and compute the roots
of the 𝑝2-coordinate of this function using the brentq routine from SciPy.optimize [42,43].
p1
−q1
−q2
Mfp2
Mfp1
Figure 2.2: 3d phase-space slice visualisation of regular island in phase space of Eq. (2.4).
2-tori (grey) are organised around the families of 1-toriℳfp1 andℳfp2 (orange). The picture
is taken from [17] and modified. The coordinate centre is at (𝑝1, 𝑞1, 𝑞2) = (0.0, 0.5, 0.5).
2.4 Frequency space
The frequency space provides a powerful tool to investigate higher-dimensional systems, as it
has just half as many dimensions as the corresponding phase space. Furthermore, in frequency
space it is much easier to detect resonances.
8 2.4 Frequency space
To obtain the two frequencies describing the dynamics on a 2-torus, an algorithm from Laskar
[1,44,45] is used. A detailed review including the used implementation can be found in Ref. [13].
The connection of phase and frequency space has also been discussed [13,30].
The basic idea of Laskar's numerical analysis of the fundamental frequencies is to approximate
a function 𝑧𝑖(𝑡) = 𝑞𝑖(𝑡) − i𝑝𝑖(𝑡) by a quasi-periodic function for each degree of freedom 𝑖.
From this the most important frequency can be extracted, which is in case of a 1-torus the
wanted longitudinal frequency 𝜈L. For 2-tori this method also provides the normal frequency
𝜈N. The resulting frequency space spanned by the longitudinal and the normal frequency is
shown in Fig. 2.3 [17]. In Sec. 3.3 it is explained how the normal frequency 𝜈N of an elliptic
1-torus can be calculated. In Fig. 2.3 the frequencies of the families of elliptic 1-tori ℳfp1 and
ℳfp2 are indicated. The frequencies at the rightmost tip, where the families meet in Fig. 2.3,
correspond to the frequencies of the linearised dynamic around the ellipticelliptic ﬁxed point.
In the following, for periodic orbits with period 𝑝 or orbits consisting of 𝑝 disjoint objects the
frequency analysis is performed considering only every 𝑝-th point.
The frequency plane is covered by resonance lines 𝑚1 : 𝑚2 : 𝑛, on which the frequencies fulﬁl
𝑚1 · 𝜈1 + 𝑚2 · 𝜈2 = 𝑛 (2.6)
where 𝑚1,𝑚2, 𝑛 are integers with at least one being nonzero. Some of the most important
resonance lines are displayed in Fig. 2.3.
0.05
0.09
0.13
0.17
0.27 0.29 0.31ν1
ν2
7
:0
:2
−1:2 :0
−1:3 :0
3:1 :1
Mfp2
Mfp1
Figure 2.3: Frequency space of the coupled standard map defined in Eq. (2.4). The fre-
quencies of 2-tori (grey dots) and the families of 1-tori ℳfp1 and ℳfp2 (orange dots) are
shown. The most important resonance lines (grey dashed lines) are included. The picture
is taken from Ref. [17] and modified.
92.5 Actions
In a 4d phase space the regular dynamic takes place on2-tori as stated in Sec. 2.2.2. Although
they are deformed in a perturbed system, one can numerically assign two actionsI = (𝐼1, 𝐼2)
and two frequencies𝜔 = (𝜔1, 𝜔2), see Eq. (2.2), to every2-torus. While the numerical analysis
of the frequencies is discussed in Sec. 2.4, the actions can be computed as follows.
The action along a closed path𝛾 on a 2-torus is dened by
𝐼 =
1
2𝜋
∮︁
𝛾
2∑︁
𝑖=1
𝑝𝑖 d𝑞𝑖. (2.7)
If 𝛾 = 𝛾𝑘, 𝑘 = 1, 2 is a fundamental path, i.e. a path dened by xing one of the two anglesΘ𝑘,
Eq. (2.7) gives a fundamental action𝐼𝑘. If 𝛾 is an arbitrary path, the action 𝐼 of Eq. (2.7) can
be expressed as linear combination of the fundamental actions𝐼 = 𝑛1𝐼1+𝑛2𝐼2 with 𝑛1, 𝑛2 ∈ N.
The prefactors𝑛1 and𝑛2 correspond to the number of times the anglesΘ1 and Θ2, respectively,
pass through full rotations along the path𝛾. Note that the angles and thus also the actions
and frequencies are only dened up to an unimodular transformation [46,47].
In this thesis we focus on1-tori. Due to being one-dimensional they only provide one path𝛾,
namely along the 1-torus. Hence they are dened by just one action. For a1-torus Eq. (2.7)
can be calculated by either inserting the Fourier series representation of the1-torus for 𝑝𝑖, 𝑞𝑖,
or using the longitudinal frequency𝜈L and an orbit (p,q)(𝑡), 𝑡 ∈ [0, 𝑁 ], 𝑡 ∈ N on the 1-torus.
For the latter each point (p,q)(𝑡) is assigned to an angleΘ(𝑡) = 𝜈L 𝑡 mod 1. Permuting the
times {𝑡} ↦→ {𝑡𝑖} such that Θ(𝑡𝑖) > Θ(𝑡𝑗) for 𝑖 > 𝑗 with 𝑡𝑁+1 = 𝑡0, 𝑖 ∈ [0, 𝑁 ], 𝑖 ∈ N, one can
evaluate a discretised version of Eq. (2.7)
𝐼 =
1
2𝜋
𝑁∑︁
𝑘=0
2∑︁
𝑖=1
𝑝𝑖(𝑡𝑘)
[︀
𝑞𝑖(𝑡𝑘+1)− 𝑞𝑖(𝑡𝑘)
]︀
.
This formula will be used in chapter 4 to compute the actions of1-tori involved in bifurcations.
2.6 Bifurcations
A bifurcation is a qualitative change in the dynamics, which occurs as a system parameter
changes [48]. To study them in general, an approximation of an universal Hamiltonian system
close to periodic orbits is concerned. These approximations can be found using the technique of
normal forms, which will be very briey introduced in Sec. 2.6.1. The results for periodic orbits
in 2d area preserving maps with one parameter being varied are shortly reviewed in Sec. 2.6.2.
They describe generic bifurcations and are well known [35,39,4954]. For higher-dimensional
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systems two basic ideas will be introduced in Sec. 2.6.3. While the ﬁrst one is similar to the
2d case, the second one follows the leading thought of the Poincaré-Birkhoﬀ-theorem, i.e. the
break-up of resonant tori. Finally, the expected geometry of the remnants of these broke-up
tori is discussed in Sec. 2.6.4.
2.6.1 Normal forms
This technique is basically a transformation of coordinates such that the system gets simpler.
It can be used at equilibrium points of Hamiltonian systems and at ﬁxed points of maps.
Hence, a Hamiltonian in normal form describes the dynamics like Eq. (2.1) and a map in
normal form maps new coordinates (p˜, q˜) ↦→ 𝑓(p˜, q˜), where 𝑓 is a smooth function. Of course,
the normal form of a map can be also obtained as the Poincaré map of the normal form of the
underlying Hamiltonian system [35].
There exist several methods to obtain the normal form of a system. In general, the Hamiltonian
𝐻(p,q) is transformed by
𝐻(p˜, q˜) = 𝐻(p,q) +
𝜕𝐹
𝜕𝑡
,
where 𝐹 = 𝐹 (p˜,q, 𝑡) is the generating function that deﬁnes implicitly a canonical transforma-
tion (p,q) ↦→ (p˜, q˜) by the equations
p = p˜+
𝜕𝐹
𝜕q
q˜ = q+
𝜕𝐹
𝜕p˜
.
The generating function is chosen such, that the ﬁxed point is moved to the origin and the
Hamiltonian is expanded in the momentum and position coordinates. For details see e.g.
Refs. [14, 39].
One speciﬁc method is the Birkhoﬀ normal form, which is designed to examine the neighbour-
hood of a stable equilibrium. There the Hamiltonian is expanded in 𝜌𝑖 = (𝑝2𝑖 + 𝑞
2
𝑖 )/2 for each
degree of freedom 𝑖. The canonically conjugate variable is 𝜙𝑖 = arg(𝑞𝑖 + i𝑝𝑖).
Diﬃculties using these techniques arise whenever a resonance condition is fulﬁlled, i.e. one
of the eigenvalues of the linearised system 𝜆𝑗 fulﬁls 𝜆𝑗 =
∑︀𝑁
𝑖=1𝑚𝑖𝜆𝑖 with 𝑚𝑖 being positive
integers and 𝑁 the number of eigenvalues. At this point resonant normal forms have to be
used and bifurcations enter the stage.
2.6.2 Bifurcations in 2D maps 11
2.6.2 Bifurcations in 2D maps
As described before, bifurcations occur whenever a resonance condition is fulﬁlled. For 2dmaps
this corresponds to a rational value of the frequency 𝜔 = 2𝜋 𝑙/𝑚 with 𝑙,𝑚 being integers. The
bifurcations are classiﬁed according to the repetition number 𝑚, i.e. one of the eigenvalues of
the linearised map at the central orbit fulﬁls 𝜆𝑚 = exp(i𝜔)𝑚 = exp(2𝜋i 𝑙/𝑚)𝑚 = 1. Thus the
arising orbits have 𝑚 times the period of the central orbit. For every type of bifurcation the
normal form techniques introduced above describe the local behaviour around the ﬁxed point.
In Tab. 2.1 for several values of 𝑚 the normal form and a contour plot of it are shown. Note
that the normal forms correspond to time continuous systems. The contour plot provides
something similar to the Poincaré section. Thus the resulting structures are resembled (of
course discretely) in a map. The following descriptions of the diﬀerent bifurcations refer to
the discrete dynamics of a map.
The ﬁrst case 𝑚 = 1 describes the saddle-node bifurcation, where a pair of one elliptic and one
hyperbolic ﬁxed point arises out of nothing. For 𝑚 = 2 a direct or an inverse period doubling
can occur. The ﬁrst one changes the stability of the ﬁxed point in the middle from elliptic
to hyperbolic and an additional elliptic periodic orbit of period two arises. In the inverse
case the stabilities are the other way round: the original ﬁxed point changes from hyperbolic
to elliptic and the additional periodic orbit of period two is hyperbolic. The touch-and-go
period tripling corresponds to the 𝑚 = 3 case. There a hyperbolic periodic orbit of period
three is arranged around an elliptic ﬁxed point. As the bifurcation parameter 𝛿 increases, the
hyperbolic periodic orbit approaches the central ﬁxed point until it collapses at it (touch).
For further increasing 𝛿 the period three periodic orbit moves through the elliptic ﬁxed point
(go). For 𝑚 = 4 there exists a similar case, where a hyperbolic period four periodic orbit
moves towards the elliptic point in the middle and then leaves in directions rotated by 𝜋
4
.
The second possibility for 𝑚 = 4 is the generic behaviour, i.e. a chain of 𝑚 elliptic and 𝑚
hyperbolic points3 emanating from the elliptic ﬁxed point. For all 𝑚 > 4 such a chain arises
and there is no other option.
3more precisely: two periodic orbits of period 𝑚, one elliptic and one hyperbolic
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Diagram
𝑚 Type and normalform
𝛿 < 0 𝛿 = 0 𝛿 > 0
1
saddlenode
𝛿𝑞2 + 𝑎
2
𝑝2 + 𝑏𝑞3
𝑎 = ±1
a) direct
period doubling
𝛿𝑞2 + 𝑎
2
𝑝2 + 𝑏𝑞4
𝑎 = ±1
2
b) inverse
period doubling
𝛿𝑞2 + 𝑎
2
𝑝2 + 𝑏𝑞4
𝑎 = ±1
3
touchandgo
period tripling
𝛿𝜌 + 𝐵𝜌3/2 cos(3𝜙)
a) touchandgo
period quadrupling
𝛿𝜌 + 𝜌2𝐴(𝜌)
+𝐵𝜌𝑚/2 cos(𝑚𝜙)
4
b) 4island chain
period quadrupling
𝛿𝜌 + 𝜌2𝐴(𝜌)
+𝐵𝜌𝑚/2 cos(𝑚𝜙)
Table 2.1: Summary of generic bifurcations of periodic orbits. In the contour plots of
the normal form the critical points correspond to periodic orbits of the Poincaré map: the
centre of circular curves corresponds to an elliptic periodic orbit and an intersection of lines
corresponds to an hyperbolic periodic orbit. This table is taken from Ref. [55].
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2.6.3 Bifurcations in higher-dimensional systems
This section reviews known results about bifurcations in higher-dimensional systems. First,
normal forms of bifurcations in a partly decoupled4d system are presented. Second, the
break-up of resonant2-tori is discussed.
Normal-internal resonances in higher-dimensional systems
In order to understand the dynamics close to a bifurcation point in higher-dimensional systems,
in the following a review of Ref. [33] is included. There so called normal-internal resonances are
studied in quasi-periodically forced oscillators, which are described by the dynamical system
?˙? = 𝜔,
I˙ = 𝜀
𝜕𝐺
𝜕𝜃
(𝜃)𝑥,
?˙? = 𝑦,
?˙? = −𝛼2 sin𝑥 + 𝜀𝐺(𝜃).
Here 𝜃 ∈ Tn = Rn/2𝜋Zn , 𝐼 ∈ Rn is canonically conjugate to𝜃, 𝑥, 𝑦 ∈ R, 𝜀 ≥ 0 and the forcing
𝐺 : Tn → R is a smooth function. In Ref. [33] everything is proofed for𝐺 being independent
of I, which corresponds for𝑛 = 1 to a 3d phase space plus a rotation, but it is conjectured
that all results still hold for the more general case𝐺(𝜃, I, 𝑥, 𝑦;𝛼, 𝜀).
The oscillator is said to be at a normal-internal1 : ℓ resonance, if𝛼 satises
⟨k,𝜔⟩+ ℓ𝛼 = 0,
for some 𝑘 ∈ Zn∖0, some 𝑙 ∈ 1, 2, . . ., and if ℓ is the smallest value with this property.
For dierent values of ℓ normal forms are derived. Here only the results are presented. As
𝑛 = 1 corresponds to the case of a4d mapping, ℓ plays the role of the coecient of the
normal direction 𝑚N and 𝛼 the role of the normal frequency𝜈N in a resonance condition
𝑚L𝜈L + 𝑚N𝜈N = ?ˆ?.
The caseℓ = 1 describes a pair of an elliptic and a hyperbolic equilibrium arising from a
centre-saddle bifurcation in addition to an already existing elliptic one. Further increasing
the bifurcation parameter𝛿 leads to a more and more shrinking region inuenced by this elliptic
equilibrium and a more and more growing region around the elliptic equilibrium, which arises
from the centre-saddle bifurcation.
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The normal form reads
𝐹 (𝑞, 𝑝; 𝛿) = 𝛿
𝑞2 + 𝑝2
2
−
(︂
𝑞2 + 𝑝2
2
)︂2
+ 𝐴𝑞, (2.8)
where 𝛿 is the perturbation parameter, 𝑞, 𝑝 are rescaled equivalents to 𝑥, 𝑦 and 𝐴 is some
parameter whose sign governs the direction of the bifurcation. A contour plot of 𝐹 over the
(𝑞, 𝑝)-plane is shown in Fig. 2.4. These kind of plots will be addressed by phase portrait in
the following chapters.
Figure 2.4: Contour plot of 𝐹 defined in Eq. (2.8) for the case ℓ = 1 with parameters
𝐴 = −0.006 and 𝛿 = 0.0824.
For ℓ = 2 the origin is always an equilibrium. In addition two Hamiltonian pitchfork bifur-
cations occur, where a period two periodic orbit emerges. In the ﬁrst one, a pair of elliptic
points branches oﬀ and the origin turns its stability from elliptic to hyperbolic. At the second
pitchfork bifurcation, the origin turns its stability back to elliptic and two hyperbolic points
branch oﬀ. Hence, the ﬁrst pitchfork bifurcation is comparable to a direct and the second one
to an inverse period doubling bifurcation of the 2d case.
The normal form of the case ℓ = 2 reads
𝐹 (𝑞, 𝑝; 𝛿) = (𝛿 + 𝑎)
𝑞2 + 𝑝2
2
−
(︂
𝑞2 + 𝑝2
2
)︂2
+ 𝐴(𝑞2 − 𝑝2), (2.9)
where 𝑎 is another scaling parameter. A contour plot of 𝐹 over the (𝑞, 𝑝)-plane is shown in
Fig. 2.5 for diﬀerent values of 𝛿. Fig. 2.5(a) shows the phase space before the bifurcation, (b)
after the ﬁrst pitchfork bifurcation and (c) after the second one.
(a) (b) (c)
Figure 2.5: Contour plot of 𝐹 defined in Eq. (2.9) for the case ℓ = 2 with parameters
𝐴 = 0.05, 𝑎 = 0.1 and (a) 𝛿 = −0.21, (b) 𝛿 = −0.1 and (c) 𝛿 = 0.02.
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The last case discussed in detail is ℓ = 3, which consists of two steps as the ℓ = 2 case. The
ﬁrst one is a centre-saddle bifurcation, where a pair of period three orbits arises. While the
elliptic part moves further away from the elliptic equilibrium at the origin, the hyperbolic
points behave very much like a touch-and-go period tripling bifurcation of a 2d map, i.e. for
increasing 𝛿 they move towards the elliptic equilibrium, collapse there and move away again.
For ℓ = 3 the normal form reads
𝐹 (𝑞, 𝑝;𝜆) = 𝜆
𝑞2 + 𝑝2
2
−
(︂
𝑞2 + 𝑝2
2
)︂2
+ 𝐴(𝑞3 − 3𝑝2𝑞), (2.10)
where 𝜆 is a new bifurcation parameter. A contour plot of 𝐹 over the (𝑞, 𝑝)-plane is shown in
Fig. 2.6 for the diﬀerent stages of the bifurcation.
(a) (b) (c)
Figure 2.6: Contour plot of 𝐹 defined in Eq. (2.10) for the case ℓ = 3 with parameters
𝐴 = 0.05 and (a) 𝜆 = −0.015625, (b) 𝜆 = −0.0038125 and (c) 𝜆 = 0.01.
Break-up of resonant 2-tori
We will brieﬂy review and illustrate the results of Todesco about the break-up of resonant
2-tori of an integrable 4d symplectic map when a perturbation is added [32]. This review
is taken from Ref. [17], slightly shortened and completed by the hyperbolic structures. In
Ref. [17] the break-up of resonant 1-tori is already included and the expected location of the
remnants discussed in detail.
The break-up of a resonant 2-torus in a 4d symplectic map depends on the number 𝑘 of fulﬁlled,
linearly independent resonance conditions, denoted as rank 𝑘, and whether the resonance is
coupled or uncoupled. The four possible cases are illustrated by examples in phase space and
the frequency plane, see Fig. 2.7. The example tori are chosen as close as possible to each
other such that the geometry of the unbroken tori resemble each other. Thus, they look like
diﬀerent cases of resonances for geometrically the same torus.
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Figure 2.7: Illustration of the break-up of resonant 2-tori. (a) Magnification of the fre-
quency plane shown in Fig. 2.3. The circled small letters mark the frequencies of the example
tori for the different cases (b)–(e). The example tori are visualized by 3d projections: (b)
irrational torus, (c) elliptic 1-torus with a 2-torus from its surrounding and a hyperbolic
1-torus of the uncoupled rank-1 resonance 7 : 0 : 2, (d) elliptic 1-torus of the coupled rank-
1 resonance −1 : 3 : 0 with a thin 2-torus from its surrounding, (e) two elliptic–elliptic
(red), four elliptic–hyperbolic (green) and two hyperbolic–hyperbolic (blue) periodic orbits
of period 21 from the rank-2 resonance at (𝜈1, 𝜈2) = (2/7, 2/21). The elliptic 1-torus of (d)
and the Fourier series approximation of the corresponding hyperbolic 1-torus is shown for
comparison. The coordinate centre in (b)–(e) is at (𝑝1, 𝑞1, 𝑞2) = (0.0, 0.5, 0.5).
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Rank-0: On a non-resonant 2-torus of the integrable system each orbit is dense. Such a 2-
torus will in general survive a perturbation and just be deformed (KAM-theorem). An example
is shown in Fig. 2.7(b) and marked as point (b) in Fig. 2.7(a).
Rank-1, uncoupled: If one uncoupled resonance condition 𝑚1𝜈1 = 𝑛 with 𝑚1 ̸= 0 is fulﬁlled
on a 2-torus of the integrable system, each orbit on it densely ﬁlls 𝑚1 disjunct lines. At least
2𝑚1 of these inﬁnite number of lines survive a perturbation, alternating between normally
elliptic and normally hyperbolic [56]. An example is shown in Fig. 2.7(c) and marked as point
(c) in Fig. 2.7(a). The original 2-torus broke since it was on the 7 : 0 : 2 resonance leaving an
elliptic and a hyperbolic 1-torus, both consisting of seven lines. These 1-tori are displayed in
Fig. 2.7(c) along with a 2-torus from the surrounding of the elliptic 1-torus. In this example
there are another seven elliptic and seven hyperbolic lines (not shown).
Rank-1, coupled: If one coupled resonance condition with both 𝑚1 and 𝑚2 non-zero is
fulﬁlled on a 2-torus of the integrable system, each orbit on it densely ﬁlls a line. All these
lines deﬁne topologically equivalent paths on the torus and hence have all the same action. At
least one elliptic and one hyperbolic line survive a perturbation. Because they lived on the
same 2-torus before the perturbation is added, they are expected to have the same longitudinal
frequency as well as very close actions. An example of this type of resonance is shown in
Fig. 2.7(d) and marked as point (d) in Fig. 2.7(a). The original 2-torus broke since it was on
the −1 : 3 : 0 resonance leaving one elliptic and one hyperbolic line. The elliptic 1-torus and
a thin 2-torus from its surrounding are displayed in Fig. 2.7(d) (hyperbolic line only included
in Fig. 2.7(e)).
Rank-2: If two independent resonance conditions are fulﬁlled on a 2-torus of the integrable
system, each orbit on it is periodic. At least four periodic orbits survive a perturbation: either
one ellipticelliptic, one hyperbolichyperbolic, and two elliptichyperbolic periodic orbits or
two complex unstable and two elliptichyperbolic periodic orbits. An example for a rank-
2 resonance is shown in Fig. 2.7(e) and marked as point (e) in Fig. 2.7(a). The original
2-torus broke since it was at the intersection of the resonances 7 : 0 : 2 and −1 : 3 : 0
leaving two ellipticelliptic, two hyperbolichyperbolic, and four elliptichyperbolic periodic
orbits of period 21. The twofold number of periodic orbits is analogous to the twofold number
of surviving 1-tori for the 7 : 0 : 2 resonance. For visual guidance two nearby 1-tori, one
elliptic and one hyperbolic, are included in Fig. 2.7(e), while in Ref. [17] only the elliptic one
connecting ellipticelliptic (red) and elliptichyperbolic (green) periodic orbits is shown. The
hyperbolic 1-torus, which is added in Fig. 2.7(e), connects the remaining elliptichyperbolic
(green) and hyperbolichyperbolic (blue) periodic orbits.
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2.6.4 Torus links and torus knots
According to Ref. [57] the topology of the orbits remaining after the break-up of a 2-torus
that fulﬁlled a 𝑚L : 𝑚N : 𝑛 resonance is governed only by 𝑚L and 𝑚N. First, there will arise
𝑘 = gcd(𝑚L,𝑚N) disjoint rings. Each of them will exhibit 𝑚L/𝑘 longitudinal wraps for each
𝑚N/𝑘 normal circuits. They are called knots, while the whole object is called a link. For
instance a 10 : 4 : 3 resonance leads to a (10, 4, 3) link that consists of 𝑘 = gcd(10, 4) = 2
knots of type (5, 2). These are closed loops, which wrap 5 times along the angle corresponding
to 𝑚L while they wrap twice along the other direction.
In chapter 4 several examples of resonant 2-tori are discussed and for every one a 3d projection
ﬁgure is included. In every case the geometry matches the predictions described here.
3 Algorithms to find 1-tori
While 2-tori can be found by a brute-force search in the 4d phase space and many algorithms
exist to detect periodic orbits, one needs more sophisticated methods to ﬁnd invariant 1-tori.
This chapter presents two algorithms, which are suitable for this task. The ﬁrst one is the
contraction method, which was already discussed in Refs. [13, 17, 58]. After a short review,
which is based on the one in Ref. [17], an improvement of this algorithm is discussed in Sec. 3.1.
Since this method is restricted to the computation of elliptic 1-tori, in Sec. 3.2 the Fourier-
Newton-method [20, 22, 59] is explained in detail. Based on this, Sec. 3.3 describes how to
diﬀer between elliptic and hyperbolic 1-tori as well as how to calculate the normal frequency
of elliptic 1-tori and the Lyapunov exponent of hyperbolic 1-tori.
3.1 Improved contraction method
Since every elliptic 1-torus is surrounded by 2-tori, the main idea of this algorithm is to
start with a 2-torus and contract it geometrically to a 1-torus, see Fig. 3.1. Consider an
initial 2-torus 𝑇 0 with angle coordinates (Θ0L,Θ
0
N) and frequencies (𝜈
0
L, 𝜈
0
N). We assume that
geometrically Θ0L belongs to the major radius of the torus. Starting from an initial point on
the torus an orbit ?⃗?0(𝑡) and the major, or longitudinal, frequency 𝜈0L is obtained. Then these
times 𝑡𝑗 < 𝑡max, with 𝑗 = 0, 1, . . . , 𝐽 − 1 are determined, for which the angle coordinates Θ0L(𝑡)
of ?⃗?0(𝑡) are closest to Θ0L(0), i.e.,
Θ0L(𝑡𝑗)−Θ0L(0) = 2𝜋𝜈0L𝑡𝑗 mod 2𝜋 ≈ 0 . (3.1)
The points ?⃗?0(𝑡𝑗) (blue in Fig. 3.1) diﬀer in their normal angle Θ0N but approximately match
in the angle Θ0L. The new initial point ?⃗?
1(0) is simply the geometric centre of the 𝐽 points
?⃗?0(𝑡𝑗) (green in Fig. 3.1) [13, 58]. The orbit ?⃗?1(𝑡) for this point lies supposedly on a similar
2-torus 𝑇 1 with smaller minor radius. Iterating these steps 𝐾 times gives a sequence of 2-tori
𝑇 𝑖 approaching a 1-torus. By construction, the frequencies 𝜈𝑖L and actions 𝐼
𝑖
L of the 2-tori 𝑇
𝑖
converge to those of the 1-torus.
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Figure 3.1: Schematic sketch of the contraction method. Starting on a 2-torus (red) and
using its longitudinal frequency 𝜈L, the points ?⃗?
0(𝑡𝑗) (blue) are found. Their mean leads to
?⃗?1(0) (green). After 𝐾 steps an initial point ?⃗?𝐾(0) (orange) of a 1-torus is found.
This method converges very slowly, if the points ?⃗?𝑖(𝑡𝑗) are close to each other in their normal
angle Θ𝑖N like in Fig. 3.1. Motivated by this fact and ellipsoidal approximations [57], this
method can be improved. A faster convergence compared to taking the geometrical centre
of the points ?⃗?𝑖(𝑡𝑗) is achieved by ﬁtting 2d ellipses [60] to the projections of these points in
each degree of freedom. The centres of the two ellipses deﬁne the new initial point ?⃗?𝑖+1(0).
In Fig. 3.1 this leads immediately to the orange point, instead of the green one, due to the
perfect circular proﬁle in the sketch.
The contraction method is numerically very robust and conceptually simple, but it is restricted
to the computation of elliptic 1-tori as it always starts on a 2-torus. Therefore it is necessary
to implement a method, which is able to detect hyperbolic 1-tori, too. Such a method will be
described in the following section.
3.2 Fourier-Newton-method
This method is conceptually and numerically more complicated than the contraction method,
but allows for ﬁnding hyperbolic 1-tori in turn. Basically a torus is described by a Fourier series
and then a Newton search for zeros of a distance measure is applied in the high-dimensional
coeﬃcient space. The result then contains not only the Fourier coeﬃcients describing an
invariant 1-torus but also information about its normal behaviour.
The following sections review the computation of 1-tori in detail. Furthermore it is discussed
how to perform a continuation process and how to initialise it for several scenarios.
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3.2.1 Approximation of an orbit by a Fourier series
In general consider a map𝑓 : 𝑉 ⊂ Rn → 𝑉 ⊂ Rn . Now assume that𝑓 has an invariant 1d-
curve, which is described by a map𝑥 : T → Rn , whereT denotes the onedimensional torus,
that is the interval [0, 2𝜋). Hence we approximate this orbit by a Fourier series𝑥(𝜗 = 𝜔𝑡)
containing just one frequency𝜔 ∈ [0, 2𝜋):
𝑥(𝜗) = 𝑎0 +
X
k2N
𝑎k cos(𝑘𝜗) +
X
k2N
𝑏k sin(𝑘𝜗),
where𝜗 ∈ T, 𝑎k , 𝑏k ∈ Rn .
Because innite series cannot be handled numerically, the nite approximation with 2𝑁 + 1
coecients is considered
𝑥(𝜗) = 𝑎0 +
NX
k=1
𝑎k cos(𝑘𝜗) +
NX
k=1
𝑏k sin(𝑘𝜗). (3.2)
Remember that in our case𝑛 = 4 and coordinates[𝑝1, 𝑝2, 𝑞1, 𝑞2] are used. So in detail Eq. (3.2)
reads
0
BBBB@
𝑥p1
𝑥p2
𝑥q1
𝑥q2
1
CCCCA
(𝜗) =
0
BBBB@
𝑎0p1
𝑎0p2
𝑎0q1
𝑎0q2
1
CCCCA
+
NX
k=1
0
BBBB@
𝑎kp1
𝑎kp2
𝑎kq1
𝑎kq2
1
CCCCA
cos (𝑘𝜗) +
NX
k=1
0
BBBB@
𝑏kp1
𝑏kp2
𝑏kq1
𝑏kq2
1
CCCCA
sin (𝑘𝜗) . (3.3)
3.2.2 Discretisation
As we are dealing with numerics, we will evaluate functions on a grid of angles on the1-torus T
𝜃j =
2𝜋𝑗
𝑀
, 0 ≤ 𝑗 ≤𝑀 − 1, 𝑗,𝑀 ∈ N. (3.4)
While Refs. [20, 22, 59] use𝑀 = 2𝑁 + 1, Ref. [61] suggests to use (at least)𝑀 = 4𝑝𝑁 + 1,
where 𝑝 denotes the period of the orbit. This leads to smaller errors of identical𝑁 and a
slightly more robust behaviour in the calculations. In the following everything is noted for
arbitrary (integer) values of𝑀 .
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We denote by𝜃 ∈ RM the vector containing all 𝜃j . Hence?^?(𝜃) (cf. Eq. (3.2)) is a continuous
function from RM

in RnM , ?^? ∈ 𝐶(RM

,RnM ). It reads for 𝑛 = 4
?^?
0
BB@
0
BB@
𝜃0
.
.
.
𝜃M  1
1
CCA
1
CCA =
0
BB@
𝑥(𝜃0)
.
.
.
𝑥(𝜃M  1 )
1
CCA
=
0
BBBB@
𝑎0p1
𝑎0p2
𝑎0q1
𝑎0q2
1
CCCCA
+
NX
k=1
0
BBBB@
𝑎kp1
𝑎kp2
𝑎kq1
𝑎kq2
1
CCCCA
cos
0
BB@
0
BB@
𝑘𝜃0
.
.
.
𝑘𝜃M  1
1
CCA
1
CCA +
NX
k=1
0
BBBB@
𝑏kp1
𝑏kp2
𝑏kq1
𝑏kq2
1
CCCCA
sin
0
BB@
0
BB@
𝑘𝜃0
.
.
.
𝑘𝜃M  1
1
CCA
1
CCA .
Note that every 𝑥(𝜃 j ) is again inR4.
3.2.3 Invariant curves
Assume that the map𝑓 has an invariant curve with irrational frequency𝜔. In this case
𝑓 (𝑥(𝜃 j )) = 𝑥(𝜃 j + 𝜔), 0≤ 𝑗 ≤𝑀 − 1 (3.5)
holds. For an arbitrary curve𝑥 we dene a function 𝐹 : Rn(2N +1)coes → RnM [22,59]
𝐹N (?^?) = 𝑓 (?^?(𝜃)) − ?^?(𝜃 + 𝜔) (3.6)
In more detail
𝐹N
0
BBBBBBBBBBBB@
0
BBBBBBBBBBBB@
𝑎0 ∈ Rn
𝑎1
.
.
.
𝑎N
𝑏1
.
.
.
𝑏N
1
CCCCCCCCCCCCA
1
CCCCCCCCCCCCA
=
0
BB@
𝑓 (𝑥(𝜃0)) − 𝑥(𝜃0 + 𝜔) ∈ Rn
.
.
.
𝑓 (𝑥(𝜃M  1 )) − 𝑥(𝜃M  1 + 𝜔)
1
CCA .
According to Eq. (3.5), zeros of𝐹 correspond to invariant curves and hence the norm of𝐹
denes a measure for 1d-ness of a curve described by𝑥.
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3.2.4 Newton search
In order to nd the zeros of Eq. (3.6) the Newton method is used. Instead of a stop criterion
max ||𝐹𝑁 ||2 < 10−14 [22], here always ten Newton steps are performed according to Eq. (3.8).
In case of a continuously dierentiable (non-linear) function𝑔 : R→ R one nds an argument
𝑦 ∈ R where𝑔(𝑦) = 0 with an iterative Newton process. Its𝑚-th iteration step reads
𝑦𝑚+1 = 𝑦𝑚 − 𝑔(𝑦𝑚)
𝑔′(𝑦𝑚)
.
For higher dimensions, i.e.𝑔 : R𝑛 → R𝑛 and 𝑦 ∈ R𝑛, this reads
𝑦𝑚+1 = 𝑦𝑚 − (𝐽𝑔(𝑦𝑚))−1𝑔(𝑦𝑚),
where 𝐽𝑔 denotes the Jacobian matrix of𝑔, which is an 𝑛 × 𝑛-matrix. Due to numerical
eciency the following system of linear equations is solved instead.
𝐽𝑔(𝑦𝑚)∆𝑦𝑚 = −𝑔(𝑦𝑚),
𝑦𝑚+1 = 𝑦𝑚 + ∆𝑦𝑚
(3.7)
We adopt this to our case by replacing𝑔 by 𝐹 and 𝑦 by the Fourier coecients of 𝑥
𝐽𝐹
0
BBBBBBBBBBBB@
0
BBBBBBBBBBBB@
𝑎𝑚0
𝑎𝑚1
.
.
.
𝑎𝑚𝑁
𝑏𝑚1
.
.
.
𝑏𝑚𝑁
1
CCCCCCCCCCCCA
1
CCCCCCCCCCCCA
0
BBBBBBBBBBBB@
∆𝑎𝑚0
∆𝑎𝑚1
.
.
.
∆𝑎𝑚𝑁
∆𝑏𝑚1
.
.
.
∆𝑏𝑚𝑁
1
CCCCCCCCCCCCA
= −𝐹𝑁
0
BBBBBBBBBBBB@
0
BBBBBBBBBBBB@
𝑎𝑚0
𝑎𝑚1
.
.
.
𝑎𝑚𝑁
𝑏𝑚1
.
.
.
𝑏𝑚𝑁
1
CCCCCCCCCCCCA
1
CCCCCCCCCCCCA
= −
0
BB@
𝑓(𝑥(𝜃0))− 𝑥(𝜃0 + 𝜔)
.
.
.
𝑓(𝑥(𝜃𝑀−1))− 𝑥(𝜃𝑀−1 + 𝜔)
1
CCA
0
BBBBBBBBBBBB@
𝑎𝑚+10
𝑎𝑚+11
.
.
.
𝑎𝑚+1𝑁
𝑏𝑚+11
.
.
.
𝑏𝑚+1𝑁
1
CCCCCCCCCCCCA
=
0
BBBBBBBBBBBB@
𝑎𝑚0
𝑎𝑚1
.
.
.
𝑎𝑚𝑁
𝑏𝑚1
.
.
.
𝑏𝑚𝑁
1
CCCCCCCCCCCCA
+
0
BBBBBBBBBBBB@
∆𝑎𝑚0
∆𝑎𝑚1
.
.
.
∆𝑎𝑚𝑁
∆𝑏𝑚1
.
.
.
∆𝑏𝑚𝑁
1
CCCCCCCCCCCCA
(3.8)
Hence the Jacobian matrix of𝐹 is needed.
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Jacobian matrix of 𝐹
In general the Jacobian matrix of𝐹 denoted by𝐷𝐹  𝐽F reads
𝐽F =
0
BB@
@F0
@a0
@F0
@a1 . . .
@F0
@aN
@F0
@b1 . . .
@F0
@bN
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
@FM  1
@a0 . . .
@FM  1
@bN
1
CCA
=

@F
@a0
@F
@a1 . . .
@F
@aN
@F
@b1 . . .
@F
@bN

, (3.9)
where every@Fi@cj (𝑐 j means𝑎j or 𝑏j ) is a 𝑛  𝑛 block. Hence𝐽F has shape𝑛𝑀  𝑛(2𝑁 + 1).
Using the chain rule, the columns@F@cj can be calculated as follows:
𝜕𝐹j
𝜕𝑐k
=
𝜕(𝑓 (𝑥(𝜃 j ))   𝑥(𝜃 j + 𝜔))
𝜕𝑐k
=
𝜕𝑓 (𝑥)
𝜕𝑥




x( j )

𝜕𝑥(𝜃 j )
𝜕𝑐k
 
𝜕𝑥
𝜕𝑐k
(𝜃 j + 𝜔)
= 𝐷𝑓 (𝑥(𝜃 j ))  𝜕𝑥(𝜃 j )
𝜕𝑐k
 
𝜕𝑥
𝜕𝑐k
(𝜃 j + 𝜔),
where  denotes the dot product.𝐷𝑓 is the Jacobian matrix of𝑓 and of shapeRn  Rn .
Now use Eq. (3.3) to derive
𝜕𝑥
𝜕𝑎k
(𝜃 j ) =
0
BB@
@xp1
@akp 1
. . .
@xp1
@akq 2
.
.
.
.
.
.
@xq2
@akp 1
@xq2
@akq 2
1
CCA = 1n cos(𝑘𝜃j ) and
𝜕𝑥
𝜕𝑎k
(𝜃 j + 𝜔) = 1n cos(𝑘𝜃j + 𝑘𝜔)
as well as
𝜕𝑥
𝜕𝑏k
(𝜃 j ) = 1n sin(𝑘𝜃j )
𝜕𝑥
𝜕𝑏k
(𝜃 j + 𝜔) = 1n sin(𝑘𝜃j + 𝑘𝜔)
where1n denotes the𝑛  𝑛 identity matrix. Using these results we nally get for each𝑎k-related
column
𝜕𝐹
𝜕𝑎k
=
0
BB@
𝐷𝑓 (𝑥(𝜃0))  1n cos(𝑘𝜃0)
.
.
.
𝐷𝑓 (𝑥(𝜃M  1 ))  1n cos(𝑘𝜃M  1 )
1
CCA  
0
BB@
1n cos(𝑘𝜃0 + 𝑘𝜔)
.
.
.
1n cos(𝑘𝜃M  1 + 𝑘𝜔)
1
CCA (3.10)
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and for the 𝑏𝑘 related columns
𝜕𝐹
𝜕𝑏𝑘
=
⎛⎜⎜⎝
𝐷𝑓(𝑥(𝜃0)) · 1𝑛 sin(𝑘𝜃0)
.
.
.
𝐷𝑓(𝑥(𝜃𝑀  1 )) · 1𝑛 sin(𝑘𝜃𝑀  1 )
⎞⎟⎟⎠−
⎛⎜⎜⎝
1𝑛 sin(𝑘𝜃0 + 𝑘𝜔)
.
.
.
1𝑛 sin(𝑘𝜃𝑀  1 + 𝑘𝜔)
⎞⎟⎟⎠ . (3.11)
For the coupled standard map, see Eq. (2.4) the linearisation reads
𝐷𝑓 =
⎛⎜⎜⎜⎜⎝
1 + 𝐴1 + 𝑐 𝑐 𝐴1 + 𝑐 𝑐
𝑐 1 + 𝐴2 + 𝑐 𝑐 𝐴2 + 𝑐
1 0 1 0
0 1 0 1
⎞⎟⎟⎟⎟⎠ (3.12)
with
𝐴𝑖 = 𝐾𝑖 cos(2𝜋(𝑞𝑖 + 𝑝𝑖)), 𝑖 = 1, 2 and
𝑐 = 𝜉12 cos(2𝜋(𝑞1 + 𝑝1 + 𝑞2 + 𝑝2)).
Note that in case of periodic orbits of period𝑝 or orbits, which consist of𝑝 topologically not
connected parts,𝐷𝑓 needs to be replaced by the linearisation of the𝑝-fold iterated map 𝑓𝑝 in
order to nd an invariant curve describing only one of the𝑝 parts. Considering the chain rule
we get
𝐷𝑓 𝑝(𝑥) = 𝐷𝑓(𝑓𝑝 1 (𝑥)) · . . . ·𝐷𝑓(𝑓(𝑥)) ·𝐷𝑓(𝑥).
Finally Eq. (3.10) and Eq. (3.11) need to be combined like described by Eq. (3.9) to get the
Jacobian matrix 𝐽𝐹 .
Uniqueness of solution
If 𝑥(𝜃) is a Fourier series corresponding to an invariant curve, then𝑦(𝜃) = 𝑥(𝜃+𝜑) is a dierent
Fourier series with dierent coecients that represents the same invariant curve as𝑥(𝜃). This
introduces numerical diculties when solving the linear system Eq. (3.8).
To solve this problem we add an additional condition, e.g.𝑥𝑝2 (𝜃 = 0) = 𝑝2 = 0, to the
system Eq. (3.8). This implies∑︀𝑘 𝑎𝑚+1𝑘𝑝2 = 𝑝2. Hence the row(0, 1, 0, 0, 0, 1, . . . , 0) has to be
attached to 𝐽𝐹 and the value𝑝2 −
∑︀
𝑘 𝑎
𝑚
𝑘𝑝2
to the right side. Hence the extended system of
linear equations reads
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(︃
𝜕𝐹
𝜕𝑎0
𝜕𝐹
𝜕𝑎1
: : : 𝜕𝐹
𝜕𝑎N
𝜕𝐹
𝜕𝑏1
: : : 𝜕𝐹
𝜕𝑏N
0 1 0 0 0 1 0 0 : : : 0 1 0 0 0 0 0 0 : : : 0 0 0 0
)︃
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a 𝑚0
a 𝑚1
.
.
.
a 𝑚𝑁
b 𝑚1
.
.
.
b 𝑚𝑁
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=  
⎛⎜⎜⎜⎜⎝
f (x( 0))   x( 0 + ! )
.
.
.
f (x( 2𝑁))   x( 2𝑁 + ! )
~p2  
∑︀
𝑘 a
𝑚
𝑘𝑝2
⎞⎟⎟⎟⎟⎠ :
(3.13)
Solving the system of linear equations
Ref. [22] suggests to solve this non-square system by a standard Gaussian elimination method
with row pivoting, which leads to the identity 0 = 0 for the last row. Then this row is skipped
and the triangular system solved in the usual way. Here, in contrast, always a least square
method is used, because it numerically behaves more robust and is better suited for the usage
of M > 2N + 1 .
3.2.5 Error estimation
As F𝑁 !1 already provides an error measure, one just has to evaluateF𝑁 on a much ner grid
in order to get an error estimation. More precisely
E (x; ! ) = max
𝜃i 2T
jf (x( 𝑖))   x( 𝑖 + ! )j (3.14)
is used, where 𝑖 is a 10 times ner grid than  𝑗, i.e. the grid used for the Newton search.
Solution at a threshold 10 12 are accepted to obtain the results of this thesis [22]. If this
threshold can’t be reached by the Newton search, the truncation valueN is increased up to a
certain maximum value.
3.2.6 Initial guess for the coecients from a 2-torus
The Newton search needs an initial guess for the coecientsa𝑘 and b𝑘. In case of an elliptic
1-torus one can use a surrounding2-torus to nd them. Therefor one rst needs to nd the
main frequency as described in Sec. 2.4. Remember that in the frequency analysis the signal
z1,2 = q1,2   ip1,2 is used. This leads to the Fourier series
∑︀
𝑘 c^𝑘 exp(i!t ) with c^𝑘 2 C2, where
the real part of the series corresponds toq and the imaginary part to p. In contrast here only
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real coecients are used. Hence this method has to be modied in a way that every coordinate
can be processed separately. Merging these four series leads to∑︀𝑘 𝑐𝑘 exp(i𝜔𝑡) with 𝑐𝑘 ∈ C4.
From this the wanted coecients follow as
𝑎0 = ℜ (𝑐0)
𝑎𝑘 = 2ℜ (𝑐𝑘)
𝑏𝑘 = −2ℑ (𝑐𝑘), 1 ≤ 𝑘 ≤ 𝑁. (3.15)
3.2.7 Continuation process to nd families of 1-tori
Starting from a few 1-tori a continuation process is used to nd families of1-tori in the 4d
phase space. In this section the details of the continuation process [22] and the determination
of the initial 1-tori in dierent scenarios are explained.
Continuation
One possibly nds families of1-tori by changing the frequency a bit and uses the old coecients
𝑎𝑘, 𝑏𝑘 as initial conditions for the Newton search. This method fails, if the frequency doesn’t
change monotonously along the family of1-tori.
A better way is to extrapolate the next initial guess from an interpolation of some already
known 1-tori. More precisely an interpolation in the spaceR𝑚=𝑛(2 𝑁+1)+1 is used, which con-
tains points consisting of2𝑁 + 1 𝑛-dimensional Fourier coecients and the frequency. As
interpolation variable a pseudo-arc is proposed by Ref. [22], but to simplify matters here the
Euclidean distance𝑑 of the points in R𝑚 is used. From this interpolation a new initial guess
for the frequency and the Fourier coecients is extrapolated at𝑑 + ∆𝑑.
Especially in order to nd hyperbolic 1-tori initial guesses for the coecients independent of
any 2-torus are needed. One option is to nd a few1-tori and to start a continuation process.
How to nd these rst 1-tori is explained in the following for dierent scenarios.
Initial guess for rst 1-tori
Starting with 1-tori In case some members of a family of1-tori are already known including
their longitudinal frequency𝜈L and their Fourier coecients, e.g. from the procedure described
in Sec. 3.2.6, this information can simply be used for the rst points of the continuation
process. It just has to be ensured that their𝑥(0)-values are close to each other. Otherwise the
continuation of the coecients would not make sense.
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Starting from a xed point (EE, EH) For a PoincarØ map the known linearised map at
the xed point of interest can be used. For each pair of eigenvalues of the linearised map
𝜆1 = 𝜆
*
2 = 𝑒
i𝜔0 one can start the continuation to nd the emerging Lyapunov family of 1-tori.
The rst interpolation point consists of the frequency 𝜔0 and just zeros as coecients, except
for 𝑎0, which is the xed point. The corresponding eigenvectors𝜉1, 𝜉2 span a2d-plane, which
is tangential to the Lyapunov family.
Now the dynamics on the Lyapunov family can be approximated in terms of the linearised
map as𝑥(𝑡) =
∑︀2
𝑛=1 𝑐𝑛𝜉𝑛 exp(𝜆𝑛𝑡), where 𝑐𝑛 ∈ R are scaling factors. Hence for the second
interpolation point one can use𝑎1 = 2𝑐1ℜ (𝜉1), 𝑏1 = −2𝑐2ℑ (𝜉1) and the coordinates of the
xed point as 𝑎0 as initial guesses for the coecients.
As desired frequency for the second interpolation point we choose𝜔 = 𝜔0 + ∆𝜔. The sign of
∆𝜔 has to be the right one. Otherwise one ends up with imaginary tori [22] and converges to
the xed point. In addition, for each Lyapunov family of a xed point the parameter ∆𝜔 and
the corresponding𝑐1, 𝑐2 have to be tuned, because too close to the xed point, e.g. for very
small ∆𝜔 and/or prefactors, the algorithm also converges to the xed point, while starting too
far out it diverges.
Starting with a chain of periodic orbits approximately describing a 1-torus In some
cases there exists no structure to start with using the methods described above, e.g. at certain
bifurcations. But as it is possible to search for periodic orbits of a given period one may nd
a chain of periodic orbits, which originates from a broken1-torus (cf. Sec. 2.6.3). For instance
a hyperbolic 1-torus can break up into a chain of EH and HH periodic orbits [17]. In the
following it is explained how to use such a chain to get an initial guess for the coecients.
While the other cases are more strict in the sense that there must exist a1-torus with these
properties, here only the geometry of an initial1-torus is approximated to rst order. In
general the dynamics around a point⃗𝐶fp ∈ R4 is considered, which is mostly the EE xed
point at (0.0, 0.0, 0.5, 0.5)1 in the map studied here, see Eq. (2.4). Hence the initial guess for
𝑎0 is ?⃗?fp in both rst interpolation points. The other parts of the rst interpolation point
will be like before: take𝜔0 as the frequency and just zeros as further coecients. The second
interpolation point has frequency𝜔 = 𝜔0 + ∆𝜔 and coecients obtained from the chain of
xed points like described in the following.
Remember that for𝑁 = 1 Eq. (3.2), which describes the1-torus, simply reads
𝑥(𝜃) = 𝑎0 + 𝑎1 cos(𝜃) + 𝑏1 sin(𝜃). (3.16)
1At least in the rst level of the hierarchy. If we go deeper we need to use another centre.
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To illustrate the details a simple example is constructed and sketched in Fig. 3.2. Consider
a period 𝑝chain periodic orbit with initial point f⃗p originating from a broken 1-torus with
𝜔0 = 2𝜋𝑙/𝑝chain with 𝑙 ∈ N. Note that one should start with a point f⃗p in the chain that is
close to the uniqueness condition (or this condition has to be adapted). The approximation
of the 1-torus should full 𝑥(0) = f⃗p. Thus using Eq. (3.16) leads to𝑎1 = f⃗p − ?⃗?fp. Finding
𝑏1 works similarly, but a point ?⃗? at approximately 𝑥( 2 ) = 𝑎0 + 𝑏1 is needed to calculate
𝑏1 = ?⃗? − ?⃗?fp. These𝑎1 and 𝑏1 would approximate a1-torus with 𝜔0 in rst order. As this
1-torus is broken, the1-torus corresponding to𝜔 = 𝜔0 + ∆𝜔 is searched. Therefor a little
oset is added to 𝑎1 and 𝑏1.
~fp
~0
a1
b1
~B~Cfp
Figure 3.2: Sketch of how to initialise a continuation from a chain of periodic orbits (green).
In order to nd ?⃗? one has to use the frequency𝜔0 to iterate an angle𝜅(𝑡) = 𝜔0𝑡 mod 2𝜋 for
times 𝑡 = 0, 1, . . . , 𝑝chain. Then the iteration 𝜏 closest to 2 can be found and the pointf⃗p is
mapped𝜏 times to get ?⃗?.
This gets more complicated, if one deals with orbits that consist of𝑝top topologically discon-
nected objects. First, in this case𝜔0 has to correspond to only one topological object. Further
dierences to the case𝑝top = 1 arise only when searching for⃗𝐵: the angle𝜅 is iterated only
𝑝chain/𝑝top times to visit every angle only once. To get the phase-space point?⃗? the point f⃗p has
to be mapped𝜏 · 𝑝top times, because the map is visiting every topological part of the object.
Finally there remains just the question how to nd an adequate chain of periodic points. As
this procedure is mostly used to search for hyperbolic1-tori, one seeks EH or HH periodic
orbits. If the corresponding elliptic branch is already known, one can search for rational
numbers 𝑙/𝑚 in the range of its longitudinal frequency𝜈L . Then periodic orbits with period
𝑝top · 𝑚 are searched. From the results the desired periodic orbits are recognised by their
geometry in a3d-projection.
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Anti-aliasing
To avoid aliasing eects, which occur whenever one computes the discrete Fourier transform
of a non-linear function, one can introduce an anti-aliasing lter [62]:
𝑎𝑘 → 𝑎𝑘
𝑘2 −𝐾2 , 𝑘 > 𝐾. (3.17)
Trying dierent values of 𝐾 like 𝑁/4, 𝑁/8, etc., it turns out that this method has no signicant
positive eect. In some cases even more coecients were needed to reach a good result.
Consequently, the anti-aliasing is not used for the calculations in this thesis.
3.3 Computation of the normal behaviour
Along with the disability to detect hyperbolic 1-tori the contraction method described in
Sec. 3.1 has the disadvantage that it provides no information about the normal frequency of
elliptic 1-tori. Of course, the dynamic on a1-torus is described by one frequency, but we can
assign a normal frequency to it either by the limiting2-tori [63] or by the linearised dynamics
normal to the 1-torus. In the following a calculation using the latter is reviewed [20, 64].
In the same way the normal behaviour of hyperbolic1-tori, which is described by Lyapunov
exponents, can be examined.
3.3.1 Analytical analysis
Assume that the rst part of the algorithm led to an invariant curve 𝑥(𝜃) satisfying Eq. (3.5)
for a given frequency𝜔. Let ℎ⃗ ∈ R𝑛 represent a small displacement at an arbitrary point𝑥(𝜃0),
see Fig. 3.3. Then
𝑓(𝑥(𝜃) + ℎ⃗) = 𝑓(𝑥(𝜃)) + 𝐷𝑥𝑓(𝑥(𝜃))⃗ℎ + 𝑂(||⃗ℎ||2). (3.18)
Dening
𝐴(𝜃) = 𝐷𝑥𝑓(𝑥(𝜃)) and 𝐴(𝜃)⃗ℎ =
˜⃗
ℎ
and using Eq. (3.5) one gets
𝐴(𝜃)⃗ℎ = 𝑓(𝑥(𝜃) + ℎ⃗)− 𝑥(𝜃 + 𝜔).
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Now ℎ⃗ is considered to be constant in a local coordinate system that is shifted along the
1-torus to positions 𝜃. Hence in the static coordinate system it gets a vector-valued function
ℎ⃗(𝜃). In order to nd these functions ℎ⃗(𝜃) that describe the dynamic around the1-torus the
generalized eigenvalue problem is considered
𝐴(𝜃)?⃗?(𝜃) = 𝜆?⃗?(𝜃 + 𝜔) with 𝜆 ∈ C.
Introducing the operator 𝑇! of a translation by 𝜔 as (𝑇! 𝑥)(𝜃) = 𝑥(𝜃 + 𝜔) with the property
𝑇  1! = 𝑇  ! one nally gets
𝑇
 ! ∘ 𝐴(𝜃)?⃗?(𝜃) = 𝜆?⃗?(𝜃). (3.19)
As the eigenvalue𝜆 measures how much the eigenvector⃗𝜓 is shrank, stretched and rotated
when shifted by𝜔, it represents the normal behaviour we are interested in. While shrinking
and stretching, i.e. |𝜆| ̸= 1, appears in the normal directions of a hyperbolic1-torus, a pure
rotation, i.e. |𝜆| = 1, occurs normal to elliptic1-tori. Thus the eigenvaluesexp(i𝜔N) with norm
1 contain the desired normal frequency𝜔N of an elliptic 1-torus and the ones𝜆 = 𝜇 exp(i?˜?)
with 𝜇 ̸= 1 contain the Lyapunov exponent𝜆N = ln(|𝜇|) of a hyperbolic 1-torus. Hence a
discrete representation of the operator𝑇
 ! ∘ 𝐴(𝜃) is needed to compute its eigenvalues and
eigenvectors.
x(θ0) f(x(θ0)) = x(θ0 + ω)
~h
~˜h x(θ)
Eq. (3.18)
Figure 3.3: Sketch concerning computation of the normal behaviour ofx( ).
3.3.2 Numerical approximation
This section discusses how to numerically determine the normal behaviour of1-tori. At rst
the discrete representation of the operator𝑇
 ! ∘ 𝐴(𝜃) is introduced. Then the selection and
interpretation of the eigenvalues is explained.
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Matrix representation of the operator 𝑇−𝜔 ∘ 𝐴(𝜃)
To be able to calculate eigenvalues, it is necessary to deal with quadratic matrices at this
point. Thus one needs to adapt either𝑁new = (𝑀 −1)/2 or 𝑀new = 2𝑁 + 1. While the former
may leads to higher accuracy the letter turns out to be faster and more stable. Hence it was
decided to use the smaller matrices, i.e. in the following𝑀 = 2𝑁 + 1 is used.
A representation of 𝑇−𝜔 ∘ 𝐴(𝜃) is gained by multiplying representations of𝑇−𝜔 and 𝐴(𝜃).
Therefore these parts are discussed separately in this section.
First a matrix representation of𝐴(𝜃) is examined. Consider this operator as a map from the
Fourier coecients of 𝑥(𝜃) (namely 𝑎𝑘, 𝑏𝑘 or again in general𝑐𝑘) to the Fourier coecients of
𝑓(𝑥(𝜃)), which will be called𝛼𝑘 and 𝛽𝑘 or, if both are addressed,𝛾𝑘. It reads
𝐴(𝜃) =
𝜕𝛾
𝜕𝑓
· 𝜕𝑓
𝜕𝑐
.
Now the parts 𝜕𝛾
𝜕𝑓
and 𝜕𝑓
𝜕𝑐
are calculated starting with 𝜕𝑓
𝜕𝑐
.
This is very similar to Sec. 3.2.4, where calculation of the Jacobian matrix𝐽𝐹 was described.
In contrast to Eq. (3.10) and Eq. (3.11) the second terms have to be left out. The result reads
𝜕𝑓
𝜕𝑐
=
⎛⎜⎜⎝
𝜕𝑓0
𝜕𝑎0
𝜕𝑓0
𝜕𝑎1
. . . 𝜕𝑓0
𝜕𝑎𝑁
𝜕𝑓0
𝜕𝑏1
. . . 𝜕𝑓0
𝜕𝑏𝑁
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
𝜕𝑓2𝑁
𝜕𝑎0
. . . 𝜕𝑓2𝑁
𝜕𝑏𝑁
⎞⎟⎟⎠
=
(︁
𝜕𝑓
𝜕𝑎0
𝜕𝑓
𝜕𝑎1
. . . 𝜕𝑓
𝜕𝑎𝑁
𝜕𝑓
𝜕𝑏1
. . . 𝜕𝑓
𝜕𝑏𝑁
)︁
with terms
𝜕𝑓𝑗
𝜕𝑎𝑘
=
𝜕𝑓(𝑥(𝜃𝑗))
𝜕𝑎𝑘
= 𝐷𝑓(𝑥(𝜃𝑗)) · 𝜕𝑥(𝜃𝑗)
𝜕𝑎𝑘
where 𝜕𝑥
𝜕𝑎𝑘
(𝜃𝑗) = 1𝑛 cos(𝑘𝜃𝑗).
Thus the 𝑎𝑘 related columns read
𝜕𝑓
𝜕𝑎𝑘
=
⎛⎜⎜⎝
𝐷𝑓(𝑥(𝜃0)) · 1𝑛 cos(𝑘𝜃0)
.
.
.
𝐷𝑓(𝑥(𝜃2𝑁)) · 1𝑛 cos(𝑘𝜃2𝑁)
⎞⎟⎟⎠ .
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To get the 𝑏𝑘 related columns the cosine needs to be replaced by sine, cf. Eq. (3.11). In the
end this results in
𝜕𝑓
𝜕𝑐
=⎛⎜⎜⎝
𝐷𝑓(𝑥(𝜃0)) · 1𝑛 cos(0𝜃0) 𝐷𝑓(𝑥(𝜃0)) · 1𝑛 cos(1𝜃0) . . . 𝐷𝑓(𝑥(𝜃0)) · 1𝑛 sin(𝑁𝜃0)
.
.
.
.
.
.
.
.
.
𝐷𝑓(𝑥(𝜃2𝑁)) · 1𝑛 cos(0𝜃2𝑁) 𝐷𝑓(𝑥(𝜃2𝑁)) · 1𝑛 cos(1𝜃2𝑁) . . . 𝐷𝑓(𝑥(𝜃2𝑁)) · 1𝑛 sin(𝑁𝜃2𝑁)
⎞⎟⎟⎠ .
(3.20)
Now continue with the second part of𝐴(𝜃), namely
𝜕𝛾
𝜕𝑓
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝜕𝛼0
𝜕𝑓0
𝜕𝛼0
𝜕𝑓1
. . . 𝜕𝛼0
𝜕𝑓2N
.
.
.
.
.
.
.
.
.
𝜕𝛼N
𝜕𝑓0
𝜕𝛼N
𝜕𝑓1
. . . 𝜕𝛼N
𝜕𝑓2N
𝜕𝛽1
𝜕𝑓0
𝜕𝛽1
𝜕𝑓1
. . . 𝜕𝛽1
𝜕𝑓2N
.
.
.
.
.
.
.
.
.
𝜕𝛽N
𝜕𝑓0
. . . 𝜕𝛽N
𝜕𝑓2N
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
The Fourier coecients of 𝑓(𝑥(𝜃)) can be written as
𝛼𝑘 =
2
2𝑁 + 1
2𝑁∑︁
𝑚=0
𝑓(𝑥(𝜃𝑚)) cos(𝑘𝜃𝑚),
𝛽𝑘 =
2
2𝑁 + 1
2𝑁∑︁
𝑚=0
𝑓(𝑥(𝜃𝑚)) sin(𝑘𝜃𝑚).
Hence the derivatives read
𝜕𝛼𝑘
𝜕𝑓(𝑥(𝜃𝑚))
=
2
2𝑁 + 1
cos(𝑘𝜃𝑚) 1𝑛,
𝜕𝛽𝑘
𝜕𝑓(𝑥(𝜃𝑚))
=
2
2𝑁 + 1
sin(𝑘𝜃𝑚) 1𝑛.
Like always, the zeroth coecient is a little dierent:
𝛼0 =
1
2𝑁 + 1
2𝑁∑︁
𝑚=0
𝑓(𝑥(𝜃𝑚)) cos(𝑘𝜃𝑚)
𝜕𝛼0
𝜕𝑓(𝑥(𝜃𝑚))
=
1
2𝑁 + 1
cos(𝑘𝜃𝑚)1𝑛.
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Joining everything together the result for the second part of𝐴(𝜃) reads
𝜕𝛾
𝜕𝑓
= 2
1
2𝑁 + 1
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
cos(0𝜃0) · 1n cos(0𝜃1) · 1n . . .
.
.
.
.
.
.
.
.
.
cos(𝑁𝜃0) · 1n cos(𝑁𝜃1) · 1n . . . cos(𝑁𝜃2N ) · 1n
sin(1𝜃0) · 1n sin(1𝜃1) · 1n . . . sin(1𝜃2N ) · 1n
.
.
.
.
.
.
.
.
.
sin(𝑁𝜃0) · 1n . . . sin(𝑁𝜃2N ) · 1n
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (3.21)
Finally one just needs to multiply the results of Eq. (3.21) and Eq. (3.20) to get a matrix
representation of𝐴(𝜃).
The second step is to nd a matrix representation of𝑇! . Keeping in mind that while dealing
with an invariant 1-torus Eq. (3.5) is fullled, one can think of 𝑇! as a rotation operator in
coecient space. For every 𝑘-value this operator needs to full
𝑇!
(︃
𝑎k
𝑏k
)︃
=
(︃
𝛼k
𝛽k
)︃
and therefore reads
𝑇! =
(︃
cos(𝑘𝜔) · 1n sin(𝑘𝜔) · 1n
− sin(𝑘𝜔) · 1n cos(𝑘𝜔) · 1n
)︃
.
Now all 𝑘-values should be handled at once. Because of the chosen ordering of coecients (𝑎0,
𝑎1, . . . , 𝑏1, . . . ), the block structure of a rotation matrix is lost and the matrix representation
of 𝑇! reads:
𝑇! =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝑎0 𝑎1 . . . 𝑎N 𝑏1 . . . 𝑏N
0 1n 0 . . . 0
𝑛 0 cos(1𝜔) · 1n 0 . . . sin(1𝜔) · 1n 0 . . .
.
.
. 0 cos(2𝜔) · 1n . . . 0 sin(2𝜔) · 1n
𝑛(𝑁 + 1)− 1 ...
𝑛(𝑁 + 1) − sin(1𝜔) · 1n 0 . . . cos(1𝜔) · 1n 0 . . .
.
.
. 0 − sin(2𝜔) · 1n . . . 0 cos(2𝜔) · 1n
𝑛(2𝑁)
.
.
.
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
(3.22)
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Using 𝑇−𝜔 = 𝑇−1𝜔 = 𝑇 𝑇𝜔 , nally a nite approximation of the operator 𝑇−𝜔 ∘ 𝐴(𝜃) can be
calculated. To obtain its eigenvalues we use standard numerical procedures included in NumPy
[65].
Selection of eigenvalues
As we are interested just in the eigenvalue describing the normal behaviour of the1-torus but
get 𝑛(2𝑁 + 1) eigenvalues, which are linear combinations of the fundamental ones, one needs
to know how to select the most accurate eigenvalue. To achieve this, the components𝜓𝑗 of the
numerical eigenfunctions are interpreted as the Fourier representation of the corresponding
eigenfunction𝜓(𝜃) = ∑︀𝑗 𝜓𝑗 exp(i𝑗𝜃). Its norm
||𝜓||(𝑝) =
∑︁
𝑗∈Z
|𝜓𝑗||𝑗|𝑝, (3.23)
where𝑝 = 1 seems to be sucient [64], provides an error measure. Then just these eigenvalues
have to be selected, whose eigenfunctions have small norm. To decide whether the norm is
small enough, a𝑁 -dependent criterion was used. If the smallest norm is bigger than𝐸max, the
calculation is repeated with higher𝑁 or stopped. The maximum error is dened as follows
𝐸max =
⎧⎨⎩6𝑁 − 55, if 𝑁 <= 10012.5𝑁 − 700, if 𝑁 > 100 .
This denition is based on a linear t of typical errors at specic values of 𝑁 .
Interpretation of selected eigenvalues
In case of an elliptic1-torus all eigenvalues have norm1 and the normal frequency𝜔N is
obtained by selecting the eigenvaluexp(i𝜔N) corresponding to the eigenvector with minimum
norm.
In case of a hyperbolic torus, there will appear eigenvalues with norm|𝜇| > 1 and 1|𝜇| . The
Lyapunov exponent𝜆𝐿 = ln |𝜇| will be used in the following as a measure for hyperbolicity.
Furthermore the corresponding eigenvectors can be used to calculate an approximation of the
stable and unstable manifold.

4 Bifurcations of families of 1-tori
While in Sec. 2.6.3 systems under parameter variation are considered, we observe all stages of
the bifurcations in a single fully coupled 4d system. This is possible, because the frequency is
changing continuously along the families of 1-tori and thus provides a variable analogous to a
perturbation or bifurcation parameter.
We discuss the bifurcations using examples from the families ℳfp1 and ℳfp2 , that is from the
ﬁrst level of the hierarchy. In the following, ℳfp1 and ℳfp2 are referred to as main families
of 1-tori. The point at which the frequencies of a family of 1-tori cross a resonance is called
bifurcation point.
To get an overview, all resonances that are used in this chapter as examples are shown in
frequency space in Fig. 4.1. As before a resonance line 𝑚1 : 𝑚2 : 𝑛 (grey dashed lines) denotes
the resonance given by the equation 𝑚1𝜈1 + 𝑚2𝜈2 = 𝑛. On the family ℳfp1 the frequency 𝜈1
corresponds to the longitudinal frequency 𝜈L and 𝜈2 to the normal one 𝜈N, i.e. a resonance
𝑚1 : 𝑚2 : 𝑛 crossing ℳfp1 corresponds to 𝑚L : 𝑚N : 𝑛. On ℳfp2 it is the other way round, i.e.
𝑚1 : 𝑚2 : 𝑛 corresponds to 𝑚N : 𝑚L : 𝑛.
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Figure 4.1: Frequency space of the coupled standard map Eq. (2.4). The main families
of 1-tori ℳfp1 and ℳfp2 (orange dots) and 2-tori (grey dots) are shown. All resonance lines
(grey dashed lines) of the examples considered in this chapter are included.
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The general behaviour at a resonance depends on the prefactor 𝑚N of the normal frequency
𝜈N. Diﬀerent cases of its value are discussed separately in the following sections. For each
case the 3d phase-space slices and 3d projections of the 1-tori involved in the resonance are
examined. These structures are separately discussed for the local regime, i.e. close to the
bifurcation point, and for the global regime, i.e. far away from the bifurcation point. The
observations are then explained according to the in Sec. 2.6.3 reviewed results of Broer [33]
and Todesco [32], respectively. Finally, the frequencies and Lyapunov exponents of the families
of 1-tori are investigated.
4.1 Visualisation of bifurcations (|𝑚N| = 3)
First the 2d phase portraits introduced in Sec. 2.6.3 will be connected to the 3d phase-space
slices of the 4d phase space of the considered map Eq. (2.4). The −1 : 3 : 0 resonance serves an
example. An elliptic 1-torus of this resonance is shown in Fig. 4.2 using a 3d colour projection.
The whole structure at the −1 : 3 : 0 resonance is shown in a 3d phase-space slice in Fig. 4.3
and Fig. 4.4(a).
The families of 1-tori of the resonance appear in the 3d phase-space slice in Fig. 4.3 as three
elliptic (red) branches, which become hyperbolic (green) in the vicinity of the intersection with
the main family ℳfp1 . Each branch continues hyperbolic beyond this intersection.
As discussed in Sec. 2.6.4, each of the 1-tori consists of gcd(−1, 3) = 1 closed ring, which can
be seen for one 1-torus in Fig. 4.2. Hence, all three branches visible in the 3d phase-space slice
in Fig. 4.3 are connected in the full 4d phase space. The only other possibility for this type of
bifurcation is gcd(𝑚L,±3) = 3, which would lead to three disjoint but dynamically connected
rings.
In order to compare the phase portraits from Sec. 2.6.3 with our system, 2d projections of
the 3d phase-space slice are considered. As the longitudinal frequency 𝜈L serves as a local
perturbation parameter, one actually would have to ﬁnd the surface of constant 𝜈L in order to
produce something analogous to the phase portraits. In practice, we deﬁne a projection plane
as the plane spanned by the three intersection points of a 1-torus with the 3d phase-space
slice. In Fig. 4.4(a) this 2d projection plane in blue with its normal vector in red and some
orbits on 2-tori in black, resulting from initial points in this plane, are shown. Fig. 4.4(b)
displays the points of these orbits projected on the plane as well as the intersection points
of the families of 1-tori with the plane in their corresponding colour. Thus, in the projection
the points of a particular colour correspond to intersection points of a particular 1-torus. The
resulting structure of the 2d projection in Fig. 4.4(b) matches qualitatively the phase portraits
shown in Fig. 4.4(c) very well.
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p1
q1
q2
Figure 4.2: 3d projection of an elliptic 1-torus from the −1 : 3 : 0 resonance (𝑝2 coordinate
encoded as colour with the colourmap shown in Fig. 2.7(b)). The coordinate centre is at
(𝑝1, 𝑞1, 𝑞2) = (0.0, 0.5, 0.5).
−p1
q1
q2
Mfp1
Figure 4.3: 3d phase-space slice of 1-tori involved in the −1 : 3 : 0 resonance. The family
ℳfp1 (orange), the elliptic (red), and the hyperbolic family (green) of 1-tori of the resonance
are shown. The coordinate centre is at (𝑝1, 𝑞1, 𝑞2) = (0.0, 0.53483, 0.42629).
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(a) 3d phase-space slice
Mfp1
(b) 2d projection
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(c) 2d phase portrait
Figure 4.4: Comparison of (a) detail of 3d phase-space slice for the −1 : 3 : 0 resonance,
(b) 2d projection of 2-tori from (a), and (c) 2d phase portraits for 𝑚N = 3. In (a) the
2d plane with normal vector n = (𝑛𝑝1 , 𝑛𝑞1 , 𝑛𝑞2) = (−0.33623,−0.67215, 0.65966) used for
(b) is indicated (blue grid, red spheres and red normal vector). (b) The family ℳfp1 , the
elliptic and the hyperbolic family of the resonance close to the bifurcation point are shown,
as well as 2-tori (black) with initial points in the plane. The 2-tori are projected on the
plane, while the coloured points mark the intersection points of ℳfp1 , the elliptic and the
hyperbolic family with the plane. The colours are like in Fig. 4.3, where a bigger version of
(a) is shown. Also a bigger version of (b) and (c) is shown in Fig. 4.5(e) and (f).
While the 𝑚N = 3, or period tripling, bifurcation is discussed in detail in the following section
using the 2d projections, only 3d phase-space slices like Fig. 4.3 are used for the other bifurca-
tions. The reason for that is ﬁrstly that it is not always possible to ﬁnd an adequate plane, in
which the bifurcation takes place. Mostly, a heavily curved surface is necessary, which is hard
to deﬁne. Secondly, as demonstrated before by Fig. 4.4 all relevant features of the bifurcation,
i.e. the equilibria of the normal form, can be already observed in the 3d phase-space slice, i.e.
by the families of 1-tori.
Note that the varying density of points along the families is due to the fact that usually several
customized calculations with diﬀerent step sizes are combined for the pictures. Although the
families of 1-tori are actually Cantor-families, the density of points is not related to this
property.
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The 2d projections of the −1 : 3 : 0 resonance in 4d are remindful of the touch-and-go period
tripling bifurcation in 2d maps like introduced in Sec. 2.6.2. This resemblance can be seen
in Fig. 4.5 by comparing 2d projections of diﬀerent stages of the bifurcation in 4d with the
corresponding phase portraits of the the |𝑚N| = 3 bifurcation.
Starting before the bifurcation point in (a) and (b) in Fig. 4.5, we only see deformed 2-tori
(black) around ℳfp1 (orange). Moving the plane further upwards along the normal vector of
the plane, see Fig. 4.4(a), we ﬁrst reach the saddle-node bifurcation point, where an elliptic
(red) and a hyperbolic (green) 1-torus of the type shown in Fig. 4.2 arise in addition to the
orange elliptic one in the centre. Then the hyperbolic 1-torus moves towards ℳfp1 and the
elliptic one away fromℳfp1 , see (c) and (d) in Fig. 4.5. Like shown in (e) and (f) the hyperbolic
1-torus intersects with ℳfp1 and moves through it, such that the triangle in the centre now
points away from the triangle formed by the three slice points of the elliptic 1-torus. After
that both types of 1-tori continue to move further away from ℳfp1 .
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Figure 4.5: Comparison of 2d phase space projections of the −1 : 3 : 0 resonance structure
(left column) with phase portraits obtained from normal forms (right column), see Sec. 2.6.3,
for a |𝑚N| = 3 bifurcation. The 2d planes are chosen along the normal vector shown in
Fig. 4.4(a). The rows present the stages: (a, b) before the bifurcation, (c, d) after the
saddle-node bifurcation and (e, f) after the touch-and-go period tripling bifurcation. The
coloured points correspond to slice points of families of 1-tori in the left column (colours
like in Fig. 4.3) and to elliptic (orange, red) and hyperbolic (green) equilibria in the right
column.
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We now use the results of Todesco [32], which were reviewed in Sec. 2.6.3, to explain the
structures in the global regime. If these results apply, far away from the bifurcation point one
should ﬁnd pairs of elliptic and hyperbolic 1-tori that arise from the same broken resonant
2-torus and thus have the same frequency and approximately same action.
For every 1-torus involved in the resonance, the longitudinal frequency 𝜈L can be obtained
using the techniques described in Sec. 2.4. Furthermore, the action of each 1-torus can be
numerically computed like described in Sec. 2.5. The combined results for the −1 : 3 : 0
resonance are shown as a frequency-action-diagram in Fig. 4.6(a). There one can see that
all 1-tori except for some hyperbolic ones (green) close to the saddle-node bifurcation point
meet the expectations described above, see inset in Fig. 4.6(a). In addition the saddle-node
bifurcation point, where the elliptic and the hyperbolic families arise, corresponds to the point
of minimal action.
The frequency-action-diagrams can also be interpreted as bifurcation diagrams. For all kinds
of bifurcations discussed in this chapter there are very similar looking plots in Ref. [33], where
they are called response diagrams.
4.1.3 Frequency space and Lyapunov exponent
Using the techniques described in Sec. 3.3, it is possible to compute the normal frequency 𝜈N of
elliptic 1-tori and the Lyapunov exponents 𝜆N of hyperbolic 1-tori. The results for the elliptic
and hyperbolic 1-tori of the −1 : 3 : 0 resonance are shown in Fig. 4.6(b) and (c), respectively.
The frequencies in Fig. 4.6(b) match the limiting values of the normal frequencies of the
surrounding 2-tori (not shown) as expected. Note that smaller longitudinal frequencies 𝜈L
correspond to 1-tori further away from the bifurcation point.
The dynamics normal to the involved hyperbolic 1-tori is described by the Lyapunov exponent
𝜆N, which is shown in Fig. 4.6(c). The Lyapunov exponent 𝜆N changes continuously with the
longitudinal frequency 𝜈L, that is along the family. At the point 𝜈L = 0.098099, where the
family of hyperbolic 1-tori meets with the family of elliptic 1-toriℳfp1 , 𝜆N drops down to zero,
see grey line in inset in Fig. 4.6(c). The behaviour 𝜆N → 0 at the touch-and-go period tripling
point is necessary for reasons of continuity. Further away from the bifurcation point, that is
for decreasing longitudinal frequency 𝜈L, the hyperbolicity of the 1-tori gets bigger.
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Figure 4.6: (a) Frequency-action-diagram of the −1 : 3 : 0 resonance. The inset magnifies
the saddle-node bifurcation point at (𝜈L, 𝐼) ≈ (0.09815, 0.02586), where one elliptic (red)
and one hyperbolic (green) 1-torus arise. (b) Frequency space of the elliptic 1-tori (red) of
the −1 : 3 : 0 resonance. (c) Frequency-Lyapunov exponent-diagram of the hyperbolic 1-tori
(green) of the −1 : 3 : 0 resonance. The local maximum at (𝜈L, 𝜆N) = (0.09816, 0.003) on
the right side corresponds to the rightmost point in (a). The inset magnifies this maximum
and the drop of 𝜆N to zero at 𝜈L = 0.098099 (𝜆N = 0 is marked by the grey line). The range
of the inset is the same as in (a).
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4.2 |𝑚N| = 1
The |𝑚N| = 1 bifurcation explains the strong bends of the families of 1-tori, e.g. the big one on
ℳfp1 and several smaller ones on ℳfp2 , see Fig. 2.2. Some of the examples on ℳfp2 are shown
in Fig. 4.7 in the 𝑞1-𝑞2-plane, that is 𝑝1 = 𝑝2 = 0. It is suﬃcient to plot this plane for an
overview, because in the chosen slice 𝑝2 = 0 all 1-tori of ℳfp1 and ℳfp2 also lie in the 𝑝1 = 0
plane. Ifℳfp2 crosses a resonance ±1 : 𝑚L : 𝑛, a gap arises at whose borders the family bends
in opposite directions. One of these two branches gets hyperbolic, shown in green in Fig. 4.7,
very close to the main family. This can be understood as a saddle-node bifurcation, at which
an elliptic and a hyperbolic family emerges.
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Figure 4.7: Detail of 3d phase-space slice of Fig. 2.2 in the 𝑞1-𝑞2-plane. Families of elliptic
(red) and hyperbolic (green) 1-tori are shown. The −1 : 15 : 2 resonance is magnified in the
inset. Resonances with |𝑚N| = 1 along ℳfp2 are labelled. Note that the −1 : 2 : 0 resonance
behaves different, see Sec. 4.6. Also no hyperbolic 1-tori are shown for the resonances
−1 : 9 : 1 and 1 : 17 : 3.
While we will concentrate on examples at ℳfp2 in this thesis, the big bend on ℳfp1 and its
surrounding was discussed in the context of stickiness in Ref. [13]. It is now understood that
this bend is caused by the 3 : 1 : 1 resonance crossing ℳfp1 , see Fig. 2.3 and Fig. 4.1. All
statements and observations of this section apply analogously to this bifurcation.
Apparently the sign of 𝑚N governs on which side of the gap in phase space the hyperbolic
branch is located, i.e. in which direction the bifurcation takes place. In all explored examples
with 𝑚N = 1 the hyperbolic branch starts to the left of the gap in Fig. 4.7. In contrast, it is
located to the right of the gap whenever 𝑚N = −1. This would correspond to the sign of the
parameter 𝐴 in Ref. [33], where it is shown that both cases are equivalent.
46 4.2 |𝑚N| = 1
In the following, the −1 : 15 : 2 resonance is studied as an example. As discussed in Sec. 2.6.4,
we expect the 1-tori to consist of gcd(−1, 15) = 1 closed ring, see the example 1-torus in
Fig. 4.8. For 𝑚N = ±1 there is no possibility that a 1-torus of this bifurcation consists of
several disjoint objects, but its topology depends on 𝑚L. For instance in the 3d projection
of an elliptic 1-torus of the −1 : 15 : 2 resonance in Fig. 4.8 15 loops along the longitudinal
direction are visible.
−p1q1
q2
Figure 4.8: 3d projection of an elliptic 1-torus from the −1 : 15 : 2 resonance on ℳfp2 (𝑝2
coordinate encoded as colour). The coordinate centre is at (𝑝1, 𝑞1, 𝑞2) = (0.0, 0.5, 0.5).
The 3d phase-space slice at the −1 : 15 : 2 resonance is shown in Fig. 4.9. All the short
fragments, which lie outside of the 𝑞1-𝑞2-plane, result from additional intersections of some
1-tori with the slice.
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Figure 4.9: 3d phase-space slice of 1-tori involved in the −1 : 15 : 2 resonance. All visible
points and branches out of the 𝑞1-𝑞2-plane are due to additional intersections with the slice.
The coordinate centre is at (𝑝1, 𝑞1, 𝑞2) = (0.0, 0.6333, 0.5775).
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This bifurcation is denoted as quasi-periodic centre-saddle bifurcation in Ref. [33] and com-
parable with the 3d bifurcation denoted in Ref. [57] as circle-saddle-centre bifurcation. To
show the analogy of the families of 1-tori in the 4d system and the phase portraits introduced
in Sec. 2.6.3, the elliptic branches are coloured diﬀerently in Fig. 4.10. In the 𝑞1-𝑞2-plane in
Fig. 4.10(a) coming from the ellipticelliptic ﬁxed point, that is increasing 𝑞1, ℳfp2 bends to
lower values of 𝑞2 and is coloured cyan. At this point a gap arises and after the gap two new
families of 1-tori emanate from a saddlenode bifurcation, the elliptic one coloured magenta
and the hyperbolic one coloured green. While the elliptic (cyan) and the hyperbolic (green)
families end at some point far away from the bifurcation point, the magenta family continues
the main family ℳfp2 . The behaviour observed in the 𝑞1-𝑞2-plane can be related to the phase
portraits for |𝑚N| = 1 shown in Fig. 4.10(b)(d).
Note that in cases with 𝑚N = +1 the saddle-node bifurcation takes place to the left of the
gap, e.g. the 1 : 5 : 1 resonance in Fig. 4.7.
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Figure 4.10: Comparison of (a) the −1 : 15 : 2 resonance structure in the 𝑞1-𝑞2-plane
(details of inset in Fig. 4.7) and (b)–(d) phase portraits for the |𝑚N| = 1 bifurcation (b)
before, (c) shortly after and (d) later after the saddle-node bifurcation. In all plots the
hyperbolic 1-tori are green and the two elliptic branches are magenta and cyan instead of
orange as in Fig. 4.7. The magenta branch arises from the saddle-node bifurcation while
the cyan branch is an already existing part of ℳfp2 . The labels in (a) indicate where ℳfp2
continues.
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4.2.2 Global bifurcation
Globally, we can understand the branches bending away from ℳfp2 as surviving elliptic and
hyperbolic families from a coupled rank-1-resonance, see Sec. 2.6.3. Similar to Fig. 4.6(a), the
results of an action analysis for the 1-tori involved in the −1 : 15 : 2 resonance are shown
in Fig. 4.11(a). The elliptic 1-tori to the left of the gap, which includes the bending elliptic
branch, correspond to the cyan ones in Fig. 4.10(a). Consequently, the elliptic 1-tori (orange)
to the right of the gap correspond to the magenta ones. In the frequency-action-diagram in
Fig. 4.11(a) the hyperbolic (green) and the bending elliptic (orange) branch almost coincide.
This means that pairs of 1-tori with the same longitudinal frequency and nearly the same
action exist, each of which arises from a broken resonant 2-torus.
4.2.3 Frequency space and Lyapunov exponent
For elliptic 1-tori of |𝑚N| = 1 bifurcations it makes sense to plot their frequencies together
with the frequencies of the main family of 1-tori from which they arise, i.e. which are one
level higher in the hierarchy. The frequency analysis for the −1 : 15 : 2 resonance is shown
in Fig. 4.11(b). Also in frequency space one ﬁnds a smooth transition from ℳfp2 to the
elliptic branch of the bifurcation, which is cyan in Fig. 4.10(a), similar to observations made
in Ref. [57]. In Fig. 4.11(b) the family ﬁrst follows the resonance line and further out it bends
back and crosses the main familyℳfp2 . To the right of the resonance line the family of elliptic
1-tori, which arises from the saddle-node bifurcation and corresponds to the magenta one in
Fig. 4.10(a), continues the family ℳfp2 . Note that unimodular transformations(︃
𝜈L
𝜈N
)︃
= 𝑀
(︃
𝜈L
𝜈 ′N
)︃
with 𝑀 =
(︃
1 0
15 1
)︃
have been used to map the normal frequencies of the 1-tori with 𝜈 ′N ≈ 2 · 10−4 obtained
according to Sec. 3.3 consistently to the ones of ℳfp2 . The little gap along the family to the
left of the resonance line is caused by numerical diﬃculties in this region, where the algorithm
yields normal frequencies 𝜈N . 0.5 that cannot be mapped close to the other ones.
The Lyapunov exponents of the hyperbolic branch are depicted in Fig. 4.11(c). They increase
as in the |𝑚N| = 3 case further away from the bifurcation point, which corresponds to lower
longitudinal frequency 𝜈L.
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Figure 4.11: (a) Frequency-action-diagram of −1 : 15 : 2 resonance. The inset magnifies
the bifurcation point. (b) Frequency space of the elliptic 1-tori of the −1 : 15 : 2 resonance
includingℳfp2 . The straight orange line corresponds to the main familyℳfp2 , while the bend
corresponds to the elliptic 1-tori involved in the bifurcation. The grey dashed line marks the
−1 : 15 : 2 resonance. (c) Frequency-Lyapunov exponent-diagram of the hyperbolic 1-tori
(green) of the −1 : 15 : 2 resonance.
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4.3 |𝑚N| = 2
The |𝑚N| = 2 bifurcation is comparable to a direct plus an inverse period doubling bifurcation
in 2d systems and consists of these two parts. Firstly, the main family of elliptic 1-tori changes
its stability to hyperbolic. At this point two elliptic branches emerge. Secondly, the main
family of now hyperbolic 1-tori turns back to elliptic and two hyperbolic branches emerge.
To study this case the −2 : 10 : 1 resonance is used as example. It crosses the familyℳfp2 , see
Fig. 4.1. Fig. 4.12 shows the 3d phase-space slice at the resonance. To distinguish between
the two hyperbolic parts, the 1-tori ﬁlling the gap of the main family will be denoted as
ℳ𝑎|𝑚N|=2 and the emerging branch as ℳ𝑏|𝑚N|=2, see Fig. 4.12(b). In the following it is referred
to everything corresponding to ℳ𝑎|𝑚N|=2 or ℳ𝑏|𝑚N|=2 with a or b, respectively.
(a)
p1
−q1
q2
(b)
p1
−q1
q2
Mfp2 M
a
|mN|=2
Mb|mN|=2
Figure 4.12: 3d phase-space slice of 1-tori involved in the −2 : 10 : 1 resonance. (b)
is a magnification of (a). The elliptic 1-tori of ℳfp2 (orange), the elliptic branch of the
bifurcation (red) and the hyperbolic parts (green) are shown. To distinguish between the
two hyperbolic parts, in (b) the hyperbolic connection of ℳfp2 is denoted ℳ𝑎|𝑚N|=2 and the
emerging branchesℳ𝑏|𝑚N|=2. The coordinate centre is at (𝑝1, 𝑞1, 𝑞2) = (0.0, 0.64799, 0.58111)
in both pictures.
A 3d projection of a 1-torus from the −2 : 10 : 1 resonance is shown in Fig. 4.13. As discussed
in Sec. 2.6.4, we expect the 1-tori to consist of gcd(−2, 10) = 2 disjoint rings, which are
dynamically connected, see Fig. 4.13. The only other possibility for the |𝑚N| = 2 bifurcation
is gcd(𝑚L,±2) = 1, which leads to one closed line.
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Like explained in Sec. 2.6.3 the 1-tori should resemble the geometry of the original 2-torus. In
this example one recognizes the geometry of the original 2-torus very well, see Fig. 4.13.
p1
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Figure 4.13: 3d projection of an elliptic 1-torus from the −2 : 10 : 1 resonance (𝑝2 coor-
dinate encoded as colour). Note that the 1-torus consists of two disconnected closed lines.
The coordinate centre is at (𝑝1, 𝑞1, 𝑞2) = (0.0, 0.5, 0.5).
4.3.1 Local bifurcation
Like in the cases |𝑚N| = 3 and |𝑚N| = 1, the normal form predictions from Ref. [33] match
qualitatively very well with our observations. In Fig. 4.14 the phase portraits obtained from the
normal forms including the equilibrium points are shown. As we go through the bifurcation in
Fig. 4.12(b) from lower to higher values of 𝑞1 onℳfp2 , i.e. from left to right, we do so similarly
from (a) to (c) in Fig. 4.14: (a) shows the phase space before the bifurcations, (b) after the
ﬁrst period doubling and (c) after the second period doubling bifurcation. The two hyperbolic
components ℳ𝑎|𝑚N|=2 and ℳ𝑏|𝑚N|=2 are labelled with a and b, respectively. In Fig. 4.14(c)
the emerging hyperbolic branches b (green) lie on a line perpendicular to the line on which
the emerging elliptic branches (red) lie. This geometric relation is also recognizable in the 4d
case in Fig. 4.12.
(a) (b)
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Figure 4.14: Phase portraits of a |𝑚N| = 2 bifurcation: (a) before, (b) after the first period
doubling and (c) after the second period doubling bifurcation. The equilibria are marked
by dots with colours and labels corresponding to the ones in Fig. 4.12(b).
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4.3.2 Global bifurcation
This case is more complicated to explain using the picture of broken resonant 2-tori because of
the initial distance of the emerging elliptic and hyperbolic branches in phase space. This results
in a substantial initial diﬀerence of their longitudinal frequencies, which can also be seen in the
frequency-action-diagram for the −2 : 10 : 1 resonance in Fig. 4.15(a). Note that also in this
example decreasing longitudinal frequency within the branches corresponds to going further
away from their respective bifurcation point. Furthermore, one has to divide the longitudinal
frequency 𝜈L of the emerging branches by the period 𝑝 = 2, since 𝜈L is obtained considering
only every 𝑝-th point of each orbit, in order to be in the same regime as the frequencies of the
main family ℳfp2 and the part ℳ𝑎|𝑚N|=2.
Due to the initial diﬀerence in the frequency 𝜈L the ﬁrst hyperbolic 1-torus ofℳ𝑏|𝑚N|=2, which
can be assigned to an elliptic one with same frequency 𝜈L, is quite far away from the main
family. In addition, the elliptic branch gets hyperbolic at some point, such that the interval
in 𝜈L, for which pairs of elliptic and hyperbolic 1-tori exist, is relatively small. Furthermore,
the action diﬀerence between the two branches decreases away from the bifurcation points
in contrast to all other bifurcation cases. In general, the regime far out is numerically very
diﬃcult to handle and consequently not trustworthy data further away from the bifurcation
point is left out in all plots of this section.
4.3.3 Frequency space and Lyapunov exponent
The frequency space of the elliptic branch of the −2 : 10 : 1 resonance is shown in Fig. 4.15(b).
There the frequencies form a curve like expected. The Lyapunov exponents of the hyperbolic
part of this resonance, which are shown in Fig. 4.15(c), behave more interestingly: While the
hyperbolic part a fulﬁls 𝜆N = 0 at both ends where it links to the elliptic main family ℳfp2 ,
as expected from continuity, the emerging branch b gets less hyperbolic from some point
𝜈L < 0.15669. We do not have an interpretation for this behaviour of b.
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Figure 4.15: (a) Frequency-action-diagram of the−2 : 10 : 1 resonance. The two hyperbolic
parts “a”, “b” (green) and the elliptic branch (red) are shown. The elliptic branch emerges
at (𝜈L, 𝐼) = (0.15702, 0.01576) and the hyperbolic part “b” at (𝜈L, 𝐼) = (0.15719, 0.01583).
(b) Frequency space of the elliptic 1-tori (red) of the −2 : 10 : 1 resonance. (c) Frequency-
Lyapunov exponent-diagram of the hyperbolic 1-tori (green) of the −2 : 10 : 1 resonance.
The two drops of 𝜆N to zero (𝜆N = 0 is marked by the grey line) are at 𝜈L = 0.15702 and
𝜈L = 0.15719. The two single points around 𝜈L = 0.1568 are due to numerical difficulties
and have no physical meaning.
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4.4 |𝑚N| ≥ 4
The case |𝑚N| ≥ 4 describes a generic bifurcation where 𝑚N elliptic and 𝑚N hyperbolic
branches emerge from the bifurcation point, similar to the one described by the Poincaré-
Birkhoﬀ theorem in 2d maps. For this generic behaviour the −4 : 14 : 1 resonance on ℳfp2
(𝑚N = −4) and the 5 : −5 : 1 resonance on ℳfp1 (𝑚N = −5) are discussed exemplarily in this
section.
4.4.1 |𝑚N| = 4
The 3d phase-space slice at the elliptic branches of the −4 : 14 : 1 resonance is shown in
Fig. 4.16 together with ℳfp2 . The hyperbolic branches are expected to be located in between
the elliptic ones, but due to the winded and complicated topology of the involved 1-tori, see
the 3d projection of an elliptic 1-torus in Fig. 4.17, the techniques described in Sec. 3.2.7 are
not sophisticated enough to ﬁnd them. Hence the frequency-action-plot and the study of the
Lyapunov exponents are missing for this example.
−p1q1
q2
Mfp2
Figure 4.16: 3d phase-space slice of elliptic 1-tori involved in the −4 : 14 : 1 resonance.
Elliptic 1-tori ofℳfp2 (orange) and elliptic branches of the bifurcation (red) are shown. The
coordinate centre is at (𝑝1, 𝑞1, 𝑞2) = (0.0, 0.36355, 0.42157).
For |𝑚N| = 4 there are three possible topologies since gcd(𝑚L,±4) = 1, 2, 4. The −4 : 14 : 1
resonance has gcd(−4, 14) = 2. Hence the 1-tori consist of two disconnected closed lines, where
each has two loops. This geometry is shown as a 3d projection of a 1-torus from this resonance
in Fig. 4.17. There also the geometry of the original 2-torus is well recognisable.
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Figure 4.17: 3d projection of an elliptic 1-torus from the −4 : 14 : 1 resonance (𝑝2 coor-
dinate encoded as colour). Note that the 1-torus consists of two disconnected closed lines.
The coordinate centre is at (𝑝1, 𝑞1, 𝑞2) = (0.0, 0.5, 0.5).
Fig. 4.18 shows the −4 : 14 : 1 resonance in frequency space. As expected for 1-tori arising
from a rank-1-resonance, the frequencies form a line in frequency space. Note that smaller
longitudinal frequencies correspond to 1-tori further away from the bifurcation point.
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Figure 4.18: Frequency space of the elliptic 1-tori (red) of the −4 : 14 : 1 resonance.
In 2d maps there exists a touch-and-go scenario for |𝑚N| = 4 in addition, see Sec. 2.6.2.
Something similar was not observed so far in the used map Eq. (2.4).
4.4.2 |𝑚N| = 5
The second considered example is the 5 : −5 : 1 resonance. Because 5 is an odd number, the
hyperbolic branches can be found easily by continuing the elliptic ones through the bifurcation
point. A 3d phase-space slice at the 5 : −5 : 1 resonance is shown in Fig. 4.19 and a 3d
projection of an involved 1-torus in Fig. 4.20.
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Figure 4.19: 3d phase-space slice of 1-tori involved in the 5 : −5 : 1 resonance. Elliptic
1-tori of ℳfp1 (orange), elliptic (red) and hyperbolic (green) branches of the bifurcation are
shown. The coordinate centre is at (𝑝1, 𝑞1, 𝑞2) = (0.0, 0.45476, 0.57972).
As |𝑚N| = 5 is a prime number, there are just two possible topologies, namely one ﬁve-fold
wrapped ring gcd(𝑚L,±5) = 1 or ﬁve disjoint rings gcd(𝑚L,±5) = 5. The 5 : −5 : 1 resonance
belongs to the latter, see Fig. 4.20.
p1
q1
−q2
Figure 4.20: 3d projection of an elliptic 1-torus from the 5 : −5 : 1 resonance (𝑝2 coordinate
encoded as colour). Note that the 1-torus consists of five disconnected closed lines. The
coordinate centre is at (𝑝1, 𝑞1, 𝑞2) = (0.0, 0.5, 0.5).
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Globally, the ﬁve hyperbolic (green) and ﬁve elliptic (red) branches in Fig. 4.19 can be under-
stood as surviving orbits from a coupled rank-1-resonance, see Sec. 2.6.3. The frequency-action
plot in Fig. 4.21(a) shows, that in this case pairs of elliptic and hyperbolic 1-tori with the same
longitudinal frequency and very close action |𝐼𝐸(𝜈L)− 𝐼𝐻(𝜈L)| ∼ 10−6 exists. This is expected
since Ref. [32] applies rigorously for |𝑚L| + |𝑚N| ≥ 5. Only very far away from the bifur-
cation point a small action splitting is visible. Note that decreasing longitudinal frequency
corresponds to going further away from the bifurcation point in phase space.
(a) Frequency-action-diagram
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Figure 4.21: (a) Frequency-action-diagram of 5 : −5 : 1 resonance. The elliptic (red) and
the hyperbolic (green) branch almost coincide. (b) Frequency space of the elliptic 1-tori
(red) (left axis) and Frequency-Lyapunov exponent-diagram of the hyperbolic 1-tori (green)
(right axis) of the 5 : −5 : 1 resonance. The Lyapunov exponent is rescaled by 1/2𝜋. Note
that all data is related to one of the five branches, i.e. the longitudinal frequency 𝜈L and
the actions are obtained by considering only every fifth iteration of the map. Also the
Fourier coefficients, which are used to compute the Lyapunov exponents 𝜆N and the normal
frequencies 𝜈N, approximate only one of the five branches.
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The frequency space (red) and the Lyapunov exponents (green) in Fig. 4.21(b) of this resonance
also behave as expected. Interestingly close to the bifurcation point, which corresponds to big
longitudinal frequency 𝜈L, the normal frequencies 𝜔𝑁 = 2𝜋𝜈N of elliptic and the Lyapunov
exponents of hyperbolic 1-tori with same longitudinal frequency 𝜈L are equal. I am not aware
of any known results predicting this, neither for 2d nor for 4dmaps. To get an idea whether this
is just a coincidence or a possibly generic behaviour, comparable relations in the 2d standard
map deﬁned in Eq. (2.3) are considered. As the longitudinal frequency 𝜈L is comparable to the
perturbation parameter, one is interested in the 𝐾 dependence of the frequency 𝜔𝑁 around
an elliptic ﬁxed point and the Lyapunov exponent 𝜆N of a hyperbolic ﬁxed point arising from
a Poincaré-Birkhoﬀ-chain. The chosen ﬁxed points are at (𝑞, 𝑝) = (0.5, 0), which is elliptic
for 𝐾 < 4, and (𝑞, 𝑝) = (0, 0), which is hyperbolic. The analysis of the eigenvalues of the
linearised map at these ﬁxed points leads to the 𝐾 dependencies
𝜆N(𝐾) = ln
(︃
1 +
𝐾
2
+
√︂
𝐾 +
𝐾2
4
)︃
𝜔𝑁(𝐾) = arctan
⎛⎝
√︁
𝐾 − 𝐾2
4
1− 𝐾
2
⎞⎠ .
For small values of 𝐾 both functions can be approximated by the lowest order term
√
𝐾.
Consequently, the behaviour observed in the 4d coupled standard map could be caused by the
same mechanism as in 2d. Further investigations of the relation of 𝜆N and 𝜔𝑁 will be done in
the future.
4.5 𝑚N = 0
The case 𝑚N = 0 was already discussed in Ref. [17] and is direct analogous to the Poincaré-
Birkhoﬀ-chains in 2d maps. It corresponds to an uncoupled rank-1 resonance, see Sec. 2.6.3,
where the longitudinal frequency 𝜈L of a family of 1-tori crosses a rational number, i.e. the
family crosses a 𝑚L : 0 : 𝑛 resonance. This results in the break-up of a 1-torus in a chain
of ellipticelliptic and elliptichyperbolic periodic orbits for elliptic 1-tori or of hyperbolic
hyperbolic and elliptichyperbolic periodic orbits for hyperbolic 1-tori. As an example the
break-up of an elliptic 1-torus of the main family ℳfp1 due to the crossing of the 7 : 0 : 2
resonance, see Fig. 4.1, is shown in Fig. 4.22.
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Figure 4.22: (Picture taken from Ref. [17].) 1d chain of periodic orbits at the intersection
of the rank-1 resonance 7 : 0 : 2 and the family of elliptic 1-tori ℳfp1 , see Fig. 4.1. Shown
are two elliptic–elliptic (red) and two elliptic–hyperbolic (green) periodic orbits of period 7.
A 1-torus of ℳfp1 close to the intersection is shown for comparison. The coordinate centre
is at (𝑝1, 𝑞1, 𝑞2) = (0.0, 0.5, 0.5).
4.6 Symmetry breaking examples
Some special examples are found in phase space, which are probably caused by symmetry
breaking resonances. One of these is the −1 : 2 : 0 resonance crossing the family of 1-tori
ℳfp2 , whose 3d phase-space slice is shown in Fig. 4.23. It should behave like a |𝑚N| = 1
bifurcation, but in phase- and frequency space1, see Fig. 4.23 and Fig. 4.1, it looks like a
|𝑚N| = 2 resonance. In Fig. 4.7 it is visible that this resonance causes the change of stability
of ℳfp2 between the 1 : 5 : 1 and the −1 : 15 : 2 resonance. The only diﬀerence compared
to a |𝑚N| = 2 bifurcation is, that the two emerging branches for each stability in the 3d
phase-space slice are not dynamically connected with the other one of same stability. It is
conjectured that 𝑚L being even causes this behaviour, because all generic looking 𝑚N = 1
resonances found have odd 𝑚L, see Fig. 4.7.
A second special case is the −1 : 10 : 1 resonance crossingℳfp2 . In Fig. 4.24 it is shown in the
3d phase-space slice. It even looks like a |𝑚N| = 4 bifurcation, which could mean a double
symmetry breaking. Each of the four branches is dynamically separated.
In both cases the global behaviour can be explained by the break-up of resonant 2-tori with
frequencies fulﬁlling a −1 : 2 : 0, −1 : 10 : 1 resonance, where more than one 1-torus of each
stability survives the break-up of the 2-torus.
1In frequency space the main family bends on both sides of the resonance line at a 𝑚N = 2 bifurcation.
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Figure 4.23: 3d phase-space slice of the −1 : 2 : 0 resonance. Elliptic 1-tori of ℳfp2
(orange), elliptic branches of the bifurcation (red) and hyperbolic 1-tori (green) are shown.
The coordinate centre is at (𝑝1, 𝑞1, 𝑞2) = (0.0, 0.60918, 0.56816).
p1
q1
q2
Figure 4.24: 3d phase-space slice of the −1 : 10 : 1 resonance. Elliptic 1-tori of ℳfp2
(orange) and elliptic branches of the bifurcation (red) are shown. All red 1-tori not belonging
to the 𝜓-like structure are due to slice effects. The coordinate centre is at (𝑝1, 𝑞1, 𝑞2) =
(0.0, 0.56148, 0.54167).
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5 Summary and outlook
The main goal of this thesis was to understand the appearance and organisation of the families
of 1-tori in the regular region of a generic 4d phase space far from integrability.
It turns out, that the complicated geometry of the families can be explained by bifurcations.
In contrast to the usual parameter variation necessary to observe bifurcation phenomena in
2d systems, it is possible to observe them in one generic 4d system with constant parameters
interpreting the longitudinal frequency, which varies smoothly along the families of 1-tori, as
the varying parameter.
To ﬁnd the elliptic and hyperbolic 1-tori, two methods were utilised. In addition to a geo-
metrical algorithm, which can only detect elliptic 1-tori, the algorithm introduced by Jorba
in 2000, which also detects hyperbolic 1-tori, was implemented and used to compute them for
our model system.
The structures at a bifurcation of an elliptic family, visible in the 3d phase-space slice, resemble
very much the bifurcations in 2d maps. This demonstrates how the 1-tori organise the 4d
phase space similar to periodic points in 2d. The diﬀerent types of bifurcations for resonance
coeﬃcients 𝑚N = 0, 1, 2, 3,≥ 4 were further investigated using action and frequency analysis.
This way it is shown that close to the bifurcation points normal form results apply, which were
only conjectured to be valid in a generic system. Further away from the bifurcation point the
behaviour is explained by the break-up of resonant 2-tori, which is just proofed for order of the
resonance |𝑚L|+ |𝑚N| ≥ 5 and observed here to apply for all cases in this regime. For generic
bifurcations, i.e. 𝑚N ≥ 4, both explanations lead to the same predictions, but the latter has the
advantage that one can conclude information about actions and frequencies of the hyperbolic
structures from the knowledge of the elliptic ones, which are easier to ﬁnd. Furthermore, in
this generic case it was observed that the Lyapunov-exponents of the hyperbolic 1-tori and the
normal frequencies of the elliptic 1-tori with same longitudinal frequency coincide close to the
bifurcation point.
All in all we made progress towards an understanding of the structures in higher-dimensional
phase spaces. The computation of unstable invariant objects completes the picture of Ref. [17]
and makes an interpretation of the organisation of families of 1-tori in terms of bifurcations
possible.
64 4.7 Overview
There are still a lot of interesting open questions. At ﬁrst the range between the local and
the global regime of the bifurcation, i.e. the interrelation of the two pictures from Broer
and Todesco, needs to be understood. Also the limit far away from the bifurcation points is
unclear. What happens to the families of 1-tori far out in the chaotic sea? And what happens,
if the families cross each other, i.e. what is the global connection of individual bifurcations?
The answers to these questions will help to understand not only the regular structures better,
but also the Arnold web. Secondly, it will be very interesting to study the invariant manifolds
of the hyperbolic families of 1-tori. They play an important role for transport in phase space,
i.e. Arnold diﬀusion [2, 66, 67] and stickiness in chaos [68]. Maybe they are also connected to
the stickiness of the regular region [1113, 69, 70]. An open point regarding the bifurcations
is the role of symmetries and symmetry breaking bifurcations. Further investigations could
clear up which non-generic eﬀects observed in this thesis are due to symmetry breaking and
which may be new bifurcation mechanisms in higher dimensions. Thirdly, the connection of
Lyapunov-exponents and normal frequencies of pairs of elliptic and hyperbolic families of 1-tori
arising from a generic bifurcation has to be understood in the future.
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