Abstract-This paper presents a new method, based on the adaptive principal component analysis (APCA) technique, that iteratively creates and updates an orthogonal data matrix used to estimate the parameters of power amplifier (PA) behavioral models or digital predistortion (DPD) linearizers. Unlike the conventional PCA, the proposed block deflacted APCA (BD-APCA) is an iterative and online method that can be easily implemented in embedded processors. The proposed BD-APCA is designed by properly modifying the well-known complex domain generalized Hebbian algorithm (CGHA). This adaptation method enhances the robustness of the parameter estimation, simplifies the adaptation by reducing the number of estimated coefficients and due to the orthogonality of the new basis, these parameters can be estimated independently, thus allowing for scalability. Experimental results show that the proposed BD-APCA method is a worthy solution for adaptive, online, reduced-order and robust parameter estimation for PA modeling and DPD.
I. INTRODUCTION
A lot of effort has been dedicated in the literature to propose efficient digital predistortion (DPD) architectures, either polynomial-based or look-up table (LUT) based, in order to implement the forward path of the DPD in a realtime digital signal processor. A large amount of publications propose new behavioral models capable of compensating the unwanted nonlinear distortion and memory effects in Doherty PAs, envelope tracking PAs, outphasing PAs or other highly efficient topologies, and for different transmission configurations (i.e., by considering concurrent multi-band transmission, carrier aggregation, etc.). However, little attention is paid to the identification/adaptation subsystem that most of the time is solved in the literature by simply proposing a Matlab least squares (LS) identification of the DPD parameters. In commercial products or in publications, one of the most common solutions to avoid calculating the inverse of the correlation matrix is extracting the parameters through QR factorization combined with recursive least squares (QR-RLS) [1] .
In this paper, the parameter extraction of the PA or DPD behavioral models is addressed by proposing a new method based on the adaptive principal component analysis (APCA) technique [2] . Unlike QR-RLS, the proposed technique reduces the number of parameters of the estimation and in addition, due to the orthogonality of the new reduced basis, these parameters can be estimated independently. The advantage of APCA with respect to the conventional PCA is that it can be implemented in an embedded processor since it consists in an incremental updating scheme without the involvement of the correlation matrix. In the following sections, the proposed block deflacted APCA (BD-APCA) technique based on a modification of the complex domain generalized Hebbian algorithm (CGHA) in [3] , will be explained and validated through experimental results.
II. BLOCK DEFLACTED ADAPTIVE PRINCIPAL
COMPONENT ANALYSIS (BD-APCA) A. A Review of Principal Component Analysis (PCA)
In PA behavioral modeling (see Fig. 1 ), the estimated output y of the model can be defined aŝ
T , w is the M ×1 vector of parameters, and finally, X = (
T is the N × M data matrix, with N being the number of samples and M being the number of basis functions or the order of the model. Moreover,
The basis functions are defined according to the specific behavioral model architecture chosen, for example, memory polynomial (MP), generalized memory polynomial (GMP), LUT-based GMP (GMP-LUT), etc.. The LS solution is then defined as
where y is the N × 1 vector of the PA output data samples. The PCA theory is used to generate a new basis set of orthogonal components. This can be done through a change of basis using a transformation matrix P that contains the eigenvectors of the correlation matrix X H X. Assuming that we have a set of M orthogonal basis functions sorted in order of importance according to the values of their associated eigenvalues, then we retain the L (L < M ) components with the highest eigenvalues and discard the rest of the components, thus, reducing the basis set that will be used for the identification [4] . Therefore, the new N × L data matrix X is obtained from X and P as follows,
where P is the M × L matrix of the L selected eigenvectors corresponding to the L largest eigenvalues of the correlation matrix X H X. Taking into account that the data vector (containing the new basis functions at time n)
T of the transformed matrix
T are orthogonal among them, the inverse of the correlation matrix in (2) can therefore be rewritten as
where, λ i (i = 1, 2, ···, L) are the eigenvalues of the correlation matrix X H X and I is the identity matrix. Thus, the computation of the new vector of coefficientsŵ
T is significantly simplified and can be calculated independently as follows,ŵ
wherex i is the N × 1 vector of the i th component (new basis function) of the transformed data matrixX.
When considering the implementation in an embedded processor with limited capabilities and where the data matrix X is updated frequently, applying conventional PCA becomes impractical. Instead, APCA can directly generate the columns of the matrix P from each row of the matrix X, thus, enabling an adaptive approach for the PCA.
B. Description of the BD-APCA algorithm
The proposed BD-APCA technique has the objective of finding iteratively the M × L transformation matrix R = (r 1 , r 2 , · · · , r L ), which finally converges to the matrix P, without the need of calculating the correlation matrix. The BD-APCA is based on the CGHA technique described in [3] . However, the BD-APCA presents several differences with respect to the CGHA algorithm:
• Unlike in CGHA, the updated data is considered in a block of data vectors, instead of only one vector.
• In BD-APCA, the columns r j (j = 1, 2, · · ·, L) of the transformation matrix R are iteratively found one by one, instead of calculating all the columns at the same time, as in the CGHA algorithm. By processing the columns separately in a sequential fashion, the number of iterations of the estimation and the learning-rate parameter of each column can be properly controlled. Moreover, the next column is estimated by using the values of the previously extracted components. These advantages help BD-APCA to enhance both the convergence time and the final performance.
• The BD-APCA uses variable learning-rate parameters η for each column r j (j = 1, 2, · · · , L). As will be shown later, the deflacted data is used to compute the η parameters. The BD-APCA algorithm is described as follows: Input: A block of N data vectors (N is the length of the block):
T . Output: The transformation matrix R = (r 1 , r 2 , · · · , r L ). 1) Set j = 1, initialize small random values to the matrix R and assign b j [n] = x[n], with n = 0, 1, · · · , N − 1.
For n = 0, 1, . . . , N − 1, update the vector r j as follows,
where
and the learning-rate parameter is
with σ being a constant factor. The trace can be calculated as the sum of the vector's modulus, thus avoiding the need to calculate the full correlation matrix. 
2.2) Increment
4) Increment j by 1 and go back to step 2, continue until the last r j is obtained.
The output of the proposed BD-APCA algorithm will be used as the transformation matrix in (3) for obtaining the experimental results that will be shown in Section III.
III. EXPERIMENTAL RESULTS
The proposed BD-APCA technique is validated for PA behavioral modeling and DPD linearization. Table I shows the NMSE and adjacent channel error power ratio (ACEPR) considering three different sets of data (obtained with 2 different PAs) and three different behavioral models (MP, GMP-LUTs and GMP). For comparing the performances by using the full LS solution and the BD-APCA solution considering a reduced basis of components (i.e., coefficients), we have considered a 10% maximum degradation level allowed in either the NMSE or the ACEPR with respect to the values obtained with the full LS estimation. As shown in Fig. 2 and Table I , even with different kinds of data and behavioral models, the BD-APCA technique enables to reduce a huge number of components, while the performance degradation (in terms of NMSE and ACEPR) in comparison to the full LS (which includes a very high number of coefficients to reach the best performance) is below 10%. In the case of Data 3, for example, the BD-APCA reduces up to 90% the number of coefficients, while losing only 2% of NMSE and 9% of ACEPR with respect to the full LS case. In addition, the BD-APCA technique was experimentally evaluated for DPD linearization using a Matlab-controlled digital linearization test bench that interfaces some commercial DAC and IQ modulation and RF ADC boards (i.e. TI TSW1400EVM and TSW30H84EVM at Tx side and TI ADC32RF45EVM and TSW14J56EVM at Rx side). An 80 MHz bandwidth carrier-aggregated fast convolution filter bank multi-carrier (FC-FBCM) signal with subcarrier group deactivation (i.e. to enable spectrum coexistence with legacy systems) and LTE-like frame structure was used in the tests. In order to account for the out-of-band distortion, a 368.64 MSa/s DPD signal with 240 MHz bandwidth) was up-converted to the 875 MHz RF frequency to feed a class-J PA based on the Cree CGH35030F GaN HEMT. The PA output signal (with +28 dBm mean output power) was attenuated, RF sampled at 2457.6 MSa/s, and further downsampled to the DPD signal sample rate for time-alignment and DPD processing. Fig. 3 shows the unlinearized and linearized spectra for both the BD-APCA and full LS cases. As shown in Table II , the full DPD method with the best performance (but poorest performance vs hardware complexity trade-off) employs 322 coefficients found by brute force. Under this condition, the worst case ACPR is improved 14 dB and the worst channel EVM in percentage (considering 64-QAM modulation in each channel) is reduced by a factor of near 6. The BD-APCA DPD method employs 6.5 times less coefficients than the full DPD approach, enables online implementation, performs similarly in terms of NMSE and fulfills the -45 dBc ACPR requirement. The EVM improvement, thanks to DPD, facilitates using higher order subcarrier modulations such as 256-QAM. 
IV. CONCLUSION
The proposed BD-APCA is an adaptive method that can be implemented online in an embedded processor to significantly reduce the order of the parameter estimation methods and, as shown in the experimental results, still maintain high levels of linearization and behavioral modeling performance.
