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1　はじめに
今弓から, International Collegiate Programming Con-
test (国際大学対抗プログラミングコンテスト,ICPC)で
よく出題されるアルゴリズムを,既出問題を例題として解
説していく｡
1回目は,動的計画法(Dynamic Programming)を取り
上げる｡その理由は,今弓-が坂本賓教授の退職記念引こあ
たるからである｡ ICPCで出題される多くのアルゴリズム
は, ｢アルゴリズムとデータ構造｣などに代表される,本
学部のネットワークシステム(NS)コースの必修科目,あ
るいは選択必修科目で取り上げることが多い｡動的計画
法は,私が大学時代にはオペレーションズリサーチの講義
で取り上げられていた｡本学部でも坂本教授が｢数理計画
法｣の講義で取り上げているが,主たる受講生は情報戦略
(IS)コースであり, ICPCに出場することが多いNSコー
スの学生が学習する機会が少ない1｡そこで,ここに紹介
して, NSコースの学生にも学習してもらおう,というこ
とを考えている｡
ICPCでは,動的計画法は｢総数を求める｣ , ｢最大を求
める｣, ｢最小を求める｣, ｢総和を求める｣といった問題に
利用されるアルゴリズムである｡このような目的のために
は,他の方法としては,探索(縦型探索-バックトラック,
横型探索)が用いられる｡日本国内予選においては,バッ
クトラックは,ほぼ毎年出題される頻出アルゴリズムなの
に対して,動的計画法は,私が調べる限り, 1回しか出題
されていない｡国内予選を通過した後に参加する,アジア
地区予選の日本会場大会では,最近ではほぼ毎回出題さ
れてきている｡アジア地区予選で良い成績を収めたいと考
えるのであれば,動的計画法をマスターしなければならな
1代表的な｢アルゴリズムとデータ構造｣の教科書を見てみたところ,
動的計画法に触れられていないか,あるいは最後の方に,発展的な話題
としてさわりだけ紹介する,という程度であった｡載っていたとしても,
例題は,どれも｢ナップサックFhtj題｣となっているU　動的計画法は,多
次元配列を使用して解けるので, ｢データ構造の工夫によりアルゴリズム
を良くする｣という考えに含まれないのだろう(,
い2｡バックトラックと動的計画法の比較については,良
終節で取り上げることにする｡
以下の節では, 5つの問題を紹介し,それぞれの問題毎
に,動的計画法を利用しどのように考えて解くべきか,考
え方を示していく｡自分で解き方を考えてみたい場合は,
問題文のみを見て,解説(考え方)を読まないようにすれ
ばよい｡
実際の問題構成は,次のようになっている｡
●問題記述(ICPCの出題問題は,おもしろくするため
に,解くために不要な話が入っているが,本解説では,
本質的な部分のみを残すようにしている)
●入力の書式
●　出力の書式
●サンプル入力(本解説では省略)
●サンプル入力に対する出力(本解説では省略)
実際の問題は,表1で示したURLにあるので,省略さ
れた部分を参照したい場合,あるいは本解説の問題紹介で
よくわからない場合は,そのURLを参照してほしい｡
解説は,図,自然言語,数式で記述するようにしている｡
C言語風のプログラムコードを一部紹介しているが,完全
なプログラムコードを書くことは,読者-の宿題としてお
く3｡
21番目あるいは2番目に易しいはJ題として,動的計画法のFhFJ題が出
題されてきている｡ 2006年横浜(n本)大会では, L!1-･修大学チームは,
例題4に示す問題を解くことができず残念な思いをしたQ　復習の成果に
より,その2週間後に開かれた高雄仔㌻湾)入会では,例題5に示す聞
題を解くことができた｡
3表計算ソフトでシミュレーションすることも可能である｡セルに式
を入れて,他のセルにコピーをして表を完成させるという方法ならば,
プログラミングは不要である｡実際,筆者はコードを書く前に表計算ソ
フトでアイディアを確認しているo　ただしICPC本番では,表計算ソフ
トを使用することはできないので注意したいo
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表1:例題の出典
例題1 彪譁F?V7F柳?ﾅE5?http://acm.uVa.es/p/Vl/116.html 
例題2 ?V7&WD躔ﾖ&W"?003年国内予選問題C 
http://www.acm-japan.org/past-icpc/domestic2003/C.htm 
例題3 ???T6???999年アジア地区予選京都大会問題B 
http://www.acm-japan.org/past-icpc/1999regional.pdf 
例題4 ?Vﾖ?F貿fW&V蹙?蒙W2?006年アジア地区予選横浜大会問題D 
http://www.acm-japan.org/icpc2006/final/problems.pdf 
例題5 ?&也Ev?G6紋ﾆ匁W2?006年アジア地区予選高雄大会問題A 
http://guam.cse.nsysu.edu.tw/acmO6/problems.pdf 
2　例題1:Unidirectional TSP
2.1　問題の概要
問題記述
mxnの大きさの整数行列が与えられたとき,最小コス
トの経路(パス)を計算するプログラムを書きなさい｡パ
スは, 1列目(最初の列)のどのマス目からスタートして
もよく, n列目(最後の列)で終わるまで一連のステップ
となる｡ステップにおける, i列からi+1列-の移動で
は,水平または斜めに隣の行に移動する(図1)0
･基
図1:移動可能なステップ
パスのコストは,通過したn個のマス目に記述された
整数の和である｡例えば,図2に示すような二つの異なる
5×6の行列(違いは,一番下の行にある数字だけである)
を考えてみよう｡
最小コストのパスは,それぞれの行列に線で示した通り
である｡なお最初(一番上)の行と最後(一番下)の行と
は隣接していると考える｡
入力
最初の行は,二つの整数mとnからなり,行列の行数
と列数を表す｡ l≦n,n≦100である｡
2行目以降は行列に入る整数(コスト表)を表す｡ m行
に渡って, n個の数字が入る.これらの整数は, 1以上100
以下である｡
4 ?? 唐? 
6 ?8 ?? 釘?
5 湯?湯? 迭?
8 釘? ? 澱?
3 途? 唐? ?
4 ?2 唐? 
6 ?8 ?? 釘?
5 湯? 湯? 迭?
8 釘? ?? 澱?
3 途? /~ ?2 ?
図2: 5×6の二つの行列の例とその最小コスト経路
出力
1行目に,最小コストのパスを表す一連の行数を表す整
数の並びを出力する｡もし最小コストのパスが複数あると
きには,辞書順で最も小さくなるようなパスを出力する｡
2行目に最小コストを出力する｡
2.2　考え方
与えられたコスト表のマス目の値をcost(i,i)とする. i
が行数, jが列数を表すものとする｡そこから,次のよう
な表recordを作成する｡表のマス目record(i,i)には,そ
こまでに至る最小コスト値を計算し,その値を格納する｡
record(i,i)は,問題記述に記載されているルールから,
次の3つのコストの中の最小値となる｡
●左上から来る場合のコスト
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record(i - 1,i I 1) +cost(i,i)
●左横から来る場合のコスト
record(i,i - 1) + cost(i,i)
●左下から来る場合のコスト
record(i + 1,i - 1) + cost(,i,i)
この問題では一番上の行と一番下の行が隣接しているた
め,行の計算においては, ′m+1は1になり, 1-1は′m
にならなければならない｡場合分けを少なくするため,プ
ログラムでは,次のようなT夫をするとよい｡
for (i=0; i　<=m+1 ; i++ )
record[i][0】 ≡ 0;
for (j=1; j　<=n; j++) t
record[0] [j-1] ≡ record[m] [j-1] ;
record[m十1] 〔j-ll ≡ record[1] [j-1] ;
for(i　= 1; i　く=m; i　十十) (
min ≡ record【1] 【j-1]
if(m上n > record[i-1]
min　= reocord【1-1]
if(min　>　record[i+1]
min　= reocord[i十1]
record[i]〔j] = m上n + cost[i】〔j];
1
I
図2(a)に対して求めたrecordは,図3となる｡全体の
最小コスト値は,一番右の列の値の中の最小値(- 16)と
なる｡
7 迭? ?R?9 
6 ?12 途?4 ??
5 ?B??b?6 ?r?
8 途? ? ??
3 ??9 ?2?3 ?
図3: recordの計算値
この間題の解法は,典型的な動的計画法の解き方であ
る｡与えられたルールにしたがい,表に値を順次,埋めて
いく｡表に埋められた値を用いて,最小値,最大値,総数
などを計算して求める｡表を使って求めることができる,
というのが何かと良い点である｡その利点は,これから
徐々に示していく｡
一方で欠点もある｡表にそのときの最小,最大といった
値だけを覚えていくので,どのような過程を適って,その
値を求めてきたのかをいちいち記録しない｡このことは,
アルゴリズムが単純であることのトレードオフである｡こ
の間題のように,最小パスの過程も出力しろ,となると
動的計画法は得意とは言えない｡実際には計算過程を逆
戻りして,どのようにたどってきたのかを逆算する必要が
ある｡
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3　例題2 : Secret Number
3.1　問題の概要
問題記述
行列の中に隠されている秘密の数(Secret Number)を
探しなさい｡行列の各要素には, 1桁の数字('o'～'9')又
はアルファベットの大文字('A'JZ')が入っている｡例と
なる行列を図4に示す｡
9 ?? ?? 湯? 
0 燃? ?? ?? 
8 ?? ?? 韮? 
8 ?? ?? ?? 
図4: Secret Numberの行列の例
秘密の数,及び秘密ではない数が,十進数形式で,数字
列として行列内に埋め込まれている. Dl,D2-Dnとい
う数字列において, Dk+1 (1≦k<n)がDkのすぐ右か
下であると考えて良い｡探すべき秘密の数は,このような
方法で埋め込まれた数字の中で最も大きなものである｡
図4では,埋め込まれた四つの数は,図5に示したよう
に, 908820, 23140037, 23900037, 9930である｡一般に二
つ以上の数が,一部の数字列を共有する｡この場合,秘密
の数は,四つの数の最大である23900037となる｡
R ?????…9 ??''F…l ■t 凵c9 ? ?j?
;0 ?E ?･■ 3 ? 僊 謄??(??????1 釘s｢?
…8 ?A 湯????ﾔ??????爾?彦??貭? 燃?
;8 ? ??? t ??■ 坪??2 ?ｲ? 3 都｢
- ?-■■■ 
;埋め込まれた数
■■■■■■●●●■●■■■-■■■■
l~~~___l秘密の数
図5:埋め込まれた数と秘密の数
反対に,図〔‖こ示す列は除かれる｡ 908皇2はアルファ
ベット文字が含まれている｡ 23149930の5番目の文字は
???ー ?????
????
? ? ??
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表2:例題1と例題2の問題の比較
例題1 凭???
スタート ?ｩMHﾛh,ﾉ?,ﾈ,x+??数字があればどこでもよい 
ゴーノレ ?ｩMH嚢,ﾉ?,ﾈ,x+??数字があればどこでもよい 
許される移動 ?ｨ,(嚢,ﾉ?,ﾈ?ﾉ:?bﾈ岑,ﾃ8,(,ﾈ7ﾘ5?すぐ右,すぐ下の2つのマス 
コスト ?ﾈ,ﾈﾘxﾇh,ﾈ抦+8*(.?ﾂ?ﾀべたものを10進数として一番大きいもの 
R ?ｨ????????｣(??????剪?
…9 ■ ?劔 湯??湯? ～ ?
■ ■ 董o ■ ■ ?E ?????32?而H????????怐｡ 4 ?????
● 書8 ■●■●●■ ? ??0 剩B? 
■ ??????? 湯?㌔ 
8 凵｡ ■■ ∫ :.2!. ●●●■■■●′ ????ﾂ???剪?､0 剴2? ?
図6:不適当な列の例
4番目の上にある｡ 90937の3番目の文字は2番目の右下
にある｡
与えられた行列から秘密の数を見つけ出すプログラムを
書きなさい｡
入力
データセットは次の形式からなる｡
W H
Cll C12　-. CI仰
C21　C22　-. C2W
CHI CH2 ... CHW
最初の行は,二つの正の整数WとHである｡ Wは行
列の幅(列数)を表し, Hは行列の高さ(行数)を表す｡
W+H≦70である｡
続くH行は,上から下の順で行列の行を表す｡ i番目の
行は,左から右の順でW文字Ctl C22 -.CiWからなる｡
行列には,ゼロ以外の数字があると仮定してよい｡
出力
秘密の数を出力しなさい｡先頭のゼロは取り除きなさい｡
3.2　考え方
例にあげられている行列を見れば,数字列はいくつかし
かなく,それらを比較すれば良さそうに思える｡問題を解
くときには,常に最悪の状況を考慮しなければならない｡
例えば,行列に入る文字がすべて数字であった場合,どう
なるか想像してみるとよい｡多くの組み合わせが存在する
ことがわかる｡
この問題は,例題1の発展問題だと考えればよい｡例題
1と問題構造を比較して考えると,近い問題であることが
わかる(表2)｡スタートもゴールもどこでも構わないと
すると計算が複雑になる｡そこでスタート位置を変化させ
ながら,そのスタート毎に動的計画法で最大数を求め,そ
の中の鼓も大きいものを最終的な妓大数とすることを考
える｡
for (start-Ⅹ ≡ 1; start_Ⅹく= W; start_Ⅹ ++ ) t
for(start_y ≡ 1; start-yく= 刀; starLy ++ ) f
start_X, start_yをスタート地点として動的計画法で最
大数を求める;
得られた最大数が,以前の最大数よりも大きければ,最大
数を置き換える;
I
I
このプログラムには工夫の余地がある｡数字列は,右か
下にしか動けないため,スタート地点が決まれば,理論的
にありうる数字列の最長長さが決まる｡数字の大小は,節
一に桁数(すなわち数字列の長さ)が長い方が,大きくな
る｡したがって,それまでに計算した最大値の桁数よりも,
どんなに頑張っても良くならないような場合には計算を打
ち切ることができる｡二重ループを次のように変えれば,
そのような打ち切り計算が可能となる｡
for (Ⅹ_y_Sun= 2; Ⅹ_y_Sunく= W + H; Ⅹ_y_su皿十十) t
length = W + H - Ⅹ_y_slm;
if(1engthが以前の最大数の桁数より短かければ) break;
for (start_I = 1; start-I <= W; start_I ++ ) (
Start_y　= I_y_Syn -　Start_I;
if (start_yく1) break;
start_Ⅹ, startーyをスタート地点として動的計画法で最
大数を求める;
得られた最大数が,以前の最大数よりも大きければ,最大
数を置き換える;
ナ
I
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4　例題3: SquareCoins
4.1　問題の概要
問題記述
シルバーランドの住民は正方形のコインを使っている｡
そのコインは正方形の形をしているだけではなく,その価
値も平方値である｡ 289までのすべての平方数(- 172)を
もったコイン,すなわち｢価値1のコイン｣,｢価値4のコ
イン｣,｢価値9のコイン｣, -,｢価値289のコイン｣がシ
ルバーランドでは利用できる｡価値10を支払おうとする
と,四つの組み合わせがある｡
1. 10枚の｢価値1のコイン｣
2. 1枚の｢価値4のコイン｣と6枚の｢価値1のコイン｣
3. 2枚の｢価値4のコイン｣と2枚の｢価値1のコイン｣
4. 1枚の｢価値9のコイン｣と1枚の｢価値1のコイン｣
シルバーランドのコインを使って,ある価値を支払うと
きの方法がいくつあるか求めなければならない｡
入力
支払うべき価値を表す整数が与えられる｡その数は正の
整数で,かつ300より小さい｡
出力
与えられた価値に対して,コインの組み合わせ数を表す
整数を出力する｡
4.2　考え方
これまでの二つの例題は,衣(行列)が与えられたもの
だったので,動的計画法のイメージが沸きやすかったが,
土の問題は,表は仮想的なものになるので,わかりにくい｡
ICPCの問題は,問題をおもしろくするために,一種の
カモフラージュがなされている｡平方数の値に意味がある
のではなく,この間題は,日本の円コインなど,コインの
価値のバリエーションさえ決まれば同じように解ける問題
である｡ある金額の切手を貼りたいとき,どのような金額
の切手の組み合わせがあるか,というのも同じ問題である
と言える｡コイン問題,スタンプ問題というグループに入
ると考えてよい4｡この間題が出題された1999年のアジ
ア地区京都大会では, 10分もかからずこの間題を解いた
チームがあった｡当時(日本では2回目となる大会),冒
本の大学関係者はそのスピードに大変驚いたものだが,今
4動的計画法の解説をするときに最もよく利用されるナップザックはj
題も同じグループになるo
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となってみれば,余りに典型的な問題だったので,類似問
題を解いたことがあったのだろう,という想像ができる｡
動的計画法の問題を解くときには,基本的には表を作成
しなければならない｡そうすると考えなければならないこ
とは次の三つとなる｡
1.行(又は列)の添え字が意味すること(整数で表せな
ければならない)
2.列(又は行)の添え字が意味すること(整数で表せな
ければならない)
3.行列の要素が意味すること(整数でも実数でも可能)
この間題を見ると,何らかの値として出てくるものとし
ては
●支払うべき価値
●　コインの組み合わせの数
がある｡この問題の最終的に得たいものは｢コインの組み
合わせ数｣である｡これを求めるものが,行列の要素とし
て表されなければならない｡
支払うべき価値は,行の添え字が意味するものとして考
えることができる｡それでは列の添え字が意味するものと
して何を用意すればよいのだろうか?
行列の要素は, count(value,I)で示せ,あるvalue (例
えば10)を, Xのときに可能な｢コインの組み合わせ数｣
となる｡ここでのXは, X番目に低い価値までのコインで
支払えたとしたら,という条件ならば,という制約条件を
表していると考える｡このように考えると,
● 1列目は, ｢1番目に低い価値までのコイン｣ (ここで
は｢価値1のコイン｣)だけを使って支払える組み合
わせ数となる｡
● 2列目は,｢2番目に低い価値のコイン｣ (ここでは｢価
値4のコイン｣) 1枚以上と, ｢1番目までに低い価値
のコイン｣ (ここでは｢価値1のコイン｣)を0枚以
上で支払える組み合わせ数となる｡
● 3列目は,｢3番目に低い価値のコイン｣ (ここでは｢価
値9のコイン｣) 1枚以上と, ｢2番目までに低い価値
のコイン｣ (ここでは｢価値1のコイン｣,｢価値4の
コイン｣)を0枚以上で支払える組み合わせ数となる｡
価値10を支払うときのコイン組み合わせを,動的計画
法でどのように計算を進めていくのか,図7で説明する｡
1.表の値の初期値はすべてゼロとなる｡その次に, ｢あ
る価値をもったコイン｣ 1枚で支払えるところを1に
する｡
2.次に1列目を,順を追って計算していく｡ 2行1列
(-count(2,1))の値は, ｢価値1のコイン｣を使って
支払うことができる組み合わせの数になる｡これは,
count(1,1)と同じになる｡すなわち価値1を支払う
組み合わせに,さらに｢価値1のコイン｣を支払って
も,組み合わせの数に代わりはないからである｡
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(a) 2 3 (b) 2 3 (c) 2 3 
4 9 4 9 4 9 。。 。。 。。
2 。。。 2 T 1 。。 2 。。
3 。。。 3 。。。 3 。。
4 。 。 4 。 。 4 。
5 。。。 5 。。。 5 。。
6 。。。 6 。。。 6 。。
7 。。。 7 。。。 7 。。
8 。。。 8 。。。 8 。。
9 。。 9 。。 9 。
10 。。。 10 。。。 10 。。
(d) 2 3 (e) 2 3 (f) 2 3 
4 9 4 9 4 9 
¥1 。。 。。 ¥1 ¥ 0 。
2 ¥¥1 。。 2 。。 2 ¥1 ¥0 。
3 x¥ト 。。 3 。。 3 、¥0 。
4 ¥ト¥ 。 4 ¥1 。 4 。
5 N¥司 1 。 5 ¥1 。 5 1¥1 。
6 1:¥‘1 。 6 1 。 6 ¥1 ¥1 。
7 1' .舟':.1 。 7 11¥ 。 7 ¥1 ¥1¥ 。
8 。。 8 1‘ 2 。 8 ト X 。
9 。 9 。 9 11¥ 2凡¥
10 。。 10 。。 10 1 <4守 21句、， 1 
図 7:価値 10を支払うときのコインの組み合わせ
3. 1列目は，結局すべて 1が入る ことになる。
4.次に 2列目のコイン(価値 4のコイン)を考えてみ
る。5行2列目(=count(5， 2))は価値4のコイン」
を最後に支払って価値5となる組み合わせ数となる。
これは 1通りしかない。 count(5-4，1)の値を持って
くればよいのである。
5. 8行 2列目(=count(8， 2))は，count(8 -4，1) + 
∞unt(8 -4， 2)となる。これは「価値4のコインJを
最後に支払って価値 8となる組み合わせ数を求める
ことを意味する。そのためには，価値4(=8-4)を支払
う組み合わせ数を求めればよい。
6. 3列目(価値9のコイン)を考えてみる。 10行3列目
(= count (10，3)は，count(10-9，I)+count(10-
9，2) +count (10 -9，3)となる。これは「価値9のコイン
を最後に支払って価値10となる組み合わせ数を求
めることを意味する。最終的に，求めたい答え(価値
10を支払う組み合わせ数)は，10行目の値をすべて
あわせた4となる。
一般的に書くと，このようになる。
count(叩 lue，x) =玄count(ωlue-ωin(x)，i) 
i=l 
プログラムで書くと次のようになる。
for(x 1; xく kind_coin;x ++ ) { 
for (v 1; v <= max_value; v ++ ){ 
count[v] [x] 0; 1*初期化 *1
} 
count [coin [x]] [x] 1; 
for (v coin[x] + 1; vく max_value;v ++ ) { 
sum 0; 
} 
〉
for(i 1; iく x;i ++ ) { 
sum += count[v -coin[x]] [i]; 
〉
count[v] [x] sum; 
ただし coin(x)は x番目に低いコインの価値である。
話を少し戻って， H列目は番目に低い価値のコイン
1枚以上と， i -1番目までに低い価値のコインを 0枚以
上で支払える組み合わせ数」にしたのはどういうことだ、っ
たのだろうか?これは順列ではなく，組み合わせを求め
るためである。価値5を支払うために， r価値 1のコインJ
1枚と「価値4のコインJ1枚で支払 うことができる。こ
れを順列だとすると， (1，4)と(4，1)の2通りあることに
なるが，組み合わせとしては 1通りしかない。コインを出
す方法として必ず小さい値から出すと決めればJ，順列
ではなく，組み合わせを表すことができる。これは一種の
規準化(正規化)の考えである。ここで説明した表の作り
方は最後に 1番目の価値のコインを出したとしたら何通
りあるJということになっている。
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4.3　考え方2
動的計画法は,配列に値を格納して計算を進めていく｡
コンピュータ上で利用できる配列は,メモリの制約を受け
る｡問題を見たときに,どの程度の大きさの配列が必要に
なるのかよく考えなければならない5｡
例題3は,払うべき価値は300未満,コインの種類数は
17なので,作成する配列要素数は5000程度(299× 17)
である｡この程度の配列要素数であれば,まったく問題は
ないが,コイン問題はいくらでもバリエーションが作れる
ので,配列要素がもっと大きくなることも考えられる｡
例題3では,一次元配列で計算することが可能であるo
図8は,一次元配列を使用して,価値10を支払う組み合
わせ数を実際に求めていく過程を示している｡
図8:価値10に対する組み合わせ計算を一次元配列で行っ
た場合
図7における計算過程と比べてみると違いがわかる｡図
7で,その時点で調べている列とその左側の値の合計値が,
図8での値になっている｡
5　例題4: SumofDi鮎rent Primes
5.1　問題の概要
問題記述
正の整数は,異なる素数の合計として表すことが,いく
つかの方法でできるかもしれない｡二つの正の整数nとk
が与えられたとき, nを, kl圏の異なる素数の合計として
表記する方法をカウントしたい｡もし,素数の同じ集合を
数え上げるときには,それを一つとして考える｡例えば8
は3+5とも5+3とも表記できるが,それらは別々のも
のではない｡
5最近のPCのメモリはGB単位になっているので, 10億程度の配
列要素を宣言できてしまう｡そのため,動的計画法を利用するような問
題の人きさ(必要となる配列総素数)がかなり人きくなる傾向にある｡
また,聞題毎に,メモリの上限を設定されてしまう場合幸〕あるo
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nとkがそれぞれ24と3のとき,答えは2つであり,
その集合は(2,3,19)と(2,5,17)である｡
nとkが与えられたとき,以上の方法で述べた数を報告
するプログラムを書きなさい｡
入力
入力は,データセットの並びであり,最後に二つのゼロ
となる｡データセットは,二つの正の整数nとkが一つ
の空白で区切られた行である｡ n≦1120及びk≦14を仮
定してよい｡
出力
出力は各データセットに対応した行からなる｡答えは
231より小さいと仮定してよい｡
5.2　考え方
この問題が,コイン問題やスタンプ問題と同じグループ
の問題であることは容易に想像がつく｡もし,あるnに対
して, ｢素数を複数使用できて｣ , ｢いくつ素数を組み合わせ
てもよい｣のであれば,例題3とまったく同じになる｡
｢素数を1つしか使用できない｣場合には,図7で上か
ら下-おろした矢印(すなわち同じ種類ものを使う)の部
分を計算しなければよいので,その対応は容易である｡
一方,動的計画法は過去の状態を覚えるのが得意ではな
い｡ここでは,素数をいくつ使用したのかを知る必要があ
るが,例題3の枠組みそのままではできない｡そこで,こ
こでは,いくつ素数を使用したかによって別々の表を作る
ことにする｡すなわち,三次元配列を使用することにする｡
図9にn-24,k-3のケースを示す｡ 1ステップ目は,
コイン問題と同じで,素数そのもののところが1通りと
なる｡
2ステップの計算は, 1ステップ目の表を利用して,別
の表を作成する｡ 3の列は,二つめの素数が3である,秦
数の合計値のところに組み合わせ数が入る｡
k-3のときの表で, 24の行を見ると, 1の列が二つあ
る｡これを合計した数である2が答えとなる｡
6　例題5 : Print Wordsin Lines
6.1　問題の概要
問題記述
印刷すべきテキストの段落がある｡テキストは単語の
列から構成され,各単語は文字から構成される｡テキスト
を印刷するときには,テキストに出現する語順にしたがっ
て,単語を印刷する｡単語を複数行に印刷することができ
?????????
? ? ? ? ? ? ?? ? ? ? ? ? ?? ー ?? ??? ???
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1ステップ目の表
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2ステップの表 3ステップ目の表
1 ? ? ? ? 
1 ? ? ? 
1 ? ? ?
1 ? ? 
1 ? ?
1 ? 
1 ?
1 
1 ? ? ? ?
1 ? ? ? 
1 ? ? ? 
1 ? ? ?
1 ? ? ?
1 ? ? ?
1 ? ? 
1 ? ? 
1 ? ?
1 ??? 
1 ??? 
1 ? 
1 ???
1 ?
1 ??
1 ?ｲ? ?
1 
1 ??
1 ?1 
1 ?? 
1 ?
1 
図9:n-24,k-3のケース
るが, 1行には〟文字しか印刷できない｡もし印刷スペー
スがあれば, 1行に1単語以上の単語を印刷できる｡しか
し, 1行に複数の単語を印刷するときには,隣接する単語
の間に,一つだけスペースをいれなければならない｡例え
ば, 1行に20文字まで入れられるとして,次のように印
刷できる｡
This is
a text of
fourteen vo∫ds
and the longest
vord
has ten characters
l行に20文字未満の文字を印刷するときには,ペナル
ティーが課される｡そのペナルティーは,その行に実際に
印刷する文字数と20との差の2乗となる｡例えば,上に
示した第1行目では7文字実際に印刷しているので,ペ
ナルティーは(20-7)2 -169となる｡総ペナルティーは,
すべての行のペナルティーの総和となる｡
テキスト及び1行に許される最大文字数が与えられたと
き,テキストを印刷するための最小ペナルティーを計算し
なさい｡
入力
入力はの最初の行は,テストケースの数(C)である｡テ
ストケースの最初の行は,一行に入れられる最大文字数
2 ?? 途?l ?2?7 ??23 
10 ? ??? ? ?
ll ? ? ? ? ?
12 ? ?1 ? ? ?･13 ? ? ? ? ?
14 ? ?1 ? ? ?
15 ? ?1 ? ? ?
16 ? ? ??? ?
17 ? ? ? ? ?
18 ? ? ?? ? ?
19 ? ? ??? ?
20 ? ? ?? ? ?
_21 ? ? ?? ? ?
22 ? ? ?1 ???
23 ? ? ?? ? ?
24 ? ? ? ?? ?
25 ? ? ?1 ???
28 ? ? ?1 ?? ?
27 ? ? ?1 ?? ?
28 ? ? ? ?1 ??
29 ? ? ?1 ?? ?
30 ? ? ? ????
31 ? ? ?1 ?? ??
32 ? ? ? ?? ??
33 ? ? ? ?? ??
34 ? ? ? ?1 ?
35 ? ? ? ?? ??
36 ? ? ? ? ??
37 ? ? ? ?? ??
38 ? ? ? ?1 ??
● ? ? ? ?2 ??
(〟)である｡テストケースの2行目は,そのテキストにお
ける語数(〟)である｡続くⅣ行は,テキストのおける各
単語の長さである｡ M文字より長い単語はないこと, N
は最大10000であること, 〟は最大100であることは保
証されている｡
出力
出力はC行からなる｡それぞれの行には,テストケー
スのテキストを出力するための最小ペナルティーを出力
する｡
6.2　考え方
この問題は,行末の空白量が,できるだけ少なく,かつ
均等になるようにさせるものである｡一見,単語をできる
だけ詰めるだけで鼓小ペナルティーになるように思える｡
This is a text of I
fourteen words and l
the longest vord has1 0
ten characters　　　1 36
しかし,後に出現する単語によっては,先に詰め込み過
ぎない方が結果として,よりペナルティーが少なくなる場
合がある｡このケースでは,上の結果(ペナルティーが49)
よりは下の結果(ペナルティーが33)の方がよくなる｡
?
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左端単語
右端単語 文字数 2 3 4 5 6 7 8 9 10 1 12 13 14 
41 256 
2 21 169 324 
3 121 256 361 
4 4 36 121 196 256 
5 2 9 64 121 169 324 
6 8 4 16 81 144 
7 5 9 36 225 
8 3 41 121 289 
9 3 49 169 289 
10 7 25 81 169 
1 4 。16 64 256 
12 3 。16 144 289 
13 3 。64 169 289 
14 10 4 36 100 
図 10:ペナルティーの計算値
???
??
?
? ?? ?
??
??
、??
??
?
?
?
??
? ??
????
??? ??
hasを第3行目に入れることができても，あえて第4行
自に送ることによって，総ペナルティーを少なくすること
ができる6
問題記述にある例に基づいて， ペナルティー計算を行っ
たのが，図 10である。1行に 20文千入るとき，左単語t
から右端単語jを1行に収めた場合のペナルティー値を表
にしたものである(宅白は収められない場合で，∞と考
えることができる)。例えば， 1番目の単語 (This)から 3
番目 の単語(a)まで収めたときには， "This is a"と9文
字分となるため， ペナルティ ー値は (121= (20 -9)2)と
なる。
図 10のようなペナルティー値が得られれば，次に最小
ペナルティーを動的計画法で求めることができる。その計
算過程を示したのが，図 11である。この図の上の表 (line)
は，図 10の一部を切り出したペナルティー値を示してい
る。下の表(total)は動的計画法による計算を示し，ここ
では左端単語が 5番目 (5列目)の計算をしようとしてい
る所である。右端単語が 4番目である計算結果 (4行目)
の中から最小値(=36)を求める。その次に，その最小値
に，表lineの左端単語が 5番目 (5列目)の値それぞれを
加えて，表totalを埋めてし 1く。5単語目から 7単語目まで
を一行にするとペナルティー値は 9となるので，それ (4
単語目)まで、の最小値 36と加算することで 45がtotalの
表に記入される。
6この解説は，1β'fB)くという文書処開系で作成しているが，lffiTEXの
~健となっている τpくとし、 う 処珂系は， r-J吾をどのように行に分割する
か計算するために，動的計阿法を使用している。その知識があれば， ー
の山題も動的計阿法で、求めるとよいこ とに気が付くであろう。
line 左端単語
右端単語 文字数 2 3 4 5 
41 256 
2 21 169 324 
3 1 121 256 361 
4 4 36 121 196 256 
5 2 9 64 121 169 324 一
6 8 4 16 81 一』ー
7 5 9 
total 左:端単語
右端単語 文子数 2 3 4 5 
41 256 
2 21 169 580 、
3 1 121 512 530 
.・ 4 41く歪 377 365 }t 3E 
5 2 91 320 290 290 360 ‘-6 8 173 137 117 崎一一
7 5 45 
図 11:最小ペナルティーの計算過程
このような計算を繰り返すことで，最小ペナルティー値
を求めることができる。
以上に述べた解法は，単語数をNとすると，N2の大き
さの二つの表を作成しなければならない。この問題では，
N の最大が 10000なので， 1億(約 100M)の要素数の大
きさの表となる。出題された大会で用意されたコンピュー
タのメモリは，この程度の大きさの表を宣言することがで
きるようになっていたので，素直に二次元配列を使えばよ
いと考えられる。一方，表 10，11でわかるように，実際
の値が格納されている場所は少ないので，データ構造に工
夫を加えれば，計算時間は多少かかるが，メモリ消費量を
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抑えることができる｡
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7　動的計画法対探索
ICPCでは, ｢総数を求める｣ , ｢最大を求める｣ , ｢最小を
求める｣,｢総和を求める｣といった問題がよく出題される｡
このような問題に対して,使用できるアルゴリズムは
1.単純な繰り返し
2.縦型探索(バックトラック)
3.横型探索
4.動的計画法
が考えられる｡
整数一次元配列のデータに対して, ｢正の奇数の数がいく
つあり,その総和はいくつ?｣といった,プログラミング
の入門講義で扱われるような問題を解くアルゴリズムは1
にあたる｡問題状況が設定されて,二次元配列などになっ
たとしても,多重ループを記述することで問題が解けるの
であれば, 1の単純な繰り返しで解けると考えられる｡
何重の繰り返しをあらかじめプログラムにしておけばよ
いかわからないケースでは,別のアルゴリズムが必要とな
る｡図12に示す問題は,長方形の領域に*があり,隣接し
ている*の集まりの中で,最も大きな*の数を出せ,という
ものである｡ 14(左上), 10 (右上), 6 (左下), 4 (右下)
の中の最大値14が答えになるが,この間題を解くときに
は,何重ループを用意してよいかわからない｡
* 弔? ? ? ? ?
* ? ? ? ? ?
* 弔?? ? 弔??
* ?* 弔??* 弔?
* 弔? 弔?弔? 弔? 
* ?* ? 弔?
* 
* ? 弔?弔? ?
* 弔? 弔?弔? ?
図12:バックトラックで解く問題
この間題には, 2のバックトラックを使うことが普通だ
ろう｡ *を見つけたら,その上下左右の4筒所のマスを調
べ,そこに*があれば,さらに調べていく,という計算を
進めていく｡ Ⅳ個の*の連続領域を調べるためには, 4〃の
計算が必要になる｡
Ⅳが大きくなると計算時間(計算量)がかかることが
想定されるだろう｡実際には,この問題では,マス目の大
きさに限度があるので,計算量がそこで抑えられる｡一一度
調べたところに印をつけておいて,そこを再び調べないよ
うにするというT夫をする｡
探索アルゴリズムでは,枝分かれβ (上に示した例だと
最大4),計算のステップ数(深さ) Dに対して,計算量
がββとなる｡これを組み合わせ爆発と呼ぶ｡そのため,
枝分かれ月を少なくする丁夫が必要になる｡例えば,
●鼓も簡単なものでは,すでに計算したものと同じとこ
ろに進んだ場合,再計算をしない
●最小値を求めるような問題では,計算過程の途中で
の値が,中途で得られている最小値よりも大きくなっ
たら計算をやめる(分岐限定法)｡これをできるだけ
引き起こしやすくするように,計算を進めていくとき
に,小さい値となりそうな方向に進めていく｡
このような探索アルゴリズムのT夫に照らしあわせてみ
ると,動的計画法は｢表を利用することで組み合わせ爆発
を防いでいる｣と考えることができる｡一方で,表を利用
するために,
●計算過程を戻ることが難しい,
●問題構造を表の添字(整数)で表さなければならない
という欠点がある｡
プログラムのコーディングという観点で,バックトラッ
クと動的計画法を比較した場合,コーディングのしやすさ
は,おそらく動的計画法の方がやさしいと思われる｡動的
計画法は,基本的には多次元配列に対する繰り返し計算で
済むのに対して,バックトラックは再帰を利用する｡再帰
によるプログラムは,デバッグをする際に,大変n:しむこ
とになる｡
探索アルゴリズムを使用すると,計算時間がかなりかか
ること予想され,問題を表として適切に表すことができる
のであれば,動的計画法を使うべきである｡
