The stochastic variational inference (SVI) paradigm, which combines variational inference, natural gradients, and stochastic updates, was recently proposed for large-scale data analysis in conjugate Bayesian models and demonstrated to be effective in several problems. This paper studies a family of Bayesian latent variable models with two levels of hidden variables but without any conjugacy requirements, making several contributions in this context. The first is observing that SVI, with an improved structured variational approximation, is applicable under more general conditions than previously thought with the only requirement being that the approximating variational distribution be in the same family as the prior. The resulting approach, Monte Carlo Structured SVI (MC-SSVI), significantly extends the scope of SVI, enabling large-scale learning in non-conjugate models. For models with latent Gaussian variables we propose a hybrid algorithm, using both standard and natural gradients, which is shown to improve stability and convergence. Applications in mixed effects models, sparse Gaussian processes, probabilistic matrix factorization and correlated topic models demonstrate the generality of the approach and the advantages of the proposed algorithms.
Introduction
Work over the last two decades developed powerful models in probabilistic machine leaning capturing, for example, structure in text documents, collaborative filtering applications and more. With complex probabilistic models, exact inference is rarely possible and much research has been devoted to develop successful algorithms for approximate inference in such models. Variational approximations are one of the main paradigms for approximate efficient inference, but optimization of the variational approximation is still challenging. Multiple authors have recently introduced the idea of combining stochastic gradient ascent with variational approximations and, although they differ in details, several of these are known as instances of SVI (stochastic variational inference). Two sources of stochastic estimates of gradients have been proposed. The first is using mini-batch samples from the data which avoids having to process the entire dataset for each gradient update. The second is using Monte-Carlo estimates of intractable expectations in complex models which otherwise prevent application of the variational paradigm. This line of work has been very successful and it spans work in Gaussian processes [7] , topic models [11] , matrix factorization [9] , deep learning [16] and more. The type of variational approximations used in this work has varied from the simplest mean field approximation where all variables are assumed independent to more structured variants.
The work of [11] incorporates an additional idea which is applicable to models with conjugate complete conditionals in the exponential family. In this case, the use of natural gradients [1] on the natural parameters of the distribution, combined with the mean-field approximation, leads to especially simple update equations.
Similarly, our algorithm is limited to two level models, but one could conceivably seek applications more generally in graphical models, for example, in the spirit of variational message passing [43] . We discuss these challenges and related work further in the concluding section of the paper.
Background
This section describes the model family and reviews technical preliminaries from previous work on variational lower bounds (slightly generalizing previous work), natural gradients, fixed-point updates and SVI.
Two-Level Latent Variable Model
We consider a latent variable model with two levels of latent variables (2L-LVM) of the form w ∼ p(w), f |w ∼ p(f |w), p(y|f ) = i p(y i |f i ).
This generalizes several existing models including generalized linear models (GLM), Gaussian processes (GP), sparse GPs, GP latent variable model (GPLVM), probabilistic matrix factorization (PMF), latent Dirichlet allocation (LDA), correlated topic models (CTM) and more. Concrete detailed instantiations are illustrated later in the paper. The LGM sub-family, where the global latent variables w are normally distributed, p(w) = N (µ, Σ), includes several of these models and has been studied extensively. Importantly, the 2L-LVM described by (1) does not assume any conjugacy relationships between the global latent variables w, the local latent variables f , and the observations y.
For the sequel we define two special cases of this family. In the first, 2L-LVMd, f is a deterministic function of w. GLM, GP and PMF are families of models satisfying this restriction. In the second, 2L-LVMi, f is random and factors into conditionally independent components similar to y so that p(f |w) = i p(f i |w). LDA and CTM are families of models satisfying this restriction. 2L-LVMd is a special case of 2L-LVMi since due to determinism we can take a product of the delta functions giving p(f i |w). But the distinction is useful because 2L-LVMd affords a simpler analysis. Sparse GPs is an example of a family that does not fit in the restricted subsets.
Variational Lower Bounds
Given observations y, the main task considered in this paper is to marginalize out the local latent variables and calculate the posterior on the global latent variables. Since this is in general intractable, we use a variational approximation for the distribution over latent variables denoted q(w, f ). The variational approach leads to a lower bound approximation (known as VLB or ELBO) on the marginal likelihood that can be used for choosing the best approximation and for model selection. However, to achieve such a simplification in inference one has to restrict the form of q(w, f ), since otherwise the optimal choice yields q(f, w) = p(f, w|y) which recovers the original problem.
Different choices have been made in previous work about this form. The simplest approach uses the mean field approximation which assumes that all components are independent, that is, q(w, f ) = j q(w j ) i q(f i ). This approach has been used for example in the LDA and CTM models [3, 2] .
The most common approximation in LGM including GLM, GP, GPLVM, and sparse GP models (see e.g., [4, 39, 37, 35, 33] ) captures more structure, using q(w, f ) = q(w)p(f |w)
where the posterior marginal on w is approximated by q(w) and some dependence of f on w is captured by p(f |w). However, this is rather limited since the dependence is fixed to its form in the prior p(f |w) and q() cannot adjust it. Using this simple approximation one can derive a convenient lower bound on the marginal likelihood:
log p(y) = log p(w)p(f |w) 
where d KL is the Kullback-Leibler divergence. Note that the effect of p(f |w) is implicitly captured through the marginal distribution q(f i ), and that it does not affect the d KL term. More recently, [10] proposed the following so-called structured approximation for models within 2L-LVMi which allows more flexibility in capturing the dependence between the global and local latent variables q(w, f ) = q(w)q(f |w)
where some assumptions on q(w) and q(f |w) (for example, restricting the form of q(w)) are used to obtain a simplification. A similar construction was developed in the collapsed variational bound of [36] . We note that mean field and the simple variational distribution of Eq (2) are not comparable in that they make complementary assumptions on the distribution. But the form of Eq (4) subsumes both of these and therefore has a potential to provide a strictly better bound.
As shown by [10] , (4) can be used to derive a tighter lower bound where q(f |w) is chosen optimally. The same argument holds more generally for the 2L-LVM. We have log p(y) = log p(w, f, y) df dw ≥ q(w)q(f |w) log p(w)p(y|w)p(f |y, w) q(w)q(f |w) df dw = −d KL (q(w) p(w)) + q(w) q(f |w)df log p(y|w)dw − q(w) q(f |w) log q(f |w) p(f |y, w) df dw
where the second line decomposes p(w, f, y), differently from the generative process, in a manner that is convenient for the argument. Next we observe that the square brackets in the third line integrate to 1 and the term in square brackets in the fourth line is equal to d KL (q(f |w) p(f |w, y)). We can optimally minimize this term, for every w, to get d KL = 0 by choosing q(f |w) = p(f |w, y). This yields log p(y) ≥ −d KL (q(w) p(w)) + E q(w) [log p(y|w)]
Comparing the two final VLBs we see that the expectation term in (6) is more complex and less convenient than the one in (3) . In particular, the decomposition into sum in (3) which is amenable to stochastic gradients does not occur in (6) . An alternative view of (6) is simply as a result of integrating f out of the model at the outset and deriving a variational bound using q(w). However, as the discussion below shows, the explicit use of f in the bound is useful both computationally and as a tool to understand optimality of other approximations. We make 3 additional observations on these bounds and their potential use. First, note that applying Jensen's inequality, log
, in (6) yields exactly the bound of (3). This shows, as expected, that (6) is tighter, and in addition that the simpler variational bound can be alternatively derived with this additional approximation step. Second, note that in 2L-LVMd where p(f |w) is deterministic, the simple approximation is identical to the general one (because p(f |w) = p(f |y, w)). Therefore for 2L-LVMd we can use (3) instead of (6) . Third, we consider 2L-LVMi where both f and y are products of independent factors. In this case,
and the bound in (6) simplifies to
which decomposes into a sum over i and hence amenable to stochastic gradient ascent. In summary, we have the following observations:
• An optimal bound (6) holds for the 2L-LVM. Unfortunately, this bound does not in general decompose into a sum over examples.
• An optimal decomposable bound (3) is available for 2L-LVMd, and an optimal decomposable bound (8) is available for 2L-LVMi.
• Alternatively a decomposable bound is obtained as (3) by making a stronger approximation. This approach was used in previous work on sparse GPs and GPLVM. The tighter bound in (6) potentially offers a better approximation.
Fixed-Point Updates
Consider the case where the prior distribution p(w) and the assumed marginal posterior q(w) are of the same exponential family type:
where θ p and θ q denote the canonical (natural) parameters of p and q. Let η p and η q denote the expectation (mean) parameters of p and q (i.e., E p (t(w)) and E q (t(w))) and recall that in the exponential family we have ∂F (θ) ∂θ = η and ∂η ∂θ = I(θ) where I is the Fisher information matrix [1] . We next consider optimizing the canonical parameters of q(w) using natural gradients [1] . Natural gradients adapt to the geometry of the objective function and have been demonstrated to converge faster than standard gradients in some cases. The natural gradient pre-multiplies the standard gradient by the inverse of the Fisher information matrix I. It has been shown [31, 8, 7] that the natural gradient update of the canonical parameters for q(w), using a step size 1, is given by
Following this, [33] has shown that (11) corresponds to a fixed-point update of θ q . To see this recall that the VLB has two terms. The Kullback-Liebler divergence between q(w) and p(w) is given by
and the derivative is given by
Now, denote the second term in the VLB expression (6) by T and denote
where we have emphasized the dependence on η q . Applying this notation to (11) yields the batch fixed-point update
Similarly, denoting the terms inside the sum in the VLB expressions (3) or (8) by T i and denoting
we get
Since η q is a function of θ q , this is a fixed-point update. If the terms G i (η q ) do not depend on θ q then this is a closed-form update. In this case, the update is equivalent to equating the gradient to zero and solving for θ q , i.e., a steepest ascent update. However, in general a dependence exists and the update needs to be repeated. The fixed-point update is a natural gradient step with a fixed step size and it does not in general guarantee an increase in the objective so convergence is not guaranteed. The work of [33] identified conditions on LGM where the fixed point of this update equation, when applied to the covariance parameter, is the optimal variational solution.
SVI
SVI [11] and structured SVI [10] were developed for conjugate latent variable models in the exponential family. SVI works by applying stochastic updates in the natural gradients space. In this sense, it is of course applicable in any model. However, the main observation in [11] is that, in models with conjugate complete conditionals in the exponential family, natural gradient updates have a particularly simple closed form. The reason is that, similar to the argument above, size 1 natural gradient updates are equivalent to coordinate-wise steepest ascent optimization. From this, simple algebraic properties show that stochastic updates with any step size also have a simple form.
Therefore, the SVI paradigm combines the advantage of having a simple and efficient update formula, the speed and convergence of stochastic gradients, and the advantages of using gradients in the natural space leading to superior performance in practice. However, to date, the application of this paradigm was limited to models with conjugate complete conditionals in the exponential family [11, 10] .
Monte Carlo Structured SVI
This section develops our main contributions. We start by making the observation that the paradigm of structured SVI is applicable more generally than previously observed and is applicable to the 2L-LVM defined above. This turns out to be a straightforward application of the fixed-point updates and is achievable as long as an approximation for G in (14) (or G i in (16) ) is computable, for example, through Monte Carlo estimates. We then provide several applications demonstrating the generality of these ideas.
The first application starts with a relatively simple model, illustrating how the bound (3) can be applied to the special case of LGM where p(f |w) is linear Gaussian. This includes GLM as a special case and is optimal in that case since GLM is in 2L-LVMd. We note that even this model is non-conjugate because p(y i |f i ) is not restricted.
The second application extends GLM by adding a Rayleigh mixture of Gaussian noise to the local latent variables f i . By explicitly modeling noise at the pre-observation level, the GME model can potentially infer narrow posteriors on the weight vector whereas GLM would transfer noise in f i to the posterior on the weight vector. In this case, there is nonconjugacy between the likelihood p(y i |f i ) and local conditional p(f i |w) as well as between the local conditional p(f i |w) and the Gaussian-Rayleigh prior. This model is in LVMi where the VLB (8) is optimal.
The third application in non-conjugate PMF uses the bound (3) which is optimal since PMF is in 2L-LVMd. This is also a latent Gaussian model, but the relationship p(f |w) between the global and local latent variables is not linear. This application yields a general algorithm for PMF with any observation likelihood function. The significance of this development is in being both efficient and generally applicable, removing the need to develop a special algorithm in each case of observation likelihood, common in previous work. In addition, when applied to conjugate PMF with Gaussian likelihood, our derivation yields the batch steepest ascent algorithm of [22] as a special case.
The fourth application in CTM uses (8) which is optimal since CTM is in 2L-LVMi. This is also an instance of LGM. But, in this model, the variable corresponding to f is discrete unlike the previous models. The application of structured SVI to CTM was posed as an open problem in [11] .
Monte Carlo Structured SVI Updates in 2L-LVM
Recall that in our model the natural gradient has the form −[θ q − θ p ] + G(η q ) where in the cases with decomposable bound we have G(η q ) = i G i (η q ).
To facilitate the discussion below, let F = θ p + G so that the natural gradient is equal to −θ q + F and the update rule in (16) is
When G(η q ) is not a function of θ q , F is the steepest ascent optimizer for θ q . This is exactly the case for the conjugate model of [11] where the SVI algorithm was developed. In the more general case, F is a function of θ q which provides the batch fixed-point update of the natural parameter.
To apply stochastic gradients [27] , a random sample of the gradient is obtained and a standard ascent step with step size ρ is applied, where the schedule for the step size satisfies standard conditions. Since θ p and θ q are parameters, we only need an estimateĜ of G. LettingF = θ p +Ĝ, the stochastic update is
Hoffman et. al. [11] observed that, whenF is obtained from a mini-batch sample, this update has an interesting and useful interpretation. For example, letF = θ p + N |M| i∈MĜ i (η q ) be a stochastic gradient estimated by sampling a mini-batch M uniformly at random from a dataset of size N . In this case, the optimal update for the mini-batch using (17) is θ q ←F and the update (18) can be seen to interpolate between the old value of θ q and the optimal solution for the mini-batch. Our main observation is that the same holds when F is a fixed-point update and also when each termĜ i (η q ) is a Monte Carlo estimate of G i (for example as in [38, 16, 26, 25] ). The conjugacy relation and the optimality of the update (17) are not required.
Our first proposed algorithm, Monte Carlo Structured SVI (MC-SSVI) performs updates on a natural parameter using a stochastic natural gradient:
where the right-most form is applicable when the bound is decomposable. When the model includes further parameters (or hyperparameters), we follow standard practice and perform a gradient (or closed-form, if possible) update of the parameters after each update of θ q , thus learning the parameters online together with the posterior for w. To summarize, we have shown that MC-SSVI is applicable wherever p(w) and q(w) have the same exponentially family form and the terms G i can be efficiently computed or approximated, e.g., via sampling. This weakens the condition for conjugate complete conditionals in prior work. MC-SSVI shares the advantages of SVI: a simple and efficient update formula, the speed and convergence of stochastic gradients, and the advantages of being able to use gradients in the natural space.
At this point it is worth emphasizing the similarity to the DSVI algorithm of [38] which also performs variational inference in non-conjugate models with the use of Monte Carlo samples. This algorithm is also related to algorithms in [26, 16] that aim at neural network models. DSVI was developed for a model with one level of hidden variables but the same idea is applicable here.
1 However, the main difference is that DSVI performs standard gradient ascent for parameter optimization in the standard space, whereas MC-SSVI updates incorporate natural gradients on natural parameters. Below, we use the name S-DSVI to refer to the analogous approach using a structured variational approximation but using standard gradients in the standard parameter space. Letting φ denote the standard parameters, the S-DSVI update is given by
where G i (φ q ) is defined as in (15) , but with the derivative taken with respect to φ q . In LGM, the standard parameterization of the variational distribution is in terms of the mean and Cholesky factor of the covariance and φ q refers to these parameters. For LGM we propose an additional algorithm which is motivated by the results of [33] . In particular, [33] showed that, in LGM, fixed-point updates based on natural gradients for the covariance are very effective whereas the same type of updates for the mean are less stable and that occasionally they lead to degradation in performance. Based on this observation we propose a hybrid algorithm, H-MC-SSVI, which updates the covariance using natural gradients through (19) but updates the mean using standard gradients through (20) .
Our experiments in LGM models provide comparisons of MC-SSVI, H-MC-SSVI and S-DSVI. The experiments confirm the advantage of using natural gradients and show that H-MC-SSVI provides the best performance of the 3 variants. [14] developed an algorithm using stochastic mirror-descent in the mean-parameter space. For 1L-LVM, this update is identical to MC-SSVI. However, for 2L-LVM their algorithm uses the mean field approximation. In addition, the derivation through fixed points is more direct and makes the connection to [10] obvious.
Related Algorithms
The work by [30] proposes an explicit estimation of the Fisher information matrix to perform natural gradient updates in a 1L model. This yields a more general algorithm for 1L at the expense of increased computational cost by ignoring the structure of p() and q(). In the hierarchical case, [30] explicitly estimate q(w) and q(f |w) limiting their form which results in a sub-optimal solution, whereas our approach retains optimality in the 2L case.
Other related work includes "black-box" inference algorithms and related sampling schemes as in [16, 38, 26, 25, 15] and more recent work by others. For example, [25] develops a black-box sampling based method for the 2L model and [20] develops an extension combining sampling with automatic differentiation for a large class of models. However, both use the mean field approximation and standard gradients. Further work would be required to handle the marginalization used in the structured approximation in 2L models with the black box scheme.
MC-SSVI for
LGM with Linear Gaussian p(f |w) using the VLB (3) This section applies MC-SSVI to a simple model thereby illustrating the key concepts used in the application to more complex models in the following sections. As discussed above, the application of VLB (3) to LGM is not always optimal but it has nonetheless been shown to be useful across several models. In the special case of GLM (as applied in the experimental section) it is optimal since GLM is in 2L-LVMd.
In LGM, letting the standard parameters of mean and covariance be denoted by (m, S), the natural parameters θ are equal to (S −1 m,
, and the expectation parameters η = (h, H) are equal to (m, −(S + mm T )). Focusing on the covariance parameter, G i evaluates to
is linear Gaussian, the global and local latent variables have a conjugate relationship (though the model is still not conjugate since p(y|f ) is not restricted in this manner). In this case, [33] showed that the terms D i take the form
where
Sh i with a i , c i , h i determined by the particular model instantiation. For example, in GLM, where w represents the weight vector and f = H T w with H representing the design matrix, a i = c i = 0 and h i is a row of H. As shown by [33] , if log p(y i |f i ) is differentiable, then the univariate derivative can be computed as
Now, the fixed-point update (16) for the natural parameter
and applying (19) to this model gives the MC-SSVI update for the covariance:
where the univariateγ i s are estimates of (22), e.g., computed with Monte Carlo sampling. A similar series of steps can be used to derive the MC-SSVI update for the mean:
whereα i is an estimate of
Concrete Algorithms for LGM: The discussion above yields concrete instances of the three algorithms for LGM. MC-SSVI uses (24) and (25) to update the variational parameters. Similarly, the H-MC-SSVI algorithm updates the covariance using (24) but updates the mean using standard gradients (equation given in the appendix as (63)). The S-DSVI uses (64) and (63) to update the Cholesky factor and mean parameters respectively.
MC-SSVI for GME using the VLB (8)
We consider a simple form of GME which extends GLM by adding to f i Gaussian noise with Rayleighdistributed variance. With an augmented global variable w = (
where w 1 is Gaussian and w 2 ∼ Rayleigh(w 2 |τ
2 ). Experiments demonstrate that this indeed holds and GME reduces the error (negative log likelihood on test) of the learned model when compared to GLM.
The Rayleigh density with parameter τ 2 , has natural parameter − 1 2τ 2 , and expectation parameter g = 2τ 2 . Let the variational distribution be q(w 1 )q(w 2 ) where q(w 1 ) = N (w 1 |m, S) and q(w 2 ) is given by the Rayleigh density with parameter σ 2 , Rayl(w 2 |σ 2 ). The Kullback-Leibler divergence from Rayl(w 2 |σ 2 ) to Rayl(w 2 |τ 2 )
is equal to log
For optimization of the optimal VLB, derivatives of E q(w1)q(w2) log φ(w 1 , w 2 ) w.r.t. expectation parameters h, H, and g are needed, where
By the multivariate normal identities (45) and (46) and the matrix chain rule,
and
The reparameterization trick [16] can be used to re-write the expectation w.r.t. q(w 2 ) as
Letting ψ(w 2 ) = E q(w1) log φ(w 1 , w 2 ) , the derivative of (33) w.r.t. g is given by
where in the LHS of (34), ασ = α √ 2 √ 2σ 2 is used. In summary,
Note, when only (f ) = log p(y|f ) and its derivatives are available, the required derivatives can be computed as
Using the shorthand notation
, where the expectations E * are w.r.t. p(f i |w
The optimal approximation update equations for standard and natural parameters are given by
where M is a subset of indices. Here, triu(·) is a mask that zeros the lower-left portion of the input matrix (below the diagonal), and • denotes element-wise product. The updates are obtained through sampling to replace the expectations over w 1 , w 2 , f i . Note that the innermost expressions include 1/E i and (E i ) 2 whose Monte Carlo estimates are biased. The implementation uses a relatively large number of samples (100) for f i to mitigate against this bias.
Concrete Algorithms for GME S-DSVI utilizes (39), (40) ,and (41). MC-SSVI utilizes (42), (43),and (44). H-MC-SSVI utilizes (39), (43) ,and (44). Additional update equations for the sub-optimal VLB (6) and mean-field approximation are provided in A.3 and A.4.
MC-SSVI for sGP using the VLB (6)
Following [37] the current standard variational solution for sGP uses the VLB (3). However, (3) is not optimal for sparse GP. As we show below, the solution for the optimal VLB (6) can be developed. Unfortunately, the solution requires cubic time so it does not immediately provide a fast and improved solution for sGP. We therefore propose two variants of the VLB which can be computed efficiently, and which are motivated by theoretical analysis of variational approximations [34] where they are shown to be regularized loss minimization algorithms. Our experiments show that the optimal VLB and the two variants all improve over the current standard solution.
Since the optimal VLB requires cubic time, in this section we develop the equations for the conjugate case where its solution has a closed form and does not require further costly iterative optimization. The general case where p(y i |f i ) is not Gaussian can be developed along similar lines except that we need Monte Carlo estimates of the gradients. The development here suffices to show the potential to improve over the accepted best practice [37] even in the conjugate case.
In sGP w captures the pseudo inputs, f are the local site potentials, and y are the observations. Following standard practice, we assume a zero-mean prior, and denote the covariance matrix between two sets of variables a and b (w.r.t. some specified kernel function) as K ab . The loss term in (6) is equal to
In the conjugate case log p(y|w) can be calculated in closed
ww K wb . To optimize the VLB we need derivatives w.r.t. parameters which can be obtained by applying the multivariate identities provided by [26] which hold when integrating a smooth and integrable real-valued function, ξ(w) and where q(w) = N (w|m, S):
We therefore need the expectations of derivatives of log p(y|w) w.r.t. w. The derivatives are
Combining this with the derivatives for the KL term (with µ = 0) gives
and equating to zero yields the closed form solution:
ww + A) −1 and m = Sb. As mentioned above the matrix inversion in computing A is not efficient.
We propose two variants as follows. The first variant V1 applies (8) to sGP even though sGP is not in 2L-LVMi. Thus, the bound is not valid. In this case the loss term 
is as in the previous paragraph and log E q(w) p(
. The derivatives of the loss term w.r.t. m, S are respectively
. The derivatives are given by ∂VLB ∂S above and
The optimal solution can be found with coordinate ascent. V1, V2 are not lower bounds on the marginal likelihood, but the objective and its derivatives can be computed efficiently. This yield updates with a structure similar to the solution of (6) (closed-form in the case of V1, coordinate ascent needed for V2 ).
MC-SSVI for PMF using the VLB (3)
Probabilistic matrix factorization (PMF) [28, 29] is a generative model for a sparsely observed data matrix
are drawn by drawing each column of U and V independently from a Gaussian prior, N (µ, Σ). Then each observed entry y i,j is drawn independently according to p(y i,j |f i,j = u T i v j ) where u i and v j are columns of the corresponding matrices and p(·) is any individual likelihood function for the observations.
Variational solutions for PMF have been extensively studied for the conjugate case [22, 24] as well as for the logistic, Poisson and ordinal likelihood functions [e.g., 32, 19, 18, 13, 9, 23] . But, most of these solutions are specific to a single likelihood, often making local variational bounds or using a (fully factorized) mean field variational distribution for q().
Note that since PMF is in 2L-LVMd we can apply (3) and the methodology above directly where w captures the concatenation of all columns of U and V . However, for computational reasons we proceed with stronger assumptions on q() that yield a more efficient algorithms. In particular we assume a variational distribution q() which factorizes over the columns
2 Now, using q(U, V, f ) = q(U, V )p(f |U, V ) one arrives at a VLB where the contributions of the different columns are separated out in the KL component. Using O to denote the set of observed entries, this gives:
It is clear that the general fixed-point update of 2L-LVM from (16) is applicable for the VLB of PMF given in (47) for each column of U, V separately so that the same algorithm is applicable with the factored variational distribution as well. We next analyze the derivatives and show that this update can be done efficiently. More specifically, in the following we develop the terms D i in (23) to show that a simple fixed-point update can be obtained leading to an efficient algorithm for non-conjugate PMF.
To achieve this we need to analyze the form of E q(fi,j ) [log p(y i,j |f i,j )]. Denoting this term by A i,j we have that
Note that A i,j is a function of the observation index, but B ui is conditioned on a specific value of u i . With this conditioning, we can integrate out v j to get the marginal distribution over
Using this notation it is clear that B ui is identical to the expectation term in GLM where u i serves as the example descriptor h i . We therefore have the following:
∂βi,j is identical to the corresponding γ term from equation (22) of the previous section. Let
from which we can observe that D i,j is positive semi-definite for log-concave likelihoods (since γ i,j ≤ 0 is implied by (22)). Using the derivatives for the KL terms in (47), we get the generic fixed-point update for the covariance
where O j = {i | (i, j) ∈ O}. The derivation and update for S ui are symmetric and can be obtained in the same manner. The equations above hold for any likelihood function. It is interesting to recall the conjugate case with Gaussian likelihood p(y|f ) = N (y|µ, σ 2 ) where µ = f . In this case
2 is independent of the variational parameters and
which is identical to the closed-form update of [22] . For other local likelihoods we can use quadrature and possibly reduce run time through tabulation as in [4] . However, as we show next, we can obtain a generic algorithm by using Monte Carlo sampling.
In particular, as in previous work, we can approximate D i,j as follows:
finally, calculate the corresponding average. This yields our estimatê
Note, that since we work with the expectations and derivatives in (48-50) directly, the parameters of the sampling distribution used to calculate (52) do not interact with the derivatives. Therefore, the derivative estimates are stable and we do not need to resort to re-parameterization or variance reduction techniques as developed in [16, 25] . We next discuss the use of mini-batches for updates. Previous work [9] has used sampling from the full dataset and updating corresponding columns of the matrices that are affected by the sampled data. However, the decomposition in q() and its updates suggests a more effective structure. More specifically, our algorithm uses an improved scheme iterating over columns of U ,V in round robin manner and updating the hyperparameters after each column. This balances the cost of global updates and parameters without the need for additional noise from sampling over the entire dataset. Preliminary experiments (omitted in the paper) showed that this scheme performs better than the standard sampling approach. Considering single columns, in most PMF problems, the data associated with each column is already sparse so that no sampling is needed. In case of full or large matrices we sub-sample directly the data associated with the specific item that is being updated and not from the entire dataset.
Therefore, to update S vj , we sample a mini-batch of observation pairs M ⊆ O j to obtain a stochastic gradient, and combine this with a sample estimate of the gradientsD i,j as described above. This yields the following MC-SSVI update for the covariance, which is applicable to any likelihood function,
Concrete Algorithms for PMF: As in the case of previous models we can define multiple algorithms. All these algorithms iterate in a round robin manner over columns, subsampling the data associated with the current column if needed, and updating the corresponding parameters of the current column. Hyperparameters are updated after each column. The MC-SSVI algorithm uses (53) and (65) to update the variational parameters. The H-MC-SSVI algorithm uses (53) and (66) to update the variational parameters. The S-DSVI algorithm uses (67) and (66) to update the Cholesky factor and mean parameters respectively. The update for hyperparameters σ 2 V , σ 2 U is given by (68).
MC-SSVI for CTM using the VLB (8)
The correlated topic model (CTM) of [2] is an extension of LDA that models correlations between documentlevel topic proportions. For consistency with previous work, in this section we follow the notation from [2] where θ, η are used to denote different quantities from the ones above. In particular, θ d denotes the document-level topic proportions. For a document d, the generative model for CTM first draws η ∼ N (µ, Σ), η ∈ R K−1 where {µ, Σ} are model parameters, and then maps this vector to the K-simplex with the logistic transformation,
For each position n in the document, the latent topic variable, z dn , is drawn from Discrete(θ d ), and the word w dn is drawn from a Discrete(β ·,z dn ) where β denotes the topics and is treated as a parameter of the model. CTM fits within the 2L-LVM where µ, Σ, β are parameters, the concatenation of η i ) ; that is, CTM is in 2L-LVMi and we can use the optimal bound of (8).
Previous work [2] used a mean field factorization where all components of η and z are independent. As in the case of PMF we can utilize the generic algorithm directly but use additional factorization for efficiency. In particular, we use the structured variational distribution, but factor the document-level topic vectors over documents q(η, z)
Following the same steps as above we obtain the VLB
which factors over documents. Now, owing to the structure in CTM we obtain a further simplification:
where k is a topic index. We therefore have the bound
We note this bound appears in [12] , but, to our knowledge, the optimal VLB has not been tested before.
To apply our approach we need to calculate Monte Carlo estimates of the gradients of the terms in these sums. The derivative with respect to the variational parameters {m d , S d } can be taken directly by differentiation of q(η d ) inside the integral. It has been noted that using Monte Carlo sampling to directly estimate derivatives of this kind can result in high variance estimates and several schemes have been proposed to reduce the variance [16, 38, 26, 25, 15] . However, as in the case of PMF, for CTM we can use direct evaluation of the expectations to obtain a simple sampling scheme. In particular, since η d is Gaussian, we can once again use the multivariate identities (45, 46) with
Then, we have that
T where e (k) ∈ R K denotes the standard Euclidean unit vector in the k-th coordinate. With these, we can use (45-46) to obtain stable Monte Carlo estimates of the gradients. LettingD n (S d ) stand for the approximation of
The fixed-point update rule for the variational covariance is given by
To prevent an update to an indefinite or negative definite covariance, −2
is projected to the positive semi-definite cone, S ++ , prior to the update.
Unlike the previous models, updates for hyperparameters require some further details. The updates for the global prior are easily derived in closed-form and are given bŷ
The update for β requires numerical optimization with Monte Carlo sampling of the derivative. To allow for unconstrained optimization, we convert each topic, β k,· to its minimum representation, α k,· , of V − 1 elements (where the logistic transformation, (54), recovers the topics). Letting
dη d , the derivative of the VLB w.r.t. α ku for 1 ≤ k ≤ K and 1 ≤ u < V is given by
where c dw denotes the count of the w-th vocabulary word in the d-th document. The Monte Carlo approximation of this derivative is given by
. The computation of this derivative is expensive since it requires a sum over all documents. To avoid this, and avoid high storage requirements say for storing the values of γ dkv , we propose to use stochastic gradients for updates of β as well. In particular, we pick one document d (the one just updated) and approximate the gradient by
where the dataset has D documents.
Concrete Algorithms for CTM:
As in the previous models we can define multiple algorithms. All the algorithms iterate in a round robin manner over documents (we do not subsample words in a document although that can be added if documents are very long) and update the corresponding variational parameters of the current document. Model parameters are updated after each document. The H-MC-SSVI algorithm uses (59) and (69) to update the variational parameters. The S-DSVI algorithm uses (71) and (69) to update the Cholesky factor and mean parameters respectively. The updates for hyperparameters µ, Σ are given by (60), (61), and for β we use gradient ascent using (62).
Experiments
In this section, we demonstrate the applicability of the MC-SSVI approach in the LGM sub-family, presenting results for MC-SSVI, H-MC-SSVI and S-DSVI. The experiments illustrate (i) the advantage of the optimal structured approximation over the mean field approximation and over the simple structured approximation, (ii) the advantage of natural gradients over standard gradients, and (iii) the improved performance of H-MC-SSVI over "pure" variants in latent Gaussian models.
To demonstrate general applicability we use the same optimization-related settings for all the experiments as follows. Mean and covariance natural gradient updates use a 1 t schedule. Other updates use ADAGRAD [5] and 1.0 global learning rate. 10 Monte Carlo samples are used in each expectation. In GME, 100 samples are used for the inner expectations. Data in supervised experiments are z-score normalized on the training set. Unless otherwise noted, datasets were split 80%/20% for train and test. All NLL values are averages across the test set. Finally, all variational-and hyper-parameters were initialized to the same values across algorithms (m = 0, S = 10I, σ = 1, µ = 0, Σ = I, τ = 5).
The GLM, GME, sGP, and CTM algorithms were implemented in Matlab (2014a) and the PMF algorithm was implemented in Matlab and C. The implementation of mean field variational inference for CTM [2] is written in C. 3 In all experimental results, lower values indicate better performance. Additional experimental details and results are given in the appendix.
GLM with logistic likelihood
The first experiment provides a simple demonstration of MC-SSVI in a Bayesian GLM with logistic likelihood. We use the epsilon dataset which has 100, 000 samples and 2000 features. 4 We compare MC-SSVI, H-MC-SSVI, and S-DSVI all using mini-batch sampling with 2000 samples. In addition we evaluate a batch version of H-MC-SSVI without data subsampling (this algorithm still uses stochastic gradients with a 1 t step schedule due to Monte Carlo sampling). The prior over the global latent variables was fixed to N (0, I) in this experiment.
The results are presented in Figure 1 . We can observe that both MC-SSVI and H-MC-SSVI converge substantially faster than S-DSVI showing the advantage of natural gradients. The MC-SSVI algorithm suffers from an initial instability that delays convergence, which is a pattern that also occurs in other models and agrees with observations in [33] on the fixed-point variant of this algorithm. Comparing H-MC-SSVI to its batch version we see that data subsampling provides significant improvement in performance. The batch version also exhibits non-monotonic behavior similar to the one reported for fixed points [33] . These results support points (ii-iii) above.
GME with Poisson likelihood
We use the epsilon dataset again to compare MC-SSVI, H-MC-SSVI, and S-DSVI trained with the optimal VLB (3) all using mini-batch sampling with 2000 samples. To generate labels, true parameters (w 1 , w 2 ) were sampled from the priors and count data were generated from a Poisson with logistic link function. Figure 2 a shows test negative log likelihood (NLL) as function of training time. H-MC-SSVI has the best performance followed by MC-SSVI with S-DSVI taking long to converge. For reference, the test NLL of a trained GLM model is also shown demonstrating that the GME model can produce better fits. Also, we plot the best test NLLs obtained from training with the sub-optimal VLB (3) and that obtained from using a mean field factorization. The use of the optimal VLB yields the best performance. These results support points (i-iii) above.
Sparse GP
Here we explore the use of the optimal bound (6) and the variants V1, V2. for the Gaussian likelihood 5 with the cahousing dataset 6 (20,640 samples). We split the data 67/33, fix a randomly selected inducing set of 206 points from train, and focus on performance as a function of training set size. For each training set size, a random subset is selected to compute the suboptimal (3), V1, and V2 solutions which are then evaluated by test NLL. Additionally, the optimal bound (6) and full GP solutions are computed up to 1000 samples. This is repeated 50 times and we report averages of the difference from each method to the sub-optimal solution (where negative implies better performance). Figure 3 shows the results. We see that (1) all methods are better than the sub-optimal solution, (2) the performance gap between the methods and the sub-optimal solution shrinks with increasing train set size, (3) the optimal solution indeed improves upon the sub-optimal one, and (4) the heuristic variants have either competitive or better performance than the optimal solution. These results support point (i) above.
Generalized PMF
In this section we evaluate the performance of H-MC-SSVI and S-DSVI across multiple conditions. To explore the generality of the algorithm we perform this evaluation with several likelihood functions. More specifically, we evaluate PMF with the following observation models: binary (implemented with logistic likelihood), count (implemented with Poisson likelihood and logistic link function), and 5 category ordinal (see [35] for definition of likelihood). We used 6 datasets overall, where for each likelihood we used one real dataset where the matrix is sparsely observed and one artificial dataset where the matrix is fully observed. The artificial datasets are fully observed 1000 × 1000 matrices and were created from the generative model. The real datasets (movielens 1M for binary and ordinal and lastfm for count) are sparsely observed matrices of between ≈ 100, 000 entries and ≈ 1, 000, 000 entries. 7 The latent dimensionality was fixed to D = 100 for the runs, and an 80/20 split was used for train/test set size. The ordinal likelihood parameters remain fixed during these experiments.
We emphasize that the same code is used for all these runs where the only difference in implementation across the models is the definition of the likelihood function log p(y i,j |f i,j ) and its local derivatives ∂ ∂fi,j log p(y i,j |f i,j ) and
log p(y i,j |f i,j ). Secondly, to explore the effect of data subsampling we ran the algorithms with varying levels of data sub-sampling per column as well as no data sub-sampling (batch mode), and we show how their performance varies across these runs.
We report multiple evaluation criteria including the training set objective of optimizing the VLB, and test set objectives represented by negative log likelihood and several error measures.
The full set of results with respect to the VLB are shown in Figure 4 . As can be seen, data sub-sampling improves performance in several cases, but the optimal batch size is dataset dependent. This suggests that automatic size selection [9] may be a useful addition to the algorithm. It is also clear from Figure 4 that H-MC-SSVI converges significantly faster than S-DSVI across all conditions. In some cases the best batch size for S-DSVI performs better than the worst batch size for H-MC-SSVI but otherwise we see a significant gap between the algorithms. Evaluation of predictive negative log-likelihood (NLL) on a held-out test set are shown in Figure 5 . In the case of the binary likelihood (top row) and count likelihood (middle row) the results agree with those observed with respect to the VLB where sampling size is dataset dependent and H-MC-SSVI provides better performance. For the ordinal likelihood (bottom row) we observe some instability for both datasets with S-DSVI generally outperforming H-MC-SSVI.
One hypothesis to explain the difference of NLL results from the VLB is that the posterior covariances produced by H-MC-SSVI are too narrow, i.e., over-confident, and that this adversely affects the negative log likelihood in the ordinal case. To explore this further, we evaluated common error metrics for all likelihoods and datasets, again on the held-out test sets: zero-one error for binary, relative error 8 for count, and absolute error for ordinal. In all cases, predictive estimates are used. The results are given in Figure 6 and they show that H-MC-SSVI is superior to S-DSVI when focusing on predictive performance. They also show that small fluctuations in VLB can lead to large difference in predictions which we attribute to instability in working with the ordinal likelihood. These results also support the hypothesis regarding narrow posterior in the ordinal case since the predictive means of H-MC-SSVI appear to be closer to the observed values than those of S-DSVI whereas the relationship is reversed for NLL.
In summary, we observe that both H-MC-SSVI and S-DSVI are generally applicable, that H-MC-SSVI converges faster and provides better predictive performance, and that mini-batch sampling is useful but that the optimal mini-batch size is dataset dependent. These results support points (ii-iii) above.
CTM
For CTM we can compare the optimal structured approximation to the mean field approximation which was used by previous work and to the simple structured form given in (2) . For mean field we use the implementation of [2] which is a batch algorithm and which uses diagonal matrices for the variational covariances. Therefore, our first experiment runs batch versions of H-MC-SSVI and S-DSVI using diagonal covariances. In addition, we run a version of H-MC-SSVI derived from the simple structured approximation (2) with the same setting. This setup allows differences due to the use of different variational approximations to be isolated.
For the experiment we use the nips dataset [21] with latent dimensionality (number of topics) of 50. We use an 80/20 split of the data for training and test performance and report VLB and NLL on the corresponding portions. The NLL is computed on the test set, where the normalization is a document's NLL divided by the number of words in the document, and the average is the sum of this metric applied across the test set divided by the number of test documents. It is well known that efficient calculation of NLL for topic models is challenging [40] and the problem is compounded for CTM because of non-conjugacy. 9 We therefore resorted to using a simple but expensive evaluation, applying importance sampling with a very large number of samples. Previous work has used the posterior as a sampling distribution. To avoid the problem of narrow posteriors we inflate its covariance with an additive diagonal term. We have experimented with several such scheme and the results are consistent across these evaluations, with details given in the appendix. Here we report on using the posterior over η d as the sampling distribution with 10 −1 diagonal covariance inflation, where we use 10 7 samples to estimate each NLL value. The results are shown in Figure 7 . We note that the results are biased in favor of mean field because its implementation in C is faster. The left plot shows results for the VLB. The simple structured bound is significantly worse than all other variants. The mean field algorithm is faster at first but the optimal structured approximation with H-MC-SSVI catches up and provides a better VLB. Similar results for the enron dataset are given in the appendix where H-MC-SSVI catches up and provides a better VLB. The S-DSVI algorithm is slower to converge and has not crossed the bound of mean field within the time of the experiment. The right plot of Figure 7 shows results for NLL with H-MC-SSVI clearly performing best with respect to evaluation on the test set.
As shown by [2] , one of the advantages of CTM over LDA is that it can support a larger number of topics without overfitting. It is therefore important to verify that this advantage is maintained or improved with the structured approximation. To explore this point we compare the H-MC-SSVI and mean field algorithms as a function of latent dimensionality. In this experiment, H-MC-SSVI updates just one document prior to updating hyperparameters, and uses diagonal covariances. Both algorithms were run for 24 hours and the final parameters are used for the evaluation. Average NLL values on the test set are shown in Figure 8 . We see that across the range of K tested, our algorithm provides better performance than the mean field algorithm. These results support points (i-iii) above.
Conclusion
The paper makes several contributions in the context of variational analysis for latent variable models. Our overview of variational bounds showed that many previous models can be analyzed in the same framework and that the seemingly stronger variational approximation in LGMs is in fact optimal in some cases but leaves room for improvement in others such as sparse GP. Using this analysis and the connection to fixed point updates we have shown that that the SVI algorithm (using natural gradients) is applicable in 2L-LVM whenever p(w) and q(w) have the same exponentially family form and the gradient terms can be efficiently computed or approximated. Our algorithm MC-SSVI is applicable in the entire family of 2L-LVM and has a decomposable structure allowing data sub-sampling in two subfamilies identified in the paper. This significantly weakens the condition for conjugate complete conditionals for SVI required in prior work. We have also applied MC-SSVI to develop effective algorithms for GME, PMF and CTM and proposed a novel variant H-MC-SSVI which combines standard and natural gradients and provides additional performance improvements. In the cases of PMF and CTM, we used additional factorization conditions to yield an efficient algorithm. In sparse GP, where the optimal solution was computationally expensive to calculate, we proposed two efficient variants which provide significantly improved performance over the current, widely-used variational solution.
A few interesting directions arise from the work in this paper. One concerns the general applicability of MC-SSVI. All the models in our experiments are in the sub-family of LGM, that is, they have Gaussian global variables. Therefore, there is empirical evidence for the success of MC-SSVI in several conjugate models and in non-conjugate LGM. It would be interesting to develop and investigate the empirical performance in non-conjugate latent variable models that do not fall within the LGM sub-family.
Another direction would be to generalize the results of this paper along two dimensions. As mentioned above, the approach is generic and applies across models, and even instances for a family of models can be generic. For example, our final algorithm and implementation for PMF is applicable for any local likelihood function p(y ij |f ij ). However, significant work is still required when applying MC-SSVI to analyze the gradients, to identify the computational structure for calculating the gradients, and to integrate on-line posterior inference with on-line parameter optimization. Some of this can be alleviated by "black-box" inference algorithms and the recently developed sampling schemes discussed above [16, 38, 26, 25, 15] . For example [25] develops a black-box sampling based method for the two level model and [20] develops an extension combining sampling with automatic differentiation for a large class of models, but both use the mean field approximation and standard gradients. Further work is required to handle the marginalization used in the structured approximation, and to balance on-line posterior inference with on-line parameter optimization automatically to obtain efficient implementations. In the same context, it would be interesting to generalize the algorithm to work on general graphical models, beyond the 2L-LVM of this paper. An elegant approach is given by the variational message passing algorithm of [6, 43] that provides a generic mean field approximation for graphical models within the exponential family having conjugate conditional node models, and some extensions to non-conjugate models in the same framework have been developed [17, 41] . Generalizing the MC-SSVI approach to be directly applicable in general non-conjugate graphical models, while maintaining a structured approximation and natural gradients, is an important challenge for future work.
A Appendix
This appendix contains additional update equations for the LGM models considered in the paper, information on the application of the weaker structured approximation (2) to GME and CTM and their update rules, and additional experimental details and results.
A.1 Additional update equations
Equations for LGM: In LGM, the S-DSVI update for the variational mean is given by
. The S-DSVI update for the Cholesky factor of the variational covariance, C where S = C T C, is given by
Here, triu(·) is a mask that zeros the lower-left portion of the input matrix (below the diagonal), • denotes element-wise product, andγ i is an estimate of (22) .
Equations for PMF:
In PMF, the MC-SSVI update for the variational mean of column v j is given by
The {u 
The S-DSVI update for the Cholesky factor of the variational covariance of column v j is given by
The update equations for the variational mean and Cholesky factor of the variational covariance of column u i are obtained symmetrically. The update for hyperparameter σ 2 V is given by
and the update for σ 2 U is similar.
Equations for CTM:
In CTM, the S-DSVI update for a document's variational mean m d is given by
The S-DSVI update for the Cholesky factor C d (where
whereD
A.2 H-MC-SSVI for CTM using the VLB (3)
In this section we provide details of the VLB, variational optimization, and hyperparameter optimization for the application of the simple structured approximation (2) to CTM, The evaluation of (3) for CTM yields
The resulting fixed-point update rule for the variational covariance of a document is given by
The S-DSVI update for a document's variational mean is given by
Hyperparameter optimization for the global prior parameters is exactly the same as in the case of the approximation (4) . Optimization of the topics occurs by rows and uses the constraint
, and w dni = 1 if w dni = i and 0 otherwise. Maximizing with respect to β k,i yields:β
The algorithm H-MC-SSVI iterates in a round robin manner over documents and updates the corresponding parameters of the current document using (74) and (76). Parameters are updated after each document.
A.3 Update equations for GME using the VLB (3) For optimization of the sub-optimal VLB, derivatives of E q(f ) log p(y|f ) w.r.t. expectation parameters h, H, and g are needed. The expectation E q(f ) log p(y|f ) can be written as
Similar to (27) and (28),
We have from (34)
Given φ i (w 1 , w 2 ) (79) and its derivatives (82, 83, 85), the suboptimal approximation update equations for standard and natural parameters are given by A.4 Update equations for GME using a mean field approximation
The factorizing distribution q(w, f ) = q(w) i q(f i ) leads to the mean field VLB
, and letting φ i (w 2 ) = E q(w1)q(fi) log p(f i |w 1 , w 2 ) ,
The mean field VLB (92) becomes
Noting E q(w2)
σ , the derivatives of E q(w2) φ i (w 2 ) w.r.t. the standard parameters m, S, β i , and γ i are given by
The updates for the standard parameters are given by
The updates for m, and S are available in closed-form. The update for σ requires finding the root of a 3rd order polynomial equation in σ. The updates for β i and γ 2 i require optimization.
A.5 Additional experimental details
General Details: All training runs were conducted using 4 physical cores of either an Intel Xeon E5-2660 v2 CPU (2.20 GHz) or an AMD Opteron 6380 CPU (2.5 GHz).
The value of the VLB is not available in closed form and was estimated for the plots. In the case of GME with Poisson likelihood, 10 samples for the expectation over w and 100 samples for the expectation over f i were used to estimate the negative VLB. For PMF, 10 × 10 samples were used. In the case of CTM, 10 samples were used to estimate the negative VLB.
Where required, the GPML toolbox 10 is used to calculate expectations of the log liklihood and its derivatives. GME: Let the learned posteriors over w 1 and w 2 be denoted by q(w 1 ) = N (w 1 |m, S) and q(w 2 ) = Rayl(w 2 |σ 2 ). Then, the predictive distribution for a new example x * is given by
This integral is calculated with 200-point Gauss-Hermite quadrature: . 20 points per parameter interval were used and the final parameters were selected as those that resulted in the best log marginal likelihood on a randomly selected 100 sample subset of training data.
PMF:
The PMF priors for the columns of U and V were zero-mean, spherical Gaussian distributions with component variances given by σ 2 U and σ 2 V , respectively. The settings for both the generative model and training initialization were σ 2 U = σ 2 V = 1. The ordinal likelihood slope was set to 100 and delta set to 15. In PMF, the predictive log likelihood and predictive estimateŷ ij of a test set observation y ij are approximated as expectations with respect to a univariate Gaussian distribution as in [9] . Specifically, the predictive log likelihood is approximated as CTM: The 1500-document nips dataset [21] was pre-processed to remove vocabulary words that did not occur more than 10 times in the corpus and documents that did not contain more than 10 words. After an 80/20 split into training and test sets, the test set was further processed by removing vocabulary words that only appeared in the test set. The final vocabulary size was 10,916 words; the training corpus size was 1193 documents (1,535,973 words); and the test corpus size was 298 documents (383,108 words).
The hyperparameters for the CTM experiments were initialized as µ = 0 and Σ = I and the rows of β (topics) were initialized proportional to the vocabulary counts of randomly selected documents plus random numbers between 1 and 2.
Default training settings of the mean field variational inference implementation [2] were used with two exceptions: 1) the maximum number of variational EM iterations was increased from 1000 to 2000, and 2) the variational EM tolerance for stopping was lowered from 10 −3 to 10 −9 . Both of these changes were made to support comparison of variational bound values between all the methods.
The predictive log likelihood of a document w is given by
This quantity is estimated using multiple types of sampling schemes. In the first scheme, Monte Carlo sampling from the prior p(η|µ, Σ) is utilized. For the remaining schemes, importance sampling from a posterior is utilized. The posterior is calculated for a test document using 100 iterations of batch H-MC-SSVI with diagonal covariances. To provide some protection against narrow posteriors, we utilize two additional variants of the importance sampling scheme that additively inflate the posterior covariance by 10 −1 and 1. In each scheme, 10 batches of 10 6 samples are used to estimate the previous integral.
A.6 Additional experimental results
sGP In Figure 9 , we show the absolute, i.e., non-referenced, performance of the methods. As the figure shows, there is variability in performance based on the sub-sample used to train. Although simpler to interpret, this plot hides the fact that almost every trial of the full GP, optimal (cubic) approximation, and variant 1 performed better than the sub-optimal approximation. For this reason, we provide the referenced plot in the main paper. PMF Figure 10 shows an additional error metric for the artificial dataset in PMF with count likelihood. The error measure, non-zero error, refers to the fraction of true zero-counts that were predicted to have non-zero counts. Again, we observe the best performing algorithm to be H-MC-SSVI. Note, a similar plot does not exist for the real dataset because true zero counts cannot be distinguished from unobserved entries. Figure 11 is a zoom-in of the bottom row of Figure 4 . We further observe that optimal sub-sampling size, in this case for H-MC-SSVI, is problem dependent even with a fixed likelihood function.
MC-SSVI was unstable in PMF and required tuning of the learning rate for stable performance. However, even with tuning, it did not achieve competitive performance. Of the six datasets its best performance was on the artificial binary dataset. Figure 12 is the same as Figure 4 top, left column, but with a run of MC-SSVI at 250 sub-samples. As can be seen H-MC-SSVI performs significantly better. Overall we can conclude that H-MC-SSVI performs best in generalized PMF. . Test set normalized NLL was computed using the four variants described in Section A.5.
CTM An evaluation of the normalized predictive log likelihood calculation is shown in Figure 13 . Each variant of importance sampling is utilized to approximate (105) on 10 test documents of nips. As the number of Monte Carlo samples increases, we see the estimates output by the variants converging to roughly the same values. Figure 14 shows CTM NLL calculated on the nips dataset as a function of training time per algorithm. As mentioned previously, four schemes were used to estimate the NLL. The plots show some variability in the ordering of the mean field algorithm with respect to S-DSVI. However, all 4 evaluations show that H-MC-SSVI with the optimal approximation performs best and H-MC-SSVI with the simple structured approximation performing worst.
As an alternative to importance sampling, [42] approximate (105) with log p(w 2nd half |η = E η q(η|w 1st half ), β)
where w 2nd half represents half the words of a test document, and q(η|w 1st half ) represents the learned variational posterior using the training algorithm on the other half of the test document words. Note that (105) can equivalently be expressed as log p(w|µ, Σ, β) = log p(w|η, β) + log p(η|µ, Σ) − log p(η|w, µ, Σ, β)
for any point η. Hence, the approximation of [42] can be understood as the evaluation of the first term of (107) at the mean value of η w.r.t. the variational posterior. The left plot of Figure 15 shows the results of this approximation on nips with K = 50 as a function of training time. Variational posteriors over test were learned by the individual algorithms, and each algorithm was run for 1000 iterations. H-MC-SSVI on the optimal approximation achieves the best performance followed by mean field and then S-DSVI. The performance of the suboptimal approximation curiously decreases over time. However, the right plot provides some caution against utilizing just the first term of (107). Here, the log prior term is added and results in a larger performance gap between mean field and H-MC-SSVI on the optimal approximation similar to the posterior sampling results in Figure 14 .
We note that calculation of the third term of (107) is non-trivial. One approach would be to use a "Chib"-style estimation (e.g,. see [40] ), but the dimensionality involved here makes the task extremely computationally demanding. Figure 16 shows the same 4 types of evaluation for the experiment comparing performance as a function of the latent dimensionality. We see that all 4 evaluations agree with the one in the main paper and H-MC-SSVI performs better than the mean field approximation. Figure 17 shows the output of an additional CTM experiment conducted on the enron dataset [21] . The full dataset was sub-sampled to 4000 documents resulting in a vocabulary size of 22,505 words and 617,666 total words in the training corpus. The latent dimensionality of this experiment was 10. The H-MC-SSVI algorithm used diagonal covariances, and processed all documents for each update of the hyperparameters. As in the nips datset, we see that with increased training time H-MC-SSVI can locate a better optimum than the mean field algorithm due to the use of a structured approximation.
