We report on the development o f a t wo-dimensional geometric constraint solver. The solver is a major component of a new generation of CAD systems that we are developing based on a high-level geometry representation. The solver uses a graph-reduction directed algebraic approach, and achieves interactive speed. We describe the architecture of the solver and its basic capabilities. Then, we discuss in detail how to extend the scope of the solver, with special emphasis placed on the theoretical and human factors involved in nding a solution | in an exponentially large search space | so that the solution is appropriate to the application and the way of nding it is intuitive t o a n u n trained user.
Introduction
Solving a system of geometric constraints is a problem that has been considered by several communities, and using di erent approaches. For example, the symbolic computation community has considered the general problem, in the context of automatically deriving and proving theorems from analytic geometry, and applying these techniques to vision problems; 5, 8 , 1 4 . The geometric modeling community has considered the problem for the purpose of developing sketching systems in which a rough sketch, annotated with dimension and constraints, is instantiated to satisfy all constraints. This work will be reviewed in the next section. The applications of this approach are in mechanical engineering, and, especially, in manufacturing.
With this work, we h a ve mainly manufacturing applications in mind. Our purposes and goals are as follows:
1. We develop a constraint solver in which the information ow b e t ween the user interface and the underlying solver has been formalized by a high-level representation that is minimally committed to the particular capabilities or technical characteristics of the solver, and is independent of the interface. Such a representation can become the basis for archiving sketches in a neutral format, with the ability to retrieve the archived sketch and edit it; 13, 12 . Our solution is also a building block for a larger project of developing a new generation of CAD systems based on a neutral, high-level geometry representation that expresses design intent and preserves the ability to redesign. 2. We explore the utility of several di erent general-purpose and interoperating rapid prototyping languages and systems for developing speci c tools for experimenting conveniently with a variety of ideas and approaches to constraint solving. Aside from well-known special purpose tools such a s LEX and Yacc, our constraint solver also makes use of the high level language SETL2 27 to specify complex combinatorial algorithms and the transformational system APTS 7, 23 to perform syntactic analysis and symbolic manipulation of geometrical constraint speci cations. 3. We study a number of neglected aspects of constraint solving. They include a redirecting the solver to a di erent solution of a well-constrained sketch, b devising generic techniques for extending the capabilities of the solver while preserving interactive speed, and c a rigorous correctness proof of the solver. Note that the correctness proof is reported separately 10 . This paper reports substantial progress in all three problem dimensions, and identi es a number of open issues that remain.
Approaches to Geometric Constraint Solving
We consider only well-constrained, two-dimensional sketches formed from points, lines, circles, segments and arcs. Constraints are explicit dimensions of distances and angles, as well as constraints of parallelism, incidence, perpendicularity, tangency, concentricity, collinearity, and prescribed radii. We exclude relations on dimension variables and inequality constraints. In particular, the user speci es a rough sketch and adds to it geometric and dimensional constraints that are normally not yet satis ed by the sketch. The sketch only has to be topologically correct. The constraint solver determines from the sketch the geometric elements that are to be found, and processes the constraints to determine each geometric element such that the constraints are satis ed.
Solving over-and underconstrained sketches is of signi cant practical interest. In our experience, solving underconstrained sketches is customarily approached by adding, as the solution progresses, constraints derived from the metric properties of initial sketch, using ad-hoc rules for the selection of such constraints. We can prove that an underconstrained sketch can be partially solved in a unique way, using the given constraints; 10 . However, adding constraints deduced from the metric properties of the user-supplied rough sketch must rely on a heuristic selection. We explain in Section 5 why this is di cult.
We also argue in Section 5 that consistently over-constrained sketches have the attractive property that the number of possible solutions is reduced. In consequence, such constraint problems can unambiguously specify user-intent. However, nding a solution is intractable even for very simple con gurations, and more research is needed to devise demonstrably e ective approaches.
Our constraint solver is variational. That is, the solver is not obliged to process the constraints in a predetermined sequence, and the constraints specied by the user are not parametric in the sense that they must be determined serially, each as an explicit function of the previous constraints. This is analogous to writing the constraints in a declarative language, where the solution is independent of the order in which the constraints are written down. This greatly increases the generality of the constraint solving problem, and demands solvers that are based on advanced mathematical concepts.
While users of geometric constraint solving systems think geometrically and express themselves with visual gestures, constraint solvers work with a di erent internal representation. Most users will be quite unaware of the nature of the underlying representation and of the internal workings of the constraint solver. Coupled with the fact that a well-constrained geometric constraint problem has, in general, exponentially many solutions, only one of which satis es the user's intent, constraint solvers therefore have to address two distinct tasks:
1. Determine whether the problem can be solved and if so, how. 2. Among the possible solutions, identify the one the user has intended.
Most of the literature assumes tacitly that the second task is easy to discharge. In Section 5, we question this assumption and show w h y T ask 2 is di cult. Before describing our approach t o T ask 1, we c haracterize other approaches in the literature. Many constraint solvers use a combination of these methods. To satisfy editorial requirements, our review is very brief. For a more detailed analysis of the extensive prior work on constraint solving see 9 .
Numerical Constraint Solvers
In numerical constraint solvers, the constraints are translated into a system of equations and are solved using an iterative method. When based on Newton iteration, such solvers require good initial values, so that the initial sketch m ust almost satisfy all constraints already. Such solvers are quite general, and are capable of dealing with overconstrained, consistent constraint problems. Examples include Solano and Brunet 29 , and Gossard and Light 21 .
Nonlinear systems have an exponential number of solutions, but Newton iteration will nd only one. Numerical solvers are therefore inappropriate when the initial sketch is only topologically correct, or when the solver locks into a solution that is unsuited to the application and has no method with which t o nd more suitable alternatives.
Sutherland's Sketchpad 31 w as the rst system to use the method of numerical relaxation. Many systems since then can do relaxation as an alternative to some other method.
Constructive Constraint Solvers
This class of constraint solvers is based on the fact that most con gurations in an engineering drawing are solvable by ruler, compass and protractor, or using another, less classical repertoire of construction steps. In these methods, the constraints are satis ed constructively, b y placing geometric elements in some order that may o r m a y not be xed. This is more natural for the user and makes the approach suitable for interactively debugging a sketch.
Rule-Constructive Solvers
Rule-constructive solers use rewrite rules to discover and execute the construction steps. Bruderlin and Sohrt 3, 28 solve constraints in this way and incorporate the Knuth-Bendix critical-pairs algorithm 16 . They show that their method is correct and solves all problems that can be constructed using ruler and compass. Other rule-constructive solvers include Aldefeld 1 and Sunde 30 . In 35 and in 33 the problem of nonunique solutions is considered.
Although a Logic Programming style of constraint solving is a good approach for prototyping and experimentation, the extensive computations searching and matching rewrite rules constitute a liability.
Graph-Constructive Solvers
Graph-constructive solvers have t wo phases. First, a graph representing the constraints is analyzed and a sequence of construction steps is derived. Second, the construction steps are carried out to derive the solution.
This approach is fast and more methodical than the rule-constructive approach. However, as the repertoire of possible constraints increases, the graphanalysis algorithm has to be modi ed.
Requicha 26 uses dimensioned trees that allow only horizontal and vertical distances. Todd 32 generalizes the dimension trees and give s a c haracterization of the expressive p o wer of the solver. In 22 , Owen presents an extension of this principle to include circularly dimensioned sketches, and DCM is a commercial constraint solver using this method.
Since our core algorithm is similar to 22 , we describe Owen's solvers in more detail. Owen analyzes the constraint graph for triconnected components. Each triconnected component is reduced to a number of elements that interact with other components, and a determination is made how these elements t together. Thereafter, each component is separately determined. The procedure is recursive in that once components have been reduced, they in turn can become members of triconnected components in the reduced graph.
A k ey aspect of the solver is that only ruler-and-compass construction construction steps are allowed. Algebraically, this is equivalent to solving only quadratic equations, so that the speci c coordinate computations do not require sophisticated mathematical computations. 22 argues that the solver is complete for ruler-and-compass constructible point con gurations with prescribed distances that are algebraically independent.
Kramer 19 describes a 3D constraint solver that deals with constraints from kinematics that are characterized by basic joint t ypes. Complex geometric elements are placed implicitly by c hoosing a suitable number of local coordinate frames to be placed with respect to each other by rigid-body motions.
Propagation Methods
Constraint propagation was a popular approach in early constraint solving systems. The constraints are rst translated into a system of equations involving variables and constants, and an undirected graph is created whose nodes are the equations, variables and constants, and whose edges represent whether a variable or constant occurs in an equation. The method then attempts to direct the graph edges so that every equation can be solved in turn, initially only from the constants. To succeed, various propagation techniques have been tried, but none of them is guaranteed to derive a solution when one exists, and most fail when presented with a circularly constrained problem. For a detailed review see 20, 2 8 . 
Symbolic Constraint Solvers
The constraints are translated into a system of algebraic equations. The system is solved with symbolic algebraic methods, such a s G r obner's bases, e.g., 5, 11 , or the Wu-Ritt method, e.g., 34, 8 . Both methods can solve general nonlinear systems of algebraic equations, but may require exponential running times. In 17, 18 , Kondo considers the addition and deletion of constraints using the Buchberger's Algorithm 5 to derive a polynomial that gives the relationship between the deleted and added constraints. 3 The Constraint Solving System
Information Flow and Rationale
The overall architecture of the constraint solver is shown in Figure 1 . The user draw s a s k etch and annotates it with geometric constraints. Additional capabilities include interacting with the solver to identify a di erent, valid solution.
The user interface translates the speci cation into a textual language that records the problem faithfully. The user could edit this textual problem speci cation, but this is unnecessary, because the speci cation is edited and updated automatically by the user interface. The language has been designed to achieve the objectives of 13 | a neutral problem speci cation that makes no assumptions about the architecture of the underlying constraint solving algorithm. Thus, it is quite easy to federate any constraint solver capable of handling the geometric con gurations we consider.
The textual problem speci cation is handed to the constraint solver which translates the constraints into a graph, and, as described later, solves them by graph reductions that govern the workings of our algebraic, variational constraint solver. The solver capabilities are the consequence of certain construction steps that have been implemented. If a particular constraint problem can be solved using these steps, then our solver will nd a solution. Where the construction steps involve ruler-and-compass constructions, only quadratic equations need to be solved. But some construction steps are permitted that are not ruler-and-compass, and in those situations the roots of a univariate polynomial are found numerically. This polynomial has been precomputed except for the coe cients which are functions of speci c constraint v alues.
A w ell-constrained geometric problem can have exponentially many solutions in the number of constraints. This is because the solutions correspond to the algebraic set of a zero-dimensional ideal whose generating polynomials are nonlinear. Our solver can determine all possible solutions. But doing so every time would waste time and overwhelm the user. So, certain heuristics, described later, narrow d o wn the solutions to a nal con guration that corresponds to the intended solution with high probability. In case a di erent solution is wanted, the solver can be redirected to the intended solution interactively.
Our system is a component of a constraint-driven variational CAD system based on a high-level, declarative, editable geometry representation Erep as discussed in 13, 12 . Such a n o verall architecture poses several challenges. One of them is e cient v ariational constraint solving, and we address this problem here. Another, key challenge is to formulate the language in a neutral way, committing it neither to the particulars of the user interface nor of the solver algorithms. This is a more subtle challenge because the way in which dimensions are displayed in the sketch has to make some assumptions about the capabilities of the user interface. Likewise, interacting with the solver to nd alternative solutions requires conceptualizing the solution process in a way that makes no assumptions about how they are found. Here, we assume only that the solver is capable of undoing the last placement operation, and can look for a di erent placement of a geometric element. The textual protocol for communicating these matters is encapsulated.
System Implementation
The graphical user interface is an X application written in C++ using the Motif widget set. The user-prepared sketch i s c hanged into an Erep speci cation and is passed as text to the constraint solver.
The solver is written using two n o vel software tools | the APTS transformational programming system 7, 2 3 and the high-level language SETL2 27 | each h a ving special features that the solver exploits. The front-end to the constraint solver engine is an APTS program that reads the Erep program and type checks it. For example, we c heck that only lines participate in angle constraints. If there are no obvious type errors, the Erep program is transformed into an equivalent Erep speci cation in a normal form in which only distance and angle constraints are allowed. For example, incidence constraints are translated to zero-distance constraints. The speci cation of the orientation of lines in angle constraints is also regularized. Relations representing a constraint graph are then extracted from the Erep program and are exported via a foreign interface to a SETL2 program that implements the main algorithmic part of the solver.
The use of such n o vel systems as APTS and SETL2 is motivated by the special needs of our project. A major part of our research is the discovery and implementation of complex, nonnumerical algorithms. Our goal of high performance based on a new algebraic approach to constraint solving entails deep graph-theoretic analysis of implicit dependencies between constraints, and complex graph traversals based on such analysis. A wide variety of techniques seem available to us, but proper evaluation requires extensive labor-intensive computational experiments. Using these tools has allowed us to implement our algorithms with surprising speed. In the future we also hope to make use of a promising new technology for mechanically transforming prototype SETL2 programs into high performance C code 7 .
The special syntactic, semantic, and transformational capabilities of APTS are also well suited to a exible, experimental development of a logical framework with an evolving Erep language and corresponding solver. Like systems such a s C e n taur 2 the Synthesizer Generator 25 , and Re ne 24 , APTS has a single uniform formalism for lexical analysis, syntactic analysis, and prettyprinting. However, the semantic formalism in APTS has several advantages over the more conventional attribute grammar approach 15 that is used in the Synthesizer Generator. APTS uses a logic-based approach to semantics in which semantic rules that de ne relations are written in a Datalog-like language 6 but with the full expressive p o wer of Prolog. These rules are written independently of the individual grammar productions and without reference to the parse tree structure. They de ne relations over a rich assortment of primitive and constructed domains, and have the brevity and convenience of unrestricted circular attribute grammars. We are not aware of any implementation that allows a comparable unrestricted circularity.
Solver Algorithmics and Extensibility
First, we discuss our basic method for solving geometric constraints. While Owen's solver is top-down, determining rst the interaction between clusters of geometric elements, our basic method is bottom-up. This allows us to prove correctness of the basic algorithm, both with respect to the constraint graph analysis and to the subsequent geometric construction; 10 . It also permits systematic extensions of the expressive p o wer of the solver, and makes the algorithm easy to describe, implement, and understand.
We begin in the basic algorithm by placing geometric elements until a cluster has been determined. The construction steps needed are described later. Once a cluster cannot be extended, another cluster is constructed in the same way. Several clusters sharing geometric elements are then coalesced based on some simple rules also described, by a rigid motion of one with respect to the other. Coalesced clusters are again treated as clusters, so the recursive nature of Owen's algorithm is also manifest in our approach. In the basic algorithm, only quadratic equations are solved. Thus, the basic algorithm is restricted to ruler-and-compass constructible con gurations. For the larger class of geometric elements consisting of points, lines and circles, our basic algorithm and Owen's methods do not solve all ruler-andcompass constructible con gurations. For example, for Subcase 1 of Table 1 in Section 4.2.1, our basic solver must be extended. DCM can solve the con guration sometimes, depending on the way the problem is posed. We suspect that a complete ruler-and-compass constructible solver for the larger class of geometric elements requires graph rewriting rules that are equivalent to the Knuth-Bendix algorithm 16 .
We also discuss a general method for extending the solver to con gurations that cannot be done with the basic algorithm. Our strategy places two clusters related by three constraints. The extension goes beyond ruler-and-compass constructions, and requires a root nder for univariate polynomials. Conceptually, the extension corresponds to adding new geometric construction steps.
Solving with Graph Reduction

Cluster Formation
The user sketch, annotated with constraints, is translated into a graph whose vertices correspond to geometric elements | points, lines and circles | and whose edges are constraints between them. In particular, a segment is translated into a line and two points, and an arc into a circle, two arc end points, and the center of the circle. For example, the sketch of Figure 2 left is translated into the graph of Figure 2 right. In the graph, d represents a distance constraint, a an angle constraint, and p perpendicularity. T angency has been expressed by a distance constraint b e t ween the center of the circle and the line tangent t o the circle. All other graph edges represent incidence. Circles of xed radius can be determined by placing the center, so there is no vertex corresponding to the circle of the arc c in the constraint graph. The basic idea of the solver algorithm is now as follows: 1. Pick t wo geometric elements graph vertices that are related by a constraint connected by an edge and place them with respect to each other. The two elements are now known, and all other geometries are unknown. 2. Repeat the following: If there is an unknown geometric element with two constraints relating to known geometric elements, then place the unknown element with respect to the known ones by a construction step. The geometric element so placed is now also known. Note that for subsequent cluster formation one of the two initial geometric elements may already belong to another cluster.
For example, in the graph of Figure 2 , we m a y begin with elements a and B, e ectively drawing a line a and placing on it the point B anywhere. We can now place in sequence b, C, and X. A t this point, no additional elements can be placed and the cluster is complete, as shown in Figure 3 . Note that we neither know where A is situated, nor how far the arc c extends. Starting again, two other clusters are determined. One consists of X, D, d, E, and e. The other cluster consists of a, A, and e. Note that the same geometric element m a y occur in more than one cluster. Both clusters are shown side-by-side in Figure 4. 
Recursion
Two clusters with one geometric element in common and one constraint b e t ween them can, in general, be placed with respect to each other. To do so, the shared geometric element is identi ed, and the remaining degree of freedom eliminated from the additional constraint.
Three clusters, each sharing a geometric element with one of the others, can also be placed relative t o e a c h other. By designating the elements v and w in the two-cluster case as a third cluster, the three-cluster placement operation subsumes the two-cluster case. Figure 5 shows both cases. 
Construction Steps
The reduction steps correspond to standardized geometric construction steps, and also to solving standardized, small systems of algebraic equations. The construction steps include the following:
Basis Steps: The basis steps place two geometric elements related by a graph edge. They include placing a point on a line, placing two lines at a given angle, placing two points at a given distance, and so on. Note that in general there are several ways to place the geometric elements.
Point Placements: These rules place a point using two constraints. They include placing a point at a prescribed distance from two given points, or at prescribed distances from given lines, and so on. See also Figure 6 . Line Placements: These rules place a line with respect to two given geometric elements. They include placing a line tangent to a circle through a given point, at given distance from two points, etc.
Circle Placement: These rules place a circle of xed or variable radius. Fixed-radius circles require only two constraints, and determining them can be reduced to placing the center point. Variable-radius circles require three constraints and reduce in many cases to the Apollonius problem | nding a circle that is tangent to three given ones. 
Graph Transformations
The scope of the basic solver can be extended by certain graph transformations. They are a simple and e ective technique to extend the scope of the solver. For example, when two angle constraints and are given between three lines, then a third angle constraint can be added requiring an angle of 180 , , .
We use such transformations.
Note that we a void transformations that restrict the generality of the solver. For example, consider further constraining the con guration shown in Figure 7 so that point A is on line a, and point C on line c. The situation implies that either lines a and c are incident, or that points A and C are incident. The two possibilities lead to di erent solutions. If we w ere to apply a transformation to the constraint graph that added one of the incidences as a new graph edge, then we w ould have excluded the other possibility, and with it some solutions. If we added both incidence edges, then we w ould have i n troduced the unwarranted assumption that both the points and the lines coincide. In each case we can exhibit examples in which a solvable constraint problem becomes unsolvable. This is an example of an undesirable graph transformation.
Solver Extensions
The basic algorithm for solving constraints given before can be extended to handle more complex geometric situations. The strategy discussed here generalizes the placement o f t wo clusters with respect to each other, when three constraints between them are given. In constrast to individual geometric elements, clusters have three degrees of freedom. The recursion in the basic algorithm is able to place clusters with shared elements, a very special case. When two clusters are related by three constraints between them, it is possible to place them with respect to each other, but the basic algorithm cannot do so. We n o w describe how to extend the basic algorithm systematically so that these con gurations can be solved. As a simple example of this type of extension, consider Figure 8 . A triangle has been speci ed by givbing the length d of side c, the angle , and the height h.
As we can see from the associated constraint graph, two clusters must be placed in relation to each other, one consisting of vertex C and the sides a and b, the Consider the situation shown in Figure 9 . A cluster U and a cluster V have been solved separately, and three distinct elements have been identi ed in each that are constrained such that the two clusters can be placed with respect to each other. Since six distinct elements are involved, the basic algorithm cannot solve this problem. We use one of the following two conceptual approaches: A We x one of the clusters. Then, a sequence of ordinary construction steps places the other cluster, possibly with the introduction of auxiliary construction points, lines and or circles.
B Fixing one of the clusters, V, w e consider how the other cluster, U, m o ves when two of the three constraints are satis ed. U can move with one degree of freedom. We precompute the locus of the geometric element i n U whose constraint has been ignored so far. If this element i s a p o i n t, its locus is an implicit algebraic curve whose coe cients are expressions in the given constraints. Then, the locus is intersected with a construction line or circle, depending on the nature of the third constraint, and the intersections identify those positions of the third geometric element a t which the remaining constraint is also satis ed. The rst method corresponds to a ruler-and-compass construction. The second method is not necessarily equivalent to a ruler-and-compass construction. For example, if both clusters are a triangle and distances between corresponding vertices must be satis ed, then no ruler-and-compass construction exists.
In both methods we conceptually satisfy two constraints and examine the motion under the remaining degree of freedom. Particularly in the case of point loci, classical curves are obtained that are described in the literature. The major cases are distinguished by the possible two-element pairs whose constraints we satisfy a-priori. There are six major cases, two of them involve an angle or parallel constraint b e t ween two lines and can be shown to be solvable by method A.
Each major case has a number of subcases that depend on the third constraint and on the particular value con gurations of the rst two constraints. Using suitable coordinate transformations, many of them can be combined. We examine one major case which requires method B in general, but has subcases that can be solved with method A.
Case p,l,l,p
Assume that in cluster U the three elements are the points A and B and the line c, and in cluster V the elements are two lines a and b and a point C. The constraint possibilities are denoted with d for nonzero distance, i for incidence, a for angle, and p for parallel. In this con guration, we x cluster V and move cluster U relative t o i t s u c h that all constraints are satis ed. We consider how U moves when the constraint b e t ween A and a and the constraint b e t ween C and c are satis ed. Moreover, we focus on the situation in which the constraints between A and a, and between C and c, are incidence constraints. Several subcases arise that have been summarized in Table 1 Table 1 . We determine the curve that is the locus of B, assuming that B has coordinates x; y. By a coordinate transformation, moreover, we can assume that C has coordinates 0; 1 and that A, constrained to be on a, has coordinates a; 0. 
Line Loci
If the element whose locus we determine is not a point, then we need equations for the determining quantities. In the case of lines, those are the coe cients Once is known, the resulting con guration is easily computed. As before, a suitable nonlinear system of equations is formed and analyzed with Gr obner bases.
User Interaction
In general, a well-constrained geometric constraint problem has an exponential number of solutions. For example, consider drawing n points, along with 2n , 3 distance constraints between them, and assume that the distance constraints are such that we can place the points serially, each time determining the next point by t wo distances from two known points. In general, each new point can be placed in two di erent locations: Let p 0 and p 1 be known points from which the could have u p t o 2 n,2 solutions. Which of these solutions is the intended one would depend on the application that created the constraint problem in the rst place. We discuss how one might select the right" solution. We call this the root identi cation problem, because on a technical level it corresponds to selecting one among a number of di erent roots of a system of nonlinear algebraic equations.
Although some solutions of a well constrained problem are merely symmetric arrangements of the same shape, others may di er structurally a great deal. Figure 14 shows several possibilities to illustrate the possible range. But an application will usually require one speci c solution. To identify the intended solution is not always a trivial undertaking. Moreover, the wide range of possible solutions has severe consequences on the problem of communicating a generic design based on well-constrained sketches. Since a sketch with a constraint schema would not necessarily identify which solution is the intended one, more needs to be communicated.
In this section, we consider three approaches: selectively moving geometric elements, adding more constraints to narrow d o wn the number of possible solutions, and, nally, a dialogue with the constraint solver that identi es interactively the intended solution. These are approaches that have to contend with some di cult technical problems. We also consider the possibility of structuring the constraint problem hierarchically. Doing so would increase knowledge of the design intent, and would diminish some of the more obvious technical problems.
Moving Selected Geometric Elements
All constraint solvers known to us adopt a set of rules by which to select the solution that is ultimately presented to the user. Whether stated explicitly, a s we will later, or incorporated implicitly into the code of the solver, these rules ultimately infer which solution would be meant b y observing topological and or coordinate relationships of the initial sketch with which the user speci ed the constraint problem. When the solution is presented graphically to the user, it seems natural that the user, again graphically, select certain geometric elements of the nal sketch that are considered misplaced. The user could then show the solver where the selected elements should be placed in relation to other elements by m o ving them with the mouse.
This very simple idea ultimately may be e ective, but there are a number of conceptual di culties that need to be overcome. For example, picking a geometric element i s a m biguous. Because of the recursive nature of the solver, picking could refer to the individual element, or to the cluster or super clusters of which it became part. More importantly, the required restructuring might entail more complex operations than merely moving a single group of geometric elements. Furthermore, since the length of segments and arcs often implicitly depends on the nal placement, it is not clear whether the user can reasonably be expected to understand the e ect of moving geometries. Clearly more research would be needed to fashion this concept into a useful method.
Adding More Constraints
Consider once more the problem of placing n points with prescribed distances.
We could narrow d o wn which solution is meant in one of two w ays: We m a y add domain knowledge from the application, or we m a y give additional geometric constraints that actually overconstrain the problem. Unfortunately, both ideas result in NP-complete problems.
For instance, assume that the set of points is the set of vertices of a polygonal cross section. In that case, application-speci c information might require that the resulting cross section is a simple polygon; that is, it should form a polygon that is not self-intersecting. This may be communicated by giving, in addition, a cyclical ordering of the points; i.e., the sequence of vertices of the cross section. This very simple additional requirement makes the problem NP-complete:
Theorem Capoyleas
Suppose there are n points in the plane, constrained by 2 n,3 pointto-point distances, and a cyclical ordering specifying how to connect the points to obtain a polygon. The problem of identifying a solution for which the resulting polygon is simple, i.e., is not self-intersecting, is NP-complete. Consequently, there is little hope for adding domain-speci c knowledge about the application with the expectation of obtaining an e cient constraint solver that nds the intended solution in all cases.
Instead of adding application-speci c rules, for instance to derive simple polygons, we could add more geometric constraints. For example, consider As shown in Figure 15 , there are two distinct solutions of this well-constrained problem. By adding a required distance between the third pair of parallel lines we can eliminate one or the other case, and make the solution unique. Overconstrained geometric problems have been carefully avoided by the eld because the set of constraints might be contradictory. However, blue prints are usually overdimensioned, although not for reasons of eliminating unwanted solutions, but for limiting errors through redundancy. Again, it is unfortunate that even for the simple case of placing parallel lines the overconstrained problem is NP-complete 9 .
Since adding constraints even in such simple situations results in NP-complete problems, it seems to us that the attractive idea of adding more constraints to narrow the range of possible solutions will not work very well in practice. It is plausible that a heuristic approach succeeds in solving this problem in a range of cases that are of practical interest, but always with the possibility that for speci c instances the solver would bog down. Again, further research is needed to better understand the potentialities of the approach.
Dialogue with the Solver
The considerations above seem to suggest that no automatic approach t o r o o t identi cation will succeed in delivering an e cient constraint solver that gets the intended solution every time. Consequently, w e feel that a promising alternative is to devise a few simple heuristics that succeed in many cases and are easy to understand. Beyond that, we rely on interaction with the user in those cases in which the heuristics fail to deliver an acceptable solution. Note that placement rules are used very widely, but are rarely discussed.
Placement Heuristics
All solvers known to us derive from the initial geometric sketch information that is used to select a speci c solution. This is reasonable, since one can expect that a sketch is at least topologically accurate, so that observing on which side of an oriented line a speci c point lies in the sketch is often reliably indicating where it should be in the nal solution. However, when generic designs are archived and and later edited, one should no longer expect such In our system, we use very few but highly e ective rules. Where the rules fail, we rely on user interaction to amend them as the situation might require. Note that our rules are fully supported by the Erep approach in that the di erent situations can be characterized and recorded faithfully. One Line and Two Points: The line is oriented, and the points, p 1 and p 2 , are kept on the same sides of the line as they were in the original sketch. Furthermore, we preserve the orientation of the vector p 1 ; p 2 with respect to the line orientation by preserving the sign of the inner product with the line tangent vector.
Tangent Arc: An arc tangent t o t wo line segments will be centered such that the arc subtended preserves the type of tangency. The two t ypes of tangency are illustrated in Figure 16 . Moreover, the center will be placed such that the smaller of the two arcs possible is chosen, ties broken by placing the center on the same side of the two segments as in the input sketch. As speci c degeneracy heuristics, an arc of length 0 is suppressed.
All rules except the tangency rule are mutually exclusive. They are therefore applicable without interference. The tangency rule could contradict the other rules, because dimensioned arcs and circles are determined by placing the center. In such cases, the tangency rule takes precedence. In our experiments with these rules, we found that most situations are solved as the user would expect. The rules are easy to implement, and are easy to understand for the user.
Selecting Alternative Solutions
A useful paradigm for user-solver interaction has to be intuitive and must account for the fact that most application users will not and should not be intimately knowledgeable about the technical workings of the solver. So, we need a simple but e ective communication paradigm by which the user can interact with the solver and direct it to a di erent solution, or even browse through a subset of solutions in case the one that was found is not right."
Conceptually, all possible solutions of a constraint problem can be arranged in a tree whose leaves are the di erent solutions, and whose internal nodes correspond to stages in the placement of elements or clusters. The di erent branches from a particular node are the di erent c hoices for placing the element or cluster. The tree has depth proportional to the number of elements and clusters. Browsing through all possible solutions would be exponential in the number of elements and would be inappropriate, but stepping from one solution to another one is proportional to the tree depth only.
We h a ve added to our solver an incremental mode in which the user can browse through the construction tree and be visually informed which elements have been placed at a particular moment. With a button, the user steps forward or backwards in the construction sequence, thus traversing the tree path backwards, towards the root, or forward, towards a leaf. At each level, the geometric elements placed at that point are highlighted, and a panel displays the number of possible positions. The user can then select which one of the possible choices should be used.
For example, consider the constraint example of Figure 2 . The role of the arc is clearly to round the corner that would be formed otherwise by the adjacent segments. When drawn as indicated in the gure, and with angle values larger than 45 , the solver nds the leftmost solution in Figure 14 . However, when the angles are changed subsequently to 30 , the solver heuristics will select the solution shown in Figure 17 , because the center of the arc remains on the same side of the adjacent segments. The user now relocates the center by c hanging the placement o f Ar 10 with respect to Sg 7 and Sg 9 . By pressing the level buttons, the user returns to level 7. Here, Ar 10 and Sg 7 are highlighted. The user now c hanges the solution by pressing the soln. buttons. This changes the arc center with respect to Sg 7 only. Continuing with the level buttons, on level 4, Ar 10 and Sg 9 are highlighted. Again, a di erent solution is selected on that level, changing the arc with respect to Sg 9 . N o w the solver will construct the solution shown in Figure 18 . We h a ve found this simple interaction technique highly useful in exploring alternative solutions, and most users become e ective in directing the solution process in a very short time.
In the Erep speci cations of the interaction process, the solver is instructed serially to perform a back-up or to seek the next way to place an element o r a cluster. This convention excludes solvers that nd a solution by a n umerical, iterative computation which places all geometric elements at once, unless the iteration is based on homotopy continuation techniques that can nd all solutions of a nonlinear system of equations numerically.
Note that di erent solvers may cluster geometric elements di erently and place the elements and clusters in a di erent sequence. Therefore, the same interaction sequence with the solver would have di erent e ects with di erent solving algorithms. This cannot be avoided: To arrange the tree of solutions in canonical order, we either prescribe a canonical sequence a-priori in which the geometric elements have to be computed, or else we compute a canonical basis for the ideal generated by the constraint equations that describe the geometric problem, and then enumerate the associated variety in a canonical way; e.g., 4 . In the rst case, we w ould prescribe the solver algorithm to belong to a certain family. In the second case, the ideal basis computation is equivalent to solving the constraint problem and thus constitutes committing to a canonical solver. 2 Both ways compromise devising a neutral format of archiving. Consequently, we can neutrally archive a constraint problem solved or unsolved, but not the manner in which to solve or seek an alternative solution. This is an intrinsic problem when solving geometric constraints. 
Design Paradigm Approach
Consider solving the constraint problem of Figure 19 left. The role of the arc is clearly to round the adjacent segments, and thus it is most likely that the solution shown in Figure 19 in the middle is the one the user meant rather than the one on the right, when changing the angles to 30 . The solver would be unaware of the intended meaning of the arc, and thus needs a technical heuristic, such as the tangent arc rule, to avoid the solution on the right. It would be much simpler if the user would sketch in such a w ay that the design intent o f the arc is evident. The di culty for the geometric constraint solver is that sketches are usually at; i.e., the geometric elements are not grouped into features." It would be better to make s k etches hierarchically: First, a basic dimension-driven sketch would be given. Then, subsequent steps, also dimension-driven, would modify the basic sketch and add complexity. In our example, the basic sketch could be a quadrilateral. There would be one subsequent modi cation adding a twodimensional round with a required radius. This is analogous to feature-based design as implemented in current CAD systems.
The hierarchical approach t o s k etching has other important bene ts. Since the sketch is structured, later modi cations can be driven from constraints used in earlier steps, so that simple functional dependencies and relations between dimension variables of previously de ned sketch features can be de ned and implemented with trivial extensions of our basic constraint solver.
Summary and Future Work
Research on constraint solving should develop natural paradigms for narrowing down the number of possible solutions of a well-constrained geometric problem and devising solver interaction paradigms that allow the user to correct solutions that were not intended. With increasing penetration of constraint-based design interfaces, this problem is becoming increasingly more pressing.
Which solution is the intended one is also crucial for archiving designs in a neutral format. So far, neutral archiving has been restricted to detailed design without a formal record of design intent, constraint s c hema, editing handles, and so on. When editable design is archived, it requires a proprietary format native to the particular CAD system, and is typically a record of the internal data structures of the CAD system. In 13 w e h a ve presented alternatives. Current trends in data exchange standards indicate a growing interest in archiving constraint-based designs in which this additional information has been formalized without commitment to a particular CAD system. In constraint-based, feature-based design, it is common to have a vailable a variational constraint solver for 2D constraint problems, but not for 3D geometric constraints. This is particularly apparent in the persistent id problem discussed in 12 . A well-conceived 3D constraint solver conceivably can avoid these problems and assist in devising graphical techniques for generic design.
In manufacturing applications one is interested in functional relationships between dimension variables, because such relationships can express design intent v ery exibly. Some parametric relationships can be implemented easily by structuring the sketcher as advocated in Section 5.4. Moreover, simple functional relationships are the content of certain geometry theorems, such a s t h e theorems of proportionality, and many other classical results. Such theorems can be added to the constraint solver in a manner analogous to the extensions we h a ve discussed before. But in general, functional relationships between dimension variables necessitate additional mathematical techniques. Geometric theorem proving has developed many general techniques that are applicable, but suitable restrictions are still needed to achieve higher solver speeds.
Geometric coverage refers to the range of shapes the constraint solver understands. In this work, we h a ve restricted the geometric coverage to points. lines and circles. Conic sections would be easy to add, as would be splines such as B ezier curves, when translating the constraints to equivalent ones on control points. There is a rich repertoire of literature in CAGD that provides convenient tools for doing so. Yet it is not clear whether control point manipulations are a natural tool for expressing constraints. We miss studies that analyze how t o design with splines from an application's point of view.
Even with the resticted geometric coverage discussed here, some theoretical problems remain open. Although no precise analysis has been made, neither Owen's nor our constraint solving algorithm seems to run in worst case time linear in the number of graph edges. We conjecture that both algorithms run in quadratic time due to repeated traversals over regions of the graph. It would be worthwhile to analyze the worst case running times of these algorithms precisely, and study how to improve them. It is also worthwhile to consider how t o minimize the arithmetic operations involved in the construction steps, and to analyze construction sequences for numerical stability.
