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The detection of a human face in a visual field and correct reading of emotional
expression of faces are important elements in everyday social interactions, decision
making and emotional responses. Although brain correlates of face processing have
been established in previous fMRI and electroencephalography (EEG)/MEG studies,
little is known about how the brain representation of faces and emotional expressions
of faces in freely moving humans. The present study aimed to detect brain electrical
potentials that occur during the viewing of human faces in natural settings. 64-channel
wireless EEG and eye-tracking data were recorded in 19 participants while they moved
in a mock art gallery and stopped at times to evaluate pictures hung on the walls.
Positive, negative and neutral valence pictures of objects and human faces were
displayed. The time instants in which pictures first occurred in the visual field were
identified in eye-tracking data and used to reconstruct the triggers in continuous EEG
data after synchronizing the time axes of the EEG and eye-tracking device. EEG data
showed a clear face-related event-related potential (ERP) in the latency interval ranging
from 165 to 210 ms (N170); this component was not seen whilst participants were
viewing non-living objects. The face ERP component was stronger during viewing
disgusted compared to neutral faces. Source dipole analysis revealed an equivalent
current dipole in the right fusiform gyrus (BA37) accounting for N170 potential. Our study
demonstrates for the first time the possibility of recording brain responses to human
faces and emotional expressions in natural settings. This finding opens new possibilities
for clinical, developmental, social, forensic, or marketing research in which information
about face processing is of importance.
Keywords: EEG, eye-movement related potentials, N170 component, source dipole analysis, MoBI, mobile brain
imaging, visual evoked potential (VEP)
INTRODUCTION
Facial expressions are evolutionarily based and culturally conditioned tools. They steer social
interactions, solicit help and inform about events in social environments as well as the intentions
of the expresser (Matsumoto et al., 2008). The capacity to recognize facial expressions quickly and
correctly correlates with problem solving capacity and efficient adaptation to a new environment
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(Matsumoto et al., 2004). In contrast, the ability to recognize
facial expressions is impaired in abused children (Camras et al.,
1988), depressed people (Persad and Polivy, 1993), children
presenting autistic traits (Ozonoff et al., 1990), and people with
a history of substance abuse (Foisy et al., 2005).
Previous brain imaging studies have shown that a set of
brain regions in occipitotemporal cortex were associated with
processing human faces (Kanwisher et al., 1997; Haxby et al.,
2002). Electroencephalographic event-related potentials (ERPs)
revealed a negative potential, N170, at lateral occipitotemporal
regions of the scalp which responded with greater amplitude
when viewing faces compared to objects (Bentin et al., 1996).
A large number of studies have confirmed that the N170 not only
reflects low-level visual features of a human face, but would also
signify a conscious awareness of the presence of face in the visual
field [reviewed recently in (Rossion, 2014; Olivares et al., 2015)].
While earlier studies reported a lack of encoding of emotional
facial expression by the N170 potential (Herrmann et al., 2002;
Eimer et al., 2003), a recent meta-analysis confirmed the encoding
of emotional facial expressions in the amplitudes of the N170
potential (Hinojosa et al., 2015).
Human perception and cognition in real life differs from
that occurring in a laboratory experiment in that it offers
a continuous and naturally flowing stream of perceptual
and motor decisions. Unlike flashing a visual stimulus on
a screen in a laboratory experiment, free viewing of scenes
under natural conditions involves multi- and trans-saccadic
processes which necessitate the anticipation of a visual pattern
before the start of a saccadic eye movement, and integration
of information across successive eye fixations (Melcher and
Colby, 2008). In contrast to laboratory electroencephalography
(EEG), magnetoencephalography (MEG) or functional magnetic
resonance imaging (fMRI) experiments, people often interact
with real life situations while walking or standing upright.
Maintaining an upright stance or walking poses further demands
on the brain processing and physiological adjustments which
are not encountered in laboratory settings (reviewed in Thibault
et al., 2014). Visual processing is enhanced and electrical
activity and the relative cerebral blood flow in occipital cortex
(Goodenough et al., 1981; Ouchi et al., 2001) is enhanced while
standing erect compared to reclining. Therefore, brain responses
to viewing human faces, which have been well established in a
number of laboratory studies over past decades, cannot be taken
as templates which the brain merely replays in a real life situation
such as walking and meeting people.
Recent advances in EEG technology and data analysis opened
new possibilities to explore human cognition, emotion and
actions as they occur in natural settings. A novel non-invasive
mobile brain and body imaging (MoBI) modality has been
proposed (Makeig et al., 2009; Gramann et al., 2010, 2011).
MoBI typically involves the use of wireless EEG recordings
in freely moving individuals, and a multimodal approach to
data analysis which combines EEG recordings with recordings
of muscle activity, spatial head coordinates, and electro-
oculography (Ojeda et al., 2014). The challenges posed by
recording wireless EEG in natural settings are largely related to
the presence of movement related artifacts and the separation
of cerebral and extracerebral sources of EEG activity (Gwin
et al., 2010). A MoBI approach has been successfully applied to
recording of EEG during every-day life activities (Wascher et al.,
2014) like cycling (Zink et al., 2016), recording of EEG in pilots
while airborne (Callan et al., 2015), and identification of brain
potentials related to the control of locomotion (Severens et al.,
2012; Wagner et al., 2012; Seeber et al., 2015).
Recording brain electrical potentials during viewing human
faces in natural settings poses an additional specific challenge
related to the absence of a time locking event in a continuous
stream of EEG data, which has traditionally been provided by a
stimulus control computer. In the present study, we employed
continuous recordings of eye movements to identify the time
instants at which the gaze first landed on a picture of a face or
object. This approach capitalizes on previous laboratory studies
analyzing eye-movement related potentials during free reading
of words (Baccino and Manunta, 2005; Hutzler et al., 2007;
Dimigen et al., 2011) or free viewing of visual scenes (Fischer
et al., 2013; Simola et al., 2015) and is similar to a recent study
which reconstructed the face N170 potential during viewing of a
continuous video stream (Johnston et al., 2014).
The primary aim of this study was to employ a mobile
brain and body imaging approach to record face-specific brain
potentials in freely moving individuals. As a secondary goal,
we also analyzed whether hedonic valence of faces and objects
would manifest in mobile EEG data. In line with previous
research studies conducted in laboratory settings (Kolassa and
Miltner, 2006; Blau et al., 2007; Trautmann-Lengsfeld et al.,
2013), we hypothesized that face-specific brain activations will
manifest in the right occipitotemporal region of the scalp at
about 180 ms, and that the face-sensitive eye movement related
potential (EMRP) component will be modulated by the emotional
expressions of the faces. Pictures of objects and face expressions
consisted of pleasant, neutral, or unpleasant to explore the
possibilities of mobile EEG recordings to both differentiate brain
responses to faces and objects and to resolve the qualities of
emotional expression of faces.
MATERIALS AND METHODS
Participants
Twenty-five healthy volunteers (27.2 ± 4.7 years old, mean ± SD)
were recruited for the study. A total of six participants were
excluded from the sample due to signal problems either in the
eye tracking (n = 4) or wireless EEG recording (n = 2). Thus,
the final sample consisted of nineteen participants (five females)
with an average age of 27 ± 5 years. All participants gave their
written informed consent prior to the study. Ethical approval
was obtained from the University of Liverpool Research Ethics
Committee. Participants received £20 as compensation for their
travel expenses and time.
Stimuli
Stimuli consisted of 180 color pictures of face and non-
face objects. Object stimuli included toys, flowers and gifts
(positive), dirty toilets, rubbish bins and scenes of contamination
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(negative), and houses, stationary and household objects
(neutral). Complex images such as landscapes with flowers and
scenes of contamination were included in the object images
to enable modulation of the emotional valence of the object
category. The luminance levels of face and objects in each of
three levels of hedonic valence were similar and not statistically
different (P > 0.05). Ninety face pictures were selected from
the NimStim Set of Facial Expressions (Tottenham et al., 2009)
and 90 object pictures were taken from the IAPS database (Lang
et al., 1997) and from public domain images available under
creative commons licenses. In each category (objects and faces),
30 hedonically positive, 30 negative, and 30 neutral pictures were
selected. Face stimuli were comprised of happy (positive), neutral
and disgusted (negative) facial expressions. The expression of
disgust was chosen because this emotion best matched the
emotional response to unpleasant object images. All face images
showed a frontal view on a white background. Seventeen different
female faces (9 White/Caucasian, 4 East-Asian and 4 Afro-
Caribbean) and eighteen male (10 White/Caucasian, 6 Afro-
Caribbean and 2 East-Asian) faces were used in the study.
Stimuli were presented on twenty A0 poster-size panels. Each
panel contained 9 images (15 cm × 20 cm) and a fixation
cross in the center (14.3 cm × 14.3 cm) printed onto a paper
sheet (Figure 1A). All images were assigned pseudo-randomly to
present a minimum of three faces and three objects (one of each
hedonic category) per panel. The face and object pictures were
distributed quasi-randomly on each poster in such a way that no
face picture would systematically fall into the visual field while
shifting the gaze to a face picture in the corner of a panel.
All panels were pasted onto Styrofoam sheets and attached to
the walls using adhesive tape. Two hallways within the Eleanor
Rathbone Building of the University of Liverpool were used
to create a mock art gallery where the experiment took place
(Figure 1B).
Procedure
Our study is an initial attempt to record and quantify the face-
sensitive ERPs that occur in natural settings such as in the
street or at the supermarket. The experiment closely matches
the natural settings of a picture gallery in which individuals
move freely from one painting to another and visually explore a
painting containing both human figures and non-living objects.
The presence of the fixation cross in the middle of the board
which participants fixated before shifting their gaze to a next
picture on the board was the only difference relative to the
settings of a picture gallery. This component was introduced
to the task to reduce the possibility of overlap in viewing
neighboring pictures and to compensate for the limited capacity
of our eye-tracker to quantify the pattern of saccades and
fixations during a free visual exploration which would be
required to reconstruct the eye-movement related potentials
using advanced processing methods such as regression analysis
(Ehinger and Dimigen, 2018).
A mock art gallery was created by hanging the stimuli panels
onto bare walls in designated hallways. The corridors were not
closed off on either side, nor were there attempts to discourage
other people from passing through while an experimental session
FIGURE 1 | Mock gallery and wireless EEG recordings. (A) Example of one
poster (120 cm × 90 cm) containing nine pictures and a fixation cross.
(B) Schematic illustration of the hallways used to set up the mock gallery.
Black lines indicate the locations of the 10 panels throughout the mock
gallery. (C) One participant viewing images while wearing the wireless EEG
and a portable eye-tracker. The backpack held the laptop computer recording
the eye-tracking. The man appearing in (C) is one of the authors of this work
and provided informed written consent to appear in the image.
was in progress. As in the real world, passers-by occurred
spontaneously. Participants were requested to walk through the
mock art gallery while viewing the images displayed on each
panel. They were free to navigate the gallery in any order they
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chose and view individual pictures in any order and for as long as
they wished. Subjects were only instructed to stand facing each
panel and to view each image for at least few seconds before
moving onto the next image. Participants were, additionally asked
to look at the center fixation cross before viewing each image,
and to return their gaze to the fixation cross before moving to
the next picture. They only continued onto a subsequent panel
after viewing all images (Figure 1A). Picture preferences were
indicated by marking selected pictures on a small paper printed
version of each panel.
The gallery task was divided into two blocks. Each block
contained ten panels with nine images presented on each one. In
total, participants viewed 180 different images in the experiment.
On average, each gallery block lasted approximately 15 min.
Participants were tasked with selecting a preferred face and object
as well as a disfavored face and object from each panel.
Instructions were delivered and equipment was set up in a
designated lab space. Participants were fitted with the EEG cap
(actiCAP, Brain Products, Germany). The mobile EEG system
was then connected and wireless signals were visually inspected
on a standing participant. Next, eye tracking glasses (PUPIL;
Kassner et al., 2014) were placed on the participant over the EEG
cap. The eye trackers were calibrated against a blank white panel
at a distance of 1 m. Gaze-tracking was optimized by means of 3D
calibration routine using manual markers.
The eye tracking recording laptop was placed in a backpack
and carried by the participant for the duration of the gallery
task (Figure 1C). EEG cables running from the electrodes to
the lightweight transmitter were also placed in the backpack to
reduce cable sway artifacts (Gramann et al., 2010; Gwin et al.,
2010). A mobile base unit was assembled using a rolling trolley
where the wireless signal receiver, EEG amplifier and recording
computer were placed. The base unit was positioned by the
experimenter maintaining a distance of no more than 7 m from
the participant in order to maintain optimal signal quality.
Electrode impedances and gaze tracking calibration were
checked and corrected in the break between blocks if required.
Once the gallery task concluded, subjects completed a rating task
on a computer in the laboratory.
Once the gallery task had been completed, the EEG cap and
the eye tracking glasses were removed. Participants were then
required to rate how much they liked and if they would approach
the images previously seen in the mock gallery. Ratings were
performed using two visual analog scales (VAS) sized 10 cm
and anchored on each extreme (i.e., ‘0: Do not like’ up to
‘100: Like very much’ and ‘0: Avoid’ up to ‘100: Approach’).
Pictures and rating scales were presented on a LCD screen
using Cogent program v. 1.32 (Welcome Department of Imaging
Neuroscience, United Kingdom) running on MATLAB v. R2014a
(The MathWorks, Inc., United States).
EEG Recordings
Whole scalp EEG data was continuously recorded using a 64-
channel wireless and portable EEG system (Brain Products,
GmbH, Münich, Germany). Signals were digitized at 1 kHz
on a BrainAmp DC amplifier linked to Brain Vision Recorder
program v. 1.20.0601 running on a Windows laptop. The wireless
interface (MOVE, Brain Products, GmbH) utilizes a lightweight
signal transmitter which participants carry on a belt (Figure 1C).
Active Ag/AgCl EEG electrodes were mounted on an electrode
cap (actiCAP, Brain Products, GmbH) according to the 10–20
electrode system. Electrode FCz was used as the system ground
and electrodes were referenced to Cz. The EEG cap was aligned in
respect to the midpoint between the anatomical landmarks of the
nasion and inion, and the left and right preauricular points. The
electrode-to-skin impedances were lowered using electrolyte gel
(Signa Gel, Parker Laboratories, Inc., Fairfield, NJ, United States)
and checked to be below 50 k before starting the recordings.
Eye Movement Recording and Analysis
The locations of the gaze positions were recorded using a PUPIL
binocular eye-tracking system and Pupil Capture software v.
0.7.6. running on Ubuntu v. 14.04.4. The PUPIL eye tracker is a
high resolution lightweight wearable system (Figure 1C). PUPIL
software is a cross-platform (Linux, Mac, and Windows) open-
source software which is actively maintained and supported by
the developers (Kassner et al., 2014). Here, eye-tracking data and
the real-world video streams were set at a sampling rate of 60
frames per second with a resolution of 600 pixels × 800 pixels
in both the world camera and in the eye cameras. The sampling
rate of 60 Hz was chosen based on pilot experiments in order to
secure a continuous stream of eye-tracking data which was often
discontinuous at higher sampling rates.
The ocular pupils of both eyes were located based on a center-
surround detection algorithm (Swirski et al., 2012). To calibrate
the gaze locations, a manual marker 3D calibration protocol
was used to generate a 9-point grid in the field of view of
the participant. Calibration was repeated until gaze positions
were accurate everywhere on the blank panel. Small calibration
offsets occurred at times due to displacements in the wearable
eye-tracker on the subject’s face. These were adjusted using the
manual gaze correction plug-in on Pupil Player during manual
tabulation of stimulus onset times. If multiple time stamps
were associated with one frame in the real-world recordings,
the middle frame was selected as the time-locking event. The
Pupil Capture software can process up to three video streams
(two eye cameras and a world view camera) synchronously
and allows for mid-recording calibrations. These video streams
are read and exported using Pupil Capture software for real-
time pupil detection, recording, and gaze mapping. The gaze
mapping function allows the eye positions to be superimposed
onto the world-view scene space. Exported PUPIL raw gaze data
is time-locked to the processing computer’s internal clock, giving
millisecond precision to the eye measurements.
Eye-tracking data were processed using Pupil Player v. 0.7.6
program. Additionally, all recorded frames contained an accurate
time stamp based on the PC processor real-time clock. Eye
tracking video files were visually inspected and stimuli onsets
were manually tabulated. Each stimulus was logged on a picture
by picture basis with stimulus onset defined as the first instance in
which the gaze position touched or landed on an image. The real
times corresponding to the tabulated frames were used to import
stimulus onset latencies onto the raw EEG data. Four subjects’
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data was excluded from the sample due to loss of gaze calibration
during the recordings.
The total gaze times were calculated by additionally tabulating
the earliest frame in which the gaze left an image. Of the 19
total subjects, 15 data sets were used to calculate the average gaze
times per condition. Four subjects’ data was not included in the
calculation of mean viewing times. The four exclusions were due
to difficulties or uncertainties in defining an accurate offset time
when the subject’s gaze left an image to return to the fixation
cross. A 2 × 3 ANOVA for repeated measures was used to check
any significant differences in viewing times across conditions.
At the start of each gallery block, a trigger-box fitted with a
light emitting diode (LED) was used to synchronize data streams.
A pulse of light was flashed into the world-view camera on the
eye trackers as a simultaneous transistor–transistor logic (TTL)
pulse was registered in the EEG data recording. In doing so,
a visual light cue became apparent at a specific frame in the
eye tracking video data. This frame was then registered and
used to temporally synchronize the EEG and eye-tracking data
streams. The accuracy of the synchronization was tested in a
15 min recording during which 15 synchronizing light stimuli
were produced in approximately 1 min intervals. The time-locked
eye tracking frames were logged and compared to the latency
of the EEG triggers. The temporal asynchrony between triggers
simultaneously delivered to the eye tracking and EEG recording
system was of 0.022 ± 0.020 s (mean ± SD) over a 15 min
recording.
Eye Movement Related Potentials
After synchronization, event markers were inserted into EEG
data by synchronizing the time axes of the EEG and eye-tracking
system. EEG data were pre-processed using the Brain Electrical
Source Analysis program (BESA v.6.1, MEGIS Software GmbH,
Munich, Germany). Data were first referenced to a common
average using common averaging method (Lehmann, 1987) on
the continuous EEG signal. EEG data were epoched to range
from −200 to 1000 ms and the mean EEG activity in the baseline
interval ranging from −200 to −100 ms was removed from
each data point. The onset of a stimulus was defined as the
first contact of the gaze with any part of a picture in each of
the 180 images. This time point effectively corresponded to part
of the saccade which brought the gaze onto a particular face
or object in a picture. Eye blink artifacts were removed using
a pattern matching algorithm involving principal component
analysis (Berg and Scherg, 1994; Ille et al., 2002). Then, EEG data
was visually inspected for movement or muscle artifacts and trials
contaminated with large artifacts were marked and excluded from
further analysis. Post-saccadic EMRPs were computed from all
trials falling into six different conditions (face vs. objects, three
hedonic levels).
The data was visually inspected and corrected for the presence
of artifacts. Trials were excluded if artifacts were present in either
eye-tracking or EEG data. If participants skipped an image, failed
to fixate, or gaze tracking was lost during fixation, the concurrent
trial was discarded.
The sampling rate of the eye-tracking device was calculated
offline (41.1 Hz on average). Given the relatively low sampling
rate, we have not analyzed in detail if the next eye movement was
a saccade or a fixation. Thus, EEG epochs were formed as cuts
into a wild video scene similar to a recent study (Johnston et al.,
2014).
Source Dipole Analysis
As EEG epochs were effectively locked to the first shift of the
gaze onto a picture, we anticipated that EMRPs will comprise the
saccade-related cortical potential (Yagi, 1981a; Thickbroom et al.,
1991; Kazai and Yagi, 2003) and artifact potential components
related to offsets of saccades. The eye movement artifacts
primarily involve the corneoretinal potential associated with a
displacement of the large electrical dipole of the eye during eye
blinks or saccades, and a smaller saccade spike potential related
to the contraction of oculomotor muscles at onset of a saccade
(Dimigen et al., 2011; Nikolaev et al., 2016). Owing to limited
sampling rate of eye-tracking data and presence of a small jitter
between eye movement and EEG data, we applied source dipole
modeling to separate electrical activations originating in the
occipitotemporal cortex from those electrical potentials which
originated in eye orbits and were volume conducted to distant
regions of the scalp.
Grand average EMRP waveforms were used to determine the
source dipole locations. A source dipole model was constructed
using BESA v. 6.1 program. Two regional sources were used
to model the electrical potentials to the residual corneoretinal
artifact and saccade spike potentials (Berg and Scherg, 1991). The
lambda component is an occipital potential that becomes most
prominent when averaged EEG signals are time-locked with a
saccadic eye movement offsets. To model the cortical sources
accounting for distinct peaks of lambda potential (Yagi, 1979;
Thickbroom et al., 1991), a set of equivalent current dipoles
(ECD) were fitted using a sequential strategy (Stancak et al.,
2002; Hoechstetter et al., 2010). In sequential strategy, ECDs are
successively fitted based on the peak latencies of the prominent
ERP peaks determined in the global field power curve. Each
new ECD explains the portion of data variance not explained
by previously fitted ECDs. First, we placed two regional sources
into the right and left eye orbit to separate any corneoretinal
potentials related to eye blinks or saccades from the cerebral
sources which were modeled in the next stage. A regional source
has three orthogonal dipoles with origins at the same location and
can therefore model potentials emanating from one location in all
possible directions. Since regional sources have three orthogonal
components, they model activations from a widespread region of
the scalp and activations which do not have constant orientations
over the entire EMRP epoch. While placing regional sources into
eye orbits is less effective than modeling saccade potentials with a
set of equivalent dipoles each tuned to a specific saccade direction
(Berg and Scherg, 1991), this method was an appropriate choice
in the absence of information about the timing and angles of
saccades.
We added another dipole with free orientation and location to
the source dipole model. Fitting this additional dipole resulted
in the dipole being placed beyond the boundaries of the head
and not changing the residual variance which means that the
extra dipole did not explain any specific topographic aspect of
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the potential field. Secondly, we also modeled the potentials in the
time points of interest using a classical LORETA (Pascual-Marqui
et al., 1994) analysis recursively applied (CLARA) (Hoechstetter
et al., 2010). CLARA did not show any new cluster beyond the
locations previously tagged by equivalent current dipoles (ECD).
The CLARA analysis was also used to verify the locations
of ECDs using an independent source localization method
(Hoechstetter et al., 2010). A 4-shell ellipsoid head volume
conductor model was employed to construct the source dipole
model using the following conductivities: brain = 0.33 S/m;
scalp = 0.33 S/m; bone = 0.0042 S/m; cerebrospinal fluid
(CSF) = 1.0 S/m. Finally, we have compared the scalp potential
maps with the potential maps predicted by the source dipole
model and found a good match.
Due to the limited sampling rate of the eye tracker, presence of
a small jitter between the EEG and eye tracking data streams, and
absence of calibration marks in visual scenes, we were not able
to identify individual saccades and evaluate their impact on EEG
potentials in the present study. Indeed, the principal orthogonal
component in each of two regional sources shows the presence of
an eye movement potential starting about 20 ms before the time-
locking event and continuing eye-movement potentials after the
time-locking event. This variability is due to the triggering of
stimulus onset which was determined as the first instance of the
gaze contacting an image. Due to the position of the images on
the panels relative to the fixation cross, this occurred at different
instances of the saccade. Evaluation of effects of including two
regional sources on residual variance is given in the Section
“Results.”
Statistical Analysis
The source waveforms representing the source activity in each of
the fitted ECDs were analyzed using a 2 × 3 repeated measures
ANOVA (objects vs. faces, three levels of hedonic valence). To
control for the risk of false positive results due to a large number
of tests, P-values were corrected using the false discovery rate
method (Benjamini and Yekutieli, 2001). This analysis was used
to identify the latency interval in which faces and objects and/or
three hedonic categories would differ. Average source activity
in intervals of interest was analyzed further in SPSS v.22 (IBM
Corp., Armonk, NY, United States). Post hoc paired t-tests were
performed and considered significant at P < 0.05. P-values
reported hereafter are corrected for multiple comparisons when
necessary.
Scalp data at select electrodes were analyzed similarly as source
dipole waveforms. The ANOVA of the raw data was computed for
the average of P8 and PO8 electrodes on the scalp. This analysis




Figure 2 illustrates the average liking scores for each of
the experimental conditions. A 2 × 3 repeated measures
ANOVA revealed a statistically significant effect of objects
FIGURE 2 | Mean ratings of likeability for objects and faces in three different
hedonic valence conditions. Error bars stand for standard deviations.
Asterisks (∗) indicate the presence of statistical significance at P < 0.05.
vs. faces likeability [F(1,18) = 7.7, P = 0.012]. Subjects
attributed larger likeability to objects (52.6 ± 4.25, mean ± SD)
than faces (47.5 ± 7.53). Both objects and faces showed a
statistically significant effect of hedonic valence [F(2,36) = 179.4,
P < 0.0001] consisting of a greater likeability of both objects
and faces of positive valence compared to both neutral and
negative valence, and greater likeability of neutral than negative
valence (P = 0.012). The interaction between objects vs. faces
and three hedonic categories was also statistically significant
[F(2,36) = 62.1, P < 0.0001]. Post hoc tests revealed that this
interaction effect was driven by a greater contrast between neutral
and unpleasant objects [t(18) = −17.4, P < 0.0001] than neutral
and unpleasant faces [t(18) = 5.8, P < 0.0001].
A 2 × 3 repeated measures ANOVA conducted on average
approachability ratings showed a similar pattern of responses.
Subjects rated objects (53.2 ± 0.98) as more approachable than
faces (44.5 ± 1.6) [F(1,18) = 19.8, P < 0.0001] as well as rating
positive pictures (70.6 ± 2.3) more approachable than neutral
(52.4 ± 1.4) or unpleasant ones (23.56 ± 1.8) [F(1,16) = 140.5,
P < 0.0001]. Post hoc comparisons showed an interaction effect
with greater contrasts shown between neutral and negative
valence objects [t(18) = −13.8, P < 0.0001] relative to the contrast
between neutral and disgusted faces [t(18) = −6.7, P < 0.0001]
[F(2,36) = 44.4, P < 0.0001].
The 2 × 3 ANOVA for repeated measures was performed
on the average gaze time of each subject across conditions.
The data from 15 subjects was used in this analysis. The four
exclusions from this analysis were due to difficulties in defining
an accurate offset time when the subjects gaze returned to the
fixation cross. No effects of category [F(1,14) = 2.11, P > 0.05]
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FIGURE 3 | Grand average EMRPs during viewing of faces and objects. (A) Global field power for face and object pictures. (B) Butterfly plots of grand average
EMRPs to face and object pictures. Peak latencies of distinct EMRPs components are highlighted with arrows. (C) The topographic maps of grand average EMRPs
overlaid on the volume rendering of the human head at select latency points.
were found in mean viewing times between face (3.346 s ± 1.3 s)
and object (3.155 s ± 1.1 s) images. Nor were there any effects
of hedonic valence found on the average viewing times either
[F(1,14) = 0.451; P > 0.1]. Disgusted (3.15 s ± 1.1 s), neutral
(3.28 s ± 1.3 s), and happy faces (3.31 s ± 1.3 s) were viewed
equally across face and object categories (P > 0.1).
Eye Movement Related Potentials
Wireless EEG data maintained good quality throughout the
duration of the experiment. As subjects maintained a stable
stance during the viewing of pictures, EEG data showed minimal
neck muscle or head movement artifacts which have been
shown to heavily affect EEG data during walking or running
(Gwin et al., 2011). Of the 6 excluded subjects, 2 of these were
discarded at an early stage in the experiment due to loss of signal
purportedly caused by drainage of the batteries in the transmitter
unit resulting in incomplete EEG data. The average number of
accepted trials was 72 ± 8.6 and 73 ± 6.3 (mean ± SD) for face
and object pictures, respectively.
Figure 3A shows the global field power and Figure 3B
the butterfly plots of EMRPs for face and objects. Figure 3C
illustrates the topographic maps of distinct EMRP components
observed in global field power curves. An early small potential
component peaking at 27 ms in objects and at 21 ms in faces was
associated with a weak negative potential in the right occipital
region of the scalp and another weak negative potential at the
vertex (Figures 3B,C). It is unclear whether this small potential
was a part of an anticipation of a face picture or whether
it was related to the effects of saccades preceding the time-
locking event. The lambda potential (Yagi, 1981a; Thickbroom
et al., 1991) showed a large component peaking at 117 ms
in objects and at 121 ms in faces and exhibited a prominent
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positive component at occipital electrodes. The peak latency
of the lambda potential suggests that the time-locking event
coincided more often with onsets of saccades rather than with
onsets of fixations because the latencies of the lambda potential
occur comparatively late (∼120 ms) if the time locking event is
the saccade onset (Kaunitz et al., 2014). Only in face EMRPs,
a distinct negative component peaking at 182 ms was seen in
the right occipital-temporal region of the scalp. This negative
component was associated with a positive potential component
at central-parietal electrodes (Figure 3C). Both the peak latency
of the negative occipitotemporal component and the presence of
a positive vertex potential suggest that this particular component,
responding only to face pictures, was the face-sensitive N170
component (Bentin et al., 1996). The butterfly plots for both
faces and objects showed the presence of electrical activity
in the latency epoch >300 ms. However, these components
had relatively small amplitudes compared to the earlier latency
components and did not show distinct peaks allowing further
detailed analysis.
Source Dipole Analysis
To segregate brain electrical responses generated in localized
cortical regions from the extracerebral potentials, EMRP data
were analyzed at the source dipole level. The source dipole
model was built using grand average EMRPs comprising data
from six conditions (faces and objects, three hedonic valence
categories) and all subjects. Figure 4A illustrates the source dipole
waveforms and spatial topographic maps of EMRP waveforms for
each fitted source dipole. Figure 4B illustrates the source dipole
locations and orientations in a schematic transparent glass brain.
Figure 4C demonstrates the locations of individual source dipoles
in an anatomical brain image as well as the two regional sources
in the eyes.
It should be pointed out that the use of regional sources
has a drawback of having the sources just outside of the
head model (Lins et al., 1993) potentially causing incomplete
removal of saccadic potentials occurring during free viewing
of pictures. The regional sources showed distinct peaks related
to saccade offsets, and further irregular waves related to eye
movements occurring later. Placing two regional sources into
the eye orbits was an additional precaution, on top of the
removal of eye blink artifacts from raw data using the pattern
matching algorithm, in preventing the extracerebral sources from
affecting the EMRPs. Nevertheless, dipole locations results must
be taken with some caution due to the difficulties associated
with generating precise estimations of source locations in
mobile EEG data which can, at times, be noisy (Grech et al.,
2008).
ECD 1 was fitted to the visual cortex (Brodmann area 19;
approximate Talairach coordinates: x = −22.5, y = −65.4,
z = −18.2 mm) (Figures 4B,C) and modeled the large positive
component of the lambda potential. It peaked at 124 ms and
accounted for the positive potential maximum in occipital and
lower parietal electrodes. ECD2 was located in the primary visual
cortex (Brodmann area 17; approximate Talairach coordinates:
x = −3.5, y = −74.6, z = 2.7 mm) (Figures 4B,C). This source
accounted for a negative potential occurring briefly at 175 ms in
FIGURE 4 | Source dipole model of grand average face and object EMRPs.
(A) The left panel shows the source dipole waveforms of three ECDs
(ECD1–ECD3) and two regional sources (RS1-2). The right panel illustrates the
spatial topographic maps at the latency points showing the strongest source
activity (ECD1–ECD3) or at latency points showing a spatio-temporal pattern
of corneoretinal potential (RS1-RS2). (B) The glass brain showing locations
and orientations of ECD1–ECD3 and RSD1-2. (C) Locations and orientations
of ECDs and RSDs in the standardized MR of a human head. The left head
shows three ECDs, and the right head illustrates the two regional sources
located in both eye orbits.
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occipital electrodes. This potential was mainly featured in objects
EMRPs.
ECD3 accounted for the N182 potential showing a negative
maximum in the right temporal-occipital electrodes and a
positive potential maximum over the central and parietal regions
of the scalp. This spatio-temporal pattern was prominent in face
picture data and almost absent in objects data and therefore, the
final fit of ECD3 was carried out in face EMRPs. The source of
this potential component was located in the right fusiform gyrus
(Brodmann area 37; approximate Talairach coordinates: x = 25.7,
y = −56.8, z = −18.2 mm) (Figures 4B,C).
While eye tracking data provided a useful trigger for
computing the event-related potentials in the present study,
the limited sampling rate and the lack of precise, calibrated
markers in spontaneously occurring visual scenes did not allow
quantification of oculo-motor artifacts similar to previous studies
conducted in laboratory settings (Ossandón et al., 2010; Rämä
and Baccino, 2010; Dimigen et al., 2011; Kamienkowski et al.,
2012; Fischer et al., 2013; Trautmann-Lengsfeld et al., 2013;
Simola et al., 2015). To remove corneoretinal potentials, which
may have remained in the data even after eye blink correction
using the pattern matching algorithm, and those related to
saccadic eye movements, we added two regional sources with
origins in the left and right eye orbit to the source dipole
model. To demonstrate the capacity of the regional sources to
control the artifact components caused by eye movements, we
have quantified each subject’s residual variance in the individual
average source dipole waveforms in two time intervals, one
covering the onset of the trigger event (−15 – 40 ms) and
the other corresponding to the interval showing statistically
significant differences between objects and faces (170 – 210 ms).
The source waveforms of three ECDs and effects of the presence
of these regional sources on residual variance are illustrated in
Figure 5.
In the first interval (−15–40 ms), the residual variance
decreased from 70.1 ± 15% to 36 ± 20.7% (mean ± SD) after
including two regional source dipoles into the source model. In
the latency interval 170–210 ms, the residual variance changed
from 41 to 27.5% after including two regional sources with origins
in eye orbits. According to a two-way ANOVA for repeated
measures (2 latency intervals, regional sources on vs. off), the
addition of the two regional sources to the model showed a
significant increase in the model fit for both latency intervals
[F(1,18) = 152.7, P < 0.001]. The interaction between the latency
intervals and presence of the regional sources in the source dipole
model was also statistically significant [F(1,18) = 32.4, P < 0.001].
This interaction was caused by a stronger effect of the presence
of two regional sources in the latency interval −15 – 40 ms
compared to 170 – 210 ms.
The five-dipole model accounted for 83% of variance in
the latency interval 0–300 ms. Attempts to fit further ECDs
in subsequent latency intervals (>300 ms) did not reduce the
residual variance significantly, and new ECDs landed outside the
boundaries of the head. The slightly larger residual variance of
17% compared to laboratory studies achieving a residual variance
10% or smaller could be related to an increased background
noise in our data which were recorded wirelessly in freely
moving individuals and in the absence of control over incidental
extraneous stimuli. Alternatively, this could be due to other active
brain sources not accounted by the model.
Source Dipole Waveforms in Face and
Object Pictures
For each experimental condition the source dipole model was
applied to the grand average data by projecting the source dipole
model onto the original ERP data. The source waveforms of the
three ECDs were analyzed using a 2 × 3 ANOVA for repeated
measures over specific interval of interest from 0 to 300 ms.
P-values were corrected using the false discovery rate method at
P = 0.01.
The main effect representing the difference between face and
object pictures was found only in ECD3 in a broad latency
interval ranging from 145 to 210 ms (Figure 6A). The source
dipole waveforms of ECD3 in faces and objects and in each of
three hedonic levels are illustrated in Figure 6B. The latency
interval showing a statistically significant difference between
faces and objects comprised two local maxima in ECD3 source
dipole waveforms. Face data showed a peak at 186 ms and
objects data showed a peak at 211 ms. To analyze further the
effects of picture types and three hedonic levels in the latency
intervals showing the strongest activations in each of two types of
pictures, the average source dipole moments in 10-ms intervals
centered at the two peak latency points (181–191 ms and 196–
216 ms) were analyzed using a 2 × 3 × 2 repeated measures
ANOVA (2 picture types × 3 hedonic levels × 2 latency intervals).
Faces showed a stronger source dipole amplitude than objects
across both latency intervals [faces: 20.2 ± 4.5 nAm, objects:
0.56 ± 0.50 nAm, mean ± SD; F(1,18) = 29.3, P < 0.0001].
Further, the statistically significant interaction between picture
types and three hedonic levels [F(1,18) = 9.86, P < 0.0001]
revealed that the amplitude of ECD3 was affected by the hedonic
content in faces but not in objects (Figure 6C). Tests of simple
effects demonstrated the effect of hedonic levels were only
significant in faces [F(2,36) = 15.9, P < 0.0001] but not in
objects [F(2,36) = 1.58, P = 0.221]. The statistically significant
effect of hedonic levels in face pictures was related to the greater
amplitude of ECD3 in disgusted faces compared to both happy
[t(18) = 15.95, P < 0.0001] and neutral faces [t(1,18) = 18.49,
P < 0.0001].
Electroencephalography data recorded using a wireless system
in freely moving individuals are preferably interpreted based on
source dipole analysis which allows to verify that a potential
waveform of interest was of cerebral origin. However, we also
analyzed if the differences between faces and objects and the
effects of hedonic face valence shown in ECD3 would be present
at select scalp electrodes. Two electrodes showing the face
potential component at the latency of 189 ms, PO8 and P8 were
averaged. The potential waveforms for faces and objects and the
topographic maps of EMRPs at the latency of 189 ms are shown in
Figure 7A. Figure 7B illustrates the PO8-P8 potential waveforms
and topographic maps in neutral, pleasant and unpleasant faces
and objects. The averaged PO8-P8 potential waveforms were
analyzed using a 2 × 3 ANOVA for repeated measures over
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FIGURE 5 | Effects of inclusion of two regional sources (RS1 and RS2) on residual variance (RV), standardized global field power (GFP), and three equivalent current
dipoles (ECD1–ECD3). (A) The time courses of RV (solid line), GFP (dotted line), and three ECDs after excluding the two RSs. (B) The time courses of RV, GFP, three
ECDs and two RSs in a solution with the regional sources included. The two gray intervals in the top panel correspond to two intervals of interest in which residual
variance was evaluated statistically (–15 – 40 ms and 170 – 210 ms). The dot lines in both rectangles stand for the latency of 0 ms. The principal of three orthogonal
components in each regional source is plotted with black bold line.
the interval from 0 to 300 ms. A statistically significant effect
of picture type was found in the latency interval 175–212 ms
[F(1,18) = 32.1, P < 0.0001]. The amplitude of the PO8-P8
potential was more negative in faces (−1.51 ± 0.40 mV) than
in objects (0.32 ± 0.36 mV). In contrast to the ECD3 data, the
interaction between picture types and three hedonic levels was
not statistically significant [F(2,36) = 2.02, P = 0.16].
As our recordings did not allow to evaluate parameters of
individual saccades which are known to affect the strength of
P1 potential (Yagi, 1979; Thickbroom et al., 1991), we analyzed
whether faces and objects would differ in the amplitudes of the P1
component. The potential in electrodes PO3 and PO4 showing
maximum amplitudes of the P1 component were averaged. The
amplitude of the P1 component in the interval 110–130 ms
was analyzed statistically using a 2 × 3 ANOVA for repeated
measures. Notably, the amplitude of the P1 component was
almost identical in face and objects data [faces: 2.38 ± 0.26 mV,
objects: 2.39 ± 0.36 mV (mean ± SEM); F(1,18) = 0.08, P = 0.95].
The P1 component was influenced neither by hedonic valence of
pictures [F(2,36) = 0.41, P = 0.77] nor the interaction between the
type of pictures and hedonic valence [F(2,36) = 1.86, P = 0.17].
It is therefore unlikely that the findings pertaining to the face-
sensitive time interval (170–210 ms) would be affected either by
low-level visual features of stimuli or differences in oculo-motor
activity during viewing the pictures.
DISCUSSION
Recording brain electrical activity in natural settings during free
visual exploration of the environment poses both technical and
data analytical challenges. To the best of our knowledge, this
study is the first to demonstrate the presence of a face-sensitive
scalp potential during viewing of human faces in natural settings.
The detection of the face sensitive potential in freely moving
subjects using wireless EEG recordings could be accomplished
owing to recent advances in EEG technology and data processing
techniques. Our study uses an active electrode wireless EEG
system which has been shown to cancel external electromagnetic
noise (van Rijn et al., 1990). Unlike previous studies employing
MoBI during walking or running (Gwin et al., 2010; Gramann
et al., 2011; De Sanctis et al., 2012), head and body movement
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FIGURE 6 | Effects of faces and objects on ECDs. (A) Mean ECD1–ECD3
source waveforms during viewing of faces (full line) and objects (dotted line).
The gray rectangle in ECD3 indicates the interval 145–210 ms in which a
statistically significant difference (corrected P < 0.01) between face and object
pictures was found. (B) Mean ECD3 waveforms during viewing pleasant,
unpleasant, and neutral faces and objects. (C) The statistically significant
interaction between types of pictures (face, objects) and three hedonic
valence levels (neutral, pleasant, and unpleasant).
artifacts associated to the swaying of electrode cables were
minimal in the present study because subjects stood calmly while
viewing pictures. Furthermore, our gaze time analysis showed
that all images, irrespective of their category and condition, were
viewed for the same amount of time (approximately 3 s).
The N182 potential in our study showed a typical spatio-
temporal pattern consistent with the N170 face potential
occurring during viewing faces in laboratory type of EEG
recordings, however, it was virtually absent during viewing
objects. The face sensitive N182 component activity also
differentiated disgusted and neutral faces evidencing that modern
wireless mobile EEG recordings acquired in natural settings have
the capacity to resolve emotional expressions of faces.
The face sensitive N182 component of EMRPs was modeled
by an ECD located in the right fusiform area (Brodmann area 37)
in the medial occipitotemporal cortex. The presence of a source
in the fusiform gyrus is consistent with its role as a dominant face
processing region (Yagi, 1981b; Kanwisher et al., 1997). Localizing
the source of the N182 component in the fusiform gyrus is
also consistent with previous source localization studies of face
sensitive potentials in scalp EEG data (Bötzel et al., 1995; Deffke
et al., 2007; Sadeh et al., 2010; Carretié et al., 2013; Trautmann-
Lengsfeld et al., 2013) [reviewed in Rossion and Jacques (2011)]
and in intracerebral, subdural (Allison et al., 1999) or depth
electrode recordings (Barbeau et al., 2008).
ECD3 was localized to the fusiform area. The activity
originating from this region showed a peak latency of 186 ms
which falls within the broad latency limit of the N170 component
ranging from 120 to 200 ms (Rossion, 2014). In contrast to
face pictures, the source activity in the fusiform cortex was at a
baseline level at the latency of 180–190 ms when subjects were
viewing objects. This sharp contrast of the activity in fusiform
cortex between viewing faces and objects strongly supports our
conclusion that the N182 component of EMRP is equivalent
to the face-sensitive N170 component in event-related potential
recordings acquired in laboratory conditions.
One of the methodological challenges consisted in the
separation of the lambda complex from corneoretinal artifacts
of different origins. Eye movement artifacts are generated in
most cases by rotations of the corneoretinal dipole crossing
each eye predominantly in antero-posterior direction during eye
blinks and saccades (Berg and Scherg, 1991; Dimigen et al., 2011;
Nikolaev et al., 2016). The eye movement artifacts associated with
eye blinking were removed at the pre-processing stage using a
well-established pattern matching algorithm (Ille et al., 2002).
To separate the genuine cortical potentials from the saccadic
potentials, we employed a source dipole modeling approach. As
saccadic eye movements associated with shifting the gaze toward
different pictures had variable orientations, it was not possible to
model the saccadic potentials using a set of equivalent current
dipoles tuned to different directions of saccades (Berg and Scherg,
1991). Therefore, two sets of regional sources with fixed origins
were placed to model the electrical dipoles resulting from the
displacement of the eyeballs during saccadic movements in any
direction. As each regional source had an identical spatial origin,
the regional sources captured the saccade potentials irrespectively
of the exact direction of a saccade at a particular instant. Further,
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FIGURE 7 | Grand average EMRP waveform for combined electrodes P8 and PO8. (A) Mean EMRP for all face and object conditions. The highlighted area
represents the time window (175 – 212 ms) in which a statistically significant effect of picture type was found (P < 0.0001). (B) EMRPs for all three hedonic valence
conditions for face and place images.
employment of regional sources did not require modeling the
residual corneoretinal or saccade potential at a specific latency
period which allowed us to capture the components of the eye
movement artifacts even in the presence of a slight latency jitter
related to about 20 ms asynchrony between EEG and eye tracking
data streams.
The EMRP waveforms in the present study featured a
prominent lambda potential complex (Yagi, 1979, 1981b). The P1
component of lambda potential in the present study had a slightly
longer peak latency of 120 ms compared to the 70–80 ms latency
seen in earlier studies (Yagi, 1982; Thickbroom et al., 1991), but
was close to the peak amplitude at a latency of 100 ms reported
in more recent studies (Dimigen et al., 2011; Körner et al.,
2014). These latency differences may be related to methodological
and experimental variations across studies (Kamienkowski et al.,
2012). For instance, the peaks of lambda potential have been
shown to occur about 20 ms later if the time locking event is
a saccade onset compared to setting the time-locking event to a
fixation onset (Kaunitz et al., 2014).
The source activity generated in the medial occipitotemporal
cortex also differentiated emotional expressions. Disgusted faces
evoked stronger source activity than neutral or happy faces.
Although earlier studies have questioned the capacity of the face
sensitive N170 component to differentiate emotional expressions
(Herrmann et al., 2002; Eimer et al., 2003), one recent study
(Trautmann-Lengsfeld et al., 2013) and a recent meta-analysis
involving 57 ERP studies involving a variety of emotional
expressions showed that the face sensitive N170 component
also differentiated emotional faces from neutral faces (Hinojosa
et al., 2015). A comparatively strong amplitude modulation of
the face-sensitive component by disgusted faces in the present
study suggests that emotional and neutral face expressions are
perceived differently while standing and behaving spontaneously.
This may be related to participants standing upright in the
present study as posture has been shown to affect a number
of neurophysiological and cognitive parameters [reviewed in
Thibault and Raz (2016)]. The specific role of posture on the
face-sensitive ERP component and subjective ratings of different
emotional expressions will be addressed in a future study. While
this effect has been studied for auditory evoked components in
the past (De Vos et al., 2014), this has yet to be done for emotional
visual stimuli.
In contrast to previous laboratory studies of which some
have found a modulation of mid- and long-latency event-related
potential components by emotional expressions of faces (Eimer
et al., 2003; Trautmann-Lengsfeld et al., 2013), our study did
not identify any distinct evoked potential components in the
latency epochs >300 ms. The absence of clear EMRP in the
mid- and long-latency range may be limitation of wirelessly
recorded data in freely behaving individuals. In contrast to
laboratory studies, exploration of environment in the real world
is a trans-saccadic process involving short-term visual memory,
reframing, and prediction (Melcher and Colby, 2008). These
higher order perceptual and cognitive processes continue during
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the exploration of a scene and since they would not show a
fixed phase relative to the time-locking event, the resulting event-
related potentials may not show any well-defined spatio-temporal
components.
It should be pointed out that the face sensitive EMRP
component analyzed in individual scalp electrodes did not resolve
the hedonic valence of faces pictures. In the framework of
mobile brain imaging (Gramann et al., 2010; Gwin et al., 2010,
2011), source dipole localization is an important element in
the data processing pipeline because it allows for separation
of cerebral and extracerebral contributions to scalp potentials.
In the present study, source dipole localization separated the
occipital cortex activations associated with lambda potential from
the face sensitive N182 component. Therefore, source waveform
data were more specific to face processing and extracted the
face sensitive activation better than scalp electrode data. The
methodological feature of wirelessly recorded EEG data in
freely moving individuals needs to be taken into account when
comparing our data with previous lab-based studies of the N170
potential.
The difference between the current experiment and previous
research may be related to the fact that, in contrast to previous
studies where subjects were seated and passively viewing a
computer monitor, the subjects in our study were standing and
able to freely control their movements. The effects of body
posture and freedom of making simple behavioral decisions
on emotional expressions is still poorly understood. Humans
may perceive different levels of various coping resources while
standing compared to sitting or reclining. For instance leaning
forward compared to reclining has been shown to shorten
reaction times and increase the late cortical positive potential for
appetitive cues (Price et al., 2012). Since an appraisal of coping
resources contributes to the perception of a situation as taxing or
stressful (Lazarus and Folkman, 1984), it is likely that emotional
responses and their cortical representations may have different
characteristics in people while moving and behaving freely
compared to when they are seated and restrained by a laboratory
setup. The finding of stronger anticipatory anxiety before a
stressful mental arithmetic task during standing than supine
(Lipnicki and Byrne, 2008) suggests that emotional processing of
the same stimuli may vary depending on the body posture. Future
studies should more carefully address the effects of body posture
on emotional and cognitive processes, including face processing;
as future findings acquired using mobile EEG recordings in
natural settings will likely differ from those acquired in laboratory
conditions.
To conclude, we showed that EMRPs acquired using
combined eye-tracking and wireless EEG recordings in freely
moving individuals clearly differentiated between viewing a
human face and a non-living object as well as between types of
emotional face expression. These findings open new questions,
for instance the effect of posture on naturally occurring ERPs.
The methodology presented provides a range of experimental and
applied research possibilities in multiple domains including social
and developmental psychology, medicine, and consumer science.
DATA AVAILABILITY
The datasets generated during and/or analyzed during the
current study are available from the corresponding author on
reasonable request.
AUTHOR CONTRIBUTIONS
AS contributed the original concept behind this work. VS carried
out the data acquisition and pre-processing of the collected
data. JT-C, KK, HR, and SC assisted in collecting data for
this experiment. VS and AS contributed to the production of
the final written manuscript including data analysis and figure
production. AS created the original computer programs for data
analysis and synchronization of mobile EEG/eye-tracking data.
VS, AS, NF, and TG contributed to the experimental design as
well as the large-scale planning of this project. AS, NF, and TG
secured funding for project.
FUNDING
This study was funded by The Engineering and Physical Science
Research Council (EPSRC award reference: 1566731), United
Kingdom, and Unilever.
ACKNOWLEDGMENTS
We are grateful to Mr. Martin Guest and Miss Julia Jones for
assisting with technical aspects of the study.
SUPPLEMENTARY INFORMATION
Any supplementary material (i.e., panel stimuli, raw eye-tracking
data, and raw EEG data) for the current study will be available
from the corresponding author upon reasonable request for a
period of no less than 5 years.
REFERENCES
Allison, T., Puce, A., Spencer, D., and McCarthy, G. (1999). Electrophysiological
studies of human face perception. I: potentials generated in occipitotemporal
cortex by face and non-face stimuli. Cereb. Cortex 9, 415–430. doi: 10.1093/
cercor/9.5.415
Baccino, T., and Manunta, Y. (2005). Eye-fixation-related potentials: insight into
parafoveal processing. J. Psychophysiol. 19, 204–215. doi: 10.1027/0269-8803.
19.3.204
Barbeau, E. J., Taylor, M. J., Regis, J., Marquis, P., Chauvel, P., and Liégeois-
Chauvel, C. (2008). Spatio temporal dynamics of face recognition. Cereb. Cortex
18, 997–1009. doi: 10.1093/cercor/bhm140
Frontiers in Psychology | www.frontiersin.org 13 October 2018 | Volume 9 | Article 2003
fpsyg-09-02003 October 23, 2018 Time: 14:25 # 14
Soto et al. Mobile EEG for Face Perception
Benjamini, Y., and Yekutieli, D. (2001). The control of the false discovery rate
in multiple testing under dependency. Ann. Stat. 29, 1165–1188. doi: 10.1186/
1471-2105-9-114
Bentin, S., Allison, T., Puce, A., Perez, E., and McCarthy, G. (1996).
Electrophysiological studies of face perception in humans. J. Cogn. Neurosci.
8, 551–565. doi: 10.1162/jocn.1996.8.6.551
Berg, P., and Scherg, M. (1991). Dipole models of eye movements and blinks.
Electroencephalogr. Clin. Neurophysiol. 79, 36–44.doi: 10.1016/0013-4694(91)
90154-V
Berg, P., and Scherg, M. (1994). A multiple source approach to the correction of
eye artifacts. Electroencephalogr. Clin. Neurophysiol. 90, 229–241. doi: 10.1016/
0013-4694(94)90094-9
Blau, V. C., Maurer, U., Tottenham, N., and McCandliss, B. D. (2007). The face-
specific N170 component is modulated by emotional facial expression. Behav.
Brain Funct. 3:7. doi: 10.1186/1744-9081-3-7
Bötzel, K., Schulze, S., and Stodieck, S. R. (1995). Scalp topography and analysis
of intracranial sources of face-evoked potentials. Exp. Brain Res. 104, 135–143.
doi: 10.1007/BF00229863
Callan, D. E., Durantin, G., and Terzibas, C. (2015). Classification of single-trial
auditory events using dry-wireless EEG during real and motion simulated flight.
Front. Syst. Neurosci. 9:11. doi: 10.3389/fnsys.2015.00011
Camras, L. A., Ribordy, S., Hill, J., Martino, S., Spaccarelli, S., and Stefani, R. (1988).
Recognition and posing of emotional expressions by abused children and their
mothers. Dev. Psychol. 24, 776–781. doi: 10.1037/0012-1649.24.6.776
Carretié, L., Kessel, D., Carboni, A., López-Martín, S., Albert, J., Tapia, M., et al.
(2013). Exogenous attention to facial vs non-facial emotional visual stimuli. Soc.
Cogn. Affect. Neurosci. 8, 764–773. doi: 10.1093/scan/nss068
De Sanctis, P., Butler, J. S., Green, J. M., Snyder, A. C., and Foxe, J. J.
(2012). “Mobile brain/body imaging (MoBI): high-density electrical mapping of
inhibitory processes during walking,” in Proceedings of the Annual International
Conference of the IEEE Engineering in Medicine and Biology Society, (Piscataway,
NJ: EMBS), 1542–1545. doi: 10.1109/EMBC.2012.6346236
De Vos, M., Gandras, K., and Debener, S. (2014). Towards a truly mobile auditory
brain-computer interface: exploring the P300 to take away. Int. J. Psychophysiol.
91, 46–53. doi: 10.1016/j.ijpsycho.2013.08.010
Deffke, I., Sander, T., Heidenreich, J., Sommer, W., Curio, G., Trahms, L., et al.
(2007). MEG/EEG sources of the 170-ms response to faces are co-localized in
the fusiform gyrus. Neuroimage 35, 1495–1501. doi: 10.1016/j.neuroimage.2007.
01.034
Dimigen, O., Sommer, W., Hohlfeld, A., Jacobs, A. M., and Kliegl, R. (2011). Co-
registration of eye movements and EEG in natural reading: analyses and review.
J. Exp. Psychol. Gen. 140, 552–572. doi: 10.1037/a0023885
Ehinger, B. V., and Dimigen, O. (2018). Unfold: an integrated toolbox for overlap
correction, non-linear modeling, and regression-based EEG analysis. BioRxiv
[Preprint]. doi: 10.1101/360156
Eimer, M., Holmes, A., and McGlone, F. P. (2003). The role of spatial attention in
the processing of facial expression: an ERP study of rapid brain responses to six
basic emotions. Cogn. Affect. Behav. Neurosci. 3, 97–110. doi: 10.3758/CABN.3.
2.97
Fischer, T., Graupner, S. T., Velichkovsky, B. M., and Pannasch, S. (2013).
Attentional dynamics during free picture viewing: evidence from oculomotor
behavior and electrocortical activity. Front. Syst. Neurosci. 7:17. doi: 10.3389/
fnsys.2013.00017
Foisy, M. L., Philippot, P., Verbanck, P., Pelc, I., van der Straten, G., and
Kornreich, C. (2005). Emotional facial expression decoding impairment
in persons dependent on multiple substances: impact of a history of
alcohol dependence. J. Stud. Alcohol. 66, 673–681. doi: 10.15288/jsa.2005.
66.673
Goodenough, D. R., Oltman, P. K., Sigman, E., and Cox, P. W. (1981). The rod-
and-frame illusion in erect and supine observers. Atten. Percept. Psychophys.
29, 365–370. doi: 10.3758/BF03207346
Gramann, K., Gwin, J. T., Bigdely-Shamlo, N., Ferris, D. P., and Makeig, S. (2010).
Visual evoked responses during standing and walking. Front. Hum. Neurosci.
4:202. doi: 10.3389/fnhum.2010.00202
Gramann, K., Gwin, J. T., Ferris, D. P., Oie, K., Tzyy-Ping, J., Chin-Teng, L., et al.
(2011). Cognition in action: imaging brain/body dynamics in mobile humans.
Rev. Neurosci. 22, 593–608. doi: 10.1515/RNS.2011.047
Grech, R., Cassar, T., Muscat, J., Camilleri, K. P., Fabri, S. G., Zervakis, M.,
et al. (2008). Review on solving the inverse problem in EEG source analysis.
J. Neuroeng. Rehabil. 5, 1–33. doi: 10.1186/1743-0003-5-25
Gwin, J. T., Gramann, K., Makeig, S., and Ferris, D. P. (2010). Removal of
movement artifact from high-density EEG recorded during walking and
running. J. Neurophysiol. 103, 3526–3534. doi: 10.1152/jn.00105.2010
Gwin, J. T., Gramann, K., Makeig, S., and Ferris, D. P. (2011). Electrocortical
activity is coupled to gait cycle phase during treadmill walking. Neuroimage 54,
1289–1296. doi: 10.1016/j.neuroimage.2010.08.066
Haxby, J. J., Hoffman, E., Gobbini, I., and Gobbini, M. I. (2002). Human neural
systems for face recognition and social communication. Biol. Psychiatry 51,
59–67. doi: 10.1016/S0006-3223(01)01330-0
Herrmann, M. J., Aranda, D., Ellgring, H., Mueller, T. J., Strik, W. K., Heidrich, A.,
et al. (2002). Face-specific event-related potential in humans is independent
from facial expression. Int. J. Psychophysiol. 45, 241–244. doi: 10.1016/S0167-
8760(02)00033-8
Hinojosa, J. A., Mercado, F., and Carretié, L. (2015). N170 sensitivity to facial
expression: a meta-analysis. Neurosci. Biobehav. Rev. 55, 498–509. doi: 10.1016/
j.neubiorev.2015.06.002
Hoechstetter, K., Berg, P., and Scherg, M. (2010). BESA research tutorial 4:
distributed source imaging. BESA Res. Tutor. 4, 1–29.
Hutzler, F., Braun, M., Võ, M. L.-H., Engl, V., Hofmann, M., Dambacher, M., et al.
(2007). Welcome to the real world: validating fixation-related brain potentials
for ecologically valid settings. Brain Res. 1172, 124–129. doi: 10.1016/j.brainres.
2007.07.025
Ille, N., Berg, P., and Scherg, M. (2002). Artifact correction of the ongoing EEG
using spatial filters based on artifact and brain signal topographies. J. Clin.
Neurophysiol. 19, 113–124. doi: 10.1097/00004691-200203000-00002
Johnston, P., Molyneux, R., and Young, A. W. (2014). The N170 observed “in the
wild”: robust event-related potentials to faces in cluttered dynamic visual scenes.
Soc. Cogn. Affect. Neurosci. 10, 938–944. doi: 10.1093/scan/nsu136
Kamienkowski, J. E., Ison, M. J., Quiroga, R. Q., and Sigman, M. (2012). Fixation-
related potentials in visual search: a combined EEG and eye tracking study.
J. Vis. 12:4. doi: 10.1167/12.7.4
Kanwisher, N., McDermott, J., and Chun, M. M. (1997). The fusiform face area: a
module in human extrastriate cortex specialized for face perception. J. Neurosci.
17, 4302–4311. doi: 10.1098/Rstb.2006.1934
Kassner, M., Patera, W., and Bulling, A. (2014). “Pupil: an open source platform
for pervasive eye tracking and mobile gaze-based interaction,” Proceedings of
the 2014 ACM International Joint Conference on Pervasive and Ubiquitous
Computing: Adjunct Publication, (Seattle, WA: ACM Press), 1151–1160. doi:
10.1145/2638728.2641695
Kaunitz, L. N., Kamienkowski, J. E., Varatharajah, A., Sigman, M., Quiroga, R. Q.,
and Ison, M. J. (2014). Looking for a face in the crowd: fixation-related
potentials in an eye-movement visual search task. Neuroimage 89, 297–305.
doi: 10.1016/j.neuroimage.2013.12.006
Kazai, K., and Yagi, A. (2003). Comparison between the lambda response of eye-
fixation-related potentials and the P100 component of pattern-reversal visual
evoked potentials. Cogn. Affect. Behav. Neurosci. 3, 46–56. doi: 10.3758/CABN.
3.1.46
Kolassa, I.-T., and Miltner, W. H. R. (2006). Psychophysiological correlates of face
processing in social phobia. Brain Res. 1118, 130–141. doi: 10.1016/j.brainres.
2006.08.019
Körner, C., Braunstein, V., Stangl, M., Schlögl, A., Neuper, C., and
Ischebeck, A. (2014). Sequential effects in continued visual search: using
fixation-related potentials to compare distractor processing before and
after target detection. Psychophysiology 51, 385–395. doi: 10.1111/psyp.
12062
Lang, P. J., Bradley, M. M., and Cuthbert, B. N. (esd). (1997). “International
affective picture system (IAPS): technical manual and affective ratings,” in
NIMH Center for the Study of Emotion and Attention, (Gainesville, FL: NIMH
Center for the Study of Emotion and Attention), 39–58. doi: 10.1027/0269-
8803/a000147
Lazarus, R., and Folkman, S. (1984). Stress, Appraisal, and Coping. New York, NY:
Springer Publishing.
Lehmann, D. (1987). Principles of spatial analysis. Handb. Electroencephalogr. Clin.
Neurophysiol. 1, 309–354.
Frontiers in Psychology | www.frontiersin.org 14 October 2018 | Volume 9 | Article 2003
fpsyg-09-02003 October 23, 2018 Time: 14:25 # 15
Soto et al. Mobile EEG for Face Perception
Lins, O., Picton, T., Berg, P., and Scherg, M. (1993). Ocular artifacts in recording
EEGs and event related potentials II: source dipoles and source components.
Brain Topogr. 6, 65–78. doi: 10.1007/BF01234128
Lipnicki, D. M., and Byrne, D. G. (2008). An effect of posture on anticipatory
anxiety. Int. J. Neurosci. 118, 227–237. doi: 10.1080/00207450701750463
Makeig, S., Gramann, K., Jung, T. P., Sejnowski, T. J., and Poizner, H. (2009).
Linking brain, mind and behavior. Int. J. Psychophysiol. 73, 95–100. doi: 10.
1016/j.ijpsycho.2008.11.008
Matsumoto, D., Keltner, D., Shiota, M., O’Sullivan, M., and Frank, M. (2008).
“Facial expressions of emotion,” in Handbook of emotions, ed. M. Lewis, J. M.
Haviland-Jones, and L. F. Barrett (New York, NY: Guilford Press), (211–234).
Matsumoto, D., LeRoux, J. A., Bernhard, R., and Gray, H. (2004). Unraveling the
psychological correlates of intercultural adjustment potential. Int. J. Intercult.
Relat. 28, 281–309. doi: 10.1016/j.ijintrel.2004.06.002
Melcher, D., and Colby, C. L. (2008). Trans-saccadic perception. Trends Cogn. Sci.
12, 466–473. doi: 10.1016/j.tics.2008.09.003
Nikolaev, A. R., Meghanathan, R. N., and van Leeuwen, C. (2016). Combining EEG
and eye movement recording in free viewing: pitfalls and possibilities. Brain
Cogn. 107, 55–83. doi: 10.1016/j.bandc.2016.06.004
Ojeda, A., Bigdely-Shamlo, N., and Makeig, S. (2014). MoBILAB: an open source
toolbox for analysis and visualization of mobile brain/body imaging data. Front.
Hum. Neurosci. 8:121. doi: 10.3389/fnhum.2014.00121
Olivares, E. I., Iglesias, J., Saavedra, C., Trujillo-Barreto, N. J., and Valdés-Sosa, M.
(2015). Brain signals of face processing as revealed by event-related potentials.
Behav. Neurol. 2015:514361. doi: 10.1155/2015/514361
Ossandón, J. P., Helo, A. V., Montefusco-Siegmund, R., and Maldonado, P. E.
(2010). Superposition model predicts EEG occipital activity during free viewing
of natural scenes. J. Neurosci. 30, 4787–4795. doi: 10.1523/JNEUROSCI.5769-
09.2010
Ouchi, Y., Kanno, T., Okada, H., Yoshikawa, E., Futatsubashi, M., Nobezawa, S.,
et al. (2001). Changes in dopamine availability in the nigrostriatal and
mesocortical dopaminergic systems by gait in Parkinson’s disease. Brain 124,
784–792. doi: 10.1093/brain/124.4.784
Ozonoff, S., Pennington, B. F., and Rogers, S. J. (1990). Are there emotion
perception deficits in young autistic children? J. Child Psychol. Psychiatry 31,
343–361. doi: 10.1111/j.1469-7610.1990.tb01574.x
Pascual-Marqui, R. D., Michel, C. M., and Lehmann, D. (1994). Low resolution
electromagnetic tomography: a new method for localizing electrical activity in
the brain. Int. J. Psychophysiol. 18, 49–65. doi: 10.1016/0167-8760(84)90014-X
Persad, S. M., and Polivy, J. (1993). Differences between depressed and
nondepressed individuals in the recognition of and response to facial emotional
cues. J. Abnorm. Psychol. 102, 358–368. doi: 10.1037/0021-843X.102.3.358
Price, T. F., Dieckman, L. W., and Harmon-Jones, E. (2012). Embodying approach
motivation: body posture influences startle eyeblink and event-related potential
responses to appetitive stimuli. Biol. Psychol. 90, 211–217. doi: 10.1016/j.
biopsycho.2012.04.001
Rämä, P., and Baccino, T. (2010). Eye fixation-related potentials (EFRPs)
during object identification. Vis. Neurosci. 27, 187–192. doi: 10.1017/
S0952523810000283
Rossion, B. (2014). Understanding face perception by means of human
electrophysiology. Trends Cogn. Sci. 18, 310–318. doi: 10.1016/j.tics.2014.02.013
Rossion, B., and Jacques, C. (2011). “The N170: understanding the time-course
of face perception in the human brain,” in The Oxford Handbook of ERP
Components, S. Luck and E. Kappenman (Oxford: Oxford University Press),
115–142.
Sadeh, B., Podlipsky, I., Zhdanov, A., and Yovel, G. (2010). Event-related potential
and functional MRI measures of face-selectivity are highly correlated: a
simultaneous ERP-fMRI investigation. Hum. Brain Mapp. 31, 1490–1501. doi:
10.1002/hbm.20952
Seeber, M., Scherer, R., Wagner, J., Solis-Escalante, T., and Müller-Putz, G. R.
(2015). High and low gamma EEG oscillations in central sensorimotor areas are
conversely modulated during the human gait cycle. Neuroimage 112, 318–326.
doi: 10.1016/j.neuroimage.2015.03.045
Severens, M., Nienhuis, B., Desain, P., and Duysens, J. (2012). “Feasibility
of measuring event Related Desynchronization with electroencephalography
during walking,” in Proceedings of the Annual International Conference of the
IEEE Engineering in Medicine and Biology Society, Vol. 8 (Piscataway, NJ:
EMBS), 2764–2767. doi: 10.1109/EMBC.2012.6346537
Simola, J., Le Fevre, K., Torniainen, J., and Baccino, T. (2015). Affective processing
in natural scene viewing: valence and arousal interactions in eye-fixation-
related potentials. Neuroimage 106, 21–33. doi: 10.1016/j.neuroimage.2014.11.
030
Stancak, A., Hoechstetter, K., Tintera, J., Vrana, J., Rachmanova, R., Kralik, J., et al.
(2002). Source activity in the human secondary somatosensory cortex depends
on the size of corpus callosum. Brain Res. 936, 47–57. doi: 10.1016/S0006-
8993(02)02502-7
Swirski, L., Bulling, A., and Dodgson, N. (2012). “Robust real-time pupil tracking
in highly off-axis images,” in Proceedings of the Etra Symposium on Eye Tracking
Research and Applications, Santa Barbara, CA, 1–4. doi: 10.1145/2168556.
2168585
Thibault, R. T., Lifshitz, M., Jones, J. M., and Raz, A. (2014). Posture alters human
resting-state. Cortex 58, 199–205. doi: 10.1016/j.cortex.2014.06.014
Thibault, R. T., and Raz, A. (2016). Imaging posture veils neural signals. Front.
Hum. Neurosci. 10:520. doi: 10.3389/fnhum.2016.00520
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