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Abstract
Solutions of the classical and nonlocal Gross-Pitaevskii (GP) equation with a parabolic
potential and a gain term are derived by using a second order nonisospectral Ablowitz-Kaup-
Newell-Segur system and reduction technique of double Wronskians. Solutions of the classical
GP equation show typical space-time localized characteristics. An interesting dynamics,
solitons carrying an oscillating wave, are found with mathematical analysis and illustrations.
Solutions of some nonlocal cases are also illustrated.
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wave oscillation
1 Introduction
The well-known Gross-Pitaevskii (GP) equation is given by [1–3]
i~
∂ψ
∂t
=
(
− ~
2
2m
∇2 + Vext + g|ψ|2
)
ψ, (1)
where ψ = ψ(x, t) is the wave function with x the three-dimensional spatial coordinate, i is the
imaginary unit, ~ is the Planck constant, m is the mass of the boson, Vext is the external potential
and g = 4pi~2/as is a parameter that measures the atomic interactions with as the scattering
length of two interacting bosons. The GP equation can be used to describe the behaviour of the
wave function in Bose-Einstein condensates (BECs), it has the same mathematical form as the
nonlinear Schro¨dinger equation (NLS) with an external potential. For more details about BECs
and the GP equation, one can refer to Ref.[4]. This equation was first derived by Gross [1] and
Pitaevskii [2] and bears by their name. Since then, there are many works from different sides on
study of the GP equation with various forms of external potential, such as harmonic potential
[5–8], Gaussian trap [9, 10] and optical lattice potential [11–13].
In this paper, we investigate the GP equation in (1+1)-dimension with a parabolic potential
and a gain term [5, 6]
iqt + qxx + 2|q|2q + (δx2 + iα)q = 0, (2)
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where δ is a real constant, the gain α = α(t) is a real function of t governed by
αt + 2α
2 = 2δ. (3)
The GP equation of this form was first investigated by Gupta in 1979 [14], where he gave a
transformation to convert this equation to an integrable nonisospectral NLS. Guaranteed by such
a relation, the equation (2) has been solved by using different methods of integrable systems,
including Inverse Scattering Transform [14–16], Darboux transformation [17, 18], Wronskian
technique [19], and so on.
The purpose of this paper is to investigate both classical and nonlocal form of the GP
equation (2) through the bilinear method and provide solutions in double Wronskian form. As
a first nonlocal integrable system, the nonlocal NLS equation was introduced by Ablowitz and
Musslimani [20] in 2013 as a PT-symmetric model. From then on nonlocal integrable systems
received intensive attention from many aspects (e.g. [21–28]), but so far there is no report
on nonlocal nonisospectral integrable systems, which contains x-dependent coefficients. In this
paper, we will show that the nonisospectral NLS equation related to the GP equation (2) allows
a nonlocal form. This fact enables us to investigate the nonlocal form of equation (2). We will
employ the reduction approach on double Wronskians we proposed recently [26] to get solutions
of the nonlocal nonisospectral NLS equation as well as the nonlocal GP equation.
The paper is organized as follows. In Sec.2 we derive the classical and nonlocal GP equations
from a coupled nonisospectral system in the Ablowitz-Kaup-Newell-Segur (AKNS) hierarchy.
We also give a bilinear form of (2) and obtain its N -soliton solutions (NSS) through the Hirota
method. In Sec.3 we implement reduction technique on double Wronskians and obtain solutions
in double Wronskian form for both classical and nonlocal GP equations. Then in Sec.4 typical
dynamics of solutions are analyzed and illustrated. Finally, Sec.5 serves for conclusions.
2 Nonlocal GP and nonlocal isospectral NLS equation
To obtain integrable nonlocal GP equation, we start from the ZS-AKNS spectral problem
with time evolution [30, 31]
Φx =
(
−η Q
R η
)
Φ = M(η,Q,R) Φ, (4)
Φt =
(
A B
C −A
)
Φ = N(η,Q,R) Φ, (5)
where Φ = (φ1, φ2)
T , Q,R are functions of x, t and η is the spectral parameter depending on t.
The compatibility condition Mt −Nx + [M,N ] = 0 gives rise to
A = ∂−1(R,Q)
(
−B
C
)
− ηtx+A0 , (6)
and (
Q
R
)
t
= L
(
−B
C
)
− 2η
(
−B
C
)
− 2A0σ3
(
Q
R
)
− 2ηtσ3
(
xQ
xR
)
. (7)
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Here A0 is a function of η and t, but independent of x, and
L = −σ3∂ + 2
(
Q
−R
)
∂−1(R,Q), σ3 =
(
1 0
0 −1
)
, ∂ =
∂
∂x
, ∂−1 =
1
2
(∫ x
−∞
−
∫ +∞
x
)
dx.
Set (
B
C
)
=
2∑
j=1
(
bj
cj
)
η2−j , (8)
and substitute it into (7). In nonisospectral case (ηt = −2αη where α is real function of t), letting
A0 = 2iη
2, (b1, c1) = −2i(Q,R), we obtain the second order nonisospectral AKNS equation
iQt +Qxx − 2Q2R+ 2iα(xQ)x = 0, (9a)
iRt −Rxx + 2QR2 + 2iα(xR)x = 0. (9b)
With transformation
Q = qe−
iα
2
x2 , R = re
iα
2
x2 , (10)
equation (9) gives rise to
iqt + qxx − 2q2r + (δx2 + iα)q = 0, (11a)
irt − rxx + 2qr2 − (δx2 − iα)r = 0, (11b)
where δ is a real constant and here and after the real function α = α(t) is governed by (3).
Equation (11) admits the following reductions
r(x, t) = βq∗(σx, t), β, σ = ±1, (12)
which gives rise to
iqt + qxx − 2βq2q∗(σx, t) + (δx2 + iα)q = 0, (13)
where ∗ denotes complex conjugate. When β = −1, σ = 1, equation (13) is the classical GP
equation (2) while σ = −1 it is the nonlocal GP equation
iqt + qxx − 2βq2q∗(−x, t) + (δx2 + iα)q = 0. (14)
The transformation (10) keeps the nonlocal change in (12), therefore the following nonlocal
nonisospectral NLS from (9) is integrable,
iQt +Qxx − 2βQ2Q∗(σx, t) + 2iα(xQ)x = 0. (15)
Classical case of the above equation has been well studied in [32].
Note that the classical GP equation (2) admits bilinear form and N -soliton solutions. By
transformation q = g/f where f = f∗, one can get the bilinear form of (2)
(iDt +D
2
x)g · f = −(δx2 + iα)fg, (16a)
D2x f · f = 2gg∗, (16b)
where D is the Hirota bilinear operator defined by [33]
Dmx D
n
t f · g ≡ (∂x − ∂x′)m(∂t − ∂t′)nf(x, t)g(x′, t′)|x′=x,t′=t. (17)
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Employing the standard procedure of Hirota’s method, one can derive 1-,2-,3-soliton solutions
for (16), which obey the following general form
fN (t, x) =
∑
µ=0,1
A1(µ)exp
{ 2N∑
j=1
µjξj +
2N∑
1≤j<l
µjµlθjl
}
, (18a)
gN (t, x) =
∑
µ=0,1
A2(µ)exp
{ 2N∑
j=1
µjξj +
2N∑
1≤j<l
µjµlθjl
}
, (18b)
where
ξj =
1
2
ix2
√
δ tanh 2
√
δt+ sjx sech 2
√
δt− ln cosh 2
√
δt+
is2j
2
√
δ
tanh 2
√
δt+ ξ
(0)
j , (19a)
ξN+j = ξ
∗
j (j = 1, 2, · · · , N), (19b)
eθj,N+l =
cosh2 2
√
δt
(sj + s∗l )2
(j, l = 1, 2, · · · , N), (19c)
eθjl = (sj − sl)2 sech 2
√
δt, eθN+j,N+l = eθ
∗
jl (j < l = 1, 2, · · · , N), (19d)
ξ
(0)
j and sj are arbitrary constants, the summation of µ means to take all possible µj = {0, 1}
(j = 1, 2, · · · , N), and A1(µ) and A2(µ) mean that µj(j = 1, 2, · · · , N) in the summation of 0
or 1 meet
A1(µ) :
N∑
j=1
µj =
N∑
j=1
µN+j , (20a)
A2(µ) :
N∑
j=1
µj = 1 +
N∑
j=1
µN+j . (20b)
Here and after we only consider the case δ > 0, for the case δ < 0, we can solve it by the same
way.
However, the classical Hirota’s bilinear operator D does not work for the nonlocal case as
−x is involved. An available treatment is to consider the unreduced system (11) rather than
(14). Such a reduction technique has been developed in [26, 34] recently.
3 Solutions of the GP equation
In this section, we apply the reduction technique to construct double Wronskian solutions
of both classical and nonlocal GP equations.
3.1 Solutions of the unreduced system (11)
We employ the notation |M̂ − 1; N̂ − 1| introduced in Ref.[35] to denote a (M+N)×(M+N)
double Wronskian established as
|M̂ − 1; N̂ − 1| = |φ(M−1);ψ(N−1)| = |φ, ∂xφ, . . . , ∂M−1x φ;ψ, ∂xψ, . . . , ∂N−1x ψ|,
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where φ and ψ are (M +N)-th column vectors given as
φ = (φ1, φ2, . . . , φM+N )
T , ψ = (ψ1, ψ2, . . . , ψM+N )
T .
When introducing rational transformation
q =
g
f
, r =
h
f
, (21)
equation (11) can be written as bilinear form
(iDt +D
2
x)g · f = −(δx2 + iα)gf, (22a)
(iDt −D2x)h · f = (δx2 − iα)hf, (22b)
D2x f · f = −2gh. (22c)
Employing the Wronskian technique, we have the following theorem.
Theorem 3.1. The bilinear equations (22) allow us the following double Wronskian solutions
f = |N̂ − 1; N̂ − 1|, g = 2|N̂ − 2; N̂ |, h = −2|N̂ ; N̂ − 2|, (23)
where the entry vectors φ and ψ satisfy the conditions
φx = Aφ, φt = −2iφxx − i
2
δx2φ, (24a)
ψx = −Aψ, ψt = 2iψxx + i
2
δx2ψ, (24b)
in which
A = − iα(t)x
2
I2N +Q(t), (25)
where I2N is the 2N × 2N unit matrix, Q(t) = (Qjl(t)) is some 2N × 2N matrix depending on
t and satisfying
Q(t)t = −2α(t)Q(t), (26)
which keeps the compatibility of φx,t = φt,x and ψx,t = ψt,x.
The proof is long but not trivial, which will be given in Appendix A.
3.2 Reductions of double Wronskians
As we have seen (23) provides solutions through double Wronskians f, g, h for the unreduced
equation (11). Under the reduction r(x, t) = βq∗(σx, t), we obtain the classical and nonlocal GP
equations (2) and (14). In the following we present a simple reduction procedure that enables
us to obtain double Wronskian solutions both classical and nonlocal GP equations.
Theorem 3.2. The classical and nonlocal GP equations (2) and (14) admit the following solu-
tion
q = 2
|N̂ − 2; N̂ |
|N̂ − 1; N̂ − 1|
, (27)
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where φ and ψ, as solutions of matrix equations (24), are 2N -th order column vectors, and obey
the constraint
ψ(x) = Tφ∗(σx), (28)
in which the 2N × 2N constant matrix T determined through
A(x)T + σTA∗(σx) = 0, (29a)
TT ∗ = βσI2N , (29b)
where β, σ = ±1 respectively.
Proof. First, it can be verified that (24) and (28) are compatible under (29a), i.e. if we have
(24a) and (29a), then ψ(x) defined by (28) must satisfy the condition (24b).
Next, we introduce notation (cf.[34])
ϕ̂(s)(ax)[bx] = (ϕ(ax), ∂bxϕ(ax), · · · , ∂sbxϕ(ax)) , a, b = ±1, (30)
and thus, under condition (28), we can rewrite f, g, h in (23) as
f(x) = |φ̂(N−1)(x)[x]; ψ̂(N−1)(x)[x]| = |φ̂(N−1)(x)[x];T φ̂∗(N−1)(σx)[x]|, (31a)
g(x) = 2|φ̂(N−2)(x)[x]; ψ̂(N)(x)[x]| = 2|φ̂(N−2)(x)[x];T φ̂∗(N)(σx)[x]|, (31b)
h(x) = −2|φ̂(N)(x)[x]; ψ̂(N−2)(x)[x]| = −2|φ̂(N)(x)[x];T φ̂∗(N−2)(σx)[x]|. (31c)
By calculation we find
f∗(σx) =|φ̂(N−1)(σx)[σx];T φ̂∗(N−1)(σ2x)[σx]|∗
=|φ̂∗(N−1)(σx)[σx];T ∗φ̂(N−1)(x)[σx]|
=(βσ)N |T ∗||T φ̂∗(N−1)(σx)[σx]; φ̂(N−1)(x)[σx]|
=(βσ)N |T ∗|(−1)N2 |φ̂(N−1)(x)[x];T φ̂∗(N−1)(σx)[x]|
=(βσ)N (−1)N2 |T ∗|f(x),
and similarly,
g∗(σx) = (βσ)N−1(−1)N2σ2N−1|T ∗|h(x),
which give rise to
q∗(σx) =
g∗(σx)
f∗(σx)
=
(βσ)N−1(−1)N2σ2N−1|T ∗|h(x)
(βσ)N (−1)N2 |T ∗|f(x) =
1
β
r(x),
i.e. r(x) = βq∗(σx). Thus we finish the proof.
3.3 Solutions of the classical and nonlocal GP equations
In this section, we list Wronskian elements of solutions for the classical and nonlocal GP
equations. We only consider the case δ > 0 and hereafter we take δ = ν2 where ν > 0 ∈ R.
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3.3.1 Solutions to Q(t) and T
Noticing that due to the form of A in (25), the constraint conditions on the T and A in (29)
can be converted to the conditions on T and Q(t), i.e.
Q(t)T + σTQ∗(t) = 0, (32a)
TT ∗ = βσI2N . (32b)
As for solutions T and Q(t) of (32), if we assume that they are block matrices of the form
T =
(
T1 T2
T3 T4
)
, Q(t) =
(
K1 0
0 K4
)
, (33)
where Ti and Ki are N × N matrices, then, solutions to (29) are given in Table 1, where BN
and HN are N ×N matrices:
(β, σ) T Q(t)
(1, 1) T1 = T4 = 0N , T3 = T2 = IN K1 = −K∗4 = BN
(−1, 1) T1 = T4 = 0N , T3 = −T2 = IN K1 = −K∗4 = BN
(1,−1) T1 = T4 = 0N , T3 = −T2 = IN K1 = K∗4 = BN
(−1,−1) T1 = T4 = 0N , T3 = T2 = IN K1 = K∗4 = BN
Table 1: T and Q(t) for the GP equation
In addition, (32) admits more solutions: for the case (β, σ) = (1, 1),
T1 = −T4 = IN , T2 = T3 = 0N or T = I2N , (34a)
K1 = iBN , K4 = iHN , (34b)
where BN ,HN ∈ RN×N , and for the case (β, σ) = (−1,−1),
T1 = −T4 = IN , T2 = T3 = 0N or T = I2N , (35a)
K1 = BN , K4 = HN , (35b)
where BN ,HN ∈ RN×N . .
3.3.2 Case by case
Case 1: BN being complex diagonal matrix
When BN is diagonal and given by
BN = Diag[γ1(t), γ2(t), · · · , γN (t)], (36)
with
γj(t) = kj sech 2νt, kj ∈ C, ν ∈ R (j = 1, 2, · · · , N), (37)
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φ is taken as1
φ =
(
a−1 e
−θ1(x), a−2 e
−θ2(x), · · · , a−Ne−θN (x), a+1 eθ
∗
1(σx), a+2 e
θ∗2(σx), · · · , a+Neθ
∗
N (σx)
)T
, (38)
where
θj(x) =
i
4
αx2 − γj(t)x+ 2i
∫
γj(t)
2dt+ θ
(0)
j (39)
with a±j , kj , θ
(0)
j ∈ C. Note that β takes effects in defining ψ.
As examples we list out 1SS for the general GP equation (13):
|q1|2(β=±1,σ=1) =
16a21 sech
2(2νt)
(e2X − βe−2X)2 , X = c1 − a1x sech 2νt−
2a1b1
ν
tanh 2νt, (40)
|q1|2(β=±1,σ=−1) =
8b1
2e−4a1x sech 2νt sech2 2νt
cosh
(
4c1 − 8a1b1ν tanh 2νt
)
+ β cos (4b1x sech 2νt)
, (41)
here and after we take
a±j = 1, kj = aj + ibj , θ
(0)
j = cj + idj
for convenience.
Case 2: BN being Jordan matrix
When BN is a Jordan matrix as follows:
BN = JN [γ1(t)] =

γ1(t) 0 0 . . . 0 0
κ γ1(t) 0 . . . 0 0
. . . . . . . . . . . . . . . . . .
0 0 0 . . . κ γ1(t)

N×N
, (42)
where γ1(t) is given as equation (37), κ = sech 2νt, we have
φ =
(
a−1 e
−θ1(x),
∂k1
1!
(a−1 e
−θ1(x)), · · · , ∂
N−1
k1
(N − 1)!(a
−
1 e
−θ1(x)),
a+1 e
θ∗1(σx),
∂k∗1
1!
(a+1 e
θ∗1(σx)), · · · ,
∂N−1k∗1
(N − 1)!(a
+
1 e
θ∗1(σx))
)T
. (43)
Remark 1 One can replace the above φ by T φ where T is diagonal block matrix T =
Diag[AN ,BN ] with AN and BN being N -th order arbitrary constant lower triangular Toeplitz
matrices (cf.[38, 39]).
Remark 2 A general case for BN is the diagonal block form
BN = Diag (Jh1 [γ1(t)],Jh2 [γ2(t)], · · · ,Jhs [γs(t)],Diag[γs+1(t), · · · , γs+m(t)]) , (44)
where each Jhj [γj(t)] is an hj×hj Jordon block matrix defined as (42), Diag[γs+1(t), · · · , γs+m(t)]
is an m×m diagonal matrix and ∑sj=1 hj +m = N . In this case, φ is just composed accordingly
since (24) is a linear system of φ.
1There can be a multiplier e
∫
α(t)dt in front of φ, but we have removed it because it contributes nothing to the
solution q = g/f .
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Case 3: BN ,HN being real matrices
For the case (34) where (β, σ) = (1, 1), the diagonal BN and HN are
BN = Diag[γ1(t), γ2(t), · · · , γN (t)], HN = Diag[ω1(t), ω2(t), · · · , ωN (t)] (45)
with
γj(t) = kj sech 2νt, ωj(t) = lj sech 2νt, kj , lj ∈ R, (j = 1, 2, · · · , N), (46)
and we have
φ =
(
a−1 e
−θ1 , a−2 e
−θ2 , · · · , a−Ne−θN , a+1 e−ρ1 , a+2 e−ρ2 , · · · , a+Ne−ρN
)T
, (47)
where
θj =
i
4
αx2 − iγj(t)x− 2i
∫
γj(t)
2dt+ θ
(0)
j , ρj =
i
4
αx2 − iωj(t)x− 2i
∫
ωj(t)
2dt+ ρ
(0)
j (48)
with θ
(0)
j , ρ
(0)
j ∈ C. In the case T1 = −T4 = IN , T2 = T3 = 0N and N = 1 we have
|q1|2(β=1,σ=1) =
(γ1(t)− ω1(t))2
cos2(V1 − V2) , (49)
where
V1 =
1
4
αx2 − γ1(t)x− 2
∫
γ1(t)
2dt+ d1, V2 =
1
4
αx2 − ω1(t)x− 2
∫
ω1(t)
2dt+ n1 (50)
and we have taken a±j = 1, θ
(0)
j = cj + idj and ρ
(0)
j = mj + inj for convenience. In the case
T = I2N , we get
|q1|2(β=1,σ=1) =
(γ1(t)− ω1(t))2
sin2(V1 − V2)
, (51)
with V1, V2 defined in (50). If BN and HN are corresponding Jordan form as in (42), we have
φ =
(
a−1 e
−θ1 ,
∂k1
1!
(a−1 e
−θ1), · · · , ∂
N−1
k1
(N − 1)!(a
−
1 e
−θ1),
a+1 e
−ρ1 ,
∂l1
1!
(a+1 e
−ρ1), · · · , ∂
N−1
l1
(N − 1)!(a
+
1 e
−ρ1)
)T
(52)
with θ1, ρ1 defined in (48).
For the case (35) where (β, σ) = (−1,−1), BN and HN are diagonal matrices (45) with
elements (46), we have
φ =
(
a−1 e
−θ1 , a−2 e
−θ2 , · · · , a−Ne−θN , a+1 e−ρ1 , a+2 e−ρ2 , · · · , a+Ne−ρN
)T
, (53)
where
θj =
i
4
αx2 − γj(t)x+ 2i
∫
γj(t)
2dt+ θ
(0)
j , ρj =
i
4
αx2 − ωj(t)x+ 2i
∫
ωj(t)
2dt+ ρ
(0)
j (54)
with γj(t), ωj(t) defined in (46) and θ
(0)
j , ρ
(0)
j ∈ C. When T1 = −T4 = IN , T2 = T3 = 0N we can
get solution
|q1|2(β=−1,σ=−1) =
4(γ1(t)− ω1(t))2e−2(γ1(t)+ω1(t))x
e2(γ1(t)−ω1(t))x + e−2(γ1(t)−ω1(t))x + 2 cos 2(W1 −W2)
, (55)
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and if T = I2N we have
|q1|2(β=−1,σ=−1) =
4(γ1(t)− ω1(t))2e−2(γ1(t)+ω1(t))x
e2(γ1(t)−ω1(t))x + e−2(γ1(t)−ω1(t))x − 2 cos 2(W1 −W2)
, (56)
where
W1 =
1
4
αx2 + 2
∫
γ1(t)
2dt+ d1, W2 =
1
4
αx2 + 2
∫
ω1(t)
2dt+ n1. (57)
If BN and HN are corresponding Jordan form as in (42), φ takes the form (52) but where θ1
and ρ1 are given by (54).
4 Localized dynamics of the classical and nonlocal GP equations
4.1 Classical case
4.1.1 1SS
It is interesting that many solutions we derived show localized characteristics in both space
and time. Consider the classical GP equation (2) with δ > 0. We can rewrite 1SS (40) with
β = −1, which reads
|q1|2(β=−1,σ=1) = 4a21 sech2(2νt) sech2
[
2a1 sech 2(νt)
(
x+
2b1
ν
sinh 2νt− h1 cosh 2νt
)]
, (58)
where h1 = c1/a1. This solution provides a bell-shaped soliton traveling with a localized time
dependent amplitude 4a21 sech
2(2νt), top trajectory
x(t) = −2b1
ν
sinh 2νt+ h1 cosh 2νt =
(
−b1
ν
+
h1
2
)
e2νt +
(
b1
ν
+
h1
2
)
e−2νt, (59)
velocity
x′(t) = (νh1 − 2b1)e2νt − (νh1 + 2b1)e−2νt, (60)
and vertex at (x, t) = (h1, 0). The above top trajectory can be further described according to
the sign of s = (νh1 − 2b1)(νh1 + 2b1): when s > 0, x(t) runs like cosh 2νt, when s < 0, x(t)
runs like sinh 2νt, and when s = 0, x(t) runs like e2νt or e−2νt or in particular x(t) is stationary
when b1 = c1 = 0. Like the solitons of the NLS equation, the amplitude and velocity for (58)
are governed by two independent parameters, i.e. the real part a1 and imaginary part b1 of k1,
which differs from the KdV solitons. Fig.1(a) and Fig.1(b) depict a moving localized wave and
a stationary one, respectively.
4.1.2 2SS
Fig.2 shows a head-on collision of two solitons given by
|q2|2(β=−1,σ=1) =
gg∗
f2
, f = |φ, ∂xφ; ψ, ∂xψ|, g = 2|φ; ψ, ∂xψ, ∂2xψ| (61)
with
φ =
(
e−θ1 , e−θ2 ; eθ
∗
1 , eθ
∗
2
)T
, ψ =
(−eθ1 ,−eθ2 ; e−θ∗1 , e−θ∗2)T . (62)
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(a) (b)
Fig. 1. Shape and motion of 1SS to the classical GP equation (2). (a) A moving soliton given
by (58) for k1 = 0.5 − 0.3i, θ(0)1 = 0 and ν = 0.6. (b) A stationary soliton given by (58) for
k1 = 0.5, θ
(0)
1 = 0 and ν = 0.6.
(a) (b)
Fig. 2. Two-solition interactions of the classical GP equation (2). (a) A head-on collision of
two solitons given by (61) and (62) for k1 = 0.3 + 0.5i, k2 = 0.3 − 0.5i, θ(0)1 = θ(0)2 = 0 and
ν = 0.6. (b) Non-periodic interaction of two solitions with same speed, given by (61) and (62)
for k1 = 4, k2 = 4.1, θ
(0)
1 = θ
(0)
2 = 0 and ν = 0.6.
When b1 = b2 = b as well as h1 = h2 = h but a1 6= a2 in (62), we have
|q2(x, t)|2(β=−1,σ=1) =
16(a21 − a22)2u(x, t) sech2(2νt)
v(x, t)2
, (63)
with
u(x, t) = 2a21 + 2a
2
2 + a
2
1
(
e2Y2 + e−2Y2
)
+ a22
(
e2Y1 + e−2Y1
)
− 2a1a2(eY1+Y2 + e−(Y1+Y2) + eY1−Y2 + eY2−Y1) cos 2(Z1 − Z2),
v(x, t) =e−
1
2
(X1+X4)
[
(a21 + a
2
2)
(
eX1 + eX2 + eX3 + eX4
)− 2a1a2 (eX1 − eX2 − eX3 + eX4)]
− 8a1a2 cos 2X5,
11
where
Yi = −2aih+ 2aix sech 2νt+ 4aib tanh 2νt
ν
,
Zi = di − bx sech 2νt+ (4a
2
i − b2 + 4ν2x2) tanh 2νt
ν
(i = 1, 2),
X1 = 4(a1 + a2)x sech 2νt+
4(a1 + a2)b tanh 2νt
ν
,
X2 = 4a1h+ 4a2x sech 2νt− 4(a1 − a2)b tanh 2νt
ν
,
X3 = 4a2h+ 4a1x sech 2νt− 4(a2 − a1)b tanh 2νt
ν
,
X4 = 4(a1 + a2)h− 4(a1 + a2)b tanh 2νt
ν
,
X5 = d1 − d2 + (a21 − a22)
tanh 2νt
ν
.
In this case, the two solitons can travel with same velocity
x′(t) = (νh− 2b)e2νt − (νh+ 2b)e−2νt,
and same top trajectory
x(t) = −2b
ν
sinh 2νt+ h cosh 2νt. (64)
In addition, the value of |q2|2 on the curve (64) is given as
|q2(−2b
ν
sinh 2νt+ h cosh 2νt, t)|2 = 4(a
2
1 − a22)2 sech2(2νt)
a21 + a
2
2 − 2a1a2 cos
[
2(d1 − d2) + 2(a21 − a22) tanh 2νtν
] , (65)
which allows variety of interaction behaviors.
First, noting that | tanh 2νt| < 1, when |$| ≥ 1 where
$ =
ν(pi − d1 + d2)
a21 − a22
, (66)
there is no periodic interaction, as depicted in Fig.2(b). Second, periodic-like interaction can
happen when |$| < 1. In this case, the wave oscillates in each interval [ts, ts+1] where ts =
1
2ν artanh
[
ν(spi−(d1−d2))
a21−a22
]
if a1 · a2 > 0 and ts = 12ν artanh
[
ν((s+ 1
2
)pi−(d1−d2))
a21−a22
]
if a1 · a2 < 0. The
dimension of each oscillation is estimated 16a1a2 sech
2(2νts). It is interesting that (65) indicates
the oscillation is carried by a bell-shape wave. We describe two stationary (x(t) = 0) periodic-like
solutions in Fig.3 with large oscillation and small oscillation.
4.1.3 Jordan block solution and 3SS
The simplest Jordan block solution of the classical GP equation (2) is given by (43) with
φ =
(
e−θ1 , ∂k1e
−θ1 , eθ
∗
1 , ∂k∗1e
θ∗1
)T
, ψ =
(−eθ1 ,−(∂k∗1eθ∗1 )∗, e−θ∗1 , (∂k1e−θ1)∗)T , (67)
and θ1 is defined as (39), the solution is described in Fig. 4.
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Fig. 3. Periodic-like interactions of the classical GP equation (2). (a) Soliton given by equation
(65) for k1 = 3.5, k2 = 1, θ
(0)
1 = θ
(0)
2 = 0 and ν = 0.6. (b) The 2D plot of (a) at x = 0. (c)
Soliton given by equation (65) for k1 = 4, k2 = 0.2, θ
(0)
1 = θ
(0)
2 = 0 and ν = 0.6. (d) The 2D
plot of (c) at x = 0.
We can also consider three solitons for classical GP equation (2) given by
|q3|2(β=−1,σ=1) =
gg∗
f2
, f =
∣∣φ, ∂xφ, ∂2xφ; ψ, ∂xψ, ∂2xψ∣∣ , g = 2 ∣∣φ, ∂xφ; ψ, ∂xψ, ∂2xψ, ∂3xψ∣∣
(68)
with
φ =
(
e−θ1 , e−θ2 , e−θ3 ; eθ
∗
1 , eθ
∗
2 , eθ
∗
3
)T
, ψ =
(−eθ1 ,−eθ2 ,−eθ3 ; e−θ∗1 , e−θ∗2 , e−θ∗3)T . (69)
Fig. 5(a) and (b) show the interactions between one moving soliton and two solitons with same
velocity, and one can see a clear phase shift resulted from collision. Fig. 5(c) and (d) depict a
stationary soliton comes into collision with the periodical ones and without phase shift for the
later.
4.2 Nonlocal case
4.2.1 1SS
Next, let us look at soliton solutions for the case (β, σ) = (1,−1) of the nonlocal GP equation
(13). One-soliton solution is given by (41) with β = 1, which we depict in Fig. 6. Noting that
when b1 = 0, we get trivial solution 0.
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(a) (b)
Fig. 4. Shape and motion for Jordan block solution to the classical GP equation (2). (a) Jordan
block solution given by (67) with k1 = 0.5−0.3i, θ(0)1 = 0 and ν = 0.6. (b) Jordan block solution
given by (67) with k1 = 1.5, θ
(0)
1 = 0 and ν = 0.6.
4.2.2 2SS
Two-soliton solutions are obtained when we take
φ =
(
e−θ1 , e−θ2 ; eθ
∗
1(−x), eθ
∗
2(−x))T , ψ = (−eθ1 ,−eθ2 ; e−θ∗1(−x), e−θ∗2(−x))T , (70)
we show by Fig. 7(a) and Fig. 7(b), from which we can see the quasi-periodic interaction in 1SS
case still exists in Fig. 7(a), but it vanishes when x is large enough, Fig. 7(b) shows that when
we choose a slightly larger a1, the quasi-periodic interaction does not occur, which is similar to
the classical case.
4.2.3 Jordan block solution
For Jordan block solutions of the nonlocal GP equation (13) with β = 1, we consider N = 2,
in this case, the double Wronskian entry vectors φ and ψ can be taken as
φ =
(
e−θ1 , ∂k1e
−θ1 , eθ
∗
1(−x), ∂k∗1e
θ∗1(−x))T , ψ = (−eθ1 ,−(∂k∗1eθ∗1 )∗, e−θ∗1(−x), (∂k1e−θ1(−x))∗)T ,
(71)
and θ1 is defined as (39).
5 Conclusion
We have derived the classical and nonlocal GP equation (13) from the second order non-
isospectral AKNS system (9) that allows both classical and nonlocal reductions. Double Wron-
skian solutions of the general GP equation (13) are obtained by employing a reduction technique
that has been proved efficient in generating solutions for both classical and nonlocal systems
[26, 34, 40–42]. We mainly analyzed dynamics of the obtained solutions of the classical GP
equation (2). It is shown that all these solutions are space-time localized. In particular, we
found that when two solitons travel with same speed, the interaction leads to and localized
oscillating wave carried by a bell-shape soliton, which is, to our knowledge, not reported before,
and maybe catch attention in the experiments of BECs.
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Fig. 5. Shape and motion of 3SS to the classical GP equation (2). (a) Interactions of three
solitons given by equation (68) and (69) for k1 = 4, k2 = 1, k3 = 2 + i, θ
(0)
1 = θ
(0)
2 = θ
(0)
3 = 0
and ν = 0.6. (b) The plot of |q3|2 on x = 0.1 for (a). (c) Interactions of three solitons given by
equation (68) and (69) for k1 = 4, k2 = 1, k3 = 1.2, θ
(0)
1 = θ
(0)
2 = θ
(0)
3 = 0 and ν = 0.6. (d) The
plot of |q3|2 on x = 0 for (c).
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A Proof of Theorem 3.1
We start from two known lemmas.
Lemma A.1. [37] Suppose that D is an arbitrary s × (s − 2) matrix, and a, b, c and d are
s-order column vectors, then
|D,a,b||D, c,d| − |D,a, c||D,b,d|+ |D,a,d||D,b, c| = 0.
Lemma A.2. [38, 39] Suppose that Ξ = (ajs)M×M is an M ×M matrix with column vector set
{αj} and row vector set {βj}. P = (Pjs)M×M is an M ×M operator matrix where each Pjs is
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Fig. 6. Shape and motion of 1SS (41) for equation (14) with β = 1, in which k1 = i, θ
(0)
1 = 0.2
and ν = 0.6.
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Fig. 7. Shape and motion of 2SS to the nonlocal GP equation (14) with β = 1. (a) Solution
given by (70) for k1 = 0.1 + i, k2 = −0.1− i, θ(0)1 = θ(0)2 = 0 and ν = 0.6. (b) Solution given by
(70) for k1 = 1 + i, k2 = −1− i, θ(0)1 = θ(0)2 = 0 and ν = 0.6.
an operator. Then we have
M∑
s=1
|α1, · · · , αs−1, Csαs, αs+1, · · · , αM | =
M∑
j=1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
β1
...
βj−1
Rjβj
βj+1
...
βM
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (72)
where Csαs = (P1sa1s, P2sa2s, · · · , PMsaMs)T and Rjβj = (Pj1aj1, Pj2aj2, · · · , PjMajM ).
Proof for Theorem 3.1: Making use of structure of double Wronskians and dispersion relation
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(24), we have
fx = |N̂ − 2, N ; N̂ − 1|+ |N̂ − 1; N̂ − 2, N |,
fxx = |N̂ − 3, N − 1, N ; N̂ − 1|+ |N̂ − 2, N + 1; N̂ − 1|
+2|N̂ − 2, N ; N̂ − 2, N |+ |N̂ − 1; N̂ − 3, N − 1, N |+ |N̂ − 1; N̂ − 2, N + 1|,
1
2
gx = |N̂ − 3, N − 1; N̂ |+ |N̂ − 2; N̂ − 1, N + 1|,
1
2
gxx = |N̂ − 4, N − 2, N − 1; N̂ |+ |N̂ − 3, N ; N̂ |+ 2|N̂ − 3, N − 1; N̂ − 1, N + 1|
+|N̂ − 2; N̂ − 2, N,N + 1|+ |N̂ − 2; N̂ − 1, N + 2|,
ft = 2i(|N̂ − 3, N − 1, N ; N̂ − 1| − |N̂ − 2, N + 1; N̂ − 1| − |N̂ − 1; N̂ − 3, N − 1, N |
+|N̂ − 1; N̂ − 2, N + 1|),
1
2
gt = 2i(|N̂ − 4, N − 2, N − 1; N̂ | − |N̂ − 3, N ; N̂ | − |N̂ − 2; N̂ − 2, N,N + 1|
+|N̂ − 2; N̂ − 1, N + 2|) + iδx
2
2
g.
Next, in order to simplify Wronskian verification, we derive some relations of double Wron-
skians using Lemma A.2. Taking Ξ = |N̂ − 1; N̂ − 1| and for 1 ≤ j ≤ 2N ,
Pjs =
{
iα(t)x
2 + ∂x +
iα(t)
2 s∂
−1
x , 1 ≤ s ≤ N,
iα(t)x
2 − ∂x + iα(t)2 s∂−1x , N + 1 ≤ s ≤ 2N,
one can find from (72) that
(Tr(A))f = |N̂ − 2, N ; N̂ − 1| − |N̂ − 1; N̂ − 2, N |,
where Tr(A) is the trace of A. In a similar way, one has
(Tr(A))(|N̂ − 2, N ; N̂ − 1| − |N̂ − 1; N̂ − 2, N |)
= |N̂ − 3, N − 1, N ; N̂ − 1|+ |N̂ − 2, N + 1; N̂ − 1| − 2|N̂ − 2, N ; N̂ − 2, N |
+|N̂ − 1; N̂ − 3, N − 1, N |+ |N̂ − 1; N̂ − 2, N + 1|.
It then follows from the trivial equality f {Tr(A) [Tr(A)f ]} = [Tr(A)f ]2 , that
f
(
|N̂ − 3, N − 1, N ; N̂ − 1|+ |N̂ − 2, N + 1; N̂ − 1| − 2|N̂ − 2, N ; N̂ − 2, N |
+|N̂ − 1; N̂ − 3, N − 1, N |+ |N̂ − 1; N̂ − 2, N + 1|
)
=
(
|N̂ − 2, N ; N̂ − 1| − |N̂ − 1; N̂ − 2, N |
)2
.
(73)
In a same manner, we can have
2f
(
−|N̂ − 4, N − 2, N − 1; N̂ |+ |N̂ − 3, N ; N̂ | − 2|N̂ − 3, N − 1; N̂ − 1, N + 1|
+|N̂ − 2; N̂ − 2, N,N + 1|+ |N̂ − 2; N̂ − 1, N + 2|
)
− iα(t)gf
= 2
(
|N̂ − 2, N ; N̂ − 1| − |N̂ − 1; N̂ − 2, N |)(|N̂ − 3, N − 1; N̂ | − |N̂ − 2; N̂ − 1, N + 1|
)
,
(74)
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and
g
(
|N̂ − 3, N − 1, N ; N̂ − 1|+ |N̂ − 2, N + 1; N̂ − 1| − 2|N̂ − 2, N ; N̂ − 2, N |
+|N̂ − 1; N̂ − 3, N − 1, N |+ |N̂ − 1; N̂ − 2, N + 1|
)
= 2
(
|N̂ − 2, N ; N̂ − 1| − |N̂ − 1; N̂ − 2, N |)(|N̂ − 3, N − 1; N̂ | − |N̂ − 2; N̂ − 1, N + 1|
)
,
(75)
which are derived respectively from the relations
f {Tr(A) [Tr(A)g]} = [Tr(A)f ][Tr(A)g],
g {Tr(A) [Tr(A)f ]} = [Tr(A)f ][Tr(A)g].
Now, substituting f, g, fx, gx, ft, gt, fxx, gxx into equation (22a), the left-hand side gives rise
to
(iDt +D
2
x)g · f
= 4
[
2f
(
|N̂ − 2; N̂ − 2, N,N + 1|+ |N̂ − 3, N ; N̂ |
)
+g
(
|N̂ − 3, N − 1, N ; N̂ − 1|+ |N̂ − 1, N ; N̂ − 2, N + 1|
)]
−4
[(
|N̂ − 3, N − 1; N̂ |+ |N̂ − 2; N̂ − 1, N + 1|
)(
|N̂ − 2, N ; N̂ − 1|+ |N̂ − 1; N̂ − 2, N |
)
+
(
|N̂ − 3, N − 1; N̂ | − |N̂ − 2; N̂ − 1, N + 1|
)(
|N̂ − 2, N ; N̂ − 1| − |N̂ − 1; N̂ − 2, N |
)]
−iα(t)gf − δx2gf,
where we have made use of (74) and (75). Noting that
2f |N̂ − 3, N ; N̂ |+ g|N̂ − 3, N − 1, N ; N̂ − 1| − 2|N̂ − 3, N − 1; N̂ ||N̂ − 2, N ; N̂ − 1| = 0
and
2f |N̂ − 2; N̂ − 2, N,N+1|+g|N̂ − 1; N̂ − 2, N+1|−2|N̂ − 2; N̂ − 1, N+1||N̂ − 1; N̂ − 2, N |=0
due to Lemma A.1, we can immediately find that (22a) is valid. (22b) can be verified similarly.
For the equation (22c), by substitution of f, fx, fxx and by virtue of (73), one has
D2xf · f = 8f |N̂ − 2, N ; N̂ − 2, N | − 8|N̂ − 2, N ; N̂ − 1||N̂ − 1; N̂ − 2, N |,
the right hand side of which, in light of Lemma A.1, reduces to 8|N̂ − 2; N̂ ||N̂ ; N̂ − 2|, i.e. −2gh.
Thus, (22c) is proved as well.
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