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Abstract  
Results are presented from a laboratory modelling investigation of internal solitary waves 
(ISWs) that were breaking in shallow, stably-stratified fluid systems.  The mechanism(s) for 
wave breaking were investigated with 2- and 3-layer density configurations.  Velocity and 
density measurements have been made of the internal structure of the breaking waves for 
cases in which the flow was generated by Kelvin-Helmholtz (KH), Holmboe (H) and 
convectional instability.  Where appropriate comparisons were made with (i) existing 
numerical models of ISW breaking and (ii) KH and/or H billows produced on uniformly 
stratified shear flows. For 3-layer configurations the spatial and temporal development of 
billows, generated through KH and/or H shear instability, was measured as a function of the 
parameters of the shear flow at the peak of the ISW.   
The first key result of the study was to demonstrate that a non-dimensional scaling can be 
obtained to parameterise the time dependant behaviour of the billows. This enabled the 
growth rate of billows, with various initial conditions, to be collapsed onto one of three 
curves.  It was possible to distinguish between the three curves, or billow types, by using the 
ratio of the velocity and density interfacial thicknesses (R).  Knowing the vertical non-
dimensional billow amplitude at saturation allowed the mixing per billow to be estimated.  
Hence a simple model to estimate the mixing due to a passing ISW in a 3-layer stratification 
was given.  The second key result of the study was the quantification of the change in 
potential energy of the system caused by breaking ISWs in 2-layer density configurations. 
Measurement of the density field far upstream and 1 wavelength downstream of an ISW peak 
indicated that breaking ISWs were transitioning to ISWs with a rotating core. During the 
transition it was found that the entrainment of fluid within the core resulted in a local loss of 
potential energy to the background stratification (PB).  
iv 
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1 Introduction 
The focus of this PhD thesis is the laboratory study of internal solitary waves (ISWs) that are 
breaking in shallow, stably-stratified fluid systems.  The study addresses the lack of current 
understanding of the mechanisms which lead to wave breaking for different density field 
conditions.  There is a need for quantitative laboratory data on (i) the consequences of 
breaking for the structure of the ISW and (ii) the characteristic spatial and temporal features 
of the billows that form as a result of breaking.  Addressing these knowledge gaps will enable 
oceanographic field observations of breaking ISWs to be understood more fully and the 
consequences of wave breaking to be parameterised more satisfactorily than at present. 
 
ISWs are nonlinear, finite-amplitude, non-oscillatory, pulse-like disturbances that appear as a 
hump of water with either a crest but no trough (wave of elevation) or a trough but no crest 
(wave of depression).  They propagate with permanent form on density interfaces, 
maintaining their shape through a balance of dispersion and nonlinearity, processes that in 
isolation tend to broaden or sharpen the wave respectively (Sutherland, 2010).  Flows in the 
environment are often density-stratified via vertical variations in temperature, variations in 
salinity or a combination of both of these effects. Such flows are statically stable when the 
density increases with depth (i.e. the direction of the gravitational acceleration vector).  A 
ubiquitous feature of stably-stratified oceans, coastal seas, estuaries and lakes is the internal 
wave (Sutherland, 2010) and, in particular to this study, the ISW a subset of internal waves.  
In these environments, ISWs are generated primarily by tidal motions over sub-sea ridges or 
continental shelves (e.g. Moum et al., 2003), wind-induced internal seiches (e.g Horn et al., 
2001) or freshwater outflows (Nash & Moum, 2005).   
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In the peak of an ISW, shear instabilities such as the Kelvin-Helmholtz (KH) and Holmboe 
(H) instabilities can develop. These instabilities roll up into billows, the billow saturate when 
the buoyant force becomes dominant over the shearing force. The billows then undergo a 
transition to turbulence, during this process some of the fluid entrained in the billows is 
mixed, thereby raising the potential energy of the background stratification (PB).  This 
process will be referred to as breaking.  Breaking ISWs redistribute passive marine organisms 
that can function as biological tracers, apply undesirable forces to subsea structures and, not 
least, are an important sink of energy in the energy balance of oceanographic and weather 
models.   
 
The laboratory investigation of breaking ISWs was undertaken for two different vertical 
density stratification configurations.  The first was typical of stratifications in the ocean, 
referred to as a three layer stratification and the second was a stratification that is less 
common, referred to as a two layer stratification.  KH billows have been studied extensively 
on horizontal shear flows in various experimental setups.  The results of these experiments 
were complicated by the measurement of the velocity interfacial thickness (dz) which was 
developing either temporally and/or spatially. ISWs are unique in that instabilities are 
repressed in the front of the ISW where the shear flow accelerates. At the ISW peak, where 
instabilities are not repressed, the shear flow is relatively constant with time.  Consequently 
breaking ISWs offered a unique opportunity to study KH and H billows that have occurred 
under relatively similar conditions when compared to previous experimental investigations. 
 
The document is organised as follows: Chapter 1 gives a broad introduction and some 
historical context to breaking ISWs.  Chapter 2 reviews the previous laboratory, field and 
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numerical studies in the relevant subject areas and introduces some key concepts. Chapters 3 
and 4 discuss the experimental method for the three and two layer experiments respectively. 
Chapters 5 and 7 highlight the key experimental observations for the two main groups of 
experiments. Chapters 6 and 8 respectively deliver the experimental findings from these 
groups and discuss the findings in the context of the subject area. Chapter 9 provides a 
summary of the findings, the bounds of their applicability and offers ideas for future research 
in the area. 
1.1 Surface solitary wave 
Though the focus of this thesis is the internal solitary wave (ISW), it is useful to place the 
properties of such flows in a historical context and to make reference to the first descriptions 
of solitary waves, as they occurred on the free surface of a water channel.  John Scott Russell 
(1808-1882) was first to observe and recognise the significance of a surface solitary wave 
while conducting experiments in the Union Canal near Edinburgh for an entirely different 
purpose (Eilbeck, 2013).  The surface  solitary wave or ‘wave of translation’ (as Russell 
called it) appeared on the surface of the water in the canal as a smooth hump of water with no 
trough.  It was generated when a barge being pulled on the canal was suddenly brought to 
rest.  Russell recalls that the wave was of constant form and speed and that it lost little height 
as it travelled along the canal.   
 
An important result, which Scott Russell later demonstrated experimentally, was that the 
square of the solitary wave phase speed c increased approximately linearly with wave 
amplitude a in the range he sampled.  That is,  
c
2
 = g(H+a) Equation 1 
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where: g is the acceleration due to gravity, H is the depth of water and a is the amplitude of 
the wave.  Wave theory at the time (ut+uxxx=0, where: u is a small vertical displacement at 
horizontal position x and time t, ut is the time evolution of the wave and uxxx is the linear 
dispersive term) was able to model linear and dispersive wave motion but could not represent 
the surface solitary wave that Russell had observed.  For the solitary wave, the assumption 
that the amplitude of the wave is small compared to the water depth has to be discarded.  In 
doing so Korteweg and De Vries in 1895 (Miles, 1981) proposed Equation 2 commonly 
referred to as the KdV equation to describe the solitary wave.  
ut + u ux + uxxx = 0 Equation 2 
 Where: uux is a nonlinear term responsible for the steepening of the wave and suffices 
represent partial derivatives with regard to either x or t as appropriate.  The assumption that 
the wavelength is large compared to the water depth was retained such that the equation still 
describes shallow water waves. It should be noted that Equation 2 has also been published by 
Boussinesq in 1872, 1877 and Rayleigh in 1976 in different forms (Miles, 1981). The KdV 
equation represents the simplest combination of dispersion and nonlinearity for a propagating 
wave. A solution representing a soliton (or, more generally, a solitary wave) would have 
these two effects in exact balance. It is useful to note that the meaning of ‘soliton’ is subtly 
different from that of a solitary wave (Zabusky & Kruskal, 1965; Weidman & Maxworthy, 
1978). When solitary waves collide or interact and emerge unchanged in form and speed 
whilst also not obeying the principle of superposition they are called solitons.  The term 
‘internal soliton’ has been used in the literature to delineate the behaviour of internal solitary 
waves and internal solitons.  In this study, where collisions and interactions of ISWs are not 
considered, the terms ‘internal soliton’ and ‘internal solitary wave’ may be used 
interchangeably.  For consistency, the latter has been adopted throughout the thesis.  
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1.2 Internal waves 
Internal waves (more specifically interfacial internal waves) require a statically-stable, 
vertically-stratified fluid system (i.e. a less dense fluid overlying a more dense fluid) in order 
to propagate.  An initial disturbance is required to vertically displace a density surface in 
order to generate an internal wave.  Following such a disturbance, the propagation of an 
internal wave takes place horizontally along the interface under the restoring action of gravity 
(buoyancy).  A small parcel of fluid that has been displaced vertically from its rest height will 
experience a vertical restoring force (buoyancy) due to gravity acting on the density 
difference between the fluid parcel and its new surroundings. The restoring force moves the 
parcel back toward its rest height but due to the momentum carried by the parcel it will 
overshoot this position, leading to an oscillation of characteristic frequency N determined by 
the strength of the undisturbed density gradient ∂ρ/∂z in the fluid.  The frequency N(z) is 
conventionally denoted as the buoyancy (or Brunt-Väisälä) frequency and is a function of the 
vertical coordinate (z) in the stably stratified system.  For a linearly-stratified system, N is a 
constant.  An internal wave is a collection of oscillating fluid parcels.  The continuous nature 
of water, at a macroscopic scale, allows internal waves to transmit energy through the 
medium.  Homogenous bodies of water cannot support internal waves; a disturbance in a 
homogenous system has no restoring force (other than along its upper air-water interface) and 
therefore cannot propagate.  In a continuous stratification, where the density continuously 
increases with depth across the whole depth, internal waves can still propagate horizontally 
along isopycnals (contours of constant density) but their energy may also propagate vertically 
along the density gradients; these waves are normally referred to as wave rays or beam 
(Munk, 1981).  Continuous stratifications are not considered further, to do so would expand 
the scope of this thesis beyond manageable limits. 
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The first record of laboratory experiments on standing internal waves was found in a letter 
sent by Benjamin Franklin whilst sailing to Madeira 1762 (Gill, 1982). In the letter Franklin 
noted his observations of the motions within an oil and water lamp.  He noted that “..tho’ the 
surface of the oil was perfectly tranquil, and duly preserved its position and distance with 
regard to the brim of the glass, the water under the oil was in great commotion  rising and 
falling in irregular waves.”.  The effect of oceanic internal waves had been recorded for 
centuries before Franklin made his observations of internal waves in oil and water lamps.  
Nansen had experienced the dead water phenomenon whilst onboard the polar exploration 
vessel Fram (1893-1896), where his vessel was unable to move forward even under full 
power.  In a letter to Nansen, in 1898, Bjerknes may have been the first to attribute the so-
called ‘dead water phenomenon’ to internal waves.  Subsequently, in 1904 Ekman, Bjerknes’ 
PhD student, substantiated what Bjerknes had suspected in a series of experiments, verifying 
that the deadwater phenomenon (i.e. the failure of a vessel to advance in regions in which the 
water column is stratified) was due to the energy intended for propulsion being lost wholly to 
the generation of internal waves (Gill, 1982). 
 
KdV theory developed for surface waves can also be applied to waves at the interface of two 
superimposed immiscible fluids of different density (internal waves) (Long, 1956, Part II). 
Seeking exact analytical solutions to the KdV equation, relationships between excursion (η), 
amplitude (a), wavelength (λ) and speed (c) can be obtained. One such relationship can be 
seen in Equation 3 (Long, 1956, Part II).  Non-periodic solutions to the KdV equation give 
rise to solitary waves, whereas periodic solutions to the KdV equation result in cnodial waves 
 
Equation 3 
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Nonlinear waves, such as ISWs, propagate faster than their linear counterparts so that c>c0.  
Long (1956, Part II), and later documented by Grue et al. (1999), showed that the linear long 
wave speed (c0) of an internal wave could be estimated using Equation 4 assuming h1<h2.   
 
Equation 4 
Where h1 and h2 are the upper layer and lower layer of the density stratification respectively 
and ρ1...2 are the respective densities. The interfacial layer in this case was assumed to be 
vanishingly thin. For three layer stratifications, where the interfacial layer could not be 
assumed to be vanishingly thin, c0 was estimated with Equation 5 (Fructus et al., 2009). 
c0 =(N H2) / Y Equation 5 
Where N is the buoyancy frequency, Y is some function of H1/H2 and H3/H2, H1 is the 
thickness of the upper layer, H2 is the thickness of the interfacial layer and H3 is the thickness 
of the lower layer in the vertical density stratification (h1+h2 ≈ H1+H2+H3). c0 was used as a 
natural reference for the velocity of large amplitude ISWs, c/c0 can be thought of as a 
measure of nonlinearity.  The KdV equation has been studied extensively however its ability 
to mimic the behaviour of large amplitude ISWs was limited when the ISWs were highly 
nonlinear (King et al., 2011).  Hence recent investigators have turned to direct numerical 
simulation to study the large amplitude ISWs that were under investigation here.  
1.3 Internal waves in the environment 
Internal waves occur frequently in the Earth’s atmosphere.  Indications of their passing can 
be seen, for example, in wave clouds which appear as uniform stripes of cloud when viewed 
from above or from below.  Such clouds are formed when parcels of atmosphere, in the peak 
of the internal waves, are vertically displaced, causing condensation of water vapour. This 
displacement could be attributed to a variety of internal waves. For example, standing 
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internal waves (lee waves), forming in the wake of some geographical feature (i.e. behind a 
mountain range), can lead to the formation of wave clouds.  ISWs in the atmosphere can trap 
displaced air which then travels with the wave giving the appearance of a moving cloud stripe 
such as the Morning Glory cloud which is known to form in the Gulf of Carpentaria 
(Northern Australia).  
 
Internal waves (or any flow involving statically-stable, vertically-stratified shear) in the 
environment may be susceptible to shear instabilities, leading to the formation of billows.  
Early evidence of shear instabilities forming on internal waves in stratified waters was 
recorded by Woods (1968), who photographed the evolution of a dye tracer released in the 
summer thermocline in the ocean.  He noted that shear in the stratified regions resulted in the 
generation of ‘breakers’ or billows.  More evidence of billows forming in stratified shear, 
although not necessarily due to internal waves was given by Thorpe (1977) who described 
billows forming on the thermocline in Loch Ness soon after the onset of surface shear (wind) 
while the loch was stratified.  Further evidence of billows forming in stratified flows, not 
necessarily due to internal wave motion was given by De Silva et al.  (1996) who reported 
that the amplitude of billows in the ocean can be in the range 5...20m and Luce et al.  (2010) 
reported the occurrence of shear-induced billows 1.6km in amplitude in the atmosphere.  
Billows have been reported in a number of natural stratified flows, such as salt wedges in 
estuaries (Geyer & Smith, 1987) and stratified tidal flow over bathymetry (Farmer & Armi, 
1999).   Of particular importance for the present study is that several authors have recorded 
shear-induced billows forming on ISWs (Moum et al., 2003; Lamb & Farmer, 2011).  
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The development of thermistor chains in the 1960’s allowed the thermal density stratification 
in stratified oceans and lakes to be estimated (Helfrich & Melville, 2006).  This led to 
improved observations of internal waves.  Perry & Schimke (1965), notable early users of 
thermistor chains, recorded groups of internal waves of up to 82m in amplitude with 
wavefronts of 2000m propagating on the main thermocline in the Andaman Sea. The origin 
of the waves was shown (Osborn & Burch, 1980) to be tidal flow through the Andaman 
Nicobar Island chain.  Therefore the internal waves recorded by Perry & Schimke had 
travelled hundreds of kilometres.  These observations and others (Ziegenbein, 1970; Halpern, 
1971) showed that the internal waves observed were nonlinear; i.e. they had a large amplitude 
compared with their wavelength.  Furthermore, they were not dispersive; i.e. they retained a 
finite amplitude while travelling long distances.  It appeared that the internal waves observed 
displayed several properties of internal solitary waves.  
 
It was in the same period that that Gardener et al. (1967) obtained exact solutions to the KdV 
equation which could represent groups of rank-ordered solitary waves.  Hunkins & Fliegel 
(1973) used KdV theory to show that the internal wave train that followed the internal 
undular surges in Seneka Lake were ISWs.  Further evidence that ISWs were a common 
feature in nature came from advances in remote sensing.  Ziegenbien (1970) and, later, Apel 
et al. (1975) demonstrated that ISWs could be detected from the scattering of marine radar.  
Seasat, the first remote sensing satellite, was equipped with Synthetic Aperture Radar (SAR) 
and the technique was able to show that ISW groups were commonly found to be separated 
by tidal periods (i.e. they were generated tidally, not from unusual conditions) and that ISWs 
were numerous in the ocean. Examples of SAR images can be found in Fu & Holt (1982). 
The satellite only functioned for 100 days but subsequent satellites deploying SAR 
technology benefited greatly from the experiences gained in the operation of Seasat. 
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On the water surface, internal waves and ISWs in oceans or lakes leave little observable 
indication of their passing. The surface roughness of the sea or lake is modulated by the 
passing of an ISW (Figure 1(c)), however this is only easily observable from aerial 
photography or satellite images. Although the surface signature of an ISW has been observed 
by research vessels (Ramp, 2006), it would not be a sensible means of detecting them at sea.  
ISWs can be time consuming and expensive to study in the field, not least because they are 
difficult to locate, but also given the scale of ISWs and the turbulent state of the ocean.  
Given that many field investigations already exist, and the difficulties mentioned, the detailed 
study of ISWs lends itself to laboratory experiments.  
 
ISWs, at the oceanic scale, propagate typically at 8km/h with wavefronts of 100km and with 
wavelengths of up to 4km; they are usually found as rank-ordered packets, with the leading 
wave having the largest amplitude (Sutherland, 2010). They exist in stratified oceans and 
lakes.  This stratification can be established through surface heating or cooling, from river 
outflow, ice melting or various other natural processes. The density stratification in many 
oceans and lakes can be described by one of the following stratifications; either (i) a three-
layer stratification consisting of a homogeneous upper layer separated from a denser 
homogeneous lower layer by a relatively thin, linearly-stratified interface (pycnocline) with 
the upper layer usually much shallower than the lower layer (Michallet & Ivey, 1999) or (ii) a 
two-layer stratification consisting of a linearly-stratified upper layer on top of a homogenous 
lower layer, the upper layer is usually much shallower than the lower layer. For example, a 
two-layer stratification can be seen in Figure 1(b), the location of the sample can be found in 
Figure 1(a).  An ISW observation taken at nearly the same position (Figure 1(c)) (but at a 
different time) shows a time series of isopycnals, the stratification could be defined as a three 
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layer stratification in this instance, although it can be seen that the lower layer is not quite 
homogenous. 
(a)  
(c)  (b)  
Figure 1 – (a) Bathymetry of the Andaman sea (Smith and Sandwell, 1997). (b) Density 
stratification at rest (Source: NODC Global Ocean Temperature and Salinity Profiles (June 
1991)) Density profile derived from SD2 data collected on 1 February 1972 at 7.000N, 
94.970E. (c) Thermal stratification as an ISW passes an XBT (eXpendable Bathy 
Thermograph) cast  carried out on 25 October 1976 at 6o53' N. and 97o04' E  (Osborne and 
Burch, 1980). 
These stratifications will be referred to as two and three layer stratifications henceforth. ISWs 
may be waves of elevation or depression, unlike surface solitary waves which are always 
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waves of elevation. ISWs propagating in a two or three layer stratification will be of the 
depression type if the pycnocline occurs above the mid-height of the flow. That is, the 
pycnocline is deflected downward, away from the surface, by the propagating ISW. All the 
ISWs considered in this experimental study were of the depression type. Note that ISWs of 
elevation have also been observed (Klymak & Moum, 2003; Moum et al., 2007) in the 
oceans (when the pycnocline is below the mean depth of the water column) but waves of 
depression are much more common.  
1.4 Properties of ISWs 
ISWs have some of the properties of surface solitary waves and internal interfacial waves 
covered so far. ISWs are nonlinear waves of constant speed and form where dispersion is 
balanced by nonlinearity as the wave propagates in a density stratified system. ISWs are 
considerably slower than surface solitary waves due to their smaller restoring force compared 
with the restoring force at the air-water free surface interface.  ISWs can be of large 
amplitude relative to the water depth through which they propagate; this leads to them being 
highly nonlinear (Fructus et al., 2009). Unlike surface solitary waves, the amplitudes of large 
ISWs are constrained by the conjugate limit (Benjamin, 1966). The conjugate limit allows a 
proportion of the overall depth to be reserved for the return flow. This limit constrains waves 
to broaden rather than deepen beyond a certain amplitude, causing nonlinear behaviour which 
strengthens as the limit is approached. When ISWs are propagating in deep water the return 
flow necessary to maintain hydrostatic balance is small; conversely, in shallow water, the 
return flow is larger. For example, a stable ISW approaching a continental shelf in the ocean 
may become susceptible to shear instabilities as the depth into which it propagates reduces. 
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1.5 Breaking ISWs 
There are several conditions that will lead to an ISW breaking.  A change in polarity of the 
wave (Helfrich et al., 1984) occurring as a result of shoaling on shallow slopes.  Overturning 
via steepening of the ISW (Lamb, 2002) on steeper slopes can also produce wave breaking. 
The dynamic balance can be disturbed through shoaling at a continental shelf or other 
bathymetric obstacle, leading to the violent breakdown of an ISW (Sveen et al., 2002; 
Aghsaee et al., 2010; Moum et al., 2003).  The external environment can prompt the breakup 
of an ISW by upsetting the dynamic balance, causing an ISW to disperse into a wave train 
(Djordjevic & Redekopp, 1978).  There are many other factors that could lead to a large scale 
destabilisation of an ISW such as variation in stratification, currents or surface forcing.  None 
of these breaking mechanisms were considered in the present work.  The experiments were 
conducted in a rectangular tank that had a flat horizontal bed, there was no surface forcing 
and no background currents and every effort was made to keep the stratification uniform 
along the tank’s length. Therefore the remaining mechanisms for an ISW to break were of the 
flow instability type: 
 
 In a three layer stratification the shear layer near/at the ISW peak is susceptible to 
shear instabilities such as the KH or H instabilities (Fructus et al., 2009). These 
instabilities cause the flow to roll up into billows.  These billow saturate (i.e. reach 
their maximum vertical extent) when the effects of buoyancy (which tend to stabilise 
the flow) dominate over those of shear (which tend to destabilise). The billows then 
undergo transition to turbulence via buoyant secondary instabilities, such that some of 
the fluid entrained in the billows is mixed.  This mixing raises the potential energy of 
the background stratification (Strang & Fernando, 2001a). 
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 In two layer stratifications, local fluid velocities in the front of the ISW can exceed 
the phase velocity of the ISW, causing convective instabilities. The small scale 
density inversions in the front of the ISW are advected downstream into billows 
which in turn grow and collapse (Carr et al., 2008). 
 For a two layer stratification, a large scale recirculation, referred to as a rotating core, 
within the ISW can cause density inversions within the wave (Lamb, 2002; Carr et al., 
2012).  The transition to this state is not well understood.  
1.6 Applications/motivation 
Breaking ISWs redistribute passive marine organisms that can function as biological tracers, 
apply undesirable forces to subsea structures and, not least, are an important sink of energy in 
the energy balance of oceanographic and weather prediction models. In the context of civil 
engineering one must know the external conditions to which a structure is subjected in order 
to design to a given standard; for example, a structure is to withstand a 1 in 100 year storm. 
In stratified oceans and lakes (e.g Andaman Sea, Sulu Sea, South China Sea, coastal Angola), 
ISWs contribute loadings to offshore exploration and production structures in their path.  In 
such regions ISWs can attain significant amplitude (up to 60 - 150m in water depths of 200 – 
350m, see Osborne and Burch, 1980; Duda et al., 2004); consequently, they should be 
considered in the design loading when operating, building and decommissioning in such 
environments. Early warning systems have been developed for offshore installations to aid in 
the preparation for the arrival of ISWs (Goff & Jeans, 2010). In shallow seas, passing ISWs 
can entrain sediments which, in turn, can disrupt subsea communication. The settling of these 
disturbed sediments can bury plant if it has been stored or installed on the sea bed.  Acoustic 
techniques that supply the oil and gas industry with bathymetry and geophysical data must be 
calibrated to cope with effects associated with the stratified water column. Problems arise 
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when the stratification rapidly changes or there is an increase in suspended sediment in the 
water column; for example, as a result of the passing of an ISW (Apel et al., 1997). 
 
The entrainment of the water columns into the core of ISWs contributes to the transport of 
pollutants/solutes/zooplankton and other biological tracers. The passing of breaking ISWs 
enhances the vertical mixing of the water column, making breaking ISWs of interest to any 
field that monitors or models the quantities mentioned.  Large scale (geophysical) numerical 
models (weather prediction models, for example) must parameterise rather than simulate 
small scale phenomena such as the breaking of ISWs which cannot be resolved due to the 
grid spacing/computational overhead.  Sub grid parameterisation of breaking ISWs so that 
they may be incorporated into these models would allow the small scale effects to be 
captured without simulating the physical process (Kershaw, 1995). Potentially, this can 
improve the energy balance in such models as breaking ISWs are thought to be a significant 
sink of energy in the open ocean. 
1.7 Objectives 
The primary objective was to study the breaking due to shear and convectional instability on 
ISWs.  Potentially ISWs offered an excellent opportunity to make general observations on 
shear flows.  KH billows have been studied extensively on horizontal shear flows in various 
experimental setups (Thorpe, 1971; Koop & Browand, 1979; Lawrence et al., 1991; De Silva 
et al., 1996). The results of these experiments were complicated by the measurement of the 
velocity interfacial thickness (dz) which was developing either temporally and/or spatially as 
the instabilities and billows were developing. ISWs are unique in that instabilities are 
repressed in the front of the ISW where the shear flow accelerates. At the ISW peak, in the 
frame of reference of the wave, where instabilities are not repressed, the longitudinal 
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variation in the vertical shear is relatively small compared with the longitudinal variation of 
shear on the limbs of the wave profile. The consequence of this is that instabilities at the ISW 
peak have relatively constant initial conditions compared to other experimental setups.   
 
A laboratory investigation of breaking ISWs was undertaken to study the behaviour of the 
billows associated with breaking for two different configurations, namely a three layer 
stratification and a two layer stratification. To the authors knowledge this was the first 
investigation of this type. The objectives of the study were: 
 
 To investigate and characterise the spatial and temporal development of the waves 
undergoing  shear and/or convective instability 
 To take novel measurements of the internal density structure of billows generated by 
shear instability to allow parameterisation of the billows. 
 To investigate the entrainment and mixing that results from a passing ISW 
 To attempt to generate the rotating core type ISW in a two layer stratification and to 
observe its evolution  
 
 17 
 
2 Literature review 
This study should be viewed in the overall context of previous work on the general 
characteristics and behaviour of instabilities, billows, ISWs and breaking ISWs. It has been 
necessary to review the previous work on the stability of stratified, horizontal shear flows as 
much of the study of KH and H billows has been focused both experimentally and 
numerically on such flows. Linear stability analysis and stability diagrams have been 
included to help the reader gain a deeper understanding of the mechanisms that lead to either 
KH or H billows forming.  Consideration has been given to the effect of flow asymmetry on 
horizontal shear flows; this parameter can affect the type of instability that occurs and  
consequently the type of billow that is formed. Only a small amount of work regarding 
convective breaking and rotating core type ISWs exists; what exists has been reviewed. 
Lastly, entrainment, mixing and dissipation are discussed along with the energy balance in 
stratified flows. Key concepts are introduced as appropriate. 
2.1 Internal solitary waves 
The wave profiles predicted for non breaking solitary waves by the KdV equation and the 
finite depth equation (Joseph, 1977) were first tested against the wave profiles of 
experimental ISWs of small but finite amplitudes by Koop & Butler (1981) and then again by 
Segur & Hammack (1982).  The finite depth equation, like the KdV equation, describes the 
evolution of an internal wave propagating in one direction with a small but finite amplitude, 
where the wave is long compared to the water depth.  It is suitable for use with internal waves 
in an intermediate depth of water, whereas the KdV equation is suited to shallow water 
waves.  Segur & Hammack (1982) found that the KdV equation outperformed the finite depth 
equation in terms of accuracy and range of validity.  Kao et al. (1985) tested in the laboratory 
how well inverse scattering theory (see Alblowitz & Segur 1981; Whitham 1974) predicts the 
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number of ISWs generated by releasing varying volumes of water into a three layer 
stratification, using a gate arrangement to confine  a prescribed volume of fluid prior to 
release.  Inverse scattering theory allows linear methods to be applied to certain nonlinear 
problems; it provides the general solution to an initial value problem. Kao et al. (1985) found 
good agreement between the predicted and the actual number of ISWs produced from a given 
volume of water for ISWs of varying amplitudes including some ISWs that were quite large. 
This was surprising; typically the KdV equation does not predict the wave profile of large 
(i.e. highly nonlinear) ISWs accurately because it is a weakly nonlinear equation.  For a three 
layer stratification in which the middle layer is thin, Grue et al. (1999) demonstrated that 
KdV theory produced acceptable results when h1/h2<0.4, when compared with experimental 
ISW profiles. Here h1 is the depth of the upper layer, h2 is the depth of the lower layer and the 
transitional layer was assumed to be vanishing thin.  When h1/h2>0.4 it was found that KdV 
theory became an increasingly unreliable way to predict the ISW profile (see Figure 2(a)).  A 
fully nonlinear interfacial model derived by Grue (Grue et al., 1997) showed good agreement 
with stable experimental ISWs when h1/h2>0.4.  
 
Breaking due to shear in the rear of an ISW can significantly alter the profile of the ISW, as 
shown in Figure 2(b).  Note that the front of the ISW was unaffected by breaking and 
continued to be well predicted by the fully nonlinear interface model. 
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(a)  
(b)  
Figure 2 – Excerpt from Grue et al. (1999) showing the ISW profile η(ct) from a fixed 
position 10.5 m downstream. Squares: measured pycnocline, Solid line: fully nonlinear 
theory, dashed line: KdV theory.  (a) a/h2 = 1.23, stable ISW. (b) a/h2 = 1.51, breaking ISW. 
  
Michallet & Barthelemy (1998) found good agreement when comparing experimental ISWs 
in the range 0.4<h1/h2<0.6 to the extended KdV (eKdV; Djordjevic & Redekopp 1978, 
Kakutani & Yamasaki 1978, Lee & Beardsley 1974).  However, beyond h1/h2>0.6 agreement 
became increasingly poor. 
 
As established in the introduction, large amplitude ISWs can be highly nonlinear. That is, the 
ISW amplitude does not scale linearly with the ISW celerity (Figure 3(b)).   Furthermore, the 
ISW profile, the area it encompasses and, consequently, the potential energy of the ISW does 
not scale linearly with amplitude (Figure 3(a)...(b), Figure 4(a)...(b)). It can be seen from 
Figure 3(a) that ISW profiles widen and flatten as the non-dimensional ISW amplitude (here 
denoted as zn) approaches the conjugate limit (zn=1, by definition).  Small amplitude ISWs 
may exhibit a linear relationship between ISW celerity and amplitude if they are far from the 
conjugate limit. It can be seen in Figure 4(b) that progressively larger ISWs have diminishing 
gains in KE for increased amplitude as the conjugate limit is approached.  ISWs in this study 
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have large amplitudes and as a consequence they are highly nonlinear; they are approaching 
the conjugate limit and therefore have a wave profile that shows significant flattening of the 
wave peak (see Fig 3(a)). Very large ISWs that are close to the conjugate limit eventually 
behave such that the fore and aft portions of the wave become increasingly decoupled as the 
amplitude is increased (Benjamin, 1966). It follows that the events that arise due to the ISW 
passing, such as turbulence, cannot be parameterised easily with ISW amplitude, celerity or 
energy. 
  
Figure 3 – (a) Successively larger KdV approximations to ISW profiles where zn and xn were 
non-dimensional vertical excursion and horizontal position respectively (Fochesato et al., 
2005). (b) A special measure of non-dimensional amplitude (As) versus non-dimensional ISW 
celerity (c/c0 - 1) (King et al., 2011). 
  
Figure 4 – (a) Non-dimensional Total Energy (E) vs. As (King et al., 2011). (b) Ratio of 
turbulent kinetic energy (TKE) to available potential energy (PA) vs. As, (King et al., 2011). 
 21 
 
2.2 Breaking ISWs 
When certain criteria are fulfilled an ISW can break, resulting in energy being transferred to 
smaller scales than the scale of the ISW itself. In the context of the present work, there were 
three proposed mechanisms for breaking: shear breaking, convective breaking and the 
rotating core. Previous studies of these processes will be discussed in the following section. 
Note that convective breaking is particular to the two layer stratification (where a linearly-
stratified upper layer lies above a homogeneous lower layer), whereas shear instabilities are 
universally applicable to shear flows. 
2.2.1 The gradient Richardson number 
Numerous authors (e.g Howard & Maslowe, 1974; Turner1979; Fernando, 1991) have used 
the gradient Richardson number (Rig) or similar as a convenient way to predict the onset of 
shear breaking in a horizontal stratified shear flow.  The gradient Richardson number is a 
non-dimensional measure of the relative importance of stratification to velocity shear.  A 
large value of Rig is typical of a flow dominated by stratification whereas a small value of Rig 
is typical of a flow where shear is dominating.  Here, Rig is defined with regard to a Cartesian 
coordinate system (x,y,z) for two horizontal, miscible layers of density ρ0 and ρ0+(Δρ) 
respectively,  as: 
Rig = N
2
 / (∂U/∂z)2 Equation 6 
Where: ∂U/∂z is the vertical shear in the horizontal velocity U and N=[(g/ρ0)(∂ρ/∂z)]
1/2
 is the 
buoyancy frequency characterising the stratified system, for which: ∂ρ/∂z is the vertical 
gradient of density and ρ0 is a reference density. The buoyancy frequency can be 
approximated by N
2
 ≈ g'/H2 where: g' (g'=g(Δρ)/ρ0) is the reduced gravitational acceleration 
for which: Δρ is the change in density. 
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Linear stability analysis of a two-dimensional shear flow has been used to demonstrate that a 
critical Richardson number (Ric) defines a stability transition below which small 
perturbations in the flow are able to overcome the suppressing effects of stratification 
(Taylor, 1931; Miles, 1961; Howard 1961). The value of Ric for two-dimensional linear 
instability has often been given as Ric≤0.25 (Taylor, 1931; Miles, 1961; Howard 1961).  This 
happens to be true for a specific set of conditions and only if H instabilities are ignored 
(Holmboe, 1962), as discussed later.  
2.3 Stability of a shear flow 
The conditions required for shear instabilities to form, on large amplitude ISWs in a three 
layer system, were investigated theoretically and experimentally by Fructus et al. (2009).  
Fructus et al. reported that large amplitude ISWs with Rig≤0.25 can be stable and proposed 
that the breaking threshold Lx/λB>0.86 (where Lx is the horizontal length of the pocket of 
instability and λB is the billow wavelength) was a more appropriate criterion for breaking 
compared with Ric≤0.25. This was a sensible extra criterion which essentially meant that 
there must be a sufficient length available for an instability to develop.  Barad & Fringer 
(2010), investigating breaking ISWs numerically in a three layer system, acknowledged the 
condition Lx/λB>0.86 and presented a time-equivalent criterion σiTw>5, where σi was the 
average growth rate of an instability in the pocket where Rig<0.25 and Tw was the time in 
which parcels of ﬂuid were subjected to Rig<0.25. This was another sensible criterion, 
requiring that there was sufficient time for an instability to grow.  Barad & Fringer (2010) 
added a further criterion Ric<0.1±0.01, described as being more attractive because of its ease 
of use. However it was misleading, as it was not based on any physical mechanism.  
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Troy & Kosseff (2005) examined shear breaking on progressive, periodic, lowest mode 
internal waves in the laboratory. They described the subsequent breaking on the pycnocline 
as closely resembling KH billows.  However, if they had examined the density profiles 
through the billows they may have concluded that they actually had evidence of asymmetric 
Holmboe billows, which are visually difficult to distinguish from KH billows (Carpenter et 
al., 2007). The growth of the instabilities and the subsequent billows was strongly modified 
by rapidly varying shear which was at a maximum in the wave peaks and troughs. It was 
suggested that the time scale for billow growth could be limited by the wave period when 
considering these periodic linear internal waves.  This aspect was previously hypothesized by 
Thorpe (1968).  
 
It has been demonstrated numerically that the front of an ISW filters out perturbations 
through stretching and filamentation of small amplitude wave packets (Camassa, 2012). It 
was thought that this was the mechanism which prevents KH and H billows from forming on 
the front of the ISWs. The shear environment on a breaking ISW varies temporally and 
spatially; intuitively an ISW should then alter the shear-induced breaking somehow, when 
compared with a parallel stratified shear flow. However, if the behaviour of the billows is not 
altered and a satisfactory correspondence between billows on a horizontal shear flow and 
billows on an ISW is found, the ISW offers a unique setting in which to study the general 
evolution of KH or H billows. The horizontal variation of shear at or near the peak of an ISW 
is relatively small, therefore the initial conditions of KH or H billows that forms on or near 
the ISW peak are relatively constant. This is not the case in the tilt tank type experiments 
(Thorpe, 1968, 1971, 1973), in which the parallel shear flow was slowly varying, and in the 
wave maker type experiments (Troy & Koseff, 2005) where the shear was rapidly varying. 
Furthermore, it was difficult to vary the scale ratio (R; shown in Figure 5) in the afore-
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mentioned experiments (Personal communication: Ivey, 2013) whereas varying R in the ISW 
experiments was simply achieved by increasing the amplitude of the ISW.  
2.4 Shear breaking in horizontal flows 
Early horizontal shear flow experiments were conducted in 1883 by Reynolds (Jackson & 
Launder, 2007) who, using immiscible fluids, tried to identify a critical velocity at which 
instability would occur. Studies similar to this, using immiscible and miscible fluids, were 
conducted by Mittendorf (1961) and, more notably, Thorpe (1968), who described the 
technique used by Reynolds and qualitatively described the instabilities and the subsequent 
billows that arose due to the flow. Unlike immiscible flows, miscible flows, such as those in 
the ocean, often have pycnoclines in the same order of thickness as the velocity interface 
thickness; these are the types of stratification that have been considered in this document.  
Mittendorf (1961) was able to show that the KH billow locally reduced shear which could 
lead to a state of marginal stability. Turner (1979) speculated, with reference to Mittendorf 
(1961), that a gravity driven flow would accelerate to a point where instabilities and billows 
form, which, in turn, would increase drag, thereby slowing the flow. Subsequently, the flow 
would then accelerate again when the instabilities had died down.  The control of the mean 
flow in this manner, near a state of turbulence, is referred to as marginal stability. Thorpe 
(1971) conducted more experiments, this time in a larger and better instrumented tank 
comparing wavelength, flow conditions and vertical growth rate to theoretical values from 
the Taylor-Goldstein equation (Taylor, 1931; Goldstein, 1931; Miles, 1961, Drazin & 
Howard, 1966). Good qualitative agreement was obtained but quantitative differences were 
significant; this was attributed to the amplitude of an instability at the point in its growth 
where measurements were possible. That is, as soon as instability could be seen, it was 
already beyond the applicable range of the Taylor-Goldstein equation, which assumes 
infinitesimal disturbances (Hazel 1972).  Thorpe (1971) also made some observations of 
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finite amplitude instabilities or billows. He showed that the instability wavelength was 
proportional to the theoretical density interface length scale. This length scale was used in 
place of the actual density interface thickness due to the difficultly in measuring the interface.  
It was also noted that once the instability or billow reached finite amplitude it had a 
remarkably linear growth rate (linear stability analysis predicts an exponential growth rate for 
the instability).  
 
The structure of the billows that resulted from KH instabilities were investigated again by 
Thorpe (1973) who found, using conductivity sensors, that the final state of a billow was 
dependent on its initial conditions for billows with an amplitude (a) to wavelength (λB) ratio 
(s=a/λB) in the range 0.05>s>0.5.  In this study, the range 0.5>s>0.9 was investigated for KH 
billows.  Thorpe was able to estimate the gain in background potential energy (PB) to the 
stratification and the loss of KE to the mean flow per unit cross sectional area and, in doing 
so, could estimate the energy lost to dissipation in heat and internal wave motion.  Thorpe 
(1987) gave the mixing efficiency of the billow (PE gain / KE loss) as about 0.25 when the 
gradient Richardson Number was small. The mixing efficiency decreased as the critical 
Richardson Number was approached. Thorpe’s data (1968; 1971; 1973) although valuable to 
the early study of KH billows was later found to be contaminated with side wall effects due 
to the width of the channel used (Gregg, 1987). 
 
Koop & Browand (1979) investigated stratified turbulence with a novel re-circulating 
horizontal shear flow, which allowed a longer window of reliable sampling compared to the 
tilt tank experiments of Thorpe. The development of the KH billows to a first and second 
pairing was normally observed. It was found that the thickness of the velocity interface (dz; 
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see Figure 5) set the vertical scale of the billow. Where previous studies (Thorpe, 1973) had 
considered regimes where R≈1 (see Figure 5) and asymmetry as≈0 (see Figure 8), Koop & 
Browand were able to reach small scale ratios (R<1) in asymmetric flows (as≠0), which was 
shown to have an important effect on the billows. It was found that scaling the vertical 
growth of billows with dz collapsed the various billows and the normalised quantity appeared 
to be independent of Reynolds number (200<Re<1450) and that λB was linearly proportional 
to dz.  Billows appeared to reach their maximum vertical extent or saturation point at vertical 
billow amplitude (Lb) Lb/dz≈4.5±0.5 in a non-dimensional time (t g'/ΔU≈7).  Experimentally 
Thorpe (1973) found the time to saturation to be tg'/ΔU≈6. In the numerical study of Corcos 
& Sherman (1976) the time till saturation was found to be tg'/ΔU≈4.5, where ΔU was the 
horizontal velocity difference (see Figure 13). 
 
De Silva et al. (1996),  by comparing laboratory, numerical and field data, demonstrated for 
cases of parallel, stratified, shear flows that billows of different scales were self-similar when 
scaled with their instability wavelength. It was shown that the time required for complete 
billow growth was ΔUt/λB≈5 and that, up to that time, the Thorpe length scale (described in 
section 5) was relatively constant when measured vertically within the middle quarter of the 
billow.  
 
It has been demonstrated numerically (Smyth & Winters, 2003) that the ratio of the density 
interface thickness and the velocity interface thickness, referred to as the scale ratio R 
(R=dz/H2; see Figure 5), was a critical parameter when analysing stratified horizontal shear 
flows.  Figure 5 shows in sketch form U(z), the vertical variation of the horizontal velocity 
component of the flow with depth and ρ(z), the vertical variation of density with depth.  
 27 
 
When the critical Richardson Number (Ric) for stability was derived by Miles (1961) and 
Howard (1961) the scale ratio was fixed to unity (R=1). Deviation from R=1 will affect the 
stability of the flow to small perturbations and consequently the value of Ric, as shown in the 
following section. 
 
Figure 5 – In sketch form U(z), the vertical variation of the horizontal velocity component of 
the flow with depth and ρ(z), the vertical variation of density with depth. to illustrate the 
scale ratio R (R=dz/h2) 
Several authors (Holmboe, 1962; Baines & Mitsudera, 1994; Caulfield, 1994; Smyth & 
Winters, 2003; Carpenter et al., 2010) argue that there is a limiting value of R which 
determines the type of instability that arises from the flow (Figure 6).  Smyth & Winters 
(2003) suggested that turbulent regimes where R>2.4 would give rise to H instabilities 
instead of KH instabilities that were found at lower R values. This was a simplification, in a 
linear stability diagram, if R increases, the pocket where a KH instability would occur 
shrinks.  When this pocket is sufficiently small (say at R=2.4), a very small Richardson 
number is required to cause a KH instability, very small Richardson numbers are unlikely to 
ever occur in nature because an unusually steep velocity gradient would be required.  This 
can be seen in Figure 6(a) (where R>>1), the critical Richardson Number had dropped from 
the expected value Ric<0.25 (when R=1) to a lower value Ric<0.05. The condition R=1 may 
be common in nature therefore the instability criterion Ric<0.25 offers a good approximate 
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value for stability if little is known about the flow. Figure 6(b) shows that a background 
stratification can be established to give an effectively infinite R value, removing the pocket 
where KH instabilities exist. In such stratifications only Holmboe H instabilities will grow. 
  
Figure 6 – Excerpt from Carpenter et al. (2010) showing stability diagrams. RiB (here 
labelled J), versus the instability growth rate (contours) versus the instability wave number 
(α), grey areas are stable (reproduced from Baines & Mitsudera, 1994) (a) The inset shear 
profiles shows a large R value (b) The inset shear profiles shows an infinite R value. 
Following the experimental work by Thorpe (1973), the time evolution of the velocity field 
of KH billows was numerically (Patnaik et al., 1976) and analytically (Corcos & Sherman, 
1976) investigated. It was found that, at billow saturation, nearly all the fluid in the stratified 
shear layer had moved into the core.  This resulted in stretching of the braid region between 
billows. Growth was self limiting because of a finite supply of vorticity in one wavelength. 
At small amplitude linear stability was in good agreement with the simulations when 
considering the growth rate and wavelength of instabilities. The state at which a billow 
achieves maximum amplitude was not in equilibrium; billows were found to overshoot the 
equilibrium state followed by damped oscillations. In real shear flows the fastest growing 
instability will always be dominant (for a fixed value of RiB, R and as).  Klaassen & Peltier 
(1985a) were able to study the evolution of the KH billow numerically, for a longer non-
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dimensional time and at a higher Reynolds number than was previously possible 
(300<Re<900).  They found that KH billows produced, at these higher Reynolds numbers, 
were less sensitivity to the amplitude and structure of the initial disturbance when compared 
to the billow of Patnaik et al. (1976).  
 
The Reynolds number Re is a ratio of inertial forces to viscous forces, its value is useful for 
determining flow regimes.  The transitional Reynolds number Retrans is an approximate value 
at which a regime change from viscously-dominated flow, to an inertially-dominated flow 
would be expected.  Here, 
Re = v LR / υ Equation 7 
where: v is the mean velocity, in the case of a shear flow the velocity difference (∆U) of the 
free streams may be appropriate.  LR is a length scale associated with the flow, in this case the 
width of the velocity interfacial thickness (dz) and υ is the kinematic viscosity of the fluid 
(Koop & Browand, 1979).  Several authors (Peltier et al., 1978; Davis & Peltier, 1979) have 
found that KH billows with Re<<500 are dominated by diffusive processes.  The maximum 
vertical height of a KH billow was shown to increase rapidly with Reynolds number 
300<Re<500 and at a decreasing rate in the range 500<Re<900 (Peltier et al., 1978; Davis & 
Peltier, 1979).  It was estimated that the effect of Reynolds number would be absent with 
Re>1000 (in this study Re>3000). Klaassen & Peltier (1985b) investigated the effect of 
Prandtl number (Pr) on the KH billow, where Pr is a dimensionless ratio of the rate of 
viscous diffusivity (momentum diffusivity) to thermal diffusivity. 
Pr = υ /κ Equation 8 
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where κ is the thermal diffusion rate.  A low value of Pr (Pr<1) is typical of a gas and a high 
Pr (Pr>1) is typical of a more viscous fluid e.g. water (Pr≈7). Values of Pr in the laboratory 
and ocean/lake are similar.  
 
During the study of mixing layers in gases (Brown & Roshko, 1974), three dimensional 
motions were observed that appeared as small scale streamwise streaks in the wake of the two 
dimensional motion of the KH billows. These features were also found at lower Reynolds 
numbers in water (Breidenthal, 1981).  This prompted the study of secondary instabilities as a 
mechanism for the transition from two dimensional motions to turbulence (Bernal & Roshko 
1986). Klaassen & Peltier (1991) numerically investigated the initial instabilities that follow 
the roll up of a KH billow and the effect of stratification on those secondary instabilities. It 
was found that two instabilities occur, even in the presence of stratification, which may lead 
the KH billow from the ordered periodic state to one of turbulence. As computing power 
increased it became possible to numerically model the transition to turbulence in three 
dimensions giving a much clearer picture of the secondary instabilities and the mixing 
transition (Caulfield & Peltier, 2000). Caulfield & Peltier (2000) demonstrated that the 
localised convective instabilities around the eye of the billow, that form once the KH billow 
reaches saturation, grow in the streamwise direction and collide/attach with streamwise 
vortices from adjacent billows.  It was the colliding of the vortex streaks that led to the 
violent transition to turbulence.  Peltier & Caulfield (2003) offer a thorough review of 
stratified shear flow mixing in which they remark that, under certain conditions, (high 
Reynolds Number and low Bulk Richardson Number) mixing will be dominated by the 
convective collapse of the KH billow rather than the secondary instabilities in the braid.  
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2.5 Mechanism for KH instability 
The growth of KH instabilities may be understood conveniently in terms of the interaction of 
two independently-propagating velocity perturbations travelling in opposite directions along 
a thin transitional layer (Figure 7(a)). Dominant wave number perturbations ‘phase lock’ and 
cause mutual growth in one another (Figure 7(b)). The phase locking of perturbations 
concentrates vorticity in the thin transitional layer which results in the amplification of the 
instability. Further amplification results from the pressure distribution across the instability; 
pressure in the concave part of the instability is greater than that over the convex part of the 
instability. The eventual overturning of the wave formed by the growth of the instability is 
recognised as the classic KH billow (Figure 7(c)) (Thorpe, 1971). The KH instability forms 
independently of the density field, forming in homogenous or stratified density fields. The 
criterion R < 2.4 needs to be fulfilled for KH overturning according to Smyth & Winters 
(2003); in essence, this means that the oppositely-propagating perturbations must be close 
enough to interact.  
 
Figure 7 – Schematic of the mechanism that brings about the Kelvin Helmholtz instability. 
2.6 Mechanisms for H instability 
Unlike the KH instability, the H instability required a stratified density field allowing waves 
to form, in addition to perturbations in the vorticity field. If the thin transition layer described 
in the previous section (see Fig 5) increased in thickness beyond R =2.4 or thereabouts, the 
velocity perturbations that cause a KH instability cannot phase lock, they are too far apart 
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(assuming Rig was not very small). Another way to think about it was that if R increased (if dz 
was fixed), H2 must decrease, consequently the stratification would increase (N
2
 increased 
with decreasing H2), such that, at a certain level, the stratification (Rig increases with 
increasing N
2
, assuming ∂U/∂z is fixed) would be able to suppress KH instabilities and allow 
the development of H instabilities.  It has been proposed by several authors (Holmboe, 1962; 
Baines & Mitsudera, 1994; Caulfield, 1994; Smyth & Winters, 2003; Carpenter et al., 2010) 
that the dominant vorticity perturbation phase locks with a perturbation in the density field 
when another vorticity interface is not available. Baines & Mitsudera (1994) clearly 
demonstrated that this was possible by only permitting one density and one vorticity interface 
in their model (see Figure 6(b)).   
2.7 Convective breaking 
Convective breaking has been observed experimentally on ISWs in a 2 layer regime (Carr et 
al., 2008) and investigated numerically (Helfrich & White, 2010). The breaking was 
characterised by local fluid velocities in the front of the ISW exceeding the wave phase 
speed, resulting in small scale mixing. Conceptually, this process is described well in Liu et 
al. (2010).  In essence, the disparity in the velocities results in the distortion of isopycnals 
(surfaces that represents constant density) to the point where there is a density inversion. The 
mixing in the front of the wave appeared to make the ISW more prone to breaking via KH 
instabilities downstream of the small scale convective instabilities. Convective breaking does 
not occur in 3 layer regimes (Carr et al., 2008; Fructus et al., 2009); why the 3 layer regime 
suppresses convective breaking remains an open question.   
2.8 Core behaviour 
The term ‘rotating core’ has been used to describe an ISW in a two layer or continuous 
stratification in which a trapped volume of fluid was rotating within the ISW. The rotation of 
 33 
 
the core can cause instability when isopycnals, distorted by the core or within the core are 
inverted, thereby causing the density profile to become statically unstable. ISWs with rotating 
cores can be created via shoaling of the ISWs over bathymetric obstacles (Lamb, 2002) or 
along a low angled slope (Lien et al., 2012) in a two layer or continuous stratification.  Lamb 
(2002) demonstrated numerically that any mixed layer at the surface, however thin, will 
significantly alter the behaviour of an ISW, preventing the formation of a rotating core.  
Lamb (2002) stated that the rotating core type ISW was likely to be rare under most oceanic 
conditions as having a monotonic stratification to the surface was unlikely in the presence of 
surface stress (wind).  It was pointed out that most oceanic vertical density and velocity 
observations are recorded from the first 0.5m downward, and to understand the rotating core 
type ISW it was critical to know what was happening in the first 0.5m. Although the 
conditions for a trapped core ISW are rare, trapped rotating cores have been observed in the 
field (Lien et al., 2012). Lien et al. observed a rotating core type ISW developing over 
bathymetric features from a steady state ISW, leading to a core that mixed continually with 
the surrounding water leaving a wake of mixed fluid.  Rotating cores can be initiated without 
the help of bathymetry (Helfrich & White, 2010), where convective instabilities initially 
destabilise an ISW which then evolves to a rotating core or, by the ISW encountering a 
density perturbation that acts in the same manner as the convective instability (Preusse et al., 
2012).  Scotti & Pineda (2004) suggested that the elevation type, near-bed, trapped core ISW 
was an important factor in across-shore transportation of plankton and contaminants. 
Diamessis & Redekopp (2006) suggested that the elevation type, near-bed, trapped core ISW 
may also carry sewage from outfalls back inshore and contribute to near-shore sediment 
transport. Recent numerical experiments (Carr et al., 2012) have shown that ISWs 
propagating in a 2 layer system can have at least two types of core. The first has a 
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homogenous non-rotational core which moves with the wave celerity c. The second has an 
unstable stratified core that rotates about the centre of the core.  
2.9 Asymmetric shear flows 
The vertical distance (as=z2-z1) between the centre of the velocity profile interface and the 
centre of the density profile interface is considered a measure of asymmetry (as) (Lawrence 
1991; Carpenter et al., 2007). Figure 8 shows as in sketch form where: U(z) is the vertical 
variation of the horizontal velocity component of the flow with depth and ρ(z), the vertical 
variation of density with depth.  A KH billow that forms in a symmetrical (as=0) flow will be 
stationary and a KH billow that forms in an asymmetric flow will propagate with the velocity 
of the background flow at the billow’s position (personal communication: Lawrence & 
Carpenter, 2012). This is contrary to the conclusion of Fructus et al. (2009) who suggest, 
based on a small number of experiments, that the billow speed is a constant proportion of the 
wave speed.  
 
Figure 8 – Sketch defining asymmetry as as the difference in elevation of the mid-points of the 
undisturbed velocity U(z) and density ρ(z) profiles in a stratified shear flow . 
A Holmboe (H) instability in a symmetric flow results in the formation of two billows 
propagating in opposite directions, whereas a Holmboe instability in an asymmetric flow 
(AH) generates a single billow that propagates with the velocity of the background flow at 
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the billow’s position. This was well documented by Carpenter et al., (2007; 2010; 2013). To 
attain a symmetric flow, in the context of an ISW, the return flow under the ISW must match 
the ISW speed. This is an unlikely scenario in practice so it is reasonable to expect billows to 
be asymmetric most of the time. No stationary billows were observed in the experiments 
reported in this thesis. 
 
Haigh & Lawrence (1999) used linear stability analysis to study the effect of asymmetry on H 
instabilities and to review the results from Holmboe (1962). They found, for the symmetric 
case, that the H instability has two oppositely-propagating modes which have the same 
growth rate and wavelength. It was also clear that, in the presence of asymmetry, one of the 
two modes is always faster, leading to a single mode presenting in simulations and 
experiments (Carpenter et al., 2007). Extending the work of Lawrence et al. (1991), where 
the vertical domain of the stability analysis was bounded, it was found that growth rates were 
noticeably affected when the domain was less than 5 times the shear layer thickness. Effects 
of the boundaries were negligible when the domain was 10 times the shear layer thickness or 
greater. The assumption that instabilities were initially 2D was found to be true past this 
limit. Lawrence et al. (1991) set out to produce the symmetric Holmboe instability in the 
laboratory but found this difficult because of the initial profile asymmetry in their 
experiments. For the AH instabilities they found good agreement with the wavelength 
predicted by linear stability analysis. 
 
Carpenter et al. (2007) demonstrated, with direct numerical simulation, that an AH billow 
had an appearance that was very similar to that of a KH billow, as shown in Figure 9. It was 
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noted that the AH billow did not overturn the central isopycnal.  In Figure 9 it can be seen 
that none of the lower density fluid is present in the arm of the billow.    
 
Figure 9 – Excerpt from Carpenter et al. (2007) showing DNS of a Holmboe billow growing 
in a strongly asymmetric (as=0.5) flow where the velocity interface is much thicker than the 
density interface (R=3) and Ri=0.15. The velocity interfacial thickness was denoted as h0. 
2.10 Entrainment, mixing and dissipation 
Attempts to characterise entrainment and mixing in shear layers initially focused on the 
mixing efficiency of near symmetric KH billows (Thorpe, 1973), where the mixing efficiency 
or flux coefficient (Γ) was defined as the ratio of vertical buoyancy flux (B=PA+PB) to 
turbulent kinetic energy (TKE) dissipation (), Γ = B/, where PA was the flux of available 
potential energy (PE) and PB was the flux of background PE. Thorpe’s experimental 
investigation found that, at saturation, when a KH billow collapsed, 15-25% of the PE 
extracted from the mean flow by the billow was used to increase the background PE.  What 
proportion of the TKE that was converted into internal waves and PE was unknown 
(Fernando, 1991). Strang & Fernando (2001a; 2001b) were able to show that very little 
energy was lost to radiating internal waves by considering the energy balance of local 
production of TKE (P) to B and  ( P / ( B+ ) ≈ 1), finding that the balance rarely deviated 
from unity by more than the error in the measurements. Koop & Browand (1979) 
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demonstrated experimentally that the effects of as and R on a shear flow significantly 
complicated matters, compared to the earlier near symmetric experiments of Thorpe. They 
also found that given a larger window of observation billow pairing was more likely. Both 
Thorpe and Koop & Browand found that the Richardson number was an important factor 
when characterising the behaviour of stratified turbulence. Patterson et al. (2006) found 
experimentally that (i) the amount of mixing was strongly dependent on the time evolution of 
the KH billows in the flow and (ii) the mixing transition could be triggered by the pairing of 
billows or by the onset of secondary instabilities. It was shown that virtually no mixing took 
place before the billows were saturated. Their results (only 2 experiments) broadly agreed 
with Thorpe’s estimate for mixing.  De Silva et al. (1996) found, with good experimental data 
but a limited number of experiments, that the braid region (the stretched pycnocline between 
billows) did not make a significant contribution to mixing through the secondary instability. 
Schowalter et al., (1994) demonstrated experimentally and numerically that streamwise 
vortex tubes in the braid were more prevalent in non stratified shear layers as buoyancy acts 
to weaken the vortices in stratified flows.  
 
Rather than study the structure of turbulence it can be advantageous to focus on the time- or 
spatially-averaged motions of the flow.  Solving the Navier-Stokes equations numerically 
requires the smallest scales of turbulence to be resolved (Tennekes & Lumley, 1972), leading 
to a very fine mesh and a large number of calculations, even over a relatively small domain. 
To reduce the number of calculations required, so that larger domains can be studied, it is 
desirable to model the small scale turbulence. In 1895 Reynolds (Miles, 1981) decomposed 
the velocity field into time averaged motions and turbulent fluctuations which led to the 
Reynolds Averaged Navier-Stokes (RANS) equations.  A component of the RANS equations 
is the Reynolds stresses (τ) which requires modelling to achieve closure of the RANS 
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equations.  Eddy viscosity or turbulent viscosity (Km) models have been used to try and 
determine the value of Reynolds stress since Boussinesq first attempted to do so (Boussinesq, 
1887).  The concept was extended by Prandtl in 1925 (Miles, 1981) with his mixing length 
concept.  A more modern and widely adopted model is the K-epsilon (K-ε) model (Launder 
& Spalding, 1974). For the case of an incompressible two-dimensional shear flow the vertical 
Reynolds stress can be written as (Thorpe, 2007): 
τ /ρ0 ≈ -<u'w'> = Km (∂U/∂z) = P/S
2
 (∂U/∂z) Equation 9 
where u' and w' are the turbulent fluctuations (from the mean values) of the velocity 
components in the x and z directions, P is the production of TKE in the shear layer, S is the 
shear and < > denotes averaging.  Eddy viscosity models often perform badly or require 
tuning when compared to DNS. This is due to the models treating turbulence as a property of 
the fluid (Tennekes & Lumley, 1972) effectively discarding any understanding of the 
turbulence, which is a property of the flow not of the fluid.  
 
The problem when trying to capture the vertical mixing in one term can be illustrated by 
Carpenter et al. (2007) who found that, since asymmetric Holmboe instabilities do not 
overturn the central isopycnal and symmetric and asymmetric Homboe instabilities produce 2 
and 1 billows respectively, mixing rates were highly dependent on the asymmetry of the flow. 
Furthermore, depending on the parameter R, discussed previously, a shear flow may produce 
turbulence in the form of KH or H billows. The mixing per billow was investigated 
numerically by Smyth & Winters (2003) using three dimensional DNS.  They showed that  
and the mixing rate (M) were maintained at a higher rate for longer in the symmetric H 
billow, when compared to the KH billow.   
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The length scale at which the conversion of TKE to heat takes place is known as the 
Kolmogorov length scale (Lk) which, assuming stationary, isotropic, homogeneous turbulence 
(i.e. TKE ≈ ), can be expressed as: 
Lk 3/4 / 1/4 Equation 10 
where  is the kinematic viscosity of the fluid. Using dimensional arguments,  can be related 
to the large scale motions of the flow (in this case, the maximum vertical amplitude of a 
billow (Lmax)). It has been shown (numerically) by several authors that stratified turbulence 
can be invariant (statistically speaking) with respect to translation in time, space and rotation 
(Holt et al., 1992; Itsweire et al., 1993).   
 ≈(ΔU)3 / Lmax Equation 11 
If a billow scaling for Lmax could be found,  could be estimated using Equation 11.  
However, it will be shown that different values for Lmax exist for KH, H and AH billow.  
Furthermore the assumption that TKE ≈  is not valid for stratified flows.  TKE is also used to 
raise the background PE (PB) in stratified flow so that TKE ≈  + PB.  An alternative 
approach to estimating  utilised the Ozmidov length scale (Lo): 
Lo= 
1/2
 / N
3/2
 Equation 12 
where N is the buoyancy frequency (see section 3.4). Lo provides an estimate of the largest 
eddies that can be support by a stratified flow (Thorpe, 2007). Lo can be related to the Thorpe 
scale, LT, (Thorpe, 1977; Thorpe, 2007) by:  
Lo=αT LT Equation 13 
where αT is a constant ranging from 0.65 (Itsweire, 1984) to 0.95 (Ferron et al., 1998). Dillon 
took field measurements of Lo and LT in the seasonal oceanic thermocline (a location relevant 
to this study) and found αT=0.79±0.4. Given Equation 12 and Equation 13,  can be recast as 
follows: 
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= αT LT
2
 N
3
 Equation 14 
Osborn (1980), making the marginal stability assumption, related the upper bound of vertical 
eddy viscosity of mass (Kρ) to : 
kρ < ( Γ  )/ N
2 
Kρ = -< b’w’> / N
2
 = B / N
2
 
Equation 15 
Equation 16 
The production of TKE in the shear layer (P) is balanced in the stratified case by  and 
buoyancy flux (P≈B+), B is a product of the available (PA) and background (PB) potential 
energy and B ≈ PA+PB (Strang & Fernando, 2001b). The flux coefficient, mixing efficiency 
or sometimes, flux Richardson number (Γ or Rif) is often taken to be 0.2, although it is known 
to fluctuate (Moum et al., 1989; Strang & Fernando, 2001b; Carpenter et al., 2007). Osborn 
(1980) arrived at Γ≈0.2 by assuming that a general critical Richardson number existed for 
marginal stability.  An initially stable shear flow exhibiting marginal stability will have a 
gradient Richardson Number that reduces until the shear flow breaks. The breaking will raise 
the gradient Richardson Number and restores stability. The process is repeated. Linear 
stability analysis has demonstrated that a general critical Richardson number does not exists. 
The three dimensional numerical simulations of Peltier & Caulfield (2003) showed that, 
although the instantaneous mixing efficiency varied while the two dimensional KH billow 
rolls up, the amount of mixing was small (as was the dissipation ). When the two 
dimensional billow reached saturation, three dimensional convective instabilities were shown 
to trigger streamwise vortices and the impact/joining of these vortices between adjacent 
billows triggered the mixing transition. When the mixing transition occurred and the amount 
of mixing increased, the instantaneous mixing efficiency settled to Osborn’s value of Γ≈0.2.  
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The ability of Equation 15 to correctly predict kρ was tested by Strang & Fernando (2001a) 
against a direct measurement (Kρ = B/N
2
). Osborn’s (1980) method performed badly, with 
deviations from the measured value of up to 150%. Estimating Γ using the Richardson 
number as opposed to Osborn’s method reduced deviations to a maximum of 30%. The direct 
measurements of Kρ and Km were compared with models (Pacanowski & Philander, 1981; 
Peters et al., 1988) and oceanic measurements (Peters et al., 1995) and poor agreement was 
found. When eddy viscosities were non-dimensionalised by ΔU and Lo better agreement with 
theory was obtained. Eddy diffusivities and the flux coefficient were found to be directly 
related to a characteristic Richardson number.  This indicated that either, as and R were 
relatively constant across the experimental investigation, or that linear stability analysis was 
not applicable to the type of turbulence observed.  It was unlikely that KH billows were 
observed as R≈2 across the range of experiments. 
 
The entrainment velocity (ue) is the rate at which a mixed turbulent layer, of nearly uniform 
density and with a thickness of D, thickens (ue = dD/dt).  Many entrainment coefficients (En) 
have been derived (in the form En = ue/U ≈ Cc RIB
-n
; where U was the mean horizontal 
velocity, Cc and n were constants), using many different experimental approaches, that relate 
entrainment to Richardson number. A thorough review of the various entrainment 
coefficients can be found in Fernando (1991).  Strang & Fernando (2001b) produced highly 
resolved experimental measurements of En.  It was proposed that below a critical Richardson 
number KH instabilities had altered the entrainment rate subtly; otherwise En was found to be 
in good agreement with previous studies.  It was shown that entrainment was independent of 
RiB when RiB (Rig<0.09) was small (En = ue/U ≈ 0.024), which was consistent with 
Christodoulou (1986), who found that entrainment had a constant value in the range 0.02 < 
ue/U < 0.04 at low RiB.  Strang & Fernando (2001b) demonstrated that, for larger values of 
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RiB (0.1<Rig<1), En was proportional to RiB but with considerable scatter.  At larger values 
again (Rig>1) only Holmboe billows occurred and En remained proportional to RiB.  A fourth 
regime was possible, but no measurements were presented.  This regime was dominated by 
viscosity, so it was unlikely to make a meaningful contribution to mixing (see Fernando, 
1991).  Mixing efficiency (also Strange & Fernando, 2001b) was found to fall into 3 regimes.  
For low RiB, i.e. in a KH regime, mixing efficiency was low (Γ<0.15).  As RiB was increased 
it was proposed that KH billows resonated with ‘wavelike’ (probably symmetric Holmboe) 
instabilities causing a higher mixing rate (Γ<0.4).  Increasing RiB further led to the often 
quoted mixing rate (Γ≈0.2) and a Holmboe type mixing regime.  
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3 Experimental setup - Three layer stratification 
3.1 Experimental description  
The experiment was designed in such a way that comparisons could be made between the 
laboratory and oceanographic scales.  This was achieved by matching geometrical aspect 
ratios as far as practicable and ensuring internal Froude similarity between model and 
prototype conditions.  The Froude number (Fr) is defined as: 
Fr = U /( g'H2)
0.5
  Equation 17 
 
Where U is the characteristic velocity of the shear layer and (g'H2)
0.5 
represents the velocity 
of an internal gravity wave on the pycnocline.  The Bulk Richardson number (RiB) is equal to 
the square of the inverse Froude number.  
RiB = 1/Fr
2
 = g'H2 / U
2
  Equation 18 
 
The bulk and gradient Richardson numbers are equivalent (RiB = Rig) when R=1.  For 
conventional reasons Reynolds number similarity could not be satisfied.  Experiments were 
run only for high values of the appropriate Reynolds number in order to exploit the weak 
dependence of flow properties upon Reynolds number (particularly within the turbulent 
eddies associated with breaking).  The presence of lateral confining walls had a frictional 
effect upon the ISWs, previous experiments (Fructus et al, 2009) have shown that this effect 
was not dynamically important for the development of the wave. 
 
The schematic experimental arrangement can be seen in Figure 10. A rectangular-section, 
horizontal tank of length L and width W was filled initially with a homogeneous layer of fluid 
of density ρ3 to a depth H3. A linearly-stratified layer (pycnocline) of thickness H2 was then 
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placed above the first layer using the double reservoir technique (Fortuin, 1960; Hill, 2002; 
Economidou & Hunt, 2009) such that the density within this layer varied linearly between ρ3 
and ρ1.  The upper homogeneous layer of density ρ1 and thickness H1 was then added via a 
floating sponge. The total depth of the fluid system was H. An excess homogenous volume of 
fluid of density ρ1 was then added behind a partially-lowered, solid gate G located at a 
distance LG from one end of the tank (LG << L), resulting in a depression η0 in the pycnocline 
behind the gate. When the gate was removed vertically, a single ISW of depression 
propagated away from the gate on top of the pycnocline in the main part of the channel.  The 
geometrical dimensions of the section of the tank behind the gate (and the magnitude of the 
excess volume of fluid of density ρ1) were chosen carefully (Kao et al., 1985), in order to 
generate a single solitary wave of prescribed amplitude a and half-width λH, see appendix G 
for details. 
 
 
Figure 10 – Schematic experimental setup for the three layer experiments 
The experiments were performed in a wave tank having dimensions 12.6m x 0.5m x 1m, as 
described in Fructus et al. (2009). The prescribed density difference Δρ (Δρ=ρ3-ρ1) was 25.0 
± 1.5 kg/m
3
 in all cases. After the tank had been filled, a rigid lid was placed on the free 
surface of the upper layer. The rigid lid configuration has been used commonly in internal 
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wave experiments in the laboratory (e.g Fructus et al., 2009).  The rigid lid served several 
purposes. Firstly, it made comparisons with numerical simulations, in which the rigid lid 
assumption has been commonly applied, more straightforward. Secondly, it suppressed 
surface tension effects that are known (Grue et al., 1999) to generate spurious effects in such 
experiments.  Finally, the lid suppressed spurious free surface disturbances associated with 
the generation of the ISWs.  
 
The densities ρ1,3 of the saline solutions were chosen to ensure that the small, spherical, light-
reflecting Pliolite tracer particles (150-300μm diameter), that were added to the system for 
flow visualisation purposes (such as Particle Image Velocimetry (PIV)), were neutrally-
buoyant at some height within the pycnocline.  Natural variations in the density of the Pliolite 
beads within a given sample ensured that the tracer particles were distributed throughout the 
fluid depth.  Since the particles were present preferentially in the pycnocline, this region was 
seen most easily and the overturning regions formed when the wave breaks were easily 
identified.  
 
A bank of light boxes, arranged below the transparent base of the tank provided a narrow, 
partially-collimated, vertical plane of illumination at the mid-plane of the tank.  The motion 
of the tracer particles within this plane could then be viewed and recorded from the side by an 
array of three fixed cameras with either, (i) overlapping fields of view, located along the 
measurement section at approximately x≈L/2, or with (ii) spatially-distinct fields of view, 
evenly spaced along the measurement section.  Images from the fixed cameras were 
processed using the PIV function of DigiFlow software (Dalziel, 2006; Dalziel et al., 2007) 
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to determine time-dependent synoptic velocity fields (u,v) within the two-dimensional, 
illuminated sections (x,y) of the wave tank.  
3.2 Methodology 
There were many potentially important length scales associated with the ISWs. It was 
decided that the stratification would be fixed and ISWs of successively larger amplitude 
would be used.  This approach varied the parameter R, previously discussed.  It was difficult 
to control Rig as there were 5 parameters that set this value, some of which contributed to R 
(R varies between 0.6...2.2). Therefore it was decided that Rig would not be fixed, but kept 
low (Rig < 0.12 in all but 2 experiments), to encourage KH breaking.  Two experiments with 
Rig>0.25 and R>2 were conducted to investigate H instabilities.  Important parameters can be 
found in Table 1 (Appendix H). 
3.3 Defining layers 
There cannot be an infinitely thin transition between homogenous regions of miscible fluid 
that have different densities.  Any vertical depth of fluid of homogeneous density was defined 
as a layer, any transitional region (with reasonably constant gradient) between layers of 
homogenous density was also defined as a layer. In the literature it has been common for a 
stratification defined here as a three layer system, to be referred to as two layer system, 
because numerically a very thin pycnocline can be achieved.  The experiments herein, 
referred to as ‘three layer’ experiments, had three layers of fluid of thicknesses H1,2,3 in the 
stratification (in the main tank) into which the ISW propagated, this can be seen in Figure 11. 
Layers were labelled from the surface downward and were measured prior to the ISW 
passing.  Figure 11 demonstrates the method, using the intercepts of the tangents to the 
vertical density stratification, that defined the intermediate layer depth from the vertical 
density profile. 
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Figure 11 – Schematic plot of depth (z) versus density (ρ) showing the method used to define 
layer depths H1,2,3 in a 3-layer configuration 
3.4 Stratifying the tank 
In all experiments, the middle layer H2 was as close to a linearly stratified layer as possible, 
allowing the buoyancy frequency (N) to be calculated using the gradient of the linearly 
stratified region (Figure 12).  Measurements of the vertical density stratification were made 
while the tank was at rest, prior to the gate release.  Measurement of the buoyancy frequency 
prior to the gate release was advantageous in the laboratory as the stratified region at the ISW 
peak was often distorted by the generation of instabilities and billows, making the 
measurement of N unreliable.  The presence of a measurement device, like a conductivity 
sensor, in the ISW peak would have introduce further unwanted disturbances to the flow. 
 
Figure 12 – Schematic plot of buoyancy (b) versus depth (z)illustrating the method used to 
measure density stratification in regions of non-uniform density, where  –b = g'. 
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An alternative method of gaining an appropriate value of the buoyancy frequency within the 
stratified layer was to plot N(z) and looking for the peak value Nmax. Using this method it was 
shown, by several authors (Toole & Schmitt, 1987; Polzin, 1996; Kunze et al., 1990) that the 
measurement of N
2
 may be dependent on the vertical resolution (ΔzN) and the variation of 
ΔzN, if for example, the rate of data acquisition was not constant.  It was confirmed in this 
study that the Nmax method was more sensitive to the quality and the resolution of the data, 
consequently the linearised density gradient method shown was adopted.  
3.4.1 Measuring density profiles and layer depths 
Density profiles were obtained by means of an array of rapid-response, micro-conductivity 
sensors (Head, 1983) located at fixed positions along the channel and mounted on a 
motorised, rigid, rack and pinion traverse system fitted with a potentiometer. Each of the 
sensors was calibrated in advance using saline solutions of known density and temperature. 
At prescribed elapsed times, the sensors were driven rapidly through the fluid depth (in a 
typical transit time of approximately 1s), to obtain (after application of calibration data) 
quasi-instantaneous, synchronised density profiles in the breaking part of the ISW. The 
traverse system was positioned within the field of view of the cameras such that the density 
profiles could be associated with feature in the flow visualisation. The sample rate of the 
sensors was low, approximately 100Hz, due to hardware constraints.  This was sufficient to 
capture density profiles as the phenomena of interest, KH and H billows, were large and slow 
moving.  Approximately three samples per cm were obtained, corresponding to 
approximately thirty samples from a fully developed KH billow. When measuring N 
(N=[(g/ρ0)(∂ρ/∂z)]
1/2
), ∂ρ/∂z was substituted for ∆ρ/H2 as it was assumed that they were 
effectively the same in a linear stratification. This allowed the linearised density gradient 
method, discussed in section 3.4, to be used. 
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3.5 Measuring velocity profiles 
Post-processing of the images captured was accomplished using the PIV functionality within 
Digiflow (Dalziel, 2006; Dalziel et al., 2007), allowing the horizontal velocity shear to be 
measured. The depth of the velocity shear layer (dz) within the ISW was obtained from a 
vertical transect of horizontal velocities through the peak of the ISW. The profile was 
averaged over several frames to reduce the noise that arose from PIV errors. The interfacial 
layer depth (dz) was defined by the levels at which a tangent to the strained region intersected 
with a vertical tangent to the peak upper and lower velocities, as depicted in Figure 13. The 
magnitude of the change in horizontal velocity (ΔU) was defined as shown in Figure 13. 
 
 
Figure 13 – Sketch defining the vertical thickness of the velocity interface (dz) and the 
velocity difference (∆U) across the shear layer 
Alternatively, a plot of ∂u/∂z versus H would show a peak at the point where the gradient was 
most steep and this plot could be used to determine the mean level of the velocity interface.  
This method was not adopted for several reasons: the plot of ∂u/∂z versus H required 
smoothing, whereas the gradient method chosen did not (the averaging of several profiles was 
sufficient). PIV was sometimes under-resolved and the chosen method based on linearised 
representation of the velocity shear performed better in these situations. As previously 
mentioned it was shown, by several authors, (Toole & Schmitt, 1987; Polzin, 1996; Kunze et 
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al., 1990) that the measurement of ∂u/∂z may be dependent on the vertical resolution (Δzv) 
and sensitive to variations in sample rate. The chosen method also provided an unambiguous 
method for numerical comparison. When calculating the gradient Richardson number (Rig; 
Equation 6) ∂u/∂z was substituted for ΔU/dz; it was assumed that they were effectively the 
same when using an idealised linear velocity profile. 
3.6 Measurement of ISW amplitude and ISW speed 
Measuring the wave phase speed (c) of a breaking ISW was challenging.  Establishing the 
horizontal position of the ISW peak was a somewhat subjective process for a strongly 
breaking ISW, where the back of the ISW was temporally and spatially varying. The 
following scheme was devised to obtain an accurate measurement of wave speed.  
 
At a given horizontal position in the camera frame at time t=t0 a vertical column, one pixel in 
width, of the captured image was retained.  At time t=t0+1/30s at the same position in the 
camera frame another vertical column of image was retained.  Placing these and subsequent 
vertical columns of image in time order produced a time series image of the ISW where the 
ISW peak was more easily identifiable.  Such a time series image can be created for any 
horizontal position x within the camera frame.  Producing times series images at multiple 
camera positions allowed the position of the ISW peak to be plotted versus time, the gradient 
of which gave the ISW speed.  Carrying out this scheme manually was time consuming, 
consequently the process was automated. 
 
An algorithm was created which located the bright band, which corresponds with the 
preferentially-lit pycnocline, within any given time series image.  This was done by assuming 
that the intensity of light vertically had a Gaussian distribution in the preferentially-lit 
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pycnocline.  The preferentially-lit pycnocline was found by fitting a Gaussian distribution 
vertically at each location in a time series image.  By fitting a simple quadratic shape through 
the pycnocline centre obtained above, the location of the ISW peak was obtained. This 
allowed the time for the peak of the ISW passing position x to be identified. This procedure 
was then repeated every 10 pixels throughout the camera frame for each camera.  A plot of 
position against time was produced typically with 100 points.  Outliers produced by the linear 
fitting were removed by the assessment of Cook's distance (Cook, 1979).  The gradient of the 
position time plot gave the wave speed.  The error associated with this procedure was 
assessed to be approximately ±6% by examination of the maximum and minimum gradient 
lines of best fit that could be drawn through the data.  There were further errors associated 
with the refractive index, present within each image captured, that were unaccounted for in 
this estimate.  Refractive index errors were partially accounted for by calibration of the 
software (digiflow) displaying the time series images.  The remaining refractive errors were 
small in comparison with other errors in the procedure.  (Credit for the algorithm that 
automated this procedure must go to Dr. Stuart King). 
 
To obtain measurements of the ISW amplitude, time series images from the centre of each 
camera frame were used.  By tracing the initial height of the preferentially-lit pycnocline, and 
its subsequent minimum height at the ISW peak a measure of the ISW amplitude was found. 
The ISW amplitude was measured from a given initial height which was always chosen to lie 
within the initial location of the pycnocline. The initial vertical location of the pycnocline 
was found using the conductivity sensors. This method ensured that the amplitudes measured 
are comparable with those reported by Fructus et al. (2009). The error associated with the 
initial choice of the height of the bright patch within the pycnocline was a±Δa/2, where: 
Δa=(a2-a1), a1 was the amplitude measured from the isopycnal that coincided with the 
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smallest amplitude and a2 the largest. Uncertainty in the measurement was further reduced by 
taking 9 similar measurements from three different cameras and from locations within the 
central third of each camera view. As described above, refractive errors were partially 
accounted for by calibration of the software displaying the time series image.  The remaining 
refractive error was negligible compared with the selective error associated with choosing a 
height within, but not expressly on, the boundary of the pycnocline. 
3.7 Creating Breaking ISWs in a three layer regime 
Breaking ISWs were created in the laboratory in three ways: 
 Creating a large amplitude ISW maximised the return flow in the tank (at the ISW 
peak), this in turn maximised the horizontal velocity difference at the wave peak (see 
Figure 13).  As a result (∂u/∂z)2 increased, and the Richardson number at the wave 
peak decreased.  This made breaking more likely.  When the amplitude of an ISW 
reached the conjugate depth (Benjamin, 1966) it would not increase in amplitude, 
instead the peak of the wave flattened.  At this point, making successively larger 
waves did not result in increased ISW speed and consequently higher shear across the 
middle layer. 
 Reducing the density difference or the reduced gravity (g') across the linearly 
stratified layer H2 (pycnocline; see Figure 14) reduced the buoyancy frequency (N), 
which in turn decreased the Richardson number at the ISW peak, making breaking 
more likely. Obviously decreasing the density difference to zero prohibited ISW 
activity.  
 Reducing the layer depth H2. This appeared to be counterproductive because reducing 
H2 increased the buoyancy frequency (N) and subsequently increased the Richardson 
number at the ISW peak. However H2 was not squared in the Richardson number so 
 53 
 
the effect upon Rig of increasing H2 was smaller compared with that of changing ΔU 
or the reduced gravity (g').  In practice, a thin H2 was more likely to allow breaking, 
for otherwise identical conditions.  It is worth noting that reducing H2 changed the 
Ratio R (R=dz/H2) which, if a threshold value of R was passed, will change the 
instability type.  Furthermore, it will be shown later in this thesis that reducing the 
thickness of the pycnocline resulted in more numerous billows. Although breaking 
can be encouraged in three ways, waves with similar Richardson numbers (at the ISW 
peak) may experience different instability types because the R value can be very 
different for a similar Richardson number.  
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4 Experimental setup - two layer stratification 
The stratification in the main tank for the two layer experiments can be seen in Figure 14. 
Layers were labelled from the surface downward.  This stratification was considered a natural 
extension of the three layer experiments where what was previously labelled H1 was taken to 
the limit (zero).  What was label H2 in the three layer experiments, from here on will be label 
H1 and H3 will, from here on be labelled H2.  The density of the volume of water behind the 
partially submerged gate, that becomes the ISW when the gate is released, matched the 
density of the water at the surface in the main tank. 
 
Figure 14 – Defining the layer depths H1 and H2 for the 2-layer experiments  
4.1 Experimental Description  
The schematic experimental arrangement can be seen in Figure 15. A rectangular-section, 
horizontal tank of length L and width W was filled initially with a homogeneous layer of 
fluid of density ρ2 and thickness H2. A linearly-stratified layer (pycnocline) of thickness H1 
was then placed above the first layer using the double reservoir technique (Fortuin, 1960; 
Hill, 2002; Economidou & Hunt, 2009) or an alternative technique (see section 4.2 below), 
such that the density within this layer varied between ρ2 and ρ1.  The total depth of the fluid 
system was H. An excess homogenous volume of fluid of density ρ1 was then added behind a 
partially-lowered, solid gate G located at a distance LG from one end of the tank (LG << L), 
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resulting in a depression η0 in the pycnocline behind the gate.   When the gate was removed 
vertically, a single ISW of depression propagated away from the gate and on top of the 
pycnocline in the main part of the channel.  The geometrical dimensions of the section of the 
tank behind the gate (and the excess volume of fluid of density ρ1) were chosen carefully 
(Kao et al., 1985), in order to generate a single solitary ISW.    
 
Figure 15 – The laboratory arrangement for experiments with the two layer stratification. 
The 2 layer experiments were performed in a wave tank with dimensions of 6.4 m × 0.4 m × 
0.6 m, as described in Carr et al. (2008). Combinations of salt solutions of prescribed solute 
concentration were used as the stratifying agents.  In some cases after the tank had been 
filled, a rigid lid was placed very carefully on the free surface as discussed previously.  The 
seeding and illumination of the tank has already been described in section 3.1. 
4.2 Stratifying the tank 
The stratification obtained using the double reservoir technique was difficult to repeat and it 
provided a limited range of layer depths for the 2 layer stratification.  Consequently, an 
alternative method (wave method) was used that allowed experimental parameters to be 
repeated more easily with a broader parameter range.  The wave method involved releasing a 
volume of fluid density ρ1 from behind the gate into the main tank filled with homogenous 
fluid density ρ2.  When the fluid in the tank had come to rest a linear stratification remained. 
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The subtleties of this process were discussed in Appendix A. In all experiments, the upper 
layer was as close to a linearly stratified layer as possible, allowing the buoyancy frequency 
(N) to be calculated using the gradient of the linearly stratified region (Figure 16). 
Measurements of the vertical density stratification were made while the tank was at rest, prior 
to the gate release.  
 
Figure 16 – Schematic plot of -b versus z for the 2-layer experiments 
4.2.1 Measuring density profiles and layer depths 
Density profiles were obtained, as previously described, by means of an array of rapid 
response (800 Hz) micro-conductivity sensors (Head, 1983; see appendix D for details) 
located at fixed positions along the channel and mounted on a motorised, rigid, rack and 
pinion traverse system fitted with a potentiometer (Figure 17).   
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Figure 17 – Side view of the motorised traverse system used for density profiling.  A 
vertically orientated micro-conductivity probe is shown attached to a plate which was driven 
vertically by the motor. The plate moved on two runners for stability. 
For the 2 layer experiments the acquisition rate of the analogue to digital converter (ADC) 
card (DAS1000; see appendix E for details) was set at a higher rate of 2000 Hz, a previously 
unattainable rate during the 3 layer experiments due to the hardware constraints at the time. 
The high sampling rate on the ADC allowed the sensors to be oversampled (their response 
rate was ~800 Hz) removing any residual aliasing from the signal.  A further advantage of the 
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new ADC was that it accepted 16 analogue channels meaning many more sensors could be 
used at once, where previously during the three layer experiments the old equipment was 
restricted to 5 sensors per ADC. The sensors were connected to the ADC via a 
Bayonet Neill–Concelma (BNC) signal connection box (BNC-16SE; see appendix F for 
details); schematically this can be seen in Figure 18.  
 
Figure 18 – Schematically the electronics were connected as shown 
A stand alone program for Windows was written by the author using labVIEW (National 
Instruments, 2013) to take advantage of the new hardware.  
 
Figure 19 – Data acquisition program 
A screenshot of the program can be seen in Figure 19; the right hand side of the screen 
displayed the last data capture triggered by the signal from channel 0, while the left hand side 
of the screen displayed a live view of the data stream from the ADC. Various parameters can 
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be set including the type of trigger, the sample rate and the number of data items per trigger, 
making it a versatile tool for future studies. Sensor calibration was discussed previously in 
section 3.4.1. 
 
Layer depths were defined when a tangent to the linearly stratified region intersected with a 
tangent to the homogeneous layer as depicted in Figure 14. This was done shortly before each 
experiment was conducted.  
4.2.2 Estimating the background potential energy PB 
The vertical distribution of density was measured before an ISW was released (solid line in 
Figure 20), to obtain the layer depths.   At this time the fluid was at rest and the stratification 
was stable so that TKE=0 and PA=0.  Profiles were also taken during an experiment and in 
the wake of an ISW, after a duration of approximately one wave period (see dashed line in 
Figure 20).  After one wave period the velocity shear across the pycnocline was small and 
PA≈0, i.e. comparing the monotonically reordered background profile (PBs) to the measured 
profile (PB) showed very little change (PA=PBs-PB≈0).  Typically this was true, and if 
instabilities existed they were small approaching the scale of the noise associated with the 
sensor.  It was also assumed that one wave period gave sufficient time for the Richardson 
number to rise well above its critical value, it followed that there was no more entrainment 
due to shear instabilities.  From observation this appeared to be true, buoyancy appeared to be 
dominating after one wave period.  Measurements of PB before and after the ISWs passing 
would assist in characterising the vertical mixing.  The timing of the profiles taken from the 
ISW’s wake was limited to one wave period after the passage of the ISW due to the finite 
length of the tank.  After more than one wave period the profiling was affected by reflection 
of the ISW on the downstream wall.  
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There were several sources and sinks of energy in the system which could not be accounted 
for. The removal of the gate contributed to mixing and ultimately raising the background 
potential energy.  Boundary layers on the tank walls and tank base were another energy sink 
that was difficult to quantify.  For this reason the total energy budget approach was not 
attempted.  Instead the energy loss from the initial stratification was found. It was thought 
that this may show evidence of the ISW transitioning to the rotating core type ISW.  
 
It can be seen (Figure 20) that the pycnocline was still depressed in the post ISW density 
profile, this was due to a trailing volume of fluid that did not get into the leading ISW.  Given 
a longer tank, the post wave profile would have recovered to its previous level after the 
volume trailing the ISW had passed.  For this reason the pre and post wave profiles were 
aligned about the undisturbed section of pycnocline, simulating the pycnocline recovery.  
This approach excluded an unrealistic energy loss to PB. Thus only the potential energy, 
labelled PB in Figure 20(b), was considered. 
(a)  (b)  
Figure 20 – Defining the energy lost from the background stratification (a) A typical density 
profile pre (solid line) and post (dashed line) ISW. (b) The post ISW density profile was 
shifted. 
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The potential energy (PE) of a vertical 1D transect of the water column was calculated by 
evaluating Equation 19 numerically.  This resulted in PE per unit area (kg/s
2
 per m
2
).  In the 
absence of turbulent motions and if local velocities were sufficiently low then PB was found 
using Equation 19. 
 
Equation 19 
The area of the segment labelled PB (Figure 20(b)) was found by subtracting the adjusted PE 
of the water column after the wave had passed, from the PE of the water column prior to the 
waves passing.  In practice several sensors were used to obtain the vertical transects which 
were then averaged, reducing the chance of an anomaly in the density field skewing the data.  
A further example can be seen in section 7.3.  
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5 Experimental observations – Three layer stratification 
Figure 21 shows a side view of a breaking ISW; variation in brightness can be attributed to 
the variation in concentration of the light scattering Pliolite particles seeded within the flow. 
The ISW was travelling from left to right, as were the billows which travel in the same 
direction as the ISW with a speed that was somewhat less than the ISW phase speed.  The 
speed attained by the billows was proportional to the degree of asymmetry of the billow 
(Lawrence et al., 1991).  Asymmetry and billow speed has been discussed in more detail in 
section 6.1.6.  The conductivity sensors can be seen twice in a retracted position in the upper 
part of the image; this was an artefact from the compilation of the composite image. Three 
camera stills, from three different x/H locations, at two times were used in the composite 
image. The rear part of the ISW (x/H < 0.42) was constructed from images taken 
simultaneously from 3 cameras with overlapping fields of view. The front part of the ISW 
(x/H > 0.42) was constructed from the same 3 cameras at an earlier time, the non-dimensional 
interval between the 2 times was ΔtN=17.4.  The boundary between the two times is marked 
by a thin white line at x/H = 0.42.  Fructus et al., (2009) established that the front of a 
breaking ISW was of constant form, this was verified by inspection of the current 
experiments. The composite image in Figure 21 therefore represents an accurate view of the 
ISW as seen in the experiments, with the composite technique merely being required to 
construct a full wavelength from static cameras, each of which had a field of view too narrow 
to show the entire ISW. 
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Figure 21 – Composite image from Experiment 141010 where: N ≈ 3.5s-2, R ≈ 1.1, Rig ≈0 .07, 
c/c0 ≈ 1.4, a/H ≈ 0.27, further parameter can be found in Appendix H. 
The velocity shear across the pycnocline was known to vary with horizontal position, 
reaching a maximum value near the ISW peak (Fructus et al., 2009). It can be seen in Figure 
21 that instabilities formed on or near the ISW peak, the position of maximum shear. It can 
also be seen that billows were suppressed on the front of the ISW. This was consistent with 
previous studies of breaking ISWs both experimentally (Fructus et al., 2009), and 
numerically (Carr et al., 2011; Camassa et al., 2012).  For very large amplitude ISWs 
instabilities can be found slightly ahead of the ISW peak (Carr et al., 2011). 
(a)  (b)  
Figure 22 – Images showing billows that appear to (a) not grow in series (t=t0) and that (b) 
do appear to grow in series (t=t0+∆t). Experiment 141010, key parameter in Figure 21’s 
caption. 
It was observed that, although the instabilities all started to grow around the ISW peak, they 
did not always grow from exactly the same point on the ISW.  For example Figure 22(a) 
shows two billows that were at approximately the same stage in their time evolution, 
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therefore they must have grown from two different locations on the ISW.  Conversely, at 
other times the billows can grow from more-or-less the same location on the ISW and 
therefore appear to grown in series as shown in Figure 22(b).  In both cases, billows could be 
consistently described by tracking their evolution since their own inception, regardless of the 
position on the ISW. This has been demonstrated in section 6.1.3.  The  description of a 
billow was characterised against the time since its own inception from here on as opposed to 
its position on the ISW.  
 
Figure 23 shows the time development of an individual billow. The initial perturbation’s 
vertical growth (Figure 23(a)) was preferentially advected by the shear flow, concentrating 
vorticity. This initial perturbation subsequently overturned (Figure 23(b...d)), forming a 
recognisable KH billow. The entrainment into the billow appeared to be closed off (Figure 
23(e)) and the vertical growth slowed. The billow reached its maximum vertical extent at 
tN≈11, referred to as saturation, buoyancy became dominant over shear and the billow began 
to collapse (Figure 23(f)). 
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Figure 23 – The evolution of a billow from experiment 141010 key parameter in Figure 21’s 
caption. Where z/H≈0.27 and x/H≈0.38. Panels (a)-(f) correspond to non-dimensional times 
(t-t0)N≈ 0, 1.69, 3.39, 4.52, 6.43, 7.79, 11.63, where t0 marks the inception time of the billow.  
It will be shown later (Figure 34, Figure 35) that the non-dimensional time for complete KH 
billow growth (~11tN) was smaller than the non-dimensional time for the parent ISW to 
overtake the billow (~20tN).  Consequently, the ISW did not limit the growth of a KH billow 
by removing the shear flow, prior to the billow reaching saturation.  It will also be shown that 
the time for complete billow growth on an ISW was similar to the time found for billows 
growing in the uniform shear flow experiments of De Silva et al. (1996).  
 
The billows in this study were observed to propagate forward with some percentage of the 
ISW speed, in the direction of the ISW (see section 6.1.6). It is possible, although it was not 
observed in these experiments (personal communication Carr, 2011), that some classes of 
internal waves could exhibit backward propagating billows. In these cases billows could 
become sensitive to their location on the ISW, as they develop their vertical growth may be 
limited by the ISW. 
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Figure 24 – Conductivity sensors in mid strike positions from experiment 141010 key 
parameter in Figure 21’s caption. Sensors 4, 7 and 11 (indicated), Image size 0.84 x/H, 0.61 
z/H. 
Buoyancy profiles from billows were obtained when the conductivity sensors passed through 
the centre of a billow.  This can be seen in Figure 24, where sensors 4, 7 and 11 were 
acceptably close to the centre of a billow.  Sensors 8, 9 and 12 strike areas between billows 
revealing a stable density structure and a pycnocline that was relatively unaffected.  This was 
typical of the undisturbed section between billows. The full buoyancy profiles from the strike 
can be seen in Figure 25, in which the buoyancy for each successive sensor was offset by 
unity so that each strike was easily identifiable. The buoyancy profiles in Figure 26 were 
clipped from full profiles similar to those seen in Figure 25 to show the buoyancy variation 
within a billow more clearly. The buoyancy profile within a billow evolved with time, the 
typical buoyancy structure of a KH billow over a generic cycle can be seen in Figure 26.  
Figure 26(a) corresponds with a billow undergoing its first overturn (similar to Figure 23(b)), 
the buoyancy inversion does not reach the ultimate limits of available buoyancy, as it has 
formed inside the linearly stratified pycnocline and fluid from the top or bottom layer was not 
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yet drawn into the billow.  A second overturn can be seen in Figure 26(b).  The outside arm 
of the billow is now entraining fluid from the upper and lower limits of the pycnocline almost 
reaching the ultimate values of buoyancy available; typically this would look like the billow 
in Figure 23(c), (d).  Figure 26(c) shows a third overturn where the maximum and minimum 
available buoyancy has been reached, typically this would look like the billow in Figure 
23(e), (f). When the billow began to collapse (Figure 26(d)), the buoyancy structure of the 
billow was lost. Mixing and reordering in a buoyancy-dominated regime followed.  
 
Thorpe scale analysis can be used on field data to identify billows in density profiles where 
no visual confirmation was available (Galbraith & Kelley, 1996).  The identified billows may 
then be used to classify or compare the flow being studied.  The Thorpe scale LT (Thorpe, 
1977) can also quantify the vertical scale and structure of statically-unstable regions or 
overturns.  To compare the Thorpe scales in this study with others it was sensible to select 
Thorpe scales from the centre of billows, which is what is sought in the field.  A billow’s 
maximum Thorpe scale will be calculated from vertical profiles recorded within the middle 
quarter of a billow (De Silva et al., 1996) and in this laboratory study only sensor strikes 
recorded from the centre (or close by) of a billow have been used. The procedure for 
obtaining Thorpe scales has been explained previously by Dillon (1982), and elsewhere 
(Thorpe, 2007).  In short, a density profile may be re-ordered to a monotonically stable 
profile.  The minimum vertical distance each fluid particle was moved to achieve this state is 
referred to as the Thorpe displacement (d') for that fluid particle. The corresponding Thorpe 
scale represents the RMS (root mean square) value of the Thorpe displacements for a given 
density profile.  The maximum Thorpe scale (LTmax) used by some investigators, is defined as 
the maximum value of Thorpe displacement rather than the RMS. The vertical height of a 
billow (Lb) can be directly measured from any profile in Figure 26. The ratio LT/Lb has been 
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found in other investigations (Dillion, 1982; De Silva, 1996) to be approximately constant for 
any vertical transect of a billow, unlike the Thorpe scales themselves which vary with 
position. This was discussed further in section 6.1.1. 
 
Figure 25 – b versus z/H for the entire strike depth for all sensors in experiment 141010. 
Note that sensors 1 and 2 were offset vertically for practical purposes; this can also be seen 
in Figure 24. Each profile was offset by unity so they could be seen more clearly. 
Figure 24 shows sensors at mid depth, the sensor strike can be seen to hit the centre of three 
billows on sensors 4, 7 and 11; these were suitable candidates for Thorpe scale analysis.  
Consequently the clipped profiles, examples of which can be seen in Figure 26, were used to 
generate Thorpe scales. 
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Figure 26 – The vertical buoyancy profile through the centre of a various billows (051010, 
230910, 011010, 201010), for non-dimensional times (t-t0)N≈ 3.70,5.85,7.42,11.71 and 
Thorpe scales LT/Lb=0.40,0.49,0.33,0.42. Where b0 was the maximum buoyancy for each 
profile.   
It can be seen from Figure 27 that the mid-density position on the density profile taken before 
and during a billow’s development almost correspond. The assumption that these points 
overlap was made to estimate billow speed in section 6.1.6. It can be seen in Figure 29 that 
this assumption does not hold for asymmetric Holmboe billows. 
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Figure 27 – Plot of z versus density for experiment 011010, parameters can be found in 
appendix H. 
Holmboe like billows occurred in 2 experiments (051010 and 061010). It can be seen in 
Figure 28 that visually it was difficult to distinguish the Holmboe like billow from the KH 
billow shown in Figure 23. The most obvious visual difference was that the H billows 
appeared to be small when compared with KH billows.  Without knowledge of the 
experimental parameters this was not strong supporting evidence that a suspected H billow 
was not just a small KH billow.  Figure 28 illustrates the evolution of a AH like billow.  
Initially the H like instability had grown and the vorticity concentrated sufficiently to cause 
the first overturn.  At this point, where there was a density inversion we refer to the 
phenomena as a billow. The H like billow grew vertically at a constant rate (Figure 28(a) - 
(d)) until collapse at around tN≈11 (Figure 28(e)). It was not possible to show the typical 
density structure of H like billow over a generic cycle because there were not enough 
sampled billows within the H data. 
 71 
 
 (a)   (b)  (c)  
 (d)  (e)  
Figure 28 – The evolution of a asymmetric Holmboe like billow from 051010 experimental 
condition can be found in appendix H, Image size 0.20 x/H, 0.19 z/H. Panels (a)-(e) 
correspond to non-dimensional times (t-t0)N≈ 0, 2.55, 5.11, 7.66, 10.21, where t0 marks the 
inception time of the billow. 
When the density profile from H billows were analysed, the differences between the KH and 
H billows became more apparent.  The density profile that corresponds to the billow pictured 
in Figure 28(e), from experiment 051010, can be seen in Figure 29.  It can be seen that the 
billow had not entrained fluid from the upper and lower extremes of available density.  This 
indicated that the billow had rolled up within the pycnocline.  Also it can be seen that the H 
billow had rolled up in the upper half of the pycnocline unlike the KH billows which rolled 
up in the middle of the density interface. These were both typical attributes of an asymmetric 
H billow (Carpenter et al., 2010; Carpenter et al., 2013).  Further evidence, that experiments 
051010 and 061010 were exhibiting asymmetric H billows can be found in Appendix H.  It 
can be seen that the parameters R (R=2.1 and 2.2 respectively) and Rig (Rig=0.25 and 0.32 
respectively) were in a regime that would favour H billows.  Further differences between the 
KH and the asymmetric H billows were found when examining the vertical growth rates of 
the billows (see section 6.1.3).  
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Figure 29 – A density profile through a asymmetric Holmboe like billow from experiment 
051010. Experimental parameters can be found in appendix H. The strike can be seen in 
Figure 28 panel (e). 
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6 Experimental findings – Three layer stratification 
6.1.1 Billow structure 
As discussed earlier the Thorpe scale (LT) is widely used in oceanography (Dillon, 1982). 
Comparing the ratio LT/Lb found in this study (where Lb is the vertical extent of a billow) with 
the ratio commonly found in the ocean (Dillon, 1982), revealed that the billows formed on 
the ISW did not differ significantly in terms of vertical structure when compared to billows 
recorded in various conditions in the ocean. From Figure 30 it can be seen that the 
experimental ratio (LT/Lb ≈ 0.43) compared favourably with oceanographic estimates (Herbert 
et al., 1992; LT/Lb ≈ 0.5 and Gibson et al., 1993 (LT/Lb ≈ 0.41)) and compared well with 
numerical values (LT/Lb ≈ 0.43, private communication; King 2012). De Silva et al. (1996) 
found that LT/Lb ≈ 0.49 was common in the laboratory and the ocean. The Thorpe length 
scale’s relationship with billow height was linear over the range investigated (Figure 30). 
Accurate measurements of Lb were difficult near the origin as Lb approached the 
experimental error. At some small length scale Lb will tend to some finite value before 
reaching the origin; this would be the minimum overturn scale of a billow. 
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Figure 30 – Plot of LT (m) versus Lb (m) for all billows measured in the experiments listed in 
appendix H.  Dashed lines LT/Lb ≈ 0.5 (LT = 0.5 Lb - 0.007) and the solid LT/Lb ≈ 0.43 (LT = 
0.43 Lb - 0.0019) 
The ratio LT/Lb was approximately constant across all the samples that were obtained in the 
non-dimensional time range 2<tN<12.  This was an indication that the ratio LT/Lb was 
constant over a billow’s evolution, admittedly with a wide band of uncertainty.  It can be seen 
from Figure 31 that there was a constant disparity (LT/Lb or LT max/Lb) between De Silva et al. 
(1996) and this study. This disparity appeared to be systematic, possibly as the result of 
experimental or analytical bias, for example the subjectivity in the selection of the billow 
from the density profile. When selecting the billow from the profile the first deviation from 
the background density could be used as the upper bound of a billow (as in this study); 
alternatively one could select the first deviation from the Thorpe distance (d'=0). Using the 
second definition one could artificially increase the gradient of the (solid) line shown in 
Figure 30 by 0.05. The error associated with the sensor’s resolution and the calibration of the 
potentiometer could account for the remaining error. The sensors were known to overshoot 
their estimate of density when a steep density gradient was first encountered. 
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Several H billows were thought to have been observed in these experiments and, although the 
mechanism for their generation was different from KH billows, their billow heights and 
Thorpe scales appeared to scale with those of the KH billows. 
 
Figure 31 – The ratio LT/Lb (denoted by x) and LT max/Lb (denoted by Δ) versus non-
dimensional time tN. For all billows measured in the experiments listed in appendix H. 
6.1.2 Selecting a non-dimensional scheme 
As established earlier, KH instabilities emerged from the vorticity field, as a result they can 
occur in stratified or homogenous fluids. With this in mind it was logical to use a vertical 
length scale from the velocity field to scale the vertical extent of a billow (Lb). The only 
vertical length scale available was the velocity interfacial thickness (dz). De Silva et al. 
(1996) had already shown that the instability wavelength (λB) was useful for this purpose; this 
method was not adopted simply because it did not collapse the data well compared to other 
length scales. The failure of λB to collapse the data cannot be attributed to it being a poor 
choice of length scale; λB was a difficult parameter to measure in the laboratory and as such it 
had an unhelpful degree of uncertainty. It has been shown (Figure 37) that dz and λB were 
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linearly related in these experiments, as such the two can be considered interchangeable for 
the purposes of dimensional analysis. Furthermore, it was thought that describing the KH 
billow with a property (dz) of the background flow would prove more useful than describing 
the KH billow with a property of the flow that was not known a priori (λB).  tN was chosen as 
a time scale because it was the only natural time scale in the experiments.   
 
It was tempting to use length scales of the undisturbed system such as those found behind the 
gate i.e. the excess volume that became the ISW or ISWs when the gate was released. These 
quantities were avoided as they were not readily transferable to comparisons with 
oceanographic and numerical ISWs. Intuitively the next best option would be to take the 
amplitude, wavelength and phase speed of the ISW as the externally-prescribed parameters 
(at least in the non-breaking cases).  However, the pitfall here, particularly for breaking ISWs 
was that the amplitude, phase speed and wavelength are affected by the breaking.  There were 
other length scales that could have been selected. H2 could be suitable but as mentioned it 
was sensible to select a length scale from the vorticity field.  Additionally using dz instead of 
H2 would allow the billows from this study to be compared with billows that have grown in a 
homogeneous fluid (where there would be no H2).  Other length scales such as the external 
scales H1, H and H3 were not used because they did not collapse the data. One would not 
expect these parameters to scale with the shear so it was reassuring that they were not found 
to be useful length scales. 
6.1.3 Billow amplitude 
Billows that grew with the same initial conditions i.e. on the same ISW, were observed to 
grow vertically at the same rate. This can be seen in Figure 32 where 3 billows from the same 
ISW were tracked giving their vertical non-dimensional height (Lb/dz) versus their local, non-
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dimensional time since inception (t-t0N). When overlaid as in Figure 33 it becomes clear that 
the billows were similar in nature for the same initial conditions i.e. on the same ISW. 
 
Figure 32 – Non-dimensional vertical amplitude versus non-dimensional time for 3 separate 
billows occurring on the same ISW (141010). The experimental parameters can be found in 
appendix H.  
The error associated with measuring Lb may have been sufficiently large to mask variations 
that would otherwise be apparent; as shown in Figure 33.  Furthermore only a few billows per 
ISW were sampled.  Instabilities formed in a narrow band of positions on or near the ISW 
peak.  It would be sensible to assume that this could also provide variability in the initial 
condition and resultant billows, as shear varied (albeit slowly) across the ISW peak.  
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Figure 33 – Non-dimensional vertical amplitude versus non-dimensional time for 3 billows 
overlaid together, occurring on the same ISW (141010). The experimental parameters can be 
found in appendix H. 
The approximate time for an ISW to pass a billow was estimated assuming a billow was 
stationary. A billow’s horizontal velocity was insignificant compared to the wave speed in all 
cases. The time for the complete vertical growth of a KH billow (tN≈11), was shorter than the 
typical time for the ISW to overtake a growing KH billow (tN≈20). Consequently a billow 
was supplied with shear by the ISW for long enough to reach saturation.  If the time scale of 
the billow and ISW had been comparable the ISW would have limited the vertical extent of a 
billow by removing the driving shear before saturation. This was not the case in this study but 
conceivably it ws possible. 
 
When the dimensionless plots of the billow height versus time (Figure 33), from all the 
experiments, were plotted together it became clear that there were three different regimes of 
billow growth (Figure 34, Figure 35 and Figure 36). The ratio of velocity to density 
interfacial thickness (R=dz/H2) was found to be the determining parameter between the three 
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regimes. The parameter R has been used previously to separate different instabilities during 
linear stability analysis (see Smyth & Winters, (2003) and Carpenter et al. (2010) for a 
detailed explanation of the classification of different instabilities and consequently billows). 
In the range 0<R<1 (Figure 34) (regime 1) i.e. when the velocity interface thickness was 
greater than the density interface thickness, a KH instability grew only for a short time in the 
pycnocline before it was growing in the upper and lower homogeneous dense layers.  Billows 
of this type (when 0<R<1) exhibit a constant growth rate Lb/t = 0.42 N dz.  This constant 
growth rate was followed by collapse at non-dimensional time tN≈11, reaching a maximum 
vertical extent of Lb/dz≈5.  It has been shown that dz was proportional to λB (see Figure 37); it 
follows that if R was small λB was also small.  The difference in appearance between regime 1 
and regime 2 billows could be attributed to λB confining the billows in regime 1 and not 
confining them in regime 2.  
 
Experimental and numerical data from low R value billows are rare; consequently there was a 
lack of data available for comparison with regime 1.  Strictly speaking, in regime 1, R varied 
in the range 0.6<R<1 (see Appendix H), it was assumed that no new behaviour existed 
between 0<R<0.6. This assumption was reasonable when considered in terms of linear 
stability analysis.  Revisiting Figure 6, it can be seen that, for fixed Rig and λB, the likelihood 
of producing a KH instability as opposed to a H instability increased with decreasing R.  It 
followed that, as R approached zero, only KH instabilities were likely to appear.  
Consequently it was deemed safe to report regime 1 as being in the range 0<R<1 instead of in 
the range 0.6<R<1. 
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Figure 34 – Experimental vertical growth rate for Runs 1 -7 (see Appendix H) in the range: 
0<R<1 and 0.04<Rig<0.06. 
When the velocity interface thickness was thinner than the density interface thickness 
(1<R<2; Figure 35; regime 2), the KH billows were found to grow initially at the constant 
rate given for regime 1 (Lb/t≈0.42NdZ), between inception and tN≈6, at which point the 
growth rate was retarded.  Regime 2 covered the range (1<R<2) that was typically 
investigated in parallel shear flow experiments; the change in the rate of vertical billow 
growth was typical of those experiments (Thorpe, 1971, 1973 1985, 1<R<1.7; Scotti & 
Corcos, 1972 1<R<1.4, Koop & Browand, 1979 R>1).  Parallel shear flow experiments in this 
regime compared well with these regime 2 experiments on an ISW (see Figure 38 for a visual 
comparison). The maximum non-dimensional vertical extent of a billow in regime 2 was 
Lb/dz≈3.5 which occurred at tN≈11. With increased R comes increased λB (see Figure 37). The 
removal of confinement seen in regime 1, was thought to be responsible for the change in 
growth rate observed in regime 2. It was thought that the billows were able to spread 
horizontally due to this lack of confinement. This was not confirmed due to difficulties in 
measuring billow widths. 
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Figure 35 – Experimental vertical growth rate (Runs 8..18 Appendix H) in the range: 1<R<2 
and 0.07<Rig<0.12. 
It was found that when R>2 (regime 3; Figure 36), where the buoyancy interface thickness 
was at least twice that of the velocity interface thickness and where the billows grew in the 
linear stratified region, billows exhibited a much lower growth rate Lb/t≈0.12Ndz (when 
compared to the 0<R<2 data shown in Figure 34 and Figure 35). The lower growth rate 
shown for the R>2 regime was ascribed to the occurrence of H instabilities, in contrast to the 
0<R<2 cases in which the KH instability dominated. 
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Figure 36 – Experimental vertical growth rates (Runs 19 & 20 in table 1) in the range: R>2 
and 0.25<Rig<0.32. 
When Ric becomes very low, as was the case for the two experiments shown in Figure 36, 
linear stability theory for parallel shear flows suggests that KH instabilities would require an 
extremely low Bulk Richardson number to form.  In the absence of an extremely low Bulk 
Richardson number KH instabilities are supplanted with the next fastest growing instability, 
the H instability.  In the numerical study of parallel stratified shear flow, Smyth and Winters 
(2003) found that the boundary between KH and H instabilities occurred at R=2.4 whereas 
here, with ISWs, it is found to occur at R≈2. The time scale for complete growth of the H 
type instabilities cannot be given on the strength of only two experiments. Similarly the 
vertical extent of the billows at saturation cannot be safely estimated.  It is thought (Smyth 
and Winters, 2003) that H instabilities can grow for much longer than KH instabilities.  The 
shear environment on the ISW was significantly weaker when tN>>11 near the back of the 
ISW.  With this in mind it was possible that the ISW was limiting the time for growth for a H 
instability and as a consequence limiting the maximum vertical extent of a H billow. This 
could have resulted in a reduced amount of mixing for a H billow on an ISW compared to a 
H billow on a horizontal shear flow. It was difficult to ascertain if this was the case on the 
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strength of two experiments, therefore the maximum vertical extent of the H billow was not 
estimated nor was the time required to reach saturation. 
6.1.4 Billow wavelength 
The non-dimensional billow wavelength (λB/H2), defined here as the horizontal distance 
between billow cores, was found to scale approximately linearly with the velocity interface 
thickness (dZ) (Figure 37). Each data point on Figure 37 represents an average billow 
wavelength for a given experiment at a given observational point; two observational points 
have been plotted.  
 
Figure 37 – Dimensionless plot of billow wavelength (λB/H2) versus density interface 
thickness (dz/H2) for all experiments where 0<R<2. Where the x symbol represents λB 
measured at the first observation point and the + symbol indicates λB measured at the second 
observation point. The experimental parameters can be found in appendix H. The error 
(coefficient of determination) on the line of best fit was 0.73. 
Fructus et al. (2009) reported that the λB had a linear relationship with H2 about the gradient 
7.9 while the billows were near the centre of the ISW (‘early time’ billows), but noted that at 
later times λB reduced in the rear of the ISW. Billows in the strongly breaking cases in this 
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study were not usually coherent enough to track far into the rear of the ISW; the poor quality 
of ‘late time’ data prevents a comparison with Fructus et al. (2009). Early time measurements 
(0<tN<9) demonstrated a constant λB in approximate agreement with early time estimated 
from Frutus et al. (2009).  
 
De Silva et al. (1996) evidently did not find that λB varied with time (for parallel shear flows), 
because that would have preclude its use in their non-dimensional scheme.  Thorpe (1971) 
found that λB varied linearly with dz about the gradient 3.5, approximately half the value 
found in these experiments, again this value was constant. Koop & Browand (1979) reported 
that λB varied linearly with dz about the gradient 1.5. It appeared that, although far from 
demonstrated, the relationship λB≈k dz (where 1.5<k<7.9) was sensitive to the type of 
experimental setup.  It may have been that the choice of experimental setup had a systematic 
effect on the asymmetry of the flow and consequently λB.  Linear stability theory, for parallel 
shear flows, tells us that increasing flow asymmetry will increase λB, for fixed RiB and R 
(Haigh & Lawrence, 1999; Hazel, 1972).  ISWs are known to have highly asymmetric flows 
whereas tilt tank shear flows are known to have close to symmetric flows. 
6.1.5 Time evolution of billow 
The vertical growth rate of the KH billows in the range 1<R<2 on an ISW were compared 
with billows growing in horizontal shear flows.  Horizontal shear flow studies have tended to 
be in the regime 1<R<2 (Thorpe, 1971, 1973 1985, 1<R<1.7; Scotti & Corcos, 1972 
1<R<1.4, Koop & Browand, 1979 R>1; De Silva et al., 1996, R≈1). De Silva et al. (1996) 
compared KH billows (that had not paired) in the atmosphere, ocean and laboratory, 
demonstrating that a common time and length scale existed allowing billows of various scale 
to be compared.  It was suggested that the dimensionless time for complete growth of a KH 
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billow was approximately ∆Ut/λB≈5 for parallel shear flows; this value compared well with 
the experimental results for ISWs presented here (Figure 38). Early numerical work by 
Patnaik et al. (1976) found that the ‘climax state’ (maximum billow amplitude) occurred at 
Ut/λB≈1.3 and ‘relaxation’ occurred at 4, (where 200<Re<400) which was qualitatively 
similar to the experimental finding of Thorpe, (1973) and De Silva et al.,(1996). More 
recently Rahmani (2011) used analytical and DNS methods to investigate mixing in KH 
billows in horizontal shear flows at larger Re (200<Re<240,000) demonstrating that Patnaik’s 
results were dominated by Re effects. Rahmani obtainined good agreement with the results 
presented in this study (see Figure 38(b)) and previous experimental studies (De Silva et al., 
1996; Patnaik et al., 1976; Thorpe, 1973), finding saturation at time Ut/λB≈4.6 when Re>1000 
and 0<Pr<1000 at a non-dimensional maximum vertical extent of Lb/ λB≈0.5. 
 
It can be seen in Figure 38(a), an excerpt from De Silva et al. (1996), that there was a slight 
discrepancy between Thorpe and De Silva et al.’s measurements of billow growth rate and 
this study.  Given the uncertainty on the measurements it can be seen that (Figure 38(b)) the 
difference was insignificant and the data matched when Thorpe and De Silva et al.’s 
measurements were reduced vertically by 10%. Unlike horizontal shear flows billow on an 
ISW were translated vertically by the passing of the ISW. It appeared that the vertical growth 
rate of ISW billows, time to saturation and maximum amplitude were unaffected by the 
vertical displacement they underwent when compared with billow on a horizontal shear flow 
(Figure 38). The conditions at the inception of the instability (i.e. at or near the peak of the 
ISW) appear sufficient to determine the subsequent billow evolution.  
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Figure 38 – (a) De Silva et al. (1996) and Thorpe’s (1973) plot of Lb/ λB versus ∆Ut/ λB with 
billows from this study (1<R<2) overlaid (b) with the y axis shrunk by 10%. 
6.1.6 Billow speed 
Individual billow speeds were found to be constant from inception until saturation. An 
accurate measurement of billow position was impossible once billows had begun to collapse 
in the turbulent rear of the ISW.  A typical example plot of billow position versus time can be 
seen in Figure 39; an average value of Cb was taken.  At any non-dimensional time tN, the 
x/H distance between lines corresponded to the billow wavelength λB.  The error in measuring 
the experimental billow speed was estimated to be ±10%. The variation in billow speed was 
possibly due to small variation in the initial conditions of the billows, as they originated from 
a band of positions on the ISW peak.  The average distance between measurements for Figure 
39 was 30 pixels. Given that a selection error of 6 pixels at each point was easily achieved, 
sampling more frequently would have been of no advantage. 
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Figure 39 – Plot of billow centre position x/H versus time tN for 3 separate billows in 
experiment 141010.  
Cb has been noted as being a linear function of the asymmetry as (Equation 21; Figure 41) of 
the flow for shear flows (personal communication: Lawrence & Carpenter, 2012). The 
asymmetry can be non-dimensionalised by the velocity interface thickness (dz) as: 
asn = (Z2 - Z1) / dz = as/dz 
Cb = (as/dz) Cwave 
Equation 20 
Equation 21 
where Z2 is the vertical distance from some arbitrary datum to the centre of the density 
interface and  Z1 is the vertical distance from the same arbitrary datum to the centre of the 
velocity interface (see Figure 40). These values were obtained at the ISW peak for 
consistency with horizontal shear flow type studies. 
 
Put simply, whatever a billow’s vertical position was within a flow it would propagate with 
the background velocity at that position.  For example, when as=0, i.e. the centres of the 
velocity and density profiles were coincident (vertically aligned about the centre of their 
respective interfacial regions), a billow would be stationary assuming it was generated at the 
centre of the density interface. When as≠0 the position of the billow (approximately the 
 88 
 
centre of the density interface) with respect to the velocity profile governed the propagation 
speed of the billow.  The assumption that a billow’s vertical position would be at the centre of 
the density interface was only approximate.  Thus, the asymmetry from the profiles may not 
represent the true position of the billow relative to the velocity profile.  Density profiles taken 
through individual billows showed that the billows did not always originate from the exact 
centre of the density stratified layer, as shown in Figure 27. It was obvious from density 
profiles that the centre of a billow and the centre of the density interface did not coincide but 
they were close enough for the assumption above to remain approximately true (see Figure 
27).  
 
Figure 40 – Sketch illustrating the definition of the asymmetry as in terms of the velocity U(z) 
and density ρ (z) profiles.  See the text for definitions of Z1,2. 
This assertion appeared to hold when applied to the experimental data (Figure 41), although 
the correlation appeared noisy.  It can be seen (Figure 41) that the equation posed in Fructus 
et al. (2009):  
Cbest = 0.09 Cwave Equation 22 
where Cbest was the estimated billow speed and Cwave was the ISW speed, predicted billow 
speeds accurately over a very small parameter range and badly over the whole range.  The 
high degree of scatter in Figure 41 can be attributed to several factors: 
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The asymmetry of the flow at the ISW peak cannot be measured directly in the laboratory. 
The presence of the billows in the ISW peak distorted the density field and refraction 
distorted the visual measurement of the velocity field. Therefore, a steady state numerical 
model was used to estimate the asymmetry based on the experimental ISW. The match 
between numerical and experimental ISWs was estimated to be ±5% in amplitude, having 
specified the wave speed. This approach was validated previously (Fructus et al., 2009) using 
non-breaking ISWs.  
 
Figure 41 – Billow speed Cbest (m/s) from Equation 22 (+) and Equation 21 (x) versus 
measured billow speed Cbmes (m/s), for all experiments in appendix H. 
6.1.7 Entrainment  
Making a direct comparison with entrainment rates (ue) from previous studies (Strang & 
Fernando, 2001b) was not possible. Strang and Fernando’s (2001b) experimental 
measurements were in a regime where the dissipative eddies were isotropic, whereas the 
measurements from KH and H eddies in this study were from coherent, anisotropic 
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structures. To make a comparison it was necessary to average a billow over a wavelength and 
therefore obtain an average entrainment rate. Two assumptions were necessary: 
The initial, non-dimensional, vertical, growth rate of a KH billow at its centre (dLb/dt ≈ Lb/t = 
0.42 N dz) was assumed to be constant over the range 0<tN<11. This assumption was only 
found to be true when 0<R<1 (see Figure 34) but still approximately true for 1<R<2 (see 
Figure 35).  The billows were assumed to be circular so that the rate at which the cross 
sectional area of the billow (Ac) varies with its radius (r) was dAc/dr = 2 π r, where r = Lb /2. 
It can be seen in Figure 23 that the billows are not perfectly circular and to assume so would 
only be approximately true. 
 
If the area of a rectangle (Ae), with dimensions Ae = HeλB where H was the vertical height, 
was equal to Ac so that dAc/dt ≈ dAe/dt then it would be possible to find the rate at which He 
varied with time dHe/dt. This rate would be a spatially averaged entrainment rate (dAe/dt = λB 
dHe/dt ≈  λB ue) which would allow a comparison with Strang and Fernando (2001b). The 
chain rule was used to obtain dAc/dt: 
dAc/dt = dAc/dr . dr/dt Equation 23 
 
Substituting dAc/dr = 2 π r, dr/dt=(0.42 N dz)/2 and dAc/dt= λB dHe/dt into Equation 23: 
λB dHe/dt = (2 π r)  (0.42 N dz /2) Equation 24 
 
Cancelling terms, rearranging and substituting dHe/dt= ue into Equation 24: 
ue = 0.42 π  N dz r  / λB Equation 25 
 
 
 
 
 
The radius varied with time and therefore the spatially averaged entrainment rate will vary 
with time.  This was not compatible with other measurements of entrainment that are not time 
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dependant.  To bypass this problem rmax, which was the radius at the non-dimensional time 
for saturation (tN≈11), was substituted for r in Equation 25; which gave a maximum 
entrainment rate ue max: 
ue max = 0.42 π  N dz rmax  / λB Equation 26 
 
Substituting for rmax=(0.42 dz t N)/2 into Equation 26:  
ue max = 0.42 π  N dz ((0.42 dz t N)/2) / λB Equation 27 
 
And substituting for tN =11 into Equation 28: 
ue max = 0.42 π  N dz ((0.42 dz 11)/2) / λB Equation 28 
 
Cancelling terms and rearranging: 
ue max = 0.97 π  N dz
2
  / λB  Equation 29 
 
Given that 0.97 was close to unity: 
ue max ≈  π  N dz
2
  / λB Equation 30 
 
Plotting the non-dimensional entrainment (uemax / ΔU) versus the bulk Richardson number RiB 
(see Figure 42), showed that uemax/ΔU varied with RiB and followed the trend from Strang & 
Fernando (2001b), where: 
RiB = g' H2 / ΔU
2
 Equation 31 
The bulk and gradient Richardson numbers are approximately equivalent and exactly equal 
when R=1, but they are not linearly proportional.  
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When considering H billows the constant (0.42) in Equation 24 was replaced with 0.14 as the 
growth rate for H billows was dLb/dt ≈ Lb/t = 0.14 N dz, as shown in Figure 36. The H billows 
were assumed to reach saturation at tN≈11. H billows have been shown numerically to grow 
for longer when compared to KH billows in shear flows (Smyth & Winters, 2003). It was 
possible that the ISW was limiting the time for growth of the H billows to tN≈11 and that the 
time to reach saturation for a Holmboe billow was tN>11. The effect of increasing the time 
for saturation for H billows would be an increase in uemax / ΔU.  Increasing the time for 
saturation to tN=20 would bring the H billow entrainment rate within the scatter of the KH 
data in Figure 42.  In addition to the uncertainty over the H billows time to reach saturation 
on an ISW, there were only two experiments where H billows formed on an ISW. 
 
Strang & Fernando (2001b) found that entrainment was independent of RiB when RiB 
(RiB<1.5; Rig<0.09) was small (En = ue/U ≈ 0.024) which was consistent with Christodoulou 
(1986). Initially this appeared significant however due to both axis being logarithmic the 
spread of the data about the line of best fit was not well represented. It can be seen at the 
higher end of the data set (Figure 42) that the spread of data about the line of best fit was 
7RiB. A simplistic measure of error is given by half the spread of the data about the mean. 
Using this method the error could be estimated to be 3.5 RiB.  Going back to the RiB 
independent data it can be seen that this data only extends through 0.8<RiB<1.5. As this 
regime was only measured across a range of 0.7RiB, the significance of this regime compared 
to the error as measured here can now be seen to be small. This may go some way to explain 
why the additional data point from this investigation do not agree with the predicted constant 
entrainment rate at low RiB (when RiB<1.5, ue/U ≈ 0.024).  Rather than choosing the 
maximum entrainment rate, as shown in Equation 28 where tN=11 was substituted in to 
represent the radius of the billow at saturation, an average value could be used. For example, 
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using tN=5 the entrainment rate drops to a value much closer to ue/U ≈ 0.024.  If we take into 
account that the billow growth rate was not constant for some billows (growth tailed off 
toward saturation; as shown in Figure 35), an even lower value of tN could be justified.  For 
example using tN ≈ 4 brought the H billows down to the expected entrainment value and 
using tN ≈ 2 brought the KH billows down to the expected entrainment value (ue/U ≈ 0.024). 
 
Figure 42 – Excerpt from Strang & Fernando (2001b) The non-dimensional entrainment rate  
(ue / U) versus the bulk Richardson number (RiB). Solid symbols represent experiments with a 
two layer stratification and hollow symbols a three layer stratification. Different symbol 
shapes represent different experiments. Data from this report (3 layer experiments) were 
overlaid as shown in the legend.    
Without the context provided by the previous investigator’s data it was difficult to attribute 
any trend to the data as shown in Figure 43.  However the logarithmic trend line that was a fit 
to Strang & Fernando’s (2001b) data shows good agreement. 
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Figure 43 – The non-dimensional entrainment rate (ue / U) versus bulk Richardson number 
(RiB). 
6.1.8 Mixing and dissipation 
The growth of a KH billow to saturation converted turbulent kinetic energy (TKE), to 
available potential energy (PA) with very little mixing, whilst the dissipation rate remained 
near its laminar value (Caulfield & Peltier, 2000). The mixing transiting is known to 
commence at billow saturation, triggered by three dimensional buoyant secondary 
instabilities, subsequently spanwise vortex streaks appeared from these instabilities (Peltier & 
Caulfield, 2003).  When streaks from adjacent billows interact the flow will collapse into a 
turbulent state. At this late time, when the bulk of the mixing takes place, the mixing 
efficiency (which has varied over the life cycle of the billow) has now settled to a value of 
0.2.  It was possible to estimate PA using the assumptions from the previous section:   
Given that Ac = Ae = HeλB, He can be found at the time of saturation (Hs) assuming saturation 
occurs at tN = 11. 
HS ≈ 2.31 π dz
2
 Equation 32 
Using the spatially averaged height of a billow at saturation HS, and making 2 further 
assumptions it was possible to get a spatially averaged estimate for PA (see Equation 33): 
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It was assumed that the density of fluid was evenly distributed within the billow and that the 
average density of the billow was ρav = (ρ3 – ρ1)/2.  The datum was assumed to be at the 
centre of the pycnocline and the spatially averaged billow extended from z = 0 to z = HS. 
Strictly speaking, at saturation, a billow would have extended from z=0+(H2/2) to 
z=HS+(H2/2). 
PA ≈ (HS
2
 ρav g) / 2 Equation 33 
Density profiles from the wake of an ISW, where PA had completely converted to an increase 
in background potential energy PB and internal energy (heat) via dissipation (), could be 
compared with PA at billow saturation. The difference between PA at billow saturation, and 
the change in PB at some late time where PA → 0, would give an estimate of .  Unfortunately 
no measurements in the wake of the ISWs were made during the three layer experiments, due 
to the constraints of the instruments used at the time.  If several measurements were taken, at 
increasing time intervals in the wake of the ISW, a mixing rate could have been obtained.  If 
the assumption that the mixing efficiency dropped to 0.2 (Γ≈0.2) after the mixing transition, 
the mixing rate (M) could still be estimated using Equation 34 (Peltier & Caulfield, 2003). 
Γ ≈ M / (M+) Equation 34 
The dissipation rate is widely accepted to be 0.2 when mixing is taking place, as discussed in 
section 2.1. Using this rate, the amount of mixing can be estimated to be 0.2PA per square m. 
In words it was estimated that 20% of the fluid entrained was converted to a gain in potential 
energy to the background stratification and that 80% of the available potential energy was 
converted to internal energy (heat).  Again applying these assumptions to H billows was 
inadvisable for the reason given previously. 
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7 Experimental observations – Two layer stratification  
Breaking ISWs in the 2 layer stratification exhibited shear-like behaviour that was heavily 
distorted (see Figure 44(a)); unlike the 3 layer experiments (see Figure 44(b)), the billows in 
the 2 layer experiments could not be clearly distinguished in the shear layer (within the 
window of observation). Convective breaking in the leading edge of the 2 layer ISWs 
triggered mixing earlier, compared with the 3 layer ISWs.  In turn this caused blurring (due to 
the refractive index mismatch between layers) of the video stills, making visual observations 
of the nature of the turbulence difficult and PIV less accurate. 
(a)  (b)  
Figure 44 – (a) The heavily distorted shear layer in a two layer density configuration 
experiment 221211.  (b) K-H billows in a three layer density configuration experiment 
141010. 
ISWs in the 2 layer stratification exhibited convective breaking, shear breaking or a mixture 
of both (Figure 45).  In most cases periodic KH or H like billows were not observed. It has 
been proposed that convective breaking triggers instabilities which form shear billows (Carr 
et al., 2008; Helfrich, 2010).  This was not easily observed from the fixed location cameras.  
Experimentally ISWs evolved over the adjustment length, from a block of displaced fluid, 
which was released from behind the partially submerged gate. The initial behaviour of the 
ISWs and the initial convective triggering of billows was masked by this evolution. The 
cameras were positioned downstream of the adjustment length so that ISWs captured would 
have settled to a quasi steady speed and amplitude. 
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(a)  (b)  
Figure 45 – (a) Shear breaking with convective breaking in a two layer regime, raw image. (b) 
PIV from the same image. Exp. 050312. Image size 1.45 x/H, 0.97 z/H 
For these reasons it was not possible to study the evolution of the turbulence. Instead the 
change in background PE due to the passing of the ISW was analysed to attempt to measure 
the bulk effect of the passing of the ISW. 
7.1 The rotating core 
Evidence of rotation in the breaking ISWs was sought, as it had been suggested that 
convective breaking and the subsequent billows, may become trapped in the ISW; causing the 
core to rotate (Personal communication: Stuart King, 2013).  Non-breaking, large amplitude 
ISWs were also generated with the expectation that they may also show evidence of rotation 
in the core that was perhaps being suppressed by shear and/or convective breaking in 
breaking cases.  
7.2 Core behaviour 
There has been uncertainty surrounding the behaviour of the ISW core in breaking and non-
breaking cases, Figure 46 shows two scenarios discussed in the literature (Carr et al., 2008). 
The following sections report the various techniques used to try and verify this behaviour. 
The initial indications, from visual inspection did not support the concept of a rotating core.  
The seeding in the fluid within the core appeared to move along with the ISW at the wave 
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speed (Figure 46(b)). However the eye does not necessarily pick up on small deviations in 
velocity while in a fixed (Eulerian) frame of reference. 
 
Figure 46 – schematic density profiles and core behaviour one would expect from a rotating 
core (a-b) and a solid or non-rotating core (c-d) taken through the centre of the ISW (dashed 
dotted vertical line). 
PIV was more sensitive than the eye to small changes in velocity. Vertical velocity profiles 
(taken through the ISW peaks), generated using the PIV techniques available within 
Digiflow, did not detect a rotating core.  A Typical experimental velocity profile taken 
through the ISW peak can be seen in Figure 47; the indications of a rotating core were not 
present as discussed below. 
 
Figure 47 – The horizontal component of velocity (u) versus depth (z) for experiment 240112. 
The presence of a rotating core could have been revealed by deviations from the typical ISW 
velocity profile (Figure 48(a)). The horizontal velocities associated with rotation within the 
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core (Figure 48(b)) would be expected to distort the typical velocity profile, as shown in 
Figure 48(c).  Vertical velocity profiles showing this distortion were not found; see Figure 47 
for a typical experimental profile. If however the velocity field within the core was 
sufficiently weak, the distortion would not be distinguishable from the experimental noise in 
the velocity data.  
 
Figure 48 – Schematic representation of superposition of the (a) horizontal wave velocity at 
the wave peak, (b) the horizontal velocity associated with a rotating core (also taken at the 
wave peak) and (c) resulting vertical profile of horizontal velocity. 
Numerical studies (Carr et al., 2008; Helfrich, 2010) predict density inversions in the core of 
the ISW, where fluid from the pycnocline was entrained and rotated to a position where it 
was not statically stable. In this laboratory study, density profiles taken at various locations 
through the ISW do not show density inversions that one would expect to see with a 
rotational core type ISW.  For example, it can be seen in the second and third profiles from 
the left in Figure 50, that no large scale density inversions were present; this was typical.  
 
No evidence to support the existence of an ISW with a rotational core was found visually, in 
the density profiles taken through the peak of the ISWs, in the velocity field from 
experiments exhibiting breaking and from experiment with no breaking. It was possible that 
the conditions required to trigger a rotating core were not present in these laboratory 
 100 
 
experiments and that it was still possible to produce a rotating core type ISW by expanding 
the range of the experimental parameters. In the oceans, for example, high surface shear 
(wind) or transverse currents may trigger the rotating core; these effects were not considered 
in the experiments. It was possible that the scale of the experiment was suppressing the 
rotation. Perhaps the time scale was not sufficiently long for the rotation to develop; this was 
likely true and will be discussed later.    
7.3 Density profiles  
Profiles were obtained in the stable stratification, prior to the partially submerge gate being 
released, within the ISW and in the wake of the ISW (approximately 1 wavelength behind the 
ISW).  Averaging profiles from several sensors gave a reliable measurement of the stable 
profile; a typical profile can be seen in Figure 49. 
 
Figure 49 – Density variation with depth, stable stratification from experiment 240112.  
It was not appropriate to average the profiles taken during an ISW’s passing (Figure 50). 
Density inversions can be seen in the profiles but they could not be visually associated with a 
distinct turbulent structure e.g. a KH or H billow. 
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Figure 50 – Density variation with depth, density profiles taken during the passing of an ISW, 
experiment 240112. Profiles were offset by 15kg/m
3
. 
Profiles that were taken in the wake of the ISW (see Figure 51) can be seen to have a trailing 
block of light fluid near the surface, with a density matching that of the fluid released from 
behind the gate.  If more time had passed (given a longer tank), between the ISW passing and 
the sampling of the density profile in the wake, it was thought that this trailing volume would 
not have been present.  It can also be seen that the remaining density inversions were small, 
demonstrating that the majority of transfer of PA to PB and  was complete.  The profiles 
taken from the wake exhibited enough similarity to justify using an averaged profile. 
 
Figure 51 – Density variation with depth in the wake from experiment 240112. Profiles were 
offset by 15kg/m
3
. 
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Having an average profile to represent the vertical density stratification before and after the 
ISWs passing, in each case where PA≈0 and P≈0, allows the change in background potential 
energy to be estimated.  It can be seen in Figure 52(a) that the raw profiles show a large loss 
of PB; this was typical of all the experiments. Normally in stratified mixing an increase in PB 
would be expected (Winters, 1995; Strang & Fernando, 2001a , 2001b), because it is assumed 
that a local balance of P to B and  was present (P=B+).  Given a loss of PB (B=PA+PB; 
B=PB when PA≈0) and that >P is not possible, we must assume that a local balance of 
energy was not present in the 2 layer experiments.  Adjusting the profiles to take account of 
the afore mentioned trailing volume (Figure 52(b)) removes the bias involved in using a 
relatively short (~6m) wave tank.  PB was calculated over the region shown in Figure 52(c). 
(a)  (b)  (c)  
Figure 52 – Density variation with depth from experiment 240112, where the solid line 
represented the averaged stable profile and the dashed line represented the averaged profile 
in the wake of the ISW and where (a) shows the raw averaged profiles, (b) the realigned 
profile removing the bias given by the trailing volume and (c) the region over which the 
change in PB was calculated. 
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8 Experimental findings – Two layer stratification 
In contrast to the three layer experiments, in the two layer experiments, distinct, billow like 
structures were not observed; consequently a different approach was taken to represent the 
breaking process.  Instead the change in background potential energy (PB) to the 
stratification, that resulted from the passing of a breaking ISW, was found.  In all cases the 
background potential energy experienced a loss of energy due to the ISWs passing. This was 
an unexpected result, it implied that there was not a local balance of production (P) of 
turbulent kinetic energy (TKE) to dissipation () and buoyancy flux (B=PA+PB). Globally, 
there should have been a net energy balance over the whole domain of the experiment; 
unfortunately the sampling window did not encompass enough of the domain to estimate net 
values. 
 
The percentage change in PB (%ΔPB) was measured in the wake of the ISW some distance 
from the ISW peak.  It can be seen in Figure 53 that the percentage change in PB remained 
relatively constant across all experiments.  The non-dimensional time tN=0 corresponded 
with an ISW’s peak passing the sensors.  Increasing tN represents increasing non-dimensional 
time until PB was re sampled in the ISW’s wake (marked with the ‘x’ symbol).  The loss of 
PB was only apparent in the breaking ISWs.  The absence of a local energy balance implied 
that the entrained fluid must have been trapped within the core of the ISW, indicating that the 
two layer breaking ISWs produced in this data set were indeed transitioning to the rotating 
core type ISW.  It can be seen that the loss of PB was approximately 0.5%. This corresponded 
to a non-dimensional layer depth increase of ΔH1/H1 =0.025±0.015.  This was interesting as 
typically a mixing event would be assumed to decrease H1.  Within the experiments shown in 
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Figure 53 there were a range of gradient Richardson numbers (Rig), non-dimensional ISW 
amplitudes (a/H2) and ratios of velocity to density interfacial thicknesses (R).    
 
Figure 53 – The percentage decrease of background potential energy (%ΔPB)  (ratio of PB 
before and after the waves passing) versus tN for all the two layer experiments, parameter 
can be found in Appendix I. Bars show the estimated error.   
The %ΔPB in the three layer experiments was found to be dependent on the characterisitic 
Richardson number, it can be seen in Figure 54 that no dependence on Rig was present in the 
two layer experiments.  More data in the region 0.75<Rig<2 would allow the dependence of 
mixing, on Rig, to be ascertained with more certainty.  
  
Figure 54 – The percentage decrease of background potential energy (%ΔPB)  (ratio of PB 
before and after the waves passing) versus Rig for all the two layer experiments, parameter 
can be found in Appendix I. Bars show the estimated error. 
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The ratio of velocity and density interfacial thicknesses (R), was also found to be an 
important parameter in the three layer experiments.  Again it can be seen in Figure 55 that no 
dependence on R was apparent in the data for the two layer experiments. 
 
Figure 55 – The percentage decrease of background potential energy (%ΔPB)  (ratio of PB 
before and after the waves passing) versus R for all the two layer experiments, parameter can 
be found in Appendix I. Bars show the estimated error. 
The %ΔPB did not show any dependence on the non-dimensional ISW wave amplitude (a/H2) 
as shown in Figure 56.  In general because %ΔPB was small compared to the estimated error 
on the measurement of %ΔPB, it was difficult to find any trend in the data. 
 
Figure 56 – The percentage decrease of background potential energy (%ΔPB)  (ratio of PB 
before and after the waves passing) versus a/H2 for all the two layer experiments, parameter 
can be found in Appendix I. Bars show the estimated error. 
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9 Conclusion 
9.1 Three layer 
Instabilities were found to grow from various positions around the ISW peak.  For this reason 
it was considered best to characterise billow growth from the time of inception of a billow, 
rather than from a fixed position on the ISW.  Billows with the same initial conditions ( i.e. 
on the same ISW from approximately the same position on the ISW) were found to be self-
similar with respect to billow speed, vertical growth rate and the maximum vertical extent 
(within the experimental error of the measurements and the limited number of billows 
sampled per ISW).  It was not possible to reliably measure billow width. The non-
dimensional Thorpe scale LT/Lb measured through the centre of the billows was comparable 
to LT/Lb ratios measured in the field and in other experimental studies in horizontal shear 
flows. 
 
The interaction of Kelvin Helmholtz billows and the parent ISW did not modify the vertical 
growth rate, height at saturation, speed, wavelength or the non-dimensional Thorpe scale of 
the billows when compared to Kelvin Helmholtz billows that had formed on horizontal 
parallel shear flows.  This was most evident in the non-dimensional vertical growth rate of a 
billow.  Parameters of the shear flow at the ISW peak successfully collapsed the growth rates 
of billows onto one of three curves. It was evident that the conditions at inception, i.e. in the 
peak of the ISW, set the billows subsequent behaviour. 
 
It was possible that the time required for a Holmboe billow to reach its maximum vertical 
extent and the time required for an ISW to pass a Holmboe billow (tN≈20) were close enough 
to limit the growth of a Holmboe billow, i.e. the shear would be removed from the billow 
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before it reached its maximum vertical extent.  More experiments would be required to fully 
gauge the ISW’s effect on a Holmboe billow, as only two such experiments were performed. 
 
Experimentally R, the ratio of velocity and density interfacial thicknesses, has been shown to 
be an important factor for the first time (to the author’s knowledge). For the range of 
parameters investigated, 3 types of billows were observed which were conveniently separated 
by the parameter R.  
 
0<R<1: A ‘confined’ (see section 6.1.3), asymmetric (see section 6.1.6), Kelvin Helmholtz 
billow was found in this regime.  The growth rate did not have the classic (see section 6.1.3) 
slowing down (at t≈6tN) in the later stages of billow evolution that was observed in this and 
other studies when R was in the range 1<R<2 (De Silva et al., 1996). 
 
1<R<2: The classic ‘unconfined’ (see section 6.1.3), asymmetric (see section 6.1.6), Kelvin 
Helmholtz type billow was found in this regime.  The growth rate, of the vertical extent of the 
billows, slowed down in the later stages of evolution (when t>6tN; see section 6.1.3).  
Billows in this regime compared favourably with previous studies of Kelvin Helmholtz 
billows in horizontal shear flows.  
 
R>2: Asymmetric (see section 6.1.6) Holmboe billows were found to grow in this regime. 
Smyth & Winters (2003) have suggested that Holmboe billows can attain much larger 
amplitudes than Kelvin Helmholtz billows.  This was not observed, leaving some doubt over 
whether Holmboe billows growing on an ISW attain their maximum amplitude. 
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It should be noted that the actual R range investigated was 0.6<R<2.2.  It was presumed that 
no regime change was present between 0<R<0.6 and that no regime change was present 
between 2.2<R<∞, because the expected regime changes have occurred within the range 
0.6<R<2.2.  For this reason the more convenient bracketing 0<R<1; 1<R<2; R>2 was 
adopted. 
 
The 3 different types of instabilities had 3 different maximum vertical extents.  An attempt to 
compare the rate of entrainment was hampered by the 3 different maximum vertical extents 
of the 3 different billow types.  A worst case estimate compared favourably with the trend 
line fit to Strang & Fernando’s (2001b) data; previously it was thought that mixing deviated 
from this trend at low Richardson numbers.  
 
The vertical growth rates of billows were found to scale with the velocity interface thickness 
dz and the buoyancy frequency N, associated with the interfacial layer, implying that dz set 
the vertical extent of billows and that N set the time scale for that growth. Other studies (De 
Silva et al., 1996) found that the billow wavelength λB successfully scaled (i.e. collapsed the 
data) the vertical growth rate.  It was found in this study that dz was linearly proportional to 
λB going someway to explaining why both scalings appeared to collapse the data.  Several 
authors (Thorpe, 1971; Koop & Browand, 1979; Fructus et al., 2009) have found that the 
billow wavelength was approximately proportional to the velocity interfacial thickness (λB ≈ k 
dz, where 1.5<k<7.9).  Although not proven, it appeared that this relationship was sensitive to 
the type of experimental setup.  It may have been that the choice of experimental setup had a 
systematic effect on the asymmetry of the flow and consequently λB. 
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It was found that a billow’s speed was related to the wave speed via the billow’s asymmetry, 
(see section 6.1.6) and that this characterised billow speed over a larger range than previous 
estimates (Fructus et al., 2009; see Figure 41).  
 
Many authors (Holmboe, 1962; Baines & Mitsudera, 1994; Caulfield, 1994; Smyth & 
Winters, 2003; Carpenter et al., 2010), utilising linear stability analysis, have demonstrated 
that Ric cannot be a sufficient criterion for breaking as it does not characterise the behaviour 
of Holmboe billows.  It has been shown that it was possible to produce asymmetric Holmboe 
billows on an ISW.  The Richardson number for these billows was Rig>0.25.  The often 
quoted critical Richardson number Ric<0.25, did not correctly predict the limit for breaking in 
these experiments as it only characterises Kelvin Helmholtz instabilities when the scale ratio, 
R=1 and the asymmetry as=0 (Taylor, 1931; Miles, 1961; Howard 1961).   
9.2 Two layer 
Distinct turbulent structures were not apparent in most cases.  An individual billow’s 
evolution could not be observed visually; consequently the associated density profiles were 
difficult to interpret given their lack of context.  Convective instabilities were thought to 
trigger the formation of billows (personal communication: King, 2013) on the front of ISWs 
leading to a disorganised turbulent patch in the ISW peak.  
 
The development of the ISW towards a steady state rotating core was not observed despite 
efforts to generate it.  It can be seen that with an inviscid 2D numerical model, it was possible 
to produce a rotating core type ISW (personal communication: King, 2014) given similar 
experimental parameters to those used in this thesis (Figure 57; credit for the DNS simulation 
goes to Dr. Stuart King).  The only evidence that the ISWs were developing to the rotating 
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core was found by comparing the background PE before and after an ISW’s passing.  An 
approximate 1% loss of PE from the background stratification to the ISW demonstrated the 
absence of a local energy balance, and that the ISW must gain energy from the background 
via entrainment. 
 
Figure 57 – Vorticity field of a rotating core, where H1/H2 = 0.11, tN≈300. Darker colour 
represents stronger vorticity. 
Two important experimental conditions were required that would allow a rotating core ISW 
to fully develop.  Firstly, there could be absolutely no mixing at the surface before an 
experiment ran, echoing the results of Lamb (2002).  Figure 58 (credit for the DNS 
simulation goes to Dr. Stuart King) shows the typical result of mixing the top 2% of the 
vertical domain; no rotating core develops.  In the laboratory this part of the stratification was 
sensitive to disturbances generated while filling the tank, the numerical 2% z/H was the 
dimensional equivalent of 5mm water depth.  The first few millimetres of stratification were 
not reliably measured in the laboratory due to the nature of the conductivity sensors.  As the 
sensors passed from touching the surface of the water to a position where they were partially 
submerged (typically the first 3mm of a strike), the sensors produced a spike in conductivity 
due to the rapid change in environment (air to water), a known issue with the instrument. 
Guaranteeing that any of the experiments did not have a thin mixed layer at the surface was 
not possible, although great care was taken. 
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The second important condition was that sufficient time was allowed for the rotating core to 
develop.  This was 300tN in the numerical experiment shown, the experimental equivalent 
was 100 seconds or taking an average wave speed, 30m of tank.  Clearly this was not possible 
in the laboratory, the tank was 6.4m in length and had an effective working length of 5m.  An 
additional factor in the numerical experiment was that the horizontal boundary condition was 
periodic. Meaning that, even thought the domain was quite wide, eventually the ISW had to 
travelled through density inversions from collapsed billows and fossil turbulence (Gibson, 
1980) that had travel across the whole domain.  One could argue that an ISW propagating 
into a previously turbulent stratification would be more representative of oceanic conditions, 
however the stratification in the laboratory was quiescent.  It was felt that encountering the 
previously turbulent stratification in the numerical model brought about the transition to a 
rotating core more quickly because it triggered convective instabilities.  
 
Figure 58 – Buoyancy field of a non rotating core, where H1/H2 = 0.11, tN≈170 and top 2% 
of the vertical domain was well mixed. 
9.3 Implications for entrainment and mixing 
It was clear that ISWs developing to the rotating core type ISW, in a two layer stratification, 
behaved very differently when compared to ISWs in a three layer stratification.  There cannot 
be a blanket value of entrainment and mixing for both types of ISWs.  The two layer rotating 
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core type ISWs were transitioning to the rotating core within the observational window. 
Although estimates of entrainement were made they do not apply to the steady state rotating 
core, making them of limited use.  As previously discussed the ISWs in this regime appeared 
to collect PE through entrainment from the background stratification.  But they may have 
also been returning energy to the background via mixing.  It was not possible to separate 
these processes.  No estimate for entrainment or mixing can be offered for those reasons. 
Estimating entrainment and mixing would be more appropriate and useful, if the rotating core 
type ISW had developed to a quasi-steady state. 
 
It was possible to estimate entrainment per billow wavelength for ISWs, in a three layer 
stratification.  This was achieved by obtaining a scaling for the maximum vertical extent of 
billows.  Firstly given the ratio of velocity and density interfacial thicknesses R, the type of 
instability that was likely to appear on an ISW could be estimated. Following this step, if the 
buoyancy frequency N was known, a worst case or maximum rate estimate for the 
entrainment could be made.  Assuming that the mixing efficiency was 0.2 after the mixing 
transition, the amount of mixing could be estimated to be 20% of the entrainment. 
9.4 Caveats 
The presence of side walls in the laboratory prevents vortex stretching from taking place and 
is known to induce an unnatural bulging of the billows (Thorpe, 1973). Vortex stretching 
balanced by viscosity would likely prolong the life of a Kelvin Helmholtz or Holmboe billow 
in an unbounded (laterally) domain creating significantly different behaviour at the point of 
collapse.  It is possible that billows on an unbounded ISW may warp along their longitudinal 
axis to form hairpin vortices, increasing the billows length per meter width of ISW and 
therefore increase the mixing per unit width.   
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Vortices from the lead ISW (in a train of ISWs) may seed subsequent ISWs with vorticity or 
fossil turbulence (Gibson 1986).  This may result in billows forming on the leading edge of 
subsequent ISWs via convective instability (even in a three layer regime). These convective 
billows may have wavelengths that would not be well predicted by linear stability analysis (as 
the billows did not grow from the fastest growing perturbation).  Furthermore, if billows are 
grown from convective instabilities on the front of an ISW, the extra time for growth 
(compared to billows that grow from the wave peak) could generate more frequent pairing of 
billow and greater mixing.   
 
The gradient Richardson number was calculated using the undisturbed upstream density 
profile, whereas ideally it would be calculated with the density profile measured at the ISW 
peak.  Thickening or thinning of the density interface (H2) at the ISW peak can occur, it may 
also be distorted by the billows forming. The effect was thought to be minor. 
 
9.5 Future work 
The refractivity-matched LIF technique used in De Silva et al. (1996), expanded over a 
greater parameter range in combination with PIV, would produce density and velocity field 
measurements that would give a fuller and clearer picture of billow evolution on an ISW.  
The method would also provide improved estimates of the contribution to mixing that each 
billow makes. A 3D numerical simulation would provide the same information and with more 
control over the initial conditions.  
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If one was to repeat the experiments in this study it would be useful to measure the increase 
to the background PE due to the breaking ISW in the 3 layer stratification, as this could be 
related to the type, size and frequency of billow. 
 
Figure 59 – Stability diagram (from Carpenter et al., 2010)in terms of the bulk Richardson 
number J and the dimensional perturbation wave number for constant scale ratio  R  (R=5).  
Dark contours are growth rates. Dashed dark line is peak growth rate and the grey contours 
are phase speed.  
It is argued by some (Carpenter et al., 2010) that there is a smooth transition from Kelvin 
Helmholtz to Holmboe instability.  Currently this has not been established experimentally.  It 
is possible that no such transition exists and that Kelvin Helmholtz and Holmboe instabilities 
can appear simultaneously on an ISW given the right conditions.  ISWs lose amplitude very 
slowly, which in turn slowly varies shear.  Given a long flume, an ISW may pass through the 
transition from Kelvin Helmholtz instabilities to Holmboe instabilities.  At the transition, the 
opportunity for both KH and H billows to appear on the same ISW will be present.   Figure 
59 from Carpenter et al. (2010), with additional lines from the author, shows that for the 
same Richardson number there are Kelvin Helmholtz and Holmboe instabilities with the 
same growth rate.  In the figure, α is the non-dimensional wave number of perturbations 
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(α=kλB/2dz) and J is the bulk Richardson number (RiB).  Given that the two instabilities have 
the same growth rate it is feasible that they could appear on the same ISW at the same time. 
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11 Appendix A – Obtaining a two layer stratification 
To summarise the main document: 
A tank was filled initially with a homogeneous layer of fluid of density ρ2 to a thickness H2. 
A linearly-stratified layer (pycnocline) of thickness H1 was then placed above the first layer 
using the double reservoir technique (Fortuin, 1960; Hill, 2002; Economidou & Hunt, 2009) 
or the wave technique, such that the density within this layer varied between ρ2 and ρ1.  The 
stratified layer was delivered into the main tank via a floating sponge (item 4., Figure 60). 
 
An excess homogenous volume of fluid of density ρ1 was then added behind a partially-
lowered, solid gate.  When the gate was removed vertically, an ISW of depression propagated 
away from the gate on the pycnocline in the main part of the channel.   
11.1 The Double reservoir technique  
The double reservoir technique can be computer controlled as in Hill (2003), where peristaltic 
pumps were used to control the flow between tanks to acquire the desired density 
stratification (Figure 60). Or the double buckets as in Economidou & Hunt (2009), can be 
driven by pressure head alone (Figure 61).  
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Figure 60 –Double reservoir technique using pumps, the light grey represents less dense 
water and darker grey more dense. 
Figure 60 shows fresh water being pumped from tank 1 into tank 2.  In tank 2 a saline 
solution of density ρ2 was mixed with the incoming fresh water from tank 1.  Initially the 
water pumped from tank 2 into the main tank was the same as that in the main tank (ρ2). As 
more water from tank 1 was added to tank 2 (and mixed) the water entering the main tank 
from 2 was diluted (the density of the additional water was less than ρ2). This caused the 
main tank to become stratified.  Due to limitation in the laboratory, the pressure head 
technique was used to drive the flow when using the double reservoir technique. The 
stratification obtained using the double bucket (driven with a pressure head) technique was 
difficult to repeat and it provided a limited range of layer depths, for the following reasons: 
 As the fluid entered the tank the pressure head driving the flow was reduced. Thus the 
rate that the water entered the main tank reduced with time.  The time for fluid to be 
added to the main tank was a critical factor when stratifying.  This was avoided when 
using pumps.  
 The sources and magnitude of mixing while the tank was being stratified were 
difficult to avoid or minimise. For example the floating sponge moved as the water 
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level changed and when the flow rate was adjusted. If the flow rate was too high the 
water spreading across the tank would mix with the layer beneath it, reducing the 
density gradient at that depth in the final density profile. Removing the floating 
sponge also caused considerable mixing. 
 Often a thin stratified layer was required. One approach was to use small volumes of 
water in tank 1 and 2.  This led to impractically low rates of flow from tank 2 into the 
main tank. An alternative was to use large volumes of water and a bigger density 
difference but stop the flow when the required depth of fluid was achieved in the main 
tank. This was acceptable, but the density difference in the stratified layer was 
difficult to control.  Consequently thin stratified layers were difficult to control. 
 Tanks 1 and 2 were not big enough to create a thick stratified layer in one go.  When 
they ran almost empty the density of the remaining fluid in tank 2 was measured. 
Tank 2 was then refilled with fluid of the appropriate density and tank 1 was refilled 
with fresh water.  The process of stratification was then recommenced. This procedure 
was slow and provided ample opportunity for human error.  Refilling tank 2 meant 
that a temperature gradient could be present in the final stratification. This was 
undesirable as no instrument was available to measure a temperature gradient. 
 When a stratification was chosen, for example a density gradient that ranged from 
1020kg/m
3
 at the interface to 1000kg/m
3
 at the surface. Tank 1 would be filled with 
water of density 1000kg/m
3
 and tank 2 would be filled with water of density 
1020kg/m
3
. When the final stratification was measure the upper density was rarely 
realised, the error was in the range ±5kg/m
3
.  
In summary the double reservoir technique with the apparatus available was not very good at 
producing small stratified layer or large stratified layers. It had many opportunities for human 
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error and there were several sources of unquantifiable mixing.  Furthermore irrespective of 
the layer depth required the density gradient across said layer depth was difficult to specify. 
Finally the whole process was very long an average experiment took 2 days to complete. 
Another method was sought. 
 
 
Figure 61 – Double reservoir technique  driven by pressure head, the light grey represents 
less dense water and darker grey more dense 
11.2 The wave technique 
After experimenting with various techniques it was found that releasing a gravity current 
provided the desired outcome of a linearly stratified upper layer.  The wave method involved 
releasing a volume of fluid density ρ1 from behind the gate into the main tank filled with 
homogenous fluid density ρ2 (Figure 62). When the tank had come to rest a linear 
stratification remained that varied from ρ2 to a value slightly less than ρ1. 
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Figure 62 – Wave method, the light grey represents less dense water and darker grey more 
dense. 
 
The method had several benefits: 
 It was quicker to set up when compared to the double reservoir technique. 
 There was less opportunity for human error when compared to the double reservoir 
technique. 
 There was more control over the stratified layer thickness and they were easy to 
repeat. 
 There was more control over the density change across the stratified region, and 
stratifications were easy to repeat. 
 Very thin stratified layers became available as well as very thick stratified layers. 
 Avoiding remixing fluid for thick stratified layers avoided temperature stratification. 
 There was less opportunity for mixing in the main tank. 
Consequently this alternative method (wave method) was used for all the reported 2 layer 
experiments. The main drawback of the wave method was that the upper density in the 
stratified layer (at the surface) could not be predicted exactly. This was a drawback shared 
with the double reservoir technique. The upper density of the stratified region was an 
important variable as this was the density that the wave would have. The following section 
discusses this in detail. 
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12 Appendix B – Matching ρwave to ρ1 
Following from the previous section, once the stratification was established in the main tank 
the exact density at the surface of the tank was unknown. The conductivity sensors were 
aligned with the surface of the water. The sensors were driven through the stratification 
slowly and the vertical density profile was obtained. This information was used to set the 
density of water that was added behind the gate to create the ISW. 
 
When there was a mismatch in density between the ISW volume behind the gate and the 
stratification it was moving into, unusual behaviour was found (Figure 63).  If the wave 
volume had a density that was lighter than any density found in the stratification it was 
moving into then a wave like current propagating at the surface (Figure 63(b)) was expected.  
If the ISW density was some density that was found in the stratification, the volume of water 
behind the gate would propagate at its neutral density at some depth.  Depending on where in 
the stratification said depth was, ISW like behaviour was possible (Figure 63(c)), tending 
towards a bulge lower in the stratification (Figure 63(d)).  
 
Figure 63 – Possible outcomes of a density mismatch between the density of the ISW volume 
added behind the gate and the stratification it propagated into when the gate was released. 
The variation between these parameters is given in the figure. 
Only in cases where a match was achieved (Figure 63(a)) was an experiment considered 
successful.  Obviously in cases where the wave density was much less than the density of the 
stratification (Figure 63(b)) the error was easy to identify by eye. Experiments where the 
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wave was propagating at its neutral buoyancy (Figure 63(c), (d)) were more difficult to spot. 
Prior to the experiment running these (Figure 63(c), (d)) cases were easy to identify. If a 
density mismatch was present the trapped part of the pycnocline that was normally depressed 
by the additional volume spilt, which can be seen by eye (Figure 64).  
 
Figure 64 – (a) The correct experimental setup for an ISW. (b) A density mismatch behind the 
gate prior to the experiment running. 
Waves like those shown in Figure 63(c), (d) and Figure 64(b) may well behave like ISWs but 
the technique used to measure the buoyancy frequency prevented these failed experiments 
from being analysed fully. The buoyancy frequency was measured, as explained earlier, using 
the conductivity sensors in the main tank prior to the experiment running. Clearly this value 
is not going to represent a wave that is splitting the pycnocline while propagating at its 
neutral buoyancy and depth. 
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13 Appendix C – Calibrating the sensors 
To summarise the main document: 
The rapid response micro-conductivity sensors (Head, 1983) were calibrated in advance of 
the experiment using saline solutions of known density and ambient temperature, additional 
calibration information was gained during the experiment to ensure a good match.  The 
acquisition rate of the ADC was set to 2000 Hz. 
 
A typical base line calibration can be seen in Figure 65, the sensor appeared to be behaving 
linearly. Error bars represent a  ±2 Kg/m
3
 confidence in the density reading measured with a 
hydrometer. At this stage it can be seen that the sensor was working correctly and the 
experimental setup can commence. 
 
Figure 65 – Measured density versus voltage from the sensor  
During the experiment the base line calibration was added to with a measurement from fresh 
water and a measurement from the homogenous lower layer in the main tank, these two 
points can be seen in Figure 66.  
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Figure 66 – Measured density versus voltage from the sensor, circular symbols represent the 
additional data.  
This was the final calibration that was used to convert the ADC data to density values.  It was 
necessary to assume that there was no variation with temperature between the calibrations. 
Every effort was made to ensure that the water was at an ambient temperature before a 
calibration took place. It is worth noting that the variation of density with the temperatures 
and pressures experience in the lab would be less than 1 Kg/m
3
 which is below the accuracy 
of the measurement device used to measure density. 
 
As mentioned earlier in the document the acquisition rate of the ADC was set to 2000 Hz in 
the software. This rate is well above the maximum response frequency of the sensor which 
was approximately 800 Hz and also well above the Nyquist limit of the sampled data (1600 
Hz).  
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14 Appendix D – Sensor information 
Excerpts from the PME’s web site giving detailed sensor information are given below. 
 
Figure 67 – Excerpts from the PME’s web site giving Fast conductivity sensor details.  
HEAD, K. 2014. Fast Conductivity Sensor [online]. Available: 
http://www.pme.com/HTML%20Docs/Mscti_FastC.html [Accessed 20/05/2014] 
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Figure 68 – Excerpts from the PME’s web site giving MicroScale Conductivity and Temperature 
Instrument details.  
HEAD, K. 2014. MicroScale Conductivity and Temperature Instrument [online]. Available: 
http://www.pme.com/HTML%20Docs/Mscti_home2.html [Accessed 20/05/2014] 
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15 Appendix E – Acquisition card (DAS1000) information 
Excerpts from the MCC’s web site giving detailed PCI-DAS1000 information are given below. 
 
Figure 69 – Excerpts from the Measurement Computing’s web site giving PCI DAS1000 details.  
MCC. 2014. PCI-DAS1000 Users guide [online]. Available: : 
http://www.mccdaq.com/PDFs/Manuals/PCI-DAS1000.pdf [Accessed 20/05/2014] 
 
 
Figure 70 – Excerpts from the Measurement Computing’s web site giving PCI DAS1000 details.  
MCC. 2014. PCI-DAS1000 Users guide [online]. Available: : 
http://www.mccdaq.com/PDFs/Manuals/PCI-DAS1000.pdf [Accessed 20/05/2014] 
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Figure 71 – Excerpts from the Measurement Computing’s web site giving PCI DAS1000 details.  
MCC. 2014. PCI-DAS1000 Users guide [online]. Available: 
http://www.mccdaq.com/PDFs/Manuals/PCI-DAS1000.pdf [Accessed 20/05/2014] 
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16 Appendix F – BNC connection box (BNC-16SE) information 
Excerpts from the MCC’s web site giving BNC-16E terminal board information are given below. 
 
 
Figure 72 – Excerpts from the OMEGA web site giving BNC-16SE Terminal Board details.  
OMEGA. 2014. BNC-16SE Terminal Board Users guide [online]. Available:  
http://www.omega.com/manuals/manualpdf/MBNC16.pdf [Accessed 20/05/2014]. 
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17 Appendix G - Producing a single ISW 
As mentioned in the main text the length LG (Figure 10) was chosen so that when the gate 
was removed a single ISW was generated rather than a train of ISWs. Kao et al. (1985) 
offered an equation (Equation 35) to estimate the number (Nw) of ISWs produced and 
demonstrated good experimental agreement with this equation.   Where the layer depths Ĥ1 
and Ĥ2 were estimated by: Ĥ1=H1+(H2/2), Ĥ2=H3+(H2/2) and where η0 was the excursion of 
the pycnocline due to the volume added behind the gate.  
Nw≤ 1+(S/π) Where: S= LG [(3/2) η0 (Ĥ1- Ĥ2 / Ĥ1
2
 - Ĥ2
2
)]
1/2
 Equation 35 
Figure 73 shows the effect of varying η0, Ĥ1 and LG. It can be seen that the step depth 
(excursion) has little affect on the number of ISWs produced when LG was small.  It can also 
be seen that for any given LG, Ĥ1 had a big influence on the number of ISWs generated. It 
appeared that if LG was small, and small values of Ĥ1 were avoided, a single ISW would be 
produced whilst retaining the freedom to vary the excursion without the worry of producing 
two or more ISWs. 
 
Figure 73 – Plot showing the variation of non-dimensional excursion Ĥ1, and LG with N. The 
right hand axis applies to the dashed lines Ĥ1/H. The left hand axis applies to the unbroken 
line (excursion). The variation of LG is marked accordingly. 
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18 Appendix H – Experimental parameters (3 layer experiments) 
 
 
Table 1 – Summary of parameter for all experimental runs, where c0 was the wave speed 
predicted by linear wave theory see Frutus et al (2009) for more details.  Rimin was the 
minimum gradient Richardson number at the ISW peak. 
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19 Appendix I - Experimental parameters (2 layer experiments) 
 
Table 2 – Summary of parameter ranges for all experimental runs 
 
 
