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Abstract
This thesis was motivated by a desire to understand the natural geometry
of hyperbolic monopole moduli spaces. We take two approaches. Firstly
we develop the twistor theory of singular hyperbolic monopoles and use
it to study the geometry of their charge 1 moduli spaces. After this we
introduce a new way to study the moduli spaces of both Euclidean and
hyperbolic monopoles by applying Kodaira’s deformation theory to the
spectral curve. We obtain new results in both the Euclidean and hyper-
bolic cases. In particular we prove new cohomology vanishing theorems
and find that the hyperbolic monopole moduli space appears to carry a
new type of geometry whose complexification is similar to the complexifi-
cation of hyperka¨hler geometry but with different reality conditions.
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Chapter 1
Overview and statement of results
1.1 A very short introduction to monopoles
This thesis concerns non-Abelian magnetic monopoles, or just monopoles for short.
Monopoles can be studied on any oriented Riemannian 3-manifold but Euclidean
space and hyperbolic space are the two most important cases and are the two which
we shall study here. We begin with a discussion of monopoles on Euclidean space, so
for now by a monopole we shall mean a Euclidean monopole.
A monopole is a type of 3-dimensional soliton. More precisely, a monopole is a
pair (A,Φ) that satisfies the Bogomolny equations
FA = ∗∇AΦ
and satisfies certain boundary conditions which imply that FA is L
2. Here A is a
connection on a principal G-bundle P over R3 and FA is its curvature. Φ is a section
of the bundle of Lie algebras adP over R3 that is associated to P by the adjoint action
of G on its Lie algebra, ∇A is the covariant derivative operator induced on adP and ∗
is the Hodge ∗-operator on R3. For simplicity, from now on we shall restrict ourselves
to the case G = SU(2). Furthermore, we are only interested in solutions (A,Φ) up to
gauge equivalence; we identify solutions that differ only by an automorphism of P .
We have noted that the curvature of a monopole is L2. In fact it turns out that
we have ∫
R3
‖F‖2 = 4πk
for an integer k ≥ 0. This integer k is called the charge of the monopole. We exclude
the trivial case k = 0.
By imposing spherical symmetry it is easy to write down monopoles of charge 1
but it is not obvious that there exist solutions of higher charge. The first rigorous
proof of existence for monopoles of arbitrary charge was provided by Taubes who
showed how, roughly speaking, a charge k monopole may be constructed by gluing
together k charge 1 monopoles. Furthermore, Taubes proved that the moduli space
(ie: the space of solutions up to gauge equivalence) of monopoles of charge k is a
smooth manifold of dimension 4k − 1.
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Although Taubes’s results resolved the issue of existence, they shed no light on
how to solve the Euclidean Bogomolny equations. Progress on this front was not long
coming however. Hitchin, using twistor theory, showed how a monopole corresponds
to a holomorphic vector bundle on TP1 and using this introduced a compact algebraic
curve in TP1, called the spectral curve, which determines the monopole up to gauge
equivalence. Around the same time, Nahm, using a generalised Fourier transform (the
Nahm transform), showed how the Euclidean Bogomolny equations could be reduced
to the system (Nahm’s equations)
dTi
ds
= ǫijk[Tj , Tk]
where Ti is a k× k matrix valued function on (0, 2) satisfying appropriate reality and
boundary conditions. Nahm also showed how to associate an algebraic curve to a
solution of these equations and Hitchin showed that this was the spectral curve of
the monopole. The spectral curve thus emerged as a key feature in the theory of
monopoles.
After such successes solving the monopole equations, attention turned to the study
of their moduli spaces. We have already noted that the moduli space of charge k
monopoles is a smooth manifold of dimension 4k − 1. In fact there is a natural
circle bundle on the moduli space, called the gauged moduli space. Points in this
space should be thought of as a monopole together with an additional phase factor.
A major breakthrough was a theorem of Donaldson which states that the charge k
gauged moduli space is naturally diffeomorphic to the space of based degree k rational
maps P1 → P1.
A natural parameterisation of the moduli space having been provided, the next
step was to understand the geometry of the moduli space. In the course of his work
on existence, Taubes had observed that the gauged moduli space carries a natural
quaternionic structure. The natural question was whether this was integrable, ie:
whether the gauged moduli space was hyperka¨hler. Atiyah and Hitchin answered
this question in the affirmative by showing how to view the gauged moduli space as
an infinite dimensional hyperka¨hler quotient. They also obtained explicit formulae
for the metric on the centred charge 2 moduli space. Determining this metric was
one of the great achievements of Euclidean monopole theory.
It was just as the study of Euclidean monopoles attained this level of maturity
that its hyperbolic younger brother was born. Atiyah, observing that hyperbolic
monopoles may be regarded as S1-invariant instantons on S4, initiated their study.
Because of the link with instantons, some questions are much easier. For example
existence is trivial and an easy equivariant index calculation shows that the moduli
space of hyperbolic monopoles is a smooth 4k − 1 dimensional submanifold of the
space of instantons.
Hyperbolic monopoles have some key features in common with the Euclidean
variety. In particular they are also determined by a spectral curve which in this case
is a compact algebraic curve in P1×P1 and they too have a natural parameterisation in
terms of rational maps. However there are some important differences. For example
the Nahm transform reduces the hyperbolic Bogomolny equations to a system of
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difference equations (whose continuous limit is the Nahm equations above). A more
striking contrast was unveiled by Braam and Austin who showed that a hyperbolic
monopole is determined by its boundary value, the U(1) connection induced on the
2-sphere at infinity in hyperbolic space. This is the exact opposite of what happens
in the Euclidean case where the boundary value depends only on the charge of the
monopole. Related to this is the fact that infinitesimal deformations of hyperbolic
monopoles are not L2, ie: the natural L2 “metric”on the moduli space diverges.
In the Euclidean case, although it was a challenge to obtain the aforementioned
explicit formula for the centred charge 2 metric, it was nevertheless clear from early
on what type of geometry existed on the moduli spaces. By contrast, in the hyperbolic
case it remains unknown what type of geometry exists. This thesis was motivated by
a desire to determine this geometry.
We attack this problem from two different points of view. Our first approach
was developed out of recognition of the need for more explicit examples of hyper-
bolic monopole moduli spaces. Drawing on analogous constructions in the Euclidean
case, we introduce the class of singular hyperbolic monopoles. We proceed to set up
the relevant twistor theory for their study and introduce the spectral data of a sin-
gular hyperbolic monopole. After establishing the correspondence between singular
monopoles and their spectral data, we use it to identify the charge 1 moduli spaces
and study their geometry. The point of introducing the singularities is that, because
of their presence, even the charge 1 moduli spaces carry interesting geometry while
still permitting explicit description. We find that these moduli spaces carry a natural
2-sphere of conformally equivalent scalar-flat Ka¨hler metrics.
Our second approach exploits the fact that from the point of view of the spectral
curve, the theories of Euclidean and hyperbolic monopoles are very similar. We show
how to obtain the monopole moduli spaces by applying Kodaira’s deformation theory
to the spectral curve in an appropriate ambient space. Using this, we are able to
recover the natural hyperka¨hler structure on the Euclidean monopole moduli spaces
from the point of view of the spectral curve. We go on to apply this technique to study
the geometry on the moduli spaces of hyperbolic monopoles. We find that they carry
a type of geometry whose complexification is very similar to the complexification of
hyperka¨hler geometry but which has different reality conditions. It is, however, as
yet unclear what type of real geometry this is the complexification of.
1.2 Summary of results
Chapter 2 contains our work on singular hyperbolic monopoles. After providing the
necessary definitions and making some elementary observations, we embark on the
task of setting up the relevant twistor theory for their study. Using this we introduce
the spectral data of a singular monopole. This consists of a spectral curve S together
with a divisor D on S. S is a compact algebraic curve in the linear system O(k, k)
on P1 × P1 \∆ satisfying the constraint (proposition 2.4.4 part (iii))
L2m+k(0, 2l)|S ≃ [D]
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where m is the mass of the monopole and k, l are charges. We prove that a singular
monopole is determined up to gauge equivalence by the pair (S,D).
After establishing this we go on to study the geometry of the charge 1 moduli
spaces. Our results culminate in
Theorem 2.5.2. Let m > 0, let {p1, . . . , pn} ⊂ H3 be n distinct points in hyperbolic
space and let {l1, . . . , ln} ⊂ N be n (strictly) positive integers. Let M be the moduli
space of gauged singular hyperbolic SU(2) monopoles of non-Abelian charge 1 with
Abelian charges li at pi. Then
• M carries a natural self-dual conformal structure
• For each point u ∈ ∂H3 there is a volume form and complex structure Ju on M
such that the metric determined in the conformal structure makes M together
with Ju a scalar-flat Ka¨hler manifold.
In chapter 3 we introduce a new way to study the moduli spaces of monopoles
on both Euclidean and hyperbolic space. If S is the spectral curve of a monopole, the
idea is to use the triviality of L2|S in the Euclidean case, or L2m+k|S in the hyperbolic
case, to lift the spectral curve to a curve Sˆ in L2 \ 0 or L2m+k \ 0. We then apply
Kodaira’s deformation theory for compact complex submanifolds to Sˆ so that we
obtain the complexified monopole moduli space as a space of deformations. This
means we have a model for the complexified tangent space as H0(Sˆ, Nˆ) where Nˆ is
the normal bundle of Sˆ in its ambient space.
Having set up the deformation theory we prove that, in the Euclidean case, we
have a natural decomposition of the complexified tangent space at Sˆ:
TSˆMk ⊗ C ≃ H0(Sˆ, Nˆ) ≃ H0(Sˆ, Nˆ(−1))⊗ C2
and that H0(Sˆ, Nˆ(−1)) carries a natural quaternionic structure and symplectic struc-
ture. This means that H0(Sˆ, Nˆ) is the complexified tangent space to a hyperka¨hler
manifold and we show that this is the usual hyperka¨hler structure on the Euclidean
monopole moduli space. In the hyperbolic case we prove that there are two corre-
sponding decompositions
TSˆMk ⊗ C ≃ H0(Sˆ, Nˆ) ≃ H0(Sˆ, Nˆ(−1, 0))⊗ C2
TSˆMk ⊗ C ≃ H0(Sˆ, Nˆ) ≃ H0(Sˆ, Nˆ(0,−1))⊗ C2
Crucially, we identify a natural symplectic structure on both H0(Sˆ, Nˆ(−1, 0)) and
H0(Sˆ, Nˆ(0,−1)) but in place of the quaternionic structure we obtain a conjugate
linear isomorphism between these two spaces.
We must point out that for Kodaira’s deformation theory to work, it is necessary
for a certain obstruction class to vanish and this is usually established by proving the
vanishing of a certain cohomology group. We must prove such a vanishing theorem
for our deformation theory to work and much of the effort in this approach goes into
proving this vanishing. In the Euclidean case the vanishing theorem we need and
prove is
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Theorem 3.2.8. Let E˜ be the holomorphic vector bundle on T corresponding to an
SU(2) monopole of charge k on R3. Let S be the spectral curve of the monopole.
Then
H0(S, E˜L(k − 2)) = 0
Although the statement of this theorem is similar to that of Hitchin’s crucial
vanishing result H0(S, Lz(k − 2)) = 0 for z ∈ (0, 2), the proof requires new ideas and
is not merely a simple adaptation of known techniques. A key observation is that
there is a natural injection H0(S, E˜L(k− 2)) →֒ H0(T,O(2k− 2)) which means that
we may think of our sections as polynomials.
Similarly in the hyperbolic case we prove
Theorem 3.3.2. Let E˜ be the holomorphic vector bundle on Q corresponding to an
SU(2) monopole of charge k on H3. Let S be the spectral curve of the monopole.
Then
H0(S, E˜Lm(k − 1,−1)) = 0
Finally, we take a brief detour to answer a question that arose while considering
the analysis necessary to prove the vanishing theorem mentioned above. Specifically,
we prove that (for both Euclidean and hyperbolic monopoles) the Penrose trans-
form of the Higgs field can be interpreted as a component of the Atiyah class of the
holomorphic vector bundle on twistor space corresponding to the monopole.
We bring the thesis to a close with Chapter 4, a slightly more speculative chapter
than its predecessors.
In section 4.1 we prove that the hypercomplex structure (observed by Joyce and
Teleman) on the moduli spaces of instantons on a compact 4-dimensional hypercom-
plex manifold may be obtained, at least formally, by applying an infinite dimensional
hypercomplex quotient construction introduced by Joyce. This result is of interest
independently of questions about monopoles but we also outline some features that
the geometry of instantons on certain Hopf surfaces has in common with the geometry
of hyperbolic monopoles.
In section 4.2, we show how to obtain a class of natural Ka¨hler metrics on hy-
perbolic monopole moduli spaces which are higher dimensional generalisations of the
metrics introduced in chapter 2.
In section 4.3, we outline how to construct twistor spaces for the moduli spaces
of hyperbolic monopoles. We find that instead of a single twistor space together
with a real structure, we obtain two twistor spaces together with an anti-holomorphic
bijection between them. For this reason the reality condition on the twistor lines is
more complicated.
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Chapter 2
Singular hyperbolic monopoles
2.1 Overview
Singular monopoles were first studied by Kronheimer in [25]. He showed how to
extend the twistor theory of non-singular Euclidean monopoles developed in [16] to
allow for monopoles with a finite number of prescribed singularities. Furthermore,
he then used these techniques to construct the twistor space of the charge 1 moduli
space of singular monopoles on R3 and thus found that it carried a natural hyperka¨hler
structure (indeed the moduli space is the smooth part of a quotient of multi–Taub–
NUT space).
Here we offer a hyperbolic version of Kronheimer’s work. That is, we show how
to extend the twistor theory of non-singular hyperbolic monopoles developed in [32]
to allow for monopoles on hyperbolic space with a finite number of prescribed singu-
larities. Our main reason for developing this theory is that, just as in the Euclidean
case, this allows us to construct the twistor space of the lowest dimensional moduli
spaces and hence study their geometry. As stated in the introduction, we find that
the moduli space of charge 1 singular hyperbolic monopoles possesses a natural 2-
sphere of scalar-flat Ka¨hler metrics all within the same conformal class. The 2-sphere
appears naturally as the boundary of hyperbolic space.
The motivation for this work is to understand the natural geometry of hyperbolic
monopole moduli spaces. Since Kronheimer’s work made it possible to see the natural
hyperka¨hler geometry of the charge 1 singular Euclidean monopole moduli spaces in
a very explicit way it is natural to ask the same question in the hyperbolic case.
The geometric structure identified on the moduli space of charge 1 monopoles
perhaps deserves additional interest owing to the fact that a limiting case of it has
already been studied in some detail by LeBrun [27]. As we shall see, the spaces
studied by LeBrun correspond to the zero mass limit of our monopole moduli spaces.
Finally we must point out that singular monopoles have recently been studied by
Kapustin and Witten in [23] as part of their work on the Geometric Langlands Pro-
gramme. Although the context of their work is very different to ours, [23] nevertheless
provides a further justification for the study of singular monopoles.
6
2.2 Definitions and elementary properties
The monopoles we are interested in are solutions of the Bogomolny equations with
singularities at a fixed set of points in hyperbolic space. The definition below gives
the precise behaviour of the solutions at these points.
Definition 2.2.1. Let {p1, . . . , pn} ⊂ H3 be n distinct points in hyperbolic space.
Let U = H3 \ {p1, . . . , pn} and let π : E → U be a C∞ SU(2) vector bundle on U .
A singular hyperbolic SU(2) monopole with singularities at p1, . . . , pn is an SU(2)
connection
∇ : Ω0(U,E)→ Ω1(U,E)
and an SU(2) endomorphism (the Higgs field) Φ ∈ Ω0(U,End(E)) such that:
(i) Φ and ∇ satisfy the Bogomolny equations:
∇Φ = ∗F∇
(where F∇ ∈ Ω2(U,End(E)) is the curvature of ∇)
(ii) (∇,Φ) satisfy the boundary conditions BC0, BC1, BC2 defined in [32]. If we fix
a point O ∈ H3 then (for SU(2) monopoles) these conditions can be described
as follows. Let [
A B
−B∗ −A
]
be the connection matrix of ∇ in a gauge of unitary eigenvectors of Φ. If ρ is
the hyperbolic distance from O then we require
• (‖Φ‖ −m)e2ρ extends smoothly to ∂H3 for some m > 0
• A extends smoothly to ∂H3
• Be2mρ extends smoothly to ∂H3
(iii) Φ has the following behaviour at singular points:
lim
ρi→0
(ρi‖Φ‖) exists and is (strictly) positive
d (ρi‖Φ‖) is bounded in a neighbourhood of pi
where ρi is the hyperbolic distance from pi.
Remark 2.2.2. We have chosen to define a monopole in the language of vector
bundles. It may thus be useful (at least for the sake of fixing notation) to recall that
by a C∞ SU(2) vector bundle over U is meant a rank 2 complex vector bundle together
with a symplectic form χ ∈ C∞(U,∧2E) and a quaternionic structure j : E → E (ie:
j is anti-linear on the fibres, covers the identity on U and j2 = −1) such that
χ(jv, w) = χ(v, jw)
7
and such that the Hermitian scalar product on E defined by
(v, w) = iχ(jv, w)
is positive definite. A connection ∇ on E is an SU(2) connection iff ∇χ = ∇j = 0
and an endomorphism Φ of E is an SU(2) endomorphism iff [Φ, j] = 0 and Φ is skew
adjoint with respect to χ.
The boundary conditions (iii) of definition 2.2.1 deserve elaboration. To see where
they come from, let V : U → R be
V = λ+
n∑
i=1
Gpi (2.2.1)
for some λ ≥ 0 and where
Gp(x) =
1
e2ρ(p,x) − 1 (2.2.2)
is the Green’s function for the hyperbolic Laplacian centred at p and normalised so
that ∆Gp = −2πδp. Let M be the principal U(1) bundle on U with Chern class
1
2π
[∗dV ]. Let ω be a connection on M with curvature 1
2π
∗ dV and define the metric
g on M by
g = V gH3 + V
−1ω ⊗ ω
We give M the orientation defined by volH3 ∧ ω. As shown in [27], we may add in a
fixed point pˆi of the S
1 action on M over each pi ∈ H3 to obtain a smooth manifold
Mˆ = M ∪ {pˆ1, . . . , pˆn} and the metric extends smoothly to Mˆ . Now if (∇,Φ) is a
connection and Higgs field on U then (suppressing the notation for pull backs) we
define a connection ∇ˆ on M according to the correspondence
(∇,Φ) 7→ ∇ˆ = ∇− V −1Φ⊗ ω (2.2.3)
Using the formulae
F∇ˆ = F∇ − V −1Φ⊗ dω + V −2Φ⊗ dV ∧ ω − V −1∇Φ ∧ ω
and
dω = ∗dV
∗ˆα = V −1(∗α) ∧ ω for α ∈ ∧2T ∗U
∗ˆ(α ∧ ω) = V ∗ α for α ∈ T ∗U
(where ∗ˆ denotes the Hodge ∗-operator on M and ∗ is the Hodge ∗-operator on
U) it follows that (∇,Φ) satisfy the Bogomolny equations on U iff ∇ˆ satisfies the
anti-self-dual Yang–Mills equations on M . We thus have a correspondence between
solutions of the Bogomolny equations on U and S1-invariant solutions of the anti-self-
dual Yang–Mills equations on M . The promised elucidation of the aforementioned
boundary conditions can now be stated as
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Lemma 2.2.3. In the above notation, (∇,Φ) satisfy the boundary conditions (iii) of
definition 2.2.1 iff the corresponding solution of the anti-self-dual Yang-Mills equa-
tions on M extends to a solution on Mˆ .
Proof The proof is completely analogous to the corresponding result in [25].
Now if we have an S1 invariant instanton on a bundle E → Mˆ , the fibre of E over
the point pˆi ∈ Mˆ lying above a singular point pi ∈ H3 will carry a representation
of S1. Since the S1 action is compatible with the SU(2) structure of E, this action
must have weights (li,−li) for some integer li ≥ 0. The question arises of identifying
this integer li in terms of the corresponding solution of the Bogomolny equations on
U . In fact
li = 2 lim
p→pi
(ρ(p, pi)‖Φ(p)‖) (2.2.4)
To see why, fix a trivialisation of E in a neighbourhood of pˆi. Let A be the corre-
sponding matrix of 1-forms and let A0 = A(X) where X is the vector field on Mˆ
generated by the S1 action. Now for each p ∈ H3 near pi choose a gauge transforma-
tion g : Mp → SU(2) on the corresponding S1 orbit that takes our fixed trivialisation
to an S1-invariant one. In view of (2.2.3) we thus have
−V −1Φ = g−1A0g + g−1X(g)
Now as p→ pi
‖g−1A0g‖ = ‖A0‖ → 0
since X vanishes at pi. Furthermore
‖g−1X(g)‖ → li
since g is approaching the S1 representation with weights (li,−li). Equation (2.2.4)
now follows upon noting that lim
p→pi
V −1‖Φ‖ = 2 lim
p→pi
ρi‖Φ‖ since lim
p→pi
2ρiV = 1.
Definition 2.2.4. In the above notation, we define the Abelian charge li of the
monopole at pi by equation (2.2.4). We also define the total Abelian charge l of
the monopole as l =
n∑
i=1
li.
Definition 2.2.5. Let O ∈ H3. From condition (ii) of definition 2.2.1 the limit
m = lim
ρ(p,O)→∞
‖φ(p)‖ ∈ R
exists and is (strictly) positive. We define m to be the mass of the monopole.
Fix a point O ∈ H3. Since ‖Φ(p)‖ → m > 0 as ρ(p, O) → ∞ we can choose a
sphere S in H3 centred at O large enough that the singular points and zeros of Φ all
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lie inside S. On such a sphere, the bundle E splits as a direct sum of eigenbundles of
Φ
E|S =M+ ⊕M−
where M± is the bundle corresponding to the eigenvalue ±i‖Φ‖. (Note that these
bundles are interchanged by j.)
Definition 2.2.6. In the above notation and using the natural orientation of S, we
define the total charge N of the monopole by
N = c1(M
+)[S]
Definition 2.2.7. We define the non-abelian charge k of a monopole to be k = N+ l.
It is important to address the issue of existence of singular hyperbolic monopoles.
As we shall see, the key is a result of LeBrun in [27].
We have seen that given a harmonic function V on U as in (2.2.1) we obtain the
Riemannian manifold Mˆ of lemma 2.2.3. The function V depends on a choice of
λ ≥ 0 and LeBrun [27] shows that for λ = 1, Mˆ has an S1-equivariant conformal
compactification M c obtained by adding a 2-sphere of fixed points of the S1 action
on Mˆ and gluing along the boundary of H3 (which Mˆ fibres over). Furthermore,
after reversing the orientation, M c is diffeomorphic to nCP2 = CP2# · · ·#CP2 and
the conformal class (which is self-dual) contains a metric of positive scalar curvature.
For n = 0 (ie: no singularities) this construction is of course the usual observation
that round S4 is an S1-equivariant conformal compactification of H3×S1 which was
used very successfully by Atiyah in [2] to study monopoles on H3. For n = 1 we
obtain CP2 with the usual Fubini-Study conformal structure.
Now in [32], it is noted that an S1-invariant instanton on S4 corresponds to a
solution of the Bogomolny equations on H3 that satisfies the boundary conditions
(ii) of definition 2.2.1. Similarly and in view of lemma 2.2.3, an S1-invariant anti-self-
dual instanton onM c corresponds to a solution of the Bogomolny equations satisfying
conditions (ii) and (iii) of 2.2.1. This is the same as a self-dual instanton on nCP2 (we
don’t have to be careful whether we consider anti-self-dual or self-dual instantons on
S4 since it carries an orientation reversing diffeomorphism). Existence of our singular
monopoles then follows from the existence of S1-invariant self-dual instantons on the
self-dual manifolds nCP2. Indeed a careful equivariant index calculation can be used
to calculate the dimension of the moduli space, 4k − 1.
In fact, in view of Buchdahl’s construction [8] of instantons on CP2, it should even
be possible to obtain explicit formulae for singular hyperbolic monopoles just as the
same is possible by applying an S1-invariant version of the ADHM construction for
instantons on S4 to obtain formulae for non-singular hyperbolic monopoles.
2.3 The Hitchin–Ward correspondence
The Hitchin–Ward transform is the fundamental theorem that tells us how to interpret
solutions of the Bogomolny equations on twistor space. In this section we address
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the question of what happens to the data on twistor space when the solutions of
the Bogomolny equations have singularities as prescribed in definition 2.2.1. Before
stating the theorem, we find it convenient to introduce some terminology and make
some elementary observations about hyperbolic space.
Definition 2.3.1. Given an oriented geodesic γ in hyperbolic space and a point O ∈
H3 there exists a unique parameterisation of γ such that γ is parameterised by arc
length and γ(0) is the closest point to O on γ. We call this the parameterisation of γ
determined by O ∈ H3.
Lemma 2.3.2. Let {p1, . . . , pn} ⊂ H3, O ∈ H3. Let R > 0 be large enough that
{p1, . . . , pn} ⊂ B(O,R), let γ : R → H3 be a geodesic with the parameterisation
determined by O ∈ H3 and let |t| ≥ R. Then γ(t) /∈ B(O,R).
Proof Even in hyperbolic space, the hypotenuse of a right angled triangle is the
longest side.
We shall denote the twistor space (ie: the set of oriented geodesics) of H3 by
Q. If x ∈ H3, we shall denote the corresponding twistor line (the set of all geodesics
passing through x) in Q by Px. Finally, if we fix a point O ∈ H3, then we can identify
Q ≃ P1 × P1 \∆
where (the so called anti-diagonal) is
∆ = (p, τ(p))
and τ is the usual (anti-podal) real structure on P1. The diagonal ∆ ⊂ P1 × P1 \∆
appears as the twistor line of the chosen point O ∈ H3.
Now consider the natural double fibration
SH3
H3 Q



ν

??
??
?? µ
where SH3 ⊂ TH3 is the unit tangent bundle of H3. Using the hyperbolic metric,
we have TH3 ≃ T ∗H3 and so pulling back the natural 1-form on T ∗H3, TH3 and
hence SH3 carries a natural 1-form
θˆ ∈ Ω1(SH3) (2.3.1)
Thus if fˆ : Q→ SH3 is a section of µ we obtain a 1-form θ = fˆ ∗θˆ on Q.
Remark 2.3.3. A point O ∈ H3 determines a section of µ, namely γ 7→ γ˙(0) in
the parameterisation of γ determined by O. Thus, by the above P1 × P1 \∆ carries
a natural 1-form θ. As we shall see later, it is really the (0, 1) component of θ that
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interests us. Using the coordinates, ([z, 1], [w, 1]) on (an open set of) P1 × P1 \∆, the
explicit formula for the (0, 1) component of θ is:
θ0,1 = (z − w)
(
dz¯
(1 + zz¯)(1 + z¯w)
+
dw¯
(1 + ww¯)(1 + zw¯)
)
(2.3.2)
Note that ∂θ0,1 = 0 and that θ vanishes on the twistor line ∆ (where z = w) in
P1 × P1 \∆ corresponding to those geodesics passing through O, and has a singularity
along ∆ (where z = −1/w).
Lemma 2.3.4. Let fˆ be a section of µ above and let f = ν ◦ fˆ : Q → H3. Let
θ = fˆ ∗θˆ and let ω ∈ ∧2T ∗H3. Then
(f ∗ω)0,2 + iθ0,1 ∧ (f ∗(∗ω))0,1 = 0
where ∗ is the Hodge star on H3.
Proof This follows from results in [32]. (In particular see equation (3.5) of [32]).
Remark 2.3.5. The above results also hold with R3 in place of H3. In the case of
R3 if we use the usual coordinates (η, ζ) 7→ η ∂
∂ζ
on its twistor space T ≃ TS2, then
the formula for its natural 1-form is:
θ0,1T =
2η
(1 + ζζ¯)2
dζ¯ (2.3.3)
This 1-form is also the 1-form obtained by using the usual round metric on S2 to
obtain TS2 ≃ T ∗S2 and pulling back the natural 1-form on T ∗S2.
Definition 2.3.6. Let {p1, . . . , pn} ⊂ H3 be n distinct points in hyperbolic space and
let x ∈ H3. Suppose that there exists a geodesic γ ∈ Px and pi, pj ∈ γ such that x
separates pi and pj on γ. Then we say x is geodesically trapped by {p1, . . . , pn}.
We are finally ready to state the Hitchin–Ward correspondence. The proof used
here owes most to the proof of the corresponding result in [32].
Theorem 2.3.7. Let {p1, . . . , pn} ⊂ H3 be n distinct points in hyperbolic space. Let
U = H3 \ {p1, . . . , pn}. Let P = P1 ∪ · · · ∪ Pn ⊂ Q (where Pi = Ppi). Then to each
solution of the SU(2) Bogomolny equations on U , there corresponds a pair of rank 2
holomorphic vector bundles (E+, E−) on Q together with an isomorphism
h : E+|Q\P → E−|Q\P
of holomorphic vector bundles such that:
(i) If x ∈ U is a point that is not geodesically trapped by {p1, . . . , pn}, then there
exists a partition of Px ∩ P into two disjoint sets: Q+x , Q−x such that E˜x is
naturally isomorphic to the trivial vector bundle with fibre Ex, where E˜
x is the
vector bundle over Px obtained by gluing E
+|Px\Q+x and E−|Px\Q−x together over
Px \ P using h.
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(ii) E± carry holomorphic symplectic structures compatible with h
(iii) There exists an anti-holomorphic (anti-linear) map
j˜ : E+ → E−
(covering σ : Q→ Q) such that
(h−1j˜)2 = −1
over Q \ P .
Furthermore the holomorphic data determines the solution of the Bogomolny equa-
tions.
Proof The essence of the theorem is by now standard. We sketch a proof that
emphasises the differences that arise because of the singular points pi.
Thus, fix a point O ∈ H3 and let R > 0 be large enough that {p1, . . . , pn} ⊂
B(O,R). Define
f : Q→ H3
by
γ 7→ γ(R)
where γ is given the parameterisation determined by O ∈ H3. Note that in view of
lemma 2.3.2, we have f(Q) ⊂ U ⊂ H3 and so it makes sense to define1
E+ = f ∗E
and
∂ : Ω0(Q, E+)→ Ω0,1(Q, E+)
by
∂s = ((f ∗∇)s− i(f ∗Φ)(s)⊗ θ)0,1
where θ = fˆ ∗θˆ, θˆ is the 1-form of equation (2.3.1) and fˆ is the map:
fˆ : Q → SH3
γ 7→ γ˙(R)
We thus have ∂
2
= F 0,2
∇ˆ
where F∇ˆ is the curvature of the connection ∇ˆ = f ∗∇ −
if ∗Φ⊗ θ. But
F∇ˆ = f
∗F∇ + iθ ∧ f ∗(∇Φ)− if ∗Φ⊗ dθ
1Although E+ depends on R, different values of R give naturally isomorphic bundles.
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Using the Bogomolny equations F∇ = ∗∇Φ and the fact that ∂θ0,1 = 0 we find
∂
2
= (f ∗F∇)
0,2 + iθ0,1 ∧ (f ∗(∗F∇))0,1
In view of lemma 2.3.4 we thus have ∂
2
= 0 and so we have a holomorphic structure
on E+. Define the holomorphic bundle E− using the same construction as for E+
but with f ◦ σ in place of f . Note that we thus have E− = σ∗E+ as complex (but
obviously not holomorphic) vector bundles.
To define
h : E+|Q\P → E−|Q\P
note that if γ ∈ Q then σ(γ) is just γ parameterised in the opposite direction, ie:
σ(γ) : t 7→ γ(−t)
Thus
E−γ ≃ E+σ(γ) ≃ Eγ(−R)
and so to define h we must define an isomorphism:
hγ : Eγ(R) ≃ Eγ(−R)
for all γ ∈ Q \ P . Thus fix γ ∈ Q \ P and let v ∈ Eγ(R). Note that γ ⊂ U and so let
s be the unique section of E along γ such that
s(γ(R)) = v
and
(∇γ˙ − iΦ)s = 0
We define
hγ(v) = s(γ(−R))
It is straightforward to check that h is indeed a holomorphic bijection.
To see that condition 1 holds, let x ∈ U be a point that is not geodesically trapped
by {p1, . . . , pn}. Let
Q±x = {γ ∈ Px | there exists pi ∈ γ separating x and γ(±R) on γ}
Note that Q+x ∪ Q−x = P ∩ Px and Q+x ∩ Q−x = ∅ since x is not geodesically trapped.
We define
ψ+ : E+|Px\Q+x → (Px \Q+x )× Ex
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as follows. Let γ ∈ Px \Q+x and let γ+ be the closed segment of γ joining x and γ(R).
Let v ∈ E+γ ≃ Eγ(R) and let s be the unique section of E over γ+ ⊂ U such that
s(γ(R)) = v
and
(∇γ˙ − iΦ)s = 0
Define
ψ+(v) = (γ, s(x)) ∈ (Px \Q+x )× Ex
Similarly define
ψ− : E−|Px\Q−x → (Px \Q−x )× Ex
by using a section s over the closed segment γ− ⊂ U of γ joining x and γ(−R) such
that
s(γ(−R)) = v
(since E−γ ≃ Eγ(−R)). Then define
ψ : E˜x → Px ×Ex
by
[v] 7→
{
ψ+(v) if v ∈ E+
Px\Q
+
x
ψ−(v) if v ∈ E−
Px\Q
−
x
It is straightforward to verify that ψ is well defined and is the required trivialisation.
To see that condition 2 holds, note that E carries a symplectic structure
χ ∈ C∞(U,∧2E∗)
Using f , we pull this back to a symplectic structure
χ˜ = f ∗χ ∈ C∞(Q,∧2E+∗)
Similarly, E− carries a symplectic structure. It is straightforward to verify that these
are holomorphic and compatible with h.
Finally for condition 3 let j : E → E be the quaternionic structure carried by E
and σˆ : E− → E+ be the bijection induced by σ : Q→ Q. We define
j˜ : E+ → E−
by
j˜ = σˆ−1 ◦ (f ∗j)
Again it is straightforward to verify that j˜ has the required properties.
We shall omit the proof that the holomorphic data determines the solution to the
Bogomolny equations.
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Remark 2.3.8. Theorem 2.3.7 is of course well known [2], [32] in the case n = 0
(ie: no singularities). In this case, the proof we have offered holds if we take R = 0.
Thus h is an isomorphism on all Q and so we really obtain a holomorphic vector
bundle on Q rather than a triple (E+, E−, h) as in the singular case. Furthermore, it
is clear that the proof could be generalised to groups other than SU(2). In particular
we may consider U(1) monopoles with no singularities on H3. In this case the trivial
unit mass U(1) monopole on H3 yields a holomorphic line bundle L over Q. Note
that L will carry a canonical anti-holomorphic (anti-linear) bijection:
L→ L∗ (2.3.4)
covering σ : Q → Q since we started with a U(1) bundle. Now it is well known [2],
[32] that L ≃ O(1,−1) however it is worth mentioning that we may recover this result
with minimal effort given the approach we have taken.
Proposition 2.3.9. Let
π : L→ Q
be the holomorphic line bundle corresponding to the trivial unit mass U(1) monopole
on H3. Then
L ≃ O(1,−1)
Proof From the recipe of theorem 2.3.7, the form defining the ∂-operator of L is
θ0,1. Using the formula of equation (2.3.2) we can now read off that L ≃ O(1,−1) as
required.
Remark 2.3.10. Consider again the 1-form θ of definition 2.3.3. Since ∂θ0,1 = 0 we
have a cohomology class
[θ0,1] ∈ H0,1
∂
(Q) ≃ H1(Q,O)
If exp : H1(Q,O) → H1(Q,O∗) is the usual exponential map, then θ0,1 defines the
line bundle exp([θ0,1]) and this is if course our line bundle L.
Since L is in the image of the map exp, it is trivial as a C∞ complex line bundle.
This is the reason that we can (and will, see theorem 2.3.12) raise it to non-integral
powers. Indeed H1(Q,O) is a complex vector space and so L can be raised to any
complex power.
We also note that the above method for finding the line bundle L corresponding to
the trivial U(1) monopole can, of course, also be applied in the Euclidean case. Using
the formula (2.3.3) we can thus recover Hitchin’s line bundle L, cf [16].
Now that we have the Hitchin–Ward correspondence for solutions of the Bogo-
molny equations over H3 \ {p1, . . . , pn}, the next step is to work out what conse-
quences the boundary conditions in definition 2.2.1 have for the holomorphic data
(E+, E−, h). We first deal with conditions (iii) of definition 2.2.1. Clearly the be-
haviour of Φ near the singularities pi will be reflected in the behaviour of h near
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P = P1∪ · · ·∪Pn, where Pi = Ppi (the twistor line that is the set of geodesics passing
through pi). Indeed let p˜i ∈ H0(Q,O(1, 1)) be a section with divisor Pi and let
p˜ =
n∏
i=1
p˜lii ∈ H0(Q,O(l, l))
for some {l1, . . . , ln} ⊂ N and l =
∑
li. Note that we can regard
h ∈ H0(Q \ P,Hom(E+, E−))
and that the singular set of h is exactly the same as the zero set of p˜. With this
notation in place, we can state
Theorem 2.3.11. Let (E+, E−, h) be the holomorphic data corresponding to a so-
lution to the Bogomolny equations as in theorem 2.3.7. Let I ⊂ Q be the set of
geodesics in H3 that pass through at least two of the singular points pi ∈ H3. Then
the solution of the Bogomolny equations satisfies conditions (iii) of definition 2.2.1
and has Abelian charges l1, . . . , ln if and only if the section
p˜h ∈ H0(Q \ P,Hom(E+, E−)(l, l))
extends across P to a holomorphic section on all of Q and is non-vanishing on Q\ I.
ProofWe show that a solution of the Bogomolny equations satisfying conditions (iii)
of definition 2.2.1 has the required property and omit the proof of the converse since
we do not require it.
Now since I is a discrete set of points and Q has complex dimension 2, if p˜h
extends as a holomorphic section to Q \ I then, by Hartog’s theorem, the isolated
singularities at the points of I are removable.
Let Pi ⊂ Q be the twistor line in Q corresponding to a singularity pi ∈ H3 and
let x ∈ Pi \ I. Let Ux ⊂ Q \
⋃
j 6=i
Pj be an open neighbourhood of x in Q \
⋃
j 6=i
Pj.
Consider p˜j, 1 ≤ j 6= i ≤ n. This is non-vanishing on Ux and so p˜h has a removable
singularity along Ux ∩ Pi iff p˜lii h does and p˜h is non-vanishing on Ux ∩ Pi iff p˜lii h is.
This means that we can deal with each singularity separately. We just need to prove
the result for a single singularity. Identifying Q ≃ P1 × P1 \∆, we may take this
singularity to be at the point O whose twistor line is the diagonal ∆ ⊂ P1 × P1 \∆.
We let l be the Abelian charge.
Now, there is a holomorphic trivialisation of O(1, 1) over the open set V of
P
1 × P1 \∆ with coordinates ([z, 1], [w, 1]) such that O˜ ∈ H0(Q,O(1, 1)) is trivialised
as the function
(z, w) 7→ z − w
Thus if h has matrix [
a1 a2
a3 a4
]
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relative to local trivialisations of E±, then we need to investigate the behaviour of
the functions
(z, w) 7→ (z − w)lai(z, w)
as z → w. It is sufficient to do this for each fixed value w = w0. Furthermore, we may
without loss of generality assume w0 = 0 since we may always choose our coordinates
to arrange for this. From now on we thus work on a fixed slice w = 0.
Now it will follow from our work below that the functions ai (defined on a neigh-
bourhood of 0 in C∗) cannot have essential singularities at z = 0. At worst they have
poles. Thus there exist unique integers m,n ∈ Z such that
zn
[
a4(z)
−a3(z)
]
and
zm
[ −a2(z)
a1(z)
]
have removable singularities at 0 are are non-vanishing in a neighbourhood of 0. Using
these to define a new trivialisation of E+ we find that h has matrix[
zn 0
0 zm
]
(2.3.5)
Since h is compatible with the symplectic structures on E+ and E−, it must have a
regular determinant and so we must have n = −m. Without loss of generality, we
may assume n > 0. Evidently we will be done if we can show that n = l and, in view
of (2.3.5), to do this it is enough to show that there exist C1, C2 > 0 and 1 > ǫ1, ǫ2 > 0
such that for all non-zero z with |z| small enough we have
C1|z|ǫ1 < |z|l‖H(z)‖ < C2|z|−ǫ2
where H is the matrix of h with respect to local trivialisations of E± and we are using
the l1 norm on matrices.
We will show this by choosing appropriate local trivialisations as detailed below.
Thus for any δ > 0 define
Γ(δ) = {([z, 1], [0, 1]) ∈ Q | 0 < |z| < δ} ⊂ Q \∆
and
Ω(δ) = {γ(t) ∈ H3 | γ ∈ Γ(δ) and |t| < δ} ⊂ H3 \ {O}
where we have given γ the parameterisation determined by O ∈ H3. If δ is small
enough, then Φ is non-zero on Ω(δ). Thus, for j = 0, 1, let ej be a unitary eigensection
of E|Ω(δ) with eigenvalue (−1)ji‖Φ‖. Also let[
A B
−B∗ −A
]
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be the matrix of the monopole connection ∇ with respect to the local trivialisation
defined by e0, e1. Note that B is bounded in a neighbourhood of O since∥∥∥∥∇( Φ‖Φ‖
)∥∥∥∥ = 2‖B‖
and it follows easily from conditions (iii) of definition 2.2.1 that ∇(Φ/‖Φ‖) is bounded
in a neighbourhood of O.
Now if s is a section of E over {γ(t) | |t| < δ} for some γ ∈ Γ(δ) then in terms
of the trivialisation of E determined by e0, e1 the equation (∇γ˙ − iΦ)s = 0 becomes
ds
dt
=
[ ‖Φ‖ + A(γ˙) −B∗(γ˙)
B(γ˙) −‖Φ‖ − A(γ˙)
]
s (2.3.6)
Let H(z, t) be the matrix solution of this equation such that H(z,−δ) = I. Then
H(z) = H(z, δ) is the matrix of h in the local trivialisations of E± determined by
e0, e1.
To proceed with the required analysis of (2.3.6) define
G(z, t) = exp
(
−
∫ t
−δ
(‖Φ‖+ A(γ˙))ds
)
H(z, t)
Then H solves (2.3.6) iff G solves
dG
dt
=
[
0 −B∗(γ˙)
B(γ˙) −2(‖Φ‖+ A(γ˙))
]
G (2.3.7)
We estimate the behaviour of solutions of this by regarding the off diagonal terms (for
which we have a bound) as a perturbation of the diagonal terms and transforming
to an integral equation. Thus let U be the fundamental solution of the diagonal
equation, ie:
U(t) =
[
1 0
0 exp
(
−2 ∫ t
−δ
(‖Φ‖+ A(γ˙))ds
) ]
Note that 1 ≤ ‖U(t)‖ ≤ 2. Define the integral operator T by
(TG)(t) = U(t)
∫ t
−δ
U(s)−1
[
0 −B∗(γ˙)
B(γ˙) 0
]
G(s)ds
Since B is bounded, let M be a constant such that ‖B‖ < M on Ω(δ). Then for
t ∈ [−δ, δ] we have
‖(TG)(t)‖ ≤ sup
[−δ,δ]
‖G‖M
∫ t
−δ
∥∥∥∥∥
[
1 0
0 exp
(
−2 ∫ t
s
(‖Φ‖+ A(γ˙))du
) ]∥∥∥∥∥ ds
≤ 4Mδ sup
[−δ,δ]
‖G‖
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Thus by taking δ > 0 small enough, we can have ‖T‖ < ǫ for any ǫ > 0, where we
are using the sup-norm for T . Now G solves (2.3.7) iff it solves
G = U + TG
and so using the sup-norm for everything, we have
‖G− U‖ = ‖(T + T 2 + · · · )U‖
≤ (‖T‖+ ‖T‖2 + · · · )‖U‖
=
2
‖T‖−1 − 1‖U‖
Thus provided we take δ > 0 small enough we have
‖G− U‖ < ǫ
for any ǫ > 0 and thus
‖U‖ − ǫ < ‖G‖ < ‖U‖+ ǫ
⇒ 1− ǫ < ‖G‖ < 2 + ǫ
and so finally
(1− ǫ) exp
(∫ δ
−δ
‖Φ‖dt
)
< ‖H(z)‖ < (2 + ǫ) exp
(∫ δ
−δ
‖Φ‖dt
)
(2.3.8)
It only remains to deal with the behaviour of exp
(∫ δ
−δ
‖Φ‖dt
)
as z → 0. To do
this, note that from conditions (iii) of definition 2.2.1 for δ > 0 sufficiently small and
0 < |z| < δ, |t| < δ we have
l − 1
2
< 2ρ(γ(t), O)‖Φ‖ < l + 1
2
Next by Pythagoras’s theorem for hyperbolic space (applied to the triangle with
vertices O, γ(t), γ(0) which has a right angle at γ(0)) we have
cosh ρ(γ(t), O) = ρ(γ(0), O) cosh t
and furthermore2
cosh ρ(γ(0), O) =
√
1 + |z|2
so that we have
l − 1
2
< 2 cosh−1
(√
1 + |z|2 cosh t
)
‖Φ‖ < l + 1
2
2This a special case of the general formula cosh(ρ) =
√
(1+|z|2)(1+|w|2)
|1+zw| .
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and so
l − 1/2
2
√
t2 + |z|2 <
cosh−1
(√
1 + |z|2 cosh t
)
√
t2 + |z|2 ‖Φ‖ <
l + 1/2
2
√
t2 + |z|2
Now since the function
f(s, t) =
cosh−1
(√
1 + s2 cosh t
)
√
t2 + s2
which is a priori defined on R2 \ {0} in fact extends as a continuous function on R2
with value 1 at 0 we have
1
1 + ǫ′
l − 1/2
2
√
t2 + |z|2 < ‖Φ‖ <
1
1− ǫ′
l + 1/2
2
√
t2 + |z|2
for any ǫ′ > 0, provided δ > 0 is sufficiently small and |t|, |z| < δ. Integrating, we
thus have
l − 1/2
1 + ǫ′
sinh−1(δ/|z|) <
∫ δ
−δ
‖Φ‖dt < l + 1/2
1− ǫ′ sinh
−1(δ/|z|)
Taking exponentials and remembering that exp(sinh−1 x) = x +
√
x2 + 1 ∼ 2x as
x→∞, we thus have
C ′1|z|−l+ǫ1 < exp
(∫ δ
−δ
‖Φ‖dt
)
< C ′2|z|−l−ǫ2
for constants C ′1, C
′
2 > 0 and 1 > ǫ1, ǫ2 > 0. Combining this with (2.3.8) we thus have
C1|z|−l+ǫ1 < ‖H(z)‖ < C2|z|−l+ǫ2
for appropriate constants, as required.
Note that the above theorem also applies to h−1. From now on, when we refer to
p˜h and p˜h−1 it shall be understood that they are regarded as being defined over all
of Q.
Having dealt with conditions (iii) of definition 2.2.1 we need only note that condi-
tions (ii) have the same effect on E± as in the non-singular case. Indeed, suppose that
(E+, E−, h) is the holomorphic data corresponding to a solution of the Bogomolny
equations as in theorem 2.3.7. Suppose also that this solution satisfies conditions (ii)
of definition 2.2.1. Define L+ ⊂ E+ as follows. Let
v ∈ E+γ ≃ Eγ(R)
and let s be the unique section of E over {γ(t) | t ≥ R} such that s(γ(R)) = v
and (∇γ˙ − iΦ)s = 0. We define v ∈ L+ iff
s(γ(t))→ 0 as t→∞
We then have
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Theorem 2.3.12. In the above notation, L+ is a holomorphic line sub-bundle of E+.
Furthermore
L+ ≃ Lm(0,−N)
where L is the line bundle defined in proposition 2.3.9 and N is the total charge of
the monopole. Also, since E+ has a holomorphic symplectic structure, we have
E+/L+ ≃ (L+)∗
and so we can express E+ as an extension:
0→ L+ → E+ → (L+)∗ → 0 (2.3.9)
Proof This can be proved by modifying a proof in the non-singular case. Since it is
only the asymptotic behaviour of the sections of E which matters, the singularities
do not cause any complication (note that h does not even enter the statement of the
theorem). For a proof of the result in the non-singular case see [32].
Recall now that we have the map j˜ : E+ → E−. We thus have a bundle
L− = j˜L+ ⊂ E−
Using the facts that ∇j = 0, j is anti-linear and that j covers σ, it is easy to identify
L− in the same way as L+. Let
v ∈ E−γ ≃ Eγ(−R)
and let s be the unique section of E over {γ(t) | t ≤ −R} such that s(γ(−R)) = v
and (∇γ˙ − iΦ)s = 0. Then v ∈ L− iff
s(γ(t))→ 0 as t→ −∞
We thus have a corresponding expression of the bundle E− as an extension:
0→ L− → E− → (L−)∗ → 0 (2.3.10)
Furthermore a choice of isomorphism L+ ≃ Lm(0,−N) induces an isomorphism L− ≃
L−m(−N, 0).
In the case of non-singular monopoles, the situation is a little simpler since h is a
global isomorphism and so we can work with h−1L− ⊂ E+.
2.4 The spectral data
We are now in a position to combine the results of the previous section and identify
the spectral data which determine a singular hyperbolic SU(2) monopole.
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Definition 2.4.1. Let (E+, E−, h) be the holomorphic data corresponding to a sin-
gular hyperbolic SU(2) monopole as in theorem 2.3.7. Define the map ψ as follows:
ψ : L+ → E+ → E−(l, l)→ (L−)∗(l, l) (2.4.1)
where the second arrow is the map p˜h of theorem 2.3.11 and the last arrow is formed
by tensoring the projection of the exact sequence (2.3.10) with the identity map on
O(l, l). Note that using an isomorphism L+ ≃ Lm(0,−N) as in theorem 2.3.12 we
can regard
ψ ∈ H0(Q,O(k, k))
where k is the non-Abelian charge of the monopole. We define the spectral curve S of
the monopole to be the divisor of ψ.
Remark 2.4.2. In the case of non-singular monopoles, the geometric interpretation
of the spectral curve is clear. Since S is a subset of twistor space which is the set of all
oriented geodesics in H3 and S is preserved by σ, S really defines a set of unoriented
lines in H3. These are known as the spectral lines of the monopole. Chasing through
the definitions one finds that a line γ in H3 is a spectral line iff there exists a non-zero
section s of E along γ such that (∇γ˙ − iφ)s = 0 and s(γ(t))→ 0 as t→ ±∞.
For our singular monopoles, the situation is more complicated. The spectral curve
S of the singular monopole still defines a set of spectral lines inH3 but it is not as easy
to identify them geometrically. For a line γ which does not pass through a singular
point, the rule for deciding if γ is a spectral line is the same as for a non-singular
monopole. However if γ ∈ S ∩ P this no longer makes sense. Indeed if we return
to the definition of S using p˜h we see that to define S we had to note that p˜h had
a removable singularity along P . Obtaining the value of a holomorphic function at
a removable singularity requires a limiting process and this means that to decide if a
line γ passing through a singular point is a spectral line we will need to examine the
behaviour of sections of E along geodesics in a neighbourhood of γ in H3.
For non-singular (Euclidean or hyperbolic) monopoles, the spectral curve deter-
mines the monopole. As we shall see, this is almost true for singular monopoles.
Except for the special case (which we shall not consider) when S ∩ P is not finite (ie
when Pi is a connected component of S for some i), exactly one additional piece of
spectral data is needed to identify a singular monopole.
Let S be the spectral curve of a singular hyperbolic SU(2) monopole for which
S ∩ P is finite. Note that by definition of S and the exactness of the sequence
0→ L−(l, l)→ E−(l, l)→ (L−)∗(l, l)→ 0
it follows that the image of p˜h restricted to L+|S is in fact contained in L−(l, l)|S. We
thus have a map ξ− : L+|S → L−(l, l)|S. Note that we can regard
ξ− ∈ H0(S, (L+)∗L−(l, l)) (2.4.2)
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Similarly, considering p˜h−1 restricted to L−|S we have
ξ+ ∈ H0(S, (L−)∗L+(l, l)) (2.4.3)
Clearly these two satisfy ξ−ξ+ = p˜2|S. Let D be the divisor of ξ+. Using the fact
that (h−1j˜)2 = −1 outside P we find that the total map:
L+|S j˜→ L−|S ξ
+→ L+(l, l)|S j˜→ L−(l, l)|S
is just the map:
−ξ− : L+|S → L−(l, l)|S
It thus follows (since j˜ covers σ) that the divisor of ξ− is σ(D).
Definition 2.4.3. Using the above notation, we call D the spectral divisor of the
monopole. Also since σ(S ∩ P ) = S ∩ P we see that S ∩ P really defines a set of
unoriented lines in H3. We call these lines the singular spectral lines of the monopole.
We shall refer to (S,D) as the spectral data of a monopole.
Note that the support |D| of D is contained in S∩P since p˜h−1 is an isomorphism
outside P . Also note that since ξ−ξ+ = p˜2|S we have
|D| ∪ σ(|D|) = S ∩ P
Since σ has no fixed points
|D| ∩ σ(|D|) = ∅
and so |D| defines a partition of the set of singular spectral lines into disjoint conjugate
subsets. Recalling that σ(γ) is just γ parameterised in the opposite direction this
means that |D| really defines an orientation for each singular spectral line. Finally
note that since
D + σ(D) = (p˜2|S)
it follows that that |D| determines D (provided we know p˜2, ie: the locations of the
singularities). As we shall see the spectral data (S,D) determines the monopole and
so the spectral data for a singular hyperbolic SU(2) monopole for which S ∩ P is
finite may be regarded as the set of spectral lines in H3 together with an orientation
for each singular spectral line.
We gather together a few important properties of the spectral data for a singular
monopole.
Proposition 2.4.4. Let (S,D) be the spectral data of a singular hyperbolic SU(2)
monopole of non-Abelian charge k for which S ∩ P is finite. Then
(i) S is compact.
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(ii) S is real (ie: preserved by σ).
(iii) L2m+k(0, 2l)|S ≃ [D]
(iv) If S is non-singular then it has genus (k − 1)2.
Proof
(i) Let γ be a geodesic in H3 that does not pass through any of the singular points,
pi. We have already noted that the condition for γ to be a spectral line is that
there exists a non-zero solution s to (∇γ˙ − iΦ)s = 0 along γ such that s(t)→ 0
as t→ ±∞. Thus if we fix a point O ∈ H3, the argument used in [16] to prove
compactness of the spectral curve of a non-singular Euclidean monopole shows
that there exists M > 0 such that if γ is a spectral line then it meets the ball
B(O,M) ⊂ H3 of radius M centred about O. Thus if we choose M sufficiently
large that we also have {p1, . . . , pn} ⊂ B(O,M) we find that all spectral lines
(ie: including the singular spectral lines passing through the points pi) meet
B(O,M).
Now consider the ball model of H3 and use this to identify Q ⊂ P1 × P1. Give
the conformal boundary of the ball the usual round metric of P1 ≃ S2 and let
d be the geodesic distance function. In view of the above, there exists NM > 0
such that
S ⊂ {(p, q) ∈ P1 × P1 | d(p, q) ≤ NM}
and so S being a closed subset of a compact space is compact.
(ii) This follows since j˜ : L+ → L− covers σ.
(iii) An isomorphism L+ ≃ Lm(0,−N) as in theorem 2.3.12 induces an isomorphism
(L−)∗L+(l, l) ≃ L2m+k(0, 2l)
Since the spectral divisor D is the divisor of a section of (L−)∗L+(l, l)|S the
result follows.
(iv) This follows from the adjunction formula since S is a divisor of O(k, k).
The most important of the properties listed in the above proposition is (iii) since it is
the only property which differs from the non-singular case. It replaces the condition
that L2m+k|S must be trivial which is what holds in the non-singular case. As we
shall see in the next section, it is exactly condition (iii) that means that the spectral
curves of k = 1 singular hyperbolic monopoles lift to twistor lines in appropriate
twistor spaces.
We wish to show that the spectral data determine the monopole. To do this we
shall need the following lemma.
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Lemma 2.4.5. Let S be the spectral curve of a singular hyperbolic SU(2) monopole
for which S ∩ P is finite and let ξ+ be the section of (2.4.3). Let a ∈ H1(Q, (L+)2)
be the class representing the extension (2.3.9) and let
δ : H0(S, (L−)∗L+(l, l))→ H1(Q, (L+)2) (2.4.4)
be the connecting homomorphism associated to the short exact sequence of sheaves
0→ OQ((L+)2)→ OQ((L−)∗L+(l, l))→ OS((L−)∗L+(l, l))→ 0 (2.4.5)
Then δξ+ = a.
Proof By abuse of notation let a ∈ Ω0,1(Q, (L+)2) be a Dolbeault representative for
the extension class of (2.3.9). By exactness of the long exact sequence of cohomology
groups associated to (2.4.5) [a] is in the image of δ if and only if
ψa = ∂b (2.4.6)
for some b ∈ Ω0(Q, (L−)∗L+(l, l)) where ψ is the section of equation (2.4.1). Further-
more, in this case
b|S ∈ H0(S, (L−)∗L+(l, l))
is the class mapped to [a] under δ. Now if we fix a smooth splitting E+ = L+⊕ (L+)∗
of (2.3.9) on Q then the ∂-operator of E+ is
∂ =
[
∂L+ a
0 ∂(L+)∗
]
and from this we can see that (2.4.6) holds if and only if we have a meromorphic
splitting of (2.3.9) with a pole along S. To see this, note that in our fixed smooth
splitting, to define the meromorphic splitting we only need to define the map (L+)∗ →
L+ over Q \ S and this is
b/ψ : (L+)∗ → L+
To prove the lemma, we thus need a meromorphic splitting α : (L+)∗ → E+ of (2.3.9)
with a pole along S such that if α′ : (L+)∗ → L+ is the induced map (using our fixed
smooth splitting) then (ψα′)|S = ξ+. However by definition of ψ this is the same as
requiring that ξ+ is given by the map
(L+)∗
α→ E+ p˜h→ E−(l, l)→ (L−)∗(l, l) (2.4.7)
(restricted to S). We thus need only exhibit a meromorphic splitting of (2.3.9) that
satisfies (2.4.7). We thus define α to be
(L+)∗
ψ−1→ L−(−l,−l) p˜h−1→ E+
It is trivial to check that α is indeed a splitting of (2.3.9) and satisfies condition
(2.4.7).
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Theorem 2.4.6. Let (S,D) be the spectral data of a singular hyperbolic SU(2)
monopole of mass m and non-Abelian charge k with Abelian charge li at the sin-
gular points pi, i = 1, . . . , n for which S ∩ P is finite. This data determines the
monopole.
ProofWe must show that we can recover the data (E+, E−, h) of theorem 2.3.7 from
the spectral data (S,D).
Thus let N = k − l. Let s be a section of L2m+k(0, 2l) on S with divisor D and
such that ss∗ = 1. Let a′ = δs ∈ H1(Q, L2m(0,−2N)) where
δ : H0(S, L2m+k(0, 2l))→ H1(Q, L2m(0,−2N))
is the connecting homomorphism associated to the short exact sequence of sheaves
0→ OQ(L2m(0,−2N))→ OQ(L2m+k(0, 2l))→ OS(L2m+k(0, 2l))→ 0
Let E ′+ be the bundle defined (up to equivalence) as an extension of Lm(0,−N) by
L−m(0, N) using a′ as extension class.
Choose the unique isomorphism L+ ≃ Lm(0,−N) such that the image of s under
the induced isomorphism
H0(S, L2m+k(0, 2l)) ≃ H0(S, (L+)∗L−(l, l))
is ξ+ of (2.4.3). Then by lemma 2.4.5 the image of a′ under the induced isomorphism
H1(Q, L2m(0,−2N)) ≃ H1(Q, (L+)2)
is the extension class of (2.3.9). It follows that we must have E ′+ ≃ E+. Similarly,
we can recover E−.
It remains only to show that h is determined by (S,D). Now we saw in the course
of the proof of lemma 2.4.5 that the sequence (2.3.9) has a natural splitting on Q\S,
ie: on Q \ S, we naturally have
E+ ≃ L+ ⊕ (L+)∗
and similarly for E−. A quick review of the relevant definitions reveals that the matrix
of h with respect to these splittings is (cf (3.2.11))[
0 −p˜/ψ
ψ/p˜ 0
]
and so we see that h is determined by ψ (which is determined by S) and p˜ (which is
determined by the points pi) as required.
Remark 2.4.7. In the course of the above theorem we made a choice of section s of
L2m+k(0, 2l) on S with divisor D and such that ss∗ = 1. This choice is unique up to
a factor of U(1). Thus the space of all spectral data (S,D) together with a choice of
such a section s is naturally a U(1) bundle over the space of spectral data (S,D), ie:
over the monopole moduli space. This natural U(1) bundle on the monopole moduli
space is of course the gauged monopole moduli space and is the space whose geometry
we are interested in.
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2.5 The charge 1 moduli space
We are interested in the natural geometric structure on the moduli space of hyperbolic
monopoles3. The moduli space for k = 1 (non-singular) monopoles on H3 is simply
H3 × S1 but the k = 1 moduli spaces for singular monopoles are more interesting
and have essentially already been studied in some detail by LeBrun [27]4. The goal
is to gain some insight into the natural geometric structure of the moduli spaces of
hyperbolic monopoles in general by studying this simpler (k = 1) case.
The easiest way to identify the moduli space of k = 1 singular SU(2) monopoles
is to identify the twistor space. The spectral curves S have genus 0 for k = 1 and the
spectral data (S,D) of a monopole can be naturally identified with a twistor line. We
are most interested in the local differential geometric structure of the monopole moduli
space and so it is enough to work with generic spectral curves. Furthermore, the
twistor space naturally carries some additional structure which defines the geometry
of the moduli space which is what we’re really interested in. In fact, this twistor
space arises naturally from the Hitchin–Ward transform for a certain singular U(1)
monopole.
2.5.1 Hitchin–Ward transform for singular U(1) monopoles
In this subsection, we will review the construction of certain twistor spaces introduced
by LeBrun in [27] and show how it can be viewed from the point of view of the Hitchin–
Ward transform for singular U(1) monopoles. In the next subsection, we will make
use of the observation that a twistor line in this space neatly encodes the spectral
data of a charge 1 singular hyperbolic SU(2) monopole to study the geometry of the
moduli space of such monopoles.
Let {p1, . . . , pn} ⊂ H3 be n distinct points in hyperbolic space, let {l1, . . . , ln} ⊂ N
be n (strictly) positive integers and let λ ∈ [0,∞) be a non-negative real number. Let
Gi = Gpi be the Green’s function for the hyperbolic Laplacian introduced in equation
(2.2.2). A solution to the U(1) Bogomolny equations is just a solution to the Laplace
equation so that
V = λ+
∑
liGi (2.5.1)
defines a U(1) monopole on U = H3\{p1, . . . , pn}. We can thus apply the U(1) version
of theorem 2.3.7 and so obtain the triple (K+, K−, h) where K± are holomorphic line
bundles on Q and
h : K+|Q\P → K−|Q\P
is a holomorphic isomorphism. We can encode this data in a singular 3 dimensional
complex space Z˜ as
Z˜ =
{
(x, y) ∈ (K+ ⊕ (K−)∗) |Q\P | h(x)y = 1}
3When we talk of the monopole moduli space, we shall always mean the gauged moduli space as
discussed in remark 2.4.7.
4In the notation of (2.5.1), LeBrun studied the case with λ = 1 and l1 = · · · = ln = 1. As we
shall see for monopoles of mass m > 0, we have λ = 1 + 2m.
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Now we have already seen that if V = 1 thenK+ = K− = L = O(1,−1) with h the
identity map. It follows (for example from the linearity of the U(1) Penrose transform)
that if V = λ then K+ = K− = Lλ with h the identity map. Next, it follows from the
work of LeBrun in [27] that V = Gi corresponds to K
+ = O(0, 1), K− = O(−1, 0).
Thus, in this case h ∈ H0(Q \ P,O(−1,−1)) and if p˜i ∈ H0(Q,O(1, 1)) is a section
corresponding to pi ∈ H3 then by the U(1) version of theorem 2.3.11 p˜ih is a non-
vanishing holomorphic function on Q. It is thus constant and we may take this
constant to be 1. We thus have h = p˜−1i . Combining these observations we find that
for V given by equation (2.5.1) above we have
K+ ≃ Lλ(0, l)
K− ≃ Lλ(−l, 0)
h = p˜−1 ∈ H0(Q \ P,O(−l,−l))
where p˜ =
∏n
i=1 p˜
li
i ∈ H0(Q,O(l, l)) and l =
∑n
i=1 li as in theorem 2.3.11. We can
thus explicitly identify Z˜ as
Z˜ ≃ {(x, y) ∈ (Lλ(0, l)⊕ L−λ(l, 0)) |Q\P | xy = p˜(u)} (2.5.2)
(where (x, y) is in the fibre of Lλ(0, l)⊕ L−λ(l, 0) over u ∈ Q.)
Since the space Z˜ encodes the data (K+, K−, h) which determines our singular
U(1) monopole, the natural question is how to recover the monopole directly from
Z˜. This question has essentially already been answered by LeBrun [27] (using ideas
of Hitchin [15].) A natural desingularisation Z of Z˜ is the twistor space for the 4
dimensional real manifold that is the total space of the principal U(1) bundle M of
the monopole we started with, endowed with a Gibbons–Hawking type conformal
structure (introduced by LeBrun [27]). Since we are following the setup of [27], we
shall summarise the details in the language which will be most useful to us, but
without providing proofs.
Note also that the fact that we can view Z˜ as arising from our version of the
Hitchin–Ward transform for singular U(1) monopoles, though satisfying, is not rel-
evant to the rest of our work here. Equation (2.5.2) essentially appears in [27] and
may be taken as the starting point of our work here.
In order to connect the space Z˜ with our SU(2) monopole moduli space, we will
need to understand the real structure and the twistor lines. Of course it is LeBrun’s
desingularisation Z of Z˜ that is the twistor space, however the real structure and
twistor lines are first defined on Z˜ and then lifted to Z so we shall work on Z˜. This
is also consistent with the approach taken by Hitchin in [15].
We define the real structure
τˆ : Z˜ → Z˜
by restricting the anti-holomorphic (anti-linear) map Lλ(l, 0)→ L−λ(0, l) induced by
σ on Q. This restricts to Z˜ since p˜ is real.
To identify the twistor lines in Z˜, it is convenient to use the following elementary
lemma.
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Lemma 2.5.1. In the above notation, let Pq ⊂ Q be the twistor line of a point q ∈ U .
Then we can consistently choose x, y ∈ H0(P1,O(l)) unique up to a factor of U(1)
such that x = y∗ and
(π∗1x)(π
∗
2y) = p˜ (2.5.3)
on Pq.
Proof Use q to identify Q ≃ P1 × P1 \∆ so that Pq corresponds to the diagonal ∆.
Let ζ be the natural coordinate on ∆ ≃ P1, then restricted to ∆, p˜ is given by
p˜ =
∏
(aiζ
2 + 2biζ − ai)li
where ai ∈ C and bi ∈ R. We now simply follow the recipe given in [15]. The discrim-
inant 4(b2i + |ai|2) of the ith quadratic is positive and so we can without ambiguity
define ∆i =
√
b2i + |ai|2 to be the positive square root and the roots αi and βi by
αi =
−bi +∆i
ai
βi =
−bi −∆i
ai
We then define
x = A
∏
(ζ − αi)li
y = B
∏
(ζ − βi)li
where A and B satisfy AB =
∏
alii . x, y now satisfy the required conditions if and
only if
|A|2 =
∏
(bi −∆i)li
We thus have the required factoring of p˜ and the indeterminacy in the argument of
A corresponds to the extra U(1) factor.
Now we also have a natural holomorphic projection Z˜ → Q \ P , compatible with
real structures. Composing this with the projection π1 of Q ⊂ P1 × P1 onto the first
factor we thus have a holomorphic projection
π : Z˜ → P1
(Note that if we instead used the projection π2 onto the second factor in P
1 × P1, we
would just obtain the map τ ◦π ◦ τˆ so that provided we remember the real structures
on Z˜ and P1, there is no new information.)
We can now exhibit the family of twistor lines in Z˜. Each twistor line will be the
image of a holomorphic section of π. As we shall see, this has geometrical significance
for M . Indeed if π preserved the real structures on Z˜ and P1, then (see [34]) M
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would have a hypercomplex structure. This is, of course, not the case here. We
define these sections as follows. Pick a point q ∈ U = H3 \ {p1, . . . , pn}. Let Pq be
the corresponding twistor line in Q. Note that
πi : Pq → P1
is a holomorphic bijection for i = 1, 2. (A geometric reason for this is that Pq is the
set of all geodesics through the point q ∈ H3 so if we know the start or end point of
the geodesic on sphere at infinity in H3, then we know the geodesic.) Now choose
x, y ∈ H0(P1,O(l)) as in lemma 2.5.1 and let
s : Pq → L
be a holomorphic trivialisation of L|Pq such that ss∗ = 1. Evidently s is unique up to
a factor of U(1). s defines trivialisations sλ of Lλ and s−λ of L−λ over Pq. The pair
of sections
(sλπ∗2x, s
−λπ∗1y) ∈ H0(Pq, Lλ(0, l)⊕ L−λ(l, 0))
define a real lifting of the twistor line Pq in Q to the required twistor line in Z˜.
With this explicit description of the twistor lines of Z˜, we are ready to identify
them with the spectral data of charge 1 singular hyperbolic SU(2) monopoles. This
means that Z is the twistor space of the moduli space M of these monopoles. Fur-
thermore, LeBrun [27] explicitly identified the space which Z is the twistor space of
and so by studying its natural geometry we are studying the natural geometry of the
monopole moduli space. We summarise here the geometry of M .
We saw in section 2.2 that a harmonic function V as in equation (2.5.1) defines a
Riemannian manifold. The manifold M is the total space of the U(1) bundle on U
with Chern class 1
2π
[∗dV ] and the metric (which is anti-self-dual with respect to the
orientation defined by dx ∧ dy ∧ dz ∧ ω) is
Vˆ hˆ + Vˆ −1ω ⊗ ω (2.5.4)
where hˆ is the pull back of the hyperbolic metric h to M , Vˆ is the pull back of V to
M and ω is a connection on M with curvature ∗dV . According to [27], the twistor
space of M with the conformal structure defined by this metric is Z (the natural
desingularisation of Z˜).
We noted above that the fact that the twistor lines were the images of holomorphic
sections of the natural holomorphic projection π : Z˜ → P1 would have geometric
significance for M . In fact if we fix a point u ∈ P1 then the fibre Σ = π−1({u}) is a
divisor corresponding to a complex structure on M . Furthermore, as shown in [27],
the divisor Σ + Σ represents the line bundle K−1/2 where K is the canonical bundle
of Z. Since [36], holomorphic sections H0(Z,K−1/2) correspond to scalar-flat Ka¨hler
metrics5 in the conformal class onM , Σ defines a Ka¨hler metric onM up to scale. We
5Strictly speaking an element of H0(Z,K−1/2) gives a pair of complex structures J , −J on M
and we cannot tell them apart. So the Ka¨hler metric is well defined but the complex structure is
only defined up to conjugation. This is not an issue for us however since we have Σ.
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are fortunate that we may appeal to [27] for an explicit description of these metrics.
The details are as follows.
Choose coordinates for H3 so that it is represented in the upper half-space model
H3 ≃ {(x, y, z) ∈ R3 | z > 0}
h =
dx2 + dy2 + dz2
z2
Suppressing the notation the pull back of data from U to M , note that dx, dy, dz, ω
trivialise T ∗M so that we can define an almost complex structure J on M by
Jdx = dy
Jdz = zV −1ω
Noting that
J(dx+ idy) = −i(dx+ idy)
J(z−1V dz + iω) = −i(z−1V dz + iω)
d(dx+ idy) = 0
d(z−1V dz + iω) = (dx+ idy) ∧
(
1
z
(
∂V
∂x
− i∂V
∂y
)dz +
i
z
∂V
∂z
dy
)
we see that J is integrable. Now define the metric
g = z2(V h+ V −1ω ⊗ ω)
on M (which is in the conformal class defined by (2.5.4)). We claim that (M,J, g) is
a scalar-flat Ka¨hler manifold. If we let Ω = g(J ·, ·) be the associated 2-form then a
quick calculation reveals
Ω = −(V dx ∧ dy + zdz ∧ ω) (2.5.5)
from which it follows easily (using the fact that d ∗ dV = 0) that dΩ = 0. Thus g
is a Ka¨hler metric and we need only note that an anti-self-dual Ka¨hler manifold is
scalar-flat (see for example [9]).
Finally note that to define this metric on M , we represented H3 in the upper
half-space model. This singles out a point on the conformal 2-sphere at infinity and
so we in fact have an entire S2 of such metrics. This corresponds to the choice of
point in P1 giving the divisor Σ above. To see this more clearly, note that the Ka¨hler
form (2.5.5) can be written as
Ω = −1
2
(V ∗ d(z2) + d(z2) ∧ ω)
where ∗ is the Hodge ∗-operator on H3. Thus to define the Ka¨hler structure, we only
need the function z. Furthermore, z is just a horospherical height function on H3
and as we shall see, any such function will define a Ka¨hler structure. Let us briefly
recall some elementary facts about horospherical height functions on H3.
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A horospherical height function is the exponential of a Busemann function. To
define a Busemann function on a complete Riemannian manifold with distance func-
tion ρ, we choose a geodesic γ parameterised by arc-length and define the associated
Busemann function bγ by
bγ(x) = lim
t→∞
(t− ρ(x, γ(t))) (2.5.6)
Note that bγ(γ(t)) = t and that if we change the parameterisation of γ by t 7→ γ(t+a)
for some constant a then bγ is replaced with bγ − a. Let us consider Busemann
functions on H3. We claim that the level sets of bγ are the horospheres passing
through γ(∞) ∈ ∂H3. To see this, we may choose coordinates (x, y, z) so that H3 is
represented in the upper half-space model and our geodesic γ appears as
γ : t 7→ (0, 0, et)
The horospheres tangential to γ(∞) are given in these coordinates by z = const.
Using the formula
ρ((x, y, z), γ(t)) = cosh−1
(
x2 + y2 + z2 + e2t
2zet
)
it is easy to check from (2.5.6) that
ebγ((x,y,z)) = z
so that z is the associated horospherical height function as required. Since, if we
fix a point p on the boundary, H3 is foliated by the horospheres tangential to ∂H3
at p, we see that to define a Busemann function on H3, we just need to define a
value on each horosphere. Choosing a geodesic such that γ(∞) = p we define the
value on each horosphere using bγ(γ(t)) = t. The only remaining degree of freedom
is which horosphere contains γ(0). Thus p determines the Busemann function up to
the addition of a constant.
We have thus seen that a horospherical height function is determined up to a
positive scale factor by a point on ∂H3 and that any such function can be represented
as the function z in upper half-space coordinates. If we fix a point O ∈ H3, we thus
have a natural 2-sphere of horospherical height functions: for each point on ∂H3 we
take the associated horospherical height function q such that O lies in the level set
q = 1. In this way, a point in H3 determines a natural 2-sphere of scalar-flat Ka¨hler
metrics on M .
2.5.2 The SU(2) moduli space
In the previous subsection, we reviewed a construction of LeBrun [27] (and also noted
how it fits with our singular U(1) Hitchin–Ward transform). The essential point was
the geometry of the space M and its twistor space. We now wish to show that M
is in fact the moduli space of k = 1 singular SU(2) monopoles. We will do this by
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showing how the spectral curve S of such a monopole naturally lifts to a twistor line
in Z˜ and that this twistor line also encodes the spectral divisor of the monopole.
Thus consider a singular SU(2) monopole with non-Abelian charge k = 1 and
Abelian charges li at the points pi ∈ H3, i = 1, . . . , n. Let
V = 1 + 2m+ 2
∑
liGi
So comparing with (2.5.1), we have λ = 1 + 2m and 2li in place of li. As we saw in
the previous subsection, associated with V is a twistor space
Z˜ ≃ {(x, y) ∈ (L1+2m(0, 2l)⊕ L−1−2m(2l, 0)) |Q\P | xy = p˜}
The key observation is that a twistor line of Z˜ exactly encodes the spectral data
(S,D) for a charge 1 singular hyperbolic monopole. We need only observe that D is
the divisor of a section
ξ+ ∈ H0(S, (L−)∗L+(l, l))
and using the isomorphisms L+ ≃ Lm(0,−N) and L− ≃ L−m(−N, 0) we see that we
can regard
ξ+ ∈ H0(S, L1+2m(0, 2l))
Similarly we have
ξ− ∈ H0(S, L−1−2m(2l, 0))
Thus ξ± provide a natural lifting of the spectral curve (which is a rational curve)
to the twistor space Z˜. The sections ξ± are determined up to U(1) factor by the
spectral divisor D. This U(1) factor, of course, corresponds to the gauging of the
monopole. This is how a monopole corresponds to a twistor line, and hence a point
in M . Conversely, by construction, a twistor line in Z˜ projects down to the spectral
curve of a singular hyperbolic monopole and this curve obviously comes with a section
of L1+2m(0, 2l) which gives the spectral divisor. To summarise, we thus have
Theorem 2.5.2. Let m > 0, let {p1, . . . , pn} ⊂ H3 be n distinct points in hyperbolic
space and let {l1, . . . , ln} ⊂ N be n (strictly) positive integers. Let M be the moduli
space of gauged singular hyperbolic SU(2) monopoles of non-Abelian charge 1 with
Abelian charges li at pi. Then
• M carries a natural self-dual conformal structure
• For each point u ∈ ∂H3 there is a volume form and complex structure Ju on M
such that the metric determined in the conformal structure makes M together
with Ju a scalar-flat Ka¨hler manifold.
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Chapter 3
Deforming the spectral curve
3.1 Overview
Ever since [17] it has been known that the (4k−1)-dimensional moduli space of charge
k SU(2) Euclidean monopoles can be naturally identified with the space of spectral
curves, ie: those compact algebraic curves S in the linear system |O(2k)| on T ≃ TP1
such that
• S is real
• S has no multiple components
• L2 is trivial on S and L(k − 1) is real
• H0(S, Lz(k − 2)) = 0 for z ∈ (0, 2)
Furthermore, this identification lifts naturally to yield an identification of the 4k-
dimensional moduli space of gauged Euclidean monopoles and the space of pairs
consisting of a spectral curve S as above together with a choice of trivialisation of L2
(satisfying a reality condition) over S.
One of the most interesting features of the moduli space of gauged Euclidean
monopoles is the natural hyperka¨hler structure it carries. This structure has previ-
ously been understood from at least three points of view: the existence of the natural
L2 metric on the moduli space, the fact that the Bogomolny equations can be re-
garded as moment map equations for an infinite dimensional hyperka¨hler quotient or
from a construction of the twistor space of the moduli space. These facts are well laid
out in [3]. However the question of understanding the hyperka¨hler structure from the
point of view of the spectral curve has not been previously addressed.
This is an interesting question because the spectral curve approaches to Euclidean
and hyperbolic monopoles (see [16] and [32] as well as [2]) have much in common. By
understanding how the hyperka¨hler structure on the space of spectral curves arises
in the Euclidean case and by adapting the same techniques to the hyperbolic case,
we are able to learn about the geometry of the moduli spaces of (gauged) hyperbolic
monopoles. This is important because the natural geometric structure on the moduli
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space of hyperbolic monopoles remains a mystery to date (indeed the natural L2
“metric”diverges, see [6]).
Consider the Euclidean case. Of the conditions listed overleaf that characterise a
curve in |O(2k)| as a spectral curve, the most important is the condition that L2|S be
trivial. Indeed as pointed out in [16], a naive parameter count indicates that the space
of such curves has dimension 4k. Our idea is to view the L2|S triviality condition
more geometrically by using a trivialisation (satisfying a reality condition) to lift S to
a real curve Sˆ in L2 \ 0. We show that it is possible to apply Kodaira’s deformation
theory to Sˆ (at least when it is smooth) and thus obtain the space of curves in |O(2k)|
satisfying the L2|S triviality condition as a deformation space. This means that we
have a model for the tangent space of such curves and so for the monopole moduli
space from which we are able to identify the hyperka¨hler structure.
It is worth pointing out that in the charge 1 case, the spectral curves have genus
0 and lift to twistor lines in L2 \ 0 which is of course the twistor space of R3 × S1
(the charge 1 gauged moduli space). The equivalent statement in the hyperbolic case
also holds and our work in chapter 2 generalised this to singular charge 1 hyperbolic
monopoles (whose spectral curves still have genus 0). Our approach here is thus a
generalisation in a different direction, a generalisation that involves deformations of
higher genus curves.
As we will see, although questions about the geometry of the hyperbolic monopole
moduli space remain, this approach does yield significant insights. We find that the
hyperbolic monopole moduli space appears to carry a new type of geometry whose
complexification is very similar to the complexification of hyperka¨hler geometry but
with different reality conditions.
Finally it must be pointed out that much of the work in this approach goes into
proving a cohomology vanishing theorem. For example, in the Euclidean case we
prove
H0(S, E˜L(k − 2)) = 0
where E˜ is the holomorphic bundle on T corresponding to the monopole. A corollary
of this result is that we get a proof that the space of smooth curves in |O(2k)| satisfying
the L2|S triviality condition has dimension 4k and so we obtain the dimension of the
monopole moduli space without having to appeal to the analytical results of Taubes
[39].
3.2 The Euclidean case
3.2.1 Recovering the hyperka¨hler structure
Let S ⊂ T be the spectral curve of a charge k Euclidean monopole. For simplicity we
shall assume S is non-singular for the rest of this chapter. Let φ be a non-vanishing
holomorphic section of L2 on S such that
φ∗φ = −1
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Note that φ is unique up to a factor of U(1). Let
Sˆ ⊂ L2 \ 0 (3.2.1)
be the image of φ and let Nˆ be the normal bundle of Sˆ in L2 \0. As we said in section
3.1 we are going to consider the space MCk of deformations of Sˆ in L
2 \ 0. Since L2 \ 0
carries a real structure, the same is true of MCk . We will find that M
C
k has dimension
4k and that in the neighbourhood of a genuine spectral curve, the real points can be
naturally identified with an open set in the moduli space Mk of monopoles. We thus
have a natural isomorphism
TSˆM
C
k ≃ TSˆMk ⊗R C
Now to get the deformation theory to work, we appeal to a well known result of
Kodaira [24] which states that if
H1(Sˆ, Nˆ) = 0 (3.2.2)
then we have a well behaved1 spaceMCk of deformations of Sˆ in L
2\0 and furthermore
there is a natural isomorphism
TSˆM
C
k ≃ H0(Sˆ, Nˆ)
We thus have a model for the complexified tangent space to the moduli space of
monopoles
TSˆMk ⊗R C ≃ H0(Sˆ, Nˆ) (3.2.3)
Evidently, we must address the issue of (3.2.2). We shall find that it does indeed
hold. As a first step to establishing this result, we need to identify Nˆ . To this end
we have some lemmas.
Lemma 3.2.1. Let X be a complex manifold, S ⊂ X a complex submanifold and
π : V → X a holomorphic vector bundle on X. Suppose that we have a section
φ ∈ H0(S, V ) with image Sˆ ⊂ V . Let N be the normal bundle of S in X and Nˆ
be the normal bundle of Sˆ in V . Then (regarding Nˆ as a bundle on S using φ) Nˆ
naturally fits into the short exact sequence of vector bundles on S
0→ V |S → Nˆ → N → 0 (3.2.4)
Proof The three natural exact sequences
0 → π∗V → TV → π∗TX → 0
0 → TS → TX|S → N → 0
0 → T Sˆ → TV |Sˆ → Nˆ → 0
1By “well behaved”we mean that MCk is a complete maximal family of deformations. See [24].
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fit together into the commutative diagram
0 0y y
T Sˆ
≃−−−→ TSy y
0 −−−→ π∗V |Sˆ −−−→ TV |Sˆ −−−→ π∗TX|S −−−→ 0y y
Nˆ Ny y
0 0
A quick diagram chase reveals that there exists a unique map Nˆ → N for which the
diagram commutes and furthermore that the resulting sequence
0→ V |S → Nˆ → N → 0
is exact.
Lemma 3.2.2. In the notation of lemma 3.2.1, suppose that V = L is a line bundle
and that S has codimension 1. Let α ∈ H1(S, LN∗) be the extension class of the
sequence (3.2.4) and let δ : H0(S, L)→ H1(X,LN∗) be the connecting homomorphism
associated to the following short exact sequence of sheaves on X
0→ OX(LN∗)→ OX(L)→ OS(L)→ 0 (3.2.5)
Then (δφ)|S = α.
Proof The extension class α is defined as α = δ
′
1 where δ
′
: H0(S,O)→ H1(S, LN∗)
is the connecting homomorphism associated to the short exact sequence obtained by
tensoring (3.2.4) with N∗. We shall calculate an explicit Cˇech cocycle representative
for δφ and for δ
′
1 with respect to a Leray cover U = {Ui} for X and show that they
define the same class in H1(S, LN∗).
Thus let U be a sufficiently fine Leray cover forX and let the functions ψi : Ui → C
cut out Si = S∩Ui for each open set Ui ∈ U . To obtain an explicit Cˇech representative
for δφ we must consider the commutative diagram of Cˇech cochain groups associated
to the sequence (3.2.5)
0 −−−→ ∏
i
H0(Ui, LN
∗) −−−→ ∏
i
H0(Ui, L) −−−→
∏
i
H0(Si, L) −−−→ 0y y y
0 −−−→ ∏
i,j
H0(Uij , LN
∗) −−−→ ∏
i,j
H0(Uij, L) −−−→
∏
i,j
H0(Sij , L) −−−→ 0
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where Uij = Ui∩Uj and Sij = Si∩Sj. Now fix trivialisations of L on each open set Ui
and let lij : Uij → C∗ be the transition functions. Let φi : Si → C represent φ|Si with
respect to these trivialisations and let φˆi : Ui → C be a holomorphic extension of φi
to Ui. Then, chasing through the above diagram, we see that a Cˇech representative
for δφ is
(δφ)ij =
φˆi − lijφˆj
ψi
Note that we have used the chosen trivialisation of L on Ui and the trivialisation of
N on Si determined by ψi so that (δφ)ij takes values in C rather than LN
∗.
With this in hand, we turn to the calculation of a Cˇech cocycle for δ
′
1. The
commutative diagram of Cˇech cochain groups associated to the exact sequence with
δ
′
as connecting homomorphism is
0 −−−→ ∏
i
H0(Si, LN
∗) −−−→ ∏
i
H0(Si, NˆN
∗)
b−−−→ ∏
i
H0(Si,O) −−−→ 0y ∂y y
0 −−−→ ∏
i,j
H0(Sij, LN
∗)
a−−−→ ∏
i,j
H0(Sij, NˆN
∗) −−−→ ∏
i,j
H0(Sij ,O) −−−→ 0
Now note that the trivialisation of L on Ui together with the extension φˆi of φi
together determine an isomorphism
Nˆ |Si ≃ N |Si ⊕OSi
[(v, w)] 7→ ([v] , w − v(φˆi))
where (v, w) ∈ TUi ⊕ C ≃ T (Ui × C) ≃ T (L|Ui). Also the explicit trivialisation of
N |Si determined by ψi is
N |Si ≃ OSi
[v] 7→ v(ψi)
where v ∈ TUi. With these isomorphisms in place, each bundle appearing in our
latest commutative diagram is trivialised.
We wish to calculate δ
′
1, thus take the cocycle {1} ∈ ∏
i
H0(Si,O). Using our
isomorphisms fi : H
0(Si, NˆN
∗) ≃ H0(Si,O)2 a cochain that is mapped to this under
b is {(1, 0)}. We must apply the Cˇech coboundary map to this. A careful examination
of the definition of fi reveals
∂{(1, 0)} =
{(
1− ψj
ψi
vj(ψi),
ψj
ψi
vj(φˆi − lijφˆj)
)}
where vj ∈ H0(Sij, TUij) satisfies vj(ψj) = 1. The cocycle mapped to this under a
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represents δ
′
1. In fact we can read off
(δ
′
1)ij =
ψj
ψi
vj(φˆi − lijφˆj)
=
ψj
ψi
vj
(
φˆi − lijφˆj
ψj
ψj
)
=
ψj
ψi
φˆi − lijφˆj
ψj
vj(ψj) +
ψj
ψi
vj
(
φˆi − lijφˆj
ψj
)
ψj
=
φˆi − lijφˆj
ψi
since vj(ψj) = 1 and ψj vanishes on Sij.
Thus the same cocycle represents both δφ and δ
′
1.
Corollary 3.2.3. Let Nˆ be the normal bundle of Sˆ ⊂ L2\0 as in (3.2.1). Let E˜ be the
holomorphic vector bundle on T corresponding to the monopole. Then (identifying Sˆ
and S)
Nˆ ≃ E˜L(k)|S
Proof This is an immediate consequence of previous lemma together with Hitchin’s
construction of E˜ from S (see [16]).
Remark 3.2.4. Note that since the space of deformations of spectral curves has a
natural map to the space of deformations of holomorphic bundles on T there should
be a natural map
H0(S, Nˆ)→ H1(T,End(E˜))
and in view of corollary 3.2.3 this means that there should be a natural map
H0(S, E˜L(k))→ H1(T,End(E˜))
It is instructive to check that this is indeed the case. Thus note that since the spectral
curve is a divisor of O(2k) we have the short exact sequence of sheaves on T
0→ OT (E˜L(−k))→ OT (E˜L(k))→ OS(E˜L(k))→ 0
The connecting homomorphism of the induced long exact sequence of cohomology is a
map
H0(S, E˜L(k))→ H1(T, E˜L(−k))
and since L(−k) is a subbundle of E˜ we also have a map
H1(T, E˜L(−k))→ H1(T,End(E˜))
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(where we have used the fact that E˜∗ ≃ E˜). We thus have a natural map
H0(S, E˜L(k))→ H1(T,End(E˜))
as required.
Having identified the normal bundle of Sˆ, the next step is to establish the vanishing
of H1(S, Nˆ) required by Kodaira’s theorem [24]. In fact we shall prove a stronger
cohomology vanishing theorem which will also be of use elsewhere. First however, it
is convenient for us to introduce a definition and a technical lemma that will be used
in the proof of the vanishing theorem.
Definition 3.2.5. Fix a charge k SU(2) monopole on R3 and let r be the radial
distance from a point O ∈ R3. We define a special gauge to be a unitary gauge which
diagonalises the Higgs field and such that the connection matrix takes the form[
A B
−B∗ −A
]
where B = O(r−2).
It follows easily from the boundary conditions given in [16] that special gauges
exist for any monopole.
Lemma 3.2.6. Consider an SU(2) monopole on R3 with underlying complex vector
bundle E. Fix a point O ∈ R3 and let γ be an oriented line in R3 that is not a spectral
line of the monopole. Let x be the point on γ closest to O ∈ R3. Let L±γ ⊂ Ex be
the subspaces of initial conditions to the scattering equation ∇γ˙ − iΦ = 0 along γ that
give solutions decaying at the positive and negative ends of γ. Using the decomposition
Ex = L
+
γ ⊕ L−γ define the endomorphism Mγ : Ex → Ex by
Mγ =
[
1 0
0 −1
]
Then ‖Mγ‖ is bounded for all γ sufficiently far from O by a constant independent of
γ.
Proof Let s0 be a solution to the scattering equation decaying at the positive end of
γ and s′0 be a solution decaying at the negative end. Let v ∈ Ex and let v = v+ + v−
where v± ∈ L±γ . Then
v+ =
〈v, s′0(x)〉
〈s0, s′0〉
s0(x)
v− = −〈v, s0(x)〉〈s0, s′0〉
s′0(x)
Now Mγv = v+− v−. Thus to bound ‖Mγ‖ it is enough to bound ‖v±‖ for all v such
that ‖v‖ = 1. In this case,
‖v±‖ ≤ ‖s0(x)‖‖s
′
0(x)‖
|〈s0, s′0〉|
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Let e0, e1 be a special gauge for E such that e0 lies in the negative eigenspace of iΦ.
We claim that for all ǫ > 0, there exists R > 0 and s0, s
′
0 such that if ‖x‖ ≥ R then
‖s0(x) − e0(x)‖ < ǫ and ‖s′0(x)− e1(x)‖ < ǫ. In this case, a quick calculation shows
we have
‖s0(x)‖‖s′0(x)‖
|〈s0, s′0〉|
<
(1 + ǫ)2
1− 2ǫ− ǫ2
and so we have the required bound for ‖v±‖. It remains to prove our claim. As we
shall see, it is enough to prove it only for s0 since the case for s
′
0 follows by a similar
argument.
Thus let s0 = y0e0 + y1e1 and let t be the arc-length parameter for γ such that x
corresponds to t = 0. Then the equation (∇γ˙ − iΦ)s0 = 0 becomes
d
dt
[
y0
y1
]
+
[
A(γ˙) + ‖Φ‖ −B∗(γ˙)
B(γ˙) −A(γ˙)− ‖Φ‖
] [
y0
y1
]
= 0
where [
A B
−B∗ −A
]
is the connection matrix in this gauge. Using B = O(r−2) and ‖Φ‖ = 1−k/2r+O(r−2)
our equation becomes
d
dt
[
y0
y1
]
= (Λγ(t) + Cγ(t))
[
y0
y1
]
(3.2.6)
where
Λγ(t) =
 −1 + k2√t2+‖x‖2 −A(γ˙) 0
0 1− k
2
√
t2+‖x‖2
+ A(γ˙)

and
‖Cγ(t)‖ = O((t2 + ‖x‖2)−1)
Thus not only is ‖Cγ(t)‖ integrable but
∫∞
0
‖Cγ(t)‖dt→ 0 as ‖x‖ → ∞. Now define[
z0(t)
z1(t)
]
= eh(t)
[
y0(t)
y1(t)
]
where
h(t) =
∫ t
0
(
1− k
2
√
s2 + ‖x‖2 + A(γ˙)
)
ds
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Then
[
y0
y1
]
solves (3.2.6) if and only if
[
z0
z1
]
solves
d
dt
[
z0
z1
]
=
(
Λ−γ (t) + Cγ(t)
) [ z0
z1
]
(3.2.7)
where
Λ−γ (t) =
 0 0
0 2
(
1− k
2
√
t2+‖x‖2
+ A(γ˙)
) 
Define the integral operator T operating on bounded C2-valued functions on [0,∞)
by (
T
[
z0
z1
])
(t) = −
∫ ∞
t
K(s, t)Cγ(s)
[
z0
z1
]
(s)ds
where
K(s, t) =
[
1 0
0 e2(h(t)−h(s))
]
Note that provided ‖x‖ > k/2 we have |e2(h(t)−h(s))| ≤ 1 for all s ≥ t ≥ 0 since
|e2(h(t)−h(s))| = e2ℜ(h(t)−h(s)) and
ℜ(h(t)) =
∫ t
0
(
1− k
2
√
s2 + ‖x‖2
)
ds
is an increasing function if ‖x‖ > k/2. This shows that K is uniformly bounded
(by a constant independent of x) and hence that T is well defined (ie: the integral
converges).
Now
[
z0
z1
]
solves (3.2.7) and produces a solution s0 with the right decay if it
solves the integral equation[
z0
z1
]
=
[
1
0
]
+ T
[
z0
z1
]
(3.2.8)
But in view of our bound for K and the fact that
∫∞
0
‖Cγ(t)‖dt→ 0 as ‖x‖ → ∞ we
have ‖T‖L∞ → 0 as ‖x‖ → ∞. Thus for sufficiently large ‖x‖[
z0
z1
]
−
[
1
0
]
= (T + T 2 + · · · )
[
1
0
]
and so we have∥∥∥∥[ z0z1
]
−
[
1
0
]∥∥∥∥
L∞
≤ 1‖T‖−1L∞ − 1
→ 0 as ‖x‖ → ∞
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In particular this gives ∥∥∥∥[ y0(0)y1(0)
]
−
[
1
0
]∥∥∥∥ < ǫ
for all ‖x‖ sufficiently large and so ‖s0(x)− e0(x)‖ < ǫ as required.
Remark 3.2.7. Note that in the course of the proof of lemma 3.2.6 we showed that
there exists a compact subset of R3 such that for geodesics which do not meet this set
there is an upper bound for
‖s0(x)‖‖s′0(x)‖
|〈s0, s′0〉|
In particular this shows that 〈s0, s′0〉 can only vanish for geodesics that meet this
compact subset of R3, ie: all spectral lines meet this compact subset. This shows that
the spectral curve is compact. Our result may thus be regarded as a slight sharpening
of the result that the spectral curve is compact.
We are ready to prove the required vanishing theorem.
Theorem 3.2.8. Let E˜ be the holomorphic vector bundle on T corresponding to an
SU(2) monopole of charge k on R3. Let S be the spectral curve of the monopole.
Then
H0(S, E˜L(k − 2)) = 0
ProofWe shall adapt the methods used in [17] to prove the crucial vanishing theorem
H0(S, Lz(k − 2)) = 0 for z ∈ (0, 2) (see also [19]). Thus our method is to show that
we have an injection
H0(S, E˜L(k − 2)) →֒ H1(T, S2E˜(−2))
(where S2E˜ denotes the symmetric square of E˜) and apply the Penrose transform to
the resulting class to get a solution φ of a covariant Laplace equation on R3. We will
establish that φ is decaying and so by applying a maximum principle to the function
‖φ‖2 deduce that it must in fact vanish.
We begin by noting that E˜L(k − 2) has no non-zero sections on T. This follows
since we have a short exact sequence
0→ O(−2)→ E˜L(k − 2)→ L2(2k − 2)→ 0 (3.2.9)
which is obtained from the first expression of E˜ as an extension
0→ L∗(−k)→ E˜ → L(k)→ 0
Now in [17] Hitchin proves H0(T, Lm(p)) = 0 for any p ∈ Z and any m 6= 0. Thus
in particular H0(T, L2(2k − 2)) = 0. Since also H0(T,O(−2)) = 0 it follows from
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the long exact cohomology sequence associated to (3.2.9) that we must also have
H0(T, E˜L(k − 2)) = 0 as claimed.
Next note that since S is a divisor of O(2k) on T we have a short exact sequence
of sheaves on T
0→ OT(E˜L(−k − 2))→ OT(E˜L(k − 2))→ OS(E˜L(k − 2))→ 0
and since H0(T, E˜L(k − 2)) = 0 we have an injection
δ : H0(S, E˜L(k − 2)) →֒ H1(T, E˜L(−k − 2))
However we also have an exact sequence
0→ E˜L(−k − 2)→ S2E˜(−2)→ L−2(2k − 2)→ 0 (3.2.10)
obtained from the second expression of E˜ as an extension
0→ L(−k)→ E˜ → L∗(k)→ 0
Since H0(T, L−2(2k − 2)) = 0 the long exact cohomology sequence associated to
(3.2.10) supplies us with another injection
i : H1(T, E˜L(−k − 2)) →֒ H1(T, S2E˜(−2))
We thus have our injection iδ : H0(S, E˜L(k− 2)) →֒ H1(T, S2E˜(−2)). As in [17], we
will represent a class in the image of iδ in Dolbeault cohomology by differential forms
with specific decay and support properties.
Specifically, we claim that if s ∈ H0(S, E˜L(k − 2)), then we can find a Dolbeault
representative θ+ for δ(s) such that
(i) θ+ has compact support
(ii) θ+ ∈ Ω0,1(T, (L+)2(−2)) ⊂ Ω0,1(T, E˜L+(−2)) = Ω0,1(T, E˜L(−k − 2))
where L+ ⊂ E˜ is the line subbundle ≃ L(−k) of E˜ introduced in [16] (whose fibre
consists of solutions of the scattering equation ∇− iΦ = 0 decaying at the positive
end of a geodesic).
The crucial step in establishing this claim is to note that in view of the exact
sequence
0→ L2(−2)→ E˜L(k − 2)→ O(2k − 2)→ 0
we have an injection H0(S, E˜L(k−2)) →֒ H0(S,O(2k−2)). Furthermore the restric-
tion map H0(T,O(2k − 2)) → H0(S,O(2k − 2)) is an isomorphism so s defines an
element
t ∈ H0(T,O(2k − 2))
45
We will use this polynomial t when constructing our Dolbeault representative θ+ to
ensure that it has the right properties.
We now recall the explicit description of E˜ used in [17]. Thus define
E+ = L(−k)⊕ L∗(k)
and define a ∂-operator on E+ by
∂ =
[
∂ ∂α/ψ
0 ∂
]
where α is a C∞ section of L2 on T supported in a compact neighbourhood of S that
restricts to a holomorphic trivialisation of L2 on S (satisfying αα∗ = −1 on S) and
ψ ∈ H0(T,O(2k)) is a section defining the spectral curve S. With this ∂-operator on
E+ we have E+ ≃ E˜ and we can explicitly see the subbundle L+ ⊂ E˜ as L(−k) ⊂ E+.
Now let {Vi} be an open cover of S by sufficiently small open balls in T and such
that the cover lies inside a compact subset K of T. Extend this to an open cover of
K by adding in sufficiently small open balls {Wi} in T such that the new cover lies
inside a compact subset K
′
of T. Finally, extend this to an open cover U of T in
such a way that no open set in U \ ({Vi} ∪ {Wi}) meets K.
Note [17] that we may use the cover {Vi} to compute α and so we may assume
supp(∂α/ψ) ⊆ K.
Using E˜ ≃ E+, over each open set U ∈ U we have
s|S∩U =
[
sU1
sU2
]
with sU1 ∈ Ω0(U ∩ S, L2(−2)) and sU2 ∈ Ω0(U ∩ S,O(2k − 2)). For each U , we choose
a holomorphic extension
σ =
[
σU1
σU2
]
of s|S∩U to all of U such that σU2 = t|U and such that for U ∈ U \ ({Vi} ∪ {Wi})
we choose σU1 = 0. We can do this because on such U we have E
+L(k − 2) =
L2(−2)⊕O(2k − 2) holomorphically since supp(∂α/ψ) ⊂ K and U ∩K = ∅.
Now if {φU} is a partition of unity subordinate to U , a Dolbeault representative
for δ(s) is
θ+ =
1
ψ
∂
∑
U∈U
φU
[
σU1
σU2
]
=
1
ψ
∂
[
σ
t
]
where σ =
∑
U∈U
φUσ
U
1 ∈ Ω0(T, L2(−2)). Thus since ∂t = 0 we have
θ+ =
1
ψ
[
∂σ + ∂α
ψ
t
0
]
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Evidently θ+ is supported in K
′
and takes values in L2(−2k − 2) ≃ (L+)2(−2) and
so our claim is true.
Similarly the same claim is true with L− in place of L+ and so we also have
θ− ∈ Ω0,1(T, (L−)2(−2)) with compact support. Using (L±)2 →֒ S2E˜ both θ+ and
θ− represent iδ(s). We thus have θ+ − θ− = ∂γ for some γ ∈ Ω0(T, S2E˜(−2)). In
fact if E− = L∗(−k)⊕ L(k) with ∂-operator
∂ =
[
∂ ∂α∗/ψ
0 ∂
]
then using
h =
[ −α∗ −αα∗+1
ψ
ψ α
]
: E+ ≃ E− (3.2.11)
as in [17], we can choose
θ− =
1
ψ
[
∂
(
αα∗+1
ψ
α∗t + (α∗)2σ
)
+ ∂α
∗
ψ
t
0
]
Now using the smooth isomorphism S2E− ≃ L−2(−2k)⊕O ⊕ L2(2k) we can get an
explicit formula for γ ∈ Ω0(T, S2E−(−2)). Indeed we have
S2h
[
θ+
0
]
−
[
θ−
0
]
=
 (α∗)2 α∗ αα
∗+1
ψ
(
αα∗+1
ψ
)2
−2α∗ψ −2αα∗ − 1 −2ααα∗+1
ψ
ψ2 ψα α2
 1
ψ
 ∂σ + ∂αψ t0
0

− 1
ψ
 ∂
(
αα∗+1
ψ
α∗t + (α∗)2σ
)
+ ∂α
∗
ψ
t
0
0

=

(α∗)2
ψ
(
∂σ + ∂α
ψ
t
)
− 1
ψ
{
∂
(
αα∗+1
ψ
α∗t + (α∗)2σ
)
+ ∂α
∗
ψ
t
}
−2α∗
(
∂σ + ∂α
ψ
t
)
ψ
(
∂σ + ∂α
ψ
t
)

=
 ∂ ∂α
∗
ψ
0
0 ∂ 2∂α
∗
ψ
0 0 ∂

 0−2(α∗σ + αα∗+1ψ t)
ψσ + αt

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We thus have a decomposition of γ as a sum of two terms γ = γa + γb where
γa =
 0−2α∗σ
ψσ + αt

γb =
 0−2αα∗+1
ψ
t
0
 (3.2.12)
Note that γa is compactly supported but γb is not.
Now let φ = P (iδ(s)) where
P : H1(T, S2E˜(−2))→ {φ ∈ Ω0(R3, S2E) | ∆(A,Φ)φ = 0}
is the Penrose transform (see eg: [41]) and
∆(A,Φ) = ∇∗A∇A + Φ∗Φ
Fix O ∈ R3 and let r be the radial distance in R3 to O. We claim that
‖φ‖ = O(r−1)
To see this, let x ∈ R3 and let Px ⊂ T be the corresponding twistor line. Let l+x be
the oriented line xO and l−x be the oriented line Ox. Now, just as in [17], since θ
± are
compactly supported in a neighbourhood of S, we can find disjoint neighbourhoods
V ±x of l
±
x in Px such that supp θ
±|Px ⊂ V +x ∪V −x . Let v1, v2 be an SU(2) basis for Ex and
let f1, f2 ∈ H0(Px, E˜) be the corresponding sections. Then, using S2E ≃ End0(E)
and using the recipe for the Penrose transform we have
φij(x) = 〈vi, φ(x)vj〉
=
∫
Px
〈fi, θ+fj〉 =
∫
V +x
〈fi, θ+fj〉+
∫
V −x
〈fi, θ+fj〉
=
∫
V +x
〈fi, θ+fj〉+
∫
V −x
〈fi, θ−fj〉+
∫
V −x
〈fi, ∂γfj〉 (3.2.13)
where 〈, 〉 is the skew form. Now of the three terms above, Hitchin’s arguments in [17]
show that the first two
∫
V ±x
〈fi, θ±fj〉 have exponential decay in x since θ± takes values
in (L±)2(−2). Thus we need only show that the last term decays as O(‖x‖−1). But
if H−x is the hemisphere in Px containing V
−
x with boundary consisting of those lines
perpendicular to the line joining O and x then using the fact that ∂γ|Px is supported
in the disjoint subsets V ±x we have∫
V −x
〈fi, ∂γfj〉 =
∫
H−x
〈fi, ∂γfj〉 =
∫
H−x
∂〈fi, γfj〉 =
∫
∂H−x
〈fi, γfj〉 =
∫
∂H−x
〈fi, γbfj〉
since γa is supported in V
±
x which doesn’t meet ∂H
−
x . Now under our identification
S2E˜ ≃ End0(E˜) and using E˜ ≃ E− = L∗(−k)⊕ L(k) we have from (3.2.12)
γb =
[ −2t/ψ 0
0 2t/ψ
]
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on ∂H−x since α vanishes there.
Consider now 2t/ψ. Introduce the usual coordinates ζ, η on T with O corre-
sponding to the zero section η = 0. Then it is elementary to check that on ∂H−x we
have
‖x‖ = |η|
1 + |ζ |2
Now t ∈ H0(T,O(2k − 2)) and so let
t = a0η
k−1 + a1(ζ)η
k−2 + · · ·+ ak−1(ζ)
where ai has degree 2i in ζ . Thus on ∂H
−
x
|t| ≤ |a0|(1 + |ζ |2)k−1‖x‖k−1 + |a1(ζ)|(1 + |ζ |2)k−2‖x‖k−2 + · · ·+ |ak−1(ζ)|
= Qtζ(‖x‖)
for a polynomial Qtζ . Thus provided ‖x‖ ≥ 1 we have∣∣∣∣∣Qtζ(‖x‖)− |a0|(1 + |ζ |2)k−1‖x‖k−1(1 + |ζ |)k−1‖x‖k−1
∣∣∣∣∣ = 1‖x‖
(
a1(ζ)
1 + |ζ |2 + · · ·+
1
‖x‖k−2
|ak−1(ζ)|
(1 + |ζ |2)k−1
)
≤ 1‖x‖g(ζ)
where
g(ζ) =
|a1(ζ)|
1 + |ζ |2 + · · ·+
|ak−1(ζ)|
(1 + |ζ |2)k−1
Now g is bounded since it is a sum of ratios of polynomials of the same degree. Thus
if we choose Rt large enough then if ‖x‖ > Rt we have
|t| ≤ ∣∣Qtζ(‖x‖)− |a0|(1 + |ζ |2)k−1‖x‖k−1∣∣+ |a0|(1 + |ζ |2)k−1‖x‖k−1
≤ (1 + |a0|)‖x‖k−1(1 + |ζ |2)k−1
on ∂H−x . By a similar argument, we can choose R
ψ large enough such that if ‖x‖ > Rψ
then
|ψ| ≥ 1
2
(1 + |ζ |2)k‖x‖k
on ∂H−x . Thus there exists R such that if ‖x‖ > R then∣∣∣∣ tψ
∣∣∣∣ ≤ (1 + |a0|)(1 + |ζ |2)k−1‖x‖k−11
2
(1 + |ζ |2)k‖x‖k
=
2(1 + |a0|)
(1 + |ζ |2)‖x‖ ≤
2(1 + |a0|)
‖x‖
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on ∂H−x .
In view of this, if we can show that the function 〈fi,
[
1 0
0 −1
]
fj〉 is bounded for
sufficiently large ‖x‖ (by a constant independent of x) on ∂H−x then it will follow
that φ has the required decay. However the required boundedness is exactly what is
proved in lemma 3.2.6. We thus have ‖φ‖ = O(r−1) as claimed.
Finally note that since for any section φ
1
2
∆‖φ‖2 = ‖∇φ‖2 − (∇∗∇φ, φ)
(where ∆ is just the Laplacian for functions on R3) and since for our section φ
(∇∗∇+ Φ∗Φ)φ = 0
we have
1
2
∆‖φ‖2 = ‖∇φ‖2 + ‖Φ(φ)‖2 ≥ 0 (3.2.14)
So ‖φ‖2 is subharmonic. Since we also have ‖φ‖2 = O(r−2) the maximum principle
for subharmonic functions on R3 (see eg [12]) requires that we in fact have φ = 0 as
required.
Having established the necessary vanishing theorem, we are ready to proceed with
the deformation theory. Firstly we have
Corollary 3.2.9. In the notation of corollary 3.2.3 we have
(i) h1(S, Nˆ) = 0
(ii) h0(S, Nˆ) = 4k
(iii) h0(S, Nˆ(−1)) = 2k
(where we have identified Sˆ with S)
Proof Firstly, note that in view of corollary 3.2.3 we can restate theorem 3.2.8 as
H0(S, Nˆ(−2)) = 0
Next note that in view of lemma 3.2.1 we have the short exact sequence
0→ O → Nˆ → O(2k)→ 0 (3.2.15)
We thus have ∧2Nˆ ≃ O(2k) and so
Nˆ∗(2k) ≃ Nˆ
Furthermore, this sequence also allows us to calculate the Chern class of Nˆ . Indeed,
recalling that S is a k-fold (branched) covering of P1, we have
c1(Nˆ)[S] = 2k
2
Finally recall that since the spectral curve is a divisor of O(2k) on T its canonical
bundle is (by adjunction) O(2k − 4).
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(i) By Serre duality and our observations above
h1(S, Nˆ) = h0(S, Nˆ∗(2k − 4)) = h0(S, Nˆ(−4)) = 0
since h0(S, Nˆ(−2)) = 0 (and h0(S,O(2)) > 0).
(ii) By the Riemann-Roch formula
h0(S, Nˆ)− h1(S, Nˆ) = (2 + c1(Nˆ))(1 + 1
2
c1(TS))[S]
= 4k
and h1(S, Nˆ) = 0 by part (i).
(iii) By the Riemann-Roch formula
h0(S, Nˆ(−1))− h1(S, Nˆ(−1)) = 2k
We thus need only show h1(S, Nˆ(−1)) = 0 but this follows immediately since
h1(S, Nˆ(−1)) = h0(S, Nˆ∗(2k − 3)) = h0(S, Nˆ(−3)) = 0
since h0(S, Nˆ(−2)) = 0 (and h0(S,O(1)) > 0).
The results of this corollary are quite significant. Not only have we established
the necessary vanishing of H1(S, Nˆ) so that we can apply Kodaira’s theorem but,
as claimed in section 3.1, we find that the space of deformations has dimension 4k
without appealing to the analytical results of Taubes [39].
Remark 3.2.10.
(i) In the proof of the vanishing theorem, it was clear a priori that we could obtain
(compactly supported) representatives θ± taking values in E˜L±(−2). It was
important that we did better and found (compactly supported) representatives
taking values in (L±)2(−2). Otherwise after the Penrose transform we will
only obtain a bounded (rather than decaying) solution of the covariant Laplace
equation ∆(A,Φ)φ = 0 on R
3. Since the Higgs field Φ is bounded and (after
identifying End0(E) ≃ S2E) satisfies ∆(A,Φ)Φ = 0 it is clear that boundedness
is not enough to deduce vanishing. (For another consequence of the observation
∆(A,Φ)Φ = 0 see subsection 3.2.2.)
(ii) Another point about the vanishing theorem is that, unlike Hitchin’s proof that
H0(S, Lz(k − 2)) = 0 for z ∈ (0, 2), our proof does not generalise from the case
H0(S, E˜L(k−2)) = 0 to a possible vanishing result for H0(S, E˜Lz(k−2)). This
is because we used the injection
H0(S, E˜L(k − 2)) →֒ H0(S,O(2k − 2))
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to obtain a class in H0(S,O(2k − 2)) and then noted that the restriction map
H0(T,O(2k− 2))→ H0(S,O(2k− 2)) is an isomorphism. If we replace L with
Lz, we get an injection
H0(S, E˜Lz(k − 2)) →֒ H0(S, Lz−1(2k − 2))
but we can no longer extend a class in H0(S, Lz−1(2k − 2)) to all of T unless
z = 1. Indeed H0(T, Lz−1(2k − 2)) vanishes unless z = 1.
Now that we have established the natural isomorphism (3.2.3) we have a good
model for the tangent space to the moduli space Mk, ie: a natural isomorphism
TSˆMk ⊗R C ≃ H0(S, Nˆ)
Using this, we can understand the geometry of the moduli space. We begin by noting
that we have a natural isomorphism
H0(S,O(1))⊗H0(S, Nˆ(−1)) ≃ H0(S, Nˆ)
To see this, consider the extension on P1
0→ O(−1)→ C2 → O(1)→ 0
Pull this back to S and tensor it with Nˆ(−1). Taking the long exact sequence of
cohomology groups and using 3.2.8 to see H0(S, Nˆ(−2)) = H1(S, Nˆ(−2)) = 0 we
obtain the required isomorphism.
We thus have a natural isomorphism
TSˆMk ⊗R C ≃ H0(S, Nˆ(−1))⊗C H0(S,O(1)) (3.2.16)
This is important because of the following
Proposition 3.2.11. Let M be a smooth manifold of dimension 4k. Let E be a rank
2k smooth complex vector bundle onM carrying a quaternionic structure (ie: an anti-
linear endomorphism whose square is −1) and compatible symplectic structure. Let
H be a trivial rank 2 smooth complex vector bundle on M carrying a quaternionic
structure. Then an isomorphism
TM ⊗R C ≃ E ⊗C H
respecting real structures naturally induces a reduction of the structure group of TM
to Sp(k).
Proof See [37].
Immediately we notice that since H0(S,O(1)) ≃ H0(P1,O(1)), the rank 2 bundle
with fibre H0(S,O(1)) naturally trivialises and carries a natural quaternionic struc-
ture. Furthermore we have
52
Lemma 3.2.12. H0(S, Nˆ(−1)) carries a natural quaternionic structure and a com-
patible non-degenerate complex skew-symmetric pairing.
Proof The real structure induces the quaternionic structure. To define the skew-
symmetric pairing ω, say, we begin by noting that in view of the natural exact se-
quences
0→ T Sˆ → TL2|Sˆ → Nˆ → 0
and
0→ O → T (L2 \ 0)→ TT→ 0
we have a natural isomorphism
∧2Nˆ ≃ KS ⊗K∗T|S
where KS and KT are the canonical bundles of S and T respectively. Note also
that we have a natural isomorphism KT ≃ O(−4). Now let λ ∈ H1(S,O(−2)) ≃
H1(P1,O(−2)) be the tautological element. Using the above, we define ω via the
following bilinear map
H0(S, Nˆ(−1))×H0(S, Nˆ(−1)) → H0(S,KS ⊗K∗T (−2))
≃ H0(S,KS(2))
λ→ H1(S,KS)
≃ C
To see that ω is non-degenerate, note that λ is the extension class of
0→ O(−1)→ C2 → O(1)→ 0 (3.2.17)
Now ω defines a map
ωˆ : H0(S, Nˆ(−1)) → H0(S, Nˆ(−1))∗
≃ H1(S,KS ⊗ Nˆ∗(1))
≃ H1(S, Nˆ ⊗KT(1))
≃ H1(S, Nˆ(−3))
and the statement that ω is non-degenerate is the same as saying Ker ωˆ = 0. How-
ever this map can also be recognised as the connecting homomorphism of the long
exact sequence of cohomology groups associated to the short exact sequence of vector
bundles
0→ Nˆ(−3)→ C2 ⊗ Nˆ(−2)→ Nˆ(−1)→ 0
formed by tensoring the sequence (3.2.17) with Nˆ(−2). Thus
Ker ωˆ = H0(S,C2 ⊗ Nˆ(−2))
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which vanishes by theorem 3.2.8 and corollary 3.2.3.
We thus have a natural reduction of the structure group of TMk to Sp(k). To
complete the story from this point of view we need to show that this in fact defines
a hyperka¨hler structure. One way to accomplish this would be to demonstrate the
existence of a torsion free connection compatible with the reduction. To do this, a
theory of connections of Kodaira deformation spaces would be necessary and indeed
some steps have been taken in this direction (see eg: [30]). Although this would be
a satisfactory resolution of the issue, it is easier to resort to the more elementary
approach detailed below. Furthermore, from the coordinate expressions below we
will be able to see that we have recovered the usual hyperka¨hler structure on the
monopole moduli space.
First, let us recall some general facts about hyperka¨hler geometry. A hyperka¨hler
structure on a manifold M includes a hypercomplex structure. Indeed if we have
TM ⊗R C ≃ E ⊗C H as in proposition 3.2.11 then the complex structures on M that
make up the hypercomplex structure are naturally parameterised by the projectivi-
sation P(H). If we pick a non-zero vector h ∈ H then the image of E under the
injection
E →֒ TM ⊗R C
e 7→ e⊗ h
depends only on the point h defines in P(H) and is the bundle of (1, 0) vectors for a
complex structure on M .
In our case, H = H0(P1,O(1)) and the fibre of the bundle E at a point S is
ES = H
0(S, Nˆ(−1)). Thus the lines [v] ∈ H0(P1,O(1)) parameterise almost complex
structures on the monopole moduli space Mk. A first step towards proving that our
reduction of structure group is integrable is to prove that these complex structures
are integrable. To do this we need to show that the bundle T 1,0[v] of (1, 0) forms for
this almost complex structure is Frobenius integrable. Since the space of real spectral
curves Mk is a real submanifold of the complex spaceM
C
k of all complex deformations
spectral curves, we naturally have
T 1,0[v] ⊂ TMCk
Thus to show that this bundle is Frobenius integrable, it is enough to exhibit a
complex submanifold of MCk with T
1,0
[v] as tangent space. Now v vanishes at a point
p ∈ P1. Pick a point S ∈Mk and let
D = {p1, . . . , pk}
be the divisor consisting of the k points in S lying over p. For simplicity we assume p
is not a branch point of the map S → P1. The section v on P1 pulls back to a section
of O(1) on S with divisor D. As we will see, the fibre of T 1,0[v] at S consists of those
sections in H0(S, Nˆ) ≃ TMCk vanishing at all the pi. Now pi are the points where S
intersects the fibre of L2 \ 0 over p ∈ P1 and the sections vanishing at pi correspond
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to tangents to the submanifold MCk (D) of those deformations of S that pass through
the same k points p1, . . . , pk in the fibre of L
2 \ 0 over p. Indeed, consider the fibre
(L2 \ 0)p ≃ C× C∗ of L2 \ 0 over p and the map
MCk → sk(L2 \ 0)p (3.2.18)
S 7→ S ∩ (L2 \ 0)p
(sk is the symmetric product operation). We will work in a neighbourhood of S in
MCk so that the image of (3.2.18) avoids the singularities in the symmetric product
(since p is not a branch point of S → P1). The fibre of this map containing S is our
manifold MCk (D). Furthermore the derivative of this map at S is just the restriction
map
H0(S, Nˆ)→ H0(D, Nˆ) (3.2.19)
Thinking about this map in terms of the short exact sequence of sheaves on S
0→ Nˆ(−1) v→ Nˆ → NˆD → 0
and recalling (corollary 3.2.9) that we have h0(S, Nˆ(−1)) = 2k, h0(S, Nˆ) = 4k and
h0(S, NˆD) = 2k we see that (3.2.19) in fact fits into the exact sequence
0→ H0(S, Nˆ(−1)) v→ H0(S, Nˆ)→ H0(D, Nˆ)→ 0 (3.2.20)
The map (3.2.19) is thus surjective which tells us that a generic set of k points in
(L2\0)p is the intersection with a curve inMCk and that the fibreMCk (D) is a manifold
of the correct dimension and so we have integrability of the complex structure defined
by [v].
Now, up to a factor of C∗, MCk (D) carries a natural non-degenerate skew form
ωD defined by using the isomorphism TSM
C
k (D) = T
1,0
[v] ≃ H0(S, Nˆ(−1)) above and
then using the skew form we defined on H0(S, Nˆ(−1)) in lemma 3.2.12. Unraveling
our definition of the skew form on H0(S, Nˆ(−1)), we see that the recipe for ωD is as
follows. Let
ρ ∈ H0(L2 \ 0, KL2\0(4))
be the natural non-vanishing section, where KL2\0 denotes the canonical bundle of
L2 \0. (From one point of view, ρ exists because L2 \0 is the twistor space of R3×S1
which carries a hyperka¨hler metric.) Now pick two vectors X1, X2 in the tangent
space T 1,0[v] of M
C
k (D). These are sections of Nˆ on S vanishing at the points of D.
From these we obtain sections Xi/v of Nˆ(−1) on S. If we pair these with ρ we obtain
ρ(X1/v,X2/v) ∈ H0(S,KS(2))
Finally we multiply this section with the pull back of the canonical element of
H1(P1,O(−2)) and apply Serre duality (integrate) to get a complex number. This
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is the value of ωD(X1, X2). To complete our discussion of integrability we now show
that ωD is a holomorphic symplectic form on M
C
k (D).
We can obtain an even more explicit description of ωD (from which it will be
obvious that it is holomorphic) if we introduce some natural local coordinates on
MCk (D). We parameterise curves in M
C
k (D) by their points of intersection with the
fibre of L2 \ 0 over 0 ∈ P1 (which for simplicity we assume is not a branch point of
S → P1, we also assume p 6= 0). Thus consider the map
MCk (D) → sk(L2 \ 0)0 (3.2.21)
S 7→ S ∩ (L2 \ 0)0
Identifying T 1,0[v] with H
0(S, Nˆ(−1)) as usual, the derivative of this map at S is the
restriction map
H0(S, Nˆ(−1))→ H0(S ∩ (L2 \ 0)0, Nˆ(−1)) (3.2.22)
This fits into the long exact cohomology sequence associated to the following short
exact sequence of sheaves on S
0→ Nˆ(−2) v0→ Nˆ(−1)→ Nˆ(−1)S∩(L2\0)0 → 0
where v0 is a non-zero section of O(1) vanishing at 0. Since H0(S, Nˆ(−2)) =
H1(S, Nˆ(−2)) = 0, the map (3.2.22) is an isomorphism and so 3.2.21 is a biholo-
morphism near S. This provides us with some useful coordinates for MCk (D), namely
the k points of intersection of a point S with the fibre of L2 \ 0 over 0. To be com-
pletely explicit, we introduce a patching description of L2 \ 0. Thus we view L2 \ 0
as two copies of C×C×C∗ glued together appropriately. More precisely let the first
copy have coordinates ζ, η, u and the second copy have coordinates ζ˜ , η˜, u˜. Then the
identification is defined by
ζ˜ = ζ−1
η˜ = ζ−2η
u˜ = eη/ζu
Also let s and s˜ be non-vanishing local sections of O(1) on the relevant patches
defining local trivialisations (so that s˜ = ζs). In these coordinates our section ρ
appears as
ρ = dζ ∧ dη ∧ (du/u)s4 (3.2.23)
and similarly on the other coordinate patch. We also need to note that we have a
natural isomorphism
Nˆ ≃ TF |S
where TF is the bundle of tangents to the fibres of the map L
2 \ 0→ P1. In terms of
our coordinates ζ, η, u on L2 \ 0, TF is spanned by ∂∂η , ∂∂u . In a neighbourhood of the
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k points of S above 0 ∈ P1 we can represent the k sheets of S → P1 as the graphs of
functions ζ 7→ (ηi(ζ), ui(ζ)), i = 1, . . . , k and so an infinitesmal deformation X of S
is represented on the ith sheet by
η′i
∂
∂η
+ u′i
∂
∂u
for some functions η′i, u
′
i, i = 1, . . . , k. We can summarise our observations above by
saying that the map
X 7→ (η′1(0), u′1(0), . . . , η′k(0), u′k(0))
is an isomorphism for vectors X such that η′i(ζ0) = u
′
i(ζ0) = 0 where ζ0 is the value
of ζ corresponding to the point p ∈ P1 defining D. We will express ωD in terms of
these coordinates η′i(0), u
′
i(0).
Thus let Xj , j = 1, 2 be two tangent vectors to M
C
k (D) at S represented on the
ith sheet by
η′i,j
∂
∂η
+ u′i,j
∂
∂u
for j = 1, 2. To calculate ωD(X1, X2), we first take a section of O(1) vanishing at p.
We use v = (ζζ−10 − 1)s. Dividing Xj by v we obtain the expression
1
(ζζ−10 − 1)s
(
η′i,j
∂
∂η
+ u′i,j
∂
∂u
)
which we plug into our formula (3.2.23) to obtain
η′i,1u
′
i,2 − η′i,2u′i,1
(ζζ−10 − 1)2ui
dζs2
This is an expression for the section of H0(S,KS(2)) on the i
th sheet.
Finally, the canonical element of H1(P1,O(−2)) is represented as a Cˇech coho-
mology class by 1/(ζs2). Pulling this back to S, pairing it with the above expression
for our section of KS(2) and carrying out the contour integral to implement Serre
duality we obtain
ωD(X1, X2) =
k∑
i=1
∫
|ζ|=1
η′i,1u
′
i,2 − η′i,2u′i,1
(ζζ−10 − 1)2ui
dζ
ζ
=
k∑
i=1
η′i,1(0)u
′
i,2(0)− η′i,2(0)u′i,1(0)
ui(0)
We have thus expressed ωD in terms of the desired local coordinates on s
k(L2 \ 0) ≃
sk(C×C∗). We see that it is the usual holomorphic product symplectic structure on
sk(C×C∗) (away from the singularities). This establishes integrability and shows that
we have recovered the usual hyperka¨hler structure on the monopole moduli space, see
[3].
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3.2.2 The Higgs field and the Atiyah class
Consider the Penrose transform for End0(E)
P : H1(T,End0(E˜)(−2))→
{
φ ∈ Ω0(R3,End0(E)) | ∆(A,Φ)φ = 0
}
where
∆(A,Φ)φ = [∇∗, [∇, φ]] + [Φ∗, [Φ, φ]]
Since (by the Bogomolny equations and the Bianchi identity) we have
∆(A,Φ)Φ = 0
there must be a natural class in H1(T,End0(E˜)(−2)). The question arises of identi-
fying it in twistor terms. Before we state the theorem which answers this question,
let us first quickly recall some elementary facts about holomorphic vector bundles.
Thus let V be a rank n holomorphic vector bundle on a complex manifold X . Let
π : F → X be the principal GL(n,C) bundle on X associated to V . We have the
following natural exact sequence of vector bundles on F
0→ gl(n,C)→ TF → π∗TX → 0
Everything in the sequence is acted on by GL(n,C) and the actions are compatible
with the maps so that we can take quotients to get the following exact sequence of
vector bundles on X
0→ End(V )→ TF/GL(n,C)→ TX → 0
The Atiyah class
Λ ∈ H1(X, T ∗X ⊗ End(V ))
of V is defined to be the extension class of this sequence2. All we need to know is
that if A is a smooth connection on V compatible with the holomorphic structure on
V (ie: such that F 0,2A = 0 where FA is the curvature of A) then the (1, 1) part of the
curvature
F 1,1A ∈ Ω1,1(X,End(V )) = Ω0,1(X, T ∗X ⊗ End(V ))
is a Dolbeault representative for Λ, see [1]. (That ∂F 1,1A = 0 follows from the Bianchi
identity and the fact that F 0,2A = 0.) We are ready to state
2Another way to define the Atiyah class is to say it is the extension class of the first jet bundle
sequence of V
0→ T ∗X ⊗ V → J1(V )→ V → 0
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Theorem 3.2.13. Let E˜ be the holomorphic vector bundle on T corresponding to a
solution (A,Φ) of the SU(2) Bogomolny equations on E → R3. Let
Λ ∈ H1(T, T ∗T⊗ End(E˜))
be the Atiyah class of E˜ and let Γ : T ∗T→ O(−2) be the dual of the natural inclusion
O(2) →֒ TT. Then
P (Γ(Λ)) = 4πΦ
where P is the Penrose transform.
Proof Suppose that (by abuse of notation) Λ ∈ Ω1,1(T,End(E˜)) is a Dolbeault
representative for the Atiyah class. Fix a point O in R3 and let j : Z →֒ T denote the
inclusion of the corresponding twistor line Z into twistor space. Let t : E˜|Z → EO be
the natural trivialisation. Then
tj∗Γ(Λ) ∈ Ω1,1(Z,EO)
is a (1, 1) form on Z ≃ P1 taking values in the vector space EO and the value of the
Penrose transform of Γ(Λ) at O is
P (Γ(Λ))(O) =
∫
Z
tj∗Γ(Λ)
Now recall from chapter 2 that if f : T→ R3 is the function that takes a geodesic
γ ∈ T to its closest point to O then we can define E˜ = f ∗E with ∂-operator
∂ = (∇˜ − iΦ˜⊗ θ)0,1
where ∇˜ = f ∗∇, Φ˜ = f ∗Φ and θ is the real 1-form on T such that θ0,1 = 2η
(1+ζζ¯)2
dζ¯ in
the usual coordinates (η, ζ) for T ≃ TP1 in which Z now appears as the zero section
{η = 0}. This means that a Dolbeault representative for the Atiyah class is the (1, 1)
part of the curvature F∇ˆ of the connection ∇ˆ = ∇˜ − iΦ˜⊗ θ.
Also note that with this definition of E˜, since f(γ) = O for γ ∈ Z, the trivialisation
t is just the natural identification
t : E˜γ = Ef(γ) = EO
Thus since the curvature of the connection ∇ˆ is given by
F∇ˆ = f
∗F∇ + iθ ∧ f ∗(∇Φ)− if ∗Φ⊗ dθ
we have
P (Γ(Λ))(O) =
∫
Z
j∗Γ((f ∗F∇)
1,1 + (iθ ∧ f ∗(∇Φ))1,1 − if ∗Φ⊗ dθ)
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We deal with the three terms of the integrand separately. Firstly∫
Z
j∗Γ(f ∗Φ⊗ dθ) =
∫
Z
(f ◦ j)∗Φ⊗ j∗Γ(dθ)
= Φ(O)⊗
∫
Z
j∗Γ(dθ)
But in the coordinates (η, ζ) on T we have
θ =
2
(1 + |ζ |2)2
(
ηdζ + ηdζ
)
and
Γ :
{
dζ 7→ 0
dη 7→ dζ
Thus ∫
Z
j∗Γ(dθ) =
∫
C
2
(1 + |ζ |2)2dζ ∧ dζ = 4πi
Next note that
j∗Γ (θ ∧ f ∗(∇Φ))1,1 = j∗ ((Γθ1,0) ∧ (f ∗(∇Φ))0,1 + θ0,1 ∧ Γ(f ∗(∇Φ))1,0) = 0
since θ vanishes along Z.
Evidently, to prove the theorem we need only show that the final term j∗Γ(f ∗F∇)
1,1
in the integrand contributes nothing. To show this it is sufficient to prove that the
composition
∧2T ∗OR3 f
∗−→ ∧2T ∗γT −→ ∧1,1T ∗γT Γ−→ O(−2)γ ⊗ T ∗γT j
∗−→ ∧1,1T ∗γZ
is zero for every γ ∈ Z.
To see this, suppose that ω ∈ ∧2T ∗OR3 and let
f ∗ω = a1dζ ∧ dη + a2dζ ∧ dη + a3dη ∧ dζ
+a4dζ ∧ dζ + a5dη ∧ dη + a6dζ ∧ dη
Using the formula for Γ we find
j∗Γ(f ∗ω)1,1 = a3dζ ∧ dζ
We thus need to show a3 = 0. To do this we shall use the formula for f as a function
of our coordinates (ζ, η). This is
f(η, ζ) =
1
(1 + |ζ |2)2ℜ
{
η(1− ζ2, i(1 + ζ2), 2ζ)}
Using the above formula for f we find ∂f
∂ζ
(ζ, 0) = 0 from which it follows that a3 = 0
as required.
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3.3 The hyperbolic case
3.3.1 Geometry on the moduli space
Hyperbolic monopoles have a description in terms of spectral curves that has much
in common with the spectral curve description of Euclidean monopoles. A hyperbolic
monopole of mass m and charge k has a spectral curve S ⊂ P1 × P1 \∆ which is a
compact algebraic curve in the linear system |O(k, k)| such that
• S is real
• L2m+k is trivial on S
As usual, L is the line bundle O(1,−1).
Although all of the conditions for a compact algebraic curve in the linear system
|O(k, k)| to be the spectral curve of a hyperbolic monopole are not known, the two
conditions above are the only ones that we shall need (just as in the Euclidean case).
We are interested in the moduli space Mk of gauged hyperbolic monopoles which
naturally corresponds to the space of pairs consisting of a spectral curve S together
with a trivialisation of L2m+k (satisfying an appropriate reality condition) over S.
We therefore use the trivialisation to lift the curve S to its image Sˆ in L2m+k \ 0
and denote the normal bundle by Nˆ . We shall again show H1(Sˆ, Nˆ) = 0 and apply
Kodaira’s theorem to obtain the space of deformations of Sˆ in L2m+k \ 0. Again the
space of deformations carries a real structure for which the real points correspond to
curves S that are real. We thus again find
TSˆMk ⊗ RC ≃ H0(Sˆ, Nˆ)
As in the Euclidean case, we must first identify the normal bundle of Sˆ in L2m+k.
Appealing to lemma 3.2.2 we have the following
Proposition 3.3.1. Let Nˆ be the normal bundle of Sˆ ⊂ L2m+k. Then (identifying Sˆ
and S)
Nˆ ≃ E˜Lm(k, 0)|S
(Note that Lm(k, 0)|S ≃ L−m(0, k)|S.)
Proof This follows from lemma 3.2.2 together with the construction of E˜ from S (see
[32]).
The next result we need is the cohomology vanishing theorem which (amongst
other things) ensures H1(Sˆ, Nˆ) = 0.
Theorem 3.3.2. Let E˜ be the holomorphic vector bundle on Q corresponding to an
SU(2) monopole of charge k on H3. Let S be the spectral curve of the monopole.
Then
H0(S, E˜Lm(k − 1,−1)) = 0
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Proof The proof is similar to the corresponding result, theorem 3.2.8, in the Euclidean
case. Reusing the notation where possible from the proof of 3.2.8, we sketch the details
as follows.
Using the exact sequences (see [32])
0→ Lm(0,−k)→ E˜ → L−m(0, k)→ 0
and
0→ L−m(−k, 0)→ E˜ → Lm(k, 0)→ 0
together with the result (see [31]) that H0(Q, Ls(n, 0)) = 0 for any s ∈ (0,∞) and
any non-negative n ∈ Z we obtain injections
H0(S, E˜Lm(k − 1,−1)) δ→֒ H1(Q, E˜Lm(−1,−k − 1)) i→֒ H1(Q, S2E˜(−1,−1))
We also have an injection
H0(S, E˜Lm(k − 1,−1)) →֒ H0(S,O(k − 1, k − 1)) ≃ H0(Q,O(k − 1, k − 1))
(3.3.1)
Finally we have the Penrose transform (see subsection 3.3.2 for a brief discussion of
the Penrose transform in hyperbolic case)
P : H1(Q, S2E˜(−1,−1))→ {φ ∈ Ω0(H3, S2E) | ∆(A,Φ)φ = φ}
where as usual
∆(A,Φ) = ∇∗∇+ Φ∗Φ
Thus let s ∈ H0(S, E˜Lm(k − 1,−1)) and let
t ∈ H0(Q,O(k − 1, k − 1))
be the corresponding element under the injection (3.3.1). Also let φ = P (iδs). Fix a
point O ∈ H3. Then, just as in the Euclidean case, if x ∈ H3 and v1, v2 are an SU(2)
basis for Ex and f1, f2 are the corresponding sections of E˜ on the twistor line Px ⊂ Q
corresponding to x, we have the following formula for φ (cf. equation (3.2.13))
φij(x) =
∫
V +
〈fi, θ+fj〉+
∫
V −
〈fi, θ−fj〉+
∫
∂H−x
〈fi, γbfj〉 (3.3.2)
where V ± are appropriate disjoint neighbourhoods of the points in Px corresponding
to the oriented lines joining O and x, H−x is the hemisphere in Px containing V
−
x and
whose boundary consists of those points corresponding to the geodesics perpendicular
to the line joining x and O.
Now on Q \ S, we have the holomorphic splitting of E˜
E˜ = L−m(−k, 0)⊕ Lm(k, 0) (3.3.3)
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and (cf equation (3.2.12)) in terms of this splitting we have the following formula for
γb ∈ Ω0(Q,End0(E˜)(−2)) on ∂H−x
γb =
[ −2t/ψ 0
0 2t/ψ
]
where ψ ∈ H0(Q,O(k, k)) is a section defining the spectral curve.
Let ρ be the hyperbolic distance from x to O. Just as in the Euclidean case (see
also [31]) the first two terms in (3.3.2) have exponential decay in ρ, in fact they decay
like e−(2m+1)ρ. We claim that the third term decays like e−ρ. Using the splitting
(3.3.3) this term is∫
∂H−x
〈fi, γbfj〉 =
∫
∂H−x
2t/ψ〈fi,
[ −1 0
0 1
]
fj〉
Using the boundary conditions given in part (ii) of definition 2.2.1, exactly the
same method of proof as that used in the proof of lemma 3.2.6 establishes that
〈fi,
[ −1 0
0 1
]
fj〉 is bounded as r → ∞ and so we need only show that t/ψ has
exponential decay on ∂H− as r → ∞. To see this, note that we may choose our co-
ordinates (z, w) on Q ≃ P1 × P1 \∆ such that the oriented line Ox has coordinates
(0, 0). A quick calculation (best done in the upper half space model of H3) reveals
that in these coordinates
Px =
{
(z, w) ∈ Q | z = e−2ρw}
Recalling that the circle ∂H−x ⊂ Px consists of those lines through x perpendicular
to the line Ox, we find
∂H−x =
{
(z, z−1) ∈ Q | |z| = e−ρ}
Let
t(z, w) = p1(z) + p2(z)w + · · ·+ pk−1(z)wk−1
where pi is a polynomial of degree k − 1 for i = 1, . . . , k − 1. Thus, on ∂H−x we have
|t(z, w)| ≤ |p1(z)|+ |p2(z)||w|+ · · ·+ |pk−1(z)||w|k−1
= |p1(z)|+ |p2(z)|eρ + · · ·+ |pk−1(z)|e(k−1)ρ
≤ Cte(k−1)ρ
for some constant Ct and large enough ρ. Next we claim that there exists a constant
Cψ > 0 such that on ∂H
−
x
|ψ(z, w)| ≥ Cψekρ
for large enough r. Thus, note that we have
ψ(z, w) = q1(z) + q2(z)w + · · ·+ qk(z)wk
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where qi is a polynomial of degree k for i = 1, . . . , k. A simple polynomial estimate as
above will give the required inequality for ψ provided the coefficient of the wk term
in the expression for ψ is non-zero. This is the same as saying ψ(∞, 0) 6= 0. However
this follows since we know that the spectral curve S does not meet the anti-diagonal
∆. We thus have that there exist constants C and R such that for ρ > R we have∣∣∣∣ tψ
∣∣∣∣ ≤ Ce−ρ
on ∂H−x . Putting all of our estimates together, we find
‖φ‖ = O(e−ρ)
Finally we show that this decay of φ is in fact enough to ensure that it vanishes.
Again, as in the Euclidean case, we use a maximum principle for an appropriate
elliptic operator. However we cannot simply use the hyperbolic Laplacian since in
place of (3.2.14) we only obtain
1
2
∆‖φ‖2 = ‖∇φ‖2 + ‖Φ(φ)‖2 − ‖φ‖2
which is not obviously non-negative. Thus introduce upper half space coordinates
(x, y, z) on H3 and use the elliptic operator
∆E =
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
+ z−1
∂
∂z
(3.3.4)
This is the Laplacian for S1-invariant functions on H3 × S1 but with the metric
conformally rescaled by a factor of z2 to the flat Euclidean metric. Now a quick
calculation shows that
z3∇∗E∇(z−1φ′) = (∇∗∇− 1)φ′
where ∗E indicates that we’re taking the adjoint of ∇ with respect to the Euclidean
metric on H3 × S1 and φ′ is any section. We thus have
(∇∗E∇ + z−2Φ∗Φ)(z−1φ) = 0
and so, still working in the Euclidean metric, we have
1
2
∆E‖z−1φ‖2 = ‖∇(z−1φ)‖2E + ‖z−1Φ(z−1φ)‖2 ≥ 0
Thus, by the maximum principle for the differential operator (3.3.4), z−2‖φ‖2 satisfies
the maximum principle on H3. To see that this is enough to ensure vanishing we note
‖φ‖ = O (e−ρ)
⇒ ‖φ‖ = O
(
1
cosh ρ
)
⇒ ‖φ‖ < C
cosh ρ
outside a compact set in H3
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for an appropriate C > 0. Recalling that provided we choose our coordinate functions
(x, y, z) such that O has coordinates (0, 0, 1)
cosh ρ =
x2 + y2 + z2 + 1
2z
we find that we have
z−2‖φ‖2 < 4C
2
(x2 + y2 + z2 + 1)2
outside a compact set. Since this is decaying and satisfies the maximum principle,
we must have φ = 0 as required.
Corollary 3.3.3. In the notation of corollary 3.3.1 we have
(i) h1(Sˆ, Nˆ) = 0
(ii) h0(Sˆ, Nˆ) = 4k
(iii) h0(Sˆ, Nˆ(−1, 0)) = 2k
(iv) h0(Sˆ, Nˆ(0,−1)) = 2k
Proof Firstly, note that in view of corollary 3.3.1 we can restate theorem 3.3.2 as
H0(S, Nˆ(−1,−1)) = 0
Next note that in view of lemma 3.2.1 we have the short exact sequence
0→ O → Nˆ → O(k, k)→ 0
We thus have ∧2Nˆ ≃ O(k, k) and so
Nˆ∗(k, k) ≃ Nˆ
Furthermore, this sequence also allows us to calculate the Chern class of Nˆ . Indeed,
recalling that S is a (branched) k-fold covering of the left and right P1 in Q ≃
P1 × P1 \∆, we have
c1(Nˆ)[S] = 2k
2
Finally recall that since the spectral curve is a divisor of O(k, k) on Q its canonical
bundle is (by adjunction) O(k − 2, k − 2).
(i) By Serre duality and our observations above
h1(S, Nˆ) = h0(S, Nˆ∗(k − 2, k − 2)) = h0(S, Nˆ(−2,−2)) = 0
since h0(S, Nˆ(−1,−1)) = 0 (and h0(S,O(1, 1)) > 0).
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(ii) By the Riemann-Roch formula
h0(S, Nˆ)− h1(S, Nˆ) = (2 + c1(Nˆ))(1 + 1
2
)c1(TS))[S]
= 4k
and h1(S, Nˆ) = 0 by part (i).
(iii) By the Riemann-Roch formula
h0(S, Nˆ(−1, 0))− h1(S, Nˆ(−1, 0)) = 2k
We thus need only show h1(S, Nˆ(−1, 0)) = 0 but this follows immediately since
h1(S, Nˆ(−1, 0)) = h0(S, Nˆ∗(k − 1, k − 2)) = h0(S, Nˆ(−1,−2)) = 0
(iv) This follows just as in (iii).
Remark 3.3.4. Note that in [31] it is shown that
H0(S, Lz(k − 1,−1)) = 0 for z ∈ [0, 2m]
Our proof that H0(S, E˜Lm(k− 1,−1)) = 0 does not generalise to a possible vanishing
for H0(S, E˜Lz(k − 1,−1)) and instead works only for the midpoint value of z (which
is of course, as in the Euclidean case, precisely the value we need).
We thus see that, as in the Euclidean case, the obstruction class of Kodaira’s defor-
mation theory for Sˆ ⊂ L2m+k \0 vanishes and that we obtain a family of deformations
of the correct dimension 4k.
It is here that the differences between the hyperbolic and Euclidean cases begin to
emerge. Firstly, in view of the above results we see that we have two natural tensor
product decompositions of the complexified tangent space to the hyperbolic monopole
moduli space:
TSˆMk ⊗R C ≃ H0(S, Nˆ(−1, 0))⊗C H0(S,O(1, 0))
TSˆMk ⊗R C ≃ H0(S, Nˆ(0,−1))⊗C H0(S,O(0, 1))
(3.3.5)
These decompositions are of course the analogue of the single decomposition (3.2.16).
Crucially, there is also an analogue of lemma 3.2.12.
Lemma 3.3.5. H0(S, Nˆ(−1, 0)) and H0(S, Nˆ(0,−1)) are naturally anti-isomorphic
and carry natural non-degenerate complex skew-symmetric pairings.
Proof The real structure induces the anti-isomorphism between H0(S, Nˆ(−1, 0))
and H0(S, Nˆ(0,−1)). We shall demonstrate the existence of the skew pairing for
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H0(S, Nˆ(−1, 0)) since the other case is completely analogous. We begin by noting
that we have a natural isomorphism
∧2Nˆ ≃ KS ⊗K∗Q|S
where KS and KQ are the canonical bundles of S and Q respectively. Note also that
we have a natural isomorphism KQ ≃ O(−2,−2). Now let λ ∈ H1(S,O(0,−2)) ≃
H1(P1,O(−2)) be the tautological element. Using the above, we define the skew form
ω via the following bilinear map
H0(S, Nˆ(−1, 0))×H0(S, Nˆ(−1, 0)) → H0(S,KS ⊗K∗Q(−2, 0))
≃ H0(S,KS(0, 2))
λ→ H1(S,KS)
≃ C
To see that ω is non-degenerate, note that λ is the extension class of
0→ O(0,−1)→ C2 → O(0, 1)→ 0
Now ω defines a map
ωˆ : H0(S, Nˆ(−1, 0)) → H0(S, Nˆ(−1, 0))∗
≃ H1(S,KS ⊗ Nˆ∗(1, 0))
≃ H1(S, Nˆ ⊗KQ(1, 0))
≃ H1(S, Nˆ(−1,−2))
However this map can also be recognised as the connecting homomorphism of the
long exact sequence of cohomology groups associated to the short exact sequence of
vector bundles
0→ Nˆ(−1,−2)→ C2 ⊗ Nˆ(−1,−1)→ Nˆ(−1, 0)→ 0
obtained by tensoring the sequence (3.3.6) with Nˆ(−1,−1). Thus
Ker ωˆ = H0(S,C2 ⊗ Nˆ(−1,−1))
which vanishes by theorem 3.3.2 and corollary 3.3.1.
In the Euclidean case we saw that the decomposition (3.2.16) together with the
skew form on H0(S, Nˆ(−1)) reflected the underlying hyperka¨hler structure of the
moduli space. In the hyperbolic case it is as yet unclear what type of geometry our
analogous decompositions (3.3.5) together with the skew forms we have identified
reflect.
The geometry we have identified on the hyperbolic monopole moduli space ap-
pears to be a real geometry whose complexification is very like the complexification
of hyperka¨hler geometry but which is subtly different. Furthermore whatever the
geometry, it should converge to hyperka¨hler geometry in the limit as the mass of the
monopoles tends to infinity.
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3.3.2 The Higgs field and the Atiyah class
Not surprisingly there is an analogue of theorem 3.2.13 in the hyperbolic case. Cor-
responding to the Euclidean Penrose transform
H1(T,O(−2)) ≃ {φ ∈ C∞(R3) | ∆φ = 0}
we have the hyperbolic version
H1(Q,O(−1,−1)) ≃ {φ ∈ C∞(H3) | ∆φ = φ}
The hyperbolic Penrose transform gives 1-eigenfunctions of the Laplacian rather than
harmonic functions because the Penrose transform for the Laplacian on H3 is really
the S1-invariant version of the Penrose transform for the conformal Laplacian on
H3×S1. The conformal Laplacian on an oriented 4-manifold with metric g is ∆g+R/6
where ∆g is the metric Laplacian and R is the scalar curvature. H
3 × S1 has scalar
curvature R = −6.
The above isomorphisms generalise to
H1(T, Ls(−2)) ≃ {φ ∈ C∞(R3) | ∆φ = −s2φ}
where L is the line bundle with transition function e−η/ζ on T and [31]
H1(Q, Ls(−1,−1)) ≃ {φ ∈ C∞(H3) | ∆φ = (1− s2)φ}
where L = O(1,−1).
In particular, taking s = ±1 in the hyperbolic case, we have
H1(Q,O(−2, 0)) ≃ H1(Q,O(0,−2)) ≃ {φ ∈ C∞(H3) | ∆φ = 0}
Finally note that as usual we may couple the Penrose transform to a solution of the
self-duality equations (in this case the Bogomolny equations) to obtain a covariant
version. Thus if E˜ is the holomorphic bundle on Q corresponding to a solution (A,Φ)
of the SU(2) Bogomolny equations on E → H3, the Penrose transform in the adjoint
representation provides natural isomorphisms
PL : H
1(Q,End(E˜)(−2, 0)) ≃ {φ ∈ Ω0(H3,End(E)) | ∆(A,Φ)φ = 0}
and
PR : H
1(Q,End(E˜)(0,−2)) ≃ {φ ∈ Ω0(H3,End(E)) | ∆(A,Φ)φ = 0}
where ∆(A,Φ)φ = [∇∗A, [∇A, φ]] + [Φ∗, [Φ, φ]]. This is important because as in the Eu-
clidean case we have ∆(A,Φ)Φ = 0 and so the question arises of identifying the natural
classes in H1(Q,End (˜E)(0,−2)) and H1(Q,End (˜E)(−2, 0)) which correspond to Φ
under the Penrose transform.
We answer this question with the following
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Theorem 3.3.6. Let E˜ be the holomorphic vector bundle on Q corresponding to a
solution (A,Φ) of the SU(2) Bogomolny equations on E → H3. Let
Λ ∈ H1(Q, T ∗Q⊗ End(E˜))
be the Atiyah class of E˜ and let ΓL : T
∗Q = O(−2, 0)⊕O(0,−2)→ O(−2, 0) be the
natural projection. Then
PL(ΓL(Λ)) = 4πΦ
(Similarly the corresponding result for ΓR and PR holds.)
Proof As in the proof of theorem 3.2.13, if O ∈ H3 we have
PL(ΓL(Λ))(O) =
∫
∆
j∗ΓL((f
∗FA)
1,1 + i(θ ∧ f ∗(∇Φ))1,1 − if ∗Φ⊗ dθ)
where ∆ ⊂ Q ≃ P1 × P1 \∆ is the diagonal (the twistor line of the point O ∈ H3),
j : ∆ → Q is the inclusion, f : Q → H3 is the map taking a geodesic γ ∈ Q to its
closest point to O and θ is the real 1-form on Q such that
θ0,1Q = (z − w)
(
dz¯
(1 + zz¯)(1 + z¯w)
+
dw¯
(1 + ww¯)(1 + zw¯)
)
in the coordinates ([z, 1], [w, 1]) on (an open set of) Q.
As before, we deal with the three terms of the integrand separately. Firstly∫
∆
j∗ΓL(f
∗Φ⊗ dθ) =
∫
∆
(f ◦ j)∗Φ⊗ j∗ΓL(dθ)
= Φ(O)⊗
∫
∆
j∗ΓL(dθ)
But in the coordinates (z, w) on Q, we have
ΓL :
{
dz 7→ dz
dw 7→ 0
Using our above formula for θ we find∫
∆
j∗ΓL(dθ) =
∫
C
2
(1 + |z|2)2dz ∧ dz¯ = 4πi
Next note that
j∗ΓL (θ ∧ f ∗(∇Φ))1,1 = j∗
(
(ΓLθ
1,0) ∧ (f ∗(∇Φ))0,1 + θ0,1 ∧ ΓL(f ∗(∇Φ))1,0
)
= 0
since θ vanishes along ∆.
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Evidently, to finish the proof of the theorem we need only show that the final term
j∗ΓL(f
∗FA)
1,1 in the integrand contributes nothing. To show this it is sufficient to
prove that the composition
∧2T ∗OH3 f
∗−→ ∧2T ∗γQ −→ ∧1,1T ∗γQ ΓL−→ O(−2, 0)γ ⊗ T
∗
γQ
j∗−→ ∧1,1T ∗γ∆
is zero for every γ ∈ ∆.
To see this, suppose that ω ∈ ∧2T ∗OH3 and let
f ∗ω = a1dz ∧ dw + a2dz ∧ dw + a3dw ∧ dz
a4dz ∧ dz + a5dw ∧ dw + a6dz ∧ dw
Using the formula for ΓL we find
j∗ΓL(f
∗FA)
1,1 = (a2 + a4)dz ∧ dz
We thus need to show a2 + a4 = 0. To do this we shall need the formula for f as
a function of our coordinates (z, w). Using the upper half-space model of H3 with
coordinates (x+ iy, u) and metric dx
2+dy2+du2
u2
, the formula for f is
f(z, w) = µ(z, w)
(
(1 + |w|2)z − (1 + |z|2)w,
√
(1 + |z|2)(1 + |w|2)|1 + zw|
)
(3.3.6)
where
µ(z, w) =
1
1 + 2|w|2 + |zw|2
We need to know about the derivatives of f on ∆. Thus, let f = (fx+ ify, fu). Using
the above formula for f we find
∂fx
∂z
∂fx
∂z
∂fx
∂w
∂fy
∂z
∂fy
∂z
∂fy
∂w
∂fu
∂z
∂fu
∂z
∂fu
∂w
 (z, z) = 12(1 + |z|2)2

1− z2 1− z2 −1 + z2
−i(1 + z2) i(1 + z2) −i(1 + z2)
2z 2z −2z

(We have omitted the formulae for the derivatives of f with respect to w since we
do not need them.) Using these formulae it is straightforward to verify that we do
indeed have a2 + a4 = 0 on ∆ as required.
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Chapter 4
Further properties and open issues
4.1 Instantons and the hypercomplex quotient
One of the ways to see that the Euclidean monopole moduli spaces carry a natural
hyperka¨hler structure is to use the hyperka¨hler quotient construction [18]. Indeed, as
shown in [3], the Euclidean Bogomolny equations may be regarded (at least formally)
as an infinite dimensional hyperka¨hler moment map for the action of the group of
SU(2) gauge transformations on R3 on the infinite dimensional hyperka¨hler manifold
that is the space of pairs consisting of an SU(2) connection and Higgs field on R3.
It is interesting to wonder whether the hyperbolic Bogomolny equations may be
regarded as the moment map for the analogous action of the group of gauge transfor-
mations in hyperbolic space provided we endow the space of connections and Higgs
fields with an appropriate geometry. This remains an open question.
Although there are many examples1 of situations in which the self-duality equa-
tions can be regarded as a moment map, they all occur in the presence of hyperka¨hler
geometry. It would be interesting to have an example in which the self-duality equa-
tions can be regarded as a moment map in the presence of a different type of geometry.
In particular it would be interesting to have such an example in the presence of a
non-metric geometry since the geometry of the hyperbolic monopole moduli space
appears to be non-metric. To this end we show that the moduli space of instantons
on a compact hypercomplex 4-manifold may be obtained as an infinite dimensional
hypercomplex quotient in the sense of Joyce [21].
In addition, as we shall see later, there is another reason why this result about
instantons on a hypercomplex 4-manifold is relevant to the geometry of hyperbolic
monopoles. This is because the quotient of certain Hopf surfaces by an appropriate
S1-action is a hyperbolic solid torus.
Let us briefly recall the details of both the hyperka¨hler and hypercomplex quotient
constructions. Thus suppose that a Lie group G acts on a hyperka¨hler manifold
(M,ω1, ω2, ω3) by diffeomorphisms preserving the hyperka¨hler structure. Recall [18]
1Other than the Euclidean monopole moduli spaces we also have Kronheimer and Nakajima’s
beautiful generalisation [26] of the ADHM construction [4] in mind as well as the moduli spaces of
instantons on a compact hyperka¨hler 4-manifold [13].
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that a hyperka¨hler moment map for this action is an equivariant map
µ = (µ1, µ2, µ3) : M → g∗ ⊗ R3
such that if λ ∈ g and Xλ is the vector field on M generated by λ via the G-action
then
〈λ, dµi〉 = ωi(Xλ, ·) for i = 1, 2, 3
When a moment map exists, the quotient manifold N = µ−1({ξ})/G admits a natural
hyperka¨hler structure and we say N has been obtained from M by a hyperka¨hler
quotient.
Now suppose that a Lie group G acts on a hypercomplex manifold (M, I1, I2, I3)
by diffeomorphisms preserving the hypercomplex structure. In this case, Joyce [21]
defines a hypercomplex moment map to be an equivariant map
µ = (µ1, µ2, µ3) : M → g∗ ⊗ R3
satisfying the “Cauchy-Riemann equations”
I1dµ1 = I2dµ2 = I3dµ3 (4.1.1)
and the “transversality condition”which states that the function
〈λ, (I1dµ1)(Xλ)〉 : M → R (4.1.2)
does not vanish on M for any non-zero λ ∈ g. When a moment map exists, the
quotient manifold N = µ−1({ξ})/G admits a natural hypercomplex structure. We
say N has been obtained as a hypercomplex quotient of M by G.
Before we give a proof of the main result in this section, we need to prove an
elementary lemma.
Lemma 4.1.1. Let (M, I1, I2, I3, g) be a hypercomplex 4-manifold together with a
metric in the conformal class defined by the hypercomplex structure. Let ω1 = g(I1·, ·).
Then
dω1 = α ∧ ω1
for a certain 1-form α (the Lee form, see eg [40]) independent of I1 satisfying
d ∗ α = −I1ddcI1ω1 (4.1.3)
(where dcI1 = I
−1
1 dI1).
In particular if g is Gauduchon2 with respect to one of the complex structures in
the hypercomplex 2-sphere, it is Gauduchon with respect to all of them.
2Recall that if (M,J, g) is a 4-manifold with complex structure and Hermitian metric, then we
say g is Gauduchon (or is a Gauduchon metric) iff ddcω = 0 where ω = g(J ·, ·) and dc = J−1dJ .
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Proof Let D be the Obata connection [33] on M . As noted in [35], D is a Weyl
connection and so Dg = α⊗ g for some 1-form α on M . Thus dω1 = α ∧ ω1 since D
is torsion free.
Next, according to [14] we have
d ∗ α = ω1 ∧ dcI1α+ dcI1ω1 ∧ α (4.1.4)
for any 1-form α on M . Also note
ddcI1ω1 = −dI1dI1ω1
= −dI1dω1 = −dI1(α ∧ ω1)
= −d((I1α) ∧ ω1)
= −d(I1α) ∧ ω1 + (I1α) ∧ α ∧ ω1
⇒ d(I1α) ∧ ω1 = (I1α) ∧ α ∧ ω1 − ddcI1ω1
Thus
ω1 ∧ dcI1α = ω1 ∧ (I1dI1α) = I1(d(I1α) ∧ ω1)
= I1((I1α) ∧ α ∧ ω1 − ddcI1ω1)
⇒ ω1 ∧ dcI1α = −α ∧ (I1α) ∧ ω1 − I1ddcI1ω1 (4.1.5)
But
dcI1ω1 ∧ α = −(I1dω1) ∧ α
= −(I1(α ∧ ω1)) ∧ α = −(I1α) ∧ ω1 ∧ α
⇒ dcI1ω1 ∧ α = α ∧ (I1α) ∧ ω1 (4.1.6)
Equation (4.1.3) now follows after substituting (4.1.6) and (4.1.5) in (4.1.4).
Recall [11] that it is always possible to find a Gauduchon metric in a given con-
formal class on a complex surface. With this in mind, we state our main result of
this section.
Theorem 4.1.2. Let (M, I1, I2, I3) be a compact hypercomplex 4-manifold. Let P be
a principal SU(2) bundle on M . Then the moduli space of irreducible instantons on
P can be formally obtained as an infinite dimensional hypercomplex quotient of the
set of irreducible connections on P by the group of gauge transformations of P .
Proof Let adP be the Lie algebra bundle on M associated to P by the adjoint action
of SU(2) on su(2). Let G be the group of gauge transformations (ie: automorphisms)
of P . The Lie algebra of G is naturally Ω0(M, adP ) and using the pairing
Ω0(M, adP )⊗ Ω4(M, adP ) → C
ζ ⊗ ξ 7→
∫
M
〈ζ, ξ〉
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(the pairing 〈·, ·〉 is defined using the Killing form of su(2)) we can naturally identify
the dual of the Lie algebra of G with Ω4(M, adP ).
Let A∗ be the set of irreducible connections on P . Since A∗ is an affine space on
Ω1(M, adP ) we have a natural trivialisation
TA∗ ≃ A∗ × Ω1(M, adP )
For i = 1, 2, 3, define an almost complex structure Iˆi on A∗ by
Iˆi : A∗ × Ω1(M, adP ) → A∗ × Ω1(M, adP )
(A, a) → (A, Iia)
These complex structures obviously satisfy the quaternionic relations and make A∗
into an infinite dimensional hypercomplex manifold. Furthermore the natural action
of G on A∗ preserves this hypercomplex structure.
Now let g be a Gauduchon metric in the conformal class on M defined by the
hypercomplex structure and for i = 1, 2, 3 define
ωi = g(Ii·, ·) ∈ Ω2(M)
We claim
(i) For i = 1, 2, 3 the G-equivariant maps
µi : A∗ → Ω4(M, adP )
A 7→ −ωi ∧ FA (4.1.7)
satisfy the “Cauchy-Riemann”equations (4.1.1) (where FA ∈ Ω2(M, adP ) is the
curvature of a connection A)
(ii) µi also satisfy the “transversality condition”(4.1.2).
To see the first part of the claim, note that for i = 1, 2, 3 we have
dµi : A∗ × Ω1(M, adP ) → Ω4(M, adP )
(A, a) 7→ ωi ∧ dAa (4.1.8)
where dA : Ω
p(M, adP ) → Ωp+1(M, adP ) is the natural extension of the covariant
derivative associated to the connection A to p-forms. Thus
Iˆidµi(A, a) = −ωi ∧ dAIia (4.1.9)
but since Iiη = − ∗ (ωi ∧ η) for a 1-form η on M where ∗ is the Hodge star operator
associated to g
Iˆidµi(A, a) = −ωi ∧ dA(∗(ωi ∧ a))
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And so if α is the 1-form of lemma 4.1.1 we have
Iˆidµi(A, a) = −ωi ∧ dA ∗ (ωi ∧ a)
= −dA(ωi ∧ ∗(ωi ∧ a)) + dωi ∧ ∗(ωi ∧ a)
= dA ∗ a+ dωi ∧ ∗(ωi ∧ a)
= dA ∗ a+ α ∧ ωi ∧ ∗(ωi ∧ a)
= dA ∗ a− α ∧ ∗a
(where we have used the identity ωi∧∗(ωi∧η) = −∗η twice above). This shows that
µi satisfy the equations (4.1.1).
For the second part of the claim, let ζ ∈ Ω0(M, adP ) be non-zero. The vector
field Xζ on A∗ generated by ζ using G is
Xζ(A) = (A, dAζ) ∈ A∗ × Ω1(M, adP )
We must show that the function
fζ : A∗ → C
A 7→
∫
M
tr(ζ(dA(∗dAζ)− α ∧ ∗dAζ))
is non-vanishing. But
dtr(ζ ∗ dAζ) = tr(dAζ ∧ ∗dAζ) + tr(ζdA ∗ dAζ)
⇒ fζ(A) = −
∫
M
tr(dAζ ∧ ∗dAζ)−
∫
M
α ∧ tr(ζ ∗ dAζ)
= ‖dAζ‖2 −
∫
M
α ∧ ∗tr(ζ ∧ dAζ)
= ‖dAζ‖2 − 1
2
∫
M
α ∧ ∗dtrζ2
= ‖dAζ‖2 − 1
2
∫
M
|ζ |2d ∗ α
The result now follows since A is irreducible, ζ 6= 0 and d ∗ α = 0 by lemma 4.1.1
since g is Gauduchon.
Finally note that a two form η is anti-self dual if and only if ωi ∧ η = 0 for
i = 1, 2, 3. It follows that the hypercomplex quotient µ−1(0)/G of A∗ by G using the
moment maps (4.1.7) is the moduli space of instantons on P and acquires a natural
hypercomplex structure.
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Remark 4.1.3.
(i) After this proof was completed it was brought to the author’s attention that Joyce
remarks in [22] that the moduli space of instantons on a compact hypercomplex
4-manifold may be obtained as a hypercomplex quotient. However no details are
provided.
(ii) It is interesting to look at what model the hypercomplex quotient construction
gives us for the tangent space to the moduli space of instantons. In [21], Joyce
points out that if N = µ−1({ξ})/G is a hypercomplex quotient of M by G using
moment map µ = (µ1, µ2, µ3) then we have a canonical isomorphism
T[p]N ≃ {v ∈ TpM | dµ1(v) = dµ2(v) = dµ3(v) = (I1dµ1)(v) = 0}
In our case, if M∗P is the moduli space of irreducible instantons on P then a
quick glance at equations (4.1.8) and (4.1.9) reveals that we have a canonical
isomorphism
T[A]M∗P ≃
{
a ∈ Ω1(M, adP ) | d+Aa = 0 and ω1 ∧ dcI1Aa = 0
}
We thus see that the horizontality condition on the tangent space is the same
as the one used by Lu¨bke and Teleman in [28] (see page 169) and more recently
by Hitchin in [14]. Note that this model for the tangent space is independent of
the choice of Gauduchon metric in the conformal class and so therefore is the
hypercomplex structure we obtain on the instanton moduli space.
(iii) Note that the only compact four-dimensional hypercomplex manifolds that are
not hyperka¨hler are the Hopf surfaces [5]. Thus it is only for Hopf surfaces that
theorem 4.1.2 gives new information.
Although theorem 4.1.2 concerns the geometry of instanton moduli spaces, it is
related to the geometry of hyperbolic monopole moduli spaces. To see why, we follow
[7] and consider the Hopf surface
M = C2 \ {0}/Z
where the free Z action is
n · (z, w) = (λnz, λnw)
for some fixed λ ∈ C∗, |λ| < 1. The S1 action on C2 defined by
eiθ · (z, w) = (z, eiθw)
commutes with this Z action and so descends to M . On C2, this S1 action is free
except on the fixed point set C×{0}. OnM , the action is free except on the quotient
B = C∗ × {0}/Z ≃ S1 × S1
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Now it is well known [2] that for appropriate conformal scaling of the Euclidean metric
on C2, the S1 action is isometric and we have an isometry
(C2 \ C× {0})/S1 ≃ H3
and so we find
(M \B)/S1 ≃ H3/Z ≃ D2 × S1
(where D2 is the unit disc). Thus there is an S1 action on our Hopf surface M whose
quotient away from the fixed point set is a hyperbolic solid torus, the boundary of
which appears as the fixed point set B.
This means that S1–invariant instantons on the Hopf surface M correspond to
monopoles on the hyperbolic three manifold H3/Z (just as [2] S1–invariant instantons
on S4 correspond to monopoles onH3). Since ∂(H3/Z) has one connected component,
monopoles on H3/Z have one charge k ∈ N and (see [6]) their moduli space3 has
dimension4 4k.
The moduli space of monopoles on H3/Z thus appears as the fixed point set under
an S1 action on the moduli space of instantons on M , which we have shown carries a
natural hypercomplex structure. This is analogous to the fact that the moduli space
of gauged monopoles on H3 appears as the fixed point set under an S1 action on
the moduli space of based instantons on S4, which carries a hyperka¨hler structure.
Using this point of view to look at the moduli spaces of monopoles on H3/Z and H3
we learn that they carry a natural complex structure and Ka¨hler metric (see section
4.2) respectively. Although the result for monopoles on H3/Z is weaker (merely a
complex structure and connection) we avoid the issue that gauging a monopole on
H3 seems to single out a point on ∂H3 (again, see section 4.2). Furthermore, in view
of [10] this is all the geometry we expect to find on the fixed point set of an S1 action
on a hypercomplex manifold.
4.2 Hyperbolic monopoles and Ka¨hler metrics
In this section we shall see that, given a choice of horospherical height function on
H3, then, at least in the integral mass case, we can define a natural Ka¨hler metric on
the moduli space of hyperbolic monopoles.
This result should be compared with the results of chapter 2 where we showed
that the moduli space of charge 1 singular hyperbolic monopoles naturally carries a
2-sphere of (self-dual) Ka¨hler metrics where the 2-sphere parameterisation naturally
factors through horospherical height functions. In view of the link with horospherical
3Note that we are not considering a space of gauged monopoles on H3/Z as we do when we study
monopoles on H3. The space of unbased instantons on the Hopf surface M carries the interesting
geometry and correspondingly we are interested in the space of monopoles with no gauging condition.
4Braam’s formula [6] states that for a wide class of hyperbolic 3-manifolds, the moduli space
of monopoles with positive masses and charges ki has dimension 4
∑
ki − χ (where χ is the Euler
characteristic of the hyperbolic manifold).
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height functions we expect that the Ka¨hler metrics defined here coincide with those
of chapter 2 in charge 1. For higher charge, there appears to be a difference related
to the choice of base point when gauging the hyperbolic monopoles.
Our starting point is the observation that H3×S1 is just the simplest case of the
space M investigated in section 2.5.1. It corresponds to the case when we have no
singular points. In view of this, we know that a point O ∈ H3 determines a natural
2-sphere of Ka¨hler structures on H3 × S1, the metrics of which all lie in the same
self-dual conformal class. Indeed if q is a horospherical height function on H3 such
that the level set q = 1 contains O then we define a Ka¨hler structure on H3 × S1 via
the metric and 2-form
g = q2(h+ dθ2)
Ω =
1
2
(∗d(q2) + d(q2) ∧ dθ)
where h is the hyperbolic metric, ∗ is the hyperbolic Hodge ∗-operator and θ is the S1
coordinate. As we showed in section 2.5.1, such functions q are in 1-1 correspondence
with the points of ∂H3. Choosing appropriate coordinates (x, y, q) for H3 so that it
has metric dx
2+dy2+dq2
q2
, these equations read
g = dx2 + dy2 + dq2 + q2dθ2
Ω = dx ∧ dy + qdq ∧ dθ
from which we can see that we have merely recovered the usual conformal equivalence
H3 × S1 ≃ C× C∗ (4.2.1)
(see [2]). The S1 action on C × C∗ is eiθ · (z1, z2) = (z1, eiθz2). The point we wish
to emphasize is that this conformal equivalence singles out a horospherical height
function on H3 and so also a point on ∂H3.
As is well known, S4 = C2∪{∞} is an S1-equivariant conformal compactification
of C×C∗ and integral mass hyperbolic monopoles extend to S1-invariant instantons on
S4. The S1 action on S4 is free except on the fixed point set S = (C×{0})∪{∞} ⊂ S4
which is naturally identified with ∂H3. The point we have singled out on ∂H3 in
making the conformal identification (4.2.1) corresponds to ∞ ∈ S ⊂ S4.
Consider now the moduli space X of anti-self-dual SU(2) instantons on E → S4
based at∞. This is a principal SO(3) bundle over the space of unbased instantons on
S4 and is naturally identified with the space of instantons on C2 = S4 \ {∞} framed
at ∞. As such (see [39] as well as [29]), the tangent space at a point [A] ∈ X can be
naturally identified
T[A]X ≃ L2C2 ∩Ker(d∗A ⊕ d+A)
where dA and d
+
A are the usual differentials in the instanton deformation complex
Ω0(C2,End0(E))
dA−→ Ω1(C2,End0(E)) d
+
A−→ Ω2+(C2,End0(E))
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and the adjoint d∗A is defined using the Euclidean metric on C
2. In view of this X
carries a natural L2 metric (which is in fact hyperka¨hler).
We wish to study hyperbolic monopoles as S1-invariant instantons on S4. We
begin by making sure that we have chosen an S1-equivariant basing of E at ∞ (this
cuts down the SU(2) choice of basings to an S1). The space M of S1-invariant
based instantons is the space of gauged hyperbolic monopoles. The S1 action on X
preserves the metric and so we have a metric on the monopole moduli space M . If
a ∈ Ω1(C2,End0(E))S1 is an infinitesimal deformation of a hyperbolic monopole, the
length of a is the L2 metric
‖a‖2 =
∫
C2
(a, a)EvolE (4.2.2)
where (·, ·)E uses the Euclidean inner product on 1-forms and volE is the Euclidean
volume form. Since a is S1-invariant, we can express this as an integral on H3. To
see this, note that we have an isomorphism
Ω1(H3,End0(E/S
1))⊕ Ω0(H3,End0(E/S1)) ≃ Ω1(H3 × S1,End0(E))S1
(a′, ψ) 7→ a′ + ψdθ
Thus since the Euclidean metric is a conformal scaling of the metric on H3×S1 by a
factor of q2 and a is S1-invariant, a quick calculation reveals that we may also express
(4.2.2) as
‖a‖2 = 2π
∫
H3
q2 ((a′, a′)H + (ψ, ψ)) volH
where (·, ·)H uses the hyperbolic inner product on 1-forms and volH is the hyperbolic
volume form. Here a′ is an infinitesimal deformation of the monopole connection on
H3 and ψ is an infinitesimal deformation of the Higgs field.
We have thus seen that a choice of horospherical height function q defines a metric
on the hyperbolic monopole moduli space. Furthermore, since the S1 action preserves
the complex structure on C2, q also defines a natural complex structure on the moduli
space so that we in fact have a Ka¨hler metric.
In chapter 2 we saw that for each horospherical height function q we obtained
a (self-dual) Ka¨hler metric on the charge 1 singular monopole moduli space. After
fixing a point O ∈ H3 we used this observation to define a family of natural Ka¨hler
metrics on the same moduli space parameterised by ∂H3. In view of the above,
it is tempting to think that the same phenomenon occurs here for moduli spaces of
monopoles of arbitrary charge. However the metrics we have defined here depend on a
choice of base point in S ≃ ∂H3 and so these metrics exist on different spaces. There
does not appear to be a natural way to identify spaces of S1-invariant instantons that
are based at different points in S. It is thus possible that the results of chapter 2
represent a coincidence that occurs only in charge 1.
Certainly there is some subtlety when gauging hyperbolic monopoles. On the one
hand, as we have said, when thinking in terms of S1-invariant instantons it appears
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that gauging requires us to choose a base point for the instanton in S and so the
gauging depends on a choice of base point in ∂H3. However from the point of view
of the spectral curve there is a natural gauging requiring no choice of point on ∂H3:
we just choose a trivialisation of the line bundle L2m+k|S satisfying the appropriate
reality condition.
4.3 Constructing the twistor space
4.3.1 Overview
In chapter 3 we saw how to obtain the moduli space of charge k monopoles as a space
of deformations of genus (k − 1)2 curves (spectral curves) in a complex 3-manifold
(the total space of a certain holomorphic C∗ bundle on a complex surface).
Of course in the Euclidean case it is also possible to obtain the moduli space as a
space of deformations of genus 0 curves (twistor lines) in a more complicated space:
the twistor space of the moduli space. This compromise (deforming simple curves in a
complicated space instead of complicated curves in a simple space) is useful because
it enables us to make contact with mainstream twistor theory and because of the
classification of holomorphic vector bundles on P1.
In this section we will show how our approach (deforming the spectral curve)
relates to the usual twistor theoretic approach in the Euclidean case. The spectral
curves appear as k-fold branched covers of the corresponding twistor lines. We will
make a conjecture that relates the normal bundle of the twistor lines to that of the
spectral curves in the appropriate ambient spaces.
We will also indicate what happens in the hyperbolic case. We will find that it
is possible to introduce twistor spaces of the moduli space of hyperbolic monopoles
but that there are complications because it is difficult to understand the reality con-
ditions on the “twistor lines”. Usually a twistor space carries a real structure and
the real structure on the space of deformations of the twistor lines is derived from
this. However this is not what happens in the hyperbolic case. Thus the approach
taken in chapter 3 has a significant advantage in that the real structure on the space
of deformations does arise in the usual way. Indeed this was one of the reasons that
approach was introduced.
4.3.2 The Euclidean case
We review the construction of the twistor space of the moduli space of Euclidean
monopoles given in [3]. This will motivate our constructions in the hyperbolic case
to follow as well as establishing the necessary notation so that we can show how the
approach introduced in chapter 3 relates to this more conventional twistor theoretic
approach.
Thus, as in [3], let
Yk = O(2)⊕O(4)⊕ · · · ⊕ O(2k)
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(so Yk is just the fibrewise symmetric product of the line bundle TP
1 → P1) and let
Dk =
{
(η, η1, . . . , ηk) ∈ TP1 ⊕ Yk | ηk + η1ηk−1 + · · ·+ ηk = 0
}
(so a point in Dk is a set of k unordered points (possibly with repetition) in some
fibre of the line bundle TP1 → P1 such that one of the points is marked). We have
the following commutative diagram
Dk
Yk TP1
P
1



p1

??
??
?? p2

??
??
??




(4.3.1)
We define the vector bundle Vk on Yk by
Vk = p1∗p
∗
2L
2
and the open set Zk ⊂ Vk by
Zk = p1∗p
∗
2(L
2 \ 0)
As shown in [3], Zk is the twistor space of the moduli space of Euclidean monopoles
of charge k.
Note that the fibre of Zk over a point (η1, . . . , ηk) ∈ Yk is naturally isomorphic
to the direct sum of the fibres L2βi \ 0 for i = 1, 2, . . . , k where βi are the roots of
βk + η1β
k−1 + · · ·+ ηk = 0, ie
Zk(η1,...,ηk) ≃ L2β1 \ 0⊕ · · · ⊕ L2βk \ 0 (4.3.2)
Now Zk is a holomorphic fibre bundle over P
1. Let us denote the map by
p : Zk → P1
Since Zk is the twistor space of a hyperka¨hler manifold, there is a family of holomor-
phic sections of p. It is easy to see how these correspond to curves S ⊂ TP1 in the
linear system |O(2k)| together with a trivialisation of L2|S as follows. First note that
a section s of p includes a section s′ of Yk → P1. Let S ′ ⊂ Yk be the image of s′. Now
if η is the tautological section of O(2) on TP1 and
s′ = (a1, . . . , ak)
ai ∈ H0(P1,O(2i)), then pulling back ai to TP1 we let
ψ = a1η
k−1 + · · ·+ ak ∈ H0(TP1,O(2k))
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The divisor S of ψ is the curve corresponding s. To get the trivialisation of L2 on
S, we simply use (4.3.2) and the lifting of S ′ ⊂ Yk to S˜ = ims ⊂ Zk. It is useful to
summarise this correspondence in the following diagram
S˜ ⊂ Zk Dk L2 \ 0 ⊃ Sˆ
↓
p1ւ
p2ց ↓
S ′ ⊂ Yk TP1 ⊃ S
ց ւ
P1
(4.3.3)
where Sˆ is the lifting of S ⊂ TP1 to L2 \ 0 provided by the trivialisation. Note also
that we have
S = p2(p
−1
1 (S
′))
that p2 : p
−1
1 (S
′) → S is a biholomorphism and that p1 : p−11 (S ′) → S ′ is a k-fold
branched covering. Identifying S˜ with S ′ and Sˆ with S we see that the curves Sˆ we
were deforming in chapter 3 are naturally k-fold branched covers of the lines S˜ in Zk.
An important property of the twistor space Zk is that it carries a real structure
σ : Zk → Zk
defined as follows. Let x ∈ Zk and using (4.3.2) let x = (x1, . . . , xk) where xi ∈ L2βi \0.
L2\0 carries a real structure τ say (indeed it is the twistor space of the real 4-manifold
R3 × S1) and we define the real structure σ on Zk by
σ(x1, . . . , xk) = (τ(x1), . . . , τ(xk))
Note that σ covers the natural real structure on Yk and p commutes with σ and the
usual real structure on P1.
Now, in order to show that Zk is the twistor space of a hyperka¨hler manifold, it is
necessary to prove that the normal bundle of a section of p is isomorphic to C2k⊗O(1)
and to exhibit a holomorphic section ω of ∧2T ∗F ⊗O(2) defining a symplectic form on
each fibre of p (where TF = Ker p∗ is the tangent bundle to the fibres of p). In [3],
these two goals are achieved by passing to a more explicit patching description of Zk
(ie showing how to construct Zk by gluing two copies of C
2k+1 together appropriately).
We shall not need these explicit details here and instead point out that it should be
possible to establish these results intrinsically using the ideas below (in particular
conjecture 4.3.3).
We have already noted that the curves Sˆ we deform in L2 \ 0 are naturally k-fold
branched covers of the lines S˜ that are deformed in Zk and so we have begun to
understand the connection between these two spaces of deformations. In order to
complete the picture, we need to relate the normal bundles of each of these curves in
their ambient spaces. We begin by noting the following two results.
Proposition 4.3.1. Let S ⊂ TP1 be the spectral curve of a charge k Euclidean
monopole. Let πS : S → P1 be the natural degree k branched covering. Then there is
a natural isomorphism
πS∗O ≃ O ⊕O(−2)⊕ · · · ⊕ O(2− 2k)
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Proof See [20].
(Note that this lemma is a useful way to encode the content of proposition 3.1,
proposition 4.5 and lemma 5.2 of [17].)
Proposition 4.3.2. Let S ⊂ TP1 be the spectral curve of a charge k Euclidean
monopole. Let πS : S → P1 be the natural degree k branched covering. Let Nˆ be the
normal bundle of a lift of S to L2 \ 0. Then
πS∗Nˆ ≃ C2k ⊗O(1)
ProofWe must show that πS∗Nˆ(−1) is trivial. It follows easily from the classification
of vector bundles on P1 that a vector bundle V on P1 is trivial if and only if
h0(P1, V ) = rankV
h0(P1, V (−1)) = 0
We thus need to show
h0(P1, πS∗Nˆ(−1)) = 2k
h0(P1, πS∗Nˆ(−2)) = 0
ie
h0(S, Nˆ(−1)) = 2k
h0(S, Nˆ(−2)) = 0
and we have already noted on several occasions that both of these results are implied
by theorem 3.2.8.
Now, referring to diagram (4.3.3) let N , Nˆ , N ′ and N˜ be the normal bundles of
S, Sˆ, S ′ and S˜ in their ambient spaces. Then we have a natural isomorphism
N ′ ≃ p1∗p∗2N
To see why we need only note
• p1 : p−11 (S ′)→ S ′ is naturally isomorphic to the k-fold branch cover πS : S → P1
obtained from the projection π : TP1 → P1
• N ′ ≃ Yk = O(2)⊕ · · ·⊕O(2k) naturally since S ′ is the image of a section of Yk
• N ≃ O(2k) naturally since S is the divisor of a section of O(2k)
• By proposition 4.3.1 πS∗O(2k) ≃ O(2)⊕ · · · ⊕ O(2k) naturally.
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Now note that (in view of lemma 3.2.1) we have the following natural exact sequence
on S ′
0→ Vk|S′ → N˜ → N ′ → 0 (4.3.4)
However pulling back using p2 and applying the direct image under p1 to
0→ L2|S → Nˆ → N → 0
we also have the following natural exact sequence of bundles on S ′
0→ p1∗p∗2L2|S → p1∗p∗2Nˆ → p1∗p∗2N → 0 (4.3.5)
(the final 0 follows by counting ranks). Since we have just noted that we have a
natural isomorphism N ′ ≃ p1∗p∗2N and also by definition Vk = p1∗p∗2L2 we make the
following
Conjecture 4.3.3. The sequences (4.3.4) and (4.3.5) are naturally isomorphic.
Note that since N˜ is the normal bundle of a twistor line, we know that N˜ ≃
C
2k ⊗O(1) and so proposition 4.3.2 says that N˜ and p1∗p∗2Nˆ are isomorphic bundles.
Note also that a natural isomorphism p1∗p
∗
2Nˆ ≃ N˜ would induce a natural iso-
morphism of sections
H0(S˜, N˜) ≃ H0(Sˆ, Nˆ)
which we expect since they are both the complexified tangent spaces to the monopole
moduli space and also a natural isomorphism
H0(S˜, N˜(−1)) ≃ H0(Sˆ, Nˆ(−1)) (4.3.6)
and this isomorphism should carry the symplectic structure on H0(S˜, N˜(−1)) that
exists because Zk is the twistor space of a hyperka¨hler manifold to the one we defined
on H0(Sˆ, Nˆ(−1)).
4.3.3 The hyperbolic case
In order to construct the analogue of the twistor space Zk for the hyperbolic monopole
moduli space, we first need to define analogues of the spaces Yk and Dk. In the
Euclidean case, Yk was obtained by taking the fibrewise symmetric product of TP
1 →
P
1. TP1 is of course replaced with Q = P1 × P1 \∆ in the hyperbolic case. However
P1 × P1 \∆ has two maps to P1, πL and πR (the projections onto the left and right
factors of P1 × P1 \∆ respectively). We cannot favour either factor and so we have
a version of the constructions in the Euclidean case for each factor. We thus define
Y Lk = P
1 × skP1 \∆Y L
where
∆Y L =
{
(p, {q1, . . . , qk}) ∈ P1 × skP1 | τ(p) ∈ {q1, . . . , qk}
}
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Note that we’re representing points in the symmetric product skP1 as multisets
{q1, . . . , qk}.
Next define
DLk =
{
(p, {q1, . . . , qk}, r) ∈ Y Lk × P1 | r ∈ {q1, . . . , qk}
}
There are obvious similar definitions of the spaces Y Rk and D
R
k . The diagram corre-
sponding to (4.3.1) is
DLk D
R
k
Y Lk Q Y
R
k
P
1
P
1


p
L
1

??
??
? pL
2

??
?? p
R
1



pR
2

??
??
?

??
??
?






(4.3.7)
Finally we define the vector bundle
V Lk = (p
L
1 )∗(p
L
2 )
∗
L2m+k
and the open set ZLk ⊂ V Lk
ZLk = (p
L
1 )∗(p
L
2 )
∗
(L2m+k \ 0)
Note that ZLk is a holomorphic fibre bundle over P
1. An appropriate section s of
ZLk → P1 yields a curve S ⊂ P1 × P1 \∆ in the linear system |O(k, k)| together with
a trivialisation of L2m+k|S as follows. A section s of ZLk includes a section of Y Lk which
is really just a map
s′ : P1 → skP1
If we are to obtain a curve in the linear system |O(k, k)|, we must only consider
those sections s for which s′ is a degree k map. Now use the natural isomorphism
skP1 ≃ CPk to represent s′ as
s′ = [s′0, s
′
1, . . . , s
′
k]
where s′i (defined up to a factor of C
∗, the same for each i) is a polynomial of degree
k. We define the section ψ of O(k, k) on P1 × P1 \∆ by
ψ(ζL, ζR) = s
′
0(ζL) + s
′
1(ζL)ζR + · · ·+ s′k(ζL)ζkR
where ζL, ζR are coordinates on the left and right factors in P
1 × P1 \∆. S ⊂
P1 × P1 \∆ is defined to be the divisor of ψ. We obtain the trivialisation of L2m+k|S
as in the Euclidean case from the natural isomorphism that identifies the fibre of ZLk
over a point (p, {q1, . . . , qk}) ∈ Y Lk
(ZLk )(p,{q1,...,qk}) ≃ L2m+k(p,q1) \ 0⊕ · · · ⊕ L2m+k(p,qk) \ 0 (4.3.8)
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and from the fact that the section of Y Lk defined by s
′ lifts to a section of ZLk .
Note also that if S ′ ⊂ Y Lk is the image of the section of Y Lk defined by s′ then we
have
S = pL2 (p
L
1 )
−1(S ′)
so that identifying S ′ with the line above it in ZLk and S with its lift to L
2m+k, the
spectral curve we deformed in L2m+k in chapter 3 is naturally a branched cover of the
twistor line in ZLk (just as in the Euclidean case).
Again, there are similar constructions of V Rk and Z
R
k .
Now in the Euclidean case, the twistor space came with a real structure. Here we
meet a fundamental difference between the Euclidean and hyperbolic cases. Instead
of a real structure σ : Zk → Zk, we have an anti-holomorphic bijection
σ : ZLk → ZRk
defined as follows. Use the isomorphism (4.3.8) for ZLk to represent a point in Z
L
k as
(x1, . . . , xk) with xi ∈ L2m+k \ 0. Then, using the version of (4.3.8) for ZRk , define
σ(x1, . . . , xk) = (τ(x1), . . . , τ(xl))
where τ is the real structure on L2m+k \ 0. Note that σ covers the natural anti-
holomorphic bijection σY : Y
R
k → Y Lk defined by
(p, {q1, . . . , qk}) 7→ ({τ(q1), . . . , τ(qk)}, τ(p))
So instead of the pair (Zk, σ) we have the triple (Z
L
k , Z
R
k , σ). This is an important
difference. In the Euclidean case, σ : Zk → Zk was not just any anti-holomorphic
bijection, it was a real structure, ie: it was an involution. Of course this condition
does not make sense in the case σ : ZLk → ZRk and it is not clear what it should be
replaced with.
It is worth pointing out that this phenomenon with real structures has been seen
before in twistor theory. The simplest family of examples is the twistor spaces of
oriented conformal (4n + 2)-manifolds. The conformal 6-sphere S6 is probably the
simplest example. As in our situation, rather than obtaining a twistor space with
a real structure one obtains two twistor spaces with an anti-holomorphic bijection
between them. (See [38] for a nice account of this.) Even in this case, it is not clear
exactly what other data we must supply with these conjugate twistor spaces in order
to be able to recover the original real S6.
The point is that given a twistor space with an embedded compact submanifold
that admits deformations, we obtain a complex manifold of deformations. If we
are to recover a real manifold we need this family of deformations to carry a real
structure. If the underlying twistor space itself carried a real structure then the family
of deformations will too. As we shall see (just like in the case of S6) we find ourselves
in the case where we can describe a real structure on the family of deformations but
we cannot see how it arises from the more fundamental twistor spaces.
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Of course we can tell which sections of ZLk → P1 we would like to call real because
we know they correspond to curves in L2m+k \ 0 which does have a real structure. ie
if sL is a section of ZLk → P1 corresponding to Sˆ ⊂ L2m+k \ 0 then we say sL is real
iff Sˆ is. Also, consider the following commutative diagram
ZLk
σ−−−→ ZRky y
P1
τ−−−→ P1
From this, sL defines a section sR = σ ◦ sL ◦ τ of ZRk → P1. However, sL also defines
a section of ZRk → P1 by using Sˆ. Sˆ is real iff these two sections coincide.
Finally, we say something about the symplectic forms carried by the hyperbolic
monopole moduli space. Indeed we make the following
Conjecture 4.3.4. ZLk carries a natural holomorphic section
ωL ∈ H0(ZLk ,∧2T ∗F ⊗O(2))
defining a symplectic structure on the fibres of pL : ZLk → P1 (where TF = Ker pL∗ is
the bundle of tangent vectors to the fibres of pL). Similarly for ZRk .
As evidence for this conjecture let S˜L ⊂ ZLk be the image of a section of pL :
ZLk → P1 corresponding to the spectral curve Sˆ ⊂ L2m+k \ 0. Let the normal bundles
of these curves in their ambient spaces be N˜L and Nˆ respectively. Then we expect
that there should be a natural isomorphism
H0(S˜L, N˜L(−1)) ≃ H0(Sˆ, Nˆ(−1))
analogous to (4.3.6). However S˜L being the image of a section, we also have the
natural isomorphism
N˜L ≃ TF |S˜L
Since we saw in chapter 3 that H0(Sˆ, Nˆ(−1)) carries a natural symplectic form, we
thus expect to find one on H0(S˜L, N˜L(−1)) ≃ H0(S˜L, TF (−1)) and inspired by what
happens for the twistor spaces of hyperka¨hler manifolds we expect this symplectic
form should be induced by a section ωL as conjectured above.
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