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ABSTRACT
The purpose of this thesis is to expand the rigor of the development of new
power flow solvers through graph generation. The use of the IEEE standard
test cases as benchmarks is commonplace in literature, where they are used
to demonstrate the effectiveness of new algorithms. This results in the use
of as little as two to five grids with only tens or hundreds of nodes each.
The sample size for these tests is very small and cannot fully represent the
behavior of the algorithms being tested. Since this problem stems from the
lack of real, publicly available grids, a solution is to generate power grids
with the necessary components.
This thesis is the first to compare the performance of numerical methods
in this setting. Two popular numerical methods are considered: the Newton-
Raphson (NR) and Fast Decoupled Load Flow (FDLF) methods. It is found
that with a modern direct matrix solver, NR is more efficient and robust
than the FDLF when tested over several different topological factors. The
results and methodology presented herein are used to test the speed and
robustness of algorithms that solve similar power system problems such as
Optimal Power Flow.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
On August 14, 2003 [1], a power plant in Eastlake, OH experienced a
spike in electricity demand and was forced to shut down. Over the span
of 30 minutes, several transmission lines were subjected to abnormally large
currents causing one of the lines to sag and short circuit along the branches
of a tree. This lone event triggered a cascade failure of over 100 power plants
in the northeastern United States. Eight states and the Canadian province
of Ontario were left without power, resulting in an estimated seven to ten
billion dollars in damages.
This catastrophic event was preventable. The power grid, which consists
of power lines (edges) and power generating/consuming stations (nodes), was
imbalanced. At its core, a power grid is responsible for distributing electricity
between nodes in a safe, cheap, and efficient manner. But it is imperative that
the system be able to distribute power without compromising the stability
of the system, even if several lines are temporarily removed. In addition it
must provide and/or reduce power to nodes when needed. In the Blackout
of 2003, the grid neither provided additional power to the Eastlake node, nor
provided for the stability of the system when a single edge of the grid was
removed.
The task of rationing power within the grid is assigned to a synchronous
grid or “interconnect”. The interconnect is a group of distribution areas all
operating with synchronized AC frequencies. There are three such intercon-
nects in the United States: the Eastern, Western, and Texas Interconnects.
These interconnects allow for economies of scale which provide less expen-
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sive power as well as allowing utilities to draw power from generator reserves
from different regions of the grid. Despite these massive connections, the
demand for higher amounts of electricity continues to increase, and reliable
power delivery is at risk. Aging equipment and layout systems are partly
responsible, but outdated engineering on how to route and deliver energy is
an equal issue.
In addition, numerous efforts are underway to develop a “smart grid”. This
new system would allow the power industry to manipulate the grid in real
space and time to efficiently deliver power both spatially and temporally on
demand. Since most power is used immediately after it is generated, these
systems require management at the microsecond level. The use of computer
programs using mathematical solvers in conjunction with high speed comput-
ers is one such way of efficiently managing this increasingly complex mound
of data.
1.2 Scope of Research
The results presented in this thesis are significant for many important
problems related to the stability of modern power grids. The stability of
a power grid is directly related to how it reacts to perturbations from its
current operating state. Two distinct applications are (1) security, which
deals with the loss of hardware; and (2) planning, which mainly deals with
the addition of new hardware and/or changes in generation.
Power grid security involves protecting a nation’s electrical infrastructure
against a potential attack. An important step in providing this security is
simulating the behavior of a power grid when certain generators or trans-
mission lines fail. Anticipating these scenarios helps grid operators design
contingencies to prevent them and, consequently, improve the robustness of
the grid. Yet, performing the necessary simulations is time consuming. To
predict how a power grid will react to the failure of a generator or a trans-
mission line, its governing equations must be modified and re-solved. One
way to reduce the number of simulated failures is to only consider trans-
mission lines. Since most transmission lines are above ground and traverse
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public areas, they are more vulnerable than other hardware. This poses an
important security question: “What is the minimum number of transmission
lines, k, that need to be removed in order to disable a power grid?” This is
known as the N − k problem [2]. In North American transmission systems,
this problem is frequently posed by the North American Electric Reliability
Corporation (NERC), a non-profit authority on power grid regulations. In-
deed, the primary consideration the NERC takes into account for network
security is that k > 1 within its jurisdiction [3].
Power grid planning is vital in developed countries where demand for elec-
tricity continues to rise. To accommodate larger power consumption, trans-
mission networks are constantly expanded and generation is increased to meet
demand. Adding additional hardware requires extensive planning and simu-
lation to ensure that no undesirable effects are introduced. Examination of
steady state power and voltages allows power system operators to determine
if proposed additions will overwhelm existing transmission lines, generators
and/or loads. Additional computational time may be needed if the changes
are large enough to pose a threat to security.
Solving N−k problems require fast solvers due to an exponential number of
failure combinations. Because it is computationally difficult to test every line
failure scenario, no more than five failures are usually tested [2]. Approximate
Newton solvers like the Fast Decoupled Load Flow (FDLF) method have
been popular for this problem because a matrix does not need to be re-
factored every iteration [4]. However, the results presented here suggest that
with modern matrix solvers, the Newton-Raphson method is faster and more
robust despite having to assemble and solve a linear system Ax = b for
each iteration. By applying the benchmarking methodology described in
this thesis to other power flow solvers, it stands to reason that their speed,
accuracy and reliability can be better measured and understood.
1.3 Overview
This thesis is organized into six additional chapters. Chapter 2 reviews
the steady state model for the power flow problem as well as the properties
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of small-world networks and their relevance to power grid topology. Chapter
3 provides background on topological models used in power grid analysis and
two popular numerical solvers used in solving power flow problems. Chapter
4 explains how random power flow problems can be constructed by modifying
existing models, using equivalent circuits for transmission lines and statis-
tically analyzing real world power grids. Chapter 5 introduces statistical
properties of real power grid topologies. These are then used to justify the
modifications made to existing models in Chapter 4. Chapter 6 presents the
results of varying different network properties on numerical solvers. Finally,
Chapter 7 discusses additional research that is needed to further improve the
construction of power flow problems described in Chapter 4.
4
CHAPTER 2
THEORY
2.1 The Power Flow Problem
Power, Voltage and Current The instantaneous power through a trans-
mission line is defined as
p(t) = v(t)i(t) (2.1)
where i(t) is the current flowing though the line and v(t) is the voltage
difference between the ends of the line. During steady state operation, i(t)
and v(t) are sinusoidal functions with angular frequency ω. In general, both
current and voltage have different amplitudes, Im and Vm, as well as different
phases, θi and θv. Defining θv as the reference phase, these two quantities
have the following form:
v(t) = Vm cos (ωt) (2.2)
i(t) = Im cos (ωt− (θv − θi)) (2.3)
Substituting Equations (2.2) and (2.3) into Equation (2.1), and using trigono-
metric identities yields
p(t) = VmIm cos(ωt) cos(ωt− (θv − θi))
= VmIm
1
2
[cos(θv − θi) + cos(2ωt− (θv − θi))]
= VmIm
1
2
[cos(θv − θi) + cos(2ωt) cos(θv − θi) + sin(2ωt) sin(θv − θi)]
= P [1 + cos(2ωt)] +Q sin(2ωt)
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where
P :=
VmIm
2
cos(θv − θi) (2.4)
Q :=
VmIm
2
sin(θv − θi) (2.5)
are called the active and reactive power in the line, respectively. To simplify
the mathematics, power grid analysis is done with phasors. For voltage and
current, these are defined by the following equations:
Vph =
Vm√
2
ejθv (2.6)
Iph =
Im√
2
ejθi (2.7)
The phasor used for power measurements is denoted S and referred to as
complex power. Letting I∗ph denote the complex conjugate of Iph, complex
power is calculated as
S = VphI
∗
ph
=
Vm√
2
ejθv
Im√
2
e−jθi
=
VmIm
2
ej(θv−θi)
=
VmIm
2
(cos(θv − θi) + j sin(θv − θi))
= P + jQ
(2.8)
where P and Q are the same as those quantities defined in Equations (2.4)
and (2.5).
Admittance Matrix Let G(V , E) be a graph composed of a set of vertices,
V , and edges, E . An edge eij ∈ E is defined as being connected to vertices
vi and vj in V . Now consider a power grid represented as a weighted graph.
In the phasor domain, each edge weight is a complex number called the
electrical admittance. The electrical admittance of the transmission line eij
is denoted by yij and represents a first order approximation of its electrical
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properties. By Ohm’s law, Iphij = yij(Vphi − Vphj) where Iphij is the phasor
current flowing through edge eij and Vphi and Vphj are the phasor voltages
at nodes i and j. The admittance matrix is defined as
Y =

yii +
∑
i 6=j
yij for i = j
−yij for i 6= j and eij ∈ E
0 for eij /∈ E
yielding I = YV by Kirchhoff’s Current Law. The elements of I contain the
phasor currents flowing from each node to ground whereas the elements of
V contain the phasor voltages at each node.
Power Flow Through A Grid In Equation (2.8), complex power was
defined as S = VphI
∗
ph. From the derivation of the admittance matrix, the
current running from node k to ground can be rewritten as
Iphk =
N∑
n=1
YknVphn =
N∑
n=1
YknVne
jθn
where N is the number of nodes in G(V , E). Substituting this into the
equation for complex power at node k yields the following:
Sk = Vke
jθk
(
N∑
n=1
YknVne
jθn
)∗
=
N∑
n=1
Y ∗knVkVne
j(θk−θn)
By letting Ykn = Gkn + jBkn, where Gkn is electrical conductance and Bkn is
electrical susceptance, this equation can be further simplified:
Sk =
N∑
n=1
(Gkn − jBkn)VkVn(cos(θk − θn) + j sin(θk − θn))
= Pk + jQk
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Rearranging and grouping both real and imaginary terms yields the Power
Flow equations,
Pk =
N∑
n=1
VkVn [Gkn cos(θk − θn) +Bkn sin(θk − θn)] , (2.9)
Qk =
N∑
n=1
VkVn [Gkn sin(θk − θn)−Bkn cos(θk − θn)] . (2.10)
Together, these form a system of 2N equations and 4N variables. In addition
to these equations, a power grid problem has three different kinds of nodes,
or buses [4]:
1. Slack Bus - A single node where both V = 1 and θ = 0 are given. P
and Q are not solved for. The purpose of this node is to balance the
power system.
2. PV Bus - A bus where P and V are given and only θ is solved for.
These are typically generators or substations operated by power com-
panies.
3. PQ Bus - A bus where P and Q are given. Both V and θ are solved
for. These are typically loads operated by consumers.
Ignoring those equations where Pk and Qk are not solved for, this leaves
2(N − 1)−NPV equations and unknowns where NPV denotes the number of
PV buses in a power system.
In summary, a unique power flow problem consists of a given admittance
matrix, Y , a list denoting which nodes are slack, PV or PQ buses, and the
values at each PV and PQ bus. Using this information, (2.9) and (2.10) are
solved for the remaining unknown values at each node.
2.2 Small-world Random Networks
In the scope of power flow analysis, it is important to consider the topol-
ogy of the system. The transition region between a regular ring lattice and
a completely random network was first studied in [5]. Such graphs lying
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between these structures were coined “small-world” random graphs. Con-
struction of these topologies starts with a regular ring lattice where each
node is connected to its k nearest neighbors. Beginning with an arbitrary
node and moving clockwise around the ring, each node’s edges are rewired
from the node’s neighbor to a random node in the graph with probability p.
The rewiring is done such that no duplicate edges are created and an edge
doesn’t create a self-loop. Trivially, the small-world graph corresponding to
p = 0 is a regular ring network and the network with p = 1 is a completely
random graph. An example of these graphs can be found in Figure 2.1.
Regular Ring Graph (p=0) Small-world Graph (p=0.5) Random Graph (p=1)
Figure 2.1: Examples of Regular Ring, Small-world and Completely
Random Graphs
Small world graphs have statistically distinctive features that are shared
with power grids. Neighboring nodes tend to be connected and the distance
between any two nodes is small. Mathematically, there are ways to measure
these properties by examining the clustering coefficient and average path
lengths. First of all, a connected small-world graph with N nodes and an
average nodal degree of 〈k〉 must satisfy the relation
1 ln(N) 〈k〉  N (2.11)
or equivalently,
1 〈k〉  N  e〈k〉 (2.12)
Now consider the clustering coefficient, which is a measure of how close the
neighbors of a node are to being a fully connected graph. Two nodes are
considered neighbors if an edge directly connects them. The clustering coef-
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ficient is defined as
C =
1
N
N∑
i=1
λG(i)
τG(i)
(2.13)
where λG(i) is the total number of connections existing between the neighbors
of node i, and τG(i) is the maximum number of connections that can exist
between them. For undirected graphs, any node with m neighbors yields
τG(i) =
m(m−1)
2
. The average path length, L, is defined as
L =
2
N(N − 1)
N∑
i=1
N∑
j=i+1
d(i, j) (2.14)
where d(i, j) is the minimum number of edges between nodes i and j.
In [5] it is noted that as rewire probability is varied, there exists a region
where the clustering coefficient of small-world networks is much greater than
that of random networks and the average path length scales proportionally
to ln(N)/ ln(〈k〉). Indeed, the clustering coefficients for both IEEE test cases
and real world power grids have been found to exceed those for corresponding
random graphs by 10 to 100 orders of magnitude [6]. In addition, the average
path lengths for these grids scale as ln(N)/ ln(〈k〉) [7, 6].
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CHAPTER 3
REVIEW OF LITERATURE
3.1 Power Grid Models
In its most basic form, a power grid contains three components: transmis-
sion lines, generators, and loads. Mathematically, a power grid is represented
as a graph with edges representing transmission lines and nodes representing
either generators or loads. Throughout the years, techniques used to model
characteristic properties of power grids have become increasingly refined. In
this section, three different models are introduced which are used to examine
power grid behavior.
A tree is a connected network that contains no cycles, that is, there exists
no path of unique edges where the starting node is also the destination node.
Topologically, there are two types of nodes in a tree: parent nodes and
children nodes. Each child node is connected to a single parent node with the
exception of one, called the root, which has no parent. A binary tree is a tree
network where exactly two child nodes have the same parent. Consequently,
the average nodal degree of a large binary tree is approximately three. In [8],
clusters of binary tree networks connected at the roots were used to examine
blackouts caused by cascade network failures. An example of such a topology
is given in Figure 3.1. The justifications of the use of this model is that
although connected tree graphs exhibit more regularity than real world power
grids, both structures have similar average nodal degrees.
Another model that has been used is the ring network. A ring network is a
connected network where only one cycle exists and encompasses all edges of
the graph. An example is given in Figure 3.2. In [9], a ring model is used to
describe the global propagation of electromechanical waves in a power grid.
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Figure 3.1: The Tree Network used in [8]
Figure 3.2: The Ring Network used in [9]
The authors justify the use of a ring topology by stating that it resembles
the structure of the United States Western Interconnect.
Despite the insight given by the previous models, a claim is made in [7]
that both ring and tree structures do not correctly model realistic power sys-
tems. With this motivation, the authors developed a new network topology
that reflects various statistical measurements taken from real world power
grids. Such a topology is described as a “statistically correct” random topol-
ogy. Statistically correct random topologies are created by first generating
numerous disjoint small-world networks. After generating these separate net-
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works, random edges are introduced to connect them to each other. Finally,
electrical impedances are assigned to each edge based on a given statistical
distribution. An example of a statistically random network is given in Figure
3.3.
Figure 3.3: A Statistically Correct Power Topology
3.2 Newton-Raphson Method
Solving the power flow equations defined by (2.9) and (2.10) is approached
in many ways. The robustness of the Newton-Raphson (NR) method against
various power flow problems was first analyzed in [10]. Since then, the
method has become one of the most popular methods for power system plan-
ning and analysis. Given a nonlinear equation in Rn of the form F(x) = y
with Jacobian J(x), the NR method improves an initial guess, x0, to the
solution by using the recurrence formula
xi+1 = xi − J(xi)−1(F(xi)− y) (3.1)
over multiple iterations. If F(x) has convex and quadratic behavior in the
region around x0, then the NR method converges to a solution very quickly
if one exists.
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In the context of power flow, two vectors, Θi and Vi, are concatenated to
form xi. The elements of Θi are denoted either Θin or θn and approximate
the voltage phases at PV and PQ buses. Additionally, elements of Vi are
denoted by either Vin or Vn and approximate the voltage magnitudes at
PQ buses. The vectors y and F(xi) are assembled in similar manner. The
solution y is the concatenation of the vectors Psp and Qsp, which contain
the specified active and reactive powers. Likewise, the vector F(xi) is the
concatenation of Pi and Qi, which are assembled by substituting the entries
of xi into Equations (2.9) and (2.10), respectively. Using these notations, a
NR update involves solving the linearized system of equationsH D
M L
∆Θi
∆Vi
 =
Psp −Pi
Qsp −Qi
 (3.2)
and adding the solution vector to xi to calculate xi+1. In the above equation,
the Jacobian is divided into four submatrices, H, D, M , and L, that each
have a unique structure. If SPQ is the set of all PQ buses, SPV is the set
of all PV buses and SU = SPQ ∪ SPV , then each submatrix has off-diagonal
entries (k 6= n) of the form
Hkn = VkVn [Gkn sin(θk − θn)−Bkn cos(θk − θn)] , k, n ∈ SU (3.3)
Lkn = Vk [Gkn sin(θk − θn)−Bkn cos(θk − θn)] , k, n ∈ SPQ (3.4)
Dkn = Vk [Gkn cos(θk − θn) +Bkn sin(θk − θn)] , k ∈ SU , n ∈ SPQ (3.5)
Mkn = −VkVn [Gkn cos(θk − θn) +Bkn sin(θk − θn)] , k ∈ SPQ, n ∈ SU (3.6)
as well as the following diagonal entries (k = n)
Hkk = −BkkV 2k −Qk, k ∈ SU (3.7)
Lkk = −BkkVk + Qk
Vk
, k ∈ SPQ (3.8)
Dkk = GkkVk +
Pk
Vk
, k ∈ SPQ (3.9)
Mkk = −GkkV 2k + Pk, k ∈ SPQ (3.10)
When a good initial guess for the NR method is not known, it is typical to
use what is called a flat start. In this case, the values for x0 in Equation
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(3.1) are Vn = 1 and θn = 0. If the solution is close to the flat start guess
and the power grid problem is convex in the NR search direction, the method
converges quickly. This is because in the region where Vn ≈ 1 and θn ≈ 0,
higher order terms become negligible in the Taylor series for both sine and
cosine. Therefore, Equations (2.9) and (2.10) become
Pk ≈
N∑
n=1
Gkn
(
1− (θk − θn)
2
2
)
+Bkn(θk − θn) (3.11)
Qk ≈
N∑
n=1
Gkn(θk − θn)−Bkn
(
1− (θk − θn)
2
2
)
(3.12)
which is a quadratic system of functions. In most real power grids, both
Bkn > 0 and Gkn < 0 for k 6= n in the admittance matrix. Consequently,
the above equations will be convex at a flat start. This means that if x∗ is
some local minimum of F(x), the NR method will produce an x1 such that
‖x1 − x∗‖ ≤ ‖x0 − x∗‖. However, this does not guarantee convergence.
3.3 Fast Decoupled Load Flow Method
The NR method described in the previous section is time consuming when
solving power flows with tens of thousands of nodes. Many modern power
flow solvers use LU factorization to invert the Jacobian matrix for each NR
iteration. This is very inefficient and has poor scalability. In [11], Fast Decou-
pled Load Flow (FDLF) method was introduced to address such a problem.
The FDLF method is a simplification of the NR method by assuming
cos(θk − θn) ≈ 1; sin(θk − θn) ≈ 0; Gkn  Bkn; Qk  BkkV 2k
for practical power systems. In addition, the Vn terms in the H and M
submatrices are set to one for all entries and the row-wise Vk terms in the
matrix are moved over to the right-hand side. With all these simplifications,
the entries of D and M in Equation (3.2) become zero. This decouples the
original system into two smaller systems. Additionally, the entries in the H
and L submatrices become equal to negative values of the susceptance matrix
B = Im(Y ). In literature, H and L are renamed to B′ and B′′ to reflect this
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property. After performing all of these simplifications, the following linear
system must be solved:B′ 0
0 B′′
∆Θi
∆Vi
 =
 (Psp −Pi)/Vi
(Qsp −Qi)/ViPQ
 (3.13)
where the above vector division is performed element by element. The ma-
trices B′ and B′′ are constant with the following entries
B′kn = −Bkn, k, n ∈ SU (3.14)
B′′kn = −Bkn, k, n ∈ SPQ (3.15)
Because both matrices do not change every iteration, they only need to be
LU factorized once when using a direct solver. If B′ and B′′ are positive
definite, then there is a clear linear relation between θ and P as well as V
and Q.
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CHAPTER 4
EXPERIMENTAL SETUP
Producing random power flow problems requires the generation of (1) the
admittance matrix, (2) an array denoting node type (slack, PV or PQ buses)
and (3) an array containing the fixed P, V and Q values for the appropriate
buses. In the next three sections, it is explained how each of these are
formulated.
4.1 Formulating the Admittance Matrix
The first step in generating a random power flow problem is the gener-
ation of both its topology and electrical properties. Previous works have
proposed the use of random small-world networks to model real world power
grids [5, 6]. One such network is described in [7] and is the result of analyzing
IEEE power networks, the New York Independent System Operator (NYISO)
network and the Western Systems Coordinating Council (WSCC) network.
The resulting network is called an RT-nested-Smallworld (RTNSW) topol-
ogy, which consists of multiple small-world networks connected together in a
ring. All lines in a RTNSW graph are assigned impedance values from a ran-
dom distribution. In this thesis, a slightly modified version of the RTNSW
topology is constructed in Python with the use of the numpy1 and scipy2
software packages. In the following subsections, details of these changes will
be discussed which include the generation of line lengths, assignment of ad-
mittance values and construction of connected random graphs.
1http://sourceforge.net/projects/numpy/
2http://www.scipy.org/install.html
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4.1.1 Generating Line Lengths
The lines in a RTNSW topology are assigned impedance values based on
certain statistical distributions. However, with a few simplifications, these
distributions are also used to assign physical line lengths. Generating line
lengths instead of impedances is desirable as it offers additional flexibility
in the assembly of the admittance matrix, Y . One example is the ability to
assign different types of transmission lines based on length. To equate line
length with impedance, first consider the resistance (R), inductance (L), and
capacitance (C) densities of a cylindrical three phase transmission line:
Rm =
ρT
pir2
Ω m−1 (4.1)
Lm = 2 · 10−7 ln
(
D
e−1/4r
)
H m−1 (4.2)
Cm =
2pi
ln
(
D
r
) F m−1 (4.3)
where ρT is the conductor’s resistivity at temperature T , D is the distance
between transmission lines, r is the radius of each line and  is the electrical
permittivity of the medium surrounding the line. Under normal operating
conditions, the frequency of both voltage and current through a transmission
line is 60-Hz in North America and 50-Hz in most parts of Europe, Africa
and Asia. A model of a small section of a transmission line operating at
these frequencies is given in Figure 4.1. Here, the y and z values are
z = Rm + jωLm (4.4)
y = jωCm (4.5)
where ω is the angular frequency defined in (2.2) and (2.3). If |y|  1/|z|
Figure 4.1: Small Section of a Transmission Line Operating Near 60-Hz
with Length ∆x
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then the current through the capacitor in Figure 4.1 becomes negligible and
the behavior closely follows the model in Figure 4.2. If this is the case, then
impedance is directly proportional to line length. Therefore, the impedance
of a transmission line with length l is Zline ≈ zl.
Figure 4.2: Section of 60-Hz Transmission Line where |y|  1/|z|
4.1.2 Assigning Line Admittances
After assigning line lengths to each branch in the power grid, the admit-
tance values must be assigned. The electrical behavior of transmission lines
is described by solving the telegrapher’s equations [4] given as
dV (x)
dx
= zI(x) (4.6)
dI(x)
dx
= yV (x) (4.7)
where x is distance along the line and z and y are the parameters defined
in Equations (4.4) and (4.5). In practice, these equations are difficult to
implement in computer codes and simplified models are used as a result.
One popular model is known as the pi equivalent circuit model, which is
shown in Figure 4.3. For a line of length l, the Z ′ and Y ′ values are defined
as
Z ′ = Z
sinh(γl)
γl
(4.8)
Y ′ = Y
tanh(γl/2)
γl/2
(4.9)
where γ =
√
zy, Z = zl and Y = yl. Furthermore, power flow problems are
normalized. That is, their admittance, power and voltage values are scaled for
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Figure 4.3: pi Equivalent Circuit for a Transmission Line of Length l
the benefit of both numerical solvers and real time power system monitoring.
This method of scaling is referred to as the per unit system. To generate
realistic Z ′ and Y ′ values in per unit, multiple power grids were analyzed
from both the Matpower software package and the Power Systems Test Case
Archive at the University of Edinburgh [12, 13]. The pi model parameters
for these grids have already been normalized and their averages are shown
in Table 4.1. It is important to realize that these averages do indeed satisfy
Table 4.1: Average Values for pi Equivalent Circuit of a Transmission Line
Power Network Nodes Avg Re(Z ′) Avg Im(Z ′) Avg Y ′
Poland 3120 0.0114 0.0338 0.0138
Great Britain 2224 0.0110 0.1180 0.0609
IEEE-300 300 0.0462 0.2346 0.1354
Iceland 189 0.0581 0.5244 0.0133
IEEE-118 118 0.0274 0.1068 0.0720
IEEE-57 57 0.0696 0.2430 0.0144
New England 39 0.0013 0.0191 0.2252
|y|  1/|z| if reasonable assumptions are made about line length. It is first
assumed that 103m ≤ l < 106m. The lower bound is trivial because it is not
economical to build transmission lines less than one kilometer in length. The
upper bound is reasonable because only a few transmission lines in the world
have a length on the order of thousands of kilometers. In addition, for lines
above ground, it is reasonable to assume |γl| ≤ 1 using (4.1) - (4.3) and the
assumption l < 106. Using these bounds, if |Y ′| < 1/|Z ′| for the pi model of
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a transmission line then
|yl|
∣∣∣∣tanh(γl/2)γl/2
∣∣∣∣ < 1|zl|
∣∣∣∣ γlsinh(γl)
∣∣∣∣
|yl| < 1|zl|
( |γl|2
2| sinh(γl)|| tanh(γl/2)|
)
|yl| < 1|zl|
( |γl|2
2| cosh(γl)− 1|
)
|yl| < 1|zl| max|γl|≤1
( |γl|2
2| cosh(γl)− 1|
)
|yl| < 1|zl|
(
1
2| cos(1)− 1|
)
|y|  1|z| , since l 1.1
which means line impedance is proportional to line length for these real world
networks.
4.1.3 Generating Connected Random Topologies
The algorithm used in this thesis is similar to the one presented in [7]
for generating RTNSW topologies. However, changes are made to guarantee
that every randomly generated network is connected.
The first step in the algorithm is to generate multiple connected small-
world subnetworks within the power grid. Because small-world graphs in-
volve randomly rewiring edges, there is a possibility the final power grid will
be disjoint. If this happens, the power flow equations will be overdetermined
and iterative solvers will be unable find a solution without additional over-
head. To prevent this scenario from occurring, the nodes in each subnetwork
are connected with their immediate neighbors to form a line graph like the
one in Figure 4.4. A line graph is used because it both introduces the small-
est number of edges to guarantee connectivity and is present in small-world
graphs with low rewire probabilities. Examples of the latter property are
shown in Figure 4.5. This step deviates from the original algorithm in [7]
where the connectivity of subnetworks is not guaranteed. Based on experi-
mental results, the inequality Nsub ≤ 300 for 〈k〉 ≤ 5 is used to ensure the
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Figure 4.4: Example of a Line Graph with 16 Nodes
Small-world Graph (p=0.05) Small-world Graph (p=0.1) Small-world Graph (p=0.15)
Figure 4.5: Examples of Increasingly Random Small-world Networks with
Small Rewire Probabilities. The Connecting Line Graphs are Highlighted in
Red.
original RTNSW subnetworks are connected. It will be shown in Chapter
5 that not only does using a line graph to connect neighboring nodes both
guarantee grid connectivity and eliminate bounds on Nsub, but it also has
little effect on the algorithm’s ability to simulate important features present
in real power grids.
After connecting the nodes in each subnetwork with a line graph, a nodal
degree is assigned to each node from a geometric random distribution with
mean 〈k〉. Uniformly random connections are then made between local neigh-
bors. The algorithm attempts to greedily enforce each node’s assigned degree
in order to preserve the pre-computed geometric distribution. This allows
RTNSW grids to be assembled quickly at the expense of having incorrect
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〈k〉. The greedy heuristic tends to underestimate larger desired 〈k〉 values
and overestimate smaller desired 〈k〉. However, it is shown in Chapter 5 that
this is not does not affect the expected behavior of the nodal degree distri-
bution. After local connections are made, nodes are then flagged for edge
rewiring by using a Markov chain with transition probabilities α and β as
shown in Figure 4.6. This forms distinct clusters of nodes that are flagged
Figure 4.6: Markov Chain for Selecting Nodes to Locally Rewire
for edge rewiring. After each node is processed with the Markov chain, the
edges belonging to each flagged node are rewired with probability qrw. This
is done such that each rewired edge connects two flagged nodes in different
clusters. Edges that belong to the line graph, however, are never rewired.
Finally, each subnetwork is assigned two other groups as its neighbors.
The assignment is done such that connecting each subnetwork with its two
neighbors will form a ring. An example using five subnetworks is shown
in Figure 4.7. For each pair of neighboring groups, 〈k〉/2 random lines are
Figure 4.7: Topology of Five Connected Subnetworks. Solid Lines
Represent 〈k〉/2 Connections Each.
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added to globally connect them together. These are referred to as lattice
connections. Line lengths are then assigned to each edge in the network.
The local edges, rewires and lattice connections are assigned the smallest,
middle, and largest lengths, respectively. Using these lengths, the electrical
parameters from the pi model are calculated to form the admittance matrix
of the network. Examples of both generated networks and real world power
grids are shown in Figure 4.8. By comparing these grids, it is reasonable
Iceland IEEE 300
RTNSW, N=1000 RTNSW, N=2000
Figure 4.8: Examples of Randomly Generated Power Networks and Real
World Grids. The Parameters used to Generate the RTNSW Networks are
〈k〉 = 4.8, Nsub = 300, α = 0.25, β = 0.75 and qrw = 0.35. The Number of
Local Neighbors is Set to 25.
to conclude that connecting small-world graphs in a ring-like pattern can
be a valid model for some types of power grids. The Iceland and IEEE
300 networks have visible ring structures connecting separate, but clustered,
parts of the grid.
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4.2 Assigning Node Types
After constructing the admittance matrix, each node is assigned as either
slack, generator (PV), or load (PQ) buses. The choice of slack bus is critical
as its purpose is to provide or consume power to stabilize the grid. Ideally,
the minimum path length between the slack bus and any other node in the
network should be small. Physically, this means that a slack bus can add
or remove power to nodes more directly without interfering with the power
transport between other nodes. In the numerical sense, the choice of a well
connected slack bus makes the system Jacobian more positive definite at
the flat start point. This improves the convergence of both the NR and
FDLF methods. In the context of small-world graphs, the minimum distance
between nodes scales logarithmically relative to the size of the network. Since
this is the case, most nodes are already well connected to others and so the
slack bus is chosen randomly.
Once a slack bus is found, the generator buses are chosen. To decide how
many buses should be designated as generators, the power grids given in
Table 4.1 were analyzed and found to have the ratios given in Table 4.2.
According to these results, the ratio of PV buses to nodes in the grid is
Table 4.2: Percent of Buses that are Generators (PV)
Power Network Nodes (N) % PV Buses
Poland 3120 16.154
Great Britain 2224 17.716
IEEE-300 300 23.000
Iceland 189 18.518
IEEE-118 118 45.762
IEEE-57 57 12.280
New England 39 25.641
between 12% and 25% if the IEEE-118 network is excluded as an outlier. As
a result, this range is considered a good estimate for the number of generator
buses in a power grid. Due to the lack of widespread power grid information,
it is difficult to obtain a larger sample size with which to correlate N and
NPV . Therefore, a straightforward way to decide the number of buses to
designate as generators is by randomly choosing a number from the interval
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[0.12N, 0.25N ] and randomly distributing these generators throughout the
grid. The remaining buses are designated load buses.
4.3 Assigning P, V and Q Values
The final step in assembling a power flow problem is generating values for
each node. For the generator nodes, voltage and active power are specified
whereas load nodes have their active and reactive powers specified. The
overall strategy for assigning these values is to generate a power flow problem
with a specific solution. Starting with desired voltage and angle values, it
is possible to construct a power flow problem that has this solution. For
the purposes of this thesis, solutions close to a flat start are desired. In
the following paragraphs, techniques for generating P, V and Q values are
described.
First, generator buses are assigned random voltages. Because a flat start
is used, these are randomly chosen out of a small interval centered around 1.
These are subsequently used to help generate the P and Q values.
Next, active power values are assigned to all the PV and PQ buses. The ini-
tial values for these buses are calculated using Equation (2.9) at the flat start
point. Unfortunately, all fixed point solvers will converge in one iteration or
less from a flat start. To remedy this predictable behavior, perturbations are
added to those nodes consuming active power (P < 0). Random changes are
added such that they reduce the power consumed. These one-sided changes
are meant to account for active power losses in transmission lines that real
world networks experience. Most importantly, a boundary is set on these
perturbations so they do not become too large and cause instability in the
grid. As can be seen in the FDLF method, there is a strong coupling between
θ and P around the flat start point. If the bound on the P perturbations
was allowed to increase in an uncontrolled manner, it would result in a wider
spread of θ values. This would cause instability in the grid.
Finally, reactive power is assigned to the PQ buses. The initial values are
calculated using Equation (2.10) at a flat start with random perturbations
26
added. The perturbations to reactive power are chosen to be negative and
are added to all PQ buses. This is done to counteract additional reactive
power introduced by the Y ′ term in the pi transmission line model. Like θ
and P , there is also a strong coupling between V and Q. Thus, increasing
the perturbation on Q would result in a wider spread of voltages in existing
nearby solutions. Again, this would lead to instability in the grid.
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CHAPTER 5
STATISTICS OF GRID TOPOLOGIES
5.1 Pearson Coefficient
For a graph G with a set of edges E, the Pearson coefficient (ρ) is a measure
of the correlation of a dataset. In the context of nodal degree, the Pearson
coefficient is defined as the following
ρ =
∑
(i,j)
(ki − k¯)(kj − k¯)√∑
(i,j)
(ki − k¯)2
∑
(i,j)
(kj − k¯)2
, (i, j) ∈ E (5.1)
Here, k¯ = 〈k2〉/〈k〉 where 〈k2〉 is the average value of squared nodal degrees.
In physical terms, k¯ is the average degree of a node seen at the end of a
randomly selected line. Due to its definition, −1 ≤ ρ ≤ 1. If ρ is close
to 1 there is a positive linear correlation, whereas if ρ is close to -1 there
is a negative linear correlation. A value near ρ = 0 denotes little linear
correlation between nodal degrees. As is shown in Table 5.1, ρ varies from
positive to negative values. For most of the grids analyzed, |ρ| < 0.22.
5.2 Relative Ratio
The fraction of nodal degrees which is larger than k¯ is referred to as the
relative ratio in this thesis. Given a set K = {ki : ki > k¯} for a network, the
relative ratio is defined as
r{ki>k¯} = |K|
N
(5.2)
where |K| denotes the number of elements in the set K and N is the number
of nodes in the network. Most of the grids that have been examined have
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r{ki>k¯} between 0.13 and 0.25.
5.3 R/X Ratio
The R/X ratio is an important electrical property of power grids. In the
context of the pi model given in Figure 4.3, the R/X ratio is defined as
the fraction Re(Z ′)/Im(Z ′). Physically, higher R/X ratios indicate lower
efficiency transmission lines with more energy lost to heat. Numerically,
higher R/X ratios increase the chance solvers such as the Newton-Raphson
and FDLF methods diverge [14, 15, 16].
5.4 Network Parameters
A straightforward way to obtain parameters required by the RTNSW algo-
rithm is to empirically derive them. The parameters used here were chosen
because (1) the network size is large compared to common test cases; (2) the
Newton-Raphson and the FDLF algorithms run for only a few seconds per
problem; and (3) the R/X ratios of the lines are reasonable. The size of each
network is set to N = 1000 and the average nodal degree is set to 〈k〉 = 4.8.
The rewiring parameters are α = 0.25, β = 0.75, qrw = 0.35, and the number
of local neighbors for each node is 25. The average pi transmission parameters
for the Poland network in Table 4.1 are used for assigning admittance values
because the network possessed the largest sample size. All transmission lines
in the grid are assumed to have the same geometry and material properties.
Consequently, all lines possess the same R/X ratio.
With respect to electrical properties, [7] uses two statistical distributions to
model the impedances of the NYISO power network. These are the lognormal
clip and double Pareto lognormal clip distributions. Only the lognormal
clip distribution is used here for simplicity. The lognormal clip distribution,
X = lognclip(x|µ, σ), is calculated as
X = Zmax
(
1− eY/Zmax) (5.3)
29
where Y is a lognormal distribution with the following probability density
function (PDF):
logn(x|µ, σ) = 1
xσ
√
2pi
e−(log(x)−µ)
2/2σ2 (5.4)
The parameters used in this thesis are those derived for the NYISO network
where Zmax = 1.9977, µ = −2.37419 and σ = 2.08285.
Finally, generator and load bounds are imposed on the P and Q values.
The perturbations to these power values are both capped at 10−4.
5.5 Behavior of Generated Nodal Degree Distributions
Accurately modelling the nodal degree distribution of a power grid is very
important because it directly affects other measurements such as the Pear-
son coefficient, relative ratio and average nodal degree. In Chapter 4, a
key change was made to the RTNSW algorithm in terms of topology. This
involved using a line graph to ensure connectivity among nodes in each sub-
network. In this section, experimental results are presented to show how this
change affects the nodal degree distributions of randomly generated grids.
Nodal degree distributions of real world power grids have been found to
follow an exponential curve [17]. The probability that any node in the net-
work is connected to k other nodes was found to be well approximated by
the following continuous function
P (k) = exp(−k/γ′)/γ′ (5.5)
Here, γ′ is a real number that lies in the range 0.91 ≤ γ′ ≤ 2.71 for power
grids in the European Union (EU) [17]. The use of a line graph to connect
nodes in a subnetwork has a noticeable effect on this shape. When examining
the probability mass function (PMF) of nodal degrees in randomly generated
grids, it is always the case that P (1)  P (2). In addition, P (2) < P (3) for
higher values of 〈k〉. These behaviors are shown in Figure 5.1, which was
generated using 32 processers analyzing 10 grids each. The small value of
P (1) relative to P (2) is expected because only two nodes in a line graph have
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Figure 5.1: Average Probability Distribution of Nodal Degrees over 320
Power Grids with N = 1000 and 〈k〉 ≈ 4.241
a degree of one. Therefore, as subnetworks increase in size the fraction of
nodes with degree one becomes smaller. The addition of local lines and lattice
connections reduces this fraction even further. The fact that P (2) < P (3) in
this graph can be attributed to the use of line graphs as well as a higher 〈k〉.
Because the use of line graphs forces most nodes to have an initial degree of
two, increasing 〈k〉 causes more of these nodes to have larger degrees. For
smaller values of 〈k〉, however, this anomaly disappears as shown in Figure
5.2.
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Figure 5.2: Average Probability Distribution of Nodal Degrees over 320
Power Grids with N = 1000 and 〈k〉 ≈ 2.698
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If these deviations from (5.5) are ignored, γ′ assumes realistic values over
a wide range of N and 〈k〉 values. Figure 5.3 shows these relationships. For
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Figure 5.3: (Left) Value of γ′ as N Increases; (Right) Value of γ′ as a 〈k〉
Increases
both plots, each data point is the average of 320 different power grids whose
parameters are the same as those in Figure 4.8 (page 24). These results
show two important behaviors. The first plot shows that as N increases, γ′
approaches a constant value of approximately 2.24. This value is acceptable
because it lies within the range that encompasses the EU power grids. In
addition, this data shows that for reasonably large N there is little varia-
tion in γ′. This is desirable because the data from [17] suggests there is no
correlation between N and γ′. The second plot shows a linear relationship
between 〈k〉 and γ′ with a slope of approximately 0.789. This is reasonable
due to the nature of Equation (5.5). Since P (k) is a PDF over the interval
[0, ∞), it has the average value∫ ∞
0
k exp(−k/γ′)/γ′dk = γ′ (5.6)
which means γ′ = 〈k〉 by definition. In reality, nodal degrees for a fully
connected grid can only be positive integers. Consequently, the exact PDF
for power grid nodal degrees must be discrete and defined over the interval
[1, ∞). This means that 〈k〉 will not necessarily equal γ′ but each value
should be sensitive to changes in the other. In mathematical terms, it should
be the case that ∆γ′/∆〈k〉 ≈ 1. This important behavior is clearly shown
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in the above figure. Based on these results, it is clear that the modifications
made to the RTNSW algorithm do not compromise its ability to accurately
model nodal degree distributions.
5.6 Comparison of Real and Random Grid Topologies
In this section, topological measurements of real and generated networks
are compared. These results are given in Table 5.1. Grids generated by the
RTNSW algorithm with desired 〈k〉 and size N values are given names of
the form RTNSW:〈k〉-N . The additional parameters for these grids are the
same as those given in Figure 4.8 and each RTNSW entry in Table 5.1 is the
average over 320 individual grids.
Average nodal degree values of 2.3 and 4.8 were used in compiling the sta-
tistical data. The smaller 〈k〉 value is used to better compare the RTNSW
networks against real world grids as many have average nodal degrees be-
tween 2.1 and 2.8. The 4.8 value is used to show the general trend that as
〈k〉 increases, both ρ decreases and r{ki>k¯} increases. All these parameters
remain within acceptable ranges compared to measurements from the real
world grids.
Grid sizes between 100 and 5000 were used to show the effects of the pa-
rameters as N varied. As N is increased, ρ increases and r{ki>k¯} decreases.
Thus, N and 〈k〉 have opposite effects on both ρ and r{ki>k¯} for the gener-
ated grids. An upper limit of 5000 nodes is chosen because the largest real
world grid considered here contained 4941 nodes.
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Table 5.1: Statistics for Various Real and Generated Power Grids
Power Network Nodes 〈k〉 γ′ ρ r{ki>k¯}
Poland 3120 2.3673 1.4655 -0.0503 0.3013
Great Britain 2224 2.8840 2.3281 -0.1280 0.1380
IEEE-300 300 2.7400 2.0064 -0.2168 0.2467
Iceland 189 2.1799 1.8571 -0.1432 0.1376
IEEE-118 118 3.1525 3.3341 -0.0518 0.1949
IEEE-57∗ 57 2.8070 1.5163 0.1898 0.2281
New England 39 2.3590 1.7298 -0.2787 0.4615
RTNSW:2.3-5000∗ 5000 2.7012 1.1160 0.2130 0.1580
RTNSW:2.3-1000∗ 1000 2.7089 1.1386 0.2106 0.2019
RTNSW:2.3-500∗ 500 2.7061 1.1595 0.2124 0.2146
RTNSW:2.3-100∗ 100 2.7091 1.2912 0.1864 0.2698
RTNSW:4.8-5000∗ 5000 4.2337 2.2921 0.1054 0.2103
RTNSW:4.8-1000∗ 1000 4.2420 2.4590 0.1011 0.2121
RTNSW:4.8-500∗ 500 4.2432 2.5336 0.1013 0.2246
RTNSW:4.8-100∗ 100 4.2895 2.8808 0.0682 0.2356
∗ Nodes with degree one are very scarce and ignored in the calculation of γ′.
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CHAPTER 6
EXPERIMENTAL RESULTS AND
DISCUSSION
The purpose of this chapter is to compare the efficiency of different iterative
solvers on randomly generated power grids. These power grids are generated
using the methodology and parameters from the previous chapters. This
study focuses on comparing two popular algorithms: the Newton-Raphson
and FDLF methods. Although only these two power solvers are analyzed, this
motivates further research using additional solvers. In this study, convergence
and efficiency are measured as a function of the following parameters: total
network size, N , average nodal degree, 〈k〉, and sub-network size, Nsub.
For all tests performed, both methods began from a flat start and were
tested on the same grids. To conduct these experiments in a reasonable
amount of time, the solvers are terminated either when they exceeded a
maximum of 20 iterations or when the residual was less than 10−6 with
respect to the infinity norm. If the condition on the residual is met, the solver
is said to converge to a solution. Otherwise the solver is said to diverge.
6.1 Effects of Network Size on Convergence
In this experiment, the effects of power grid size are tested on serial im-
plementations of the Newton-Raphson and FDLF algorithms. Grid size is
important as it is difficult to obtain numerous power networks that are larger
than a few hundred nodes. In this study, thousands of mathematically gener-
ated power grids are used to determine the average behavior of these solvers.
Networks ranging from 100 to 10,000 nodes at increments of 100 were ran-
domly generated and their power flow problems solved using both Newton-
Raphson and FDLF algorithms. Three hundred twenty grids were solved for
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each value of N and the average behavior was analyzed. Since the impedance
values were taken from the Poland network, the R/X ratio is equal to 0.337.
This is relatively small compared to those ratios examined in [14]. This means
that the Newton-Raphson and FDLF methods will be more likely to converge.
The average relative ratio was ravg{ki>k¯} ≈ 0.212 which agrees with the net-
works analyzed in [6]. The average Pearson coefficient was ρavg ≈ 0.106 and
the actual average nodal degree was 〈k〉avg ≈ 4.236. Detailed plots for these
values can be found in Figures 6.14-6.16 in Section 6.4.
The convergence of both methods as a function of network size is shown
in Figure 6.1. Here it is shown that for N > 2000, the FDLF’s probability
of convergence plummets at a rate of −3.36% for every 100 nodes added.
Newton’s method, however, is more robust and loses only −1.03% for every
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Figure 6.1: Percent of Tests where Newton-Raphson and FDLF Converged
100 nodes added. Another metric to consider is the number of iterations for
each method to converge. This is shown in Figure 6.2. Here, N varies from
100 to 3600, because for a larger network size the FDLF rarely converged.
In this interval, the rate of change for Newton’s method was approximately
6 iterations per 10000 nodes. For the FDLF method it was approximately
11 iterations per 10000 nodes.
Additionally, it is important to consider the amount of time needed to
perform a single iteration for each method (Figure 6.3). Although NR and
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Figure 6.2: Average Number of Iterations to Converge
FDLF methods both reassemble the residual vector after each iteration, NR
also requires reassembly of the system Jacobian. In contrast, the FDLF
algorithm only assembles and factorizes a single matrix to proceed with sub-
sequent iterations. These differences are reflected in Figure 6.3 which shows
the amount of time each solver takes to perform one iteration as a function
of N .
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Figure 6.3: Average Time to Perform One Iteration. Only Tests where the
Solver Converged Are Considered.
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Linear dependence emerges if the Jacobian matrix of a synthetic power
grid is considered. In this thesis, the admittance matrix, Y , is largely a
block diagonal matrix where the non-zero submatrices correspond to small-
world graphs no larger than around 300 nodes. By scaling the grid to higher
values of N , more subnetworks are added, which introduce additional blocks
to the main diagonal of Y . However, the bandwidth of Y remains restricted
to around 300 since the number of lattice connections is negligible. There-
fore, inverting Y can be done in near linear time. Since the Jacobian of the
power flow equations is constructed directly from the admittance matrix, it
has a similar sparsity pattern. The main difference is the addition of three
structurally similar bands that contain similar sparsity patterns to the ad-
mittance matrix. An example is shown in Figure 6.4 where it is shown that
the three bands become structurally identical to the upper half of the main
block diagonal as the number of PV buses, NPV , goes to zero. Thus, for suf-
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Figure 6.4: Structure of Power Grid Jacobian Before and After
Approximate Minimum Degree Column Ordering
ficiently small NPV , the Jacobian approximates the adjacency matrix for two
identical power grids that are connected to one another in the same manner
as their nodes. This larger grid has subnetwork sizes no greater than twice
the maximum of the originals. Thus, for small NPV , a well suited pivoting
algorithm is effective at reordering the Jacobian resulting in a bandwidth no
greater than twice that of Y . As a result, a linear solve time for both the
NR and FDLF methods is expected.
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The pivoting algorithm used by the FDLF and NR methods is the ap-
proximate minimum degree column ordering (COLAMD) algorithm [18]. An
example of the COLAMD algorithm applied to a Jacobian matrix is shown
in Figure 6.4 and its resulting L and U factored matrices are shown in Figure
6.5. Empirically, both solvers exhibited linear execution times as a function
of grid size. In Figure 6.6, this behavior is depicted for up to N = 3600 nodes
(though Newton’s method has been found to scale linearly up to N =10000
nodes in test cases where a solution is found).
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Figure 6.5: Structure of the L and U Matrices using Approximate
Minimum Degree Column Ordering
Perhaps the most important metric to consider is the overall run time of
both solvers. These results are given in Figure 6.6 as a function of network
size, N . Even though the FDLF method yields a faster iteration time, it is
clear that the additional number of iterations greatly offsets this advantage.
For 100 ≤ N ≤ 3600, Newton’s method slows by an average of 1.2 seconds
for every 1000 additional nodes, but the FDLF slows nearly three times as
much with an average of 3.3 seconds for every additional 1000 nodes.
For the purposes of speed and computer memory, the range of nodes in
these experiments is varied between 100 and 10000. Additionally, these cases
are two orders of magnitude higher than the 300 node IEEE test case. Under
these guidelines, only NR converges for grids up to 10,000 nodes. For grids
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Figure 6.6: Average Amount of Time to Converge
with more than 3600 nodes, the FDLF solver diverges (only 9 out of 20,480
grids with N > 3600 were actually solved). In the interval 100 ≤ N ≤ 3600,
both the NR and FDLF methods exhibited significant differences in their
efficiencies. While the NR method used significantly fewer iterations to reach
an accurate solution (one where the residual was less than 10−6 with respect
to the infinity norm), the FDLF method solves one iteration in less time
than the NR method. This is important when deciding whether accuracy
or speed is more crucial when finding a solution for a power flow problem.
However, the slight increase in time necessary to compute one iteration using
NR provides quadratic convergence. Each NR iteration improves solution
accuracy by at least one order of magnitude whereas the FDLF method
clearly does not. Finally, when examining the total time needed to reach a
solution, the NR method outperforms the FDLF.
6.2 Impact of Average Nodal Degree
The purpose of this experiment is to determine the behavior of the NR and
FDLF solvers as a function of the average nodal degree of the network. This
is important as it shows how each method behaves as the network becomes
denser and more connected. Different power grids with 3.2 < 〈k〉 < 5.3 at
increments of roughly 0.1375 are analyzed to observe the dependence. Each
data point is the average over 640 individual power grids of 1000 nodes each.
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As in the previous section, the convergence data is analyzed. The percent
of all test cases that converge for each value of 〈k〉 is shown in Figure 6.7.
From this data it is shown that the average nodal degree has little impact
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Figure 6.7: Percent of Tests that Converged as a Function of Average
Nodal Degree
on NR convergence. Indeed, Newton’s method finds solutions for at least
90% of all test grids. As 〈k〉 increases, the reliability of Newton’s method
improves. For every unit increase in 〈k〉, the method is able to find solutions
for an additional 2.67% of test cases. Similarly, the FDLF method converges
for at least 76% of all test grids for 〈k〉 > 3.2. However, in the interval
3.67 ≤ 〈k〉 ≤ 3.85, there is a visible jump in convergent test cases. This is
explained by considering the magnitude of θ values in the solutions at these
〈k〉 values. At 〈k〉 = 3.67, it was measured that the power flow solutions
satisfied |θ| < 22.1o on average. However, at 〈k〉 = 3.85, this average range
became smaller with |θ| < 14.4o. Indeed, a similar jump in |θ| is found when
Newton’s method is examined. When Newton’s method was run on grids
with 〈k〉 = 3.67, the phase angles were restricted as |θ| < 30.8o. Increasing
〈k〉 to 3.85 caused the phase angle spread to decrease such that |θ| < 16.6o.
This is a 14.2o reduction, which is nearly twice that of the FDLF method.
However, when deriving the simplified FDLF algorithm, θ was restricted to a
narrower band of values than those permitted in the NR method. Therefore,
it is reasonable to assume that sudden changes in θ values using the FDLF
method results in sudden changes in convergence.
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Next, the number of iterations for each method to converge was measured.
These results are shown in Figure 6.8. In the range 3.2 < 〈k〉 < 5.3, it is clear
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Figure 6.8: Iterations to Converge as a Function of Average Nodal Degree
that average nodal degree has little influence on the number of iterations to
converge. The average number of iterations for the Newton-Raphson and
FDLF solvers in this range is 4.21 and 16.19, respectively. This behavior
is exploited in the next section where the modified RT-nested-Smallworld
algorithm varies average nodal degree as a result of fixing subnetwork size.
Finally, the run times for each method are examined. Like the results in
Section 6.1, the seconds per iteration also scales linearly as seen in Figure
6.9. This is reasonable because the amount of fill should increase as the
system Jacobian becomes denser. However, 〈k〉 does not affect the Jacobian’s
bandwidth so the curves are expected to be linear. The two curves are nearly
parallel with the FDLF curve having a slope of 0.0377 seconds per iteration
and the NR curve having a slope of 0.0362 seconds per iteration.
The average time for both methods to find a solution versus 〈k〉 is shown in
Figure 6.10. Considering the time required for each iteration in Figure 6.9, it
is clear that Newton’s method scales similarly to the FDLF method. Because
both curves have nearly the same slope in Figures 6.8 and 6.9, the time to
execute the FDLF algorithm should increase at a rate around four times that
of Newton’s method. In fact, the difference is even larger as the linear fit
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Figure 6.9: Time Required to Complete One Iteration versus Average
Nodal Degree
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Figure 6.10: Execution Time as a Function of Average Nodal Degree
for the FDLF execution time has a slope of 0.579 seconds per average degree
whereas the fit for Newton’s method has a slope of 0.100 seconds per average
degree. The time it takes for the FDLF method to converge to a solution (if
one exists) increases 5.79 times as fast as Newton’s method as the network
becomes denser and more connected.
43
6.3 Effects of Subnetwork Size
A subnetwork is a small-world network that has a geometric distribution
of nodal degrees. It is an entity that contains the local and rewired lines
which account for the shorter transmission lines with lower impedances. The
goal of this experiment is to examine the effects of subnetwork size, Nsub, on
the numerical solvers. In total, 320 grids are averaged for each data point
with 5 ≤ Nsub ≤ 49. The results are given in Figure 6.11. Over this range of
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Figure 6.11: Percent of Tests that Converged as a Function of Subnet Size
Nsub
subnetwork sizes, the NR convergence starts at 80.94% and increases until
it hovers around 95%. In contrast, for Nsub ≤ 8, the FDLF method failed
to converge to any solution. Starting from a 0% chance of convergence,
the FDLF convergence probability steadily increases until it asymptotes at
roughly 80% near the 50 node limit in the test cases.
The difference in these two curves shows the NR method is more tolerant to
changes in sizes of the subnetworks. The key to understanding these differing
behaviors is in the bounds on the phase angle magnitude, |θ|. Using the same
methodology in Section 6.1, the bounds on |θ| over the range 5 ≤ Nsub ≤ 50
were examined. This information is plotted in Figure 6.12
It appears that the phase angles for the FDLF method increase, then taper
off at a phase angle of approximately 23o while the bound on |θ| for NR de-
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Figure 6.12: Average Bound on Phase Angle Magnitude |θ|. Data Taken
from Solutions Found by Solvers.
creases sharply, levelling off near 33o. However, FDLF is a simplified version
of NR and imposes severe restrictions on θ. These boundary conditions limit
the ability of the FDLF method to converge to solutions containing large θ
values. Therefore, as in Section 6.1, it is no surprise that the FDLF method
failed to converge if the solutions contain very high phase angles. It is clear
that as the subnetwork sizes increase in number, the θ values tend to decrease
and FDLF becomes more effective.
Finally, because the RT-nested-Smallworld algorithm needs the nodal de-
grees in each subnetwork to follow a geometric distribution with mean close
to 〈k〉, it is difficult to generate a network with both this exact distribution
and average nodal degree. As a result, the algorithm tends to vary the aver-
age nodal degree as the subnetwork size changes. The exact relationship is
given in Figure 6.13. From this plot, 〈k〉 is clearly not constant throughout
the tests. However, 〈k〉 is contained within the interval (3.9, 4.7), where
it was shown to have a minimal effect on the percentage of convergent test
cases as seen in Figure 6.7. Therefore, the fact that 〈k〉 is not constant can be
ignored in this case. In addition, varying 〈k〉 has little effect on the average
number of iterations performed. Therefore, the results obtained are valid.
The number of iterations is plotted against subnetwork size in Figure 6.13 as
well. Here it is shown that subnetwork size has little effect on the number of
iterations needed to converge.
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Figure 6.13: (Left) Average Nodal Degree of Network as a Function of
Subnet Sizes; (Right) Average Number of Iterations to Converge
6.4 Values of Pearson Coefficient, Relative Ratio and
Average Nodal Degree
In this section, the 〈k〉, ρ and r{ki>k¯} metrics are plotted against N . For
each plot, limits on the y-axis are based on meaningful ranges taken from
Table 5.1 (page 34).
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Figure 6.14: 〈k〉 over Varying N
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Figure 6.15: Pearson Coefficient over Varying N
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Figure 6.16: r{ki>k¯} over Varying N
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CHAPTER 7
CONCLUSION
7.1 Future Work
Using random graphs to model complex systems is an emerging and on-
going field of study. This thesis explored the use of a modified RT-nested-
Smallworld algorithm to benchmark two popular numerical power solvers.
However, much work can be done to improve these results. Additional areas
of study include improving the existing topology, deriving better distributions
for generators/impedances and applying the methodology to new power flow
solvers.
The current RT-nested-Smallworld model links subnetworks in a ring with
approximately 〈k〉 edges between neighbors. This causes its generated graphs
to have a minimum average path length proportional to N ln(N)/ ln(〈k〉).
However, this value grows proportionally to ln(N)/ ln(〈k〉) for many real
world power grids. Therefore, connecting the networks in a ring is not ideal.
Additional research needs to be performed to address this issue without com-
promising other variables such as ρ or r{ki > k¯}.
The impedance and generator data used in this thesis is based on the
analysis of seven individual power grids. This is because network data for
real world power grids is difficult to obtain for public use. Indeed, the purpose
of this thesis is to address this very problem. Additional power grid data,
especially impedance and generator distributions, would help improve the
statistical models used here. This would result in both better measurements
and aid in the construction of more specialized power flow solvers.
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Finally, additional power flow solvers need to be tested using random grids.
Papers have been published that use least squares algorithms to solve power
flow problems instead of root finding methods [19]. Others have been de-
veloped to improve algorithms such as Newton’s method under specific con-
ditions such as high R/X ratios [15]. Rigorous testing using random grids
better serves the power systems community by verifying that new and exist-
ing algorithms reliably provide the performance enhancements they promise.
49
REFERENCES
[1] “The economic impacts of the august 2003
blackout,” February 2009. [Online]. Available:
www.elcon.org/Documents/EconomicImpactsOfAugust2003Blackout.pdf
[2] D. Bienstock and A. Verma, “The N - k problem in power grids: New
models, formulations and numerical experiments,” SIAM Journal on
Optimization, vol. 20, pp. 2352–2380, April 2010.
[3] D. Morrow and R. Brown, “Future vision - the challenge of effective
transmission planning,” IEEE Power and Energy Magazine, vol. 5, pp.
36 – 45, September 2007.
[4] J. D. Glover, M. S. Sarma, and T. J. Overbye, Power System Analysis
and Design, 5th ed. Stamford, Connecticut: Cengage Learning, 2010.
[5] D. J. Watts and S. H. Strogatz, “Collective dynamics of ‘small-world’
networks,” Nature, vol. 393, pp. 440–442, June 1998.
[6] Z. Wang, R. J. Thomas, and A. Scaglione, “Generating random topology
power grids,” in Hawaii International Conference on System Sciences,
Proceedings of the 41st Annual, January 2008, p. 183.
[7] Z. Wang, A. Scaglione, and R. J. Thomas, “Generating statistically
correct random topologies for testing smart grid communication and
control networks,” IEEE Transactions on Smart Grid, vol. 1, no. 1, pp.
28–39, June 2010.
[8] B. Carreras, V. Lynch, I. Dobson, and D. Newman, “Critical points and
transitions in an electric power transmission model for cascading failure
blackouts,” Chaos, vol. 12, no. 4, December 2002.
[9] M. Parashar, J. S. Thorp, and C. E. Seyler, “Continuum modeling of
electromechanical dynamics in large-scale power systems,” IEEE Trans-
actions on Circuits and Systems, vol. 51, no. 9, September 2004.
[10] W. F. Tinney and C. E. Hart, “Power flow solution by Newton’s
method,” IEEE Transactions on Power Apparatus and Systems, vol.
PAS-86, no. 11, pp. 1449–1460, November 1967.
50
[11] B. Stott and O. Alsac¸, “Fast decoupled load flow,” IEEE Transactions
on Power Apparatus and Systems, vol. PAS-93, no. 3, pp. 859–869, May
1974.
[12] R. D. Zimmerman, C. E. Murillo-Sa´nchez, and
D. Gan, “Matpower,” January 2014. [Online]. Available:
http://www.pserc.cornell.edu//matpower/
[13] W. A. Bukhsh and K. McKinnon, “Network data of
real transmission networks,” April 2013. [Online]. Available:
http://www.maths.ed.ac.uk/optenergy/NetworkData/
[14] F. F. Wu, “Theoretical study of the convergence of the fast decou-
pled load flow,” IEEE Transactions on Power Apparatus and Systems,
vol. 96, no. 1, pp. 268–275, January 1977.
[15] D. Rajicic and A. Bose, “A modification to the fast decoupled power
flow for networks with high r/x ratios,” IEEE Transactions on Power
Systems, vol. 3, no. 2, pp. 743–746, May 1988.
[16] M. Srinivas, “Distribution load flows: A brief review,” IEEE Power
Engineering Society Winter Meeting, vol. 2, pp. 942–945, Jan 2000.
[17] M. Rosas-Casals, S. Valverde, and R. V. Sole´, “Topological vulnerability
of the European power grid under errors and attacks,” International
Journal of Bifurcation and Chaos, vol. 17, no. 07, pp. 2465–2475, 2007.
[18] T. A. Davis, J. R. Gilbert, S. I. Larimore, and E. G. Ng, “A column
approximate minimum degree ordering algorithm,” ACM Trans. Math.
Softw., vol. 30, no. 3, pp. 353–376, Sep. 2004. [Online]. Available:
http://doi.acm.org/10.1145/1024074.1024079
[19] P. Lagace, M. Vuong, and I. Kamwa, “Improving power flow conver-
gence by Newton-Raphson with a Levenberg-Marquardt method,” in
Power and Energy Society General Meeting - Conversion and Delivery
of Electrical Energy in the 21st Century, July 2008, pp. 1–6.
51
