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Composition operators on Hilbert spaces of entire
functions with analytic symbols
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Abstract. Composition operators with analytic symbols on some reproduc-
ing kernel Hilbert spaces of entire functions on a complex Hilbert space are
studied. The questions of their boundedness, seminormality and positivity are
investigated. It is proved that if such an operator is bounded, then its sym-
bol is a polynomial of degree at most 1, i.e., it is an affine mapping. Fock’s
type model for composition operators with linear symbols is established. As
a consequence, explicit formulas for their polar decomposition, Aluthge trans-
form and powers with positive real exponents are provided. The theorem of
Carswell, MacCluer and Schuster is generalized to the case of Segal-Bargmann
spaces of infinite order. Some related questions are also discussed.
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1. Introduction
Composition operators in Banach spaces of analytic functions with analytic
symbols have been intensively studied since at least the 1970’s (see the classical
survey article [47]). The literature on this subject is vast and still growing. Most
effort has been focussed on investigating bounded composition operators in Banach
spaces of analytic functions on bounded regions in finite dimensional Euclidean
spaces. We mention only a few selected articles: [34] (composition operators on
weighted Bergman spaces of the unit disk), [19] (weighted composition operators
on weighted Hardy spaces of the unit disk), [13] (weighted composition operators
on the Hardy-Hilbert space of the unit disc), [41] (Fredholm composition opera-
tors over bounded domains in CN ) and [14] (composition operators on weighted
Bergman-Orlicz Spaces of the unit ball). It is also worth mentioning two mono-
graphs on analytic composition operators: [56] (on the Hardy space H2) and [18]
(on the Hardy space Hp of the unit ball).
Since the publication of the article [11], there has been growing interest in
investigating analytic (weighted) composition operators in Banach spaces of entire
functions on finite dimensional Euclidean spaces. Most work has been concerned
with Fock-type spaces over Cn (see, e.g., [72, 73, 74, 39, 77] for n = 1 and
[58, 16, 22, 44, 76] for n > 1).
The goal of the present paper is to study composition operators with holomor-
phic symbols on a reproducing kernel Hilbert spaces Φ(H) induced by a nonconstant
entire function Φ in C whose Taylor coefficients at the origin are nonnegative. This
space consists of entire functions on a complex Hilbert spaces H (finite- or infinite-
dimensional). It is worth pointing out that Frankfurt spaces (see [23, 24, 25]) and
their multidimensional generalizations (see [68]) that consist of entire functions
which are square integrable with respect to some symmetric measures fit well into
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the scope of our approach (see Example 3.6). The Segal-Bargmann spaces (nowa-
days often called Fock spaces) are the most spectacular examples of them with
Φ = exp (see [54, Chapter VI] and [7]; see also [8, 32, 62, 63, 33, 65, 66, 43] for
the infinite-dimensional case).
The study of composition operators with holomorphic symbols in the Segal-
Bargmann space Bd of finite order d was initiated by Carswell, MacCluer and
Schuster in [11]. They proved, among other things, that the symbol of a bounded
composition operator on Bd is an affine mapping. As shown in the present paper,
this is also true for composition operators on Φ(H) (see Proposition 6.2). In contrast
to the bounded case, densely defined composition operators on Bd may have non-
affine holomorphic symbols (see Example 12.9). Here, we concentrate mostly on
composition operators with affine symbols. What is more, we do not impose any
restrictions on the dimension of the underlying Hilbert space H.
The paper is organized as follows. We begin by discussing the selected proper-
ties of generalized inverses of positive bounded Hilbert space operators (see Section
2). From the point of view of the present paper the most important property of
generalized inverses is the limit property which is described in Lemma 2.4. It is
used in the proof of Theorem 14.3. The reproducing kernel Hilbert space Φ(H)
is introduced and initially investigated in Section 3. The basic properties of (not
necessarily bounded) composition operators Cϕ in Φ(H) with holomorphic sym-
bols ϕ are established in Section 4. A special emphasis is placed on describing
the adjoint operator C∗ϕ (see Theorem 4.2). Section 5 is devoted to showing that
members of the class of densely defined composition operators in Φ(H) with holo-
morphic symbols are maximal with respect to inclusion of graphs (see Theorem
5.3). In Section 6, we prove that the symbol of a bounded composition operator
on Φ(H) is a polynomial of degree at most 1, or in other words, an affine mapping
(see Proposition 6.2). Proposition 6.4 shows that the question of boundedness of
a composition operator in Φ(H) with an affine symbol reduces to investigating the
case when the linear part of the symbol is positive. Section 7 provides Fock’s type
model for composition operators in Φ(H) with linear symbols (see Theorem 7.2).
The model itself depends on a choice of a conjugation on the underlying Hilbert
space H. The reader is referred to Appendix A for more information on conju-
gations on Hilbert spaces. Fock’s type model enables us to show that the adjoint
of a composition operator CA with a linear symbol A is the composition operator
with the symbol A∗, which is the adjoint operator of A (see Theorem 7.4). In
particular, this gives us a description of all selfadjoint composition operators in
Φ(H) with linear symbols (see Corollary 7.6). In Section 8, we completely charac-
terize the boundedness of composition operators in Φ(H) with linear symbols and
give explicit formulae for their norms and spectral radii (see Theorem 8.2). As a
consequence, the question of when a bounded composition operator on Φ(H) with
a linear symbol is normaloid (resp., isometric, coisometric, unitary, an orthogonal
projection, a partial isometry) is answered. Theorem 9.2, which is the main result
of Section 9, characterizes positivity of composition operators in Φ(H) with linear
symbols. This section also contains explicit descriptions of powers (with positive
real exponents), the polar decomposition and the generalized Aluthge transform of
composition operators in Φ(H) with linear symbols. Section 10 is devoted mainly
to characterizing seminormality of composition operators in Φ(H) with linear sym-
bols (see Theorem 10.2; see also Theorems 10.1 and 10.6 for related inequalities).
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The problem of characterizing subnormality of such operators is partially solved in
Proposition 10.5. However, in its full generality this problem still remains unsolved
(even in the case of Φ(z) = z2, see [60, Open Question]). Section 11 provides some
necessary conditions for boundedness and seminormality of composition operators
in exp(H) with affine symbols (see Lemma 11.3 and Proposition 11.5).
In Section 12, we give another and a significantly shorter proof of the Carswell-
MacCluer-Schuster theorem (see Theorem 12.4 and Proposition 12.5). Our idea is
to reduce the proof to the one-dimensional case, and then to combine some estimates
for the norms of iterations of the square of the modulus of a composition opera-
tor together with Gelfand’s formula for the spectral radius (see Lemmata 12.1 and
12.3). As a consequence, the spectral radius of a bounded composition operator on
the Segal-Bargmann space of finite order with a holomorphic symbol is proved to be
equal to 1 (see Theorem 12.6). In turn, such a composition operator is normaloid if
and only if its symbol vanishes at 0 (see Theorem 12.7), and it is seminormal if and
only if it is normal (see Corollary 12.8). In Section 13, we discuss the relationship
between a composition operator Cϕ acting in the Segal-Bargmann space Bd and the
corresponding composition operator C˜ϕ acting in L
2(µd), where ϕ is a holomorphic
symbol and µd is a Gaussian measure on C
d. It is proved that if C˜ϕ is well-defined,
then Cϕ is bounded if and only if C˜ϕ is bounded (see Theorem 13.1). It is worth
pointing out that, in contrast to the case of analytic composition operators on Bd,
there are bounded cosubnormal (resp., cohyponormal) composition operators on
L2(µd) with holomorphic symbols which are not normal (resp., cosubnormal) (see
Remark 13.2). Theorem 14.3, which is the main result of Section 14, provides two
characterizations of boundedness of a composition operator on exp(H) with a holo-
morphic symbol (see the equivalences (i)⇔(ii) and (i)⇔(iii)) as well as two formulas
for its norm (see (14.3)). This can be thought of as a far-reaching generalization
of the Carswell-MacCluer-Schuster theorem. Let us mention that the equivalence
(i)⇔(iii) and the equality ‖Cϕ‖2 = exp(‖(I−AA∗)−1/2b‖2) have been proved inde-
pendently by Trieu Le using a different approach (cf. [40]). Our method of proving
Theorem 14.3 is based on an approximation technique which enables us to reduce
the reasoning to the finite dimensional case (which, as said above, can in turn be
reduced to the one-dimensional case). If the linear part A of a holomorphic symbol
ϕ of a bounded composition operator Cϕ on exp(H) is a strict contraction, then the
spectral radius of Cϕ is equal to 1 (see Proposition 14.6). Example 14.7 shows that
there are bounded cohyponormal (hence normaloid) analytic composition operators
on exp(H) which are not normal and whose spectral radii can take any value in the
interval (1,∞) (which is never the case when dimH < ∞). In Example 14.8 we
illustrate Theorem 14.3 in the context of diagonal operators.
The paper is concluded with two appendices. Appendix A provides proofs of
selected properties of conjugations on Hilbert spaces while Appendix B deals with
the question of paranormality of tensor products. Both appendices are strongly
related to the Fock’s type model for analytic composition operators in Φ(H) with
linear symbols (see Section 7).
We refer the reader to the monograph [12] for more information on holomorphy
in normed spaces. Concerning reproducing kernel Hilbert spaces, we refer the reader
to the classical paper by Aronszajn [5] as well as to modern treatises [69, 70, 71].
COMPOSITION OPERATORS ON ENTIRE FUNCTIONS WITH ANALYTIC SYMBOLS 5
2. Preliminaries
Let C, R, R+ and Z+ denote the sets of complex numbers, real numbers, non-
negative real numbers and nonnegative integers, respectively. Set N = Z+ \ {0}.
Let H be a complex Hilbert space. Given a family {Mω}ω∈Ω of nonempty subsets
of H, we denote by ∨ω∈ΩMω the closed linear span of ⋃ω∈ΩMω. We write M⊥
for the orthocomplement of a nonempty set M ⊆ H. By an operator in H we mean
a linear map A : H ⊇ D(A)→ H defined on a vector subspace D(A) of H called the
domain of A. The kernel, the range, the adjoint and the closure of A are denoted
by N(A), R(A), A∗ and A¯, respectively (provided they exist). The graph inner
product 〈·, -〉A of A is given by 〈f, g〉A = 〈f, g〉+ 〈Af,Ag〉 for f, g ∈ D(A). A vector
subspace E of D(A) is called a core for A if E is dense in D(A) in the graph norm
of A (given by the graph inner product 〈·, -〉A). If A is closed, then E is a core for
A if and only if A = A|E . An operator in H which vanishes on its domain is called
a zero operator. A zero operator may not be closed, or even densely defined.
We say that a densely defined operator A in H is
• positive if 〈Aξ, ξ〉 > 0 for all ξ ∈ D(A); then we write A > 0,
• selfadjoint if A = A∗,
• hyponormal if D(A) ⊆ D(A∗) and ‖A∗ξ‖ 6 ‖Aξ‖ for all ξ ∈ D(A),
• cohyponormal if D(A∗) ⊆ D(A) and ‖Aξ‖ 6 ‖A∗ξ‖ for all ξ ∈ D(A∗),
• normal if A is hyponormal and cohyponormal,
• subnormal if there exist a complex Hilbert spaceM and a normal operator
N in M such that H ⊆ M (isometric embedding), D(A) ⊆ D(N) and
Af = Nf for all f ∈ D(A),
• seminormal if A is either hyponormal or cohyponormal.
Recall that normal operators are subnormal and subnormal operators are hyponor-
mal, but not conversely (even in the case of bounded operators, see [29, 26]). It
follows from the von Neumann theorem that a closed operatorA inH is hyponormal
(resp., cohyponormal) if and only if A∗ is cohyponormal (resp., hyponormal).
We denote by B(H) the C∗-algebra of all bounded operators defined on the
whole H. We write I = IH for the identity operator on H. Set
B+(H) = {A ∈ B(H) : A > 0}.
The spectrum and spectral radius of A ∈ B(H) is denoted by σ(A) and r(A)
respectively. An operator A ∈ B(H) is said to be normaloid if r(A) = ‖A‖ (cf.
[26]). Clearly, A is normaloid if and only if A∗ is normaloid. An operatorA ∈ B(H)
is said to be paranormal if ‖Af‖2 6 ‖f‖‖A2f‖ for every f ∈ H. It is well-known
that paranormal operators are normaloid (see [26] for more information on this and
related classes of operators).
We refer the reader to [28, 50, 48] for the foundations of the theory of tensor
products of Hilbert space operators including symmetric tensor powers of such
operators.
Each closed densely defined operator A in H has a unique polar decomposition
A = U |A|, where U ∈ B(H) is a partial isometry such that N(U) = N(A) and
|A| = (A∗A)1/2 (cf. [10, Section 8.1]). Given two positive selfadjoint operators A
and B in H, we write A 4 B if D(B1/2) ⊆ D(A1/2) and ‖A1/2ξ‖ 6 ‖B1/2ξ‖ for all
ξ ∈ D(B1/2). If A,B ∈ B+(H), then A 4 B if and only if A 6 B, i.e., B −A > 0.
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Suppose A ∈ B(H) is selfadjoint. Since A|R(A) : R(A) → R(A) is a bijection,
we may define a generalized inverse A−1 of A by A−1 =
(
A|R(A)
)−1
. Clearly,
we have
D(A−1) = R(A), R(A−1) = R(A),
AA−1 = IR(A) and A−1A = P ,
(2.1)
where IR(A) is the identity operator on R(A) and P is the orthogonal projection
of H onto R(A). If A ∈ B+(H), then we write
A−t = (At)−1, t ∈ (0,∞). (2.2)
We show that if A is a positive operator with closed range, then A−1/2 = (A−1)1/2.
Lemma 2.1. Let A ∈ B+(H) be an operator with closed range. Then R(A) =
R(A1/2), A−1 ∈ B+(R(A)), A−1/2 ∈ B+(R(A)), A−1 = A−1/2A−1/2 and
〈A−1ξ, ξ〉 = ‖A−1/2ξ‖2, ξ ∈ R(A).
Proof. Indeed, since
R(A1/2) = R(A) = R(A) ⊆ R(A1/2) ⊆ R(A1/2),
we get R(A) = R(A1/2). Hence R(A) reduces A and A1/2, and
A−1 =
(
(A1/2|R(A))(A1/2|R(A))
)−1
= A−1/2A−1/2.
This and the closed graph theorem imply that A−1 ∈ B+(R(A)), A−1/2 ∈ B+(R(A))
and
〈A−1ξ, ξ〉 = ‖A−1/2ξ‖2, ξ ∈ R(A). 
Now we extend the definition of the partial order 4 so as to cover the case
of generalized inverses of positive operators A ∈ B+(H) (note that, in general,
A−1 may not be densely defined). Given two operators A,B ∈ B+(H), we write
B−1 4 A−1 if D(A−1/2) ⊆ D(B−1/2) and ‖B−1/2f‖ 6 ‖A−1/2f‖ for all f ∈
D(A−1/2). Clearly, if A and B are invertible in B(H), then B−1 4 A−1 if and
only if B−1 6 A−1. As shown below, the inequality B−1 4 A−1 turns out to be
equivalent to the inequality A 6 B.
Lemma 2.2. If A,B ∈ B+(H) and ε ∈ (0,∞), then the following conditions
are equivalent:
(i) A 6 B,
(ii) B−1 4 A−1,
(iii) (ε+B)−1 6 (ε+A)−1.
Proof. (i)⇒(ii) If E ∈ B+(H), then PE : H → R(E1/2) stands for the or-
thogonal projection of H onto R(E1/2) and JE : R(E1/2)→ H is given by JEξ = ξ
for all ξ ∈ R(E1/2). Since ‖A1/2ξ‖ 6 ‖B1/2ξ‖ for all ξ ∈ H, there exists a linear
contraction T˜ : R(B1/2) → R(A1/2) such that T˜B1/2 = A1/2. Set T = JAT˜PB.
Then T ∈ B(H), ‖T ‖ 6 1, TB1/2 = A1/2 and T ∗ = JB T˜ ∗PA. This implies that
R(T ∗) = R(T˜ ∗) ⊆ R(B1/2) and A1/2 = B1/2T ∗, and thus R(A1/2) ⊆ R(B1/2) (see
also [21, Theorem 1]). Applying (2.1), we get
B−1/2A1/2 = B−1/2B1/2T ∗ = PBT ∗ = T ∗. (2.3)
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Hence, by (2.1), we have
‖B−1/2η‖ = ‖(B−1/2A1/2)A−1/2η‖ (2.3)= ‖T ∗A−1/2η‖ 6 ‖A−1/2η‖, η ∈ R(A1/2).
This means that B−1 4 A−1.
(ii)⇒(i) Since R(A1/2) ⊆ R(B1/2) and ‖B−1/2η‖ 6 ‖A−1/2η‖ for all η ∈
R(A1/2), we get
‖B−1/2A1/2A−1/2η‖ 6 ‖A−1/2η‖, η ∈ R(A1/2).
Set T = B−1/2A1/2. It follows from the above that D(T ) = H, T ∈ B(H) and
‖T ‖ 6 1. Moreover, we have
B1/2T = (B1/2B−1/2)A1/2
(2.1)
= IR(B1/2)A
1/2 = A1/2.
This implies that A1/2 = T ∗B1/2 and thus
〈Aξ, ξ〉 = ‖A1/2ξ‖2 = ‖T ∗B1/2ξ‖2 6 ‖B1/2ξ‖2 = 〈Bξ, ξ〉, ξ ∈ H.
(i)⇔(iii) This follows from [37, Theorem VI.2.21]. Alternatively, since for any
ε > 0, A 6 B if and only if A + ε 6 B + ε, we can apply the equivalence (i)⇔(ii)
to the operators A+ ε and B + ε which are invertible in B(H). 
The next lemma is a particular case of the Mac Nerney-Shmul’yan characteri-
zation of the range of a bounded operator.
Lemma 2.3 ([42, Theorem 3], [57, Lemma 3]). If A ∈ B+(H) and ξ ∈ H, then
the following conditions are equivalent:
(i) ξ ∈ R(A1/2),
(ii) there exists c ∈ R+ such that |〈ξ, h〉| 6 c‖A1/2h‖ for all h ∈ H.
Moreover, if ξ ∈ R(A1/2), then the smallest c ∈ R+ in (ii) is equal to ‖A−1/2ξ‖.
Proof. We justify only the “moreover” part. It is well-known that the smallest
c ∈ R+ in (ii) is equal to ‖η‖, where η ∈ R(A1/2) is a unique solution of the equation
ξ = A1/2η. However, this means that η = A−1/2ξ. 
The Mac Nerney-Shmul’yan theorem can be used to describe the range of the
square root of the limit of a monotonically decreasing net of positive operators.
Lemma 2.4. If {AP }P∈P ⊆ B+(H) is a monotonically decreasing net which
converges in the weak operator topology to A ∈ B+(H) and ξ ∈ H, then the following
conditions are equivalent:
(i) ξ ∈ R(A1/2),
(ii) for every P ∈ P, ξ ∈ R(A1/2P ) and c := supP∈P ‖A−1/2P ξ‖ <∞.
Moreover, if ξ ∈ R(A1/2), then c = ‖A−1/2ξ‖.
Proof. (i)⇒(ii) By Lemma 2.2, A−1P 4 A−1 and R(A1/2) ⊆ R(A1/2P ) for all
P ∈ P . Hence, if ξ ∈ R(A1/2), then ξ ∈ R(A1/2P ) and ‖A−1/2P ξ‖ 6 ‖A−1/2ξ‖ for all
P ∈ P , which implies that
c 6 ‖A−1/2ξ‖. (2.4)
(ii)⇒(i) Noting that
|〈ξ, η〉| = |〈A−1/2P ξ, A1/2P η〉| 6 c‖A1/2P η‖, η ∈ H, P ∈ P ,
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and
lim
P∈P
(‖A1/2P η‖2 − ‖A1/2η‖2) = limP∈P〈(AP −A)η, η〉 = 0, η ∈ H,
we see that
|〈ξ, η〉| 6 c‖A1/2η‖, η ∈ H,
which together with Lemma 2.3 yields ξ ∈ R(A1/2) and ‖A−1/2ξ‖ 6 c. This com-
bined with (2.4) completes the proof of the implication (ii)⇒(i) and the “moreover”
part. 
3. The reproducing kernel Hilbert space Φ(H)
In what follows, we denote by F the set of all entire functions Φ of the form
Φ(z) =
∞∑
n=0
anz
n, z ∈ C, (3.1)
such that ak > 0 for all k ∈ Z+ and an > 0 for some n ∈ N. Clearly, if Φ ∈ F , then
Φ|[0,∞) is non-negative, strictly increasing and lim[0,∞)∋x→∞ Φ(x) = ∞; hence, by
Liouville’s theorem, lim sup|z|→∞ |Φ(z)| = ∞. Given Φ ∈ F as in (3.1), we set
ZΦ = {k ∈ Z+ : ak > 0} and GΦ =
⋂
k∈ZΦ\{0}Gk, where Gk := {z ∈ C : zk = 1}
for k ∈ N. The order of the multiplicative group GΦ can be calculated explicitly.
Lemma 3.1. Suppose Y is a nonempty subset of N. Then
(i)
⋂
k∈Y Gk = Ggcd(Y ), where gcd(Y ) is the greatest common divisor of Y ,
(ii)
⋂
k∈Y Gk = {1} if and only if there exists a nonempty finite subset of Y
which consists of relatively prime integers.
Proof. Clearly, Gk is a multiplicative group of order k. Since Gk ∩ Gl =
Gk∩Gl−k and gcd(k, l) = gcd(k, l−k) whenever 1 6 k < l, we deduce thatGk∩Gl =
Ggcd(k,l) for all k, l ∈ N. This implies that
⋂
k∈Y Gk = Ggcd(Y ) (because if Y =
{k1, k2, . . .}, then the sequence {gcd(k1, . . . , kn)}∞n=1 is monotonically decreasing
and thus gcd(Y ) = limn→∞ gcd(k1, . . . , kn)). Obviously (i) implies (ii). 
If X is a nonempty set, then a function K : X ×X → C is called a kernel on
X . Following [5], we say that a kernel K on X is positive definite if for all finite
sequences {λi}ni=1 ⊆ C and {xi}ni=1 ⊆ X ,
n∑
i,j=1
K(xi, xj)λiλ¯j > 0.
From now on, H stands for a complex Hilbert space with inner product 〈·, -〉. Let
Φ ∈ F . Applying the Schur product theorem (see [53, p. 14] or [31, Theorem
7.5.3]), we deduce that the kernel H×H ∋ (ξ, η) 7→ 〈ξ, η〉n ∈ C is positive definite
for every n ∈ Z+, and thus the kernel KΦ : H×H → C defined by
KΦ(ξ, η) = KΦ,H(ξ, η) = Φ(〈ξ, η〉), ξ, η ∈ H, (3.2)
is positive definite. It is clear that
KΦ(ξ, η) = KΦ(η, ξ), ξ, η ∈ H.
Denote by Φ(H) the reproducing kernel Hilbert space with the reproducing kernel
KΦ (see [46, Chap. V] and [5, 69, 70]), i.e., Φ(H) is a complex Hilbert space of
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complex valued functions on H (with the pointwise defined linear operations) such
that {KΦξ : ξ ∈ H} ⊆ Φ(H) and
f(ξ) = 〈f,KΦξ 〉, ξ ∈ H, f ∈ Φ(H), (3.3)
where
KΦξ (η) = K
Φ,H
ξ (η) = K
Φ(η, ξ), ξ, η ∈ H. (3.4)
In particular, we have
Φ(〈ξ, η〉) = KΦ(ξ, η) = 〈KΦη ,KΦξ 〉, ξ, η ∈ H. (3.5)
Applying the Cauchy-Schwarz inequality, we infer from (3.3) and (3.5) that
sup{|f(ξ)| : ξ ∈ H, ‖ξ‖ 6 R} 6 ‖f‖
√
Φ(R2), R ∈ (0,∞). (3.6)
If dimH > 1, then by (3.4) the functions KΦξ , ξ ∈ H, are holomorphic. Since the
linear span K Φ of the set {KΦξ : ξ ∈ H} is dense in Φ(H) (see [4] or use (3.3)),
we infer from (3.6) and [12, Theorem 14.16] that Φ(H) consists of holomorphic
functions.
Let us recall the RKHS test (cf. [67, 70]).
Theorem 3.2. A function f : H → C belongs to Φ(H) if and only if there exists
c ∈ [0,∞) such that for all n ∈ N, {λi}ni=1 ⊆ C and {ξi}ni=1 ⊆ H,∣∣∣ n∑
i=1
λif(ξi)
∣∣∣2 6 c n∑
i,j=1
KΦ(ξi, ξj)λiλ¯j . (3.7)
The smallest such c is equal to ‖f‖2.
The next three propositions will be proved by using the RKHS test.
Proposition 3.3. Let Φ ∈ F . If Φ(0) = 0, then there is no nonzero constant
function in Φ(H). If Φ(0) 6= 0, then constant functions on H belong to Φ(H) and
‖1‖ = 1√
Φ(0)
, (3.8)
where 1(ξ) = 1 for every ξ ∈ H.
Proof. If Φ(0) = 0, then by (3.5) we have ‖KΦ0 ‖2 = Φ(0) = 0, which together
with (3.3) implies that f(0) = 0 for every f ∈ Φ(H). Hence there is no nonzero
constant function in Φ(H). In turn, if Φ(0) 6= 0, then∣∣∣ n∑
i=1
λi
∣∣∣2 6 1
Φ(0)
∞∑
k=0
ak
n∑
i,j=1
〈ξi, ξj〉kλiλ¯j = 1
Φ(0)
n∑
i,j=1
KΦ(ξi, ξj)λiλ¯j
for all finite sequences {λi}ni=1 ⊆ C and {ξi}ni=1 ⊆ H, where {ak}∞k=0 is as in
(3.1). It follows from Theorem 3.2 that 1 ∈ Φ(H) (hence, any constant function
on H belongs to Φ(H)) and ‖1‖ 6 1/
√
Φ(0). To prove the reverse inequality, set
c = ‖1‖2 and apply (3.7) to f = 1, n = 1, λ1 = 1 and ξ1 = 0. What we get is
‖1‖ > 1/
√
Φ(0). This completes the proof. 
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Proposition 3.4. If Φ ∈ F is as in (3.1), then for every n ∈ N and for all
η1, . . . , ηn ∈ H and k1, . . . , kn ∈ N such that ak1+...+kn > 0, 〈·, η1〉k1 · · · 〈·, ηn〉kn ∈
Φ(H) and
‖〈·, η1〉k1 · · · 〈·, ηn〉kn‖2 6 ‖η1‖
2k1 · · · ‖ηn‖2kn
ak1+...+kn
.
Proof. Set k = k1 + . . .+ kn. Then∣∣∣ m∑
i=1
λi〈ξi, η1〉k1 · · · 〈ξi, ηn〉kn
∣∣∣2 = ∣∣∣〈 m∑
i=1
λiξ
⊗k
i , η
⊗k1
1 ⊗ · · · ⊗ η⊗knn
〉∣∣∣2
6 ‖η1‖2k1 · · · ‖ηn‖2kn
m∑
i,j=1
〈ξi, ξj〉kλiλ¯j
6
‖η1‖2k1 · · · ‖ηn‖2kn
ak
n∑
i,j=1
KΦ(ξi, ξj)λiλ¯j
for all m ∈ N, {λi}mi=1 ⊆ C and {ξi}mi=1 ⊆ H, which by Theorem 3.2 completes the
proof. 
Proposition 3.5. Suppose Φ ∈ F , W ∈ B(H) is a coisometry and f : H → C
is a function such that f ◦W ∈ Φ(H). Then f ∈ Φ(H) and ‖f ◦W‖ = ‖f‖.
Proof. By Theorem 3.2, we have∣∣∣ n∑
i=1
λif(ξi)
∣∣∣2 = ∣∣∣ n∑
i=1
λi(f ◦W )(W ∗ξi)
∣∣∣2
6 ‖f ◦W‖2
n∑
i,j=1
KΦ(W ∗ξi,W ∗ξj)λiλ¯j
(3.2)
= ‖f ◦W‖2
n∑
i,j=1
KΦ(ξi, ξj)λiλ¯j ,
for all n ∈ N, {λi}ni=1 ⊆ C and {ξi}ni=1 ⊆ H. Applying Theorem 3.2 again shows
that f ∈ Φ(H). Hence, by Corollary 8.4, we have ‖f ◦W‖ = ‖f‖. 
Now we give some examples of reproducing kernel Hilbert spaces of the form
Φ(H) for H = C that can be regarded as closed subspaces of L2-spaces. We refer
the reader to [68] for the study of the multidimensional case.
Example 3.6. Let ν be a positive Borel measure on R+ such that∫
R+
tn d ν(t) <∞ and ν((c,∞)) > 0 for all n ∈ Z+ and c ∈ (0,∞). (3.9)
Define the positive Borel measure µ on C by
µ(∆) =
1
2pi
∫ 2pi
0
∫
R+
χ∆(r e
iθ) d ν(r) d θ, ∆ is a Borel subset of C.
It is a matter of routine to show that p ∈ L2(µ) for every complex polynomial p in
one complex variable. Since, by (3.9),
∫
R+
tn d ν(t) ∈ (0,∞) for every n ∈ Z+, we
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can define the function Φ : C → C by
Φ(z) =
∞∑
n=0
1∫
R+
t2n d ν(t)
zn, z ∈ C. (3.10)
It follows from (3.9) and [52, Exercise 4(e), Chapter 3] that the radius of conver-
gence of the power series in (3.10) is equal to
1
lim supn→∞
1
n
√∫
R+
t2n d ν(t)
= lim
n→∞
n
√∫
R+
t2n d ν(t) =∞.
As a consequence, Φ ∈ F . It turns out that the reproducing kernel Hilbert space
Φ(C) can be described as follows
Φ(C) =
{
f : f is an entire function on C and f ∈ L2(µ)}. (3.11)
This fact was proved in [23, 24] (see also [25]) under the additional assumption
that ν({0}) = 0. However, arguing as in [36, Example 18] (with emphases put
on [36, Eq. (40)]), one can show that (3.11) remains true without assuming that
ν({0}) = 0. This means that the right-hand side of (3.11) is a reproducing kernel
Hilbert space with the reproducing kernel C × C ∋ (ξ, η) 7→ Φ(ξη¯) ∈ C, where Φ is
given by (3.10). In particular, if ν is the positive Borel measure on R+ given by
ν(∆) = 2
∫
∆
s e−s
2
d s, ∆ is a Borel subset of R+,
then
∫
R+
t2n d ν(t) = n! for every n ∈ Z+. This implies that Φ = exp and conse-
quently exp(C) can be regarded as the Segal-Bargmann space B1 (cf. Section 12).
The results of the present paper can be applied to Φ(C) with Φ given by (3.10).
In particular, by Proposition 6.2 and Corollary 10.3, bounded hyponormal compo-
sition operators on Φ(C) with holomorphic symbols are always normal.
It follows from Proposition 3.3 that
dimΦ({0}) =
{
0 if Φ(0) = 0,
1 if Φ(0) 6= 0,
Φ ∈ F .
From now on, to avoid trivial cases, we make the following
Standing assumption: dimH > 1. (3.12)
4. Introducing Cϕ
Given a holomorphic mapping ϕ : H → H, we define the operator Cϕ in Φ(H),
called a composition operator with a symbol ϕ, by
D(Cϕ) = {f ∈ Φ(H) : f ◦ ϕ ∈ Φ(H)},
Cϕf = f ◦ ϕ, f ∈ D(Cϕ).
We begin by stating two simple properties of composition operators.
Proposition 4.1. Let ϕ : H → H be a holomorphic mapping and Φ ∈ F . Then
(i) Cϕ is closed,
(ii) if Φ(0) 6= 0 and Cϕ ∈ B(Φ(H)), then r(Cϕ) > 1 and thus ‖Cϕ‖ > 1.
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Proof. (i) This can be deduced from the reproducing property (3.3).
(ii) By Proposition 3.3, the function 1 is an eigenvector of Cϕ corresponding to
the eigenvalue 1. 
It is worth mentioning that the assertion (ii) of Proposition 4.1 is no longer
true if Φ(0) = 0 (e.g., one can apply Theorem 8.2 to Φ(z) = z exp(z)).
For self-containedness, we include the proof of the following description of the
adjoint ofCϕ which is true for composition operators acting in arbitrary reproducing
kernel Hilbert spaces with arbitrary symbols.
Theorem 4.2. Let ϕ : H → H be a holomorphic mapping and Φ ∈ F . Then
(i) if Cϕ is densely defined, then K
Φ is a core for C∗ϕ and
C∗ϕ(K
Φ
ξ ) = K
Φ
ϕ(ξ), ξ ∈ H, (4.1)
(ii) if there exists an operator Jϕ in Φ(H) such that
D(Jϕ) = K
Φ and Jϕ(K
Φ
ξ ) = K
Φ
ϕ(ξ) for all ξ ∈ H, (4.2)
then Cϕ = J
∗
ϕ; such Jϕ is unique, and it is closable if and only if Cϕ is
densely defined.
Moreover, if Cϕ is densely defined, then Jϕ := C
∗
ϕ|K Φ is closable and satisfies (4.2).
Proof. (i) Suppose Cϕ is densely defined. Since for every f ∈ D(Cϕ),
〈Cϕf,KΦξ 〉
(3.3)
= (Cϕf)(ξ) = f(ϕ(ξ))
(3.3)
= 〈f,KΦϕ(ξ)〉, ξ ∈ H,
we deduce that K Φ ⊆ D(C∗ϕ) and (4.1) holds. Set Jϕ = C∗ϕ|K Φ . Then clearly
Jϕ is closable and densely defined, and thus, by the von Neumann theorem, J
∗
ϕ is
densely defined and J∗∗ϕ = Jϕ. If f ∈ D(J∗ϕ), then
(J∗ϕf)(ξ)
(3.3)
= 〈J∗ϕf,KΦξ 〉 = 〈f, JϕKΦξ 〉
(4.1)
= 〈f,KΦϕ(ξ)〉
(3.3)
= f(ϕ(ξ)), ξ ∈ H,
which implies that f ∈ D(Cϕ) and J∗ϕf = Cϕf . Hence J∗ϕ ⊆ Cϕ. This yields
Jϕ ⊆ C∗ϕ ⊆ J∗∗ϕ = Jϕ,
which means that K Φ is a core for C∗ϕ.
(ii) Take f ∈ Φ(H). If h = ∑ni=1 λiKΦξi for some finite sequences {λi}ni=1 ⊆ C
and {ξi}ni=1 ⊆ H, then, by (3.3) and (4.2), we have
〈Jϕh, f〉 =
n∑
i=1
λif(ϕ(ξi)). (4.3)
Note that f is in D(J∗ϕ) if and only if there exists c ∈ (0,∞) such that |〈Jϕh, f〉|2 6
c‖h‖2 for all h ∈ D(Jϕ), or equivalently, by (3.5) and (4.3), if and only if∣∣∣ n∑
i=1
λ¯if(ϕ(ξi))
∣∣∣2 6 c n∑
i,j=1
KΦ(ξj , ξi)λiλ¯j , {λi}ni=1 ⊆ C, {ξi}ni=1 ⊆ H, n ∈ N.
In view of Theorem 3.2, the latter is equivalent to f ◦ ϕ ∈ Φ(H). This shows that
D(Cϕ) = D(J
∗
ϕ). Moreover, by (3.3) and (4.3), we have
〈Jϕh, f〉 = 〈h, f ◦ ϕ〉, h ∈ D(Jϕ), f ∈ D(Cϕ),
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which implies that Cϕ = J
∗
ϕ. The uniqueness of an operator Jϕ satisfying (4.2) is
obvious. The fact that such Jϕ is closable if and only if Cϕ is densely defined is a
direct consequence of the von Neumann theorem. This completes the proof. 
Corollary 4.3. Suppose Φ ∈ F and ϕ : H → H is a holomorphic mapping
such that Cϕ is hyponormal. Then ϕ(0) = 0.
Proof. Since
KΦ0 (ϕ(ξ)) = Φ(〈ϕ(ξ), 0〉) = Φ(0) = Φ(〈ξ, 0〉) = KΦ0 (ξ), ξ ∈ H,
we deduce that KΦ0 ∈ D(Cϕ) and CϕKΦ0 = KΦ0 . By Theorem 4.2(i), we have
Φ(‖ϕ(0)‖2) = ‖KΦϕ(0)‖2 = ‖C∗ϕKΦ0 ‖2 6 ‖CϕKΦ0 ‖2 = ‖KΦ0 ‖2 = Φ(0).
Since the function Φ|[0,∞) is strictly increasing, we get ‖ϕ(0)‖ = 0, which completes
the proof. 
Regarding Theorem 4.2(ii), it is worth pointing out that if the composition
operator Cϕ is not densely defined, then the operator Jϕ satisfying (4.2) may not
exist. This is illustrated by Proposition 4.4 below which deals with the question of
when Cϕ is a zero operator. We also give an exact description of the norm of the
composition operator with a constant symbol.
Proposition 4.4. Let ϕ : H → H be a holomorphic mapping and Φ ∈ F . Then
(i) if Φ(0) 6= 0 and Cϕ is densely defined, then Cϕ is not a zero operator,
(ii) if Φ(0) = 0, then Cϕ is a densely defined zero operator if and only if
ϕ(ξ) = 0 for every ξ ∈ H; if this is the case, then D(Cϕ) = Φ(H),
(iii) if Φ(0) = 0 and ϕ(ξ) = a for every ξ ∈ H and for some a ∈ H \ {0}, then
Cϕ is a zero operator, D(Cϕ) = {KΦa }⊥, KΦa 6= 0 and there is no operator
Jϕ in Φ(H) satisfying (4.2),
(iv) if Φ(0) 6= 0 and ϕ(ξ) = a for every ξ ∈ H and for some a ∈ H, then
Cϕ ∈ B(Φ(H)), 1 ∈ Φ(H), Cϕf = f(a) · 1 for every f ∈ Φ(H), and
‖Cϕ‖ =
√
Φ(‖a‖2)
Φ(0)
.
Proof. (i)&(ii) Suppose Cϕ is densely defined and Cϕf = 0 for every f ∈
D(Cϕ). Then C
∗
ϕ vanishes on Φ(H) and consequently
∞∑
n=0
an‖ϕ(ξ)‖2n (3.5)= ‖KΦϕ(ξ)‖2
(4.1)
= ‖C∗ϕ(KΦξ )‖2 = 0, ξ ∈ H, (4.4)
where {an}∞n=0 is as in (3.1). If Φ(0) 6= 0, we arrive at a contradiction (because
Φ(0) = a0). If Φ(0) = 0, then (4.4) implies that ϕ(ξ) = 0 for every ξ ∈ H.
Suppose now that Φ(0) = 0 and ϕ(ξ) = 0 for every ξ ∈ H. Then, by (3.5),
KΦ0 = 0 and thus, by (3.3), f(0) = 0 for every f ∈ Φ(H), which means that
D(Cϕ) = Φ(H) and Cϕf = 0 for every f ∈ Φ(H).
(iii) If f ∈ D(Cϕ), then f(a) · 1 = Cϕf ∈ Φ(H) and thus, by Proposition 3.3,
f(a) = 0, or equivalently, by (3.3), f ∈ {KΦa }⊥. The converse implication holds as
well. Since, by (3.5), ‖KΦ0 ‖2 = Φ(0) = 0 and ‖KΦa ‖2 = Φ(‖a‖2) > 0, we see that
KΦ0 = 0 and K
Φ
ϕ(0) 6= 0. Hence, there is no operator Jϕ satisfying (4.2).
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(iv) Using Proposition 3.3, we see that 1 ∈ Φ(H) and
Cϕf = f(a) · 1 (3.3)= 〈f,KΦa 〉 · 1, f ∈ Φ(H),
which in the standard operator theory notation means that Cϕ = 1⊗KΦa (cf. [17,
p. 72]). This together with (3.5), (3.8) and [17, Proposition 16.3(d)] yields
‖Cϕ‖ = ‖1‖‖KΦa ‖ =
√
Φ(‖a‖2)
Φ(0)
. 
Under the assumptions of Proposition 4.4(iii), the orthocomplement of the
domain of Cϕ is one-dimensional and there is no operator Jϕ in Φ(H) satisfying
(4.2). However, if Φ(H) is infinite dimensional, then there are plenty of operators
T in Φ(H) such that D(T ) = K Φ and Cϕ = T ∗ (compare with Theorem 4.2(ii)).
This is a consequence of the following more general result.
Proposition 4.5. Let A be a zero operator in a complex Hilbert space H such
that D(A) = {e}⊥ for some nonzero e ∈ H. Then
(i) if T is a densely defined operator in H, then A = T ∗ if and only if there
exists a discontinuous linear functional τ : D(T )→ C such that Tξ = τ(ξ)e
for every ξ ∈ D(T ),
(ii) if H is infinite dimensional and E is a dense vector subspace of H, then
there exists an operator T in H such that D(T ) = E and A = T ∗.
Proof. (i) Suppose A = T ∗. If η ∈ {e}⊥ = D(T ∗), then 〈Tξ, η〉 = 0 for
all ξ ∈ D(T ). Hence {e}⊥ ⊆ R(T )⊥, or equivalently, R(T ) ⊆ C · e. Thus for
every ξ ∈ D(T ) there exists a unique τ(ξ) ∈ C such that Tξ = τ(ξ)e. Clearly, τ is a
linear functional which is not continuous (otherwise, D(T ∗) = H, which contradicts
our assumption). To prove the “if” part note that η ∈ D(T ∗) if and only if the
functional D(T ) ∋ ξ 7→ 〈Tξ, η〉 = τ(ξ)〈e, η〉 ∈ C is continuous.
(ii) This is a direct consequence of (i) and the fact that each infinite dimensional
normed space admits a discontinuous linear functional. 
5. Maximality of Cϕ
In this section we show that members of the class of densely defined composition
operators in Φ(H) with holomorphic symbols are maximal with respect to inclusion
of graphs (see Theorem 5.3 below). First, we need the following two lemmata.
Lemma 5.1. If a, b ∈ H and n ∈ N, then the following conditions are equivalent:
(i) 〈η, a〉n = 〈η, b〉n for all η ∈ H,
(ii) there exists δ ∈ C such that δn = 1 and a = δ · b.
Proof. Suppose (i) holds. It is clear that {a}⊥ = {b}⊥. Hence
C · a = {a}⊥⊥ = {b}⊥⊥ = C · b.
If a = 0, then b = 0 and thus δ = 1 does the job. Otherwise, a 6= 0, b 6= 0 and
a = δ · b for some δ ∈ C \ {0}. Substituting η = b into (i), we get δ¯n‖b‖2n = ‖b‖2n,
which implies that (ii) holds. The reverse implication (ii)⇒(i) is obvious. 
Lemma 5.2. If ϕ : H → C is holomorphic, then the set ϕ−1(C\{0}) is connected.
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Proof. Take a, b ∈ ϕ−1(C \ {0}) such that a 6= b. Let Ha,b be the vector
space spanned by {a, b}. Since Ha,b is finite dimensional and ϕ|Ha,b is holomorphic,
we infer from [15, Proposition 2.2.3] that Ωa,b := {ξ ∈ Ha,b : ϕ|Ha,b(ξ) 6= 0} is
connected and thus there exists a continuous path f : [0, 1]→ Ωa,b such that f(0) =
a and f(1) = b. Since Ωa,b ⊆ ϕ−1(C \ {0}), we deduce that ϕ−1(C \ {0}) is path-
connected and hence connected. 
Now we are ready to prove the main result of this section.
Theorem 5.3. Let Φ ∈ F and let ϕ, ψ : H → H be holomorphic mappings.
Assume that the operator Cϕ is densely defined. Then the following conditions are
equivalent:
(i) Cϕ ⊆ Cψ,
(ii) Cϕ = Cψ,
(iii) there exists α ∈ GΦ such that ϕ(ξ) = α · ψ(ξ) for every ξ ∈ H.
Proof. Since Φ ∈ F , the set ZΦ \ {0} is nonempty.
(i)⇒(iii) It follows from (i) that C∗ψ ⊆ C∗ϕ and thus, by Theorem 4.2(i), K Φ ⊆
D(C∗ϕ) ∩D(C∗ψ) and
KΦψ(ξ) = C
∗
ψK
Φ
ξ = C
∗
ϕK
Φ
ξ = K
Φ
ϕ(ξ), ξ ∈ H.
This implies that
Φ(〈η, ψ(ξ)〉) = 〈KΦψ(ξ),KΦη 〉 = 〈KΦϕ(ξ),KΦη 〉 = Φ(〈η, ϕ(ξ)〉), ξ, η ∈ H.
Replacing η by zη, we get∑
n∈ZΦ
an〈η, ψ(ξ)〉nzn =
∑
n∈ZΦ
an〈η, ϕ(ξ)〉nzn, z ∈ C, ξ, η ∈ H,
where the sequence {ak}∞k=0 is as in (3.1). Hence, we have
〈η, ψ(ξ)〉n = 〈η, ϕ(ξ)〉n, ξ, η ∈ H, n ∈ ZΦ \ {0}. (5.1)
This implies that ϕ−1(H \ {0}) = ψ−1(H \ {0}). If ϕ−1(H \ {0}) = ∅, then α = 1
does the job. Suppose ϕ−1(H \ {0}) 6= ∅. By (5.1) and Lemma 5.1, for every
ξ ∈ ϕ−1(H \ {0}), there exists a unique δ(ξ) ∈ GΦ such that
ψ(ξ) = δ(ξ) · ϕ(ξ), ξ ∈ ϕ−1(H \ {0}). (5.2)
Our next aim is to show that the open set ϕ−1(H\{0}) is connected. Take a, b ∈
ϕ−1(H\{0}) such that a 6= b. Note that there exists η ∈ H such that 〈ϕ(a), η〉 6= 0
and 〈ϕ(b), η〉 6= 0. Indeed, if 〈ϕ(a), ϕ(b)〉 = 0, then we set η = ϕ(a) + ϕ(b).
Otherwise, we set η = ϕ(b). Since 〈ϕ(·), η〉 is a holomorphic function, we infer from
Lemma 5.2 that there exists a continuous path f : [0, 1] → {ξ ∈ H : 〈ϕ(ξ), η〉 6= 0}
such that f(0) = a and f(1) = b. Since {ξ ∈ H : 〈ϕ(ξ), η〉 6= 0} ⊆ ϕ−1(H \ {0}), we
conclude that ϕ−1(H \ {0}) is path-connected and thus connected.
Now we show that δ(·) is a holomorphic function. Indeed, (5.2) yields
δ(ξ) =
〈ψ(ξ), η〉
〈ϕ(ξ), η〉 , ξ ∈ Ωη := {ζ ∈ H : 〈ϕ(ζ), η〉 6= 0}, η ∈ H.
Since ϕ−1(H \ {0}) = ⋃η∈HΩη and each Ωη is open, we deduce that the function
δ(·) is continuous and G-holomorphic on ϕ−1(H\{0}); thus by [12, Theorem 14.9]
it is holomorphic.
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Recall that δ(ξ) ∈ GΦ for all ξ ∈ ϕ−1(H\{0}). Hence |δ(·)| = 1 on ϕ−1(H\{0}).
As δ(·) is holomorphic and ϕ−1(H \ {0}) is connected, the maximum modulus
principle (cf. [12, Corollary 13.9]) implies that there exists α ∈ C such that δ(ξ) = α¯
for every ξ ∈ ϕ−1(H\{0}). Since ϕ−1(H\{0}) = ψ−1(H\{0}), we infer from (5.2)
that (iii) holds.
(iii)⇒(ii) Note that
Φ(〈η, ϕ(ξ)〉) =
∑
n∈ZΦ
anα¯
n〈η, ψ(ξ)〉n =
∞∑
n=0
an〈η, ψ(ξ)〉n = Φ(〈η, ψ(ξ)〉), ξ, η ∈ H.
Therefore, by (3.5) and (4.1), we have
〈C∗ϕ(KΦξ ),KΦη 〉 = 〈KΦϕ(ξ),KΦη 〉 = 〈KΦψ(ξ),KΦη 〉, ξ, η ∈ H. (5.3)
This implies that there exists an operator Jψ in Φ(H) which satisfies (4.2) with ψ
in place of ϕ, and such that Jψ ⊆ C∗ϕ. Hence Jψ is closable. By Theorem 4.2(ii),
Cψ is densely defined. It follows from (4.1) (applied to ψ) and (5.3) that
C∗ϕ(K
Φ
ξ ) = C
∗
ψ(K
Φ
ξ ), ξ ∈ H.
Since, by Theorem 4.2(i), K Φ is a core for C∗ϕ and C
∗
ψ , we deduce that C
∗
ϕ = C
∗
ψ . By
Proposition 4.1(i) and the von Neumann theorem, we have Cϕ = C
∗∗
ϕ = C
∗∗
ψ = Cψ.
(ii)⇒(i) Evident. 
6. Boundedness of Cϕ (only necessity)
We begin by proving a kind of “cancellation” lemma.
Lemma 6.1. If Φ ∈ F and f, g : H → [0,∞) are such that lim inf‖ξ‖→∞ g(ξ) > 0
and lim sup‖ξ‖→∞
Φ(f(ξ))
Φ(g(ξ)) <∞, then lim sup‖ξ‖→∞ f(ξ)g(ξ) <∞.
Proof. By assumption there exist R0, ε ∈ (0,∞) and c ∈ [1,∞) such that
g(ξ) > ε and c >
Φ(f(ξ))
Φ(g(ξ))
for all ξ ∈ H such that ‖ξ‖ > R0. (6.1)
Let Φ be as in (3.1). Then (6.1) implies that
a0(c− 1) >
∞∑
n=1
ang(ξ)
n
((
f(ξ)
g(ξ)
)n
− c
)
, ξ ∈ H, ‖ξ‖ > R0. (6.2)
Suppose the contrary, that lim sup‖ξ‖→∞
f(ξ)
g(ξ) = ∞. Then there exists a sequence
{ξk}∞k=1 ⊆ H such that limk→∞ ‖ξk‖ = ∞ and limk→∞ f(ξk)g(ξk) = ∞. Take any real
number ϑ > c. Then, by (6.1), there exists an integer k > 1 such that ‖ξk‖ > R0,
g(ξk) > ε and
f(ξk)
g(ξk)
> ϑ. This and (6.2) yield
a0(c− 1) >
∞∑
n=1
ang(ξk)
n
((
f(ξk)
g(ξk)
)n
− c
)
> (ϑ− c)(Φ(ε)− Φ(0)).
Since Φ(ε) − Φ(0) > 0, we deduce that ϑ 6 c + a0(c−1)Φ(ε)−Φ(0) for all ϑ > c, which is a
contradiction. 
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Now we show that if a composition operator Cϕ is densely defined and bounded,
then its symbol ϕ is a polynomial of degree at most 1 (or, in other words, ϕ is affine),
i.e., ϕ = A + b for some A ∈ B(H) and b ∈ H, where (A + b)(ξ) = A(ξ) + b for
ξ ∈ H (see [11] for a very particular case of analytic composition operators on
the Segal-Bargmann space of finite order). As shown in Example 12.9, Cϕ may be
densely defined even if the symbol ϕ is not a polynomial.
Proposition 6.2. Suppose Φ ∈ F , ϕ : H → H is a holomorphic mapping
and D(Cϕ) = Φ(H). Then Cϕ is bounded and there exists a unique pair (A, b) ∈
B(H)×H such that ϕ = A+ b.
Proof. By Proposition 4.1 and the closed graph theorem, the operator Cϕ
and, consequently, C∗ϕ are bounded. Since Φ(x) > 0 for all x ∈ (0,∞) and ‖KΦξ ‖2 =
Φ(‖ξ‖2) for all ξ ∈ H, we see that KΦξ 6= 0 for all ξ ∈ H \ {0}. This together with
Theorem 4.2(i) implies that
Φ(‖ϕ(ξ)‖2)
Φ(‖ξ‖2)
(3.5)
=
‖KΦϕ(ξ)‖2
‖KΦξ ‖2
=
∥∥∥∥C∗ϕ KΦξ‖KΦξ ‖
∥∥∥∥2 6 ‖Cϕ‖2, ξ ∈ H \ {0}.
Hence, by Lemma 6.1, lim sup‖ξ‖→∞
‖ϕ(ξ)‖
‖ξ‖ <∞. Applying [12, Theorem 13.8], we
get the required representation ϕ = A+ b. 
The study of boundedness of a composition operator with an affine symbol
reduces to investigating the case when the linear part of the symbol is positive. We
begin by stating a lemma which is a direct consequence of Proposition 3.5.
Lemma 6.3. Suppose Φ ∈ F , ϕ : H → H is a holomorphic mapping and W ∈
B(H) is a coisometry. Then CWCϕ = Cϕ◦W .
Proposition 6.4. Let Φ ∈ F , ϕ = A + b and ψ = |A∗|+ b, where A ∈ B(H)
and b ∈ H. Then
(i) D(Cϕ) = D(Cψ),
(ii) Cϕ ∈ B(Φ(H)) if and only if Cψ ∈ B(Φ(H)),
(iii) ‖Cϕ‖ = ‖Cψ‖ provided Cϕ ∈ B(Φ(H)).
Proof. Let A = U |A| be the polar decomposition of A. Then A∗ = U∗|A∗| is
the polar decomposition of A∗. Consider two cases.
Case 1. dimN(A∗) 6 dimN(A).
Then there exists an isometry W˜ ∈ B(H) which extends U∗|R(|A∗|). Hence
A∗ = W˜ |A∗| and so A = |A∗|W , where W := (W˜ )∗ is a coisometry. Therefore
ψ ◦ W = ϕ, which by Lemma 6.3 yields CWCψ = Cϕ. Since by Corollary 8.4,
CW ∈ B(Φ(H)) is an isometry, we see that (i), (ii) and (iii) hold.
Case 2. dimN(A) 6 dimN(A∗).
Let P ∈ B(H) be the orthogonal projection of H onto R(A). We will show
that there exists a coisometry V ∈ B(H) such that
UV = P. (6.3)
Indeed, since dimN(A) 6 dimN(A∗), there exists an isometry U˜ ∈ B(H) which
extends U |R(|A|). Then V := U˜∗ is a partial isometry with initial space R(U˜) and
final space H which extends U∗|R(A). Hence, V
(R(U˜) ⊖ R(A) ) = H ⊖R(|A|) =
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N(U). It is now easy to see that V satisfies (6.3). As A = |A∗|U and |A∗|(IH−P ) =
0, we have
(ϕ ◦ V )(ξ) = |A∗|UV ξ + b (6.3)= |A∗|Pξ + b = |A∗|ξ + b = ψ(ξ), ξ ∈ H.
This, the fact that V is a coisometry and Lemma 6.3 imply that CV Cϕ = Cψ . Since,
by Corollary 8.4, CV ∈ B(Φ(H)) is an isometry, we deduce that the conditions (i),
(ii) and (iii) are satisfied. This completes the proof. 
7. Fock’s type model for CA
Recall that, by Theorem 4.2, K Φ is a core for C∗ϕ whenever Cϕ is densely
defined. In this section we discuss the question of whether K Φ is a core for Cϕ
and the related question of whether C∗ϕ = Cϕ∗ for ϕ = A ∈ B(H). To answer these
two questions, we build a Fock’s type model for CA (cf. Theorem 7.2). We begin
by proving an auxiliary lemma.
Lemma 7.1. If Φ ∈ F and A ∈ B(H), then
(i) K Φ ⊆ D(CA) and CA(KΦξ ) = KΦA∗ξ for all ξ ∈ H,
(ii) C∗A = CA∗ |K Φ ,
(iii) (CA|K Φ)∗ = CA∗ .
Proof. (i) If ξ, η ∈ H, then by (3.4), we have
(KΦξ ◦A)(η) = Φ(〈Aη, ξ〉) = Φ(〈η,A∗ξ〉) = KΦA∗ξ(η),
which implies that KΦξ ∈ D(CA) and CA(KΦξ ) = KΦA∗ξ.
(ii) Applying (4.1) and (i) (the latter to A∗), we see that C∗A|K Φ = CA∗ |K Φ .
Taking closures and using Theorem 4.2(i), we obtain (ii).
(iii) Applying (ii) to A∗, we get C∗A∗ = CA|K Φ . Since CA∗ is closed (see
Proposition 4.1) and densely defined, the von Neumann theorem yields
(CA|K Φ)∗ = (C∗A∗)∗ = CA∗ . 
For n ∈ Z+, we denote by H⊙n the n-th symmetric tensor power of a complex
Hilbert space H and by A⊙n the n-th symmetric tensor power of A ∈ B(H). In
particular, we follow the convention that H⊙0 = C, ξ⊗0 = 1 for all ξ ∈ H and
A⊙0 = IC. Given Φ ∈ F , we write ΓΦ(A) =
⊕
n∈ZΦ A
⊙n for A ∈ B(H). The
operator ΓΦ(A) is closed and densely defined as an orthogonal sum of a number of
bounded operators A⊙n ∈ B(H⊙n). The mapping ΓΦ(·) is used below to build a
Fock’s type model for CA.
Theorem 7.2. Suppose Φ ∈ F , Q is a conjugation on H and A ∈ B(H).
Then there exists a unitary isomorphism UΦ,Q : Φ(H) →
⊕
n∈ZΦ H⊙n, which does
not depend on A, such that
C∗A = U
−1
Φ,QΓΦ(ΞQ(A))UΦ,Q, (7.1)
where ΞQ(A) = QAQ (see Appendix A).
Proof. Set M = ⊕n∈ZΦ H⊙n and T = ΓΦ(ΞQ(A)). Let {an}∞n=0 be as in
(3.1). Since ∑
n∈ZΦ
‖√an ξ⊗n‖2 = Φ(‖ξ‖2), ξ ∈ H, (7.2)
COMPOSITION OPERATORS ON ENTIRE FUNCTIONS WITH ANALYTIC SYMBOLS 19
we can define the function Y : H →M by
Y (ξ) =
⊕
n∈ZΦ
√
an ξ
⊗n, ξ ∈ H. (7.3)
Denote by Y the linear span of {Y (ξ) : ξ ∈ H}. By (7.2), we have∑
n∈ZΦ
‖√anΞQ(A)⊙nξ⊗n‖2 = Φ(‖ΞQ(A)ξ‖2) <∞, ξ ∈ H,
which implies that Y ⊆ D(T ). We will show that Y is a core for T . To this end, we
take h ∈ D(T ) which is orthogonal to Y with respect to the graph inner product
〈·, -〉T . Since h =
⊕
n∈ZΦ hn with hn ∈ H⊙n, we get
0 = 〈h, Y (λ¯ξ)〉+ 〈Th, TY (λ¯ξ)〉
=
∑
n∈ZΦ
√
an
(
〈hn, ξ⊗n〉+ 〈ΞQ(A)⊙nhn, ΞQ(A)⊙nξ⊗n〉
)
λn, λ ∈ C, ξ ∈ H.
By the identity theorem for power series, this implies that
〈(I + (ΞQ(A)⊙n)∗ΞQ(A)⊙n)hn, ξ⊗n〉 = 0, ξ ∈ H, n ∈ ZΦ.
Using the polarization formula (cf. [12, Theorem 4.6]), one can show that the set
{ξ⊗n : ξ ∈ H} is total in H⊙n. Hence, we have
(I + (ΞQ(A)
⊙n)∗ΞQ(A)⊙n)hn = 0, n ∈ ZΦ.
As a consequence, we see that hn = 0 for all n ∈ Z+, which yields h = 0. This
combined with the fact that (D(T ), 〈·, -〉T ) is a Hilbert space (cf. [75, Theorem 5.1])
implies that Y is a core for T . Since T is densely defined, we get
Y =M. (7.4)
It follows from (7.3) that
〈Y (ξ), Y (η)〉 = Φ(〈ξ, η〉) = Φ(〈Qη,Qξ〉) (3.5)= 〈KΦQξ,KΦQη〉, ξ, η ∈ H. (7.5)
Since K Φ is dense in Φ(H) and Q is surjective, we deduce from (7.4) and (7.5)
that there exists a unique unitary isomorphism U = UΦ,Q : Φ(H) → M such that
(compare with [64, Proposition 1])
UKΦQξ = Y (ξ), ξ ∈ H. (7.6)
Applying Theorem 4.2 and the equalities (7.3) and (7.6) , we see that K Φ ⊆ D(C∗A),
C∗A(K
Φ) ⊆ K Φ and
TU(KΦQξ) = TY (ξ) =
⊕
n∈ZΦ
√
an (ΞQ(A)ξ)
⊗n
= Y (ΞQ(A)ξ) = UK
Φ
AQξ = UC
∗
A(K
Φ
Qξ), ξ ∈ H.
This combined with the surjectivity of Q, the injectivity of U and (7.6) implies that
UK Φ = Y , TY ⊆ Y and T |Y U = UC∗A|K Φ . Hence U−1T |Y U = C∗A|K Φ which
together with Theorem 4.2, Lemma 7.1 and the fact that Y is a core for T yields
C∗A = CA∗ |K Φ = C∗A|K Φ = U−1T |Y U = U−1TU.
This completes the proof. 
Before answering the two questions posed at the beginning of this section, we
state and prove one more lemma.
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Lemma 7.3. Suppose Φ ∈ F and A ∈ B(H). Then the following conditions
are equivalent:
(i) C∗A = CA∗ ,
(ii) K Φ is a core for CA,
(iii) N(I + CACA∗) = {0},
(iv) if f ∈ D(CA) and f(AA∗ξ) = −f(ξ) for all ξ ∈ H, then f = 0.
Proof. (i)⇔(ii) If C∗A = CA∗ , then Proposition 4.1(i), Lemma 7.1(iii) and the
von Neumann theorem yield
CA = C
∗∗
A = C
∗
A∗ = (CA|K Φ)∗∗ = CA|K Φ .
Similar reasoning gives the reverse implication.
(i)⇔(iii) This is a direct consequence of the inclusion C∗A ⊆ CA∗ (apply Lemma
7.1(ii)) and the following general fact: if S and T are closed densely defined oper-
ators in a complex Hilbert space H such that S ⊆ T , then S = T if and only if
N(I + S∗T ) = {0}.
(ii)⇔(iv) Note that K Φ is a core for CA if and only if K Φ is dense in D(CA)
with respect to the graph norm or equivalently if and only if the only function f
in D(CA) such that 〈f,KΦξ 〉+ 〈CAf, CAKΦξ 〉 = 0 for all ξ ∈ H is the zero function.
Since, by Lemma 7.1 and Theorem 4.2(i),
〈f,KΦξ 〉+ 〈CAf, CAKΦξ 〉
(3.3)
= f(ξ) + 〈CAf,KΦA∗ξ〉
= f(ξ) + 〈f,KΦAA∗ξ〉
(3.3)
= f(ξ) + f(AA∗ξ), ξ ∈ H,
we conclude that the conditions (ii) and (iv) are equivalent. 
Now we are in a position to answer the aforementioned questions.
Theorem 7.4. Suppose Φ ∈ F and A ∈ B(H). Then
(i) C∗A = CA∗ ,
(ii) K Φ is a core for CA.
Proof. (i) First note that (B∗)⊙n = (B⊙n)∗ for every B ∈ B(H) and for all
n ∈ Z+. Fix any conjugation Q on H. Since CA is closed and densely defined (cf.
Lemma 7.1), we infer from Theorem 7.2 and Proposition A.3(v) that
CA = (C
∗
A)
∗ (7.1)= U−1Φ,Q
( ⊕
n∈ZΦ
ΞQ(A)
⊙n
)∗
UΦ,Q
= U−1Φ,Q
( ⊕
n∈ZΦ
ΞQ(A
∗)⊙n
)
UΦ,Q
(7.1)
= (CA∗)
∗.
Applying the above to A∗ in place of A (or taking adjoints), we get C∗A = CA∗ .
(ii) Apply Lemma 7.3. 
Corollary 7.5. Suppose Φ ∈ F and A ∈ B(H). Then CA is unitarily equiv-
alent to
⊕
n∈ZΦ C
〈n〉
A , where C
〈0〉
A is the identity operator on C and for every n ∈ N,
C
〈n〉
A denotes the composition operator in Φn(H) with the symbol A and Φn(z) = zn
for z ∈ C. Moreover, if Q is a conjugation on H, then for every n ∈ Z+, C〈n〉ΞQ(A∗)
is unitarily equivalent to A⊙n.
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Proof. Applying Theorems 7.2 and 7.4(i) to Φ (resp., Φn with n ∈ N), we
deduce that CA is unitarily equivalent to
⊕
n∈ZΦ ΞQ(A
∗)⊙n (resp., C〈n〉A is unitarily
equivalent to ΞQ(A
∗)⊙n for every n ∈ N). This and Proposition A.3 yield the
“moreover” part and the unitary equivalence of CA and
⊕
n∈ZΦ C
〈n〉
A . 
Corollary 7.6. Suppose Φ ∈ F and A ∈ B(H). Then CA is selfadjoint if
and only if there exists α ∈ GΦ such that A∗ = αA.
Proof. This is a direct consequence of Theorem 7.4(i) and Theorem 5.3. 
8. Boundedness and partial isometricity of CA
The following lemma will be used to calculate the norm of the composition
operator CA, where A ∈ B(H) (see Theorem 8.2). For self-containedness, we
include its proof.
Lemma 8.1. If A ∈ B(H) and n ∈ Z+, then A⊙n ∈ B(H⊙n) and ‖A⊙n‖ =
‖A‖n.
Proof. It suffices to consider the case of n ∈ N. Since A⊙n ⊆ A⊗n ∈ B(H⊗n),
we see that A⊙n ∈ B(H⊙n) and ‖A⊙n‖ 6 ‖A⊗n‖ = ‖A‖n. However
‖Af‖n = ‖A⊙nf⊗n‖ 6 ‖A⊙n‖‖f‖n, f ∈ H,
which implies that ‖A‖n 6 ‖A⊙n‖. This completes the proof. 
Theorem 8.2 below provides necessary and sufficient conditions for CA to be
bounded and the explicit formulas for the norm and the spectral radius of CA.
Given m ∈ Z+ and n ∈ Z+ ∪ {∞}, we define the function qm,n : [0,∞)→ [0,∞] by
qm,n(ϑ) = ϑ
mmax{1, ϑn−m}, ϑ ∈ [0,∞),
where ϑ0 = 1 for ϑ ∈ [0,∞), ϑ∞ = ∞ for ϑ ∈ (1,∞), ϑ∞ = 0 for ϑ ∈ [0, 1) and
1∞ = 1 (cf. [59, Lemma 2.1]).
Theorem 8.2. Suppose Φ ∈ F and A ∈ B(H). Set1 m = minZΦ and n =
supZΦ. Then
(i) if n <∞, then CA ∈ B(Φ(H)),
(ii) if n =∞, then CA ∈ B(Φ(H)) if and only if ‖A‖ 6 1.
Moreover, if CA ∈ B(Φ(H)), then
‖CA‖ = qm,n(‖A‖), (8.1)
r(CA) = qm,n(r(A)). (8.2)
Proof. Clearly, CA ∈ B(H) if and only if C∗A ∈ B(H), or equivalently by
Theorem 7.2, Lemma 8.1 and Proposition A.3, if and only if supk∈ZΦ ‖ΞQ(A)⊙k‖ =
supk∈ZΦ ‖A‖k <∞. This implies (i) and (ii). Moreover, we have
‖CA‖ = ‖C∗A‖
(7.1)
= sup
k∈ZΦ
‖ΞQ(A)⊙k‖ = sup
k∈ZΦ
‖A‖k = qm,n(‖A‖).
To prove (8.2), assume that CA ∈ B(Φ(H)). Since CAk = CkA ∈ B(Φ(H)) for
every k ∈ N, we infer from (8.1) that
‖CkA‖1/k = qm,n(‖Ak‖1/k), k ∈ N.
1 Note that 0 is a zero of Φ of multiplicity m and ∞ is a pole of Φ of order n.
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If n <∞, then qm,n is continuous on [0,∞). This, combined with Gelfand’s formula
for spectral radius, yields
r(CA) = lim
k→∞
qm,n(‖Ak‖1/k) = qm,n(r(A)). (8.3)
In turn, if n =∞, then qm,n is continuous on [0, 1] and, by (ii), ‖Ak‖1/k ∈ [0, 1] for
every k ∈ N. Passing to the limit, as in (8.3), we get (8.2). 
Corollary 8.3. Suppose Φ ∈ F , A ∈ B(H) and CA ∈ B(Φ(H)). Then
(i) if A is normaloid, then so is CA,
(ii) if Φ(0) 6= 0 and ‖A‖ 6 1, then CA is normaloid and r(CA) = ‖CA‖ = 1,
(iii) if either Φ(0) = 0 or ‖A‖ > 1, then CA is normaloid if and only if A is
normaloid.
Proof. The assertions (i) and (ii) follow directly from Theorem 8.2. In view of
(i), it remains to prove the “only if” part of (iii). Assume CA is normaloid. Using
Theorem 8.2, we show that in each of the three possible cases A is normaloid.
Indeed, if Φ(0) 6= 0 and ‖A‖ > 1, then m = 0 and 1 6 n < ∞, and thus, by
(8.1) and (8.2), max{1, r(A)n} = ‖A‖n, which implies that r(A) = ‖A‖. In turn, if
Φ(0) = 0 and ‖A‖ 6 1, then 1 6 m 6 n 6 ∞ and so r(A)m = ‖A‖m, which gives
r(A) = ‖A‖. Finally, if Φ(0) = 0 and ‖A‖ > 1, then 1 6 m 6 n <∞ and thus
r(A)mmax{1, r(A)n−m} = ‖A‖n,
which yields r(A) = ‖A‖. This completes the proof. 
Corollary 8.4. Suppose Φ ∈ F and A ∈ B(H). Then CA is an isometry
(resp., a coisometry, a unitary operator) if and only if A is a coisometry (resp., an
isometry, a unitary operator).
Proof. By Theorem 8.2, we may assume that CA ∈ B(Φ(H)). We will
consider only the case when CA is an isometry, leaving the remaining cases to
the reader. It follows from Theorem 7.4 that CA is an isometry if and only if
CAA∗ = C
∗
ACA = IΦ(H) = CI , or equivalently, by Theorem 5.3, if and only if there
exists α ∈ GΦ such that AA∗ = α · I. Since |α| = 1 and AA∗ > 0, we have α = 1
(because, by (3.12), H 6= {0}). This completes the proof. 
Corollary 8.5. Let Φ ∈ F and P ∈ B(H). Then CP is an orthogonal pro-
jection if and only if there exists α ∈ GΦ such that αP is an orthogonal projection.
Proof. If CP is an orthogonal projection, then by Theorem 7.4, CP∗P ⊇
CPC
∗
P = CP . Hence, by Theorem 5.3, there exists β ∈ GΦ such that P = βP ∗P .
Set α = β¯ and Q = αP . Since |α| = 1, we see that Q∗Q = Q.
To prove the reverse implication, set Q = αP . Since P,Q are contractions, we
infer from Theorem 8.2 that CP , CQ ∈ B(Φ(H)). This and Theorem 7.4 imply that
C∗Q = CQ = C
2
Q. By Theorem 5.3, CP = CQ, which completes the proof. 
Corollary 8.6. Let Φ ∈ F and A ∈ B(H). Then CA is a partial isometry if
and only if A is a partial isometry.
Proof. Here we use the well-known characterizations of partial isometries, see
[29, Problem 127 and Corollary 2]. Suppose CA is a partial isometry. By Theorem
7.4, we have
CAC
∗
A = CA∗A.
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As CAC
∗
A is an orthogonal projection, we deduce from the above equality and
Corollary 8.5 that there exists α ∈ GΦ such that αA∗A is an orthogonal projection.
Since orthogonal projections are positive, we conclude that α = 1 whenever A 6= 0
(the case of A = 0 is obvious). Reversing the above reasoning and using Theorem
8.2 we complete the proof. 
9. Positivity and the polar decomposition of CA
We begin by giving necessary and sufficient conditions for the composition
operator CA to be positive. In particular, we will show that if CA is positive, then
CA is selfadjoint. First, we state a simple lemma.
Lemma 9.1. Suppose T ∈ B(H) is a nonzero operator and α1, α2 ∈ C are such
that |αj | = 1 and αjT > 0 for j = 1, 2. Then α1 = α2.
Proof. Since αjT is selfadjoint, we see that α
2
jT = T
∗, which yields α21 = α
2
2.
If α2 = −α1, then 0 6 α2T = −α1T 6 0 and thus T = 0, a contradiction. 
Theorem 9.2. Suppose Φ ∈ F and A ∈ B(H). Then the following conditions
are equivalent:
(i) CA > 0,
(ii) there exists α ∈ GΦ such that αA > 0,
(iii) there exists B ∈ B(H) such that B > 0 and CA = CB .
Moreover, if A > 0, then CA is selfadjoint and CA = C
∗
A1/2
CA1/2 .
Proof. (i)⇒(ii) We split the proof of this implication into two steps.
Step 1. Suppose CA > 0 and n ∈ ZΦ \ {0}. Then there exists α ∈ Gn such
that αA > 0.
Indeed, it follows from Corollary 7.5 and Theorem 8.2 that C
〈n〉
A ∈ B(Φn(H))
and C
〈n〉
A > 0. Hence, by Corollary 7.6 (applied to Φn), there exists β ∈ GΦn = Gn
such that A∗ = βA. Then there exists k ∈ {0, . . . , n− 1} such that β = exp(i kn2pi).
Set z = exp(i knpi) and B = zA. It is easily seen that B
∗ = B. Let Q be a
conjugation on H. Since C〈n〉A > 0, we infer from Theorem 7.2 (applied to Φn) that
ΞQ(A)
⊙n
> 0. (9.1)
This implies that
〈Aξ, ξ〉n = 〈(Qξ)⊗n, ΞQ(A)⊙n(Qξ)⊗n〉 > 0, ξ ∈ H. (9.2)
Now we consider three cases.
Case 1. n is odd and k is even.
Then, zn = (−1)k = 1 and thus
〈Bξ, ξ〉n = 〈Aξ, ξ〉n
(9.2)
> 0, ξ ∈ H.
Since B = B∗ and n is odd, we see that B > 0. Hence αA > 0 with α = z ∈ Gn.
Case 2. n and k are odd.
Then α := (−z) ∈ Gn, and so
〈(−B)ξ, ξ〉n = 〈Aξ, ξ〉n
(9.2)
> 0, ξ ∈ H.
Hence, as in Case 1, we see that −B > 0 and consequently αA > 0.
Case 3. n is even.
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We can assume that A 6= 0. Since B is selfadjoint and
(−1)k〈Bξ, ξ〉n = 〈Aξ, ξ〉n
(9.2)
> 0, ξ ∈ H,
we deduce that k is even. Hence z ∈ Gn. We show that either B > 0 or −B > 0. In
view of Proposition A.3(vi), this reduces to showing that either T > 0 or −T > 0,
where T := ΞQ(B). To prove the latter, first observe that by Proposition A.3(v),
T ∗ = T . Let E be the spectral measure of T . Then the closed vector spaces
H− := R(E((−∞, 0))), H0 := R(E({0})) and H+ := R(E((0,∞))) reduce T .
Moreover, T− := −T |H− > 0, N(T−) = {0}, T+ := T |H+ > 0, N(T+) = {0} and
T = (−T−)⊕ 0|H0 ⊕ T+. (9.3)
We will prove that either H− = {0} or H+ = {0}. Indeed, otherwise there exist
e− ∈ H− and e+ ∈ H+ such that
〈T−e−, e−〉 = 1 = 〈T+e+, e+〉. (9.4)
Take λ1,−, λ1,+, λ2,−, λ2,+ ∈ C. Set ξi,± = λi,± · e± and ξi = ξi,−+ ξi,+ for i = 1, 2.
Clearly ξi,± ∈ H± for i = 1, 2. Since z ∈ Gn, we see that T⊙n = ΞQ(A)⊙n and
thus, by (9.1), (9.3) and (9.4), we have
0 6
〈
T⊙n
( 2∑
i=1
ξ⊗ni
)
,
2∑
j=1
ξ⊗nj
〉
=
2∑
i,j=1
〈((−T−)⊕ 0|H0 ⊕ T+)(ξi,− ⊕ 0⊕ ξi,+), ξj,− ⊕ 0⊕ ξj,+〉n
=
2∑
i,j=1
(〈T+ξi,+, ξj,+〉 − 〈T−ξi,−, ξj,−〉
)n
=
2∑
i,j=1
(λi,+λ¯j,+ − λi,−λ¯j,−)n. (9.5)
Set λ1,− = w, λ1,+ = 1, λ2,− = 1 and λ2,+ = −w with w = exp(ipin ). It follows
from (9.5) that
0 6
2∑
i,j=1
(λi,+λ¯j,+ − λi,−λ¯j,−)n = (−1)n2n+1Re(wn) = −2n+1 < 0,
which gives a contradiction. Hence either H− = {0} or H+ = {0}, which together
with (9.3) implies that either T > 0 or −T > 0, or equivalently that either B > 0
or −B > 0. If B > 0, then αA > 0 with α = z ∈ Gn. Otherwise, αA > 0 with
α = −z ∈ Gn. This completes the proof of Step 1.
Step 2. Suppose CA > 0. Then there exists α ∈ GΦ such that αA > 0.
Indeed, by Step 1, for every n ∈ ZΦ \ {0} there exists αn ∈ Gn such that
αnA > 0. Assuming that A 6= 0 (which is no loss of generality), we deduce from
Lemma 9.1 that αn = α for every n ∈ ZΦ \ {0}, where α := αinf ZΦ\{0}. Hence
α ∈ ⋂n∈ZΦ\{0}Gn = GΦ and αA > 0, which completes the proof of Step 2, and
thus of the implication (i)⇒(ii).
(ii)⇔(iii) Apply Lemma 7.1(i) and Theorem 5.3.
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(iii)⇒(i) Without loss of generality we can assume that A > 0. By Lemma 7.1,
CA1/2 is closed and densely defined. Hence, C
∗
A1/2
CA1/2 is positive and selfadjoint
(cf. [75, Theorem 5.39]). In view of Theorem 7.4(i), we have
C∗A1/2CA1/2 = CA1/2CA1/2 ⊆ CA = C∗A.
By maximality of selfadjoint operators (cf. [75, Theorem 5.31]), we deduce that
CA = C
∗
A1/2
CA1/2 , which implies that CA > 0. This also proves the “moreover”
part. 
Corollary 9.3. Suppose A ∈ B(H) and n ∈ N. Then the following conditions
are equivalent:
(i) A⊙n > 0,
(ii) there exists α ∈ Gn such that αA > 0,
(iii) there exists B ∈ B(H) such that B > 0 and B⊙n = A⊙n,
(iv) A⊗n > 0.
Proof. Applying Theorems 7.2 and 9.2 to Φ = Φn and using Proposition A.3
(see also Corollary 7.5), we deduce that the conditions (i)-(iii) are equivalent.
(iv)⇒(i) Obvious.
(ii)⇒(iv) Since αA > 0 and α ∈ Gn, we get
A⊗n = (αA)⊗n = (((αA)1/2)⊗n)∗((αA)1/2)⊗n > 0. 
Corollary 9.4. Suppose Y is a nonempty subset of N and z ∈ C. Then the
following conditions are equivalent:
(i) zn > 0 for every n ∈ Y ,
(ii) there exists α ∈ C such that α gcd(Y ) = 1 and αz > 0,
(iii) there exists b ∈ R+ such that bn = zn for every n ∈ Y .
Proof. This can be deduced from Corollary 9.3, Lemma 9.1 and Lemma 3.1.

Corollary 9.5. Let Φ ∈ F and A ∈ B(H) be such that A > 0. If f ∈ Φ(H)
satisfies the following equality
f(Aξ) = −f(ξ), ξ ∈ H, (9.6)
then f = 0.
Proof. It follows from (9.6) that f ∈ D(CA) and CAf = −f . Since, by
Theorem 9.2, CA > 0, we deduce that f = 0. 
Corollary 9.5 is no longer true if A is not positive (even if dimH < ∞). Re-
garding Theorem 9.2, it is worth mentioning that, in general, the positivity of CA
does not imply the positivity of A (e.g., if Φ(z) = z2 for z ∈ C and A = −IH, then,
by Theorem 5.3 and Lemma 7.1(i), CA = CIH = IΦ(H) > 0).
Now we give an explicit description of powers CtA of CA with positive real
exponents t in the case when A > 0.
Theorem 9.6. Let Φ ∈ F , A ∈ B(H) and t ∈ (0,∞). Suppose A > 0. Then
(i) CA is selfadjoint and CA > 0,
(ii) CtA = CAt ,
(iii) D(CAt) ⊆ D(CAs) for every s ∈ (0, t).
26 J. STOCHEL AND J. B. STOCHEL
Proof. (i) According to Corollary 9.3, A⊙n > 0 and consequently
(
A⊙n
)t
=
(At)⊙n for all n ∈ Z+. By Theorem 9.2, CA is selfadjoint and CA > 0.
(ii) Fix a conjugationQ onH. It follows from Proposition A.3(vi) that ΞQ(A) >
0. Applying Theorem A.4(v), we deduce that ΞQ(A)
t = ΞQ(A
t). Since(⊕
ω∈Ω
Sω
)t
=
⊕
ω∈Ω
Stω,
whenever {Sω}ω∈Ω is a family of positive selfadjoint operators, we deduce that
CtA
(7.1)
=
(
U−1Φ,QΓΦ(ΞQ(A))UΦ,Q
)t
= U−1Φ,Q
(
ΓΦ(ΞQ(A))
)t
UΦ,Q
= U−1Φ,QΓΦ(ΞQ(A)
t)UΦ,Q
= U−1Φ,QΓΦ(ΞQ(A
t))UΦ,Q
(7.1)
= CAt .
(iii) This is a direct consequence of (ii) and [55, Lemma A.1]. 
As shown below, the polar decomposition of CA can be explicitly written in
terms of the polar decomposition of A∗.
Theorem 9.7. Suppose Φ ∈ F and A ∈ B(H). Let A = U |A| be the polar
decomposition of A. Then CA = CUC|A∗| is the polar decomposition of CA. In
particular, |CA| = C|A∗|.
Proof. In view of Corollary 8.6, CU is a partial isometry. It follows from
Proposition 4.1(i), Lemma 7.1(i), [75, Theorem 5.39] and Theorem 7.4(i) that
C∗ACA is positive and selfadjoint, and
C∗ACA = CA∗CA ⊆ C|A∗|2 = (C|A∗|2)∗.
Hence, by maximality of selfadjoint operators, C∗ACA = C|A∗|2 . Applying Theorem
9.6(ii), we see that |CA| = C|A∗|.
Since A∗ = U∗|A∗| is the polar decomposition of A∗, we get A = |A∗|U . Hence
CUC|A∗| ⊆ CA. (9.7)
However, D(C|A∗|) = D(|CA|) = D(CA), and thus by (9.7), CUC|A∗| = CA. It
remains to show that N(CU ) = N(CA). To prove the last equality, observe that for
f ∈ Φ(H), f ∈ N(CU ) if and only if f vanishes on R(U), or equivalently, by the
equality R(U) = R(A), if and only if f ∈ N(CA). 
Theorem 9.7 can be used do describe the generalized Aluthge transform of CA.
The Aluthge transform was first studied in [1] and has been studied extensively
since, mostly in the context of p-hyponormal operators (see e.g. [35]). Given a
complex Hilbert space H and an operator T ∈ B(H) with the polar decomposition
T = U |T |, we write
As,t(T ) = |T |sU |T |t, s, t ∈ (0,∞).
We call As,t(T ) the (s, t)-Aluthge transform of T . Clearly, As,t(T ) ∈ B(H). In case
s = t = 12 , we get the usual Aluthge transform of T .
Theorem 9.8. Let Φ ∈ F and A ∈ B(H) be such that CA ∈ B(Φ(H)) and let
s, t ∈ (0,∞). Then As,t(CA) = C∗As,t(A∗).
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Proof. Let A = U |A| be the polar decomposition of A. By Theorem 9.7,
CA = CUC|A∗| is the polar decomposition of CA. Hence, by Theorem 9.6, we have
As,t(CA) = C
s
|A∗|CUC
t
|A∗| = C|A∗|sCUC|A∗|t = C|A∗|tU|A∗|s . (9.8)
Since A∗ = U∗|A∗| is the polar decomposition of A∗, we deduce from Theorem 7.4
that
C|A∗|tU|A∗|s = C∗|A∗|sU∗|A∗|t = C
∗
As,t(A∗)
. (9.9)
Combining (9.8) and (9.9) completes the proof. 
10. Seminormality of CA and related questions
The following theorem, which is interesting in itself, will be used to characterize
seminormality of composition operators CA.
Theorem 10.1. If Φ ∈ F and A,B ∈ B(H), then the following conditions are
equivalent:
(i) D(CB) ⊆ D(CA) and ‖CAf‖ 6 ‖CBf‖ for all f ∈ D(CB),
(ii) ‖CAf‖ 6 ‖CBf‖ for all f ∈ K Φ,
(iii) ‖A∗ξ‖ 6 ‖B∗ξ‖ for all ξ ∈ H.
Proof. (i)⇒(ii) Obvious (due to Lemma 7.1(i)).
(ii)⇒(i) This can be deduced from Theorem 7.4(ii) and Proposition 4.1(i).
(ii)⇒(iii) It follows from (3.5) and Lemma 7.1(i) that
Φ(‖A∗ξ‖2) = ‖CAKΦξ ‖2 6 ‖CBKΦξ ‖2 = Φ(‖B∗ξ‖2), ξ ∈ H.
Hence, by the strict monotonicity of Φ, (iii) holds.
(iii)⇒(i) Fix a conjugation Q on H, and set E = ΞQ(A∗) and F = ΞQ(B∗)
(see Appendix A). It follows from (iii) that ‖Eξ‖ 6 ‖Fξ‖ for all ξ ∈ H. Hence
E∗E 6 F ∗F . Applying [60, Proposition 2.2], we deduce that
(E∗E)⊗n 6 (F ∗F )⊗n, n ∈ Z+.
This implies that
‖E⊙nξ‖2 = 〈(E∗E)⊗nξ, ξ〉 6 〈(F ∗F )⊗nξ, ξ〉 = ‖F⊙nξ‖2, ξ ∈ H⊙n, n ∈ Z+.
As a consequence, we see that D(ΓΦ(F )) ⊆ D(ΓΦ(E)) and ‖ΓΦ(E)ξ‖ 6 ‖ΓΦ(F )ξ‖
for all ξ ∈ D(ΓΦ(F )). Applying Theorems 7.2 and 7.4(i) completes the proof. 
Regarding Theorem 10.1, we note that if D(CB) ⊆ D(CA), then there exists
α ∈ R+ such that ‖CAf‖ 6 α(‖f‖ + ‖CBf‖) for all f ∈ D(CB) (use Proposition
4.1(i) and the closed graph theorem).
The question of seminormality of CA can now be fully answered (see also Corol-
lary 7.6 for the characterization of selfadjoint composition operators of the form
CA).
Theorem 10.2. If Φ ∈ F and A ∈ B(H), then the following conditions are
equivalent:
(i) CA is cohyponormal (resp., hyponormal),
(ii) A is hyponormal (resp., cohyponormal).
Proof. Apply Theorem 7.4(i) and Theorem 10.1 to the pairs (A,A∗) and
(A∗, A), respectively. 
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As a consequence of the above considerations, we obtain the following charac-
terizations of hyponormality, normality, unitarity, isometricity and coisometricity
of CA+b (see [40, Proposition 5.1] for a particular case of Corollary 10.3 where
Φ = exp and the composition operator Cϕ is assumed to be bounded).
Corollary 10.3. If Φ ∈ F , A ∈ B(H) and b ∈ H, then CA+b is hyponormal
(resp., normal, unitary, isometric, coisometric) if and only if b = 0 and A is
cohyponormal (resp., normal, unitary, coisometric, isometric).
Proof. The characterizations of hyponormality, normality, unitarity and iso-
metricity of CA+b follow easily from Corollaries 4.3 and 8.4 and Theorem 10.2.
Suppose now that CA+b is a coisometry. Then, by Theorem 4.2(i), we have
Φ(0) = KΦ0 (0) = (CA+bC
∗
A+bK
Φ
0 )(0) = (CA+bK
Φ
b )(0) = K
Φ
b (b) = Φ(‖b‖2),
which implies that b = 0. Hence, the characterization of coisometricity of CA+b
follows directly from Corollary 8.4. 
In the next corollary, we restrict our attention to operators A ∈ B(H) such that
either the planar measure of the spectrum of A is equal to 0 or one of
the operators ReA or ImA is compact.
(10.1)
Clearly, any compact operator A ∈ B(H) satisfies both requirements of (10.1).
Corollary 10.4. Suppose Φ ∈ F and A ∈ B(H) satisfies (10.1). Then CA
is seminormal if and only if A is normal.
Proof. Apply Theorem 10.2, the fact that bounded seminormal operators
with compact real or imaginary parts are normal (cf. [29, Problem 207]), and
Putnam’s inequality (cf. [49, Theorem 1]). 
If Φ′(0) 6= 0, then we can also characterize subnormal composition operators.
Proposition 10.5. Suppose Φ ∈ F is such that Φ′(0) 6= 0. If A ∈ B(H), then
CA (resp., C
∗
A) is subnormal if and only if A
∗ (resp., A) is subnormal.
Proof. This is a direct consequence of Theorems 7.2, 7.4(i) and A.4(i), and
the fact that if T ∈ B(H) is subnormal, then T⊙n is subnormal for every n ∈ Z+
(cf. [60, Theorem 2.4]). 
It is an open question as to whether the “only if” part of Proposition 10.5
remains true if Φ′(0) = 0 (the “if” part is true independently of whether Φ′(0) = 0
or not). If Φ(z) = z2 for z ∈ C, then the question reduces to that in [60, p. 139].
Below we give necessary and sufficient conditions for positive operators A,B ∈
B(H) to satisfy the inequality CA 4 CB.
Theorem 10.6. Let Φ ∈ F and let A,B ∈ B+(H). Then the following condi-
tions are equivalent:
(i) CA 4 CB ,
(ii) 〈CAf, f〉 6 〈CBf, f〉 for all f ∈ K Φ,
(iii) A 6 B.
Proof. By Theorem 9.2 both operators CA and CB are positive and selfad-
joint. It follows from Lemma 7.1(i) and Theorem 7.4(i) that K Φ is invariant for
CA1/2 and C
∗
A1/2
CA1/2f = CAf for all f ∈ K Φ. This implies that ‖CA1/2f‖2 =
〈CAf, f〉 for all f ∈ K Φ. The same is true for B. Hence, applying Theorems 9.6
and 10.1 completes the proof. 
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We conclude this section by calculating the limit of a net of composition oper-
ators which are orthogonal projections.
Proposition 10.7. If Φ ∈ F and P ⊆ B(H) is an upward-directed partially
ordered set of orthogonal projections, then
lim
P∈P
CP f = CQf, f ∈ Φ(H),
where Q is the orthogonal projection of H onto ∨P∈P R(P ).
Proof. It follows from Corollary 8.5 and Theorem 10.6 that {CP }P∈P is a
monotonically increasing net of orthogonal projections. Hence, {CP }P∈P con-
verges in the strong operator topology to the orthogonal projection T of Φ(H) onto∨
P∈P R(CP ) (cf. [45, Theorem 4.3.4]). If P ∈ P , then P 6 Q and thus CP 6 CQ,
which implies that R(T ) = ∨P∈P R(CP ) ⊆ R(CQ). Take f ∈ R(CQ) ⊖ R(T ).
Then f = CQg for some g ∈ Φ(H). Since QP = P for every P ∈ P , we have
g(Pξ) = g(QPξ)
(3.3)
= 〈CQg,KΦPξ〉
(4.1)
= 〈f, CPKΦξ 〉 = 0, P ∈ P , ξ ∈ H,
and thus g(η) = 0 for every η ∈ ⋃P∈P R(P ). As ⋃P∈P R(P ) is a vector space
(because P is upward-directed), we see that g|R(Q) = 0, which yields f = CQg = 0.
This implies that R(CQ) = R(T ) and thus CQ = T , which completes the proof. 
11. Boundedness and seminormality of CA+b in exp(H) (necessity)
From now on, we abbreviateKexp and K exp toK and K respectively. The cor-
responding reproducing kernel Hilbert space exp(H) is called the Segal-Bargmann
space of order dimH (see e.g., [63, 64]).
We begin by providing explicit formulae for CϕKξ and C
∗
ϕ if ϕ is affine. Let us
note that part (iii) of Lemma 11.1 appeared in [11, Lemma 2] under the assumption
that H is finite dimensional and Cϕ is bounded.
Lemma 11.1. Suppose ϕ = A+ b with A ∈ B(H) and b ∈ H. Then
(i) K ⊆ D(Cϕ) ∩D(C∗ϕ),
(ii) CϕKξ = exp(〈b, ξ〉)KA∗ξ for every ξ ∈ H,
(iii) (C∗ϕf)(ξ) = exp(〈ξ, b〉)f(A∗ξ) for all ξ ∈ H and f ∈ D(C∗ϕ),
(iv) (C∗ϕCϕf)(ξ) = exp(〈ξ, b〉)f(AA∗ξ + b) for all ξ ∈ H and f ∈ D(C∗ϕCϕ).
Proof. As (Kξ◦ϕ)(η) = exp(〈b, ξ〉)KA∗ξ(η) for all ξ, η ∈ H, we infer from The-
orem 4.2(i) that (i) and (ii) hold. By (i) and Theorem 4.2(i), we have (C∗ϕKη)(ξ) =
Kb(ξ)Kη(A
∗ξ) for all ξ, η ∈ H. Since K is a core for C∗ϕ (cf. Theorem 4.2(i)) and
the norm convergence implies the pointwise one in exp(H), we obtain (iii). The
condition (iv) is a direct consequence of (iii). 
The next result is of some general interest (see also [40] for a recent independent
approach in the case of bounded operators). Before stating it, we define the gen-
eralized inverse of a (not necessarily bounded) selfadjoint operator B in a complex
Hilbert space H. Since R(B) reduces B and B1 := B|R(B) is a selfadjoint operator
in R(B) such that N(B1) = {0} and R(B) = R(B1), we can define B−1 = B−11 .
The generalized inverse B−1 is a selfadjoint operator in R(B). If moreover B > 0,
then we set B−1/2 = (B1/2)−1. Clearly, B−1/2 = (B−1)1/2.
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Lemma 11.2. Let B be a selfadjoint operator in a complex Hilbert space H,
e ∈ H and c ∈ R. Then the following conditions are equivalent:
(i) 〈Bξ, ξ〉 − 2Re〈ξ, e〉+ c > 0 for all ξ ∈ D(B),
(ii) B > 0, e ∈ R(B1/2) and ‖B−1/2e‖2 6 c.
Moreover, ‖B−1/2e‖2 is the least constant c for which (i) holds.
Proof. (i)⇒(ii) Since (i) holds for ξ = 0, we see that c > 0. Substituting tξ
in place of ξ into (i), we get
t2〈Bξ, ξ〉 − 2tRe〈ξ, e〉+ c > 0, t ∈ R, ξ ∈ D(B).
This implies that B > 0 and (Re〈ξ, e〉)2 6 c〈Bξ, ξ〉 for all ξ ∈ D(B). Next,
substituting zξ in place of ξ into the last inequality with appropriate z ∈ C, we get
|〈ξ, e〉| 6 √c ‖B1/2ξ‖, ξ ∈ D(B). (11.1)
Since D(B) is a core for B1/2 (cf. [10, Theorem 4.5.1]), we deduce that (11.1) holds
for all ξ ∈ D(B1/2). This implies that there exists a continuous linear functional
Λ : R(B1/2) → C such that ‖Λ‖ 6 √c and Λ(B1/2ξ) = 〈ξ, e〉 for all ξ ∈ D(B1/2).
By the Riesz representation theorem, there exists a vector η ∈ R(B1/2) such that
‖η‖ = ‖Λ‖ and Λ(B1/2ξ) = 〈B1/2ξ, η〉 for all ξ ∈ D(B1/2). Hence ‖η‖ 6 √c
and 〈ξ, e〉 = 〈B1/2ξ, η〉 for all ξ ∈ D(B1/2). Since B1/2 is selfadjoint, we see that
η ∈ D(B1/2) and e = B1/2η. This implies (ii).
(ii)⇒(i) It follows from (ii) that
〈Bξ, ξ〉 − 2Re〈ξ, e〉+ ‖B−1/2e‖2 = ‖B1/2ξ‖2 − 2Re〈B1/2ξ, B−1/2e〉+ ‖B−1/2e‖2
= ‖B1/2ξ −B−1/2e‖2 > 0, ξ ∈ D(B),
which completes the proof. 
Below we provide necessary conditions for the boundedness of CA+b in exp(H).
It turns out that they are also sufficient (cf. Theorem 14.3).
Lemma 11.3. Suppose Cϕ ∈ B(exp(H)), where ϕ = A+ b with A ∈ B(H) and
b ∈ H. Then
(i) ‖A‖ 6 1 and b ∈ R((I −AA∗)1/2),
(ii) exp(‖(I −AA∗)−1/2b‖2) 6 ‖Cϕ‖2.
Proof. It follows from Proposition 4.4(i) that ‖Cϕ‖ > 0. By (3.5) and Lemma
11.1(ii), we have
exp(2Re〈ξ, b〉+ ‖A∗ξ‖2) = ‖CϕKξ‖2 6 ‖Cϕ‖2 exp(‖ξ‖2), ξ ∈ H,
which yields
〈(I −AA∗)ξ, ξ〉 − 2Re〈ξ, b〉+ 2 log ‖Cϕ‖ > 0, ξ ∈ H.
This, combined with Lemma 11.2, implies (i) and (ii). 
Corollary 11.4. Under the assumptions of Lemma 11.3, the following holds:
(i) if ξ ∈ H is such that ‖A∗ξ‖ = ‖ξ‖, then ξ ∈ {b}⊥,
(ii) N(λI −A∗) ⊆ {b}⊥ for every λ ∈ T, where T = {λ ∈ C : |λ| = 1},
(iii) if b ∈ N(λI −A∗) for some λ ∈ T, then b = 0.
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Proof. (i) By Lemma 11.3(i), ‖A‖ 6 1 and thus the equality ‖A∗ξ‖ = ‖ξ‖
holds if and only if ξ ∈ N((I−AA∗)1/2). Since N((I−AA∗)1/2) ⊥ R((I−AA∗)1/2)
and b ∈ R((I −AA∗)1/2) (cf. Lemma 11.3(i)), we get (i).
The conditions (ii) and (iii) follow from (i). 
Now we give necessary conditions for the cohyponormality of CA+b in exp(H).
Proposition 11.5. Suppose Cϕ ∈ B(exp(H)) and λ ∈ T, where ϕ = A + b
with A ∈ B(H) and b ∈ H. Then
(i) if Cϕ is cohyponormal, then A is hyponormal, (I − A∗)b ∈ R([A∗, A]1/2)
and ‖[A∗, A]−1/2(I −A∗)b‖ 6 ‖b‖, where [A∗, A] := A∗A−AA∗,
(ii)
(
Cϕ is cohyponormal and b ∈ N(λI−A∗)
)⇔ (A is hyponormal and b = 0),
(iii) if A satisfies (10.1), then Cϕ is seminormal
2 if and only if both A is
normal and b = 0, or equivalently, if and only if Cϕ is normal.
Proof. (i) Since Cϕ is cohyponormal, we infer from Lemma 11.1 that
exp(‖ϕ(ξ)‖2) (3.5)= ‖Kϕ(ξ)‖2 (4.1)= ‖C∗ϕKξ‖2
> ‖CϕKξ‖2
= | exp(〈b, ξ〉)|2 exp(‖A∗ξ‖2)
= exp(2Re〈b, ξ〉+ ‖A∗ξ‖2), ξ ∈ H,
which leads to
〈[A∗, A]ξ, ξ〉 − 2Re〈ξ, (I −A∗)b〉+ ‖b‖2 > 0, ξ ∈ H.
This, together with Lemma 11.2, yields (i).
(ii) Apply Corollary 11.4(iii) and Theorem 10.2.
(iii) Assume A satisfies (10.1). Suppose first that Cϕ is cohyponormal. Then,
by (i), A is hyponormal. If the planar measure of the spectrum of A equals 0, then
by Putnam’s inequality (cf. [49, Theorem 1]) A is normal. In turn, if one of the
operators ReA or ImA is compact, then by [29, Problem 207] A is again normal.
In both cases, (i) implies that b ∈ N(I − A∗). This and (ii) yield b = 0. Suppose
now that Cϕ is hyponormal. Then, by Corollary 4.3, b = 0. Applying Corollary
10.4 we deduce that A is normal. Finally, if A is normal and b = 0, then Corollary
10.3 implies that Cϕ is normal. This completes the proof. 
Using Proposition 11.5(i) and Corollary 11.4(iii), we get the following.
Corollary 11.6. Suppose Cϕ ∈ B(exp(H)), where ϕ = A+ b with A ∈ B(H)
and b ∈ H. If Cϕ is cohyponormal and b 6= 0, then A is not normal.
In view of Propositions 6.2 and 11.5(iii), ifH is finite dimensional, then bounded
seminormal composition operators Cϕ on exp(H) are always normal. This is no
longer true if dimH =∞ (see Example 14.7). Note also that the situation described
in Corollary 11.6 can really happen (see Example 14.7).
2 Consult Corollary 10.3.
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12. Composition operators in Segal-Bargmann spaces of finite order
Given d ∈ N, we denote by µd the Borel probability measure on Cd defined by
µd(∆) =
1
pid
∫
∆
exp(−‖ξ‖2) dVd(ξ), ∆ – a Borel subset of Cd,
where ‖ξ‖2 = |ξ1|2 + . . . + |ξd|2 for ξ = (ξ1, . . . , ξd) ∈ Cd and Vd stands for the
2d-dimensional Lebesgue measure on Cd. Denote by Bd the Segal-Bargmann space
of order d, i.e.,
Bd = {f : f is an entire function on Cd and f ∈ L2(µd)}.
It is well-known that Bd = exp(Cd), where Cd is equipped with the standard inner
product (cf. [7, Section 1C])
〈ξ, η〉 = ξ1η¯1 + . . .+ ξdη¯d for ξ = (ξ1, . . . , ξd) ∈ Cd and η = (η1, . . . , ηd) ∈ Cd.
We begin by calculating the norm of Cϕ in the case of d = 1 and |A| < 1.
First we give an upper estimate for ‖Cϕ‖ (as mentioned in the proof Lemma 12.3,
the operator D appearing in Lemma 12.1 below is of the form D = C∗ϕCϕ with
α = |A|2, where ϕ(z) = Az + b for z ∈ C).
Lemma 12.1. Fix α ∈ [0, 1) and b ∈ C. Let D be an operator in B1 given by
(Df)(z) = f(αz + b) exp(zb¯), z ∈ C, f ∈ B1.
Then D ∈ B(B1) and
‖D‖ 6 exp
( |b|2
1−α
)
√
1− α2 .
Proof. By (3.3) and (3.5), |f(z)|2 6 ‖f‖2 e|z|2 for all z ∈ C and f ∈ B1. This
and the fact that the Lebesgue measure V1 is translation-invariant yield
pi
∫
C
|Df |2 dµ1 =
∫
C
|f(αz + b)|2 e2Re(zb¯) e−|z|2 dV1(z)
6 ‖f‖2
∫
C
e|αz+b|
2+2Re(zb¯)−|z|2 dV1(z)
= ‖f‖2 exp
( 2|b|2
1− α
)∫
C
e−(1−α
2)|z− b1−α |2 dV1(z)
= ‖f‖2 exp
( 2|b|2
1− α
)∫
C
e−(1−α
2)|z|2 dV1(z)
= pi‖f‖2
exp
(
2|b|2
1−α
)
1− α2 , f ∈ B1,
which completes the proof. 
The following lemma can be proved by a simple induction argument.
Lemma 12.2. If D is as in Lemma 12.1, then
(Dnf)(z) = f
(
αnz + bn
)
ezb¯n exp
( |b|2
1− α
(
n− 1− α− α
n
1− α
))
,
for all z ∈ C, f ∈ B1 and n ∈ N, where bn = 1−αn1−α b for n ∈ N.
Now we can calculate the norm of Cϕ when d = 1 and |A| < 1.
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Lemma 12.3. Let A ∈ C be such that |A| < 1 and let b ∈ C. Set ϕ(z) = Az + b
for z ∈ C. Then Cϕ ∈ B(B1) and
‖Cϕ‖2 = exp
( |b|2
1− |A|2
)
. (12.1)
Proof. By Proposition 4.1(i) and Lemma 11.1(i), the operator C∗ϕCϕ is closed
and densely defined. Applying Lemma 11.1(iv) and Lemma 12.1 with α = |A|2, we
deduce that C∗ϕCϕ = D is bounded. Hence Cϕ ∈ B(B1).
Now we show that (12.1) holds. Since D is selfadjoint, ‖D‖ = r(D). Applying
Lemmata 12.1 and 12.2, we deduce that for every n ∈ N,
‖Dn‖1/n 6 1
(1− α2n)1/2n exp
( |b|2(1− αn)
n(1− α)2
)
exp
( |b|2
1− α
(n− 1
n
− α− α
n
n(1− α)
))
.
Using Gelfand’s formula for the spectral radius, we conclude that
‖Cϕ‖2 = ‖D‖ = r(D) 6 exp
( |b|2
1− |A|2
)
.
The reverse inequality follows from Lemma 11.3(ii). 
We are now in a position to discuss the general d-dimensional case.
Theorem 12.4. Let ϕ : Cd → Cd be a holomorphic mapping (d ∈ N). Then
Cϕ ∈ B(Bd) if and only if there exist A ∈ B(Cd) and b ∈ Cd such that ϕ = A+ b,
‖A‖ 6 1 and b ∈ R(I −AA∗). Moreover, if Cϕ ∈ B(Bd), then
1 6 ‖Cϕ‖2 = exp(〈(I −AA∗)−1b, b〉). (12.2)
Proof. By Proposition 6.2, there is no loss of generality in assuming that
ϕ = A + b, where A ∈ B(Cd) and b ∈ Cd. Thus, the “only if” part follows from
Lemma 11.3(i) (recall that R(E1/2) = R(E) whenever E is a bounded positive
operator on a finite dimensional Hilbert space). To prove the converse implication
and (12.2), we assume that ‖A‖ 6 1 and b ∈ R(I−AA∗). IfR(I−AA∗) = {0}, then
A is unitary, and, by Corollary 8.4, Cϕ = CA is unitary and (12.2) holds. Suppose
now that R(I − AA∗) 6= {0}, or equivalently that |A∗| 6= I. Set ψ = |A∗| + b.
Since |A∗| is a positive contraction, there exist a monotonically increasing sequence
{tn}dn=1 ⊆ [0, 1] and an orthonormal basis {gn}dn=1 of Cd such that |A∗|gn = tngn
for all n ∈ {1, . . . , d}. Then R(I − AA∗) is the linear span of {gn}kn=1 and thus
b =
∑k
n=1 βngn with βn = 〈b, gn〉 for n ∈ {1, . . . , k}, where k = max{n : tn < 1}.
Define the unitary operator T ∈ B(Cd) and the holomorphic mapping ρ : Cd → Cd
by T
(∑d
n=1 λngn
)
= (λ1, . . . , λd) and ρ(λ1, . . . , λd) = (t1λ1 + β1, . . . , tdλd + βd)
for (λ1, . . . , λd) ∈ Cd with βn = 0 for n > k + 1. Clearly, by Theorem 7.4 and
Corollary 8.4, CT is unitary and C
∗
T = CT−1 . Since ρ = T ◦ ψ ◦ T−1, we deduce
that Cρ = C
∗
TCψCT . This means that Cψ ∈ B(Bd) if and only if Cρ ∈ B(Bd), and
if this is the case, then ‖Cψ‖ = ‖Cρ‖. Let ρn : C → C be the polynomial given by
ρn(λ) = tnλ + βn for λ ∈ C and n ∈ {1, . . . , d}. By Lemma 12.3, Cρn ∈ B(B1)
for every n ∈ {1, . . . , k}. Clearly, Cρn = IB1 for every n ∈ {k + 1, . . . , d}. Note
that if (f1, . . . , fd) ∈ Bd1 , then f1 ⊗ · · · ⊗ fd ∈ D(Cρ) (because (f1 ⊗ · · · ⊗ fd) ◦ ρ =
Cρ1f1 ⊗ · · · ⊗ Cρdfd ∈ Bd) and
Cρ(f1 ⊗ · · · ⊗ fd) = Cρ1f1 ⊗ · · · ⊗ Cρdfd, (12.3)
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where (f1⊗· · ·⊗fd)(λ1, . . . , λd) = f1(λ1) · · · fd(λd) for all (λ1, . . . , λd) ∈ Cd. Since3
Bd = B1 ⊗ · · · ⊗ B1, Proposition 4.1(i) and (12.3) yield Cρ = Cρ1 ⊗ · · · ⊗Cρd . This
implies that Cψ ∈ B(Bd) and
‖Cψ‖ = ‖Cρ‖ =
k∏
n=1
‖Cρn‖
(12.1)
=
k∏
n=1
exp
( |βn|2
1− t2n
)
= exp(〈(I −AA∗)−1b, b〉).
Applying Proposition 6.4 completes the proof. 
The following proposition sheds more light on the relationships between [11,
Theorems 1 and 2] and Theorem 12.4.
Proposition 12.5. If H is a finite dimensional complex Hilbert space, A ∈
B(H) is a contraction and b ∈ H, then the following conditions are equivalent:
(i) 〈Aξ, b〉 = 0 for every ξ ∈ H such that ‖Aξ‖ = ‖ξ‖,
(ii) A∗b ∈ R(I −A∗A),
(iii) b ∈ R(I −AA∗).
Proof. Since ‖A‖ 6 1, we deduce from the Cauchy-Schwarz inequality that
∀ξ ∈ H : ‖Aξ‖ = ‖ξ‖ ⇐⇒ ξ ∈ N(I −A∗A). (12.4)
(i)⇒(ii) It follows from (12.4) that 〈ξ, A∗b〉 = 0 for all ξ ∈ N(I − A∗A), or
equivalently that A∗b ⊥ N(I −A∗A). Therefore A∗b ∈ R(I −A∗A) = R(I −A∗A).
(ii)⇒(iii) Let η ∈ H be such that A∗b = (I −A∗A)η. If ξ ∈ N(I −AA∗), then
〈b, ξ〉 = 〈A∗b, A∗ξ〉 = 〈(I −A∗A)η,A∗ξ〉
= 〈Aη, ξ〉 − 〈Aη,AA∗ξ〉 = 〈Aη, ξ〉 − 〈Aη, ξ〉 = 0,
which means that b ⊥ N(I −AA∗). Hence b ∈ R(I −AA∗) = R(I −AA∗).
(iii)⇒(i) Let ξ ∈ H be such that ‖Aξ‖ = ‖ξ‖. By (12.4), ξ ∈ N(I − A∗A).
Since b ∈ R(I −AA∗), there exists η ∈ H such that b = (I −AA∗)η. Thus, we have
〈Aξ, b〉 = 〈(I −AA∗)Aξ, η〉 = 〈A(I −A∗A)ξ, η〉 = 0.
This completes the proof. 
Theorem 12.4 has two important consequences. The first is related to spectral
radius of Cϕ (see Theorem 12.6), while the other to normaloidity ofCϕ (see Theorem
12.7). Theorems 12.6 and 12.7, as well as Corollary 12.8, are no longer true if Bd is
replaced by exp(H) with dimH =∞ (cf. Example 14.7). Let us also mention that
Theorem 12.6 has been recently proved by Trieu Le using a different method (see
[40, Theorem 1.4.]).
Theorem 12.6. Let ϕ : Cd → Cd be a holomorphic mapping (d ∈ N). Assume
Cϕ ∈ B(Bd). Then r(Cϕ) = 1.
3 Recall that if Mj is a reproducing kernel Hilbert space on Xj with the reproducing
kernel Kj : Xj × Xj → C for j = 1, . . . , n, then M1 ⊗ · · · ⊗ Mn is a reproducing kernel
Hilbert space on X = X1 × · · · × Xn with the reproducing kernel K : X × X → C defined by
K((x1, . . . , xn), (y1, . . . , yn)) = K1(x1, y1) · · ·Kn(xn, yn) for (x1, . . . , xn), (y1, . . . , yn) ∈ X (cf.
[5, Theorem I, page 361]).
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Proof. By Theorem 12.4, there exist A ∈ B(Cd) and b ∈ Cd such that ϕ =
A+ b, ‖A‖ 6 1 and b ∈ R(I −AA∗). Since Cnϕ = Cϕn and ϕn = An + bn for every
n ∈ N, where bn = b + . . . + An−1b for n ∈ N, we infer from Theorem 12.4 that
bn ∈ R(I −AnA∗n) for every n ∈ N. If ‖A‖ < 1, then
‖bn‖ 6 ‖b‖
∞∑
n=0
‖A‖n 6 ‖b‖
1− ‖A‖ , n ∈ N,
and thus (use the C. Neumann’s series expansion)
〈(I −AnA∗n)−1bn, bn〉 6 ‖(I −AnA∗n)−1‖‖bn‖2
6
‖bn‖2
1− ‖AnA∗n‖
6
‖b‖2
(1− ‖A‖)3 , n ∈ N.
If ‖A‖ = 1, then by4 [20, Lemma 3.2(ii)] the sequence {〈(I −AnA∗n)−1bn, bn〉}∞n=1
is bounded. Hence, in both cases, c := supn∈N〈(I − AnA∗n)−1bn, bn〉 < ∞. This
and (12.2) applied to ϕn yield
1 6 ‖Cnϕ‖1/n = ‖Cϕn‖1/n
= exp
( 〈(I −AnA∗n)−1bn, bn〉
2n
)
6 exp
( c
2n
)
, n ∈ N.
Now, applying Gelfand’s formula for spectral radius completes the proof. 
Theorem 12.7. Assume ϕ = A + b with A ∈ B(Cd) and b ∈ Cd, and Cϕ ∈
B(Bd) (d ∈ N). Then the following conditions are equivalent:
(i) Cϕ is normaloid,
(ii) b = 0.
Moreover, if Cϕ is normaloid, then r(Cϕ) = ‖Cϕ‖ = 1.
Proof. (i)⇒(ii) Suppose Cϕ is normaloid. It follows from Theorems 12.4 and
12.6 that 〈c, b〉 = 0, where c = (I−AA∗)−1b. This implies that 〈c, (I−AA∗)c〉 = 0.
Since, by Theorem 12.4, I −AA∗ > 0, we deduce that b = (I −AA∗)c = 0.
The implication (ii)⇒(i) as well as the “moreover” part follow directly from
Theorems 12.4 and 12.6 (see also Corollary 8.3(ii)). 
The following corollary, which is a particular case of Proposition 11.5(iii), can be
also deduced from Corollaries 10.3 and 10.4, and Theorem 12.7 because seminormal
operators are normaloid (cf. [26, Theorem 1 in §2.6.2]).
Corollary 12.8. Assume ϕ = A + b with A ∈ B(Cd) and b ∈ Cd, and Cϕ ∈
B(Bd) (d ∈ N). Then Cϕ is seminormal if and only if Cϕ is normal. Moreover,
Cϕ is normal if and only if A is normal and b = 0.
We conclude this section with an example of an unbounded densely defined
composition operator Cϕ in B1 with a holomorphic symbol ϕ which is not a poly-
nomial.
4 Lemma 3.2 in [20] remains valid in the complex case as well (with the same proof).
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Example 12.9. Let ϕ = exp. We will show that Cϕ is densely defined as an
operator in B1. Set en(ξ) = ξn for ξ ∈ C and n ∈ Z+. Since
{
1√
n!
en
}∞
n=1
is an
orthonormal basis of B1 (cf. [7]), it suffices to show that en ∈ D(Cϕ) for every
n ∈ Z+. For this, fix n ∈ Z+ and set Ωn = {ξ ∈ C : |ξ| > 4n}. Since
2nReξ − |ξ|2 6 1
2
|ξ|2 − |ξ|2 = −1
2
|ξ|2 ξ ∈ Ωn,
we see that ∫
Ωn
|en ◦ ϕ|2 dµ1 = 1
pi
∫
Ωn
exp(2nReξ − |ξ|2) dV1(ξ)
6
1
pi
∫
C
exp(−1
2
|ξ|2) dV1(ξ) <∞,
which completes the proof.
Arguing as in Example 12.9, we see that a composition operator Cϕ in B1 with
a polynomial symbol ϕ of an arbitrary degree is always densely defined (because
lim sup|z|→∞
|ϕ(z)|
|z|degϕ < ∞ whenever ϕ 6= 0); moreover, if degϕ > 2, then Cϕ is
unbounded (see Theorem 12.4).
13. Composition operators in L2(µd)
Below we discuss the relationship between composition operators acting in
function spaces Bd and L2(µd) respectively, whose symbols are holomorphic. If
ϕ : Cd → Cd is a Borel function, then C˜ϕ stands for the operator in L2(µd) defined
by
D(C˜ϕ) = {f ∈ L2(µd) : f ◦ ϕ ∈ L2(µd)},
C˜ϕf = f ◦ ϕ, f ∈ D(C˜ϕ).
It is well-known that
the operator C˜ϕ is well-defined (no matter what the domain of
C˜ϕ is) if and only if µd◦ϕ−1 ≪ µd (absolute continuity), where
µd ◦ϕ−1(∆) = µd(ϕ−1(∆)) for every Borel subsubset ∆ of Cd.
(13.1)
We begin by extending [20, Corollary 2.5].
Theorem 13.1. Suppose ϕ : Cd → Cd is a holomorphic mapping (d ∈ N). Then
the following two conditions are equivalent:
(i) C˜ϕ is well-defined and D(C˜ϕ) = L
2(µd),
(ii) there exist A ∈ B(Cd) and b ∈ Cd such that ϕ = A+ b, A is nonsingular,
‖A‖ 6 1 and b ∈ R(I −AA∗).
Moreover, if (ii) holds, then C˜ϕ ∈ B(L2(µd)) and
‖C˜ϕ‖2 = 1| detA|2 exp(〈(I −AA
∗)−1b, b〉),
r(C˜ϕ) =
1
| detA| ,
where detA stands for the determinant of a complex matrix associated with A.
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Proof. It follows from (13.1) that C˜ϕ is well-defined if and only if Vd ◦ϕ−1 ≪
Vd. Using the change-of-variables formula and the fact that Vd(M) = 0 for every
proper linear subspace M of Cd, we deduce that if ϕ = A+ b with A ∈ B(Cd) and
b ∈ Cd, then C˜ϕ is well-defined if and only if A is nonsingular.
(i)⇒(ii) By assumption, if f ∈ Bd, then f ◦ϕ ∈ L2(µd) and thus, because f ◦ϕ
is holomorphic, f ∈ D(Cϕ). This means that D(Cϕ) = Bd. By Proposition 4.1 and
the closed graph theorem, Cϕ ∈ B(Bd). It follows from Theorem 12.4 that there
exist A ∈ B(Cd) and b ∈ Cd such that ϕ = A + b, ‖A‖ 6 1 and b ∈ R(I − AA∗).
Since C˜ϕ is well-defined, A is nonsingular.
The implication (ii)⇒(i) and the “moreover” part can be deduced from [20,
Corollary 2.5], [20, Theorem 3.4(i)] and [20, Remark 3◦ in Section 6]. 
Remark 13.2. It follows from Theorems 12.4 and 13.1 that if ϕ : Cd → Cd
is a holomorphic mapping such that the operator C˜ϕ is well-defined, then C˜ϕ ∈
B(L2(µd)) if and only if Cϕ ∈ B(Bd). Moreover, by Theorem 12.6, if C˜ϕ ∈
B(L2(µd)), then
‖C˜ϕ‖
‖Cϕ‖ =
r(C˜ϕ)
r(Cϕ)
=
1
| detA| ,
where ϕ = A + b with A ∈ B(Cd) and b ∈ Cd. In particular, if d = 1 and b ∈ C,
then limA→0 ‖CA+b‖2 = exp(|b|2) and r(CA+b) = 1 for all A ∈ C with |A| < 1,
while limA→0 ‖C˜A+b‖ = limA→0 r(C˜A+b) =∞.
By Theorem 12.4 and Corollary 12.8, bounded seminormal composition oper-
ators Cϕ in Bd with holomorphic symbols ϕ are always normal. The situation is
quite different for composition operators C˜ϕ in L
2(µd). Since the measure µd is
finite, bounded hyponormal composition operators C˜ϕ in L
2(µd) with holomorphic
symbols ϕ are always unitary (see Theorem 13.1 and [30, Lemma 7 and Theorem
0]). However, if d > 1, then there exists a bounded composition operator C˜A in
L2(µd) with a nonsingular A ∈ B(Cd) such that (C˜A)∗ is hyponormal but not sub-
normal (see [59, Example 2.6 and (UE)]). Moreover, if d ∈ N, then there exists a
bounded composition operator C˜A in L
2(µd) with a nonsingular A ∈ B(Cd) such
that (C˜A)
∗ is subnormal but not normal. Indeed, take a nonsingular nonunitary
normal operator A ∈ B(Cd) such that ‖A‖ 6 1. Then, by [59, Proposition 2.2 and
Theorem 2.5] applied to ϕ = exp, C˜A ∈ B(Bd) and (C˜A)∗ is subnormal, while, by
[59, Proposition 2.3], C˜A is not normal. Note that if d = 1, then the adjoint of any
bounded composition operator C˜A in L
2(µ1) with A ∈ C \ {0} is subnormal (cf.
[59, Theorem 2.5]).
14. Boundedness of CA+b in exp(H)
In this section we will give necessary and sufficient conditions for CA+b to be a
bounded operator on exp(H). We begin by proving two lemmata that will be used
in the proof of Theorem 14.3 which is the main result of this section.
Lemma 14.1. Suppose A ∈ B+(H), b ∈ H and dimR(A) < ∞. Then CA+b ∈
B(exp(H)) if and only if ‖A‖ 6 1 and b ∈ R(I − A2). Moreover, if CA+b ∈
B(exp(H)), then
‖CA+b‖2 = exp(〈(I −A2)−1b, b〉).
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Proof. In view of Lemma 11.3(i), there is no loss of generality in assuming
that ‖A‖ 6 1. Note that A = 0H0 ⊕ A1, where 0H0 is the zero operator on
H0 = N(A) and A1 is an injective positive operator on H1 = R(A). This implies
that (I −As)t = IH0 ⊕ (IH1 −As1)t for all s, t ∈ (0,∞). Since dimH1 <∞, we get
R((I −As)t) = H0 ⊕R(IH1 −As1) = R(I −As), s, t ∈ (0,∞). (14.1)
Suppose CA+b ∈ B(exp(H)). By Lemma 11.3(i) and (14.1), b ∈ R(I − A2) =
R(I −A2) and b = b0 ⊕ b1 for some b0 ∈ H0 and b1 ∈ R(IH1 − A21). By Theorem
12.4, CA1+b1 ∈ B(exp(H1)) and ‖CA1+b1‖2 = exp(〈(IH1 − A21)−1b1, b1〉). In turn,
by Proposition 4.4(iv), Cb0 ∈ B(exp(H0)) and ‖Cb0‖2 = exp(‖b0‖2). Note that
there exists a unitary operator U : exp(H)→ exp(H0)⊗ exp(H1) such that
UKexp,Hξ = K
exp,H0
P0ξ
⊗Kexp,H1P1ξ , ξ ∈ H,
where P0 and P1 are orthogonal projections of H onto H0 and H1, respectively (cf.
[3, Proposition 1.31]). Using Lemma 11.1(ii), we verify that
UCA+bK
exp,H
ξ = (Cb0 ⊗ CA1+b1)UKexp,Hξ , ξ ∈ H. (14.2)
This implies that CA+b is unitarily equivalent to Cb0 ⊗ CA1+b1 and
‖CA+b‖2 = ‖Cb0‖2‖CA1+b1‖2
= exp(‖b0‖2) exp(〈(IH1 −A21)−1b1, b1〉)
= exp(〈(I −A2)−1b, b〉).
The ”if” part can be derived from (14.1), (14.2) and Theorem 12.4. 
Lemma 14.2. Suppose A ∈ B+(H), b ∈ H and P ⊆ B(H) is an upward-directed
partially ordered set of finite rank orthogonal projections such that
∨
P∈P R(P ) = H.
Then the following conditions are equivalent:
(i) CA+b ∈ B(exp(H)),
(ii) ‖A‖ 6 1, b ∈ R(I −APA) for every P ∈ P and
S(A, b) := sup{〈(I −APA)−1b, b〉 : P ∈ P} <∞.
Moreover, if (ii) holds, then
‖CA+b‖2 = exp(S(A, b)).
Proof. (i)⇒(ii) By Lemma 11.3(i), ‖A‖ 6 1 and b ∈ R((I − A2)1/2). Take
P ∈ P . Since APA 6 A2, we see that I − APA > I − A2 > 0. By the Douglas
theorem (cf. [21, Theorem 1]) and (14.1), we have
b ∈ R((I −A2)1/2) ⊆ R((I −APA)1/2) = R(I −APA).
This, dimR((APA)1/2) < ∞ and Lemma 14.1 yield C(APA)1/2+b ∈ B(exp(H)).
Since CP is an orthogonal projection (cf. Corollary 8.5) and CAP+b = CPCA+b ∈
B(exp(H)), we infer from Lemma 14.1 and Proposition 6.4 that
exp(〈(I −APA)−1b, b〉) = ‖C(APA)1/2+b‖2
= ‖CAP+b‖2 = ‖CPCA+b‖2 6 ‖CA+b‖2.
This implies that exp(S(A, b)) 6 ‖CA+b‖2.
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(ii)⇒(i) Take P ∈ P . By Lemma 14.1 and Proposition 6.4, CAP+b ∈ B(exp(H)),
C(APA)1/2+b ∈ B(exp(H)), ‖CAP+b‖ = ‖C(APA)1/2+b‖ and
‖CPCA+bf‖2 = ‖CAP+bf‖2
6 ‖C(APA)1/2+b‖2‖f‖2
= exp(〈(I −APA)−1b, b〉)‖f‖2
6 exp(S(A, b))‖f‖2, f ∈ D(CA+b).
Applying Proposition 10.7, we deduce that ‖CA+bf‖2 6 exp(S(A, b))‖f‖2 for all
f ∈ D(CA+b). By Proposition 4.1(i) and Lemma 11.1(i), this implies that CA+b ∈
B(exp(H)) and ‖CA+b‖2 6 exp(S(A, b)). 
Now we are in a position to characterize the boundedness of CA+b. The equiva-
lence (i)⇔(iii) and the equality ‖Cϕ‖2 = exp(‖(I−AA∗)−1/2b‖2) have been proved
independently by Trieu Le using a different approach (cf. [40]).
Theorem 14.3. Let ϕ : H → H be a holomorphic mapping and P ⊆ B(H) be
an upward-directed partially ordered set of finite rank orthogonal projections such
that5
∨
P∈P R(P ) = H. Then the following conditions are equivalent:
(i) Cϕ ∈ B(exp(H)),
(ii) ϕ = A + b, where A ∈ B(H), ‖A‖ 6 1, b ∈ R(I − |A∗|P |A∗|) for every
P ∈ P and S(A, b) := sup{〈(I − |A∗|P |A∗|)−1b, b〉 : P ∈ P} <∞,
(ii′) ϕ = A + b, where A ∈ B(H), ‖|A∗|P |A∗|‖ 6 1 for every P ∈ P, b ∈
R(I − |A∗|P |A∗|) for every P ∈ P and S(A, b) <∞,
(iii) ϕ = A+ b, where A ∈ B(H), ‖A‖ 6 1 and b ∈ R((I −AA∗)1/2).
Moreover, if (iii) holds, then
‖Cϕ‖2 = exp(‖(I −AA∗)−1/2b‖2) = exp(S(A, b)). (14.3)
Proof. In view of Proposition 6.2, there is no loss of generality in assuming
that ϕ = A + b, where A ∈ B(H) and b ∈ H. That the conditions (i) and (ii)
are equivalent and ‖Cϕ‖2 = exp(S(A, b)) follows from Proposition 6.4 and Lemma
14.2.
(ii)⇔(iii) Assume A ∈ B(H) is a contraction. Set AP = I − |A∗|P |A∗| for P ∈
P . Then AP ∈ B+(H) for all P ∈ P . Since
∨
P∈P R(P ) = H, we see that {P}P∈P
is a monotonically increasing net which converges in the strong operator topology
to I. This implies that {AP }P∈P ⊆ B+(H) is a monotonically decreasing net which
converges in the strong operator topology to I−|A∗|2. Since dimR(|A∗|P |A∗|) <∞
for all P ∈ P , we infer from (14.1) that R(AP ) is closed and R(AP ) = R(A1/2P ) for
all P ∈ P . By Lemma 2.1, 〈A−1P ξ, ξ〉 = ‖A−1/2P ξ‖2 for all ξ ∈ R(AP ) and P ∈ P .
Now applying Lemma 2.4, we deduce that the conditions (ii) and (iii) are equivalent
and exp(‖(I −AA∗)−1/2b‖2) = exp(S(A, b)).
The conditions (ii) and (ii′) are easily seen to be equivalent. 
Noting that N(A∗) ⊆ R(I −AA∗), we get the following corollary.
Corollary 14.4. If A ∈ B(H) and b ∈ N(A∗), then CA+b ∈ B(exp(H)) if
and only if ‖A‖ 6 1.
5 Such a P always exists, e.g., the set of all finite rank orthogonal projections in H has the
required properties (see also Example 14.8).
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The next result provides an estimate for the rate of growth of the sequence
{‖(I−AnA∗n)−1/2bn‖}∞n=1 whose n-th term appears in the formula for the norm of
the n-th power of CA+b. As shown in Example 14.7 below, this estimate is optimal.
Proposition 14.5. Suppose Cϕ ∈ B(exp(H)), where ϕ = A+b with A ∈ B(H)
and b ∈ H. Set bn = (I + . . .+An−1)b for n ∈ N. Then the following holds:
(i) ϕn = An + bn and bn ∈ R((I −AnA∗n)1/2) for all n ∈ N,
(ii) there exists a constant M ∈ (0,∞) such that
‖(I −AnA∗n)−1/2bn‖ 6M
√
n, n ∈ N. (14.4)
Proof. Since Cnϕ = Cϕn for all n ∈ N, the assertion (i) follows from Theorem
14.3. This theorem, combined with Gelfand’s formula for the spectral radius, yields
r(Cϕ) = lim
n→∞
‖Cnϕ‖1/n = limn→∞ exp
( 1
2n
‖(I −AnA∗n)−1/2bn‖2
)
. (14.5)
Hence, there exists R ∈ (0,∞) such that ‖(I −AnA∗n)−1/2bn‖ 6 R
√
n for n large
enough. This implies (ii). 
As shown in Example 14.7 below, Theorem 12.6 is no longer true if Bd is
replaced by exp(H), where H is an infinite dimensional Hilbert space. However,
under some circumstances, the conclusion of this theorem is still valid (cf. [40,
Proposition 3.9]).
Proposition 14.6. Suppose ϕ = A + b, where A ∈ B(H), b ∈ H and ‖A‖ <
1. Then Cϕ ∈ B(exp(H)) and r(Cϕ) = 1. Moreover, if b 6= 0, then Cϕ is not
normaloid.
Proof. It follows from C. Neumann’s theorem and Theorem 14.3 that Cϕ ∈
B(exp(H)) and (14.5) holds, where {bn}∞n=1 is as in Proposition 14.5. Since ‖A‖ <
1, we deduce from C. Neumann’s theorem that (I −A)−1 ∈ B(H) and
bn = (I −An)(I −A)−1b, n ∈ N. (14.6)
Applying C. Neumann’s theorem again, we see that (I −AnA∗n)−1 ∈ B(H) for all
n ∈ N and
‖(I −AnA∗n)−1/2bn‖2 = 〈(I −AnA∗n)−1bn, bn〉
(14.6)
6
‖(I −An)(I −A)−1b‖2
1− ‖A‖2n
6
4‖b‖2
(1 − ‖A‖2n)(1 − ‖A‖)2 , n ∈ N.
This, together with (14.5), gives r(Cϕ) = 1. Finally, if b 6= 0, then by (14.3),
‖Cϕ‖ > 1. This completes the proof. 
Example 14.7. Let H be an infinite dimensional Hilbert space, V ∈ B(H) be
an isometry and b ∈ H. Set ϕ = V + b. By Theorem 14.3, Cϕ ∈ B(exp(H)) if
and only if b ∈ N(V ∗). Suppose that V is not unitary, i.e., N(V ∗) 6= {0}. Take
b ∈ N(V ∗) \ {0}. Then {V nb}∞n=0 is an orthogonal sequence, R((I − V nV ∗n)1/2) =
N(V ∗n) for every n ∈ N and
‖(I − V nV ∗n)−1/2bn‖2 = ‖bn‖2 = ‖b+ . . .+ V n−1b‖2 = ‖b‖2n, n ∈ N,
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which means that the inequality in (14.4) becomes an equality with M = ‖b‖. Now
we show that e−‖b‖
2/2 Cϕ is a coisometry. Indeed, by Theorem 4.2(i) and Lemma
11.1(ii), we have
CϕC
∗
ϕKξ = CϕKV ξ+b = e
〈b,V ξ+b〉KV ∗(V ξ+b) = e
‖b‖2 Kξ, ξ ∈ H.
Since {Kξ}ξ∈H is total in exp(H), we deduce that CϕC∗ϕ = e‖b‖
2
I, which implies
that e−‖b‖
2/2 Cϕ is a coisometry. In particular, Cϕ is cohyponormal. Hence, Cϕ is
normaloid and consequently, by Theorem 14.3, we have (cf. [40, Proposition 3.8])
r(Cϕ) = ‖Cϕ‖ = e‖b‖
2/2 . (14.7)
It follows from Corollary 4.3 that Cϕ is not normal. In view of (14.7), the spectral
radius of Cϕ can take any value in the interval (1,∞) if b ranges over the set
N(V ∗) \ {0}. Summarizing, we see that Theorems 12.6 and 12.7, and Corollary
12.8 are no longer true if Bd is replaced by exp(H) with dimH =∞.
Finally, we illustrate Theorem 14.3 and Proposition 14.5 in the context of
diagonal operators.
Example 14.8. Let H be an infinite dimensional separable complex Hilbert
space, {en}∞n=0 be its orthonormal basis and A ∈ B(H) be a positive contractive
diagonal operator (subordinated to {en}∞n=0) with diagonal {αn}∞n=0, i.e., Aen =
αnen and αn ∈ [0, 1] for every n ∈ Z+. Since for t ∈ (0,∞), (I −A2)t is a diagonal
operator with diagonal {(1− α2n)t}∞n=0, we deduce that for every t ∈ (0,∞),
R((I −A2)t) =
{
b ∈ H :
∑
n : αn<1
|〈b, en〉|2
(1− α2n)2t
<∞ and 〈b, ek〉 = 0 if αk = 1
}
,
‖(I −A2)−tb‖2 =
∑
n : αn<1
|〈b, en〉|2
(1− α2n)2t
, b ∈ R((I −A2)t). (14.8)
Using the first of the above equalities (see also (2.1) and (2.2)), one can find a
sequence {αn}∞n=0 ⊆ [0, 1] such that
D((I −A2)−1) = R(I −A2)  R((I −A2)1/2) = D((I −A2)−1/2),
which emphasizes the difference between Theorems 12.4 and 14.3. Note also that
the set P := {Pn : n ∈ Z+}, where Pn is the orthogonal projection of H onto the
linear span Hn of {ek}nk=0, satisfies the assumptions of Theorem 14.3. Since for all
n ∈ Z+, Hn reduces A and I − APnA = (IHn − (A|Hn)2) ⊕ IH⊖Hn , we see that
I −APnA is a diagonal operator in H with diagonal (1− α20, . . . , 1− α2n, 1, 1, . . .).
Suppose now that b ∈ R((I−A2)1/2) (as above {αn}∞n=0 ⊆ [0, 1]). By Theorem
14.3, CA+b ∈ B(exp(H)). Applying (14.8) to powers of CA+b and using Lebesgue’s
monotone convergence theorem, we obtain (with bk = (I + . . .+A
k−1)b)
‖(I −A2k)−1/2bk‖2 =
∑
n : αn<1
|〈bk, en〉|2
1− α2kn
=
∑
n : αn<1
|〈b, en〉|2(1 + αn + . . .+ αk−1n )2
1− α2kn
=
∑
n : αn<1
|〈b, en〉|2(1− αkn)2
(1 − αn)2(1 − α2kn )
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=
∑
n : αn<1
|〈b, en〉|2(1− αkn)
(1 − αn)2(1 + αkn)
ր
(k→∞)
∑
n : αn<1
|〈b, en〉|2
(1− αn)2 .
Set Ψb =
∑
n : αn<1
|〈b,en〉|2
(1−αn)2 . We show that both cases Ψb < ∞ and Ψb = ∞ can
occur (still under the assumption that b ∈ R((I−A2)1/2)). Indeed, take x ∈ (1,∞)
and y ∈ (0,∞). Set αn = 1 − 1(n+1)y for all n ∈ Z+. Then {αn}∞n=0 ⊆ [0, 1) and
there exists b ∈ H such that |〈b, en〉|2 = 1(n+1)x for all n ∈ Z+. It follows from
(14.8) that b ∈ R((I −A2)1/2) if and only if x− y > 1. In turn, Ψb =∞ if and only
if x− 2y 6 1. Since the sets
{(x, y) ∈ (1,∞)× (0,∞) : x− y > 1, x− 2y 6 1},
{(x, y) ∈ (1,∞)× (0,∞) : x− y > 1, x− 2y > 1},
are nonempty, we are done.
Appendix A. Conjugations
Let H be a complex Hilbert space. An anti-linear map Q : H → H such that
Q(Qξ) = ξ and 〈Qξ,Qη〉 = 〈η, ξ〉 for all ξ, η ∈ H is called a conjugation on H. Note
that such a map always exists. Indeed, if {eω}ω∈Ω is any orthonormal basis of H,
then there exists a unique conjugation Q on H such that Qeω = eω for all ω ∈ Ω.
In fact, any conjugation is of this form (cf. [27, Lemma 1]). Given a conjugation
Q on H, we denote by ΞQ the selfmap of B(H) defined by ΞQ(A) = QAQ for
A ∈ B(H). The fixed points of ΞQ are called Q-real operators. As shown below,
each selfadjoint operator is Q-real with respect to some conjugation Q.
Proposition A.1. If A ∈ B(H) is selfadjoint, then there exists a conjugation
Q on H such that A is Q-real.
Proof. By the Kuratowski-Zorn lemma, there exists a family {eω}ω∈Ω of vec-
tors in H such that H = ⊕ω∈ΩHω(A), where Hω(A) = ∨n∈Z+ Aneω. Note that
each Hω(A) reduces A. It is now easily seen that for every ω ∈ Ω, there ex-
ists a (unique) conjugation Qω on Hω(A) such that Qω(Aneω) = Aneω for all
n ∈ Z+. This implies that QωAω = AωQω for all ω ∈ Ω with Aω = A|Hω(A).
Set Q(
⊕
ω∈Ω hω) =
⊕
ω∈Ω Qω(hω) for
⊕
ω∈Ω hω ∈
⊕
ω∈ΩHω(A). Then Q is a
conjugation on H such that QA = AQ, i.e., ΞQ(A) = A. 
Now we show that any two conjugations on H are unitarily equivalent.
Proposition A.2. Suppose Q1 and Q2 are conjugations on H. Then there
exists a unitary operator U ∈ B(H) such that U−1Q2U = Q1. Moreover, we have
ΞQ1(U
−1AU) = U−1ΞQ2(A)U, A ∈ B(H). (A.1)
Proof. By [27, Lemma 1], there are orthonormal bases {e1ω}ω∈Ω and {e2ω}ω∈Ω
of H such that Qkekω = ekω for all ω ∈ Ω and k = 1, 2. Let U ∈ B(H) be a unitary
operator such that Ue1ω = e
2
ω for all ω ∈ Ω. Then U−1Q2Ue1ω = Q1e1ω for every
ω ∈ Ω and thus U−1Q2U = Q1. As a consequence, the equality (A.1) holds. 
Below, in Proposition A.3, we collect some basic properties of the selfmap ΞQ,
all of which are easy to prove. In particular, the selfmap ΞQ can be thought of as
an abstract conjugation on B(H).
Proposition A.3. If Q is a conjugation on H, then
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(i) ΞQ is an antilinear bijection,
(ii) ‖ΞQ(A)‖ = ‖A‖ for all A ∈ B(H),
(iii) ΞQ(ΞQ(A)) = A for all A ∈ B(H),
(iv) ΞQ(AB) = ΞQ(A)ΞQ(B) for all A,B ∈ B(H) and ΞQ(IH) = IH,
(v) ΞQ(A
∗) = ΞQ(A)∗ for all A ∈ B(H),
(vi) if A ∈ B(H), then A > 0 if and only if ΞQ(A) > 0.
The selfmap ΞQ preserves a variety of fundamental properties of Hilbert space
operators. Below, we collect some of them. Given ∆ ⊆ C, we set
B(∆) = {∆ ∩∆′ : ∆′ is a Borel subset of C},
∆∗ = {z ∈ C : z¯ ∈ ∆}.
If A ∈ B(H) is normal, then EA stands for the spectral measure of A.
Theorem A.4. Suppose Q is a conjugation on H and A ∈ B(H). Then
(i) if A is paranormal (hyponormal, subnormal, quasinormal, normal, iso-
metric, a partial isometry, an orthogonal projection), then so is ΞQ(A);
the reverse implication holds as well,6
(ii) σ(ΞQ(A)) = σ(A)
∗ and ΞQ((λI−A)−1) = (λ¯I−ΞQ(A))−1 if λ ∈ C\σ(A),
(iii) if A = U |A| is a polar decomposition of A, then ΞQ(A) = ΞQ(U)ΞQ(|A|)
is a polar decomposition of ΞQ(A); in particular, |ΞQ(A)| = ΞQ(|A|),
(iv) if A is normal, then EΞQ(A)(∆) = ΞQ(EA(∆
∗)) for every ∆ ∈ B(σ(A)∗),
(v) if A is normal and f : σ(A)→ C is an EA-essentially bounded Borel func-
tion, then ΞQ(f(A)) = f
∗(ΞQ(A)), where f∗(z) = f(z¯) for z ∈ σ(A)∗,
(vi) if f is a holomorphic mapping defined on an open set Ω ⊆ C that contains
σ(A), then ΞQ(f(A)) = f
∗(ΞQ(A)), where f∗(z) = f(z¯) for z ∈ Ω∗.
Proof. (i) We only consider the case of subnormality because the other cases
can be obtained directly from Proposition A.3. By Lambert’s theorem (cf. [38],
see also [61, Theorem 7]), A is subnormal if and only if {‖Anξ‖2}∞n=0 is a Stieltjes
moment sequence for every ξ ∈ H, or equivalently, by the Stieltjes theorem (cf. [9,
Theorem 6.2.5]), A is subnormal if and only if
n∑
i,j=0
λiλ¯jA
∗(i+j+k)Ai+j+k > 0, λ1, . . . , λn ∈ C, n ∈ Z+, k = 0, 1.
This combined with Proposition A.3 implies that A is subnormal if and only if
ΞQ(A) is subnormal.
(ii) Apply Proposition A.3.
(iii) By Proposition A.3, ΞQ(|A|) > 0 and ΞQ(|A|)2 = ΞQ(A)∗ΞQ(A), and thus
|ΞQ(A)| = ΞQ(|A|). Since Q−1 = Q and, by (i), ΞQ(U) is a partial isometry such
that N(ΞQ(U)) = Q(N(U)) = Q(N(A)) = N(ΞQ(A)), the assertion (iii) is proved.
(iv) By (i), the map FA : B(σ(A)
∗) ∋ ∆ 7→ ΞQ(EA(τ−1(∆))) ∈ B(H) is a
spectral measure, where τ : σ(A) → σ(A)∗ is given by τ(z) = z¯ for z ∈ σ(A).
Applying the measure transport theorem (cf. [6, Theorem 1.6.12]), we obtain
〈ΞQ(A)ξ, η〉 =
∫
σ(A)
τ(z) 〈EA(d z)Qη,Qξ〉 =
∫
σ(A)∗
z 〈FA(d z)ξ, η〉, ξ, η ∈ H,
6 By Proposition A.3(v), (i) holds if A and ΞQ(A) are replaced by A
∗ and ΞQ(A)
∗,
respectively.
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which together with (ii) implies (iv).
(v) By (iv), f∗ is EΞQ(A)-essentially bounded Borel function and
〈ΞQ(f(A))ξ, η〉 =
∫
σ(A)
f¯(z)〈ΞQ(EA(d z))ξ, η〉 =
∫
σ(A)∗
f∗(z)〈FA(d z)ξ, η〉
for all ξ, η ∈ H, which gives (v).
(vi) Let γ : [0, 1]→ C be a contour that surrounds σ(A) in Ω (see [51, p. 260]).
Set γ˜(t) = γ(1− t) for t ∈ [0, 1]. Since Indγ˜(z) = Indγ(z¯) for z ∈ C \ γ([0, 1])∗,
where Indγ(z) =
1
2pii
∫
γ
d ζ
ζ−z for z ∈ C\γ([0, 1]) (see [52, Theorem 10.10]), we deduce
that the contour γ˜ surrounds σ(A)∗ in Ω∗. Hence, by (ii), we have
ΞQ(f(A)) = ΞQ
( 1
2pii
∫ 1
0
f(γ(t))(γ(t)I −A)−1γ′(t) d t
)
=
1
2pii
∫ 1
0
f∗(γ˜(t))(γ˜(t)I − ΞQ(A))−1γ˜′(t) d t = f∗(ΞQ(A)),
which completes the proof. 
It follows from Theorem A.4(ii) that, in general, the operators A and ΞQ(A)
are not unitarily equivalent.
Now we show that a conjugation on H can be lifted to a conjugation on Φ(H).
Proposition A.5. Let Φ ∈ F and Q be a conjugation on H. Then the map
Q̂ : Φ(H) → Φ(H) given by (Q̂f)(ξ) = f(Q(ξ)) for ξ ∈ H is a well-defined conju-
gation on Φ(H) such that Q̂KΦξ = KΦQξ and Q̂CAQ̂ = CΞQ(A) for all ξ ∈ H and
A ∈ B(H).
Proof. If f ∈ Φ(H), then, by (3.3) and (3.5), we have∣∣∣ n∑
i=1
λif(Qξi)
∣∣∣2 = ∣∣∣〈f, n∑
i=1
λiK
Φ
Qξi
〉∣∣∣2 6 ‖f‖2 n∑
i,j=1
KΦ(Qξj , Qξi)λiλ¯j
= ‖f‖2
n∑
i,j=1
KΦ(ξi, ξj)λiλ¯j
for all finite sequences {λi}ni=1 ⊆ C and {ξi}ni=1 ⊆ H, and thus, by the RKHS test,
Q̂f ∈ Φ(H) and ‖Q̂f‖ 6 ‖f‖. Hence Q̂ is a well-defined contractive anti-linear
map from Φ(H) to Φ(H) such that Q̂(Q̂f) = f for all f ∈ Φ(H). This implies that
‖Q̂f‖ = ‖f‖ for all f ∈ Φ(H). Applying the anti-linearity of Q̂ and the polarization
formula, we conclude that Q̂ is a conjugation on Φ(H). The remaining part of the
conclusion is easily seen to be true. 
It follows from Proposition A.5 that if A ∈ B(H) is Q-real, then CA is Q̂-real
(i.e., Q̂CAQ̂ = CA).
Appendix B. Paranormality of tensor products
In view of Fock’s type model for a composition operator CA (cf. Theorem
7.2), the question discussed below seems to be of independent interest. It is well-
known that the tensor product of two bounded paranormal operators may not be
paranormal even if they are equal (cf. [2, Section 3]). Our aim is to prove the
following.
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Proposition B.1. Let Hj be a complex Hilbert space and Aj ∈ B(Hj) for
j = 1, . . . , n, where n ∈ N. Suppose A1⊗· · ·⊗An is a nonzero paranormal operator.
Then Aj is paranormal for every j ∈ {1, . . . , n}.
Proof. There is no loss of generality in assuming that n = 2. Then
‖A1f‖2‖A2g‖2 = ‖(A1 ⊗ A2)(f ⊗ g)‖2
6 ‖f ⊗ g‖‖(A1 ⊗A2)2(f ⊗ g)‖
= ‖f‖‖A21f‖‖g‖‖A22g‖, f ∈ H1, g ∈ H2. (B.1)
Since A1 ⊗A2 6= 0, we see that A1 6= 0 and A2 6= 0. Note that
N(A21) ⊆ N(A1). (B.2)
Indeed, if f ∈ N(A21), then, by (B.1) applied to g ∈ H \ N(A2), we deduce that
f ∈ N(A1). It follows from (B.2) that A21 6= 0. This and (B.1) yield
0 < c := sup
f∈H\N(A21)
‖A1f‖2
‖f‖‖A21f‖
6 inf
g∈H\N(A2)
‖g‖‖A22g‖
‖A2g‖2 <∞. (B.3)
Hence, by (B.2) and (B.3), we have
‖A1f‖2 6 c‖f‖‖A21f‖, f ∈ H1, (B.4)
‖A2g‖2 6 1
c
‖g‖‖A22g‖, g ∈ H2. (B.5)
If c ∈ (0, 1), then (B.4) implies that ‖A1‖2 6 c‖A21‖ 6 c‖A1‖2 and thus c > 1, a
contradiction. Similar argument based on (B.5) excludes the case of c ∈ (1,∞).
Hence c = 1, which completes the proof. 
The special case of symmetric tensor powers is even simpler to prove.
Proposition B.2. Let H be a complex Hilbert space, A ∈ B(H) and n ∈ N.
Suppose A⊙n is paranormal operator. Then A is paranormal.
Proof. The definition of paranormality of A⊙n leads to
‖Af‖2n = ‖A⊙nf⊗n‖2 6 ‖f⊗n‖‖(A⊙n)2f⊗n‖ = ‖f‖n‖A2f‖n, f ∈ H,
which completes the proof. 
Applying Theorem 7.2, Proposition B.2 and Theorem A.4(i), we get the fol-
lowing.
Corollary B.3. Suppose Φ ∈ F and A ∈ B(H). If CA ∈ B(Φ(H)) and C∗A
is paranormal, then A is paranormal.
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