Let //°°(A) be the algebra of all bounded analytic functions on the open unit disc A , and let OTt(//°°(A)) be the maximal ideal space of H°°(A). Using a flow, we represent a reasonable portion of a fiber in 9H(H°°(A)). This indicates a relation between the corona theorem and the individual ergodic theorem. As an application, we answer a question of Forelli [3] by showing that there exists a minimal flow on which the induced uniform algebra is not a Dirichlet algebra. The proof rests on the fact that the closure of a nonhomeomorphic part in ^H{H°°(A)) may contain a homeomorphic copy of UJl(H°°(A)). Taking suitable factors, we may construct a lot of minimal flows which are not strictly ergodic.
Introduction
If |q| = 1, then the fiber 0Jla of 9Jl(H°°(A)) over a is defined to be Wla = {ieim(H°0(A));C(z) = a}, where z is the coordinate function. Then we have the decomposition m{H°°(A))\A = (J Ma.
M-i
Since the various fibers 9Jla are homeomorphic to one another, we restrict our attention to the fiber Wlx over 1 to look into the fringe M(H°°(A))\A. Let Q be a compact Hausdorff space on which the real line R acts as a topological transformation group. This means that there is a one-parameter group {£M/eR of homeomorphisms of £2 onto itself such that the map (co, t) -► Utco is continuous on Í2 x R. The pair (Q, {Ut}tes) is referred to as a (continuous) flow. For each to in Q and í in R, the translate Utco of co by t is denoted by w + t. We denote by O(co) the orbit of co, that is, 0(a>) = {co + t;teR}.
Then an co in Q is said to be fixed if 0(co) equals {co} . A flow (Q, {<T/í}í(=r) is called minimal if each orbit is dense in Q, so there are no nontrivial closed invariant sets.
Let H°°(R2_) denote the space of all bounded analytic functions in the upper half-plane R2 , and the space of their boundary-value functions is denoted by H°°(R). They are identified each other by Fatou's theorem. Let C(Q) be the space of all continuous complex-valued functions on Q. A function 4> m C(Q) is analytic if the function t -> <f>(co + t) lies in H°°(R) for each co in Í2. Let A(£i) be the space of all analytic functions in C(Q). Then A(Q) is a uniformly closed subalgebra of C(£2) containing constants. When there are no fixed points, A(£l) separates the points on Q, and £2 is the Choquet boundary of A(£i) [13, Theorem I] . Throughout the paper, we shall always assume that (Q, {Ut}ten) is an arbitrary flow without fixed points. Then A(Q) becomes a uniform algebra on Q,, which is called the induced uniform algebra on (Q, {C/f}/€R). Let Wl(A(£l)) be the maximal ideal space of A(Q). Although the structure is intractable, it has been investigated with the aid of ergodic theory (see, for instance, [12, 16 and 15] ). The purpose of this paper is to show how flows can be applied usefully to study the structure of DJl(H°°(A)). We first represent a portion of the fiber 9Jti as a subset of the maximal ideal space of the induced uniform algebra on a flow. Then we point out that there appears a relation between the corona theorem and the individual ergodic theorem. Together with the characterization of analytic structure in 3Jl(H°°(A)), due to Hoffman, we second construct a minimal flow on which the induced uniform algebra is not a Dirichlet algebra. This provides a negative answer to a question posed by Forelli [3] :
When (Q, {Ut}tev.) is minimal, is A(£l) a Dirichlet algebra on Í2?
In the next section, we establish the notation and present some lemmas. Our representation of the fiber Tlx over 1 is given in §3 together with some related facts. After preparing some lemmas, we show in §4 the existence of a desired minimal flow. We close with some remarks in §5.
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Preliminaries
We begin by collecting some notation and facts about a flow (Q, {Ut}teR) which we shall use throughout. Let M(Sl) be the space of all bounded complex Borel regular measures on Q.. A measure in M(£l) is said to be quasi-invariant if every translate of each null set is also a null set. A quasi-invariant measure is said to be ergodic if every invariant subset of Q is either negligible or has negligible complement. Let p be a positive quasi-invariant measure. A function 4> in L°°(p) is said to be analytic if the function t -> (f>(co + t) lies in H°°(R) for p-a.e. w in Í2.
Let us consider the representing measures for the induced uniform algebra A(Q) on (£2, {U,},eR). The Poisson kernel Pz(t) for R2 is defined by Pz(t) = s/n(s2 + (t -u)2), where z -u + is . For each s > 0 and for a point co + u in the orbit 0(co) of co, we define a homomorphism of A(Q) by /oo (f>(CO + t)Pz(t)dt.
-oo Then the product 0(co) x (0, co) may be regarded as a subset of 9Jl(A(Q)) by (2.1). Since the representing measure for each point in O(co) x (0, co) is absolutely continuous to another one, O(co) x (0, co) makes a nontrivial Gleason part. On the other hand, there are representing measures of a different kind. Indeed, the Markov-Kakutani theorem shows that there is at least one invariant probability measure on £2. Together with the Krein-Milman theorem, this assures the existence of an invariant, ergodic, probability measure m on £2. Then m is a representing measure for A(Q) [11, Theorem I] . It is known that every representing measure for A(il) is quasi-invariant if it is not a point mass [11, Theorem III] .
Let jSZ be the Stone-Cech compactification of the group Z of integers, and let So be the shift operator on Z, which is defined by Son = n + I for each n in Z. It then follows from the Banach-Stone theorem [1, Chapter V, 8.8] that So extends to a homeomorphism S of ßZ onto itself. We denote by X the quotient space obtained from jßZx[0, 1] by identifying (y, 1) with (Sy, 0) for each y in ßZ. Then X is a compact Hausdorff space. Let us define a flow (X, {S,}t€R) by (2.2) St(y,s) = &t+sxy,t + s-[t + s}), where [t] denotes the largest integer not exceeding t. We notice that the flow is far from a minimal one, since there exist closed invariant sets in profusion. Then there are many invariant, ergodic, probability measures on M(X). We not only see that there are no fixed points in X but also that there are no periodic orbits in X. Then A(X) is a uniform algebra on X.
Let X0 be the screw with pitch 1 and radius l/2n, that is, the quotient space obtained from Z x [0, 1] by identifying each (n, 1) with (n + 1,0). Since Z is dense ßZ, X0 is also dense in X. The map / -> ([t], t -[t]) is a homeomorphism of R onto the subspace Xo of X. In what follows, we shall sometimes identify Xq and Xq x (0, co) with R and R2 , respectively. Then R2 may be considered as a subset of M(A(X)) by (2.1). Let Q(R) be the space of all bounded continuous functions on R. Then each function in C(X) determines a function in Q,(R) by restricting it to X0 .
Every function tf> on X has the automorphic extention 4>* to jSZxR by (2.3) cp*(y,t) = <t>(^y,t-
[t]).
A function f on ßZ x R is the automorphic extension of a function on X if and only if f(y, t) = f(Sy, t -1) on /ÎZxR. Lemma 2.1. Let ^o be a function in Q(R). Then y/0 extends to a function yi in C(X) if and only if |^o is uniformly continuous on R.
Proof. Suppose that y/o is uniformly continuous on R. For each 5 in [0,1), the sequence y/o(n,s) = y/o(n + s), n e Z, lies in /°°(Z). Then y/o(n,s) extends to y/(y, s) in C(ßZ). Since X is identified with ßZx [0, 1), we may regard yi(y, s) as a function on X. Let y/^(y, t) be the automorphic extension of y/(y, s) to ßZ x R. It follows from the uniform continuity of ^o that the family {y/*(y, t);y e ßZ} of the functions of t is equicontinuous on R. This implies that y/^ is continuous on ßZ x R. Thus y/ lies in C(X). The converse follows from a general fact. Indeed, it is an immediate consequence of the continuity of the map (x,í)^x + í onXxR. D
Let C¿"(R) be the space of bounded uniformly continuous functions on R. Then Cbu(R) is a Banach algebra with the supremum norm, which is not separable. Lemma 2.1 shows that X is the maximal ideal space of QU(R) and that the flow {S,}î€r on X is that which is induced by the natural translations of the functions in Cbu(R). Such observation may provide an approach to almost periodic functions. Lemma 2.2. Let A(X) be the induced uniform algebra on (X, {S,},€r) , and let 4>o be a function in H°°(R). If r > 0, then the convolution <f>o * P¡r, in the usual sense, extends to a function <f>r(x) in A(X). Furthermore, the function (x, r) -> 4>r(x) is continuous on X x (0, co).
Proof. Since 100 * Pir(t -S) -0o * Pir(t)\ < WMoo • \\PS+ir -PrWl , t -> 4>o * Pir(t) is uniformly continuous on R. By Lemma 2.1, 4>o * Pir extends to a <f>r(x) in C(X). Let us consider the automorphic extension tf>*(y, t) of 4>r to ßZ x R. Then t -► 4>*(y, t) extends to R2 by its Poisson integral:
4>*(y, z) = <t>*(y, t + is) = </>* * Pis(y, t).
Since 4>o*Pir lies in H°°(R), z^>4>f(n, z) is bounded analytic on R2 for each n in Z. Then, since Z is dense in ßZ, z -> t¡>*(y, z) lies also in H°C(R2_)
for each y in ßZ. This shows that / -> 4>r(x + t) lies in H°°(R). Thus (ßr is a function in ^4(X).
Since (po*Pir*P¡s = <Po*Pi(r+s) for 5 > 0, we see that <t>*(y, t+is) = 4>#r+s(y, t)
by (2.4) . Then the family {4>*(y, t + is); ye ßZ} of functions of t + is is equicontinuous on R2 . This implies that (x, s) -> c/)r+s(x) is continuous on X x (0, co) for each r > 0. From this, the continuity of (x, r) -* 4>r(x) follows. D Proposition 2.3. Let A(X) be the induced uniform algebra on (X, {S,}ifER). Then A(X) is a logmodular algebra on X which is not a Dirichlet algebra. Proof. Suppose <j> lies in Cr(X) . For a given e > 0, we choose an r > 0 such that \\(/) -4> * PirWoo < e by Since log |^o I = <£o > we see that (2.6) logizo * Pir(t)\ = 00* Pir(t).
(2.5)
ds.
It follows from Lemma 2.2 that y/o * Pir(t) and y/Q ' * P¡r(t) extend to 6 and e~x in A(X). We see easily that log jc9| = <p * Pir by (2.6). So A(X) is a logmodular algebra on X. We now show that A(X) is not a Dirichlet algebra. Let Uo(t) = \ tan_1(i). Since Uo is uniformly continuous on R, Uq extends to a function u in Cr(X) . However, we observe by (2.5) that dist(K0, Re//°°(R)) = inf{||M0 -Re ^0|U ; Vo e H°°(R)} = 1 (see [6, (ii) The function x -> 0* P,r(x) lies in A(X) for each r > 0. Furthermore, the function (x, r) -> 0 * P¡r(x) is continuous on X x (0, co).
(hi) Let p be a positive quasi-invariant measure on X. Then we obtain (2.8) lim ( 4>*Pir(x)dp(x) = Í ¡j>(x) dp(x).
r^+° Jx h
Proof. We define the Borel function 0 for a given 0 in H°° (X). Let 0o be the restriction of 0 to X0 . Then 0o is regarded as a function in H°°(R). By Lemma 2.2, 0o * P¡r extends to a function 0r(x) in A(X), and (x, r) -> (f>r(x) is continuous on X x (0, co). We set (2.9) f(y,z) = f(y,t + ir) = 4>*(y,t),
where <f>*(y, t) is the automorphic extension of 0r to ßZ x R. So / is continuous on ßZ x R2 , and z -* f(y, z) lies in H°°(R2t) for each y in ßZ.
Let {rn} be a decreasing sequence that converges to 0. We then define the boundary-value function f(y, t) by f(y, t) -lim sup Re f(y, t + irn) + i lim sup Im f(y, t + ir"). for dt-a.e. í in R. Since f(y, t) = f(Sy, t -1) by (2.9), there is a Borel function 0 on X whose automorphic extension is f(y, t).
Since (2.10) shows that if n lies in Z, then lim 0o * Pir(n + t) = 0o(« + t) = f(n , t)
for dt-a.e. t, we see that 4>*(y, t) = f(y, t) for dv x dt-a.e. (y, t). Thus Oo(0o) = 0, 0oG//°°(R).
From now on, O0 will denote this modified isomorphism. By virtue of this specialization, certain homomorphisms of A(X) become the ones of H°°(R.). Since H°°(R) and //°°(X) are isometrically isomorphic via 4>o, it is a consequence of the following lemma, in which the uniqueness of extension depends on the corona theorem. Lemma 2.5. Suppose that ¿Jo lies in 971(^4(X))\X. Then £o extends uniquely to an element { of m(H°°(X)).
Proof. Let p be the representing measure for £0 . Since p is not a point mass, p is quasi-invariant on X. Using the Borel version by Lemma 2.4, we define (2.12) Z(4>)= f 4>dpL, 0G//°°(X).
Since (0y)~ = 0^ if 0 and y/ lie in H°°(X), it follows from (2.8) that £ is a homomorphism of H°°(X) which is an extension of £0 • The uniqueness of £ follows from the corona theorem. Since H°°(R) is isometrically isomorphic to H°°(X), the corona theorem asserts that X0 x (0, co) is dense in 9Jl(H°°(X)) by (2.1). Observe that / -» e" is uniformly continuous on R. Then Lemma 2.1 implies that e" extends to a function sx(x) in A(X) such that \sx(x)\ -I on X. Since t -> sx(x + t) is periodic, we see that sx is not constant as a function in Lx(p). Then there is an r with 0 < r < 1 such that (2.13) \io(si)\ = / sxdp Jx < r.
Suppose <f in SDt(tf°°(X)) satisfies that <*' = £0 on A(X). Since A(X) is a logmodular algebra on X, the representing measure p for £0 is unique. By the corona theorem and (2.13), there is a net {¿;Q} in X0 x [-logr, co) such that {£,a} converges to ¿' in m(H°°(X)). By setting £Q = (xa, ta), (2.1) and (ii) of Lemma 2.4 show that Í 0 * Piu(xa + t)Pita(t) dt^ j 0 * Piu dp J -oo JX for each 0 in H°°(X) and for u > 0. Furthermore, we see that if {ta} is bounded, then p is the representing measure for £0 = (x, t) in Xx [-log r, co). When {ta} diverges, p is an invariant measure on X. In both cases, we obtain easily that / 4>(xa + t)Pita(t)dt^ I ¿dp,
by the condition ta > -logr. This implies that {£"} also converges to ¡t, in Wl(H°°(X)). Hence !;' -Ç, so the extension of £0 is unique. D
In relation to fibers
In this section, we represent a portion of the fiber Wlx of ffl(H°°(A)) over 1 as a subset of the maximal ideal space ffl(A(X)) of ^4(X). This enable us to make clearer the structure of fibers and to give information about Gleason parts in them.
Let A be a uniform algebra with the maximal ideal space 971(A). We usually identify each function in A with its Gelfand transform on 971(A). A continuous map F of A into 971(A) is analytic if /of is analytic on A when / lies in A. A one-to-one analytic map is said to be an analytic disc. With an analytic disc, we do not distinguish between the map F and its image F (A). Let 9Jl(A )A be the set of all maps of A into 97Î(A). Then 97Î(A)A is a compact Hausdorff space in the product topology. If a net {Fß} of analytic maps converges to F in 97l(A)A, then F is also analytic.
Observe that the function 1 + z (3.1) w(z) = i--, zgA, 1 -z maps conformally A onto R2 . Then w maps {-1,0,1} to {0, /, 00}. We next define the isometric isomorphism of H°°(A) onto //°°(R2 ) by (3.2) <P,(/) = /o w-1, feH°°(A).
To investigate the fiber 9711 , we look into the behavior of functions in H°C(R2. ) around at infinity. (i) Let nx denote the restriction of n to 9Jlx n H. Then nx maps homeomorphically Mxf)H onto 971(J4(X))\(XuR2).
(ii) The homeomorphism n preserves Gleason metrics. Furthermore, a continuous map F of A into H is analytic if and only if so is the map no F of A into 971(^(X))\X. Proof. Let d>0 and <I>i be the isometric isomorphisms by (2.11) and (3.2), respectively. Setting O = 3>o ° $>i, we obtain an isometric isomorphism of H°°(A) onto H°°(X) (see Figure 1 ). Let O* denote the adjoint of O. Then <D* maps homeomorphically Wl(H°°(X)) onto 971(7/°°(A)). We see also that <P* is an isometry of H°°(X)* onto H°°(A)*, where H°°(X)* and H°°(A)* denote the dual spaces of H°°(X) and H°°(A). So <I>* maps each Gleason part of 97t(/P°(X)) to the one of 97[(//°°(A)).
As in the proof of Lemma 2.5, sx(x) denotes the extension of t -> e" to a function in A(X). We then set Hx = {^em(H°°(X));\sx(0\<l}.
Then Hx is an open set in 9K(//°°(X)). Since |ii({)| = 1 on 971(7/°° (X))\.r7i, Hx is a union of Gleason parts. Since Ois(r) = e" by (3.3), we see that <S>s = G>o ° ®\S = sx . This implies that <[>* maps homeomorphically Hx onto H.
We next show that Hx is homeomorphic to 971(^4 (X))\X. When £, lies in Hx , we write a(ä,) for the restriction of £ to ^(X). Then a(Ç) cannot lie in X, since |si(^)| < 1. Therefore a maps continuously Hx into 97l(/4(X))\X. If £0 lies in 97l(^(X))\X, then |ji(^o)I < 1 » since the representing measure for <^o is quasi-invariant. It follows from Lemma 2.5 that a is a one-to-one map of Hx onto 2K(y4(X))\X.
To show the continuity of a~x, we take a neighborhood V of £ in Hx.
Since Hx is open in ÜJl(H°°(X)), we notice that Wl(H°°(X))\V is compact in 971(/f00(X)). For any n in 97l(//°°(X))\V , there is a function 0 in A(X) such that 0(/7) = 1 and <j>(Ç) = 0. Indeed, if n lies in 97i(//00(X))\JJ71, this follows from the fact that |si| = 1 only on Tl(H°°(X))\HX . On the other hand, since a is one-to-one, we see that A(X) separates the points on Hx . This shows the existence of such a function when n lies in HX\V. Since Wl(H°°(X))\V X -2-1012 M Figure 1 is compact, we choose such functions 0i, ... , 0" in ^(X) so that the open subsets {\(f>j\ > 2/3}, I < j <n, make a covering of Wl(H°°(X))\V. Define the neighborhood of cr(£) in 971(^(X))\X bŷ = {,7oG97î(,4(X))\X;|0;(,7o)|< 1/3, 1 < j < n}.
Then we see a~xW is contained in V . Thus a is a homeomorphism. Let n = fTo(0*)~1 . Then n maps homeomorphically 7/ onto 97l(^(X))\X. It is easy to see that 7r(A) = R2 . Since 9711 n 7/ = 7/\A, the restriction nx maps 97Î1 n/7 onto 97t(yl(X))\(XuR2). Thus (i) follows.
It follows from (hi) of Lemma 2.4 and Lemma 2.5 that ||É-!f|| = Hf)-ffft)|| whenever £ and r\ lie in Hx. Since O* is isometric, the map n preserves Gleason metrics. We notice that 7/ and 97îi n 7/ are unions of Gleason parts. since the representing measure for noF(z) is quasi-invariant on X. This shows that <&-x<f)(F(z)) is analytic on A. Since O-1 maps 7/°°(X) onto 7/°°(A), F(z) is an analytic map of A into H. This completes the proof. D Let p be an invariant, ergodic, probability measure on X. Then p is a representing measure for A(X). As we mentioned earlier, there are many such measures. We identify here p with the homomorphism of A(X) by p. By Theorem 3.1, p determines a homomorphism of 7/°°(A) lying in 9711 . We claim that {//} is a one-point part in 9Jl(A(X)). Indeed, since ^4(X) is a logmodular algebra by Proposition 2.3, each Gleason part is either a one-point part or an analytic disc. Let H2(p) be the closure of A(X) in L2(p), and let H^(p) be the space of all functions in H2(p) which vanish at p. Then the orthogonal complement of Hq (p) © H^(p) consists of constants by [11, Theorem I] . Recall that p is represented as po x m¡, where po is an invariant measure on ßZ with respect to S. Suppose {p} is not a one-point part. Then there is an inner function q in H2(p) such that Hq(p) = QH2(p) (see [5, Chapter V, §7]).
Let q*(y, t) be the automorphic extension of q to ßZ x R. Since the inner function t -> q*(y, t) is not constant for p0-a.e. y , we choose easily a nonnegative function u in L°°(dpo x dt) satisfying / -» q*(y, t)u(y, t)(l + t2)~x lies in 7/°°(R). By setting g(y, t) = u(y, t)(l + t2)~x , a suitable choice of u shows that oo <t>*(y,t)= Y, g(sJy,t-J) j= -oo for some nonconstant function 0 in L°°(p). Then 0 is orthogonal to qH2(p)® qH2(p), thus we have a contradiction.
The following proposition is, of course, an immediate consequence of the corona theorem, so the point is the direct proof of it. Proposition 3.2. Let p be an invariant, ergodic, probability measure on X. Then the homomorphism in Wl(A(X)) by p is an accumulating point of R2 . Proof. For each 0 in A(X), the individual ergodic theorem shows that (3.5) I <f>dp= lim -/ <j>(x + t)dt JX T^°° ll J-T for p-a.e. x in X. It follows from Wiener's Tauberian theorem that the right side of (3.5) is equal to lim,--^ 0*Pir(x) for each x such that (3.5) holds (see [14, Proof of Lemma 2.6]). By regarding X x (0, co) as a subset of 97l(^(X)), 0 * Pjr(x) is the value of 0 at the point (x, r) by (2.1). Let e > 0, and let 0i, ... , 0" lie in A(X). Since the union of finite null sets is also null, we find a point (x, r) in X x (0, co) which belongs to the neighborhood W = {n g m(A(X)) ; ^(n) -4>}(p)\ < e, 1 < j < n} of p in M(A(X)). Since R2 is dense in X x (0, co), there is a point in R2 lying in W. Thus p is an accumulating point of R2 . D Let {an} be an interpolating sequence in A. We define
Fn(z)= .
. , zeA, which is an analytic map of A into 971(7/°°(A)), since A is regarded as a subset of 97i(7/°°(A)). If F is an accumulating point of {Fn} in 971(7/°°(A))A, then F is an analytic disc. Conversely, all analytic structure in 971(7/°° (A) )\A comes about in this manner. This is the characterization of nontrivial parts in 97i(7/°°(A)) due to Hoffman (see [9] or [6, Chapter X]). We define similarly Ln{z) = ^LZ^l, zeA, This fact will be used in §4.
Recall that an interpolating Blaschke product B(z) on R2 with zeros {w" = tn + isn} is thin if 7i(z) satisfies that lim 2sn\B'(w")\= 1.
n-»oo Suppose that {s"} is bounded away from zero. Let {Ln} and L be as in above. Then L is an analytic disc which is homeomorphic to A and L~x is the product cB of B by a unimodular constant c (see [6, Chapter X, Exercise 8]). From this fact, we obtain the following: Proposition 3.3. There is a nontrivial part P in 9Jl(A(X)) satisfying the following properties:
(i) Let L be the analytic map of A onto P. Then L is a homeomorphism.
(ii) Let p be the representing measure for L(0). Then p is invariant on X. Furthermore, there is a measurable function K(z, x) on A x X such that x -» AT(z, x) is invariant on X and 4>(L(z)) = [ (f>(x)K(z, x) dp(x), 0 G A(X). Jx Proof. Let us consider the case that {sn} diverges, and let P = L(A). Then we see that the representing measure for L(z) is invariant for each z in A. Since -4(X) is logmodular, each representing measure for L(z) is mutually absolutely continuous to p . Let 8(x) be the invariant function by the right side of (3.5) with cB in place of 0. It is easy to see that the function
satisfies the desired property. D
On a question of Forelli
Let W be the class of all closed, nonempty, invariant subsets in a flow (£2, {Í/JÍ6R). A set in ^ is minimal in (£2, {í7(}íeR) if it is minimal with respect to the inclusion relation of ^. Then Zorn's lemma guarantees the existence of a minimal set. We notice that (£2, {í7(}íeR) is a minimal flow if and only if £2 is minimal by itself. A minimal flow is said to be strictly ergodic if there is exactly one invariant probability measure. Let (X, {S;}.6r) be the flow in §2, and let M be a minimal set in it. We denote the restriction of {S;};eR to M by {T,}t€R. Then (M, {Tt}teR) is a minimal flow (see Figure 1 for the situation). We shall show the induced uniform algebra A(M) is not a Dirichlet algebra on M.
The outline of our proof runs as follows. As usual, M x (0, co) is regarded as a subset of the maximal ideal space M(A(M)) of A(M). For a given xo in M, we choose a suitable divergent sequence {un} such that an accumulating point £ of {(xo, un)} lies in a nontrivial part P(Ç) that is homeomorphic to A. This follows from Hoffman's theorem and Theorem 3.1. Furthermore, by virtue of Marshall's theorem [10] , we see that the closure P(S,) of P(Ç) is a homeomorphic replica of 97l(7/°°(A)) and that the restriction A\jr^r of ^(M) to P(Ç) is isometrically isomorphic to H°° (A). Let r0 be the Silov boundary of A\jtt:. Since 7/°°(A) is not a Dirichlet algebra on its Silov boundary, a real measure on To is orthogonal to A\jrp-. Although To lies off M, the Riesz representation theorem assures the existence of a real invariant measure on M which is orthogonal to A(M). Consequently, A(M) cannot be a Dirichlet algebra.
We begin by constructing artificial Blaschke products. Let /TV be a positive integer, and fix y = t + iu in R2 . We then set Proof. By setting X = 2(1 -e)/(l + (1 -e)2), Uj is the disc with center (Nj, u(l +k2)/(l -X2)) and radius 2uX/(l-X2). Thus the discs {Uj} have the property (i) whenever N and u satisfy that (4.10)
u>K(l+X)/(l-X) and N>4uX/(l-X2 Figure 2 Let (N, u) be a pair with the property (i). We notice that u and N/u may be chosen as large as desired. Define that W0 = {y; p(y, iu) < 1 -e}.
Then W0 is a compact disc contained in Uo. Let R(r), 0 < r < K, be the rectangle [0, N] x [0, r] (see Figure 2) . We claim that (z, y) -* \B(N, y)(z)\ is uniformly continuous on R(K) x Wo . Indeed, we find easily a constant c > 0 such that (4.11) l-p(z,Nj + y)2<c/j2, j¿0, on R(K) x Wq. Then the product \B(N, y)(z)\ = U%-oo P(z > NJ + y) converges uniformly on R(K) x W0. Since each (z, y) -» p(z, Nj + y) is continuous on R(K) x Wo, the uniform continuity of \B(N, y)(z)\ follows from the compactness of R(K) x W0. Consequently, since \B(N, y)(z)\ = 1 on R(0) x W0, there is an r, 0 < r < K, such that \B(N, y)(z)\ > 1 -ô on R(r) x W0 . Since p(z, Nj + y) = p(z, Ç;) = p(kz, kÇj) we see that .7) follows from the periodicity of \B(N, y)(z)\. Thus we obtain the property (ii).
We write y = t + is. Since p(y, iu) < 1 -e, we have easily the inequality, l-(l-e) 1 + (1 -e)
Since N/u is chosen as large as desired, we may assume that e~2ns/N > 1 -S . Define a(y) = e-2KS'N . By (4.2), we see that (4.8) holds for some K' > K. If we make N/u and K' sufficiently large, (4.9) holds for each square Q = [to, to + 1] x [0,1], I > K', so the proof is complete. D Let ^"} be a decreasing sequence such that 0 < en < 1 and J2en < co. We then choose a sequence {ôn} , 0 < ö" < 1, such that (4.12) J(l-Sk)>l-en, n>l.
k=n For a given Kn > 0, let Nn,u",yn, and an be as in Lemma 4.2 with respect to the above e" and dn . We also set zn¡ = Nnj + iun and Ç«; = N"j + yn , jeZ.
By induction, we obtain immediately the following: (ii) Let U"j = {z; p(z, znj) < 2(1 -e")/(l + (1 -e")2)}. Then each Unj, j e Z, is contained in {K" < Im z < 7<T"+1}. Bm(z) has the periodic zeros {w"j ; j e Z} on each horizontal line {Imz = u"}, n > m, (see Figure 3 for the distribution of zeros of 7ii(z)). We see
Figure 3
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use by (4.16) and [6, Chapter II, Theorem 6.1] that Bm(z) extends analytically to {Imz > -Km}. It follows from (4.12) and (ii) of Lemma 4.2 that \Bm(z)\ <
(1 -em)~x on {Imz > -Km}. Let 0 < s < Km, and define the bounded function F on R by F(t) = Bm(t -is). Since Bm(t) = F * P¡s(t), we see that t -» Bm(t) is uniformly continuous on R. Hence Lemma 3.1 implies that Bm(t) extends to a function Bm(x) in ^4(X). Recall that 0(xq) x (0, co) is a nontrivial part in 971(^4 (X) ). However, since xo is in the minimal set M, 0(xo) x (0, co) is not homeomorphic to R2 . On the other hand, 0(xo) x (0, co) contains every (xo, u"), which is an accumulating point of {w"j ; j G Z}. Let {£"}, {yn}, and {U"j} be as in Lemma 4.3, and let {wnj} be the sequence defined by (4.14). We then set V"j = {z ; p(z, wnj) < 2(1 -e")/(l + (1 -e")2)} = Unj + kn.
Observe that B(N", yn)(z -kn) is (a unimodular constant multiple of) the interpolating Blaschke product with zeros {Ç"j + k"; j e Z}, where £"j = NJ + 7n ■ By (hi) of Lemma 4.3, (4.15) holds with £"_,■ + kn in place of w"j .
Then {Ç"j + kn ; n > 1, j e Z} is also an interpolating sequence. Let Cm(z) be the Blaschke product with zeros {C,n)+ kn ; n > m, j e Z} . So we may write for each z in Vn¡. Since a~x tends to 1 as n -> co , the conclusion follows. D
We denote by ¿;" the homomorphism (x0, un) in 9Jl(A(X)). To each n > 1, there corresponds a subnet {w"ß} of {wnj; j e Z} converging to ¿;" in 97t(yl(X)). Let ¿; be an accumulating point of {£"} . Then £ is also an accumulating point of the interpolating sequence {w"j ; n > 1, j e Z} . Therefore, by Hoffman's theorem and Theorem 3.1, ^ belongs to a nontrivial part P(Ç). Precisely, let L"j be the linear fractional map of A onto R2 by We next show that L0 may be considered as an analytic map of A into Wl(A(M)). Let Ex be the closure of M x [0, co) in 97t(yl(X)). Since La(z), z e A, is in M x [0, co) by (4.21) and limQ ua = co, we see that L0(z) lies in £x\M x [0, co). Then the whole P(Ç) is contained in Z?x\M x [0, co). On the other hand, M x [0, co) is also considered as a subset of 97l(^(M)). We denote similarly by EM the closure of M x [0, co) in 97Î(^4(M)). We have to examine the relation between E\ and Em • Let A\m be the space of the restrictions to M of functions in A(X). Then A\M is a subalgebra of ^(M) containing constants. So there is a natural restriction map ox of EM to Ex which is the identity map on M x [0, co). Let us show that crj is a homeomorphism of Em onto Ex. Since A(X) is a logmodular algebra, ox is a one-to-one continuous map. If n lies in E\, then there is a net {rjß} in M x [0, co) converging to n in E\. Since Em is compact, we may assume that {riß} converges to nx in Em • We then have that ax(nx) = n. Since EM is compact, Em and E\ are homeomorphic via the map ax.
We see that the closure of A\m is a logmodular algebra on M, then so is A(M). If <yx(nx) = n, then nx and rj have the same representing measures.
Identifying Z-o with «rf1 oLo, we see that (4.23) holds for each 0 in ^(M). This implies that L0 is an analytic map of A into Wl(A(M)).
Since the representing measures for the points in P(Ç) are mutually absolutely continuous, P(Ç) is also a nontrivial part with respect to ^4(M) by [5, Chapter VI, §1.2].
Let p be the representing measure for a point n in 7?m\M x [0, co). We show that p is invariant on (M, {TJ^r) , although the similar fact has been used tacitly in the proofs of Lemma 2.5 and (ii) of Proposition 3.3. Indeed, there is a net (x^ , Uß) in M x [0, co) converging to n , where lim^ Uß = co . Let pß be the representing measure for (Xß, Uß). Then {pß} converges to p in the weak-* topology on M (M). Since
we see that / 0(x + s) dp(x) = / <j)(x)dp(x), 0gC(M),
./m Jm for each s in R. Then p is invariant on M. In particular, the representing measure for each point in P(Ç) is invariant on M.
Lemma 4.5. Let Çn denote the homomorphism (xq, u") defined above, and let Ç be an accumulating point of {£"} in 97l(^4(M)). Then Ç lies in a nontrivial part P(Ç) in 97Î(^(M)) satisfying the following properties:
(i) Let P(Z) be the closure of P(£) in 97Î(^(M)). Then each point in P(^) has a unique representing measure which is invariant on M.
(ii) The part P(Ç) is homeomorphic to A. Precisely, the analytic map Lq by (4.22) has its continuous inverse. Proof. We have shown that Ç lies in a nontrivial part />(£), in which every representing measure is invariant on M. Since the set of all invariant probability measures on M is weak-* compact in M (M), each point in P(Ç) has also an invariant representing measure. Thus (i) follows.
Let L"j, Ln, and L0 be as in ( for some constant c with \c\ < I + e. Proof. We have already done the hard work back in Lemma 4.4. Let {en} and {Sn} be as in (4.12), and let {rk} be a sequence such that 0 < rk < 1 and Y\rk> (I +e)-1 . We assume that \ak\ < \ak+x\ for all k > 1. Let wnj and Ln¡ be as in (4.14) and (4.19), respectively. Then we see by If b(z) is a Blaschke product, let us agree to also call cb(z) a Blaschke product when c is a unimodular constant. Together with Bernard's trick, Marshall has shown that the unit ball of 7/°° (A) is the norm closed convex hull of the set of Blaschke products (see [10] The following lemma is an easy consequence of the corona theorem and Lemma 4.7, so the proof is omitted. Lemma 4.8. Let T and Tq be the Silov boundaries of H°°(A) and A\j^t, respectively. Let L0 be the analytic map of A onto P(Ç) by (4.22). Then Lo extends to a homeomorphism of 97i(7/°°(A)) onto P(Ç), which maps T onto r0.
Observe that T0 is contained in P(Ç)\P(Ç). We denote by Xw the representing measure for co in T0. Then Xw is invariant on the flow (M, {TJ^r) by (i) of Lemma 4.5. For each 0 in C(M), we set T0(<y) = / 0(x) dX(o(x), co eTo.
Jm Then the map co -> t0(w) is continuous on To. Indeed, by identifying each co in r0 with its unique representing measure Xw in M(M), T0 becomes a subset of M(M) = C(M)*, the dual space of C(M). The weak-* closure of {Xw; co G r0} consists of invariant probability measures which are multiplicative on A(M). Since T0 is closed in M(A(M)) and since representing measures are unique, the weak-* closure of {Aw ; co e To} has to be itself. Then the map Xw -> co is continuous from one compact space to another, so the continuity of co -* T0(cc>) follows. We observe easily that t is a positive linear operator of C(M) into C(r0) with ||t|| = 1.
Let v be a positive measure in M (To). We then define the linear functional F on C(M) by
We see that |F(0)| < HHMU and F(T,4>) = F(</>), where T,<j>(x) = 4>(x + t).
We also see that F is positive and F (I) = u(F0) = \\u\\. Then the Riesz representation theorem assures the existence of a positive invariant measure p in M(M) such that (4.29) F (</>) = / <t>(x)dp(x), 0gC(M).
Jm It is clear that p is uniquely determined and \\p\\ = \\u\\. However, v may not be determined uniquely by p, which causes a difficulty.
We next extend x to a positive linear operator of Lx(p) to Lx(v) with ||t|| = 1. Let 0 be a function in Cr(M) . We write 0 = tj>x -02, where 0i and 02 are respectively the positive and negative parts of 0. Since \x<f>x -t02| < T0i + T02 and 101 = 0i + 02, we have that ||t0||i < ||0||i. From this fact, the assertion follows easily. We denote also by x this extended operator of Ll(p) to Lx(v). Let x* be the adjoint of the extended operator x. Then x* is a positive linear operator of L°°(u) to Lco(p), and its range consists of invariant functions.
When 0 is in Lx(p), we put 1 fT mT<t>(x)=2f <t>(x + t)dt, and (4.30) md)(x) = lim mp4>(x).
T-»oo
Then the mean ergodic theorem shows that w0 lies in Lx(p) and x(mcf>) = x<j>.
We see also that mT(f> lies in C(M) if 0 is in C(M). Under these observations, we may show that A(M) is not a Dirichlet algebra on M. The following proof is due to the referee, which improves our former one so much.
Proof of Theorem 4.1. It suffices to show that there is a nonzero real measure in M(M) which is orthogonal to ^(M). It is well known that /7°°(A) is not a Dirichlet algebra on its Silov boundary F (see, for example, [8, Chapter 10] ). By Lemma 4.7, we see that A\y¿jr is not a Dirichlet algebra on T0 . Consequently, we may find a nonzero real measure v in M (To) which is orthogonal to A\ jt^ . By the Jordan decomposition theorem, v is represented as v -v\ -vi, where vx and v2 are positive and negative variations of v . We may assume that both vx and v2 are probability measures on r0 . It follows from (4.29) that there are invariant probability measures p¡, i = 1, 2, such that / xtf)dvi= j cßdpi, 0 G C(M). \[ x\(bxoL^x)x\(b2oL^x)dpxf x*2(bxoL0-x)x*2(b2oL-x)dp2 Um Jm > 2 -2e.
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There are two sequences of Blaschke products {Bnl)} and {B"2)} on R2 and two decreasing sequences {r"^} and {r" } converging to 1 such that each B" , j = 1, 2 , extends to be continuous on X and r"j)B"J)oLo = bj on 97l(77°°(A)). Let fflr and m, be the operators by Since mp(rk Bk ) is in C(M), this shows that px ^ p2. Since i/ = i/i -z/2 is orthogonal to A\p7^^ we obtain a nonzero real measure p = px -p2 in M(M) which is orthogonal to A(M). This completes the proof. G
Remarks
Let (M, {r.},6R), ^(M), and P(Ç) be as in §4, and let p be the representing measure for £. Then p is an invariant probability measure in M(M) which is not ergodic. We denote by H°°(p) the weak-* closure of A(M) in L°°(p). Then H°°(p) is a weak-* Dirichlet algebra in L°°(p), since A(M) is a logmodular algebra.
(i) Recall that, since (M, {r.},eR) is minimal, ^(M) is a maximal subalgebra of C(M). By contrast to this fact, it follows from [11, Corollary 3.1] that H°°(p) is not a weak-* maximal algebra in L°°(p).
(ii) For each 0 in Lx(p), mtj> denotes the invariant function by (4.30). We now set X = {m0;0G^(M)}.
We then see that ^ is isometrically isomorphic to 77°° (A). Of course, mtf> cannot be continuous on M except for constants.
(hi) Let (£2, {/7(}í6r) be a minimal flow. Recall that if (£2, {Ut}tevt) is strictly ergodic, then ^(£2) is a Dirichlet algebra on £2. Then it is natural to ask whether strict ergodicity is necessary when A(Q) is a Dirichlet algebra. We may, however, construct a minimal flow (Y, {Vt}teR) not being strictly ergodic, on which ^I(Y) is a Dirichlet algebra. Indeed, let Z?i(z) be the Blaschke product in (4.16) with m = 1. Since 7?i(z) extends to be continuous on X, it determines a unimodular function ßi(x) in ^(M). Let 93 be the closed subalgebra of C(M) generated by {TtBx, TSBX ;/,jeR}.
Taking a suitable factor of (M, {TJ^r), we have a minimal flow (Y, {Vt}teti) such that 23 is isometricaly isomorphic to C(Y). We may consider that ^4(Y) contains the uniform algebra generated by {TtBx ; t e R} and all the constant functions. Then it is not difficult to show that (Y, {J^}reR) is the desired one. We mention that since C(Y) is separable, Y is metrizable.
Incidentally, the referee has pointed out that there can be a minimal flow (£2, {Ut}teR) where £2 is metrizable, and yet A(£l) is not a Dirichlet algebra. In this situation, Choquet's theorem works well. So we would expect some information about the invariant measures representing homomorphisms of A(Sl).
Note added in proof. One application of the flow (X, {S»}/eR) should be noted: Let p be an invariant, ergodic, probability measure in M(X), and let H2(p) and H^(p) be as ian the paragraph preceding Proposition 3.2. Then the invariant subspace H^(p) is generated by one of its elements. This answers an old question in the setting of weak-* Dirichlet algebras (see [7, Chapter 5, §4] ). For the proof, see our subsequent note Single generator problem.
