Abstract. We study spherical Schubert varieties in the affine Grassmannian. These Schubert varieties have a natural conjectural modular description due to Finkelberg-Mirković. This modular description is easily seen to be set-theoretically correct, but it is not obviously scheme-theoretically correct. We prove that this modular description is correct in many cases. We also link this modular description to the reducedness conjecture from KamnitzerWebster-Weekes-Yacobi for tranverse slices in the affine Grassmannian.
1. Introduction 1.1. The affine Grassmannian and its spherical Schubert varieties. The affine Grassmannian Gr G associated to a semisimple group G has two incarnations. It can be viewed as the quotient G(C((t))) G(C [[t] ]) or it can be viewed as a partial flag variety associated to an affine Kac-Moody group. Both points of view have their advantages, and much of the richness of the affine Grassmannian arises by playing these two points of view off one another. The presentation as a quotient G(C((t))) G(C [[t] ]) is closely related to the following modular description of the affine Grassmannian. Fix a smooth algebraic curve X and a point x ∈ X. The affine Grassmannian is the moduli space of pairs (P, φ) where P is a principal G bundle on X, and φ is a trivialization of P away from x, where such pairs are considered up to isomorphism.
It is therefore natural to ask how much of the geometry of the affine Grassmannian can be interpreted in modular terms. Specifically, we want to study G(C [[t] ])-orbit closures. The orbits Gr λ are naturally indexed by dominant coweight for the group G. These orbit closures Gr λ are of signficant interest in geometric representation theory. For example, by the geometric Satake correspondence of Lusztig, Ginzburg, Beilinson-Drinfeld and MirkovicVilonen, the intersection cohomology of these orbit closures carry an action of Langlands dual group. From the Kac-Moody point of view, the schemes Gr λ are Schubert varieties and thus are well understood by general theory of flag varieties associated to Kac-Moody groups and their Schubert varieties (e.g. [Kum] ).
Finkelberg and Mirković [FM] propose a modular description Y λ of these orbit closures. They define Y λ to be the locus of pairs (P, φ) where the poles of φ at x are controlled by λ. It is easy to verify that this moduli space is set-theoretically supported on the Schubert varieties, but it is not at all clear that this moduli space is a reduced scheme. Studying the reducedness of this scheme is our first goal in this paper. The natural conjecture is the following: Conjecture 1.1. Let λ be a dominant coweight for G. Then Y λ is reduced.
Reducedness results.
In this paper, we prove a number of results related to this conjecture.
Our first result is the following.
Theorem 1.2. For any λ, Y λ is smooth (and therefore reduced) along Gr λ ⊂ Gr λ .
Because it is known that Gr λ is Cohen-Macaulay, we also obtain the following.
Theorem 1.3. The scheme Y λ is reduced if and only if it is Cohen-Macaulay.
Then we specialize to the case G = SL n , and we prove the following result.
Theorem 1.4. Let G = SL n and let X denote the set of all dominant coweights that can be written in the form a̟ i + b̟ i+1 for a, b ≥ 0 and i ∈ {1, . . . , n − 2}. Then for all λ ∈ X , Y λ is reduced.
In particular, this covers all cases for SL 2 and SL 3 .
1.3. Affine Grassmannian slices. An expanded form of the reducedness conjecture was stated by Kamnitzer-Webster-Weekes-Yacobi in [KWWY] . There the authors study a particular Poisson structure on Gr. This Poisson structure is related to the Lie bialgebra structure on g [[t] ], the quantization of which gives rise to the Hopf algebra structure on the Yangian. In particular, they study schemes Gr λ µ which are canonically-defined (after choice of coordinate t) transverse slices to Gr µ inside of the orbit closure Gr λ . The subschemes Gr λ µ preserve the Poisson structure on Gr, and the authors of [KWWY] construct a quantization of a subscheme Y λ µ that is set-theoretically supported on Gr λ µ , i.e. up to nilpotents. This scheme Y λ µ has an explicit ring-theoretic description in terms of the representation theory of G and Poisson brackets. The authors conjecture the following. Conjecture 1.5. Let λ and µ be dominant coweights for
It is easy to show that the above Conjecture 1.5 for µ = 0 is equivalent to the above Conjecture 1.1. We also show a strong converse result: Theorem 1.6. Let λ and µ be dominant coweights for G such that µ ≤ λ. If Y λ is reduced, then Conjecture 1.5 is true for Y λ µ .
In particular, for SL n , Conjecture 1.5 is true for all λ ∈ X .
1.4. Overview. The paper divides naturally into two parts. In the first part we study Conjecture 1.1. First, we prove Theorem 1.2 by computing the tangent space of Y λ at the point t λ and showing that it has same dimension as Gr λ . Next, we study a factorable version of Y λ , i.e. a version of Y λ that naturally sits as a closed subscheme of the Beilinson-Drinfeld Grassmannian. Let λ and µ be dominant weights, we prove that the reducedness of Y λ+µ implies the reducedness of Y λ and Y µ . Using the fact that the scheme-theoretic intersection of Schubert varieties is reduced, we conclude that if Y λ and Y µ are both reduced, then so is Y λ∧µ (see Section 5 for the definition of λ ∧ µ). Thus we have two methods for proving reducedness using the reducedness in known cases.
For SL n , we prove explicitly that Y nk̟ 1 is reduced by first showing that it is CohenMacaulay (Section 6). Then we show that it is generically reduced by exhibiting a smooth point. Using the SL n diagram automorphism, we obtain the same for Y nk̟ n−1 . Finally, using the two methods above, we prove that Y λ is reduced for all λ ∈ X (Section 7).
In the second part of the paper (Sections 8 and 9), we reduce Conjecture 1.5 to Conjecture 1.1. This involves explicitly studying the Poisson ideal that defines Y λ µ . In particular, we give generators for the ideal as an ordinary ideal (without reference to the Poisson structure) and relate them to equations defining Y λ .
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Affine Grassmannian and G(O)-orbit closures
2.1. Notation. Throughout the paper, G denotes a fixed semisimple group and g its Lie algebra. For simplicity we will assume G is simply-connected. We also work throughout over the field C of complex numbers. We remark that the results in Sections 3 and 4 still hold if we replace C with any algebraically closed field of arbitrary characteristic.
We write λ, µ, etc. for coweights of G and ν ∨ , etc. for weights of G. Denote their pairing by ⟨λ, ν ∨ ⟩. We write ̟ i , ̟ ∨ i for the fundamental coweights and weights of g. Similarly, we write α i for the simple coroots of g and α ∨ i for the simple roots. We write Φ ∨ for the set of all roots.
Let λ be a dominant coweight of G. Then we write λ * = −w 0 λ, where w 0 denotes the longest element of the Weyl group of G.
Let a ij denote the Cartan matrix of g, and let d i be the positive integers chosen to symmetrize the Cartan matrix. Choose Chevalley generators e i , h i , f i for g, and extend this to a choice of root vectors e α ∨ , f α ∨ for α ∨ ∈ Φ ∨ + . We choose a g-invariant symmetric bilinear
α ∨ , and choose a dual basis {h i } to {h i }. Identifying h and h * via (⋅, ⋅) there is an induced bilinear form (⋅, ⋅) on h * , which for ν ∨ , η ∨ ∈ h * is given by
2.2. Modular description of Gr. Recall the following modular description of the affine Grassmannian Gr. Let X be a a smooth curve, and let x ∈ X be a closed point. An S-point of Gr X,x consists of
By the Beauville-Laszlo theorem, this definition only depends on the adic disk centered at x, and we can identify Gr X,x with the quotient
where O x is the completed local ring at x, and K x is the fraction field of O x . If we choose a local coordinate near x, then we have isomorphisms
. This gives us an isomorphism
A modular description of orbit closures. The G(C[[t]])-orbits on
Gr are naturally indexed by the dominant coweights. Let λ be a dominant coweight and let t λ be the corresponding point in Gr. Let us write Gr λ ∶= G(C[[t]])t λ for the orbit through λ, and let Gr λ be the closure with the reduced scheme structure.
We define Y λ to be the following closed subfunctor of the affine Grassmannian. An S-point of Y λ consists of the following
is regular on on all of S × X By choosing a faithful embedding G ↪ GL n , we can see that Y λ is a finite-type Noetherian scheme. Using the Cartan Decomposition, we see that Y λ (F ) = Gr λ (F ) for any field F . So we see that Y λ is a possibly non-reduced thickening of Gr λ . Our goal is to prove that Y λ = Gr λ , or equivalently, that Y λ is reduced.
Generic smoothness
Let λ be a dominant coweight. In this section, we will prove that Y λ is generically reduced, by computing the tangent space at the point t λ .
Let X scheme over C, and let x be a closed point of X. Recall that the tangent space at x can be identified with the space of maps Spec
Now, the tangent space to t λ in Gr is g(K) (t λ g(O)t −λ ). Choose a basis {X r } for g consisting of root vectors and elements of the Cartan. For each r, let α ∨ r denote the weight of X r (so α ∨ r is either a root or 0). Thus we see that the tangent space to t λ is ⊕ r t ⟨λ,α
Proof. For any element a ∈ C((t)), let us write val(a) for the valuation of a (the most negative exponent occurring in a). Let ν ∨ be a regular anti-dominant weight of G and consider a vector v ν ∨ of weight ν ∨ lying in the representation V (w 0 ν ∨ ) of highest weight w 0 ν ∨ . Case α ∨ r ≥ 0: We may assume that ⟨X r , ν ∨ ⟩ ≠ 0 for all basis vectors X r which lie in the Cartan. Fix a basis vector X r such that α ∨ r is a positive root or 0. Thus, since ν ∨ is regular,
we know that the worst pole allowed in (2) is −⟨λ, ν ∨ ⟩. The worst pole that occurs in (2) is equal to − val(at ⟨λ,α ∨ r +ν ∨ ⟩−1 ). Thus we conclude that val(a) > −⟨λ, α ∨ r ⟩, and the result follows for this case. Case α ∨ r < 0: Now we consider a basis vector X r for which α ∨ r is a negative root. Let E be a root vector corresponding the positive root −α ∨ r . Let w = Ev ν ∨ . This is a non-zero vector of weight ν ∨ − α ∨ r and X r w ≠ 0. For any
As before the worst pole allowed in (3) is −⟨λ, ν ∨ ⟩ and thus we conclude that a = 0. The result follows in this case too. Proof. From the above computation, we see that the dimension of the tangent space to Y λ at t λ is at most
where the sum ranges over all positive roots. This number equals ⟨λ, 2ρ ∨ ⟩ which is the dimension of the smooth variety Gr λ . Thus we conclude that Y λ is smooth at t λ . By the G(C [[t] ]) action, we conclude that Y λ is smooth along Gr λ .
Finally, this implies that Y λ is reduced along Gr λ via the general fact that a regular local ring is an integral domain (for example, [AM, Lemma 11.23] 4. The Beilinson-Drinfeld deformation of Y λ 4.1. A one-parameter family. Let X be a smooth curve, and let p ∈ X be a closed point. Let Gr G,X×p be the closed sub ind-scheme of the Beilinson-Drinfeld Grassmannian for two points on a curve where the second point is fixed at p. Explicitly, an S-point of Gr G,X×p consists of the following data:
• x ∶ S → X. Let Γ x denote the graph of x. Let Γ p = S × {p} ⊂ S × X be the graph of the constant map taking value p.
Let π x ∶ Gr G,X×p → X be the map that remembers the point x. Then if y ∈ X and y ≠ p, then we can canonically identify π −1
x (y) with Gr X,y × Gr X,p . When y = p, we have π −1 x (p) = Gr X,p . Let λ, µ be two dominant coweights. Now let us consider the following closed sub-ind-
X×p consists of an S-point of Gr G,X×p subject to the following condition:
• For every dominant weight ν ∨ , the composed map
is regular on on all of S × X By embedding G into some GL n , we can see that
X×p is a finite-type scheme. Proof. First we will prove that the map π x is in fact flat. Over X − {p}, the map π x is a fiber bundle and is therefore flat. Let us consider the base change of the family π x over Spec O X,x where O X,x is the local ring at x. By [GW, Proposition 14 .16] a locally Noetherian family over a DVR with reduced special fiber such that the entire family is the set-theoretic closure of the generic fiber is automatically flat. The set-theoretic closure condition is clear (see also [Zhu, Proposition 2 
.1.4]).
Then because π x is proper and flat, by [EGAIV3, Proposition 12.2.4(v) ], we know that the locus of y ∈ X, such that the scheme-theoretic fiber π −1 x (y) is geometrically reduced is open.
4.2. Some remarks on the family π x . The proof of Proposition 4.1 tells us that the reducedness of the special fiber of π x implies that π x is flat and that the generic fiber is reduced. Here we will show that the converse is true. This fact will not be used in the sequel. Proof. Consider the determinant line bundle L, and let J be the nilradical sheaf on Y λ+µ . We get a short exact sequence
where i ∶ Gr λ+µ → Y λ+µ is the natural map.
For k >> 0, we can tensor with L ⊗k and take global sections to obtain the following short exact sequence
, where the last isomorphism is given by the tensor product property of affine Demazure modules appearing in integrable vacuum representations [Zhu, Lemma 2.1.4 ]. Therefore, we have H 0 (Y λ+µ , J ⊗ L ⊗k ) = 0 for k sufficiently large. As L is ample, we conclude that J = 0.
Remark 4.3. If we knew that the map π x ∶ Y λ,µ X×p → X was flat for all λ and µ, then the problem of proving the reducedness of Y ν would greatly simplify. For example, by taking G to be of adjoint type it would suffice to check the reducedness for all fundamental coweights. When G = P GL n , all fundamental coweights ̟ are miniscule, and Y ̟ is in fact smooth (and therefore reduced) as we prove in section 3. Alternatively, using Proposition 4.1 and 4.2 it would also suffice to prove that Y ν is reduced for a single regular dominant coweight ν.
Therefore, we see that the question of reducedness of Y ν is very closely related to the question of the flatness of π x ∶ Y λ,µ X×p → X for all λ and µ. Unfortunately, it does not seem easy to directly prove the flatness of π x . 
Some simplifying arguments

Reduction to big cell. The big cell in the affine Grassmannian is defined as
U = G(C[t −1 ])G(C[[t]]) G(C[[t]]) ⊂ Gr. Define G 1 [t −1 ] be the kernel of the evaluation mor- phism G C[t −1 ] → G. Recall that the natural map G 1 [t −1 ] → U is an isomorphism.
Type A calculations
Now let us focus on G = SL n and dominant coweights of the form kn̟ 1 , where k is some positive integer. As dimension is insensitive to nilpotents, we have dim
Consider the intersection Y kn̟ 1 ∩ U, where as before U ⊂ Gr is the big cell in the affine Grassmannian. Because U is an ind-affine scheme, the intersection Y kn̟ 1 ∩ U is an ordinary affine scheme. Let A be the ring of regular functions on Y kn̟ 1 ∩ U.
We have an identification
) where M n denotes the variety of n × n matrices. Thus we can regard Y kn̟ 1 ∩ U as a subscheme of
we see that Y kn̟ 1 ∩ U is a subscheme of the kn 2 dimensional affine space I n + t −1 M n ([t −1 ]) ≤k consisting of matrices whose entries are polynomials in t −1 of degree at most k (and which evaluate to I n at t −1 = 0).
Let us consider variables x (s)
i,j where the indices i and j vary in the set {1, . . . , n}, and the indices s vary in the set {1, . . . , k}. For fixed s, let X (s) be the n × n matrix whose entries are x (s) i,j . Consider matrix valued polynomials of the following form:
Let us also write
which defines det (r) as certain polynomials in the variables x
i,j ] modulo the ideal generated by the polynomials det (r) where r ∈ {1, . . . , kn}.
Proof. The equations det (r) define the intersection
By the above analysis, this scheme contains Y kn̟ 1 ∩ U. To see that there are no additional equations, we note that it suffices to check the condition in the definition of Y kn̟ 1 for ν ∨ = ̟ ∨ ℓ a fundamental weight. This amounts to show that all ℓ × ℓ minors of X have degree (in t −1 ) at most kl = −⟨kn̟ * 1 , ̟ ∨ ℓ ⟩, for ℓ = 2, . . . , n − 1. But this is immediate from the definition. In particular, we see that Spec A is cut out by kn equations in an affine space of dimension kn 2 . Because Y kn̟ 1 has dimension kn(n − 1), we see that Spec A is a complete intersection inside this affine space. In particular, it is a Cohen-Macaulay scheme. As in the proof of Proposition 5.1, the G(C [[t] ]) action proves that Y kn̟ 1 is also Cohen-Macauley. Furthermore, applying the unique non-trivial diagram automorphism of SL n , we obtain that Y kn̟ n−1 is also Cohen-Macaulay. Applying Theorem 3.3, we have the following. Corollary 6.2. For G = SL n and any integer k ≥ 1, both Y kn̟ 1 and Y kn̟ n−1 are reduced.
We learned of this method of proving reducedness of a scheme from a similar argument in [Knu, Proofs of Theorems 2 and 3 ].
Generating more cases
We use two facts to prove the reducedness of many more cases. These two facts are:
(1) The scheme-theoretic intersection of Schubert varieties is reduced, and moreover Gr λ ∩ Gr µ = Gr λ∧µ by Proposition 5.4. By Proposition 5.5, we have
(2) If Y µ 1 +µ 2 is reduced for µ 1 and µ 2 two dominant coweights, then Y µ 1 and Y µ 2 are both reduced by Proposition 4.1. Given a dominant coweight λ, we say that a dominant coweight µ is a summand of λ if λ − µ is dominant. Thus we see that if we know reducedness for any set of dominant coweights, then we know it also for the set all dominant coweights obtained by repeatedly taking summands and meets.
Let X be the smallest set of dominant coweights for SL n that contains {kn̟ 1 ∶ k > 0} and {kn̟ n−1 ∶ k > 0} and is closed under summands and meets. Then we know the truth of the reducedness conjecture for all elements of X .
Proposition 7.1. The set X consists of all dominant coweights that can be written in the form a̟ i + b̟ i+1 for a, b ≥ 0 and i ∈ {1, . . . , n − 2}.
Proof. Consider the set T of piecewise linear functions f ∶ [0, n] → R ≥0 whose graphs are triangles: f consists of the straight lines from (0, 0) to (a, b) to (n, 0), for some a ∈ [1, n − 1] and b ≥ 0 (see Figure 1) . Observe that for f 1 , f 2 ∈ T we have min{f 1 , f 2 } ∈ T .
Define a "discrete sampling" map
2) ̟ i is the image of the element with apex at (i,
Now suppose we take two coweights
Then both are in the image of T , and by properties (1) and (3) so is λ 1 ∧ λ 2 . Hence the set of coweights of this form is closed under meets. It is clearly closed under summands.
On the other hand, for each i and N ≥ 0 there is some a̟ i +b̟ i+1 ∈ X with a, b ≥ N. Indeed, by appropriately choosing ℓ, ℓ ′ , such elements can be produced of the form ℓ̟ 1 ∧ℓ ′ ̟ n−1 . Since X is closed under taking summands, the claim follows.
Theorem 7.2. For G = SL n and all λ ∈ X , the scheme Y λ is reduced. In particular, for λ ∈ X we have Y λ = Gr λ .
Remark 7.3. For SL 2 and SL 3 this is everything.
Ideal generators for affine Grassmannian slices
Our goal is now to study the conjecture [KWWY, Conjecture 2.20 ] describing the ideal generators for affine Grassmannian slices. We will give a positive answer in those cases covered by Theorem 7.2.
Remark 8.1. To follow the notation of [KWWY] , we will work now in the thick affine Grassmannian G ((t −1 )) G[t] . This does not affect results since we are studying subschemes of Y λ , a finite-type scheme naturally embedded in both the thick and the thin affine Grassmannian.
Let µ be a dominant coweight with µ ≤ λ. Let Gr µ = G 1 [[t −1 ]]t w 0 µ and let Gr λ µ = Gr λ ∩ Gr µ . This is a transverse slice to Gr λ at the point t w 0 µ . It is known by [KumSch, Proposition 5.3] that Gr λ µ is reduced. Also let Let V be a representation of G, let v ∈ V, β ∈ V * . Then we have a matrix coefficient
It is useful to encode these functions in the form of formal series, and we will denote
where {J a }, {J a } are dual bases for g with respect to the bilinear form (⋅, ⋅), which in practice we will take to be (see Section 2.1)
We follow here the convention of [KWWY] : this Poisson structure corresponds to the r-
where Ω is the Casimir 2-tensor for (⋅, ⋅). [KWWY, Section 2G] , the matrix coefficients of V (̟ for i ∈ I and s > m i , where λ − µ = ∑ i∈I m i α i * . In [KWWY, Proposition 2.21] , the authors proved that the set-theoretic vanishing locus of J λ µ is Gr λ µ and they conjectured the following:
Conjecture 8.3. J λ µ is the ideal of Gr λ µ .
In the following section we will prove:
Theorem 8.4. J λ µ is the ideal of Y λ µ .
Corollary 8.5. Conjecture 8.3 is true when G = SL n and λ ∈ X (as defined in Section 7).
Consider the (ordinary) ideal
We will study J λ µ using I λ µ . This is possible because of the following simple result concerning the map p ∶ G 1 [[t Proof. Let K λ µ denote the ideal of Gr λ µ . From the definition of pullback, it follows that the ideal of p −1 (Gr λ µ ) is the ideal generated by
. Thus, we see that if J λ µ = K λ µ , then I λ µ is the ideal of p −1 (Gr λ µ ). Conversely, suppose that I λ µ is the ideal of p −1 (Gr λ µ ). Thus, both the scheme Gr λ µ and the subscheme of Gr µ defined by J λ µ pullback under p to the same subscheme of G 1 [[t −1 ]]. But, since G 1 [[t −1 ]] → Gr µ is a locally trivial fibration, this implies that these two subschemes of Gr µ are equal. So the result follows.
Thus in order to prove Theorem 8.4, it suffices to prove the following result. First, we claim that it suffices to check this third condition when ν ∨ is a fundamental weight ̟ ∨ i . Therefore we must check that for all i, the composed map φ ̟ ∨
