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Abstract - -Spl i t t ing methods are frequently used for the solution of large stiff initial value prob- 
lems of ordinary differential equations with an additively split right-hand side function. Such systems 
arise, for instance, as method of lines discretizations ofevolutionary partial differential equations in 
many applications. We consider the choice of explicit Runge-Kutta (RK) schemes in implicit-explicit 
splitting methods. Our main objective is the preservation ofpositivity in the numerical solution of 
linear and nonlinear positive problems while maintaining a sufficient degree of accuracy and compu- 
tational efficiency. A three-stage s cond-order xplicit lCtK method is proposed which has optimized 
positivity properties. This method compares well with standard s-stage xplicit RK schemes of or- 
der s, s -- 2, 3. It has advantages in the low accuracy range, and this range is interesting for an 
application i splitting methods. Numerical results are presented. (~ 2003 Elsevier Science Ltd. All 
rights reserved. 
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1. INTRODUCTION 
Splitting methods are frequently used for the solution of large stiff initial value problems (IVPs) 
of ordinary differential equations (ODEs) with an additively split right-hand side function 
y ' ( t )=f l ( t ,y ( t ) )+f2( t ,y ( t ) ) ,  t_>to, y(to)=Yo;  (1) 
see, e.g., [1-3]. Semidiscretizations of many evolutionary partial differential equations (PDEs) by 
the method of lines (MOL) result in such problems. In this case, the functions f l  and f2 often 
correspond to the spatial discretization of terms of different ype of a given PDE, e.g., advection 
and diffusion/reaction. 
Splitting methods are based on splitting the right-hand side of a given ODE into a sum of two 
parts which are each at least easier to handle in time integration schemes. As in [3], we consider 
the well-known Strang-splitting formula [4] in nonautonomous form 
Yn+l = (~1 ,tn -[- (I)2(T, tn)(I)l ,tn Yn. (2) 
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Here, an approximation Yn of y(t,~) is advanced by a time step ~- to yield yn+l as an approxi- 
mation of y(tn + T). ¢1 and ¢2 are approximate evolution operators of f l  and f2, respectively, 
such that (for i = 1, 2) ¢~(T,~)U approximates the solution y ( t+ T) of y'(t) = fi(t, y(t)), t > t, 
with initial condition y(t) = u. If the operators ¢~ are at least second-order accurate approxi- 
mations of the exact evolution operators associated with the f~, then the order of consistency of 
approximation (2) is two. 
The above scheme is applied to an ODE system with a right-hand side function which splits 
into a part f l  corresponding to advection and a part f2 representing diffusion and reaction 
in [3]. Therefore, in order to avoid a time step restriction by stability, the operator ¢2 is chosen 
as an implicit method, the linearly implicit trapezoidal splitting method [1,2]. Further, the 
ODE system is often of a type such that a nonnegative initial condition evolves in time without 
becoming negative (e.g., [3,5]). This is the case, for example, if a PDE models concentrations 
or densities and the semidiscretization is done positivity preserving. This qualitative property of 
the exact solution should carry over to the approximate numerical solution, and because of the 
sequential character of (2) we have to ensure it simply for both approximate evolution operators. 
Here, we assume that this property holds for ¢2. An explicit method is chosen for ¢1 because fl 
stems from the discretization of an advection operator in the application [3] and explicit methods 
are in general more efficient for such problems. In this paper, we are concerned with the selection 
of an efficient explicit method (¢1) which is sufficiently accurate for an application in (2) and 
preserves nonnegative initial conditions of an IVP for reasonably large time step sizes. 
In the remainder of this paper, we consider the solution of the IVP in R ~ 
y'(t) =/ ( t ,y ( t ) ) ,  t > to, y(t0) = y0. (3) 
Let f have the property 
f is continuous and (3) has a unique solution, for all to • R and all Y0 • R ~. (4) 
The relations _>, >, etc. are meant for each component of matrices or vectors throughout this 
paper. 
DEFINITION 1. POSITIVE ODE SYSTEM, IVP. The ODE system in (3) as well as the IVP (3) 
are called positive if f has property (4) and y(t) >_ 0 holds for ali t >_ to whenever Yo >- O. 
LEMMA 1. (See [5,6].) Let f satisfy condition (4). The IVP  (3) associated with this function is 
positive if and only if for all t and any vector v • R n and a11 i = l(1)n holds 
v~=0,  v j>O,  fo ra l l j~ i~ fi(t,v)>_O. 
We denote with :P the set of functions f for which the corresponding IVP (3) is positive. For 
g : R ~ IR '~ continuous and g(t) >_ 0 for all t, we denote with £+ the subset of linear problems 
of P where f ( t ,  y) = Py + g(t), P • R n'n. 
COROLLARY 1. Let g : R ~ R n be a continuous function such that g(t) >_ 0 for all t. f • i:+ if 
and only if f ( t ,  y) = Py  Jr g(t), P • R n'n and P - diag P _> 0. 
Positive ODE systems arise in a great variety of applications, e.g., when modelling chemical 
reactions, in the semidiscretization f air pollution [5] and biomathematical models [3]. The 
quantity y(t) usually describes the concentration or density of some species. In such a situation, 
we are naturally interested in obtaining nonnegative numerical approximations ym of the solu- 
tion y(trn) at discrete time points tm by an appropriate numerical method. This requirement is
not met in general. We consider explicit Runge-Kutta (ERK) methods for the solution of (3) in 
this paper; for multistep methods ee, for instance, [7,8]. 
An s-stage Runge-Kutta (RK) method for the solution of (3) can be characterized by a coeffi- 
cient matrix A • R s's (with aij = 0 for all j > i for explicit methods), a weight vector b • R s, and 
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8 a knot vector c C R ~ defined by c~ :=  E j=I  a~j. In short, such a scheme is in general represented 
by its Butcher array 
e A 
b 
or by the pair (A, b), and it advances a given approximation Yn of y(t,~) by a time step T via 
8 
Yn+l =- Yn + T E a i j f  tn ~-CjT, ~n+l] , 
j=l 
$ 
. (i) 
Y~+I = Y,~ + T E bif t~ + C~T, Y~+l) " 
i= l  
i - l (1 )s ,  
A definition of positive one-step methods is given in [6]. 
DEFINITION 2. Let there be given a one-step method, jr  c P and 0 < H < co. The method is 
called positive on J: with threshold H if the numerical approximations obtained by the method 
are uniquely de~ned and are nonnegative whenever the method is applied to the IVP  (3) with 
any f E jr, to E •, Yo >- O, and with step size at most H. I f  this holds with H = ~.  then the 
method is called unconditionally positive, otherwise conditionally positive, on jr. 
Obviously, for explicit methods as considered in this paper, the approximations are always 
uniquely defined. 
We say that a method taken from a class of methods has optimal positivity on a certain problem 
class if it is a positive method on this problem class with a step size restriction H and all other 
methods for the given class have, for positivity on the problem class, a step size restriction/~ _<i H. 
Results on positivity of numerical methods applied to linear problem sets £+ can be found 
in [8]; regarding nonlinear problems, we refer to [5,6]. We present some of these results in 
Section 2. The motivation for this work stems from the application of time-split methods (2) to 
IVPs (1) arising as MOL discretization of coupled hyperbolic-parabolic PDE systems. The MOL 
approach already introduces a spatial error in the solution process. Therefore, and because (2) is 
at most second-order accurate, we are searching for explicit methods ~1 with low to modest order 
of accuracy only (order 2 or 3). More important are the positivity properties, and in Section 3, 
we study a class of explicit Runge-Kutta methods from this point of view. The method obtained 
and standard methods are then compared and evaluated in Section 4. We use the linear, scalar 
advection equation and the biomathematical model describing turnout angiogenesis from [3] as 
test cases. Finally, we discuss our results and draw some conclusions in Section 5. 
2. GENERAL RESULTS ON POSIT IV ITY  OF ERK METHODS 
The application of an ERK method with step size ~- to a problem taken from the class £+ 
results in a scheme of the form 
Y~+I = R(TP)y~ + T ~ R~(TP)g(t~ + c~T). 
i=1  
(5) 
Here, R(z) is a polynomial approximation to e z around z = 0 and it is called the stability function 
of the method. The functions Ri(z) are also polynomials. For the study of positivity of' (5), we 
need the concept of absolute monotonicity of functions; see, e.g., [9,10]. 
DEFINITION 3. A rational function R is called absolutely monotonic at a point z c R it R(z) 
is defined and R as well as all its derivatives are nonnegative in z. The threshold/actor of R. 
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denoted by T(R), is defined as T(R) -- sup{r [ r = 0 or (r > 0 and R is absolutely monotonic 
z e [ - r ,0 ] )} .  
Absolute monotonicity of polynomials R(z) and their threshold factors T(R) are studied in [9]. 
We introduce subclasses of the problem class £:+ and define for a > 0 
d+(a)  := {f  • £:+ [ / ( t ,y )  = By + g(t) where pii > -a ,  i = l(1)n}. 
The theory of Bolley and Crouzeix in [8] leads us to the following theorem. 
THEOREM 1: (See [8].) Let R(z) and Ri(z) be the polynomials in (5) of an ERK method, and 
assume that they are absolutely monotonic for all z • [-#, 0] for a value # >_ O. Then, method (5) 
is positive on £+ (a) whenever aT <_ #. 
Absolute monotonicity of the polynomials R(z) and Ri(z) of an ERK method is not sufficient o 
guarantee positivity of the method when applied to more general problem classes. An important 
quantity of RK methods with respect o nonlinear problems is the radius of absolute monotonicity 
of an RK method [10], which we denote by T(A, b) where (A, b) is the RK method at hand (see 
Section 1). 
DEFINITION 4. Let an RK method (A,b) be given and denote ~ = (1, 1 , . . . ,  1) T. The radius of 
absolute monotonicity of (A, b), denoted by T(A, b), is defined as the largest positive number 
such that for all z • [ - ( ,  O] the RK scheme is absolutely monotonic in z, that is, (I - zA) -1 
exists, 
R(z) =- 1 -k zbT(I - zA)-111 ~_ O, 
A(z) = A( I -  zA) -1 > O, 
b(z) = bT(I-- zA) -1 >_ 0, 
e(z) = ( I -  zA)- i~ >_ O. 
If no such ~ exists, then we set T(A, b) := O. 
The first condition is obviously satisfied for ERK schemes. The radius T(A, b) is used by 
Kraaijevanger [10] in the study of contractivity of RK methods and also used in the nonlinear 
positivity theory for RK methods by Horvath [6]. It holds that the threshold factor of the 
stability function R(z) of an RK method (A, b) is greater than or equal to the radius of absolute 
monotonicity of this method 
T(R) >_ T(A, b). 
We note that T(A, b) > 0 is necessary for contractivity and positivity of the RK method when 
applied to certain subclasses of dissipative problem sets. Further larger values of T(A, b) lead to 
more relaxed time step restrictions for contractivity and positivity on these classes. For details 
of the problem classes and the precise time step restrictions, we refer to [6,10]. We only give the 
following lemma with statements from [10]; for concepts of reducibility of RK methods, we refer 
to [11]. 
LEMMA 2. (See [10].) For irreducible RK methods (A, b) holds: 
(1) T(A,b) > 0 ¢~ A > O, b > 0 and for all i , j  ((A2)ij ~ 0 ~ Aij ~ 0)" 
(2) Let r > O. Then, T(A, b) > r ¢=~ (A, b) is absolutely monotonic in - r  and A >_ O. 
The positivity of ERK methods applied to general positive ODEs is considered in [5]. The 
approach is based on the reformulation of ERK methods as convex combination of forward Euler 
steps--an idea used by Shu and Osher [12] in the derivation of RK total variation diminishing time 
i--1 
discretizations. Let c~j > 0 be given for i = 2(1)s + 1 and j = 1(1)i - 1 such that ~-~j=i a~j = 1 
and denote as+l,j := bj for j = l(1)s. Further, define 
i--1 
/3ij := aij -- ~ ailalj. 
l=j+l 
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Then, any explicit RK method can be written as 
y(1) := Yn, 
i--1 
j=l 
Yn+l := y(s+l). 
i -- 2(1)s + 1, (G) 
The freedom in the choice of the c~ij is used to yield nonnegative coefficients ~ j  (which i>. not 
always possible) and to obtain, for a given ERK scheme, the optimal result from the following 
lelTlina. 
L}';MMA 3. (See also [5,12].) Let ( A, b) be a given ERK scheme and assume that the coetlicient s ,~j 
in (6) are nonnegative. Consider a positive ODE y'(t) = f(t ,  y(t)). If  u + r f ( t ,  u) >_ 0 [or all 
u > O, all t and all step sizes 0 < r < TO, then the ERK method (A, b) is positive for the ~,iven 
ODE under the step size restriction 
r < rain c~--3 ~ 
- l<_j<i<_s+l/3ij ~0, where (~ := +oc, /or/d,,,¢ = 0. (7) 
PROOF. We show that  g :=c~iju+~-13ijf(tn+Cj'r, u) >_ 0 for all step sizes ~- satisfying the condition 
of the lemma. If/3~j = 0 then this is obviously true, so assume henceforth/3~j > 0. If c~j = 0, 
then there exists no ~- > 0 satisfying the conditions of the lemma, and if c~ij > 0, then 
u = o~j (tt + w~¢J f(tn +cjw, u)) > 0, 
o~ij 
if T(2ij/C~ij) < TO, i.e., "r _< (c~ij/flij)~-o. | 
We will refer to minl<_j<i<,+l(C~j/fl i j) as the positivity factor of a given ERK method (A, b) 
in this paper. 
REMARK 1. Lemma 2 and the corresponding positivity theory for RK methods are applicable 
to certain classes of positive (nonlinear) ODEs. On the other hand, Lemrna 3 gives a statement 
about the posit ivity of ERK methods applied to general positive ODEs. It requires knowledge of 
the posit ivity of forward Euler applied to the given ODE. 
3. POSIT IV ITY  OF  THREE-STAGE ERK METHODS 
The absolute monotonicity of the stabil ity polynomial of an ERK method is crucial with respect 
to the allowable time step size in order to guarantee positivity of the method when applied 
to the problem class £+(c~). This can be seen from Theorem 1. The absolute monotonicity 
of polynomials is studied in [9] and it is stated that s-stage ERK methods of order s hav(' a 
threshold factor T(R)  -: 1, whereas s-stage ERK methods of order s - 1 have a threshold factor 
of at most 2. This means that,  at the cost of just one matrix-vector product, the allowable time 
step size with respect o positivity of the method is doubled. Further, Kraaijevanger [9] gives the 
optimal stabi l ity polynomials in these two cases. 
We are interested in second- or third-order methods here. Numerical experiments m [91 demon- 
strate that (on a linear test problem) the three-stage method of order 2 performs more ~fficiently 
with respect to posit ivity compared with the s-stage methods of order s for s - 2, 3 (oWimal 
stabi l ity polynomial for posit ivity on £+ (c~) in each case). Therefore, we consider three-stage ex- 
plicit Runge-Kutta methods of order 2 with optimal stabil ity polynomial for posit ivity on £0 ~ (c~) 
in this section. We will use the free parameters in this class of methods to satisfy nonlinear 
posit ivity conditions and further order conditions. 
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Consider a three-stage ERK method (A, b). The conditions for order 2 are )--~ b~ = 1 and 
~i  bici = 1/2. The stability polynomial of a three-stage ERK method of order 2 is R3,2(z) = 
1 + z + (1/2)z 2 + b3aa2a21z 3. On the other hand, the optimal stability polynomial for three-stage 
ERK methods of order 2 with respect o positivity on the problem class f-.'~(a) is R~,2(z ) = 
1 + z + (1/2)z 2 + (1/12)z 3. Hence, besides the two order conditions, the parameters of the 
method have to satisfy b3a32a21 = 1/12. Solving for these three conditions results in the class of 
three-stage, second-order ERK methods with optimal positivity on the problem class £~ (a). We 
refer to this class of methods as Class A and their Butcher array is given below; denote 7 :=  b3a32.  
CLASS A. 
0 
1 
0 
127 
1 (~ b2 ) 3' 0 b2, b3,Tcn~, 
~3 127 7 53 b3 ,7#0.  
1 -b2-b3  b2 b3 
We will further estrict he range of values for the parameters in Class A in Section 3.1. The 
aim is to satisfy the conditions of Lemma 2 for T(A ,  b) > 0. Following this, we construct he 
unique method with T(A ,  b) = 2, and also find the optimal method with respect o Lemma 3. It 
will turn out that both methods are identical. Finally, we consider positivity of the methods on 
the problem class £+ (a). 
We can also use the free parameters b2, b3, and 7 in Class A to satisfy one order 3 condition 
(with the aim of improving the accuracy of the scheme). The third-order condition )-'~,,j b~a,jcj = 
b3a32a21 = 1/6 cannot be satisfied because of the condition on the stability polynomial. However, 
the other third-order condition )-~i b~c2 = 1/3 can be satisfied (resulting in a third-order scheme 
for quadrature problems). We have b3c3 = 1/2 - b2c2. Substituting this in the third-order 
condition yields 1/3 = b2c22 + (1/b3)(1/2 - b2c2) 2. Employing c2 = 1/(127), we arrive after some 
calculations at the methods of Class B whose Butcher array is given below. In Section 3.2, we 
state some results concerning positivity properties of this class of methods. 
CLASS B. 
0 
1 
l i7  0 b2, 7 6 R, 
o 
127 7 b2 67, 
1 - b~ - b3 b2 (67 - b2) 2 b2 # 4872, 
4872 - b2 
Finally, in Section 3.3 we consider the linear stability properties of the methods of both classes 
(which are the same because they share the same stability polynomial). 
We consider only methods from Class A or Class B in the following, and these methods are 
always irreducible. 
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3.1. Non l inear  Pos i t i v i ty  of the Methods  from Class A 
3.1.1. The radius of absolute monoton ic i ty  T(A,  b) 
LEMMA 4. Let (A, b) be a scheme from Class A. We have T(A,  b) > 0 if and only if 
(3 )  (~  i l b2 1 ~/~-~ 
baE(0 ,1) ,  b2c 0, , b2+b3<l ,  and "rE - 16 12 '4+V] -6  i22]  
PROOF. With Lemma 2 follows T(A,b)  > 0 ** A >_ 0, b > 0 and for all i , j  ((A2)~:j ~ 0 
A~j ¢ 0). We show that the latter is true if and only if the conditions given in the lemma are 
satisfied. 
SUFFICIENCY. b > 0 ~ bl = 1 - b2 - b3, b2, b3 > 0 ~ b2, b3 < 1, and b2 + b3 < 1. ~ ¢ 0 and 
a21 >_ 0 ~ 3' > 0 =~ a21 > 0 and with b3 > 0 also a32 > 0. Further, (A2)ij ~ 0 only for i = 3, 
j = 1, that is (A2)31 = a21aa2 ~ O, and this implies that also aal > 0 holds. 
a31>0~72-~7+~<0~b2<~ and 3'E - 16 12 '4  + V 16 12)  
NECESSITY. The conditions on the bi imply b > 0. b2 < 3/4 ~ 7 > 0 ~ a32 > 0 and a21 > 0. 
Further, a31 > 0 follows with the conditions on 7. | 
For three-stage ERK methods (A, b), we obtain 
(1 0 i )  ( 1 00) 
(I - zA) -1 = -za21 1 = za21 1 0 . 
-za31 -za32 za31 + z2a32a21 za32 1 
We already know that T(A,  b) <_ 2 for the methods under consideration because that is the 
threshold factor T(R)  of the stability function R(z). Let (A, b) be an ERK method from Class A 
with T(A,b)  > 0. Then, (A,b) is absolutely monotonic in z (z E [-2,0]) if and only if the 
conditions A(z),  b(z), and e(z) >_ 0 are satisfied (see Definition 4). This is true if and only if 
Cl(Z) :=a31 + za32a21 >_ O, 
C2(z) :=bl  + z(b2a21 + b3a31) + z2b3aa2a21 >_ 0, 
C3(z) := b2 + zb3a32 > O, (8) 
C4(z) := 1 q- za21 >_ O, 
Cb(Z) := 1 + z(a31 + a32) + z2a32a21 >_ O. 
LEMMA 5. Let (A, b) be a scheme from Class A satisfying the conditions of Lemma 4. Then. 
(A,b) is absolutely monotonic in z (z • [-2,0]) if and only if C~(z) >_ 0, i = 1(1)5, and this is 
the case if and only if 
be 
z>_ 127-6+- - ,  
7 
be 
7 
z _> -127,  
PaOOF. The statement follows by simplifying and rearranging the conditions C~(z) > 0. i 
1(1)5, by using the method coefficients of Class A. | 
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THEOREM 2. Let (A, b) be a scheme from Class A. Then, T(A,  b) = 2 if and only fib2 = b3 = 1/3 
and 7 = 1/6. 
PROOF. Let T(A,  b) = 2. Then, the conditions of Lemma 4 are satisfied and (A, b) is absolutely 
monotonic in z = -2 .  Hence, the conditions of Lemma 5 are satisfied for z = -2 .  The third 
condition implies 7 -< b2/2 and the fourth condition 7 -> 1/6. These two bounds on 7 make 
b2 _> 1/3 necessary. The first condition of Lemma 5 for z = -2  implies 
52 0 > 7 2 - 1 7 + ~ =:p(7).  
We have p(0) > 0 and the discriminant is given by D = 1/36 - b2/12. In order to have the 
condition satisfied for some 7, we need D _> 0 and this is the case only for b2 _< 1/3. Hence, 
b2 = 1/3 is necessary and this immediately implies 7 = 1/6. The fifth condition of Lemma 5 for 
z = -2  now implies b3 ~ 1/3, whereas the second condition requires b3 _< 1/3. Hence, we need 
b3 = 1/3. 
On the other hand, if (A, b) is the scheme from Class A with b2 = b3 = 1/3 and 7 = 1/6, then 
it satisfies the conditions of Lemma 4. We already know that T(A,  b) _< 2. With Lemma 2 holds 
T(A, b) >_ 2 if (A, b) is absolutely monotonic in z = -2  and this is the case if the conditions of 
Lemma 5 are satisfied for z = -2 .  By inspection we see that this is the case. | 
3.1.2. The  pos i t i v i ty  fac tor  
We will investigate the positivity factor (appearing in Lemma 3) of the ERK methods (A, b) 
with T(A,  b) > 0 (see Lemma 4) of Class A. Our aim is to construct methods with factor 2, and 
therefore we have to show that we can select ai j  such that ai j /8 i j  _> 2 for all 1 _< j < i _< 4; see 
also equation (6). 
We have a21 -- 1 and 821 = 1/(127) > 0. Hence, a21/821 _> 2 ¢=~ 7 -> 1/6. Further, 
832 = a32 = 7/b3 > 0 and hence a32/832 _> 2 ¢~ a32 _> 27/b3. Using a32 _< 1, this implies 
b3 >_ 27 _> 1/3. J343 = b3 > 0 implies a43/843 _> 2 ¢~ a43 _> 263. With a43 _< 1 follows b3 _< 1/2, 
and hence, 7 -< 1/4. 
We have ~342 = b2 - a43(v/b3) >_ 0 ,~ a43 _< b2b3/7. This implies 2V _< b2, and hence, b2 _> 1/3 
and bl _< 1/3. Next, 831 = a31 - a21a32 _> 0 ¢~ a32 _< a31/a21 = (1/b3)(6V - 127 2 - b2). Using 
b2 >_ 27 implies a32 <:_ (27/b3)(2 - 67) and V -> 1/6 leads to a32 _< 2v/b3. Hence, we need 
a32 = 27/b3. Now, we can simplify 
1 (1  b2 ) 
831 = ~ 127 Y ' 
CASE 1. 831 = 0. This is only possible for 7 = 1/6 and b2 ~- 1/3 because we already know 
b2 >_ 1/3. Now, we have b2b3/7 -- 2b3 and therefore a43 = 2b3. This also gives 842 = 0. Finally, 
1 °~42 > 0 ~ b3 < 1 o~42 
841 -- 51 - a21a42 - a31a43 -- ~ - 53 - -~-  _ _ ~ - ~-  
Using b3 _> 1/3 leads to b3 = 1/3 and a42 = 0. Hence, we obtain the method (b2,ba,7) = 
(1/3, 1/3, 1/6). 
CASE 2. 831 > 0. This is only possible if b 2 < 1/3 and this is in contradiction with b2 ~ 1/3. 
Hence, the only method (A, b) from Class A with T(A,  b) > 0 and positivity factor 2 is given by 
(111  / 
(b~, b3, 7) = , ~, , 
1 2 
with a21 = 1, a31 = O, a32 = 1, a41 = ~, a42 -~ O, and a43 = ~. 
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3.1.3. Positivity on/2+(a) 
W]e will apply the Class A of ERK methods (A,b) with T(A,b) > 0 (see Lemma 4) t,o the 
problem class £+(c~). The polynomials R~(z), i = 1, 2, 3 in (5) of a three-stage ERK method are 
given by 
Rl(z) = bt + (b2321 + baaal)z + baaa2a2,z 2, R2(z) = b,2 + b3332z, R3(z) = b:~, (9) 
and simplify tbr methods from Class A to 
Rx(z)= l -b2 -b3+ (1 -  7 )z  + lz  2, R2(z) = b2 + 2!z, Ra (~) = b:~. 
For optimal posit ivity of the methods applied to problems from /:+(c~) we need, according to 
Theorem 1, that the threshold factor T(R~) of the polynomials Ri(z) is as large as possible. It is 
T(R) - 2, and therefore, we are interested in methods with T(R~) > 2. For the method derived 
above ((b2, b3, 7) = (1/3~ 1/3, 1/6)), it is easily shown that Theorem 1 applies with /, 2 (and 
this is optimal). 
3.2. Non l inear  Pos i t iv i ty  of  the  Methods  f rom C lass  B 
The class of methods Class B compared with the class of methods Class A satisfies additionally 
one of the order 3 conditions. We were able to identify the admissible range of the parameters 
(b2,7) such that T(A, b) > 0 holds for this class. Within this parameter range, we de~erndned 
numerically the method which maximizes T(A,b). This is the method with b~ 03572, ~. 
0.3039 leading to T(A, b) = 1.1754. Figure 1 gives a contour plot of T(A, b) as a function of the 
f~ee parameters b2 and 7. 
Rewrit ing the ERK method of Class B with b2 = 0.3572 and ~ = 0.3039 as a convex combina- 
tion of forward Euler steps (see formula (6)) with c~3~ = 0.3213, c~4~ = 0.38, and c~49 0.000(}764 
results in a posit ivity factor of ~ 1.1754 (see Lemma 3). 
These numerically obtained values (optimal T(A,b), positivity factor) for the methods of 
Class B are slightly better than those which hold for s-stage methods of order s (all values equal 
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Figure 1. Contour lines of the radius of absolute monotonicity T(A, b) of the schemes 
(A, b) of Class B as functions of the free parameters b2 and 7. The square in the 
middle corresponds to the optimal method 
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one), but they are worse than the values for the optimal method of Class A where all values 
equal 2. Further, the methods of Class B are still of second order only and the advantage of 
having one of the third-order conditions atisfied is expected to be marginal. The numerical 
performance of the optimized method of Class B is almost he same as for the optimized method 
of Class A--devised in the previous ection with (b2, b3, 7) = (1/3, 1/3, 1/6). Therefore, we will 
omit results of this method in our numerical tests. 
3.3. L inear  S tab i l i ty  
Compared with s-stage ERK methods of order s, the stability functions of the three-stage 
methods of Classes A and B have a twice as large absolute monotonicity interval allowing for 
twice as large time steps with regard to positivity of the method when applied to the problem 
class/:+ (a). We now turn our attention to the linear stability of the three-stage ERK methods of 
order 2 with optimal positivity on the problem class £:+ (a). The linear stability region is given in 
Figure 2. For comparison, we also print the linear stability regions of the s-stage ERK methods 
of order s for s = 2, 3. 
The region of the three-stage methods of Class A and Class B is stretched by a factor of about 
two in the real direction compared with the regions of the s-stage methods of order s. With 
respect o the imaginary direction, there is only little stretching compared with the two-stage, 
second-order methods and a slight disadvantage n ar the imaginary axis compared with the three- 
stage, third-order methods. Altogether, the three-stage, second-order methods have favourable 
linear stability properties. 
3. 
2: . . . .  
1 ~ . . . . . . . . .  
~(z) i  
-1 
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h I 
-4 -3 Re(z) -1 0 1 
Figure 2. Linear stability regions for the three-stage ERK methods of Class A and 
Class B (thick solid line) and the s-stage ERK methods of order s for s = 3 (thin 
dashed line) and s = 2 (thin solid line). 
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Figure 3. Butcher arrays for ME, RKF2(3), and RK32. The last row of each array 
defines an embedded method. 
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4. NUMERICAL  EXPERIMENTS 
In the previous ection, we have constructed three-stage ERK methods of order 2 with optimal 
positivity on E + (c~). Using additional conditions which are sufficient for positivity of the methods 
on other problem sets (nonautonomous, nonlinear), we have identified a method with favourable 
properties. This is the method of Class A with b2 = b3 = 27 = 1/3, which we will refer to as 
RK32; see Figure 3. 
We compare this method with the following schemes: modified Euler (ME, two stages, second 
order) and Runge-Kutta-Fehlberg method 2(3) (RKF2(3), three stages, third order; see [5,12,13!). 
Both methods have T(R) = T(A, b) = 1, positivity factor 1, and they are recommended in [12]. 
For each of the methods in Figure 3, we give an embedded method which has one order less 
than the primary method. The difference of primary and embedded solution provides us with an 
estimate of the local error (in the embedded solution) which will be used to control the time step 
in the second test example, Section 4.2. We already note that our time step selection strategy is 
based on accuracy only and we advance a time step always with the higher-order solution (local 
extrapolation). Therefore, the positivity properties of the embedded methods are not essential. 
We have selected two test examples. First, the performance of the ERK methods is evaluated 
with respect o accuracy, positivity, and efficiency on a MOL approximation of the scalar, linear 
advection equation in Section 4.1. Here, the ERK methods are applied with constant ime step 
sizes. Second, in Section 4.2, we consider the solution of a coupled hyperbolic-parabolic PDE 
system from [3] with an implicit-explicit splitting scheme of form (2). The ERK methods are 
used for the explicit part of this scheme. 
4.1. Scalar, Linear Advection Equation 
We consider the scalar, linear advection equation in one space dimension 
u,( t ,x)  + ux(t ,x)  = o, 
u(O,x) = ~o(X), 
u(t, o) = uo(O), 
for z ~ (0, 1), 
for x e [0, 1], 
for t_> 0. 
t>0,  
We use two different initial conditions, a block and a smooth profile 
1, for 0.3 < x < 0.6, 
u0(x )= 0, otherwise, 
and uo(x) = sin2(Trx). 
Our final time is ty = 1/4 and we discretize the spatial derivative on an equidistant spatial grid 
with mesh width Ax = 1/100 employing the positive, third-order upwind-biased iscretization 
with van Leer flux limiter as described in [3,5]. The result of this discretization is a nonlinear, 
positive, autonomous ODE system. 
We test the methods with fixed time step sizes z and perform k = 15, 20, . . . ,  40, 50 steps. 
This leads to values of z ~ 0.017,.. . ,  0.005 and Courant (CFL) numbers u := r /Ax  = 25/k 
1.7,. . . ,  0.5. The three-stage methods require three right-hand side evaluations per time step and 
the two-stage method only two. 
In Table 1, we give the scaled/2-norm II" 112 and the /a -norm I1" I]~, 
1 and I[vl[~= max ]v~l, fo rvER ~, ~=i(I)n 
of the errors of the numerical approximations with respect to a high accuracy solution of the 
ODE (obtained with the code DOPRI5 [13], time discretization error te) and with respect o the 
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Table 1. Results for the scalar, linear advection equation with block initial condition 
(left) and smooth initial condition (right). k denotes the number of time steps, 
[[te[[2 the scaled/2-norm of the time discretization error ([Ite[[o~ the corresponding 
/oo-error), [[fe[[2 and [[fe[Ioo the norms of the full time-space rror, and minu~ the 
value of the minimal component in the approximate solution at final t ime. The norm 
values are given as logarithms to the base 10. 
k Htell2 Ilfell2 Htel]oc Ilfelloo min~u~ k IJtelJ2 I[felJ~ J]tel[oo J]feHoo mm~u~ 
ME ME 
15 5.96 5.96 6.44 6.44 -106.4 15 2.98 2.98 3.59 3.59 -103.8 
20 2.49 2.49 2.92 2.92 -102.9 20 0.67 0.67 1.05 1.05 -101°  
25 -1.04 -0.81 -0.55 -0.30 0 
30 -1.48 -0.94 -0.90 -0.27 0 
25 -1.87 -1.87 -1.40 -1.40 
30 -3.00 -2.81 -2.43 -2.29 
+10-12.2 
+10-13.5 
35 -1.84 -1.00 -1.21 -0.31 -10 -30.4 
40 -2.02 -1.01 -1.36 -0.32 " -10 -3°4 
50 -2.22 -1.03 -1.55 -0.34 -10 -30.6 
RKF3(2) 
15 5.37 5.37 5.84 5.84 -105.8 
20 -1.06 -0.84 -0.44 -0.32 -10 -1'4 
25 -1.96 -1.01 -1.31 -0.36 -10 -3.3 
30 -2.56 -1.03 -1.92 -0.36 -10 -5.4 
35 -2.81 -1.04 -2.17 -0.36 0 
40 -3.00 -1.04 -2.36 -0.36 -10 -3°4 
50 -3.32 -1.04 -2.69 -0.36 0 
RK32 
15 -1.13 -0.84 -0.60 -0.31 -10 -6"8 
20 -1.72 -0.98 -1.06 -0.29 -10 -30.2 
25 -1.93 - I .01 -1.28 -0.31 -10 -30.3 
30 -2.08 -1.02 -1.42 -0.33 -10 -30.2 
35 -2.21 -1.03 -1.54 -0.33 -10 -30.2 
40 -2.32 -1.03 -1.65 -0.34 -10 -30.3 
50 -2.51 -1.03 -1.84 -0.35 -10 -30.5 
35 
40 
50 
RKF3(2) 
15 
2'0 
25 
3O 
-3 .49-3 .01-2 .93  -2.45 +10 -14"9 
-3 .60-3 .04-3 .03  -2.47 +I0 -16'2 
-3 .79-3 .07-3 .21  -2.48 +10 -18° 
3.00 3.00 3.52 3.52 -103.5 
-1.58 -1.58 -0.93 -0.93 -10 -4.3 
-3.73 -3.13 -3.08 -2.51 -10 -5"1 
-4.20 -3.17 -3.48 -2.54 -10 -7.5 
35 -4.34 -3.16 -3.61 -2.53 -10 -31'1 
40 -4 .47-3 .16-3 .75  -2.52 +10 -29.9 
50 -4 .74-3 .15-4 .04  -2.51 +10 -26.4 
RK32 
15 -2 .04-2 .03-1 .45  -1.45 +10 -10"7 
20 -3 .29-2 .94  -2.73 -2.37 +10 -13"4 
25 -3 .48-3 .00-2 .88  -2.43 +10 -14"9 
30 -3 .64-3 .05-3 .05  -2.47 +10 -17I  
35 -3 .78-3 .07-3 .18  -2.48 +10 - t ss  
40 -3 .89-3 .09-3 .29  -2.49 +10 -20"I 
50 -4 .09-3 .11-3 .51  -2.49 +10 -21"7 
exact  so lut ion  of the  PDE (full t ime-space r ror  fe). Fur ther ,  in order  to character i ze  posit ivity,  
the  value of the  smal lest  component  of the  so lut ion is given. 
We call an  approx imate  so lut ion positive if the  smal lest  component  is greater  than  -10  - s .  
In the  tab les  th is  is marked  by a hor izonta l  ine. In th is  sense, ME gives pos i t iv i ty  up to CFL  
numbers  .~ 1 and  the  three  stage, th i rd -order  method RKF2(3)  up to ~ 0.7. RK32 computes  
posi t ive so lut ions up to CFL  numbers  ~ 1.25 for the  block profi le and  up to ~ 1.7 for the  smooth  
profile, and  hence,  larger steps are possible. 
The  spat ia l  error  of the  semid iscret i zat ion  (es t imated  by the  difference between exact  so lut ion 
of the  PDE and  h igh  accuracy  so lut ion of the  ODE)  is approx imate ly  10 -1 in the  scaled 12-norm 
and 10 -0.36 in the  /w-norm for the  b lock profi le and  10 -3'1 and  10 -2.5 , respectively,  for the  
smooth  profile. 
The  space- t ime rror  of the  so lut ion should  ba lance  w i th  the  spat ia l  error  in t roduced by ap- 
p rox imat ing  the  spat ia l  der ivat ives.  Hence, we require that  the  approx imat ions  have space- t ime 
errors wh ich  are smal ler  than  10 -0.9 and  10 -0.3 for the  block so lut ion and  10 -3  and  10 -2.4 for 
the  smooth  so lut ion (scaled 12 o and/c~-er ror ,  respect ively) .  In order  to  obta in  this,  we have to 
l imit  the  t ime step size such that  the  CFL  number  does not  exceed ~. 0.7 for ME and  ~ 1 for 
RK32. No fu r ther  reduct ion  of the  t ime step size is necessary  for RKF2(3) .  
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With the obtained bounds on the CFL numbers for positivity and sufficient accuracy 
(RK32 ~ 1, ME ~ 0.7, RKF2(3) ~ 0.7) we require 70 right-hand side evaluations with ME. 
105 with RKF2(3), and 75 with RK32. Therefore, the methods ME and RK32 are equally' ef  
ficient for this example. However, considering the larger CFL numbers allowed by RK32, this 
method can be applied with larger time steps. This may pay off if it is employed in time splitting 
methods, especially in the low accuracy range (because larger time steps are possible for the 
expensive implicit part of the splitting). This will be discussed in the following section. 
4.2. Appl icat ion  in the Context  of Impl ic i t -Expl ic i t  Spl i t t ing 
Here, we apply the ERK methods ME, RKF2(3), and the optimized method RK32 as part 
of an implicit-explicit time stepping scheme for the solution of the ODE system arising after 
semidiscretization f a hyperbolic-parabolic system of PDEs describing the process of tumour 
angiogenesis. We refer to [3] for details of the PDE, the spatial discretization, and the employed 
time splitting-method. We present numerical results obtained on a 150 x 150 and on a 200 × 200 
spatial grid resulting in ODE systems of dimension approximately 40,000 and 80,000, respectively. 
We expect an improved performance ofthe splitting scheme if the explicit method RK32 instead 
of ME or RKF2(3) is used within the splitting, at least for low accuracy requirements. The reason 
is that--although RK32 and ME perform comparably for the linear .advection equation considered 
in the previous ection--the larger time steps allowed by RK32 should pay off because we have 
to solve fewer linear systems in the implicit part of the splitting scheme in order to reach a given 
final time. 
We use a time step size selection strategy based on estimating the local error of the approximate 
solution. The local error after each part of a time split step is estimated (and we reject the whole 
step if the required local accuracy is not reached for one part). We use embedding for error 
estimation in the explicit schemes (see Figure 3). We employ, as stated in Section 1, the linearly 
implicit trapezoidal splitting method as implicit solver in the splitting scheme. There is no 
obvious and cheap embedded solution provided by this scheme, and therefore, we use Richardson 
extrapolation to estimate the local error in this part of the splitting. A step size proposal for 
the next step is computed from the local error estimate in each part (see, e.g., [13,14]) and the 
smallest step size is selected to be the length of the next splitting step. 
Our step size selection strategy is based on accuracy only and does not take positivity of the 
solution into account. There are two reasons. Rejecting a step if the solution at the new r~ime 
level has negative components can lead to extremely small time steps or even stagnation in the 
computation (see the results for the block profile in the previous ection) although the negative 
solution components have only a magnitude in the order of unit roundoff (or even less). Further, 
if the method has good positivity properties and the accuracy requirements are stringent enough, 
then our basic strategy will take care of positivity in the solution (in the sense that negative 
solution components will not grow too large in magnitude). Some authors, e.g., Verwer et al. [15], 
employ clipping to ensure nonnegativity of the solution. This means that at the end of a time 
step, all negative solution components are set to zero. This approach can destroy mass balances 
in the system and should be used with care. 
Figure 4 gives accuracy vs. computation time plots for this example at final time 0.9 (the 
biological assumptions in the model hold only up to this time). The accuracy of the approximate 
solution is measured against a high accuracy solution of the ODE system (computed with the 
code DOPRI5). Hence, only time discretization and splitting errors are considered, no spatial 
errors. Table 2 contains the values of the most negative component of the numerical solution at 
time 0.9. 
We see that there are no significant differences in the efficiency of the considered methods for 
high accuracy demands. However, for low demands, the optimized method RK32 demonstrates 
a better performance. The third-order scheme fails to produce an acceptable solution in the low 
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Figure 4. Accuracy vs. computation time plots for the hyperbolic-parabolic example 
and time splitting with step size control. The grid spacing is 1/150 (a) and 1/200 
(b). The required accuracy ranges from 10 -2, 10 -2.5 to 10 -4. The method RKF2(3) 
returns no solution for accuracies 10 -2 and 10 -2.5 in acceptable time. 
Table 2. Comparison of the most negative component in the numerical solution of 
the hyperbolic-parabolic problem at t = 0.9 for the different methods and required 
accuracies. These values are all negative and we give the logarithm to the base 10 
of the absolute value in the table; a * indicates that no solution was returned in 
acceptable time. 
M= 150 M= 200 
log10 (tol) ME RKF2(3) RK32 ME RKF2(3) RK32 
-2  
-2.5 
-3  
-3.5 
-4  
-12 * -7  
-4  * -3  
-7  -6  -7  
-20 -7  -20  
-21 -20 -21 
-9  * -7  
-6  * -4  
-6  -7  -5  
-14  -6  -8  
-22 -20 -22 
accuracy range. The positivity results of RK32 and ME are very similar, with a slight advantage 
for RK32 (compare the positivity of solutions which are computed with about the same amount 
of CPU time). 
There should be an even greater advantage of employing the optimized method compared with 
the standard methods if the computations in the implicit part of the splitting get more involved 
because of the potentially larger time steps which can be taken. 
5. CONCLUSIONS 
We have discussed the choice of three-stage ERK methods in Strang-type implicit-explicit 
splitting methods for the solution of MOL discretizations of evolutionary PDEs. Our main ob- 
jectives were the positivity of the methods for as large as possible time steps and computational 
efficiency while maintaining a sufficient degree of accuracy in the solution. As a result we pro- 
pose the method RK32. This method compares well with standard second- or third-order ERK 
methods. 
The method RK32 allows for larger time steps in the solution of the scalar, linear advection 
equation compared with the other methods in order to obtain comparable accuracy and positivity 
in the solution. 
If RK32 is applied in the more complex situation of implicit-explicit splitting methods, then 
there is an efficiency gain compared with standard methods in the low accuracy range. This 
efficiency gain is expected to be even larger if the implicit part of the splitting becomes compu- 
tationally more expensive. We note especially that an acceptable solution can be obtained in less 
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computat ion  t ime by employing the devised opt imized method in the spl i tt ing approach than by 
using the standard methods.  This  is important  in large scale s imulat ions or for parameter  estima- 
tion. A l together,  RK32 appears to be a very reliable choice as expl icit  method  in implicit-expficit  
spl itt ing schemes. 
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