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Abstract
After initial treatment of the Fourier analysis and operator ergodic theory of strongly continuous decom-
posable one-parameter groups of operators in the Banach space setting, we show that in the setting of a
super-reflexive Banach space X these groups automatically transfer from the setting of R to X the behavior
of the Hilbert kernel, as well as the Fourier multiplier actions of functions of higher variation on R. These
considerations furnish one-parameter groups with counterparts for the single operator theory in Berkson
(2010) [4]. Since no uniform boundedness of one-parameter groups of operators is generally assumed in
the present article, its results for the super-reflexive space setting go well beyond the theory of uniformly
bounded one-parameter groups on UMD spaces (which was developed in Berkson et al., 1986 [13]), and in
the process they expand the scope of vector-valued transference to encompass a genre of representations of
R that are not uniformly bounded.
© 2011 Elsevier Masson SAS. All rights reserved.
MSC: 26A45; 46B20; 47A35; 47B40
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1. Introduction and notation
Throughout all that follows, the symbol “K” with a (possibly empty) set of subscripts will be
used to denote a constant which depends only on its subscripts, and which can change in value
from one occurrence to another. The symbol χA will denote the characteristic function of a set A.
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E. Berkson / Bull. Sci. math. 135 (2011) 488–516 489X will be an arbitrary Banach space with dual space X∗, and we shall symbolize by B(X) the
Banach algebra of all continuous linear operators mapping X into X, the identity operator on X
being denoted by I . A trigonometric polynomial will be a linear combination of a finite subset of
the functions en(z) ≡ zn (z ∈ T, n ∈ Z). Given a trigonometric polynomial Q(z) ≡∑n anzn and
an invertible T ∈ B(X), we shall denote by Q(T ) the operator∑n anT n. The invertible operator
T ∈ B(X) is called power-bounded provided that
sup
{∥∥T n∥∥: n ∈ Z}< ∞.
The algebra of all complex valued functions f on R such that f is infinitely differentiable and
compactly supported, which will play a key role later in Section 4, will be symbolized by C∞00 (R).
The Fourier transform (respectively, inverse Fourier transform) of a function g will be denoted
by gˆ (respectively, g∨).
In [4] (announced in [3]) it was shown that, on an arbitrary super-reflexive Banach space X,
the decomposability (i.e., the trigonometric well-boundedness) of a single invertible operator U ∈
B(X) is characterized by the ability of U to transfer to B(X) the uniform boundedness of the
truncated discrete Hilbert transform “rotates” (sometimes called “dual conjugates”). Some of the
pleasant ramifications of this for operator ergodic theory are also treated in [4]. Since U ∈ B(X)
is not assumed to be power-bounded in these ramifications, they can be viewed as expanding the
scope of the traditional Calderón–Coifman–Weiss transference methods and their vector-valued
variants [18,20,21,7] beyond the context of uniformly bounded group representations.
In Section 5 of the present article the counterparts of these single operator results are obtained
for decomposable strongly continuous one-parameter groups of operators (not required to be
uniformly bounded) acting on an arbitrary super-reflexive Banach space X. We remark in pass-
ing that, as might be expected, the context of decomposable strongly continuous one-parameter
groups introduces inherent technical hurdles that are absent in the single operator situation (the
Hilbert kernel’s singularity at the origin of the real line requires special care; in contrast to the
setting of T, Fourier multiplier functions need not be integrable over R; etc.). Deferring some of
the precise background details to Section 2, we use this introductory section to fix some notation
and to outline our considerations, beginning with the abstract notion of a spectral family of pro-
jections, its affiliated spectral integration, and its role in the notion of spectral decomposability.
Definition 1.1. A spectral family (of projections) in a Banach space X is an idempotent-valued
function E(·) :R → B(X) with the following properties:
(i) E(λ)E(τ) = E(τ)E(λ) = E(λ) if λ τ ;
(ii) ‖E‖u≡ sup{‖E(λ)‖: λ ∈ R} < ∞;
(iii) with respect to the strong operator topology, E(·) is right-continuous and has a left-hand
limit (denoted E(λ−)) at each point λ ∈ R;
(iv) E(λ) → I as λ → ∞ and E(λ) → 0 as λ → −∞, each limit being with respect to the
strong operator topology.
If, in addition, there exist a, b ∈ R with a  b such that E(λ) = 0 for λ < a and E(λ) = I for
λ b, E(·) is said to be concentrated on [a, b].
One of the strengths of this notion of spectral families of projections is that their properties
are weaker than those would be induced by restricting countably additive Borel spectral measure
on R. This allows spectral families to treat the more delicate forms of conditional convergence
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sures would necessarily entail. Nevertheless, every spectral family E(·) does enjoy a notion of
Riemann–Stieltjes integration (called “spectral integration”) in which it acts as the integrator
for appropriate complex-valued functions. In particular, all functions of bounded variation have
such a spectral integral against E(·). As described in Remark 4.1(i), spectral integration has some
close ties to Fourier multiplier theory, and we shall return to this topic in the remaining sections.
The spectral decomposability of a strongly continuous one-parameter group of operators has
the following natural formulation in terms of spectral integration.
Definition 1.2. Let X be an arbitrary Banach space. A strongly continuous one-parameter group
of operators U ≡{Ut }t∈R ⊆ B(X) is called decomposable provided that {Ut }t∈R has a “unitary-
like” spectral representation in the form:
Ut = lim
a→+∞
a∫
−a
eitλE(λ), for all t ∈ R, (1.1)
where E(·) is a spectral family in X, and, for each t ∈ R, the convergence in (1.1) takes place
with respect to the strong operator topology of B(X). If this is the case, then the spectral family
E(·) in (1.1) is unique (see [7, Theorem (2.4)]), and is termed the “Stone-type” spectral family
of {Ut }t∈R.
As might be expected, decomposable one-parameter groups enjoy the following pleasant
properties [7, Corollary (2.10)].
Proposition 1.1. Let X be an arbitrary Banach space, and suppose that U ≡{Ut }t∈R ⊆ B(X) is a
decomposable, strongly continuous, one-parameter group of operators with Stone-type spectral
family E(·). Then we have:
(i) an operator S ∈ B(X) commutes with Ut for each t ∈ R if and only if S commutes with E(λ)
for each λ ∈ R;
(ii) a closed subspace M of X is invariant under {Ut }t∈R if and only if M is invariant un-
der E(·).
The notion of a trigonometrically well-bounded operator U∈ B(X) is closely related to de-
composable one-parameter groups. By definition, U is trigonometrically well-bounded if and
only if there is a (unique) spectral family of projections G(·) in the arbitrary Banach space X
such that: G(·) is concentrated on [0,2π], G((2π)−) = I , and
U = G(0)+
∫
[0,2π]
eiλ dG(λ).
G(·) is then called the spectral decomposition of U (see [6, p. 148]). In this case, G(·) gives rise
to and is the Stone-type spectral family of the decomposable one-parameter group Y ≡{Yt }t∈R ⊆
B(X) specified by writing
Yt = G(0)+
∫
eitλ dG(λ), for all t ∈ R,
[0,2π]
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relationship of trigonometrically well-bounded operators to the formation of decomposable
one-parameter groups will be tacitly used below, when we come to discuss examples of such
groups that are continuous in the uniform operator topology (in particular, Remarks 4.1(ii)
and 4.3).
Section 4 treats decomposability of one-parameter groups in the general Banach space con-
text. This discussion begins by recalling (in Theorem 4.1) the statement of Theorem (2.4) in [7],
which characterizes the decomposable strongly continuous one-parameter groups of operators
in the general Banach space setting by the weak compactness features such groups confer when
transferring suitably “bounded” subsets of C∞00 (R). This leads up to the main result of Section 4,
a sufficient condition for decomposability expressed as the weak precompactness of the trans-
ferred rotated truncates of the Hilbert transform (Theorem 4.3). (Theorem 4.3 has a history of
prior versions formulated for uniformly bounded groups in specialized settings, and this history
is discussed in Remark 4.2.) The remainder of Section 4 is primarily devoted to pleasant con-
sequences of this sufficiency condition, in the form of the operator-valued analogue of Fourier
inversion in Theorem 4.4, and a connection of this sufficiency with ergodic averages via entire
functions (Theorem 4.6).
Our main result (Theorem 5.1 below) shows that, in the setting of an arbitrary super-reflexive
Banach space X, a strongly continuous one-parameter group of operators U ≡{Ut }t∈R ⊆ B(X)
is decomposable if and only if U ≡{Ut }t∈R transfers to B(X) the uniform boundedness of
the classical Hilbert transform’s rotated truncates. This characterization utilizes results in [4]
that, in turn, are obtained by combining Young–Stieltjes integration [36] with a specialization
to spectral families of one of the R.C. James inequalities for super-reflexive Banach spaces
[30, Theorem 3] so as to obtain the spectral integration of functions of higher variation. (For
the basic notions and fundamental features of super-reflexive spaces, see [31], as well as the
celebrated result of P. Enflo in [26], which characterizes super-reflexivity as the property of
having an equivalent uniformly convex norm.) The natural venue for the Hilbert transform in
vector-valued contexts is the class of UMD spaces, which can be characterized by the bound-
edness of the Hilbert transform on their corresponding vector-valued Lp-spaces, 1 < p < ∞
([15,17], and Section 2 of [13]). Since the class of super-reflexive Banach spaces contains
the class of UMD spaces [1,32] properly [15,33], the results of Section 5 automatically apply
to the UMD space setting, and it is something of a pleasant surprise to find that the Hilbert
transform reaches all the way to the super-reflexive Banach space setting to characterize de-
composability for strongly continuous one-parameter groups of operators. In particular, in the
special case of the UMD space setting, where uniformly bounded one-parameter groups are
known to be automatically decomposable [13, Theorem (5.5)], the treatment of decompos-
ability in Section 5 below encompasses (not necessarily uniformly bounded) one-parameter
groups. Various examples illustrating our circle of ideas are interspersed throughout what fol-
lows.
2. Spectral integration over R
Let E(·) be a spectral family of projections in an arbitrary Banach space X. In accordance with
the discussion on pp. 104, 105 in Section 1 of [10], we make the following definitions for treating
spectral integration with respect to E(·) over R. By the term partition of R will be meant a finite,
strictly increasing sequence {λj }n ⊆ R, where n 1. Given a bounded function g :R → C, wej=0
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writing
S(P, g,E) =
n∑
j=1
g(λj )
{
E(λj )−E(λj−1)
}
. (2.1)
If the net {S(P, g,E)} converges in the strong operator topology of B(X), as P increases
through the set of all partitions of R directed to increase by refinement (⊇), then we denote
this strong limit by∫
R
g dE,
and refer to it as the spectral integral over R of g with respect to E(·). We recall that the no-
tion of spectral integration with respect to E(·) over a compact interval J in R proceeds along
analogous lines by using only partitions of J to form the Riemann–Stieltjes sums in (2.1). The
basic theory of spectral integration over compact intervals, which acts as a precursor for deriving
the properties of spectral integration over R, was developed in [35]. For a simplified account
of spectral integration over J , see [6, Section 2]. When dealing with a spectral integral over a
compact interval [a, b], we shall also use the standard notation
⊕∫
[a,b]
f dE = f (a)E(a)+
∫
[a,b]
f dE.
Notice that if
∫
R
g dE exists, then for every compact interval [α,β] of R, the spectral integral∫
[α,β] g dE exists, and∫
[α,β]
g dE = {E(β)−E(α)}∫
R
g dE.
In particular, if
∫
R
g dE exists, then, as ρ → ∞,∫
[−ρ,ρ]
g dE →
∫
R
g dE in the strong operator topology of B(X).
In this completely general setting of the arbitrary spectral family of projections E(·) in an
arbitrary Banach space X, the most general class of functions known to be integrable over R
with respect to E(·) is the unital Banach algebra (under pointwise operations) BV(R), which
consists of all complex-valued functions ψ on R whose total variation on R, var(ψ,R), is finite,
where
var(ψ,R) = sup
−∞<α<β<∞
var
(
ψ, [α,β]),
and which is furnished with the Banach algebra norm
‖ψ‖BV(R) = sup
x∈R
∣∣ψ(x)∣∣+ var(ψ,R).
It is elementary that for each ψ ∈ BV(R), the limits
ψ(∞) ≡ lim ψ(x) and ψ(−∞) ≡ lim ψ(x) (2.2)
x→∞ x→−∞
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R
ψ dE coincides with
the strong limit of Riemann–Stieltjes approximating sums that follow the prescription of (2.1),
but are taken over partitions of the extended real line −∞ = λ0 < λ1 < · · · < λn = ∞, while
using (2.2) and E(∞) = I , E(−∞) = 0.
Moreover, it is well-known that the mapping ψ ∈ BV(R) → ∫
R
ψ dE is an identity-preserving
Banach algebra homomorphism of BV(R) into B(X) such that, for all ψ ∈ BV(R),∥∥∥∥∫
R
ψ dE
∥∥∥∥ ‖ψ‖BV(R) sup{∥∥E(λ)∥∥: λ ∈ R}. (2.3)
A handy fact to keep in mind when working with spectral integration is that for each x ∈ X,
the mapping λ ∈ R → E(λ)x has, with respect to the norm topology of X, a countable (pos-
sibly empty) set of discontinuities, and so is, in particular, Borel measurable. This fact stems
directly from the strong right-continuity of E(·) throughout R (for the details, see, e.g., [23,
Lemma 16.12]). In particular, on appropriate occasions it permits a switch from spectral integra-
tion to Riemann integration via integration by parts.
As an illustration of the ties between spectral integration and Fourier multiplier theory alluded
to by the discussion in Section 1, we note here that the automatic spectral integration of BV(R)
in the abstract setting generalizes the role which the classical Stecˇkin’s Theorem (see, e.g., [25,
Theorem 6.2.5]) assigns to BV(R)-functions as Fourier multipliers for Lp(R), 1 < p < ∞ (that
the automatic spectral integration of BV(R) in the abstract setting will specialize to provide the
classical Steckin’s Theorem is included in Remark 4.1(i) below, which furnishes more general
results of this nature).
Let us also recall here the following well-known “workhorse” convergence theorem for spec-
tral integrals over a compact interval, which readily furnishes its counterpart for BV(R) in
Theorem 2.2. (For the analogues of these two theorems in the case of functions of higher varia-
tion, see Theorems 5.3 and 5.4 below.)
Theorem 2.1. Let E(·) be a spectral family of projections in an arbitrary Banach space X, and
let J be a compact interval in R. Suppose that {ψα}α∈A is a net in BV(J ), and ψ is a complex-
valued function on J such that
(i) supα∈A var(ψα, J ) < ∞;
(ii) ψα → ψ pointwise on J .
Then ψ ∈ BV(J ), and {∫ ⊕
J
ψα dE}α∈A converges to
∫ ⊕
J
ψ dE in the strong operator topology
of B(X).
Theorem 2.2. Let E(·) be a spectral family of projections in an arbitrary Banach space X.
Suppose that {Ψα}α∈A is a net in BV(R), and Ψ is a complex-valued function on R such that
(i) supα∈A var(Ψα,R) < ∞;
(ii) Ψα → Ψ pointwise on R.
Then Ψ ∈ BV(R), and {∫
R
Ψα dE}α∈A converges to
∫
R
Ψ dE in the strong operator topology
of B(X).
Proof. Clearly Ψ ∈ BV(R). Let x ∈ X. For N ∈ N, and each α,
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R
Ψα dE
{
E(N)−E(−N)}x − ∫
R
Ψ dE
{
E(N)−E(−N)}x∥∥∥∥
=
∥∥∥∥ ∫
[−N,N ]
Ψα dEx −
∫
[−N,N ]
Ψ dEx
∥∥∥∥,
and hence it follows from Theorem 2.1 that for each y belonging to the dense linear manifold⋃
N∈N{E(N)−E(−N)}X, we have
lim
α
∥∥∥∥∫
R
Ψα dEy −
∫
R
Ψ dEy
∥∥∥∥= 0. (2.4)
It is clear that for some α0 ∈ A, our hypotheses (i), (ii) imply that
sup
{‖Ψα‖BV(R): α  a0}< ∞.
Consequently, by (2.3)
sup
{∥∥∥∥∫
R
Ψα dE
∥∥∥∥: α  a0}< ∞.
The desired conclusion follows directly from this by virtue of (2.4). 
3. Functions of higher variation
In order to avoid later digressions, we use this brief section to recall some standard features
of functions of higher variation on closed intervals of R. For additional facts about functions of
higher variation see, e.g. [10,19].
Definition 3.1. Let J = [a, b] be a compact interval of R. For 1 p < ∞, the p-variation of a
function ψ :J → C is specified by writing
varp
(
ψ, [a, b])= sup{ N∑
k=1
∣∣ψ(xk)−ψ(xk−1)∣∣p}1/p,
where the supremum is extended over all partitions a = x0 < x1 < · · · < xN = b of [a, b].
Straightforward considerations show that if a < c < b, then
varp
(
ψ, [a, b]) varp(ψ, [a, c])+ varp(ψ, [c, b]),(
varp
(
ψ, [a, c]))p + (varp(ψ, [c, b]))p  (varp(ψ, [a, b]))p.
By definition, the class Vp(J ) consists of all functions ψ :J → C such that varp(ψ, [a, b])
< ∞. It is readily verified that Vp(J ) becomes a unital Banach algebra under pointwise opera-
tions when endowed with the norm ‖ · ‖Vp(J ) specified by
‖ψ‖Vp(J ) = sup
{∣∣ψ(x)∣∣: x ∈ J}+ varp(ψ,J ).
Moreover, if ψ ∈ Vp(J ), then limx→y+ ψ(x) exists for each y ∈ [a, b), limx→y− ψ(x) exists
for each y ∈ (a, b], and the set of discontinuities of ψ in J is countable. The Banach algebras
V1(J ) and BV(J ) coincide, and clearly Vq(J ) ⊆ Vr(J ), when 1  q  r < ∞, since ‖ψ‖Vp(J )
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1 <p < ∞, then, with respect to the norm topology of Vp(J ), we have⋃
1q<p
Vq(J ) is not dense in Vp(J ). (3.1)
An obvious and handy consequence of the fact that ‖ · ‖Vp(J ) is a decreasing function of p is that
if ξ is real-valued and monotone on J , then varp(ξ, J ) = var1(ξ, J ).
Analogous properties hold for the unital Banach algebras Vp(T) and Vp(R), 1  p < ∞.
Vp(T) is the closed subalgebra of Vp([0,2π]) consisting of the functions f belonging to
Vp([0,2π]) that satisfy f (0) = f (2π). In particular, one sees that for 1 < p < ∞, (3.1) holds
for Vp(T) in place of Vp(J ).
Vp(R) consists of all functions φ :R → C such that
varp(φ,R) = sup
−∞<α<β<∞
varp
(
φ, [α,β])< ∞, (3.2)
and which is furnished with the Banach algebra norm
‖φ‖Vp(R) = sup
x∈R
∣∣φ(x)∣∣+ varp(φ,R).
For each φ ∈ Vp(R), the limits
φ(∞) ≡ lim
x→∞φ(x) and φ(−∞) ≡ limx→−∞φ(x) (3.3)
exist. From this, it transpires easily that for φ ∈ Vp(R), the quantity varp(φ,R) defined by (3.2)
equals the quantity “varp(φ, [−∞,∞])” (calculated by running through all partitions of the
extended real line [−∞,∞], as if it were a compact interval of R). Also, we note that (3.1) can
be seen to imply its corresponding statement that with respect to the norm topology of Vp(R),⋃
1q<p
Vq(R) is not dense in Vp(R). (3.4)
It will sometimes be convenient to consider in conjunction with a function φ ∈ Vp(R), the
associated function φ# ∈ Vp(R) specified for each x ∈ R by
φ#(x) = limt→x+ φ(t)+ limt→x− φ(t)
2
. (3.5)
If F ∈ L1(R) and φ ∈ Vp(R), the convolution F ∗ φ belongs to Vp(R) by virtue of the readily
deduced estimate
varp(F ∗ φ,R) ‖F‖L1(R) varp(φ,R). (3.6)
In this regard, we can, in particular, let F run through {κR}R>0, the Fejér kernel for R, consisting
of the functions κR defined for each positive R ∈ R by
κR(t) = sin
2(Rt/2)
2πR(t/2)2
, for each t ∈ R. (3.7)
These functions satisfy
∫
R
κR(t) dt = 1, and their corresponding Fourier transforms can be ex-
pressed for all y ∈ R by
κ̂R(y) = max
{
1 − |y| ,0
}
.R
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lim
R→∞(κR ∗ φ)(x) = φ
#(x). (3.8)
If we replace absolute values by norms in the foregoing definitions of p-variation, we arrive at
the corresponding definitions for vector-valued functions. Moreover, if E(·) is a spectral family
of projections in an arbitrary Banach space X, and 1  p < ∞, we shall also use the symbol
varp(E) to denote the p-variation of E(·), which is defined by
sup
{
varp
(
E(·)x,R): ‖x‖ 1}. (3.9)
4. Decomposable one-parameter groups on Banach spaces
Let X be an arbitrary Banach space. To set the stage for the results in this section, it will be
convenient to recall here some basic facts about relative compactness in the weak operator topol-
ogy τw of B(X). It is a standard fact that the τw-closure of a subset Y ⊆ B(X) is τw-compact
if and only if for each x ∈ X, the closure of Yx in the weak topology of X is compact in the
weak topology of X. Moreover, it is readily seen from the Krein–Šmulian Theorem [24, Theo-
rem V.6.4] that, relative to the weak topology of X, a subset S ⊆ X has compact closure if and
only if aco(S), the absolutely convex hull of S , has compact closure relative to the weak topol-
ogy of X. Corresponding statements are valid for precompactness in the strong operator topology
in relation to precompactness in the norm topology of X—in this instance the corresponding as-
sertion regarding aco(S) is a consequence of Mazur’s Theorem [24, Theorem V.2.5].
For a strongly continuous one-parameter group of operators V ≡ {Vt }t∈R on a Banach
space X, a bounded Lebesgue measurable set S ⊆ R, and a complex-valued Lebesgue integrable
function f defined on S, we shall denote by
∫
S
f (t)V−t dt ∈ B(X) the operator defined by X-
valued Bochner integration as follows:( ∫
S
f (t)V−t dt
)
x =
∫
S
f (t)V−t x dt, for all x ∈ X.
We now recall the following characterization of decomposability (in the sense of Definition 1.2)
for a strongly continuous one-parameter group of operators on a Banach space (see [7, Theo-
rem (2.4)] and [7, Corollary (2.10)]).
Theorem 4.1. Let X be an arbitrary Banach space, and let V ≡ {Vt }t∈R ⊆ B(X) be a strongly
continuous one-parameter group of operators. Then V ≡ {Vt }t∈R is decomposable if and only if
the set F specified by
F =
{ ∫
R
f (t)V−t dt : f ∈ C∞00 (R), and ‖fˆ ‖BV(R)  1
}
(4.1)
has closure in the weak operator topology of B(X) that is compact in the weak operator topology
of B(X). If this is the case, then there is a real constant ρ such that∥∥∥∥∫
R
f (t)V−t dt
∥∥∥∥
B(X)
 ρ‖fˆ ‖BV(R), for all f ∈ C∞00 (R), (4.2)
and for any such value of ρ, the Stone-type spectral family E(·) of V ≡ {Vt }t∈R satisfies
sup{‖E(λ)‖: λ ∈ R}  4ρ. When the Banach space X is reflexive, the existence of a constant
ρ such that the condition (4.2) holds is sufficient to insure that V ≡ {Vt }t∈R is decomposable.
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Corollary 4.2. Let X be an arbitrary Banach space, let V ≡ {Vt }t∈R ⊆ B(X) be a strongly
continuous one-parameter group of operators, and let u ∈ R. The following statements are equiv-
alent:
(i) {Vt }t∈R is decomposable;
(ii) {eiutVt }t∈R is decomposable;
(iii) {V−t }t∈R is decomposable.
Proof. Each of the conditions (i) through (iii) is equivalent to the precompactness, relative to the
weak operator topology, of the same set F specified for {Vt }t∈R in (4.1). 
Remark 4.1. (i) We take up here an example illustrating a “rule-of-thumb” connection joining
spectral decomposability and spectral integration to multiplier transforms under suitable circum-
stances (for additional illustrations of this phenomenon, see also [11, Theorems 4.2 and 4.3], as
well as [8,10,12]). Let Y be a UMD space, and suppose 1 < p < ∞. We follow Section 3 of
[8] in defining a multiplier for Lp(R,Y) to be a complex-valued function φ ∈ L∞(R) such that
the mapping Sφ initially defined from the algebraic tensor product (L1(R) ∩ L∞(R)) ⊗ Y to
L2(R,Y) by writing
Sφ
(∑
k
fk(·)yk
)
=
∑
k
(φf̂k)
∨(·)yk
extends to a bounded operator S(p)φ ∈ B(Lp(R,Y)). This is expressed in symbols by writing
φ ∈ Mp,Y(R), and S(p)φ is then called the multiplier transform of φ on Lp(R,Y). ‖φ‖Mp,Y(R),
the multiplier norm of φ, is defined to be ‖S(p)φ ‖. We now consider the strongly continuous one-
parameter group of operators T ≡ {Tt }t∈R ⊆ B(Lp(R,Y)) specified as the group of translations
defined by R and acting on Lp(R,Y). This group of isometries is decomposable [13, Theo-
rem (5.5)]. We recall from [8, Scholium (3.1)] that the characteristic function of each interval of
R belongs to Mp,Y(R), and that the function F(·) :R → B(Lp(R,Y)) specified by
F(λ) = S(p)χ(−∞,λ] (4.3)
is accordingly seen as a spectral family of projections on Lp(R,Y). Straightforward calculations
based on the taking of Fourier transforms now show that: F(·) in (4.3) is the Stone-type spectral
family of {Tt }t∈R; moreover, if φ ∈ L∞(R) is a function continuous almost everywhere on R
such that the spectral integral
∫
R
φ dF exists, then φ ∈ Mp,Y(R), and
∫
R
φ dF is the multiplier
transform of φ on Lp(R,Y). We shall return to this matter in Corollary 5.5 below. (ii) The con-
siderations in [6, Example (5.10)] furnish an example of a decomposable, one-parameter group of
operators V ≡ {Vt }t∈R acting on the Hilbert space 2(N) such that V ≡ {Vt }t∈R is continuous in
the uniform operator topology, and sup{‖Vt‖: t ∈ R} = ∞. A variety of further examples of this
nature in the reflexive space setting can be seen similarly from [9, §4]. We sketch here the follow-
ing example (also based on the considerations in [9, §4]) of a decomposable, strongly continuous,
one-parameter group of operators W ≡ {Wt }t∈R acting on a reflexive space X0 and such that:
W ≡ {Wt }t∈R is not continuous in the uniform operator topology; and sup{‖Wt‖: t ∈ R} = ∞.
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be the Muckenhoupt-type Ap weight function on R specified by
ω(x) = |x|α + 1, for all x ∈ R.
Put X0 = Lp(R,ω). Then for each t ∈ R, the operator of translation by t on X0, denoted Wt , be-
longs to B(X0), and the one-parameter group W ≡ {Wt }t∈R is continuous in the strong operator
topology of B(X0), and decomposable. Moreover, for each t ∈ R,
‖Wt‖B(X0) 
(|t |α + 1)1/p.
The Stone-type spectral family E0(·) of W ≡ {Wt }t∈R is characterized as follows. For each
λ ∈ R, E0(λ) is the multiplier transform on X0 = Lp(R,ω) corresponding to the characteristic
function of the interval (−∞, λ]. Since E0(·) is not concentrated on a compact interval, Propo-
sition (2.11) of [7] shows that W ≡ {Wt }t∈R is not continuous in the uniform operator topology
of B(X0).
The following theorem, which is the main result of this section, describes the beneficial ef-
fects that ensue when a one-parameter group can transfer the “rotated” truncates of the Hilbert
transform to the setting of an arbitrary Banach space.
Theorem 4.3. Let X be an arbitrary Banach space, and let V ≡ {Vt }t∈R ⊆ B(X) be a strongly
continuous one-parameter group of operators. Suppose that the family HV ⊆ B(X) specified by
HV≡
{ ∫
1/N|t |N
eist
t
V−t dt : N ∈ N, s ∈ R
}
(4.4)
has the property that
in the weak operator topology of B(X), the closure of HV is compact. (4.5)
Then V ≡ {Vt }t∈R is decomposable. Moreover,
SV ≡ sup
{‖T ‖B(X): T ∈ HV}< ∞, (4.6)
and SV2π serves as a suitable value for the constant ρ in (4.2). For each s ∈ R, the sequence{
1
πi
∫
1/N|t |N
eist
t
V−t dt
}∞
N=2
converges in the strong operator topology of B(X) (4.7)
to a limit (which will be designated by Hs ). Denoting the Stone-type spectral family of {Vt }t∈R
by E(·), we have (in the notation of Definition 1.1(iii)) for each s ∈ R:
(i) Hs = E(s)+E(s−)− I ;
(ii) E(s) = I + 2−1(Hs −H 2s ).
If X is reflexive, then (4.6) implies (4.5).
Proof. The implication (4.5) implies (4.6) in the Banach space setting and its converse in the
reflexive space setting are evident. The decomposability of V ≡ {Vt }t∈R will now be estab-
lished via Theorem 4.1. For this purpose, let φ ∈ C∞(R), with ‖φˆ‖BV(R)  1. Let s ∈ R, x ∈ X,00
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AN
φ(t)V−t dt . By Fourier inversion we have for each x∗ ∈ X∗:
2πx∗(TNx) =
∫
t∈AN
x∗(V−t x) dt
∫
R
φˆ(y)eity dy,
and so
2πix∗(TNx) =
∫
t∈AN
t−1x∗(V−t x) dt
∫
R
φˆ(y)
deity
dy
dy.
Applying integration by parts to the second integral on the right, and then invoking Fubini’s
Theorem, we find that
−2πix∗(TNx) =
∫
t∈AN
t−1x∗(V−t x) dt
∫
R
eity
dφˆ(y)
dy
dy
=
∫
R
dφˆ(y)
dy
{ ∫
t∈AN
eity t−1x∗(V−t x) dt
}
dy
= lim
a→∞
∫
[−a,a]
{ ∫
t∈AN
eity t−1x∗(V−t x) dt
}
dφˆ(y).
Consequently,
−2πiTNx =
∫
R
dφˆ(y)
dy
{ ∫
t∈AN
eity t−1 V−t x dt
}
dy,
whence
TNx = lim
a→∞
a∫
−a
{ ∫
t∈AN
eity t−1 V−t x dt
}
d
φˆ(y)
−2πi . (4.8)
Since var(φˆ,R) 1, it follows from this that TNx belongs to the closure of aco(HVx) in the
norm topology of X. Upon letting N → ∞, we now see that the closure of aco(HVx) in the norm
topology of X includes
∫
R
φ(t)V−t x dt . So, in the notation of (4.1), we have established that for
each x ∈ X, the set Fx is contained in the closure of aco(HVx) in the norm topology of X, and
hence is a fortiori a subset of the closure of aco(HVx) in the weak topology of X. In view of our
hypothesis in (4.5) and the comments at the outset of this section, it is now evident that F has
closure in the weak operator topology of B(X) that is compact in the weak operator topology
of B(X). This shows that V ≡ {Vt }t∈R is decomposable.
Moreover, we can infer from (4.8) that∥∥∥∥ ∫
AN
φ(t)V−t dt
∥∥∥∥
B(X)
 SV
2π
.
Since, as N → ∞, ∫
AN
φ(t)V−t dt →
∫
R
φ(t)V−t dt in the strong operator topology of B(X),
the last estimate furnishes the desired conclusion that SV2π serves as a suitable value for the
constant ρ in (4.2). So it now remains only to establish (4.7) and the formulas (i) and (ii).
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0 < a < b. Continuing with the notation AN = {t ∈ R: 1/N  |t | N}, we observe that, since
the function λ ∈ [a, b] → ∫
AN
e−iλt
t
dt = −i ∫
AN
sin(λt)
t
dt belongs to BV([a, b]), the expression∫
[a,b]
{ ∫
AN
e−iλt
t
dt
}
dE(λ)x (4.9)
is, by the definition of spectral integration, the limit in the norm topology of X of its Riemann–
Stieltjes approximating sums, which have the form:
M∑
k=1
{ ∫
AN
e−iλkt
t
dt
}{
E(λk)−E(λk−1)
}
x
=
{ ∫
AN
M∑
k=1
e−iλkt
t
{
E(λk)−E(λk−1)
}
x dt
}
. (4.10)
Applying (2.8) in [6] to the right-hand side of (4.10), we see that∫
[a,b]
{ ∫
AN
e−iλt
t
dt
}
dE(λ)x =
∫
AN
{ ∫
[a,b]
e−iλt
t
dE(λ)x
}
dt
=
∫
AN
V−t x
t
dt. (4.11)
By applying to the left member in (4.11) first Theorem 2.1 and then the elementary fact that
for λ > 0
lim
N→∞
{ ∫
AN
sin(λt)
t
dt
}
= π,
we deduce that in the norm topology of X,
lim
N→∞
{ ∫
AN
V−t
t
dt
}{
E(b)−E(a)}x = −iπ{E(b)−E(a)}x, for each x ∈ X. (4.12)
In similar fashion we find that for u,v ∈ R, with u < v < 0,
lim
N→∞
{ ∫
AN
V−t
t
dt
}{
E(v)−E(u)}x = iπ{E(v)−E(u)}x, for each x ∈ X. (4.13)
In view of (4.6), we can infer from (4.12) and (4.13) that, for each x ∈ X, we have in the norm
topology of X:
lim
N→∞
{ ∫
AN
V−t
t
dt
}{
I −E(0)}x = −iπ{I −E(0)}x, (4.14)
lim
N→∞
{ ∫
V−t
t
dt
}
E
(
0−
)
x = iπE(0−)x. (4.15)AN
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E(0−)}x, and so for all N , {∫
AN
V−t
t
dt}{E(0) − E(0−)}x = 0. Combining this fact with (4.14)
and (4.15), we deduce that in the norm topology of X, the following limit relation holds for all
x ∈ X:
lim
N→∞
{
1
πi
∫
AN
V−t
t
dt
}
x = {E(0)+E(0−)− I}x. (4.16)
For each s0 ∈ R, the strongly continuous one-parameter group W ≡ {e−is0tVt }t∈R obviously
satisfies the hypothesis (4.5) in its own right, and it follows readily from (1.1) that the Stone-type
spectral family F(·) of W is expressed by F(λ) = E(λ+ s0), for all λ ∈ R. Application of (4.16)
to W ≡ {e−is0tVt }t∈R in place of {Vt }t∈R establishes (4.7) and the formula in conclusion (i).
To complete the proof of Theorem 4.3 one need only use (i) to calculate the right-hand side
of (ii). 
Remark 4.2. The formulas in Theorem 4.3(i), (ii) have a history of holding in various special
settings. For example, these formulas arise in the setting of uniformly bounded, strongly contin-
uous one-parameter groups of operators on UMD spaces. Such one-parameter groups are shown
to be decomposable in [13, Theorem (5.5)], while Theorem (5.16) of [13] furnishes the formulas
in Theorem 4.3(i), (ii) for such groups. In fact, Theorem (5.12) of [13] comes close to obtain-
ing the formulas in Theorem 4.3(i), (ii) above for arbitrary decomposable one-parameter groups
satisfying (4.6) in the Banach space setting. Moreover, as indicated on p. 510 in [13], Sections 3
and 6 of [37] also offer some alternative tools for proving a variant of Theorem 4.3 valid for
uniformly bounded groups which assumes rather than deduces that for each s ∈ R, the strong
limit of { 1
πi
∫
1/N|t |N
eist
t
V−t dt}∞N=2 exists. It should also be noted that the history of the for-
mulas in Theorem 4.3(i), (ii) stretches back at least as far as [27] (summarized in [28]), where
these formulas are obtained in the setting of a one-parameter group of measure-preserving trans-
formations (of a sigma-finite measure space) which satisfy suitable measurability and continuity
conditions.
We note next that Theorem 4.3 also provides the following operator-valued analogue of
Fourier inversion.
Theorem 4.4. Let X be an arbitrary Banach space, let V ≡ {Vt }t∈R ⊆ B(X) be a strongly con-
tinuous one-parameter group of operators, and suppose that the closure in the weak operator
topology of the family HV specified by (4.4) is compact in the weak operator topology. Let E(·)
be the Stone-type spectral family of {Vt }t∈R. Then for each φ ∈ BV(R) ∩ L1(R), we have, in
the notation of (3.5), that the sequence of operators {∫ N−N φˆ(t)Vt dt}∞N=1 converges in the strong
operator topology of B(X) to
2π
∫
R
φ#(λ) dE(λ). (4.17)
Proof. Let x ∈ X, and temporarily fix N ∈ N, with N  2. Since φ ∈ BV(R)∩L1(R), we have
lim
λ→∞φ(λ) = limλ→−∞φ(λ) = 0. (4.18)
Using this, we find with the aid of integration by parts that
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1/N|t |N
φˆ(t)Vtx dt =
∫
1/N|t |N
{ ∫
R
φ(λ)e−itλ dλ
}
Vtx dt
=
∫
1/N|t |N
lim
M→∞
{ M∫
−M
φ(λ)e−itλ dλ
}
Vtx dt
= −i
∫
1/N|t |N
lim
M→∞
{ M∫
−M
e−itλ dφ(λ)
}
Vtx
t
dt.
Consequently, we infer by bounded convergence as M → ∞ that∫
1/N|t |N
φˆ(t)Vtx dt = −i lim
M→∞
∫
1/N|t |N
{ M∫
−M
e−itλ dφ(λ)
}
Vtx
t
dt. (4.19)
By the Riesz Representation Theorem (see, e.g., [29, (20.48)]), there is a unique complex-valued
Borel measure μφ on R such that for each continuous compactly supported f :R → C,∫
R
f dφ =
∫
R
f dμφ.
For each compact interval [a, b] we have
μφ
([a, b])= φ(b+)− φ(a−), (4.20)
and for each M ∈ N,
M∫
−M
e−itλ dφ(λ) =
∫
[−M,M]
e−itλ dμφ(λ)+ φ(M)e−itM − φ(−M)eitM.
Substituting this last in the right-hand side of (4.19), we obtain∫
1/N|t |N
φˆ(t)Vtx dt
= −i lim
M→∞
{
φ(M)
∫
1/N|t |N
e−itM Vtx
t
dt − φ(−M)
∫
1/N|t |N
eitM
Vtx
t
dt
+
∫
1/N|t |N
{ ∫
[−M,M]
e−itλ dμφ(λ)
}
Vtx
t
dt
}
.
In view of (4.6) and (4.18), this can be rewritten as∫
1/N|t |N
φˆ(t)Vtx dt = −i lim
M→∞
∫
1/N|t |N
{ ∫
[−M,M]
e−itλ dμφ(λ)
}
Vtx
t
dt.
An application of Fubini’s Theorem on the right now shows that∫
φˆ(t)Vtx dt = −i lim
M→∞
∫ { ∫
e−itλ Vtx
t
dt
}
dμφ(λ),1/N|t |N [−M,M] 1/N|t |N
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from this last item that for arbitrary x ∈ X, and any integer N  2,∫
1/N|t |N
φˆ(t)Vtx dt = −i
∫
R
{ ∫
1/N|t |N
e−itλ Vtx
t
dt
}
dμφ(λ).
Applying Theorem 4.3(i) to this, we find that for arbitrary x ∈ X, we have in the norm topology
of X,
lim
N→∞
N∫
−N
φˆ(t)Vtx dt = −π
∫
R
{
E(λ)+E(λ−)− I}x dμφ(λ). (4.21)
In order to complete the proof of Theorem 4.4 it remains only to show that the strong limit
indicated on the right of (4.21) can be put in the required form (4.17). In fact, we shall show,
more generally, that if E0(·) is any spectral family in X, then for φ ∈ BV(R)∩L1(R), x ∈ X, we
have ∫
R
{
E0(λ)+E0
(
λ−
)− I}x dμφ(λ) = −2∫
R
φ#(λ) dE0(λ)x.
For this purpose, notice first that by virtue of (4.18) and (4.20) ∫
R
dμφ(λ) = 0, and so it suffices
to show that∫
R
{
E0(λ)+E0
(
λ−
)}
x dμφ(λ) = −2
∫
R
φ#(λ) dE0(λ)x. (4.22)
Now let a ∈ R, a > 0. It is clear from Definition 1.1(iii) that, for a given ε > 0, corresponding to
each η ∈ R there is δη > 0 such that∥∥E0(u)x −E0(v)x∥∥< ε,
provided both u,v belong to [η,η+ δη) or both u,v belong to (η− δη, η). From this observation
we infer via Heine–Borel that for some Mε ∈ N, the interval [−a, a] has a partition Pε = (−a =
λ0 < λ1 < · · · < λM−1 < λMε = a) such that for 0 k Mε − 1,∥∥E0(λk)x −E0(λ)x∥∥< ε, for λ ∈ [λk,λk+1).
Using the symbol χA to denote the characteristic function of a set A, we define the X-valued step
function fε on [−a, a] by writing
fε =
Mε−1∑
k=0
E0(λk)xχ[λk,λk+1) +E0(a)xχ{a}.
Clearly, we have for all λ ∈ [−a, a],∥∥E0(λ)x − fε(λ)∥∥< ε.
(This can be seen directly from Lemma 4 of [35].) If we now let ε run through the sequence
{n−1}∞n=1, then with the aid of (4.20) we can infer from the uniform convergence of {f1/n}∞n=1 to
E0(·)x on [−a, a] that, with respect to the norm topology of X,
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[−a,a]
E0(λ)x dμφ(λ)
= lim
n→∞
{M1/n−1∑
k=0
E0(λk)xμφ
([λk,λk+1))+E−(a)xμφ({a})}
= lim
n→∞
{M1/n−1∑
k=0
E0(λk)x
(
φ
(
λ−k+1
)− φ(λ−k ))+E0(a)x(φ(a+)− φ(a−))
}
.
With obvious adjustments, the preceding reasoning based on uniform convergence applies just
as well to arbitrary, but as yet unspecified, refinements P˜1/n of the original partitions P1/n. We
shall proceed without changing the notation in use for P˜1/n. A summation by parts in the last
expression shows that
∫
[−a,a] E0(λ)x dμφ(λ) can also be written as
lim
n→∞
{
−
M1/n∑
k=1
φ
(
λ−k
)(
E0(λk)x −E0(λk−1)x
)−E0(−a)xφ((−a)−)+E0(a)xφ(a+)}.
A judicious choice in advance of the refinements P˜1/n of the partitions P1/n now insures that∫
[−a,a]
E0(λ)x dμφ(λ) = −
∫
[−a,a]
φ
(
λ−
)
dE0(λ)x −E0(−a)xφ
(
(−a)−)+E0(a)xφ(a+).
Taking limits in the norm topology as a → ∞ shows with the aid of (4.18) that∫
R
E0(λ)x dμφ(λ) = −
∫
R
φ
(
λ−
)
dE0(λ)x. (4.23)
To complete the proof of (4.22), we apply (4.23) to the spectral family λ ∈ R → E0(λ−n−1),
where n ∈ N. This gives∫
R
E0
(
λ− n−1)x dμφ(λ) = −∫
R
φ
(
λ−
)
dE0
(
λ− n−1)x
= −
∫
R
φ
((
λ+ n−1)−)dE0(λ)x.
We finish the proof by letting n → ∞, and applying bounded convergence on the left side and
Theorem 2.2 on the right side. 
The hypotheses of the above Theorems 4.3 and 4.4 have been framed in terms of the family HV
specified by (4.4), which consists of the transferred Hilbert transform truncates corresponding to
the sets [−N,−N−1] ∪ [N−1,N], for all N ∈ N. This use of the discrete parameter N ∈ N
rather than of a continuous parameter has been done in order to rely on minimal hypotheses.
For the most part, in all that follows we can and will just as easily shift our attention to the
case of a continuous parameter R  1 instead. Our first task in this regard will be to obtain the
uniform boundedness of the transferred ergodic averages in Theorem 4.6. In order to do so, we
shall have need for the following well-known theorem of S. Bernstein (for a proof, see, e.g., the
demonstration of Proposition B′ in [16]).
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A such that for each complex number z = x + iy we have∣∣f (z)∣∣ CeA|y|. (4.24)
Then f ′, the derivative of f , satisfies
sup
{∣∣f ′(x)∣∣: x ∈ R}A sup{∣∣f (x)∣∣: x ∈ R}.
Theorem 4.6. Let X be an arbitrary Banach space, let V ≡ {Vt }t∈R ⊆ B(X) be a strongly con-
tinuous one-parameter group of operators, and suppose that
s0 ≡ sup
{∥∥∥∥ ∫
1/R|t |R
eist
t
V−t dt
∥∥∥∥: s ∈ R, R ∈ R, R  1}< ∞. (4.25)
Then
sup
{∥∥∥∥∥ 12R
R∫
−R
eistVt dt
∥∥∥∥∥: s ∈ R, R ∈ R, R > 0
}
< ∞. (4.26)
Proof. We continue to make tacit use of the fact that, by virtue of its strong continuity and the
Banach–Steinhaus Theorem, the one-parameter group {Vt }t∈R is uniformly bounded on compact
intervals—in particular, on the compact interval [−1,1]. This shows that the desired conclusion
(4.26) is equivalent to:
sup
{∥∥∥∥ 12R
∫
1/R|t |R
eistVt dt
∥∥∥∥: s ∈ R, R ∈ R, R  1}< ∞. (4.27)
Let u ∈ X, u∗ ∈ X∗, and, for the present, fix R  1. Define the entire function F by writing for
each z = x + iy ∈ C,
F(z) =
∫
1/R|t |R
eizt
t
u∗(V−tu) dt. (4.28)
Clearly, we have
F ′(z) = i
∫
1/R|t |R
eiztu∗(V−tu) dt, for all z ∈ C. (4.29)
In order to apply Theorem 4.5, we now estimate the growth rate of F by observing that for
each z = x + iy ∈ C,∣∣F(z)∣∣ ∫
1/R|t |R
e−ytR
∣∣u∗(V−tu)∣∣dt  eR|y|2R2∥∥u∗∥∥‖u‖ sup{‖Vt‖: |t |R}.
After taking A in (4.24) to be R, we can now use (4.29) and (4.25) to arrive at the following
estimate for each R  1,
sup
s∈R
∥∥∥∥ ∫
1/R|t |R
eistVt dt
∥∥∥∥R sup
s∈R
∥∥∥∥ ∫
1/R|t |R
eist
t
Vt dt
∥∥∥∥Rs0.
This immediately implies (4.27), and completes the proof of Theorem 4.6. 
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decomposable, one-parameter group of operators W ≡ {Wt }t∈R acting on a reflexive Banach
space Z0 such that W is continuous in the uniform operator topology of B(Z0), and the quantity
SW defined by (4.6) is not finite. This example is a slight variation on [5, Example (3.1)],
to which we refer the reader for full background details. The reflexive Banach space Z0 that we
shall use is taken from [22], where it serves as an example of a reflexive Banach space that cannot
be equivalently renormed so as to become uniformly convex (and hence by [26] is not super-
reflexive). In the next section, we shall see that in the setting of super-reflexive Banach spaces,
the situation for strongly continuous, decomposable, one-parameter groups is decidedly more
felicitous, in that such groups of operators in that context automatically satisfy the hypotheses
of Theorem 4.3. The reflexive space Z0 is defined to be the 2-direct sum of the sequence of
spaces Zm, m 2, where for each m, Zm is the vector space Cm endowed with the norm ‖ · ‖m,
which we specify for each x = {xk}mk=1 ∈ Cm by putting
‖x‖m = |x1| +
m∑
k=2
|xk − xk−1|.
We enumerate the rationals belonging to the interval [0,2π] in a sequence {αj }∞j=1 of distinct
terms, with α1 = 0. For each m, we arrange α1, . . . , αm in a strictly increasing sequence 0 =
β1 < β2 < · · · < βm, and we define the operator Um ∈ B(Zm) by writing
Umx ≡
{
eiβkxk
}m
k=1.
The operator U ≡⊕∞m=2 Um ∈ B(Z0) is a trigonometrically well-bounded operator, whose spec-
tral decomposition will be denoted by G(·).
We now use the spectral family G(·) to form the decomposable one-parameter group of oper-
ators W ≡ {Wt }t∈R ⊆ B(Z0), which is continuous in the uniform operator topology, by writing
for each t ∈ R,
Wt =
⊕∫
[0,2π]
eitλ dG(λ).
G(·) is the Stone-type spectral family of W ≡ {Wt }t∈R. Note that by, e.g., [2, Theorems (3.1)
and (3.2)], we have for each m that Zm is invariant under G(·), and for each t ∈ R, the restriction
Wt |Zm takes the form
(Wt |Zm)x =
{
eiβkt xk
}m
k=1.
Now let us consider the sequence of operators{ ∫
1/N|t |N
t−1W−t dt
}∞
N=2
⊆ B(Z0),
and put
σ ≡ sup
N2
∥∥∥∥ ∫
1/N|t |N
t−1W−t dt
∥∥∥∥
B(Z0)
.
For each m, we have for all x ∈ Zm∫
t−1W−t x dt =
{( ∫
t−1e−iβkt dt
)
xk
}m
k=1
,1/N|t |N 1/N|t |N
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m∑
k=2
∣∣∣∣ ∫
1/N|t |N
t−1 sin(βkt) dt −
∫
1/N|t |N
t−1 sin(βk−1t) dt
∣∣∣∣ σ.
By letting m vary throughout its range, we see that for each fixed N  2, the function
FN : [0,2π] → R defined by FN(s) =
∫
1/N|t |N t
−1 sin(st) dt satisfies
var
(
FN, [0,2π]
)
 σ.
However, elementary calculations show that var(FN, [0,2π]) → ∞ as N → ∞.
5. Decomposable one-parameter groups on super-reflexive Banach spaces
The present section will be devoted to this article’s main result (Theorem 5.1 immediately
below), which furnishes decomposable one-parameter groups in the super-reflexive space context
with the automatic realization of the hypotheses of Theorem 4.3. In the process, we shall also
arrive at an abstract multiplier result for the UMD context featuring functions of higher variation
(Corollary 5.5).
Theorem 5.1. Let X be a super-reflexive Banach space, and let V ≡ {Vt }t∈R ⊆ B(X) be a
strongly continuous one-parameter group of operators. Then V ≡ {Vt }t∈R is decomposable if
and only if
SV ≡ sup
{∥∥∥∥ ∫
1/N|t |N
eist
t
V−t dt
∥∥∥∥
B(X)
: s ∈ R, N ∈ N, N  1
}
< ∞. (5.1)
If this is the case, then
s0 ≡ sup
{∥∥∥∥ ∫
1/R|t |R
eist
t
V−t dt
∥∥∥∥
B(X)
: s ∈ R, R ∈ R, R  1
}
< ∞, (5.2)
and the following assertions are valid for V ≡ {Vt }t∈R and its Stone-type spectral family E(·).
(i) The constant ρ in (4.2) can be taken to be (2π)−1SV , and hence
sup
{∥∥E(λ)∥∥
B(X)
: λ ∈ R}
 2π−1 sup
{∥∥∥∥ ∫
1/N|t |N
eist
t
V−t dt
∥∥∥∥
B(X)
: N ∈ N, s ∈ R
}
.
(ii) For each s ∈ R, limR→∞(πi)−1
∫
1/R|t |R e
ist t−1V−t dt exists in the strong operator
topology, and coincides with Hs (defined in the statement of Theorem 4.3). The operator
Hs satisfies
Hs = E(s)+E
(
s−
)− I ;
E(s) = I + 2−1(Hs −H 2s ). (5.3)
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HV,c =
{ ∫
1/R|t |R
eist
t
V−t dt : s ∈ R, R ∈ R, R  1
}
(5.4)
is compact in the strong operator topology of B(X).
(iii) For each φ ∈ BV(R) ∩ L1(R), we have, with convergence in the strong operator topology
of B(X),
1
2π
R∫
−R
φˆ(t)Vt dt →
∫
R
φ#(λ) dE(λ), as R → ∞.
(iv) The rotated two-sided (resp., one-sided) ergodic averages of V ≡ {Vt }t∈R are uniformly
bounded:
sup
{∥∥∥∥∥ 12R
R∫
−R
eistVt dt
∥∥∥∥∥
B(X)
: s ∈ R, R ∈ R, R > 0
}
< ∞ (5.5)
(resp.,
sup
{∥∥∥∥∥ 1R
R∫
0
eistVt dt
∥∥∥∥∥
B(X)
: s ∈ R, R ∈ R, R > 0
}
< ∞). (5.6)
Moreover, for each s ∈ R, we have, with convergence in the strong operator topology of
B(X),
1
2R
R∫
−R
e−istVt dt → E(s)−E
(
s−
)
, as R → ∞ (5.7)
(resp.,
1
R
R∫
0
e−istVt dt → E(s)−E
(
s−
)
, as R → ∞). (5.8)
(v) For each s ∈ R,{
E(s)−E(s−)}X = {x ∈ X: Vtx = eist x, for all t ∈ R}, (5.9){
I − {E(s)−E(s−)}}X = clm⋃
t∈R
(
I − e−istVt
)
X, (5.10)
where “clm” denotes “closed linear span” relative to the norm topology of X.
In the light of Theorems 4.1, 4.3, 4.4, and 4.6, Theorem 5.1 will be established once it has
been shown that, under the hypotheses stated in the first sentence of Theorem 5.1, the decom-
posability of V ≡ {Vt }t∈R implies (5.2) and the conclusions stated in Theorem 5.1(ii), (iv), (v).
The reasoning needed to achieve this goal will proceed from the spectral integration of functions
of higher variation. Accordingly, we begin with the following result (see [4, Proposition 3.2]),
which can be regarded as the specialization for spectral families of an R.C. James inequality for
super-reflexive Banach spaces [30, Theorem 3].
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then there is some q ∈ (1,∞) such that the q-variation of E(·) (defined by (3.9)) satisfies
varq(E) < ∞.
When this result is combined with Young–Stieltjes integration, suitable tools of spectral inte-
gration can be brought to bear so that the following theorem ensues [4, Theorem 3.11], providing
higher variation counterparts for (2.3), Theorems 2.1 and 2.2.
Theorem 5.3. Let E(·) be a spectral family of projections in a super-reflexive Banach space X.
Let q ∈ (1,∞) be the index furnished for E(·) by Proposition 5.2 so that varq(E) < ∞. Let
p ∈ (1, q ′), where q ′ = q
q−1 is the index conjugate to q . Suppose that E(·) is concentrated on a
compact interval J = [a, b]. Then the spectral integral ∫
J
Φ dE exists for each Φ ∈ Vp(J ), and
the mapping Φ ∈ Vp(J ) →
∫ ⊕
J
Φ dE is a continuous identity-preserving homomorphism of the
Banach algebra Vp(J ) into the Banach algebra B(X) such that∥∥∥∥∥
⊕∫
J
Φ dE
∥∥∥∥∥Kp,q varq(E)‖Φ‖Vp(J ), for all Φ ∈ Vp(J ). (5.11)
Moreover, if {Φβ}β∈B is a net of mappings from J into C satisfying
sup
{
varp(Φβ,J ): β ∈ B
}
< ∞,
and such that for each β ∈ B , and each t0 ∈ (a, b],
lim
t→t0−
Φβ(t) = Φβ(t0),
and if {Φβ}β∈B converges pointwise on J to a complex-valued function Φ , then Φ ∈ Vp(J ), and
the net{ ⊕∫
J
Φβ dE
}
β∈B
converges in the strong operator topology of B(X) to ∫ ⊕
J
Φ dE.
For the treatment of one-parameter groups, it is convenient to note here that the setting of
Theorem 5.3 can readily be transplanted to R in place of the compact interval J by treating
the extended real line [−∞,∞] as a compact interval in order to obtain (5.12) below, and then
attending to net convergence by using Theorem 5.3 for a straightforward adaptation of the proof
of Theorem 2.2. The outcome is stated as follows.
Theorem 5.4. Let E(·) be a spectral family of projections in a super-reflexive Banach space X.
let q ∈ (1,∞) be the index furnished for E(·) by Proposition 5.2 so that varq(E) < ∞. Let
p ∈ (1, q ′), where q ′ = q
q−1 is the index conjugate to q . Then the spectral integral
∫
R
Φ dE
exists for each Φ ∈ Vp(R), and the mapping Φ ∈ Vp(R) →
∫
R
Φ dE is a continuous identity-
preserving homomorphism of the Banach algebra Vp(R) into the Banach algebra B(X) such
that ∥∥∥∥∫ Φ dE∥∥∥∥Kp,q varq(E)‖Φ‖Vp(R), for all Φ ∈ Vp(R). (5.12)R
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sup
{
varp(Φβ,R): β ∈ B
}
< ∞,
and such that for each β ∈ B , and each t0 ∈ R,
lim
t→t0−
Φβ(t) = Φβ(t0),
and if {Φβ}β∈B converges pointwise on R to a complex-valued function Φ , then Φ ∈ Vp(R), and
the net{ ∫
R
Φβ dE
}
β∈B
converges in the strong operator topology of B(X) to ∫
R
Φ dE.
As a corollary, we obtain the following multiplier result for the UMD space context by way
of Remark 4.1(i). The BV(R) case (r = 1) of this multiplier result has been shown in [8, Theo-
rem (3.3)], while the extension of the case r = 1 to the Banach algebra of classical Marcinkiewicz
multiplier functions defined on R is established in [8, Theorem (4.5)]. With regard to limitations
on the spectral integration of Marcinkiewicz multiplier functions in general contexts, it should
be noted, however, that with obvious modifications [8, (5.36)] shows the existence of a classi-
cal Marcinkiewicz multiplier function ψ defined on R, and a Stone-type spectral family E(·) of
a decomposable one-parameter group of operators which acts on the Hilbert space 2(N) and is
continuous in the uniform operator topology, such that the spectral integral
∫
R
ψ dE fails to exist.
Corollary 5.5. Under the hypotheses of Remark 4.1(i), there is u ∈ (1,∞) such that if 1 r < u,
then each φ ∈ Vr(R) belongs to Mp,Y(R), and S(p)φ , the multiplier transform of φ on Lp(R,Y),
coincides with
∫
R
φ dF . Moreover,
‖φ‖Mp,Y(R) Kr,p,Y‖φ‖Vr (R).
Remark 5.1. We briefly note a few historical facts regarding the background of some of the
items within Proposition 5.2 and Theorems 5.3 and 5.4. During the course of the exchanges at
the Oberwolfach Workshop on Spectral Theory in Banach Spaces and Harmonic Analysis (July
25–31, 2004), Nigel Kalton offered the seminal suggestion that the James inequalities for super-
reflexive spaces in [30] might provide a useful platform for advances in spectral integration. The
author wishes to thank Nigel Kalton for subsequently informing him of this perceptive view-
point, which forms a starting point for the study of the discrete parameter case in [3,4], and also
provides a basis for treating the continuous parameter case in the present section. Indeed, as its
demonstration in [4] showed, Proposition 5.2 is actually the immediate specialization to spectral
families of the R.C. James inequality for super-reflexive Banach spaces in [30, Theorem 3]. We
note that an attempt was made in [14, Theorem 4.1] to establish the existence of the spectral
integral for functions belonging to Vp(T), but this attempt fails, primarily because it is premised
on the false assumption that BV(T) is norm dense in Vp(T), in contradiction to (3.1) above.
A similar error regarding spectral integration of Vp(R) is made implicitly on p. 62 of [14].
We now take up the following result in classical analysis, which will underlie the proof of
Theorem 5.1. This classical result can be gleaned from the treatment of “mean variations of the
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a proof of the result here.
Theorem 5.6. Let Ψ :R → R be the function whose value is defined at each x ∈ R as the conver-
gent improper integral
∫ x
−∞ t
−1 sin t dt . Then Ψ is a bounded function such that for 1 p < ∞,
Ψ ∈ Vp(R) if and only if p > 1.
Proof. It is evident that Ψ is bounded. The “only if” assertion states that Ψ /∈ BV(R).
This is readily seen, since Ψ is infinitely differentiable on R, with Ψ ′(x) = x−1 sinx, and∫∞
−∞ |t−1 sin t |dt = ∞. To complete the proof, we suppose that p > 1, and will show that
Ψ ∈ Vp(R). It clearly suffices to demonstrate that
sup
{
varp
(
Ψ, [2π,mπ]): m ∈ N, m 3}< ∞. (5.13)
By exhausting cases, we can use elementary calculations to see that if k ∈ N, m ∈ N, 2 k m,
and 0 ε, δ  π. Then∣∣∣∣∣
mπ+δ∫
kπ−ε
sin t
t
dt
∣∣∣∣∣ 4k − 1 . (5.14)
Using this fact, we readily deduce that for every integer m 3, and every partition 2π = x0 <
x1 < · · · < xN = mπ of [2π,mπ],
N∑
j=1
∣∣Ψ (xj )−Ψ (xj−1)∣∣p  4p ∞∑
k=1
1
kp
+
m∑
k=3
(
varp
(
Ψ,
[
(k − 1)π, kπ]))p. (5.15)
For each k ∈ N, the derivative of Ψ has constant sign on ((k − 1)π, kπ), and so Ψ is monotone
on [(k − 1)π, kπ]. Hence for 3 k m, we see that(
varp
(
Ψ,
[
(k − 1)π, kπ]))p = (var1(Ψ, [(k − 1)π, kπ]))p = ∣∣Ψ (kπ)−Ψ ((k − 1)π)∣∣p,
and an application of (5.14) to this gives(
varp
(
Ψ,
[
(k − 1)π, kπ]))p  4p
(k − 1)p .
Using this estimate in (5.15) yields
N∑
j=1
∣∣Ψ (xj )−Ψ (xj−1)∣∣p  2(4p ∞∑
k=1
1
kp
)
,
which establishes (5.13), thereby completing the proof of Theorem 5.6. 
Proof of Theorem 5.1. In view of Theorem 4.3, the “if” part of Theorem 5.1 and the concomi-
tant conclusion in Theorem 5.1(i) hold. So we assume throughout that, under the hypotheses
stated in the first sentence of Theorem 5.1, V ≡ {Vt }t∈R is decomposable, and we begin by show-
ing that (5.2) and Theorem 5.1(ii) hold. Let s ∈ R, and R ∈ R, with R  1. Let q ∈ (1,∞) be
the index furnished for E(·) by Proposition 5.2 so that varq(E) < ∞, and choose p ∈ (1, q ′). Let
x ∈ X, with x = {E(a)−E(−a)}x, for some positive real number a.∫
eist
t
V−t x dt =
∫
eist
t
{ a∫
−a
e−itλ dE(λ)x
}
dt.1/R|t |R 1/R|t |R
512 E. Berkson / Bull. Sci. math. 135 (2011) 488–516On the right side of this, we now successively apply [6, (2.8)], Theorem 5.3, and Theorem 5.6 to
obtain ∫
1/R|t |R
eist
t
V−t x dt = i
a∫
−a
{ ∫
1/R|t |R
sin((s − λ)t)
t
dt
}
dE(λ)x.
This shows that for arbitrary a ∈ (0,∞),{
E(a)−E(−a)} ∫
1/R|t |R
eist
t
V−t dt
= i{E(a)−E(−a)}∫
R
{ ∫
1/R|t |R
sin((s − λ)t)
t
dt
}
dE(λ). (5.16)
The estimate in (5.12) taken in conjunction with a further application of Theorem 5.6 shows that
the right-hand side of this equation is uniformly bounded over all a ∈ (0,∞). s ∈ R, and R ∈ R,
with R  1. Since {E(a) − E(−a)} → I in the strong operator topology, the demonstration of
(5.2) is now complete.
Next we return to (5.16), and let a → ∞ to get∫
1/R|t |R
eist
t
V−t dt = i
∫
R
{ ∫
1/R|t |R
sin((s − λ)t)
t
dt
}
dE(λ). (5.17)
Since
sup
{
varp
( ∫
1/R|t |R
sin((s − (·))t)
t
dt,R
)
: s ∈ R, R ∈ R, R  1
}
< ∞, (5.18)
we can keep s ∈ R fixed, let R → ∞ on the right of (5.17) and invoke Theorem 5.4 to infer that,
with respect to the strong operator topology,∫
1/R|t |R
eist
t
V−t dt → iπ
{
E(s)+E(s−)− I}.
To complete the proof of Theorem 5.1(ii), it suffices to show that if x ∈ X, and S is a sequence
whose terms belong to the set HV,c in (5.4), then Sx has a subsequence convergent in the norm
topology of X. This follows by taking account of (5.17) together with (5.18) in order to apply
Helly’s Selection Theorem for Functions of Higher Variation [34, Theorem 2.4] in combination
with Theorem 5.4.
By reasoning pursuant to (5.2) and (5.3), we can readily show Theorem 5.1(iii) by using R in
place of the positive integer N to adapt the proof of Theorem 4.4 directly.
We next take up the proof of Theorem 5.1(iv), starting with the rotated two-sided ergodic
averages of V ≡ {Vt }t∈R. In view of (5.2), the assertion in (5.5), is a consequence of Theorem 4.6.
So we now show (5.7). Suppose first that s ∈ R, s < a < b < ∞, and x ∈ X, with x = {E(b) −
E(a)}x. With the aid of [6, (2.8)], we see that, for R ∈ R, R  1,
1
2R
R∫
−R
e−istVtx dt = 12R
b∫
a
{ R∫
−R
ei(λ−s)t dt
}
dE(λ)x =
b∫
a
sin(R(λ− s))
R(λ− s) dE(λ)x.
(5.19)
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sup
R1
var
(
sin(R((·)− s))
R((·)− s) , [a, b]
)
< ∞,
and hence an application of Theorem 2.1 on the right of (5.19) shows that
lim
R→∞
1
2R
R∫
−R
e−istVtx dt = 0, (5.20)
for s ∈ R, s < a < b < ∞, and x = {E(b) − E(a)}x. By virtue of (5.5), we can infer that
(5.20) continues to hold for all x ∈ {I − E(s)}X. Analogous reasoning shows that (5.20) is
valid for all x ∈ E(s−)X. To complete the demonstration of (5.7), it is now enough to observe
that if x = {E(s) − E(s−)}x, then straightforward calculations based on (1.1) shows that for all
t ∈ R,
e−istVtx = x. (5.21)
To finish the proof of Theorem 5.1(iv), we first establish (5.6). Suppose that s ∈ R, −∞ < a <
b < ∞, and let R0 ∈ [1,∞). For convenience we shall denote by χR0 the characteristic function
of the set AR0 = {t ∈ R: R−10  |t |  R0}, and we define HR0 ∈ L1(R) ∩ L∞(R) by putting
HR0(t) = t−1χR0(t) for all t ∈ R. Let Ψ be the function specified in Theorem 5.6. Thus, the
Fourier transform of HR0 is expressed by
ĤR0(y) = −2i
[
Ψ (R0y)−Ψ
(
R−10 y
)]
, for all y ∈ R.
Putting x = {E(b) − E(a)}x, and keeping in mind Fejér’s kernel for R (described in (3.7)), we
consider∫
AR0
t−1
(
1 − |t |
R0
)
eistVtx dt =
∫
AR0
eist t−1
(
1 − |t |
R0
)( ∫
[a,b]
eitλ dE(λ)x
)
dt.
Next we invoke [6, (2.8)] as in the past to interchange the order of integration on the right. This
gives
∫
AR0
t−1
(
1 − |t |
R0
)
eistVtx dt =
∫
[a,b]
{ ∫
R
HR0(t)κ̂R0(t)eit (λ+s) dt
}
dE(λ)x. (5.22)
For each λ ∈ [a, b], we now apply Plancherel’s Theorem to the inner integral on the right of
(5.22) to obtain∫
R
HR0(t)κ̂R0(t)eit (λ+s) dt =
∫
R
2i
[
Ψ (R0y)−Ψ
(
R−10 y
)]
κR0(λ+ s − y)dy
= 2i(κR ∗ [Ψ (R0(·))−Ψ (R−1(·))])(λ+ s).0 0
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AR0
t−1
(
1 − |t |
R0
)
eistVtx dt
= 2i
∫
[a,b]
(
κR0 ∗
[
Ψ
(
R0(·)
)−Ψ (R−10 (·))])(λ+ s) dE(λ)x. (5.23)
Now choose and fix q ∈ (1,∞) in accordance with Proposition 5.2 so that varq(E) < ∞, and
then choose and fix p ∈ (1, q ′). Clearly, by Theorem 5.6, we have
sup
{∥∥κR0 ∗ [Ψ (R0(·))−Ψ (R−10 (·))]∥∥Vp(R): R0 ∈ [1,∞)} 2‖Ψ ‖Vp(R) < ∞.
Using this along with (5.11) on the right of (5.23), we readily deduce that
sup
{∥∥∥∥ ∫
AR0
t−1
(
1 − |t |
R0
)
eistVt dt
∥∥∥∥
B(X)
: R0 ∈ [1,∞), s ∈ R
}
< ∞.
In view of (5.2), this shows that
sup
{∥∥∥∥ 12R0
∫
AR0
(sgn t)eistV−t dt
∥∥∥∥
B(X)
: R0 ∈ [1,∞), s ∈ R
}
< ∞,
whence
sup
{∥∥∥∥∥ 12R0
R0∫
−R0
(sgn t)eistVt dt
∥∥∥∥∥
B(X)
: R0 > 0, s ∈ R
}
< ∞.
Combining this with (5.5), we obtain (5.6) at once. The demonstration of (5.8) can now go for-
ward in close analogy with the reasoning that was used above to establish (5.7). This observation
completes the proof of Theorem 5.1(iv).
We now pass to the proof of (5.9), recalling that we have already shown that x = {E(s) −
E(s−)}x implies (5.21). Conversely, if (5.21) holds for all t ∈ R, then by Theorem 5.1(ii), we
have for all R  1,
0 = 1
iπ
∫
1/R|t |R
eist
t
V−t x dt =
{
E(s)+E(s−)− I}x,
whence{
E(s)+E(s−)}x = x. (5.24)
Application of E(s−) to this equation shows that E(s−)x = 0, and substitution of this in (5.24)
gives E(s)x = x. This establishes (5.9), and (5.10) follows from this result by standard reasoning
(see, e.g., the proof of Corollary VIII.7.2 in [24]). 
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