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The Cauchy problems for some kind of ﬁfth-order shallow water
equations
∂tu + α∂5x u + β∂3x u + γ ∂xu + F
(
u, ∂xu, ∂
2
x u
)= 0, x, t ∈R×R,
are considered by the Fourier restriction norm method, where
nonlinear terms F (u, ∂xu, ∂2x u) are μ∂x(u
k), k = 2,3, μu∂2x u or
μ∂xu∂2x u respectively. The local well-posedness is established for
data in Hs(R) with s > − 74 for the Kawahara equation (F =
μ∂x(u2)) and is established for data in Hs(R) with s− 14 for the
modiﬁed Kawahara equation (F = μ∂x(u3)), respectively. Moreover,
the local result is established for data in Hs(R) with s > 0 if
F = μu∂2x u and is established for data in Hs(R) with s > − 14 if
F = μ∂xu∂2x u, respectively.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In the paper, we study some kind of ﬁfth-order shallow water equations as below:
∂tu + α∂5x u + β∂3x u + γ ∂xu + μ∂x
(
uk
)= 0, (x, t) ∈R×R, k = 2,3, (1.1)
∂tu + α∂5x u + β∂3x u + γ ∂xu + μu∂2x u = 0, (x, t) ∈R×R, (1.2)
∂tu + α∂5x u + β∂3x u + γ ∂xu + μ∂xu∂2x u = 0, (x, t) ∈R×R, (1.3)
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u(x,0) = u0(x) ∈ Hs(R), (1.4)
where α = 0, β and γ are real numbers and μ is a complex number.
The model (1.1) is also called the Kawahara equation if k = 2 and is also called the modiﬁed Kawa-
hara equation if k = 3 respectively. It arises in study of the water waves with surface tension, in
which the Bond number takes on the critical value, where the Bond number represents a dimension-
less magnitude of surface tension in the shallow water regime, cf. [3,8,13]. Eqs. (1.2) and (1.3) are
often called the Kaup–Kupershmidt equations, which were ﬁrst proposed by Kaup [9] and Kupersh-
midt [14]. The models have arisen in study the capillary-gravity waves [1,4].
If α = 0, the model (1.1) reduces to the well-known Korteweg–de Vries equation
∂tu + β∂3x u + γ ∂xu + μ∂x
(
uk
)= 0, k = 2,3. (1.5)
The best result on local well-posedness of (modiﬁed) KdV equation was obtained by Kenig, Ponce and
Vega [12], where they showed that its Cauchy problem is locally well-posed in Hs(R) for s > − 34 if
k = 2, and is locally well-posed in Hs(R) for s 14 if k = 3.
Ponce [16] considered the following general ﬁfth-order shallow water wave equation
∂tu + ∂xu + c1∂x
(
u2
)+ c2∂3x u + c3∂xu∂2x u + c4u∂3x u + c5∂5x u = 0, x, t ∈R, (1.6)
and showed its global well-posedness of Cauchy problem for data in H4(R). For the Kawahara equa-
tion, Huo [5] obtained its local well-posedness for data in Hs(R) (s > − 118 ). Recently, Huo and Jia [6]
considered the following third-order Schrödinger equation
∂tu + iα∂2x u + β∂3x u + iγ |u|2u = 0, x, t ∈R, (1.7)
and obtained its local well-posedness for data in Hs(R) (s  − 14 ). For the well-posedness of the
Kaup–Kupershmidt equations, there seem to exist a few papers.
Motivated by [6], together with [5] and [12], we conjecture that the Cauchy problems of the
Kawahara equation and the modiﬁed Kawahara equation could be locally well-posed in Hs(R) with
smaller s.
In this paper, we prove, by the Fourier restriction norm [2,10,12], that the Cauchy problem of
Kawahara equation is locally well-posed for data in Hs(R) with s > − 74 and the Cauchy problem of
the modiﬁed Kawahara equation is locally well-posed for data in Hs(R) with s  − 14 , respectively.
Furthermore, we also obtain the local well-posedness for the Kaup–Kupershmidt equations and show
that the Cauchy problem of (1.2) is locally well-posed in Hs(R) with s > 0, and the Cauchy problem
of (1.3) is locally well-posed in Hs(R) with s > − 14 .
Recently, Kwon [15] considered the Cauchy problem of the ﬁfth-order modiﬁed KdV equation
∂tu + α∂5x u + β∂3x u + γ ∂xu + μ1∂3x
(
u3
)+ μ2u∂xu∂2x u + μ3u2∂3x u = 0, x, t ∈R, (1.8)
where μ j ( j = 1,2,3) are complex constants. He used the Tao’s [k; Z ]-multiplier method [17] to show
that it is locally well-posed in Hs for s > 34 . In fact, we can also use the method in the paper to obtain
the same result. The proof is similar with that of Theorem 4.1.
In order to obtain the local well-posedness, we mainly work on the integral equivalent formulation
of the Cauchy problems to Eqs. (1.1)–(1.3) as bellow
u(x, t) = S(t)u0 −
t∫
S(t − t′)F (u, ∂xu, ∂2x u)(t′)dt′, (1.9)0
2450 Y. Jia, Z. Huo / J. Differential Equations 246 (2009) 2448–2467where the unitary operator associated to the corresponding linear equation is
S(t) = F−1x e−it(αξ
5−βξ3+γ ξ)Fx, (1.10)
the phase function is denoted by
φ(ξ) = αξ5 − βξ3 + γ ξ. (1.11)
The nonlinear terms F (u, ∂xu, ∂2x u) are μ∂x(u
k), μu∂2x u or μ∂xu∂
2
x u respectively.
Similarly with [5,6], we use the Fourier restriction operators
P N f =
∫
|ξ |N
eixξ fˆ (ξ)dξ, PN f =
∫
|ξ |N
eixξ fˆ (ξ)dξ, ∀N > 0, (1.12)
to eliminate the singularity of the phase function φ(ξ).
Deﬁnition. For s,b ∈R, the space Xs,b is deﬁned to be the completion of the Schwartz function space
on R2 with respect to the norm
‖u‖Xs,b =
∥∥〈ξ〉s〈τ + αξ5 − βξ3 + γ ξ 〉buˆ(ξ, τ )∥∥L2ξ L2τ ,
where 〈 · 〉 = (1+ | · |). We shall use the trivial embedding ‖u‖Xs1,b1  ‖u‖Xs2,b2 for s1  s2, b1  b2.
We denote uˆ(ξ, τ ) = F(u(x, t)) by the Fourier transform in t and x of u and by F(·)u the Fourier
transform in the (·) variable.
Throughout the paper, we shall denote the following notation
∫
	
·dδ as the convolution integral∫
ξ=ξ1+ξ2;τ=τ1+τ2 ·dτ1 dτ2 dξ1 dξ2 or
∫
ξ=ξ1+ξ2+ξ3;τ=τ1+τ2+τ3 ·dτ1 dτ2 dτ3 dξ1 dξ2 dξ3.
Let ψ ∈ C∞0 (R), with ψ = 1 on [− 12 , 12 ] and suppψ ⊂ [−1,1]. We denote ψδ(·) = ψ(δ−1(·)) for
some non-zero δ ∈R.
We use A ∼ B to denote the statement that A  C1B and B  C1A for some constant C1 > 0, use
A  B to denote the statement A  1C2 B for some large enough constant C2 > 0.
We introduce some variables for convenience
σ = τ + φ(ξ), σ j = τ j + φ(ξ j), j = 1,2,3. (1.13)
We state the main theorems as follows.
Theorem 1.1. Let s > − 74 and u0 ∈ Hs(R). Then there exist a real number b > 1/2, which is close enough to 12 ,
and a constant T > 0, such that the Cauchy problem (1.1) and (1.4) admits a unique local solution u(x, t) ∈
C([0, T ]; Hs) ∩ Xs,b if k = 2. Moreover, given t ∈ (0, T ), the map u0 → u(t) is Lipschitz continuous from Hs
to C((0, T ); Hs).
Theorem 1.2. Let s− 14 and u0 ∈ Hs(R). Then there exist a real number b > 1/2, which is close enough to 12 ,
and a constant T > 0, such that the Cauchy problem (1.1) and (1.4) admits a unique local solution u(x, t) ∈
C([0, T ]; Hs) ∩ Xs,b if k = 3. Moreover, given t ∈ (0, T ), the map u0 → u(t) is Lipschitz continuous from Hs
to C((0, T ); Hs).
Theorem 1.3. Let s > 0 and u0 ∈ Hs(R). Then there exist a real number b > 1/2, which is close enough
to 12 , and a constant T > 0, such that the Cauchy problem (1.2) and (1.4) admits a unique local solution
u(x, t) ∈ C([0, T ]; Hs) ∩ Xs,b. Moreover, given t ∈ (0, T ), the map u0 → u(t) is Lipschitz continuous from Hs
to C((0, T ); Hs).
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to 12 , and a constant T > 0, such that the Cauchy problem (1.3) and (1.4) admits a unique local solution
u(x, t) ∈ C([0, T ]; Hs) ∩ Xs,b. Moreover, given t ∈ (0, T ), the map u0 → u(t) is Lipschitz continuous from Hs
to C((0, T ); Hs).
2. Preliminary estimates and linear estimates
First, we introduce the notations,
a = max
{
1,
(
2
∣∣∣∣3β5α
∣∣∣∣)
1
2
,
(∣∣∣∣ 3β10α
∣∣∣∣+ ∣∣∣∣2γ5α − 12
(
3β
5α
)2∣∣∣∣
1
2
) 1
2
}
,
F Fρ(ξ, τ ) = f (ξ, τ )
(1+ |τ + φ(ξ)|)ρ ,
and list notations,
Dsx = F−1x |ξ |sFx, ‖ f ‖Lpx Lqt =
( ∞∫
−∞
( ∞∫
−∞
∣∣ f (x, t)∣∣q dt)
p
q
dx
) 1
p
, ‖ f ‖L∞t Hsx =
∥∥‖ f ‖Hsx∥∥L∞t .
Lemma 2.1. (See [12].) If b > 12 , then there exists C > 0 such that∫
R
dx
〈x− α〉2b〈x− β〉2b 
C
〈α − β〉2b . (2.1)
Lemma 2.2. (See [5].) The group {S(t)}+∞−∞ satisﬁes∥∥D2x S(t)Pau0∥∥L∞x L2t  C‖u0‖L2 , (2.2)∥∥D− 14x S(t)Pau0∥∥L4x L∞t  C‖u0‖L2 , (2.3)∥∥D 12x S(t)Pau0∥∥L6x L6t  C‖u0‖L2 , (2.4)∥∥S(t)Pau0∥∥
L
9
2
x L
18
t
 C‖ f ‖L2ξ L2τ , (2.5)∥∥S(t)u0∥∥L12x L12t  C‖ f ‖L2ξ L2τ . (2.6)
Remark 1. In fact, (2.5) follows by interpolation between (2.2) and (2.3).
Lemma 2.3 (Estimate for the maximal function). For any s > 54 ,( ∞∫
−∞
sup
t∈[−T ,T ]
∣∣Pa S(t)u0∣∣2 dx
)1/2
 C‖u0‖Hs , (2.7)
where C > 0 is a constant depending on T and s.
Proof. We can apply the operator Pa to the estimate for the maximal function in [11]. For details,
one can also refer to [7]. 
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‖PN Fρ‖L2x L∞t  C‖ f ‖L2ξ L2τ . (2.8)
Lemma 2.5. (See [5].) If ρ > 12 , then ∥∥D2x Pa Fρ∥∥L∞x L2t  C‖ f ‖L2ξ L2τ , (2.9)∥∥D− 14x Pa Fρ∥∥L4x L∞t  C‖ f ‖L2ξ L2τ , (2.10)∥∥D 12x Pa Fρ∥∥L6x L6t  C‖ f ‖L2ξ L2τ , (2.11)∥∥Pa Fρ∥∥
L
9
2
x L
18
t
 C‖ f ‖L2ξ L2τ . (2.12)
Lemma 2.6. (See [5].) If ρ > 38 , then
∥∥D 38x Pa Fρ∥∥L4x L4t  C‖ f ‖L2ξ L2τ . (2.13)
Lemma 2.7. If ρ > 14 , then
∥∥D 14x Pa Fρ∥∥L3x L3t  C‖ f ‖L2ξ L2τ . (2.14)
Proof. One can easily obtain that
‖F0‖L2x L2t  C‖ f ‖L2ξ L2τ . (2.15)
Then (2.14) follows by interpolation between (2.13) and (2.15). 
Lemma 2.8. (See [5].) Let ρ > θ2 with θ ∈ [0,1]. Then∥∥D2θx Pa Fρ∥∥
L
2
1−θ
x L
2
t
 C‖ f ‖L2ξ L2τ . (2.16)
Lemma 2.9. (See [5].) If ρ > 12 , then
∥∥D 34x Pa Fρ∥∥
L6x L
15
4
t
 C‖ f ‖L2ξ L2τ . (2.17)
Proof. (2.17) follows by interpolation between (2.16) with θ = 23 and (2.11). 
Lemma 2.10. If ρ > 310 , then ∥∥Pa Fρ∥∥
L3x L
30
7
t
 C‖ f ‖L2ξ L2τ . (2.18)
Proof. (2.18) follows by interpolation between (2.12) and (2.15). 
Y. Jia, Z. Huo / J. Differential Equations 246 (2009) 2448–2467 2453Lemma 2.11. For ρ > 12 , T ∈ (0,1), s > 54 , f (ξ, τ ) ∈ L2ξ L2τ with suppF−1 f ⊂ (−T , T ). Then∥∥D−sx P2a Fρ∥∥L2x L∞t  C‖ f ‖L2ξ L2τ . (2.19)
Proof. It follows from the argument in the proof of Lemma 2.5 and (2.7). 
Lemma 2.12. For ρ > 1/2, T ∈ (0,1), s > 34 , f (ξ, τ ) ∈ L2ξ L2τ with suppF−1 f ⊂ (−T , T ). Then∥∥D−sx P2a Fρ∥∥
L
8
3
x L
∞
t
 C‖ f ‖L2ξ L2τ . (2.20)
Proof. (2.20) follows by interpolation between (2.10) and (2.19). 
Lemma 2.13. (See [5].) If ρ > 12
6(q−2)
5q , then for 2 q 12
‖Fρ‖Lqx Lqt  C‖ f ‖L2ξ L2τ . (2.21)
Lemma 2.14. (See [5–7].) Assume that f , f1 , f2 , f3 belong to Schwartz space on R2 . Then∫
	
¯ˆf (ξ, τ ) fˆ1(ξ1, τ1) fˆ2(ξ2, τ2)dδ =
∫
R2
f¯ f1 f2(x, t)dxdt, (2.22)
∫
	
¯ˆf (ξ, τ ) fˆ1(ξ1, τ1) fˆ2(ξ2, τ2) fˆ3(ξ3, τ3)dδ =
∫
R2
f¯ f1 f2 f3(x, t)dxdt. (2.23)
Lemma 2.15 (Linear estimates). (See [10,12].) Let s ∈ R, 12 < b < b′ < 1, 0< δ  1. Then
∥∥ψδ(t)S(t)u0∥∥Xs,b  Cδ 12−b‖u0‖Hs , (2.24)∥∥∥∥∥ψδ(t)
t∫
0
S(t − τ )F (τ )dτ
∥∥∥∥∥
Xs,b
 Cδ 12−b‖F‖Xs,b−1 , (2.25)
∥∥∥∥∥ψδ(t)
t∫
0
S(t − τ )F (τ )dτ
∥∥∥∥∥
L∞t Hsx
 Cδ 12−b‖F‖Xs,b−1 , (2.26)
∥∥ψδ(t)F (t)∥∥Xs,b−1  Cδb′−b‖F‖Xs,b′−1 . (2.27)
Remark 2. In order to obtain local solution for (1.9), we ﬁrst deﬁne the operator
Φ(u) = ψδ(t)S(t)u0 − ψδ(t)
t∫
0
S(t − t′)F (u, ∂xu, ∂2x u)(t′)dt′, (2.28)
where nonlinear terms F (u, ∂xu, ∂2x u) are μ∂x(u
k), μu∂2x u or μ∂xu∂
2
x u respectively; and the set
B = {u ∈ Xs,b: ‖u‖Xs,b  2Cδ 12−b‖u0‖Hs}. (2.29)
2454 Y. Jia, Z. Huo / J. Differential Equations 246 (2009) 2448–2467Our aim is to prove that Φ is a contract mapping on B. For this purpose, we need the above linear
estimates and bilinear estimates and trilinear estimates in Sections 3 and 4. That is, we mainly prove
the estimates below for the nonlinear terms F (u, ∂xu, ∂2x u) = μ∂x(uk), μu∂2x u or μ∂xu∂2x u respectively
when b > 12 :
∥∥∂x(uk)∥∥Xs,b−1  C‖u‖kXs,b , k = 2,3, (2.30)∥∥u∂2x u∥∥Xs,b−1  C‖u‖2Xs,b , (2.31)∥∥∂xu∂2x u∥∥Xs,b−1  C‖u‖2Xs,b . (2.32)
3. Bilinear estimates
In this section, we prove the bilinear estimates (2.30)–(2.32). By duality it is equivalent to show
that for all w ∈ X−s,1−b ∣∣(B(u1,u2),w)∣∣ C‖w‖X−s,1−b‖u1‖Xs,b′ ‖u2‖Xs,b′ , (3.1)
where B(u1,u2) = ∂x(u1u2), u1∂2x u2 or ∂x(∂xu1∂xu2). Set
f j(τ j, ξ j) = 〈ξ j〉s〈σ j〉b′ uˆ j, j = 1,2; f¯ (τ , ξ) = 〈ξ〉−s〈σ 〉1−b wˆ,
ξ = ξ1 + ξ2, τ = τ1 + τ2,
F F jρ(ξ, τ ) = f j(ξ, τ )
(1+ |τ + αξ5 − βξ3 + γ ξ |)ρ , j = 1,2,
F Fρ(ξ, τ ) = f¯ (ξ, τ )
(1+ |τ + αξ5 − βξ3 + γ ξ |)ρ .
In fact, in this section we mainly prove (3.1) when B(u1,u2) = ∂x(u1u2), where (3.1) is equivalent to
Υ =
∫
	
〈ξ〉s|ξ |
〈σ 〉1−b∏2j=1 〈ξ j〉s〈σ j〉b′ f¯ (τ , ξ) f1(τ1, ξ1) f2(τ2, ξ2)dδ  C‖ f ‖L2‖ f1‖L2‖ f2‖L2 . (3.2)
In order to prove (3.2), ﬁrst, we deﬁne the “hyperplane” {(ξ, ξ1, ξ2) × (τ , τ1, τ2) ∈ R3 × R3: ξ =
ξ1 + ξ2, τ = τ1 + τ2}. From ξ = ξ1 + ξ2, it also follows that max(|ξ |, |ξ1|, |ξ2|) ∼ med(|ξ |, |ξ1|, |ξ2|).
Moreover, by symmetry, we can assume |σ1| |σ2|. Then we can distinguish the hyperplane into the
following cases:
Case I: |ξ | ∼ |ξ1| ∼ |ξ2|, (3.3)
Case II: |ξ | ∼ |ξ2|  |ξ1|, (3.4)
Case III: |ξ | ∼ |ξ1|  |ξ2|, (3.5)
Case IV1: |ξ1| ∼ |ξ2|  |ξ |, |σ | |σ1|, (3.6)
Case IV2: |ξ1| ∼ |ξ2|  |ξ |, |σ | |σ1|. (3.7)
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the domain Ω , where Ω is deﬁned as
Ω = {(ξ1, τ1) ∈R2: |ξ1| 2a, |ξ − ξ1| 2a, |ξ1| ∼ |ξ − ξ1|  |ξ |,∣∣τ − τ1 + φ(ξ − ξ1)∣∣ ∣∣τ1 + φ(ξ1)∣∣ ∣∣τ + φ(ξ)∣∣}. (3.8)
Theorem 3.1 is used to prove (3.2) in the domain Ω˜ = {complement of Ω}.
Moreover, by ξ = ξ1 + ξ2, τ = τ1 +τ2, we can obtain the following identity, which is also important
in the following split of domain,
σ − σ1 − σ2 = 5αξξ1ξ2
(
ξ2 + ξ21 − ξξ1 −
3β
5α
)
, (3.9)
which implies that, if |ξ |2  2a or |ξ1|2  2a, then
max
{|σ |, |σ1|, |σ2|} C |ξ ||ξ1||ξ2|max(|ξ |2, |ξ1|2). (3.10)
Theorem 3.1. If − 54 > s > − 74 , let 12 < b be close enough to 12 and b′ > 12 . Then
Υ =
∫
	
χ(Ω˜)〈ξ〉s|ξ |
〈σ 〉1−b∏2j=1 〈ξ j〉s〈σ j〉b′ f¯ (τ , ξ) f1(τ1, ξ1) f2(τ2, ξ2)dδ
 C‖ f ‖L2
2∏
j=1
‖ f j‖L2 . (3.11)
Proof. For simplicity, we let r = −s. Set
K (ξ, ξ1, ξ2) = |ξ |〈ξ1〉
r〈ξ2〉r
〈ξ〉r .
In order to obtain the boundedness of the integral Υ , we split the domain of integration in several
pieces.
Situation 1. If |ξ1| 2a or |ξ2| 2a; |ξ | 4a, then
K (ξ, ξ1, ξ2) C . (3.12)
Then the integral Υ restricted to this domain is bounded by
C
∫
	
f¯ (τ , ξ)
〈σ 〉1−b
f1(τ1, ξ1)
〈σ1〉b′
f2(τ2, ξ2)
〈σ2〉b′
dδ = C
∫
F1−b · F 1b′ · F 2b′ (x, t)dxdt
 C‖F1−b‖L2x L2t
∥∥F 1b′∥∥L4x L4t ∥∥F 2b′∥∥L4x L4t
 C‖ f ‖L2ξ L2τ ‖ f1‖L2ξ L2τ ‖ f2‖L2ξ L2τ , (3.13)
by using Lemmas 2.13 and 2.14.
Situation 2. If |ξ1| 2a or |ξ2|  2a; |ξ |  4a, without loss of generality, we can assume |ξ1| 2a
and |ξ | ∼ |ξ2| 2a, then
K (ξ, ξ1, ξ2) C |ξ | C |ξ2|2. (3.14)
2456 Y. Jia, Z. Huo / J. Differential Equations 246 (2009) 2448–2467Then by Lemmas 2.4, 2.5 and 2.14, the integral Υ restricted to this domain is bounded by
C
∫
	
f¯ (τ , ξ)
〈σ 〉1−b
χ|ξ1|2a f1(τ1, ξ1)
〈σ1〉b′
|ξ2|2χ|ξ2|2a f2(τ2, ξ2)
〈σ2〉b′
dδ
= C
∫
F1−b · P2a F 1b′ · D2x P2a F 2b′ (x, t)dxdt
 C‖F1−b‖L2x L2t
∥∥P2a F 1b′∥∥L2x L∞t ∥∥D2x P2a F 2b′∥∥L∞x L2t
 C‖ f ‖L2ξ L2τ ‖ f1‖L2ξ L2τ ‖ f2‖L2ξ L2τ . (3.15)
In the following two situations, we can assume |ξ1| 2a and |ξ2| 2a.
Situation 3. If Case I, Case II or Case III holds, then
max
{|σ |, |σ1|, |σ2|} C |ξ |3|ξ1||ξ2|. (3.16)
Without loss of generality, we assume |σ | = max{|σ |, |σ1|, |σ2|}. By r  5(1− b) − 14 we obtain
K (ξ, ξ1, ξ2)
(|ξ |3|ξ1||ξ2|)1−b  C |ξ1|
3
8 |ξ2| 38 . (3.17)
Then the integral Υ restricted to this domain is bounded by
C
∫
	
f¯ (τ , ξ)
|ξ1| 38 χ|ξ1|2a f1(τ1, ξ1)
〈σ1〉b′
χ|ξ2|2a|ξ2|
3
8 f2(τ2, ξ2)
〈σ2〉b′
dδ
= C
∫
F0 · D
3
8
x P
2a F 1b′ · D
3
8
x P
2a F 2b′ (x, t)dxdt
 C‖F0‖L2x L2t
∥∥D 38x P2a F 1b′∥∥L4x L4t ∥∥D 38x P2a F 2b′∥∥L4x L4t
 C‖ f ‖L2ξ L2τ ‖ f1‖L2ξ L2τ ‖ f2‖L2ξ L2τ , (3.18)
by using Lemmas 2.6 and 2.14.
For other cases: |σ1| = max{|σ |, |σ1|, |σ2|} and |σ2| = max{|σ |, |σ1|, |σ2|}, we can obtain the
boundedness of the integral Υ similarly with the above.
Situation 4. If Case IV1 holds, then
|σ1| = max
{|σ |, |σ1|, |σ2|} C |ξ ||ξ1|2|ξ2|2. (3.19)
We take small enough number 0< ε  12 such that 1− b + ε > 12 . Then
K (ξ, ξ1, ξ2)
〈σ 〉1−b〈σ1〉b′ 〈σ2〉b′
 K (ξ, ξ1, ξ2)〈σ 〉1−b+ε〈σ1〉b′−ε〈σ2〉b′
 1〈σ 〉1−b+ε〈σ2〉b′
|ξ ||ξ1|r |ξ2|r
〈ξ〉r(|ξ ||ξ1|2|ξ2|2)b′−ε . (3.20)
If |ξ | 2a, we use r  2(b′ − ε) + 1 to bound the right side in (3.20) by
(3.20) 1
1−b+ε b′ |ξ2|2. (3.21)〈σ 〉 〈σ2〉
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C
∫
	
χ|ξ |2a f¯ (τ , ξ)
〈σ 〉1−b+ε f1(τ1, ξ1)
|ξ2|2χ|ξ2|2a f2(τ2, ξ2)
〈σ2〉b′
dδ
= C
∫
P2a F1−b+ε · F 10 · D2x P2a F 2b′ (x, t)dxdt
 C‖P2a F1−b+ε‖L2x L∞t
∥∥F 10∥∥L2x L2t ∥∥D2x P2a F 2b′∥∥L∞x L2t
 C‖ f ‖L2ξ L2τ ‖ f1‖L2ξ L2τ ‖ f2‖L2ξ L2τ , (3.22)
with the help of Lemmas 2.4, 2.5 and 2.14.
If |ξ | 2a, we use r  2(b′ − ε) + 34 to bound the right side in (3.20) by
(3.20) 1〈σ 〉1−b+ε〈σ2〉b′
|ξ2| 32
|ξ |r+b′−ε−1 . (3.23)
Moreover, if r + b′ − ε > 74 , the integral Υ is bounded by
C
∫
	
χ|ξ |2a f¯ (τ , ξ)
|ξ |r+b′−ε−1〈σ 〉1−b+ε f1(τ1, ξ1)
|ξ2| 32 χ|ξ2|2a f2(τ2, ξ2)
〈σ2〉b′
dδ
= C
∫
D−(r+b
′−ε−1)
x P2a F1−b+ε · F 10 · D
3
2
x P
2a F 2b′ (x, t)dxdt
 C
∥∥D−(r+b′−ε−1)x P2a F1−b+ε∥∥
L
8
3
x L
∞
t
∥∥F 10∥∥L2x L2t ∥∥D 32x P2a F 2b′∥∥L8x L2t
 C‖ f ‖L2ξ L2τ ‖ f1‖L2ξ L2τ ‖ f2‖L2ξ L2τ , (3.24)
by using Lemmas 2.8, 2.12 and 2.14.
This completes the proof of Theorem 3.1. 
Theorem 3.2. If r = −s ∈ ( 712 , 74 ), b ∈ ( 12 , 118 − r2 ] and b′ ∈ ( 12 ,b], then there exists C > 0 such that
I = I1 · I2 := |ξ |〈τ + φ(ξ)〉1−b〈ξ〉r ·
( ∫ ∫
Ω
(〈ξ1〉〈ξ − ξ1〉)2r dτ1 dξ1
〈τ1 + φ(ξ1)〉2b′ 〈τ − τ1 + φ(ξ − ξ1)〉2b′
) 1
2
 C . (3.25)
Remark 3. In fact, in this theorem we mainly prove (3.2) holds in Case IV2.
Proof of Theorem 3.2. First, it follows that by Lemma 2.1
I2 :=
∫ ∫
R2
χ(Ω)(〈ξ1〉〈ξ − ξ1〉)2r dτ1 dξ1
〈τ1 + φ(ξ1)〉2b′ 〈τ − τ1 + φ(ξ − ξ1)〉2b′  C
∫
R
χ(Ω)(〈ξ1〉〈ξ − ξ1〉)2r dξ1
〈τ + φ(ξ1) + φ(ξ − ξ1)〉2b′ . (3.26)
Moreover, from (3.8) it follows that∣∣τ + φ(ξ1) + φ(ξ − ξ1)∣∣= ∣∣τ1 + φ(ξ1) + τ − τ1 + φ(ξ − ξ1)∣∣ 2∣∣τ1 + φ(ξ1)∣∣. (3.27)
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μ = τ + φ(ξ1) + φ(ξ − ξ1) = τ + φ(ξ) − 5αξξ1ξ2
(
ξ2 + ξ21 − ξξ1 −
3β
5α
)
. (3.28)
From |ξ1| ∼ |ξ − ξ1|  |ξ | and (3.28), it follows that
dμ ∼ C |ξ ||ξ1|3 dξ1. (3.29)
Then by (3.27) and (3.28), we have∣∣∣∣5αξξ1(ξ − ξ1)(ξ2 + ξ21 − ξξ1 − 3β5α
)∣∣∣∣= |σ − μ|, (3.30)
|ξ1|4 ∼ |ξ − ξ1|4 ∼ |σ − μ||ξ | , (3.31)
|μ| 2∣∣τ1 + φ(ξ1)∣∣ 2∣∣τ + φ(ξ)∣∣. (3.32)
Thus, by (3.29)–(3.32), the right side in (3.26) is bounded by
(3.26) C
∫
|μ|2|σ |
|σ − μ|r− 34 dμ
〈μ〉2b′ |ξ |r+ 14
 C |σ |
r− 34
|ξ |r+ 14
. (3.33)
Hence, if 712  r 
7
4 and r  2(1− b) + 34 , the term in the left side of (3.25) is bounded by
I1 · I2  |ξ |〈σ 〉1−b〈ξ〉r
|σ | r2− 38
|ξ | r2+ 18
 C . (3.34)
This completes the proof of Theorem 3.2. 
From Theorems 3.1 and 3.2, we have the following Corollary 3.3.
Corollary 3.3. If s > − 74 , let 12 < b be close enough to 12 and b′ > 12 . Then∥∥∂x(u1u2)∥∥Xs,b−1  C‖u1‖Xs,b′ ‖u2‖Xs,b′ . (3.35)
Theorem 3.4. If s > 0, let 12 < b be close enough to
1
2 , b
′ > 12 . Then∥∥u1∂2x u2∥∥Xs,b−1  C‖u1‖Xs,b′ ‖u2‖Xs,b′ . (3.36)
Proof. By duality and the Plancherel identity, it suﬃces to show that
Γ =
∫
	
〈ξ〉s f¯ (τ , ξ)〈σ 〉1−b uˆ1(τ1, ξ1)|ξ2|
2uˆ2(τ2, ξ2)dδ
=
∫
	
〈ξ〉s|ξ2|2
〈σ 〉1−b∏2j=1 〈ξ j〉s〈σ j〉b′ f¯ (τ , ξ) f1(τ1, ξ1) f2(τ2, ξ2)dδ
 C‖ f ‖L2
2∏
j=1
‖ f j‖L2 . (3.37)
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M(ξ, ξ1, ξ2) = |ξ2|
2〈ξ〉s
〈ξ1〉s〈ξ2〉s .
We split the domain of integration in several pieces to obtain the boundedness of the integral Γ .
Situation 1. If |ξ | 2a; |ξ1| 4a or |ξ2| 4a, then
M(ξ, ξ1, ξ2) C . (3.38)
We can obtain the boundedness of the integral Γ similarly with Situation 1 in Theorem 3.1.
Situation 2. Assume: |ξ | 2a; |ξ1| 4a and |ξ2| 4a (it implies that |ξ1| ∼ |ξ2|  |ξ |).
If |σ | C |σ1|, we take small enough number 0< ε  12 such that 1− b + ε > 12 . Then
1
〈σ 〉1−b〈σ1〉b′ 〈σ2〉b′
 C〈σ 〉1−b+ε〈σ1〉b′−ε〈σ2〉b′
. (3.39)
We can obtain the boundedness of Γ similarly with Situation 4 in Theorem 3.1 for s 0.
If |σ | C |σ2|, we can obtain the results similarly with the above.
If |σ1|  |σ | and |σ2|  |σ |, it follows, from (3.9), that |σ | C |ξ ||ξ1|2|ξ2|2. We take small enough
number 0< ε  12 such that 1− b + ε > 12 . Then for s 2ε
M(ξ, ξ1ξ2)
〈σ 〉1−b〈σ1〉b′ 〈σ2〉b′
 C |ξ2|
2〈ξ〉s〈σ 〉ε
〈ξ1〉s〈ξ2〉s
1
〈σ 〉1−b+ε〈σ1〉b′ 〈σ2〉b′
 C |ξ2|
2〈ξ〉s(|ξ ||ξ1|2|ξ2|2)ε
〈ξ1〉s〈ξ2〉s
1
〈σ 〉1−b+ε〈σ1〉b′ 〈σ2〉b′
 C |ξ2|
2
〈σ 〉1−b+ε〈σ1〉b′ 〈σ2〉b′
. (3.40)
Similarly with Situation 4 in Theorem 3.1, we can obtain the boundedness of the integral Γ .
Situation 3. Assume: |ξ | 2a; |ξ1| 4a or |ξ2| 4a.
If |ξ2| 4a, then |ξ | ∼ |ξ1|,
M(ξ, ξ1, ξ2) C . (3.41)
We can obtain the results similarly with Situation 1 in Theorem 3.1.
If |ξ1| 4a, then |ξ | ∼ |ξ2|,
M(ξ, ξ1, ξ2) C |ξ2|2. (3.42)
Similarly with Situation 2 in Theorem 3.1, we can obtain the results.
Situation 4. Assume: |ξ | 2a; |ξ1| 4a and |ξ2| 4a. Then for s 0 and 2 4(1− b) + 12
M(ξ, ξ1, ξ2)
(|ξ ||ξ1||ξ2|max{|ξ |2, |ξ1|2})1−b  C |ξ2|
1
2 . (3.43)
We can obtain the results similarly with Situation 3 in Theorem 3.1.
This completes the proof of Theorem 3.4. 
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Proof. We only prove the case s < 0 here. For the case s 0, it is easy to be dealt with. For simplicity,
we let r = −s. By duality and the Plancherel identity, it suﬃces to show that
Λ =
∫
	
〈ξ〉s|ξ | f¯ (τ , ξ)〈σ 〉1−b |ξ1|uˆ1(τ1, ξ1)|ξ2|uˆ2(τ2, ξ2)dδ
=
∫
	
〈ξ〉s|ξ ||ξ1||ξ2|
〈σ 〉1−b∏2j=1 〈ξ j〉s〈σ j〉b′ f¯ (τ , ξ) f1(τ1, ξ1) f2(τ2, ξ2)dδ
=
∫
	
|ξ ||ξ1||ξ2|〈ξ1〉r〈ξ2〉r
〈ξ〉r〈σ 〉1−b〈σ1〉b′ 〈σ2〉b′
f¯ (τ , ξ) f1(τ1, ξ1) f2(τ2, ξ2)dδ
 C‖ f ‖L2
2∏
j=1
‖ f j‖L2 . (3.45)
Let
L(ξ, ξ1, ξ2) = |ξ ||ξ1||ξ2|〈ξ1〉
r〈ξ2〉r
〈ξ〉r .
We also split the domain of integration in several pieces to obtain the boundedness of the integral Λ.
Situation 1. If |ξ1| 2a or |ξ2| 2a; |ξ | 4a, then
L(ξ, ξ1, ξ2) C . (3.46)
We can obtain the boundedness of the integral Λ similarly with Situation 1 in Theorem 3.1.
Situation 2. If |ξ1| 2a or |ξ2| 2a; |ξ | 4a, without loss of generality, we can assume |ξ1|  2a
and |ξ | ∼ |ξ2| 2a, then
L(ξ, ξ1, ξ2) C |ξ2|2. (3.47)
We can obtain the boundedness of the integral Λ similarly with Situation 2 in Theorem 3.1.
In the following three situations, we can assume |ξ1| 2a and |ξ2| 2a.
Situation 3. If Case I or Case II holds, then
max
{|σ |, |σ1|, |σ2|} C |ξ |3|ξ1||ξ2|. (3.48)
Without loss of generality, we assume |σ | = max{|σ |, |σ1|, |σ2|}. By r  5(1− b) − 94 we obtain
L(ξ, ξ1, ξ2)
(|ξ |3|ξ1||ξ2|)1−b  C |ξ1|
3
8 |ξ2| 38 . (3.49)
We can obtain the boundedness of the integral Λ similarly with Situation 3 in Theorem 3.1.
If Case III holds, we can obtain the result similarly with Cases I and II.
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|σ1| = max
{|σ |, |σ1|, |σ2|} C |ξ ||ξ1|2|ξ2|2. (3.50)
We take small enough number 0< ε  12 such that 1− b + ε > 12 . Then
L(ξ, ξ1, ξ2)
〈σ 〉1−b〈σ1〉b′ 〈σ2〉b′
 C L(ξ, ξ1, ξ2)〈σ 〉1−b+ε〈σ1〉b′−ε〈σ2〉b′
 C 1〈σ 〉1−b+ε〈σ2〉b′
|ξ ||ξ1|1+r |ξ2|1+r
〈ξ〉r(|ξ ||ξ1|2|ξ2|2)b′−ε . (3.51)
If |ξ | 2a, we use r  2(b′ − ε) to bound the right side of (3.51) by
(3.51) 1〈σ 〉1−b+ε〈σ2〉b′
|ξ2|2. (3.52)
We can obtain the boundedness of the integral Λ similarly with Situation 4 in Theorem 3.1.
If |ξ |  2a, we take small enough number 0 < ζ  12 such that r + (b′ − ε) + ζ  34 and r 
2(b′ − ε) − ζ2 − 34 . Then the right side of (3.51) is bounded by
(3.51) 1〈σ 〉1−b+ε〈σ2〉b′
|ξ2| 12 |ξ | 14 . (3.53)
Then the integral Λ is bounded by
C
∫
	
|ξ | 14 χ|ξ |2a f¯ (τ , ξ)
〈σ 〉1−b+ε f1(τ1, ξ1)
|ξ2| 12 χ|ξ2|2a f2(τ2, ξ2)
〈σ2〉b′
dδ
= C
∫
D
1
4
x P2a F1−b+ε · F 10 · D
1
2
x P
2a F 2b′ (x, t)dxdt
 C
∥∥D 14x P2a F1−b+ε∥∥L3x L3t ∥∥F 10∥∥L2x L2t ∥∥D 12x P2a F 2b′∥∥L6x L6t
 C‖ f ‖L2ξ L2τ ‖ f1‖L2ξ L2τ ‖ f2‖L2ξ L2τ , (3.54)
using Lemmas 2.5, 2.7 and 2.14.
Situation 5. If Case IV2 holds, then
|σ | = max{|σ |, |σ1|, |σ2|} C |ξ ||ξ1|2|ξ2|2, (3.55)
L(ξ, ξ1, ξ2)
(|ξ ||ξ1|2|ξ2|2)1−b =
|ξ ||ξ1|1+r |ξ2|1+r
〈ξ〉r(|ξ ||ξ1|2|ξ2|2)1−b . (3.56)
If |ξ | 2a, we use r  2(1− b) − 58 to bound the right side in (3.56) by
(3.56) C |ξ1| 38 |ξ2| 38 . (3.57)
We can obtain the boundedness of the integral Λ similarly with Situation 3 in Theorem 3.1.
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2(1− b) − ζ2 − 34 . Then the right side in (3.56) is bounded by
(3.56) C |ξ | 38 |ξ2| 38 . (3.58)
Similarly with Situation 3 in Theorem 3.1, we obtain the boundedness of Λ.
This completes the proof Theorem 3.5. 
4. Trilinear estimates
In this section, we will prove the trilinear estimate (2.30) with k = 3. We will split the “hyper-
plane” {(ξ, ξ1, ξ2, ξ3) × (τ , τ1, τ2, τ3) ∈ R4 ×R4: ξ = ξ1 + ξ2 + ξ3, τ = τ1 + τ2 + τ3} in several pieces
to prove the trilinear estimate similarly as done in [6]. The split depends on the following identity
σ − σ1 − σ2 − σ3 = 5α(ξ − ξ1)(ξ − ξ2)(ξ − ξ3)
(
(ξ − ξ1)(ξ − ξ2) + ξ21 + ξ22 −
3β
5α
)
, (4.1)
which follows from ξ = ξ1 + ξ2 + ξ3 and τ = τ1 + τ2 + τ3.
Theorem 4.1. If s− 14 , 12 < b < 710 , b′ > 12 , then∥∥∂x(u1u2u3)∥∥Xs,b−1  C‖u1‖Xs,b′ ‖u2‖Xs,b′ ‖u3‖Xs,b′ . (4.2)
Proof. We only prove the case s < 0 here. For the case s 0, it is easy to be dealt with. For simplicity,
we let r = −s. By duality and the Plancherel identity, it suﬃces to show that
Θ =
∫
	
|ξ | f¯ (τ , ξ)
〈ξ〉r〈σ 〉1−b uˆ1(τ1, ξ1)uˆ2(τ2, ξ2)uˆ3(τ3, ξ3)dδ
=
∫
	
|ξ |∏3j=1 〈ξ j〉r
〈ξ〉r〈σ 〉1−b∏3j=1 〈σ j〉b′ f¯ (τ , ξ) f1(τ1, ξ1) f2(τ2, ξ2) f3(τ3, ξ3)dδ
 C‖ f ‖L2
3∏
j=1
‖ f j‖L2 , (4.3)
where
ξ = ξ1 + ξ2 + ξ3, τ = τ1 + τ2 + τ3, f j = 〈ξ j〉s〈σ j〉b′ uˆ j, j = 1,2,3.
We may assume f j  0, j = 1,2,3. Let
F F jρ(ξ, τ ) = f j(ξ, τ )
(1+ |τ + αξ5 − βξ3 + γ ξ |)ρ , j = 1,2,
K (ξ, ξ1, ξ2, ξ3) = |ξ |〈ξ1〉
r〈ξ2〉r〈ξ3〉r
〈ξ〉r .
We also split the domain of integration in several pieces for the same purpose as above.
Situation 1. Assume: |ξ | 6a, |ξ − ξ3| 2a (it is easy to see that |ξ3| 8a).
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K (ξ, ξ1, ξ2, ξ3) C . (4.4)
By Lemmas 2.13 and 2.14, the integral Θ restricted to this domain is bounded by
C
∫
	
f¯ (τ , ξ)
〈σ 〉1−b
f1(τ1, ξ1)
〈σ1〉b′
f2(τ2, ξ2)
〈σ2〉b′
f3(τ3, ξ3)
〈σ3〉b′
dδ
 C‖F1−b‖L2x L2t
∥∥F 1b′∥∥L6x L6t ∥∥F 2b′∥∥L6x L6t ∥∥F 3b′∥∥L6x L6t
 C‖ f ‖L2ξ L2τ ‖ f1‖L2ξ L2τ ‖ f2‖L2ξ L2τ ‖ f3‖L2ξ L2τ . (4.5)
Case (2). Assume: |ξ − ξ1| 2a and |ξ − ξ2| 2a.
Subcase (i). If |ξ1| 8a or |ξ2| 8a, then
K (ξ, ξ1, ξ2, ξ3) C . (4.6)
Therefore, similarly with Case (1), the integral Θ in the region is bounded by
C‖ f ‖L2ξ L2τ ‖ f1‖L2ξ L2τ ‖ f2‖L2ξ L2τ ‖ f3‖L2ξ L2τ .
Subcase (ii). If |ξ1| 8a and |ξ2| 8a, we get |ξ1| ∼ |ξ2|, which follows from |ξ − ξ3| = |ξ1 + ξ2|
2a. Then using r  1, we have
K (ξ, ξ1, ξ2, ξ3) C |ξ2|2. (4.7)
By Lemmas 2.4, 2.5, 2.13 and 2.14, the integral Θ restricted to this domain is bounded by
C
∫
	
f¯ (τ , ξ)
〈σ 〉1−b
f1(τ1, ξ1)
〈σ1〉b′
|ξ2|2χ|ξ2|8a f2(τ2, ξ2)
〈σ2〉b′
χ|ξ3|8a f3(τ3, ξ3)
〈σ3〉b′
dδ
 C‖F1−b‖L3x L3t
∥∥F 1b′∥∥L6x L6t ∥∥D2x P8a F 2b′∥∥L∞x L2t ∥∥P8a F 3b′∥∥L2x L∞t
 C‖ f ‖L2ξ L2τ ‖ f1‖L2ξ L2τ ‖ f2‖L2ξ L2τ ‖ f3‖L2ξ L2τ . (4.8)
Situation 2. Assume: |ξ | 6a, |ξ − ξ3| 2a.
Case (1). If |ξ − ξ1| 2a or |ξ − ξ2| 2a, without loss of generality, we can assume |ξ − ξ1| 2a
(it implies that |ξ1| 8a).
Subcase (i). If |ξ3| 8a or |ξ2| 8a, then
K (ξ, ξ1, ξ2, ξ3) C . (4.9)
Hence, we obtain the boundedness of the integral Θ by an analogous argument to Case (1) in Situa-
tion 1.
Subcase (ii). If |ξ3| 8a and |ξ2| 8a, we use |ξ − ξ1| = |ξ2 + ξ3| 2a to get |ξ2| ∼ |ξ3|. Then for
r  1, we obtain
K (ξ, ξ1, ξ2, ξ3) C |ξ3|2. (4.10)
By Lemmas 2.4, 2.5, 2.13 and 2.14, the integral Θ in this region is bounded by
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∫
	
f¯ (τ , ξ)
〈σ 〉1−b
χ|ξ1|8a f1(τ1, ξ1)
〈σ1〉b′
f2(τ2, ξ2)
〈σ2〉b′
|ξ3|2χ|ξ3|8a f3(τ3, ξ3)
〈σ3〉b′
dδ
 C‖F1−b‖L3x L3t
∥∥P8a F 1b′∥∥L2x L∞t ∥∥F 2b′∥∥L6x L6t ∥∥D2x P8a F 3b′∥∥L∞x L2t
 C‖ f ‖L2ξ L2τ ‖ f1‖L2ξ L2τ ‖ f2‖L2ξ L2τ ‖ f3‖L2ξ L2τ . (4.11)
Case (2). If |ξ − ξ1|  2a and |ξ − ξ2|  2a, it follows that 〈ξ − ξ1〉 ∼ 〈ξ1〉, 〈ξ − ξ2〉 ∼ 〈ξ2〉 and
〈ξ − ξ3〉 ∼ 〈ξ3〉. Then
max
{|σ |, |σ1|, |σ2|, |σ3|} C |ξ − ξ1|2|ξ − ξ2|2|ξ − ξ3|. (4.12)
For r  1− b + 12 , we have
K (ξ, ξ1, ξ2, ξ3)
〈ξ − ξ1〉2(1−b)〈ξ − ξ2〉2(1−b)〈ξ − ξ3〉1−b
 C |ξ1| 12 |ξ2| 12 |ξ3| 12 . (4.13)
If |σ | C |ξ − ξ1|2|ξ − ξ2|2|ξ − ξ3|, by Lemmas 2.5 and 2.14, the integral Θ in this region is bounded
by
C
∫
	
f¯ (τ , ξ)
χ|ξ1|2a|ξ1|
1
2 f1(τ1, ξ1)
〈σ1〉b′
χ|ξ2|2a|ξ2|
1
2 f2(τ2, ξ2)
〈σ2〉b′
χ|ξ3|2a|ξ3|
1
2 f3(τ3, ξ3)
〈σ3〉b′
dδ
 C‖F0‖L2x L2t
∥∥D 12x P2a F 1b′∥∥L6x L6t ∥∥D 12x P2a F 2b′∥∥L6x L6t ∥∥D 12x P2a F 3b′∥∥L6x L6t
 C‖ f ‖L2ξ L2τ ‖ f1‖L2ξ L2τ ‖ f2‖L2ξ L2τ ‖ f3‖L2ξ L2τ . (4.14)
If |σ1| C |ξ − ξ1|2|ξ − ξ2|2|ξ − ξ3|, for r  b′ + 12 , we have
K (ξ, ξ1, ξ2, ξ3)
〈ξ − ξ1〉2b′ 〈ξ − ξ2〉2b′ 〈ξ − ξ3〉b′
 C |ξ3| 12 . (4.15)
We obtain the boundedness of the integral Θ by an analogous argument as above. For the other cases
(|σ2| C |ξ − ξ1|2|ξ − ξ2|2|ξ − ξ3| and |σ3| C |ξ − ξ1|2|ξ − ξ2|2|ξ − ξ3|), we can also obtain the desired
estimates in an analogous arguments as above.
Situation 3. Assume: |ξ | 6a, |ξ − ξ3| 2a (it implies that |ξ3| ∼ |ξ | and |ξ3| 4a).
Case (1). If |ξ − ξ1| 2a or |ξ − ξ2| 2a, without loss of generality, we can assume |ξ − ξ1| 2a.
Hence we obtain that |ξ | ∼ |ξ1| and |ξ1|  4a. By |ξ − ξ3| = |ξ1 + ξ2|  2a, we can get |ξ2|  2a and
|ξ1| ∼ |ξ2|. Then for r  14 ,
K (ξ, ξ1, ξ2, ξ3) C |ξ1| 12 |ξ2| 12 |ξ3| 12 . (4.16)
By Lemmas 2.5 and 2.14, the integral Θ in this region is bounded by
C
∫
	
f¯ (τ , ξ)
〈σ 〉1−b
χ|ξ1|4a|ξ1|
1
2 f1(τ1, ξ1)
〈σ1〉b′
|ξ2| 12 χ|ξ2|2a f2(τ2, ξ2)
〈σ2〉b′
|ξ3| 12 χ|ξ3|4a f3(τ3, ξ3)
〈σ3〉b′
dδ
 C‖F1−b‖L2x L2t
∥∥D 12x P4a F 1b′∥∥L6x L6t ∥∥D 12x P2a F 2b′∥∥L6x L6t ∥∥D 12x P4a F 3b′∥∥L6x L6t
 C‖ f ‖L2L2τ ‖ f1‖L2L2τ ‖ f2‖L2L2τ ‖ f3‖L2L2τ . (4.17)ξ ξ ξ ξ
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|ξ1| ∼ |ξ2|.
Subcase (i). If |ξ1| 2a or |ξ2| 2a, then
K (ξ, ξ1, ξ2, ξ3) C |ξ3| C |ξ3|2. (4.18)
Then we obtain the desired estimate in an analogous argument to Subcase (ii) of Case (1) in Situa-
tion 2.
Subcase (ii). If |ξ1| ∼ |ξ2| 2a, then for r  14
K (ξ, ξ1, ξ2, ξ3) C |ξ1| 34 |ξ2|− 14 |ξ3|. (4.19)
By Lemmas 2.5, 2.8–2.10 and 2.14, the integral Θ is bounded by
C
∫
	
f¯ (τ , ξ)
〈σ 〉1−b
χ|ξ1|2a|ξ1|
3
4 f1(τ1, ξ1)
〈σ1〉b′
χ|ξ2|2a f2(τ2, ξ2)
|ξ2| 14 〈σ2〉b′
|ξ3|χ|ξ3|4a f3(τ3, ξ3)
〈σ3〉b′
dδ
 C‖F1−b‖
L3x L
30
7
t
∥∥D 34x P2a F 1b′∥∥
L6x L
15
4
t
∥∥D− 14x P2a F 2b′∥∥L4x L∞t ∥∥DxP4a F 3b′∥∥L4x L2t
 C‖ f ‖L2ξ L2τ ‖ f1‖L2ξ L2τ ‖ f2‖L2ξ L2τ ‖ f3‖L2ξ L2τ . (4.20)
Situation 4. Assume: |ξ | 6a, |ξ − ξ3| 2a.
Case (1). If |ξ − ξ1| 2a or |ξ − ξ2| 2a, without loss of generality, we can assume |ξ − ξ1| 2a.
It is clear that |ξ | ∼ |ξ1| and |ξ1| 4a.
Subcase (i). If |ξ3| 4a, it follows that |ξ2| 6a from |ξ − ξ1| = |ξ2 + ξ3| 2a. Then
K (ξ, ξ1, ξ2, ξ3) C |ξ | C |ξ1|2. (4.21)
Then we obtain the desired estimate in an analogous argument to Subcase (ii) of Case (1) in Situa-
tion 2.
Subcase (ii). If |ξ3| 4a, it follows that |ξ2| ∼ |ξ3| and |ξ2| 2a from |ξ − ξ1| = |ξ2 + ξ3| 2a. Then
for r  14
K (ξ, ξ1, ξ2, ξ3) C |ξ1||ξ2| 34 |ξ3|− 14 . (4.22)
Then we obtain the desired estimate in an analogous argument to Subcase (ii) of Case (2) in Situa-
tion 3.
Case (2). Assume: |ξ − ξ1| 2a and |ξ − ξ2| 2a.
Subcase (i). If |ξ3|  2a, then it follows that 〈ξ − ξ1〉 ∼ 〈ξ2〉, 〈ξ − ξ2〉 ∼ 〈ξ1〉, 〈ξ − ξ3〉 ∼ 〈ξ〉 and
max{|ξ |, |ξ1|, |ξ2|} ∼ med{|ξ |, |ξ1|, |ξ2|}. Then we get by r  (1− b),
K (ξ, ξ1, ξ2, ξ3)
〈ξ − ξ1〉2(1−b)〈ξ − ξ2〉2(1−b)〈ξ − ξ3〉1−b
 C . (4.23)
If |σ |  C |ξ − ξ1|2|ξ − ξ2|2|ξ − ξ3|, by Lemmas 2.13 and 2.14, the integral Θ in this region is
bounded by
C
∫
	
f¯ (τ , ξ)
f1(τ1, ξ1)
〈σ1〉b′
f2(τ2, ξ2)
〈σ2〉b′
f3(τ3, ξ3)
〈σ3〉b′
dδ
 C‖F0‖L2x L2t
∥∥F 1b′∥∥L6x L6t ∥∥F 2b′∥∥L6x L6t ∥∥F 3b′∥∥L6x L6t
 C‖ f ‖L2L2τ ‖ f1‖L2L2τ ‖ f2‖L2L2τ ‖ f3‖L2L2τ . (4.24)ξ ξ ξ ξ
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bounded by
C
∫
	
f¯ (τ , ξ)
〈σ 〉1−b f1(τ1, ξ1)
f2(τ2, ξ2)
〈σ2〉b′
f3(τ3, ξ3)
〈σ3〉b′
dδ
 C‖F1−b‖L4x L4t
∥∥F 10∥∥L2x L2t ∥∥F 2b′∥∥L8x L8t ∥∥F 3b′∥∥L8x L8t
 C‖ f ‖L2ξ L2τ ‖ f1‖L2ξ L2τ ‖ f2‖L2ξ L2τ ‖ f3‖L2ξ L2τ . (4.25)
For the other cases (|σ2| C |ξ − ξ1|2|ξ − ξ2|2|ξ − ξ3| and |σ3| C |ξ − ξ1|2|ξ − ξ2|2|ξ − ξ3|), we can
also obtain the desired estimates in an analogous arguments as above.
Subcase (ii). Assume: |ξ3| 2a.
If |ξ3| ∼ |ξ | or |ξ3|  |ξ |, then for r  14
K (ξ, ξ1, ξ2, ξ3) C |ξ3|max
{|ξ1|, |ξ2|} 34 min{|ξ1|, |ξ2|}− 14 . (4.26)
Then we obtain the desired estimate in an analogous argument to Subcase (ii) of Case (2) in Situa-
tion 3.
If |ξ |  |ξ3|, we get |ξ |  |ξ3| ∼ |ξ − ξ3| ∼ |ξ1 + ξ2| C max{|ξ1|, |ξ2|}, which follows from the fact
that ξ − ξ3 = ξ1 + ξ2. If |ξ |  |ξ1| or |ξ |  |ξ2|, we have |ξ1| ∼ |ξ − ξ1| or |ξ1| ∼ |ξ − ξ2| respectively.
Using the fact that r  1− b, we get
K (ξ, ξ1, ξ2, ξ3)
〈ξ − ξ1〉1−b〈ξ − ξ2〉1−b〈ξ − ξ3〉|ξ1||ξ2|1−b
 C . (4.27)
Then we obtain the desired estimate in an analogous argument to Subcase (i) of Case (2) in Situa-
tion 4. This completes the proof Theorem 4.1. 
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