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Abstract. Motivated by the challenge of seeking a rigorous foundation for the bulk-
boundary correspondence for free fermions, we introduce an algorithm for determining
exactly the spectrum and a generalized-eigenvector basis of a class of banded block
quasi-Toeplitz matrices that we call corner-modified. Corner modifications of otherwise
arbitrary banded block-Toeplitz matrices capture the effect of boundary conditions
and the associated breakdown of translational invariance. Our algorithm leverages the
interplay between a non-standard, projector-based method of kernel determination
(physically, a bulk-boundary separation) and families of linear representations of the
algebra of matrix Laurent polynomials. Thanks to the fact that these representations
act on infinite-dimensional carrier spaces in which translation symmetry is restored, it
becomes possible to determine the eigensystem of an auxiliary projected block-Laurent
matrix. This results in an analytic eigenvector Ansatz, independent of the system
size, which we prove is guaranteed to contain the full solution of the original finite-
dimensional problem. The actual solution is then obtained by imposing compatibility
with a boundary matrix, also independent of system size. As an application, we
show analytically that eigenvectors of short-ranged fermionic tight-binding models may
display power-law corrections to exponential decay, and demonstrate the phenomenon
for the paradigmatic Majorana chain of Kitaev.
Keywords: Non-Hermitian banded block-Toeplitz and quasi-Toeplitz matrices, boundary
conditions, Smith normal form, lattice models, bulk-boundary correspondence.
21. Introduction
Toeplitz matrices, namely, matrices whose entries are constant along their diagonals,
find widespread applications across mathematics, physics and the engineering sciences,
largely reflecting the fact that they incorporate three key ingredients of model building:
discrete approximation of continuous parameters, translation symmetry, and locality
(typically, in space and/or time). As a result, spectral problems associated to Toeplitz
matrices and related modifications – in particular, banded and block Toeplitz matrices
where, loosely speaking, the Toeplitz property is retained within a finite stripe of non-
vanishing diagonals, and the repeated elements are themselves matrices – are of interest
from both an analytic and a numerical standpoint [1, 2, 3]. This paper provides an
algorithm, along with its proof, for computing in exact form the eigensystem (eigenvalues
and generalized eigenvectors) of a class of banded block quasi-Toeplitz matrices, where
the repeated blocks are square and the quasi- (or “nearly”) Toeplitz nature arises from
constraining allowed changes to a small number of rows – resulting in what we call a
corner modification, in a sense to be made mathematically precise later.
Our interest in the eigensystem problem for banded block-Toeplitz (BBT) matrices
is motivated by contemporary problems in the statistical mechanics of independent
fermions and bosons, which can be solved by mapping their second-quantized
Hamiltonians to single-particle Hamiltonians [4, 5]. If the relevant (fermionic or bosonic)
degrees of freedom are labelled by lattice sites and internal quantum numbers, then the
single-particle Hamiltonian is a matrix of size determined by the number of lattice
sites times the number of internal degrees of freedom, squared. Moreover, if the model
of interest involves finite-range couplings and is translation-invariant up to boundary
conditions, then the single-particle Hamiltonian naturally acquires a corner-modified
BBT structure [5]. While such Hamiltonians are indeed associated to Hermitian matrices
for fermions, bosons are described by matrices that are self-conjugate with respect to a
symplectic inner product [4]. Both for this reason, and with an eye toward extensions to
non-Hamiltonian dissipative quantum dynamics [6, 7], our interest here lies in general,
not necessarily Hermitian, BBT matrices.
Translation-invariant systems of independent fermions can be classified by
topological methods [8], leading to a main distinction between topologically trivial
and non-trivial systems, and finer distinctions within the topologically non-trivial
class. A peculiar and conceptually unsettling feature of the topological classification
of free fermions stems from acknowledging that, on the one hand, it heavily leverages
translation symmetry. Yet, its cornerstone prediction, the celebrated “bulk-boundary
correspondence”, mandates the structure of energy eigenstates (and the existence of
symmetry protected “boundary modes”) in systems where translation symmetry has
been broken – by boundary conditions, in the simplest setting where disorder plays no
role. But how, exactly, does the structure of a translation-invariant system “descend”
onto a broken-symmetry realization of the system? Searching for a quantitative answer
to this question, we introduced in Ref. [5] the essential core of our present diagonalization
3algorithm. As it will become clear, our analysis pinpoints very explicitly the interplay
between translation invariance and boundary conditions, and the factors that determine
the precise structure of the eigenstates of clean single-particle Hamiltonians.
Beyond condensed matter physics, BBT matrices are routinely encountered in a
variety of contexts within dynamical systems and control theory. For example, the
method of finite differences maps translation-invariant linear differential equations to
BBT matrices [9], and, conversely, any BBT matrix may be (non-uniquely) associated
to some such differential equation. A large class of boundary conditions can then be
mapped to corner-modifications of the BBT matrix. Likewise, time-invariant descriptor
systems [10] are naturally associated to BBT matrices by recognizing sequences as
vectors in an infinite-dimensional space. While sometimes such models arise from the
discretization of a continuous-time dynamical system, very often they do not, as no
underlying differential equation is known or even expected to exist. The simplest model
of such a dynamical system is a BBT matrix of bandwidth two, whose spectral theory
has been well investigated by methods akin to the transfer matrix method of statistical
mechanics [11, 12, 13]. Recently, special exact results for tridiagonal BBT matrices have
been derived by carrying out unconventional mappings to BBT matrices of bandwidth
two [14]. While time-invariant descriptor systems are also a natural source of BBT
matrices with non-square blocks, we will not consider this case in the present work.
Our diagonalization algorithm, advanced without proof in Ref. [5], is very closely
adapted to the structure of corner-modified BBT matrices and has a crucial main
strength: It computes the basis of generalized eigenvectors analytically. Both in order
to clarify this point, and to better place it in context, it is useful to outline the strategy
of our algorithm here. The main task, namely, computing the spectrum and basis of
generalized eigenvectors of an arbitrary corner-modified BBT matrix, is accomplished
by breaking it down into three auxiliary tasks. Specifically:
•Task I: Compute a basis of the kernel of an arbitrary corner-modified BBT matrix.
The solution of this problem is one of our main contributions. We provide an efficient
algorithm, the kernel algorithm, that implements an unconventional method of kernel
determination by projectors, in a manner tailored to corner-modified BBT matrices.
• Task II: Solve the eigenproblem associated to an arbitrary corner-modified BBT
matrix. We do not develop a new algorithm for completing this task in itself. Rather,
we exploit some of the finer properties of our kernel algorithm, in particular, the
boundary matrix B [5], in order to search for the eigenvalues efficiently. The basis
of the corresponding eigenspaces is obtained as a by-product.
• Task III: Find a basis of generalized eigenvectors. If C denotes the corner-
modified BBT matrix of interest, we take as input for this problem the output of task
II. For each eigenvalue ǫ of C, we call on our kernel algorithm and compute the dimension
of the kernel of (C − ǫ)2. If the latter is larger than the dimension of the eigenspace
associated to ǫ, then we compute the dimension of the kernel of (C − ǫ)3), and continue
till the dimension is stabilized, for some κ > 1. In order for this to work, (C − ǫ)κ must
be shown to be a corner-modified BBT matrix, and it must be possible to compute
4it efficiently. This problem is solved by our multiplication algorithm, which is another
main contribution of this paper.
Most of the theoretical and computational advantages of our method of
diagonalization can be traced back to the fact that it identifies an explicit, and small,
search space spanned by an exact basis: This basis is described in terms of elementary
functions, and the roots of an associated polynomial whose degree is independent of the
size of C. For theoretical work, having access to the exact structure of eigenvectors,
and the factors that determine this structure, is an invaluable and rarely available
resource. This happens for instance in the well-known algebraic Bethe-Ansatz approach
[15]. From a computational point of view, it means that extremely large matrices can be
cast in Jordan normal form without ever storing the matrix or eigenvectors. The actual
numerical task consists of computing the roots of a polynomial of relatively low degree,
parametrically in one complex variable ǫ, and determining the kernel of the relatively
small boundary matrix B. This small kernel determines the linear combinations of
potentially extremely large (but describable in terms of elementary functions) vectors
which form a generalized-eigenvector basis of the BBT matrix under investigation.
Our algorithm includes as a special but conspicuous instance a seminal algorithm
by Trench for computing the eigensystem of banded but non-block Toeplitz matrices [16],
and an important generalization of Trench’s work by Beam and Warming [9]. A closed-
form solution of the eigensystem problem for tridiagonal Toeplitz matrices, illustrating
these authors’ ideas, can be found in Ref. [17]. Trench’s investigations triggered focused
interest in the eigensystem problem for banded Toeplitz matrices, to the point that a
book devoted to the subject has appeared some ten years ago [2], exclusively about the
non-block case. Somewhat complementary, an excellent summary of known results on
block Toeplitz matrices can be found in Ref. [1], which however does not address the
spectral properties of BBT matrices – except implicitly, as a special case of block-
Toeplitz matrices with continuous symbols. This divide is illustrative of a general
pattern. Reference [9], for example, recognizes the value of Trench’s algorithm for
finite-difference methods and generalizes it in order to handle non-Dirichlet boundary
conditions on the lattice. The matrices they considered are indeed, in the language of
this paper, corner-modified Toeplitz matrices, but they are non-block. This is also an
extremely important special case of our work, and the first one to explore the delicate
numerical nature of the spectral problem for non-Hermitian banded Toeplitz matrices.
For a recent discussion of this point, see also Ref. [18].
To the best of our knowledge, Trench’s original algorithm was never developed to
cover the block case before this paper. The early historical evolution of the subject is
illuminated by Ref. [19], where the eigensystem problem for BBT matrices was taken
up for the first time. While directly motivated by Trench’s success in the non-block
case, these authors did not attempt to follow his line of attack. Interestingly, they
favored instead an approach that physicists would recognize as the above-mentioned
transfer matrix method, which indeed has been often and successfully implemented [20].
However, with contemporary computational resources, our algorithm (and Trench’s as a
5special instance) becomes extremely effective: it combines, in a way that is optimal for
the task, physical, mathematical, and procedural insight. Let us also mention in passing
that a problem that has been much investigated in the non-block case is associated
to Toeplitz matrices perturbed by impurities [21]. Our work can easily extend this
investigations to the block case, where there is considerable room for surprises from a
physical perspective [22].
Following a review of the required linear-algebraic concepts and tools in Sec. 2,
our core results are presented in Sec. 3. In particular, we show how our main task
is equivalent to solving an appropriate linear system, consisting of a pair of bulk and
boundary equations, and prove how the above-mentioned auxiliary tasks are achieved.
In Sec. 4, the approach of kernel determination by projectors is translated in an explicit
algorithmic procedure, and the corresponding time- and space-complexity assessed.
Sec. 5 focuses on physical implications. After spelling out the general eigenvalue-
dependent Ansatz that our approach provides for the eigenvectors of a corner-modified
BBT matrix, we revisit the paradigmatic Kitaev chain for open boundary conditions
[23], and diagonalize it in closed form in a parameter regime not fully characterized
to date. Remarkably, our work uncovers what seems to be a new result in the many-
body literature, namely, the possibility of (and reason for) having power-law zero-energy
modes in short range tight-binding models, as we indeed explicitly demonstrate in the
Kitaev chain. We include in the Appendix a discussion of the diagonalization problem
for infinite corner-modified BBT transformations, as relevant to semi-infinite systems.
2. Preliminaries
Throughout the paper, N = {1, 2, . . . } shall denote the counting integers, Z the integers,
and C the field of complex numbers, respectively. The algebra of d × d complex
matrices is denoted by Md. We will label vectors in the complex Hilbert space under
consideration, say, V, with a greek letter, encased in Dirac’s ket notation (e.g., |ψ〉 ∈ V).
Then, the Riesz representation lemma guarantees that the space of bounded linear
functionals of V is in antilinear, bijective, canonical correspondence with V. The unique
linear functional associated to |ψ〉 is denoted by 〈ψ|, and the evaluation of this functional
on |φ〉 is denoted by 〈ψ|φ〉, which is also the Hermitian inner product between the vectors
|φ〉, |ψ〉. We will avoid Dirac’s notation if the vector space under consideration is not a
Hilbert space. If M is a linear transformation of V, and W a subspace of V, then we
write M |W :W → V for the map obtained by restricting the action of M to W.
Let ǫ ∈ C denote an eigenvalue of M . Recall that |ψ〉 ∈ V is a generalized
eigenvector of M , of rank κ ∈ N, if |ψ〉 ∈ Ker (M − ǫ)κ, with |ψ〉 /∈ Ker (M − ǫ)κ−1.
A generalized eigenvector of rank κ = 1 is an eigenvector in the usual sense. Since
Ker (M − ǫ)κ ⊆ Ker (M − ǫ)κ
′
, ∀κ′ ≥ κ, any generalized eigenvector |ψ〉 of rank κ
also belongs to Ker (M − ǫ)κ
′
. Hence, one may define the generalized eigenspace of M
6corresponding to its eigenvalue ǫ as the collection of all generalized kernels,
NM,ǫ =
⋃
κ∈N
Ker (M − ǫ)κ.
If V is a finite-dimensional complex vector space, then for every eigenvalue ǫ ofM , there
exists a κmax ∈ N, such that
Ker (M − ǫ)κmax = Ker (M − ǫ)κmax+1 = NM,ǫ.
Since V =
⊕
ǫNM,ǫ [24], where the direct sum runs over all the eigenvalues of M , a
maximal linearly independent subset of the set of all generalized eigenvectors of M
yields a basis of generalized eigenvectors of V.
2.1. Corner-modified banded block-Toeplitz matrices
A matrix AN ∈MdN of size dN×dN is a block-Toeplitz matrix if there exists a sequence
{aj ∈Md}
N−1
j=−N+1 of d × d matrices such that [AN ]ij ≡ aj−i, 1 ≤ i, j ≤ N , as an array
of d× d blocks. Graphically, AN has the structure
AN =

a0 a1 · · · aN−2 aN−1
a−1 a0
. . . aN−2
...
. . .
. . .
. . .
...
a−N+2
. . . a0 a1
a−N+1 a−N+2 · · · a−1 a0

, aj ∈Md. (1)
A block-Toeplitz matrix is banded if there exist “bandwidth parameters” p, q ∈ Z, with
−N +1 < p ≤ q < N−1, such that ap, aq 6= 0 and ar = 0 if r < p or r > q. Accordingly,
the graphical representation of a banded block-Toeplitz (BBT) matrix is
AN =

a0 . . . aq 0 · · · 0
...
. . .
. . .
. . .
...
ap
. . .
. . . 0
0
. . .
. . . aq
...
. . .
. . .
. . .
...
0 · · · 0 ap · · · a0

.
The entries ap, aq are the leading coefficients of AN , and the pair of integers (p, q) defines
the bandwidth q− p+1. The transpose and the adjoint of a BBT matrix of bandwidth
(p, q) are both BBT matrices of bandwidth (−q,−p). Let p′ ≡ min(p, 0), q′ ≡ max(0, q).
The principal coefficients ap′, aq′ of AN are defined by
ap′ ≡
{
ap if p ≤ 0
0 if p > 0
, aq′ ≡
{
aq if q ≥ 0
0 if q < 0
.
Leading and principal coefficients differ only if AN is strictly upper or lower triangular.
7Block matrices of size dN ×dN induce linear transformations of V = CN ⊗Cd. Let
{|j〉, j = 1, 2, . . . , N} and {|m〉, m = 1, 2, . . . , d} denote the canonical bases of CN and
Cd, respectively. Then,
AN |ψ〉 =
N∑
i,j=1
|i〉[AN ]ij |ψj〉, with |ψj〉 =
d∑
m=1
ψjm|m〉 and ψjm ∈ C.
For fixed N, d and bandwidth (p, q), the following projectors will play a key role in our
discussion:
Definition 2.1. The right bulk projector and right boundary projector are given by
P
(p,q)
B |j〉|m〉 ≡
{
|j〉|m〉 1− p′ ≤ j ≤ N − q′, 1 ≤ m ≤ d
0 otherwise
, P
(p,q)
∂ ≡ 1− P
(p,q)
B . (2)
The left bulk projector and left boundary projector are similarly defined by QB ≡ P
(−q,−p)
B ,
Q∂ ≡ 1−QB, respectively.
Usually we will write simply PB, P∂. Since j = 1, . . . , N and p
′ = min(p, 0), the condition
1 − p′ ≤ j is trivially satisfied if p ≥ 0. This situation corresponds to having an
upper-triangular BBT matrix. Similarly, j ≤ N − q′ is trivially satisfied if q ≤ 0,
which corresponds to a lower-triangular BBT matrix. It is immediate to check that
dimRangeP∂ = d(q
′ − p′), and so the “bulk” of a BBT matrix is non-empty, that is,
PB 6= 0 only if N > q′ − p′. This makes q′ − p′ one of the key “length scales” of the
problem, and so we will introduce a special symbol for it,
τ ≡ q′ − p′ ≥ q − p. (3)
The condition for a non-empty bulk, N > τ , is similar-looking to the relationship
2(N − 1) > q − p that is part of the definition of BBT matrix. It is quite possible for a
BBT matrix to have an empty bulk, especially for small N . Such matrices are outside
our interest and the scope of our methods.
Definition 2.2. A corner modification for bandwidth (p, q) is any block matrixW such
that PBW = 0. A corner modification is symmetrical if, in addition, WQB = 0. A
corner-modified BBT matrix C is any block matrix of the form C = AN +W , with AN
a BBT matrix of size dN × dN and bandwidth (p, q), and W a corner modification.
If W is a symmetrical corner modification for bandwidth (p, q), then its transpose
and hermitian conjugate, W T and W † respectively, are both symmetrical corner
modifications for bandwidth (−q,−p), and the other way around. Symmetrical corner
modifications do indeed look like “corner modifications” in array form, whereas this is
not necessarily the case for non-symmetrical ones.
2.2. Banded block-Laurent matrices
Let {aj ∈Md}j∈Z denote a doubly-infinite sequence of d× d square matrices. A block-
Laurent matrix A is a doubly-infinite matrix with entries [A]ij = aj−i ∈Md, i, j ∈ Z.
8A block-Laurent matrix A is banded if there exist integers p, q, with p ≤ q, such that
aj = 0 if j < p or j > q, and ap, aq 6= 0. For p ≤ 0 ≤ q, the array representation of a
banded block Laurent (BBL) matrix is
A =

. . .
. . .
. . .
a0 . . . aq 0
. . .
...
. . .
. . .
. . .
. . . ap
. . .
. . . 0
0
. . .
. . . aq
. . .
. . .
. . .
. . .
...
. . .
0 ap · · · a0
. . .
. . .
. . .

. (4)
The bandwidth (p, q), as well as the leading and principal coefficients, of a BBL matrix
are defined just as for BBT matrices.
A BBL matrix induces a linear transformation of the space
VSd ≡
{
{|ψj〉}j∈Z
∣∣ |ψj〉 ∈ Cd, ∀j} (5)
of vector-valued, doubly-infinite sequences. Let us write Ψ ≡ {|ψj〉}j∈Z (since VSd is not
a Hilbert space, we do not case Ψ in a ket). Then, for a BBL matrix of bandwidth (p, q),
AΨ = {ap|ψj+p〉+ · · ·+ aq|ψj+q〉}j∈Z =
{ q∑
r=p
ar|ψj+r〉
}
j∈Z
∈ VSd (6)
is the associated BBL transformation. If one pictures Ψ as a doubly-infinite block-
column vector, one can think of this equation as matrix-vector multiplication. The
support of a sequence {|ψj〉}j∈Z is finite if the sequence vanishes but for finitely many
values of j. Otherwise, it is infinite.
In the non-block case where d = 1, VSd=1 becomes the space of scalar sequences.
There is a natural identification VSd ≃
⊕d
m=1 V
S
1 that we will use often, namely:
{|ψj〉}j∈Z =
d∑
m=1
{ψjm|m〉}j∈Z ∼=
d⊕
m=1
{ψjm}j∈Z, (7)
with respect to the canonical basis {|m〉}dm=1 of C
d. Let us define a multiplication of
scalar sequences by vectors as
VS1 × C
d ∋ (Φ, |ψ〉) 7→ Φ|ψ〉 = |ψ〉Φ = {φj|ψ〉}j∈Z ∈ V
S
d .
Combining this definition with Eq. (7) above, we finally obtain the most convenient
representation of vector sequences and BBL matrices:
{|ψj〉}j∈Z =
d∑
m=1
{ψjm}j∈Z|m〉, AΨ =
d∑
m′,m=1
|m′〉
{ q∑
r=p
ψj+r,m〈m
′|ar|m〉
}
j∈Z
.
9Unlike BBT transformations, BBL transformations close an associative algebra
with identity 1, isomorphic to the algebra of matrix Laurent polynomials [25]. The
algebra of complex Laurent polynomials C[w,w−1] consists of complex polynomials in
two variables, an indeterminate w and its inverse w−1, with coefficients in C. Matrix
Laurent polynomials are described similarly, but with coefficients inMd. We will denote
a concrete but arbitrary matrix Laurent polynomial as
A(w,w−1) =
q∑
r=p
wrar, ar ∈Md, ap, aq 6= 0. (8)
In order to map a matrix Laurent polynomial to a BBL matrix A, it is convenient to
write sequences as formal power series, Ψ = {|ψj〉}j∈Z =
∑
j∈Zw
−j|ψj〉, which, together
with Eq. (8), yields
A(w,w−1)
∑
j∈Z
w−j|ψj〉 =
∑
j∈Z
w−j
(
ap|ψj+p〉+ · · ·+ aq|φj+q〉
)
.
Comparing this equation with Eq. (6), one may regard the matrix Laurent polynomial
A(w,w−1) as inducing a BBL transformation via the following algebra isomorphism:
A(w,w−1) 7→ A ≡ ρd(A(w,w
−1)). (9)
Since the algebra of matrix Laurent polynomials is generated by w1, w−11
and w0a = a ∈ Md (1 ∈ Md denotes the identity matrix), the algebra of BBL
transformations is generated by the corresponding linear transformations of VSd , which
we denote by a ≡ ρd(w0a), the left shift T ≡ ρd(w1), and the right shift T−1 =
ρd(w
−11). Explicitly, the effect of these BBL matrices on sequences is ‡
TΨ = ρd(w1)Ψ = w1
∑
j∈Z
w−j|ψj〉 =
∑
j∈Z
w−j|ψj+1〉,
aΨ = ρd(w
0a)Ψ = w0a
∑
j∈Z
w−j|ψj〉 =
∑
j∈Z
w−ja|ψj〉,
T−1Ψ = ρd(w
−1
1)Ψ = w−11
∑
j∈Z
w−j|ψj〉 =
∑
j∈Z
w−j|ψj−1〉.
In general, ρd
(∑q
r=p arw
r
)
=
∑q
r=p arT
r, where we have taken advantage of the
properties [a,T ] = 0 = [a,T−1] and ρd(1) = 1.
The relationship between BBT and BBL transformations can be formalized in terms
of projectors. For integers −∞ ≤ L ≤ R ≤ ∞, let
VL,R ≡
{
{|ψj〉}j∈Z ∈ V
S
d
∣∣∣ |ψj〉 = 0 if j < L or j > R}. (10)
‡ By our conventions, we have implicitly agreed to use the same symbols T ,T−1 to denote the left and
right shifts of scalar (d = 1) and vector (d > 1) sequences. As a consequence, e.g., T (Φ|ψ〉) = (TΦ)|ψ〉,
illustrating how T may appear in multiples places of an equation with meanings determined by its use.
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In particular, V−∞,∞ = VSd , as defined in Eq. (5). One may think of VL,R as the range
of the projector
PL,R{|ψj〉}j∈Z ≡ {|χj〉}j∈Z, |χj〉 =

0 if j < L
|ψj〉 if j = L, . . . , R
0 if j > R
.
If 2(R − L) > q − p, the linear transformation PL,RA|VL,R of VL,R is induced by a
BBT matrix AN , with N = R − L + 1. To see this, write AΨ =
∑
i,j∈Zw
−i[A]ij|ψj〉 =∑
i,j∈Zw
−iaj−i|ψj〉. The sum over i is formal, and the sum over j exists because aj−i = 0
if j − i < p or j − i > q. If Ψ ∈ VL,R, then
PL,RAΨ =
R∑
i,j=L
w−iaj−i|ψj〉 =
N∑
i,j=1
w−(i+L−1)[AN ]ij |ψj+L−1〉,
with AN a BBT matrix. Similarly, PL−p′,R−q′A|VL,R is induced by the corner-modified
BBT matrix PBAN . In this sense, we will write
AN = PL,RA|VL,R, and PBAN = PL−p′,R−q′A|VL,R.
The bulk of the matrix AN is non-empty if R− L ≥ τ , as in Eq. (3).
2.3. Regularity and the Smith normal form
A matrix Laurent polynomial may be associated to a standard matrix polynomial,
involving only non-negative powers. In particular, the matrix polynomial (in the variable
w) of the matrix Laurent polynomial A(w,w−1) in Eq. (8) is given by
G(w) ≡ w−pA(w,w−1) =
q−p∑
s=0
wsas+p. (11)
A matrix polynomial is called regular if its determinant is not the zero polynomial.
Otherwise, it is singular. For example, direct calculation shows that G(w) in
A(w,w−1) = w−1G(w) ≡
[
w + w−1 − ǫ w − w−1
−w + w−1 −w − w−1 − ǫ
]
is regular unless the parameter ǫ = ±2. By extension, a matrix Laurent polynomial
A(w,w−1) and associated BBL matrix ρd(A(w,w
−1)) are regular or singular according
to whether the polynomial factor of A(w,w−1) is regular or singular. Finally, a BBT
matrix AN = PL,RA|VL,R is regular (singular) if A is.
A useful fact from the theory of matrix polynomials is that they can be put in Smith
normal form by Gaussian elimination [26]. That is, there exist d×d matrix polynomials
E(w), D(w), F (w) such that the Smith factorization holds:
G(w) = E(w)D(w)F (w). (12)
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Here, E(w), F (w) are non-unique matrix polynomials with matrix polynomial inverse,
and
D(w) ≡

g1(w)
. . .
gd0(w)
0
. . .
0

, (13)
is the unique diagonal matrix polynomial with the property that each gm(w) is monic
(i.e., has unit leading coefficient) and gm(w) divides gm′(w), that is, gm(w)|gm′(w), if
1 ≤ m < m′ ≤ d0 ≤ d. D(w) is the Smith normal form of G(w). The matrix polynomial
G(w) is singular if and only if d0 < d, so that its Smith normal form D(w) has zeroes
on the main diagonal. Since, from Eq. (11), G(0) = ap and [w
q−pG(w−1)]w=0 = aq, it is
easy to check that a BBL (or BBT) matrix with at least one invertible leading coefficient
is regular.
The Smith factorization of G(w) immediately implies the factorization A(w,w−1) =
wpE(w)D(w)F (w). By combining this result with the representation defined in Eq. (9),
one obtains what one might reasonably call the Smith factorization of a BBL matrix:
A = T pEDF , with E = ρd(E(w)), D = ρd(D(w)), F = ρd(F (w)). (14)
By construction, the linear transformations E, F of VSd are invertible BBL matrices.
The BBL matrix D is the Smith normal form of A. In array form,
D = ρd(D(w)) =

g1
. . .
gd0
0
. . .
0

, gm = ρd=1(gm(w)). (15)
The gm are banded, non-block Laurent matrices: they are linear transformations of the
space VS1 of scalar sequences.
3. Structural characterization of kernel properties
3.1. The bulk/boundary system of equations
Our algorithm for computing the kernel of a corner-modified BBT matrix builds on an
indirect method for determining the kernel of a linear transformation, that we term
kernel determination by projectors. The starting point is the following:
Definition 3.1. Let M be a linear transformation of V, and P1, P2 ≡ 1−P1 non-trivial
projectors, that is, neither the zero nor the identity map. The compatibility map of the
pair (M,P1) is the linear transformation B ≡ P1M |KerP2M .
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The kernel condition M |ψ〉 = 0 is equivalent to the system of equations P1M |ψ〉 =
0, P2M |ψ〉 = 0. In view of the above definition, this means that KerM = KerP2M ∩
KerP1M = KerB. Roughly speaking, since the subspaces KerP2M and RangeP1 may
be “much smaller” than V, it may be advantageous to determine KerM indirectly, by
way of its compatibility map. One can make these ideas more precise if dimV <∞.
Lemma 3.2. Let M be a linear transformation acting on a finite-dimensional vector
space V. Then dim Range P1 ≤ dim Ker P2M ≤ dim Ker M + dim Range P1.
Proof. The dimension of KerMTP2 = Ker (P2M)
T is bounded below by the dimension
of KerP2, which is precisely dim RangeP1. This establishes the first inequality, because,
in finite dimension, the dimension of the kernel of a matrix coincides with that of its
transpose. For the second inequality, notice that the solutions of P2M |ψ〉 = 0 are of
two types: the kernel vectors of M , plus the vectors that are mapped by M into KerP2.
Hence, the number of linearly independent solutions of P2M |ψ〉 = 0 is upper-bounded
by dim KerM + dim RangeP1, as claimed.
It is instructive to note that, if dim Ker P2M > dim Range P1, then Ker M
is necessarily non-trivial. Since dim RangeP1 ≡ nP1 determines the number of rows
of the matrix of the compatibility map (the compatibility matrix from now on), and
dim KerP2M ≡ nP2 determines its number of columns, this condition implies that the
compatibility matrix is an nP1 × nP2 rectangular matrix with more columns than rows.
As a consequence, its kernel is necessarily non-trivial. The following general property
is also worth noting, for later use. Suppose that M ′ ≡ M +W and P2W = 0. Then,
W = P1W , and KerP2M
′ = KerP2M. Moreover,
B′ ≡ P1M
′|KerP2M ′ = P1M |KerP2M +W |KerP2M = B +W |KerP2M .
Let now C ≡ AN + W denote a dN × dN corner-modified BBT matrix, with
associated boundary projector P1 ≡ P∂ , and bulk projector P2 ≡ PB = 1 − P∂. The
task is to compute KerC, which coincides with the kernel of the compatibility map
B = P∂C|KerPBC = (P∂AN +W )|KerPBAN . (16)
As anticipated in Ref. [5], this approach translates into solving a bulk/boundary system
of equations. To make this connection explicit, let us introduce an index b such that
RangeP∂ ≡ Span {|b〉|m〉 | b = 1, . . . ,−p
′, N − q′ + 1, . . . , N ; m = 1, . . . , d}, (17)
where if p′ = 0 or q′ = 0, the corresponding subset of vectors is empty. Accordingly,
recalling Eq. (3), n∂ ≡ dimRangeP∂ = dτ. In addition, let
B ≡ {|ψs〉 | s = 1, . . . , nB ≡ dimKerPBAN} (18)
denote a fixed but arbitrary basis of KerPBAN .
Definition 3.3. The bulk equation is the kernel equation PBAN |ψ〉 = 0. The boundary
matrix is the n∂ × nB block-matrix [B]bs ≡ 〈b|B|ψs〉, of block-size d× 1. The boundary
equation is the (right) kernel equation for B.
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Thus, one can set up the boundary equation only after solving the bulk equation.
Let us show explicitly how a solution of the boundary equation determines a basis of
KerC = Ker (AN + W ). With respect to the bases described in Eqs. (17)-(18), the
boundary matrix is related to the compatibility map of Eq. (16) as B|ψs〉 =
∑
b |b〉[B]bs.
Let |ǫk〉 =
∑nB
s=1 αks|ψs〉. It then follows that
B|ǫk〉 =
∑
b
|b〉
nB∑
s=1
[B]bsαks = 0 ⇔
nB∑
s=1
[B]bsαks = 0.
We conclude that {|ǫk〉}
nC
k=1 is a basis of KerC, for some nC ≤ nB, if and only if the
column vectors of complex coefficients αk =
[
αk1 . . . αknB
]T
constitute a basis of the
(right) kernel of B.
In summary, KerC is fully encoded in two pieces of information: a basis for the
solution space of the bulk equation and the boundary matrix B. Is this encoding
advantageous from a computational perspective? There are three factors to consider:
(i) How difficult is it to solve the bulk equation and store the solution as an explicit
basis.
(ii) How difficult is it to multiply the vectors in this basis by the matrix P∂C.
(iii) How hard is it to solve the boundary equation.
The remarkable answer to (i), which prompted our work in Ref. [5], is that it is easy
to compute and store a basis of KerPBAN . More precisely, the complexity of this task
is independent of N. The reason is that most (or even all) of the solutions of the bulk
equation PBAN |ψ〉 = 0 are obtained by determining the kernel for the associated BBL
transformation A, such that AN = PL,RA|VL,R. The latter kernel may be described
exactly, in terms of elementary functions and the roots of a polynomial of degree at
most d(q − p), as we prove formally in Theorem 3.5. The answer to (ii) depends on
W = C − AN . In order to compute the boundary matrix, it is necessary to multiply
a basis of the solution space to the bulk equation by the matrix P∂C = P∂AN + W .
The cost of this task is independent of N if W is a symmetrical corner modification
– which, fortunately, is most often the case in applications. Otherwise, the cost of
computing the boundary matrix is roughly O(N). Lastly, B is not a structured matrix,
thus the answer to (iii) boils down to whether it is small enough to handle efficiently
with standard routines of kernel determination. Generically, if the target BBT matrix
is regular, we shall prove later [see Theorem 3.17] that B is necessarily square, of size
n∂ × n∂ . In particular, its size does not grow with N .
Next we will state and prove the main technical results of this section, both
concerning the bulk equation. Let us begin with an important definition:
Definition 3.4. Let AN = PL,RA|VL,R denote a BBT transformation of bandwidth
(p, q). Its bulk solution space is
ML,R(A) ≡ KerPL−p′,R−q′A|VL,R = KerPBAN . (19)
14
Notice that T−nML,R(A) = ML+n,R+n(A), and that the spaces ML,∞(A) =
KerPL−p′,∞A and M−∞,R(A) = KerP−∞,R−q′A should not be regarded as “limits”
of ML,R(A). We will usually write simply ML,R if A is fixed. We then have:
Theorem 3.5. Let AN = PL,RA|VL,R denote a BBT transformation of bandwidth (p, q)
and non-empty bulk. Then,
(i) PL,RKerA ⊆ML,R
(ii) If the principal coefficients of AN are invertible, then PL,RKerA =ML,R.
Proof. (i) We will prove a stronger result that highlights the usefulness of the notion
of bulk solution space. For any L˜, R˜ such that −∞ ≤ L˜ ≤ L and R ≤ R˜ ≤ ∞, the
following nesting property holds:
PL,RML˜,R˜ ⊆ML,R (20)
In particular, PL,RM−∞,∞ = PL,RKerA ⊂ ML,R = KerPBAN establishes our claim.
By definition, the sequences inML,R are sequences in VL,R annihilated by PL−p′,R−q′A.
Hence, we can prove Eq. (20) by showing that PL−p′,R−q′APL,R annihilates ML˜,R˜. To
begin with, note that
PL−p′,R−q′APL,R = PL−p′,R−q′
q∑
r=p
arT
rPL,R =
q∑
r=p
PL−p′,R−q′PL−r,R−rarT
r.
Since p′ = min(p, 0), q′ = max(0, q), L−r ≤ L−p ≤ L−p′, and R−r ≥ R−q ≥ R−q′,
∀r = p, . . . , q, thus PL−p′,R−q′PL−r,R−r = PL−p′,R−q′ . It follows that PL−p′,R−q′APL,R =
PL−p′,R−q′A. In particular, PL−p′,R−q′APL,R = PL−p′,R−q′(PL˜−p′,R˜−q′A), which makes it
explicit that PL−p′,R−q′APL,R annihilates ML˜,R˜.
(ii) It suffices to show that KerPBAN ⊆ PL,RKerA|VL,R if the principal coefficients
are invertible. The principal coefficients are invertible if and only if p ≤ 0 ≤ q and the
leading coefficients ap, aq are invertible. Then, since in this case
PBAN =

0 · · · · · · 0 · · · 0
...
...
...
0 · · · · · · 0 · · · 0
ap · · · a0 · · · aq 0 · · · 0
0
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . . 0
0 · · · 0 ap · · · a0 · · · aq
0 · · · 0 · · · · · · 0
...
...
...
0 · · · 0 · · · · · · 0

,
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it follows that a state Ψ ∈ KerPBAN satisfies
PBAN
|ψL〉...
|ψR〉
 =

0
...
0
ap|ψL〉+ · · ·+ aq|ψL+q−p〉
...
ap|ψR−q+p〉+ · · ·+ aq|ψR〉
0
...
0

= 0 ,
using the notation Ψ = PL,RΨ = {|ψj〉}Rj=L = [|ψL〉 . . . |ψR〉]
T . Thus, Ψ can be uniquely
extended to yield a sequence Ψ′ ∈ KerA. Compute |ψL−1〉 (the L − 1 entry of Ψ′) as
|ψL−1〉 = −a
−1
p (ap+1|ψL〉+· · ·+aq|ψL+q−p−1〉), and repeat the process to obtain |ψL−j〉 for
all j ≥ 1. Similarly, compute |ψR+1〉 as |ψR+1〉 = −a−1q (ap|ψR−(q−p)+1〉+ · · ·+aq−1|ψR〉),
and repeat in order to compute |ψR+j〉 for all j ≥ 1.
Theorem 3.6. If AN = PL,RA|VL,R is regular with non-empty bulk, dimML,R = dτ .
Proof. Since dimML,R = dimKerPBAN = dimKerA
†
NPB, we can focus on keeping
track of the linearly independent solutions of 〈φ|PBAN = 0. First, there are the
boundary vectors 〈φ|P∂ = 〈φ|. From the definition of P∂, there are precisely dτ such
solutions, showing that dimML,R ≥ dτ . Suppose that dimML,R > dτ . We will show
thatAmust then be singular. Let L = 1 andR = N for simplicity. By assumption, there
exists a nonzero 〈φ| = 〈φ|PB =
∑N−q′
j=−p′+1〈j|〈φj| 6= 0, such that 〈φ|PBAN = 〈φ|AN = 0.
Let T r = P1,NT
r|V1,N . Then,
0 = 〈φ|AN =
N−q′∑
j=−p′+1
〈j|〈φj|
q∑
r=p
arT
r =
N−q′∑
j=−p′+1
q∑
r=p
〈j + r|〈φj|ar.
It is useful to rearrange the above equation as
0 = 〈N − q′ + q|〈φN−q′|aq + 〈N − q
′ + q − 1|
(
〈φN−q′−1|aq + 〈φN−q′|aq−1
)
+
+ · · ·+ 〈2− p′ + p|
(
〈φ1−p′|ap+1 + 〈φ2−p′|ap
)
+ 〈1− p′ + p|〈φ1−p′|ap, (21)
where all the labels are consistent because −N + 1 < p′ ≤ p ≤ q ≤ q′ < N + 1.
Since, by assumption, {〈φj|}
N−q′
j=1−p′ is not the zero sequence, the vector polynomial
〈φ(w)| ≡
∑N−q′
j=−p′+1w
j〈φj| is not the zero vector polynomial. It is immediate to check
that 〈φ(w)|A(w,w−1) = 0, as this equation induces precisely the same relations among
the {〈φj}
N−q′
j=1−p′ as Eq. (21) does. The claim follows if we can show that this implies
detA(w,w−1) = 0. Consider the Smith decomposition A(w,w−1) = wpE(w)D(w)F (w).
A nonzero vector polynomial cannot be annihilated by an invertible matrix polynomial.
Hence, 〈ψ(w)| ≡ 〈φ(w)|E(w)−1 is a nonzero vector polynomial annihilated by D(w),
〈ψ(w)|D(w) = 0. Since D(w) is diagonal, this is only possible if at least one of the
entries on its main diagonal vanish, contradicting the assumption that A is regular.
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3.2. Exact solution of the bulk equation
In this section we focus on solving the bulk equation, PBAN |ψ〉 = 0. There are two types
of solutions. Solutions with extended support are associated with kernel vectors of the
BBL matrixA such that AN = PL,RA|VL,R, as implied by Theorem 3.5. From a physical
standpoint, it is interesting to observe that these solutions can be constructed to be
translation-invariant, since [A,T ] = 0. Any other solution, necessarily of finite support
as we will show, may be thought of as emergent: these solutions exist only because of
the translation-symmetry-breaking projection that leads from the infinite system A to
the finite system AN , and only if the principal coefficients are not invertible.
3.2.1. Extended-support solutions. In order to determine the kernel of an arbitrary
BBL transformation, we first establish a few results concerning the kernel of a special
subclass of BBL transformations. Given a non-negative integer v and j ∈ Z, let
j(v) ≡
{
1 if v = 0,
(j − v + 1)(j − v + 2) . . . j if v = 1, 2, . . .
Lemma 3.7. The family of scalar sequences defined by
Φz,0 ≡ 0, Φz,1 ≡ {z
j}j∈Z, Φz,v ≡
dv−1Φz,1
dzv−1
= {j(v−1)zj−v+1}j∈Z, v = 2, 3, . . . ,
satisfies the following properties:
(i) TΦz,v = zΦz,v + (v − 1)Φz,v−1.
(ii) Sz,s ≡ Span{Φz,v}sv=1 = Ker (T − z)
s, for all s ∈ N.
(iii) For any s1, s2 ∈ N, if z1 6= z2, then Sz1,s1 ∩ Sz2,s2 = {0}.
Proof. (i) It is immediate to verify that TΦz,1 = zΦz,1. Hence, it also follows that
TΦz,v =
dv−1
dzv−1
TΦz,1 =
dv−1
dzv−1
(zΦz,1) = zΦz,v + (v − 1)Φz,v−1.
(ii) Let KzΦ ≡ {zjφj}j∈Z for z 6= 0. Then,
Kz(T − 1)Φ =
∑
j∈Z
w−jzj(φj+1 − φj) = (z
−1T − 1)KzΦ.
In other words, zKz(T − 1) = (T − z)Kz, and so (T − z)sKz = zsKz(T − 1)s. As a
consequence, Ker (T − z)s = Kz Ker (T − 1)s. In particular, for z = 1, Ker (T − 1) is
spanned by the constant sequence Φ1,1 = {φj = 1}j∈Z. Suppose that S1,s = Ker (T−1)s.
We will proceed by induction, and prove that, as a consequence, S1,s+1 = Ker (T−1)
s+1.
Every Ψ ∈ Ker (T − 1)s+1 satisfies (T − 1)s(T − 1)Ψ = 0. Then, by the induction
hypothesis, (T − 1)Ψ ∈ S1,s and so there exists numbers αv such that (T − 1)Ψ =∑s
v=1 αvΦ1,v. Since (T −1)Φ1,v = (v−1)Φ1,v−1, it follows that Ψ = Ψ
′+
∑s
v=1
αv
v
Φ1,v+1,
with Ψ′ ∈ Ker (T −1). This shows that Ψ ∈ S1,s+1, and so Ker (T −1)s+1 ⊆ S1,s+1. The
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opposite inclusion holds because S1,s = Ker (T − 1)s ⊂ Ker (T − 1)s+1 by the induction
hypothesis, and (T − 1)s+1Φ1,s+1 = s(T − 1)sΦ1,s = · · · = s!(T − 1)Φ1,1 = 0.
(iii)We will prove a slightly more general result: Let Yi ≡ ρ(yi(w)), i = 1, 2, denote
two upper-triangular banded Laurent transformations of VS1 , where without loss of
generality deg y2 ≥ deg y1. We claim that if gcd(y1, y2) = 1, then KerY1∩KerY2 = {0}.
To prove this, suppose Φ ∈ KerY1 ∩ KerY2. The banded Laurent transformation
ρ(r) induced by the remainder of dividing y2 by y1 also annihilates Φ, since y2 =
cy1 + r. Continuing this process, we conclude that gcd(y1, y2) annihilates Φ. Hence,
if gcd(y1, y2) = 1, then Φ = 0.
Lemma 3.8. The finite-dimensional space of vector sequences
Tz,s = Ker (T − z)
s ≡ Span{Φz,v|m〉 | v = 1, . . . , s; m = 1, . . . , d}
is an invariant subspace of the algebra of BBL matrices. The mapping
A(w,w−1) 7→ A|Tz,s ≡ As(z) (22)
defines a ds-dimensional representation of the algebra of matrix Laurent polynomials,
where the block matrix
[As(z)]xv ≡
{ (
v−1
x−1
)
A(v−x)(z, z−1) if 1 ≤ x ≤ v ≤ s
0 if 1 ≤ v < x ≤ s
, A(v−x) ≡
dv−xA
dzv−x
, (23)
is the matrix of As(z) relative to the above defining basis of Tz,s, with A
(0) ≡ A = A1,
and
(
v
x
)
denoting the binomial coefficient.
Proof. Since TΨ =
∑d
m=1 |m〉(T {ψjm}j∈Z), it is immediate to check that Tz,s =
Ker (T − z)s. Moreover, (T − z)sATz,s = A(T − z)sTz,s = {0}. This proves that
ATz,s ⊆ Tz,s. The matrix of A|Tz,s is computed as follows. On one hand, by definition,
AΦz,v|m〉 = As(z)Φz,v|m〉 =
s∑
x=1
d∑
m′=1
Φz,x|m
′〉〈m′|[As(z)]xv|m〉.
On the other hand,
AΦz,v|m〉 =
dv−1
dzv−1
Φz,1A(z, z
−1)|m〉 =
v∑
x=1
d∑
m′=1
Φz,x|m
′〉
(
v − 1
x− 1
)
〈m′|A(v−x)(z, z−1)|m〉,
where we have taken advantage of AΦz,1|m〉 =
∑q
r=p(T
rΦz,1)ar|m〉 = A(z, z−1)|m〉.
We call the finite-dimensional representation defined in Eqs. (22)-(23) the generalized
evaluation map at z of degree s, with A1(z) ≡ A(z, z−1) recovering the usual evaluation
map of polynomials. Explicitly, we have
As(z) =

A A(1) A(2) . . . A(s−1)
0 A 2A(1)
. . .
...
...
. . .
. . .
. . . (s−1)(s−2)
2
A(2)
...
. . .
. . . (s− 1)A(1)
0 . . . . . . 0 A

, (24)
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A
s∑
v=1
Φz,v|ψv〉 =
[
Φz,1 Φz,2 . . . Φz,s−1 Φz,s
]
As(z)

|ψ1〉
|ψ2〉
...
|ψs−1〉
|ψs〉
 .
It is instructive to verify the representation property explicitly in an example. Direct
calculation shows that
(w1)3(z) =
z1 1 00 z1 21
0 0 z1
 and (w−11)3(z) =
1/z −1/z2 21/z30 1/z −21/z2
0 0 1/z
 .
It is then immediate to check that
(w1)3(z) (w
−1
1)3(z) = (w
−1
1)3(z) (w1)3(z) = (1)3(z) = 13d.
The Smith decomposition of A, Eq. (14), implies that KerA = F−1KerD, where
F is a regular BBL matrix and the Smith normal form D of A has the simple structure
shown in Eq. (15). In this way, the problem of determining a basis of KerA reduces to
two independent tasks: determining a basis of KerD, and the change of basis F−1. With
regard to KerD, its structure may be characterized quite simply, after introducing some
notation. Let {zℓ}nℓ=0 denote the distinct roots of gd0(w) = Dd0d0(w). By convention,
z0 ≡ 0. Since every gm(w) = Dmm(w) divides gd0(w), it must be that the roots of the
gm(w) are also roots of gd0(w). Hence, we shall use the following unifying notation:
gm(w) ≡
n∏
ℓ=0
(w − zℓ)
smℓ , m = 1, . . . , d0, (25)
where sd00 = 0 if z0 = 0 is not a root, and, for ℓ > 0, sd0ℓ is the multiplicity of
zℓ as a root of gd0(w). For 1 ≤ m < d0, smℓ is either the multiplicity of zℓ as a
root of gm(w), or it vanishes if zℓ is not a root of gm to begin with. The projector
π ≡
∑d
m=d0+1
|m〉〈m| keeps track of the vanishing entries on the main diagonal of
D(w), (1− π)D(w) = D(w)(1− π) = D(w).
Lemma 3.9. LetD be the Smith normal form ofA, and ρd(π) the unique BBL projector
such that (1− ρd(π))D =D(1− ρd(π)) = D. Then, KerD =WD ⊕Range ρd(π), with
WD ≡ Span{Φzℓ,v|m〉 |m = 1, . . . , d0; ℓ = 1, . . . , n; v = 1, . . . , smℓ}. (26)
Proof. Since DΨ =
∑d0
m=1 |m〉gm{ψjm}j∈Z, a sequence is annihilated by D if and
only if it is of the form Ψ =
∑d
m=d0+1
|m〉{ψjm}j∈Z, or Ψ =
∑d0
m=1 |m〉{ψjm}j∈Z and
gm{ψjm}j∈Z = 0 for all m ≤ d0. According to Eq. (25), gm =
∏n
ℓ=0(T − zℓ)
smℓ , and so
its kernel may be determined by inspection with the help of Lemma3.7.
Range ρd(π) is an uncountably infinite-dimensional space. Since we have not
specified a topology on any space of sequences (we will only do so briefly in Appendix
19
7), there is no easy way to describe a basis for it. Fortunately, for the purpose of
investigating the kernel of AN = PL,RA|VL,R, we only need to characterize F
−1
Π0, where
Π0 denotes the subspace of sequences in Ker ρd(π) of finite support. The sequences
∆i|m〉 = {δij|m〉}j∈Z , i ∈ Z, m = d0 + 1, . . . , d,
where δij denotes the Kronecker delta, form a basis of Π0. For convenience, we will
call the space F−1WD ⊕ F−1Π0 ≡ KercA ⊂ KerA the countable kernel of A. Putting
things together, we obtain a complete and explicit description of KercA. We will write
F−1 = ρd(F
−1(w)), with F−1(w) ≡
degF−1∑
s=0
wsfˆs, deg F
−1 ∈ N, fˆs ∈Md.
Theorem 3.10. The countable kernel of A is spanned by the sequences
F−1∆i|m〉 =
degF−1∑
s=0
∆i−sfˆs|m〉, m = d0 + 1, . . . , d; i ∈ Z,
F−1Φzℓ,v|m〉 =
smℓ∑
x=1
Φzℓ,x[F
−1
smℓ
(zℓ)]xv|m〉, m = 1, . . . , d0; ℓ = 1, . . . , n; v = 1, . . . , smℓ.
Proof. Since KercA = F
−1WD ⊕ F−1Π0, the claim follows from computing the action
of F−1 = ρd(F
−1(w)) =
∑degF−1
s=0 T
sfˆs on the explicit bases of Π0 (directly) and WD,
as defined in Eq. (26), with the assistance of Lemma 3.8.
If d0 = d, then A is regular and KerA is finite-dimensional. In this case, KerA
may actually be determined without explicitly computing the Smith factorization of A.
Theorem 3.11. Let A = ρd(A(w,w
−1)) be a regular BBL transformation, and let
detA(w,w−1) = cwdp
d∏
m=1
gm(w) ≡ c w
dp
n∏
ℓ=0
(w − zℓ)
sℓ, (27)
where sℓ =
∑d
m=1 smℓ is the multiplicity of zℓ as a root of detA = 0, and s0 = 0 if z0 = 0
is not a root. Then, the following properties hold:
(i) KerA =
⊕n
ℓ=1KerAsℓ(zℓ).
(ii) dimKerA(zℓ, z
−1
ℓ ) ≤ dimKerAsℓ(zℓ) = sℓ, for any ℓ = 1, . . . , n.
Furthermore, if the inequality in (ii) saturates, then KerAsℓ(zℓ) = Span{Φzℓ,1|us〉}
sℓ
s=1,
where {|us〉}
sℓ
s=1 is a basis of KerA(zℓ, z
−1
ℓ ).
Proof. (i)We know an explicit basis of KerA from Theorem 3.10. By grouping together
the basis vectors associated to each nonzero root zℓ, one obtains the decomposition
KerA =
n⊕
ℓ=1
Wzℓ , Wzℓ = F
−1Span{Φzℓ,v|m〉
∣∣ v = 1, . . . , smℓ;m = 1, . . . , d},
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so that dimWzℓ =
∑d
m=1 smℓ = sℓ. Moreover, by Lemma 3.8(iii), Wzℓ ⊂ F
−1Tzℓ,sℓ =
Tzℓ,sℓ. By construction, A has no kernel vectors in Tzℓ,sℓ other than the ones in Wzℓ .
Hence, Wzℓ = KerA ∩ Tzℓ,sℓ = KerAsℓ(zℓ). We conclude that dimKerAsℓ(zℓ) = sℓ, the
multiplicity of zℓ 6= 0 as a root of detA.
(ii) Let D = ρd(D(w)) denote the Smith normal form of A. Because
g1(w)|g2(w)| . . . |gd(w), a non-zero root zℓ of detA(w,w
−1) will appear for the first time
in one of the gm(w), say gmℓ(w), and reappear with equal or greater multiplicity in every
gm(w) with d ≥ m > mℓ. In particular, gm(zℓ) 6= 0 if m < mℓ, and vanishes otherwise.
Hence, dimKerD(zℓ) = dimKerA(zℓ, z
−1
ℓ ) = d−mℓ + 1. The number mℓ is as small as
possible whenever zℓ is a root with multiplicity one of each of the gmℓ(w), . . . , gd(w), in
which case mℓ = d− sℓ + 1. This shows that dimKerA(zℓ, z
−1
ℓ ) ≤ sℓ = dimKerAsℓ(zℓ).
Suppose next that dimKerA(zℓ, z
−1
ℓ ) = sℓ, and let {|us〉}
sℓ
s=1 denote a basis of this
space. Then, AΦzℓ,1|us〉 = Φzℓ,1A(zℓ, z
−1
ℓ )|us〉 = 0, s = 1, . . . , sℓ. Since KerAsℓ(zℓ) is
sℓ-dimensional, it follows that these linearly independent sequences span the space.
In Ref. [5], for simplicity, we considered problems such that the condition
dimKerA(zℓ, z
−1
ℓ ) = sℓ was met. The meaning of this assumption can be understood in
terms of the above Theorem. If that is not the case, then it becomes necessary to work
with the larger but still finite-dimensional matrix Asℓ(zℓ) instead.
3.2.2. Finite-support solutions. According to Theorem 3.5, if the principal coefficients
of the BBT matrix AN = PL,RA|VL,R fail to be invertible (which can happen even for
d = 1), the bulk solution space ML,R = KerPBAN contains, but need not be contained
in PL,RKerA. The solutions of the bulk equation that are not in PL,RKerA were
referred to as emergent before. We aim to establish a structural characterization of
ML,R. Our strategy will be to characterize the spaces ML,∞ and M−∞,R first [recall
Definition 3.4], and then proceed to establish their relationship to ML,R.
Theorem 3.12. ForA regular, let σ ≡ dτ−dimKerA, and L ≡ L+σ−1, R ≡ R−σ+1.
Then, there exist spaces F−L ⊆ VL,L and F
+
R ⊆ VR,R such that
ML,∞ = PL,∞KerA⊕ F
−
L , and M−∞,R = P−∞,RKerA⊕F
+
R .
Proof. It suffices to prove the claim for ML,∞; the reasoning is the same for M−∞,R.
We first establish that ML,∞ is finite-dimensional. Since dimPL,RML,∞ is finite-
dimensional if R−L is finite, the question becomes whether there are nonzero sequences
in ML,∞ annihilated by PL,R. The answer is negative provided that R − L ≥ τ . By
contradiction, suppose that Ψ ∈ ML,∞ satisfies PL−p′,∞AΨ = 0 = PL,RΨ. Then,
AΨ = P−∞,L−p′−1AΨ =
∑q
r=p arT
rP−∞,L+(r−p′)−1Ψ = 0, because L + (r − p′) − 1 ≤
L+ (q − p′)− 1 ≤ L+ (q′ − p′) ≤ R. By construction, the translated sequences {Ψn =
T nΨ}n∈Z are linearly independent and satisfy AΨn = 0, implying that dimKerA =∞.
By Theorem 3.11, this contradicts the regularity of A. Hence, it must be PL,RΨ 6= 0,
and so dimML,∞ = dimPL,RML,∞ < ∞, as was to be shown. In conjunction with
Theorem 3.6, this implies that dimML,∞ = dimPL,RML,∞ ≤ dimML,R = dτ.
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While ML,∞ is finite-dimensional just like ML,R, what is special about this space
is that it is an invariant subspace of a translation-like transformation, the unilateral
shift PL,∞T . To see that this is the case, notice that PL−p′,∞APL,∞TML,∞ =
TPL+1−p′,∞APL+1,∞ML,∞ = 0, because of the nesting property PL+1,∞ML,∞ ⊆
ML+1,∞. Hence, PL,∞TML,∞ ⊆ ML,∞, as was to be shown. Since ML,∞ is finite-
dimensional, it can be decomposed into the direct sum of generalized eigenspaces of
PL,∞T |ML,∞ . Accordingly, let us write ML,∞ ≡ N ⊕F
−
L , where PL,∞T |F−
L
is nilpotent
and PL,∞T |N is invertible.
The space F−L , that is, the generalized kernel PL,RT |ML,∞, is a subspace of VL,L,
defined in Eq. (10). The reason is that, if Ψ ∈ F−L , then there exists a smallest positive
integer κ, its rank, such that (PL,∞T )
κΨ = 0. The rank κ obeys κ ≤ dimF−L =
dimML,∞− dimPL,∞KerA = dτ − dimKerA = σ. As a consequence, if Ψ ∈ F
−
L , then
PL,∞T
σΨ = (PL,∞T )
σΨ = 0, and so Ψ ∈ VL,L, with L = L + σ − 1. The space N ,
that is, the direct sum of all the generalized eigenspaces of PL,RT |ML,∞ associated to
non-zero eigenvalues, coincides with PL,∞KerA. To see that this is the case, let Ψn =
(PL,∞T )
−nΨ ∈ N , for any n ∈ N, and Ψ ∈ N . Since T nΨn ∈ T nML,∞ = ML−n,∞,
and PL,∞T
nΨn = (PL,∞T )
nΨn = Ψ, we conclude that Ψ ∈ PL,∞ML−n,∞ for any n. It
follows that Ψ ∈ PL,∞M−∞,∞ = PL,∞KerA. The opposite inclusion PL,∞KerA ⊆ N
holds because PL,∞TPL,∞KerA = PL,∞PL−1,∞TKerA = PL,∞KerA.
The desired relationship between the spaces ML,∞ and M−∞,R and the bulk
solution space ML,R is contained in the following:
Lemma 3.13. ML,R = Span
(
PL,RM−∞,R ∪ PL,RML,∞
)
.
Proof. The inclusion Span
(
PL,RML,∞∪PL,RM−∞,R
)
⊆ML,R follows from the nesting
property, Eq.(20). The task is to prove the opposite inclusion. Let us first show that
PL,RKerA = PL,RM−∞,R ∩ PL,RML,∞. (28)
Again, because of nesting, PL,RKerA ≡ PL,RM−∞,∞ ⊆ PL,RM−∞,R ∩ PL,RML,∞.
Take now an arbitrary element {|χj〉}Rj=L ∈ PL,RML,∞ ∩ PL,RM−∞,R ⊆ ML,R. By
definition, there exist sequences Ψ1 ≡ {|ψ1j〉}∞j=L ∈ ML,∞ and Ψ2 ≡ {|ψ2j〉}
R
j=−∞ ∈
M−∞,R, such that PL,RΨ1 = {|χj〉}Rj=L = PL,RΨ2. Let Ψ denote the unique sequence
with P−∞,RΨ = Ψ1 and PL,∞Ψ = Ψ2. Then, AΨ = (P−∞,R−q′ + PL−p′,∞ −
PL−p′,R−q′)AΨ = 0, confirming that {|χj〉}Rj=L = PL,RΨ ∈ PL,RKerA and proving
the equality in Eq. (28). It then follows that
dimSpan
(
PL,RM−∞,R ∪ PL,RML,∞
)
= dimM−∞,R + dimML,∞ − dimKerA.
Since the right hand-side is independent of L,R (recall that, by construction, ML,∞ =
T L
′−LML′,∞, and similarly for M−∞,R), this dimension is thus independent of L,R.
The next step is to show that there exists an integer ∞ > R0 ≥ R such that§
PL,RML,R˜ = PL,RML,∞, ∀R˜ ≥ R0. (29)
§ At an intuitive level, this result is very appealing: it implies that a measurement on sites L to R
cannot tell M
L,R˜
apart from ML,∞ if R˜ is large enough.
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We first show that ML,∞ =
⋂
n≥0 (ML,R+n ⊕ VR+n+1,∞) , or, more explicitly, that
KerPL−p′,∞A|VL,∞ =
⋂
n≥0
(
KerPL−p′,R+n−q′A|VL,R+n ⊕ VR+n+1,∞
)
.
The equality holds because a sequence Ψ belongs to either space if and only if it satisfies
the set of equations
∑q
r=p ar|ψj+r〉 = 0, for all j ≥ L− p
′ + p. As a consequence,
PL,RML,∞ =
⋂
n≥0
PL,RML,R+n. (30)
Because of the nesting property of bulk solution spaces, the spaces on the right hand-
side of Eq. (30) satisfy PL,RML,R+n2 = PL,RPL,R+n1ML,R+n2 ⊆ PL,RML,R+n1 , for all
n2 ≥ n1. Therefore, if δ(n) ≡ dimPL,RML,R+n, n ≥ 0 (in particular, δ(0) = d(q
′ − p′)),
then δ(n2) ≤ δ(n1). Since δ is a non-decreasing function bounded below, there
exists n0 such that δ(n) = δ(n0) ≡ δ0 for all n ≥ n0. Then Eq. (30) implies that
PL,RML,∞ = PL,RML,R+n if n ≥ n0, thus establishing Eq. (29), with R0 ≡ R + n0.
Thanks to the special properties of R0, now we can prove a special instance of our
main claim, namely, the equality
ML,R0 = Span
(
PL,R0M−∞,R0 ∪ PL,R0ML,∞
)
. (31)
By definition of R0, if Ψ ∈ ML,R0, then PL,RΨ ∈ PL,RML,∞. Thus, there exists
Υ ∈ ML,∞ such that PL,RΥ = PL,RΨ. Let Ψ ≡ Ψ1 + Ψ2, with Ψ1 ≡ PL,R0Υ
and Ψ2 = Ψ − PL,R0Υ. Since Ψ1 ∈ PL,R0ML,∞ by construction, it only remains
to show that Ψ2 ∈ PL,R0M−∞,R0. By nesting, PL,R0Υ ∈ ML,R0 and so Ψ2 ∈
ML,R0. In particular, P−∞,L−1Ψ2 = 0. Hence, P−∞,R0−q′AΨ2 = P−∞,L−p′−1AΨ2 =∑p
r=q arT
rPL,L+r−p′−1Ψ2 = 0, because PL,RΨ2 = PL,RΨ − PL,RΥ = 0 (by the way
Υ was chosen), and L + r − p′ − 1 < R. It follows that Ψ2 ∈ M−∞,R0, and, since
PL,R0Ψ2 = Ψ2, that Ψ2 ∈ PL,R0M−∞,R0. This concludes the proof of Eq. (31).
Our main claim follows from this special instance, because the dimension of the
span in question is independent of L,R, and dimML,R = dτ by Theorem 3.6.
Putting these results together, we are now in a position to give the anticipated
structural characterization of the bulk solution space:
Theorem 3.14. If AN = PL,RA|VL,R is regular, and N ≥ 2σ + τ , with σ =
dτ − dimKerA, then ML,R = PL,RKerA⊕F
−
L ⊕ F
+
R .
Proof. Because of the lower bound on N , PL,RF
−
L = F
−
L and PL,RF
+
R = F
+
R . Using
Lemma 3.13 and the direct sum decompositions in Thm. 3.12, the only additional result
required to prove the theorem is {PL,RKerA ⊕ F
−
L } ∩ F
+
R = {0}. By contradiction,
assume that there exists some non-zero vector Ψ in this intersection. Then Ψ ∈ F+L
implies PL,R¯−1Ψ = 0, which can be split into two conditions PL,L¯Ψ = 0, PL¯+1,R¯−1Ψ = 0.
Since Ψ ∈ PL,RKerA ⊕ F
−
L , we may also express Ψ as Ψ = Ψ1 + Ψ2, where
Ψ1 ∈ PL,RKerA and Ψ2 ∈ F
−
L . Now since PL¯+1,R¯−1Ψ2 = 0, therefore the second
of the two equations imply PL¯+1,R¯−1Ψ1 = 0. The lower bound on N implies that
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R¯ − 1 − (L¯ + 1) + 1 > τ , so that Ψ1 = 0. Then the first equation leads to Ψ2 = 0, so
that Ψ = Ψ1 +Ψ2 = 0, which is a contradiction.
According to the above theorem, ML,R consists of three qualitatively distinct
contributions: bulk solutions associated to PL,RKerA, bulk solutions “localized” near
L, and bulk solutions “localized” near R, with the latter two types being the emergent
solutions of finite support. Remarkably, this characterization brings together all three
relevant length scales of our eigensystem problem: the size N ≡ R− L+ 1 of the BBT
matrix of interest, the distance τ ≡ q′ − p′, which is the lower bound on N associated
to a non-trivial bulk, and the support bound σ ≡ dτ − dimKerA for solutions of finite
support. Formally, we may obtain a basis of the bulk solution spaceML,R by combining
bases of the three subspaces PL,RKerA, F
−
L , and F
+
R . We have extensively discussed
bases for PL,RKerA, recall in particular Theorem 3.11 for A regular. Let us now define
square matrices
K− ≡ PL−p′,L−p′A|VL,L and K
+ ≡ PR−q′,R−q′A|VR,R .
We may then further give the following characterization:
Corollary 3.15. If N ≥ τ + 2σ, then F−L = KerK
− and F+R = KerK
+.
Proof. We will show only that F−L = KerK
−; the other equality follows analogously.
By Theorem 3.14, F−L ⊆ VL,L and F
+
R ∩ VL,L = {0} = PL,RKerA ∩ VL,L (remember
that A is regular). Hence, F−L = KerPL−p′,R−q′A|VL,L, and PL−p′,R−q′
∑q
r=p arT
r|V
L,L
=∑q
r=pPL−p′,L−rarT
r|V
L,L
= PL−p′,L−p′A|VL,L ≡ K
−, because L− r ≤ L− p ≤ L− p′.
Remark 3.16. If A is singular, the kernels of K+ and K− are still contained in the bulk
solution space. Together with Theorem 3.5, this observation implies that
ML,R ⊇ Span
(
PL,RKerA ∪ (F
−
L ⊕ F
+
R )
)
, A singular,
however, additional solutions to the bulk equation may exist on a case-by-case basis.
3.3. An exact result for the boundary equation
As we already remarked in Sec. 3.1, the boundary equation is generally associated to
an unstructured matrix, the boundary matrix [Definition 3.3]. While its solution thus
relies in general on numerical methods, there is one exact result that follows from our
work so far. We isolate it here:
Theorem 3.17. If AN is regular, then dimKerPBAN = dimRangeP∂, and the
boundary matrix of the corner-modified BBT matrix C = AN+W is square independently
of the corner modification W .
Proof. The boundary matrix is the matrix of the compatibility map B = P∂(AN +
W )|KerPBAN , see Section 3.1. Hence, the number of rows of B is determined by
dimRangeP∂ = dτ . The number of columns is determined by the dimension of
KerPBAN , which, by Lemma 3.6, is also also dτ if AN is regular.
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3.4. Multiplication of corner-modified banded block-Toeplitz matrices
In general, the product of two BBT matrices is not a BBT matrix (see Ref. [27] for
a lucid discussion of this point). However, the product of two corner-modified BBT
matrices is again a corner modified BBT matrix, provided they are large enough. As
a consequence, the problem of determining the generalized kernel of a corner-modified
BBT matrix C is equivalent to that of determining the kernel of Cκ in the same class.
Theorem 3.18. Let Ci = AN,i +Wi, i = 1, 2, denote corner-modified BBT matrices,
with AN,i = PL,RAi|VL,R of bandwidth (pi, qi) and 2(N−1) > q1−p1+q2−p2. Then, the
product C1C2 = AN+W is a corner-modified BBT matrix of bandwidth (p1+p2, q1+q2),
with AN = PL,RA1A2|VL,R and W a corner modification for this bandwidth.
Proof. We proceed by first showing that
PBC1C2 = PB(AN,1 +W1)(AN,2 +W2) = PBAN,1AN,2, (32)
where PB is the bulk projector for bandwidth (p1 + p2, q1 + q2). In particular,
PBPB,1 = PB, where PB,1 is the bulk projectors for bandwidth (p1, q1). Hence,
PBW1(AN,2 +W2) = PBPB,1W1(AN,2 +W2) = 0 because PB,1W1 = 0. Morever, since
PBAN,1P∂,2|ψ〉 = PB
−p′2−p
′
1∑
j=1
|j〉|φj〉+ PB
N∑
N−q′
2
−q′
1
+1
|j〉|φj〉 = 0, ∀|ψ〉,
one concludes that PBAN,1P∂,2 = 0 and PBAN,1P∂,2W2 = PBAN,1W2 = 0 as well. The
next step is to show that
PB,1AN,1AN,2 = PB,1A1A2|VL,R. (33)
By definition, PB,1AN,1AN,2 = PB,1PL,RA1PNA2|VL,R = PB,1A1PL,RA2|VL,R. However,
PB,1A1A2|VL,R − PB,1A1PL,RA2|VL,R = PB,1A1(1 − PL,R)A2|VL,R = 0. The reason is
that, on the one hand, the sequences in the range of (1 − PL,R)A2|VL,R necessarily
vanish on sites L to R. On the other hand, acting with A1 on any such sequence
produces a sequence that necessarily vanishes on sites L − p′1 to R − q
′
1. Such
sequences are annihilated by PB,1. Combining Eqs. (32) and (33), we conclude that
PBA1A2|VL,R = PBAN,1AN,2 = PBC1C2, and so the bulk of the product C1C2 coincides
with the bulk of the BBT matrix AN = PL,RA1A2|VL,R.
The following corollary follows immediately, by repeated application of the above result:
Corollary 3.19. Let C = AN + W denote a corner-modified BBT transformation of
bandwidth (p, q) and AN = PL,RA|VL,R. Then, C
κ = A
(κ)
N +Wκ is a corner-modified BBT
matrix as as long as as long as 2(R−L) > κ(q−p). The bandwidth of A(κ)N ≡ PL,RA
κ|VL,R
is (κp, κq), and Wκ a corner modification for this bandwidth.
25
4. Algorithms
4.1. The kernel algorithm
Having provided a rigorous foundation to our approach of kernel determination by
projectors, we now outline an algorithmic procedure for constructing a basis of the
kernel M1,N of a corner-modified BBT matrix, C = AN +W . The input C is given in
the form of the matrix coefficients {ar, p ≤ r ≤ q} of A(w,w
−1), and the block-entries
[W ]ij ≡ 〈i|W |j〉 of its corner-modification W . Throughout this section, we assume that
A(w,w−1) is regular. We divide the algorithm in two steps: I. Solving the bulk equation;
II. Constructing the boundary matrix and solving the associated kernel equation.
I. Solution of the bulk equation. We proved in Lemma 3.5 that if the principal
coefficients are invertible, then M1,N = P1,NKerA. For non-invertible principal
coefficients, M1,N is the direct sum of P1,NKerA, F
−
1 , and F
+
N [Theorem 3.14].
We now construct a basis of each of these subspaces. According to Theorem 3.11,
KerA =
⊕n
ℓ=1KerA ∩ Tzℓ,sℓ, where {zℓ}
n
ℓ=1 are non-zero roots of the characteristic
equation detA(w,w−1) = 0, and {sℓ}nℓ=1 their multiplicities [see Eq. (27)]. Each of the
subspaces Tzℓ,sℓ is invariant under the action ofA, andA|Tzℓ,sℓ has representation Asℓ(zℓ)
in the canonical basis of Lemma 3.8. Therefore, a block-vector |u〉 =
[
|u1〉 . . . |usℓ〉
]T
,
{|uv〉 ∈ Cd}
sℓ
v=1, belonging to KerAsℓ(zℓ), represents the sequence
Ψℓs ≡
sℓ∑
v=1
Φzℓ,v|uv〉 ∈ KerA ∩ Tzℓ,sℓ
Its projection on CN ⊗ Cd, namely,
|ψℓs〉 ≡ P1,NΨℓs =
sℓ∑
v=1
|zℓ, v〉|uv〉 ∈ P1,NKerA, |zℓ, v〉 =
N∑
j=1
j(v−1)zj−v+1|j〉,
is a solution of the bulk equation. A basis B(ℓ)ext ≡ {|ψℓs〉} of P1,NKerA, corresponding
to root zℓ, may thus be inferred from a basis {|uℓs〉}
sℓ
s=1 of KerAsℓ(zℓ), where
|uℓs〉 =
[
|uℓs1〉 . . . |uℓssℓ〉
]T
, {|uℓsv〉 ∈ C
d}sℓv=1 ∀ℓ, s. (34)
A basis ofP1,NKerA is given by Bext ≡
⋃n
ℓ=1 B
(ℓ)
ext, with this basis being stored in the form
of vectors
{
|uℓs〉 | s = 1, . . . , sℓ; ℓ = 1, . . . , n}, with |Bext| = dimP1,NKerA =
∑n
ℓ=1 sℓ.
If the principal coefficients of A are not invertible, one needs to additionally obtain
bases of F−1 and F
+
N . According to Corollary 3.15, the kernel of F
−
1 (F
+
N ) coincides with
KerK− (KerK+). In the standard bases {|j〉}σj=1 and {|j}
σ−p
j=1−p of the subspaces V1,σ
and V1−p,σ−p, respectively, K− is a block-matrix of size dσ × dσ, with block-entries
[K−]jj′ =
{
aj−j′+p′ if j
′ ≤ j ≤ j′ + τ
0 otherwise
, 1 ≤ j, j′ ≤ σ.
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Algorithm 4.1: Kernel algorithm I: Solution of the bulk equation
Input: Matrix Laurent polynomial A(w,w−1) and N .
(i) Find all non-zero roots of detA(z, z−1) = 0. Let these be denoted by {zℓ}nℓ=1.
(ii) For each root, construct the matrix Asℓ(zℓ).
(iii) Find a basis {|uℓs〉}
sℓ
s=1 of the kernel of Asℓ(zℓ).
(iv) If the principal coefficients are not invertible, construct the matrices K− and
K+ with block-entries given in Eqs. (35)-(36).
(v) Compute bases {|u−s 〉}
s−
s=1 and {|u
+
s 〉}
s+
s=1 of KerK
− and KerK+ respectively.
Output: {zℓ}
n
ℓ=1,
{
{|uℓs〉}
sℓ
s=1
}n
ℓ=1
, {|u−s 〉}
s−
s=1, {|u
+
s 〉}
s+
s=1.
Every vector |u〉 =
[
|u1〉 . . . |uσ〉
]T
, with {|uj〉 ∈ Cd}σj=1, in KerK
− provides a
corresponding (finite-support) solution of the bulk equation, namely,
|ψ〉 =
σ∑
j=1
|j〉|uj〉 ∈ F
−
1 .
Accordingly, a basis B− ≡ {|ψ−s 〉}
s−
s=1 of F
−
1 may be stored as the basis {|u
−
s 〉}
s−
s=1 of
KerK−, where s− ≡ dim(KerK−) and
|u−s 〉 =
[
|u−s1〉 . . . |u
−
sσ〉
]T
, {|u−sj〉 ∈ C
d}σj=1 ∀s. (35)
Similarly, a basis of F+N can be obtained from a basis of K
+, with entries
[K+]jj′ =
{
aj−j′+q′ if j ≤ j′ ≤ j + τ
0 otherwise
, 1 ≤ j, j′ ≤ σ.
In this case, each |u〉 =
[
|u1〉 . . . |uσ〉
]T
, {|uj〉 ∈ Cd}σj=1, in KerK
+ represents the (finite-
support) solution of the bulk equation given by
|ψ〉 =
σ∑
j=1
|N − σ + j〉|uj〉 ∈ F
+
N .
Then a basis B+ ≡ {|ψ−s 〉}
s+
s=1 of F
+
N is stored as the basis {|u
+
s 〉}
s+
s=1 of KerK
+, where
s+ ≡ dim(KerK+) and
|u+s 〉 =
[
|u+s1〉 . . . |u
+
sσ〉
]T
, {|u+sj〉 ∈ C
d}σj=1 ∀s. (36)
If the principal coefficients of A are invertible, then both B− and B+ are empty. The
procedure is summarized in box 4.1.
II. Construction of the boundary matrix and solution of the boundary equation. The
union of the three bases, B ≡ Bext∪B−∪B+, provides a basis ofM1,N , the entire solution
space of the bulk equation. As long as the matrix Laurent polynomial A(w,w−1) is
regular, the number of basis vectors in B is dτ [Lemma 3.6]. Let {|ψs〉, s = 1, . . . , dτ}
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Algorithm 4.2: Kernel algorithm II: Solution of
the boundary equation
Input: A(w,w−1), W and output of Algorithm 4.1.
(i) Construct the boundary matrix B using the formula given in Eq. (37) for non-
symmetrical and Eq. (38) for symmetrical corner modifications, respectively.
(ii) Find a basis {αk}
nC
k=1 of the kernel of B.
Output: {αk}
nC
k=1 and output of Algorithm 4.1.
be the basis vectors in B, where each |ψs〉 is expressible as |ψs〉 =
∑N
j=1 |j〉|ψsj〉. We
next construct a matrix representation of the boundary map B ≡ P∂C
∣∣
M1,N
, using B as
the basis of M1,N . The entries of this matrix are then
[B]bs = 〈b|B|ψs〉 = 〈b|(AN +W )|ψs〉 =
min(q,N−b)∑
r=max(p,−b+1)
ar|ψs b+r〉+
N∑
j=1
[W ]b j |ψs j〉, (37)
where, as noted, s = 1, . . . , dτ and b takes the values given in Eq. (17). Note that if the
corner modification W is symmetrical, we may further observe that
[B]bs = 〈b|(AN +W )|ψs〉 = 〈b|AN |ψs〉+ 〈b|(P∂WQ∂)Q∂|ψs〉, ∀s.
The entries of B may then be computed more efficiently by using
〈b|(P∂WQ∂)Q∂ |ψs〉 =
(
−p∑
j=1
+
N∑
j=N−q+1
)
[W ]bj |ψsj〉, (38)
which makes it clear that the number of terms in each sum is independent of N .
The final step is to construct a basis of KerC from the boundary matrix. We
compute such a basis in the form {αk}
nC
k=1, where each basis vector is expressed as
αk =
[
α1 . . . αdτ
]T
, {αks ∈ C}
dτ
s=1.
The entries αks of each αk provide the coefficients of the bulk solutions |ψs〉 in the linear
combination, that forms a kernel vector of C. For instance, |ǫk〉 =
∑dτ
s=1 αks|ψs〉 is a
vector in KerC. Then {|ǫk〉}
nC
k=1 form a basis of KerC. The block-entries of each vector
|ǫk〉 can be easily calculated, since 〈j|ǫk〉 =
∑dτ
s=1 αks|ψsj〉, for all k, and |ψsj〉 are the
entries of |ψs〉, which are stored in a compact form as output of Algorithm 4.1. The
output of this part of the algorithm is the basis {|ǫk〉}
nC
k=1 of KerC, again in the compact
form of {αk}
nC
k=1, along with the output of the previous algorithm. The procedure is
summarized in box 4.2.
4.2. The multiplication algorithm
We will now describe an efficient algorithm for multiplying two corner-modified BBT
transformations Ci = AN,i +Wi, i = 1, 2, where each AN,i is a BBT transformation of
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Algorithm 4.3: Multiplication algorithm
Input: {Ai(w,w−1),Wi}2i=1.
(i) Compute coefficients of the matrix Laurent polynomial A(w,w−1) =
A1(w,w
−1)A2(w,w
−1).
(ii) Compute all entries of W using Eq. (39).
Output: A(w,w−1),W .
bandwidth (pi, qi), and Wi are the corresponding corner modifications. The input for
the algorithm are the associated matrix Laurent polynomials Ai(w,w
−1). Let C = C1C2
which, by Theorem3.18, is also a corner-modified BBT transformation. Our task is to
calculate efficiently the matrix Laurent polynomial A(w,w−1) associated to the BBT
matrix AN , and the entries of the corner-modification W , that satisfy C = AN +W .
Theorem3.18 implies that A(w,w−1) = A1(w,w
−1)A2(w,w
−1), the calculation of which
involves finding (p1 + p2, q1 + q2) matrix coefficients that are easily obtained from the
coefficients of Ai(w,w
−1), i = 1, 2. The remaining task is computation of the entries of
W . Corollary 3.19 leads to the expression
W = P∂(AN,1AN,2 −AN) + (AN,1P∂,2)(P∂,2W2) + (P∂,1W1)AN,2 + (P∂,1W1P∂,2)(P∂,2W2),
and thereby to the formula
[W ]bj =
min(N,b−p1)∑
j′=max(1,b−q1)
a1,b−j′a2,j′−j − ab−j +
min(N,b−p1)∑
j′=max(1,b−q1)
a1,b−j′[W2]j′j
+
min(N,q2+j)∑
j′=max(1,p2+j)
[W1]bj′a2,j′−j +
(
−p2∑
j′=1
+
N∑
j′=N−q2+1
)
[W1]bj′ .[W2]j′j . (39)
The algorithm outputs A(w,w−1), along with all the entries of W , which completely
describes the product transformation C. The procedure is summarized in box 4.3.
4.3. The eigensystem algorithm
Given a corner-modified BBT transformation C = AN +W , the goal is to obtain its
spectrum and a basis of the corresponding generalized eigenvectors. Again, we divide
this algorithm in two parts. Part I computes the spectrum of C and finds corresponding
eigenvectors. If the latter span CN ⊗ Cd, then there exist no generalized eigenvectors
of higher rank, and the problem is solved. If not, part II finds generalized eigenvectors
corresponding to all the eigenvalues, already obtained in the first step.
I. Eigenvalues and eigenvector determination. This is a particular instance of an
appropriate root-finding algorithm on C, where eigenvalues of C are the desired roots.
Conventionally, the eigenvalue problem of a linear operatorM is viewed as a root-finding
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Algorithm 4.4: Eigensystem algorithm I: Solution of
eigenvalue problem
Input: A(w,w−1),W .
(i) Find all values of ǫ for which A(w,w−1)− ǫ is singular.
(ii) If W is symmetrical, output all values in step (i) as eigenvalues. If not, then
compute det(C − ǫ) for each, and output those that have zero determinant.
(iii) For each eigenvalue found in step (ii), find and output a basis of Ker (C − ǫ).
(iv) Choose a seed value of ǫ different from any of the values found in step (i).
(v) Find B(ǫ) using the kernel algorithm, with A(w,w−1)− ǫ and W as inputs.
(vi) If detB(ǫ) = 0, then output ǫ as an eigenvalue. Output a basis of Ker (C − ǫ)
fromB(ǫ) as described in the kernel algorithm. This is a basis of the eigenspace
of C corresponding to eigenvalue ǫ.
(vii) Choose a new value of ǫ as dictated by the relevant root-finding algorithm.
Go back to step (v).
Output: All eigenvalues of C and bases of corresponding eigenspaces.
problem, since eigenvalues of M are roots of its characteristic equation, det(M − ǫ) = 0.
The algorithm we propose does not seek roots of the characteristic equation of C, but
instead of a function whose roots coincide with those of the characteristic equation.
This function is the determinant of the boundary matrix of the corner-modified BBT
transformation C−ǫ = (AN−ǫ)+W , whose kernel is the eigenspace of C corresponding
to eigenvalue ǫ. If B(ǫ) denotes the boundary matrix of C−ǫ, then the problem of finding
the spectrum of C is equivalent to that of finding roots of the equation detB(ǫ) = 0. The
kernel algorithm described in Sec. 4.1 can be implemented to compute B(ǫ) for each value
of ǫ. Whenever ǫ is an eigenvalue, the kernel algorithm also provides the corresponding
eigenvectors. Typically, detB(ǫ) is a continuous complex-valued function of ǫ, a feature
that can be leveraged in implementing an appropriate root-finding algorithm of choice.
The kernel of C−ǫ coincides with B(ǫ) provided that the associated matrix Laurent
polynomial is regular, which is the case generically. If there exist some values of ǫ for
which A(w,w−1)−ǫ is singular, then whether or not those are part of the spectrum may
be found by computing det(C − ǫ) directly‖. Remarkably, such a singular behavior can
occur only at a few isolated value of ǫ [26]. The procedure is summarized in box 4.4.
II. Generalized eigenvectors determination. In this case, the eigenvectors obtained
in part I do not span the entire space CN ⊗ Cd. For each eigenvalue ǫ, let (C − ǫ)κ =
A
(ǫ,κ)
N +Wǫ,κ define the relevant matrix Laurent polynomial A
(ǫ,κ)(w,w−1) and the corner-
‖ Note that if the corner-modification is symmetrical, then the boundary equation is trivially satisfied
by the bulk solutions localized sufficiently away from either boundary, implying that these values of ǫ
are always part of the spectrum in such cases.
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modification Wǫ,κ. Starting from κ = 2, we first compute A
(ǫ,κ)(w,w−1) and Wǫ,κ using
the multiplication algorithm. Next, we construct its boundary matrix B(ǫ, κ) using the
kernel algorithm. The dimension of Ker (C − ǫ)κ is the same as that of KerB(ǫ, κ).
If dim{KerB(ǫ, κ)} > dim{KerB(ǫ, κ − 1)}, then there exists at least one generalized
eigenvector of C of rank κ. In this case, we compute A(ǫ,κ+1)(w,w−1) and Wǫ,κ+1.
We repeat this process, until we find a value κmax for which dim{KerB(ǫ, κmax)} =
dim{KerB(ǫ, κmax + 1)}. This indicates that there are no generalized eigenvectors of
C of rank greater than κmax corresponding to eigenvalue ǫ. Then, from the boundary
matrix of (C − ǫ)κmax , we compute a basis of the generalized eigenspace corresponding
to ǫ. This process is repeated for every eigenvalue ǫ to obtain bases of the corresponding
eigenspaces. A basis of CN ⊗ Cd is obtained by combining all these bases.
In the non-generic case where A(w,w−1)−ǫ is singular for some eigenvalue ǫ, we can
still use the multiplication algorithm to find (C − ǫ)κ, but the corresponding kernel and
its dimension are found using some conventional algorithm. The algorithm summarized
box 4.5 is provably complete for those eigenvalues for which A(w,w−1)− ǫ is regular.
Algorithm 4.5: Eigensystem algorithm II: Solution of
generalized eigenvalue problem
Input: All eigenvalues and the dimensions of corresponding eigenspaces.
(i) Choose any of the eigenvalues, call it ǫ.
(ii) Set κ = 2.
(iii) Find A(ǫ,κ)(w,w−1) and Wǫ,κ using the multiplication algorithm.
(iv) Construct the corresponding boundary matrix B(ǫ, κ).
(v) If dimKerB(ǫ, κ) > dimKerB(ǫ, κ−1), then increment κ by one and go back
to step (iii). If not, set κmax = κ.
(vi) Find a basis of the kernel of (C−ǫ)κmax from the boundary matrix, as described
in the Kernel algorithm. Choose a new eigenvalue and go back to step (ii).
Output: Bases for all generalized eigenspaces of C.
4.4. Efficiency considerations
It is important to ensure that both the number of steps (time complexity) and the
memory space (space complexity) required by our eigensystem algorithm scale favorably
with the size N ≫ 1 of the corner-modified BBT matrix C = AN +W of interest.
The kernel algorithm. The first part of the kernel algorithm concerning the solution
of the bulk equation does not make any reference to the size of AN . Specifically, we
store the basis vectors in B+,B− and Bext in the form of vectors {|u+s 〉}
s+
s=1, {|u
−
s 〉}
s−
s=1
and {{|uℓ,s〉}
sℓ
s=1}
n
ℓ=1, respectively, along with the roots {zℓ, 1 ≤ ℓ ≤ n}. The same is
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true about the solution of the boundary equation, since the obtained basis of M1,N is
outputted in the form of vectors {|αk〉}
nC
k=1. Thus, it is the second step, involving the
construction of the boundary matrix, that determines the time and space complexity
of the algorithm. If W is not symmetrical, then computation of each entry of B
according to Eq. (37) involves a summation of N terms. Therefore, in the worst case,
the algorithm requires O(N) time steps for complete kernel determination. However,
in the important case where W is symmetrical, the summation is only over 2dτ terms,
which is independent of N . In these cases, the time-complexity is O(1). Note that the
storage units required by the algorithm scale as O(N) in the general case, because of the
entries of the corner modification that need to be stored. The auxiliary space required
is only O(1). For symmetrical corner modifications, the space required to store W is
O(1), which is also the space complexity of the kernel algorithm.
The multiplication algorithm. Calculation of the matrix coefficients of the product
matrix Laurent polynomial is a trivial task from the point of view of complexity. Also,
according to Eq. (39), computing each entry of the resulting corner modification involves
summations that do not grow with N . In the general case, the number of entries of the
corner modification scales linearly with N , therefore the time and space complexities of
multiplication algorithm are O(N). If the given transformations have both symmetrical
corner modifications, then the resulting corner modification is also symmetrical. In
these cases, the number of non-trivial entries of the resulting corner modification does
not scale up with N , implying that both time and space complexities are O(1).
5. Applications
5.1. An Ansatz for the eigenvectors of a corner-modified block-Toeplitz matrix
Based on the analysis in Sec. 3, we may formulate an exact eigenvalue-dependent Ansatz
for the eigenvectors of a given corner-modified BBT transformation. An Ansatz of
similar form, catering to some special circumstances, was introduced in [5].
Any eigenvector of a corner-modified BBT transformation J , corresponding to
eigenvalue ǫ, is a kernel vector of the transformation C ≡ J − ǫ, which is also a corner-
modified BBT transformation. Thanks to Eq. (16), any kernel vector of C satisfies its
bulk equation, that is, the kernel equation for PBC = PBAN = PBP1,NA|VN , where
we assume henceforth that L = 1, R = N . Further, if the principal coefficients of C
(that is, AN) are invertible, then by Lemma 3.5 the solution space M1,N of the bulk
equation for C is identical to P1,NKerA. Otherwise, by Theorem 3.14, the solution
space isM1,N = P1,NKerA⊕F
+
N ⊕F
−
1 . In any case, as long as the BBL transformation
A associated to C is regular, M1,N is dτ -dimensional and its basis may be obtained by
the union of the bases of the constituent subspaces. It follows that any kernel vector of
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P
P
P
P
P
P
P
P
P
P
G(w)
ap′, aq′
Invertible Non-invertible
Regular M1,N = P1,NKerA M1,N = P1,NKerA⊕ F
−
1 ⊕ F
+
N
Singular — M1,N ⊇ Span
(
P1,NKerA ∪ (F
−
1 ⊕ F
+
N )
)
Table 1: Structural characterization of the bulk solution space, depending on the invertibility
of the principal coefficients and regularity of the corresponding matrix polynomial.
C = J − ǫ may be expressed as a linear combination
|ǫ〉 =
n∑
ℓ=1
sℓ∑
s=1
αℓs|ψℓs〉+
s+∑
s=1
α+s |ψ
+
s 〉+
s−∑
s=1
α−s |ψ
−
s 〉 , (40)
where the complex coefficients αℓs, α
+
s , α
−
s ∈ C are parameters to be determined and
|ψℓs〉 =
sℓ∑
v=1
|zℓ, v〉|uℓsv〉 ∈ P1,NKerA ,
|ψ+s 〉 =
dτ∑
j=1
|N − dτ + j〉|u+sj〉 ∈ F
+
N ,
|ψ−s 〉 =
dτ∑
j=1
|j〉|u−sj〉 ∈ F
−
1 ,
for basis vectors described in Eqs. (34)-(36). An Ansatz for generalized eigenvectors of
rank κ > 1 can be obtained similarly, since Cκ = (J− ǫ)κ is also a corner modified BBT
matrix, as shown in Corollary 3.19.
Remark 5.1. Theorem 3.14 applies only to those cases where the matrix Laurent
polynomial under consideration is regular. Therefore, the Ansatz in Eq. (40) is provably
complete only for those corner-modified BBT matrices AN +W , where the associated
matrix Laurent polynomial A(w,w−1) − ǫ is regular for every ǫ, which is usually the
case. If A(w,w−1) − ǫ is singular for some ǫ, we know that P1,NKerA and F
−
1 ⊕ F
+
N
are subspaces of M1,N [Remark 3.16]. However, they need not span the entire M1,N .
Such cases are important but rare, and typically correspond to some exactly solvable
limits. In these cases, ǫ is a highly degenerate eigenvalue, with O(N) eigenvectors of
the form given in Theorem 3.10, that have finite support in the bulk. For example, in
free-fermionic Hamiltonians as considered in [5, 22], dispersionless (“flat”) energy bands
form for such eigenvalues. A summary of our results on the structural characterization
of the bulk solution space M1,N is given in Table 1.
If the principal coefficients of the associated matrix Laurent polynomial G(w) are
invertible, as considered in [5], both the second and third terms in the Ansatz of Eq. (40)
vanish. Irrespective of the invertibility of the principal coefficients, a simplification in
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the first term occurs if sℓ = dim KerA(zℓ, z
−1
ℓ ) for some ℓ, where sℓ is the algebraic
multiplicity zℓ as a root of detA(w,w
−1) (recall that sℓ = dimKerAsℓ(zℓ)). In these
cases, Lemma 3.11 implies that each of the |ψℓ,s〉 in Eq. (40) has the simple form
|ψℓ,s〉 = |zℓ, 1〉|uℓs1〉 ⇒
∣∣〈j|〈m|ψℓs〉∣∣ = ∣∣〈m|uℓs1〉zjℓ ∣∣ ∝ |zjℓ |,
with no contributions from terms |zℓ, v〉|uℓs1〉 with v > 1. We call vectors of the
above form exponential solutions, because their amplitude as a function of the lattice
coordinate varies exponentially with j, for any m = 1, . . . , d. If z lies on the unit circle,
these solutions correspond to plane waves, with amplitude that is independent of j.
The condition sℓ = dimKerA(zℓ, z
−1
ℓ ) is satisfied under generic situations by all
roots zℓ. In those special situations where sℓ > dimKerA(zℓ, z
−1
ℓ ) for some ℓ, one must
allow for the possibility of |ψℓ,s〉 in Eq. (40) to describe what we refer to as power-law
solutions, whose amplitude varies with j as∣∣〈j|〈m|ψℓs〉∣∣ = ∣∣ sℓ∑
v=1
〈m|uℓsv〉j
(v−1)zj−v+1ℓ
∣∣ ∝ |jsℓ−1zj−v+1ℓ |, ∀m.
The Ansatz presented in Ref. [5] excludes power-law solutions by assuming that sℓ =
dimKerA(zℓ, z
−1
ℓ ) for every root zℓ of detA(z, z
−1) = 0.
If the principal coefficients of the matrix Laurent polynomial A(w,w−1) are not
invertible, the contributions to the Ansatz in Eq. (40) that belong to F+N and F
−
1 are
finite-support solutions. This refers to the fact that, for all m, their amplitude∣∣〈j|〈m|ψ−s 〉∣∣ =
{ ∣∣〈m|u−sj〉∣∣ if 1 ≤ j ≤ dτ
0 if j > dτ
,
for j > dτ in the case of F−1 , and similarly for j < N−dτ in the case of F
+
N , respectively.
The support of these solutions clearly does not change with N .
5.2. The open-boundary Majorana chain revisited
The Majorana chain [23, 8] is the simplest tight-binding model of a (quasi) one-
dimensional p-wave topological superconductor. For open boundary conditions, and
in second-quantization, the many-body Hamiltonian for a chain of length N reads
ĤN = −
N∑
j=1
µ c†jcj −
N−1∑
j=1
(
t c†jcj+1 −∆ c
†
jc
†
j+1 + h.c.
)
,
where c†j(cj) are fermionic creation (annihilation) operators for the jth lattice site, and
the parameters µ, t,∆ ∈ R denote chemical potential, hopping and pairing strengths,
respectively. Since the many-body Hamiltonian is quadratic, it is well-known that it
suffices to diagonalize the corresponding single-particle Hamiltonian in Nambu space
[4]. Following the derivation in [5], the latter, HN ∈M2N , is found to be
HN = T ⊗ h1 + 1⊗ h0 + T
† ⊗ h†1 = P1,NH|VN ,
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with
H = h1T + h01+ h
†
1T
−1 and h0 = −
[
µ 0
0 −µ
]
, h1 = −
[
t −∆
∆ −t
]
.
When restricted to the Hilbert space, H is precisely the Hamiltonian of the infinite
Majorana chain. HN andH correspond, respectively, to a corner-modified BBT matrix
on CN⊗C2, with p = p′ = −1 and q = q′ = 1 and a symmetrical corner modification, and
the associated BBL transformation. The principal coefficients, a−1 = h1 and a1 = h
†
1,
are invertible (hence the associated matrix Laurent polynomial is regular) in the generic
regime |t| 6= |∆|, with arbitrary µ, which we considered in Ref. [5].
Here, we will diagonalize HN in the parameter regime t = ∆, for arbitrary values
of µ and t, corresponding to non-invertible principal coefficients. In particular, this will
include the special case where, additionally, the system is tuned at µ = 0, which is
referred to as the “sweet spot” in parameter space [8, 28]. Since HN is Hermitian, its
eigenvectors span the entire 2N -dimensional single-particle space CN⊗C2, thus there are
no generalized eigenvectors of rank greater than one. In the following, we implement the
kernel algorithm analytically with input HN − ǫ for an arbitrary real value of ǫ, leading
to a closed-form solution of the eigensystem of interest.
• Kernel determination for generic ǫ. The matrix Laurent polynomial H(z, z−1)− ǫ =
zh1 + h0 − ǫ+ z−1h
†
1 and N are provided as inputs to the Algorithm 4.1. In particular,
the evaluation of H(z, z−1) on the unit circle, z ≡ eik, k ∈ R, yields the Hamiltonian in
momentum space,
Hk ≡
[
−µ− 2t cos k i 2t sin k
−i 2t sin k µ+ 2t cos k
]
.
(i) The characteristic equation for H(z, z−1) is
(z + z−1)(2µt) + (µ2 + 4t2 − ǫ2) = 0.
This is indeed an analytic continuation of the standard dispersion relation, which
for t = ∆ simply reads ǫ = ±
√
µ2 + 4t2 + 4µt cos k. The above equation has two
non-zero roots, that we denote by {z1, z2}. For fixed values of µ, t and ǫ, these two
roots may be expressed analytically as z1 = ζ, z2 = ζ
−1, where
ζ±1 =
ǫ2 − µ2 − 4t2 ±
√
(µ2 + 4t2 − ǫ2)2 − 16µ2t2
4µt
.
(ii) In order to construct the matrices (H − ǫ)sℓ(zℓ) [recall Eqs. (23)-(24)], we need to
know the number of distinct roots and their multiplicities. The two roots coincide if
and only if ζ = ±1, which happens if ǫ assumes one of the following special values:
ǫ ∈ S ≡ {±(µ+ 2t),±(µ− 2t)}. (41)
In these cases, there is only one distinct root (1 or −1), with algebraic multiplicity
two. The implementation of the kernel algorithm for ǫ ∈ S will be shown separately.
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For ǫ 6∈ S, the two roots have multiplicity one each. Then, with z = ζ, ζ−1,
(H − ǫ)1(z) = H(z, z
−1)− ǫ =
[
−t(z + z−1)− (µ+ ǫ) t(z − z−1)
−t(z − z−1) t(z + z−1) + (µ− ǫ)
]
.
(iii) The kernel of (H − ǫ)1(z) is spanned by
|u(z)〉 =
[
t(z − z−1)
ǫ+ µ+ t(z + z−1)
]
, z = ζ, ζ−1.
Then, |u1,1〉 = |u(ζ)〉 and |u2,1〉 = |u(ζ−1)〉 span Ker (H − ǫ)1(ζ) and Ker (H −
ǫ)1(ζ
−1)], respectively. We have thus obtained the solutions of the bulk equation
arising from the infinite problem, which are spanned by {|ζ, 1〉|u1,1〉, |ζ−1, 1〉|u2,1〉},
in the notation of Eq. (40). These are extended, exponential solutions. In
particular, if |ζ | = 1, they correspond to plane waves. Note that these are not
the kernel vectors of HN − ǫ, since the boundary conditions are not yet imposed.
(iv) Since dτ = 2 · 2 = 4 and dimKer (H − ǫ) = 2, we have
K−ǫ =
[
h†1 h0 − ǫ
0 h†1
]
, K+ǫ =
[
h1 0
h0 − ǫ h1
]
. (42)
(v) For any ǫ 6∈ S, s− = s+ = 1, and the two one-dimensional kernels are spanned by
{|u−1 〉} and {|u
+
1 〉}, respectively, where
|u−1 〉 ≡
[
|−〉
0
]
, |u+1 〉 ≡
[
0
|+〉
]
,
and |+〉 ≡ |1〉+ |2〉, |−〉 ≡ |1〉 − |2〉, |1〉, |2〉 ∈ C2. Therefore, |1〉|−〉 and |N〉|+〉 are
the localized solutions of the bulk equation, one on each edge of the chain.
• Boundary equation. Now we will construct the boundary matrix, and determine the
kernel of HN − ǫ using Algorithm 4.2.
(i) From Eq. (38), the boundary matrix is found to be
B(ǫ) =

−µ− ǫ 0 2t2ζ + t(ǫ+ µ) 2t2ζ−1 + t(ǫ+ µ)
−µ + ǫ 0 −2t2ζ − t(ǫ+ µ) −2t2ζ−1 − t(ǫ+ µ)
0 −µ− ǫ ζN+1(−2t2ζ−1 − t(ǫ+ µ)) ζ−N−1(−2t2ζ − t(ǫ+ µ))
0 µ− ǫ ζN+1(−2t2ζ−1 − t(ǫ+ µ)) ζ−N−1(−2t2ζ − t(ǫ+ µ))
 .
(ii) The determinant of B(ǫ) is
detB(ǫ) = 4µ2t2
(
zN+1(2tz−1 + ǫ+ µ)2 − z−(N+1)(2tz + ǫ+ µ)2
)
.
Therefore, B(ǫ) has a non-trivial kernel if either of the conditions
2tζ + ǫ+ µ = ±ζ (N+1)(2tζ−1 + ǫ+ µ) (43)
is satisfied. When this happens, the kernel ofB(ǫ) is one-dimensional and is spanned
by |α〉 = [0 0 1 ∓ ζN+1]T. In turn, this implies that, when Eq. (43) is satisfied, the
kernel of HN − ǫ is spanned by the vector
|ǫ〉 = |ζ, 1〉|u1,1〉 ∓ ζ
N+1|ζ−1, 1〉|u2,1〉.
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• Solution for ǫ ∈ S. We illustrate the case ǫ = µ + 2t, as the analysis is similar for
the other values in Eq. (41). Compared to the previous case, the implementation of
Algorithm 4.1 differs only in the steps (ii)-(iii). Since ζ = ζ−1 = 1 has multiplicity two,
the only matrix to be constructed in step (ii) is [recall again Eqs. (23)-(24)]
(H − ǫ)2(1) =
[
H(1, 1)− ǫ H(1)(1, 1)
0 H(1, 1)− ǫ
]
= 2

−2t− µ 0 0 t
0 0 −t 0
0 0 −2t− µ 0
0 0 0 0
 .
The kernel of this matrix, computed in step (iii), is spanned by {|u1,1〉, |u1,2〉}, where
|u1,1〉 ≡
[
|2〉
0
]
, |u1,2〉 ≡
[
|1〉
(2 + µ/t)|2〉
]
, |1〉, |2〉 ∈ C2,
which correspond to the exponential solution |ψ1,1〉 = |1, 1〉|2〉 and the power-law
solution |ψ1,2〉 = |1, 1〉|1〉+(2+µ/t)|1, 2〉|2〉 of the bulk equation, in the notation of Eq.
(40). The boundary matrix computed in the first step of Algorithm 4.2 now reads
B = 2

−t− µ 0 t t
t 0 −t −t
0 −t− µ −t −(2N + 1)t− (N + 1)µ
0 −t −t −(2N + 1)t− (N − 1)µ
 ,
which has a non-trivial kernel only if the parameter µ, t satisfy
2Nt+ (N + 1)µ = 0.
Then, the corresponding kernel of HN − ǫ, or eigenspace of HN corresponding to
eigenvalue ǫ = µ+ 2t, is spanned by
|ǫ〉 = |ψ1,1〉 − |ψ1,2〉 = |1, 1〉(|2〉 − |1〉)− (2 + µ/t)|1, 2〉|2〉.
Note that, while as in the case of generic ǫ, the eigenvector has contributions only from
extended solutions, a power-law solution |ψ1,2〉 now enters explicitly. Similar conclusions
hold for other values of ǫ ∈ S.
• Majorana modes at the sweet spot, t = ∆, µ = 0. For µ = 0, H(z, z−1) − ǫ can
be verified to be singular for ǫ = ±2t, so that the kernel algorithm is inapplicable for
those values. However, it is regular for all other values of ǫ. We now diagonalize HN for
ǫ 6= ±2t using the kernel algorithm. Since the characteristic equation in this case has no
non-zero roots, there are no solutions with extended support. Therefore, we only need
to find the kernels of the matrices K−ǫ and K
+
ǫ , given by
K−ǫ =

h†1 h0 − ǫ h1 0
0 h†1 h0 − ǫ h1
0 0 h†1 h0 − ǫ
0 0 0 h†1
 , K+ǫ =

h1 0 0 0
h0 − ǫ h1 0 0
h†1 h0 − ǫ h1 0
0 h†1 h0 − ǫ h1
 .
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They are found to be spanned by {|u−1 〉, |u
−
2 〉} and {|u
+
1 〉, |u
+
2 〉}, respectively, where
|u−1 〉 ≡

|−〉
0
0
0
 , |u−2 〉 ≡

−ǫ|+〉
2t|−〉
0
0
 , |u+1 〉 ≡

0
0
0
|+〉
 , |u+2 〉 ≡

0
0
2t|+〉
−ǫ|−〉
 ,
corresponding to the emergent solutions
|ψ−1 〉 = |1〉|−〉, |ψ
−
2 〉 = −ǫ|1〉|+〉+ 2t|2〉|−〉,
|ψ+1 〉 = |N〉|+〉, |ψ
+
2 〉 = −ǫ|N〉|−〉+ 2t|N − 1〉|+〉.
In the first step of Algorithm 4.2, B(ǫ) is constructed using this as the basis, yielding
B(ǫ) =

−ǫ ǫ2 − 4t2 0 0
ǫ ǫ2 − 4t2 0 0
0 0 −ǫ ǫ2 − 4t2
0 0 −ǫ −ǫ2 − 4t2
 .
Since we assumed ǫ 6= ±2t, B(ǫ) has a non-trivial kernel only if ǫ = 0, in which case it
is spanned by {|α1〉, |α2〉}, where |α1〉 ≡ [1 0 0 0]T, |α2〉 ≡ [0 0 1 0]T. These represent
the basis vectors of the zero-energy eigenspace of HN , |ǫ1〉 = |1〉|−〉, and |ǫ2〉 = |N〉|+〉.
They correspond to Majorana excitations, that have zero energy eigenvalue, and are
perfectly localized only on the first or the last fermionic degrees of freedom in the chain.
While, as noted, the kernel algorithm is inapplicable, one may verify that the
remaining 2N − 2 eigenvectors of HN at the sweet spot belong to the eigenspace
corresponding to ǫ = ±2t. These eigenvectors, which arise from the countable kernel of
H according to Theorem 3.10, are also perfectly localized, but in the bulk.
6. Summary and Outlook
Corner-modified BBT matrices describe a very large class of tractable yet realistic
boundary value problems of physics and engineering, from tight-binding models of
fermions and bosons to linear discrete-time dynamical systems. In this paper, we have
characterized the spectral properties of corner-modified matrices by purely algebraic
methods, and have provided algorithms for exactly solving the eigensystem problem
of large and regular matrices in this class. The regularity condition need not be a
serious restriction in practice. In the language of condensed-matter physics, it means
that the single-particle Hamiltonian (the corner-modified BBT in question) displays no
dispersionless energy bands. Nonetheless, with minor modifications, our algorithms do
apply to singular BBT matrices as input, except, the output will be correct but not
necessarily complete: some eigenvalues and/or generalized eigenvectors may be missed.
Remarkably, our approach allows for all banded Toeplitz matrices, block or non-block, to
be treated on an equal footing, without requiring the underlying matrix to be Hermitian
nor excluding the strictly upper or lower triangular ones.
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Our analysis of the eigensystem problem for corner-modified BBT matrices is
unusual for its reliance on symmetry. Our starting point is to rewrite the eigenvalue
equation as a system of two equations, the bulk and boundary equations, that we solve
in succession. There are two types of solutions of the bulk equation. One type of solution
can be computed by reference to an auxiliary BBL matrix. The resulting doubly-
infinite matrices are translation-invariant, and so the associated eigensystem problem
can be solved by a symmetry analysis. The latter, however, is highly unconventional
from a quantum-mechanical perspective, because the representation of the translation
symmetry is not unitary. As a consequence, the extended solutions of the bulk equation
obtained via a BBL matrix can display three (and only three) possible behaviors:
oscillatory, exponential decay, or exponential decay with a power-law correction. In
addition, there may exist emergent solutions of the bulk equation with finite support,
localized near in the top and bottom entries of the eigenvector. Their relationship to
translation symmetry is also striking, although less direct: they belong to the generalized
kernel of a truncated translation symmetry. Finally, the boundary equation takes the
solutions of the bulk equation as input, in order to select linear combinations that are
the actual (possibly generalized) eigenvectors of the corner-modified BBT matrix of
interest. While we have presented some exact results for the boundary equation as well,
the latter need not be associated to a structured matrix and so a closed-form solution is
not available in general. Notwithstanding, from a numerical efficiency standpoint, the
key observation is that the complexity of solving the bulk equation, and also that of
solving the boundary equation in the practically important case of symmetrical corner
modifications, is independent of the size of the input matrix under consideration.
In hindsight, one of our contributions can be interpreted, in physical parlance, as a
generalization of the well-known Bloch’s theorem for single-particle eigenfunctions to a
class of boundary conditions not restricted to the standard periodic case, with Eq. (40)
providing a “generalized Bloch Ansatz” [22]. Interestingly, at least for the Hermitian
case, the situation is reminiscent in many ways to the technique known as algebraic
Bethe Ansatz, in the sense that one may solve for the eigensystem by finding the roots
of associated polynomial equations, as opposed to the usual Bethe equations [15].
A number of promising directions for future research are prompted by our present
investigation. From the point of view of applied mathematics, it would be interesting
to extend our approach to multilevel corner-modified BBT matrices: roughly speaking,
these may be associated to sums of tensor products of our corner-modified BBT matrices;
or, physically, to tight-binding models that cannot be reduced to one dimension. While
much of our formalism goes through in higher dimensions, one conspicuous obstruction
stems from the fact that there is no known equivalent of the Smith factorization for
multivariate matrix Laurent polynomials [29], to the best of our knowledge. From the
point of view of condensed-matter physics, this work was prompted by the quest for
exactly characterizing localized boundary modes and, more broadly, the role played
by boundary conditions toward establishing a bulk/boundary correspondence. On the
one hand, this naturally prompts for the present mathematical tools to be applied to
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more general physical scenarios than equilibrium Hamiltonian systems as considered so
far [5, 22] – including spectral properties of non-equilibrium, coherently or dissipatively
driven fermionic matter, described by appropriate quadratic Floquet Hamiltonians [30]
or Lindblad master equations [6, 31]. On the other hand, it is intriguing, as noted,
that our analysis brings to the fore translation symmetry, albeit in a non-unitary guise.
Perhaps this is the starting point for formulating a symmetry principle behind the
bulk/boundary correspondence. But, what would be place of such a symmetry principle
in the light of the topological classification of free fermions?
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7. Appendix: Infinite banded block-Toeplitz transformations
In this appendix we will solve a physically motivated problem associated to linear
transformations of V1,∞ ≡ P1,∞VSd of the form A = P1,∞A|V1,∞. The task is to compute
the square-summable sequences in KerA, or some closely related corner-modified version
of A. We will make this problem precise after some preliminaries.
Elements of V1,∞ can be seen as half-infinite sequences. We will use the letter
Υ ∈ V1,∞ to denote one such sequence, and write Υ ≡ {|υj〉}j∈N. If A has bandwidth
(p, q), with p ≤ q, then A is induced by the “infinite-downwards” square array
A =

a0 . . . aq 0
. . .
...
. . .
. . .
. . .
. . .
ap
. . . a0
. . . aq
. . .
. . .
. . .
. . .
. . .
ap
. . .
. . .
0
. . .
. . .
. . .

.
We will call A an infinite BBT matrix, or IBBT for short. The transformation induced
by A is a IBBT transformation.
Definition 7.1. Let p′ ≡ min(p, 0) and q′ ≡ max(0, q) for integers p ≤ q. The projector
PBΥ ≡ {|υ
′
j〉}j∈N, |υ
′
j〉 =
{
0 if j = 1, . . . ,−p′
|υj〉 if −p′ < j
,
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is the right bulk projector for bandwidth (p, q). The projector
QBΥ ≡ {|υ
′
j〉}j∈N, |υ
′
j〉 =
{
0 if j = 1, . . . , q′
|υj〉 if q′ < j
,
is the left bulk projector. The corresponding left and right boundary projectors are
P∂ ≡ 1− PB and Q∂ ≡ 1−Q∂, respectively.
With this definition, it follows that if p′ = 0 (q′ = 0), then PB = 1 (QB = 1).
Definition 7.2. A linear transformation C of V1,∞ is a corner-modified IBBT
transformation if there exists an IBBT transformation A = P1,∞A|V1,∞, necessarily
unique, such that PBC = PBA. C is symmetrical if, in addition, CQB = AQB.
Lemma 7.3. If the principal coefficient ap′ of A is invertible, then KerPBA =
P1,∞KerA. Otherwise, P1,∞KerA ⊂ KerPBA.
Proof. See the proof of Thm. 3.5. In contrast to the situation for AN , the principal
coefficient aq′ plays no role here. As noted, if p
′ = 0, then PB = 1.
From here onwards, we denote the solution space of the bulk equation by M ≡
KerPBA. Since A is now a linear transformation of an infinite-dimensional vector space,
M may also, in principle, be infinite-dimensional if a′p is not invertible. We show next
that it is finite-dimensional, although there is no guarantee that dimRangeP∂ matches
dimM. The proof of Theorem 3.6 breaks down for IBBT transformations, and so one
may expect the boundary matrix to be rectangular in general.
Recall, from Thm. 3.12, that if A is regular, then M = F−1 ⊕ P1,∞KerA , where
F−1 ∈ V1,σ for any N > τ + 2σ. If the principal coefficient ap′ of A is invertible, then
F−1 = {0}. The subspace
H ≡
{
{|υj〉}j∈N |
∞∑
j=1
〈υj|υj〉 <∞
}
⊂ V1,∞
is the Hilbert space of square-summable sequences. We will denote square-summable
sequences as |Υ〉 ∈ H, so that 〈Υ1|Υ2〉 =
∑
j∈N〈υ1,j|υ2,j〉 < ∞. Our final task in this
appendix is to compute a basis of KerC ∩ H for an arbitrary corner modified IBBT
transformation. Physically, these states correspond to normalizable, bound states.
Lemma 7.4. Let z ∈ C, z 6= 0, and s ∈ N. If |z| < 1, then P1,∞Tz,s ⊂ H.
Proof. Let P1,∞Φz,v|m〉 ≡ {j(v−1)zj |m〉}j∈N = {|φj〉}j∈N. The l2-norm of this sequence
would be given by
∑
j∈N〈φj|φj〉 =
∑
j∈N(j
(v−1))2|z|2j , if convergent. The limit
lim
j→∞
∣∣∣∣((j + 1)(v−1))2|z|2(j+1)(j(v−1))2|z|2j
∣∣∣∣ = |z|2
and so, by the ratio test, the series converges if |z| < 1 and diverges |z| > 1. It is
immediate to check that it also diverges if |z| = 1, in which case the series is attempting
to sum a non-decreasing sequence of strictly positive numbers.
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Theorem 7.5. If A is regular, the space of the square-summable solutions of the bulk
equation is given by
M∩H = F−1 ⊕ P1,∞
⊕
|zℓ|<1
KerA ∩ Tzℓ,sℓ.
Proof. The sequences in F−1 have finite support, and so they are square-summable.
Then, F−1 ⊂ H implies that M∩H = F
−
1 ⊕
(
P1,∞KerA ∩H
)
. For every Ψ ∈ KerA,
P1,∞Ψ =
n∑
ℓ=1
sℓ∑
v=1
d∑
m=1
αℓ,v,mP1,∞Φzℓ,v|m〉 ≡ {|ψj〉}j∈N,
so that |ψj〉 =
∑d
m=1 |m〉
∑n
ℓ=1 yℓ,m(j)z
j
ℓ , with yℓ,m(j) =
∑sℓ
v=1 αℓ,v,mj
(v−1) polynomials
in j of degree at most sℓ. The sequence P1,∞Ψ cannot be square-summable unless
limj→∞〈ψj |ψj〉 = 0, which in turn implies limj→∞ |ψj〉 = 0. Hence, for any m = 1, . . . , d,
lim
j→∞
〈m|ψj〉 = 0 =⇒ lim
j→∞
n∑
ℓ=1
yℓ,m(j)z
j
ℓ = 0.
The necessary condition for square-summability can be met if and only if αℓ,s,m = 0
whenever |zℓ| ≥ 1, for all s,m.
Based on the above characterization of the solution space M, the Ansatz for the
kernel vectors of C in the space of square summable sequences may be written by
suitably truncating the general Ansatz presented in Eq. (40).
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