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Pre-solar meteoritic nanodiamond grains carry an array of isotropically anomalous noble gas iso-
topes and provide information on the history of nucleosynthesis, galactic mixing and the formation
of the solar system. In this paper, we develop a molecular dynamics approach to predict thermal
release distribution of implanted noble gases (He and Xe) in nanodiamonds. Our simulations show
that low-energy ion-implantation is a viable way for the incorporation of noble gases into nanodia-
monds. Accordingly, we provide atomistic details of the unimodal temperature release distribution
for helium and a bimodal behavior for xenon. Intriguingly, our model shows that the thermal re-
lease process of noble gases is highly sensitive to the impact and annealing parameters as well as to
crystallographic orientation. In addition, the model elegantly explains the unimodal and bimodal
behaviour via the interstitial and substutional types of defects formed. In particularly, our approach
explains the origin of the famous Xe-P3 and Xe-HL peaks, and shows that P3 component in me-
teoritic literature releases not only at the low-temperature but also at the high-temperature along
with HL component. This means that an isotopically anomalous HL component must be the sum
of high temperature part of P3 component and a pure-HL component.
I. INTRODUCTION
Nanodiamonds are common grains in primitive chon-
dritic meteorites [1], with abundances as high as
1500 ppm [2–5]. Trace quantities of xenon and other
noble gases found within the nanodiamonds (NDs) have
isotopic distributions significantly different to terrestrial
abundances, providing strong evidence that the NDs, and
hence the meteorites, are pre-solar. To quantify the no-
ble gas composition, the NDs are chemically separated
from the host meteorite, pyrolyzed to release the gases
and then analyzed with a mass spectrometer. Typically,
one in every million NDs will contain a xenon atom, and
one in ten will contain a helium [6]. Stepped pyroly-
sis reveals that light elements (helium and neon) have
a temperature-release distribution comprising a single
broad peak, while for heavy elements (argon, krypton
and xenon) the thermal-release distribution is bimodal.
The bimodal character of the thermal-release during
stepped pyrolysis has commonly been attributed to the
presence of different components of xenon. The low-
temperature peak around 500◦C has an isotopic distri-
bution close to terrestrial abundances and is referred to
as P3, while the high-temperature peak around 1420◦C
is isotopically anomalous [3, 7] and known as HL due
to an excess of Heavy and Light isotopes. The other
heavy noble gases (i.e. argon and krypton) also exhibit
bimodal behaviour, with the same release temperatures
and isotopic anomalies. These isotopic anomalies have
been extensively studied, since pre-solar material pro-
vides information on the history of nucleosynthesis and
galactic mixing. For xenon, an excess of heavy and light
isotopes is consistent with r- and p-processes in super-
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nova nucleosynthesis [8–10].
Understanding the origin and meaning of the P3 and
HL components has proved challenging due to difficulties
in identifying the specific processes responsible for (a) in-
corporation of the noble gas, and (b) gas release during
pyrolysis. While one possibility is that the noble gases
were trapped during growth of the NDs, the most popu-
lar explanation for incorporation is an implantation-type
process where noble gases are driven into pre-existing
NDs [2, 11–13]. The strongest support for the latter hy-
pothesis comes from Koscheev et al. [14] who implanted
a low energy (∼700 eV) noble gas ions into synthetic
NDs. Pyrolysis measurements observed a single broad
temperature distribution for He and Ne, and a bimodal
distribution for Ar, Kr and Xe, corresponding closely to
those found for meteoritic NDs [3, 7]. Even though the
implantations involved gases with terrestrial abundances,
a bimodal temperature-release distribution was found.
Similar studies by Verchovsky et al. [15] also found a
bimodal distribution. This suggests that the P3 and HL
components were probably implanted via different events
at different stages in the history of the ND grains.
In this work, we use the Molecular Dynamics (MD)
approach and apply it to the question of the single and
bimodal temperature-release of noble gases. To the best
of our knowledge, atomistic simulation methods have
not previously been applied to this problem. We simu-
late the implantation and pyrolysis processes for helium
and xenon, and find excellent agreement with experimen-
tal data collected from meteorites. We reproduce the
single release peak for helium and bimodal release for
xenon. The simulations explain how the mass, implan-
tation depth and crystallographic location of the noble
gases gives rise to the experimental observations, and for
the first time provide an atomistic explanation of the re-
lease mechanism.
Our paper is structured as follows. In the Methodology
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2we introduce our MD approach, which includes an Ar-
rhenius framework to map the simulation temperatures
onto their experimental equivalent. Our first of results
are qualitative, using visualization and movies of the im-
plantation and thermal-release processes to highlight the
differences between helium and xenon. The second set
of results involves robust statistical analysis of a large
number of simulations spanning many implantation en-
ergies, implantation directions and annealing tempera-
tures. The final section uses the Arrhenius approach to
make direct comparison between meteoritic data and the
simulations.
II. METHODOLOGY
A. Simulation methods
The Molecular Dynamics simulations are performed
using the Environment Dependent Interaction Potential
(EDIP) [16] for carbon–carbon interactions in combina-
tion with the standard Ziegler-Biersack-Littmark (ZBL)
potential [17] to describe close approaches. EDIP has
proved itself to be highly transferable [18, 19] and has
previously been successful in simulations of many dif-
ferent forms of carbon such as diamond [20–23], car-
bon onions [24], amorphous carbon [25], glassy carbon
[26, 27], nanotubes [28], peapods [29] and carbide-derived
carbons [30, 31]. To describe helium–carbon and xenon–
carbon interactions, we use a Lennard-Jones (LJ) poten-
tial coupled with the ZBL potential, with interpolation
between the two interactions controlled using Fermi-type
switching functions as described in Buchan et al. [22] and
Christie et al. [32]. This combination of the LJ and ZBL
potentials is identical to our recent article [33] where we
studied the modification of NDs by xenon implantation.
Full details are provided in the Supplementary Material.
We perform our simulations using an in-house MD
package. All calculations are carried out in an NVE en-
semble (meaning number of particles (N), volume (V) and
energy (E) are conserved quantities), using Verlet inte-
gration and a variable timestep [34]. Periodic boundary
conditions are not employed. All simulations use a 4999-
atom ND with a diameter of 3.9 nm; this size is similar
to synthetic and meteoritic NDs [3, 7, 14]. As shown in
Fig. 1, the ND has a truncated octahedral form which is
the stable geometry for dehydrogenated NDs [35]. The
{100} faces of the ND are reconstructed in a 2×1 man-
ner to eliminate dangling bonds. The coordinates of the
ND were generated using a methodology described in our
recent article studying xenon implantation [33]. The key
idea is to cut the ND out of an infinite crystal using clip-
ping planes in the 〈100〉 and 〈111〉 directions. Using the
notation of Fogg et al. [33], the ND used in this work
was generated with d100=20 A˚ and d111=17 A˚. Prior to
implantation, the ND is equilibrated at 300 K.
Implantation simulations are 1 ps in length, sufficient
to model the ballistic phase of ion implantation into the
FIG. 1. Two views of the 3.9 nm diameter ND used in this
work. (a) Perspective view showing the truncated octahedral
geometry. Carbon atoms are shown in red and the white lines
highlight the {100} and {111} faces. (b) Cross-sectional view
(1 nm slice) using color coding to indicate the hybridization:
sp2 and sp3 atoms are shown as green and blue circles, re-
spectively. Note that the {100} faces are reconstructed in a
2×1 manner to eliminate dangling bonds.
ND. To generate a wide variety of implantation condi-
tions, the initial position and direction of the implanted
species (either helium or xenon) was systematically var-
ied. Following our previous studies [22, 32, 33, 36], the
initial position is taken from a 25-point solution to the
Thomson problem [37] which distributes coordinates uni-
formly on a sphere. Some implantations are performed
directly towards the centre of the ND, while others are di-
rected slightly (up to 10 A˚) away from the centre-of-mass.
After the system equilibrates, the implantation depth is
computed relative to the nearest crystallographic face,
{100} or {111}. For the helium implantations the mass
was 4 amu, while the xenon implantations use a mass
of 133 amu, the same as in [33, 36] and slightly higher
than the average isotopic value of 131.3 amu. Additional
xenon simulations use masses of 124 and 136 amu, cor-
responding to the lightest and heaviest stable isotopes.
Annealing simulations extending up to 1 ns are per-
formed to study the thermal release process. Coordi-
nation analysis is performed by counting the number of
nearest neighbours within a cutoff of 1.85 A˚. For the pur-
poses of analysis and visualization, atoms are considered
to be sp, sp2 and sp3 hybridized if they have two, three
and four neighbours, respectively. Visualization is per-
formed using the OVITO package [38].
B. Mapping to experimental temperatures
Generally speaking, the timescale of MD simulations
are on the order of nanoseconds, around 13 orders shorter
than the experimental annealing time. This enormous
difference complicates comparison between simulations
and experiments, as thermally activated events will be
suppressed in the simulations due to vastly shorter time.
Many different solutions to the MD timescale problem
have been proposed [39–41], but here we employ a sim-
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FIG. 2. Cross-sectional snapshots (1 nm slices) of pristine ND after annealing for 1 ns at various temperatures. Panel (f)
shows that at 3500 K the experimentally observed result, namely a carbon onion, is obtained. Red, green and blue circles
denote sp, sp2 and sp3 hybridization, respectively. Full discussion of the onionization process is provided in the Supplementary
Material.
ple temperature-acceleration approach that we have used
successfully on other carbon systems [30]. The first step
is to assume Arrhenius behavior and a single activation
energy, which corresponds to the relation
f = A exp(−Ea/kBT ) (1)
where f is the frequency of events, A is the attempt fre-
quency, T is the temperature, kB is Boltzmann’s constant
and Ea is the activation energy. The correspondence be-
tween the experimental and simulation temperature is
determined by equating the time-frequency product (i.e.
fexpt× texpt = fsim× tsim) to ensure that for the same ac-
tivation energy the same number of events occur in both
simulation and experiment. This yields the following ex-
pression
Tsim = −Ea
kB
×
[
log
(
texpt
tsim
)
− Ea
kBTexpt
]−1
(2)
This equation links the experimental temperature and
time (Texpt and texpt) with those of the simulation (Tsim
and tsim) with the only parameter being the activation
energy. To determine Ea, we make use of experimental
data on graphitization of NDs, where it is known that
∼1500◦C is required to convert NDs into a carbon onion
[42–46]. To identify the correponding temperature on
the MD timescale we performed a set of 1 ns simula-
tions at different annealing temperatures and found that
onionization of the ND occurs at around 3500 K (see
Fig. 2). Using these two temperatures and suitable times
(tsim=10
−9 s and texpt=3600 s [42–46]), we obtain via
Eq. 2 a value of Ea=9 eV. Having determined the activa-
tion energy, we can employ Eq. 2 to map any simulation
temperature to its experimental equivalent using the re-
lation shown in Fig. 3. For example, the pink lines in the
figure show that a simulation temperature of 4500 K is
equivalent to an experimental temperature of ∼1730◦C,
and a simulation at 2000 K is equivalent to an experi-
ment at ∼1000◦C. The latter also serves as a convenient
dividing line between the P3 and HL peaks for xenon
[3, 7]. To provide a sense of scale, Fig. 3 also shows cal-
ibration curves for two other activation energies. Note
that due to the logarithm term in Eq. 2 the value of Ea
has minimal sensitivity to the choice of texpt. This point
is discussed in detail in de Tomas et al. [30]. Finally,
we note that throughout this manuscript we adopt the
convention that experimental temperatures are given in
Celsius and simulation temperatures are in Kelvin. This
helps conceptually separate the two quantities which oth-
erwise might be confused with one another.
III. RESULTS AND DISCUSSION
A. Individual implantation and thermal release
events
Representative examples of the implantation and ther-
mal release processes for helium and xenon are shown in
Fig. 4. Panels (a) and (c) show that the implantation
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FIG. 3. Calibration curve between simulation and experi-
mental temperatures via the Arrhenius approach. The orange
dashed line indicates data for the onionization of a ND used
to determine the value of Ea=9 eV. The pink lines indicate
two examples of the mapping process as described in the text.
processes for helium and xenon differ substantially, with
the higher mass and size of the xenon having a large
effect. For helium, only a relatively modest of energy
(∼100 eV) is needed to implant the atom into the centre
of the ND, and the helium undergoes multiple deviations
along the implantation trajectory (pink line) since the
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FIG. 4. Typical implantation (l ft panels) and thermal re-
lease (right panels) processes involving helium [panels (a) and
(b)] and xenon [panels (c) and (d)]. The pink lines indicate
the helium and xenon trajectories, and the helium and xenon
are shown as an orange circles. The color codings nd cross-
sectional slice details are the same as Fig. 2.
carbon atoms are three times heavier. In contrast, the
implanting xenon simply slows down, and it is the carbon
atoms which move. Around ∼800 eV of kinetic energy is
needed to implant into the central region, similar to the
value of circa 700 eV used by Koscheev et al. [14] in their
experiments.
Once the implanted ND system has equilibrated, the
entire cluster is heated to to find the temperature at
which the noble gas atom escapes. Examples of this pro-
cess are shown in panels (b) and (d). For both species,
thermal release occurs at relatively high simulation tem-
peratures; 3000 K for helium and 3500 K for xenon. As
seen in Fig. 2, these temperatures are sufficient to trans-
form portions of the ND into a onion-like structure. Due
to its small size, the helium is able to escape before the
ND has completely onionized. The complexity of the
process can be appreciated in Supplementary Movie S1
which shows how the helium travels along multiple 〈110〉
channels, and traverses a substantial fraction of the nan-
odiamond before escaping. In the case of xenon, the ND
is fully transformed into a carbon onion and the release
process is more difficult as the xenon must pass through
the graphitic shells. The pink trajectory in panel (d)
shows that the release process involves two local minima
in which the xenon jiggles back-and-forth many times be-
fore escaping. An animation sequence of this process is
provided in Supplementary Movie S2.
To determine the temperature at which helium and
xenon are released we perform 1 ns annealing simula-
tions at many different temperatures and monitor the
distance between the noble gas species and the center of
the mass of the system. An example of our methodol-
ogy is provided in Figure 5 which shows this quantity
(rc.m.) for xenon as a function of time for three differ-
ent annealing temperatures, using the implanted ND in
Fig. 4(c) as the starting structure. At 3000 K (blue line)
the xenon remains the same distance from the center of
 8
 12
 16
 20
 24
 28
 0  200  400  600  800  1000
3500 K
3250 K
3000 K
r c.
m
. (
Å)
Annealing Time (ps)
FIG. 5. Distance between xenon and the center of mass of
the ND as a function of annealing time for three different
annealing temperatures. The structure in Fig. 4(c) is the
starting point for all three simulations.
5mass. This occurs because the xenon becomes trapped
at the interface between the ND core and onionized outer
layers (see Fig. 2(e)). At 3250 K (violet line) the xenon
moves towards the surface of the ND during the first
∼170 ps of annealing, but afterwards it is trapped be-
tween the graphitic shells. Note that at around 30 and
160 ps, there are two significant surges in rc.m. where
the xenon atom passes through the graphitic shells. At
3500 K (pink line), the xenon is initially trapped between
graphitic shells, but after moving between them, finally
exits through a gap in the outer shell at 432 ps, producing
a sharp jump in rc.m..
B. Statistical analysis
To collect a statistically significant data set a large
number of implantation and thermal release simulations
need to be performed. The first step is to perform simu-
lations that implant helium and xenon into a wide variety
of configurations within the ND. For each species a to-
tal of 1875 implantations were performed; 25 different
energies, each with 75 different initial conditions (i.e. di-
rections and/or impact parameters). A summary of the
resultant implantation depth and incorporation proba-
bility is shown in Fig. 6. Panels (a) and (b) show the
implantation depth of helium and xenon as a function of
implantation energy, where each dot indicates an implan-
tation event whereby the noble gas species remains with
the ND. Impacts where the helium or xenon leave the ND
are not shown. The fewest dots occur for high helium
implantation energies (where helium passes through the
ND) and low xenon implantation energies (where xenon
is reflected). The distribution of depths differs consider-
ably between the two species. For helium, the implanta-
tion depth spans the maximum possible range, extend-
ing from the surface to the centre of the ND, and the
implantation depth is uncorrelated with energy. In con-
trast, low energies result in only shallow implantation of
xenon, while nearly 600 eV is required to span the full
range of depths. High xenon implantation energies still
produce a large number of shallow implantation depths,
which is perhaps due to the small size of the ND.
Figure 6(c) quantifies the incorporation probability of
helium and xenon as a function of implantation energy.
The probabilities for the two species are strikingly dif-
ferent, and are driven by the mass difference relative to
carbon. This data shows that low energies are optimal
for helium implantation, while efficient xenon implanta-
tion requires many hundreds of eV. Noting that helium is
the most abundant noble gas in meteoritic NDs [6], this
data imposes constraints on the astrophysical conditions
for helium incorporation via implantation. In the case
of xenon, the simulation data confirms the experimental
observations of Koscheev et al. [14] that circa 700 eV is
a suitable energy for implanting xenon into NDs.
The second step in performing the statistical analysis
uses the coordinates associated with each dot in Fig. 6
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FIG. 6. Implantation depth of (a) 4He and (b) 133Xe as a
function of implantation energy. Panel (c) shows the incorpo-
ration probability of implanted helium (red) and xenon (blue)
as a function of implantation energy. The solid lines in (c) are
exponential fits to guide the eye, and have decay constants of
0.22 and 0.16 eV for helium and xenon, respectively.
as the starting structure of thousands of thermal release
simulations. All simulations run for 1 ns, except for when
rc.m. indicate that release has occurred; in such cases
the simulation is terminated. If thermal release does not
occur, the simulation is rerun at a higher temperature.
Typically, the temperature increment between successive
simulations is 100–250 K. The raw simulation data show-
ing the relationship between the release temperature of
the noble gas and the implantation depth is shown in
Fig. 7. The dots and error bars indicate the precision,
meaning that if a noble gas atom releases at a temper-
ature T2 but not at a lower temperature T1, then the
dot denotes (T1 + T2)/2 and the error bar indicates the
range [T1 : T2]. Panel (b) shows that the xenon release
temperatures cluster into two groups and correlate with
the depth of the implanted atom. The average temper-
ature for these two clusters are indicated by the green
lines, with a dividing line of 2000 K used to separate the
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FIG. 7. Thermal release data of (a) 4He and (b) 133Xe as a
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(Tmean) are shown by horizontal green lines and error bars
indicate the degree of uncertainty; the precise meanings are
explained in the text.
groups. Varying this number by several hundred Kelvin
makes little difference to the averages. For helium, no
clustering occurs, and the release temperature gradually
increases with implantation depth. In this case the green
line indicates the average temperature for the full data
set.
C. Comparison with experiment
Figure 7(a) shows that a minimum of 1300 K is re-
quired to release helium and by 4000 K all helium is re-
leased. In contrast, the xenon data in panel (b) spans a
broader range, with a minimum release temperature of
only 400 K and a maximum of nearly 4500 K, at which
point the ND is effectively destroyed (see Fig. 2h). The
observation of two temperature clusters for xenon and
a single broad distribution for helium is in good qual-
itative agreement with the meteoritic ND observations.
To map the simulation temperatures onto their exper-
imental equivalents, we employ the Arrhenius approach
explained in the Methodology, using an activation energy
of Ea=9 eV. By histogram binning the simulation data
in Fig. 7 and applying the transformation in Eq. 2 we
obtain a data set shown as thick blue lines in Fig. 8. On
the same scale we show experimental data for the Orgueil
meteorite extracted from Huss et al. [3, 7]. The agree-
ment is remarkable, with the simulations reproducing all
of the main meteoritic ND characteristics, including (i)
the unimodal vs bimodal character, (ii) the position of
the peaks, (iii) the widths of the distributions, and (iv)
the maximum and minimum release temperatures. This
is the first time that MD simulation has predicted these
important effects.
The high level of experimental detail reproduced by
the simulations provides post-hoc justification for the Ar-
rhenius approach, confirming that the presumption of a
dominant activation energy is reasonable for this class
of problem. All of the predicted temperatures are cor-
rectly positioned relative to their experimental equiva-
lents; this includes the onset of helium and xenon release,
the position of the release peaks, and even the upper
limit at ∼1800◦C, which corresponds to destruction of
the ND and the release of any remaining gases. Regard-
ing Fig. 8(b), it is important to note that the simulations
cannot predict the relative height of the peaks in the bi-
modal distribution, since this is function of the balance
between shallow and deeply implanted xenon which is
not known.
Having reproduced the essential characteristics of no-
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FIG. 8. Measured and simulated ND thermal release pat-
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lines) are taken from data from the Orgueil meteorite Huss et
al. [3, 7], while the MD values (blue lines) are from this work.
7ble gas release, we can address some of the most fun-
damental questions in the pre-solar meteoritic literature.
Specifically, we can examine the atomistic origin of the
Xe-P3 and Xe-HL peaks, and understand why helium ex-
hibits unimodal behaviour. Considering first the question
of xenon, the raw simulation data in Fig. 7(b) provides
clues as to why release occurs at two distinct tempera-
tures. The low-temperature peak is seen to be strongly
correlated with proximity to the surface, with 4.5 A˚ being
the critical depth beyond which low-temperature release
is impossible. In contrast, high-temperature release is
possible for all implantation depths, and even for depths
around 1 A˚ there are two distinct temperature-release
populations. The origin of this behaviour is that the
surface of the ND progressively graphitizes with tem-
perature, with the {111} face transforming prior to the
{100} face (see Fig. 2). As a result, xenon located close
to a {111} face can become trapped by the developing
graphitic layers, and once the layer has fully formed, the
xenon is too large to easily diffuse through the hexagonal
graphene-like network. This effect is quantified in Fig. 9
which replots the xenon data in Fig. 7(b) for shallow
depths. Panel (a) colour codes each configuration accord-
ing to the closest crystallographic face, while panel (b)
shows a histogram of the thermal release temperatures.
It is apparent that the low-temperature peak contains
roughly equal contributions from xenon near the {100}
and {111} faces, while the high-temperature component
is dominated by xenon close to the {111} face. Placing
these observations in a meteoritic context, we can assert
that Xe-HL is associated with either deeply buried xenon
or shallow burial near a {111} face, while Xe-P3 sits just
a few a˚ngstro¨ms from the surface, and has no crystallo-
graphic preference.
The other major result in Fig. 7 is the prediction of
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FIG. 9. (a) Classification of shallow-implantation xenon
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FIG. 10. (a) Tetrahedral interstitial (T-site) of helium and
(b) Xes-V defect of xenon in ND. Colour coding details are
the same as Fig. 4; helium and xenon are shown as orange
circles.
the unimodal release distribution for helium. Inspection
of animation sequences reveals that this behaviour can
be linked to the nature of the helium defect within the
ND. The simulations show that helium prefers a tetra-
hedral interstitial (T-site) in the diamond lattice. The
geometry of this defect is shown in Fig. 10(a), with the
four orange lines between helium and carbon highlight-
ing the tetrahedral symmetry. The intersitial helium dif-
fuses amongst the 〈110〉 channels in the lattice, passing
through a hexagonal interstitial (H-site) transition state
enroute to another T-site. This behaviour means that
in the low-temperature range, the helium effectively per-
forms a random walk around the ND. Even if the {111}
face has graphitized, which typically occurs at around
1500 K in the simulations (∼800◦C in the experiments),
the helium cannot escape through the graphitic layer.
Only once the {100} face begins to graphitize does the he-
lium atom escape. These observations elegantly explain
why the onset of helium release is so much higher than
xenon. Additionally, the smaller size of helium means
that it is more mobile than xenon, which in turn explains
why the peak release temperature for helium is lower than
that of the corresponding xenon high-temperature peak.
The analysis of helium migration in our MD simula-
tions is supported by density-functional-theory (DFT)
calculations of noble gas defects in bulk diamond [47]
which similarly conclude that helium forms an intersti-
tial defect on the T-site and diffuses via the H-site. For
xenon they find that a substitutional site is preferred
and involves an adjacent vacancy, with the xenon placed
at the midpoint [Fig. 10(b)]. Further DFT studies by
Drumm et al. [48] show this configuration (Xes-V) is
substantially more stable than an alternative Xes-3V de-
fect involving three vacancies. Our MD approach repro-
duces the same behaviour as the DFT studies, including
the preference for Xes-V over Xes-3V. Returning our at-
tention to the simulation data in Fig. 8(b), we can assign
the low-temperature xenon release peak to an Xes-V de-
fect near the surface. Since this defect compromises the
stability of the diamond surface, the xenon is able to es-
cape at modest temperatures of a few hundred degrees
Celsius, while the helium in the T-site is far more stable.
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a function of implantation depth. Mean release temperatures
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cost, the number of data points for the two isotopes is around
two-thirds of that in Fig. 7(b).
The DFT study by Goss et al. [47] also studies other
noble gases and divides them into two groups: (i) helium
and neon which occupy the intersitial T-site and diffuse
via the H-site, and (ii) argon, krypton and xenon which
occupy substitional sites with vacancies. This distinction
between the interstitial T-site and the substitutional-
vacancy provides a plausable explanation for the ND
meteoritic data, where helium and neon have unimodal
release peaks, while argon, krypton and xenon have bi-
modal distributions. To the best of our knowledge, this
connection between defect type and temperature-release
behaviour has not previously been made.
D. Isotopic effects
One of the strengths of our MD approach is the simplic-
ity of performing virtual experiments which are challeng-
ing or even impossible in a laboratory setting. For exam-
ple, obtaining isotopically pure noble gases is an expen-
sive proposition, while with MD one can study isotopic
effects easily by simply changing the mass and rerunning
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FIG. 12. High-temperature release values for three different
xenon isotopes as shown in Figs. 7b and 11. Left-axis indicates
raw simulation data in Kelvin while the right-axis indicates
the equivalent experimental temperature in Celsius. Error
bars show the standard error of the mean (SEM). The green
dashed line is a linear fit to guide the eye.
the entire simulation set. To illustrate this capability,
we repeated the entire implantation and thermal release
protocols for 124Xe and 136Xe, both of which are natu-
rally abundant. Thermal release data for these isotopes is
shown in Fig. 11, and as seen earlier, the release profile is
again bimodal. For the low-temperature peak, the release
temperature is similar across all three isotopes, spanning
a narrow range between 950 and 980 K, but for the high-
temperature peak there is a large isotopic effect with the
simulation release temperature varying from 3180 K for
124Xe to 3485 K for 136Xe. Figure 12 plots the mean
release temperature for the high-temperature peak for
all three xenon isotopes, with the left-axis showing the
simulation temperature and the right-axis the equivalent
experimental value; error bars denote the standard-error-
in-the-mean. Between the lightest and heaviest isotope,
the predicted temperature difference is over 80◦C, suf-
ficient to be measurable in a well-designed experiment
employing isotopically pure Xe.
The isotopic effect in Fig. 12 can be plausibly at-
tributed to the effect of mass on the vibrational frequency
during thermal release. An alternative explanation fo-
cusing on implantation is less attractive, since a spec-
trum of implantation energies are employed and there
is no obvious reason why a mass difference would gen-
erate different types of defects. Regarding the thermal
release process, Fig. 4(d) (and Supplementary Movie S2)
shows that the 133Xe atom escapes after an extended pe-
riod of constant “jiggling”. For about 350 ps (between
t = 50 and t = 400 ps), the xenon is trapped between two
graphitic shells and can be seen to move back-and-forth
many times before eventually escaping. This observation
helps explain why the lighter Xe isotopes release at the
lower temperatures as the smaller mass implies a higher
vibrational frequency and hence faster reaction rate.
9IV. CONCLUSION
In this work we developed a Molecular Dynamics ap-
proach to address the important unresolved question of
the origin of the unimodal and bimodal thermal release
patterns of noble gases from meteoritic NDs. Our tech-
nique employs a large number (circa 104) of small MD
simulations to calculate the thermal release pattern of
implanted noble gases in ND and provides detailed atom-
istic insight. We reproduce the known experimental pro-
files for He and Xe, and propose that the nature of the
noble-gas defect is the origin of the unimodal and bi-
modal patterns, respectively. In the case of Xe, we show
that the Xe-P3 component is associated with shallow im-
plantation on the (100) face, while the Xe-HL component
is a mixture of deeply buried defects and shallow impla-
nation on the (111) face.
The Molecular Dynamics methodology is natural fit for
cloud-computing facilities and can be easily extended to
other systems where noble gases are found in pre-solar
grains. In NDs, obvious directions for future work in-
clude unimodal release in 3He, 20Ne, 21Ne and 22Ne and
bimodal behaviour of 38Ar, 36Ar, 84Kr and 86Kr. As an
additional investigate tool, it is also possible to exagger-
ate the effect of mass, and study isotopes that do not
have a laboratory equivalent (e.g. 100Xe).
Aside from NDs, there are several other important pre-
solar materials where our Molecular Dynamics method-
ology can be applied. These include glassy carbon [49] as
well as silicon carbide and graphite [1, 50–54]. All three
of these pre-solar materials have high melting points
and therefore are suitable for our Arrhenius-based ap-
proach. While we are unware of any study of noble
gas incorporation in these pre-solar materials, there are
a number of successful atomistic simulation studies of
high-temperature effects in silicon-carbide [55], graphite
and carbide-derived-carbons [30, 31] and glassy carbon
[26, 27, 56]. These structures provide a natural start-
ing point for further atomistic simulations to reveal the
astrophysical secrets of noble gases in pre-solar grains.
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Supplementary Material
Molecular dynamics approach for predicting release temperatures of noble gases
in pre-solar nanodiamonds
In this Supplementary Material, we provide further information on:
• Helium–carbon and xenon–carbon interactions.
• Annealing of pristine ND
• Movies of helium and xenon release processes at high temperature.
All the equations, sections and figure in Supplementary Material are labeled with the prefix “S” to be distinguished
from those that appear in the body of the paper.
S1. HELIUM–CARBON AND XENON–CARBON INTERACTIONS
As described in the Methodology section of the main text, for the helium–carbon and xenon–carbon interactions,
we use the standard Ziegler-Biersack-Littmark (ZBL) potential coupled with a Lennard-Jones (LJ) potential. The LJ
potential has the form
ULJ(r) = 4ε
{(σ
r
)12
−
(σ
r
)6}
, (S1)
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FIG. S1. Pairwise interaction energies (blue line) for (a) helium–carbon, and (b) xenon–carbon. At close approach the
interaction is pure ZBL (orange line), while at distances around equilibrium and greater, a Lennard-Jones expression is used
(green line).
where for helium–carbon interactions εHe−C=0.0013 eV and σHe−C=2.98 A˚ [57] and for xenon–carbon interactions
εXe−C=0.0114 eV and σXe−C=3.332 A˚ [58]. Following Buchan et al. [22] and Christie et al. [32], the total interaction
energy is expressed as
UTotal(r) =
[
UZBL(r)× f(r + δ)
]
+
[
ULJ(r)× (1− f(r − δ))
]
, (S2)
where f(r) is a Fermi-type switching function, δHe−C=0.09 A˚ and δXe−C=0.07 A˚ [33]. The Fermi function is given by
f(r) =
[
1 + exp
(
bF (r − rF )
)]−1
(S3)
where bF controls the sharpness of the transition and rF is the cutoff distance; these parameters are chosen manually
to ensure smoothness. For Xe–C we use bF=8 A˚ and rF=2.7 A˚, the same as our recent implantation studies [33, 36],
while for He–C we use bF=9.2 A˚ and rF=2.2 A˚. Figure S1 illustrates the He–C and Xe–C interaction energy covering
the ZBL and LJ regimes. Further discussion and full details of the interpolation process are provided in Buchan et
al. [22] and Christie et al. [32].
S2. ANNEALING OF PRISTINE ND
As described in the main text, the the simulation temperatures are mapped onto their experimental equivalent
using the Arrhenius relation. Calibration is performed using the graphitization of nanodiamonds (NDs) into carbon
onions as a reference point. Figure 2 in the main text illustrates cross-sectional snapshots of the annealed ND for
eight different temperatures. Panel (a) shows that at 1000 K there is insufficient temperature to graphitize the ND
on this timescale, while at 1500 and 2000 K (panels (b) and (c)) some of the bonds on the 111 face are broken and
graphitic shells form. The reason this occurs is that sp3 hybridized atoms near the surface can easily rearrange into
graphite with sp2 hybridization [42, 59–61]. At higher annealing temperatures of 2500 and 3000 K (panels (d) and
(e)), graphitization proceeds further inwards, creating structures with a diamond core surrounded by a graphitic shell.
This core-shell structure is in good agreement with previous experimental and simulation studies [42–45, 62–65]. At
11
3500 K (panel (f)), a pure carbon onion (or concentric fullerene) is obtained and only a few small number of atoms
(∼1%) have been lost via evaporation. At this point we have identified the temperature at which the experimental
result is reproduced on the timescale that is affordable in the simulation. At the slightly higher temperature of 4000 K
(panel (g)), around 8% of the atoms evaporate and the carbon atom develops a hollow core; similar structures are
seen in Fig. 8(e) of Lau et al. [24]. At the highest temperature of 4500 K (panel (h)), the ND is completely destroyed
and more than 29% of atoms are evaporated, creating a large, disordered fullerene.
S3. SUPPLEMENTARY MOVIES
Movie S1: Time evolution of helium release process from ∼3.9 nm nanodiamond during the high-temperature
annealing (as discussed at the Fig. 4(a) and (b) in the main text). The thickness of the slice is 1 nm. The pink lines
indicate the helium trajectory, and the helium is shown as an orange circle. Carbon atoms are shown as red, green
and blue circles with sp, sp2 and sp3 hybridizations, respectively.
Movie S2: Time evolution of xenon release process from ∼3.9 nm nanodiamond during the high-temperature
annealing (as discussed at the Fig. 4(c) and (d) in the main text). Xenon is shown as a orange circle and the pink
lines indicate the xenon trajectory. The other color coding and thickness of the slice are the same as in Movie S1.
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