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TWO MEROMORPHIC MAPPINGS HAVING THE SAME INVERSE
IMAGES OF MOVING HYPERPLANES
SI DUC QUANG AND LE NGOC QUYNH
Abstract. In this paper, we will show that if two meromorphic mappings f and g ofCm
into Pn(C) have the same inverse images for (2n+2) moving hyperplanes {ai}
2n+2
i=1
with
multiplicities counted to level l0 then the map f × g must be algebraically degenerated
over the field R{ai}
2n+2
i=1
, where l0 = 3n
3(n + 1)q(q − 2) with q =
(
2n+2
n+2
)
. Our result
generalizes the previous result for fixed hyperplanes case of Fujimoto and also improves
his result by giving an explicit estimate for the number l0.
1. Introduction
In 1975, Fujimoto [2] showed that if two linearly nondegenerate meromorphic mappings
f and g of Cm into Pn(C) have the same inverse images of 3n+2 hyperplanes in general
position with counting multiplicity then f = g. In 1999, Fujimoto [3] considered the case
where these inverse images are counted with multiplicities truncated by a level l0. He
proved the following theorem, in which the number q of hyperplanes is also reduced.
Theorem A (Fujimoto [3, Theorem 1.5]). Let H1, . . . , H2n+2 be hyperplanes of P
n(C)
in general position. Then there exists an integer l0 such that, for any two meromorphic
mappings f and g of Cm into Pn(C), if min(ν(f,Hi), l0) = min(ν(g,Hi), l0) (1 ≤ i ≤ 2n+ 2)
then the mapping f × g into Pn(C)×Pn(C) is algebraically degenerate.
Here, f × g is a mapping from Cm into Pn(C)×Pn(C) defined by
(f × g)(z) = (f(z), g(z)) ∈ Pn(C)×Pn(C)
for all z outside the union of the indeterminacy loci of f and g, ν(f,Hi) is the pullback
of divisor Hi by f . We also say that a meromorphic mapping into a projective variety
is algebraically degenerate if its image is included in a proper analytic subset of the
projective variety, otherwise it is algebraically non-degenerate.
We would like to emphasize here that the method used in the proof of Fujimoto is
mainly base on the notion of logarithmic derivatives weight of rational functions. Hence
his proofs is quite complicate and the number l0 can not be estimated explicit. Then the
following two questions arise naturally:
1. Are there any similar results to the above results of Fujimoto in the case where
fixed hyperplanes are replaced by moving hyperplanes?
2. Does there exists an explicit estimate for the number l0?
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In this paper, by introducing new method, we will extend the above result of Fujimoto to
the case of moving targets. We also simplify his proof and improve his result by giving
an explicit estimate for the number l0. To state our result, we first recall the following.
Let f be a meromorphic mappings of Cm into Pn(C) and let a be a meromorphic
mappings of Cm into Pn(C)∗. We say that a is slowly moving hyperplanes or slowly
moving target of Pn(C) with respect to f if || T (r, a) = o(T (r, f)) as r →∞ (see Section
1 for the notations). Similarly, a meromorphic function ϕ on Cm is said to be “small”
with respect to f if || T (r, ϕ) = o(T (r, f)) as r →∞. Suppose that f and a have reduced
representations (f0 : · · · : fn) and (a0 : · · · : an) respectively. We set (f, a) =
∑n
i=0 aifi.
Hence the divisor of zeros ν(f,a) of the function (f, a) does not depend on the choice of
these representations.
Let a1, . . . , aq (q ≥ n + 1) be q moving hyperplanes of P
n(C) with reduced represen-
tations ai = (ai0 : · · · : ain) (1 ≤ i ≤ q). We say that a1, . . . , aq are located in general
position if det(aikl) 6≡ 0 for any 1 ≤ i0 < i1 < · · · < in ≤ q. We denote by M the field of
all meromorphic functions on Cm and R{ai}
q
i=1 the smallest subfield ofM which contains
C and all ajk/ajl with ajl 6≡ 0.
Let N be a positive integer and let V be a projective subvariety of PN(C). Take a
homogeneous coordinates (ω0 : · · · : ωN) of P
N(C). Let F be a meromorphic mapping of
Cm into V with a representation F = (F0 : · · · : FN ).
Definition B.The meromorphic mapping F is said to be algebraically degenerate over
a subfield R of M if there exists a homogeneous polynomial Q ∈ R[ω0, . . . , ωN ] with the
form
Q(z)(ω0, . . . , ωN) =
∑
I∈Id
aI(z)ω
I ,
where d is an integer, Id = {(i0, . . . , iN) ; 0 ≤ ij ≤ d,
∑N
j=0 ij = d}, aI ∈ R and
ωI = ωi00 · · ·ω
iN
N for I = (i0, . . . , iN), such that
(i) Q(z)(F0(z), . . . , FN(z)) ≡ 0 on C
m,
(ii) there exists z0 ∈ C
m with Q(z0)(ω0, . . . , ωN) 6≡ 0 on V .
Now let f and g be two meromorphic mappings of Cm into Pn(C) with representations
f = (f0 : · · · fn) and g = (g0 : · · · : gn).
We consider Pn(C)×Pn(C) as a projective subvariety of P(n+1)
2−1(C) by Segre embed-
ding. Then the map f × g into Pn(C)×Pn(C) is algebraically degenerate over a subfield
R of M if there exists a nontrivial polynomial
Q(z)(ω0, . . . , ωn, ω
′
0, . . . , ω
′
n) =
∑
I=(i0,...,in)∈Z
n+1
+
i0+···+in=d
∑
J=(j0,...,jn)∈Z
n+1
+
j0+···+jn=d
′
aIJ(z)ω
Iω′J ,
where d, d′ are positive integers, aIJ ∈ R, such that
Q(z)(f0(z), . . . , fn(z), g0(z), . . . , gn(z)) ≡ 0.
Our main theorem is stated as follows.
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Theorem 1.1. Let f and g be two meromorphic mappings of Cm into Pn(C). Let
a1, . . . , a2n+2 be (2n + 2) meromorphic mappings of C
m into Pn(C)∗ in general position,
which are slow with respect to f and g. Let l0 be a positive positive or infinite. Assume
that min(ν(f,ai), l0) = min(ν(g,ai), l0) (1 ≤ i ≤ 2n + 2). If l0 ≥ 3n
3(n + 1)q(q − 2), where
q =
(
2n+2
n+2
)
, then the map f × g into Pn(C) × Pn(C) is algebraically degenerate over
R{ai}
2n+2
i=1 .
We would also like to emphasize here that there are many results on finiteness and
degeneracy problem of meromorphic mappings with fixed or moving hyperplanes given by
Ru [8], Tu [12], Thai-Quang [10], Dethloff-Tan [1], Giang-Quynh-Quang [4][7] and others.
However, in all their results, they need two aditional assumption as follows.
(i) dim{(f, ai) = (f, aj) = 0} ≤ m− 2 for all i 6= j.
(ii) f = g on the union
⋃
i(f, ai)
−1(0).
These assumptions play essential roles in their proof and are very complicate to verify. In
our result, these assumptions are omitted.
Acknowledgments. The research of the authors was supported in part by a NAFOS-
TED grant of Vietnam (Grant No. 101.04-2015.03).
2. Basic notions and auxiliary results from Nevanlinna theory
(a) We set ||z|| =
(
|z1|
2 + · · ·+ |zm|
2
)1/2
for z = (z1, . . . , zm) ∈ C
m and define
B(r) := {z ∈ Cm; ||z|| < r}, S(r) := {z ∈ Cm; ||z|| = r} (0 < r <∞).
Define
vm−1(z) :=
(
ddc||z||2
)m−1
and
σm(z) := d
clog||z||2 ∧
(
ddclog||z||2
)m−1
on Cm \ {0}.
A divisor ν on Cm is given by a formal sum ν =
∑
νµXµ, where {Xµ} is a locally
finite family of analytic hypersurfaces in Cm and νµ ∈ Z. We may assume that Xµ are
irreducible and distinct to each other, and νµ 6= 0 for all µ. Then the set Supp(ν) =
⋃
µXµ
is called the support of ν. Sometimes, we identify the divisor ν with the function ν(z)
from Cm into Z defined as follows:
ν(z) =
∑
Xµ∋z
νµ.
For positive integers k,M or M = ∞, we set ν [M ](z) = min {M, ν(z)} and define the
counting function of ν by
ν
[M ]
>k (z) =
{
ν [M ](z) if ν(z) > k,
0 if ν(z) ≤ k,
n(t) =


∫
|ν| ∩B(t)
ν(z)vm−1 if m ≥ 2,∑
|z|≤t
ν(z) if m = 1.
Similarly, we define n[M ](t) and n
[M ]
>k (t).
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Define
N(r, ν) =
∫ r
1
n(t)
t2m−1
dt (1 < r <∞).
Similarly, we define N(r, ν [M ]), N(r, ν
[M ]
>k ) and denote them by N
[M ](r, ν), N
[M ]
>k (r, ν),
respectively. For brevity, we will omit the character [M ] if M =∞.
Let ϕ : Cm → C be a nonzero meromorphic function. Denote by ν0 the divisor of zeros
of ϕ and set
Nϕ(r) = N(r, ν
0
ϕ), N
[M ]
ϕ (r) = N
[M ](r, ν0ϕ), N
[M ]
ϕ,>k(r) = N
[M ]
>k (r, ν
0
ϕ).
(b) Let f : Cm → Pn(C) be a meromorphic mapping. For arbitrarily fixed homogeneous
coordinates (ω0 : · · · : ωn) on P
n(C), we take a reduced representation f = (f0 : · · · : fn),
which means that each fi is a holomorphic function on C
m and f(z) =
(
f0(z) : · · · :
fn(z)
)
outside the analytic set {f0 = · · · = fn = 0} of codimension at least 2. Set
‖f‖ =
(
|f0|
2 + · · ·+ |fn|
2
)1/2
. The characteristic function of f is defined by
T (r, f) =
∫
S(r)
log‖f‖σn −
∫
S(1)
log‖f‖σn.
Let a be a meromorphic mapping of Cm into Pn(C)∗ with reduced representation a =
(a0 : · · · : an). Setting (f, a) := a0f0 + · · ·+ anfn. If (f, a) 6≡ 0, then we define
mf,a(r) =
∫
S(r)
log
||f || · ||a||
|(f, a)|
σm −
∫
S(1)
log
||f || · ||a||
|(f, a)|
σm,
where ‖a‖ =
(
|a0|
2 + · · ·+ |an|
2
)1/2
.
The first main theorem for moving hyperplanes (see [5]) states
T (r, f) + T (r, a) = mf,a(r) +N(f,a)(r).
Let ϕ be a nonzero meromorphic function on Cm, which are occasionally regarded as a
meromorphic map into P1(C). The proximity function of ϕ is defined by
m(r, ϕ) :=
∫
S(r)
logmax (|ϕ|, 1)σm.
(c) As usual, by the notation “|| P”, we mean the assertion P holds for all r ∈ [0,∞)
excluding a Borel subset E of the interval [0,∞) with
∫
E
dr <∞.
The following play essential roles in Nevanlinna theory.
Theorem 2.1 ([9, Theorem 2.1] and [11, Theorem 2]). Let f = (f0 : · · · : fn) be a reduced
representation of a meromorphic mapping f of Cm into Pn(C). Assume that fn+1 is a
holomorphic function with f0+· · ·+fn+fn+1 = 0. If
∑
i∈I fi 6= 0 for all I ( {0, . . . , n+1},
then
|| T (r, f) ≤
n+1∑
i=0
N
[n]
fi
(r) + o(T (r, f)).
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Theorem 2.2 ([5] and [3, Theorem 5.5]). Let f be a nonzero meromorphic function on
Cm. Then ∣∣∣∣
∣∣∣∣ m
(
r,
Dα(f)
f
)
= O(log+T (r, f)) (α ∈ Zm+ ).
Theorem 2.3 ([5, Theorem 5.2.29]). Let f be a nonzero meromorphic function on Cm
with a reduced representation f = (f0 : · · · : fn). Suppose that fk 6≡ 0. Then
T (r,
fj
fk
) ≤ T (r, f) ≤
n∑
j=0
T (r,
fj
fk
) +O(1).
3. Proof of Theorem 1.1
In order to prove Theorem 1.1, we need the following algebraic propositions.
Let H1, . . . , H2n+1 be (2n+ 1) hyperplanes of P
n(C) in general position given by
Hi : xi0ω0 + xi1ω1 + · · ·+ xinωn = 0 (1 ≤ i ≤ 2n+ 1).
We consider the rational map Φ : Pn(C)×Pn(C)→ P2n(C) as follows:
For v = (v0 : v1 · · · : vn), w = (w0 : w1 : · · · : wn) ∈ P
n(C), we define the value
Φ(v, w) = (u1 : · · · : u2n+1) ∈ P
2n(C) by
ui =
xi0v0 + xi1v1 + · · ·+ xinvn
xi0w0 + xi1w1 + · · ·+ xinwn
.
Proposition 3.1 (see [3, Proposition 5.9]). The map Φ is a birational map of Pn(C)×
Pn(C) to P2n(C).
Now let b1, . . . , b2n+1 be (2n+1) moving hyperplanes of P
n(C) in general position with
reduced representations
bi = (bi0 : bi1 : · · · : bin) (1 ≤ i ≤ 2n+ 1).
Let f and g be two meromorphic mappings ofCm into Pn(C) with reduced representations
f = (f0 : · · · : fn) and g = (g0 : · · · : gn).
Define hi = (f, bi)/(g, bi) (1 ≤ i ≤ 2n + 1) and hI =
∏
i∈I hi for each subset I of
{1, . . . , 2n + 1}. Set I = {I = (i1, . . . , in) ; 1 ≤ i1 < · · · < in ≤ 2n + 1}. Let R{bi}
2n+1
i=1
be the smallest subfield of M which contains C and {bil/bis; bis 6≡ 0, 1 ≤ i ≤ 2n + 1, 0 ≤
l, s ≤ n}. We have the following proposition.
Proposition 3.2. If there exist functions AI ∈ R{bi}
2n+1
i=1 (I ∈ I), not all zero, such that∑
I∈I
AIhI ≡ 0,
then the map f × g into Pn(C)×Pn(C) is algebraically degenerate over R{bi}
2n+1
i=1 .
Proof. By changing the homogeneous coordinates of Pn(C), we may assume that bi0 6≡
0 (1 ≤ i ≤ 2n+1). Since b1, . . . , b2n+1 are in general position, we have det(bijk)0≤j,k≤n 6≡ 0
for 1 ≤ i0 < · · · in ≤ 2n + 1. Therefore, the set
S =
(⋂
I∈I
{z ∈ Cm ; AI(z) = 0}
)
∪
⋃
1≤i0<···in≤2n+1
{z ∈ Cm ; det(bijk(z))0≤j,k≤n = 0}
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is a proper analytic subset of Cm. Take z0 6∈ S and set xij = bij(z0).
For v = (v0 : v1 · · · : vn), w = (w0 : w1 : · · · : wn) ∈ P
n(C), we define the map
Φ(v, w) = (u1 : · · · : u2n+1) ∈ P
2n(C) as above. By Proposition 3.1, Φ is a birational
function. This implies that the function
∑
I∈I
AI(z0)
∏
i∈I
∑n
j=0 bij(z0)vj∑n
j=0 bij(z0)wj
is a nonzero rational function. It follows that
Q(z)(v0, . . . , vn, w0, . . . , wn) =
1∏2n+1
i=1 bi0
∑
I∈I
AI(z)
(∏
i∈I
n∑
j=0
bij(z)vj
)
×
(∏
i∈Ic
n∑
j=0
bij(z)wj
)
is a nonzero polynomial with coefficients in R{bi}
2n+1
i=1 , where I
c = {1, . . . ., 2n + 1} \ I.
By the assumption of the proposition, it is clear that
Q(z)(f0(z), . . . , fn(z), g0(z), . . . , gn(z)) ≡ 0.
Hence f × g is algebraically degenerate over R{bi}
2n+1
i=1 . 
Proposition 3.3. Let f be a meromorphic mapping of Cm into Pn(C) and let b1, . . . , bn+1
be moving hyperplanes of Pn(C) in general position with reduced representations
f = (f0 : · · · : fn), bi = (bi0 : · · · : bin) (1 ≤ i ≤ n + 1).
Then for each regular point z0 of the analytic subset
⋃n+1
i=1 {z ; (f, bi)(z) = 0} with z0 6∈
I(f), we have
min
1≤i≤n+1
ν0(f,bi)(z0) ≤ ν
0
det Φ(z0),
where I(f) denotes the indeterminacy set of f and Φ is the matrix (bij ; 1 ≤ i ≤ n+1, 0 ≤
j ≤ n).
Proof. Since z0 6∈ I(f), we may assume that f0(z0) 6= 0. We consider the system of
equations
bi0f0 + · · ·+ binfn = (f, bi) (1 ≤ i ≤ n+ 1).
Solving these equations, we obtain
f0 =
detΦ′
det Φ
,
where Φ′ is the matrix obtained from Φ by replacing the first column of Φ by ((f, bi))1≤i≤2n+1.
Therefore, we have
ν0det Φ(z0) = ν
0
det Φ′(z0) ≥ min
1≤i≤n+1
ν0(f,bi)(z0).
The proposition is proved. 
Proof of Theorem 1.1. Assume that f, g, ai have reduced representations
f = (f0 : · · · : fn), g = (g0 : · · · : gn), ai = (ai0 : · · · : ain).
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Without loss of generality, we may assume that f and g are linearly non-degenerate over
R{ai}
2n+2
i=1 , otherwise the map f×g will be algebraically degenerate over R{ai}
2n+2
i=1 . Then
by the second main theorem for moving target, we have
∣∣∣∣ 2n+ 2
n+ 2
T (r, f) ≤
2n+2∑
i=1
N
[n]
(f,ai)
(r) + o(T (r, f))
≤ n ·
2n+2∑
i=1
N
[1]
(g,ai)
(r) + o(T (r, f))
≤ n(2n+ 2)(T (r, g)) + o(T (r, f)).
Then we have || T (r, f) = O(T (r, g)). Similarly, we also have || T (r, g) = O(T (r, f)).
By changing the homogeneous coordinates of Pn(C) if necessary, we may assume that
ai0 6≡ 0 for all 1 ≤ i ≤ 2n+ 2. We set a˜ij = aij/ai0,
a˜i = (
ai0
ai0
,
ai1
ai0
, . . . ,
ain
ai0
), (f, a˜i) =
n∑
j=0
a˜ijfj and (g, a˜i) =
n∑
j=0
a˜ijgj.
We suppose contrarily that the map f×g is algebraically non-degenerate overR{ai}
2n+2
i=1 .
Define hi = (f, a˜i)/(g, a˜i) (1 ≤ i ≤ 2n+2).Then hi/hj =
(
(f, a˜i) · (g, a˜j)
)
/
(
(g, a˜i) · (f, a˜j)
)
does not depend on the choice of representations of f and g . Since
∑n
k=0 a˜ikfk − hi ·∑n
k=0 a˜ikgk = 0 (1 ≤ i ≤ 2n+ 2), it implies that
Φ := det (a˜i0, . . . , a˜in, a˜i0hi, . . . , a˜inhi; 1 ≤ i ≤ 2n+ 2) ≡ 0. (3.1)
For each subset I ⊂ {1, 2, . . . , 2n+2}, put hI =
∏
i∈I hi, h˜I =
∏
i∈I
hi
h1
. Denote by I the
set
I = {(i1, . . . , in+1) ; 1 ≤ i1 < · · · < in+1 ≤ 2n+ 2}.
For each I = (i1, . . . , in+1) ∈ I, define
AI = (−1)
(n+1)(n+2)/2+i1+···+in+1 × det(a˜irl; 1 ≤ r ≤ n+ 1, 0 ≤ l ≤ n)
× det(a˜jsl; 1 ≤ s ≤ n + 1, 0 ≤ l ≤ n),
where J = (j1, . . . , jn+1) ∈ I such that I ∪ J = {1, 2, . . . , 2n+ 2}. We have∑
I∈I
AIhI = 0.
We take a partition of I = I1 ∪ · · · ∪ Ik with the following properties:
• It ∩ Is = ∅,, 1 ≤ t < s ≤ k.
•
∑
I∈It
AIhI = 0, 1 ≤ t ≤ k.
•
∑
I∈J AIhI 6≡ 0 for any proper subset J of It, 1 ≤ t ≤ k.
For each 1 ≤ t ≤ k, we set nt = ♯It − 2 and assume that It = {I0t, . . . , I(nt+1)t}. We
denote by Ft the meromorphic mapping from C
m into Pnt(C) with the presentation
(AI0thI0t : · · · : AIntthntt).
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For each 1 ≤ i ≤ 2n+ 2, we define S(i) the set of all indices j 6= i such that there exist
It, two elements I, I
′ ∈ It satisfying
hI
hI′
=
hi
hj
.
Claim 3.4. For each 1 ≤ i ≤ 2n + 2, ♯S(i) ≥ n+ 1,
T (r,
hj
hi
) ≤
q(q − 2)(n+ 1)
l0 + 1
T (r, g) + o(T (r, g)), ∀j ∈ S(i),
and T (r,
hj
hi
) ≤ 2
q(q − 2)(n+ 1)
l0 + 1
T (r, g) + o(T (r, g)), ∀j 6∈ S(i),
where q =
(
2n+2
n+1
)
.
Without loss of generality, we prove the claim for i = n+2. Indeed, suppose contrarily
that ♯S(n+2) ≤ n, we may assume that 1, . . . , n+1 6∈ S(n+2). Put I01 = (1, . . . , n+1)
and suppose that T01 ∈ I1. Since f × g is algebraically non-degenerate over R{ai}
2n+2
i=1 ,
n1+1∑
s=0
AIs1(z)
W Is1(z)
V Is1(z)
≡ 0, ∀z ∈ Cm,
where W I(z) =
∏
i∈I
∑n
j=0 aij(z)wj and V
I(z) =
∏
i∈I
∑n
j=0 aij(z)vj . We take a point z0
which is not zero neither pole of any AI , not pole of any aij , not in the indeterminacy
loci of all ai and such that the family of hyperplanes {ai(z0)}
2n+2
i=1 is in general position in
Pn(C). For the point ω = (ω0 : · · · : ωn) ∈
⋂2n+2
i=n+3 ai(z0), we have
n1+1∑
Is1⊂{1,...,n+2}
s=0
AIs1(z0)
W Is1(z0)
V Is1(z0)
≡ 0, ∀v.
This yields that there exists 1 ≤ s′ ≤ n1 + 1 such that Is′1 ⊂ {1, . . . , n + 2}, Is′1 6= I01.
Therefore n+ 2 ∈ Is′1 and
hI01
hIs′1
=
hn+2
hj
for some j ∈ {1, . . . , n+1}. This contradicts the supposition that 1, . . . , n+1 6∈ S(n+2).
Hence, we must have ♯S(n+ 2) ≥ n+ 1.
Now for j ∈ S(n + 2), we may assume that there exist It two elements I, I
′ ∈ I1
satisfying
hI
hI′
=
hj
hn+2
.
We suppose that F1 has a reduced representation F1 = (uAI01hI01 : · · · : uAIn11hIn11),
where u is a meromorphic function. Thus, by the second main theorem we easily have
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T (r,
hj
hn+2
) ≤ T (r, F1) ≤
n1+1∑
i=0
N
[n1]
uAIi1hIi1
(r) + o(T (r, g))
≤
n1+1∑
i=0
(N
[n1]
AIi1hIi1
(r) +N
[t]
1/AIi1hIi1
(r)) + o(T (r, g))
≤
n1+1∑
i=0
(N
[n1]
hIi1
(r) +N
[n1]
1/Ii1
(r)) + o(T (r, g))
≤ n1
n1+1∑
i=0
(N
[1]
hIi1
(r) +N
[1]
1/Ii1
(r)) + o(T (r, g))
≤ n1
∑
I∈I
(N
[1]
hI
(r) +N
[1]
1/hI
(r)) + o(T (r, g))
≤ n1
∑
I∈I
∑
i∈I
(N
[1]
hi
(r) +N
[1]
1/hi
(r)) + o(T (r, g))
=
n1q
2
2n+2∑
i=1
(N
[1]
hi
(r) +N
[1]
1/hi
(r)) + o(T (r, g))
≤
n1q
2
2n+2∑
i=1
N
[1]
(g,ai),>l0
(r) + o(T (r, g))
≤
n1q
2(l0 + 1)
2n+2∑
i=1
N(g,ai),>l0(r) + o(T (r, g))
≤
n1q(2n+ 2)
2(l0 + 1)
T (r, g) + o(T (r, g))
≤
q(q − 2)(n+ 1)
l0 + 1
T (r, g) + o(T (r, g)).
For j 6∈ S(n + 2), since ♯S(j) ≥ n + 2, there exists l ∈ S(j) ∩ S(n + 2). Hence, by the
above proof, we have
T (r,
hj
hn+2
) ≤ T (r,
hj
hl
) + T (r,
hl
hn+2
) ≤ 2
q(q − 2)(n+ 1)
l0 + 1
T (r, g) + o(T (r, g)).
The claim is proved.
We now continue the proof of Theorem 1.1. We see that there exist functions bij ∈
R{ai}
2n+2
i=1 (n + 2 ≤ i ≤ 2n+ 2, 1 ≤ j ≤ n + 1) such that
a˜i =
n+1∑
j=1
bij a˜j .
By the identity (3.4), we have
det (a˜i0, . . . , a˜in, a˜i0hi, . . . , a˜inhi; 1 ≤ i ≤ 2n+ 2) ≡ 0.
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It easily implies that
det (a˜i0hi −
n+1∑
j=1
bij a˜j0hj , . . . , a˜inhi −
n+1∑
j=1
bij a˜jnhj ;n+ 2 ≤ i ≤ 2n+ 2, 1 ≤ j ≤ n + 1) ≡ 0.
Therefore, the matrix
Ψ =
(
a˜i0hi −
n+1∑
j=1
bij a˜j0hj , . . . , a˜inhi −
n+1∑
j=1
bij a˜jnhj ;n+ 2 ≤ i ≤ 2n+ 2
)
has the rank at most n.
Suppose that rankΨ < n. Then, the determinant of the square submatrix
(
a˜i1hi −
n+1∑
j=1
bij a˜j0hj , . . . , a˜inhi −
n+1∑
j=1
bij a˜jnhj ;n+ 2 ≤ i ≤ 2n+ 1
)
vanishes identically. By Proposition 3.2, it follows that f × g is algebraically degenerate
over R{ai}
2n+2
i=1 . This contradicts the supposition. Hence rankΨ = n.
Without loss of generality, we may assume that the determinant of the square submatrix
(
a˜i1hi −
n+1∑
j=1
bij a˜j0hj , . . . , a˜inhi −
n+1∑
j=1
bij a˜jnhj ;n+ 2 ≤ i ≤ 2n+ 1
)
of Ψ does not vanish identically. On the other hand, we have
(a˜i0hi −
n+1∑
j=1
bij a˜j0hj)g0 + · · ·+ (a˜inhi −
n+1∑
j=1
bij a˜jnhj)gn = 0 (n+ 2 ≤ i ≤ 2n+ 1).
Thus
(a˜i0
hi
h1
−
n+1∑
j=1
bij a˜j0
hj
h1
)
g0
gn
+ · · ·+ (a˜in
hi
h1
−
n+1∑
j=1
bij a˜j(n−1)
hj
h1
)
gn−1
gn
= −a˜in
hi
h1
+
n+1∑
j=1
bij a˜jn
hj
h1
(n + 2 ≤ i ≤ 2n+ 1).
We regard the above identities as a system of n equations in unknown variables g0/gn, . . . ,
gn−1/gn and solve these to obtain that gi/gn (0 ≤ i ≤ n− 1) has the form
gi
gn
=
Pi
Qi
,
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where Pi and Qi are homogeneous polynomials in hj/h1 (1 ≤ j ≤ 2n+1) of degree n with
coefficients in R{aj}
2n+2
j=1 . Then by Theorem 2.2 and the above claim we have
T (r, g) ≤
n−1∑
i=0
T (r,
gi
gn
) =
n−1∑
i=0
T (r,
Pi
Qi
) ≤ n2
2n+1∑
j=1
T (r,
hj
h1
) + o(T (r, g))
≤ n2
( ∑
2≤j≤2n+1
j∈S(1)
q(q − 2)(n+ 1)
l0 + 1
T (r, g) + 2
∑
2≤j≤2n+1
j 6∈S(1)
q(q − 2)(n+ 1)
l0 + 1
T (r, g)
)
+o(T (r, g)).
≤ 3n3
q(q − 2)(n+ 1)
l0 + 1
T (r, g) + o(T (r, g)),
where the last inequality comes from the fact that there are at most n indices j 6∈ S(1).
Letting r → +∞, we get
1 ≤ 3n3
q(q − 2)(n+ 1)
l0 + 1
, i.e., l0 + 1 ≤ 3n
3(n+ 1)q(q − 2).
This is a contradiction. Hence, f × g is algebraically degenerate over R{ai}
2n+2
i=1 . The
theorem is proved. 
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