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1 Introduction
Matrix Chern-Simons models [1, 2] are gauged quantum mechanics models whose La-
grangian is first order in time derivatives. They have remarkable connections to a wide
range of topics in physics and mathematics.
Susskind [3] proposed that the infinite-dimensional matrix Chern-Simons quantum
mechanical model, as the non-commutative Chern-Simons theory on a plane, could de-
scribe the Laughlin theory [4] in such a way that the positions of an infinite number
of electrons moving in a two-dimensional plane influenced under strong magnetic field
correspond to infinite matrices. Polychronakos [1] subsequently proposed that the finite-
dimensional U(N) matrix Chern-Simons model, as the regularized version of the Susskind
model, could describe the fractional quantum Hall effect for N electrons. In fact, the
matrix Chern-Simons theories share many features with the Laughlin theory in the lowest
Landau level [1, 2, 5–11]. The classical ground state of the theory describes an incompress-
ible homogeneous state at the Laughlin filling fractions. Level quantization leads to the
specific values of the filling fraction of the Laughlin states [1]. There exists a formal map-
ping between the quantum physical states of the matrix model and the Laughlin states [5].
Further extension has been studied in [2, 10] by introducing an SU(p) global symmetry
in the Polychronakos model. It has been argued that this extended model describes the
non-Abelian quantum Hall effect with internal spin degrees of freedom.
Another remarkable application of the U(N) matrix Chern-Simons model has been
proposed by Tong [12]. From the brane construction in type IIB string theory [13] and
Manton’s analysis [14] of vortices in non-relativistic Chern-Simons theory, he conjectured
that the U(N) matrix Chern-Simons model can be viewed as a description of the low-
energy dynamics of N vortices in non-relativistic Abelian Chern-Simons matter theories.
In addition, a further generalization has been argued in [2] that the U(N) matrix Chern-
Simons model with an SU(p) global symmetry is the effective description of N vortices in
non-relativistic U(p) Chern-Simons matter theories.
As shown in [1], the U(N) matrix Chern-Simons model is equivalent to the Calogero
model, which is an integrable system of N non-relativistic particles with pairwise inverse-
square interaction. This relation can be achieved by identifying the eigenvalues of the
matrix with the coordinates of the particles on a line. Using the relation to the Calogero
model, the spectrum of the U(N) matrix Chern-Simons model has been examined [7].
An exciting link between the U(N) matrix Chern-Simons model with SU(p) global
symmetry and the SU(p) Wess-Zumino-Witten (WZW) model has been established in [10].
In the large N limit, the current operators constructed from the matrix degrees of freedom
realize the affine Lie algebra ŝu(p), and the partition function of the matrix model turns
out to be proportional to the character of the affine Lie algebra. This reflects rather rich
mathematical structures of the matrix Chern-Simons model.
We will study a new type of generalization of the matrix Chern-Simons theory, that is a
U(N |M) supermatrix Chern-Simons quantum mechanics with an SU(p|q) global symmetry.
Mostly we will consider the case where N ≥ M and p ≥ q.
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In section 2 we introduce the model and argue that the model describes the dynamics
of N vortices and M antivortices in the non-relativistic Chern-Simons matter theory, mo-
tivated by Tong’s proposal [12]. The supermatrix field ẐAB consists of an N ×N bosonic
matrix field Zab, an M ×M bosonic matrix field Z˜αβ , an N ×M fermionic matrix field Aaα
and an M×N fermionic matrix field Bαa. While the bosonic fields Zab and Z˜αβ correspond
to the positions on a plane of N vortices and M antivortices respectively, the fermionic
Aaα and Bαa describe interactions between a vortex and an antivortex. In addition, the su-
pervector field Φ̂AI describes their internal spin degrees of freedom of the two-dimensional
system. In a purely theoretical setup we argue that it can be realized by two types of
multilayered structure characterized by strong magnetic fields in opposite directions.
In section 3 we study the classical ground states as lowest energy solutions to classical
equations of motion. The model turns out to be related to the generalized Calogero model
with SU(p|q) spin degrees of freedom. We find two types of classical ground states. Both
configurations admit non-trivial configuration for Zab which forms a circular droplet of
(N − M) vortices as in [1], however, they are distinguished by the positive or negative
contributions of vortex-antivortex pairs to the energy. In fact, these are similar to the two
types of energy contributions of vortex-antivortex pairs due to different polarizations of
the pairs of vortices and antivortices.
In section 4 we study the quantization of the theory. We represent the quantum ground
state in terms of a superdeterminant operator.
In section 5 we examine a connection to the WZW model. Following the idea of [10],
we construct the current operators from matrix degrees of freedom and demonstrate that
this provides the left-moving ŝu(p|q) affine Lie superalgebra.
In section 6 we study the spectrum by studying the partition function. We present a
general integral expression of the partition function. We argue that it admits an expression
in terms of a supersymmetric generalization of the Hall-Littlewood polynomials, indicating
potential mock modularity. In particular, for ordinary gauge group we obtain an explicit
expression of the partition function in terms of Kostka polynomials and supersymmetric
Schur polynomials. From the resulting partition function we show that the ground state
energy in section 4 can be correctly reproduced.
In section 7 we conclude and discuss future directions.
2 Supermatrix Chern-Simons model
2.1 Model
We consider a U(N |M) supermatrix Chern-Simons model whose action is given by
S =
∫
dt
i Str(Ẑ†DtẐ)+ i∑
I,A
(−1)IΦ̂†IADtΦ̂AI − κ Strα̂− ω StrẐ†Ẑ
 (2.1)
where indices A ∈ {1, · · · , N,N+1, · · · , N+M} denote U(N |M) gauge symmetry and I ∈
{1, · · · , p, p+ 1, · · · p+ q} are SU(p|q) flavor symmetry. Also, (−1)I = 1 for I ∈ {1, · · · , p}
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and (−1)I = −1 for I ∈ {p+ 1, · · · p+ q}. Here
ẐAB =
(
Zab Aaβ
Bαb Z˜αβ
)
, Ẑ†AB =
(
Z∗ba B
∗
bα
A∗βa Z˜
∗
βα
)
, α̂AB =
(
αab λaβ
λ˜αb α˜αβ
)
(2.2)
are the (N +M) × (N +M) supermatrices where the indices a, b = 1, · · · , N and α, β =
1, · · · ,M label the bosonic subgroups U(N) and U(M) of the supergauge group U(N |M).
The supermatrix ẐAB involves a bosonic U(N) adjoint complex scalar field Zab, a bosonic
U(M) adjoint complex scalar Z˜αβ , and fermionic bi-fundamental fields Aaβ and Bαb. The
supermatrix α̂ is the U(N |M) supergroup gauge field. It contains a U(N) bosonic gauge
field αab, a U(M) bosonic gauge field α˜αβ , and fermionic bi-fundamental parts λaβ, λ˜αb of
the supergroup gauge field. Since the gauge field α̂ is Hermitian, so are α and α˜, while
λ˜ = λ†. The fields
Φ̂AI =
(
φai ψaλ
ψ˜αi φ˜αλ
)
, Φ̂†IA =
(
φ†ia ψ˜
†
iα
ψ†λa φ˜
†
λα
)
=
(
φ∗ai ψ˜
∗
αi
ψ∗aλ φ˜
∗
αλ
)
(2.3)
are arrays of complex (N |M) supervectors and (p|q) supervectors where the indices i =
1, · · · , p and λ = 1, · · · , q label the SU(p) and SU(q) global symmetry subgroups. The full
global SU(p|q) transformations are
Φ̂AI → Φ̂AJM̂JI (2.4)
where M̂ ∈ SU(p|q). The covariant derivatives are defined by
DtẐ =
˙̂
Z − i[α̂, Ẑ], DtΦ̂ = ˙̂Φ− iα̂Φ̂. (2.5)
The gauge transformations are
ẐAB → ÛACẐCDÛ †DB, (2.6)
Φ̂AI → ÛABΦ̂BI , (2.7)
α̂AB → ÛAC α̂CDÛ †DB + iÛAC ˙̂U
†
CB (2.8)
where
ÛAB =
(
Uab Vaβ
Wαb U˜αβ
)
∈ U(N |M) (2.9)
and since Û is unitary
Û † = Û−1 =
(
U−1(I − V U˜−1WU−1)−1 −U−1V U˜−1(I −WU−1V U˜−1)−1
−U˜−1WU−1(I − V U˜−1WU−1)−1 U˜−1(I −WU−1V U˜−1)−1
)
.
(2.10)
Note that we have chosen the SU(p|q) transformations in (2.4) to act from the right
on Φ̂. This is so that these transformations commute with the U(N |M) gauge transforma-
tions (2.7) acting from the left. This is only necessary when M 6= 0 and q 6= 0 since in this
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general case not all components of M̂ commute with all components of Û , as some pairs
anti-commute.
In terms of the elements of the matrices (2.2) and (2.3), the action (2.1) is expressed as
S =
∫
dt
[
iTr
(
Z†DZ +B†DB − iZ†
(
λB −Aλ˜
)
− iB†
(
λ˜Z − Z˜λ˜
)
− Z˜†DZ˜ −A†DA+ iZ˜†
(
λ˜A−Bλ
)
+ iA†
(
λZ˜ − Zλ
))
+ i
∑(
φ†Dφ− iφ†λψ˜ − ψ†Dψ + iψ†λφ˜− φ˜†Dφ˜+ iφ˜†λ˜ψ + ψ˜†Dψ˜ − iψ˜†λ˜φ
)
− κTr (α− α˜)− ωTr
(
Z†Z +B†B − Z˜†Z˜ −A†A
)]
(2.11)
where the covariant derivatives are defined by
DZ = Z˙ − i[α,Z], DZ˜ = ˙˜Z − i[α˜, Z˜],
DA = A˙− iαA+ iAα˜, DB = B˙ − iα˜B + iBα,
Dφ = φ˙− iαφ, Dφ˜ = ˙˜φ− iα˜φ˜
Dψ = ψ˙ − iαψ, Dψ˜ = ˙˜ψ − iα˜ψ˜. (2.12)
The gauge transformations (2.6) of the fields ẐAB are expressed by
Z → UZU † + V BU † + UAV † + V Z˜V †, (2.13)
Z˜ → U˜ Z˜U˜ † +WAU˜ † + U˜BW † +WZW †, (2.14)
A → UAU˜ † + UZW † + V Z˜U˜ † + V BW †, (2.15)
B → U˜BU † +WZU † + U˜ Z˜V † +WAV †, (2.16)
those of the fields Φ̂AI are
φ → Uφ+ V ψ˜, φ˜ → U˜ φ˜+Wψ, (2.17)
ψ → Uψ + V φ˜, ψ˜ → U˜ ψ˜ +Wφ, (2.18)
and those of the gauge fields α̂ are
α → UαU † + V λ˜U † + UλV † + V α˜V † + iUU˙ † + iV V˙ †, (2.19)
α˜ → U˜ α˜U˜ † +WλU˜ † + U˜ λ˜W † +WαW † + iU˜ ˙˜U
†
+ iWW˙ †, (2.20)
λ → UλU˜ † + UαW † + V α˜U˜ † + V λ˜W † + iUW˙ † + iV ˙˜U
†
, (2.21)
λ˜ → U˜ λ˜U † +WαU † + U˜ α˜V † +WλV † + iWU˙ † + iU˜ V˙ †. (2.22)
When M = 0 and q = 0, our supermatrix Chern-Simons model (2.1) becomes the
ordinary matrix Chern-Simons model in [1, 2, 10]
S =
∫
dt
[
iTr
(
Z†DtZ
)
+ i
p∑
i=1
φ†iDtφi − κTrα− ωTrZ†Z
]
(2.23)
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where Z is a complex adjoint scalar and φi, i = 1, · · · , p are p fundamental complex scalars.
Here the covariant derivatives are
DtZ = Z˙ − i[α,Z], Dtφi = φ˙i − iαφi (2.24)
and the trace is taken over the U(N) gauge indices. The gauge symmetry transforma-
tions (2.13)–(2.18) reduce to
Z → UZU †, φi → Uφi (2.25)
for U ∈ U(N). This ordinary matrix Chern-Simons model (2.23) is considered as an
effective theory of the fractional quantum Hall states composed of N electrons in the
lowest Landau level [1, 2, 5]. Although the matrix Z is not diagonalized, it describes
positions of N electrons on the plane. The vectors φi describe the internal spin, which is
called pseudospin, degrees of freedom of N electrons [2].
2.2 Vortex-antivortex system in multilayers
2.2.1 Chern-Simons vortex quantum mechanics
The matrix Chern-Simons theory with a U(N) gauge symmetry and an SU(p) flavor sym-
metry has been proposed as an effective theory of N vortices in non-relativistic U(p) Chern-
Simons matter theory. We will review the discussion in [2, 11, 12, 14–16].
Let us consider a Chern-Simons matter theory with gauge group
U(p)k′,k =
U(1)k′ × SU(p)k
Zp
(2.26)
with the relation
k′ − kp ∈ p2Z (2.27)
and the following Lagrangian [2]
S = SCS + Smatter,
SCS = −
∫
d3x
[
k′
4π
ǫµνρaµ∂νaρ +
k
4π
Tr ǫµνρ
(
Aµ∂νAρ − 2i
3
AµAνAρ
)
− µa0
]
,
Smatter =
∫
d3x
[
iφ†iD0φi −
1
2m
Dαφ
†
iDαφi −
π
m
{
1
k′
(
φ†iφi
)2
+
1
k
(
φ†i t
αφi
)2}]
(2.28)
where µ, · · · = 0, 1, 2 are space-time indices, α, · · · = 1, 2 are spatial indices. Here aµ is
the U(1) gauge field, Aµ is the SU(p) gauge field and φi, i = 1, · · · , p are the p funda-
mental complex bosonic fields. Note that the matter is non-relativistic, having first order
time derivatives and obeying Schro¨dinger-like equations of motion. The action has BPS
equations which give the vortex equations
f12 =
2π
k′
(|φi|2 − µ) , Fα12 = 2πk φ†i tαφi, (2.29)
Dzφi = 0 (2.30)
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where f12 = ∂1a2 − ∂2a1 and F12 = ∂1A2 − ∂2A1 − i[A1, A2]. The solutions to the vortex
equations (2.29) and (2.30) are not unique and the most general solutions with the vortex
number N have 2pN parameters [13]. The space of solutions is the vortex moduli space,
Mp,N , in which the solutions are parametrized by 2pN collective coordinates Xa, a =
1, · · · , 2pN as φi(x;X) and Aα(x;X).
In order to describe the vortex dynamics, it is important to note that the non-
relativistic action (2.28) is first order in time derivatives. This implies that the vortex
moduli space Mp,N is not the configuration space but rather the phase space. In the rel-
ativistic theory with second order time derivatives the moduli space is the configuration
space and the soliton dynamics is addressed by geodesic motion of a slowly moving particle
on the moduli space with respect to the metric gab(X) [17]
S =
∫
dt
[
gabX˙
aX˙b − V (X)
]
(2.31)
where V (X) is some potential term. Meanwhile, in the non-relativistic theory with first
order time derivatives, the moduli space is the phase space. In general, the low-energy
effective description of such soliton dynamics is given by [14]
S =
∫
dt
[
Aa(X)X˙a − V (X)
]
. (2.32)
Here Aa is the connection one-form on the moduli space which obeys [14, 15]
dA = Ω (2.33)
where Ω is the Ka¨hler form with respect to the metric g on the moduli space. This fact
relates the vortices in the Chern-Simons theories and those in the Yang-Mills theories so
that the corresponding effective descriptions for both obey a similar relationship.
To extract such a relationship, Tong [12] uses the construction of vortices in Yang-
Mills-Higgs theories via the brane configuration in type IIB string theory [13]
0 1 2 3 4 5 6 7 8 9
p D3 ◦ ◦ ◦ ◦
NS5 ◦ ◦ ◦ ◦ ◦ ◦
N D1 ◦ ◦
(2.34)
which is depicted in figure 1. The p D3-branes and the NS5-branes provide the 3d N =
4 U(p) Yang-Mills-Higgs theory and N vortices are realized as the N D1-branes. The
dynamics of the N D1-branes is given by the U(N) gauged quantum mechanics, which
includes a gauge field α, the real adjoint scalar fields σI , I = 3, 4, 5 describing the positions
of D1-branes in the x3,4,5 directions, the complex adjoint scalar fields Z as N ×N complex
matrices, describing the positions of D1-branes in the two-dimensional x1-x2 plane, and
the fundamental complex scalars φ as p×N matrices arising from the D1-D3 strings. The
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Figure 1. N Vortices appear as N D1-branes in the 3d N = 4 U(p) Yang-Mills-Higgs theory on p
D3-branes attached on NS5-branes.
bosonic part of the Lagrangian is given by
L = tr
[
1
2g2
Dtσ
IDtσ
I +DtZ
†DtZ +DtφDtφ
†
− 1
2g2
[
σI , σJ
]2 − ∣∣[Z, σI ]∣∣2 − φφ†σIσI − g2
2
(
φφ† + [Z,Z†]− rI
)]
(2.35)
where
DtZ = Z˙ − i[α,Z], DtσI = σ˙I − i[α, σI ], Dtφ = φ˙− iαφ (2.36)
and the gauge coupling g and the FI parameter r are encoded by the positions of the
D3-branes and NS5-branes
1
g2
=
2πl2s∆x
9
gs
, r =
∆x6
gs
. (2.37)
The decoupling limit of the D3-brane theory can be achieved in the strong coupling
limit g2 → ∞. This leads to the D-term constraints from the leading terms in the La-
grangian (2.35)
[Z,Z†] + φφ† − rI = 0. (2.38)
According to the N2 constraints (2.38), the (N2 + pN) original matrix degrees of freedom
from the matrices Z and φ reduce to pN complex (2pN real) degrees of freedom as required
from the dimensions of the vortex moduli space Mp,N .
From the above analysis via string theory, we see that the dynamics of N vortices in
U(p) Yang-Mills theory is captured by the matrix model (2.35) with the constraints (2.38).
To find the matrix model of Chern-Simons vortices, we observe the following facts:
1. The Ka¨hler form Ω on Mp,N can be constructed from the canonical Ka¨hler form on
the space of unconstrained Z and φ by imposing the non-trivial constraint (2.38) via
the symplectic quotient construction.
2. The general action (2.32) is first order in time derivatives.
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It then turns out that the above necessary properties follow from the matrix U(N) Chern-
Simons models (2.23) with SU(p) flavor symmetry in such a way that the auxiliary gauge
field α plays a role of a Lagrange multiplier which yields the Gauss law constraints as (2.38).
This fact further instructs us to consider our supermatrix U(N |M) Chern-Simons
model (2.1) with an SU(p|q) flavor symmetry as the microscopic description of the sys-
tem which involves N vortices and M anti-vortices with internal SU(p|q) spin degrees of
freedom. We will provide supporting evidence for this interpretation.
2.2.2 Vortices and antivortices in multilayers
Vortex-antivortex pairs. A vortex and an antivortex are distinguished by the winding
number or vortex number in such a way that a vortex carries the winding number +1 and
an antivortex does −1. When a vortex and an antivortex meet, they can form a vortex-
antivortex pair. Below a certain temperature, the thermal energy is not enough to generate
vortices, however, the lower energy vortex-antivortex pairs can occur. Vortex-antivortex
pairs can be localized configurations. The two-dimensional superfluid phase that is char-
acterized by the existence of vortex-antivortex pairs is called the Berezinskii-Kosterlitz-
Thouless (BKT) phase [18].1 In addition to winding number, vortices and antivortices are
also characterized by polarity p [20]. The polarity is an out-of plane magnetization at the
vortex-core which can either point up (p > 0) or down (p < 0). The winding number N
and polarity p specify the circulation or vorticity q by [20]
q = −2πNp. (2.39)
In general the topology and the dynamics of pairs of vortices depend on the circulation.
Let q1 and q2 be circulations of vortices. The kinetic energy of the pairs per unit mass in
the plane is given by [21]
E = π
[
q21 ln
R0
a0
+ q22 ln
R0
a0
+ 2q1q2 ln
R0
d
]
(2.40)
where R0 is the size of container, a0 is the vortex core radius and d is the separation of pairs.
For vortex-antivortex pairs the winding numbers are taken to be opposite and therefore
the circulations are determined by their polarities. Dynamics of pairs of vortices have been
studied in [21] and vortex-antivortex pairs have been studied numerically in [20, 22, 23].
Let us briefly review the properties of vortex-antivortex pairs.
1. Parallel polarized vortex-antivortex pairs
When the vortex and antivortex cores are polarized parallel to each other, they have
the opposite circulation according to (2.39). Then the interaction energy in (2.40)
is negative binding energy. Qualitatively this is because the flow fields of vortices
and antivortices tend to cancel in the bulk and the total kinetic energy is reduced.
Consequently the cores of vortices approach each other on spiraling orbits and meet
in the center.
1In the quantum Hall states, a vortex-antivortex can be viewed as a quasiparticle-hole [19].
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Figure 2. N vortices (red) and M antivortices (blue) in multiple p layers under the influence of
vertically upward magnetic field B and q layers under that of the downward magnetic field.
2. Antiparallel polarized vortex-antivortex pairs
Because of (2.39), when the vortex and antivortex cores are polarized antiparallel
to each other, they have the same circulation. From (2.40) the interaction energy
is positive in this case as the flow fields tend to enlarge in the bulk and the total
kinetic energy increases. This indicates that after the creation of a vortex-antivortex
pair, the antivortex quickly moves towards the original vortex in a rapid process and
they then annihilate each other.2 It has been shown that such vortex-antivortex
annihilation is connected with the emission of sound waves [21, 25–28].
We will see in section 3.2 that the classical ground states in our supermatrix Chern-Simons
model (2.1) support these two different types of vortex-antivortex pairs.
Vortices in multilayers. Multilayered quantum Hall systems and vortices have been
constructed and studied in theoretical and experimental setup [29–33]. In this case electrons
or vortices may occupy several layers and carry different spins in such a way that additional
layer indices label them with internal spins. Recently it has been proposed in [2] that the
fractional quantum Hall states or vortices in p-component systems can be described by
the matrix Chern-Simons model (2.23) with an internal SU(p) symmetry. Here we will
consider a generalization of this model with an internal SU(p|q) symmetry. It is expected
that our generalized model may be theoretically realized in a system which consists of N
vortices and M antivortices in two sets of multilayers as shown in figure 2 where one set of
p multilayers is put in a perpendicular magnetic field pointing upward whereas the other
q are in the downward magnetic field.
2See [24] for the detail of the magnetization dynamics of such annihilation process.
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3 Classical solutions
We first derive the classical equations of motion and Gauss law constraints for the general
case. We note that the model is related to generalized Calogero models. We then investigate
classical ground states and their physical interpretation, focussing on various special cases.
The classical equations of motion for dynamical scalar fields and fermions from Ẑ read
i(DZ)ab = Aaαλ˜αa − λaαBαb + ωZab, (3.1)
i(DZ˜)αβ = Bαaλaα − λ˜αaAaβ + ωZ˜αβ , (3.2)
i(DA)aα = Zabλbα − λaβZ˜βα + ωAaα, (3.3)
i(DB)αa = Z˜αβλ˜βa − λ˜αbZba + ωBαa (3.4)
and those from Φ̂ are
i(Dφ)ai = −λaαψ˜αi, i(Dφ˜)αλ = −λ˜αaψaλ, (3.5)
i(Dψ)aλ = −λaαφ˜αλ, i(Dψ˜)αi = −λ˜αaφai. (3.6)
For M = 0 and q = 0 the classical equations of motion for the scalar fields are
iDtZ = ωZ, Dtφi = 0. (3.7)
The equations of motion for gauge fields lead to the Gauss law constraints. Using
notation (−1)A=1 if A=a and (−1)A=−1 if A=α etc. the relevant part of the action is
Sgauge =
∫
dt
(
(−1)AαAB
[
Ẑ, Ẑ†
]
BA
+ (−1)IΦ̂†IAαABΦ̂BI − κ(−1)AαAA
)
=
∫
dt αAB(−1)A
([
Ẑ, Ẑ†
]
BA
+ (−1)A+I+(A+B)(A+I)Φ̂†IAΦ̂BI − κδAB
)
=
∫
dt αAB(−1)A
([
Ẑ, Ẑ†
]
BA
+ Φ̂BIΦ̂
†
IA − κδAB
)
. (3.8)
The Gauss law constraints are therefore[
Ẑ, Ẑ†
]
AB
+ Φ̂AIΦ̂
†
IB − κδAB = 0, (3.9)
or in component form
[Z,Z†] +AA† −B†B +
∑
i
φiφ
†
i +
∑
λ
ψλψ
†
λ − κI = 0, (3.10)
[Z˜, Z˜†] +BB† −A†A+
∑
λ
φ˜λφ˜
†
λ +
∑
i
ψ˜iψ˜
†
i − κI = 0, (3.11)
BZ† − Z˜†B + Z˜A† −A†Z +
∑
i
ψ˜iφ
†
i +
∑
λ
φ˜λψ
†
λ = 0, (3.12)
ZB† −B†Z˜ − Z†A+AZ˜† +
∑
i
φiψ˜
†
i +
∑
λ
ψλφ˜
†
λ = 0. (3.13)
Note that (3.13) follows from the Hermitian conjugation of (3.12).
– 11 –
J
H
E
P
0
2
(
2
0
1
8
)
1
1
9
Tracing the U(N) and U(M) parts of the Gauss law constraints (3.10) and (3.11) give
respectively∑
a
∑
α
(AaαA
†
αa +BαaB
†
aα) +
∑
i
∑
α
φ†iaφai −
∑
λ
∑
a
ψ†λaψaλ = κN, (3.14)∑
a
∑
α
(AaαA
†
αa +BαaB
†
aα) +
∑
λ
∑
α
φ˜†λαφ˜αλ −
∑
i
∑
α
ψ˜†iαψ˜αi = κM (3.15)
and the difference of these equations is the supertrace of the Gauss law constraints∑
i
∑
α
φ†iaφai −
∑
λ
∑
a
ψ†λaψaλ −
∑
λ
∑
α
φ˜†λαφ˜αλ +
∑
i
∑
α
ψ˜†iαψ˜αi = κ(N −M). (3.16)
Now, we can find explicit solutions after first gauge fixing. The simplest is to choose
the temporal gauge α̂ = 0. Then the equations of motion for the supervector field Φ̂, (3.5)
and (3.6) become
˙̂
Φ = 0. Thus Φ̂ should be constant. Meanwhile the equations of motion
for the supermatrix field Ẑ, (3.1)–(3.4) become
Z˙ab = −iωZab, (3.17)
˙˜
Zαβ = −iωZ˜αβ , (3.18)
A˙aα = −iωAaα, (3.19)
B˙αa = −iωBαa (3.20)
and therefore each block matrix has a simple time dependence given by a factor e−iωt.
In the Gauss law constraints (3.10)–(3.13) these time-dependent phases cancel, so in the
temporal gauge the classical solutions correspond to time-independent solutions of the
Gauss law constraints. Note that we still have the residual gauge symmetry of arbitrary
time-independent gauge transformations.
3.1 Generalized Calogero models
The Chern-Simons supermatrix quantum mechanics models (2.1) can also be related to
generalized Calogero models. To do this, first split Ẑ into its Hermitian and anti-Hermitian
parts as
Ẑ =
1√
2
(
X̂ + iŶ
)
(3.21)
where X̂ and Ŷ are both Hermitian. Then the U(N |M) symmetry can be used to diago-
nalize X̂ which we write as X̂AB = xAδAB. In this gauge we find[
Ẑ, Ẑ†
]
AB
= −i(xA − xB)YAB (3.22)
so the Gauss law constraints (3.9) become
(xA − xB)ŶAB = iκδAB − iΦ̂AIΦ̂†IB. (3.23)
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Clearly the l.h.s. vanishes for A = B so we see that for all A (but summing over I)
(−1)I+AΦ̂†IAΦ̂AI = Φ̂AIΦ̂†IA = κ (3.24)
and there is no constraint on the diagonal elements of Ŷ so we can label ŶAA = yA.
Note that up to total derivative terms the kinetic term in the Lagrangian is
iStr
(
Ẑ†∂tẐ
)
≃ Str
(
Ŷ ∂tX̂
)
=
∑
A
(−1)AyAx˙A (3.25)
so (−1)AyA is the conjugate momentum to xA. Since the coordinates xA are unconstrained,
they are generically distinct so we can just divide by (xA − xB) in (3.23) to find the off-
diagonal components of ŶAB. We can then write
ŶAB = yAδAB +
i
xA − xB
(
κδAB − Φ̂AIΦ̂†IB
)
(3.26)
with the understanding that the second term vanishes for A=B due to the constraint (3.24).
We can now write the Hamiltonian in terms of the coordinates xA and their conjugate
momenta as
H = ωStr
(
Ẑ†Ẑ
)
=
ω
2
Str
(
X̂2 + Ŷ 2
)
=
ω
2
∑
a
(x2a + y
2
a)−
ω
2
∑
α
(x2α + y
2
α) + V, (3.27)
V =
ω
2
∑
A 6=B
(−1)A
(xA − xB)2 Φ̂AIΦ̂
†
IBΦ̂BJ Φ̂
†
JA. (3.28)
It is possible to interpret this as a model of N +M particles. However, while N have
a standard kinetic term, M have the wrong sign for the kinetic term. At the level of
equations of motion this is not a problem but it is likely problematic to treat the quantum
system. Note, however, that the original system had only first order derivative terms which
are well-defined for either sign of kinetic term. In fact, we will see in section 4.1 that it can
be quantized to produce a Hamiltonian bounded from below. Clearly, this indicates some
subtleties in relating the matrix quantum mechanics to the Calogero model. Nevertheless,
it may be possible to interpret the model as a coupling of an N -particle Calogero model
to an M -particle model with a specific interaction potential. In particular we see that
H = HN +HM + Vint, (3.29)
HN =
ω
2
∑
a
(x2a + y
2
a) +
ω
2
∑
a,b
1
(xa − xb)2 Φ̂aIΦ̂
†
IbΦ̂bJ Φ̂
†
Ja, (3.30)
HM = −ω
2
∑
α
(x2α + y
2
α)−
ω
2
∑
α,β
1
(xα − xβ)2 Φ̂αIΦ̂
†
IβΦ̂βJ Φ̂
†
Jα, (3.31)
Vint =
ω
2
∑
a,β
1
(xa − xβ)2 Φ̂aIΦ̂
†
IβΦ̂βJ Φ̂
†
Ja −
ω
2
∑
α,b
1
(xα − xb)2 Φ̂αIΦ̂
†
IbΦ̂bJ Φ̂
†
Jα
= ω
∑
a,β
1
(xa − xβ)2 Φ̂aIΦ̂
†
IβΦ̂βJ Φ̂
†
Ja. (3.32)
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This reduces to the usual Calogero model in the case M = q = 0 and p = 1. The
constraints (3.24) for the single fundamental scalar φ give (up to unimportant phases which
cancel in the potential)
φa =
√
k ∀a. (3.33)
We then recognize the usual Calogero model
H =
ω
2
∑
a
(x2a + y
2
a) +
ω
2
∑
a 6=b
κ2
(xa − xb)2 . (3.34)
If we allow arbitrary p, but still M = q = 0, the potential is generalized to
V =
ω
2
∑
a 6=b
κ2
(xa − xb)2 (φaiφ
†
ib)(φbjφ
†
ja) (3.35)
with the constraints
φaiφ
†
ia = κ ∀a. (3.36)
Further generalizing to q 6= 0 we get a potential containing terms quadratic and quartic
in fermions ψλa:
V =
ω
2
∑
a 6=b
κ2
(xa − xb)2 (φaiφ
†
ib + ψaλψ
†
λb)(φbjφ
†
ja + ψbρψ
†
ρa) (3.37)
with the constraints
φaiφ
†
ia + ψaλψ
†
λa = κ ∀a. (3.38)
Such generalized N -particle Calogero models with SU(p|q) internal degrees of freedom,
and the related spin chain models — so-called supersymmetric Polychronakos models —
which arise as their freezing limit, have been studied in [34–37]. We also note that this
model can be embedded in specific angular momentum sectors of the ordinary bosonic
U(N) matrix model without any vector-like fields, i.e. with p = q = 0 or Chern-Simons
term. In particular, upon quantization the conserved angular momenta [Z,Z†] become
integer representation SU(N) generators with vanishing ZN charge. However, any such
representation of SU(N) can be obtained from a set of bosonic and fermionic oscillators by
the Schwinger construction. These oscillators correspond to the fields φai and ψaλ in (3.37)
while (3.38) imposes the integrality condition.3
3.2 Classical ground state
The classical ground state is the classical solution of least energy, so we need to find the
time-independent solution to the Gauss law constraints which minimizes the Hamiltonian
H = ωStr
(
Ẑ†Ẑ
)
. (3.39)
3We thank A. Polychronakos for pointing this out.
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The Gauss law constraint can be imposed using a Lagrange multiplier. As such a time-
independent Lagrange multiplier appears in exactly the same way as the original gauge
field, we use the same notation α̂. So, we must minimize
H = Str
(
ωẐ†Ẑ − α̂
(
[Ẑ, Ẑ†] + Φ̂IΦ̂
†
I − κI
))
. (3.40)
Varying with respect to Ẑ† we see that the result is that the ground state is given by a
solution to the Gauss law constraint where also for some α̂
ωẐ =
[
α̂, Ẑ
]
. (3.41)
As finding the general solution is not simple, let us now consider explicitly the case
where p = 1 and q = 1. Up to gauge transformations, we take the following generic
configuration
φa =

0
...
0
x
 , ψ˜α =

0
...
0
0
 , φ˜α =

0
...
0
z
 , ψa =

0
...
0
y
 . (3.42)
Then the Gauss law constraints become
[Ẑ, Ẑ†]AB=
(
κ−(x†x− y†y)δAN − z†zδA(N+M)
)
δAB − yz†δANδB(N+M)− zy†δA(N+M)δBM
=
(
κ− z†z(δAN + δA(N+M))− κ(N −M)δAN
)
δAB − yz†δANδB(N+M)
− zy†δA(N+M)δBN (3.43)
where the second line takes into account the constraint
x†x− y†y − z†z = κ(N −M) (3.44)
on x, y and z imposed by (3.16), the supertrace of the Gauss law constraints (3.9).
We can also use the residual U(N − 1|M − 1) symmetry to partially diagonalize α̂:
αab = βaδab, a, b 6= N, (3.45)
α˜αβ = β˜αδαβ , α, β 6= M. (3.46)
For generic βa and β˜α this reduces the symmetry U(N − 1|M − 1) to its maximal Abelian
subgroup, i.e. the Cartan subgroup so that the diagonal components correspond to the
generators of the Cartan subalgebra. Of course, the residual symmetry will be enhanced to
a non-Abelian subgroup of U(N |M) if there is any degeneracy in the values of βa and β˜α.
Finally, varying with respect to Φ̂†I gives
α̂Φ̂I = 0 (3.47)
which for the above configuration for Φ̂ imposes additional constraints on α̂ and Φ̂ which
can be described in terms of three cases:
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1. α̂AN = α̂A(M+N) = 0 so that α̂ is completely diagonal
4 but there are no further
restrictions on Φ̂.
2. x = y = α̂A(M+N) = 0.
3. z = α̂AN = 0.
We comment on the first case in appendix A. In case 2 both φ and ψ vanish so this is
equivalent to considering solutions in the case p = 0 and q = 1. We now consider the third
case, but as we will see, we can find solutions taking the more restrictive ansatz
αNN = 0, z = φ˜M = 0. (3.48)
Then the equations for ẐAB, (3.41) reduce to
(βa − βb − ω)Zab = 0,
(
β˜α − β˜β − ω
)
Z˜αβ = 0, (3.49)(
βa − β˜α − ω
)
Aaα = 0,
(
β˜α − βa − ω
)
Bαa = 0. (3.50)
It follows that the diagonal parts of Z and Z˜ are zero. Let αa be the diagonal matrices
associated to the simple roots which form a complete set of diagonal matrices
α
a = αaiHi =
1
2
diag
0, 0, · · · , 0, 1︸︷︷︸
a
, −1︸︷︷︸
a+1
, 0 · · · , 0
 (3.51)
where
Hm = diag
1, 1, · · · , 1︸ ︷︷ ︸
m
,−m, 0, · · · , 0
 (3.52)
is the generator of the Cartan subalgebra and the diagonal parts αD of the gauge fields α
can be written as
αD =
N−1∑
a=1
caα
a. (3.53)
It follows that
Tr(αD ·αa) = 1
2
ca = βa − βa+1 (3.54)
where
αD = diag (β1, β2, · · · , βN ) . (3.55)
Thus {βa − βb = ω} corresponds to simple roots {ǫa − ǫb} of AN−1 so that the associated
canonical variables Zab take values in CEab where {ǫ1, · · · , ǫN} is the basis of the root
4However, note that this solution with αNN = α˜MM = 0 involving the same values for α̂ is not desirable
if we do not want any enhanced symmetry.
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space and Eab is the matrix with ab-entry being one and all others being zeros. Similarly,{
β˜α − β˜β = ω
}
corresponds to simple roots {δα − δβ} of AM−1 so that Z˜αβ take values
in CEαβ .
We consider the case in which there is no enhanced gauge symmetry with (N − 1)
different values of βa and (M − 1) different values of β˜α.
In contrast to the Lie algebra, there are many inequivalent simple root systems in the
basic Lie superalgebra consisting of the even roots
∆0 = {ǫa − ǫb|1 ≤ a 6= b ≤ N} ∪ {δα − δβ |1 ≤ α 6= β ≤ M} (3.56)
and the odd roots
∆1 = {± (ǫa − δα) |1 ≤ a ≤ N, 1 ≤ α ≤ M} (3.57)
where {ǫ1, · · ·, ǫN ; δ1, · · ·, δM} is the basis of the root space with the bilinear forms (ǫa, ǫb) =
δab, (δα, δβ) = −δαβ and (ǫa, δα) = 0. All the simple root systems are given by [38]
Π = ±{ǫ1 − ǫ2, ǫ2 − ǫ3, · · · , ǫs1 − δ1, δ1 − δ2, · · · , δt1 − ǫs1+1, · · · } (3.58)
up to the Weyl equivalence where S = {s1 < s2 < · · · } and T = {t1 < t2 < · · · } are two
increasing sequences. Correspondingly {βa − βb},
{
β˜α − β˜β
}
,
{
βa − β˜α
}
and
{
β˜α − βa
}
admit different configurations for non-trivial valued Zab, Z˜αβ , Aaα and Bαa.
According to the configuration (3.48), the Gauss law conditions (3.10)–(3.13) reduce to
[Z,Z†]ab +AaαA
†
αa −B†aαBαa + κ(N −M)δaNδbN = κδab, (3.59)
[Z˜, Z˜]αβ −A†αaAaβ +BαaB†aβ = κδαβ , (3.60)
ZabB
†
bβ −B†aαZ˜αβ − Z†abAbβ +AaαZ˜†αβ = 0, (3.61)
BαaZ
†
ab − Z˜†αβBβb + Z˜αβA†βb −A†αaZab = 0 (3.62)
and the trace conditions (3.14), (3.15) and the supertrace condition (3.16) become∑
a,α
(
AaαA
†
αa +BαaB
†
aα
)
+ |x|2 − y†y = κN, (3.63)
∑
a,α
(
AaαA
†
αa +BαaB
†
aα
)
= κM, (3.64)
|x|2 − y†y = κ(N −M). (3.65)
Let us take, for some integer r with 1 ≤ r ≤ M ≤ N ,
βa =
{
(N + r + 1− 2a)ω a = 1, · · · , r
(N − a)ω a = r + 1, · · · , N
β˜α =
{
(N + r − 2α)ω α = 1, · · · , r
(N +M + r − α)ω α = r + 1, · · · ,M
(3.66)
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for which we have distinct values for βa, a = 1, · · · , N and β˜α, α = 1, · · · ,M as we are
considering the case with no enhanced symmetry. These diagonal parts correspond to the
set of roots
∆0 ={ǫr+1 − ǫr+2, ǫr+2 − ǫr+3, · · ·, ǫN−1−ǫN}∪{δr+1− δr+2, δr+2− δr+3, · · ·, δM−1− δM} ,
∆1 ={ǫ1 − δ1, ǫ2 − δ2, · · · , ǫr − δr} ∪ {δM+1 − ǫ1, δ1 − ǫ2, δ2 − ǫ3, · · · , δr − ǫr+1} . (3.67)
The number of available independent components is (N−r−1)+(M−r−1)+r+(r+1) =
N+M−1. According to (3.66), the component fields of supermatrix Ẑ take general forms as
Zab = Za(a+1), a = r + 1, · · · , N − 1,
Z˜αβ = Z˜α(α+1), α = r + 1, · · · ,M − 1,
Aaα = Aααδaα, a = 1, · · · , r,
Bαa = Bα(α+1)δa(α+1) +BM1δαMδa1, α = 1, · · · , r. (3.68)
Then the Gauss law constraints (3.59) become
A11A
†
11 = B
†
1MBM1 + κ, (3.69)
AaaA
†
aa = B
†
a(a−1)B(a−1)a + κ, a = 2, · · · , r, (3.70)
|Z(r+1)(r+2)|2 = B†(r+1)rBr(r+1) + κ, (3.71)
|Za(a+1)|2 = |Z(a−1)a|2 + κ, a = r + 2, · · · , N − 1, (3.72)
|Z(N−1)N |2 = κ(N −M − 1). (3.73)
and we find that
|Za(a+1)|2 = κ(a−M) (3.74)
for a = r + 1, · · · , N − 1. Due to the positivity of the equation (3.74), it follows that
r ≥ M − 1 and so r must be either M − 1 or M .
1. Parallel polarized vortex-antivortex state
Let us consider the case for r = M − 1, in which the configuration (3.66) reduces to
βa =
{
(N +M − 2a)ω a = 1, · · · ,M − 1
(N − a)ω a = M, · · · , N
β˜α =
{
(N +M − 2α)ω α = 1, · · · ,M − 1
(N +M − 1)ω α = M
(3.75)
and the corresponding simple root system is
∆0 = {ǫM − ǫM+1, ǫM+2 − ǫM+2, · · · , ǫN−1 − ǫN} (3.76)
∆1 = {ǫ1−δ1, ǫ2−δ2, · · ·, ǫM−1 − δM−1}∪{δM+1−ǫ1, δ1−ǫ2, δ2−ǫ3, · · ·, δM−1− ǫM} .
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Thus the classical configuration does not admit non-trivial values for Z˜. From the
configurations (3.74) and the Gauss law conditions (3.71) one finds that
B†M(M−1)B(M−1)M = −κ. (3.77)
Then the second set (3.60) of the Gauss law constraints become
−A†ααAαα +Bα(α+1)B†(α+1)α = κ, α = 1, · · · ,M − 2, (3.78)
A†(M−1)(M−1)A(M−1)(M−1) = 0, (3.79)
BM1B
†
1M = κ. (3.80)
Combining these with (3.69)–(3.73) and (3.74), we obtain
Z =
√
κ

0 0
0
√
1
0
√
2
0
. . .
. . . √
N −M − 1
0

,
B =

0 B12
... B23
. . . 0
0 B(M−1)M
BM1 0 · · · 0

,
Z˜ = 0, A = 0,
φ =

0
0
...
...
0
x

, ψ =

0
0
...
...
0
y

(3.81)
so that
B†(α+1)αBα(α+1) = −κ, B†1MBM1 = −κ,
|x|2 − y†y = κ(N −M). (3.82)
The fermionic Gauss law conditions (3.61) and (3.62) hold for the above static con-
figurations.
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Figure 3. A quantum droplet of radius
√
κ(N − 1) formed by N electrons on the plane.
In order to interpret our classical solutions (3.81) and (3.82), let us firstly consider a
special case for M = 0 where the supermatrix field Ẑ becomes the ordinary matrix
N ×N matrix Z and Z˜ = 0, A = 0 and B = 0. The non-trivial field configurations
are given by
Z =
√
κ

0
√
1
0
√
2
. . .
. . . √
N − 2
0
√
N − 1
0

, φ =

0
0
...
...
0
x

, ψ =

0
0
...
...
0
y

(3.83)
and we have the constraint
|x|2 − y†y = κN. (3.84)
In this case, the gauge symmetry is an ordinary U(N) symmetry, but we still have
a supergroup SU(p|q) flavour symmetry. We have already presented the general-
ized Calogero model for this case in section 3.1, but here we find the classical
ground state. In the particular case when q = 0, the supervector fields become
φ =
√
κN(0, 0, · · · , 1)T , ψ = 0 so that (3.84) can be uniquely solved and our config-
uration is exactly same as the unique classical ground state in [1].
One can obtain a physical interpretation of the resulting configurations in the de-
scription of the fractional quantum Hall effect [1]. The solution (3.83) corresponds
to the round quantum Hall droplet (see figure 3). The radius squared of the disk
formed by N electrons or N vortices is given by the maximum eigenvalue of Z†Z
R2 = κ(N − 1). (3.85)
The total energy is given by
E = ωTr(Z†Z) = κω
N(N − 1)
2
(3.86)
and depends on the size of the system consisting of N vortices.
As discussed in [1], the non-zero values x and y which absorb the anomaly of the
commutators are required to realize the finite droplet and they are interpreted as
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Figure 4. Parallel polarized vortex-antivortex pair ground state. (N−M) vortices form a droplet of
radius
√
κ(N −M). M vortex-antivortex pairs are created and the cores of vortices and antivortices
approach each other on spiraling orbits and meet in the center.
boundary terms. In general, when p+ q > 1 such terms may be associated to certain
additional internal degrees of freedom in the system. For example, when we consider
multi-layered two-dimensional systems, e.g. multi-layered graphene (with q = 0),
they correspond to the so-called valley degeneracies, which label p multi-layers of
vortices in our case. Also note that in the solutions above with p = q = 1 the SU(p|q)
symmetry acts on x and y (preserving x2 − y†y) while all other fields are invariant
(noting that z = 0 for these solutions).
Now for a general case with M 6= 0 the radius squared of the disk formed by electrons
is given by the maximum eigenvalue of Z†Z
R2 = κ(N −M − 1). (3.87)
This indicates that (N − M) electrons form a round disk of area πκ(N − M − 1).
The total energy is
E = ωTr(Z†Z +B†B) = κω
[
(N −M)(N −M − 1)
2
−M
]
. (3.88)
The first term is the energy of (N − M) electrons or vortices as in (3.86). An
interesting result is the second term with negative contribution to the energy. This is
the interaction energy of vortices and antivortices. As we have argued in section 2.2.2,
this indicates the negative binding energy of parallel polarized vortex-antivortex pairs
(see figure 4). Accordingly this classical configuration is expected to be associated
with M vortex-antivortex pairs with parallel polarization.
2. Antiparallel vortex-antivortex ground state
Next consider the case of r = M . The configuration (3.66) is given by
βa =
{
(N +M + 1− 2a)ω a = 1, · · · ,M
(N − a)ω a = M + 1, · · · , N
β˜α = (N +M − 2α)ω. (3.89)
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In these configurations all the values of βa and β˜α are different as required for no
enhanced symmetry. As in the previous case, the configurations (3.89) admit (N −
M − 1) + 0 +M +M = N +M − 1 non-trivial components of supermatrix field Ẑ,
in which there are 2M fermionic components. They correspond to the set of roots
∆0 = {ǫM+1 − ǫM+2, ǫM+2 − ǫM+3 · · · , ǫN−1 − ǫN} ,
∆1 = {ǫ1 − δ1, ǫ2 − δ2, · · · , ǫM − δM} ∪ {δ1 − ǫ2, δ2 − ǫ3, · · · , δM − ǫM+1} . (3.90)
In this case, the component fields of supermatrix Ẑ may take the form
Z = Za(a+1), a = M + 1, · · · , N − 1,
Z˜ = 0,
Aaα = Aααδaα, Bαa = Bα(α+1)δa(α+1) (3.91)
for α = 1, · · · ,M . Plugging the expressions (3.91) into the first set (3.59) of the
Gauss law constraints, we get
AaaA
†
aa = B
†
a(a−1)B(a−1)a + κ, a = 1, · · · ,M, (3.92)
|Z(M+1)(M+2)|2 = B†(M+1)MBM(M+1) + κ, (3.93)
|Za(a+1)|2 = |Z(a−1)a|2 + κ, a = M + 2, · · · , N − 1, (3.94)
|Z(N−1)N |2 = κ(N −M − 1). (3.95)
Thus we find
|Za(a+1)|2 = κ(a−M), (3.96)
BM(M+1) = 0 (3.97)
for a = M + 1, · · · , N − 1. From the Gauss law conditions (3.60) one finds
AααA
†
αα = B
†
(α+1)αBα(α+1) + κ (3.98)
where α = 1, · · · ,M . It then follows that
Bα(α+1) = 0, AααA
†
αα = κ. (3.99)
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Putting all together, the classical solution is given by
Z =
√
κ

0 0
0
√
1
0
√
2
0
. . .
. . . √
N −M − 1
0

, Z˜ = 0,
A =

A11
A22
. . .
AMM
0

, B = 0,
φ =

0
0
...
...
0
x

, ψ =

0
0
...
...
0
y

(3.100)
so that
AααA
†
αα = κ, |x|2 − y†y = κ(N −M). (3.101)
The radius squared of the disk formed by electrons is given by the maximum eigen-
value of Z†Z
R2 = κ(N −M − 1). (3.102)
Again this implies that (N −M) vortices form a round disk of area πκ(N −M − 1).
The total energy is
E = ωTr(Z†Z −A†A) = κω
[
(N −M)(N −M − 1)
2
+M
]
. (3.103)
The first term is the energy of (N − M) vortices as in (3.88) However, unlike the
previous result (3.88), the second term has positive contributions to the energy. This
would correspond to the positive energy of antiparallel polarized vortex-antivortex
pairs, where the M vortex-antivortex pairs lose the energy due to the emission of
sound waves (see figure 5). Thus this classical solution would be the vortex-antivortex
pairs of antiparallel polarization.
– 23 –
J
H
E
P
0
2
(
2
0
1
8
)
1
1
9
Figure 5. Antiparallel polarized vortex-antivortex pair ground state. (N − M) electrons form
a droplet of radius
√
κ(N −M − 1) on the plane. The annihilation of M vortex-antivortex pairs
releases the energy via the emission of sound wave.
4 Quantum states
4.1 Quantization
The elements of supermatrix Ẑ and the components of supervectors Φ̂ become operators
upon quantization. The action (2.11) specifies the canonical commutation relations
[Zab, Z
†
cd] = δadδbc, [Z˜αβ , Z˜
†
γδ] = −δαδδβγ ,
{Aaβ, A†γd} = −δadδβγ , {Bαb, B†cδ} = δαδδbc,
[φai, φ
†
jb] = δijδab, [φ˜αλ, φ˜
†
ρβ] = −δλρδαβ,
{ψaλ, ψ†ρb} = −δλρδab, {ψ˜αi, ψ˜†jβ} = δijδαβ , (4.1)
which can also be expressed in terms of superbrackets as[
ẐAB, Ẑ
†
CD
]
S
≡ ẐABẐ†CD − (−1)(A+B)(C+D)Ẑ†CDẐAB = (−1)BδADδBC , (4.2)[
Φ̂AI , Φ̂
†
JB
]
S
≡ Φ̂AIΦ̂†JB − (−1)(I+A)(J+B)Φ̂†JBΦ̂AI = (−1)IδIJδAB. (4.3)
When M = 0 and q = 0, (4.1) simplifies to
[Zab, Z
†
cd] = δadδbc, [φai, φ
†
jb] = δabδij . (4.4)
Given the canonical commutation relations (4.4), the quantization of the matrix Chern-
Simons model (2.23) is performed in [1, 2] by introducing a reference state |0〉 that obeys
Zab|0〉 = φi|0〉 = 0, (4.5)
and by acting on |0〉 with Z† and ϕ†i . When requiring that all physical states satisfy the
Gauss law constraints there are operator ordering ambiguities. They are fixed as
: [Z,Z†] : +
p∑
i=1
φiφ
†
i = κIN . (4.6)
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Combining the commutation relations (4.4) and the trace part of the constraint (4.6), we
find that
N∑
a=1
p∑
i=1
φ†iaφai = (κ− p)N. (4.7)
This means that all physical states have charge (κ − p) under the U(1) ⊂ U(N). Alter-
natively it demands that all physical states involve (κ− p)N copies of φ†. Meanwhile the
traceless part of the constraint (4.6) demands that they are SU(N) singlets.
However, in order to perform the quantization for the canonical commutation rela-
tions (4.1), one needs to determine which operators are realized by multiplication and
which operators by differentiation on the quantum states. This prescription is called the
polarization, which leads to the division of the phase space into coordinates and momenta.
Here we encounter the issue on quantization due to the non-trivial polarization. There ex-
ist two polarizations which include the proposed quantization (4.5) in the ordinary matrix
Chern-Simons model [1, 2].
1. Holomorphic polarization
Let us choose a polarization by introducing a reference state |0〉 that obeys
ẐAB|0〉 = Φ̂AI |0〉 = 0 (4.8)
and construct the Hilbert space by acting on |0〉 with Ẑ†AB and Φ̂†IA.
Due to the minus signs for the φ˜, ψ, Z˜ and A quantization conditions, we define the
following number operators to count the number of each type of creation operator
acting on the reference state:
NZ = Tr(Z
†Z), N
Z˜
=− Tr(Z˜†Z˜), (4.9)
NA = −Tr(A†A), NB =Tr(B†B), (4.10)
Nφ = Tr(φ
†φ), N
φ˜
=− Tr(φ˜†φ˜), (4.11)
Nψ = −Tr(ψ†ψ), Nψ˜ =Tr(ψ˜†ψ˜). (4.12)
We can also define total number operators
N
Ẑ
= NZ +NB +NZ˜ +NA = Str
(
Ẑ†Ẑ
)
, (4.13)
N
Φ̂
= Nφ +Nφ˜ +Nψ +Nψ˜ = (−1)IΦ̂†IAΦ̂AI . (4.14)
Then the Hamiltonian is
H = ωTr
(
Z†Z +B†B − Z˜†Z˜ −A†A
)
(4.15)
≡ ω (NZ +NB +NZ˜ +NA) ≡ ωNẐ (4.16)
which is manifestly non-negative.
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The system is a free set of bosonic and fermionic oscillators, subject to the Gauss
law constraints on physical states. From the form of the Hamiltonian, we see that
the ground state is the physical state with the minimal total Ẑ number, irrespective
of contributions from Φ̂.
To analyze the Gauss law constraints, we can just replace the expressions (3.10)–(3.13)
with the corresponding operators expressions. There is the question of normal order-
ing. This is only relevant for the diagonal constraints, i.e. the diagonal parts of (3.10)
and (3.11). Following [10] we can normal order the terms coming from Ẑ. Choosing
to do this or not to do this is equivalent to shifting the value of κ by (N −M). E.g.
taking the trace of (3.10) without normal ordering gives the constraint
Nφ +Nψ +NA −NB = N(κ−N +M − p+ q) (4.17)
whereas if we had normal ordered Ẑ terms we would get
Nφ +Nψ +NA −NB = N(κ− p+ q). (4.18)
The latter expression is more convenient when taking a large N , M limit. Similarly,
we could normal order the terms from Φ̂ but this would just result in a shift of κ
by (p − q) and we are considering those to be fixed in the large N , M limit. These
possibilities can all be encoded in a relation between κ appearing the the action and
k defined so that in the quantum Gauss law constraints (3.10) and (3.11) we just
take (3.10) and (3.11) to be completely normal ordered and replace κ with k.
Now, taking the trace of (3.10) gives
Nφ +Nψ +NA −NB = Nk (4.19)
while taking the trace of (3.11) gives
−N
φ˜
−N
ψ˜
+NA −NB = Mk. (4.20)
Taking the difference of these equations gives
N
Φ̂
≡ Nφ +Nψ +Nφ˜ +Nψ˜ = (N −M)k (4.21)
which is the supergroup analogue of (4.7).
2. Super polarization
Taking account into the superbracket
ẐABẐ
†
CD − (−1)(A+B)(C+D)Ẑ†CDẐAB = (−1)BδADδBC
= (−1)CδADδBC (4.22)
and identifying the annihilation operator ẐAB or Ẑ
†
CD as we have [a, a
†] = 1 or{
a, a†
}
= 1, we can consider the reference state defined by
(−1)B+1ẐAB|0〉 = ẐAB|0〉,
(−1)CẐ†CD|0〉 = Ẑ†CD|0〉. (4.23)
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Similarly we could impose
(−1)I+1Φ̂AI |0〉 = Φ̂AI |0〉,
(−1)IΦ̂†IA|0〉 = Φ̂†IA|0〉. (4.24)
We call this procedure of quantization the super polarization. We will leave more
detailed investigation of this super polarization to future work.
4.2 Quantum ground states
We will first review the quantum ground states for the models without supergroup sym-
metries. These states can be constructed as (a power of) a determinant of a matrix of
operators acting on the reference state. This motivates similar constructions in the more
general supergroup case, generally involving superdeterminants. However, there are dif-
ferent candidate states. The states constructed all solve the Gauss Law constraints, but
we do not have a proof that there are no physical states with lower energy. In addition,
one complication is that in some cases the construction may give the zero state due to the
possibility of constructing nilpotent operators in the supergroup case. This results in the
possibility that a construction may produce the ground state for low enough values of k,
but for larger k will simply produce the zero state.
4.2.1 Determinant states
In the analysis of the ordinary matrix Chern-Simons theory (2.23), which is regarded as
our model for M = 0 and q = 0, the quantum physical states are constructed [1, 2]. Let us
firstly review the construction. For p = 1 the ground state can be constructed by acting
with kN copies of φ† while keeping the number of Z† to a minimum. In addition, the
ground state should be the SU(N) singlet. Defining a baryon operator by
B ≡ ǫa1···aN
(
Z l1φ
)†
a1
· · ·
(
Z lNφ
)†
aN
(4.25)
where all the exponents la are distinct because of the antisymmetrization factor ǫ
a1···aN ,
the baryon generator with the lowest energy
Bmin ≡ ǫa1···aN
(
Z0φ
)†
a1
(
Z1φ
)†
a2
· · · (ZN−1φ)†
aN
(4.26)
gives the ground state as k multiple Bmin’s [1, 5]
|ground〉k =
[
ǫa1···aN
(
Z0φ
)†
a1
(
Z1φ
)†
a2
· · · (ZN−1φ)†
aN
]k |0〉, (4.27)
which carries kN copies of φ† and k charges of the U(1) ⊂ U(N). Note that the baryon gen-
erator (4.26) with the lowest energy is in one to one correspondence with the Vandermonde
determinant
∆ = ǫa1···aN z0a1 · · · zN−1aN =
∏
a<b
(za − zb). (4.28)
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When N is divisible by p ≥ 2, the ground state is also uniquely determined. One can
build up the SU(p) singlet by collecting p creation operators φ†i into the baryon operator
B(r)†a1···ap ≡ ǫi1···ip (Zrφ)†i1a1 · · · (Zrφ)
†
ipap
. (4.29)
This is a singlet under the SU(p) transforming as the p-th antisymmetric representation of
the U(N) gauge symmetry group. To construct the SU(N) singlet with kN charge of the
U(1) ⊂ U(N), we furthermore collect N/p baryon operators B(0)†a1···ap , B(1)†ap+1···a2p , · · · ,
B(Np − 1)†aN−p+1···aN by introducing a baryon of baryons
Bmin ≡ ǫa1···aNB(0)†a1···apB(1)†ap+1···a2p · · · B
(
N
p
− 1
)†
aN−p+1···aN
(4.30)
and find the ground state [2]
|ground〉k =
[
ǫa1···aNB(0)†a1···apB(1)†ap+1···a2p · · · B
(
N
p
− 1
)†
aN−p+1···aN
]k
|0〉 (4.31)
whose energy is
E = ωkp
N
p
−1∑
r=0
r = ωk
N(N − p)
2p
. (4.32)
Note that the ground state can also be written in the form
|ground〉k = (Det (SIa))k |0〉 (4.33)
where the elements of the N ×N matrix are
SIa =
[
φ†(Z†)r
]
ia
(4.34)
with the notation
I = rp+ i, i ∈ {1, 2, . . . , p} , r ∈
{
0, 1, . . . ,
N
p
− 1
}
. (4.35)
When N is not divisible by p ≥ 2, there is no SU(p) singlet ground state. Let us
express N = mp+ n, m,n ∈ Z>0. Then the ground state is constructed as
|ground〉k =
k∏
l=1
[
ǫa1···aNB(0)†a1···apB(1)†ap+1···a2p · · · B(m− 1)†aN−p−n+1···aN−n
(
Zmφi(l,1)
)†
aN−n+1
· · ·
(
Zmφi(l,n)
)†
aN
]
|0〉, (4.36)
where the indices i(l,α) with l = 1, · · · , k α = 1, · · · , n label the degenerate ground states.
The ground state energy is
E = ωk
(
p
m−1∑
r=0
r + nm
)
= ωk
[
pm(m− 1)
2
+mn
]
. (4.37)
– 28 –
J
H
E
P
0
2
(
2
0
1
8
)
1
1
9
4.2.2 Superdeterminant states — case 1
Now we look for solutions to the Gauss law constraints, allowing non-zero M and q. As
reviewed in section 4.2.1 in the case of ordinary Lie groups, the ground state was given
by a determinant acting on the reference state. As may be expected the generalization
to supergroups requires the use of a superdeterminant. Necessarily this is a rather formal
expression since superdeterminants are not polynomial functions of the matrix elements.
However, for now we simply show that at a formal level this gives a solution of the Gauss
law constraints. Explicitly, we conjecture a potential class of ground states given by
|SGgs1〉 = Sk |0〉 . (4.38)
Here we have defined
S ≡ Sdet(SIA) (4.39)
where the elements of the (N +M)× (N +M) matrix are defined as follows:
SIA =
[
Φ̂†
(
Ẑ†
)r]
iA
, (4.40)
SΛA =
[
Φ̂†
(
Ẑ†
)r]
λA
. (4.41)
In these expressions I label the N even components while Λ label the M odd components
indexed by I. Although not explicitly labelled as such, the exponents r, and indices i and
λ in each expression are determined by I or Λ. Specifically, (taking for now the simplest
case where N is a multiple of p and M is a multiple of q) we have
I = rp+ i, i ∈ {1, 2, . . . , p}, r ∈
{
0, 1, . . . ,
N
p
− 1
}
, (4.42)
Λ = rq + λ, λ ∈ {1, 2, . . . , q}, r ∈
{
0, 1, . . . ,
M
q
− 1
}
. (4.43)
The normal ordered Gauss law constraints are given by(
ĜAB − kδAB
)
|phys〉 = 0 (4.44)
where
ĜAB = (−1)(A+C)(C+B)Ẑ†CBẐAC − Ẑ†ACẐCB + (−1)(I+A)(I+B)Φ̂†IBΦ̂AI (4.45)
is the quantum Gauss law constraint operator.
It is then straightforward to check that the state |SGgs1〉 defined in equation (4.38) is
indeed a physical state. One method is to note that superdeterminants can be written as
ratios of ordinary determinants, and then the commutation relations can be used to find
the commutators of ẐAB and Φ̂AI with S. E.g. using the standard even/odd split form of
a supermatrix we have
Sdet
(
A B
C D
)
= det(A−BD−1C)(det(D))−1. (4.46)
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Note that while this is invariant under U(N |M) transformations, it is not invariant under
SU(p|q) transformations except in the case where N/p = M/q, since only then are all p+ q
components
[
Φ̂†
(
Ẑ†
)r]
iA
and
[
Φ̂†
(
Ẑ†
)r]
λA
(for each A) included in the superdeterminant
expression for all values of r.
A short calculation shows that (relative to the reference state |0〉) the potential ground
state has energy
ESGgs1 = ωk
(
N(N − p)
2p
− M(M − q)
2q
)
. (4.47)
This reproduces the ground state energy (4.32) for M = q = 0. We expect that this gives
the ground state energy in some more general cases with non-zero M and q. In the case
where N is not a multiple of p orM is not a multiple of q, a superdeterminant generalisation
of (4.36) will lead to an expression for the potential ground state energy generalising (4.37).
However, there will be cases where different constructions give physical states with lower
energy, particularly for small values of k. We consider explicitly the case of M = 0 but
q 6= 0, in which case, at least for k = 1, the construction in this section does not give the
ground state energy. We now consider this possibility and later generalize that construction
to M 6= 0.
4.2.3 Analysis for U(N)
In the case where M = 0 but q 6= 0, we note that the previous construction could be used.
However, the state would not involve any of the fermionic creation operators ψ†λa. This
motivates us to consider another possibility to construct the candidate ground state from
the reference state. To do this, we consider the candidate ground state
|GSM=0〉 ≡ Sk |0〉 . (4.48)
We have defined
S ≡
√
Det((STS)ab) (4.49)
where
(STS)ab = S
T
aISIb ≡ SIaSIb (4.50)
and the elements of the N ×N matrix SIa are:
SIa =
[
Φ̂†
(
Z†
)r]
ia
, (4.51)
SΛa =
[
Φ̂†
(
Z†
)r]
λa
. (4.52)
Clearly Sk = (S2)k/2 is polynomial for even k, while for odd k we do need to consider
the square root in (4.49). In these expressions I label even components while Λ label odd
components indexed by I. Although not explicitly labelled as such, the exponents r, and
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indices i and λ in each expression are determined by I or Λ. Specifically, taking for now
the simplest case where N is a multiple of p+ q, we have
I = rp+ i, i ∈ {1, 2, . . . , p} , r ∈
{
0, 1, . . . ,
N
p+ q
− 1
}
, (4.53)
Λ = rq + λ, λ ∈ {1, 2, . . . , q} , r ∈
{
0, 1, . . . ,
N
p+ q
− 1
}
. (4.54)
Note that for q = 0 this again reproduces the previous determinant construction of the
ground state.
The normal ordered Gauss law constraints are given by
(Gab − kδab) |phys〉 = 0 (4.55)
where
Gab = Z
†
cbZac − Z†acZcb + (−1)IΦ̂†IbΦ̂aI (4.56)
is the quantum Gauss law constraint operator.
It is then straightforward to check that the state |GSM=0〉 defined in equation (4.48)
is indeed a physical state. Another short calculation shows that (relative to the reference
state |0〉) the potential ground state has energy
EGS,M=0 = ωk
N(N − p− q)
2(p+ q)
. (4.57)
Note that the above claim for the potential ground state energy is made on the as-
sumption that |GSM=0〉 is a normalizable state. In fact this state will vanish for sufficiently
large k. To see this simply note that if we set all the fermions to zero the matrix SIa would
have qN/(p + q) rows of zeros, so consequently S = 0. Reintroducing the fermions we
see that all terms in S2 must involve a product of at least qN/(p + q) fermions. Since we
only have qN independent fermionic components of Φ̂aλ we see that certainly S
k = 0 for
all k > p + q. In fact, we may have Sk = 0 for lower values of k. It is not clear what
the interpretation of this bound is but it does indicate a richer structure appears for the
supergroup models. The simplest case to explore the issue of the constructions producing
the zero state is N = 2 and p = q = 1.
We find a ground state for k = 1 described by
S ≡ Det
(
φ†1 φ
†
2
ψ†1 ψ
†
2
)
= φ†1ψ
†
2 − φ†2ψ†1 (4.58)
which is clearly generically non-vanishing. We have dropped the redundant labels i = 1
and λ = 1 in this example.
However, it is easy to check that S2 = 0 so we have only found the ground state for
k = 1 and it indeed has energy zero as expected. Now, in this example we can try to
explicitly construct the ground state for k = 2. However, the result shown below is that
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no such state exists, i.e. that for k = 2 there is no extremal energy eigenstate arising as a
polynomial of creation operators acting on the reference state.
First note that the Gauss law constraints can be expressed as conditions on S
kδabS = [Gab, S] ≡
(
Z†cb
∂
∂Z†ca
− Z†ac
∂
∂Z†bc
+ φ†b
∂
∂φ†a
+ ψ†b
∂
∂ψ†a
)
S. (4.59)
It is a simple task to check that there is no zero energy state for k ≥ 2, at least assuming
it is constructed as a polynomial of the creation operators acting on the reference state. In
this case the requirement of zero energy is simply that no Z† operators are used to create
the state. Then the two Gauss law constraints
[G11, S] = [G22, S] = kS (4.60)
impose the constraint that S must have the form
S = (φ†1)
k−1(φ†2)
k−1
(
c00φ
†
1φ
†
2 + c01ψ
†
1φ
†
2 + c10φ
†
1ψ
†
2 + c11ψ
†
1ψ
†
2
)
. (4.61)
Now we still have to impose the constraints
[G12, S] = [G21, S] = 0 (4.62)
but clearly this means that G12 and G21 must annihilate the term with coefficient c00, and
separately the term with coefficient c11. This is only possible if c00 = 0 and (except for
k = 1) c11 = 0. Then we are left with
[G12, S] = c01(k − 1)(φ†1)k−2(φ†2)k+1ψ†1 + (c01 + kc10)(φ†1)k−1(φ†2)kψ†2, (4.63)
[G21, S] = c10(k − 1)(φ†1)k+1(φ†2)k−2ψ†2 + (c10 + kc01)(φ†1)k(φ†2)k−1ψ†1. (4.64)
These equations have no solution unless S = 0 or k = 1.
We can relax the condition that the energy vanishes, but explicit calculation shows that
there is still no solution for the case k = 2. Of course, the superdeterminant construction
of the previous section provides a formal solution, but not polynomial in the creation
operators acting on the reference state.
4.2.4 Superdeterminant states — case 2
The previous considerations for M = 0 lead to an alternative proposal for the ground
states. We can define an (N +M)× (N +M) matrix with elements
SIA =
[
Φ̂†
(
Z†
)r]
iA
, (4.65)
SΛA =
[
Φ̂†
(
Z†
)r]
λA
. (4.66)
Here the simplest construction is when M +N is a multiple of p+ q, in which case
I = rp+ i, i ∈ {1, 2, . . . , p} , r ∈
{
0, 1, . . . ,
N +M
p+ q
− 1
}
, (4.67)
Λ = rq + λ, λ ∈ {1, 2, . . . , q} , r ∈
{
0, 1, . . . ,
N +M
p+ q
− 1
}
. (4.68)
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Then we propose the potential ground states
|SGgs2〉 ≡ Sk |0〉 (4.69)
where
S ≡
√
Sdet((STS)ab) (4.70)
and
(STS)AB = S
T
AISIB ≡ SIASIB (4.71)
It is then straightforward to check that the state |SGgs2〉 defined in equation (4.69) is
indeed a physical state and that (relative to the reference state |0〉) it has energy
ESGgs2 = ωk
(N −M)(N +M − p− q)
2(p+ q)
. (4.72)
Note that this state is by construction the same as the state |GSM=0〉 defined in
equation (4.48) in the case M = 0, and it is also exactly the same as the state |SGgs1〉
defined in equation (4.38) in the case where N/p = M/q. However, in general the states
|SGgs1〉 and |SGgs2〉 are different, and it seems likely that the states |SGgs2〉 are the
better candidate ground states. One particular feature the states |SGgs2〉 have is that
(when N +M is a multiple of p+ q) they respect the SU(p|q) symmetry.
Finally, we note that when both superdeterminant constructions are compared (as-
suming N/p, M/q and (N +M)/(p+ q) are all integer) the difference in energies is
ESGgs1 − ESGgs2 = ωk
2
(
q2N2 − p2M2) (4.73)
which can be positive, negative or zero.
In terms of a potential relation to WZW models, as demonstrated for M = 0 and
q = 0 [10] we must consider a generalization of the large-N limit with fixed p and now also
fixed q. Two natural choices are to take M = 0, or to scale N and M in the same ratio as
p : q. In the M = 0 case we believe |SGgs2〉 is the ground state, while in the other case
|SGgs1〉 = |SGgs2〉.
5 Kac-Moody algebra
When M = 0, q = 0, it was demonstrated [10] that the matrix degrees of freedom lead
to the affine Lie algebra ŝu(p) in the large N limit. We will firstly review the argument
of [10]. Then we conjecture that the result generalizes to q 6= 0, leading to a ŝu(p|q) current
algebra. We show this in the case M = 0 but expect it also holds in a large N and large
M limit.
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5.1 Affine Lie algebra
In the case of M = 0, q = 0, i.e. U(N) and SU(p) symmetry, in [10] the current operators
were defined as
J˜m = TrZm, (5.1)
J˜mij = i
(
φ†iZ
mφj − 1
p
δijφ
†
kZ
mφk
)
(5.2)
with i, j, k = 1, · · · , p and m ≥ 0.
It is then straightforward to show that for m and n either both non-negative or both
non-positive [
J˜mij , J˜
n
kl
]
= i
(
δilJ˜
m+n
kj − δkj J˜m+nil
)
. (5.3)
For m < 0 the negative graded currents are defined by
J˜mij = J˜
|m|†
ji . (5.4)
Now the commutator of a current at positive level with one at negative level is more involved
as it requires evaluating commutators of powers of Z with powers of Z†. In particular, for
non-negative m and n[
J˜mij , J˜
−n
kl
]
=
[
φ†iZ
mφj , φ
†
kZ
†nφl
]
= δjkφ
†
iZ
mZ†nφl − δilφ†nk Zmφj + φ†iaφkb
[
Zmac, Z
†n
bd
]
φjcφld. (5.5)
Additionally the current algebra is expected only when acting on physical states, so the
Gauss law constraint must be imposed. In fact, the ŝu(p) current algebra is only correctly
reproduced in a large N limit.
The combination of imposing the Gauss law constraints and the large N limit is carried
out using knowledge of the classical and quantum ground states. Specifically, results such
as Z†φi = 0 for classical ground states are taken to imply that this relation holds for
all physical states (at least those with sufficiently low energy) to leading order in a 1/N
expansion. Using such considerations it is possible to identify the leading large N behavior
of various terms and retaining only the leading non-vanishing order in expressions greatly
simplifies the results. The discussion of classical solutions is applicable to calculations of
Poisson brackets, but this is expected to carry over to quantum commutation relations.
We refer the reader to [10] for more details, although we also make some more detailed
comparisons when generalizing the results to q 6= 0.
The result is that after a rescaling5 of the currents
Jmij =
(
(κ)N
p
)− |m|
2
J˜mij (5.6)
5Note that this rescaling is trivial in (5.3) as that equation is homogeneous provided m and n have the
same sign.
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the Kac-Moody algebra is produced at leading large N order
[
Jmij , J
n
kl
] ∼ i(δilJm+nkj − δkjJm+nil )+ κm(δjkδil − 1pδijδkl.
)
. (5.7)
Actually, this is the classical Poisson bracket result, but it was argued [10] to hold also for
quantum commutators up to the replacement κ → k in the central term.
5.2 Affine Lie superalgebra
We now consider the case with q 6= 0 where we expect to get an affine Lie superalgebra.
The case where M = 0 is simpler than M 6= 0 although the calculations are similar, so we
present this first and briefly comment on the large M case in the next section.
We define the supertraceless (in the IJ indices) currents
JmIJ ≡
(
Φ̂†IZ
mΦ̂J − (−1)
M
p− q δIJ Φ̂
†
MZ
mΦ̂M
)
, (5.8)
J−mIJ = (J
m
JI)
† (5.9)
for m ≥ 0. In defining the current, note that it is the supertrace, not the trace, which is
invariant under SU(p|q) transformations Φ̂I → Φ̂KMKI . Also, δIJ and not ηIJ ≡ (−1)IδIJ
is invariant under the same transformation as Φ̂†IZ
mΦ̂J .
We now calculate explicitly for m ≥ 0 and n ≥ 0, using the quantization conditions.
The superbracket of currents is easily calculated to give
[JmIJ , J
n
KL]S ≡ JmIJJnKL − (−1)(I+J)(K+L)JnKLJmIJ (5.10)
= ηJKJ
m+n
IL − (−1)(I+J)(K+L)ηILJm+nKJ (5.11)
Now we calculate (up to terms ensuring supertracelessness in IJ and in KL)[
JmIJ , J
−n
KL
]
S
=(−1)JKΦ̂†IaΦ̂†Kb[(Zm)ac, (Z†n)bd]Φ̂JcΦ̂Ld (5.12)
+ ηJKΦ̂
†
I
(
Z†nZm + [Zm, Z†n]
)
Φ̂L − (−1)(I+J)(K+L)ηILΦ̂†KZ†nZmΦ̂J .
which generalizes (2.7) in [10].
We can analyze this similarly to [10]. E.g. [10] (2.10) onwards becomes
Φ̂†I [Z
m, Z†n]Φ̂L (5.13)
∼ −
m−1∑
r=0
n−1∑
s=0
(
Φ̂†IZ
rZ†sΦ̂M
)(
Φ̂†MZ
†n−1−sZm−1−rΦ̂L
)
+ κn
m−1∑
r=0
Φ̂†IZ
rZ†n−1Zm−1−rΦ̂L,
Φ̂†IaΦ̂
†
Kb[(Z
m)ac, (Z
†n)bd]Φ̂JcΦ̂Ld (5.14)
∼
m−1∑
r=0
n−1∑
s=0
(−1)(J+K)L
(
Φ̂†IZ
rZ†sΦ̂L
)(
Φ̂†KZ
†n−1−sZm−1−rΦ̂J
)
.
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Now we introduce some notation to split Φ̂†IZ
rZ†sΦ̂J and Φ̂
†
IZ
†rZsΦ̂J into their su-
pertrace and supertraceless parts
Xr,sIJ ≡Φ̂†IZrZ†sΦ̂J − δIJXr,s, (5.15)
Xr,s ≡(−1)
M
p− q Φ̂
†
MZ
rZ†sΦ̂M , (5.16)
Y r,sIJ ≡Φ̂†IZ†rZsΦ̂J − δIJY r,s, (5.17)
Y r,s ≡(−1)
M
p− q Φ̂
†
MZ
†rZsΦ̂M (5.18)
so that the terms above with four Φs can be written as
Θ ∼
m−1∑
r=0
n−1∑
s=0
(
(−1)(J+K)L+JK(Xr,sIL + δILXr,s)(Y n−1−s,m−1−rKJ + δKJY n−1−s,m−1−r)
−ηJK(Xr,sIM + δIMXr,s)(Y n−1−s,m−1−rML + δMLY n−1−s,m−1−r)
)
=
m−1∑
r=0
n−1∑
s=0
(
(−1)(J+K)L+JKδILXr,sY n−1−s,m−1−rKJ − ηJKXr,sY n−1−s,m−1−rIL
+ (−1)(J+K)L+JKXr,sILY n−1−s,m−1−rKJ − ηJKXr,sIMY n−1−s,m−1−rML
)
(5.19)
noting that all four terms containing Y n−1−s,m−1−r cancel. Now we need to apply the large
N limit with generalizations of Identities 1 and 2 in [10].
We apply the large N limit as in [10]. The classical solutions for M = 0 are similar
in nature to those of [10] where also q = 0. In particular the form of Z is the same
and Z†Φ̂I = 0 in the ground state. We also assume this implies that Z
†Φ̂I is suppressed
compared to the naive expectations based on the order of Z† and Φ̂ at large N . This means
that the same results as in [10] hold, up to possible signs. In particular, to leading order
in N
m−1∑
r=0
Φ̂†IZ
rZ†n−1Zm−1−rΦ̂L ∼ 1
p− q δIL
m−1∑
r=0
(−1)M Φ̂†MZrZ†n−1Zm−1−rΦ̂M
∼(−1)
M
p− q δILΦ̂
†
MZ
†n−1Zm−1Φ̂M . (5.20)
Collecting terms we find
[
JmIJ , J
−n
KL
]
S
∼
m−1∑
r=0
n−1∑
s=0
(
(−1)(J+K)L+JKδILXr,sY n−1−s,m−1−rKJ − ηJKXr,sY n−1−s,m−1−rIL
+ (−1)(J+K)L+JKXr,sILY n−1−s,m−1−rKJ − ηJKXr,sIMY n−1−s,m−1−rML
+κnηJKδILY
n−1,m−1 + ηJKY
n,m
IL − (−1)(I+J)(K+L)ηILY n,mKJ
)
. (5.21)
The second line of (5.21) is subleading at large N compared to the first line so we drop
it from now on. Also, in the above sums over r and s, the dominant terms come from
r = s = 0 since Z†Φ̂I and Φ̂
†
IZ are suppressed.
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Noting that the Gauss law constraints are
[Z,Z†] + Φ̂M Φ̂
†
M = κI (5.22)
a slight generalization of the derivation of Identity 1 in appendix A of [10] (particularly
(A.4) and the equation directly above it) gives
Y n,n+mIL ∼
(
κN
p− q
)n
Y 0,mIL + Φ̂
†
IΦ̂J Φ̂
†
JZ
†n−1Zm−1+nΦ̂L
∼
(
κN
p− q
)n
Y 0,mIL +
(
κN
p− q
)
Y n−1,n+m−1IL (5.23)
where the terms kept are those at leading order in N and consistent with the fact that the
expression is traceless. This can be rewritten as
Y n,n+mIL −X0,0Y n−1,n+m−1IL ∼
(
κN
p− q
)n
Y 0,mIL . (5.24)
Now the dominant terms in the first line of (5.21) are from the case r = s = 0, and
these combine with the last two terms in the final line in exactly the combination in (5.24)
so we have in the case m ≥ n
[
JmIJ , J
−n
KL
]
S
∼ ηJK
(
κN
p− q
)n
Y 0,m−nIL − (−1)(I+J)(K+L)ηIL
(
κN
p− q
)n
Y 0,m−nKJ
+ κnηJKδILY
n−1,m−1. (5.25)
Now, rescaling the currents Jm by a factor (κN/(p− q))−|m|/2 we get[
JmIJ , J
−n
KL
]
S
∼ ηJKJm−nIL − (−1)(I+J)(K+L)ηILJm−nKJ + κnηJKδILδmn (5.26)
using a generalization of Identity 2 in [10] and noting that terms from Y n−1,n−1 with n 6= m
are suppressed and so do not contribute to this result for large N .
Finally, we correct this expression to ensure it is supertraceless in both IJ and KL so
we have
[
JmIJ , J
−n
KL
]
S
∼ ηJKJm−nIL − (−1)(I+J)(K+L)ηILJm−nKJ + κn
(
ηJKδIL − 1
p− q δIJδKL
)
δmn.
(5.27)
Presumably we would also have a quantum version of the generalization of Identity 2
in [10] which would have the effect of introducing a factor of k/κ in the central term, in
which case the final result would be
[
JmIJ , J
−n
KL
]
S
∼ ηJKJm−nIL − (−1)(I+J)(K+L)ηILJm−nKJ + kn
(
ηJKδIL − 1
p− q δIJδKL
)
δmn.
(5.28)
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5.3 Generalization to U(N |M)
We expect the results of the previous section for M = 0 generalize to M 6= 0 provided
we take a combined large N and large M limit. Specifically, we would expect that the
natural limit is to take large N/p = M/q. As the arguments are essentially the same
as in the previous section, we just present the definitions and result. We also note the
decomposition under U(N)×U(M) ∈ U(N |M) but calculations are most naturally carried
out using superbrackets without such a decomposition.
For p = q we need to take more care but otherwise we can propose the following
supertraceless SU(p|q) supercurrents
ĴmIJ = i
(
Φ̂†I Ẑ
mΦ̂J − (−1)
K
p− q δIJ Φ̂
†
KẐ
mΦ̂K
)
≡
(
Ĵmij Ĵ
m
iκ
Ĵmλj Ĵ
m
λκ
)
. (5.29)
Denoting elements of Ẑm by
Ẑm =
(
ẐmB Ẑ
m
F
Ẑm
F˜
Ẑm
B˜
)
, (5.30)
one can express the currents (5.29) by
Ĵmij = i
[
φ†i Ẑ
m
B φj + ψ˜
†
i Ẑ
m
F˜
φj + φ
†
i Ẑ
m
F ψ˜j + ψ˜
†
i Ẑ
m
B˜
ψ˜j
]
− i
p− q δijK̂
m, (5.31)
Ĵmλκ = i
[
φ˜†λẐ
m
B˜
φ˜κ + ψ
†
λẐ
m
F φ˜κ + φ˜
†
λẐ
m
F˜
ψκ + ψ
†
λẐ
m
B ψκ
]
− i
p− q δλκK̂
m, (5.32)
Ĵmiκ = i
[
φ†i Ẑ
m
B ψκ + ψ˜
†
i Ẑ
m
F˜
ψκ + φ
†
i Ẑ
m
F φ˜κ + ψ˜
†
i Ẑ
m
B˜
φ˜κ
]
, (5.33)
Ĵmλj = i
[
ψ†λẐ
m
B φj + φ˜
†
λẐ
m
F˜
φj + ψ
†
λẐ
m
F ψ˜j + φ˜
†
λẐ
m
B ψ˜j
]
, (5.34)
K̂m =
[
φ†kẐ
m
B φk + ψ˜
†
kẐ
m
F˜
φk + φ
†
kẐ
m
F ψ˜k + ψ˜
†
kẐ
m
B˜
ψ˜k
]
−
[
φ˜†ρẐ
m
B˜
φ˜ρ + ψ
†
ρẐ
m
F φ˜ρ + φ˜
†
ρẐ
m
F˜
ψρ + ψ
†
ρẐ
m
B ψρ
]
. (5.35)
Assuming the large N and now also largeM properties hold, along with generalizations
of the classical and quantum identities described in the previous section, we will find the
same affine Lie superalgebra result
[ĴmIJ , Ĵ
−n
KL]S ∼
(
ηJK Ĵ
m−n
IL − (−1)(I+J)(K+L)ηILĴm−nKJ
)
+ km
(
ηJKδIL − 1
p− q δIJδKL
)
δmn
(5.36)
for large N/p = M/q.
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6 Partition function
6.1 Definition
In this section we study the spectrum of the system by computing the partition function
of the supermatrix Chern-Simons model (2.1). Let us consider the modified Hamiltonian
H ′= ωStr
(
Ẑ†Ẑ
)
−
∑
I,A
µ̂I(−1)IΦ̂†IAΦAI
= ωTr
(
Z†Z +B†B − Z˜†Z˜ −A†A
)
−
p∑
i=1
N∑
a=1
µiφ
†
iaφai +
q∑
λ=1
M∑
α=1
µ˜λφ˜
†
λαφ˜αλ −
p∑
i=1
M∑
α=1
µiψ˜
†
iαψ˜αi +
q∑
λ=1
N∑
a=1
µ˜λψ
†
λaψaλ. (6.1)
Here we have introduced the chemical potential −∑ µ̂I(−1)IΦ̂†IAΦ̂AI where µ̂I = {µi, µ˜λ}
is a set of coupling constants. It counts the number of Zˆ† and Φ̂†I excitations with weights
ω and µI . When evaluated on the physical state |phys〉, the modified Hamiltonian gives
H ′|phys〉 =
(
ωN
Ẑ
−
p∑
i=1
µiJi −
q∑
λ=1
µ˜λJ˜λ
)
|phys〉 (6.2)
where
N
Ẑ
= NZ +NB +NZ˜ +NA (6.3)
is the total number of excitations of Ẑ† and
Ji = Nφi +Nψ˜i , J˜λ = Nφ˜λ
+Nψλ (6.4)
is the total number of excitations of fundamental fields φi and ψ˜i and that of fundamental
fields φ˜λ and ψλ. The partition function of the modified Hamiltonian is given by
Z(q, x, y) = Tr e−βH′ = Tr qNẐ
p∏
i=1
xJii
q∏
λ=1
yJ˜λλ (6.5)
where the trace is taken over the physical states |phys〉 and β is the inverse temperature.
We have defined parameters q := e−βω, xi := e
βµi and yλ := e
βµ˜λ .
To compute this partition function, we firstly collect all states and then project out
the non-physical states by requiring that the physical states are gauge invariant so that
they obey the Gauss law constraints. The Lie superalgebra u(N |M) is a Z2-graded space V
decomposed into a direct sum of Z2-graded subspaces V0 and V1. As we have the supertrace
form on u(N |M), a supersymmetric bilinear form on V is defined so that V0 and V1 are
orthogonal and the restriction of the bilinear form to V0 is symmetric and to V1 is skew-
symmetric. Identifying the Cartan subalgebra h with the root space h∗ via this bilinear
form, we have [38]
ǫa = Eaa, δα = −Eαα (6.6)
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where ǫa, a = 1, · · · , N and δα, α = 1, · · · ,M are a basis of the root space h∗ while Eab
and Eαβ are the basis of the Cartan subalgebra h. Since (6.6) defines the gauge charges,
the relative minus sign for the u(M) subalgebra would require an additional sign to read
off the correct U(1) charges for the U(M) symmetry from the related excitation modes.
We will focus on the holomorphic polarized quantization where the Hilbert space is
constructed by acting with Ẑ†AB and Φ̂
†
IA on the reference states |0〉. All the physical states
are characterized by the number operators NZ , NZ˜ , NA, NB, Nφi , Nφ˜, Nψ and Nψ˜. Their
quantum numbers N
Ẑ
, Ji and J˜λ appearing in the partition function (6.5) are determined
from (6.3) and (6.4). Their gauge charges are determined from the trace parts (4.19)
and (4.20) of the quantum Gauss law conditions by noting the relation (6.6). Let q and
q˜ be the diagonal U(1) charges for U(1)N ⊂ U(N) and U(1)M ⊂ U(M) of the associated
excitation modes respectively. Then they read
q[Z] = 0, q[Z˜] = 0, q[A] = 1, q[B] = −1 (6.7)
q[φ] = 1, q[φ˜] = 0, q[ψ] = 1, q[ψ˜] = 0 (6.8)
q˜[Z] = 0, q˜[Z˜] = 0, q˜[A] = −1, q˜[B] = 1 (6.9)
q˜[φ] = 0, q˜[φ˜] = 1, q˜[ψ] = 0, q˜[ψ˜] = 1 (6.10)
In the following we will introduce ωa and ω˜α as the fugacity parameters for each Cartan
element of the gauge symmetries U(1)N ⊂ U(N) and U(1)M ⊂ U(M) respectively. Taking
account into these charges and fugacity parameters, we can collect all the contributions to
the partition function as follows:
1. Z
Ẑ
Supermatrix field ẐAB consists of bosonic fields Zab, Z˜αβ and fermionic fields Aaβ
and Bαb. According to (6.3), each of the associated excitations carries quantum
number N
Ẑ
= 1. In addition, these component fields have two units of gauge charges
as they involve two gauge indices. According to (6.7) and (6.9), Aaβ and Bαb have
quantum numbers of ωaω˜β and
ω˜α
ωb
respectively. Although the total gauge charges of
Zab and Z˜αβ are zero, as we are now turning on the gauge fugacity parameter for
each of the Cartan elements, Zab and Z˜αβ carry quantum numbers of
ωa
ωb
and ω˜αω˜β .
The contribution to the partition function from the operatorsẐAB is given by
Z
Ẑ
=
N∏
a,b=1
1
1− q ωaωb
M∏
α,β=1
1
1− q ω˜αω˜β
N∏
c=1
M∏
γ=1
(
1 + q
ω˜γ
ωc
)(
1 + q
ωc
ω˜γ
)
(6.11)
where the first two factors come from the bosonic fields Zab, Z˜αβ and the latter two
from the fermionic fields Aaβ and Bαb.
2. Z
Φ̂
The operators Φ̂AI involve φai, φ˜αλ, ψaλ and ψ˜αi. While φai and ψ˜αi carry quantum
numbers Ji = 1, φ˜αλ and ψaλ have quantum numbers J˜λ = 1. Unlike the supermatrix
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field, these fields are labelled by a single gauge index. As seen from the gauge
charges (6.8) and (6.10), φai and ψaλ have quantum numbers of ωa, while φ˜αλ and
ψ˜αi have those of ω˜α. The contribution to the partition function from the operators
Φ̂AI is given by
Z
Φ̂
=
N∏
a=1
p∏
i=1
1
1− xiωa
M∏
α=1
q∏
λ=1
1
1− yλω˜α
N∏
b=1
q∏
ρ=1
(1 + yρωb)
M∏
β=1
p∏
j=1
(1 + xjω˜β) (6.12)
where the first two terms correspond to bosonic excitations of φai and φ˜αλ while the
others are fermionic contributions of ψaλ and ψ˜αi.
To project onto the physical states we will carry out a contour integration over the
gauge fugacity parameters ωa and ω˜α in such a way that only gauge invariant states are
picked up as a contour integration allows us to compute infinite sums by reducing them to
finite sums of residues at poles.
According to the trace parts (4.19) and (4.20) of the Gauss law constraints and the
sign factor (6.6), the physical states should carry charge k for each of the Cartan of the
U(N) and charge k for each of the Cartan of the U(M). Therefore we introduce poles of
order k + 1 and k + 1 by adding the factors
∏
a
1
ωka
and
∏
α
1
ω˜kα
respectively.
As we deal with integration with respect to the elements ωa and ω˜α of the U(N |M)
supermatrix, we will introduce the U(N |M) Berezinian measure [39]. Taking these addi-
tional factors into the product of the two contributions (6.11) and (6.12), one can express
the partition function as
Z= 1
N !
1
M !
(
N∏
a=1
1
2πi
∮
Γ
dωa
ωk+1a
)(
M∏
α=1
1
2πi
∮
Γ˜
dω˜α
ω˜k+1α
)∏Nb 6=c
(
1− ωbωc
)∏M
β 6=γ
(
1− ω˜βω˜γ
)
∏N
d=1
∏M
δ=1
(
1 + ω˜δωd
)(
1 + ωdω˜δ
)

×
 ∏Na=1∏Mα=1
(
1+q ω˜αωa
)(
1+q ωaω˜α
)
∏N
a,b=1
(
1−q ωaωb
)∏M
α,β=1
(
1−q ω˜αω˜β
)
(∏Na=1∏qλ=1(1+yλωa)∏Mα=1∏pi=1(1+xiω˜α)∏N
a=1
∏p
i=1(1−xiωa)
∏M
α=1
∏q
λ=1(1−yλω˜α)
)
(6.13)
where Γ and Γ˜ are the N -dimensional cycle and M -dimensional cycle respectively.
Using the completeness relation [40]∏N
a=1
∏q
λ=1 (1 + yλωa)
∏M
α=1
∏p
i=1 (1 + xiω˜α)∏N
a=1
∏p
i=1 (1− xiωa)
∏M
α=1
∏q
λ=1 (1− yλω˜α)
=
∑
λ
sλ(x/y)sλ(ω/ω˜) (6.14)
of the supersymmetric Schur polynomial sλ(x/y) and the definition
Pλ(x; q) :=
1
vλ
∑
w∈SN
w
xλ11 xλ22 · · ·xλNN ∏
i>j
(
1− q xixj
)
(
1− xixj
)
 (6.15)
=
∑
w∈SN\S
λ
N
w
xλ11 · · ·xλNN ∏
λi<λj
(
1− q xixj
)
(
1− xixj
)
 (6.16)
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of the Hall-Littlewood polynomial, where
vλ :=
ϕN−l(λ)
∏
j≥1 ϕmj(λ)
(1− q)N , ϕm :=
m∏
i=1
(1− qi), (6.17)
SλN is the set of permutations that fix λ, l(λ) is the length of the partition λ, and mj(λ) is
the multiplicity of the partition λ, we can write
Z
Φ̂
=
∑
λ
sλ(x/y)sλ(ω/ω˜), (6.18)
N∏
a=1
1
ωka
= P(kN )(ω
−1; q),
M∏
α=1
1
ω˜kα
= P(kM )(ω˜
−1; q). (6.19)
Making use of the relations (6.14), (6.18) and (6.19), we can express the partition func-
tion (6.13) as
Z =
∑
λ
sλ(x/y)
1
N !
1
M !
(
N∏
a=1
1
2πi
∮
Γ
dωa
ωa
)(
M∏
α=1
1
2πi
∮
Γ˜
dω˜α
ω˜α
)
(6.20)
× sλ(ω/ω˜)P(kN )(ω−1; q)P(kM )(ω˜−1; q)
×
∏Nb 6=c
(
1− ωbωc
)∏M
β 6=γ
(
1− ω˜βω˜γ
)
∏N
d=1
∏M
δ=1
(
1 + ω˜δωd
)(
1 + ωdω˜δ
)
 ∏Na=1∏Mα=1
(
1 + q ω˜αωa
)(
1 + q ωaω˜α
)
∏N
a,b=1
(
1− q ωaωb
)∏M
α,β=1
(
1− q ω˜αω˜β
)

Although we have not precisely yet understood the issue of choice of integration contour,
it would be very important as we are now considering the symmetries of Lie superalgebra
whose representation and (super)characters have rather rich structures. While the integra-
tion contour of simple unit circles would give us partition function contributed from singlet
sectors, other non-trivial contour picking up specific poles may realize non-singlet sectors.
In the next subsection, we will give an explicit computation for M = 0 by taking simply
unit circles and comment on general cases in subsection 6.3.
6.2 Computation for U(N)
Let us consider the case where the gauge symmetry is ordinary U(N) and the coupling ω
is very large. The contributions (6.11) from the supermatrix field Ẑ† simplify as
ZZ =
N∏
a,b=1
1
1− q ωaωb
(6.21)
and the contributions (6.12) from the supervector field Φ̂ only contain two parts
Zφ =
N∏
a=1
p∏
i=1
1
1− xiωa =
∑
λ
sλ(x)sλ(ω), (6.22)
Zψ =
N∏
a=1
q∏
λ=1
(1 + yλωa) =
∑
µ
sµ(y)sµ′(ω) (6.23)
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where µ′ is the conjugate of a partition µ whose Young diagram is the transpose of that of
µ. Thus the integral expression (6.20) reduces to
Z =
∑
λ,µ
sλ(x)sµ(y)
1
N !
N∏
a=1
1
2πi
∮
C
dωa
ωa
∏N
b 6=c
(
1− ωbωc
)
∏N
a,b=1
(
1− q ωaωb
)sλ(ω)sµ′(ω)P(kN )(ω−1; q)
=
∑
λ,µ,η,ρ
sλ(x)sµ(y)
1
N !
N∏
a=1
1
2πi
∮
C
dωa
ωa
∏N
b 6=c
(
1− ωbωc
)
∏N
a,b=1
(
1− q ωaωb
)
×
∑
η,ρ
cηλµ′Kη,ρ(q)Pρ(ω; q)P(kN )(ω
−1; q). (6.24)
On the second line we have used the relation
sλ(ω)sµ′(ω) =
∑
η
cηλµ′sη(ω) =
∑
η,ρ
cηλµ′Kη,ρ(q)Pρ(ω; q) (6.25)
where cλµν are the Littlewood-Richardson coefficients [41] and Kλ,µ(q) are the Kostka poly-
nomials which are defined by
sλ(x) =
∑
µ
Kλ,µ(q)Pµ(x; q). (6.26)
Furthermore, using the orthogonal property
〈Pλ(x; q), Pµ(x−1; q)〉P = 1
vλ
δλ,µ (6.27)
of the Hall-Littlewood polynomials with respect to the following inner product
〈fλ(ω; q), gµ(ω−1; q)〉P := 1
N !
N∏
a=1
1
2πi
∮
C
dωa
ωa
∏
a 6=b
(
1− ωaωb
)
∏
a 6=b
(
1− q ωaωb
)fλ(ω)gµ(ω−1), (6.28)
we can rewrite the partition function (6.24) as
Z =
N∏
i=1
1
(1− qi)
∑
λ,µ,η
cηλµ′Kη,kN (q)sλ(x)sµ(y). (6.29)
According to the relation [40]
sλ(x/y) =
∑
µ,ν
cλµνsµ(x)sν′(y), (6.30)
the expression (6.29) can be expressed as
Z =
N∏
i=1
1
(1− qi)
∑
µ
Kµ,kN (q)sµ(x/y) (6.31)
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where sµ(x/y) is the supersymmetric Schur polynomial. Here the summation is taken over
the partitions µ which obey
|µ| = kN, (6.32)
q ≤ l(µ) ≤ p+ q, (6.33)
µp+1 ≤ q. (6.34)
The first condition (6.33) is required for non-trivial Kµ,kN (q) whereas the other condi-
tions (6.33) and (6.34) are for non-zero valued sµ(x/y) as the supersymmetric Schur poly-
nomial sµ(x/y) vanishes when µp+1 > q.
As the modified Hall-Littlewood polynomials Q′µ(x; q) are defined by
Q′µ(x; q) :=
∑
λ
Kλ,µ(q)sλ(x), (6.35)
we will define the supersymmetric modified Hall-Littlewood polynomial Q′µ(x/y; q) by
Q′µ(x/y; q) :=
∑
λ
Kλ,µ(q)sλ(x/y). (6.36)
Then the partition function is expressed as
Z =
N∏
i=1
1
(1− qi)Q
′
kN (x/y; q). (6.37)
Further study of properties of the supersymmetric modified Hall-Littlewood polynomi-
als (6.35) is intriguing. In particular, it would be desirable to understand the large N
behavior of the Kostka polynomials as the branching coefficient of ŝu(p|q)/su(p|q) as in the
ordinary case [42, 43].
6.3 Comments on general case
Although it would be important to study the residues for different choices of contours of
the integral (6.20), we will not get into any details of these issues in this paper. Instead,
we will comment on some implications of the resulting expression (6.20). To have a well-
defined partition function from the integration (6.20), it is expected that the integration
can be performed by using the orthogonal property of certain functions with respect to ω
and ω˜. Provided that the supersymmetric Schur polynomial sλ(ω/ω˜) in (6.20) is expanded
in terms of the supersymmetric Hall-Littlewood polynomial Pµ(x/y; q),
6
sλ(ω/ω˜) =
∑
µ
Kλµ(q)Pµ(ω/ω˜; q), (6.38)
the second line in (6.20), equipped with the expressions (6.15) in terms of permutation
of variables, would be regarded as the dual of Pµ(ω/ω˜; q). In fact, it takes the form of a
generalization of the Berele-Regev formula [44]
sλ(ω/ω˜) =
N∏
a=1
M∏
α=1
(ωa + ω˜α)sλ(ω)sλ′(ω˜). (6.39)
6This is the supersymmetric generalization of the definition (6.26) of the Kostka polynomial.
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It would be also interesting to observe that the supersymmetric Schur polynomial sλ(x/y)
is alternatively expanded in terms of two Hall-Littlewood polynomials [45, 46]
sλ(x/y) =
∑
µ,η
Kλ,µ|η(q)Pµ(x; q)Pη(y; q), (6.40)
which defines the Kostka polynomial Kλ,µ|η(q) and that it is expanded in terms of super-
symmetric monomial functions mµ(x/y) [40]
sλ(x/y) =
∑
µ
Kλµmµ(x/y) (6.41)
where Kλµ is the Kostka number. Since the supersymmetric Hall-Littlewood polynomials
Pµ(x/y; q) may interpolate between the supersymmetric Schur polynomials when q = 0 and
the supersymmetric monomial functions when q = 1, these relations may help us proceed
to further survey of the supersymmetric Hall-Littlewood polynomials Pµ(x/y; q).
In the partition function (6.11) all states constructed from the supermatrix field ẐAB
have been picked up. However, there are distinguished operators with different structures
of the contracted gauge indices: among themselves, with antisymmetric invariant tensor,
with the supervector fields. There will exist operators
(
Z†n
)
ab
,
(
Z˜†n
)
αβ
as a product of
Z†’s with gauge indices contracted among them so that the antifundamental index of each
operator is contracted with the fundamental index of the following operator. If we start
with a set of states with minimal basis constructed by the operator
{
Z†ab
}
and next count
a set of states with
{
Z†ab
}
being replaced with
{(
Z†n
)
ab
}
as they have the same gauge
charges but n units of the energy of
{
Z†ab
}
, then the corresponding partition function may
take the form of
Z
Ẑ
=
∏ 1
1− qn ωaωb
1
1− qn ω˜αω˜β
(
1 + qn
ω˜α
ωb
)(
1 + qn
ωa
ω˜β
)
(6.42)
by taking some appropriate constrained product to avoid over counting. This has the same
form as the affine Weyl denominator R̂ (divided by Weyl denominator R) [47]
R̂ := R
∞∏
n=1
[
(1− qn)l
∏
α∈∆0
(1− qneα)∏
α∈∆1
(1 + qneα)
]
(6.43)
where R is the Weyl denominator defined by [47]
R :=
∏
α∈∆0
(1− eα)∏
α∈∆1
(1 + eα)
(6.44)
and l is the quantum number of the Virasoro generator L0, which is equal to the rank for
N 6= M , under the identifications ωa := e−ǫa and ω˜α := e−δα where ǫa, a = 1, · · · , N and
δα, α = 1, · · · ,M is a basis of the root space (see (3.56) and (3.57)). We also note that the
factor of the Berezinian measure∏N
b 6=c
(
1− ωbωc
)∏M
β 6=γ
(
1− ω˜βω˜γ
)
∏N
d=1
∏M
δ=1
(
1 + ω˜δωd
)(
1 + ωdω˜δ
) (6.45)
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in (6.13) has a close similarity with the Weyl denominator. Since the affine Weyl de-
nominator is associated to Ramanujan’s mock theta function, as pointed out by Kac and
Wakimoto [47, 48] (also see [49]), the partition function (6.42) would indicate the property
of mock modularity.
7 Discussion
We have studied a (0+1)-dimensional U(N |M) matrix Chern-Simons quantum mechanics
with an SU(p|q) global symmetry. We have proposed it as a description of a system
consisting of N vortices and M antivortices with SU(p|q) spin degrees of freedom. At the
classical level, we have seen that the model can be viewed as a generalized Calogero model
with SU(p|q) spin degrees of freedom. We have also found two types of classical ground
states which admit non-trivial configuration of fermionic matrix fields. They are similar
to the two types of vortex-antivortex pairs; parallel polarized vortex-antivortex pairs with
negative energy and antiparallel polarized vortex-antivortex pairs with positive energy.
Meanwhile we have provided a general expression of the partition function in an integral
form and we have found that the expression can be explicitly written in terms of Kostka
polynomials and super-Schur polynomials as a generalization of [10].
It is physically important to obtain further understanding of vortex-antivortex sys-
tems from the U(N |M) matrix Chern-Simons models. In particular, it is intriguing to
find new explanations and predictions in quantum Hall physics beyond the well-known
features of the Laughlin theory. For instance, as in the ordinary matrix Chern-Simons
models [1, 2], we would like to understand the level quantization and its relation to the
filling fractions of the quantum Hall states. Besides, it would be interesting to construct
and understand generalized wavefunctions valid for the superdeterminant states which we
found in this work.
Further understanding of the mathematical structure would be intriguing. Although
we have found that the current operators constructed from matrix degrees of freedom give
rise to the affine Lie superalgebra in the large N limit, we would like to support our results
with a rigorous treatment of the partition function. In addition, for general supergroup we
have not found an explicit expression in terms of polynomials. This is due to the lack of
knowledge of the orthogonal properties and we expect that it could be achieved by defining
supersymmetric Hall-Littlewood polynomials. But we leave this problem for future study.
In addition, it is an open question even for the ordinary Lie algebra to understand
the underlying larger algebra without taking a large N limit. Interestingly it has been
argued [50, 51] that in the related Polychronakos spin chain model [52] the Yangian sym-
metry can be embedded in the WZW model. Specifically, the partition function becomes
the character for the WZW model at level one in the large N limit, as the first Yangian
invariant operator is identified with the Virasoro generator.
Another attractive future direction is to explore the gravitational dual of the (0 + 1)-
dimensional matrix Chern-Simons quantum mechanics as it may be useful to understand
the holographic dual description of generally conjectured infinite dimensional symmetry in
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two-dimensional gravity. Geroch showed [53] that a hidden symmetry in two-dimensional
gravity is infinite dimensional, known as the Geroch group, which indicates that Einstein
gravity is integrable after reducing to two-dimensions. Julia demonstrated [54, 55] that the
Geroch group is the affine Lie algebra A
(1)
1 . Since Dorey, Tong and Turner’s recent work [10]
and our result show that the quantum mechanical systems with N degrees of freedom
realize the affine Kac-Moody symmetry in the large N limit, it may help us to understand
the underlying infinite-dimensional symmetry structure in two-dimensional gravity and
further lifted symmetry in higher dimensional gravity. There has also been recent work on
matrix U(N) Chern-Simons quantum mechanics systems with Nf fundamental and anti-
fundamental fields [56]. These models, also related to Calogero systems, describe FZZT
branes in Liouville theory and also two-dimensional blackholes. It was also shown [56] that
these models exhibit a phase transition at large N and Nf , and an intriguing relation of
the grand-canonical partition function to the Toda intergrable hierarchy was found. It will
be interesting to explore these issues for our supergroup models.
Further possible applications of the matrix Chern-Simons model could be found in
string and M-theory. In the type IIB string theory the D1-branes which end on the inter-
secting D3-branes are vortices in the effective 3d gauge theory, and the relation between the
vortex D1-branes and the matrix Chern-Simons model has been examined in [12]. In [57]
intersecting D3-branes and NS5-branes in curved spacetime are shown to correspond to
supergroup Chern-Simons theory. It would be interesting to explore the relation between
further attached vortex-like D1-branes involving the supergroup symmetry and our super-
group Chern-Simons matrix model. In M-theory intersecting M2-branes can be viewed as
vortices in the Chern-Simons matter theory. In this brane setup the large N limit of the
Chern-Simons matrix model corresponds to an infinite number of intersecting M2-branes,
which would lead to an M5-brane as a condensate of M2-branes. In [58, 59] we found that
a certain configuration of intersecting M2-M5 branes on a two-dimensional plane can be
effectively described by the supergroup WZW model associated to the affine Lie superal-
gebra. Since we have found a connection to the affine Lie superalgebra in this work, we
believe that further physical explanation and application can be available in string and
M-theory.
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A More classical ground states
Consider the case with αNN = α˜MM = 0 as the solution to (3.47) and take
βa = (N − a)ω, β˜α = (M − α)ω. (A.1)
As αNN = α˜MM , this would imply the occurrence of enhanced symmetry. The configura-
tions (A.1) tell us that the fields Zab, Z˜αβ , Aaα and Bαa have general forms
Z =

0 Z12
0 Z23
. . .
. . .
0 ZN−1N
0
 , Z˜ =

0 Z˜12
. . .
. . .
0 Z˜M−1M
0
 ,
A =

0 0 0
...
...
...
A(N−M)1 0 0
0
. . . 0
A(N−1)M
0

, B =

0 · · · B1(N−M+2)
. . .
B(M−1)N
0
 (A.2)
where the elements Za(a+1), Z˜α(α+1), Aa(M−N+1+a), Bα(N−M+1+α) are the only components
allowed to have non-zero values. Then the Gauss law constraints (3.10)–(3.13) become(
|Za(a+1)|2− |Za(a−1)|2 +Aa(a−N+M+1)A†(a−N+M+1)b −B†a(a−N+M−1)B(a−N+M−1)b
)
δab
+ (κ(N −M) + |z|2)δaNδbN = κδab, (A.3)(
|Z˜α(α+1)|2− |Z˜α(α−1)|2+Bα(α+N−M+1)B†(a+N−M+1)b−A†α(α+N−M−1)A(α+N−M−1)β
)
δαβ
+ |z|2δαMδβM = κδαβ , (A.4)
Bα(α+N−M+1)Z
†
(α+N−M+1)α+N−M − Z˜†α(α−1)B(α−1)(α+N−M)
−A†α(α+N−M−1)Z(α+N−M−1)(α+N−M) + Z˜α(α+1)A†(α+1)(α+N−M) + zy†δαM = 0. (A.5)
We define the following quantities:
za =
1
κ
|Za(a+1)|2 , a ∈ {1, 2, . . . , N − 1},
z˜α =
1
κ
|Z˜α(α+1)|2 , α ∈ {1, 2, . . . ,M − 1},
Aa = 1
κ
Aa(a−N+M+1)A
†
(a−N+M+1)a , a ∈ {N −M,N −M + 1, . . . , N − 1},
Ba = 1
κ
B†a(a−N+M−1)B(a−N+M−1)a , a ∈ {N −M + 2, N −M + 3, . . . , N}. (A.6)
Above we have assumed N > M . In the case N = M note that there is one fewer Aa
as clearly the value a = 0 is not allowed as in (A.2) there is no component A(N−M)1 = A01.
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Then the Gauss law constraints become, assuming N ≥ M + 2
z˜α = α−
α+N−M−1∑
γ=N−M
Aγ +
α+N−M+1∑
γ=N−M+2
Bγ , α ∈ {1, 2, . . . ,M − 1}, (A.7)
1
κ
|z|2 = M −
N−1∑
γ=N−M
Aγ +
N∑
γ=N−M+2
Bγ , (A.8)
za = a , a ∈ {1, 2, . . . , N −M − 1}, (A.9)
zN−M = N −M −AN−M , (A.10)
zN−M+1 = N −M + 1−AN−M −AN−M+1, (A.11)
za = a−
a∑
γ=N−M
Aγ+
a∑
γ=N−M+2
Bγ , a ∈ {N−M+ 2, N−M+ 3, . . . , N−1},
(A.12)
|x|2− y†y −|z|2 = (N −M)κ (A.13)
along with (A.5).
In the case N = M + 1 we don’t have equation (A.9) while in the case N = M the
Gauss law constraints are instead
z˜1 = 1 + B2, (A.14)
z˜α = α−
α−1∑
γ=1
Aγ +
α+1∑
γ=2
Bγ , α ∈ {2, . . . , N − 1}, (A.15)
1
κ
|z|2 = N −
N−1∑
γ=1
Aγ +
N∑
γ=2
Bγ , (A.16)
z1 = 1−A1, (A.17)
za = a−
a∑
γ=1
Aγ +
a∑
γ=2
Bγ , a ∈ {2, 3, . . . , N − 1}, (A.18)
|x|2 − y†y − |z|2 = 0 (A.19)
along with (A.5).
Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
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