Current research towards retina implants for partial restoration of vision in blind humans with retinal degenerative dysfunctions focuses on implant and stimulation experiments and technologies. In contrast, our approach takes the availability of an epiretinal multi-electrode neural interface for granted and studies the conditions for successful joint information processing of both retinal prosthesis and brain. Our proposed learning retina encoder (RE) includes information processing modules to simulate the complex mapping operation of parts of the 5-layered neural retina and to provide an iterative, perception-based dialog between RE and human subject. Alternative information processing technologies in the learning RE are being described, which allow an individual optimization of the RE mapping operation by means of iterative tuning with learning algorithms in a dialog between implant wearing subject and RE. The primate visual system is modeled by a retina module (RM) composed of spatio-temporal (ST) filters and a central visual system module (VM). RM performs a mapping 1 of an optical pattern P1 in the physical domain onto a retinal output vector R1(t) in a neural domain, whereas VM performs a mapping 2 of R1(t) in a neural domain onto a visual percept P2 in the perceptual domain. Retinal ganglion cell properties represent non-invertible ST filters in RE, which generate ambiguous output signals. VM generates visual percepts only if the corresponding R1(t) is properly encoded, contains sufficient information, and can be disambiguated. Based on the learning RE and the proposed visual system model, a novel retina encoder (RE * ) is proposed, which considers both ambiguity removal and miniature eye movements during fixation. Our simulation results suggest that VM requires miniature eye movements under control of the visual system to retrieve unambiguous patterns P2 corresponding to P1. For retina implant applications, RE * can be tuned to generate optimal ganglion cell codes for epiretinal stimulation.
Introduction
Blindness in humans and some animals can be caused by retinal degenerative defects (especially: retinitis pigmentosa, RP and macular degeneration, MD), which gradually lead to total blindness.
Degeneration of the light-sensitive photoreceptor layer (figure 1) typically triggers various pathological processes, which irreversibly destroy the physiological intra-retinal structure and the complex retinal mapping function (Cuenca et al 2004 , Jones et al 2003 . However, a significant number of retinal ganglion cells (figure 1) forming the optic nerve at the 'retinal output' as well as subsequent parts of the central visual system often remain intact (Santos et al 1997) . Several studies have shown that electrical stimulation with microcontact foils at the ganglion cell layer elicit evoked responses in the monkey visual cortex (Eckmiller et al 2001) and even visual sensations in humans . More recently, it could even be demonstrated (Humayun et al 2003) that local electrical stimulation with chronically implanted electrodes at the retinal ganglion cell layer in blind RP-patients yielded certain localized visual sensations.
Under the assumption that the microcontact, biocompatibility and implantation issues, which absorb most of the current research efforts towards visual implants, are being solved, the following information processing challenges arise: Figure 1 . Schematic cross section through part of a vertebrate retina with partial degeneration. Top layer: retinal pigment epithelium. The neural retina below consists of the photoreceptor layer with rods and cones, the horizontal cell layer (not marked); the layer of bipolar cells, which form connections between photoreceptors above and ganglion cells below; the amacrine cell layer (not marked), and the layer of ganglion cells with thin nerve fibers (axons) extending horizontally to the right, which eventually form the optic nerve as the exclusive communication link to the central visual system. The diagonally hatched region indicates the assumed degenerated/dysfunctional part of the retina including part of the pigment epithelium. A microcontact foil at the bottom is depicted schematically with three possible shapes of microcontacts for highly localized electrical stimulation of ganglion cells and/or fibers.
1. Specification of the optimal stimulation signal time courses for an epiretinally implanted microcontact foil with an assumed array of 20-100 stimulation electrodes, which may typically stimulate more than one ganglion cell per stimulation focus. 2. Exploration of the central visual system response if only a small fraction of the several thousand ganglion cells representing the mapping operations of the central 10 degrees of the retina under physiological conditions will receive stimulation patterns. 3. Exploration of the 're-activation' process of the human visual system after for example 10 years of blindness with and without visual perception-based feedback to optimize the retina implant function.
The purpose of this paper is to take the availability of an epiretinal multi-electrode neural interface for granted and to study the conditions for successful joint information processing of both retinal prosthesis and brain to make sure that the electrically elicited neural signals can be decoded by the remaining central visual system into desired visual percepts.
Signal processing in the primate retina and the central visual system
The development of visual prostheses, which attempt a partial functional replacement of the retina, requires the interpretation and simulation of the human visual system as a 'physical system' with technical signal and information processing properties in order to develop a matching technical interface. This poses a considerable challenge, especially since the neuroscience of vision including corresponding eye movements is still highly incomplete (Chalupa and Werner 2004, Stone 1998 ) and the output of this 'physical system' can only be described in terms of psychophysics whereas the input is described in terms of physics.
The eccentricity-specific distribution and topography of the photoreceptor layer in humans is well established (Curcio et al 1990 , Jonas et al 1992 . From a computational neuroscience perspective, the vertebrate visual system consists of a retina module (RM) as a large ensemble of spatiotemporal (ST) filters (Eckmiller 1975 , Eckmiller et al 1999 , represented by the receptive field (RF) properties of mostly P-and M-ganglion cells (Dacey and Peterson 1992, Watanabe and Rodieck 1989) .
The RM output is transported by the optic nerve to a central visual system module (VM). One of the various tasks of the VM is to elicit a visual percept P2 in the entirely subjective perceptual domain of a given human 'corresponding' to a given optical input pattern P1. The available large body of recent literature on the neurophysiology of the primate central visual system (Ahissar and Arieli 2001 , Chalupa and Werner 2004 , Kang et al 2004 , Leopold and Logothetis 1998 , Martinez-Conde et al 2004 , Rollenhagen and Olson 2000 , Rucci et al 2000 , Snodderly et al 2001 emphasizes single unit recording data from specific brain regions (in the neural domain) and does not offer generally accepted data on physiological or anatomical manifestations of the perceptual domain. 
Psychophysics of vision and eye movements
Human visual perception transcends neuroscience and biophysics (Humphreys and Bruce 1989 , Matin 1986 , Noe 2004 , Noe and O'Reagan 2000 , O'Reagan 1992 . Humans base their interaction with the world (events and objects in the physical domain) on the assumption that the corresponding visual percepts (in the perceptual domain) are reliable and 'real' optical images. However, many reproducible psychophysical experiments have demonstrated that these images may or may not represent an unambiguous projection of a given object. Instead, they are often properly called 'illusions'. Especially in the context of visual prostheses to generate specific visual percepts by means of electrical stimulation patterns applied to the peripheral visual system, it is important to consider that the function of the central visual system forms a kind of 'gateway' into the perceptual domain. This gateway may be closed unless the electrically induced neural data stream at its input is properly encoded, contains sufficient information, and can be disambiguated.
From early on, psychophysicists have postulated that eye movements are essential for visual perception (Averill and Weymouth 1925 , Hering 1899 , Purkinje 1825 . Visual percepts appear to move during fixation and to disappear following stabilization of the optical target projection on the retina. During foveal pursuit eye movements, which serve to maintain fixation of small moving targets, the retinal target projection moves continuously about the foveal center (Eckmiller 1983 (Eckmiller , 1987 . Entoptic images were recently found to disappear even within less than 100 ms (Coppola and Purves 1996) . Miniature eye movements during fixation (St Cyr and Fender 1969) have recently been associated with various specific aspects of visual processing (Engbert and Kliegl 2003 , Leopold and Logothetis 1998 , Martinez-Conde et al 2004 , Rucci et al 2000 , Rucci and Desbordes 2003 , Snodderly et al 2001 .
Methods

Retina encoder (RE) simulation methods
The retina encoder (RE) was composed of 16 × 16 = 256 individually tunable spatio-temporal (ST) filters (Haykin 2002 , Kalouptsidis 1997 ) with a large parameter space to incorporate especially typical receptive field (RF) properties of primate retinal ganglion cells (Dacey and Peterson 1992 , Lee et al 1998 , Rodieck and Watanabe 1993 , Sun et al 2004 , Watanabe and Rodieck 1989 . The photosensor array at the RE input was represented by a high-resolution photosensor chip, a video camera, or a computer-generated input array with 340 × 290 pixels. Each of the photosensor input pixels could be allocated to one or more of the ST filters (see figure 2 ). The spatial and temporal properties of each ST filter could be modified by 11 parameters with a wide value range (−1 to +1, 32 bit resolution) to define the range of parameter vectors for RE.
RE was implemented by program modules in C/C++ as PC simulation with an average output of 20 frames/s and alternatively by a combination of program modules in C and in assembler as digital signal processor (DSP) simulation (Texas Instruments, e.g. C80 or C54) with an average quasi real-time output of 50 frames/s.
For production of specific spatio-temporal computergenerated visual input patterns, a pattern generator software module was developed. This pattern generator module generated the standard sets of input patterns P1 (moving circle, ring, bar, cross, grating, etc) for the different RE tuning tests. P1 with a maximal size of about 10
• and a contour width of about 2
• was presented as a white pattern against a black background on a monitor at a distance of about 70 cm, whereby P1 moved within the range of ±10
• of gaze. Since both RE and tuning methods employ learning algorithms, it is important to note that learning modules as universal function approximators have generalization and interpolation capabilities. For this reason, they function not only for specific training patterns but also for previously S93 'unknown' patterns that were not used during the learning process (Haykin 1999 , Schwefel et al 2003 , Si et al 2004 .
Dialog-based tuning methods
ST filters were pre-defined as members of one of the four filter classes: P-on center, P-off center, M-on center, and M-off center with concentric, antagonistic center-surround features (Chalupa and Werner 2004) ; the RF centers of all 256 ST filters were evenly distributed over the input surface on a hexagonal grid with about 16 centers each in the horizontal and vertical directions. To evaluate the principal feasibility and to compare alternative search strategies for an optimal RE parameter vector within a large spatio-temporal parameter space, the recently proposed dialog-based tuning method (Eckmiller et al 1999 , Eckmiller 2002 ) was modified to allow tests with subjects with normal vision.
For a direct manual modification of RE parameter vectors (option A in figure 4 ), in which a number of parameters could be modified by means of an array of slide tracks and dials for bi-manual manipulation (Baruth et al 2003) , the parameter space was reduced: for each of the four filter classes, seven parameters with a range of 100 values were provided, thus yielding a total of 28 manually tunable parameters.
For sweeps through the entire parameter space under computer control (option B in figure 4), the parameter vector could be systematically (or randomly) modified as a function of time (Baruth et al 2003) , while the corresponding inverter module (IM)-output pattern as simulation of the central visual system was observed on a monitor. This represents a random search for the (optimal) reference parameter vector (PV ref ) like a search for the 'needle in the haystack'. In principle, this random search option implies that the human subject (with normal vision or blind) looks at a movie of disordered pixel patterns until by chance a pattern with the desired 'Gestalt' appears.
For dialog-based tuning (the preferred tuning method) by means of a learning dialog module (option C in figure 4), six parameter vectors for RE were arbitrarily generated; the subject could sequentially select the corresponding six IM-output patterns and subjectively choose those three options that appeared to be most similar to the desired moving pattern at the RE-input. After selection of the 'best three', the dialog module generated another six parameter vectors by using a combination of learning algorithms including evolutionary algorithms (Haykin 1999 , Schwefel et al 2003 , Si et al 2004 in order to assure a gradual improvement of pattern similarity between P1 and P2. Presentation time of P1 was not limited so as to allow continuous observation of P1 throughout the entire tuning process (typically 60-120 min). Dialog-based tuning was also possible if P1 was not presented as an optical pattern but was indicated verbally to the subject. Presentation time of the corresponding, gradually changing P2 was limited only by the subject's decision to switch to one of the other alternative versions of P2 (typically, a given P2 was observed for 2-5 s until the subject decided to switch). During the 'three out of six' selection process, subjects often viewed specific P2 versions repeatedly before making a final decision regarding the 'best three' for a given iteration cycle. The selection process of 'three out of six' was repeated until the IM-output pattern on the monitor appeared sufficiently close to the desired pattern. During this iterative tuning process in dialog between RE and human subject, the parameter vector of RE was gradually returned to the initial value (PV ref ) . This is comparable to the gradual retrieval of the correct number for a number lock with thousands of digits with the major distinction, however, that the pattern retrieval progress is directly visible on the monitor whereas a number lock remains closed until the key has been completely inserted. The dialogbased tuning experiments were performed by more than 20 subjects with normal vision and were repeated several times. In all cases, the tuning was successful in that P2 became gradually very similar to P1.
Results
The results are a compilation of hardware and software simulations: (a) primate retinal information processing for a learning retina encoder (RE), (b) design and test of an experimental environment for iterative, dialog-based tuning of the retina encoder with feedback from human subjects, (c) novel model of the visual system with mapping operations between physical and neural domains and subsequently between neural and perceptual domains, (d) novel retina encoder (RE * ) to consider signal ambiguity in the neural domain and eye movements during fixation, and (e) simulation of a typical RE * application for a retina implant.
Retina encoder (RE) to mimic retinal information processing
We successfully developed and tested a real-time retina simulator consisting of individually tunable spatio-temporal (ST) filters. The principle of our retina encoder (RE) is based on the assumption that the essential information processing properties of the primate retina can be simulated in real time with sufficient fidelity by treating the retina as an ensemble of independent ST filters (figure 2), however, with possibly overlapping receptive fields (figure 3). This assumption is supported by a large body of neurophysiological data of the primate retina, which suggest that both P-and M-cells (Dacey and Peterson 1992, Watanabe and Rodieck 1989) clearly demonstrate the antagonistic receptive field (RF) properties of retinal ganglion cells (Chichilnisky and Kalmar 2003) as ST filters with concentric spatial difference-of-Gaussian (DoG)-or wavelettype characteristics (Thuillard 2001) .
It is important to note that retinal information processing, which is far more complex than for example a Fourier transform from the spatio-temporal domain into the frequency domain, represents an encoding stage on which the central visual system is crucially dependent.
Our RE implementations (figure 3) consisted of 256 ST filters with a wide range of various spatial and temporal parameters generating a parallel signal stream in real time. The simulations confirmed that typical parameter vectors for S94 the known RF properties of primate retinal ganglion cells (especially P-and M-cells) could be implemented. However, RF properties of other sensory neurons in the central visual system (Kang et al 2004 , Leopold et al 1998 and even un-physiological spatio-temporal filter properties could be simulated in real time as well.
ST filter inputs, which simulated the RFs of different ganglion cell types, or other filter types as specified by a tuning process, were typically arranged as concentric areas each with a distinct central region C and peripheral region P within the photosensor array (figure 3). The ST filter outputs as analog time courses could be modulated to generate asynchronous pulse trains as input signals for the stimulation electrodes (Neumann et al 2003) . The photosensor array (figure 3) represented the photoreceptor layer whereas the ST filter outputs represented retinal ganglion cells (figure 1). Spatial and temporal ST filter parameters were individually tunable (via the learning dialog module, see figure 4) in order to find the optimal RF-location, -size, and functional properties for each electrode-defined input to the central visual system. The learning dialog module (figure 3, see also section 3.2) depicts a structure for the iterative adjustment of the individual spatial and temporal ST filter parameters in response to dialog inputs from a human subject.
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Figure 5. Typical improvement of the learning retina encoder (RE) tuning in an iterative dialog between an RE with a learning dialog module and a subject with normal vision. The inverter-based optimal value was limited by the type of pre-trained neural network to simulate the central visual system module as inverter and by various pre-set RE parameters.
Dialog-based retina encoder tuning
We successfully developed and tested a technology for retina encoder (RE) tuning with dialog-based perception feedback from human subjects (figure 4). The implemented tunable RE with 256 ST filters incorporated a large parameter space. Therefore, an efficient search strategy for the subjectively 'best' parameter vector was required, especially since future applications in blind subjects with a limited attention span will have to be considered.
Of the three compared parameter optimization approaches (Baruth et al 2003) (figure 4): A, direct manual modification of parameter values; B, sweep through large parameter space under PC control; and C, dialog-based tuning by means of a learning dialog module, only the last one was explored in detail (for options A and B, see methods). Subjects with normal vision were asked to compare the simulation of a given current visual percept P2 on a monitor with the corresponding input pattern P1. The difference in figure 4 between the angle as input pattern P1 and ellipse as output pattern P2 symbolizes the goal of dialog-based tuning to gradually approximate P2 to P1 by making perceptual comparisons and by suggesting corresponding parameter changes to the dialog module, which in turn modifies the RE parameter vector and yields a modified P2. Figure 4 applies to tests of the dialog-based tuning technology both in subjects with normal vision (case 1) and in future applications with implant-wearing, initially blind subjects (case 2). It has to be pointed out that the dialog-based tuning strategy can only be successful for future applications in blind subjects if the learning-based functional flexibilities not only of the retina encoder but also (equally important) of the central visual system cooperate.
The anticipated future situation of a blind subject gradually changing the current, disordered visual sensation into a visual percept that matches a given desired percept, was simulated for subjects with normal vision (case 1) in the following way:
(a) The central visual system (figure 4) was simulated by a learning inverter module (IM) with a specific neural network topology (with 1280 inputs and 1024 outputs and the iterative modification of a multi-layer perceptron) and a corresponding learning algorithm (evolutionary algorithm with both more than 50 parents and children) (Haykin 1999 , Schwefel et al 2003 . (b) IM learned to perform an inverse mapping of a given RE mapping with one specific reference parameter vector (PV ref ); this IM learning process did not require human participation, and the learning progress was automatically monitored by comparing given RE-input patterns with corresponding IM-output patterns; eventually, the IMoutput became sufficiently similar (although not identical) to the corresponding RE-input pattern (see figure 5 ). (c) Subsequently, the parameter vector of RE was arbitrarily changed with the consequence that a given RE-input pattern was mapped by RE in a new fashion, for which the IM mapping did not represent the inverse. Accordingly, IM mapped the RE-output onto a disordered pixel array, which had no clear resemblance with the RE-input pattern. (d) A subject with normal vision looked at the disordered IM-output pattern (to simulate the situation of a blind subject with an initially disordered visual percept) and was informed (or was shown on another monitor) about the desired moving RE-input pattern. In the subsequent S96 tuning process (see figures 4 and 5), the subject gradually transformed the initial disordered pattern on the monitor into the desired pattern.
In principle, during dialog-based RE tuning, the subject in both cases (1) and (2) provides the input to the dialog module based on the comparison between a currently perceived pattern P2 (on a monitor only in case 1) and a desired pattern P1. P1 is then communicated to the subject via another sensory channel (or on another monitor in case 1). Figure 5 gives a typical example for dialog-based tuning of the learning RE in a subject with normal vision (O.B.). RE was implemented by 256 ST filters consisting of four separate filter-types with 11 tunable parameters (partly spatial, partly temporal) each. Both input and output pattern arrays consisted of 32 × 32 pixels. The input pattern P1 was a white ring ( figure 5, top inset) , which moved on a black background with gradually changing direction in x and y with a velocity up to 5
• per second. Previously, an inverter module (IM) as simulation of the central visual system had been trained to approximately invert the 'reference mapping' of RE as defined by an arbitrarily selected reference parameter vector (PV ref ). IM did not achieve a perfect mapping inversion but only an 'optimal' value as marked by the dashed line in figure 5. P2 was generated by two consecutive modules: first by RE with sub-optimally tuned filter parameters and second by IM as central visual system simulation. Before the beginning of this dialog-based tuning experiment, the RE parameter vector had been arbitrarily modified so as to drastically change the RE function relative to the reference mapping, which had been used for the training of IM. The subject looked at the moving ring as input pattern P1 on a monitor and at the current simulated output pattern P2 on another monitor (similar results were found if P1 was only communicated verbally but not shown on a monitor). Initially, P2 was a disordered ensemble of black and white pixels and had no resemblance to P1 as shown in figure 5 (left inset). The dialog module generated six alternative RE parameter vectors, which yielded six different versions of P2. The subject was then asked to select three out of six. After repeated evaluation of each of the six pattern options while the input pattern and the corresponding output patterns kept moving, the subject decided on the best three. The 'winner' among the three best was identified by the subject. The average Euclidian distance over 300 consecutive pattern movement frames for this 'winner' was plotted in the diagram. Subsequently, the dialog module generated another six 'slightly improved' (based on the selection of the previous best three) versions of P2 by using a combination of learning algorithms. Each iteration, which involved the individual, and not exactly reproducible psychophysical evaluation of the subject, took less than 1 min. As shown in figure 5, after about 80 iterations, the Euclidian distance between P2 and P1 had become significantly reduced and P2 could be clearly recognized as a moving white ring (right inset).
Mapping-based model of the visual system
The replacement of a part of the neural visual system (in this case, the retina) for the development of a visual prosthesis poses an information processing challenge without parallel in neuroscience, computer science, or communication science. There is no scientific reason to assume that the human visual system is sufficiently adaptive to 'interpret' any electrical stimulation signals applied to small parts of the retina or visual cortex as visual percepts with defined 'Gestalt' features without detailed consideration of coding, information content and information processing aspects (Haykin 2002 , Kalouptsidis 1997 ) on both sides of such a neural interface. In principle, we are faced with the task of developing a technical information processing system (retina encoder), which is capable of communication with a biological information processing system (central visual system) of largely unknown structure and function. From an information science perspective, a simplified description of the task is the development of a slave computer and a corresponding interface protocol for a master-slave computer pair, whereby the existing master computer uses unknown hardware and software and may or may not accept (or properly process) the input from the slave computer. Figure 6 depicts our proposed model of the visual system as a basis for a man-machine interface. For the first time, the visual system is schematically described here as a sequence of two mathematical mapping operations. This model with certain similarities to cryptography (sequence of encryption and decryption mappings) (Schneier 1996) and data compression technology (CODECs with sequence of encoder and decoder mappings) (Yip and Rao 2000) emphasizes the information processing modules and the mappings between three different domains. At the same time, this model forms a bridge between the physical domain, which is objectively accessible, and the perceptual domain, which is only subjectively accessible (see introduction). In contrast to assuming that the central visual system has an information processing omnipotence and will eventually convert any electrical stimulation signal into a useful visual percept, we postulate that the generation of 'Gestalt' perception is only possible if the corresponding neural signals are properly encoded, contain sufficient information and can be disambiguated (Andrews and Schluppeck 2000) . We treat the function of the central visual system module as an information processing effort to decode or retrieve a corresponding representation of a given pattern P1 from the data stream in the neural domain at its input. In other words, we postulate that a successful corresponding mapping 2 operation is mostly dependent on coding and information content of the data stream at the input rather than on the intelligence of the brain.
The visual system model (figure 6) consists of a retina module (RM) and a central visual system module (VM) to perform a sequence of two unidirectional mapping operations.
This model is based on the following assumptions:
(A) The neural activity data stream of the ensemble of retinal ganglion cells (or the ST filters of RE) as retinal output vector R1(t), which results from a complex intraretinal mapping operation, must be invertible into the corresponding input pattern P1 in all geometrical details. (B) The typical receptive field properties of primate retinal ganglion cells (P-or M-cells) are highly ambiguous for S97 Figure 6 . Schema of the primate visual system as sequence of two mapping operations. Left: optical pattern P1 in the physical domain as input pattern; retina module with spatio-temporal ST filters to perform mapping 1 from the physical domain at the input onto the neural domain at the output. Middle: retinal output vector R1(t) as output pattern represented by a parallel data stream of neural impulse activity depicted by data frames from t 1 to t n traveling along the optic nerve. Right: central visual system module representing all participating visual and oculomotor brain structures and brain functions to perform mapping 2 from an R1(t) at the retinal output onto a visual percept P2 in the perceptual domain.
most input configurations and represent non-invertible ST filter operations. (C) The central visual system represents a kind of 'Gateway'
between the neural domain and the perceptual domain. Mapping 2 of the central visual system module is by no means understood. However, for logical reasons, any mapping 2 has to resolve the ambiguity in R1(t) and has to be able to 'reconstruct' all geometrical details of P1. In other words, mapping 2 has to be in a certain way equivalent to an exact inverse of mapping 1. (D) The ambiguity of many components of the retinal output vector R1(t) may be partly removed by a decision tree analysis (Mitchell 1997 ) and partly by micro eye movements during fixation (see section 1.2) to slightly change the projection of P1 onto the retina under control of the central visual system.
Mapping 1 of RM (figure 6) maps an optical pattern P1 in the physical domain onto a retinal output vector R1(t) in a neural domain by means of the retina as encoder. The input-output properties of both primate retinal ganglion cells (Dacey and Peterson 1992 , Lee et al 1998 , Sun et al 2004 , Watanabe and Rodieck 1989 and typical ST filters (Haykin 2002 , Quenet and Horn 2003 , Tanter et al 2000 are noninvertible. The ST filters as simulations of ganglion cell properties of P-or M-cells generate ambiguous output signals in that a given output signal can be caused by a number of different input signals (see section 3.4). The temporal data stream of all ST filter output signals as retinal output vector R1(t), which is depicted in figure 6 by a sequence of data frames, is the representation of input pattern P1 in the neural domain. However, in contrast to the output of an invertible mapping or transformation (e.g. a Fourier transform), R1(t) may be an ambiguous representation, which could belong to a number of different input patterns and which may not be convertible back into the unique input pattern P1.
Mapping 2 (figure 6) maps the retinal output vector R1(t) in a neural domain onto a visual percept P2 in the perceptual domain by means of VM. Neither the neurophysiological correlates nor the neuroanatomical location of the visual perceptual domain are understood. VM was simulated as a functional inverter of the retina module (see section 3.4). For purposes of retina implant optimization, this approach emphasizes the principal similarities between the otherwise fundamentally different mapping 2 onto the perceptual domain and the inverse of mapping 1 back onto the physical domain.
Novel retina encoder (RE * ) for a mapping-based visual system
Our previous concept (sections 3.1, 3.2) of a learning retina implant (Eckmiller 1997 , Eckmiller et al 1999 with adjustable receptive field (RF)-type ST filters was based on the assumption that the central visual system and corresponding visual perception capabilities of a given human subject will 'tell' the retina encoder (RE) what the best parameter settings are by means of dialog-based tuning.
Based on this RE approach and the novel visual system model (section 3.3), a novel retina encoder (RE * ) was successfully developed and tested, which considers both disambiguation and miniature eye movements during fixation. RE * was developed in particular to address the following questions:
• How can the central visual system as 'visual decoder' perform the necessary removal of the ambiguity of ganglion cell activity? • How can the visual percept P2 as a unique arrangement of pixel values corresponding to an optical pattern P1 be retrieved or decoded from neural signals? • How can the central visual system generate a visual percept P2 at all if only a small fraction of retinal ganglion cells sends signals higher up by means of a retina implant? • What are the consequences for retina encoder (RE) tuning regarding the stimulation of single versus multiple ganglion cells per electrode?
The ambiguous RF properties of retinal ganglion cells as noninvertible ST filters are indicated in figure 7 . For simulation purposes, the corresponding impulse rate courses of specific simulated ganglion cell classes were simulated as discrete small (typically four to eight) time sequences of impulse rate values, which will be referred to as codes. Our simulations showed that a number of ambiguous codes existed, involving different regions of the RF periphery. In addition, a few unambiguous codes existed, especially in response to purely temporal light stimulation of the RF center (center code) and in response to purely temporal light stimulation of the entire RF (total code). The RE * simulator to study the conditions for an exact inversion of ST filter ensemble-generated mapping operations was composed of an RE * encoder module (EM) and an RE * decoder module (DM). EM consisted of an array of 64 × 64 photoreceptors at the input and 34 × 34 hexagonally distributed ST filters. Figure 8 depicts a segment of EM. Two neighboring RFs of adjacent ST filters were simulated to share one photoreceptor to simulate the neurobiological finding of overlapping RFs. The quantitative distribution of 2/3 P-cells and 1/3 M-cells corresponded to data from the primate central retina. Input patterns (such as letter π in figure 8 ) could be shifted in any of the six preferred directions by one photoreceptor diameter per movement step to simulate miniature eye movements during fixation (see section 1.2). The three ST filter classes (figure 8) generated three different sets of characteristic codes (output time courses). Each of these codes, which consisted of a temporal string of typically four values, allowed the identification not only of the cell class but also of the combination of simultaneously stimulated RF elements (e.g. C + 2 P of P-on cell, if the RF center plus two RF periphery elements of a P-on cell had been stimulated). Many of these codes were ambiguous since it could not be specified which of the involved RF periphery elements had been stimulated. Several codes were unambiguous (e.g. C for exclusive RF center stimulation).
The RE * decoder module (DM) had the task of retrieving the input pattern P1 pixel for pixel (figure 9) from the ensemble of 34 × 34 ST filter codes at the EM output, although most codes were ambiguous. For this purpose, the output surface of DM was arranged identical to the input surface of EM with 64 × 64 hexagonally arranged pixels. The complex mapping operation of DM, which corresponded to the exact inverse of the mapping of EM, was simulated by a sequence of decision tree steps and by DM-specific, small movements of the input pattern P1 on the input surface of EM. Specifically, some P2 pixels could be identified (or retrieved) from unambiguous codes (figures 9(a) and (b)), whereas some further P2 pixels could be identified by disambiguation with decision tree analysis (figures 9(c) and (d)). A typical feature of the decision tree algorithm which was applied in this RE * simulation can be described by the following example:
• two adjacent ST filters (P-on cell and M-cell) with one common RF periphery element (see figures 7 and 8) were stimulated by a triangular pattern P1, which covered the center and one periphery element of the P-on cell and one periphery element of the M-cell; • accordingly, the P-on cell generated a characteristic C + 1P code and the M-cell generated a 1P code; • with the further assumption that none of the other neighboring ST filters generated a code, the decision tree algorithm yielded the identification of the corresponding three pixels on the pattern surface of P2.
Typically, however, this joint process of pixel identification from unambiguous codes and from decision tree based disambiguation, yielded only a partial retrieval of P2 at the DM output. Subsequently, DM initiated a movement of the input pattern P1 by exactly one pixel diameter. This pattern movement simulated a miniature eye movement during fixation under control of the central visual system (see section 1.2). In response to the presentation of P1 at the new location, EM generated another set of codes, which were subsequently used by DM for further pixel retrieval. This second round of DM function yielded the identification of the remaining ambiguous pixels and finally a complete output pattern P2 equal to P1. Our RE * simulations with the described ST filter distribution and properties demonstrated that any pattern P1 could be encoded by EM and subsequently decoded by DM with just one miniature eye movement step. Our current simulation experiments are consistent with the notion that RE * is generally capable of encoding and subsequent decoding of any pattern, however, that the number of required miniature eye movement simulations depends on both the ST filter topology and the pattern complexity. Figure 9 shows four different stages of the decoding process of DM corresponding to the previously described specific EM with input pattern P1 = π. The pattern surface in the simulated perceptual domain (output of DM) was initially empty since none of the 64 × 64 pixels of P2 had been identified. Analysis of the available unambiguous center codes (ST filter responses corresponding to pure RF center stimulation) from either P-on, P-off, or M-cells yielded identification of nine pixels (figure 9(a), marked with \\\\) as definitely belonging to pattern P2 and of a further 18 pixels (figure 9(a), marked in black) as being definitely empty. Subsequent analysis of the available unambiguous total codes (ST filter responses corresponding to RF center plus entire RF periphery stimulation) from either P-on, P-off, or M-cells yielded identification of an additional number of S100 empty pixels (figure 9(b), marked black). The first decision tree analysis identified three further pattern pixels of P2 (figure 9(c), horizontally hatched). Following movement of P1 at the EM input by exactly one pixel diameter in the 4 o'clock direction, a repetition of the identification steps, specifically as center or total codes (figure 9(d), marked ////) followed by a second decision-tree analysis (figure 9(d), vertically hatched), all remaining ambiguous pixels could be identified.
Simulation of RE * applications for learning retina implants
In order to evaluate the implications of the previously described retina encoder simulations RE and RE * and the novel visual system model, we simulated applications for retina implants with epiretinally implanted electrode arrays under several conditions. In the first case, stimulation of single retinal ganglion cells was performed, either by means of sufficiently small and pointed microcontacts (see different microcontact shapes and positions in figure 1) or by generation of virtual, highly localized stimulation foci with a cluster of neighboring electrodes (Eckmiller 2002) . In the second case, multi-ganglion cell stimulation was assumed . A typical stimulation scenario for the case of multi-ganglion cell stimulation is schematically depicted in figure 10 . As input P1, an L-shaped pattern was used. It was assumed that each electrode in the hexagonal array could stimulate a P-on, P-off and M-cell simultaneously as depicted in figure 10, part (a). The decoder module (DM) of the simulated RE * had the property (for a given P-on, P-off, or M-input) to accept only cell class-specific (legitimate) codes and to reject all other codes. With this important DM feature, the simultaneous stimulation of all three cell classes automatically yielded a class-specific response (or no response at all). Accordingly, the multi-stimulation electrodes were provided (based on a given electrode location and input pattern) by the encoder module (EM) of RE * sequentially for example with unambiguous total codes, first for P-on, then for P-off and finally for M-cells ( figure 10, part (c) ). Specifically, the total code for a P-on cell was applied to the electrode at time t 1 . At subsequent times t 2 and t 3 , the characteristically distinct total codes for P-off cells and for M-cells respectively were applied.
Part (b) in figure 10 indicates the integrated DM output as a result of the sequentially elicited responses from the three cell classes to total code stimulation. For the sake of simplicity in this simulation example, EM transmitted total code commands to the electrodes, as long as the RF centers of the corresponding ST filters were covered by the L-shaped pattern ( figure 10, part (a) ). Please note the L-shaped arrangement of the identified pattern pixels at the DM output (figure 10, part (b)).
Discussion
The previous chapters form an unorthodox combination of data, hypotheses and postulates, which have to be regarded more as a road map than a definite solution for the unique challenge of an intelligent man-machine interface for the blind. Throughout the text, a deliberate attempt was made to consider different scientific and technological areas ranging from filter theory (Haykin 2002 ) via neural computation (Si et al 2004) to neuroscience (Chalupa and Werner 2004) , psychophysics (Humphreys and Bruce 1989, Matin 1986) and philosophy (Noe 2004) in order to emphasize the high dimensionality of the task in hand. This approach does not only provide new vantage points but also elucidate many still open questions.
Given the facts that no other human sensory system involves more brain regions and neurons than the visual system and that the retina, which has to be functionally replaced, is composed of several hundred million neurons, there is every reason to assume that the re-gaining of modest 'Gestalt' perception by means of a retina implant does not come 'cheaply'. Specifically, it is possible that the current efforts for such a visual prosthesis will fail, not because of the various difficulties with a permanently implantable microcontact array, but because of a serious underestimation of the communication challenges between the 'contacted' central visual system as 'master computer' and the technical replacement of the retina as 'slave computer'. In a worst case scenario, the currently emerging efforts to test various retina implant technologies-however, with inappropriate stimulation signals-in humans with permanently implanted electrode arrays, may be abandoned because of the inability to elicit useful visual percepts.
So far, there exists no alternative to our proposed learning retina encoder approach worldwide. However, its application in retinally blind humans with a sufficiently large number of permanently implanted microcontacts in the foveal and parafoveal region of the retina has yet to come. The following two paragraphs briefly emphasize two main aspects of the proposed retina encoder, which will also be foci of our future research in this field.
Models of vision for retina implants
The primate visual system function is still an enigmatic area of research in neuroscience and psychophysics because many anatomical and physiological data at the molecular, cellular and systemic levels from numerous brain regions have not yet been integrated in a generally accepted fashion (Chalupa and Werner 2004) . In contrast, the proposed visual system model (figure 6) seems particularly simple since it consists of only two modules. However, this model offers for the first time a clear view of the three pattern or signal domains (physical, neural and perceptual), which are relevant for a retina implant. The module for mapping 1 has to be functionally replaced by a visual prosthesis. The model assumptions about the functional properties of the central visual system define key features of the 'master computer' and are therefore important for the design of a retina encoder as a complementary or matching 'slave computer'. Miniature eye movements during fixation are likely to play a crucial role for vision not only in the physiological case (see section 1.2) but also in future applications of learning retina implants as suggested by our simulation results with RE * (see sections 3.4 and 3.5).
Essential requirements for information processing in retina implants
A successful functional replacement of parts of the human retina demands that this technical replacement (slave computer) is capable of communicating to (and possibly even with) the interfaced central visual system (master computer). Whereas the entire human retina in the physiological case communicates via about one million ganglion cell outputs, the foveal and parafoveal region may use 'only' 10 000 to 20 000 of them. It is still an open question whether or not the currently discussed range of 50-200 electrodes for epiretinal retina implant products will in principle be sufficient for 'Gestalt' perception of larger objects (e.g. table, door, window). However, it is important to define the minimal conditions under which the central visual system is capable of converting neural signals (traveling along the optic nerve) into useful visual percepts. For retina implants for retinally blind subjects with previous visual experience it appears unwise to ignore the complex retinal information processing and to mistake the parallel data stream of impulse rate time courses of ganglion cells at the retinal output for the geometric pixel distribution corresponding to a given optical pattern at the retinal input. In other words, the central visual system will, with high probability, not be able to convert a simple electrical stimulus pattern defined by a specific geometric electrode distribution adjacent to the ganglion cell layer into a desired visual percept. It is important to note that by using light stimuli under physiological conditions, it is not possible to stimulate just one retinal ganglion cell or one small neighboring cluster of ganglion cells since even a small spot of light leads inevitably to the simultaneous functional participation of a number of ganglion cells with overlapping receptive fields. Many patients, who have gradually lost their visual perception capabilities due to RP or MD, report the disturbing and useless perception of unspecific phosphene-like or cloud-like percepts, which are not induced by optical stimuli but possibly by spontaneous neural activity within certain regions of the visual system and which finally disappear after weeks or months. One can speculate in this context that the central visual system had changed from a 'perception mode' to a 'hibernation mode'. Accordingly, one of the challenges of a retina implant with a learning RE is to present the right type of neural stimulation signals, which can get the central visual system back into the 'perception mode' such that the learning-based adaptability of the central visual system can be employed to cooperate with the learning RE in a bi-directional feedback loop.
We have postulated three essential requirements for successful communication between retina encoder and central visual system (without claiming exclusivity). Requirement 1. The electrically induced neural signals for the contacted retinal ganglion cells have to be properly encoded. This implies that a single stimulation pulse or pulse burst may not be accepted as proper code but that specific impulse rate time courses over more than one hundred milliseconds (depending on both the RF properties of the neuron and the current input pattern) may be required. The proposed learning procedure in principle allows a proper code to be found. The scientific status of this requirement: hypothesis based on a number of findings and logical reasoning. Requirement 3. The data stream of electrically induced neural signals must be of such a quality that the central visual system can disambiguate (resolve the ambiguity of) these signals (as has to be the case under physiological conditions). This implies that the signals are either already unambiguous (the exception being retinal ganglion cell outputs), or that the signals can be disambiguated using other means, such as a comparison of several simultaneously arriving signals (as a basis for decision tree analysis) and/or a generation of input pattern movements by the retina implant to mimic miniature eye movements.
Scientific status of this requirement: hypothesis based on a number of findings and logical reasoning.
We conclude that future applications of a learning retina encoder in a visual prosthesis for retinally blind subjects will benefit from both specific stimulation time courses, which the central visual system accepts as unambiguous codes, and from the selective employment of small input pattern movements.
