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1 Introduction
The classification problem of Darboux integrable equations has attracted a considerable interest
in the recent time, see the survey paper [1] and references there in. There are many classifica-
tion results in the continuous case. The case of semi-discrete and discrete equations is not that
well studied. To better understand properties of semi-discrete and discrete Darboux integrable
equations it is important to have enough examples of such equations. We can obtain new semi-
discrete Darboux integrable equations following an approach proposed by Habibullin, see [2]. In
this case we take a Darboux integrable continuous equation and look for a semi-discrete equations
admitting the same integrals. The method was successfully applied to many Darboux integrable
continuous equations, see [2]-[4]. In almost all considered cases such semi-discrete equations exist
and are Darboux integrable.
In the present paper we apply this method of disretization to Darboux integrable systems
to obtain new Darboux integrable semi-discrete systems. Let us give necessary definitions and
formulate the main results of our work.
Consider a hyperbolic continuous system
pxy = A(p, px, py)
(
pixy = Ai(p1 . . . pN , p1x . . . pNx , p1y . . . pNy ) i = 1, . . .N
)
, (1)
where pi(x, y), i = 1, . . . N , are functions of continuous variables x, y ∈ R. We say that a function
F (p, py, pyy, . . . ) is an x-integral of the system (1) if
DxF (x, y, p, py, pyy, ...) = 0 on all solutions of the system (1).
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The operator Dx represents the total derivative with respect to x. The y-integral of the system (1)
is defined in a similar way. The system (1) is called Darboux integrable if it admits N functionally
independent non-trivial x-integrals and N functionally independent non-trivial y-integrals.
Consider a hyperbolic semi-discrete system
qx1 = B(q, qx, q1),
(
qix1 = Bi(q1 . . . qN , q1x . . . qNx , q11 . . . qN1 ) i = 1, . . . N
)
, (2)
where qi(x, n), i = 1, . . .N , are functions of a continuous variable x ∈ R and a discrete variable
n ∈ N. Note that we use notation q1(x, n) = Dq(x, n) = q(x, n + 1) and qk(x, n) = Dkq(x, n) =
q(x, n + k), where D is the shift operator. To state the Darboux integrability of a semi-discrete
system we need to define x and n-integrals for such systems. An x-integral is defined in the same
way as in continuous case and a function I(q, qx, qxx, . . . ) is an n-integral of system (2) if
DI(q, qx, qxx, ...) = I(q, qx, qxx, ...) on all solutions of the system (2).
The system (2) is called Darboux integrable if it admits N functionally independent non-trivial
x-integrals and N functionally independent non-trivial n-integrals.
To find new examples of Darboux integrable semi-discrete systems, we take the systems derived
by Zhiber, Kostrigina in [5]. We also applied the disretization method proposed by Habibullin,
see [2], to the exponential type systems derived by Shabat, Yamilov in [6]. In this case we obtain
the Darboux integrable semi-discrete systems that were already described in [7].
First we consider the following system (see [5])

uxy =
uxuy
u+v+c
+
(
1
u+v−c
+ 1
u+v−c
)
uxvy
vxy =
vxvy
u+v−c
+
(
1
u+v−c
+ 1
u+v−c
)
uxvy ,
(3)
where c is an arbitrary constant. This system is Darboux integrable and admits the following
y-integrals
I1 = 2v − vx(u+ v + c)
ux
+ 2c ln
ux
u+ v + c
(4)
and
I2 =
uxx
ux
− 2ux + vx
u+ v + c
. (5)
The x- integrals have the same form in u, v, uy, vy, . . . variables.
Now we look for semi-discrete systems admitting these functions as n-integrals. The obtained
results are given in Theorems 1 and 2 below.
Theorem 1 The system 

u1x = f(x, n, u, v, u1, v1, ux, vx)
v1x = g(x, n, u, v, u1, v1, ux, vx)
(6)
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possessing n-integrals (4) and (5), where c is a function of n satisfying c(n) 6= c(n + 1) for all
n ∈ Z, has the form


u1x =
(u1 + v1 + c1)ux
u+ v + c
v1x =
2(v1 − v)ux
u+ v + c
+
2(c1 − c)ux
u+ v + c
ln
ux
u+ v + c
+ vx .
(7)
Moreover, the system above also possesses x-integrals
F1 =
(c− c1)(v2 − v)− (c− c2)(v1 − v)
(c− c2)(v3 − v)− (c− c3)(v2 − v)
(8)
and
F2 =
(c1 − c2)u+ (c2 − c)u1 + (c− c1)u2√
(c1 − c2)v + (c2 − c)v1 + (c− c1)v2
−
√
(c1 − c2)v + (c2 − c)v1 + (c− c1)v2 . (9)
Hence, semi-discrete system (7) is Darboux integrable.
Theorem 2 The system (6) possessing n-integrals (4) and (5), where c is a constant, is either


u1x =
(u1 + v1 + c)ux
u+ v + c
v1x =
2(v1 − v)ux
u+ v + c
+ vx
(10)
with x-integrals F1 =
v1 − v
v2 − v1
and F2 =
u2 − u+ v − v2√
v1 − v
, or


u1x =
(u1 + v1 + c)Bux
u+ v + c
v1x =
2B(v1 − v + c lnB)
u+ v + c
ux +Bvx ,
(11)
where B is defined by equality H(K1, K2) = 0 with
K1 =
v1 − vB +B(1− B)u+ c lnB
(B − 1)2 + c ln(B − 1)− c lnB
and
K2 =
u1 + cB − c− c lnB
B − 1 +
B2v − Bv1 − cB lnB
(B − 1)2 + c ln(B − 1)− c lnB,
and H being any smooth function.
Remark 1
(I) System (11) with B =
u− v + (−1)n
√
(u− v)2 + 4uv1
2u
is Darboux Integrable.
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(II) System (11) with B =
v1 − u1 + (−1)n
√
(v1 − u1)2 + 4u1v
2v
is Darboux Integrable.
Let us discuss the exponential type systems. It was shown in [6] that system
µixy = e
∑
aijµ
j
, i, j = 1, 2, . . . , N
is Darboux integrable if and only if the matrix A = (aij) is a Cartan matrix of a semi-simple Lie
algebra. We consider the discretization of such systems corresponding to 2 × 2 matrices. The
obtained results are given in Theorem 3 below. Note that the integrals corresponding to Darboux
integrable exponential systems are given in the statement of Theorem 3.
Theorem 3 (1) The system 

u1x = f˜(u, v, u1, v1, ux, vx)
v1x = g˜(u, v, u1, v1, ux, vx),
(12)
possessing n-integrals
I1 = uxx + vxx − u2x + uxvx − v2x (13)
and
I∗1 = uxxx + ux(vxx − 2uxx) + u2xvx − uxv2x (14)
has the form 

u1x = ux + Ae
u1+u−v1
v1x = vx +Be
−u+v+v1 ,
(15)
or 

u1x = ux + Ae
u1+u−v
v1x = vx +Be
−u1+v+v1 ,
(16)
where A and B are arbitrary constants.
(2) The system (12) possessing n-integrals
I2 = 2uxx + vxx − 2u2x + 2uxvx − v2x (17)
and
I∗2 = uxxxx + ux(vxxx − 2uxxx) + uxx(4uxvx − 2u2x − v2x)
+ uxx(vxx − uxx) + vxxux(ux − 2vx) + u4x + u2xv2x − 2u3xvx (18)
has the form 

u1x = ux + Ae
u+u1−v1
v1x = vx +Be
−2u+v+v1 ,
(19)
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or 

u1x = ux
v1x = vx +Be
−(2+c)u+cu1+v+v1 ,
(20)
or 

u1x = ux + Ae
u+u1+2cv−(2c+1)v1
v1x = vx ,
(21)
where A, B and c are arbitrary constants.
(3) The system (12) possessing n-integrals
I3 = uxx +
1
3
vxx − u2x + uxvx −
1
3
v2x (22)
and
I∗3 = u(6) − 2u(5)ux + v(5)ux + u(4)(32(ux)2 − 30uxvx + 11(vx)2 − 40uxx − 11vxx)
+ v(4)(14(ux)
2 − 15uxvx + (13/3)(vx)2 − 10uxx− (13/3)vxx) + 19(u(3))2 + (13/6)(v(3))2 + 16u(3)v(3)
+ u(3)(−36uxxux + 18uxxvx + 80vxxux − 45vxxvx) + v(3)(−52uxxux + 33uxxvx − 5vxxux)
+ u(3)(−64(ux)3 + 102(ux)2vx − 62ux(vx)2 + 13(vx)3) + v(3)(32(ux)3 − 58(ux)2vx
+ 38ux(vx)
2 − (26/3)(vx)3) + 66(uxx)3 + (26/3)(vxx)3 − 35(uxx)2(vxx)− 5uxx(vxx)2
+ (uxx)
2(30(ux)
2 − 18uxvx − (11/2)(vx)2) + uxxvxx(−34(ux)2 + 32uxvx − 2(vx)2)− 2(vxx)2uxvx
+ uxx(6(ux)
4− 24(ux)3vx+25(ux)2(vx)2− 9ux(vx)3+ (vx)4) + vxx(−(ux)4+8(ux)3vx− 8(ux)2(vx)2
+ 2ux(vx)
3) + (−2(ux)6 + 6(ux)5vx − (13/2)(ux)4(vx)2 + 3(ux)3(vx)3 − (1/2)(ux)2(vx)4) (23)
has the form 

u1x = ux + Ae
u+u1−v1
v1x = vx +Be
−3u+v+v1 ,
(24)
where A and B are arbitrary constants.
2 Proof of Theorems 1 and 2
Let us find a semi-discrete system (6) possessing n-integrals (4) and (5), where c is an arbitrary
constant, possibly dependent on n. Let Dc = c1. It follows from DI2 = I2 that
u1xx
u1x
− 2u1x + v1x
u1 + v1 + c1
=
uxx
ux
− 2ux + vx
u+ v + c
,
that is
fx + fuux + fvvx + fu1f + fv1g + fuxuxx + fvxvxx
f
− 2f + g
u1 + v1 + c1
=
uxx
ux
− 2ux + vx
u+ v + c
. (25)
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Compare the coefficients before vxx and uxx, we get fvx = 0 and
fux
f
=
1
ux
. Hence
f(x, n, u, v, u1, v1, ux, vx) = A(x, n, u, v, u1, v1)ux. (26)
It follows from DI1 = I1 that
2v1 − (u1 + v1 + c1)g
f
+ 2c1 ln
f
u1 + v1 + c1
= 2v − vx(u+ v + c)
ux
+ 2c ln
ux
u+ v + c
. (27)
Using (26) we obtain
2v1 − (u1 + v1 + c1)g
Aux
+ 2c1 ln
Aux
u1 + v1 + c1
= 2v − vx(u+ v + c)
ux
+ 2c ln
ux
u+ v + c
and find g as
g =
(
2(v1 − v)A
(u1 + v1 + c1)
+
2Ac1
(u1 + v1 + c1)
ln
(u+ v + c)A
(u1 + v1 + c1)
)
ux +
2(c1 − c)A
(u1 + v1 + c1)
ux ln
ux
u+ v + c
+
(u+ v + c)A
(u1 + v1 + c1)
vx . (28)
Substituting the expressions (26) and (28) into equality (25) and comparing coefficients of ux, vx,
ux ln
ux
u+ v + c
and free term we get the following equalities
Ax
A
= 0 (29)
2(c1 − c)Av1
(u1 + v1 + c1)
− 2(c1 − c)A
(u1 + v1 + c1)2
= 0 (30)
Au
A
+ Au1 +
(
Av1
A
− 1
(u1 + v1 + c1)
)(
2(v1 − v)A
(u1 + v1 + c1)
+
2c1A
(u1 + v1 + c1)
ln
(u+ v + c)A
(u1 + v1 + c1)
)
− 2A
(u1 + v1 + c1)
+
2
(u+ v + c)
= 0 (31)
Av
A
+
(u+ v + c)Av1
(u1 + v1 + c1)
− (u+ v + c)A
(u1 + v1 + c1)2
+
1
(u+ v + c)
= 0 . (32)
We have two possibilities: c1 6= c and c1 = c.
2.1 c depends on n
First we consider the case c1 6= c, that is c depends on n and satisfies c(n) 6= c(n + 1) for all n.
Then equations (30)-(32) are transformed into
Av1
A
− 1
(u1 + v1 + c1)
= 0 (33)
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Au
A
+ Au1 −
2A
(u1 + v1 + c1)
+
2
(u+ v + c)
= 0 (34)
Av
A
+
1
(u+ v + c)
= 0 . (35)
Equations (33) and (35) imply that
A =
(u1 + v1 + c1)
(u+ v + c)
M(n, u, u1). (36)
Substituting the above A into (34) we get that M satisfies
(u+ v + c)
Mu
M
+ (u1 + v1 + c1)Mu1 + (1−M) = 0. (37)
Differentiating equation (37) with respect to v and v1 we get thatMu = 0 andMu1 = 0 respectively.
Thus, equation (37) implies thatM = 1. So in the case c1 6= c we arrive to the system of equations
(7). We note that the system (7) is Darboux integrable. It admits two n-integrals (4) and (5) and
two x-integrals (8) and (9). The x-integrals can be found by considering the characteristic x-ring
for system (7).
2.2 c does not depend on n
Now we consider the case c = c1, that is c is a constant independent of n. Then we have equations
(31) and (32). Introducing new variable B =
(u+ v + c)
(u1 + v1 + c)
A we can rewrite the equations as
Bu
B
+
(u1 + v1 + c)
(u+ v + c)
Bu1 + 2
(v1 − v + c lnB)
(u+ v + c)
Bv1 +
1−B
(u+ v + c)
= 0 (38)
Bv
B
+Bv1 = 0 . (39)
The set of solutions of the above system is not empty, for example it admits a solution B = 1.
Setting B = 1 we arrive to the system of equations (10). We note that the system (10) is Darboux
integrable. It admits two n-integrals (4) and (5) and two x-integrals
F1 =
v1 − v
v2 − v1
, F2 =
u2 − u+ v − v2√
v1 − v
.
The x-integrals are calculated by considering the characteristic x-ring for system (10).
Now let us consider case when B 6= 1 identically. For function W = W (u, v, u1, v1, B) equations
(38) and (39) become
Wu
B
+
(u1 + v1 + c)
(u+ v + c)
Wu1 + 2
(v1 − v + c lnB)
(u+ v + c)
Wv1 +
B − 1
(u+ v + c)
WB = 0 (40)
7
Wv
B
+Wv1 = 0 . (41)
After the change of variables v˜ = v + c, v˜1 = v1 + c− (v + c)B, u˜ = u, u˜1 = u1, B˜ = B equations
(41) and (40) become Wv˜ = 0 and
u˜+ v˜
B˜
Wu˜ + (u˜1 + v˜1 + v˜B˜)Wu˜1 + (2v˜1 + 2c ln B˜ + v˜(B˜ − 1))Wv˜1 + (B˜ − 1)WB˜ = 0.
We differentiate the last equality with respect to v˜, use Wv˜ = 0, and find that W satisfies the
following equations
Wu˜
B˜
+ B˜Wu˜1 + (B˜ − 1)Wv˜1 = 0
u˜
B˜
Wu˜ + (u˜1 + v˜1)Wu˜1 + (2v˜1 + 2c ln B˜)Wv˜1 + (B˜ − 1)WB˜ = 0 .
After doing another change of variables u∗1 = u˜1− B˜2u˜, v∗1 = v˜1+ B˜(1− B˜)u˜, u∗ = u˜, B∗ = B˜, we
obtain that Wu∗ = 0 and
(u∗1 + v
∗
1)Wu∗1 + (2v
∗
1 + 2c lnB
∗)Wv∗
1
+ (B∗ − 1)WB∗ = 0.
The first integrals of the last equation are
K1 =
v∗1
(B∗ − 1)2 +
c lnB∗
(B∗ − 1)2 − c lnB
∗ + c ln(B∗ − 1) + c
B∗ − 1
and
K2 =
u∗1 − c− c lnB∗
B∗ − 1 −
B∗v∗1
(B∗ − 1)2 −
cB∗ lnB∗
(B∗ − 1)2 + c ln(B
∗ − 1)− c lnB∗.
They can be rewritten in the original variables as
K1 =
v1 − vB +B(1− B)u+ c lnB
(B − 1)2 + c ln(B − 1)− c lnB
and
K2 =
u1 + cB − c− c lnB
B − 1 +
B2v − Bv1 − cB lnB
(B − 1)2 + c ln(B − 1)− c lnB.
Therefore, system (6) becomes (11) due to (26) and (28).
2.3 Proof of Remark 1
Function B is any function satisfying the equality H(K1, K2) = 0, where H is any smooth function.
(I) By taking function H as H(K1, K2) = K1 we obtain one possible function B. It satisfies the
equality −uB2 + (u− v)B + v1 = 0 and can be taken as B =
u− v + (−1)n
√
(u− v)2 + 4uv1
2u
(II) By taking function H as H(K1, K2) = K2 we obtain another possible function B. It satisfies
the equality vB2+(u1−v1)B−u1 = 0 and can be taken asB =
v1 − u1 + (−1)n
√
(v1 − u1)2 + 4u1v
2v
.
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In both cases ((I) and (II)) let us consider the corresponding x-rings. Denote by X = Dx, Y1 =
∂
∂ux
, Y2 =
∂
∂vx
, E1 =
u+ v
B
[Y1, X ], E2 =
1
B
[Y2, X ], E3 = [E1, E2]. Note that X = uxE1 + vxE2.
We have,
[Ei, Ej ] E1 E2 E3
E1 0 E3 α1E2 + α2E3
E2 −E3 0 0
E3 −(α1E2 + α2E3) 0 0
where
α1 =
2v1(u− v) + 2(uv − v2 + 2uv1)B
v1(u− v) + ((u− v)2 + 2uv1)B , α2 = −3 +
2
B
in case (I) and
α1 =
2u21 + 4u1v − 2u1v1 + 2(−(u1 − v1)2 + vv1 − 3vu1)B
u1(v1 − u1) + ((u1 − v1)2 + 2u1v)B , α2 = −3 +
2
B
in case (II).
3 Proof of Theorem 3
3.1 Case (1)
Let us find a system 

u1x = f˜(x, n, u, v, u1, v1, ux, vx)
v1x = g˜(x, n, u, v, u1, v1, ux, vx)
(42)
possessing n-integrals (13) and (14). The equality DI = I implies
u1xx + v1xx − u21x + u1xv1x − v21x = uxx + vxx − u2x + uxvx − v2x, (43)
or the same
f˜x + f˜uux + f˜vvx + f˜u1 f˜ + f˜v1 g˜ + f˜uxuxx + f˜vxvxx + g˜x + g˜uux + g˜vvx
+ g˜u1 f˜ + g˜v1 g˜ + g˜uxuxx + g˜vxvxx − f˜ 2 + f˜ g˜ − g˜2 = uxx + vxx − u2x + uxvx − v2x . (44)
We consider the coefficients of uxx and uxx in (44) to get
f˜ux + g˜ux = 1 (45)
f˜vx + g˜vx = 1. (46)
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The equality DI∗1 = I
∗
1 implies
u1xxx + u1x(v1xx − 2u1xx) + u21xv1x − u1xv21x = uxxx + ux(vxx − 2uxx) + u2xvx − uxv2x. (47)
Since DI∗1 = u1xxx + · · · = f˜uxuxxx + . . . , where the remaining terms do not depend on uxxx, the
equality (47) implies
f˜ux = 1. (48)
Note that J = DxI1 − I∗1 = vxxx + vx(uxx − 2vxx) + v2xux − u2xvx is an n-integral as well. Since
DJ = J and DJ = v1xxx+ · · · = g˜vxvxxx+ . . . , where the remaining terms do not depend on vxxx,
then
g˜vx = 1. (49)
It follows from equalities (45), (46), (48) and (49) that f˜vx = 0 and g˜ux = 0. Therefore the system
(42) and equality (44) become

u1x = ux + f(x, n, u, v, u1, v1)
v1x = vx + g(x, n, u, v, u1, v1)
(50)
and
fx + fuux + fvvx + fu1(ux + f) + fv1(vx + g) + gx + guux + gvvx + gu1(ux + f)
+ gv1(vx + g)− 2uxf − f 2 + uxg + vxf + fg − 2vxg − g2 = 0 (51)
By considering coefficients of ux, vx and u
0
xv
0
x in the last equality, we get
(f + g)u + (f + g)u1 + (f + g)− 3f = 0 (52)
(f + g)v + (f + g)v1 + (f + g)− 3g = 0 (53)
f(f + g)u1 + g(f + g)v1 + (f + g)x − (f + g)2 + 3fg = 0 . (54)
Now let us rewrite inequality (47) for the system (50)
Dx
(
fx + fuux + fvvx + fu1(ux + f) + fv1(vx + g)
)
+ (ux + f)
(
gx + guux + gvvx + gu1(ux + f) + gv1(vx + g) + vxx
)
+ (ux + f)
(− 2fx − 2fuux − 2fvvx − 2fu1(ux + f)− 2fv1(vx + g)− 2uxx)
+ (u2x + 2uxf + f
2)(vx + g)− (v2x + 2vxg + g2)(ux + f) = ux(vxx − 2uxx) + u2xvx − uxv2x . (55)
By comparing the coefficients of uxx and vxx in the last equality, we get
fu + fu1 = 2f
fv + fv1 = −f .
(56)
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It follows from equality DJ = J that
Dx
(
gx + guux + gvvx + gu1(ux + f) + gv1(vx + g)
)
+ (vx + g)
(
fx + fuux + fvvx + fu1(ux + f) + fv1(vx + g) + uxx
)
− 2(vx + g)
(
gx + guux + gvvx + gu1(ux + f) + gv1(vx + g) + vxx
)
+ (ux + f)(v
2
x + 2vxg + g
2)− (vx + g)(u2x + 2uxf + f 2) = vx(uxx − 2vxx) + v2xux − u2xvx . (57)
By comparing the coefficients of uxx and vxx in the last equality, we get
gu + gu1 = −g
gv + gv1 = 2g .
(58)
Note that the equalities (52) and (53) follow from equalities (56) and (58). Let us use equalities
(56) and (58) to rewrite equality (55)
Dx(fx + 2fux − fvx + fu1f + fv1g) + (ux + f)(gx + gu1f + gv1g + vxx − 4fux − 2fx)
+ (ux + f)(2fvx − 2fu1f − 2fv1g − 2uxx + uxvx + fvx + fg − v2x − g2)
= ux(vxx − 2uxx) + u2xvx − uxv2x .
We note that the consideration of the coefficients of uxx, vxx, u
2
x, v
2
x, uxvx in the above equality
give us equations that follow immediately from (56) and (58). Considering coefficient of ux we get
fxu + fxu1 + 2fx + 2ffu1 + 2fv1g + ffu1u + fu1fu + f
2
u1
+ gfv1u
+ gfu1v1 + fv1gu+ fv1gu1 + fu1u1f + gx + gu1f + gv1g− 2fx− 2fu1f − 2fv1g + fg− g2− 4f 2 = 0.
Using equations (56) and (58) we get
2fx + gx + 4ffu1 + fv1g + gu1f + gv1g + fg − g2 − 4f 2 = 0 ,
or using equation (54) ,
fx + 3f(fu1 − f) = 0. (59)
Considering coefficient of vx we get
fxv + fxv1 − fx − ffu1 − fv1g + ffu1v + ffu1v1 + fu1fv + fu1fv1
+ gfv1v + gfv1v1 + fv1gv + fv1gv1 + 3f
2 = 0.
Using equations (56) and (58) we get
2fx + 3f(fu1 − f) = 0. (60)
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It follows from equations (59) and (60) that fx = 0 and f(fu1 − f) = 0. Thus either f = 0 or

f = fu1
f = fu.
(61)
Now we consider the coefficient of u0xv
0
x in (55) we get
f 2fu1u1 + fgfu1v1 + ff
2
u1
+ fu1fv1g + fgfu1v1 + g
2fv1v1 + fv1gx + ffv1gu1
+ gfv1gv1 + fgx + f
2gu1 + fggv1 − 2f 2fu1 − 2fgfv1 + f 2g − fg2 = 0.
First assume that f 6= 0 then using (61) we can rewrite the above equality as
fgfv1 + g
2fv1v1 + fv1gx + fv1gu1f + fv1gv1g + fgx + f
2gu1 + fggv1 + f
2g − fg2 = 0 . (62)
Also we can rewrite equality (57), using equations (56), (58) and (54) then considering coefficients
of ux and vx we obtain
2gx + 3g(gv1 − g) = 0
gx + 3g(gv1 − g) = 0.
From above equalities and (58) it follows that gx = 0, gv1 = g and gv = g (we assume that g 6= 0).
We have
fu1 = f, fu = f, fv + fv1 = −f
gv1 = g, gv = g, gu + gu1 = −g
fv1g + gu1f = −fg .
(63)
Using (63), the equality (62) takes form gu1fv1(−g + f) = 0. This equality implies that under
assumptions that f 6= 0 and g 6= 0 we have three possibilities: (I) gu1 = 0, (II) fv1 = 0 and (III)
g = f . Let us consider these possibilities.
Case (I) From gu1 = 0, using (63), we get that gu = −g, gv1 = g, gv = g. Thus g = Be−u+v+v1 ,
where B is a constant. We also get that fu = f , fu1 = f , fv = 0 and fv1 = −f . Thus
f = Aeu1+u−v1, where A is a constant. So the system (50) takes form (15).
Case (II) From fv1 = 0, using (63), we get that fu = f , fu1 = f , fv = −f . Thus f = Aeu1+u−v,
where A is a constant. We also get that gu = 0, gu1 = −g, gv = g and gv1 = g. Thus g =
Be−u1+v1+v, where B is a constant. So the system (50) takes form (16).
Case (III) From g = f , using (63), we get that f = 0 and g = 0. So the system (50) takes form


u1x = ux
v1x = vx .
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3.2 Case (2)
Let us find system (12) possessing n-integrals (17) and (18). We compare the coefficients in
DI2 = I2 before uxx and vxx and get
2f˜ux + g˜ux = 2
2f˜vx + g˜vx = 1.
(64)
We also compare the coefficients in DI∗2 = I
∗
2 and
D(D2xI2− 2I∗2 ) = (D2xI2− 2I∗2 ) before uxxxx and vxxxx respectively and get f˜ux = 1 and g˜vx = 1. It
follows from (64) that f˜vx = 0 and g˜ux = 0. Therefore, our system (12) becomes

u1x = ux + f(u, v, u1, v1)
v1x = vx + g(u, v, u1, v1).
We write equality DI2 = I2 and get
2uxx + 2fuux + 2fvvx + 2fu1(ux + f) + 2fv1(vx + g) + vxx + guux + gvvx + gu1(ux + f)
+ gv1(vx + g)− 2(ux + f)2 + 2(ux + f)(vx + g)− (vx + g)2 = 2uxx + vxx − 2u2x + 2uxvx − v2x .
By comparing the coefficients before ux, vx and u
0
xv
0
x in the last equality we obtain the system of
equations
2fu + fu1 + gu + gu1 − 4f + 2g = 0
2fv + 2fv1 + gv + gv1 + 2f − 2g = 0
2ffu1 + 2gfv1 + fgu1 + ggv1 − 2f 2 + 2fg − g2 = 0 .
That suggests the following change of variables
u = P, u1 − u = Q, v = S, v1 − v = T
to be made. In new variables the system (12) becomes


Qx = F (P,Q, S, T )
Tx = G(P,Q, S, T ) .
(65)
The comparison of coefficients in DI2 = I2 before Px, Sx and P
0
xS
0
x gives
−4F + 2G+ 2FP +GP = 0
2F − 2G+ 2FS +GS = 0
−2F 2 +G(−G + 2FT +GT ) + F (2G+ 2FQ +GQ) = 0 .
(66)
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The coefficients in DI∗2 = I
∗
2 before Sxxx and Pxxx are compared and we obtain the following
equalities
F + FS = 0
−2F + FP = 0 .
(67)
It follows from (66) and (67) that GS = 2G, GP = −2G, FS = −F and FP = 2F . Therefore,
system (65) can be written as


Qx = A(Q, T )e
−S+2P
Tx = B(Q, T )e
2S−2P .
We compare the coefficient in DI∗2 = I
∗
2 before Sxx and get
3e4P−2SA2 − 3e4P−2SAAQ = 0,
that is A = AQ. Hence, A(Q, T ) = e
QA˜(T ). Now we compare the coefficient in DI2 = I2 before
P 0xS
0
x and get
A˜+ A˜T =
1
2
e−4P+3S−Q(B − BT )− A˜
2B
BQ . (68)
Since functions A˜(T ) and B(Q, T ) do not depend on variable P , then it follows from (68) that
B = BT , that is B = B˜(Q)e
T . Now (68) becomes
−2A˜+ A˜T
A˜
=
B˜Q
B˜
.
Note that the right side of the last equality depends on Q only, while the left side depends on T
only. Hence, −2 A˜+A˜T
A˜
= c and
B˜Q
B˜
= c, where c is some constant. One can see that A˜ = c1e
−(2c+1)T
and B˜ = c2e
cQ and therefore system (65) becomes


Qx = c1e
−S+2P+Q−(2c+1)T
Tx = c2e
2S−2P+T+cQ,
where c, c1 and c2 are some constants. Equality DI2 − I2 = 0 becomes −3cc1c2es+(c+1)Q−2cT = 0,
which implies that either c = 0, or c1 = 0, or c2 = 0. Note that the DI
∗
2 = I
∗
2 is also satisfied if
either c = 0 or c1 = 0 or c2 = 0. So we have three cases:
when c = 0 the system (12) becomes (19) with c1 = A and c2 = B.
when c1 = 0 the system (12) becomes (20) with c2 = B.
when c2 = 0 the system (12) becomes (21) with c1 = A.
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3.3 Case (3)
Let us find system (12) possessing n-integrals (22) and (23). We compare the coefficients in
DI3 = I3 before uxx and vxx and get
f˜ux +
1
3
g˜ux = 1
f˜vx +
1
3
g˜vx = 1.
(69)
We also compare the coefficients in DI∗3 = I
∗
3 and D(D
4
xI3 − I∗3 ) = (D4xI3 − I∗3 ) before u(6) and
v(6) respectively and get f˜ux = 1 and g˜vx = 1. It follows from (69) that f˜vx = 0 and g˜ux = 0.
Therefore, our system (12) becomes

u1x = ux + f(u, v, u1, v1)
v1x = vx + g(u, v, u1, v1).
By comparing the coefficients before ux, vx and u
0
xv
0
x in DI3 = I3 we obtain the system of equations
fu + fu1 +
1
3
gu +
1
3
gu1 − 2f + g = 0
fv + fv1 +
1
3
gv +
1
3
gv1 + f − 23g = 0
ffu1 + gfv1 +
1
3
fgu1 +
1
3
ggv1 − f 2 + fg − 13g2 = 0 .
That suggests the following change of variables
u = P, u1 − u = Q, v = S, v1 − v = T
to be made. In new variables the system (12) becomes

Qx = F (P,Q, S, T )
Tx = G(P,Q, S, T ) .
(70)
The comparison of coefficients in DI3 = I3 before Px, Sx and P
0
xS
0
x gives
6F − 3G− 3FP −GP = 0
−3F + 2G− 3FS −GS = 0
F 2 − FG+ 1
3
G2 − 2GFT − 13GGT − FFQ − 13FGQ = 0 .
(71)
The comparison of coefficients in DI∗3 = I
∗
3 before S(5) and P(5) gives
F + FS = 0
−2F + FP = 0 .
(72)
Using equations (71) and (72) we get GS = 2G, GP = −3G, FS = −F , and FP = 2F . Therefore,
system (70) can be written as 

Qx = A(Q, T )e
−S+2P
Tx = B(Q, T )e
2S−3P ,
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where A and B are some functions depending on Q and T only. We compare the coefficients
in DI3 − I3 = 0 before S0xP 0x and the coefficients in DI∗3 − I∗3 = 0 before P(4), S(4) and P(3)Px
respectively and get
a11AT + a12BT + a13AQ + a14BQ + b1 = 0
a21AT + a22BT + a23AQ + a24BQ + b2 = 0
a31AT + a32BT + a33AQ + a34BQ + b3 = 0
a41AT + a42BT + a43AQ + a44BQ + b4 = 0,
(73)
where
a11 = −e−P+SB, a12 = −13e−6P+4SB, a13 = −e4P−2SA, a14 = −13e−P+SA,
a21 = −33e−P+SB, a22 = −11e−6P+4SB, a23 = −28e4P−2SA, a24 = −11e−P+SA,
a31 = −13e−P+SB, a32 = −133 e−6P+4SB, a33 = −16e4P−2SA, a34 = −133 e−P+SA,
a41 = 18e
−P+SB, a42 = −79e−6P+4SB, a43 = 328e4P−2SA, a44 = 6e−P+SA,
and
b1 = e
4P−2SA2 − e−P+SAB + 1
3
e−6P+4SB2
b2 = 28e
4P−2SA2 − 33e−P+SAB + 11e−6P+4SB2
b3 = 16e
4P−2SA2 − 13e−P+SAB + 13
3
e−6P+4SB2
b4 = −328e4P−2SA2 + 18e−P+SAB + 79e−6P+4SB2 .
We solve the linear system of equations (73) with respect to AT , AQ, BT and BQ and get the
following system of differential equations AT = −A, AQ = A, BT = B and BQ = 0. Thus the
system (70) is written as 

Qx = c1e
2P+Q−S−T
Tx = c2e
−3P+2S+T ,
where c1 and c2 are arbitrary constants. It is equivalent to system (24) with A = c1 and B = c2.
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