In nonequilibrium chemical reaction systems, a fundamental relationship between unbalanced kinetic oneway fluxes and thermodynamic chemical driving forces is believed to exists. However this relation has been rigorously demonstrated only in a few cases in which one-way fluxes are well defined. In terms of its stochastic kinetic representation, we formulate the one-way fluxes for a general chemical reaction far from equilibrium, with arbitrary complex mechanisms, multiple intermediates, and internal kinetic cycles. For each kinetic cycle, the logarithm of the ratio of the steady-state forward and backward one-way fluxes is equal to the free energy difference between the reactants and products along the cycle. This fundamental relation is further established for general chemical reaction networks with multiple input and output complexes. Our result not only provides an equivalent definition of free energy difference in nonequilibrium chemical reaction networks, it also unifies the stochastic and macroscopic nonequilibrium chemical thermodynamics in a very broad sense.
in which J = J + − J − is the net flux. The final equality in the above equation holds if and only if J = ∆G = 0, which implies the principle of detailed balance in thermochemical equilibrium [7] . Eq. 1 is known to be closely related to the fluctuation theorem for entropy production [8] [9] [10] [11] .
For any stochastic reversible elementary reaction, one-way fluxes in both directions are well defined; they equal to the forward and backward reaction rates. For a complex CRN composed of many reversible elementary reactions, however, so far one-way flux in a nonequilibrium steady state (NESS) has been clearly defined only when all reactions are first-order or pseudo-first-order, i.e. the kinetics is linear. How to generalize Eq. 1 to nonlinear, non-elementary reactions has been an open question [12] .
The concept of one-way flux, introduced and extensively studied in [4] for linear CRN, relies on the notion of mean first passage time in stochastic processes. Hill's approach cannot be generalized to nonlinear chemical kinetics. This is the main obstacle for introducing one-way flux into a general stochastic CRN, which had cast doubt on the universality of Eq. 1 [13] .
In this letter, we consider the general CRN in a NESS sustained by a chemostat [14] . The one-way flux of each reaction cycle is defined through the cycle fluxes in the counting space of the corresponding chemical-master-equation model [15] describing the stochastic kinetics of molecular numbers. Our theory is based on the general mathematical results on cycle fluxes of a Markov process [16, 17] : We prove Eq. 1 for each reaction cycle by summing over all the corresponding stochastic cycles in the counting space and derive the entropy production rate in terms of the one-way cycle fluxes. Finally, we generalize all these results to the most general cases with the presence of multiple material reservoirs.
A Chemical Reaction with Complex Mechanisms. A general CRN in a continuously stirred tank reactor consists of a set of species, X 1 , X 2 , . . . , X N1 , Y 1 , Y 2 , . . . , Y N2 , and a set of M reactions between them, R 1 , R 2 , . . . , R M . Species are further classified into internal Y 's and external X's. The concentrations of all the species X's are clamped at constant levels. All reactions are stochastic, elementary and reversible, under isothermal and isobaric conditions with fixed volume V . A closed CRN has N 1 = 0.
The M reactions, including those between the internal species and chemostated ones can be classified into the three arXiv:1911.11956v1 [physics.chem-ph] 27 Nov 2019 FIG. 1. Representation of a general CRN. X's are chemostated species and Y 's are internal species, e.g., intermediates in the complete mechanism for transforming X's on the left to those on the right. groups:
Here only the left-hand-side of reaction R 1 and the right-hand-side of reaction R M exchange materials between X and Y . Hence this reaction has a single input complex and a single output complex (FIG.  1) . All the Y 's species are intermediates in the mechanistic details of the overall reaction, transforming
Introducing the stoichiometric matrices Ξ X and Ξ Y for X's and Y 's respectively:
The complete stoichiometric matrix, then, is Ξ = Ξ X Ξ Y . Note in this notion only reactions 1 and M possess nonzero coefficients in Ξ X , for external species.
FIG. 2 is an example with the overall reaction
, and X 4 are the external species, with their concentrations kept as chemostated, and Y 1 to Y 6 are all intermediates.
We shall use x i (t) and y j (t) to denote the concentrations of X i and Y j , respectively, at time t. Their macroscopic kinetics satisfies the rate equation: the law of mass action [18] [19] [20] , i.e.
k ± are called the forward and backward chemical reaction rate constants for the th reaction.
is the standard chemical potential. Similar definitions also hold for µ X i . Then for 1 ≤ ≤ M , one has [14, 21] 
in which
are the total free energies of the reactants and products of the -th reaction respectively. Therefore, Eq. 2 is exactly Eq. 1 for any single macroscopic chemical reaction.
On the other hand, the mesoscopic setting focuses on molecular numbers instead of molar concentrations in the CRN, which are stochastic.
We use n Y (t) = (n Y 1 (t), n Y 2 (t), . . . , n Y N2 (t)) to denote molecular numbers of the internal species at time t, which is a random vector. X's species still possess fixed molecular numbers, denoted by n x = (n x 1 , n x 2 , . . . , n x N1 ). Next it is necessary to describe how n Y (t) evolves through time, which can be seen as a stochastic jumping process on a high-dimensional graph (called a counting space). Each vertex of the graph has an N 2 −dimensional coordinate n y = (n y 1 , n y 2 , . . . , n y N2 ) and if the occurrence of an elementary reaction in {R 1 , ..., R M } can convert the state of the system from one vertex to another, then there is an edge connecting them in this graph.
The counting space is a scaffold for a Markov process with transition rates r + (n y ;
Here,k ± are the mesoscopic rate constants in the stochastic model, and k ± =k ± V n ± −1 where n ± is the summation of stoichiometric numbers of reactants in the reaction R ± .
Then the chemical master equation(CME) describing the evolution of the probability p V (n y , t) = P rob(n Y (t) = n y ) is
where Ξ Y is just the -th column of the matrix Ξ Y with 1 ≤ ≤ M . Kinetic cycle, net cycle flux and one-way cycle fluxes. A directed cycle in the counting space is a slice of path with the same origin and destination in which no other states overlap. It can be expressed in this way: c = [y 1 , y 2 , . . . , y k ] with some integer k where y 1 , y 2 , . . . , y k are successive states in the path which are different from each other. The next state of y k in the path is exactly y 1 , forming a single closed loop. We identify [y 1 , y 2 , . . . , y k ] and [y i , y i+1 , . . . , y i+k−1 ] for any i with indices modulo k, as the same directed cycle.
According to the theory of cycle representation and cycle fluxes for Markov process [17, 22, 23] , one can trace along every sample path, and calculate the time-averaged number of times that a particular cycle c formed by time t. Then letting the time t go to infinity the limit defines the cycle flux ω c for c. In the CME, the system is at equilibrium (time-reversible) if and only if ω c = ω c− for every cycle c [17, 22] , in which c − is the reversed cycle of c. Furthermore, the ratio
where { 1 , 2 , . . . , k } represents the successive reactions {R 1 , R 2 , . . . , R k } occurred in the cycle c = [y 1 , y 2 , . . . , y k ], with − i being the reversed reaction of the reaction i and r is the corresponding transition rates. The exact expression of cycle fluxes and the corresponding cycle decomposition are given in [21] , cited from [17, 22] . However, in many applications one is interested in the flux along reaction cycles rather than the cycle fluxes for any given cycle in the counting space. More specifically, such cycles, which we call reaction cycles, are right null vectors for the matrix Ξ Y [24] . We denote such a cycle as c = (c 1 , c 2 , . . . , c M ) in which c is the net number of the occurrence for the reaction R . All the reaction cycles form a vector space.
Furthermore we can prove that the ratio c 1 /c M is a positive invariant number [21] , the simplest form of which is denoted as cin cout . Therefore, we assume c 1 = nc in and c M = nc out , where n ∈ Z. The overall effect of a reaction cycle is just to make i c in Ξ i,X +1 X i → i c out Ξ i,X −M X i , which is just from the left-hand-side of reaction R 1 to the right-hand-side of reaction R M in Fig. 1 , occurring n times. Once n = 0, then both c 1 = c M = 0, it is a closed cycle.
For each cycle c in the counting space, the net numbers of occurrence of all the reactions in c form a reaction cyclec. It follows naturally that the cycle flux ofc is defined as the sum of the cycle fluxes of all the counting cycles c assorted to it. More formally we can define a map φ : C ∞ → R M with C ∞ being the set of all cycles in the counting space and φ(c) being the unique reaction cycle generated by c as above. Then the cycle flux forc can be interpreted as the averaged frequencyc occurs in the CME model. More precisely, the reaction cycle flux ofc
It's also easy to verify that if a cycle c is assigned toc, then its time reversal c − will be assigned to −c. We thus just define the reversed reaction cyclec − ofc as −c. Notice that for each cycle assigned to the same reaction cycle, the ratio of its flux and the flux of the corresponding reversed cycle is only dependent on how many times each reaction occurred in the cycle regardless of the order, being the same [21] . Therefore, we have [21] ωc
Once c 1 = c M = 0, i.e. closed cycle, the ratio is 1 according to the Wegscheidier's Condition, i.e.
indicating no driving force available for the cycle. In a closed system with only closed cycles, where there are no input and output reactions R 1 and R M present, ωc ωc − = 1 for each reaction cycle, which is the hallmark of equilibrium state. Eq. 4 is the first main result of this letter, which leads to the generalization of Eqs. 1 and 2 for each reaction cycle (See Eq. 7). Typically, the external species X is controlled macroscopically in the unit of molar concentration x i = V −1 n x i . Then since k ± =k ± V n ± −1 , and defining the macroscopic cycle currents for the reaction cyclec as Jc = lim V →∞ ωc V , when V → ∞, Eq. 4 becomes [21] Jc
We can also obtain the corresponding cycle decomposition of the macroscopic fluxes J in terms of the reaction cycles (more detailed decomposition is derived in [21] ):
This is exactly the relation that used for the definition of reaction-cycle currents in [14, 24] , which is not unique. Here in our definition, all the reaction-cycle fluxes are exactly their averaged frequency of occurrence per unit time at steady state, and we are able to distinguish the cycle fluxes of the original cycles and their reversed ones, making the definition of oneway fluxes plausible [21] .
in which ∆G 1→M = i c in Ξ i,X +1 − c out Ξ i,X −M µ X i is exactly the free energy difference of the overall reaction and µ X i is the chemical potential of X i [21] .
Once a reaction cycle is completed, a certain number (n) of i c in Ξ i,X +1 X i is transformed into i c out Ξ i,X −M X i , which is the overall effect of a reaction cycle. Many reaction cycles share the same overall effect. So we can define the one-way flux upon the overall effect, namely the value of n in this single input/output scenario, i.e. J n = c1=ncin ωc, ∀n ∈ Z.
in Eq. 4 is also a linear function only depends on the value of n, being the same for all the reaction cycles with the same overall effect [21] , denoted as n · κ. Therefore
(n x i (n x i − 1) · · · (n x i − Ξ i,X +1 + 1)) ncin (n x i (n x i − 1) · · · (n x i − Ξ i,X −M + 1)) ncout .
Take V → ∞, we also obtain
where we use the similar notation J n = lim V →∞ Jn V for the macroscopic one-way flux dependent only on the overall effect.
Steady-state entropy production rate The steady-state mesoscopic entropy production rate (mesoEPR) in the counting space can be expressed by all the cycle fluxes [17] 
In terms of reaction cycles, the reaction-cycle decomposition of mesoEP R is straightforwardly obtained: By the way, the mesoEP R can also be decomposed by the overall effect of reaction cycles:
noticing Jn J−n = J1 J−1 n and J T = ∞ n=−∞ nJ n is the total net flux of X.
Towards the macroscopic scale as the volume goes to infinity, it has been recently proved that [25] , the limit of
