ABSTRACT The introduction of 5G and beyond systems brings new challenges for efficiently supporting the random access of a massive number of users with ultra-reliable low-latency requirements. To address these challenges, we propose a novel compressed sensing (CS)-based nonorthogonal multiple access (NOMA) multiple-input multiple-output (MIMO) scheme, called the CS-NOMA MIMO scheme, for the downlink of massive mission-critical machine-type communication (mmcMTC). By taking advantage of tensor CS techniques, a novel tensor CS-based packet (frame) structure, called TCS packet (frame), is proposed for the CS-NOMA MIMO scheme to further reduce the transmit time intervals (TTIs), resulting in smaller latency than that using the conventional packet (frame) structure. In the TCS packet (frame) structure, the CS signatures are assigned not only to different users but also to different time slots and different symbols of a time slot, thus achieving a user, time slot, and symbol overload system. We present a sufficient condition for the construction of the CS signatures that ensure effective deployment of tensor CS-based multiuser detection (CS-MUD) in user receivers. Furthermore, we consider the case of imperfect channel state information (CSI) and present an upper bound for the performance of the proposed scheme. Finally, the simulation results show that the proposed scheme can achieve high user overload (up to 5) and time slot overload (up to 3) when the activity ratio of users is 1%. When the time slot overload is 3, the proposed scheme with the TCS packet (frame) shortens time slots by at least 2/3 times that of the typical grantbased NOMA schemes. In addition, the block error rate (BLER) of the proposed scheme with the TCS packet (frame) is much lower than that with the conventional packet (frame), even less than 10 −9 by repeat transmission when the time slot overload is 3.
I. INTRODUCTION
In the future 5th generation (5G) and beyond wireless communication systems, machine type communication (MTC) is expected to be one of the major drivers for new radio access techniques. The international telecommunication union (ITU) classified MTC into two types, i.e., ''massive machine type communication (mMTC)'' and ''missioncritical machine type communication (mcMTC)'' [1] - [5] . Note that mcMTC is also called ultra-reliable low latency
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Moreover, mMTC supports a massive number of machinetype devices (MTDs). In an mMTC system, the number of MTDs served by a single base station (BS) is 10 to 100 times more than that of personal mobile phones, compared with the traditional human-to-human communications, which poses stringent challenges to efficiently support a massive number of users' random access with intermittent and sporadic communication requirements. Furthermore, mMTC is characterized by the requirements of low data rates, small packet sizes, low complexity and ultralow energy consumption [6] , [7] . is within several milliseconds. Therefore, the communication systems designed for these use cases not only need to meet the requirements of mcMTC but also need to satisfy the requirements of mMTC; consequently, in this paper, we define the communication in these user cases as massive mcMTC (mmcMTC). Therefore, the challenges of mmcMTC are not only required to efficiently support a massive number of users with sporadic traffic but are also required to satisfy low latency and ultrahigh reliability requirements.
In addition, in the mmcMTC, only a fraction of users (i.e., MTDs) are active at a given time (e.g., a time slot) due to periodic or event-triggered traffic, i.e., the active users are sparse. Furthermore, the sparse active users are different at different times, i.e., the sparse active users are dynamic. Moreover, even these dynamic sparse active users exhibit high mobility or are at arbitrary locations in some use cases, e.g., V2V or autonomous driving, which increases the difficulty for the signal detection of dynamic sparse active users. To ensure these dynamic sparse active users achieve random access successfully with ultra-reliable low latency will result in high signaling overhead and latency by the current 4G technologies, which cannot satisfy the requirements of mmcMTC. Thus, new radio technologies in 5G and beyond are expected to be proposed to address these challenges in mmcMTC.
To support the massive number of users' random access, a novel physical layer signal processing scheme, named compressed sensing-based multiuser detection (CS-MUD), is proposed in [12] - [14] , whose main idea is to take advantage of compressive sensing (CS) [15] techniques to exploit the sparsity of occasionally active MTD. By deploying CS-MUD in the receiver, we can perform joint activity and data detection, which facilitates a reliable detection of direct random access without the activity state information of users. In recent years, the CS-MUD was first considered for code division multiple access (CDMA) systems in [12] . Then, a CS-MUD algorithm for the single carrier orthogonal frequency division multiplexing (SC-OFDM) system was proposed in [13] .
Additionally, the authors of [14] proposed to apply the CS-MUD for multicarrier transmissions to improve the flexibility and scalability of accessing both time and frequency resources. However, all of these works focused only on the orthogonal multiple access (OMA) systems that have difficulty meeting the key requirements of massive connectivity in future 5G and beyond systems.
Recently, as a potential candidate for addressing the challenges of the explosive increase in mobile traffic for 5G and beyond wireless communications, nonorthogonal multiple access (NOMA) has been proposed and is highly expected to increase system throughput, to reduce latency, and to support massive connectivity via nonorthogonal resource allocation [16] - [21] . These NOMA schemes include power domain NOMA (PD-NOMA) [19] , sparse code multiple access (SCMA) [20] , and low-density spreading (LDS) [21] . Furthermore, the demand for ultra-reliable and low latency in mcMTC implicates that the multiple-input multipleoutput (MIMO) technique can be used in a NOMA system due to its potential to enhance reliability and to reduce latency [22] , [23] . The authors in [22] propose a general MIMO framework for PD-NOMA downlink and uplink transmission based on signal alignment. In addition, a novel MIMO-based PD-NOMA scheme is proposed in [23] for the downlink of mcMTC. However, these proposed NOMA schemes are mainly based on centralized scheduling, where spreading sequences, interleaving patterns, and/or transmission powers of different users are scheduled by the BS, and as such are called grant-based NOMA [16] . The drawback of the grant-based NOMA is that the large signaling overhead results in a high latency [16] , [18] . Grant-free NOMA can significantly reduce latency and signaling overhead, save energy, and support low cost devices [16] . Recently, many works on grant-free NOMA [24] - [28] have been discussed in the literature. A novel random NOMA scheme is proposed for mMTC in [24] , [25] . The authors in [26] , [27] proposed a novel compressed sensing (CS)-based NOMA scheme for mMTC, in which CS-based multiuser detection (CS-MUD) is deployed in the BS to perform joint activity and data detection. The authors in [28] proposed a deep learning-aided NOMA for mcMTC. In addition, a novel MIMO-NOMA scheme is proposed in [23] for the downlink of mcMTC. Nevertheless, these grant-free NOMA schemes only consider an individual communication scenario, i.e., for mMTC or for mmcMTC. However, they cannot meet the requirements of mmcMTC in supporting a massive number of users' random access with ultra-reliability and low latency.
In the mmcMTC, the system is required to support the random access of a massive number of users with ultrareliable low latency requirements. However, only a small percentage of this massive number of users is active at a given time (e.g., a time slot), i.e., the active users are sparse, so the BS only needs to transmit data to a fraction of users at any given time. Moreover, the sparse active users are different at different times, i.e., the sparse active users are dynamic. For the grant-based NOMA schemes, to support these dynamic sparse active users with random accessing, the BS needs to notify the user receivers about the activity state information of users in real time, which results in large TTIs caused by high control signaling overhead. Furthermore, the increase in TTIs for control signaling overhead will cause a severe degradation in the reliability of the system in a several millisecond delay period. To address these challenges, we propose a novel CS-based NOMA MIMO scheme for the downlink of mmcMTC, which is essentially an instant-access and grantfree NOMA scheme. In the proposed scheme, CS-MUD is deployed in user receivers to recover the signals of users without the activity state information of users; thus, the BS does not need to transmit the scheduling information about active users, and it then avoids control signaling overhead, resulting in smaller latency than that encountered in typical grant-based NOMA schemes. Moreover, the space diversity of MIMO is exploited to improve the reliability of the proposed scheme.
To further reduce the latency, a novel tensor CS-based (TCS) packet (frame) structure is proposed for the CS-based NOMA MIMO scheme. In the convention packet (frame) structures [4] , [5] , to achieve a reduction in the TTIs, the symbol period and/or the number of symbols in a packet need to be reduced. In contrast, by taking advantage of tensor CS techniques [29] to exploit the multidimensional sparsity introduced by the dynamic sparse active users at different times, the proposed TCS packet (frame) structure can further reduce the number of time slots and transmitted symbols, resulting in shorter TTIs compared to the conventional packet (frame) structure.
In this paper, we extend the previous work and provide a theoretical analysis for the design of CS signatures. By utilizing the CS techniques, a novel CS-based NOMA MIMO scheme, called CS-NOMA MIMO, is proposed for the downlink of mmcMTC. Furthermore, we also propose a novel tensor CS-based (called TCS) packet (frame) structure for the CS-NOMA MIMO scheme, named the TCS-NOMA MIMO scheme. In the TCS packet (frame) structure, the CS signatures are assigned not only to users but also to time slots and symbols of each time slot, resulting in a system overload that includes user overload, time slot overload, and symbol overload. Furthermore, we provide a necessary and sufficient condition for the construction of the CS signatures to ensure that the tensor CS-MUD can be successfully deployed in user receivers. We also consider the case when the channel state information (CSI) is not perfect and present a bound on the performance of the proposed scheme. In addition, we demonstrate the effectiveness of the proposed scheme by using the Kronecker-based orthogonal matching pursuit (OMP) algorithm, called Kronecker-OMP [29] . Extensive simulation results show that the TCS-NOMA MIMO scheme can achieve high system overload, significantly improve reliability, and reduce latency.
We summarize the main contributions of this paper as follows:
1) To support a massive number of users with random access of ultra-reliable low latency, we propose a novel CS-based NOMA MIMO scheme, called the CS-NOMA MIMO scheme, for the downlink of mmcMTC, which is essentially an instant-access and grant-free NOMA system. In the proposed scheme, CS-MUD is deployed in the user receivers to recover the user signal without the activity state information of users, resulting in small latency. Novel CS signatures are proposed to ensure the effective deployment of CS-MUD. Furthermore, the application of MIMO technologies in NOMA aims to improve the reliability by exploiting the space diversity.
2) By taking advantage of tensor CS techniques to exploit multidimensional sparsity introduced by the dynamic sparse active users, a novel tensor CS-based packet (frame) structure, called TCS packet (frame), is proposed for the CS-NOMA MIMO scheme to further reduce the latency. In the TCS packet (frame) structure, the CS signatures are assigned not only to users but also to time slots and symbols of each time slot in a packet (frame), resulting in a user, time slot, and symbol overload system. Specifically, the higher the time slot and symbol overload achieved by the system, the smaller the latency that the system can obtain.
3) By analyzing the restricted isometry property (RIP), we provide a sufficient condition for the construction of the CS signatures to guarantee the effective deployment of tensor CS-MUD in the user receivers and then theoretically prove the reliability of this condition. 4) We study the proposed CS-NOMA MIMO scheme with the TCS packet (frame) structure for the case where the CSI is not perfect and under which we present an upper bound on the performance of signal reconstruction. 5) We demonstrate the proposed scheme by the Kronecker-OMP algorithm. The simulation results show that the proposed scheme can achieve a system overload of 5 with low BLER (less than 10 −9 ). Compared with the conventional packet (frame) structure, the CS-NOMA MIMO scheme with the TCS packet (frame) structure can shorten time slots by 2/3 times in a packet (frame) when the time slot overload is 3.
The rest of the paper is structured as follows. In Section II, we introduce the proposed CS-NOMA MIMO scheme, and present the CS matrices. In Section III, we present the TCS packet structure. Then, we give a sufficient condition for the design of CS signatures to ensure that tensor CS-MUD can be effectively deployed in user receivers in Section IV. In Section V, we discuss the TCS-NOMA MIMO scheme under imperfect CSI. We present the simulation results in Section VI. Finally, we draw the conclusions in Section VII.
Notation: Throughout this paper, vectors and matrices will be represented by boldfaced lower-case and upper-case letters (e.g., x and X), respectively. All vectors are defined as column vectors. Variables and constants are denoted in lower-case and upper-case letters (e.g., x and X ), respectively. Superscript represents the transpose of a matrix. Let E{x} and P{x} represent the mean and probability of x, respectively. Let I ∈ R N ×N denote an N ×N identity matrix. Let
then, the Frobenius norm of X is given by
The mode-n vectors of X are obtained by fixing every index except the one in the mode n, i.e.,
. . , N and t = n. The mode-n unfolding matrix X (n) ∈ R I n ×I 1 I 2 ···I n−1 I n+1 ···I N is defined by arranging all the mode-n vectors as columns of a matrix. The operation x = vec(X) converts X ∈ R M 1 ×M 2 into a vector x ∈ R M 2 M 1 ×1 by stacking the columns of X. In addition, we define the vectorization operator on the N -order tensor as vec(X) ≡ vec(X (1) 
we provide the definition of the Kronecker product [30] in the following. Given two matrices A ∈ R I ×M and B ∈ R J ×N , their Kronecker product C = A ⊗ B ∈ R IJ ×MN is defined by
where C is a Kronecker matrix, and its elementary matrices are A and B.
II. CS-NOMA MIMO SCHEME
Here, we consider the downlink of a single cell mmcMTC scenario with a set of users (i.e., MTD) K = {1, . . . , K }. We assume that in a large number of users, at most S (S K ) users are active in each time slot, which means that the BS transmits data to a maximum of S users in each time slot. Furthermore, we assume that the active users are different in different time slots, i.e., the active users are dynamic in different time slots. In addition, we assume that a packet contains P time slots and that each time slot transmits L symbols. In the mmcMTC scenario, the BS and each user are, respectively, equipped with N transmitting antennas and M (N ≤ M ) receiving antennas, as shown in Fig. 1 . Let ρ a = S/K (ρ a 1) and β U = K /N (β U > 1) denote the activity ratio and the user overload, respectively. We assume that the transmitted symbols of the active users are taken from a symbol alphabet A, and the inactive users transmit nothing, so their transmitted symbols are equivalent to zero. In the following, we first present the proposed CS-NOMA MIMO scheme and then define the CS matrix.
A. THE SYSTEM MODEL IN THE SYMBOL LEVEL Fig. 1 shows the proposed CS-NOMA MIMO scheme for the BS and one user receiver (e.g., active user k) in VOLUME 7, 2019 FIGURE 1. The CS-NOMA MIMO scheme for BS and one user receiver (e.g., active user k) in the symbol level.
the downlink of mmcMTC. In the conventional orthogonal systems, e.g., CDMA systems, users' separation can be performed by uniquely assigning orthogonal spreading signatures to each user. However, given a spreading gain of N , the number of orthogonal spreading signatures cannot exceed N , which means that the total number of users cannot be larger than N . In our proposed scheme, we introduce a version of spreading signatures called CS signatures, which are actually the column vectors of a random sensing matrix that satisfies RIP. Unlike orthogonal spreading signatures whose mutual coherences are equal to zero, the CS signatures are essentially low mutual coherent sequences. Therefore, given a spreading gain of N , the number of CS signatures can exceed N , which results in a user overload, i.e., β U > 1. In our proposed scheme, the CS signatures with gain N are carried on N transmitting antennas at the BS. Let x k,l,p ∈ B be the l-th transmitted symbol in the p-th time slot for user k ∈ K, where B = {A ∪ 0}, l ∈ {1, . . . , L}, and p ∈ {1, . . . , P}. As shown in Fig. 1, x k 
which constitutes CS signatures of all users. In this paper, we employ the typical sensing matrix that satisfies RIP (e.g., Gaussian matrix and Bernoulli matrix) as the CS matrix F. Let z l,p = z 1,l,p , . . . , z N ,l,p ∈ C N ×1 denote the transmitted signal formed by N transmitting antennas in the BS, given by
where
is a S-sparse multiuser signal vector, such that the number of nonzero elements is not larger than S, and x l,p contains the l-th transmitted symbols of all users in the p-th time slot. In each user receiver (e.g., active user k), the received signal vector from M receiving antennas is denoted by
∈ C M ×1 be the corresponding noise vector. Then, the received signal vector can be expressed as
where A 1 = HF ∈ C M ×K denotes the effective channel matrix, and H ∈ C M ×N denotes the channel matrix between the BS and the user receiver, and we assume that H is static in a given time. In this paper, we consider a quasistatic smallscale Rayleigh channel model; therefore, the elements of channel matrix H represent the channel gains and follow an independent and identical Gaussian distribution.
B. THE CS MATRIX
In our recent work [31] , the RIP of effective channel matrix A 1 is analyzed, and then, we propose and prove Theorem 2, which presents a sufficient condition for the construction of the CS signatures (i.e., the design of CS matrix F) to ensure that CS-MUD can be effectively deployed in user receivers. Based on Theorem 2 in [31] , we consider two versions of the typical sensing matrix, i.e., the Gaussian matrix and Bernoulli matrix, as the user CS matrix F, called the Gaussian CS matrix F G and the Bernoulli CS matrix F B , respectively. In CS theory, it has been shown that an N × K Gaussian matrix or a Bernoulli matrix has an S-order (S N ) RIP with overwhelming probability [15] . In the following, we present the Gaussian CS matrix F G and Bernoulli CS matrix F B .
Gaussian CS matrix F G : the entries f n,k of the N × K Gaussian matrix F G are independent realizations of Gaussian random variables, i.e.,
Bernoulli CS matrix F B : the entries of the N ×K Bernoulli matrix F B are independent realizations of Bernoulli random variables, i.e.,
with probability 1 2
or of the following random variables, i.e.,
with probability 1 6 0 with probability 2 3
−1 with probability 1 6
.
Note that when the elements of CS signature f k are generated by (8) , the symbols of user k spread over the resources indexed by the places of nonzero elements of f k , while the remaining resources are padded with zeroes, so that the spreading gain is still N .
III. TENSOR CS-BASED PACKET (FRAME) STRUCTURE
In this section, by taking advantage of tensor CS techniques [29] , [32] to exploit multidimensional sparsity introduced by the dynamic sparse active users in different time slots, we propose a novel tensor CS-based packet structure, called TCS packet, for the CS-NOMA MIMO scheme to further reduce latency. Note that the TCS packet structure can also be used for frame structure in the downlink of mmcMTC. In the remainder of our paper, we only focus on the packet structure, but the analysis results in the packet structure can be extended directly to the frame structure case. To simplify, we call the CS-NOMA MIMO scheme with the TCS packet structure the TCS-NOMA MIMO scheme. In the following, we first present the tensor CS theorem and show a sparse tensor signal packet. Then, three CS signature projections on the TCS packet structure are analyzed. Finally, we present the system model of the TCS-NOMA MIMO scheme.
A. TENSOR COMPRESSIVE SENSING THEOREM
We first present the relationship between the Tucker model and a Kronecker representation of an N -order tensor. Given
, and y = vec(Y), the following two representations are equivalent [29] :
This relationship tells us that the multilinear Tucker model structure for a multidimensional signal is equivalent to a linear representation (matrix equation) of the vectorized signal where the sensing matrix has a Kronecker structure. In the standard Tucker model, a core tensor, i.e., X, usually has a much smaller size than Y with M n I n , and the main objective is to find such compressed decomposition, that is, to compute X and factor matrices D n , usually with additional constraints. In contrast, in tensor CS, the dataset (measurements) Y and sensing matrices D n are assumed to be known, and our objective is to compute the core tensor X, which is assumed to be very sparse, and its size is larger than the size of Y (M n I n ). The generalization of CS to higher dimensions, i.e., tensor CS, is straightforward by assuming the Kronecker structure for the sensing matrix. Formally, given an N -order tensor X ∈ R M 1 ×M 2 ×···×M N , its vectorization is an S-sparse vector. Then, by using a global sensing matrix with the Kronecker structure, i.e., D = D N ⊗ D N −1 ⊗ . . . ⊗ D 1 , called the Kronecker sensing matrix, we obtain a large-scale linear system of equations with Kronecker structure as given by equation (10) . Finally, the Kronecker-OMP algorithm is deployed to recover the sparse tensor X [29] , [32] .
B. SPARSE TENSOR PACKET X
In this paper, we consider that a packet contains P time slots and each time slot transmits L symbols, and x k,l,p ∈ B is the l-th symbol of the p-th slot for user k ∈ K. Let X k ∈ B L×P be the transmitted symbols of user k in a packet, such that x k,l,p is the (l, p)-th entry of X k . Let a three-order tensor X ∈ B K ×L×P denote the transmitted symbols of all users in a packet, so X (k, :, :) = X k , ∀k. Let x l,p = X(:, l, p) denote the multiuser signal vector that contains the l-th transmitted symbols of p-th time slot for all users. Since at most S users are active in each time slot, the BS only needs to send symbols to at most S users in each time slot. Based on the CS theory [15] , the multiuser signal vector x l,p is an S-sparse signal vector, i.e., there are at most S nonzero elements in x l,p . Furthermore, the active users are different in different time slots. Therefore, the tensor signal packet X is a sparse tensor. By exploiting tensor CS technology [29] , [32] and the sparsity of X, we propose a novel tensor CS-based packet structure, called TCS packet, to reduce the number of time slots and transmitted symbols in a packet, resulting in smaller latency compared to the conventional packet structure [4] , [5] . Fig. 2 shows the formation process from a sparse tensor packet X to a TCS packet Z ∈ R N ×J ×T (Z(n, :, :) = Z n , n = 1, . . . , N ). Furthermore, we define the CS-NOMA MIMO scheme with the TCS packet structure as the TCS-NOMA MIMO scheme. In our proposed TCS packet structure, not only K users are assigned by different CS signatures with a spreading gain of N (N K ) but also P time slots and L symbols of each time slot are assigned by different CS signatures with a spreading gain of T (T P) and J (J L), respectively. Furthermore, these operations are completed by using three CS signature projections: user CS signature projection, time slot CS signature projection, and symbol CS signature projection. In the following, we discuss how these three signature projections work on the sparse tensor packet X.
C. THREE CS SIGNATURE PROJECTIONS ON TCS PACKET STRUCTURE 1) TIME SLOT CS SIGNATURE PROJECTION
First, the sparse tensor packet X is processed in the time slot CS signature projection. Considering an arbitrary transmitted symbol in the p-th time slot x k,l,p , ∀k, ∀l, it spreads over a CS signature a 3 p ∈ R T ×1 called the p-th time slot CS signature.
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Let A 3 = [a 3 1 , a 3 2 , . . . , a 3 P ] ∈ R T ×P denote the time slot CS matrix that contains all time slot CS signatures. Let x k,l = (X k (l, :)) ∈ R P×1 denote the transmitted signal vector of user k in the l-th symbol time of all time slots. After time slot CS signature projection, x k,l can be rewritten as x k,l = x k,l A 3 ∈ R T ×1 , ∀k, l. Correspondingly, the transmitted symbols for user k can be written as
where X k ∈ R L×T is the new transmitted symbols for user k. Thus, after time slot CS signature projection, the sparse tensor packet X can be rewritten as
where X ∈ R K ×L×T is a new tensor signal, and X (k, :, :) = X k , ∀k. From (12), we can see that the third dimension of X drops down from P to T , which implies that after the time slot CS signature projection, the number of time slots in a packet decreases from P to T (T P). To transmit the symbols of P time slots in a packet, the proposed scheme with TCS packet structure only requires T (T P) time slots, instead of P time slots with the conventional packet structure [4] , [5] . For convenience of description, let β T = P/T denote time slot overload; then, the proposed scheme with TCS packet structure can shorten time slots by (1 − 1/β T ) times compared to the conventional packet structure [4] , [5] , which means that the TTIs of the TCS packet decrease with increasing β T . Therefore, by introducing the time slot CS signatures, the proposed TCS-NOMA MIMO scheme can achieve a time slot overload, i.e., β T > 1, resulting in significantly reducing latency.
2) SYMBOL CS SIGNATURE PROJECTION
In the symbol CS signature projection, let a 2 l ∈ R J ×1 denote the l-th symbol CS signature with spreading gain J (J L). Then, all l-th symbols of each time slot spread over a 2 l for all users. Let A 2 = [a 2 1 , a 2 2 , . . . , a 2 L ] ∈ R J ×L denote the symbol CS matrix that contains all symbol CS signatures. Let x k,p = X k (:, p) ∈ R L×1 denote the transmitted signal vector in the p-th time slot for user k. Then, after symbol CS signature projection,
Moreover, after symbol CS signature projection, the new transmitted symbols of user k in a packet, denoted as X k ∈ R J ×T , are given by
Thus, for the transmitted symbol tensor X , we have
where X ∈ R K ×J ×T is a new transmitted symbol tensor after symbol CS signature projection, and X (k, :, :) = X k , ∀k.
From (14), the introduction of the symbol CS signatures can make the second dimension of X reduce from L to J , which indicates that the number of transmitted symbols in each time slot decreases from L to J . Similar to the definition of time slot overload, let β S = L/J denote symbol overload; then, the TTIs of each time slot in the TCS packet structure have shorter (1 − 1/β S ) L symbols time than that in the conventional packet. Therefore, by introducing the symbol CS signatures, the TCS-NOMA MIMO scheme can have a symbol overload, i.e., β S > 1.
3) USER CS SIGNATURE PROJECTION
Finally, in the user signature projection, the symbols from user k spread over the user CS signatures f k , and the details of this process are discussed in Section II. Thus, after the user CS signature projection, the TCS packet, denoted as Z ∈ R N ×J ×T , can be given by
From (15), we can see that these three CS signature projections on the transmitted symbol tensor X can be represented by the n-mode (n ∈ {1, 2, 3}) product of X with F, A 2 , and A 3 . Based on the above analysis, by introducing three kinds of CS signatures, the proposed TCS-NOMA MIMO scheme can achieve a system overload that includes three types of overload: time slot overload, symbol overload, and user overload. 
D. SYSTEM MODEL IN THE TCS PACKET LEVEL
In each active user receiver, the received signal tensor from M receiving antennas in a packet is denoted by Y ∈ C M ×J ×T , and let V ∈ C M ×J ×T be the corresponding additive white Gaussian noise (AWGN) tensor. As shown in Fig. 3 , the received signal tensor can be expressed as
where A 1 = HF ∈ C M ×K denotes the effective channel matrix, and H ∈ C M ×N denotes the channel matrix between the BS and the user receiver; we assume that H is static during the T time slots. Furthermore, (16) can be rewritten as
where A is a Kronecker sensing matrix, which is given by
and A 1 , A 2 , and A 3 are its elementary matrices. In addition,
To enable joint activity and data detection without requiring the activity knowledge of users, the tensor CS-MUD is deployed in the user receiver to recover the sparse signal tensor X in (16). In Fig. 2 ,X k is an estimation of X k , and it can be achieved by the Kronecker-OMP algorithm [29] . Based on the CS theory [15] , [33] , A in (18) is expected to be an effective sensing matrix that guarantees the recovery of the sparse signal x. Here, A is a Kronecker matrix with three elementary matrices A 1 , A 2 , and A 3 . Specifically, A 1 is a synthetic matrix generated by using channel matrix H and user CS matrix F. Due to the physical propagation property of the channel, the channel matrix naturally exists in some form and cannot be artificially controlled. Therefore, in the next section, we will discuss how to design the CS signatures (i.e., the design of F, A 2 , A 3 ) to ensure that the Kronecker sensing matrix A is an effective sensing matrix, and to guarantee the recovery of the sparse signal x.
IV. THE RIP OF THE KRONECKER SENSING MATRIX A
According to the CS theory [15] , the restricted isometry property (RIP) is used to guarantee the recovery of sparse signal x in (17) with the presence of noise. First, we give the definition of RIP, i.e., a matrix A satisfies the RIP of order S if there exists a δ S ∈ (0, 1) such that
holds for all S-sparse signals x. In addition, the authors of [34] , [35] have proven that a matrix A satisfying the RIP of order 2S can guarantee the recovery of the S-sparse signal. Now, we will analyze the RIP of Kronecker sensing matrix A in (17) . First, we give and prove Theorem 1, which provides the RIP of the Kronecker matrix with two elementary matrices, e.g., D = D 2 ⊗D 1 . Then, based on Theorem 1, we discuss the case of the Kronecker matrix with N elementary matrices, e.g., D = D N ⊗D N −1 ⊗· · ·⊗D 1 (N ≥ 2), in Theorem 2. Note that in this section we only consider the real number case, but it is straightforward to extend to the complex case.
We first give the definition of the isotropic random vectors.
Definition 1 (Isotropic random vectors, definition 5.19 in [30]):
Based on Lemma 5.20 in [30] , it has been shown that a ∈ R N ×1 and b ∈ R N ×1 are independent isotropic random vectors; then, we have 
Additionally, it is easy to show that (standard) Gaussian random vectors and Bernoulli random vectors are all isotropic random vectors [30] . In the following, Theorem 1 gives the RIP of the Kronecker sensing matrix with two elementary matrices. Before that, we first introduce Definition 2. Definition 2: D 1 ∈ R I 1 ×| | is defined as a submatrix of D 1 ∈ R I 1 ×M 1 and is obtained by only keeping the columns of D 1 corresponding to , which is a subset of {1, . . . , M 1 }.
Theorem 1: Given two independent matrices D n ∈ R I n ×M n , I n ≤ M n , n ∈ {1, 2}, we assume d n i n ,m n denote the (i n , m n )-th entry of D n , and we assume that
= C 2 n , and max i n ,m n d n i n ,m n ≤ U n , where C n and U n (C n , U n > 0) are two constants and 1 ≤ i n ≤ I n , 1 ≤ m n , j n ≤ M n for n ∈ {1, 2}. For arbitrary ∈ {1, . . . , M 1 } with | | ≤ S, the rows of D 1 are linearly independent, and the rank of D 2 is full. Then, for S I (I = I 2 I 1 ) and arbitrary t ≥ 0, with at least probability Based on Theorem 1, we provide Theorem 2, which discusses the RIP of the Kronecker matrix with N (N ≥ 2) elementary matrices, e.g.,
= C 2 n , and max
where C n and U n (C n , U n > 0) are two constants and 1 ≤ i n ≤ I n , 1 ≤ m n , j n ≤ M n for n = 1, 2, . . . , N . For arbitrary ∈ {1, . . . , M 1 } with | | ≤ S, the rows of D 1 are linearly independent, and the rank of D n (2 ≤ n ≤ N ) is full. Then, for S I (I = I 1 I 2 · · · I N ) and arbitrary t ≥ 0, with at least probability Specifically, for the effective channel matrix A 1 = HF ∈ R I 1 ×M 1 , the proof of Theorem 2 in our recent work [31] m 1 ). In addition, for arbitrary ∈ {1, . . . , M 1 } with | | ≤ S, the rows of A 1 are linearly independent. This means that A 1 satisfies the conditions of D 1 in Theorem 2. Then, based on the above analysis, we will present some effective CS matrices in the sequel.
To make A 1 satisfy the condition of D 1 in Theorem 2, based on our recent work [31] , we consider two versions of the typical sensing matrix, i.e., the Gaussian CS matrix F G and the Bernoulli CS matrix F B , as shown in Section II.
Specifically, for the Gaussian CS matrix F G or the Bernoulli CS matrix F B , we have that E(f n,k , f n,j ) = 0, k = j, E(f n,k ) 2 = C 2 , and there exists a number U such that |f n,k | ≤ U almost surely for all (n, k). Furthermore, the rank of matrix F G or F B is full. Therefore, based on Theorem 2, we can use the Gaussian CS matrix F G or the Bernoulli CS matrix F B as the time slot CS matrix A 1 and the symbol CS matrix A 2 .
V. EFFECT OF THE IMPERFECT CHANNEL STATE INFORMATION (CSI)
In user receivers, based on the CS theory [15] , the Kronecker sensing matrix A in (17) needs to be known perfectly, which implies that its elementary matrices, i.e., the effective channel matrix A 1 (i.e., the user CS matrix F and the channel matrix H), the symbol CS matrix A 2 , and the time slot CS matrix A 3 need to be known by the user receivers. Note that the CS matrices F, A 2 , and A 3 are designed in advance and are exactly known by user receivers. The channel matrix H is obtained by the use of channel estimation in user receivers. However, in a real system, the estimation of CSI is usually imperfect. Therefore, we assume that the estimation of H in the user receiver, denoted asĤ, has an additive error, i.e.,
where H e is an error matrix. Then, the corresponding estimate of A 1 in user receiver can be written asÂ 1 =ĤF. In this paper, we consider the case that H and H e are independent, and their entries are i.i.d. Gaussian variables, so the entries ofĤ are also i.i.d. Gaussian variables. Based on our recent work in [31] ,Â 1 =ĤF also satisfies the condition of D 1 in Theorem 2.
In the sequel, we analyze the performance of signal reconstruction under the imperfect CSI case for the TCS-NOMA MIMO scheme. We first introduce Theorem 3, which plays an important role in the analysis of performances for the TCS-NOMA MIMO scheme.
Theorem 3: (Theorem 1.2 in [36] ). Suppose that A satisfies the RIP of order 2S with δ 2S < √ 2−1 and let y = Ax+n, where n 2 ≤ . Then, when B (y) = z : Az − y 2 ≤ , the estimation of x is given bŷ
Then, we have that
where σ s (x) 1 = min x x − x 1 , and x can be well approximated by an S-sparse signal x . In addition, C 0 and C 1 are given by
Note that when x is an S-sparse signal vector, σ s (x) 1 is equal to zero, i.e., σ s (x) 1 = 0. Therefore, (26) can be rewritten as
when x is an S-sparse signal vector. Theorem 3 provides a bound for the worst-case performance given a bounded noise n, i.e., n 2 ≤ C, where C is a constant [36] , [37] . As noted in [36] , Theorem 3 is the result of a worst-case analysis and will typically overestimate the actual error.
In the perfect CSI case, from Theorem 3, the TCS-NOMA MIMO scheme has a RIP-based bound on the performance for the bounded noise v, which is given by (29) . In this paper, when CS signatures are designed with δ 2S → 0, these signatures are called perfect CS signatures. From (28) and (29), the TCS-NOMA MIMO scheme using the perfect CS signatures has a bound, i.e.,
In fact, the channel estimation error can eventually be considered as a noise error. Thus, based on Theorem 3, we analyze the bound on the performance of the TCS-NOMA MIMO scheme under imperfect CSI. For the correspondinĝ A 1 =ĤF, we rewrite it asÂ 1 = (H + H e )F. Thus, the received signal in (17) is rewritten as
97632 VOLUME 7, 2019 where A e = A 3 ⊗ A 2 ⊗ (H e F). Let n = A e x + v denote the total noise. From Theorem 3, when δ 2S and S are fixed, the upper bound of x −x 2 is determined by the upper bound of n 2 , i.e., A e x + v 2 . Thus, based on the triangle inequality [38] , we have
To obtain an upper bound for n 2 , we need to analyze the upper bound of A e x 2 . Specifically, we have that
where Q = A 3 2 A 2 2 F 2 , which implies that n 2 ≤ Q H e 2 x 2 + v 2 . Thus, we assume = Q H e 2 x 2 + v 2 in Theorem 3. Therefore, based on Theorem 3, we derive a bound on the performance of the TCS-NOMA MIMO scheme in the case when CSI is not perfect, i.e.,
Furthermore, when δ 2S → 0, from (26), we have
which is supported by the perfect CS signatures. Note that (34) and (35) are the results of the worst-case analysis and typically overestimate the actual error.
VI. SIMULATION RESULTS
In our simulations, we adopt BPSK modulation for all users, and we consider the downlink from the BS to one active user k. We assume that the CS signatures with gain N are allocated to K = β U N users, and at most S users are active in each time slot. Here, we assume that a sparse tensor packet X has P = β T T time slots, and after three CS signature projections, the time slots of the TCS packet become T = 50. Then, let ρ a = S/K denote the activity ratio in a packet. Furthermore, the BS and users are equipped with N = 300 transmitting antennas and M = 300 receiving antennas, respectively. In addition, we consider that the number of transmitted symbols in a time slot is 8 (i.e., L = 8), and A 2 = I; thus, β S = 1. In our simulation, two versions of CS matrices are considered: Gaussian CS matrices, i.e., A 1 = HF G , A 2 = I, and A 3 = F G ; and Bernoulli CS matrices, i.e., A 1 = HF B , A 2 = I, and A 3 = F B , where F G and F G are independent, and the same applies to F B and F B . Consider the use of a small-scale channel model with quasistatic Rayleigh fading; then, the elements of channel matrix H represent Rayleigh fading channel gains and are the i.i.d. Gaussian random variables. We further assume that the channel matrix H is constant within T time slots and consider that the CSI is not perfect, and the entries of H and H e follow i.i.d. N (0, 1) and N 0, σ 2 , respectively. In this paper, the Kronecker-OMP [29] algorithm is employed to demonstrate the effectiveness of the proposed scheme. Note that the authors of [29] have analyzed the complexities of the OMP and Kronecker-OMP algorithms, as shown in Table 2 . From Table 2 , it can be seen that the complexities of the OMP and Kronecker-OMP algorithms contain three parts. For simplicity, we consider the case with N = 300, M = 300, and K = 600. Thus, the complexity of the OMP algorithm is 24.3 × 10 7 + 2.27 × 10 11 +(1807 + 4t 3 )t 3 + 3t 6 , and the complexity of the Kronecker-OMP algorithm is 2.7×10 7 +2.17×10 16 +(8.1× 10 7 )t 3 + 3t 6 . When the sparsity is low, e.g., S < 430, the complexity of the Kronecker-OMP algorithm is lower than that of the OMP algorithm. In this paper, we assume S < 430; thus, we employ the Kronecker-OMP algorithm in the user receiver.
Here, we present the simulation performance of the proposed scheme in terms of the mean square error (MSE), i.e.,
wherex andX are the estimates of x and X, respectively. Based on the analysis in section V, we present the MSE performance for the cases when the CSI is perfect and imperfect. Then, we analyze the performance of latency and reliability for the proposed scheme.
In the case when CSI is perfect, from (29) we have
For the TCS-NOMA MIMO scheme using the perfect CS signatures (i.e., δ 2S → 0), we have
In the case when CSI is not perfect, from (34) we have
When δ 2S → 0, from (35) we have
Note again that (37)- (40) are the worst-case results and typically overestimate the actual MSEs.
A. PERFORMANCE IN THE PERFECT CSI CASE Fig. 4 shows the MSE versus signal-to-noise ratio (SNR) for different user loadings β U with β T = 1.2, and ρ a = 12%. Note that the solid lines and dotted lines represent the performances of the system using Gaussian and Bernoulli CS matrices, respectively. From the figure, we can see that when VOLUME 7, 2019 S MJT , i.e., N β U ρ a MJT , the system using Gaussian CS matrices or Bernoulli CS matrices has a superior MSE performance for β U ≤ 5, and they are better than the MSE 1 performance in (38) . Thus, the proposed TCS-NOMA MIMO scheme achieves a user overload of 5 when the active users are relatively sparse, e.g., ρ a = 12%. This result implies that the Kronecker matrix A = A 3 ⊗ A 2 ⊗ A 1 in (18) is an effective sensing matrix whenS MJT , which is consistent with the analysis in Section IV. Fig. 4 also shows that MSE 1 is an upper bound of the MSE performance of the proposed scheme. Fig. 5 shows the MSE versus SNR for different time slot overloads β T with β U = 1.2, and ρ a = 12%. From the figure, we can see that when β T ≤ 3, the MSE performances of the proposed scheme using Gaussian and Bernoulli CS matrices are better than the MSE 1 performance. The results indicate that the TCS-NOMA MIMO scheme can not only achieve user overload but also achieve a relatively high time slot overload, which means that the proposed scheme can further reduce latency. We also show the performance of bit error rate (BER) versus SNR for different spreading signatures with β U = 3, β T = 1.2, and ρ a = 12% in Fig. 6 . It can be seen that the MSE performances of the system using Gaussian and Bernoulli CS signatures are much better than that of the system using the low coherence spreading (LCS) signatures in [26] or pseudorandom noise (PN) signatures, which is the typical spreading sequence in CS-based MTC [12] , [27] , [39] , [40] . In Theorem 1 and Theorem 2, we propose a sufficient condition for the construction of the CS signatures, i.e., the designs of user CS matrix F, symbol CS matrix A 2 , and time slot CS matrix A 3 . Based on this sufficient condition, these CS matrices, i.e., F, A 2 , and A 3 , need to be independent of each other. However, the LCS signatures in [26] are obtained by system searching over the ±Bernoulli random vector set. Then, the CS matrices (i.e., F, A 2 , and A 3 ) based on LCS signatures are not independent because these CS matrices contain some of the same LCS signatures. Therefore, the proposed scheme with LCS signatures cannot work, as shown in Fig. 6 . Similar to the case with LCS signatures, the deployment of PN signatures in the proposed scheme cannot ensure the CS matrices being fully independent of each other. Since they are weakly related, the BER performance of the proposed scheme with PN signatures is better than that with LCS signatures. Nevertheless, they are both worse than that with Gaussian and Bernoulli CS signatures that satisfy the sufficient condition in Theorem 1 and Theorem 2. These simulation results verify the validity of Theorem 1 and Theorem 2.
Based on the simulation results in Figs. 4-6 , it can be seen that the designed CS signatures based on Theorem 2 can guarantee the recovery of the sparse signal x. In addition, MSE 1 provides an upper bound for the MSE performance of the proposed scheme. Furthermore, the proposed scheme achieves a relatively high user overload (e.g., β U = 5) and time slot overload (e.g., β T = 3) when the active users are relatively sparse (e.g., ρ a = 12%), which indicates that the TCS-NOMA MIMO scheme can significantly improve the spectral efficiency and reduce the latency. Fig. 7 presents the performance of MSE versus SNR in the imperfect CSI case with β U = 3, β T = 1.25, and ρ a = 12%. In Fig. 7 , legend A nG represents that the elementary matrices of the Kronecker sensing matrix A in (18) are A 1 = HF G , A 2 = I, and A 3 = F G , and legendÂ nG represents that the elementary matrices of A areÂ 1 =ĤF G , A 2 = I, and A 3 = F G , where Gaussian CS matrices F G and F G are independent. Furthermore, the legends A nB andÂ nB are similar to A nG andÂ nG , respectively, and Bernoulli CS matrices F B and F B are independent. The legend MSE 2 represents the performance that is achieved in the case of 1/σ 2 = 30 dB. From the figure, we can see that the MSE performance of the system in the imperfect CSI case is close to that in the perfect CSI case when 1/σ 2 = 30 dB and is close to the MSE 1 performance when 1/σ 2 = 20. When 1/σ 2 = 10, the performance of the proposed scheme is worse than MSE 1 at high SNR, e.g., SNR≥ 10 dB. However, the MSE performances in imperfect CSI cases with 1/σ 2 = 10, 1/σ 2 = 20, and 1/σ 2 = 30 are all better than MSE 2 . These simulation results imply that the proposed CS signatures based on Theorem 2 can ensure that the TCS-NOMA MIMO scheme works even in imperfect CSI case. Furthermore, MSE 2 provides an upper bound for the MSE performance in the imperfect CSI case.
B. PERFORMANCE IN THE IMPERFECT CSI CASE

C. PERFORMANCE ANALYSIS ON LATENCY
We compare the latency performance between grand-based NOMA schemes (e.g., LDS and SCMA) and the proposed scheme with different packet structures. Since the sparse active users are dynamic in different time slots, in the grandbased NOMA schemes the BS needs to send additional data about the activity state information of users to user receivers in every time slot, which increases TTIs caused by high control signaling overhead. For simplicity, we assume that the activity state information of users is represented by the mark numbers of active users, and the mark number of each active user is represented by Q bit data, e.g., if the fifth user is active, then its mark number is 5 and can be represented by bit data 101. Furthermore, Q is decided by the total number of users K supported by the system, and the relationship between Q and K is given by min Q, subject to 2
which indicates that Q increases with increasing K . Normally, the mmcMTC system requires supporting a massive number of users, and the number of active users is not more than 10% of total users at a given time [41] . For example, the total number of users supported by the system is 600, i.e., K = 600. From (41), it has Q = 10, and assuming that the 70th and 521st users are the two that are active in a time slot, their mark numbers are ''0001000110'' and ''1000001001'', respectively. Then, their activity state information is represented by [0001000110; 1000001001] . If the number of active users in a time slot is 30, i.e., S = 30, then the control signaling overhead used to notify the activity state information of users is SQ = 300 bits, which is much more than the data in the downlink of mmcMTC. Note that the activity state information of users in the actual system is more complex than that discussed in the above simple case, resulting in more control signaling overhead, which increases the large latency. By contrast, since tensor CS-MUD is deployed in user receivers to recover the signal without the activity information of users, the proposed TCS-NOMA MIMO scheme avoids the control signaling overhead. Furthermore, by introducing time slot CS signatures, the TCS-NOMA MIMO scheme can further decrease the TTIs by reducing the number of time slots in a packet. To transmit a sparse tensor packet X ∈ B K ×L×P with sparsity S in each time slot, Table 3 shows the TTIs required for different NOMA schemes adopting W PSK/QAM (W ∈ {2, 4, 8, 16, 64}) modulation in different packet structures. Based on the above simple case for the activity state information of users, the total control signaling overhead of a packet requires QSP bits in the grand-based NOMA schemes; then, the total TTIs for control signals are QSP WL time slots. From Table 3 , it can be seen that the TCS-NOMA MIMO scheme shortens time slots by at least (1 − 1/β T ) times compared to the grand-based NOMA schemes when the time slot overload is larger than 1, i.e., β T > 1. To transmit X, when the time slot overload is 3, the proposed scheme with the TCS packet structure just needs P/3 time slots, instead of P time slots with the conventional VOLUME 7, 2019 packet structure. These results verify that the proposed TCS-NOMA MIMO scheme can significantly reduce latency.
D. PERFORMANCE ANALYSIS ON RELIABILITY
In the proposed TCS packet structure, we introduce the time slot CS signatures to reduce the number of time slots in a packet, resulting in shorter TTIs than that in the conventional packet structure. For transmitting a sparse tensor signal X ∈ B K ×L×P , in the TCS packet structure with time slot overload β T (β T = 2, 3), after the CS signatures projection X becomes a small size, the tensor signals Z ∈ B N ×L×T , where T = P/β T . This means that the proposed CS-NOMA MIMO scheme with the TCS packet structure just requires P/β T time slots to transmit X. Therefore, in the same TTIs (P time slots), the CS-NOMA MIMO scheme with the TCS packet structure can transmit signals β T times. However, the CS-NOMA MIMO scheme with the conventional packet structure can just transmit X one time. In this way, Fig. 8 presents the BLER performance of the CS-NOMA MIMO scheme with different packet structures in the same TTIs (P time slots) for transmitting X.
FIGURE 8.
To transmit a sparse tensor signal X ∈ B K ×L×P , BLER versus SNR for different packet structure in the same TTIs with β U = 3 and ρ a = 12%.
In Fig. 8 , we also compare the BLER performance of the proposed scheme under single-input single-output (SISO) and MIMO cases. Note that in the SISO case, the user CS signatures are carried by CDMA chips such as that in [26] , instead of the transmitted antennas in the MIMO case. To purely analyze the reliability performance of our proposed scheme, we do not consider the channel coding in our simulations; then, U = 1, which means that BLER is equal to BER based on (1). In the figure, the marks ''TCS packet_G'' and ''TCS packet_B'' represent the BLER of the TCS-NOMA MIMO scheme with Gaussian and Bernoulli CS signatures, respectively, and the marks ''Conv_packet_G'' and ''Conv_packet_B'' are the BLER of the CS-NOMA MIMO scheme with the conventional packet structure that adopts Gaussian and Bernoulli CS signatures, respectively.
In addition, the marks ''SISO_G'' and ''SISO_B'' refer to the BLER of the proposed scheme in the SISO case with Gaussian and Bernoulli CS signatures, respectively. From Fig. 8 , it can be seen that the BLER performance of the proposed scheme in the MIMO case is much better than that in the SISO case, which confirms that the space diversity of MIMO can be exploited to improve the reliability of the system. In addition, the BLER of the proposed scheme using the TCS packet structure is lower than that using the conventional packet structure, decreases with increasing time slot overload β T and is even less than 10 −9 when the time slot overload is 3, i.e., β T = 3. These simulation results verify that the proposed CS-NOMA MIMO scheme with the TCS packet structure can achieve ultrahigh reliability.
VII. CONCLUSION
In this paper, a novel CS-NOMA MIMO scheme for the downlink of mmcMTC in 5G and beyond was proposed to support the random access of a massive number of users with ultrahigh reliable low latency requirements. To further reduce latency, a novel TCS packet (frame) structure was proposed for the CS-NOMA MIMO scheme, called the TCS-NOMA MIMO scheme. By exploiting tensor CS techniques, the TCS packet (frame) structure could reduce the number of time slots and symbols in a packet to achieve smaller latency compared to the conventional packet (frame) structure. Moreover, two theorems were presented for guiding the design of the CS signatures that provided the theoretical guarantee for the effective deployment of tensor CS-MUD in user receivers. For the imperfect CSI case, we presented a corresponding upper bound for the performance of signal recovery. The simulation results verified the effectiveness of the proposed TCS-NOMA MIMO scheme and showed that the proposed scheme could achieve a system overload of 5. Moreover, the BLER was less than 10 −9 by repeat transmission when the time slot overload was 3. In addition, the CS-NOMA MIMO scheme with the TCS packet structure could shorten time slots in a packet by 2/3 times compared to the conventional packet structure when the time slot overload was 3.
APPENDIX A
To prove Theorem 1, we first provide Theorem 4, which plays an important role in the proof of Theorem 1.
Theorem 4: (Theorem 5.41 of [30] ). Let A be an N × n (N n) matrix whose rows a i ∈ R n×1 are independent isotropic random vectors. There exists a number m that satisfies a i 2 ≤ √ m, ∀i. Then, for an arbitrary t ≥ 0, one has
with at least probability 1−2n·exp(−Gt 2 ), where s min (A) and s max (A) denote the smallest and the largest singular values of A, respectively, and G > 0 is a constant. Recall that (E a i , and given by Step 1: First, we show some properties for the entries of D. ≤ U 2 , we have that
Since D 2 and D 1 are independent, and E(d n i n ,m n ) 2 = C 2 n , n = 1, 2, from (44), we have that
In particular, we discuss the value of
Based on the analysis of the three cases, we have that for 1 ≤ i ≤ I and 1 ≤ m, j ≤ M ,
Second, we prove that the rows of D are independent random vectors. Let d 
where i = (i 2 − 1)I 1 + i 1 . Now, we discuss the independent property of the row vectors of D . Given I variables λ 1 , . . . , λ I , we assume that the following equality
is satisfied. From (48), we have that (49) can be equivalent to the following equations:
Then, (50) can be rewritten as
To facilitate the description, we defineλ
Then, (51) can be rewritten as 
Therefore, for any i 1 ∈ {1, . . . , I 1 }, we have that
Let
; then, (55) can be rewritten as
Recall that the rank of matrix D 2 ∈ R M 2 ×I 2 is full, i.e., r D 2 =I 2 , and M 2 ≥ I 2 ; therefore, equation (56) only has one solution, i.e., w i 1 = 0, which implies that
, . . . , I 1 }. Then, we have λ 1 = λ 2 = · · · = λ I = 0, which implies that the row vectors of D are independent random vectors. In addition, let
; from (45), we have that the norm of the row vectors of D satisfies the following inequality
In a word, the row vectors of D are independent random vectors with d i 2 ≤ U S, ∀i.
Step 2: Now, we discuss the bounds of the singular values of D . Before doing so, we analyze the second moment matrix of
From (46) and (47), we have that 
with at least probability 1 − 2S · exp(−Gt 2 ), where G > 0 is a constant. Therefore, from (59) we have that
with at least probability 1 − 2S · exp(−Gt 2 ), where G > 0 is a constant, and δ S = t U C S I . Therefore, for arbitrary m 2 ∈ {1, . . . , M 1 } with | m 2 | ≤ S for any m 2 ∈ {1, . . . , M 2 }, the following inequality holds with at least probability 1−2S · exp −Gt 2 , i.e.,
for arbitrary x ∈ R S×1 . This implies that 1
with at least probability 1−2S · exp −Gt 2 (t ≥ 0) for arbitrary x = vec(X) ∈ R M ×1 , where the m 2 -th column vector of X ∈ R M 1 ×M 2 is an S m 2 -sparse (S m 2 ≤ S) signal vector for any m 2 ∈ {1, 2, . . . , M 2 }. Then, we complete the proof.
APPENDIX B
Proof: For convenience of presentation, we defineD
denote the (ī n ,m n )-th entry of matrixD n , 1 ≤ī 2 ≤Ī 2 , 1 ≤m 2 ≤M 2 . In addition, letD n ∈ R¯I n ×S n denote a submatrix ofD n ∈ R¯I n ×S n , which is determined by the matrix set D n−1
Mn
, and In the sequel, we use mathematical induction [42] to prove Theorem 2. We will consider three cases: (1) N = 1; (2) N = 2 and N = 3; and (3) N = n and N = n + 1. 
with at least probability 1 − 2S · exp(−Gt 2 ). Therefore, (64) can be rewritten as , the rows of D n+1 are linearly independent. Thus, we complete the proof.
