A direct algorithm for evaluating hypersingular integrals arising in a threedimensional Galerkin boundary integral analysis is presented. By integrating two of the four dimensions analytically, the coincident integration, de ned as a limit to the boundary, is shown to be divergent. However, the divergent terms can be explicitly calculated and shown to cancel with corresponding singularities in the adjacent edge integrals. A single analytic integration is employed for the edge and vertex singular integrals. This is su cient to display the divergent term in the edge-adjacent integral and to demonstrate that the vertex integral is nite. By explicitly identifying the divergent quantities, the hypersingular integral can be computed without recourse to Stokes' Theorem or Hadamard Finite Part. The computation of the hypersingular integrals for the Laplace equation, using linear triangular elements, is described herein. Simple test calculations are used to demonstrate that the algorithms work.
Introduction
The Galerkin approximation of boundary integral equations, well studied theoretically 56], has become increasing popular in computational work. In particular, the symmetric-Galerkin approximation (a few basic references are 26, 29, 38, 40, 57, 58] 6 ] has more complete citations) has two key advantages. First, as the name implies, the resulting coe cient matrix is symmetric, which is physically appealing 39], allows for symmetric coupling with nite elements 28], and is computationally e cient for suciently large problems 2]. Second, with the Galerkin approach hypersingular integrals can be evaluated using standard continuous C 0 elements. This is in contrast to collocation, where existence of the hypersingular integral requires either C 1 elements or a discontinuous non-conforming interpolation; see 10, 15, 23, 31, 45, 46] for a more complete discussion of this issue. A recent survey of singular integration methods for both Galerkin and collocation can be found in 59].
The ability to e ectively work with hypersingular equations is of importance beyond symmetric-Galerkin. These equations are essential for viable treatment of crack problems 5, 7, 57] and the post-processing evaluation of surface stress 19]. They have proved useful for error estimation methods 49, 50] , and other areas as well. It is therefore important to have e ective techniques for evaluating Galerkin hypersingular integrals.
In two dimensions, this evaluation is reasonably straightforward, and several successful methods are available 8, 13, 30, 55] . A`direct' approach presented in 16] demonstrated that the coincident and adjacent singular integrals are not separately nite, and that, as expected, the divergences cancel when the integrals are added. It is moreover a relatively simple matter to explicitly identify and remove the singularities, clearly essential for a numerical implementation. The divergent terms only occur at a single point, the juncture between two elements, and as a consequence they will appear after a single, relatively simple, analytic integration is carried out.
The situation in three dimensions is naturally much more complicated, as singularities now appear all along the edge joining two elements. The predominant technique for handling the hypersingular integral has been to reformulate as a line integral using Stokes' Theorem 11, 12, 36] . (Stokes' Theorem is also the basis for a modi ed boundary element procedure called the Boundary Contour Method 37, 47, 48] ). In this approach the area integrals are replaced by a contour integral around the boundary of the`singular patch'. As a consequence, the coincident and adjacent edge integrals are not computed separately, and thus the singularities in these individually divergent integrals are cancelled automatically and exactly. However, one must be able to perform the integration by parts and set up the machinery for doing the appropriate line integrals. For the traditional Green's functions in computational mechanics, executing the Stokes' transformation will not be a problem. For non-standard applications, e.g., functionally graded materials 4, 18, 43, 42] , it is likely to be possible, but also quite complicated. Thus, the development of a non-Stokes direct algorithm is of interest.
There are two additional reasons for pursuing a direct evaluation algorithm. First, a direct method is essential in developing an e cient algorithm for computing function derivatives on the boundary, e.g., potential gradient or complete stress tensor 21]. This post-processing of`tangential derivatives' is important in many boundary integral applications, particularly those involving moving boundaries 22, 24, 41, 52] . A second motivation is the observation that the Stokes' method and direct evaluation produce two di erent coe cient matrices. The Stokes' approach takes the large`diagonal' contribution of the hypersingular integral and disperses it over o -diagonal elements corresponding to nodes on the line integral contour (forming the outer edge of the singular patch). It is possible, though this requires investigation, that this has a negative impact on the conditioning of the system matrix; note that in Symmetric-Galerkin the hypersingular equation is employed on the Neumann surface, and thus the hypersingular integrals contribute to the coe cient matrix. A direct evaluation procedure may produce a better conditioned system, and may also make it easier to nd e ective preconditioners; this is clearly important if the problem is large and an iterative matrix solution algorithm is appropriate 34, 60] (e.g., fast multipole algorithms).
It will be demonstrated herein that the three-dimensional coincident and adjacent edge singular hypersingular integrals are separately divergent. To our knowledge, this not been previously established, though this must have been at least part of the motivation for the Stokes' procedure. A direct evaluation must explicitly confront these divergences: it goes without saying that an alogrithm must evaluate nite integrals, i.e., the divergent terms are, as in the Stokes' procedure, removed exactly. Recently, two di erent direct evaluation approaches have been suggested, though a common theme is to exploit analytic integration. In 1, 9, 53, 54] exact integration is employed together with the Hadamard nite part de nition 25] to assign nite values to the non-existant integrals. The nite part de nition of hypersingular integrals has a long history in boundary integral analysis 32, 33, 44] . In an alternate direct procedure presented in 17], the divergent coincident and adjacent edge integrals are rst forced to be nite by moving the source point P o the boundary a distance 14, 20] . After (partial) analytic integration, the divergent terms of the form log( ) explicitly appear and can be seen to cancel when all integrals are added. Taking the limit ! 0 back to the boundary then results in nite expressions, and obviates the need for the nite part machinery.
In addition to the fundamental di erence in the de nition of the integrals, nite part vs. limit, the strategies for analytic integration also di er signi cantly. With the nite part method, the inner integral is treated exactly, and the outer integration handled numerically.
In 17] and herein, the analytic integration is always with respect to the distance from the singularity, accomplished by means of appropriate polar coordinate transformations. As a consequence, both the inner and outer integrals are handled partially analytically and partially numerically.
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The limit analysis in 17] was tremendously simpli ed in that the (linear) elements were chosen to be identical to the parameter space; the purpose therein was solely to demonstrate that the divergent terms could be seen explicitly. Thus, while serving as a simple instructive exercise, 17] is far short of a complete and general algorithm. The present paper completes the development of this direct method, for a linear element. These techniques are the three dimensional analogues of the methods in 16], and as shown therein, the treatment of a higher order element can be based upon the linear procedures. As might be expected, some additional steps are required, and the details for curved element will be presented separately.
The evaluation of the linear element coincident integral essentially follows the procedures described in 17]; however the algorithm for the adjacent edge integration is signi cantly altered from that discussed earlier. Nevertheless, a perusal of this previous paper would likely be a good preparation for going through the details herein. Although the focus in this paper is entirely on the most di cult hypersingular integrations, the techniques presented can also be applied to the less singular kernels, the Green's function and its rst derivative. The integrals of these functions are nite, no divergent terms arise in the boundary limit, and thus other approaches could be employed. However, the techniques described herein apply and are e ective for these integrals as well. In the test calculations presented below, this approach will be adopted. This paper is organized as follows. The next section provides a brief review of the Galerkin approximation of the hypersingular (Laplace) equation. This is all standard material, except possibly the choice of equilateral parameter space. The subsequent three sections analyze the coincident, adjacent edge and adjacent vertex integrals. The proof that the divergent terms from the coincident and adjacent edge integrals cancel is taken up in section 6. The correctness of these algorithms are con rmed by results from three test calculations presented in section 7. Section 8 contains some concluding remarks and comments about extensions (curved interpolation, di erent Green's functions) of this work.
Hypersingular Equation
The hypersingular boundary integral equation for the Laplace equation r 2 = 0 is an expression for the surface ux @ =@n = r n, usually written in the form @ @N (P ) + Z (Q) @ 2 G @N@n (P; Q) dQ ? Z @G @N (P; Q) @ @n (Q) dQ = 0 :
4 Here n = n(Q), N = N(P ) denote the outward unit normal on the boundary surface , and P and Q points on . The fundamental solution G(P; Q) is usually taken as the point source potential G(P; Q) = 1 4 r ; (2) where R = Q ? P and r = kRk is the distance between P and Q. The kernel functions in Eq. (1) are given by @G @N (P; Q) = 1 4 N R r 3 ; @ 2 G @N@n (P; Q) = 1 4 n N r 3 ? 3 (n R)(N R)
the second function being termed hypersingular. It is important to note that Eq. (1) is formally obtained by di erentiating the standard boundary integral equation for surface potential, and then interchanging the derivative with the integral. As discussed in 14, 20] , this interchange is in fact illegal, due to the singularity in the integrand. One way to legally re-order, and therefore to legitimize Eq. (1), is to rst write the surface potential equation with P o the boundary. As the the kernel function is now well behaved, the di erentiation can be moved under the integral sign; the limit as P returns to the boundary can then be considered. This limit process will be employed below.
A side bene t of the direct limit procedure is that, if the limit is taken with the source point P approaching the boundary from outside the domain, then the`free term' @ (P )=@N from Eq. (1) is not present (and thus normalization of the Green's function becomes unimportant). Assuming this exterior limit, Eq. (1) takes the form F(P) Z (Q) @ 2 G @N@n (P; Q) dQ ? Z @G @N (P; Q) @ @n (Q) dQ = 0 ; (4) with the free term automatically incorporated in the limit evaluation of second integral in this equation. A separate computation of this term is therefore avoided. Note that the hypersingular integral is continuous as P crosses the boundary, and is therefore the same whether an interior or exterior limit is used.
Following standard practice, the boundary potential and ux are approximated in terms of values at element nodes Q j and shape functions j (Q), i.e.,
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In a Galerkin approximation, these shape functions are employed to de ne weighting functions to enforce the integral equations. Speci cally Eq. (4) becomes Z ^ k (P ) Z F(P) dP = 0 : (6) where the weight function^ k (P ) consists of all shape functions l (P ) that are nonzero at a particular node P k . The weight function^ k (P ) therefore has limited support, being non-zero only on the elements containing P k . For a particular element E P for the P integration, singular integrals (i.e., when Q = P) occur if the Q-element is either coincident with E P , or shares a common edge or vertex with E P . The evaluation of these integrals are discussed in detail herein. Unlike the coincident and edge-adjacent, the vertex-adjacent hypersingular integral will turn out to be nite. Nevertheless, it can be e ectively evaluated using the same techniques as the edge-adjacent case.
A linear element calculation will be analyzed in detail, as this forms the basis for handling higher order interpolations. An equilateral triangle parameter space f ; g, where ?1 1, 0 p 3(1 ? j j) will be employed. This somewhat non-standard choice of parameter space is convenient for executing the coincident integration, as will be explained in the next section. The three linear shape functions are 1 ( ; ) = p 3(1 ? ) ? For an element de ned by nodal points fQ j = (x j ; y j ; z j )g, the interpolation of the boundary surface and boundary potential are therefore given by 6 3 Coincident Integration
In the following we consider only the integration of the hypersingular kernel in Eq. (3).
The integration of G or its rst derivative can be handled in exactly the same manner, with the added simpli cation that no divergent terms appear in the ! 0 limit.
where E is de ned by nodes P k , 1 k 3. Transferring the integral to parameter space requires including the (constant) Jacobian J P (= J Q ), conveniently incorporated into the hypersingular kernel,
The parametric variables for the outer P integration will be denoted by ( ; ), and that for Q by ( ; ). For the inner Q integration, the rst step is to de ne a polar coordinate system centered at P = ( ; ),
as illustrated in Fig. 1 . Polar coordinate transformations, centered at the singularity, are particularly e ective, as the jacobian of the transformation d reduces the order of the singularity. This will be exploited in all integrations.
As the expression for the upper limit of , L ( ), is di erent as traverses each edge, the ( ; ) integration must be split into three subtriangles. In the following we carry out the calculation for the lower subtriangle associated with the edge = 0. Although the remaining two cases could be handled in exactly the same manner, this would require repeating the analysis below for these two subtriangles. An alternate route, which has the bene t of simplifying the implementation, is to exploit the symmetry of the equilateral parameter space: the remaining subtriangles are handled by rotating the element and employing the formulas for the lower subtriangle. Compared to computing the integrals 
The distance r = kQ ? Pk, with P replaced by P + N for the exterior boundary limit, takes the simple form r 2 ( ; ) = 2 + a 2 ( ) 2 ;
where a 2 = a cc cos( ) 2 + a cs cos( ) sin( ) + a ss sin( ) 2 (15) and the three coe cients a , ; = c; s depend solely on the coordinates of the element nodes (a 2 is in fact a positive quantity). With Eq. (11), the shape function j (Q) becomes a linear function of , j ( ; ) = c j;0 ( ; ) + c j;1 ( ; ; ) (16) (c j;0 ( ; ) = j (P )). (To simplify the expressions that follow, the arguments will be dropped and the coe cients denoted simply as a, c j;0 and c j;1 ). Thus, employing the boundary limit procedure and expressing the kernel function in polar coordinates, Eq. (9) becomes
The integral is easily evaluated analytically. For m = 0 this results in F 0 = ? 2 L ( 2 + a 2 2 L ) 3=2 ; (18) while for m = 1 F 1 = ? 1 a 3 " log( ) ? log a L + q 2 + a 2 2 L + 2a 3 3 L + 2 a L ( 2 + a 2 2 L ) 3=2 # : (19) The log( ) term that appears in F 1 is not the divergent term that is being sought. This term self-cancels in the integration over , 0 2 . Note that the coecent c j;1 ( ; ; ) is linear in cos( ) and sin( ), and therefore satis es c j;1 ( ; ; + ) = ?c j;1 ( ; ; ). On the other hand, from Eq. (15), a( + ) = a( ), and thus ? log( ) Z 2 0 c j;1 ( ; ; ) a 3 d = 0 : (20) Removing this log( ) term and then safely setting = 0 in Eq. (19), the appropriate formula for m = 1 is
(and in fact the 2=a 3 term could be dropped, as the same argument shows that it too will integrate to zero).
This rst analytic integration is not su cient to display the divergent term. Note that for 0 in the subsequent integration, L 0, and thus the singularities in F 0 and F 1 at L = 0 are of interest. The weak (integrable) singularity in F 1 is obviously not a problem 9
as far as producing divergent terms is concerned, but for numerical implementation it is clearly bene cial to integrate this singularity analytically. For F 0 however, the behavior is 1= L , and is capable of producing a log( ) contribution upon integration; in the following we therefore consider only m = 0, m = 1 is handled similarly. Note that the dependence of the integrand on is harmless, it is = 0 which must be dealt with analytically. The needed interchange in the order of integrations is impeded by the fact that 1 and 2 depend on and . To manuever around this, introduce the variable t, ?1 t 1, via = ? 2 + tan ?1 ( t ? ) ; d dt = 2 + (t ? ) 2 ; (22) which also results in L = ( 2 + (t ? ) 2 ) 1=2 . As indicated in Figure 1 , t is the`end-point' (t; 0) of on the -axis.
Interchanging the order of integration, Eq. (17), for m = 0, becomes J 2 
From Eq. (22), the singularity in Eq. (18) is now at t = , = 0, and this once again suggests polar coordinates f ; g to replace ft; g, t = cos( ) + = sin( ) ; (24) and integrating . It is important to note that with the two changes of variables, ! t and ft; g ! f ; g, cos( ) becomes cos( ) and sin( ) becomes ? sin( ). Thus, a( ), Eq. (15), becomes simply a( ) and is a constant as far as the integration is concerned.
As shown in Fig. 2 
where^ 0 l are the shape functions evaluated at = = 0, the same for both P and Q: 
As expected, there are no log( ) terms associated with 3 , as this shape function is zero along the = 0 edge; this will of course cycle appropriately when the other two subtriangles for the Q integration are considered. Note too that as a = a( ) is independent of , Eq. 
where kj is the usual Kronecker delta function and 1 k; j 2. We postpone a further discussion of this term until section 6, following the analysis of the edge and vertex adjacent integrals. It will be shown that L c kj cancels with corresponding terms from the edge adjacent integration. Thus, the desired goal has been achieved: the coincident integral has been separated into a nite, easily evaluated component, plus the divergent term which will be seen to cancel with the adjacent edge integral.
Edge Adjacent Integration
It is often useful and instructive to rst point out what does not work, or at least what does not work very well. In 17], the (simpli ed) edge-adjacent integral was, as with the coincident case, treated using two analytic integrations. For the general situation, it is possible to push through this analysis, but it leads to extremely complicated and lengthy expressions (in fact Maple's answers for the analytic integrations contain inverse hyperbolic tangents of complex quantities). The numerical implementation would therefore be ine cient and cumbersome. Moreover, if the Laplace equation produces ugly expressions, the analysis for elasticity would likely be unbearable. The only bene t of pursuing this approach is that the expression for the divergent term involves a single integral, instead of the double integral Eq. (41) found below. However, it is better to face the nasty integrals once in the proof of cancellation, rather than having to continually compute with them.
The root of the problem is that the expression for the distance r 2 is su ciently complicated that the double integration is quite involved. To be more speci c, orient the elements so that the shared edge is de ned by = 0 in E P , and = 0 for E Q , and the singularity occurs when = ? . A seemingly reasonable approach is to employ polar coordinates for the Q integration, = cos( ) ? (30) = sin( ) and then integrate and analytically. The distance function takes the form r 2 = 2 + b 00 2 + (b 10 + b 11 ) + b 22 2 ; (31) and it is the (unavoidable) presence of the rst order term in that creates the complications. The expression obtained by integrating out will have complicated denominators, involving two quadratic factors, one having an integer exponent and one having a halfinteger exponent. Thus, the second analytic integration, while possible, results in very lengthy formulas. A di erent path for the edge integration will therefore be taken, although it will be necessary to confront these types of integrals in the proof that the singularities cancel, section 6. A much simpler algorithm, requiring only one analytic integration, begins with the polar coordinates in Eq. (30) . As shown in Fig. 3(a) , the integration must be split into two pieces (for simplicity the integrands are omitted, but it will be useful to retain the jacobians of the transformations) 
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The key observation is that the break-point in ,
is only a function of . The integrations can therefore be rearranged, The integration must also be taken in two parts ( Fig. 3(b) ), resulting in the four integrals The formulas for the limits are simply n1 = L n ( )= cos( ), n2 = L n ( )= sin( ), for n = 1; 2. The distance takes the form r 2 = 2 ? b 1 + b 2 2 ; (38) but now the term does not present a major problem: there is only one integration and moreover the factor will eventually simplify the resulting expressions. Nevertheless, there is still an issue with the integration of the quadratic, and this will be taken up after the discussion of the log( ) term. The 2 factor from the two polar transformations su ciently reduces the order of the singularity that one analytic integration (over ) will produce the log( ) term. The remaining integrations are su ciently well-behaved that numerical quadrature can be employed. This follows from the observation that = 0 encapsulates all three conditions for r = 0, namely = = 0, = ? . Thus, as in the coincident algorithm, the exact integration is with respect to the distance from the singularity. Moreover, both algorithms 14 indicate that in order to fully attend to the singularity, both inner and outer integrations must be involved. ; (39) where j 1p and j 1q are the coe cients of in J Q n R and J P N R, J P N R = j 1p ? J P J Q n R = j 1q ? J Q n N : (40) As in Eq. (27),^ 0 k and^ 0 j denote the shape functions evaluated at = 0. Here we have a slight problem with notation in matching the edge L e kj terms with the coincident L c kj . In the edge ordering, node 1 in P is node 2 in Q and vice versa. Thus, L e 11 corresponds to the o -diagonal contribution L c 12 and L e 12 should cancel with L c 11 . To simplify the discussion of the cancellation, we adopt, for Eq. (39), the convention that the subscripts refer to the coincident integral (i.e., the numbering of the P element). In this case,^ 0 l are the same for P and Q, and moreover, given by Eq. (28) . It is important to note that b 2 is a function of the nodal coordinates and the angles , 
again for 1 k; j 2. This expression and that for L c kj , Eq. (29), do not, at rst sight, appear to cancel. The proof that they do will be given following a discussion of the vertex integration.
Limit Direction
The three-dimensional integral over f ; ; g that remains after integrating out , and removing Eq. (41), is well behaved and can be evaluated numerically. However, under some circumstances, this numerical evaluation can be a problem. The discriminant of the quadratic in Eq. (38) is 2 (b 2 1 ? 4b 2 ), and as a consequence, the analytic integration formulas contain b 2 1 ? 4b 2 in the denominators. Thus, if this quantity becomes small, the integrand will vary rapidly as a function of the angles, and accurate numerical quadrature becomes di cult and expensive.
Note that R = Q ? P is of the form ? N and thus b 2 = k k 2 b 1 = 2 N (42) where N is the unit normal on E P . If E P and E Q are in the same plane, also lies in this plane and b 1 = 0; thus, for a smooth surface, b 1 will be close to zero, and there is no problem. However, for a pair of elements on either side of a re-entrant 90 o (exterior angle) corner, and N can be nearly parallel, in which case b 2 1 ? 4b 2 is small.
A simple way to avoid this situation is to take advantage of the exibility in the de nition of the integrals. Note that the normal N appears in the de nition of b 1 due to its role as the limit direction in the approach to the boundary. However, the log( ) term is independent of this limit direction, as must be the nite value for the integral. Thus, any limit direction L can replace N, as long as it is not tangent to E P ; note too that the limit direction for the coincident integration can conveniently remain as N. Numerical di culties in the edge adjacent integral can be avoided by setting L = (N+n)=kN+nk, the average of the two normals. For a smooth surface L is nearly N, while at a boundary edge, this will also insure that b 2 1 ? 4b 2 does not become small.
Vertex Adjacent Integration
As discussed above, the vertex adjacent integrals are separately nite, the singularity being limited to a single point in the four dimensional integration. Thus, any number of di erent algorithms can be used to evaluate these terms. However, the procedures described above, when suitably modi ed for the vertex situation, will integrate the singularity as completely as possible using one analytic integration, and would therefore appear to be an e ective and e cient approach. The discussion that follows will simply outline the basic procedure, highlighting only the di erences from the edge adjacent case. where L 1 ( ) = L P ( p )= cos( ) and L 2 ( ) = L Q ( q )= sin( ). With the 3 factor the kernel function simpli es, as it is possible to immediately set = 0, and the distance is then r 2 = b 2 2 (the coe cient being a function of all three angles and nodal coordinates).
Thus, it is then apparent that this integral is nite, and it is a simple matter to execute the analytic integrations. ; (48) and this will be accomplished by brute force, evaluating the integrals. This is most easily carried out using a symbolic computation program.
To simplify matters, it is convenient (and permissible) to shift and rotate the elements so that P 1 = (0; 0; 0), P 2 = (x 2 ; 0; 0) and P 3 = (x 3 ; y 3 ; 0), and thus N = (0; 0; 1) and J P = x 2 y 3 =2 p 3. Note that for the edge adjacent Q-element, the convention is that Q 1 = P 2 and Q 2 = P 1 . Setting Q 3 = (x 3 ; y 3 ; z 3 ), J Q n = (0; z 3 x 2 ; ?y 3 x 2 ). 1 ( a cc q 2 ? a cs q + a ss ) 3=2 dq ; (52) and carrying out the integration we nd that the coincident divergent term becomes simply J 2 P Z 0 sin( ) a 3 d = x 2 : (53) Thus, as expected, the divergent term does not depend upon P 3 .
As a consequence of the double integration, the evaluation of the edge integral is considerably more involved. Although symbolic computation will eventually execute all of the required calculus and algebra, manipulation is required to modify the forms of the expressions, and care is required to keep the size of the expressions from exceeding the available memory. The discussion below will therefore only outline the procedure. As a function of , the coe cient b 2 de ned in Eq. 
The function of that results from this integration once again bene ts from the substitution p = cotan( ), and the integral becomes Z 1 ?1 h 1 (p) ( s 2 p 2 + s 1 p + s 0 ) 2 dp + Z 1 ?1 h 2 (p) q (t 2 p 2 + t 1 p + t 0 ) ( s 2 p 2 + s 1 p + s 0 ) 2 dp ; (56) where h 1 (p) and h 2 (p) are quadratic and cubic polynomials, respectively. The coe cients fs j g and ft j g are now just functions of the nodal coordinates. The rst integral is found to be 0, while the second is, as desired, ?x 2 .
Test Calculations
To con rm that the above procedures do in fact work, the hypersingular equation Eq. (6) is employed to solve three relatively simple problems. The rst is a mixed boundary value problem on the unit cube, and the second is a Neumann problem exterior to the unit sphere. The nal problem is a pressurized penny-shaped crack in an in nite medium. All singular integrals in Eq. (6) are computed using the algorithms described herein.
The purpose of the unit cube, 0 x; y; z 1, example is to test the adjacent edge and vertex algorithms in situations where the adjacent elements are far from being co-planar.
The cube was uniformly discretized using 48 elements and 42 nodes. The applied boundary conditions were values for potential, (x; y; z) = 0 on x = 0 and (x; y; z) = 1 on x = 1 and zero normal derivative elsewhere; the exact solution is therefore (x; y; z) = x.
Note that everything in this problem is linear, and thus the only errors (should) come from the numerical integrations. The solution was quite acceptable: even for this crude discretization, the maximum error in computed potential was 0:000256, and the maximum ux error was 0:001778.
A further simple diagnostic for the hypersingular evaluations is to examine the symmetry of the matrix H originating from the hypersingular integral. Fig. 5 plots the maximum departure from symmetry for each row k, s k = max j jH(k; j) ? H(j; k)j : (57) Again, even with large elements, the numerical integration is performing well. This indicates that the analytic integration procedures have captured all of the singularity, leaving only well-behaved integrals for numerical quadrature.
The second example solves an Neumann problem exterior to the unit sphere, discretized using 450 nodes and 896 elements. The prescribed boundary ux @ @n (x; y; z) = 2x (58) is the normal derivative obtained from the function (x; y; z) = x (x 2 + y 2 + z 2 ) 3=2 ; (59) which clearly satis es the Laplace equation (note that the exterior normal n points in towards the origin). The exact solution for the computed surface potential is therefore (x; y; z) = x. For this Neumann problem the system coe cient matrix is H; thus, any errors in the hypersingular evaluations are likely to impact the solution more than when (as on a Dirichlet surface) only the right hand side is a ected. It is moreover a good check that the limit to the boundary is correctly picking up on the surface orientation. As one of the main applications of hypersingular equations is fracture analysis 5, 7, 57], the nal test case is a simple crack problem. The geometry is a`penny-shaped' crack x 2 +y 2 R 0 = p 2=10, z = 0, embedded in an in nite medium, with boundary condition @ =@n ] = 1. The exact solution is given by 35 Figure 6 : Error in the computed potential for the exterior Neumann problems.
Conclusions
Procedures for directly evaluating Galerkin hypersingular (and singular) integrals have been presented. For the coincident and edge-adjacent cases, the key is to explicitly identify the divergent terms that appear in the limit to the boundary. To this end, multiple polar coordinate transformations and analytic integration were employed. This results in an e cient scheme, as the remaining, reduced dimension, numerical integration only involves smooth functions. The divergent log( ) terms that arise were shown to cancel. However, it would be nice if the brute force approach employed herein could be replaced by a simpler, more intuitive, argument.
As is discussed elsewhere 21], the limit de nition of the hypersingular integral is essential for an e cient Galerkin algorithm for computing tangential derivatives (e.g., r ) on the boundary. If it also turns out that direct evaluation leads to better conditioned matrices than with a Stokes' method, this will be a strong argument to adopt the limit de nition.
For other equations, the order of the singularities in the Green's function and its derivatives will be the same as for the Laplace equation, but the analytic form can be considerably more complicated. Applying the hybrid analytical/numerical procedure described below Figure 7 : The solution for ] for the pressurized penny shaped crack, r is the distance from the center of the disk. may therefore require invoking an expansion at the singular point. To take a simple example, the Helmholtz Green's function can be written as e i r 4 r = 1 4 r ? 1 ? e i r 4 r :
The second term on the right hand side is continuous at r = 0, and can therefore be treated numerically; it is of course possible to take further terms from the Taylor expansion of the exponential into the rst, analytically integrated, term.
A linear element has been discussed herein. It is however essential to be able to utilize higher order elements, in particular for implementing special crack tip elements for fracture analyis 3, 27, 51]. The two complications posed by higher order elements are rst that the distance function is no longer quadratic, as in Eq. (17) or Eq. (14) , and that the normal vectors and jacobians are no longer contants over the elements. This precludes an analytic integration of the complete integrands as carried out above. As with more complicated Green's functions, it will be necessary to split the integrals into two parts, one that contains all of the singularity but is su ciently simpli ed that analytic evaluation is possible, plus a remainder that is well behaved and can be treated entirely numerically.
This can be accomplished using techniques that are similar to the approach taken for two-dimensional problems 16]. However, these methods must be modi ed somewhat for three dimensions: the powers of the distance r 2 are now half-integers instead of integers, and this necessitates some changes to the procedures for doing the splitting. In addition, the expression for the 2 coe cient in the coincident case, Eq. (14), is no longer simply a( ), but also depends upon and . This will obvioulsy require some re-working of the second analytic integration. The appropriate modi cations will be described in a separate publication.
