Solar energy has many advantages, such as being abundant, clean and environmentally friendly. Solar power generation has been widely deployed worldwide as an important form of renewable energy. The solar thermal power generation is one of a few popular forms to utilize solar energy, yet its modelling is a complicated problem. In this paper, an improved bare bone multi-objective particle swarm optimization algorithm (IBBMOPSO) is proposed based on the bare bone multi-objective particle swarm optimization algorithm (BBMOPSO). The algorithm is first tested on a set of benchmark problems, confirming its efficacy and the convergency speed. Then, it is applied to optimize two typical solar power generation systems including the solar Stirling power generation and the solar Brayton power generation; the results show that the proposed algorithm outperforms other algorithms for multi-objective optimization problems.
Introduction
The energy issue is viewed as one of many global problems in the 21st century and it is projected that the global energy demand will increase by almost a quarter by 2040 [1] . The continuous rise of prices for fossil fuels and the climate change due to substantive consumption of non-renewable energies have caused the shift of energy landscape, from the way the energy is sourced to the way energy is consumed. The landscape change of the energy mix is also largely due to more strict legislations on pollutant and green-gas-house emissions and policies to encourage the use of renewable sources. For example, the European Union requires all its members to take a series of measures to improve energy efficiency of at least 20% [2] . In addition to this initiative, the United Nations General Assembly declared the decade 2014-2024 as the "Decade of Sustainable Energy for All", given the importance of energy issues for sustainable development [3] and encouraging and supporting the extended use of renewable energy resources (RES).
As an ideal renewable energy source, solar energy is one of the most abundant energy resources. Solar power has many advantages such as being clean, renewable, and easy to store [4] . Solar power can be used to generate electricity wherever there is sunshine. Therefore, in the context of the growing global energy demand and increasing concerns relating to resources, environment and climate, governments worldwide have developed a range of policies and incentive mechanisms to promote the development and roll-out of renewable generation technologies for solar and wind energy sources [5] .
used [27] . Li et al. optimized the dish solar Brayton system using the NSGA2 algorithm with the goal of maximizing the power output, the thermal efficiency and the ecological performance [28, 29] .
Particle swarm optimization (PSO) proposed by Kennedy [30] is inspired by the foraging phenomenon of birds. It has the advantages of being simple to implement and having strong global search ability, therefore can be used to handle a range of MOPs. For example, Tripathi [31] proposed an adaptive MOPSO algorithm that uses inertia weights and learning factors as part of the decision variables. Praveen [32] applied linear decreasing weights and time-varying learning factor strategies to MOPSO, leading to the proposal of a time-varying multi-objective particle swarm optimization algorithm. Based on the single-objective backbone particle swarm optimization algorithm, Zhang [33] proposed a BBMOPSO algorithm with fewer parameters by introducing external file mechanism and congestion strategy. The traditional MOPSO algorithm has the disadvantage of relying heavily on the choice of initial values for the tuning parameters. This paper proposes an IBBMOPSO algorithm which improves the performance of traditional MOPSO algorithm with different mutation mechanisms. The algorithm replaces the Gaussian time-varying variation mechanism in the traditional BBPSO algorithm with a widely varying Cauchy time-varying variation mechanism, thus improving the global searching ability of the algorithm while maintaining the diversity of solutions. To overcome the shortcomings of traditional cross-border processing mechanism used in multi-objective optimization, this paper further proposes an improved cross-border processing mechanism (random perturbation mechanism) to further improve the diversity of solutions.
The rest of the paper is organized as follows. Section 2 mainly introduces the mathematical model of the solar Stirling power generation system and the solar Brayton power generation system. In Section 3, the basic MOPSO algorithm and the IBBMOPSO algorithm is proposed. Section 4 verifies the performance of the proposed algorithm through simulation experiments. Section 5 applies the new algorithm to two different solar power system models.
Mathematical Model of Solar Power Generation System
This paper studies two different solar power generation systems, including the solar Stirling cycle power generation system and the solar Brayton cycle power generation system. Modelling of the solar Stirling power generation system is a multi-objective unconstrained optimization problem, while modelling of the solar Brayton power generation system is a continuous optimization constraint problem.
Mathematical Model of Solar Stirling Power Generation System
The dish solar Stirling power generation system mainly consists of a solar concentrator, a solar absorber, a Stirling heat engine, and a Stirling heat engine driven generator as shown in Figure 1 . A dish concentrator is usually a mirrored device made of highly reflective material for reflecting sunlight. The reflected sunlight converges to the focal point of the paraboloid, and the heat sink placed at the focus absorbs the concentrated solar energy into the cavity. The internal cavity of the heat sink is equipped with a heat pipe filled with a working medium, and the working medium converts the absorbed solar energy into heat energy and transmits the heat to the Stirling generator to provide a heat source for the Stirling generator. The mechanical energy output from the generator can be converted into electrical energy by connecting a DC generator to the end of the Stirling generator. Interested readers may refer to [34] for more detailed description and model derivations for solar-dish Stirling system.
The solar Stirling power generation system model has three objective functions to optimize, namely, the maximizing output power, maximizing thermal efficiency, and minimizing entropy yield [35] . It should be noted that these three objective functions are contradictory. For example, increasing the output power will result in a decrease in thermal efficiency. 
Decision Variables
The solar Stirling power generation system has seven design parameters to be optimized including the efficiency of the high temperature heat exchanger, the efficiency of the low temperature heat exchanger, the efficiency of the heat sink, the efficiency of the heat source, the temperature of the working medium in the high temperature isothermal process and the temperature of the working medium in the low temperature isothermal process. These variables and their range of values are shown in the Table 1 . In addition to the seven design variables, the solar Stirling power generation system model has several constants. Their values are shown in Table 2 . Table 2 . Constant parameters of solar Stirling generator system [34] .
Parameter
Value Parameter Value Parameter Value
Objective Function
The parameter used in calculating the objective function of the Stirling model are shown in Table 3 . (1) Maximize output power
where Q H and Q L are the net heat released from the heat source and absorbed by the radiator, respectively, t cycle is the cycle period of the system [34] , the specific calculation formula is given as follows [35] :
where Q h , Q c , Q 0 are the heat released from the heat source to the working fluid, the heat absorbed by the cooling radiator from the working fluid, and the heat transfer loss from the heat source to the heat sink, respectively, and M1 and M2 are the regeneration constants in heating and cooling engineering. The specific expression is given as follows:
where n is the molar constant, R is the gas constant, λ is the volume ratio during regeneration, C ν is the specific heat capacity, ε R is the efficiency of the accumulator, T h and T c are the temperatures of working fluid in isothermal process at high temperature and low temperature.
(2) Maximize thermal efficiency
It can be seen from the expression that the overall efficiency of the system η m is the product of the collector efficiency η s and the Stirling engine efficiency η t . The efficiency of the collector and the Stirling engine are as follows:
where η 0 is the optical efficiency of the concentrator, I is the solar incident intensity, C is the heat capacity rate, ε is the emissivity factor of the emitter, σ 0 is the Boltzmann constant, K 0 is the coefficient of the heat leakage.
(3) Minimize entropy production rate
where T Lave and T Have are the average temperature of heat source and heat sink, the specific calculation formula is as follows:
Mathematical Model of Solar Brayton Power Generation System
The solar Brayton cycle heat engine power generation system has the advantages of high thermal efficiency, light weight, long life and simple structure, so it is widely used in space power stations. Similar to the solar Stirling cycle heat engine power generation system, the solar Brayton heat engine power generation system is mainly composed of a solar-dish concentrator, a heat accumulator, an energy conversion device and a regenerator. Its working disgram is shown in Figure 2 . The solar concentrator concentrates the incident solar radiation into a heat accumulator consisting of a plurality of heat exchange tubes arranged in parallel. The circulating fluid is transferred from these heat exchangers. The envelope outside the heat exchange tube contains a certain amount of heat storage material for storing and releasing heat energy, thereby maintaining the temperature of the accumulator outlet working medium fluctuating within a certain range. In the Brayton heat engine cycle, after the compressor pressurizes the gaseous working medium, the high-pressure working medium flows into the regenerator to exchange heat with the working fluid discharged from the turbine, and the heated working medium enters the regenerator and is heated to increase the gaseous working medium temperature and thus the internal energy increases, and then the high-temperature and high-pressure working fluid flows back into the turbine and expands to do work, driving the turbine to generate mechanical energy. This part of the mechanical energy can be used to drive the compressor to compress working medium, and the other part is used to drive the generator to produce electrical energy. Interesting readers may refer to [34] for more detailed description and model derivations for solar-dish Brayton system. Solar Brayton cycle power generation system optimization is a typical multi-parameter continuous multi-objective optimization problem. In this paper, the model has three optimization objectives, namely maximizing output power, maximizing thermal efficiency and maximizing thermal economic benefits [28] . The relationship between the objective function of the specific optimization model and the optimization parameters is shown in the following section.
Decision Variables and Their Range of Values
In this paper, six optimization parameters are selected as decision variables, and they are listed in Table 4 : Table 4 . Optimized variables and range of values for solar Brayton power generation systems [28] .
Variable Name Symbol Minimum Value Maximum Value
High temperature heat exchanger efficiency ε H 0.5 0.7 Low temperature heat exchanger efficiency ε L 0.5 0.7 Accumulator efficiency ε R 0.5 0.8 Heat accumulator high temperature T H (K) 700 1000 Heat accumulator low temperature T L (K) 400 500 The temperature of the working fluid in the Brayton cycle 1
Constants
In addition to the six optimization variables, the solar Brayton power generation system model has some constants. In order to keep consistent with the previous work, the various constants involved in the model and their respective values are given in Table 5 . Table 5 . Constant parameters of solar Brayton power generation system [28] .
Parameter Value
Parameter Value Parameter Value
Objective Function
The parameter used in calculating the objective function of the Brayton model are shown in Table 6 . 
where • Q HT and • Q LT are the total heat absorption rate in the heat reserve and the total heat release rate released into the cold reserve, respectively, and they are computed using the following formula:
therefore, the output power can be reformulated as follows:
according to the thermal efficiency expression, the total thermal efficiency of the system is the product of the dish concentrator efficiency η C [36, 37] and the Brayton heat engine efficiency η B , which can be expressed as follows:
therefore, the total thermal efficiency of the solar Brayton power generation system is given as follows:
(3) Maximize thermal economics
where C i and C f refers to annual investment costs and fuel consumption costs, respectively. The investment cost of a solar Brayton power generation system is assumed to be proportional to the size of the system, which can be proportional to the total heat transfer area. Therefore, the annual investment cost and annual fuel cost of the system can be expressed as follows:
where parameter a is equal to the capital recovery factor multiplied by the unit heat transfer area of the investment cost, while b is the annual operating hours per unit of heat input, A H and A L are the heat exchange area of hot end and cold end of the heat exchanger, their concrete expressions are as follows:
Restrictions
In this model, the temperature of the Brayton cycle working medium in state 1 must meet certain constraints given below:
3. Improved Multi-Objective Particle Swarm Optimization Algorithm
Traditional Backbone Particle Swarm Optimization Algorithm(BBPSO)
The BBPSO algorithm is an improved particle swarm algorithm proposed by Kennedy [38] in 2003. In the BBPSO algorithm, the speed and update position of the traditional PSO algorithm are replaced with a non-parametric, Gaussian sampling formula based on particle individual leader and global leader:
In addition, an alternative particle update method is also proposed such that each component of the particle has the same probability to select the component corresponding to its individual leader. The update formula is as follows:
where xp i,j is the jth component corresponding to the individual leader of the i-th particle, xg j is the j-th component corresponding to the global leader, and U(0, 1) is a random number between 0 and 1. It can be seen that the BBPSO algorithm is compact, simple and does not require any additional control parameters compared with the traditional PSO algorithm.
Improved Backbone Particle Swarm Optimization Algorithm
The BBMOPSO is a MOPSO algorithm proposed by Zhang [33] in 2012 with relatively fewer control parameters. In the BBMOPSO, the speed and position update operation of the traditional MOPSO are replaced with a non-parametric Gaussian sampling formula. The update not only eliminates the shortcomings of the traditional MOPSO which has dependence on parameter control during particle update, but also improves the optimization performance of the algorithm. The algorithm uses a Gaussian time-varying mutation operation in the mutation phase. According to relevant research, Gaussian mutation has better local search ability, but the ability to guide individuals to jump out of local optimal solution is weak. Therefore the Gaussian mutation operation in the MOPSO may cause the algorithm to converge prematurely, reducing the diversity of the resulting non-inferior solutions.
This paper proposes an improved IBBMOPSO algorthm based on the Cauthy time-varying mutation mechanism based on the above. The mechanism replaces the Gaussian mutation operation of original algorithm with the large-scale Cauthy mutation operator, which increases the global search ability and maintains the diversity of the solutions. Meanwhile an improved cross-border processing mechanism is proposed to further improve the diversity of the traditional cross-border processing mechanism in multi-objective optimization. The IBBMOPSO algorithm is detailed as follows.
(1) Initialization
The particle swarm with a population size N is initiated, i.e., each particle is assigned with an initial random position within a given range of values. In the initialization phase, the individual leader of each particle is its own, e.g., x − → p i = − → x i , where x − → p i is the individual leader and − → x i is the position vector of the i-th particle in particle group S 0 .
(2) Update of particle individual leader
The particle individual leader is the best position for the current particle from initialization to the current number of iterations. The IBBMOPSO algorithm uses the following common update method: assuming that the particle position is − → x i (t) in the t-th generation, and the individual leader is x − → p i (t).
is still the individual leader of the particle.
In addition, taking the multi-objective function of two targets as an example, the Pareto possession relationship can be described by Figure 3 . Among them, the non-inferior solutions of A, B, C, D and E constitute the frontier of Pareto, and they are both Pareto dominant compared to F. (3) Selection of Particle global leader
In the single-objective optimization problem, the global leader is generally the best solution currently found by the algorithm. However, for the multi-objective optimization problem, there are conflicts between multiple optimization objectives. It is relatively difficult to determine a single global optimal solution. In IBBMOPSO, the author uses the congestion degree distance measurement technique to select the global leader [39] . Figure 4 takes a two objective optimization problem as an example to give a calculation method for congestion distance measurement: As shown in the Figure 4 , each black dot in the figure represents a solution in the reserve set. The congestion degree of the i-th solution is represented by the average perimeter of the dashed box, and the boundary element of each objective function is regarded as an infinite congestion distance value. Among all particles, the greater the probability that a particle has, a larger congestion value is selected as the global leader.
(4) Update formula for particle position
The particle update formula of the traditional multi-objective particle swarm optimization algorithm consists of two parts: speed update and position update. In the IBBMOPSO, an improved BBExp method [33] is proposed to update the particle position:
In the formula, x − → p i is the individual leader of the i-th particle, and x − → g i is the global leader of the i-th particle, where r ∈ [0, 1] in the formula.
(5) Mutation operator based on Cauchy time-varying mutation mechanism
The role of the mutation operation in the particle swarm optimization algorithm is usually to avoid the algorithm falling into the local optimum. The disturbance operator uses the mutation operator to locate a certain dimensional decision variable of the particle to other search areas, thereby increasing the diversity of the solution. This increases the probability that the algorithm finds the global optimal solution.
In the BBMOPSO, a Gaussian time-varying mutation operator is proposed based on Gaussian variation. The specific mutation operation is shown in Algorithm 1. It can be seen that the operator can adjust the mutation parameter α at the same time. By adjusting the mutation probability and the range of particle activity, as the number of iterations t increases, the mutation probability and activity range of the particle decrease gradually. Therefore, the Gaussian time-varying mutation operator has better local development ability at the later stage of the algorithm iteration.
Algorithm 1 : Gaussian time varying mutation operation 1: Function Mutate(α,t,Bound,T max ,n) 2: for i=1 to N do 3: if p = e (−α * t/T max ) > r then //r:Random number between [0,1] 4: k=rand(1,n) 5: range=p*(max_Bound(k)-min_Bound(k)); 6: x i,k = x i,k + N(0, 1) * range;//N(0,1):Standard Gaussian distribution function 7: end if 8 
: end for
Due to the small variation in Gaussian variation, the ability to guide individuals to jump out of local optimal solutions is weak, so it is not productive to maintaining the diversity of solutions. In this paper, a mutation operator based on Cauchy's time-varying mutation mechanism is proposed. The specific operation is shown in Algorithm 2. Figure 5 is a comparison of standard Gaussian sampling and Cauchy sampling probability curve. It can be seen that the range of values of the distribution is significantly larger than the Gaussian distribution, so the use of Cauchy time-varying variation is beneficial to increase the diversity of the solution.
Algorithm 2 : Cauthy time varying mutation operation 1: Function Mutate(α,t,Bound,T max ,n) 2: for i=1 to N do 3: if p = e (−α * t/T max ) > r then //r:Random number between [0,1] 4: k=rand(1,n) 5: range=p*(max_Bound(k)-min_Bound(k)); 6: x i,k = x i,k + C(0, 1) * range; //C(0,1):Standard Cauthy distribution function 7: end if 8: end for 
(6) Particle out of bounds processing mechanism
When the algorithm performs the update operation and the mutation operation, the limits of variables are often violated. Most algorithms usually adopt the endpoint value method when dealing with such problems, as shown below:
where min _Bound(k) and max _Bound(k) are the lower and upper bounds corresponding to the kth dimensional vector, respectively. Different from the single-objective optimization algorithm, since number of objective functions in a multi-objective optimization problem is usually more than two, the optimal solution is no longer unique, but a set of Pareto front-end solution sets. Therefore, in order to increase the diversity of the obtained solutions, the multi-objective algorithm performs a large variation on the solution vector, therefore the chance of limit violations will increase accordingly. The use of conventional endpoint value method for out-of-bounds processing often results in loss of population diversity, especially for optimization problems with more than three goals. In view of the above shortcomings, this paper proposes the following particle out-of-bounds processing:
In the formula, β is the endpoint adjustment factor (the particle crossover treatment is better when tested at β = 0.01), and rand is a random number between [0, 1]. In the above-mentioned particle out-of-bounds processing mechanism, the out-of-boundary particles randomly generate a value close to the boundary within a certain disturbance range, thus avoiding the loss of population diversity caused by all the out-of-boundary particles taking the endpoint value, thereby increasing the diversity of the population. At present, there are many ways to update the external reserve set. This paper uses the method based on the congestion distance measurement method proposed by Raquel and Sierra [40] to update the reserve set in IMBPPOPSO. In the case of external reserves and maintenance and repair, the non-inferior solutions in the reserve set are first merged with the non-inferior solutions currently found by the algorithm. If the number of the centralized solution is greater than its fixed capacity N a at this time, the congestion degree of each solution is calculated, and the first N a solutions with larger congestion degree are saved to the reserve set according to the congestion degree.
Simulation Experiment Analysis

Multi-Objective Test Environment
Multi-Objective Test Function
In order to evaluate the performance of the improved algorithm, fifteen representative test functions are selected from four multi-objective test function series and optimized, they are DEB, FON, ZDT (1,2,3,4,6) [41] .
Multi-Objective Evaluation Index
In the literature, a set of evaluation indicators for multi-objective algorithm performance have been proposed, these methods can be attributed to two categories: the first is used to evaluate the proximity of the search solution to the real Pareto front-end solution which is mainly used to evaluate the convergence of the algorithm; the other is to evaluate the distribution of the obtained solution. In order to evaluate the performance of the multi-objective particle swarm optimization algorithm on the test function, this paper introduces two classic performance evaluation indicators. The specific data evaluation indicators are listed below.
(1) Inverted General Distance (IGD)
The IGD [42] is used to evaluate the Euclidean distance of the nearest Pareto optimal solution to the nearest Pareto optimal solution set. The formula is as follows:
}, k = 1, 2, . . . , |Q * | (34) where Q represents the Pareto optimal solution set found by the multi-objective algorithm, |Q| represents the number of non-inferior solutions in Q, Q * represents the theoretical Pareto optimal solution set, |Q * | represents the number of non-inferior solutions, and d i represents the distance from the first non-inferior solution found to the theoretically closest Pareto optimal solution, and f (i) j is the j-th objective function value of the i-th solution in Q, f * (k) j is the j-th objective function value of the k-th solution. If IGD=0, it means that all solutions found are in the Pareto optimal solution set, so the smaller the IGD the better performance.
(2) Hyper Volume (HV)
The HV [43] is used to calculate the super-volume of the coverage area determined according to the position of all the points in the obtained non-dominated solution set. The index can comprehensively determine the convergence and diversity, which are defined as follows:
All the values usually need to be normalized before calculating the super volume index. When the calculation is completed, the obtained solution can be analyzed according to the size of the super volume index. The larger the value of the super volume, the closer the resulting non-inferior solution front is to the true Pareto optimal solution, and the better the distribution of the solution. Therefore, the convergence of the Pareto solution relative to the true Pareto optimal solution frontier and the distribution diversity of each point in the solution set can be comprehensively measured by this index.
(3) Multi-objective comparison algorithm In this paper, a multi-objective immune algorithm, three multi-objective evolutionary algorithms and two different multi-objective PSO algorithms are compared with the IBBMOPSO. They are NSGA2, SPEA2 , PAES2, MOPSO and BBMOPSO algorithm. The population size and the reserve size of all the algorithms are set as the 100. Table 7 shows the other specific parameter settings for the six algorithms including the IBBMOPSO algorithm. Table 7 . Parameter setting of the algorithm.
Algorithm Parameter
NSGA2
The variation coefficient of variation is set to 20
The probability of variation is 3
The probability of crossover is 0.9 Bidding selection
SPEA2
The exchange probability is set to 0.5
The two mutation probabilities are 0.2
The two crossover probabilities are 0.8 Bidding selection
PESA2
The number of grids is 7 The probability of crossover is 0.5 The probability of mutation is 0.5
MOPSO
The number of grids is 7 The probability of mutation is 0.1 Both the individual and the global learning factors are 1 and 2
The inertia weight is ω = 0.5 BBMOPSO Mutation parameter α = 10 IBBMOPSO Mutation parameter α = 10 Point adjustment factor β = 0.01
Simulation Results and Performance Analysis
In order to evaluate the optimization performance of IBBMOPSO algorithm, this paper compares it with three representative multi-objective evolutionary algorithms (NSGA2, SPEA2 [44] , PESA2 [45] ) and two different multi-objective particle swarm optimization algorithms (MOPSO, BBMOPSO). A multi-target performance index was compared and analyzed. The algorithm performed 30 simulation experiments on 12 test functions. In order to compare the different algorithms, a fair time measure must be selected. The number of iterations cannot be used as a time measure, as the algorithms do differing amounts of work in their inner loops. It was, therefore, decided to use the number of function evaluations (FES) as a time measure [46] . In this paper, the maximum FES (function evolutions) of a test function is set to 15,000 times. Table 8 compares the performance of IBBMOPSO algorithm and the IGD index with other algorithms. IGD is used to evaluate the Euclidean distance between the nearest Pareto optimal solution and the theoretical Pareto optimal solution. The smaller the IGD value, the closer the distance of the non-inferior solution to the optimal Pareto front end. It is obvious that IBBMOPSO has better IGD characteristics than other algorithms, in particular, for the functions DEB, FON, ZDT1, ZDT2, ZDT3, ZDT4, it has the best IGD characteristics, and it has the second best IGD for ZDT6. It is clear that the proposed method has overall better IGD index than other algorithms which means that the searched non-inferior dissociation is the closest to the theoretical optimal frontier. Finally, we should note that although the IBBMOPSO algorithm does not have IGD as good as BBMOPSO for ZDT6, it has the most significant improvements for functions ZDT2 and ZDT4. For other functions, a small improvement in IGD is also achieved. Table 9 gives the super-volume index data of IBBMOPSO and other algorithms. It can be seen from the table that SPEA2 has better performance for function ZDT4, PESA2 is better for function ZDT6, while IBBMOPSO is better for all other functions. Therefore, among these algorithms, the IBBMOPSO algorithm is the best to strike the balance between the convergence and diversity. 
Application of IBBMOPSO to the Optimization of Solar Power Systems
In this paper, we use NSGA2, MOPSO and IBBMOPSO to optimize each model and obtain a series of Pareto solutions. This paper uses three different multi-objective decision-making methods.
Multi-Objective Optimization Methods
Fuzzy Optimization
The fuzzy optimization [47] represents each objective function value by introducing a linear membership function. The membership function is defined as follows:
Where f min i and f max i are the minimum and maximum values of the i-th objective function corresponding to all the program sets, and the membership function value u i varies between 0 and 1. The larger the value of u i , the better the compatibility of the solution with the optimal solution set.
For each non-dominated solution X, the normalized membership function is defined below:
where M is the number of scenarios and N is the number of objective functions. u k can be regarded as a fuzzy combination of the membership function of the non-dominated solution set. In the fuzzy set, the scheme with the highest degree of membership is defined as the best ideal solution.
Linear Programming Method for Multidimensional Analysis of Preference(LINMAP)
The LINMA [48] is a multi-attribute decision-making method based on the ideal solution. It is judged by the decision maker to give a set of ordered scheme pairs that represent the scheme x k better than the scheme x i and the index value a * j of the scheme x i with respect to the attribute f j , which is established by a linear programming model to find the weight w j of each attribute and the ideal solution a * j , then use the square of the Euclidean distance
to rank the advantages and disadvantages of the scheme.
Technique for Order Preference by Similarity to an Ideal Solution(TOPSIS)
The TOPSIS method [49] is a method of sorting schemes by means of ideal solutions and negative ideal solutions of multi-objective decision problems. The so-called ideal solution is the best solution. Its various index values can reach the best value of each candidate program, while the negative ideal solution is the worst solution, and its indicators reach the worst value of the solution. Generally speaking, the original solution set usually does not have such ideal solution and negative ideal solution. Therefore, if there is a solution in the solution set that is very close to the ideal solution and away from the negative ideal solution, then the solution can be considered as the best solution in the solution set. Therefore, when the TOPSIS method is used to solve multi-objective decision problems, a measure is defined in the objective space to measure the extent to which a solution is close to the ideal solution and away from the negative ideal solution.
Suppose the decision problem of multi-objective systems with n scenarios and m indicators is studied. The distance S * i from solution X i = (x i1 , . . . , x im ) to ideal solution X * = (x * 1 , . . . , x * m ) and the distance S − i to X − = (x − 1 , . . . , x − m ) of the negative ideal solution are:
where X i,j is the normalized value of the jth indicator of solution X i : X * j and X − j are the jth component of the ideal solution X * and the negative ideal solution X − . The relative proximity of the merits and demerits of the solution is C * i :
when X i is the ideal solution, then C * i = 1; when X i is the negative ideal solution, then C * i = 0. Prioritize the schemes in order of C * i from the largest to the smallest.
Simulation Experiments
Algorithm Implementation of Multi-objective Engineering Design Problem
In order to optimize, compare and analyze the two power generation system models with the selected three multi-objective algorithms, the specific implementation steps of the algorithm are given below.
Step1: Set the relevant parameters of the algorithm and initialize the population.
Step2: Each algorithm is optimized for each system model and get a series of Pareto solutions.
Step3: For each model, the corresponding optimal solution of each objective function is selected from the Pareto solution set obtained by the three algorithms, and then the optimal solutions obtained by different algorithms for the same target are compared and analyzed.
Step4: Use three different multi-objective decision methods to select the ideal solution from the Pareto solution set obtained by the IBBMOPSO.
Simulation Results for Solar Stirling Power Generation System
This section discusses the optimized mathematical model of the Stirling power generation system. The number of iterations for the three algorithms is set to 10,000. Table 10 shows the NSGA2, MOPSO and IBBMOPSO for the solar Stirling power generation system. Partial Pareto solutions to the objective functions (maximum power output P S (W), minimized entropy generation rate σ(W/K), maximizing thermal efficiency η m ) are for the individual objectives of the individual targets. The ideal solutions obtained by the three multi-objective decision methods are also given in Table 11 . It can be seen from Table 10 that whether it is for maximizing power output, minimuming the entropy generation rate or maximizing the thermal efficiency, the quality of the best individuals found by IBBMOPSO is higher than the other two algorithms. Figure 6 shows the Pareto optimal frontier distribution of the three algorithms in the optimization design of the solar Stirling power generation system. In addition, the ideal and non-ideal solutions of the model and the ideal solution found by the three multi-objective decision methods are also labelled. It can be seen from the figure that the distribution of solutions searched by the three multi-objective algorithms is roughly the same, but the solution searched by IBBMPSO is superior to NSGA2 and MOPSO both in scope and quality. 
Simulation Results of Solar Brayton Power Generation System
This section presents the results of the optimized mathematical model of the solar Brayton power generation system. The same as the solar Stirling power generation system, the maximum number of iterations of this optimized design is set to 10000 times. Table 12 shows the single-objective optimal individuals for the optimal power generation P B (W), optimal thermal efficiency η m , and optimal thermal economic efficiency F for the optimal solution of the solar Brayton power generation system. It can be clearly seen from the data marked in the shaded part of the table that the solution found by IBBMOPSO and the MOPSO are the same and superior to NSGA2 in maximizing the power output target. In maximizing thermal efficiency, the best solutions achieved by the IBBMOPSO is superior to the other two algorithms. And the solution produced by the MOPSO that maximizes the thermal economic efficiency is optimal. The ideal solutions obtained by the three multi-objective decision methods are also given in Table 13 . Figure 7 shows the Pareto frontier distribution optimized by the three multi-objective algorithms for the solar Brayton power generation system. It is obvious that the solution distribution of IBBMOPSO is the widest, and the solution searched by the MOPSO is relatively small. The range only coincides with the solution decomposition searched by the algorithm in this paper, and the solution set searched by the NSGA2 algorithm is not as good as the other two algorithms in terms of the distribution range and the quality of the solution. 
Conclusions and Future Work
In this paper, an IBBMOPSO algorithm has been proposed based on the BBMOPSO. The experimental results of the improved IBBMOPSO on the test functions show that the IBBMOPSO algorithm has better convergence and distribution than other algorithms. The proposed algorithm is then used to optimize the multi-objective mathematical model of two engineering design problems. The simulation results show that IBBMOPSO has better performance than existing popular approaches. The highlights of this paper cover the following aspects:
1. Multi-objective optimization algorithms play an increasingly important role in optimizing the power generation systems from solar energy. 2. The IBBMOPSO is proposed based on the BBMOPSO. The experimental results show that IBBMOPSO has better performance than other multi-objective intelligent optimization algorithms. 3. IBBMOPSO can provide more options for multi-objective engineering optimization problems than other multi-objective intelligent optimization algorithms.
The proposed IBBMOPSO algorithm has been successfully applied in the optimal design of solar Stirling power generation system and solar Brayton power generation system, and it can be applied to multi-objective engineering optimization design problems.
The MOPSO [6] still has a lot of room for improvement, for example, in developing new particle update strategies and new mutation strategies. The representative external storage file mechanism in the multi-objective optimization can be further improved. Finally, the models of the two generation systems are steady-state models under two assumptions, and the development of more accurate models for the optimal design also deserves future work.
