ABSTRACT
INTRODUCTION
Wave problems present a major challenge to computation when the geometric length scale is large in proportion to the natural wavelength. This work describes two perspectives for understanding the numerical difficulties that arise in the solution of wave problems: loss of best approximation and failure to adequately represent subgrid scales. These views lead to various approaches to the development of efficient discretization schemes for acoustics, some of which are reviewed.
Computational acoustics has been an area of active research for almost half a century, also related to other fields of application such as geophysics, meteorology, electromagnetics, and so on. The challenge of efficient computation, at high wave numbers in particular, has been designated as one of the problems still unsolved by current numerical techniques [1] . Standard computational methods are unable to cope with wave phenomena at short wavelengths because they require a prohibitive computational effort to resolve the waves and control numerical dispersion errors. The failure to adequately represent subgrid scales misses not only the fine-scale part of the solution, but often causes severe pollution of the solution on the resolved scale as well. This phenomenon is related to the deterioration of numerical stability due to accumulation of dispersion errors. Many current discretization techniques are being developed in response to the challenge of controlling such errors effectively.
The Helmholtz equation describes timeharmonic acoustic and electromagnetic waves. The indefinite Helmholtz operator may lose ellipticity with increasing wave number since in that case, its weak form no longer induces a norm. This is related to the pollution effect, in which Galerkin finite element solutions with continuous low-order piecewise polynomials differ significantly from the best approximation [2] due to spurious dispersion in the computation, unless the mesh is sufficiently refined. In practical terms, pollution leads to a substantial increase in the cost of the finite element solution of the Helmholtz equation at higher wave numbers.
Domain-based methods such as finite elements are suitable for solving interior problems as well as exterior radiation and scattering problems in bounded domains that have been truncated by absorbing boundary conditions, infinite elements, or absorbing layers (see, e.g., the book by [3] ). Historically, boundary element schemes based on integral equations [4] [5] [6] , which do not require special treatment of the unbounded domain, were the preferred computational method in acoustics due to the reduced dimensionality of the domain, leading to fewer degrees of freedom. Over a decade ago, it became apparent that finite elements can be more efficient on large-scale problems because of the structure of their matrices in comparison to the global nature for boundary element discretization [7, 8] . While this conclusion becomes less obvious with the recent incorporation of fast multipole methods [9, 10] , finite element methods retain the advantages of robustness and ease of integration with other discrete models in coupled problems.
ABSTRACT DIRICHLET PROBLEM
Let Ω ⊂ R d be a d-dimensional, open, bounded region with smooth boundary Γ.
For simplicity, consider the following (homogeneous) Dirichlet boundary value problem: find u : Ω → R such that
Here f : Ω → R is given. We think of L as a secondorder differential operator. Generalization of the following results to problems with other types of boundary conditions and inhomogeneous boundary data, including radiation conditions representing unbounded domains, is straightforward. 
The conventional finite element method is based on continuous Galerkin approximation in terms of the set of functions V h ⊂ V, typically made up of continuous piecewise polynomials: find u h ∈ V h such that
For some operators, this approach assures high coarse-mesh accuracy, but not for others.
Best Approximation: Nearly Optimal Petrov-Galerkin
The "best approximation" property can explain the difficulties that arise in some cases. When the bilinear operator is an inner product, the norm that it induces is often called the energy norm. Best approximation in the energy norm implies optimality of the finite element method in the sense that it minimizes the error e = u h − u:
For the Laplace operator the energy norm is the H 1 seminorm. In geometric terms, the finite element solution can be described as the H 1 projection of the unknown exact solution onto the finite-dimensional subspace
This property is associated with nodal exactness in one dimension, but more importantly, it ensures good performance of multidimensional computation at any mesh resolution. Best approximation in the energy norm is retained for many elliptic operators.
Reactiondiffusion, where an undifferentiated term is added to the Laplace operator, is one such case. However, as the value of the reaction coefficient grows, the energy norm tends to the L 2 norm, losing the ability to control derivatives. The solution is still optimal, but in a norm that has become too weak. In computation, this takes the form of spurious oscillations in the vicinity of the thin layers that appear in the solutions of such problems, unless the mesh is sufficiently refined [11, 12] .
In time-harmonic acoustics, governed by the Helmholtz equation, the sign of the undifferentiated term is reversed, and the coefficient is the wave number squared. As the wave number increases, the Helmholtz operator becomes indefinite and no longer induces a norm. This is related to the "pollution effect" [2] , which can be interpreted physically as accumulation of spurious dispersion, or phase error.
Similar spurious phenomena related to the loss of good numerical performance at any mesh resolution by the standard finite element method are evident in other problems as well. In such cases, finite element computation can become prohibitively expensive in the presence of sharp gradients and rapid oscillations. This perspective motivates the development of methods that possess best approximation in the H 1 seminorm, as in Eq. (7), rather than the energy norm, retaining the high coarse-mesh accuracy of standard finite elements for the Laplace operator.
For simplicity, the following presentation is limited to operators for which the corresponding boundary operator is the normal derivative. Accounting for other cases merely requires additional notation. Partition the domain Ω in the usual way into n el nonoverlapping regions Ω e (element domains) with boundaries Γ e , e = 1, . . . n el . Denote the union of element interiors by
Similarly, the union of element boundaries is denoted
Following [13] , assume that V h is given. The solution of the Petrov-Galerkin equation
is optimal in the H 1 seminorm, as desired, provided that the weighting functionsv
approximately, yet may be solved readily. This is achieved by replacing the condition on the jump in normal derivatives across element boundaries (12) with the condition
Note that the functions v E =v h − v h are bubbles over the elements, yet they are not residualfree, except in special cases such as piecewise linear Galerkin weighting functions on regular meshes.
The nearly optimal Petrov-Galerkin (NOPG) formulation [15] is stated in Eq. (10), with modified weighting functions defined in Eqs. (11) and (13) . The label "nearly optimal" can be justified by the fact that this formulation approximates the H 1 -optimal result (7), in the sense that its solution satisfies
The nonzero right-hand side is a measure of the distance of the Petrov-Galerkin solution from H 1 optimality. This is related to the lack of symmetry of the formulation.
The basis forV h is defined on the element level, in terms of the standard local shape functions N a . Since v h in an element is expressed as a linear combination of nodal shape functions and arbitrary nodal coefficients,v h is expressed as a similar linear combination of modified nodal shape functionsN a and the same arbitrary nodal coefficients. The modified shape functions are found by solving
The modified shape functions retain the interpolation property of the standard polynomial shape functions.
Variational Multiscale Framework
The multiscale perspective offers another interpretation of the lack of good numerical performance at any mesh resolution by the standard finite element method in some cases. Numerous approaches to alleviating this deficiency are based on modifications of the continuous piecewise polynomial Galerkin approximation. Several such related methods can be derived by the variational multiscale (VMS) approach [16, 17] .
By this method, we consider an overlapping sum decomposition of the solution. In finite element computation, we havē
Here u h ∈ V h is based on standard, finite element polynomials, representing coarse scales that are resolved by the mesh, and u E ∈ V E is an enhancement or enrichment, representing fine or subgrid scales, so thatV
Such a decomposition of the solution into a linear part and a bubble was already considered by [18] . The determination of the fine scales is key to the multiscale representation.
Following [17] , we obtain a formula for the unresolved, fine scales
in terms of the integral, generally nonlocal operator M E , which depends on the space of fine scales (see [17] for details). The unresolved scales may be viewed as being driven by the residual of the resolved scales. This formula leads to an equation for the coarse scales:
which includes the nonlocal effect of the fine scales. The term L * v h is interpreted as a Dirac distribution on the entire domain, with integrals over element interiors and jump terms integrated across element boundaries [17] .
Various practical approximations arise from different treatments of the unresolved fine scales. The simplest approach is to employ a bubble representation of the fine scales [18] [19] [20] , thereby localizing the effect of the fine scales. Solving a homogeneous Dirichlet, element-level problem for the fine scales is the approach that underlies the concept of residualfree bubbles (RFB) [21] [22] [23] , as well as the related NOPG method. A similar result is obtained by employing an element Green's function [16] , and the link to RFB was explored by [24] . The obvious limitation related to the loss of essential global effects inherent in local approaches may be overcome by employing nonconforming methods [25, 26] . The relationship of VMS methods based on fine-scale Green's functions to optimal stabilized methods with global and local character is described by [27] .
LEAST SQUARES STABILIZATION
Some stabilized methods may be derived directly within the VMS framework as well, and others are closely related. Stabilized methods stand out among the numerous improved approaches by combining substantial improvement in performance with extremely simple implementation.
Methods
Stabilized methods of adjoint type
also called "unusual stabilized finite element methods" [28, 29] , may be derived in the VMS framework and are related to RFB. The additional stabilizing terms (cf. Eq. (5)), are integrated over element interiors to respect regularity requirements of typical, piecewise smooth, finite element functions, superseding the distributional interpretation in this case. In practice, standard finite element procedures that assemble global arrays from element contributions are employed without modification. The stability parameter τ is defined on the element level, depending on the element size, the finite element interpolation, and the coefficients of the problem. The structure of the additional stabilizing terms compared to Eq. (20) indicates that the stability parameter provides an algebraic approximation of the integral operator M E . In practice, for the self-adjoint Helmholtz operator, this method is form-identical to the Galerkin/least squares (GLS) method [12] 
(the only difference is in the sign of the stability parameter). The stability parameter for acoustics is usually defined by dispersion considerations [12, 30, 31] , which typically don't account for unstructured meshes, although improved performance in computation is not limited to structured meshes [30, 32] . There is recent progress in the definition of the stability parameter for distorted elements [33] . The VMS distributional interpretation motivated the development of a stabilized method that includes the inter element jump terms [34] , which are usually omitted in the local approach. The related method of Galerkin-gradient/least squares (GGLS),
was originally developed to stabilize problems governed by the modified Helmholtz equation [12] , and was later shown to be effective on the Helmholtz equation as well [35] . The GLS and GGLS methods are quite similar for linear finite elements. In fact, both produce identical solutions on structured meshes of linear elements (for constant-coefficient Dirichlet problems with uniform source distributions, see [35] ). Numerical comparisons of the two methods in more elaborate configurations show that their performance is similar [30] .
Stability Parameter by Dispersion Analysis
Consider time-harmonic acoustics, where Lu = −∆u − k 2 u is the self-adjoint, indefinite, Helmholtz operator with given wave number k. Dispersion analysis of numerical methods for the Helmholtz equation examines the dependence of the numerical error on mesh resolution as well as mesh orientation, by comparison to exact, free-space solutions of the constant-coefficient, homogeneous equation, typically in the form of plane waves. These ideas can be extended to cylindrical and spherical waves as well [36] . The analysis measures the performance of the standard Galerkin method and provides a tool for the design of improved methods. A homogeneous, isotropic continuum is nondispersive. This is usually no longer the case for discrete representations. Each numerical method is characterized by a resolution-dependent approximate wave number, which accounts for numerical dispersion.
Free-space solutions of the homogeneous Helmholtz equation with constant wave number are plane waves:
Here |k| = k. For a plane wave propagating in the θ direction in two dimensions, k T = k c, s , c = cos θ, and s = sin θ.
In contrast to exact solutions in isotropic continua, numerical solutions are anisotropic in the sense that they depend on the orientation of the mesh with respect to the direction of propagation, in addition to mesh resolution. This phenomenon is known for both Cartesian [31, 34, [37] [38] [39] [40] [41] [42] [43] [44] and triangular [40, 43] mesh topologies.
The finite element representation of a plane wave parallel to element faces on a uniform threedimensional mesh of hexahedra is identical to propagation at an arbitrary direction in two dimensions. Consider a uniform two-dimensional mesh of four-noded bilinear quadrilateral elements of size h, aligned with the global axes, with nodal points located at (mh, nh), m, n ∈ Z. Values of a plane wave in two dimensions (24) , oriented at an angle θ to the mesh, at the nodal points are
Dispersion analysis considers corresponding nodal values of finite element solutions in the form
The following analysis determines the dependence of the approximate wave number k h on the mesh resolution G = 2π kh (27) (representing the number of nodal points per wavelength) and orientation. Each internal node in a structured planar mesh of bilinear quadrilaterals is shared by four elements. In the banded global coefficient matrix, the equation for each internal node depends only on the values of the nodes belonging to those four elements-nine nodes altogether. Consequently, the dispersion analysis considers such a typical nine-point patch ( Fig. 1 ). Substituting the plane wave form (26) into the nine-point stencil that arises at any interior node yields the following Galerkin dispersion relation for a Cartesian mesh aligned with element faces parallel to a plane wave:
FIGURE 1. Nine-node Cartesian patch
The variation with respect to the direction of propagation θ is a manifestation of anisotropy. This is an implicit relation for k h . The response is a symmetric function of orientation, with a periodicity of π/2. Consequently, it is sufficient to examine the response between 0 and π/4. Values of k h h satisfying the implicit relation (28) for intermediate orientations are obtained numerically, and are shown in Fig. 2 , for different levels of the mesh resolution (see Eq. (27)). Note that the bilinear element solution is more dispersive when the mesh is aligned with waves. The dispersion varies approximately 50% with the orientation.
The stability parameter of stabilized methods is usually defined by dispersion considerations. The original form of the GLS method for acoustics [12] incorporates a stability parameter that eliminates dispersion on uniform meshes of quadrilaterals aligned with the direction of propagation (Q − 0):
This was generalized to other directions of propagation [31] such as eliminating dispersion when element diagonals are aligned with the direction of propagation (Q − π/4). In particular, the bisecting direction (Q − π/8) was advocated. Extending these ideas to linear triangular elements, the parameter is defined by dispersion on hexagonal patches, which exhibit low anisotropy [45] . The method parameter that eliminates spurious dispersion of plane waves along the altitude of linear triangular elements in a hexagonal mesh topology (T − π/6) is quite simple,
yet provides an excellent approximation of the parameter Q-π/8. Figure 3 compares the stability parameters.
The definition of the element size h is a matter of consequence in computational methods with meshdependent parameters. The stability parameters are usually defined from dispersion analyses, which are performed on uniform meshes. The natural definition of the mesh size is the element side in such cases. However, the generalization of this concept to unstructured meshes is less clear-cut. Possible options for quadrilaterals are the average element
FIGURE 3. GLS stability parameters side (i.e., a quarter of the perimeter), the square root of the area, and the ratio of the area to the average element side. These alternatives coincide with the usual definition on uniform meshes.
Numerical Results
A series of computations compares the numerical performance of the GLS and GGLS methods for several configurations with different kinds of boundary conditions employing structured and unstructured meshes of four-noded quadrilaterals [30] . The numerical tests examine the effects of different definitions of the stability parameters as well as definitions of the element size on which they depend. Results for radiation in an automotive interior are reported as a sample of these numerical tests. Consider a domain related to a car compartment ( Fig. 4) with no distributed sources (f = 0), similar to a problem solved by [46, 47] . Of the two wave numbers examined, kL = 5 and 20 (nondimensionalized by the length of the compartment), only results for the higher wave number with relatively low resolution are reported. The boundary conditions, representing acoustic properties of a simplified car construction, are a plane wave in the direction θ = π/3.6 for the vibration of the firewall, an impedance condition with α = 0.9 for the absorbing roof and a homogeneous Neumann condition elsewhere. The domain is discretized by a set of three increasingly refined unstructured meshes (Fig. 5) . In the coarsest mesh, there are 127 nodes with 100 quadrilaterals. The resolution in this mesh ranges from 3.56 to 29.1 (with a mean over the resolutions of 6.54) points per wavelength. The lower limit of resolution in this mesh is clearly insufficient to resolve the higher wave number adequately. 
BUBBLE STABILIZATION
The RFB and NOPG improved methods, obtained by bubble-based enrichment, are closely related, and identical in some cases.
Methods
The NOPG formulation [15] is stated in Eq. (10), with modified weighting functions defined in Eqs. (11) and (13) .
To define the RFB method, we assume that V h is given and that the enrichment functions u E (and v E ) are element-level bubbles; that is, they vanish at element interfaces. The fine-scale problem can then be written in strong form:
In this case, the coarse-scale equation is simplified since the interelement jumps in the second term on the left-hand side vanish due to the bubble nature of the enrichment functions, leaving only integrals over element interiors:
This is the RFB problem, with the residual-free bubbles defined in Eqs. (31) and (32) .
Remark. This form of the equation justifies the use of simplifications of u E in practical implementation. For advection-diffusion, a reduced solution for the advective limit is considered, lacking a thin boundary layer along the outflow boundary to satisfy compatibility requirements. The presence of such a boundary layer is of little consequence in the integration of the bubble in Eq. (33) so that it may be replaced in practice by the simpler reduced solution with interelement jumps.
The basis for V E is defined on the element level, in terms of N a , the standard polynomial shape function of local node a. Since u h in an element is expressed as a linear combination of nodal polynomial shape functions and nodal coefficients, u E is also expressed as a linear combination of nodal bubble basis functions b a and the same nodal coefficients. The bubble basis functions are found by solving
To compare the two methods, recall that the RFB method can be written in terms of a modified approximate solutionū
and the the modified weighting function of NOPG can be expressed in terms of a bubblē
In both cases, the nodal basis can be formed either in terms of modified shape functions or bubble basis functionsN
Thus the modified shape function can be defined directly or via the bubble basis function. The element-level auxiliary boundary value problem that defines the RFB bubble basis functions can also be stated in terms of modified shape functions, and conversely the NOPG problem for modified shape functions can also be expressed for bubble basis functions [48] . The boundary conditions for both methods, either in terms of modified shape functions or bubble basis functions, are identical, and the governing differential equations are quite similar.
The differential operators are identical for the self-adjoint Helmholtz operator. The differences between the auxiliary functions of the two methods lie in the presence of the given function f and the Laplacian of the standard shape function ∆N a . The performance of numerical methods for problems of acoustics is often evaluated by dispersion analysis, which examines homogeneous solutions on regular meshes. Under these conditions, again, the functions for the two methods are identical.
Remark. In many cases, the two methods with identical auxiliary functions lead to the same nodal solutions. However, the RFB solution is enriched with bubbles, whereas the NOPG solution is not. Thus the RFB method may exhibit superior performance measured in an integral norm (see Section 4.3).
In summary, the auxiliary functions are expressed either by modified shape functions that satisfy a homogeneous Helmholtz equation within the element with inhomogeneous Dirichlet boundary conditions on the element boundary, (40) or by bubble basis functions that satisfy an inhomogeneous Helmholtz equation within the element with homogeneous Dirichlet boundary conditions on the element boundary,
Auxiliary Functions
Several expressions for the auxiliary functions were derived independently, without recognizing the connection between them. Beginning with a twonoded linear element of length h in one dimension, a = 1 or 2, the parent domain is the biunit interval with nodal coordinate ξ a = (−1) a . The linear shape functions are
The modified shape functions [15] N a = sin (khN a (ξ)) sin kh (44) are expressed concisely in terms of the linear shape functions, satisfying the element-level boundary value problems (39) and (40) . As expected,N a → N a as kh → 0. The modified shape functions become unbounded at kh = π, the first resonance of the boundary value problems (39) and (40) . This corresponds to an unrealistically low mesh resolution of G = 2 and thus poses no practical difficulty. As a prelude to the more complicated twodimensional configurations, consider an alternative representation for the one-dimensional case as an infinite series for the bubbles. The bubble basis function is expressed in terms of eigenfunctions of the Dirichlet problem for the Laplacian
satisfying the homogeneous boundary conditions (42) . To satisfy the inhomogeneous differential Eq. (41), by orthogonality,
At resolutions over G = 2 (i.e., kh < π), the boundary value problems (39)- (40) and (41)- (42) have unique solutions so that the modified shape functions (44) and the full series representation of the bubble basis functions (45) satisfy the relationship (38) . Consider a four-noded bilinear square element of side h in two dimensions. Three series representations are outlined for this case, with more details provided by [48] . The first is a simplification of a double-index series derived in a manner similar to that just presented in one dimension [15] , denoted here BH. The bubble basis function is again expressed in terms of eigenfunctions of the Dirichlet problem for the Laplacian, satisfying the homogeneous boundary conditions (42) , with coefficients determined by orthogonality to satisfy the inhomogeneous differential Eq. (41) . In practice, the series is truncated after a finite number of terms. Let M and N denote the upper limit of each index. We consider only cases in which M = N .
An alternative approach was employed in the first application of the RFB method to the Helmholtz equation [22] , denoted here FFML. Separation of variables leads to a single-index series for the modified shape function, satisfying the homogeneous Eq. (39), with coefficients determined by orthogonality to satisfy the inhomogeneous boundary conditions (40) . In practice, the series is truncated after M terms. Numerical tests were performed with M = 200 terms in this series [22, 40] .
An unpublished approach (C. Farhat personal communication, 1996) , denoted here CF, also considers the bubble. A single-index series is obtained by separation of variables, treating the homogeneous and particular solutions in one of the directions separately and satisfying the homogeneous boundary conditions (42) , with coefficients that ensure satisfaction of the inhomogeneous Eq. (41) . Again, in practice, the series is truncated after M terms.
As in the one-dimensional case, the boundary value problems (39)- (40) and (41)- (42) have unique solutions at resolutions over G = 2 (i.e., kh < π). Thus the full series representations of the BH and CF bubble basis functions are equal and, together with the FFML modified shape functions, satisfy the relationship (38) . As a practical guideline, we wish to determine which of these three alternative series, BH, FFML, or CF, provides adequate representation of the improved shape functions with the fewest terms, and the number of terms that should be used.
In the practical implementation of the bubbleenriched methods, dispersion depends on the number of terms employed in the series M . Let k h M denote the approximate wave number obtained by the truncated representation of a given series. The approximate wave number k h is obtained by the full representation of any of the series (computed by taking a large number of terms in one of the series). The incremental error in the approximate wave number,
is used to evaluate the convergence of each series. The incremental error for each series depends also on the resolution and orientation. The dependence of the incremental error on the number of terms in two of the series, for a low resolution of G = 4 and an intermediate resolution of G = 10, and the two extreme values of orientation, are shown in Fig. 7 . The number of terms in each series required to keep the incremental error in the approximate wave number below a threshold of 10 −4 is shown in Table 1. The CF series with six terms provides this accuracy at any resolution above four points per wavelength. Consequently, we advocate the use of the CF series with about six terms for the fournoded RFB and NOPG elements.
Now that the bubble representation has been determined, the dispersion properties of the fournoded RFB and NOPG elements can be examined. Of course, all three series representations converge to the same dispersion behavior with a sufficient number of terms. formance of the improved methods along element diagonals is striking and agrees with behavior observed in numerical tests for advection-diffusion [21] .
The superior performance of the bubble-enriched methods over the Galerkin method motivates the comparison to other improved methods such as the GLS-stabilized method. Figure 8 (right) compares the behavior of the bubble-enriched methods to that of the version of GLS that eliminates spurious dispersion along element diagonals (Q − π/4). In this case, the dispersion properties of GLS are superior at every resolution.
Numerical Results
A series of computations examines the numerical performance of the bubble-enriched methods, employing structured and unstructured meshes of four-noded quadrilaterals for several wave guide problems. The bubble enrichment is based on the CF representation with six terms, as recommended by the dispersion analysis. The behavior is compared to the version of the least squares stabilized method that eliminates spurious dispersion of plane waves in the bisecting direction, as advocated by [31] , and denoted GLS (π/8). Results of some of these numerical tests are reported.
Consider an a × a square with ka = 8 and no distributed sources (f = 0). Two cases are considered, defined by different combinations of boundary conditions (to be specified subsequently) that are imposed on the boundaries of the square so that the exact solution is a plane wave propagating in a given direction (24) .
The domain is discretized by two sets of three increasingly refined meshes each. The first set consists of nested uniform meshes of 8×8, 16×16, and 32×32 elements, that is, the element sides are halved from one level of refinement to the next (Fig. 9) . The cor- The other set consists of three nonuniform meshes each (Fig. 10) . These meshes contain highly distorted elements with large variations in mesh size to test computational performance under extreme conditions. Each mesh has a mean element size roughly the same as the corresponding uniform mesh. The element size of a distorted element is taken as the average side of the element. The bubble enrichment is originally constructed for square elements. The same functions, defined in the parent domain, are used for general quadrilateral elements as well, although they don't satisfy the auxiliary boundary value problems exactly in distorted elements. Integration in distorted elements is performed with 2 × 2 Gaussian quadrature.
The first case presented is a plane wave aligned with the x-axis, that is, θ = 0 in Eq. (24), specified by appropriate inhomogeneous Dirichlet boundary conditions on the boundaries that are normal to the x-axis and homogeneous Neumann boundary conditions on the boundaries that are normal to the yaxis. Results for the various meshes are reported in Fig. 11 , measured in the H 1 seminorm. Nodal results of the NOPG and RFB methods on meshes that are not uniform are indistinguishable, although not theoretically identical. Accounting for the bubble enrichment in the RFB results (i.e., interpolating the nodal results by the modified shape functions that include polynomials and bubbles), denoted RFB(+), considerably reduces the error. The RFB/NOPG results are comparable to GLS (π/8) and slightly better than the Galerkin solution, particularly at lower resolutions. However, the RFB(+) results are noticeably superior.
Inhomogeneous Robin boundary conditions are now specified on all boundaries so that the exact so- lution is a plane wave propagation at an angle of θ = π/4 with respect to the x-axis (see Eq. (24)). Results for the various meshes are reported in Fig. 12 . The performance observed in the previous case is repeated here, namely, that the RFB/NOPG results are comparable to GLS (π/8) and slightly better than the Galerkin solution, particularly at lower resolutions, and the RFB(+) results are noticeably superior.
DISCONTINUOUS ENRICHMENT METHOD
An alternative approach that has appeared predominantly in time-harmonic acoustic applications is to base the fine scales on free-space solutions of the homogeneous differential equation (e.g., plane waves in the case of the Helmholtz equation). These functions are often readily available, but are typically global, and hence require specialized treatment in practice. The generalized finite element method (GFEM) of [49] is an extension of the partition of unity method (PUM) of [50] , applied to acoustics [51] , in which the free-space homogeneous solutions are multiplied by conventional finite element shape functions. The piecewise polynomial shape functions localize the free-space homogeneous solutions and provide interelement continuity. In PUM, the product of free-space homogeneous solutions and finite element shape functions constitutes the entire approximation, whereas in GFEM, only the fine scales are based on this product, together with conventional finite element functions for the coarse scales, thus alleviating the severe ill-conditioning to which PUM is susceptible. The efficient integration of oscillatory functions is also a crucial issue in these methods.
Similar ideas for incorporating features of the differential equation in the approximation, but in discontinuous frameworks with specialized treatment for interelement continuity, go back to the weak element method [52] , as well as the recent ultra weak variational formulation [53] and least squares method [54] . Similarly, the variational theory of complex rays is based on a formulation in which admissible solutions satisfy the differential equation, and interelement continuity is enforced weakly by average flux-type quantities. This method was developed for structural vibrations [55] , and its extension to acoustics should be straightforward. Such formulations closely resemble Trefftz approaches (see, e.g., [56] ). As in PUM, the special basis functions in these methods replace the standard finite element polynomials. Various implementations of hybrid approaches combining finite elements with wave-based methods have been suggested [57, 58] . Some discontinuous formulations employ finite element polynomials, instead of oscillatory basis functions [59] .
Fine Scales
In the discontinuous enrichment method (DEM), standard finite element polynomials are retained for the coarse scales and are enriched within each element by nonconforming free-space homogeneous solutions representing fine scales, with continuity enforced in the variational formulation [60] . This approach, applicable to general multiscale computation [61] , is also applied to elastic wave [62] and fluid structure analysis [63, 64] . The strategy that underlies DEM is based on the assumption that particular solutions are usually well resolved and thus may be considered coarse scales. The fine scales should therefore contain solutions of the homogeneous partial differential equation. This interpretation of the fine scales differs somewhat from that of conventional multiscale numerical representations. Weak enforcement of interelement continuity permits the use of free-space solutions, that is, V E is spanned by solutions of
that are not already represented in the polynomial basis, leading to relative ease of implementation, yet retaining global, fine-scale effects.
The discontinuous Galerkin approximation is stated in terms of the set of functions 
Here ·, · is the duality pairing between H −1/2 (Γ) and H 1/2 (Γ). Allowing for discontinuities, the weak operator in this case is a(v, p) = (∇v, ∇p) Ω −(v, k 2 p). Due to its discontinuous nature, the enrichment may be removed by static condensation, resulting in a modified polynomial-Lagrange multiplier formulation [60] , eliminating the zero diagonal block typically associated with the constraints. The enrichment is obtained as a postprocess within each element. This procedure, which ultimately simplifies and conditions the global formulation, should be done carefully, due to potential local illconditioning.
Element-level basis functions for u E that satisfy Eq. (48) for constant k are plane waves of the form (24) . Conditioning considerations may be used to determine the form of the plane wave [65] . The integration required to evaluate DEM matrices may be performed analytically for elements with flat faces and straight edges [66, 67] .
A DEM element is a combination of enrichment and Lagrange multiplier configurations (with underlying low-order polynomials). Quadrilateral DEM elements are labeled "Quad-n E -n λ " where n E is the number of plane wave enrichment functions in each element and n λ is the number of Lagrange multipliers per edge (Fig. 13) . Various DEM quadrilaterals are available: Quad-4-1 [60] , Quad-8-2 [68] , Quad-12-3 [65] , Quad-16-4, and Quad-32-8 [69] .
Full approximation of the Lagrange multipliers as the normal derivative of the enrichment is often undesirable due to stability considerations of the hybrid numerical method. A necessary algebraic condition to ensure a nonsingular global coefficient matrix [68] is n eb n λ ≤ 2n E for n eb element boundaries. The ratio of four between the number of plane waves in the enrichment and the number of Lagrange multipliers per edge of the quadrilaterals conforms to this algebraic condition. The basis functions for the approximate Lagrange multipliers are modified plane waves, restricted to the edges, designed to improve the dispersion performance [65] , see Section 5.2. Conditioning considerations may be used to determine the form of the plane wave [65] . 
Dispersion Analysis
As in continuous formulations, dispersion analysis is performed for the free-space, homogeneous, constant-coefficient Helmholtz equation, for which plane waves are exact solutions, on translation invariant meshes [70] . The analysis is applied to the statically condensed form of the DEM equations, focusing on the Lagrange multipliers. Due to the local support of the Lagrange multipliers, defined on element boundaries, each stencil couples only the degrees of freedom of the two adjacent elements sharing a boundary. The analysis leads to a set of homogeneous linear algebraic equations for unknown amplitudes, with coefficients that depend on the unknown approximate wave number of the constraint field k C . Nontrivial solutions exist when the coefficient matrix is singular. Thus the dispersion relation between between the numerical and exact wave numbers is the characteristic equation, which is usually evaluated numerically.
The Quad-4-1 element is enriched with four plane waves in the positive and negative axis directions. The Lagrange multipliers are constants on the element edges. The dispersion analysis is based on two repeating stencils, related to Lagrange multipliers approximating normal derivatives along both axes, resulting in a system of two homogeneous equations. The dependence of the dispersion in the constraint field of the Quad-4-1 element on resolution G and orientation of the mesh with respect to the direction of propagation θ * is shown in Fig. 14 . The dispersion analysis of a quadrilateral DEM element with n λ Lagrange multipliers per edge results in a system of 2n λ homogeneous equations. The modified wave number in the Lagrange multiplier plane-wave basis functions is selected to minimize the maximum dispersion [65] .
Tetrahedral Element
Hexahedral DEM elements are available for a few years [71] . The generation of uniform spherical directions is more involved than in the plane. One approach is to choose the directions from the element center to face nodes of Lagrange elements of cubic geometry ( [71] , Algorithm 1), with special node positioning to improve uniformity. Alternatively, one can minimize the maximum distance of any point on a sphere from the closest point [72] . A correction of Beverly's triangulation technique from the field of crystallography for finding equally-spaced points on latitudinal lines of a sphere [67] is another option. This notion leads to competitive hexahedral elements (Fig. 15) .
There are many practical difficulties in the generation of hexahedral meshes so that tetrahedral elements are often used in three-dimensional problems. Triangular elements provide a prelude to the development of tetrahedral elements [65] . Of the different configurations considered, those with equally spaced enrichment, which is invariant to the element geometry, identical to the corresponding quadrilaterals (Fig. 16) , perform the best. The dispersion analysis in this case is performed on a hexagonal mesh of equilateral triangles.
Of the tetrahedral elements examined, those based on the corrected Beverly technique (Fig. 17) , show the best performance [67] . Regular tetrahedra would be desirable for dispersion analysis, but they are not space fillers. Instead, 48 trirectangular tetrahedra are used to form a rhombic dodecahedron pattern, which is a space filler. Thus the dispersion relation is the characteristic equation of a system of 48n λ homogeneous equations.
The tetrahedral DEM elements are compared numerically to the standard linear, quadratic, and cubic tetrahedral elements, labeled "Tet1," "Tet2," and "Tet3," respectively, to assess efficiency. Consider a wave guide problem in a cube of side L. Robin boundary conditions are specified so that the exact solution is a plane wave propagating in a given di- rection. Nondimensional wave numbers, kL = 4 and 8, are examined. The domain is discretized by a sequence of uniform cubical divisions of size h, from 1 to 8 × 8 × 8. Each cube is divided into six tetrahedra (Fig. 18) . Resolutions vary from fewer than 2 elements per wavelength (kL = 8) to more than 15 (kL = 4).
Results for a plane wave propagating at a longitude (or azimuth) and colatitude (or polar) angle θ = φ = 50
• , in a k-scaled modified H 1 seminorm (squared) |ū h −u|
L2( Γ\Γ)
, are reported in Fig. 19 . Little pollution is observed in the results of the Tet-22-4 and Tet-34-8 elements (the error is almost independent of kL). Approximate rates of convergence are presented. The proposed configurations of tetrahedral DEM elements become more competitive as the enrichment and Lagrange multipliers are enhanced.
SUMMARY
The development of efficient discretization schemes for acoustics is a challenge due to the numerical difficulties that arise in the solution of wave problems, particularly at high wave numbers. Since computation naturally separates the scales of a problem according to the mesh size, multiscale considerations provide a useful framework for viewing these difficulties and developing methods to counter them. Tremendous progress has been made in recent years. The diversity of these contributions demonstrates both the breadth of the numerical methodology which is now applied to acoustic problems and the many possibilities that exist for future research in this area.
