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The classical problems of interpolation in Hardy spaces consist in com-
puting an analytic function satisfying certain interpolation constraints
together with an inequality on its norm. Among these problems the
Nevanlinna interpolation problem is of central importance because it is
connected with many concrete control and system theoretic problems
such as interpolation with positive-real functions [59], model approxi-
mation [14], electrical power transfer [17], robust stabilization [21], and
model matching in the H
1
-norm [11].
In this chapter we deal with a generalization of the Nevanlinna inter-
polation problem from a behavioral point of view, using the framework
for linear modeling developed in [52, 4]. In this framework, the con-
cept of most powerful unfalsied model is of central importance; we
begin the exposition by reviewing its denition and its construction
in the case of polynomial exponential data. We proceed to derive the
main results of this chapter: a necessary and sucient condition for
the solvability of the Nevanlinna problem and a characterization of all
its solutions.
The results presented in this chapter have appeared in [37].
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8.1 Exact modeling
System identication consists of nding a dynamical model which ex-
plains given measurements of a phenomenon, that is, in tting the data
to some model. In what sense the model should explain the data, what
is the meaning of t, and the very basic question of what a model is, are
usually answered as follows. The model is to be chosen from a model
class, the choice of which reects the a priori available knowledge about
the system or the assumptions that the modeler is willing to make on
the structure of the system under study. Given some measurements of
the relevant characteristics of the system, the choice of a model in the
model class is based on a criterion which determines the quality of the
model with respect to the available data.
In general, the model obtained in this way does not explain the
data exactly, in the sense that it is not capable of tting the data in
an exact way. However, in many situations, for example realization
from the Markov parameters a la Ho-Kalman, exact modeling of the
data is possible. In order to illustrate the behavioral point of view on
exact modeling, we must rst introduce some concepts that formalize
the modeling process. A thorough exposition, on which the present
treatment is based, can be found in [52].
A dynamical phenomenon is characterized by a certain set of mea-
surable attributes, and it produces outcomes consisting of time traje-
ctories taking on their values in the attribute space. We will call the
set of all time trajectories taking their values in the attribute space the
phenomenon space, denoted with S. For example, very often phenom-
ena are characterized by a set of q real values; in this case the attribute
space is R
q
. Depending on whther the phenomenon is discrete or con-














Denition 8.1.1 A model M for a phenomenon with phenomenon
space S is a subset M  S. A model class M is a subset M 2
S
, i.e.
a collection of subsets of S.
The choice of the model class M embodies the a priori assumptions
on the nature of the phenomenon that the modeler is wishing to make,
for example linearity or time-invariance. Observe that according to
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Denition 8.1.1, a model is a set of possible outcomes of a phenomenon:
according to the modelM , only the outcomes inM can be produced by
the phenomenon. In this sense, the choice of a model M in the model
class restricts the possible outcomes of the phenomenon to those in M .




be models in the model class M. M
1
is







This denition orders the models according to their prohibitive power:
the more a model forbids, restricting the possible outcomes of the phe-
nomenon to a smaller set, the better it is.
A measurement of a phenomenon is a set of time trajectories Z  S.
Denition 8.1.3 A model M is unfalsied by the measurement Z if
Z M .
If several identication experiments are performed on the system, and
the measurements Z
1
, : : :, Z
N
are obtained, a model M will be called






 M , i 2 N . Here N denotes
the set fi 2 N j 1  i  Ng.
Let us now introduce the important concept of most powerful un-
falsied model.
Denition 8.1.4 Let M be a model class and Z a set of measure-
ments. M

is the most powerful unfalsied model in M if Z  M

,
and if for all M 2 M such that Z M , there holds M

M .
Therefore, the most powerful unfalsied model is the more restrictive
model in M among those not refuted by the data.
The most powerful unfalsied model introduced in denition 8.1.4
need not exist: take for example the case in which no unfalsied model
exists in the model class M. However, provided that the model class
M enjoys the intersection property, the most powerful unfalsied model
does indeed exist.
Proposition 8.1.1 Assume that M enjoys the intersection property,






M 2 M. Moreover, assume S 2 M.
Then for every measurement Z, there exists a most powerful unfalsied
model for Z in M.
142 CHAPTER 8. THE SUBSPACE NEVANLINNA PROBLEM
Proof: See [52], Proposition 11.
We now apply the concepts just introduced to the case of interest in
this chapter, that of modeling polynomial exponential vector trajecto-








































8i; j, i 2 N , and 
i
2 C .
In the language of modeling introduced previously in this section,
the attribute space is C
q
and the phenomenon space is the set of traje-
ctories of the form (8.1). The model class consists of systems described
by linear constant coecient dierential equations; we will denote it
with L(R; C
q
). Therefore a model  = (R; C
q
;B) in this class will be




of the form (8.1) if w
i
2 B,
i 2 N .
We now discuss the existence of the MPUM for the data (8.1). It
can be proved ([4], p. 1787) that the MPUM B

for this set of data
exists, and that it is an autonomous (i.e. nite-dimensional) behavior.
Indeed, B





) spanned by the trajectories
(8.1). This claim can be proved observing that B

dened in this way








can be represented in kernel form by a nonsin-
gular polynomial matrix R. It follows from Corollary 3.4.2 that the
dimension of B

equals the degree of the determinant of R. It can
be proved (see [4], p. 1789) that this determinant has all its roots
at the characteristic frequencies 
i
. To illustrate how the multiplicity
of 
i
as a root of det(R) depends on the trajectories w
i
to be mod-
eled, we consider the special case in which the 
i
's are distinct and the
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); it can be shown (see [4], p. 1788) that the







Of course, a kernel representation of the MPUM is not unique: in-
deed, all other representations with R square can be obtained by pre-





) can be represented in kernel form
by premultiplication of R by a suitable polynomial matrix (see [51], p.
565).
In [55] a recursive procedure for computing a MPUM in L(R; C
q
)
for a nite set of polynomial-exponential data has been given. We now



















(), i 2 N ,
where E
i













. For example, E
1


















It is easy to see that a representation of the MPUM for a data set
consisting of only one trajectory v exp

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and it is also polynomial exponential. Consequently, the MPUM for this
trajectory is of the form (8.2). Proceeding in this way yields the desired
representation of the MPUM for the data set. Indeed, it can be shown
(see [55], p. 289) that M
N









Let N distinct points 
i
in the open right-half complex plane be given




. Assume that there exist nonzero




)  m, 1 2 N ,
and such that the following property holds for all subspaces V
i






























We call a subspace V
i
such that (8.3) holds a contractive subspace.





pm polynomial matrix U and a nonsingular p p polynomial matrix
Y such that





) ) v = 0 8v 2 V
i













(G()), with (A) denoting the largest sin-
gular value of the matrix A.
We call this problem the subspace Nevanlinna interpolation problem
(abbreviated SNIP in the following), and a pair (U; Y ) satisfying (a) 
(c) above is called a solution to the SNIP.
The SNIP is a generalization of the tangential Nevanlinna rational
interpolation problem with simple multiplicities, stated as follows: given
N distinct points 
i













, i 2 N , nd a pm rational matrix






, i 2 N , and kGk
H
1
< 1. Indeed, the SNIP
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)) be the data of the tangential Nevanlinna
interpolation problem, and dene V
i
as the one-dimensional subspace









) denes a solution P
 1
Q to the corresponding tangen-
tial Nevanlinna rational interpolation problem and viceversa. Indeed,




< 1, it follows that P
is Hurwitz and consequently P (
i
) is nonsingular for i 2 N . Since by









i 2 N , the rational matrix P
 1
Q is a solution to the tangential Nevan-
linna interpolation problem. On the other hand, let G be a solution
to the tangential Nevanlinna interpolation problem, and let P
 1
Q be a
left coprime factorization of G with P Hurwitz. It is easy to see that





The literature on Nevanlinna-type interpolation problems is vast.
For the scalar case (m = p = 1 and k
i
= 1 for i 2 N), necessary and
sucient conditions for solvability and an iterative algorithm for the
computation of a solution have been stated in [27, 29]; in the behavioral
framework, a solution has been given in [2]. The tangential version of
the problem was rst solved in [13]. Many dierent methods of solution
have been devised; we refer the reader to the monograph [5], which
gives a thorough exposition of interpolation theory for rational matrix
functions and a copious list of references.
Let us now turn to the SNIP and its connections with behavioral














j v 2 V
i
g
Obviously, this denes a subspace of L(R; C
p+m
).





. In order to do this,











Jv = 0 8 v 2 Vg;
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Observe that if V is contractive, then V
?



































We now dene the data set for the subspace Nevanlinna interpola-




























As we will see in the next section, the MPUM for D in the model class
L(R; C
q
) is instrumental in stating necessary and sucient conditions
for the solvability of the SNIP and for characterizing all its solutions.
8.3 Main result
In this section we state two necessary and sucient conditions for the
existence of a solution to the SNIP, and we give a characterization of all
its solutions. The rst necessary and sucient condition is analogous
to the classical one, namely the positive deniteness of the Pick matrix
associated with the data (see [5], p. 387, for the case k
i
= 1 for i 2
N). The second condition is new, and relates the SNIP to special
representations of the MPUM of the data set D dened in (8.4). In
order to provide some intuitive feeling for what this relationship is, we
consider the following example.









2 C , jb
i
j < 1, i 2 N . Evidently,
V
i
=< col (1; b
i
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hibit a time- and space-symmetry of involutive type, in the sense that










rev(w)(t) := w( t) 8 t 2 R













































(s  rev)(B) = B
We call such a subspace a s-time reversible subspace. In Time- and
space-symmetry issues have been considered from a behavioral point of
view in [12], and it has been shown that such symmetries can be brought
up into evidence in the equations describing the system. In the case
of s-time reversible subspaces, it follows from Theorem 5.3 of [12] that


































































is a solution to the Nevanlinna interpolation problem associated
with the data (
i
; col (1; b
i
)), i 2 N . The converse can also be shown to
hold: if the Nevanlinna interpolation problem associated with the data
(
i
; col (1; b
i
)), i 2 N has a solution, then there exists a representation
(8.6) of the MPUM for the data (8.5).
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Before stating the main result of this section, let us introduce the Pick











be full column rank


































the Pick matrix of the data. Note that the matrices V
i
are not unique,
and therefore dierent choices of the V
i
's produce dierent matrices
(8.8). However, it is easy to see that any two such matrices are congru-
ent and therefore that the positive deniteness of T
i2N
depends only
on the subspaces V
i
.
We now state the main result of this section.
Theorem 8.3.1 The following three statements are equivalent:
1. The Hermitian matrix T
i2N
dened in (8.8) is positive denite;
2. The MPUM for the data set D dened in (8.4) has a kernel rep-










where D 2 C
mm
[], N 2 C
pm
[], Q 2 C
pm
[], P 2 C
pp
[]
satisfy the following properties:
(a) D and P are nonsingular;
(b) QD-PN=0;






















3. There exists a solution to the SNIP.
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Moreover, if (8.9) is a kernel representation of the MPUM for D with
the properties (a) (f) above, then (U  Y ) is a solution to the SNIP





[], and F 2 C
pp

















Theorem 8.3.1 connects the positive deniteness of the Pick ma-
trix of the data and the existence of a special representation of the
MPUM for the data set D to the solvability of the SNIP, and provides
a characterization of all its solutions. The most interesting feature of
this result is the transformation of a metric interpolation problem into
a standard interpolation problem without metric constraints obtained





. Consequently, the SNIP can be
solved by computing a special representation (8.9) of the MPUM for
the symmetrized set of data and then factorizing the largest common
left divisor out of Q and P in (8.9).
We now illustrate the connection of Theorem 8.3.1 to previous work.
The idea that the Nevanlinna interpolation problem can be transformed
into an interpolation problem without metric constraints has been con-
sidered already in [3], where it has been shown that this transformation
can be achieved by considering besides the data of the original prob-
lem, their mirror image interpolation points. This technique has been
used in a behavioral framework for the scalar case in [2], where it has
been shown that the Nevanlinna interpolation problem can be solved
by computing the most powerful unfalsied model for a set of data























The rst part of Theorem 8.3.1 generalizes this result to the multivari-
able case.
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Observe also that the structure of the representation (8.9) of the
MPUM for D is close to that of the J-contractive rational matrix  at
the core of the usual approach to metric interpolation problems (see [5],
p. 386). To illustrate this relationship, we will consider the tangential
Nevanlinna interpolation problem (k
i
= 1 for every i 2 N). In this case
the  matrix is a q  q rational matrix such that






J = J on the imaginary axis, and 














is a zero of multiplicity one for det() for every i 2 N .
We will show how to compute a rational matrix satisfying (a)   (d)
above from a particular representation of the MPUM for D. Observe
that since dim(V
i
) = 1 i 2 N , it follows dim(V
?
i
) = q 1. Consequently













), for some c 2 R. Applying algorithm 8.3.1
below, a representation R of the MPUM for D that satises (2a)  (2f)
of Theorem 8.3.1 and is row proper can be computed. Note that this
implies that every entry of R is a polynomial of degree lower than or
equal to q.













we now show that it satises (a)  (d) above. Observe that each entry










and therefore is analytic in C
0
+
. Since the representation for the MPUM
satises (2d) of Theorem 8.3.1, it is easily seen that ()J() = J
for all  inC
0
+






i 2 N .












, whose only zeros are the 
i
's,
each of multiplicity one.
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Also the characterization (8.10) of all solutions to the SNIP bears
close resemblance to the characterization of the solutions to the tan-
gential Nevanlinna interpolation problem given in the linear fractional
transformation setting (see [5], p. 386).
We now proceed to spell out an algorithm for the recursive com-
putation of a solution of the SNIP, based on the proof of implication










, i 2 N ; it is assumed that V
i
is
contractive, and that the V
i





, i 2 N
Output: (U; Y ) solution to the SNIP
Step 1 Compute the Pick matrix T
i2N
and check whether it is
> 0. If yes, go to Step 2, otherwise stop: no solution to the
SNIP exists





Step 3 For k = 1; : : : ; N do









Step 5 Dene E
k



























Step 7 End for;











This procedure can be considered as the behavioral counterpart of the
classical Nevanlinna recursive scheme for computing a solution to the
scalar Nevanlinna interpolation problem (see [15], p. 165).
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8.4 Examples





























, i = 1; : : : ; 3.

























It is easy to see that the Pick matrix T
i=1;:::;3
is positive denite.
Therefore, a solution to the SNIP exists. We now proceed to nd it
recursively, applying Algorithm 8.3.1.





















































and a representation for the MPUM for this error subspace is
E
2


































































i = 1; 2.
















and a representation for the MPUM for this subspace is
E
3
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It can be veried that the matrix T
i=1;:::;3
is positive denite and there-
fore there exists a solution to the SNIP.










































































































































































From this, a representation for the MPUM for the rst two subspaces








Proceeding in this way a representation for the MPUM for the three
data subspaces can be computed. It can be veried that (Q  P ) is
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