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Resumo
Fazemos uma breve introduc¸a˜o a` Teoria Ergo´dica e definimos treˆs medidas de en-
tropia. Apresentamos enta˜o uma versa˜o do Princ´ıpio Variacional da entropia que
compara estas treˆs medidas de entropia em um contexto na˜o compacto. A seguir,
demonstramos que a entropia em fibrados e´ menor ou igual a` entropia no quociente
mais a entropia na fibra no caso em que a fibra e´ compacta. Dada esta limitac¸a˜o,
introduzimos o conceito de Pares de Li-Yorke, que nos ajudara´ a controlar a entropia
em casos mais gerais. No cap´ıtulo seguinte, apresentamos os resultados de Teoria
de Lie necessa´rios ao nosso resultado principal. No u´ltimo cap´ıtulo, comec¸amos
com o ca´lculo da entropia de Dinaburg-Bowen de endomorfismos em grupos de Lie
(Fo´rmula de Bowen) e conclu´ımos, no nosso resultado principal, determinando a
entropia topolo´gica de qualquer endomorfismo em grupos de Lie.
Palavras-chave: Teoria Ergo´dica, Teoria de Lie, Entropia, Fibrados, Pares de
Li-Yorke, Grupos de Lie, Endomorfismos.
Abstract
In this work we make a brief introduction to Ergodic Theory and define three types
of entropy. We then present one version of the Variational Principle that compares
these three types of entropy in a noncompact context. We follow by demonstrating
that the entropy in the fibers is less than or equal to the entropy of the quotient
plus the entropy of the fiber, in the case the fiber is compact. Given this limitation,
we introduce the concept of Li-Yorke Pairs, that will help us to control the entropy
in more general cases. In the next chapter, we resume the results from Lie Theory
necessary to our main result. In the last chapter, we start with the Bowen Formula,
that is the method to calculate the Dinaburg-Bowen entropy of the endomorphisms
of Lie groups and conclude, in our main result, by determining the topologic entropy
of any endomorphisms of Lie groups.
Keywords: Ergodic Theory, Lie Theory, Entropy, Fiber Bundles, Li-Yorke Pairs,
Lie Groups, Endomorphisms.
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Cap´ıtulo 1
Introduc¸a˜o Geral
Entropia originalmente foi um conceito f´ısico desenvolvido por Rudolph Clausius em
1850 no estudo de motores. Neste contexto, entendia-se que diferenc¸as de temperatura
eram necessa´rias para realizar trabalho. Um sistema fechado tende naturalmente a`
equalizac¸a˜o da temperatura e a` impossibilidade de realizar trabalho. Essa tendeˆncia
natural de sistemas esta´ relacionada, na teoria de Clausius, com o aumento da
entropia. Maxwell, em 1860, e Boltzmann, em 1872, usaram o entendimento de
temperatura como energia cine´tica de a´tomos e, com isso, aperfeic¸oaram o conceito
de entropia. A partir do estudo de mecaˆnica estat´ıstica, demonstrou-se a chamada
Segunda Lei da Termodinaˆmica: em qualquer sistema fechado a entropia total nunca
decresce. Note que, em contraste com grandezas conservadas, como a energia e o
momento, a entropia de um sistema fechado aumenta ou permanece constante com o
passar do tempo.
Neste trabalho, focaremos particularmente no estudo de entropia de trans-
formac¸o˜es. A Segunda Lei, neste contexto, sugere que a entropia de uma trans-
formac¸a˜o sera´ sempre nula ou positiva e, de fato, este sera´ o caso para todas as
entropias estudadas neste trabalho. Uma interpretac¸a˜o bastante simplificada para
a entropia de uma transformac¸a˜o e´ entender o quanto esta transformac¸a˜o “mis-
tura” o sistema. No estudo de mecaˆnica estat´ıstica, surge inicialmente a fo´rmula
−∑i pi log pi para o ca´lculo de entropia, em que pi sa˜o as probabilidades de um
macroestado do sistema. Posteriormente, Shannon usou o conceito de entropia no
estudo de teoria de informac¸a˜o, criando uma nova o´ptica sob a qual estudar entropia.
Kolmogorov, por sua vez, usou o conceito de entropia para estudar o comportamento
de sistemas dinaˆmicos em geral e criou o que chamamos de entropia de Kolmogorov
hµ(φ) (veja a sec¸a˜o 2.3).
Neste trabalho, focaremos na chamada entropia topolo´gica e, em especial, no
ca´lculo da entropia topolo´gica para endomorfismos em grupos de Lie. No estudo
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2de entropia em grupos de Lie na˜o compactos, algumas dificuldades imediatamente
surgem pela falta de medidas de probabilidade invariantes naturais em geral. Por
exemplo, a transformac¸a˜o linear φ(x) = 2x com x ∈ R na˜o “mistura” o espac¸o
R e deveria enta˜o ter entropia nula, enquanto que para φ(x) = 2x definida em
x ∈ R/Z = T1 temos que a medida de Lebesgue e´ de probabilidade e e´ invariante
e obtemos que a entropia de Kolmogorov e´ log 2 > 0, e de fato, temos que esta
transformac¸a˜o “mistura” o sistema.
Para estudar um sistema dinaˆmico, ale´m de usar a entropia de Kolmogorov,
podemos tambe´m usar a chamada entropia de Dinaburg-Bowen. Esta entropia usa o
conceito de separac¸a˜o entre o´rbitas para contar a taxa de aumento da quantidade
total de o´rbitas distingu´ıveis ao aplicar φ diversas vezes. O problema de calcular,
para uma distaˆncia invariante, a entropia de Dinaburg-Bowen de endomorfismos em
grupos de Lie foi resolvido em 1971 em [3]. No Corola´rio 4.2.7, vemos que a entropia
de Dinaburg-Bowen de um endomorfismo em grupo de Lie e´ a soma dos logaritmos
dos mo´dulos dos autovalores com mo´dulo maior que 1 da derivada da transformac¸a˜o
na identidade.
A entropia de Dinaburg-Bowen em distaˆncias invariantes infelizmente tambe´m
na˜o distingue a transformac¸a˜o φ(x) = 2x em x ∈ R da transformac¸a˜o φ(x) = 2x em
x ∈ R/Z = T1. Usaremos enta˜o a entropia topolo´gica introduzida em 1965 por Adler,
Konheim e McAndrew para estudar a entropia de endomorfismos de grupos de Lie. O
resultado principal deste trabalho resolve o problema de forma completa no Teorema
4.4.2. Felizmente estas treˆs entropias - (hµ) Kolmogorov-Sinai, (h) topolo´gica e (hd)
Dinaburg-Bowen - esta˜o relacionadas de maneira concisa na versa˜o “na˜o-compacta”
do Princ´ıpio Variacional de [5] no Teorema 2.6.1. Essas relac¸o˜es sera˜o importantes
na demonstrac¸a˜o de nosso Teorema Principal 4.4.2.
Em 2010, mostrou-se em [18] que a entropia topolo´gica de automorfismos em
Grupos de Lie simplesmente conexos e´ sempre nula, demostrando-se enta˜o que, em
va´rios casos, a entropia topolo´gica e´ estritamente menor que a entropia de Dinaburg-
Bowen. Em 2013, estenderam-se estes resultados em [5] e se determinou a entropia
de um endomorfismo sobrejetor de um grupo nilpotente ou redutivo como sendo a
entropia da restric¸a˜o do endomorfismo a componente toral do centro de G. Em 2016,
em [6], estenderam os resultados anteriores para endomorfismos de transformac¸o˜es
na˜o pro´prias. Em novembro de 2017, publicou-se no reposito´rio Arxiv, em [19], a
resoluc¸a˜o do problema quando o endomorfismo e´ pro´prio e, ja´ em fevereiro de 2018,
resolveu-se o caso geral. Recentemente (dezembro de 2018) o artigo foi aceito para
publicac¸a˜o no Israel Journal of Mathematics.
Duas dificuldades se apresentaram ao se tentar resolver o problema para um
3grupo de Lie geral na˜o compacto. A primeira foi como estender os resultados de
Bowen em fibrados, por exemplo: a entropia em um grupo de Lie compacto e´ igual a`
soma da entropia na fibra com a entropia no quociente (ver [3]), para os casos na˜o
compactos. A segunda dificuldade foi como lidar com os grupos de Lie solu´veis, que
se mostraram os mais dif´ıceis de tratar. Dadas estas dificuldades o estudo de Pares de
Li-Yorke foi essencial, assim como obter um resultado te´cnico sobre endomorfismos
de grupos de Lie solu´veis, o Teorema 3.3.3.
Vale a pena analisar mais alguns exemplos para compreender melhor o resultado
principal (Teorema 4.4.2). Seja φ : C∗ → C∗ o endomorfismo φ(z) = z3 ao considerar
C∗ como um grupo de Lie bidimensional em R. Como fazemos para calcular a entropia
de φ? Para calcular a entropia de Dinaburg-Bowen hd(φ) deste endomorfismo para
a distaˆncia invariante podemos usar o Corola´rio 4.2.7. De fato, a derivada de φ na
identidade e´ treˆs vezes a matriz identidade, logo, neste caso temos dois autovalores
iguais a treˆs e que a entropia de Dinaburg-Bowen de φ sera´ 2 log 3. Agora, note-se
que em C∗ temos que uma das dimenso˜es reais a partir da identidade e´ compacta
(S1 = {z : |z| = 1}), enquanto que a outra dimensa˜o e´ homeomorfa a R. Note-se que,
ao aplicar φ va´rias vezes em C∗, os pontos em S1 permanecem em S1, enquanto que
o resto dos pontos ou se aproximam do zero, ou va˜o para o infinito. Desta forma, e´
razoa´vel pensar que na direc¸a˜o na˜o compacta, na˜o ha´ muita desordem, enquanto que
a transformac¸a˜o em S1 e´ equivalente a` transformac¸a˜o φ(x) = 3.x com x ∈ R/(2piZ) e,
de fato, pelo Teorema 4.4.2 a entropia topolo´gica deste endomorfismo e´ apenas log 3.
Um exemplo interessante em um espac¸o bidimensional e´ o do endomorfismo
φ : T2 → T2 definido por φ(x, y) := (x+ y, x). Neste caso, a transformac¸a˜o linear

















), respectivamente. A transformac¸a˜o φ enta˜o expande com relac¸a˜o a um
autovetor e contrai em relac¸a˜o ao outro. Para calcular a entropia de Dinaburg-Bowen










). Note-se que, neste caso, um
autovetor gera em T2 subgrupos na˜o fechados densos em T2.
Um exemplo em grupos de Lie na˜o abelianos seria analisar um endomorfismo do
grupo das transformac¸o˜es em C, f(z) = eiθ.z + b+ ic, onde θ, b e c ∈ R. Neste caso,
como o grupo de Lie e´ solu´vel (e na˜o nilpotente), apenas o resultado mais recente
de outubro de 2017 pode ser aplicado. E´ interessante notar que o quociente deste
grupo pelo seu centro e´ isomorfo ao grupo gerado pelas translac¸o˜es e rotac¸o˜es no
plano. Parte das dificuldades de obter o resultado principal no caso solu´vel vem
da possibilidade destes grupos terem centros desconexos. Estas dificuldades sa˜o
resolvidas em geral pela Proposic¸a˜o 3.3.3.
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No cap´ıtulo 2 veremos uma ra´pida introduc¸a˜o a` Teoria Ergo´dica e, em seguida,
uma introduc¸a˜o resumida aos treˆs tipos de entropia. Logo depois, apresentaremos
o Teorema Variacional que liga os treˆs tipos de entropia, e alguns corola´rios u´teis.
Veremos enta˜o como calcular ou estimar a entropia em fibrados (uma generalizac¸a˜o de
produtos cartesianos). Terminamos a sec¸a˜o com os Pares de Li-Yorke que usaremos
para lidar com quocientes de grupos de Lie.
No cap´ıtulo 3, fazemos um ra´pido apanhado de alguns resultados de Teoria de
Lie que usaremos para demonstrar nosso resultado principal. Na primeira sec¸a˜o,
temos resultados sobre os diversos tipos de grupos de Lie que, de alguma forma,
aparecem quando se “decompo˜e” um grupo de Lie geral. Na segunda sec¸a˜o, nos
aprofundamos no toro maximal do centro do grupo. De fato, este toro aparece
no Teorema principal 4.4.2. Veremos que toda a entropia do grupo de Lie esta´
“concentrada” no toro maximal do centro do grupo e naturalmente precisaremos de
um estudo mais aprofundado deste toro. Na terceira sec¸a˜o, demonstraremos alguns
resultados te´cnicos e, na Proposic¸a˜o 3.3.3, obteremos a ferramenta necessa´ria para
lidarmos com grupos de Lie solu´veis.
No cap´ıtulo 4, comec¸aremos estudando as chamadas medidas φ-homogeˆneas para
com elas calcular a entropia de Dinaburg-Bowen de endomorfismos na segunda sec¸a˜o.
Na terceira sec¸a˜o, aprofundaremos nosso estudo de Pares de Li-Yorke em Grupos de
Lie com um resultado chave sendo a Proposic¸a˜o 4.3.3, que permite “quebrar” certos
grupos de Lie e usar a auseˆncia de pares de Li-Yorke para concluir que a entropia
e´ nula pelo Teorema 2.8.10. Na quarta e u´ltima sec¸a˜o, finalmente calcularemos a
entropia topolo´gica de todos os endomorfismos de grupos de Lie.
1.1 Estrate´gia da demonstrac¸a˜o
Vamos resumir, de maneira informal, as principais ideias usadas na demonstrac¸a˜o do
Teorema Principal 4.4.2. Para isso vamos nos restringir a demonstrar o Corola´rio
4.4.3 e apenas citar os diversos resultados exigidos. O Corola´rio 4.4.3 afirma que se
φ : G→ G e´ um endomorfismo sobrejetivo de um grupo de Lie conexo, temos que a
entropia topolo´gica do endomorfismo h(φ) e´ igual a h(φ|T (G)), que e´ a entropia do
endomorfismo restrito a T (G) o toro maximal do centro de G.
A demonstrac¸a˜o comec¸a por aplicar a Proposic¸a˜o 2.7.3, para o subgrupo compacto
T (G) obtendo
h(φ) ≤ h(φ|T (G)) + h(ψ),
onde ψ e´ o endomorfismo induzido por φ em G/T (G). Agora, pela Proposic¸a˜o 2.4.4,
temos que h(φ|T (G)) ≤ h(φ). De forma que, se mostrarmos que h(ψ) = 0 obtemos
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h(φ|T (G)) = h(φ).
Para mostrar que h(ψ) = 0, mostramos primeiro que a transformac¸a˜o ψ na˜o
tem um par de Li-Yorke, o que implica, de fato, pelo Teorema 2.8.10, que h(ψ) = 0.
Agora, para mostrar que ψ na˜o tem um par de Li-Yorke usamos que se H e G∗/H
na˜o possuem par de Li-Yorke enta˜o o grupo original G∗ na˜o tem par de Li-Yorke
(Proposic¸a˜o 4.3.3), onde H e´ qualquer subgrupo fechado de G∗. Desta forma, o
objetivo se torna decompor G/T (G) em partes e mostrar que em cada uma destas
partes o endomorfismo induzido na˜o tem par de Li-Yorke.
Para indicar a “decomposic¸a˜o” de G/T (G) e´ poss´ıvel fazer o seguinte esquema
ilustrativo:
G/T (G)
R com T (R) = 1







onde as setas superiores sempre indicam o subgrupo tomado enquanto que as inferi-
ores indicam o quociente com relac¸a˜o a` este subgrupo. Consideramos tambe´m os
endomorfismos induzidos em cada uma destas “partes”.
• R - Radical solu´vel com T (R) = 1 (Proposic¸a˜o 3.2.5).
• N - Radical nilpotente com T (N) = 1 logo e´ simplesmente conexo (Proposic¸a˜o
3.1.4). O endomorfismo em N e´ enta˜o conjugado pela exponencial a` uma trans-
formac¸a˜o linear em um espac¸o vetorial (a sua a´lgebra) que na˜o tem par de Li-Yorke
(Proposic¸a˜o 4.3.1).
• T (A) - Endomorfismo induzido tem ordem finita (Teorema 3.3.3), logo na˜o tem
par de Li-Yorke.
• A/T (A) - Transformac¸a˜o linear em um espac¸o vetorial logo na˜o tem par de
Li-Yorke (Proposic¸a˜o 4.3.1).
• Z(S) - Discreto - pela Proposic¸a˜o 4.3.2 na˜o tem par de Li-Yorke.
• S/Z(S) - Proposic¸a˜o 3.1.10 (onde o artigo [7] e´ utilizado) mostra que o endo-
morfismo tem poteˆncia que corresponde a um automorfismo interno. Agora, um
automorfismo interno em um grupo linear e´ uma restric¸a˜o de uma transformac¸a˜o




Comec¸aremos com uma ra´pida introduc¸a˜o a` Teoria Ergo´dica de sistemas dinaˆmicos,
demonstrando o Teorema de Recorreˆncia de Poincare´ tradicional e depois sua versa˜o
topolo´gica. Introduziremos enta˜o a noc¸a˜o de suporte de medidas e demonstraremos
dois importantes resultados sobre o suporte e o conjunto dos pontos recorrentes.
Logo apo´s a teoria ergo´dica, estudaremos treˆs definic¸o˜es para a entropia de uma
transformac¸a˜o φ : X → X. O foco do trabalho sera´ a chamada entropia topolo´gica.
Felizmente o Princ´ıpio Variacional que veremos na sec¸a˜o 2.6 da´ uma relac¸a˜o simples
entre as treˆs entropias no caso geral.
Primeiro definiremos a entropia de Kolmogorov-Sinai hµ(φ), que foi introduzida
por Kolgomorov em 1958 e Sinai em 1959. Esta entropia usa uma medida µ que e´
φ-invariante em X. Inicialmente definimos a entropia de uma partic¸a˜o finita A de
X. Depois definiremos a entropia de φ com relac¸a˜o a esta partic¸a˜o A e finalmente,
tomando o supremo entre todas as partic¸o˜es finitas mensura´veis no espac¸o de medida
(X,Σ, µ), em que Σ e´ uma σ-a´lgebra em (X,µ), obteremos a entropia hµ(φ) da
transformac¸a˜o mensura´vel φ com relac¸a˜o a` medida µ.
A segunda sera´ a entropia topolo´gica h(φ), que foi introduzida inicialmente em
1965 por Adler, Konheim e McAndrew. Esta entropia sera´ definida a partir de uma
topologia em X em que usaremos coberturas abertas de X em vez de partic¸o˜es. Ale´m
disso, para calcular esta entropia, usaremos o chamado nu´mero de cobertura N(A),
que e´ a menor cardinalidade de uma subcobertura da cobertura A. Definiremos
enta˜o h(φ,A) como a entropia topolo´gica com relac¸a˜o a` cobertura A pelo limite
1
n
logN(An) quando n → ∞. Para finalmente obter h(φ), tomaremos o supremo
entre todas as entropias h(φ,A) em que A e´ uma cobertura admiss´ıvel ; usaremos a
definic¸a˜o de coberturas admiss´ıveis principalmente para abarcar casos na˜o compactos.
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Na literatura tambe´m e´ encontrada a notac¸a˜o htop(φ) para h(φ).
A terceira sera´ a entropia de Dinaburg-Bowen hd(φ), definida por Dinaburg em
1970 e por Bowen em 1971. Esta entropia usara´ uma distaˆncia d em X. A distaˆncia d,
junto com a transformac¸a˜o φ, definira´ a chamada distaˆncia dinaˆmica, dn. A distaˆncia
dinaˆmica sera´ enta˜o usada para definir os conjuntos (n, )-separados e (n, )-geradores
para essencialmente “contar” o total de o´rbitas -distingu´ıveis em n iterac¸o˜es de
φ. A entropia de Dinaburg-Bowen hd(φ) pode ser enta˜o entendida como a taxa de
aumento do total de o´rbitas distingu´ıveis com relac¸a˜o ao nu´mero de iterac¸o˜es n da
transformac¸a˜o φ.
A primeira definic¸a˜o de entropia e´ tambe´m denominada na literatura entropia
me´trica. Esta nomenclatura pode causar alguma confusa˜o e na˜o sera´ usada neste
texto. De fato, a primeira definic¸a˜o na˜o usa nenhuma me´trica e sim uma medida µ
enquanto que apenas a u´ltima definic¸a˜o depende de uma escolha de uma me´trica ou
distaˆncia d. A seguir, usaremos as definic¸o˜es como aparecem em, por exemplo, [14],
[22] e [1]. Para construir estas entropias apresentaremos todas as definic¸o˜es relevantes,
enquanto que alguns resultados importantes sera˜o citados sem demonstrac¸a˜o. Para
uma exposic¸a˜o mais completa veja, por exemplo [9] ou [22].
Para calcular a entropia topolo´gica de endomorfismos em grupos de Lie, mostra-
remos na Proposic¸a˜o 2.7.3, que a entropia de um endomorfismo em um grupo de Lie
e´ menor ou igual a` soma da entropia no quociente e da entropia da fibra no caso
em que a fibra e´ compacta. Na sec¸a˜o 2.7 (Entropia em fibrados), comec¸aremos com
um resultado de Bowen, Proposic¸a˜o 2.7.1 (veja o artigo [3]), e precisaremos de uma
versa˜o mais geral de outro resultado de Bowen na Proposic¸a˜o 2.7.2. Terminaremos
enta˜o a sec¸a˜o com a Proposic¸a˜o 2.7.3, que e´ o resultado necessa´rio para nosso teorema
final (4.4.2).
Infelizmente, o ca´lculo da entropia a partir de quocientes se mostra insuficiente no
caso de grupos solu´veis. Para demostrar que a entropia do quociente de um grupos
solu´vel pelo Toro central e´ nula, mostraremos que na˜o existem pares de Li-Yorke
nestes grupos. De fato, no Teorema 2.8.10 mostraremos que, se a entropia de um
endomorfismo e´ positiva, sempre existe um par de Li-Yorke, ou seja, se na˜o ha´
nenhum par de Li-Yorke enta˜o a entropia e´ necessariamente zero.
2.2 Teoria Ergo´dica
Quando o espac¸o X vier munido de uma distaˆncia d, ou seja, quando (X, d) e´ um
espac¸o me´trico, podemos definir a noc¸a˜o de convergeˆncia de uma sequeˆncia xn ∈ X a
partir da me´trica d. Dizemos que uma sequeˆncia xn em X converge para um ponto
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x de X quando para todo  > 0 existe N ∈ N tal que para todo n ∈ N com n ≥ N ,
temos que d(xn, x) < .
Se (X, d) e´ um espac¸o me´trico, assumiremos que o espac¸o X esta´ munido da
topologia natural gerada pelas bolas abertas em X i.e., a topologia de X que tem
como base {B(x, ); para todo x ∈ X e  > 0} onde B(x, ) = {y ∈ X : d(y, x) < }.
No caso em que o espac¸o X tiver apenas uma topologia definiremos a convergeˆncia
de uma sequeˆncia xn de X de forma semelhante. Uma sequeˆncia xn ∈ X converge
para um ponto x ∈ X se, para qualquer aberto V contendo o ponto x, existe N ∈ N
tal que para todo n ≥ N temos que xn ∈ V .
Seja (X, d) um espac¸o me´trico e φ : X → X uma transformac¸a˜o qualquer.
Dizemos que um ponto y ∈ X e´ um ω-limite de um ponto x ∈ X se existe uma
sequeˆncia nk indo para ∞ tal que limnk→∞ φnk(x) = y, e denotamos por ω(x) o
conjunto de todos os ω-limites do ponto x.
Um ponto e´ recorrente para uma transformac¸a˜o φ : X → X se ele pertence ao
seu pro´prio ω-limite, ou seja, se x ∈ ω(x).
Definic¸a˜o 2.2.1. Chamamos de R = Rφ o conjunto dos pontos recorrentes em X
de uma transformac¸a˜o φ : X → X.
Definic¸a˜o 2.2.2. Sejam (X,Σ, µ) um espac¸o de medida. Dizemos que uma trans-
formac¸a˜o mensura´vel φ : X → X preserva a medida, se µ(φ−1(A)) = µ(A) para todo
A em Σ, neste caso, tambe´m dizemos µ e´ uma medida φ-invariante de X.
Teorema 2.2.3. (Teorema de Recorreˆncia de Poincare´). Seja (X,Σ, µ) um espac¸o
de medida finita e φ : X → X, uma transformac¸a˜o mensura´vel que preserva medida.
Enta˜o para qualquer A ∈ Σ, quase todo ponto de A retorna para A infinitas vezes.
Mais precisamente,
µ ({x ∈ A : ∃m ∈ N, n ≥ m⇒ φn(x) /∈ A}) = 0.
Demonstrac¸a˜o: Seja Bm = {x ∈ A : n ≥ m⇒ φn(x) /∈ A}. Observe primeiro que
como Bm = A \ ∪j≥mφ−j(A) temos que Bm e´ mensura´vel. Agora note que se j ≥ m
enta˜o Bm ∩ φ−j(Bm) = ∅. Assim, se j − k ≥ m enta˜o φ−j(Bm) ∩ φ−k(Bm) = ∅.
Deste modo a colec¸a˜o de conjuntos {φ−jm(Bm)}j≥0 e´ disjunta e, como φ preserva
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como quer´ıamos demonstrar. 
Note que o Teorema de Poincare´ anterior na˜o faz nenhuma refereˆncia a` distaˆncia
ou topologia do espac¸o X e tambe´m na˜o explicita o conjunto dos pontos recorrentes
Rφ do espac¸o X.
Em geral trabalharemos com medidas de Borel ou medidas definidas sobre uma
σ-a´lgebra de Borel que e´ a menor σ-a´lgebra que conte´m todos os abertos de X.
Demonstraremos uma versa˜o topolo´gica do Teorema de Poincare´ no caso em que X
possui uma base enumera´vel.
Teorema 2.2.4. (Versa˜o topolo´gica do Teorema de Recorreˆncia de Poincare´). Seja
(X,Σ, µ) um espac¸o de medida finita e suponha que X tenha uma base enumera´vel
para sua topologia. Se φ : X → X e´ uma transformac¸a˜o mensura´vel que preserva a
medida µ, enta˜o quase todo ponto x ∈ X e´ recorrente para a transformac¸a˜o φ, ou
seja, µ(Rφ) = µ(X).
Demonstrac¸a˜o: Considere {Un}n∈N uma base enumera´vel de X. Para cada n seja
Yn = {x ∈ Un : ∃k ∈ N,m ≥ k ⇒ φm(x) /∈ Un}, ou seja, o conjunto dos pontos de Un
que a partir de algum momento saem permanentemente de Un. Se Rφ e´ o conjunto
dos pontos recorrentes de φ, enta˜o temos que ∪n∈NYn = X \Rφ. Pelo Teorema de Re-
correˆncia de Poincare´ anterior (Teorema 2.2.3), temos que µ(Yn) = 0 para qualquer n.
Tomando a unia˜o de todos os Yn obtemos µ(X\Rφ) = 0 e portanto µ(Rφ) = µ(X). 
Seja X um espac¸o com uma topologia com base enumera´vel e µ uma medida de
Borel em X, ou seja, uma medida sobre a σ-a´lgebra de Borel de X, que e´ a a menor
σ-a´lgebra que conte´m todos os abertos de X. Definimos o suporte de µ por
supp(µ) = {x ∈ X : µ(U) > 0 para toda vizinhanc¸a aberta U de x}.
Proposic¸a˜o 2.2.5. O suporte da medida µ, supp(µ), e´ o menor fechado de medida
total, ou seja, e´ o complementar do maior aberto de medida nula. Em particular, o
fecho de um conjunto de medida total conte´m supp(µ).
Demonstrac¸a˜o: Como a base e´ enumera´vel, podemos definir An como a sequeˆncia
dos abertos da base de medida zero. Se A = ∪nAn enta˜o A tambe´m e´ aberto de
medida zero e, ale´m disso, mostraremos que A e´ o maior aberto de medida zero. De
fato, se U for um conjunto aberto de medida zero enta˜o como U e´ aberto temos
que U = ∪nUn onde Un sa˜o os abertos da base contidos em U . Agora, como U tem
medida zero enta˜o Un tem medida zero, para todo n, e enta˜o todos os Un esta˜o
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contidos em A por definic¸a˜o. Tomando a unia˜o para todo n obtemos que U ⊂ A
como quer´ıamos.
Por definic¸a˜o, como A tem medida nula, se x ∈ A enta˜o x /∈ supp(µ). Por outro
lado, se x /∈ supp(µ) enta˜o pela definic¸a˜o de supp(µ) existe um aberto U de medida
zero que o conte´m e enta˜o x ∈ U ⊂ A. Logo supp(µ) = X \ A e supp(µ) e´ enta˜o o
menor fechado de medida total. 
Proposic¸a˜o 2.2.6. Seja X espac¸o com base enumera´vel e seja µ uma medida de
Borel em X. Se φ : X → X e´ uma transformac¸a˜o mensura´vel que preserva a medida
µ, enta˜o supp(µ) esta´ contido em R(φ), o fecho do conjunto dos pontos recorrentes.
Demonstrac¸a˜o: Pelo Teorema 2.2.4, temos que µ(R(T )) = µ(X). Enta˜o temos que
µ(R(φ)) = µ(R(φ)) = µ(X). Agora, como R(φ) e´ fechado e de medida total, pela
Proposic¸a˜o 2.2.5 anterior temos que R(φ) ⊃ supp(µ), como quer´ıamos demonstrar. 
2.3 Entropia de Kolgomorov-Sinai hµ(φ)
Seja (X,µ) um espac¸o de probabilidade. Dizemos que uma colec¸a˜o finita de subconjun-
tos mensura´veis na˜o vazios de X, A = {Ai : i = 1, ..., n}, e´ uma partic¸a˜o mensura´vel
finita de X se ∪ni=1Ai = X, Ai ∩ Aj = ∅ se i 6= j e Ai sa˜o mensura´veis, para todo
i=1,...,n. Por convenieˆncia, vamos definir que 0. log 1
0
= −0. log 0 = 0. Desta forma,
como limx→0+ x log x = 0, temos que a definic¸a˜o de entropia de partic¸o˜es definida a
seguir se torna cont´ınua com relac¸a˜o as medidas µ(Ai).









Dadas duas partic¸o˜es mensura´veis finitas A e B definimos:
A ∨ B := {A ∩B : A ∈ A e B ∈ B}.
Proposic¸a˜o 2.3.1. Sejam A = {Ai}i=1,...,n e B = {Bj}j=1,...,m partic¸o˜es mensura´veis
finitas do espac¸o de probabilidade (X,µ). Enta˜o







(b) Hµ(A) ≤ log(#A).
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(c) Hµ(A ∨ B) ≤ Hµ(A) +Hµ(B).
nos itens (a) e (b), valem as igualdades







se, e somente se, todos os elementos de A tem a mesma medida.



















= − log sup
j=1,...,n
µ(Aj),
pois a soma de todas as medidas da partic¸a˜o e´ 1.
(b) Para demonstrar este item usaremos a convexidade da func¸a˜o φ(x) = x log x.













i=1 ai = 1 e ai ≥ 0, com a igualdade se, e somente se, xi = xj para todos os i, j.



















φ(µ(Ai)) = − 1
n
Hµ(A),
com a igualdade se, e somente se, µ(Ai) =
1
n
para todo i. Note agora que o primeiro




























log n ≤ − 1
n
Hµ(A),
lembrando que n = #A temos como quer´ıamos
Hµ(A) ≤ log(#A).
(c) Por definic¸a˜o
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Agora na expressa˜o anterior vamos substituir o termo µ(Ai∩Bj) por µ(Ai∩Bj)µ(Ai) .µ(Ai)
























































































































































= φ (µ(Bj)) = µ(Bj) log (µ(Bj)) .












≤ −µ(Bj) log (µ(Bj)) .


















µ(Bj) log (µ(Bj)) = Hµ(B),
como quer´ıamos demonstrar. 
A demonstrac¸a˜o do item (c) pode parecer algo artificial porque evitamos usar
explicitamente o conceito de entropia condicional.
Agora seja φ : X → X uma transformac¸a˜o que preserva medida. Note que neste
caso a colec¸a˜o φ−1A = {φ−1(A) : A ∈ A} e´ tambe´m uma partic¸a˜o de X e temos que
Hµ(φ
−1A) = Hµ(A). Ale´m disso, temos que φ−1(A ∨ B) = φ−1A ∨ φ−1B
A partir de uma partic¸a˜o A definimos uma nova partic¸a˜o An como
An := A ∨ φ−1A ∨ ... ∨ φ−(n−1)A.
Por estas propriedades e pelo item (c) da Proposic¸a˜o 2.3.1 anterior podemos
demonstrar que a sequeˆncia Hµ(An) e´ subaditiva. De fato,
Hµ(An+m) = Hµ(An ∨ φ−nAm) ≤ Hµ(An) +Hµ(Am).
O pro´ximo Lema tambe´m e´ conhecido como Lema subaditivo de Fekete e sera´
usado para demonstrar que a entropia de Kolmogorov-Sinai esta´ bem definida.
Lema 2.3.2. Se an e´ uma sequeˆncia subaditiva de nu´meros reais positivos, ou seja,





























Agora, fazendo n→∞, como m e´ fixo, temos que k →∞ e assim temos, para
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Definimos a entropia de Kolmogorov-Sinai da transformac¸a˜o φ em um espac¸o






Note que pelo Lema anterior este limite esta´ bem definido. Dado estas preparac¸o˜es
podemos definir a entropia de Kolmogorov-Sinai.
Definic¸a˜o 2.3.3. A entropia de Kolmogorov-Sinai de uma transformac¸a˜o mensura´vel




onde o supremo e´ tomado entre todas as partic¸o˜es mensura´veis finitas A de X.
A Proposic¸a˜o a seguir fornece algumas das principais propriedades da entropia
de Kolmogorov-Sinai de uma transformac¸a˜o com respeito a uma partic¸a˜o finita
mensura´vel.
Proposic¸a˜o 2.3.4. Sejam φ : X → X uma transformac¸a˜o mensura´vel que preserva a
medida do espac¸o de probabilidade (X,µ) e A, B duas partic¸o˜es finitas e mensura´veis
com entropia finita. Enta˜o
(a) A sequeˆncia 1
n
Hµ(An) e´ decrescente.









(c) hµ(φ,A) ≤ Hµ(A).
(d) hµ(φ,A ∨ B) ≤ hµ(φ,A) + hµ(φ,B).
As demonstrac¸o˜es sera˜o omitidas e podem ser encontradas em [9] ou no Co-
rola´rio 4.9.1 e Teoremas 4.10 e 4.12 de [22]. A pro´xima Proposic¸a˜o apresenta duas
propriedades importantes da entropia de Kolmogorov-Sinai.
Proposic¸a˜o 2.3.5. Sejam (X,µ) e (Y, ν) espac¸os de probabilidade, φ : X → X e
ψ : Y → Y transformac¸o˜es mensura´veis que preservam medida.
(a) hµ(φ
m) = m.hµ(φ) para m ∈ N.
(b) Definindo φ× ψ : X × Y → X × Y por (φ× ψ)(x, y) = (φ(x), ψ(y)) e µ× ν a
medida produto em X × Y temos que
hµ×ν(φ× ψ) = hµ(φ) + hν(ψ).
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As demonstrac¸o˜es sera˜o omitidas e podem ser encontradas em [9] ou nos Teoremas
4.13 e 4.23 de [22].
E´ interessante saber que, quando o espac¸o e´ compacto e φ e´ uma transformac¸a˜o
cont´ınua φ : X → X, sempre existe uma medida de probabilidade Boreliana φ-
invariante. De fato, seja B(X) o conjunto de todas as probabilidades sobre os
Borelianos em X, onde Borelianos sa˜o os conjuntos pertencentes a menor σ-a´lgebra
que conte´m todos os abertos, enta˜o temos o seguinte resultado.
Teorema 2.3.6. (Teorema de Krylov-Bogolyubov). Seja (X, d) espac¸o me´trico
compacto e φ : X → X uma transformac¸a˜o cont´ınua. Enta˜o existe uma probabilidade
Boreliana µ ∈ B(X) que e´ φ-invariante.
A demonstrac¸a˜o sera´ omitida e pode ser achada, por exemplo, no Teorema 4.1.1
em [14].
2.4 Entropia Topolo´gica h(φ)
A definic¸a˜o de entropia topolo´gica h(φ) foi motivada pela definic¸a˜o de entropia de
Kolmogorov-Sinai e tem va´rios paralelos com ela. A entropia topolo´gica depende
inicialmente de uma cobertura aberta dada, em vez de uma partic¸a˜o, e usa o nu´mero
mı´nimo de abertos da cobertura necessa´rios para cobrir o espac¸o X. Lembrando
que para a entropia de Kolmogorov-Sinai temos que Hµ(A) ≤ log(#A) (item (b) da
Proposic¸a˜o 2.3.1), e´ usado enta˜o por analogia o logaritmo do nu´mero mı´nimo de
cobertura para definir a entropia topolo´gica.
Seja (X, d) um espac¸o me´trico localmente compacto, ou seja, um espac¸o me´trico
em que todo ponto x ∈ X pertence a um aberto com fecho compacto e seja φ : X → X
uma transformac¸a˜o cont´ınua de X e A uma cobertura aberta de X. Definimos o
nu´mero da cobertura de A, N(A), como sendo a menor cardinalidade de uma
subcobertura A. De forma ana´loga a`s definic¸o˜es com partic¸o˜es, se A e B sa˜o
coberturas de X definimos uma nova cobertura A ∨ B cujos elementos sa˜o da forma
A ∩ B com A ∈ A e B ∈ B. Definimos φ−1(A) como a cobertura cujos elementos
sa˜o da forma φ−1(A), com A ∈ A que tambe´m sa˜o abertos pois φ e´ cont´ınua. Agora
definimos An := A ∨ φ−1(A) ∨ ... ∨ φ−(n−1)(A).
Com estes ingredientes, definimos a entropia topolo´gica da transformac¸a˜o φ com






A analogia entre a entropia de Kolmogorov-Sinai e a entropia topolo´gica ocorre
enta˜o quando substitui-se o termo logN(An) por Hµ(An) ≤ logN(An).
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Proposic¸a˜o 2.4.1. O limite na definic¸a˜o de h(φ,A) existe.
Demonstrac¸a˜o: Para verificar que o limite utilizado nesta definic¸a˜o realmente
existe, pelo Lema 2.3.2, basta mostrar que a sequeˆncia logN(An) e´ subaditiva, isto
e´,
logN(An+m) ≤ logN(An) + logN(Am).
Equivalentemente, basta mostrar que N(An+m) ≤ N(An).N(Am).
Para verificar esta desigualdade, observe primeiro que seA e B sa˜o duas coberturas
de X, enta˜o N(A ∨ B) ≤ N(A).N(B). Ale´m dissso, como N(φ−1(A)) ≤ N(A) e
An+m = A ∨ ... ∨ φ−(n−1)(A) ∨ φ−n(A) ∨ ... ∨ φ−(n+m−1)(A)
An+m = An ∨ φ−n (A ∨ ... ∨ φ−(m−1)(A))
An+m = An ∨ φ−n(Am),
temos que
N(An+m) ≤ N(An).N(φ−n(Am)) ≤ N(An).N(Am),
como quer´ıamos demonstrar. 
Note que, neste caso, existe a possibilidade de que o nu´mero de cobertura seja
infinito. Para retirar esta possibilidade e tambe´m para obter resultados semelhantes
ao caso em que o espac¸o e´ compacto, vamos introduzir o conceito de coberturas
admiss´ıveis como feito em [5].
Definic¸a˜o 2.4.2. (Cobertura Admiss´ıvel). Seja X um espac¸o topolo´gico, dizemos
que A e´ uma cobertura admiss´ıvel quando pelo menos um de seus elementos tem
complemento compacto.
A definic¸a˜o de cobertura admiss´ıvel esta´ relacionada a` topologia que vem da
compactificac¸a˜o por um ponto, de fato, na compactificac¸a˜o por um ponto um aberto
que contenha o ponto no infinito sempre tem um complemento compacto na topologia
original.
Considerando as coberturas admiss´ıveis e´ poss´ıvel enta˜o definir h(φ).
Definic¸a˜o 2.4.3. Em um espac¸o topolo´gico X, a entropia topolo´gica de uma trans-




com o supremo tomado sobre todas as coberturas abertas admiss´ıveis de X.
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Com esta definic¸a˜o e´ poss´ıvel demonstrar o Princ´ıpio Variacional (Teorema 2.6.1)
que sera´ visto mais a` frente. Note que no caso em que o espac¸o e´ compacto todas as
coberturas sa˜o admiss´ıveis.
Proposic¸a˜o 2.4.4. Seja X um espac¸o topolo´gico, φ : X → X uma transformac¸a˜o
cont´ınua, e seja Y ⊂ X fechado tal que T (Y ) ⊂ Y enta˜o
h(φ|Y ) ≤ h(φ).
Demonstrac¸a˜o: Toda cobertura admiss´ıvel de Y pode ser estendida para uma
cobertura admiss´ıvel de X. De fato, seja A uma cobertura de Y , se definirmos
A∗ := {A ∪ (X \ Y ) : A ∈ A},
obtemos uma cobertura aberta de X. Pois para A ∈ A temos (A∪(X \Y ))c = Ac∩Y
que e´ o complementar de A em Y , logo Ac ∩ Y e´ fechado em Y e como Y e´ fechado,
temos que (A ∪ (X \ Y ))c tambe´m e´ fechado em X e obtemos, como quer´ıamos,
que A ∪ (X \ Y ) e´ aberto em X e A∗ e´ cobertura aberta. Ale´m disso, se M tem
complementar compacto em Y enta˜o M ∪ (X \ Y ) tambe´m tem complementar
compacto em X e a cobertura A∗ de X tambe´m e´ admiss´ıvel.
Note que (A∗)n e´ em geral uma cobertura mais fina que (An)∗, pois as imagens
inversas de uma cobertura A de Y podem tambe´m segmentar o conjunto X \ Y .
Desta forma, N((A∗)n) ≥ N((An)∗) = N(An) e obtemos que h(φ|Y ,A) ≤ h(φ,A∗).
Como todas as coberturas de Y podem ser estendidas para uma cobertura de X
conclu´ımos que h(φ|Y ) ≤ h(φ), como quer´ıamos demonstrar. 
2.5 Entropia de Dinaburg-Bowen hd(φ)
Uma boa refereˆncia para esta sec¸a˜o e´ o in´ıcio do artigo [3]. Seja (X, d) um espac¸o
me´trico e φ : X → X uma transformac¸a˜o. Para cada n ∈ N definimos a distaˆncia
dinaˆmica em X por
dφn(x, y) = ma´x
0≤i≤n−1
d(φi(x), φi(y)).
Para esta me´trica temos, analogamente, o conceito de bola dinaˆmica, que e´ dada
por
Bφn(x, ) := {y ∈ X : dφn(x, y) < }.
Quando na˜o houver possibilidade de confusa˜o tambe´m podemos omitir φ na
expressa˜o Bφn(x, ).
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Lema 2.5.1. Em um espac¸o me´trico (X, d), a bola dinaˆmica Bφn(x, ) como definida






y ∈ Bφn(x, ) ⇔ dn(y, x) < 
⇔ d(φk(y), φk(x)) <  para todo k = 0, ..., n− 1
⇔ φk(y) ∈ B(φk(x), ) para todo k = 0, ..., n− 1





como quer´ıamos demonstrar. 
Definic¸a˜o 2.5.2. Conjuntos (n, )-separados e (n, )-geradores.
(a) Dizemos que um conjunto E ⊂ X e´ (n, )-separado se para todos x, y ∈ E com
x 6= y temos dn(x, y) > .
(b) Dado K ⊂ X, dizemos que um subconjunto F ⊂ X e´ (n, )-gerador de K se
para todo x ∈ K existe um y ∈ F tal que dn(x, y) ≤ .
Informalmente falando, em um conjunto (n, )-separado, as o´rbitas de dois pontos
quaisquer sempre se distanciam mais do que  antes da n-e´sima iterada de φ. E
informalmente, um conjunto F e´ (n, )-gerador de K se a o´rbita de qualquer ponto
de K esta´ a uma distaˆncia menor ou igual a  da o´rbita de algum ponto de F antes
da n-e´sima iterada de φ.
Agora, dado um conjunto K ⊂ X compacto, denotamos por sφn(,K) a maior
cardinalidade de um conjunto (n, )-separado contido em K, e por rφn(,K) a menor
cardinalidade de um conjunto (n, )-gerador de K. Para medir a taxa de crescimento
exponencial destas quantidades com relac¸a˜o a` n, definimos











Quando na˜o houver possibilidade de confusa˜o, podemos omitir φ nas notac¸o˜es
destas definic¸o˜es.
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Lema 2.5.3. Se K e´ um subconjunto compacto de X enta˜o
(a) rn(,K) ≤ sn(,K) ≤ rn(12,K) <∞.
(b) Se 1 ≤ 2 enta˜o r(1, K) ≥ r(2, K) e s(1, K) ≥ s(2, K).
Demonstrac¸a˜o: (a) Se E e´ um conjunto (n, )-separado ma´ximo em K, enta˜o
ele gera K, pois caso contra´rio, devera´ existir y ∈ K tal que dn(x, y) >  para
todo x ∈ E, e logo {y} ∪ E, sera´ um conjunto (n, )-separado maior que E. Logo
rn(,K) ≤ sn(,K).
Agora, seja E um conjunto (n, )-separado em K e F um (n, 1
2
)-gerador de
K. Enta˜o para todo x ∈ E existe g(x) ∈ F , tal que dn(x, g(x)) ≤ 12. Assim,
se g(x) = g(y), temos que dn(x, y) ≤ dn(x, g(x)) + dn(y, g(y)) ≤ . Como E e´
(n, )-separado, temos enta˜o que x = y quando g(x) = g(y). Assim, g e´ uma func¸a˜o
injetora de E em F . Logo #E ≤ #F e enta˜o sn(,K) ≤ rn(12,K).
(b) Se 1 ≤ 2 enta˜o conjuntos (n, 1)-geradores sa˜o (n, 2)-geradores. Logo
rn(1, K) ≥ rn(2, K) e enta˜o r(1, K) ≥ r(2, K). Do mesmo modo se 1 ≤ 2 os
conjuntos (n, 2)-separados sa˜o (n, 1)-separados, logo sn(1, K) ≥ sn(2, K) e enta˜o
s(1, K) ≥ s(2, K). 
Definic¸a˜o 2.5.4. Seja φ:X → X uma transformac¸a˜o uniformemente cont´ınua do






onde temos segunda igualdade pelo Lema 2.5.3. E definimos a entropia de Dinaburg-
Bowen de φ como
hd(φ) := sup{hd(φ,K) : K ⊂ X,K compacto}.
E´ importante observar que se K1 ⊂ K2 enta˜o hd(φ,K1) ≤ hd(φ,K2) e assim, se
(X, d) e´ compacto enta˜o hd(φ,X) = hd(φ).
Observac¸a˜o 2.5.5. Para simplificar certas demonstrac¸o˜es (Ex: Proposic¸a˜o 2.7.1)
parte da literatura usa outra definic¸a˜o de me´trica dinaˆmica:
d̂φn(x, y) := ma´x
0≤i≤n
d(φi(x), φi(y)),
lembrando que a definic¸a˜o que usamos no comec¸o da sec¸a˜o foi
dφn(x, y) := ma´x
0≤i≤n−1
d(φi(x), φi(y)),
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note que d̂φn(x, y) = d
φ
n+1(x, y). Agora, se usa´ssemos a primeira definic¸a˜o isso altera
a definic¸a˜o de bola dinaˆmica e as definic¸o˜es de conjuntos (n, )-separados e geradores.
Felizmente no ca´lculo de sφ(,K) e rφ(,K) a mudanc¸a de definic¸a˜o na˜o faria
nenhuma diferenc¸a e como consequeˆncia a definic¸a˜o da entropia hd(φ,K) e hd(φ)
tambe´m na˜o mudaria. De fato, usando d̂, temos ŝφn(,K) = s
φ
n+1(,K) e a definic¸a˜o
de ŝφ fica enta˜o
















= 1. Para (n, )-geradores podemos usar um racioc´ınio ana´logo, e enta˜o
as definic¸o˜es mais importantes como hd(φ,K) e hd(φ) na˜o mudam.
A seguir apresentamos duas propriedades da entropia de Dinaburg-Bowen.
Proposic¸a˜o 2.5.6. Sejam (X, d) e (Y, d′) espac¸os me´tricos, φ : X → X e ψ : Y → Y
transformac¸o˜es uniformemente cont´ınuas. Enta˜o:
(a) hd(φ
m) = m.hd(φ) para m ∈ N.
(b) Definindo φ× ψ : X ×X → Y × Y por (φ× ψ)(x, y) = (φ(x), ψ(y)) e
d′′((x1, y1), (x2, y2)) = ma´x {d(x1, x2), d′(y1, y2)},
temos que
hd′′(φ× ψ) ≤ hd(φ) + hd′(ψ),
com a igualdade valendo se X ou Y e´ um espac¸o me´trico compacto.
No item (b) anterior a desigualdade na˜o pode ser trocada por uma igualdade, pois
existem exemplos onde vale a desigualdade estrita, ou seja, h′d′(φ× ψ) < hd(φ) + hd′(ψ).
Um exemplo pode ser encontrado no artigo de P. Hulse, [12]. A demonstrac¸a˜o desta
Proposic¸a˜o sera´ omitida e pode ser encontrada em [9] ou (Teorema 7.10 de [22]). Note
como estas propriedades sa˜o ana´logas as propriedades da entropia de Kolmogorov-
Sinai na Proposic¸a˜o 2.3.5.
2.6 Princ´ıpio Variacional da Entropia
O importante Princ´ıpio Variacional da Entropia a seguir relaciona os treˆs tipos de
entropia vistos e tambe´m tem va´rios Corola´rios u´teis que sera˜o usados mais a` frente.
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A versa˜o usada aqui engloba casos em que o espac¸o X na˜o e´ compacto. Pode-se
achar a demonstrac¸a˜o do Teorema 2.6.1 em [5].
No Teorema a seguir tomaremos o supremo entre diversas medidas de Radon
de probabilidade. Uma medida de Radon e´ uma medida em que a topologia e´
“compat´ıvel” com a medida. De forma mais precisa, uma medida de probabilidade e´
chamada “de Radon” se satisfaz treˆs condic¸o˜es: (i) e´ uma medida sobre a σ-a´lgebra
dos Borelianos, (ii) a medida de qualquer Boreliano e´ igual ao ı´nfimo da medida de
todos os abertos contendo este Boreliano e (iii) se a medida de qualquer aberto e´
igual ao supremo das medidas de todos os compactos contidos neste aberto.
Teorema 2.6.1. (Princ´ıpio Variacional da Entropia). Seja X um espac¸o metriza´vel




hµ(φ) = h(φ) = mı´n
d
hd(φ),
onde o supremo e´ tomado entre as medidas de probabilidade de Radon φ-invariantes
µ e o mı´nimo e´ assumido em qualquer distaˆncia induzida por uma distaˆncia definida
na compactificac¸a˜o por um ponto de X.
Quando na˜o houver medida µ que seja φ-invariante vamos assumir que o supremo
supµ hµ(φ) e´ 0. Esta definic¸a˜o tambe´m faz sentido no contexto de medidas com
0 ≤ µ(X) ≤ 1, neste caso, sempre ha´ pelo menos uma medida invariante a medida
nula que tem entropia zero.
Corola´rio 2.6.2. Seja (X, d) um espac¸o me´trico compacto e T uma transformac¸a˜o
cont´ınua, enta˜o a entropia topolo´gica h(φ) e´ igual a entropia de Dinaburg-Bowen
hd(φ), ou seja,
h(φ) = hd(φ).
Demonstrac¸a˜o: Quando o espac¸o X e´ compacto a compactificac¸a˜o por um ponto
so´ acrescenta um ponto “∞” e qualquer distaˆncia definida em X e´ induzida por
uma distaˆncia em X ∪ {∞} onde, por exemplo, o ponto ∞ esta´ a uma distaˆncia fixa
“grande” D de todos os outros pontos (considerar D maior que a metade do diaˆmetro
de X e´ suficiente). Logo hd(φ) definido em X e´ igual a` hd˜(φ˜) definido em X ∪ {∞}.
Pelo Princ´ıpio Variacional da entropia (Teorema 2.6.1), temos que h(φ) = hd˜(φ˜), logo
h(φ) = hd(φ), onde a distaˆncia d e´ dada pela distaˆncia no compacto. 
Corola´rio 2.6.3. Seja X um espac¸o metriza´vel separa´vel e localmente compacto e
seja φ : X → X uma tranformac¸a˜o cont´ınua pro´pria, se k ∈ N enta˜o
h(φk) = k.h(φ).
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Demonstrac¸a˜o: A igualdade vale para a entropia de Kolmogorov-Sinai pela Pro-
posic¸a˜o 2.3.5, logo, aplicando o Princ´ıpio Variacional 2.6.1, a igualdade tambe´m e´
va´lida para a entropia topolo´gica. 
A seguir demonstramos que para calcular a entropia topolo´gica de uma trans-
formac¸a˜o basta restringir a transformac¸a˜o ao fecho dos pontos recorrentes. Este
resultado sera´ u´til mais a frente quando demonstrarmos os principais resultados do
trabalho.
Corola´rio 2.6.4. Seja φ : X → X, uma transformac¸a˜o cont´ınua e X um espac¸o
me´trico separa´vel e localmente compacto enta˜o a entropia topolo´gica h(φ) e´ igual
a entropia topolo´gica da transformac¸a˜o φ restrita ao fecho do conjunto dos pontos
recorrentes Rφ, ou seja,
h(φ) = h(φ|Rφ).
Demonstrac¸a˜o: De fato, para calcular hµ(φ) com respeito a uma me´trica φ-
invariante µ, basta calcular a entropia de φ restrita ao suporte de µ. Pela Proposic¸a˜o
2.2.6 o suporte de uma medida φ-invariante µ esta´ sempre contido no fecho do con-
junto dos pontos recorrentes Rφ. Pelo Princ´ıpio Variacional da Entropia (Teorema
2.6.1) temos que supµ hµ(φ) = h(φ), agora, como supµ hµ(φ) = supµ hµ(φ|Rφ) temos
enta˜o que h(φ) = h(φ|Rφ). 
2.7 Entropia em fibrados
Neste trabalho ja´ vimos que a entropia de Kolmogorov-Sinai (hµ(φ)) em produtos
cartesianos e´ a soma das entropias dos fatores (item b da Proposic¸a˜o 2.3.5). Para
distaˆncias d na Proposic¸a˜o 2.5.6 vimos que a entropia de Dinaburg-Bowen no pro-
duto cartesiano e´ menor ou igual a soma das entropia nos fatores. Nesta sec¸a˜o,
estenderemos estes resultados para fibrados e, de fato, vamos demonstrar primeiro
que a entropia de Dinaburg-Bowen de uma transformac¸a˜o num fibrado e´ limitada
superiormente pela soma da entropia da transformac¸a˜o induzida na base com o
supremo da entropia em cada uma de suas fibras.
Proposic¸a˜o 2.7.1. Sejam (X, d) e (Y, d′) espac¸os me´tricos compactos, φ : X → X,
ψ : Y → Y e pi : X → Y aplicac¸o˜es cont´ınuas com pi sobrejetora e pi ◦ φ = ψ ◦ pi.
Enta˜o
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Demonstrac¸a˜o: Para simplificar a notac¸a˜o usaremos a convenc¸a˜o
dn(x, y) = ma´x
1≤k≤n
(φk(x), ψk(y)),
lembrando que podemos fazer isso de acordo com a Observac¸a˜o 2.5.5. Podemos supor
que a = supy∈Y hd(φ, pi
−1(y)) <∞, ja´ que o caso a =∞ e´ trivial.




−1(y)) ≤ hd(φ, pi−1(y)) + α ≤ a+ α. (2.1)
De fato, esse nu´mero existe pois
rφ(, pi



















Para cada y ∈ Y , seja Ey ⊂ X um conjunto (m(y), )-gerador minimal de pi−1(y),
i.e., com rφm(y)(, pi
−1(y)) elementos. Enta˜o Uy = ∪z∈EyBφm(y)(z, 2) e´ uma vizinhanc¸a
aberta de pi−1(y) =
⋂
γ>0 pi
−1(B(y, γ)). Assim, temos que
(X \ Uy) ∩ (
⋂
γ>0
(pi−1(B(y, γ))) = ∅
e´ uma intersec¸a˜o de compactos vazia e enta˜o, pela compacidade de X, existe uma
subcolec¸a˜o finita com intersec¸a˜o vazia, e enta˜o neste caso, existe um γ = γ(y) tal
que pi−1(B(y, γ)) ∩ (X \ Uy) = ∅, ou seja, pi−1(B(y, γ)) ⊂ Uy.
Considere B(y1, γ1), ..., B(yr, γr) uma cobertura finita de Y e δ seu nu´mero de
Lebesgue. Seja En um conjunto (n, δ)-gerador minimal de Y com r
S
n(δ, Y ) elementos.
Para cada y ∈ En e 0 ≤ j ≤ n, escolha um cj,y ∈ {y1, ..., yr} tal que
B(ψj(y), δ) ⊂ B(cj,y, γj,y),
onde γj,y e´ o raio γ correspondente a cj,y.
Para cada y ∈ En, seja bs,y := cts(y),y e γ′j,y := γts(y),y, onde constru´ımos a
sequeˆncia tj(y) por induc¸a˜o da forma
t0(y) = 0
ts+1(y) = ts(y) +m(bs,y),
parando quando tq+1(y) ≥ n. Como q depende de y escreveremos q(y).
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Dado y ∈ En, z1 ∈ Eb1,y , z2 ∈ Eb2,y , ... , zq(y) ∈ Ebq(y),y , defina
V (y, z1, ..., zq(y)) = {u ∈ X : d(φt+ts(y)(u), φt(zs)) < 2,
para todo 0 ≤ t ≤ m(bs,y) e 0 ≤ s ≤ q(y)}.
Note que o u´ltimo t+ ts(y) e´ igual a` m(bq(y),y) + tq(y) = tq+1(y) ≥ n.
Agora, afirmamos que para estas vizinhanc¸as V temos que⋃
(y,z1,...,zq(y))
V (y, z1, ..., zq(y)) = X.
De fato, dado u ∈ X, tome y ∈ En tal que dn(y, pi(u)) < δ. Fixado s onde,
0 ≤ s ≤ q(y), temos que 0 ≤ ts(y) ≤ n− 1 e enta˜o d′(ψts(y)(pi(u)), ψts(y)(y)) ≤ δ. Da´ı
temos
pi(φts(y)(u)) = ψts(y)(pi(u)) ∈ B(ψts(y)(y), δ) ⊂ B(bs,y, γ′s,y),
e assim








< 2 para 0 ≤ t < m(bs,y),
demonstrando a afirmac¸a˜o.
Agora, se F e´ um conjunto (n, 4)-separado enta˜o F ∩ V (y, z1, ..., zq(y)) tem no
ma´ximo um elemento. Pois V tem diaˆmetro no ma´ximo 4 em distaˆncia dinaˆmica de
X enquanto que um conjunto (n, 4)-separado em X tem as distaˆncias dinaˆmicas
entre elementos distintos maiores que 4.
Como #Ebs,y = rm(bs,y)(, pi
−1(bs,y)) temos que para cada y ∈ En, a quantidade













Agora observe que tq(y)(y) =
q(y)−1∑
s=0
m(bs,y) e enta˜o, pondo




m(bs,y) = tq(y)(y) +m(bs,y) ≤ n+M. (2.3)
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Logo das desigualdades (2.2) e (2.3) obtemos
logNx ≤ (a+ α).(n+M),
e assim, Nx ≤ e(a+α).(n+M). A partir desta desigualdade e lembrando que para cada
y ∈ En os conjuntos V (y, z1, ..., zq(y)) tem no ma´ximo um elemento qualquer de um

















log sφn(4,X) ≤ rψ(δ, Y ) + a+ α ≤ hd′(S) + a+ α.
Tomando → 0 nesta desigualdade e como α e´ arbitra´rio positivo, obtemos




como quer´ıamos demonstrar. 
Para demonstrar nosso resultado principal (Teorema 4.4.2), na Proposic¸a˜o a
seguir vamos apresentar uma generalizac¸a˜o parcial para espac¸os na˜o compactos do
resultado do Bowen anterior (Proposic¸a˜o 2.7.1 ou Teorema 19 de [3]).
Proposic¸a˜o 2.7.2. Sejam X e Y espac¸os topolo´gicos metriza´veis e localmente










e as aplicac¸o˜es pi, φ e ϕ sa˜o pro´prias e cont´ınuas e pi e´ sobrejetora enta˜o







onde dX e´ a distaˆncia induzida por uma distaˆncia da compactificac¸a˜o por um ponto.
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Demonstrac¸a˜o: Podemos considerar X˜ e Y˜ , as compactificac¸o˜es por um ponto de











onde pi, φ˜ e ϕ˜ sa˜o aplicac¸o˜es cont´ınuas, dadas pelas extenso˜es naturais das aplicac¸o˜es
cont´ınuas pi, φ e ϕ; ale´m disso, temos que este diagrama comuta. Agora, podemos
aplicar a Proposic¸a˜o 2.7.1 para espac¸os compactos, e como em espac¸os compactos
h = hd (Corola´rio 2.6.2), temos enta˜o








onde dX˜ e´ a distaˆncia de X˜. Como pi






















onde dX e´ a distaˆncia induzida por dX˜ . Pelo Princ´ıpio Variacional (Teorema 2.6.1)
temos que h = hdX se a distaˆncia dX vier da compactificac¸a˜o por um ponto. Pela
Proposic¸a˜o 2.3 de [18] temos que a entropia da compactificac¸a˜o e´ igual a entropia
original, ou seja, h(φ˜) = h(φ) e h(ϕ˜) = h(ϕ), demonstrando a Proposic¸a˜o. 
Quando a transformac¸a˜o φ e´ “compat´ıvel” com a ac¸a˜o de um grupo T em X,
temos mais estrutura no espac¸o X. Neste caso, conseguimos um resultado mais
preciso: a entropia de φ e´ menor ou igual a` entropia ϕ mais a entropia de τ que
e´ a transformac¸a˜o em T induzida por φ. Para definir esta compatibilidade, vamos
comec¸ar com a definic¸a˜o de fibrado T -principal, neste caso temos que o diagrama da
Proposic¸a˜o 2.7.2 comuta e φ(x.t) = φ(x).τ(t).
Explicitando todos os elementos desta estrutura. Temos T um grupo e (X, dX),
(Y, dY ) e (T, dT ) espac¸os me´tricos; pi : X → Y uma aplicac¸a˜o cont´ınua e sobrejetora;
p : X × T → X uma ac¸a˜o livre cont´ınua, denotada por p(x, t) = x.t, onde
(i) pi−1(pi(x)) = x.T = p(x, T ) e
(ii) x.t = x.t′ ⇒ t = t′.
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Se φ : X → X, ϕ : Y → Y e τ : T → T sa˜o aplicac¸o˜es cont´ınuas e se, ϕ◦pi = pi◦φ
e φ(x.t) = φ(x).τ(t), para todos x ∈ X e t ∈ T . Temos que a ac¸a˜o φ e´ “compat´ıvel”
com a ac¸a˜o do grupo T em X e que φ induz a ac¸a˜o τ em T
Proposic¸a˜o 2.7.3. Sejam X e Y espac¸os topolo´gicos metriza´veis e localmente










e as aplicac¸o˜es pi, φ e ϕ sa˜o pro´prias e cont´ınuas, e se ale´m disso, pi : X → Y e´ um
fibrado T -principal, onde T e´ um grupo compacto, e existe τ : T → T tal que
φ(x.t) = φ(x).τ(t),
para todo x ∈ X e t ∈ T , enta˜o
h(φ) ≤ h(ϕ) + h(τ).
Demonstrac¸a˜o: Seja p : X × T → X a ac¸a˜o livre cont´ınua associada ao fibrado T -
principal pi : X → Y . Defina p˜ : X˜×T → X˜ a extensa˜o de p com p(∞, t) =∞.t =∞,
para todo t ∈ T . Afirmamos que p˜ e´ uma ac¸a˜o cont´ınua. De fato, seja xn → ∞
e tn → t. Se xn.tn na˜o converge para ∞, enta˜o existe ε > 0 e uma subsequeˆncia
xnk .tnk ∈ K, onde K = X˜\BdX˜ (∞, ε). Como K e´ compacto, enta˜o existe x ∈ K tal
que xnkj .tnkj → x e




O que contradiz xn → ∞, mostrando que p˜ e´ cont´ınua. Agora por compacidade,
dada uma distaˆncia dT de T e ε > 0, existe δ > 0 tal que, se dT (t, t
′) < δ, enta˜o
dX˜(x˜.t, x˜.t
′) < ε, para todo x˜ ∈ X˜. Logo, se dT (t, t′) < δ, enta˜o dX(x.t, x.t′) < ε, para








φk(x).τ k(t), φk(x).τ k(t′)
)
< ε.
Logo, se Tn e´ um conjunto (n, δ)-gerador de T para τ , enta˜o x.Tn e´ um conjunto
(n, ε)-gerador de pi−1(y) = x.T para φ. Enta˜o rφn (ε, pi
−1(y)) ≤ rτn(δ, T ), onde rφn(ε, Y )
e´ a menor cardinalidade de um conjunto (n, ε)-gerador de Y ⊂ X para uma trans-




) ≤ hdT (τ)
e como T e´ compacto pelo Teorema 2.6.2 temos que hdT (τ) = h(τ). Obtemos agora
enta˜o a desigualdade a partir da Proposic¸a˜o anterior 2.7.2. 
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2.8 Pares de Li-Yorke
Em um sistema dinaˆmico, a entropia positiva da transformac¸a˜o pode ser entendida
como um indicador da “caoticidade” do sistema. De fato. Veremos a seguir um outro
indicador de caoticidade que tem uma relac¸a˜o pro´xima com a entropia positiva: a
presenc¸a no sistema dinaˆmico dos chamados pares de Li-Yorke.
Definic¸a˜o 2.8.1. Dada uma transformac¸a˜o cont´ınua φ : X → X de um espac¸o
topolo´gico X, um par (a, b) ∈ X ×X e´ chamado de par de Li-Yorke quando a 6= b e
existem duas sequeˆncias nk →∞ e mk →∞ e existe c ∈ X tal que
(φnk(a), φnk(b))→ (a, b)
e
(φmk(a), φmk(b))→ (c, c).
O principal resultado desta sec¸a˜o diz que se a entropia de um sistema dinaˆmico
for positiva enta˜o existe um par de Li-Yorke no sistema dinaˆmico (Teorema 2.8.10).
O tratamento que usamos aqui segue [6].
Na literatura e´ encontrada a definic¸a˜o de pares de Li-Yorke em espac¸os compactos
como o par (a, b) com a 6= b tal que
lim sup
n→∞
d(φn(a), φn(b)) > 0 e lim inf
n→∞
d(φn(a), φn(b)) = 0.
Se um par satisfaz a primeira definic¸a˜o, este par naturalmente tambe´m satisfaz a
segunda definic¸a˜o. Preferiremos a primeira definic¸a˜o por se adaptar melhor ao caso
na˜o compacto e ser consequeˆncia mais natural da entropia positiva.
Definic¸a˜o 2.8.2. Dada uma transformac¸a˜o φ : X → X, dizemos que uma medida
de probabilidade φ-invariante µ e´ φ-ergo´dica se sempre que um subconjunto S ⊂ X e´
φ-invariante temos µ(S) = 0 ou µ(S) = 1.
Lembrando, que o Teorema 2.3.6 afirma que para uma transformac¸a˜o cont´ınua φ
definida em um espac¸o me´trico compacto sempre existe uma medida de probabilidade
Boreliana φ-invariante. De fato, para espac¸os compactos temos um resultado ainda
mais forte.
Teorema 2.8.3. Toda tranformac¸a˜o cont´ınua φ definida em um espac¸o compacto
metriza´vel X tem uma medida de probabilidade Boreliana φ-ergo´dica.
A demonstrac¸a˜o sera´ omitida e pode ser encontrada, por exemplo, no Teorema
4.1.11 de [14].
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A partir de agora nos restringiremos a transformac¸o˜es pro´prias. Uma trans-
formac¸a˜o e´ definida como pro´pria se a imagem inversa de um compacto e´ sempre
um conjunto compacto. No caso de transformac¸o˜es pro´prias e´ poss´ıvel estender
o domı´nio X para a sua compactificac¸a˜o por um ponto X˜ = X ∪ {∞}, de forma
cont´ınua, definindo φ˜(∞) =∞ e φ˜(x) = φ(x) para todo x ∈ X.
Se X e´ um espac¸o metriza´vel separa´vel e localmente compacto enta˜o a sua
compactificac¸a˜o por um ponto X˜ e´ compacta metriza´vel. De fato, isto e´ uma
consequeˆncia do Teorema de Metrizac¸a˜o de Urysohn. Veja, por exemplo, os Teoremas
9.10, 11.2 e 11.3 de [4].
Proposic¸a˜o 2.8.4. Seja X um espac¸o metriza´vel separa´vel localmente compacto e
seja φ : X → X uma transformac¸a˜o cont´ınua pro´pria, se h(φ) > 0 enta˜o existe µ
φ-ergo´dica tal que hµ(φ) > 0.
Demonstrac¸a˜o: Se X satisfaz as condic¸o˜es da Proposic¸a˜o enta˜o a sua compacti-
ficac¸a˜o por um ponto X˜ e´ compacto metriza´vel e temos que φ˜ e´ cont´ınua em X˜. Pela
Proposic¸a˜o 2.3 de [18] temos que a entropia da compactificac¸a˜o e´ igual a entropia
original, ou seja, h(φ) = h(φ˜).




onde µ˜ e´ tomado entre todas as medidas φ˜-ergo´dicas, e enta˜o existe uma medida
de probabilidade φ˜-ergo´dica µ˜ tal que hµ˜(φ˜) > 0. Agora, como {∞} e´ um con-
junto invariante temos que µ({∞}) = 0 ou µ({∞}) = 1. Mas, se µ({∞}) = 1,
temos que hµ˜(φ˜) = 0, o que e´ uma contradic¸a˜o. Logo µ({∞}) = 0 e temos que
hµ(φ) = hµ˜(φ˜) > 0, como quer´ıamos demonstrar. 
Antes de demonstrar o Teorema 2.8.10 precisaremos da definic¸a˜o de esperanc¸a
condicional e algumas de suas propriedades (sec¸a˜o 34 de [2]). Dizemos que uma
func¸a˜o real Z : X → R e´ F-mensura´vel em uma σ-a´lgebra F se para todo aberto
U ⊂ R a imagem inversa Z−1(U) esta´ em F .
Definic¸a˜o 2.8.5. Dado um espac¸o de probabilidade (X,Σ, µ), uma σ-a´lgebra F
contida em Σ e uma func¸a˜o Σ-mensura´vel Z definimos uma nova func¸a˜o E(Z|F)





E(Z|F)dµ, para todo A ⊂ F .
Usando o Teorema de Radon-Nikodin e´ poss´ıvel demonstrar que E(Z|F) esta´ bem
definida e e´ u´nica a menos de um conjunto de medida 0, ou seja, se duas func¸o˜es
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satisfazem a igualdade anterior enta˜o elas sa˜o diferentes em, no ma´ximo, um conjunto
de medida zero.
Ale´m disso, precisaremos de duas propriedades de varia´veis aleato´rias (Teorema
34.2 (i), (iii) e Teorema 16.10 (i) de [2]).
Proposic¸a˜o 2.8.6. Dado um espac¸o de probabilidade (X,Σ, µ), uma σ-a´lgebra F
contida em Σ.
(i) Se Z ≥ 0 enta˜o E(Z/F) ≥ 0.
(ii) Se Z ≥ 0 e ∫ Zdµ = 0 enta˜o Z = 0 quase sempre.
Agora definiremos a σ-a´lgebra de Pinsker e uma medida produto λµ em X ×X
baseada na σ-a´lgebra de Pinsker e µ. Para uma refereˆncia sobre σ-a´lgebra de Pinsker
veja o Teorema 18.1 de [10].
Definic¸a˜o 2.8.7. (σ-a´lgebra de Pinsker e medida produto). Para uma medida φ-
invariante pro´pria a σ-a´lgebra de Pinsker P, e´ a sub-σ-a´lgebra tal que hµ(φ,P) = 0,
ou seja, se uma partic¸a˜o finita D tem todos os seus elementos em P enta˜o hµ(φ,D) = 0.
O produto de µ consigo mesma sobre P, denotado por λµ, e´ a medida em X ×X




Se a transformac¸a˜o φ e´ pro´pria e µ e´ φ-ergo´dica, enta˜o λµ e´ φ× φ-ergo´dica (veja
Teorema 19.27 de [10]). Tambe´m note que se µ(A) = 0 enta˜o A ∈ P .
Lema 2.8.8. Seja ∆, o conjunto dos pontos diagonais em X ×X, ou seja,
∆ = {(x, x) : x ∈ X}.
Se φ e´ uma transformac¸a˜o pro´pria enta˜o para uma medida φ-ergo´dica µ tal que
hµ(φ) > 0, temos
λµ(∆) = 0.
Demonstrac¸a˜o: Como λµ e´ ergo´dica e ∆ e´ φ×φ-invariante e´ suficiente mostrar que
λµ(∆) 6= 1. Suponha, por absurdo, que λµ(∆) = 1. Enta˜o para qualquer conjunto
mensura´vel B ⊂ X,∫
E(1B|P).E(1Bc|P)dµ = λµ(B ×Bc) = 0,
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pois B ×Bc ⊂ ∆c. E como a esperanc¸a condicional de uma func¸a˜o na˜o-negativa e´
na˜o-negativa (item (ii) de 2.8.6) temos que
E(1B|P).E(1Bc |P) = 0 (2.4)
quase sempre. Seja
A = {x ∈ X|E(1B|P) 6= 0}.
Como E(1B|P) e´ uma func¸a˜o P-mensura´vel temos que A ∈ P . Agora,



















onde a u´ltima igualdade, agora, vem do fato de que em A temos que E(1B|P) 6= 0 e
pela equac¸a˜o (2.4) anterior, temos que E(1Bc |P) = 0 em A quase sempre.
Como A esta´ em P e os conjuntos de medida zero esta˜o em P temos que B
tambe´m esta´ em P . De fato, como A = (A \B) ∪ (A ∩B) temos que A ∩B esta´ em
P. Agora, como B = (B \ A) ∪ (A ∩ B) obtemos que B esta´ em P. Mas como B
e´ arbitra´rio temos, pela definic¸a˜o de σ-a´lgebra de Pinsker, que hµ(φ,D) = 0 para
qualquer partic¸a˜o D e enta˜o hµ(φ) = 0, o que contradiz a hipo´tese do Lema. Logo
λµ(∆) 6= 1 e λµ(∆) = 0, como quer´ıamos demonstrar. 
Lema 2.8.9. Dados µ e λµ como na Definic¸a˜o 2.8.7, se
z ∈ supp(µ) enta˜o (z, z) ∈ supp(λµ).
Demonstrac¸a˜o: Suponha por contradic¸a˜o que z ∈ supp(µ) e que (z, z) na˜o esta´ no
suporte de λµ. Logo existe uma vizinhanc¸a U de (z, z), tal que λµ(U) = 0. Neste
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caso, existe uma vizinhanc¸a A de z tal que (z, z) ∈ A× A ⊂ U e enta˜o,




⇔ E(1A|P)2 = 0 quase sempre







⇔ µ(A) = 0.
Como z ∈ A e z esta´ no suporte de µ temos uma contradic¸a˜o. 
Teorema 2.8.10. Seja X um espac¸o metriza´vel separa´vel localmente compacto e
seja φ : X → X uma transformac¸a˜o cont´ınua pro´pria. Se h(φ) > 0 enta˜o existe um
par de Li-Yorke para este sistema.
Demonstrac¸a˜o: Pela Proposic¸a˜o 2.8.4 existe uma medida φ-ergo´dica µ tal que
hµ(φ) > 0. Seja Z = supp(µ) e W = supp(λµ). Para cada aberto na˜o vazio
U ⊂ X ×X na topologia relativa a` W , seja








Ou seja, WU conte´m todos os pontos de X cujas o´rbitas passam infinitas vezes em
U . Temos que WU e´ φ-invariante, ale´m disso, note que ∪∞n=kφ−n(U) e´ uma sequeˆncia
de conjuntos decrescente em k. E para todo k,
λµ(∪∞n=kφ−n(U)) ≥ λµ(U) > 0.
Pela continuidade da medida temos que λµ(WU) ≥ λµ(U) > 0 e enta˜o pela ergodici-
dade de λµ temos que λµ(WU) = 1.





temos que λµ(Wβ) = 1. Lembrando que λµ(∆) = 0 (Lema 2.8.8), temos
λµ(Wβ \∆) = 1.
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Note agora que Wβ e´ o conjunto dos pontos cujas o´rbitas passam infinitas vezes
em uma base enumera´vel de W , ale´m disso, pelo Lema 2.8.9 temos que para todo
z ∈ supp(µ) temos (z, z) ∈ supp(λµ) ⊂ Wβ. Enta˜o se escolhermos (a, b) ∈ Wβ \∆
temos que a 6= b, e que a o´rbita de (a, b) passa infinitas vezes sobre qualquer aberto
contendo (a, b) logo, em particular, (φn(a), φn(b)) tem subsequeˆncia que converge
para (a, b). De forma semelhante, (φn(a), φn(b)) tem subsequeˆncia que converge para
(c, c) ∈ supp(λµ) onde c ∈ supp(µ), ou seja, (a, b) e´ par de Li-Yorke. 
E´ interessante notar que no final da demonstrac¸a˜o anterior, temos que um par de
Li-Yorke (a, b) ∈ Wβ \∆ tem uma o´rbita densa em W = supp(λµ).
Este Teorema sera´ usado neste trabalho na direc¸a˜o reversa, ou seja, se na˜o existem
pares de Li-Yorke no sistema enta˜o a entropia da transformac¸a˜o e´ nula. De fato,
no cap´ıtulo 3 mostraremos uma “lei de composic¸a˜o” da na˜o-existeˆncia de pares de
Li-Yorke (Proposic¸a˜o 4.3.3) e usaremos o Teorema anterior de forma crucial para
demonstrar o resultado principal do trabalho (Teorema 4.4.2).
Cap´ıtulo 3
Teoria de Lie
3.1 Grupos de Lie
Neste cap´ıtulo, apresentaremos os resultados sobre a estrutura de Grupos de Lie e
suas a´lgebras que foram necessa´rios na demonstrac¸a˜o do resultado principal (Teorema
4.4.2). Na primeira sec¸a˜o, estudaremos recobrimentos de grupos, grupos nilpotentes,
grupos solu´veis, grupos semissimples e endomorfismos de grupos; e terminaremos
com o Teorema Fundamental do Centro (Teorema 3.1.13), um resultado-chave no
trabalho.
Na sec¸a˜o seguinte, estudamos em detalhes o Toro maximal do centro do grupo,
que acaba se tornando o foco de nosso resultado principal. Na u´ltima sec¸a˜o, de-
monstraremos o Teorema 3.3.3, um resultado te´cnico que analisa endomorfismos em
grupos solu´veis.
Dado um grupo de Lie G com a´lgebra de Lie g, denotaremos por G0 a componente
conexa da identidade de G. Temos que G0 e´ subgrupo normal de G. De fato, para
qualquer g ∈ G, como 1 ∈ gG0g−1 temos que gG0g−1 e´ a componente conexa que
conte´m a identidade, ou seja, gG0g
−1 = G0. Ale´m disso, como G0 e´ um subgrupo
aberto e fechado de G temos que G/G0 e´ um subgrupo discreto ja´ que as componentes
conexas de G0 sa˜o disjuntas entre si.
O centro de G denotado por
Z(G) = {h ∈ G : gh = hg, para todo g ∈ G},
e´ um subgrupo fechado e normal de G. Quando G = G0, a a´lgebra de Z(G) e´ o
centro de g,
z(g) = {H ∈ g : [H,X] = 0, para todo X ∈ g},
e´ um ideal de g (veja o Lema 11.1.1 de [11]). Um isomorfismo entre grupos de Lie e´
um isomorfismo de grupos que e´ um difeomorfismo. Diremos que os grupos de Lie
34
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G e H sa˜o isomorfos, G ' H, se existe um isomorfismo entre G e H. O seguinte
resultado pode ser achado na sec¸a˜o 9.5 de [11], especialmente no Teorema 9.5.4,
com a excec¸a˜o do fato que Γ˜ e´ finitamente gerado, que pode ser achado quando
combinamos Γ˜ ' pi1(G) com o Corola´rio 14.2.10 (iv) de [11].
Teorema 3.1.1. Seja G um grupo de Lie conexo com a´lgebra de Lie g. Enta˜o existem
um grupo de Lie simplesmente conexo G˜ e um subgrupo discreto e finitamente gerado
Γ˜ do seu centro de forma que G ' G˜/Γ˜. O grupo de Lie G˜ e´ chamado de recobrimento
universal de G e´ u´nico a menos de isomorfismo e tambe´m tem a´lgebra de Lie g.
Ale´m disso, cada endomorfismo φ de G e´ induzido por um u´nico endomorfismo φ˜ de





Uma consequeˆncia deste Teorema e´ que qualquer grupo de Lie abeliano conexo
e´ isomorfo ao produto de um espac¸o vetorial com um toro. Este toro e´ um grupo
de Lie abeliano conexo e compacto (veja o exemplo 9.5.6 de [11]). Obtemos enta˜o
que para todo grupo G a componente conexa do Z(G) e´ o produto de um espac¸o
vetorial e um toro. Este toro sera´ o foco de va´rios dos resultados presentes neste
trabalho e por isso definimos:
Definic¸a˜o 3.1.2. Seja G um grupo de Lie. Denotaremos por T (G) o toro maximal
do centro de G.
Sera´ u´til no nosso estudo do subgrupo de Lie T (G) conhecer primeiro o grupo de
endomorfismos de um toro n dimensional.
Proposic¸a˜o 3.1.3. Se T e´ um toro em n dimenso˜es, temos que T ' Rn/Zn e enta˜o
o grupo de automorfismos de T e´ isomorfo ao subgrupo GL(n,Z) de GL(n,R).
Demonstrac¸a˜o: Temos que Rn e´ o recobrimento universal de T , enta˜o usando a
parte final do Teorema 3.1.1 temos que um endomorfismo φ de Rn/Zn induz um
endomorfismo φ˜ em Rn, onde φ˜ (Zn) ⊂ Zn, e enta˜o φ˜ ∈ GL(n,Z) ⊂ GL(n,R). 
Seja G um grupo de Lie e seja g a sua a´lgebra de Lie, para qualquer a´lgebra
de Lie g existe um u´nico ideal maximal nilpotente n (veja Definic¸a˜o 5.2.10 de [11]),
denominado radical nilpotente de g. O subgrupo conexo de G gerado por n, denotado
por N , e´ denominado o radical nilpotente de G.
Para grupos nilpotentes de Lie temos duas Proposic¸o˜es sobre sua estrutura que
na˜o tem equivalentes para subgrupos solu´veis. A Proposic¸a˜o a seguir pode ser
encontrada no Teorema 11.2.6 e no Corola´rio 11.2.7 de [11].
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Proposic¸a˜o 3.1.4. Seja N um grupo de Lie nilpotente com a´lgebra de Lie n. Enta˜o
n e´ nilpotente e exp : (n, ∗) → N e´ o recobrimento universal de N , onde (n, ∗) e´
um Grupo de Lie definido em n e o produto e´ dado pela se´rie de Dynkin (que e´
polinomial). Ale´m disso, a exponencial (n, ∗): expn : n→ (n, ∗) e´ a identidade em n
e a func¸a˜o exponencial expN : n→ N e´ sobrejetiva em N .
A Proposic¸a˜o seguinte pode ser encontrada na Proposic¸a˜o 11.2.9 de [11].
Proposic¸a˜o 3.1.5. Seja N um grupo de Lie nilpotente conexo com a´lgebra de Lie
n. Enta˜o n e´ nilpotente e o seu centro e´ a exponencial do centro da a´lgebra n, ou
seja, Z(N) = expN(z(n)), e o centro de N e´ conexo.
De forma ana´loga, para qualquer a´lgebra de Lie g existe um u´nico ideal maximal
solu´vel r (veja a Proposic¸a˜o 5.4.3 de [11]), denominado radical solu´vel de g. O
subgrupo conexo de G gerado por r, denotado por R, e´ denominado o radical solu´vel
de G.
Como r e´ uma a´lgebra solu´vel enta˜o r′ = [r, r] e´ um ideal nilpotente de g (Corola´rio
5.4.12 de [11]). Logo temos que r′ ⊂ n ⊂ r, pois n e´ o ideal nilpotente maximal. Em
termos dos subgrupos ficamos com R′ ⊂ N ⊂ R, onde R′ e´ o subgrupo gerado por r′,
e conclu´ımos que R/N e´ um subgrupo abeliano conexo. Resumimos estes resultados
no Corola´rio a seguir.
Proposic¸a˜o 3.1.6. Se r e´ o radical solu´vel de g enta˜o r′ = [r, r] e´ um ideal nil-
potente de g. Ale´m disso, R/N e´ um subgrupo abeliano conexo onde N e R sa˜o,
respectivamente, os radicais nilpotente e solu´vel de G.
Sejam R˜ e N˜ , respectivamente, os recobrimentos universais de R e N enta˜o, por
definic¸a˜o, temos que R˜ e N˜ simplesmente conexos. Ale´m disso, como eles tem as
mesmas a´lgebras de Lie que R e N obtemos de forma semelhante que R˜/N˜ tambe´m e´
um subgrupo abeliano conexo. Obtemos enta˜o o seguinte resultado (veja a Proposic¸a˜o
11.2.15 de [11]).
Proposic¸a˜o 3.1.7. O quociente R˜/N˜ e´ um grupo de Lie abeliano e simplesmente
conexo logo e´ isomorfo a um espac¸o vetorial, ou seja,
R˜/N˜ ' V,
onde V e´ um espac¸o vetorial de dimensa˜o finita.
Os radicais solu´veis tambe´m sa˜o caracterizados pelo seguinte resultado (veja o
Lema 5.6.1 de [11] e a bijec¸a˜o entre suba´lgebras e subgrupos conexos pelo Teorema
de subgrupos integrais 9.4.8 de [11]).
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Proposic¸a˜o 3.1.8. O radical solu´vel r e´ u´nico ideal solu´vel de g tal que g/r e´
semissimples. O radical solu´vel R e´ o u´nico subgrupo conexo normal solu´vel de G tal
que G/R e´ semissimples.
Seja Cg(h) = ghg
−1 a conjugac¸a˜o por g em G. A representac¸a˜o adjunta do grupo
G e´ a ac¸a˜o em g dada por Ad(g)(X) = d(Cg)1(X), onde X ∈ g e d(Cg)1 e´ a diferencial
de Cg na identidade.
Uma caracterizac¸a˜o u´til de Z(G) no caso em que G e´ um grupo de Lie conexo e´
Z(G) = {h ∈ G : Ad(h)(X) = X para todo X ∈ g}.
De fato, se G e´ conexo temos G = 〈exp g〉, logo basta mostrar que
Ad(h)(X) = X ⇔ h expXh−1 = expX.
O que decorre de exp(Ad(h)X) = Ch(expX).
Quando G for um grupo de Lie linear, temos em especial que Ad(g)X = gXg−1,
pois neste caso, Ad(g)X = d(Cg)1X =
d
dt
g exp(tX)g−1|t=0 = gXg−1.
Proposic¸a˜o 3.1.9. Seja φ : S → S um endomorfismo sobrejetivo de um grupo de
Lie conexo semissimples S. Enta˜o existe um k ∈ N tal que φk = Cg para algum







Onde φ′ e´ a derivada de φ na identidade. Mas como g e´ semissimples sabemos que
existe k ∈ N tal que (φ′)k e´ um endomorfismo interno de g (veja o Corola´rio 1.3 de





= exp(Ad(g)X) = Cg(expX).
Como S e´ gerado por elementos da forma expX, obtemos φk = Cg. Ale´m disso,
temos que φk e´ automorfismo ja´ que Cg e´ um automorfismo, concluindo que φ e´ um
automorfismo. 
Proposic¸a˜o 3.1.10. Seja ψ : S/Z(S)→ S/Z(S) onde S e´ um grupo semissimples
conexo e Z(S) e´ o centro de S enta˜o existe k ∈ N tal que ψk e´ uma restric¸a˜o de uma
transformac¸a˜o linear.
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Demonstrac¸a˜o: Note que grupo adjunto de S e´ isomorfo a` S/Z(S) e o grupo ad-
junto sempre e´ um grupo linear pois e´ uma ac¸a˜o em g. Como pela Proposic¸a˜o anterior
3.1.9 existe k ∈ N tal que ψk = Cg para algum g ∈ S/Z(S) temos que ψk(h) = ghg−1,
para todo h ∈ S/Z(S). Note Cg(h) = ghg−1 que e´ uma transformac¸a˜o linear em h,
ou de forma mais precisa, ψk = Cg(h) e´ uma restric¸a˜o de uma transformac¸a˜o linear
no espac¸o da matrizes. 
Lema 3.1.11. Seja G um grupo de Lie conexo e φ : G → G um endomorfismo
cont´ınuo sobrejetor. O nu´cleo do endomorfismo φ e´ finito e φ e´ uma func¸a˜o pro´pria.
Demonstrac¸a˜o: Como φ : G → G e´ um endomorfismo sobrejetor pelo Teorema
3.1.1 existe Γ˜ um subgrupo discreto e finitamente gerado do centro de G˜ tal que















onde pi : G˜→ G ' G˜/Γ˜ e´ projec¸a˜o canoˆnica. Como dφ1(g) = g e dφ˜1 = dφ1 temos
que φ˜(G˜) = G˜, agora, como G˜ e´ simplesmente conexo e φ˜ e´ recobrimento temos que
φ˜ e´ injetora e enta˜o φ˜ e´ automorfismo. Temos que g ∈ kerφ⇔ φ(g) = 1, e como pi e´
sobrejetor existe g˜ ∈ H˜ tal que pi(g˜) = g e enta˜o φ(pi(g˜)) = pi(φ˜(g˜)) = 1 ⇔ φ˜(g˜) ∈
Γ˜⇔ g˜ ∈ φ˜−1(Γ˜). Enta˜o temos que g = pi(g˜) ∈ pi(φ˜−1(Γ˜)) = φ˜−1(Γ˜)/Γ˜. Enta˜o kerφ =
φ˜−1(Γ˜)/Γ˜. Agora, como φ˜ e´ automorfismo de G˜ temos que φ˜−1(Γ˜)/Γ˜ ' Γ˜/φ˜(Γ˜) e
enta˜o
| kerφ| =
∣∣∣φ˜−1(Γ˜)/Γ˜∣∣∣ = ∣∣∣Γ˜/φ˜(Γ˜)∣∣∣ .
Pelo Teorema 3.1.1 temos que Γ˜ e´ um subgrupo discreto e finitamente gerado do
centro de G˜ enta˜o Γ˜ ' Zm ⊕D onde D e´ um subgrupo abeliano finito de Γ˜ e m ∈ N.
Como φ˜ e´ automorfismo φ˜(Γ˜) ' Zm ⊕D. Identificando Γ˜ com Zm ⊕D obtemos que
φ˜(Zm) ' Zm, ale´m disso, como endomorfismos levam elementos de ordem finita em
elementos de ordem finita temos que φ˜(D) = D.
Como φ˜(D) = D o endomorfismo φ˜|Γ˜ induz em Γ˜/D ' Zm um endomorfismo
θ : Zm → Zm. Seja {zi} uma base para Γ˜/D logo {wi} = {θ(zi)} ∈ θ (Zm) e´ uma
base de θ (Zm) ⊂ Zm, ja´ que θ e´ induzido a partir do automorfismo φ˜ e φ˜(Zm) ' Zm.
Temos enta˜o que wi =
∑
j aijzj, onde a matriz A = {aij} tem entradas inteiras e
detA 6= 0. Podemos colocar a base {zi} em func¸a˜o da base {wi} invertendo a matriz




j bijwj, onde (detA).A
−1 = B = {bij} = Ct e C e´ a matriz
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dos cofatores de A. Note enta˜o que os termos (detA).zi ∈ θ(Zm) e conclu´ımos que
| kerφ| = |Γ˜/φ˜(Γ˜)| = |Zm/θ(Zm)| ≤ | detA|m. 
E´ poss´ıvel mostrar que no Lema anterior 3.1.11 vale um resultado mais preciso.
Usando a notac¸a˜o do Lema anterior temos, de fato, que |Γ˜/φ˜(Γ˜)| = | detA|. A
demonstrac¸a˜o usa o “escalonamento” da matriz A a partir de mudanc¸as das bases
{zi} e {wi} sem alterar o determinante de A como e´ feito, por exemplo, no Teorema
14.6.2 de [11], ou de forma equivalente, na chamada forma normal de Smith de uma
matriz de inteiros.
Uma subvariedade imersa L = f(V ) e´ chamada de subvariedade quasi-regular
de M se dado N um espac¸o topolo´gico localmente conexo e ψ : N → M cont´ınua
assumindo valores em L. Enta˜o, ψ : N → L e´ sempre cont´ınua em relac¸a˜o a topologia
intr´ınseca (Defic¸a˜o B.2 [20]).
Lema 3.1.12. Seja G um grupo de Lie conexo e φ : G → G um endomorfismo
cont´ınuo, enta˜o existe k ∈ N tal que φk(G) = H e φ(H) = H. Ale´m disso, H e´ um
subgrupo fechado de G.
Demonstrac¸a˜o: A derivada de φ na identidade e´ uma transformac¸a˜o linear dφ1 :
g → g, enta˜o existe um k ∈ N tal que (dφ1)k+1(g) = (dφ1)k(g). De fato, como
(dφ1)
k+1(g) = (dφ1)
k(dφ1(g)) ⊂ (dφ1)k(g) se a sequeˆncia de nu´meros naturais
dim ((dφ1)
n(g)) for estritamente decrescente ela eventualmente seria negativa o que e´
uma contradic¸a˜o. Seja enta˜o k o menor natural tal que (dφ1)
k+1(g) = (dφ1)
k(g) = h,
ale´m disso, por induc¸a˜o, podemos mostrar que (dφ1)
n(g) = h, para todo n ≥ k.
Seja H = < exp h>, ou seja, o grupo gerado por elementos da forma expX onde
X ∈ h. Como (dφ1)k(g) = dφ1(h) = h e como G = < exp g> temos que φk(G) = H
e φ(H) = H.
Seja g pertencente ao fecho de H e U uma vizinhanc¸a localmente conexa de g na
topologia de G e seja V uma vizinhanc¸a compacta de φk(g) na topologia de H visto
como um grupo de Lie por si mesmo. Como H e´ um subvariedade quasi-regular de G,
pela continuidade de φk|U : U → G e como φk|U(U) ⊂ H segue que φk|U : U → H e´
cont´ınua com relac¸a˜o a topologia intr´ınseca de H. Seja gn ∈ H ∩ U uma sequeˆncia
que converge para g na topologia de G. Temos enta˜o que φk(gn) converge para φ
k(g)
na topologia intr´ınseca de H. Enta˜o existe l ≥ 0 tal que φk(gn) ∈ V para todo n ≥ l.
Logo gn ∈ (φk|H)−1(V ), para todo n ≥ l.
Como H e´ unia˜o enumera´vel de compactos temos que φk|H : H → H e´ um
endomorfismo mensura´vel e enta˜o φk|H e´ cont´ınua (veja por exemplo [15]). Pelo
Lema 3.1.11 anterior obtemos que φk|H e´ uma func¸a˜o pro´pria ja´ que φk|H e´ uma
func¸a˜o sobrejetora e H e´ conexo. Enta˜o (φk|H)−1(V ) e´ compacto na topologia de H,
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como a imersa˜o de H em G e´ cont´ınua temos que (φk|H)−1(V ) tambe´m e´ compacto
na topologia de G. Como φk(gn) ∈ V para todo n ≥ l, e como gn converge para g na
topologia de G, temos enta˜o que g ∈ (φk|H)−1(V ) ⊂ H mostrando que H e´ fechado
em G. 
A suba´lgebra k de g esta´ compactamente mergulhada se o subgrupo gerado por
exp ad(k) tem fecho compacto em gl(g) e ela e´ maximal se na˜o esta´ propriamente
contida em nenhuma outra. Dizemos que um endomorfismo θ : g→ g e´ uma derivac¸a˜o
interna se existe X ∈ g tal que θ(Y ) = [X, Y ] para todo Y ∈ g. Chamamos θ de
semissimples em R se θ e´ diagonaliza´vel em C, veja por exemplo, a Definic¸a˜o 5.3.1
nas pa´gs. 95 e 96 de [11].
No Teorema a seguir, no item (i) vamos enunciar um resultado sobre suba´lgebras
maximais abelianas compactamente mergulhadas (veja o Lema 14.2.4 e o Teorema
14.2.7 de [11]), no item (ii) o chamado Teorema Fundamental do Centro (veja o
Teorema 14.2.8 de [11]) e no item (iii) uma consequeˆncia do Exerc´ıcio 14.2.1 de [11].
Teorema 3.1.13. Dado um grupo de Lie conexo G temos que,
(i) A imagem de uma suba´lgebra maximal abeliana compactamente mergulhada
por um automorfismo e´ tambe´m uma suba´lgebra maximal abeliana compactamente
mergulhada. Ale´m disso, duas suba´lgebras maximais abelianas compactamente mergu-
lhadas sa˜o conjugadas por um elemento do fecho do conjunto gerado pela exponencial
das derivac¸o˜es internas da a´lgebra.
(ii) (Teorema Fundamental do Centro). O centro de um grupo de Lie conexo G e´
dado por
Z (G) = exp{X ∈ h : o espectro de ad(X) ⊂ 2piiZ},
onde h e´ qualquer suba´lgebra maximal abeliana compactamente mergulhada de g.
(iii) Temos que exp(X) ∈ Z (G) se, e somente se, ad(X) e´ semissimples em R,
ou seja, e´ diagonaliza´vel em gl(g,C) e o seu espectro esta´ em 2piiZ, ale´m disso, como
ad(X) para X ∈ h comutam entre si eles sa˜o simultaneamente diagonaliza´veis.
3.2 Toro maximal
Nesta sec¸a˜o, provamos alguns resultados relacionados a T (G) o toro maximal do
centro do grupo de Lie G. Comec¸amos com um Lema conhecido cuja prova sera´
apresentada para convenieˆncia do leitor.
Lema 3.2.1. Seja G um grupo de Lie conexo e T um toro que e´ subgrupo normal
de G. Enta˜o T e´ um subgrupo do Z(G).
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Demonstrac¸a˜o: Seja Cg : G→ G a conjugac¸a˜o por g ∈ G. Como T e´ um subgrupo
normal de G, podemos considerara restric¸a˜o Cg|T : T → T . Enta˜o φ : G→ Aut(G),
dado por φ(g) = Cg|T , e´ um homomorfismo cont´ınuo de um grupo de Lie conexo G
para o grupo discreto dos automorfismos de T (veja a Proposic¸a˜o 3.1.3). Como a
imagem de um conjunto conexo e´ conexo e φ(1) = 1 temos que φ e´ o homomorfismo
trivial. Enta˜o temos que Cg(h) = h, para todo g ∈ G e para todo h ∈ T , ou seja,
T ⊂ Z(G). 
Um subgrupo fechado H e´ subgrupo caracter´ıstico de G se H e´ invariante por
qualquer automorfismo cont´ınuo de G. Temos que se K e´ subgrupo fechado ca-
racter´ıstico de H e H e´ subgrupo fechado caracter´ıstico de G enta˜o K e´ subgrupo
fechado caracter´ıstico de G. De fato, se φ e´ automorfismo de G temos que φ(H) = H
e enta˜o φ|H e´ automorfismo cont´ınuo de H e temos
φ(K) = φ|H(K) = K.
Note que T (G) e´ subgrupo caracter´ıstico de G para qualquer grupo de Lie G. De
fato, como Z(G) e´ caracter´ıstico em G temos que φ(T (G)) ⊂ Z(G) para qualquer
automorfismo φ de G. Agora, φ(T (G)) e´ um toro contido em Z(G) com a mesma
dimensa˜o que T (G). Como T (G) e´ o toro maximal de Z(G) temos enta˜o que
φ(T (G)) = T (G).
O pro´ximo resultado relaciona o toro maximal do centro de um grupo de Lie com
o toro maximal do centro de seus radicais solu´veis e nilpotentes.
Proposic¸a˜o 3.2.2. Sejam G um grupo de Lie conexo, R o seu radical solu´vel e N o
seu radical nilpotente. Enta˜o os toros maximais dos seus centros coincidem, ou seja,
T (G) = T (R) = T (N).
Demonstrac¸a˜o: Como T (G) e´ um subgrupo conexo normal abeliano de G, temos
que T (G) ⊂ R e enta˜o T (G) ⊂ T (R). Por outro lado, seja Cg : G→ G a conjugac¸a˜o
por g ∈ G. Como R e´ um subgrupo caracter´ıstico de G, podemos considerar a
restric¸a˜o Cg|R : R→ R. Como T (R) e´ agora subgrupo caracter´ıstico de R, podemos
enta˜o considerar a restric¸a˜o Cg|T (R) : T (R) → T (R). Isto mostra que T (R) e´ um
subgrupo normal de G que e´ um toro. Pelo Lema 3.2.1, temos que T (R) ⊂ Z(G), e
enta˜o T (R) ⊂ T (G) e obtemos T (G) = T (R). A demonstrac¸a˜o que T (G) = T (N) e´
ana´loga a` esta, substituindo R por N . 
Proposic¸a˜o 3.2.3. Seja N um grupo de Lie nilpotente conexo e seja T (N) o seu
toro maximal central. Enta˜o N/T (N) e´ simplesmente conexo.
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Demonstrac¸a˜o: Seja pi : N˜ → N o recobrimento universal de N , enta˜o N '
N˜/ ker(pi) onde ker(pi) ⊂ Z(N˜) (Teorema 3.1.1). Pela Proposic¸a˜o 3.1.4 temos que a
exponencial e´ bijetora em N˜ . Agora, como Z(N˜) = expN˜(z(n)) (Proposic¸a˜o 3.1.5),
Z(N˜) tambe´m e´ simplesmente conexo e Z(N˜) e´ isomorfo a um espac¸o vetorial.
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e enta˜o temos que N/T (N) e´ homeomorfo ao quociente de dois espac¸os vetoriais e
enta˜o e´ simplesmente conexo. 
Se um grupo G e´ compacto pela Proposic¸a˜o 12.1.4 de [11] temos que a sua a´lgebra
g e´ compacta e enta˜o pelo Lema 12.1.2 (iv) [11] temos enta˜o que sua a´lgebra e´
redut´ıvel e finalmente pelo Lema 5.7.1(ii) de [11] temos que g e´ a soma direta de
z(g), que e´ uma suba´lgebra abeliana, com a suba´lgebra derivada [g, g], que e´ uma
suba´lgebra semissimples.
Enta˜o se um grupo de Lie G for compacto e solu´vel a suba´lgebra semissimples e´
trivial e temos g = z(g), ou seja, g e´ abeliano. Agora, pelo Teorema 3.1.1, temos que
G ' Rn/Zm e como G e´ compacto m = n e G e´ isomorfo a um toro de dimensa˜o n.
Obtemos enta˜o o seguinte resultado.
Proposic¸a˜o 3.2.4. Se um grupo de Lie G e´ compacto e solu´vel enta˜o G e´ um toro.
Conclu´ımos esta sec¸a˜o com o pro´ximo resultado, que e´ necessa´rio para a conexa˜o
entre a na˜o existeˆncia de pares de Li-Yorke e o Teorema 3.3.3 que e´ o principal
resultado da pro´xima sec¸a˜o.
Proposic¸a˜o 3.2.5. Se G e´ um grupo de Lie conexo e R e´ o seu radical solu´vel.
Temos que R/T (R) e´ o radical solu´vel de G/T (G) e que
T (G/T (G)) = T (R/T (R)) = 1,
onde 1 e´ o grupo trivial. Ale´m disso, o radical nilpotente de G/T (G) e´ simplesmente
conexo.
Demonstrac¸a˜o: Como T (G) = T (R), pela Proposic¸a˜o 3.2.2, temos que R/T (R) e´
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e´ semissimples. Pela Proposic¸a˜o 3.1.8, temos que R/T (R) e´ o radical solu´vel de
G/T (G). Considerando o homorfismo canoˆnico pi : R → R/T (R). Temos que
pi−1 (T (R/T (R))) = S e´ subgrupo de Lie compacto conexo e solu´vel, que pela
Proposic¸a˜o 3.2.4 e´ um toro.
Como T (R/T (R)) e´ um subgrupo normal, temos que pi−1 (T (R/T (R))) tambe´m
e´ normal. Agora, pelo Lema 3.2.1, temos que pi−1 (T (R/T (R))) ⊂ Z(R), e enta˜o
temos que pi−1 (T (R/T (R))) ⊂ T (R), o que implica que T (R/T (R)) e´ trivial. Pela
Proposic¸a˜o 3.2.2 temos T (G/T (G)) = T (R/T (R)) = 1. Temos que um subgrupo
H e´ nilpotente se, e somente se, H/T (N) = H/T (G) e´ nilpotente (Proposic¸a˜o 5.2.3
(ii) de [11]). Logo N/T (N) e´ o subgrupo nilpotente maximal de G/T (G) e pela
Proposic¸a˜o 3.2.3 obtemos que N/T (N) e´ simplesmente conexo. 
3.3 Ordem finita
Nesta sec¸a˜o, provamos o principal resultado te´cnico do trabalho. O Teorema 3.3.3
trata sobre um grupo de Lie conexo solu´vel R e o seu radical nilpotente N . Seja
φ um endomorfismo sobrejetor de R que induz um endomorfismo ϕ em A = R/N
(lembrando que A e´ um grupo de Lie abeliano conexo pelo Corola´rio 3.1.6) se N e´
simplesmente conexo enta˜o ϕ restrito ao toro maximal do grupo A tem ordem finita.
Este resultado sera´ importante, pois implicara´ que entre a parte solu´vel e a parte
nilpotente na˜o havera´ contribuic¸a˜o para a entropia. Primeiro, precisaremos de alguns
resultados preliminares.
Proposic¸a˜o 3.3.1. Seja R um grupo de Lie conexo solu´vel e R˜ o seu recobrimento
universal, seja Γ˜ o subgrupo discreto de Z(R˜) tal que R = R˜/Γ˜. Se N e N˜ sa˜o os
radicais nilpotentes de, respectivamente, R e R˜, onde N = pi(N˜). Enta˜o existem












ψoo ψ2 // A2
onde V = R˜/N˜ e´ um espac¸o vetorial, A = R/N , A1 = R˜/Γ˜N˜ , A2 = V/Γ, com
Γ = pi2(Γ˜), e os homorfismos pi, pi2, pi, pi1, pi2 sa˜o respectivamente as projec¸o˜es
canoˆnicas.
Ale´m disso, sejam φ : R→ R um endomorfismo cont´ınuo sobrejetivo, φ˜ : R˜→ R˜
o endomorfismo induzido por φ em R˜, φ2 : V → V o endomorfismo induzido por
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φ˜ em V , e ϕ : A → A o endomorfismo induzido por φ em A, e ϕ2 : A2 → A2 o
endomorfismo induzido por φ2 em A2. Enta˜o ϕ2 e´ conjugado a ϕ pelo isomorfismo
ψ ◦ ψ−12 e se VΓ e´ o subespac¸o de V gerado por Γ temos que pi2(VΓ) = T (A2) e que
d(ϕ2|T (A2))1 e´ conjugado a d (φ2|VΓ)1 pelo isomorfismo d(pi2|VΓ)1.
Demonstrac¸a˜o: Pela Proposic¸a˜o 3.1.7 temos que V = R˜/N˜ e´ um espac¸o vetorial
ja´ que ele e´ um grupo de Lie abeliano conexo e simplesmente conexo. Como Γ˜ e´ um
subgrupo do centro Z(R˜), temos que N˜ Γ˜ = Γ˜N˜ e que
ker(pi ◦ pi) = ker pi1 = ker(pi2 ◦ pi2),
logo podemos definir isomorfismos ψ e ψ2 de forma que o diagrama comute.
Por definic¸a˜o, os isomorfismos induzidos sa˜o tais que φ ◦ pi = pi ◦ φ˜ e ϕ ◦ pi = pi ◦φ.
Enta˜o temos que ϕ ◦ pi ◦ pi = pi ◦ pi ◦ φ˜ e, usando o diagrama comutativo, obtemos
ϕ◦ψ◦pi1 = ψ◦pi1 ◦ φ˜. Com um argumento similar, temos que ϕ2 ◦ψ2 ◦pi1 = ψ2 ◦pi1 ◦ φ˜.
Definindo ϕ1 : A1 → A1 como o endomorfismo induzido por φ˜ em A1, temos que
ϕ1 ◦ pi1 = pi1 ◦ φ˜ e enta˜o que ϕ ◦ ψ ◦ pi1 = ψ ◦ ϕ1 ◦ pi1 e ϕ2 ◦ ψ2 ◦ pi1 = ψ2 ◦ ϕ1 ◦ pi1.
Estes implicam que ϕ ◦ ψ = ψ ◦ ϕ1 e que ϕ2 ◦ ψ2 = ψ2 ◦ ϕ1, o que implica que
ϕ ◦ ψ ◦ ψ−12 = ψ ◦ ψ−12 ◦ ϕ2.
Pelo Teorema 3.1.1 temos que Γ˜ e´ invariante por φ˜, como φ2 ◦ pi2 = pi2 ◦ φ˜,
obtemos enta˜o que Γ = pi2(Γ˜) e´ invariante por φ2, que e´ uma transformac¸a˜o linear.
E enta˜o VΓ tambe´m e´ invariante por φ2 e podemos considerar a restric¸a˜o φ2|VΓ .
Como pi2 ◦ φ2 = ϕ2 ◦ pi2, enta˜o d(ϕ2|pi2(VΓ))1 e´ conjugado a d (φ2|VΓ)1 pelo isomorfismo
d(pi2|VΓ)1.
Agora falta mostrar que pi2(VΓ) e´, de fato, igual a` T (A2) e conclu´ımos que
d(ϕ2|pi2(VΓ))1 = d(ϕ2|T (A2))1 e´ conjugado a` d (φ2|VΓ)1. Se W e´ um complemento de VΓ
em V , podemos definir ρ : A2 → pi2(VΓ)×W , dado por ρ(pi2(v)) = (pi2(vΓ), w), onde
v = vΓ +w com vΓ ∈ VΓ, e w ∈ W , e´ um isomorfismo de grupos de Lie bem definido.
De fato, se v′ = v′Γ + w
′ onde v′Γ ∈ VΓ e w′ ∈ W , temos que
pi2(v) = pi2(v
′) ⇔ v − v′ ∈ Γ
⇔ vΓ − v′Γ + w − w′ ∈ Γ ⊂ VΓ
⇔ vΓ − v′Γ ∈ Γ e w − w′ = 0
⇔ ρ(pi2(v)) = ρ(pi2(v′)),
como ρ(pi2(VΓ)) = T (pi2(VΓ)×W ), obtemos que pi2(VΓ) e´ igual a` T (A2). 
A representac¸a˜o adjunta da a´lgebra g e´ a aplicac¸a˜o dada por ad(X)Y = [X, Y ],
onde X, Y ∈ g. Quando G for um grupo de Lie linear, temos de forma mais concreta
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que ad(X)Y = [X, Y ] = XY − Y X. Na a´lgebra do grupo linear geral gl(n,C), ou
seja, na a´lgegra de todas as matrizes complexas quadradas, podemos considerar a
suba´lgebra de Cartan h das matrizes diagonais de g. E´ poss´ıvel verificar que
ad(H)Eij = αij(H)Eij,
onde Eij e´ uma matriz quadrada que tem 1 na posic¸a˜o (i, j) da matriz e zero nas
outras posic¸o˜es. Para cada posic¸a˜o (i, j) temos que o autovalor αij(H) = hi − hj,
onde H = diag(h1, . . . , hn). A transformac¸a˜o linear αij : H → C e´ definida como a
raiz associada a suba´lgebra de Cartan h e o subespac¸o gαij gerado por Eij e´ definido





e´ definido como a decomposic¸a˜o do espac¸o das ra´ızes de gl(n,C) associada a` h.
Lembrando que chamamos Z ∈ gl(n,C) de semissimples em R se Z e´ diagona-
liza´vel em C. O seguinte Lema foi proposto e demonstrado pelo professor Luiz San
Martin em comunicac¸a˜o pessoal com Mauro Patra˜o.
Lema 3.3.2. Seja a uma suba´lgebra abeliana de g = gl(n,C) cujos elementos sa˜o
semissimples em R e seja θ ∈ GL(n,C) um elemento do normalizador de a. Enta˜o a
restric¸a˜o Ad(θ)|a tem ordem finita.
Demonstrac¸a˜o: Pelas hipo´teses podemos assumir a menos de conjugac¸a˜o que a
esta´ contida na suba´lgebra de Cartan h das matrizes diagonais de g. Considere o
centralizador de a em g dado por
z(a, g) = {X ∈ g : [X,H] = 0, para todo H ∈ a}.
Como θ normaliza a, obtemos que θ normaliza z(a, g). De fato, se X ∈ z(a, g) e
H ∈ a, temos que
[Ad(θ)X,H] = Ad(θ)[X,Ad(θ)−1H] = Ad(θ).0 = 0,
ja´ que Ad(θ)−1H ∈ a. Por outro lado, pela decomposic¸a˜o em espac¸os de ra´ızes de g
associada a h, obtemos que
z(a, g) = h⊕
∑
{gα : α(H) = 0, para todo H ∈ a},
onde α e gα sa˜o ra´ızes e espac¸os de ra´ızes associados a h. De fato, h ⊂ z(a, g) e se
α(H) = 0 e X ∈ gα temos que ad(H)X = α(H)X = 0, para todo H ∈ a. Por outro
lado, se X ∈ z(a, g) enta˜o para todo H ∈ a temos [X,H] = 0 decompondo X em
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Xh ∈ h e Xα ∈ gα, temos X = Xh+
∑
αXα. E enta˜o [X,H] = [Xh, H]+
∑
α[Xα, H] =∑
α(α(H)Xα) = 0 se, e somente se, α(H) = 0, para todo H ∈ a.
A decomposic¸a˜o anterior implica que z(a, g) depende de a, especificamente de
quais α ≡ 0 em a, isto e´, de quais autovalores sa˜o iguais. Logo z(a, g) e´ dado por





onde X1, . . . , Xk sa˜o matrizes quadradas. Como θ normaliza z(a, g), isto implica que
θ normaliza o seu centro z(z(a, g)), que pelo Lema de Schur (Exerc´ıcio 13.1.4 de [11])





onde I1, . . . , Ik sa˜o as matrizes identidade e z1, . . . , zk ∈ C. O normalizador de
z(z(a, g)) e´ gerado por matrizes com a mesma estrutura de blocos e por matrizes
que permutam blocos de mesmo tamanho, se eles existem. De fato, escolhendo uma
matriz X ∈ z(z(a, g)) em que todos os zi sa˜o diferentes entre si, temos enta˜o que X
forma uma ac¸a˜o natural em Rn onde cada zi e´ um autovalor correspondente a um
autoespac¸o distinto com dimensa˜o igual ao tamanho da matriz correspondente. Se
Y normaliza z(z(a, g)) enta˜o Y XY −1 ∈ z(z(a, g)) corresponde a uma “mudanc¸a de
base” por Y , ou seja, uma matriz com autoespac¸os de mesmas dimenso˜es que X.
Agora, toda matriz em z(z(a, g)) tem autoespac¸os Vi = {ei1 , ..., eip}, onde eij sa˜o os
elementos da base canoˆnica. Desta forma, a conjugac¸a˜o por Y e´ equivalente a uma
permutac¸a˜o de autoespac¸os Vi, se existem Vi com a mesma dimensa˜o, vezes uma
matriz que fixa todos estes espac¸os, ou seja, uma matriz com a mesma decomposic¸a˜o
de blocos de z(a, g).
Enta˜o a restric¸a˜o de Ad(θ) a` z(z(a, g)) tem ordem finita, ja´ que matrizes com esta
mesma estrutura de blocos centralizam z(z(a, g)) e matrizes que permutam blocos de
mesmo tamanho tem ordem finita. Como a esta´ contida em z(z(a, g)), temos enta˜o
que a restric¸a˜o Ad(θ)|a tem ordem finita. 
O pro´ximo Teorema e´ o principal resultado te´cnico do cap´ıtulo.
Teorema 3.3.3. Seja R um grupo de Lie conexo e solu´vel, φ : R → R um endo-
morfismo cont´ınuo e sobrejetivo, N o radical nilpotente de R e ϕ o endomorfismo
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induzido por φ em A = R/N . Se N e´ simplesmente conexo, enta˜o ϕ|T (A) tem ordem
finita.
Demonstrac¸a˜o: Pela Proposic¸a˜o 3.3.1 e usando a sua notac¸a˜o, temos que d(ϕ|T (A))1
e´ conjugado a d(ϕ2|T (A2))1, que e´ conjugado a d (φ2|VΓ)1. Enta˜o e´ suficiente mostrar
que d (φ2|VΓ)1 tem ordem finita.
Como o homomorfismo pi|N˜ : N˜ → N e´ um recobrimento e N e´ simplesmente




= N˜ ∩ Γ˜ = {1}





N˜ ∩ Γ˜ = {1}. Como Γ e´ um subgrupo discreto do espac¸o de vetorial V = R˜/N˜ , enta˜o
existe um conjunto linearmente independente {v1, . . . , vk} tal que Γ = Zv1⊕· · ·⊕Zvk,
o que implica que {v1, . . . , vk} e´ uma base de VΓ. Pelo item (ii) do Teorema 3.1.13,
fixando uma suba´lgebra maximal abeliana compactamente mergulhada h da a´lgebra





= exp{X ∈ h : o espectro de ad(X) ⊂ 2piiZ},
e temos pelo item (iii) do Teorema 3.1.13 que para X ∈ r temos que exp(X) ∈ Z(R˜)
se, e somente se, ad(X) e´ semissimples em r e o espectro de ad(X) e´ um subconjunto




, enta˜o existem {X1, . . . , Xk} ⊂ h tal que
pi2(exp(Xi)) = vi, para todo i ∈ {1, . . . , k}. Se hΓ e´ o subespac¸o de h gerado por
{X1, . . . , Xk}, enta˜o H˜Γ = exp(hΓ) e´ um subgrupo conexo de R˜. Como Γ e´ gerado por
{v1, . . . , vk} e pi2|Γ˜ e´ um isomorfismo, enta˜o Γ˜ e´ gerado por {exp(X1), . . . , exp(Xk)}.



















)) ≤ dim (H˜Γ) ≤ k = dim (VΓ) ,





= N˜ ∩ H˜Γ = {1}.
Como φ2 ◦ pi2 = pi2 ◦ φ˜ e VΓ e´ invariante por φ2, temos que H˜ΓN˜ e´ invariante por φ˜ e
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como H˜Γ ∩ N˜ = {1}, temos que hΓ ∩ n = {0}, onde n e´ a a´lgebra de Lie de N˜ . Como
n conte´m a a´lgebra derivada de r (Proposic¸a˜o 3.1.6), enta˜o hΓ ⊕ n e´ uma suba´lgebra,
e de fato, um ideal.
Temos tambe´m que hΓ esta´ compactamente mergulhado em hΓ ⊕ n. De fato,
para todo X ∈ hΓ, temos que ad(X) e´ semissimples e o espectro esta´ contido em
iR, ja´ que a base {X1, . . . , Xk} de hΓ gera uma suba´lgebra abeliana e o espectro de
ad(Xj) ⊂ 2piiZ para todo j = 1, ..., k. O mesmo enta˜o tambe´m e´ verdade para a
restric¸a˜o ad(X)|hΓ⊕n, demonstrando a afirmac¸a˜o. Agora, note que como o espectro
de ad(X) esta´ contido em iR enta˜o o fecho do grupo gerado pelas exponenciais de
ad(X) e´ mergulhado compacto. De fato, como as matrizes exp(adX) ∈ gl(k,C) sa˜o
simultaneamente diagonaliza´veis, temos que, apo´s uma mudanc¸a de base, todos os
seus elementos tem forma expD, onde D e´ uma matriz diagonal de autovalores em
iR e enta˜o ‖ expD‖ = 1. Podemos tambe´m considerar a restric¸a˜o ad(X)|hΓ = 0 e a
restric¸a˜o ad(X)|n que tambe´m e´ semissimples e cujo espectro esta´ contido em iR.
Seja ĥ uma suba´lgebra maximal abeliana compactamente mergulhada de hΓ ⊕ n




⊂ H˜ΓN˜ , enta˜o dφ˜1 (hΓ ⊕ n) = hΓ⊕ n. Pelo item (i) do
Teorema 3.1.13, temos que dφ˜1ĥ e´ uma suba´lgebra maximal abeliana compactamente
mergulhada de hΓ ⊕ n. Tambe´m temos, pelo item (i) do Teorema 3.1.13, que existe
um automorfismo interno ψ̂ de hΓ⊕ n tal que ψ̂dφ˜1ĥ = ĥ. Pelo diagrama comutativo
anterior, temos que





= d (φ2|VΓ)1 ◦ d (pi2)1 .
Por outro lado, temos que d (pi2)1 ◦ ψ̂ = d (pi2)1. De fato, temos que ψ̂ e´ o limite de
produtos ead(Y1) · · · ead(Yl), onde Y1, . . . , Yl ∈ hΓ ⊕ n e, para todo Y ∈ hΓ ⊕ n, temos
que d (pi2)1 ◦ ead(Y ) = d (pi2)1, pois d (pi2)1 |n = 0 e ad(Y ) (hΓ ⊕ n) ⊂ n. Fazendo





, temos φ̂(n) = n e φ̂(ĥ) = ĥ enta˜o










= d (φ2|VΓ)1 ◦ d (pi2)1 .




, de fato, se Z ∈ ĥ, enta˜o Z = X + Y , com
X ∈ hΓ e Y ∈ n, e enta˜o Y = Z −X ∈ ĥ logo Y ∈ ĥ ∩ n.
Ale´m disso, temos que ĥ∩n = z (hΓ ⊕ n), onde z (hΓ ⊕ n) e´ o centro de hΓ⊕n. De
fato, temos que z (hΓ ⊕ n) ⊂ ĥ, ja´ que ĥ e´ a suba´lgebra maximal abeliana compacta
mergulhada de hΓ ⊕ n. Temos tambe´m que z (hΓ ⊕ n) ⊂ n, pois z (hΓ ⊕ n) e´ abeliano
e tambe´m ideal de r. De fato, se Z ∈ z (hΓ ⊕ n), X ∈ r, e Y ∈ hΓ ⊕ n como [Y,X]
3.3. Ordem finita 49
esta´ em r′ ⊂ n, temos que
[Y, [X,Z]] = [[Y,X], Z] + [X, [Y, Z]] = 0
e temos [X,Z] ∈ z (hΓ ⊕ n) e z (hΓ ⊕ n) e´ um ideal. Logo z (hΓ ⊕ n) esta´ contido em
n e em ĥ e enta˜o z (hΓ ⊕ n) ⊂ ĥ ∩ n.
Por outro lado, se Y ∈ ĥ ∩ n, temos que ad(Y )|hΓ = 0 e que ad(Y )|n e´ nilpotente,
o que implica que ad(Y )|hΓ⊕n e´ nilpotente. Logo o espectro de ad(Y )|hΓ⊕n e´ zero
e enta˜o o espectro esta´ contido em 2piiZ. Pelo item (ii) do Teorema 3.1.13 temos
que exp(Y ) esta´ no centro do subgrupo conexo gerado por hΓ ⊕ n. Ale´m disso, pelo
item (iii) do Teorema 3.1.13 temos que ad(Y )|hΓ⊕n e´ semissimples. Como ad(Y )|hΓ⊕n
tambe´m e´ nilpotente, isto implica que ad(Y )|hΓ⊕n = 0, mostrando que Y ∈ z (hΓ ⊕ n).
Agora se P : ĥ→ hΓ e´ a projec¸a˜o linear associada a decomposic¸a˜o




= hΓ ⊕ z (hΓ ⊕ n) .
Temos que d (pi2)1 |hΓ ◦ P = d (pi2)1 |ĥ, pois d (pi2)1 |n = 0 e P |hΓ = Id. Fazendo
T = P ◦ φ̂|hΓ : hΓ → hΓ, temos enta˜o que
d (pi2)1 |hΓ ◦ T = d (pi2)1 |hΓ ◦ P ◦ φ̂|hΓ
= d (pi2)1 |ĥ ◦ φ̂|hΓ
= d (φ2|VΓ)1 ◦ d (pi2)1 |hΓ .
Como pi2|H˜Γ : H˜Γ → VΓ e´ um isomorfismo, temos que d (φ2|VΓ)1 e´ conjugada a
T e enta˜o e´ suficiente mostrar que T tem ordem finita. Agora, considerando o
homomorfismo ρ : hΓ → gl(n), dado por ρ(X) = ad(X)|n, temos que T e´ conjugado
a Ad(θ) restrito a suba´lgebra a, onde θ = φ̂|n e a e´ a imagem de ρ. De fato, temos
que Ad(θ) ◦ ρ = ρ ◦ T , pois se X ∈ hΓ e Y ∈ n temos
(Ad(θ) ◦ ρ) (X)Y = θ(ρ(X))θ−1Y
= θ[X, θ−1Y ]





















= [TX, Y ] enta˜o[
φ̂X, Y
]
= [TX, Y ]
= ρ(TX)Y
= (ρ ◦ T ) (X)Y.
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Falta mostrar que ρ e´ um isomorfismo. De fato, se ρ(X) = ad(X)|n = 0, enta˜o
X ∈ z (hΓ ⊕ n), ja´ que X ∈ hΓ, o que implica que X = 0, pois hΓ ∩ z (hΓ ⊕ n) = 0.
Enta˜o T e Ad(θ) restrito a a sa˜o conjugados. Temos que cada ad(X)|n ∈ a e´ semis-
simples e que θ normaliza a pois (Ad(θ) ◦ ρ) (X) = ρ(TX) e TX ∈ hΓ. Enta˜o pelo




As medidas φ-homogeˆneas teˆm a vantagem de facilitar a ana´lise de espac¸os na˜o-
compactos e, de fato, com elas determinamos a entropia de Dinaburg-Bowen de
endomorfismos em grupos de Lie quaisquer no Teorema 4.2.7 da pro´xima sec¸a˜o. Pelo
Princ´ıpio Variacional 2.6.1, temos que a entropia de Dinaburg-Bowen e´ apenas um
limitante superior da entropia topolo´gica e, de fato, para achar a entropia topolo´gica
e´ necessa´rio se restringir ao toro maximal do centro do grupo. De forma mais precisa,
o Teorema 4.4.2 permite o ca´lculo exato da entropia topolo´gica em qualquer caso.
Para obter este resultado, na sec¸a˜o 4.3, estudamos pares de Li-Yorke em grupos de
Lie para demonstrar a auseˆncia de pares de Li-Yorke em certos quocientes de grupos
de Lie.
Definic¸a˜o 4.1.1. Uma medida de Borel µ em X e´ dita φ-homogeˆnea se satisfaz as
seguintes condic¸o˜es:
(i) µ(K) <∞ para todo K compacto.
(ii) µ(K) > 0 para algum K compacto.
(iii) Para todo  > 0 existem nu´meros positivos δ e c tais que
µ(Bφn(y, δ)) ≤ c.µ(Bφn(x, )),
para todos x, y ∈ X e n ∈ N.
Note que agora na˜o exigimos que a medida µ seja φ-invariante mas apenas algumas
condic¸o˜es “fracas” para µ e uma condic¸a˜o de “uniformidade” da µ com relac¸a˜o a` φ.
A medida de Lebesgue em Rn com relac¸a˜o a` uma isometria φ, por exemplo, e´
φ-homogeˆnea. De forma mais geral, a medida de Lebesgue em Rn e´ φ-homogeˆnea
sempre que φ e´ uma transformac¸a˜o uniformemente cont´ınua.
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A partir de uma medida φ-homogeˆnea, definimos k(µ, φ) como







Proposic¸a˜o 4.1.2. Se µ e´ φ-homogeˆnea a quantidade k(µ, φ) na˜o depende do ponto
y escolhido no limite.
Demonstrac¸a˜o: De fato, se x e´ outro ponto de X, enta˜o pela condic¸a˜o (iii) dado
 > 0, existem c1, c2, δ1 e δ2 com δ2 < δ1 <  tais que para todo n ∈ N vale






























como quer´ıamos demonstrar. 
Proposic¸a˜o 4.1.3. Se φ : X → X e´ uma transformac¸a˜o uniformemente cont´ınua
e µ e´ uma medida φ-homogeˆnea em X enta˜o hd(φ) = k(µ, φ). Se ale´m disso, X e´
compacto, µ(X) = 1 e µ e´ φ-invariante enta˜o hµ(φ) = k(µ, φ) e em particular µ e´
uma medida de entropia ma´xima.
Demonstrac¸a˜o: Seja K compacto e U uma vizinhanc¸a de K com µ(U) <∞ que
existe pois X e´ localmente compacto e medidas de compactos sa˜o finitas.








) e´ uma unia˜o disjunta contida em U . Tome δ e c > 0 tais que
µ(Bn(y, δ)) ≤ c.µ(Bn(x, 12)) para quaisquer x, y ∈ X e n ∈ N, enta˜o
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logo pelas definic¸o˜es temos, hd(φ,K) ≤ k(µ, φ).
Por outro lado, seja K um compacto com µ(K) > 0. Se F e´ um conjunto
(n, δ)-gerador de K enta˜o K ⊂ ⋃x∈F Bn(x, 2δ). Dado  > 0, tome δ e c tais que
µ(Bn(x, 2δ)) ≤ c.µ(Bn(y, )) para x, y ∈ X e n ∈ N. Assim temos
c.µ(Bn(y, )).rn(δ,K) ≥ µ(Bn(x, 2δ)).rn(δ,K) ≥ µ(K)
e do mesmo modo feito anteriormente, tomando limites superiores e logaritmos,
obtemos que hd(φ,K) ≥ k(µ, φ). E conclu´ımos que hd(φ,K) = k(µ, φ).
Para provar a segunda parte da Proposic¸a˜o temos agora, por hipo´tese, que X
e´ compacto, µ e´ φ-invariante e que µ e´ φ-homogeˆnea enta˜o pelo resultado anterior
temos que hd(φ) = k(µ, φ). Pelo Princ´ıpio Variacional 2.6.1 temos que hµ(φ) ≤ hd(φ)
logo hµ(φ) ≤ k(µ, φ).
Dado  > 0, tome δ > 0 e c tais que µ(Bn(x, δ)) ≤ c.µ(Bn(y, )), para todos
x, y ∈ X e n ∈ N. Seja A = {A1, ..., Ar} uma partic¸a˜o mensura´vel de X com
diam(Ai) < δ para todo i.
Os conjuntos An = A∨φ−1A∨ ...∨φ−(n−1)A sa˜o da forma AI := A(i0, ..., in−1) =⋂n−1
k=0 φ
−k(Aik). Se x ∈ AI , enta˜o AI ⊂ Bn(x, δ) e assim
µ(AI) ≤ µ(Bn(x, δ)) ≤ c.µ(Bn(y, )),



















Fazendo → 0 obtemos hµ(φ) ≥ k(µ, φ) = hd(φ). 
4.2 Fo´rmula de Bowen
Seja φ um endomorfismo do grupo de Lie G, ou seja, φ : G→ G e´ um homomorfismo.
Sobre grupos topolo´gicos localmente compactos e´ sempre poss´ıvel construir uma
medida invariante sobre a multiplicac¸a˜o a` direita do grupo. A menos de uma
constante esta medida e´ u´nica e e´ chamada de medida de Haar invariante a` direita.
De forma ana´loga, tambe´m ha´ uma medida de Haar invariante por multiplicac¸a˜o a`
esquerda do grupo.
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Proposic¸a˜o 4.2.1. Seja G um grupo localmente compacto com distaˆncia invariante
a` direita d e seja φ : G→ G um endomorfismo. Enta˜o a medida de Haar invariante
a` direita em G e´ φ-homogeˆnea.
Demonstrac¸a˜o: Sendo µ a medida de Haar invariante a` direita, e´ suficiente mostrar
que Bφn(x, ) = B
φ
n(1, ).x para qualquer x ∈ X pois assim temos que
µ(Bφn(x, )) = µ(B
φ
n(y, )),





enta˜o basta mostrar que
φ−k(B(φk(x), )) = φ−k(B(1, )).x,
para qualquer k ∈ N. Por induc¸a˜o, para k = 0 a igualdade anterior vale pois d e´









e pela hipo´tese de induc¸a˜o temos que o termo da direita e´
= φ−1
(
φ−k (B(1, )) .φ(x)
)
.
Agora, temos que φ−1 (C.φ(x)) = φ−1(C).x para qualquer conjunto C, de fato,
y ∈ φ−1(C.φ(x)) ⇔ φ(y) ∈ C.φ(x)
⇔ φ(y).φ(x)−1 ∈ C
⇔ φ(y.x−1) ∈ C
⇔ y.x−1 ∈ φ−1(C)




φ−k (B(1, )) .φ(x)
)
= φ−(k+1)(B(1, )).x,
como quer´ıamos demonstrar. 
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Proposic¸a˜o 4.2.2. Sejam N e M variedades diferencia´veis e sejam φ : N → N ,
ψ : M →M e pi : N → M aplicac¸o˜es diferencia´veis que comutam (pi ◦ φ = ψ ◦ pi).
Considere µN uma medida diferencia´vel em N que e´ φ-homogeˆnea com relac¸a˜o a`
distaˆncia dN e seja µM uma medida diferencia´vel em M que e´ ψ-homogeˆnea com
relac¸a˜o a` distaˆncia dM .
Se φ(x) = x e se pi e´ um difeomorfismo local numa vizinhanc¸a U de x enta˜o
temos k(µN , φ) = k(µM , ψ).
Demonstrac¸a˜o: Seja U1 ⊂ U uma vizinhanc¸a de x tal que φ(U1) ⊂ U , U1 e´
compacto, U1 ⊂ U e pi e´ difeomorfismo em U . Considere  tal que B(x, ) ⊂ U1 e a
e b tais que
B(pi(x), a) ⊂ pi(B(x, )) ⊂ B(pi(x), b).
Logo
ψ−k(B(pi(x), a)) ⊂ ψ−k(pi(B(x, ))) ⊂ ψ−k(B(pi(x), b)),
para k = 0, ..., n − 1. Agora, como φ(x) = x, temos ψ(pi(x)) = pi(x). Como
pi ◦ φk = ψk ◦ pi, temos que ψ−k ◦ pi = pi ◦ φ−k. Assim, podemos reescrever estes
conjuntos como
ψ−k(B(ψk(pi(x)), a)) ⊂ pi(φ−k(B(φk(x), ))) ⊂ ψ−k(B(ψk(pi(x)), b)),
para k = 0, ..., n− 1. Como pi(∩Ai) ⊂ ∩(pi(Ai)), fazendo a intersec¸a˜o para todo k
em pi(φ−k(B(φk(x), ))) ⊂ ψ−k(B(ψk(pi(x)), b)) e usando o Lema 2.5.1 obtemos
pi(Bφn(x, )) ⊂ Bψn (pi(x), b).
Para obter o “outro lado” desta relac¸a˜o considere z ∈ Bψn (pi(x), a), ou seja,
z ∈ ψ−k(B(pi(x), a)),
para k = 0, ..., n − 1. Em particular, z ∈ B(pi(x), a) e enta˜o z ∈ pi(B(x, )) logo
z = pi(y) onde y ∈ B(x, ). Vamos agora mostrar por induc¸a˜o que y ∈ φ−k(B(x, ))
para k = 0, ..., n− 1. Para k = 0 ja´ esta´ verificado, como
z = pi(y) ∈ ψ−k(B(pi(x), a)),
para k = 0, ..., n− 1 enta˜o
pi(φk(y)) = ψk(pi(y)) ∈ B(pi(x), a) ⊂ pi(B(x, ))
e pi(φk(y)) ∈ pi(B(x, )); para k = 0, ..., n − 1. Agora por induc¸a˜o, temos φk(y) ∈
B(x, ) e enta˜o φk+1(y) ∈ φ(B(x, )) ⊂ φ(U1) ⊂ U . Como pi e´ bijetora em U e
pi(φk(y)) ∈ pi(B(x, )) temos que
φk+1(y) ∈ B(x, ),
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para k = 0, ..., n − 2; e conclu´ımos a induc¸a˜o. Enta˜o φk(y) ∈ B(x, ) para
k = 0, ..., n− 1 e y ∈ φ−k(B(x, )) para k = 0, ..., n−1; ou seja, y ∈ ⋂n−1k=0 φ−k(B(x, ))
e







Usando agora o Lema 2.5.1 e juntando com a relac¸a˜o ja´ demonstrada obtemos
Bψn (pi(x), a) ⊂ pi(Bφn(x, )) ⊂ Bψn (pi(x), b).
Como µN e µM sa˜o medidas diferencia´veis, pi e´ um difeomorfismo em U e U1 ⊂ U
e´ compacto, enta˜o existem constantes C1 e C2 tais que para todo conjunto mensura´vel
E ⊂ U1 vale




n (pi(x), a)) ≤ C1.µM(pi(Bφn(x, )))
≤ µN(Bφn(x, ))
≤ C2.µM(pi(Bφn(x, )))






















Tomando → 0 conclu´ımos a Proposic¸a˜o. 
Proposic¸a˜o 4.2.3. Seja M uma variedade diferencia´vel de dimensa˜o m determinada
por uma distaˆncia Riemanniana d e seja f : M →M uma transformac¸a˜o diferencia´vel
enta˜o
hd(f) ≤ ma´x {0,m. log(sup
x∈M
‖df |TxM‖)}.
Demonstrac¸a˜o: Seja a = supx∈M ‖df |TxM‖. Suponha a <∞ (o caso a =∞ e´ ime-
diato). Se a < 1, pela desigualdade do valor me´dio, temos que d(f(x), f(y)) < d(x, y)
e enta˜o f na˜o expande distaˆncias, implicando que os conjuntos (1, )-geradores sa˜o
(n, )-geradores para todo n ∈ N e assim, hd(f) = 0.
Suponha enta˜o que 1 ≤ a < ∞. Seja K ⊂ M compacto e  > 0. Considere
‖ ‖m a norma do ma´ximo em Rn e B(0, r) a bola em Rn nesta norma. Escolha
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agora sistemas de coordenadas ϕ1, ..., ϕr : B(0, 1/2) → M em M de forma que
K ⊂ ⋃ri=1 ϕi((B(0, 1/2)). Tome c tal que d(ϕi(p), ϕi(q)) ≤ c.‖p− q‖m para todos p,
q ∈ B(0, 1/2) e 1 ≤ i ≤ r.
Agora, para cada δ ∈ (0, 1), seja
E(δ) = {(k1δ, ..., kmδ) ∈ Rm : ki ∈ Z e |kiδ| < 1/2}.
Enta˜o #E(δ) < (1
δ
+ 1)m < (2
δ
)m e qualquer ponto de B(0, 1/2) esta´ a uma
distaˆncia ≤ δ de algum ponto de E(δ).
O conjunto F (δ) =
⋃r
j=1 ϕj(E(δ)) e´ (n, a
n.c.δ)-gerador de K. De fato, seja
x = ϕi(p) ∈ K com p ∈ B(0, 1/2) e considere q ∈ E(δ) tal que ‖p− q‖ ≤ δ. Ponha
y = ϕi(q) ∈ F (δ). Se 0 ≤ k ≤ n enta˜o






















Logo passando log e limites obtemos hd(f) ≤ m. log a, como quer´ıamos demonstrar. 
Corola´rio 4.2.4. Seja T : Rm → Rm uma transformac¸a˜o linear e λ o autovalor de
maior mo´dulo. Enta˜o
hd(T ) ≤ ma´x {0,m. log |λ|}.











ma´x {0,m. log ‖T n‖} = ma´x {0,m. log ‖T n‖ 1n}.
e como limn→∞ ‖T n‖ 1n = |λ| (Pela Fo´rmula de Gelfand pg. 195 de [17]), enta˜o temos
hd(T ) ≤ ma´x {0,m. log |λ|}. 
Proposic¸a˜o 4.2.5. Seja T : Rm → Rm uma transformac¸a˜o linear e λ1, ..., λm seus





onde d e´ a distaˆncia euclidiana em Rm.
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Demonstrac¸a˜o: Pela decomposic¸a˜o de Jordan do operador T , conseguimos uma
decomposic¸a˜o Rm = E1× ...×Ek, onde cada Ej e´ invariante por T e cada Tj = T |Ej
tem autovalores com mo´dulo αj. Enta˜o podemos escrever T = T1 × ...× Tk.
Assim pelo item (b) da Proposic¸a˜o 2.5.6 temos que hd(T ) ≤
∑k
j=1 hd(Tj).





Para a outra desigualdade, considere o subespac¸o V de Rm formado pelo produto
dos subespac¸os Ej tais que αj > 1 e µ a medida de Lebesgue em V . Pela Proposic¸a˜o
4.2.1 a distaˆncia euclidiana e´ T -homogeˆnea e enta˜o pela Proposic¸a˜o 4.1.3 temos que
hd(T |V ) = k(µ, T |V ). Mas como BT |Vn+1(0, ) ⊂ (T |V )−n(B(0, )), logo
µ(B
T |V
n+1(0, )) ≤ µ
(






|detT |V |n .
Enta˜o















|detT |V |n = log |detT |V | ,
e assim,





Na Proposic¸a˜o a seguir usaremos a definic¸a˜o de medida diferencia´vel como na
Definic¸a˜o 5.1.1 na pa´g. 184 de [14], ou seja, uma medida e´ diferencia´vel em uma
variedade se ela e´ a integral de uma func¸a˜o densidade diferencia´vel na variedade.
Corola´rio 4.2.6. Seja G um grupo de Lie com a´lgebra de Lie g. Considere
φ : G→ G um endomorfismo e dφ1 : g→ g o homomorfismo na sua a´lgebra dado
pelo diferencial de φ na identidade. Se d e´ uma distaˆncia invariante a` direita em G
e | · | e´ a distaˆncia induzida pela norma euclidiana no espac¸o vetorial enta˜o
hd(φ) = h|·|(dφ1).
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Demonstrac¸a˜o: Pela Proposic¸a˜o 4.2.1 a medida de Haar µ em G e´ φ-homogeˆnea
com relac¸a˜o a` me´trica invariante a` direita d em G, e a medida usual de Lebesgue µL
em g e´ dφ1-homogeˆnea com relac¸a˜o a qualquer norma em g. A aplicac¸a˜o exponencial
exp : g→ G e´ um difeomorfismo local numa vizinhanc¸a de 0 ∈ g e satisfaz φ ◦
exp = exp ◦dφ1 (Proposic¸a˜o 9.2.10 de [11]). Logo, da Proposic¸a˜o 4.2.2, temos
k(µ, φ) = k(µL, dφ1) e da Proposic¸a˜o 4.1.3 temos
hd(φ) = k(µ, φ) = k(µL, dφ1) = h|·|((dφ)1),
como quer´ıamos demonstrar. 
Demonstramos enta˜o a fo´rmula para a entropia de Dinaburg-Bowen (hd(φ)) de
um endomorfismo φ : G→ G para qualquer grupo de Lie G.
Corola´rio 4.2.7. (Fo´rmula de Bowen). Seja G grupo de Lie, φ : G → G um
endomorfismo e dφ1 : g→ g um homomorfismo com autovalores λ1, ..., λm contando





Demonstrac¸a˜o: Pelo Corola´rio 4.2.6 e a Proposic¸a˜o 4.2.5 temos





4.3 Pares de Li-Yorke em grupos de Lie
Nesta sec¸a˜o, provamos alguns resultados u´teis sobre a existeˆncia ou na˜o-existeˆncia
de pares de Li-Yorke.
O principal resultado desta sec¸a˜o sera´ que, se o toro maximal do centro de um
grupo de Lie e´ trivial e a restric¸a˜o de um endomorfismo para a componente conexa da
identidade e´ sobrejetiva, enta˜o existe uma poteˆncia positiva deste endomorfismo que
na˜o tem nenhum par de Li-Yorke (Corola´rio 4.3.6). Comec¸aremos com um resultado
sobre pares de Li-Yorke em grupos lineares e em grupos discretos e a seguir veremos
a relac¸a˜o entre quocientes de grupos de Lie e pares de Li-Yorke.
Proposic¸a˜o 4.3.1. Se T e´ uma transformac¸a˜o linear T : Rm → Rm enta˜o T na˜o
tem par de Li-Yorke.
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Demonstrac¸a˜o: Vamos demonstrar por absurdo, seja (a, b) ∈ Rm × Rm com a 6= b
um par de Li-Yorke. Enta˜o existe nk → ∞ tal que (T nk(a), T nk(b)) → (a, b) e
tambe´m existe nl →∞ tal que (T nl(a), T nl(b))→ (c, c). Pela linearidade de T temos
que T nk(a − b) → a − b e T nl(a − b) → c − c = 0 fazendo a − b = x 6= 0 temos
T nk(x)→ x e T nl(x)→ 0.
Seja Rm = E1 × E2 × E3 onde E1, E2 e E3 sa˜o respectivamente os autoespac¸os
maximais de T com autovalores de mo´dulo menor que 1, igual a` 1 e maior que 1.
Seja x = (x1, x2, x3) ∈ Rm com xi ∈ Ei, para qualquer x1 temos que T nk(x1) → 0
quando k →∞ enta˜o x1 = 0. Para x3 6= 0 temos que T n(x3)→∞ quando n→∞
enta˜o temos x3 = 0.
Como temos que T nl(x2) → 0 quando l → ∞, basta mostrar que x2 = 0. De
fato, se x2 = (y1, ..., yd) podemos supor que T |E2 e´ uma matriz triangular superior
com autovalores λ1, ..., λd de mo´dulo 1. Como T
nl(y1, ..., yd)→ 0, da u´ltima para a
primeira coordenada, temos:
λd
nl .yd → 0
λd−1
nl .yd−1 + (∗).yd → 0
...
λ1
nly1 + (∗).y2 + ...+ (∗).yd → 0.
Agora, como todos os termos λi
nl tem mo´dulo 1 obtemos yd = 0, e em sucessa˜o,
yd−1 = 0, ..., e y1 = 0 obtendo x2 = 0, como quer´ıamos. Concluindo, temos que
a− b = x = 0 e a = b o que e´ contradic¸a˜o com a 6= b. 
Note que, a Proposic¸a˜o anterior implica pelo Teorema 2.8.10 que as transformac¸o˜es
lineares em Rm tem entropia topolo´gica zero.
Proposic¸a˜o 4.3.2. Se φ : G→ G e´ um endomorfismo e G e´ um grupo discreto
enta˜o φ na˜o tem par de Li-Yorke, e ale´m disso, pela Proposic¸a˜o 2.8.10 temos que
h(φ) = 0
Demonstrac¸a˜o: Vamos demonstrar por absurdo, seja (a, b) ∈ G×G com a 6= b um
par de Li-Yorke. Enta˜o existe uma subsequeˆncia ni →∞ tal que
(φni(a), φni(b))→ (c, c) para c ∈ G,
como G e´ discreto temos que existe k ∈ N tal que (φni(a), φni(b)) = (c, c) para todo
i ≥ k e enta˜o (φn(a), φn(b)) = (c, c) para todo n ≥ nk. Logo na˜o existe subsequeˆncia
nl → ∞ tal que (φnl(a), φnl(b)) → (a, b) e (a, b) na˜o e´ par de Li-Yorke e obtemos
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uma contradic¸a˜o. 
Agora veremos a relac¸a˜o entre quocientes e pares de Li-Yorke.
Proposic¸a˜o 4.3.3. Seja φ : G→ G um endomorfismo cont´ınuo e H um subgrupo











onde pi e´ a projec¸a˜o canoˆnica e ϕ na˜o tem nenhum par de Li-Yorke. Enta˜o φ tem
um par de Li-Yorke se, e somente se, φ|H tem um par de Li-Yorke.
Demonstrac¸a˜o: Como H ⊂ G se φ|H tem um par de Li-Yorke, enta˜o φ tambe´m
tem um par de Li-Yorke. Agora suponha que φ|H na˜o tem nenhum par de Li-Yorke.
Sejam a, b, c ∈ G e subsequeˆncias nl →∞ e nk →∞ tal que
(φnl(a), φnl(b))→ (a, b) e (φnk(a), φnk(b))→ (c, c).
Aplicando pi nestas equac¸o˜es e usando o diagrama comutativo temos que
(ϕnl(pi(a)), ϕnl(pi(b)))→ (pi(a), pi(b))
e que
(ϕnk(pi(a)), ϕnk(pi(b)))→ (pi(c), pi(c)).
Como ϕ na˜o tem pares de Li-Yorke, enta˜o temos pi(a) = pi(b). Logo a = bh para





Note que de fato, φnl(b−1) = φnl(b)−1, pois φnl(b−1)φnl(b) = φnl(1) = 1.
Por outro lado, considerando a distaˆncia invariante pela esquerda em G, temos
que
d (φnk(h), 1) = d (φnk(b)φnk(h), φnk(b))
= d (φnk(a), φnk(b))
→ 0.
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Enta˜o obtemos
(φnl(h), φnl(1))→ (h, 1) e (φnk(h), φnk(1))→ (1, 1).
Como φ|H na˜o tem par de Li-Yorke, temos h = 1, mostrando que φ na˜o tem par de
Li-Yorke. 
O seguinte resultado reduz o problema da na˜o existeˆncia de pares de Li-Yorke do
endomorfismo a mostrar a na˜o existeˆncia de pares de Li-Yorke apenas no seu radical
solu´vel.
Proposic¸a˜o 4.3.4. Seja G um grupo de Lie, φ : G→ G um endomorfismo cont´ınuo
tal que φ(G0) = G0 e R um radical solu´vel de G0. Se φ|R na˜o tem par de Li-Yorke,
enta˜o φn na˜o tem par de Li-Yorke para algum n > 0.











onde S = G0/R e´ um grupo de Lie semissimples, pi e´ a projec¸a˜o canoˆnica e ϕ e´ o
endomorfismo induzido por φ em S. Como φ(G0) = G0, obtemos ϕ(S) = S, o que
implica que ϕ(Z(S)) ⊂ Z(S), onde Z(S) e´ o centro de S. Podemos enta˜o considerar











onde ρ e´ a projec¸a˜o canoˆnica e ψ e´ o endomorfismo induzido por ϕ em S/Z(S). Como
S/Z(S) e´ isomorfo ao grupo do adjunto de S, ele e´ enta˜o um grupo de Lie semissimples
linear. Enta˜o temos que ψn e´ conjugado a restric¸a˜o de uma transformac¸a˜o linear
para algum n > 0 (veja a Proposic¸a˜o 3.1.10) e enta˜o pela Proposic¸a˜o 4.3.1 ψn na˜o
tem par de Li-Yorke. Como Z(S) e´ discreto, pela Proposic¸a˜o 4.3.2, temos que ϕn|Z(S)
na˜o tem par de Li-Yorke. Pela Proposic¸a˜o 4.3.3, obtemos que ϕn na˜o tem par de
Li-Yorke. Como, por hipo´tese, φ|R na˜o tem par de Li-Yorke, φn|R tambe´m na˜o tem
par de Li-Yorke. Obtemos agora da Proposic¸a˜o 4.3.3 que φn|G0 na˜o tem par de
Li-Yorke. Finalmente, como φ(G0) = G0, podemos considerar o seguinte diagrama











onde C = G/G0 e´ o grupo das componentes conexas de G, onde agora pi e´ a projec¸a˜o
canoˆnica e γ e´ o endomorfismo induzido por φ em C. Como C e´ um grupo discreto,
temos que γ na˜o tem par de Li-Yorke (Proposic¸a˜o 4.3.2). Enta˜o γn na˜o tem par
Li-Yorke, como φn|G0 na˜o tem par de Li-Yorke, pela Proposic¸a˜o 4.3.3 obtemos enta˜o
que φn na˜o tem par de Li-Yorke. 
O pro´ximo resultado e´ uma consequeˆncia do resultado anterior e do principal
resultado do Cap´ıtulo 2 (Teorema 3.3.3).
Proposic¸a˜o 4.3.5. Seja R um grupo solu´vel conexo, φ : R→ R um endomorfismo
sobrejetivo cont´ınuo e N o radical nilpotente de R. Se N e´ simplesmente conexo,
enta˜o φ na˜o tem par de Li-Yorke.











onde A = R/N e´ um grupo abeliano de Lie (Proposic¸a˜o 3.1.6), pi e´ a projec¸a˜o
canoˆnica e ϕ e´ o endomorfismo induzido por φ em A. Como N e´ grupo de Lie
nilpotente e simplesmente conexo, temos que φ|N e´ conjugado a uma transformac¸a˜o
linear (Proposic¸a˜o 3.1.4) e enta˜o pela Proposic¸a˜o 4.3.1 na˜o tem par de Li-Yorke.











onde T (A) e´ o toro maximal de A, ρ e´ a projec¸a˜o canoˆnica e ψ e´ o endomorfismo in-
duzido por ϕ em A/T (A). Como A/T (A) e´ um grupo de Lie abeliano e simplesmente
conexo de Lie, temos que ψ e´ conjugado a` uma transformac¸a˜o linear e portanto na˜o
tem par de Li-Yorke. Pelo Teorema 3.3.3, temos que ϕ|T (A) tem ordem finita e enta˜o
na˜o tem par de Li-Yorke. Pela Proposic¸a˜o 4.3.3 ϕ na˜o tem par de Li-Yorke e agora
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novamente pela Proposic¸a˜o 4.3.3 temos que φ na˜o tem par de Li-Yorke. 
Agora obtemos o principal resultado da sec¸a˜o que e´ fundamental para o ca´lculo
da entropia topolo´gica na pro´xima sec¸a˜o.
Corola´rio 4.3.6. Seja G um grupo de Lie e φ : G→ G um endomorfismo cont´ınuo
tal que φ(G0) = G0. Se T (G0) e´ trivial, enta˜o φ
n na˜o tem par de Li-Yorke para
algum n > 0.
Demonstrac¸a˜o: Pela Proposic¸a˜o 3.2.2 temos que T (R) = T (G0) logo T (R) e´
trivial e enta˜o R ' R/T (R). Agora, pela Proposic¸a˜o 3.2.5, temos que o radical
nilpotente de R e´ simplesmente conexo. Como φ(G0) = G0, tambe´m temos que
φ|R e´ um endomorfismo sobrejetivo cont´ınuo. Pela Proposic¸a˜o 4.3.5, temos que φ|R
na˜o tem par de Li-Yorke. E finalmente, pela Proposic¸a˜o 4.3.4, obtemos o Corola´rio. 
4.4 Entropia Topolo´gica de endomorfismos
Primeiro mostraremos um Lema que sera´ usado logo a seguir.
Lema 4.4.1. Seja G um grupo de Lie e φ : G → G um endomorfismo cont´ınuo.
Existe um nu´mero natural n tal que φ restrito a H0 = φ
n(G0) e´ sobrejetivo. Em
particular, H0 e´ o subgrupo maximal conexo de G tal que φ(H0) = H0 e
h(φ) = h(φ|H).
Demonstrac¸a˜o: Na Proposic¸a˜o 3.1.12 vimos que se a diferencial na unidade de
φ e´ a transformac¸a˜o linear dφ1 : g → g enta˜o existe n ∈ N tal que (dφ1)n+1(g) =
(dφ1)
n(g) = h e (dφ1)(h) = h. Tambe´m vimos que se H0 = < exp h>, temos que
φ(H0) = H0 e como G0 e´ conexo φ
n(G0) = H0 = φ(H0), temos enta˜o que φ(H0) = H0.
Se L e´ subgrupo conexo de G tal que φ(L) = L enta˜o L = φn(L) ⊂ φn(G0) = H0,
logo H0 e´ subgrupo conexo maximal de G tal que φ(H0) = H0. Ale´m disso, pela
Proposic¸a˜o 3.1.12, temos que H0 e´ fechado. Definindo H = φ
n(G), como H/H0 e´
discreto, temos que H tambe´m e´ fechado.
Para a u´ltima afirmac¸a˜o, note que o fecho do conjunto dos pontos recorrentes
R = Rφ esta´ contido em H. De fato, se x ∈ R enta˜o existe uma sequeˆncia xi tal
que xi → x e xi ∈ R, ou seja, xi ∈ ω(xi). Agora, como φm(G) = H, para todo
m ≥ n e como H e´ fechado temos que ω(xi) ⊂ H para todo xi ∈ G. Enta˜o xi ∈ H
e, usando novamente que H e´ fechado, temos que x ∈ H. Como R ⊂ H ⊂ G pela
Proposic¸a˜o 2.4.4 temos que h(φ|R) ≤ h(φ|H) ≤ h(φ) e, pelo Corola´rio 2.6.4, temos
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que h(φ) = h(φ|R), conclu´ımos que h(φ|H) = h(φ). 
O Teorema a seguir e´ o principal resultado do trabalho. Veremos que, para
calcular a entropia topolo´gica de um endomorfismo cont´ınuo em grupo de Lie, basta
calcular a entropia topolo´gica do endomorfismo restrito ao toro maximal do centro do
grupo Gφ. Como o toro e´ compacto, podemos aplicar a fo´rmula de Bowen (Proposic¸a˜o
4.2.7) para achar a entropia topolo´gica do endomorfismo restrito a este toro e obtemos
uma fo´rmula expl´ıcita para calcular a entropia de um endomorfismo cont´ınuo de um
grupo de Lie.
Teorema 4.4.2. Seja G um grupo de Lie e φ : G→ G um endomorfismo cont´ınuo.
Enta˜o temos que





onde Gφ e´ o subgrupo maximal conexo de G tal que φ(Gφ) = Gφ, e T (Gφ) e´ o toro
maximal do centro Gφ. Em particular, sempre existe uma probabilidade φ-invariante
de entropia maximal.
Demonstrac¸a˜o: Pelo Lema 4.4.1, existe um n > 0 tal que, H0 = φ
n(G0), seja
H = φn(G) enta˜o h(φ) = h (φ|H) e φ(H0) = H0. Se definimos Gφ = H0 obtemos que
o subgrupo Gφ e´ o subgrupo maximal conexo tal que φ(Gφ) = Gφ. Enta˜o, podemos










onde pi e´ a projec¸a˜o canoˆnica e ϕ e´ o endomorfismo induzido por φ em H/H0. Como
pi e´ uma aplicac¸a˜o cont´ınua, temos que pi
(Rφ|H) ⊂ Rϕ. Como H/H0 e´ discreto,
temos que Rϕ = Pϕ, onde Pϕ e´ o conjunto dos pontos perio´dicos de ϕ. Enta˜o temos
que Rφ|H ⊂ pi−1 (Pϕ), logo Rφ|H ⊂ pi−1 (Pϕ), como Pϕ e´ um conjunto fechado em




pela Proposic¸a˜o 2.6.4. Temos tambe´m que
Pϕ e´ um subgrupo de H/H0. De fato, se x, y ∈ Pϕ, temos que ϕl (x) = x e que
ϕm (y) = y, e enta˜o ϕlm (xy) = ϕlm (x)ϕlm (y) = xy. Ale´m disso, temos que ϕ|Pϕ
e´ um isomorfismo. Primeiro ϕ|Pϕ e´ sobrejetor pois pontos perio´dicos sa˜o imagens
deles mesmos. Para mostrar que ϕ|Pϕ e´ injetiva seja x ∈ Pϕ tal que ϕ (x) = 1. Como
ϕl (x) = x, temos que
x = ϕl−1 (ϕ (x)) = ϕl−1 (1) = 1,
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como quer´ıamos. Finalmente mostraremos que φ|pi−1(Pϕ) e´ uma func¸a˜o pro´pria, e
para isso mostraremos que o nu´cleo de φ|pi−1(Pϕ) e´ finito. Seja h ∈ pi−1 (Pϕ) tal que
φ (h) = 1. Temos pi (h) ∈ Pϕ e tambe´m que ϕ (pi (h)) = pi (φ (h)) = 1. Como ϕ|Pϕ
e´ um isomorfismo, temos que pi (h) = 1, o que implica que h ∈ H0 = Gφ. Enta˜o o
nu´cleo de φ|pi−1(Pϕ) e´ finito ja´ que esta´ contido no nu´cleo de φ|Gφ , que e´ finito pelo
Lema 3.1.11 pois φ(Gφ) = Gφ e Gφ e´ conexo. Como φ (T (Gφ)) ⊂ T (Gφ), podemos








pi−1(Pϕ)/T (Gφ) ψ // pi−1(Pϕ)/T (Gφ)
onde pi1 e´ a projec¸a˜o canoˆnica e ψ e´ o endomorfismo induzido por φ em pi
−1(Pϕ)/T (Gφ).
Temos que a componente conexa da identidade de pi−1(Pϕ)/T (Gφ) e´ dada por
Gφ/T (Gφ), que e´ conexa, pois Gφ e´ conexo. Pela Proposic¸a˜o 3.2.5, temos que
T (Gφ/T (Gφ)) e´ trivial. Ale´m disso, temos que ψ (Gφ/T (Gφ)) = Gφ/T (Gφ), ja´ que
φ(Gφ) = Gφ. Enta˜o pelo, Corola´rio 4.3.6, temos que ψ
n na˜o tem par de Li-Yorke para
algum n > 0. Como φ|pi−1(Pϕ) e´ pro´pria ψ e ψn sa˜o pro´prias, temos enta˜o pelo Teo-
rema 2.8.10 que h (ψn) = 0, o que pelo Corola´rio 2.6.3 implica que h (ψ) = 0. Como
pi1 tambe´m e´ uma func¸a˜o pro´pria, pela Proposic¸a˜o 2.7.3 se tomamos τ = φ|T (Gφ),
temos que










≤ h (φ) ,
onde temos a u´ltima desigualdade pela Proposic¸a˜o 2.4.4. Obtemos enta˜o que




. Como o toro e´ compacto pela Proposic¸a˜o 4.1.3 sempre existe
uma medida de probabilidade φ|T (Gφ)-invariante de entropia ma´xima, se estendermos
esta medida para todo G conclu´ımos o Teorema. 
Apresentamos agora um caso particular do Teorema anterior.
Corola´rio 4.4.3. Seja G um grupo be a Lie conexo e φ : G→ G um endomorfismo
sobrejetor cont´ınuo. Enta˜o temos que
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onde T (G) e´ o toro maximal no centro de G. Em particular, se G e´ simplesmente
conexo, enta˜o h (φ) = 0.
Demonstrac¸a˜o: Quando G for simplesmente conexo T (G) e´ trivial logo pelo Teo-





Para esclarecer a relac¸a˜o entre a presenc¸a de pares de Li-Yorke e entropia positiva
temos o seguinte resultado demonstrado por Andres Koropecki em [16].
Proposic¸a˜o 4.4.4. Seja T um toro e φ : T → T um endomorfismo sobrejetivo e
cont´ınuo. Enta˜o h(φ) > 0 se, e somente se, φn tem um par de Li-Yorke para cada
n > 0.
Demonstrac¸a˜o: Pela Proposic¸a˜o 2.6.3 se h(φ) > 0, enta˜o h (φn) = nh(φ) > 0 para
cada n > 0. Enta˜o pela Proposic¸a˜o 2.8.10, φn tem um par de Li-Yorke para cada
n > 0. Por outro lado, assuma que h(φ) = 0. Como T e´ compacto pelo Corola´rio
2.6.2 temos h(T ) = hd(T ). E enta˜o pela fo´rmula de Bowen (Corola´rio 4.2.7), temos
que todos os autovalores de dφ1 tem valor absoluto menor ou igual a` 1. Agora, como
φ e´ sobrejetora temos que o determinante de dφ1 e´ 6= 0 e como pela Proposic¸a˜o 3.1.3
temos que o determinante e´ inteiro temos que o determinante tem mo´dulo maior ou
igual a` 1. Pela fo´rmula de Bowen temos enta˜o que todos os autovalores teˆm mo´dulo
1 e que o determinante de dφ1 e´ igual a` ±1. Isso implica que φ e´ invers´ıvel pois se





Bt ∈ GL(n,Z), onde B = {bij} e´ a matriz dos cofatores
de A.
Por induc¸a˜o na dimensa˜o, dim(T ) de T , vamos provar que existe um n > 0 tal
que φn na˜o tem par de Li-Yorke. Se a dim(T ) = 1, enta˜o φ e´ a identidade ou a
inversa˜o, e obtemos o resultado. Agora assuma que dim(T ) = d > 1. Pelo Corola´rio
do Teorema 24.5 de [8], temos que φ na˜o e´ ergo´dico. Enta˜o a Proposic¸a˜o 24.1 de [8]
implica que A = dφ1 ∈ GL(n,Z) tem um autovalor que e´ raiz da unidade. Enta˜o
existe um m > 0 e v ∈ Zd tal que Amv = v. De fato, temos que (Am − I)v = 0 e´ um
sistema linear com coeficientes racionais com soluc¸a˜o na˜o trivial. Considerando S
como o subgrupo conexo de T gerado por v obtemos que S e´ fechado, com dimensa˜o











onde pi e´ a projec¸a˜o canoˆnica e ϕ e´ o endomorfismo induzido por φm no toro T/S.
Como dim(T/S) = d− 1, pela hipo´tese de induc¸a˜o, existe k > 0 tal que ϕk na˜o tem
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par de Li-Yorke. Logo ϕk e φmk|S na˜o tem par de Li-Yorke e pela Proposic¸a˜o 4.3.3
temos que φmk na˜o tem par de Li-Yorke. 
A seguir generalizamos o resultado anterior para um grupo de Lie qualquer
aplicando o Teorema 4.4.2.
Proposic¸a˜o 4.4.5. Seja G um grupo de Lie e φ : G→ G um endomorfismo cont´ınuo
tal que φ(G0) = G0. Enta˜o h(φ) > 0 se, e somente se, φ
n tem um par de Li-Yorke
para cada n > 0.
Demonstrac¸a˜o: Se h(φ) > 0, enta˜o h (φn) = nh(φ) > 0 para cada n > 0. Enta˜o φn
tem um par de Li-Yorke para cada n > 0. Por outro lado, assumindo que h(φ) = 0,




= 0. Agora, pela Proposic¸a˜o 4.4.4, existe











onde pi e´ a projec¸a˜o canoˆnica e ϕ e´ o endomorfismo induzido por φ em G/T (G).
Pela Proposic¸a˜o 3.2.5, temos que T (G/T (G)) e´ trivial. Enta˜o, pelo Corola´rio 4.3.6,
temos que ϕk na˜o tem par de Li-Yorke para algum k > 0. Logo ϕmk e φmk|T (G) na˜o
tem par de Li-Yorke. E enta˜o, pela Proposic¸a˜o 4.3.3, temos que φmk na˜o tem par de
Li-Yorke. 
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