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Abstract. We develop a comprehensive theory of conformal graph directed
Markov systems in the non-Riemannian setting of Carnot groups equipped
with a sub-Riemannian metric. In particular, we develop the thermodynamic
formalism and show that, under natural hypotheses, the limit set of an Carnot
conformal GDMS has Hausdorff dimension given by Bowen’s parameter. We
illustrate our results for a variety of examples of both linear and nonlinear
iterated function systems and graph directed Markov systems in such sub-
Riemannian spaces. These include the Heisenberg continued fractions intro-
duced by Lukyanenko and Vandehey as well as Kleinian and Schottky groups
associated to the non-real classical rank one hyperbolic spaces.
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Introduction
In this monograph we lay the foundation for a theory of conformal dynam-
ical systems in nilpotent stratified Lie groups (Carnot groups) equipped with a
sub-Riemannian metric. In particular, we develop a thermodynamic formalism for
conformal graph directed Markov systems which permits us to identify the Haus-
dorff dimension of the limit set as the zero of a suitable pressure function. We also
consider the structure of conformal measures and investigate when the Hausdorff
and packing measures of the limit set are either positive or finite. Finally, we
extend to the sub-Riemannian context a result, first proved by Schief and later
extended by Peres–Rams–Simon–Solomyak, on the equivalence between the open
set condition, strong open set condition, and positivity of the Hausdorff measure
of the limit set. The well established theory of Euclidean conformal graph directed
Markov systems (see [44]) serves as a model for our investigations.
We formulate the preceding theory in the general setting of a Carnot group
equipped with a left-invariant homogeneous metric. However, our results are of
particular interest in the special situation of Iwasawa groups. Such groups, a par-
ticular class of Carnot groups of step at most two, arise as boundaries at infinity of
the classical rank one symmetric spaces, or alternatively as nilpotent components
in the Iwasawa decomposition of real rank one simple Lie groups.
Provided the dimension of the ambient Iwasawa group is at least three, a version
of Liouville’s rigidity theorem holds: every locally defined conformal self-map is
the restriction of a Mo¨bius map, acting on the (conformally equivalent) one-point
compactification equipped with a suitable spherical metric. As in the Euclidean
case, the space of Mo¨bius maps is finite-dimensional, and may be identified with a
group of matrices acting by isometries on the corresponding hyperbolic space. The
action of this group is sufficiently rich, for instance, it is two-point transitive with
nontrivial stabilizer subgroups.
A recent rigidity theorem of Cowling and Ottazzi (see Theorem 2.13) asserts
that every conformal mapping defined on domains in a Carnot group which is not
of Iwasawa type is necessarily an affine similarity mapping. Moreover, the theory
which we develop applies to families of contractive similarities of any homogeneous
metric on any Carnot group, which need not be conformal, see also Remark 5.7. Our
results therefore encompass two settings, graph directed Markov systems (GDMS)
consisting of either contractive similarities or contractive conformal mappings, in
any Carnot group. We stress that a number of our results are new in the setting
of similarity GDMS in general Carnot groups, especially in the case of countably
infinite systems. Finite self-similar iterated function systems in Carnot groups have
previously been studied in detail by the second author and his collaborators [4],
[7], [9]. The results of the present monograph apply equally well either to finite or
countably infinite self-similar iterated function systems in arbitrary Carnot groups.
vii
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See Chapter 6 for further information. Moreover, all of the results of this monograph
apply to non-affine conformal GDMS in Iwasawa groups; such a setting is entirely
new.
We briefly indicate the structure of this monograph. Chapter 1 briefly reviews
the algebraic, metric and geometric structure of general Carnot groups and the
primary morphisms of interest: the contact mappings. In Chapter 2 we describe in
detail the class of Iwasawa Carnot groups which plays a particularly important role
throughout this monograph. We also recall the definition of conformal mappings in
Carnot groups, and describe both the classification of conformal maps on Iwasawa
groups as well as the Cowling–Ottazzi rigidity result mentioned above. In Chapter
3 we develop a series of metric and geometric properties of conformal mappings.
Throughout the remainder of this monograph, we will primarily only make use of
such properties in our consideration of Carnot conformal GDMS.
Chapter 5 introduces abstract graph directed Markov systems, as well as confor-
mal graph directed Markov systems in Iwasawa groups. A brief interlude (Chapter
6) describes several examples of Iwasawa conformal GDMS. In Chapters 7 and 8
we establish formulas for the Hausdorff and packing dimensions of invariant sets of
Iwasawa conformal GDMS and investigate the structure of conformal measures on
such sets. We revisit the examples of Chapter 6 in Chapter 9, where we apply the
results of earlier chapters to compute or estimate the dimensions of several invariant
sets. In Chapter 10 we address a finer problem, namely, the finiteness or positivity
of Hausdorff or packing measure on the invariant set. In Chapter 11 we establish
the equivalence between the open set condition, the strong open set condition, and
the positivity of the Hausdorff measure of the limit set of finite GDMS. A brief
concluding chapter (Chapter 12) discusses the Hausdorff dimensions of invariant
measures.
Acknowledgements. Research for this paper was completed during visits of
various subsets of the authors to the University of Illinois, the University of Bern,
and the University of North Texas. We wish to acknowledge the hospitality of all
of these institutions.
CHAPTER 1
Carnot groups
In this chapter we introduce Carnot groups and their sub-Riemannian geometry.
We discuss the differential geometric, metric, and measure-theoretic structure of
such groups. We also describe the class of contact mappings of a Carnot group,
that is, mappings which preserve the inherent stratified structure. Typical examples
of contact mappings include left translations, dilations, and automorphisms, which
together generate the family of orientation-preserving similarities. We recall one of
the most basic examples of a Carnot group: the (complex) Heisenberg group. In
the following chapter we introduce the so-called Iwasawa groups, which comprise
the Heisenberg groups over the complex numbers, over the quaternions and over
the Cayley numbers. Each Iwasawa group is endowed with a natural conformal
inversion mapping which ensures that the full class of conformal self-maps is larger
than the group of similarities.
We conclude this chapter by reviewing the Dimension Comparison Theorem
which relates the spectra of Hausdorff measures in a Carnot group defined with
respect to either a sub-Riemannian metric or a Euclidean metric. The Dimension
Comparison Theorem will be used later to deduce Euclidean dimension estimates
for limit sets of conformal graph directed Markov systems in Carnot groups.
1.1. Carnot groups
A Carnot group is a connected and simply connected nilpotent Lie group G
whose Lie algebra g admits a stratification
(1.1) g = v1 ⊕ · · · ⊕ vι
into vector subspaces satisfying the commutation rules
(1.2) [v1, vi] = vi+1
for 1 ≤ i < ι and [v1, vι] = (0). In particular, the full Lie algebra is generated via
iterated Lie brackets of elements of the lowest layer v1 of the stratification. This
layer is known as the horizontal layer of the Lie algebra, and elements of v1 are
known as horizontal tangent vectors. As usual, we interpret the elements of g as
either tangent vectors to G at the neutral element o, or as left invariant vector fields
on G. The integer ι is known as the step of the group G.
Via the above identification between interpretations of the Lie algebra, the
horizontal layer v1 corresponds to a distribution HG in the tangent bundle TG
given by the rule HpG = {X(p) : X ∈ v1}. The distribution HG is known as the
horizontal distribution. The bracket generating condition (1.2) implies that HG
is completely nonintegrable. According to a fundamental theorem of Chow and
Rashevsky, see e.g. [45], the complete nonintegrability of HG ensures that any two
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points of G can be joined by a horizontal curve, i.e., a piecewise smooth curve γ
such that γ′(s) ∈ Hγ(s)G whenever γ′(s) is defined.
Since G is connected, simply connected and nilpotent, the exponential map
exp : g → G is a global diffeomorphism and G is naturally identified with a Eu-
clidean space g = RN . Nilpotence implies that the group law on G is given by
polynomial operations in the coordinates of the corresponding Euclidean space RN .
The precise formula for the group law can be derived from the Baker–Campbell–
Hausdorff formula
(1.3) exp(U) ∗ exp(V ) = exp(U + V + 12 [U, V ] + 112 ([U, [U, V ]] + [V, [V,U ]]) + · · · ),
valid for U, V ∈ g. (See, for instance, [12, Theorem 2.2.13].) Note that nilpotence
ensures that the series occurring on the right hand side of (1.3) terminates. For
instance, in the case when G has step two, (1.3) reads
(1.4) exp(U) ∗ exp(V ) = exp(U + V + 12 [U, V ]).
Introducing exponential coordinates of the first kind p = (U1, U2), where p =
exp(U1 + U2) with U1 ∈ v1 and U2 ∈ v2, we deduce from (1.4) that
(1.5) p ∗ q = (U1 + V1, U2 + V2 + 12 [U1, V1])
if p = (U1, U2) and q = (V1, V2).
For r > 0 we define the dilation with scale factor r, δr, to be the automorphism
of g which is given on the subspace vi by the rule δr(X) = r
iX, X ∈ vi. Conjugation
with the exponential map transfers this map δr to an automorphism of the group
G which we continue to call a dilation and continue to denote by δr, thus
(1.6) δr(p) = exp(δr(exp
−1(p))).
1.1.1. Homogeneous metrics. Each Carnot group can be equipped with
a geodesic metric, the Carnot–Carathe´odory metric dcc. To define this metric,
we fix an inner product 〈·, ·〉 on the horizontal layer v1 of the Lie algebra, which
we promote to a left invariant family of inner products via left invariance of the
elements of g. Relative to this inner product, we fix an orthonormal basis of vector
fields X1, . . . , Xm ∈ v1, and we define the horizontal norm of a vector v ∈ HpG to
be
|v|p,G =
 m∑
j=1
〈v,Xj(p)〉2
1/2 .
The horizontal length `cc(γ) of a horizontal curve γ : [a, b] → G is computed by
integrating the horizontal norm of the tangent vector field along γ:
`cc(γ) =
∫ b
a
|γ′(s)|γ(s),G ds.
Infimizing `cc(γ) over all horizontal curves γ joining p to q defines the Carnot–
Carathe´odory distance dcc(p, q). It is well known that dcc is a geodesic metric on G.
We record that a CC-geodesic connecting two points p, q ∈ G is a length minimizing
horizontal curve γ : [0, T ]→ G, such that γ(0) = p, γ(T ) = q.
Explicit formulas for the Carnot-Carathe´odory metric are difficult to come
by and are known only in very specific cases. For many purposes it suffices to
consider any bi-Lipschitz equivalent metric on G. A large class of such metrics is
given by the homogeneous metrics. A metric d on G is said to be homogeneous
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if d : RN × RN → [0,∞) is continuous with respect to the Euclidean topology,
is left invariant and is 1-homogeneous with respect to the dilations (δr)r>0. The
1-homogeneity of d means that
d(δr(p), δr(q)) = r d(p, q)
for all p, q ∈ G and all r > 0. We note in particular that the Carnot–Carathe´odory
metric dcc is a homogeneous metric. The Kora´nyi (gauge) metric on an Iwasawa
group (defined in subsection 2.1.4) provides another example of a homogeneous
metric. Any two homogeneous metrics d1 and d2 on a given Carnot group G are
equivalent in the sense that there exists a constant C > 0 so that
C−1d1(p, q) ≤ d2(p, q) ≤ Cd1(p, q)
for all p, q ∈ G; this is an easy consequence of the assumptions. In fact, if d denotes
any homogeneous metric, then there exists a constant L > 0 so that
(1.7) d(p, q) ≤ dcc(p, q) ≤ Ld(p, q)
for all p, q ∈ G. The fact that there is no additional multiplicative factor in the left
hand inequality in (1.7) stems from the observation that the Carnot–Carathe´odory
metric is the path metric associated to the homogeneous metric d. That is, dcc(p, q)
is equal to the infimum of the lengths of horizontal paths joining p to q, where length
is computed with respect to the homogeneous metric d. It follows that the length of
a horizontal curve γ is the same when computed with respect to any homogeneous
metric.
1.1.2. Haar measure and Hausdorff dimension. By a theorem of Mitchell
(see also [45]), the Hausdorff dimension of G in any homogeneous metric is equal
to the homogeneous dimension
(1.8) Q =
ι∑
i=1
i dim vi.
In all nonabelian examples (i.e., when the step ι is strictly greater than one), we
have Q > N where N denotes the topological dimension of G. It follows that the
Carnot–Carathe´odory metric dcc is never bi-Lipschitz equivalent to any Riemannian
metric on the underlying Euclidean space RN .
We denote the Haar measure of a set E in a Carnot group G by |E|. The Haar
measure in G is proportional to the Lebesgue measure in the underlying Euclidean
space RN . Moreover, there exists a constant c0 so that for any p ∈ G and r > 0 we
have
(1.9) |B(p, r)| = c0rQ,
where Q is as in (1.8). One way to see this is to note that B(o, 1) is mapped onto
B(p, r) by the composition of left translation by p and the dilation δr with scale
factor r > 0. Observe that the Jacobian determinant of the (smooth) map δr is
everywhere equal to rQ. It follows that (1.9) holds with c0 = |B(o, 1)|.
1.1.3. The Heisenberg group. We briefly record a simple example of a
nonabelian Carnot group: the first (complex) Heisenberg group. This group is the
lowest-dimensional example in a class of groups, the Iwasawa groups, which we will
describe in detail in the following chapter.
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The underlying space for the first Heisenberg group Heis is R3, which we also
view as C× R. We endow C× R with the group law
(z; t) ∗ (z′; t′) = (z + z′; t+ t′ + 2 Im(zz′)),
where we denote elements of Heis by either (z; t) ∈ C × R or (x, y; t) ∈ R3. The
identity element in Heis is the origin in R3, and the group inverse of p ∈ Heis
coincides with its Euclidean additive inverse −p.
The vector fields
X =
∂
∂x
+ 2y
∂
∂t
and Y =
∂
∂y
− 2x ∂
∂t
,
together with
T =
∂
∂t
,
form a left invariant basis for the tangent bundle of Heis. The horizontal bundle
HHeis is the non-integrable subbundle (horizontal bundle) which is spanned, at
each point p ∈ Heis, by the values of X and Y at p. Consequently, Heis has the
structure of a Carnot group of step two, with two-dimensional horizontal space v1
and one-dimensional vertical space (center) v2. For each r > 0 the dilation δr of
Heis takes the form
(1.10) δr(x, y; t) = (rx, ry; r
2t).
1.2. Contact mappings
Let Ω and Ω′ be domains in a Carnot group G. A diffeomorphism f : Ω→ Ω′
is said to be contact if its differential preserves the horizontal bundle (and hence
preserves each stratum in the decomposition (1.1)). More precisely, f is contact if
f∗p maps HpG bijectively to Hf(p)G for each p ∈ Ω. Since f is a diffeomorphism,
its action on vector fields is well defined, and the preceding statement implies that
f∗ maps v1 to itself (recall that HpG = {X(p) : X ∈ v1}. Moreover, f∗ preserves
the Lie bracket and hence maps vj to itself for each j = 1, . . . , ι. Hence when f is
contact we obtain
f∗p : HjpG→ Hjf(p)G ∀ p ∈ Ω, j = 1, . . . , ι,
where HjpG = {X(p) : X ∈ vj}.
Examples of contact mappings of Carnot groups include left translations, di-
lations and homogeneous automorphisms. For instance, denoting by `q the left
translation of G by a point q, `q(p) = q ∗ p, we note that (`q)∗p(Yp) = Yq∗p for
all left invariant vector fields Y and any p ∈ G. In particular, (`q)∗ acts as the
identity on each stratum vj of g. Similarly, the dilation δr acts on the level of the
Lie algebra as follows:
(δr)∗p(Y1 + · · ·+ Yι) = r(Y1)δr(p) + · · ·+ rι(Yι)δr(p), where Yj ∈ vj ,
and hence (δr)∗ acts on vj as multiplication by rj . An automorphism of G is a
bijective map L which preserves the Lie group law: L(p ∗ q) = L(p) ∗ L(q). We
say that L is homogeneous if it commutes with dilations: L(δr(p)) = δr(L(p))
for all p ∈ G and r > 0. The differential of a homogeneous automorphism is an
automorphism of Lie algebras which is again homogeneous and strata-preserving.
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Example 1.1. In the Heisenberg group Heis, the maps
Rθ : Heis→ Heis, Rθ(z, t) = (eiθz, t), θ ∈ R
are homogeneous automorphisms. The action of the differential of Rθ on the Lie
algebra has the matrix representation cos θ sin θ 0− sin θ cos θ 0
0 0 1

when expressed in the basis X,Y, T .
1.3. Dimension comparison in Carnot groups
Each Carnot group is equipped with two distinct metric structures: the sub-
Riemannian geometry defined by the Carnot–Carathe´odory metric and the under-
lying Euclidean metric geometry. These two metrics are topologically—even bi-
Ho¨lder—equivalent, but are not bi-Lipschitz equivalent (except in the trivial case
when the group is abelian). It is natural to ask for precise estimates describing
the relationship between the Hausdorff dimensions defined by these two metrics.
This Dimension Comparison Problem was first considered by Balogh, Rickly and
Serra-Cassano in the Heisenberg group [5] (see also [7] for a continuation of this
line of research) and later by Balogh, Warhurst and the second author in general
Carnot groups [8], [9].
We first state the Dimension Comparison Theorem in its most general form
(on arbitrary Carnot groups), and then specialize to the case of step two groups.
Denote by G a Carnot group of arbitrary step ι ≥ 1, with stratified Lie algebra
g = v1 ⊕ · · · ⊕ vι. Let mi be the dimension of the vector subspace vi in g ' RN .
Recall that the topological dimension N and the homogeneous dimension Q of G
satisfy
N =
ι∑
j=1
mj
and
Q =
ι∑
j=1
j mj .
For convenience, we also set m0 = 0 and mι+1 = 0. We define the upper and lower
dimension comparison functions β+ = β
G
+ and β− = β
G
− as follows:
β− : [0, N ]→ [0, Q], β−(α) =
`−∑
j=0
j mj + (1 + `−)
α− `−∑
j=0
mj

where `− = `−(α) is the unique integer in {0, . . . , ι− 1} such that
`−∑
j=0
mj < α ≤
1+`−∑
j=0
mj ,
and
β+ : [0, N ]→ [0, Q], β+(α) =
ι+1∑
j=`+
j mj + (−1 + `+)
α− ι+1∑
j=`+
mj

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where `+ = `+(α) is the unique integer in {2, . . . , ι+ 1} such that
ι+1∑
j=`+
mj < α ≤
ι+1∑
j=−1+`+
mj .
The integers `+ and `− can be interpreted as weighted versions of the usual greatest
integer function bxc, x ∈ R. The integer `−(α) is the largest number of layers of the
Lie algebra, starting from the lowest layer v1, for which the cumulative dimension∑`
j=0mj is less than α. The integer `+(α) has a similar interpretation, starting
from the highest layer vι. The dimension comparison functions β±(α) each involve
two terms, one of which gives the sum of the weighted dimensions of the relevant
subspaces vj determined by the value of `±(α), and the other of which gives the
fractional value of the weighted dimension of the ‘boundary’ subspace v1+`− or
v−1+`+ . Note that the formulas for the dimension comparison functions β± involve
only the dimensions of the subspaces vj , and do not depend in any way on the
precise algebraic relationships (e.g., commutation relations) involving vector fields
determining bases for these subspaces.
In the special case of step two groups (which will be of primary interest), these
formulas simplify as follows. Let G be a step two Carnot group with topological
dimension N = m1 + m2 and homogeneous dimension Q = m1 + 2m2, where
g = v1 ⊕ v2 and mj = dim vj . The dimension comparison functions β± satisfy
(1.11) β−(α) =
{
α, if 0 ≤ α ≤ m1,
2α−m1, if m1 ≤ α ≤ N ,
and
(1.12) β+(α) =
{
2α, if 0 ≤ α ≤ m2,
α+m2, if m2 ≤ α ≤ N .
Note that β− and β+ are continuous and strictly increasing piecewise linear func-
tions from [0, N ] to [0, Q] satisfying the symmetry relation β+(N−α) = Q−β−(α),
0 ≤ α ≤ N . (These facts are true for the dimension comparison functions of Carnot
groups of arbitrary step.)
For instance, in the first Heisenberg group Heis, where ι = 2, m1 = 2 and
m2 = 1, we have
β−(α) = max{α, 2α− 2}
and
β+(α) = min{2α, α+ 1}
for 0 ≤ α ≤ 3.
We are now ready to state the Dimension Comparison Theorem. See [5] for
a proof in the Heisenberg group and [9] for a proof in arbitrary Carnot groups.
In the statement of the theorem, we have denoted by dimH,cc, resp. dimH,E , the
Hausdorff dimension with respect to the metric dcc, resp. dE on a Carnot group G.
Theorem 1.2 (Dimension Comparison in Carnot groups). Let G be a Carnot
group of topological dimension N and homogeneous dimension Q. Let dcc, resp.
dE, denote the Carnot–Carathe´odory, resp. Euclidean, metrics on G. For any set
S ⊂ G,
(1.13) β−(dimH,E S) ≤ dimH,cc S ≤ β+(dimH,E S).
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The estimates in (1.13) are sharp in the following sense: for each ordered pair
(α, β) ∈ [0, N ]× [0, Q] such that β−(α) ≤ β ≤ β+(α), there exists a compact subset
Sα,β ⊂ G such that dimH,cc Sα,β = β and dimH,E Sα,β = α. Invariant sets of self-
similar iterated function systems provide a large class of examples of sets S which
often realize the lower bound dimH,cc S = β−(dimH,E S. For more details and more
precise statements, see [9].

CHAPTER 2
Carnot groups of Iwasawa type and conformal
mappings
In this chapter we consider Carnot groups of Iwasawa type equipped with a sub-
Riemannian metric. Such groups occur as the nilpotent components in the Iwasawa
decomposition of real rank one simple Lie groups. The one-point compactifications
of these groups, equipped with suitable sub-Riemannian metrics, arise as boundaries
at infinity of the classical rank one symmetric spaces. The study of conformal (and
more generally, quasiconformal) mappings in Iwasawa groups dates back to the
foundational work of Mostow [46], [47] on rigidity of hyperbolic manifolds, with
significant later contributions by Kora´nyi and Reimann [34], [35] and Pansu [48].
In this chapter we recall the definitions and basic analytic and geometric properties
of conformal mappings of Carnot groups, especially Iwasawa groups.
2.1. Iwasawa groups of complex, quaternionic or octonionic type
In this section we describe a collection of examples of Carnot groups, the so-
called Iwasawa groups of complex, quaternionic and octonionic type. These are
precisely the Carnot groups which admit a sufficiently rich family of conformal
self-mappings (see Theorem 2.13 for further explanation).
We give a unified description which covers both the complex and quaternionic
cases. In subsection 2.1.1 we recall the definition of these objects, and in subsection
2.1.2 we indicate how to view them as sub-Riemannian Carnot groups. In subsection
2.1.4 we describe an explicit homogeneous metric on these groups (the so-called
gauge metric) which is closely tied to conformal geometry.
The octonionic case is more subtle. While the definitions and basic formulas,
e.g., for the gauge metric, are ostensibly identical to those in the complex and
quaternionic cases, the nonassociativity of the octonions leads to many complexities
in the derivation of those formulas. We make brief remarks about the octonionic
case in subsection 2.1.3, where we also provide copious references to the literature
for those wishing to learn more about this fascinating construction.
2.1.1. The group law. Let K denote either the complex numbers C or the
quaternions H. We denote by k = dimRK ∈ {2, 4} the dimension of K as an R-
vector space. The Heisenberg group HeisnK is modeled by the space Kn × Im(K)
equipped with the non-abelian group law
(z; τ) ∗ (z′; τ ′) = (z + z′; τ + τ ′ + 2 Im
n∑
ν=1
z′νzν).
Here z = (z1, . . . , zn) and z
′ = (z′1, . . . , z
′
n) lie in Kn and τ, τ ′ ∈ Im(K) := {Im(z) :
z ∈ K}. We recall that z denotes the conjugate of an element z ∈ K, i.e., z = x− iy
if z = x + iy ∈ C and z = a − ib − jc − kd if z = a + ib + jc + kd ∈ H, while
9
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Im(z) denotes the imaginary part1 of z ∈ K, i.e., Im(z) = iy if z = x+ iy ∈ C and
Im(z) = ib + jc + kd if z = a + ib + jc + kd ∈ H. When it is important to do so,
we call the space HeisnK either the complex Heisenberg group or the quaternionic
Heisenberg group. We often abbreviate Heisn = HeisnC and Heis = Heis
1. Note
that HeisnK is identified with the Euclidean space RN where N = kn + k − 1,
k = dimRK.
We briefly pause to explicitly record the group law in real coordinates. In the
complex Heisenberg group Cn × Im(C)↔ R2n+1 we obtain
(x, y; t) ∗ (x′, y′; t′) = (x+ x′, y + y′; t+ t′ + 2(x′ · y − x · y′)),
where x, x′, y, y′ ∈ Rn and t, t′ ∈ R. In the quaternionic Heisenberg group Hn ×
Im(H)↔ R4n+3 we obtain
(x, y, z, w; t, u, v) ∗ (x′, y′, z′, w′; t′, u′, v′) = (x′′, y′′, z′′, w′′; t′′, u′′, v′′)
with x′′ = x+ x′, y′′ = y + y′, z′′ = z + z′, w′′ = w + w′,
t′′ = t+ t′ + 2(x′ · y − x · y′ + w′ · z − w · z′),
u′′ = u+ u′ + 2(x′ · z − x · z′ + y′ · w − y · w′),
and
v′′ = v + v′ + 2(x′ · w − x · w′ + z′ · y − z · y′).
In this case, x, x′, y, y′, z, z′, w, w′ ∈ Rn and t, t′, u, u′, v, v′ ∈ R.
The identity element in G is the origin of the corresponding Euclidean space
Rkn+k−1; we denote this element by o. The inverse of p ∈ G coincides with its
Euclidean additive inverse −p, however, we denote this element by p−1 to emphasize
the nonabelian character of the group G.
2.1.2. Left invariant vector fields and the horizontal distribution. In
this section we indicate how to view the Heisenberg group HeisnK as a Carnot group.
We first consider the complex Heisenberg groups. The vector fields
Xj =
∂
∂xj
+ 2yj
∂
∂t
and Yj =
∂
∂yj
− 2xj ∂
∂t
, j = 1, . . . , n,
together with
T =
∂
∂t
,
form a left invariant basis for the tangent bundle of Heisn. For convenience we
also write Xn+j = Yj for j = 1, . . . , n. The sub-Riemannian geometry of the
Heisenberg group is defined by the non-integrable subbundle (horizontal bundle)
HHeisn, where
HpHeis
n = span{X1(p), . . . , Xn(p), Y1(p), . . . , Yn(p)} = span{X1(p), . . . , X2n(p)}.
The non-integrability of this distribution is clear, since [Xj , Yj ] = −4T for every
j = 1, . . . , n. The Carnot–Carathe´odory metric on Heisn is defined by fixing on
HHeisn a frame such that the vector fields X1, Y1, . . . , Xn, Yn are orthonormal.
1We define the imaginary part of z to be iy rather than just y in order to be consistent with
the quaternionic convention.
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The Heisenberg group Heisn is naturally equipped with the structure of a
contact manifold. Define a 1-form α on Heisn as follows:
α = dt+ 2
n∑
j=1
(xj dyj − yj dxj)(2.1)
The 1-form α is a contact form, which means that α ∧ (dα)n is a nonzero multiple
of the volume form. Observe also that dα = 4
∑n
j=1 dxj ∧dxn+j is a multiple of the
standard symplectic form in R2n, and that the horizontal space HpHeisn coincides
with the kernel at p of α.
For each r > 0 the dilation δr of Heis
n takes the form
(2.2) δr(x, y; t) = (rx, ry; r
2t).
A similar story can be told in the quaternionic Heisenberg group. The vector
fields
Xj =
∂
∂xj
+ 2yj
∂
∂t
+ 2zj
∂
∂u
+ 2wj
∂
∂v
,
Yj = Xn+j =
∂
∂yj
− 2xj ∂
∂t
− 2wj ∂
∂u
+ 2zj
∂
∂v
,
Zj = X2n+j =
∂
∂zj
+ 2wj
∂
∂t
− 2xj ∂
∂u
− 2yj ∂
∂v
,
and
Wj = X3n+j =
∂
∂wj
− 2zj ∂
∂t
+ 2yj
∂
∂u
− 2xj ∂
∂v
j = 1, . . . , n,
form a left invariant basis for the horizontal distribution HHeisnH. This distribu-
tion is not integrable, since the Lie span of the vector fields Xj , Yj , Zj ,Wj con-
tains the vertical subspace spanned by ∂/∂t, ∂/∂u and ∂/∂v. Again, the Carnot–
Carathe´odory metric on HeisnH is defined by introducing a frame on HHeis
n
H for
which the vector fields Xj , Yj , Zj ,Wj , j = 1, . . . , n, are orthonormal.
The horizontal space HpHeis
n
H coincides with the kernel at p of the ImH-valued
quaternionic contact form
α =
(
dt+ 2
n∑
j=1
(xj dyj − yj dxj + zj dwj − wj dzj),
du+ 2
n∑
j=1
(xj dzj − zj dxj − yj dwj + wj dyj),
dv + 2
n∑
j=1
(xj dwj − wj dxj + yj dzj − zj dyj)
)
.
(2.3)
We will not use the quaternionic contact structure of HeisnH in what follows.
As for the complex Heisenberg groups, the dilation δr of Heis
n
H takes the form
(2.4) δr(x, y, z, w; t, u, v) = (rx, ry, rz, rw; r
2t, r2u, r2v).
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2.1.3. The first octonionic Heisenberg group. The octonionic Heisen-
berg group Heis1O is defined in a manner analogous to its complex or quaternionic
cousins, however, the nonassociativity of the octonions introduces significant com-
plications into the derivation of basic metric features of this space and its connection
to octonionic hyperbolic geometry. We give here a brief description and refer the
reader to [1], [2], [3] and [39] for more detailed information and background re-
garding the octonionic hyperbolic plane H2O and the first
2 octonionic Heisenberg
group Heis1O.
Recall that the octonions (also known as the Cayley numbers) can be defined
as the eight-dimensional real vector space O spanned by indeterminates ej , j =
0, . . . , 7, and equipped with a certain R-linear nonassociative multiplication rule ·.
By convention we take the first indeterminate e0 to be the identity element for this
multiplication rule, i.e., e0 · ej = ej · e0 = ej for all j = 0, . . . , 7. We write e0 = 1
and summarize the remaining relations in the following multiplication table:
· e1 e2 e3 e4 e5 e6 e7
e1 −1 e4 e7 −e2 e6 −e5 −e3
e2 −e4 −1 e5 e1 −e3 e7 −e6
e3 −e7 −e5 −1 e6 e2 −e4 e1
e4 e2 −e1 −e6 −1 e7 e3 e5
e5 −e6 e3 −e2 −e7 −1 e1 e4
e6 e5 −e7 e4 −e3 −e1 −1 e2
e7 e3 e6 −e1 −e5 −e4 −e2 −1
We note that this multiplication table can be conveniently recalled via its connection
to the Fano plane as indicated in Figure 2.1.3. Observe that each of the basis
elements ej , 1 ≤ j ≤ 7, satisfy e2j = −1 and anticommute (ej · ek = −ek · ej ,
1 ≤ j, k ≤ 7, j 6= k).
e
e
e e
e
e
e
7
6
5
4
3 2
1
Figure 1. The Fano plane
Expressing a typical element z ∈ O in the form z = z0 +
∑7
j=1 zjej with
z0, . . . , z7 ∈ R we recall that the real part of z is Re(z) = z0 and the imaginary part
is Im(z) =
∑7
j=1 zjej . The conjugate of z = Re(z) + Im(z) is z = Re(z) − Im(z)
2Note that while the octonionic Heisenberg group HeisnO can be defined for any n, it is only
the first octonionic Heisenberg group Heis1O which arises as an Iwasawa group. This is due to
complexities stemming from the nonassociativity of the octonions, which preclude the definition
of octonionic hyperbolic spaces of dimension strictly greater than two.
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and the modulus is |z| = √zz = √zz. Note that
Re(xy) = Re(yx)
for all x, y ∈ O.
Since the octonions are not associative, one must be careful when performing
computations. It is useful to observe that certain associativity-type formulas hold.
For instance, any product of octonions involving only two octonions is associative;
this is a result of Artin. For instance, if x ∈ O and µ is an imaginary unit quaternion
(so that µ = −µ), then the triple product
(2.5) µxµ
is unambiguously defined. Furthermore, the Moufang identities
(2.6) Re((xy)z) = Re(x(yz)),
(2.7) (µxµ)(µy) = µ(xy)
and
(2.8) (xµ)(µyµ) = (xy)µ
hold true for all x, y, z ∈ O and all imaginary unit quaternions µ. In view of (2.6)
we may unambiguously denote by Re(xyz) the quantity specified in that formula,
despite the nonassociativity of O.
The first octonionic Heisenberg group is modeled as Heis1O = O× ImO (in real
coordinates, as R15). Here ImO denotes the space of imaginary octonions. The
group law, by analogy with the complex and quaternionic cases, is
(z; τ) ∗ (z′; τ ′) = (z + z′; τ + τ ′ + 2 Im(z′z)).
The group Heis1O is equipped with an 8-dimensional horizontal distributionHHeis
1
O
defined by a left-invariant basis of horizontal vector fields X1, . . . , X8; we omit the
explicit formulas for these vector fields in real coordinates. By analogy with (1.10),
the dilation automorphisms δr of Heis
1
O are given by
δr(z; τ) = (rz; r
2τ), (z; τ) ∈ O.
2.1.4. The gauge metric of an Iwasawa group. The conformal geometry
of an Iwasawa group G is naturally described in terms of a more computationally
friendly homogeneous metric called the gauge metric (also known as the Cygan or
Kora´nyi metric)
dH(p, q) = ||p−1 · q||H ,
where
||(z; τ)||H = (|z|4 + |τ |2)1/4 for (z; τ) ∈ HeisnK.
The fact that dH is a homogeneous metric is well known. See [20, p. 18] for a
proof in the case G = Heisn. In the case G = Heis1O a proof can be found in [39,
Section 3.3]. However, since the presentation of Heis1O in [39] is slightly different
from ours, we give here a direct proof which is valid for any Iwasawa group.
Proposition 2.1. The expression dH defines a metric on any Iwasawa group
G = HeisnK.
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Proof. It suffices to show that ||(z; τ) ∗ (z′; τ ′)||H ≤ ||(z; τ)||H + ||(z′; τ ′)||H
for all (z; τ) and (z′; τ ′) in G. We take advantage of the identity
||(z; τ)||4H =
∣∣∣∣−|z|2 + τ ∣∣∣∣2.
We compute
||(z; τ) ∗ (z′; τ ′)||4H = ||(z + z′; τ + τ ′ + z′z − zz′)||4H
=
∣∣∣∣−|z + z′|2 + τ + τ ′ + z′z − zz′∣∣∣∣2
=
∣∣∣∣(−|z|2 + τ)− 2zz′ + (−|z′|2 + τ ′)∣∣∣∣2
≤
∣∣∣∣||(z; τ)||2H + 2|z| |z′|+ ||(z′; τ ′)||2H ∣∣∣∣2
≤ (||(z; τ)||H + ||(z′; τ ′)||H)4.

Throughout this monograph, we will denote by d a general (unspecified) homo-
geneous metric in a Carnot group. We reserve the notations dcc and dH to denote
the particular examples of the Carnot-Carathe´odory metric (defined in any Carnot
group) and the gauge metric (defined in any Iwasawa group). We will denote by
B(p, r), resp. B(p, r) the open, resp. closed, ball with center p and radius r in the
metric space (G, d), with similar notations for the metrics dcc and dH . Diameters
of and distances between sets will be denoted diam and dist, and suitably adorned
with subscripts when necessary.
Remarks 2.2. Let G be an Iwasawa group. It follows from (1.7) that
(2.9) Bcc(p0, r) ⊂ BH(p0, r) ⊂ Bcc(p0, Lr)
for all p0 ∈ G and r > 0. Here L denotes the comparison constant from (1.7)
relating the Carnot–Carathe´odory and gauge metrics.
We also record the following elementary fact:
(2.10) diamH BH(p, r) = 2r for all p ∈ G and r > 0,
Equation (2.10) follows from the observation that through every point p ∈ G there
exist horizontal embedded lines p∗ exp(RV ), V ∈ HoG, |V |o,G = 1. The restriction
of dH to such a line coincides with the Euclidean metric, whence p ∗ exp(±rV ) ∈
BH(p, r) are two points whose distance is equal to 2r.
Among the many remarkable features of the gauge metric is the following Ptole-
maic inequality:
(2.11) dH(p1, p2)dH(p3, p4) ≤ dH(p1, p3)dH(p2, p4) + dH(p2, p3)dH(p1, p4)
for all p1, p2, p3, p4 in G. We refer the reader, for instance, to the paper [50] for a
proof of the Ptolemaic inequality for the gauge metric in Iwasawa groups. See also
[23] and [15] for more information about Ptolemaic geometry and its relation to
Iwasawa groups.
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2.1.5. Extended Iwasawa groups and cross ratios. Let G be an Iwasawa
group. We denote by G = G∪{∞} the one-point compactification of G. Note that
G is homeomorphic to the sphere SN . The gauge metric dH induces a spherical
metric dH on G, given by the formula
dH(p, q) =

2dH(p,q)√
1+dH(p,o)2
√
1+dH(q,o)2
if p 6=∞ and q 6=∞,
2√
1+dH(p,o)2
if q =∞.
The quantity dH is a natural analog of the usual spherical metric on the Euclidean
sphere Sn = Rn. The fact that dH is a metric on G follows from the Ptolemiac
inequality (2.11).
The extended Iwasawa group M = G can be equipped with the structure of a
sub-Riemannian manifold locally modeled on G. In the complex case, this structure
arises from the usual CR structure on the sphere S2n+1, while in the quaternionic
case, it arises from the quaternionic CR structure on the sphere S4n+3. The Carnot–
Carathe´odory metric dcc on G coming from this sub-Riemannian structure is the
length metric generated by, and is bi-Lipschitz equivalent, to the spherical metric
dH defined above.
The cross ratio of four points p1, p2, p3, p4 ∈ G, at most two of which are equal,
is
(2.12) [p1 : p2 : p3 : p4] :=
dH(p1, p3)dH(p2, p4)
dH(p1, p4)dH(p2, p3)
.
This quantity is well-defined as an element of [0,∞], where we make the standard
conventions a0 = +∞ for a > 0 and a+∞ = 0 for a ≥ 0. If any one of the points pj is
equal to the point at infinity, we modify the definition of [p1 : p2 : p3 : p4] by deleting
the terms in the numerator and denominator containing that term. The value of
the cross ratio in (2.12) is unchanged if the spherical metric dH is used in place of
dH .
2.1.6. Summary. To summarize, the Iwasawa groups G = HeisnK consist of
the following:
• the (complex) Heisenberg group Heisn = HeisnC for some n ≥ 1,
• the quaternionic Heisenberg group HeisnH for some n ≥ 1,
• the first octonionic Heisenberg group Heis1O.
Each of these is a Carnot group of step two, with an even-dimensional horizontal
layer and a second layer of dimension 1 (resp. 3 or 7). The group G is equipped with
a sub-Riemannian structure, coming either from the Carnot–Carathe´odory metric
dcc or from the bi-Lipschitz equivalent Kora´nyi (gauge) metric dH . Moreover, the
gauge metric dH induces a natural spherical metric dH on the one-point compacti-
fication G. Later we will see that conformal mappings of G interact naturally with
the gauge metric dH , extend to G as Mo¨bius transformations, and preserve cross
ratios.
Henceforth we denote by m = kn the rank of the horizontal bundle HG, by
N = kn + (k − 1) the topological dimension of G (and also of G), and by Q =
kn+ 2(k − 1) the homogeneous dimension of G.
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2.2. Conformal mappings on Carnot groups
Conformal mappings of Carnot groups admit several mutually equivalent de-
scriptions. We adopt an abstract metric definition for conformality. All conformal
mappings are smooth and contact, and a Liouville-type conformal rigidity theorem
holds: every conformal map between domains in an Iwasawa group G is the re-
striction of a globally defined Mo¨bius map acting on the compactified space G. We
give an explicit description of all such mappings and a list of basic geometric and
analytic properties which will be used in subsequent chapters.
2.2.1. Definition and basic properties. We adopt as our definition for
conformal maps the standard metric definition for 1-quasiconformal maps.
Definition 2.3. Let f : Ω → Ω′ be a homeomorphism between domains in a
Carnot group G. The map f is said to be conformal if
(2.13) lim
r→0
sup{dcc(f(p), f(q)) : dcc(p, q) = r}
inf{dcc(f(p), f(q′)) : dcc(p, q′) = r} = 1
for all p ∈ Ω.
Remarks 2.4. (1) For topological reasons, the value on the left hand side of
(2.13) is unchanged if the quotient is replaced by
(2.14)
sup{dcc(f(p), f(q)) : dcc(p, q) ≤ r}
inf{dcc(f(p), f(q′)) : dcc(p, q′) ≥ r} .
The formulation of conformality using (2.14) is more suitable in the setting of
general metric spaces, where the sphere {y : d(x, y) = r} may be empty for certain
choices of x and r > 0. See [32] for a detailed discussion of quasiconformality in
metric spaces.
(2) It is clear that every Carnot–Carathe´odory similarity map (i.e., every map
f which distorts all distances by a fixed scale factor r > 0) is conformal. Examples
of such maps include left translations, dilations, and certain automorphisms. In
the following section we will give a complete classification of all conformal maps in
Iwasawa groups (henceforth termed Iwasawa conformal maps).
(3) Definition 2.3 is formulated in terms of the Carnot–Carathe´odory metric.
In Iwasawa groups, the same class of maps is obtained if the Carnot–Carathe´odory
metric is replaced throughout by the gauge metric dH . In other words, f is confor-
mal if and only if
(2.15) lim
r→0
sup{dH(f(p), f(q)) : dH(p, q) = r}
inf{dH(f(p), f(q′)) : dH(p, q′) = r} = 1
for all p ∈ Ω. See the introduction of [35] for a discussion of this matter in the
complex Heisenberg groups; the rationale given there extends to the remaining
Iwasawa groups without any complication.
(4) No a priori regularity is assumed in Definition 2.3. However, every homeo-
morphism f satisfying (2.13) at all points p in Ω is necessarily C∞.3 This fact was
proved by Capogna [17], [18] in the case of the complex Heisenberg group, and by
Capogna and Cowling [19] in arbitrary Carnot groups.
(5) Pansu [48] proved that if two domains Ω ⊂ G and Ω′ ⊂ G′ are equiv-
alent by a conformal (or more generally, a quasiconformal) map, then G = G′.
3Regularity is understood with respect to the underlying Euclidean structure.
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Moreover, every quasiconformal map between domains Ω,Ω′ in either the quater-
nionic Heisenberg group HeisnH or the first octonionic Heisenberg group Heis
1
O is
1-quasiconformal and hence conformal in the sense of Definition 2.3. In the complex
Heisenberg groups HeisnC there exist plenty of nonconformal quasiconformal maps.
An extensive theory of quasiconformal mappings in the complex Heisenberg group
can be found in the papers [34] and [35] of Kora´nyi and Reimann.
(6) According to a classical theorem of Liouville , conformal maps of a Euclidean
space Rn of dimension at least three are the restrictions of Mo¨bius maps acting on
Sn = Rn. In Liouville’s original formulation, the maps in question were assumed
a priori to be of classs C4. Gehring [30] relaxed the smoothness assumption by
showing that the same conclusion holds for 1-quasiconformal maps (assumed ini-
tially only to lie in the local Sobolev space W 1,nloc ). In particular, 1-quasiconformal
maps of Euclidean domains are C∞. Analogous rigidity results hold for Iwasawa
conformal maps, see Theorem 2.10.
For a proof of the following result, see [35] for the complex case and [24] for
the remaining cases.
Proposition 2.5. Every Iwasawa conformal map is a contact mapping.
In the following subsections, we give a number of examples of conformal map-
pings of Iwasawa groups. Later, we will see that the full group of orientation-
preserving conformal mappings is generated by these mappings.
2.2.2. Classification of Iwasawa conformal maps I: similarities.
Example 2.6. Left translations and dilations are conformal maps in any Carnot
group.
Example 2.7 (Rotations). (1) The rotations of the (complex) Heisenberg group
Heisn are the automorphisms RA : Heis
n → Heisn, A ∈ U(n), given by
RA(z; t) = (Az; t).
These were already discussed in Heis1 in Example 1.1. The complex Heisenberg
group Heisn is equipped with another mapping ρ : Heisn → Heisn given by
ρ(z, t) = (z,−t). The map ρ is also an automorphism. The rotations of Heisn are
the mappings generated by RA, A ∈ U(n), and ρ.
(2) Rotations of the quaternionic Heisenberg group have a more complicated
structure. The class of all rotations of HeisnH include both the “horizontal rotations”
RA : Heis
n
H → HeisnH, A ∈ Sp(n), given by
RA(z; τ) = (Az; τ)
as well as the “vertical rotations” RVB : Heis
n
H → HeisnH, B ∈ Sp(1), given by
RVB(z; τ) = (BzB;BτB).
Here we identified Sp(1) with the group of unit quaternions. The full group of
rotations is generated by these two types.
(3) For each imaginary unit octonion µ, the map Rµ : Heis
1
O → Heis1O given
by
Rµ(z; τ) = (zµ, µτµ)
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defines a rotation. Note that the expression µτµ is well-defined; see (2.5). The
collection of maps Rµ generates the full rotation group of Heis
1
O. However, the
function µ 7→ Rµ is not a homomorphism, and the full rotation group is larger than
the space S6 of imaginary unit quaternions. In fact, the first octonionic rotation
group is isomorphic to Spin(7). For more information, see [39, Section 3.2].
Rotations, left translations and dilations generate the full similarity group
Sim(G) of each Iwasawa group G.
2.2.3. Classification of Iwasawa conformal maps II: inversion. Each
Iwasawa group is equipped with a conformal inversion map which serves as an
analog of the Euclidean inversion map x 7→ x/|x|2.
Example 2.8 (Inversion). Let G be an Iwasawa group G. The inversion J :
G \ (o)→ G \ (o) is defined as follows. On the complex Heisenberg group Heisn,
J (z; t) :=
(
z
|z|2 − it ;
−t
||(z, t)||4
)
,
while on HeisnH or Heis
1
O
J (z, τ) := (z(|z|2 − τ)−1;−||(z, τ)||−4 τ) .
Observe that J is an involution (J 2 is the identity). It is an easy exercise (see also
Remark 2.9 below) to check that
(2.16) dH(J (p), o) = 1
dH(p, o)
for all p ∈ G \ {o}.
More generally,
(2.17) dH(J (p),J (q)) = dH(p, q)
dH(p, o)dH(q, o)
for all p, q ∈ G \ {o}.
See Proposition 3.2 for a more general statement.
Remark 2.9. In the case of the first octonionic Heisenberg group, equations
(2.16) and (2.17) are derived in Proposition 3.5 of [39]. However, as already men-
tioned, the presentation of Heis1O is slightly different in that reference. Namely,
points of Heis1O are considered as pairs (x, y) ∈ O2 such that x + x′ + |y|2 = 0,
with group law (x, y) ∗ (x′, y′) = (x + x′ − yy′, y + y′). In that presentation, the
inversion map is given by (x, y) 7→ (|x|−2x,−|x|−2yx). We leave it as an exercise
to the reader to verify that the choice x = −|z|2 + τ , y = √2 z identifies our model
of Heis1O with that of [39], and that the expressions for the conformal inversion
coincide when this identification is taken into account.
Conformality can also be defined for maps between domains in an extended
Iwasawa group G, equipped with either the spherical metric d or the Carnot–
Carathe´odory metric dcc. As was the case in Definition 2.3, the class of conformal
maps is the same. Each similarity of G extends to a map of G preserving the point
at infinity; the extended map is still conformal. In particular, the inversion J
extends to a conformal self-map of G interchanging the neutral element o and ∞.
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2.2.4. Classification of Iwasawa conformal maps III: Liouville’s the-
orem. Liouville’s rigidity theorem in Iwasawa groups reads as follows.
Theorem 2.10. Let f : Ω → Ω′ be a conformal map between domains in an
Iwasawa group G. Then f = F |Ω where F is a conformal self-map of G. Moreover,
the group of conformal maps of G is generated by the similarities of G and the
conformal inversion J .
In complex Heisenberg groups, Theorem 2.10 is due to Kora´nyi and Reimann
[34], [35] for smooth conformal maps and to Capogna [17], [18] for general 1-
quasiconformal maps. In other Iwasawa groups, it follows from the regularity the-
orem of Capogna–Cowling [19] together with recent work of Cowling–Ottazzi [24].
In general, we will denote by Conf(G) the group of conformal self-maps of an
extended Iwasawa group G.
The decomposition of conformal maps in the following proposition corresponds
to the Bruhat decomposition of the corresponding matrix group acting on the as-
sociated rank one symmetric space (cf. [34, p. 312]).
Proposition 2.11. If f : Ω → Ω′ is a conformal map between domains in an
Iwasawa group G, then f = F |Ω, where
(2.18) F = `b ◦ δr ◦R ◦ J  ◦ `a−1 ,
where a ∈ G \ Ω, b ∈ G, r > 0,  ∈ {0, 1}, and R is a rotation of G.
The scaling factor r is uniquely determined by the map f ; we denote it by rf .
For the benefit of the reader we provide a short proof.
Proof. Let f : Ω → Ω′ be a conformal map between domains in an Iwasawa
group G. By Theorem 2.10, f = F |Ω for some F which is conformal on G. If
F (∞) = ∞ then F , hence also f , is a similarity. In this case, (2.18) holds with
 = 0, a = o, b = F (o), r the scaling factor of F , and for a suitable choice of a
rotation R. If F (∞) 6=∞, let a := F−1(∞) ∈ G. Then F˜ := F ◦ `a ◦ J ∈ Conf(G)
and F˜ (∞) =∞. It follows that F˜ is a similarity of G, whence, as in the first case,
F˜ = `b◦δr◦R for suitable b ∈ G, r > 0 and a rotation R. The proof is complete. 
Remark 2.12. It follows from the preceding explicit description of Conf(G)
that each conformal map f preserves cross ratios of arbitrary quadruples of points,
i.e., is a Mo¨bius transformation. That is,
(2.19) [f(p1) : f(p2) : f(p3) : f(p4)] = [p1 : p2 : p3 : p4]
for all quadruples p1, p2, p3, p4 of points in G for which the expressions are defined.
The extended Iwasawa group G may be identified with the boundary at infinity
of a rank one symmetric space. The classification of such spaces is well-known: every
such space is either real hyperbolic space Hn+1R , complex hyperbolic space H
n+1
C ,
quaternionic hyperbolic space Hn+1H , or the octonionic hyperbolic plane H
2
O.
4
Elements of Conf(G) act as isometries on the corresponding hyperbolic space,
conversely, each isometry of one of the preceding hyperbolic spaces extends to a
conformal self-map of the corresponding extended Iwasawa group. Each of these
4We omit real hyperbolic space Hn+1R from the ensuing discussion as its boundary at infinity
is the standard round sphere Sn equipped with its Euclidean metric and we are interested in
nonabelian Iwasawa groups, i.e., Iwasawa groups of step two.
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isometry groups is finite dimensional, obtained via the action of a suitable matrix
group. More precisely,
Conf(Heisn) ' Isom(Hn+1C ) ' PSU(n, 1),
Conf(HeisnH) ' Isom(Hn+1H ) ' PSp(n, 1),
and
Conf(Heis1O) ' Isom(H2O) ' F (−20)4 .
Here PSU(n, 1), resp. PSp(n, 1), denotes the component of the identity in the non-
compact Lie group of (n+1)×(n+1) complex, resp. quaternionic, matrices preserv-
ing an indefinite Hermitian form, resp. quaternionic Hermitian form, of signature
(n, 1). For the identification of the exceptional Lie group F
(−20)
4 as the isometry
group of the octonionic hyperbolic plane, see for instance [2].
2.2.5. Classification of conformal mappings on Carnot groups. The
following theorem of Cowling and Ottazzi [24] indicates that Iwasawa groups are
the only Carnot groups which admit non-affine conformal maps. In view of this
theorem, the theory of conformal dynamical systems which we develop in this paper
provides for a nontrivial generalization of self-similar dynamical systems only in the
Iwasawa group case. See the introduction for further information and discussion.
Theorem 2.13 (Cowling–Ottazzi). Let f : Ω→ Ω′ be a conformal map between
domains in a Carnot group G. Then either f is the restriction of a affine similarity
of G or G is an Iwasawa group.
By an affine similarity of a Carnot group G equipped with the metric dcc, we
mean the composition of a left translation, a dilation, and an isometric automor-
phism. Note that not all automorphisms of Carnot groups (even of the Heisenberg
group) are necessarily isometries.
CHAPTER 3
Metric and geometric properties of conformal
maps
In subsequent chapters, we will only need to use a number of basic metric and
geometric facts about Carnot conformal mappings. We collect these facts in the
present chapter. Most of the results which we need derive from certain fundamen-
tal identities (3.1), (3.2), (3.3) which hold for arbitrary conformal mappings. We
introduce the pointwise stretch factor ||Df(p)|| of a conformal map f at a point
p. This quantity coincides with the norm of the horizontal differential of f at p,
and also with the local Lipschitz constant. Lemma 3.6 states a relative continuity
estimate for the function p 7→ ||Df(p)|| which plays a key role in later chapters. In
section 3.2 we use Lemma 3.6 to derive estimates for Iwasawa conformal mappings
in the spirit of the classical Koebe distortion theorem.
We reiterate that all of the results of the present chapter are valid in arbitrary
Carnot groups, however, the main content comes in the Iwasawa group case. In
particular, if the group in question is not of Iwasawa type, then all conformal
mappings are similarities, and many of the estimates stated here become trivial.
To simplify the exposition, we do not dwell on this point.
Remark 3.1. Throughout this chapter, G denotes a general Carnot group and
f denotes a conformal map of G. If G is an Iwasawa group, then d will denote the
gauge metric dH . If G is not an Iwasawa group, then d will denote the Carnot–
Carathe´odory metric dcc.
3.1. Norm of the horizontal differential and local Lipschitz constant
The following result can be derived from Proposition 2.1 of [39]. It can also be
easily deduced from Proposition 2.11. Note that if G is not of Iwasawa type, then
only (3.1) arises.
Proposition 3.2. Let f ∈ Conf(G) and let rf > 0 be the scaling factor from
Proposition 2.11. If f(∞) =∞ then
(3.1) d(f(p), f(q)) = rf d(p, q) for all p, q ∈ G.
If f(∞) 6=∞ then
(3.2) d(f(p), f(q)) =
rf d(p, q)
d(p, f−1(∞)) d(q, f−1(∞)) for all p, q ∈ G \ {f
−1(∞)},
and
(3.3) d(f(p), f(∞)) = rf
d(p, f−1(∞)) for all p ∈ G \ {f
−1(∞)}.
As a corollary, we observe that all elements of Conf(G) act conformally in a
metric fashion, as follows.
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Corollary 3.3. Let f ∈ Conf(G) and let p ∈ G, p 6= f−1(∞). Then
(3.4) lim
q→p
d(f(p), f(q))
d(p, q)
exists and is positive.
Note that existence of the limit in (3.4) is a more restrictive condition than the
1-quasiconformality at p as in (2.13) or (2.15). Indeed, if the limit in (3.4) exists,
then
lim
r→0
sup{d(f(p), f(q)) : d(p, q) = r}
inf{d(f(p), f(q′)) : d(p, q′) = r} =
limr→0 sup{d(f(p), f(q))/r : d(p, q) = r}
limr→0 inf{d(f(p), f(q′))/r : d(p, q′) = r}
which is equal to one.
The quantity in (3.4) is the local stretching factor of f at the point p. In
Proposition 3.5 we will see that it agrees with the operator norm of Df(p), the
restriction of the differential f∗ to the horizontal tangent space at p. Note that
the horizontal differential Df(p) maps HpG to Hf(p)G. Recalling Subsection 2.1.6
we interpret Df(p) as an automorphism of the vector space Rkn and denote its
operator norm by
||Df(p)||.
Corollary 3.3 follows from the identities (3.1) and (3.2) upon dividing by d(p, q)
and letting q → p. In the case when f(∞) =∞ we obtain
||Df(p)|| = rf for all p ∈ G,
while in the case when f(∞) 6=∞ we obtain
(3.5) ||Df(p)|| = rf
d(p, f−1(∞))2 for all p ∈ G \ {f
−1(∞)}.
It also follows from Corollary 3.3 that the quantity ||Df(·)|| satisfies the Leibniz
rule
(3.6) ||D(f ◦ g)(p)|| = ||Df(g(p))|| ||Dg(p)||
whenever p 6∈ {g−1(∞), (f ◦ g)−1(∞)}.
Next, we provide an analytic formulation of conformality in Carnot groups as
well as the promised relationship between the operator norm ||Df(p)|| and the limit
in (3.4).
Theorem 3.4. Let f : Ω→ Ω′ be a Carnot conformal map. Then
(3.7) ||Df(p)||kn = detDf(p)
and
(3.8) ||Df(p)||Q = det f∗(p)
for all p ∈ Ω.
Proposition 3.5. Let f : Ω→ Ω′ be a Carnot conformal map. Then
(3.9) ||Df(p)|| = lim
q→p
d(f(p), f(q))
d(p, q)
.
We clarify that in the previous proposition d denotes the gauge metric when G
is an Iwasawa group and d = dcc when G is not an Iwasawa group. Recalling (3.1)
we will also denote rf = ‖Df(p)‖ when f is a metric similarity in (G, d) and d is
any homogeneous metric.
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Proofs of Theorem 3.4 and Proposition 3.5. First assume that f is a
similarity mapping. (Recall that this is automatically the case ifG is not an Iwasawa
group). Then f is a composition of left translations, dilations and automorphisms.
In this case, (3.7), (3.8) and (3.9) are trivial.
Suppose then thatG is an Iwasawa group and that f is not a similarity mapping.
Since the Jacobian determinants detDf and det f∗ as well as the stretch factor
||Df(p)|| are multiplicative under composition, it suffices to verify (3.7), (3.8) and
(3.9) for the inversion mapping. This is an elementary computation which we leave
to the reader. 
The following lemma states an inequality of Harnack type for the norm of the
horizontal differential of a conformal mapping.
Lemma 3.6. Let S be a compact subset of a domain Ω ⊂ G. Then there exists
a constant K1 = K1(δ) depending only on δ = diam(S)/dist(S, ∂Ω) so that
(3.10)
∣∣∣∣ ||Df(p)||||Df(q)|| − 1
∣∣∣∣ ≤ K1 d(p, q)diam(S)
whenever p, q ∈ S and f : Ω→ G is conformal. In particular,
(3.11) ||Df(p)|| ≤ K ||Df(q)||
for all p, q ∈ S, where K = K(δ) also depends only on δ.
Proof. Let f be conformal with a = f−1(∞) 6∈ Ω and let p, q ∈ S ⊂ Ω. Then
d(q, a)
d(p, a)
≤ d(q, p) + d(p, a)
d(p, a)
≤ 1 + d(p, q)
dist(S, ∂Ω)
and so (
d(q, a)
d(p, a)
)2
≤ 1 +
(
2
dist(S, ∂Ω)
+
diam(S)
dist(S, ∂Ω)2
)
d(p, q).
Reversing the roles of p and q yields∣∣∣∣∣
(
d(q, a)
d(p, a)
)2
− 1
∣∣∣∣∣ ≤ K1(δ) d(p, q)diam(S)
with K1(δ) = 2δ + δ
2. An application of (3.5) completes the proof of (3.10).
Equation (3.11) follows from (3.10) with K(δ) = K1(δ) + 1. 
In view of (3.5), the maximal stretching factor ||Df || of a conformal map f
is continuous whenever it is defined. For f : Ω → G conformal and S a compact
subset of Ω, we denote by
(3.12) ||Df ||S := max{||Df(p)|| : p ∈ S}.
From (3.11) we immediately deduce
Corollary 3.7. Let S be a compact subset of a domain Ω. Then
||Df ||S ≤ K ||Df(p)||
for all p ∈ S, where K = K(δ) denotes the constant from Lemma 3.6.
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For an arc length parameterized γ defined on [a, b] and taking values in a metric
space, we denote by
∫
γ
g ds :=
∫ b
a
g(γ(t)) dt the line integral of a real-valued Borel
function g along γ.
The following lemma is a standard fact. For technical reasons we temporarily
work with the Carnot–Carathe´odory metric dcc.
Lemma 3.8 (||Df || is an upper gradient for f). Let f : Ω→ Ω′ be a conformal
map between domains in a Carnot group G. Let γ : [a, b]→ Ω be a horizontal curve
with γ(a) = p and γ(b) = q, parameterized with respect to arc length in (Ω, dcc).
Then
dcc(f(p), f(q)) ≤
∫
γ
||Df(γ(s))|| ds.
Proof. The curve f ◦ γ is a horizontal curve joining f(p) to f(q). Hence
dcc(f(p), f(q)) ≤ `cc(f ◦ γ) =
∫
γ
〈Df(γ(s)), γ′(s)〉 ds ≤
∫
γ
||Df(γ(s))|| ds.

3.2. Koebe distortion theorems for Carnot conformal mappings
The estimates of the previous section imply certain theorems in the spirit of
the Koebe distortion theorem for conformal mappings of Carnot groups. We first
state such theorems for the Carnot–Carathe´odory metric, then derive corresponding
results for general homogeneous metrics.
Proposition 3.9. Let p0 ∈ Ω and let r > 0 so that S := Bcc(p0, 2r) ⊂ Ω.
Then
(3.13) f(Bcc(p0, r)) ⊂ Bcc(f(p0), ||Df ||S r)
and
(3.14) diam f(Bcc(p0, r)) ≤ ||Df ||S diam(Bcc(p0, r)).
In particular, if Bcc(p0, 3r) ⊂ Ω, then
(3.15) f(Bcc(p0, r)) ⊂ Bcc(f(p0),K ||Df(p0)|| r)
and
(3.16) diamcc f(Bcc(p0, r)) ≤ K ||Df(p0)|| diamcc(Bcc(p0, r))
for some absolute constant K.
Proof. Given two points p, q ∈ Bcc(p0, r) there exists a Carnot–Carathe´odory
geodesic γ connecting p to q and contained in Bcc(p0, 2r). By Lemma 3.8,
dcc(f(p), f(q)) ≤ ||Df ||S dcc(p, q).
Choosing q = p0 leads to (3.13). Taking the supremum over all p, q ∈ B(p0, r)
leads to (3.14). Conclusions (3.15) and (3.16) follow via Corollary 3.7, noting that
the constant K in that corollary is uniformly bounded for points p0 such that
Bcc(p0, 3r) ⊂ Ω when S = Bcc(p0, 2r). 
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The following distortion estimate is related to the so-called egg yolk principle
for quasiconformal mappings, see for instance [31, p. 93]. We will state the result
first for the Carnot–Carathe´odory metric, and derive a similar statement for the
gauge metric on Iwasawa groups as a corollary. In what follows, L will denote a
comparison constant between the Carnot–Carathe´odory and gauge metrics in case
G is an Iwasawa group (cf. (1.7)). If G is not an Iwasawa group, we may take L = 1.
Proposition 3.10 (Koebe distortion theorem for conformal maps). Let f :
Ω → Ω′ be a conformal map between domains in an Iwasawa group G, let p0 ∈ Ω
and let r > 0 be such that Bcc(p0, 3r) ⊂ Ω. Then
(3.17) Bcc(f(p0), c
−1 ||Df(p0)||r) ⊂ f(Bcc(p0, r)) ⊂ Bcc(f(p0), c ||Df(p0)|| r)
for some constant c depending only on the constant K from Proposition 3.9 and
the constant L defined above.
We will make use of the following lemma, which provides a quasisymmetry-type
estimate for conformal maps in compact subsets of their domain.
Lemma 3.11. Let f : Ω → Ω′ be a conformal map between domains in a
Carnot group G, let p0 ∈ Ω and let r > 0 be such that Bcc(p0, 3r) ⊂ Ω. For
p1, p2 ∈ Bcc(p0, r) ⊂ Ω define
τ :=
dcc(f(p0), f(p1))
dcc(f(p0), f(p2))
.
Then
(3.18) dcc(p0, p2) ≥ 1
2τL3
dcc(p0, p1).
Proof. If f is a similarity the result is obvious. Assume that G is an Iwasawa
group and that f is not a similarity. We appeal to the preservation of cross-ratios by
conformal maps. By assumption q = f−1(∞) 6=∞. Since f(Ω) ⊂ G, we must have
q 6∈ Ω. Let dH denote the gauge metric in G. Using the preservation of cross-ratios
by conformal maps 2.19 applied to the quadruple p0, p1, p2, q, we deduce that
dH(f(p0), f(p1))
dH(f(p0), f(p2))
=
dH(p0, p1) dH(p2, q)
dH(p0, p2) dH(p1, q)
and so, by (1.7),
τ =
dcc(f(p0), f(p1))
dcc(f(p0), f(p2))
≥ 1
L3
dcc(p0, p1) dcc(p2, q)
dcc(p0, p2) dcc(p1, q)
.
Observe that dcc(p2, q) ≥ 2r since dcc(p0, q) ≥ 3r. Therefore,
τL3 ≥ dcc(p2, q)
dcc(p1, p2) + dcc(p2, q)
dcc(p0, p1)
dcc(p0, p2)
≥ dcc(p2, q)
2r + dcc(p2, q)
dcc(p0, p1)
dcc(p0, p2)
≥ dcc(p0, p1)
2 dcc(p0, p2)
.

Proof of Proposition 3.10. Since the right hand inclusion in (3.17) has
already been proved in Proposition 3.9, it suffices to prove the left hand inclusion.
We accomplish this by applying the previous argument to the map g = f−1.
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Let f , p0 and r > 0 be as in the statement of the proposition. From (3.6) we
conclude that ||Dg(f(p0))|| = ||Df(p0)||−1. Let R > 0 be the maximal radius such
that
(3.19) Bcc(f(p0), 3R) ⊂ f(Bcc(p0, r)).
For topological reasons, we conclude that
(3.20) ∂f−1(Bcc(f(p0), 3R)) ∩ ∂Bcc(p0, r) 6= ∅.
Moreover, Bcc(f(p0), 3R) ⊂ f(Bcc(p0, r)) ⊂ Ω′. Applying the conclusions of Propo-
sition 3.9 for g = f−1 gives
f−1(Bcc(f(p0), R)) ⊂ Bcc(p0,K ||Dg(f(p0))||R) = Bcc(p0,K||Df(p0)||−1R)
and so
(3.21) Bcc(f(p0), R) ⊂ f(Bcc(p0,K||Df(p0)||−1R)).
In order to use this conclusion in combination with the choice of R we employ
Lemma 3.11. Let s > 0 be the minimal radius such that
Bcc(f(p0), R) ⊂ f(Bcc(p0, s)).
Again for topological reasons we conclude that
(3.22) ∂Bcc(p0, s) ∩ ∂f−1(Bcc(f(p0), R)) 6= ∅.
By (3.20) and (3.22) it is possible to select p1 and p2 so that
dcc(p0, p1) = r, dcc(p0, p2) = s, dcc(f(p0), f(p1)) = 3R
and
dcc(f(p0), f(p2)) = R.
Applying Lemma 3.11 with τ = 3 yields s ≥ 16L3 r. By the choice of s and (3.21),
we obtain s ≤ K||Df(p0)||−1R, and so
R ≥ 1
6KL3
||Df(p0)|| r.
Therefore, using also (3.19)
Bcc(f(p0),
1
6KL3
||Df(p0)|| r) ⊂ Bcc(f(p0), R) ⊂ f(Bcc(p0, r)).
This completes the proof. 
Finally, we convert the statement of the Koebe distortion theorem for conformal
maps back to the gauge metric on Iwasawa groups, for convenience in later work.
Corollary 3.12 (Koebe distortion for conformal maps, gauge metric version).
Let f : Ω → Ω′ be a conformal map between domains in an Iwasawa group G, let
p0 ∈ Ω and let r > 0 be such that BH(p0, 3Lr) ⊂ Ω. Then
(3.23) BH(f(p0), C
−1 ||Df(p0)||r) ⊂ f(BH(p0, r)) ⊂ BH(f(p0), C ||Df(p0)|| r)
for some constant C depending only on the constants K and L as before.
The corollary follows immediately from Proposition 3.10 and the inclusions in
(2.9).
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Remark 3.13. All of the distortion estimates discussed in this chapter continue
to hold in an arbitrary Carnot group G equipped with an arbitrary homogeneous
metric d, provided that the mapping f : Ω→ Ω′ is assumed to be a metric similarity.
In this case, (3.1) of Proposition 3.2 is just the definition of a metric similarity, and
the remainder of the chapter follows. In particular rf = ‖Df(p)‖ = ‖Df‖∞, for
p ∈ Ω. We will return to this point in connection with Definition 5.6 and Remark
5.7, see also subsection 6.1.

CHAPTER 4
Countable alphabet symbolic dynamics:
foundations of the thermodynamic formalism
In this chapter we introduce the concepts, notation, and terminology of count-
able alphabet symbolic dynamics. We provide the foundations of the corresponding
thermodynamic formalism with complete self-contained proofs. A more extensive
exposition can be found in [44]. We stress that most of the results proved in this
Chapter, e.g. Theorems 4.6, 4.8, 4.9, and Corollary 4.26, generalize results previ-
ously obtained in [44]. In [44] finite primitivity was frequently assumed, while we
only need to assume finite irreducibility.
4.1. Subshifts of finite type and topological pressure
Let N = {1, 2, . . .} be the set of all positive integers and let E be a countable
set, either finite or infinite, called in the sequel an alphabet. Let
σ : EN → EN
be the shift map, i.e. cutting off the first coordinate. It is given by the formula
σ
(
(ωn)
∞
n=1
)
=
(
(ωn+1)
∞
n=1
)
.
We also set
E∗ =
∞⋃
n=0
En.
For every ω ∈ E∗, we denote by |ω| the unique integer n ≥ 0 such that ω ∈ En.
We call |ω| the length of ω. We make the convention that E0 = {∅}. If ω ∈ EN
and n ≥ 1, we put
ω|n = ω1 . . . ωn ∈ En.
If τ ∈ E∗ and ω ∈ E∗ ∪ EN, we define
τω = (τ1, . . . , τ|τ |, ω1, . . . ).
Given ω, τ ∈ EN, we define ω∧ τ ∈ EN ∪E∗ to be the longest initial block common
to both ω and τ . For each α > 0, we define a metric dα on E
N by setting
(4.1) dα(ω, τ) = e
−α|ω∧τ |.
All these metrics induce the same topology. A real or complex valued function
defined on a subset of EN is uniformly continuous with respect to one of these
metrics if and only if it is uniformly continuous with respect to all. Also, a function
is Ho¨lder with respect to one of these metrics if and only if it is Ho¨lder with
respect to all; of course the Ho¨lder exponent depends on the metric. If no metric
is specifically mentioned, we take it to be d1.
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Now consider a (0, 1)-valued matrix A : E × E → {0, 1}. Set
ENA := {ω ∈ EN : Aωiωi+1 = 1 for all i ∈ N}.
Elements of ENA are called A-admissible. We also set
EnA := {w ∈ EN : Aωiωi+1 = 1 for all 1 ≤ i ≤ n− 1}, n ∈ N,
and
E∗A :=
∞⋃
n=0
EnA.
The elements of these sets are also called A-admissible. For every ω ∈ E∗A, we put
[ω] := {τ ∈ ENA : τ||ω| = ω}.
The following fact is obvious.
Proposition 4.1. The set ENA is a closed subset of E
N, invariant under the
shift map σ : EN → EN.
The matrix A is said to be irreducible if there exists Φ ⊂ E∗A such that for all
i, j ∈ E there exists ω ∈ Φ for which iωj ∈ E∗A. If the set Φ is finite the matrix A
is called finitely irreducible .
Given a set F ⊂ E we put
FN := {ω ∈ EN : ωi ∈ F for all i ∈ N},
and
FNA := E
N
A ∩ FN = {ω ∈ FN : Aωiωi+1 = 1 for all 1 ≤ i ≤ n− 1}.
A sequence (an)
∞
n=1 of real numbers is said to be subadditive if
an+m ≤ an + an for all m,n ≥ 1.
We recall now the following standard lemma.
Lemma 4.2. If
(
an
)∞
n=1
is subadditive, then limn→∞ an exists and is equal to
infn≥1(an/n).
The limit in Lemma 4.2 could be −∞, but if the elements an are uniformly
bounded below, then this limit is nonnegative.
Given F ⊂ E and a function f : FNA → R we define the n-th partition function
Zn(F, f) =
∑
ω∈FnA
exp
 sup
τ∈[ω]F
n−1∑
j=0
f(σj(τ))
 ,
where [ω]F = {τ ∈ FNA : τ ||ω| = ω}. If F = E, we simply write [ω] for [ω]F .
The following lemma is indispensable for the proper definition of topological
pressure.
Lemma 4.3. The sequence (logZn(F, f))
∞
n=1 is subadditive.
Proof. We need to show that the sequence N 3 n 7→ Zn(F, f) is submulti-
plicative, i.e. that
Zm+n(F, f) ≤ Zm(F, f)Zn(F, f)
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for all m,n ≥ 1. And indeed,
Zm+n(F, f) =
∑
ω∈Fm+nA
exp
 sup
τ∈[ω]
mn−1∑
j=0
f(σj(τ))

=
∑
ω∈Fm+nA
exp
 sup
τ∈[ω]

m−1∑
j=0
f(σj(τ)) +
n−1∑
j=0
f(σj(σm(τ)))


≤
∑
ω∈Fm+nA
exp
 sup
τ∈[ω]
m−1∑
j=0
f(σj(τ)) + sup
τ∈[ω]F
n−1∑
j=0
f(σj(σm(τ))

≤
∑
ω∈FmA
∑
ρ∈FnA
exp
 sup
τ∈[ω]
m−1∑
j=0
f(σj(τ)) + sup
γ∈[ρ]
n−1∑
j=0
f(σj(γ))

=
∑
ω∈FmA
exp
 sup
τ∈[ω]
m−1∑
j=0
f(σj(τ))
 · ∑
ρ∈FnA
exp
 sup
γ∈[ρ]
m−1∑
j=0
f(σj(γ))

= Zm(F, f)Zn(F, f).

The topological pressure of f with respect to the shift map σ : FNA → FNA is
defined to be
(4.2) PσF (f) := lim
n→∞
1
n
logZn(F, f) = inf
{
1
n
logZn(F, f)
}
.
If F = E we suppress the subscript F and write simply Pσ(f) for PσE(f) and Zn(f)
for Zn(E, f).
Definition 4.4. A uniformly continuous function f : EN → R is called accept-
able provided
osc(f) := sup
i∈E
{sup(f |[i])− inf(f |[i])} <∞.
Note that if the alphabet E is infinite, then acceptable functions need not be
bounded and as a matter of fact, those most important for us, giving rise to Gibbs
and equilibrium states will be unbounded below. We now examine in detail the
connections between topological pressure, entropy and integral provided by various,
though related, versions of the Variational Principle.
Theorem 4.5 (1st Variational Principle). If f : ENA → R is a continuous
function and µ˜ is a σ-invariant Borel probability measure on ENA such that
∫
fdµ˜ >
−∞, then
hµ˜(σ) +
∫
fdµ˜ ≤ Pσ(f).
In addition, if Pσ(f) < +∞, then there exists an integer q ≥ 1 such that Hµ˜(αq) <
+∞.
Proof. If Pσ(f) = +∞, there is nothing to prove. So, suppose that Pσ(f) <
+∞. Then there exists q ≥ 1 such that Zn(f) < +∞ for every n ≥ q. Also, for
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every n ≥ 1, we have∑
|ω|=n
µ˜([ω]) sup(Snf |(ω)) ≥
∫
Snfdµ˜ = n
∫
fdµ˜ > −∞.
Therefore, using concavity of the function h(x) = −x log x, we obtain for every
n ≥ q,
Hµ˜(α
n) +
∫
Snfdµ˜ ≤
∑
|ω|=n
µ˜([ω])(supSnf |[ω] − log µ˜([ω]))
= Zn(f)
∑
|ω|=n
Zn(f)
−1εsupSnf |[ω]h
(
µ˜([ω])ε− supSnf |[ω]
)
≤ Zn(f)h
∑
|ω|=n
Zn(f)
−1εsupSnf |[ω] µ˜([ω])ε− supSnf |[ω]

= Zn(f)h(Zn(f)
−1)
= log
( ∑
|ω|=n
exp
(
supSnf |[ω]
))
= logZn(f).
Therefore, Hµ˜(α
n) ≤ logZn(f) + n
∫
(−f)dµ˜ < ∞ for every n ≥ q, and since, in
addition αq is a generator, we obtain
hµ˜(σ)+
∫
fdµ˜ ≤ lim inf
n→∞
(
1
n
(
Hµ˜(α
n) +
∫
Snfdµ˜)
))
≤ lim
n→∞
1
n
logZn(f) = P
σ(f).
The proof is complete. 
We will also need the following theorem, which was proved in [44] as Theo-
rem 2.1.5.
Theorem 4.6. If f : ENA → R is acceptable and A is finitely irreducible, then
Pσ(f) = sup PσF (f),
where the supremum is taken over all finite subsets F of E.
Proof. The inequality Pσ(f) ≥ sup{PσF (f)} is obvious. In order to prove the
converse let Φ ⊂ E∗A be a set of words witnessing finite irreducibility of the matrix
A. We assume first that Pσ(f) < +∞. Put
q := #Φ, p := max{|ω| : ω ∈ Φ}, and T := min
inf
|ω|−1∑
j=0
f ◦ σj |[ω] : ω ∈ Φ
 .
Fix ε > 0. By acceptability of f : ENA → R, we have M := osc(f) < ∞ and there
exists l ≥ 1 such that
|f(ω)− f(τ)| < ε
whenever ω|l = τ |l. Now, fix k ≥ l. By Lemma 4.3, 1k logZk(f) ≥ Pσ(f). Therefore,
there exists a finite set F ⊂ E such that
(4.3)
1
k
logZk(F, f) > P
σ(f)− ε.
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We may assume that F contains Φ. Put
f :=
k−1∑
j=0
f ◦ σj .
Now, for every element τ = τ1, τ2, . . . , τn ∈ F kA × · · · × F kA (n factors) one can
choose elements α1, α2, . . . , αn−1 ∈ Φ such that τ = τ1α1τ2α2 . . . τn−1αn−1τn ∈ E∗A.
Notice that the so defined function τ 7→ τ is at most qn−1-to-1 (in fact un−1-to-1,
where u is the number of lengths of words composing Φ). Then for every n ≥ 1,
qn−1
kn+p(n−1)∑
i=kn
Zi(F, f) ≥
∑
τ∈(FkA)n
exp
sup
[τ ]
|τ |∑
j=0
f ◦ σj

≥
∑
τ∈(FkA)n
exp
inf
[τ ]
|τ |∑
j=0
f ◦ σj

≥
∑
τ∈(FkA)n
exp
(
n∑
i=1
inf f |[τi] + T (n− 1)
)
= exp(T (n− 1))
∑
τ∈(FkA)n
exp
n∑
i=1
inf f |[τi]
≥ exp(T (n− 1))
∑
τ∈(FkA)n
exp
(
n∑
i=1
(sup f |[τi] − (k − l)ε−Ml)
)
= exp(T (n− 1)− (k − l)εn−Mln)
∑
τ∈(FkA)n
exp
n∑
i=1
sup f |[τi]
= ε−T exp
(
n(T − (k − l)ε−Ml))
∑
τ∈FkA
exp(sup f |[τ ])
n .
Hence, there exists kn ≤ in ≤ (k + p)n such that
Zin(F, f) ≥
1
pn
e−T exp
(
n(T − (k − l)ε−Ml − log q))Zk(F, f)n
and therefore, using (4.3), we obtain
PσF (f) = lim
n→∞
1
in
logZin(F, f) ≥
−|T |
k
−ε+ lε
k + p
−Ml + log p
k
+Pσ(f)−2ε ≥ Pσ(f)−7ε
provided that k is large enough. Thus, letting ε ↘ 0, the theorem follows. The
case Pσ(f) = +∞ can be treated similarly. 
Remark 4.7. In Theorem 4.6 the supremum can be taken over all finite and
irreducible sets F ⊂ E. This follows because if Φ ⊂ E∗A is the set witnessing finite
irreducibility for the matrix A and if
G = {e ∈ E : e = ωi for some ω ∈ Φ, i = 1, . . . , |ω|},
then F ∪G is irreducible and PσF∪G ≥ PσF .
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We say a σ-invariant Borel probability measure µ˜ on ENA is finitely supported
provided there exists a finite set F ⊂ E such that µ˜(E∞F ) = 1. The well-known
variational principle for finitely supported measures (see [14], [53], [59] and [51])
tells us that for every finite set F ⊂ E
PσF (f) = sup{hµ˜(σ) +
∫
fdµ˜},
where the supremum is taken over all σ-invariant ergodic Borel probability measures
µ˜ with µ˜(F∞) = 1. Applying Theorem 4.6, we therefore obtain the following.
Theorem 4.8 (2nd Variational Principle). If A is finitely irreducible and if
f : ENA → R is acceptable, then
Pσ(f) = sup{hµ˜(σ) +
∫
fdµ˜},
where the supremum is taken over all σ-invariant ergodic Borel probability measures
µ˜ which are finitely supported.
As an immediate consequence of Theorem 4.8 and Theorem 4.5, we get the
following.
Theorem 4.9 (3rd Variational Principle). Suppose the incidence matrix A is
finitely irreducible. If f : ENA → R is acceptable, then
Pσ(f) = sup{hµ˜(σ) +
∫
fdµ˜},
where the supremum is taken over all σ-invariant ergodic Borel probability measures
µ˜ on ENA such that
∫
fdµ˜ > −∞.
We end this section with the following useful technical fact.
Proposition 4.10. If the incidence matrix A is finitely irreducible and the
function f : ENA → R is acceptable, then Pσ(f) < +∞ if and only if Z1(f) < +∞.
Proof. Let Φ ⊂ E∗A be a set of words which witness the finite irreducibility
of the incidence matrix A. Let s = max{|α| : α ∈ Φ} and let
M = min
inf[α]

|α|−1∑
j=0
f ◦ σj
 : α ∈ Φ
 .
For n ≥ 1 and ω ∈ EnA, let ω = ω1α1ω2α2 . . . ωn−1αn−1ωn, where all α1, . . . , αn are
appropriately taken from Φ. Thus, n + (n − 1) ≤ |ω| ≤ n + s(n − 1). Since f is
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acceptable, we therefore get
n+s(n−1)∑
i=n+(n−1)
Zi(f) =
n+s(n−1)∑
i=n+(n−1)
∑
ω∈Ei
exp
sup
[ω]

i−1∑
j=0
f ◦ σj


≥
∑
ω∈EnA
exp
sup
[ω]

|ω|∑
j=0
f ◦ σj


≥
∑
ω∈EnA
exp
 n∑
j=1
inf
(
f |[ωj ]
)
+M(n− 1)

≥ εM(n−1)
∑
ω∈EnA
exp
 n∑
j=1
sup
(
f |[ωj ]
)− osc(f)n

= exp
(−M + (M − osc(f))n)(∑
e∈I
exp
(
sup
(
f |[e]
)))n
= exp
(−M + (M − osc(f))n)Z1(f)n.
From this it follows that if Pσ(f) < +∞, then also Z1(f) < +∞. The opposite
implication is obvious since Zn(f) ≤ Z1(f)n. The proof is complete. 
4.2. Gibbs states, equilibrium states and potentials
If f : ENA → R is a continuous function, then, following [44] (see also the references
therein), a Borel probability measure m˜ on ENA is called a Gibbs state for f if there
exist constants Qg ≥ 1 and Pm˜ ∈ R such that for every ω ∈ E∗A and every τ ∈ [ω]
(4.4) Q−1g ≤
m˜([ω])
exp
(
S|ω|f(τ)− Pm˜|ω|
) ≤ Qg.
If additionally m˜ is shift-invariant, then m˜ is called an invariant Gibbs state.
Remark 4.11. Notice that the sum S|ω|f(τ) in (4.4) can be replaced by
sup(S|ω|f |[ω]) or by inf(S|ω|f |[ω]). Also, notice that if m˜ is a Gibbs state and if
µ˜ and m˜ are boundedly equivalent, meaning there some K ≥ 1 such that
K−1 ≤ µ˜([ω])/m˜([ω]) ≤ K
for all ω ∈ E∗A, then µ˜ is also a Gibbs state for the potential f . We will occasionally
use these facts without explicit indication.
We start with the following proposition.
Proposition 4.12. If f : ENA → R is a continuous function, then the following
hold:
(i) For every Gibbs state m˜ for f , Pm˜ = P
σ(f).
(ii) Any two Gibbs states for the function f are equivalent with Radon-Nikodym
derivatives bounded away from zero and infinity.
Proof. We shall first prove (i). Towards this end fix n ≥ 1 and, using Re-
mark 4.11, sum up (4.4) over all words ω ∈ EnA. Since
∑
|ω|=n m˜([ω]) = 1, we
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therefore get
Q−1g ε
−Pm˜n
∑
|ω|=n
exp
(
supSnf |[ω]
) ≤ 1 ≤ Qgε−Pm˜n ∑
|ω|=n
exp
(
supSnf |[ω]
)
.
Applying logarithms to all three terms of this formula, dividing all the terms by n
and taking the limit as n→∞, we obtain −Pm˜ + P(f) ≤ 0 ≤ −Pm˜ + Pσ(f), which
means that Pm˜ = P
σ(f). The proof of item (i) is thus complete.
In order to prove part (ii) suppose that m and ν are two Gibbs states of the
function f . Notice now that part (i) implies the existence of a constant T ≥ 1 such
that
T−1 ≤ ν([ω])
m([ω])
≤ T
for all words ω ∈ E∗A. Straightforward reasoning gives now that ν and m are
equivalent and T−1 ≤ dνdm ≤ T . The proof is complete. 
As an immediate consequence of (4.4) and Remark 4.11 we get the following.
Proposition 4.13. Any uniformly continuous function f : ENA → R that has
a Gibbs state is acceptable.
For ω ∈ E∗A and n ≥ 1, let
Eωn (A) := {τ ∈ EnA : Aτnω1 = 1} and Eω∗ (A) := {τ ∈ E∗A : Aτ|τ|ω1 = 1}.
We shall prove the following result concerning uniqueness and some stochastic prop-
erties of Gibbs states.
Theorem 4.14. If an acceptable function f : ENA → R has a Gibbs state and
the incidence matrix A is finitely irreducible, then f has a unique invariant Gibbs
state. The invariant Gibbs state is ergodic. Moreover, if A is finitely primitive, the
invariant Gibbs state is completely ergodic.
Proof. Let m˜ be a Gibbs state for f . Fixing ω ∈ E∗A, using (4.4), Remark 4.11
and Proposition 4.12(a) we get for every n ≥ 1
(4.5)
m˜(σ−n([ω])) =
∑
τ∈Eωn
m˜([τω])
≤
∑
τ∈Eωn
Qg exp
(
sup(Sn+|ω|f |[τω])− Pσ(f)(n+ |ω|)
)
≤
∑
τ∈Eωn
Qg exp
(
sup(Snf |[τ ])− Pσ(f)n
)
exp
(
sup(S|ω|f |[ω])− Pσ(f)|ω|
)
≤
∑
τ∈Eωn
QgQgm˜([τ ])Qm˜([ω]) ≤ Q3gm˜([ω]).
Let the finite set of words Φ witness the finite irreducibility of the incidence matrix
A and let p be the maximal length of a word in Φ. Since f is acceptable,
T = min{inf(Sqf |[α])− Pσ(f)|α| : α ∈ Φ} > −∞.
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For each τ, ω ∈ E∗A, let α = α(τ, ω) ∈ Φ be such that ταω ∈ E∗A. Then, we have for
all ω ∈ E∗A and all n
(4.6)
n+p∑
i=n
m˜(σ−i([ω])) =
n+p∑
i=n
∑
τ∈Eωi
m˜([τω])
≥
∑
τ∈En
m˜([τα(τ, ω)ω])
≥
∑
τ∈En
Q−1g exp
(
inf(S|τ |+|α(τ,ω)|+|ω|f |[ταω])− Pσ(f)(|τ |+ |α(τ, ω)|+ |ω|)
)
≥ Q−1g
∑
τ∈En
exp
(
inf(Snf |[τ ])− Pσ(f)(n)+
+ inf(S|α(τ,ω)|f |[α(τ,ω)])− Pσ(f)|α(τ, ω)|) + inf(S|ω|f |[ω])− Pσ(f)|ω|
)
≥ Q−1g εT exp
(
inf(S|ω|f |[ω])−Pσ(f)|ω|
) ∑
τ∈En
exp
(
inf(Snf |[τ ])−Pσ(f)(n)
)
≥ Q−2g εT m˜([ω])
∑
τ∈En
exp
(
inf(Snf |[τ ])− Pσ(f)(n)
)
≥ Q−2g εT m˜([ω])Q−1g
∑
τ∈En|
m˜([τ ])
= Q−3g ε
T m˜([ω]).
Let L : `∞ → `∞ be a Banach limit defined on `∞, the Banach space of all bounded
sequences of real numbers endowed with the supremum norm. It is not difficult
to check that the formula µ˜(A) = L
(
(m˜(σ−n(A)))n≥0
)
defines a finite, non-zero,
invariant, finitely additive measure on Borel sets of I∞ satisfying
(4.7)
Q−3g e
T
p
m˜(A) ≤ µ˜(A) ≤ Q3gm˜(A).
Since m˜ is a countably additive measure, we deduce that µ˜ is also countably addi-
tive.
Let us prove the ergodicity of µ˜ or, equivalently, of m˜. Let ω ∈ EnA. For each
τ ∈ E∗, we find:
(4.8)
n+p∑
i=n
m˜(σ−i([τ ]) ∩ [ω]) ≥ m˜([ωα(ω, τ)τ ])
≥ Q−3g εT m˜([τ ])m˜([ω]).
Take now an arbitrary Borel set A ⊂ ENA. Fix ε > 0. Since the nested family of
sets {[τ ] : τ ∈ E∗A} generates the Borel σ-algebra on ENA, for every n ≥ 0 and every
ω ∈ EnA we can find a subfamily Z of E∗A consisting of mutually incomparable words
such that A ⊂ ⋃{[τ ] : τ ∈ Z} and for n ≤ i ≤ n+ p,∑
τ∈Z
m˜(σ−(i)([τ ]) ∩ [ω]) ≤ m˜([ω] ∩ σ−(i)(A))+ ε/p.
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Then, using (4.8) we get
(4.9)
ε+
n+p∑
i=n
m˜
(
[ω] ∩ σ−(i)(A))+ ε
≥
n+p∑
i=n
∑
τ∈Z
m˜
(
[ω] ∩ σ−(i)(τ)) ≥∑
τ∈Z
Q−3g ε
rT m˜([τ ])m˜([ω])
≥ Q−3g εrT m˜(A)m˜([ω]).
Hence, letting ε↘ 0, we get
n+p∑
i=n
m˜
(
[ω] ∩ σ−(i)(A)) ≥ Q−3g εT m˜(A)m˜([ω]).
From this inequality we find
n+p∑
i=n
m˜
(
σ−i(ENA \B) ∩ [ω]
)
=
n+p∑
i=n
m˜
(
[ω] \ σ−i(B) ∩ [ω])
=
n+p∑
i=n
m˜([ω])− m˜(σ−i(B) ∩ [ω]) ≤ (p−Q−3g εT m˜(B))m˜([ω]).
Thus, for every Borel set B ⊂ ENA, for every n ≥ 0, and for every ω ∈ EnA we have
(4.10)
n+p∑
i=n
m˜(σ−i(B) ∩ [ω]) ≤ (p−Q−3g εT (1− m˜(B)))m˜([ω]).
In order to conclude the proof of the ergodicity of σ, suppose that σ−1(B) = B with
0 < m˜(B) < 1. Put γ = 1−Q−3g εT (1− m˜(B))/p. Note that 0 < γ < 1. In view of
(4.10), for every ω ∈ E∗A we get m˜(B∩[ω]) = m˜(σ−i(B)∩[ω]
) ≤ γm˜([ω]). Take now
η > 1 so small that γη < 1 and choose a subfamily R of E∗A consisting of mutually
incomparable words and such that B ⊂ ⋃{[ω] : ω ∈ R} and m˜(⋃{[ω] : ω ∈ R}) ≤
ηm˜(B). Then m˜(B) ≤ ∑ω∈R m˜(B ∩ [ω]) ≤ ∑ω∈R γm˜([ω]) = γm˜(⋃{[ω] : ω ∈
R}) ≤ γηm˜(B) < m˜(B). This contradiction finishes the proof of the existence
part.
The uniqueness of the invariant Gibbs state follows immediately from ergodicity
of any invariant Gibbs state and Proposition 4.12(b).
Finally, let us prove the complete ergodicity of µ˜ or, equivalently, of m˜ in case
A is finitely primitive. Essentially, we repeat the argument just given. Let Φ be a
finite set of words all of length q which witness the finite primitiveness of A. Fix
r ≥ 1. Let ω ∈ EnA. For each τ ∈ E∗A, we find the following improvement of (4.6).
(4.11)
m˜(σ−(n+qr)([τ ]) ∩ [ω]) ≥
∑
α∈Φr∩Eqr:Aωnα1=Aαqrτ1=1
m˜([ωατ ])
≥ Q−3g εrT m˜([τ ])m˜([ω]).
Take now an arbitrary Borel set A ⊂ ENA. Fix ε > 0. Since the nested family of
sets {[τ ] : τ ∈ E∗A} generates the Borel σ-algebra on ENA, for every n ≥ 0 and every
ω ∈ En we can find a subfamily Z of E∗A consisting of mutually incomparable words
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such that A ⊂ ⋃{[τ ] : τ ∈ Z} and∑
τ∈Z
m˜(σ−(n+qr)([τ ]) ∩ [ω]) ≤ m˜([ω] ∩ σ−(n+qr)(A))+ ε.
Then, using (4.11) we get
ε+ m˜
(
[ω] ∩ σ−(n+qr)(A)) ≥∑
τ∈Z
Q−3εrT m˜([τ ])m˜([ω])
≥ Q−3g εrT m˜(A)m˜([ω]).
Hence, letting ε↘ 0, we get
m˜
(
[ω] ∩ σ−(n+qr)(A)) ≥ Q˜(r)m˜(A)m˜([ω]),
where Q˜(r) := Q−3g exp(rT ). Note that it follows from this last inequality that
Q˜ = Q˜(r) ≤ 1. Also, from this inequality we find m˜(σ−(n+qr)(I∞ \ B) ∩ [ω]) =
m˜
(
[ω] \ σ−n(B) ∩ [ω]) = m˜([ω]) − m˜(σ−(n+qr)(B) ∩ [ω]) ≤ (1 − Q˜m˜(B))m˜([ω]).
Thus, for every Borel set B ⊂ ENA, for every n ≥ 0, and for every ω ∈ EnA we have
(4.12) m˜(σ−(n+qr)(B) ∩ [ω]) ≤ (1− Q˜(1− m˜(B)))m˜([ω]).
In order to conclude the proof of the complete ergodicity of σ suppose that σ−r(B) =
B with 0 < m˜(B) < 1. Put γ = 1− Q˜(1− m˜(B)). Note that 0 < γ < 1. In view of
(4.12), for every ω ∈ (Er)∗ we get m˜(B ∩ [ω]) = m˜(σ−(|ω|+qr)(B)∩ [ω]) ≤ γm˜([ω]).
Take now η > 1 so small that γη < 1 and choose a subfamily R of (Er)∗ con-
sisting of mutually incomparable words and such that B ⊂ ⋃{[ω] : ω ∈ R} and
m˜
(⋃{[ω] : ω ∈ R}) ≤ ηm˜(B). Then m˜(B) ≤∑ω∈R m˜(B∩ [ω]) ≤∑ω∈R γm˜([ω]) =
γm˜
(⋃{[ω] : ω ∈ R}) ≤ γηm˜(B) < m˜(B). This contradiction finishes the proof of
the complete ergodicity of m˜. The proof is complete. 
There is a sort of converse to part of the preceding theorem which claims that
finite irreducibility of the incidence matrix A is necessary for the existence of Gibbs
states. This justifies well our restriction to irreducible matrices. We need the
following lemma first. The next two results are due to Sarig [54].
Lemma 4.15. Suppose the incidence matrix A : E × E → {0, 1} is irreducible
and m˜ is an invariant Gibbs state for some acceptable function f : ENA → R. Then
there is a positive constant K such that for every e ∈ E,
min
{ ∑
a∈E:Aea=1
exp
(
sup
(
f |[a]
)
,
∑
a∈E:Aae=1
exp
(
sup
(
f |[a]
))} ≥ K
Proof. Let m˜ be a probabbility invariant Gibbs state for f . Fix a, b ∈ E
arbitrary. Since m˜ is a Gibbs state for f , we have
Q−1g e
−2Pσ(f) exp
(
inf
(
f |[a]
)
exp
(
inf
(
f |[b]
)) ≤
≤ m˜([ab]) ≤
≤ Qge−2P (f) exp
(
sup
(
f |[a] exp
(
sup
(
f |[b]
))
.
Therefore,
m˜([a]) =
∑
c∈E:Aac=1
m˜([ac]) ≤ Qge−2Pσ(f) exp
(
sup
(
f |[a]
)) ∑
c∈E:Aac=1
exp
(
sup(f |[c]
)
.
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Since m˜ is a Gibbs state for f , we have that m˜([a]) ≥ Q−1g e−P
σ(f) exp
(
sup
(
f |[a]
)
.
Hence,
(4.13) Q−2g e
Pσ(f) ≤
∑
c∈E:Aac=1
exp
(
sup
(
f |[c]
))
.
Since m˜ is shift-invariant, we have that
m˜([a]) = m˜(σ−1([a])) =
∑
c∈E:Aca=1
m˜([ca]).
But then
Q−1g e
−Pσ(f) exp
(
sup
(
f |[a]
)) ≤
≤ m˜(σ−1([a])) ≤
≤ Qge−2Pσ(f)
∑
c∈E:Aca=1
exp
(
sup
(
f |[c]
))
exp(sup
(
f |[a]
))
.
Therefore,
Q−2g e
Pσ(f) ≤
∑
c∈E:Aca=1
exp
(
sup
(
f |[c]
))
.
Along with (4.13) this completes the proof. 
Theorem 4.16. Assume that an incidence matrix A : E × E → {0, 1} is
irreducible. If an acceptable function f : ENA → R has an invariant Gibbs state,
then the incidence matrix A is finitely irreducible.
Proof. Since the incidence matrix A is irreducible, it suffices to show that
there exists a finite set of letters F ⊂ E such that for every letter e ∈ E there exist
a, b ∈ F such that
Aae = Aea = 1.
Without loss of generality E = N. Since f has a Gibbs state, we have that∑
n∈N
exp(sup
(
f |[n]
)) ≤ QePσ(f) < +∞.
So, there exists some q ∈ N such that
(4.14)
∑
j>q
exp
(
sup
(
f |[j]
))
< K,
where K is the constant coming from Lemma 4.15. Let
F := {1, 2, . . . , q}.
It now follows from (4.14) and from Lemma 4.15 that every letter is followed by
some element of F and every letter is preceded by some element of F . The proof
is complete. 
Recall for ω, τ ∈ EN, we defined ω∧ τ ∈ EN ∪E∗ to be the longest initial block
common for both ω and τ . Of course if both ω, τ ∈ ENA, then also ω ∧ τ ∈ ENA ∪E∗A
We say that a function f : ENA → R is Ho¨lder continuous with an exponent
α > 0 if
Vα(f) := sup
n≥1
{Vα,n(f)} <∞,
where
Vα,n(f) = sup{|f(ω)− f(τ)|eα(n−1) : ω, τ ∈ ENA and |ω ∧ τ | ≥ n}.
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Note if gf : ENA → R is Ho¨lder continuous of order α and θ, ψ ∈ ENA, then
Vα(g)dα(θ, ψ) = Vα(g)e
−α|θ∧ψ| ≥ e−α|g(θ)− g(ψ)|.
Also, note that each Ho¨lder continuous function is acceptable.
A potential is just a continuous function f : ENA → R. We call a σ-invariant
probability measure µ˜ on ENA an equilibrium state of the potential f if
∫ −fdµ < +∞
and
(4.15) hµ˜(σ) +
∫
fdµ˜ = Pσ(f).
We end this section with the following two results.
Lemma 4.17. Suppose that the incidence matrix A is finitely irreducible and
that a continuous function f : ENA → R has a Gibbs state. Denote by µ˜f its unique
invariant Gibbs state (see Theorem 4.14). Then the following three conditions are
equivalent:
(a)
∫
ENA
−fdµ˜f < +∞.
(b)
∑
e∈E inf(−f |[e]) exp(inf f |[e]) < +∞.
(c) Hµ˜f (α) < +∞, where α = {[e] : e ∈ E} is the partition of ENA into initial
cylinders of length 1.
Proof. (a) ⇒ (b). Suppose that ∫ −fdµ˜f < ∞. This obviously means that∑
e∈E
∫
[e]
−fdµ˜f < +∞ and consequently
+∞ >
∑
i∈E
inf(−f |[i])µ˜f ([i]) ≥ Q−1g
∑
i∈E
inf(−f |[i]) exp
(
inf f |[i] − Pσ(f)
)
= Q−1g e
−Pσ(f)∑
i∈E
inf(−f |[i]) exp
(
inf f |[i]
)
.
(b) ⇒ (c). Assume that ∑i∈I inf(−f |[i]) exp(inf(f |[i])) < ∞. We shall show that
Hµ˜f (α) < +∞. By definition,
Hµ˜f (α) =
∑
i∈E
−µ˜f ([i]) log µ˜f ([i]) ≤
∑
i∈E
−µ˜f ([i])
(
inf(f |[i])− Pσ(f)− logQg).
Since
∑
i∈E µ˜f ([i])(P
σ(f) + logQg
)
<∞, it suffices to show that∑
i∈E
−µ˜f ([i]) inf(f |[i]) < +∞.
And indeed,∑
i∈E
−µ˜f ([i]) inf(f |[i]) =
∑
i∈E
µ˜f ([i]) sup(−f |[i]) ≤
∑
i∈E
µ˜f ([i])
(
inf(−f |[i]) + osc(f)
)
.
Since
∑
i∈E µ˜f ([i])osc(f) = osc(f), it is enough to show that∑
i∈E
µ˜f ([i]) inf(−f |[i]) < +∞.
Since µ˜f is a probability measure, limi→∞ µ˜f ([i]) = 0. Therefore, it follows from
(4.4) that limi→∞
(
sup(f |[i])− Pσ(f)
)
= −∞. Thus, for all i sufficiently large, say
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i ≥ k, sup(f |[i]) < 0. Hence, for all i ≥ k, inf(−f |[i]) = − sup(f |[i]) > 0. So, using
(4.4) again, we get∑
i≥k
µ˜f ([i]) inf(−f |[i]) ≤
∑
i≥k
Qg exp
(
inf(f |[i])− Pσ(f)
)
inf(−f |[i])
= Qgε
−Pσ(f)∑
i≥k
exp
(
inf(f |[i])
)
inf(−f |[i])
which is finite due to our asssumption. Finally, we find Hµ˜f (α) < +∞.
(c) ⇒ (a). Suppose that Hµ˜f (α) < +∞. We need to show that
∫ −f dµ˜f < +∞.
We have
∞ > Hµ˜f (α) =
∑
i∈E
−µ˜f ([i]) log
(
µ˜f ([i])
) ≥∑
i∈E
−µ˜f ([i])
(
inf(f |[i])−Pσ(f) + logQg
)
.
Hence,
∑
i∈E −µ˜f ([i]) inf(f |[i]) < +∞ and therefore∫
−fdµ˜f =
∑
i∈E
∫
[i]
−fdµ˜f ≤
∑
i∈E
sup(−f |[i])µ˜f ([i]) =
∑
i∈E
− inf(f |[i])µ˜f ([i]) < +∞.
The proof is complete. 
The next theorem shows that the assumption
∫ −f dµ˜f+ <∞ is sufficient for
the appropriate Gibbs state to be a unique equilibrium state.
Theorem 4.18. Suppose that the incidence matrix A is finitely irreducible.
Suppose that f : ENA → R,a Ho¨lder continuous function, has a Gibbs state and that∫ −fdµ˜f < +∞, where µ˜f is the unique invariant Gibbs state for the potential f
(see Theorem 4.14). Then µ˜f is the unique equilibrium state for the potential f .
Proof. In order to show that µ˜f is an equilibrium state of the potential f
consider α = {[e] : e ∈ E}, the partition of E∞ into initial cylinders of length
one. By Lemma 4.17, Hµ˜f (α) < +∞. Applying the Breiman–Shannon–McMillan
Theorem [51, Theorem 2.5.4], Birkhoff’s Ergodic Theorem, and (4.4), we get for
µ˜f -a.e. ω ∈ E∞
hµ˜f (σ) ≥ hµ˜f (σ, α) = limn→∞−
1
n
log µ˜f ([ω|n])
≥ lim
n→∞−
1
n
(
logQg + Snf(ω)− Pσ(f)n
)
= lim
n→∞
−1
n
Snf(ω) + P
σ(f)
=
∫
−fdµ˜f + Pσ(f)
which, in view of Theorem 4.8, implies that µ˜f is an equilibrium state for the
potential f .
In order to prove uniqueness of equilibrium states we follow the reasoning taken
from the proof of Theorem 1 in [27]. So, suppose that ν˜ 6= µ˜f is an equilibrium
state for the potential f : ENA → R. Applying the ergodic decomposition theorem,
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we may assume that ν˜ is ergodic. Then, using (4.4), we have for every n ≥ 1:
0 = n(hν˜(σ) +
∫
(f − Pσ(f))dν˜) ≤ Hν˜(αn) +
∫
(Snf − Pσ(f)n)dν˜
= −
∑
|ω|=n
ν˜([ω])
(
log ν˜([ω])− 1
ν˜([ω])
∫
[ω]
(Snf − Pσ(f)n)dν˜
)
≤ −
∑
|ω|=n
ν˜([ω]) (log ν˜([ω])− (Snf(τω)− Pσ(f)n)) for a suitable τω ∈ [ω]
= −
∑
|ω|=n
ν˜([ω])
(
log[ν˜([ω]) exp
(
Pσ(f)n− Snf(τω)
)
]
)
≤ −
∑
|ω|=n
ν˜([ω])
(
log ν˜([ω])(µf ([ω])Qg)
−1)
= logQg −
∑
|ω|=n
ν˜([ω]) log
(
ν˜([ω])
µ˜f ([ω])
)
.
Therefore, in order to conclude the proof, it suffices to show that
lim
n→∞
− ∑
|ω|=n
ν˜([ω]) log
(
ν˜([ω])
µ˜f ([ω])
) = −∞.
Since both measures ν˜ and µ˜f are ergodic and ν˜ 6= µ˜f , the measures ν˜ and µ˜f must
be mutually singular. In particular,
lim
n→∞ ν˜
({
ω ∈ ENA :
ν˜([ω|n])
µ˜f ([ω|n]) ≤ S
})
= 0
for every S > 0. For every j ∈ Z and every n ≥ 1, set
Fn,j =
{
ω ∈ ENA : e−j ≤
ν˜([ω|n])
µ˜f ([ω|n]) < e
−j+1
}
.
Then
ν˜(Fn,j) =
∫
Fn,j
ν˜([ω|n])
µ˜f ([ω|n])dµ˜f (ω) ≤ e
−j+1µ˜f (Fn,j) ≤ e−j+1.
Notice
−
∑
|ω|=n
ν˜([ω]) log
(
ν˜([ω|n])
µ˜f ([ω|n])
)
= −
∫
log
(
ν˜([ω|n])
µ˜f ([ω|n])
)
dν˜(ω) ≤
∑
j∈Z
jν˜(Fn,j).
Now, for each k = −1,−2,−3, . . . we have
−
∑
|ω|=n
ν˜([ω]) log
(
ν˜([ω|n])
µ˜f ([ω|n])
)
≤ k
∑
j≤k
ν˜(Fn,j) +
∑
j≥1
je−j+1
= kν˜
({
ω ∈ ENA :
ν˜([ω|n])
µ˜f ([ω|n]) ≥ ε
−k
})
+
∑
j≥1
je−j+1.
Thus, we have for each negative integer k,
lim sup
n→∞
− ∑
|ω|=n
ν˜([ω]) log
(
ν˜([ω])
µ˜f ([ω])
) ≤ k +∑
j≥1
je−j+1.
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Now, letting k go to −∞ completes the proof. 
4.3. Perron-Frobenius Operator
In this section we define the appropriate Perron-Frobenius operators and col-
lect some basic properties of them. These operators are primarily applied (see
Theorem 4.25) to prove the existence of Gibbs states. We start with the following
technical result usually refered to as a bounded distortion lemma.
Lemma 4.19. If g : ENA → C and Vα(g) < ∞, then for all n ≥ 1, for all
ω, τ ∈ ENA with ω1 = τ1, and all ρ ∈ EnA with Aρnω1 = Aρnτ1 = 1 we have∣∣Sng(ρω)− Sng(ρτ)∣∣ ≤ Vα(g)
eα − 1dα(ω, τ).
Proof. We have∣∣Sng(ρω)− Sng(ρτ)∣∣ ≤ n−1∑
i=0
|g(σi(ρω))− g(σi(τω))|
≤
n−1∑
i=0
eαVα(g)dα(σ
i(ρω), σi(τω))
≤ eαVα(g)
n−1∑
i=0
e−α(n−i)dα(ω, τ)
≤ Vα(g) e
−2α
1− e−α dα(ω, τ)
≤ Vα(g)
eα − 1dα(ω, τ).
The proof is complete. 
We set
T (g) = exp
(
Vα(g)
eα − 1
)
.
From now throughout this section f : ENA → R is assumed to be a Ho¨lder contin-
uous function with an exponent β > 0, and it is assumed to satisfy the following
requirement
(4.16)
∑
e∈E
exp(sup(f |[e])) <∞.
Functions f satisfying this condition will be called in the sequel summable. We
note that if f has a Gibbs state, then f is summable. This requirement allows us to
define the Perron–Frobenius operator Lf : Cb(ENA) → Cb(ENA), acting on the space
of bounded continuous functions Cb(E
N
A) endowed with || · ||∞, the supremum norm,
as follows:
Lf (g)(ω) =
∑
e∈E:Aeω1=1
exp(f(eω)g(eω).
Then ||Lf ||∞ ≤
∑
e∈E exp(sup(f |[e])) < +∞ and for every n ≥ 1
Lnf (g)(ω) =
∑
τ∈EnA:Aτnω1=1
exp
(
Snf(τω)
)
g(τω).
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The conjugate operator L∗f acting on the space C∗b (ENA) has the following form:
L∗f (µ)(g) = µ(Lf (g)) =
∫
Lf (g) dµ.
Our first goal now is to study eigenmeasures of the conjugate operator L∗f , precisely
to show that these eigenmeasures coincide with Gibbs states of f . We next show
the existence of eigenmeasures in the case of finite alphabet, and then, using the
two above facts, to prove the the existence of eigenmeasures of L∗f for any countable
alphabet.
We now assume that m˜ is an eigenmeasure of the conjugate operator L∗f :
C∗b (E
N
A) → C∗b (ENA). The corresponding eigenvalue is denoted by λ. Since Lf is a
positive operator, we have that λ ≥ 0. Obviously
L∗nf (m˜) = λnm˜
for every integer n ≥ 0. The integral version of this equality takes on the following
form
(4.17)
∫
ENA
∑
τ∈En:Aτnω1=1
exp
(
Snf(τω)
)
g(τω) dm˜(ω) = λn
∫
ENA
g dm˜,
for every function g ∈ Cb(ENA). In fact this equality extends to the space of all
bounded Borel functions on ENA. In particular, taking ω ∈ E∗A, say ω ∈ EnA, a Borel
set A ⊂ ENA such that Aωnτ1 = 1, for every τ ∈ A, and g = 1 [ωA], we obtain from
(4.17)
(4.18)
λnm˜([ωA]) =
∫ ∑
τ∈En:Aτnρ1=1
exp
(
Snf(τρ)
)
11[ωA](τρ) dm˜(ρ)
=
∫
{ρ∈A:Aωnρ1=1}
exp
(
Snf(ωρ)
)
dm˜(ρ)
=
∫
A
exp
(
Snf(ωρ)
)
dm˜(ρ)
Remark 4.20. Note that if (4.18) holds, then by representing a Borel set
B ⊂ ENA as a union
⋃
ω∈En [ωBω], where Bω = {α ∈ ENA : Aωnα1 = 1 and ωα ∈ B},
a straightforward calculation based on (4.18) demonstrates that (4.17) is satisfied
for the characteristic function 11B of the set B. Next, it follows from standard
approximation arguments, that (4.17) is satisfied for all m˜-integrable functions g.
Finally, we note that m˜ is an eigenmeasure of the conjugate operator L∗f if and only
if formula (4.18) is satisfied.
Theorem 4.21. If the incidence matrix A is finitely irreducible and f : ENA → R
is a summable Ho¨lder continuous function, then the eigenmeasure m˜ is a Gibbs state
for f . In addition, its corresponding eigenvalue is equal to eP
σ(f).
Proof. It immediately follows from (4.18) and Lemma 4.19 that for every
ω ∈ E∗A and every τ ∈ [ω]
(4.19) m˜([ω]) ≤ λ−nT (f) exp(Snf(τ)) = T (f) exp(Snf(τ)− n log λ),
where n = |ω|. On the other hand, let Φ be a minimal set which witnesses the
finite irreducibility of A. For every α ∈ Φ, let
Ea = {τ ∈ ENA : ωατ ∈ ENA}.
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By the definition of Φ,
⋃
α∈ΦEa = E
N
A. Hence, there exists γ ∈ Φ such that
m˜(Eγ) ≥ (#Φ)−1. Writing p = |γ| we therefore have
(4.20)
m˜([ω]) ≥ m˜([ωγ]) = λ−(n+p)
∫
ρ∈ENA:Aγpρ1=1
exp
(
Sn+pf(ωγρ)
)
dm˜(ρ)
= λ−(n+p)
∫
ρ∈E∞:Aγpρ1=1
exp
(
Snf(ωγρ)
)
exp
(
Spf(γρ)
)
dm˜(ρ)
≥ λ−n exp(min{inf(S|α|f |[α]) : α ∈ Φ} − p log λ) ∫
ρ∈ENA:Aγpρ1=1
exp
(
Snf(ωγρ)
)
dm˜(ρ)
= Cλ−n
∫
Eγ
exp
(
Snf(ωγρ)
)
dm˜(ρ) ≥ CT (f)−1λ−nm(Eγ) exp
(
Snf(τ)
)
≥ CT (f)−1(#Φ)−1 exp(Snf(τ)− n log λ),
where C = exp
(
min{inf(S|α|f |[α]) : α ∈ Φ} − p log λ
)
. Thus m˜ is a Gibbs state for
f . The equality λ = eP
σ(f) follows now immediately from Proposition 4.12. The
proof is complete. 
Theorem 4.22. If the incidence matrix A is finitely irreducible and f : ENA → R
is a summable Ho¨lder continuous function, then the conjugate operator e−P
σ(f)L∗f
fixes at most one Borel probability measure.
Proof. Suppose that m˜ and m˜1 are such two fixed points. In view of Propo-
sition 4.12(b) and Theorem 4.21, the measures m˜ and m˜1 are equivalent. Consider
the Radon-Nikodym derivitive ρ = dm˜1dm˜ . Temporarily fix ω ∈ E∗A, say ω ∈ EnA. It
then follows from (4.18) and Theorem 4.21 that
m˜([ω]) =
=
∫
τ∈E∞:Aωnτ1=1
exp
(
Snf(ωτ)− Pσ(f)n
)
dm˜(τ)
=
∫
τ∈E∞:Aωnτ1=1
exp
(
Snf(σ(ωτ))
)− Pσ(f)(n− 1)) exp(f(ωτ)− Pσ(f))dm˜(τ)
=
∫
τ∈E∞:A(σ(ω))n−1τ1=1
exp
(
Snf(σ(ωτ))
)− Pσ(f)(n− 1)) exp(f(ωτ)− Pσ(f))dm˜(τ).
Thus,
inf
(
exp
(
f |[ω] − Pσ(f)
))
m˜([σω]) ≤ m˜([ω]) ≤ sup(exp(f |[ω] − Pσ(f)))m˜([σω]).
Since f : ENA → R is Ho¨lder continuous, we therefore conclude that for every ω ∈ ENA
(4.21) lim
n→∞
m˜
(
[ω|n]
)
m˜
(
[σ(ω)|n−1]
) = exp(f(ω)− Pσ(f))
and the same formula is true with m˜ replaced by m˜1. Using Theorem 4.21 and
Theorem 4.14, there exists a set of points ω ∈ ENA with m˜ measure 1 for which the
Radon-Nikodym derivatives ρ(ω) and ρ(σ(ω)) are both defined. Let ω ∈ ENA be
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such a point. Then from (4.21) and its version for m˜1 we obtain
ρ(ω) = lim
n→∞
(
m˜1
(
[ω|n]
)
m˜
(
[ω|n]
) )
= lim
n→∞
(
m˜1
(
[ω|n]
)
m˜1
(
[σ(ω)|n−1]
) · m˜1([σ(ω)|n−1])
m˜
(
[σ(ω)|n−1]
) · m˜([σ(ω)|n−1])
m˜
(
[ω|n]
) )
= exp
(
f(ω)− Pσ(f))ρ(σ(ω)) exp(Pσ(f)− f(ω)) = ρ(σ(ω)).
But according to Theorem 4.14, σ : ENA → ENA is ergodic with respect to a σ-
invariant measure equivalent with m˜, we conclude that ρ is m˜-almost everywhere
constant. Since m˜1 and m˜ are both probability measures, m˜1 = m˜. The proof is
complete. 
We now, for a brief moment, deal with the case of finite alphabet. We shall
prove the following.
Lemma 4.23. If the alphabet E is finite and the incidence matrix A is irre-
ducible, then there exists an eigenmeasure m˜ of the conjugate operator L∗f .
Proof. By our assumptions, primarily by irreducibility of the incidence matrix
A, the operator Lf is strictly positive (in the sense that it maps strictly positive
functions into strictly positive functions). In particular the following formula
ν 7→ L
∗
f (ν)
L∗f (ν)(11)
defines a continuous self-map of MA(σ), the space of Borel probability measures
on ENA endowed with the topology of weak convergence. Since E
N
A is a compact
metrizable space, MA(σ) is a convex compact subset of C
∗(ENA) which itself is
a locally convex topological vector space when endowed with the weak topology.
The Schauder–Tychonoff Theorem [28, V.10.5 Theorem 5] thus applies, and as its
consequence, we conclude that the map defined above has a fixed point, say m˜.
Then L∗f (m˜) = λm˜, where λ = L∗f (m˜)(11), and the proof is complete. 
For the proof of Theorem 4.25, which is actually the main result of this section,
we will need a simple fact about irreducible matrices. We will provide its short
proof for the sake of completeness and convenience of the reader. It is more natural
and convenient to formulate it in the language of directed graphs. Let us recall that
a directed graph is said to be strongly connected if and only if its incidence matrix
is irreducible. In other words, it means that every two vertices can be joined by a
path of admissible edges.
Lemma 4.24. If Γ =< E, V > is a strongly connected directed graph, then
there exists a sequence of strongly connected subgraphs < En, Vn > of Γ such that
all the vertices Vn ⊂ V and all the edges En are finite, {Vn}∞n=1 is an increasing
sequence of vertices, {En}∞n=1 is an increasing sequence of edges,
⋃∞
n=1 Vn = V and⋃∞
n=1En = E.
Proof. Indeed, let V = {vn : n ≥ 1} be a sequence of all vertices of Γ. and
let E = {en : n ≥ 1} be a sequence of edges of Γ. We will proceed inductively to
construct the sequences {Vn}∞n=1 and {En}∞n=1. In order to construct < E1, V1 >
let α be a path joining v1 and v2 (i(α) = v1, t(α) = v2) and let β be a path joining
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v2 and v1 (i(β) = v2, t(β) = v1). These paths exist since Γ is strongly connected.
We define V1 ⊂ V to be the set of all vertices of paths α and β and E1 ⊂ E to be
the set of all edges from α and β enlarged by e1 if this edge is among all the edges
joining the vertices of V1. Obviously < E1, V1 > is strongly connected and the first
step of inductive procedure is complete. Suppose now that a strongly connected
graph < En, Vn > has been constructed. If vn+1 ∈ Vn, we set Vn+1 = Vn and En+1
is then defined to be the union of En and all the edges from {e1, e2, . . . , en, en+1}
that are among all the edges joining the vertices of Vn. If vn+1 /∈ Vn, let αn be
a path joining vn and vn+1 and let βn be a path joining vn+1 and vn. We define
Vn+1 to be the union of Vn and the set of all vertices of αn and βn. En+1 is then
defined to be the union of En, all the edges building the paths αn and βn and
all the edges from {e1, e2, . . . , en, en+1} that are among all the edges joining the
vertices of Vn+1. Since < En, Vn > was strongly connected, so is < En+1, Vn+1 >.
The inductive procedure is complete. It immediately follows from the construction
that Vn ⊂ Vn+1, En ⊂ En+1.
⋃∞
n=1 Vn = V and
⋃∞
n=1En = E. We are done. 
Our first main result is the following.
Theorem 4.25. Suppose that A : E × E → {0, 1} is an irreducible incidence
matrix and that f : ENA → R is a Ho¨lder continuous function such that∑
e∈E
exp(sup(f |[e])) < +∞.
Then there exists a Borel probability measure m˜ on ENA which is an eigenvector of
the conjugate operator L∗f : C∗b (ENA)→ C∗b (ENA).
Proof. Without loss of generality we may assume that E = N. Since the
incidence matrix A is irreducible, it follows from Lemma 4.24 that we can reorder
the set N such that there exists an increasing to infinity sequence
(
ln
)
n≥1 such
that for every n ≥ 1 the matrix A|{1,...,ln}×{1,...,ln} is irreducible. Then, in view
of Lemma 4.23, there exists an eigenmeasure m˜n of the operator L∗n, conjugate to
Perron-Frobenius operator
Ln : C(ENln)→ C(ENln)
associated to the potential f |ENln , where, for any q ≥ 1,
ENq := E
N
A ∩ {1, . . . , q}N = {(ek)k≥1 : 1 ≤ ek ≤ q and Aekek+1 = 1 for all k ≥ 1}.
Our first aim is to show that the sequence {m˜n}n≥1 is tight, where all m˜n, n ≥ 1,
are treated here as Borel probability measures on ENA. Let Pn = P(σ|E∞ln , f |E∞ln ).
Obviously Pn ≥ P1 for all n ≥ 1. For every k ≥ 1 let pik : ENA → N be the
projection onto k-th coordinate, i.e. pi({(τu)u≥1}) = τk. By Theorem 4.21, ePn is
the eigenvalue of L∗n corresponding to the eigenmeasure m˜n. Therefore, applying
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(4.18), we obtain for every n ≥ 1, every k ≥ 1, and every s ∈ N that
m˜n(pi
−1
k (s)) =
∑
ω∈Ekln :ωk=s
m˜n([ω]) ≤
∑
ω∈Ekln :ωk=s
exp
(
sup(Skf |[ω])− Pnk
)
≤ e−Pnk
∑
ω∈Ekln :ωk=e
exp
(
sup(Sk−1f |[ω]) + sup(f |[s])
)
≤ e−P1k
(∑
i∈N
esup(f |[i])
)k−1
esup(f |[s])
Therefore
m˜n(pi
−1
k ([s+ 1,∞))) ≤ e−P1k
(∑
i∈N
esup(f |[i])
)k−1∑
j>s
sesup(f |[j]).
Fix now ε > 0 and for every k ≥ 1 choose an integer nk ≥ 1 so large that
e−P1k
(∑
i∈N
esup(f |[i])
)k−1 ∑
j>nk
esup(f |[j]) ≤ ε
2k
.
Then, for every n ≥ 1 and every k ≥ 1, m˜n(pi−1k ([nk + 1,∞))) ≤ ε/2k. Hence
m˜n
ENA ∩∏
k≥1
[1, nk]
 ≥ 1−∑
k≥1
m˜n(pi
−1
k ([nk + 1,∞))) ≥ 1−
∑
k≥1
ε
2k
= 1− ε.
Since ENA ∩
∏
k≥1[1, nk] is a compact subset of E
N
A, the tightness of the sequence
{m˜n}n≥1 is therefore proved. Thus, in view of Prohorov’s Theorem, see [11, Book
II, Theorem 8.6.2] there exists m˜, a Borel probability measure on ENA which is
a weak-limit point of the sequence {m˜n}n≥1. Passing to a subsequence, we may
assume that the sequence {m˜n}n≥1 itself converges weakly to the measure m˜. Let
L0,n = e−PnLn and L0 = e−P(f)L
be the corresponding normalized operators. Fix g ∈ Cb(ENA) and ε > 0. Let us now
consider an integer n ≥ 1 so large that the following requirements are satisfied.
(4.22)
∑
i>n
||g||0 exp
(
sup(f |[i])− Pσ(f)
) ≤ ε
6
,
(4.23)
∑
i≤n
||g||∞ exp
(
sup(f |[i])
)∣∣e−Pσ(f) − e−Pn ∣∣ ≤ ε
6
,
(4.24) |m˜n(g)− m˜(g)| ≤ ε
3
,
and
(4.25)
∣∣∣∣∫ L0(g)dm˜− ∫ L0(g)dm˜n∣∣∣∣ ≤ ε3 .
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It is possible to make condition (4.23) satisfied since, due to Theorem 4.6, limn→∞ Pn =
Pσ(f). Let gn := g|E∞ln . The first two observations are the following.
(4.26)
L∗0,nm˜n(g) =
∫
ENA
∑
i≤n:Aiωn=1
g(iω) exp(f(iω)− Pn)dm˜n(ω)
=
∫
E∞ln
∑
i≤n:Aiωn=1
g(iω) exp(f(iω)− Pn)dm˜n(ω)
=
∫
E∞ln
∑
i≤n:Aiωn=1
gn(iω) exp(f(iω)− Pn)dm˜n(ω)
= L∗0,nm˜n(gn) = m˜n(gn),
and
(4.27) m˜n(gn)− m˜n(g) =
∫
E∞ln
(gn − g)dm˜n =
∫
E∞ln
0dm˜n = 0.
Using the triangle inequality we get the following.
(4.28)∣∣L∗0m˜(g)− m˜(g)∣∣ ≤ |L∗0m˜(g)− L∗0m˜n(g)|+ |L∗0m˜n(g)− L∗0,nm˜n(g)|+
+ |L∗0,nm˜n(g)− m˜n(gn)|+ |m˜n(gn)− m˜n(g)|+ |m˜n(g)− m˜(g)|
Let us look first at the second summand. Applying (4.23) and (4.22) we get
(4.29)
|L∗0m˜n(g)− L∗0,nm˜n(g)| =
=
∣∣∣∣ ∫
ENA
∑
i≤n:Aiωn=1
g(iω)
(
exp(f(iω)− Pσ(f))− exp(f(iω)− Pn)
)
dm˜n(ω)
+
∫
ENA
∑
i>n:Aiωn=1
g(iω) exp
(
f(iω)− Pσ(f))dm˜n(ω)∣∣∣∣
≤
∑
i≤n
||g||∞ exp
(
sup(f |[i])
)∣∣e−Pσ(f) − e−Pn ∣∣+
+
∑
i>n
||g||∞ exp
(
sup(f |[i] − Pσ(f)
)
≤ ε
6
+
ε
6
=
ε
3
.
Combining now in turn (4.25), (4.29), (4.26), (4.27) and (4.24) we get from (4.28)
that
|L∗0m˜(g)− m˜(g)| ≤
ε
3
+
ε
3
+
ε
3
= ε.
Letting ε ↘ 0 we therefore get L∗0m˜(g) = m˜(g) or L∗fm˜(g) = eP
σ(f)m˜(g). Hence
L∗fm˜ = eP(f)m˜ and the proof is complete. 
As an immediate consequence of Theorem 4.25, Theorem 4.22, Theorem 4.21,
Theorem 4.14, and Theorem 4.18, we get the following result summarizing what we
did about the thermodynamic formalism.
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Corollary 4.26. Suppose that f : ENA → R is a Ho¨lder continuous function
such that ∑
e∈E
exp(sup(f |[e])) < +∞
and the incidence matrix A is finitely irreducible. Then
(a) There exists a unique eigenmeasure m˜f of the conjugate Perron–Frobenius
operator L∗f and the corresponding eigenvalue is equal to eP
σ(f).
(b) The eigenmeasure m˜f is a Gibbs state for f .
(c) The function f : ENA → R has a unique σ-invariant Gibbs state µ˜f .
(d) The measure µ˜f is ergodic, equivalent to m˜f and log(dµ˜f/dm˜f ) is uni-
formly bounded.
(e) If
∫ −f dµ˜f < +∞, then the σ-invariant Gibbs state µ˜f is the unique
equilibrium state for the potential f .
(f) The Gibbs state µ˜f is ergodic, and in case the incidence matrix A is finitely
primitive, it is completely ergodic.

CHAPTER 5
Conformal graph directed Markov systems
In this chapter we introduce conformal graph directed Markov systems (GDMS)
in Carnot groups. In Section 5.1 we define graph directed Markov systems in
metric spaces and we also discuss one important subclass of such systems, namely
maximal systems, which will also occur in several subsequent chapters. In Section
5.2 we define conformal GDMS in general Carnot groups and we employ results
from Chapter 3 to obtain fundamental distortion properties of conformal GDMS in
our setting.
5.1. Graph Directed Markov Systems
A graph directed Markov system (GDMS)
S = {V,E,A, t, i, {Xv}v∈V , {φe}e∈E}
consists of
• a directed multigraph (E, V ) with a countable set of edges E, frequently
refere to also as alphabet, and a finite set of vertices V ,
• an incidence matrix A : E × E → {0, 1},
• two functions i, t : E → V such that t(a) = i(b) whenever Aab = 1,
• a family of non-empty compact metric spaces {Xv}v∈V ,
• a number s, 0 < s < 1, and
• a family of injective contractions
{φe : Xt(e) → Xi(e)}e∈E
such that every φe, e ∈ E, has Lipschitz constant no larger than s.
We will always assume that E contains at least two elements, because otherwise
the system is trivial. For the sake of brevity we will frequently use the notation
S = {φe}e∈E for a GDMS. We will also assume that for every v ∈ V there exist
e, e′ ∈ E such that t(e) = v and i(e′) = v. A GDMS is called finite if E is a
finite set. A GDMS S is said to be finitely irreducible if its associated incidence
matrix A is finitely irreducible. Notice that if S is a finite irreducible GDMS then
it is finitely irreducible. In the particular case when V is a singleton and for every
e1, e2 ∈ E, Ae1e2 = 1 if and only if t(e1) = i(e2), the GDMS is called an iterated
function system (IFS).
For ω ∈ E∗A we consider the map coded by ω:
(5.1) φω = φω1 ◦ · · · ◦ φωn : Xt(ωn) → Xi(ω1) if ω ∈ EnA.
For the sake of convenience we will write t(ω) = t(ωn) and i(ω) = i(ω1) for ω as in
(5.1).
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For ω ∈ ENA, the sets {φω|n
(
Xt(ωn)
)}∞n=1 form a descending sequence of non-
empty compact sets and therefore have nonempty intersection. Since
diam(φω|n
(
Xt(ωn)
)) ≤ sn diam(Xt(ωn)) ≤ sn max{diam(Xv) : v ∈ V }
for every n ∈ N, we conclude that the intersection⋂
n∈N
φω|n
(
Xt(ωn)
)
is a singleton and we denote its only element by pi(ω). In this way we define the
coding map
pi : ENA →
⊕
v∈V
Xv,
the latter being a disjoint union of the sets Xv, v ∈ V . The set
J = JS := pi(ENA)
will be called the limit set (or attractor) of the GDMS S.
We record the following standard fact concerning the coding map.
Proposition 5.1. The coding map pi : ENA →
⊕
v∈V Xv is Ho¨lder continuous,
when ENA is equipped with any of the metrics dα as in (4.1) and
⊕
v∈V Xv is equipped
with the direct sum metric δ.
To see why Proposition 5.1 is true, observe that if ω, τ ∈ ENA with ρ = ω ∧ τ ∈ En,
then
d(pi(ω), pi(τ)) ≤ diamφρ(Xt(ρn)) ≤ sn max{diamXv : v ∈ V }.
This also shows that pi is Lipschitz continuous from (ENA, dα) to
⊕
v∈V Xv, when
α = log(1/s) because
dα(ω, τ) = e
−αn = e− log(1/s)
n
= sn.
Definition 5.2. Given a GDMS S with an incidence matrix A, we define the
matrix Aˆ : E × E → {0, 1} by
Aˆab =
{
1 if t(a) = i(b)
0 if t(a) 6= i(b).
The GDMS Sˆ is then defined by means of the incidence matrix Aˆ.
Of course,
EnA ⊂ EnAˆ, E∗A ⊂ E∗Aˆ, ENA ⊂ ENAˆ,
and
JS ⊂ JSˆ .
Definition 5.3. A GDMS S with an incidence matrix A is called maximal if
Sˆ = S. This equivalently means that A = Aˆ or further equivalently that Aab = 1
if and only if t(a) = i(b).
The following proposition asserts that for the study of finite GDMS it is actually
enough to restrict our attention to maximal systems.
Proposition 5.4. If S is a finite GDMS, then there exists a maximal, finite
GDMS Sˆ such that JS = JSˆ . Moreover if S is irreducible then Sˆ is also irreducible.
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Proof. Let S = {V,E,A, t, i, {Xv}v∈V , {φe}e∈E} be a GDMS. Let
Sˆ = {Vˆ , Eˆ, Aˆ, tˆ, iˆ, {Xˆv}v∈Vˆ , {φˆe}e∈Eˆ}
where
(1) Vˆ = E,
(2) Eˆ = {(a, b) ∈ E2 : Aab = 1},
(3) if e ∈ Eˆ, e = (e1, e2) ∈ E2,
tˆ(e) := e2 and iˆ(e) := e1,
(4) the matrix Aˆ : Eˆ × Eˆ → {0, 1} is defined by
Aˆe,f =
{
1 if tˆ(e) = iˆ(f)
0 if tˆ(e) 6= iˆ(f),
(5) Xˆe = φe(Xt(e)) for e ∈ Vˆ = E,
(6) if e = (e1, e2) ∈ Eˆ, then
φˆe = φe1 : φe2(Xt(e2))→ φe1(Xt(e1)).
Observe that if ef ∈ Eˆ∗A then tˆ(e) = iˆ(f), that is e2 = f1.
The system Sˆ is maximal by definition. We will now show that JS = JSˆ .
Trivially JSˆ ⊂ JS . For any ω ∈ ENA define ωˆ ∈ EˆNAˆ by ωˆ = (ωˆn)n∈N where
ωˆn = (ωn, ωn+1) ∈ E2A. Notice that⋂
n∈N
φω|n
(
Xt(ωn)
)
=
⋂
n∈N
φˆωˆ|n
(
Xˆtˆ(ωˆn)
)
,
hence JS ⊂ JSˆ .
Now suppose that S is irreducible. Recall that since S is finite, it is finitely
irreducible. Let Φ ⊂ E∗A be a finite set witnessing finite for S. Let e, f ∈ Eˆ. Then
there exists some τ = (τ1, . . . , τ|τ |) ∈ Φ such that e2τf1 ∈ E∗A. Hence
eτ0τ1 . . . τ |τ |f ∈ Eˆ∗
Aˆ
,
where τ0 = (e2, τ1), τ
m = (τm, τm+1) for m = 1, . . . , |τ | − 1 and τ |τ | = (τ|τ |, f1).
Therefore Sˆ is finitely irreducible and the proof is complete. 
We end this section with the following obvious observation.
Remark 5.5. A GDMS is an IFS if and only if it is maximal and the set of
vertices is a singleton.
5.2. Carnot conformal graph directed Markov systems
We now introduce the primary objects of study in this monograph.
Definition 5.6. A graph directed Markov system is called Carnot conformal
if the following conditions are satisfied.
(i) For every vertex v ∈ V , Xv is a compact connected subset of a fixed
Carnot group (G, d) and Xv = Int(Xv).
(ii) (Open set condition or OSC). For all a, b ∈ E, a 6= b,
φa(Int(Xt(a))) ∩ φb(Int(Xt(b))) = ∅.
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(iii) For every vertex v ∈ V there exists an open connected set Wv ⊃ Xv such
that for every e ∈ E with t(e) = v, the map φe extends to a conformal
diffeomorphism of Wv into Wi(e).
A graph directed Markov system is called weakly Carnot conformal if only conditions
(i) and (iii) from Definition 5.6 are required to be satisfied; (ii) may hold or not.
Remark 5.7. As previously indicated in Remark 3.13, Definition 5.6 applies
to conformal mappings of Iwasawa groups with the gauge metric, or to affine sim-
ilarities of Carnot groups with the Carnot–Carathe´odory metric. Nevertheless,
the subsequent theory also applies to graph directed Markov systems comprised of
contractive metric similarities of Carnot groups equipped with any homogeneous
metrics. It would be natural to term such systems Carnot similarity GDMS. Abus-
ing terminology, we choose to use the term Carnot conformal GDMS to refer to all
of these cases. Hence our theory applies when
• (G, d) is an Iwasawa group, d = dH and the maps φe are conformal.
• (G, d) is a Carnot group not of Iwasawa type, d = dcc and the maps φe
are conformal.
• (G, d) is a Carnot group, d is any homomgeneous metric and the maps
φe are metric similarities.
For each v ∈ V , we select a compact set Sv such that Xv ⊂ Int(Sv) ⊂ Sv ⊂Wv.
Moreover the sets Sv, v ∈ V, are chosen to be pairwise disjoint. The assumption
that the compact sets (Xv)v∈V are pairwise disjoint is not essential. One could
modify the definition of a GDMS in order to avoid this, see Remark 5.18 for more
details. We also set
(5.2) X :=
⋃
v∈V
Xv and S :=
⋃
v∈V
Sv.
Since max{diam(Xv) : v ∈ V } is finite and min{dist(Xv,G \ Int(Sv)) : v ∈ V }
is positive, the following is an immediate consequence of Lemma 3.6.
Lemma 5.8 (Bounded Distortion Property). Let S = {φe}e∈E be a weakly
Carnot conformal GDMS on (G, d). There exists a constant K so that∣∣∣∣ ||Dφω(p)||||Dφω(q)|| − 1
∣∣∣∣ ≤ Kd(p, q)
and
K−1 ≤ ||Dφω(p)||||Dφω(q)|| ≤ K
for every ω ∈ E∗A and every pair of points p, q ∈ St(ω).
Recalling (3.12), for ω ∈ E∗A we denote
||Dφω||∞ := ||Dφω||St(ω) .
From Lemma 5.8 and (3.6) we easily see that
(5.3) K−1||Dφω|(n−1) ||∞ ||Dφωn ||∞ ≤ ||Dφω||∞ ≤ ||Dφω|(n−1) ||∞ ||Dφωn ||∞
whenever ω ∈ EnA. More generally if ω ∈ E∗A and ω = τυ for some τ, υ ∈ E∗A,
(5.4) K−1||Dφτ ||∞ ||Dφυ||∞ ≤ ||Dφω||∞ ≤ ||Dφτ ||∞ ||Dφυ||∞.
We record the following consequence of Corollary 3.12 and (3.11).
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Corollary 5.9. Let S = {φe}e∈E be a weakly Carnot conformal GDMS on a
Carnot group (G, d). For all finite words ω ∈ E∗A, all p ∈ Xt(ω) and all 0 < r <
dist(Xt(ω), ∂St(ω))/3L,
(5.5) B(φω(p), (K C)
−1‖Dφω‖∞r) ⊂ φω(B(p, r)) ⊂ B(φω(p), C‖Dφω‖∞r).
We shall now prove the following Lipschitz estimate.
Lemma 5.10. Let S = {φe}e∈E be a weakly Carnot conformal GDMS on (G, d).
There exists a constant Λ ≥ 1 such that
(5.6) d
(
φω(p), φω(q)
) ≤ Λ ||Dφω||∞d(p, q)
for all finite words ω ∈ E∗A and all p, q ∈ Xt(ω). In particular,
(5.7) diam
(
φω(Xt(ω))
) ≤ ΛM‖Dφω‖∞,
where M := diamX.
Remark 5.11. Note that if the set Xt(ω) were geodesically convex, the pre-
vious result would follow immediately from Lemma 3.8. However, there are very
few nontrivial geodesically convex sets in nonabelian Carnot groups. Convexity
in sub-Riemannian Carnot groups remains a topic of intense focus. We refer the
interested reader to the foundational papers by Danielli–Garofalo–Nhieu [25] and
Lu–Manfredi–Stroffolini [37], which introduced the nowadays established notion of
horizontal convexity (H-convexity) in Carnot groups.
Proof of Lemma 5.10. Fix
(5.8) ηS := min{dist(Xv, ∂Sv) : v ∈ V }/3L > 0
where, as before, L denotes a quasiconvexity constant for (G, d). Fix also some
ω ∈ E∗A. If d(p, q) < ηS then there exists some ε ∈ (0, 1) such that (1+ε)d(p, q) < ηS
and Corollary 5.9 implies that
φω(B(p, (1 + ε)d(p, q))) ⊂ B(φω(p), C‖Dφω‖∞(1 + ε)d(p, q)).
Thus
(5.9) d(φω(p), φω(q)) ≤ 2C‖Dφω‖∞d(p, q)
and (5.6) follows in this case. Hence we can assume d(p, q) ≥ ηS . Since each Xv
is compact and connected and the vertex set V is finite, there exists an integer
N ≥ 1 so that for each v ∈ V , the space Xv can be covered by finitely many balls
Bv := {B(pv,1, ηS/2), . . . , B(pv,N , ηS/2)} with centers pv,1, . . . , pv,N in Xv and with
the property that any two points of Xv lie in a connected union of balls chosen from
Bv.
Therefore, for every vertex v ∈ V and all points p, q ∈ Xv there are k ≤ N
points p = z0, z1, . . . , zk = q in Sv such that for all i = 0, . . . , k − 1 the consecutive
points zi, zi+1 belong to some ball B(pv,ni , ηS/2) ∈ Bv. Now by (2.9) zi, zi+1 ∈
Bcc(pv,ni , LηS/2). Hence if γzi,zi+1 is the geodesic horizontal curve joining the
points zi and zi+1, we deduce, for example by the segment property [12, Corollary
5.15.6], that γzi,zi+1 ∈ Bcc(pv,ni , 3LηS/2). Then again by (2.9) and the choice of ηS
we deduce that γzi,zi+1 ⊂ Int(Sv). Thus for v = t(ω) an application of Lemma 3.8
gives that for all i = 0, . . . , k − 1
(5.10) dcc(φω(zi), φω(zi+1)) ≤ ‖Dφ‖∞dcc(zi, zi+1).
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Moreover note that d(zi, zi+1) ≤ ηS ≤ d(p, q) for all i = 1, 2, . . . , k. Using (5.10)
and (1.7) we get
d(φω(p), φω(q)) ≤
k−1∑
i=0
d(φω(zi), φω(zi+1))
≤
k−1∑
i=0
L||Dφω||∞d(zi, zi+1)
≤ Lk||Dφω||∞d(p, q) ≤ LN ||Dφω||∞d(p, q).
Recalling also (5.9) the proof is complete upon setting Λ := max{2C,LN}. 
Let RS > 0 be the radius of the largest open ball that can be inscribed in
any of the sets Xv, v ∈ V . Let pv ∈ Int(Xv) be the centers of balls of this radius
inscribed in the sets Xv. As an immediate consequence of Corollary 5.9 and (2.10)
we get the following conclusions.
Lemma 5.12. Let S = {φe}e∈E be a weakly Carnot conformal GDMS on (G, d).
Let R˜S = min{RS , ηS}. For all finite words ω ∈ E∗A we have
(5.11) φω(Int
(
Xt(ω)
)
) ⊃ B(φω(pt(ω)), (K C)−1‖Dφω‖∞R˜S),
and hence
(5.12) diam(φω(Xt(ω))) ≥ 2(K C)−1‖Dφω‖∞R˜S .
Lemma 5.13. Let S = {φe}e∈E be a weakly Carnot conformal GDMS. Then
for every ω ∈ E∗A and every pair of points p, q ∈ Xt(ω),
d(φω(p), φω(q)) ≥ (L2K)−1κ0‖Dφω‖∞d(p, q),
where
κ0 = min
{{
dist(Xv, ∂Sv)
diam(Xv)
}
v∈V
, 1
}
.
Proof. Let ω ∈ E∗A and p, q ∈ Xt(ω). We will consider two cases. We first
assume that the the arc of the CC-geodesic curve joining φω(p) and φω(q) is con-
tained in φω(St(ω)). Then by Lemma 3.8 and (3.6) there exists some ξ ∈ St(ω) such
that,
dcc(p, q) = dcc(φ
−1
ω (φω(p)), φ
−1
ω (φω(q)))
≤ ‖Dφ−1ω (φω(ξ))‖ dcc(φω(p), φω(q))
= ‖Dφω(ξ)‖−1dcc(φω(p), φω(q)).
Hence by Lemma 5.8,
Ld(φω(p), φω(q)) ≥ dcc(φω(p), φω(q))
≥ ‖Dφω(ξ)‖ dcc(φω(p), φω(q))
≥ K−1‖Dφω‖∞d(p, q).
(5.13)
Therefore if the arc of the CC-geodesic connecting φω(p) and φω(q) lies inside
φω(St(ω)),
(5.14) d(φω(p), φω(q)) ≥ (KL)−1‖Dφω‖∞d(p, q).
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If the arc of the CC-geodesic γ : [0, T ]→ G connecting φω(p) and φω(q) is not
contained in φω(St(ω)), let
t0 := min{t ∈ (0, T ) : γ(t) ∈ ∂φω(St(ω))}.
Hence if z = γ(t0) ∈ ∂φω(St(ω)) there exists some ζ ∈ ∂St(ω) such that z = φω(ζ).
Using (5.14) and the segment property [12, Corollary 5.15.6] of CC-geodesics, we
have
Ld(φω(p), φω(q)) ≥ dcc(φω(p), φω(q)) ≥ dcc(φω(p), φω(ζ))
≥ (LK)−1‖Dφω‖∞dcc(p, ζ)
≥ (LK)−1‖Dφω‖∞d(p, ζ)
≥ (LK)−1‖Dφω‖∞ dist(Xt(ω), ∂St(ω))
≥ (LK)−1‖Dφω‖∞d(p, q)
dist(Xt(ω), ∂St(ω))
diam(Xt(ω))
.
Thus,
d(φω(p), φω(q)) ≥ (L2K)−1κ0‖Dφω‖∞d(p, q),
and the proof follows. 
Proposition 5.14. Let S = {φe}e∈E be a weakly Carnot conformal GDMS
such that ](JS ∩Xv) > 1 for all v ∈ V . Then for every ω ∈ E∗A,
(5.15) diam(φω(JS ∩Xt(ω))) ≥ (2L2K)−1κ0µ0‖Dφω‖∞,
where κ0 is as in Lemma 5.13 and µ0 = min{diam(JS ∩Xv)}.
Proof. Notice that for every v ∈ V there exist points pv, qv ∈ JS ∩Xv such
that d(pv, qv) ≥ µ0/2. Hence if ω ∈ E∗A, Lemma 5.13 implies that
diam(φω(JS ∩Xt(ω))) ≥ d(φω(pt(ω)), φω(qt(ω)))
≥ (L2K)−1κ0‖Dφω‖∞d(pt(ω), qt(ω))
≥ (2L2K)−1κ0µ0‖Dφω‖∞,
and the proof is complete. 
Lemmas 5.8 and 5.10 imply that the function p 7→ log ‖Dφω(p)‖ is locally
Lipschitz. This fact is proved in the following lemma.
Lemma 5.15. If S = {φe}e∈E is a weakly Carnot conformal GDMS, then∣∣log ‖Dφω(p)‖ − log ‖Dφω(q)‖∣∣ ≤ ΛK
1− sd(p, q)
for all ω ∈ E∗A and all p, q ∈ Xt(ω). Here K denotes the constant from Lemma 5.8
while Λ denotes the constant from Lemma 5.10.
Proof. For every ω ∈ E∗A, say ω ∈ EnA, and every z ∈ Xt(ω) put
zk = φωn−k+1 ◦ φωn−k+2 ◦ · · · ◦ φωn(z)
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Put also z0 = z. In view of Lemma 5.8 and Lemma 5.10, for any points p, q ∈ Xt(ω),
we get
∣∣log ‖Dφω(p)‖ − log ‖Dφω(q)‖∣∣ =
∣∣∣∣∣∣
n∑
j=1
(
log ‖Dφωj (pn−j)‖ − log ‖Dφωj (qn−j)‖
)∣∣∣∣∣∣
≤
n∑
j=1
∣∣ log ‖Dφωj (pn−j)‖ − log ‖Dφωj (qn−j)‖∣∣
≤
n∑
j=1
∣∣‖Dφωj (pn−j)‖ − ‖Dφωj (qn−j)‖∣∣
min{‖Dφωj (pn−j)‖, ‖Dφωj (qn−j)‖}
≤
n∑
j=1
K
∣∣‖Dφωj (pn−j)‖ − ‖Dφωj (qn−j)‖∣∣
||Dφωj ||∞
≤
n∑
j=1
ΛKd(pn−j , qn−j)
≤ ΛK
n∑
j=1
sn−jd(p, q) ≤ ΛK
1− sd(p, q).
The proof is complete. 
In several instances we are going to need slightly stronger versions of Lemmas
5.10 and 5.15. We gather them in the following remark.
Remark 5.16. Let S = {φe}e∈E be a weakly Carnot conformal GDMS on
(G, d). Set
Nv := B(Xv,dist(Xv, ∂Sv)/2), v ∈ V.
Arguing exactly as in the proof of Lemma 5.10, one can show that there exists some
Λ0 such that for all ω ∈ E∗A and p, q ∈ Nt(ω),
(5.16) d(φω(p), φω(q)) ≤ Λ0‖Dφω‖∞d(p, q).
Without loss of generality we can assume that Λ0 ≥ Λ. Using (5.16) as in the proof
of Lemma 5.15 we also obtain that for all ω ∈ E∗A and all p, q ∈ Nt(ω)
(5.17)
∣∣log ‖Dφω(p)‖ − log ‖Dφω(q)‖∣∣ ≤ Λ0K
1− sd(p, q).
Lemma 5.17. If S = {φe}e∈E is a Carnot conformal GDMS, then∑
e∈E
‖Dφe‖Q∞ <∞ and lim
e∈E
diamφe(Xt(e)) = 0.
Proof. Let m0 = min{|Int(Xv)| : v ∈ V } > 0. By the open set condition,
Theorem 3.4 and Lemma 5.8
|Int(X)| ≥
∑
e∈E
|φe(Int(Xt(e)))| =
∑
e∈E
∫
Int(Xt(e))
‖Dφe(p)‖Qdp
≥
∑
e∈E
K−Q |Int(Xt(e))| ‖Dφe‖Q∞ ≥ m0K−Q
∑
e∈E
‖Dφe‖Q∞.
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Therefore ∑
e∈E
‖Dφe‖Q∞ ≤ KQm−10 |Int(X)| <∞.
Now by (5.7), ∑
e∈E
diam(φe(Xt(e)))
Q ≤ (ΛM)Q
∑
e∈E
‖Dφe‖Q∞ <∞,
and in particular lime∈E diamφe(Xt(e)) = 0. 
In this section, as well as in the some subsequent chapters, we are assuming
that the sets Xv, v ∈ V , (and as a result the sets Sv as well) are disjoint. Although
this assumption simplifies the proofs of some of our results, it is not essential. We
will now describe how a GDMS S can be lifted to a new GDMS S˜ such that S and
S ′ have essentially the same limit sets but the compact sets X˜v, corresponding to
S˜, are disjoint. For the sake of clarity and in order not to overly complicate the
exposition of the material in this monograph, we chose to use GDMS with disjoint
corresponding compact sets Xv instead of the more formal route presented in the
following remark.
Remark 5.18. Let S = {V,E,A, t, i, {Xv}v∈V , {φe}e∈E} be a GDMS such that
the sets Xv are compact subsets of a metric space (M,d). Then M˜ = M × V is
a metric space endowed with the product metric d˜ = d + d0 where d0 denotes the
discrete metric on V . Let
X˜v = Xv × v, v ∈ V,
and notice that the sets X˜v are compact subsets of M˜ . For every e ∈ E we define
maps φ˜e : X˜t(e) → X˜i(e) by
φ˜e(x, t(e)) = (φe(x), i(e)).
Notice that the maps φ˜e are contractions with respect to the metric d˜ and they
have the same contraction ratios as the maps φe. We also define a projection
p˜i : ENA → M˜ by
p˜i(ω) = (pi(ω), i(ω)), ω ∈ ENA.
Then p˜i(ENA) = JS × V . We will call
S˜ = {V,E,A, t, i, {X˜v}v∈V , {φ˜e}e∈E}
the formal lift of S.

CHAPTER 6
Examples of GDMS in Carnot groups
This chapter contains a variety of examples of conformal GDMS in Iwasawa
groups and similarity GDMS in general Carnot groups. First, we consider self-
similar iterated function systems satisfying the open set condition. The main
novelty here is that we include also the case of self-similar IFS with infinite gen-
erating set. Finite self-similar IFS in general Carnot groups have previously been
studied in [7] and [9]. Next, we give a genuinely conformal (i.e., not self-similar) ex-
ample of a Carnot conformal GDMS whose invariant set is a Cantor set. Following
that, we define a class of conformal IFS in Iwasawa groups which are of continued
fraction type. Continued fractions in the first Heisenberg group have been studied
by Lukyanenko and Vandehey. The examples which we give here correspond to sub-
systems associated to continued fractions with restricted digits. Finally, we show
how conformal GDMS arise in relation to complex hyperbolic Schottky groups. The
diversity of these examples justifies our aim of providing a unified framework for
the study of conformal dynamical systems in Iwasawa and other Carnot groups.
6.1. Infinite self-similar iterated function systems
Let G be a Carnot group (not necessarily of Iwasawa type) equipped with any
homogeneous metric. Let E be a countable indexing set (either finite or countably
infinite) and, for each e ∈ E, let φe : G → G be a contractive metric similarity
with contraction ratio re < 1. For example, φe could be a contractive homothety
(composition of a left translation and a contractive dilation). We always assume
that
sup{re : e ∈ E} < 1;
needless to say, this assumption is automatically satisfied if E is finite. The col-
lection {φe : e ∈ E} is a self-similar iterated function system in G. Assuming the
open set condition, it follows (see, e.g., Lemma 5.17) that
(6.1)
∑
e∈E
rQe <∞.
Remark 6.1. Self-similar IFS with finite index set E were previously studied
in [7] and [9], where formulas for the Hausdorff dimension of invariant sets were
established. In Chapter 9 we will extend such results to the case of countably
infinite index set, as an application of the general dimension theory developed in
the following chapters.
6.2. Iwasawa conformal Cantor sets
We now present a very general method for constructing non-trivial, i.e. not
consisting of similarities only, conformal iterated function systems in any Iwasawa
group G. Let G ⊂ G be an open set such that o /∈ G and G is compact. Let
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P := (pn)
∞
n=1 ⊂ G be a discrete sequence and let dn = infm6=n d(pn, pm). We will
assume that limn→∞ dn = 0 and that dist(P, ∂G) > supn∈N dn.
We now construct the conformal iterated function system. Note that
o ∈ `J (pn)−1 ◦ J (G)
for every n ∈ N. Let s ∈ (0, 1) and choose real numbers (rn)∞n=1 such that rn < s
for all n ∈ N and
rn diamJ (G) = diam(δrn ◦ `J (pn)−1 ◦ J (G)) < dn/2.
We consider the iterated function system
S = {φn : G→ G}n∈N
where
φn = `pn ◦ δrn ◦ `J (pn)−1 ◦ J , n ∈ N.
The functions φn are non-affine conformal maps. Moreover all φn’s are injective
contractions with contraction ratios uniformly bounded by s < 1 . It follows easily
that S satisfies the open set condition since φn(G) ⊂ G for all n ∈ N and φn(G) ∩
φl(G) = ∅ for all n, l ∈ N, n 6= l. By Lemma 5.17,
(6.2)
∞∑
n=1
||Dφn||Q <∞;
equation (6.2) can also be easily derived directly:
∞∑
n=1
||Dφn||Q .
∞∑
n=1
rQn .
∞∑
n=1
(
dn
2
)Q
. |G| <∞.
6.3. Continued fractions in Iwasawa groups
We start this section by introducing a version of integer lattices in Carnot
groups of step 2.
6.3.1. Integer lattices in Carnot groups of step two. Let G ∼= Rm1×Rm2
be a Carnot group of step two, equipped with a homogeneous metric d. It follows
by [12, Section 3.2]—see also the discussion associated to the Baker–Campbell–
Hausdorff formula (1.3), especially (1.5)—that the group law ∗ in G has the fol-
lowing form; if p, q ∈ G such that p = (z, t), z ∈ Rm1 , t ∈ Rm2 , and q = (w, s), w ∈
Rm1 , s ∈ Rm2 , then
(6.3) p ∗ q = (z + w, t+ s+ (Biz · w)m2i=1)
where the structure matrices Bi’s are skew-symmetric m1 ×m1 matrices with real
coefficients and · denotes the usual inner product in Rm1 . We remark that if
p = (z, t), q = (w, s) ∈ G such that z = 0 or w = 0 then
(6.4) Biz · w = 0 for all i = 1, . . . ,m2.
Let
G(Z) = {p = (z, t) ∈ G : z ∈ Zm1 and t ∈ Zm2}.
In the following we are going to show that if the matrices (Bi)m2i=1 associated with
the group law of G have integer coefficients, then G(Z) shares several properties
with the usual Euclidean integer lattices.
6.3. CONTINUED FRACTIONS IN IWASAWA GROUPS 65
Theorem 6.2. Let G be a Carnot group of step two with group operation ∗ and
let d be a homogeneous metric on G. If the structure matrices Bi of (6.3) lie in
Zm1×m1 for all i = 1, . . . ,m2 then
(i) γ1 ∗ γ2 ∈ G(Z) for all γ1, γ2 ∈ G(Z),
(ii) there exists an absolute positive constant A1 = A1(G, d) such that for all
γ ∈ G(Z) \ {o}
d(γ, o) ≥ A1,
(iii) there exists an absolute positive constant A2 = A2(G, d) such that for all
p ∈ G there exists some γp ∈ G(Z) such that
d(p, γp) ≤ A2.
Proof. The proof of (i) is immediate since Bi ∈ Zm1×m1 .
We now move to the proof of (ii). Note that the function ‖ · ‖d : G → [0,∞)
defined by ‖p‖d = d(p, o) for p ∈ G is a homogeneous norm; i.e. it is a continuous
function with respect to the Euclidean topology of Rm1+m2 , ‖δr(p)‖d = r‖p‖d for
all r > 0 and p ∈ G, ‖p‖d > 0 if and only if p 6= o, and ‖p−1‖d = ‖p‖d for all
p ∈ G \ {o}. For p = (z, t) ∈ G let
‖p‖ = (|z|4 + |t|2)1/4.
Then it follows easily that ‖ · ‖ is a homogeneous quasi-norm in G, [12, Section
5.1]. Since all homogeneous quasi-norms are globally equivalent, see for example
[12, Proposition 5.1.4], we conclude that there exists an absolute positive constant
A1 such that
(6.5) A1‖p‖ ≤ ‖p‖d ≤ A−11 ‖p‖,
for all p ∈ G. But if γ ∈ G(Z) \ {o} it follows immediately that ‖γ‖ ≥ 1. Hence (ii)
follows by (6.5).
We will now prove (iii). Let
K0 = {p = (w, s) ∈ G : w ∈ [−1/2, 1/2]m1 and s ∈ [−1/2, 1/2]m2}.
We will first show that
(6.6) G ⊂
⋃
γ∈G(Z)
γ ∗K0.
Let p = (z, t) ∈ G, then there exists some γ1 = (γz, 0) ∈ G(Z) such that
(6.7) (z, 0) ∈ γ1 ∗K0 = {(γz + w, t+ (Biγz · w)m2i=1) : (w, t) ∈ K0}.
Now notice that if γ2 ∈ G(Z) such that γ2 = (0, γt), then recalling (6.4)
(6.8) γ2 ∗ γ1 ∗K0 = {(γz + w, γt + s+ (Biγz · w)m2i=1) : (w, t) ∈ K0}.
Therefore we can now choose γt := ((γt)1, . . . , (γt)m2) ∈ Zm2 such that
|ti −Biγz · w − (γt)i| ≤ 1/2
for all i = 1, . . . ,m2. Therefore there exists some s ∈ [−1/2, 1/2]m2 such that
(6.9) t = γt + (B
iγz · w)m2i=1 + s.
If γ = (γz, γt) ∈ G(Z) then by (6.7), (6.8) and (6.9) we conclude that p ∈ γ ∗K0
and (6.6) follows.
Set A2 = max{d(q, o) : q ∈ K0} and let p ∈ G. By (6.6) there exists some γp ∈
G(Z) and q ∈ K0 such that p = γp ∗ q. Hence d(γp, p) = d(γp, γp ∗ q) = d(0, q) ≤ A2
and (iii) follows. 
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Remark 6.3. Carnot groups of Iwasawa type, equipped with the gauge metric,
satisfy the assumption of Theorem 6.2 with A1 = 1.
6.3.2. Continued fractions as conformal iterated function systems.
Continued fractions in the first Heisenberg group Heis have been considered by
Lukyanenko and Vandehey [38], see also subsequent papers of Vandehey developing
detailed number-theoretic properties of such continued fraction representations [58],
[57]. As in the Euclidean case, see e.g. [42] and [43], continued fractions can be
realized as limit sets of conformal iterated function systems. In this section we
describe a class of conformal iterated function systems in general Iwasawa groups
which generalize those arising in connection with Heisenberg continued fractions.
Let G be an Iwasawa group and recall that d denotes its Kora´nyi–Cygan metric.
Let G(Z) be the integer lattice of G and for ε ≥ 0 set
Iε = G(Z) ∩B(o,∆ε)c
for
∆ε =
5
2
+ ε.
By Theorem 6.2(ii) it follows that for p ∈ B (o, 12) and γ ∈ G(Z) \ {o},
(6.10)
1
2
d(γ, o) ≤ d(γ, p) ≤ 2d(γ, o).
We now consider the conformal iterated function system
(6.11) Sε =
{
φγ : B (o, 1/2)→ B (o, 1/2)
}
γ∈Iε
where
φγ = J ◦ `γ .
Recalling the notation of Section 5.2 and in particular (5.2), we note that
X = B
(
o, 12
)
and we can take S = B
(
o, 23
)
. Note that for every γ ∈ Iε and every
p ∈ B (o, 12),
(6.12) d(φγ(p), o) =
1
d(γ ∗ p, o) ≤
1
d(γ, o)− d(o, p) ≤
1
2 + ε
<
1
2
by (2.16) and (6.10), and hence
φγ
(
B (o, 1/2)
) ⊂ B (o, 1/2) .
The functions φγ are injective contractions and
(6.13) ‖Dφγ(p)‖ ≈ d(γ, o)−2
for every p ∈ S, in particular ‖Dφγ‖∞ ≈ d(γ, o)−2. To see this, first note that as
in (2.17) for p ∈ S and γ ∈ G(Z) \ {o}, d(γ ∗ p, o) ≈ d(γ, o). Therefore, for every
p, q ∈ S,
d(φγ(p), φγ(q)) = d(J (γ ∗ p),J (γ ∗ q))
=
d(p, q)
d(γ ∗ p, o) d(γ ∗ q, o)
≈ d(γ, o)−2d(p, q)
(6.14)
by (6.10). Finally Sε satisfies the open set condition, as one can easily check that
(6.15) φγ1 (B (o, 1/2)) ∩ φγ2 (B (o, 1/2)) = ∅
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for all distinct γ1, γ2 ∈ Iε. Indeed suppose that (6.15) fails. Then there exist
distinct γ1, γ2 ∈ Iε and p1, p2 ∈ B(o, 12 ) such that φγ1(p1) = φγ2(p2) or equivalently
γ−12 ∗ γ1 ∗ p1 = p2.
Therefore d(γ−12 ∗ γ1 ∗ p1, o) = d(p2, o) < 12 . But by Theorem 6.2 we have
d(γ−12 ∗ γ1 ∗ p1, o) ≥ d(γ−12 ∗ γ1, o)− d(p1, o) > 1− 12 = 12
and we have reached a contradiction.
6.4. Complex hyperbolic Kleinian groups of Schottky type
In this section we briefly recall the concept of complex hyperbolic Kleinian
groups and especially the subclass of Schottky groups. The main objective of this
section is to associate with each finitely generated Schottky group an Iwasawa
maximal conformal graph directed Markov system having the same limit set as
the limit set of the group. Having done this we essentially reduce the problem of
studying geometric features of complex hyperbolic Schottky groups to the task of
dealing with Iwasawa conformal GDMS. We emphasize that this is the only example
in this chapter where the general framework of graph directed Markov systems is
needed.
Complex hyperbolic space Hn+1C can be modeled as the collection of timelike
vectors in complex projective space Pn+1C . More precisely, we equip Cn+1 with an
indefinite Hermitian form 〈〈·, ·〉〉 of signature (n, 1) and define
Hn+1C := {[z] ∈ Pn+1C : 〈〈z, z〉〉 < 0}.
The space Hn+1C can be identified with the unit ball of Cn+1 equipped with a metric
of constant negative holomorphic curvature, the Bergman metric. As mentioned
in Section 2.2.4, the compactified complex Heisenberg group Heisn arises as the
boundary at infinity of Hn+1C , and conformal self-maps of Heis
n are the boundary
values of isometries of Hn+1C .
A complex hyperbolic Kleinian group is a discrete subgroup of the isometry
group Isom(Hn+1C ) = PSU(n, 1) of complex hyperbolic space. The theory of com-
plex hyperbolic Kleinian groups is a rich and active area of research; we refer to the
monograph [16] for more information and additional references to the literature.
Here we only wish to recall the notion of complex hyperbolic Schottky group.
Definition 6.4. A complex Kleinian group Γ, which we view both as a group
of isometries of Hn+1C and as a group of conformal transformations of Heis
n, is
called a Schottky group if the following conditions are satisfied:
(1) for some integer q ≥ 2, there exist 2q pairwise disjoint closed sets B1, B2,
. . . , Bq and B−1, B−2, . . . , B−q in Heisn such that each Bi is the closure
of its interior,
(2) for every i ∈ V+ := {1, 2, . . . , q} there exists γi ∈ Γ so that
(6.16) γi(Bi) = Heis
n \B−i,
and
(3) the elements γ1, γ2, . . . , gq generate the group Γ.
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We set V− = −V+ = {−q, . . . ,−2,−1} and V := V+∪V−. Applying γ−i := γ−1i
to both sides of (6.16) above, we see that γ−i(B−i) = Heisn \Bi. Thus (6.16) holds
for all i ∈ V . It also follows from (6.16) that
(6.17) γi(Heis
n \Bi) = B−i.
Recall that Λ(Γ), the limit set of Γ, is the set of all accumulation points of the orbit
Γ(x)
for some, equivalently for any, point x ∈ Hn+1C . The limit set Λ(Γ) is a non-empty
closed (topologically) perfect subset of Heisn invariant under the action of Γ. See
[16] for this and other properties of the limit set. Now we associate a canonical
Iwasawa conformal GDMS SΓ to Γ. The alphabet for SΓ is the above defined set
V . The edge set is
E := (V × V ) \∆,
where ∆ := {(i, i) ∈ V × V : i ∈ V }. The incidence matrix A : E × E → {0, 1} is
defined by the following formula:
A(i,j),(k,l) =
{
1 if j = −k
0 if j 6= −k .
Furthermore
t((j, k)) := k and i((j, k)) := −j.
For every i ∈ V we set
Xi := Bi,
and for every (i, j) ∈ E,
γ(i,j) := γi|Bj : Bj → B−i.
The system
SΓ = {V,E,A, t, i, (Bi)i∈V , {γe}e∈E}
satisfies all of the requirements of an Iwasawa maximal conformal graph directed
Markov system, except for the fact that the maps {γe}e∈E need not be uniform
contractions. However, since the diameters of the sets γω(Bt(ω)) converge to zero
uniformly with respect to the length of the word ω, the bounded distortion property
implies that the mappings in a sufficiently high iterate of the system SΓ are uni-
formly contracting. And this is precisely what we need. We shall prove the follow-
ing result establishing a close geometric connection between the complex Schottky
group Γ and the associated Iwasawa conformal GDMS SΓ.
Theorem 6.5. If Γ is a complex Schottky group, then Λ(Γ) = JSΓ .
Proof. The inclusion JSΓ ⊂ Λ(Γ) is obvious. In order to prove the opposite
inclusion, fix a sequence {gn}∞n=1 of mutually distinct elements of Γ such that the
limit limn→∞ gn(z) exists for some (equivalently, all) z ∈ Hn+1C . For an appropriate
choice of indices in,kj ∈ V we may write
gn = γin,kn ◦ γin,kn−1 ◦ . . . ◦ γin,2 ◦ γin,1
in unique irreducible form. In other words, in,j+1 6= −in,j for all 1 ≤ j ≤ kn − 1.
Passing to a subsequence we may assume without loss of generality that in,1 = i
for all n ≥ 1 and for some i ∈ {1, 2, . . . , q}. Fix z ∈ B−i. Then
gn(z) = γ(in,kn ,−in,kn−1) ◦ γ(in,kn−1,−in,kn−2) ◦ · · · ◦ γ(in,2,−in,1) ◦ γ(in,1,−in,1)(z)
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and
ω(n) := (in,kn ,−in,kn−1) (in,kn−1,−in,kn−2) · · · (in,2,−in,1)(in,1,−in,1)
is an element of EknA . Hence gn(z) ∈ gω(Bt(ω(n))). Since each of the sets gω(n)(Bt(ω(n)))
intersects the limit set JS , and since the diameters of those sets converge to zero as
n → ∞, we conclude that limn→∞ gn(z) ∈ JSΓ = JSΓ , where we have written the
equality sign since the system SΓ is finite. The proof is complete. 

CHAPTER 7
Hausdorff dimension of limit sets
In this chapter we employ the thermodynamic formalism from Chapter 4 as
well as the distortion theorems from Chapter 5 to study dimensions of limit sets of
conformal GDMS in general Carnot groups. In Section 7.1 we revisit topological
pressure in the setting of weakly conformal GDMS S and we define the θ-number
of S, as well as Bowen’s parameter. We use the pressure function to define regular,
strongly regular, and co-finitely regular systems. In Section 7.2 we introduce con-
formal measures and we prove a dynamical formula for the Hausdorff dimension of
the limit set of a finitely irreducible Carnot conformal GDMS. This formula traces
back to the fundamental work of Rufus Bowen [13] and is in spirit closest to an
analogous formula in [44] in the context of Euclidean spaces. Section 7.3 contains
a characterization of strongly regular systems. Finally in Section 7.4 we prove that
if S is a Carnot conformal IFS and t ∈ (0, θ), there exists a subsystem of S with
Hausdorff dimension t.
7.1. Topological pressure, θ-number, and Bowen’s parameter
Let S = {φe}e∈E be a finitely irreducible Carnot conformal GDMS. For t ≥ 0,
n ∈ N and F ⊂ E let
Zn(F, t) =
∑
ω∈FnA
||Dφω||t∞.
When F = E, we just write Zn(t) instead of Zn(E, t). By (5.4) we easily see that
(7.1) Zm+n(t) ≤ Zm(t)Zn(t),
and consequently, the sequence (logZn(t))
∞
n=1 is subadditive. Thus, the limit
lim
n→∞
logZn(t)
n
exists and equals infn∈N(logZn(t)/n). The value of the limit is denoted by P(t)
or, if we want to be more precise, by PE(t) or PS(t). It is called the topological
pressure of the system S evaluated at the parameter t.
Let ζ : ENA → R be defined by the formula
(7.2) ζ(ω) = log ‖Dφω1(pi(σ(ω))‖.
Using Lemma 5.15 we get easily (see [44, Proposition 3.1.4] for complete details)
the following.
Lemma 7.1. For t ≥ 0 the function tζ : ENA → R is Ho¨lder continuous and
Pσ(tζ) = P(t).
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Definition 7.2. We say that a nonnegative real number t belongs to Fin(S)
if
(7.3)
∑
e∈E
||Dφe||t∞ < +∞.
Let us record the following immediate observation.
Remark 7.3. A nonnegative real number t belongs to Fin(S) if and only if the
Ho¨lder continuous potential tζ : ENA → R is summable.
Fix t ∈ Fin(S). The above observation along with Chapter 4, especially Sec-
tion 4.3, allow us to consider the bounded linear operator Lt := Ltζ acting on
Cb(E
N
A), which is, we recall, the Banach space of all real-valued bounded continu-
ous functions on ENA endowed with the supremum norm || · ||∞. Immediately from
the definition of Ltζ we get the following.
(7.4) Ltg(ω) =
∑
i:Aiω1=1
g(iω)‖Dφi(pi(ω))‖t, for ω ∈ ENA.
A straightforward inductive calculation gives
(7.5) Lnt g(ω) =
∑
τ∈EnA:τω∈ENA
g(τω)‖Dφτ (pi(ω))‖t
for all n ∈ N. Recall that L∗t : C∗(ENA) → C∗(ENA) is the dual operator for Lt.
Formulas (7.4) and (7.5) clearly extend to all Borel bounded functions g : ENA → R.
Corrolary 4.26 applied to the functions tζ gives the following.
Theorem 7.4. Suppose that the system S is finitely irreducible and t ∈ Fin(S).
Then
(a) There exists a unique eigenmeasure m˜t of the conjugate Perron-Frobenius
operator L∗t and the corresponding eigenvalue is equal to eP(t).
(b) The eigenmeasure m˜t is a Gibbs state for tζ.
(c) The function tζ : ENA → R has a unique σ-invariant Gibbs state µ˜t.
(d) The measure µ˜t is ergodic, equivalent to m˜t and log(dµ˜t/dm˜t) is uniformly
bounded.
(e) If
∫
ζ dµ˜t > −∞, then the σ-invariant Gibbs state µ˜t is the unique equi-
librium state for the potential tζ.
(f) The Gibbs state µ˜t is ergodic, and in case the system S is finitely primitive,
it is completely ergodic.
A direct straightforward calculation gives us the following.
Remark 7.5. If t ∈ Int(Fin(S)), then ∫ ζ dµ˜t > −∞.
Item (a) of Theorem 7.4 means that
(7.6) L∗t m˜t = eP(t)m˜t.
Based on this, standard approximation arguments show that
(7.7) L∗nt m˜t(g) = eP(t)m˜t(g)
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for all Borel bounded functions g : ENA → R. Given t ∈ Fin(S) it immediately
follows from (4.19) and (4.20) that
(7.8) c−1t e
−P(t)|ω|||Dφω||t∞ ≤ m˜t([ω]) ≤ cte−P(t)|ω|||Dφω||t∞
for all ω ∈ E∗A, where ct ≥ 1 denotes some constant. For any set F ⊂ E let
θF = θSF := inf Fin(S) = inf{t ≥ 0 : Z1(t) < +∞},
where SF = {φe}e∈F . When F = E we simply denote
θ = θS := inf Fin(S).
The following facts easily follow from the bounded distortion property (Lemma 5.8)
and the uniform contractivity of all generators of the system S.
Proposition 7.6. Let S be a finitely irreducible Carnot conformal GDMS.
Then the following conclusions hold.
(i) Fin(S) = {t ≥ 0 : P(t) < +∞}.
(ii) θS = inf{t ≥ 0 : P(t) < +∞}.
(iii) The topological pressure P is strictly decreasing on [0,+∞) with P(t)→ −∞
as t→ +∞. Moreover, the function P is convex and continuous on the closure
of Fin(S).
(iv) P(0) = +∞ if and only if E is infinite.
The number
h = hS := inf{t ≥ 0 : P(t) ≤ 0}
is called Bowen’s parameter of the system S. It will soon turn out to coincide with
the Hausdorff dimension of the limit set JS . In view of Proposition 7.6 (iii) we have
the following.
Remark 7.7. If S is a finitely irreducible Carnot conformal GDMS, then hS ∈
Fin(S) and
P(h) ≤ 0.
Definition 7.8. A finitely irreducible Carnot conformal GDMS S is
• regular if P(h) = 0,
• strongly regular if there exists t ≥ 0 such that 0 < P(t) < +∞, and
• co-finitely regular if P(θ) = +∞.
As an immediate consequence of Proposition 7.6 we get the following.
Remark 7.9. A finitely irreducible Carnot conformal GDMS S is regular if
and only if P(t) = 0 for some t ≥ 0. Moreover, if P(t) = 0 for some t ≥ 0, then
t = hS .
Remark 7.10. Each finite irreducible Carnot conformal GDMS S is regular.
In fact more is true; if in addition E contains at least two elements then S is
strongly regular. This is proven in the following proposition.
Proposition 7.11. If S = {φe}e∈E is a finite and irreducible weakly conformal
GDMS then P(0) > 0. In particular S is strongly regular.
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Proof. Let Φ ⊂ E∗A be the finite set witnessing irreducibility. We can also also
assume that Φ consists of words with minimal length, in the sense that if a, b ∈ E,
ω ∈ Φ, and aωb ∈ E∗A then if aτb ∈ E∗A for some τ ∈ E∗A then |ω| ≤ |τ |.
Recall that we always assume that E contains at least two elements. Let
a, b ∈ E, a 6= b. By irreducibility there exist ω, τ,∈ Φ such that
ρ1 := aωa ∈ E∗A,
ρ2 := aτb ∈ E∗A.
Observe that the words ρi, i = 1, 2, are mutually incomparable. Assume by way of
contradiction that ρ1 and ρ2 are comparable, and without loss of generality also
assume that |ρ2| > |ρ1|. Then there exists some υ ∈ E∗A such that
ρ2 = ρ1υb = aωaυb ∈ E∗A.
Hence τ = ωaυ, aυb ∈ E∗A and |υ| < |τ |. But this violates the minimality of τ as
τ ∈ Φ. By irreducibility there exist ρ˜i ∈ ENA, i = 1, 2, such that
ρ˜i||ρi| = ρi, for i = 1, . . . , 2.
For example if γ ∈ Φ such that bγa ∈ E∗A one could take ρ˜1 = aωaωa . . . and
ρ˜2 = aτbγρ˜1. Let
(7.9) q = max{|ω| : ω ∈ Φ}+ 2.
Then the words ρ˜i|q, i = 1, 2, are mutually incomparable.
Therefore we have shown that for every e ∈ E there exist incomparable words
ω1(e), ω2(e) ∈ EqA such that e = ω1(e)1 = ω2(e)1. This implies that for all n ∈ N
(7.10) ]EnqA ≥ 2n.
We can now finish the proof of the proposition. Recall that for n ∈ N,
Zn(0) =
∑
ω∈EnA
1 = ]EnA.
Hence by (7.10),
P(0) = lim
n→∞
logZn(0)
n
= lim
n→∞
logZqn(0)
qn
= lim
n→∞
log ]E
qn
A
qn
≥ lim sup
n→∞
log 2n
qn
=
log 2
q
.
The proof is complete. 
Obviously, if the system S is strongly regular, then hS ∈ Int(Fin(S)). Re-
mark 7.5 then entails the following.
Remark 7.12. If the system S is strongly regular, then ∫ ζ dµ˜t > −∞.
It is easy to see that each co-finitely regular system is strongly regular and each
strongly regular one is regular. If F ⊂ E is co-finite, that is the set E \ F is finite,
we will say that SF = {φe}e∈F is a co-finite subsystem of S = {φe}e∈E . We also
record the following lemma which will turn out to be useful in the following. It is
an immediate corollary of Proposition 7.6 (i).
Lemma 7.13. Let S be a finitely irreducible Carnot conformal GDMS. The
following conditions are equivalent.
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(i) Z1(t) <∞.
(ii) There exists a co-finite subsystem SF of S such that Z1(F, t) <∞.
(iii) For every co-finite subsystem SF of S it holds that Z1(F, t) <∞.
(iv) P(t) <∞.
(v) There exists a co-finite subsystem SF of S such that PF (t) <∞.
(vi) For every co-finite subsystem SF of S it holds that PF (t) <∞.
The following proposition provides a useful characterization of co-finitely reg-
ular systems.
Proposition 7.14. A Carnot conformal GDMS S is co-finitely regular if and
only if every co-finite subsystem SF is regular.
Proof. First note that by Lemma 7.13 θF = θS = θ for every co-finite subset
F of E. Suppose now that S is co-finitely regular. In view of Proposition 7.6(i)
this means that Z1(θ) = +∞. But then again by Lemma 7.13 Z1(F, θ) = +∞ for
every co-finite subset F of E. A second application of Proposition 7.6(a) ensures
that each such system SF is co-finitely regular, thus regular.
For the converse suppose that the system S is not co-finitely regular. A third
application of Proposition 7.6(a) yields that Z1(θ) < +∞. There exists a co-finite
subset F of E such that Z1(F, θ) < 1. Hence, by the definition of topological
pressure,
PF (θ) ≤ lim sup
n→∞
1
n
logZ1(F, θ)
n < 0.
Hence F is not regular and we have reached a contradiction. 
Let us also record the following obvious fact. Proposition 7.15 provides a simple
mechanism for obtaining lower bounds on Bowen’s parameter hS (which, we will
shortly see, coincides with the Hausdorff dimension of JS in many cases).
Proposition 7.15. If S is a finitely irreducible Carnot conformal GDMS, then
θS ≤ hS . If S is strongly regular, in particular, if S is co-finitely regular, then
θS < hS .
We will now provide another characterization of the θS number.
Theorem 7.16. Let S = {φe}e∈E be a finitely irreducible Carnot conformal
GDMS. Then
θS = inf{hE\T : T finite subset of E}.
Proof. By Lemma 7.13 θS = θF for every co-finite set F ⊂ E. Moreover
θF ≤ hF for every F ⊂ E, therefore,
θS ≤ inf{hE\T : T finite subset of E}.
For the other direction let t > θS . Then
∑
e∈E ‖Dφe‖t <∞, therefore there exists
some finite set F ⊂ E such that ∑
e∈E\F
‖Dφe‖t < 1.
Thus for every finite set T such that F ⊂ T ⊂ E,
Z1(E \ T, t) ≤ Z1(E \ F, t) < 1.
Now as in the proof of Proposition 7.14 we deduce that
PE\T (t) ≤ logZ1(E \ T, t) < 0.
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Hence t ≥ hE\T , for such finite sets T and in particular
inf{hE\T : T finite subset of E} ≤ t.
Therefore inf{hE\T : T finite subset of E} ≤ θS and the proof is complete. 
7.2. Hausdorff dimension and Bowen’s formula
In this section we exhibit a dynamical formula for the Hausdorff dimension of
the limit set of a finitely irreducible Carnot conformal GDMS. Due to its corre-
spondence to Bowen’s work [13], we refer to it as Bowen’s formula.
We will denote by Hs, resp. Ps, the Hausdorff, resp. packing measure of dimen-
sion s in (G, d). We will also denote by Ss the s-dimensional spherical Hausdorff
measure. The Hausdorff and packing dimensions of S ⊂ (G, d) will be denoted by
dimH(S) and dimP(S) respectively. See [40] for the exact definitions.
We begin with the following simple observation following from the open set
condition.
Lemma 7.17. Let S be an Carnot conformal GDMS. For all 0 < κ1 < κ2 <∞,
for all r > 0, and for all p ∈ G, the cardinality of any collection of mutually
incomparable words ω ∈ E∗A that satisfy the conditions B(p, r)∩ φω(Xt(ω)) 6= ∅ and
κ1r ≤ diam(φω(Xt(ω))) ≤ κ2r is bounded above by
(7.11) mκ1,κ2 :=
(
(1 + κ2)MΛK C
R˜Sκ1
)Q
,
where Q is the homogeneous dimension of G, R˜S was defined in Lemma 5.12, C is
the quasiconvexity constant from Corollary 3.12, and K and Λ denote the constants
from Lemmas 5.10 and 5.8 respectively, and M = diamX.
Proof. Recall that | · | denotes the Haar measure on G, and c0 = |B(o, 1)|. For
every v ∈ V let pv be the center of a ball with radius R˜S contained in Int(Xv). Let
F be any collection of A-admissible words satisfying the hypotheses of the lemma.
Then
φω(Xt(ω)) ⊂ B(p, r + diam(φω(Xt(ω)))) ⊂ B(p, (1 + κ2)r)
for every ω ∈ F . Since, by the open set condition, the sets {φω(IntXt(ω)) : ω ∈ F}
are mutually disjoint, applying (1.9) along with (5.7) and (5.11) yields
c0(1 + κ2)
QrQ = |B(p, (1 + κ2)r)|
≥
∣∣∣∣∣ ⋃
ω∈F
φω(Xt(ω))
∣∣∣∣∣
=
∑
ω∈F
|φω(Int(Xt(ω)))|
≥
∑
ω∈F
|B(φω(pt(ω)), (KC)−1R˜S ||Dφω||∞)|
≥
∑
ω∈F
|B(φω(pt(ω)), (MΛKC)−1R˜S diam(φω(Xt(ω)))|
≥
∑
ω∈F
|B(φω(pt(ω)), (MΛKC)−1R˜Sκ1r)|
= c0(]F )((MΛKC)
−1R˜Sκ1)Q rQ.
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Hence ]F is bounded above by mκ1,κ2 and we are done. 
In the following proposition we prove that if a GDMS S is conformal or if JS
has positive h-Hausdorff measure, then for all v ∈ V , JS ∩ Xv is an infinite set.
This proposition will be essential for Chapter 11, where we will use the fact that
the limit set does not collapse to a point inside any Xv, v ∈ V .
Proposition 7.18. Let S = {φe}e∈E be a finitely irreducible weakly Carnot
conformal GDMS.
(i) If S is Carnot conformal then ](JS ∩Xv) =∞ for all v ∈ V . In fact JS ∩Xv
is a non-empty compact perfect set and JS ∩Xv is of cardinality c.
(ii) If Hh(JS) > 0 then ](JS ∩ Xv) = ∞ for all v ∈ V . In fact JS ∩ Xv is a
non-empty compact perfect set and JS ∩Xv is of cardinality c.
Proof. We will first prove (i). Observe that it is enough to prove (i) for
irreducible finite systems. To verify that such assertion is indeed enough, let S be
a finitely irreducible infinite system and let Φ ⊂ E∗A be the set witnessing finite
irreducibility for the matrix A. Let
F = {e ∈ E : e = ωi for some ω ∈ Φ, i = 1, . . . , |ω|},
i.e. F consists of the letters from E appearing in the words of Φ. Also for any
v ∈ V choose one ev ∈ E such that i(ev) = v. Let F˜ = F ∪ {ev : v ∈ V }. Then
SF˜ is an irreducible finite subsystem of S, and JS ⊃ JSF˜ . Hence if (i) holds for SF˜
then it will also hold for S. Therefore we can assume that E is finite. Fix v ∈ V
and ξ ∈ JS ∩Xv. For r > 0 define,
Fξ(r) = {ω ∈ E∗A : ξ ∈ φω(Xt(ω)), ‖Dφω‖∞ ≤ r, and ‖Dφω||ω|−1‖∞ > r}.
If ω ∈ Fξ(r), (5.7) implies that
(7.12) diam(φω(Xt(ω))) ≤ ΛMr.
We now define
(7.13) D0 := min{‖Dφε‖∞ : e ∈ E} > 0.
Hence if ω ∈ Fξ(r) by (5.4) and (5.12),
(7.14) diam(φω(Xt(ω))) ≥ 2(K2C)−1D0R˜Sr.
Therefore by Lemma 7.17, (7.12) and (7.14) we deduce that
(7.15) ]Fξ(r) ≤ mκ1,κ2 ,
where κ1 = 2(K
2C)−1D0R˜S and κ2 = ΛM . Observe also that Fξ(r) consists of
mutually incomparable words.
We will show that
(7.16) ]{τ ∈ ENA : pi(τ) = ξ} ≤ mκ1,κ2 .
Let I be an index set such that {τ ∈ ENA : pi(τ) = ξ} = (τ i)i∈I and the words τ i
are distinct. Since E is finite,
r := min{‖Dφτ i1‖∞ : i ∈ I} ≥ D0 > 0.
Therefore for all i ∈ I, there exists some k(i) ∈ N such that
‖Dφτ i|k(i)‖∞ ≤ r/2 and ‖Dφτ i|k(i)−1‖∞ > r/2.
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Hence {τ i|k(i) : i ∈ N} ⊂ Fξ(r/2), and (7.16) follows by (7.15). Recalling, (7.10),
there exist infinitely many words ω ∈ ENA such that ω1 = ev. Equivalently there
exist infinitely many words ω ∈ ENA , such that pi(ω) ∈ JS ∩Xv. Hence (i) follows
by (7.16).
We now move to the proof of (ii). First, we record that Proposition 7.11 implies
that S is strongly regular and h > 0. If Hh(JS) > 0 then there exists some v0 such
that JS ∩Xv0 has the cardinality of the continuum. Let
E0 = {e ∈ E : i(e) = v0},
and for e ∈ E0, let
We = {x ∈ JS ∩Xv0 : x = pi(ω) for some ω ∈ ENA such that ω1 = e}.
Then JS ∩ Xv0 = ∪e∈EWe. Since JS ∩ Xv0 has the cardinality of the continuum
there exists some e0 ∈ E0 such that ]We0 = ∞. Therefore there exists a sequence
of distinct words (ωi)i∈N such that pi(ωi) 6= pi(ωj) for i 6= j, and ωi1 = e0 for all
i ∈ N.
Now let v ∈ V and let ev ∈ E such that i(ev) = v. By irreducibility of E there
exists some ρ ∈ Φ such that evρe0 ∈ E∗A. We consider the sequence (xi)i∈N where
xi = pi(evρω
i). Notice that xi ∈ JS ∩Xv for all i ∈ N. In order to finish the proof
of (ii) it is enough to show that xi 6= xj for i 6= j. This follows because if i 6= j,
xi = φevρ(pi(ω
i)) and xj = φevρ(pi(ω
j)) and pi(ωi) 6= pi(ωj). The proof of (ii) is
complete. 
As an immediate consequence of the definition of regularity of a conformal
GDMS and of Theorem 7.4, we get the following.
Proposition 7.19. If S is a finitely irreducible weakly Carnot conformal GDMS,
then the following conditions are equivalent:
(a) The system S is regular
(b) There exist t ∈ Fin(S) and a Borel probability measure mˆ on ENA such that
L∗t mˆ = mˆ. Then necessarily t = h and mˆ = m˜h.
(c) L∗hm˜h = m˜h.
For all t ∈ Fin(S) we will denote
(7.17) mt := m˜t ◦ pi−1 and µt := µ˜t ◦ pi−1.
If the system S is regular, then formula (7.8) for t = h yields that for every ω ∈ E∗A
(7.18) c−1h ||Dφω||h∞ ≤ m˜h([ω]) ≤ ch||Dφω||h∞,
where ch ≥ 1 is some finite constant. Then, the measure
mh = m˜h ◦ pi−1,
supported on JS , will be called throughout the manuscript the hS-conformal mea-
sure for S.
In the following theorem we prove that in the case when S is finite, the confor-
mal measure mh is Ahlfors h-regular, thus obtaining information about the Haus-
dorff and packing measures of JS .
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Theorem 7.20. Let S = {φe}e∈E be a finite irreducible Carnot conformal
GDMS. Then the measure mh is an Ahlfors h-regular measure on (JS , d), i.e.,
there exists a constant cS ≥ 1 such that
(7.19) c−1S r
h ≤ mh(B(p, r)) ≤ cSrh
for all p ∈ JS and all 0 < r ≤ 1. In particular, both the Hausdorff and the
packing measures of JS , Hh(JS) and Ph(JS), are positive and finite, and (JS , d)
has Hausdorff dimension equal to h.
Proof. Without loss of generality we can assume that E contains at least two
elements. Proposition 7.11 implies that S is strongly regular and h > 0. Recalling
(7.13), D0 := min{||Dφe||∞ : e ∈ E} > 0.
Fix p ∈ JS and 0 < r < 12 min{diam(Xv) : v ∈ V }. Then p = pi(τ) for some
τ ∈ ENA. Let n = n(τ) ≥ 0 be the least integer such that φτ |n(Xt(τn)) ⊂ B(p, r).
By (7.18) and (5.3) we have
mh(B(p, r)) ≥ mh
(
φτ |n(Xt(τn))
)
≥ m˜h([τ |n]))
≥ ch||Dφτ |n ||h∞
≥ D0 chK−h||Dφτ |(n−1) ||h∞.
By the definition of n and Lemma 5.10, we have
r ≤ diam(φτ|n−1(Xt(τn−1))) ≤MΛ||Dφτ |(n−1) ||∞
and hence
(7.20) mh(B(p, r)) ≥ ξ ch(MΛK)−hrh.
To prove the opposite inequality, let Z be the family of all minimal length words
ω ∈ E∗A such that
(7.21) φω(Xt(ω)) ∩B(p, r) 6= ∅ and φω(Xt(ω)) ⊂ B(p, 2r).
Consider an arbitrary ω ∈ Z with |ω| = n. Then
(7.22) diam
(
φω(Xt(ω))
) ≤ 4r
and
(7.23) diam(φω|(n−1)(Xt(ω|(n−1)))) ≥ r.
To prove (7.23) first notice that as ω ∈ Z, φω|(n−1)(Xt(ω|(n−1))) ∩ B(p, r) 6= ∅.
Moreover because ω|(n−1) /∈ Z we also have that φω|(n−1)(Xt(ω|(n−1))) 6⊂ B(p, 2r).
Therefore (7.23) follows. Making use of (5.7), (5.12), (5.3) and (7.23) we get
(7.24)
diam
(
φω(Xt(ω))
) ≥ 2(KC)−1R˜S ||Dφω||∞
≥ 2(K2C)−1R˜S ||Dφω|(n−1) ||∞ · ||Dφωn ||∞
≥ 2D0(K2C)−1R˜S(MΛ)−1 diam
(
φω|(n−1)(Xt(ω|(n−1)))
)
≥ 2D0R˜S(MΛK2C)−1r.
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Since the family Z consists of mutually incomparable words, Lemma 7.17 along
with (7.22) and (7.24) imply that
(7.25) ]Z ≤ Γ :=
(
5M2Λ2K3C2
2D0R˜2S
)Q
.
Since pi−1(B(p, r)) ⊂ ⋃ω∈Z [ω], we get from (7.18), (5.12), (7.22), and (7.25) that
mh(B(p, r)) = m˜h ◦ pi−1(B(p, r))
≤ m˜h
(⋃
ω∈Z
[ω]
)
=
∑
ω∈Z
m˜h([ω])
≤
∑
ω∈Z
||Dφω||h∞ ≤
∑
ω∈Z
(
KC(2R˜S)−1 diam(φω(Xt(ω)))
)h
≤ (2KCR˜−1S )h
∑
ω∈Z
rh = (2KCR˜−1S )
h(]Z)rh ≤ (2KCR˜−1S )hΓrh.
Along with (7.20) this completes the proof of (7.19). The remaining conclusions
are easy consequences of the h-regularity of (JS , d), see for example [40, Theorem
5.7]. 
The following is the main theorem of this section. Note that we do not assume in
this theorem that the edge set E is a finite set. Recall also that Bowen’s parameter
hS is defined to be hS = inf{t ≥ 0 : P(t) ≤ 0}.
Theorem 7.21. If S is a finitely irreducible Carnot conformal GDMS, then
hS = dimH(JS) = sup{dimH(JF ) : F ⊂ E finite }.
Proof. Put h∞ = sup{dimH(JF ) : F ⊂ E finite } and H = dimH(JS). Fix
t > hS . Then P(t) < 0 and for all n ∈ N large enough, we have
Zn(t) =
∑
ω∈EnA
||Dφω||t∞ ≤ exp
(
1
2
P(t)n
)
.
Hence by (5.7)∑
ω∈EnA
(
diam(φω(Xt(ω))
)t ≤ (ΛM)t ∑
ω∈EnA
||Dφω||t∞ ≤ (ΛM)t exp
(
1
2
P(t)n
)
.
Since the family {φω(Xt(ω))}ω∈EnA covers JS , by [40, Lemma 4.6], we obtain that
Ht(JS) = 0 upon letting n → ∞. This implies that t ≥ H, and consequently,
hS ≥ H. Since obviously h∞ ≤ H, we thus have
h∞ ≤ H ≤ hS .
We are left to show that hS ≤ h∞. If F is a finite and irreducible subset of E,
then in virtue of Theorem 7.20, hF ≤ h∞, and in particular PF (h∞) ≤ 0. So, by
Theorem 4.6, Remark 4.7 and Lemma 7.1, we have
P(h∞) = sup{PF (h∞) : F ⊂ E finite and irreducible } ≤ 0.
Hence h∞ ≥ hS and the proof is complete. 
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In the particular case where S consists of metric similarities we get the following
conclusion. Recall that the open set condition is a standing assumption in our
definition of conformal GDMS.
Corollary 7.22. Let (G, d) be an arbitrary Carnot group equipped with a
homogeneous metric d. Let S = {φe}e∈E be a Carnot iterated function system
consisting of metric similarities, i.e. the contractions φe satisfy the equation
d(φe(p), φe(q)) = rφed(p, q)
for all p, q ∈Wt(e), where rφe = ‖Dφe‖∞ is the scaling factor of φe. Then
h = dimH(JS) = inf
{
t ≥ 0 :
∑
e∈E
‖Dφe‖t∞ < 1
}
.
7.3. A characterization of strongly regular GDMS
We will now prove the following characterization of strongly regular GDMS via
their subsystems. This characterization will be employed in the study of dimension
of Iwasawa continued fractions in Section 9.2.
Theorem 7.23. Let S = {φe}e∈E be a finitely irreducible Carnot conformal
GDMS. Then the following conditions are equivalent.
(i) S is strongly regular.
(ii) hS > θS .
(iii) There exists a proper co-finite subsystem S ′ ⊂ S such that hS′ < hS.
(iv) For every proper subsystem S ′ ⊂ S it holds that hS′ < hS.
Proof. The implications (iv)⇒(iii) and (ii)⇒(i) are immediate. In order to
prove the implication (iii)⇒(ii) suppose by way of contradiction that hS = θS . Let
S ′ be a co-finite subsystem of S. By Lemma 7.16 we deduce that hS′ ≥ θS , hence
by our assumption
hS′ ≥ θS = hS .
Therefore hS′ = hS for every co-finite subsystem S ′ ⊂ S, which contradicts (iii).
For the remaining implication (i)⇒(iv) let E′ ⊂ E and consider the correspond-
ing proper subsystem of S, S ′ = {φe}e∈E′ . If S ′ is not regular then by Remark 7.7
PS′(hS′) < 0 and by Proposition 7.6 we deduce that also PS′(θS′) < 0. Since S is
strongly regular, Proposition 7.15 implies that there exists α ∈ (θS , hS). Therefore
since α > θS ≥ θS′ and the pressure function is strictly decreasing we deduce that
PS′(α) < 0. Thus by the definition of the parameter hS′ , we get that hS′ ≤ α < hS
and we are done in the case when S ′ is not regular.
Now by way of contradiction assume that S ′ is regular and
hS = hS′ := h.
By Theorem 7.4 there exist unique measures µ˜h on E
N
A and µ˜
′
h on E
′
A
N
, which are
ergodic and shift invariant with respect to σ : ENA → ENA and σ′ : E′AN → E′AN
respectively. Moreover, again by Theorem 7.4 we have that
(7.26) mh  µ˜h  mh and m′h  µ˜′h  m′h,
where m′h stands for the h-conformal measure corresponding to S ′. Notice also that
if ω ∈ E′A∗, then by (7.18)
m′h([ω]) ≈ ‖Dφω‖h∞ ≈ mh([ω]),
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therefore
(7.27) µ˜h([ω]) ≈ µ˜′h([ω]).
Now in the obvious way we can extend µ˜h to a Borel measure in E
N
A, defined by
ν˜h(B) := µ˜
′
h(B ∩ E′AN)
for B ⊂ ENA. By (7.27) we deduce that ν˜h is absolutely continuous with respect to
µ˜h.
We will now show that ν˜h is shift invariant with respect to σ : E
N
A → ENA . Let
A be a Borel subset of ENA . First notice that
ν˜h(σ
−1(E′A
N
)) = ν˜h
⋃
j∈E
{jω : ω ∈ E′AN}

= µ˜′h
⋃
j∈E
{jω : ω ∈ E′AN} ∩ E′AN

= µ˜′h(E
′
A
N
) = ν˜h(E
′
A
N
).
Therefore,
ν˜h(σ
−1(A)) = ν˜h(σ−1(A) ∩ E′AN) = ν˜h(σ−1(A) ∩ σ−1(E′AN))
= µ˜′h(σ
−1(A ∩ E′AN) ∩ E′AN).
(7.28)
We will now show that
(7.29) σ−1(A ∩ E′AN) ∩ E′AN = σ′−1(A ∩ E′AN).
Recall that σ′ stands for the shift map in E′A
N
. We have,
σ−1(A ∩ E′AN) ∩ E′AN =
⋃
j∈E
{jω : ω ∈ A ∩ E′AN} ∩ E′AN
=
⋃
j∈E′
{jω : ω ∈ A ∩ E′AN} ∩ E′AN
= σ′−1(A ∩ E′AN),
and (7.29) follows. Now using (7.28), (7.29) and the σ′-invariance of µ˜′h we get,
ν˜h(σ
−1(A)) = µ˜′h(σ
′−1(A ∩ E′AN))
= µ′h(A ∩ E′AN)
= ν˜h(A).
We will now show that ν˜h is ergodic with respect to σ. To do so by way
of contradiction suppose that there exists some Borel subset F of ENA such that
σ−1(F ) = F and 0 < ν˜h(F ) < 1. Let
F1 = F ∩ E′AN and F2 = F \ F1.
Since σ′−1(F1) ⊂ σ−1(F1) ⊂ F1 ∪ F2 and σ′−1(F1) ∩ F2 = ∅ we deduce that
(7.30) σ′−1(F1) ⊂ F1.
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Moreover,
F1 ⊂ σ−1(F ) ⊂
⋃
j∈E′
{jf : f ∈ F} ∪
⋃
j∈E\E′
{jf : f ∈ F}.
Therefore
F1 ⊂
⋃
j∈E′
{jf : f ∈ F1} ∩ E′AN = σ′−1(F1),
which combined with (7.30) implies that
(7.31) F1 = σ
′−1(F1).
But since µ˜′h is ergodic with respect to σ
′ we deduce that either µ˜′h(F1) = 0 or
µ˜′h(F1) = 1. Therefore, since ν˜h(F ) = µ˜h(F1),
ν˜h(F ) = 0 or ν˜h(F ) = 1,
and we have reached a contradiction. Thus ν˜h is ergodic with respect to σ.
Hence we have shown that there exist two probability Borel measures on EnA,
µ˜h and ν˜h, which are shift invariant and ergodic with respect to σ and they are
absolutely continuous with respect to mh. Now Theorem 7.4 implies that
(7.32) µ˜h ≡ ν˜h.
If j ∈ E \ E′, then ν˜h([j]) = 0. On the other hand, because µ˜h is equivalent to
mh, by (7.18) µ˜h([j]) > 0. Therefore (7.32) cannot hold and we have reached a
contradiction. The proof of the theorem is complete. 
7.4. Dimension spectrum for subsystems of Carnot conformal IFS
In this section we show that when S is a Carnot conformal IFS, the spectrum
of the Hausdorff dimensions of its subsystems is at least (0, θS). This theorem will
be applied when we will revisit continued fractions on Iwasawa groups (see Section
9.2).
We start with a lemma.
Lemma 7.24. Let S = {φe}e∈E be a Carnot conformal IFS and let F be a
subset of E such that E \ F is infinite. Then for every ε > 0 there exists some
e ∈ E \ F such that
dimH(JF∪{e}) ≤ dimH(JF ) + ε.
Proof. Without loss of generality assume that E = N. Let ε > 0 and set
h = dimH(JF ). We record now that PF (h + ε) < 0. We will now show that there
exists some α ∈ (0, 1) ans some j0 ∈ N such that
(7.33) Zj(F, h+ ε) < α
j for all j ≥ j0.
If (7.33) does not hold then for every α ∈ (0, 1) there exists a sequence of natural
numbers (jm)m∈N such that Zjm(F, h + ε) ≥ αjm for all m ∈ N. But this implies
that for every α ∈ (0, 1),
PF (h+ ε) = lim
n→∞
1
n
logZn(F, h+ ε) ≥ lim sup
m→∞
1
jm
logZjm(F, h+ ε) ≥ logα.
Hence PF (h+ ε) ≥ 0 and we have reached a contradiction, thus (7.33) holds.
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We now wish to estimate Zn(F ∪ {e}, h+ ε) for e ∈ N \ F . We have that
(7.34) Zn(F ∪ {e}, h+ ε) =
∑
ω∈(F∪{e})n
‖Dφω‖h+ε∞ =
n∑
j=0
∑
ω∈Fj
‖Dφω‖h+ε∞ ,
where
Fj = {ω ∈ (F ∪ {e})n : ωi = e for n− j i’s}.
Now by (5.4) and (7.33) we get that for n > j0
n∑
j=0
∑
ω∈Fj
‖Dφω‖h+ε∞ ≤ ‖Dφe‖n(h+ε)∞ +
n∑
j=1
(
n
j
)
(K‖Dφe‖∞)(n−j)(h+ε)
∑
ω∈F j
‖Dφω‖h+ε∞
= ‖Dφe‖n(h+ε)∞ +
n∑
j=1
(
n
j
)
(K‖Dφe‖∞)(n−j)(h+ε)Zj(F, h+ ε)
≤ ‖Dφe‖n(h+ε)∞ +
j0∑
j=1
(
n
j
)
(K‖Dφe‖∞)(n−j)(h+ε)Zj(F, h+ ε)
+
n∑
j=j0+1
(
n
j
)
(K‖Dφe‖∞)(n−j)(h+ε)αj
= ‖Dφe‖n(h+ε)∞ + I1 + I2,
where the last identity serves also as the definition of I1 and I2. Therefore by (7.34)
we get that for n > j0,
(7.35) Zn(F ∪ {e}, h+ ε) ≤ ‖Dφe‖n(h+ε)∞ + I1 + I2.
For I2 we have that,
(7.36) I2 ≤ (α+ (K‖Dφe‖)h+ε)n.
For I1 we estimate,
I1 ≤ ‖Dφe‖(n−j0)(h+ε)∞ nj0Kn(h+ε)
j0∑
j=0
Zj(F, h+ ε).
Since PF (h+ ε) <∞, by Proposition 7.6 and (7.1) we deduce that Zj(F, h+ ε)
is finite for all j ∈ N. Therefore,
(7.37) I1 ≤ ‖Dφe‖(n−j0)(h+ε)∞ nj0 Kn(h+ε) j0 max
1≤j≤j0
Zj(F, h+ ε).
Now notice that if e and n are chosen big enough, by Lemma 5.17, (7.35), (7.36)
and (7.37) we get that Zn(F ∪ {e}, h + ε) < 1. Therefore PF∪{e}(h + ε) ≤ 0, and
consequently by Theorem 7.21
dimH(JF∪{e}) ≤ h+ ε.
The proof of the lemma is complete. 
Theorem 7.25. Let S = {φe}e∈E be a Carnot conformal IFS. Then for every
t ∈ (0, θS) there exists a proper subsystem St of S such that dimH(JSt) = t.
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Proof. Let t ∈ (0, θS). Again without loss of generality assume that E = N.
Let E1 = {1}, then trivially dimH(JE1) < t. Now using Lemma 7.24 we can
inductively construct a sequence of sets {En}n∈N such that dimH(JEn) < t for all
n ∈ N. Suppose that En has been constructed then by Lemma 7.24 choose the
minimal kn ∈ N such that kn > max{e : e ∈ En} and dimH(JEn∪{kn}) < t. Then
we choose En+1 = En ∪ {kn}. Now let,
Et =
∞⋃
n=1
En.
Notice that Et is infinite and by Theorem 7.21,
(7.38) dimH(JEt) = sup
n∈N
{dimH(JEn)} ≤ t.
Now notice that N \Et is infinite. Because if not, Theorem 7.16 and Theorem 7.21
imply that
dimH(JEt) ≥ θS > t,
and this contradicts (7.38). Now if dimH(JEt) = t we are done. If not, since N\Et is
infinite, we can apply Lemma 7.24 once more in order to find some q ∈ N∩(kn, kn+1)
such that
dimH(JEt∪{q}) < t.
But in this case we also have that dimH(JEn+1∪{q}) < t and this contradicts the
minimality of kn+1. Therefore we have reached a contradiction and the proof of
the theorem follows. 

CHAPTER 8
Conformal measures and regularity of domains
In this chapter, under suitable additional hypotheses on the underlying GDMS,
we establish fundamental estimates for conformal measures which will play a crucial
role in the subsequent chapters. Using these estimates, we show that under some
mild assumptions the Hausdorff dimension of a conformal GDMS in a Carnot group
(G, d) is strictly less than the homogeneous dimension of G.
8.1. Bounding coding type and null boundary
As before, let S = {φe}e∈E be a Carnot conformal GDMS. Recall that any
measure supported on JS which satisfies
mh := m˜h ◦ pi−1
is called h-conformal. Moreover recalling Definition 7.2 we say that t ∈ Fin(S) if
t ≥ 0 and ∑e∈E ||Dφe||t∞ < +∞.
Definition 8.1. Let S = {φe}e∈E be a finitely irreducible conformal GDMS.
If t ∈ Fin(S), then the measure mt = m˜t ◦ pi−1 is said to be of null boundary if
(8.1) mt
(
φω(Xt(ω)) ∩ φτ (Xt(τ))
)
= 0
whenever ω and τ are two different A-admissible words of the same length.
Let us record the following immediate consequence of being of null boundary.
We record that any ω ∈ ENA will be also called a code. If x = pi(ω), then we will
say that ω is a code of x.
Remark 8.2. If a finitely irreducible Carnot conformal GDMS is of null bound-
ary, then for every t ∈ Fin(S), mt almost every point in JS has a unique code.
Remark 8.3. If mt is of null boundary, then (8.1) holds for all (not necessarily
of the same length) incomparable A-admissible words ω and τ .
For the following definition recall that the matrix Aˆ was introduced in Definition
5.2. Any infinite word ω ∈ EN
Aˆ
will be called a pseudocode (from the vantage point of
the original system S); frequently also all elements of E∗
Aˆ
will be called pseudocodes.
In particular each element of E∗A ∪ ENA is a pseudocode.
Definition 8.4. Let S be a graph directed (not necessarily conformal) Markov
system. Given q ≥ 1, we say that two different words ρ, τ ∈ E∗
Aˆ
, i.e two different
pseudocodes, of the same length, say n ≥ q, form a pair of q-pseudocodes at a point
x ∈ X if
x ∈ φρ(Xt(ρ)) ∩ φτ (Xt(τ))
and
ρ|n−q = τ |n−q.
87
88 8. CONFORMAL MEASURES AND REGULARITY OF DOMAINS
The graph directed Markov systems S is said to be of bounded coding type if for
every q ≥ 1 there is no point in X (or equivalently in JS) with arbitrarily long pairs
of q-pseudocodes.
It will turn out that each conformal system with a mild boundary regularity
condition is of bounded coding type.
Theorem 8.5. Suppose that a finitely irreducible Carnot conformal GDMS
S = {φe}e∈E is of bounded coding type. If t ∈ Fin(S), then the measure mt is of
null boundary.
Proof. Suppose on the contrary that
mt(φρ(Xt(ρ)) ∩ φτ (Xt(τ))) > 0
for two different words ρ, τ ∈ E∗A of the same length, say q ≥ 1, for which i(ρ) =
i(τ) = v with some v ∈ V . This equivalently means that
µt(φρ(Xt(ρ)) ∩ φτ (Xt(τ))) > 0,
where µt was defined in (7.17). Let E := φρ(Xt(ρ)) ∩ φτ (Xt(τ)), and, for every
n ∈ N, let En := σ−n(pi−1(E)). Note that each element of pi(En) admits at least
two different q-pseudocodes of length n+ q. To see this let x = pi(ω) ∈ pi(En), then
σn(ω) ∈ pi−1(E) hence
x ∈ φω|nρ(Xt(ρ)) ∩ φω|nτ (Xt(τ)).
Since |ω|nρ| = |ω|nτ | = n+ q, x admits at least two q-pseudocodes of length n+ q.
Therefore since S is of bounded coding type we conclude that
∞⋂
k=1
∞⋃
n=k
pi(En) = ∅.
Hence
E∞ :=
∞⋂
k=1
∞⋃
n=k
En ⊂ pi−1
( ∞⋂
k=1
∞⋃
n=k
pi(En)
)
= ∅
and
µ˜t(E∞) = 0.
On the other hand, by Theorem 7.4 µ˜t is σ-invariant, thus we have µ˜t(En) =
µ˜t(pi
−1(E)) = µt(E) and
µ˜t(E∞) ≥ µt(E) > 0.
This contradiction finishes the proof. 
As an immediate consequence of Theorem 8.5 and Remark 8.2, we get the
following.
Corollary 8.6. If S = {φe}e∈E is a finitely irreducible Carnot conformal
GDMS of bounded coding type, then for every t ∈ Fin(S), mt almost every point in
JS has a unique code.
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8.2. Regularity properties of domains in Carnot groups
In this section, we indicate geometric conditions on domains in Iwasawa groups
which suffice for the application of the results in prior sections.
Definition 8.7. An open subset Ω of a Carnot group G satisfies the weak
corkscrew condition (WCC) if there exists α ∈ (0, 1] such that for every p ∈ ∂Ω
and every r > 0 sufficiently small (smallness possibly depending on p), there exists
q ∈ G such that
B(q, αr) ⊂ Ω ∩B(p, r).
We say that Ω satisfies the corkscrew condition (CC) if a common α > 0 can be
taken for all sufficiently small r > 0 and all p ∈ ∂Ω (smallness of r independent of
p). We also say that Ω, the closure of Ω, satisfies the weak corkscrew condition or
the corkscrew condition respectively if Ω does.
Example 8.8. Every C1,1 domain in an Iwasawa groupG satisfies the corkscrew
condition. This is proved in [21, Theorem 14] for the Carnot–Carathe´odory metric
on general step two Carnot groups; its validity for the gauge metric follows from
the comparability of these two metrics.
Any number α ∈ (0, 1] satisfying the property in Definition 8.7 is called a
corkscrew constant of Ω. We denote by αΩ the supremum of all such constants. As
a consequence of Corollary 3.12 we obtain the following.
Proposition 8.9. Let U be an open connected subset in a Carnot group G. Let
Ω be a bounded open subset of U satisfying the weak corkscrew condition. Assume
that dist(Ω, ∂U) > 0 and let S be a compact set such that Ω ⊂ S ⊂ U . Let K ≥ 1
be the distortion constant associated to S as in Lemma 3.6. If φ : U → Ω is a
conformal homeomorphism, then φ(Ω) also satisfies the weak corkscrew condition,
moreover,
αφ(Ω) ≥ K−1C−2αΩ.
Proof. Let p′ = φ(p) ∈ Ω. Set R0 = sup{R > 0 : B(p′, R) ⊂ φ(Ω)}. Since Ω
satisfies the WCC, there exists some r0(p) such that for all r < r0(p), there exists
some qr,p such that B(qr,p, αΩr) ⊂ B(p, r) ∩ Ω. Now set
r1(p) = min
{
dist(Ω, ∂U)
4L
,
r0(p)
2
,
R0
C‖Dφ‖∞
}
,
and
R1(p) = C‖Dφ‖∞r1(p).
Using the WCC for p and r ≤ r1(p), and applying Corollary 3.12 twice we get,
B(φ(q), αΩK
−1C−1‖Df‖∞r) ⊂ φ(B(q, αΩr))
⊂ φ(B(p, r))
⊂ B(φ(p), C‖Dφω‖∞r)
⊂ B(φ(p), R0) ⊂ φ(Ω).
(8.2)
Let R ≤ R1(p). Then there exists some r ≤ r1(p) such that R = C‖Dφ‖∞r. Hence
by (8.2),
B(φ(q), αΩK
−1C−2R) = B(φ(q), αΩK−1C−1‖Df‖∞r) ⊂ B(φ(q), R) ⊂ φ(Ω).
Therefore φ(Ω) satisfies the WCC and αφ(Ω) ≥ αΩK−1C−2. The proof of the
proposition is finished. 
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Definition 8.10. A Carnot conformal GDMS S = {φe}e∈E satisfies the weak
corkscrew condition (WCC) if every set Xv, v ∈ V , satisfies such condition. We
then put
αS := min{αXv : v ∈ V }.
Corollary 8.11. If S is a Carnot conformal GDMS satisfying the weak corkscrew
condition, then for each point x ∈ X there are at most KQC2Qa−QS pseudocodes of
x.
Proof. Suppose p ∈ X admits N > 1 pseudocodes. Then there exist mutually
incomparable words τ1, τ2, . . . , τN ∈ E∗Aˆ. Then for each 1 ≤ j ≤ N , x ∈ φτj
(
Xt(τj)
)
.
Since N > 1, we have p ∈ ∂X, and therefore for each 1 ≤ j ≤ N there exists a
point pj ∈ ∂Xt(τj) such that
p = φτj (pj).
By our hypotheses and by Proposition 8.9, each set φτj
(
Xt(τj)
)
satisfies the weak
corkscrew condition and
αφτj (Int(Xt(τj))) ≥ K
−1C−2αS .
Hence for all 1 ≤ j ≤ N and all sufficiently small r > 0, each set φτj (Int(Xt(τj))) ∩
B(p, r) contains a ball B(qj ,K
−1C−2αSr). Due to the mutual incomparability of
the words τ1, τ2, . . . , τN , all of these balls are pairwise disjoint. Thus
c0r
Q = |B(p, r)| ≥
N∑
j=1
|B(qj ,K−1C−2αSr)| ≥ Nc0(K−1C−2αSr)Q
and the proof is complete. 
Arguing exactly as in Proposition 7.18 we can show that if a conformal GDMS
is finite and irreducible then the conclusion of Corollary 8.11 holds without the
weak corkscrew condition.
Remark 8.12. If S is a finite and irreducible Carnot conformal GDMS, then
each point x ∈ X has at most mκ1,κ2 pseudocodes. See Lemma 7.17 and the proof
of Proposition 7.18, especially (7.15), for the definition of mκ1,κ2 .
The following proposition is the main result of this section.
Proposition 8.13. Every Carnot conformal GDMS S satisfying the weak
corkscrew condition is of bounded coding type.
Proof. Suppose to the contrary that there exists a point p ∈ X having, for
some q ≥ 1, arbitrarily long pairs of q-pseudocodes. This means that for each k ∈ N
there exist finite words ω(k) ∈ E∗A and τ (k), ρ(k) ∈ EqA, such that τ (k) and ρ(k) are
different,
(8.3) lim
k→∞
|ω(k)| =∞,
and
p ∈ φω(k) ◦ φτ(k)
(
Xt(τ(k))
) ∩ φω(k) ◦ φρ(k)(Xt(ρ(k)))
for all k ∈ N. We now construct by induction for each n ∈ N a set Cn which
contains at least n + 1 mutually incomparable pseudocodes of p. The existence of
such a set for large n will contradict the statement of Corollary 8.11 and hence will
complete the proof.
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Set
C1 := {ω(1)τ (1), ω(1)ρ(1)}
and suppose that the set Cn has been defined for some n ∈ N. In view of (8.3),
there exists kn ∈ N such that
(8.4) |ω(kn)| > max{|ξ| : ξ ∈ Cn}.
If ω(kn)ρ(kn) does not extend any word from Cn, then by (8.4) the word ω
(kn)ρ(kn)
is not comparable with any element of Cn. We obtain Cn+1 from Cn by adding the
word ω(kn)ρ(kn) to Cn. Similarly, if ω
(kn)τ (kn) does not extend any word from Cn,
then Cn+1 is formed by adding ω
(kn)τ (kn) to Cn. On the other hand, if ω
(kn)ρ(kn)
extends an element α ∈ Cn and ω(kn)τ (kn) extends an element β ∈ Cn, then we ob-
tain from (8.4) that α = ω(kn)||α| and β = ω(kn)||β|. Since Cn consists of mutually
incomparable words, this implies that α = β. Now, form Cn+1 by first removing
α = β from Cn and then adding both ω
(kn)ρ(kn) and ω(kn)τ (kn). Note that no
element γ ∈ Cn \ {α} is comparable with ω(kn)ρ(kn) or ω(kn)τ (kn), since other-
wise γ = ω(kn)||γ|, and consequently, γ would be comparable with α. Since also
ω(kn)ρ(kn) and ω(kn)τ (kn) are incomparable, it follows that Cn+1 consists of mu-
tually incomparable pseudocodes of p. This completes the inductive construction,
and hence finishes the proof. 
As an immediate consequence of this proposition and respectively Theorem 8.5
and Corollary 8.6, we get the following results.
Theorem 8.14. If S = {φe}e∈E is a finitely irreducible Carnot conformal
GDMS satisfying the weak corkscrew condition, then for every t ∈ Fin(S), the
measure mt is of null boundary.
Corollary 8.15. If S = {φe}e∈E is a finitely irreducible Carnot conformal
GDMS satisfying the weak corkscrew condition, then for every t ∈ Fin(S), mt
almost every point in JS has a unique code.
8.3. Conformal measure estimates
In this section we prove several estimates for the conformal measure of a finitely
irreducible Carnot conformal GDMS S when it satisfies some of the conditions
discussed in the previous sections.
Lemma 8.16. Let S = {φe : e ∈ E} be a finitely irreducible Carnot conformal
GDMS. Let also let t ∈ Fin(S) and ω ∈ E∗A. Then for every Borel set F ⊂
Int(Xt(ω))
(8.5) pi−1(φω(F )) = {τ ∈ ENA : τ ||ω| = ω and pi(σ|ω|(τ)) ∈ F}.
If moreover mt is of null boundary, then for every Borel set F ⊂ Xt(ω)
(8.6) m˜t(pi
−1(φω(F ))) = m˜t({τ ∈ ENA : τ ||ω| = ω and pi(σ|ω|(τ)) ∈ F}).
Proof. For ease of notation let
Aω := pi
−1(φω(F )) = {τ ∈ ENA : pi(τ) ∈ φω(F )}
and
Bω = {τ ∈ ENA : τ ||ω| = ω and pi(σ|ω|(τ)) ∈ F}.
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First notice that since for every τ ∈ Bω, pi(τ) = φω(pi(σ|ω|(τ))) and pi(σ|ω|(τ)) ∈ F
we have that Bω ⊂ Aω. Moreover
{τ ∈ ENA : pi(τ) ∈ φω(F ), τ ||ω| = ω and pi(σ|ω|(τ)) /∈ F} = ∅,
hence
(8.7) Aω \Bω ⊂ {τ ∈ ENA : pi(τ) ∈ φω(F ) and τ ||ω| 6= ω} := Cω.
Now if τ ∈ Cω then pi(σ|ω|(τ)) ∈ Xt(τ|ω|), so pi(τ) ∈ φτ ||ω|(Xt(τ|ω|)) and τ ||ω| 6= ω.
Therefore
(8.8) pi(Cω) ⊂
⋃
{τ∈E|ω|A :τ 6=ω}
φτ (Xt(τ)) ∩ φω(F ),
and if mt is of null boundary we deduce that m˜t(Cω) = 0 and (8.6) follows.
Let F ⊂ Int(Xt(ω)). Then as in (8.8),
(8.9) pi(Cω) ⊂
⋃
{τ∈E|ω|A :τ 6=ω}
φτ (Xt(τ)) ∩ φω(Int(Xt(ω))).
By the open set condition, and recalling that the maps φe are homeomorphisms,
we get that for all τ ∈ E|ω|A , τ 6= ω,
(8.10) φτ (Xt(τ)) ∩ φω(Int(Xt(ω))) = φτ (Int(Xτ(τ))) ∩ φω(Int(Xt(ω))) = ∅.
Combining (8.9) and (8.10) we get that Cω = ∅, which implies (8.5). 
Proposition 8.17. Let S = {φe}e∈E be a finitely irreducible Carnot conformal
GDMS. If t ∈ Fin(S) and mt is of null boundary then for every ω ∈ E∗A and every
Borel set F ⊂ Xt(ω) we have
(8.11) mt(φω(F )) ≤ e−P(t)|ω|||Dφω||t∞mt(F ).
Proof. Fix ω ∈ E∗A and a Borel set F ⊂ Xt(ω). Denote k := |ω|. Then, by
Theorem 8.14 and Lemma 8.16, in particular (8.6), we have
(8.12)
mt(φω(F )) = m˜t ◦ pi−1(φω(F ))
= m˜t({τ ∈ ENA : pi(τ) ∈ φω(F )})
= m˜t({τ ∈ ENA : τ ||ω| = ω and pi(σ|ω|(τ)) ∈ F})
= m˜t
(
[ω] ∩ σ−k(pi−1(F ))).
Hence by (7.7) and (7.6)
(8.13)
mt(φω(F )) = e
−P(t)kL∗kt m˜t(11[ω]∩σ−k(pi−1(F )))
= e−P(t)k
∫
ENA
∑
τ∈EkA:Aτkρ1=1
||Dφτ (pi(ρ))||t11[ω]∩σ−k(pi−1(F )(τρ) dm˜t(ρ)
= e−P(t)k
∫
{ρ∈pi−1(F ):Aωkρ1=1}
||Dφω(pi(ρ))||t dm˜t(ρ)
≤ e−P(t)k||Dφω||t∞m˜t
({ρ ∈ pi−1(F ) : Aωkρ1 = 1})
≤ e−P(t)k||Dφω||t∞m˜t
(
pi−1(F )
)
= e−P(t)k||Dφω||t∞mt(F ).
The proof is complete. 
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Note that in the previous proof the fact that mt has null boundary was only
used in the third equality of (8.12). Therefore if F ⊂ Int(Xt(ω)) using (8.5) we
can prove (8.11) without assuming the weak corkscrew condition. We state this
observation in the following remark.
Remark 8.18. Let S = {φe}e∈E be a finitely irreducible Carnot conformal
GDMS. If t ∈ Fin(S), then for every ω ∈ E∗A, (8.11) holds for every Borel set
F ⊂ Int(Xt(ω)).
A lower bound corresponding to (8.11) is given in Proposition 8.22. First, we
need the following lemma and some new definitions.
Lemma 8.19. Let S = {φe}e∈E be a finitely irreducible Carnot conformal
GDMS of bounded coding type (for example satisfying the weak corkscrew condi-
tion). If t ∈ Fin(S), then
m˜t(pi
−1(A) ∩B) = mt
(
A ∩ pi(B))
for every Borel set A ⊂ X and every Borel set B ⊂ ENA. In particular (taking
A = JS),
m˜t(B) = mt(pi(B)).
Proof. Assume that ω ∈ pi−1(pi(B)) \ B. Then there must exist τ ∈ B such
that pi(τ) = pi(ω). Hence τ 6= ω, and let k ∈ N be the least integer such that
τk 6= ωk. So,
ω ∈ pi−1(φω|k(Xt(ωk)) ∩ φτ |k(Xt(τk))).
In conclusion,
pi−1(pi(B)) \B ⊂ pi−1
 ∞⋃
k=1
⋃
|ω|=|τ|=k
ω 6=τ
φω(Xt(ωk)) ∩ φτ (Xt(τk))
 .
Since mt is of null boundary (see Theorem 8.5), we get
m˜t
(
pi−1(pi(B)) \B) = 0.
Since also B ⊂ pi−1(pi(B)), we therefore get
mt
(
A∩pi(B)) = m˜t(pi−1(A∩pi(B))) = m˜t(pi−1(A)∩pi−1(pi(B))) = m˜t(pi−1(A)∩B)
and the proof is complete. 
For each a ∈ E, let E−a := {b ∈ E : Aab = 1} and E∞a := {ω ∈ ENA : ω1 ∈ E−a }.
Definition 8.20. A Carnot conformal GDMS S = {φe : e ∈ E} satisfies the
strong separation condition (SSC) if pi(E∞e ) ∩ pi(E∞i ) = ∅ for all e 6= i ∈ E.
Remark 8.21. Each system satisfying the strong separation condition is of
bounded coding type.
Proposition 8.22. Suppose that S = {φe}e∈E is a finitely irreducible Carnot
conformal GDMS of bounded coding type (for example satisfying the weak corkscrew
condition). If t ∈ Fin(S), then for every ω ∈ E∗A and every Borel set F ⊂ Xt(ω),
we have
mt(φω(F )) ≥ K−te−P(t)|ω|||Dφω||t∞mt
(
F ∩ pi(E∞ω|ω|)).
94 8. CONFORMAL MEASURES AND REGULARITY OF DOMAINS
Proof. Put k := |ω|. Starting with the third line of (8.13) and using Lemma 8.19
we continue as follows:
mt(φω(F )) = e
−P(t)k
∫
{ρ∈pi−1(F ):Aωkρ1=1}
||Dφω(pi(ρ))||t dm˜t
≥ K−te−P(t)k||Dφω||t∞m˜t
({ρ ∈ pi−1(F ) : Aωkρ1 = 1})
= K−te−P(t)k||Dφω||t∞m˜t
(
pi−1(F ) ∩ E∞ωk
)
= K−te−P(t)k||Dφω||t∞mt
(
F ∩ pi(E∞ωk)
)
.
The proof is complete. 
Proposition 8.23. Suppose that S = {φe}e∈E is a finitely irreducible Carnot
conformal GDMS of bounded coding type (for example satisfying the weak corkscrew
condition). If t ∈ Fin(S), then Mt := inf {mt(pi(E∞e )) : e ∈ E} > 0.
Proof. Let Φ ⊂ E∗A be a finite set witnessing finite irreducibility of the inci-
dence matrix A. Let
Φ1 := {ω1 : ω ∈ F}.
By (7.18), we have
γ = min{m˜t([e]) : e ∈ Φ1} > 0.
By the definition of Φ, for every e ∈ E there exists b ∈ Φ1 such that Aeb = 1, which
means that b ∈ E−e . Hence, E∞e ⊃ [b]. Thus, using Lemma 8.19, we get
mt
(
pi(E∞e )
)
= m˜t(E
∞
e ) ≥ γ > 0.
The proof is complete. 
Corollary 8.24. Suppose that S = {φe}e∈E is a finitely irreducible maximal
Carnot conformal GDMS of bounded coding type (for example satisfying the weak
corkscrew condition). If t ∈ Fin(S), then for every ω ∈ E∗A and every Borel set
F ⊂ JS ∩Xt(ω), we have
mt(φω(F )) ≥ K−te−P(t)|ω|||Dφω||t∞mt(F ).
Proof. In view Proposition 8.22 it suffices to show that for every ω ∈ E∗A and
every Borel set F ⊂ JS ∩Xt(ω)
(8.14) F ∩ pi(J−ω|ω|) = F.
By way of contradiction suppose that there exists some x ∈ F \ pi(J−ω||ω|). By
maximality,
J−ω||ω| = {τ ∈ E
N
A : Aω|ω|τ1 = 1} = {τ ∈ ENA : t(ω|ω|) = i(τ1)}
= {τ ∈ ENA : φτ1(Xt(τ1)) ⊂ Xt(ω)}.
(8.15)
If x = pi(τ) for some τ ∈ ENA, by (8.15)
φτ1(Xt(τ1)) ∩Xt(ω) = ∅,
and we have reached a contradiction because x ∈ F ⊂ Xt(ω) and trivially x ∈
φτ1(Xt(τ1)). The proof of the corollary is complete. 
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Remark 8.25. Notice that for S and t as above, if ω ∈ E∗A, x ∈ Xt(ω) and
r < ηS then
mt(φω(B(x, r))) ≥ mt(φω(B(x, r) ∩ JS ∩Xt(ω)))
≥ K−te−P(t)|ω|||Dφω||t∞mt(B(x, r) ∩ JS ∩Xt(ω))
= K−te−P(t)|ω|||Dφω||t∞mt(B(x, r)),
where in the last equality we also used that the sets Sv, v ∈ V, are disjoint.
Before proving the next theorem which gives some very general bounds on the
size of the limit set we need to introduce some notation. If S = {φe}e∈E is a GDMS,
for n ∈ N let
Xn =
⋃
ω∈EnA
φω(Xt(ω)).
Theorem 8.26. If S = {φe}e∈E is a finitely irreducible Carnot conformal
GDMS such that |IntX \X1| > 0 then
(8.16) |JS | = 0.
If moreover S is regular and of bounded coding type then
(8.17) dimH JS < Q.
Proof. For n ∈ N and v ∈ V , let
Xnv := X
n ∩Xv =
⋃
ω∈EnA:i(ω)=v
φω(Xt(ω)).
Since |IntX \X1| > 0 there exists some v0 ∈ V such that
(8.18) |IntXv0 \X1v0 | > 0.
We will first show that there exists some n0 ∈ N such that
(8.19) |IntXv \Xn0v | > 0,
for all v ∈ V .
Let v ∈ V .and let e, e0 ∈ E such that i(e) = v and t(e0) = v0. Since S is finitely
irreducible there exists some ω ∈ E∗A, with |ω| ≤ m0 for some m0 ∈ N depending
only on S, such that ω′ := eωe0 ∈ E∗A. Therefore,
(8.20) |φω′(IntXv0) \ φω′(X1v0)| > 0.
Now if |ω′| = k notice that
(8.21) Xk+1v ∩ φω′(IntXv0) ⊂ φω′(X1v0).
First observe that (8.21) makes sense because v ∈ V˜ , hence X1v0 6= ∅. Moreover,
Xk+1v ⊂ φω′
 ⋃
e∈E:t(e)=v
φe(Xt(e))
 ∪ ⋃
τ∈Iv
φτ (Xt(τ))
= φω′(X
1
v0) ∪
⋃
τ∈Iv
φτ (Xt(τ)),
where Iv = {τ ∈ Ek+1A : i(τ) = v and τ |k 6= ω′}. But for every τ ∈ Iv by the open
set condition
φτ (Xt(τ)) ∩ φω′(IntXv0) ⊂ φτ |k(Xt(τk)) ∩ φω′(IntXv0) = ∅,
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and (8.21) follows. Now using (8.20) and (8.21) one can show that
(8.22) |IntXv \Xk+1v | ≥ |φω′(IntXv0) \ φω′(X1v0)| > 0.
To see (8.22) notice that
φω′(Int(Xt(ω′))) = φω′(Int(Xt(e0))) ⊂ IntXi(e) = IntXv.
Hence by (8.21)
IntXv \Xk+1v ⊃ φω′(IntXv0) \Xk+1v
⊃ φω′(IntXv0) \ φω′(X1v0) = φω′(IntXv0 \X1v0),
and (8.22) follows by (8.20). Now (8.22) implies (8.19) because k = |ω′| ≤ m0 + 2.
For n0 as in (8.19) set Gv = IntXv \Xn0v for v ∈ V . Then by Theorem 3.4 for
every ω ∈ E∗A,
(8.23)
|φω(Gt(ω))|
|φω(Xt(ω))| ≥ K
−Q |Gt(ω)|
|Xt(ω)| ≥ K
−Qγ,
where γ := minv∈V
|Gv|
|Xv| > 0. because by (8.19), |Gv| > 0 for all v ∈ V .
Let n ∈ N, then
Xn+n0 ⊂
⋃
ω∈EnA
φω(X
n0
t(ω)) ⊂
⋃
ω∈EnA
φω(Xt(ω) \Gt(ω))
=
⋃
ω∈EnA
φω(Xt(ω)) \
⋃
ω∈EnA
φω(Gt(ω))
= Xn \
⋃
ω∈EnA
φω(Gt(ω)).
Therefore by the open set condition and (8.23) we have for every n ∈ N
|Xn+n0 | ≤ |Xn| −
∣∣∣∣∣∣
⋃
ω∈EnA
φω(Gt(ω))
∣∣∣∣∣∣
= |Xn| −
∑
ω∈EnA
|φω(Gt(ω))|
= |Xn| −K−Qγ
∑
ω∈EnA
|φω(Xt(ω))|
≤ |Xn| −K−Qγ|Xn| = (1−K−Qγ)|Xn|.
(8.24)
Since Xn is a decreasing sequence of sets, (8.24) implies that
(8.25) lim
n→∞ |X
n| = 0,
hence we also deduce that |JS | = 0, because JS ⊂ Xn for all n ∈ N. Thus the first
part of the theorem is proven.
We will now prove the second part of the theorem by way of contradiction. To
this end suppose that dimH(JS) = Q. Since S is regular Theorem 7.21 implies that
P(Q) = 0. Hence by Proposition 7.6 Q ∈ Fin(S). Therefore for every ω ∈ E∗A and
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every Borel set A ⊂ Xt(ω) such that |A| > 0, using Proposition 8.17, Theorem 8.5
and Theorem 3.4 we have,
mQ(φω(A)) ≤ ‖Dφω‖QmQ(A) = KQK−Q‖Dφω‖Q|A|mQ(A)|A|
≤ KQ|φω(A)|mQ(A)|A| .
(8.26)
For ω ∈ EnA we denote
Yω = φω(Xt(ω)) ∩
⋃
τ∈EnA\{ω}
φτ (Xt(τ)).
Since S is of bounded coding type, by Theorem 8.5 we deduce that mQ is of null
boundary hence,
(8.27) mQ(Yω) = 0.
Notice also that by the open set condition it is not difficult to see that
(8.28) φ−1ω (Yω) ⊂ ∂X.
Using (8.27) we get
mQ(X
n) ≤
∑
ω∈EnA
mQ(φω(Xt(ω))) =
∑
ω∈EnA
mQ(φω(Xt(ω)) \ Yω)
=
∑
ω∈EnA
mQ(φω(Xt(ω) \ φ−1ω (Yω))).
Notice that (8.28) implies that |Xt(ω) \ φ−1ω (Yω)| > 0. Therefore by (8.26) and
(8.28)
mQ(X
n) ≤
∑
ω∈EnA
mQ(φω(Xt(ω) \ φ−1ω (Yω)))
≤ KQ
∑
ω∈EnA
mQ(Xt(ω) \ φ−1ω (Yω))
|Xt(ω) \ φ−1ω (Yω)|
|φω(Xt(ω) \ φ−1ω (Yω))|
≤ KQ mQ(X)
min{|IntXv| : v ∈ V }
∑
ω∈EnA
|φω(Xt(ω) \ φ−1ω (Yω))|.
Observe that
φω(Xt(ω) \ φ−1ω (Yω)) ∩ φτ (Xt(τ) \ φ−1τ (Yτ )) = ∅
for ω, τ ∈ EnA with ω 6= τ . Therefore, setting δ = KQ mQ(X)min{|IntXv|:v∈V } , we have
mQ(X
n) ≤ δ
∑
ω∈EnA
|φω(Xt(ω) \ φ−1ω (Yω))| = δ
∣∣∣∣∣∣
⋃
ω∈EnA
φω(Xt(ω) \ φ−1ω (Yω))
∣∣∣∣∣∣
≤ δ
∣∣∣∣∣∣
⋃
ω∈EnA
φω(Xt(ω))
∣∣∣∣∣∣ = δ|Xn|,
(8.29)
for all n ∈ N. Using (8.29) and (8.25) we deduce that mQ(JS) = 0. Hence
we have reached a contradiction, because S is regular and for example by (7.18),
mQ(JS) > 0. The proof of the theorem is complete. 

CHAPTER 9
Examples revisited
In this chapter we return to the examples described in Chapter 6. We illustrate
the results of the previous chapters by discussing their implications for the invariant
sets of the iterated function systems and graph directed Markov systems of that
chapter. We provide computations of and estimates for two different Hausdorff di-
mensions of such invariant sets: the dimension with respect to the sub-Riemannian
metric and the dimension with respect to the underlying Euclidean metric. Note
that these invariant sets are defined by iteration of mappings which, while they are
conformal in the sub-Riemannian sense, are no longer conformal in the Euclidean
sense. From the Euclidean perspective the maps in question are quite general non-
linear C1 mappings.
Recall from section 1.3 that the Dimension Comparison Problem in sub-Rieman-
nian Carnot groups asks for sharp comparison estimates relating the Hausdorff di-
mensions of sets with respect to the aforementioned two bi-Lipschitz inequivalent
metrics. In the following sections we point out the computations and estimates
for dimensions of invariant sets arising from the results of the previous chapters
together with the Dimension Comparison Theorem.
9.1. Infinite self-similar iterated function systems
Let G be an arbitrary Carnot group and let S = {φe : G → G}e∈E be a self-
similar IFS with countably infinite alphabet E as in section 6.1. Assume that the
open set condition is satisfied. Then
dimH JS = dimP JS = h,
where h denotes the similarity dimension for S, i.e.,
h = inf
{
t ≥ 0 :
∑
e∈E
rte < 1
}
.
Here re denotes the contraction ratio for the similarity φe. In view of the Dimension
Comparison Theorem, we further obtain the estimates
(β+)
−1(h) ≤ dimH,E JS ≤ (β−)−1(h)
for the Euclidean Hausdorff dimension of JS . Here β+ and β− denote the dimension
comparison functions for the Carnot group G. These results were obtained in
[9, Section 4] for finite alphabet self-similar IFS in Carnot groups; our primary
contribution here is to extend these formulas and estimates to the case of countably
infinite alphabets.
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9.2. Continued fractions in groups of Iwasawa type
In this section we apply the results we obtained in Chapters 7 and 8 to the
continued fractions systems that we introduced in Section 6.3. We remind the
reader that we are studying continued fractions as limit sets of dynamical systems
in Iwasawa groups. In particular for ε ≥ 0 we consider the conformal iterated
function systems
Sε =
{
φγ : B (o, 1/2)→ B (o, 1/2)
}
γ∈Iε
where 1 the constant appearing in Theorem 6.2 and
• Iε = G(Z) ∩B(o,∆ε)c,
• ∆ε = 52 + ε, and• φγ = J ◦ `γ .
In our first theorem we calculate the θ-number for such systems.
Theorem 9.1. Let G be a Carnot group of Iwasawa type and for ε ≥ 0 let
Sε = {φγ}γ∈Iε be the continued fraction conformal dynamical system. Then for all
ε ≥ 0,
θSε =
Q
2
and Sε is co-finitely regular.
Proof. Fix ε ≥ 0, and for simplifying notation set I = Iε and ∆ = ∆ε.
Moreover without loss of generality we can assume that A2 from Theorem 6.2
satisfies A2 ≥ 1. Let
I0 = {γ ∈ I : ∆ ≤ d(γ, o) < ∆ +D}
and for k ∈ N, let
Ik = {γ ∈ I : ∆ +Dk ≤ d(γ, o) < ∆ +Dk+1}
where D = max{2∆, 10A2}. Using (6.13) for t ≥ 0,
(9.1) Z1(t) =
∑
γ∈I
‖Dφγ‖t∞ ≈
∑
k≥0
∑
γ∈Ik
d(γ, 0)−2t ≈
∑
k≥0
∑
γ∈Ik
D−2kt.
We will now fix some k ∈ N, and we will estimate the cardinality of the sets Ik.
First note that
]Ik ≤ ]{G(Z) ∩B(o,∆ +Dk+1)} := ]Jk.
By Theorem 6.2(ii) the balls {B(γ, 1/2)}γ∈G(Z) are pairwise disjoint, hence
]Ik 2
−Q ≤ ]Jk 2−Q
=
1
c0
∑
γ∈Jk
|B(γ, 1/2)|
=
1
c0
∣∣∣∣∣∣
⋃
γ∈Jk
B(γ, 1/2)
∣∣∣∣∣∣
≤ 1
c0
|B(o,∆ +Dk+1 + 1/2)| ≈ DkQ,
where we remind the reader that c0 = |B(o, 1)|. Therefore
(9.2) ]Ik . DkQ.
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We now turn our attention to the lower bound of ]Ik. Set
Sk = B(o,∆ +D
k+1 −A2) \B(o,∆ +Dk +A2).
Recalling Theorem 6.2 it follows easily that
Sk ⊂
⋃
γ∈Ik
B(γ,A2).
Therefore |Sk| ≤ c0]Ik (A2)Q and since |Sk| ≈ DkQ we conclude that
(9.3) ]Ik & DkQ.
Hence by (9.1), (9.2) and (9.3),
Z1(t) ≈
∞∑
k=0
(DQ−2t)k,
and in view of Proposition 7.6(i), θ = Q/2. Moreover Z1(Q/2) = ∞ and recalling
Definition 7.8 we conclude that the system is co-finitely regular. The proof is
complete. 
We can now provide size estimates, on the level of Hausdorff dimension, for the
limit sets of continued fraction conformal dynamical systems.
Theorem 9.2. Let G be a Carnot group of Iwasawa type and for ε ≥ 0 let
Sε = {φγ}γ∈Iε be the continued fraction conformal dynamical system. Then
(1) for all ε ≥ 0, dimH JSε > Q/2,
(2) for all ε > 0, dimH JSε < Q.
Proof. Theorem 9.1 implies that for all ε ≥ 0 the system Sε is co-finitely
regular. Therefore by Proposition 7.15, Theorem 7.21 and Theorem 9.1 we conclude
that
dimH JSε = hSε > θSε =
Q
2
.
For the proof of (2) it suffices to show that the systems Sε satisfy the assump-
tions of Theorem 8.26 for ε > 0. Notice that for all ε ≥ 0 by Example 8.8 the
systems Sε satisfy the weak corkscrew condition. Hence by Proposition 8.13 the
systems Sε are of bounding coding type. Moreover by Theorem 9.1 the systems Sε
are co-finitely regular, hence regular. Therefore in order to prove (2) it suffices to
show that for ε > 0
(9.4)
∣∣∣∣∣∣B (o, 1/2) \
⋃
γ∈Iε
φγ
(
B (o, 1/2)
)∣∣∣∣∣∣ > 0.
For γ ∈ Iε arguing as in (6.12) we have that
φγ
(
B (o, 1/2)
) ⊂ B(o, 1
2 + ε
)
.
Hence we deduce that ⋃
γ∈Iε
φγ
(
B (o, 1/2)
) ⊂ B(o, 1
2 + ε
)
,
and (9.4) follows. The proof of the theorem is complete. 
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The following theorem concerns the spectrum of Hausdorff dimensions of the
limit sets of subsystems of continued fractions conformal dynamical systems.
Theorem 9.3. Let G be a Carnot group of Iwasawa type and for ε ≥ 0 let
Sε = {φγ}γ∈Iε be the continued fraction conformal dynamical system. For every
t ∈ (0, Q/2) there exists a proper subsystem Sε,t of Sε such that
dimH JSε,t = t.
Proof. The proof is a direct application of Theorem 7.25. 
We can also prove that in any Iwasawa group G there exist continued fractions
conformal dynamical systems whose limit set has Hausdorff dimension arbitrarily
close to Q/2.
Theorem 9.4. Let G be a Carnot group of Iwasawa type. Then there exists an
increasing sequence (Rn)
∞
n=1 with Rn →∞ such that
lim
n→∞dimH JSRn =
Q
2
.
Here SRn = {φγ}γ∈IRn corresponds to the continued fractions conformal system as
in (6.11).
Proof. To simplify notation let I0 = I and if T ⊂ I let SI\T = {φγ}γ∈I\T .
By Theorem 7.16, Theorem 7.21 and Theorem 9.1 we have that
(9.5)
Q
2
= inf{dimH JSI\T : T ⊂ I finite}.
Therefore there exists an increasing sequence (Tn)
∞
n=1 of finite subsets of I so
that
(9.6) dimH JSI\Tn → Q/2.
Moreover for every n ∈ N there exists some Rn such that Tn ⊂ B(o,Rn), recalling
Subsection 6.3.2 this implies that Tn ⊂ B(o,∆Rn). Since IRn = I \ T for some
finite set T ⊂ I, (9.5) implies
dimH JSI\Tn ≥ dimH JSRn ≥
Q
2
.
By (9.6) we deduce that dimH JSRn → Q/2 and the proof is complete. 
In view of the Dimension Comparison Theorem 1.2, Theorems 9.2, 9.3 and
9.4 have obvious Euclidean consequences. For instance, the following corollary is
obtained by applying the estimates in Theorem 1.2 in connection with Theorem
9.2.
Corollary 9.5. Let G be a Carnot group of Iwasawa type and for ε ≥ 0 let
Sε = {φγ}γ∈Iε be the continued fraction conformal dynamical system. Identify G
with the Euclidean space RN equipped with the Euclidean metric dE. Then
(1) for all ε ≥ 0, dimH,E JSε > (β+)−1(Q/2),
(2) for all ε > 0, dimH,E JSε < N .
Note that the value of (β+)
−1(Q/2) depends on the particular Iwasawa group
G. In fact, the choice of which expression in (1.12) is relevant is different depending
on the group G. In the complex Heisenberg groups Heisn = HeisnC we always have
(β+)
−1(Q2 ) =
Q
2 − 1 = n,
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while in the first octonionic Heisenberg group Heis1O we have
(β+)
−1(Q2 ) =
Q
4 =
11
2 .
In the quaternionic Heisenberg groups HeisnH the answer depends on the value of
n:
(β+)
−1(Q2 ) =
{
Q
2 − 1 = 4 in Heis1H,
Q
4 = n+
3
2 in Heis
n
H, n ≥ 2.
Remark 9.6. Estimates for the Euclidean dimensions of Carnot–Carathe´odory
self-similar sets were previously obtained in [7] and [9].
9.3. Iwasawa conformal Cantor sets
In this section we return to the conformal Cantor sets that where introduced in
Section 6.2. Recall that conformal Cantor sets are limit sets of conformal iterated
function systems
S = {φn : G→ G}n∈N
where
φn = `pn ◦ δrn ◦ `J (pn)−1 ◦ J ,
and
• G is an open set, G is compact and o /∈ G,
• P = (pn)∞n=1 is a discrete sequence of points in G,
• dn = infm 6=n d(pn, pm) and limn→∞ dn = 0,
• dist(P, ∂G) > supn∈N dn,
• d0 := diamJ (G), and rn < min{s, dn2d0 } for some s < 1.
For all n ∈ N and p ∈ G, by (3.6) and (3.5)
‖Dφn(p)‖ = rn‖DJ (p)‖ = rn
d(p, o)2
.
Hence ‖Dφn‖∞ ≈ rn where the constant depends only on the open set G. Therefore
if S is a conformal iterated function system as above, by Proposition 7.6
(9.7) θS = inf
{
t ≥ 0 :
∑
n∈N
rtn <∞
}
.
We now describe a specific type of conformal Cantor sets in Iwasawa groups
and provide estimates for their Hausdorff dimensions.
Let ε > 1 and for n ∈ N set
Σn = ∂B
o, n∑
j=1
1
jε
 .
Denote by Πn the maximal collection of points in Σn with mutual distances at
least
(
1
n+2
)ε
. It is well known, see e.g. [22] and [26], that the (Q− 1)-dimensional
spherical Hausdorff measure SQ−1 restricted to the boundaries of Kora´nyi balls is
Ahlfors (Q− 1)-regular, recall (7.19) for the definition of Ahlfors regularity. Since
for all n ∈ N the restriction of SQ−1 on Σn is Ahlfors (Q− 1)-regular one can show
that
(9.8) ]Πn ≈
(
1
n+ 2
)ε(1−Q)
.
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Let Π =
⋃
n∈N Πn. We will now show that if p ∈ Πn then
(9.9)
(
1
n+ 2
)ε
≤ inf
q∈Π\{p}
d(p, q) ≤ 4
(
1
n+ 2
)ε
.
For the right hand side inequality first notice that
Σn ⊂
⋃
q∈Πn
B
(
q, 2
(
1
n+ 2
)ε)
.
Now fix some p ∈ Πn. Since Σn is a connected metric space with the relative
topology of d it follows that B
(
p, 2
(
1
n+2
)ε)
intersects some set from the family{
Σn ∩B
(
q, 2
(
1
n+2
)ε)}
q∈Πn\{p}
of (relative) open sets. Therefore there exists
q ∈ Πn such that
Σn ∩B
(
p, 2
(
1
n+ 2
)ε)
∩B
(
q, 2
(
1
n+ 2
)ε)
6= ∅.
In particular
d(p, q) ≤ 4
(
1
n+ 2
)ε
and the desired inequality follows.
For the remaining inequality we will first show that for all n ∈ N
(9.10) dist(Σn,Σn+1) ≥
(
1
n+ 1
)ε
.
To prove (9.10) suppose by way of contradiction that there exist xn ∈ Σn and
xn+1 ∈ Σn+1 such that d(xn, xn+1) <
(
1
n+1
)ε
. Then
d(xn+1, o) ≤ d(xn, xn+1) + d(xn, o) <
n∑
j=1
1
jε
+
(
1
n+ 1
)ε
=
n+1∑
j=1
1
jε
and we have reached a contradiction since xn+1 ∈ Σn+1. Therefore by (9.10)
inf
q∈Π\{p}
d(p, q) = inf
q∈Πn\{p}
d(p, q) ≥
(
1
n+ 2
)ε
and (9.9) follows.
We remark that if we write Π = (pk)
∞
k=1 and set
dk = inf
l 6=k
d(pk, pl)
then (9.9) implies that
lim
k→∞
dk = 0.
We can now define the CIFS as in Section 6.2 . Let
Gε =
{
B
(
o,
∑
n∈N
1
nε
+ 1
)
\B
(
o,
1
2
)}
.
For k ∈ N we define the conformal maps φk : Gε → Gε by
(9.11) φk = `pk ◦ δdk/(10d0) ◦ `J (pk)−1 ◦ J ,
where as before d0 = diamJ (G), and we set Sε = {φk : Gε → Gε}k∈N.
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We will now verify that Sε satisfies the open set condition. Let pk, pl ∈ Π, pk 6=
pl, and let nl, nk ∈ N such that pk ∈ Πnk and pl ∈ Πnl . If nl 6= nk, assume without
loss of generality that nl > nk and notice that
d(pk, pl) ≥ dist(Σnk ,Σnl) ≥ dist(Σnk ,Σnk+1) ≥
(
1
nk + 1
)ε
.
But by (9.9)
(9.12) diam(φk(Gε)) =
dk
10d0
diam(J (Gε)) ≤ 4
10
(
1
nk + 2
)ε
.
Moreover diam(φl(Gε)) < diam(φk(Gε)) because nl > nk. Hence by (9.12) we
deduce that φk(Gε) ∩ φl(Gε) = ∅. If nl = nk := n then
d(pl, pk) ≥
(
1
n+ 2
)ε
.
As in (9.12) we have that
diam(φk(Gε)) + diam(φl(Gε)) ≤ 8
10
(
1
n+ 2
)ε
.
Hence for all k, l ∈ N, k 6= l,
φk(Gε) ∩ φl(Gε) = ∅.
To finish the proof of the open set condition it remains to show that for all
k ∈ N, φk(Gε) ⊂ Gε. First notice that by (9.12) for all k ∈ N, diam(φk(Gε)) < 1/2
and there exist nk ∈ N such that pk ∈ Σnk , hence for all k ∈ N,
1 ≤ d(pk, o) <
∑
n∈N
1
nε
.
Therefore if x ∈ φk(Gε), then
d(x, o) ≤ d(x, pk) + d(pk, o) <
∑
n∈N
1
nε
+ 1/2,
and in the same way
d(x, o) ≥ d(pk, o)− d(x, pk) > 1/2.
Therefore the conformal iterated function system Sε satisfies the open set condition.
The following theorem gathers information about the Hausdorff dimension of
the Cantor sets JSε . Note that by part (iv) of the following theorem, it follows that
every value t ∈ (0, Q) arises as the Hausdorff dimension of the invariant set of some
subsystem of a GDMS associated to a conformal Cantor set.
Theorem 9.7. Let G be a Carnot group of Iwasawa type. Let ε > 1 and
consider the conformal iterated function system Sε defined by the conformal maps
φk as in (9.11). Then
(i) θSε = Q− ε−1ε ,
(ii) the system Sε is co-finitely regular,
(iii) dimH JSε > Q− ε−1ε ,
(iv) for all t ∈ (0, Q− ε−1ε ) there exists a proper subsystem Sε,t of Sε such that
dimH JSε,t = t.
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Proof. First observe that once we have shown (i) and (ii) then the remaining
statements of the theorem follow easily. Indeed, (iii) follows by (i), (ii), Proposition
7.15, Theorem 7.21 and Theorem 9.1, while (iv) follows from (i) and Theorem 7.25.
It remains to show (i) and (ii). Recalling (9.7) and the way that the maps φk
were defined, we have
θSε = inf
{
t ≥ 0 :
∑
k∈N
(
dk
10d0
)t
<∞
}
.
By (9.8) and (9.9)∑
k∈N
(
dk
10d0
)t
≈
∑
n∈N
∑
k∈Πn
dtk ≈
∑
n∈N
∑
k∈Πn
(
1
n+ 2
)εt
≈
∑
n∈N
(
1
n+ 2
)ε(1−Q)(
1
n+ 2
)εt
=
∑
n∈N
(
1
n+ 2
)ε(1−Q+t)
.
(9.13)
Hence in view of Proposition 7.6(i), θSε = Q− ε−1ε . Moreover by (9.13), we easily
see that
Z1
(
Q− ε− 1
ε
)
=∞.
Recalling Definition 7.8 we conclude that the system Sε is co-finitely regular. The
proof is complete. 
Remark 9.8. Notice that the Hausdorff dimension of the conformal Cantor
sets JSε can be arbitrarily close to Q, since
lim
ε→1
dimH JSε = Q
by Theorem 9.7.
The following corollary of Theorem 9.7 can be established using the Dimension
Comparison Theorem 1.2.
Corollary 9.9. Let G be a Carnot group of Iwasawa type. Let ε > 1 and
consider the conformal iterated function system Sε defined by the conformal maps
φk as in (9.11). Then the Euclidean Hausdorff dimension of the invariant set of
Sε satisfies
dimH,E JSε > N −
ε− 1
ε
.
CHAPTER 10
Properties of Hausdorff and packing measures of
limit sets
In this chapter we investigate fine properties of limit sets of Carnot conformal
GDMS. In particular we are concerned with the positivity of Hausdorff and packing
measures of limit sets. Under some mild assumptions on the GDMS we can prove
that the h-Hausdorff measure of the limit set is finite and under some standard
separation condition we can show that the h-packing measure is positive. This is
performed in Section 10.1. Deciding whether the h-Hausdorff measure is positive or
if the h-packing measure is finite are subtler questions. In Section 10.2 we provide
necessary and sufficient conditions for the Hausdorff measure of the limit set to be
positive and for its packing measure to be finite.
10.1. Finiteness of Hausdorff measure and positivity of packing
measure
The next theorem shows that very generally the h-Hausdorff measure of the
limit set of a Carnot conformal GDMS is finite.
Theorem 10.1. Let S be a finitely irreducible weakly Carnot conformal GDMS.
(1) If the system is regular, then
(1a) the restriction of the Hausdorff measure to JS , i.e. HhbJS , is abso-
lutely continuous with respect to the conformal measure mh, and
(1b) ‖d(HhbJS)/dmh‖∞ <∞.
(1c) In particular, Hh(JS) <∞.
(2) If the system is not regular then Hh(JS) = 0.
Proof. Let A be an arbitrary closed subset of JS . For every n ∈ N put
An := {ω ∈ EnA : φω(JS) ∩A 6= ∅}.
Then the sequence of sets ( ⋃
ω∈An
φω(Xt(ω))
)∞
n=1
is descending and ⋂
n≥1
( ⋃
ω∈An
φω(Xt(ω))
)
= A.
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Notice also that since for every ω ∈ E∗A pi([ω]) ⊂ φω(Xt(ω)),∑
ω∈An
m˜h([ω]) = m˜h
( ⋃
ω∈An
[ω]
)
= mh
( ⋃
ω∈An
pi−1([ω])
)
≤ mh
( ⋃
ω∈An
φω(Xt(ω))
)
.
(10.1)
Using (5.7), (7.8) and (10.1) we obtain
Hh(A) ≤ lim inf
n→∞
∑
ω∈An
(
diam(φω(Xt(ω)))
)h
≤ (MΛ)h lim inf
n→∞
∑
ω∈An
||Dφω||h∞
≤ ch(MΛ)h lim inf
n→∞ e
nP(h)
∑
ω∈An
m˜h([ω])
≤ ch(MΛ)h lim inf
n→∞ e
nP(h)
(
mh
( ⋃
ω∈An
φω(Xt(ω))
))
.
(10.2)
If S is not regular then P(h) < 0 and by (10.2) we get that Hh(JS) = 0. On the
other hand if S is regular we have that P(h) = 0 hence (10.2) gives that
Hh(A) ≤ (MΛ)hchmh(A).
Since the metric space JS is separable, the measure mh is regular and consequently
the inequality Hh(A) ≤ (MΛ)hc−1h mh(A) extends to all Borel subsets A of JS .
Thus the proof is finished. 
Definition 10.2. We say that the Carnot conformal GDMS S satisfies the
strong open set condition (SOSC) if
(10.3) JS ∩ Int(X) 6= ∅.
Recall that the set X was defined in (5.2).
Assuming the strong open set condition we can show in a straightforward man-
ner that the limit set of a finitely irreducible regular conformal GDMS has positive
h-packing measure.
Proposition 10.3. If S is a finitely irreducible, regular Carnot conformal
GDMS satisfying the strong open set condition, then Ph(JS) > 0.
Proof. Let v ∈ V such that JS ∩ Int(Xv) 6= ∅. Then there exists some τ ∈ EqA
for some q ∈ N such that i(τ) = v and φτ (Xt(τ)) ⊂ Int(Xv). Set
γ = min{dist(φτ (Xt(τ)), ∂X), ηS},
where ηS was defined in (5.8). Let
W = {ω ∈ E∞A : ω|[n+1,n+q] = τ for infinitely many n′s}
and let W0 be the subset of ENA whose elements do not contain τ as a subword.
Since [τ ] ∩W0 = ∅ we conclude that µ˜h(W0) < 1. Recall that by Theorem 7.4 µ˜h
is ergodic with respect to σ. Ergodicity implies that for any Borel set S ⊂ ENA such
that σ−1(S) ⊂ S, µ˜h(S) ∈ {0, 1}. To see this, let S be a Borel subset of ENA such
that σ−1(S) ⊂ S. Since σ is µ˜h-measure preserving, µ˜h(σ−1(S)) = µ˜h(S). Hence
µ˜h(σ
−1(S)4S) = µ˜h(S)− µ˜h(T−1(S)) = 0,
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and by the ergodicity of µ˜h we conclude that µ˜h(S) ∈ {0, 1}. Now notice that
σ−1(ENA \ W0) ⊂ ENA \ W0. Hence by the previous observation and the fact that
µ˜h(E
N
A \W0) > 0 we deduce that µ˜h(W0) = 0. It is also easy to see that ENA \W =
∪n∈Nσ−n(W0). Therefore, since µ˜h is shift invariant, we deduce that µ˜h(ENA \W) =
0 and consequently
µh(JS \ pi(W)) = µ˜h ◦ pi−1(JS \ pi(W)) ≤ µ˜h(ENA \W) = 0.
Now for any ω ∈ W and n ∈ N such that ω|[n+1,n+q] = τ by (5.5) we have that
B(pi(ω), (KC)−1‖Dφω|n‖∞ γ) ⊂ φω|n(B(pi(σn(ω)), γ)).
Moreover by the choice of γ,
B(pi(σn(ω)), γ) ⊂ B(φt(Xt(τ)), γ) ⊂ Int(Xi(τ)) = Int(Xt(ω|n)).
Hence by Remark 8.18;
mh(B(pi(ω), (KC)
−1‖Dφω|n‖∞ γ)) ≤ ‖Dφω|n‖h∞mh(B(pi(σn(ω)), γ))
≤ (KCγ−1)h ((KC)−1‖Dφω|n‖∞γ)h.
Since by Theorem 7.4 mh and µh are equivalent, the proof is concluded by invoking
Theorem [44, A2.0.13(1)]. 
10.2. Positivity of Hausdorff measure and finiteness of packing measure
Let (X, ρ) be a metric space. Let ν be a finite Borel measure on X. Fix s > 0.
We say that the measure ν is upper geometric with exponent s if
(10.4) ν(B(x, r)) ≤ cν rs
for all x ∈ X, all radii r ≥ 0 and some constant cν ∈ [0,+∞). Likewise, we say
that the measure ν is lower geometric with exponent s if
(10.5) ν(B(x, r)) ≥ cν rs
for all x ∈ X, all radii r ∈ [0, 1] and some constant cν ∈ (0,+∞]. If ν is both
upper geometric and lower geometric with the same exponent s > 0, it is called
geometric with exponent s. Geometric measures with exponent s are also frequently
referred to as Ahlfors s-regular measures. If we do not care at a moment about the
particular value of the exponent s, we simply refer to the aforementioned measures
as upper geometric, lower geometric, geometric, or Ahlfors regular measures.
Definition 10.4. A set X ⊂ G is said to satisfy the boundary regularity con-
dition if there exists a constant γX ∈ (0, 1] such that
|Int(X) ∩B(x, r)| ≥ γX |B(x, r)|
for all x ∈ X and all radii r ∈ (0,diam(X)).
Alternatively, for all t > 0 there exists γX,t such that
|Int(X) ∩B(x, r)| ≥ γX,t|B(x, r)|
for all x ∈ X and all radii r ∈ (0, t).
Definition 10.5. A Carnot conformal GDMS S = {φe}e∈E is said to be bound-
ary regular if each set Xv, v ∈ V , satisfies the boundary regularity condition. We
put γ := min{γXv : v ∈ V } and γt := min{γXv,t : v ∈ V } for all t > 0.
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Remark 10.6. Every Carnot conformal GDMS satisfying the corkscrew con-
dition is boundary regular.
For boundary regular Carnot conformal GDMS we shall prove now the following
improvement of Lemma 7.17.
Lemma 10.7. If S is a boundary regular Carnot conformal GDMS, then for all
κ > 0, for all r > 0 and for all x ∈ X, the cardinality of any collection of mutually
incomparable words ω ∈ E∗A that satisfy the conditions
(10.6) B(x, r) ∩ φω(Xt(ω)) 6= ∅
and
(10.7) diam(φω(Xt(ω))) ≥ κr,
is bounded above by (3ΛK)Qγ−1ΛMκ−1 .
Proof. Let F be any collection of A-admissible words satisfying the hypothe-
ses of our lemma. By (10.7) and (5.7) we get that
||Dφω||−1∞ r ≤ ΛMκ−1
for every ω ∈ F . Again by hypotheses, for every ω ∈ F there exists pω ∈ Int(Xt(ω))
such that φω(pω) ∈ B(x, r). By the open set condition all the sets
φω
(
B(pω, ||Dφω||−1∞ r) ∩ Int(Xt(ω))
)
, ω ∈ F,
are mutually disjoint. Also by (5.6)
diam
(
φω
(
B(pω, ||Dφω||−1∞ r) ∩ Int(Xt(ω))
)) ≤ 2Λr.
Therefore, since φω(B(pω)) ∈ B(x, r),
φω
(
B(pω, ||Dφω||−1∞ r) ∩ Int(Xt(ω))
) ⊂ B(x, 3Λr).
Therefore, by Theorem 3.4
c0(3Λr)
Q = |B(x, 3Λr)| ≥
∣∣∣∣∣ ⋃
ω∈F
φω
(
B(pω, ||Dφω||−1∞ r) ∩ Int(Xt(ω))
)∣∣∣∣∣
=
∑
ω∈F
|φω
(
B(pω), ||Dφω||−1∞ r) ∩ Int(Xt(ω))|
≥
∑
ω∈F
K−Q||Dφω||Q∞ |B(pω, ||Dφω||−1∞ r) ∩ Int(Xt(ω))|
≥
∑
ω∈F
K−QγΛMκ−1 ||Dφω||Q∞ |B(pω, ||Dφω||−1∞ r)|
= c0K
−QγΛMκ−1
∑
ω∈F
||Dφω||Q∞(||Dφω||−1∞ r)Q
= c0K
−QγΛMκ−1#FrQ
Therefore #F ≤ (3ΛK)Qγ−1ΛMκ−1 and the proof is complete. 
The first main result of this section gives necessary and sufficient conditions for
the Hausdorff measure of JS to be positive. In particular it shows that Hh(JS) is
positive if and only if the conformal measure mh is upper geometric with exponent
h.
10.2. POSITIVITY OF HAUSDORFF MEASURE AND FINITENESS OF PACKING MEASURE111
Theorem 10.8. If S is a maximal regular Carnot conformal GDMS satisfying
the corkscrew condition, then the following conditions are equivalent.
(a) Hh(JS) > 0.
(b) There exists H > 0 such that
mh(B(y, r)) ≤ Hrh
for every e ∈ E, every radius r ≥ diam(φe(Xt(e))), and every y ∈ φe(Xt(e)).
(c) There exist H > 0 and γ ≥ 1 such that for every e ∈ E and every radius
r ≥ γ diam(φe(Xt(e))) there exists y ∈ φe(Xt(e)) such that
mh(B(y, r)) ≤ Hrh.
(d) The measure mh is upper geometric with exponent h. More precisely, there
exists cS > 0 such that
mh(B(x, r)) ≤ cS rh
for every x ∈ JS and all r ∈ [0,+∞).
Proof. (a)⇒(b). In order to prove this implication suppose that (b) fails.
Then for every H > η−hS , where ηS is as in (5.8), there exists j ∈ E such that
mh(B(x, r)) > Hr
h
for some x ∈ φj(Xt(j)) and some r ≥ diam(φj(Xt(j))). Let E∞A (∞) be the set of
words in ENA that contain each element of E infinitely often. Let
J1 := pi(E
∞
A (∞)).
Fix ω ∈ E∞A (N) and put z := pi(ω). Then ωn+1 = j for some n ∈ N. Set zn =
pi(σn(ω)). So, z = φω|n(zn) and . Therefore zn, x ∈ φj(Xt(j)) ⊂ Xt(ωn) and
zn ∈ B(x, r), hence by (5.6)
d(φω|n(zn), φω|n(x)) ≤ Λ||Dφω|n ||∞ r.
Moreover notice that r ≤ 1/H1/h ≤ ηS , hence by Corollary 5.9 we get
B(φω|n(x), C ||Dφω|n ||∞ r) ⊃ φω|n(B(x, r)).
Thus,
(10.8) B(z, (C + Λ)||Dφω|n ||∞ r
) ⊃ φω|n(B(x, r)).
Since r ≤ ηS and S is maximal by (10.8) and Remark 8.25 we get
mh
(
B(z, (C + Λ)||Dφω|n ||∞ r
)) ≥ K−h||Dφω|n ||h∞mh(B(x, r))
> K−hH||Dφω|n ||h∞rh
=
H
((C + Λ)K)h
(
(C + Λ)||Dφω|n ||∞ r
)h
.
Hence, by [44, Theorem A2.0.12],
Hh(J1) . H−1,
with constants independent of H. Now, letting H →∞ we conclude that Hh(J1) =
0. By Theorem 7.4, Birkhoff’s Ergodic Theorem, and (7.18), using a standard
argument it follows that mh(J \ J1) = 0. This in turn, in view of Theorem 10.1,
shows that Hh(J \ J1) = 0. Thus, Hh(J) = 0 and therefore the proof of the
implication (a)⇒(b) is finished.
112 10. PROPERTIES OF HAUSDORFF AND PACKING MEASURES OF LIMIT SETS
The implication (b)⇒(c) is obvious.
(c)⇒(d) Increasing Λ or M if necessary, we may assume that ΛMR˜−1S ≥ 1, where
R˜S was defined in Lemma 5.12. Take an arbitrary point x ∈ JS and radius r > 0.
Set
r˜ = 2KCΛM η−1S r,
where ηS is as in (5.8). Notice that increasing again Λ or M we can also assume
that r˜ ≥ r.
For every z ∈ B(x, r) ∩ JS consider a shortest word ω = ω(z) such that z ∈
pi([ω]) and φω(Xt(ω)) ⊂ B(z, r˜). Then
(10.9) diam(φω||ω|−1(Xt(ω|ω|−1)) ≥ r˜.
Let
W := {ω(z)||ω(z)|−1 : z ∈ JS ∩B(x, r)}.
Since lime∈E diam(φe(Xt(e))) = 0 and limn→∞ sup{diam(φω(Xt(ω))) : ω ∈ EnA} =
0 the set W is finite. In particular this implies that there exists a finite set
{z1, z2, . . . , zk} ⊂ JS∩B(x, r) such that all the words ω(zj)||ω(zj)|−1, j = 1, 2, . . . , k,
are mutually incomparable and the collection
W∗ = {pi([ω(zj)||ω(zj)|−1]) : j = 1, 2, . . . , k}
covers the set JS ∩B(x, r). Notice that since
diam(φω(zj)||ω(zj)|−1(Int(Xt(ω(zj)||ω(zj)|−1))) ≥ r˜
for all j = 1, . . . , k it follows from Lemma 10.7 and Remark 10.6 that k ≤ (3ΛK)Qγ−1ΛMκ−1 .
where κ = 2KCΛMη−1S . Therefore
(10.10) k ≤ (3ΛK)QγηS(2KC)−1 .
Now temporarily fix an element z ∈ {z1, z2, . . . , zk}, set ω = ω(z), q := |ω|,
and ψ := φω|q−1 . By the choice of ω, (5.3) and (5.11) imply
2r˜ ≥ diam(φω(Xt(ω))) ≥ 2(KC)−1‖Dφω‖∞R˜S ≥ 2K−2C−1‖Dφωq‖∞‖Dψ‖∞R˜S .
Therefore using (5.7) we deduce that
(10.11) diam(φωq (Xt(ωq))) ≤ ΛM‖Dφωq‖∞ ≤ ΛMK2CR˜−1S ‖Dψ‖−1∞ r˜.
By the assumption (c) there exists some y ∈ φωq (Xt(ωq)), corresponding to the
radius γ3ΛMK2CR˜−1S ||Dψ||−1∞ r˜ ≥ γ diam(φωq (Xt(ωq))), such that
(10.12) mh(B(y, 3γΛMK
2CR˜−1S ||Dψ||−1∞ r˜)) ≤ H(3γΛMK2CR˜−1S ||Dψ||−1∞ r˜)h.
Now notice that by (10.9) and (5.7)
(10.13) r˜ ≤ ΛM‖Dψ‖∞,
therefore
(10.14) 2KC‖Dψ‖−1∞ r ≤ 2KCΛMr˜−1r = ηS .
Since z ∈ pi([ω]), we have that ψ−1(z) ∈ φωq (Xt(ωq)). Hence by Corollary 5.9 and
(10.14),
(10.15) ψ
(
B(ψ−1(z), 2rKC||Dψ||−1∞ )
) ⊃ B(z, 2r) ⊃ B(x, r).
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Noting that y, ψ−1(z) ∈ φωq (Xt(ωq)) and using (10.11) we have that
B(ψ−1(z), 2KC‖Dψ‖−1∞ r) ⊂ B(y, 2KC‖Dψ‖−1∞ r + diam(φωq (Xt(ωq))))
⊂ B(y, (2KC + ΛMK2CR˜−1S )||Dψ||−1∞ r˜).
Therefore using (10.15) and recalling that r˜ ≥ r we obtain
(10.16) B(x, r) ⊂ ψ(B(y, 3ΛMK2CR˜−1S ||Dψ||−1∞ r˜),
where we also used the fact that ΛMR˜−1S ≥ 1. So, employing Proposition 8.17,
(10.16) , (10.12) and recalling that γ ≥ 1 we get
mh
(
B(x, r) ∩ ψ(Xt(ωq−1))
) ≤ mh(ψ(Xt(ωq−1)) ∩ ψ(B(y, 3ΛMK2CR˜−1S ||Dψ||−1∞ r˜)))
= mh
(
ψ
(
Xt(ωq−1) ∩B(y, 3ΛMK2CR˜−1S ||Dψ||−1∞ r˜)
))
≤ ||Dψ||h∞mh
(
Xt(ωq−1) ∩B(y, 3ΛMK2CR˜−1S ||Dψ||−1∞ r˜)
)
≤ ||Dψ||h∞mh
(
B(y, 3γΛMK2CR˜−1S ||Dψ||−1∞ r˜)
)
≤ ||Dψ||h∞H
(
3γΛMK2CR˜−1S ||Dψ||−1∞ r˜
)h
= H
(
6γΛ2M2K3C2
R˜SηS
)h
rh.
(10.17)
By the definition of W∗ we see that
{φω(zj)||ω(zj)−1|(Xt(ω(zj)||ω(zj)−1|))}
k
j=1
covers the set JS ∩B(x, r). Finally by (10.17), (10.10), and Remark 10.6, since the
words ω(zj)||ω(zj)−1| are mutually incomparable, we get
mh(B(x, r)) ≤
k∑
j=1
mh(B(x, r) ∩ φω(zj)||ω(zj)−1|(Xt(ω(zj)||ω(zj)−1|)))
≤ #W∗H
(
6γΛ2M2K3C2
RSηS
)h
rh
≤ H(3ΛK)QγηS(2KC)−1
(
6γΛ2M2K3C2
RSηS
)h
rh
:= cSrh,
and (d) is proved.
The implication (d)⇒(a) is an immediate consequence of Frostman’s Lemma
(see for example [41] or [44]). Thus the whole theorem has been proved. 
Remark 10.9. It is obvious that it suffices for the above proof that conditions
(b) and (c) of Theorem 10.8 be satisfied for a cofinite subset of I.
Remark 10.10. Notice that in the proof of Theorem 10.8 the corkscrew con-
dition was only needed to establish the implication (c)⇒(d).
Remark 10.11. If condition (d) of Theorem 10.8 holds, then the stated in-
equality holds in fact for all x ∈ JS .
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We now move to the second main result of this section, which provides necessary
and sufficient conditions for the packing measure of JS to be finite. In particular
we prove that under certain conditions Ph(JS) is finite if and only if the conformal
measure mh is lower geometric with exponent h. Before proving the theorem we
make the following observation.
Remark 10.12. If S = {φe : e ∈ E} is a maximal, finitely irreducible Carnot
conformal GDMS satisfying the strong open set condition, then
JS ∩ Int(φe(Xt(e))) 6= ∅
for all e ∈ E.
Proof. Let e ∈ E. By the strong open set condition there exist v ∈ V and
e0 ∈ E such that Xv = Xt(e0) and Int(Xt(e0))∩JS 6= ∅. Since S is finitely irreducible
there exists ω ∈ E∗A such that eωe0 ∈ E∗A. Let x0 = pi(v) ∈ JS ∩ Int(Xt(e0)). Then
x0 ∈ Xt(e0)∩Xi(v1), hence t(e0) = i(v1) and by the maximality of S we deduce that
Ae0v1 = 1. In particular φe0(x0) ∈ JS , and
(10.18) φeωe0(x0) ∈ JS .
Moreover,
(10.19) φeωe0(x0) ∈ φe(Int(φωe0(Xt(e0)))) ⊂ Int(φe(Xi(ω1))) = Int(φe(Xt(e))).
The proof follows by (10.18) and (10.19). 
Definition 10.13. We say that a Carnot conformal GDMS S = {φe}e∈E has
thin boundary if there exists some ε > 0 such that
]{e ∈ E : φe(Xt(e)) ∩B(∂X, ε) 6= ∅} <∞.
Of course a Carnot conformal GDMS S = {φe}e∈E has thin boundary if it
holds that the itersection φe(Xt(e)) ∩B(∂X, ε) is empty for some ε > 0.
Theorem 10.14. Let S = {φe}e∈E be a maximal regular Carnot conformal
GDMS with thin boundary which satisfies the strong open set condition and the
weak corkscrew condition. Then the following conditions are equivalent:
(a) Ph(JS) < +∞.
(b) There are three constants H > 0, ξ > 0, and γ > 1 such that for every
e ∈ E and every r ∈ [γ diam(φe(Xt(e))), ξ] there exists y ∈ φe(Xt(e)) such
that mh(B(y, r)) ≥ Hrh.
(c) The measure mh is lower-geometric with exponent h. This precisely means
that there exists a constant cS ∈ (0,+∞) such that mh(B(x, r)) ≥ cSrh
for every x ∈ JS and all r ∈ [0,diam(X)].
Proof. (a)⇒(b). By Lemma 10.12 for every e ∈ E there exists some xe ∈
JS ∩ Int(φe(Xt(e))). For e ∈ E set de = d(xe, ∂X). Since S has thin boundary there
exists some ε > 0 such that the set Eε = {e ∈ E : φe(Xt(e)) ∩ B(∂X, ε) 6= ∅} is
finite. Therefore if δε :=
1
2 min{de : e ∈ Ee} we get that mine∈E dε > δε.
By way of contradiction assume that (b) fails. Fix H > 0, ξ ∈ (0,min{ηS , δε})
and γ > 1. Then there exist e ∈ E and a radius r with diam(φe(Xt(e))) < r ≤ ξ
such that for every y ∈ φe(Xt(e)), we have
mh(B(y, r)) ≤ H rh.
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Notice that
B(xe, r/2) ⊂ IntXi(e) \B(∂X, δε)
because d(xe, ∂X) > δε and r ≤ ξ < δε. Hence if xe = pi(ωe) for some ωe ∈ ENA then
there exists some n0 ∈ N such that pi([ωe]) ⊂ B(xe, r/2). By (7.18) and Theorem
7.4 we deduce that µ˜h(pi
−1(B(xe, r/2))) > 0. Therefore Birkhoff’s Ergodic Theorem
implies that if
A = {ω ∈ ENA : σn(ω) ∈ pi−1(B(xe, r/2)) for infinitely many n}
then µ˜h(A) = 1. Hence by Theorem 7.4 m˜h(A) = 1, and if B = pi(A) ⊂ JS then
mh(B) = 1 and for every z = pi(ω) ∈ B,ω ∈ A,
pi(σn(ω)) ∈ B(xe, r/2)
for infinitely many n’s. Notice that for such a point z and such an integer n ≥ 1,
pi(σn(ω)) ∈ Xt(ωn) = Xi(e) and d(pi(σn(ω)), ∂Xi(e)) > δε therefore
(10.20) B(pi(σn(ω)), δε) ⊂ Int(Xi(e)).
Hence by Remark 8.18, recalling that r ≤ ξ < δε,
mh(φω|n(B(pi(σ
n(ω)), r/2))) ≤ ‖Dφω|n‖h∞mh(B(pi(σn(ω)), r/2)
≤ ‖Dφω|n‖h∞mh(B(xe, r)) ≤ ‖Dφω|n‖h∞H rh.
By (5.5), since z = φω|k(pi(σ
n(ω))),
φω|n
(
B(pi(σn(ω)), r/2)
) ⊃ B(z, ‖Dφω|n‖∞(KC)−1r/2).
So,
mh
(
B(z, (KC)−1‖Dφω|n‖∞r/2)
) ≤ H‖Dφω|n‖h∞rh.
We can now apply Frostman’s Lemma (as in [41], or as in [44, Theorem A.2.013])
and obtain
Ph(JS) & (2KC)−hH−1.
So letting H ↘ 0, we get Ph(JS) = ∞. This finishes the contrapositive proof of
the implication (a)⇒(b).
(b)⇒(c). (b)⇒(c). First notice that by (5.5) for all ω ∈ E∗A and p ∈ Xt(ω),
(10.21) φω(Nt(ω)) ⊃ φω(B(p, 4−1ηS)) ⊃ B(φω(p), (4KC)−1‖Dφω‖∞ηS),
where the sets Nv = B(Xv,dist(Xv, ∂Sv)/2), v ∈ V where defined in Remark 5.16.
First notice that decreasing H if necessary, the assumption of the lemma con-
tinues to be fulfilled if the number ξ is replaced by any other positive number, for
example by ηS/4. Fix 0 < r < ξ, x = pi(ω) ∈ JS , and take maximal k ∈ N such
that
(10.22) φω|k(Nt(ωk)) ⊃ B(x, (4KCΛ0M0)−1ηSr),
where M0 = diam(∪v∈VNv). By (10.21), since x = φω|k+1(pi(σk+1(ω))) and
pi(σk+1(ω)) ∈ Xt(ωk+1),
φω|k+1(Nt(ωk+1)) ⊃ B(x, (4KC)−1‖Dφω|k+1‖∞ηS).
By the maximality of k, φω|k+1(Nt(ωk+1)) does not contain B(x, (4KCΛ0M0)
−1ηSr),
hence (4KCΛ0M0)
−1ηSr > (4KC)−1‖Dφω|k+1‖∞ηS , or equivalently
(10.23) r > Λ0M0‖Dφω|k+1‖∞.
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Hence, using (5.7), we get
B(x, r) ⊃ B(x,Λ0M0‖Dφω|k+1‖∞) ⊃ φω|k+1(Xt(ωk+1)).
Hence by Propositions 8.22 and 8.23, we get
mh(B(x, r)) ≥ K−h||Dφω|k+1 ||h∞mh
(
Xt(ωk+1) ∩ pi(J−ω|k+1)
)
≥MhK−h||Dφω|k+1 ||h∞,
(10.24)
where as in Proposition 8.23, Mh = inf{mh(pi(J−e )) : e ∈ E}. Now notice that by
(5.16)
(10.25) φω|k(Nt(ωk)) ⊂ B(x,Λ0M0‖Dφω|k‖∞),
therefore, using (10.22), M0Λ0‖Dφω|k‖∞ > (4KCΛ0M0)−1ηSr or equivalently,
(10.26)
r
‖Dφω|k‖∞
<
4(Λ0M0)
2KC
ηS
.
Put
α := min
{
η2S
8(Λ0M0)3K2C
,
1
2ΛMCK
}
.
Notice that by the choice of α and (10.26), we have that
(10.27) 2Λ0M0Kα‖Dφω|k‖−1∞ r < ηS .
We now consider two cases. First, if γ||Dφω|k+1 ||∞ ≥ αr, then by (10.24)
mh(B(x, r)) ≥ (α(γK)−1)hMhrh,
and we are done. Otherwise, i.e. the second case,
(10.28) γ||Dφω|k+1 ||∞ < αr.
By (5.3) and (5.7) we have that
diam(φωk+1(Xt(ωk+1))) ≤ ΛMK‖Dφω|k+1‖∞‖Dφω|k‖−1∞ .
Hence, using also (10.28), if y ∈ φωk+1(Xt(ωk+1)),
(10.29) B(y,ΛMKα‖Dφω|k‖−1r) ⊂ B(pi(σk(ω)), 2ΛMKα‖Dφω|k‖−1∞ r).
Now by (5.5) and (10.27)
(10.30) φω|k(B(pi(σ
k(ω)), 2ΛMKα‖Dφω|k‖−1∞ r)) ⊂ B(x, 2CΛMKαr) ⊂ B(x, r).
Now notice that by (10.28), (5.3) and (5.7)
(10.31) ΛMKα‖Dφω|k‖−1∞ r ≥ ΛMγ‖Dφω|k+1‖∞ ≥ γ diam(φωk+1(Xt(ωk+1))).
By (10.29), (10.27) and Remark 8.25,
mh(φω|k(B(pi(σ
k(ω)), 2ΛMKα‖Dφω|k‖−1∞ r))) ≥ ‖Dφω|k‖h∞mh(B(y,ΛMKα‖Dφω|k‖−1r)).
Also by (10.31) and the assumption (b)
mh(B(y,ΛMKα‖Dφω|k‖−1∞ r)) ≥ H (ΛMKα‖Dφω|k‖−1∞ r)h.
Hence
mh(φω|k(B(pi(σ
k(ω)), 2ΛMKα‖Dφω|k‖−1∞ r))) ≥ H(ΛMKα)h rh
and by (10.30)
mh(B(x, r)) ≥ H(ΛMKα)h rh.
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The implication (c)⇒(a) is an immediate consequence of Frostman’s Lemma
(see for example [41] or [44]). Thus the whole theorem has been proved. 
We close this section with a few remarks and observations concerning Theorem
10.14.
Remark 10.15. It is obvious that in Theorem 10.14 conditions (b) and (c)
suffices to be satisfied for a cofinite subset of E.
Remark 10.16. Notice that we do not need to assume that S has thin boundary
and satisfies the SOSC in order to prove the implications (b)⇒(c)⇒(a).
Moreover following the reasoning of the proof of implication (a) ⇒ (b) we can
prove the following weaker statement where we do not need to assume the thin
boundary and weak corkscrew conditions.
Proposition 10.17. Let S = {φe}e∈E be a maximal regular Carnot conformal
GDMS which satisfies the SOSC. If Ph(JS) < +∞ then there are two constants
H > 0 and γ > 1 such that for every e ∈ E, every r ∈ [γ diam(φe(Xt(e))), ηS ] and
every x ∈ φe(Xt(e)) such that B(x, r) ⊂ Xi(e), mh(B(x, r)) ≥ Hrh.
10.3. Hausdorff and packing measures for continued fraction systems in
groups of Iwasawa type
We apply the general theorems about Hausdorff and packing measures, proved
in the previous section, to the class of continued fraction systems introduced in
Section 6.3 and further explored in Section 9.2. Our main theorem in this section
reads as follows.
Theorem 10.18. Let G be a Carnot group of Iwasawa type and let ε > 0. Let
Sε = {φγ}γ∈Iε be the corresponding continued fraction conformal iterated function
system. Then
Hhε(JSε) = 0 and 0 < Phε(JSε) < +∞,
where, we recall, hε := dimH JSε is the Hausdorff dimension of the limit set JSε .
Proof. We want to apply Theorem 10.8 and Theorem 10.14 respectively to
prove the first and the second assertion of our current theorem. The hypotheses of
thin boundary, the strong open set condition, and the weak corkscrew condition,
required to apply these two theorems, are immediate from the definition of the
system Sε.
We know from Theorem 9.1 that the system Sε is co-finitely regular. Let then
mε be the corresponding hε-conformal measure. As always, put
X := B(o, 1/2).
Formula (6.13) yields
(10.32) ‖Dφγ‖∞ ≈ d(γ, o)−2
for all γ ∈ Iε. It also immediately follows from (6.13), in fact the calculation of
(6.14) does it, that
(10.33) diam(φγ(X)) ≈ d(γ, o)−2
for all γ ∈ Iε. It furthermore follows from (6.12) that
(10.34) φγ(X) ⊂ B
(
o,Kεd(γ, o)
−1)
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with some Kε > 0 for all γ ∈ Iε. Now for every r > 0 let
I(r) := {γ ∈ Iε : r/2 < Kεd(γ, o)−1 < r} = {γ ∈ Iε : Kεr−1 < d(γ, o) < 2Kεr−1}.
Improving in a straightforward way the arguments leading to (9.2) and (9.3), we
get that there exists some βε > 1 such that
(10.35) β−1ε r
−Q ≤ ]I(r) ≤ βεr−Q
for all γ ∈ Iε and every r ∈ (0, 1) small enough. Therefore, using Theorem 8.14,
Proposition 8.17 and (10.32)-(10.35), we get
(10.36)
mε(B(o, r)) ≥
∑
γ∈I(r)
mε(φγ(X)) ≈
∑
γ∈I(r)
‖Dφγ‖hε∞ ≈
∑
γ∈I(r)
d(γ, o)−2hε
≈ ]I(r)r2hε ≈ r2hε−Q.
Therefore, by virtue of Theorem 9.2, we get that
lim sup
r→0
mε(B(o, r))
rhε
& lim sup
r→0
rhε−Q = +∞.
This in turn, in conjunction with Theorem 10.8 and Remark 10.11 entails that
Hhε(JSε) = 0, and the first part of our theorem is thus proved.
Passing to the second part, note that Phε(JS) > 0 follows from Proposition 10.3.
In order to prove that Phε(JS) < +∞ we will check that condition (b) of Theo-
rem 10.14 holds. So, let γ ∈ Iε be arbitrary and let x ∈ φγ(X). Fix a radius
(10.37) r ∈ (ρdiam(φγ(X)), 1)
with a sufficiently large constant ρ > 0, independent of γ, x, and r, to be determined
in the course of the proof. We will consider three cases. Assume first that
(10.38) r ≤ d(J (γ), 0).
It then follows from (2.16) and (2.17) that
inf{d(J (x), γ) :x ∈ ∂B(J (γ), r)} =
= inf{d(J (x),J (J (γ))) : x ∈ ∂B(J (γ), r)}
= inf
{
d(x,J (γ))
d(x, o)d(J (γ), o) : x ∈ ∂B(J (γ), r)
}
= rd(γ, o) inf
{
1
d(x, o)
: x ∈ ∂B(J (γ), r)
}
.
But
d(x, o) ≤ d(x,J (γ)) + d(J (γ), o) = r + 1
d(γ, o)
≤ 2
d(γ, o)
.
Therefore,
inf{d(J (x), γ) : x ∈ ∂B(J (γ), r)} ≥ 1
2
d(γ, o)2r.
Hence,
J (B(J (γ), r)) ⊃ B
(
γ,
1
2
d(γ, o)2r
)
.
Now let
Iγ(r) := {g ∈ Iε : B(g, 1/2) ⊂ B
(
γ,
1
2
d(γ, o)2r
)
.
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With considerations analogous to those leading to (9.2) and (9.3) (see also (10.35)),
we get
(10.39) ]Iγ(r) ≈ ]
{
g ∈ G(Z) : B(g, 1/2) ⊂ B
(
o,
1
2
d(γ, o)2r
)}
≈ d(γ, o)2QrQ.
Observe that for every g ∈ Iγ(r) we have
(10.40)
φg(X) = J ◦ `g(X)(B(g, 1/2)) ⊂ J
(
B
(
γ,
1
2
d(γ, o)2r
))
⊂ J (J (B(J (γ), r)))
= B(J (γ), r).
Therefore by (10.40), Theorem 8.14, Corollary 8.24 and (10.32), we obtain
mε(B(φγ(o), r)) = mε((B(J (γ), r)) ≥
∑
g∈Iγ(r)
mε(φg(X))
≈
∑
g∈Iγ(r)
||Dφg||hε∞
≈
∑
g∈Iγ(r)
d(g, o)−2hε .
But, for every g ∈ Iγ(r),
d(g, o) ≤ g(g, γ) + d(γ, o) ≤ 1
2
d(γ, o)2r + d(γ, o)
≤ 1
2
d(γ, o) + d(γ, o)
≤ 2d(γ, o).
Notice also that by (10.33) and the fact that diam(φγ(X)) ≥ ρ−1r we deduce that
(10.41) d(γ, 0)2 & r−1.
Therefore, using (10.39) along with (10.37) and (10.41), we get that
mε(B(φγ(o), r)) & ]Iγ(r)d−2hε(γ, o) ≈ d(γ, o)2(Q−hε)rQ
& rhε−QrQ
= rhε ,
and we are done in this case. As for the second case, suppose that d(J(γ), o) < r ≤
2d(J(γ), o). Then d(J(γ), o) ≥ r/2, and so, using what we have obtained in the
first case,we get
mε(B(φγ(o), r)) ≥ mε(B(φγ(o), r/2)) & (r/2)hε = 2−hεrhε ,
and we are done in this case too. Finally, if r ≥ 2d(J(γ), o), then B(φγ(o), r) ⊃
B(o, r/2) and, in view of (10.36), along with the already noted fact that hε < Q,
we get
mε(B(φγ(o), r)) ≥ mε(B(o, r/2)) & (r/2)2hε−Q = 2Q−2hεrhε−Qrhε & rhε ,
and we are done in this case as well. The proof is complete. 

CHAPTER 11
Equivalent separation conditions for finite GDMS
In this chapter we consider the problem of finding equivalent separation condi-
tions for finite graph directed Markov systems (GDMS). We record that the topic of
equivalent separation conditions for iterated function systems (IFS) has attracted
considerable attention and has been investigated from various viewpoints, see [55],
[56], [49], [36], [33], [6], [52]. In the following we prove that for a finite irreducible
weakly Carnot conformal GDMS S, the open set condition, the strong open set
condition and the positivity of the h-dimensional Hausdorff measure of the limit
set JS , are equivalent conditions.
For self-similar Euclidean iterated function systems this equivalence is a cel-
ebrated result of Schief [55]. Peres, Rams, Simon and Solomyak [49] provided a
beautiful proof of the aforementioned equivalence for conformal Euclidean iterated
function systems. Our main result in this Chapter, namely Theorem 11.6, extends
the result of Peres, Rams, Simon and Solomyak in a twofold manner. Our theorem
is valid for the broader class of conformal graph directed Markov systems (IFS are
examples of GDMS) and it also holds on general Carnot groups. We stress that
the equivalences proved in Theorem 11.6 involve GDMS and they are new even in
Euclidean spaces. Although our proof follows the scheme of Peres, Rams, Simon
and Solomyak from [49], many nontrivial modifications are needed, partly because
of the sub-Riemannian structure of G and partly because we work with GDMS.
If S = {φe}e∈E is a weakly Carnot conformal GDMS we will use the notation
Jω := JS,ω := φω(JS ∩Xt(ω)),
for ω ∈ ENA.
Definition 11.1. Let S = {φe}e∈E be a weakly Carnot conformal GDMS on
(G, d) and let ε > 0. The finite words ω, τ ∈ E∗A are ε-relatively close if t(ω) = t(τ)
and for every p ∈ JS ∩Xt(ω)
d(φω(p), φτ (p)) < εmin{diam(Jω),diam(Jτ )}.
Remark 11.2. Notice that if ω, τ are ε-relatively close and
ε <
min{dist(Xv1 , Xv2) : v1, v2 ∈ V }
max{diam(Xv) : v ∈ V } := λS
then i(ω) = i(τ).
The following condition was introduced by Bandt and Graf in [10].
Definition 11.3. A weakly Carnot conformal GDMS S = {φe}e∈E on (G, d)
satisfies the Bandt–Graf condition if ](JS ∩Xv) > 1 for all v ∈ V and there exists
some ε > 0 such that for every ω, τ ∈ E∗A with t(ω) = t(τ) the maps φω and φτ are
not ε-relatively close.
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Definition 11.4. Two weakly Carnot conformal GDMS S and S ′ in (G, d) are
called equivalent if:
(i) they share the same associated directed multigraph (E, V ),
(ii) they have the same incidence matrix A and the same functions i, t : E →
V ,
(iii) they are defined by the same set of conformal mappinps {φe : Wt(e) →
Wi(e)}, where Wv are open connected sets, and for every v ∈ V , Xv∪X ′v ⊂
Wv.
We state the following straightforward observation as a separate remark.
Remark 11.5. If S and S ′ are two equivalent weakly Carnot conformal GDMS
then JS = JS′ .
Our main result in this chapter reads as follows.
Theorem 11.6. Let S be a finite, irreducible and maximal weakly Carnot con-
formal GDMS on (G, d). Then the following conditions are equivalent.
(i) There exists a Carnot conformal GDMS S ′ which is equivalent to S.
(ii) Hh(JS) > 0 where h is Bowen’s parameter.
(iii) There exists a weakly Carnot conformal S ′ equivalent to S which satisfies
the Bandt–Graf condition.
(iv) There exists a Carnot conformal GDMS S ′ equivalent to S which satisfies
the strong open set condition.
Recall that the strong open set condition (SOSC) was introduced in Definition
10.2.
Remark 11.7. If S is any finite and irreducible GDMS then by Proposition 5.4
there exists another finite and irreducible GDMS Sˆ which is maximal and JS = JSˆ .
In several instances in the proof of Theorem 11.6 we will use the fact that the sets
Xv are disjoint, while recalling the proof of Proposition 5.4, the sets Xˆv, v ∈ Vˆ ,
are not necessarily disjoint. Nevertheless this can be rectified using formal lifts of
GDMS as it was described in Remark 5.18. Therefore the maximality assumption
in Theorem 11.6 is not essential.
Proof. The implication (i)⇒(ii) was proved in Theorem 7.20, and the impli-
cation (iv)⇒(i) is obvious, hence we only need to show that (ii)⇒(iii)⇒(iv). Before
giving the proof of (ii)⇒(iii) we need several auxiliary propositions. The first one
is an immediate corollary of Propositions 5.14 and 7.18.
Corollary 11.8. Let S = {φe}e∈E be a weakly Carnot conformal GDMS. If
S is conformal or if Hh(JS) > 0, then for every ω ∈ E∗A,
diam(φω(JS ∩Xt(ω))) ≥ (2L2K)−1κ0µ0‖Dφω‖∞,
where κ0 is as in Lemma 5.13 and µ0 = min{diam(JS ∩Xv) : v ∈ V }.
We will also need the following two propositions involving properties of ε-
relatively close words.
Proposition 11.9. Let S = {φe}e∈E be a maximal and finitely irreducible
weakly Carnot conformal GDMS on (G, d) such that ](JS ∩Xv) > 1.
11. EQUIVALENT SEPARATION CONDITIONS FOR FINITE GDMS 123
(a) If τ and τ ′ are ε-relatively close and ω ∈ E∗A is such that both ωτ, ωτ ′ ∈ E∗A
then ωτ and ωτ ′ are c1ε-relatively close, where
c1 =
2(ΛKL)2M
κ0µ0
.
(b) If τ and τ ′ are ε-relatively close and ω ∈ E∗A is such that both τω, τ ′ω ∈ E∗A
then τω and τ ′ω are c2‖Dφω‖−1∞ ε-relatively close, where
c2 =
2(KL)2ΛM
κ0µ0
.
(c) If ω and τ are ε-relatively close then
diam(Jω) ≤ (1 + 2ε) diam(Jτ ).
(d) If the words ω, τ are ε1-relatively close and the words τ, ρ, are ε2-relatively
close words, then ω and ρ are (ε1 + ε2 + 4ε1ε2)-relatively close.
Proof. (a) Let x ∈ JS ∩Xt(τ). Then by (5.6),
d(φωτ (x), φωτ ′(x)) ≤ Λ‖Dφω‖∞d(φτ (x), φτ ′(x))
≤ Λ‖Dφω‖∞εmin{diam(Jτ ),diam(Jτ ′)}.(11.1)
Moreover by (5.4), (5.7) and Proposition 5.14 we obtain
‖Dφω‖∞ diam(Jτ ) ≤ ΛM‖Dφω‖∞‖Dφτ‖∞
≤ ΛMK‖Dφωτ‖∞
≤ 2ΛML
2K2
κ0µ0
diam(Jωτ ),
(11.2)
and in an identical manner
(11.3) ‖Dφω‖∞ diam(Jτ ′) ≤ 2ΛML
2K2
κ0µ0
diam(Jωτ ′).
Hence (a) follows after combining (11.1), (11.2) and (11.3).
(b) Let x ∈ JS ∩Xt(ω), then
φω(x) ∈ JS ∩ φω(Xt(ω)) ⊂ JS ∩Xi(ω) = JS ∩Xt(τ) = JS ∩Xt(τ ′).
Hence, since τ, τ ′ are ε-relatively close,
(11.4) d(φτω(x), φτ ′ω(x)) ≤ εmin{diam(Jτ ),diam(Jτ ′)}.
Notice also that by (5.4), (5.7) and Proposition 5.14
diam(Jτ ) ≤ ΛM‖Dφτ‖∞ ≤ ΛMK‖Dφω‖−1∞ ‖Dφτω‖∞
≤ 2ΛM(LK)
2
κ0µ0
‖Dφω‖−1∞ diam(Jτω),
and an identical inequality holds if we replace τ by τ ′. These, combined with (11.4),
imply (b).
(c) Since ω and τ are ε-relatively close, Xt(ω) = Xt(τ). Then if x, y ∈ JS ∩Xt(ω)
d(φω(x), φω(y)) ≤ d(φω(x), φτ (x)) + d(φτ (x), φτ (y)) + d(φω(y), φτ (y))
≤ (1 + 2ε) diam(Jτ ).
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(d) First notice that Xt(ω) = Xt(τ) = Xt(ρ). Then if x ∈ JS ∩Xt(ω),
d(φω(x), φρ(x)) ≤ d(φω(x), φτ (x)) + d(φρ(x), φτ (x))
≤ ε1 min{diam(Jω),diam(Jτ )}
+ ε2 min{diam(Jρ),diam(Jτ )}.
(11.5)
If diam(Jω) ≤ diam(Jρ) then trivially,
min{diam(Jω),diam(Jτ )} ≤ diam(Jω) = min{diam(Jω),diam(Jρ)}.
On the other hand if diam(Jω) ≥ diam(Jρ) then by (c)
diam(Jτ ) ≤ (1 + 2ε2) diam(Jρ)
= (1 + 2ε2) min{diam(Jω),diam(Jρ)}.
Thus,
min{diam(Jω),diam(Jτ )} ≤ (1 + 2ε2) min{diam(Jω),diam(Jρ)}.(11.6)
In the same manner we also obtain,
min{diam(Jρ),diam(Jτ )} ≤ (1 + 2ε1) min{diam(Jω),diam(Jρ)}.(11.7)
Hence by (11.5), (11.6), and (11.7) for every x ∈ JS ∩Xt(ω)
d(φω(x), φρ(x)) ≤ ε1(1 + 2ε2) min{diam(Jω),diam(Jρ)}
+ ε2(1 + 2ε1) min{diam(Jω),diam(Jρ)}
= (ε1 + ε2 + 4ε1ε2) min{diam(Jω),diam(Jρ)}
and the words ω and ρ are (ε1 + ε2 + 4ε1ε2)-relatively close. 
Proposition 11.10. Let S = {φe}e∈E be a maximal and finitely irreducible
weakly Carnot conformal GDMS on (G, d) such that ](JS ∩Xv) > 1. If for every
ε ∈ (0, λS) there exist ω1, ω2 ∈ E∗A which are ε-relatively close, then for every
N ∈ N, N ≥ 2, and for every ε ∈ (0, λS) there exist distinct words ρ1, . . . , ρN ∈ E∗A
which are pairwise ε-relatively close.
Proof. It is enough to show that if for every ε > 0 there exist N ≥ 2 distinct
words in E∗A which are pairwise ε-relatively close then for every ε we can find 2N
distinct words in E∗A which are ε-relatively close.
For the rest of the proof c1 and c2 will be as in the proof of Proposition 11.9.
Let ε ∈ (0, λS) and let ρ1, . . . , ρN ∈ E∗A be distinct words which are pairwise
ε1-relatively close, where
ε1 = min
{
1, λS ,
ε
10c1
}
.
Let Φ ⊂ E∗A be the set of words witnessing finite irreducibility for S. We set
(11.8) m¯ = min{‖Dφρi‖∞ : i = 1, . . . , N} ·min{‖Dφτ‖∞ : τ ∈ Φ}.
Let also ω1, ω2 ∈ E∗A which are ε2-relatively close and
ε2 = min
{
λS ,
ε m¯
10K c2
}
.
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Notice that by the definition of relatively close words, t(ω1) = t(ω2) and i(ρ
i) =
i(ρj) for all i, j = 1, . . . , N . Since S is maximal and finitely irreducible there exists
τ ∈ E∗A such
ω1τρi ∈ E∗A and ω2τρi ∈ E∗A,
for all i = 1, . . . , N. Let
W = {ω ∈ E∗A : ω = ω1τρi or ω = ω2τρi for some i = 1, . . . , N}.
Since ]W = 2N , in order to finish the proof of the proposition it suffices to show
that if ω, ω′ ∈ W then they are ε-relatively close. We are going to prove this
assertion by considering several cases.
By Proposition 11.9 (a) the words ω1τρi and ω1τρj , i, j = 1, . . . , N, are
c1ε1-relatively close.
For the same reason the words ω2τρi and ω2τρj , i, j = 1, . . . , N, are also
c1ε1-relatively close.
Moreover by Proposition 11.9 (b) we deduce that the words ω1τρi and ω2τρi are
c2‖Dφτρ‖−1∞ ε2-relatively close.
By (5.4) and recalling (11.8)
‖Dφτρ‖∞ ≥ K−1‖Dφτ‖∞‖Dφρi‖∞ ≥ K−1m¯,
hence the words ω1τρi and ω2τρi are
c2Km¯
−1ε2-relatively close.
Finally if i, j = 1, . . . , N by Proposition 11.9(d) the words ω1τρi and ω2τρj are
(c1ε1 +K c2m¯
−1ε2 + 4K c1c2m¯−1ε1ε2)-relatively close.
By the choice of ε1 and ε2 we deduce that any two words from W are ε-relatively
close. The proof is complete. 
(ii)⇒(iii): First of all Proposition 7.18 implies that ](JS ∩ Xv) > 1 for all
v ∈ V . We fix some N ∈ N. By Proposition 11.10 there exist ρ1, . . . , ρN which are
λS/2-relatively close. Recalling Theorem 7.4, let µ˜h be the unique shift-invariant
probability measure on ENA. By (7.18) µ˜h([ρ
1]) > 0, hence by Birkhoff’s Ergodic
Theorem if
A = {ω ∈ ENA : σn(ω) ∈ [ρ1] for infinitely many n ∈ N},
then µ˜h(A) = 1. So by Theorem 7.4 m˜h(A) = µ˜h(A) = 1.
Let ω ∈ A and let n ∈ N such that σn(ω) ∈ [ρ1]. Then t(ωn) = i(ρ11) and
since S is maximal and the words ρ1, . . . , ρN are λS/2-relatively close we deduce
by Remark 11.2 that t(ωn) = i(ρ
i
1) for all i = 1, . . . N hence
ω|nρi ∈ E∗A,
for all i = 1, . . . , N.Hence Proposition 11.9 (a) implies that the words ω|nρ1, . . . , ω|nρN
are c1λS/2-relatively close. Now notice that if p, q ∈ JS ∩Xt(ρi) and i, j = 1, . . . , N
then
d(φω|nρi(p), φω|nρi(q)) ≤ d(φω|nρi(p), φω|nρj (p)) + d(φω|nρj (p), φω|nρj (q))
+ d(φω|nρj (q), φω|nρi(q))
≤ (1 + c1λS) diam(Jω|nρj ).
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Hence we deduce that
(11.9) max
i=1,...,N
diam(Jω|nρi) ≤ (1 + c1λS) min
i=1,...,N
diam(Jω|nρi).
We will now show that if x = pi(ω), x ∈ A then
(11.10)
N⋃
i=1
Jω|nρi ⊂ B(x, r),
where
(11.11) r =
(
1 +
c1λS
2
)
max
i=1,...,N
{diam(Jω|nρi)}.
First notice that since the words ρi are λS/2-relatively close, Proposition 11.9(a)
implies that for any i = 1, . . . , N and any p ∈ JS ∩Xt(ρ1) (recall that t(ρ1) = t(ρi)
for all i = 1, . . . , N) we have
d(φω|nρ1(p),φω|nρi(p)) ≤
c1λS
2
min{diam(Jω|nρ1),diam(Jω|nρi)}.(11.12)
Since x = pi(ω) and σn(ω) ∈ [ρ1], x can be written as
x = φω|nρ1(pi(σ
n+|ρ1|(ω))) := φω|nρ1(x0),
where x0 ∈ JS∩Xt(ρ1). Therefore, for any i = 2, . . . ,N, and for any q = φω|nρi(p), p ∈
JS ∩Xt(ρi),
d(x, q) = d(φω|nρ1(x0), φω|nρi(p))
≤ d(φω|nρ1(x0), φω|nρ1(p)) + d(φω|nρ1(p), φω|nρi(p))
≤ diam(Jω|nρ1) +
c1λS
2
max
i=1,...,N
{diam(Jω|nρi)}
≤
(
1 +
c1λS
2
)
max
i=1,...,N
diam(Jω|nρi)},
and (11.10) follows.
Now notice that [ω|nρi] ⊂ pi−1(Jω|nρi). Hence by (11.10), (7.18) and (5.7) we
deduce that if x = pi(ω) and ω ∈ A,
mh(B(x, r)) = m˜h(pi
−1(B(x, r)))
≥ mh
(
N⋃
i=1
pi−1(Jω|nρi)
)
≥ m˜h
(
N⋃
i=1
[ω|nρi]
)
=
N∑
i=1
m˜h([ω|nρi])
≥ ch
N∑
i=1
‖Dφω|nρi‖h∞
≥ ch(ΛM)−1
N∑
i=1
diam(Jω|nρi)
h
≥ ch(ΛM)−1N min
i=1,...,N
{diam(Jω|nρi)h}.
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Therefore by (11.9) and (11.11)
(11.13)
mh(B(x, r))
rh
≥ ch
ΛM(1 + c1λS)2h
N.
Since r → 0 as n→∞, (11.13) implies that
lim sup
s→0
mh(B(x, s))
sh
≥ ch
ΛM(1 + c1λS)2h
N,
for x ∈ pi(A). Hence by [44, Theorem A2.0.12] we deduce that
Hh(pi(A)) . N−1mh(pi(A))
where the constant only depends on the system S. Moreover,
mh(pi(A)) = m˜h(pi
−1(pi(A))) ≥ m˜h(A) = 1,
hence mh(JS \pi(A)) = 0 and by Theorem 10.1 we also get that Hh(JS \pi(A)) = 0.
Therefore
Hh(JS) . N−1mh(JS).
Since N can be taken arbitrarily large we deduce that Hh(JS) = 0 and we have
reached a contradiction. The proof of the implication (ii)⇒(iii) is complete.
For the proof of the implication (iii)⇒(iv) we will use several lemmas. Following
[49] for any ω ∈ E∗A and any α > 0 and T ≥ 1 we define
Wα,T (ω) =
{
ρ ∈ E∗A : i(ω) = i(ρ), T−1 ≤
diam(Jρ)
diam(Jω)
≤ T,
and dist(Jρ, Jω) ≤ α diam(Jω)
}
.
In the following lemma we show that the Bandt–Graf condition implies that the
cardinality of Wα,T (ω) is bounded for all ω ∈ E∗A and the bounds only depend on
α and T .
Lemma 11.11. Let S be a finite, irreducible, and maximal weakly Carnot con-
formal GDMS on (G, d). If S satisfies the Bandt–Graf condition, then for all α > 0
and T ≥ 1, there exist positive constants C(α, T ) such that for all ω ∈ E∗A,
]Wα,T (ω) ≤ C(α, T ).
Proof. Fix ω ∈ E∗A and α > 0, T ≥ 1. For v ∈ V let
W vα,T (ω) = {ρ ∈Wα,T : t(ρ) = v}.
Notice that it is enough to show that for all v ∈ V there exist positive constants
Cv(α, T ) such that
(11.14) ]W vα,T (ω) ≤ Cv(α, T ).
To this end, fix some v ∈ V and let
rε = min
{
ηS ,
κ0µ0
8Λ3KT 2
ε
}
where all the appearing constants are as in Section 5.2, and ε comes from the
Bandt-Graf condition. Since S is finite, the limit set JS is compact. Hence there
exists some n0 ∈ N and {x1, . . . , xn0} ∈ JS ∩Xv such that
JS ∩Xv ⊂
n0⋃
i=1
B(xi, rε).
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By the Bandt-Graf condition there exists xv ∈ JS∩Xv such that for all τ, ρ ∈W vα,T ,
(11.15) d(φτ (xv), φρ(xv)) ≥ εmin{diam(Jτ ),diam(Jρ)}.
If x˜ ∈ G and d(xv, x˜) ≤ rε then x˜ ∈ Sv. Hence by the choice of re, (11.15), (5.10)
and Corollary 5.14 imply that
d(φτ (x˜), φρ(x˜)) ≥ d(φτ (xv), φρ(xv))− d(φρ(x˜), φρ(xv))− d(φτ (x˜), φτ (xv))
≥ εmin{diam(Jτ ),diam(Jρ)} − Λd(xv, x˜)(‖Dφρ‖∞ + ‖Dφτ‖∞)
≥ εmin{diam(Jτ ),diam(Jρ)} − Λrε(‖Dφρ‖∞ + ‖Dφτ‖∞)
≥ εmin{diam(Jτ ),diam(Jρ)} − 2Λ
3K
κ0µ0
rε(diam(Jτ ) + diam(Jρ)).
Since ρ, τ ∈Wα,T (ω),
d(φτ (x˜), φρ(x˜)) ≥
(
εT−1 − 4Λ
3K
κ0µ0
T rε
)
diam(Jω),
hence by the choice of rε,
(11.16) d(φτ (x˜), φρ(x˜)) ≥ ε
2T
diam(Jω).
Using the standard method for constructing product measures, see e.g. [29,
Section 2.5], there exists a Borel measure ν on Gn0 , which is identified with (RN )n0 ,
such that if {Ai}n0i=1 are Borel subsets of G then
(11.17) ν
(
n0∏
i=1
Ai
)
= |Ai|n0 .
For Ξ = (ξ1, . . . , xn0) ∈ Gn0 and r > 0 let
B(Ξ, r) := {Y = (y1, . . . , yn0) ∈ Gn0 : d(yi, ξi) < r}.
For any ρ ∈W vα,T (ω), let
Ξρ = (φρ(x1), . . . , φρ(xn0)) ∈ Gn0 .
Notice that Ξρ is well defined because for all i = 1, . . . , n0, xi ∈ Xv, t(ρ) = v and
and S is maximal, hence φρ(xi) makes sense for i = 1, . . . , n0. We also define,
Bρ := B
(
Ξρ,
diam(Jω)ε
4T
)
.
We are now going to prove that
(11.18) Bρ ∩ Bτ = ∅, for τ 6= ρ, τ, ρ ∈W vα,T (ω).
By way of contradiction assume that (11.18) fails. Then there exists some Y =
(y1, . . . , yn0) ∈ Bρ ∩ Bτ such that
d(yi, φρ(xi)) <
diam(Jω)ε
4T
and d(yi, φτ (xi)) <
diam(Jω)ε
4T
,
for all i = 1, . . . , n0. Hence
(11.19) d(φρ(xi), φτ (xi)) <
diam(Jω)ε
2T
.
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Since JS∩Xv ⊂ ∪n0i=1B(xi, rε) there exists some i0 = 1, . . . , n0, such that d(xv, xi0) <
rε. Hence by (11.16)
d(φρ(xi0), φτ (xi0)) ≥
diam(Jω)ε
2T
,
which contradicts (11.19). Therefore (11.18) follows.
For every x ∈ JS ∩Xv and for every ρ, τ ∈W vα,T (ω),
d(φρ(x), φτ (x)) ≤ diam(Jτ ) + dist(Jτ , Jω) + diam(Jω)
+ dist(Jω, Jρ) + diam(Jρ)
≤ (2(α+ T ) + 1) diam(Jω).
(11.20)
Fix some ρ ∈W vα,T (ω) and let
B0 = B(Ξρ, (1 + 2(α+ T ) + εT−1) diam(Jω)
)
.
We are now going to show that
(11.21) Bτ ⊂ B0
for every τ ∈ W vα,T (ω). Let τ ∈ W vα,T (ω) and let Y = (y1, . . . , yn0) ∈ Bτ . Then by
(11.20) for all i = 1, . . . , n0
d(yi, φρ(xi)) ≤ d(yi, φτ (xi)) + d(φτ (xi), φρ(xi))
≤
(
1
4T
ε+ 2(α+ T ) + 1
)
diam(Jω),
and (11.21) follows.
Notice that by (1.9)
ν(B0) = ν
(
n0∏
i=1
B(φρ(xi), (1 + 2(α+ T ) + εT
−1) diam(Jω))
)
=
n0∏
i=1
∣∣B(φρ(xi), (1 + 2(α+ T ) + εT−1) diam(Jω))∣∣
= c0
(
(1 + 2(α+ T ) + εT−1) diam(Jω
)
)n0Q.
Moreover by (11.18) and (11.21)
ν(B0) ≥
∑
τ∈Wvα,T (ω)
ν(Bτ ) = ]W vα,T (ω)
(
diam(Jω)
4T
ε
)n0Q
.
Hence,
]W vα,T (ω) ≤
(
4T (1 + 2(α+ T ) + εT−1)
ε
)n0Q
,
and the proof is complete. 
Remark 11.12. For any ω ∈ E∗A and any α > 0, T ≥ 1 let
W ccα,T (ω) =
{
ρ ∈ E∗A : i(ω) = i(ρ), T−1 ≤
diamcc(Jρ)
diamcc(Jω)
≤ T,
and distcc(Jρ, Jω) ≤ α diamcc(Jω)
}
.
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It follows immediately by Lemma 11.11 and (1.7) that there exist positive constants
Ccc(α, T ) such that
(11.22) ]W ccα,T (ω) ≤ Ccc(α, T ).
In fact Ccc(α, T ) = C(Lα,LT ).
Lemma 11.13. Let S be a weakly Carnot conformal GDMS on (G, d). If τ ∈ E∗A
satisfies diamcc(Jτ ) <
ηS
LKC then for all ω ∈ E∗A such that ωτ ∈ E∗A and for all
y ∈ G such that distcc(y, Jτ ) ≤ diamcc(Jτ ),
exp(−C˜ diamcc(Jτ )) ≤ diamcc(Jωτ )‖Dφω(y)‖diamcc(Jτ ) ≤ exp(C˜ diamcc(Jτ )),(11.23)
where C˜ = Λ0K(2+LKC)1−s .
Proof. We will first establish the right hand inequality. Notice that
distcc(y,Xi(τ)) ≤ distcc(y, φτ (Xt(τ))) ≤ distcc(y, Jτ )
≤ diamcc(Jτ ) < ηS .(11.24)
Since ωτ ∈ E∗A, we know that i(τ) = t(ω) hence by (11.24) y ∈ St(ω). Therefore
φω(y) and ‖Dφω(y)‖ are well defined.
For p, q ∈ G, if γp,q : [0, T ] → G is the horizontal geodesic curve joining p and
q, we will denote its arc by
[γp,q] = {γp,q(t) : t ∈ [0, T ]}.
Let p, q ∈ JS ∩Xt(τ). Then by the segment property [12, Corollary 5.15.6],
[γφτ (p),φτ (q)] ⊂ Bcc(φτ (p), dcc(φτ (p), φτ (q)))
⊂ Bcc(φτ (p),diamcc(Jτ ))
⊂ Bcc(φτ (p), ηS) ⊂ Nt(ω).
(11.25)
By Lemma 3.8 and (11.25) there exists some z ∈ G such that,
(11.26) distcc(z, Jτ ) < ηS ,
(11.27) ‖Dφω(z)‖ = max{‖Dφω(ζ)‖ : ζ ∈ [γφτ (p),φτ (q)]},
and
(11.28) dcc(φωτ (p), φωτ (q)) ≤ ‖Dφω(z)‖dcc(φτ (p), φτ (q)).
If y ∈ G satisfies distcc(y, Jτ ) < diamcc(Jτ ), then y ∈ Nt(ω) and by Remark
5.16, since also z ∈ Nt(ω) by (11.25),
(11.29)
‖Dφω(z)‖
‖Dφω(y)‖ ≤ exp
(
Λ0K
1− sdcc(y, z)
)
.
Moreover by (11.26),
dcc(y, z) ≤ distcc(y, Jτ ) + distcc(z, Jτ ) + diamcc(Jτ )
≤ 3 diamcc(Jτ ),
hence by (11.29)
(11.30)
‖Dφω(z)‖
‖Dφω(y)‖ ≤ exp
(
3Λ0K
1− s diamcc(Jτ )
)
.
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By (11.28) and (11.30) we deduce that
diamcc(Jωτ ) ≤ ‖Dφω(y)‖ exp
(
3Λ0K
1− s diamcc(Jτ )
)
diamcc(Jτ ),
and the right hand inequality has been proven.
We now move to the left hand inequality. First notice that by (11.28) and
Corollary 5.9 if p ∈ JS ∩Xt(τ) then
Bcc(φωτ (p),diamcc(Jωτ )) ⊂ Bcc(φωτ (p), ‖Dφω‖∞ diamcc(Jτ ))
⊂ φω(Bcc(φτ (p), LKC diamcc(Jτ ))).
Hence if ξ ∈ Bcc(φωτ (p),diamcc(Jωτ )) then
(11.31) φ−1ω (ξ) ∈ Bcc(φτ (p), LKC diamcc(Jτ )) ⊂ Bcc(φτ (p), ηS).
In particular,
(11.32) distcc(φ
−1(ξ), Jτ ) ≤ LKC diamcc(Jτ ).
If p, q ∈ JS ∩Xt(τ) then by (11.28),
dcc(φωτ (p), φωτ (q)) ≤ ‖Dφω‖∞ diamcc(Jτ ).
Hence if γφωτ (p),φωτ (q) is the horizontal geodesic joining φωτ (p) and φωτ (q),
[γφωτ (p),φωτ (q)] ⊂ Bcc(φωτ (p), dcc(φωτ (p), φωτ (q))) ⊂ Ni(ω).
Therefore by Lemma 3.8 there exists some z ∈ Bcc(φωτ (p), dcc(φωτ (p), φωτ (q)))
such that
dcc(φτ (p), φτ (q)) = dcc(φ
−1
ω (φωτ (p)), φ
−1
ω (φωτ (p)))
≤ ‖Dφ−1ω (z)‖ dcc(φωτ (p), φωτ (q))
= ‖Dφω(φ−1ω (z))‖−1dcc(φωτ (p), φωτ (q)).
(11.33)
If y satisfies distcc(y, Jτ ) ≤ diamcc(Jτ ), then by (11.32)
dcc(y, φ
−1
ω (z)) ≤ (2 + LKC) diamcc(Jτ ).
Now by Remark 5.16, since by (11.31) φ−1ω (z) ⊂ Bcc(φτ (p), ηS) ⊂ Nt(ω),
(11.34)
‖Dφω(y)‖
‖Dφω(φ−1ω (z))‖
≤ exp
(
(2 + LKC)Λ0K
1− s diamcc(Jτ )
)
.
The left hand side inequality follows after combining (11.33) and (11.34). The proof
of the lemma is complete. 
Lemma 11.14. Let S be a finite, maximal, weakly Carnot conformal GDMS on
(G, d). Let T0 ≥ 1 and ε > 0. Then there exists some dT0,ε such that for every
τ ∈ E∗A such that diamcc(Jτ ) ≤ dT0,ε, every α ∈ [0, 1], every T ∈ [T0, 2T0] and
every pair of words, ω, ρ ∈ E∗A such that ρ ∈W ccα,T (τ) and ωρ ∈ E∗A,
(11.35) ωρ ∈W ccα(1+ε),T (1+ε)(ωτ).
Proof. Recalling the definition of W ccα,T (τ), see Remark 11.12, we deduce that
i(ρ) = i(τ). Since ωρ ∈ E∗A, i(ρ) = t(ω); hence t(ω) = i(τ) and by the maximality
of S, ωτ ∈ E∗A. We will assume that dT0,ε < ηS2T0LKC . Since trivially i(ωτ) = i(ωρ),
in order to establish (11.35) it suffices to show that
(11.36)
1
T (1 + ε)
≤ diamcc(Jωτ )
diamcc(Jωρ)
≤ T (1 + ε),
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and
(11.37) distcc(Jωτ , Jωρ) ≤ α(1 + ε) diamcc(Jωτ ).
We will first check (11.36). Since ρ ∈W ccα,T (τ),
(11.38) distcc(Jτ , Jρ) ≤ α diamcc(Jτ ).
Thus, there exists some z ∈ Jρ such that
dcc(z, Jτ ) ≤ α diamcc(Jτ ) ≤ dT0,ε <
ηS
LKC
.
Therefore we can apply Lemma 11.13 and obtain,
diamcc(Jωτ ) ≤ ‖Dφω(z)‖ exp(C˜ diamcc(Jτ )) diamcc(Jτ ).(11.39)
Notice that since ρ ∈W ccα,T (τ),
diamcc(Jρ) ≤ T diamcc(Jτ ) ≤ 2T0dT0,ε <
ηS
LKC
.
Therefore, since also z ∈ Jρ, we can apply Lemma 11.13 once more and get
diamcc(Jωρ) ≥ ‖Dφω(z)‖ exp(−C˜ diamcc(Jρ)) diamcc(Jρ).(11.40)
Combining (11.39) and (11.40) we obtain
diamcc(Jωτ )
diamcc(Jωρ)
≤ diamcc(Jτ )
diamcc(Jρ))
exp(C˜dT0,ε(1 + 2T0))
≤ T exp(C˜dT0,ε(1 + 2T0)).
Choosing dT0,ε small enough, we obtain the right hand inequality in (11.36). The
proof of the remaining inequality in (11.36) is very similar and we omit it.
We will now establish (11.37). By (11.38) there exist p ∈ JS ∩ Xt(τ) and
q ∈ JS ∩Xt(ρ) such that
distcc(Jτ , Jρ) = dcc(φτ (p), φρ(q)) ≤ α diamcc(Jτ ).(11.41)
Hence, if γφτ (p),φρ(q) is the horizontal geodesic curve joining φτ (p) and φρ(q), argu-
ing as in (11.25) and using (11.41) we deduce that
[γφτ (p),φρ(q)] ⊂ Bcc(φτ (p), dcc(φτ (p), φτ (q))
⊂ Bcc(φτ (p), α diamcc(Jτ ))
⊂ Bcc(φτ (p), dT0,ε) ⊂ Ni(ω).
Therefore by Lemma 3.8 there exists some ζ ∈ Ni(ω) such that
distcc(ζ, Jτ ) ≤ diamcc(Jτ ) ≤ dT0,ε
and
dcc(φωτ (p), φωρ(q)) ≤ ‖Dφω(ζ)‖dcc(φτ (p), φρ(q)).
Thus,
distcc(Jωτ , Jωρ) ≤ α‖Dφω(ζ)‖ diamcc(Jτ ).(11.42)
By Lemma 11.13,
(11.43) ‖Dφω(ζ)‖ ≤ diamcc(Jωτ )
diamcc(Jτ )
exp(C˜ diamcc(Jτ )).
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Combining (11.42) and (11.43),
distcc(Jωτ , Jωρ) ≤ α diamcc(Jωτ ) exp(C˜dT0,ε))
≤ α(1 + ε) diamcc(Jωτ ),
assuming that dT0,ε is taken small enough. Therefore (11.37) has been proven and
the proof of the lemma is complete. 
Proposition 11.15. Let S be a finite, irreducible and maximal weakly Carnot
conformal GDMS on (G, d). If S satisfies the Bandt-Graf condition, then there
exist open sets Ov, v ∈ V, such that,
(1) JS ∩Ov 6= ∅ for all v ∈ V ,
(2) Ov ⊂ Int(Nv) ⊂Wv, for all v ∈ V,
(3) if O := ∪v∈VOv then for all τ, ρ ∈ E∗A, τ 6= ρ,
φτ (O) ⊂ O and φτ (O) ∩ φρ(O) = ∅.
Proof. Recall that the sets Nv where defined in Remark 5.16. Since E is
finite, there exists T0 large enough such that for all e ∈ E and for all τ ∈ E∗A such
that τe ∈ E∗A,
(11.44) diamcc(Jτ ) ≤ T 20 diamcc(Jτe)
and
(11.45) T0 diamcc(Je) ≥ 1.
This is possible because by (1.7), (5.7), (5.4), and Corollary 5.14,
diamcc(Jτ ) ≤ Ldiam(φτ (JS ∩Xt(τ)))
≤ LM‖Dφτ‖∞‖Dφe‖∞ 1‖Dφe‖∞
≤ LMK
mine∈E{‖Dφe‖∞}‖Dφτe‖∞
≤ 2L
3MK2
κ0µ0 mine∈E{‖Dφe‖∞} diamcc(Jτe).
We will now show that if r ∈ (0, 1], then for any ω ∈ E∗A such that diamcc(Jω) < r
there exists some k = 1, . . . , |ω|, such that
(11.46) T−10 ≤
diamcc(Jω|k)
r
≤ T0.
By (11.45), there exists some k = 1, . . . , |ω|, such that
(11.47) diamcc(Jω|k) ≥
r
T0
.
Let k0 be the minimal k ∈ N satisfying (11.47). Since diamcc(Jω) < r, k0 < |ω|.
By the minimality of k0,
(11.48) diamcc(Jω|k0+1) <
r
T0
.
By (11.44) and (11.48),
diamcc(Jω|k0 ) ≤ T 20 diamcc(Jω|k0+1) ≤ T0r.
Hence (11.45) follows.
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We now introduce some notation following [49]. Recalling Remark 11.12, for
α ∈ [0, 1] and ω ∈ E∗A let
Wα(ω) = W
cc
α,(1+α)T0
(ω) and Mα(ω) = ]W
cc
α (ω).
Then by (11.22),
(11.49) Mα(ω) ≤ Ccc(1, 2T0).
Let C = dCcc(1, 2T0)e+ 1, where dxe = min{k ∈ N : k ≥ x}, for x ≥ 0.
For fixed ω ∈ E∗A consider the function fω : [0, 1] → N defined by fω(α) =
Mα(ω). By the definition of the sets Wα(ω) we deduce that the function fω is
increasing. For r ≥ 0, let
(11.50) M˜α(r) = sup{Mα(ω) : ω ∈ E∗A,diamcc(Jω) ≤ r}.
Notice that the function f˜r : [0, 1]→ N defined by f˜r(α) = M˜α(r) has the following
properties,
(1) it is increasing,
(2) it is bounded by Ccc(1, 2T0),
(3) there exist α1, α2,∈ [0, 1] such that α2 − α1 ≥ 1C and f˜r is constant on
[a1, a2].
The first property follows by the definition of W ccα (ω) and the second property
follows by (11.49). To show that (iii) holds, suppose on the contrary that it fails.
Subdivide [0, 1] in C subintervals of length 1/C. Since f˜r is interger valued and
increasing, if [a, b] is any of the aforementioned subintervals, f˜r(b) − f˜r(a) > 1.
Hence f˜r(1) ≥ C > Ccc(1, 2T0), which contradicts (11.49).
Observe that the maximum is attained in (11.50). That is there exists some
ω ∈ E∗A such that ,
diamcc(Jω) ≤ r
and
M˜α1(r) = Mα1(ω).
Since fω is increasing,
(11.51) Mα2(ω) ≥Mα1(ω) = M˜α1(r) = M˜α2(r) ≥Mα2(ω),
in particular
(11.52) Mα1(ω) = Mα2(ω).
Observe that since a1 ≤ a2, Wα1(ω) ⊂ Wα2(ω). Thus by (11.52), Wα1(ω) =
Wα2(ω).
Now let ε = 1
2C
and let r = min{1, dT0,ε}, where dT0,ε is as in Lemma 11.14.
We will first show that if τ ∈Wα1(ω) and ρ ∈ E∗A such that ρω ∈ E∗A then
(11.53) ρτ ∈Wα2(ρω).
Notice that since ρω ∈ E∗A, t(ρ) = i(ω). By the definition of the sets Wα1(ω), if
τ ∈ Wα1(ω) then i(τ) = i(ω). Hence i(τ) = t(ρ), and by the maximality of S we
deduce that ρτ ∈ E∗A. Observe that since τ ∈ Wα1(ω) = W ccα1,(1+α1)T0 , ρτ ∈ E∗A
and diamcc(Jω) < dT0,ε, Lemma 11.14 implies that,
ρτ ∈W ccα1(1+ε),(1+ε)(1+α1)T0(ρω).
11. EQUIVALENT SEPARATION CONDITIONS FOR FINITE GDMS 135
Hence (11.53) will follow if we show
(11.54) α1(1 + ε) ≤ α2,
and
(11.55) (1 + α1)(1 + ε) ≤ (1 + α2).
Since α2 − α1 ≥ 1C , and α1 ≤ 1,
α2 ≥ α1 + α1
C
> α1
(
1 +
1
2C
)
= α1(1 + ε),
hence (11.54) follows. Moreover
(1 + α1)(1 + ε) ≤ (1 + α1)
(
1 +
1
2C
)
= 1 + α1 +
1
2C
+
α1
2C
≤ 1 + α1 + 1
C
≤ 1 + α2,
hence (11.55) follows. Therefore (11.53) follows as well.
We will now show that if ρω ∈ E∗A then
(11.56) Mα2(ρω) = Mα2(ω).
We will first prove that if ρω ∈ E∗A then
(11.57) Mα2(ρω) ≥Mα1(ω).
As we have remarked already in the proof of (11.53), if τ ∈Wα1(ω) then ρτ ∈ E∗A.
Hence by (11.53), ρτ ∈Wα2(ρω). This implies that
Mα2(ρω) = ]Wα2(ρω) ≥ ]Wα1(ω) = Mα1(ω),
and thus (11.57) holds.
Recall that r ≤ dT0,ε < ηS , hence since diamcc(Jω) ≤ r using Lemma 3.8 as in
Lemma 11.13 we deduce that
diamcc(Jρω) ≤ ‖Dφρ‖∞ diamcc(Jω) < diamcc(Jω) < r.
Hence Mα2(ρω) ≤ M˜α2(r) and by (11.51) we deduce that
(11.58) Mα2(ρω) ≤Mα1(ω).
By (11.57) and (11.58), we deduce that
(11.59) Mα2(ρω) = Mα1(ω).
Now (11.56) follows by (11.59) and (11.52). Thus (11.53) and (11.56) imply that
(11.60) Wα2(ρω) = {ρτ : τ ∈Wα2(ω)}.
Let
O =
⋃
τ∈E∗A:τω∈E∗A
φτ (Bcc(Jω, d1)),
where
d1 = min
{
ηS
10
,
min{λccS , α2}κ0µ0‖Dφω‖∞
5K2Λ0
}
,
and recalling Remark 11.2 λccS is just λS with respect to the dcc metric. Observe
that if we set Ov = Wv ∩O for v ∈ V then O = ∪v∈VOv,
Ov ∩ JS 6= ∅ and Ov ⊂ Int(Nv).
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Therefore in order to finish the proof of the proposition it is enough to show that
for all ρ, τ ∈ E∗A, ρ 6= τ , φτ (O) ⊂ O and
(11.61) φρ(O) ∩ φτ (O) = ∅.
First notice that φτ (O) is well defined for all τ ∈ E∗A, because by the irreducibility
of S for all τ ∈ E there exists some υ ∈ E∗A such that τυω ∈ E∗A. Moreover by the
definition of the set O it readily follows that φτ (O) ⊂ O. Hence in order to prove
(11.61) it is enough to show that for all e, e′ ∈ E and for all τ, τ ′ ∈ E∗A such that
eτω ∈ E∗A and e′τ ′ω ∈ E∗A,
(11.62) φeτ (Bcc(Jω, d1)) ∩ φe′τ ′(Bcc(Jω, d1)) = ∅.
For p ∈ Bcc(Jω, d1) and q ∈ Jω such that dcc(p, q) < d1, using (1.7), (5.16), (5.4)
and Proposition 5.14 we obtain
distcc(φeτ (p), Jeτω) ≤ dcc(φeτ (p), φeτ (q))
≤ LΛ0‖Dφeτ‖∞dcc(p, q) ≤ LΛ0‖Dφeτ‖∞d1
≤ LΛ0‖Dφeτω‖∞ ‖Dφeτ‖∞‖Dφeτω‖∞ d1
≤ KLΛ0‖Dφeτω‖∞ ‖Dφeτ‖∞‖Dφeτ‖∞‖Dφω‖∞ d1
=
KLΛ0d1
‖Dφω‖∞ ‖Dφeτω‖∞
≤ 2K
2LΛ0d1
κ0µ0‖Dφω‖∞ diamcc(Jeτω).
Hence,
(11.63) φeτ (Bcc(Jω, d1)) ⊂ Bcc(Jeτω, d2 diamcc(Jeτω)),
where
d2 =
2K2LΛ0
κ0µ0‖Dφω‖∞ d1.
In the same manner
(11.64) φe′τ ′(Bcc(Jω, d1)) ⊂ Bcc(Je′τ ′ω, d2 diamcc(Je′τ ′ω)).
Notice that by by (11.63) and (11.64), in order to prove (11.62) it is enough to show
that
(11.65) Bcc(Jeτω, d2 diamcc(Jeτω)) ∩Bcc(Je′τ ′ω, d2 diamcc(Je′τ ′ω)) = ∅.
If i(e) 6= i(e′), then Xi(e) ∩Xi(e′) = ∅. We will prove (11.65) by contradiction.
If (11.65) fails, then using that d2 <
λccS
2 ,
distcc(Xi(e), Xi(e′)) ≤ distcc(Jeτω, Je′τ ′ω)
≤ 2d2 max{diamcc(Xv), v ∈ V }
< λccS max{diamcc(Xv), v ∈ V }
= min{distcc(Xv1 , Xv2) : v1, v2 ∈ V },
which is impossible. Therefore in the case where i(e) 6= i(e′), (11.65) holds, and
hence (11.62) follows.
Now suppose that i(e) = i(e′). Without loss of generality we can assume that
diamcc(Jeτω) ≥ diamcc(Je′τ ′ω).
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Let ω′ = τ ′ω. By (11.46) there exists some m = 1, . . . , |τ ′|+ |ω|, such that
(11.66) T−10 ≤
diamcc(Je′ω′|m)
diamcc(Jeτω)
≤ T0.
We are going to prove that
(11.67) distcc(Jeτω, Je′ω′|m) > α2 diamcc(Jeτω).
Recall that
W ccα2,T0(eτω) =
{
ρ ∈ E∗A : i(eτω) = i(ρ),
T−10 ≤
diamcc(Jρ)
diamcc(Jeτω)
≤ T0,
and distcc(Jρ, Jeτω) ≤ α2 diamcc(Jeτω)
}
.
Suppose that (11.67) fails. Hence, by (11.66) and the fact that i(e) = i(e′) we
deduce that
(11.68) e′ω′|m ∈W ccα2,T0(eτω) ⊂W ccα2,(1+α2)T0(eτω) = Wα2(eτω).
But this is not possible, because by (11.60)
Wα2(eτω) = {eτυ : υ ∈Wα2(ω)},
and this contradicts (11.68) because e′ω′|m /∈ Wα2(eτω). Hence (11.67) holds and
in particular it implies that
(11.69) distcc(Jeτω, Je′τ ′ω) > α2 diamcc(Jeτω).
Since d2 ≤ α2/2, (11.69) implies (11.65). Therefore (11.62) follows. 
We can now complete the proof of Theorem 11.6 by proving the remaining
implication (iii)⇒ (iv). For v ∈ V let X ′v = Ov, where the sets Ov are as in
Proposition 11.15. By the same proposition the GDMS S ′ = {φε : X ′t(e) → X ′i(e)}
satisfies the strong open set condtition and it is equivalent to S. The proof is
complete. 
Remark 11.16. In the very nice paper [52], Rajala and Vilppolainen studied
finite weakly controlled Moran contractions in metric spaces. We remark that due
to our bounded distortion theorems proved earlier in Chapters 3 and 5, it follows
immediately that finite conformal IFS on a Carnot group (G, d) are properly semi-
conformal, see [52] for the exact definition. In particular if S if a finite conformal
IFS the equivalence (i)⇔(ii)⇔(iv) of Theorem 11.6 follows also from the results of
Rajala and Vilppolainen, see [52, Theorem 4.9].

CHAPTER 12
Hausdorff dimensions of invariant measures
In this short concluding chapter we establish a formula for the Hausdorff dimen-
sion of the projection of a shift-invariant measure onto the limit set of a Carnot IFS.
We assume throughout this chapter that S is a finitely irreducible Carnot conformal
GDMS with countable alphabet. Let us observe first that the same argument as
at the beginning of the proof of Theorem 8.5 gives the following fact which can be
called a measure theoretic open set condition.
Theorem 12.1. Let S be a Carnot conformal GDMS of bounded coding type.
If µ is a Borel probability shift-invariant ergodic measure on E∞A , then
(12.1) µ ◦ pi−1(φω(Xt(ω)) ∩ φτ(Xt(τ))) = 0
for all incomparable words ω, τ ∈ E∗A.
Recall that if ν is a finite Borel measure on a metric space X, then dimH(ν),
the Hausdorff dimension of ν, is the minimum of the Hausdorff dimensions of sets
of full ν measure. If A and B are two partitions of E∞A their join is defined as
A ∨ B = {A ∩ B : A ∈ A, B ∈ B}. We also set An := A ∨ σ−1(A) ∨ · · · ∨ σ−n(A),
where σ : E∞A → E∞A is the shift map. By α = {[e] : e ∈ E} we denote the partition
of E∞A into initial cylinders of length 1. Let µ be a Borel shift-invariant ergodic
probability measure on E∞A and denote by
Hµ(α) = −
∑
e∈E
µ([e]) log(µ([e]))
the entropy of the partition α with respect to the measure µ. Since α is a generating
partition, when Hµ(α) <∞ the Kolmogorov–Sinai entropy with respect to the shift
map can be defined as
hµ(σ) = − lim
n→∞
1
n
∑
A∈αn
µ(A) log(µ(A)).
See, for example, [51, Theorem 2.8.7(b)]. Moreover hµ(σ) ≤ Hµ(α). Notice also
that αn is the partition consisting of the cylinders of length n. Finally the charac-
teristic Lyapunov exponent with respect to µ and σ is defined as
χµ(σ) = −
∫
E∞A
ζdµ > 0
where ζ : E∞A → R is the function defined in (7.2). Now we want to establish a
dynamical formula for the Hausdorff dimension of the projection measures µ ◦pi−1,
frequently referred to as volume lemma. We will do in fact more: we will prove
exact dimensionality of such measures and will provide a dynamical formula for the
local Hausdorff dimension. We start off with the precise definitions of the concepts
involved.
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Definition 12.2. Let µ be a non-zero Borel measure on a metric space (X, ρ).
We define:
dimH(µ) := inf{dimH(Y ) : µ(Y ) > 0},
and
dimH(µ) = inf{dimH(Y ) : µ(X \ Y ) = 0}.
and call the latter of these two numbers the Hausdorff dimension of the measure µ,
while the former one is referred to as the lower Hausdorff dimension of the measure
µ.
Of course dimH(µ) ≤ dimH(µ); we will see soon that in the context of conformal
GDMS these quantities are frequently equal.
Analogously dimP(µ) and dimP(µ) will respectively denote the lower packing di-
mension and the packing dimension of the measure µ.
The next definition introduces concepts that form effective tools to calculate the
dimensions introduced above.
Definition 12.3. Let µ be a Borel probability measure on a metric space
(X, ρ). For every point x ∈ X we define the lower and upper pointwise dimension
of the measure µ at the point x ∈ X respectively as
dµ(x) := lim inf
r→0
logµ(B(x, r))
log r
and dµ(x) := lim sup
r→0
logµ(B(x, r))
log r
.
In the case when both numbers dµ(x) and dµ(x) are equal, we denote their common
value by dµ(x). We then obviously have
dµ(x) = lim
r→0
logµ(B(x, r))
log r
,
and we call dµ(x) the pointwise dimension of the measure µ at the point x ∈ X. If
then in addition the function X 3 x 7→ dµ(x) is µ-a.e. constant (refered to as dµ in
the sequel), we call the measure µ dimensional exact .
The following theorem about Hausdorff and packing dimensions of Borel measures
is well-known and its proof can be found for example in [51].
Theorem 12.4. If µ is a Borel probability measure on a metric space (X, ρ),
then
dimH(µ) = ess inf dµ, dimH(µ) = ess sup dµ
and
dimP(µ) = ess inf dµ, dimP(µ) = ess sup dµ.
As an immediate consequence of this theorem we get the following.
Corollary 12.5. If µ is a dimensional exact Borel probability measure on a
metric space (X, ρ), then all its dimensions are equal:
dimH(µ) = dimH(µ) = dimP(µ) = dimP(µ) = dµ.
We now shall prove the following main result of this section, versions of which have
been established in many contexts of conformal dynamics.
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Theorem 12.6. Let S be a boundary regular Carnot conformal GDMS. Suppose
that µ is a Borel probability shift-invariant ergodic measure on E∞A such that at
least one of the numbers Hµ(α) or χµ(σ) is finite. Then the measure mu ◦ pi−1 is
dimensional exact and
dim
?H(µ ◦ pi−1) = dimH(µ ◦ pi−1) = dµ◦pi−1 =
hµ(σ)
χµ(σ)
= dimP(µ ◦ pi−1) = dimP(µ ◦ pi−1).
Proof. By virtue of Corollary 12.5 it only suffices to prove the equality
(12.2) dµ◦pi−1 =
hµ(σ)
χµ(σ)
.
Suppose first that Hµ(α) < +∞. Since Hµ(α) < ∞ and since α is a generating
partition, the entropy hµ(σ) = hµ(σ, α) ≤ Hµ(α) is finite. Thus, Birkhoff’s Ergodic
Theorem and the Breiman–Shannon–McMillan Theorem imply that there exists a
set Z ⊂ E∞A such that µ(Z) = 1,
(12.3) lim
n→∞−
1
n
n−1∑
j=0
ζ ◦ σj(ω) = χµ(σ)
and
(12.4) lim
n→∞
− log(µ([ω|n]))
n
= hµ(σ)
for all ω ∈ Z. Note that (12.3) holds even if χµ(σ) = +∞ since the function
−ζ : E∞A → R is everywhere positive. Fix now ω ∈ Z and η > 0. For r > 0 let
n = n(ω, r) ≥ 0 be the least integer such that φω|n(Xt(ωn)) ⊂ B(pi(ω), r). Then
log
(
µ◦pi−1(B(pi(ω), r))) ≥ log(µ◦pi−1(φω|n(Xt(ωn)))) ≥ log(µ([ω|n])) ≥ −(hµ(σ)+η)n
for r small enough (i.e., for n = n(ω, r) is large enough), moreover,
diam
(
φω|n−1(Xt(ωn−1))
) ≥ r.
Using (5.7) and Lemma 5.8 the latter inequality implies that
log r ≤ log(diam(φω|n−1(Xt(ωn−1)))) ≤ log(ΛMK|φ′ω|n−1(pi(σn−1(ω)))|).
Recalling that ζ(ω) = log ‖Dφω1(pi(σ(ω)))‖, it follows from (12.3) that for arbitrary
N > 0 and sufficiently large n,
− 1
n− 1
n−2∑
j=0
log ‖Dφωj+1(pi(σj+1(ω)))‖ = −
1
n− 1
n−1∑
j=1
log ‖Dφωj (pi(σj(ω)))‖
≥ χ′µ(σ)− η
where χ′µ(σ) = min{N,χµ(σ)}. Therefore
log r ≤ log(ΛMK) +
n−1∑
j=1
log |Dφ′ωj (pi(σj(ω)))|
≤ log(ΛMK)− (n− 1)(χ′µ(σ)− η)
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for all r > 0 small enough. Hence
log
(
µ ◦ pi−1(B(pi(ω), r)))
log r
≤ −(hµ(σ) + η)n
log(ΛMK)− (n− 1)(χ′µ(σ)− η)
=
hµ(σ) + η
− log(ΛMK)
n +
n−1
n (χ
′
µ(σ)− η)
for such r. Letting r → 0 (and consequently n→∞), we obtain
lim sup
r→0
log
(
µ ◦ pi−1(B(pi(ω), r)))
log r
≤ hµ(σ) + η
χ′µ(σ)− η
.
Since η > 0 was arbitrary, we have that
lim sup
r→0
log
(
µ ◦ pi−1(B(pi(ω), r)))
log r
≤ hµ(σ)
χ′µ(σ)
for all ω ∈ Z. Letting M → +∞, we finally obtain
dµ◦pi−1(pi(ω)) = lim sup
r→0
log
(
µ ◦ pi−1(B(pi(ω), r)))
log r
≤ hµ(σ)
χµ(σ)
for all ω ∈ Z. Therefore, as µ ◦ pi−1(pi(Z)) = 1, we get that
(12.5) ess sup(dµ◦pi−1) ≤ hµ(σ)/χµ(σ).
Let us now prove the opposite counterpart of this inequality. If χµ(σ) = +∞,
then hµ(σ)/χµ(σ) = 0 and we are done. For the rest of the proof, we assume that
χµ(σ) < +∞. Let J1 ⊂ JS be an arbitrary Borel set such that µ ◦ pi−1(J1) > 0.
Fix η > 0. In view of (12.4) and Egorov’s Theorem there exist n0 ≥ 1 and a Borel
set J˜2 ⊂ pi−1(J1) such that µ(J˜2) > µ(pi−1(J1))/2 > 0,
(12.6) µ([ω|n]) ≤ exp
(
(−hµ(σ) + η)n
)
and
‖Dφω|n(pi(σn(ω))‖ ≥ exp
(
(−χµ(σ)− η)n
)
for all n ≥ n0 and all ω ∈ J˜2. In view of (5.12), the final inequality implies that
there exists n1 ≥ n0 such that
diam
(
φω|n(Xt(ωn))
) ≥ (ΛMK)−1 exp((−χµ(σ)− η)n)
≥ exp(−(χµ(σ) + 2η)n)(12.7)
for all n ≥ n1 and all ω ∈ J˜2. Given 0 < r < exp(−(χµ(σ) + 2η)n1
)
and ω ∈ J˜2,
let n(ω, r) be the least number n such that
(12.8) diam
(
φω|n+1(Xt(ωn+1))
)
< r.
Using (12.7) we deduce that n(ω, r) + 1 > n1, hence n(ω, r) ≥ n1 and
diam
(
φω|n(ω,r)(Xt(ωn(ω,r)))
) ≥ r.
Using Lemma 10.7 we find a universal constant Γ ≥ 1 such that for every ω ∈ J˜2
and 0 < r < exp(−(χµ(σ) + 2η)n1
)
there exist k ≤ Γ points ω(1), . . . , ω(k) ∈ J˜2
such that
pi(J˜2) ∩B(pi(ω), r) ⊂
k⋃
j=1
φω(j)|
n(ω(j),r)
(
X
t
(
ω
(j)
n(ω(j),r)
)
)
.
12. HAUSDORFF DIMENSIONS OF INVARIANT MEASURES 143
Let µ˜ = µ|J˜2 be the restriction of the measure µ to the set J˜2. Using (12.1), (12.6),
(12.7) and (12.8) we get
µ˜ ◦ pi−1(B(pi(ω), r)) ≤
k∑
j=1
µ ◦ pi−1(φω(j)|
n(ω(j),r)
(X
t(ω
(j)
n(ω(j),r)
))
)
=
k∑
j=1
µ
(
[ω(j)|n(ω(j),r)]
) ≤ k∑
j=1
exp
(
(−hµ(σ) + η)n(ω(j), r)
)
=
k∑
j=1
(
exp
(−(χµ(σ) + 2η)(n(ω(j), r) + 1))) n(ω(j),r)n(ω(j),r)+1 · −hµ(σ)+η−(χµ(σ)+2η)
≤
k∑
j=1
diam
(
φω(j)|
n(ω(j),r)+1
(
X
t
(
ω
(j)
n(ω(j),r)+1
)
)) n(ω(j),r)
n(ω(j),r)+1
· hµ(σ)−η
χµ(σ)+2η
≤
k∑
j=1
r
n(ω(j),r)
n(ω(j),r)+1
· hµ(σ)−η
χµ(σ)+2η
≤ Lr
hµ(σ)−2η
χµ(σ)+2η ,
where the last inequality is valid provided n1 is chosen so large that
n1
n1 + 1
· hµ(σ)− η
χµ(σ) + 2η
≥ hµ(σ)− 2η
χµ(σ) + 2η
.
Hence, dimH(J1) ≥ dimH(pi(J˜2)) ≥ hµ(σ)−2ηχµ(σ)+2η , and, since η was arbitrary, dimH(J1) ≥
hµ(σ)
χµ(σ)
. Thus
dimH?(µ ◦ pi−1) ≥ hµ(σ)
χµ(σ)
By virtue of Theorem 12.4 this means that
ess inf dµ◦pi−1 ≥
hµ(σ)
χµ(σ)
,
and along with (12.5) this completes the proof of (12.2) in the case of finite entropy.
If Hµ(α) =∞ but χµ(σ) is finite, then it is not difficult to see that there exists
a set Z ⊂ E∞A such that µ(Z) = 1 and
lim
n→∞
− log(µ([ω|n]))
n
= +∞
for all ω ∈ Z. Therefore the above considerations would imply that dimH(µ) = +∞
which is impossible, and the proof is finished. 
Remark 12.7. Observe that the property µ([ω]) = µ ◦ pi−1(φω(Xt(ω))), ω ∈
E∗A, which is equivalent with (12.1), was not used in the proof of the inequality
dimH(µ ◦ pi−1) ≤ hµ(σ)χµ(σ) .
Remark 12.8. It is worth noting that Hµ(α) <∞ if and only if Hµ(αq) <∞ for
some q ≥ 1, and therefore it suffices to assume, in Theorem 12.6, that Hµ(αq) <∞
for some q ≥ 1.
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Corollary 12.9. If the boundary regular Carnot conformal GDMS S = {φe}e∈E
is strongly regular, or more generally if it is regular and Hµ˜h(α) <∞, then
dimH(mh) = dimH(µh) = dimH(JS).
Recall that µh is the σ-invariant version of the h-conformal measure mh.
Proof. We remark first that for each strongly regular system S, Hµ˜h(α) <∞.
Indeed, since S is strongly regular, there exists η > 0 such that Z1(h−η) <∞, which
means that
∑
e∈E ||Dφe||h−η∞ < ∞. Since by Lemma 5.17 lime∈E ||Dφe||∞ = 0
we have that ||Dφe||−η∞ ≥ −h log(||Dφe||∞) for all but finitely many e ∈ E, and
therefore the series
∑
e∈E −h log(||Dφe||∞)||Dφe||h∞ converges. Hence, by virtue of
(7.18), ∑
e∈E
− log(µ˜h([e])µ˜h([e]) <∞
which means that Hµ˜h(α) <∞.
Suppose that S is regular and Hµ˜h(α) < ∞. Since mh and µh are equiva-
lent, dimH(µh) = dimH(mh), and hence by Theorem 7.21 it suffices to show that
dimH(µh) = h. Notice that for ω ∈ ENA,
n−1∑
j=0
−ζ ◦ σj(ω) = −
n−1∑
j=0
log ‖Dφωj+1(pi(σj+1(ω)))‖
= − log (‖Dφω1(pi(σ1(ω)))‖ ‖Dφω2(pi(σ2(ω)))‖ · · · ‖Dφωn(pi(σn(ω)))‖) .
Using (3.6) and the fact that pi(σk(ω)) = φωk+1 ◦ · · · ◦ φωn(pi(σn(ω))) for 1 ≤ k ≤ n
we deduce that
(12.9)
n−1∑
j=0
−ζ ◦ σj(ω) = − log ‖Dφω|n(pi(σn(ω)))‖.
Since µ˜h and m˜h are equivalent, by (7.18) there exists const > 0 such that
− log(const−1 µ˜h([ω|n])1/h) ≤ − log ‖Dφω|n(pi(σn(ω)))‖ ≤ − log(const µ˜h([ω|n])1/h).
Therefore,
(12.10) lim
n→∞
− log(µ˜h([ω|n]))
n
= h lim
n→∞
− log ‖Dφω|n(pi(σn(ω)))‖
n
.
Therefore by (12.9), (12.10), Birkhoff’s Ergodic Theorem and the Breiman–Shannon–
McMillan theorem we get that
hµ˜h(σ) = limn→∞
− log(µ˜h([ω|n]))
n
= h lim
n→∞
−∑n−1j=0 ζ ◦ σj(ω)
n
= hχµ˜h(σ).
for a.e. ω ∈ ENA. The proof is now completed by invoking Theorem 12.6. 
We end this short chapter with the following fact, which shows that µ˜h is
essentially the only invariant measure on E∞A whose projection onto JS has maximal
dimension dimH(JS).
Theorem 12.10. Suppose that S = {φe}e∈E is a finitely irreducible and bound-
ary regular conformal Carnot GDMS. Suppose also that µ is a Borel ergodic prob-
ability shift-invariant measure on E∞A such that Hµ(α) < +∞. If
dimH(µ ◦ pi−1) = h := dimH(JS),
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then the systems S is regular and µ = µ˜h.
Proof. If χµ(σ) = +∞, then it follows from Theorem 12.6 that h = dimH(µ◦
pi−1) = 0 which is a contradiction. So, χµ(σ) < +∞ and it follows from Theo-
rem 12.6 that hµ(σ)−hχµ(σ) = 0. Along with the 2nd Variational Principle (The-
orem 4.8), this implies that P(h) ≥ 0. In conjunction with Observation 7.7 this
entails P(h) = 0, meaning that the system S is regular. In consequence both shift-
invariant measures µ and µ˜h are equilibrium states of the potential hζ : E
N
A → R.
Because of Observation 7.12 it therefore follows from Theorem 7.4 (e) that µ = µ˜h.
The proof is complete. 
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