The accuracy of the measurement of the void fraction in bubbly flows using an optical probe is investigated. Experiments were performed in tap water with ellipsoidal-shaped air bubbles with equivalent diameters and velocities in the range of 2.8-5.2 mm and 0.22-0.28 m/s. Comparison of charge coupled devices ͑CCD͒ images of dynamic bubble piercing events with optical probe signals shows that for piercing in the area around the bubble side, the so-called low-level criterion gives the best agreement with the actual gas-liquid transition for the undisturbed bubble. In addition, residence time underestimation due to a partial blinding effect is observed in the outer regions of the bubble. Residence times of the probe inside the bubble are obtained from the probe signal and from CCD images of the undisturbed bubble. These are compared to study the relevance of various probe-bubble interaction effects. The crawling effect is found to play an important role. For perpendicular piercing, the experiment shows that in the central area of the bubble deceleration effects induced by the probe lead to local overestimation of residence times. In the outer region of the bubble, large-scale deformation leads to local underestimation of residence times. The larger cross-sectional area associated with the underestimation leads to a net underestimation of the total bubble volume. For nonperpendicular piercing, the probe inclination is found to generate an additional drifting effect, creating an additional source of underestimation.
I. INTRODUCTION
For the investigation of bubbly gas-liquid flows, local phase detection probes have become widely applied sensors. These intrusive probes, often based on impedance or optical phenomena, can provide estimates for, e.g., the phase indicator functions, void fraction, and dispersed phase velocity. 1 Optical probes have the advantage of the simplicity of the setup, easy interpretation of the results, and the fact that the signal is not coupled to the flow. In optical probes, light is emitted into one extreme of an optical fiber. At the other extreme, the tip, some light is reflected back. The reflected intensity is determined. Its value depends on the refractive index of the phase surrounding the probe tip. This way, the detection of bubbles is enabled by the different refraction indices of the gas and liquid phases. A good introduction and overview of the principles of this technique can be found in Refs. 1 and 2.
The use of optical probes for the investigation of small nonuniformities in the void fraction distribution of bubbly flows 3 puts high demands on the accuracy of the void fraction estimate. This requires a good understanding of the signal produced by the probe and the intrusive nature of the probe. From this, a more accurate residence time of the probe in the bubble can be determined, and the difference between the measured residence time and the residence time for a "virtual probe" ͑an imaginary probe having no intrusive nature͒ is clarified. Regarding these points, two issues are important. First, the moments in the signal that the probe enters and exits the bubble must be correctly identified. Second, the interaction of the probe with the bubble interface has to be understood: The probe-induced deformation of the bubble, its deceleration, and the drifting of its trajectory should be identified.
A considerable amount of work on optical probes has been published. Most studies on the accuracy of the void fraction 1, [4] [5] [6] [7] consider the total error in the void fraction by comparing with a global technique, such as vertical ducts with fast closing valves. 1, [4] [5] [6] These studies provide little clue to the individual contributions of all error sources.
The identification in the signal of the moments of entrance and exit of the probe in the bubble has been the subject of many studies on the signal shape and signal analysis. 1, 5, 6, 8, 9 The main focus in these investigations was on the transition of the probe from the liquid phase into the gas phase, as well as the selection of appropriate thresholds for an accurate algorithm. There is still uncertainty on the point in the signal which corresponds to the moment that the probe crosses the undisturbed air-water interface at the end of the bubble. Especially criteria for lower amplitude signals without a plateau are unclear. 4, 5 The possible effects of the probe on the bubble shape, velocity, and trajectory were first classified by Serizawa et al. 10 for a hot film probe. This was refined later for optical probes by Barrau et al. 5 Investigations on the modification of the bubble shape by the probe have generally been focused on the piercing of a flat surface 1, 11 or are based on assumptions about the piercing behavior. 7 Only the work by Barrau et al. 5 and Sene 12 attempt to quantify the contribution of the interaction effects, but their conclusions are partially contradicting and incomplete.
The present article considers the inaccuracy of the optical probe technique in a bubbly flow. The first objective is to find proper criteria for the signal analysis that give the best correspondence with the actual crossing of the probe through the undisturbed interface. The second objective is to find the effects of the probe on the bubble that are responsible for inaccuracies in the void fraction, and to quantify them. For both objectives, special attention is given to the dependence of the behavior on the radial position of the piercing event. This way, especially low-amplitude signals are studied in more detail and the effect of curvature is considered.
The approach toward finding these criteria and interaction effects is experimental. The piercing of a single bubble is studied under dynamic conditions by comparing probe signals and charge coupled device ͑CCD͒ images with and without piercing and investigating these for possible interaction effects.
Sections II and III discuss the literature regarding the subject and the experimental facilities and processing techniques used in this work, respectively. Section IV presents the results on the identification of the interfaces in the probe signal and Sec. V analyzes the results obtained on the probebubble interaction.
II. LITERATURE OVERVIEW

A. The probe signal
Cartellier 1, 8, 13 provides a general sketch of the piercing event of a bubble by an optical fiber. The papers give an overview of literature on optical probes. Controlled quasisteady piercing experiments of a probe penetrating a plane water-air interface are described and appended with an overview of literature on related techniques, such as resistivity probes. This provides a picture of the penetration of a bubble by an optical probe.
Figures 1 and 2 sketch the bubble piercing process and the corresponding bubble signal for an ideal case. The probe is fixed, the bubble is moving upward with constant velocity U b . If the bubble is penetrated in the center, generally, five stages can be distinguished during the piercing process:
Stage 1: Perturbation of the bubble interface ͓Fig. 1͑a͔͒; when the probe tip approaches the bubble surface a deformation is produced due to the probe-induced liquid pressure over the bubble: The "surge effect". The film between the tip and the interface is drained laterally. The amplitude of the deformation depends on the bubble velocity, tip diameter and geometry, and fluid characteristics. Calculations using boundary element methods and potential flow assumption 11 show that, in general, the amplitude of this deformation is much smaller than the tip radius. During this stage, the optical probe signal level equals V L ͑Fig. 2-S 1 ͒. Stage 2: Rupture of the bubble interface ͓Fig. 1͑b͔͒. Once the film has become very thin due to the lateral film draining, it ruptures due to direct force interactions between the solid surface and the interface. The optical probe signal starts increasing ͑point A in Fig. 2 -S 2 ͒. Stage 3: Movement of the three-phase contact line along the probe tip ͓Fig. 1͑c͔͒. The tip enters the bubble, and an increasingly larger area of the tip starts reflecting light. As a result, the probe signal gradually reaches the gas level V G ͑Fig. 2-S 3 ͒. Stage 4: Bubble passage ͓Fig. 1͑d͔͒. The tip is almost dry. In the case of a silica tip, it is never completely dry because the clean silica has a natural wettability due to the hydrogen bonding to surface silanol ͑Si-OH͒ groups produced by the hydrolysis of the silica surface in aqueous environment.
14 In this stage, the optical probe signal level is V G ͑Fig. 2-S 4 ͒. Stage 5: Gas-liquid transition ͓Fig. 1͑e͔͒. When the tip contacts the rear part of the bubble, the liquid quickly creeps up along the solid surface and a new deformation is produced due to surface tension. In this stage, the optical probe signal level drops to V L ͑Fig. 2-S 5 ͒. The exact signal point that identifies the interface transition is not yet clear in this case.
The duration of the signal rise for the liquid to gas transition ͑T L→G ͒ is much longer than the duration of the signal drop for the gas to liquid phase transition ͑T G→L ͒. There are two reasons for this. First, the amplitude of the interface deformation is much smaller for the case of gas-liquid transition than for the liquid-gas transition: The low gas inertia allows a quick lateral drainage when pushed by the tip, and the remaining gas layer encounters a higher inertia medium which resists its penetration. Second, when the probe is applied to bubbles, it usually encounters a concave interface for the gas-liquid transition. When the probe pierces the interface, the curvature keeps its sign until breaking. As a result, the gas-liquid transition occurs more rapidly than the liquidgas transition which has a convex surface. For bubbles pierced in the center, the dewetting is complete and a plateau exists in the signal if the tip penetrates far enough into the bubble, i.e., deeper than the probe latency length. If the bubble is pierced further away from its center, the dewetting process of the probe may not be completed before the rewetting occurs at the gas-liquid interface. In this case, a smaller amplitude signal is obtained without a plateau, the signal usually has a bell shape. The signal drop associated with rewetting now has a much larger duration.
Imperfections in the tip shape may give deviations from the ideal signal shape. 2 One common example is the occurrence of a presignal. Before the probe touches the interface, a primary peak of low amplitude may be observed in the signal, 13 depending on the probe that is used. This "presignal" is attributed to reflection of light back into the probe by the interface before contact.
The identification of the points in the signal associated with the crossing of the interface has been done so far by investigating quasi-steady situations with flat interfaces, and by using the results obtained with resistivity probes. 1 Ignoring the possible presignal, the beginning of the signal rise corresponds to the detection of the disturbed liquid-gas interface. 2, 8, 15 For the gas-liquid interface, no tests under dynamic conditions are available. 1 Cartellier 1, 5 performed experiments under quasi-steady conditions on a plane gas-liquid interface. Very accurate measurements of the surface deformations combined with expectations based on the results for resistivity probes 1 suggest that the transition takes place at the start of the falling slope, the so-called high level criterion ͓͑HLC͒, point B in Fig. 2͔ . In these experiments, a sharp signal drop was obtained at the instant that the probe touches the lower gas-liquid interface. The rapid wetting of the probe results in a very fast transition.
Other authors 9 propose a criterion based on the end of the falling slope for the gas-liquid transition, the so-called low level criterion ͑LLC͒, see point BЈ in Fig. 2 . However, the motivation for this choice is based more on algorithm simplification than on experimental evidence, since the calculation of the point B is difficult for some types of signals, especially in the case of high gas fractions.
B. Probe-bubble interaction mechanisms
Serizawa et al. 10 performed for hot film probes the first classification of the effects that occur during the bubble piercing process and that can induce measurements errors. This classification was refined later for optical probes by Barrau et al.: 5 Blinding effect: Since the probe detects the disturbed interface position, the local interface deformation during probe impact contributes to the error. This leads to existence of a blind zone or, equivalently, to an effective shape detected by the probe. Crawling effect: The whole bubble is decelerated and/or deformed during the interaction. Drifting effect: The trajectory of the bubble is altered leading to either the detection of a smaller chord or to no detection at all.
Both the blinding effect and the crawling effect contain deformation effects. The deformation for the blinding effect is mainly related with a local deformation zone located in the bubble interface which may for instance be produced by both the probe-induced liquid pressure over the bubble and the direct hitting itself. The crawling effect considers the deformation of large parts of the bubble.
The relative influence of these effects on the final residence time estimate results, as well as their absolute magnitude, is not yet clear. 5 Carrica et al. 7 identified the blind zone for resistivity probes as a membrane over the bubble interface of width equal to the probe tip radius. If the tip center is inside this zone, no bubble is detected, leading to underestimation of the void fraction. For optical probes, however, the work claims that these probes can detect bubbles touched by only a part of the tip. This would lead to overestimation.
For bubbles, however, generally underestimation is observed. Barrau et al. 5 reverse the explanation for optical probes by Carrica et al. 7 and attribute the systematic underestimations observed in the optical probes measurements to the blinding effect. Similar to the explanation for resistivity probes by Carrica et al., 7 a blind zone near the bubble perimeter is identified where the corresponding chords are not perceived or underestimated. The size of this region is based on a critical dimensionless radial coordinate for the piercing, instead of the tip radius. Experiments to determine the value of this coordinate were only done for a viscous liquid ͑ =20ϫ 10 −6 m 2 /s͒, and showed a value of 0.7. Outside the blind zone the underestimation of the chord length is very small since the surge effect 11 only gives a small deformation. In addition, other authors 12 claim that the crawling effect can play an important role in bubble piercing interaction, but the experimental evidence in this case is still weak.
III. EXPERIMENTAL SETUP AND PROCESSING
A. Introduction
In order to determine the void fraction, the probe signal must be analyzed by an appropriate signal processing algorithm. This algorithm must identify the points in the signal that correspond to the crossing of the liquid-gas and gasliquid bubble interface by the probe tip. The identification of the points in the signal associated with the crossing of the interface for a dynamic situation requires the simultaneous recording of the probe signal and the position of the probe tip with respect to the interface.
The relative importance of the probe-bubble interaction mechanisms can be investigated by studying the differences between the original and pierced bubbles. The residence times obtained from the optical probe signal are compared with the residence times obtained from CCD images with and without piercing. These two types of experiments will be referred to as the synchronous experiments and the residence time experiments, respectively.
B. Experimental setup
A train of bubbles is analyzed using both the optical probe technique and digital image processing techniques. Figure 3 shows a sketch of the system. The basic configuration is composed of a water tank, 30 cmϫ 30 cmϫ 50 cm, where a train of bubbles with very constant shapes is produced at a constant flow rate by a single needle ͑inner diameter 0.8 mm, length 20 cm͒. With the flow rates used in these experiments, the bubbles have ellipsoidal shapes and a wobbling behavior when they have traveled a few centimeters from the needle. The synchronous experiments and the major part of the residence time experiments have been performed with bubbles having 4.8 mm major axis ͑equivalent diameter D eq = 3.7 mm͒. Additional residence time experiments have been performed with bubbles of D eq = 2.8 mm ͑major axis 3.8 mm͒ and D eq = 5.2 mm ͑major axis 5.8 mm͒. The diameter variations were obtained by changing the flow rate through the needle.
The image acquisition system is composed of a CCD camera ͑DALSA, resolution 256ϫ 256͒ and a continuous light source. The residence time recordings were performed at the highest possible frame rate of 900 fps ͑image resolution of 36 pixels per mm͒. In the synchronous experiments, the instant when the bubble interface is pierced has to be determined accurately. For this purpose, a higher temporal resolution is needed. Therefore, a triggering system is used. A small laser beam is aligned through the bubble plume at an optical detector, which provides a trigger pulse. This trigger pulse is delayed with a variable amount of time. Two pulses are derived: One for starting the image capture and one for ending the image capture ͑capture time 30s͒. The evolution of the piercing of the bubble is investigated by varying the delay.
The optical probe system is composed of an optical probe ͑stretched type, R f = 100 m, latency lenth= 75m͒, a multichannel analog/digital converter ͑ADC͒ card and a XYZ traversing system with a precision of 1 m. The probe is placed vertically in the tank, parallel to the bubble trajectory. The signal of the optical probe is recorded simultaneously with the trigger signals using the ADC card. For the synchronous experiments, a sampling rate of 200 kHz is used for the residence time experiments 100 kHz.
The study of the influence of the position of puncture and the evolution of the piercing at various vertical positions of the bubble requires that all of the bubbles are very constant in both shape and trajectory and no coalescence occurs. Different experiments verify that the constant shape and trajectory is only obtained in the zone near to the needle ͑1 cmϽ Z Ͻ 3.5 cm in this work͒. In this range, the bubble trajectories are straight and very reproducible ͑maximum variation of 1.5 pixels over 8 h͒. In addition, the bubble surface exhibits some shape oscillations. These are again very reproducible ͑maximum variation of 1 pixel͒. The coalescence can be prevented by varying the volume of the pressure chamber under the needle and the flow rate.
The single CCD camera allows for only a twodimensional ͑2D͒ view of the axisymmetric piercing process. The probe is aligned in the plane parallel to the CCD image plane that passes through the bubble center. This alignment is done by traversing the probe perpendicular to the image plane and finding the maximum of the probe residence time from its signal.
C. Processing of residence time experiments
The differences between the original and pierced bubbles are studied. In this set of experiments, three different residence times are determined. First, the tip residence times inside the bubble are obtained from the optical probe signal. Second, the residence times from the sequence of images without piercing ͑virtual tip͒ are obtained. And third, the residence times are obtained from image sequences with piercing. The latter two residence times are obtained using digital image processing techniques. The analysis is done at various probe locations. Kiambi et al. 16 also perform virtual tip measurements but do not distinguish for piercing location, Sene 12 also compared images and probe signals but with a rather low accuracy. Comparison between the various results is possible due to the fact that the bubble shape ͑in-cluding oscillations͒ and trajectory are very constant in time. Additionally, information about the bubble deformations or decelerations is obtained. The analysis of these results for a complete bubble scan will provide us with valuable information of the different effects during piercing and their contribution to void fraction ͑i.e., residence times͒ measurement errors.
Processing of charge coupled device images
The initial step of the digital image processing consists of the bubble segmentation process. First, the background of the image is subtracted. Next, a simple threshold technique is used to identify the bubble pixels in the image. The threshold level is chosen from the histogram of the bubble image.
Once the bubble pixels are identified, two different calculations are performed. First, geometrical calculations are carried out to obtain the center of gravity and bubble boundary coordinates from a sequence of images. Velocities are determined of the top, the rear, and the center of gravity of the bubble. In addition, other bubble geometrical parameters are calculated, such as the bubble height and the maximum and minimum axis length. By comparing the set of results from two sequences of images, with and without piercing, it is possible to obtain information about the bubble deceleration and/or deformation during the piercing process for different piercing positions.
Additional calculations are performed to calculate the residence times inside the bubble without piercing ͑virtual tip͒ from a sequence of images. The trajectories of the front and rear side of the bubble are determined for all radial piercing coordinates using linear interpolation between the images. These trajectories are used to calculate the time elapsed between the arrival of the upper part of the bubble at the virtual tip position and the departure of the rear part of the bubble from this position. This way, a complete scan of residence times over a radial line over the bubble is obtained.
Optical fiber signal processing
The signal processing software is similar to that used by Barrau and Cartellier. 4, 5 The actual analysis is done as postprocessing on a personal computer on the sampled data. Therefore, the algorithm speed is not an issue. First, the liquid and gas phase signal levels V L and V G are determined from the signal probability density function ͑PDF͒. The levels are redetermined every second to handle possible drift. Then, the approximate locations of the bubble signatures are determined by using a threshold level V L + 0.1͑V G − V L ͒. Very short signatures due to noise are discarded. Next, for every bubble, the entry and exit time are determined. For every individual bubble, the plateau level is determined by finding its corresponding maximum in the signal PDF. For bellshaped signals, the maximum level is determined. This level is named V i . A presignal could be observed in some bubble piercing events where the piercing is almost perpendicular to the interface. For piercing events with nonperpendicular piercing, this mirror effect is not present and no presignal is observed.
Because of the presignal, the criterion for bubble entry cannot be based on the noise level ͑which works well for all signals without presignal͒. Instead, its threshold is set to 10% of the bubble plateau level. This way, the presignal is not included in the residence time. For bubbles without plateau, 10% of the maximum level is taken. This gives: V entry,i = V L + 0.1͑V i − V L ͒. For the gas-liquid transition, both residence times obtained using the HLC and LLC are determined. These are located, respectively, at 90% and 10% of the signal plateau, or maximum ͑for incomplete signatures͒: Figure 4 shows signals acquired at various distances X from the bubble center. When piercing occurs in the central area ͑X / R Ͻ 0.88͒, full-amplitude signals with a plateau are obtained. The probe tip gets enough time to dry completely. When piercing occurs close to the bubble edge ͑X / R Ͼ 0.88͒, full dewetting is not obtained. As a result, "incomplete" signals are obtained: These have smaller amplitudes, no plateau, and are usually bellshaped. When piercing occurs further from the center, the rising flanks get a longer duration. In the region with approximately X / R Ͼ 0.8, the falling flanks also get a longer duration. As a result, away from the center, the choice for the criterion for the gas-liquid transition becomes much more important for accurate void fraction measurements: The difference in the residence times can be up to 50%.
IV. IDENTIFICATION OF INTERFACES IN THE SIGNAL
The shape of the signals is investigated further by recording simultaneously the probe signal and images of the bubble and probe. Figure 5 shows the results for bubbles with velocities of 0.25 m/s; the instants when capture is started and ended of the corresponding images are shown in the signals as vertical lines. The ͑invisible͒ probe tip is visualized in white. Figures 5͑a͒-5͑c͒ show the piercing of a bubble providing full-amplitude signals ͑X / R = 0.56͒. The arrival of the probe at the gas-liquid interface corresponds to the first 5% rise of the signal. This agrees with the classical use of the LLC for the liquid-gas transition. Distinction between the undisturbed and disturbed interface position can not be made, since the magnitude of the surge effect is of the order of magnitude of 5m, 11 which is smaller than the spatial resolution used. In addition, this deformation cannot be visualized due to the perspective of the images. The temporal resolution for the gas-liquid transition is not sufficient to select the most appropriate criterion: The falltime is very close to the image capture time.
More interesting are the small-amplitude signals ͓Figs 5͑d͒-5͑h͒, with X / R = 0.93͔. Again, the signal rise starts as soon as the liquid-gas interface position is reached. The signal starts to fall before the full dry-tip signal level is reached. The fully wet-tip signal level is reached before the probe tip reaches the undisturbed gas-liquid interface position. A more detailed study showed that this happens for all positions where small-amplitude signals are obtained. This can be explained using Figs. 6 and 7. Figure 6 shows the schematic piercing of a bubble close to its side. The undisturbed inter- 
035103-5
Void fraction with optical probes Rev. Sci. Instrum. 76, 035103 ͑2005͒ face is shown; this is the interface that is perceived with the CCD 2D sideview. In addition, the schematic disturbed interface and the probe signal are shown. The instances of the sketches are marked in this signal. The interface is pierced under a relatively small angle between the tip and the bubble interface. Due to this small angle the gas-liquid-probe contact line returns over the tip before it has proceeded far enough to give a fully dry tip. The bump that is created in the bubble is shown in Fig. 7 , which gives a front view of a bubble "pierced" at the sides. The probe tip is clearly only partially dewetted. The sidewards wetting of the tip by the moving contact line occurs relatively slow since the probeinterface angle varies relatively slow. The tip is fully wetted again before the undisturbed gas-liquid interface is reached. Therefore, if the probe hits the bubble with a small angle between the probe and the interface, the following effects can occur:
͑a͒ A small-amplitude signal is obtained. ͑b͒ Both the rise time and fall time of the signal increase since the progress of the contact line over the probe is much slower. ͑c͒ A partial "blinding" effect can occur: Part of the undisturbed chord length is not seen by the probe.
Thus, the most appropriate gas-liquid transition criterion for the processing of the smaller-amplitude signals is therefore the LLC. This way, the underestimation of the residence time of small-amplitude signals is minimized. Also, for fullamplitude signals, the fall time may be increased if the gasliquid interface is hit under an angle ͑sketch in Fig. 8͒ : Not the point, but the side is the first part of the probe tip that touches the gas-liquid interface. As a result, the signal starts dropping before the extreme of the probe tip has reached the undisturbed gas-liquid interface. In addition, the wetting of the probe tip may be only partial, giving the longer fall time. This was confirmed by the results from Fig. 4 for X / R Ͼ 0.8. This extra fall time should be associated with the residence time inside the bubble. This is accomplished by the use of the LLC. Therefore, typically in about 40% of all bubble hits the LLC criterion gives the closest approximation to the undisturbed residence time. In the case of more spherical ͑smaller͒ bubbles, this percentage would probably increase even further ͑for the probe that was used in this investigation͒.
The fall time in the case of perpendicular piercing is very small ͑a maximum of 1%, but typically 0.3% of the total residence time͒. In addition, close to the sides of the bubble, the LLC is the most appropriate one. These arguments lead to the choice of the LLC for the processing of all bubble signals.
Tests in a very uniform bubble column ͑7.5% void fraction͒ show that by using the LLC, typically the underestimation of the void fraction is reduced from about 15% to about 10%.
V. PROBE-BUBBLE INTERACTION EFFECTS
In order to study the bubble modifications during the piercing process, a bubble scan is performed at 30 radial positions over a line through the bubble center perpendicular to the fiber orientation. The residence times are measured with the optical probe. These measurements are compared with the residence times obtained from a sequence of CCD images without ͑virtual tip͒ and with tip for different parts of the bubble. For the piercing experiments, it is necessary to define the angle ␣ between the probe and the bubble short axis. The angle ␣ was varied in the experiments. Both the bubble motion and bubble orientation are parallel to the vertical axis, since the wobbling behavior has not started yet.
In the first set of experiments, it is observed that the analyzed bubbles have strong velocity oscillations due to the relatively small distance that has been traveled since they were generated at the needle. The oscillations can affect the piercing phenomena and, consequently, the comparison of the results. Figure 9 shows the upper ͑U up ͒, rear ͑U re ͒, and gravity center ͑U gc ͒ velocities of the bubble with respect to the distance of the lower side of the bubble to the needle that generates the bubbles ͑Y min ͒. Piercings at three different phases of the oscillations are considered. The oscillations at the beginning of the piercing are summarized in Table I. A. Perpendicular piercing "␣ =0°… Figure 10 shows the comparison of the residence times given by the optical probe using both LLC and HLC, and the results from the virtual probe CCD images analysis. This was done for a scan over a line for bubble T1.
Comparison of the results of the two gas-liquid criteria and of the CCD is facilitated by considering the absolute and 
035103-7
Void fraction with optical probes Rev. Sci. Instrum. 76, 035103 ͑2005͒
relative differences between the residence time from the probe and the residence time from CCD images ͑Fig. 11 for bubble T1͒. There are two different zones for the bubble piercing. In the central zone of the bubble ͉͑X / R͉ Ͻ 0.5͒, the residence time is overestimated. In the bubble sides ͉͑X / R͉ Ͼ 0.5͒, an underestimation is observed. Both criteria give similar results for the overestimation zone. This is not surprising since signals with a plateau are obtained in this zone and bubble interfaces are pierced almost perpendicularly, giving a quick signal drop at the gasliquid transition. The underestimation in the region with ͉X / R͉ Ͼ 0.5 is smaller when LLC is used, in agreement with the results from Sec. IV. The cross-sectional area of the bubble where the LLC gives a smaller underestimation is about 75% of the total cross-sectional area, again stressing the importance of the use of the best criterion for the void fraction estimate. From this point on, only the results for the LLC will be considered.
Comparison of the residence time for piercing obtained from the probe signal and the images with piercing is shown in Fig. 12 . Although only a 2D projection is obtained, the images give a good impression of the total bubble deformation. Therefore, the graph gives a good idea of the part of the bubble that is not seen by the probe due to local interface deformations, such as the surge effect and deformations close to the bubble sides, like those described in Figs. 6 and 7 . In other words, it shows the magnitude of the blinding effect. In the central region, there is a very small difference ͑Ͻ0.05 ms, that is Ͻ0.5%͒: The blinding effect is negligible compared to the other effects. This agrees with the calculations by Liju et al. 11 that the surge effect is small. In the outer regions, however, an underestimation is observed which agrees with the results from Sec. IV. This shows that for these bubbles in water the blinding effect is only important in the outer regions of the bubble and that it results in the underestimation of chordal lengths. The behavior described by Barrau et al. 5 ͓which was discussed in Sec. II B, and is sketched in Fig. 13͑a͔͒ , where chords near outer regions are not detected at all, is not observed. Instead, a new behavior is observed, shown schematically in Fig. 13͑b͒ . The difference may be caused by the lower viscosity in the current experiment.
The underestimation in the outer bubble regions that remains with the use of the LLC can be caused by the blinding effect as well as the crawling effect ͑deformation͒. An example of this deformation effect on a larger scale is shown in Fig. 14 . The outer part of the bubble is squeezed due to the piercing. As a result, the residence time is underestimated. In the central bubble region, the overestimation is very likely caused by a deceleration of the bubble by the probe. So, in all regions, the crawling effect is expected to play an important role.
The trajectory of the bubble center of gravity is investigated for the situations with and without piercing, for various positions of the probe. This gives information about the bubble drifting induced by the piercing. The results show that no drifting effect is present with perpendicular piercing, since the biggest difference in mass center coordinates is around 1 pixel ͑which corresponds to about 0.03 mm͒. The changes in residence time due to the crawling effect can be estimated. For various piercing positions bubble deformation and deceleration are determined by comparing CCD recordings of bubble passages with piercing and without piercing. These are translated to residence time differences using the average velocity of the bubble center of gravity. Figure 15 shows the results for bubble T1.
It is observed that if the bubble is pierced in the central zone, the bubble deceleration causes a residence time overestimation. In the outer zone bubble, compression is found resulting in a decrease of the residence time. Combination of 
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Void fraction with optical probes Rev. Sci. Instrum. 76, 035103 ͑2005͒ the estimates of the residence time differences due to the deformation, deceleration, and the blinding effect would give a good explanation for the observed residence time differences. A minor overestimation of the residence time differences in the outer part of the bubble is obtained. This may be explained with the assumption of a constant velocity and height of the bubble during its passage. Additional tests have been done with bubbles T2 and T3 with similar results. Therefore, the crawling effect can be considered the major effect producing residence time differences, and the blinding effect a minor effect. It is, however, necessary to distinguish between deceleration ͑important in the center͒ and compression effects ͑important near the sides͒. Figure 16 shows the residence time differences for the three bubble types using the LLC. The underestimation zones are quite constant in both position ͉͑X / R͉ Ͼ 0.5͒ and underestimation magnitude. However, the overestimation zone presents important differences between the first two types of bubbles ͑T1 and T2͒ and the third one ͑T3͒. This fact seems to be connected to the velocity of the upper part of the bubble at the start of the piercing process, this velocity has the biggest value for bubble T3.
The residence times T residence can be translated to bubble volume by assuming axial rotational symmetry and a constant velocity U gc :
͑1͒ Table II summarizes the differences ͓͑V piercing -V virtual probe ͒ / V virtual probe ͔ between the volumes obtained with the optical probe signal and the virtual probe CCD images for the three bubble types and the two different criterions. A systematic underestimation is found with the LLC giving more accurate results for all cases. Figure 17 shows the results obtained for the residence time differences for different bubble diameters. The shape of the graphs is the same. The relative size of the underestimation ring is constant. The magnitude of the underestimation and overestimation increases with smaller diameters: There is apparently more deformation and deceleration for smaller diameters.
B. Nonperpendicular piercing "␣ Å 0°…
Similar experiments were performed with variation of the impact angle ␣ for bubble T2. Figure 18 shows the difference in the volumes obtained with the probe and the virtual probe experiments. ␣ ranged from 0°to 45°. Notice that for nonperpendicular piercing, the bubble axial symmetry is lacking and this assumption in the volume calculation can only give a first approximation of the true volume.
A systematic volume underestimation is found for all the angles, but its value is not constant. For ␣ ͓0°, 10°͔ the underestimation is almost constant, for ␣ ͓10°, 30°͔ the underestimation is drastically enlarged, and for ␣ = 45°the underestimation is reduced again. Figure 19 shows the residence times differences for the particular cases of ␣ = 0°, 30°, and 45°. The tip is inclined toward the positive x coordinate values. Significant differences are observed between the nonperpendicular cases and the perpendicular cases. For ␣ = 30°, the overestimation zone is bigger and both overestimation and underestimation zones are no longer symmetrical. The underestimation zone ͑X Ͻ −2000 m͒ is reduced considerably in size, and the underestimation zone ͑X Ͼ 1250 m͒ is stretched and increased in magnitude. In the case of ␣ = 45°, the overestimation zone is bigger in amplitude. The underestimation in the region X Ͻ −1250 m is much larger, but the underestimation at X Ͼ 1250 m has disappeared. Figure 20 shows the residence time differences calculated from the deceleration and compression effects for the ␣ = 30°case. The overestimation zone is properly described by the deceleration effect, but the bubble compression only justifies part of the peak at X Ͼ 1250 m; the underestimation peak at X Ͻ −1750 m cannot be explained. Apparently, some effect is missing. In order to explain this second underestimation zone, it is necessary to take into account the drifting effect. This effect is negligible for ␣ Ͻ 10°, but it becomes important for bigger impact angles. Figure 21 
035103-11
Void fraction with optical probes Rev. Sci. Instrum. 76, 035103 ͑2005͒ X cg and Y cg represent the horizontal and vertical bubble mass center coordinates, respectively, during the piercing process. In this case, if the bubble is pierced in its part with X Ͼ 0, a small drifting is observed opposite to the tip direction, this behavior is due to a slight bubble rotation. However, if the bubble is pierced in its part with X Ͻ 0, a big drift is produced toward the tip direction. The consequences of the drifting effect on the residence time differences are schematically shown in Fig. 22 . When the bubble is pierced at its center ͑R 2 ͒, the drifting effect has a negligible effect on the residence time. However, if the piercing takes place in the sides ͑R 1 and R 3 ͒, the drifting effect results in underestimation of the residence time because the path length inside the bubble is reduced. It is possible to calculate this effect in the residence time assuming constant velocity during the piercing process. Figure 23 shows the results of the residence time errors including the drifting effect. The underestimation at X / R Ͻ −0.65 and part of the underestimation at X / R Ͼ 0.4 are due to the drifting effect. Figure 24 shows the results obtained for the ␣ = 45°. The conclusions obtained from this graph are very similar to the ␣ = 30°case. It is possible to explain all of the differences in the residence times with the two crawling effects ͑defor-mation and deceleration͒ and the drifting effect.
From similar calculations for the other ␣ cases, the following conclusions are extracted. For 0°Ͻ ␣ Ͻ 10°, the residence time differences can be explained with only the crawling effect, since no noticeable drifting effect is present. For 10°Ͻ ␣ Ͻ 30°, an increment in the size of the overestimation zone is found due to the bigger deceleration effect produced by the bigger tip-bubble contact zone. Also, the deformation effect decreases in magnitude for X Ͻ 0. However, this fact is compensated for by the appearance of drifting. If all of the effects are summed, the total underestimation increases in this range of ␣. For ␣ = 45°, a slight increment in the magnitude and size of the overestimation zone due to a further enhancement of the deceleration is observed. Also, the underestimation zone at X Ͼ 0 due to the compression effect disappears. The underestimation at X Ͻ 0 by deformation grows. The influence of the drifting effect seems not to grow beyond ␣ = 30°. When all effects are summed, the total underestimation decreases for these angles.
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