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Abstract
Hydraulic fracturing has long been introduced to the oil and gas industry since the early
nineteenth century for both reservoir characterization and reservoir stimulation. Despite the
progress made in the last two decades, many challenges still have not been tackled regarding not
only the propagation problem but also the initiation problem due to its complexity. The dissertation
is divided into two stages, i.e., before and after fracture initiation. The first stage of the research
aimed at improving the accuracy in solving the poro-mechanical response of wellbore during fluid
injection before a tensile fracture occurs, which is crucial to determine the initiation of hydraulic
fractures. The second stage focuses on the development of the numerical framework for hydraulic
fracture propagation and its applications. The popular extended finite element method (XFEM)
was adopted and a fully coupled poroelastic fracturing framework is programmed in Matlab using
object-oriented programming paradigm. From the physics point of view, this framework managed
to incorporate the coupled deformation and fluid flow in porous media, the fluid flow inside the
fracture system, the fracture initiation, and evolution mechanics. From the numerical capability
point of view, the framework was developed to be modular and extensible and multiple interacting
fractures can be modeled. The poroelastic XFEM framework has been comprehensively verified
against available solutions for several benchmark problems. With the adequate incorporation of
devised modified traction-separation, the impacts of increased shale ductility on hydraulic
fracturing have also been investigated for both the single-fracture scenario and multiple-fracture
scenario.

vii

Chapter 1. Introduction
Hydraulic fracturing has long been introduced to the oil and gas industry since the early
nineteenth century for both reservoir characterization and reservoir stimulation. It is almost from
the beginning of the hydraulic fracturing practice that the mathematical modeling of hydraulic
fracture initiation and propagation started. The evolution of the modeling techniques expedited
due to the boom of exploration and production (E&P) of unconventional reservoirs about two
decades ago. Despite some progress in practice, many problems remain due to the difficulties in
theoretical investigations. As the hydraulic fracturing problem becomes theoretically different
before and after fracture initiation, the dissertation is divided into two stages.
The first stage of the research investigates the poro-mechanical response of wellbore during
fluid injection before tensile fractures initiate. Improving the accuracy of pressure and stress
solutions around the borehole during fluid injection is crucial to determining the initiation of
hydraulic fractures. However, thorough literature research indicates that a rigorous solution
accurately considering the coupled stress boundary condition at the injection borehole surface was
not available until very recently. This dissertation will continue to improve the solution by
incorporating the transverse isotropy of formation, which is usually strong in sedimentary rocks,
like shale formation. A semi-analytical approach involving Fourier series and integral transform
is addressed in Chapter 2. The extended solutions will provide more realistic solutions for the
hydraulic fracturing design and render great insight into the effects of material anisotropy.
Furthermore, the three-dimensional governing equations for transversely isotropic poroelasticity
are presented in a very general fashion, i.e., free of limitations like plane strain or axisymmetric
condition, etc. Nevertheless, this semi-analytical approach only holds for a specific case when the
wellbore is perpendicular to the isotropic plane of formation. Therefore, a numerical solution
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procedure is further developed and presented in Chapter 3 to make the solution available for more
general cases that the wellbore can be arbitrarily set in the transversely isotropic formation. The
developed numerical solution procedure should not depend on the specific software so that both
FLAC3D and Abaqus can be used. Note additional user subroutines to apply the coupled stress
boundary conditions at the injection borehole surface. Here two simulators are used to crossvalidate the solution.
The second stage focuses on the problems related to the hydraulic fracture propagation. The
multiphysics involved and initially fractured domain make analytical approaches impossible for
the modeling of hydraulic fracturing. The extended finite element method (XFEM) has been very
popular in damage and fracture modeling in single-phase material. XFEM is adopted because 1) it
does not require re-meshing as the conventional finite element method (FEM) requires when it
comes to discontinuity; 2) it can smoothly incorporate multi-physics in a similar manner as FEM
does. An extensible fully coupled poroelastic XFEM framework is in high need for model
prototyping of damage analysis in porous materials. Furthermore, the framework should be
capable of modeling an arbitrary number of interacting fractures.
Chapter 4 addresses the modular development of such numerical framework. The
hierarchical nature of the finite element method (FEM) and the modular nature of the objectoriented programming (OOP) paradigm are reviewed. The essential algorithms for poroelastic
XFEM are also elaborated. Finally, the OOP design is explained with the class relationship map,
with which the hierarchy and modularity of the algorithm and the code are manifested. With the
modularity of the framework, multiple interacting fractures can also be effectively modeled. Also,
the designed interfaces at different levels are explained so that future model variations can be made
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when necessary. The framework has also been comprehensively verified against one of the latest
theoretical solutions on the classic plane strain hydraulic fracturing problem.
The numerical framework has been developed to incorporate coupled deformation and fluid
flow in porous media, the fluid flow inside the fracture system, the fracture initiation, and evolution
mechanics. In Chapter 5, the numerical framework is then applied in the most important formation,
shale gas/oil reservoir, when it comes to hydraulic fracturing. In addition to the aforementioned
multiphysics, the nonlinearity in fracture mechanics should be considered due to ample fiber-like
organic matter inside. The study devises a unified traction-separation law (TSL) for this purpose.
Then, the implications of the increased ductility on hydraulic fracturing will be studied on two
base problems. The first problem is the classical plane strain hydraulic fracturing problem with a
single fracture in an infinitely large domain, and the second problem considers a more complicated
scenario with two simultaneously growing hydraulic fractures and several existing natural
fractures. The first simple problem is selected to highlight the effects of TSL parameters. The study
is conducted by answering three progressive questions. First, does the shape of TSL matter in terms
of hydraulic fracturing given the same cohesive crack energy and tensile strength? The second
question is then how each shape parameter of the TSL reflects the ductility of organic-rich shale
and affects the hydraulic fracturing results. Third, what are the implications of poroelastic
properties on the ductility of formation in the context of hydraulic fracturing? Lastly, the study is
extended to the multiple-fracture problem to study the effects in a more realistic problem setting.
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Chapter 2. Analytical Stress Analysis of Inclined Borehole for Fracture
Initiation in Saturated Rock Formations Considering Transverse Isotropy
2.1. Introduction
Fundamental stress analysis of borehole is a subject that has received extensive attention in
the past due to its wide applications in various disciplines, especially in petroleum engineering. In
addition to the well-explored territory of wellbore stability problems in the oil and gas industry,
the recently emerged research fields of hydraulic fracturing, CO2 injection, and the production of
geothermal reservoirs all greatly depend on the stress responses at and around the borehole.
Since the pioneering work (Bradley 1979) on the wellbore drilling through linear elastic rock
formations, numerous studies have been reported in the literature, aiming to provide more accurate
stress analyses for the wellbore stability problem. One of the main progress is the use of
poroelasticity theory (Biot 1941; Biot 1955) to account for the porous nature of rocks. Classical
analytical solutions for the coupled poroelastic cavity/borehole problems were derived using the
standard integral transform method (Carter and Booker 1982; Cheng and Detournay 1988; Cui et
al. 1997) The solution had been later extended to account for the material anisotropy (Abousleiman
and Cui 1998) and the time-dependent wellbore pressure as well (Ekbote et al. 2004). The
numerical models based on the finite element formulation (Zienkiewicz et al. 1990) on the other
hand, were also developed for the wellbore stability analysis which may incorporate more

Republished with permission of ASCE from "Stress Analysis of an Inclined Borehole Subjected to Fluid Discharge
in Saturated Transversely Isotropic Rocks." Huang, C., and Chen, S., volume 19, issue 11, 2019; permission conveyed
through Copyright Clearance Center, Inc.
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complicated physics, e.g., the chemical effect (Ghassemi and Diek 2003; Kanfar et al. 2017).
Another progress is the introduction of elastoplastic models for the rock formations since the rocks
around the borehole usually have experienced excessive plastic deformation in the yielded zone
before the occurrence of wellbore instability (Hawkes and McLellan 1996). One of the early works
(Papanastasiou et al. 1994) considering the strain hardening Mohr-Coulomb/Drucker-Prager
model showed that the conventional elastic/brittle model significantly underestimates the rock
strength. Papanastasiou and Zervos (2004) modeled the post-bifurcation of borehole and recently
Papanastasiou and Thiercelin (2011) further investigated the scale effects with respect to the
borehole collapse. In addition to these numerical studies, analytical approaches have also been
employed to study the wellbore problem by considering the elastoplastic constitutive models
(Chen and Abousleiman 2016a; Chen et al. 2012). More recently, an approximate approach
extending the elastic solution to strain hardening elastoplastic one was proposed by Huang et al.
(2018) to reduce the computational cost that is inherently associated with the elastoplastic model.
It should be emphasized that, in comparison to the traditional wellbore stability problems,
the analysis of hydraulic fracturing becomes more complicated because of the sectioned injection
involved. In this very case, the boundary conditions related to the wellbore pressure in the
perforation zone indeed change from Dirichlet to Neumann type. Therefore, the wellbore pressure
and the radial stress on the wellbore are implicitly coupled with each other. The traditional
decomposition approach adopted in the solutions (Carter and Booker 1982; Detournay and Cheng
1988; Cui et al. 1997) may no longer fit this problem and additional efforts are required to tackle
these challenges.
A single stage of hydraulic fracturing can be characterized by a borehole subject to threedimensional in-situ stresses and a fluid injection over a finite length of its surface (Abousleiman
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and Chen 2010; Rajapakse 1993). It appears that Haimson and Fairhurst (1967) have been the first
to introduce one of the poroelastic borehole solutions for estimating the hydraulic fracturing
initiation and extension. The major drawbacks in their derivation are that, to simplify the problem
the stress field due to the fluid penetrating the borehole was solved approximately as a plane strain
problem, and that prior knowledge of the pore pressure distribution in the formation should be
required to obtain this stress field. The obstacle in Haimson and Fairhurst (1967) was later removed
by Rajapakse (1993), who presented a general stress solution associated with the borehole in
poroelastic medium, by considering the fluid source flowing into the formation over a finite
segment of the borehole wall, and its effects on the stress and pore pressure perturbations. However,
the boundary condition adopted in his work, i.e., the total radial stress being zero over the fluid
injection segment of the borehole wall, is incorrect. Recently, Abousleiman and Chen (2010)
proposed a more sophisticated analytical solution for such an important hydraulic fracturing
problem involving an inclined borehole, by the use of conventional Laplace and Fourier integral
transforms techniques. The problem has been separated into two fundamental parts, i.e., a fluid
discharge problem, and a stress boundary problem, and the final stress and pore pressure solutions
eventually deduced by simple superposition. This reported solution, though greatly improved over
the earlier one by Rajapakse (1993), was not yet completely rigorous for the whole problem
considered, as the second stress boundary value problem was approximated solved by directly
employing the results for an inclined wellbore drilling problem under the assumption of
impermeable borehole surface (Carter and Booker 1982; Detournay and Cheng 1988; Cui et al.
1997).
It should be noted, nevertheless, that a novel and exact solution for this complicated borehole
problem has been offered, very recently, by Chen(2019) without employing the
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simplifications/approximations imposed as in previous solution. To successfully obtain the desired
analytical solution, Chen (2019) started with solving directly the general Biot’s poroelasticity
governing equations by using the Fourier expansion theorem as well as the combined LaplaceFourier integral transform technique. The hydraulic fracturing problem tackled was then
automatically decomposed into five subproblems that are easier to treat. Each of the individual
subproblems was further reduced to a dual integral equation system and eventually solved through
standard numerical procedures. The elegant and rigorous derivation/formulation in Chen (2019)
provided a definitive solution for the generic borehole fracking problems coupled with the drilling
process in an isotropic porous rock formation under three-dimensional in-situ stress conditions.
Given the fact that real rocks are naturally anisotropic, especially transversely isotropic due
to their original deposition process (Fan et al. 2012; Potts and Zdravković 1999), and that
neglecting such anisotropy behavior may greatly affect the calculated stress responses of rocks
around the borehole (Abousleiman and Cui 1998; Chen and Abousleiman 2016b), it is necessary
and demanding to extend Chen’s (2019) solution methodology to include the situation of
transversely isotropic porous media. The present paper is concerned exactly with this objective
and can be viewed as the companion paper of Chen (2019).
It is important to emphasize the novelty and contribution of the present work. First of all, the
extended solution will provide more realistic solutions for the hydraulic fracturing design and
render great insight into the effects of material anisotropy. Second, the three-dimensional
governing equations for transversely isotropic poroelasticity (Biot 1955; Rice and Cleary 1976;
Thompson and Willis 1991; Cheng 1997) involving four dimensions, 𝑟, 𝜃, 𝑧 and 𝑡 are derived in a
very general fashion, i.e., free of limitations like plane-strain or axisymmetric condition, etc. Last
but not least, this equation system is further represented in terms of a novel compact vector-matrix
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form which effectively averts the handling of the laborious mathematical complexity as
encountered in Chen (2019).
To begin the solution procedure, Fourier series and combined Laplace-Fourier integral
transform technique are adopted to reduce the complexity of the partial differential equations
involved. The corresponding stress boundary conditions are decomposed into five fundamental
modes, followed by individual treatment of these loading modes, and subsequently superposed to
obtain the poroelastic responses in a transversely isotropic medium for an inclined borehole
subjected to fluid injection loading. Fig. 2.1 shows a flowchart detailing the algorithm with
corresponding equation numbers which can help readers follow the development of solution in this
manuscript. The validation of the solution is given and extensive parametric analysis is presented
in the end.
2.2. Problem Statement and the Mathematical Characterization
Fig. 2.2 (a) schematically presents an inclined wellbore drilled perpendicular to the isotropic
plane in an infinite, saturated transversely isotropic rock formation. The inclined wellbore has an
inclination angle 𝜙𝑦′ and a rotation angle of 𝜙𝑧′ about 𝑧′ axis. The borehole is assumed to be
infinitely long with a radius of 𝑟0 . The in-situ stress state in the formation, before borehole drilling,
is represented by three compressive principal (in-situ) stresses 𝑆𝑥′ , 𝑆𝑦′ , and 𝑆𝑧′, which coincides
with the Cartesian coordinate system (𝑥′, 𝑦′, 𝑧′). Another Cartesian coordinate system (𝑥, 𝑦, 𝑧) is
established with 𝑧 axis coinciding with the centroid of the inclined wellbore for the convenience
of solution presentation. In Fig. 2.2 (b), the in-situ stresses are transformed to 𝑆𝑥 , 𝑆𝑦 , 𝑆𝑧 , 𝑆𝑥𝑦 , 𝑆𝑦𝑧 ,
and 𝑆𝑥𝑧 . The in-situ pore pressure is assumed to be 𝑝0 . The Cartesian coordinate system 𝑥𝑦𝑧 is
further represented in the cylindrical coordinate system to assist the derivation of solution.
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Fig. 2.1. Algorithm for the analytic solution.
In Fig. 2.3, the schematic shows the basic components in the borehole during a single stage
of multistage hydraulic fracturing. The high-pressure fracturing fluid flow through the check valve
and then penetrate the formation axisymmetrically at a volume rate of 𝑄0 . The borehole section
isolated by the two packers, with a distance of 2𝑏, is where the hydraulic fractures are to be
initiated.
The governing equations of the deformation response of a saturated transversely isotropic
poroelastic medium can be derived from the following equations.
𝜕∆𝜎𝑟𝑟
𝜕𝑟
𝜕∆𝜏𝑟𝜃
𝜕𝑟

1 𝜕∆𝜏𝑟𝜃

+𝑟

𝜕𝜃

1 𝜕∆𝜎𝜃𝜃

+𝑟

𝜕𝜃

+
+

𝜕∆𝜏𝑟𝑧
𝜕𝑧

+

𝜕∆𝜏𝑧𝜃
𝜕𝑧

∆𝜎𝑟𝑟 −∆𝜎𝜃𝜃

+

𝑟
2∆𝜏𝑟𝜃
𝑟

(2.1)

=0

(2.2)

=0
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𝜕∆𝜏𝑟𝑧
𝜕𝑟

1 𝜕∆𝜏𝑧𝜃

+𝑟

𝜕𝜃

+

𝜕∆𝜎𝑧𝑧
𝜕𝑧

+

∆𝜏𝑟𝑧
𝑟

(2.3)

=0

where 𝜎𝑟𝑟 , 𝜎𝜃𝜃 , and 𝜎𝑧𝑧 are the total radial, tangential, and vertical stresses, respectively; 𝜏𝑟𝜃 , 𝜏𝑟𝑧 ,
and 𝜏𝑧𝜃 are the shear stresses.

Fig. 2.2. The inclined wellbore for hydraulic fracturing in a transversely isotropic medium.
The constitutive equations can be written as Eq. (2.4) by using eight elastic coefficients,
𝐵𝑗 (𝑗 = 1~8), for a transversely isotropic medium (Cheng 1997; Kazi‐Aoual et al. 1988)
2𝐵1 + 𝐵2
∆𝜎𝑟𝑟
∆𝜎𝜃𝜃
𝐵2
∆𝜎𝑧𝑧
𝐵3
∆𝜏𝑟𝜃 =
0
∆𝜏𝑟𝑧
0
∆𝜏𝑧𝜃
0
[ ∆𝑝 ] [ 𝐵6

𝐵2
2𝐵1 + 𝐵2
𝐵3
0
0
0
𝐵6

𝐵3
𝐵3
𝐵4
0
0
0
𝐵7

0
0
0
𝐵1
0
0
0

0
0
0
0
𝐵5
0
0

0
0
0
0
0
𝐵5
0

𝐵6 𝑒𝑟𝑟
𝐵6 𝑒𝜃𝜃
𝐵7 𝑒𝑧𝑧
0 . 𝛾𝑟𝜃
𝛾𝑟𝑧
0
𝛾𝑧𝜃
0
[
−𝜀
𝐵8 ]
𝑣]

(2.4)

where, 𝑒𝑟𝑟 , 𝑒𝜃𝜃 , and 𝑒𝑧𝑧 are the radial, tangential, and vertical strain components respectively; 𝛾𝑟𝜃 ,
𝛾𝑟𝑧 , and 𝛾𝑧𝜃 are the shear strains; and 𝜀𝑣 is the variation of fluid content per unit volume; 𝑝 is the
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pore pressure; the symbol Δ is used to denote the changes in the stresses and pore pressure from
their initial values.

Fig. 2.3. Schematic of the dual packer system in the wellbore for a single stage of multistage
hydraulic fracturing.
The strain-displacement relationships are described by Eq. (2.5)
𝑒𝑟𝑟 =
𝛾𝑟𝜃 =
𝜀𝑣 =

𝜕𝑢𝑟
𝜕𝑟
𝜕𝑢𝜃
𝜕𝑟

𝜕𝑤𝑟
𝜕𝑟

𝑢𝑟

; 𝑒𝜃𝜃 =
1 𝜕𝑢𝑟

+𝑟

+

𝑤𝑟
𝑟

𝜕𝜃

1 𝜕𝑢𝜃

+𝑟

𝑟

−

𝑢𝜃
𝑟

1 𝜕𝑤𝜃

+𝑟

𝜕𝜃

𝜕𝜃

; 𝑒𝑧𝑧 =

; 𝛾𝑟𝑧 =
+

𝜕𝑢𝑟
𝜕𝑧

+

𝜕𝑢𝑧

(2.5a)

𝜕𝑧
𝜕𝑢𝑧
𝜕𝑟

; 𝛾𝑧𝜃 =

𝜕𝑤𝑧

𝜕𝑢𝜃
𝜕𝑧

1 𝜕𝑢𝑧

+𝑟

𝜕𝜃

(2.5b)
(2.5c)

𝜕𝑧

where 𝑢𝑟 , 𝑢𝜃 , and 𝑢𝑧 are the displacements of the solid matrix; and 𝑤𝑟 , 𝑤𝜃 , and 𝑤𝑧 are the average
displacements of fluid phase relative to the solid matrix. The derivatives of the fluid displacements
with respect to time give the flow velocity as governed by the Darcy’s law shown in Eq. (2.6)
𝜕𝑝

𝑞𝑟 = −𝜅𝑟 𝜕𝑟 =
1 𝜕𝑝

𝜕𝑤𝑟

𝑞𝜃 = −𝜅𝑟 𝑟 𝜕𝜃 =
𝜕𝑝

𝑞𝑧 = −𝜅𝑧 𝜕𝑧 =

(2.6a)

𝜕𝑡
𝜕𝑤𝜃

(2.6b)

𝜕𝑡

𝜕𝑤𝑧

(2.6c)

𝜕𝑡
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in which 𝜅𝑟 and 𝜅𝑧 are the permeability coefficients in the isotropic plane and any plane
perpendicular to the isotropic plane. The permeability coefficient is defined as the ratio of Darcy
permeability to the viscosity of the fluid phase.
In the above equations, the eight coefficients to model the elasticity in a transversely isotropic
medium are expressed by Eq. (2.7)
1

𝐵8 = 𝑀 = 1−𝑓

𝑓 2𝑀 +2𝑀12 +4𝑀13 +𝑀33
+ − 11
𝐾𝑠 𝐾𝑓
9𝐾2
𝑠

𝐵7 = −𝛼 ′ 𝑀 = − (1 −
𝐵6 = −𝛼𝑀 = − (1 −

2𝑀13 +𝑀33
3𝐾𝑠

) 𝐵8

𝑀11 +𝑀12 +𝑀13
3𝐾𝑠

(2.7a)
(2.7b)

) 𝐵8

(2.7c)

𝐵5 = 𝑀55

(2.7d)
𝐵2

𝐵4 = 𝑀33 + 𝐵7

(2.7e)
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𝐵3 = 𝑀13 +

𝐵6 𝐵7

(2.7f)

𝐵8
𝐵2

𝐵2 = 𝑀12 + 𝐵6

(2.7g)

𝐵1 = 𝑀44

(2.7h)
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in which 𝑓 denotes porosity; 𝐾𝑠 and 𝐾𝑓 denote the bulk moduli of solid constituent and fluid; 𝛼 is
the Biot effective stress coefficients in the isotropic 𝑟 − 𝜃 plane and 𝛼 ′ denote that in the normal
to the isotropic plane, 𝑧 direction; 𝑀is Biot Modulus; and 𝑀𝑖𝑗 are the components of drained
elastic moduli of the transversely isotropic medium. The relationship between 𝑀𝑖𝑗 and the wellknown Young’s modulus, Poisson’s ratio, and shear modulus are expressed in Eq. (2.8)
2

𝑀11 =

𝐸(𝐸 ′ −𝐸𝜈 ′ )
2

(2.8a)

2

(2.8b)

(1+𝜈)(𝐸 ′ −𝐸 ′ 𝜈−2𝐸𝜈 ′ )
2

𝑀12 =

𝐸(𝐸 ′ 𝜈+𝐸𝜈 ′ )
(1+𝜈)(𝐸 ′ −𝐸 ′ 𝜈−2𝐸𝜈 ′ )
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𝑀13 =

𝐸𝐸 ′ 𝜈 ′
𝐸 ′ −𝐸 ′ 𝜈−2𝐸𝜈 ′

2

(2.8c)

2

(2.8d)

2

𝑀33 =

𝐸 ′ (1−𝜈)
𝐸 ′ −𝐸 ′ 𝜈−2𝐸𝜈 ′
1

𝐸

𝑀44 = 2 (𝑀11 − 𝑀12 ) = 𝐺 = 2(1+𝜈)

(2.8e)

𝑀55 = 𝐺 ′

(2.8f)

where, 𝐸 and 𝐺 are the drained Young’s modulus, shear modulus in the plane of isotropy; 𝐸′ and
𝐺′ are the drained Young’s modulus, shear modulus in the normal to the plane of isotropy; 𝜈 and
𝜈′ are the drained Poisson’s ratio characterizing the transverse contraction in the plane of isotropy
due to a stress in this plane and normal to this plane respectively.
The derivation of the governing equations in dimensionless form follows in this section. The
dimensionless variables are defined in terms of the wellbore radius 𝑟0 , shear Modulus 𝐺 and
permeability coefficient 𝜅𝑟 in the isotropic plane. The replacing dimensionless variables are
denoted by the same symbol with an overbar ̅ . For instance, 𝑟̅ = 𝑟/𝑟0 , 𝑡̅ = 𝐺𝜅𝑟 𝑡/𝑟02 , ∆𝜎̅𝑟𝑟 =
∆𝜎𝑟𝑟 /𝐺, 𝑞̅𝑟 = 𝑞𝑟 𝑟0 /𝐺𝜅𝑟 , 𝑞̅𝑧 = 𝑞𝑧 𝑟0 /𝐺𝜅𝑟 and 𝐵̅𝑗 = 𝐵𝑗 /𝐺, (𝑗 = 1~8).
By substituting Eq. (2.5) into Eq.(2.4) and then into Eqs. (2.1)-(2.3) and combining Eq.(2.6), the
governing equations are derived and shown in the dimensionless form.
2

2

̅
̅
𝜕𝑒
𝜕 𝑢
𝜕 𝑢
𝜕∆𝑝̅
1 𝜕𝑠
𝑏̅2 𝜕𝑟̅ℎ + 𝐵̅5 𝜕𝑧̅ 2𝑟 + 𝑏̅5 𝜕𝑟̅ 𝜕𝑧̅𝑧 + 𝑏̅6 𝜕𝑟̅ − 𝐵̅1 𝑟̅ 𝜕𝜃ℎ = 0
2

(2.9)

2

̅
̅
1 𝜕𝑒
𝜕 𝑢
1𝜕 𝑢
1 𝜕∆𝑝̅
𝜕𝑠
𝑏̅2 𝑟̅ 𝜕𝜃ℎ + 𝐵̅5 𝜕𝑧̅ 2𝜃 + 𝑏̅5 𝑟̅ 𝜕𝑧̅ 𝜕𝜃𝑧 + 𝑏̅6 𝑟̅ 𝜕𝜃 + 𝐵̅1 𝜕𝑟̅ℎ = 0

(2.10)

2

̅
𝜕𝑒
𝜕 𝑢
𝜕∆𝑝̅
𝑏̅5 𝜕𝑧̅ℎ + 𝐵̅5 ∇2 𝑢̅𝑧 + 𝑏̅4 𝜕𝑧̅ 2𝑧 + 𝑏̅7 𝜕𝑧̅ = 0

∇2 𝑝̅ + 𝜅𝑡

𝜕2 ∆𝑝̅
𝜕𝑧̅ 2

(2.11)

2

̅
𝜕∆𝑝̅
𝜕𝑒
𝜕 𝑢
= 𝑏̅8 𝜕𝑡̅ − 𝑏̅6 𝜕𝑡ℎ̅ − 𝑏̅7 𝜕𝑧̅ 𝜕𝑧𝑡̅
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(2.12)

𝜅
where several new coefficients are defined as 𝜅𝑡 = 𝜅𝑧 , 𝑏̅2 = 2𝐵̅1 + 𝐵̅2 − 𝐵̅62 /𝐵8 , 𝑏̅3 = 𝐵̅3 −
𝑟

𝐵̅6 𝐵̅7 /𝐵̅8 , 𝑏̅4 = 𝐵̅4 − 𝐵̅72 /𝐵̅8 , 𝑏̅5 = 𝐵̅5 + 𝐵̅3 − 𝐵̅6 𝐵̅7 /𝐵̅8 , 𝑏̅6 = 𝐵̅6 /𝐵̅8 , 𝑏̅7 = 𝐵̅7 /𝐵̅8 , 𝑏̅8 = 1/𝐵̅8 ;
and three more terms are introduced as
𝑒ℎ =
𝑠ℎ =

̅𝑟
𝜕𝑢
𝜕𝑟̅
̅𝜃
𝜕𝑢
𝜕𝑟̅
𝜕2

+
+

̅𝑟
𝑢
𝑟̅
̅𝜃
𝑢
𝑟̅

̅
𝜕𝑢

+ 𝑟̅ 𝜕𝜃𝜃

(2.13a)

̅
𝜕𝑢

− 𝑟𝜕𝜃𝑟

(2.13b)

1 𝜕2

𝜕

(2.13c)

∇2 = 𝜕𝑟̅ 2 + 𝑟̅ 𝜕𝑟̅ + 𝑟̅ 2 𝜕𝜃2
Eq. (2.9) and Eq. (2.10) are combined to deduce two equations of the second order:
2

𝜕 𝑒
𝜕
𝑏̅2 ∇2 𝑒ℎ + 𝐵̅5 𝜕𝑧̅ 2ℎ + 𝑏̅5 𝜕𝑧̅ ∇2 𝑢̅𝑧 + 𝑏̅6 ∇2 ∆𝑝 = 0
2

𝜕 𝑠
𝐵̅1 ∇2 𝑠ℎ + 𝐵̅5 𝜕𝑧̅ 2ℎ = 0

(2.14)
(2.15)

Eqs. (2.9)-(2.12), Eq.(2.14), and Eq. (2.15) are the primary governing equations for the coupled
poroelastic problem in a transversely isotropic medium, in terms of 𝑒ℎ , 𝑠ℎ , 𝑢̅𝑟 , 𝑢̅𝜃 , 𝑢̅𝑧 , ∆𝑝. Note that
the reformulation of the governing equations for the transversely isotropic rocks which contains
four dimensions, 𝑟, 𝜃, 𝑧 and 𝑡 was finished in a very general fashion. Therefore, this equation
system can be used to solve various poromechanical problems without limitations like plane-strain
condition or axisymmetric condition.
The boundary conditions for this borehole fracturing problem can be expressed as:
In the far field, where 𝑟 → ∞,
𝜎𝑥𝑥 = −𝑆𝑥 , 𝜎𝑦𝑦 = −𝑆𝑦 , 𝜎𝑧𝑧 = −𝑆𝑧

(2.16a)

𝜏𝑥𝑦 = −𝑆𝑥𝑦 , 𝜏𝑦𝑧 = −𝑆𝑦𝑧 , 𝜏𝑥𝑧 = −𝑆𝑥𝑧

(2.16b)

𝑝 = 𝑝0

(2.16c)

At the wellbore surface, where 𝑟 = 𝑟0 ,
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𝜎𝑟𝑟 = {

−𝑆𝑟 𝐻(−𝑡) − 𝑝𝐻(𝑡)
−𝑆𝑟 𝐻(−𝑡)

0 ≤ |𝑧| ≤ 𝑏
𝑏 < |𝑧| < ∞

𝜏𝑟𝜃 = −𝑆𝑟𝜃 𝐻(−𝑡), 𝜏𝑟𝑧 = −𝑆𝑟𝑧 𝐻(−𝑡)
𝑄0

𝑞𝑟 = { 4𝜋𝑅𝑏
0

𝐻(𝑡)

(2.17a)
(2.17b)

0 ≤ |𝑧| ≤ 𝑏

(2.17c)

𝑏 < |𝑧| < ∞

where 𝜎𝑥𝑥 , 𝜎𝑦𝑦 , 𝜎𝑧𝑧 and 𝜏𝑥𝑦 , 𝜏𝑦𝑧 , 𝜏𝑥𝑧 are the total normal stresses and shear stresses in the
directions of three coordinate axes 𝑥, 𝑦, and 𝑧, following the sign convention that the tensile is
positive; 𝑆𝑥 , 𝑆𝑦 , 𝑆𝑧 , 𝑆𝑥𝑦 , 𝑆𝑦𝑧 , and 𝑆𝑥𝑧 are the magnitudes of six stress components in the far field;
𝑆𝑟 , 𝑆𝑟𝜃 , and 𝑆𝑟𝑧 are the corresponding far field values in the cylindrical coordinate system, i.e.,
𝑆𝑟 =

𝑆𝑥 +𝑆𝑦
2

+

𝑆𝑥 −𝑆𝑦
2

cos 2𝜃 + 𝑆𝑥𝑦 sin 2𝜃

𝑆𝑟𝜃 = 𝑆𝑥𝑦 cos 2𝜃 −

𝑆𝑥 −𝑆𝑦
2

(2.18a)

sin 2𝜃

(2.18b)
(2.18c)

𝑆𝑟𝑧 = 𝑆𝑥𝑧 cos 𝜃 + 𝑆𝑦𝑧 sin 𝜃

𝑞𝑟 is the radial fluid flux, and 𝐻 is the Heaviside step function. Note that the boundary condition
for radial stress 𝜎𝑟𝑟 by Eq. (2.17a), rigorously accounts for its coupled relationship with the pore
water pressure at the same location. It is emphasized that this treatment of boundary conditions
differs substantially from that by Rajapakse (1993) where a simplified but unrealistic one was
adopted (𝜎𝑟𝑟 = 0 for any 𝑧).
The hydraulic fracturing problem now mathematically reduces to solving one set of
differential equations, Eqs. (2.9)-(2.12), Eq.(2.14), and Eq. (2.15) under the given boundary
conditions, Eq. (2.16) and Eq. (2.17). It is important to note that the induced change in stress and
pore pressure due to the excavation and a simultaneous fluid discharge is easier to solve than trying
to obtain the total stress and total pore pressure directly. By removing the stresses and pore pressure
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on the borehole boundary and assigning a fluid discharge over the finite segment, the boundary
conditions at the wellbore surface are rewritten by Eq. (2.19)
̅
𝑆𝑥̅ +𝑆𝑦

̅
𝑆𝑥̅ −𝑆𝑦

̅ sin 2𝜃 − 𝑝̅0 0 ≤ |𝑧̅| ≤ 𝑏̅
cos 2𝜃 + 𝑆𝑥𝑦
2
2
{
(2.19a)
̅
̅
𝑆𝑥̅ +𝑆𝑦
𝑆𝑥̅ −𝑆𝑦
̅ sin 2𝜃
Δ𝜎̅𝑟𝑟 = 𝑆𝑟̅ = 2 + 2 cos 2𝜃 + 𝑆𝑥𝑦
𝑏̅ < |𝑧̅| < ∞
Δ𝜎̅𝑟𝑟 + Δ𝑝̅ = 𝑆𝑟̅ − 𝑝̅0 =

̅ = 𝑆𝑥𝑦
̅ cos 2𝜃 −
Δ𝜏̅𝑟𝜃 = 𝑆𝑟𝜃

+

̅
𝑆𝑥̅ −𝑆𝑦
2

sin 2𝜃

(2.19b)

̅ = 𝑆𝑥𝑧
̅ cos 𝜃 + 𝑆𝑦𝑧
̅ sin 𝜃
Δ𝜏̅𝑟𝑧 = 𝑆𝑟𝑧
𝑞̅𝑟 =

𝑄̅0
{ 4𝜋𝑏̅

0

(2.19c)

0 ≤ |𝑧̅| ≤ 𝑏̅
𝑏̅ < |𝑧̅| < ∞

(2.19d)

𝑄

where 𝑄̅0 = 𝐺𝑟 0𝜅 . Note that the obtained change in stress and pore pressure are then added to their
0 𝑟

initial values to provide the total stress and pore pressure values at a given time.
2.3. Solution Derivation
2.3.1. General Solutions for the Governing equations
The main methodology to solve such complicated partial differential equation system is to
reduce the dimensions involved. Fourier expansion is used to isolate the dimension 𝜃; Laplace
transform and Fourier transform are later used to isolate dimension 𝑡̅ and 𝑧̅ respectively
(Abousleiman and Chen 2010; Sneddon 1992). With the same treatment to the complete boundary
conditions, this method solves the complicated boundary value problem rigorously without any
approximations/simplifications.
Two types of Fourier expansions are applied to two sets of variables (Chen et al. 2007; Muki
1960).

The

first

kind

of

parameters,

including

𝑢̅𝑟 , 𝑢̅𝑧 , 𝜀𝑣 , 𝑒ℎ , 𝑒𝑟𝑟 , 𝑒𝜃𝜃 , 𝑒𝑧𝑧 , 𝛾𝑟𝑧 , 𝑞̅𝑟 , 𝑞̅𝑧 ,

∆𝑝̅, Δ𝜎̅𝑟𝑟 , Δ𝜎̅𝜃𝜃 , Δ𝜎̅𝑧𝑧 , Δ𝜏̅𝑟𝑧 , shall be expanded in the fashion Eq. (2.20). For parameters like
𝑢̅𝜃 , 𝛾𝑟𝜃 , 𝛾𝑧𝜃 , 𝑠ℎ , 𝑞̅𝜃 , Δ𝜏̅𝑟𝜃 , Δ𝜏̅𝑧𝜃 , the second expansion type shown in Eq. (2.21)should be used.
𝑢̅𝑟 (𝑟, 𝜃, 𝑧, 𝑡) = ∑∞
̅ 𝑟,𝑚1 (𝑟, 𝑧, 𝑡) cos 𝑚𝜃 − 𝑢̅𝑟,𝑚2 (𝑟, 𝑧, 𝑡) sin 𝑚𝜃
𝑚=0 𝑢
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(2.20)

𝑢̅𝜃 (𝑟, 𝜃, 𝑧, 𝑡) = ∑∞
̅ 𝜃,𝑚1 (𝑟, 𝑧, 𝑡) sin 𝑚𝜃 + 𝑢̅𝜃,𝑚2 (𝑟, 𝑧, 𝑡) cos 𝑚𝜃
𝑚=0 𝑢

(2.21)

The double-Fourier series was used to adapt to the properties of the trigonometric functions per
the derivative with respect to 𝜃 . After introducing the Fourier series, the primary governing
equations become the following equations independent of the circumferential coordinate 𝜃, as
𝑚 = 0, 1, 2, … ∞, and 𝑘 = 1, 2
𝜕𝑒ℎ,𝑚𝑘
𝜕
𝑏̅2 𝜕𝑟̅
+ 𝐵̅5

2𝑢
̅𝑟,𝑚𝑘
𝜕𝑧̅ 2

𝜕
𝑚
−𝑏̅2 𝑟̅ 𝑒ℎ,𝑚𝑘 + 𝐵̅5

2

̅
𝜕 𝑢
𝜕∆𝑝̅
1 𝜕𝑠ℎ,𝑚𝑘
+ 𝑏̅5 𝜕𝑟̅𝑧,𝑚𝑘
+ 𝑏̅6 𝜕𝑟̅𝑚𝑘 − 𝐵̅1 𝑟̅ 𝜕𝜃
=0
𝜕𝑧̅

2𝑢
̅𝜃,𝑚𝑘
𝜕𝑧̅ 2

− 𝑏̅5

𝜕𝑒ℎ,𝑚𝑘
𝜕
𝑏̅5 𝜕𝑧̅
+ 𝐵̅5 ∇2m 𝑢̅𝑧,𝑚𝑘 + 𝑏̅4

∇2m 𝑝̅𝑚𝑘 + 𝜅𝑡

𝜕2 ∆𝑝̅ 𝑚𝑘
𝜕𝑧̅ 2

̅𝑧,𝑚𝑘
𝑚 𝜕𝑢
𝑟̅

𝜕𝑧̅

2𝑢
̅𝑧,𝑚𝑘
𝜕𝑧̅ 2

− 𝑏̅6

𝑚
𝑟̅

∆𝑝̅𝑚𝑘 + 𝐵̅1

𝜕𝑠ℎ,𝑚𝑘
𝜕𝑟̅

(2.22)
=0

𝜕∆𝑝̅
+ 𝑏̅7 𝜕𝑧̅𝑚𝑘 = 0
2

̅
𝜕𝑒ℎ,𝑚𝑘
𝜕 𝑢
𝜕∆𝑝̅
= 𝑏̅8 𝜕𝑡𝑚𝑘
− 𝑏̅6 𝜕𝑡
− 𝑏̅7 𝜕𝑧̅𝑧,𝑚𝑘
̅
̅
𝜕𝑡̅

(2.23)
(2.24)
(2.25)

2

𝜕 𝑒
𝜕
𝑏̅2 ∇2m 𝑒ℎ,𝑚𝑘 + 𝐵̅5 𝜕𝑧̅ℎ,𝑚𝑘
+ 𝑏̅5 𝜕𝑧̅ ∇2m 𝑢̅𝑧,𝑚𝑘 + 𝑏̅6 ∇2m ∆𝑝𝑚𝑘 = 0
2
2

𝜕 𝑠
𝐵̅1 ∇2m 𝑠ℎ,𝑚𝑘 + 𝐵̅5 𝜕𝑧̅ℎ,𝑚𝑘
=0
2
𝜕2

1 𝜕

where ∇2m = 𝜕𝑟̅ 2 + 𝑟̅ 𝜕𝑟̅ −

𝑚2
𝑟̅ 2

(2.26)
(2.27)

.

Upon the application of Laplace and Fourier integral transforms with respect to 𝑡̅ and 𝑧̅ ,
respectively, Eqs. (2.22)-(2.27) then become Eqs. (2.28)-(2.33).
̂

̂
̃

̂

̅𝑧,𝑚𝑘
𝜕𝑒̃ ℎ,𝑚𝑘
𝜕𝑢
𝜕∆𝑝̅̃
𝑚
𝑏̅2 𝜕𝑟̅
− 𝐵̅5 𝜉 2 𝑢̅̂̃ 𝑟,𝑚𝑘 + 𝑖𝑏̅5 𝜉 𝜕𝑟̅
+ 𝑏̅6 𝜕𝑟̅𝑚𝑘 − 𝐵̅1 𝑟̅ 𝑠̃̂ℎ,𝑚𝑘 = 0

(2.28)

𝜕𝑠̃̂ℎ,𝑚𝑘
𝑚
𝑚
𝑚
−𝑏̅2 𝑟̅ 𝑒̃̂ℎ,𝑚𝑘 − 𝐵̅5 𝜉 2 𝑢̅̂̃ 𝜃,𝑚𝑘 + 𝑖𝑏̅5 𝜉 𝑟̅ 𝑢̅̂̃ 𝑧,𝑚𝑘 − 𝑏̅6 𝑟̅ ∆𝑝̅̃̂𝑚𝑘 + 𝐵̅1 𝜕𝑟̅
=0

(2.29)

−𝑖𝑏̅5 𝜉𝑒̃̂ℎ,𝑚𝑘 + 𝐵̅5 ∇2m 𝑢̅̂̃ 𝑧,𝑚𝑘 − 𝑏̅4 𝜉 2 𝑢̅̂̃ 𝑧,𝑚𝑘 − 𝑖𝑏̅7 𝜉∆𝑝̅̃̂𝑚𝑘 = 0

(2.30)

∇2m ∆𝑝̅̃̂𝑚𝑘 − 𝜅𝑡 𝜉 2 ∆𝑝̅̃̂𝑚𝑘 = 𝑏̅8 𝑠∆𝑝̅̃̂𝑚𝑘 − 𝑏̅6 𝑠𝑒̃̂ℎ,𝑚𝑘 + 𝑖𝑏̅7 𝜉𝑠𝑢̅̂̃ 𝑧,𝑚𝑘

(2.31)

𝑏̅2 ∇2m 𝑒̃̂ℎ,𝑚𝑘 − 𝐵̅5 𝜉 2 𝑒̃̂ℎ,𝑚𝑘 − 𝑖𝑏̅5 𝜉∇2m 𝑢̅̂̃ 𝑧,𝑚𝑘 + 𝑏̅6 ∇2m ∆𝑝̅̃̂𝑚𝑘 = 0

(2.32)
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𝐵̅1 ∇2m 𝑠̃̂ℎ,𝑚𝑘 − 𝐵̅5 𝜉 2 𝑠̃̂ℎ,𝑚𝑘 = 0

(2.33)

where the tilde ( ̃) denotes the Laplace transform and the hat ( ̂) stands for the Fourier transform; 𝑠
and 𝜉 are the transformation parameter of Laplace and Fourier integral transform respectively.
Note that Eq. (2.33) has the form of the modified Bessel equation, to which the solution can be
expressed in terms of the modified Bessel function.
𝑠̃̂ℎ,𝑚𝑘 = 𝐷𝑚𝑘 (𝜉, 𝑠)𝐾𝑚 (𝜂𝑟̅ )

(2.34)

where 𝜂 = √𝐵5 /𝐵1 |𝜉|; 𝐷𝑚𝑘 is an arbitrary function of 𝜉 and 𝑠; and 𝐾𝑚 denotes the modified
Bessel function of the second kind of order 𝑚.
One can express Eq. (2.32), Eq.(2.30), and Eq. (2.31) in matrix form
[𝑀𝐴 ]∇2m {𝑣}𝑚𝑘 − [𝑀𝐵 ]{𝑣}𝑚𝑘 = ⃗0

(2.35)

where,
𝑏̅2
[𝑀𝐴 ] = [ 0
0

−𝑖𝜉𝑏̅5
𝐵̅5
0

𝐵̅5 𝜉 2
𝑏̅6
0 ], [𝑀𝐵 ] = [ 𝑖𝜉𝑏̅5
−𝑏̅6 𝑠
1

0
̅
𝑏4 𝜉 2
𝑖𝜉𝑏̅7 𝑠

0
𝑖𝜉𝑏̅7 ],
𝑏̅8 𝑠 + 𝜅𝑡 𝜉 2

{𝑣}𝑚𝑘

𝑒̃̂𝑚𝑘
= {𝑢̅̂̃ 𝑧,𝑚𝑘 }
∆𝑝̅̃̂
𝑚𝑘

Therefore, the solution to Eq. (2.35) can be expressed in a similar manner as Eq. (2.34) (Chen and
Abousleiman 2016b).

{𝑣}𝑚𝑘

𝑒̃̂𝑚𝑘
𝐻1,𝑗 (𝜉, 𝑠)
3
= {𝑢̅̂̃ 𝑧,𝑚𝑘 } = ∑𝑗=1 𝐶𝑗,𝑚𝑘 (𝜉, 𝑠) {𝐻2,𝑗 (𝜉, 𝑠)} 𝐾𝑚 (𝜆𝑗 (𝜉, 𝑠)𝑟̅ )
𝐻3,𝑗 (𝜉, 𝑠)
∆𝑝̅̃̂

(2.36)

𝑚𝑘

where 𝐶𝑗,𝑚𝑘 (𝜉, 𝑠), (j = 1~3), are another three arbitrary functions of 𝜉 and 𝑠 to be determined;
and 𝐻𝑖,𝑗 (𝜉, 𝑠), 𝜆𝑗 (𝜉, 𝑠) are expressed in Eq. (2.37) and Eq. (2.38) respectively, (𝑖 = 1 − 3, 𝑗 = 1 −
3)
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𝐻1,𝑗 (𝜉, 𝑠) = −𝐵̅5 𝑏̅6 𝜆𝑗4 (𝜉, 𝑠) + (𝑏̅4 𝑏̅6 − 𝑏̅5 𝑏̅7 )𝜉 2 𝜆𝑗2 (𝜉, 𝑠)

(2.37a)

𝐻2,𝑗 (𝜉, 𝑠) = −𝑖𝜉[(𝑏̅5 𝑏̅6 − 𝑏̅2 𝑏̅7 )𝜆𝑗2 (𝜉, 𝑠) + 𝐵̅5 𝑏̅7 𝜉 2 ]

(2.37b)

𝐻3,𝑗 (𝜉, 𝑠) = 𝑏̅2 𝐵̅5 𝜆𝑗4 (𝜉, 𝑠) + (𝑏̅52 − 𝐵̅52 − 𝑏̅2 𝑏̅4 )𝜉 2 𝜆𝑗2 (𝜉, 𝑠) + 𝑏̅4 𝐵̅5 𝜉 4

(2.37c)

𝜆𝑗 (𝜉, 𝑠) = +√−
where 𝜁 =

𝛬2 𝜁 𝑗−1
3

− 3𝛬

𝛬0

𝑗−1
2𝜁

−

𝛾2

(2.38)

3
3

(−1+√3𝑖)
2

𝛾2 = − 𝑏̅

1

̅5
2𝐵

; Λ 0 = 𝛾22 − 3𝛾3; Λ1 = 2𝛾23 − 9𝛾2 𝛾3 + 27𝛾4; Λ 2 = √Λ1 + √Λ21 − 4Λ30 /2;

[𝐵̅5 (𝑏̅62 + 𝑏̅2 𝑏̅8 )𝑠 + (𝑏̅2 𝑏̅4 − 𝑏̅52 )𝜉 2 + 𝐵̅52 𝜉 2 + 𝑏̅2 𝐵̅5 𝜉 2 𝜅𝑡 ];

𝜉2
[(−2𝑏̅5 𝑏̅6 𝑏̅7
̅5
2𝐵

𝛾3 = 𝑏̅

+ 𝑏̅2 𝑏̅72 − 𝑏̅8 𝑏̅52 + 𝑏̅8 𝐵̅52 )𝑠 + 𝑏̅4 (𝑏̅62 𝑠 + 𝑏̅2 𝑏̅8 𝑠 + 𝐵̅5 𝜉 2 ) + (𝑏̅2 𝑏̅4 −

𝑏̅52 + 𝐵̅52 )𝜉 2 𝜅𝑡 ];
4

𝜉
𝛾4 = − 𝑏̅ [(𝑏̅72 + 𝑏̅4 𝑏̅8 )𝑠 + 𝑏̅4 𝜉 2 𝜅𝑡 ].
2

Substitution of Eq. (2.34) and Eq. (2.36) into Eq. (2.28) and Eq. (2.29) yields 𝑢̅̂̃ 𝑟,𝑚𝑘 and
𝑢̅̂̃ 𝜃,𝑚𝑘 .
̅

𝑚
𝐵
′
𝑢̅̂̃ 𝑟,𝑚𝑘 = − ∑3𝑗=1 𝑟̅ 𝑓𝑗 (𝜉, 𝑠) 𝐶𝑗,𝑚𝑘 (𝜉, 𝑠)𝐾𝑚 (𝜆𝑗 (𝜉, 𝑠)𝑟̅ ) + 𝐵̅ 𝜉1 2 𝐷𝑚𝑘 (𝜉, 𝑠)𝐾𝑚
(𝜂𝑟̅ )

(2.39)

𝐵̅ 𝑚
′
𝑢̅̂̃ 𝜃,𝑚𝑘 = ∑3𝑗=1 𝑓𝑗 (𝜉, 𝑠) 𝐶𝑗,𝑚𝑘 (𝜉, 𝑠)𝐾𝑚
(𝜆𝑗 (𝜉, 𝑠)𝑟̅ ) − 𝑟̅ 𝐵̅1 𝜉2 𝐷𝑚𝑘 (𝜉, 𝑠)𝐾𝑚 (𝜂𝑟̅ )

(2.40)

5

5

′
where 𝐾𝑚
denotes the first order derivative of the modified Bessel function of the second kind

with respect to 𝑟̅ , and
𝑓𝑗 (𝜉, 𝑠) = 𝐵̅

1

5𝜉

2

[𝑏̅2 𝐻1,𝑗 (𝜉, 𝑠) − 𝑖𝑏̅5 𝐻2,𝑗 (𝜉, 𝑠) + 𝑏̅6 𝐻3,𝑗 (𝜉, 𝑠)]

Then,
𝑚
𝑞̅̂̃𝑟,𝑚𝑘 (𝑟̅ , 𝜉, 𝑠) = − ∑3𝑗=1 [ 𝑟̅ 𝐾𝑚 (𝜆𝑗 (𝜉, 𝑠)𝑟̅ ) − 𝜆𝑗 (𝜉, 𝑠)𝐾𝑚+1 (𝜆𝑗 (𝜉, 𝑠)𝑟̅ )] 𝐶𝑗,𝑚𝑘 (𝜉, 𝑠)
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(2.41)

Furthermore, the other variables of interest like stress components, pore pressure and flow rate by
Eq.(2.4), Eq.(2.6), in the Fourier-Laplace transformed domain, can be expressed in terms of 𝑢̅̂̃ 𝑟,𝑚𝑘 ,
𝑢̅̂̃ 𝜃,𝑚𝑘 , 𝑢̅̂̃ 𝑧,𝑚𝑘 , 𝑒̃̂ℎ,𝑚𝑘 , and ∆𝑝̅̃̂𝑚𝑘 .
̂

̃
̅
𝑢
𝑚
∆𝜎̅̂̃𝑟𝑟,𝑚𝑘 (𝑟̅ , 𝜉, 𝑠) = 𝑏̅2 𝑒̃̂ℎ,𝑚𝑘 − 2𝐵̅1 ( 𝑟,𝑚𝑘
+ 𝑟̅ 𝑢̅̂̃ 𝜃,𝑚𝑘 ) − 𝑖𝜉𝑏̅3 𝑢̅̂̃ 𝑧,𝑚𝑘 + 𝑏̅6 ∆𝑝̅̃̂𝑚𝑘
𝑟̅

(2.42)

̂

̃
̅𝑟,𝑚𝑘
𝜕𝑢
∆𝜎̅̂̃𝜃𝜃,𝑚𝑘 (𝑟̅ , 𝜉, 𝑠) = 𝑏̅2 𝑒̃̂ℎ,𝑚𝑘 − 2𝐵̅1 𝜕𝑟̅
− 𝑖𝜉𝑏̅3 𝑢̅̂̃ 𝑧,𝑚𝑘 + 𝑏̅6 ∆𝑝̅̃̂𝑚𝑘
̂

̂

̃
̃
̅
̅
𝜕𝑢
𝑢
𝑚
∆𝜏̅̃̂𝑟𝜃,𝑚𝑘 (𝑟̅ , 𝜉, 𝑠) = 𝐵̅1 ( 𝜃,𝑚𝑘 − 𝑢̅̂̃ 𝑟,𝑚𝑘 − 𝜃,𝑚𝑘 )
𝜕𝑟̅

(2.43)

𝑟̅

𝑟̅

(2.44)

̂

̃𝑧,𝑚𝑘
̅
𝜕𝑢
)
∆𝜏̅̃̂𝑟𝑧,𝑚𝑘 (𝑟̅ , 𝜉, 𝑠) = −𝐵̅5 (𝑢̅̂̃ 𝑟,𝑚𝑘 − 𝜕𝑟̅

(2.45)

2.3.2. Decomposition of the boundary value problem
It is important to understand that the boundary conditions are essentially solutions at the boundary
so that the general solution upon Fourier expansion should have the same order as the boundary
conditions. The complicated boundary conditions expressed in Eq. (2.19), indicating that that 𝑚
ranges from 0 to 2, can be automatically decomposed into five fundamental and easier to handle
modes. The boundary value problem will be solved for each mode separately to determine the
Fourier components of the required field variables.
Mode 1 (zeroth order of the Fourier expansion of boundary conditions, 𝑚 = 0, 𝑘 = 1):
Δ𝜎̅𝑟𝑟 + Δ𝑝̅ =

{
̅
𝑆𝑥̅ +𝑆𝑦
Δ𝜎̅𝑟𝑟 = 2

̅
𝑆𝑥̅ +𝑆𝑦
2

− 𝑝̅0

0 ≤ |𝑧̅| ≤ 𝑏̅
𝑏̅ < |𝑧̅| < ∞

(2.46a)

Δ𝜏̅𝑟𝜃 = 0

(2.46b)

Δ𝜏̅𝑟𝑧 = 0

(2.46c)

𝑞̅𝑟 =

𝑄̅0
{ 4𝜋𝑏̅

0

0 ≤ |𝑧̅| ≤ 𝑏̅
𝑏̅ < |𝑧̅| < ∞

(2.46d)

Mode 2 (first order of the Fourier expansion of boundary conditions, 𝑚 = 1, 𝑘 = 1):
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{

Δ𝜎̅𝑟𝑟 + 𝛥𝑝̅ = 0
Δ𝜎̅𝑟𝑟 = 0

0 ≤ |𝑧̅| ≤ 𝑏̅
𝑏̅ < |𝑧̅| < ∞

(2.47a)

Δ𝜏̅𝑟𝜃 = 0

(2.47b)

̅ cos 𝜃
Δ𝜏̅𝑟𝑧 = 𝑆𝑥𝑧

(2.47c)

𝑞̅𝑟 = 0

(2.47d)

Mode 3 (first order of the Fourier expansion of boundary conditions, 𝑚 = 1, 𝑘 = 2):
{

Δ𝜎̅𝑟𝑟 + Δ𝑝̅ = 0
Δ𝜎̅𝑟𝑟 = 0

0 ≤ |𝑧̅| ≤ 𝑏̅
𝑏̅ < |𝑧̅| < ∞

(2.48a)

Δ𝜏̅𝑟𝜃 = 0

(2.48b)

̅ sin 𝜃
Δ𝜏̅𝑟𝑧 = 𝑆𝑦𝑧

(2.48c)

𝑞̅𝑟 = 0

(2.48d)

Mode 4 (second order of the Fourier expansion of boundary conditions, 𝑚 = 2, 𝑘 = 1):
̅
𝑆𝑥̅ −𝑆𝑦

Δ𝜎̅𝑟𝑟 + Δ𝑝̅ = 2 cos 2𝜃
{
̅
𝑆𝑥̅ −𝑆𝑦
Δ𝜎̅𝑟𝑟 = 2 cos 2𝜃
Δ𝜏̅𝑟𝜃 = −

̅
𝑆𝑥̅ −𝑆𝑦
2

0 ≤ |𝑧̅| ≤ 𝑏̅
𝑏̅ < |𝑧̅| < ∞

sin 2𝜃

(2.49a)

(2.49b)

Δ𝜏̅𝑟𝑧 = 0

(2.49c)

𝑞̅𝑟 = 0

(2.49d)

Mode 5 (second order of the Fourier expansion of boundary conditions, 𝑚 = 2, 𝑘 = 2):
{

̅ sin 2𝜃
Δ𝜎̅𝑟𝑟 + Δ𝑝̅ = 𝑆𝑥𝑦
̅ sin 2𝜃
Δ𝜎̅𝑟𝑟 = 𝑆𝑥𝑦

0 ≤ |𝑧̅| ≤ 𝑏̅
𝑏̅ < |𝑧̅| < ∞

(2.50a)

̅ cos 2𝜃
Δ𝜏̅𝑟𝜃 = 𝑆𝑥𝑦

(2.50b)

Δ𝜏̅𝑟𝑧 = 0

(2.50c)
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𝑞̅𝑟 = 0

(2.50d)

2.3.3. The Solutions for the Mixed Boundary Value Problem
For each individual mode, by combining Eqs. (2.41), (2.42), (2.44), and (2.45) and the
boundary conditions listed above, a linear equation system to solve the four unknown arbitrary
functions is deduced below:
[𝛷]𝑚𝑘 . {𝑈}𝑚𝑘 = {𝛹}𝑚𝑘

(2.51)

where

[Φ]𝑚𝑘

Φ11,𝑚𝑘 (𝜉, 𝑠)
Φ21,𝑚𝑘 (𝜉, 𝑠)
=
Φ31,𝑚𝑘 (𝜉, 𝑠)
[Φ41,𝑚𝑘 (𝜉, 𝑠)

Φ12,𝑚𝑘 (𝜉, 𝑠)
Φ22,𝑚𝑘 (𝜉, 𝑠)
Φ32,𝑚𝑘 (𝜉, 𝑠)
Φ42,𝑚𝑘 (𝜉, 𝑠)

Φ13,𝑚𝑘 (𝜉, 𝑠)
Φ23,𝑚𝑘 (𝜉, 𝑠)
Φ33,𝑚𝑘 (𝜉, 𝑠)
Φ43,𝑚𝑘 (𝜉, 𝑠)

{𝑈}𝑚𝑘

Δ𝜎̅̂̃𝑟𝑟,𝑚𝑘 (1, 𝜉, 𝑠)
𝐶1,𝑚𝑘 (𝜉, 𝑠)
𝐶2,𝑚𝑘 (𝜉, 𝑠)
Δ𝜏̅̃̂𝑟𝜃,𝑚𝑘 (1, 𝜉, 𝑠)
=
, {𝛹}𝑚𝑘 =
𝐶3,𝑚𝑘 (𝜉, 𝑠)
Δ𝜎̅̃̂𝑟𝑧,𝑚𝑘 (1, 𝜉, 𝑠)
{ 𝐷𝑚𝑘 (𝜉, 𝑠) }
{ 𝑞̅𝑟,𝑚𝑘 (1, 𝜉, 𝑠) }

Φ14,𝑚𝑘 (𝜉, 𝑠)
Φ24,𝑚𝑘 (𝜉, 𝑠)
Φ34,𝑚𝑘 (𝜉, 𝑠)
Φ44,𝑚𝑘 (𝜉, 𝑠)]

and
Φ1𝑗,𝑚𝑘 (𝜉, 𝑠) = (𝑏̅2 𝐻1,𝑗 (𝜉, 𝑠) − 𝑖𝜉𝑏̅3 𝐻2,𝑗 (𝜉, 𝑠) + 𝑏̅6 𝐻3,𝑗 (𝜉, 𝑠)) 𝐾𝑚 (𝜆𝑗 (𝜉, 𝑠))
+2𝐵̅1 (𝑚2 − 𝑚)𝑓𝑗 (𝜉, 𝑠)𝐾𝑚 (𝜆𝑗 (𝜉, 𝑠)) + 2𝐵̅1 𝑓𝑗 (𝜉, 𝑠)𝜆𝑗 (𝜉, 𝑠)𝐾𝑚+1 (𝜆𝑗 (𝜉, 𝑠)),
2𝐵̅12

Φ14,𝑚𝑘 (𝜉, 𝑠) = 𝐵̅

5𝜉

2

[(𝑚2 − 𝑚)𝐾𝑚 (𝜂) + 𝑚𝜂𝐾𝑚+1 (𝜂)],

Φ2𝑗,𝑚𝑘 (𝜉, 𝑠) = 2𝐵̅1 𝑓𝑗 (𝜉, 𝑠) [(𝑚2 − 𝑚)𝐾𝑚 (𝜆𝑗 (𝜉, 𝑠)) + 𝑚𝐾𝑚+1 (𝜆𝑗 (𝜉, 𝑠))],
𝐵̅12

Φ24,𝑚𝑘 (𝜉, 𝑠) = 𝐵̅

5𝜉

2

[(2𝑚2 − 2𝑚 + 𝜂2 )𝐾𝑚 (𝜂) + 2𝜂𝐾𝑚+1 (𝜂)],

Φ3𝑗,𝑚𝑘 (𝜉, 𝑠) = [𝐵̅5 𝐻2,𝑗 (𝜉, 𝑠) − 𝑖𝜉𝐵̅5 𝑓𝑗 (𝜉, 𝑠)] [𝑚𝐾𝑚 (𝜆𝑗 (𝜉, 𝑠)) − 𝜆𝑗 (𝜉, 𝑠)𝐾𝑚+1 (𝜆𝑗 (𝜉, 𝑠))],
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Φ34,𝑚𝑘 (𝜉, 𝑠) =

𝑖𝐵̅1 𝑚
𝜉

𝐾𝑚 (𝜂),

Φ4𝑗,𝑚𝑘 (𝜉, 𝑠) = 𝐻3,𝑗 (𝜉, 𝑠)[𝜆𝑗 (𝜉, 𝑠)𝐾𝑚+1 (𝜆𝑗 (𝜉, 𝑠)) − 𝑚𝐾𝑚 (𝜆𝑗 (𝜉, 𝑠))],
Φ44,𝑚𝑘 = 0
where 𝑗 = 1 − 3 for the above expressions.
Then the four unknown functions can be readily expressed by Cramer’s rule for each
boundary condition mode.
𝑈𝑖 ,𝑚𝑘 =

Det[Φi ]𝑚𝑘
Det[Φ]𝑚𝑘

(2.52)

where, 𝑈𝑖,𝑚𝑘 is the 𝑖 𝑡ℎ component of {𝑈}𝑚𝑘 ; [Φi ]𝑚𝑘 is a matrix by replacing the 𝑖 𝑡ℎ column of the
matrix [Φ]𝑚𝑘 with {𝛹}𝑚𝑘 ; and Det stands for the determinant function.
Nevertheless, the solution expressed by Eq. (2.52) is implicit because Δ𝜎̅̂̃𝑟𝑟,𝑚𝑘 (1, 𝜉, 𝑠) and
Δ𝑝̅̃̂𝑚𝑘 (1, 𝜉, 𝑠) are coupled. The mixed and coupled boundary value problem, for each of the
individual modes, is found to be equivalent to solving a set of dual integral equations with the
transformed total stress at the borehole surfaced being the only unknown, which can be further
reduced to a single Fredholm integral equation of the second kind and readily solved numerically
(Noble, 1963). This method is elaborated in detail for Mode 1 and applicable to all other modes.
For Mode 1, it is obvious that the solutions shall only include the zeroth Fourier expansion
terms with 𝑚 = 0, 𝑘 = 1. The boundary conditions by Eq. (2.46) in the transformed domain
become
̃

{

̃

̅
̅
∞
̂̃
̃̂01 (1, 𝜉, 𝑠)]𝑒 −𝑖𝜉𝑧̅ 𝑑𝜉 = 𝑆𝑥 +𝑆𝑦 − 𝑝̅0
(1,
[Δ𝜎
̅
𝜉,
𝑠)
+
Δ𝑝̅
∫
𝑟𝑟,01
2
𝑠
√2𝜋 −∞
1

̃̅

̃̅

𝑆𝑥 +𝑆𝑦
∞
∫ Δ𝜎̅̂̃𝑟𝑟,01 (1, 𝜉, 𝑠)𝑒 −𝑖𝜉𝑧̅ 𝑑𝜉 = 2
√2𝜋 −∞
1

Δ𝜏̅̃̂𝑟𝜃,01 (1, 𝜉, 𝑠) = 0

0 ≤ |𝑧̅| ≤ 𝑏̅
𝑏̅ < |𝑧̅| < ∞

(2.53a)

(2.53b)
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Δ𝜏̅̃̂𝑟𝑧,01 (1, 𝜉, 𝑠) = 0
𝑄̅0
𝑞̅̂̃𝑟,01 (1, 𝜉, 𝑠) = 2𝜋𝑏
̅

(2.53c)
𝑠𝑖𝑛 (𝜉𝑏̅ )
√2𝜋𝜉𝑠

= 𝛺(𝜉, 𝑠)

(2.53d)

Therefore, the general solution Eq. (2.52) can be expressed as

{𝑈}01

𝐶1,01 (𝜉, 𝑠)
𝛽11,01 (𝜉, 𝑠) 𝛽12,01 (𝜉, 𝑠)
𝛽21,01 (𝜉, 𝑠) 𝛽22,01 (𝜉, 𝑠)
𝐶2,01 (𝜉, 𝑠)
(1, 𝜉, 𝑠)
Δ𝜎̅̂̃
=
=
∙ { 𝑟𝑟,01
}
𝛽
(𝜉,
𝑠)
𝛽
(𝜉,
𝑠)
(𝜉,
𝐶3,01 𝑠)
31,01
32,01
𝛺(𝜉, 𝑠)
{ 𝐷01 (𝜉, 𝑠) } [𝛽41,01 (𝜉, 𝑠) 𝛽42,01 (𝜉, 𝑠)]

(2.54)

The derivation of 𝛽𝑖𝑗,01 (𝜉, 𝑠), (𝑖 = 1~4, 𝑗 = 1~2) are straightforward using Eqs. (2.52) and (2.53),
therefore, the detailed expressions are intentionally omitted in the article for brevity.
The change in pore pressure Δ𝑝̅̃̂01 (1, 𝜉, 𝑠) is expressed by substituting Eq. (2.37) into Eq.
(2.36)
∆𝑝̅̃̂01 (1, 𝜉, 𝑠) = 𝜔1,01 (𝜉, 𝑠)Δ𝜎̅̂̃𝑟𝑟,01 (1, 𝜉, 𝑠) + 𝜔2,01 (𝜉, 𝑠)𝛺(𝜉, 𝑠)

(2.55)

where
𝜔1,01 (𝜉, 𝑠) = ∑3𝑗=1 𝛽𝑗1,01 (𝜉, 𝑠) 𝐻3,𝑗 (𝜉, 𝑠)𝐾0 ,
𝜔2,01 (𝜉, 𝑠) = ∑3𝑗=1 𝛽𝑗2,01 (𝜉, 𝑠) 𝐻3,𝑗 (𝜉, 𝑠)𝐾0.
Therefore, the boundary condition Eq. (2.53a) becomes
∞
∗
(1, 𝜉, 𝑠)𝑒 −𝑖𝜉𝑧̅ 𝑑𝜉
[1 + 𝜔1,01 (𝜉, 𝑠)]Δ𝜎̅̂̃𝑟𝑟,01
∫
−∞
√2𝜋
1

=−

1

∞

∫ {𝜔1,01 (𝜉, 𝑠)
√2𝜋 −∞

̂
̂̅
𝑆̃𝑥̅ +𝑆̃𝑦
2

+ 𝜔2,01 (𝜉, 𝑠)𝛺(𝜉, 𝑠)} 𝑒 −𝑖𝜉𝑧̅ 𝑑𝜉 −

∞
1
∗
(1, 𝜉, 𝑠)𝑒 −𝑖𝜉𝑧̅ 𝑑𝜉
∫ Δ𝜎̅̂̃𝑟𝑟,01
√2𝜋 −∞

=0

𝑝̅0
𝑠

0 ≤ |𝑧̅| ≤ 𝑏̅

(2.56a)

𝑏̅ < |𝑧̅| < ∞

(2.56b)

where
̃̂

̃̂

𝑆̅ +𝑆̅
𝑆̅ +𝑆̅
∗
(1, 𝜉, 𝑠) = Δ𝜎̅̃̂𝑟𝑟,01 (1, 𝜉, 𝑠) − 𝑥 𝑦 = Δ𝜎̅̂̃𝑟𝑟,01 (1, 𝜉, 𝑠) − 𝑥 𝑦 √2𝜋𝛿(𝜉)
𝜎̅̂̃𝑟𝑟,01
2
2𝑠

(2.57)

Note that the above two equations can be further reduced to a set of Bessel function dual integral
equations as shown in Eq. (2.58), which had been originally addressed by Noble (1963)
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∞
2
∗
(1, 𝜉, 𝑠)𝐽−1/2 (𝜉𝑧̅)𝑑𝜉 = √ 𝑔(𝑧̅, 𝑠) 0 ≤ |𝑧̅| ≤ 𝑏̅
∫−∞ 𝜉1/2 [1 + 𝜔1,01 (𝜉, 𝑠)]Δ𝜎̅̂̃𝑟𝑟,01
𝜋𝑧̅

(2.58a)

∞
∗
(1, 𝜉, 𝑠)𝐽−1/2 (𝜉𝑧̅)𝑑𝜉 = 0
∫−∞ 𝜉1/2 Δ𝜎̅̃̂𝑟𝑟,01

𝑏 ≤ |𝑧̅| ≤ ∞

(2.58b)

√2𝜋𝑝̅0
2𝑠

(2.59)

where
𝑔(𝑧̅, 𝑠) = −

̅
√2𝜋 𝑆𝑥̅ +𝑆𝑦
𝜔1,01 (0, 𝑠)
2𝑠
2

∞

− ∫0 𝜔2,01 (𝜉, 𝑠)𝛺(𝜉, 𝑠) cos(𝜉𝑧̅) 𝑑𝜉 −

Noble (1963) demonstrated that the solution of dual integral equations Eq. (2.58) can be
obtained by using the multiplying-factor method, which introduced an auxiliary function 𝜃01 (𝑥, 𝑠)
defined by
̅

2 𝑏
∗
(1, 𝜉, 𝑠) = ∫0 𝜃01 (𝑥, 𝑠) cos(𝑥𝜉)𝑑𝑥
Δ𝜎̅̂̃𝑟𝑟,01
𝜋

(2.60)

Then Eqs. (2.58a), (2.58b) can be transformed to the following Fredholm integral equation of the
second kind about 𝜃01 (𝑥, 𝑠),
2

𝑏

𝜃01 (𝑥, 𝑠) + 𝜋 ∫0 𝑀01 (𝑥, 𝑦, 𝑠)𝜃01 (𝑦, 𝑠)𝑑𝑦 = 𝑔(𝑥, 𝑠)

(2.61)

where
∞

𝑀01 (𝑥, 𝑦, 𝑠) = ∫0 𝑓1,01 (𝜉, 𝑠) cos(𝑥𝜉) cos(𝑦𝜉)𝑑𝜉
The Fredholm integral equation of the second kind can be numerically solved using the
classic quadrature method for 𝜃01 (𝑥, 𝑠) and thus Δ𝜎̅̂̃𝑟𝑟,01 (1, 𝜉, 𝑠) in the Laplace-Fourier
transformed space using Eq. (2.57). Subsequently, the desired functions 𝐶1,01 (𝜉, 𝑠), 𝐶2,01 (𝜉, 𝑠),
𝐶3,01 (𝜉, 𝑠), and 𝐷01 (𝜉, 𝑠) are obtained as they are all explicitly expressible in terms of the basic
unknown Δ𝜎̅̂̃𝑟𝑟,01 (1, 𝜉, 𝑠). Then the stress components and pore pressure can be evaluated through
the standard inversion of Laplace and Fourier transforms.
The inverse Fourier transform involving an infinite integral with respect to the parameter 𝜉
will be followed by the inverse Laplace transform entailing Bromwich integral with respect to the
parameter 𝑠. While the inverse Laplace transform can be readily numerically computed using the
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Stehfest (1970) method, as this method has proved to be very accurate and computationally
efficient, special attention should be given to the inverse Fourier transform due to the Dirac delta
function involved in Eq. (2.57). It is worthy to note that all the displacement and stress expressions
in the transformed domain are even functions of 𝜉. Without the Dirac delta function, the infinite
integrals can be easily converted into semi-infinite integral and numerically computed at lower a
cost. However, the infinite integral of those expressions multiplied with Dirac delta function
should utilize one important feature of Dirac delta function expressed as Eq. (2.62).
+∞

∫−∞ 𝐹(𝜉) 𝛿(𝜉)𝑑𝜉 = 𝐹(0)

(2.62)

Therefore, the inverse Fourier transform is decomposed into two parts, one with Dirac delta
function and one without. As the expressions of the displacements and stress in the transformed
domain also involve with the modified Bessel function of the second kind, which approaches
infinity at exact zero, the right-hand side of Eq. (2.62) is actually evaluated at an infinitesimal
number, like 1𝑒 − 9.
One of the merits of this newly proposed decomposition method is that the other four modes
can be solved in a similar manner. It is interesting to note that among all stress components and
pore pressure only ∆𝜏̅𝑟𝜃,1𝑘 , and ∆𝜏̅𝑟𝑧,1𝑘 are non-zeros for mode 2 and mode 3 as the dual integral
equation only has trivial solution that ∆𝜎̅̂̃𝑟𝑟 (1, 𝜉, 𝑠) = 0. Therefore, the total change in the stress
and pressure is the superposition of the solution of each mode by the Fourier series governed by
Eq. (2.20) and Eq. (2.21). For instance, the total change in the tangential stress and the pore
pressure are expressed by Eq. (2.63) and Eq. (2.64)
∆𝜎̅𝜃𝜃 (𝑟̅ , 𝑧̅, 𝑡̅) = ∆𝜎̅𝜃𝜃,01 (𝑟̅ , 𝑧̅, 𝑡̅) + 𝛥𝜎̅𝜃𝜃,21 (𝑟̅ , 𝑧̅, 𝑡̅) cos 2𝜃 − 𝛥𝜎̅𝜃𝜃,22 (𝑟̅ , 𝑧̅, 𝑡̅) sin 2𝜃

(2.63)

∆𝑝̅(𝑟̅ , 𝑧̅, 𝑡̅) = ∆𝑝̅01 (𝑟̅ , 𝑧̅, 𝑡̅) + ∆𝑝̅21 (𝑟̅ , 𝑧̅, 𝑡̅) cos 2𝜃 − ∆𝑝̅22 (𝑟̅ , 𝑧̅, 𝑡̅) sin 2𝜃

(2.64)
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At last, the solution of the current stress state of the inclined wellbore subject to in-situ stress and
fluid discharge is the summation of the solved total change and the initial value. The most critical
variable to the hydraulic fracturing, the effective tangential stress is can be formally shown by the
equations below.
𝜎̅𝜃𝜃 (𝑟̅ , 𝑧̅, 𝑡̅) = ∆𝜎̅𝜃𝜃 (𝑟̅ , 𝑧̅, 𝑡̅) −

̅
𝑆𝑥̅ +𝑆𝑦
2

+

̅
𝑆𝑥̅ −𝑆𝑦
2

̅ sin 2𝜃
cos 2𝜃 + 𝑆𝑥𝑦

(2.65)

𝑝̅ (𝑟̅ , 𝑧̅, 𝑡̅) = ∆𝑝̅ (𝑟̅ , 𝑧̅, 𝑡)̅ + 𝑝̅0

(2.66)

′
(𝑟̅ , 𝑧̅, 𝑡̅) = 𝜎̅𝜃𝜃 (𝑟̅ , 𝑧̅, 𝑡̅) + 𝛼 ∙ 𝑝̅(𝑟̅ , 𝑧̅, 𝑡)̅
𝜎̅𝜃𝜃

(2.67)

where 𝛼 is the Biot coefficient, which can be calculated by Eq. (2.7c).
2.4. Results
2.4.1. Validation
The validation of the analytical formulations and the adopted numerical procedures has two
steps. First, the current solution is compared to an existing solution in the literature (Chen 2019)
in Fig. 2.4. As the present solution is developed for the general transversely isotropic case, which
should also include the special situation that the rock properties in the two directions are exactly
the same. Therefore, the isotropic case can be recovered from the present solution by equating the
rock properties in two directions, i.e., making 𝐸 ′ ⁄𝐸 = 1, 𝜈 ′ ⁄𝜈 = 1, 𝐺 ′ ⁄𝐺 = 1, 𝜅𝑟 /𝜅𝑧 = 1. Second,
the transversely isotropic solutions obtained in the current paper are compared to a numerical
solution with the aid of commercial software ABAQUS to further validate the current semianalytical approach.
An inclined wellbore to perform hydraulic fracturing in the Ruhr sandstone has the
following parameters: borehole radius 𝑟0 = 0.1 m; inclination angle 𝜓𝑦 = 60°, azimuth angle
𝜓𝑧′ = 30°; packer distance 𝑏 = 0.1 m, and the fluid discharge rate 𝑄0 = 2 m3 /day.
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Fig. 2.4. Variation of (a) effective tangential stress and (b) pore pressure with radial distance for
isotropic porous medium.
The formation is subject to pore pressure, 𝑝0 = 9.8 MPa, and far field in-situ stresses, 𝑆𝑥′ =
20MPa, 𝑆𝑦′ = 18MPa, 𝑆𝑧′ = 25MPa. Then the stresses are transformed to the wellbore Cartesian
coordinate system as 𝑆𝑥 = 23.625 MPa , 𝑆𝑦 = 18.5 MPa , 𝑆𝑧 = 20.875 MPa , 𝑆𝑥𝑦 =
28

−0.433 MPa, 𝑆𝑦𝑧 = −0.75 MPa, 𝑆𝑥𝑧 = −2.382 MPa. The Ruhr sandstone and the fluid phase are
described by: 𝐸 = 29120 MPa , 𝜈 = 0.12 , 𝐺 = 13000 MPa , 𝐾𝑠 = 36000 MPa , 𝐾𝑓 =
2100 MPa, the porosity 𝑓 = 0.02, and the permeability coefficient 𝜅𝑟 = 0.01728 m2 /(MPa ∙
day), which corresponds to 0.2 md given the injection fluid is water with viscosity of 1cp. Fig.
2.4 presents the effective tangential stresses and pore pressure varying with the radial distance at
𝜃 = 0°, 𝑧 = 0, for Ruhr sandstone after two different time intervals of 𝑡 = 0.0001 and 0.01 day.
It can be observed that the results by the current formulation agree perfectly with the results by
Chen (2019), therefore, the current solution is verified.
For the transversely isotropic solution, no existing analytical solution can be found. With the
aid of ABAQUS, a numerical solution can be obtained with specially developed user subroutines.
The parameters used for this comparison is almost identical to the aforementioned except that the
borehole becomes vertical and the anisotropic ratios change to 𝐸 ′ /𝐸 = 0.8, 𝜈 ′ /𝜈 = 1.2, 𝐺 ′ /𝐺 =
0.6, 𝜅𝑟 /𝜅𝑧 = 0.5. A similar comparison as that in Fig. 2.4 is presented in Fig. 2.5. The excellent
match between the numerical results and the analytical solutions again validates the mathematical
derivation and the numerical procedure adopted in the paper.
A closer inspect of the solutions in Fig. 2.4 and Fig. 2.5 suggests that the hydraulic fracture
would most likely to initiate at the wellbore with a short delay after fluid injection. Because 1)
effective tangential stress peaks at the borehole surface and is decreasing with distance from
wellbore surface; 2) the effective tangential stress increases with the injection time and it may take
some time before the maximum effective tangential stress exceeds the tensile strength of the
formation structure. This conclusion agrees well with the field observations during hydraulic
fracturing and minifrac tests (Economides and Nolte 1989)
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Fig. 2.5. Variation of (a) effective tangential stress and (b) pore pressure with radial distance for
transversely isotropic porous medium.
2.4.2. Parametric study
Upon the validation of the proposed rigorous solution for the inclined wellbore subject to insitu stress and fluid discharge in a transversely isotropic medium, the influences of material
anisotropy and other hydraulic fracturing parameters on the induced effective tangential stress and
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pore pressure are studied in this section. The base case as shown in Fig. 2.6 is established to do a
comparative parametric study.

Fig. 2.6. Isochrones of (a) effective tangential stress and (b) pore pressure variations with radial
distance (𝐸′/𝐸 = 0.8, 𝜈′/𝜈 = 1.2, 𝐺′/𝐺 = 0.6).
The base case inherits the same parameter combination for the first verification case, except
that the material anisotropic ratios change to 𝐸 ′ /𝐸 = 0.8, 𝜈 ′ /𝜈 = 1.2, 𝐺 ′ /𝐺 = 0.6, 𝜅𝑟 /𝜅𝑧 = 0.5.
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Fig. 2.6 shows the variation of both effective tangential stress and pore pressure along the
dimensionless radial distance at 𝜃 = 0°, 𝑧 = 0 , at three different time during the hydraulic
fracturing process. As the time changes from 0.0001 day to 1 day, both pore pressure and effective
tangential stress increase because more hydraulic fracturing fluid penetrates the rock formation.
Note that the increasing rates of the two variables also exhibit time-dependent behavior. At the
start of fluid discharge, both field variables rise rapidly as one can observe from 0.0001 day to
0.001 day, because the injected fluid can only infiltrate the near borehole zone and pore pressure
can build up within the confined porous medium. Nevertheless, the increase in the near borehole
zone is not as significant when the time changes from 0.001 day to 1 day. During this time
interval, the major increase occurs at the zone far from the borehole, since the initially buildup
pore pressure gradient diffuses to this zone when drainage time increases.
′
The impact of the material anisotropy on the effective tangential stress 𝜎𝜃𝜃
is studied

subsequently by changing the ratio of one moduli in two directions comparing to the base case at
𝑡 = 0.001 day. Specifically, 𝐸 ′ /𝐸 = 0.3, 1, and 5 in Fig. 2.7; 𝜈 ′ /𝜈 take the value of 0.5, 1, and
1.8 in Fig. 2.8; and in Fig. 2.9 the three ratios for the shear modulus are 𝐺 ′ /𝐺 = 0.2, 1, 5. On one
′
hand, the variations in the ratios of Young’s modulus and Poisson’s ratio slightly change 𝜎𝜃𝜃
in

the near wellbore region comparing to the base case, let alone the far field. On the other hand, the
′
material anisotropy in shear modulus affects the 𝜎𝜃𝜃
in a much more significant manner. A small
′
decrease in the ratio 𝐺 ′ /𝐺 leads to an evident increase in 𝜎𝜃𝜃
over a long distance from the

borehole surface as illustrated by Fig. 2.9. The significant effects caused by change in shear
modulus along the normal of the isotropic plane infers that the shearing is tied with multidimensional deformations.
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Fig. 2.7. The influences of the anisotropy of Young’s Modulus on the effective tangential stress
(𝜈′/𝜈 = 1.2, 𝐺′/𝐺 = 0.6).

Fig. 2.8. The influences of the anisotropy of Poisson’s ratio on the effective tangential stress
(𝐸′/𝐸 = 0.8, 𝐺′/𝐺 = 0.6).
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Fig. 2.9. The influences of the anisotropy of Shear Modulus on the effective tangential stress
(𝐸′/𝐸 = 0.8, 𝜈′/𝜈 = 1.2).
By looking at the marked difference between the results at 𝐺 ′ /𝐺 = 1 and 𝐺 ′ /𝐺 = 0.2, it is
concluded that ignoring the material anisotropy in the transversely isotropic formation would result
in a substantial error to the predicted stress distribution around the wellbore and thus in the design
of hydraulic fracturing.
Furthermore, the influences of the packer distance on the effective tangential stress are
studied by comparative study with the base case at 𝑡 = 0.001 day. Fig. 2.10 presents the variation
′
of the effective tangential stress 𝜎𝜃𝜃
with the dimensionless radial distance and the dimensionless

packer distance 𝑏/𝑟0 = 1, 2, 5. It is found that the increase in the packer distance would result in
′
a marked decrease in 𝜎𝜃𝜃
. In Fig. 2.11, the influence of the injection rate is studied by changing
′
𝑄0 from 0.5 to 5 m3 /day . As expected, it is observed that the induced 𝜎𝜃𝜃
is be elevated

considerably with the increment in the injection rate. The reason becomes straightforward as the
radial discharge rate per unit area expressed as 𝑞𝑟 = 𝑄0 /4𝜋𝑟0 𝑏 is proportional to 𝑄0 and inversely

34

proportional to the packer distance 𝑏. Also, note that the resulted effective tangential stress is
positively related to but not proportional to 𝑞𝑟 .

Fig. 2.10. The influences of the packer distance on the effective tangential stress.

Fig. 2.11. The influences of the injection rate on the effective tangential stress.
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2.5. Conclusions
A rigorous solution to the poromechanical responses of an inclined borehole in transversely
isotropic porous media, i.e., hydraulic fracturing problem, has been successfully developed for the
first time. The Fourier expansion theorem, as well as the combined Laplace-Fourier integral
transform technique, has been introduced to convert the complicated partial differential equations
to simpler ordinary differential equations. The mixed, coupled stress/pore pressure boundary
conditions at the borehole surface for the hydraulic fracturing problem are essentially decomposed
into five fundamental modes, which allows the solution to be found easily as a superposition of
the individual results. The validation of the present formulations/solution is also successful with
the aid of existing isotropic solution and the numerical anisotropic solution. The major conclusions
from this study are summarized below:
1) The proposed semi-analytical solution not only provides a rigorous benchmark for
checking the numerical issues associated with the prevailing finite element modeling, but also
helps improve the hydraulic fracturing operation design in the oil/gas industry due to its accuracy
and computational efficiency over the numerical simulations/solutions.
2) The hydraulic fracture would most likely initiate at the wellbore with a short delay after
the fluid injection, a feature that is well consistent with the field observations during hydraulic
fracturing or mini-frac tests.
3) The material anisotropy indeed plays a major role in influencing the fluid injection
′
induced pore pressure and effective tangential stress 𝜎𝜃𝜃
. Especially, the anisotropic ratio of shear
′
modulus, 𝐺 ′ /𝐺, has a significant impact on the calculated value of 𝜎𝜃𝜃
that is important for the

hydraulic fracturing. It is safe to conclude that the neglect of mechanical anisotropy for a
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transversely isotropic rock may cause considerable errors in the analysis and design of hydraulic
fracturing.
4) The induced effective tangential stress, as expected, has a positive correlation with the
flux applied at the borehole surface. The current solution can be used to back-calculate the injection
rate and the packer distance required to initiate the hydraulic fracturing.
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Chapter 3. Numerical Stress Analysis of Inclined Borehole for Fracture
Initiation in Saturated Rock Formations Considering Transverse Isotropy
3.1. Introduction
In petroleum and geotechnical engineering, fluid injection into the reservoir through
wellbore is a common and essential process as for hydraulic fracturing (Haimson and Fairhurst
1967), well testing (Xu and Wong 2013), CO2 sequestration (Masoudian et al. 2016), and
development of geothermal reservoirs (Koh et al. 2011). In fact, fluid injection/filtration to the
formation is almost inevitable in every drilling process when drilling mud is used. Whether it is to
avoid borehole collapse (Papamichos 2010) and formation failure (Koh et al. 2011) or to induce
hydraulic fracturing (Salimzadeh and Khalili 2015a), rigorous geomechanics models considering
one or more physics are indispensable to simulate the rock deformation, and the evolution of strain
and stresses (Koh et al. 2011; Molenkamp 1991). When the fluid flow is involved, the most classic
model should be Biot’s consolidation theory (Biot 1941; Biot 1955; Carter and Booker 1982),
which is also known as the poroelasticity theory. Furthermore, material anisotropy has been
frequently reported as an effectively influencing factor in the geomechanical analysis (Biot 1955;
Chen and Abousleiman 2010; Lafhaj and Shahrour 2007; Liu and Chen 2018; Zdravković et al.
2002; Zeng et al. 2019) in the past several decades. The effects of the material anisotropy are
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expected to be more revealing in the context of horizontal wellbores (Yuan et al. 2013) in the
formation with horizontal bedding planes.
Solutions of wellbore problem and their improved versions have been constantly addressed
in the literature due to the significance and the complexity of the problem (Abousleiman and Cui
1998; Bradley 1979; Cui et al. 1997; Ekbote and Abousleiman 2006; Huang et al. 2018; Mehrabian
and Abousleiman 2013). However, most of the published solutions were derived for the wellbore
drilling process where the wellbore pressure but not the injection rate is the known boundary
condition. In fact, for the fluid injection problem, the radial stress becomes implicitly coupled with
the pore pressure on the surface when the fluid injection rate is explicitly known (Abousleiman
and Chen 2010; Chen and Abousleiman 2016b). The pore pressure on the surface of the injection
zone is needed to assign the radial stress; however, the pore pressure itself is also to be determined.
This change in the boundary condition has brought considerable challenges to the derivation of
rigorous solutions both analytically (Haimson and Fairhurst 1967; Rajapakse 1993) and
numerically (Xu and Wong 2009). For the development of analytical solutions, a more detailed
review is referred to (Abousleiman and Chen 2010). The numerical difficulties associated with the
finite element method (FEM) formulation and Newton-Raphson iterative method was addressed
in (Xu and Wong 2009) and a novel solving technique was proposed.
To the authors’ knowledge, the rigorous analytical solution for this problem was not
available until very recently (Chen 2019; Huang and Chen 2019). Different from the conventional
decomposing method, Chen (2018) started with solving directly the general Biot’s poroelasticity
governing equations by using the Fourier expansion theorem. The complicated boundary
conditions for the sectioned fluid injection problem was thus automatically decomposed into five
modes. With careful mathematical treatments, an elegant and rigorous derivation/formulation of
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the boundary value problem was obtained and the decomposed boundary value problem was
solved with the assist of combined Laplace-Fourier integral transform technique. Later, Huang et
al. (Huang and Chen 2019) extended the definitive solution from isotropic porous rocks to
transversely isotropic rocks and studied the effects of material anisotropy.
Although the published analytical solution (Huang and Chen 2019) for the transversely
isotropic formation is already very general, say inclined wellbore and anisotropic in-situ stress
condition, one limitation does exist that the wellbore has to be perpendicular to the isotropic plane.
The derivation of analytical solution to overcome this limitation in this sectioned fluid injection
problem would become ponderous if possible because the constitutive equations will become
location-dependent, which would be more challenging than the plane strain problem (Qi et al.
2018). Numerical methods like finite element method can be used to work around although the
difficulties involved with the numerical simulation considering the implicitly coupled boundary
conditions (Xu and Wong 2009) and material anisotropy (Lu 2013) are still far from being trivial.
With these challenges in place, the objective of this paper is to develop a novel numerical
procedure to solve the sectioned fluid injection problem for arbitrarily deviated well with respect
to the isotropic plane; and to study the effects of material anisotropy on the poromechanical
responses of a horizontal wellbore in horizontal bedding.
This paper starts with the physical description of the problem and mathematical definition
of the problem with governing equations and boundary conditions. Then in section 3.3. , a
numerical workflow to solve the coupled wellbore problem in the transversely isotropic porous
medium is developed. Two user subroutines or functions are presented to specifically address the
implicitly coupled boundary condition at the injection zone. The analytical solution to the first
special case (Huang and Chen 2019) will be used to verify the newly developed numerical
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procedure, for both isotropic and transversely isotropic formation. Then the numerical solutions
for the horizontal well will be presented and discussed. More importantly, the complicated effects
of material anisotropy on the poromechanical solutions are analyzed. Finally, the major findings
of this study are summarized in section 3.5. .
3.2. Problem Statement and Mathematical Formulation
Fig. 3.1 schematically presents an inclined wellbore drilled in an infinite, saturated
transversely isotropic rock formation.

Fig. 3.1. An arbitrary inclined wellbore in the transverse isotropic medium subject to fluid
injection (a) Cartesian coordinate systems and (b) Cylindrical coordinate system.
Note the wellbore axis has an arbitrary angle with the isotropic plane (bedding plane) as
denoted by the white bands. The inclined wellbore has an inclination angle 𝜙𝑦′ and a rotation angle
of 𝜙𝑧′ as shown in Fig. 3.1(a). The borehole is assumed to be infinitely long with a radius of 𝑟0 .
The in-situ stress in the formation, prior to borehole drilling, is represented by three compressive
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principal in-situ stresses 𝑆𝑥′ , 𝑆𝑦′ , and 𝑆𝑧′, which coincides with the Cartesian coordinate system
(𝑥′, 𝑦′, 𝑧′). For the convenience of presentation, another Cartesian coordinate system (𝑥, 𝑦, 𝑧) is
established with 𝑧 coinciding the axis of the wellbore. In Fig. 3.1(b), the in-situ stresses are
transformed to 𝑆𝑥 , 𝑆𝑦 , 𝑆𝑧 , 𝑆𝑥𝑦 , 𝑆𝑦𝑧 , and 𝑆𝑥𝑧 corresponding to the wellbore Cartesian coordinate
system. And for the convenience of formulation, the wellbore Cartesian coordinate system (𝑥, 𝑦, 𝑧)
is further transformed into a cylindrical coordinate system (𝑟, 𝜃, 𝑧). The in-situ pore pressure is 𝑝0
and the volumetric discharge rate is 𝑄0 .
After the completion of the wellbore, the hydraulic fracturing can begin by lowering the
borehole assembly. Fig. 3.2 shows the basic components of the borehole assembly used in
hydraulic fracturing. The borehole section is isolated by the two packers, with a distance of 2𝑏.
The high-pressure fracturing fluid is injected through the check valve at a volumetric rate of 𝑄0 to
build up pressure and to cause the desired tensile failure at the isolated section, i.e., the initiation
of hydraulic fractures. Note that the subsequent propagation of hydraulic fractures is not the within
the scope of this study.

Fig. 3.2. Schematic of the dual packer system in the wellbore for a single stage of multistage
hydraulic fracturing
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Note that the numerical workflow developed in this study can be applied to arbitrary inclined
wellbore in arbitrary bedding planes. However, there can be unlimited wellbore orientations with
respect to the bedding planes as indicated in Fig. 3.1 and the effects of material anisotropy may
vary from case to case. In-depth analysis on every scenario is impractical. In fact, the fluid injection
into wellbore, especially for reservoir stimulation, is usually seen in horizontal and/or vertical
wells and the bedding planes of the formation is usually horizontal. To make the current study
more directly suit the engineering needs, only the two special cases, vertical and horizontal
wellbore in formations with horizontal bedding are focused.
The first case, vertical wellbore in horizontal bedding, is shown Fig. 3.3. The wellbore
coordinate system (𝑥, 𝑦, 𝑧) is set up in such a convention that the wellbore axis is parallel to 𝑧 −
direction. Also, 𝑥−, 𝑦−, 𝑧 − axes are made aligned with the in-situ stresses 𝑆𝑥′ , 𝑆𝑦′ , and
𝑆𝑧′ ,respectively, so that the shear stresses vanish. Due to the specialty of transversely isotropic
material, it is better to describe the constitutive relations in the material coordinate system (p, q, n)
which is defined according to the isotropic plane and the normal direction. In Fig. 3.3, the isotropic
plane is defined by p − q and the normal direction is denoted as n. Note in this case the 𝑧 − axis
coincides with n − axis, i.e., the wellbore axis is normal to the isotropic plane of the formation.
Another specific case, which is most commonly encountered in the context of hydraulic
fracturing, is the horizontal well as presented in Fig. 3.4. The wellbore axis is parallel to the
direction of the minimum horizontal stress. The wellbore coordinate system (𝑥, 𝑦, 𝑧) is set up in
the same convention. The material coordinate system is specified in the figure as well. It is
important to note that the wellbore axis 𝑧 does not coincide with n − axis in the material
coordinate system. In other words, the wellbore is not normal to the isotropic plane. It would be
difficult to solve the problem using the same analytical approach in (Huang and Chen 2019).
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Fig. 3.3. A section of the vertical wellbore intruding the formation with horizontal bedding.

Fig. 3.4. A section of the horizontal wellbore lying in the formation with horizontal bedding.
The constitutive equations which are convenient to be expressed in the material coordinate
system (p, q, n) can be written as Eq. (3.1) by using eight elastic coefficients, 𝐵𝑗 (𝑗 = 1~8), for a
transversely isotropic medium (Cheng 1997; Kazi‐Aoual et al. 1988).
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(3.1)

where the expressions 𝐵𝑗 (𝑗 = 1 − 8) are already presented in Eqs. (2.7) and (2.8) in 0.
The derivatives of the fluid displacements with respect to time give the flow velocity that is
governed by Darcy’s law as shown in Eq. (3.2)
𝜕𝑝

𝑞p = −𝜅 𝜕p =
𝜕𝑝

𝑞q = −𝜅 𝜕q =
𝜕𝑝

𝑞n = −𝜅′ 𝜕n =

𝜕𝑤p

(3.2a)

𝜕𝑡
𝜕𝑤q

(3.2b)

𝜕𝑡
𝜕𝑤n

(3.2c)

𝜕𝑡

in which 𝜅 and 𝜅′ are the permeability coefficients in the isotropic plane and any plane
perpendicular to the isotropic plane.
The boundary conditions for this borehole fracturing problem are expressed in the below
with combined use of two coordinate systems. While sub-indices 𝑥, 𝑦, 𝑧 denote the wellbore
Cartesian coordinate system, sub-indices 𝑟, 𝜃, 𝑧 indicate the cylindrical coordinate system.
At the far field, where 𝑟 → ∞,
𝜎𝑥𝑥 = −𝑆𝑥 , 𝜎𝑦𝑦 = −𝑆𝑦 , 𝜎𝑧𝑧 = −𝑆𝑧

(3.3a)

𝜏𝑥𝑦 = −𝑆𝑥𝑦 , 𝜏𝑦𝑧 = −𝑆𝑦𝑧 , 𝜏𝑥𝑧 = −𝑆𝑥𝑧

(3.3b)

𝑝 = 𝑝0

(3.3c)

At the wellbore surface, where 𝑟 = 𝑟0 ,

45

𝜎𝑟𝑟 = {

−𝑆𝑟 𝐻(−𝑡) − 𝑝𝐻(𝑡)

0 ≤ |𝑧| ≤ 𝑏

−𝑆𝑟 𝐻(−𝑡)

𝑏 < |𝑧| < ∞

𝜏𝑟𝜃 = −𝑆𝑟𝜃 𝐻(−𝑡), 𝜏𝑟𝑧 = −𝑆𝑟𝑧 𝐻(−𝑡)
𝑞𝑟 = {

𝑞𝑟 𝐻(𝑡)

0 ≤ |𝑧| ≤ 𝑏

0

𝑏 < |𝑧| < ∞

(3.4 a)
(3.4b)
(3.4c)

where 𝜎𝑥𝑥 , 𝜎𝑦𝑦 , 𝜎𝑧𝑧 and 𝜏𝑥𝑦 , 𝜏𝑦𝑧 , 𝜏𝑥𝑧 are the total normal stresses and shear stresses in the
directions of three coordinate axes 𝑥, 𝑦, and 𝑧, following the sign convention that the tensile is
positive; 𝑆𝑥 , 𝑆𝑦 , 𝑆𝑧 , 𝑆𝑥𝑦 , 𝑆𝑦𝑧 , and 𝑆𝑥𝑧 are the magnitudes of six stress components in the far field;
𝑆𝑟 , 𝑆𝑟𝜃 , and 𝑆𝑟𝑧 are the corresponding far field values in the cylindrical coordinate system, i.e.,
𝑆𝑟 =

𝑆𝑥 +𝑆𝑦
2

+

𝑆𝑥 −𝑆𝑦
2

cos 2𝜃 + 𝑆𝑥𝑦 sin 2𝜃

𝑆𝑟𝜃 = 𝑆𝑥𝑦 cos 2𝜃 −

𝑆𝑥 −𝑆𝑦
2

(3.5a)

sin 2𝜃

(3.5b)
(3.5c)

𝑆𝑟𝑧 = 𝑆𝑥𝑧 cos 𝜃 + 𝑆𝑦𝑧 sin 𝜃

𝑞𝑟 is the average radial fluid flow, and 𝐻 is the Heaviside step function. Note that the boundary
condition for radial stress 𝜎𝑟𝑟 by Eq. (3.4a), rigorously accounts for its coupled relationship with
the pore water pressure at the same location. It is emphasized that this treatment of boundary
condition differs substantially from that by Rajapakse (Rajapakse 1993), where a simplified but
idealistic one was adopted (𝜎𝑟𝑟 = 0 for any 𝑧). It is this difference that makes the rigorous solution
by analytical means and numerical means much more difficult to obtain.
3.3. Numerical Simulation
The coupled poroelastic behavior of porous rocks have been numerically modeled by various
researchers using different methods (Cui et al. 1997; Zienkiewicz et al. 1990) and are currently
available in various commercial software such as FLAC3D (FLAC3D 2012) and ABAQUS
(ABAQUS 2013). The numerical procedures to be developed are to properly assign the implicit
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boundary conditions and it is important to emphasize that the principles of the procedures shall not
be strongly bonded with any specific method. In this sense, this article uses both FDM software
FLAC3D and FEM package ABAQUS. Doing so also enables the authors to cross-check the
validation of this numerical procedure. Although the principle of the numerical procedures is the
same, two necessary add-ons to achieve such goals are different in two software. While the user
subroutines for ABAQUS can be written in FORTRAN or C++, necessary functions can be readily
programmed in FLAC3D using a specific language called FISH. The rest of this section is focused
on the modeling in ABAQUS while the results generated by both software will be presented in the
results section.
3.3.1. Coupled Pore Fluid Diffusion and Stress Analysis
As illustrated in Fig. 3.5, to save the computational cost, the cylindrical reservoir model was
set up with 𝐻/2 = 30 m, 𝑅𝑒 = 30 m, 𝑅𝑤 = 0.1 m 𝑎𝑛𝑑 𝑏 = 0.1 m. The path-x and path-y are
specified for the convenience of further presentation of results. To simulate the Biot’s poroelastic
behavior, C3D8P elements were used, so that three categories of material behaviors can be
assigned: elasticity, permeability, and porous bulk moduli. Note that the specific elasticity
behavior and permeability behavior should be adjusted accordingly, i.e., isotropic or anisotropic.
As for the transverse isotropic behavior in this study, a separate material coordinate system is
necessary to specify the direction of the isotropic plane. By default, the material coordinate system
is identical to the global coordinate system. Thus the material coordinate system has to be adjusted
for the case of horizontal well. Also, it is important to note that the specified initial stress
components and the output stress/strain components shall conform to the material coordinate
system.
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Fig. 3.5. (a) Mesh of the one-eighth of the domain and (b) the zoomed view of the fluid injection
zone on the borehole surface
Three steps should be followed to numerically simulate the problem defined in section 3.2. .
The same as any coupled pore fluid diffusion and stress analysis, the geostatic step should be the
first step, where the boundary conditions are defined, and the initial equilibrium status is recovered.
The constraints to the borehole surface are released in the second step to simulate the drilling
process. The last step is to inject fluid into the perforation zone with a height of 2𝑏. Although the
release of constraints to the borehole surface and the injection are conducted simultaneously in the
problem statement, it is recommended to divide the application into two separate steps in actual
simulation to reduce possible numerical complications.
For the first two steps, ABAQUS itself provides enough built-in functions to correctly
implement the problem settings. However, some necessary functionalities to simulate Eqs. (3.4a)
and (2.17a) for the fluid injection step are not available and user subroutines have to be developed.
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3.3.2. Enhanced Simulation with User Subroutines
In this study, we adopt a staggered-like technique to decouple the implicit boundary
conditions of pore pressure and radial stress. In other words, the pore pressure values obtained at
the previous step are used to assign the radial stress condition at the current step. Note this
decoupling technique does not alter the internal coupling algorithm of poroelasticity that
ABAQUS adopts within each time increment.
Standard finite element analysis comprises of a series of procedures at different levels.
ABAQUS provides various interfaces to allow users to redefine some of the procedures. To apply
load using user-defined values, the subroutine DLOAD is indeed necessary. Note DLOAD is
called at every material point of elements within the selected element set. Then the problem left is
how to obtain the pore pressure values at corresponding material points. While USDFLD seems to
be the selection as it is the subroutine to redefine field variables “Field” at a material point, the
subroutine DLOAD does not have an interface to read field variables “Field.” Instead, URDFIL as
the user subroutine to read the results file is preferred here because we only need call the user
subroutine at the end of each time increment once to obtain the pore pressure results at all desired
locations. This is also more efficient comparing to global field variables because only pore pressure
results of a small fraction of the domain are stored. The next challenge lies in the information
transfer between URDFIL and DLOAD. In this study, a “COMMON BLOCK” in FORTRAN
programming language is defined to achieve the goal.
With URDFIL extracting and storing the pore pressure results of the injection section at the
end of every increment during the fluid injection step, DLOAD applies the pore pressure obtained
from the last increment as the radial stress to the openhole section at the beginning of the current
increment. Due to the stagger nature of this technique, it is wise to control the allowed change in
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pore pressure per step to a small value to obtain high accuracy. Note the change in pore pressure
per step will be decreasing as the injection continues; the time step controlled by the allowed pore
pressure change will get larger and larger. In this way, the computation time for such simulation
at a long time interval is not prolonged considerably comparing to a simulation without these
subroutines. In addition, it is important to let URDFIL store the pore pressure results at the nodes
which are exactly on the surface of the discharge zone to minimize the error due to numerical
interpolation. To the authors’ experience, the pore pressure from the element center or averaged
from wrong nodes within an element may fail to give a satisfactory simulation even with refined
mesh around the borehole surface.
As a reminder, it is indeed important to edit the commands/ input file accordingly to trigger
these user subroutines at the right time. In this simulation, the URDFIL should be triggered at the
end of the drilling step as the pore pressure information is needed at the beginning of the injection
step. The commands may read as follows:
“*EL FILE, ELSET="your injection surface", POSITION = NODES, FREQUENCY = 1
POR”.
Finally, the pseudocodes of these two user subroutines in FORTRAN are presented below,
where the numbered and quoted sentences are commented key steps.
A. URDFIL
1) Define a COMMON BLOCK to store and pass elemental pore pressure to DLOAD
COMMON /KEXCHANGE/ IELEM(IELEMAX), RPOR(IELEMAX)
SAVE /KEXCHANGE/
2) Call POSFIL to specify the location of records in the .fil file
CALL POSFIL(KSTEP, KINC, ARRAY, JRCD)
3) Call DBFILE to read and store the records in a loop
LOOP BEGIN
CALL DBFILE(0,ARRAY,JRCD)
KEY = JRRAY(1,2)
IF (KEY .EQ. 1) THEN
50

“Read basic elemental information”
IF (KEY .EQ. 18) THEN
“Read the pore pressure of the right nodes”
RPOR(IND2) = “Average pore pressure of the nodes on the right face”
LOOP END
B. DLOAD
1) Define the same COMMON BLOCK to retrieve pore pressure
COMMON /KEXCHANGE/ IELEM(IELEMAX), RPOR(IELEMAX)
SAVE /KEXCHANGE/
2) Apply pore pressure as normal radial stress
LOOP BEGIN
IELE = IELEM(K1)
IF (IELE .EQ. NOEL) THEN
F = RPOR(K1)
FFIND = .TRUE.
GO TO 10
END IF
LOOP END
3.4. Results and Discussions
3.4.1. Verification
The verification of the proposed numerical procedure is two-fold by taking advantage of the
available theoretical solutions (Chen 2018; Huang and Chen 2019) for the vertical well illustrated
in Fig. 3.3 and Fig. 3.5. First, the isotropic case of the vertical well is simulated using FLAC3D
and presented in Fig. 3.6. Then the transversely isotropic case is simulated by ABAQUS and
presented in Fig. 3.7.
The borehole radius 𝑟0 = 0.1 m; the packer distance 2𝑏 = 0.2 m, and the far field in-situ
stresses 𝑆𝑥′ = 20 MPa , 𝑆𝑦′ = 18 MPa , 𝑆𝑧′ = 25 MPa are assigned to the direction of
𝑥−, 𝑦−, 𝑧 −axes respectively, and the initial pore pressure 𝑝0 = 9.8 MPa and the fluid discharge
of 𝑄0 = 2 m3 /day. The material property are described by: 𝐸 = 29120 MPa, 𝜈 = 0.12, 𝐺 =
13000 MPa, 𝐾𝑠 = 36000 MPa, 𝐾𝑓 = 2100 MPa, 𝑓 = 0.02, 𝜅 = 0.01728 m2 /(MPa ∙ day). The
permeability is 0.2 md in Darcy unit. The isochrones made by FLAC3D results and the
51

corresponding analytical solutions (Chen 2018) at three different time are presented in Fig. 3.6. A
good match can be observed, and the verification is finished for the isotropic case.

Fig. 3.6. The variation of (a) pore pressure and (b) effective tangential stress along path-x from
both the numerical solution and the analytical solution
With the confidence gained from the isotropic case, the verification continues by considering
the material anisotropy. For the verification case, the ratios of material anisotropy are modeled by
𝐸 ′ ⁄𝐸 = 0.8, 𝜈 ′ ⁄𝜈 = 0.96, 𝐺 ′ ⁄𝐺 = 0.6, 𝜅′/𝜅 = 0.5. Fig. 3.7 presents the effective tangential
stresses, pore pressure varying with the dimensionless radial distance from the borehole surface
after 𝑡 = 0.001 day. The left column represents the results along the path-x; and the right column
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are the results along the path-y as specified in Fig. 3.5(a). The comparison between the numerical
results and the analytical solution also presents a good match. The relative errors of both pore
pressure and effective tangential stress are generally less than 3%, showing that the developed
numerical procedures are verified. The jump of the relative error of effective tangential stress only
occurs when the absolute value, the denominator, is close to zero, which does not controvert the
correctness of the numerical solutions.

Fig. 3.7. The comparison between the numerical solution and the analytical solution. (a), (b) the
induced pore pressure and (c), (d) the effective tangential stress. The left column stands for the
results along path-x and the right column represents the results along path-y.
3.4.2. Parametric Study on the Material Anisotropy
It has been found that the material anisotropy in rock strength indeed affects the pore
′
pressure and effective tangential stress 𝜎𝜃𝜃
when the wellbore is perpendicular to the isotropic

planes (Huang and Chen 2019), like the case of vertical well in horizontal strata. The anisotropic
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′
ratio of shear modulus, 𝐺 ′ /𝐺, has a significant impact on the effective tangential stress 𝜎𝜃𝜃
while
′
the variations of 𝐸′/𝐸 and 𝜈 ′ ⁄𝜈 show slight effects on 𝜎𝜃𝜃
.

Nevertheless, it is not safe to conclude that the same conclusions would apply to the
horizontal well, which is in fact the classic situation considered for hydraulic fracturing, because
the wellbore axis is parallel to the isotropic plane. It is expected that the material anisotropy would
play a more significant and more complicated role because the isotropic plane is perpendicular to
the cross-section of the wellbore. Extensive numerical simulations were conducted by varying the
anisotropy ratio in permeability, Young’s modulus, Poisson’s ratio, and shear modulus. All these
simulations adopted the horizontal wellbore setting described in Fig. 3.4 and Fig. 3.5, with the
wellbore axis parallel to the minimum horizontal stress 𝑆𝑦 ′ . The path-x in the case of horizontal
well is parallel to maximum horizontal stress 𝑆𝑥 ′ and the path-y is parallel to vertical stress 𝑆𝑧 ′ as
shown in Fig. 3.8.

Fig. 3.8. Pore pressure distribution around the injection zone at t=0.01 day.
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In the base case for the parametric study, all material properties and in-situ stresses are the
same as those used in the verification case but 𝜈 ′ ⁄𝜈 changes to 1.2 and 𝜅′/𝜅 = 1. The results of
induced pore pressure and Terzaghi’s effective stresses are visualized in the following pictures.
Terzaghi’s effective stress is simply the total stress less the pore pressure without the multiplication
of Biot’s coefficient. Note the horizontal wellbore in the pictures is intentionally rotated in the
figures just for better presentation in 3-dimensional space. Fig. 3.8 presents the contour plot of
pore pressure at 𝑡 = 0.01 day and the unit of the legend is MPa. The directions of the in-situ
stresses and two paths are shown in the figure. The pore pressure maximizes at the injection zone
and dissipates almost symmetrically in each direction as 𝜅′/𝜅 = 1.
The contour plot of Terzaghi’s effective tangential stress is presented in Fig. 3.9, where the
value is maximized at the intersection of borehole surface and path-y. The hydraulic fracture will
most likely initiate at the borehole surface in 𝑆𝑧′ direction. Furthermore, it is worthy to note that
the focus of this study is the development of rigorous stress solutions in transversely isotropic
porous media based on Biot’s poroelasticity theory. Specific failure criterion is not a consideration
in the numerical simulation, i.e., the simulated reservoir remains as a continuum although the
effective tangential stress is already considerably high.
Fig. 3.10 shows the contour plot of Terzaghi’s effective radial stress at 𝑡 = 0.01 day. First,
the values on the surface of the injection zone are close to 0 MPa , indicating that the user
subroutines to equate the pore pressure and total radial stress are implemented correctly. Second,
the maximum Terzaghi’s effective radial stress is located next to the injection zone where the
Biot’s effective radial stress may already become tensile. This indicates that the wellbore will very
likely bulge at the section next to the injection zone, which uncovers the importance of mechanical
strength of packers/casing in hydraulic fracturing to maintain the integrity of the borehole.
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Fig. 3.9. Terzaghi’s tangential stress around the injection zone at t=0.01 day.

Fig. 3.10. Terzaghi’s radial stress around the injection zone at t=0.01 day.
Fig. 3.11 illustrated the Terzaghi’s effective longitudinal stress, from which one can also
observe that the section next to the injection zone is very prone to burst when the tensile strength
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limit is reached. Nevertheless, the tangential stress will become tensile much earlier in the common
situation that wellbore is drilled along the direction of minimum horizontal stress; and the initiation
of the tangential fracture will alter the stress distribution drastically. Therefore, the effective
tangential stress is the focus of this numerical study when it comes to the initiation of hydraulic
fractures.

Fig. 3.11. Terzaghi’s longitudinal stress around the injection zone at t=0.01 day.
The pore pressure profiles along path-x at 𝑡 = 0.01 day, in four different simulations, are
plotted in Fig. 3.12. The legend indicates how the parameter is changed comparing to the base case.
Obviously, the pore pressure is hardly touched by the anisotropy in rock strength properties.
Therefore, in the rest plots to study the effects of material anisotropy in rock strength, pore pressure
′
′
are omitted while the Biot’s effective tangential stress 𝜎𝜃𝜃
is the focus. Note that this 𝜎𝜃𝜃
is

different from the Terzaghi’s effective stress which is the default output of ABAQUS. Coordinate
transform is required to obtain Biot’s effective stress as Biot coefficient 𝛼 also depends on 𝜃.
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In Fig. 3.13, the left column of the plots are the results along path-x which is parallel to the
plane of isotropy, and the right column stands for path-y which is normal to the plane of isotropy.
Note that the in-situ stress 𝑆𝑥 ′ < 𝑆𝑧 ′ . If all material anisotropy rock is ignored, a greater effective
tangential stress should occur near the borehole wall along path-y. The following section will
discuss the effects of each material anisotropy by analyzing the corresponding subplots in Fig.
3.13 and Fig. 3.14.

Fig. 3.12. The variation of pore pressure along path-x at 𝑡 = 0.01 day.
It is obvious to conclude that the influence of material anisotropy in Young’s modulus is
strong looking at Fig. 3.13. From the subplot (a) that the rise in 𝐸′/𝐸 drastically increase the
′
resulted effective tangential stress 𝜎𝜃𝜃
along path-x. On the contrary, the change in 𝐸′/𝐸 hardly

affects the results along path-y as shown in subplot (b). The major reason to this phenomenon is
that the change in 𝐸′/𝐸 is essentially the change in 𝐸′, which represents the Young’s modulus in
the tangent direction of path-x, i.e., the direction of tangential stress along path-x. By contrast, the
Young’s modulus 𝐸 representing the tangent of path-y is always a constant in these simulations so
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′
that the variations of 𝜎𝜃𝜃
are not strong. This comparison study between path-x and path-y

demonstrates the how the variation of 𝐸′ affects the tangential stress at different locations.
Intuitively, the variation of 𝐸 alone should lead to the right opposite results. Although the
anisotropy in Young’s modulus as an intrinsic property of a material and is present everywhere,
′
the effects on 𝜎𝜃𝜃
are not equally revealing at different locations depending on the relative

relationship between the stress direction and the plane direction of the changing component of the
anisotropic Young’s modulus.
′
Another observation is that, as 𝐸′/𝐸 increases to 1, 𝜎𝜃𝜃
on the borehole surface along path′
x even overwhelms that along path-y, which brings up an important finding that 𝜎𝜃𝜃
may not

always maximize in the direction of the greater stress, in the case of anisotropic formation. More
evidence to these findings will be provided in the following discussions.
As explained in the discussion made for Young’s modulus, the effects of 𝜈 ′ ⁄𝜈 on the
′
effective tangential stress 𝜎𝜃𝜃
are also more significant in subplot (c) than that in subplot (d).

However, it is noted that the relative separation of curves in the subplot (d) comparing to (c) is
more noticeable than that in (b) comparing to (a). It is inferred that the change in the Poisson’s
ratio effectively influences the results in two directions, which echoes the definition that 𝜈 and 𝜈′
are the drained Poisson’s ratio characterizing the transverse contraction in the plane of isotropy
due to a stress in this plane and normal to this plane respectively.
In subplot (e) and (f), one can observe strong influences of material anisotropy in shear
modulus and the influences are more complicated than we observed before. The strong influence
quickly fades as it moves away from the borehole surface. Especially in the subplot (f), the change
of shear modulus drastically affects the results in the vicinity of the borehole surface while the
formation away from the surface is barely influenced so that the curves even cross each other.
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′
Again, when the anisotropy gets severe, say 𝐺 ′ /𝐺 = 0.2, 𝜎𝜃𝜃
on the borehole surface along path-

x already surpasses that along path-y.

Fig. 3.13. The effects of strength anisotropy on the effective tangential stresses. Curves on the
left column (a), (c), (e) plot the stress variations along path-x and those on the right column (b),
(d), (f) plot the stress variations along path-y.
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It is the pore pressure most directly get affected by the change in permeability so that both
′
the pore pressure and the 𝜎𝜃𝜃
are plotted in Fig. 3.14. The change in 𝜅 ′ /𝜅 which is essentially 𝜅′

representing the permeability normal to the isotropic plane. As 𝜅 ′ /𝜅 = 1, the pore pressure curves
in subplot (a) and (b) are almost identical since the rock is equally permeable in every direction.
As 𝜅 ′ /𝜅 is less than 1, the rock formation is less permeable in the direction of 𝑆𝑧 ′ . Because the
total flow rate is constant, the pore pressure increases for each direction, however, the increase of
pore pressure along path-y is steeper. Another observation is that the influence of permeability
along path-x spreads further than that along path-x, which is also true to the effective tangential
stress as shown in subplots (c) and (d). The maximum pore pressure in subplot (a) is less than that
′
in subplot (b). However, the maximum 𝜎𝜃𝜃
in subplot (c) is already greater than the corresponding

value along path-y in subplot (d), which means the total tangential stress is also considerably
affected by the anisotropy in permeability. Note the anisotropy in the strength properties show
little influence on the pore pressure as seen from Fig. 3.12. It is now safe to conclude that the twoway coupling is not balanced, as the fluid discharge is the dominant load in this injection problem,
especially in the long term.
By summarizing the four sets of comparison, we know the influences of material anisotropy
on the results are actually complicated for the horizontal wellbore in the horizontally bedded
formation. First, the anisotropy in every rock property shows stronger effects than those in the case
when the wellbore is perpendicular to the isotropic plane. Still, the way that the anisotropy in
different rock property affects the effective tangential stress varies from each other. Second, the
effects of anisotropy in one material property on a stress component, say tangential stress, are not
equally strong at different locations. The effectiveness depends on the relative relationship
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between the stress direction and the plane direction of the changing composition of the anisotropic
material property.

Fig. 3.14. The effects of anisotropy in permeability on (a), (b) the induced pore pressure and (c),
(d) the effective tangential stress. The left column stands for the results along path-x and the
right column represents the results along path-y.
Through the above simulations, different wellbore settings, various material parameters, and
different time intervals are simulated without encountering issues of slow convergence and
numerical instability as addressed in (Huang and Zienkiewicz 1998), the robustness of the
numerical procedure is also confirmed. One important reason is that the adopted decoupling
technique for the implicit boundary conditions does not alter the internal coupling algorithm within
each time increment.
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3.5. Conclusions
The solution to the deviated wellbore subject to both in-situ stress and sectioned fluid
discharge in transversely isotropic rocks is numerically developed and verified against the recent
derived analytical solutions. Specifically, two user subroutines are programmed to accurately
apply the implicitly coupled boundary conditions at the injection zone. The newly developed
numerical procedure is shown robust and complete the analysis of fluid injection problems by
overcoming the limitations that wellbore has to be normal to the isotropic planes. Extensive
simulations of the classic horizontal wellbore are conducted to study the effects of the material
anisotropy on the induced pore pressure and effective tangential stress. Major findings are
summarized below.
1) The anisotropy in every parameter, including the strength properties and the permeability,
significantly affects the stresses in the case of horizontal wells. Plus, those effects are revealing to
different degrees depending on the stress direction and location where the stress is investigated. It
is an outcome of complex interplay. However, it is obvious that the effects of the material
anisotropy are stronger when the stress component direction is aligned with plane direction of the
constitutive constant, as shown in Fig. 3.13.
′
2) When the material anisotropy is considered, effective tangential stress 𝜎𝜃𝜃
may not

always maximize at the top/bottom of the cross-section of the borehole, even though the vertical
stress is greater than the horizontal stresses. This will be usually true with large 𝐸′/𝐸 is large but
small 𝐺 ′ /𝐺 and 𝜅′/𝜅 as we saw from the numerical studies. Thus, it is inferred that the tensile
fracture may not always initiate vertically from the openhole wellbore.
3) In this fluid injection problem, the effects of material anisotropy in strength properties
and the permeability are not equally significant in pore pressure and the stresses, as the fluid
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discharge is the dominant load in this injection problem, especially in the long term. On one hand,
the anisotropy in strength properties including Young’s modulus, Poisson’s ratio, and shear
modulus hardly touch the pore pressure profiles given enough injection time. On the other hand,
the anisotropy in permeability effectively affects both the pore pressure and the stresses.
4) From the study of effective radial stress and effective longitudinal stress, the wellbore is
very likely to bulge/burst in the immediate vicinity of the injection zone due to the considerable
magnitude in the tensile direction. As a result, it is important to use high-strength packers or
downhole casing to avoid unwanted borehole failure during fracking.
With all these findings in this paper, the effects of material anisotropy should be emphasized
more than previously found, especially for horizontal wells in formations with horizontal bedding,
which is usually the case for hydraulic fracturing.
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Chapter 4. Modular Development of a Fully Coupled Poroelastic XFEM
Framework for Interacting Fractures in Porous Materials
4.1. Introduction
A fully coupled poroelastic framework is developed for the general modeling of interacting
fractures in porous materials based on the extended finite element method (XFEM). Fluid
dissipation and thus poroelasticity in porous materials often play a critical role in the timedependent damage analysis. The XFEM, as a popular numerical method for discontinuity
modeling, has gained a lot of attention. The signature feature of XFEM is its use of the so-called
enriched degree of freedoms (DOFs) to separate the finite element mesh from the exact
morphology of arbitrary discontinuities like fractures and void (Belytschko and Black 1999;
Melenk and Babuška 1996; Moës et al. 1999). As a result, the complications of adaptive remeshing for crack propagation along an arbitrary path is elegantly avoided compared to
conventional FEM. Nevertheless, most of the advances in XFEM are limited to one-phase
materials. There is a need to develop an extensible fully coupled poroelastic XFEM framework for
model prototyping of damage analysis in porous materials. Most importantly, the framework
should be capable of modeling an arbitrary number of interacting fractures.
This program is built for modularity and extensibility. It takes advantage of the hierarchical
nature of the finite element method (FEM) and the modular nature of the object-oriented

Section 4.4 of this chapter republished with permission of SPE from “Effects of Ductility of Organic-Rich Shale on
Hydraulic Fracturing: A Fully Coupled Extended-Finite-Element-Method Analysis Using a Modified Cohesive Zone
Model.” Huang, C., and Chen, S., volume 26, issue 2, 2021; permission conveyed through Copyright Clearance
Center, Inc.
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programming (OOP) paradigm. Interfaces are designed at different levels and model variations
can be readily programmed. The enrichment functions are not tied with the enrich items so that
both strong and weak discontinuities can be flexibly included. In addition to the extensibility,
robustness is also considered when developing the coupled poroelastic framework. The finite
element code implements the fully coupled poroelastic formulation. The Newton-Raphson iterator
is implemented so that nonlinear analysis can be handled, and the step size can be automatically
adjusted. An implicit time-stepping scheme is adopted so that the time step size is not constrained
due to the CFL (Courant Friedrichs Lewy) condition. This numerical framework has been
successfully applied to several benchmark problems such as a porous column under pure tension
and the plane-strain hydraulic fracturing problem. The application in multi-fracture problem is left
for Chapter 5.
4.2. Fully Coupled Crack Modeling with Extended Finite Element Method
The theoretical and implementation fundamentals of the popular XFEM for single-phase
material has been detailed in various good literature (Bakalakos 2017; Dolbow 1999). For
multiphase material, the theory and applications can be referred to Khoei (2015). This dissertation
will only briefly review the core theory of XFEM but elaborate more on the modular development
of an extensible XFEM framework for poroelastic materials.
The discontinuous two-phase domain Ω with an edge crack is shown in Fig. 4.1. On its
boundary, the normal vector is denoted as 𝑛Γ . The four potential boundaries are also shown in the
figure. With Dirichlet boundaries for displacement 𝑢𝑏 and pore pressure 𝑝𝑏 named as Γ𝑢 and Γ𝑝 ,
respectively; the Norman boundaries for traction 𝒕𝑏 and fluid flux 𝑞𝑏 are defined as Γ𝑡 and Γ𝑞 . The
crack discontinuity is essentially another boundary, called Γ𝑑 . In the zoom-in view of the crack,
the two faces of the crack are denoted as Γ𝑑− and Γ𝑑+ . The normal vector 𝑛Γd of the crack is defined
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as the normal vector from Γ𝑑− to Γ𝑑+ . Fig. 4.2 presents the schematics of the potential discontinuous
feature of displacement 𝑢 and pore pressure 𝑝 across the crack Γ𝑑 . In Fig. 4.2 (a), the normal
displacement 𝑢𝑛 that has a clear jump from Γ𝑑− to Γ𝑑+ is modeled as a strong discontinuity. It is
rational to ignore the pressure gradient across the crack channel, and the fluid pressures at the two
faces of the crack are equal. The pressure solution shown in Fig. 4.2 (b) can be modeled as a weak
discontinuity, which becomes discontinuous at its first-order derivative.

Fig. 4.1. Schematic of a two-phase domain with an edge crack.

Fig. 4.2. Schematic of solution feature across the crack Γ𝑑 . (a) strong discontinuity in normal
displacement; (b) weak discontinuity in fluid pressure
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The key idea of the extended finite element method (XFEM) to model discontinuous domain
is to enrich the standard finite element test function of certain nodes with prior knowledge of the
discontinuous solution fields by using the partition of unity property (Belytschko et al. 2001; Moës
et al. 1999). Besides the standard finite element test function, one more test function, Heaviside
function, is added to locally enhance the finite element approximation of the discontinuous
displacement field as in Eq. (4.1).
̃ (𝒙, 𝑡)
𝒖ℎ (𝒙, 𝑡) = 𝒖(𝒙, 𝑡) + ℋΓd (𝒙)𝒖

(4.1)

̃ are continuous functions on the domain. , ℋ𝛤𝑑 (𝒙) is the Heaviside function at
in which, 𝒖 and 𝒖
location 𝒙 with respect to the discontinuity Γ𝑑 , which can be defined ℋΓd (𝒙) = ℋ(𝜙(𝒙)). The
signed distance function 𝜙(𝒙) with respect to the discontinuity, Γ𝑑 , is usually used as the level set
function and is defined as Eq. (4.2).
𝜙(𝒙) = 𝑚𝑖𝑛‖𝒙 − 𝒙∗ ‖ 𝑠𝑖𝑔𝑛 ((𝒙 − 𝒙∗ ) ∙ 𝒏Γ𝑑 )

(4.2)

where 𝒙∗ is the closest point on the discontinuity Γ𝑑 from point 𝒙, and 𝒏𝛤𝑑 is the unit normal to Γ𝑑
at point 𝒙∗ .
Generally, the selection of nodes to be enriched depends on if the elements containing the
node are bisected by the discontinuity. Nevertheless, when the tip of a discontinuity is lying on the
edge of an element, the nodes on the edge may be ignored for enrichment so that the tip element
can be also enriched by Heaviside function. This enrichment technique avoids complicated or
unavailable tip asymptotic solutions (Khoei et al. 2018; Wells and Sluys 2001). As an example,
Fig. 4.3 shows how enriched nodes and elements are selected from a standard FEM mesh with an
“S-curved” crack. The yellow elements are bisected by the crack and marked as enriched elements.
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Except for the nodes on the edge that the crack tip is extending to, all red nodes in these elements
will be enriched. The green elements that contain several enriched nodes but are not bisected by
the discontinuity are called blending elements. Note there would be unwanted numerical
complexities for the blending elements if the enrichment function such as Eq. (4.1) is adopted
(Khoei 2015). Fortunately, some special enrichment functions can be selected to elegantly avoid
such blending elements and associated numerical complexities.

Fig. 4.3. The selection of nodes and elements for enrichment for the domain with a discontinuity
The discretized form of Eq. (4.1) is given in Eq. (4.3).
̃ 𝐼 (𝑡)
𝒖ℎ (𝒙, 𝑡) = ∑𝐼∈𝒩 𝑁𝑢𝐼 (𝒙) 𝒖𝐼 (𝑡) + ∑𝐼∈𝒩 ∗ 𝑁𝑢𝐼 (𝒙) (ℋ𝛤𝑑 (𝒙) − ℋ𝛤𝑑 (𝒙𝐼 )) 𝒖
(4.3)
̃
= 𝑵𝑢𝑠𝑡𝑑 (𝒙)𝑼(𝑡) + 𝑵𝑒𝑛𝑟
𝑢 (𝒙)𝑼(𝑡)
in which, 𝒩 denotes the whole node-set and 𝒩 ∗ denotes those nodes whose support is bisected
by the discontinuity, i.e., the red nodes in Fig. 4.3. 𝑁𝑢𝐼 is the standard shape function for
displacement field associated with node 𝐼 and 𝒖𝐼 is the nodal value of the displacement field
associated with standard DOFs. ℋ𝛤𝑑 (𝒙) − ℋ𝛤𝑑 (𝒙𝐼 ) is called shifted enrichment function to
guarantee that the enrichment function values equal to zero in elements not containing a crack.
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The advantage is that we can avoid those blending elements (Khoei 2015). The multiplication
𝑁𝑢𝐼 (𝒙) (ℋ𝛤𝑑 (𝒙) − ℋ𝛤𝑑 (𝒙𝐼 )) is defined as enriched shape function for displacement field
̃ 𝐼 is the nodal value of the displacement field associated with enriched
associated with node 𝐼; and 𝒖
DOFs. 𝑵𝑢𝑠𝑡𝑑 (𝒙) is the matrix containing the standard shape functions for displacement field
associated with node set 𝒩 and 𝑵𝑒𝑛𝑟
𝑢 (𝒙) denotes the matrix of enriched shape functions for
displacement field associated with node set 𝒩 ∗ .
Similarly, the pressure field 𝒑ℎ for the domain with a discontinuity is approximated by
𝒑ℎ (𝒙, 𝑡) = ∑𝐼∈𝒩 𝑁𝑝𝐼 (𝒙) 𝑝𝐼 (𝑡) + ∑𝐼∈𝒩 ∗ 𝑁𝑝𝐼 (𝒙) (𝜓(𝒙))𝑝̃𝐼 (𝑡)
(4.4)
̃
= 𝑵𝑝𝑠𝑡𝑑 (𝒙)𝑷(𝑡) + 𝑵𝑒𝑛𝑟
𝑝 (𝒙)𝑷(𝑡)
where 𝑝𝐼 and 𝑝̃𝐼 are the nodal values of standard pressure DOFs and enriched pressure DOFs,
respectively. 𝑵𝑝𝑠𝑡𝑑 (𝒙) is the matrix containing standard shape functions for pressure field
associated with node set 𝒩; 𝑵𝑒𝑛𝑟
𝑝 (𝒙) is the matrix of enriched shape functions for the pressure
field, calculated by 𝑁𝑝𝐼 (𝒙)(𝜓(𝒙)), for node-set 𝒩 ∗ . The enrichment function 𝜓(𝒙) is defined by
Eq.(4.5):
𝜓(𝒙) = ∑𝐼∈𝒩 ∗ 𝑁𝑝𝐼 (𝒙) |𝜙𝐼 | − |∑𝐼∈𝒩 ∗ 𝑁𝑝𝐼 (𝒙)𝜙𝐼 |

(4.5)

The enrichment function 𝜓(𝒙) known as Ridge function was proposed by Moës et al. (2003).
Within the XFEM framework, the Ridge function is usually used to model a special discontinuity
called a weak discontinuity, such as inclusions, bi-material interfaces, where the displacement field
is continuous, but its derivatives are not. The pore pressure field across cracks resembles the
displacement field across the material interface in terms of weak discontinuity. The Ridge function
has a major advantage over the conventional distance function to model weak discontinuity
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problems. It only has non-zero values in the elements containing the cracks so that we can get rid
of the blending elements for the pressure field as well.
With the enriched form of the discretized displacement and pressure field expressed in Eqs.
(4.3) and (4.4), their derivatives can be obtained. Then the discretized governing equations can be
derived by substituting them into the variational form of the governing equations with a standard
approach (Jin and Arson 2019; Khoei et al. 2018). The discretized governing equations will be
listed in Chapter 5.
4.3. The Object-oriented Implementation of the Poroelastic XFEM Framework
4.3.1. The Hierarchical and Modular Nature of FEM
A standard finite element code (FEM) usually comprises three modules: preprocessing,
linear equation system assembly, and solver, postprocessing. The preprocessing usually entails the
mesh generation, elements, and nodes generation at the domain level. The core functionalities at
the linear equation system level are to assemble the global linear equation system from elemental
matrices and vectors and to solve efficiently. The assembly can be efficiently done according to
the global index of nodal DOFs. Additional iterative solver, such as the Newton-Raphson iterative
method, may be required to linearize a non-linear equation system. The postprocessing usually
entails the recovery of the gradient from the solution of the linear equation system and visualization.
For solid mechanics, it is the recovery of strain and stress, which are required for damage analysis.
While the domain and equation system direct the solution process, the core functionalities of a
FEM code are implemented at lower levels. It is down to an element generate elemental stiffness
matrix (or Jacobian matrix), to calculate elemental internal force vector by numerical integration.
Furthermore, it is down to gaussian points to calculate the numerical integrand and to recover the
strain and stress.

71

From the description above, the clear hierarchical and modular structure of FEM code can
be perceived. It is for this reason that the FEM code should be programmed under the objectoriented programming (OOP) paradigm in order to maximize its modularity and extensibility.
However, OOP can look significantly different from traditional procedural programming or
functional programming although the underlying algorithms for FEA are not changed. OOP design
starts from identifying commonly used data and the related procedures/functions. As regards FEA,
objects such as domain, preprocessor, postprocessor, linear equation creator, element, node, and
gaussian point naturally exist. Then OOP binds the data and the related procedures into one capsule
called “class”. And “Objects” are instances of classes. For example, when Element class is defined,
its data or properties will include node vertices, Gaussian points, etc. Its procedures may include
the calculation of elemental stiffness matrix or Jacobian matrix. This procedure will be defined as
one method “crtstif” of Element class. An instance of element class or an element object, “Elem1”,
can calculate the elemental stiffness matrix by calling its “crtstif” method with “Elem1.crtstif”.
The binding of data and its procedures is called encapsulation, which makes the code more secure
as it keeps data and functions from outside interference and misuse.
An example of such object-oriented FEM code, NSMOOM (Nonlinear solid mechanics in
object-oriented Matlab), has been developed (Huang 2016) and made open-source on GitHub
(https://github.com/neclipse/FEA-in-Matlab-NSMOOM). As shown in Fig. 4.4, these classes are
also arranged in packages at different levels for clearer development and maintenance. As
DomainPack stands at the highest level, it acts as the “director” of FEA and implements high-level
computations such as assembly and solution of the linear equation system. The detailed finite
element calculations are implemented in FEPack, where Elem, Node, GaussPnt are defined. The
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ToolPack mainly includes auxiliary data and procedures such as meshing and boundary condition
initializing defined as Preprocessor class.

Fig. 4.4. Related packages for an object-oriented FEM code, NSMOOM
4.3.2. Essential Algorithms of XFEM
XFEM as a variation of standard FEM can be implemented within a FE code with relatively
small amount of modifications (Bordas et al. 2007). Nevertheless, modifications may be needed
throughout the whole algorithm. Fig. 4.5 presents the overall algorithm of the extended finite
element analysis (XFEA), where black color indicates those that are almost directly inherited from
standard FEA; red color denotes those that require a small number of modifications; the blue ones
are newly added modules. As regards modifications in the red modules, the “Preprocessing”
module should include the addition of mesh-geometry interaction feature; “Update L.H.S” shall
not only include the newly enriched DOFs but also consider the change of discontinuity on existing
enriched DOFs; “Update U, P, their derivatives” will have to consider the enriched DOFs as well.
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As for the newly added blue modules, the “Initialize Enrichment Items” module entails three
sub-tasks.
(1) Initializing crack objects with crack geometry and selecting nodes and elements for
enrichment.
(2) Guiding selected elements to use advanced domain partition method to generate integration
points where all bottom-level computations are implemented.
(3) Using selected enrichment functions for this crack object to enrich the integration points to
prepare for the calculation of enriched elemental Jacobian matrices.
The “Propagate/Delaminate” module implements the function to check if a fracture will grow from
a tip or previously cemented or smeared natural faults will reopen at some location. While tip stress
or stress intensity factor (SIF) is required to check if a crack tip will grow, the traction along the
smeared natural fracture needs to be tracked to determine if the smeared crack can reopen. The
“Grow Cracks” module implements the most popular maximal principal stress criterion to
determine the crack grow direction. Finally, the “Update Enrich Items” module is indeed the most
crucial addition for the XFEA. This algorithm of this module is elaborated in Fig. 4.6. Three parts,
namely updating the crack profile and locate new elements and nodes, partitioning newly
interacted elements for numerical integration points, and updating the enrichment for involved
elements. Note the algorithm detailed in Fig. 4.6 is already designed to consider multiple
enrichment items. The first two loops are over all enrichment items. The last loop is over all newly
enriched elements to guarantee accurate and efficient enrichment.

74

Fig. 4.5. The global algorithm for extended finite element analysis
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Fig. 4.6. The algorithm to update enrich items at the end of one increment.
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The partition of enriched elements in Part 2 is implemented in the “subdomain” method of
the Element class. In the current framework, “subdomain” is designed as an interface to
accommodate both of two popular methods, i.e., the triangular partitioning method, and the
rectangular sub-grids method (Khoei 2015). As the rectangular sub-grids method is
straightforward, only the triangular partitioning method is discussed here. The sub-triangles should
conform to the crack interfaces and the density of integration points is recommended to be
proportional to the area of the sub-polygons partitioned by the cracks. The examples of such
element partitioning, and integration points generation can be seen in Fig. 4.7. The blue circles
denote the integration points for domain double integration, and the red stars are the Gaussian
integration points for the line integral along cracks.

Fig. 4.7. Demonstration of integration points in enriched elements with more than one cracks.
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4.3.3. Object-oriented implementation of poroelastic XFEM
The object-oriented implementation of poroelastic XFEM can be readily introduced since
the hierarchical structure of extended finite element analysis and the essential algorithms of XFEM
have been addressed. The introduction has two sections. First, key classes that are arranged in
packages by functionality will be shown in Fig. 4.8. Therefore, one can quickly go to a certain
class and access the source code of certain functionality. Second, the class relationship map as the
core of the OOP design will be shown in Fig. 4.9. It will not only present the relationship of all
essential classes but also explains the hierarchy of XFEA in terms of code development.
Understanding this map is essential to comprehend and extend the framework. This framework
has been made open-source on GitHub at https://github.com/neclipse/HFXFEM-Multiple-Cracks.
Referring to NSMOOM in Fig. 4.4, the “Domain Package” remains the director of the
XFEM framework as shown in Fig. 4.8. It directs all other three packages to do assisting,
computing, and enriching during the analysis. A new “Enrichment Package” is introduced to
include the core classes for the enrichment. The Element Class is largely modified; a Jacobian
Matrix Class is added to the “FEM Package” to achieve the core calculation of enriched Jacobian
matrices. The mesh-geometry interaction functionality is implemented in DiscontinuityGeometry
Interface. When the word “Interface” is used instead of “Class”, abstract class or virtual class is
defined so that different implementations are allowed. This gives the framework more flexibility
and extensibility. For example, the geometry can be modeled by explicit method, level-set method,
or vector level set method (Bakalakos 2017). In this framework, the explicit method implemented
in OpenGeo Class is selected by default. The CrackDirectionLaw Interface allows the selection of
different criteria in crack propagation. And the UnifiedTSL Class implements the modified
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cohesive traction separation law (TSL) (Huang and Chen 2021) for organic-rich shale with
increased ductility.

Fig. 4.8. Related packages for the object-oriented poroelastic XFEM code.
The class relationship map is shown in Fig. 4.9 using Unified Modeling Language (UML).
Every block represents a class with its name, data/properties, and methods. The relationships
between classes are represented by connectors with different arrows. Aggregation and composition
declare the “owning” relationship and creates a hierarchy between two classes, “owner” and
“operator”. For example, Preprocessor owns Quadmesher as the hollow diamond arrow is pointing
to Preprocessor. Therefore, the hierarchy of the whole map can be identified by just following the
diamond arrows in Fig. 4.9. The hierarchical structure conforms to the finite element algorithm.
From the left to the right, the level decreases. While Domain class stands at the highest level to
direct all other classes, the GaussPnt class takes the lowest level to implement most detailed
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computations. As there exist multiple levels, the calculations are also carried out in levels. For two
consecutive levels, the “owner” class gives directions and the “operator” class does more detailed
operations. Taking the computation of the global Jacobian matrix as an example, the Domain
object guides the creation of a LinSysCreator object by calling “Domain.crtlinsys”. The
LinSysCreator object will then direct all Elem_UP objects as its “operators” to call the “crtstif”
method in a loop. Lastly, within the definition of “crtstif” method, each Elem_UP object will
command its “operators”, GaussPnt objects, to fill in the shape functions and derivatives values in
the integrand of the elemental Jacobian matrix. The difference between aggregation and
composition is that the objects of two classes with aggregation relationship can have their own life
cycle and can be independently created. On the contrary, the composition relationship is stronger,
and the “owner” creates its “operators”. The life cycle of “operator” objects also depends on the
“owner” objects.
Inheritance declares the “parent” and “child” relationship between two classes but does not
create a hierarchy. The use of inheritance in this framework is usually tied with abstract/virtual
classes to create an interface for programming. The upper-level class gives directions to the
interface by calling the abstract method of a “parent” class and the actual implementation of the
abstract method can be different in its “child” class. In this way, different algorithms can be
achieved without altering the code in upper levels and the program can be easily extended. A good
example of such interface design can be found in the bottom right of Fig. 4.9. EnrichFun is defined
as an abstract class with several methods, out of which “calculate” and “enrich_gauss” are abstract
or virtual. In one enriching procedure “EnrichItem.update_enrich”, the code will be written in
terms of “enrich_gauss”. EnfHeaviside and EnfRidge class implements the enrichment for the
strong discontinuity in displacement and weak discontinuity in pressure field, respectively.
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Fig. 4.9. The class relationship map in UML for the poroelastic XFEM framework
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4.4. Verification of the Numerical Framework
Although the numerical framework was designed to handle multiple interacting fractures,
the verification was only carried out on single fracture problems as of the availability of theoretical
solutions. The first problem is a simple stationary crack problem without considering the cohesive
traction, to which the numerical solution can also be obtained by Abaqus. Solving this stationary
problem is aimed at verifying the essential components of the framework before encountering the
more sensitive fracture propagation module. The second one is the plane-strain KGD hydraulic
fracturing problem in an infinitely large porous medium, for which both rigorous (Hu and
Garagash 2010) and approximate (Dontsov 2017) semi-analytical solutions are available. In the
verification of this example problem, use will be made of the latter one by Dontsov (2017) as this
approximate solution is computationally more efficient yet still can retain sufficient accuracy (in
comparison with the rigorous solutions of Hu and Garagash 2010).
4.4.1. The Simulation of Stationary Crack under Direct Tension
The problem schematic and the material parameters used are shown in Fig. 4.10. There is a
center crack of length 0.4 m in the porous medium, with a height of 5 m and a width of 1 m. In
Abaqus simulation, the explicit leak-off coefficient is assigned as 1.974 × 10−6 m/s. The value is
derived under the assumption that the crack surfaces have the same permeability as the formation.
Therefore, the leak-off modeling can be consistent with the implicit leak-off modeling by the
current framework. All external boundaries of the porous medium are impervious. The initial pore
pressure and initial stress are all zeros. The bottom boundary is fixed; left and right edges are
constrained in moving in x-direction; 10 MPa is pulled from the top edge to open the existing
crack.
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Fig. 4.10. Setup of the center crack in a porous medium under tension from the top edge.
The comparison of 𝑢 − 𝑝 results along the crack and the center vertical path is shown in Fig.
4.11. The comparison results are overall very satisfactory, yet the comparison of pore pressure
results is not as perfect as that of displacement. It is because there are arguably differences between
Abaqus XFEM and the current program, especially about the realization of discontinuous pressure
fields and the leak-off model. While the current scheme uses a direct enrichment technique to
model the discontinuous pressure field across the crack, Abaqus adopts a phantom-element
technique to mimic the enrichment. Furthermore, the difference between the explicit leak-off
modeling in Abaqus and the implicit modeling in this study may be another source of error
although the authors have tried to select a consistent explicit leak-off coefficient. The
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postprocessing may also contribute to the small gap between the two numerical frameworks.
Nevertheless, the comparisons are satisfactory, and the numerical scheme should be further tested
in a propagating crack problem.

Fig. 4.11. The comparison of simulated (a) crack opening; (b) crack pressure along the stationary
crack; (c) displacement in y-direction; and (d) pore pressure along the center vertical path
between the current XFEM scheme and Abaqus.
4.4.2. The Simulation of Plane-strain Hydraulic Fracturing
The popular plane-strain KGD hydraulic fracturing problem as shown in Fig. 4.12 is used as
a benchmark to verify the developed numerical solution. This problem has been widely adopted to
validate newly proposed numerical schemes for hydraulic fracturing (Carrier and Granet 2012;
Faivre et al. 2016; Jin and Arson 2019; Mohammadnejad and Khoei 2013b; Salimzadeh and
Khalili 2015b). Yet, as criticized by Lecampion et al. in a recent review (2018), many researchers
still use the classic yet incomplete KGD solutions (Geertsma and De Klerk 1969) as the benchmark
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solution instead of more accurate semi-analytical or approximate analytical solutions considering
rock toughness and fluid leak-off. It is now commonly accepted that two competing energy
dissipation mechanisms and two competing fluid dissipation processes govern hydraulic fracturing
(Detournay 2004; Detournay 2016; Hu and Garagash 2010). Depending on the dominant
mechanism in either pair, hydraulic fracturing is categorized into four limiting regimes: storageviscosity, leak-off-viscosity, storage-toughness, and leak-off-toughness. This study will use the
recently developed analytical approximation (Dontsov 2017) as the benchmark because it is
available and relatively accurate for generic parameters while the semi-analytical solutions are
only available for the limiting regimes, i.e., four corners of the parametric space (Hu and Garagash
2010). However, it is worthy to note that all these analytical solutions were developed on the
assumption of linear elasticity instead of poroelasticity, which is different from the current
numerical scheme.
To simulate the KGD hydraulic fracturing problem, a large domain of 90 × 60 m is used to
mimic the infinitely large formation. Fig. 4.12 plots mesh and boundary conditions of the half
domain by taking advantage of the symmetry of the problem. The roller boundary condition is
applied to the left edge and the injection 𝑄0 from the formation center becomes the injection 𝑄0 /2
from the midpoint of the left edge. The initial pore pressure is assumed to be zero and the external
boundaries can be either pervious or impervious as of the large size of the simulation domain. The
maximum and minimum horizontal in-situ stress 𝜎𝐻 , 𝜎ℎ are along x axis and y-axis, respectively.
The existing horizontal crack length is 0.05 m in the half domain and it is obvious the crack is
extending horizontally from the initial crack tip according to the classic fracture propagation theory.
To obtain higher computation accuracy and efficiency at the same time, the mesh is primarily
refined around the potential crack path for a zone of 15 × 0.2 m.

85

Fig. 4.12. Mesh and boundary conditions for the simulation of the KGD hydraulic fracturing
problem with a zoomed-in view of the near injection zone to the right.
The formation is assumed to be homogeneous and isotropic. The common input parameters
used are the injection rate 𝑄0 = 0.001 m2 /s, Young’s modulus 𝐸 = 17000 MPa, Poisson ratio
𝜈 = 0.2, Biot effective stress coefficient 𝛼 = 0.75, Biot modulus 𝑀 = 68.7 MPa, and the porosity
𝑛 = 0.2. The linear softening TSL is adopted in the verification and the maximum separation
𝐷max = 0.1924 mm. Note a very small Biot modulus is used for the surrounding rock formation
so that the fluid content variation will lead to little pressure change. In other words, the two-phase
porous media is seemingly reduced to a single-phase solid phase so that the numerical solutions
are more compatible with the semi-analytical solutions (Dontsov 2017) based on linear elasticity.
By varying initial tensile strength 𝑇𝑖𝑛𝑖 , intrinsic permeability 𝑘, fracturing fluid viscosity
𝜇𝑓𝑓 and minimum horizontal stress 𝜎ℎ , four near limiting regimes are simulated. The values used
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for each simulation are then listed in Table 4.1. The parameters to obtain rigorously defined
toughness dominated regimes are extreme, i.e., high tensile strength and very low fracturing fluid
viscosity, which makes the numerical simulation more difficult to give stable and comparable
results against the analytical solution. Instead, numerical studies (Carrier and Granet 2012) have
sought the parameter combination to give near toughness regimes. Dontsov’s approximate solution
(2017) is used because it is reportedly accurate even when the parameter combination is not close
to the corners of the parametric space.
Table 4.1. Material parameters for the four near limiting regimes and the back-calculated
Carter’s leak-off coefficient 𝐶𝐿 by regression.
Regimes
Storage-viscosity 𝑀

𝜇𝑓
𝐶𝐿
𝑘
𝑇𝑖𝑛𝑖
𝜎ℎ
𝑡 (𝑠)
𝒦
ℒ
(MPa) (10−15 m2 ) (mPa∙s) (MPa)
(m∙s-1/2 )
30 ≤ 1𝑒 − 6 0.32 0.0055
0.5
0.5
100
3

̃
Leak-off-viscosity 𝑀

0.5

10

50

5

100

1.8𝑒 − 4

0.38

1.36

Storage-toughness 𝐾

1.5

0.01

0.5

3

20

7.5𝑒 − 6

2.12

0.094

̃
Leak-off-toughness 𝐾

1.5

0.1

0.5

5

100

1.6𝑒 − 4

2.12

2.61

Besides fracturing fluid viscosity, Young’s modulus, Poisson’s ratio 𝜈 , Dontsov’s
approximate analytical solution (Dontsov 2017) requires two special input parameters, mode I
fracture toughness 𝐾𝐼𝑐 and Carter’s leak-off coefficient 𝐶𝐿 . On one hand, 𝐾𝐼𝑐 can be related to the
cohesive fracture energy 𝐺𝑐 using Irwin’s equation as shown in Eq. (4.6) when the cohesive zone
is small compared to fracture length.

𝐾𝐼𝑐 = √𝐺𝑐

𝐸
1−𝜈 2

= √𝐺𝑐 𝐸 ′

(4.6)

in which, 𝐸 ′ is the plane strain elastic modulus. On the other hand, Carter’s leak-off coefficient is
hard to know beforehand. In the study by Carrier et al. (2012), the coefficient is back-calculated
from the monitored leak-off 𝑞 𝑙𝑒𝑎𝑘 and leak-off time using linear regression based on the Carter’s
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leak-off equation as shown in Eq.(4.7). We follow the same approach, and the values are listed in
Table 4.1.
𝑞 𝑙𝑒𝑎𝑘 =

2𝐶𝐿

(4.7)

√𝑡−𝑡0 (𝑥)

where 𝑡 is the total time and 𝑡0 (𝑥) is the time when the crack tip reaches position 𝑥, the difference
between these two is the actual leak-off time at position 𝑥.
It is worthy of introducing the dimensionless toughness 𝒦 and dimensionless leak-off
coefficient ℒ (Adachi and Detournay 2008) to better determine the dominant propagation regime.
They are defined in Eq. (4.8). Besides, it is also common to use 𝒰 = 𝒦 −4 to denote dimensionless
viscosity. According to Adachi et al. (2008), 𝒦 ≤ 1 indicates viscosity-dominated propagation
regime and ℒ ≪ 1 is a sufficient condition for the storage-dominated regime.

𝒦=

4𝐾𝐼𝑐
√𝜋

(

1
3𝑄0 𝐸 ′3 𝜇𝑓

1/4

)

,

𝐸′𝑡

ℒ = 2𝐶𝐿 (12𝜇

1/6
3)

𝑓 𝑄0

(4.8)

Before the comparison, the mesh convergence study of the numerical scheme was conducted
for the storage-viscosity regime and shown in Fig. 4.13. The three mesh configurations, coarse,
fine, and very fine, following the same manner as shown in Fig. 4.12, have 100, 200, and 300
elements horizontally in the refined mesh zone, respectively. As shown in Fig. 4.13, the mesh
density has greater impacts on the predicted crack length than crack mouth aperture and crack
mouth pressure. More importantly, the difference between the results obtained at the fine mesh
and very fine mesh are small, indicating the mesh convergence. Therefore, the fine mesh
configuration with 200 elements in the refined mesh zone is adopted for the following verifications
and numerical study. The mesh convergence in the vertical direction was also conducted but
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skipped as it converges very quickly at a coarse mesh. The above mesh configurations all have 11
elements vertically in the refined mesh zone of 0.2m.

Fig. 4.13. Mesh convergence study in the horizontal direction.
In Fig. 4.14, the comparisons of simulated results against Dontsov’s approximate analytical
solutions are organized into two columns of plots to be concise. The results for two storage
dominated regimes 𝑀 and 𝐾 are listed in the left column as the injection time is relatively small
̃ and 𝐾
̃ with longer injection time are presented in the right
while the leak-off dominated regimes 𝑀
column. Fig. 4.14(e) and (f) compare the net crack mouth pressure which is defined as the
difference between crack mouth pressure and the normal far field stress 𝜎ℎ . It is obvious that
toughness dominated regimes lead to longer and narrower fractures and lower crack mouth
pressures by comparing the two regimes in either column.
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Fig. 4.14. The comparison of (a) (b) crack length, (c) (d) crack mouth opening; and (d) (e) net
crack mouth pressure between current XFEM scheme and Dontsov’s analytical solution. The left
column listed the results for storage-viscosity M regime and near storage-toughness K regime
and the right column plots the results for leak-off-viscosity M ̃ and near leak-off-toughness K ̃
regime.
The agreement between the numerical simulation and the approximate analytical solutions
is very good in general. The gaps between the numerical solutions and analytical solutions, for
three out of the four limiting propagation regimes, are relatively small and stable over time. Yet,
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it is noticed that the gaps for the near storage-toughness 𝐾 scheme are relatively large after 15
seconds. Part of the reason is that the leak-off increases and the propagation regime shifts away
from 𝐾 as time goes on. It may be also attributed to the discrepancy about fracture flow modeling
between the analytical model and the underlying fully coupled poroelastic domain and the pressure
enrichment scheme in the current numerical model. For the analytical modeling of the hydraulic
fracturing problem, the fracture fluid flow is treated as an independent Poiseuille flow. But as the
fracture pressure in this framework is not separately modeled but interpolated from the standard
and enriched pressure DOFs at nodes of enriched elements, the fracture fluid flow is intrinsically
coupled with fluid seepage in the formation. As a result, the fluid pressure at neighboring nodes
along the crack, and the leak-off may be calculated higher than by the analytical approach or the
explicit numerical approach (Carrier and Granet 2012; Salimzadeh and Khalili 2015b). However,
when the fracturing fluid viscosity is high and the fracture aperture increases, the impacts of the
discrepancy between the two approaches become subtle.
4.5. Discussions and Conclusions
A fully coupled poroelastic XFEM framework has been developed to meet the high need of
model prototyping of damage analysis in porous materials. To achieve high extensibility for future
model modifications or extensions, the XFEM framework was developed under OOP. The OO
design in terms of a comprehensive class relationship map is also provided. With the modularity
of the framework, the capability to model multiple interacting fractures was also achieved.
The verification of the newly developed numerical framework was done by simulating a
stationary crack problem and the classic plane-strain hydraulic fracturing problem. As regards the
hydraulic fracturing problem, the comparison with the analytical solutions (Dontsov 2017) at four
limiting regimes was very good given the same leak-off rate. Note that the Carter’s leak-off inputs
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for the analytical solutions are hard to be independently calibrated. As was done by Carrier et al.
(2012), the Carter’s leak-off coefficient for the analytical solution was back-calculated from the
numerical leak-off results. In other words, the leak-off rates are enforced to be equivalent for the
numerical and the analytical solutions. Yet, the verification at least proved that the numerical
framework yielded matchable hydraulic fracturing results when leak-off rates were comparative.
Furthermore, the correctness of the subsequent investigations on the shale ductility was not
undermined since the parametric study focused on the cohesive properties and should not introduce
considerable changes in leak-off.
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Chapter 5. Impacts of Ductility of Organic-rich Shale on Hydraulic Fracturing
5.1. Introduction
Shale as one common sedimentary rock is attracting more attention since the boom of E&P
in unconventional oil and gas reservoirs with hydraulic fracturing. However, the success of
hydraulic fracturing in the important organic-rich shale is limited. The improvement of hydraulic
fracturing practices in these organic-rich shales awaits a better understanding of the effects of the
increased ductility due to ample organic matter. The core objective of this paper to study the
increased ductility of organic-rich shale and its impacts on hydraulic fracturing by implementing
a modified cohesive crack model into an appropriate numerical framework to handle fracture
propagation.
An in-house extended finite element method (XFEM) framework has been developed to
address the stronger ductility of organic-rich shale by utilizing the cohesive zone model. XFEM is
adopted in this paper because it is essentially a generalization of the standard finite element method
(FEM) by exploiting its partition of unit property (Melenk and Babuška 1996); thus many
developed multi-physics theories can be utilized with minimal effort. For more discussions on
different aspects of the method in the context of solid mechanics, readers are referred to classical
review works (Fries and Belytschko 2010; Karihaloo and Xiao 2003).

Contents except section 5.5 of this chapter republished with permission of SPE from “Effects of Ductility of OrganicRich Shale on Hydraulic Fracturing: A Fully Coupled Extended-Finite-Element-Method Analysis Using a Modified
Cohesive Zone Model.” Huang, C., and Chen, S., volume 26, issue 2, 2021; permission conveyed through Copyright
Clearance Center, Inc.
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The inclusion of poroelasticity in modeling propagation of hydraulic fractures should not be
simply denied and its effects need to be more thoroughly examined (Chen 2019; Detournay and
Cheng 1991; Huang and Chen 2019; Huang and Chen 2021; Zhang et al. 2017). The first XFEM
formulation for fully saturated porous media was developed using poroelasticity (de Borst et al.
2006), however, this work did not account for the tangential flow inside the fracture. The limitation
was later tackled together with an extension to unsaturated or multiphase porous media
(Mohammadnejad and Khoei 2013a; Réthoréet al. 2007). A similar framework for a single fluid
phase (Mohammadnejad and Khoei 2013b) was also used to simulate the interaction of hydraulic
fractures and the existing natural fractures (Khoei et al. 2018). Note that in the above works, the
fluid flow inside the crack is implicitly modeled with the aid of enriched DOFs for pressure, and
the fracture flow and the fluid flow within the host rock are intrinsically coupled. An explicit
approach was also available (Salimzadeh and Khalili 2015a; Salimzadeh and Khalili 2015b),
where the fracture flow is modeled using separate fracture pressure DOFs which may be linked to
the pressure DOFs on the nearby enriched nodes. We chose the intrinsic approach as it naturally
models the second-order pressure discontinuity.
Organic-rich shale has stronger ductility compared to sandstone as a result of well-known
high clay content and its little-known fiber-like kerogen strings that are strong in tension
(Abousleiman et al. 2016; Brochard et al. 2013; Hull et al. 2017). Hereinafter, kerogen and organic
matters are used interchangeably in this article. The commonly used linear elastic fracture
mechanics (LEFM) may not suit the modeling of fracturing in shales. Cohesive zone models
(Barenblatt 1962; Dugdale 1960; Hillerborg et al. 1976) initially developed for quasi-brittle
material have been popular over other models involving damage-plasticity mainly because of their
simplicity. Before the introduction of XFEM (Moës et al. 1999), a special interface element called
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cohesive zone element was usually used to implement the cohesive zone model in finite element
analysis. Yet, XFEM has become a popular approach to realize the cohesive zone model since
2001 (Wells and Sluys). However, in most of the reported/reviewed works (Haddad and
Sepehrnoori 2016; Khoei et al. 2010; Unger et al. 2007; Wells and Sluys 2001; Zi and Belytschko
2003), the assumption was that the cohesive traction will monotonously decrease with the crack
opening. Hereinafter, the decrease of cohesive along with crack separation is called the softening
phase in traction-separation law (TSL), and vice versa. However, this assumption should be
questioned as considerable strain hardening under tension in organic-rich shale has already been
reported in the micro-beam tests (Abousleiman et al. 2016; Hull et al. 2017). The hardening region
of TSL may also be attributed to the triaxiality of stress states (Banerjee and Manivasagam 2009;
Taleghani et al. 2018).
The innovations of the study are four-fold. First, we propose a modified cohesive zone model
for ductile organic-rich shales, which can describe the strain hardening and/or softening of shales
under tension through a unified formulation of various traction-separation laws (TSL). The
cohesive traction at the local fracture process zone is interpreted from a new perspective by
breaking shale into two parts, rock matrix, and fiber-like kerogen strings. Second, the modified
cohesive zone model is implemented in an in-house XFEM framework which can simulate
multiple interacting fractures. Third, this paper presents a novel progressive investigation into the
effects of the increased ductility of organic-rich shale on hydraulic fracturing. Not only the
necessity of the modified cohesive zone model is showcased, but the discrete effects of each
cohesive parameters and the combined effects of the cohesive parameters and poroelastic
parameters are discussed as well. Lastly, the study is extended to a case with multiple hydraulic
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fractures and multiple natural fractures to see the effects on a more realistic scenario, where the
fracture interactions also come into play (Taleghani 2009).
5.2. Physical Models and Governing Equations
Fig. 5.1 shows the simplified physic processes involved in the fracturing propagation in the
porous shale. The fluid flow vector is denoted as 𝒗; the hydraulic pressure is 𝑝𝑓 ; the crack aperture
at location 𝜉 is denoted as 𝑤; and the tangent and normal unit vector for the crack Γ𝑑 are 𝒎Γ𝑑 , 𝒏Γ𝑑 ,
respectively. The physics involved mainly comprehends three parts, the coupled rock deformation
and fluid flow in the porous media, the fluid flow in the crack channel, and the initiation and
propagation of cracks. The first physic process has been formulated by Biot’s theory (Biot 1941;
Biot 1955) and the fully coupled FEM formulation (Zienkiewicz et al. 1990) has become a standard
for saturated porous media. The fluid flow within cracks, as the driving force to hydraulic
fracturing, is a complicated process to model. The fluid flow inside the cracks is strongly coupled
with the first process in two ways. The mass coupling between the fluid in the crack and fluid in
the host porous media shall be modeled by leak-off (Mohammadnejad and Khoei 2013b; Réthoré
et al. 2007). Plus, the hydraulic pressure is also mechanically coupled to the force that is applied
to the crack faces. The initiation and propagation of fractures in quasi-brittle materials are usually
modeled by the cohesive zone model (Barenblatt 1962; Dugdale 1960; Hillerborg et al. 1976),
where non-zero tractions between crack faces are allowed and modeled by various tractionseparation laws.
5.2.1. Deformation and Fluid Flow in Porous Media
The deformation and fluid flow in the saturated porous media can be modeled by two
governing equations, namely, the momentum balance equation of the solid and fluid phases and
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the combined momentum and mass balance equation of the fluid phase. The momentum balance
equation is shown in Eq.(5.1) where the Biot effective stress theory has been considered.
∇ ∙ (𝝈′ − 𝛼𝑰𝑝) − 𝜌𝒖̈ + 𝜌𝒃 = 0

(5.1)

where ∇ ∙ is the divergence operator, 𝝈′ is the effective total stress tensor, 𝑰 is the identity matrix
and 𝑝 is the pore pressure, thus 𝜌 = 𝑛𝜌𝑓 + (1 − 𝑛)𝜌𝑠 is the equivalent density of the porous media
with the porosity of 𝑛; 𝒖̈ is the acceleration vector of the solid phase; and 𝒃 is the body force vector.

Fig. 5.1. Schematics of the physics processes involved in hydraulic fracturing.
The combined momentum and mass balance equation (de Borst et al. 2006; Zienkiewicz et
al. 1990) of the fluid phase is written as
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∇ ∙ [𝜿(−∇𝑝 + 𝜌𝑓 𝒃)] + 𝛼∇ ∙ 𝒖̇ + 𝑝̇ /𝑀 = 0

(5.2)

where 𝜿 = 𝒌/𝜇 is the conductivity tensor of the porous media, 𝒌 is the permeability tensor and
can be expressed by 𝒌 = 𝑘𝑰 if isotropic permeability is assumed; 𝜇 is the dynamic viscosity of
pore fluid; 𝑝̇ and 𝑢̇ are respectively the first-order derivative of pore pressure 𝑝 and displacement
𝑢 with respect to time; 𝛼 is the Biot effective stress coefficient for isotropic porous material. Note
the leak-off flow and external flow terms will not appear until the variational form applying the
divergence theorem. The inverse of 𝑀 is a storage coefficient representing the ratio of the volume
of fluid released from a non-deforming frame to the pore pressure drop (Cheng 1997; Detournay
and Cheng 1993). 𝑀 known as Biot Modulus is associated with the combined fluid/solid
compressibility and is defined by
1/𝑀 = 𝑛/𝐾𝑓 + (𝛼 − 𝑛)/𝐾𝑠

(5.3)

where 𝐾𝑓 and 𝐾𝑠 are the bulk modulus of the fluid phase and solid phase, respectively.
5.2.2. Fluid Flow within the Crack and Leak-off Modeling
The adequate description of the fluid flow in the fracture channel plays a critical role in
hydraulic fracture modeling. The continuity equation for the fluid flow within the crack (Jin and
Arson 2019; Lecampion et al. 2018; Réthoréet al. 2007; Witherspoon et al. 1980) is written as
𝑤

∂𝜉 (−𝑤𝑘𝑓 ∇𝜉 𝑝𝑓 ) + 𝑤̇ + 𝐾 𝑝𝑓̇ + 𝑞 𝑙𝑒𝑎𝑘 = 0
𝑓𝑓

(5.4)

where ∂𝜉 is the gradient operator in the tangent direction of the local fracture system, in which 𝜉
denotes the natural coordinate of fracture. The term inside the parenthesis is the famous cubic law
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to describe the fracture flow rate, in which 𝑝𝑓 is the fracturing fluid pressure, and 𝑘𝑓 is fracture
conductivity defined by:
1 𝑤2

𝑘𝑓 = 12𝑐 𝜇

(5.5)

𝑓

The fracture conductivity is described in terms of the fracture aperture 𝑤, the dynamic viscosity
of fracturing fluid 𝜇𝑓 , the correction coefficient 𝑐 for non-parallel crack faces which usually ranges
from 1.04 – 1.65 (Witherspoon et al. 1980). The bulk modulus of the fracturing fluid is denoted as
𝐾𝑓𝑓 . The fracture aperture 𝑤 as the normal component of the displacement jump across the crack
is defined by
𝑤 = ⟦𝒖⟧ ∙ 𝒏Γ𝑑

(5.6)

in which, ⟦𝒖⟧ is the displacement jump across the crack discontinuity Γ𝑑 and 𝒏Γ𝑑 denotes the unit
normal vector to the fracture. The leak-off flow 𝑞 𝑙𝑒𝑎𝑘 as the mass coupling term is expressed by
𝑞 𝑙𝑒𝑎𝑘 = ⟦𝒗⟧ ∙ 𝒏Γ𝑑

(5.7)

where, ⟦𝒗⟧ denotes the fluid flow discontinuity across the fracture.
The popular approach under the XFEM scheme does not explicitly introduce finite element
nodes along the crack but introduces enriched pore pressure DOFs at existing enriched nodes. The
advantage is that the discontinuity of flow across the crack and the continuity of the pressure field
can be modeled with ease. The effects of transmissibility of crack faces are indirectly included
through the coupled formulation as feedback from the permeability of the host porous media.
Therefore, the effects of transmissibility of crack faces can be adjusted by changing the
permeability of the host rock adjacent to the crack.

99

5.2.3. Cohesive Traction Separation Laws
The cohesive zone crack model has been commonly used to describe the non-linear fracture
behavior occurring in the vicinity of the crack tip of quasi-brittle materials, which is also called
fracture process zone. However, the assumption of decreasing cohesion in the wake of crack
initiation has been adopted in most published works without being questioned. On one hand, most
lab-scale loading tests on geomaterials materials including concrete and shales usually exhibit
strain-softening dominant stress-strain curves. It is intuitive to translate the softening observed in
the stress-strain curve from testing into softening TSL of the cohesive zone crack model. However,
this is not necessarily true, as the behavior of the lab-scale rock sample does not reflect local
behavior that occurs within the process zone. On the other hand, early applications of cohesive
zone models have been mostly limited quasi-brittle materials with a rather low ductility like
concrete and sandstones. The current paper will propose a new unified formulation to address
various TSLs conveniently.
Shale as the most common sedimentary rock can be viewed as a heterogeneous, multimineral natural composite consisting of clay, quartz, calcite along with organic matters like
kerogen (Du et al. 2017; Du et al. 2020; Hattori et al. 2017; Ulm and Abousleiman 2006). For
brevity, we can simplify this complicated composite into two parts, mineral matrix, and kerogen
as shown in Fig. 5.2 since they might have distinct fracture properties. The initial tensile strength
𝑇𝑖𝑛𝑖 is related to the tensile strengths of mineral matrix and kerogen strings, which further depends
on local kerogen content and stretch degree of kerogen strings at the wake of crack opening, etc.
The cohesive traction between crack faces within the process zone should be mainly attributed to
kerogen strings as the matrix is already damaged. We define the ultimate tensile strength that the
kerogen strings can reach at critical separation 𝐷𝑐 as 𝑇𝑘𝑟𝑔 . The larger value between 𝑇𝑖𝑛𝑖 and 𝑇𝑘𝑟𝑔
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is denoted as the maximum tensile strength 𝑇𝑚𝑎𝑥 . It is possible that kerogen strings are far from
fully stretched in wake of crack initiation and the initial tensile strength of the mineral matrix is
smaller than 𝑇𝑘𝑟𝑔 . The tensile traction can keep building up from 𝑇𝑖𝑛𝑖 before the kerogen strings
reach its strength limit as shown in the recent experimental study (Abousleiman et al. 2016; Hull
et al. 2017).

Fig. 5.2. Schematic of a hydraulic fracture propagating in composite shale with mineral matrix
and scattered kerogen.
The local cohesive traction can be resolved into the normal and shear component, i.e., 𝑇𝑛 , 𝑇𝑠
by 𝑇 = √𝑇𝑛2 + 𝑇𝑠2 . Similarly, crack separation can also be expressed by 𝐷 = √𝐷𝑛2 + 𝐷𝑠2 , in which
𝐷𝑛 , 𝐷𝑠 are the normal and shear components. The relationship between the traction and the crack
separation is shown in Fig. 5.3 (a), where 𝐷max is the final separation at which the matrix is
completely damaged and all kerogen strings are broken. The whole area underneath the tractionseparation curve is defined/known as the cohesive fracture energy 𝐺𝑐 , or energy release rate.
The traction separation law (TSL) is expressed in non-dimensional form by normalizing the
separation and the traction using 𝐷max and 𝑇max . The traction is normalized by 𝑇𝑒 = 𝑇/𝑇max =
√(𝑇𝑛 /𝑇max )2 + (𝑇𝑠 /𝑇max )2 . Similarly, the non-dimensional crack separation is defined by Λ 𝑒 =
101

𝐷/𝐷max = √(𝐷𝑛 /𝐷max )2 + (𝐷𝑠 /𝐷max )2. Fig. 5.3 (b) shows the dimensionless form of Fig. 5.3 (a)
with the curve replaced by two straight-line sections for simplicity, where 𝑇𝑒,𝑖𝑛𝑖 and Λ 𝑐 are the
normalized 𝑇𝑖𝑛𝑖 and 𝐷𝑐 respectively. Comparing to the conventional TSL, the newly proposed
unified TSL model is defined with two additional parameters, 𝑇𝑘𝑟𝑔 and 𝐷𝑐 . The unloading path is
also shown as the thin straight line originating from the origin and ending at any point on the TSL
curve. The loading and unloading are numerically tracked by comparing the effective separation
Λ 𝑒 with the historically maximum value of Λ 𝑒 , which is denoted as Λ 𝑒𝑙 . When the current
separation is greater than the historically maximum value Λ 𝑒𝑙 , the current step is still loading along
the bolded line. Otherwise, it undergoes unloading along the thin line towards the origin.

Fig. 5.3. The relationship between cohesive traction and the crack separation in (a) dimensional
form and (b) dimensionless form.
The TSL can be different from the one shown in Fig. 5.3 depending on the relative tensile
strength of kerogen and mineral matrix, local kerogen content and stretch degree of kerogen strings
at crack initiation, etc. Fig. 5.4 provides a glimpse of the variants with, 𝑇𝑖𝑛𝑖 < 𝑇𝑘𝑟𝑔 = 𝑇max and
D𝑐 > 0 in Fig. 5.4 (a); 𝑇𝑖𝑛𝑖 = 𝑇max = 𝑇krg and D𝑐 > 0 in Fig. 5.4 (b); 𝑇𝑖𝑛𝑖 = 𝑇max > 𝑇𝑘𝑟𝑔 and
D𝑐 > 0 in Fig. 5.4 (c); and 𝑇𝑖𝑛𝑖 = 𝑇max and D𝑐 = 0 in Fig. 5.4 (d). These variants have been
reported in literature to model different materials for long. The most common ones, the bilinear
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and the linear softening, are shown in Fig. 5.4 (c) and Fig. 5.4 (d), respectively. Both cases are
well suitable for quasi-brittle geomaterial like concrete (Hillerborg et al. 1976). The trapezoidal
ones depicted by Figs. 4a and 4b are more suitable for ductile solids (de Borst 2003; Hallett and
Harper 2015; Hillerborg et al. 1976). Specifically, Fig. 5.4 (a); with the hardening region is more
suitable for the composite-like shale sample as reported in the experiment study (Abousleiman et
al. 2016; Hull et al. 2017). By using the piece-wise linear formulation, this paper manages to unify
various TSL using the same set of parameters, which could bring many benefits for the modeling.

Fig. 5.4. Variants of the unified TSL for various local properties of fracture process zones: (a)
𝑇𝑖𝑛𝑖 < 𝑇𝑘𝑟𝑔 = 𝑇max and D𝑐 > 0, (b) 𝑇𝑖𝑛𝑖 = 𝑇max = 𝑇krg and D𝑐 > 0, (c) 𝑇𝑖𝑛𝑖 = 𝑇max > 𝑇𝑘𝑟𝑔 and
D𝑐 > 0, (d) 𝑇𝑖𝑛𝑖 = 𝑇max and D𝑐 = 0.
The normal and shear components of the traction are piecewise expressed.
If Λ 𝑒 < Λ 𝑐 , for the loading condition (Λ 𝑒 ≥ Λ 𝑒𝑙 ):
𝑇

𝑇𝑛 = ( Λ𝑖𝑛𝑖 +
𝑒

𝑇𝑘𝑟𝑔 −𝑇𝑖𝑛𝑖
Λ𝑐

𝐷

𝑇

) ∙ 𝐷 𝑛 ; 𝑇𝑠 = ( Λ𝑖𝑛𝑖 +
max

𝑒
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𝑇𝑘𝑟𝑔 −𝑇𝑖𝑛𝑖
Λ𝑐

𝐷𝑠

)∙𝐷

max

(5.8)

For unloading condition (Λ 𝑒 < Λ 𝑒𝑙 ), they become
𝑇

𝑇𝑛 = ( Λ𝑖𝑛𝑖 +

𝑇𝑘𝑟𝑔 −𝑇𝑖𝑛𝑖
Λ𝑐

𝑒𝑙

𝐷

𝑇𝑘𝑟𝑔 −𝑇𝑖𝑛𝑖

𝑇

) ∙ 𝐷 𝑛 ; 𝑇𝑠 = ( Λ𝑖𝑛𝑖 +
max

Λ𝑐

𝑒𝑙

𝐷𝑠

)∙𝐷

(5.9)

max

If Λ 𝑒 ≥ Λ 𝑐 , the expressions of 𝑇𝑛 and 𝑇𝑠 become Eq. (5.10) for loading condition(Λ 𝑒 ≥ Λ 𝑒𝑙 ):
𝑇𝑛 =

𝑇𝑘𝑟𝑔
Λ𝑒

1−Λ

𝑇𝑘𝑟𝑔

𝐷

∙ 1−Λ𝑒 ∙ 𝐷 𝑛 ; 𝑇𝑠 =

Λ𝑒

max

𝑐

1−Λ

𝐷𝑠

∙ 1−Λ𝑒 ∙ 𝐷

(5.10)

max

𝑐

For the unloading condition (Λ 𝑒 < Λ 𝑒𝑙 ), the expressions are given in Eq.(5.11).
𝑇𝑛 =

𝑇𝑘𝑟𝑔
Λ𝑒𝑙

∙

1−Λ𝑒𝑙
1−Λ𝑐

𝐷

∙ 𝐷 𝑛 ; 𝑇𝑠 =
max

𝑇𝑘𝑟𝑔
Λ𝑒𝑙

∙

1−Λ𝑒𝑙
1−Λ𝑐

𝐷𝑠

∙𝐷

(5.11)

max

The local cohesive tangent matrix 𝑻𝑐𝑜ℎ can thus be derived by taking the derivatives of 𝑇𝑛 , 𝑇𝑠 with
respect to the separation components 𝐷𝑛 , 𝐷𝑠 . If Λ 𝑒 < Λ 𝑐 and during loading, it is Eq. (5.12).
𝜕𝑇𝑠

𝑻𝑐𝑜ℎ =

𝜕𝐷
[𝜕𝑇 𝑠
𝑛
𝜕𝐷𝑠

𝜕𝑇𝑠
𝜕𝐷𝑛
]
𝜕𝑇𝑛

𝑇𝑘𝑟𝑔 −𝑇𝑖𝑛𝑖

=[

𝐷max Λ𝑐

−

𝜕𝐷𝑛

𝐷 2 𝑇𝑖𝑛𝑖

+ 𝐷3𝑛

max

Λ3𝑒

−

𝐷𝑛 𝐷𝑠 𝑇𝑖𝑛𝑖
3 Λ3
𝐷max
𝑒

𝐷𝑛 𝐷𝑠 𝑇𝑖𝑛𝑖

𝑇𝑘𝑟𝑔 −𝑇𝑖𝑛𝑖

3 Λ3
𝐷max
𝑒

𝐷max Λ𝑐

𝐷 2 𝑇𝑖𝑛𝑖

+ 𝐷3𝑠

max

]

(5.12)

Λ3𝑒

The tangent matrix for unloading is expressed by Eq. (5.13).
𝜕𝑇𝑠
𝑐𝑜ℎ

𝑻

=

𝜕𝐷
[𝜕𝑇 𝑠
𝑛
𝜕𝐷𝑠

𝜕𝑇𝑠
𝜕𝐷𝑛
]
𝜕𝑇𝑛

𝑇𝑘𝑟𝑔 −𝑇𝑖𝑛𝑖

=[

𝐷max Λ𝑐

𝜕𝐷𝑛

+𝐷

𝑇𝑖𝑛𝑖

max

0

Λ𝑒𝑙

𝑇𝑘𝑟𝑔 −𝑇𝑖𝑛𝑖

0

𝐷max Λ𝑐

+𝐷

𝑇𝑖𝑛𝑖

max

]

(5.13)

Λ𝑒𝑙

When Λ 𝑒 ≥ Λ 𝑐 , in case of loading, the tangent matrix is given by Eq. (5.14)
𝜕𝑇𝑠
𝜕𝐷

𝑻𝑐𝑜ℎ = [𝜕𝑇 𝑠
𝑛

𝜕𝐷𝑠

𝜕𝑇𝑠

−
𝜕𝐷𝑛
]=[
𝜕𝑇
𝑛

𝜕𝐷𝑛

[𝐷𝑠2 Λ𝑒 −(1−Λ𝑒 )𝐷𝑛2 ] 𝑇𝑘𝑟𝑔
3
(1−Λ𝑐 ) 𝐷max

𝐷𝑛 𝐷𝑠 𝑇𝑘𝑟𝑔

− (1−Λ

3
𝑐 ) 𝐷max

𝐷𝑛 𝐷𝑠 𝑇𝑘𝑟𝑔

− (1−Λ

Λ3𝑒

Λ3𝑒

In the case of unloading,
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3
𝑐 ) 𝐷max

−

[𝐷𝑛2

Λ3𝑒
2
Λ𝑒 −(1−Λ𝑒 )𝐷𝑠 ] 𝑇𝑘𝑟𝑔
3 Λ3
(1−Λ𝑐 ) 𝐷max
𝑒

]

(5.14)

𝜕𝑇𝑠

𝜕𝑇𝑠

𝜕𝐷

𝜕𝐷𝑛
]
𝜕𝑇𝑛

𝑻𝑐𝑜ℎ = [𝜕𝑇 𝑠
𝑛

𝜕𝐷𝑠

𝜕𝐷𝑛

(1−Λ𝑒𝑙 ) 𝑇𝑘𝑟𝑔

0

𝐷max Λ𝑒𝑙 (1−Λ𝑐 )

=[

0

(1−Λ𝑒𝑙 ) 𝑇𝑘𝑟𝑔

]

(5.15)

𝐷max Λ𝑒𝑙 (1−Λ𝑐 )

5.3. The Discretization of Governing Equations using XFEM
The weak (variational) formulation of the governing equations in Eqs. (5.1) (5.2) can be obtained
by standard procedure and is not repeated in this paper and readers can refer to the reviewed
literature (Jin and Arson 2019; Khoei et al. 2018) for details. By substituting the approximate
displacement field and pressure filed 𝒖ℎ (𝒙, 𝑡) and 𝒑ℎ (𝒙, 𝑡) , Eqs.(4.3) (4.4), into the weak
formulation of Eq. (5.1) (5.2), the discretized governing equations in terms of tangent matrices are
shown as follows:
̃̈ + 𝑲𝑢𝑢 𝑼 + 𝑲𝑢𝑢̃ 𝑼
̃ − 𝑸𝑢𝑝 𝑷 − 𝑸𝑢𝑝̃ 𝑷
̃ = 𝑭𝑒𝑥𝑡
𝑴𝑢𝑢 𝑼̈ + 𝑴𝑢𝑢̃ 𝑼
𝑢
̃̈ + 𝑲𝑢̃𝑢 𝑼 + 𝑲𝑢̃𝑢̃ 𝑼
̃ − 𝑸𝑢̃𝑝 𝑷 − 𝑸𝑢̃𝑝̃ 𝑷
̃ + 𝑭𝑐𝑜ℎ − 𝑭 𝑓 = 𝑭𝑒𝑥𝑡
𝑴𝑢̃𝑢 𝑼̈ + 𝑴𝑢̃𝑢̃ 𝑼
̃
𝑢
(5.16)
𝑸𝑇𝑢𝑝 𝑼̇

+

̃̇
𝑸𝑇𝑢̃𝑝 𝑼

̃ + 𝑺𝑝𝑝 𝑷̇ + 𝑺𝑝𝑝̃ 𝑷
̃̇ = 𝑸𝑙𝑒𝑎𝑘
+ 𝑯𝑝𝑝 𝑷 + 𝑯𝑝𝑝̃ 𝑷
+ 𝑸𝑒𝑥𝑡
𝑝
𝑝

̃̇ + 𝑯𝑝̃𝑝 𝑷 + 𝑯𝑝̃𝑝̃ 𝑷
̃ + 𝑺𝑝̃𝑝 𝑷̇ + 𝑺𝑝̃𝑝̃ 𝑷
̃̇ = 𝑸𝑙𝑒𝑎𝑘
𝑸𝑇𝑢𝑝̃ 𝑼̇ + 𝑸𝑇𝑢̃𝑝̃ 𝑼
+ 𝑸𝑒𝑥𝑡
𝑝̃
𝑝̃
where, 𝑴, 𝑲, 𝑸, 𝑯, and 𝑺 are the tangent matrices for coupled poroelasticity finite element
equation system; and 𝑭𝑐𝑜ℎ , 𝑭 𝑓 , 𝑭𝑒𝑥𝑡 are respectively the cohesive traction, fracture fluid pressure
force, and external force vectors; 𝑸𝑙𝑒𝑎𝑘 , 𝑸𝑒𝑥𝑡 are the leak-off flow and external flow, respectively.
For static or quasi-static scenario, the mass matrix 𝑴 becomes zero as the inertia effects are
ignored. Detailed definitions of these matrices and vectors are given below in Eqs. (5.19)(5.20).
The discretized form of Eq. (5.4) is worthy to be listed explicitly in Eq.(5.17) because its
integration is not over the whole domain but only along the fracture.
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𝑇

𝑇

ℎ
𝑚
𝑚
∫Γ (∇𝑵𝑚
𝑝 ) ℳΓ𝑑 𝑤𝑘𝑓 ∇𝒑 𝑑Γ + ∫Γ (𝑵𝑝 ) 𝑤̇ 𝑑Γ + ∫Γ (𝑵𝑝 )
d

d

𝑇 𝑤

d

𝐾𝑓𝑓

𝒑̇ ℎ 𝑑Γ +
(5.17)

𝑇 𝑙𝑒𝑎𝑘
∫Γ (𝑵𝑚
𝑝) 𝑞
d

𝑑Γ = 0

in which, 𝑚 ∈ {𝑠𝑡𝑑, 𝑒𝑛𝑟} denotes the shape function associated with standard and enriched
𝑇

pressure DOFs, ℳΓ𝑑 = (𝒎Γ𝑑 ) 𝒎Γ𝑑 , and 𝒎Γ𝑑 is the tangent unit vector to the local fracture. It is
further written in terms of tangent matrices as shown in Eq.(5.18):
𝑓 𝑇 ̃̇
𝑓
𝑓 ̃
𝑓
𝑓 ̃̇
(𝑸𝑢̃𝑝 ) 𝑼
+ 𝑯𝑝𝑝 𝑷 + 𝑯𝑝𝑝̃ 𝑷
+ 𝑺𝑝𝑝 𝑷̇ + 𝑺𝑝𝑝̃ 𝑷
+ 𝑸𝑙𝑒𝑎𝑘
=0
𝑝
𝑇
𝑓
̃̇
(𝑸𝑢̃𝑝̃ ) 𝑼

+

𝑓
𝑯𝑝̃𝑝 𝑷

+

𝑓 ̃
𝑯𝑝̃𝑝̃ 𝑷
+

𝑓 ̃̇
𝑺𝑝̃𝑝̃ 𝑷

𝑓
𝑺𝑝̃𝑝 𝑷̇ +

+

𝑸𝑙𝑒𝑎𝑘
𝑝̃

(5.18)

=0

where, 𝑸𝑙𝑒𝑎𝑘 reoccurs as the coupling term between the governing equations (5.16) (5.18);
𝑸𝑓 , 𝑯 𝑓 , 𝑺 𝑓 are the tangent matrices for the fracture flow equation system. Their expressions as
shown in Eqs.(5.19) (5.20) are straightforward to obtain when comparing Eqs. (5.17) and (5.18)
term by term.
𝑇

𝑗

𝑇

𝑗

𝑴𝑖𝑗 = ∫Ω(𝑵𝑖𝑢 ) 𝜌 𝑵𝑢 𝑑Ω
𝑲𝑖𝑗 = ∫Ω(𝑩𝑖𝑢 ) 𝑫 𝑩𝑢 𝑑Ω
𝑇

𝑸𝑖𝑚 = ∫Ω(𝑩𝑖𝑢 ) 𝛼𝒎 𝑵𝑚
𝑝 𝑑Ω
𝑇

𝑛
𝑯𝑚𝑛 = ∫Ω(∇𝑵𝑚
𝑝 ) 𝜿 ∇𝑵𝑝 𝑑Ω

𝑺𝑚𝑛 = ∫Ω(𝑵𝑚
𝑝)

𝑇 1
𝑀

𝑵𝑛𝑝 𝑑Ω

(5.19)

̃ 𝑑Γ = 𝑲𝑐𝑜ℎ 𝑼
̃
𝑭𝑐𝑜ℎ = ∫Γ (𝑵𝑢𝑠𝑡𝑑 )𝑇 𝑻𝑐𝑜ℎ 𝑵𝑢𝑠𝑡𝑑 𝑼
d

𝑓
𝑓 ̃
̃
𝑭 𝑓 = ∫Γ (𝑵𝑢𝑠𝑡𝑑 )𝑇 𝒏Γ 𝑑 (𝑵𝑝𝑠𝑡𝑑 𝑷 + 𝑵𝑒𝑛𝑟
𝑝 𝑷)𝑑Γ = 𝑸𝑢
̃𝑝 𝑷 + 𝑸𝑢
̃𝑝̃ 𝑷
d

𝑇

𝑇

𝑭𝑒𝑥𝑡
= ∫Ω(𝑵𝑖𝑢 ) 𝜌𝒃 𝑑Ω + ∫Γ (𝑵𝑖𝑢 ) 𝒕 𝑑Γ
𝑖
t

𝑸𝑒𝑥𝑡
𝑚 =

𝑇
∫Ω(∇𝑵𝑚
𝑝 ) 𝜿𝜌𝑓 𝒃 𝑑Ω

𝑇

𝑒𝑥𝑡
+ ∫Γ (𝑵𝑚
𝑑Γ
𝑝) 𝑞
𝑞

The expressions of matrices related to the fracture fluid flow in Eq. (5.18) are listed below:
𝑇

𝑓

𝑛
𝑯𝑚𝑛 = − ∫Γ (∇𝑵𝑚
𝑝 ) ℳΓ𝑑 𝑤𝑘𝑓 ∇𝑵𝑝 𝑑Γ

(5.20)

d
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𝑓

𝑺𝑚𝑛 = − ∫Γ (𝑵𝑚
𝑝)
d

𝑇 𝑤
𝐾𝑓𝑓

𝑵𝑛𝑝 𝑑Γ

In Eqs.(5.19) (5.20), (𝑖, 𝑗) ∈ {(𝑠𝑡𝑑, 𝑒𝑛𝑟) ≡ (𝑢, 𝑢̃)} denote the shape functions associated
with standard and enriched displacement DOFs; (𝑚, 𝑛) ∈ {(𝑠𝑡𝑑, 𝑒𝑛𝑟) ≡ (𝑝, 𝑝̃)} stand for the
shape functions associated with standard and enriched pressure DOFs; 𝑩 is the spatial derivatives
of shape functions associated with displacement DOFs; 𝑫 is the elastic tangent matrix between
stress and strain; 𝒎 is a vector equivalent to Kronecker delta; 𝒕 is the traction applied to the force
external boundary Γ𝑡 . The two internal force vectors 𝑭𝑐𝑜ℎ and 𝑭 𝑓 exerting on the crack Γ𝑑 are
𝑓

𝑓

solution dependent so that these three tangent matrices 𝑲𝑐𝑜ℎ , 𝑸𝑢̃𝑝 and 𝑸𝑢̃𝑝̃ are to be included in
the Jacobian matrix for the Newton-Raphson algorithm.
The two sub-equations of Eq. (5.18) is added to the last two sub-equations of Eq. (5.16) to
complete the discretized governing equations, where the term 𝑸𝑙𝑒𝑎𝑘 are cancelled and the leak-off
flow is implicitly considered. The temporal discretization of the equation system is carried out
using the popular generalized Newmark scheme (Mohammadnejad and Khoei 2013a) and the
unconditional stability can be obtained by carefully selecting the Newmark coefficients. It is worth
noting that the equation system is largely nonlinear because fracture geometry will change upon
loading and thus the tangent matrices. Therefore, the well-known Newton-Raphson algorithm is
adopted and the residual values of Eq. (5.16) are iteratively updated at each time step until
convergence. The fracture propagation is only checked at the end of each time step so that the
quadratic convergence rate can be preserved as noted by Wells and Sluys (2001). The cohesive
fracture propagation is checked using the maximum principal tensile stress criterion (de Borst et
al. 2006) based on the tip stress tensor. The tip stress tensor is either the approximated value using
the popular nonlocal averaging method (Wells and Sluys 2001) for arbitrary mesh or the
interpolated value at the element center lying ahead of the current crack tip for a well-structured
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mesh. The fracture will be extended into the next element along the normal direction to the
maximum principal tensile stress when it exceeds the initial tensile strength of shale, 𝑇𝑖𝑛𝑖 . The
fracture path is not pre-defined and non-planar crack can be modeled.
5.4. Parametric Study on the Single-fracture Problem
The effects of increased ductility in different forms on hydraulic fracturing will be studied
by trying to answer three important questions using a carefully designed parametric study. First,
does the shape of TSL matter in terms of hydraulic fracturing given the same cohesive crack energy
and tensile strength? The second question is then how each shape parameter of the TSL reflects
the ductility of organic-rich shale and affects the hydraulic fracturing results. Lastly, what are the
implications of poroelastic properties on the ductility of formation in the context of hydraulic
fracturing? The same KGD problem as shown in Fig. 4.12 is used in this section and the injection
time is 15s. Three tables are provided for three levels of the parametric study, where the value
ranges of parameters are designed based on literature (Abousleiman and Chen 2010; Carrier and
Granet 2012; Khoei and Haghighat 2011; Mohammadnejad and Khoei 2013b). If not listed, the
parameters will use their default values listed in Table 5.1. The simulations were carried out over
the same mesh, the fine mesh in mesh dependence study in section.
Table 5.1. Default values of parameters for the numerical studies in this section.
Parameters

Value

Parameters

Value

Injection rate 𝑄0

0.001m2 /s

Young’s modulus 𝐸

15960 MPa

Normal stress 𝜎ℎ

2MPa

Poisson’s ratio 𝜈

0.22

Fracturing fluid viscosity 𝜇𝑓𝑓

5mPa ∙ s

Biot coefficient 𝛼

0.72

Pore fluid viscosity 𝜇

1 mPa ∙ s

Biot modulus 𝑀

9040MPa

Permeability 𝑘

10−17 m2

Bulk modulus of solid phase 𝐾𝑠

34000MPa

Porosity 𝑛

0.2

Bulk modulus of fluid phase 𝐾𝑓

2100MPa

108

It is worthy to detail one basic fracture propagation case before we move on to the parametric
study. For this case, we have a perfect brittle material with the initial tensile strength of 1 MPa and
the fluid injection continues for 10 seconds. The fracture pressure distribution and the fracture
aperture along the fracture path at the end of fluid injection are shown in Fig. 5.5. The fracture
pressure is gradually decreasing along the crack path, so is the crack aperture. The jump in the
aperture near the crack mouth is due to the initial setting of the crack mouth opening.

Fig. 5.5 Fracture pressure and aperture along the fracture length
Fig. 5.6 presents the contour plot of the pore pressure distribution in the domain near the
crack after 10 seconds of fluid injection. The color map is shown with the unit of MPa. We can
observe that the pore pressure is greatest near the crack lips. The high-pressure zone shrinks along
the crack path. The positive pressure field indicates the leak-off of fracture fluid from the fracture
channel to the formation. The pressure near the crack tip shows some sharp changes from positive
to negative values due to the intense strain changes. The negative pressure value around the crack
tip indicates that the leak-off direction is from the formation to the crack.
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Fig. 5.6 The contour plot of pore pressure in the formation
5.4.1. The effects of TSL shape given the same cohesive energy and tensile strength
Given the same cohesive energy 𝐺𝑐 and the same tensile strength, would the shape of TSL
make the hydraulic fracturing results different? Nine cases falling into four categories are
described in Table 5.2.
Table 5.2. TSL parameters for nine cases in Task 1.
𝑇𝑘𝑟𝑔
(MPa)

TSL shape

Id

𝑇𝑖𝑛𝑖
(MPa)

Linear softening

1

1.6

1.60

0

2.00

160

Horizontal + Softening

2
3

1.6
1.6

1.60
1.60

0.10
0.70

1.82
1.18

160
160

Hardening + Softening

4
5
6
7

1.6
1.6
0.8
1.2

1.80
3.00
1.60
1.60

0.30
0.60
0.10
0.70

1.40
0.80
1.90
1.31

160
160
160
160

Nonlinear softening

8
9

1.6
1.6

0.55
0.98

0.30
0.50

3.10
1.80

160
160

110

Λ𝑐

𝐷max
(10−4 m)

𝐺𝑐
(Pa∙m)

Note for the “Hardening + Softening”, two sub-categories are designed as there is an
argument for material tensile strength. The first sub-category, represented by Case 4, 5, interprets
the threshold 𝑇𝑖𝑛𝑖 to initiate cohesive crack segment as the tensile strength. The second subcategory, represented by Case 6,7, takes the maximum cohesive traction 𝑇max as the tensile
strength. Results at the end of 15s injection are summarized in Fig. 5.7.

Fig. 5.7. Hydraulic fracturing results for the nine cases in Task 1.
The upper two subfigures plot the change of crack length and net crack mouth pressure of
each case compared to case-1, the linear softening case. One can easily notice that the trends for
crack length change and crack mouth pressure change are the opposite. The trend for crack lip
displacement is also opposite to that of the crack mouth pressure change as indicated from the
111

lower subfigure. However, the change of length is more considerable than that of crack lip
displacement. Although the cohesive energy and tensile strength are maintained constant, the
relative change is as high as 10% from this preliminary case study. It is also noteworthy that the
most significant changes occur when the initial tensile strength 𝑇𝑖𝑛𝑖 is changed in Case 6 and 7.
But there is no denying that the impacts of the TSL shape are already considerable given the short
injection time.
It is also interesting to notice that most variations of TSL would result in longer hydraulic
fracture compared to the linear softening TSL if the cohesive energy and tensile strength are
maintained. In this paper, we use simulated fracture length but not brittleness index (Feng et al.
2019; Zhang et al. 2016) as the principal metric to assess the formation fracability or brittleness.
Shorter fracture length for the same pumping rate and time, i.e., slower crack growth, certainly
infers that it takes more energy to propagate new crack segments. This means lower fracability or
stronger ductility of the rock. Hereinafter, the term brittleness and fracability are used
interchangeably and the opposite term is ductility in this paper. Then Fig. 5.7 infers that most
variations of TSL would lead to lower ductility compared to the linear softening TSL given the
same 𝐺𝑐 and tensile strength. This unexpected finding is attributed to mixed effects of changed
TSL parameters. The study of the effect of each specific parameter becomes more important and
will be carried out in the next part.
5.4.2. The effects of each cohesive zone TSL parameter on hydraulic fracturing
Four groups of cases are designed in Table 5.3 with each of the four TSL parameters as the
only independent variable. Each group contains four cases.
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Table 5.3. TSL parameters for four groups of cases in Task 2.
𝑇𝑘𝑟𝑔
(MPa)

𝐷max
(10−4 m)

Parameter of interest

Id

𝑇𝑖𝑛𝑖
(MPa)

𝑇𝑖𝑛𝑖

10
11
12
13

0.4
0.8
1.2
1.5

1.5
1.5
1.5
1.5

0.40
0.40
0.40
0.40

2
2
2
2

166
182
198
210

𝑇𝑘𝑟𝑔

14
15
16

0.8
0.8
0.8

1.2
1.8
2.1

0.40
0.40
0.40

2
2
2

152
212
242

Λ𝑐

17
18
19

1.2
1.2
1.2

1.5
1.5
1.5

0.25
0.55
0.70

2
2
2

180
216
234

𝐷max

20
21
22

1.5
1.5
1.5

1.5
1.5
1.5

0.40
0.40
0.40

1.2
1.6
2.4

126
168
252

Λ𝑐

𝐺𝑐
(Pa∙m)

To avoid bias from a specific TSL shape in this investigation, versatile shapes are included
in the design and different base cases are selected for each group. To avoid sixteen cases, Case 11,
12, 13 is reused in the group of 𝑇𝑘𝑟𝑔 , Λ 𝑐 , 𝐷max , respectively. Furthermore, these thirteen cases are
repeated for three different fracturing fluid viscosities to learn how the impacts of TSL parameters
change in the shift of propagation regime from toughness dominated to viscosity dominated. Three
fracturing fluid viscosities are 𝜇𝑓 = 0.5, 5, 50 mPa∙s. Thirty-nine cases were finished for this task.
Fig. 5.8 presents the results of final crack lengths in the left column and final net crack mouth
pressures in the right column. Fig. 5.8 (a) and (b) correspond to 𝜇𝑓 = 0.5mPa∙s; Fig. 5.8 (c) and
(d) correspond to 𝜇𝑓 = 5mPa∙s; and Fig. 5.8 (e) and (f) are for 𝜇𝑓 = 50 mPa∙s. The results are
reported in relative change based on the minimum value within each group and each curve starts
from zero percentage. The cohesive energy is chosen as the x-axis for these plots because it is the
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common dependent metric based on the rest of TSL parameters. Then, it is easier to compare the
parameter sensitivity by looking at the slopes of curves.

Fig. 5.8. Influences of each TSL parameter on the fracturing results under three fracturing fluid
viscosities 𝜇𝑓 = 0.5, 5, 50 mPa∙s. The left column shows the change of crack length and the right
column shows the change of net crack mouth pressure (NCMP). Relative change is based on the
minimum value within each group.
The increase of any of the four TSL parameters would lead to decreases in fracture length
and increases in net crack mouth pressure. By looking at the slopes of the curves, it is obvious that
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the results are most sensitive to the initial tensile strength 𝑇𝑖𝑛𝑖 . The other three parameters have
considerably smaller impacts on the fracturing results if the corresponding changes in cohesive
energy are close. This finding infers that it is most important to accurately calibrate of the initial
tensile strength. From the simulation results point of view, the replacement of the trapezoidal TSL
by the simple linear softening TSL may be acceptable when the calibrations of the rest three
parameters are difficult. Still, the trapezoidal TSL representation of the damaging and crack
opening in organic-rich shale is closer to its composite-like nature.
Furthermore, the impacts of TSL parameters decreases as the fluid viscosity increases from
0.5mPa∙s to 50mPa∙s, which is seen from the shrinkage of y-axis scale from the top down. The
impacts of TSL parameters are no longer significant in Fig. 5.8 (e) and (f). It is straightforward to
understand the decreasing impacts as the propagation regimes shifts from toughness dominated to
viscosity dominated. If we borrow the dimensionless scaling from Adachi et al. (2008) as shown
in Eq. (4.8) assuming that Irwin’s equation is still valid, we can more quantitively judge when the
impacts of TSL parameters are more considerable. For a nominal cohesive energy 𝐺𝑐 = 200 Pa∙m,
the dimensionless toughness 𝒦 reduces from 2.53 to 1.43 to 0.80 when the fracturing fluid
viscosity 𝜇𝑓 increases from 0.5 to 5 to 50 mPa∙s, which indicates that 𝒦 > 1 would be a threshold
condition to carefully consider the influence of TSL parameters.
5.4.3. The effects of poroelastic parameters on hydraulic fracturing
In addition to the cohesive TSL parameters, the poroelastic parameters may also affect the
brittleness or ductility. Various brittleness indices (Feng et al. 2019; Zhang et al. 2016) have been
proposed based on lab experiments or engineering judgments and Young’s modulus 𝐸 is one of
the most frequently used metrics to measure brittleness. However, studies on other poroelastic
parameters are rarely reported and their effects on formation ductility in the context of hydraulic
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fracturing are worthy of investigation. In the case of isotropy, there are four independent
constitutive parameters to complete the poroelastic framework (Biot 1941; Cheng 1997). They can
be Young’s modulus 𝐸, Poisson’s ratio 𝜈, Biot effective stress coefficient 𝛼, and Biot Modulus 𝑀.
The poroelastic parameters together with the cohesive zone TSL parameters for this investigation
are summarized in Table 5.4.
Table 5.4. Comprehensive parameter table for Task 3.
Poroelastic Parameter Range

TSL Variations for Each Poroelastic Value
TSL
Tag

𝑇𝑖𝑛𝑖
(MPa)

𝑇𝑘𝑟𝑔
(MPa)

Λ𝑐

𝐷max
(10−4 m)

[13, 15, 15.96, 18]

i
ii
iii

0.8
0.8
1.5

1.5
2.1
1.5

0.4
0.4
0.4

2
2
2

182
242
210

𝜈

[0.16, 0.22, 0.25, 0.28]

i
ii
iii

0.8
0.8
1.5

1.5
2.1
1.5

0.4
0.4
0.4

2
2
2

182
242
210

𝐾𝑠 (GPa)
𝛼

[22, 26, 30, 34]
[0.57, 0.64, 0.68, 0.72]

i
ii
iii

0.8
0.8
0.8

1.5
2.1
1.5

0.4
0.4
0.4

2
2
2.66

182
242
242

𝑛
𝑀 (GPa)

[0.15, 0.2, 0.25, 0.3]
[11.33, 9.04, 7.52, 6.44]

i
ii
iii

0.8
0.8
0.8

1.5
2.1
1.5

0.4
0.4
0.4

2
2
2.66

182
242
242

Parameter
of interest
𝐸 (GPa)

Values

𝐺𝑐
(Pa∙m)

Four groups of parametric studies are conducted corresponding to the four poroelastic
parameters. The bulk modulus of solid grain 𝐾𝑠 , and porosity 𝑛 are also reported as the change of
𝛼 and 𝑀 depends on them. The value range of each poroelastic parameter is carefully selected so
that it adequately reflects the properties of common shale formations. For each group, four values
of the parameter of interest are designed in the left sub-section and each value corresponds to three
TSL variations in the right sub-section. Because these two sets of parameters may be
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simultaneously changed with variation of organic matter and clay, etc. Forty-eight cases are
conducted for this task. Among the three TSL variations for each group, the base case has tag i,
and either of the other two increases one arbitrary TSL parameter. As a result, this comprehensive
study enables the direct demonstration of the intertwined influences of each poroelastic parameter
together with changes of two TSL parameters. Fig. 5.9 clearly shows that crack length goes down
with the decrease in Young’s modulus as seen from the positive slopes of the three lines. In
comparison with the base case, the fracture length for both cases ii and iii decreases as a result of
increasing cohesive energy pertaining to either Tkrg or Tini .

Fig. 5.9. Influences of Young’s modulus and two TSL parameters on hydraulic fracture length.
It is also interesting to note that the crack length for case ii is greater than the one for case
iii, despite that the latter case even corresponds to a larger value of cohesive energy. This is because
Tini has a significantly stronger impact on the fracture length reduction than Tkrg , a phenomenon
well observed already in Fig. 5.8. The four arrows originating from the point of 𝐸 = 15.96 GPa
on the black curve are examples showing how the formation ductility may increase as a result of

117

mixed changes of Young’s modulus and TSL parameters. When kerogen content is increased, it is
likely the increase of cohesive energy is accompanied by the decrease of Young’s modulus.
Therefore, the induced crack length will significantly drop as indicated by the dashed arrow and
the dash-dot arrow. From the dotted arrow in the figure, it is also possible that the increase in
Young’s modulus with the increase of cohesive energy result in shorter hydraulic fracture length.
The similar plots to show the impacts of the other three poroelastic properties are given in
Fig. 5.10, Fig. 5.11, and Fig. 5.12 with a common scale. Unlike the one for Young’s modulus, the
trends of crack length change caused by these three parameters are much flatter. The arrows on
these plots do not show a clear bias in the horizontal direction. In other words, this study shows
that these poroelastic properties hardly change the shale fracability in common parameter setting.
Lastly, we want to emphasize that the current study is carried out on the premise of a single fracture.
As the fracture length drops in this study due to the increased ductility in different forms, the
desired stimulated reservoir volume (SRV) may be more significantly decreased in the multifracture setting (Zhang et al. 2019).

Fig. 5.10. Influences of Poisson’s ratio and two TSL parameters on hydraulic fracture length.
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Fig. 5.11. Influences of Biot α and two TSL parameters on hydraulic fracture length.

Fig. 5.12. Influences of Biot modulus M and two TSL parameters on hydraulic fracture length.
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5.5. On Multi-hydraulic-fracture Multi-natural-fracture Problems
5.5.1. The Description of the Base Problem
The base problem to study the increased ductility on SRV is shown in Fig. 5.13. Two
hydraulic fractures spaced 8 m apart are initiated at the wellbore edge by injecting fluid at a rate
of 𝑄0 /2. The formation is symmetrical about the wellbore path so that only half of the domain is
plotted in Fig. 5.13.

Fig. 5.13. The configurations of the base problem with two parallel hydraulic fractures
approaching three existing natural cracks.
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The domain is subjected to anisotropic in-situ stress and the wellbore path is parallel to the
maximum horizontal stress and the potential crack path for the two parallel hydraulic fractures are
shown as dashed lines. Nevertheless, there are three existing natural cracks lying ahead of the
potential paths of the two hydraulic fractures. The NF1 is 0.4 m long and NF3 is 3 m long. They
are respectively 1.5 m and 2 m ahead of the potential path of HF1 with an intersection angle of
80°. The NF2 is 0.6 m ahead of the potential path of HF2 with an intersection angle of 15°. Initially,
the NF3 is assumed “smeared” as it has been cemented by natural minerals while the other two
natural fractures are already open caused by disturbance of drilling. With the “smeared” fracture
setting, the NF3 is not enriched initially. Instead, the traction along the crack will be tracked, the
“smeared” crack can open when the traction exceeds the strength of the cement.

Fig. 5.14. The spatial discretization of the simulation domain
The common parameters used for the parametric study are listed in Table 5.5. In addition,
the maximum horizontal stress 𝜎𝐻 = 5 MPa. All simulations have the injection for 10 s.
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Table 5.5. Default values of parameters for the numerical studies.
Parameters

Value

Parameters

Value

Single mouth injection rate 𝑄0

0.001m2 /s

Young’s modulus 𝐸

15960 MPa

Normal stress 𝜎ℎ

2MPa

Poisson’s ratio 𝜈

0.219

Fracturing fluid viscosity 𝜇𝑓𝑓

10mPa ∙ s

Biot coefficient 𝛼

0.72

Pore fluid viscosity 𝜇

1 mPa ∙ s

Biot modulus 𝑀

9040MPa

Permeability 𝑘

10−19 m2

Bulk modulus of solid phase 𝐾𝑠

34000MPa

Porosity 𝑛

0.2

Bulk modulus of fluid phase 𝐾𝑓

2100MPa

5.5.2. The Parametric Study on Cohesive TSL Parameters
To study the impacts of the cohesive law on the development of the fracture network, six
cases as listed in Table 5.6 were tested. With the first case as the perfectly brittle case, the rest five
cases represent different TSL shapes with a change in only one of the four TSL parameters at a
time. The side-by-side comparisons of the final fracture network will be presented below to
showcase the influences.
Table 5.6. The cohesive TSL parameters for the parametric study, part 1.
Id

𝑇𝑖𝑛𝑖
(MPa)

1
2
3
4
5
6

1
1
1
1.5
1
1

𝑇𝑘𝑟𝑔
(MPa)

Λ𝑐

𝐷max
(10−4 m)

𝐺𝑐
(Pa∙m)

0
1
1
1
0.5
1

0
0.2
0.2
0.2
0.2
0.5

0
1
2
2
2
1

0
60
120
130
70
75

As shown in Fig. 5.15, the comparison of the ductile material and the brittle case is made
between cases 3 and 1. HF1 penetrates the NF1 and NF3 while the growth of HF2 is arrested. The
growth of HF2 was later diverted into NF2. It is also observed that the fractures are tilting away
from each other as they propagate. Although the results of the two cases do not vary much, i.e. the
fracture networks look similar, it is obvious that the final lengths of both hydraulic fractures are
122

shorter with increased cohesive energy in case 3. This effect has also been documented by other
researchers using different simulation methods (Cheng et al. 2017; Ren et al. 2016).

Fig. 5.15. The comparison between a brittle (case 1) and a more ductile case (case 3)
The influence of 𝐷max is studied by comparing cases 2 and 3 and shown in Fig. 5.16. With
the increase of 𝐷max , the lengths of the HF1 and NF2 slightly decrease. Note that the two fractures
for each case are of similar lengths, indicating that the similar effects of 𝐷max on both fractures.
Because the threshold of crack initiation is controlled by 𝑇𝑖𝑛𝑖 , the change of 𝐷max only affects the
posterior behavior. If the fracture aperture quickly exceeds the order of magnitude of 𝐷max , the
effects on the fracture behavior become minimal as shown in Fig. 5.16.
The study of impacts of Λ 𝑐𝑟 by comparing cases 2 & 6 is shown in Fig. 5.17. The study of
𝑇𝑘𝑟𝑔 by comparing case 3 & 5 follows and is shown in Fig. 5.18. We can observe similar effects
of these two properties. With the increase of Λ 𝑐𝑟 or 𝑇𝑘𝑟𝑔 , the growth of both fractures is only
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slightly suppressed while the final fracture networks do not look very different. And the effects of
these two TSL parameters on the growth of the two hydraulic fractures do not vary much.
The influence of 𝑇𝑖𝑛𝑖 is finally studied by comparing cases 3 and 4 and shown in Fig. 5.19.
Interestingly, the growth of NF2 is significantly shortened while the growth of HF1 is stimulated.
It is obvious that the initial tensile strength 𝑇𝑖𝑛𝑖 controls the initiation of new crack segments.
When 𝑇𝑖𝑛𝑖 is increased, the growth of either hydraulic fracture will be affected. The cohesive TSL
parameter alone cannot explain such an outcome. The topology of the hydraulic fractures and
natural fractures and the interactions must have played a role. The merge of HF2 and NF2 leads to
higher hydraulic energy loss, which will lead to slower crack propagation especially when the
length of the crack is long. The further growth of NF2 is also suppressed to some degree by the
existence of HF1 growing ahead.

Fig. 5.16. The impacts of 𝑫𝐦𝐚𝐱
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Fig. 5.17. The impacts of 𝚲𝒄𝒓

Fig. 5.18. The impacts of 𝑻𝒌𝒓𝒈
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Fig. 5.19. The impacts of 𝑻𝒊𝒏𝒊
5.5.3. The Impacts by Other Factors
It is from the Fig. 5.19 that we realized that the evolution of the fracture network is affected
by more factors in addition to the TSL parameters. It is believed that ambient fractures and other
in-situ parameters can also have significant effects. Therefore, the second part of the study will
focus on the changes in the topology of existing fractures and in-situ stresses with three additional
cases in Table 5.7. The comparisons between case 2 and the other three cases are shown in Fig.
5.20, Fig. 5.21, Fig. 5.22, respectively.
Table 5.7. The cohesive TSL parameters for the parametric study, part 2.
Id

𝑇𝑖𝑛𝑖
(MPa)

2
7
8
9

1
1
1
1

𝑇𝑘𝑟𝑔
(MPa)

1
1
1
1

Λ𝑐

𝐷max
(10−4 m)

𝐺𝑐
(Pa∙m)

Special Changes

0.2
0.2
0.2
0.2

1
1
1
1

60
60
60
60

With NF1 at angle 80°
Increase 𝜎ℎ to 3 MPa
Without NF1
NF1 at angle 30°
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In Fig. 5.20, the increase in normal in-situ stress 𝜎ℎ has shown clear influences on the growth
of two fractures. The increase of 𝜎ℎ will require higher hydraulic pressure build-up in the fracture
channel, leading to higher leak-off and slower crack growth.

Fig. 5.20. The impacts of normal in-situ stress
In Fig. 5.21, the growth of NF2 is greatly promoted when the NF1 is absent. As NF1 was
extending towards HF2 or NF2, it adds to the compressive stress field. It is believed that a less
compressive stress field that is developed and exerted on HF2 or NF2 leads to the longer growth
of HF2 or NF2. As regards the fracture interaction, the faster growth of HF2 or NF2, in turn,
suppresses the growth of HF1.
In Fig. 5.22, when the angle of NF1 is reduced to 30°, it is noticed that HF1 takes a longer
time and more energy to penetrate NF1. The final length of HF1 is also clearly shortened. In this
case, the limited growth of HF1, in turn, promotes the growth of HF2 or NF2.
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Fig. 5.21. The impacts of existing fractures

Fig. 5.22. The impacts of the intersecting angle of existing fracture
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5.6. Discussions and Conclusions
This paper presented a novel progressive investigation into the effects of the increased
ductility of organic-rich shale on hydraulic fracturing based on a newly modified cohesive zone
model with a fully coupled XFEM framework. The cohesive traction at the local fracture process
zone was interpreted from a new perspective by breaking shale into two parts, rock matrix, and
fiber-like kerogen strings. The traction-separation laws that might have various shapes were given
in a unified formulation.
The implications of the increased ductility on hydraulic fracturing have been studied on two
base problems. The first problem is the classical plane strain hydraulic fracturing problem with a
single fracture in an infinitely large domain, and the second problem considers a more complicated
scenario with two simultaneously growing hydraulic fractures and several existing natural
fractures. The first simple problem is selected to highlight the effects of TSL parameters. The study
is conducted progressively. As for the first problem, it started by studying the necessity and
applicability of the newly proposed cohesive zone model to model the increased ductility of
organic-rich shale in different forms. It was found that rock ductility is not only controlled by the
cohesive energy and the initial tensile strength but the shape of TSL as well. Yet, the initial tensile
strength among all TSL shape parameters has the greatest influence on the ductility, and thus the
hydraulic fracturing modeling results and the replacement of the trapezoidal TSL by the simple
linear softening TSL may be acceptable for fracturing simulation when the rest three parameters
are difficult to obtain. The effects of increased ductility can be the reduction in fracture length, the
increase in crack mouth opening, and the boost of crack mouth pressure. By repeating the same
parametric study for three different fracturing fluid viscosities, the study clearly showed that the
impacts of TSL parameters decrease as the fluid viscosity increases. Third, the study of increased
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ductility of organic-rich shale was extended to include the poroelastic properties as they may well
vary along with the TSL parameters. It was found that Young’s modulus is the only one among
four common poroelastic parameters to considerably influence the ductility/brittleness of rock
formation and hydraulic fracture lengths.
Lastly, the study was extended to a more complicated multi-fracture problem. Although the
aforementioned effects largely remained the same, it was learned that the effects on the fracture
network can be more difficult to predict as the effects on each fracture may be different and thus
lead to different fracture interactions. Other factors including existing fracture topology and insitu stress can also significantly affect the final fracture network growth. A preliminary conclusion
is that making a clear and decisive prediction on multi-stage hydraulic fracturing in a naturally
fractured reservoir is very difficult if not impossible unless the underground geology condition and
material properties are accurately documented.
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Chapter 6. Conclusions and Future Work
6.1. Summary
In this dissertation, two stages of the hydraulic fracturing problem were investigated. The
first stage of the research aimed at improving the accuracy in solving the poro-mechanical response
of wellbore during fluid injection before a tensile fracture occurs, which is crucial to determine the
initiation of hydraulic fractures. The second stage focused on the development of the numerical
framework for hydraulic fracture propagation and its applications.
A novel semi-analytical approach involving Fourier series and integral transform has been
addressed to tackle the challenges created by the coupled stress boundary condition and the
material anisotropy. Different from the conventional decomposing method, this new approach
solved the general Biot’s poroelasticity governing equations by using the Fourier expansion
theorem. The complicated boundary conditions for the sectioned fluid injection problem were thus
automatically decomposed into five modes. With careful mathematical treatments, an elegant and
rigorous derivation/formulation of the boundary value problem was obtained, and the decomposed
boundary value problem was solved with the assist of a combined Laplace-Fourier integral
transform technique. Note the three-dimensional governing equations for transversely isotropic
poroelasticity are presented in a very general fashion, i.e., free of limitations like plane strain or
axisymmetric condition, etc. The new solutions provide more realistic solutions for the hydraulic
fracturing design by rigorously modeling the coupled stress boundary conditions and the nonhydrostatic in-situ stresses. Besides the accuracy of the new solution, the computation efficiency
of the analytical solution is also superior to numerical simulations. From a carefully designed
parametric study, it is learned that the material anisotropy indeed plays a major role in influencing
′
the fluid injection-induced pore pressure and effective tangential stress 𝜎𝜃𝜃
. Especially, the
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′
anisotropic ratio of shear modulus, 𝐺 ′ /𝐺, has a significant impact on the calculated value of 𝜎𝜃𝜃

that is important for hydraulic fracturing. The induced effective tangential stress was shown to
have a positive correlation with the flux applied at the borehole surface. The injection rate and the
packer distance required to initiate the hydraulic fracturing can also be back-calculated from the
current solution.
Aiming at the limitation of the previous analytic approach that the wellbore shall be
perpendicular to the isotropic plane of formation, a numerical solution procedure was further
developed so that the wellbore can be arbitrarily set in the transversely isotropic formation. The
developed procedures do not depend on the specific software because the underlying principles
are universal. Here in this dissertation, two of the most commonly used numerical software suite,
i.e., FLAC3D and Abaqus were selected to make the solution more accessible and to cross-validate
the solution. Upon the verification, the complicated effects of material anisotropy on the
poromechanical solutions were analyzed. It is learned that the anisotropy in every parameter,
including the elastic moduli and the permeability, significantly affects the stresses in the case of
horizontal wells. Comparing to the hydraulic fracturing in vertical wells, the effects of material
anisotropy should be emphasized more in horizontal wells.
In the second stage, a fully coupled poroelastic XFEM framework that is capable to model
the involved multiphysics and multiple interacting fractures was developed. To maintain the
modularity and maximize the extensibility, the object-oriented programming (OOP) paradigm was
selected to program this numerical framework. The object-oriented design was detailed by the
comprehensive class relationship map and the package relationship map. With the designed
interfaces at different levels, future model variations can be made with ease. The framework has
also been comprehensively verified using two benchmark problems. Especially, the verification

132

on the classic plane strain hydraulic fracturing problem was carried out by comparing it to one of
the latest analytical solutions (Dontsov 2017) on four limiting/near limiting regimes.
The nonlinearity in fracture mechanics was also considered as of the hydraulic fracturing
modeling in organic-rich shale. Due to the ample organic matter or kerogen, the cohesive traction
may not be always decreasing upon crack generation or layer delamination. Therefore, a modified
cohesive zone model (CZM) was proposed with two stages in the traction-separation law (TSL)
for this purpose. The new TSL was expressed in unified formulations as the two stages are
simplified into linear sections. Then the implications of the newly proposed modified CZM on
hydraulic fracturing were studied progressively. First, the shape of TSL does affect the hydraulic
fracturing given the same cohesive crack energy and tensile strength, which further indicates the
necessity of the newly proposed TSL. Second, the initial tensile strength, controlling when the
cohesive crack starts propagating, has the greatest impact on the hydraulic fracturing, among all
TSL shape parameters. The impacts of TSL parameters become less significant as the fracturing
fluid viscosity increases. Third, Young’s modulus among four common poroelastic parameters
most significantly affects the brittleness of rock formation and hydraulic fracture lengths.
Lastly, the study was extended to the multiple-fracture problem with two parallel hydraulic
fractures and three existing natural fractures. To begin, the effects of each TSL parameter were
studied like in the first base problem. With one of the four parameters as the independent measure,
the rest three parameters are maintained constant. Although the effects of the three TSL parameters,
𝑇𝑘𝑟𝑔 , Λ 𝑐 , 𝐷max largely remained the same in the multi-fracture problem setting, a variation in 𝑇𝑖𝑛𝑖
lead to uneven changes in the two hydraulic fractures. It was realized that the effects of changes
in TSL parameters on the fracture network can be more difficult to predict as the effects on each
fracture may be different and thus lead to different fracture interactions. The fracture interactions
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can be affected by many other factors including the topology of existing fractures, the in-situ stress
conditions, etc. A preliminary conclusion is that making a clear and decisive prediction on multistage hydraulic fracturing in a naturally fractured reservoir can be very difficult as of the
uncertainty in material properties and the existing fractures.
6.2. Lines of Future Work
The first stage of the dissertation aims to improve the accuracy of the sectioned fluid
injection problem. Both the analytical approach and the numerical approach were proposed. With
the numerical approach removing the limitation of the analytical solution that the wellbore has to
be perpendicular to the isotropic plane of the formation, the solutions are considered complete.
Yet, it is worthy to discover new tools to derive analytical solutions for arbitrary wellbore axis
with respect to the isotropic plane of the formation. The complex variable method may not succeed
because of the material anisotropy and three-dimensional problem setting.
The second stage of the dissertation focuses on the development of a fully coupled XFEM
framework and its applications. As the framework was designed to be modular and extensible, new
functionalities or modifications can be incorporated with ease. Nevertheless, the author believes
that making a model overcomplicated is not recommended if the model cannot provide insights to
solve real-world problems that are already very complicated. Future development or research are
recommended from several directions.
First, the convergence and robustness of the current framework should be improved. It is
realized that the direct linear equation solver may not always lead to converged results during the
iterations when there are many Enrichment items. The reasons may include but are not limited to
the below. The crack contact was not rigorously modeled in the current framework; the newly
added enriched DOFs are directly appended to the end of the linear equation system. The contact

134

behavior can be modeled by either the Lagrange multiplier method or the penalty method (Khoei
et al. 2018). As the components of the elemental Jacobian matrix of an enriched element are
assigned to both standard DOFs and enriched DOFs of its nodes, the big difference in the
numbering of standard and enriched DOFs may undermine the skyline format of the global
Jacobian matrix when there are many enriched Enrichment items. The appropriate DOF numbering
and even the application of a renumbering step may be considered. Upon the improvement of
convergence and robustness, the parallelization of the framework should be sought in the future to
be capable of simulation of a larger scale.
Second, this dissertation elaborated the physical meaning of the proposed modified cohesive
zone model by treating the kerogen as a composite-like material. The scale of kerogen strings or
kerogen-rich zone may be limited to millimeters. Therefore, the scale effects are to be investigated
in the future. It would be of great value to study if the “hardening” + “softening” TSL at a small
scale propagates to a large scale. The study may involve both numerical and experimental analyses.
Parameter calibration is also an important task and providing a value range for the TSL parameters
would be of great value. Furthermore, the fracturing in kerogen-rich shale with increased ductility
could be modeled by plasticity-based fracturing models instead of the cohesive zone model.
Lastly, the granular nature of the shale has been identified and the material heterogeneity
may be important to consider. To start, the scale effects are to be answered. If the heterogeneity at
smaller scale such as micro-scale does not translate to the greater scale in terms of the hydraulic
fracturing, such complexity can be ignored in the numerical simulation. If the material
heterogeneity is apparent at larger scale such as centimeter or meter, stochastic techniques should
be used to incorporate the material heterogeneity in the numerical modeling because it is hard to
quantify the exact heterogeneity of the underground shale formation. Proper upscaling technique
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may be needed because it is our goal to represent the high-resolution rock properties on a coarser
mesh. Fortunately, the extensibility of the developed numerical framework and the proposed
unified TSL have laid the foundation for such incorporation.
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