We apply the Padé technique to find rational approximations to
Introduction
In this paper we investigate quantities of the form
0 < q 1 , q 2 < 1, q 1 ∈ Q, q 2 = 1/p 2 , p 2 ∈ N \ {1}. (1.1)
Since we will assume q 1 , q 2 to be fixed, we will write h ± = h ± (q 1 , q 2 ). In the special case where Ψ is the Lerch transcendent, which is a generalization of the Hurwitz zeta function and the polylogarithm function. Some particular cases are h + (q, q) = − ln q 2 and h + (q, q 2 ) = β q (1) which are q-extensions of − ln 2 and β(1) = π/4, respectively. In the same manner h − can be seen as a q-analogue of the (harmonic) series ∞ k=1 (r 1 + kr 2 ) −1 . In 1948 Erdős proved that h − (q, q) = ζ q (1) is irrational when q = 1/2, see [9] . Later, Peter Borwein [5, 6] showed that ζ q (1) and ln q 2 are irrational whenever q = 1/p with p an integer greater than 1. Other irrationality proofs were found in, e.g., [1, 8, 13, 18, 16, 19, 20] . To the best of our knowledge, the sharpest upper bounds for the irrationality measure of ζ q (1) and ln q 2 which are known in the literature until now, are 2.42343562 and 3.29727451 respectively [19, 20] .
In [14] Matala-aho and Prévost also considered quantities of the form (1.1). However, not all the numbers we prove to be irrational are covered by their result. To prove this irrationality we use a well-known lemma, which expresses the fact that a rational number can be approximated to order 1 by rational numbers and to no higher order [11, Theorem 186 ]. Lemma 1.1 Let x be a real number. Suppose there exist integers a n , b n (n ∈ N) such that (i) b n x − a n = 0 for all n ∈ N;
(ii) lim n→∞ (b n x − a n ) = 0, then x is irrational.
Proof. Suppose x is rational, so write x = a/b with a, b coprime. Then b n a − a n b is a nonzero integer sequence that tends to zero, which is a contradiction.
2
In Section 2 we construct rational approximations to h ± . In particular, we extend the Padé approximation technique applied in [18] to prove the irrationality of ζ q (1) and ln q 2 and use little q-Jacobi polynomials (which are a generalization of the q-Legendre polynomials). Section 3 then mainly consists of calculating the asymptotic behaviour of the 'error term'. Section 4 points out what improvements can be made in the special case (1.2). If we define
then our main results are the following. Theorem 1.2 Let q 2 = 1/p 2 with p 2 ∈ N \ {1} and q 1 ∈ Q with 0 < q 1 < 1. Then the number h ± , defined as in (1.1), is irrational. Moreover, there exist integer sequences a ± n , b ± n such that
(1.7) Theorem 1.3 Let q = 1/p with p ∈ N \ {1}, q i = q r i and p i = p r i with r i ∈ N, i = 1, 2 and (r 1 , r 2 ) = 1. Then the number h ± , defined as in (1.1), is irrational. Moreover, there exist integer sequences a ± n , b ± n such that Table 1 : Some values of the upper bound m ± (r 2 ) for the irrationality measure of h ± .
Remark 1.4
In fact, Theorem 1.3 can also be applied if gcd(r 1 , r 2 ) = ρ = 1. In that case just note that
As a side result of the irrationality, we also obtain an upper bound for the irrationality measure (Liouville-Roth number, order of approximation) for h ± . Recall that this measure is defined as
see, e.g., [7] . It is known that all rational numbers have irrationality measure 1, whereas irrational numbers have irrationality measure at least 2. Furthermore, if b n x − a n = 0 for all n ∈ N, |b n x − a n | = O(b −s n ) with 0 < s < 1 and |b n | < |b n+1 | < |b n | 1+o (1) , then the measure of irrationality satisfies 2 ≤ µ(x) ≤ 1 + 1/s, see [7, exercise 3, p. 376] . Note that by (1.6) and (1.7), respectively (1.8) and (1.9), we get the asymptotic behaviour 10) and for the special case (1.2) 11) which then implies the following upper bound for µ(h ± ).
Corollary 1.5
Under the assumptions of Theorem 1.2 we have 2 ≤ µ(h ± ) ≤ ν ± ; under the assumptions of Theorem 1.3 we have 2 ≤ µ(h ± ) ≤ m ± (r 2 ) where 12) with m ± (r 2 ) ≤ ν ± , where ν + = . Remark 1.6 In the case (1.2) with r 2 = 1, we can sharpen the upper bound m ± (r 2 ). We will discuss this in Section 5. In particular, we will show that µ(ζ q (1)) ≤ 2π 2 π 2 −2 ≈ 2.508284762, which was also found in [18] , and µ(ln q 2) ≤ 6π 2 3π 2 −8 ≈ 2.740438628, which is a better upper bound than the one in [19] .
Rational approximation
We first focus on the general case (1.1), the special case (1.2) will be treated in Section 4. We use the notation q 1 = s 1 /t 1 with gcd(s 1 , t 1 ) = 1, and p 1 = 1/q 1 .
Padé approximation
To prove the irrationality of h ± we will apply Lemma 1.1. So we need a sequence of 'good' rational approximations. To find these we will perform the (well-known) idea of Padé approximation to the Markov function
where log q x = log x log q and the q-integration is defined as
So, we look for polynomials P n and Q n of degree n such that
As is well known in the Padé approximation theory (see, e.g., [15] ) the polynomials Q n then satisfy the orthogonality relations
Little q-Jacobi polynomials satisfy
Hence Q n are little q-Jacobi polynomials with a particular set of parameters, namely Q n (z) = p n (z; q 1 p 2 , 1|q 2 ), see, e.g., [12, Section 3.12] .
Lemma 2.1
The polynomials Q n have the explicit expressions
Proof. From, e.g., [12, Section 3.12], we know that the polynomials satisfying the orthogonality conditions (2.4) have the hypergeometric expression
which is (2.6). Next we apply the transformation formula [12, (0.6.24)] and find
It is easily checked that the P n are connected with the polynomials Q n by the formula 9) and the conditions (2.3) are fulfilled.
Lemma 2.2 The polynomials P n have the explicit formulae
Proof. First of all we mention that (for k ∈ N ∪ {0})
So, applying (2.6) to (2.8) we easily obtain (2.10). Next, observe that
which one can prove by induction. Moreover, using the q-binomial series [2, Section 10.2], [10,
Combining (2.8), (2.7), (2.12) and (2.13) we then finally establish (2.11). 2
Rational approximants to h

±
Notice that by the definition (2.1) of f we have
Following the idea of Padé approximation we could try to approximate h ± by the sequence of rational numbers ∓q 1 P n (∓p 2 )/[q 2 Q n (∓p 2 )]. However, we prefer the evaluation of f at ∓p n 2 , which gives
In this way we can benefit from the fact that the finite sum on the right hand side of (2.14) already gives a good approximation for h ± . Moreover, the approximation (2.3) is useful for z tending to infinity. Hence the evaluation at the point ∓p n 2 makes more sense, especially since n itself will tend to infinity too. So, a 'natural' choice for rational approximations a ± n /b ± n to h ± then has the following expressions.
where e ± n are factors such that these are integer sequences. The following lemma gives a possible choice for the factors e ± n . Lemma 2.4 By taking
the a ± n and b ± n , defined as in (2.15) and (2.16), are integer sequences.
Proof. It is not very convenient to prove that an expression is an integer when it depends on the rational q 2 . So, we first write Q n (∓p n 2 ) depending on the integer p 2 . By (2.6) we get
which is an integer. Moreover, the possible denominators t 1 appear as often in the numerator as in the denominator of Q n (∓p n 2 ). The factor s n 1 in e ± n is needed because of the factor p n 1 in a ± n and b ± n . So the only denominators in Q n (∓p n 2 ) originate from (p 1 ; p 2 ) k , and hence they are cancelled out by the first product in e ± n . This already implies that b ± n is an integer. Obviously, then also
is an integer by the definition of e ± n . So, what remains to prove is that e ± n p n 2 P n (∓p n 2 ) is an integer. By (2.10) we have
Since (p 2 ; p 2 ) k is a divisor of (p n 2 ; q 2 ) k , it is clear that by (4.1) the only possible denominators in e ± n p n 2 P n (∓p n 2 ) are powers of p 2 . The formula (2.11) leads to
Remark 2.5 Looking at (2.19) one could expect a power of p 2 in the denominator of p n 2 P n (∓p n 2 ), and this of the order of p n 2 /2 2 . This would totally ruin the asymptotics in the next section. However, Maple calculations showed the absence of a power of p 2 in the denominator. This is why we had to use an equivalent formula for P n , which is given by (2.11).
3 Irrationality of h ± In this section we look at the error term b ± n h ± − a ± n , where a ± n and b ± n are defined as in Definition 2.3 and (2.17). Using (2.14) and (2.9) one easily sees that it has the integral representation
We will show that this expression is different from zero for all n ∈ N and obtain its asymptotic behaviour. Here we study
and e ± n separately.
Asymptotic behaviour of R ± n
We will need the following very general lemma for sequences of polynomials with uniformly bounded zeros. This can be found in, e.g., [18, Lemma 3] , but we include a short proof for completeness.
Lemma 3.1 Let {π n } n∈N be a sequence of monic polynomials for which deg(π n ) = n and the zeros x j,n satisfy |x j,n | ≤ M , with M independent of n. Then
Proof. Since |x| > 1, for large n we easily get
This implies
The lemma then follows by taking limits. 2
For R ± n , defined as in (3.2), we have the following asymptotic result. Here we use a similar reasoning as in [18] for the irrationality of ζ q (1). Lemma 3.2 Let Q n be the polynomials (2.6) satisfying the orthogonality relations (2.4). Then R ± n is different from zero for all n and
Proof. First of all observe that
The first integral on the right hand side vanishes because of the orthogonality relations (2.4) for the polynomial Q n . Furthermore, note that 0 ≤ x ≤ 1 so that
This already proves that R ± n = 0. Next, from [12, (3.12. 2)] we get
Applying this on (3.4), we easily establish
Now write Q n (x) = κ nQn (x) whereQ n is monic. From (2.6) we get that the leading coefficient κ n has the expression 
Applying (3.6) and (3.7) to (3.5) then completes the proof. 
Asymptotic behaviour of e ± n
We obviously have the asymptotic properties
where the latter two are well-known properties of the least common multiple that can easily be deduced from the asymptotic results as given in (4.4) . This leads us to the following asymptotic behaviour of e ± n .
Corollary 3.3 For e ± n defined as in (2.17) we have 12) where η ± is defined as in (1.3). As a result we now have
(3.13)
Proof of Theorem 1.2
In the previous sections we defined integer sequences a ± n and b ± n and managed to find the asymptotic behaviour of b ± n h ± − a ± n . Putting these results together, we can now prove Theorem 1.2.
Proof of Theorem 1.2. In Lemma 2.4 we made sure that a ± n and b ± n , defined as in (2.15) and (2.16), are integer sequences. Note that by (3.6), (3.7) and (3.12) we then get
(3.14)
Lemma 3.2 assures us that b ± n h ± − a ± n = 0 for all n ∈ N and since η ± < 3 2 , (3.13) guarantees that lim n→∞ |b ± n h ± − a ± n | = 0. So, all the conditions of Lemma 1.1 are fulfilled and h ± is irrational. 2
4 Improvements on the results in the special case (1.2)
Throughout this section we consider the special case given by (1.2). The only difference with the general case is that we can (in some cases considerably) improve the factor e ± n , which is needed to make the approximation sequences into integer sequences. The following lemma gives the enhanced formula for e ± n , and can be seen as an analogue of Lemma 2.17.
Lemma 4.1 By taking
Proof. The proof is completely analogous to the proof of Lemma 2.4. There is no factor s n 1 needed since in this case p 1 is an integer. 
Asymptotic behaviour of e ± n
In order to obtain some asymptotic results for the quantities e ± n , see (4.1), we will use the cyclotomic polynomials
So, if n is large enough the factor Φ jr 2 +b l (p) of M n is also present in M − n for j from 0 up to
), meaning that they have the common factor
(4.10)
We proved that M − n M n / C − n is a multiple of e − n . Now we look at its asymptotic behaviour. Applying (4.4) on (4.8) we easily establish
Next, recall that (r 2 , b l ) = 1. So, by (4.5) we also get 13) where the last equality follows from the well-known fact
Combining (4.11), (4.12) and (4.13) we then finally obtain (4.7). 2 Remark 4.3 The common multiple M n of all p 1 p k 2 − 1, k = 0, . . . , n − 1 and its asymptotic behaviour were discussed already in [14, Lemma 2] . Lemma 4.4 Let r 1 , r 2 ∈ N and (r 1 , r 2 ) = 1. Then
where
with 0 < θ + (r 2 ) < Proof. First of all note that both expressions are a common multiple of the set of polynomials x σrj − 1 x rj − 1 , j = 1, . . . , n − 1 , the latter one being the least common multiple. As in the proof of the previous lemma, since they are both monic polynomials, it is sufficient to prove that they have the same degree. Hence we have to prove the equality Introduce the notation r = σ τ r ′ where r ′ does not contain the prime factor σ. This then holds for every n ∈ N if and only if rφ(σn) = d| n r ′ φ(σ τ +1 nd), n ∈ N. (A.6)
From this point, we can proceed in an analogous way as in the previous lemma. Denote by g the smallest divisor of r ′ such that r ′ /g contains no prime factors present in n. By (A.3) we then get
Next, applying (4.3) and (A.4) we finally obtain d| n r ′ φ(σ τ +1 nd) = φ(σ τ +1 ng) r ′ g = φ(σ τ +1 n)r ′ = φ(σn)r.
This ends the proof of (A.6) and hence of this lemma. 2
