We obtain nontrivial lower bounds for lengths of minimal single fault detection and diagnostic tests for Boolean circuits in wide classes of bases in presence of stuck-at faults at outputs of circuit gates.
Introduction
We consider the problem of synthesis of easily testable circuits that implement given Boolean functions. A logical approach to testing of electrical circuits was proposed by S. V. Yablonskii and I. A. Chegis in [1] ; this approach is also applicable to testing of Boolean circuits (see [2, 3, 4] ). Suppose is a Boolean circuit with a single output implementing a Boolean function (̃),̃= ( 1 , . . . , ). One or several gates of the circuit may become faulty under the influence of some source of faults. As a result the circuit will implement some Boolean function (̃) instead of the original function (̃), and in general and are nonequal. All functions (̃) that may be obtained under all possible problem-admissible gate faults from the circuit are called fault functions of .
Introduce the following definitions [2, 3, 4] . A fault detection test for a circuit is a set consisting of tuples of values of the variables 1 , . . . , such that for any fault function (̃) of the circuit distinct from (̃) there exists a tuplẽin on which () ̸ = (). A diagnostic test for a circuit is a set consisting of tuples of values of the variables 1 , . . . , such that is a fault detection test, and besides for any two distinct fault functions 1 (̃) and 2 (̃) of the circuit the set contains a tuplẽon which 1 () ̸ = 2 (). The number of tuples in is called the length of the test. A trivial example of a diagnostic (and fault detection) test of length 2 for any circuit is the set of all binary tuples of length . A test is said to be complete if it applies to circuits with an arbitrary number of faults; a test is called single if it applies to circuits with at most one faulty gate. Single tests are usually considered for irredundant circuits [4] , i.e. for circuits such that any admissible fault produces a fault function distinct from the original function implemented by the circuit. An arbitrary set of Boolean functions is called a basis.
Suppose that the type of admissible faults is fixed, is some functionally complete basis and is a single fault detection test (SFDT) for some circuit in the basis . Introduce the following notation: , , and , for a single diagnostic test (SDT), a complete fault detection test and a complete diagnostic test respectively, which depend on , on , on and on (in definitions of the functions , ( ) and , ( ) it is not required to assume the irredundancy of circuits). For example, , ( ) is the Shannon function for the length of a complete diagnostic test.
List the main results concerning testing of Boolean circuits. The class of admissible faults is limited to stuck-at faults at gate outputs under which all faulty gates output Boolean constants. Faults are said to be onetype stuck-at faults of the type if each faulty gate outputs the constant ; otherwise, if the value output by a faulty gate may be equal to 0 or 1 independently of other faults, faults are called stuck-at faults of arbitrary type. For the sake of convenience we will add upper indices "0, 1", "0" or "1" after indication of basis in notation of functions in cases when circuits admit stuck-at faults of arbitrary type, one-type stuck-at faults of the type 0 and one-type stuck-at faults of the type 1 respectively. It is reasonable to assume that if a basis contains a Boolean constant then the output of the gate implementing this constant does not admit a stuckat fault of the type .
In [5] S. M. Reddy considered Zhegalkin basis 1 = {&, ⊕, 1, 0} and obtained the bound
The result from [5] was further generalized by S. S. Kolyada for the case of an arbitrary functionally complete finite basis ( [6] ). Kolyada's result was improved by D. S. Romanov who proved in [7] that for any functionally complete basis it holds that ; 0,1 , ( ) ⩽ 4 (however the paper cited used a different definition of an irredundant circuit). For the case of complete fault detection tests N. P. Redkin in [8, 9] showed that for any complete finite basis 2 it holds that [10] proved that there exists a basis 3 consisting of gates with arity from 1 to 7 such that 2 ⩽ ; similarly it can be proved that
N. P. Redkin in [11, 12] ( ) = 1 [16] (with P. A. Borodin). In [17] in particular the author established the equality
Since in this paper only single tests are considered, we will use lower indices and at the character instead of , and , respectively.
Remark 1.
The results listed above imply that all nontrivial lower bounds for the values ( ) and ( ) were established for concrete bases ( 1 , 3 , 4 ). It is easy to obtain a trivial in some sense lower bound 2 for the values ; 0,1 ( ) and ; 0,1 ( ) for any complete basis and ⩾ 1. Indeed, it is sufficient to note that any Boolean circuit implementing an arbitrary nonconstant Boolean function different from its input variables must contain an output gate; the fault of the type 0 (1) of this gate produces the fault function identically equal to 0 (1), and in order to distinguish the function from constants 0 and 1 one has to use at least two input tuples. In this paper we obtain nontrivial lower bounds from the values
( ), ; 0,1 ( ) and ; 0,1 ( ) for wide classes of bases (Theorems 1, 3-5) and in some cases prove that these bounds are sharp (Theorem 2, Remark 4).
Let 2 denote the set of all Boolean functions, denote the set of all monotone Boolean functions (the notion of a monotone Boolean function is defined, e.g., in [18, p. 36] ). For the sake of brevity we will write «input " " of a circuit (gate )» instead of «the input of a circuit (gate , respectively) corresponding to the variable ». We say that a gate is placed in a circuit above (below) a gate if contains a directed path from to (from to , respectively).
We confine ourselves to considering only Boolean circuits such that outputs of all gates that are not outputs of the circuit are connected to some gate inputs, i.e. there are no "hanging" gates. Otherwise "hanging" gates could be removed without any effect on the function implemented by a circuit, the set of fault functions and circuit irredundancy, if the original circuit was irredundant. We also assume that the number of inputs of any gate that implements some Boolean function (of input values) from some basis is equal to the number of essential variables of this function. This assumption also does not limit generality due to similar reasons. 
Statements and proofs of main results
Suppose that 5 , * 5 are arbitrary functionally complete subsets of the sets
Proof. Prove the first inequality. For brevity let us use notation ( ) and ( ) instead of 5 ; 1 ( ) and 5 ; 1 ( ) respectively. The idea of the proof is similar to the ideas used by Yu. V. Borodina in [13, p. 43, Theorem 3 ] to obtain the bound ( ) ⩾ 2. Let (̃) = 1 2 . . . ∨ 1 2 . . . . Suppose that there exists an irredundant circuit in the basis 5 that implements the function and allows a SFDT that consists of just one tuplẽ(we assume that this circuit admits only same-type stuck-at faults of the type 1 at gate outputs). Then under the input̃the outputs of all gates in are equal to 0. Indeed, if the output of some gate in is equal to 1 for the input̃then the fault of this gate will still preserve the value of () for the input, which contradicts the fact that {} is a SFDT for the circuit .
Suppose that̃= ( 1 , . . . , ). Note that at least one of the numbers 1 , . . . , is nonzero, since otherwise the value of the output gate of for the input̃is equal to () = (1, . . . , 1 ⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟) = 1. Without loss of generality assume that 1 = 0. Further proof is based on features of the basis 5 . The circuit must contain at least one gate implementing a function of the form 1 ∨ℎ, ℎ ∈ 2 , because otherwise all gates of implement monotone functions, but the function is nonmonotone. Let be an arbitrary gate of that implements a function of this form. Its input " 1 " can not be connected to the output of some other gate or to the input " 1 " of the circuit , since otherwise the value of the output of (of the input " 1 " of the circuit , respectively) for the input tuplẽmust be equal to 0, so the value of the output of is equal to 0 ∨ . . . = 1, which is impossible. Hence the input " 1 " of any gate that implements a function of the form 1 ∨ ℎ, ℎ ∈ 2 , is connected to one of circuit inputs " 2 ",. . . ," ".
Suppose that every such input of the circuit is assigned the value 0. Then the output of any gate implementing a function of the form specified implements the function 0 ∨ . . . ≡ 1, and the remaining gates of implement some monotone functions. Thus the function implemented by the whole circuit must be monotone, but it is equal to ( 1 , 0, . . . , 0) = 1 . This contradiction means that ( ) ⩾ ( ) ⩾ 2 if the values ( ), ( ) are defined (and for ⩾ 3 these values are defined, see Remark 2), so proof of the first inequality is complete.
The inequality * 5 ; 0 ( ) ⩾ 2 is a corollary of the inequality proved above and duality principle (see e.g. [18, p. 24] ; it is sufficient to replace all gates in with dual ones). Proof of Theorem 1 is complete.
Remark 3.
Inclusion of the bases 5 , * 5 into the sets specified in the beginning of this section is important for the validity of Theorem 1. E.g., in the case of Zhegalkin basis which is not a subset of any of these sets the bounds 1 ; 1 ( ) ⩾ 2 and 1 ; 0 ( ) ⩾ 2 do not hold, since 1 ; 1 ( ) = 1 ; 0 ( ) = 1, as it is shown in [15, 16] . 
Theorem 2. Let
for ⩾ 2 (in particular, the value ( ) is defined) by Theorem 2 from [13] (note that the proof of this theorem used circuits in the basis 4 that are irredundant with respect to the stuck-at fault of the type 1 of one arbitrary gate, except for the circuit implementing the constant 1; it is evident from the proof).
2. Negation of case 1: for any function of the form 1 ∨ ℎ( 1 , . . . , ), ∈ ℕ, from the basis 5 it holds that ℎ(1, . . . , 1 ⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟) = 1. Hence ( 1 ∨ ℎ( 1 , . . . , ))(1, . . . , 1 ⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟) = 1. The idea of the remaining proof of Theorem 2 is to model an inverter (i.e. the gate implementing the function 1 ) by a circuit in 5 that admits only one fault function identically equal to 1. Since 5 is a functionally complete basis, it contains a function that does not belong to the class 1 (see [18, p. 40, Theorem 7] ; definition of the class 1 is given e.g. in [18, p. 34]) , and this function, as it was shown above, can not have the form 1 ∨ ℎ( 1 , . . . , ) and thus is monotone. The only monotone function that does not belong to 1 is the identical 0, thus 0 ∈ 5 .
(1)
Moreover, the basis 5 should contain a nonmonotone function , and this function obviously has the form
, which is impossible. Hence ⩾ 2, and it can be easily verified that
, where ℎ ( 2 , . . . , ) = ℎ(1, 2 , . . . , ) and ℎ (1, . . . , 1 ⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟ ), 0 ⩽ ⩽ − 1. Then it can be easily verified that
(it can be done by successively substituting constants 0 and 1 into the right-hand identity of (3)).
Suppose that ¬ is a circuit in the basis 5 , and this circuit consists of a gate implementing the function ( 1 , . . . , ), with +1 leftmost inputs of connected to the input " 1 " of the circuit and − −1 rightmost inputs of connected to the output of the same gate 0 implementing the constant 0 (such gate exists by (1)). The output of ¬ implements the function 1 (see (3) Proof. Consider the case = 1 (the case = 0 is considered in the dual way), i.e. suppose that circuits admit only one-type stuck-at faults of the type 1. For the sake of brevity we will use the notation , ( ), ( ) instead of ( 2 ), 2 ; 1 ( ), 2 ; 1 ( ) respectively. Ideas of the proof of Theorem 3 generalize the ideas used in [14, 17] to obtain estimates 4 ; 1 ( ) ⩾ 2 and 1 ; 0 ( ) ⩾ 2 for functions that satisfy certain conditions. Let > and (̃) be a Boolean function distinct from the constant zero such that substitution of arbitrary The output of the gate is equal to 1 for this input tuple. Thus after the fault of the gate the circuit will still output the value 0 for the input, i.e. () = 0, where (̃) is the fault function of the circuit generated by the fault of the gate . The fault of the output gate of the circuit produces the fault function that is identically equal to one.
Since the circuit is irredundant, it holds that ̸ ≡ and ̸ ≡ 1; besides that, ̸ ≡ 1, since () = 0.
Hence the functions , and 1 are distinct. On the input tuplẽat least two of these functions take equal values, which contradicts the assumption that {} is an SDT for the circuit . The contradiction obtained means that ( ) ⩾ ( ) ⩾ 2 (note that by Remark 2 and the relation > ⩾ 2 the values ( ) and ( ) are defined).
Let be the set of Boolean functions in variables that do not satisfy the property indicated in the beginning of the proof, i.e. the set of -ary Boolean functions that are either identically equal to zero or be-come identically equal to one after substituting some Boolean constants for certain variables. 
All 2 2 − | | Boolean -ary functions that do not belong to satisfy the property indicated in the beginning of the proof, so, as it is already proved, for any such it holds that ( ) ⩾ 2. Thus the fraction of -ary Boolean functions such that ( ) ⩾ 2 satisfies the inequality
Proof of Theorem 3 is complete.
Remark 4. The inequality
2 ; ( ) ⩾ 2 from Theorem 3, where 2 is an arbitrary functionally complete finite basis and ∈ {0, 1}, in general is sharp. E.g., for the classic basis 4 it holds that 4 ; 1 ( ) = 4 ; 0 ( ) = 2, and for Zhegalkin basis 1 it holds that 1 ; 0 ( ) = 2, as it is shown in [14] and [17] respectively. The second assertion of Theorem 3 combined with these results shows that in some bases almost all Boolean functions are "the hardest to test", similarly to the well-known Shannon effect for circuit complexity. This effect will obviously extend to all other complete finite bases such that the values ; ( ), ∈ {0, 1}, can be bounded from above by 2. It is also worth pointing out that in [19] for the case of faults of a different type, namely inverse faults at gate outputs, it was proved that in the basis {&, ⊕, 1} the value similar to the value bounded from below by 2 in Theorem 3 is bounded from above by 1.
Let be a Boolean circuit. A gate from is said to be a separator if every chain that connects the output of with some gate above passes through the gate .
Lemma 1. Let be a Boolean circuit that is irredundant with respect to one-type stuck-at faults of the type 0, one-type stuck-at faults of the type 1 or stuck-at faults of arbitrary type at gate outputs, be a SFDT for , be a separator of . Suppose is a subcircuit of obtained by removal of all gates that are not above , not including , and moving the output of the circuit to the output of . Then is irredundant with respect to the same class of faults as , and the set is a SFDT for .
Proof. Suppose is a gate of the circuit . Then this gate is also contained in . Since is a SFDT for the irredundant circuit , there exists a tuplẽfrom the set such that the value outputted by on the inputw ill change if a fault of occurs. Then the value outputted by the gate will also change under this fault. Indeed, otherwise the fault of does not affect the value output by on, which is impossible. Hence the fault changes the value outputted by , so this circuit is irredundant, and the set is a SFDT for . Proof of Lemma 1 is complete.
Consider an arbitrary functionally complete subset of the set Proof. For the sake of brevity we will use notation ( ), ( ) instead of 6 ; 0,1 ( ), 6 ; 0,1 ( ) respectively. Suppose ⩾ 3 and (̃) is a Boolean function such that substitution of an arbitrary Boolean constant for an arbitrary variable produces a nonlinear Boolean function (for the definition of a linear Boolean function see e.g. [18, p. 18] ). An example of a function with this property is (̃) = 1 2 . . . ∨ 1 2 . . . . By Remark 2 and the inequality ⩾ 3 the values ( ) and ( ) are defined. Prove that ( ) ⩾ 3. It is sufficient to prove that | | ⩾ 3, where is an arbitrary SFDT for an arbitrary irredundant circuit in the basis 6 for the function . Further argument is based on consideration of the "lower part" of and analysis of cases depending on the type (an adder, a generalized conjunctor of type I or a generalized conjunctor of type II) of the "lowest" gate with inputs connected to the outputs of at least two distinct gates (if such gate exists). If is a generalized conjunctor of type II and conditions of subcase 1.3.1 described below do not hold, we additionally select a gate that is situated below in or coincides with (and show that both variants are impossible).
Describe the idea presented above in detail. Consider three cases.
1. The circuit contains a gate with inputs connected to at least two distinct gates. Select the "lowest" gate with this property, i.e. such gate that all other gates situated below in do not satisfy the property. It is obvious that inputs of any gate below in are connected to the output of a single gate, thus is a separator. Consider two subcases.
1.1. The gate is an adder. Assume that its inputs in are connected to the outputs of gates 1 and 2 , and the outputs of 1 and 2 in the absence of faults in implement the functions 1 and 2 respectively.
Hence the output of in implements the function 1 ⊕ 2 ⊕ , ∈ {0, 1}. In order to detect the stuck-at fault of the type 0 (1) at the output of the gate 1 the set must contain a tuplẽ1 (̃2) such that 1 (̃1) = 1 ( 1 (̃2) = 0 respectively). Thus̃1 ̸ =̃2. If 2 (̃1) = 2 (̃2) then the stuck-at fault of the type 2 (̃1) at the output of the gate 2 can not be detected using the inputs̃1,̃2. Hence must contain at least one more
and the stuck-at fault of the type ( 1 ⊕ 2 ⊕ )(̃1) at the output of the gate can not be detected on inputs 1 ,̃2. Thus must contain at least one more tuple, and | | ⩾ 3, which was required to prove.
1.2. The gate is a generalized conjunctor of type I. Consider the set of gates with outputs connected to inputs of in (the number of such gates is at least two) and select an arbitrary "lowest" gate 1 in this set, i.e. the outputs of all gates below 1 are not connected to inputs of . Denote an arbitrary gate in the set distinct from 1 by 2 . Suppose that in the absence of faults in the output of 1 ( 2 ) implements the Boolean function = ( The stuck-at fault of the type at the output of the gate produces the fault function 1 of the circuit identically equal to . The stuck-at fault of the type 1 at the output of 1 replaces the function output by 1 with the constant 1 , and the function output by 2 does not change, since by construction the gate 2 is not lower than 1 in . Thus the fault function 2 = (
Since the circuit is irredundant, both functions 1 , 2 are distinct from . In order to distinguish from 1 the set must contain at least one tuplẽ1 such that (
In order to distinguish the function from the function 2 the set must contain at least one tuplẽ2 such that 2 (̃2) = 2 (it follows from the expressions for the functions and 2 ) and 1 (̃2) = 1 (to detect replacement of the function 1 outputted by 1 with the constant 1 ). The equalities 1 (̃1) = 1 , 1 (̃2) = 1 imply that̃1 ̸ =̃2, and the equalities 2 (̃1) = 2 (̃2) = 2 imply that the stuck-at fault of the type 2 at the output of 2 (in the absence of faults in it implements the function 2 ) can not be detected on inputs̃1,̃2. Hence the set must contain at least one tuple distinct from the two tuples described above. Thus | | ⩾ 3, which was required to prove.
1.3. The gate is a generalized conjunctor of type II. Consider two subcases. 1.3.1. The inputs " 1 " and " 2 " of the gate are connected to outputs of distinct gates 1 and 2 . One of the gates 1 and 2 is located in not lower than the other one. Assume that 2 is not below 1 (the case when 1 is not below 2 is considered similarly). Suppose that the outputs of 1 , 2 in the circuit in the absence of faults implement the functions 1 and 2 respectively. Then the output of the gate implements the function of the form ( 1 & 2 & 3 ) , where 3 is some Boolean function and ∈ {0, 1}. By Lemma 1, the circuit obtained from by removal of all gates that are not above , not including , and moving the output of the circuit to the output of is irredundant, and is a SFDT for . Hence the output of the circuit implements the function = ( 1.3.2. Negation of subcase 1.3.1: either inputs " 1 " and " 2 " of the gate are connected to the output of one gate or at least one of these inputs is connected to an input of the circuit. Consider the gate and all gates from that are situated below and select the "lowest" gate that satisfies the following condition: either is a generalized conjunctor of type II or is a generalized conjunctor of type I and not all of its inputs are connected to the output of the same gate (such can obviously exists, since the gate satisfies the condition specified). Assume that in the absence of faults the output of the gate implements the Boolean function . Any gate in that is situated below is either a generalized conjunctor of type I with all inputs connected to the output of one gate or an adder with one input connected to the output of some gate and the other input connected to the input of the circuit (see the rules for selecting the gate ). In this case we note that the output of the circuit implements the function of the form ⊕ where is some linear Boolean function (this fact can be easily proved by moving "down" from the gate to the output of the circuit). There are three possible subcases for the gate .
1.3.2.1. The gate is a generalized conjunctor of type II, and its inputs " 1 " and " 2 " are connected to the output of some gate . Suppose that the output of in implements the Boolean function . Hence the output of implements the function = ( & & . . .) = 0 = , ∈ {0, 1}, and the output of the circuit implements the function = ⊕ = ⊕ which is linear and remains linear after substituting an arbitrary Boolean constant for e.g. 1 , which contradicts the choice of . Thus subcase 1.3.2.1 is impossible.
1.3.2.2. The gate is a generalized conjunctor of type II, and at least one of its inputs " 1 ", " 2 " is connected to some input " " of the circuit. Then, as it is easy to see, the output of the gate in the circuit implements the function of the form ( & ) , ∈ 2 , , ∈ {0, 1}, and the output of the circuit implements the function = ⊕ = ( & ) ⊕ . Substitute the constant for the variable in and obtain the function (0& ) ⊕ = ⊕ which is linear. This fact contradicts the choice of the function , so subcase 1.3.2.2 is impossible. 1.3.2.3. The gate is a generalized conjunctor of type I, and not all its inputs are connected to the output of one gate. Thus, by the choice of and the fact that is situated below in the circuit , it holds that at least one of inputs of is connected to some input " " of the circuit. Further argument literally repeats the argument from subcase 1.3.2.2. Hence subcase 1.3.2.3 is impossible. Consideration of case 1 is complete.
2. Inputs of any gate in are connected to the output of at most one gate. In this case it is obvious that the circuit is a chain of gates. Consider two subcases.
2.1. The circuit contains either a generalized conjunctor of type I such that not all inputs are connected to the output of one gate or a generalized conjunctor of type II. Consider all gates of that satisfy the condition specified and select the "lowest" gate from this set. Further argument literally repeats the argument from subcase 1.3.2 starting from "Assume that in the absence of faults the output of the gate . . . ". Hence subcase 2.1 is impossible.
2.2. Negation of case 2.1: any gate of the circuit is either a generalized conjunctor of type I with all inputs connected to the output of one gate or an adder. In this case it is easy to see that the output of the circuit implements some linear Boolean function (this fact can be proved by moving "down" through the circuit ) that remains linear after substitution of an arbitrary Boolean constant for e.g. the variable 1 . This fact contradicts the choice of the function , so subcase 2.2 is impossible. Consideration of case 2 is complete.
The inequality | | ⩾ 3 is proved. Hence ( ) ⩾ 3 and ( ) ⩾ ( ) ⩾ 3. 
Hence the total number of functions , (̃) for fixed and is equal to 2
Thus the fraction of -ary Boolean functions with ( ) ⩾ 3 satisfies the inequality
Proof of Theorem 4 is complete.
Remark 5.
The second assertion of Theorem 3 shows that if for some basis 6 we manage to obtain a bound 6 ; 0,1 ( ) ⩽ 3 then an analogue of Shannon effect of circuit complexity is present for this basis. At the same time the author has a hypothesis that in some bases of the type 6 , in particular, in the basis {&, ¬}, this bound holds.
Consider an arbitrary functionally complete basis and stuck-at faults of arbitrary type at gate outputs. Select a possible representation of a function (̃):
where ( 1 , . . . , ) is a function from the basis (up to renaming of variables); 1 , . . . , ∈ { 1 , . . . , , 0, 1} and ∈ {0, 1}. In order to prove Corollary 1 it is sufficient to note that > ( 2 ) ⩾ 2, i.e. ⩾ 3, and any function that can be represented in the form (4) essentially depends on at most ( 2 ) variables.
Proof of Theorem 5. Suppose that (̃) is an arbitrary Boolean function that can not be represented in the form (4) . Note that
since all functions from this set, as it is easy to see, can be represented in the form (4) (the role of can be played by any function from that essentially depends on at least one variable). It is sufficient to show that | | ⩾ 3, where is some SDT for some irredundant circuit in the basis implementing the function , if such a circuit exists (and in case ⩾ 3 it does exist: see Remark 2).
By (5) the circuit contains an output gate , and the output of this gate in the circuit implements some nonconstant Boolean function. Consider the set of all gates of that possess this property and select an arbitrary "upper" gate . Suppose that has inputs and implements a Boolean function ( 1 , . . . , ) , where 1 , . . . , are the values of the corresponding inputs. Every input of the gate in the circuit is connected either to some circuit input or to the output of a gate implementing a Boolean constant. Thus the output of in the circuit implements a Boolean function (̃) = ( 1 , . . . , ), 1 , . . . , ∈ {0, 1, 1 , . . . , }. Since the function can not be represented in the form (4), it holds that ̸ ≡ (6) for = 0, 1.
Further argument is based on the idea of considering stuck-at faults of the type 0 and 1 of the gates and and analysis of four emerging fault functions. In case of the stuck-at fault of the type , ∈ {0, 1}, of the gate the fault function of is identically equal to . Suppose that in case of the stuck-at fault of the type , ∈ {0, 1}, of the gate the fault function of the circuit is equal to . Show that 0 ̸ ≡ 1 . Letb e an arbitrary binary tuple of length such that 0 () ̸ = () (such tuple does exist, since the circuit is irredundant). Hence () = 1, since if () = 0 then the stuck-at fault of the type 0 at the output of the gate can not be detected on the input. However in this case it is impossible to detect the stuck-at fault of the type 1 at the output of using the input, so 1 () = () ̸ = 0 (), i.e. 0 ̸ ≡ 1 , as it was required to prove.
If both functions 0 , 1 are not equal to Boolean constants then all functions , 0, 1, 0 , 1 are distinct, hence | | ⩾ 3 (if the number of input tuples is equal to 2 then at least two of five functions will take equal values, since the set of possible values consists of four pairs (0,0), (0,1), (1,0) and (1,1) ). Now suppose that one of the functions , ∈ {0, 1}, is a Boolean constant . Since the functions , 0, 1 are distinct, the test must contain a tuplẽ1 such that (̃1) = and a tuplẽ2 such that (̃2) = . Note that (̃2) = , (7) since if (̃2) = then the stuck-at fault of the type at the output of the gate can not be detected on the input̃2 and = (̃2) = (̃2) = , which is impossible. If (̃1) = then the stuck-at fault of the type of the gate can not be detected using inputs̃1,̃2, thus the test must contain one more tuple, hence | | ⩾ 3, as it was required to prove. Suppose that (̃1) = . By (7) it holds that (̃2) = (̃2) = .
If ̸ ≡ then the functions , and are distinct, however they take the same value on the tuplẽ 2 . At least two of these functions take the same value on the input̃1, hence the test must contain at least one more tuple, so | | ⩾ 3, as it was required to prove. Suppose that ≡ . Then for any binary tuplẽof length such that () = it holds that ( ()) ⊕ = ( ) ⊕ = = () = (),
since the stuck-at fault of the type of the gate can not be detected using the input. Next, the relation ≡ implies that for any binary tuplẽof length such that (̃) = it holds that ( (̃)) ⊕ = ⊕ = = (̃) = (̃).
Equalities (8) and (9) imply that ⊕ ≡ , however it contradicts the relation (6).
The proof of the inequality | | ⩾ 3, and hence the proof of Theorem 5, is complete.
