Abstract-The absolute stability problem (ASP) entails determining a critical parameter value for which a feedback system, composed of an nth-order linear system and a sector-bounded nonlinear function, loses its stability. The ASP is one of the oldest open problems in the theory of stability and control. Recently, it is attracting considerable interest, as solving it is equivalent to providing a necessary and sufficient condition for the stability of linear switched systems under arbitrary switching.
I. INTRODUCTION
The absolute stability problem (ASP) is to determine a critical parameter value k * ∈ R, for which an nth-order system, composed of a linear and a nonlinear part, loses its stability. This problem was posed by Lure and his colleagues in the 1940s, and is one of the oldest open problems in the theory of stability. An analysis of the computational complexity of closely related problems can be found in [4] .
Attempts for solving this problem led to numerous important results in the mathematical theories of stability and control, including: Popov's criterion; the circle criterion; the positive-real lemma [6] ; and the theory of integral quadratic constraints [17] . However, all these approaches lead to bounds on the parameter value that guarantee stability, but not to a characterization of the actual value k * . In other words, they lead to sufficient, but not necessary and sufficient stability conditions.
Recently, the ASP is attracting renewed interest because determining k * is equivalent to providing a necessary and sufficient condition for stability of switched linear systems under arbitrary switching. This is also equivalent to providing a necessary and sufficient condition for the stability of an associated linear differential inclusion. Switched systems have numerous applications and represent a subject of extensive ongoing research (see, e.g., [19] , [11] , [26] , [31] , [7] ).
Necessary and sufficient stability conditions were obtained only for low-order systems. Levin [10] solved a type of ASP for the second-order systemẍ(t) + p(t)ẋ(t) + q(t)x(t) = 0. Pyatnitskii [20] developed a variational approach to tackle the ASP. For n = 2 this approach led to a deep qualitative understanding of the problem in terms of the value function corresponding to the optimal control problem [21] (see also [22] ). A dynamic programming approach [13] provided the first explicit expression for the value function for the case n = 2 [14] (see also [9] and the closely related work [5] ). These issues are described in detail in the recent survey paper [12] .
A more general problem is the computation of the maximal Lyapunov exponent ρ for an nth order linear differential inclusion (LDI) [1] . Barabanov [2] used the variational approach to derive a necessary and sufficient condition guaranteeing that ρ < 0 for the LDI corresponding to the ASP when n = 3 (see also [3] ).
In this paper, we develop a new approach to the ASP. This is based on studying the switching function, m(t), that appears when applying the variational approach. This function characterizes the "most destabilizing" sector-bounded nonlinear function for the ASP. Equivalently, it characterizes the "most destabilizing" switching-law for the corresponding switched linear system.
We apply a Lie-algebraic approach to analyze m(t). We show that the finiteness of an associated Lie-algebra implies that m(t) is itself the solution of another switched linear system of order at most n 2 . This provides one explanation for why the difficulty of the ASP increases quickly with the order n. We also show that for n = 2 and n = 3 the switching function has a special, symmetric structure, and that this makes it possible to obtain explicit analytic solutions for m(t).
This paper is organized as follows. In Section II, the ASP is briefly reviewed. Section III details some known results derived using the variational approach. Section IV presents the new approach based on a Lie-algebraic analysis of m(t), and the main results. The approach is applied to two illustrative examples in Section V. The final section concludes.
II. THE ABSOLUTE STABILITY PROBLEM
Consider the systeṁ
where b, c, x(t) ∈ R n , y(t) ∈ R, A ∈ R n×n is Hurwitz, and φ belongs to Φ k , the set of scalar time-varying functions in the sector [0, k], i.e., φ(t, 0) = 0, and 0 ≤ zφ(t, z) ≤ kz 2 for all t ≥ 0.
Note that we can view (1) as the feedback connection of an nth order linear system and a single nonlinear function from Φ k . ¿From here on we pose the following assumption. 
Assumption 1
(1) is not asymptotically stable}.
In other words, for k ∈ [0, k * ), (1) is asymptotically stable for any φ ∈ Φ k . The problem is difficult because Φ k contains an infinite number of functions and, therefore, a solution must actually entail the characterization of the "most destabilizing" nonlinearity φ * ∈ Φ k * . Applying the idea of global linearization [6] , we can rephrase Problem 1 in a more convenient form. For functions in the form φ(t, y) = u(t)y, with 0 ≤ u(t) ≤ k, Eq. (1) becomes the control systeṁ
It is well-known that the set of solutions of (2), for all measurable controls u(t) taking values in [0, k], coincides with the set of solutions of the LDİ
where co denotes the convex hull. A solution of (3) is an absolutely continuous function x : t → R n that satisfies (3) for (almost) all t (for more on differential inclusions see [27] ). For k = 0, (3) reduces toẋ = Ax which is of course asymptotically stable, and it is possible to show [20] that Problem 1 can be restated as follows. Note that specifying φ * in (1) is equivalent to specifying the "most unstable trajectory" x * (t) of (3). Note also that (3) is the relaxed version [30, Ch. 2] of the switched linear systemẋ (t) ∈ {Ax(t), B k x(t)}.
Stability analysis of switched linear systems is a very active research area (see, e.g., [11] ). For our purposes, (3) and (4) are equivalent since it is well-known [18] that (3) is asymptotically stable if and only if (4) is. Problem 2 is more general than the problem of determining whether (4) is asymptotically stable (under arbitrary switching) or not. This is so because Problem 2 requires determining the exact value k * where stability is lost. Letk ∈ (0, ∞] denote the smallest value of k such that B k is not Hurwitz. It is easy to determinek using, for example, the Routh-Hurwitz criterion. We always assume that k * <k. This is the "interesting case" where instability is obtained by switching between two asymptotically stable subsystems.
III. PRELIMINARIES
In this section, we review some known results derived using a variational approach to describe the "most destabilizing" nonlinearity φ * . The starting point is to rewrite (3) in the form of a bilinear control systeṁ
where U is the set of measurable functions u :
It is clear that any solution of (5) is also a solution of (3). It follows from Filippov's Lemma (see, e.g., [34] ) that the converse is also true, so the set of solutions of (3) coincides with the set of solutions of (5). Note that trajectories of the switched system (4) correspond to piecewise constant controls taking values in {0, 1}.
The next step is to characterize the worst-case trajectory of (5) using a variational approach. For y ∈ R n and T > 0, let r(y, T ) := max
In other words, r is obtained by solving the following optimal control problem: given the initial condition x(0) = y, find the control that maximizes the distance of x(T ) from the origin. It follows from standard results [8] that this problem is well posed, i.e., an optimal control u * ∈ U indeed exists. If k < k * then, by definition, all the trajectories of (5) converge to the origin, so we expect that lim T →∞ r(y, T ) = 0 for all y ∈ R n . On the other hand, if k > k * , then there exists an unbounded trajectory so r(y, T ) is unbounded for some y ∈ R n (Assumption 1 implies that r(y, T ) is unbounded for any y = 0). The interesting case is between these two extremes, namely, when k = k * .
Theorem 1 [1] , [23] , [22] If k = k * , then:
1) The function ϑ(y) := lim sup T →∞ r(y, T ) is finite, convex, positive for y = 0, and homogeneous (i.e., ϑ(cy) := |c|ϑ(y)). 2) For every initial point y = 0, there exists a solution x * (t) of (5), with x * (0) = y, such that ϑ(x * (t)) = ϑ(y) for all t ≥ 0, and the directional derivative ∂ϑ(x * (t))
TuB03.4 exists and equals zero for (almost) all t ≥ 0.
The solution x * (t) is the trajectory corresponding to the worst-case control u * . The theorem implies that x * (t) belongs to the set
and that this set is homeomorphic to the unit sphere {z ∈ R n : |z| = 1}. Theorem 1 provides considerable geometric insight, but it does not provide an explicit characterization of the function ϑ nor the trajectory x * . It is possible to derive an implicit characterization of the maximizing control u * in terms of a two-point boundary value problem. Fixing T > 0, it follows from Theorem 1 that u * is the solution to the problem
Applying the maximum principle yields the following result.
Theorem 2 [1] , [2] , [23] Let x * (t), with x * (0) = y, be the trajectory corresponding to the optimal control u * . Then there exists p :
such that
where
The theorem implies that the optimal control is determined by the sign of the switching function m(t). It is possible to show that Assumption 1 implies that m has isolated zeros
It will be useful to derive a slightly different form for the switching function. To do so, we use an elegant argument from [2, Section 9] . The transfer function of the linear
−1 c. Thus, there exists a linear change of coordinates that transforms the linear system defined by (A, b, c) to the one defined by (A T , c, b). In other words, there exists an invertible matrix Q such that
Defining
and applying (6) yieldṡ
and
For low-orders of n it is possible to derive stronger results using geometric arguments.
A. The case n = 2
In the planar case, the sphere S(y), for any y, is just a closed curve. Thus, the optimal solution x * (t) is a closed periodic trajectory. By analyzing the switching function, it is possible to prove that m(t) has four (two) switches per period (half period) [21] . It is also possible to show that the periodic trajectory x * is symmetric with respect to the origin. In other words, if we denote the switching points by 0 = t 0 , t 1 , t 2 , . . . then there exists x 0 ∈ R 2 such that
By the definition of k * , it is clear that such a periodic solution cannot exist for any k < k * . This yields the following characterization of k * .
Theorem 3 [21] Suppose that n = 2. Consider the equation
Note that (12) is a (highly) nonlinear equation in the three unknowns k * , τ * 1 , and τ * 2 . A complete solution to the ASP in the planar case was derived only quite recently [14] . The basic idea is simple. When n = 2 the convex function ϑ(y) is actually continuously differentiable [23] , so Theorem 1 yields the HamiltonJacobi-Bellman equation
where ∇ϑ = ( ∂ϑ ∂x1 , ∂ϑ ∂x2 ). Along arcs such that u * = 0 (u * = 1) this yields ∇ϑ(x)Ax = 0 (∇ϑ(x)B k * x = 0). This implies that ϑ is composed of first integrals of the dynamicsẋ = Ax andẋ = B k * x. However, since these dynamic systems are not conservative (recall that A and B k * are Hurwitz) they do not admit a classical first integral. Nevertheless, it turns out that they do admit a generalized first integral, and that these can be easily computed analytically [14] (see also [9] ). This approach provided an explicit expression for the function ϑ. It also leads to a transcendental equation in the single unknown k that characterizes k * .
B. The case n = 3
The case n = 3 is more difficult, as the sphere S(y) is not a closed planar curve, but rather a set that is homeomorphic to the ball {x ∈ R 3 : |x| = 1}. Using a PoincareBendixon-type argument, Barabanov [2] proved that there exists a periodic solution x * (t) ∈ S(x(0)). Furthermore, this trajectory has the same properties as in the case n = 2. Hence, Theorem 3 is valid also when n = 3.
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A simple numerical algorithm for solving (12) was suggested in [16] . This allows approximating the value k * to arbitrary accuracy (see also [32] and [33] for some related considerations).
IV. LIE-ALGEBRAIC ANALYSIS
In this section, we develop a new approach to the ASP that is based on a Lie-algebraic analysis of the switching function m(t).
Given two smooth vector fields f , g : R n → R n , their Lie bracket is another vector field defined by
For the particular case of linear vector fields, that is when f (x) = F x and g(x) = Gx, with F, G ∈ R n×n , this yields
where [F, G] := F G − GF ∈ R n×n is the Lie commutator of the matrices F and G. It will be useful to define matrices ad j G F , for j = 0, 1, . . . , using the recursive formula ad
It is well known that Lie brackets play a vital role in the classical maximum principle (MP) of optimal control (see, e.g., [28] ). This connection between Lie brackets and the MP was recently used to derive some new results on the stability of nonlinear switched systems with a nilpotent Lie algebra [15] , [25] .
One manifestation of this connection is revealed by studying the derivatives of the function m. To do this, define
where D ∈ R n×n . Note that h is an absolutely continuous function.
Differentiating h and using (5) and (6) yieldṡ
where C k := B k − A. This implies thatḣ(t) is an absolutely continuous function, and we can continue differentiating it on any interval of time I such that u * (t) is differentiable for t ∈ I. We say that (t 1 , t 2 ) ⊂ [0, T ] is a bang arc if u * (t) ≡ 0 for all t ∈ I or u * (t) ≡ 1 for all t ∈ I. Using induction yields the following result.
Proposition 1 Suppose that
For an integer j ≥ 0, denote the jth time derivative of m by m (j) . Then
for all t ∈ I.
Our next result shows that the finiteness of the associated Lie algebra implies that m(t) itself is the solution of a linear switched system. Let t 0 , t 1 , . . . denote the consecutive switching times, that is, m(t i ) = 0. Without loss of generality, we assume that m(t) < 0 for t ∈ (t 0 , t 1 ) (so u * (t) = 0 for t ∈ (t 0 , t 1 ), u * (t) = 1 for t ∈ (t 1 , t 2 ), and so on).
Proposition 2
There exist integers q, l ≤ n 2 and constants α i , β i ∈ R such that
Proof. Let q > 0 be the minimal integer such that the set of matrices {ad
is linearly dependent. Note that for q = n 2 this set contains n 2 + 1 matrices, and each matrix can be viewed as a vector in R n 2 , thus q exists and q ≤ n 2 . In other words, there exist
Multiplying the left [right] hand-side of the terms in this equation by p
T (t) [x * (t)] and using Proposition 1 yields (15a). The proof of (15b) follows similarly using the set {ad
Note that we can rewrite (15a)-(15b) in the forṁ (3), is itself the solution of the linear switched system (18) .
The order of the linear switched system (18) grows as n 2 . This suggests that the complexity of the ASP increases very rapidly with the order n.
It is sometimes possible to express m(t) as the solution of an affine switched system of order < n 2 . To do this, we note that (5) and (6) 
, where I denotes the n × n identity matrix, is a constant function along the trajectories of the system. Also, it is easy to verify that p T (t)Ax Stronger results can be derived for the cases n = 2 and n = 3.
A. The cases n = 2 and n = 3
The next result shows that along the periodic trajectories that arise when k = k * and n = 2, 3 the switching function has a special structure.
Proposition 3 Suppose that
This elegant structure of the function m(t) justifies the analysis of the ASP by solving the differential equation for m(t).
Proof. Consider the case n = 3. Denote S 1 := {y : ϑ(y) = 1}. For k = k * the periodic trajectory satisfies x * (t 2 ) = −x * (0) and z(t 2 ) = −z 0 . By scaling x(0), if necessary, we may assume that x * (t) ∈ S 1 for all t. It follows from (10) that z(t 1 − t) is a solution of our switched system. By scaling z(0), if necessary, we can guarantee that z(t 1 − t) ∈ S 1 for all t. Since the periodic solution is unique (up to scaling by a constant) [23] , we conclude that either z(t 1 − t) = x(t) or z(t 1 − t) = −x(t). It now follows from (11) that either
In any case, this implies that m(t) = m(t 1 − t). Since m(t) is periodic with period t 2 , this completes the proof of (19) when n = 3. The proof in the case n = 2 is similar. An immediate corollary of the proof is the following.
Corollary 1 Suppose that
where s ∈ {−1, 1}.
The actual sign s can be determined using the fact that m(t) < 0 (m(t) > 0) for t ∈ (0, t 1 ) (t ∈ (t 1 , t 2 )). Note that (20) provides explicit information on the adjoint p as a function of x * and the switching times.
V. EXAMPLES In this section, we demonstrate our approach for analyzing the ASP using two examples.
Example 1 Consider the case
T and c = (1, 0) T . Let t 0 , t 1 , t 2 denote three consecutive switching points of the function m, with t 0 = 0, and such that m(t) < 0 for t ∈ (0, t 1 ).
To determine the differential equation for m on (0, t 1 ), we calculate
hence ad 2 A C k = −7C k + 2kA + kI and using Proposition 1 yields
In order to analyze m(t) on t ∈ (t 1 , t 2 ), we calculate
and using Proposition 1 yields
Note that (21) and (22) imply that m is the solution of an affine switched system of order 2. Solving (21) and using the fact that m(0) = m(t 1 ) = 0 yields
The fact that m(t) < 0 for t ∈ (0, t 1 ) implies that α 1 > 0.
Solving (22) and using the fact that m(t 1 ) = m(t 2 ) = 0 yields
where h(k) := √ 7 + 4k. The continuity ofṁ(t) at t = t 1 yields
Summarizing, the switching function is
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It is easy to verify that this yieldsṁ(0) =ṁ(t 2 ). Since m(0) = m(t 2 ) = 0, and m is the solution of a secondorder differential equation this implies that
In other words, m(t) is periodic with period t 2 . It follows from (7) that the optimal control u * (t) is also periodic with period t 2 . It is interesting to note that this is true for any value k and not only when k = k * . Consider the interval [0, t 1 ]. Since
the switching points t i are points where either x 1 (t i ) = 0 or p 2 (t i ) = 0. Assume that
The equationsẋ = Ax andṗ = −A T p yield
A calculation shows that the matrix satisfying (8) is
, and Corollary 1 yields p(t 1 ) = s(−x 2 (0), 0) T , with s ∈ {−1, 1}. By symmetry, we can take x 2 (0) > 0 and then the condition m(t) < 0 for t ∈ (0, t 1 ) implies that s = 1. Using homogeneity, we conclude that the initial condition for our periodic trajectory is x(0) = (0, 1)
T and p(t 1 ) = (−1, 0) T . To complete the solution of this example we note that (13) implies that p T (t 1 )Ax(t 1 ) = 0. This yields x 2 (t 1 ) = 0, so (30) yields
The periodicity implies that exp((t 2 − t 1 )B k * )x(t 1 ) = −x 0 . This is a set of two equations in the two unknowns t 2 and k * . Algebraic manipulations yield a single equation in k * , namely,
π .
This can be easily solved numerically, yielding k * ≈ 6.98513. Thus, a necessary and sufficient condition for asymptotic stability is k < k * ≈ 6.98513. Summarizing, the explicit expression for m(t), derived by solving the affine switched system, allowed us to obtain a complete solution for the ASP.
As noted above, the case n = 2 was completely solved in [14] . The next example demonstrates the case n = 3 which is much less thoroughly understood. 
Next, we consider the interval [t 1 , t 2 ]. Computing the matrices ad
Note that (32) and (33) imply that m is the solution of a switched linear system of order 7.
Solving (32), and using the conditions: m(0) = m(t 1 ) = 0 and m(t) = m(t 1 − t), yields
Similarly, solving (33) using the conditions: m(t 1 ) = m(t 2 ) = 0 and m(t) = m(t 1 + t 2 − t) yields that for t ∈ [t 1 , t 2 ]:
where y i (k) := z i (k), and z i (k), i = 1, 2, 3, are the solutions of the polynomial equation
A calculation shows that the matrix satisfying (8) Consider the interval [0, t 1 ]. Thenẋ = Ax andṗ = −A T p yield x 3 (t) = exp(t) − 1 2 exp(3t) (5 exp(t) − 3 + x 1 (0)(exp(t) − 1)) p 1 (t) = 12 exp(t − 3t 1 )(exp(t 1 ) − exp(t)) × ((x 1 (0) + 5) exp(t 1 ) − (3 + x 1 (0)) exp(t)).
Hence, m(t) = k * p(t)bc T x(t) = −144k * exp(−2t − 3t 1 )(exp(t) − 1)
× (exp(t 1 ) − exp(t))((x 1 (0) + 5) exp(t) − 3 − x 1 (0)) × ((x 1 (0) + 5) exp(t 1 ) − (3 + x 1 (0)) exp(t)).
Comparing this with (34) yields α 1 = −576k * exp(−2t 1 )(15 + 8x 1 (0) + x 2 1 (0)), α 2 = 1152k * exp(−5t 1 /2)(x 1 (0) + 4)(3 + 5 exp(t 1 ) + x 1 (0)(exp(t 1 ) + 1)),
Consider now the interval [t 1 , t 2 ]. We know that p(t 2 ) = −p(0) and that x * (t 2 ) = −x(0), so Proposition 1 yields
On the other hand, (35) yields Combining (36) and (37) yields a a set of equations relating β i , t 1 , t 2 , x 1 (0) and k * . It is not clear yet, however, whether these equations can be used to provide a complete solution for the problem (as we obtained in the case n = 2).
VI. CONCLUSIONS
We considered a new approach to the ASP based on a Lie-algebraic analysis of the switching function m(t). This function determines the optimal control in the variational approach used for addressing the ASP. Equivalently, m(t) characterizes the worst-case switching law for the corresponding switched system.
We showed that the finiteness of the Lie algebra spanned by the system's matrices implies that m(t) itself is the solution of another switched linear system of order ≤ n 2 . This explains why the complexity of the ASP increases quite rapidly with n.
We also showed that along the periodic trajectories corresponding to the case k = k * and n = 2 or n = 3, the switching function has a special and symmetric structure (Proposition 3). This makes it possible to obtain a closedform analytic expression for m(t) in these cases. We demonstrated our approach using two examples.
