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Introduction
Consider the n-dimensional projective space PG(n, 2) over the finite field F 2 . That is, PG(n, 2) = F n+1 2 \ {0}. When n is odd, there are two non-equivalent nonsingular quadrics in PG(n, 2), namely elliptic and hyperbolic. For general references, see [9, Ch. 5] and [10, Ch. 22] . Both quadrics define a symplectic polarity (null polarity) in PG(n, 2) [9, Thoerem 5.28 ].
Let n ≥ 5 be an odd number. Let Q be a non-singular quadric in PG(n, 2). Define the graph Γ Q = (V Q , E Q ) as follows. The vertex set V Q is the set of points of PG(n, 2) not in Q. Two vertices x and y are adjacent in Γ Q if and only if the line xy joining them is an external line of Q. Γ Q is the complement of a subgraph of the symplectic graph Sp(n + 1, 2), which is the graph of the perpendicular relation induced by a non-degenerate symplectic form of F In [8, 7, 11] , Γ Q is denoted by N ǫ n+1 , where ǫ is + (plus) if Q is hyperbolic, and − (minus) if Q is elliptic.
A strongly regular graph with parameters (v, k, λ, µ) is a graph with v vertices such that each vertex lies on exactly k edges; any two adjacent vertices have exactly λ neighbours in common; and any two non-adjacent vertices have exactly µ neighbours in common. The adjacency matrix of a strongly regular graph has exactly three eigenvalues. One is k with multiplicity 1, and the remaining two are usually denoted by r and s, r > s with multiplicities f and g respectively. For general references, see [4, Ch.9] and [5, Ch.2] . It is well-known that Γ Q defined above is a strongly regular graph. Table 1 shows the parameters of Γ Q for the different quadrics in PG(n, 2) (see [7] ).
(2 n+1 − 4) Table 1 . Parameters of Γ Q Godsil and McKay (1982) introduced a method to generate graphs with the same adjacency spectrum [6] i.e. the adjacency matrices of the graphs have equal multisets of eigenvalues. The method is described as follows. Let Γ be a graph. Let S be a subset of the vertex set such that the subgraph of Γ with vertex set S is regular. Suppose any vertex outside S has 0, |S| or 1 2 |S| neighbours in S. Consider the graph Γ ′ obtained by switching Γ as follows: for any vertex x of Γ outside S, if x has 1 2 |S| neighbours in S, then delete those 1 2 |S| edges and join x to the other 1 2 |S| vertices. We call S a Godsil and McKay switching set of Γ. By Godsil and McKay [6] , Γ ′ has the same adjacency spectrum as Γ. In the case where Γ is a strongly regular graph, Γ ′ has the same adjacency spectrum as Γ and thus is also a strongly regular graph with the same parameters (see [4] ). Recently, there has been interest in constructing new strongly regular graphs from known ones using the method of Godsil-McKay described above, see for example [1] and [3] .
In this article, we apply the method of Godsil-McKay to Γ Q as described above. The paper is organized as follows: After a brief description of our terminology in Section 2, we give two constructions of Godsil-McKay switching sets for Γ Q in Section 3. In Sections 4 and 5, we study the binary code spanned by the rows of the adjacency matrix Γ Q and that of its switched graphs. In Section 6, we give a number of switched graphs found and find the parameters of the codes of the switched graphs.
Terminology and notation
For any m = 0, 1, 2, · · · , n−1, a subspace of dimension m, or m-space, of PG(n, 2) is a set of points all of whose representing vectors form, together with the zero, a subspace of dimension m+1 of F . The number of points of an m-space in PG(n, 2) is 2 m+1 − 1 [9, Theorem 3.1].
A quadric Q n in PG(n, 2) is the set of points [X 0 , X 1 , · · · , X n ] satisfying a non-zero homogeneous equation of degree two, i.e. n i≤j,i,j=0 a ij X i X j = 0 for some a ij ∈ F q , not all zero. If the equation can be reduced to fewer than n + 1 variables by a change of basis, Q n is called singular. Otherwise, it is non-singular.
Depending on the parity of n, there is one or there are two quadrics under the action of the automorphism group of PG(n, 2). For n odd, there are two distinct non-singular quadrics, respectively the elliptic quadric with canonical equation f (X 0 , X 1 )+X 2 X 3 +· · ·+X n−1 X n = 0 where f is an irreducible binary quadratic form, and the hyperbolic quadric with canonical equation X 0 X 1 +X 2 X 3 +· · ·+X n−1 X n = 0. For n even, there is the parabolic quadric with canonical equation X 2 0 + X 1 X 2 + · · · + X n−1 X n = 0. For a parabolic quadric Q n , there is an unique point in PG(n, 2) \ Q n , called the nucleus of Q n , such that all line through the nucleus is tangent to Q n (see [10, page10] ). Table 2 shows the number of points of different non-singular quadrics.
quadric Q n Elliptic Hyperbolic Parabolic number of points 2 n − 2 Table 2 . Number of points in non-singular quadrics A singular quadric in PG(n, 2) is either an m-space, m < n, or a cone Π n−t−1 Q t which is the set of points on the lines joining an (n − t − 1)-space Π n−t−1 to a nonsingular quadric Q t in a t-space Π t with Π n−t−1 ∩ Π t = ∅. The number of points of such a cone is (2.1)
A polarity ρ of PG(n, 2) is an order-two bijection on its subspaces that reverses containment. That is, for an m-space Π m and m
In particular, a polarity interchanges m-spaces and (n − 1 − m)-spaces. For a general reference on polarities, see [9, Section 2.1].
The (binary linear) code C(Γ) of a graph Γ = (V, E) is the subspace in the vector space F |V | 2 generated by the rows of the adjacency matrix of Γ modulo 2. The length n of C(Γ) is |V |, and the dimension k of C(Γ) is the dimension of C(Γ) as a subspace in F |V | 2 . For any vector w = (w x ) x∈V ∈ F |V | 2 , the weight wt(w) of w is wt(w) = |{x ∈ V |w x = 0}|.
The minimum weight d of a code is the minimum of the weight of its non-zero codewords. A binary linear code of length n, dimension k and minimum weight d will be referred to as an [n, k, d] 2 . For any subset U ⊂ V , the characteristic vector of U, denoted by v U , is the vector (w x ) x∈V where w x = 1 if x ∈ U, and w x = 0 if x / ∈ U. For a general reference on codes, see [2] .
For the graph
is a codeword of C(Γ Q ) if and only if it is the characteristic vector of (PG(n, 2) \ Q) \ Σ for some (n − 1)-space Σ in PG(n, 2). The weight distribution of C(Γ Q ) is shown in Tables 3 and 4 (see for example [7] ). weight 0 2 n−1 In this section, we will prove Theorems 3.A and 3.B, which give constructions of Godsil-McKay switching sets of the graph Γ Q defined in Section 1 for quadrics Q in PG(n, 2).
Theorems 3.A and 3.B are as follows.
Theorem 3.A. Let Q be a non-singular quadric in PG(n, 2) where n ≥ 5 is odd. Let t be an integer such that 0 < t ≤ n−3 2
, α be a t-space in Q, and Π be a (t + 1)-space meeting Q in exactly α. Let Γ Q be as defined in Section 1. Then (3.1)
is a Godsil-McKay switching set of Γ Q of size 2 t+1 . Let Γ Q,t be the graph obtained by Godsil-McKay switching with switching set S t . Then Γ Q,t is a strongly regular graph with the same parameters as Γ Q (which are listed as in Table 1 ). Furthermore, if ⊥ is the polarity of PG(n, 2) induced by Q, then
is the set of vertices in Γ Q outside S t which have exactly
Theorem 3.B. Let Q be a non-singular quadric in PG(n, 2) where n ≥ 5 is odd. If Q is elliptic, then let t be an integer such that 0 < t ≤ n−3 2
. If Q is hyperbolic, then let t be an integer such that 0 < t ≤ n−5 2
. In PG(n, 2) where n ≥ 5 is odd, let Q be a non-singular quadric. Let α be a t-space in Q. Let Π, Π ′ be distinct (t + 1)-spaces meeting Q in exactly α such that the space spanned by Π and Π ′ meet Q in exactly α. Let Γ Q be as defined in Section 1. Then
is a Godsil-McKay switching set of Γ Q . Let Γ Q,t,t be the graph obtained by GodsilMcKay switching with switching set S t,t . Then Γ Q,t,t is a strongly regular graph with the same parameters as Γ Q (these are listed as in Table 1 ). Furthermore, if ⊥ is the polarity of PG(n, 2) induced by Q, then
is the set of vertices in Γ Q outside S t,t which have exactly | S t,t | neighbours in S t,t , where △ is the symmetric difference.
Remark. In both Theorems 3.A and 3.B, t ≤ . This is a necessary and sufficient condition for the existence of α, Π and Π ′ by [10, Theorem 22.8.3] .
Remark. In Theorem 3.B, by the dimension theorem for subspaces, the space Π, Π ′ spanned by Π and Π ′ is an (t + 2)-subspace. By [9, Theorem 3.1], there are exactly three planes through α in Π, Π ′ . Let Π ′′ be the plane through α other than Π and Throughout this article, we will work under the assumptions of Theorems 3.A or 3.B. In particular, the symbols n,Q, ⊥, t, α, Π, Π ′ , Γ Q , Γ Q,t , Γ Q,t,t , S t , S t,t , T t and T t,t are preserved as defined in Theorems 3.A or 3.B.
We first check the size of switching sets described in Theorems 3.A and 3.B.
Lemma 3.1. The size |S t | of S t and the size |S t,t | of S t,t are respectively 2 t+1 and 2 t+2 .
Proof. Since Π is a (t + 1)-space and α is a t-space,
We now determine the structure of the subgraphs of Γ Q with vertex sets S t and S t,t respectively. Proof. Since α is one dimension less than that of Π, a line in Π either lies in α or is tangent to α, and thus to Q. In other words, no two vertices are joined in Γ Q .
Lemma 3.3. The subgraph of Γ Q with vertex set S t,t is a regular subgraph of degree 2 t+1 .
Proof. Let x be a point in S t,t . Without loss of generality, assume x ∈ Π. We count the number of neighbours of x. By the same argument used in Lemma 3.2, x is not adjacent to any vertex in Π \ α.
Since the span of Π and Π ′ meets Q in exactly α by assumption, any line through x and a point in Π ′ \ α is an external line of Q. In other words, the vertex is adjacent to any vertex in Π ′ \ α. Since the size of Π ′ \ α is 2 t+1 , the result follows.
Proof. By Lemma 3.2, the subgraph of Γ Q with vertex set S t is null. By Lemma 3.1, |S t | = 2 t+1 . Let x be a point in (PG(n, 2) \ Q) \ S t . It suffices to show that either any line joining x and a point of S t meets Q, or there are exactly 2 t or 2 t+1 points y in S t such that the line xy is an external line to Q. Since any line in PG(n, 2) has exactly three points, any line through two external points of Q is either a tangent or an external line. Thus, it also suffices to show that either any line joining x and a point of S t is an external line, or there are exactly 2 t+1 , 2 t points y in S t such that the line xy is tangent to Q.
Suppose the line xy joining x and a point y of S t is tangent to Q. Since every line has only three points, the unique point z on xy other than x and y is a point of Q. Let Σ be the (t + 1)-space spanned by z and α. Then Σ meets Q in the t-space α and at least one point not in α, namely z. By [10, Theorem 22.8.3], Σ either lies in Q or meets Q in exactly two t-spaces.
If Σ lies in Q, then every line through x and a point of S t is a tangent to Q, and we are done.
If Σ meets Q in exactly two t-spaces, say α and α ′ , then α and α ′ meet in a (t − 1)-space. Then a line xy ′ through x and a point y ′ of S t is tangent to Q if and only if y ′ is in S t ∩ x, α ′ . Since
has (2 t+1 − 1) − (2 t − 1) = 2 t points, the result follows.
We need to make use of a property of ⊥ to prove the following two lemmas. Recall from [10, Lemma 22.3.3] that, for any point y ∈ Q, y ⊥ comprises the points on the tangents to Q at y and the lines in Q through y; for any point y / ∈ Q, y ⊥ consists of the points on the tangents to Q through y.
Lemma 3.5. The following inclusions hold:
Proof. To determine T t , we prepare a lemma about polarities in PG(n, 2). Lemma 3.6. Let ρ be a polarity of PG(n, 2). Let Σ be an (m + 1)-space of PG(n, 2) where 0 ≤ m < n − 1. Let x be a point in PG(n, 2). Then exactly one of the following cases occurs.
(
Proof. By [9, Theorem 3.1], there are exactly
Thus, the number of points in
, which is the number of points in PG(n, 2). Now, the result follows. (1) x is in Π ⊥ ; any line joining x and a point in S t is not an external line of Q. (2) x is in π ⊥ \ Π ⊥ for exactly one t-space π = α in Π; the line xy through x and a point y ∈ S t is an external line of Q if and only if y / ∈ π. Furthermore, there are 2 t such points y.
any line through a point of S t and x is an external line of Q.
Proof. By [9, Theorem 3.1], there are exactly N = 2 t+2 − 1 t-spaces in Π. Let π 0 , π 1 , · · · , π N −1 be the t-spaces contained in Π. Without loss of generality, assume π 0 = α.
Let x be a point not in Q. By Lemma 3.6, x is either in Π ⊥ or in π
(1) Suppose x ∈ Π ⊥ . Then x ∈ y ⊥ for all y ∈ Π. Thus the line through x and a point y ∈ Π \ Q is a tangent to Q. In order words, no point y in Π \ Q = Π \ α = S t satisfies the condition that the line xy is an external line of Q.
⊥ for exactly one i = 0. By a similar argument, it follows that no point y in π i \ Q = π i \ α satisfies the condition that the line xy is an external line of Q. Suppose there exists z ∈ S t \ π i such that the line through xz is not an external line of Q. Since every line contains exactly three points, that line is tangent to Q and thus x is in z ⊥ . Then
This gives a contradiction, and thus the line through x and a point y ∈ S t is an external line of Q if and only if y / ∈ π i . Since α ∩ π i is a (t − 1)-space, there are exactly
points y in S t such that the line xy is an external line of Q.
Suppose there exists y ∈ S t such that the line xy is not an external line of Q. Then that line is a tangent to Q and thus
This gives a contradiction and the result follows.
We are ready to give a proof of Theorem 3.A.
Proof of Theorem 3.A. By Lemma 3.4, S t is a Godsil-McKay switching set for Γ Q .
By Godsil and McKay [6] , Γ Q,t has a same adjacency spectrum as Γ Q . Since Γ Q is a strongly regular graph, Γ Q,t is also a strongly regular graph with the same parameters (see the first three paragraphs on [4, Subsection 14.5.1]), where the parameters are listed as in Table 1 on 2. By the definition of T t and Lemma 3.7,
where π runs over all t-space of Π except α. By Lemma 3.6,
With Lemma 3.7, we prove Theorem 3.B.
Proof of Theorem 3.B. By Lemma 3.3, the subgraph of Γ Q with vertex set S t,t is a regular subgraph of degree 2 t+1 . Let x be a point in (PG(n, 2) \ Q) \ S t,t . By Lemma 3.6, one of the following cases occurs.
⊥ \ Π ⊥ for some t-space π = α of Π, and x ∈ Π ′⊥ . (7) x ∈ π ⊥ \ Π ⊥ for some t-space π = α of Π, and x ∈ π ′⊥ \ Π ′⊥ for some t-space π ′ = α of Π ′ . Note that case (3) never occurs. Indeed, since α is a subset of Π, we have
Similarly, case (6) [6] , Γ Q,t,t has a same adjacency spectrum as Γ Q . By [4] , Γ Q,t,t is also a strongly regular graph with the same parameters, where the parameters are listed as in Table 1 .
The vertex x is adjacent to none or all vertices in S t,t , if and only if case (1) or (5) holds, if and only if x ∈ α ⊥ \ (Π ⊥ △Π ′⊥ ). The result for T t,t now follows.
Some codewords of the switched graphs
We shall use the same notation n, Q, ⊥, t, α, Π, Π ′ , Γ Q , Γ Q,t , Γ Q,t,t , S t , S t,t , T t , T t,t , as described in Theorems 3.A or 3.B. Recall from Section 2 that C(Γ Q,t ) and C(Γ Q,t,t ) are respectively the code of C(Γ Q,t ) and C(Γ Q,t,t ). In this section, we aim to prove v St , v Tt ∈ C(Γ Q,t ) and v St,t , v Tt,t ∈ C(Γ Q,t,t ). Since we will need frequently the number of external lines of a non-singular quadric through a point, we give these numbers in the following lemma for ease of reference. − 1 points (see Table 1 In the following lemma, whenever we use the signs ± or ∓, the upper sign is always taken when Q is elliptic, and lower sign is always taken when Q is hyperbolic.
Lemma 4.2.
There is an external line l of Q such that l and α ⊥ are disjoint.
Proof. Let x be a non-quadric point not in α ⊥ . Let Σ be the (n − t)-space spanned by {x, α ⊥ }. If there is an external line of Q through x but not in Σ, then such a line will be disjoint from α ⊥ and we are done. We first consider the case for t = 1. By Lemma 3.6, x ∈ π ⊥ for a unique 1-space π of Π. Since x is not in α ⊥ , we have π = α and so π ∩ α is a point of Q. By Theorem external lines in Σ through x. Since this number is less than the number of external lines in PG(n, 2) through x found in Lemma 4.1, there is an external line of Q through x but not in Σ, as desired. We now consider the case for t > 2. By [9, Theorem 3.1], through x, there are 2 n−t − 1 lines in the (n − t)-space Σ. Since this number is less than the number of external lines through x found in Lemma 4.1, there is an external line of Q through x but not in Σ, as desired.
Lemma 4.3. The vector v
St is in C(Γ Q,t ). The vector v St,t is in C(Γ Q,t,t ).
Proof. Let l = {x 1 , x 2 , x 3 } be an external line of Q such that l and α ⊥ are disjoint. This exists by Lemma 4.2.
For each i = 1, 2, 3, let r i ,ṙ i andr i respectively be the row of the adjacency matrices of Γ Q , Γ Q,t , Γ Q,t,t corresponding to x i . Then r i is the characteristic vector of (PG(n, 2) \ Q) \ x ⊥ i . By Lemma 3.6, PG(n, 2) \ Q is the disjoint union of l ⊥ \ Q,
. Since l is disjoint from α ⊥ , we have l ⊂ T t and l ⊂ T t,t . By the definitions of Γ Q,t and Γ Q,t,t , for each i = 1, 2, 3, we have The purpose and proof of following lemma are similar to those of Lemma 4.2, and we apply this lemma to prove v Tt ∈ C(Γ Q,t ) and v Tt,t ∈ C(Γ Q,t,t ). 
external lines of Q in α ⊥ through x, where the upper signs of ± and ∓ are taken if Q is elliptic and the lower sign if Q is hyperbolic. Since the number in (4.6) is less than the number of external lines through x found in Lemma 4.1, there is an external line of Q through x but not in α ⊥ , as desired. We now consider the case for t > 1. By [9, Theorem 3.1], through x, there are only 2 n−1−t − 1 lines of the (n−1−t)-space α ⊥ . Since this number is less than the number of external lines through x found in Lemma 4.1, there is an external line of Q through x but not in α ⊥ , as desired.
Lemma 4.5. The vector v Tt is in C(Γ Q,t ). The vector v Tt,t is in C(Γ Q,t,t ).
Proof. Let x 1 ∈ S t . Note that x 1 ∈ α ⊥ . Take an external line l = {x 1 , x 2 , x 3 } of Q through x such that l is tangent to α ⊥ at x 1 . It exists by Lemma 4.4. For each i = 1, 2, 3, let r i ,ṙ i andr i respectively be the row of the adjacency matrices of Γ Q , Γ Q,t , Γ Q,t,t corresponding to x i . By the same argument used in the proof of Lemma 4.3, we have (4.7) r 1 + r 2 + r 3 = 0.
Because of x 1 ∈ S t ⊂ S t,t , by the definitions of Γ Q,t and Γ Q,t,t , we have
Since x 2 , x 3 are not in α ⊥ , they are in T t and T t,t by (3.2) and (3.4). So, for i = 2, 3, we have By (4.7), (4.8) and (4.10),ṙ 1 +ṙ 2 +ṙ 3 = v Tt and so v Tt is a codeword of C(Γ Q,t ). Similarly, v Tt,t is a codeword of C(Γ Q,t,t ) becauser 1 +r 2 +r 3 = v Tt,t by (4.7), (4.9) and (4.11).
5. The minimum word of C(Γ Q,t ) and C(Γ Q,t,t )
In this section, we use the same notation n, Q, ⊥, t, α, Π, Π ′ , Γ Q , Γ Q,t , Γ Q,t,t , S t , S t,t , T t and T t,t as in Section 4, except requiring n ≥ 7. Let
In this section, we aim to prove the minimum word of C t and C t,t are respectively v St and v St,t . This will give the minimum word of C(Γ Q,t ) and C(Γ Q,t,t ) once we prove that C t = C(Γ Q,t ) and C t,t = C(Γ Q,t,t ) in the next section.
Proof. From Table 3 , if Q is elliptic, the weight wt(w) of w satisfies wt(w) ≥ 2 n−1 . By Lemma 3.1, wt(v St ) = 2 t+1 and wt(v St,t ) = 2 t+2 . So,
Since we have assumed n ≥ 7 in this section and we have t ≤ n−3 2 under the assumption in Theorems 3.A and 3.B, it is straightforward to verify that wt(w + v St ) > 2 t+1 and wt(w + v St,t ) > 2 t+2 . From Table 4 , if Q is hyperbolic, then wt(w) ≥ 2 n−1 − 2 n−1 2 . Similarly, since n ≥ 7, it is straightforward to verify that wt(w + v St ) > 2 t+1 and wt(w + v St,t ) > 2 t+2 with t in the range stated in Theorems 3.A and 3.B.
For any subset U of points of PG(n, 2), denoted by U the set U \ Q. Recall that whenever we use the signs ± or ∓, the upper sign is always taken when Q is elliptic, and lower sign is always taken when Q is hyperbolic. Proof.
(1) Since α is in Q, by [10, Theorem 22.8.3] , α ⊥ ∩ Q is a cone Π t Q n−2t−2 where Q n−2t−2 is elliptic if Q is elliptic, and is hyperbolic otherwise. By (2.1) and Table 1 , we have
Since α ⊥ is an (n − t − 1)-space, it follows that
(2) Similar to (1), we have
where Q n−2t−4 is hyperbolic if Q is elliptic; Q n−2t−4 is elliptic if Q is hyperbolic. Recall from Lemma 3.5, S t,t ⊂ Π ⊥ △Π ′⊥ . Now using Lemma 3.1, we deduce
(3) By [10, Theorem 22.8.5] , Σ ∩ Q is either (a) Q n−1 or (b) Π 0 Q n−2 where Q n−2 and Q are both elliptic or both hyperbolic. The result follows by (2.1) and Table 1 .
Lemma 5.3. The size of T t and T t,t are respectively |T t | = 2 n − 2 n−t−1 and |T t,t | = 2 n ± 2
. Furthermore, the following holds:
Proof. Using (3.2) and Lemma 5.2(1), we obtain
, we have
So, |T t | > 2 t+1 . Using (3.4) and Lemma 5.2(2), we have
where A = (Π ⊥ △Π ′⊥ ) \ S t,t . Because of t > 0, we have
When Q is elliptic, t ≤ n−3 2 and so
When Q is hyperbolic, t ≤ n−5 2 and so
In both cases, |T t,t | > 2 t+2 . The results of T t △S t and T t,t △S t,t follow because of T t ∩ S t = ∅ and T t,t ∩ S t,t = ∅.
Lemma 5.4. Let R = (PG(n, 2) \ Q) \ Σ for some (n − 1)-space Σ of PG(n, 2). Then the following holds:
2) and (3.4), we have
Recall for any subsets U 1 , U 2 , U 3 of PG(n, 2) \ Q, we have
, and equality holds if and only if U 1 ⊂ U 2 . Further because of S t , S t,t ⊂ α ⊥ by Lemma 3.5 and S t,t ∩ A = ∅, we have , we have
, then by Lemma 5.2(1,3b) and because of t > 0, we have
(ii) If Σ ∩ Q = Π 0 Q n−2 , then by Lemma 5.2(1,2,3b) and because of t > 0, we have
where the last equality holds if and only if t = 1. If Q is elliptic, then because of t ≤ n−3 2
where the equality holds if and only if t = n−3 2
. Because of n ≥ 7, it is impossible to have 1 = t = n−3 2
. Combining (5.5) and (5.6), we have
Combining ( Proof. Let u be a non-zero vector in C t . Then u is one of the following: By Tables 3 and  4 , wt(w) > 2 t+1 , and by Lemma 5.1, wt(w + v St ) > 2 t+1 . Note that for any subsets Proof. It follows using arguments that are similar to those in the proof of Proposition 5.5.
Numbers of switched graphs found
With the notation as given in Section 5 for n, Q, ⊥, t, α, Π, Π ′ , Γ Q , Γ Q,t , Γ Q,t,t , S t , S t,t , T t and T t,t , we assume n ≥ 7. In this section, we will prove C(Γ Q,t ) = C t and C(Γ Q,t,t ) = C t,t as claimed in Section 5, and then count the number of non-isomorphic graphs constructed through Theorems 3.A and 3.B.
Let A, A t , A t,t be the adjacency matrices of Γ Q , Γ Q,t and Γ Q,t,t . Since S t ⊂ S t,t and T t ⊂ T t,t , we may assume that the first |S t | rows and columns of A, A t , A t,t correspond to points of PG(n, 2) \ Q in S t ; the next |S t,t \ S t | rows and columns correspond to those in S t,t \ S t ; the last |T t,t | rows and columns correspond to points in T t,t such that the last |T t | rows and columns correspond to points in T t . By the definition of Γ Q,t , (6.1)
where J t is the |S t |-by-|T t | all-ones matrix. Similarly, by the definition of Γ Q,t,t ,
where J t,t is the |S t,t |-by-|T t,t | all-ones matrix.
This implies Σ \ Q = α ⊥ \ Q. Considering the size of Σ \ Q and α ⊥ \ Q given in Lemma 5.2, we have n = 3 or t = 0, which contradicts the range of n and t stated in Theorem 3.A or Theorem 3.B.
We now prove C(Γ Q,t ) = C t and C(Γ Q,t,t ) = C t,t as announced in Section 5.
Lemma 6.2. C(Γ Q,t ) = C(Γ Q,t ), v St , v Tt and the 2-rank of C(Γ Q,t ) is n + 3.
Proof. By Lemmas 4.3 and 4.5, v St and v Tt are codewords of C(Γ Q,t ). By (6.1), a row of the adjacency matrix of Γ Q,t either is a row of the adjacency matrix of Γ Q or differs from such a row by v St or v Tt . Thus, any row of the adjacency matrix of Γ Q is a codeword of C(Γ Q,t ).
By Lemma 6.1, v Tt / ∈ C(Γ Q ) and by Proposition 5.5, for any w ∈ C(Γ Q ), we have that none of w and w + v Tt is the vector v St . Thus, v St , v Tt and a basis of C(Γ Q ) form a linearly independent set of size 2 + (n + 1) = n + 3.
In (6.1), since the 2-rank of M t is 2, the 2-rank of C(Γ Q ) differs from that of C(Γ Q,t ) by at most 2. Since v St and v Tt and a basis of C(Γ Q ) form a linearly independent set in C(Γ Q,t ) with size two more than the 2-rank of C(Γ Q ), they form a basis of C(Γ Q,t ). Lemma 6.3. C(Γ Q,t,t ) = C(Γ Q,t,t ), v St,t , v Tt,t and the 2-rank of C(Γ Q,t,t ) is n + 3.
Proof. The proof is similar to that of Lemma 6.2.
We now give the parameters of C(Γ Q,t ) and C(Γ Q,t,t ). Recall the upper sign of ∓ is taken when if Q is elliptic, and otherwise if Q is hyperbolic. Proof. Γ Q is distinct from other graphs in the list because it has a 2-rank n + 1 [11, Theorem 5.3] but others do not by Lemmas 6.2 and 6.3. Let Γ, Γ ′ be two graphs listed above other than Γ Q . Let S and S ′ be switching sets of Γ Q such that Γ, Γ ′ are obtained from Γ Q with switching sets respectively S and S ′ . Suppose there is an isomorphism φ between Γ and Γ ′ . Then φ induces a code isomorphism Φ between C(Γ) and C(Γ ′ ). Since Φ maps minimum word(s) of C(Γ) to those of C(Γ ′ ), we have Φ(S) = S ′ by Propositions 5.5 and 5.6. Considering the size of the switching sets given in Lemma 3.1, we may assume without loss of generality that Γ = Γ Q,t+1 and Γ ′ = Γ Q,t,t for some t. By Lemma 3.2, the subgraph of Γ Q , and hence of Γ, with vertex set S = S t+1 is null. But by Lemma 3.3, the subgraph of Γ Q , and hence of Γ ′ , with vertex set S ′ = S t,t is not null. This contradicts Φ(S) = S ′ , and so Γ and Γ ′ are non-isomorphic.
Since we work under the assumption that n ≥ 7 in Sections 5 and 6, Theorem 6.5 is valid under the same assumption. However, it can be checked directly that in case Q is elliptic and n = 5, Γ Q , Γ Q,1 and Γ Q,1,1 are non-isomorphic; in case Q is hyperbolic and n = 5, Γ Q and Γ Q,1 are non-isomorphic. In conclusion, for n ≥ 5, if Q is an elliptic quadric in PG(n, 2), then Theorems 3.A and 3.B give n − 3 non-isomorphic graphs, other than Γ Q , with the same parameters as Γ Q , where the parameters are shown in Table 1 . For n ≥ 5, if Q is a hyperbolic quadric in PG(n, 2), then Theorems 3.A and 3.B give n − 2 non-isomorphic graphs, other than Γ Q , with the same parameters as Γ Q .
