Abstract This paper identifies market incentives and international and domestic policies that could technologically alter energy systems to achieve greenhouse gas stabilization targets while also meeting other societal goals. I consider the conceptual basis and empirical evidence on the effectiveness and efficiency of climate technology policies. The paper reviews the literature on trends and prospects for innovation in climate change mitigation and examines the evidence on induced innovation and the implications for the choice of technology policy. I then consider the impact of technological advances on the environment, the role of direct government support for R&D, and the complementarities between policies internalizing environmental externalities and those aimed at environmental innovations.
I. Introduction
There are (at least) two key market failures that must be addressed in the response to climate change. As is well understood, there is the environmental externality of greenhouse-gas (GHG) emissions, because there is little private incentive to reduce GHGs. The absence of an appropriate price signal has implications for climate technology innovation and adop-tion because, if there is no demand for GHG reductions, then the demand for GHG-reducing technologies will also be too low. In turn, there will be insufficient incentive for companies to invest in mitigation technology research and development (R&D), because there will be little market demand for any innovations that might come of it. Economists most often point to a market-based emissions policy that places a price on GHGs-through either a cap-andtrade system or an emissions tax-as a cost-effective response to this problem.
Second, and the central focus of this paper, there is a well-understood market failure that leads to underinvestment by industry in R&D, especially basic research (Goulder, 2004; Jaffe et al., 2005; Arrow et al., 2009) . Knowledge, just like a stable climate, is a public good; it is well known that individual companies cannot capture the full value of investing in innovation. That value tends to spill over to other technology producers and users, thereby diminishing individual private incentives for R&D; this problem tends to worsen the more basic and long term is the research. Therefore, well-targeted policy that boosts the level of innovation for climate mitigation technology through R&D and other innovation policy mechanisms has the potential to lower the overall cost of attaining long-term climate goals.
Given the scale of energy infrastructure investment expected over the coming decades, the pay-off from clean energy technology innovations could be immense. For instance, the International Energy Agency (IEA) projects that about $22 trillion of investment in energysupply infrastructure will be needed over the 2006-2030 period, or almost $900 billion annually, on average (IEA, 2007b) . Relative to this baseline investment, the Secretariat of the United Nations Framework Convention on Climate Change (UNFCCC) estimates that an additional $200 billion in global investment and financial flows will be required annually by 2030 just to return GHG emissions to current levels (UNFCCC, 2007) .
Plausible developments in energy efficiency, advanced bioenergy, wind and solar, nuclear and low-emitting fossil-fuel technologies could greatly reduce these costs. For example, several studies find that the cumulative costs of achieving a given stabilization target might be reduced by 50 per cent or more with technological advances (see, for example, Manne and Richels, 1992, and Clarke et al., 2006) . These cost reductions, in turn, translate to economic benefits of hundreds of billions to trillions of dollars globally . While one might reasonably argue over detailed modelling assumptions, these and other results demonstrate that technological advance has the potential to significantly decrease the costs of attaining societal goals for climate change mitigation.
Are we spending enough on clean energy technological innovations? Nations currently spend about $1 trillion globally each year on R&D, with more than 95 per cent occurring in the OECD countries, Russia, and China-and 80 per cent in countries represented in the G8 (OECD, 2008; Newell, 2009a) . Although innovation activities are not limited to R&D, R&D remains one of the few well-tracked indicators of innovative activity and is highly correlated with other indicators. Industry is by far the largest player in R&D effort, funding more than 60 per cent and performing almost 70 per cent of R&D globally in 2006 (the most recent year for which complete data are available). Industrial R&D focuses on applied research and especially development, stimulated by market demand for technologically advanced products and processes. Government is the second largest funder of R&D globally, at 30 per cent.
Estimates show that private-sector investments in energy R&D, however, have fallen significantly in real terms since peaking around 1980, in tandem with declines in energy prices and public energy R&D spending (Figure 1 ). Research also suggests that the total level of funding is far lower than what is desirable to confront current energy challenges, and that R&D alone will not solve the problem. In the United States, a strategy summarized by suggests that doubling US federal spending on climate mitigation R&D from 2007 levels to roughly US$8 billion over several years is consistent with reasonable assumptions about expected GHG mitigation costs, the prospects for R&D to lower those costs, and thus the rate of return to such R&D. Similarly, recent IEA (2008) and UNFCCC (2007) assessments suggest at least a doubling of public clean-energy R&D spending among developed nations within the next several decades. This paper examines the most important international and domestic policies that could technologically alter energy systems to achieve GHG stabilization targets while also meeting other societal goals. It considers the conceptual basis and empirical evidence on the effectiveness and efficiency of climate technology policies. The paper reviews the literature on trends and prospects for innovation in climate change mitigation. Section II examines the evidence on induced innovation and the implications for the choice of technology policy. Section III considers the impact of technological advances on the environment. The role of direct government support for R&D is examined in section IV. Section V looks at the complementarities between policies internalizing environmental externalities and those aimed at environmental innovations. Section VI concludes.
II. Induced innovation
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low-GHG technologies absent environmental policies. Thus, much research has focused on how environmental policy affects these incentives for both the creation and adoption of environmental technology. This section reviews the literature linking environmental policy and innovation, particularly with regard to climate change.
The concept of induced innovation recognizes that R&D is a profit-motivated investment activity. Higher relative prices for the fruits of innovation will therefore increase the amount of innovative activity. Since environmental policy implicitly or explicitly makes environmental inputs more expensive, the 'induced innovation' hypothesis suggests an important pathway for the interaction of environmental policy and technology, and for the introduction of impacts on technological change as a criterion for evaluation of different policy instruments.
Innovation generated by policies that establish a GHG emission price is sure to come from a wide array of businesses currently engaged in the development and use of energy producing and consuming technologies, especially in the provision of electricity and transportation services. It will also come from the agro-biotech sector (e.g. biofuels and sequestration), from companies that produce and consume other non-carbon-dioxide (CO 2 ) GHGs (e.g. chemical companies), and from less obvious sectors, such as the information technology industry (e.g. in the context of energy management and conservation).
While the trend in private-sector energy R&D appears to have been largely downward over the last three decades, current private-sector R&D investments relevant to energy technology are extremely difficult to assess, and these estimates provide a poor indication of the overall level of private-sector R&D investment that could and likely will be brought to bear on the climate technology challenge . The innovative capacity of relevant industries is illustrated in Table 1 Newell (2009a) finds that, viewed from the standpoint of historic improvements in the efficiency of energy resource extraction and use, there are grounds for substantial optimism about the innovative potential of energy technology industries.
In the environmental literature, the relationship between innovation and policy has been explored under two broad themes. Early work focused on theoretical models to compare the effects of various environmental policy mechanisms (e.g. uniform standards, emissions taxes, or tradable permits) on environmentally friendly innovation. Many of these papers tend to predict that market-based policies, such as a tax or tradable permit, will induce more environmentally friendly innovation than uniform standards, although recent papers have shown that a precise ranking is theoretically ambiguous and depends on a number of factors (see, for example, Fischer et al., 2003) . Importantly, there is also a distinction between how much innovation a particular policy induces and the overall dynamic efficiency of the policy, which will depend on the marginal benefits of emission reduction.
Empirical studies of the links between environmental policy and innovation were initially limited by a lack of data. Recently, as measures of innovative activity (e.g. patents)
have become more readily available, empirical studies have begun to estimate the effects that energy prices and environmental policies have on environmentally friendly innovation.
(i) Empirical evidence on induced innovation
Economists have investigated this process of induced innovation for many years in the context of a broad set of industries, and more recent evidence supports the inducement mechanism specifically in the context of environmental and energy technology innovation in response to increases in cost of energy and environmental emissions (for surveys, see Jaffe et al., 2003; and Popp et al., 2009) . Henderson and Newell (2009) show that while federal policy can play an important role in shaping initial demand, the best guarantee of accelerated private investment in innovation is the expectation of rapidly growing demand for products based on those new technologies. They point out that rapidly growing demand plays two key roles in stimulating innovation. First and foremost, it signals a plausibly large market-something that greatly accelerates private-sector investment in innovation and the rapid diffusion of new technologies. Second, and perhaps more subtly, growing demand provides an important opportunity for immediate feedback from the market, whereby new product development underpins innovation that is (39) 21,160 4.9 Automobiles and parts (78) 80,284 4.1 Chemicals (91) 22,341 3.1 Construction and materials (23) 2,374 0.9 Electricity (16) 2,918 0.9 Electronic and electrical equipment (102) 35,150 4.5 Forestry and paper (8) 573 0.5 Gas, water, and multi-utilities (7) 738 0.3 General industrials (36) 11,583 2.1 Household goods (24) 5,011 2.3 Industrial engineering (70) 11,737 2.7 Industrial metals (23) 3,201 0.8 Industrial transportation (6) 440 0.3 Mining (3) 604 0.7 Oil and gas producers (18) 6,465 0.3 Oil equipment, services, and distribution (10) 1,748 1.9 Pharmaceuticals and biotechnology (157) 92,881 15.9 Software and computer services (113) 34,359 10.1 Technology hardware and equipment (207) 84,517 8.6
Note: Table includes more directly responsive to real market needs and less likely to fall prey to the isolation of the ivory tower.
Although it is difficult to measure directly the extent to which innovation has been induced, this mechanism has been approximated by economists in a number of relevant studies. For example, patents have been used to approximate innovation for a variety of countries (Lanjouw and Mody, 1996; Popp, 2002) . These studies find that environmentally friendly innovation (measured by the number of relevant patents) increases as the cost of pollution abatement rises.
Patent data reveal that innovation responds rapidly to changing energy prices and government regulation. More than one-half of the full effect of an energy price increase on patenting in the field of alternative energy and energy efficiency technology was experienced after just 5 years in one study (Popp, 2002) . Thus, prices (or other regulations that increase the cost of using fossil fuels) can be expected to stimulate new research quickly. This lag takes into account the quality of knowledge available to an inventor as well as other factors influencing R&D, such as government support for energy research and technologyspecific demand shifters.
Short lag times are also evident in the effect of energy prices and energy efficiency standards on the menu of household consumer goods available for sale. For example, Newell et al. (1999) examined innovation in the energy efficiency of the menu of home appliances available for sale and tracked the changes in response to energy prices between 1958 and 1993. They found that within less than 5 years of regulatory and price changes, significant amounts of innovation were due to changes in energy prices, while changes in energy-efficiency standards limited the availability of low-efficiency models. The study also illustrates the importance of making information available to consumers, in this case in the form of energy-efficiency labelling requirements, which can increase the value of certain product characteristics by making consumers more aware of them. They found that the effect of energy-price increases on model substitution was strongest during the period after product labelling took effect.
Despite the connection of innovation to price signals and regulatory stringency, innovation in a given area does tend to exhibit a gradual decline after some point in its development, such as might be expected owing to diminishing returns (Popp, 2002 (Popp, , 2006b ). On the one hand, the size of the existing knowledge base has a significant positive effect on energy and other patenting. On the other hand, as more and more discoveries are made in a particular area, it eventually tends to become harder to develop a new innovation that improves upon the existing technology. The relative balance between these countervailing forces is technology specific and evolves in a complex manner over time.
(ii) Induced innovation and the choice of policy instrument Recent evidence supports the idea that environmental and energy technology innovation responds to increases in cost of energy and environmental emissions (for surveys, see Jaffe et al., 2003; and Popp et al., 2009) . The economic literature makes clear the advantages of economy-wide, long-term, market-based emissions pricing for climate policy (for overviews see Kopp and Pizer, 2007; Metcalf, 2007; Stavins, 2007) . Establishing a GHG emissions price is important, from a technology perspective, for two closely related reasons. First, the GHG price attaches a financial cost to GHGs and will induce households and firms to buy technologies with lower GHG emissions (a more efficient appliance, for example). The GHG price does not encourage just any technology adoption, but rather specifically guides the adoption of the most cost-effective technologies for reducing emissions by sending a consistent financial signal to households and businesses. Second, the GHG price creates a demand-driven, profit-based incentive for the private sector to invest effort in developing new, lower-cost climate-friendly innovations. Market-demand pull encourages manufacturers to invest in R&D and other innovative efforts to bring new lower-GHG technologies to market, just as they do for other products and processes.
A core question is which policy instruments work best to induce innovation? An unambiguous ranking of policy instruments does not appear to be possible (Fischer et al., 2003) . Rather, the ranking of policy instruments depends on the extent to which they allow innovators to appropriate spillover benefits of new technologies to other firms, the costs of innovation, environmental benefit functions, and the number of firms producing emissions. Policy instruments affect the innovation incentives primarily through three channels: (i) an abatement cost effect, reflecting the extent to which innovation reduces the costs of pollution control; (ii) an imitation effect, which weakens innovation incentives owing to imperfect appropriability; and (iii) an emissions payment effect, which can weaken incentives if innovation reduces firms' payments for residual emissions. The relative strength of these effects will vary across policy instruments and particular applications, with no instrument clearly dominating in all applications. Furthermore, in practice it will be even more difficult to rank competing policy instruments, which are in practice more complex and subject to a variety of additional practical considerations.
There are also important timing questions. When should different instruments be introduced, and in what order? These questions are significant because the optimal stringency of a policy may change as new abatement technologies become available. One theoretical model considered four options: (i) ex post regulation after adoption of new technology; (ii) interim regulation after observing R&D success but before adoption; (iii) ex ante regulation with different tax rates contingent on R&D success; and (iv) ex ante regulation with a single tax rate, whether or not R&D is successful (Requate, 2005) . Of the four scenarios, Requate found that ex ante commitment with different tax rates depending on R&D success dominated other policies.
Some policy instruments may induce innovation which reduces costs of compliance, while others may induce innovation that increases efficiency and overall abatement. The passage of the 1990 Clean Air Act (CAA) and the subsequent sulphur dioxide (SO 2 ) permit trading programme provided an excellent opportunity to study the effects of two contrasting types of regulation, explored most notably by Popp (2003) and Taylor et al. (2003) . Before the 1990 CAA, most new coal-fired electric utilities were required to install flue-gas desulphurization (FGD) units, or 'scrubbers' with a removal efficiency of 90 per cent. Because installation was mandatory, innovation focused on reducing the operating costs of these units. However, because there were no incentives for firms to exceed the 90 per cent limit, innovation had no effect on the removal efficiency of FGD units. The number of patents on pre-combustion techniques for reducing SO 2 emissions was likewise unremarkable during this time period. In contrast, after passage of the CAA-which required greater SO 2 emissions reductions and gave firms flexibility as to how to meet those goals-post-1990 innovations did improve the removal efficiency of scrubbers.
The CAA example also highlights the innovation incentives produced by an expanded market for the abatement product. The permit trading system of the 1990 CAA provided, for the first time, incentives for older plants to install scrubbers. This expanded the market for scrubbers and increased incentives for technological change (Lange and Bellas, 2005) . Indeed, both capital and operating expenses dropped for scrubbers installed after the 1990 CAA took effect.
The flexibility of the CAA is credited for its success in reducing SO 2 levels. Flexible performance standards dictate an acceptable level of environmental performance, but do not dictate how that level need be achieved. In contrast, technology standards (such as mandatory scrubbers) require the use of a specific technology to meet regulatory targets. The experience of seven OECD countries is that more flexible performance standards induce more environmental R&D than technology standards (Lanoie et al., 2007) . In related work, Johnstone and Hascic (2008) show that flexible environmental regulations lead to higherquality innovation-environmental patents tend to have larger family sizes when there is greater freedom to choose different options in order to achieve compliance with environmental regulations. Greater stringency also tends to induce a f irm to perform more environmental R&D (Lanoie et al., 2007) .
III. The impacts of technological change on the environment
The previous section focuses on the relationship between incentives (either market prices or policy) and the direction and level of technological change. This section briefly considers the effect of these new technologies on the environment. A natural starting hypothesis would be that environmental innovations should reduce the costs of pollution control and therefore increase the level of abatement and environmental protection.
There is some evidence to suggest that innovation does, indeed, reduce the cost of pollution control. Carlson et al. (2000) examine changes in the marginal cost of sulphur dioxide removal at power plants, and find that about 20 per cent, or $50, of the change in marginal abatement costs that occurred from 1985 to 1995 can be attributed to technological change. Popp (2003) uses patent data to link innovative activity to lower operating costs of scrubbers for coal-fired electric power plants. A single patent provides a present value of about $6 m in cost savings across the industry. Assuming approximately $1.5 m of R&D spent per patent granted, this yields a return similar to those found in the more general works in the technological change literature. However, these savings account only for the benefits to the power industry of lower environmental regulation compliance costs, as the social benefits of reduced SO 2 emissions are not included in the estimate.
The effects of innovation on energy efficiency are clearer. Pakes et al. (1993) investigate the effects of gasoline prices on the fuel economy of motor vehicles offered for sale. They find that the observed increase in miles per gallon (mpg) from 1977 onwards was largely due to the consequent change in the mix of vehicles on the market. Fewer low-mpg cars and more high-mpg cars were marketed. Subsequently, Berry et al. (1996) found that qualityadjusted costs generally increased over the period 1972-82, coinciding with rising gasoline prices and emission standards.
In energy-intensive industries, implementation of new technology has a cost-savings effect that far outweighs the cost of R&D devoted to the innovation. Patents reducing energy costs have generated $14.5 m dollars in long-run energy savings among a subset of industries (Popp, 2001 ) which spend an average of $2.25 m of R&D per patent. But a study of a wider set of industries suggests that while induced innovation does have an energy-saving effect, it is the smallest of four factors (Sue Wing, 2008) . Likewise in the manufacturing sector, technology adoption explains just a small portion of changes in energy demand during the 1970 s and 1980 s (Linn, 2008) .
IV. The role of government in supporting R&D
The previous sections have focused primarily on the incentives faced and activities conducted by private firms. However, governments also play an important role in energy R&D. IEA member countries, which together account for about 85 per cent of overall global R&D expenditures, spent an estimated $11 billion on publicly funded energy R&D in 2006 (IEA, 2007a)-or about 4 per cent of overall public R&D spending by these countries in the same year. In the United States, about half of government funding is transferred to universities, other non-profit research institutions, and industry, which perform the associated R&D within a system of contracts, grants, and other arrangements. Government funding tends to focus more on basic and applied research.
In addition to creating new knowledge upon which further technological development can draw, university-based R&D supports the production of young researchers. Most of these researchers eventually move into the private sector-thus they represent an important link within the overall innovation system. Ensuring a stream of scientists, engineers, and other research professionals trained in areas relevant to clean-energy technologies can increase the necessary innovative effort and moderate its cost. The capacity of a country's workforce to absorb and apply new know-how and technology is also essential for development, and it is one of the main impediments to more rapid technology transfer to developing countries (World Bank, 2008) .
By supporting researchers and graduate students, public funding for research affects an economy's capacity to generate and assimilate scientific advances, technology innovations, and productivity improvements. This linkage has made research funding a priority among many who are concerned about the long-term competitiveness of national economies and has led to increased support for expanded R&D spending generally, including in the United States and the European Union. At an international level, programmes that facilitate the international exchange of graduate students, post-docs, and more senior scholars in areas relevant to climate-mitigation research may help to expand human-capital-related spillovers.
Government investment plays another important role: it can help to compensate for underinvestment by private firms. Unlike firms, the government is in position to consider social returns when making investment decisions. In addition, government R&D tends to have different objectives from private R&D. Government support of basic R&D is particularly important, as long-term payoffs, greater uncertainty, and the lack of a finished product at the end all make it difficult for private firms to appropriate the returns of basic R&D. Thus, the nature of government R&D is important. For example, Popp (2002) finds that government energy R&D served as a substitute for private energy R&D during the 1970 s, but as a complement to private energy R&D afterwards. One explanation given for the change in impact is the changing nature of energy R&D. During the 1970 s, much government R&D funding went to applied projects, such as the effort to produce synfuels. During the 1980 s and thereafter, government energy R&D shifted towards a focus on more basic applications.
Whether government R&D is always socially productive is less clear, although it should not be expected that all research will generate useful results. Cohen and Noll (1991) docu-mented the waste associated with the breeder reactor and synthetic fuel programmes in the 1970 s, but in the same volume Pegram (1991) concluded that the photovoltaics research programme undertaken in the same time frame had significant benefits. More recently, the US National Research Council (NRC) attempted a fairly comprehensive overview of energy efficiency and fossil energy research at US Department of Energy (DOE) over the last two decades (NRC, 2001) . Using both estimates of overall return and case studies, they concluded, as one might expect, that there were only a handful of programmes that proved highly valuable. Their estimates of returns suggest, however, that the benefits of these successes justified the overall portfolio investment.
In addition to correcting for underinvestment by private firms, many government R&D projects aim to improve commercialization of new technologies (referred to as 'transfer' from basic to applied research). Such projects typically combine basic and applied research and are often done through government/industry partnerships (National Science Board, 2006) . For example, the United States passed several policies in the 1980 s specifically designed to improve transfer from the more basic research done at government and university laboratories to the applied research done by industry to create marketable products. As such, this technology transfer can be seen as a step between the processes of invention and innovation. The 1980 s policies have resulted in greater innovation, as measured by patents (Jaffe and Lerner, 2001) . A study by Popp (2006b) further suggests that government R&D has an effect. His examination of citations made to patents in 11 energy technology categories (such as wind and solar energy) reveals that energy patents spawned by government R&D are cited more frequently than other energy patents. This is consistent with the notion that these patents are more basic. More importantly, after passage of the technology transfer acts in the early 1980 s, the children of these patents (that is, privately held patents that cite government patents) are the most frequently cited patents, suggesting that transferring research results from the government to private industry produces valuable research results.
Beyond traditional research contracts and grants, prizes for climate-change-related innovation have received attention more recently. The idea is to offer financial or other rewards for achieving specific innovation objectives that have been specified in advance (Newell and Wilson, 2005; Kalil, 2006; NRC, 2007; Brunt et al., 2008) . Prizes of this type can help focus research efforts on clearly defined objectives, instill a sense of urgency and competition, and engage a broad set of innovators .
International technology-oriented agreements also have the potential to play an important role in the architecture of an international climate change policy (Newell, 2009b; de Coninck et al., 2008; Justus and Philibert, 2005) . The range of opportunities for improving and expanding international climate technology development and transfer also extends well beyond the usual boundaries of environmental decision-makers to the broader context of international agreements and institutions for energy, trade, development, and intellectual property (Newell, 2009b) . Specific activities under such agreements could include knowledge sharing and coordination, joint R&D, technology transfer, and/or technology deployment mandates or incentives. Many of these activities could lower the costs of mitigation technologies, resulting in the greater likelihood that countries could implement significant GHG reductions. For example, Justus and Philibert highlight a number of case studies in which collaboration helped advance technology innovation and reduce costs through collaboration. The tension between collaboration and competition is often evident in such efforts, however, as it is with private research consortia.
V. Complementarities between environmental and technology policies
Environmental and technology policies work best in tandem. While R&D policy can help facilitate the creation of new environmentally friendly technologies, it provides little incentive to adopt these technologies. For example, a study by Fischer (2008) shows that government support for emissions control R&D is only effective if there is at least moderate environmental policy in place to encourage adoption of the resulting technologies. Bosetti et al. (2009) similarly show that R&D alone is insufficient to stabilize CO 2 levels without an accompanying carbon tax. Popp (2006a) considers the long-run welfare gains from both an optimally designed carbon tax (one equating the marginal benefits of carbon reductions with the marginal costs of such reductions) and optimally designed R&D subsidies. He finds that combining both policies yields the largest welfare gain. However, the policies do not contribute equally. A policy using only the carbon tax achieves 95 per cent of the welfare gains of the combined policy, while a policy using only the optimal R&D subsidy attains just 11 per cent of the welfare gains of the combined policy in his model. Similarly, Parry et al. (2003) find that the efficiency gains from correcting the R&D market failure appear to be smaller than those from correcting the CO 2 emissions externality.
The above studies focus on the aggregate level, and assume that technologies, once created, are optimally deployed. Fischer and Newell (2008) study a broader set of policies, including technology adoption policies. They evaluate the relative performance of policies according to incentives provided for emissions reduction and economic efficiency, and they also assess how the nature of technological progress (i.e. learning versus R&D) and the degree of knowledge spillovers, affects the desirability of different policies. Although the relative cost of individual policies in achieving emissions reductions depends on parameter values and the emissions target, in a numerical application to the US electricity sector, they find the ranking in terms of cost-effectiveness is roughly as follows: (i) emissions price, (ii) emissions performance standard, (ii) fossil power tax, (iv) renewables share requirement, (v) renewables subsidy, and (vi) R&D subsidy. Nonetheless, an optimal portfolio of policiesincluding emissions pricing to correct the environmental externality, deployment incentives to internalize learning spillovers, and R&D to address R&D spillovers-in principle can achieve emission reductions at significantly lower cost than any single policy.
In a similar exercise, Gerlagh and van der Zwaan (2006) find an emissions performance standard to be the most cost-effective policy for achieving various carbon stabilization goals. They note that, like a carbon tax, the emissions performance standard directly addresses the environmental externality. In addition, because performance standards implicitly subsidize output like a renewable subsidy, the emissions performance standard can stimulate innovation in a sector with high spillovers. In comparing the results of these two papers, Gerlagh and van der Zwaan note that the ordering of policies therefore depends on the assumed returns to scale of renewable energy technologies. Fischer and Newell assume a greater degree of decreasing returns, owing to the scarcity of appropriate sites for new renewable sources. Thus, an important question raised by Gerlagh and van der Zwaan is whether cost reductions through innovation will be sufficient to overcome eventual decreasing returns to scale for renewable energy.
An additional problem resulting from the long time frame of environmental concerns such as climate change is uncertainty over future policies. For market-based GHG emissions policy to provide an effective inducement to innovation, it is critical that the policy be credible to the private sector over the long term (Helm et al., 2003) . Given the sometimes substantial time lags between initial discovery and profitable market penetration, companies must be confident there will, indeed, be sufficient demand once their innovations reach the market. Such long-term issues arise often when studying problems such as climate change, and they raise the question of whether additional policy measures are needed that (i) enable the government to establish strong expectations of future prices, or (ii) perform the initial research necessary to get ground-breaking technologies close to market, thus lowering the cost of future environmental policy. A related concern that has been raised is the credibility of governments to use the promise of high future emissions prices to boost current innovation, since such high prices may no longer be needed once the resulting cost reductions arrive (Kennedy and Laplante, 1999; Montgomery and Smith, 2007) .
To address these concerns, points out that it would therefore be critical for policy-makers to put in place GHG emissions pricing policies whose stringency is spelled out for many decades in advance, and that provide stable financial incentives across a wide array of technological solutions. One option for providing such credibility is an economywide cap-and-trade system or carbon tax, with no expiration date, increasingly stringent targets specified through several decades, and an architecture with sufficient flexibility to adjust over time. Under a cap-and-trade system, allowance prices and corresponding financial incentives for technology could also be stabilized through flexibility over time (i.e. through emissions banking and borrowing) and through provisions for price floors and price ceilings on emissions allowances (Murray et al., 2009; Newell et al., 2005) .
General purpose technologies (GPTs) may also magnify the interaction between the two market failures. GPTs are technologies that find use in many distinct application sectors within the economy, such as the electric motor, the steam engine, the internal combustion engine, semiconductors, and the Internet (Bresnahan and Trajtenberg, 1995) . The development of such technologies increases the returns to R&D designed to incorporate them into the different applications sectors; development of such applications in turn increases the return to improving the GPT. Because of these dynamic feedback effects, GPTs may be an important factor in economic growth (Helpman, 1998) . The dynamic feedback between a GPT and its applications sectors also creates an important example of 'path dependence'. These phenomena can be critical to understanding the existing technological system, forecasting how that system might evolve, and predicting the potential effect of some policy or event. With respect to the environment, whether the GPTs that drive a particular era are pollution-intensive or pollution-reducing may have profound implications for the long-term environmental prognosis. If GPTs are pollution-intensive, for example, it would tend to raise the cost of attaining a clean environment and lower the extent of environmental protection, other things equal.
VI. Conclusions
Technological change plays an important role in climate change policy. While new technologies can make cleaner production and more efficient resource use possible, markets are unlikely to provide proper incentives for the development of no-or low-carbon technologies, absent public policy. As in other areas of technological change, knowledge spillovers lead to underinvestment in R&D by private firms. However, even if all knowledge market failures were addressed, firms would still underinvest in environmental R&D, as most of the benefits to providing a cleaner environment are external to the firm. By addressing the externality problem, environmental policy increases incentives for environmental R&D. Economic theory and empirical analysis therefore clearly suggest a combination of both emissions policy and innovation policy is required to provide an efficient response to the climate problem, which involves both environmental externalities as well as technology spillovers.
Broad GHG pricing has two benefits from a technology perspective. First, attaching a financial cost to GHGs would induce households and firms to buy technologies with lower GHG emissions. An economy-wide GHG price would likely encourage the adoption of the most cost-effective technologies for reducing emissions by sending a consistent financial signal to households and businesses across the economy. Second, credible GHG pricing would create a demand-driven, profit-based incentive for the private sector to invest effort in developing new, lower-cost climate-friendly innovations (for surveys see Jaffe et al., 2003, and Popp et al., 2009) . In particular, flexible environmental policy instruments that provide rewards for continual environmental improvement and cost reduction, rather than specifying particular behaviour or locking in particular technologies, unsurprisingly have better dynamic efficiency.
As with environmental innovation, studies on the diffusion of environmental technologies also find that environmental regulation or technology deployment incentives are necessary for diffusion to occur. One notable difference is between environmental technologies (e.g. pollution control) and energy-efficiency technologies. Without environmental regulation, there is little private benefit to pollution control. Thus, as expected, regulation is necessary for diffusion to occur. On the other hand, individual consumers or firms can benefit from choosing energy-efficient technologies, as adopters benefit from lower energy bills. However, research on the adoption of energy-efficiency technologies suggests that decision-making by both firms and consumers is subject to potential market and behavioural failures (Gillingham et al., 2009) .
More broadly, recent work by a number of innovation economists (Henderson and Newell, 2009) suggests that an effective innovation system has three key elements: (i) accelerating demand for new technology; (ii) institutions that support abundant generation and dissemination of fundamental scientific and technical knowledge; and (iii) a vibrant, competitive private sector. The histories in that volume also highlight the role that public policy has played in building and/or sustaining all three elements. First, public policy has often stimulated demand, particularly in the early stages of a technology's evolution. Second, publicly funded basic research has had a dramatic effect when it is structured in a way that it is 'creative', 'linked', and when it trains the scientific and technical workforce that ultimately populates the private sector. Third, a mix of public policies-including procurement, antitrust, and intellectual property protection-played an important role in several industries by encouraging extensive competition and entry by new founded firms.
In recent years, researchers have also begun to investigate the role of international technology diffusion for environmental technologies. International diffusion is particularly important for problems such as climate change, as carbon emissions are growing faster in developing nations than in the developed world. Recent research suggests that these developing countries can take advantage of clean technologies developed in high-income countries, but that both environmental and trade policies will affect the pace and quality of international technology diffusion. The range of opportunities for improving and expanding international climate technology development and transfer could include a broad array of international agreements and institutions for energy, trade, development, and intellectual property. Specific activities under such agreements could include knowledge sharing and coordination, joint R&D, technology transfer, financing mechanisms, liberalization of trade in environmental technologies, and treatment of intellectual property.
A well-targeted set of climate policies, including those targeted directly at science and innovation, could help lower the overall costs of mitigation. It is important to stress, however, that poorly designed technology policy could raise rather than lower the societal costs of climate mitigation. To avoid this, policy could create substantial incentives in the form of a market-based price on GHG emissions, and directed government technology support could emphasize areas least likely to be undertaken by the private sector. This would tend to emphasize strategic basic research that advances science in areas critical to climate mitigation. In addition to generating new knowledge and useful tools, such funding also serves the critical function of training the next generation of scientists and engineers for future work in the private sector, at universities, and in other research institutions.
Effective and efficient climate technology policy would tend to complement rather than substitute for emissions pricing. On the research side, R&D without market demand for the results is like pushing on a rope, and would ultimately have little impact. On the deployment side, technology-specific mandates and subsidies tend to generate emissions reductions in a relatively inefficient manner relative to an emissions price, and under an economy-wide capand-trade system would not actually generate any additional reductions. The scale of the climate technology problem and other energy challenges tends to point to a solution that would maximize the impact of the scarce resources available for addressing these and other critical societal goals.
