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Abstract
In this thesis, we investigate a model for quantum gravity on finite noncommutative
spaces using the topological recursion method originated from random matrix theory.
More precisely, we consider a particular type of finite noncommutative geometries, in the
sense of Connes, called spectral triples of type (1, 0) , introduced by Barrett. A random
spectral triple of type (1, 0) has a fixed fermion space, and the moduli space of its Dirac
operator D = {H, ·} , H ∈ HN , encoding all the possible geometries over the fermion
space, is the space of Hermitian matrices HN . A distribution of the form e−S(D)dD is
considered over the moduli space of Dirac operators. We specify the form of the action
functional S(D) such that the topological recursion for a repulsive particles system,
introduced by Borot, Eynard and Orantin, holds for the large N topological expansion
of the n-point correlators Wn(x1, · · · , xn) of our model. In addition, we get the large
N topological expansion of the free energy F = logZN and the n-point correlators of
the model in terms of the enumerative combinatorics of the stuffed maps, introduced by
Borot, whose elementary 2-cells may have the topology of a disk or of a cylinder. One
can compute all the stable coefficients W gn(x1, · · · , xn) , 2g − 2 + n > 0 , n ≥ 1 , g ≥ 0
of the large N topological expansion of the n-point correlators Wn(x1, · · · , xn) of the
model using the topological recursion formula, provided the leading order terms W 01 (x)
and W 02 (x1, x2) are known. We show that, for our model, the leading order term W
0
1 (x)
satisfies a quadratic algebraic equation y2 +Q(x) y − P (x) = 0 . The spectral curve Σ of
the model is a genus zero complex algebraic curve, given by the pre-mentioned quadratic
equation. We find explicit linear (resp. quadratic) expressions for the coefficients of
the polynomial Q(x) (resp. P (x)) in terms of the moments of the jump discontinuity
of W 01 (x) . We plane to investigate the spectral curve (Σ, ω
0
1, ω
0
2) of the model in more
detail.
Keywords: Topological Recursion, Noncommutative Geometry, Spectral Triple,
Random Matrix Models, Schwinger-Dyson Equations, Repulsive Particles Systems, Maps,
Spectral Curve
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Chapter 1
Introduction
In this thesis, we try to establish a link between two hitherto unrelated fields. In fact,
we show that methods of newly established topological recursion in random matrix the-
ory, enumerative combinatorics and integrable systems are quite powerful and suitable to
rigorously analyze random matrix models suggested by noncommutative geometry. More
precisely, we consider a particular type of finite noncommutative geometries, called spec-
tral triples of type (1, 0) , introduced by Barrett in [2]. A random spectral triple of type
(1, 0) has a fixed fermion space and varying Dirac operator D = {H, ·} , H ∈ HN in the
space of Hermitian matrices HN . We investigate the random spectral triple of type (1, 0),
with a distribution of the form e−S(D)dD over the moduli space of Dirac operators, using
the topological recursion for a repulsive particles system, introduced by Borot, Eynard
and Orantin in [7].
In the following, we shall briefly sketch some of the mathematical ideas behind this
thesis. We start with noncommutative geometry. One of the main ideas of noncom-
mutative geomnetry, in the sense of Connes [14], is to encode/define a noncommutative
space in terms of noncommutative algebras. In fact, by the celebrated Gelfand-Naimark
theorem, one knows that the category of locally compact Hausdorff spaces is the dual
of the category of commutative C*-algebras. Motivated by this result, one can consider
noncommutative C*-algebras, and, more generally, noncommutative algebras of various
1
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sorts, as representing noncommutative topological spaces. In this setting, noncommuta-
tive matrix algebras and their finite direct sums are regarded as finite noncommutative
sets. In this context, terms like noncommutative space and quantum space are used
almost interchangeably.
The question of finding the analogue of Riemannian manifolds in noncommutative
geometry was effectively addressed by Connes in [13]. Ideas of spectral geometry, index
theory of Dirac operators and K-homology played an important role here. It was found
out that the metric information of a Riemannian spin manifold can be captured through
the Dirac operator of the spin manifold, its spectrum, and its interaction with the alge-
bra of smooth functions on the manifold through their actions on the Hilbert space of
L2-spinors. Once understood in this way, this data could then be formulated in algebraic
and functional analytic terms which is quite suitable to extend to noncommutative set-
ting. The resulting notion of spectral triple (A,H, D) is a backbone of noncommutative
geometry, specially for its metric aspects (see [15], [11], [16] and [28]).
Motivated by the above ideas of finite noncommutative space and Riemannian metric
encoded in a Dirac type operator, it is natural to consider models of (Euclidean) quantum
gravity over a finite noncommutative space. If we understand quantization of gravity as a
path integral over the space of metrics, we can consider a model where one integrates over
the space of all possible Dirac operators D over a fixed background finite noncommutative
space (A,H, γ, J), called a fermion space.
The classical techniques of random matrix theory are not powerful enough for inves-
tigation of the random matrix models suggested by quantum gravity on finite noncom-
mutative spaces (see [2] and [3]). In fact, the anaylysis of the models in [3] is solely based
on computer simulation and Monte Carlo Markov chains method. It is the purpose of
this thesis to show that the more recent variant of the topological recursion, developed
in [7], is, indeed, powerful enough to analyze different versions of these matrix models in
a mathematically rigorous way.
The roots of the topological recursion can be traced back to at least three sources.
3In [38], Tutte found a tower of recursive equations satisfied by the generating functions
which enumerate the planar maps with one boundary, i.e. disks. In 2004, Mirzakhani
found a recursion formula for the Weil-Petersson volumes of the moduli spaces of genus
g hyperbolic surfaces with n labelled geodesic boundary components [31]. Also, in [18],
Eynard found a similar recursion structure in the large N expansions of the correlators
of the 1-Hermitian matrix models.
Based on the above-mentioned works, Eynard and Orantin, in [19] and [21], formu-
lated the topological recursion structure axiomatically in terms of the geometric structure
on a Riemann surface. The initial data for the topological recursion consists of a Riemann
surface Σ, a meromorphic 1-form ω01 on Σ, and a meromorphic symmetric bidifferential
ω02 on Σ
2 . The data of (Σ, ω01, ω
0
2) is called the spectral curve of the model. Using the
topological recursion formula, one gets, recursively, a sequence of meromorphic differ-
entials ωgn , 2g − 2 + n > 0 , of degree n on Σn , n ≥ 1 , g ≥ 0 , from the initial data of
(Σ, ω01, ω
0
2) . The recursion index is essentially the Euler characteristic of n-punctured
surfaces of genus g , hence the name topological recursion.
A repulsive particles system is a system of particles λi , i = 1, · · · , N, with general
2-point interaction R(λi, λj) (in addition to the Vandermonde determinant term) moving
in R under a confining external potential V . The model is represented by a measure d$
on RN of the following form
d$ =
∏
1≤i<j≤N
|λj − λi|β
∏
1≤i,j≤N
R(λi, λj)
1/2
N∏
i=1
(
e−NV(λi) dλi
)
.
The n-point correlators Wn(x1, · · · , xn) of a repulsive particles system satisfy a tower of
equations, called the Schwinger-Dyson equations for the model. The topological recursion
formula for a repulsive particles system is derived by a delicate analysis of the Schwinger-
Dyson equations [7]. One can compute all the stable coefficients W gn(x1, · · · , xn) ,
2g − 2 + n > 0 , n ≥ 1 , g ≥ 0 , of the large N topological expansion of the n-point cor-
relators Wn(x1, · · · , xn) , using the topological recursion formula, provided the leading
order terms W 01 (x) and W
0
2 (x1, x2) are known.
Chapter 2
Classical 1-Hermitian Matrix
Models
In this chapter, we briefly review some basic aspects of the classical setup in 1-Hermitian
matrix models. Denote by HN the space of N ×N Hermitian matrices. Consider a
measure dρ˜N(H) of the form
dρ˜N(H) = e
−NTr(V(H)) dH (2.0.1)
on HN , where V(x) is a polynomial in x, and
dH =
N∏
i=1
dHii
∏
1≤i<j≤N
d(Re(Hij)) d(Im(Hij)) (2.0.2)
is the Lebesgue measure on HN .
We recall the Weyl integration formula for the case of Hermitian matrices in the
following (see [1], sec. 4.1, for a comprehensive version of the Weyl integration formula
and its proof): Let RN↑ be the subset of RN given by
RN↑ = {(λ1, · · · , λN) ∈ RN | λ1 < · · · < λN} . (2.0.3)
Denote by H0N the subset of HN which consists of the Hermitian matrices H ∈ HN
whose eigenvalues are all distinct from each other. The complement HN\H0N of H0N has
4
5measure zero with respect to the Lebesgue measure dH on HN . Consider the following
diffeomorphism
Ξ : RN↑ ×
(
UN/(U1)
N
)→ H0N (2.0.4)
given by Ξ(λ, u˜) = uΛu−1, where u˜ denotes the image of the unitary matrix u ∈ UN
in the quotient space UN/(U1)
N , and Λ denotes the diagonal matrix whose diagonal
entries are given by λ = (λ1, · · · , λN). Let g be the Riemannian metric induced on UN
from the positive-definite inner product 〈A,B〉 = Tr(AB∗) on the ambient vector space
MN(C). The metric g induces a UN -left-invariant metric g˜ on UN/(U1)N . Denote by Ω˜
the Riemannian volume form1 corresponding to the metric g˜.
Let ψ : HN → R be a smooth invariant function under the action of the unitary group
UN on HN by conjugation, i.e. ψ(uHu−1) = ψ(H) for u ∈ UN and H ∈ HN .The pullback
of the differential form ψ(H) dH under Ξ is given by
Ξ∗(ψ(H) dH) = cN∆(λ)2 ψ(Λ)
(
N∏
i=1
dλi
)
∧ Ω˜ , (2.0.5)
where cN = 2
N−N2
2 , and
∆(λ) =
∏
1≤i<j≤N
|λj − λi| (2.0.6)
denotes the Vandermonde determinant. Thus, we get the following form of the Weyl
integration formula∫
HN
ψ(H) dH = cN
Vol(UN)
N ! (2pi)N
∫
RN
∆(λ)2 ψ˜(λ) dλ , (2.0.7)
where ψ˜(λ) := ψ(Λ) and dλ =
∏
i dλi. In (2.0.7), the volume Vol(UN) of the unitary
group UN is with respect to the Riemannian volume form corresponding to the induced
metric g .
1In any oriented local coordinates (xi) on a Riemannian manifold (M, g), the Riemannian volume
form ωg has the local expression
ωg =
√
det(gij) dx
1 ∧ · · · ∧ dxn ,
where gij denotes the matrix representation of g in local coordinate (x
i) .
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Since Tr(uHu−1) = Tr(H), the function ψ(H) = exp{−NTr(V(H))} is invariant un-
der the action of the unitary group UN on HN by conjugation. Therefore, by the Weyl
integration formula, the measure dρ˜N(H) induces a measure dρN(λ) of the following form
on the space RN of eigenvalues of Hermitian matrices:
dρN(λ1, · · · , λN) =
∏
1≤i<j≤N
|λj − λi|2
N∏
i=1
(
e−NV(λi) dλi
)
. (2.0.8)
2.1 Convergent Matrix Integrals
The matrix integral corresponding to a potential V(x) ∈ R[x] is referred to as a convergent
matrix integral, if the partition function ZN of the model defined by
ZN =
∫
RN
dρN(λ1, · · · , λN) (2.1.1)
is a finite real number. So, in this case, we get a probability measure
PN =
1
ZN
dρN (2.1.2)
on RN .
One can consider the eigenvalues of the matrix ensemble corresponding to (2.0.1) as
an N -point process in R, i.e. a random positive integer-valued measure µˆN =
∑N
i=1 δλi ,
with joint probability distribution PN .
2 The random probability measure
µN =
1
N
N∑
i=1
δλi (2.1.3)
is called the empirical spectral distribution (empirical measure) of the matrix ensemble.
It can be shown that if the potential V satisfy certain conditions, then, as N →∞, the
empirical measure µN converges almost surely for the weak topology to a probability
measure µVeq called the equilibrium measure corresponding to the potential V (see [1],
Theorem 2.6.1 and Corollary 2.6.3).
2The Dirac measure at λ ∈ R is denoted by δλ .
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The disconnected correlators, defined as the moments of the unnormalized empirical
measure µˆN , are given by
EPN
[
k∏
j=1
µˆN [fj]
]
, (2.1.4)
where fj are smooth test functions, and EPN [·] denotes the expectation with respect to
the probability measure PN . We are, in particular, interested in the case where fj’s are
polynomials, or of the form
fj(s) =
1
xj − s , xj ∈ C\R , (2.1.5)
in which case
µˆN
[
1
xj − s
]
=
∫
R
dµˆN(s)
xj − s =
N∑
i=1
1
xj − λi = Tr
(
(xj1N −H)−1
)
(2.1.6)
is the Stieltjes transform of µˆN .
3
Definition 2.1.1. Let X1, · · · , Xk be random variables that admit joint moments of any
order. Their joint cumulant κ(X1, · · · , Xk) is defined by
κ(X1, · · · , Xk) = ∂α1 · · · ∂αk
(
logE
[
e
∑k
j=1 αjXj
])∣∣∣∣∣
αj=0
. (2.1.7)
It can be shown [29] that the joint cumulants and the joint moments of a set of
random variables can be expressed in terms of each other. That is, we have
κ(X1, · · · , Xk) =
∑
pi
(−1)`(pi)−1(`(pi)− 1)!
`(pi)∏
j=1
E
∏
i∈pij
Xi
 (2.1.8)
and
E
[
k∏
j=1
Xj
]
=
∑
pi
`(pi)∏
j=1
κ
(
{Xi}i∈pij
)
, (2.1.9)
where the sum runs over set partitions pi = pi1 unionsq pi2 unionsq · · · unionsq pi` of {1, · · · , k}. To get (2.1.8),
one can use the Taylor expansion
log(1 + x) =
∞∑
n=1
(−1)n−1 x
n
n
, (2.1.10)
3The matrix (x1N −H)−1 , x ∈ C\Spec(H) is called the resolvent of H.
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and find the coefficient of α1α2 · · ·αk in the corresponding expansion.
The connected correlators are defined as the joint cumulants of random variables
Xj = µˆN [fj], i.e. as
κ (µˆN [f1], · · · , µˆN [fk]) , (2.1.11)
where the test functions fj’s are chosen in the same way as in the case of disconnected
correlators.
For a convergent matrix integral, the investigation of the asymptotic expansion of
the partition function and the correlators as N →∞ is an important topic in Random
Matrix Theory. But it is beyond the scope of this thesis.
2.2 Formal Matrix Integrals
The other class of matrix integrals, which is mainly of interest in this thesis, is referred
to as the class of formal matrix integrals. According to [20], most of physicists’ works in
the so-called “random matrix approach to 2D-quantum-gravity” are in the context of the
formal matrix integrals, and, indeed, they are correct and rigorous only in this context.
For a formal 1-Hermitian matrix integral, the potential V in (2.0.1) is of the form
V(x) = 1
t
(
x2
2
−
d∑
l=3
tl
xl
l
)
, (2.2.1)
where {tl}dl=3 are formal parameters.4 We denote the sequence of formal parameters
(t3, · · · , td) by t.
To motivate the precise definition of the partition function and the correlators in
the case of a formal 1-Hermitian matrix integral, we consider the following heuristic
argument: By abuse of notation, let the partition function ZN be given by
ZN =
∫
HN
exp
(
−N
t
(
Tr(H2)
2
−
d∑
l=3
tl
Tr(H l)
l
))
dH . (2.2.2)
4In some literature, the formal parameters {tl}dl=3 are referred to as the coupling constants. Also,
some authors replace the parameter t with ~ .
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We isolate the quadratic part of V(H), and write (2.2.2) in the following form
ZN =
∫
HN
ψ(H)dρ˜0N(H) , (2.2.3)
where
ψ(H) = exp
(
N
t
d∑
l=3
tl
Tr(H l)
l
)
, (2.2.4)
and
dρ˜0N(H) = exp
(
−N Tr(H
2)
2t
)
dH (2.2.5)
denotes the Gaussian measure on HN . To compute (2.2.3), we consider the Taylor expan-
sion of ψ(H) for small t, and then, interchange the integration with infinite-summation
to get an infinite sum of monomial moments of the Gaussian measure dρ˜0N(H).
Let
dρ0N(H) =
1
ρ˜0N [1]
exp
(
−N Tr(H
2)
2t
)
dH (2.2.6)
be the normalized Gaussian measure with total mass one, where
ρ˜0N [1] =
[
2N
(
pit
N
)N2]1/2
. (2.2.7)
Given a ring R and a sequence of variables x = (x1, · · · , xk), the ring of polynomials and
the ring of formal power series in variables x with coefficients in R is denoted by R[x]
and R[[x]], respectively.
Let p = (p3, · · · , pd) be a sequence of variables. Let ψ(p) be the exponential gener-
ating series given by
ψ(p) = exp
(
N
t
d∑
l=3
tl pl
)
∈ C[p][[t]] . (2.2.8)
Given a Hermitian matrix H ∈ HN , we specialize the variables pl to
pl[H] =
Tr(H l)
l
, l = 3, · · · , d , (2.2.9)
i.e.
ψ (p[H]) = exp
(
N
t
d∑
l=3
tl
Tr(H l)
l
)
. (2.2.10)
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For the formal 1-Hermitian matrix integral with potential (2.2.1), the partition function
ZN and the free energy F are defined in the following way
ZN = ρ
0
N [ψ (p[H])] ∈ C[[t]] , (2.2.11)
F = logZN ∈ C[[t]] . (2.2.12)
The disconnected correlators Tˆl1,··· ,lk corresponding to the polynomial test functions
fj(s) = s
lj are defined as
Tˆl1,··· ,lk =
1
ZN
ρ0N
[
ψ (p[H])
k∏
j=1
Tr(H lj)
]
∈ C[[t]] . (2.2.13)
Similarly, the disconnected correlators Wˆk(x1, · · · , xk) , k ≥ 1 corresponding to the test
functions fj(s) = 1/(xj − s) , xj ∈ C\R , are defined by
Wˆ1(x) =
1
ZN
ρ0N
[
ψ (p[H]) Tr
(
(x1N −H)−1
)]
=
t
x
+
∞∑
l=1
1
xl+1
Tˆl ∈ C[[x−1]][[t]] (2.2.14)
and
Wˆk(x1, · · · , xk) = 1
ZN
ρ0N
[
ψ (p[H])
k∏
j=1
Tr
(
(xj1N −H)−1
)]
=
∞∑
l1,··· ,lk=0
1
x1l1+1 · · ·xklk+1 Tˆl1,··· ,lk ∈ C[[(x
−1
j )j]][[t]] , k ≥ 2 , (2.2.15)
where Tˆl1,··· ,lk are given by (2.2.13).
Considering the relation between the joint cumulants and the joint moments, men-
tioned in (2.1.8), for k ≥ 2, the corresponding connected correlators are given by
Tl1,··· ,lk =
∑
pi
(−1)`(pi)−1(`(pi)− 1)!
`(pi)∏
j=1
Tˆ(li)i∈pij
(2.2.16)
and
Wk(x1, · · · , xk) =
∑
pi
(−1)`(pi)−1(`(pi)− 1)!
`(pi)∏
j=1
Wˆ|pij |
(
(xi)i∈pij
)
, (2.2.17)
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where the sum runs over set partitions pi = pi1 unionsq pi2 unionsq · · · unionsq pi` of {1, · · · , k}. Note that,
in the case of 1-point correlators, we have Tl = Tˆl and
W1(x) = Wˆ1(x).
The partition function and the correlators of a formal 1-Hermitian matrix model
are closely related to the problem of counting maps in enumerative combinatorics. An
embedding G˜ : G → S of a graph G in an orientable topological surface S is called a ribbon
graph, if all the connected components of S\G˜, called the faces of G˜, are homeomorphic
to disks, where we use the same notation G˜ for the embedding and the “fattened” image
of G under the embedding.
Figure 2.1: A 4-gon and its dual fat 4-valent flower
The maps and the ribbon graphs are dual to each other in the sense that one can get
a map M from a ribbon graph G˜, and vice versa, by the following procedure. Consider
a ribbon graph G˜. A k-valent vertex of G˜ with k half-edges adjacent to it, is referred
to as a fat k-valent flower. The dual of a fat k-valent flower in G˜ is a k-gon5. We glue
the polygons, which are dual to the fat flowers in G˜, along their sides following the same
orientation-preserving gluing pattern for the half-edges of the fat flowers in G˜. We get
a 2-dimensional CW complex, referred to as a map M, such that there is the following
one-to-one correspondence between M and G˜:
5A k-gon is a 2-dimensional simplicial complex consisting of one 2-simplex, k 1-simplices and k 0-
simplices. The 1-simplices creating the boundary of a k-gon are called the sides of the k-gon. The
sides of a k-gon are dual to the half-edges of the dual fat k-valent flower. Considering the terminology
introduced in [6], a k-gon can be referred to as an elementary 2-cell with topology of a disc and perimeter
k.
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• vertices of M↔ faces of G˜
• edges of M↔ edges of G˜
• faces of M↔ vertices of G˜ .
The cornerstone for the relation between the formal matrix integrals and the maps
is the Wick’s Theorem in the case of Hermitian-matrix Gaussian integrals (See [20],
Sec. 2.2). In the landmark article [10], Brezin, Itzykson, Parisi and Zuber show that the
partition function ZN can be interpreted as an infinite sum over weighted (not necessarily
connected, abbreviated as n.n.c.) closed (i.e. compact, without boundary) maps.
The partition function ZN , given by (2.2.11), is an infinite sum of the Gaussian
integrals of the following form
ρ0N
[
m∏
i=1
1
ni!
(
(
N
t
) tli
Tr(H li)
li
)ni ]
. (2.2.18)
To compute (2.2.18) using Wick’s Theorem, we represent each term of the form
τli = tli(
N
t
)
Tr(H li)
li
(2.2.19)
by an li-gon. Consider a pairing
6 σ on the set of sides of the li-gons corresponding to the
terms τli , i = 1, · · · ,m. Let M be the map which one gets by gluing the li-gons along
their sides according to the pairing σ in an orientation-preserving way. It can be shown
that each vertex, edge and face ofM contributes a weight N , t/N and N/t , respectively.
Note that the exponent of N , in the total contribution corresponding to M, is equal
to the Euler characteristic χ(M) of M as a 2-dimensional CW complex, i.e.
χ(M) = |V (M)| − |E (M)|+ |F (M)| , (2.2.20)
where |V (M)|, |E (M)| and |F (M)| denote the cardinality of the set of vertices, edges
and faces of M, respectively. This fact about the exponent of N was first noticed by
Nobel laureate Gerard ’t Hooft in [36].
We assign a Boltzmann weight to the simplices in a map M in the following way:
6A pairing on a set S with 2k , k ∈ N elements is a partition of S into k disjoint two-element subsets
(pairs).
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• a Boltzmann weight t per vertex v ∈ V (M)
• a Boltzmann weight tli per unmarked li-gon in F (M) .
The total Boltzmann weight ofM, denoted by weight(M), is equal to the product of all
Boltzmann weights assigned to the simplices inM times a symmetry factor |Aut(M)|−1,
where Aut(M) denotes the automorphism group ofM (see [32] for the precise definition
of the automorphisms of a map).
Combining the above information together, we find that the contribution of the iso-
morphism class [M] of the map M to (2.2.18) is given by(
N
t
)χ(M)
weight(M) . (2.2.21)
Let G∅ be the set of isomorphism classes of the Boltzmann-weighted n.n.c. closed maps.
We have the following expansion [10] for the partition function ZN :
ZN =
∑
[M]∈G∅
(
N
t
)χ(M)
weight(M) . (2.2.22)
To get the generating function which counts the connected closed maps, one should
consider the free energy F = logZN . Recall that the Euler characteristic of a connected
closed orientable surface Σ of genus g is given by
χ(Σ) = 2− 2g . (2.2.23)
Denote byMg∅ the set of isomorphism classes of the Boltzmann-weighted connected closed
maps of genus g. Consider the following generating function
F g =
∑
[M]∈Mg∅
weight(M) ∈ C[[t]] . (2.2.24)
Considering (2.2.22), it can be shown [10] that the free energy F has the following
topological expansion:
F =
∑
g≥0
(
N
t
)2−2g
F g . (2.2.25)
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The topological expansion (2.2.25) of the free energy F is an identity in C[[t]], i.e. for
a given monomial in the formal variables t, only finitely many g’s contribute to the sum.
One should not misinterpret (2.2.25) as the asymptotic expansion of F as N →∞.
The correlators, defined in equations (2.2.13)-(2.2.17), can be interpreted as generat-
ing functions which count the maps with non-empty boundary. Consider the disconnected
correlator Tˆl1,··· ,lk given by (2.2.13). We rewrite Tˆl1,··· ,lk in the following form:
Tˆl1,··· ,lk =
(
N
t
)−k
1
ZN
ρ0N
[
ψ (p[H])
(
N
t
)k k∏
j=1
Tr(H lj)
]
. (2.2.26)
The expression
ρ0N
[
ψ (p[H])
(
N
t
)k k∏
j=1
Tr(H lj)
]
(2.2.27)
is an infinite sum of the Gaussian integrals of the following form
ρ0N
[(
m∏
i=1
1
ni!
(
(
N
t
) tli
Tr(H li)
li
)ni)((N
t
)k k∏
j=1
Tr(H lj)
)]
. (2.2.28)
To compute (2.2.28) using Wick’s Theorem, we follow the same procedure as what
we did for computing (2.2.18). But, we need to consider the following modifications:
Since the extra term (
N
t
)k k∏
j=1
Tr(H lj) (2.2.29)
does not have a symmetry factor of 1/k! and 1/(l1 · · · lk), we should represent each of
the terms Tr(H lj) , j = 1, · · · , k, by a marked lj-gon with a chosen marked side (such a
polygon is referred to as a marked rooted polygon). Also, the Boltzmann weight of the
marked rooted faces should be equal to one.
Let Ĝl1,··· ,lk be the set of isomorphism classes of the Boltzmann-weighted n.n.c. closed
maps M with k marked rooted faces of perimeters (l1, · · · , lk). Let Gl1,··· ,lk be the set
of isomorphism classes of the Boltzmann-weighted n.n.c. closed mapsM with k marked
rooted faces of perimeters (l1, · · · , lk) such that each of the connected components ofM
has at least one marked rooted face. Note that Gl1,··· ,lk ( Ĝl1,··· ,lk . We have the following
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expansion
ρ0N
[
ψ (p[H])
(
N
t
)k k∏
j=1
Tr(H lj)
]
=
∑
[M]∈Ĝl1,··· ,lk
(
N
t
)χ(M)
weight(M) . (2.2.30)
Considering (2.2.22), after dividing (2.2.30) by ZN , all the connected components of
the maps [M] ∈ Ĝl1,··· ,lk which do not have any marked rooted face are killed. Therefore,
we get the following expansion for the diconnected correlator Tˆl1,··· ,lk :
Tˆl1,··· ,lk =
∑
[M]∈Gl1,··· ,lk
(
N
t
)χ(M)−k
weight(M) . (2.2.31)
Let pi = pi1 unionsq pi2 unionsq · · · unionsq pi` be a partition of {1, · · · , k}. It induces a partition, denoted
by the same notation pi, of the set of the marked rooted lj-gons corresponding to the
terms Tr(H lj) , j = 1, · · · , k. Let Gpil1,··· ,lk ⊂ Gl1,··· ,lk be the set of isomorphism classes of
maps [M] ∈ Gl1,··· ,lk such that the distribution of the k marked rooted faces among the
connected components of M is according to the partition pi. We can rewrite (2.2.31) in
the following form
Tˆl1,··· ,lk =
∑
pi
∑
[M]∈Gpil1,··· ,lk
(
N
t
)χ(M)−k
weight(M) . (2.2.32)
For each map M such that [M] ∈ Gpil1,··· ,lk , one has the following decomposition
M =
`(pi)⊔
n=1
Mn , (2.2.33)
where Mn denotes the n-th connected component of M. Note that Mn is a connected
closed map with marked rooted faces corresponding to the terms Tr(H li) , i ∈ pin. Recall
the behavior of the Euler characteristic under disjoint union, i.e, we have
χ (X unionsq Y ) = χ (X) + χ (Y ) (2.2.34)
for any two finite CW complexes X and Y .
For a mapM such that [M] ∈ Gpil1,··· ,lk , we can rewrite the exponent of N/t in (2.2.32)
in the following way:
χ(M)− k = χ
`(pi)⊔
n=1
Mn
− k = `(pi)∑
n=1
(χ(Mn)− |{i ∈ pin}|)
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=
`(pi)∑
n=1
χ
(
M˜n
)
, (2.2.35)
where M˜n denotes the connected map with non-empty boundary which one gets by
deleting the marked rooted faces corresponding to Tr(H li) , i ∈ pin from M. Thus, we
get
Tˆl1,··· ,lk =
∑
pi
∑
[M]∈Gpil1,··· ,lk
`(pi)∏
n=1
(
N
t
)χ(M˜n)
weight(M˜n) . (2.2.36)
Let Mgl1,··· ,lk be the set of isomorphism classes of the Boltzmann-weighted connected
closed mapsM of genus g with k marked rooted faces of perimeters li , i = 1, · · · , k . Let
M˜ be the map with non-empty boundary which one gets by deleting the marked rooted
faces from a map M where [M] ∈Mgl1,··· ,lk . Recall that the Euler characteristic of the
map M˜ is given by
χ(M˜) = 2− 2g − k . (2.2.37)
Considering (2.2.36) and (2.1.9), we get the following topological expansion for the con-
nected correlator Tl1,··· ,lk :
Tl1,··· ,lk =
∑
g≥0
(
N
t
)2−2g−k
T gl1,··· ,lk , (2.2.38)
where
T gl1,··· ,lk =
∑
[M]∈Mgl1,··· ,lk
weight(M) ∈ C[[t]] . (2.2.39)
Similarly, we have the following topological expansion for the connected correlator
Wk(x1, · · · , xk):
Wk(x1, · · · , xk) =
∑
g≥0
(
N
t
)2−2g−k
W gk (x1, · · · , xk) , (2.2.40)
where
W gk (x1, · · · , xk) =δk,1δg,0
t
x1
+
∑
l1,··· ,lk≥1
(
k∏
j=1
x
−(lj+1)
j
)
T gl1,··· ,lk ∈ C[[(x−1j )j]][[t]] . (2.2.41)
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Similar to the topological expansion for the free energy F , the expansion (2.2.38)
(resp. (2.2.40)) is an identity in C[[t]] (resp. C[[(x−1j )j]][[t]]). One should not misinterpret
(2.2.38) and (2.2.40) as the asymptotic expansion of the connected correlators as N →∞.
Chapter 3
Topological Recursion
3.1 Multi-trace Matrix Models and Stuffed Maps
A generalization of the classical formal 1-Hermitian matrix model to the multi-trace case
is introduced in [6]. The idea behind the definition of the multi-trace formal 1-Hermitian
matrix integrals is to consider a generalization of the generating function ψ(p), given by
(2.2.8), in the classical case.
Let t = (thl1,··· ,ln)li,n,h , li ≥ 1, n ≥ 1, h ≥ 0, be a finite sequence of formal parameters
satisfying
thl1,··· ,ln = t
h
σ(l1),··· ,σ(ln) , (3.1.1)
for any permutation σ ∈ Sn. For each h and n, let T hn (p) be the polynomial in variables
p = (pl)l given by
T hn (p) =
∑
l1,··· ,ln≥1
thl1,··· ,ln
n∏
i=1
pli . (3.1.2)
Let ψ(p) be the exponential generating series given by
ψ(p) = exp
∑
n≥1
h≥0
(N/t)2−2h−n
n!
T hn (p)
 ∈ C[p][[t]] . (3.1.3)
Given a Hermitian matrix H ∈ HN , we specialize the variables (pl)l to
pl[H] =
Tr(H l)
l
. (3.1.4)
18
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The partition function, the free energy and the correlators, in the case of multi-trace
formal 1-Hermitian matrix models, are defined by (2.2.11)-(2.2.17), where ψ(p[H]) is
given by
ψ(p[H]) = exp
∑
n≥1
h≥0
(N/t)2−2h−n
n!
T hn (p[H])
 . (3.1.5)
The multi-trace formal 1-Hermitian matrix integrals are closely related to the com-
binatorics of stuffed maps [6], i.e. a generalization of the classical notion of maps. (See
Section 2.2 for a quick review of the classical counterparts.)
Recall hat a map is a 2-dimensional CW complex which one gets by gluing polygons
along their sides in an orientation-preserving way. The building blocks of stuffed maps,
called elementary 2-cells, are defined in the following way: An elementary 2-cell of topol-
ogy (h, n) and perimeters (l1, · · · , ln) is an oriented connected topological surface C of
genus h such that the boundary ∂C of C has n connected components, and consists of
the 1-skeleton of li-gons i = 1, · · · , n. In particular, a k-gon is an elementary 2-cell of
topology (0, 1) and perimeter k.
Figure 3.1: An elementary 2-cell of topology (h, n) = (3, 2) and perimeters (l1, l2) = (5, 6)
For each elementary 2-cell C of topology (h, n) and perimeters (l1, · · · , ln), we denote
by Cc the corresponding closed surface which one gets by attaching an li-gon to C along
the i-th connected component of ∂C of perimeter li , i = 1, · · · , n. We color Cc in the
following way: the interior of C is colored white, and the attached polygons are colored
black.
The orientation of an elementary 2-cell C induces an orientation on its boundary ∂C.
One gets a stuffed map by gluing elementary 2-cells along the sides of their boundary
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such that the gluing map reverses the orientation.
Similar to the classical case, the cornerstone for the relation between the multi-trace
formal 1-Hermitian matrix integrals and the stuffed maps is the Wick’s Theorem. Using
Wick’s Theorem, one can write the free energy F of a multi-trace formal 1-Hermitian
matrix model as a summation over the isomorphism classes of Boltzmann-weighted con-
nected closed stuffed maps.
We represent each term of the form
τhl1,··· ,ln =
1
n!
thl1,··· ,ln
(
N
t
)2−2h−n n∏
i=1
Tr(H li)
li
(3.1.6)
by an elementary 2-cell C of topology (h, n) and perimeters (l1, · · · , ln). Note that the
Euler characteristic χ(C) of C is, indeed, equal to 2− 2h− n.
Let Cj , j = 1, · · · ,m be a collection of elementary 2-cells of topology (hj, nj) and
perimeters (l1, · · · , lnj) corresponding to the terms τhjl1,··· ,lnj . Consider a pairing σ on the
set of sides of the connected components of ∂Cj’s j = 1, · · · ,m. Let M be the stuffed
map which one gets by gluing Cj’s along their boundary according to the pairing σ. If we
apply the same gluing process to the Ccj ’s, we get a map Mb, made out of black-colored
polygons, which is “surrounded by” white-colored Cj’s.
It can be shown [6] that each vertex (resp. edge) ofMb contributes a weight N (resp.
t/N). In addition, each elementary 2-cell Cj contributes a weight given by(
N
t
)χ(Cj)
, j = 1, · · · ,m . (3.1.7)
Thus, the exponent of N , in the total contribution corresponding to M, is given by
χ(Mb) +
m∑
j=1
(
χ(Ccj )− 2nj
)
= χ(Mb) + χ
(
m⊔
j=1
Ccj
)
− 2
m∑
j=1
nj . (3.1.8)
Recall that the Euler characteristic of the connected sum Σ1#Σ2 of two connected closed
surfaces Σ1 and Σ2 is given by
χ (Σ1#Σ2) = χ(Σ1) + χ(Σ2)− 2 . (3.1.9)
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Considering (3.1.9), the exponent of N , given by (3.1.8), is, indeed, equal to the Euler
characteristic χ(M) of the stuffed map M as a connected closed surface.
A Boltzmann weight is assigned to a stuffed map M in the following way:
• a Boltzmann weight t per vertex v ∈ V (Mb) ,
• a Boltzmann weight thl1,··· ,ln per elementary 2-cell of topology (h, n) and perimeters
(l1, · · · , ln) .
The total Boltzmann weight of M, denoted by weight(M), is equal to the product of
all above-mentioned Boltzmann weights times a symmetry factor |Aut(M)|−1, where
Aut(M) denotes the automorphism group of M (see [6] for the precise definition of the
automorphisms of a stuffed map).
Combining the above information together, we find that the contribution of the iso-
morphism class [M] of a Boltzmann-weighted connected closed stuffed mapM of genus
g to the free energy F is given by(
N
t
)χ(M)
weight(M) =
(
N
t
)2−2g
weight(M) . (3.1.10)
Denote by M̂g∅ the set of isomorphism classes of the Boltzmann-weighted connected closed
stuffed maps of genus g. The free energy F of a multi-trace formal 1-Hermitian matrix
model has the following topological expansion [6]:
F =
∑
g≥0
(
N
t
)2−2g
F g , (3.1.11)
where
F g =
∑
[M]∈M̂g∅
weight(M) ∈ C[[t]] . (3.1.12)
The derivation of the topological expansion for the connected correlators, in the case
of multi-trace matrix models, is very similar to the classical case. Consider the connected
correlator Tl1,··· ,lk
1, i.e. the “joint cumulant” of Tr(H lj) , j = 1, · · · , k with respect to the
1The precise definition of Tl1,··· ,lk is given by (2.2.16), where, in the multi-trace matrix model, ψ(p[H])
is given by (3.1.5)
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formal measure
1
ZN
ψ (p[H]) dρ0N(H) , (3.1.13)
where ψ(p[H]) is given by (3.1.5), and dρ0N(H) denotes the normalized Gaussian measure
given by (2.2.6).
We represent each of the terms Tr(H lj) , j = 1, · · · , k, by a marked rooted lj-gon of
Boltzman-weight equal to one. Let M be a connected closed stuffed map of genus g
which one obtain from a collection of unmarked elementary 2-cells (Cα)α and the above-
mentioned marked rooted lj-gons j = 1, · · · , k, by gluing them along the sides of their
boundaries. It can be shown that the contribution of the isomorphism class ofM to the
connected correlator Tl1,··· ,lk is given by(
N
t
)χ(M)−k
weight(M) =
(
N
t
)2−2g−k
weight(M) . (3.1.14)
Let M̂gl1,··· ,lk be the set of isomorphism classes of the Boltzmann-weighted connected
closed stuffed mapsM of genus g with k polygonal marked rooted faces of perimeters li ,
i = 1, · · · , k . We have the following topological expansion for the connected correlator
Tl1,··· ,lk :
Tl1,··· ,lk =
∑
g≥0
(
N
t
)2−2g−k
T gl1,··· ,lk , (3.1.15)
where
T gl1,··· ,lk =
∑
[M]∈M̂gl1,··· ,lk
weight(M) ∈ C[[t]] . (3.1.16)
Similarly, the connected correlator Wk(x1, · · · , xk), in the multi-trace matrix model,
has the following topological expansion [6]:
Wk(x1, · · · , xk) =
∑
g≥0
(
N
t
)2−2g−k
W gk (x1, · · · , xk) , (3.1.17)
where
W gk (x1, · · · , xk) =δk,1δg,0
t
x1
+
∑
l1,··· ,lk≥1
(
k∏
j=1
x
−(lj+1)
j
)
T gl1,··· ,lk ∈ C[[(x−1j )j]][[t]] . (3.1.18)
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Note that the topological expansion (3.1.15) (resp. (3.1.17)) is an identity in C[[t]]
(resp. C[[(x−1j )j]][[t]]). One should not misinterpret (3.1.15) and (3.1.17) as the asymp-
totic expansion of the connected correlators as N →∞.
3.2 Repulsive Particles Systems
Consider the classical 1-Hermitian matrix model corresponding to the probability distri-
bution
1
ZN
e−NTr(V(H)) dH (3.2.1)
on HN (see Chapter 2). Recall that the joint probability distribution of the eigenvalues
λi ∈ R , i = 1, · · · , N, of the above matrix ensemble is given by
1
ZN
∆(λ)2
N∏
i=1
(
e−NV(λi) dλi
)
, (3.2.2)
where ∆(λ) =
∏
1≤i<j≤N |λj − λi| denotes the Vandermonde determinant. The corre-
sponding eigenvalue gas can be considered as a system of particles moving in R under
the potential V(x) such that their interaction is given by the square of the Vandermonde
determinant.
The so-called Beta-ensemble is a system of particles λi ∈ R , i = 1, · · · , N, with the
following joint probability distribution
1
ZN
∆(λ)β
N∏
i=1
(
e−
Nβ
2
V(λi) dλi
)
, β > 0 . (3.2.3)
The case of β = 1, β = 2 and β = 4, referred to as Dyson’s threefold way, correspond to
the classical orthogonal, unitary and symplectic invariant matrix ensembles, respectively.
Consider the measure d$(λ1, · · · , λN) on RN given by
d$ =
∏
1≤i<j≤N
|λj − λi|β
∏
1≤i,j≤N
R(λi, λj)
1/2
N∏
i=1
(
e−NV(λi) dλi
)
, (3.2.4)
where β > 0, R(x, y) = R(y, x), and V : R→ R and logR : R2 → R are real-analytic
functions. It represents a model for a system of repulsive particles λi , i = 1, · · · , N,
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moving in R under the potential V(x) with 2-point interaction R(x, y) (in addition to the
Vandermonde determinant term) [7]. The partition function of the model is given by
ZN =
∫
RN
∏
1≤i<j≤N
|λj − λi|β
∏
1≤i,j≤N
R(λi, λj)
1/2
N∏
i=1
(
e−NV(λi) dλi
)
. (3.2.5)
Let µˆN =
∑N
i=1 δλi(s) be the N -point process in R corresponding to the above repul-
sive particles system. The disconnected correlators Wˆn(x1, · · · , xn) are given by
Wˆn(x1, · · · , xn) = 1
ZN
∫
RN
n∏
j=1
µˆN
[
1
xj − s
]
d$(λ1, · · · , λN) , (3.2.6)
where xj ∈ C\R. The connected correlators Wn(x1, · · · , xn), defined as the corresponding
joint cumulants, are given by
Wn(x1, · · · , xn) =
∑
pi
(−1)`(pi)−1(`(pi)− 1)!
`(pi)∏
j=1
Wˆ|pij |
(
(xi)i∈pij
)
, (3.2.7)
where the sum runs over set partitions pi = pi1 unionsq pi2 unionsq · · · unionsq pi` of {1, · · · , n}.
The measure d$ is called a formal measure if the potential V(x) in (3.2.4) is of the
form
V(x) = 1
t
(
x2
2
−
∑
l≥3
tl
xl
l
)
, (3.2.8)
where tl’s are formal parameters. The partition function and the correlators correspond-
ing to a formal measure d$ are formal series in the variables (tl)l. In fact, in the case
of a formal measure d$, the precise meaning of the integrals in (3.2.5) and (3.2.6) is
as follows: One should isolate the quadratic term exp(−(Nx2)/(2t)) corresponding to
a Gaussian measure, consider the Taylor expansion of the remaining terms for small tl,
and finally, interchange the integration with infinite-summation to get an infinite sum of
Gaussian integrals.
3.3 Equilibrium Measure
In this section, we consider the repulsive particles systems in the context of convergent
integrals, i.e. we assume the partition function ZN , given by (3.2.5), is a finite real
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number. The joint probability distribution dP of the repulsive particles is given by
dP =
1
ZN
d$(λ1, · · · , λN)
=
1
ZN
∏
1≤i<j≤N
|λj − λi|β
∏
1≤i,j≤N
R(λi, λj)
1/2
N∏
i=1
(
e−NV(λi) dλi
)
. (3.3.1)
Let µN =
1
N
∑N
i=1 δλi be the corresponding empirical measure with total mass one.
Denote by P1(R) (resp. P0(R)) the set of probability measures (resp. signed measures
of total mass zero) on R. By “ignoring” the fact that log |x− y| is not well-defined for
self-interacting diagonal terms2, one can rewrite the probability distribution dP in the
following form
dP =
1
ZN
exp
(−N2 E [µN ]) N∏
i=1
dλi , (3.3.2)
where the energy functional E on P1(R) is given by
E [µ] = −
∫ ∫
logR0(x, y) dµ(y) dµ(x) +
∫
V(x) dµ(x) , (3.3.3)
and
R0(x, y) = |x− y|β/2R(x, y)1/2 . (3.3.4)
Let µt = µ0 + tν , µ0 ∈ P1(R), ν ∈ P0(R), 0 ≤ t ≤ 1, be a 1-parameter family of prob-
ability measures on R. We have
E [µt] = E [µ0] + t
∫ [
V(x)− 2
∫
logR0(x, y) dµ0(y)
]
dν(x)
− t2
∫ ∫
logR0(x, y) dν(y) dν(x) . (3.3.5)
The total interaction term R0(x, y) is called strictly convex if, for any ν ∈ P0(R), we have∫ ∫
logR0(x, y) dν(y) dν(x) ≤ 0 , (3.3.6)
and the equality holds iff ν = 0. In the following, we assume that R0(x, y) is a strictly
convex interaction, and V(x) grows fast enough to dominate logR0(x, y) at infinity. Thus,
2In fact, one should replace the term log |x− y| by log((x− y)2 + 2)1/2 and let → 0. See [17] for a
detailed discussion.
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the functional E is strictly convex on the convex set
PE1 (R) = {µ ∈ P1(R) | E [µ] <∞} . (3.3.7)
Using classical results from potential theory, it can be shown [7] that the functional
E admits a unique minimizer µeq ∈ PE1 (R). The equilibrium measure µeq is characterized
by the fact that there exists a finite real constant C such that the effective potential Veff,
given by
Veff(x) = V(x)− 2
∫
logR0(x, y) dµeq(y) , (3.3.8)
satisfies the following conditions:
Veff(x) ≥ C , ∀x ∈ R (3.3.9)
and
Veff(x) = C , ∀x ∈ Γ = supp(µeq) . (3.3.10)
The support Γ =
⋃r
j=1 Γj of µeq consists of a finite number of disjoint closed intervals
Γj = [aj, bj] , j = 1, · · · , r of R. The case in which r = 1 (resp. r > 1) is referred to as the
one-cut (resp. multi-cut) regime. The equilibrium measure has a continuous density ρ(x)
in Γo, i.e. µeq = ρ(x) dx, where Γ
o denotes the interior of Γ.3 In addition, as N →∞, the
empirical measure µN converges almost surely for the weak topology to the equilibrium
measure µeq, and we have [7]
lim
N→∞
1
N2
logZN = −E [µeq] , (3.3.12)
i.e. the leading contribution to the partition function comes from µeq.
3In the classical case of Gaussian Unitary Ensemble (GUE), corresponding to the distribution
exp
(−N Tr(H2)/2) dH , the density of the equilibrium measure is given by the famous Wigner’s semi-
circle law
ρ(x) =
1
2pi
√
4− x2 1|x|≤2 . (3.3.11)
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3.3.1 Stieltjes Transform
Let µ = φ(s) ds be a Borel measure on R of density φ(s), with respect to the Lebesgue
measure ds, such that
∫
R µ <∞ . The Hilbert transform H [φ](t) of µ is defined as
H [φ](t) = p.v.
∫
φ(s)
t− s ds , t ∈ R , (3.3.13)
where p.v. denotes the Cauchy principal value. The Stieltjes transform S [φ](x) of µ,
defined as
S [φ](x) =
∫
φ(s)
x− s ds , x ∈ C\supp(µ) , (3.3.14)
is a holomorphic function on C\supp(µ).
Let S [φ]±(t) be the boundary values of S [φ] at t ∈ supp(µ)o given by
S [φ]±(t) = lim
→0+
S [φ](t± i) . (3.3.15)
In the case of a bounded Ho¨lder continuous density4 φ(s), the Sokhotski-Plemelj Theorem
[35] gives the following important relations:
1
2pii
S [φ]±(t) =
1
2pii
H [φ](t)∓ 1
2
φ(t) . (3.3.16)
In particular, one can recover the measure from its Stieltjes transform using the following
relation:
φ(t) =
1
2pii
lim
→0+
(S [φ](t− i)−S [φ](t+ i)) . (3.3.17)
Denote by Weq(x) the Stieltjes transform of the equilibrium measure µeq = ρ(s) ds for
the repulsive particles system with joint distribution (3.3.1). Let W±eq(t) be the boundary
values of Weq(x) at t ∈ Γo given by
W±eq(t) = lim
→0+
Weq(t± i) . (3.3.18)
We rewrite (3.3.10) in the following form
V(t)− β
∫
log |t− s|ρ(s) ds−
∫
logR(t, s)ρ(s) ds = C , ∀t ∈ Γ . (3.3.19)
4Strictly speaking, the density should be bounded and Ho¨lder continuous with exponent 0 < α < 1.
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By taking the derivative5 of both sides of (3.3.19) with respect to t, we get
βH [ρ](t) +
∫
∂t logR(t, s)ρ(s) ds = ∂tV(t) , ∀t ∈ Γo ⊂ R . (3.3.20)
Since V(t) and logR(t, s) are real-analytic functions, there exist a neighborhood
U =
⋃r
j=1 Uj ⊂ C of Γ =
⋃r
j=1 Γj, such that Γj ⊂ Uj ⊂ C, and V(t) and logR(t, s) ex-
tend to holomorphic functions, denoted by the same notation, on U . Consider closed
counter-clockwise-oriented6 contours CΓj , j = 1, · · · , r, such that CΓj is in an -tubular
neighborhood of Γj in Uj, and encloses Γj. Let CΓ =
⊔r
j=1 CΓj be the disjoint union of
CΓj ’s. Considering (3.3.20) and (3.3.16), one gets the following equation [7] satisfied by
Weq(x) at each t ∈ Γo:
β
2
[
W+eq(t) +W
−
eq(t)
]
+
1
2pii
∮
CΓ
∂t logR(t, y)Weq(y) dy = ∂tV(t) . (3.3.21)
Before continuing, we introduce the following notations which are used in this thesis.
Let V ⊂ X be an open subset of a Riemann surface X. We denote by O, O∗, M , Ω, and
Q, the sheaves on X defined by
• O(V ) = holomorphic functions on V
• O∗(V ) = multiplicative group of nonzero holomorphic functions on V
• M (V ) = meromorphic functions on V
• Ω(V ) = holomorphic 1-forms on V
• Q(V ) = meromorphic 1-forms on V ,
respectively.
5In fact, one should consider the distributional derivative of
∫
log |t− s|ρ(s) ds. See [17], p.170 for
details.
6From now on, the word counter-clockwise-oriented (resp. clockwise-oriented) will be abbreviated as
ccw-oriented (resp. cw-oriented).
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The master operator O : O(U\Γ)→ O(U) , U = ⋃rj=1 Uj ⊂ C , is defined by (see [7]
and [6]):
Of(x) = 1
2pii
∮
CΓ
(∂x logR(x, y)) f(y) dy . (3.3.22)
Considering (3.3.22), the equation (3.3.20) can be written in the following form:
βH [ρ](t) +OWeq(t)− ∂tV(t) = 0 , ∀t ∈ Γo . (3.3.23)
We multiply each side of (3.3.23) by ρ(t), and take its Stieltjes transform to get
βS [H [ρ](t)ρ(t)] (x) +S [(OWeq(t)− ∂tV(t)) ρ(t)] (x) = 0 (3.3.24)
for each x ∈ C\Γ. Considering (3.3.13), we have
S [H [ρ](t)ρ(t)] (x) =
∫
R
ρ(t)
x− tH [ρ](t) dt
=
∫
R2\∆
(
ρ(t)
x− t ·
ρ(s)
t− s
)
dt ds
=
∫
R2↑
(
ρ(t)
x− t ·
ρ(s)
t− s +
ρ(s)
x− s ·
ρ(t)
s− t
)
dt ds
=
∫
R2↑
ρ(t)ρ(s)
t− s
(
1
x− t −
1
x− s
)
dt ds
=
∫
R2↑
ρ(t)
x− t ·
ρ(s)
x− s dt ds
=
1
2
∫
R2
ρ(t)
x− t ·
ρ(s)
x− s dt ds
=
1
2
(S [ρ](x))2 =
1
2
Weq(x)
2 , (3.3.25)
where ∆ ⊂ R2 denotes the diagonal, and R2↑ is defined by (2.0.3). On the other hand, by
(3.3.16), we have
S [(OWeq(t)− ∂tV(t)) ρ(t)] (x) =
∫
Γ
OWeq(t)− ∂tV(t)
x− t ρ(t) dt
=
1
2pii
∮
CΓ
OWeq(y)− ∂yV(y)
x− y Weq(y) dy . (3.3.26)
Thus, using (3.3.25) and (3.3.26), one can rewrite (3.3.23) in the following form:
β
2
Weq(x)
2 +
1
2pii
∮
CΓ
OWeq(y)− ∂yV(y)
x− y Weq(y) dy = 0 , ∀x ∈ C\Γ . (3.3.27)
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Consider the holomorphic function Qeq(x) ∈ O(U) on U ⊂ C given by
Qeq(x) = OWeq(x)− ∂xV(x) . (3.3.28)
For each x ∈ U\Γ ,7 we have
1
2pii
∮
CΓ
Qeq(y)
x− y Weq(y) dy =
1
2pii
∮
CΓ
Qeq(x)− (Qeq(x)−Qeq(y))
x− y Weq(y) dy
=
1
2pii
Qeq(x)
∮
CΓ
1
x− y Weq(y) dy
− 1
2pii
∮
CΓ
Qeq(x)−Qeq(y)
x− y Weq(y) dy
= Qeq(x)Weq(x)− 1
2pii
∮
CΓ
δ [Qeq] (x, y)Weq(y) dy , (3.3.29)
where
δ [Qeq] (x, y) =
Qeq(x)−Qeq(y)
x− y (3.3.30)
denotes the noncommutative derivative, aka “finite difference quotient”, of Qeq.
8 Consid-
ering (3.3.27) and (3.3.29), we get the following equation satisfied by Weq(x) on U\Γ :
β
2
Weq(x)
2 +Qeq(x)Weq(x)− Peq(x) = 0 , ∀x ∈ U\Γ , (3.3.33)
where
Peq(x) =
1
2pii
∮
CΓ
δ [Qeq] (x, y)Weq(y) dy . (3.3.34)
7Strictly speaking, the point x ∈ U should be in the complement of an -tubular neighborhood of Γ
such that the contour CΓ does not encloses the point x ∈ U .
8To derive (3.3.29), we use the fact that Weq ∈ O(C\Γ) to get∮
CΓ
1
x− y Weq(y) dy =
∮
Cx
1
y − x Weq(y) dy +
∮
C∞
1
x− y Weq(y) dy , (3.3.31)
where Cx (resp. C∞) denotes a closed ccw-oriented small contour around x (resp. large-enough contour
which encloses Γ ). Considering the definition of the Stieltjes transform, we have Weq(y) ∈ O(1/y) as
y →∞ . Thus, the second term in the right hand side of (3.3.31) vanishes, and, by the Cauchy’s residue
formula, we get ∮
CΓ
1
x− y Weq(y) dy = Weq(x) . (3.3.32)
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3.4 Schwinger-Dyson Equations
In this section, we give full proofs of the Schwinger-Dyson equations for the disconnected
and connected correlators of a repulsive particles system based on differential geometry
ideas. At first, we recall some standard facts from Riemannian geometry which are crucial
to derivation of the Schwinger-Dyson equations. Let M be an oriented connected (not
necessarily compact) Riemannian manifold of dimension n with Riemannian metric g.
Let ω be the associated Riemannian volume form on M . Let V ∈ Γ(TM) be a smooth
vector field on M such that the flow ϕ : (−, )×M →M of the vector field V exists for
small enough  > 0. We denote the diffeomorphism ϕ(t, ·) on M by ϕt.
The Lie derivative LV η of a smooth k-form η ∈ Γ
(∧k(T ∗M)) with respect to the
vector field V is defined as
LV η = ∂t
∣∣
t=0
ϕt
∗(η) , (3.4.1)
where ϕt
∗(η) denotes the pullback of η by ϕt. We have the following remarkable identity
called Cartan’s magic formula [27]:
LV η = d(ιV η) + ιV (dη) , (3.4.2)
where d and ιV denote the exterior derivative and the interior product by V , respec-
tively. Note that d and ιV are skew-derivations on the exterior algebra of differential
forms Γ
(⊕n
k=0
∧k(T ∗M)) on M , but LV is a derivation on Γ(⊕nk=0∧k(T ∗M)). The
divergence of the vector field V , denoted by div(V ), is the smooth function on M defined
by
div(V ) = ∗ (LV ω) , (3.4.3)
where ∗ denotes the Hodge star operator. Since ω is a closed form, by (3.4.2), we have
div(V )ω = LV ω = d(ιV ω) . (3.4.4)
We recall the diffeomorphism invariance of the integral of a volume form [33], i.e. we
have ∫
N
α∗µ =
∫
N˜
µ (3.4.5)
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for any diffeomorphism α : N → N˜ between compact oriented manifolds N and N˜ , and
any volume form µ on N˜ .9 Consider a smooth function Ψ : M → R on the Riemannian
manifold M . Let Ω ⊂M be a compact n-dimensional submanifold of M . By (3.4.5), we
have ∫
ϕt(Ω)
Ψω =
∫
Ω
ϕt
∗ (Ψω) , ∀t ∈ (−, ) . (3.4.6)
By taking the derivative at t = 0 of both sides of (3.4.6) we get
∂t
∣∣
t=0
∫
ϕt(Ω)
(Ψω) = ∂t
∣∣
t=0
∫
Ω
ϕt
∗ (Ψω) =
∫
Ω
∂t
∣∣
t=0
ϕt
∗ (Ψω)
=
∫
Ω
LV (Ψω)
=
∫
Ω
d (ιV (Ψω))
=
∫
∂Ω
ιV (Ψω)
=
∫
∂Ω
Ψ(ιV ω) , (3.4.7)
where we use Cartan’s formula and Stokes’ Theorem to get the fourth and the fifth
equality, respectively. In addition, using the derivation property of LV , we have∫
Ω
LV (Ψω) =
∫
Ω
(dΨ(V ) + Ψ div(V ))ω . (3.4.8)
Considering (3.4.7) and (3.4.8), one can rewrite (3.4.6) in the following form∫
Ω
(dΨ(V ) + Ψ div(V ))ω −
∫
∂Ω
Ψ(ιV ω) = 0 . (3.4.9)
Note that all the above results extend C-linearly to the case in which Ψ : M → C and
V ∈ Γ(TCM), where TCM denotes the complexified tangent bundle of M , i.e.
TC,pM = TpM ⊗R C , ∀p ∈M .
The Schwinger-Dyson equations (SDEs) are a tower of equations satisfied by the n-
point correlators of a model. In the matrix model framework, they were introduced by
Migdal [30], and referred to as the loop equations. The SDEs are not closed in the sense
9In the case of integrals over compact subsets of Rn, this Theorem is called the Change of Variables
Theorem.
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that they give an expression for the n-point correlator in terms of the k-point correlators
with k ≤ n+ 1.
One gets the SDEs for a repulsive particles system, represented by (3.2.4), by con-
sidering (3.4.9) (equivalently, (3.4.6)) for properly chosen Ψ and V on the Riemannian
manifold RN with the Euclidean metric. Let λ = (λ1, · · · , λN) be the standard coor-
dinates on RN . The Riemannian volume form ω on the Euclidean space RN is given
by
ω = dλ =
N∏
i=1
dλi . (3.4.10)
Let {Γ̂j}rj=1 be a set of pairwise disjoint closed intervals of R such that Γj ⊆ Γ̂j ⊂ R,
where Γ =
⋃r
j=1 Γj denotes the support of the equilibrium measure. Let Γ̂ =
⋃r
j=1 Γ̂j.
Consider the probability measure P on RN given by
dP =
1
ZN,Γ̂
∏
1≤i 6=j≤N
|λj − λi|β/2
∏
1≤i,j≤N
R(λi, λj)
1/2
N∏
i=1
(
e−NV(λi)1Γ̂(λi)
)
dλ , (3.4.11)
where ZN,Γ̂ denotes the partition function so that P has total mass one. The probability
measure P is supported on Ω = Γ̂N ⊂ RN .
It can be shown [9] that, if the total interaction term
R0(x, y) = |x− y|β/2R(x, y)1/2 (3.4.12)
in the model (3.4.11) satisfy the conditions for a large deviation principle, then, by
restricting Γ̂ to a small enlargement of Γ, the partition function and the correlators get
modified by exponentially small in N corrections.
Let µˆN =
∑N
i=1 δλi be the unnormalized empirical measure. Let {fj}n−1j=0 be a set of
smooth test functions. Consider the following disconnected (n− 1)-point correlator
EP
[
n−1∏
j=1
µˆN [fj]
]
. (3.4.13)
Let ψm(λ) , m = 1, · · · , 4 be given by
ψ1(λ) =
n−1∏
j=1
µˆN [fj] =
n−1∏
j=1
(
N∑
i=1
fj(λi)
)
, (3.4.14)
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ψ2(λ) =
∏
1≤i 6=j≤N
|λj − λi|β/2 , (3.4.15)
ψ3(λ) =
∏
1≤i,j≤N
R(λi, λj)
1/2 , (3.4.16)
ψ4(λ) =
N∏
i=1
e−NV(λi) . (3.4.17)
We can rewrite (3.4.13) in the following form
EP
[
n−1∏
j=1
µˆN [fj]
]
=
1
ZN,Γ̂
∫
Ω
Ψ dλ , (3.4.18)
where Ψ =
∏4
m=1 ψm.
Let ei , i = 1, · · · , N be the constant vector fields10 on RN whose values at the origin
is given by the standard basis eˆi , i = 1, · · · , N of RN . One gets the n-th Schwinger-
Dyson equation for disconnected correlators, by considering the invariance of the integral
(3.4.18) under the flow of the vector field V , given by
V
∣∣
λ
=
N∑
i=1
f0(λi) ei
∣∣
λ
. (3.4.19)
Considering (3.4.9), we have
EP [dψ1(V )] + EP
[
ψ1
((
4∑
m=2
dψm(V )
ψm
)
+ div(V )
)]
− 1
ZN,Γ̂
∫
∂Ω
Ψ(ιV dλ) = 0 . (3.4.20)
Using a large deviation principle for the law of the extreme eigenvalues, it can be shown
[8] that if Γ ⊂ Γ̂o (i.e. according to the terminology in [8], all of the boundary points
of Γ̂ are soft), then the contribution of the boundary term
∫
∂Ω
Ψ(ιV dλ) to (3.4.20) is
exponentially small in N .
From now on we assume that Γ ⊂ Γ̂o, Γ̂\Γ has small Lebesgue measure, and∫
∂Ω
Ψ(ιV dλ) = 0 . (3.4.21)
10We use the natural isomorphism between the tangent spaces of a vector space at different points.
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We compute explicitly each part of (3.4.20) in the following. By (3.4.14), we have
dψ1(V ) = d
(
n−1∏
j=1
(
N∑
i=1
fj(λi)
))
(V )
=
n−1∑
j=1
[
d
(
N∑
i=1
fj(λi)
)
(V )
] ∏
l 6=j
1≤l≤n−1
µˆN [fl]

=
n−1∑
j=1
[
N∑
i=1
f ′j(λi)f0(λi)
] ∏
l 6=j
1≤l≤n−1
µˆN [fl]

=
n−1∑
j=1
µˆN [f0f
′
j]
∏
l 6=j
1≤l≤n−1
µˆN [fl] , (3.4.22)
where f ′j denotes the derivative of fj. By (3.4.15), we have
dψ2(V )
ψ2
=
d
(∏
1≤i 6=j≤N |λj − λi|β/2
)
(V )∏
1≤i 6=j≤N |λj − λi|β/2
=
N∑
k=1
∂λk
(∏
i 6=k
1≤i≤n
|λk − λi|β
)
(f0(λk))∏
i 6=k
1≤i≤n
|λk − λi|β
= β
N∑
k=1
f0(λk)
∑
i 6=k
1≤i≤n
1
λk − λi

=
β
2
∑
1≤k 6=i≤N
f0(λk)− f0(λi)
λk − λi
=
β
2
{∫
δ[f0](t, s) dµˆN(t) dµˆN(s)−
∫
f ′0(t) dµˆN(t)
}
=
β
2
{(µˆN × µˆN) [δ[f0](t, s)]− µˆN [f ′0]} , (3.4.23)
where, in the fifth line of (3.4.23), we use the fact that the noncommutative derivative
δ[f0](t, s) of f0 goes to f
′
0(t) as s→ t. By (3.4.16), we have
dψ3(V )
ψ3
=
d
(∏
1≤i,j≤N R(λi, λj)
1/2
)
(V )∏
1≤i,j≤N R(λi, λj)
1/2
=
N∑
k=1
f0(λk)
(
N∑
i=1
∂λkR(λk, λi)
R(λk, λi)
)
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=
∫
f0(t) (∂t logR(t, s)) dµˆN(t) dµˆN(s)
= (µˆN × µˆN) [f0(t) (∂t logR(t, s))] , (3.4.24)
where, in the second line of (3.4.24), we use the symmetry R(t, s) = R(s, t). Considering
(3.4.17) and (3.4.19), we get
dψ4(V )
ψ4
=
d
(∏N
i=1 e
−NV(λi)
)
(V )∏N
i=1 e
−NV(λi)
=
N∑
k=1
f0(λk)
(
∂λke
−NV(λk)
e−NV(λk)
)
= −N
∫
f0(t)V ′(t) dµˆN(t)
= −NµˆN [f0V ′] (3.4.25)
and
div(V ) =
N∑
k=1
∂λkf0(λk) =
∫
f ′0(t) dµˆN(t) = µˆN [f
′
0] . (3.4.26)
By substituting (3.4.22)-(3.4.26) into (3.4.20), one gets:
Lemma 3.4.1. Let {fj}n−1j=0 be a set of smooth test functions. The n-th Schwinger-Dyson
equation for the disconnected correlators of a repulsive particles system (up to a boundary
term) is given by
EP
[(
(1− β
2
)µˆN [f
′
0]−NµˆN [f0V ′]
) n−1∏
j=1
µˆN [fj]
]
+EP
[(
(µˆN × µˆN)
[
β
2
δ[f0](t, s) + f0(t) (∂t logR(t, s))
]) n−1∏
j=1
µˆN [fj]
]
+EP
n−1∑
j=1
µˆN [f0f
′
j]
∏
l 6=j
1≤l≤n−1
µˆN [fl]
 = 0 . (3.4.27)
To derive the SDEs for the connected correlators, we start by recalling a basic property
of the joint cumulant of random variables: Consider a probability space (Ω,F , µ). Fix a
set of random variables {Xi}ni=1, and a corresponding set of parameters {αi}ni=1. Let µ~α
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be the probability measure on Ω defined by11
Eµ~α [Y ] :=
1
Eµ
[
e
∑n
i=1 αiXi
] Eµ [Y e∑ni=1 αiXi] , (3.4.28)
where Y is an arbitrary random variable on Ω.
The joint cumulant κ~α(Y1, · · · , Yk) of a set of random variables {Yj}kj=1 with respect
to the probability measure µ~α is given by
κ~α(Y1, · · · , Yk) = ∂~β
∣∣∣
~β=0
(
log Eµ~α
[
e
∑k
j=1 βjYj
])
, (3.4.29)
where ∂~β = ∂β1 · · · ∂βk denotes the derivative with respect to the parameters {βj}kj=1. In
particular, we have
κ~α(Y ) = Eµ~α [Y ] (3.4.30)
and
κ~α(Y1, Y2) = Eµ~α [Y1 Y2]− Eµ~α [Y1]Eµ~α [Y2] . (3.4.31)
Considering the definition of the joint cumulant of random variables (see (2.1.7)), it can
be easily shown that
∂~α
∣∣∣
~α=0
κ~α(Y1, · · · , Yk) = κ(Y1, · · · , Yk, X1, · · · , Xn) , (3.4.32)
where κ(Y1, · · · , Yk, X1, · · · , Xn) denotes the joint cumulant of the random variables
{Yj, Xi}i,j with respect to the probability measure µ.
Consider the probability measure P on RN , given by (3.4.11), which represents a
model for a system of repulsive particles moving in Γ̂ ⊂ R. Consider the random variables
Xj , j = 1, · · · , n− 1 given by
Xj = µˆN [
1
xj − s ] =
N∑
i=1
1
xj − λi , xj ∈ C\Γ̂ . (3.4.33)
Let {αj}n−1j=1 be a sequence of parameters. Let P~α be the probability measure on RN
defined by
EP~α [f ] :=
1
EP
[
e
∑n
i=1 αiXi
] EP [f e∑ni=1 αiXi] , (3.4.34)
11We assume that the probability space (Ω,F , µ) satisfy the conditions of the Riesz-Markov-Kakutani
representation Theorem.
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where f is an arbitrary function in C0(RN).
Let Z~αN be given by
Z~αN = EP
[
e
∑n
i=1 αiXi
]
=
∫
Ω
exp
(
n−1∑
j=1
αj
(
N∑
i=1
1
xj − λi
))
dP . (3.4.35)
One gets the rank n Schwinger-Dyson equation for the connected correlators
Wn(x, x1, · · · , xn−1), by considering the invariance of Z~αN under the flow of the vector
field V , given by
V
∣∣
λ
=
N∑
i=1
1
x− λi ei
∣∣
λ
, x ∈ C\Γ̂ . (3.4.36)
Note that the vector field V is a section of the complexified tangent bundle of RN .
Let
Ψ˜(λ) = ψ˜1(λ)
4∏
m=2
ψm(λ) , (3.4.37)
where
ψ˜1(λ) = exp
(
n−1∑
j=1
αj
(
N∑
i=1
1
xj − λi
))
, (3.4.38)
and ψ2(λ), ψ3(λ) and ψ4(λ) are given by (3.4.15), (3.4.16) and (3.4.17), respectively. We
can rewrite Z~αN in the following form
Z~αN =
1
ZN,Γ̂
∫
Ω
Ψ˜ dλ . (3.4.39)
Using (3.4.9), one sees that the invariance of (3.4.39) under the flow of the vector field
(3.4.36) (up to the boundary term) is equivalent to
EP~α
[
dψ˜1(V )
ψ˜1
+
4∑
m=2
dψm(V )
ψm
+ div(V )
]
= 0 . (3.4.40)
Consider closed ccw-oriented contours CΓ̂j , j = 1, · · · , r, such that CΓ̂j is in an -
tubular neighborhood of Γ̂j in Uj, and encloses Γ̂j. Let CΓ̂ =
⊔r
j=1 CΓ̂j be the disjoint
union of CΓ̂j ’s. Considering (3.4.38) and (3.4.36), we have
dψ˜1(V )
ψ˜1
=
n−1∑
j=1
αj
N∑
i=1
(
1
(xj − λi)2 ·
1
x− λi
)
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=
n−1∑
j=1
αj
∮
C
Γ̂
(
1
(xj − ξ)2 ·
1
x− ξ
)( N∑
i=1
1
ξ − λi
)
dξ
2pii
, (3.4.41)
where we use the Cauchy integral formula12 to write the summation over the eigenvalues
λi’s as a contour integral along CΓ̂. Let W
~α
1 (ξ) be given by
W ~α1 (ξ) = EP~α
[
N∑
i=1
1
ξ − λi
]
= EP~α
[
µˆN
[
1
ξ − s
]]
= κ~α
(
µˆN
[
1
ξ − s
])
. (3.4.42)
By interchanging the integration on RN with the contour integral, we get
EP~α
[
dψ˜1(V )
ψ˜1
]
=
n−1∑
j=1
αj
∮
C
Γ̂
(
1
(xj − ξ)2 ·
1
x− ξ
)
W ~α1 (ξ)
dξ
2pii
. (3.4.43)
To compute the terms dψm(V )/ψm , m = 2, 3, 4 and div(V ) in (3.4.40), it suffices to
consider (3.4.23), (3.4.24), (3.4.25) and (3.4.26) for the case in which f0(s) = 1/(x− s).
We have
δ[f0](t, s) =
1
x−t − 1x−s
t− s =
1
x− t ·
1
x− s , (3.4.44)
and
f ′0(s) = ∂sf0(s) =
1
(x− s)2 = −∂xf0(s) . (3.4.45)
By (3.4.23), we have
dψ2(V )
ψ2
=
β
2
{(µˆN × µˆN) [δ[f0](t, s)]− µˆN [f ′0]}
=
β
2
{(
µˆN
[
1
x− s
])2
+ ∂x
(
µˆN
[
1
x− s
])}
. (3.4.46)
Using (3.4.31) and (3.4.42), we get
EP~α
[
dψ2(V )
ψ2
]
=
β
2
{[
W ~α2 (x, x) +
(
W ~α1 (x)
)2]
+
[
∂x
(
W ~α1 (x)
)]}
, (3.4.47)
where W ~α2 (ξ, η) denotes the following joint cumulant with respect to P
~α:
W ~α2 (ξ, η) = κ
~α
(
µˆN
[
1
ξ − s
]
, µˆN
[
1
η − s
])
. (3.4.48)
12Strictly speaking, we should assume that x and xj ’s are not in an -tubular neighborhood of Γ̂, so
that the function 1/
(
(xj − ξ)2(x− ξ)
)
is holomorphic on that neighborhood of Γ̂.
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By (3.4.24), we have
dψ3(V )
ψ3
=
N∑
k=1
1
x− λk
(
N∑
i=1
∂λk logR(λk, λi)
)
=
∮
C
Γ̂
2
∂ξ logR(ξ, η)
x− ξ
[(
N∑
k=1
1
ξ − λk
)(
N∑
i=1
1
η − λi
)]
dξ
2pii
dη
2pii
=
∮
C
Γ̂
2
∂ξ logR(ξ, η)
x− ξ
[(
µˆN
[
1
ξ − s
])(
µˆN
[
1
η − s
])]
dξ
2pii
dη
2pii
. (3.4.49)
Considering (3.4.31), we get
EP~α
[
dψ3(V )
ψ3
]
=
∮
C
Γ̂
2
∂ξ logR(ξ, η)
x− ξ
[
W ~α2 (ξ, η) +W
~α
1 (ξ)W
~α
1 (η)
] dξ
2pii
dη
2pii
. (3.4.50)
By (3.4.25), we have
dψ4(V )
ψ4
= −N
N∑
i=1
V ′(λi)
x− λi = −N
∮
C
Γ̂
V ′(ξ)
x− ξ
(
N∑
i=1
1
ξ − λi
)
dξ
2pii
= −N
∮
C
Γ̂
V ′(ξ)
x− ξ
(
µˆN
[
1
ξ − s
])
dξ
2pii
. (3.4.51)
Thus, we get
EP~α
[
dψ4(V )
ψ4
]
= −N
∮
C
Γ̂
V ′(ξ)
x− ξ W
~α
1 (ξ)
dξ
2pii
. (3.4.52)
In addition, considering (3.4.26) and (3.4.45), we have
EP~α [div(V )] = −∂x
(
W ~α1 (x)
)
. (3.4.53)
By substituting (3.4.43), (3.4.47), (3.4.50), (3.4.52) and (3.4.53) into (3.4.40), we get(
β
2
− 1
)
∂x
(
W ~α1 (x)
)
+
β
2
[
W ~α2 (x, x) +
(
W ~α1 (x)
)2]
−N
∮
C
Γ̂
V ′(ξ)W ~α1 (ξ)
x− ξ
dξ
2pii
+
n−1∑
j=1
αj
∮
C
Γ̂
W ~α1 (ξ)
(x− ξ)(xj − ξ)2
dξ
2pii
+
∮
C
Γ̂
2
∂ξ logR(ξ, η)
x− ξ
[
W ~α2 (ξ, η) +W
~α
1 (ξ)W
~α
1 (η)
] dξ
2pii
dη
2pii
= 0 . (3.4.54)
Denote the indexing set {1, 2, · · · , n− 1} by I. Considering (3.4.32), by taking the
derivative ∂~α
∣∣∣
~α=0
of each term of (3.4.54), one gets [7]:
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Lemma 3.4.2. For any x, (xi)i∈I ∈ C\Γ̂, the rank n Schwinger-Dyson equation for the
connected correlators of a repulsive particles system (up to the boundary term) is given
by (
β
2
− 1
)
∂x (Wn(x, xI))
+
β
2
[
Wn+1(x, x, xI) +
∑
J⊆I
W|J |+1(x, xJ)Wn−|J |(x, xI\J)
]
−N
∮
C
Γ̂
V ′(ξ)Wn(ξ, xI)
x− ξ
dξ
2pii
+
∑
i∈I
∮
C
Γ̂
Wn−1(ξ, xI\{i})
(x− ξ)(xi − ξ)2
dξ
2pii
+
∮
C
Γ̂
2
∂ξ logR(ξ, η)
x− ξ
[
Wn+1(ξ, η, xI) +
∑
J⊆I
W|J |+1(ξ, xJ)Wn−|J |(η, xI\J)
]
dξ dη
(2pii)2
= 0 . (3.4.55)
Note that the Schwinger-Dyson equations (3.4.27) and (3.4.55) are valid for a repulsive
particles system in the context of both convergent and formal integrals, because the
diffeomorphism invariance of an integral holds in both cases.
3.5 Topological Recursion
In this section, we recall the topological recursion formula for a repulsive particles system
introduced in [7].
Definition 3.5.1. The connected correlators Wn(x1, · · · , xn) of a repulsive particles sys-
tem have a large N expansion of topological type [7] if, for each n ≥ 1,
Wn(x1, · · · , xn) =
∑
g≥0
N2−2g−nW gn(x1, · · · , xn) , (3.5.1)
where W gn(x1, · · · , xn)’s are holomorphic functions on CP1\Γ̂ with respect to each xi ,
i = 1, · · · , n, and they are independent of N .
For a repulsive particles system in the context of convergent (resp. formal) integrals,
the expansion (3.5.1) is interpreted as an asymptotic expansion as N →∞ (resp. an
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identity for formal series in the formal parameters of the model). Considering (3.1.17),
the connected correlators of a formal repulsive particles system have, by construction, an
expansion of topological type. However, for the repulsive particles systems in the context
of convergent integrals, an asymptotic expansion of the form (3.5.1) needs to be justified
(see [9] for details).
In this section, we consider the repulsive particles systems satisfying the following
conditions:
• β = 2 ;
• All the connected correlators Wn(x1, · · · , xn) have a large N expansion of topolog-
ical type;
• The leading term W 01 (x) , in the topological expansion of the 1-point correlator
W1(x) , is discontinuous at any interior point of Γ̂.
13
3.5.1 Analytic Continuation
Let I = [a, b] ⊂ R. The Joukowski map x : C\{0} → C is given by
x(z) =
a+ b
2
+
b− a
4
(
z +
1
z
)
. (3.5.2)
The image of a circle {z ∈ C | |z| = r , 0 < r 6= 1} under the Joukowski map x is an
ellipse with the foci x = a and x = b. The unit circle T = {z ∈ C | |z| = 1} is mapped to
[a, b] ⊂ R by x.
Let
x =
4
b− a
(
x− a+ b
2
)
, (3.5.3)
z = z . (3.5.4)
One can rewrite (3.5.2) in the following form
z2 − xz + 1 = 0 . (3.5.5)
13In other words, we assume that ∆W 01 (t) 6= 0 , ∀t ∈ Γ̂o , where the operator ∆ is defined by (3.5.29).
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Figure 3.2: The Joukowski Map
Let C be the smooth affine plane curve over C defined by
C =
{
(x, z) ∈ C2 | P (x, z) = z2 − xz + 1 = 0} . (3.5.6)
Denote by Pˆ (x,y, z) the homogeneous polynomial given by
Pˆ (x,y, z) = y2 P
(
x
y
,
z
y
)
= z2 − xz + y2 . (3.5.7)
Let Cˆ be the smooth projective plane curve over C defined by14
Cˆ =
{
[x : y : z] ∈ CP2 | Pˆ (x,y, z) = 0
}
, (3.5.8)
where [x : y : z] denotes the homogeneous coordinates on the projective plane CP2. Using
the degree-genus formula for algebraic curves over C (see, e.g., [25], p.219), we find that
Cˆ is a compact Riemann surface of genus zero, i.e. Cˆ is biholomorphic to CP1.
By the Implicit Function Theorem, the restriction piz
∣∣
C
of the projection map
piz : (x, z) 7→ z to the affine curve C ⊂ C2 is one-to-one. Thus, piz
∣∣
C
: C → C\{0} is a
global biholomorphism. From now on, we use the biholomorphism piz
∣∣
C
to identify C
with the punctured z-plane C\{0}.
14In general, one gets a compact (not necessarily smooth) projective plane curve Cˆ over C from a
smooth affine plane curve C by projectivization.
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Consider the restriction pix
∣∣
C
of the projection map pix : (x, z) 7→ x to C ⊂ C2. We
have
d
(
pix
∣∣
C
)
=
∂x
∂z
dz =
∂
∂z
(
z +
1
z
)
dz =
(
1− 1
z2
)
dz . (3.5.9)
Since d
(
pix
∣∣
C
)
vanishes at z = 1 and z = −1, the points z = ±1 are the ramification points
of the two-sheeted ramified covering map pix
∣∣
C
: C → C . The corresponding branch
points are x = ±2 (equivalently, x = a and x = b).
The map
ι : (x, z) 7→ (x, 1
z
) (3.5.10)
is a global biholomorphic involution on C satisfying pix
∣∣
C
◦ ι = pix
∣∣
C
. The fixed points of
the involution ι are the points z = ±1, i.e. the ramification points of the map pix
∣∣
C
.
Consider the open subset
V = {z ∈ C\{0} | 1−  < |z| < 1 +  ,  > 0} (3.5.11)
of the punctured z-plane C\{0}. The image of V under the Joukowski map x is a simply-
connected open subset U of the x-plane C, such that I = [a, b] ⊂ U , and ∂U is an ellipse
with the foci x = a and x = b. The preimage x−1(U\I) of U\I under x has two connected
components
U˜ e = {z ∈ C\{0} | 1 < |z| < 1 +  ,  > 0} (3.5.12)
and
U˜ i = {z ∈ C\{0} | 1−  < |z| < 1 ,  > 0} . (3.5.13)
The exterior neighborhood U˜ e is mapped to the interior neighborhood U˜ i under the
involution ι : z 7→ 1/z. Denote by J the restriction x|U˜e of the Joukowski map x to the
exterior neighborhood U˜ e. The map
J : U˜ e → U\I , (3.5.14)
is a biholomorphism.
Let Γ̂ =
⋃r
j=1 Γ̂j be the domain of integration for a repulsive particles system (see
(3.4.11)), where Γ̂j = [aˆj, bˆj] ⊂ R , j = 1, · · · , r are pairwise disjoint closed intervals of
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R. Following the same procedure as in the previous paragraph, one can define Vj, Uj,
U˜ ej , U˜
i
j and Jj corresponding to each [aˆj, bˆj] , j = 1, · · · , r. We glue the Vj’s to U0 = C\Γ̂
by identifying U˜ ej with Uj\Γ̂j using Jj for each j = 1, · · · , r. We get a Riemann surface
Σ with the holomorphic atlas
{
(U0, z0), (Vj, zj)j=1,··· ,r
}
, (3.5.15)
where z denotes the standard coordinate on any open subset of C. The transition function
between the charts (Vj, zj) and (U0, z0) is given by Jj , j = 1, · · · , r. The Riemann surface
Σ is homeomorphic to the 2-sphere with r + 1 punctures.
Let
x : Σ→ C (3.5.16)
be a holomorphic function on Σ defined by
x
∣∣
Vj
(zj) =
aˆj + bˆj
2
+
bˆj − aˆj
4
(
zj +
1
zj
)
, j = 1, · · · , r ,
x
∣∣
U0
(z0) = z0 . (3.5.17)
From now on, we denote
⋃r
j=1Vj,
⋃r
j=1U˜
e
j ,
⋃r
j=1U˜
i
j and
⋃r
j=1Uj by V , U˜
e, U˜ i and U ,
respectively. Note that V , U˜ e and U˜ i (resp. U) are open subsets of the Riemann surface
Σ (resp. C). The involution (3.5.10) induces a local biholomorphic involution, denoted
by ι, on V such that x ◦ ι = x. The map x|V : V → U is a two-sheeted ramified covering
map. The ramification points of x
∣∣
V
are the fixed points of the local deck transformation
ι.
Denote the indexing set {2, 3, · · · , n} by I. Consider the coefficient W gn(x1, xI) of
N2−2g−n in the topological expansion (3.5.1) of the correlator Wn(x1, xI). Fix xi ∈ C\Γ̂ ,
i ∈ I. By properties of the Stieltjes transform, W gn(x1, xI) is a holomorphic function on
C\Γ̂, i.e. W gn(x1, xI) ∈ O(C\Γ̂), which has a discontinuity on Γ̂o. LetW gn(x(z1), xI) ∈ O(U0)
be the the pullback of W gn(x1, xI) ∈ O(C\Γ̂) under the biholomorphism
x
∣∣
U0
: U0 → C\Γ̂ . (3.5.18)
46 Chapter 3. Topological Recursion
One gets a meromorphic function W gn(x(z1), xI) ∈M (Σ) on Σ by analytic continuation
of W gn(x(z1), xI) ∈ O(U0). By doing the same process for the other arguments xi , i ∈ I
of W gn(x(z1), x2, · · · , xn), we get a meromorphic function W gn (x(z1), · · · , x(zn)) on Σn.
Let KX → X be the canonical line bundle, i.e. the holomorphic cotangent bundle, on
a Riemann surface X. Let pii : X
n → X be the projection map onto the i-th component.
Let
KnX := (pi
∗
1KX)⊗ · · · ⊗ (pi∗nKX) (3.5.19)
be the n-times external tensor product of KX , where pi
∗
iKX denotes the pullback of KX
under pii. The sections of the holomorphic line bundle K
n
X → Xn are referred to as the
differentials of degree n over Xn. The sections of KnX → Xn which are invariant under
the action of the symmetric group Sn are called the symmetric differentials of degree n
over Xn.15
The bidifferential (i.e. differential of degree 2)
B0(x1, x2) =
dx1 dx2
(x1 − x2)2
(3.5.20)
is called the fundamental symmetric bidifferential of the second kind with biresidue 1 over
CP1 × CP1 .16 Let
B0(z1, z2) =
dx(z1) dx(z2)
(x(z1)− x(z2))2
(3.5.23)
15The symmetric group Sn acts naturally on the line bundle K
n
X → Xn .
16For a Torelli marked closed Riemann surface X of genus g ≥ 1, the fundamental symmetric bidiffer-
ential B(p, q) of the second kind with biresidue 1 over X ×X is uniquely characterized by the following
conditions:
• B is a symmetric section of the line bundle KX KX → X ×X which is holomorphic on
X ×X\∆ and have a pole of order 2 at ∆ with residue 1, i.e.
B(p, q) =
dz(p) dz(q)
(z(p)− z(q))2 +O(1) as p→ q . (3.5.21)
One can write the above condition as B ∈ H0(X ×X,KX KX(2∆))S2 and Bires|∆B = 1 ,
where ∆ ⊂ X ×X denotes the diagonal.
• Let {ai, bi}gi=1 be the symplectic basis of the first homology group H1(X,Z) specifying the Torelli
making of X. Let ιp : X → X ×X be the inclusion map given by ιp(q) = (p, q). For each p ∈ X,
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be the pullback of (3.5.20) under the map (x, x) : Σ× Σ→ C× C . Let
ωgn(z1, · · · , zn) =W gn (x(z1), · · · , x(zn)) dx(z1) dx(z2) · · · dx(zn)
+ δn,2 δg,0B0(z1, z2) , (3.5.24)
where dx(zi) denotes the pullback pi
∗
i (dx) of the holomorphic 1-form dx under the projec-
tion map pii : Σ
n → Σ . For each n ≥ 1 and g ≥ 0, ωgn(z1, · · · , zn) defines a meromorphic
symmetric differential of degree n over Σn.
A couple (n, g) , n ≥ 1 , g ≥ 0 is called stable if 2− 2g − n < 0 (equivalently, if
(n, g) 6= (1, 0), (2, 0) ). An ωgn corresponding to a stable (n, g) is referred to as a stable
ωgn. Using the topological recursion formula, one can compute recursively all the stable
ωgn(z1, · · · , zn)’s [7].
3.5.2 Topological Recursion Formula
Consider the rank 1 Schwinger-Dyson equation for a repulsive particles system
[
W2(x, x) + (W1(x))
2]−N ∮
C
Γ̂
V ′(ξ)W1(ξ)
x− ξ
dξ
2pii
+
∮
C
Γ̂
2
∂ξ logR(ξ, η)
x− ξ [W2(ξ, η) +W1(ξ)W1(η)]
dξ dη
(2pii)2
= 0 . (3.5.25)
Considering the topological expansion (3.5.1) of the correlators W1 and W2, the equation
(3.5.25) to leading order in N gives:
(
W 01 (x)
)2
+
∮
C
Γ̂
1
x− ξ
(OW 01 (ξ)− V ′(ξ))W 01 (ξ) dξ2pii = 0 , (3.5.26)
where the master operator O : O(U\Γ̂)→ O(U) is given by
Of(x) = 1
2pii
∮
C
Γ̂
(∂x logR(x, y)) f(y) dy . (3.5.27)
the 1-form ι∗pB is normalized in the sense that∫
ai
ι∗pB = 0 , i = 1, · · · , g . (3.5.22)
The fundamental symmetric bidifferential B(p, q) can be expressed in terms of the Riemann’s theta
function (see [22] and [37] for details).
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Note that, for a repulsive particles system in the context of convergent integrals, the
Stieltjes transform Weq of the equilibrium measure µeq satisfies the same equation as
(3.5.26) (see (3.3.27)). However, the equation (3.5.26) for W 01 (x) is derived from the
rank 1 Schwinger-Dyson equation, and is valid for a repulsive particles system in the
context of both convergent and formal integrals.
Let S and ∆ be the operators defined on O(U\Γ̂) by
Sf(t) = lim
→0+
f(t+ i) + f(t− i) (3.5.28)
∆f(t) = lim
→0+
f(t+ i)− f(t− i) , (3.5.29)
where f ∈ O(U\Γ̂), and t ∈ Γ̂o [7]. In the following, we find the equation which one
gets by applying the operator ∆ to each side of (3.5.26). Consider the equation (3.5.26)
for x = t± i , t ∈ Γ̂o ,  > 0 . Let Cx be a closed ccw-oriented small contour around
x . Let Cj∂ ⊂ Uj be a closed ccw-oriented contour in an -tubular neighborhood of ∂Uj ,
j = 1, · · · , r. Denote by C∂ the disjoint union of Cj∂’s. Since the function OW 01 (ξ)− V ′(ξ)
is holomorphic on U , the 1-form
α(x) =
1
2pii (x− ξ)
(OW 01 (ξ)− V ′(ξ))W 01 (ξ) dξ (3.5.30)
is a holomorphic 1-form on U\
(
Γ̂ ∪ {x}
)
. By Stokes’ Theorem, we have∮
C
Γ̂
α(x) = −
∮
Cx
α(x) +
∮
C∂
α(x)
=
[(OW 01 (x)− V ′(x))W 01 (x)]+ ∮
C∂
α(x) . (3.5.31)
Denote by V the constant unit vector field e2 on R2. The flow ϕs of the vector field
V is given by ϕs(u1, u2) = (u1, u2 + s) , s ∈ R at each (u1, u2) ∈ R2. The rate of change
of
∮
C∂
α(x) under ϕs(x) at a point x = t− i is given by
∂s
∣∣
s=0
∮
C∂
ϕs
∗(α) =
∮
C∂
LV (α)
=
∮
C∂
d(ιV α) +
∮
C∂
ιV (dα) , (3.5.32)
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where we use (3.4.2) to get the second equality. The first term
∮
C∂
d(ιV α) in (3.5.32)
vanishes, by Stokes’ Theorem, because the boundary of C∂ is empty. The second term∮
C∂
ιV (dα) in (3.5.32) vanishes because α is a holomorphic 1-form on a neighborhood of
C∂ which implies dα = 0. Thus, we have
∆x
∮
C∂
α(x) = 0 , (3.5.33)
where the superscript x stresses that ∆ acts on the variable x.
Considering (3.5.31) and (3.5.33), we have
∆
∮
C
Γ̂
1
x− ξ
(OW 01 (ξ)− V ′(ξ))W 01 (ξ) dξ2pii = ∆W 01 (t) (OW 01 (t)− V ′(t)) , (3.5.34)
at each t ∈ Γ̂o. In addition, we have
∆
(
W 01 (x)
)2
= ∆W 01 (t)SW 01 (t) . (3.5.35)
Therefore, buy applying the operator ∆ to each side of (3.5.26), we get
∆W 01 (t)
(SW 01 (t) +OW 01 (t)− V ′(t)) = 0 . (3.5.36)
Since it is assumed that
∆W 01 (t) 6= 0 , ∀t ∈ Γ̂o , (3.5.37)
one gets [7]
SW 01 (t) +OW 01 (t) = V ′(t) , ∀t ∈ Γ̂o . (3.5.38)
Consider the rank 2 Schwinger-Dyson equation for a repulsive particles system
W3(x, x, x1) + 2W2(x, x1)W1(x)
−N
∮
C
Γ̂
V ′(ξ)W2(ξ, x1)
x− ξ
dξ
2pii
+
∮
C
Γ̂
W1(ξ)
(x− ξ)(ξ − x1)2
dξ
2pii
+
∮
C
Γ̂
2
∂ξ logR(ξ, η)
x− ξ [W3(ξ, η, x1) +W2(ξ, x1)W1(η) +W1(ξ)W2(η, x1)]
dξ dη
(2pii)2
= 0 . (3.5.39)
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By considering the topological expansion of the correlators, the equation (3.5.39) to
leading order in N gives:
2W 02 (x, x1)W
0
1 (x) +
∮
C
Γ̂
W 01 (ξ)
(x− ξ)(ξ − x1)2
dξ
2pii
+
∮
C
Γ̂
1
x− ξ
[(OW 01 (ξ)− V ′(ξ))W 02 (ξ, x1) +W 01 (ξ)OW 02 (ξ, x1)] dξ2pii
= 0 . (3.5.40)
We want to find the equation which one gets by applying the operator ∆ to (3.5.40).
Consider the equation (3.5.40) for x = t± i , t ∈ Γ̂o ,  > 0 . In a similar way to the
case of (3.5.26), we use Stokes’ Theorem on the domain of holomorphicity Uhol(β(x)) of
a 1-form β(x) to write∮
C
Γ̂
β(x) =
∮
∂Uhol(β(x))\CΓ̂
β(x) = −
∮
Cx
β(x) + other terms . (3.5.41)
For each 1-form β(x) appearing in (3.5.40), the only term in (3.5.41) which has a discon-
tinuity, when x crosses Γ̂, is − ∮
Cx
β(x). Therefore, we get
∆W 02 (t, x1)
[SW 01 (t) +OW 01 (t)− V ′(t)]
+ ∆W 01 (t)
[
SW 02 (t, x1) +OW 02 (t, x1) +
1
(t− x1)2
]
= 0 , (3.5.42)
where we use the following identity
∆(fg) =
1
2
[(Sf)(∆g) + (∆f)(Sg)] , f, g ∈ O(U\Γ̂) . (3.5.43)
Considering (3.5.37) and (3.5.38), one deduce from (3.5.42) that [7]
SW 02 (t, x1) +OW 02 (t, x1) = −
1
(t− x1)2
, ∀t ∈ Γ̂o . (3.5.44)
Denote the indexing set {1, 2, · · · , n− 1} by I. By considering the discontinuity of
the rank n Schwinger-Dyson equation on Γ̂, using induction on 2g − 2 + n, it can be
shown [7] that, for each stable (n, g), t ∈ Γ̂o and fixed xi ∈ C\Γ̂ , i ∈ I , we have
SW gn(t, xI) +OW gn(t, xI) = 0 . (3.5.45)
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One can write (3.5.38), (3.5.44) and (3.5.45) in the following concise form:
SW gn(t, xI) +OW gn(t, xI) = δg,0
(
δn,1 V ′(t)− δn,2 1
(t− x1)2
)
. (3.5.46)
Let F be a sheaf on a complex manifold M . For each open subset Υ ⊂M , the space
of sections of F over Υ is denoted by Γ(Υ,F ). For each point p ∈M , the stalk of F at
p is denoted by Fp. Let KX → X be the canonical line bundle over a Riemann surface
X. We denote the sheaf of holomorphic sections of the line bundle pi∗1KX → X ×X by
Ω O, where pi1 : X ×X → X denotes the projection map onto the first component.
Let R(s1, s2) be the 2-point interaction for a repulsive particles system. We suppose
that the real-analytic function logR(s1, s2) extends to a holomorphic function logR(x, y)
on U2, where U =
⋃r
j=1 Uj ⊂ C . We have
dx logR(x, y) ∈ Γ(U × U,Ω O) , (3.5.47)
where dx denotes the exterior derivative operator with respect to the variable x. Denote
by dz logR(z, ζ) the pullback of dx logR(x, y) under the map
(x, x)
∣∣
V×V : V × V → U × U , (3.5.48)
where V × V ⊂ Σ× Σ , and the map x : Σ→ C is given by (3.5.16). Let Ωinv(V ) (resp.
Oinv(V )) be the space of holomorphic 1-forms (resp. functions) on V ⊂ Σ which are
invariant under the isomorphism ι∗ : Ω(V )→ Ω(V ), where ι∗ denotes the pullback by
the local involution ι : V → V . Let Q(V ) be the space of meromorphic 1-forms on V .
Denote by C˜Γ̂ the preimage of the contour CΓ̂ under the biholomorphism
x
∣∣
U˜e
: U˜ e → U\Γ̂ . (3.5.49)
Consider the subspace Q∗(V ) of Q(V ) consisting of 1-forms which do not have poles on
C˜Γ̂. The master operator Oˆ : Q∗(V )→ Ωinv(V ) is defined [7] by
Oˆβ(z) = 1
2pii
∮
C˜
Γ̂
dz logR(z, ζ) β(ζ) , β ∈ Q∗(V ) . (3.5.50)
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Denote the preimage x−1(Γ̂) of Γ̂ under the map x by Γ˜. Fix zi ∈ V , i ∈ I outside
of an -tubular neighborhood of Γ˜. Let xi = x(zi) , i ∈ I . The function OW gn(x, xI) is
holomorphic on U ⊂ C (not just U\Γ̂). Let OW gn(x(z), xI) ∈ Oinv(V ) be the pullback of
OW gn(x, xI) ∈ O(U) under the map x. Considering (3.5.24), for all (n, g), we have
Oˆωgn(z, zI) = OW gn(x(z), xI) dx(z)
∏
i∈I
dx(zi) . (3.5.51)
Note that OˆB0(z, z1) = 0 because the function
(∂x logR(x, y))
1
(y − x1)2 (3.5.52)
is holomorphic, with respect to y, inside the contour CΓ̂, where B0(z, z1) is given by
(3.5.23).
Let Sˆ : Q(V )→ Q(V ) and ∆ˆ : Q(V )→ Q(V ) be the operators defined [7] by
Sˆβ = β + ι∗β (3.5.53)
and
∆ˆβ = β − ι∗β , (3.5.54)
respectively, where β ∈ Q(V ) , and ι∗ denotes the pullback by the local involution ι : V → V .
Analogously, the operators Sˆ :M (V )→M (V ) and ∆ˆ :M (V )→M (V ) are defined [7]
by
Sˆf = f + ι∗f (3.5.55)
and
∆ˆf = f − ι∗f , (3.5.56)
respectively, where f ∈M (V ) .
Consider a holomorphic function f(x) ∈ O(U\Γ̂) on U\Γ̂ which has a discontinuity on
Γ̂o. Let f(x(z)) ∈ O(U˜ e) be the pull back of f(x) ∈ O(U\Γ̂) under the biholomorphism
(3.5.49). One gets a meromorphic function f(x(z)) ∈M (V ) on V by analytic continua-
tion of f(x(z)) ∈ O(U˜ e). Let β = f(x(z)) dx ∈ Q(V ) . Denote by Sf(t(z)) the pullback
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of the function Sf(t), defined by (3.5.28), under x|Γ˜ : Γ˜→ Γ̂. Using the properties of
analytic continuation, we have
Sˆβ∣∣
z˜
= Sf(t(z˜)) dx , ∀z˜ ∈ Γ˜ . (3.5.57)
In addition, we have
SˆB0(z, z1) = 2B0(z, z1) . (3.5.58)
Therefore, we get
Sˆzωgn(z, zI)
∣∣
z˜
= SW gn(t(z˜), xI) dx(z)
∏
i∈I
dx(zi)
+ 2 δn,2 δg,0B0(z, z1)
∣∣
z˜
, ∀z˜ ∈ Γ˜ , (3.5.59)
where the superscript z stresses that Sˆ acts on the variable z.
Considering (3.5.46), (3.5.51) and (3.5.59), we have
Sˆzωgn(z, zI)
∣∣
z˜
+ Oˆωgn(z, zI)
∣∣
z˜
= δg,0 δn,1 dV
∣∣
z˜
+ δg,0 δn,2B0(z, z1)
∣∣
z˜
, ∀z˜ ∈ Γ˜ . (3.5.60)
Using the “Identity Theorem for Holomorphic Functions” and the “Riemann’s Removable
Singularities Theorem” (see, e.g., [23]), we can extend the domain of validity of (3.5.60)
from Γ˜ ⊂ V to V ⊂ Σ. Thus, we get [7]
Sˆzωgn(z, zI) + Oˆωgn(z, zI) = δg,0 δn,1 dV + δg,0 δn,2B0(z, z1) , ∀z ∈ V . (3.5.61)
Note that, for each stable (n, g), the 1-form ωgn(z, zI) is holomorphic on U0 ⊂ Σ, and
its restriction to V ⊂ Σ satisfies
ωgn(z, zI) = Sˆzωgn(z, zI) + ∆ˆzωgn(z, zI) , ∀z ∈ V . (3.5.62)
According to (3.5.61), each stable ωgn(z, zI) has the following property
Sˆzωgn(z, zI) = −Oˆωgn(z, zI) ∈ Ωinv(V ) . (3.5.63)
Therefore, the behavior of an stable ωgn(z, zI) at its poles is determined by ∆ˆ
zωgn(z, zI).
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Let O(∆) be the holomorphic line bundle over Σ× Σ corresponding to the divisor
class of the diagonal divisor ∆ ⊂ Σ× Σ . Let KΣ be the canonical line bundle over Σ.
Consider the holomorphic line bundle
L = (pi∗1KΣ)⊗ O(∆) (3.5.64)
over Σ× Σ, where pi1 : Σ× Σ→ Σ denotes the projection map onto the first component.
We denote by Ω O(∆) the sheaf of holomorphic sections of the line bundle L → Σ× Σ .
Definition 3.5.2. A local Cauchy kernel
G(ζ, z) ∈ Γ (Σ× V ,Ω O(∆)) (3.5.65)
over V ⊂ Σ is a section of the sheaf Ω O(∆) over the open subset Σ× V of Σ× Σ.
Consider a local Cauchy kernel G(ζ, z) over V ⊂ Σ. Let ζ be a local coordinate around
a point q ∈ Σ. Let ψ(ζ, z) be the function defined by
G(ζ, z) = ψ(ζ, z) dζ . (3.5.66)
If q ∈ Σ\V , then the function ψ(q, z) : V → (T 1,0q Σ)∗ is holomorphic, where (T 1,0q Σ)∗
denotes the holomorphic cotangent space at q. If q ∈ V , then the function
ψ(q, z) : V → (T 1,0q Σ)∗ is meromorphic, and we have
ψ(q, z)→ 1
z − q +O(1) as z → q . (3.5.67)
Let βp be a representative of the germ [βp] ∈ Qp of a meromorphic 1-form at p ∈ V ⊂ Σ.
Let β˜ ∈ Q(Σ) be the global meromorphic 1-form given by
β˜ = Res
z=p
G(ζ, z) βp =
1
2pii
∮
|z−p|=
G(ζ, z)fp(z) dz , (3.5.68)
where βp = fp(z) dz is the representation of βp in a local coordinate z around p . Consider
the projection map p : Qp → Qp/Ωp . If p([βp]) = 0 , i.e. βp is holomorphic at p, then
β˜ ≡ 0 . Denote by [β˜p] the germ of the 1-form β˜ at p . If p([βp]) 6= 0 , then, using (3.5.67),
it can be shown that p([β˜p]) = p([βp]) .
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Let β ∈ Q(Σ) be a meromorphic 1-form on Σ such that its restriction β|U0 ∈ Ω(U0)
to the open subset U0 ⊂ Σ is holomorphic, and β has finitely many poles on V ⊂ Σ .
Given a local Cauchy kernel G(ζ, z) , the 1-form β is called representable by residues if
the meromorphic 1-form β˜ ∈ Q(Σ), given by
β˜ =
∑
p∈V
Res
z=p
G(ζ, z) β , (3.5.69)
satisfy (β˜ − β) ∈ Ω(Σ) [7]. In other words, a 1-form β is representable by residues if one
can reconstruct β (up to a global holomorphic 1-form β˜ − β )17 from the germs of β at
its poles on V using a local Cauchy kernel.
Consider a 1-form β ∈ Q(Σ) which is representable by residues, and satisfy
Sˆβ ∈ Ωinv(V ) . Since we have Sˆβ ∈ Ωinv(V ) , a point p ∈ V is a pole of β iff ι(p) is a pole
of β . In addition, we get ∑
p∈V
Res
z=p
G(ζ, z) Sˆβ ≡ 0 . (3.5.70)
Thus, the corresponding 1-form β˜ is given by [7]
β˜ =
∑
p∈V
Res
z=p
G(ζ, z) β
=
1
2
∑
p∈V
Res
z=p
Sˆz [G(ζ, z) β]
=
1
4
∑
p∈V
Res
z=p
[
SˆzG(ζ, z) Sˆβ + ∆ˆzG(ζ, z) ∆ˆβ
]
=
1
4
∑
p∈V
Res
z=p
∆ˆzG(ζ, z) ∆ˆβ . (3.5.71)
For a repulsive particles system, it can be shown [7] that
G(ζ, z) = −
∫ z
ω02(ζ, ·) (3.5.72)
defines a local Cauchy kernel over V ⊂ Σ. In addition, for every stable (n, g), and every
fixed (zi)i∈I which are not poles of ω
g
n , the 1-form ω
g
n(z, zI) is representable by residues us-
ing the local Cauchy kernel (3.5.72). Recall that, by (3.5.63), we have Sˆzωgn(z, zI) ∈ Ωinv(V )
17For a repulsive particles system, we normalize the 1-form ωgn(z, zI) such that the corresponding
global holomorphic 1-form ω˜gn(z, zI)− ωgn(z, zI) is identically zero.
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for each stable (n, g). So, considering (3.5.71), to express ωgn(z, zI) as a global 1-form on
Σ, it suffices to find ∆ˆzωgn(z, zI) on V ⊂ Σ .
By abuse of notation, the pullback ι∗ωgn(z, zI) of the 1-form ω
g
n(z, zI) under the lo-
cal involution ι : V → V is denoted by ωgn(ι(z), zI) . By recasting the Schwinger-Dyson
equations, it can be shown [7] that
ωg−1n+1(z, ι(z), zI) +
∑
J⊆I , 0≤h≤g
ωh|J |+1(z, zJ)ω
g−h
n−|J |(ι(z), zI\J) = Qgn(z; zI) , (3.5.73)
where Qgn(z; zI) is a local quadratic differential in z ∈ V with double zeros at ramification
points of the map (3.5.16).
We recall that a quadratic differential on the Riemann surface Σ is a symmetric section
of the holomorphic line bundle K ⊗K → Σ .18 Note that, for fixed zJ , the bidifferential
ωgn(z, z
′, zJ) is, by construction, a section of the line bundle K K → Σ× Σ . In the
following, we explain how to interpret the left hand side of (3.5.73) as a local quadratic
differential on V ⊂ Σ . Consider the restriction (K K)∣∣
V×V → V × V of the line bundle
K K → Σ× Σ to V × V . The pullback of the line bundle (K K)∣∣
V×V → V × V by
the map
Ψ : V → V × V , Ψ(z) = (z, ι(z)) (3.5.74)
is the line bundle K|V ⊗ ι∗(K|V )→ V . Since ι is a biholomorphic involution on V , the
line bundle K|V ⊗ ι∗(K|V )→ V is isomorphic to (K ⊗K)|V → V . Thus, we interpret
ωgn(z, ι(z), zJ) as the pullback of ω
g
n(z, z
′, zJ) under the map (3.5.74).
One can rewrite (3.5.73) in the following form
ω01(z)ω
g
n(ι(z), zI) + ω
g
n(z, zI)ω
0
1(ι(z)) + Egn(z, ι(z); zI) = Qgn(z; zI) , (3.5.75)
where
Egn(z, ι(z); zI) = ωg−1n+1(z, ι(z), zI) +
∑
J⊆I , 0≤h≤g
(J,h)6=(∅,0),(I,g)
ωh|J |+1(z, zJ)ω
g−h
n−|J |(ι(z), zI\J) . (3.5.76)
18To avoid cumbersome notation, in this paragraph, we denote the canonical line bundle over Σ by K
(instead of KΣ).
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Using the following polarization formula
α⊗ ι∗β + ι∗α⊗ β = 1
2
[
Sˆα⊗ Sˆβ − ∆ˆα⊗ ∆ˆβ
]
, α, β ∈ Q(V ) , (3.5.77)
one can recast (3.5.75) as [7]:
1
2
∆ˆω01(z) ∆ˆ
zωgn(z, zI) = Egn(z, ι(z); zI) + Q˜gn(z; zI) , (3.5.78)
where
Q˜gn(z; zI) =
1
2
Sˆω01(z) Sˆzωgn(z, zI)−Qgn(z; zI) . (3.5.79)
In the following, we investigate the zeros of the quadratic differential Q˜gn(z; zI) and the
1-form ∆ˆω01(z) . Denote by Γ˜fix the set of ramification points of the map (3.5.16) which
coincide with the fixed points of the local involution ι : V → V . The corresponding
branch points, i.e. x(Γ˜fix), are, indeed, the boundary points ∂Γ̂ of Γ̂ .
Let β ∈ Q(V ) be a 1-form on V ⊂ Σ such that Sˆβ ∈ Ωinv(V ) . Let β = f(zk) dzk be
the local expression of β in the holomorphic chart (Vk, zk) on Σ. The local expression
of the involution ι in the chart (Vk, zk) is given by ι(zk) = 1/zk . Thus, in the local
coordinate zk, we have
Sˆβ = Sˆ (f(zk) dzk) = f(zk) dzk + ι∗ (f(zk) dzk)
=
(
f(zk)− 1
zk2
f(
1
zk
)
)
dzk . (3.5.80)
Considering (3.5.80), the 1-form Sˆβ ∈ Ωinv(V ) has at least a simple zero at each rami-
fication point p ∈ Γ˜fix . Therefore, the quadratic differential Q˜gn(z; zI), given by (3.5.79),
has double zeros at each ramification point p ∈ Γ˜fix .
The equation (3.5.26), satisfied by W 01 (x), can be written in the following form
(
W 01 (x)
)2
+
∮
C
Γ̂
1
x− ξ Q(ξ)W
0
1 (ξ)
dξ
2pii
= 0 , (3.5.81)
where Q(ξ) ∈ O(U) , U ⊂ C is given by
Q(ξ) = OW 01 (ξ)− V ′(ξ) . (3.5.82)
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By taking similar steps to what we did in the case of Weq(x) (see (3.3.27)-(3.3.34)), we
can recast (3.5.81) as19
W 01 (x)
2
+Q(x)W 01 (x)− P (x) = 0 , ∀x ∈ U\Γ̂ , (3.5.83)
where
P (x) =
∮
C
Γ̂
δ [Q] (x, ξ)W 01 (ξ)
dξ
2pii
, (3.5.84)
and
δ [Q] (x, ξ) =
Q(x)−Q(ξ)
x− ξ . (3.5.85)
Considering (3.5.83), we have
2W 01 (x) = −Q(x) +
√
Q(x)2 + 4P (x) . (3.5.86)
Let D(x) = Q(x)2 + 4P (x). We assume the following:
• The set of zeros of D(x) ∈ O(U) coincide with the set of branch points of the map
x : Σ→ C , i.e. ∂Γ̂ ;
• All the zeros of D(x) ∈ O(U) are simple20, i.e. of order one.
Consider a ramification point p ∈ Γ˜fix . Let a = x(p) ∈ ∂Γ̂ be the corresponding branch
point. Since ζ =
√
x− a gives a local coordinate around p, the 1-form dx has a simple
zero at p ∈ Γ˜fix . Thus, the zeros of ∆ˆω01(z) only occur at the ramification points Γ˜fix,
and their order is exactly two.
Let χ˜gn = 2g − 2 + n . Note that, for each stable ωgn , the term Egn(z, ι(z); zI), given
by (3.5.76), involves only ωg
′
n′ with χ˜
g′
n′ < χ˜
g
n . By considering (3.5.78), using induction
on χ˜gn , it can be shown [7] that, for each stable (n, g), the poles of the 1-form ω
g
n(z, zI)
occur only at the ramification points Γ˜fix .
19We use the fact that W 01 (x) ∈ O(1/x) as x→∞ .
20In the literature, this condition is referred to as off-criticality.
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We rewrite (3.5.78) in the following form21
∆ˆzωgn(z, zI) =
2
ω01(z)− ω01(ι(z))
(
Egn(z, ι(z); zI) + Q˜gn(z; zI)
)
. (3.5.87)
In addition , we have
∆ˆz G(ζ, z) = −∆ˆz
[∫ z
ω02(ζ, ·)
]
= −
∫ z
ι(z)
ω02(ζ, ·) . (3.5.88)
Using (3.5.71), we get
ωgn(ζ, zI) =
∑
p∈Γ˜fix
Res
z=p
−1
2
∫ z
ι(z)
ω02(ζ, ·)
ω01(z)− ω01(ι(z))
(
Egn(z, ι(z); zI) + Q˜gn(z; zI)
)
. (3.5.89)
Considering the above discussion about the zeros of Q˜gn(z; zI) and ∆ˆω01(z) , the term
Q˜gn(z;zI)
ω01(z)−ω01(ι(z)) is regular at Γ˜fix, and does not contribute to the residue. Therefore, one gets
the topological recursion formula [7]:
ωgn(ζ, zI) =
∑
p∈Γ˜fix
Res
z=p
K(ζ, z) Egn(z, ι(z); zI) , (3.5.90)
where the recursion kernel K(ζ, z) is given by
K(ζ, z) =
−1
2
∫ z
ι(z)
ω02(ζ, ·)
ω01(z)− ω01(ι(z))
. (3.5.91)
The initial data for the topological recursion formula consist of the Riemann surface
Σ, the 1-form ω01 and the symmetric bidifferential ω
0
2 . The triple (Σ, ω
0
1, ω
0
2) is referred
to as the spectral curve of the model.
21To interpret the term 1/∆ˆω01(z) rigorously, we consider the following setup: Let L → X be a holo-
morphic line bundle over a Riemann surface X. Denote by L∗ → X the dual line bundle of L → X.
Let s be a meromorphic section of L over X. The set of zeros and poles of s are denoted by Z(s)
and P (s), respectively. We assume that Z(s) and P (s) do not have an accumulation point in X. Let
X0 = X\(Z(s) ∪ P (s)). Denote by s|X0 the restriction of s to X0. There exist a unique holomorphic
section (s|X0)∗ of L∗ over X0 such that 〈(s|X0)∗, s|X0〉 ≡ 1, where 〈·, ·〉 denotes the canonical pairing
between the sections of L∗ and L. The section (s|X0)∗ extends uniquely to a meromorphic section,
denoted by 1/s , of L∗ over X.
Chapter 4
Random Finite Noncommutative
Geometries
4.1 Spectral Triples
The theory of spectral triples, introduced in [15], provides the basic setting for metric
noncommutative geometry. To motivate the axiomatic definition of a real spectral triple,
we start by considering the main example of a real spectral triple in the commutative
case.
4.1.1 Spin Manifolds
Consider a real vector space V of dimension n. Let
η : V × V → R
be a nondegenerate symmetric bilinear form on V . Let {ei}ni=1 be a basis for V such that
η(ei, ej) = ±δij . Denoted by p (resp. q) the number of +1 (resp. −1) appearing on the
diagonal of the matrix representation of η in the basis {ei}ni=1 . The pair (p, q) is called
the signature of the bilinear form η. The Clifford algebra C`(V, η) associated to V and
η is the universal associative R-algebra with unit 1, generated by V , and subject to the
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relations
uv + vu = 2 η(u, v)1 , ∀u, v ∈ V . (4.1.1)
Consider the pseudo-Euclidean metric ηˆ on Rn given by
ηˆ(v, v) = v1
2 + · · ·+ vp2 − vp+12 − · · · − vp+q2 . (4.1.2)
The Clifford algebra associated to Rn and ηˆ is denoted by C`p,q . The group Spinc(n) is
the subgroup of the group of units of the complexified Clifford algebra C`n := C`0,n⊗RC
generated by the spin group Spin(n) and the unitary group U(1) ∼= S1, i.e.
Spinc(n) ∼= (Spin(n)× S1)/ ∼ , (4.1.3)
where (α, z) ∼ (−α,−z). Consider the group homomorphism
ρ : Spinc(n)→ SO(n)× S1 , [(α, z)] 7→ (Adα, z2) , (4.1.4)
where Ad : Spin(n)→ SO(n) is the double covering map given by
Adα(v) = αvα
−1 , α ∈ Spin(n) , v ∈ Rn . (4.1.5)
We have the following short exact sequence
0 −−−→ Z/2 −−−→ Spinc(n) ρ−−−→ SO(n)× S1 −−−→ 1 , (4.1.6)
where the Z/2 subgroup of Spinc(n) is generated by [(1,−1)].
Let (M, g) be an oriented closed Riemannian manifold of even dimension n = 2k. Let
PSO(M) be the principal SO(n)-bundle of oriented orthonormal frames of the tangent
bundle TM over M . Consider a principal U(1)-bundle PU1 over M .
Definition 4.1.1. A Spinc-structure PSpinc(M) on M (corresponding to the principal
U(1)-bundle PU1) is a principal Spin
c(n)-bundle over M with a 2-sheeted covering
ξ : PSpinc(M) −→ PSO(M)× PU1 (4.1.7)
such that1
ξ(p.β) = ξ(p).ρ(β) , ∀p ∈ PSpinc(M) , ∀β ∈ Spinc(n) . (4.1.8)
1For a principal G-bundle P , there exist a right action of the group G on P which is denoted by
p · h , p ∈ P , h ∈ G .
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Note that an oriented Riemannian manifold does not necessarily admit a Spinc-
structure.2 An oriented Riemannian manifold which admits a Spinc-structure is referred
to as a Spinc-manifold.
Denote by g−1 the induced metric on the cotangent bundle T ∗M of a Spinc-manifold
M . Let C`(T ∗M) be the Clifford algebra bundle of M whose fiber at x ∈M is the
complexified Clifford algebra C`(T ∗xM) := C`(T ∗xM,−g−1x )⊗RC . Let S →M be a spinor
bundle over M whose fiber at x ∈M is a complex irreducible module over the algebra
C`(T ∗xM). We have End(S) ∼= C`(T ∗M). It can be shown [34] that there exists a bijection
between the set of isomorphism classes of Spinc-structures PSpinc(M)→M and the set
of isomorphism classes of complex irreducible C`(T ∗X)-modules S →M over M . Thus,
equivalently, a Spinc-structures on M can be defined as a complex C`(T ∗M)-module
S →M such that End(S) ∼= C`(T ∗M).
Let S →M be a complex irreducible C`(T ∗M)-module over a Spinc-manifold M
equipped with a Hermitian metric. Every complex C`(T ∗M)-module W over M is the
direct sum of several copies of the spinor bundle S. Indeed, we have the following
isomorphism [4]:
W ∼= S ⊗ HomC`(T ∗M)(S,W ) . (4.1.9)
Denote by S¯ the C`(T ∗M)-module whose fiber S¯x at x ∈M is the complex con-
jugate of the complex vector space Sx . The Hermitian metric on S induce a natural
isomorphism from S¯ onto the dual vector bundle S∗ of S. Since S¯x and Sx are com-
plex irreducible C`(T ∗xM)-modules, using Schur’s lemma, we get a complex line bundle
σ(S) := HomC`(T ∗M)(S¯, S) such that
S ∼= S¯ ⊗ HomC`(T ∗M)(S¯, S) . (4.1.10)
The line bundle σ(S) is called the fundamental line bundle associated to the Spinc-
structure S →M .
2The obstruction to the existence of a Spinc-structure over an oriented Riemannian manifold M is
given by a cohomology class in H3(M,Z) [24].
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Definition 4.1.2. A Spinc-manifold M is called a spin manifold if there exists a complex
irreducible C`(T ∗M)-module /S →M on M such that its fundamental line bundle σ(/S)
is trivial, i.e.
/S ∼= /¯S (4.1.11)
as C`(T ∗M)-modules.3
From now on we assume that M is a closed spin manifold of even dimension n = 2k,
and /S →M is a complex irreducible C`(T ∗M)-module satisfying /S ∼= /¯S . Let C be a
nowhere-vanishing section of the fundamental line bundle HomC`(T ∗M)( /¯S, /S). The C-
linear map
Cx : /¯Sx −→ /Sx, ∀x ∈M (4.1.14)
can be considered as an antilinear map Cx : /Sx −→ /Sx. One can find a suitable nowhere-
vanishing smooth function h ∈ C∞(M) such that the operator
J := (hC) : Γ(M, /S) −→ Γ(M, /S) (4.1.15)
3The standard statement in the Differential Geometry literature is that a spin structure on an oriented
Riemannian manifold (M, g) exists if and only if the second Stiefel-Whitney class w2(M) ∈ H2(M,Z/2)
of M vanishes. It can be shown that vanishing of w2(M) is equivalent to the above-mentioned condition
(see [24] and [33]). We mention some crucial points of the proof in the following: Consider a Spinc-
structure S →M on M . Denote by Pic∞(M) the set of isomorphism classes of smooth complex line
bundles over M . Recall that Pic∞(M) is isomorphic with H2(M,Z) under the topological first Chern
class ctop1 : Pic
∞(M)→ H2(M,Z). It can be shown
ctop1 (σ(S)) = w2(M) (mod 2) . (4.1.12)
Thus, the second Stiefel-Whitney class w2(M) vanishes iff there exists a line bundle L ∈ Pic∞(M) such
that the line bundle σ(S)⊗ L⊗ L is trivial. Consider the spinor bundle S˜ = S ⊗ L . We have
S˜ ∼= S˜∗ ⊗ σ(S˜) . (4.1.13)
One can show that σ(S ⊗ L) = σ(S)⊗ L⊗ L . Therefore, we find that the spinor bundle S˜ satisfy the
property S˜ ∼= S˜∗.
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is an antilinear antiunitary operator on the space of spinors Γ(M, /S), i.e.
J(fψ) = f¯J(ψ) , f ∈ C∞(M) , ψ ∈ Γ(M, /S) (4.1.16)
〈Jψ, Jφ〉 = 〈φ, ψ〉 , ψ, φ ∈ Γ(M, /S) . (4.1.17)
The operator J : Γ(M, /S) −→ Γ(M, /S) is called the real structure on /S →M .4
Consider an oriented orthonormal local frame {eµ}nµ=1 for T ∗M |U over an open subset
U ⊂M . Let
c : C`(T ∗M) −→ End(/S) (4.1.18)
be the Clifford multiplication. The endomorphism γµ := c(eµ) is anti-selfadjoint with
respect to the Hermitian metric on /Sx , ∀x ∈ U ⊂M ; i.e.
〈γµφx, ψx〉 = −〈φx, γµψx〉 , φx, ψx ∈ /Sx . (4.1.19)
There is a unique connection ∇s on /S →M , called the spin connection, which commutes
with the operator J and satisfy the following properties:
V 〈φ, ψ〉 = 〈∇sV φ, ψ〉+ 〈φ,∇sV ψ〉 (4.1.20)
∇sV (c(α)φ) = c (∇gV α)φ+ c(α) (∇sV φ) , (4.1.21)
where∇g denotes the Levi-Civita connection on T ∗M , and φ, ψ ∈ Γ(M, /S), V ∈ Γ(M,TM),
α ∈ Γ(M,T ∗M). The Dirac operator /D : Γ(M, /S)→ Γ(M, /S) of /S →M is defined by
/D = c ◦ ∇s . (4.1.22)
Locally, we have
/Dφ =
n∑
µ=1
γµ∇seµφ , (4.1.23)
where eµ is the dual vector field of e
µ. The Dirac operator is formally selfadjoint with
respect to the Hermitian inner product on Γ(M, /S).
Consider an open covering
⋃
β Uβ of M . Let (Uβ, {eµβ}nµ=1)β be a set of local oriented
orthonormal frames of T ∗M . The operator
γ = ik c(e1e2 · · · en) = ik γ1γ2 · · · γn (4.1.24)
4In the physics literature, the operator J is referred to as the charge conjugation operator.
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is a global section of End(/S), and satisfy the following properties:
γγµ = −γµγ , µ = 1, · · · , n , (4.1.25)
γ∗ = γ , (4.1.26)
γ2 = 1 . (4.1.27)
The operator γ : Γ(M, /S)→ Γ(M, /S) is called the chirality operator.5 Considering (4.1.27),
the chirality operator γ induces a Z/2-grading /S = /S+ ⊕ /S− on /S, where /S±|x are the
eigenspaces corresponding to the eigenvalues ±1 of γ|x , ∀x ∈M . The subbundles /S± of
/S are preserved by the spin connection ∇s. Therefore, considering (4.1.25), we have
/D : Γ(M, /S
±
)→ Γ(M, /S∓) . (4.1.28)
Denote by C∞(M) the algebra of smooth complex-valued functions on M . Let
L2(M, /S) be the Hilbert space of L2 sections of /S →M . An important example of a
real spectral triple (in the commutative case) is provided by
(
C∞(M) , L2(M, /S) , /D , γ , J
)
. (4.1.29)
4.1.2 Finite Real Spectral Triples
A spectral triple (A,H, D) is characterized by the following list of properties (see [15],
[11], [16] and [28]):
• A is a ∗-algebra ;
• The algebra A has a representation pi : A → L(H) by bounded linear operators on
a separable Hilbert space H ;
• D is a self adjoint linear operator on H, with dense domain Dom(D) ⊂ H ;
• The operator D has compact resolvent (1 +D2)−1/2 ∈ K(H) ;
5In the physics literature, for the case n = 4, the chirality operator is referred to as γ5.
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• The commutators [pi(a), D] are bounded operators on H, for all a ∈ A ;
• The spectral triple (A,H, D) is even if there is a Z/2-grading γ on H which satisfies
γ2 = 1 ,
γ∗ = γ ,
[γ, pi(a)] = 0 , ∀a ∈ A ,
Dγ = −γD .
A real structure of KO-dimension s ∈ Z/8 on a spectral triple (A,H, D) is an anti-linear
isometry J : H → H such that
• There are numbers ε, ε′, ε′′ ∈ {+1,−1} such that
J2 = ε ,
JD = ε′DJ ,
Jγ = ε′′γJ (even case) ;
The numbers ε, ε′, ε′′ depend on the KO-dimension s ∈ Z/8 in the following way
s 0 1 2 3 4 5 6 7
ε 1 1 -1 -1 -1 -1 1 1
ε′ 1 -1 1 1 1 -1 1 1
ε′′ 1 -1 1 -1
• The action of A satisfies the order zero condition:
[pi(a), pi(b)0] = 0 , ∀a, b ∈ A ,
where pi(b)0 = Jpi(b)∗J−1 .
• The operator D satisfies the order one condition:
[[D, pi(a)], pi(b)0] = 0 , ∀a, b ∈ A .
4.1. Spectral Triples 67
The order zero condition implies that the Hilbert space H is an A-bimodule6. The order
one condition corresponds to the fact that the Dirac operator /D on a spin manifold is a
first order differential operator.
A spectral triple (A,H, D) is called finite if the Hilbert space H is finite dimensional,
i.e. H ∼= Cn . The data (A,H, γ, J) corresponding to a finite real spectral triple is called a
fermion space. The moduli space of Dirac operators of a finite real spectral triple consists
of all possible operators D (up to unitary equivalence) satisfying the above axioms for a
fixed fermion space (A,H, γ, J) [28].
In the following, we recall a particular type of finite real spectral triples, called fuzzy
spaces, introduced in [2]. Consider the Clifford algebra C`p,q associated to the vector
space Rn and the pseudo-Euclidean metric ηˆ of signature (p, q) given by (4.1.2). Let
{ei}ni=1 be the standard oriented orthonormal (i.e. ηˆ(ei, ej) = ±δij ) basis for Rn. The
chirality operator Γ is given by
Γ = i
1
2
s(s+1) e1e2 · · · en , (4.1.30)
where s ≡ q − p (mod 8) , 0 ≤ s < 8 .
Let ρ : C`p,q → HomC(V, V ) be an irreducible complex unitary representation of C`p,q .7
It can be shown [26] that:
• If n = p+ q is even, then the representation ρ is unique up to unitary equivalence;
• If n = p+ q is odd, then either ρ(Γ) = 1V or ρ(Γ) = −1V . Both possibilities can
occur, and the corresponding representations are inequivalent.
We denote by Vp,q the unique (up to unitary equivalence) irreducible complex C`p,q -
module, where, for n odd, the chirality operator Γ acts trivially on Vp,q . We have
Vp,q ∼= Ck, where k = 2n/2 (resp. k = 2(n−1)/2) for n even (resp. odd).
6The left and right multiplication by a ∈ A are given by pi(a) and Jpi(a)∗J−1, respectively.
7It can be shown that C`p,q⊗RC ∼= C`n . Thus, equivalently, ρ is an irreducible complex representation
of C`n .
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Let γi = ρ(ei) be the Clifford multiplication by ei , i = 1, · · · , n. There exist a Her-
mitian inner product 〈·, ·〉 on Vp,q such that 〈γiu, γiv〉 = 〈u, v〉 , i = 1, · · · , n [26]. For
i = 1, · · · , p (resp. i = p+ 1, · · · , n) the matrix γi is Hermitian (resp. anti-Hermitian)
with respect to 〈·, ·〉. In addition, the chirality operator Γ satisfies Γ∗ = Γ and Γ2 = 1 .
Let C : Vp,q → Vp,q be a real structure of KO-dimension s ≡ q − p (mod 8) on Vp,q
such that
(C`n , Vp,q ,Γ, C) (4.1.31)
satisfies all the axioms of a fermion space. A fuzzy space of type (p, q) is a finite real
spectral triple (A,H, D, γ, J), where the corresponding fermion space is given by [2]:
• A = MN(C)
• H = Vp,q ⊗MN(C)
• 〈v ⊗ A, u⊗B〉 = 〈v, u〉Tr (AB∗) , v, u ∈ Vp,q , A,B ∈MN(C)
• pi(A)(v ⊗B) = v ⊗ (AB)
• γ(v ⊗ A) = (Γv)⊗ A
• J(v ⊗ A) = (Cv)⊗ A∗ .
The classification of the possible Dirac operators of fuzzy spaces of type (p, q) is given
in [2]. The Dirac operators are expressed in term of gamma matrices γi and commutators
or anticommutators with given Hermitian matrices H and anti-Hermitian matrices L. For
example, the Dirac operators of fuzzy spaces of type (p, q) , p+ q ≤ 2 are given by [3]:
• Type (1, 0)
D = {H, ·} (4.1.32)
• Type (0, 1)
D = −i [L, ·] (4.1.33)
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• Type (2, 0)
D = γ1 ⊗ {H1, ·}+ γ2 ⊗ {H2, ·} (4.1.34)
• Type (1, 1)
D = γ1 ⊗ {H, ·}+ γ2 ⊗ [L, ·] (4.1.35)
• Type (0, 2)
D = γ1 ⊗ [L1, ·] + γ2 ⊗ [L2, ·] , (4.1.36)
where [·, ·] and {·, ·} denote the commutator and the anticommutator of matrices, respec-
tively.
4.2 Random Fuzzy Spaces
In this section, we consider an approach to quantum gravity on finite noncommutative
spaces, introduced in [2] and [3], which is based on the theory of finite spectral triples.
Roughly speaking, the idea behind this approach is as follows: One considers random
fuzzy spaces with fixed fermion space (A,H, γ, J) and varying Dirac operator D. The
moduli space M of Dirac operators (in other words, the space of possible geometries)
for the fermion space (A,H, γ, J) is a finite dimensional space of matrices. Motivated
by path integral formulation of quantum mechanics, one supposes that the distribution
of Dirac operators over M is of the form
e−S(D) dD , (4.2.1)
where S :M→ R is called the action functional of the model. The action functional
S(D) is assumed to be spectral, i.e. S(D) only depends on the eigenvalues of the self
adjoint Dirac operator D. It is suggested in [3] that the action functional S(D) is of the
form
S(D) = Tr (f(D)) =
∑
λ∈Spec(D)
f(λ) , (4.2.2)
where f(x) ≥ c for some c ∈ R, and f(x)→∞ as |x| → ∞ .
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Given an observable O :M→ R, the expectation value 〈O〉 of O is defined by
〈O〉 = 1
Z
∫
M
O(D) e−S(D) dD , (4.2.3)
where the partition function Z is given by
Z =
∫
M
e−S(D) dD . (4.2.4)
Since the Dirac operator of a fuzzy space can be written explicitly in terms of Hermitian
and anti-Hermitian matrices, one can consider the above integrals as random matrix
models. The large N behavior of the partition function and the correlation functions of
these models is mainly of interest.
4.3 Topological Recursion and The Random Fuzzy
Spaces Of Type (1, 0)
In this section, we investigate the random fuzzy spaces of type (1, 0) in the context of
the formal 1-Hermitian matrix models. The action of the Dirac operator D = {H, ·} ,
H ∈ HN on the Hilbert space H = MN(C) is given by
D(B) = {H,B} = HB +BH , ∀B ∈MN(C) . (4.3.1)
The moduli space of Dirac operators is isomorphic to the space of Hermitian matricesHN .
Thus, the model corresponding to the random fuzzy spaces of type (1, 0) is equivalent to
a 1-Hermitian matrix model.
As the first step, we want to find an appropriate form for the action functional S(D),
so that the topological recursion holds for the large N topological expansion of the con-
nected correlators of the model. We need to write the action of the Dirac operator
D = {H, ·} on the Hilbert space H = MN(C) in a basis-independent form, using elemen-
tary linear algebra.
Let V = CN . We identify MN(C) with End(V ) = V ⊗ V ∗. For a linear map
B ∈ End(V ), let Bt ∈ End(V ∗) be the transpose of B defined by Bt(α) = α ◦B , α ∈ V ∗.
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The action of left (resp. right) multiplication by B ∈MN(C) on MN(C) is denoted by
LB (resp. RB). We have
LB = B ⊗ 1V ∗ and RB = 1V ⊗Bt (4.3.2)
as linear operators acting on V ⊗ V ∗. Thus, the Dirac operator D = {H, ·} can be written
as
D = H ⊗ 1V ∗ + 1V ⊗Ht , H ∈ HN (4.3.3)
acting on V ⊗ V ∗.
Since the two operators H ⊗ 1V ∗ and 1V ⊗Ht commute with each other, we can use
the Binomial Theorem to get
Dn =
(
H ⊗ 1V ∗ + 1V ⊗Ht
)n
=
n∑
k=0
(
n
k
)
Hn−k ⊗ (Hk)t (4.3.4)
as linear operators acting on V ⊗ V ∗. Using
Tr
(
A⊗Bt) = Tr(A) Tr(B) , A,B ∈ End(V ) , (4.3.5)
we have
Tr (Dn) =
n∑
k=0
(
n
k
)
Tr
(
Hn−k ⊗ (Hk)t)
=
n∑
k=0
(
n
k
)
Tr
(
Hn−k
)
Tr
(
Hk
)
= 2N Tr (Hn) +
n−1∑
k=1
(
n
k
)
Tr
(
Hn−k
)
Tr
(
Hk
)
. (4.3.6)
Considering (4.2.2), we start with the following initial form for the action functional
S˜(D) = Tr
(
V˜(D)
)
, (4.3.7)
where
V˜(x) = 1
2
(
x2
2
−
d∑
l=3
tl
xl
l
)
, (4.3.8)
and {tl}dl=3 are formal parameters. We decompose S˜(D) as
S˜(D) = S˜1(D) + S˜2(D) , (4.3.9)
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where S˜1(D) (resp. S˜2(D) ) consists of those terms of the form Tr(Hk)
(resp. Tr(Hm)Tr(Hn) ). By (4.3.6), we have
S˜1(D) = 2N Tr
(
V˜(H)
)
, (4.3.10)
and
S˜2(D) = 1
2
[
(Tr(H))2 −
d∑
l=3
tl
l
l−1∑
k=1
(
l
k
)
Tr
(
H l−k
)
Tr
(
Hk
)]
. (4.3.11)
Note that, in (4.3.7) and (4.3.10), the expressions V˜(D) and V˜(H) are understood in the
sense of functional calculus for elements of End (V ⊗ V ∗) and End (V ), respectively.
Motivated by the multi-trace formal 1-Hermitian matrix models [6] (see Section 3.1),
we consider the following form for the action functional
S(D) = S˜1(D)
t
+ r S˜2(D) , (4.3.12)
where t and r are formal parameters. Let
L = (Z+)2 ∩
{
(x, y) ∈ R2 | 2 ≤ x+ y ≤ d} . (4.3.13)
Consider the parameters tl1,l2 , (l1, l2) ∈ L given in the following way in terms of the
formal parameters r and {tl}dl=3 :
t1,1 = −r ,
tl1,l2 =
l1 l2
l1 + l2
(
l1 + l2
l1
)
r tl1+l2 , (l1, l2) ∈ L˜ , (4.3.14)
where
L˜ = (Z+)2 ∩
{
(x, y) ∈ R2 | 3 ≤ x+ y ≤ d} . (4.3.15)
Following the notation used in Section 3.1, let T 01 (p[H]) and T 02 (p[H]) be given by
T 01 (p[H]) =
d∑
l=3
tl pl[H] =
d∑
l=3
tl
Tr(H l)
l
(4.3.16)
and
T 02 (p[H]) =
∑
(l1,l2)∈L
tl1,l2 pl1 [H] pl2 [H]
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=
∑
(l1,l2)∈L
tl1,l2
Tr(H l1) Tr(H l2)
l1 l2
, (4.3.17)
respectively, where
pli [H] =
Tr(H li)
li
. (4.3.18)
Consider the Gaussian measure
dρ˜0N(H) = exp
(
−N Tr(H
2)
2t
)
dH (4.3.19)
on HN . The formal measure e−S(D) dD on HN can be written in the following form
e−S(D) dD = ψ(p[H]) dρ˜0N(H) , (4.3.20)
where
ψ(p[H]) = exp
(
1
2
T 02 (p[H]) +
N
t
T 01 (p[H])
)
. (4.3.21)
Denote the sequence of formal parameters (tl, tl1,l2) , 3 ≤ l ≤ d , (l1, l2) ∈ L by t . The
partition function, the free energy and the correlators of the model are formal series in t
defined by (2.2.11)-(2.2.17), where ψ(p[H]) is given by (4.3.21).
Lemma 4.3.1. For the random fuzzy spaces of type (1, 0) with the distribution e−S(D) dD ,
given by (4.3.20), the free energy F and the connected correlators Wn(x1, · · · , xn) have
the large N topological expansions given by
F =
∑
g≥0
(
N
t
)2−2g
F g (4.3.22)
and
Wn(x1, · · · , xn) =
∑
g≥0
(
N
t
)2−2g−n
W gn(x1, · · · , xn) , (4.3.23)
respectively.
Proof. Using Wick’s Theorem, the free energy F of the model can be written as a summa-
tion over the isomorphism classes of Boltzmann-weighted connected closed stuffed maps.
Considering the terminology used in Section 3.1, each term of the form
tl
(
N
t
)
Tr(H l)
l
, 3 ≤ l ≤ d (4.3.24)
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Figure 4.1: A closed stuffed map of genus two obtained from two marked rooted (brown)
polygons, and elementary 2-cells of topology (h, n) = (0, 1) (green disk) and (h, n) = (0, 2)
(red cylinder)
in ψ(p[H]) is represented by an elementary 2-cell of topology (h, n) = (0, 1) and perimeter
l , i.e. an l-gon with topology of a disk, with Boltzmann weight tl . In addition, each
term of the form
1
2
tl1,l2
Tr(H l1) Tr(H l2)
l1 l2
, (l1, l2) ∈ L (4.3.25)
in ψ(p[H]) is represented by an elementary 2-cell of topology (h, n) = (0, 2) and perime-
ters (l1, l2), i.e. a cylinder whose boundary consists of the 1-skeleton of li-gons , i = 1, 2 ,
with Boltzmann weight tl1,l2 . Thus, the elementary 2-cells of the stuffed maps which
appear in this model are homeomorphic to either a disk or a cylinder.8
Denote by M̂g∅ the set of isomorphism classes of the Boltzmann-weighted connected
closed stuffed maps M of genus g . By the same discussion as in Section 3.1, it can be
shown that the isomorphism class [M] ∈ M̂g∅ of a stuffed map M of genus g to the free
energy F is given by (
N
t
)2−2g
weight(M) , (4.3.26)
where weight(M) denotes the total Boltzmann weight ofM. Thus, we get the topological
8From now on, we only consider the stuffed maps whose elementary 2-cells may have the topology of
a disk or of a cylinder.
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expansion (4.3.22) of the free energy, where
F g =
∑
[M]∈M̂g∅
weight(M) ∈ C[[t]] . (4.3.27)
Considering (3.1.15) and (3.1.17), to get the topological expansion (4.3.23) of
Wn(x1, · · · , xn) , we should consider the Boltzmann-weighted connected closed stuffed
maps with n polygonal marked rooted faces.
Proposition 4.3.2. For the random fuzzy spaces of type (1, 0) with the distribution
e−S(D) dD , given by (4.3.20), all the stable coefficients W gn(x1, · · · , xn) , 2g − 2 + n > 0
of the large N topological expansion of the connected correlators Wn(x1, · · · , xn) can be
computed recursively using the topological recursion formula (3.5.90), provided the leading
order terms W 01 (x) and W
0
2 (x1, x2) are known.
Proof. Since the formal measure e−S(D) dD is invariant under the action of the unitary
group UN on HN by conjugation, by the Weyl integration formula, it induces a measure
d$ on the space RN of eigenvalues of the formal 1-Hermitian matrix model with the
distribution (4.3.20). The induced measure d$ is given by
d$ =
∏
1≤i<j≤N
|λj − λi|2
∏
1≤i,j≤N
R(λi, λj)
1/2
N∏
i=1
(
e−NV(λi) dλi
)
, (4.3.28)
where
V(x) = 1
t
(
x2
2
−
d∑
l=3
tl
xl
l
)
, (4.3.29)
and
R(x, y) = exp
 ∑
(l1,l2)∈L
tl1,l2
xl1 yl2
l1 l2
 . (4.3.30)
The measure (4.3.28) represents a repulsive particles system of β = 2 with potential
(4.3.29) and 2-point interaction (4.3.30) (see (3.2.4)). Thus, the topological recursion
holds for the connected correlators Wn(x1, · · · , xn) corresponding to the measure (4.3.28)
which are given by (3.2.7).
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Recall that the initial data for the topological recursion formula is the spectral curve
(Σ, ω01, ω
0
2) of the model. In the following, we investigate the spectral curve (Σ, ω
0
1, ω
0
2) of
the formal 1-Hermitian matrix model corresponding to the random fuzzy spaces of type
(1, 0) with the distribution e−S(D) dD .
Consider the correlator
Tl =
1
ZN
ρ0N
[
ψ (p[H]) Tr(H l)
]
, l ≥ 1 . (4.3.31)
Denote by M̂gl the set of isomorphism classes of the Boltzmann-weighted connected closed
stuffed maps M of genus g with one polygonal marked rooted face of perimeter l . The
correlator Tl has the following large N topological expansion
Tl =
∑
g≥0
(
N
t
)2−2g−1
T gl , (4.3.32)
where
T gl =
∑
[M]∈M̂gl
weight(M) . (4.3.33)
Considering (3.1.18), we have
W 01 (x) =
t
x
+
∞∑
l=1
T 0l
xl+1
∈ C[[x−1]][[t]] . (4.3.34)
The formal series T 0l [t, t] is the generating function of rooted planar stuffed maps
with topology of a disk and perimeter l . Let T˜ 0l [t, t] be the analog generating function
for maps, obtained from T 0l [t, t] by setting all tl1,l2 , (l1, l2) ∈ L equal to zero. Using a
bijection between the planar stuffed maps and planar maps, it can be shown [6] that T 0l
and T˜ 0l satisfy the following functional relation
T 0l [t, t] = T˜
0
l [t, τ (t, t)] , (4.3.35)
where the weight τm , m ≥ 1 of an m-gon is given by
τm(t, t) = tm +
∑
m′≥1
tm,m′
m′
T 0m′ [t, t] . (4.3.36)
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A (stuffed) map M is called pointed if one of its vertices is labeled. For maps, a
vertex weight t and a sequence of non-negative face weights τ = (τm)m , m ≥ 1 is called
admissible if, for any l ≥ 1 , the generating function of pointed rooted planar maps with
topology of a disk and perimeter l , given by t ∂tT˜
0
l [t, τ ] , is finite [5]. For stuffed maps,
a vertex weight t and a sequence of elementary 2-cells weights t = (tl, tl1,l2) is called
admissible if the corresponding face weights τ (t, t) are admissible [6]. It can be shown
[6] that there exist tc > 0 such that any sequence of weights (t, tl, tl1,l2) satisfying |t| < tc ,
|tl| < tc , |tl1,l2| < tc , is admissible.
Lemma 4.3.3 (One-cut Lemma [6]). If (t, tl, tl1,l2) is a sequence of admissible weights,
then T 0l [t, t] <∞ , ∀l ≥ 1 . The series
W 01 (x) =
t
x
+
∞∑
l=1
T 0l
xl+1
(4.3.37)
is the Laurent expansion at x =∞ of a holomorphic function W 01 (x) ∈ O(C\Γ) on C\Γ ,
where Γ = [a, b] ⊂ R . The limits lim→0+ W 01 (s± i) , ∀s ∈ Γo exist, and the spectral den-
sity
ρ(s) =
1
2pii
lim
→0+
(
W 01 (s− i)−W 01 (s+ i)
)
(4.3.38)
assumes positive values on the interior Γo of the discontinuity locus Γ, and vanishes at
∂Γ.
From now on, we assume that the sequence of the Boltzmann weights (t, tl, tl1,l2) ,
3 ≤ l ≤ d , (l1, l2) ∈ L of the model is admissible, and, thus, the One-cut Lemma holds.
By the Sokhotski-Plemelj Theorem (see (3.3.16)), the function W 01 (x) ∈ O(C\Γ) is the
Stieltjes transform of the spectral density ρ(s) of the model. In the following, we explain
the relation between the coefficients T 0k , k ≥ 1 of the Laurent expansion of W 01 (x) at
x =∞ and the moments mk =
∫
Γ
skρ(s) ds of the spectral density ρ(s) of the model.
Using (4.3.38), we have
mk =
∫
Γ
skρ(s) ds =
1
2pii
∮
CΓ
xkW 01 (x) dx , (4.3.39)
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where CΓ is a closed ccw-oriented contour in an -neighborhood of Γ ⊂ R which encloses
Γ. Since xkW 01 (x) ∈ O(C\Γ), we can deform the integration contour CΓ into a closed
ccw-oriented large-enough contour C∞ which encloses Γ. Considering (4.3.37), we get
1
2pii
∮
CΓ
xkW 01 (x) dx =
1
2pii
∮
C∞
xkW 01 (x) dx
=
1
2pii
∮
C∞
xk
(
t
x
+
∞∑
l=1
T 0l
xl+1
)
dx
= − 1
2pii
∮
C˜0
1
ζk
(
tζ +
∞∑
l=1
T 0l ζ
l+1
)
dζ
ζ2
= T 0k , (4.3.40)
where we use the change of variable ζ = 1/x to change the integration contour from C∞
to a closed cw-oriented small contour C˜0 around ζ = 0 . Therefore, we have
mk = T
0
k , ∀k ≥ 1 . (4.3.41)
Recall that the rank 1 Schwinger-Dyson equation for a repulsive particles system to
leading order in N is given by (see (3.5.25)-(3.5.27)):
(
W 01 (x)
)2
+
∮
CΓ
1
x− ξ
(OW 01 (ξ)− V ′(ξ))W 01 (ξ) dξ2pii = 0 , ∀x ∈ C\Γ , (4.3.42)
where the master operator O is defined by
Of(ξ) = 1
2pii
∮
CΓ
(∂ξ logR(ξ, η)) f(η) dη . (4.3.43)
For our model, considering (4.3.30), we have
∂ξ logR(ξ, η) =
∑
(l1,l2)∈L
tl1,l2
l2
ξl1−1 ηl2 (4.3.44)
which is a holomorphic function, with respect to each of its arguments, on the whole
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complex plane C .9 Using (4.3.39), we get
OW 01 (ξ) =
1
2pii
∮
CΓ
 ∑
(l1,l2)∈L
tl1,l2
l2
ξl1−1 ηl2
W 01 (η) dη
=
∑
(l1,l2)∈L
tl1,l2
l2
ml2 ξ
l1−1 . (4.3.45)
Thus, the term Q(ξ) = OW 01 (ξ)− V ′(ξ) in (4.3.42) is a polynomial of degree d− 1 given
by
Q(ξ) = OW 01 (ξ)− V ′(ξ) =
d−1∑
n=0
cn ξ
n , (4.3.46)
where
c0 =
d−1∑
k=1
t1,k
k
mk ,
c1 = −1
t
+
d−2∑
k=1
t2,k
k
mk ,
cn =
tn+1
t
+
d−n−1∑
k=1
tn+1,k
k
mk , 2 ≤ n ≤ d− 2 ,
cd−1 =
td
t
. (4.3.47)
By taking similar steps to what we did in (3.3.27)-(3.3.34), we can recast (4.3.42) as10
W 01 (x)
2
+Q(x)W 01 (x)− P (x) = 0 , ∀x ∈ C\Γ , (4.3.48)
where
P (x) =
∮
CΓ
δ [Q] (x, ξ)W 01 (ξ)
dξ
2pii
, (4.3.49)
9Let logR(x, y) be the logarithm of the 2-point interaction R(x, y) of an arbitrary repulsive particles
system. A necessary condition for the topological recursion for a repulsive particles system is that
logR(x, y) extends to a holomorphic function on a neighborhood U ⊂ C of Γ. However, the above-
mentioned feature in our model, i.e. holomorphicity of logR(x, y) on C , allows us to rewrite the equation
(4.3.42), satisfied by W 01 (x), in a more explicit form.
10In the general setup of a repulsive particles system, we are able to recast (4.3.42) as an equation
similar to (4.3.48) (see (3.5.83)). However, in (3.5.83), our only information about the functions Q(x)
and P (x) is that each of them satisfy an integral equation in terms of W 01 (x) on a neighborhood U ⊂ C
of Γ.
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and
δ [Q] (x, ξ) =
Q(x)−Q(ξ)
x− ξ . (4.3.50)
Since
δ [xn] (x, ξ) =
n∑
j=1
xn−j ξj−1 , (4.3.51)
we have
δ [Q] (x, ξ) =
d−1∑
n=0
cn
(
n∑
j=1
xn−j ξj−1
)
. (4.3.52)
Thus, by (4.3.39), we get
P (x) =
d−1∑
n=0
cn
(
n∑
j=1
mj−1 xn−j
)
. (4.3.53)
Note that only the first d− 1 moments mk , 1 ≤ k ≤ d− 1 of ρ(s) appear in the coefficients
of the polynomials Q(x) and P (x) .
In the following Theorem, we summarize what we have already found about the
spectral curve (Σ, ω01, ω
0
2) of the model. However, we plan to continue our investigation
of the spectral curve of the model hoping to find more details on this model.
Theorem 4.3.4. For the random fuzzy spaces of type (1, 0) with the distribution e−S(D) dD ,
and a sequence of admissible Boltzmann weights (t, tl, tl1,l2) , 3 ≤ l ≤ d , (l1, l2) ∈ L , the
leading term W 01 (x) of the 1-point correlator W1(x) satisfies the following quadratic al-
gebraic equation
y2 +Q(x) y − P (x) = 0 , (4.3.54)
where the polynomials Q(x) and P (x) are given by (4.3.46) and (4.3.53), respectively. The
coefficients of the polynomial Q(x) (resp. P (x) ), in (4.3.54), are linear (resp. quadratic)
expressions in the moments mk , 1 ≤ k ≤ d− 1 of the jump discontinuity ρ(s) of W 01 (x) .
The spectral curve Σ of the model is a complex algebraic curve of genus zero given by the
equation (4.3.54).
Chapter 5
Summary
The formalism of spectral triples encodes, in the commutative case, the data of the
Riemannian metric on a spin manifold in terms of the Dirac operator. More precisely, by
Connes’ distance formula (see [12] and [24]), the Dirac operator /D on a spin manifold
M determines the Riemannian metric g in the following way
dg(p, q) = sup {|f(p)− f(q)| : f ∈ C∞(M), || [ /D, f ] || ≤ 1} , (5.0.1)
where dg(p, q) , ∀p, q ∈M denotes the Riemannian distance function1. Given the data of
(A,H, γ, J), one considers, by analogy, the moduli space of Dirac operators D, satisfying
the axiomatic definition of a real spectral triple, as the space of all possible geometries
(“metrics”) over the finite noncommutative space (A,H, γ, J). If we understand quan-
tization of gravity as a path integral over the space of metrics, it is natural to consider
random finite real spectral triples, with a distribution of the form
e−S(D) dD (5.0.4)
1Recall that the Riemannian distance function dg(p, q) is defined by
dg(p, q) := inf {`(α) : α(t) piecewise smooth curve, α(0) = p, α(1) = q} , (5.0.2)
where
`(α) =
∫ 1
0
√
g(α˙(t), α˙(t)) dt . (5.0.3)
It is a basic fact of Riemannian geometry that the distance function dg determines the metric g .
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over the moduli space of Dirac operators, as models of (Euclidean) quantum gravity over
a finite noncommutative space.
In this thesis, we consider random finite real spectral triples of type (1, 0), introduced
by Barrett and Glaser, with Dirac operator of the form D = {H, ·} , where H ∈ HN is a
random Hermitian matrix. We specify the form of the action functional S(D) such that
we get a multi-trace formal 1-Hermitian matrix model. The free energy F = logZN of
our model has a large N expansion of topological type given by
F =
∑
g≥0
N2−2g F g . (5.0.5)
The coefficient F g in (5.0.5) enumerates the isomorphism classes of Boltzmann-weighted
connected closed stuffed maps, a generalization of the classical notion of maps introduced
by Borot, of genus g whose elementary 2-cells (“building blocks”) may have the topology
of a disk or of a cylinder. Similarly, the n-point connected correlators Wn(x1, · · · , xn) of
our model have a large N topological expansion of the following form
Wn(x1, · · · , xn) =
∑
g≥0
N2−2g−nW gn(x1, · · · , xn) . (5.0.6)
A repulsive particles system is a system of particles (λi)i , λi ∈ R , moving in R under
an external potential V(x) with a 2-point interaction R(x, y) (on top of the repulsive
Vandermonde interaction). The eigenvalues {λi}Ni=1 of our matrix model leads to a repul-
sive particles system. Hence, the topological recursion for a repulsive particles system,
introduced by Borot, Eynard and Orantin, holds for the large N topological expansion
of the n-point connected correlators Wn(x1, · · · , xn) of our model. In other words, one
can compute all the stable coefficients W gn(x1, · · · , xn) , 2g − 2 + n > 0 , n ≥ 1 , g ≥ 0 of
the topological expansion (5.0.6) using the topological recursion formula, provided the
leading order terms W 01 (x) and W
0
2 (x1, x2) are known.
In our model, for “small enough” Boltzmann weights, the leading term W 01 (x), in the
large N expansion of the “expected value” W1(x) of the trace of the resolvent of H ∈ HN ,
is a holomorphic function on C\Γ with a discontinuity locus of the form Γ = [a, b] ⊂ R .
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By considering the rank 1 Schwinger-Dyson equation for a repulsive particles system to
leading order in N , we show that, for our model, W 01 (x) satisfies a quadratic algebraic
equation
y2 +Q(x) y − P (x) = 0 . (5.0.7)
The coefficients of the polynomial Q(x) (resp. P (x) ), in (5.0.7), are computed explicitly
as linear (resp. quadratic) expressions in the moments of the jump discontinuity ρ(s) of
W 01 (x) , where
ρ(s) =
1
2pii
lim
→0+
(
W 01 (s− i)−W 01 (s+ i)
)
, ∀s ∈ Γo . (5.0.8)
The spectral curve Σ of our model is a complex algebraic curve of genus zero, given by
the equation (5.0.7).
As our next steps, we are going to investigate the following subjects on the Barrett-
Glaser models of random finite noncommuatative geometries:
• A scalar nonlinear Riemann-Hilbert problem characterizing W 01 (x) in our model
• Generalization of our matrix model to the case with k-point interactions, k ≥ 1
• The convergent matrix model corresponding to our model, and the phase transition
from one-cut regime into multi-cut regime
• The possibility of phase transition of the asymptotic eigenvalue distribution in
random finite noncommutative geometries into the eigenvalue distribution of the
Dirac operator on a spin manifold at critical values
• The several-matrices models corresponding to the Barrett-Glaser models of higher
signature (p, q)
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