Reduction of the energy-gap scaling by coherent catalysis in models of
  quantum annealing by Koh, Yang Wei & Nishimori, Hidetoshi
Reduction of the energy-gap scaling by coherent catalysis in models of quantum
annealing
Yang Wei Koh1, ∗ and Hidetoshi Nishimori1, 2, 3
1Institute of Innovative Research, Tokyo Institute of Technology,
Nagatsuta-cho, Midori-ku, Yokohama 226-8503, Japan
2Graduate School of Information Sciences, Tohoku University, Sendai 980-8579, Japan
3RIKEN, Interdisciplinary Theoretical and Mathematical Sciences (iTHEMS), Wako, Saitama 351-0198, Japan
(Dated: December 30, 2019)
Non-stoquastic drivers are known to improve the performance of quantum annealing by reduc-
ing first-order phase transitions into second-order ones in several mean-field-type model systems.
Nevertheless, statistical-mechanical analysis shows that some target Hamiltonians still exhibit un-
avoidable first-order transitions even with non-stoquastic drivers, making them difficult for quantum
annealing to solve. Recently, a mechanism called coherent catalysis was proposed by Durkin [Phys.
Rev. A 99, 032315 (2019)], in which he showed the existence of a particular point on the line of
first-order phase transitions where the energy gap scales polynomially as expected for a second-order
transition. We show by extensive numerical computations that this phenomenon is observed in a few
additional mean-field-type optimization problems where non-stoquastic drivers fail to change the or-
der of phase transition in the thermodynamic limit. This opens up the possibility of using coherent
catalysis to search for exponential speedups in systems previously thought to be exponentially slow
for quantum annealing to solve.
I. INTRODUCTION
Quantum annealing (QA) [1–9] is a method for solv-
ing combinatorial optimization problems by making use
of the tunneling effects induced by quantum fluctuations
to search for the optimal solution. An important chal-
lenge facing QA is that for certain classes of problems
one encounters a first-order phase transition during the
annealing process. At a first-order transition, the energy
gap ∆ = E1−E0 between the energies of the ground and
first-excited states of the system, E0 and E1, generally
decreases exponentially with system size, resulting in an
exponentially long annealing time, according to the adi-
abatic theorem of quantum mechanics [10–12]. One such
example is the ferromagnetic p-spin model (p-spin ferro-
magnet) whose target Hamiltonian is given by
H = −NJzp (1)
where the power p ≥ 2 is an integer, N is the total num-
ber of spins, Jα = N
−1∑N
i=1 σ
α
i , and σ
α
i (α = x, y, z)
is the α-component of the Pauli matrix for the ith spin.
Jo¨rg et al. [13] showed that, if QA is performed with
just a transverse field Jx, the system undergoes a first-
order phase transition for p > 2 and is therefore hard
to solve although the solution is trivially ferromagnetic.
It was later found that, by introducing non-stoquastic
drivers of the form +Jx
q (q ≥ 2) into the annealing
Hamiltonian, many of the first-order phase transitions
that plagued a simple transverse field annealing in the
p-spin ferromagnet can be avoided and be replaced by
gentler second-order ones whose annealing times are ex-
pected to scale only polynomially with the system size
∗ patrickkyw@gmail.com
[14–18]. An intractable exception remains, however, for
the case of p = 3 where mean-field analysis, which is
valid in the thermodynamic (large-size) limit, suggests
that first-order transitions cannot be avoided even with
a non-stoquastic driver [14, 15, 17]. It is also known that
the p-spin ferromagnet with p ≥ 4 becomes difficult to
solve even with a non-stoquastic driver in the presence
of random longitudinal fields [19].
In a recent development, Durkin [20] examined the
p = 3 case in detail and found that it is in fact actually
possible to reduce the computation time from exponen-
tial to polynomial as a function of the system size with
the help of a non-stoquastic driver +Jx
2 if one carefully
controls the system parameters as functions of the sys-
tem size. By exact numerical diagonalization and map-
ping of the problem to an effective single-particle prob-
lem, he showed that, along the curve of minimum energy
gap that separates the paramagnetic and ferromagnetic
phases in the phase diagram, there exists a particular
point where the gap scales polynomially with the system
size. At this point on the phase transition curve, kinetic
effects due to the transverse antiferromagnetic interac-
tion (non-stoquastic driver) delocalizes the ground-state
wavefunction into a form that simultaneously overlaps
the two minima of the classical potential, thereby soft-
ening the first-order phase transition into an effectively
second-order one. This process is termed ‘coherent catal-
ysis’ by the author, and opens up the possibility of search-
ing for quantum speedups in systems which are predicted
by the mean-field theory to exhibit only first-order tran-
sitions.
In Ref. [20], the use of coherent catalysis to change the
gap scaling from exponential to polynomial in QA was
demonstrated exclusively for the p = 3 model. Since this
result is a consequence of intricate balance among vari-
ous terms in the Hamiltonian, a natural questions arises
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2whether or not the mechanism of coherent catalysis ap-
plies to other problems. The goal of the present paper
is to answer this question. The models we have chosen
to study here are difficult for QA in the sense that the
conventional mean-field theory predicts that a first-order
phase transition is unavoidable even in the presence of
non-stoquastic drivers. Our approach is computational
and we shall focus mainly on computing the energy gap
by diagonalizing the Hamiltonian numerically and ob-
taining its scaling. Our results indicate that the mecha-
nism of coherent catalysis works also in our problems.
The rest of the paper is organized as follows. Sections
II to IV are devoted to three different models. In Sec. II
we extend the Hamiltonian studied in Ref. [20] to include
many-body transverse interactions. This is to verify that
the result reported in Ref. [20] is not just peculiar to the
case of +Jx
q with q = 2 but holds for higher powers of
q as well. In Sec. III we go beyond the simple 3-spin
ferromagnet and study a target Hamiltonian whose en-
ergy landscape exhibits a barrier and a local minimum.
In Sec. IV we study the p-spin ferromagnet in a ran-
dom longitudinal field. A previous mean-field study of
this model has shown that the random longitudinal field
induces a first-order transition that is not lifted by a non-
stoquastic driver even for p ≥ 4 where the difficulty can
be removed by a non-stoquastic driver in the absence of
random field [19]. Section V discusses and concludes the
paper.
II. THE 3-SPIN FERROMAGNET WITH
MANY-BODY TRANSVERSE INTERACTIONS
The first model we study is the 3-spin ferromagnet with
many-body transverse interactions given by the Hamil-
tonian
HI(Γ, κ) = −κ(1−Γ)Jz3 −ΓJx + (1−Γ)(1− κ)Jxq (2)
where −Jz3 is the target Hamiltonian, Γ and κ are pa-
rameters controlling the strengths of the transverse field
Jx and the non-stoquastic driver term +Jx
q, respectively,
and the integer power q ≥ 2 generates the q-body trans-
verse interactions. We have used the above parameter-
ization by κ and Γ following the convention adopted in
Ref. [20]. We have also chosen the Hamiltonian to be of
order N0 in the present section for consistency with Ref.
[20].
When q = 2, HI reduces to the model studied in Ref.
[20]. For QA, one starts from Γ = 1 and κ arbitrary and
tries to find a path in the Γ-κ parameter space to reach
(Γ, κ) = (0, 1) where the target classical Hamiltonian is
recovered. A mean-field analysis of this system shows
that the Γ-κ plane is separated into two regions by a first-
order transition line [15]. Although the precise location
of this line depends on q, qualitatively, it lies within the
curved orange-yellow segment of the heat map shown in
Fig. 1(a).
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FIG. 1. Behavior of the energy gap of the model Eq. (2).
(a) Density plot of the logarithm of the inverse of the energy
gap, log10(1/∆), as a function of the parameters κ and Γ for
q = 3 and N = 50. The location of the saddle point on
this ‘gap landscape’ is shown as a green circle. Equipotential
contours of log10(1/∆) are overlaid to aid in the visualization
of the saddle point. Annealing starts from Γ = 1, κ arbitrary
and ends at Γ = 0, κ = 1. (b) The energy gap evaluated
at the saddle point, denoted ∆D, decreases polynomially as
the system size N increases. Results for q = 2 (studied in
Ref. [20]) and higher powers q = 3 and 4 are shown. The
solid black line corresponding to each q is obtained by fitting
a straight line through all the data points.
According to the mean-field theory, during the anneal-
ing process the system must cross this line and undergo
a first-order phase transition, and therefore the gap is
naively expected to decrease exponentially as a function
of the system size. This problem with general q was
touched upon in Ref. [20] but was not analyzed in de-
tail except for the case of q = 2. Another reason that we
study this model is to confirm the accuracy of our numer-
ical method to discern exponential and polynomial gap
closings, which will turn out to be serious also in other
problems to be discussed later.
The Hamiltonian HI commutes with the total angular
momentum operator Jx
2 + Jy
2 + Jz
2. Since quantum
3annealing starts from the state with only the transverse
field term Γ = 1 in the Hamiltonian Eq. (2), one can
simply diagonalize HI in the sector with total angular
momentum N/2. The result is summarized in Fig. 1(a)
as the density plot of the logarithm of the energy gap as
a function of Γ and κ for the case of q = 3 with N = 50.
Qualitatively, the ‘gap landscape’ here is similar to that
of q = 2 reported in Ref. [20]. The narrow orange-yellow
curve slanting down the middle is where the energy gap
is smallest, and separates the ferromagnetic phase on the
left from the paramagnetic phase on the right. In the
limit N → ∞, the minimum gap curve asymptotically
approaches the first-order phase transition curve given by
the mean-field theory [15]. It therefore seems impossible
to avoid a first-order transition to reach the final state at
Γ = 0, κ = 1 from the initial state at Γ = 1, κ arbitrary,
suggesting an exponentially long computation time.
An outstanding feature about this gap landscape is the
existence of a saddle point along the minimum gap curve
where the gap is a maximum as pointed out for the case
q = 2 in Ref. [20]. In Fig. 1(a), this point is indicated
by a green circle. It was reported for q = 2 in Ref. [20]
that the gap evaluated at this point obeys a different,
polynomial, scaling compared to the other points with
exponential scaling along the minimum gap curve. To
see if the same happens in the present case of q = 3, we
tracked the saddle point as N increases, which is known
to scale as κc ∝ 1/
√
N for κ  1 for q = 2. Numeri-
cal identification of a saddle point in the very steep gap
landscape is a highly non-trivial task, and we used the
Newton-Raphson algorithm to find the point (ΓD, κD)
where the first derivatives (with respect to Γ and κ) of
the function log10(1/∆) vanishes. The gradient and Hes-
sian required are also computed numerically, by taking
finite differences of log10(1/∆) along the Γ and κ direc-
tions. As the initial condition for the Newton-Raphson
algorithm, it is preferable to choose a point which is near
to the solution (such as the saddle point from the previ-
ous N).
The results for the scaling of the gap evaluated at the
saddle point, denoted as ∆D, are shown in Fig. 1(b)
for q = 2, 3, and 4 (from N = 50 to 500). The three
solid lines shown are obtained by fitting the data points
(from all N) to a polynomial function of the form c1N
−c2
(c1, c2 : fitting parameters). It is seen that ∆D decreases
polynomially with increase in system size for all three q
values. The scaling result we obtained for q = 2 also
agrees with the analytic result 3.4×N−2 derived in Ref.
[20] (which holds in the large N limit) [21]. Elsewhere
along the minimum gap curve, the energy gap closes ex-
ponentially fast with N , in accordance with the predic-
tion of the mean field theory. This has been discussed
for the case of q = 2 in Ref. [20], and which we also
verified for the cases of q = 3 and 4 based on our nu-
merical calculations. We have thus confirmed that the
method of coherent catalysis works also in this slightly
different problem and that our numerical technique suc-
ceeds to adequately follow the saddle point in the gap
landscape where the valley of minimum gap has a very
sharp, edge-like, shape.
III. A TARGET HAMILTONIAN EXHIBITING
AN ENERGY BARRIER
One may ask if the very simple structure of the target
Hamiltonian −Jz3 with a single trivial minimum may be
the main culprit of the success of coherent catalysis. We
therefore study a model with a local minimum separated
from the global minimum by an energy barrier in the
target Hamiltonian. The total Hamiltonian is given by
1
N
HII(s, λ) = s
[
λ g (Jz) + (1− λ)Jx2
]− (1− s)Jx (3)
where g(Jz) is the target Hamiltonian, and s and λ
are parameters controlling the strengths of the trans-
verse field Jx and the antiferromagnetic interaction (non-
stoquastic driver) +Jx
2, respectively. The parame-
terization by s and λ follows the convention of Refs.
[14, 15, 17]. The function g(m) is given by
g(m) = −2(m− a)3 − 3(a− b)(m− a)2 (4)
and its graph is shown in Fig. 2 [22]. The parameters
-0.035
-0.03
-0.025
-0.02
-0.015
-0.01
-0.005
0
0.005
0.01
0.5 0.6 0.7 0.8 0.9 1
g
(m
)
m
-1
-0.5
0
0.5
1
-1 -0.5 0 0.5 1
-0.
.5
-0.
-0.
 0.01
0. 0. 0. 0.
-  10.5-0. 0
-1
 1
.5
 .5
0
FIG. 2. Graph of the potential function g(m) which is sup-
posed to be minimized by the annealing Hamiltonian Eq. (3).
The parameters a and b in Eq. (4) are the positions of the
local minimum and maximum, respectively. The height of the
barrier measured relative to the potential at the local mini-
mum is (b−a)3. Quantum annealing seeks to reach the global
minimum solution located at m = 1. The plot shows the case
of a = 0.6 , b = 0.8. For comparison, the inset shows the
potential function of the p = 3 model, which is just a simple
−m3 function and exhibits no local minima.
a and b are the coordinates of the local minimum and
local maximum, respectively. The height of the energy
barrier measured relative to the potential at m = a is
4(b− a)3. For comparison, the graph of the target Hamil-
tonian of the 3-spin ferromagnet is shown in the inset.
The latter is a monotonic function with only one mini-
mum solution at m = 1. From an algorithmic point of
view, finding the optimal minimum of g(m) should be
more non-trivial than that of −m3 due to the presence of
the local minimum. For the QA of HII, one starts from
s = 0, λ arbitrary and finishes at (λ, s) = (1, 1) where the
target is recovered. A mean-field analysis of this model
once again predicts that the system must encounter an
unavoidable first-order phase transition during the an-
nealing process [23]. In the following, we examine this
model from the perspective of coherent catalysis.
A. Saddle point with polynomial scaling of the
energy gap
The Hamiltonian HII again commutes with the total
angular momentum operator, so the numerical methods
used in Sec. II are applicable to this model. Figure 3(a)
shows the plot of log10(1/∆) as a function of s and λ for
the parameter values a = 0.6, b = 0.8 with N = 100.
An interesting observation is that, unlike the first model,
we were able to identify two saddle points on the gap
landscape: One inside Box (i) and another inside Box (ii).
We first discuss the left one in Box (i) which has a larger
gap. Figure 3(b) shows a close-up view of the landscape
in the vicinity of the left saddle. We tracked this point
as N increases; in the inset of Fig. 4, the left (red) curve
shows how the location of this left saddle evolves on the λ-
s plane as N increases. The scaling of the gap evaluated
at the saddle, ∆D, is plotted in Fig. 4 using red triangles;
the solid black line passing through them is obtained by
fitting the data points to a polynomial function. It is
seen that ∆D decreases polynomially with increase in N .
Hence, one can achieve a polynomial computation time
for this model if the annealing path passes through this
left saddle point along the line of thermodynamic first-
order transitions.
B. Saddle point with exponential scaling of the
energy gap
We next discuss the right saddle point lying inside Box
(ii) of Fig. 3(a). Figure 3(c) shows a close-up view of the
gap landscape in its vicinity. This saddle has a smaller
gap compared to the left one and lies between two min-
ima on the landscape. The right (blue) curve in the inset
of Fig. 4 shows how the location of this saddle evolves on
the λ-s plane as N increases. The blue squares in Fig.
4 show the scaling of the gap evaluated at this saddle,
and it closes much faster than the gap at the left saddle.
Let us denote the gap here as ∆s to differentiate it from
the gap with polynomial scaling ∆D. The solid black
line passing through the squares is obtained by fitting an
exponential function of the form d1 exp (−d2N) (d1, d2 :
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FIG. 3. Density plots of log10(1/∆) of the Hamiltonian Eq.
(3) as a function of the parameters s and λ, for the case of
a = 0.6, b = 0.8 and system size N = 100. (a) Two saddle
points are identified on the gap landscape: One in Box (i),
and another in Box (ii) where the gap is significantly smaller
than in Box (i). Panels (b) and (c) show, respectively, close-
up views of the gap landscapes in the vicinity of the saddle
points of Boxes (i) and (ii).
fitting parameters) through the data points. It is seen
that ∆s decreases exponentially with increase in system
size N . Hence, the computation time remains exponen-
tial if the annealing path were to pass through the right
saddle point.
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FIG. 4. Scalings of the energy gap for the model Eq. (3),
where the gaps, denoted ∆s, are evaluated at the saddle points
on the gap landscape. If the scaling of ∆s is polynomial, we
denote it differently, as ∆D. Results for the cases of large
(a = 0.6, b = 0.8) and small (a = 0.7, b = 0.78) barrier
heights are shown. The solid curve passing through the blue
squares is obtained by fitting an exponential function through
the data points from N = 100 to 200. The solid lines passing
through the red triangles and green circles are obtained by
fitting a polynomial function through the data points from
N = 100 to 500 and from N = 200 to 500, respectively. Inset:
Evolution of the positions of the left and right saddle points
on the λ-s plane as N increases (for a = 0.6, b = 0.8). As
the saddle points between two successive N values are quite
close together, they appear to merge into a continuous line.
To help the reader visualize, the starting and ending points of
the lines as well as the direction of N increase are indicated
with arrows.
C. Smaller energy barrier in the target
Hamiltonian
The gap landscape of this model is dependent on the
parameters values a and b chosen. To illustrate it, con-
sider a = 0.7, b = 0.78, which gives a smaller energy
barrier in the target Hamiltonian compared to the case
of a = 0.6, b = 0.8. We found that although the left sad-
dle point still exists, this time the right saddle point does
not. The scaling of the energy gap at this left saddle is
calculated and the result is plotted in Fig. 4 using green
circles. The solid black line passing through the circles
is obtained by fitting a polynomial function through the
data points. It is seen that the gap again decreases poly-
nomially with increase in N . The rate of decrease is also
slower compared to the previous case of a = 0.6, b = 0.8,
which is consistent since a target Hamiltonian with a
smaller barrier should be easier to solve.
IV. THE 3-SPIN FERROMAGNET IN RANDOM
LONGITUDINAL FIELD
The third model we study is the 3-spin ferromagnet
in a random longitudinal field. This is a more difficult
problem than the case without a random longitudinal
field discussed in Ref. [20] and Sec. II because the
non-stoquastic driver fails to reduce first-order transi-
tions into second order even in the p-spin ferromagnet
with p ≥ 4 [19]. Remember that the reduction of the
order of transition is achieved by non-stoquastic driver
for the p(≥ 4)-spin model in the absence of a random
longitudinal field [14, 15, 17].
The target Hamiltonian is
HL(h0) = −Jz3 − h0Lz (5)
where h0 is the strength of the longitudinal field given by
Lz =
1
N
N∑
i=1
ξiσ
z
i (6)
The random variables ξi are each +1 or −1 with prob-
ability 1/2. When h0 = 0, we recover the 3-spin ferro-
magnet, which QA can solve in polynomial time using
coherent catalysis. In this section, we shall discuss the
case where exactly N/2 of the ξi are +1 (we consider even
N in this section). Our annealing Hamiltonian is
1
N
HIII(s, λ, h0) = s
[
λHL(h0) + (1− λ)Jx2
]− (1− s)Jx,
(7)
where the parameters s, λ as well as the starting and end-
ing points of the annealing schedule are the same as for
the previous model in Sec. III. According to an earlier
mean-field study, the system must undergo an unavoid-
able first-order phase transition during the annealing pro-
cess [19].
Unlike the two previous models, the Hamiltonian HIII
does not commute with the total angular momentum op-
erator due to the longitudinal field Lz. To avoid diago-
nalizing the entire Hamiltonian matrix of dimension 2N ,
we note that HIII exhibits permutation symmetry among
the spin indices with the same value of ξi. We renumber
the indices i such that i = 1 to N/2 now have ξi = +1,
and i = N/2 + 1 to N now have ξi = −1, which is pos-
sible because of the symmetry of the first term −Jz3 in
the target Hamiltonian Eq. (5) under the permutation
of spin index. The Hamiltonian can be rewritten as
6HIII(s, λ, h0)
= − sλ
N2
[
J˜z
3 ⊗ I˜ + 3J˜z2 ⊗ J˜z + 3J˜z ⊗ J˜z2 + I˜ ⊗ J˜z3
]
−sλh0
2
[
J˜z ⊗ I˜ − I˜ ⊗ J˜z
]
+
s(1− λ)
N
[
J˜x
2 ⊗ I˜ + 2J˜x ⊗ J˜x + I˜ ⊗ J˜x2
]
−(1− s)
[
J˜x ⊗ I˜ + I˜ ⊗ J˜x
]
(8)
In the tensor product A ⊗ B, the operator A(B) lies in
the Hilbert space of the spins whose ξi is +1(−1). I˜
denotes the identity operator, J˜α ⊗ I˜ =
∑N/2
i=1 σ
α
i , and
I˜ ⊗ J˜α =
∑N
i=N/2+1 σ
α
i . The Hamiltonian HIII com-
mutes with the total angular momentum operators of
each subspace,
∑
α J˜α
2 ⊗ I˜ and I˜ ⊗∑α J˜α2. To obtain
just the ground and first excited states, one can diagonal-
ize HIII using the product basis |N/4,mA〉 ⊗ |N/4,mB〉
where |j,m〉 is an angular momentum eigenstate with to-
tal quantum number j and projection quantum number
m. The dimension of the Hamiltonian matrix that we
need to diagonalize is therefore (N/2+1)2 instead of 2N .
In our calculations, we diagonalized HIII using the Lanc-
zos algorithm and computed only the ground and first
excited states.
A. Absence of coherent catalysis when h0 = 1
The valley in the gap landscape in the random-field
model is very sharp and numerical computations require
extremely careful steps. Figure 5(a) shows the density
plot of the logarithm of the energy gap log10 ∆ as a func-
tion of s and λ for h0 = 1 with N = 50. For this model,
we cannot identify the saddle point on the gap landscape
just by visual inspection because the minimum gap curve
is sandwiched within an extremely narrow region of the
λ-s parameter space [24]. To locate the saddle point,
we first compute the minimum gap curve [25], which is
shown in Fig. 5(a) by the broken red curve. The gap
evaluated along the curve, denoted as log10 [∆min(λ)], is
shown in Fig. 5(b). It is seen to be rich in structures
such as local maxima and cusp-shaped minima. We shall
focus on the global maximum indicated by a blue circle,
which is also a saddle point. Inset (i) shows a close-up
view of the gap in the vicinity of the maximum. To verify
that the maximum is a saddle point, we took the gradi-
ent ∇ = (∂/∂λ, ∂/∂s) of the function log10 ∆(λ, s) along
the minimum gap curve [26]. Inset (ii) shows that the
Euclidean norm of the gradient, ||∇(log10 ∆)||, vanishes
at the maximum. The scaling of the energy gap evalu-
ated at this saddle point, denoted as ∆s, is plotted in
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FIG. 5. Energy gap of the random field model Eq. (7) with
h0 = 1 and N = 50. (a) Density plot of log10 ∆ as a function
of the parameters s and λ. The broken red line marks, for
each λ, the s where the gap is the smallest. The gap evaluated
along this broken red line, denoted as log10 [∆min(λ)], is shown
in Panel (b). The saddle point (blue circle) indicates where
the gap is maximum along the entire curve. Inset (i): Close-
up view of the gap in the vicinity of the saddle point. Inset
(ii): The corresponding magnitude of the gradient of gap (see
main text for details). In both insets, the connecting lines are
to guide the eye only.
Fig. 6(a) using solid red circles. The solid black curve
passing through the circles is obtained by fitting an expo-
nential function through the data points. It is seen that
∆s decreases exponentially with increase in N . Hence, it
is not possible to reduce the gap scaling from exponential
to polynomial using coherent catalysis when h0 = 1.
B. Crossover from exponential to polynomial
scaling between h0 = 1 and 0
As mentioned earlier, when h0 = 0 the target Hamil-
tonian Eq. (5) reduces to the 3-spin ferromagnet whose
energy gap at the saddle point exhibits polynomial scal-
ing. This is shown in Fig. 6(a) using solid blue triangles;
the solid red line passing through the triangles is obtained
by fitting a polynomial function through the data points.
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FIG. 6. Scaling of the energy gap for the model Eq. (7) for
different values of h0. For fixed h0 and N , the gap log10 ∆s
is evaluated at the saddle point discussed in Fig. 5. (a)
As h0 increases from 0 to 1, the scaling of the gap changes
from polynomial to exponential. The bottom (top) solid curve
passing through the filled circles (triangles) is obtained by
fitting an exponential (polynomial) function through the data
points from N = 70 to 128. (b) Scalings of the gap for values
of h0 close to 0. There exists some non-zero values of h0 (.
0.25) where the scaling appears to be polynomial. Connecting
lines are to guide the eye only.
The scaling of the saddle point gap for h0 = 0.25, 0.50,
and 0.75 is also shown in Fig. 6(a). Figure 6(b) shows a
detailed view of the scaling curves, with values of h0 close
to 0. The gap scaling seems to change from polynomial
to exponential as h0 is increased from 0 to 1.
To quantify this observation, let us fit the scaling data
of the gap ∆s of each h0 to a polynomial curve of the
form
log10 ∆s = c log10N + d (9)
The fitting parameters c and d obtained are shown in the
inset of Fig. 7(a). How well the data points are fitted by
the polynomial function Eq. (9) is given by the sum of
the square of residuals [27], which is shown in Fig. 7. It
is seen that for h0 . 0.25 the polynomial function fits the
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FIG. 7. Crossover of the scaling of the gap from polynomial
to exponential as h0 increases from 0 to 1. All connecting
lines are to guide the eye only. (a) Fitting the gap scaling of
each h0 to the polynomial function Eq. (9). The goodness
of fit is given by the sum of the square of the residuals. For
h0 . 0.25, the data points obey the polynomial scaling quite
well. The fitting parameters c and d obtained are shown in the
inset. (b) Fitting the gap scaling of each h0 to the exponential
function Eq. (10). Although the exponential fit is good for
h0 & 0.5, the goodness of fit decreases for smaller values of h0,
especially close to 0. The fitting parameters c¯ and d¯ obtained
are shown in the inset.
data very well; as h0 increases beyond 0.25 the residual
increases rapidly, indicating a deterioration of the fit. For
comparison, we repeated the curve fitting, this time to
an exponential function of the form
log10 ∆s = c¯ N + d¯ (10)
The fitting parameters c¯ and d¯ obtained are shown in the
inset of Fig. 7(b), and the sum of the square of residuals
are shown in Fig. 7. It is seen that although for h0 & 0.5
the exponential form fits the data well, for h0 < 0.5 the
residual increases rapidly, indicating a deterioration of
the fit for small values of h0.
To conclude, we found evidence that there exist a range
of values of h0 where the scaling of the saddle point gap
is likely to be polynomial. Coherent catalysis works to
8reduce computational complexity in this difficult prob-
lem.
V. SUMMARY AND DISCUSSIONS
We have studied the possibility of avoiding an expo-
nentially closing energy gap implied by first-order phase
transitions in quantum annealing using the mechanism of
coherent catalysis recently proposed by Durkin [20]. The
models studied here are difficult for QA in the sense that
even with non-stoquastic drivers, the mean-field theory
predicts that a first-order phase transition is unavoid-
able during the annealing process. Coherent catalysis, on
the other hand, predicts the existence of a saddle point
on the energy gap landscape where the exponential gap
scaling is softened into polynomial. Our purpose is to
investigate, via numerical calculations, whether this phe-
nomenon is not specific to the 3-spin ferromagnet but
also occurs in other systems as well. In all the three
models studied, we have found the effectiveness of coher-
ent catalysis, i.e. the existence of a saddle point in the
phase diagram where the gap scales polynomially though
the thermodynamic phase transition is of first order. It
was argued in Ref. [20] that coherent catalysis represents
intrinsic quantum effects in the mean-field-type models,
and thus the present results may be understood as addi-
tional examples of quantum enhancement in optimization
algorithms.
In this work, we have approached coherent catalysis
purely from an empirical (i.e. numerical) perspective.
Some theoretical aspects of the mechanism, however, re-
main unclear. For instance, we have seen from the models
in Secs. III and IV that a saddle point on the gap land-
scape can exhibit polynomial or exponential gap scaling,
not just the former. Hence, the existence of such a point
does not automatically imply the reduction of the scal-
ing, and it would be interesting to understand the condi-
tions under which polynomial scaling will occur. Another
issue concerns the type of models that has been investi-
gated. Both here and in Ref. [20], coherent catalysis
was demonstrated mainly using mean-field type models.
An interesting question would be if it can occur in finite-
dimensional or spin-glass systems as well. We hope to
address some of these questions in our future efforts.
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