Un crit\`ere d'extension d'un foncteur d\'efini sur les sch\'emas lisses by Guillén, F. & Aznar, V. Navarro
ar
X
iv
:a
lg
-g
eo
m
/9
50
50
08
v1
  5
 M
ay
 1
99
5
UN CRITE`RE D’EXTENSION D’UN FONCTEUR
DE´FINI SUR LES SCHE´MAS LISSES
F. Guille´n et V. Navarro Aznar
Departament dA´lgebra i Geometria
Facultat de Matema`tiques - Universitat de Barcelona
Gran Via, 585 - 08007 Barcelone - Espagne
guillen@cerber.mat.ub.es
Avril 95
Introduction.
Soient k un corps de caracte´ristique ze´ro et X une varie´te´ alge´brique sur k. On sait,
d’apre`s le the´ore`me de re´solution des singularite´s d’Hironaka ([H1]) , qu’on peut re´soudre
les singularite´s de X , c’est-a`-dire, qu’il existe une varie´te´ non singulie`re X˜ et un morphisme
f : X˜ −→ X qui est birationnel et propre. En plus, si Y est une sous-varie´te´ ferme´e de X ,
il existe une re´solution f : X˜ −→ X telle que Y˜ = f−1(Y ) soit un diviseur a` croisements
normaux dans X˜ .
On a donne´ de nombreuses applications de ce the´ore`me de re´solution a` l’e´tude
cohomologique des varie´te´s alge´briques et, en particulier, il a e´te´ utilise´ pour e´tendre
certains foncteurs cohomologiques de´finis a` priori sur une classe de sche´mas lisses a` une
classe plus vaste de sche´mas, des exemples de telles extensions e´tant la cohomologie de De
Rham ([Gr],[Ha]) et la the´orie de Hodge-Deligne ([D1]).
Dans cet article nous prouvons, a` partir du the´ore`me d’Hironaka et comme
continuation de notre travail pre´ce´dent ([HC]), un crite`re d’extension d’un foncteur de´finit
sur les sche´mas se´pare´s, de type fini et lisses sur k, crite`re qui dans un langage peu pre´cis,
montre que si on a pour ce foncteur la suite exacte habituelle d’un e´clatement, alors on
peut e´tendre ce foncteur a` tous les sche´mas se´pare´s et de type fini sur k. Plus pre´cise´ment,
nous prouvons au §2 le re´sultat suivant.
Soient k un corps de caracte´ristique ze´ro, Sch(k) la cate´gorie des sche´mas se´pare´s et
de type fini sur k et SchReg(k) la sous-cate´gorie des sche´mas lisses. Soient A une cate´gorie
abe´lienne, Cb(A) la cate´gorie de complexes borne´s de A, et Db(A) sa cate´gorie de´rive´e.
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The´ore`me. Soit G : SchReg(k) −→ C
b(A) un foncteur contravariant tel que: (F1)
G(∅) = O; (F2) il existe un morphisme naturel G(X
∐
Y ) −→ G(X) × G(Y ) qui est un
quasi-isomorphisme; et (F3) si i : Y −→ X est une immersion ferme´e de SchReg(k),
f : X˜ −→ X est l’e´clatement de X le long de Y , Y˜ est le diviseur exceptionnel,
Y˜ = f−1(Y ), j : Y˜ −→ X˜ de´note l’inclusion et g : Y˜ −→ Y la restriction de f , alors
le morphisme
G(X)
i∗+f∗
−−−−→ s
(
G(Y )
⊕
G(X˜)
g∗−j∗
−−−−→ G(Y˜ )
)
est un quasi-isomorphisme, ou` s de´note le complexe simple ou total. Alors, il existe une
unique extension de G a` un foncteur contravariant G : Sch(k) −→ Db(A), qui ve´rifie la
proprie´te´ de descente cohomologique suivante: si f : X˜ −→ X est un morphisme propre
de k-sche´mas, i : Y −→ X est une immersion ferme´e, Y˜ = f−1(Y ), j : Y˜ −→ X˜ de´note
l’inclusion, g : Y˜ −→ Y la restriction de f , et f induit un isomorphisme X˜− Y˜ −→ X−Y ,
alors le morphisme
G(X)
i∗+f∗
−−−−→ s
(
G(Y )
⊕
G(X˜)
g∗−j∗
−−−−→ G(Y˜ )
)
est un quasi-isomorphisme.
Notons que dans ce re´sultat nous conside´rons les foncteurs cohomologiques comme
e´tant des foncteurs prenant des valeurs dans une cate´gorie de complexes, en accord avec
les axiomatisations re´centes des the´ories cohomologiques ([B] et [Gi]), tandis que dans
la formulation classique de la cohomologie singulie`re et de ses diffe´rentes ge´ne´ralisations:
cohomologies de Weil ou de Bloch-Ogus, par exemple, on ne conside`re que le foncteur
qu’on obtient par application du foncteur de cohomologieH∗. L’actuelle formulation parait
essentielle pour traiter les proble`mes lie´s a` la the´orie de la descente cohomologique ([D1]),
et, en particulier, le proble`me qui nous occupe.
Or, dans les applications que nous avons en vue du crite`re d’extension: au complexe
filtre´ de Hodge-De Rham, a` la the´orie des motifs, et a` la the´orie d’homotopie rationnelle
en the´orie de De Rham, la cate´gorie ou` prend ses valeurs le foncteur considere´ ne provient
pas d’une cate´gorie abe´lienne, c’est par exemple le cas de la cate´gorie des motifs de Chow
qui est pseudo-abe´lienne, ou meˆme d’une cate´gorie non additive, comme c’est le cas de la
cate´gorie des alge`bres diffe´rentielles gradue´es commutatives (dgc) sur k, ne´cessaire pour
l’homotopie rationnelle. Ainsi, nous sommes oblige´s a` prouver le crite`re d’extension dans
une situation plus ge´ne´rale, non ne´cessairement additive, dans laquelle on substitue la
cate´gorie des complexes d’une cate´gorie abe´lienne par une cate´gorie ve´rifiant certaines
proprie´te´s naturelles au contexte et que nous appelons cate´gorie de descente. Le concept
de cate´gorie de descente est une variante des cate´gories triangule´es de Verdier et nous
developpons ce formalisme dans le premier paragraphe. Ce contexte non additif inclut
le cas des alge`bres dgc sur un corps k de caracte´ristique ze´ro. C’est le cadre qui nous
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permet de donner, au §3, une re´alisation en the´orie de De Rham alge´brique de l’homotopie
rationnelle des k-sche´mas.
Le crite`re d’extension pre´ce´dent est aussi ve´rifie dans le cas des espaces analytiques,
c’est-a`-dire, si on substitue dans l’enonce´ la cate´gorie des k-sche´mas par la cate´gorie des
espaces analytiques et la sous-cate´gorie des sche´mas lisses par celle des varie´te´s complexes,
car on a aussi dans ce contexte des the´ore`mes de re´solution ([AH], aussi [BM]). Comme
application nous prouvons, au §4, l’existence du complexe filtre´ de Hodge-De Rham pour
tout espace analytique sans recours a` la the´orie de Hodge-Deligne (cf.[DB] et [HC](Exp.V)),
ce complexe pour une variete´ complexe X n’e´tant autre que le complexe Ω∗(X) des formes
diffe´rentielles holomorphes muni de la filtration par le degre´, F pΩ∗(X) = Ω∗≥p(X).
Finalement, au §5, nous prouvons l’existence de deux foncteurs h et hc qui e´tendent la
the´orie des motifs de Grothendieck a` la cate´gorie des sche´mas Sch(k) et qui correspondent
a` une the´orie cohomologique sans support et a` support compact, respectivement. Bien que
ces foncteurs ne soient pas les foncteurs motiviques qu’on attend, par exemple le foncteur
h ne serait que le terme E1 de la suite spectrale associe´e a` la filtration par le poids du ”vrai
motif mixte”, on en de´duit une re´ponse affirmative au proble`me pose´ par Serre ([Se],§8)
sur l’inde´pendance du motif virtuel d’une varie´te´ alge´brique, ce proble`me avait e´te´ de´ja`
re´solu par Gillet et Soule´ au congre´s Algebraic K-Theory Conference de Paris, juillet 1994,
suivant une autre voie ([GS]).
Nous sommes reconnaissants a` C. Soule´ pour les discussions que nous avons eues sur
ce sujet.
1. Cate´gories de descente.
Dans ce paragraphe nous introduisons les cate´gories de descente, qui sont une
variante des cate´gories triangule´es de Verdier ([V]) adapte´e a` la formulation des the´ories
cohomologiques non additives.
(1.1) Soient D une cate´gorie et E une classe de morphismes de D. De´notons par
γ : D −→ E−1D le foncteur de localisation, c’est-a`-dire, le foncteur γ transforme les
morphismes de E en isomorphismes, et il est universel avec cette proprie´te´ (voir [GZ]).
Nous dirons que E est une classe sature´e de morphismes si, pour tout morphisme f de D,
f est dans E si, et seulement si, γ(f) est un isomorphisme dans E−1D. Par exemple, si E
est la classe de morphismes qui sont des isomorphismes d’apre`s l’application d’un foncteur,
on voit aise´ment que E est sature´e.
(1.2) Proposition. Supposons que E est une classe sature´e de morphismes de D, alors
on a
(1) Les isomorphismes de D sont dans E.
(2) Si f : X −→ Y et g : Y −→ Z sont des morphismes de D et deux des trois
morphismes f, g, g ◦ f sont dans E, alors le troisie`me l’est aussi.
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(3) Si f : X −→ Y , g : Y −→ Z et h : Z −→ T sont des morphismes de D et g ◦ f ,
h ◦ g sont dans E, alors g est dans E.
Preuve. Les proprie´te´s (1) et (2) sont e´videntes. Pour prouver (3) nous rappelons que,
dans une cate´gorie arbitraire, si g ◦ f est un isomorphisme, f a une re´traction et g a une
section, et si un morphisme f a une re´traction et une section, alors c’est un isomorphisme.
Ainsi, avec les hypothe`ses de (3), g est un isomorphisme dans E−1D, et compte tenu que
E est sature´e, il en re´sulte que g est dans E.
(1.3) Nous utiliserons dans ce qui suit la cate´gorie d’objets cubiques associe´e a` une
cate´gorie. On note +0 l’ensemble ordonne´ a` deux e´le´ments [0, 1]. Le n-cube augmente´

+
n est le produit carte´sien de n + 1 copies de 
+
0 . Cet ensemble est muni de l’ordre
lexicographique du produit. Le sous-ordre de +n forme´ par suppression du premier e´le´ment
(0, ..., 0) se note n. On de´finit le∞-cube augmente´ +∞ comme l’ensemble des applications
α : N −→ +0 , muni de l’ordre lexicographique.
Nous appellerons ordre cubique tout sous-ordre fini  de +∞ tel que pour tout couple
α, β, d’e´le´ments de  on a {γ ∈ +∞;α ≤ γ ≤ β} ⊆ . En particulier 
+
n et n sont
des ordres cubiques. Les ordres cubiques avec les applications d’inclusion de´finissent une
cate´gorie que nous noterons Π .
Soit maintenant A une cate´gorie. On de´finit la cate´gorie (Π,A) dont les objets sont
les foncteurs X• :  −→ A , d’un ordre cubique , appele´ le type de X•, dans A, avec 
variable dans Π. Si X• :  −→ A et X ′• : 
′
−→ A sont des objets de (Π,A) , tels qu’on a
une inclusion δ :  −→ ′, un morphisme de (Π,A) τ : X• −→ X ′• est une transformation
naturelle de foncteurs τ : X• −→ X
′
• ◦ δ. On a un foncteur type : (Π,A) −→ Π. La
cate´gorie (Π,Aop) sera denote´e par (Πop,A).
Si f : X0 −→ X1 est un morphisme d’une cate´gorie A, nous noterons tot(f) l’objet de
(Π,A) de type +0 de´fini par X• (voir [HC](I.1.7)).
(1.4) De´finition. On appelle cate´gorie de descente cubique (ou simplement de descente)
une cate´gorie D munie d’une classe de morphismes E et d’un foncteur covariant
s : (Π,D) −→ D,
que nous appellerons foncteur simple, ve´rifiant les conditions suivantes:
(C1). D a un objet final, note´ O.
(C2). D a des produits finis.
(E1). E est une classe sature´e de morphismes.
(E2). Si f , g sont dans E, le produit f × g est dans E.
(S1). Pour tout objet X de D, il existe un isomorphisme naturel dans D
s(tot(X → O)) −→ X.
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(S2). Si X• et Y• sont des objets cubiques de D du meˆme type, on a un isomorphisme
s(X• × Y•) ∼= s(X•)× s(Y•).
(S3). Pour tout morphisme f de D, f est dans E si, et seulement si, le morphisme
s(tot(f)) −→ O est dans E.
(S4). Si f• : X• −→ Y• est un morphisme d’objets cubiques de type , et fα est dans E,
pour tout α ∈ , alors s(f•) est dans E.
(S5). Si  = ′ × ′′, pour tout objet cubique X•• de D de type , il existe des
morphismes dans E
s′′(s′(X••))←− s(X••) −→ s′(s′′(X••))
qui sont naturels.
Nous de´noterons par HoD la cate´gorie localise´e E−1D. Nous appellerons, en suivant
l’usage, quasi-isomorphismes (dans d’autres contextes ils sont appele´s e´quivalences faibles)
les morphismes de E, et acycliques les objets de D quasi-isomorphes a` l’objet final O.
Remarque. La donne´e d’un foncteur simple
s : (Π,D) −→ D
est e´quivalente a` la donne´e, pour tout ordre cubique , d’un foncteur
s : D
 −→ D
naturel par rapport aux inclusions des ordres cubiques.
(1.4)op Les axiomes envisage´s pre´ce´demment ne sont pas autoduals dans la variable D,
et ils sont approprie´s pour une the´orie de la descente cohomologique, mais il existe une
de´finition duale, pour une the´orie de la descente homologique: on dit que D est une
cate´gorie de descente cubique homologique si la cate´gorie oppose´e Dop est de descente
cubique.
(1.5) Si dans la de´finition pre´ce´dent on substitue les ordres cubiques  par les produits finis
de cate´gories simpliciales strictes tronque´es infe´rieurement et supe´rieurement, on obtient
une notion de cate´gorie de descente simpliciale. D’apre`s [Gu](2.1.6), il est aise´ de voir que
toute cate´gorie de descente simpliciale est aussi une cate´gorie de descente cubique.
(1.6)Exemple. Soient A une cate´gorie abe´lienne, Cα(A) la cate´gorie des complexes de
cochaˆınes de A (ou` α = +, b, ∅), E la classe des homologismes (aussi appele´s quasi-
isomorphismes), et s le foncteur simple ordinaire d’un complexe cubique (voir [HC],(I.6.1)).
Alors il est aise´ de ve´rifier les conditions de cate´gorie de descente pour les donne´es
pre´ce´dentes. Remarquons en particulier que (S4) est une conse´quence de la suite spectrale
de la filtration par l’index cubique, qui est toujours bire´gulie`re, et que la proprie´te´ (S5)
s’obtient de l’identite´ s=s′ ◦ s′′ .
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(1.7)Exemple. Soient A une cate´gorie additive, Cα(A) la cate´gorie des complexes de
cochaˆınes deA (ou` α = b,+, ∅), E la classe des homotopismes, c’est-a`-dire, les e´quivalences
homotopiques, et s le foncteur simple ordinaire. Nous prouverons a` la suite que Cα(A) est
une cate´gorie de descente.
Les proprie´te´s (C1), (C2), (E2), (S1) et (S2) sont e´videntes. La preuve de (S5) est
comme dans le cas d’une cate´gorie abe´lienne. La proprie´te´ (S3) est un re´sultat classique:
Un morphisme de complexes est une e´quivalence homotopique si et seulement si le coˆne
du morphisme est contractile. Finalement, les conditions (E1) et (S4) re´sultent de la
proposition suivante.
(1.8) Proposition. Avec les hypothe`ses de (1.7) on a
(1) La cate´gorie pi Cα(A), quotient de Cα(A) par la relation d’homotopie, est
e´quivalente a` la cate´gorie localise´e HoCα(A).
(2) La classe E est sature´e.
(3) Soient n un entier ≥ 0, f• : X• −→ Y• un morphisme de +n -complexes, et
supposons que fα soit une e´quivalence homotopique, pour tout α ∈ +n , alors le
morphisme s(f•) : s(X•) −→ s(Y•) est une e´quivalence homotopique.
Preuve. La proprie´te´ (1) est une conse´quence de [Q](I.1), lemma 8. Rappelons l’argument
par la commodite´ du lecteur. D’abord, on remarque que si un morphisme f a des inverses
homotopiques a` gauche g, et a` droite g′:
f ◦ g′ ∽ 1, g ◦ f ∽ 1,
alors on a [g] = [g′], et donc [f] a un inverse dans pi Cα(A), d’ou` il re´sulte que les
homotopismes sont des isomorphismes dans pi Cα(A).
D’autre part, il existe un foncteur cylindre Cyl : Cα(A) −→ Cα(A), et des homoto-
pismes naturels en X ,
δ0, δ1 : X −→ Cyl(X), σ : Cyl(X) −→ X,
tels que σ ◦ δ0 = σ ◦ δ1 = 1X , pour tout objet X de Cα(A).
Maintenant, soit
T : Cα(A) −→ U
un foncteur qui transforme les homotopismes en isomorphismes. Si f, g : X −→ Y sont des
morphismes homotopes, on a une homotopie H : f ∽ g, c’est-a`-dire, un morphisme
H : Cyl(X) −→ Y
tel que H ◦ δ0 = f et H ◦ δ1 = g, d’ou` il re´sulte
T (f) = TH ◦ Tδ0 = TH ◦ (Tσ)
−1 = TH ◦ Tδ1 = T (g),
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il s’ensuit que T factorise uniquement a` travers de pi Cα(A), ce qui donne (1).
La proprie´te´ (2) re´sulte imme´diatement de (1). En effet, si un morphisme f de Cα(A)
est tel que [f ] est un isomorphisme dans la cate´gorie pi Cα(A), et [g] est l’inverse de [f ],
alors g est un inverse homotopique de f , et donc f est un homotopisme.
Pour prouver (3) proce´dons par re´currence sur n. Pour n = 0 on a la situation suivante:
X• est un morphisme de complexes ξ : X0 −→ X1 , Y• est un morphisme de complexes
η : Y0 −→ Y1 , et f• est un couple de morphismes (f0, f1) tel que le diagramme suivant
X0
f0−−−−→ Y0
ξ
y yη
X1
f1−−−−→ Y1
est commutatif. Puisque la cate´gorie Kb(A) des complexes a` homotopie pre`s est triangule´e
(voir [V](I.2.2)), on a que s(f•) est une e´quivalence homotopique (voir [V](I.1.2)).
Supposons maintenant que n soit ≥ 1. On de´compose +n = 
+
0 ×
+
n−1, et on utilise
la proprie´te´ (S5). Il re´sulte, d’apre`s l’hypothe`se de re´currence que sn−1(f1•) et sn−1(f0•)
sont des e´quivalences homotopiques, et d’apre`s le cas n = 0, on en de´duit que s(f•) est une
e´quivalence homotopique.
(1.9)Exemple. De fac¸on analogue que dans l’exemple pre´ce´dent, on peut ve´rifier les
conditions de cate´gorie de descente pour les donne´es suivantes: Top0 la cate´gorie des
espaces topologiques connexes par arcs et pointe´s, E la classe des e´quivalences faibles et s
le foncteur simple de´fini par
sX• = lim
→
scPX•,
ou` P : Top0 −→ Top0 est le foncteur espace de chemins P (X, x) = (X, x)
(I,0) (voir
[HC](VI.2) pour les notations). En particulier, dans le cas d’un diagramme tot (f) associe´
a` une application continue f : (X, x) −→ (Y, y), on a s(tot(f)) = (X, x)×(Y,y) P (Y, y), qui
est la fibre homotopique ou espace de chemins de l’application f .
(1.10) Le lemme suivant sera utilise´ pour ve´rifier les conditions de cate´gorie de descente
dans les exemples que nous donnerons dans les applications. La preuve du lemme est
imme´diate.
Lemme. Soit D une cate´gorie munie d’un foncteur
s : (Πop,D) −→ D
qui ve´rifie (C1), (C2), (S1) et (S2).
8 F. GUILLE´N ET V. NAVARRO AZNAR
Supposons qu’il existe une cate´gorie de descente D′ et un foncteur
φ : D −→ D′
tel que
(1) φ(X × Y ) = φ(X)× φ(Y ), et φ(O) = O′.
(2) Pour tout objet cubique X. de D il existe un morphisme naturel
φ(s(X.)) −→ s′(φ(X.))
dans E.
Si on de´finit
E = {f ∈MorD;φ(f) ∈ E′}
alors D est une cate´gorie de descente.
(1.11) Soit D est une cate´gorie de descente, munie d’une classe distingue´e de morphismes
et d’un foncteur simple, note´s E et s respectivement. Pour toute petite cate´gorie I, la
cate´gorie DI des foncteurs I→ D est aussi une cate´gorie de descente, si on de´finit E et s
par composantes. De la meˆme fac¸on, (Π,D) est une cate´gorie de descente. Il en re´sulte,
d’apre`s la proprie´te´ (S4), que pour tout ordre cubique  le foncteur s induit un foncteur
s : Ho (D
) −→ HoD
naturel par rapport aux inclusions des ordres cubiques et donc un foncteur
s : Ho (Π,D) −→ HoD.
(1.12) Rappelons ([HC](I.1.9)) qu’une cate´gorie ordonnable finie est une cate´gorie avec un
nombre fini de morphismes, sans endomorphismes diffe´rents des identite´s et telle que si on
munit l’ensemble des objets de la relation de pre´ordre: ”i ≤ j si et seulement si Hom (i, j)
est non vide” , alors ce pre´ordre est un ordre. Une sous-cate´gorie d’une cate´gorie ordonnable
finie est, e´videmment, une cate´gorie de meˆme espe`ce, et ces cate´gories, avec les foncteurs
d’inclusion, forment une cate´gorie que nous noterons Φ. En outre, on remarque que tout
ordre est une cate´gorie ordonnable, en particulier tout ordre cubique  est une cate´gorie
ordonnable finie, et on a un foncteur d’inclusion Π −→ Φ.
Pour toute cate´gorie A nous noterons, comme dans (1.3), (Φ,A) la cate´gorie forme´e
par les diagrammes d’objets de A de type I, avec I une cate´gorie ordonnable finie variable.
On a un foncteur type : (Φ,A) −→ Φ. Nous noterons (Φop,A) la cate´gorie (Φ,Aop).
Soit D une cate´gorie de descente. D’une fac¸on analogue a` (1.11) on a une structure
de cate´gorie de descente sur (Φ,D) telle que le foncteur type : (Φ,D) −→ Φ factorise par
la cate´gorie localise´e et on a donc un foncteur
type : Ho (Φ,D) −→ Φ.
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2. Un crite`re d’extension d’un foncteur.
Dans ce paragraphe nous donnons un crite`re d’extension d’un foncteur de´fini sur
les sche´mas se´pare´s, de type fini et lisses sur un corps k. Ce crite`re e´tant base´
essentiellement sur la re´solution de singularite´s, comme elle est developpe´e dans la the´orie
des hyperre´solutions cubiques de [HC], nous nous placerons dans un contexte ou` cette
the´orie soit disponible, par exemple et a` l’heure actuelle, en supposant le corps k de
caracte´ristique ze´ro.
(2.1) Soient k un corps de caracte´ristique ze´ro et Sch(k) la cate´gorie des sche´mas se´pare´s et
de type fini sur k, que nous appellerons simplement sche´mas. Nous dirons qu’un diagramme
de Sch(k)
Y˜
j
−−−−→ X˜
g
y yf
Y
i
−−−−→ X
est un isomorphisme relatif propre, si le diagramme est carte´sien, i est une immersion
ferme´e, et f est propre et induit un isomorphisme X˜ − Y˜ −→ X − Y .
Notons W la cate´gorie Sch(k) et M la sous-cate´gorie pleine de W dont les objets
sont des sche´mas lisses. Soit D une cate´gorie de descente, munie d’une classe distingue´e
de morphismes et d’un foncteur simple, note´s E et s respectivement. Si on a un foncteur
contravariant
G :M −→ D,
alors, pour toute cate´gorie I, G induit un foncteur contravariant
G :MI
op
−→
(
DI
)
,
par
G(X•)α = G(Xα), si α ∈ I
qui est naturel en I, et donc G de´finit un foncteur contravariant
G : (Φop,M) −→ Ho (Φ,D) ,
qui commute avec les foncteurs type et tot (voir [HC](I.6)).
Le proble`me qui se pose alors est de donner des conditions naturelles pour qu’on puisse
e´tendre ce foncteur a` toute la cate´gorieW, et dans ce sens nous donnons le crite`re suivant.
(2.2) The´ore`me. Soit
G : (Φop,M) −→ Ho (Φ,D)
un foncteur contravariant qui commute avec les foncteurs type et tot, et tel que:
(F1) G(∅) = O.
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(F2) Il existe un morphisme naturel G(X
∐
Y ) −→ G(X) × G(Y ) qui est un quasi-
isomorphisme,
(F3) Si i : Y −→ X est une immersion ferme´e de M, f : X˜ −→ X l’e´clatement de X le
long de Y et X• est le diagramme carte´sien
Y˜
j
−−−−→ X˜
g
y yf
Y
i
−−−−→ X
construit a` partir de f et i, l’objet sG(X•) de HoD est acyclique.
Alors, il existe une extension de G a` un foncteur contravariant,
G′ : (Φop,W) −→ Ho (Φ,D) ,
qui commute avec les foncteurs type et tot, et ve´rifie la proprie´te´ de descente suivante:
(D) Si le diagramme X• de´fini par
Y˜
j
−−−−→ X˜
g
y yf
Y
i
−−−−→ X
est un isomorphisme relatif propre de W, alors l’objet sG′(X•) de HoD est
acyclique.
(2.3) Preuve de (2.2).
Soit I une cate´gorie ordonnable finie. Si X : Iop −→ W est un objet de (Φ,W) de
type I on de´finit l’objet G′(X) de Ho (DI) par G′(X) := sG(X•), ou` X• −→ X est une
hyperre´solution cubique de X . Alors, si X˜•∗ −→ X• est une hyperre´solution cubique d’un
I-sche´ma X• , pour tout α ∈ I, X˜α∗ −→ Xα est une hyperre´solution cubique de Xα (voir
[HC](I.2.14)), donc G′ est naturel par rapport a` I et il commute avec les foncteurs tot
et type. En outre, le the´ore`me pour I est une conse´quence du cas ou` I est la cate´gorie
ponctuelle, cas auquel on se rame`ne.
Dans ce qui suit nous noterons X+• le diagramme total associe´ a` une augmentation
X• −→ X d’un diagramme cubique X•.
Pour ve´rifier que G′ est bien de´fini, d’apre`s [HC](I.3.10) il suffit de prouver que si
X ′• −→ X et X
′′
• −→ X sont des hyperre´solutions cubiques de X , et X
′
• −→ X
′′
• est un
morphisme de diagrammes de sche´mas sur X , alors sG(X ′′• ) −→ sG(X
′
•) est un quasi-
isomorphisme.
Nous ferons la de´monstration du the´ore`me (2.2) par re´currence sur la dimension de X
en prouvant succesivement les assertions (An), (Bn) et (Cn), n ≥ 0, suivantes:
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(An). Si X• −→ X est une hyperre´solution cubique d’un k-sche´ma lisse X de dimension
≤ n, alors sG(X+• ) est acyclique.
(Bn). Si le diagramme X
+
• de´fini par
(D1)
Y˜ −−−−→ X˜y y
Y −−−−→ X,
est une 2-re´solution d’un k-sche´ma X de dimension ≤ n, et Z+•∗ −→ X
+
• est une
hyperre´solution cubique 1-ite´re´e de X+• , alors sG(Z
+
•∗) est acyclique.
(Cn). Soit X un k-sche´ma de dimension ≤ n. Si X
′
• −→ X et X
′′
• −→ X sont des
hyperre´solutions cubiques de X, et X ′• −→ X
′′
• est un morphisme de diagrammes de
sche´mas sur X, alors sG(X ′′• ) −→ sG(X
′
•) est un quasi-isomorphisme, en particulier G
′
est bien de´fini sur les sche´mas de dimension ≤ n et il ve´rifie la condition (D).
Nous prouverons (An), (Bn) et (Cn) suivant le sche´ma: (Cn−1) =⇒ (An), (Cn−1) +
(An) =⇒ (Bn), (Cn−1)+(Bn) =⇒ (Cn). L’assertion (A0) e´tant triviale, le the´ore`me re´sulte
de (Cn), pour tout n.
(2.3.1) Preuve de l’implication (Cn−1) =⇒ (An).
Soit X• −→ X une hyperre´solution cubique m-ite´re´e. La preuve de (An) se re´duit
au cas m = 1 de la fac¸on suivante. Il existe une hyperre´solution cubique m − 1 ite´re´e
X ′• −→ X , telle que X• = (Z•∗ −→ X
′
•) est une hyperre´solution cubique 1-ite´re´e de X
′
•.
Alors pour tout α, Zα∗ −→ X ′α est une hyperre´solution cubique 1-ite´re´e de X
′
α. D’apre`s
le cas m = 1 il re´sulte que s(G(Z+α∗)) est acyclique pour tout α , et, compte tenu de (S5)
et (S3), ceci entraˆıne que s(G(X+• )) est acyclique.
Maintenant supposons que X• −→ X est une hyperre´solution cubique 1-ite´re´e de X .
Si X• est un r-sche´ma, nous proce´dons par re´currence sur r . L’assertion (An) est triviale
si r = 0, donc nous supposerons que r > 0 .
Par (F1), (F2), (E2) et (S2) on se rame`ne aise´ment au cas X irre´ductible car, X e´tant
lisse, les composantes irre´ductibles sont les composantes connexes. Le sche´ma cubique
X• −→ X e´tant une hyperre´solution cubique 1-ite´re´e de X , par (S3), (S4) et (S5) et
l’hypothe`se de re´currence sur r et (Cn−1) on se rame`ne au cas ou` X
+
• est une 2-re´solution
de X
Y˜ −−−−→ X˜y y
Y −−−−→ X
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Si Y = X , (An) re´sulte de l’hypothe`se de re´currence sur r. Supposons donc que Y est un
sous-sche´ma propre de X . Conside´rons d’abord le cas particulier ou` le morphisme X˜ −→ X
est la composition d’une suite d’e´clatements avec des centres lisses. Nous prouverons (An)
par re´currence sur le nombre e d’e´clatements.
Lorsque e = 1, on a un diagramme commutatif
Z˜ −−−−→ Y˜ −−−−→ X˜y y y
Z −−−−→ Y −−−−→ X
ou` Z est un k-sche´ma lisse contenu dans Y qui est le centre de l’e´clatement X˜ −→ X , et
par conse´quent on a des isomorphismes X˜ − Z˜ −→ X − Z, et Y˜ − Z˜ −→ Y − Z. Dans
ce qui suit nous noterons G(X, Y ) = s(G(X) −→ G(Y )) si on a un morphisme Y −→ X .
(Cn−1) entraˆıne que le morphisme G
′(Y, Z) −→ G′(Y˜ , Z˜) est un quasi-isomorphisme, et
par (F3), il re´sulte que G′(X,Z) −→ G′(X˜, Z˜) est aussi un quasi-isomorphisme. D’apre`s
(1.2.2) et (S3), on en conclut que sG(X+• ) est acyclique, ce qui prouve (An) dans ce cas.
Supposons maintenant e > 1. Alors on a un diagramme commutatif
X˜ −−−−→ X ′ −−−−→ Xx x x
Y˜ −−−−→ Y ′ −−−−→ Y
ou` X˜ −→ X ′ s’obtient par e´clatement de X ′ avec un centre lisse contenu dans Y , et
X ′ −→ X s’obtient par composition d’une suite de e − 1 e´clatements avec des centres
lisses.
D’apre`s l’hypothe`se de re´currence sur e, les morphismes
G′(X, Y ) −→ G′(X ′, Y ′), et G(X ′, Y ′) −→ G′(X˜, Y˜ )
sont des quasi-isomorphismes, et, compte tenu de (1.2.2) et (S3), il en re´sulte que sG(X+• )
est acyclique, ce qui prouve (An) dans ce cas.
Dans le cas ge´ne´ral, d’apre`s le lemme de Chow d’Hironaka ([H1]), e´tant donne´ le
morphisme X˜ −→ X , il existe un morphisme X ′ −→ X qui est la composition d’une
suite d’e´clatements avec des centres lisses, et qui domine X˜ . Il existe aussi un morphisme
X˜ ′ −→ X˜ qui est la composition d’une suite d’e´clatements avec des centres lisses et qui
domine X ′ . On a donc un diagramme commutatif
X˜ ′ −−−−→ X ′ −−−−→ X˜ −−−−→ Xx x x x
Y˜ ′ −−−−→ Y ′ −−−−→ Y˜ −−−−→ Y
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tel que les morphismes
X˜ ′ − Y˜ ′ −→ X ′ − Y ′ −→ X˜ − Y˜ −→ X − Y
sont des isomorphismes. En appliquant (An) dans le cas particulier de´montre´ auparavant,
il re´sulte que les morphismes
G′(X, Y ) −→ G(X ′, Y ′) , G(X˜, Y˜ ) −→ G′(X˜ ′, Y˜ ′)
sont des quasi-isomorphismes, et, d’apre`s (1.2.3) et (S3) applique´s a` la composition
G′(X, Y ) −→ G′(X˜, Y˜ ) −→ G′(X ′, Y ′) −→ G′(X˜ ′, Y˜ ′),
on conclut que G′(X, Y ) −→ G′(X˜, Y˜ ) est aussi un quasi-isomorphisme, ce qui prouve
(An).
(2.3.2) Preuve de l’implication (Cn−1) + (An) =⇒ Bn.
Par re´currence noethe´rienne, nous pouvons supposer que X est irre´ductible et que Y
est un sous-sche´ma ferme´ propre de X . Alors, en proce´dant par re´currence sur l’ordre de
l’hyperre´solution cubique Z+•∗ de X
+
• , on se rame`ne comme pre´ce´demment au cas ou` Z
++
•∗
est une 2-re´solution.
Comme Z++•∗ est une 2-re´solution de (D1), en utilisant l’index * pour la 2-re´solution,
Z++•∗ est un diagramme
Y˜ +∗ −−−−→ X˜
+
∗y y
Y +∗ −−−−→ X
+
∗ ,
ou`, d’apre`s [HC],(I.2.8), Y +∗ , Y˜
+
∗ , X˜
+
∗ et X
+
∗ , sont des 2-re´solutions de Y, Y˜ , X˜ et X
respectivement, qui sont les files du diagramme de´plie´
Y ←−−−− Y01 ←−−−− Y11 −−−−→ Y10 −−−−→ Yx x x x x
Y˜ ←−−−− Y˜01 ←−−−− Y˜11 −−−−→ Y˜10 −−−−→ Y˜y y y y y
X˜ ←−−−− X˜01 ←−−−− X˜11 −−−−→ X˜10 −−−−→ X˜y y y y y
X ←−−−− X01 ←−−−− X11 −−−−→ X10 −−−−→ Xx x x x x
Y ←−−−− Y01 ←−−−− Y11 −−−−→ Y10 −−−−→ Y
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ou` nous identifions la premie`re et la dernie`re colonnes et proce´dons de meˆme pour les files.
Nous remarquons que les sche´mas avec l’index 10 sont lisses.
On peut supposer qu’on a Y˜ ⊂ X˜01 et Y ⊂ X01. En effet, dans le cas contraire nous
pouvons de´finir X ′01 et X˜
′
01 par
X ′01 := X01
⋃
Y , X˜ ′01 := X˜01
⋃
Y˜ ,
et X ′11, X˜
′
11 de telle fac¸on que les diagrammes
X ′11 −−−−→ X10y y
X ′01 −−−−→ X
et
X˜ ′11 −−−−→ X˜11y y
X˜ ′01 −−−−→ X
soient carte´siens. Alors cette substitution ne modifie pas la situation, puisque la diffe´rence
est concentre´e dans les diagrammes
X ′11 −−−−→ X˜11y y
X01 −−−−→ X ′01
et
X˜11 −−−−→ X˜ ′11y y
X˜01 −−−−→ X˜
′
01
et, par l’hypothe`se de re´currence (Cn−1), ces diagrammes induisent des objets acycliques,
d’apre`s l’application de sG′, puisqu’ils sont carte´siens et des isomorphismes relatifs propres.
Supposons donc Y˜ ⊂ X˜01 et Y ⊂ X01. Alors, si on de´finit X˜ ′01 et X˜
′
11 comme des
produits fibre´s par les diagrammes carte´siens
X˜ ′01 −−−−→ X˜y y
X01 −−−−→ X
et
X˜ ′11 −−−−→ X˜y y
X11 −−−−→ X,
on obtient les morphismes de diagrammes cubiques
(D2)
Y˜ −−−−→ X˜01 ←−−−− X˜11 −−−−→ X˜10 −−−−→ Y˜y y y y y
Y˜ −−−−→ X˜ ′01 ←−−−− X˜
′
11 −−−−→ X˜10 −−−−→ Y˜y y y y y
Y −−−−→ X01 ←−−−− X11 −−−−→ X10 −−−−→ Y ,
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ou` nous identifions la premie`re et la dernie`re colonnes.
Le foncteur G′ applique´ au diagramme cubique de´fini par le rectangle infe´rieur donne
un objet cubique acyclique. En effet, le diagramme
Y˜ −−−−→ X˜ ′01y y
Y −−−−→ X01
est un isomorphisme relatif d’apre`s la de´finition de X˜ ′01. Le diagramme
X˜ ′11 −−−−→ X˜10y y
X11 −−−−→ X10
est aussi un isomorphisme re´latif, car Y ⊂ X01 et le diagramme est carte´sien.
Finalement, l’objet cubique de´fini par le rectangle supe´rieur de (D2) induit un objet
acyclique. En effet, le diagramme
X˜11 −−−−→ X˜ ′11y y
X˜01 −−−−→ X˜ ′01
est un isomorphisme relatif, car il est carte´sien et Y˜ ⊂ X˜01 , donc le foncteur G′ applique´
a ce diagramme donne un objet acyclique.
Il re´sulte que le diagramme cubique de´fini par le rectangle exte´rieur de (D2),
Y˜ −−−−→ X˜01 ←−−−− X˜11 −−−−→ X˜10 −−−−→ Y˜y y y y y
Y −−−−→ X01 ←−−−− X11 −−−−→ X10 −−−−→ Y ,
induit un objet acyclique. Compte tenu que Y˜ +∗ et Y
+
∗ sont des 2-re´solutions de Y˜ et Y
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respectivement, d’apre`s (Cn−1) on obtient l’acyclicite´ de l’objet induit par le diagramme
Y01 ←−−−− Y11 −−−−→ Y10x x x
Y˜01 ←−−−− Y˜11 −−−−→ Y˜10y y y
X˜01 ←−−−− X˜11 −−−−→ X˜10y y y
X01 ←−−−− X11 −−−−→ X10x x x
Y01 ←−−−− Y11 −−−−→ Y10 .
C’est objet est G(Z+•∗), donc il en re´sulte (Bn).
(2.3.3) Preuve de l’implication (Cn−1) + (An) + (Bn) =⇒ (Cn).
Montrons que G′ est bien de´fini. Soient X ′• −→ X et X
′′
• −→ X des hyperre´solutions
cubiques de X , telles qu’on a un diagramme commutatif
X ′• −−−−→ X
′′
•
ց
y
X
alors nous allons ve´rifier que sG(X ′′• ) −→ sG(X
′
•) est un quasi-isomorphisme. Conside´rons
une hyperre´solution cubique du diagramme pre´ce´dent,
Z ′′•∗ ←−−−− Z
′
•∗ −−−−→ Z∗ ←−−−− Z
′′
•∗y y y y
X ′′• ←−−−− X
′
• −−−−→ X ←−−−− X
′′
•
Puisque Z ′•∗ −→ X
′
• est une hyperre´solution cubique d’un sche´ma cubique lisse, il en
re´sulte de (An) que sG(X
′
•) −→ sG(Z
′
•∗) est un quasi-isomorphisme et, de fac¸on analogue,
sG(X ′′• ) −→ sG(Z
′′
•∗) est un quasi-isomorphisme. Prouvons que sG(Z
′
•∗) −→ sG(Z∗) et
sG(Z ′′•∗) −→ sG(Z∗) sont aussi des quasi-isomorphismes. En effet, supposons que X
′+
• est
un diagramme
Y˜• −−−−→ X˜y y
Y• −−−−→ X
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ou` Y˜• −→ Y˜ et Y• −→ Y sont des hyperre´solutions de sous-sche´mas ferme´s Y˜ et Y de X˜
et X respectivement, et
Y˜ −−−−→ X˜y y
Y −−−−→ X
est une 2-re´solution de X . Soit Z++•∗ le diagramme total Z
′+
•∗ −→ Z
+
∗ , qu’on e´crit
Y˜ +•∗ −−−−→ X˜
+
∗y y
Y +•∗ −−−−→ X
+
∗ ,
ou`, d’apre`s [HC],(I.2.14), Y˜ +∗ , Y
+
∗ , X˜
+
∗ et X
+
∗ , sont des hyperre´solutions de Y˜ , Y, X˜ et X
respectivement. On de´duit de l’hypothe`se de re´currence que
G′(Y˜ ) −→ sG(Y˜•) −→ sG(Y˜•∗)
sont des quasi-isomorphismes et, de fac¸on analogue,
G′(Y ) −→ sG(Y•) −→ sG(Y•∗)
sont des quasi-isomorphismes. On de´duit de (Bn) que sG(Z
+
•∗) est acyclique, et donc
sG(Z•∗) −→ sG(Z ′•∗) est un quasi-isomorphisme. De fac¸on analogue, le morphisme
sG(Z ′′•∗) −→ sG(Z∗) est un quasi-isomorphisme, d’ou` on de´duit finalement que
sG(X ′′• ) −→ sG(X
′
•)
est un quasi-isomorphisme.
Il reste a` ve´rifier la proprie´te´ de descente (D). Par re´currence noethe´rienne on peut
supposer que X est irre´ductible. Le cas Y = X re´sulte de l’inde´pendance de G′. Ainsi
on se rame`ne au cas ou` dimY, dimY ′ < n. Dans ce cas, la preuve est analogue a` celle de
l’assertion (Bn), en utilisant l’hypothe`se de re´currence (Cn−1).
(2.4) Corollaire. Soient
F,G : (Φop,M) −→ Ho (Φ,D)
des foncteurs ve´rifiant les conditions (F1), (F2) et (F3) du the´ore`me (2.2), et
τ : F −→ G
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une transformation naturelle de foncteurs. Si F ′ et G′ sont des extensions de F et G,
respectivement, qui ve´rifient la condition (D) de (2.2), alors il existe une unique extension
de τ a` une transformation naturelle
τ ′ : F ′ −→ G′.
Si en outre τ est un isomorphisme de foncteurs, l’extension τ ′ est aussi un
isomorphisme. En particulier, l’extension G′ du the´ore`me (2.2) est essentiellement unique.
Preuve. La de´monstration se fait aussi par re´currence, et dans ce cas elle est imme´diate
d’apre`s (S4) et (D).
(2.5)Variantes. Dans les applications du the´ore`me que nous donnerons dans les
paragraphes suivants, les cate´gories M et W seront diffe´rentes selon les cas, mais on
disposera toujours d’un the´ore`me de re´solution, d’un lemme de Chow, et la the´orie des
hyperre´solutions cubiques sera applicable (cf. [HC](I.3.11)). Dans toutes ces situations, la
preuve est alors analogue a` celle donne´e dans le cas considere´ ci dessus.
Notons aussi qu’il y a une version homologique des the´ore`mes (2.2) et (2.4), qui
s’obtient par passage a` la cate´gorie oppose´e de la cate´gorie de descente. Bien suˆr, la
version homologique, qui conside`re uniquement des foncteurs covariants, est plus naturelle
dans un cadre abstrait, mais nous avons pre´fe´re´ donner plutoˆt l’enonce´ cohomologique pour
des raisons historiques.
3. Application a` l’homotopie de De Rham alge´brique.
La premie`re application que nous conside´rons est a` l’homotopie de De Rham des
varie´te´s alge´briques, lisses ou non, sur un corps de caracte´ristique ze´ro.
(3.1) Soient Top∗ la cate´gorie des espaces topologiques pointe´s et HoAdgc∗(Q) la
cate´gorie des Q-alge`bres dgc augmente´es, localise´e par rapport aux homologismes.
Rappelons que Sullivan ([Su]) a prouve´ l’existence d’un foncteur
ASu : Top∗ −→ HoAdgc∗(Q)
qui associe a` tout espace topologique pointe´ (X, x) une alge`bre de formes diffe´rentielles
dont la cohomologie est isomorphe a` la cohomologie rationnelle singulie`re de X , et qui
contient aussi des informations sur le type d’homotopie rationnelle de X , si X est de type
fini. En effet, l’alge`bre de Lie pi1(ASu(X, x)), duale de l’espace des inde´composables de
degre´ 1 d’un mode`le minimal de ASu(X, x), est isomorphe a` l’alge`bre de Lie rationnelle
associe´e au groupe fondamental de (X, x), c’est-a`-dire, l’alge`bre de Lie du complete´ de
Malcev piMal1 (X, x) de pi1(X, x). Et, si X est simplement connexe et n ≥ 2, l’espace
pin(ASu(X)), dual de l’espace d’inde´composables de degre´ n d’un mode`le minimal de
ASu(X), est isomorphe au n-ie`me espace d’homotopie rationnelle de X , pin(X)
⊗
Z Q.
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Si X est une varie´te´ alge´brique affine non singulie`re sur un sous-corps k de C, on
peut re´aliser alge´briquement la construction d’une k-alge`bre dgc de Sullivan, car les formes
diffe´rentielles alge´briques de´finissent une k-alge`bre dgc Ω∗(X) telle que Ω∗(X)
⊗
k C est
quasi-isomorphe a` ASu (X
an)
⊗
Q C, d’apre`s le the´ore`me de Grothendieck ([G], voir aussi
[Ha] ).
Nous allons ge´ne´raliser cette re´alisation a` toutes les varie´te´s alge´briques se´pare´es et de
type fini sur k (cf. [HC](III.1.7)).
(3.2) The´ore`me. Soient k un corps de caracte´ristique zero, et HoAdgc(k) la cate´gorie
des k-alge`bres dgc, localise´e par rapport aux homologismes. Alors il existe un foncteur
contravariant
ADR : Sch(k) −→ HoAdgc(k)
tel que:
(1) Si X est un k-sche´ma affin et lisse, ADR(X) est l’alge`bre Ω
∗(X) des formes
diffe´rentielles sur X.
(2) ADR ve´rifie la proprie´te´ de descente (D).
(3) La cohomologie H∗ADR(X) est isomorphe a` la cohomologie de De Rham alge´brique
de X H∗DR(X, k).
En outre, ce foncteur est detemine´, a` quasi-isomorphisme pre`s, par les conditions (1) et
(2).
Preuve. Ce re´sultat est une conse´quence imme´diate du the´ore`me (2.2). En effet, on
prend comme cate´gorie de descente la cate´gorie Adgc(k) avec la structure de cate´gorie
de descente de´finie par les donne´es suivantes: La classe E est celle des homologismes,
et le foncteur simple cubique est obtenu en utilisant le foncteur simple de Thom-Whitney
sTW de´finit dans [N](3.2), compte tenu de la remarque (1.5). Les conditions de cate´gorie de
descente sont une conse´quence du lemme (1.10), applique´ au foncteur d’oubli de la structure
multiplicative, car la condition (1.11.2) est ve´rifie´e par le morphisme de comparaison I de
[N](3.3).
Maintenant, le foncteur G est de´fini, pour tout k-sche´ma X de SchReg(k), par
G(X) := RTWΓ(X,Ω
∗
X), ou` RTW est le foncteur de´rive´ dans le sens de k-alge`bres dgc
([N](4.4)). Les conditions (F1) et (F2) sont aise´ment ve´rifie´es. D’apre`s le the´ore`me de
comparaison [N](3.3), on a un quasi-isomorphisme de complexes G(X) ∼= DR∗(X), ou`
DR∗(X) est le complexe de De Rham ordinaire ([G] ou [Ha]), de´fini par
DR∗(X) = RΓ(X,Ω∗X).
Comme la condition (F3) est une condition cohomologique, pour la ve´rifier il suffit de le
faire pour le foncteur DR∗. Dans ce cas (F3) est une conse´quence de [Gr](VI,1.2.1), re´sultat
que nous rappelons dans le lemme (3.3) ci-dessous. Alors on peut appliquer le the´ore`me
(2.2), qui entraˆıne les proprie´te´s (1) et (2) de (3.2). Finalement, la proprie´te´ (3) re´sulte
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aussitoˆt du the´ore`me de comparaison, de (2.4) et de la suite exacte en cohomologie de De
Rham d’un morphisme birationnel ([Ha](II.4.4)).
(3.3) Lemme. Soit X• le diagramme carte´sien de k-sche´mas lisses
Y˜
j
−−−−→ X˜
g
y fy
Y
i
−−−−→ X
ou` j et i sont des immersions ferme´es, et f est l’e´clatement du centre Y . Alors, pour tout
p ≥ 0, le morphisme
ΩpX −→ s
(
Ri∗Ω
p
Y
⊕
Rf∗Ω
p
X˜
−→ R(f ◦ j)∗Ω
p
Y˜
)
est un quasi-isomorphisme.
Preuve. Le proble`me e´tant local en X pour la topologie e´tale, on peut supposer que X est
l’espace affin Amk × A
n
k et Y est A
m
k × 0. Alors on applique [Gr](VI,1.2.1).
(3.4) Soit x un k-point d’un k-sche´ma X ge´ome´triquement connexe. Par fonctorialite´,
le morphisme d’inclusion {x} −→ X induit une augmentation ADR(X) −→ k, dans la
cate´gorie homotopique. NotonsADR(X, x) cette alge`bre augmente´e (au sens homotopique),
d’apre`s la the´orie de Sullivan ([Su]) on peut associer a` (X, x) un mode`le minimal de
ADR(X, x), ses espaces d’inde´composables et leurs duals, pin(ADR(X, x)), pour tout
n ≥ 1, qui sont inde´pendants du mode`le minimal et fonctoriels en (X, x). On pose
pin(X, x)DR = pin(ADR(X, x)), n ≥ 1. L’espace pi1(X, x)DR est muni naturellement d’une
structure d’alge`bre de Lie sur k qui est pro-nilpotente, ou, ce qui est e´quivalent, d’une
structure de sche´ma en groupes sur k, pro-alge´brique unipotente (voir [D2]).
Le corollaire suivant est alors une conse´quence de (3.2), (2.4) et le the´ore`me de
comparaison de Grothendieck ([G]).
Corollaire. Soient k un sous-corps de C, X un k-sche´ma et x un k-point de X. Pour
toute immersion σ : k → C, notons Xanσ l’espace analytique associe´ a` X
⊗
k,σ C. Alors:
(1) On a un isomorphisme naturel ADR(X)
⊗
k,σ C
∼= ASu(Xanσ )
⊗
Q C.
(2) On a un isomorphisme naturel
pi1(X, x)DR ⊗k,σ C ∼= pi
Mal
1 (X
an
σ , x)⊗Q C.
(3) Si Xanσ est simplement connexe, on a des isomorphismes naturels
pin(X, x)DR ⊗k,σ C ∼= pin(X
an
σ )⊗Z C,
pour tout entier n ≥ 2.
UN CRITE`RE D’EXTENSION D’UN FONCTEUR DE´FINI SUR LES SCHE´MAS LISSES 21
4. Application au complexe filtre´ de Hodge-De Rham.
(4.1) Soit X une varie´te´ analytique complexe, et soit Ω∗X le complexe de De Rham des
faisceaux des formes diffe´rentielles holomorphes sur X . Il est bien connu que ce complexe
est muni de la filtration de Hodge F pΩ∗(X) = Ω∗≥p(X), et qu’il en re´sulte la suite spectrale
de Hodge-De Rham
⊕p+q=rH
q(X,ΩpX) =⇒ H
r(X,Ω∗X)
∼= Hr(X,C),
laquelle, par le the´ore`me de Hodge, de´ge´ne`re au terme E1 si X est une varie´te´ ka¨hlerienne
compacte.
Dans le cadre alge´brique, Du Bois a prouve´ ([DB], voir aussi [HC](V.3.5)), en utilisant
la the´orie de Hodge-Deligne, que si X est une varie´te´ alge´brique sur C, il existe un complexe
filtre´ de Hodge-De Rham (Ω∗X , F ) qui est une ge´ne´ralisation naturelle au cas possiblement
singulier du complexe pre´ce´dent, en particulier on a une suite spectrale
⊕p+q=rH
q(X,GrpFΩ
∗
X [p]) =⇒ H
r(X,Ω∗X)
∼= Hr(X,C),
laquelle, par la the´orie de Hodge-Deligne, de´ge´ne`re au terme E1 si X est une varie´te´
alge´brique compacte.
Nous prouvons dans ce paragraphe, comme application du the´ore`me (2.2) et sans
recours a` la the´orie de Hodge-Deligne, l’existence du complexe filtre´ de Hodge-De Rham
(Ω∗X , F ) pour tout espace analytique (toujours re´duit, se´pare´ et de´nombrable a` l’infini).
(4.2) The´ore`me. Pour tout espace analytique complexe X, il existe un complexe filtre´
de faisceaux de C-espaces vectoriels (Ω∗X , F ), dont les diffe´rentielles sont des ope´rateurs
diffe´rentiels d’ordre ≤ 1, dont les gradue´s sont des complexes de OX -modules a` cohomologie
cohe´rente, et qui ve´rifie les proprie´te´s suivantes:
(1) Soit (Ω∗X , σ) le complexe des diffe´rentielles de Ka¨hler de X, filtre´ par la filtration
beˆte σ, alors il existe un morphisme naturel de complexes filtre´s
(Ω∗X , σ) −→ (Ω
∗
X , F ),
qui est un quasi-isomorphisme filtre´ si X est une varie´te´ complexe.
(2) Si f : X −→ Y est un morphisme d’espaces analytiques, il existe un morphisme
naturel
f∗ : (Ω∗Y , F ) −→ Rf∗(Ω
∗
X , F ).
(3) Le complexe (Ω∗X , F ) ve´rifie la proprie´te´ de descente (D).
(4) Le complexe Ω∗X est une re´solution de CX .
(5) Si X est un C-sche´ma, le complexe (Ω∗Xan , F ) est naturellement isomorphe au
complexe de´fini par Du Bois.
(6) GrpFΩ
∗
X = 0, si p /∈ [0, dim X ].
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En outre, ce complexe est de´termine´, a` quasi-isomorphisme filtre´ pre`s, par les conditions
(1) a` (3).
Preuve. Nous utiliserons une variante en ge´ometrie analytique du the´ore`me (2.2). Soient
W la cate´gorie des espaces analytiques propres sur X ,M la sous-cate´gorie pleine de V des
varie´te´s complexes, D la cate´gorie des complexes filtre´s de faisceaux de C-espaces vectoriels
sur X dont les gradue´s sont des complexes de OX -modules a` cohomologie cohe´rente, et
leurs diffe´rentielles sont des operateurs diffe´rentiels d’ordre ≤ 1. Nous munissons D de
la structure de cate´gorie de descente suivante: La classe E est forme´e par les quasi-
isomorphismes filtre´s et le foncteur simple de complexes se filtre par la filtration (s, s) de
[N](6.1), c’est-a`-dire, si (C, F ) est un objet cubique deD, on de´finit (s, s)(C, F ) = (sC, sF ).
Les conditions de cate´gorie de descente sont une conse´quence du lemme (1.10), le foncteur
φ e´tant le foncteur de passage au gradue´ Gr =
∏
nGrn.
Soit G(Z) = Rf∗(Ω
∗
Z , F ), ou` F de´note la filtration de Hodge, pour tout objet
f : Z −→ X de M. Alors G est un foncteur contravariant a` valeurs dans D.
En outre G est un foncteur ve´rifiant (F1) a` (F3). En effet, (F1) et (F2) sont triviales,
et la proprie´te´ (F3) se suit de [Gr](VI,1.2.1), re´sultat que nous avons rappele´ dans le lemme
(3.3), car la filtration de Hodge dans le cas non singulier est la filtration par le degre´, et
on a donc GrpFΩ
∗ = Ωp[−p].
Il est claire qu’avec ces donne´es les conclusions des the´ore`mes (2.2) et (2.4) sont encore
ve´rifie´es. En effet, la preuve est toute a` fait analogue au cas alge´brique, car d’apre`s le
the´ore`me de re´solution de singularite´s dans le cas analytique ([AH] , voir [BM]) on a aussi
dans ce contexte les re´sultats sur les hyperre´solutions cubiques ne´cessaires ([GN](I.3.11.2)).
En outre, dans le point (2.3.1) de la preuve, on doit prouver que si X• −→ X est
une hyperre´solution cubique d’une varie´te´ complexe X , G(X) −→ G(X•) est un quasi-
isomorphisme filtre´, mais cette condition est local dans X et on applique le lemme de
Chow local de Hironaka ([H1]).
La proprie´te´ (2) est une conse´quence de l’existence du complexe de Hodge-De Rham
dans le cas du diagramme de´fini par un morphisme, compte tenu de la commutativite´ avec
le foncteur tot . Le meˆme argument donne aussi la naturalite´. En fait, on peut aussi
obtenir la fonctorialite´ avec une version du the´ore`me d’extension pour une cate´gorie fibre´e
en cate´gories de descente au-dessus d’une cate´gorie, mais que nous ne formulons pas.
La proprie´te´ (4) re´sulte de (2.4) et [GN](I.6.9), (5) se de´montre comme dans [GN]
(V.3.7), et (6) re´sulte de l’existence d’une hyperre´solution X• −→ X de X telle que
dim Xα ≤ dim X − |α|+ 1 ([GN](I.2.15)).
(4.3) Avec ce complexe filtre´ de Hodge-De Rham (Ω∗X , F ) on peut e´tendre la the´orie
classique de Hodge-De Rham aux espaces analytiques de la fac¸on suivante:
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D’abord, pour tout espace analytique X , on de´finit les complexes de faisceaux
Ω
[p]
X := Gr
p
FΩ
∗
X [p], 0 ≤ p ≤ dim X,
qui sont a` cohomologie cohe´rente et fonctoriels en X .
Ensuite, on de´finit la cohomologie de Hodge de X par
⊕Hp,q(X) :=
⊕
Hq(X,Ω
[p]
X ), 0 ≤ p, q ≤ n,
qui est fonctorielle en X et, si X est compact, est de dimension finie, donc on peut de´finir
dans ce cas les nombres de Hodge de X par
hp,q(X) = dimCH
p,q(X).
Finalement on a une suite spectrale de Hodge-De Rham associe´e au complexe filtre´
(Ω∗X , F ),
⊕p+q=rH
p,q(X) =⇒ Hr(X,C).
d’ou`, si X est compact,
χ(X) =
∑
p,q
(−1)p+qhp,q(X)
est la caracte´ristique d’Euler de X . Et, si X est compact et sous-ka¨hlerien (i.e. il existe
une varie´te´ ka¨hlerienne X ′ et un morphisme surjectif propre X ′ −→ X), par la the´orie de
Hodge-Deligne, cette suite spectrale de´ge´ne`re au terme E1.
5. Application a` la the´orie des motifs.
(5.1) Soit k un corps de caracte´ristique ze´ro. Nous noterons V(k) la cate´gorie des k-
sche´mas projectifs et lisses, etM+rat(k) la cate´gorie des motifs de Chow effectifs sur k (voir
[M], [Sc]). On rappelle que cette dernie`re cate´gorie est pseudo-abe´lienne, et qu’on a un
foncteur contravariant
h : V(k) −→M+rat(k),
qui associe a` tout k-sche´ma projectif et lisseX , le motif effectif h(X) = (X, idX). L’objectif
de ce paragraphe est e´tendre le foncteur h a tous les k-sche´mas.
On peut faire cette extension de deux fac¸ons diffe´rents. La plus imme´diate c’est comme
une the´orie a` support compact, mais, comme on verra, on peut faire aussi l’extension a`
une the´orie sans supports. D’abord nous prouvons ci-dessous l’existence d’une extension
du foncteur h aux sche´mas propres sur k.
(5.2) Notons SchProp(k) la cate´gorie des sche´mas propres sur k, et C
b(M+rat(k)) la
cate´gorie des complexes borne´s de motifs de Chow effectifs sur k.
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Proposition. Il existe une unique extension de h a` un foncteur contravariant
(Φop,SchProp(k)) −→ Ho (Φ, C
b(M+rat(k))),
note´ encore h, qui commute avec le foncteur tot, et qui ve´rifie la proprie´te´ de descente (D).
Preuve. Nous utiliserons une variante du the´ore`me (2.2) obtenu dans la situation suivante.
Soient M = V(k), W = SchProp(k), et munissons C
b(M+rat(k)) de la structure de
cate´gorie de descente de´finie dans (1.8). Le foncteur h : V(k) −→ M+rat(k) induit un
foncteur contravariant
h : (Φop,V(k)) −→ Ho
(
Φ, Cb(M+rat(k))
)
qui ve´rifie trivialement les conditions (F1) et (F2) de (2.2). D’apre`s [M], h ve´rifie aussi la
proprie´te´ (F3). En effet, ceci de´coule du lemme (5.3) qui sera prouve´ ci-dessous.
D’apre`s le lemme de Chow et le the´ore`me de re´solution, (2.2) est ve´rifie´ aussi avec ces
hypothe`ses (voir [HC](3.11.3)),donc h s’e´tend de fac¸on unique a` un foncteur
(Φop,W) −→ Ho
(
Φ, Cb(M+rat(k))
)
qui ve´rifie la proprie´te´ de descente (D).
(5.3) Lemme. Soient i : Y −→ X une immersion ferme´e de k−sche´mas projectifs et
lisses, f : X˜ −→ X l’e´clatement de X le long de Y , et
Y˜
j
−−−−→ X˜
g
y yf
Y
i
−−−−→ X
le diagramme carte´sien construit a` partir de f et i. Alors la suite de motifs de Chow
0 −→ h(X)
i∗+f∗
−−−−→ h(Y )
⊕
h(X˜)
g∗−j∗
−−−−→ h(Y˜ ) −→ 0
est exacte et scinde´e, en particulier le morphisme
h(X) −→ s
(
h(Y )
⊕
h(X˜) −→ h(Y˜ )
)
est un homotopisme.
Preuve. Ceci est une conse´quence du calcul effectue´ par Manin du motif de Chow d’un
e´clatement ([M], §9 Cor., voir aussi [Sc], Th.(2.8)). En effet, d’apre`s loc.cit. on a un
isomorphisme
ϕ : h(X)⊕
(
r−1⊕
i=1
h(Y )(−i)
)
−→ h(X˜),
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de´fini par
ϕ = f∗ + Σr−1i=1 j∗ ◦ (ξ
i−1 ∪ g∗),
ou` ξ est la premie`re classe de Chern de OY˜ (1). On a aussi l’isomorphisme
ψ :
r−1⊕
i=0
h(Y )(−i) −→ h(Y˜ )
de´fini par
ψ = Σr−1i=0 ξ
i ∪ g∗
Donc, avec ces isomorphismes, si on pose
A =
r−1⊕
i=1
h(Y )(−i),
la suite du lemme s’e´crit simplement
0 −→ h(X)
i∗×idX×0−−−−−−→ h(Y )⊕ h(X)⊕ A
(idY −i
∗+0)×(0+0−idA)
−−−−−−−−−−−−−−−−→ h(Y )⊕ A −→ 0
laquelle est trivialement exacte et scinde´e.
(5.4) Maintenant nous donnons l’extension du foncteur h correpondante a` une the´orie
a` support compact. Pour ceci notons Schc(k) la cate´gorie des sche´mas sur k, avec des
morphismes propres.
The´ore`me. Il existe un unique foncteur contravariant
hc : Schc(k) −→ HoC
b(M+rat(k))
tel que:
(1) Si X est projectif et lisse sur k, hc(X) est le motif de Chow associe´ a` X.
(2) hc ve´rifie la proprie´te´ de descente (D).
(3) Si Y est un sous-sche´ma ferme´ d’un sche´ma X, on a un isomorphisme hc(X−Y ) ∼=
s(hc(X)→ hc(Y ))
Preuve. Nous allons de´finir hc plus ge´ne´ralement pour tout objet de (Φ,Sch(k)), ceci
donnera comme conse´quence la fonctorialite´. Soit I une cate´gorie ordonnable finie,
U• : I
op −→ Schc un foncteur. D’apre`s [HC](I.4.2) et (I.4.3), il existe une compactification
U• −→ X• de U•, telle que le comple´mentaire Y• est un aussi un diagramme de sche´mas.
On de´finit hc(U•) := s (h(Y• → X•)). D’apre`s (D), et [HC](I.4.4), hc(U•) ne de´pend pas
de la compactification et on obtient un foncteur hc qui ve´rifie les proprie´te´s (1) et (2) du
the´ore`me. La proprie´te´ (3) re´sulte aise´ment de la de´finition de hc et de la proprie´te´ de
descente (D). L’unicite´ est imme´diate.
(5.5) Nous rappelons que dans une cate´gorie pseudo-abe´lienne tout complexe borne´
contractile L∗ a une caracte´ristique d’Euler χ(L∗) = Σ(−1)i[Li] nulle dans le groupe K0
correspondant. Pour la commodite´ du lecteur nous donnons ici une preuve de ce re´sultat
a` partir de la proposition suivante.
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Proposition. Soit A une cate´gorie pseudo-abe´lienne. Si L est un complexe contractile
de C(A), il existe un complexe a` diffe´rentielle nulle P et un isomorphisme de complexes
ϕ : Con(P ) −→ L, ou` Con(P ) est le complexe coˆne de P .
Preuve. Soit h une contraction de L, c’est-a`-dire, h : L −→ L[−1] est un morphisme gradue´
tel que 1 = hd+dh. Alors dh et hd sont des projecteurs comple´mentaires, et puisque A est
pseudo-abe´lienne, L est isomorphe, en tant qu’objet gradue´, a` la somme Ker dh ⊕ Imdh,
avec les e´galite´s Ker dh = Imhd et Imdh = Ker hd. Puisque d2 = 0, la restriction de
d a` Imdh est nulle, et la restriction de d a` Ker dh induit un isomorphisme de complexes
Ker dh −→ Imdh[+1]. Alors P = Imdh ve´rifie les conditions du lemme.
(5.6) Corollaire. Soit A une cate´gorie pseudo-abe´lienne, Cb(A) la cate´gorie de
complexes borne´s de A et HoCb(A) sa localisation par rapport aux homotopismes. Alors
la caracte´ristique d’Euler
χ : ObCb(A) −→ K0(A)
induit une application sur la localisation
χ : ObHoCb(A) −→ K0(A).
(5.7) Puisque la cate´gorie des motifs de Chow est pseudo-abe´lienne, on de´duit de (5.4) et
(5.6) le re´sultat suivant, qui re´sout le proble`me de Serre cite´, et qui avait e´te´ de´ja` prouve´
par Gillet et Soule´ ([GS]).
Corollaire. Il existe une application unique
χc : ObSch(k) −→ K0(M
+
rat(k))
qui ve´rifie:
(1) χc(X) = [X ], si X est un sche´ma projectif et lisse.
(2) χc(X − Y ) = χc(X)− χc(Y ), si Y est un sous-sche´ma ferme´ de X.
(5.8) Maintenant nous conside´rons l’extension de h qui correspond a` une the´orie sans
supports. Rappelons pour ceci que si Mrat(k) est la cate´gorie des motifs de Chow, on
a aussi un foncteur covariant h∗ : V(k) −→ Mrat(k) tel que h∗(X) = h(X)(dimX),
si X est une varie´te´ projective et lisse. Si f : X −→ Y est un morphisme entre telles
varie´te´s, on appelle f∗ : h∗(X) −→ h∗(Y ) le morphisme de Gysin induit par f . Pour cette
the´orie covariante nous conside´rerons aussi la categorie Cb(Mrat(k)) comme une cate´gorie
de descente homologique, avec le foncteur simple ordinaire des complexes de chaˆınes, qui
nous noterons encore s.
Si X est un sche´ma projectif et lisse sur k et Y est un diviseur a` croisements normaux
dans X , qui est une re´union de diviseurs lisses Y =
⋃r
α=1 Yα, on a un diagramme cubique
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augmente´ S•(Y ) −→ X , de´fini par les intersections des Yα, Sχ(Y ) :=
⋂
χ(α)=1 Yα, pour
χ ∈ r. Par la fonctorialite´ de h∗ on obtient un objet cubique h∗(S•(Y ) −→ X)(−dimX)
de M+rat(k) et donc un complexe s(h∗(S•(Y ) −→ X))(−dimX) dans C
b(M+rat(k)), que
nous noterons G•(X, Y ). Ce complexe de Gysin du couple (X, Y ) est l’analogue dans
le pre´sent contexte du terme E1 de la suite spectrale de´duite du complexe de De Rham
logarithmique filtre´ par la filtration par le poids ([D1] (3.2.4), [GN](§1)).
Notons P la cate´gorie des couples (X, Y ), ou` X est un sche´ma projectif et lisse sur
k et Y =
⋃r
α=1 Yα est un diviseur a` croisements normaux dans X , qui est re´union de
diviseurs lisses. Notons I l’ensemble ordonne´ [1, r]. Un morphisme f : (X ′, Y ′) −→ (X, Y )
est un morphisme de sche´mas f : X ′ −→ X tel que, pour tout α ∈ I, l’image inverse
f−1(Yα) soit une somme
∑s
β=1mα,βY
′
β de composantes irre´ductibles de Y
′ . Nous noterons
M = (mα,β)(α,β)∈I×J la matrice des multiplicite´s de f . Nous prouverons dans (5.11) la
fonctorialite´ de G(X, Y ) (cf. [D1] (8.1.19.2)). Pour ceci nous utiliserons la variante suivante
de la formule d’exce´s d’intersection de Fulton-MacPherson.
(5.9) Proposition. Soit
Y ′
j
−−−−→ X ′
g
y yf
Y
i
−−−−→ X
un diagramme carte´sien de k-sche´mas projectifs tel que i est une immersion ferme´e, X, X ′
et Y sont lisses et Y ′ est un diviseur a` croisements normaux dans X ′ dont les composantes
irre´ductibles Y ′β, β = 1, ..., s sont lisses. Notons E le fibre´ normal d’exce´s sur Y
′ de´fini par
la suite exacte
0 −→ NY ′/X′ −→ g
∗NY/X −→ E −→ 0.
Soient f−1(Y ) =
∑s
β=1mβY
′
β le diviseur image inverse de Y , ηβ : Y
′
β −→ Y
′ l’inclusion,
gβ := g ◦ ηβ , jβ := j ◦ ηβ, Eβ := η∗βE et ξβ la classe de Chern de degre´ maximum de Eβ.
Alors le diagramme ⊕s
β=1 h(Y
′
β)(−1)
∑ s
β=1 jβ∗
−−−−−−→ h(X ′)
∑s
β=1mβg
∗
β∪ξβ
x xf∗
h(Y )(dimY − dimX)
i∗−−−−→ h(X)
est commutatif.
Preuve. Par le principe d’identite´ de Manin ([M](§3), cf. [Sc](2.3)) il suffit de prouver
la commutativite´ du diagramme pour le groupe de Chow A∗. Nous utilisons pour ceci
l’anneau de Chow operationnel de´fini par Fulton ([F](17.3)) pour tout sche´ma de type fini
sur k, et qui co¨ıncide avec l’anneau de Chow classique sur les variete´s projectives et lisses.
En particulier, on a la ”Excess Intersection Formula” ([F](17.4.1))
f∗(i∗(y)) = j∗(g
∗(y) ∪ ξ),
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pour tout y ∈ A∗(Y ), ou` ξ ∈ Ae(Y ′) est la e-ie`me classe de Chern de E . D’apre`s
[F](17.4.7)(i), et avec ses notations, on a [j] =
∑s
β=1mβηβ∗([jβ ]), ou` [ ] denote la classe
d’orientation, et compte tenu de [FM](I.2.5)(G3)(ii) il re´sulte j∗ =
∑s
β=1mβjβ∗ ◦ η
∗
j , d’ou`
on de´duit
f∗(i∗(y)) =j∗(g
∗(y) ∪ ξ)
=
∑
mβjβ∗η
∗
β(g
∗(y) ∪ ξ)
=
∑
jβ∗(mβg
∗
β(y) ∪ ξβ),
pour tout y ∈ A∗(Y ), ce qui prouve la proposition.
(5.10)Corollaire. Soit
Y ′
j
−−−−→ X ′
g
y yf
Y
i
−−−−→ X
un diagramme commutatif de k-sche´mas projectifs tel que i est une immersion ferme´e,
X, X ′ et Y sont lisses, Y est un diviseur de X et Y ′ est un diviseur a` croisements
normaux dans X ′ dont les composantes irre´ductibles Y ′β , β = 1, ..., s, sont lisses. Si
f∗O(Y ) =
∑
mβO(Y ′β), alors on a
f∗ ◦ i∗ =
∑
β
mβjβ∗ ◦ g
∗
β .
Preuve. Si Y ′ est f−1(Y ) on applique la proposition ante´rieure. Dans l’autre cas on a
X ′ = f−1(Y ). Il re´sulte nouvement par le principe d’identite´ de Manin et de [F](17.4.1)
f∗(i∗(α)) =
∑
β
mβξ
′
β ∪ f
∗(α),
ou` ξ′β est la classe de Chern de Y
′
β . Alors on applique la formule de projection et on obtient
f∗(i∗(α)) =
∑
β
mβjβ∗g
∗
β(α),
pour tout α ∈ A∗(Y ), ce qui prouve le corollaire.
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(5.11) Proposition. Soit f : (X ′, Y ′) −→ (X, Y ) un morphisme de P. Il existe un
morphisme de complexes G•(f) : G•(X, Y ) −→ G•(X ′, Y ′), tel que la restriction G0(f) de
G(f) a` h(X) est f∗. Ces morphismes ve´rifient G•(f ◦ g) = G•(g) ◦G•(f) et G•(id) = id.
Preuve. On pose G0(f) = f
∗. D’abord on de´finit G•(f) sur la composante G1(X, Y )
de la fac¸on suivante. Pour toute couple (α, β) ∈ I × J telle que f(Y ′β) ⊆ Yα notons
fα,β : Y
′
β −→ Yα la restriction de f . Alors on de´finit un morphisme
Gα,β(f) : h∗(Yα)(−dimX) −→ h∗(Y
′
β)(−dimX
′)
par Gα,β(f) = mα,βf
∗
α,β. En composant Gα,β(f) avec l’inclusion canonique
h∗(Y
′
β)(−dimX
′) −→ G1(X ′, Y ′) et faisant la somme par rapport a` β on obtient un
morphisme
G1,α(f) : h∗(Yα)(−dimX) −→ G1(X
′, Y ′).
D’apre`s (5.10) on a pour chaque α ∈ I
G0(f) ◦ iα∗ =
s∑
β=1
jβ∗ ◦G1,α(f).
Ces morphismes G1,α(f) sont les composantes d’un morphisme
G1(f) : G1(X, Y ) −→ G1(X
′, Y ′)
qui ve´rifie
G0(f) ◦
r∑
α=1
iα∗ =
s∑
β=1
jβ∗ ◦G1(f).
Le morphisme G1(f) s’e´tend naturellement a` toutes les composantes Gp(X, Y ). En effet,
pour toute couple de suites croissantes σ = (σ(1), · · · , σ(p)) ⊆ I et τ = (τ(1), · · · , τ(p)) ⊆ J
telle que f(Y ′τ ) ⊆ Yσ, notons fσ,τ : Y
′
τ −→ Yσ la restriction de f . Alors on de´finit un
morphisme
Gσ,τ (f) : h∗(Yσ)(−dimX) −→ h∗(Y
′
τ )(−dimX
′)
par Gσ,τ (f) := mσ,τf
∗
σ,τ , ou` mσ,τ est le determinant du mineur d’indices (σ, τ) de la
matrice M des multiplicite´s de f . En composant Gσ,τ (f) avec l’inclusion canonique
h∗(Y
′
τ )(−dimX) −→ Gp(X
′, Y ′) et faisant la somme par rapport a` τ on obtient les
composantes
Gp,σ(f) : h∗(Yσ)(−dimX) −→ Gp(X
′, Y ′)
du morphisme
Gp(f) : Gp(X, Y ) −→ Gp(X
′, Y ′).
La fonctorialite´ de G sera une conse´quence de la fonctorialite´ de l’alge`bre exte´rieur. En
effet, si g : (X ′′, Y ′′) −→ (X ′, Y ′) est un morphisme de P, et M ′ est leur matrice de
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multiplicite´s, alors la matrice M ′′ des multiplicite´s de la composition f ◦ g est le produit
des matricesM ′ ◦M . La fonctorialite´ re´sulte de l’identite´ m′′σ,ρ =
∑
τ mσ,τm
′
τ,ρ, pour toute
couple (σ, ρ), qui exprime en termes de de´terminants la fonctorialite´ de l’alge`bre exte´rieur.
Finalement, ve´rifions que les morphismes Gp(f) de´finissent un morphisme de
complexes
G•(f) : G•(X, Y ) −→ G•(X
′, Y ′),
c’est-a`-dire,
Gp(f) ◦ γp = γ
′
p ◦Gp+1(f),
ou` γp : Gp+1(X, Y ) −→ Gp(X, Y ) est la diffe´rentielle du complexe G•(X, Y ), qui est
une somme alterne´e de morphismes de Gysin. Si σ = (σ(1), · · · , σ(p + 1)) ⊆ I et
ν = (ν(1), · · · , ν(p)) ⊆ J sont des suites croissantes, la composante d’indices (σ, ν) de
Gp(f) ◦ γp est, compte tenue de (5.10),
(Gp(f) ◦ γp)σ,ν =
p+1∑
l=1
ε(σ, σ − σ(l))mσ−σ(l),νf
∗
σ−σ(l),νiσ,σ−σ(l)∗
=
∑
l,β
ε(σ, σ − σ(l))mσ−σ(l),νmσ(l),βjν∪β,ν∗f
∗
σ,ν∪β,
ou` ε(σ, µ) = (−1)l+1 , si σ = µ ∪ α est tel que σ(l) = α, est le signe du morphisme
de Gysin correspondante a` l’inclusion iσ,µ : Yσ −→ Yµ. Analoguement, la composante
correspondante de γ′p ◦Gp+1(f) est
(γ′p ◦Gp+1(f))σ,ν =
∑
β
ε(ν ∪ β, ν)mσ,ν∪βjν∪β,ν∗f
∗
σ,ν∪β.
Alors l’egalite´
∑
l
ε(σ, σ − σ(l))mσ−σ(l),νmσ(l),β = ε(ν ∪ β, ν)mσ,ν∪β
re´sulte de la re`gle de Laplace du de´veloppement du de´terminant mσ,ν∪β par la colonne
d’index β. Cette fois-ci c’est la fonctorialite´ du complexe de Koszul qu’on entrevoie darrie`re
les calculs.
Dore´navant nous noterons G• simplement par G.
(5.12) Proposition. Il existe un foncteur contravariant
G : (Φop,P) −→ (Φ, Cb(M+rat(k)))
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tel que G(X, Y ) = s(h∗(S•(Y ) −→ X))(−dimX). Le foncteur G ve´rifie les propriete´s
(F1), (F2) et (F3) pour les e´clatements avec un centre lisse transverse aux intersections
des composantes du diviseur Y .
Preuve. La fonctorialite´ de G est une conse´quence de la proposition pre´ce´dante et les
proprie´te´s (F1) et (F2) sont aise´ment ve´rifiee´s. Prouvons la proprie´te´ (F3). Soient (X, Y )
un objet deP, Z un sous-sche´ma ferme´ deX , qui est lisse et transverse a` chaque intersection
Yσ des composantes de Y , et f : X
′ −→ X l’e´clatement de X , le long de Z. Alors on
conside`re le diagramme carte´sien de P de´finit par f , (X, Y ) et Z,
(Z ′, T ′)
j
−−−−→ (X ′, Y ′)
g
y yf
(Z, T )
i
−−−−→ (X, Y )
Ici T = Z ∩ Y est un diviseur de Z de composantes Tα = Z ∩ Yα, non ne´cessairement
diffe´rentes deux a` deux. Ainsi, nous conside´rons le complexe G(Z, {Tα}α∈I), obtenu avec
la famille des Tα posiblement repete´s, et qui est homotopiquenment equivalente a` G(Z, T ).
Pour tout sous-ensemble σ ⊆ I, Z est transverse a` l’intersection Yσ , donc la restriction du
diagramme pre´ce´dent a` Yσ induit un diagramme carte´sien
T ′σ
jσ
−−−−→ Y ′σ
gσ
y yfσ
Tσ
iσ−−−−→ Yσ
lequel est l’e´clatement de Yσ le long de Tσ. Donc, on a le diagramme commutatif
h(T ′σ)
j∗σ←−−−− h(Y ′σ)
g∗σ
x xf∗σ
h(Tσ)
i∗σ←−−−− h(Yσ)
tous les exce´s e´tant triviales par transversalite´, et ce diagramme est acyclique, par (5.3).
Il en re´sulte que le diagramme
G(Z ′, {T ′α}α∈I)
G(j)
←−−−− G(X ′, Y ′)
G(g)
x xG(f)
G(Z, {Tα}α∈I)
G(i)
←−−−− G(X, Y )
est acyclique.
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(5.13) The´ore`me. Il existe un unique foncteur contravariant
Sch(k) −→ HoCb(M+rat(k)),
note´ encore h, tel que:
(1) Si X est un sche´ma projectif et lisse sur k, h(X) est le motif de Chow associe´ a`
X, h(X) = (X, idX).
(2) h ve´rifie la proprie´te´ de descente (D).
(3) Si X est un sche´ma projectif et lisse,et Y est un diviseur a` croisements normaux
dans X qui est re´union de diviseurs lisses, on a un isomorphisme h(X − Y ) ∼=
s(h∗(S•(Y ) −→ X))(−dimX).
Preuve. L’existence de l’extension h et les proprie´te´s (F1), (F2), et (F3) sont une
conse´quence de (2.2) et le lemme suivant.
Lemme 1. Le foncteur
G : (Φop,P) −→ Ho(Φ, Cb(M+rat(k)))
factorise par le foncteur γ : P −→ SchReg(k) de´fini par γ(X, Y ) = X − Y , et il de´finit un
foncteur
G : (Φop,SchReg(k)) −→ Ho (Φ, C
b(M+rat(k))),
qui commute avec les foncteurs tot et type et qui ve´rifie (F1), (F2) et (F3).
Preuve du lemme 1. En effet, d’apre´s le the´ore`me de compactification de Nagata et
[HC](I.4), donne´e une cate´gorie ordonnable et finie I, et U• un I-diagramme de k-
sche´mas lisses, il existe une compactification U• −→ X• de U• telle que le complementaire
Yi = Xi − Ui soit un diviseur a` croisements normaux dans Xi, pour tout i ∈ I. Ainsi
le foncteur γ est essentiellement exhaustif. On montre de la meˆme fac¸on qu’il est pleine.
Donc, il suffit de montrer que, donne´ U•, le complexe G(X•, Y•) ne de´pend pas de la
compactification choisie, a` isomorphisme canonique pre`s, et meˆme pour les morphismes.
D’apre`s [HC](I.4) on peut supposer que, donne´es deux compatifications X•1 et X•2 de U•
il existe un morphisme X•2 −→ X•1. Maintenant on se rame`ne au cas ou` I est re´duit a`
un point. Mais, dans ce cas, le morphisme peut eˆtre domine´ par un e´clatement de X1 avec
un centre contenu dans Y1. En raissonnant comme dans (2.3.1), on se rame`ne au cas ou`
le morphisme X2 −→ X1 est un e´clatement de X1 avec un centre lisse contenu dans une
intersection de composantes de Y1 et transverse a` tous les intersections que ne le contient
pas. Alors l’independance re´sulte du lemme 2 suivante. Les cas des morphismes s’obtient
de la meˆme fac¸on en utilisant le diagramme total associe´ a` un morphisme.
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Lemme 2. Soient X une compactification d’un k-sche´ma lisse U telle que Y = X − U
est un diviseur a` croisements normaux de X, f : X ′ −→ X un e´clatement de X avec un
centre lisse S contenu dans une intersection Yσ de composantes de Y et transverse a` tous
les intersections qui ne le contient pas, et Y ′ = f−1(Y ). Alors, le morphisme
G(f) : G(X, Y ) −→ G(X ′, Y ′)
est un homotopisme.
Preuve du lemme 2. Soient Y˜ la transforme´e stricte de Y , E = f−1(S) le diviseur
exceptionnel, Tα = S ∩ Yα, Dα = E ∩ Y˜α, α ∈ I. Pour avoir une ide´e plus claire de la
preuve nous conside´rons d’abord le cas ou` Y n’a qu’une seule composante. Dans ce cas on a
S = T , et on conside`re les complexes de Gysin G(S, T ) = s(id∗ : h∗(T ) −→ h∗(S))(dimS),
qui est acyclique, et G(E,D) = s(iD,E∗ : h∗(D) −→ h∗(E))(dimE).
Soit G˜(X, Y ) le complexe simple du diagramme
h(S)(−e)
iS,X∗
−−−−→ h(X)
i∗
x xiY,X∗
h(T )(−e)
iT,Y ∗
−−−−→ h(Y )(−1).
ou` e est la codimension de S. Alors on a une suite exacte scinde´e
0 −→ G(X, Y )
ϕ
−→ G˜(X, Y ) −→ G(S, T )[1] −→ 0.
Comme G(S, T ) est contractile, ϕ est un homotopisme. On a aussi la suite exacte scinde´e
0 −→ G(X,S) −→ G˜(X, Y ) −→ G(Y, T )[1] −→ 0.
D’autre part, G(X ′, Y ′) est le complexe simple du diagramme
h(E)(−1)
iE,X′∗
−−−−→ h(X ′)
i∗
x xiY˜ ,X∗
h(D)(−2)
i
D,Y˜ ∗
−−−−→ h(Y˜ )(−1).
Alors on a une suite exacte scinde´e
0 −→ G(X ′, E) −→ G(X ′, Y ′) −→ G(Y˜ , D)[1] −→ 0.
Le morphisme G(f) : G(X, Y ) −→ G(X ′, Y ′) factorise par
G(X, Y )
ϕ
−→ G˜(X, Y )
ψ
−→ G(X ′, Y ′),
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ou` ψ est un morphisme de complexes qui induit un morphisme des suites exactes
pre´cedentes,
0 −−−−→ G(X,S) −−−−→ G˜(X, Y ) −−−−→ G(Y, T )[1] −−−−→ 0
ψ0
y ψy ψ1y
0 −−−−→ G(X ′, E) −−−−→ G(X ′, Y ′) −−−−→ G(Y˜ , D)[1] −−−−→ 0
ou` ψ0 est une homotopisme, d’apre`s la suite exacte classique d’un e´clatement ([M](§9))
applique´e a` l’e´clatement
E −−−−→ X ′y y
S −−−−→ X.
et, analoguement, ψ1 est un homotopisme, car
D −−−−→ Y˜y y
T −−−−→ Y
est aussi un e´clatement. Ceci prouve que ψ est un homotopisme (cf. preuve de (1.8.3)).
Dans le cas ge´ne´ral, on a des complexes de Gysin associe´s G(S, {Tα}α), et
G(E, {Dα}α), et qui nous noterons simplement G(S, T ) et G(E,D) respectivement.
Soit
G˜(X, Y ) = s(iS,X∗ : G(S, T )→ G(X, Y )),
ou` iS,X : (S, T ) −→ (X, Y ) est le morphisme d’inclusion. Alors l’inclusion canonique
ϕ : G(X, Y ) −→ G˜(X, Y ), a une quotient qui est G(S, T )[1]. Comme S =
⋃
Tα, G(S, T )
est contractile, donc ϕ est un homotopisme. On de´finit une filtration croissante finie
{Fp}p≥0 de G˜(X, Y ) par
Fp(G˜(X, Y )) := s(G≤p(S, T ) −→ G≤p(X, Y )).
Il est e´vidente que Fp est un sous-complexe de G˜(X, Y ), et que le gradue´ par cette filtration
existe et ve´rifie
GrFp G˜(X, Y ) = s(Gp(S, T ) −→ Gp(X, Y )).
D’autre part, G(X ′, Y ′) a une de´composition analogue a` celle de G˜(X, Y ) de la forme
G(X ′, Y ′) = s(iE,X′∗ : G(E,D)→ G(X
′, Y˜ )),
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qui induit aussi une filtration F ′ sur G(X ′, Y ′) telle que
GrF
′
p G(X
′, Y ′) = s(Gp(E,D)→ Gp(X
′, Y˜ )).
Le morphisme G(f) factorise par
G(X, Y )
ϕ
−→ G˜(X, Y )
ψ
−→ G(X ′, Y ′),
ou` ϕ est l’inclusion et ψ est un morphisme de complexes de´termine´ par les composantes
suivantes:
i) Le morphisme
Gp(fS,E) ∪ ξ : Gp(S, T ) −→ Gp(E,D),
ou` fS,E : (S, T ) −→ (E,D) est la restriction de f , et ξ est la classe de Chern de
dimension maximum du fibre´ d’exce´s sur chaque composante, et qui co¨ıncide avec
la restriction de la correspondante classe du diagramme
E −−−−→ X ′y y
S −−−−→ X.
ii) Le morphisme
pr1 ◦Gp(f) : Gp(X, Y ) −→ Gp(X
′, Y˜ ),
ou` pr1 : G(X
′, Y ′) −→ G(X ′, Y˜ ) est la projection canonique.
iii) Le morphisme
pr2 ◦Gp(f) : Gp(X, Y ) −→ Gp−1(E,D), p > 0,
ou` pr2 : Gp(X
′, Y ′) −→ Gp−1(E,D) est la projection canonique.
Le morphisme ψ est un morphisme filtre´, ψ(Fp) ⊆ F ′p, et la composante pr2 ◦ Gp(f) :
Gp(X, Y ) −→ Gp−1(E,D) n’intervient pas dans le gradue´. Ainsi
Grp(ψ) : s(Gp(S, T )→ Gp(X, Y )) −→ s(Gp(E,D)→ Gp(X
′, Y˜ ))
est de´fini par les diagrammes
h(Dσ)(−1)
jD,Y ∗
−−−−→ h(Y˜σ)
f∗∪ξ
x xf∗
h(Tσ)(−e)
iT,Y ∗
−−−−→ h(Yσ)
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σ ⊆ I. Puisque ces diagrammes sont contractiles, d’apre`s ([M](§9)) a` nouveau applique´ a`
l’e´clatement, possiblement trivial,
Dσ −−−−→ Y˜σy y
Tσ −−−−→ Yσ,
ψ est un homotopisme filtre´, et donc un homotopisme, par re´currence sur la longueur de
la filtration.
(5.14) Si on applique un foncteur de re´alisation, par exemple le foncteur de cohomologie
singulie`re, au complexe h(X) on n’obtient pas la cohomologie singulie`re de X , mais le
terme E1 de la suite spectrale associe´ a` la filtration par le poids. Neanmoins le foncteur h
ve´rifie d’autres proprie´te´s des the´ories cohomologiques, par exemple il est aise´ de voir qu’il
ve´rifie la proprie´te´ d’homotopie: Si X est un k-sche´ma et E −→ X est un fibre´ vectoriel
sur X , h(X) −→ h(E) est un homotopisme.
(5.15) Les foncteurs de torsion ?⊗L (note´ aussi ?(−1)) et de passage au dual, ?∧, sont des
foncteurs exactes dans la cate´gorie des motifs, donc ils induissent des morphismes sur le
groupe K0. Alors, de (5.6), (5.7), (5.13) et la dualite´ de Poincare´ il re´sulte imme´diatement
Corollaire. Il existe une application
χ : ObSch(k) −→ K0(M
+
rat(k))
qui ve´rifie:
(1) χ(X) = [X ], si X est un sche´ma projectif et lisse.
(2) χ(X) = χ(X˜) + χ(Y ) − χ(Y˜ ), si (X˜, Y˜ ) −→ (X, Y ) est un isomorphisme relatif
propre.
(3) Si Y est un diviseur lisse d’un sche´ma lisse X,
χ(X − Y ) = χ(X)− χ(Y )(−1).
(4) Si X est une varie´te´ lisse, χ(X)∨ = χc(X)(dimX).
En outre, l’application χ est determine´ par les conditions (1) a` (3).
(5.16) Remarques. 1. On peut ve´rifier que les ante´rieures caracte´ristiques d’Euler χc et χ
sont compatibles avec les foncteurs de re´alisation, ainsi par exemple, elles sont compatibles
avec les caracte´ristiques d’Euler des structures de Hodge mixtes sur la cohomologie a`
support compact et la cohomologie, respectivement ([D1]).
2. Bien que en re´alisation de Betti les caracte´ristiques d’Euler χc et χ co¨ıncident, en
ge´ne´ral χc et χ ne co¨ıncident pas dans K0(M
+
rat(k)). Ainsi, en re´prennant l’exemple de
Serre du loc. cit., soient Y une varie´te´ projective et lisse et X le coˆne affine de base Y .
Alors, on a χc(X) = 1 + χ(Y )(−1)− χ(Y ) et χ(X) = 1.
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