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Mass Accommodation Mechanism of Water through Monolayer 
Films at Water/Vapor Interface 
 
Suguru Sakaguchi and Akihiro Morita1 
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Sendai 980-8578, Japan 
 
The mass transfer dynamics at water/vapor interface through monolayer films was 
theoretically investigated by a combination of molecular dynamics and Langevin 
dynamics simulations.  The rare events of mass accommodation are sampled by the 
Langevin simulation with sufficient statistical accuracy, on the basis of the free energy 
and friction profiles obtained by the molecular dynamics simulation.  The free energy 
profiles exhibit a barrier in the long-chain monolayers, and the mechanism of the barrier 
is elucidated in relation to the “water finger” formation.  The present Langevin 
simulation well described the remarkable dependence of the mass accommodation 
coefficient on the chain length and surface density.  The Grote-Hynes theory 
somewhat overestimates the mass accommodation coefficient, due to the large variation 
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Mass transport kinetics at liquid-vapor interfaces is widely relevant in 
heterogeneous (multiphase) phenomena in atmospheric science and other areas.  To 
understand the mass transfer kinetics at realistic liquid-vapor interfaces, we need to take 
into account that the rates are influenced by structure and morphology, and even 
impurities, of the liquid surfaces.  As a typical illustration, it has been observed since 
1920s that the presence of amphiphilic monolayers of long-chain alcohols or fatty acids 
on water surface, called Langmuir monolayers,
1
 restrict the rate of water evaporation by 
several orders of magnitude.
2
  The restricted evaporation by the Langmuir monolayers 
has in fact invoked application studies to keep water from open water storages in arid 
areas.
1, 3
  Organic layers on the surface of aqueous aerosols have also great impact on 
the mass transfer rate and reactivity in the atmosphere.
4-8
  In the present paper we 
focus on the mass transfer mechanism through the organic monolayers from 
microscopic points of view. 
The phenomenological evaporation rate from water surface has been measured by 
the growth in mass of a desiccant above the liquid phase.
3
  Laboratory experiments 
investigated the effects of the monolayers on the evaporation rate with varying 
conditions of the monolayers.
9-11
  The surface excess of the Langmuir monolayers can 
be controlled by varying surface pressure.  These experiments revealed that the 
evaporation rate depends on temperature, alkyl chain length, and surface excess of 
monolayers.
2, 3, 10-14
  The net resistance of evaporation rtotal is defined by the inverse of 
evaporation rate, and it is often assumed as,
2, 15
  
 total surf diffr r r   (1) 
where rsurf is the resistance at the liquid surface (the resistance of water permeation 
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through monolayers), and rdiff is the resistance of diffusion in the gas phase.  Equation  
(1) implies that the observed resistance (rtotal) is the sum of the two components, rsurf and 
rdiff, and is governed by the relatively large term.  For the pure water surface, the 
interfacial resistance rsurf is much smaller than the gas-phase resistance rdiff, and 
therefore it is difficult to derive rsurf from the experimental evaporation rate.  However, 
for the water surface covered with long-chain monolayers, the interfacial resistance rsurf 
becomes substantial and can be measured by the conventional evaporation experiments 
with and without the monolayer.  The resistance through monolayers was therefore 
historically measured for the water surface covered with insoluble alcohols and fatty 
acids which have n=14 to 22 carbon atoms.
2, 3
   
The interfacial resistance is pertinent to condensation as well as evaporation, 
because the flux of evaporation is equal to that of condensation at equilibrium.  When 






  (2) 




  (3) 
where kB is the Boltzmann constant, T is the temperature, and m is the mass of a water 
molecule.  The condensation coefficient  is interpreted as the probability that a gas 
molecule enters the liquid upon striking the surface, ranging from 0 to 1.  The 
condensation coefficient for pure water surface is nearly unity, whereas it is reduced by 
4 orders of magnitude when the water surface is covered with 1-haxadecanol (n=16) 
monolayer.
2
  The aim of this paper is to understand the condensation coefficient at 
water surface covered with varying chain length and surface density of alcohols in a 
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unified way.  The dynamics of a water molecule permeating the monolayer is a key 
factor to elucidate the condensation coefficient.  In relation to the surface resistance, 
the collision and evaporation dynamics at liquid surfaces were recently studied using 
vacuum-based experiments.
16-18
  It was reported that butanol (n=4) and hexanol (n=6) 
layers have minor influence on the evaporation rate from supercooled sulfuric acid 
solution surface.
19-21
  This result about the short-chain alcohols appears to be at odds 
with the empirical relation derived from the evaporation experiments using the 
long-chain alcohols, and will be further discussed in a forthcoming paper.
22
  
Molecular dynamics (MD) simulation is a powerful means to investigate the 
dynamics related to the condensation coefficient at the water surface.
23-27
  The direct 
scattering simulation at liquid-vapor interface is a straightforward way to derive  by 
the MD simulation.
26-28
  For the water surface covered with methanol (n=1),  was 
calculated to be almost 1.0,
26
 indicating the methanol layer at the water surface gives no 
additional resistance.  When the water surface is covered with long-chain alcohols, the 
value of  decreases dramatically, and hence the statistical sampling of direct MD 
scattering calculations becomes increasingly difficult.  After a water molecule 
impinges on the surface, the subsequent dynamics includes diffusional motion of the 
water passing through the monolayer, and the permeation process takes much longer 
time in the order of magnitude.  To overcome those difficulties with statistical 
sampling and long-time dynamics of permeation, we employ the Langevin dynamics 
simulation for the permeating molecule to evaluate the value of . 
The computer simulations of Langevin equation have been performed to tackle a 





 and polymer dynamics. 
33-36
  The Langevin dynamics 
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focuses on some important reaction coordinate(s) while the other degrees of freedom are 
projected upon the free energy, friction and random force.  As the reaction coordinate, 
the present permeation dynamics can be naturally described with the normal coordinate 
z for the impinging molecule to the surface.  The free energy and the friction for the 
permeating molecule are obtained with separate MD calculations, as described in Sec. II.  
The Langevin dynamic is suitable to describe the diffusional motion through the 
monolayer, and allows for sufficiently long time simulation and large statistical 
sampling with modest cost of computation.  It also provides us important insight into 
the transport mechanism through analyzing the profiles of the free energy and the 
friction.  If we regard the mass accommodation dynamics as a chemical reaction 
dynamics in condensed environment with the Kramers
37
 or Grote-Hynes theory,
38, 39
 the 
mass accommodation dynamics is characterized with remarkable variation of the 
friction from gas phase to liquid along the reaction coordinate.  One of our motivations 
is to understand the friction profile, which have a key role in heterogeneous chemical 
reactions at the liquid-gas interface region.  Elucidating the effect of such 
inhomogeneous friction is an interesting issue in relation to the mass accommodation 
dynamics. 
The remainder of this paper is organized as follows.  The following section 
describes the method of the Langevin dynamics with space-dependent friction and the 
pertinent molecular dynamics simulation.  Section III analyzes the surface structure in 
relation to the free energy and friction profiles with varying chain length and density, 
and thereby elucidates the mechanism of mass accommodation through the monolayers.  
Brief concluding remarks follow in Sec. IV. 
 
Mass Accommodation Mechanism   
6 
 
II. METHOD  
A. Space-dependent free energy and friction 
Langevin dynamics:  The dynamics of the permeating molecule can be represented as 
the one-dimensional Brownian motion along the reaction coordinate z which is vertical 










mz t z t d R t
z
   


    
 
 (4) 
where z(t) is the reaction coordinate describing the motion of the condensing or 
evaporating water molecule.  The right hand side of Eq. (4) describes the stochastic 
force acting on the reaction coordinate z by surrounding molecules, which consists of 
the following three components.  The first term denotes the mean force along z given 
with the potential of mean force, G[z].  The second term represents the friction, where 
(t) is called the time-dependent friction kernel, and the third term Rz(t) indicates the 
random force.  Note that the statistical average of the random force vanishes, Rz(t) = 





( ) (0) ( )Z Z
B
t R R t
k T
   (5) 
where    denotes the ensemble average at thermal equilibrium.  The friction kernel 




 , as the random forces of Rz(0) and Rz(t) 
become uncorrelated in Eq. (5).  Equation (4) forms the basis of the Grote-Hynes 
theory for the reaction rates in condensed phase.  In the case that the Brownian motion 
is slow enough compared to the decay time of the friction kernel, Eq. (4) coincides with 
the Langevin equation, 
 
 ( )
( ) ( ) ( )Z
G z t




   

 (6) 
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with the friction coefficient
0
( )t dt 

   . 
The original Grote-Hynes theory treats the chemical reaction dynamics of barrier 
passage with an assumption that (t) and Rz(t) are constant around the barrier region.  
This assumption is validated for chemical reactions in homogeneous liquid phase.  
However, in the condensation dynamics across the liquid-vapor interface,  (or  ) and 
Rz in Eq. (4) or (6) should have significant z dependence.  The friction and random 
force from surrounding molecules should change drastically across the interface, as the 
density changes from gas to liquid.  The strong z dependence of  and Rz has important 
implications to the condensation dynamics, as we discuss later.  Therefore we 
incorporate the z dependence on the friction and random force in the followings. 
 
Evaluation by MD:  The potential of mean force, friction, and random force as a 
function of the z coordinate can be calculated by MD simulation.  Suppose the z 
coordinate of the “reacting” molecule is fixed at a certain value z=z0 while the other 
coordinates are allowed to move during the MD simulation.  The instantaneous force 
acting on the reaction coordinate at z=z0 should be represented using the generalized 
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z z
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In the above expression of the force, the friction term including (t) in Eq. (4) vanishes, 
since the reacting molecule is fixed at z=z0 and thus ( ) 0z t  .  By taking the statistical 












where   z0 denotes the thermal average with the reaction coordinate fixed at z=z0.     
Mass Accommodation Mechanism   
8 
 
The profile of the potential of mean force G[z] is obtained by numerically integrating Eq. 
(8).  Equation (8) provides the basis of the thermodynamic integration approach for 
free energy calculation.
41
  On the other hand, by taking the time correlation function of 
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The left hand side of Eq. (9), the force correlation function at the fixed coordinate z=z0, 
can be also calculated by MD simulation.  We could define the friction kernel at z=z0 
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 (10) 
and the friction coefficient at z=z0 by 
 0 0
0
[ ] ( , )z z t dt 

    (11) 
Equations (8) and (11) provide a way to calculate the potential of mean force G[z] and 
the friction coefficient [z] as a function of z using the MD simulation.  The conditions 
for the MD simulation will be described in the next subsection. 
 
B. Molecular Dynamics Simulation 
The MD conditions for calculating the potential of mean force G[z] and the friction 
kernel (z, t) are summarized here.  The systems treated by the MD simulation are (a) 
pure water surface, and (b-e) water surface covered with various normal alcohols 
(CnH2n+1OH).  Cases (b)-(d) are used to examine the dependence of the chain length n, 
i.e. (b) 1-butanol (n=4), (c) 1-decanol (n=10), and (d) 1-hexadecanol (n=16).  In 
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addition, we investigated another case (e) with a higher packing density of 
1-hexadecanol layer, as described below. 
The water surface is made in a rectangular cell with the 3-dimensional periodic 
boundary condition.  The dimensions of the unit cell are Lx × Ly × Lz = 24.9Å × 24.9Å 
× 124.3 Å.  A liquid slab is prepared along the x-y directions in the unit cell, with the 
water surface formed at both sides of the slab.  The unit cell contains 512 water 
molecules in all cases, and 50 alcohol molecules in the three cases (b-d).  In case (b) 
these numbers of water and 1-butanol molecules reproduce 0.2 M solution in the bulk, 
since most alcohol molecules are located in the surface region.  Its surface excess is 
consistent to the experimental value of 0.2 M solution estimated by its surface tension.
42
  
In other cases (c, d) the same numbers of molecules including 1-decatnol or 
1-hexadecatnol are used to maintain the same surface density, 4.0 nm
-2
.  In the actual 
experiments, the surface excess of such insoluble alcohols can be readily controlled.  
Accordingly in case (e), the unit cell contains 512 water molecules and 62 
1-hexadeconal molecules to examine the situation of a higher surface density, 5.0 nm
-2
. 
The molecular models of water and normal alcohols are TIP4P and TraPPE-UA, 
respectively. 
43, 44
  The nonbonding interactions are described by pairwise-additive 
Lennard-Jones potentials and Coulomb interactions of fixed partial charges.  The 
Coulomb interactions were calculated using the Ewald sum method.  The equations of 
motion were integrated using the Verlet algorithm
45
 with a time step of 2 fs.  During 
the MD simulation the intramolecular stretching and bending vibrations are fixed by the 
SHAKE algorithm
46
 while the torsional motions of the alkyl chains are allowed.  The 
temperature was held constant at 300 K through velocity scaling every 100 steps. 
Equilibrated configurations of water/surfactant systems were prepared in the 
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following way.  Initially, a system containing 512 water molecules was prepared in a 
cubic box of Lx = Ly = Lz = 24.9 Å, in which the box length was chosen such that the 
density of the system is equal to the experimental value at 300 K.  Subsequently MD 
simulation of 512 water molecules was carried out in the cubic box with the 
3-dimensional periodic boundary condition.  After the system is equilibrated, Lz was 
extended five times to 124.3 Å to generate the vapor region and interfaces, and 
additional equilibrium calculation was performed.  When we treat the water/surfactant 
systems (b-e), we added 25 alcohol molecules in cases (b-d) or 31 molecules in case (e) 
to each side of the slab, and final equilibration run was carried out. 
After the equilibration was performed, the sampling simulations of the potential 
of mean force G[z] and the friction kernel (z, t) were carried out.  The reaction 
coordinate was set to the z coordinate perpendicular to the interface, and its origin z=0 
was set to the center of mass of the liquid slab.  A “tagged” water molecule is 
introduced at varying position at each side of the slab, and the two sides of the interface 
were sampled independently.  The calculations of Fzz0 and Fz(0)Fz(t)z0 in Eqs. (8) 
and (9) were performed for both sides simultaneously by fixing the z coordinates at 
z=z0 with the SHAKE algorithm.  The position of z0 was sampled at an interval of 0.5 
Å, and the sampling time at each z0 position was more than 3.3 ns.  Calculated results 
for both sides at z=z0 are averaged and plotted as a function of z=|z| in the following 
figures. 
 
C. Langevin dynamics simulation 
In the present paper, the condensation process is described with the following 
Langevin equation, 





( ) [ ] ( ) ( , )Z
G z t




   

 (12) 
Equation (12) includes the coordinate-dependent quantities, G[z] and [z], which are 
obtained by the MD calculation.  During the Langevin simulation, the random force 
Rz(z,t) is generated stochastically at each coordinate z so as to be consistent to Eq. (5).  
Equation (12) assumes that the memory of the friction decays faster than the variation of 
velocity of the condensing molecule.  Then the friction and random force are readily 
determined at each moment of the Langevin simulation.  The time development is 
described by the velocity Verlet algorithm including the stochastic force.
45
  The time 
step of integration is set to 10 fs, and the temperature is 300 K.  The tagged water 
molecule was initially put at z=25 Å for case (a), z=30 Å for (b), z=35 Å for (c), and 
z=40 Å for (d, e).  These initial positions in the gas region are distant enough from the 
liquid surfaces.  The initial velocity was determined randomly according to the 
Maxwell-Boltzmann distribution at 300 K in the incoming direction.  We generated 
250,000 trajectories for the condensation dynamics in each case, and took the statistical 
sampling of the mass accommodation process. 
 
III. RESULTS AND DISCUSSION 
A. Density profiles 
The calculated density profiles of water and alcohols along the z direction are 
summarized in Figure 1 (a)-(d).  These density profiles are plotted on the basis of the 
center-of-mass coordinates of the H2O molecules (black line), the alcohol molecules 
(red line), and their CH3 sites at the end of the alkyl chains (blue line). 
For the four systems (a)-(d), the density profiles of water in Figure 1 are well 
represented with the following function, 










    
  
 (13) 
where a is the bulk liquid density, zGibbs is the coordinate for the Gibbs dividing surface, 
and δ is called the 10-90 thickness.  zGibbs and  in cases (a)-(d) are shown in Table 1.  
The width  in case (b) with 1-butanol (n=4) is particularly larger than the other three 
cases, implying that the butanol layer is somewhat miscible with water in the transient 
interface region.  On the other hand, in cases (c) with 1-decanol (n=10) or (d) 
1-hexadecanol (n=16), the value of  becomes a little smaller than that of pure water 
surface.  Their hydrophobic chains pack together tightly and exclude the water 
molecules from the region of hydrophobic chains. 
Comparing the three alcohols with different chain lengths in (b-d), the calculated 
concentrations in the bulk region (z < 5 Å) also show differences.  The bulk 
concentration of 1-butanol in case (b) is calculated to 0.197M, implying that the present 
MD system contains 1.8 butanol molecules on average in the bulk region.  Therefore, 
the surface excess of 1-butanol is evaluated to be (501.8) / (2LxLy) = 3.9×1014 cm-2, 
which is in good agreement with the surface excess of 0.2 M 1-butanol solution 
measured by its surface tension, 3.5×1014 cm-2.42  On the other hand, the bulk 
concentrations of 1-decanols and 1-hexadecanol in cases (c, d) were ~0 M (under the 
detection limit) during the present MD simulation, which is also consistent to the 
experiment. 
 
B. Free energy and friction profiles 
The profiles of the free energy G[z] and the friction coefficient [z] for an inserted 
water molecule are displayed in Figure 2 (a)-(d).  Before discussing the transient 
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profiles through the interface layer, first we discuss their asymptotic (bulk) values in the 
liquid phase.  The calculated free energy in the interior of the water is -6.0 kcal/mol in 
(a) pure water, -5.6 kcal/mol in (b), -5.4 kcal/mol in (c), and -5.0 kcal/mol in (d).  
These values agree within 1.0 kcal/mol, though the difference should be attributed to the 
thermodynamic integration procedure across the different interfaces.  These calculated 
values are comparable to the experimental one, -6.3 kcal/mol, derived from the 
equilibrium vapor pressure, 3.567 kPa at 300 K.
47
  On the other hand, the calculated 
friction coefficient in the interior of the water ranges from = 1.11×10-9 to 1.14×10-9 
g/s among the four cases (a)-(d).  The friction coefficients  are related the diffusion 
coefficients D through the Einstein relation,
48
 /BD k T   , and therefore correspond to 
D = (3.63 ~ 3.73) 10-9 m2/s in the liquid.  These values agree with previous literature 






 though the TIP4P tends to 
somewhat overestimate the experimental diffusion coefficient, 2.4×10-9 m2/s.49 
Regarding the transient profiles of free energy and friction, we find in Figure 2 that 
cases (a, b) show several distinct features from cases (c, d).  In cases (a) water surface 
and (b) with 1-butanol, the free energy profiles show a monotonic behavior, indicating 
that the mass accommodation is not an activation process in either surface.  The 
friction profiles in both cases show monotonic increase over four orders of magnitude 
with a water molecule entering the liquid.  On the other hand, cases (c, d) exhibit 
non-monotonic free energy and friction profiles in Figure 2.  The free energy profiles 
in cases (c) and (d) have a maximum at z = z
‡
 ~ 22-23 Å, and the heights of the free 
energy barrier are 1.1 kcal/mol and 2.0 kcal/mol, respectively.  The presence of the 
free energy barrier has significant influence on the mass accommodation coefficient, as 
discussed below.  These free energy profiles also show a shallow dip at z ~ 28 Å for (c) 
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and z ~ 34 Å for (d).  The depth of the minimum is about -0.3 kcal/mol for both cases.  
These minima imply surface-adsorbed state on the liquid surface, like CO2 and N2 
molecules at the water surface.
50
  The free energy profile around the minimum is 
determined by the outermost layer of the hydrophobic chains in Figure 1 (c) and (d).  
On the other hand, the position of the free energy maximum z
‡
 is rather insensitive to 
the chain length n; it is located at z ~ 22-23 Å in both cases (c) and (d).  This implies 
that the location of the free energy barrier is governed by the relative position from the 
water layer rather than the outermost CH3 layer.  We further discuss the mechanism of 
the free energy barrier below in relation to the surface structure. 
During the passage of the water molecule through the monolayer, the surface 
structure is perturbed by the permeating water molecule.  Figure 3 shows the density 
distributions of carbon sites of 1-hexadecanol (upper panel) and surface water (lower 
panel) along the z axis as a function of z0, which is the z coordinate of the tagged water.  
These density distributions in the vertical column above and below the tagged water 
molecule illustrate the perturbed surface structure by the permeating water molecule 
through the 1-hexadecnol layer.  In either panel, the diagonal region (z ~ z0) has very 
low density, indicating that the tagged water molecule excludes other water or carbon 
sites from the close region in the column.  In the blue panel of water distribution, the 
boundary of the water region at about zGibbs = 12.6 Å is little perturbed by the tagged 
water when it is far from the boundary, z0 > 25 Å.  However, a bump of the water 
distribution appears at z0 = 15 ~ 23 Å.  This feature occurs when the permeating water 
molecule is close to the Gibbs surface, and indicates the formation of “water finger”.  
In this region of z0 = 15 ~ 23 Å, we also find in Figure 2 (d) that the free energy and 
friction profiles show conspicuous variation.  The maximum point of the free energy at 





 ~ 23 Å corresponds to the onset of forming the water finger. 
To summarize the permeating process through the 1-hexadecanol layer, the 
incoming water first experiences the free energy rise at z0 = 23 ~ 30 Å.  This 
destabilization is attributed to the excluding repulsion between the monolayer and the 
permeating water and consequent distortion of monolayer.  Once the water finger is 
formed at z0 = z
‡
 ~ 23 Å, the free energy for the incoming water is stabilized.  The 
water finger catches the tagged water and leads to the condensation.  We think that this 
mechanism of the barrier formation is of general significance in the permeating 
processes through hydrophobic monolayers. 
The friction coefficient for the permeating molecule [z0] drastically changes with 
the position of the tagged water z0 from the gas to the liquid.  At the pertinent region to 
the barrier passage, i.e. z
‡
~22-23 Å in case (d), the friction coefficient [z‡] is about 
~0.4 10
-9
 g/s, which is substantially smaller than that in the bulk liquid  =(1.11~1.14) 
10
-9









/s.  This value is substantially larger than the 











  The 
difference implies that the diffusive dynamics through the monolayer should be more 
facile than the diffusion dynamics in the analogous alkane liquid. 
The friction profile in Figure 2 (d) shows a bend at z ~ 21 Å, where the water finger 
is formed.  The qualitative shape of the time-dependent friction kernel (z0, t) also 
changes accordingly at this bending point, as shown in Figure 4.  In the water side of 
the bending point (z0 < 21 Å) (z0, t) shows an oscillatory behavior with a negative dip 
around t ~ 0.1 ps, whereas in the vapor side (z0 > 21 Å) the friction kernel (z0, t) show a 
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monotonic decay.  The former oscillatory shape is typical to damping vibrational 
motion, indicative of solvent cage formation, while the latter shape is typical to the 
diffusional motion.  When the tagged water molecule at z0 > 21 Å is surrounded by the 
alkyl chains of the 1-hexadecanol layer, solvation cage is weak so that the oscillatory 
behavior does not emerge in the friction kernel.  This feature is consistent to the 
relatively small friction coefficient in the vicinity of the barrier region. 
 
C. Mass accommodation dynamics 
Then we discuss the collision and permeation dynamics by the Langevin simulation 
described in Sec. II C.  First we examine the applicability of the Langevin simulation 
to the scattering dynamics by comparing the molecular dynamics simulation of the same 
conditions.  In the latter MD simulation, the initial conditions of the tagged water 
molecule were generated in the same way as the Langevin dynamics in Sec. II C, and 
pursued the trajectories of the scattering molecules.  In the collision dynamics on the 
water surface covered with fatty monolayer, the incoming molecule is mostly repelled 
from the surface while a tiny fraction permeates the monolayer.  Figure 5 compares the 
results of Langevin simulation and MD simulation for the flight time distributions of the 
colliding molecule detected in the vapor phase.  The flight time is defined by the 
scattering trajectories from z=40 Å to z=40 Å including collisions to the 1-hexadecanol 
monolayer.  We find that the agreement is quite satisfactory between the two 
simulations, though the onset time is slightly earlier in the MD simulation.  The mean 
flight times are 12.9 ps and 13.4 ps for the Langevin and MD simulations, respectively.  
While the time-of-flight spectra show a maximum at about 5~10 ps, there appears no 
distinct bimodal behavior with a distinct peak of the initial elastic collisions in the 
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present thermal scattering simulations. 
The Langevin simulations for the mass accommodation dynamics were performed 
for the four cases (a)-(d) using the free energy and friction profiles in Figure 2 (a)-(d).  
The calculated mass accommodation coefficients  were plotted in Figure 6 as a 
function of the chain length n.  This figure indicates that log() decreases almost 
linearly with increasing n, qualitatively consistent to the experimental observation.
3
  
The slope  log()/n is estimated to be 0.18 between n=4 and 16 by the least square 
fitting.  The calculated slope is consistent to the experimental value between n=17 and 
20, 0.21734.  These results suggest that he linear relation between log() and n holds 
in a fairly wide range of the chain length n. 
In Figure 6 the calculated mass accommodation coefficients  are 0.027 and 0.0032 
in cases (c) and (d), respectively, which are particularly smaller than unity.  A main 
reason for the reduced mass accommodation coefficient is the presence of free energy 
barrier in the two cases, whose heights are G
‡
 = 1.1 and 2.0 kcal/mol, respectively.  If 
we simply applied the transition state theory to the barrier passage,  would be 
exp(G
‡
/kBT) = 0.16 and 0.034, respectively, which deviate from the calculated values 
of , 0.027 and 0.0032, in an order of magnitude.  These discrepancies demonstrate the 
role of the friction in the mass accommodation dynamics. 
The role of the friction in the barrier passage could be treated by the Grote-Hynes 
theory.  If we apply the Grote-Hynes theory to the mass accommodation coefficient , 
it is expressed as 
  GH ‡exp / BG k T    (14) 
where the deviation from the transition state theory is represented with the transmission 
coefficient .  The Grote-Hynes theory formulates  from the free energy curvature 
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‡and the friction kernel (z‡, t) at the barrier top z = z‡.   is determined as  = /‡, 
where  is the solution of the following equation, 
 
2 ‡ 2 ‡
0
( ) ( , ) 0te z t dt   

    (15) 
The relevant values of ‡, -1,  and GH in cases (c) and (d) are summarized in Table 2.  
-1 is often regarded as a characteristic time of the barrier passage.  We find that -1 is 
much larger than the correlation time (~0.1 ps) in the friction kernel (z0, t) in Figure 4, 
indicating that the memory effect of the friction is insignificant in the dynamics of the 
barrier passage.  This result also supports the use of the Langevin dynamics in Eq. (12) 
to describe the permeation dynamics through the monolayers.  The mass 
accommodation coefficient estimated by the Grote-Hynes theory, GH, agrees with the 
result of the Langevin simulation, , in the order of magnitude, though GH still 
overestimates  in a quantitative sense.  Considering that the Grote-Hynes theory 
treats the friction effect locally at the barrier top, the remaining deviation from GH 
should be attributed to the effect of friction in the entrance channel of the incoming 
molecules. 
On the other hand, the mass accommodation coefficients  in cases (a) and (b) are 
calculated to be 0.59 and 0.41, respectively.  The deviation of  from unity in case (a) 
is not in accord with previous MD simulation predicting unit , arguably because of the 
Markov approximation for the friction in the Langevin dynamics.  The initial 
encounter of the collision dynamics onto the water surface may not be exactly described 
by Eq. (12), which aims at describing the diffusional permeation dynamics through the 
monolayer.  In case (b), previous MD study by Gilde et al.
28
 reported =0.33, also 
smaller than unity.  The present Langevin dynamics and the previous MD in case (b) 
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(water covered with 1-butanol) appear inconsistent to the experimental result that the 
butanol layer does not impede evaporation from the surface of sulfuric acid solution. 
19
  




D. Effects of the surface density 
   We also discuss the effects of the surface density of the monolayers on the 
permeating dynamics.  Case (e) treats the 1-hexadecanol layer with a surface density of 
5.0 nm
-2
, which is compared to case (d) with the surface density of 4.0 nm
-2
.  The 




   Figure 7 shows the free energy and friction profiles for case (e).  The free energy 
profile of case (e) is qualitatively analogous with that in case (d), while the barrier of 2.7 
kcal/mol at z = 24 Å is higher than that in case (d), 2.0 kcal/mol.  In Figure 7, the 
friction profile of case (e) shows a plateau region in z = 25 ~ 35 Å, where the friction 
coefficient [z] is nearly constant about 0.4 10-9 g/s.  This friction coefficient through 
the monolayer is comparable to that in case (d), indicating that the friction for the 
permeating water through the hydrophobic monolayer is not sensitive to the surface 
density.  In both cases (d) and (e), the friction coefficient in the monolayer is 
considerably smaller than that in the analogous alkane liquid. 
   The mass accommodation coefficient  in case (e) was calculated to be  = 7.5 
10
-4
 by the Langevin dynamics simulation.  This value of  is smaller than  = 3.2 
10
-3
 in case (d), mainly because of the higher barrier of the free energy profile.  Case 
(e) allows for comparing with available experimental estimate of  in the same 
conditions.  The conventional evaporation experiment derived the interfacial resistance 





) ~ 0 for the water evaporation in case (e),
2
 which is converted to  ~ 7 
10
-5
 by Eq. (2).  The experimental value of  substantially deviates from the 
calculation by the Langevin dynamics.  We do not find the reason of the discrepancy at 
present, though possible reasons for this deviation may exist in the procedure of sample 
preparation or the assumptions based on Eqs. (1) and (2) to estimate the interfacial 
resistance from phenomenological evaporation rate.
25, 27
  
   Finally, we display the time distributions of permeation through the monolayers in 
cases (c), (d), and (e) in Figure 8.  In each case one million trajectories were calculated 
by the Langevin dynamics simulation, and the tagged molecule is considered to be 
accommodated when it reaches the inflection point of the free energy profile at z ~ 17 Å. 
The averages time of permeation are 17.6, 28.6, 76.3 ps in the three cases respectively.  
The permeation time is sensitive to both the chain length n and the surface density.  We 
note that the permeation through these monolayers is regarded as a rare event, as the 
fractions of permeation through the monolayers, which corresponds to the mass 







 in cases (c), (d), and (e), respectively.  The longer time of permeation 
correlates with the smaller mass accommodation coefficient. 
 
IV. CONCLUSION 
The present work studied the condensation/evaporation dynamics through 
monolayers by a combination of Langevin dynamics and molecular dynamics 
simulations.  The mass accommodation coefficient  through long-chain monolayers is 
much smaller than unity, and the Langevin simulation allows for sufficient statistics of 
such rare events of permeation.  The free energy and friction profiles are obtained by 
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the molecular dynamics simulation from a fully microscopic point of view with 
different chain length n and density.  The Langevin dynamics of permeation is 
characterized with remarkable variation of the friction from gas to liquid. 
The free energy profiles exhibit a barrier through the passage of monolayer for 
relatively long-chain alcohols (n=10-16), while there shows no barrier for pure water or 
short-chain alcohol (n=0-4).  The location of the free energy maximum in the former 
cases corresponds to the onset of forming the characteristic protrusion of water surface, 
called “water finger”.  The free energy barrier is determined by the destabilization of 
the water molecule in hydrophobic monolayer and the stabilization by the water finger 
formation.  Once the incoming water molecule is caught by the water finger, 
consequent stabilization leads to the condensation.  It is also worth noting that the 
friction coefficient at the barrier region in the monolayer is significantly smaller than 
that in the bulk water or corresponding alkane liquid, irrespective of the surface density. 
The calculated mass accommodation coefficient  drastically decreases with chain 
length n, which is qualitatively consistent to the experimental observations.  The linear 
relation between n and log() holds for fairly wide range of n, including n=4.  The 
mass accommodation coefficient  is also sensitive to the surface density of the 
monolayer.  The permeation time through the monolayer is in the order of 10~100 ps 
for n=10~16, depending on the chain length and density.  This time scale of 
permeation is considerably faster than the estimated time scale of diffusive dynamics in 
the corresponding bulk liquids, since the friction through the monolayer is smaller than 
that in the bulk liquids. 
   For the relatively long-chain monolayers, the mass accommodation coefficient is 
estimated with the Grote-Hynes theory of barrier passage.  The Grote-Hynes theory 
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gives a reasonable estimate in the order of magnitude, though it tends to overestimate .  
The difference is attributed to the varying friction effect in the entrance channel.  The 
evaporation measurements through long-chain monolayers derived experimental 
estimate of , which is considerably smaller than the calculated .  This deviation 
likely implies the need to reconsider the experimental procedure of the sample 
preparation or the assumptions based on Eqs. (1) and (2) to interpret the 
phenomenological evaporation rate.  
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Location of the Gibbs dividing surface zGibbs and 10-90 thickness  for the four surfaces 
(a)-(d).  Unit: Å. 
 
 zGibbs 
(a) near water  12.7 3.68 
(b) water / 1-butanol  12.8 5.93 
(c) water / 1-decanol 12.6 3.59 
(d) water / 1-hexadecanol  12.6 3.56 
 
  





Relevant parameters in the Grote-Hynes theory in cases (c) and (d).  The free energy 
curvature ‡ at the barrier top, -1 in Eq. (15), the transmission coefficient , mass 
accommodation coefficient by the Grote-Hynes theory GH and by the Langevin 
simulation . 
 
 (c) (d) 












-1 1.1 ps 5.1 ps 
 0.31 0.14 
GH 0.050 0.0046 










Density distributions of (a) pure water surface, (b) water surface covered with 1-butanol, 
(c) with 1-decanol, (d) with 1-hexadecanol.  Black lines indicate water molecules; red 
lines alcohol molecules; blue lines CH3 groups at the end of hydrophobic chains.  The 
density plot is based on the center-of-mass position. 





Free energy (left columns) and friction (right columns) profiles for a water molecule 
across the four surfaces; (a) pure water, (b) water surface covered with 1-butanol, (c) 
with 1-decanol, (d) with 1-hexadecanol.  The origin of the free energy G[z]=0 is set in 
the vapor phase far from the liquid region. 





In case (d) that a tagged water permeates through 1-hexadecanol layer, equilibrium 
density distributions of carbon sites (upper panel) and surface water (lower panel) in the 
vertical column along the z coordinate as a function of the position of the permeating 
water, z0.  Unit of the density: Å
-3
.  The dashed lines for z=z0 denote the excluding 









The normalized friction kernel (z0, t)/(z0, 0) in case (d) at various positions of z0. 
Purple: z0=24 Å; blue: z0=21 Å; green: z0=18 Å; red: z0=5 Å. 
  






Time-of-flight histogram of the tagged water repelled from the 1-hexadecanol 
monolayer to the gas phase in case (d).  Solid line denotes the Langevin dynamics 
while the red line the molecular dynamics simulation. 
  





Figure 6  
Mass accommodation coefficients calculated in cases (a)-(d) as a function of the chain 
length n.  The dashed line shows the linear regression with a slope of -0.18. 
  






Free energy and friction profiles for a water molecule in case (e) water surface covered 










Permeating time distributions through the monolayers in cases (c), (d), and (e).  The 
probability density is normalized to unity. 
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The evaporation and condensation mechanisms of water through a butanol film on 
sulfuric acid solution are elucidated by molecular dynamics simulation.  Previous 
experiment by Nathanson et al. reported the mass accommodation coefficient  to be 
almost unity, whereas MD simulation of water scattering on the butanol film on water 
predicted a value of  significantly smaller than unity.  This discrepancy is elucidated 
by considering the protonated butanol at the sulfuric acid solution surface, which 
roughens the surface layer, and the low temperature at the supercooled condition.   
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Aerosol particles in the atmosphere have attracted great attention in the field of 
atmospheric chemistry.
1-7
   In particular, sulfate aerosols are one of the most abundant 
aerosols in the stratosphere and troposphere.  Sulfate aerosols are essentially binary 
mixtures of sulfuric acid and water, whose concentration is typically up to 80 wt %, 
depending on thermodynamic conditions of the atmosphere.
8,9
  They play a number of 
roles related to acid rain, radiative balance, nucleation of polar stratospheric clouds, and 
heterogeneous reactions.
1,2,10-14
  Therefore, various properties of sulfuric acid solutions 




To understand the kinetics of heterogeneous atmospheric processes, mass transfer 
rates at the gas-liquid interfaces are often of vital importance when they affect on the 
overall heterogeneous kinetics.
1,22,35,36
  The heterogeneous mass transfer is a 
complicated phenomenon, as it consists of a number of elementary steps.  First, 
reactant molecules in the gas phase approach the liquid surface by diffusion, then the 
molecules impinge on the liquid surface, and the accommodated molecules diffuse into 
the bulk liquid.  During the above uptake process, the accommodated molecules may 
undergo chemical reaction either at the liquid surface or in the bulk liquid, and the 
product species often desorb from the aerosols.  Among the above elementary steps of 
mass transfer, the real interfacial process at molecular level is the one that the gas 
molecules strike the surface and accommodate themselves.  This process is described 
with the mass accommodation coefficient , defined as the ratio of the number of 
molecules absorbed into liquid to the number of impinging molecules, which ranges 
from 0 to 1.
35,36
  This quantity accounts for the efficiency of condensation or 
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It has been well recognized that the mass accommodation coefficient is sensitive to 
the composition of the liquid surfaces.  As a typical example, Langmuir monolayers on 
the water surface greatly reduce the mass accommodation coefficient in the order of 
magnitude.
38
  Actual tropospheric aerosols are often coated with organic species, and 
their roles on the mass transfer and reactivity are interesting topics in the atmospheric 
chemistry.
39-43
  In previous laboratory experiments, it has been readily detected in the 
ambient conditions that relatively long-chain monolayers (n=16 ~ 20) reduce the 
evaporation/condensation rates, indicating small mass accommodation 
coefficients.
38,44,45
 For example, a hexadecanol layer (n=16) at 5.0 nm
-2
 concentration 




  In our previous paper,
45
 we 
have elucidated the microscopic mechanism of the reduced accommodation coefficients 
by the Langmuir monolayers as a function of the chain length n.  However, the 
influence of short-chain species is much harder to detect experimentally, since the 
short-chain species give rise to relatively small resistance of mass transfer compared to 
the gas-phase diffusion in the ambient conditions. 
Recently Nathanson and co-workers succeeded in observing the influences of 
short-chain species on the collision and evaporation dynamics using vacuum-based 
experiment.
46
  Their experiment was performed using supercooled sulfuric acid 
solutions at low temperature to reduce the vapor pressure and to mimic the conditions of 
sulfate aerosols.  They obtained intriguing results of evaporation through 1-butanol 
(n=4) and 1-hexanol (n=6) films.
46-48
  In particular, the evaporation rates of water from 
60-68 wt % sulfuric acid solution surfaces are virtually identical to those from the same 
38 
 




 surface concentration.  This 
result means that the mass accommodation coefficient  for water molecules is not 
influenced by the presence of the butanol film.  The microscopic packing situation of 
the butanol film is not known experimentally, though a Monte Carlo simulation study 
by Chen et al.
49
 showed that the excess butanol is segregated at the water surface.  The 
experimental result of butanol appears inconsistent to the experimental observation of 
the reduced accommodation by the long-chain species.  It has been reported that the 
mass accommodation coefficient  of water decreases exponentially with increasing 
chain length n of surfactant fatty acids from n=17 to 20 as
50
 





    , (1) 
where 8 /v kT m  is the mean thermal velocity of a water molecule (5.92104 
cm/s at 298 K), and an analogous tendency is also found in fatty alcohols.
51
  If we 
extrapolated the empirical relation to n=4, Eq. (1) should predict ~0.03.  Hence we 
should have still observed significant reduction of the mass accommodation by the 
butanol.  On the other hand, a molecular dynamics (MD) simulation study by Morita 
reported that the surface excess of methanol (n=1) does not influence the mass 
accommodation coefficient of water on the methanol/water solutions.
52
  Gilde et al. 
performed MD scattering simulation of water molecules onto the butanol/water 
solutions, and reported that the butanol film reduces the mass accommodation 
coefficient  by one third.
53
  The purpose of this study is to resolve the above 
discrepancies and provide a unified picture about the mass accommodation coefficient 
of water associated to the film of short-chain species, particularly butanol. 
Molecular dynamics (MD) simulation is a powerful means to investigate the mass 
39 
 
accommodation dynamics at the liquid interfaces.
52-57
  Use of the MD simulation 
allows us to focus on the microscopic dynamics of scattering and accommodation 
kinetics at the liquid interface, free from interference with other factors that actual 
experiments inevitably involve, such as the gas diffusion.  MD is particularly suitable 
to analyze the influences of various surface conditions on the mass accommodation 
kinetics.  The present paper examines potentially important conditions in details to 
elucidate the experimental results for the butanol film.  For example, the role of 
sulfuric acid in the bulk liquid has not been considered in the previous MD simulations.  
Sulfuric acid can protonate the alcohol molecules, and the ratio ROD2
+
/ROD varies 
from ~0.4 to ~0.9 in 56 and 68 wt % H2SO4 solutions, respectively, at 273 K.
46,58
 
Methanol, ethanol and 1-propanol reach half-protonation in 76-78 wt % sulfuric acid 
solutions at room temperature.
48,59,60
  It might be conceivable that protonated alcohols 
affect the mass accommodation dynamics.  Also the low temperature at the 
supercooled condition, typically around 213K, could alter the mass accommodation 
dynamics. 
The remainder of this paper is organized as follows.  The following section 
presents the calculation procedures, including the MD conditions and a molecular 
model of protonated 1-butanol which we have developed for this simulation.  Section 3 
provides the results of the surface structure and the direct scattering simulation.  Brief 
concluding remarks follow in Section 4. 
 
2. CALCULATION METHOD 
In the present section, we first describe the force fields of constituent species in Sec. 
2 A, where the model for BuOH2
+
 is newly developed.  Other MD conditions for the 
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(BuOH), and the protonated butanol (BuOH2
+
) as constituent species.  The nonbonding 
interactions among these species are described by pairwise-additive Lennard-Jones 
potentials and Coulomb interactions of fixed partial charges.  We used the TIP4P 
model for water
61
 and the TraPPE-UA force field for BuOH.
62







 have been developed previously by us,
62,63
 and we used 
these models without allowing the electronic polarization.  In the present study, we 
have developed a molecular model for BuOH2
+
, and the details of the model are given 
in the following. 
The total potential energy of the interface system Utotal consists of the intermolecular 
Lennard-Jones part ULJ, the Coulombic part UC, and the intramolecular part Uintra, 
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     
         
     
  . (3) 
In Eq. (3), the suffixes i, j stand for the molecules, and a, b for the sites.  rai,bj is the 
distance between the site a of molecule i and the site b of molecule j.  ai,bj and ai,bj 
are the Lennard-Jones parameters between these sites, and the Lorentz-Berthelot 
combining rule was adopted to the Lennard-Jones parameters for the different sites.  0 
is the dielectric permittivity in vacuo, and qai and qbj are the partial charges at these sites.  
For BuOH and BuOH2
+
, we employed united atom representation for the interaction 
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sites, and hence the hydrogen atoms of methyl and methylene groups are not considered 
as interaction sites.  The intramolecular part Uintra is given as the sum of each 
molecular term, 
intra intra ( )
i
U u i .  The intramolecular term depends only on the 
torsional angles of BuOH and BuOH2
+
 molecules, since all the bond lengths and angles 
are fixed in the present models.  The intramolecular term for BuOH2
+
 is represented 
with the torsional angles { p(i) } in the following form, 
       
torsion
int 0 1 2 3( ) 1 cos ( ) 1 cos 2 ( ) 1 cos 3 ( )ra p p p p p p p
p
u i c c i c i c i             
     
 (4) 
The functional form of Eq. (4) is same as that of TraPPE-UA for the BuOH, though the 
model of BuOH2
+
 includes four torsional angles, p=1 ~ 4, as illustrated in Figure 1.  
The parameters for BuOH2
+
 were determined by modifying those of BuOH, if 
necessary, with the help of quantum chemical calculations.  The quantum chemical 
calculations were carried out by B3LYP/aug-cc-PVDZ using the GAMESS-US 
package,
64
 with the solvent effect in water by PCM.
65
  The Lennard-Jones parameters 
were same as those of the TraPPE-UA model of BuOH.  The partial charges were 
determined by the ChelpG method
66
 from the quantum chemical calculation, after the 
geometry was optimized at the all-trans configuration.  The bond distances and angles 
of the BuOH2
+
 model were determined using the optimized geometry.  By comparing 
the optimized geometry with that of TraPPE-UA of BuOH, we modified the O-H 
distance (r(H-O)) and the C1-O-H angle ( (C-O-H)) of the BuOH2
+
 model from those 
of the TraPPE-UA model for BuOH.  For the torsional potentials, the parameters of c0p 
~ c3p for p=1 (C1-C2-C3-C4) and p=2 (O-C1-C2-C3) are same as those of BuOH, whereas 
the torsional potential parameters for p=3 and 4 associated to the -OH2
+
 moieties were 
newly determined.  These torsional angles of p=3 (C2-C1-O-H1) and p=4 (C2-C1-O-H2) 
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are illustrated in Figure 1.  To determine these torsional parameters, the potential 
energy surface along the torsional angle was calculated as a function of (3 + 4), where 
other internal degrees of freedom are allowed to relax.  The calculated results of the 
potential surface are summarized in Figure 2.  At each configuration of a fixed (3 + 
4) value, the other degrees of freedom, i.e. the bond distances, angles and (4 – 3), 
turned out to be almost invariant.  In particular, the difference in the torsional angles, 
(4 – 3), remains to be close to 120 degrees over the potential energy surface.  
Therefore, (4 – 3) is fixed to 120 degrees in the present BuOH2
+
 model.  The 
torsional parameters for p=3 and 4 are same (cx3 =cx4, where x=1~4), and they were 
determined via the least square fitting so as to reproduce the potential energy surface of 
Figure 2 using the following functional form, 
 
     
     
3 4 03 13 3 23 3 33 3
03 13 4 23 4 33 4
( ) 1 cos 1 cos 2 1 cos 3
1 cos 1 cos 2 1 cos 3
u c c c c
c c c c
    
  
                 
                
 (5) 
The force field parameters of BuOH2
+
 thus determined are summarized in Table 1. 
 
B. MD conditions  
We deal with following five surfaces to examine the mass accommodation dynamics 
of water in this paper;  
(i) sulfuric acid solution at 213K, 
(ii) sulfuric acid solution covered with 1-butanol at 213K, 
(iii) sulfuric acid solution covered with a mixture of 1-butanol and protonated 
1-butanol at 213K, 
(iv) pure water surface covered with 1-butanol at 213K, 
(v) pure water surface covered with 1-butanol at 300K. 
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These MD conditions are summarized in Table 2.  The concentration of the sulfuric 
acid in cases (i)-(iii) is 0.2 mole fraction or 57.6 wt %.  Though the above cases (ii) 
and (iv) are hard to prepare in actual experiment, the MD simulation readily allows us to 
examine these cases.  The comparison among these cases provides useful insight into 
various surface conditions which govern the accommodation dynamics. 
In each case we prepared 48 independent initial configurations, and then 
equilibrated them at the given temperature in parallel using parallel computers.  
Subsequently, sampling simulations of surface structure and scattering dynamics were 
performed using the equilibrated systems.  The equation of motion was integrated 
using the Verlet algorithm
67
 with a time step of 5 fs during the equilibrium calculations 
and 2 fs during the sampling calculations.  The temperature was held constant through 
velocity scaling during the equilibration stage.  The intramolecular stretching and 
bending vibrations are fixed by the SHAKE algorithm.
67
  The Coulomb interactions 




In cases (i)-(iii) involving the sulfuric acid solutions, the equilibrated systems were 
prepared in the following way.  Initially, 488 H2O, 162 H3O
+
 and 162 HSO4
-
 
molecules were randomly put in a cubic box of Lx =Ly =Lz = 30.0 Å.  This ratio 
represents an aqueous sulfuric acid solution of 0.20 mole fraction, and the sulfur species 
is assumed to be bisulfate according to the local ion composition near the surface.
68
 
Subsequent MD simulation in the cubic box was carried out at 300 K.  After the 
system was equilibrated the box length along the z direction, Lz, was elongated five 
times, and consequently the liquid system in the modified box of Lx  Ly  Lz = 30.0 Å  
30.0 Å  150.0 Å forms a slab with two liquid-vapor interfaces at both sides.  In case 
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(ii), a total of 72 1-butanol molecules were also added on the interfaces.  In case (iii), 
48 1-butanol and 24 protonated 1-butanol molecules were added on the interfaces, and 
24 H3O
+
 molecules were randomly selected and exchanged to H2O molecules to keep 
the charge neutrality.  Both cases (ii) and (iii) contain same amount of butanol 
molecules, whereas case (iii) takes account of the protonation of the butanol.  The ratio 
of protonation in case (iii) is taken from previous literature that determined the basicity 
of ethanol in sulfuric acid solutions from 33 to 94%.
58
  After extending the Lz length 
and altering the composition in the above manner, we performed further equilibration 
for 1.0 ns at 300 K and then for 1.0 ns at 213 K. 
On the other hand, cases (iv) and (v) that do not involve sulfur species were treated 
in a similar way, as described in our previous paper.
45
  Here we briefly show the 
differences from those in cases (i)-(iii) described above.  In cases (iv) and (v), 512 
water molecules were initially put in a cubic box of Lx =Ly =Lz =24.9 Å.  After the 
equilibration in the cubic box, Lz was elongated to 124.3 Å to form a slab of water, and 
50 butanol molecules were added on the interfaces.  Case (iii) (sulfuric acid solution) 
and case (v) (water) contain the same surface excess of butanol species estimated 






  After the butanol molecules were added, the 
systems were equilibrated for 1.0 ns at 300 K, and in case (iv) further equilibrated for 
1.0 ns at 213 K. 
Using the equilibrated structures thus prepared in cases (i)-(v), the MD simulation 
for sampling the surface structure was carried out for 0.4 ns.  Thus the total sampling 
time to obtain structural information amounts to 0.4 ns  48 = 19.2 ns in each case.  




C. Scattering simulation 
The scattering dynamics at the liquid surfaces were investigated by the MD 
simulation as follows.  In each case a total of 96 independent configurations of the 
equilibrated surface structure were chosen from the 48 trajectories.  Then we put a 
water molecule at z = 30 Å or -30 Å in the vapor region of each configuration.  The 
initial translational and rotational velocity of the water molecule was randomly set 
according to the Maxwell-Boltzmann distribution at a given temperature.  The initial 
translation velocity along the z axis is restricted to negative or positive, depending on 
the side of the liquid slab, so that the molecule should enter the surface.  Then we 
generated a trajectory for 100 ps and observed the fate of the impinging molecule.  If 
the impinging water molecule returns to the z position where the molecule was initially 
put (z = 30 Å), this molecule is considered to be ‘recoiled’.  If it does not return, this 
molecule is considered to be ‘absorbed’.  These trials of scattering were carried out 10 
times for each surface configuration, and therefore we sampled a total of 960 scattering 
events for each case (i)-(v). 






number of absorbed molecules
number of impinging molecules
  . (6) 
This value is statistically derived from tracing the fates of the scattering molecules 
during the MD trajectories.  During the MD simulation, we may observe an event that 
another molecule than the impinging one desorbs and comes to the initial z position of 
the impinging one (z = 30 Å).  This event is regarded as either ‘evaporation’ or 
‘exchange’.   If the desorption of another molecule is induced by the scattering, this 
event should be regarded as exchange which does not result in net mass accommodation.  
46 
 
Otherwise this event is evaporation, which is uncorrelated to the scattering event.  By 
definition of , the exchange should be counted as an unsuccessful trial of 
accommodation in Eq. (6) while the evaporation should be neglected in the statistics of 
Eq. (6).  However, it is often hard to distinguish the evaporation and exchange during 
the MD simulation by a definite criterion.  In the present work the exchange or 
evaporation events are considered within the uncertainty of statistical sampling.
52
  
These are rare events in the microscopic MD scale, and in fact we observed no such 
event at 213 K. 
   For the recoil events, we define the residence time of each scattering molecule at the 
surface in the following manner.  Figure 3 illustrates some typical recoil trajectories of 
the scattering molecule along the z coordinate, where the asymptotic velocities at t  
 and t   have reverse signs.  The residence time  is defined as the time between 
the first minimum point and the last minimum point during a MD trajectory, as depicted 
in Figure 3.  The statistical sampling of the residence times is also taken for the recoil 
events in cases (ii) and (iii), and the data are utilized in Sec. 3 B. 
   We also investigate the friction force exerted on the scattering molecule during the 
residence time.  The power spectrum of the force is calculated by 
 
0
( ) (0) ( ) cos( )F z zI F F t t dt

    (7) 
where Fz is the force acting on the scattering molecule along the z direction.  The 
origin of time t=0 is defined in Figure 3, and the time correlation function Fz(0) Fz(t) is 
statistically averaged during the residence time.  The power spectrum IF () provides 
useful information on the energy dissipation during the residence time on the surface, as 




3. RESULTS AND DISCUSSION 
We first discuss the surface structure in Sec. 3 A, where particular focus is on the 
influence of protonated 1-butanol and temperature.  In Sec. 3 B, the mass 
accommodation dynamics of water is discussed in details. 
 
A. Surface structure 
  Figure 4 shows the density profiles of constituent species along the z axis, where the 
origin z = 0 corresponds to the center of mass of the film, in cases (i)-(iii).  The 
number density along the z axis is based on the center of mass coordinates of the 
constituent molecules.  In cases (ii) and (iii), the concentration of BuOH or BuOH2
+
 in 
the bulk region (z ~0 Å) is minor, though not zero, and accordingly most of BuOH and 
BuOH2
+
 are located near the surface region (z >~ 10 Å).  Such situation is apparently 
seen in Figure 5, which displays top views in cases (ii) and (iii).  These MD snapshots 
show that most of the butyl moieties at the surface are exposed in both cases and that 
the surface in case (iii) looks more uneven.  By comparing the density profiles of 
BuOH and BuOH2
+
 in case (iii) of Figure 4, we find that the maximum of BuOH2
+
 is 
located in a significantly deeper region of the surface (z  17 Å) than that of BuOH (z  
20 Å), indicating that the protonated butanol is less surface active than the butanol.  
The butyl layer at the surface in case (iii) consists of a mixture of BuOH and BuOH2
+
 
with different surface activities, and hence the butyl layer in case (iii) is expected to be 
rough and disordered.  The packing states of the butyl species are further analyzed 
below, as they have large implications to the evaporation and condensation rates 
through the surfaces.  We also note that surface roughness is an important structural 
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property, and is correlated with the wettability of the surface.
71
   
Figure 6 shows the orientational distribution of the butyl species at the surfaces.  
The orientation is measured with cos , where  is the tilt angle of the vector pointing 
from the O site of the terminal OH (OH2
+
) to the C site of the terminal methyl group.  
For instances, cos =1 (=0) corresponds to the orientation with an upright alkyl 
chain, while cos =0 (=90) means the alkyl chain parallel to the surface.  The three 
lines of cos  in Figure 6 commonly have a maximum at cos  =1, indicating that the 
butyl species tend to direct the hydrophobic alkyl groups to the vapor side.  Comparing 
cases (ii) and (iii), the peak probability at cos  =1 is reduced in case (iii) than in case 
(ii).  This difference implies that the orientational distribution in case (iii) is less 
ordered than that in case (ii). 
 
B. Mass accommodation coefficients 
   Here we report the mass accommodation coefficients  of water in cases (i)-(v), and 
argue possible factors to influence the value of .  Table 3 summarizes the calculated 
values of  in cases (i)-(v).  These results provide following insights into the 
mechanism of mass accommodation.  First, case (i) shows that  is almost unity, 
indicating that the sulfuric acid solution accommodates the water molecule as efficiently 
as the pure water surface.
56,57,70
  Second, case (ii) shows that adding the butanol layer 
hinders the mass accommodation.  Comparing case (ii) to (iv), we also see that the 
same surface excess of the butanol layer has equivalent influence on the mass 
accommodation coefficient into the sulfuric acid solution and pure water. 
Third, case (iii) shows an increasing value of  than case (ii), which indicates that 
partial protonation of the butanol layer in case (iii) facilitates the mass accommodation.  
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To analyze the mechanism of the enhanced accommodation in case (iii), we investigated 
the residence time for the recoil events in cases (ii) and (iii).  The recoil events are 
classified into ‘direct recoil’ and ‘thermal desorption’ by the residence time, where the 
former is defined with a residence time less than 0.2 ps and the latter with more than 0.2 
ps.  Figure 7 decomposes the fates of the impinging molecules into accommodation, 
direct recoil and thermal desorption.  By comparing their probabilities in cases (ii) and 
(iii), the enhanced probability of accommodation in case (iii) is mainly attributed to the 
reduced thermal desorption, while the probability of direct recoil is almost invariant in 
both cases.  The efficiency of direct recoil is insensitive to the protonation of the 
butanol layer, since the surface density of hydrocarbon species is almost same in both 
cases, as depicted in Figure 5.  The enhanced accommodation in case (iii) is attributed 
to the reduced desorption probability after the scattering molecule is once attached to 
the surface.  The mechanism of the enhanced mass accommodation is further 
elucidated in the next paragraph.  Fourth, the temperature dependence of mass 
accommodation is discussed by comparing cases (iv) (213 K) and (v) (300 K).  We 
find that the lower temperature gives rise to a higher mass accommodation coefficient.  
This tendency is consistent to the previous experimental finding
37
 that “where 
measurements have been made at several temperatures, there is generally a decrease in 
α with increasing temperature.”  To further understand the effect of temperature, we 
try to distinguish the temperature of the liquid surface and that of the impinging 
molecule.  Therefore, we examined another case by the MD scattering simulation that 
the impinging molecule has a kinetic energy at 300 K while the water surface covered 
with butanol is at 213 K.  In this case the MD simulation yielded α=0.41 (±0.02), 
which is smaller than that in case (v).  This result indicates that the augmented mass 
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accommodation coefficient at lower temperature is attributed to the low kinetic energy 
of the impinging molecule rather than the low temperature of the liquid surface. 
We have demonstrated in Figure 7 that the enhanced mass accommodation 
coefficient  in case (iii) over (ii) is attributed to the reduced probability of thermal 
desorption.  To investigate the relaxation mechanism during the residence time on the 
surface, we calculated the power spectrum of force by Eq. (7) and show the results of 
cases (ii) and (iii) in Figure 8.  The upper panel shows the power spectra during the 
residence time for the scattering molecules which eventually undergo thermal 
desorption, while the lower panel for all the scattering molecules.  (Therefore, the 
lower panel includes the accommodated molecules to the surface besides the desorbed 
ones.)  The spectral range in Figure 8, 50 ~ 300 cm
-1
, covers the relevant frequency 
range to the thermal energy dissipation via intermolecular vibrational motions.  First, 
we see in the upper panel that the power spectra are remarkably analogous in cases (ii) 
and (iii), indicating that the BuOH layer in (ii) and the mixed BuOH + BuOH2
+
 layer in 
(iii) exert almost equivalent frictions on the scattering water molecules that transiently 
reside on the surfaces.  Such water molecules migrate by hopping around on the 
surface before they desorb, and the upper panel implies that the energy dissipation rates 
during the migration on the surface are analogous in the two cases.  However, the 
lower panel shows distinct difference between case (ii) and (iii).  The difference is 
apparently attributed to the contributions from molecules that are eventually 
accommodated to the surface.  The enhancement of the spectral intensity in case (iii) is 
associated to the larger probability of accommodation.  The accommodated molecules 
to the surface feel large force arguably by forming hydrogen bonds with other waters.  





typically assigned to the intermolecular stretching motions between hydrogen-bonded 
water molecules.
72
  In summary, the mechanism of the enhanced accommodation in 
case (iii) is illustrated in the following way.  The impinging water molecules undergo 
migration on the surface unless they are directly recoiled, and the behavior of energy 
dissipation during the migration process is similar in cases (ii) and (iii).  However, 
during the residence time the migrating molecules find proper sites for the 
accommodation more easily in case (iii) on the disordered surface consisting of the 
mixed BuOH + BuOH2
+
 layer. 
   We make some comments on related previous studies.  Gilde et al.
53
 performed an 
MD study on the water accommodation onto water surface covered with 1-butanol, and 
reported that the water α onto this surface is 0.33 at 300 K.  This result is consistent to 
the present result in case (v) that the butanol layer hinders the condensation rate, though 
the calculated  is somewhat different in a quantitative sense due to MD conditions.  
On the other hand, Nathanson and co-workers experimentally reported that the butanol 
layer does not impede the evaporation of water from supercooled sulfuric acid 
solution.
48
  This experimental situation of unit  is close to case (iii), indicating the 
largest value of  among the five cases.  The quantitative discrepancy between the 
experiment and simulation is not obvious at present, though one of the most conceivable 
reasons stems from the uncertainty in the surface composition of BuOH2
+
/BuOH.  In 
the present MD simulation the ratio of BuOH2
+
/BuOH at the surface layer is assumed to 
be same with that in the bulk, though the ratio of protonation at the surface could be 
different from that in the bulk
68,73
.  It is possible that a higher ratio at the surface would 
lead to a larger accommodation probability and thereby resolve the discrepancy.  In 
relation to this issue, Nathanson and co-workers also found experimentally that 
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1-hexanol films do not hinder the water evaporation from the sulfuric acid solution at a 
concentration higher than 68 w%, whereas they hinder the evaporation at lower 
concentration.
46,47
  This result implies that a higher ratio of the protonated species at 
the surface results in a larger accommodation coefficient. 
The present MD simulation provides important insight into the role of the 
short-chain layers on the mass accommodation or evaporation.  The butanol layer 
should reduce the mass accommodation coefficient, while the strong acidic condition in 
the bulk liquid results in a partial protonation of the alcohols and thereby randomizes 
the surface layer.  The mixed layer of the butanol and protonated butanol facilitates the 
thermal relaxation of the impinging molecule, and gives rise to the enhanced 
accommodation probability.  The low temperature in the experimental condition also 
increases the mass accommodation coefficient.  The above two factors, protonation 
and temperature, have significant influences to analyze the mass accommodation or 
condensation through the alcohol layers. 
 
4. SUMMARY 
While it is known that a Langmuir layer of long-chain species greatly hinders 
condensation and evaporation rates of water, the effect of relatively short-chain organic 
species such as butanol has not been well understood for a long time.  Such short-chain 
species also form a hydrophobic layer on water surface, though the packing is not as 
perfect as that of the Langmuir monolayer.  The mass transfer rates through the 
short-chain layers are hard to measure experimentally in ambient conditions due to the 
substantial resistance of gas-phase diffusion.  Nathanson and co-workers recently 
measured the mass transfer kinetics through the butanol layer under vacuum condition, 
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and they found that the butanol layer does not impede the mass transfer.  On the other 
hand, subsequent MD simulation reported that the butanol layer reduces the mass 
accommodation coefficient of water by a factor of three.  This apparent discrepancy 
has to be resolved in order to obtain a unified picture of mass transfer through 
hydrophobic organic layers of various chain lengths. 
The present work took account of realistic experimental conditions of the mass 
transfer through the short-chain layer, and thereby elucidated the discrepancy with the 
help of MD simulation.  In the experiment using sulfuric acid solution, the surface 
butanol is partially protonated, and thus the surface layer becomes a mixture of butanol 
and protonated butanol.  The protonated butanol is less surface active than butanol, and 
therefore the mixed layer is less ordered than the pure butanol layer.  We have shown 
that the disordered mixed layer has lower resistance of interfacial mass transport.  The 
lower temperature than the room temperature in the experimental condition (~213 K) 
also has significant influence to augment the mass accommodation.  The increased 
accommodation coefficient is mainly due to the low kinetic energy of impinging 
molecules. 
We found that the acidity of bulk liquid and temperature have significant influence 
on the mass transfer through short-chain organic layers.  The butanol layer has smaller 
resistance of the mass transfer into the sulfuric acid solution in the low temperature than 
that into pure water at room temperature.  This finding should be relevant to consider 
the mass transfer kinetics in various atmospheric conditions. 
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Schematic picture of BuOH2
+
.  Left panel illustrates the atomic numbering and four 
torsional angles p (p=1 ~ 4).  Right panel is the Newman projection to define the 






Potential energy surface for BuOH2
+ 
as a function of the dihedral angle (3 +4), where 
the butyl chain is in the trans conformation (1 ~ 2 ~ 180).  The other internal degrees 






Definition of the residence time  at the surface for two typical recoil events, (a) and (b).  
Each panel (a, b) shows an MD trajectory of the impinging molecule along the z 
coordinate. 








 Density profiles of constituent species along the surface normal coordinate Z in cases 
(i) (top panel), (ii) (middle), and (iii) (bottom).  The ordinate of each panel indicates 
the number density in Å
-3
.  The black lines stand for water, red for H3O
+












 Top views of MD snapshots in cases (ii) (left panel) and (iii) (right).  Carbon sites of 
1-butanol are depicted in green and those in protonated butanol in blue.  Oxygen and 













 Orientational (cos distribution of the 1-butanol and protonated butanol at the surface 
of cases (ii) and (iii).  The inset illustrates the definition of  as the angle between the 
surface normal and the vector pointing from the O site of OH (or OH2
+
) to the C site of 














Power spectra of force exerted on the scattering molecule on the surface of case (ii) 
(black lines) and (iii) (red lines).  Top panel: for desorbed molecules only,  bottom 






   




  (C1-O-H1/2) [deg] 112.1 
Partial  C4 -0.042 
charge C3 0.108 
 C2 0.094 
 C1 0.300 
 O1 -0.504 
 H1 0.522 

















Geometry and force field parameters for the protonated 1-butanol.  The other 
parameters are same as those of TraPPE-UA model for 1-butanol. 
a) 








 (i) (ii) (iii) (iv) (v) 
temperature [K] 213 213 213 213 300 
bulk liquid 



















 162 162 162   0   0 
H3O
+
 162 162 138   0   0 
H2O 
a)
 488 488 488 512 512 
BuOH   0  72  48  50  50 
BuOH2
+
   0  0  24   0   0 
 
Table 2 
Five cases (i)-(v) in the present MD simulation.  The bottom five rows show the 
numbers of molecules in a unit cell. 





 (i) (ii) (iii) (iv) (v) 
temp 213 213 213 213 300 
bulk SA SA SA water water 
film - BuOH BuOH+BuOH2
+













 Mass accommodation coefficients  calculated by scattering simulations.  The five 
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I. INTRODUCTION
Vibrational spectroscopies, such as infrared absorption, Raman scattering1 and sum fre-
quency generation2, are versatile methods to interrogate molecular systems in details. They
are routinely applied as general analytical tools to wide fields of chemistry, physics, biology,
and materials sciences. These spectroscopies allow us to decompose observed signals into
various bands in frequency domain, and various bands reflect characteristic vibrations of
molecular moieties like a fingerprint. This feature renders the vibrational spectroscopies
powerful analytical tools to specify certain molecular moieties. However, we often encounter
a situation that such decomposition in the frequency domain is not sufficient to specifically
probe some moieties. When the system in question is embedded in the large environment,
the spectral signal of our interest often overlaps with those from the other environment in
the same frequency region. In such a simulation, analysis of the observed spectra may be a
challenging issue in order to obtain relevant information on the system of our interest. This
issue could become particularly serious when the signal of our interest has a relatively small
contribution in the whole observed spectra.
In order to extract the relevant information from the observed spectra, one common way
is to make use of differential spectra3–7. When we modify the specific system to be investi-
gated, the spectra should change accordingly. If the change is pertinent to the system of our
interest, the differential spectra could reveal more definite information on the system in ques-
tion than the original spectra, by subtracting irrelevant spectral signals from other common
parts. The application of the differential spectra is quite general as well. To just illustrate
a few examples, the differential spectroscopy has been applied to investigate the hydrated
protons in water3, dynamics of liquid-liquid phase separation4, ion adsorption and desolva-
tion at electrodes5,6, ion channel of membranes7, etc. For example, Fig. 1 illustrates typical
differential spectra of the surface-enhanced infrared absorption spectroscopy (SEIRAS) at
an electrode-solution interface6. The differential spectra caused by the bias voltage jump of
the electrode can clearly detect subsequent structural change at the electrode surface. These
spectral change was interpreted in terms of the transition of adsorbed ions from outer to
the inner Helmholtz layer5,6. In practical measurement of differential spectra, detecting a
tiny difference should require a sufficiently good precision of the measurement, since a small
difference between large values is vulnerable to error or statistical uncertainty in the mea-
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surement. In actual IR measurements, the difference in absorbance of 10−4 order is readily
detected with reliable precision.
To analyze the vibrational spectroscopies, Molecular Dynamics (MD) simulation is a
quite powerful means as it allows us to calculate/predict the vibrational spectra for arbi-
trary systems8–10. The calculated spectra help us with assigning the experimental ones and
establishing our detailed understanding of the system and its spectra in molecular level. The
MD calculation of various spectra is usually conducted on the basis of the time correlation
function theory11,12. The theory of time correlation function provides a general basis to spec-
tral properties, and allows for efficient computation via the MD simulation. However, the
calculation of tiny differential spectra is still very challenging by practical MD simulation,
since it should require extraordinary good precision (S/N ratio) to the MD calculation of
the spectra. It is often infeasible within limited computational cost due to limited statistical
sampling. In order to realize the computational analysis of such tiny differential spectra, an
alternative route is strongly desirable to the conventional calculation using simple subtrac-
tion between two calculated spectra. Therefore, we propose in this paper an efficient route
to calculate the differential spectra using the MD simulation. Such a method will greatly
expand our applicability of the MD simulation to analyze a wide variety of differential spec-
tra.
The remainder of this paper is constructed as follows. In Sec. II we present the general
formulation for the differential spectra, and their detailed computational procedures are
explained in Sec. III. We further extend the above theory to account for some specific
perturbations in Sec. IV. Then the theory is applied to a model system of liquid argon to
calculate various differential spectra by MD simulation in Sec. V, and the calculated results
as well as the computational efficiency are discussed in Sec. VI. Section VII is devoted to
concluding remarks.
II. GENERAL THEORY OF DIFFERENTIAL SPECTRA
Let us suppose in general that the Hamiltonian for the whole system is changed from H0
to H = H0+∆H and consider the consequent change in the spectra. When the difference in
Hamiltonian, ∆H , is small, the consequent spectral change is expected to be small as well.
Therefore, we can employ the perturbation formalism to represent the small spectral change.
We note that the following discussion is based on the classical mechanics to be readily applied
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to the MD calculation, though the equivalent quantum formula can be readily presented.
A. Decomposition into Configuration and Time Evolution
The spectral properties are generally described with some time correlation function of
certain physical quantities, 〈B(0)B(t)〉, where the angle bracket denotes the ensemble aver-
age. The relevant physical variable B depends on the spectrum in question; for example, B
denotes the dipole moment for the infrared absorption spectra, polarizability for the Raman
scattering spectra, etc. The spectral lineshape function I(ω) is represented by the Fourier







exp(iωt) 〈B(0)B(t)〉 dt. (1)
Sometimes a heterogeneous time correlation function, 〈B(0)B′(t)〉 (B 6= B′), is relevant to an
observable spectrum. The sum frequency generation spectroscopy, for example, is described
with the heterogeneous time correlation function of the dipole moment and polarizability13,14.
The following discussion deals with the autocorrelation function (B = B′), though the
extension to the heterogeneous time correlation function (B 6= B′) is straightforward.
The spectral difference is described with the difference in the time correlation function
(∆TCF) caused by the change of the Hamiltonian from H0 to H ,






where the two sets of brackets, 〈 〉 and 〈 〉0, distinguish the ensemble average for the
system of H and H0, respectively. Γ denotes the whole set of phase space variables {qk, pk}
(k = 1 ∼ 3N), where qk and pk are generalized coordinates and momenta, and 3N denotes
the number of degrees of freedom in the configuration space. The phase space variables Γ







qk (k = 1 ∼ 3N)
pk−3N (k = 3N + 1 ∼ 6N).
The physical quantity B is a function of the phase space variables, and thus its time depen-
dence is given as B(t) = B[Γ(t)]. ρ[Γ] and ρ0[Γ] are equilibrium distribution functions of
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with β = 1/(kBT ) being the inverse of the Boltzmann constant kB times temperature T . L

















































where the subscript H or H0 of the time derivatives distinguishes the time evolution of the
system with the Hamiltonian H or H0. Accordingly, exp(iLt) and exp(iL0t) are the time
evolution operators by H and H0, respectively. The differential spectrum ∆I(ω) is obtained














exp(iωt) {〈B(t)B(0)〉 − 〈B(t)B(0)〉0} dt. (5)
In the ∆TCF formula of Eq. (2), the two terms in the right-hand side differ by two factors,
i.e. the equilibrium distribution function (ρ[Γ] vs ρ0[Γ]) and the time evolution operator
(exp(iLt) vs exp(iL0t)). These factors can be separated by modifying Eq. (2),




dΓ {ρ[Γ]− ρ0[Γ]}B[Γ] exp(iL0t)B[Γ], (7)
∆TCF(time) =
∫
dΓρ[Γ]B[Γ] {exp(iLt)− exp(iL0t)}B[Γ]. (8)
Equation (7) including {ρ[Γ] − ρ0[Γ]} accounts for the perturbation on the equilibrium
distribution function, and Eq. (8) including {exp(iLt)− exp(iL0t)} for the perturbation on
the time evolution. We call the former ∆TCF(conf) with the configuration term, and the
latter ∆TCF(time) with the time evolution term.
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B. Configuration Term
In the configuration term of Eq. (7), the difference in the distribution function is expressed
within the first-order perturbation,
ρ[Γ]− ρ0[Γ] =
exp (−β(H0[Γ] + ∆H [Γ]))
∫
dΓ′ exp (−β(H0[Γ
















exp (−β(H0[Γ] + λ∆H [Γ]))
∫
dΓ′ exp (−β(H0[Γ
































= −β (∆H [Γ]− 〈∆H〉0) ρ0[Γ]. (9)









Using the result of Eq. (9), the configuration term of Eq. (7) is represented by
∆TCF(conf) = −β
∫
dΓ (∆H [Γ]− 〈∆H〉0) ρ0[Γ]B[Γ] exp(iL0t)B[Γ]. (11)
The calculation procedure of Eq. (11) is further described in Sec. III.
C. Time Evolution Term
The time evolution term of Eq. (8) involves the difference in the time evolution
operators15,








ds exp(iL(t− s))(i∆L) exp(iLs). (12)
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The last expression of Eq. (12) is obtained by the first-order approximation with respect







ds exp(iL(t− s))(iL− iL0) exp(iLs)B[Γ] (13)
Equation (13) is represented using the set of the phase space variables Γ ≡ {xk} and their

















































































































Note that Eq. (14) includes the stability matrix (∂xl(t)/∂xk(s)), which reflects the evolution
of the system from time s to t (s < t) by the Hamiltonian H .
To summarize the above formulas, the difference of the time correlation functions ∆TCF
in Eq. (2) is decomposed into the configuration term ∆TCF(conf) and the time evolution
term ∆TCF(time) by Eq. (6). The two terms are represented with the first-order perturba-
tion by Eqs. (11) and (14), respectively.
III. CALCULATION PROCEDURES
In this section we present the detailed procedures of computing ∆TCF(conf) and
∆TCF(time) in relation to the implementation in the MD simulation.
76
A. Configuration Term
∆TCF(conf) in Eq. (11) can be expressed in the time correlation function form as
∆TCF(conf) = −β〈∆H(0)B(0)B(t)〉0 + β〈∆H〉0〈B(0)B(t)〉0. (16)
The calculation of Eq. (16) can be performed via the MD trajectories for the system of H0.
The calculation scheme of ∆TCF(conf) is depicted in Fig. 2. During the MD trajectory,
one calculates the instantaneous values of ∆H(t − s) = H [Γ(t − s)] − H0[Γ(t − s)] and
B(t − s) = B[Γ(t − s)] at the time t − s and stores them in the memory. At a later time
t (> t − s) one multiplies B(t) with those values in the past time t − s (∆H(t − s) and
B(t− s)) to sample the correlation for ∆H(t− s)B(t− s)B(t) and B(t− s)B(t) at the time
interval of s. At each time t during the MD simulation, the sampling of these products is
taken with varying time interval s. The above procedure is common with the conventional
computational scheme of time correlation functions16 except for considering ∆H(t− s).
B. Time Evolution Term
The calculation of ∆TCF(time) in Eq. (14) can be carried out from MD trajectories for
the system ofH , since the equilibrium distribution ρ[Γ] and the time evolution in Eq. (14) are
defined with H . The calculation procedure of ∆TCF(time) is delineated using the discrete
representation of time evolution by the time step ∆t so as to be suitable to actual MD
simulations.
a. Discrete representation: The differential time evolution in Eq. (12) is represented
with the discrete time (t = n∆t) as
exp(iLt)− exp(iL0t) = (exp(iL∆t))
n − (exp(iL0∆t))
n
= Un − (U − V )n





Un−1−mV Um +O(V 2), (17)
where
U = exp(iL∆t), V = exp(iL∆t)− exp(iL0∆t). (18)
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U is the time evolution operator for the time step ∆t, and V denotes the differential
time evolution for ∆t. Their operation on an arbitrary physical variable B at t = m∆t,
B[Γ(m∆t)] ≡ B(m∆t), results in
UB(m∆t) = B((m+ 1)∆t),
V B(m∆t) = B((m+ 1)∆t)− exp(iL0∆t)B(m∆t)
≡ ∆∆B((m+ 1)∆t). (19)
∆∆B((m+1)∆t) is the difference generated by the differential time evolution for a time step
of ∆t from the common initial variable B[Γ(m∆t)]. Equation (17) is equivalent to Eq. (12)
in the first-order perturbation.
























































































(l, k = 1 ∼ 6N) (21)





Slk(n∆t,m∆t) ·∆∆xk(m∆t) (l = 1 ∼ 6N). (22)
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The time evolution of the stability matrix S(n∆t,m∆t) is represented using the multi-











Sjl(n∆t, (n− 1)∆t) · Slk((n− 1)∆t,m∆t) (n > m),
δjk (n = m).
(23)
Equation (23) allows us to define the stability matrix of any interval (n − m)∆t with the
stability matrix for a single time step of ∆t, S(n∆t, (n−1)∆t), in an iterative manner. The
stability matrix for a single time step of ∆t is analytically derived from the algorithm for the
time development in the MD simulation. We give the explicit formula of the stability matrix
with the Nosè-Hoover thermostat in Sec. IIIC. The time evolution of ∆∆X in Eq. (22) is












Sjk(n∆t, (n− 1)∆t) ·∆∆Xk((n− 1)∆t,m∆t) (n > m),
∆∆xj(n∆t) (n = m).
(24)
Therefore, the time evolution term ∆TCF(time) in Eq. (8) is expressed in the discrete time
















b. Computational scheme: The computational procedure of Eq. (25) is illustrated in
Figure 3. During the MD trajectory with H , we calculate the instantaneous values at
t = n∆t of
(i) B(n∆t),
(ii) ∆∆xk((n+ 1)∆t),
(iii) Sjk((n+ 1)∆t, n∆t).
Then (i) B(n∆t) is stored in the memory. (ii) and (iii) are used to update from
∆∆X(n∆t,m∆t) (n ≥ m) to ∆∆X((n + 1)∆t,m∆t) (n + 1 ≥ m) by Eq. (24). The
latter (∆∆X((n + 1)∆t,m∆t)) is also stored in the memory by overwriting the former
(∆∆X(n∆t,m∆t)).
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After the MD trajectory has been generated for a while as such, the stored memory has
the past values of B(m0∆t) (n ≤ m0) and ∆∆X(n∆t,m∆t) (n ≤ m) at time t = n∆t (see
Figure 3). At this moment t, we also calculate
(iv) (∂B[Γ(t)]/∂xl(t))t=n∆t.















to sample the time evolution term for the interval (n−m0)∆t in Eq. (25). We also note that
the above sampling calculation at time t is carried out for various time interval (n−m0)∆t
by varying the time origin m0.
C. Stability Matrix with Nosè-Hoover Thermostat
The formula of the stability matrix S of Eq. (21) depends on the specific algorithm of time
evolution during the MD simulation. We present the formula of S with the Nosè-Hoover
thermostat16, as it will be employed in the subsequent sections.
The time evolution algorithm for the constant-temperature MD simulation with the Nosè-
Hoover thermostat is generally represented as follows. In the Nosè-Hoover treatment, the
bath coordinate η and its momentum pη are involved in the system in question. We has to
treat the time development of pη explicitly in addition to the usual phase space variables
consisting of the Cartesian coordinates ri(t) and their conjugate momenta pi(t) (i = 1 ∼ 3N).
Their time evolution from t to t+∆t is represented as

















Fi (rN(t)) , (26a)


























pη(t +∆t) = pη(t) +
∆t
2
(Fη(t) + Fη(t+∆t)) , (26c)
where mi and Fi are the mass and force for the i-th Cartesian coordinate. Q is the fictitious
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IV. SOME SPECIFIC CASES
The above formulas in Secs. II and III deal with the differential time correlation functions
caused by the change of the Hamiltonian. Though the above formula are valid for most of
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the differential spectra that we commonly encounter, there are some specific cases which
require some extended treatments of the above formulas. In this section we discuss such
specific cases to complement the general theory in Secs. II and III.
Section IVA deals with temperature change, which is not represented with the differential
Hamiltonian. Section IVB treats a case that the physical quantity B (e.g. velocity) in the
time correlation function is not just a function of the phase space variables Γ. For a typical
example, we deal with the difference in velocity correlation function caused by mass change.
The velocity may depend on the mass as well as the momentum, and hence the change in the
mass could affect the velocity. These extensions can be readily applied to other cases, and
provide a comprehensive theory of the differential time correlation functions or the spectra.
A. Temperature Change
The temperature change is a representative case where the differential spectra are not
represented with ∆H . Therefore, we extend the above formulas to treat the differential time
correlation function ∆TCF caused by the temperature change from T0 to T .
Here the Hamiltonian of the system is denoted with H , and the inverse temperature
changes from β0 = 1/(kBT0) to β = 1/(kBT ) = β0 +∆β. Thus the equilibrium distribution









dΓ′ exp (−βH [Γ′])
, (29)
respectively. Note that the Hamiltonian H involved in ρ0[Γ] and ρ[Γ] is common in Eq. (29).










dΓ {ρ[Γ]− ρ0[Γ]}B[Γ] exp(iL0t)B[Γ], (7)
∆TCF(time) =
∫
dΓρ[Γ]B[Γ] {exp(iLt)− exp(iL0t)}B[Γ]. (8)
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Though the above decomposition is apparently same as in Sec. II, the content of each term
is slightly different in the case of temperature change.
In the configuration term, the difference in the equilibrium distribution functions, {ρ[Γ]−
ρ0[Γ]}, is evaluated from Eq. (29). It is expressed within the first-order perturbation in the
same way as in Eq. (9),
ρ[Γ]− ρ0[Γ] =
exp (−(β0 +∆β)H [Γ])
∫

















exp (−(β0 + λ∆β)H [Γ]))
∫

































= −∆β (H [Γ]− 〈H〉0) ρ0[Γ]. (30)
In the last expression of Eq. (30), 〈H〉0 is the ensemble average of H at the temperature T0,
〈∆H〉0 =
∫






Using the result of Eq. (30), ∆TCF caused by the temperature change is represented by
∆TCF = −∆β
∫
dΓ (H [Γ]− 〈H〉0) ρ0[Γ]B[Γ] exp(iLt)B[Γ]. (32)
The calculation procedure of Eq. (32) can be given in an analogous manner described in
Sec. IIIA.
On the other hand, the time evolution term ∆TCF(time) vanishes when the time evolu-
tion operators exp(iLt) and exp(iL0t) are identical. In the constant-temperature algorithm of
time evolution, e.g. with the Nosè-Hoover thermostat, the difference {exp(iLt)− exp(iL0t)}
could have a finite contribution since the time evolution with the thermostat depends on




Next we discuss the extension that the physical variable B is not simply a function of
phase space variables Γ but is also influenced by the perturbation parameter of the Hamil-
tonian ∆H as well. Such typical example is the difference in velocity correlation function
〈v(0)v(t)〉 caused by mass change, where the physical variable B refers to the velocity v.
The velocity of the i-th degree of freedom in the Cartesian coordinates is represented by
vi = pi/Mi, where pi and Mi are the corresponding momentum and mass, respectively. Thus
the velocity vi is not only a function of pi in the set of the phase-space variables Γ; vi is
affected also by the change of mass Mi, which alters the Hamiltonian of the system. In such
cases, the formulas in Sec. II need to be extended as follows.
Let us suppose that the mass for a certain i-th degree of freedom is altered from M0i















where the kinetic energy for the corresponding degree of freedom changes from (pi)
2/(2M0i)
to (pi)
2/(2Mi) while the potential energy of the system is unchanged. The velocity vi
accordingly changes from pi/M0i to pi/Mi even if the momentum pi is same. Therefore,
the physical variable in the time correlation function changes from B0[Γ] to B[Γ], where the
former B0 involves the mass before the perturbation and the latter B after the perturbation.






In Eq. (33), ρ, ρ0, L, and L0 are same as those in Sec. II. ∆TCF in Eq. (33) is decomposed
into
∆TCF = ∆TCF(conf) + ∆TCF(time) + ∆TCF(aux), (34)
where an auxiliary term ∆TCF(aux) appears in addition to those in Eq. (6). The three
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terms are presented as
∆TCF(conf) =
∫






dΓρ[Γ]{B[Γ] exp(iLt)B[Γ]− B0[Γ] exp(iLt)B0[Γ]}. (37)
∆TCF(aux) is equal to 〈B(0)B(t) − B0(0)B0(t)〉, and thus is is readily evaluated by the
conventional calculation protocol of time correlation functions16 using an ensemble of MD
trajectories generated with the Hamiltonian H . The other two terms, ∆TCF(conf) and
∆TCF(time), are calculated in the same way as in Sec. IIIA and IIIB, respectively, by
replacing B[Γ] with B0[Γ]. The auxiliary term ∆TCF(aux) requires little additional cost of
computation, since it is evaluated using the same MD trajectories generated for evaluating
the time evolution term ∆TCF(time). In the numerical results of the following section, the
auxiliary term will be treated as a part of the time evolution term, i.e. ∆TCF(time) +
∆TCF(aux) is attributed to the time evolution term.
V. MD COMPUTATION
The above theory of differential spectra is implemented in the MD simulation, and thus
evaluated the accuracy and efficiency of the proposed theory. For those purposes, we ex-
amined the small change in (i) mass, (ii) potential, and (iii) temperature, respectively,
and calculated the consequent differential spectra of velocity autocorrelation function for
a system of liquid argon. The above three cases (i)-(iii) were chosen to cover a variety of
perturbations discussed in Secs. II - IV.
We also calculated the corresponding differential spectra via straightforward subtraction
of the two spectra before and after the perturbation. Though the straightforward subtraction
method may require huge statistical sampling to obtain the differential spectra, it can be
used as a reference to examine the proposed method. To distinguish the two methods
of calculations in what follows, we call the proposed method of differential spectra the
“analytical” method, while the straightforward subtraction the “numerical” method. The
direct comparison of the two methods is utilized to evaluate the accuracy and efficiency of
the present theory. The model system of liquid argon is chosen to carry out the numerical
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calculation with sufficient sampling and thereby to allow for the direct comparison of the
two methods.
A. MD Conditions
The MD simulations of the differential spectra were carried out to examine the above
three cases (i)-(iii). The system of liquid argon is represented using a cubic cell with the
three-dimensional periodic boundary conditions. The unit cell contains 50 argon molecules,
and the periodic length l of the cell is fixed to 13.31 Å so as to set the liquid density to be
1.407 g/cm3. The simulation was performed by the constant-temperature (NVT) ensemble
using the Nosè-Hoover thermostat. The temperature T was set to 86.0 K unless otherwise
noted, and the time step ∆t was 5 fs. The intermolecular pairwise potential at the distance












where ǫ = 119.8 K and σ = 3.405Å.17 The interaction beyond the distance of l/2 was
truncated.
Table I summarizes the parameters relevant to the change in the MD conditions. In Cases
(i) and (ii), we choose one arbitrary molecule from the unit cell and changed its mass M
and its Lennard-Jones parameter ǫ, respectively, by 1 %. The Lennard-Jones parameters
for a heterogeneous pair are determined by the Lorentz-Berthelot combining rule, i.e. with
the geometric mean for ǫ and with the arithmetic mean for σ. In Case (iii), we change the
temperature of the system T by 1 %. In all the cases, we calculated the difference in the














by both the “analytical” and “numerical” methods.
B. Evaluation of convergence
By comparing the two methods, we discuss the following two issues,
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1. Accuracy: how well can the present “analytical” method reproduce the “numerical”
results?
2. Efficiency: how does the present method improve the convergence in comparison to
the straightforward numerical subtraction?
To deal with the second issue, evaluation of the statistical uncertainty in the calculated
differential spectra is of critical importance.
The MD calculation of the analytical method was carried out in the following manner.
We randomly prepared a number of independent initial configurations of liquid argon and
then equilibrated them for 300 ps in two ways, before and after the perturbation18. These
set of configurations thus prepared are utilized for the subsequent sampling of the time cor-
relation functions, as described in Sec. III. The numbers of configurations and the sampling
time for each trajectory are shown by N [traj] and T [traj] in Table II, respectively. (Note
that the number of trajectories including both before and after the perturbation is thus
2N [traj] in each Case.) The MD trajectories before the perturbation are used to calcu-
late the configuration term ∆TCF(conf), and those after the perturbation are to calculate
the time evolution term ∆TCF(time). In Case (i), we also calculated the auxiliary term
∆TCF(aux) in Eq. (37) simultaneously during the MD trajectories after the perturbation,
and incorporated the contribution of the auxiliary term in the time evolution term. By
combining the two (or three) terms by Eq. (6) (or (34)), we generated N [traj] sets of the
∆TCF data in each Case. These time correlation functions were calculated for the time
displacement up to 2560 fs (= 29 × 5 fs), and the ∆TCF was converted to the differential
spectrum ∆I(ω) by the fast Fourier transformation in Eq. (5).
The average of ∆I(ω) is obtained by averaging the N [traj] sets of the data. We also cal-
culated the standard deviation of ∆I(ω) among the N [traj] sets of the data, which estimates
the standard deviation for the sampling time of T [traj]. Then we systematically examined
the standard deviation as a function of the sampling time. This was performed by effectively
extending the sampling time by partially lumping the set of the data. We thereby confirmed
that the estimated standard deviation is inversely proportional to the square root of the
sampling time. Such convergence behavior is consistent to the law of large numbers, and
should hold for uncorrelated sets of the data. After confirming the relation, we extrapolated
the relation to the sampling time of N [traj] · T [traj] to evaluate the standard deviation for
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the present sampling time.
The MD calculation of the numerical method was carried out in the analogous way. The
number of independent trajectories N [traj] and the duration time T [traj] are also sum-
marized in Table II, where we note that the sampling requirement is much larger by the
numerical method than by the analytical method. Using the numerical method, we simply
calculated the spectra of velocity autocorrelation function of Eq. (39) in two ways, before
and after the perturbation, and subtract the result to obtain the N [traj] sets of the ∆I(ω)
data. The average and standard deviation are evaluated in the same way as those by the
analytical method.
C. Evaluation of the perturbations
The present theory of the differential spectra in Sec. II is based on the first-order per-
turbation formulas. Therefore, the present method should be valid for small perturbations,
and the accuracy and limitation of the first-order perturbation are discussed here.
One straightforward way of evaluation is to compare the present analytical spectra with
the numerical ones, as described above, since the latter include infinite orders of perturbation
in principle at the expense of the cost. However, it is often infeasible to obtain the numerical
differential spectra in many practical cases due to the huge sampling requirement. To
circumvent the difficulty to treat the numerical differential spectra, a useful way of evaluation
is to calculate the analytical spectra in the reverse direction. In the theory of Sec. II
and thereafter we have argued the change of the system Hamiltonian from H0 to H =
H0+∆H . We can treat the equivalent differential spectra in the reverse direction from H to
H0 = H −∆H . The reverse situation can be described by simply switching the properties
before the perturbation and after the perturbation, e.g. H0 → H , H → H0, ∆H →
−∆H , and the consequent differential spectrum should be reversed, ∆I(ω) → −∆I(ω).
The forward and backward (reverse) calculations of the differential spectra by the analytical
theory should coincide if the present theory is sufficiently accurate. Comparison of the two-
way perturbations reminds us of the conventional free energy perturbation calculations16;
the difference in the free energy can be evaluated by either direction in the same manner.
We note that the calculation in the reverse direction can be carried out using the same
MD trajectories used in the forward direction. In the reverse direction, however, the MD
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trajectories with H0 are utilized to calculate the time evolution term, while those with H
are utilized to the configuration term. Therefore, the two-way calculations require little
additional cost of computation to evaluate the differential spectra. We can use the two-way
calculations of the differential spectra to examine their accuracy and/or to augment the
statistical sampling by exploiting both directions.
VI. RESULTS AND DISCUSSION
A. Accuracy – comparison with numerical spectra
First we display the calculated results of the differential spectra in Cases (i)-(iii) in
Figure 4. Panel (0) shows the calculated spectrum I(ω) of the velocity autocorrelation
function in Eq. (39). This spectrum was obtained for the liquid argon before the perturbation
under the conditions shown in Table I. The spectrum after the perturbation is not shown
here, though the difference should be too small to discern in this panel. The lower three
panels show the differential spectra in Cases (i)-(iii) in the common scale for the ordinates,
indicating that the differential intensities relative to the reference spectrum are in the order
of 10−3 ∼ 10−4. These panels show the excellent agreement between the analytical spectra
(black lines) and numerical ones (red), demonstrating the accuracy of the present analytical
method to evaluate the differential spectra.
We also show in passing the decomposed results of the analytical differential spectra into
the configuration term and time evolution term in Figure 5. The results show that both the
terms are in comparable order except for Case (iii). In Case (iii) the time evolution term is
relatively minor since it only stems from the time evolution of the Nosè-Hoover thermostat.
B. Efficiency — convergence behaviors
Next we compare the convergence efficiency of the analytical and numerical methods.
The statistical uncertainty of the sampling was estimated by the standard deviation as a
function of the sampling time, as described in Sec. VB. The results of the convergence
behavior in Case (i) are displayed in Figure 6, where the ordinate indicates the standard
deviation of ∆I(ω) at ω = 0. (We also examined at other frequencies and confirmed the
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analogous behavior of convergence.) The figure clearly indicates that the standard deviation
decreases with increasing sampling time for both the analytical and numerical methods,
though the convergence efficiencies are remarkably different. For example, the analytical
method requires 10.8 ns (= 101.034 ns) of the sampling time to achieve the relative standard
deviation of ∆I(ω) less than 10 % of the maximum amplitude of the differential spectrum
|∆I(ωmax)| (as indicated by the horizontal line at log10(σ/Imax) = −1 in Figure 6), whereas
the numerical method requires 337 µsec (= 105.527 ns) to achieve the same convergence. We
also investigated the regression behaviors in Case (ii) and (iii) in the same manner, and
the results are summarized in Table III. The results demonstrate that the convergence is
dramatically accelerated by the analytical method in several orders of magnitude.
We notice in Table III that Case (iii) shows less dramatic acceleration than the other
two cases, due to two possible reasons. First, Case (iii) shows relatively large intensity
of the differential spectrum with respect to the original ones (either before or after the
perturbation), as indicated in the ordinate scales of Figure 4. Relatively large differential
spectra are generally easier to calculate by the numerical method. Table III indicates that
the necessary time for the numerical method is much smaller in Case (iii) than in the other
cases. Second, Case (iii) involves the fluctuation of total energy, (H [Γ]− 〈H〉0) in Eq. (30),
while the other two cases involve the fluctuation of the energy difference, (∆H [Γ]− 〈∆H〉0)
in Eq. (9), in the analytical method. The statistical sampling of the latter is more robust
than that of the former, since the former should be zero in principle with the microcanonical
(constant-energy) ensemble. The convergence behavior of the former is rather sensitive to
the condition of the thermostat.
C. Validity of first-order perturbation
We also evaluate the validity of the present analytical method by comparing the “forward”
and “backward” calculations of the differential spectra, as described in Sec. VC. Figure 7
displays the results of forward and backward calculations in Cases (i)-(iii), which indicates
excellent agreement in the two directions. This agreement corroborates the validity of the
present treatment based on the first-order perturbation.
The validity of the first-order treatment is expected to be deteriorated if the perturbation
becomes larger. To investigate the validity, we examined the differential spectra in Case (i),
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where the mass of the tagged molecule is tentatively augmented by (a) 1 %, (b) 10 %
and (c) 100 %. Consequently, the mass changes from 40.0 a.m.u. to (a) 40.4, (b) 44.0,
and (c) 80.0. We calculated the analytical differential spectra in both the forward and
backward directions in the above three cases (a)-(c), and display the results in Figure 8.
The agreement of the forward and backward calculations appears worse in (b) and (c),
indicating that the perturbations involved in (b) and (c) are too large to be treated within
the first-order perturbation formula. To deal with such large perturbations, one effective
solution is to divide the large perturbation into small fractions. Accordingly we introduce
the intermediate states to interpolate the systems before and after the perturbation, and
apply the present method to calculate the difference between the two adjacent states in the
series of interpolation. These differential spectra thus obtained are summed to evaluate the
differential spectrum in question for the large perturbation. This solution is analogous to
the conventional thermodynamic integration method to evaluate the free energy difference
between two states.
VII. CONCLUDING REMARKS
While the differential spectra are widely employed in experimental measurements to se-
lectively extract the information on partial systems, molecular dynamics calculation of the
tiny differential spectra has been virtually infeasible due to huge requirement of statistical
sampling. To resolve the difficulties, we propose an effective method to calculate the dif-
ferential spectra in the present paper. Instead of calculating the difference of two spectra,
the proposed method allows us to calculate the differential spectra in themselves on the
basis of the first-order perturbation formula. The present method is demonstrated to be
quite general, accurate, and far more efficient than the straightforward subtraction of the
two spectra in several orders of magnitude. The present method has wide applicability to a
variety of differential spectra, including the specific adsorption on electrodes, proton chan-
nel at biological membranes, etc. Such applications are now in progress to analyze those
differential spectra in our group.
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FIGURES AND TABLES
FIG. 1. Time-dependent differential infrared spectra of aqueous solution of tetrapropyl ammo-
nium chloride in contact with the CO-covered Pt surface. Panels (A)-(C) display the vibrational
differential spectra of CO, tetrapropyl ammonium and water, respectively. Panel (E) illustrates
the assumed structural change at the solution-electrode interface. Reproduced from Ref.6 with
permission, Copyright 2013, American Chemical Society.
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FIG. 2. Calculation scheme of 〈∆H(0)B(0)B(s)〉0 (= 〈∆H(t− s)B(t− s)B(t)〉0) and 〈B(0)B(s)〉0
(= 〈B(t− s)B(t)〉0). During the MD trajectory generated with H0, ∆H and B are stored at time
t−s and multiplied with B(t) afterward. At the time t, the correlation of B(t) and ∆H(t−s)B(t−s)





t=nDt m0Dt mDt 
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FIG. 3. Calculation scheme of Eq. (25). During the MD trajectory generated with H, B and ∆∆X
are calculated and stored in the memory. At a later time of t = n∆t, ∆TCF(time) is sampled
using the stored values of B(m0∆t) and ∆∆X(n∆t,m∆t).
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FIG. 4. Panel (0): calculated spectrum I(ω) of Eq. (39) before the perturbation. Panels (i)-(iii):
differential spectra in Cases (i)-(iii), respectively, where the black and red lines show the results by
analytical and numerical methods, respectively. The ordinates of the panels (0)-(iii) are commonly

























FIG. 5. Decomposition of the analytical differential spectra ∆I(ω) into the configuration terms


















FIG. 6. Convergence behaviors of the differential spectra in Case (i) as a function of the sampling
time. Abscissa: sampling time by ns, ordinate: relative standard deviation of ∆I(ω) at ω = 0
normalized with the maximum amplitude |∆I(ωmax)|. Blue symbols: present analytical method,
red: numerical differentiation. The dotted lines show the log-log regression lines with the slope of




















FIG. 7. Analytical differential spectra in Cases (i)-(iii) calculated in the “forward” (black) and






















FIG. 8. Analytical differential spectra in Case (i) caused by the mass increment of a tagged
molecule by (a) 1 %, (b) 10 %, and (c) 100 %. The black and red lines denote the “forward” and
“backward” calculations (see Figure 7).
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TABLE I. MD conditions in Cases (i)-(iii).
(i) (ii) (iii)
◦ Before perturbation (H0 / T0)
N 50 50 50
M [a.m.u.] 40.0 40.0 40.0
ǫ [K] 119.8 119.8 119.8
T [K] 86.0 86.0 86.0
◦ After perturbation (H / T )
N 49 1 49 1 50
M [a.m.u.] 40.0 40.4(b) 40.0 40.0
ǫ [K] 119.8 119.8 120.998 119.8
T [K] 86.0 86.0 86.86
(a) Cases (i) and (ii) after the perturbation include two distinct species.
(b) Only in Figure 8, the mass of the tagged molecule is 40.4 a.m.u. (increment by 1%), 44.0
(10%), or 80.0 (100%) (see Sec. VIC).
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TABLE II. Summary of statistical sampling in Cases (i)-(iii).
(i) (ii) (iii)
◦ “analytical”
N [traj](a) 300 300 300
T [traj](b) 1 ns 1 ns 1 ns
◦ “numerical”
N [traj](a) 19200 19200 1000
T [traj](b) 250 ns 250 ns 10 ns
(a) The number of independent trajectories before or after the perturbation.
(b) The duration of each MD trajectory for the sampling calculation.
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TABLE III. Necessary sampling times to reduce statistical uncertainties below 10 % by analytical
and numerical methods. See Figure 6 and Sec. VIB.
(i) (ii) (iii)
analytical 10.8 ns 12.0 ns 0.986 ns
numerical 337 µs 1.12 ms 134 ns


















































                                
                                         
              
である。            は H0+ΔHの systemにおけ





展 演 算 子      」 で あ る 。 こ の 時 、
                     を足し引きすると(1)式は 
                        
          
                                                  














                    
                 
配置の項(3)の計算を行う。ここでは、カノニカル
(NVT)アンサンブルを考える。その場合、分布関数
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時間発展の項(6)の計算を行う。配置の項同様に、{  }
内をΔHの一次までとることを考える。 
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演算子 A を一回物理量 B(t)に演算した結果は、H0+
ΔHの systemで    がΔt時間発展したときの物理
量 B の値であり、演算子 C を物理量    に演算す
ることは、Δtだけ H0と H0+ΔHの 2つのハミルト
ニアンで物理量    が時間発展し、それぞれの物理
量 の差の量を計算することである。 
つまり nΔ t 後の時間発展の項は、「     と
     
     
      
     
      
     
       の時間相関関
数」を計算すればよいとなる。 
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変数の定義は 
           ::       における物理量 Bの r,p に 
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                     間の Stability Matrix 
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である。また、2-3-4のために 
                             
                                                 
を定義しておく。 
(10)式の各成分の物理的意味として、「  、物理量 B
の時間発展項を計算」「 、Aを(m-1)回演算すること」
「   、Cを演算すること」と考えることができる。 
 
2-3-3 Stability Matrix  
Stability Matrix    
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やすく、   は「  での位相空間の成分 iが微小に変
化したときに、  での位相空間の成分 jがどのよう
に変化するか」を意味している。 
Stability Matrix の重要な性質として、 
                                             
が成り立つ。(13)式が Stability Matrix の時間発展
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の 4段階の計算が必要であり、メモリーに storeす































度変化に対する速度相関関数                
 
   の
パワースペクトルの差スペクトルを計算した。 

























 解析的計算時間 数値的計算時間 
   10.8ns 337μs 
   12.0ns 1.12ms 
   0.986ns 134ns 










左 図 1 解析的および数値的差スペクトルの結果 
 一番上は速度相関関数のパワースペクトル 
 黒線が解析的、赤線が数値的な差スペクトル 
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研究室において、外崎さんの気配りはいつでも研究室を明るい雰囲気にしてくれました。 
 
この研究には自然科学研究機構 計算科学研究センターおよび東京大学 東京大学情報基
盤センターを利用させていただきました。 
 
この場をお借りして今までお世話になってきた皆様に感謝の意を表します。 
