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Abstract
The problem of existence of positive realizations for a class of continuous and discrete
time systems is addressed and solved. It is shown that the existence of a (minimal) positive
realization can be decided on the basis of two sub-matrices of the (infinite) Hankel matrix
associated with the transfer function to be realized. Applications of this result to the problem
of existence and construction of non-minimal realizations are also discussed.
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1. Introduction
The problem of realization is a classical problem in systems theory. Such a prob-
lem has a complete (and well understood) solution in the case of general linear sys-
tems. However, when constraints on the realization, i.e. on the triple {C,A,B}, are
imposed, the problem becomes much more involved. In this framework a classi-
cal problem is the problem of existence, and construction, of positive realizations,
i.e. of realizations in which the entries of the matrices A, B and C satisfy some
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positivity conditions, see [11] for a general introduction to positive systems and [1]
and references therein for an overview on the positive realization problem.
Positive realizations need not exist, and even if they exist they may be non-
minimal, see [4] for details. Problems associated with existence and minimality of
positive realization have been widely studied over the last decades and, to date, a
complete answer is not yet available. In [5] it is shown that the positivity constraint
may enforce realizations of large dimension, and in [3,1,7] necessary and sufficient
conditions for the existence of positive realizations (of any order) have been given.
In [6] the problem of existence of minimal positive realization for a class of third
order discrete transfer functions has been studied and solved. Finally, some results
on existence of compartmental realizations have been presented in [8].
In what follows the terminology minimal realization will be used to denote a real-
ization which is minimal in the classical sense. Hence a positive minimal realization
is a realization which is minimal in the classical sense and which is also positive.
In the present paper we characterize a class of systems that admits a positive
minimal realization.1 This class of systems contains a class of compartmental models,
namely those systems which are composed of parallel interconnections of single com-
partments. However, using the proposed tool, the problem of the construction of (possi-
bly non-minimal) positive realizations for larger classes of systems can be also
addressed. Interestingly, the proof of the main results makes use of very simple tools.
The paper is organized as follows. In Section 2 a few definitions are recalled. In
Section 3 a class of continuous time systems admitting a minimal positive realization
is characterized, whereas in Section 4 the same problem is solved for discrete time
systems. Finally, in Section 5 a few applications and extensions of the main results
are presented, whereas Sections 6 and 7 contain some examples, conclusions and
hints for future research.
Notation. We use the notation P > 0 (resp. P  0, P < 0, P  0) to denote that
the matrix P = P ′ ∈ Rn×n is positive definite (resp. positive semi-definite, nega-
tive definite, negative semi-definite). Moreover, the notation P > Q (resp. P  Q)
means that the matrix P −Q is positive definite (resp. positive semi-definite). A
matrix A ∈ Rn×n is said to be Hurwitz if all its eigenvalues have negative real part.
A matrix A ∈ Rn×n is said to be Schur if all its eigenvalues have modulus smaller
than one.
2. Preliminaries
Let
bn−1λn−1 + · · · + b0
λn + an−1λn−1 + · · · + a0
be a coprime representation of the strictly proper rational transfer function G(λ).
1 A preliminary version of this paper can be found in [2].
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In what follows we use the notation G(s) (resp. G(z)) to denote the transfer func-
tion of a continuous (resp. discrete) time system.
We say that G(λ) has a positive realization if there exist an integer N  n and
matrices A ∈ RN×N , B ∈ RN×1, and C ∈ R1×N such that
(i) G(λ) = C(λI − A)−1B;
(ii) if λ = s the matrix A has non-negative off-diagonal entries; if λ = z the matrix
A has non-negative entries;
(iii) the matrices B and C have non-negative entries.
Moreover, if
(iv) N = n the realization is minimal;
and if
(v) the off-diagonal terms of A are all zero the realization is called diagonal.
Let the triple {C,A,B} be any (i.e. not necessarily positive) minimal realization
of the transfer function G(λ) and define the infinite Hankel matrix
H =


CB CAB CA2B · · ·
CAB CA2B CA3B · · ·
CA2B CA3B
.
.
. · · ·
...
...
...
.
.
.


and the two (square) sub-matrices of H
Hn =


CB CAB · · · CAn−1B
CAB CA2B · · · CAnB
...
...
.
.
.
...
CAn−1B CAnB · · · CA2n−2B


and
σHn =


CAB CA2B · · · CAnB
CA2B CA3B · · · CAn+1B
...
...
.
.
.
...
CAnB CAn+1B · · · CA2n−1B

 .
Finally, we conclude this section with the following definition.
Definition 1. A simple compartment is a system described by the transfer function
C(λ) = b
λ+ a
with a > 0 and b > 0, if λ = s, and −1 < a  0 and b > 0, if λ = z.
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3. A class of continuous time systems with minimal positive realization
This section contains the main result of the paper on continuous time systems,
namely a characterization of a class of transfer functions admitting a positive mini-
mal realization.
Proposition 1. Consider the transfer function G(s). Then the following statements
are equivalent.
(A) G(s) describes a system composed by the parallel interconnection of n simple
compartments with distinct (negative) poles.
(B) G(s) admits an asymptotically stable minimal positive diagonal realization.
(C) Hn > 0 and σHn < 0.
(D) G(s) is asymptotically stable, minimum phase and the poles and zeros of G(s)
are real and interlaced.
Proof. (A) ⇔ (B). This equivalence is trivial.
(B) ⇒ (C). If G(s) admits an asymptotically stable minimal positive diagonal
realization then it also admits a minimal positive diagonal realization {C˜, A˜, B˜} with
C˜ = B˜ ′. For such a realization one has
Hn =


C˜
...
C˜A˜n−1

[B˜ · · · A˜n−1B˜] =


C˜
...
C˜A˜n−1




C˜
...
C˜A˜n−1


′
> 0
by minimality of the realization. Moreover, as A˜ = A˜′ < 0, by asymptotic stability,
σHn =


C˜
...
C˜A˜n−1

 A˜ [B˜ · · · A˜n−1B˜] =


C˜
...
C˜A˜n−1

 A˜


C˜
...
C˜A˜n−1


′
< 0
(1)
by minimality of the realization, hence the claim.
(C) ⇒ (B). Given Hn and σHn, let {C,A,B} be any minimal state space system
which matches such Hn and σHn, and define
C = [B · · · An−1B] , O =


C
...
CAn−1


and M = (C′)−1O. Observe now that M is positive definite. In fact
C′MC = OC = Hn,
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which is positive definite by assumption. Define now T as any (square) matrix such
that T ′T = M and consider the equivalent realization
{C˜, A˜, B˜} = {CT −1, T AT −1, T B}.
For such a realization one has

C˜
...
C˜A˜n−1

 = OT −1 = C′MT −1 = C′T ′ = (TC)′ =


B˜ ′
...
B˜ ′(A˜n−1)′

 ,
hence C˜ = B˜ ′, and, by Cayley–Hamilton theorem,

C˜
...
C˜A˜n−1

 A˜ =


B˜ ′
...
B˜ ′(A˜n−1)′

 A˜′.
As a result A˜ = A˜′. Note now that σHn < 0 implies, by Eq. (1), that A˜ is negative
definite, hence there exists an orthogonal transformation Q such that the equivalent
realization
{Ĉ, Â, B̂} = {C˜Q−1,QA˜Q−1,QB˜}
is such that Â is diagonal and negative definite, thus it has all eigenvalues with neg-
ative real part, i.e. it is a a Hurwitz diagonal matrix, and Ĉ = B̂ ′.
To complete the proof it is necessary to show that all entries of Ĉ = B̂ ′ can be
assumed positive. For, consider the transformation2
R = diag(sign(cˆ1), . . . , sign(cˆn)),
and note that R−1 = R, that RÂR−1 = Â and that
ĈR−1 = (RB̂)′ = [|cˆ1| · · · |cˆn|] ,
hence the claim.
(B) ⇔ (D). This equivalence has been established in [12]. 
The result in Proposition 1 can be extended to non-asymptotically stable (and
possibly unstable) transfer functions. For, consider the following statement.
Proposition 2. Consider the transfer function G(s). Then the following statements
are equivalent.
(A′) G(s) describes a system composed by the parallel interconnection of n systems
with transfer function
2 cˆi denotes the ith entry of the vector Ĉ.
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b
s + a ,
with b > 0, and distinct poles.
(B′) G(s) admits a minimal positive diagonal realization.
(C′) Hn > 0 and the number of positive (negative, zero) eigenvalues of σHn is equal
to the number of positive (negative, zero) poles of G(s).
(D′) The poles and zeros of G(s) are real and interlaced.
Proof. (A′) ⇔ (B′). This equivalence is trivial.
(B′) ⇒ (C′). The proof of this implication is similar to the one in Proposition 1.
The only difference is that the matrix
σHn =


C˜
...
C˜A˜n−1

 A˜ [B˜ · · · A˜n−1B˜] =


C˜
...
C˜A˜n−1

 A˜


C˜
...
C˜A˜n−1


′
is not necessarily sign definite, but it is such that the number of its positive (negative,
or zero) eigenvalues is equal to the number of positive (negative, or zero) eigenvalues
of the matrix A˜. However, the eigenvalues of A˜ are the poles of G(s), and this proves
the claim.
(C′) ⇒ (B′). The proof is similar to the one of Proposition 1. The only difference
is that the number of positive (negative, or zero) eigenvalues of σHn has to be equal
to the number of positive (negative, or zero) eigenvalues of the matrix A˜, and these
are the poles of G(s).
(B′) ⇔ (D′). This equivalence is a trivial consequence of the following result.
Lemma 1. Let∏
i=1,...,n−1(λ− zi)∏
i=1,...,n(λ− pi)
with n  1, p1 < p2 < · · · < pn and z1  z2  · · ·  zn−1 be a representation of
the strictly proper rational function W(λ). Then
W(λ) =
∑
i=1,...,n
ki
λ− pi (2)
for suitable positive coefficients ki if and only if
p1 < z1 < p2 < · · · < pi < zi < pi+1 < · · · < zn−1 < pn. (3)
Proof. Note that
W(λ) =
∑
i=1,...,n
ki
λ− pi
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for some ki ∈ R, hence we simply need to prove that ki > 0 if and only if Eq. (3)
holds. For, note that
ki = lim
λ→pi
((λ− pi)W(λ))
=
(
pi − z1
pi − p1
)
· · ·
(
pi − zi−1
pi − pi−1
)(
pi − zi+1
pi − pi+1
)
· · ·
(
pi − zn−1
pi − pn−1
)(
pi − zi
pi − pn
)
and all terms in the brackets are positive if and only if Eq. (3) holds. 
This completes the proof of the proposition. 
4. A class of discrete time systems with minimal positive realization
In this section we present the discrete time counterpart of Proposition 1.
Proposition 3. Consider the transfer function G(z). Then the following statements
are equivalent.
(A) G(z) describes a system composed by the parallel interconnection of n simple
compartments with distinct poles (which are greater or equal to zero and less
than one).
(B) G(z) admits an asymptotically stable minimal positive diagonal realization.
(C) 0  σHn < Hn.
(D) G(z) is asymptotically stable, minimum phase and the poles and zeros of G(z)
are real and interlaced.
Remark 1. As for continuous time systems, it is possible to modify the statement
of Proposition 3 to deal with non-stable systems with non-negative real poles.
Proof. The proof is similar to the one of Proposition 1. The only differences are in
the proof of the equivalence (B) ⇔ (C).
(B) ⇒ (C). If G(z) admits an asymptotically stable minimal positive diagonal
realization then it also admits a minimal positive diagonal realization {C˜, A˜, B˜} with
C˜ = B˜ ′. For such a realization one has
Hn =


C˜
...
C˜A˜n−1

[B˜ · · · A˜n−1B˜] =


C˜
...
C˜A˜n−1




C˜
...
C˜A˜n−1


′
> 0
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by minimality of the realization. Moreover, by asymptotic stability and positivity of
the realization, it follows 0  A˜ = A˜′ < I , hence
0  σHn =


C˜
...
C˜A˜n−1

 A˜


C˜
...
C˜A˜n−1


′
<


C˜
...
C˜A˜n−1




C˜
...
C˜A˜n−1


′
= Hn, (4)
proving the claim.
(C)⇒ (B). Let {C,A,B} be any minimal realization consistent withHn and σHn,
and define
C = [B · · · An−1B] , O =


C
...
CAn−1


and M = (C′)−1O. Observe now that M is positive definite. In fact
C′MC = OC = Hn,
which is positive definite by assumption. Let now T be any (square) matrix such that
T ′T = M and consider the equivalent realization
{C˜, A˜, B˜} = {CT −1, T AT −1, T B}.
For such a realization one has

C˜
...
C˜A˜n−1

 = OT −1 = C′MT −1 = C′T ′ = (TC)′ =


B˜ ′
...
B˜ ′(A˜n−1)′

 ,
hence C˜ = B˜ ′, and, by Cayley–Hamilton theorem,

C˜
...
C˜A˜n−1

 A˜ =


B˜ ′
...
B˜ ′(A˜n−1)′

 A˜′.
As a result A˜ = A˜′. Note now that 0  σHn < Hn implies, by Eq. (4), that 0 
A˜ < I , hence there exists an orthogonal transformation Q such that the equivalent
realization
{Ĉ, Â, B̂} = {C˜Q−1,QA˜Q−1,QB˜}
is such that Â is a diagonal and such that 0  Â < I , thus it is a Schur matrix with
positive diagonal entries, and Ĉ = B̂ ′. Finally, as detailed in the proof of Proposition
1, this last property and the minimality of the realization, implies that, after possibly
a further transformation, all entries of Ĉ, hence of B̂, are positive. 
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5. Further results
The results expressed in Propositions 1 and 3 can be used as building blocks
to construct (possibly non-minimal) positive realizations for more general transfer
functions. For, consider the following simple facts.
Lemma 2 (see [9, p. 236] and [10, pp. 116–117]). Consider the transfer functions
G1(λ) and G2(λ). Suppose G1(λ) and G2(λ) have positive realizations. Then
Gp(λ) = G1(λ)+G2(λ), Gs(λ) = G1(λ)G2(λ),
Gf (λ) = G1(λ)1 −G1(λ)G2(λ)
have positive realizations.
Proof. Let {C,A,B} and {H,F,G} be positive realizations of G1(λ) and G2(λ),
respectively. A realization of Gp(λ) is{[
C H
]
,
[
A 0
0 F
]
,
[
B
G
]}
,
hence the first claim.
A realization of the cascaded system Gs(λ) is{[
0 H
]
,
[
A 0
GC F
]
,
[
B
0
]}
,
hence the second claim.
Finally, a realization of Gf (λ) is{[
C 0
]
,
[
A BH
GC F
]
,
[
B
0
]}
,
hence the last claim. 
Lemma 3. Consider the strictly proper transfer function G1(λ) and suppose it
has a positive realization. Then for any α > 0 there exists β such that3 G2(λ) =
(αλ+ β)G1(λ) has a positive realization for any β  β.
Proof. Let {C,A,B} be a positive realization of G1(λ). Then, limλ→∞G2(λ) =
αCB  0 and a realization of G2(λ)–αCB is given by
{C(αA+ βI), A,B}.
3 In general, G2(λ) is not strictly proper.A proper, but not strictly proper, transfer functionG2(λ) has
a positive realization {C,A,B,D} if G2(λ) = C(λI − A)−1B +D, the triple {C,A,B} is as described
in Section 2 and D = limλ→∞G2(λ)  0.
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Hence, there exists β such that for any β  β all the entries of C(αA+ βI) are
non-negative, and this proves the claim. 
Remark 2. Note that the β in Lemma 3 does not need to be positive, i.e. the zero
added to the transfer function may be a non-minimum phase zero.
The above facts show that the cascade and parallel interconnections of transfer
functions with positive realizations, the positive feedback interconnection of transfer
functions with positive realizations and the addition of (appropriate) zeros to a trans-
fer function with a positive realization, yield transfer functions which admit positive
realizations. These results, together with the conclusions of Propositions 1 and 3,
can be exploited to derive a series of interesting realizability results for classes of
(asymptotically stable) transfer functions, as described in the following statements.
Corollary 1. Let d(s) (resp. d(z)) be a monic polynomial with all real roots (resp.
real non-negative roots). Then the transfer function G(s) = 1/d(s) (resp. G(z) =
1/d(z)) admits a minimal positive realization.
Proof. Note that G(λ) can be written as
G(λ) = 1
λ+ p1
1
λ+ p2 · · ·
1
λ+ pn
with pi ∈ R, for all i = 1, . . . , n if λ = s and 0  pi ∈ R, for all i = 1, . . . , n if
λ = z. Then the result is a simple consequence of Lemma 2. 
Corollary 2. An asymptotically stable transfer function G(s) with n > 1 real poles
−p1, . . . ,−pn, only one zero −ζ such that
ζ > min
i=1,...,n pi,
and positive high frequency gain, i.e. lims→∞ sn−1G(s) > 0, admits a minimal pos-
itive realization.
Proof. If pi < ζ < pj for some i and j then
G(s) =
G1(s)︷ ︸︸ ︷
s + ζ
(s + pi)(s + pj )
G2(s)︷ ︸︸ ︷
µ
∏
k /=i,j
1
s + pk ,
with µ > 0, by positivity of the high frequency gain. Note now that, by Proposition
1, G1(s) has a positive realization, by Corollary 1, G2(s) has a positive realization,
hence the claim follows from Lemma 2.
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If ζ > max
i=1,...,n
pi = pi then
G(s) =
G3(s)︷ ︸︸ ︷
s + ζ
s + pi
G4(s)︷ ︸︸ ︷
µ
∏
k /=i
1
s + pk ,
with µ > 0, by positivity of the high frequency gain. By Lemma 3, used with α = 1
and yielding β = pi , G3(s) admits a positive realization. The claim follows again
as a consequence of Corollary 1 and Lemma 2. 
The discrete time counterpart of Corollary 2 is given in the following statement,
the proof of which is omitted.
Corollary 3. An asymptotically stable transfer function G(z) with n non-negative
poles p1, . . . , pn, only one zero ζ such that
0  ζ < min
i=1,...,n pi,
and positive high frequency gain admits a minimal positive realization.
Corollary 4. Let
G(λ) = n(λ)
d(λ)
be a strictly proper transfer function. Then G(λ) has a positive realization of order
n if and only if
G˜(λ) = n(λ)
d(λ)− kn(λ)
has a positive realization of order n for all k  0.
Proof. The claim is a simple consequence of the result in Lemma 2. Note in fact that
the transfer function G˜(s) can be obtained as the positive feedback interconnection
of G(s) and k  0. 
Remark 3. Consider the tranfer function G˜(λ) in Corollary 4. If G˜(λ) has a positive
realization of order n for a given k or for all k  k > 0, then G(λ) may not have a
positive realization of any order.
6. Examples
In this section we present a few simple examples to illustrate the theory developed.
Example 1. Consider the transfer function
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G(s) = 4s
2 + 14
s3 + 6s2 + 11s + 6 .
In [8] it has been shown, using the property that the impulse response g(t) is zero
for some t > 0, that this transfer function does not have a compartmental realiza-
tion.4 We now show that it does not have a diagonal realization using the result in
Proposition 1. For note that
G(s) = 4
s
− 24
s2
+ 114
s3
− 444
s4
+ 1554
s5
+ O
(
1
s6
)
,
hence
H3 =

 4 −24 114−24 114 −444
114 −444 1554

 >0,
which proves the claim.
Example 2. Consider the transfer function
G(s) = 4s
2 + 16s + 14
s3 + 6s2 + 11s + 6 .
Note that
G(s) = 4
s
− 8
s2
+ 18
s3
− 44
s4
+ 114
s5
− 308
s6
+ O
(
1
s7
)
,
hence
H3 =

 4 −8 18−8 18 −44
18 −44 114

 > 0
and
σH3 =

 −8 18 −4418 −44 114
−44 114 −308

 < 0.
As a result, G(s) has a minimal, diagonal, positive, compartmental realization.
Example 3. Let
G(z) = 1
(z− 1)(z− 3)(z− 5) .
It is easy to see, using Proposition 3, that this transfer function does not have a min-
imal positive diagonal realization. Nevertheless, by Corollary 1 it has the minimal
positive realization
4 A positive realization {C,A,B} is a compartmental realization if for any i, ∑j aji  0, see [8].
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[0 0 1] ,

1 0 01 3 0
0 1 5

 ,

10
0



 .
Example 4. Let
G(z) = (z+ β)(z− 1/2)
z(z− 3/4)
with β  0. By Proposition 3 the transfer function
G˜(z) = z− 1/2
z(z− 3/4) =
2/3
z
+ 1/3
z− 3/4
has a positive realization. Hence, by Lemma 3 the transfer function G(z)− 1 has a
realization{[
β 3/4 + β] , [0 00 3/4
]
,
[
2/3
1/3
]}
,
and this is positive for any β  0. As a result, G(z) has a positive realization. Finally,
note that for β = 0, the realization is non-minimal, whereas it is minimal for β > 0.
Example 5. Consider the transfer function
G(s) = s + β
(s + 1)(s + 3)(s + 5)− k(s + β)
with β > 1 and k > 0. Note that the denominator polynomial has roots in the stable
half of the complex plane for all k ∈ [0, 15/β). By Proposition 1, Lemma 2 and
Corollary 2, the transfer function G(s) has a positive realization of order three for
any k > 0. Note that this agrees with the fact that the impulse response is positive
for all t ∈ (0,∞), as shown in Fig. 1.
Observe, finally, that by Lemma 2, we can also conclude that the transfer function
G′(s) = 1
(s + 1)(s + 3)(s + 5)− k(s + β)
with β > 1 and k > 0 has a positive realization of order four. Note that it may not
have a positive minimal realization.
Example 6. To illustrate Remark 3 consider the transfer function
G(z) = z− 1/4
z2
,
which does not admit a positive realization of any order. Consider now the positive
feedback interconnection of G(z) with a positive gain k, namely
G˜(z) = z− 1/4
z2 − k(z− 1/4) .
A simple computation shows that G˜(z) admits a positive minimal realization for
any k  1. Note that, G˜(z) is asymptotically stable for 4/5 < k < 4/3.
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Fig. 1. Impulse response of the transfer function G(s) in Example 5 for β = 6 and k ∈ [0, 5/2].
7. Conclusions and outlook
The problem of existence (and construction) of positive realizations for continu-
ous and discrete time systems has been studied. It has been shown that the existence
of a diagonal, minimal, positive realization can be characterized in terms of proper-
ties of two sub-matrices of the (infinite) Hankel matrix. It has also been shown that
particular interconnections of systems with positive realizations retain the property
of possessing positive realizations. Applications of these results to the construction
of non-minimal positive realizations for classes of, not necessarily asymptotically
stable, systems have also been discussed. A few examples illustrate the general the-
ory.
The development of a multi-variable counterpart of the proposed results is under
investigation and will be reported elsewhere.
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