In industry, shape optimization problems are of utter importance when designing structures such as aircraft, automobiles and turbines. For many of these applications, the structure changes over time, with a prescribed or non-prescribed movement. Therefore, it is important to capture these features in simulations when optimizing the design of the structure. Using gradient based algorithms, deriving the shape derivative manually can become very complex and error prone, especially in the case of time-dependent non-linear partial differential equations. To ease this burden, we present a high-level algorithmic differentiation tool that automatically computes first and second order shape derivatives for partial differential equations posed in the finite element frameworks FEniCS and Firedrake. The first order shape derivatives are computed using the adjoint method, while the second order shape derivatives are computed using a combination of the tangent linear method and the adjoint method. The adjoint and tangent linear equations are symbolically derived for any sequence of variational forms. As a consequence our methodology works for a wide range of PDE problems and is discretely consistent. We illustrate the generality of our framework by presenting several examples, spanning the range of linear, non-linear and time-dependent PDEs for both stationary and transient domains.
Introduction
Shape optimization problems constrained by partial differential equations (PDEs) occur in various scientific and industrial applications, for instance when designing aerodynamic aircraft [26] and automobiles [13, 21] , or acoustic horns [2] .
Shape optimization problems for systems modeled by non-cylindrical evolution PDEs are encountered for example, in fluid-structure and free boundary problems [19] . This category of optimization problems was introduced in the 1970's [4] and studied with perturbation theory in the setting of fluid mechanics [24] . The theoretical foundation for this class of problems where laid by the perturbation of identity method [20] , and the speed method [35] . An recent overview of the development and theory in shape analysis for moving domains can be found in [19] .
Mathematically, these problems can be written in the form:
min Ω J(Ω, u),
where J is the objective functional and u is the solution of a PDE over the domain Ω:
Here, E denotes the PDE operator. We allow Ω to be steady (i.e. a static domain) or be time-dependent (i.e. a morphing domain). Problem (1) is typically solved numerically by employing gradient based optimization algorithms, which require the shape derivative of the goal functional (1a) with respect to the domain Ω. To obtain an overall fast optimization solver, it is critical that the computation of the shape derivative is efficient. A finite difference approximation of the shape gradient scales linearly with the number of shape parameters (typically the mesh coordinates), making it infeasible for many practical problems. The adjoint method is a much more efficient alternative: it yields the first order derivative (the shape gradient) at the equivalent cost of solving one linearized PDE, the adjoint PDE, independent of the number of shape parameters.
Manually deriving and implementing the adjoint and shape derivatives is a laborious and difficult task, especially for time-dependent or non-linear PDEs [22] . Algorithmic differentiation (AD) aims to automate this process by building a computational graph of all elementary mathematical operations in the PDE model. Since the derivative/adjoint of each elementary operation is known, the AD tool can apply the chain rule repeatedly to obtain the full derivative. This idea has been successfully applied in the context of shape optimization, for instance to the finite volume solvers MIT GCM [14] , OpenFOAM [32] , SU2 [6, 27, 34] and TAU [10] . In these works, the AD tool was applied directly to the Fortran or C++ implementation. One downside of such a 'low-level' approach is that the mathematical structure of the forward problem gets intertwined with implementation details, such as parallelization and linear algebra routines, resulting in high memory requirements and a slow-down of 2-10x compared to the theoretical optimal performance [32] .
To avoid this intertwining, [8, 9] introduced a high-level AD framework for models that solve PDEs with the finite element method. The idea is to treat each variational problem in the model as a single operation [5] (instead of a sequence of elementary linear algebra operations, such as sums, products, etc. as low level AD would do). The AD tool dolfin-adjoint [8, 18] implements this idea within the FEniCS [15] and Firedrake [25] frameworks. The derivative and adjoint of a variational problem (needed by the AD tool) are available through the Unified Form Language (UFL) [1] which expresses variational problems symbolically and allows for automatic symbolic manipulation. The high-level AD approach has a number of advantages compared to lowlevel AD, for instances near optimal performance and natural parallel support [28] . However, differentiating with respect to the mesh has not been possible in dolfin-adjoint.
The key contribution of this paper is to extend the high-level AD framework in dolfinadjoint to support shape derivatives for PDE models written in FEniCS/Firedrake. To achieve this, dolfin-adjoint tracks changes in the mesh as part of its computational graph, by overloading the Mesh-class in FEniCS/Firedrake and the corresponding assemble and solve routines. The shape derivatives of individual variational forms are obtained using pull back to the reference element and Gâteux derivatives, which was recently added to UFL [12] . We demonstrate that our approach inherits the advantages of dolfin-adjoint with minimal changes to the forward problem, supports first and second order shape derivatives and supports both static and timedependent domains shapes.
The paper is organised as follows: First, in Section 2.1, we give a brief introduction to shape analysis for continuous problems with time-dependent domains. Then, in Sections 2.2 and 2.3, we present the same analysis from a discrete shape analysis setting, using finite differences for temporal discretization, and finite elements for spatial discretization. With this analysis at hand, in Section 2.4, we present how to use high-level algorithmic differentiation to differentiate the discrete shape optimization problem. In Section 3, we explain which FEn-iCS/Firedrake operators that had to be overloaded to enable shape sensitivities. In Section 4, we verify the implementation through a documented example, where we compute the first and second order shape sensitivities of a time-dependent PDE over a morphing domain and ver-ify them with a Taylor convergence study. In Section 5.1, we highlight the generality of the implementation, using different optimization methods to solve an optimization problem with an analytic solution [24] . Then, in Section 5.2 we compute and verify first and second order shape sensitivities for a time-dependent, non-linear partial differential equation. Finally, we summarize the core results and findings in Section 6.
High-Level AD for shape optimization
The goal of this section is to derive a high-level algorithmic differentiation method for the computation of shape derivatives for functionals defined on time-dependent domains.
First, in Section 2.1 we give a brief summary of the field of continuous shape analysis for time-dependent domains. Secondly, in Section 2.2, we consider discrete shape derivatives, where the goal functional on the time-dependent domain is discretized with a finite difference temporal discretization. Then, in Section 2.3, we present the discrete time-dependent shape optimization problem. Following, in Section 2.4 we describe how to obtain discretely consistent shape sensitivities using algorithmic differentiation. Finally, in Section 2.5, we mention some of the generalizations that is not covered by the previous sections.
Continuous shape-analysis on time-dependent domains
This subsection gives a brief overview of the main results for shape differentiation over timedependent domains. A thorough overview can be found in [19] .
For an initial space domain Ω 0 ⊂ R d we define the space-time tuple Q 0 = [0, T ] × Ω 0 . Then, we define a smooth perturbation mapθ : Q 0 → R d and the image
The perturbed, noncylindrical evolution domain is called a tube and defined as Qθ := ∪ 0<t<T (t × Ωθ(t)).
(
The map of the evolution domain is exemplified in Figure 1 . We call Ω 0 the base of the tube.
Ωθ(t)
Qθ Figure 1 : Graphical illustration of a tube Q 0 perturbed with the vector fieldθ.
In the setting of shape optimization, we would like to solve the following problem
where A is the collection of all admissible shape evolution sets. The cost functional J is typically expressed in terms of integrals over the noncylindrical evolution domain and/or its lateral boundary. To be able to employ standard differential calculus, we reformulate the functional in terms of θ, that is j(θ) := J(Qθ). This formulation is also relevant in cases where the functional is not only dependent on the tube, but the vector field that builds the tube. This occurs for instance in fluid structure interaction problems and convection diffusion problems, as illustrated in Section 4. With this formulation, Problem (3) becomes
For the shape analysis of (4), we consider a prototypical example where j is a volume integral:
where u(θ) ∈ H(Qθ) is a function in a suitable Hilbert space H. We define the non-cylindrical material derivative of u atθ, Qθ ∈ A, in direction δθ := δθ •θ with δθ :
if the limit exists a.e. for (t, x) ∈ Qθ. Here I : R d → R d is the identity operator. The non-cylindrical shape derivative is related to the material derivative by
The method of mappings is used to obtain the shape derivative of Equation (5) . We recall the theorem for the tube derivative of volume functionals, as presented in Chapter 6 of [19] .
Theorem 1 (Tube derivative of a volume functional [19] ) For a bounded domain Ω 0 assume that δθ = δθ •θ and its inverse is a C 1 differentiable function with respect to all inputs and outputs. Then if u(θ) admits a non-cylindrical material derivativeu(θ) · δθ, then j(θ) = Qθ u(θ) dQθ is differentiable atθ ifθ is in the set of admissible functions, and the derivative of j is given by
A similar result can be derived for functionals involving boundary integrals, see [19] . Theorem 1 holds for continuous tubes, that is tubes with a continuous perturbation fieldθ(t, x).
To numerically solve partial differential equations and the corresponding shape optimization problem, the tube has to be discretized. In the optimization community, there are two different pathways to compute sensitivities: first optimize then discretize, and first discretize then optimize. In this paper, we will consider the discretize-then-optimize strategy, therefore we next consider the temporal discretization of a time-dependent shape optimization problem.
Tube derivatives on time-discretized domains
For the temporal discretization, we divide the time domain [0, T ] into N intervals, separated at t i , i = 0, . . . , N . We also define N + 1 vector fieldsθ i (x) : R d → R d that describe the domain perturbations from the ith to (i + 1)th time-step, as visualized in Figure 2 . We define Ωθ
as the ith discrete domain used for each time-step, where Ωθ 0 =θ 0 (Ω 0 ). As in Section 2.1, we will use the prototypical functional (5) to illustrate the concepts of discretized tube derivatives. We note at this point that the algorithmic differentiation (AD) framework presented in Section 2.4 generalizes to a wide range of functionals, including boundary integrals, products of integrals etc.
We use a generalized finite difference scheme to rewrite (5) and obtain the time-discretized functional
where w i is the ith finite difference weight andθ := (θ 0 , ...,θ N ). Following the same steps as in Theorem 1, one obtains the shape gradient of the time-discretized functional:
where δθ i is the perturbation function at the ith time-step, and the material derivativeu(θ i ) is defined asu
Discrete time-dependent shape optimization problems with PDE constraints
Using the notation from Section 2.1, we can write a continuous shape optimization problem with PDE constraints as
where j(u,θ) is the (non-discretized) goal functional, E(u,θ) is a time-dependent PDE operator with solution u over Qθ, where Qθ is the non-cylindrical evolution domain, as described in Section 2.1. As in Section 2.2, we discretize the problem in time with finite differences. This yields a sequence E 0 (u 0 ), · · · , E N (u 0 , · · · , u N ) of PDE operators for each time-step.
Each PDE operator is discretized in space using the finite element method (FEM) for finding a numerical approximation to the PDE. Therefore, we find the variational formulation for each PDE operator E i by multiplying with a test-function v ∈ V i (Ωθ i ), and performing integration by parts if needed. We use F i to denote the corresponding variational formulation of E i .
With that, the discretized version of problem (12) reads
whereū 0 , · · · ,ū N are the implicit solution operators solving
If at one time-step the domain changes in the inwards normal direction, then there exist points x ∈ Ωθ i−1 where x / ∈ Ωθ i , and thus previous solutions must be mapped to Ωθ i . Examples of such mappings in the continuous and finite element setting are given in [3] .
Algorithmic differentiation for the discrete shape optimization problem
This subsection explains how to compute the discretely consistent shape gradient for Problem (13) using algorithmic differentiation (AD). The fundamental idea of algorithmic differentiation is to break down a complicated numerical computation, like a numerical finite element model, into a sequence of simpler operations with known derivatives. By systematic application of the chain rule, one obtains the derivative of the composite function using only partial derivatives of these simple operations [11] .
There are two different modes of AD, namely the forward mode and reverse mode. Forward mode AD computes directional derivatives, while reverse mode AD computes gradients. Hence, forward mode AD is most often applied when the number of outputs are greater than the number inputs, and the reverse mode is used in the opposite case.
In this paper, we consider first order meshes, thus meshes where each cell is defined by their vertices. Therefore, the discrete control variable will be a vector-function with degrees of freedom on each of the vertices. This corresponds to a function in the finite element function space of piecewise continuous, element linear functions. Typically, such a function has thousands to millions of degrees of freedom. Therefore the reverse mode is a popular choice for first order derivatives. For second order derivatives, a combination of forward and reverse mode is the most efficient [22] .
In order to apply AD to the discretized shape optimization problem (13) , we decompose our model into four unique operations:
1. Domain perturbation at the ith time-step:
2. PDE solver at the ith time-step, solving the variational problem (13b):
3. Spatial integration of the functional at the ith time-step:
4. Temporal integration of the functional:
With these operations, we can create a computational graph for the functional evaluation of (13a). The left side of Figure 3 illustrates the subgraph associated with j i . The edges represent dependencies between variables, where the arrows are pointing in the direction information is flowing. The dashed lines represent any number of dependencies which enter from or exit the subgraph, i.e. edges that connect with a subgraph for j k with k = i. A node is illustrated as an ellipse. We denote nodes without incoming edges as root nodes.
In forward mode AD, the labels in the forward graph can be substituted with directions or perturbations. For non-root nodes, these directions are computed as the partial derivative in the direction of predecessor nodes. For example, the direction at the ellipse for Ωθ i will be
where δΩθ i−1 and δθ i are the directions at the Ωθ i−1 and δθ i ellipses, respectively. In the case of root nodes, the user specifies some initial direction.
When performing reverse mode AD, the flow of information is reversed. Thus, the computational graph is reversed with arrows pointing in the opposite direction and new operations are associated with the edges and nodes. To start off a reverse mode AD, a weight ξ in the codomain of the forward functional j is chosen. The weight can be thought of as a vector with the result of the AD computations being the vector-Jacobian product ξ T Dj, where Dj is the Jacobian matrix of j.
The right side of Figure 3 illustrates the reverse mode AD for the subgraph of j i . Each node in the reverse graph is associated with the corresponding node in the forward graph. The last node in the forward graph is associated with the first node of the reverse graph etc. Unlike the forward graph, the edges now represent the propagation of a different variable than the one found inside the ellipses. An outgoing edge from an ellipse represents the product of the value inside the ellipse and the partial derivative of the associated variable of the upstream node, with respect to the variable associated with the downstream node. For example, the edge in the reverse AD graph associated with j and j i represents the product ξ T ∂j ∂j i . At the points where multiple arrows meet the values of the edges are summed producing the result inside the ellipse. Thus, the values inside the ellipse is the gradient or total derivative of ξ T j with respect to the variable associated with the ellipse in the forward graph. For brevity, the values along the dashed lines are omitted.
For each forward operation, the AD tool needs to have access to the partial derivatives with respect to its dependencies. In forward AD mode, the partial derivative is multiplied from the right with a direction δ, while in reverse AD mode it is left multiplied with a weight ξ. We will now go through the operations in the order they are encountered in the reverse mode. Figure 3 : The acyclic subgraph for the operations required on the ith time-step of the partial differential equation. On the left hand side the forward computational subgraph is illustrated, with the resulting reverse AD graph on the right hand side. The initial ξ scales the derivative and is usually chosen to be 1.
The summation operator j
Considering the operation j = N i=0 w i j i , the partial derivative with respect to j i is ∂j ∂j i = w i . For a direction δ or weight ξ, the right and left multiplications are w i δ and ξw i , respectively.
The integral operator j i
Next we consider the operation j i (u i ,θ i ) = Ωθ i u i dx. The partial derivative with respect to u i can directly be obtained using standard differentiation rules. The partial derivative ∂j i ∂Ωθ i is slightly more complicated. To obtain a discretely consistent partial shape derivative for a functional containing finite element functions, we do a brief recollection of the core results of [12] .
Let {K l } l∈L be a partition of Ωθ i such that the elements K l are non-overlapping, and ∪ l K l = Ω(θ i ). We denote the mapping from the reference cellK to K l as φ l (K), for each l ∈ L. Consider the perturbation function τ i
Thus, the perturbed domain can be written as the partition
Using the finite element discretization and change of variables, we rewrite the integral operation (16) as an integral over the reference element
As shown in [12] the shape derivative can be written using the Gâteaux derivative of the map
which is the directional derivative with direction δθ i required for forward mode AD. When performing reverse mode AD with a weight ξ, the full Jacobian of (19) assembled and multipled by ξ. The derivation of ∂j i ∂Ωθ i [·] is automatically computed in FEniCS using [12] .
The implicit PDE operationū i
For the implicit functionū i , the output
Let us consider a placeholder variable m ∈ M , where M is the appropriate vector space, which could be any of the dependencies ofū i . For the PDE solution of u i , we require two operations
are the results of previous computations of the forward and reverse mode, respectively.
For forward mode the directional derivative can be computed using the tangent linear model of the PDE
In the reverse mode, the derivative is computed in two steps. First the adjoint equation is solved
where the * denotes the Hermitian adjoint. Second, the partial derivative ofū i with respect to any variable m can be computed as
Thus, if m is equal to Ωθ i , the derivative is computed on the reference element, as described for j i in the previous section.
The domain perturbation operatorθ i
The mesh perturbation operatorθ i (x) = x +θ i (x) is linear in both x andθ i , and its derivatives are the identity operations. Thus, for forward mode AD with direction δ or reverse mode AD with weight ξ, the result is δ or ξ, respectively.
Generalizations
In the previous sections, we considered a prototypical example for the functional j, where there were no explicit dependencies ofθ i in the integrand, and the integrand was not a function of spatial derivatives. However, as shown in the next section, this is not a limitation of the algorithmic differentiation framework. Additionally, the previous sections did not explicitly handle boundary conditions. These can be handled either strongly or weakly in the proposed framework.
Implementation
To solve Problem (13) numerically, we use the FEniCS project [15] and dolfin-adjoint [17] . The FEniCS project is a framework for solving PDEs using the finite element method. It uses the Unified Form Language [1] to represent variational forms in close to mathematical syntax. UFL has support for symbolic differentiation of forms, and recently, shape derivatives, see Ham et al. [12] . The user-interface of the FEniCS-project is called dolfin [16] , and has both a Python and C++ user-interface. dolfin-adjoint is a high-level algorithmic differentiation software, that uses operator overloading to augment dolfin with derivative operations. dolfin-adjoint implements both tangent linear (forward) and adjoint (reverse) mode algorithmic differentiation. Secondorder derivatives are implemented using forward-over-reverse mode, where tangent linear mode is applied to the adjoint model.
For this paper, we have extended dolfin-adjoint to compute shape derivatives of FEniCS models. The following subsections will go through these extensions.
The domain perturbation operatorθ i
Since the domain perturbation operation has the computational domain, represented by the dolfin.Mesh, and a dolfin.Function as input, these two classes is overloaded such that they can be added to the computational graph. The operator in dolfin-adjoint which representsθ i is the ALE.move function. Therefore, we have added the operations required to evaluate first and second order derivatives, as required by the different AD modes.
The implicit PDE operationū i
The simplest way of solving a PDE in FEniCS, is to write the variational formulation in UFL, then call solve(Fi==0, ui, bcs=bc), where Fi is the ith variational formulation, ui the function to solution is written to, and bcs a list of the corresponding Dirichlet boundary conditions. We extended the overloaded solve operator in pyadjoint to differentiate with respect to dolfin.Mesh, as explained in Section 2.4.2.
The integral operator j i
Integration of variational formulations and integrals written in UFL is performed by calling the assemble-function. This function can return a scalar, vector or matrix, depending on the form j i . This operator has been extended with shape derivatives, as explained in Section 2.4.2. In general, the assemble function can be used in combination with the implicit PDE operationū i , in for instance KrylovSolver and PETScKrylovSolver.
The summation operator
This operation has been overloaded in pyadjoint, and no additions was required for shape derivatives.
Firedrake
Since Firedrake uses the same high-level user interface to solve PDEs, the solve and assemble implementation only has minor differences. However, Firedrake has a unique handling of meshes. Therefore, the overloading of the mesh class differs from the one used in dolfin. The mesh perturbation command ALE.move(mesh, perturbation), is replaced by mesh.coordinates.assign(mesh.coordinates + perturbation).
4 Documented demonstration, application and verification of tube derivatives in FEniCS.
In this section, we will illustrate how dolfin-adjoint can be used to solve problems with timedependent domains, highlighting key implementation aspects along the way. Consider the following problem:
and u is the solution of the advection-diffusion equation
u(x, y, 0) = 0 on Ωθ(0).
The advection velocity ∂θ ∂t is the time derivative of the domain deformationθ. In this example, the stem of the tube will be defined by a circular domain with a circular hole, as depicted in Figure 4 . We choose the initial perturbation velocity field ∂θ ∂t (t, x) = rot(x(t)) = rot(x 1 (t), x 2 (t)) = (2πωx 2 (t), −2πωx 1 (t)) T . The physical interpretation of this setup is that the hole is rotating around the center of the circular domain. In FEniCS, we start by importing dolfin and dolfin-adjoint, which is overloading core operations of dolfin. Here, dolfin-adjoint overloads the dolfin.Mesh-class, as it is the integration domain that is input to the discretized variational formulation. Next, we define relevant physical quantities and time discretization variables. To describe the initial mesh movement discretely, we discretize the equation for ∂θ ∂t with a Crank-Nicholson scheme in time, yielding: Findθ n := x(t n ) − x(t n−1 ) such that for all test-functions z ∈ V (θ n , z) Ω = 1 2 ∆t(rot(x(t n−1 ) +θ n ) + rot(x(t n−1 )), z) Ω .
In FEniCS, the deformation field is defined as a CG-1 field, where the degrees of freedom are on each of the vertices of the element. The variational form is written in the Unified Form Language [1] , yielding The next step is to discretize Equation (25a) with a Crank-Nicholson discretization scheme, yielding: Find u n ∈ W 1 h such that for all v ∈ W 0
where u n−1/2 = 1 2 (u n + u n−1 ),θ n−1/2 = 1 2 (θ n +θ n−1 ). We start by creating the variational form symbolically, as it will be re-used for every time-step. We let F_u be a function of the mesh velocity V. For each iteration in the for-loop in Code 1, we obtain a computational sub-graph similar to Figure 3 . The first addition to the computational graph is the ALE.move-command in line 37. Then, the solve command in line 41 is added to the graph, and finally the assemble-function in line 40 is added to the computational graph.
Fixed rotational motion
The mesh-movement PDE F s that is solved in Code 1 is not represented in the computational graph, due to the operation with stop_annotating(). This means that we only consider rotation as an initial movement for the domain, but that the shape derivative will not restrict changes in the domain to be rotational. To obtain as system respecting the rotational motion, one can replace line 31-40 in Code 1 with Code 2, where we have decomposed the perturbation field into a static component, the rotation S, and the varying componentθ i . 
Verification
With the full code for computing the forward problem, we define the reduced functionalĴ, which is a function of the perturbationsθ i . The Jhat.derivative call on the last line applies the shape AD framework, solving the corresponding adjoint equation and computing the shape derivatives.
The shape gradients for the two approaches Code 1 (left) and Code 2 (right) is visualized in Figure 5a and Figure 5b for t = 0, 1, 2, 3 using the l2 Riesz representation of the gradient.
The key difference is that in the first approach (Code 1), the rotation of the obstacle is not differentiated through in the shape derivative, and the gradient direction is not the direction of rotation. For the second approach (Code 2), the differentiation algorithm respects that the obstacle always rotates with a given speed, and the gradient is therefore in the direction of the outer normal, making the heating obstacle wider, emitting more heat.
To verify the algorithmic differentiation algorithm, one can perform Taylor-tests of the reduced functionalĴ. This test is based on the fact that
where Θ = (θ 0 , · · · ,θ N ), ∂Θ = (∂θ 0 , · · · , ∂θ N ). This is done in dolfin-adjoint by calling convergence_summary = taylor_to_dict (Jhat , thetas , dthetas )
where dthetas is a list of N + 1 perturbation vectors used in the Taylor test. Choosing the test directions δθ i = (1 − x 2 − y 2 1 − x 2 − y 2 ) yields Table 1 and Table 2 for the two different (a) Evolution of the state variable and shape derivative for the time-dependent shape problem. The shape gradients are scaled with 0.1.
(b) Evolution of the state and shape derivative for the problem with the domain movement decomposed into a static and variable component. The shape gradient is scaled with 0.025. Figure 5 : Evolution of the state variable and shape derivatives for T = 0, 1, 2, 3.
37 · 10 −7 − h/2 1.87 · 10 −3 0.93 9.47 · 10 −5 2.00 2.96 · 10 −8 3.00 h/4 9.56 · 10 −4 0.96 2.37 · 10 −5 2.00 3.71 · 10 −9 3.00 h/8 4.85 · 10 −4 0.98 5.92 · 10 −6 2.00 4.64 · 10 −10 3.00 Table 1 : Residuals and convergence rates for forward problem where the movement only consists of rotation, which is the control variable.
Rate h 6.04 · 10 −2 − 6.46 · 10 −5 − 5.52 · 10 −8 − h/2 3.02 · 10 −2 1.00 1.62 · 10 −5 2.00 6.90 · 10 −9 3.00 h/4 1.51 · 10 −2 1.00 4.04 · 10 −6 2.00 8.63 · 10 −10 3.00 h/8 7.56 · 10 −3 1.00 1.01 · 10 −6 2.00 1.08 · 10 −10 3.00 Table 2 : Residuals and convergence rates for forward problem where the movement is decomposed in to a fixed motion (rotation), and the motion that is the control variable. approaches of choosing the control variable. The computational domain consists of 7854 cells.
Finally, we consider the performance of the automatically computed derivatives, and the corresponding adjoint equations. A comparison of the run-time for the forward, backward and second order adjoint equations are shown in Tables 3 and 4 for the two different setups of the problem. In addition to these timings, we compared the run-time of the forward problem with and without the overloading actions in dolfin-adjoint. The overloading actions increased the forward run-time with less than 5 percent. Table 4 : Computational time for the different operations in dolfin-adjoint, when the movement is decomposed into two components, a fixed movement, and the movement that is the control variable. We used a computational domain consisting of 30886 elements, and an an end time T = 4.
Numerical Examples
In this section, we will present two examples, highlighting the new features of dolfin-adjoint. First, we solve a shape optimization problem for a stationary PDE with an analytic solution.
In this example, we investigate different ways of computing the shape gradient with different mesh deformation techniques. Then, in the second example we illustrate that dolfin-adjoint can compute shape sensitivities of time-dependent and non-linear PDEs with very little overhead to the forward code. In this example, we consider a functional consisting of the drag and lift coefficients of an obstacle subject to a Navier-Stokes fluid flow.
Pironneau benchmark
The first example will illustrate how dolfin-adjoint can be used to solve shape optimization problems with a wide range of approaches. We present how to use Riesz representations with appropriate inner product spaces, how to use custom mesh deformation schemes, as well as how to differentiate through the mesh deformation scheme.
We consider the problem of minimizing the dissipated fluid energy in a channel with a solid obstacle, with the governing equations being the Stokes equations. This problem has a known analytical solution [24] , an object shaped as an American football with a 90 degree back and front wedge.
In order to avoid trivial solutions of the optimization problem, volume and barycenter constraints are added as quadratic penalty terms to the functional. The optimization problem is written as:
subject to
in Ω(s),
where Ω is the unperturbed domain, Ω(s) the perturbed domain,Vol(Ω) = 1 − 
Custom mesh deformation schemes
As for the documented example in Section 4, the shape derivative will have its main contributions on the boundary. To use a L 2 (Ω) Riesz representation of the shape derivative to perturb the domain will lead to a degenerated mesh. Similarly, the H 1 (Ω) Riesz representation often yield degenerate meshes for large deformations.
Therefore, we introduce a mesh deformation scheme that consist of bilinear forms a(d, s) = dJ(Ω(θ))[s]. There exists a wide variety of such schemes, for instance a linear elasticity equation with spatially varying Lamé parameters [31] , restricted mesh deformations [7] and convectiondiffusion equations using Eikonal equations for distance measurements [30] .
To solve the optimization problem (29) , we use Moola [23] . What distinguishes Moola from many optimization packages, is that it uses the native inner products to determine search directions and convergence criteria. This means that for functions living in H(Ω), it uses the inner product (u, v) Ω = Ω u · v dx. Code 5 illustrates how to use the Moola interface in combination with Code 4, using a Newton-CG solver with a custom Riesz representation. 
Custom descent schemes
Using Riesz representations without mesh-quality control can lead to inverted/degenerated elements, and the tolerances for the Newton-CG method has to be chosen appropriately. An alternative approach would be to use a restricted gradient descent scheme, as presented by [7] , where the Riesz representation has additional restrictions, as well as a mesh quality control check in the descent scheme.
Differentiation of the deformation schemes
In the two previous approaches, the shape gradient is first computed, then corresponding mesh deformation is computed through mesh deformation schemes, with or without restrictions. A third approach is to differentiate through the mesh deformation scheme. This is illustrated by employing a slightly modified version of the elasticity equation presented in [31] . We rewrite the optimization problem (29) as (Bc i (Ω(s(h))) − Bc i (Ω)) 2 (31a) subject to Equation (30) and
where the stress tensor σ and strain tensor is defined as
As in [31] , we set the Lamé parameters as λ elas = 0 and let µ elas solve
This approach can be though of as finding the boundary stresses that deforms the mesh such the energy dissipation in the fluid is minimized. Using this approach, a Riesz representation of the control h ∈ L 2 (∂Ω) suffices, as the mesh deformation is a function of the control variable. This is implemented in dolfin-adjoint using the BoundaryMesh class and the transfer_from_boundary function. An outline of the implementation is given in Code 6. 
Results
In Figure 7 , we compare the three approaches described in the last three sections. The custom steepest descent algorithm was manually terminated after 100 iterations. The custom deformation scheme was terminated when the L 2 (Ω) norm of the gradient representation was less than 9 · 10 −3 (with a total of 16 conjugate gradient iterations). As the gradient representation for the custom deformation scheme is not discretely consistent, a lower termination criteria can not be set. For the differentiation through the mesh deformation scheme, the gradient termination criteria of 5 · 10 −6 was reached after 6 iterations (with a total of 71 conjugate gradient iterations). The drag was reduced from 24.3019 to 20.5397 for the custom gradient descent scheme, 20.5393 for the custom deformation scheme and 20.5385 for the differentiation through mesh deformation.
(a) Mesh deformation after 100 iterations of a custom steepest descent algorithm, using a restricted gradient representation.
(b) Mesh deformation after 5 iterations of a Newton-CG algorithm using a custom deformations scheme as a Riesz representation in Moola.
(c) Mesh deformation after 6 iterations of a Newton-CG algorithm differentiating through the mesh deformation scheme.
(d) Comparison of the front wedge of the meshes for each deformation scheme at their final iteration. The two Newton-CG based algorithms have almost the exact boundary representation, but with different interior node displacement. Figure 7 : Comparison of the different methods of solving the shape optimization, using (a) A custom gradient representation combined with a Newton-CG solver, (b) a custom steepest descent algorithm with mesh quality checks and restrictions on the gradient representation, (c) differentiation through the mesh deformation scheme, only using the boundary nodes as design parameters.
Non-linear time-dependent Navier-Stokes equations
The aim of this example is to compute shape derivatives for the Featflow DFG-3 benchmark [33] . This example is challenging because the Navier-Stokes problem consists of a transient, nonlinear equation with a non-trivial coupling between the velocity and pressure field. We write the Navier-Stokes equations on the following form: Find the velocity u and pressure p such that ∂u ∂t
u(x, 0) = 0 in Ω,
where Ω is visualized in Figure 8 , ν = 0.001 the kinematic viscosity, T = 8 the end time and H = 0.41 the height of the fluid channel. For two-dimensional problems, the drag and lift coefficients can be written as [29] C D (u, p, t) = 2 ρLU 2 mean ∂Ω obstacle (ρνn · ∇u t n y − pn x ) ds,
C L (u, p, t) = − 2 ρLU 2 mean ∂Ω obstacle (ρνn · ∇u t n x + pn y ) ds,
where n = (n x , n y ) is the outward pointing normal vector, u t = u · (−n y , n x ) is the tangential velocity component at the interface of the obstacle ∂Ω obstacle , U mean = 1 the average inflow velocity, ρ = 1 the fluid density and L = 0.1 the characteristic length of the flow configuration. We chose the functional J as an integrated linear combination of the drag coefficient C D and the lift coefficient C L . 
J(u, p) =
and the Lamé parameters are set in a similar fashion as in Equation (34) . The design parameters of this problem is therefore the stress applied to the mesh vertices at the boundary ∂Ω obstacle . The Navier-Stokes equations (35) are discretized in time using backward Euler method and a time-step of ∆t = 1/200. For the spatial discretization, we use the Taylor-Hood finite element pair. The mixed velocity pressure function space has 14,808 degrees of freedom. The non-linear problem at each time-level is solved using the Newton method.
The first and second order shape derivatives of Equation (37) is computed with respect to a change in h, and is verified with a Taylor-test in a similar fashion as in Section 4. The results are listed Table 5 and shows the expected convergence rates.
R 0
Rate R 1 Rate R 2 Rate h 1.16 · 10 −3 − 4.32 · 10 −7 − 7.15 · 10 −10 − h/2 7.89 · 10 −4 1.00 1.08 · 10 −7 2.00 9.0 · 10 −11 2.99 h/4 3.94 · 10 −4 1.00 2.70 · 10 −8 2.00 1.11 · 10 −11 3.02 h/8 1.97 · 10 −4 1.00 6.75 · 10 −9 2.00 1.27 · 10 −12 3.12 Table 5 : Taylor test showing the zeroth, first and second order Taylor expansion (28) for the functional (37). We observe expected convergence rates for each of the expansions.
In Table 6 , we time the different operations performed by dolfin-adjoint. The adjoint computation is faster than the forward computation, as the forward computation is non-linear, and require on average 2 Newton iterations per time-step.
Operation
Run-time (s) Rate Forward problem 465.34 -First order derivative (Adjoint problem) 312.00 0.67 Second order derivative (TLM & 2nd adjoint problem) 807.52 1.74 Table 6 : Timings of the operations for computing the forward solution, and the first and second order derivative for the Navier-Stokes problem with a total of 14 808 degrees of freedom for the mixed problem.
The implementation of the mesh deformation scheme consists of 26 lines of Python code. The forward problem consists of 45 lines of code. The IO for reading in meshes and corresponding markers from XDMF is 7 lines of code. The additional overhead that has to be added to the code to do automatic shape differentiation of the problem is 7 lines of code.
Concluding remarks
In this paper we have presented a new framework for solving PDE constrained shape optimization problems for transient domains using high-level algorithmic differentiation on the finite element frameworks FEniCS and Firedrake. We have demonstrated the flexibility of the implementation, by considering several different aspects of shape optimization, as time-dependent, non-linear problems and time-dependent shapes. We have verified the implementation by solving a shape optimization problem an analytic solution. Additionally, the automatically computed first and second order shape derivatives have been verified through Taylor expansions. In this paper, we have limited the presentation to geometries described by first order geometries. Therefore, an natural extension to the current software would be to support higher order geometries.
