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Abstract
We analyze the chiral symmetry breaking of QCD in the Coulomb gauge. Using
flow equations, we derive the renormalized gap equation and the Bethe-Salpeter
equation and show that they are finite in both UV and IR regions. No additional UV
renormalization is required in the chiral limit. We take into account the hyperfine
interaction as well as chiral symmetry breaking and obtain the pi−ρ mass splitting
caused by the instantaneous and dynamical interactions.
1 Introduction
The connection between the fundamental quantum chromodynamics (QCD) and the
constituent quark model (CQM) is still a puzzling feature in hadron physics. While the
CQM appears to be based on a rather simple vacuum, the QCD has a complicate non-
perturbative vacuum structure manifested by the color confinement and the dynamical
breaking of the chiral symmetry. In this respect, one of the most intriguing phenomena
in hadron physics may be the mass splitting between the pion (spin 0) and the ρ meson
(spin 1), which seems to exibit an interplay between the spin-spin interactions and the
chiral symmetry breaking.
In the CQM the spin hyperfine interaction, ψ†Tαψψ†Tαψ, which is a nonrelativistic
reduction of one gluon exchange is believed to produce the π − ρ mass splitting [1].
However, in the nonrelativistic constituent quark model one obtains the smaller value
of mass splitting than the experimental observation. Also the typical behavior of the
hyperfine interaction yields the splitting as αs/mqmq¯ and restricts the applications of
the nonrelativistic CQM to mesons containing at least one heavy quark. Alternatively,
the π−ρ mass splitting is explained in QCD by the dynamical chiral symmetry breaking
caused by the chiral noninvariant QCD vacuum. According to the ’t Hooft anomaly
condition [2], the chiral symmetry in QCD is broken in the Nambu-Goldstone mode and
the pion is the Goldstone boson. However, this argument is kinematical and the detailed
dynamical mechanism of chiral symmetry breaking in QCD remains unclear.
Even before the existence of QCD, Nambu and Jona-Lasinio [3] successfully described
the dynamical breaking of chiral symmetry by the fermion pair condensation. In QCD
a number of approaches have been applied to the problem of chiral symmetry break-
ing. Lattice gauge simulations, though limited to light quarks, predict a nonzero quark
condensate and show a nonlinear dependence on the light quark mass. In continuum a
dynamical mass is obtained by solving some sort of Dyson-Schwinger equation in QCD
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[4]. Moreover the chiral perturbation theory provides the results deviated from the exact
chiral limit where Goldstone mode is given by Mpi = 0.
Our approach referred as the pairing or the BCS vacuum model is close to the original
suggestion by Nambu and Jona-Lasinio, which was exploited later by number of authors
[5], [6], [7], [8]. Given a chiral-invariant interaction between massless quarks, ψ†Tψψ†Tψ,
one obtains a gap equation by seeking a lowest-energy solution, i.e. the ground vacuum
state which turns out to be noninvariant under chiral symmetry. Subsequent many-body
solution of the Bethe-Salpeter equation in this vacuum provides the information on the
light-meson spectrum, in particular the Goldstone boson–pion. However, it is difficult
to solve directly the original theory based on the strongly correlated chiral-noninvariant
vacuum. The general strategy is to perform a Bogoliubov-Valatin transformation and
obtain a simple chiral-invariant vacuum at the expence of generating more complicated
chiral-noninvariant quark interaction. Introducing concept of a quasiparticle, the quark
mass becomes an unknown parameter, which can be determined by solving the gap
equation. This program has been completed by Le Yaouanc et al. [5] and Adler and
Davis [6] for the Coulomb gauge QCD Hamiltonian, without invoking explicit gluon
degrees of freedom. As a result, the nonzero dynamical quark mass, m(k) 6= 0, and the
chiral condensates, 〈ψ¯ψ〉 6= 0, as well as the π − ρ mass splitting have been obtained.
However, one encountered a ultraviolet divergent problem in both gap and Bethe-Salpeter
equations. Depending on the formulation, one may also face the infrared problem. In this
work, we include the dynamic gluon degrees of freedom utilizing the flow equations and
obtain the renormalized gap and Bethe-Salpeter equations that are finite both in UV and
IR regions. Introducing quasiparticles as elementary degrees of freedom, one may provide
a possible connection between the BCS (pairing) model and the CQM. In particular, we
investigate what is responsible for the π − ρ mass splitting. The spontaneous chiral
symmetry breaking is nonperturbative in nature and manifests for small (zero) quark
masses, while the hyperfine interaction is the leading order of the perturbation theory
and describes nonrelativistic dynamics of large quark masses as dictated by the CQM.
Our starting point in this approach is the QCD which has a complex chiral noninvari-
ant vacuum and a strong chiral-invariant interaction between light particles. It is however
an extremely difficult problem to solve the QCD at hand, because it is a strongly coupled
theory with a nonfixed number of particles. Instead, we notice that the CQM provides
reliable predictions in hadron physics and the relatively heavy constituents are coupled
weakly by the chiral-noninvariant interactions. In the CQM, the vacuum is simple and
invariant under the chiral transformations. It is an open question whether the weak cou-
pling CQM is dual to the strong coupling QCD. Perhaps, an ultimate goal in solving
QCD is to find such a dual transformation that converts the strong interacting QCD
to a weak interacting effective theory. The many body approach suggests the BCS type
Bogoliubov-Valatin (BV) transformation to fill the gap between QCD and CQM. We
therefore adopt that the BV transformed QCD that has a chiral-invariant vacuum, but
contains chiral-noninvariant interactions. The interactions can be decomposed into the
strong BCS interactions, that reflect the chiral symmetry breaking and the residual weak
interactions. Namely, the QCD Hamiltonian may be represented in the BV transformed
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massive basis as
HQCD = H0 +H
I
QCD = (H0 +Hphen) + (H
I
QCD −Hphen) ≡ HNP +HPT , (1)
where H0 is a free Hamiltonian, H
I
QCD contains all QCD interactions, and Hphen is
a phenomenological QCD inspired interaction Hamiltonian. We assume that after BV
transformation, i.e. in the massive quasiparticle basis, one can choose Hphen in a way
that it absorbes all stong interacting part of HIQCD. Therefore, (H0 +Hphen) = HNP is
a strong interacting part which corresponds to the zero’th order BCS approximation,
and (HIQCD − Hphen) = HPT is a weak residual interaction part which can be treated
perturbatively.
In this work, we use the Coulomb gauge QCD Hamiltonian, as a starting point. As
discussed above, we then reorganize the Hamiltonian in such a way that the nonpertur-
bative part includes the free Hamiltonian and the instantaneous interactions, summing
the Coulomb and linear confining potentials, HNP = H0 + Vinst, and the perturbative
part corresponds to the dynamical interactions with propagating perturbative gluons,
HPT = Vdyn.
The success of the BCS (pairing) model [6] may be due to the explicit nonperturbative
features such as dynamical chiral symmetry breaking and massive quasiparticle modes.
Our aim here is to include the dynamical interactions perturbatively in the framework of
BCS (pairing) model. Previously in Refs. [5]–[7] the many-body relativistic Hamiltonian
which contains the chiral-noninvariant interactions in a quasiparticle basis was solved
directly for the lowest Fock sectors. In this way, only the particle-number-conserving in-
teractions were taken into account. In principle, such a model [6] incorporates an exten-
sive Fock space, because of the residual dynamical interactions which change the particle
number to describe transition amplitudes between different Fock sectors. However, these
interactions invariant under chiral symmetry were neglected since they were assumed to
be weak. We now use the method of flow equations and include these supposedly weak
interactions.
The flow equations perform a sequence of unitary transformations to generate an
effective Hamiltonian which is block-diagonal in the particle number space. This defines
a resulting quasiparticle basis obtained both by the Bogoluibov-Valatin transformation
and the flow equations, which includes the effects from the dynamical interactions as well
as the dynamical chiral symmetry breaking of vacuum. Since the dynamical interactions
mix low and high Fock states, they are responsible for the high energy region. Including
these interactions is a vital step to reproduce a correct ultraviolet behavior, since it
accounts for the dynamical propagation of gluons. This is missing when only the static
chiral noninvariant interaction is taken into account. The presence of both static and
dynamic interactions in an effective Hamiltonian makes it possible to compare our results
with the covariant calculations.
The paper is organized as followes. Section 2 concentrates on the formulation of
an effective block-diagonal Hamiltonian in the Coulomb gauge QCD. In Section 3 this
Hamiltonian is applied to one- and two- body sectors, and analytic formulations of the
gap and Tamm-Dancoff/Random Phase Approximation equations are presented. In Sec-
tion 4, the gap and TDA/RPA equations are solved numerically and the results are
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summarized. The summary and conclusions follow in Section 5. The details of the QCD
motivated Hamiltonian, the second order flow equations, the gap equation with a double
normal ordering, the analytic proof of nonzero pion mass in TDA/RPA and the RPA for
the S and D wave ρ mesons are presented in Appendices A, B, C, D and E, respectively.
2 Effective QCD Hamiltonian in Coulomb gauge
As mentioned in the introduction, we proceed with an effective Coulomb gauge QCD
Hamiltonian given by
H = H0 + Vinst + Vdyn = HNP +HPT , (2)
where H0 is the free Hamiltonian, Vinst is the instantaneous interaction describing static
properties, and Vdyn is the dynamical interaction involving the gluon propagation. It
may be considered in this Hamiltonian that the gluon field is decomposed into the non-
perturbative, ANP , and perturbative, APT , components, i.e. Atotµ = A
NP
µ + A
PT
µ . Once
the nonperturbative gluon configurations are averaged over after fixing the gauge and
performing the BV transformation, the nonperturbative component may give rise to the
strong instantaneous interactions both in quark [9] and gluon [10] sectors. The non-
perturbative gluon field is then absorbed completely into Vinst and the nonperturbative
gluon condensate 〈H0〉 = 〈FµνF µν〉 (mixing terms with both ANP and APT give either
zero or higher powers in fields). On the other hand, the perturbative gluon field is in-
cluded in the free Hamiltonian and the dynamical interactions. Both of them describe the
propagating dynamical gluons. We combine the free Hamiltonian and the instantaneous
interactions and build a nonperturbative part of the Hamiltonian, H0 + Vinst = HNP ,
which gives the zero’th order approximation. The dynamical interactions are included in
the perturbative Hamiltonian, Vdyn = HPT , and are treated perturbatively.
In the Coulomb gauge, the free Hamiltonian is then given by
H0 =
∫
dxψ¯(x) (−iγ ·∇+m)ψ(x)
+ Tr
∫
dx
(
Π2(x) +B2A(x)
)
, (3)
where the non-abelian magnetic field is B = Bi = ∇jAk − ∇kAj + g[Aj, Ak], and its
abelian part is represented byBA. The degrees of freedom are the transverse perturbative
gluon field A = AaT a (A ≡ APT ), its conjugate momentum Π, and the quark field in
the Coulomb gauge. Motivated by the quark model phenomenology [], we introduce a
confining potential to account for the nonperturbative physics, and add it to the existing
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Coulomb potential in the instantaneous interaction [9] (only for the quark component) 1
Vinst = −1
2
∫
dxdyψ¯(x)γ0T
aψ(x)V˜L+C(|x− y|)ψ¯(y)γ0T aψ(y) , (5)
where the kernel is a sum of linear and Coulomb potentials defined by
Cf V˜L+C(r) = σr − Cf αs
r
, (6)
with the string tension σ = 0.18GeV 2 in accordance with lattice predictions, αs = g
2/4π
and the fundamental Casimir operator Cf = (N
2
c −1)/2Nc = 4/3 for Nc = 3. The fourier
transform of the instantaneous potential, Eq. (6), gives
Cf V˜L+C(|q|) = −Cf4παs
q2
− 8πσ
q4
. (7)
The dynamical interaction includes the minimal quark-gluon coupling, Vqg, and the non-
abelian three- and four-gluon interactions, Vgg, i.e. Vdyn = Vqg + Vgg, where
Vqg = −g
∫
dxψ¯(x)γ ·A(x)ψ(x)
Vgg = Tr
∫
dx
(
B2(x)−B2A(x)
)
, (8)
with the perturbative gluon field A ≡ APT and the corresponding perturbative compo-
nent of the magnetic field. In what follows, we focus on the first term; the quark-gluon
coupling. The goal is to use flow equations to scale the dynamical interactions to lower
energies by eliminating the quark-gluon coupling and to generate an effective quark inter-
action which can be diagonalized nonperturbatively for bound states when the generated
terms are added to the instantaneous phenomenological interaction. In this process the
renormalization will also be achieved by introducing second order O(g2) canonical coun-
terterms which remove the UV divergences from equations for physical quantities. Since
the dynamical interactions represent the canonical Coulomb gauge QCD interactions
proportional to the coupling constant, we assume that they are weak and the entire
procedure may be conducted perturbatively. There is no over representation or double
counting, because the phenomenological interaction determine the infrared (IR) behavior
while the dynamical interactions free from IR divergences describe the UV part. As shown
below, the dynamical part gives rise to the hyperfine interaction (ψ†αT aψ)(ψ†αT aψ) in
the quark sector, which should be added to the instantaneous terms in order to avoid
the UV divergences and noncanonical renormalization in the gap and Bethe-Salpeter
equations.
1Generally, the nonabelian Coulomb interaction has both quark and gluon components
Vinst = −1
2
∫
dxdyρa(x)V ab(x,y)ρb(y) , (4)
since the density ρ in the non-abelian Coulomb interaction is the full QCD color charge, given as
ρa(x) = ψ¯(x)γ0T
aψ(x) + fabcAb(x) ·Πc(x).
5
Along with the second quantization we choose basis states and expand the quark and
gluon field operators in normal modes. Because of the phenomenological interaction in
the quark sector given by Eq. (5), the trivial perturbative vacuum |0〉 may not be the
minimum ground state for our Hamiltonian given by Eq. (2). Thus, we introduce a trial
nonperturbative vacuum state |Ω〉 containing quark condensate which can be determined
variationally. This is analogous to the BCS type vacuum studies [5], [6]. We refer the
state |Ω〉 as the BCS vacuum. The Fock space is constructed from this vacuum using
quasiparticle operators b† and d† which appear in the field expansions given by
ψ(x) =
∑
s
∫
dk
(2π)3
[u(k, s)b(k, s) + v(−k, s)d†(−k, s)]eikx
A(x) =
∑
a
∫ dk
(2π)3
1√
2ω(k)
[a(k, a) + a†(−k, a)]eikx
Π(x) = −i∑
a
∫
dk
(2π)3
√
ω(k)
2
[a(k, a)− a†(−k, a)]eikx , (9)
where b|Ω〉 = d|Ω〉 = 0. Note that, since the phenomenological interaction appears only in
quark sector, the ’gluon part’ of vacuum state is considered as trivial, i.e. a|Ω〉 = a|0〉 = 0.
Hence, the gluon Fock space represents eigenstates of free gluon Hamiltonian with single
particle energy ω(k) = |k|. In Eq. (9), the quark operators are given in the helicity
basis and all descrete numbers (helicity, color, and flavor for the quarks and color for
the gluons) are collectively denoted as s and a, respectively. We use the spinors in the
massive basis, i.e. the nonzero effective quark mass is explicitly included in the spinor;
u(k, s) =
√
E(k) +M(k)
(
1
σ · k/(E(k) +M(k))
)
χs
=
1√
2
 √1 + s(k)χs√
1− s(k)(σ · kˆ)χs

v(−k, s) =
√
E(k) +M(k)
( −σ · k/(E(k) +M(k))
1
)
(−iσ2χs)
=
1√
2
 −√1− s(k)(σ · kˆ)(−iσ2χs)√
1 + s(k)(−iσ2χs)
 , (10)
where the sine and cosine of the Bogoliubov angle Φ(k) denoted as sin(Φ(k)) = s(k)
and cos(Φ(k)) = c(k), respectively, are given by
s(k) =
M(k)√
k2 +M2(k)
, c(k) =
k√
k2 +M2(k)
E(k) =
√
k2 +M2(k) . (11)
Here, E(k) is a single-quark energy which we refer as a gap energy. The effective quark
mass M(k) is kept as an unknown variational parameter in the calculations and found
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from the gap equation by minimizing the ground state (vacuum) energy. This approach is
equivalent to set up the Coulomb gauge pairing model [5], [6], that involves a Bogoliubov-
Valatin transformation to a vacuum containing a qq¯ condensate and uses optimization
principle to give an equation for the condensate wave function |Ω(k)〉. Here χs and ηs are
the standard two-component Pauli spinors of a particle and an antiparticle, respectively,
and for an antiparticle η−s = −iσ2χs, i.e. χ1/2 = (1, 0), χ−1/2 = (0, 1) and η−1/2 = (0, 1),
η1/2 = (−1, 0). With the definition given by Eq. (10), the spinors satisfy the nonrelativis-
tic normalization and orthogonality relations; u†(k, s)u(k, s) = v†(−k, s)v(−k, s) = 1
and u†(k, s)v(−k, s) = v†(−k, s)u(k, s) = 0. Canonical (anti)commutation relations are
{b(k, s), b†(k′, s′)} = {d(−k, s), d†(−k′, s′)} = (2π)3δ(k − k′)δs,s′
[ai(k, a), a
†
j(k
′, a′)] = (2π)3δ(k − k′)Dij(k)δa,a′ , (12)
where the gluon operators a = ai(k)
a =
∑
λ=1,2 ǫi(k, λ)a
a(k, λ) are transverse, i.e. k ·
aa(k) = k · aa†(k) = 0, and Dij(k) is a polarization sum
Dij(k) =
∑
λ=1,2
ǫi(k, λ)ǫj(k, λ) = δij − kˆikˆj , (13)
with unit vector component kˆi = ki/|k| and kˆi ·Dij(k) = 0.
The complete QCD motivated Hamiltonian, Eq. (2), can now be expressed in second
quantized form, using Eq. (9), and normal ordered with respect to the trial vacuum |Ω〉. In
addition to the two-body interactions, normal ordering leads to the condensate (vacuum
expectations) and one-body operators which should be regulated in UV region with the
cut-off Λ ≫ ΛQCD since they include the fields at one point. The final expressions are
rather complicate as summarized in Appendix A.
Since our goal is to obtain effective dynamical interactions in the quark sector 2, we set
up the flow equation scheme for the Hamiltonian Eq. (2), ignoring pure gluon non-abelian
contribution Vgg, i.e. for H = H0 + Vinst + Vqg. We restrict the nonperturbative part of
the Hamiltonian to the diagonal (particle number conserving) sector, since HNP is the
zeroth approximation that should not be eliminated by flow equations. The perturbative
Hamiltonian which includes the quark-gluon coupling and mixes different Fock sectors
is attributed to the rest (particle number changing) sector;
Hd = HNP = H0 + Vinst
Hr = Vqg . (14)
Since the quark-gluon coupling is first order, O(g), we eliminate it using flow equations
perturbatively. All terms are detailed in Appendix A along with the free Hamiltonian
operator containing the kinetic K and the condensate O terms in the zero’th and second
2 In this work only perturbative mixing between different Fock sectors via Vqg is considered. In order
to consider the nonperturbative mixing between quark and gluon sectors, one should include the gluon
component of the instantaneous phenomenological interaction and the dynamical triple- and four-gluon
terms. Nonperturbative glueball calculations in a pure gluon sector can be found in the first paper of
[11].
7
orders in coupling, H
(0)
0 = K
(0) +O(0) (the same for H
(2)
0 ). The details of Wegner’s flow
equations [12] in QCD were presented in the previous papers [11].
Having identified the diagonal and rest parts of the Hamiltonian, we now construct
the generator, η, and solve flow equations for the first two leading orders. The leading
order O(g) flow equation reads
dV (1)qg (l)
dl
= [η(1)(l), K(0)(l)]
η(1)(l) = [K(0)(l), V (1)qg (l)] , (15)
where the kinetic and quark-gluon vertex terms are given by (see also Eqs. (152) and
(164) in Appendix A);
K(0) =
∑
s
∫
dk
(2π)3
E(k)[b†s(k)bs(k) + d
†
s(k)ds(k)] +
∑
a
∫
dk
(2π)3
ω(k)aa†i (k)a
a
i (k) ,
(16)
and
V (1)qg = −
∑
s1,s2,a
∫ ( 3∏
n=1
dkn
(2π)3
)
 g0(k1,k2,k3; l)ds1(−k1)T abs2(k2) aai (k3)√
2ω(k3)
v†s1(−k1)αius2(k2)(2π)3δ(3)(k1 − k2 − k3)
+ g1(k1,k2,k3; l)[b
†
s1(k1)T
abs2(k2)
aai (k3)√
2ω(k3)
u†s1(k1)αius2(k2)(2π)
3δ(3)(k1 − k2 − k3)
− d†s1(−k1)T ads2(−k2)
aai (k3)√
2ω(k3)
v†s2(−k2)αivs1(−k1)(2π)3δ(3)(k2 − k1 − k3)]
+ g1′(k1,k2,k3; l)
aa†i (k1)√
2ω(k1)
ds2(−k2)T abs3(k3)v†s2(−k2)αius3(k3)(2π)3δ(3)(k3 − k1 − k2)
+ H.c.
]
, (17)
respectively. Here, E(k) =
√
k2 +M2(k) (Eq. (11)) and ω(k) = k. By implementing flow
equations, the effective coupling constants are generated (see below) as g0(k1,k2,k3; l),
g1(k1,k2,k3; l) and g1′(k1,k2,k3; l), which are the functions of all three momenta corre-
sponding to a given Fock sector (Note here that the different Fock sector operators flow
differently in energy-momentum as indicated by 0, 1 and 1′ subscripts here and below)
and depend upon the flow parameter l. From Eq. (17) the leading order generator is
η(1) = − ∑
s1,s2,a
∫ ( 3∏
n=1
dkn
(2π)3
)
 η0(k1,k2,k3; l)ds1(−k1)T abs2(k2) aai (k3)√
2ω(k3)
v†s1(−k1)αius2(k2)(2π)3δ(3)(k1 − k2 − k3)
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+ η1(k1,k2,k3; l)[b
†
s1
(k1)T
abs2(k2)
aai (k3)√
2ω(k3)
u†s1(k1)αius2(k2)(2π)
3δ(3)(k1 − k2 − k3)
− d†s1(−k1)T ads2(−k2)
aai (k3)√
2ω(k3)
v†s2(−k2)αivs1(−k1)(2π)3δ(3)(k2 − k1 − k3)]
+ η1′(k1,k2,k3; l)
aa†i (k1)√
2ω(k1)
ds2(−k2)T abs3(k3)v†s2(−k2)αius3(k3)(2π)3δ(3)(k3 − k1 − k2)
− H.c.
]
, (18)
where
ηi(k1,k2,k3; l) = Di(k1,k2,k3)gi(k1,k2,k3; l) , (19)
for i = 0, 1, 1′, with energy terms (i.e. energy denominators in the old fashioned pertur-
bation theory)
D0(k1,k2,k3) = −(E(k1) + E(k2) + ω(k3))
D1(k1,k2,k3) = E(k1)− E(k2)− ω(k3)
D1′(k1,k2,k3) = ω(k1)−E(k2)−E(k3) . (20)
The solution of the flow equations, Eq. (15), for the effective coupling constants is given
by
gi(l) = g(0)exp(−D2i l) , (21)
which eliminates the quark-gluon coupling, Eq. (17), for l → ∞, as anticipated. Corre-
spondingly, the new operators in the particle number conserving sectors are generated
from the second order O(g2) flow equation
dH
(2)
d (l)
dl
= [η(1)(l), V (1)qg (l)] , (22)
which contribute to the effective block-diagonal Hamiltonian. One can always eliminate
the particle number changing off-diagonal terms, H(2)r , appearing in second order by
choosing the generator η(2) = [K(0), H(2)r ] in addition to η
(1). Solving the flow equations,
Eq. (15) and Eq. (22), the block-diagonal effective Hamiltonian, Heff , renormalized to
the second order is obtained (See details in Appendix B) as
Heff(Λ) = H0(Λ) + Vinst(Λ) + Vgen(Λ) + δXCT (Λ) , (23)
where Vgen includes new operators generated via perturbative elimination of the dynam-
ical interaction, the quark-gluon coupling Vqg, present in the original Hamiltonian, Eq.
(2). The cut-off dependence on Λ is introduced by regulating operator products which ap-
pear at one point and contribute UV divergences in the momentum space loop integrals.
Regularization results in a large sensitivity of the effective Hamiltonian to parameter Λ
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which is set at the UV scale. In order to eliminate this Λ dependence, a renormaliza-
tion procedure is used. The renormalization is achieved through second order by adding
the counterterm, δXCT , such that in the limit Λ → ∞ the effective Hamiltonian, Eq.
(23), and hence equations derived using Heff are UV finite and do not depend on the
cut-off parameter Λ. Therefore we can omit the cut-off notation in Heff , Eq. (23); i.e.
Heff(Λ) = Heff . As shown below, the cut-off sensitivity is very weak in the perturbative
renormalization.
In what follows we focus on the quark sector and consider only the quark renormal-
ization which goes through the second order and includes quark self-energy calculation.
In the Hartree approximation the Dyson equations for the instantaneous and generated
self-energies are (See details in Appendix C)
Σinst(k) = 2
∫ dq
(2π)3
CfVL+C(k, q)γ0S
(3)(q)γ0
Σgen(k) = 2
∫ dq
(2π)3
1
2
CfW (k, q)γiS
(3)(q)γjDij(k − q) , (24)
where, using Eqs. (9) and (10), the equal time 3-d quark propagator, S(3), is related to
the Feynman propagator, S(4),
〈Ω|1
2
[ψα(x, 0), ψ¯β(y, 0)]|Ω〉 =
∫
dk
(2π)3
eik(x−y)
∫
dk0
2π
iS(4)(k, k0)
=
∫
dk
(2π)3
eik(x−y)
1
2
(∑
s
us(k)u
†
s(k)γ0 −
∑
s
vs(−k)v†s(−k)γ0
)
αβ
=
∫
dk
(2π)3
eik(x−y)
1
2
(
1
2
(γ0 + s(k)− γ · kˆc(k))αβ − 1
2
(γ0 − s(k) + γ · kˆc(k))αβ
)
=
∫
dk
(2π)3
eik(x−y)
1
2
(
s(k)− γ · kˆc(k)
)
αβ
, (25)
and is given by
S(3)(k) =
∫
dk0
2π
iS(4)(k, k0) =
1
2
(
s(k)− γ · kˆc(k)
)
. (26)
In Eq. (24), the potential functions are given by
CfVL+C(k, q) =
1
2
Cfg
2
(k − q)2 +
4πσ
(k − q)4
CfW (k, q) =
Cfg
2
ω(k− q)(E(q) + ω(k − q)) . (27)
Note that this form of generated potential is valid for a large loop momentum q and
sufficient for the renormalization. In general W is more complicate (For details, see
Appendices B and C). The complete proper self-energy reads
Σ = Σinst + Σgen . (28)
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Making a non-relativistic ansatz for the self-energy, Σ can be represented as
Σ = Σ(k) = mA(k) + γ · kB(k) , (29)
where A and B are some scalar functions. In order to find A we apply trace, Tr, to the
l.h.s. and r.h.s. of Eq. (24). Multiplying the l.h.s. and r.h.s. of Eq. (24) by γ · kˆ and
applying trace after that, one can find B. The following self-energies are obtained
Σinst(k) =
∫ dq
(2π)3
CfVL+C(k, q)s(q)e
−q2/Λ2
+ γ · kˆ
∫
dq
(2π)3
CfVL+C(k, q)c(q)kˆ · qˆe−q2/Λ2
Σgen(k) =
∫
dq
(2π)3
CfW (k, q)s(q)e
−4q2/Λ2
+ γ · kˆ
∫
dq
(2π)3
CfW (k, q)c(q)kˆ · lˆqˆ · lˆe−4q2/Λ2 , (30)
where l = k−q, and exponents are the regulating functions (Appendix B). We calculate
the divergences associated with the self-energy Σ (Eq. (29)) given by
Σdiv = mAdiv + γ · kBdiv , (31)
and define the quark mass and wave function corrections as
δm = mAdiv
Z − 1 = Bdiv , (32)
respectively. 3 Separating the divergences, one has
Σdivinst(k) = m
∫
dq
(2π)3
1
q
lim
q→∞
CfVL+C(k, q)e
−q2/Λ2
+ γ · k 1
k
∫
dq
(2π)3
lim
q→∞
CfVL+C(k, q)kˆ · qˆe−q2/Λ2
Σdivgen(k) = m
∫
dq
(2π)3
1
q
lim
q→∞
CfW (k, q)e
−4q2/Λ2
+ γ · k 1
k
∫
dq
(2π)3
lim
q→∞
CfW (k− q)kˆ · lˆqˆ · lˆe−4q2/Λ2 , (34)
since for the large momenta, q → ∞, s(q) → m/q and c(q) → 1 with the current
quark mass m. The integrals following the structures Im and γ · k are identified as
3 In general,
δm = Σdiv|k2=m¯2
Z − 1 = (dΣdiv/(γµkµ)) |k2=m¯2 , (33)
where m¯ is the renormalization point (the renormalized mass). This definition is consistent with the one
given above.
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Adiv and Bdiv, respectively. In Eq. (31), Σdiv includes the instantaneous and generated
divergent contributions, Σdiv = Σdivinst + Σ
div
gen, while only a Coulomb potential in the in-
stantaneous interaction has UV divergent behavior. As shown below, the divergent terms
Adiv and Bdiv and hence both corrections δm and Z reduce to constants. This means
that the effective Hamiltonian Eq. (23) can be renormalized canonically by introducing
a momentum-independent counterterm, δXCT , which corresponds to a local operator.
The divergent self-energy operator, Eq. (31), appears as a correction to the quark free
Hamiltonian, Eq. (3),
H0 + Σ
div =
∫
dxψ¯(x)[m(1 + Adiv)− iγ ·∇(1 +Bdiv)]ψ(x)
=
∫
dxψ¯(x)[(m+ δm)− Z iγ ·∇]ψ(x) , (35)
that justifies the above definitions of the mass and wave function corrections, Eq. (32).
Calculating integrals in Eq. (30), we find
Σdivinst = m
(
Cfg
2
(4π)2
4 lnΛ
)
+ γ · k
(
Cfg
2
(4π)2
8
3
lnΛ
)
Σdivgen = m
(
Cfg
2
(4π)2
2 lnΛ
)
+ γ · k
(
Cfg
2
(4π)2
(−8
3
) lnΛ
)
, (36)
where, as expected, the leading Λ2 divergence does not appear in the quark sector. This
results in
δm =
Cfg
2
(4π)2
6m ln Λ
Z = 1 , (37)
for the sum of instantaneous and generated terms. Note that the combined instantaneous
and dynamical terms together do not require the wave function renormalization, however
each term alone requires this renormalization. Therefore the only necessary counterterm
is the quark mass counterterm
δXCT (Λ) = MCT (Λ)
∫
dxψ¯(x)ψ(x) , (38)
which absorbs the UV divergences in the quark sector of Heff as Λ→∞. Here,
MCT (Λ) = −δm = −Cfg
2
(4π)2
6m ln Λ . (39)
The mass counterterm is proportional to the bare quark mass, m, and thus vanishes in
the chiral limit m → 0. This means that, provided both instantaneous and dynamical
terms are included, the quark sector of the effective Hamiltonian, Eq. (23), is UV finite
in the chiral limit and does not require any renormalization at all. As shown above, Eq.
(36), this happens due to a complete cancelation of divergent wave function corrections
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from the instantaneous and generated terms. The renormalized free quark Hamiltonian
reads
Hren0 (Λ) = H0 + δXCT (Λ) =
∫
dxψ¯(x)m(Λ)ψ(x)
m(Λ) = m+MCT (Λ) = m
(
1− Cfg
2
(4π)2
6 lnΛ
)
, (40)
which insures that the effective Hamiltonian is UV finite in the quark sector.
Our results are in accordance with the canonical renormalization of the Coulomb
gauge QCD Hamiltonian [13], HQCD, since both Hamiltonians, Heff and HQCD, have
the same UV behavior. Extensive discussion in the literature is devoted to a correct
renormalization procedure of an effective Hamiltonian based on the Coulomb gauge, and
the corresponding formulation of UV finite equations [6]. The authors in Ref. [6] claim
that in the chiral limit one is unable to avoid UV divergences and therefore suggested to
introduce a non-canonical momentum-dependent counterterm to absorb them. In related
studies [7] the authors adopt a special prescription of double normal ordering with respect
to the perturbative, |0〉, and the non-perturbative, |Ω〉, vacua in order to cancel the
divergent term (see Appendix C). However, as shown in Appendix C, this prescription
fails for some potentials in the IR region. In all of these cases, the divergence is caused
by the term [6]
1
k
∫
dq
(2π)3
lim
q→∞
CfVL+C(k, q)kˆ · qˆ , (41)
which appears from the instantaneous interaction in the chiral limit (see Eq. (34)). As
shown above, the dynamical interaction which is missing in the mentioned works [6], [7]
has to be included in the Hamiltonian in order to cancel the instantaneous divergent
contribution. It may be analogous to the standard time-ordered perturbation theory,
where all time-ordered diagrams in a given order should be added to obtain a correct
covariant result.
We summarize the matrix elements of Heff , Eq. (23), in the quark sectors of interest
(up to two quark states)
〈Ω|Heff |Ω〉 = Oren(Λ) +Oinst(Λ) +Ogen(Λ)
〈1|Heff |1〉 = Kren(Λ) + Σinst(Λ) + Σgen(Λ)
〈2|Heff |2〉 = Vinst + Vgen , (42)
where |Ω〉 is a shorthand notation for the zero-quark sector (also vacuum state), |1〉 is the
single-quark sector, etc., and all other terms are specified below. One should distinguish
between two types of Heff terms. The first one arises from the normal ordering of the
original Hamiltonian, Eq. (2): the instantaneous interaction with linear plus Coulomb
potentials, labeled by inst. This leads to the self-energy operator Σinst in the one-body
sector, and the condensate term Oinst in the zero-body sector. The energy of the quark
ground state O = Oq comes from the normal ordering of the free quark Hamiltonian
H0 with respect to the vacuum |Ω〉. The second type of terms are dynamical operators
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generated by flow equations and labeled by gen. In Eq. (42) the renormalized condensate
Oren and the kinetic Kren terms are given by (Appendix A)
Oren(Λ) = O + δX0bodyCT (Λ) = −4NcV
∫ dk
(2π)3
[ kc(k) +m(Λ)s(k) ]
Kren(Λ) = K + δX1bodyCT (Λ)
=
∑
s
∫
dk
(2π)3
[
(kc(k) +m(Λ)s(k))[b†s(k)bs(k) + d
†
s(k)ds(k)]
+ (ks(k)−m(Λ)c(k))[b†s(k)d†s(−k) + ds(−k)bs(k)]
]
, (43)
where m(Λ) is defined in Eq. (40). Here, K = Kq and O = Oq are defined by Eqs. (149)
and (154), respectively, in the Appendix A and δX0bodyCT is the mass counterterm given by
Eq. (38) in the zero-body sector (analogous for δX1bodyCT ). The mass counterterms δXCT
cancel the leading lnΛ behavior of the radiative corrections to the vacuum and kinetic
terms. In Eq. (42) the corrections to Oren and Kren, regulated by the exponential cut-off
function, include the condensate terms (Appendix B)
Oinst(Λ) = 2NcV
∫
dkdq
(2π)6
CfVL+C(k, q)
[
1− s(k)s(q)− c(k)c(q)kˆ · qˆ
]
e−(q+k)
2/Λ2 (44)
Ogen(Λ) = −2NcV
∫
dkdq
(2π)6
CfW (k, q)
[
1 + s(k)s(q) + c(k)c(q)kˆ · lˆqˆ · lˆ
]
e−(q+k+l)
2/Λ2 ,
and the polarization operators (Appendix B)
Σinst(Λ) =
∑
s
∫ dkdq
(2π)6
CfVL+C(k, q)
[
s(k)s(q) + c(k)c(q)kˆ · qˆ
]
e−q
2/Λ2
× [b†s(k)bs(k) + d†s(−k)ds(−k)]
+
∑
s
∫ dkdq
(2π)6
CfVL+C(k, q)
[
−c(k)s(q) + s(k)c(q)kˆ · qˆ
]
e−q
2/Λ2
× [b†s(k)d†s(−k) + ds(−k)bs(k)]
Σgen(Λ) =
∑
s
∫
dkdq
(2π)6
CfW (k, q)
[
s(k)s(q) + c(k)c(q)kˆ · lˆqˆ · lˆ
]
e−4q
2/Λ2
× [b†s(k)bs(k) + d†s(−k)ds(−k)]
+
∑
s
∫
dkdq
(2π)6
CfW (k, q)
[
−c(k)s(q) + s(k)c(q)kˆ · lˆqˆ · lˆ
]
e−4q
2/Λ2
× [b†s(k)d†s(−k) + d†s(−k)bs(k)] , (45)
where the potential functions VL+C and W are defined in Eq. (27). The effective quark
interaction includes the two interactions, Vinst + Vgen, that define the effective Hamilto-
nian Eq. (23) in the two-body sector, 〈2|Heff |2〉. We consider only two-quark interactions
which contribute to a meson bound state equation in Tamm-Dancoff (TDA) and Ran-
dom Phase (RPA) approximations. In the c.m. frame the instantaneous and generated
interactions contributing to TDA (X component of the RPA wave function) are (see
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Appendix B)
Vinst =
∑
αβδγ
∫
dkdq
(2π)6
2VL+C(k, q) (46)
×
[
(u†δ(q)uα(k))(v
†
β(−k)vγ(−q)): b†δ(q)T abα(k)dβ(−k)T ad†γ(−q):
+ (u†α(k)uδ(q))(v
†
γ(−q)vβ(−k)): b†α(k)T abδ(q)dγ(−q)T ad†β(−k):
]
Vgen =
∑
αβδγ
∫
dkdq
(2π)6
2W1(k, q)Dij(k − q)
×
[
(u†δ(q)αiuα(k))(v
†
β(−k)αjvγ(−q)): b†δ(q)T abα(k)dβ(−k)T ad†γ(−q):
+ (u†α(k)αiuδ(q))(v
†
γ(−q)αjvβ(−k)): b†α(k)T abδ(q)dγ(−q)T ad†β(−k):
]
.
In RPA (Y component of the RPA wave function), they are given by
Vinst =
∑
αβδγ
∫
dkdq
(2π)6
2VL+C(k, q) (47)
×
[
(v†γ(−q)uα(k))(v†β(−k)uδ(q)): dγ(−q)T abα(k)dβ(−k)T abδ(q):
+ (u†δ(q)vβ(−k))(u†α(k)vγ(−q)): b†δ(q)T ad†β(−k)b†α(k)T ad†γ(−q):
]
Vgen =
∑
αβδγ
∫ dkdq
(2π)6
2W2(k, q)Dij(k − q)
×
[
(v†γ(−q)αiuα(k))(v†β(−k)αjuδ(q)): dγ(−q)T abα(k)dβ(−k)T abδ(q):
+ (u†δ(q)αivβ(−k))(u†α(k)αjvγ(−q)): b†δ(q)T ad†β(−k)b†α(k)T ad†γ(−q):
]
,
where potential functions are given
CfW1(k, q) = −1
2
Cfg
2
ω2(k − q) + (E(k)− E(q))2
CfW2(k, q) = −1
2
Cfg
2
ω2(k − q) + (E(k) + E(q))2 . (48)
and VL+C is defined in Eq. (27). In the next section we utilize the obtained effective
Hamiltonian, with matrix elements given by Eq. (42), to derive and solve the quark gap
and meson bound state equations.
3 Sector solution of the effective Hamiltonian: gap
and bound–state equations
Now that we have eliminated the quark-gluon coupling, which mixes different quark sec-
tors, and obtained the effective quark Hamiltonian, Heff , valid up to the second order
in the coupling constant, we can nonperturbatively diagonalize each sector Hamiltonian,
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Eq. (42). Further, because Heff is also renormalized, the equations for physical observ-
ables are free from the UV divergences. In subsection 3.1 we first investigate the quark
vacuum by formulating the quark gap equation and also calculate the quark condensate.
Then we address the meson spectrum in subsection 3.2. Numerical solutions of the gap
equation and the bound state equations are discussed in the next section (Section 4).
3.1 Gap equation
The gap equation allows the determination of a nontrivial vacuum with quark conden-
sates and propagating quasiparticles (or quarks with a dynamical mass). There are several
ways to obtain this equation, the most common based upon a variational principle to
minimize the vacuum (ground state) energy. The variational parameter is the angle of
transformation from undressed to dressed particle (quasiparticle) operators, Φ(k), which
defines a quasiparticle basis, Eq. (10), with a dynamical quark mass M(k). Therefore,
minimizing the vacuum energy of the effective Hamiltonian, i.e.
δ〈Ω|Heff |Ω〉
δΦ(k)
= 0 , (49)
generates the gap equation for the unknown Φ(k) or M(k). Using Eq. (44) for the
condensate terms
δ
δΦ(k)
(Oren +Oinst +Ogen) = 0 , (50)
the following gap equation is obtained:
ks(k)−m(Λ)c(k) =
∫
dq
(2π)3
CfVL+C(k, q)
[
c(k)s(q)− s(k)c(q)kˆ · qˆ
]
e−q
2/Λ2
+
∫
dq
(2π)3
CfW (k, q)
[
c(k)s(q)− s(k)c(q)kˆ · lˆqˆ · lˆ
]
e−4q
2/Λ2 , (51)
where l = k − q, potential functions VL+C and W are given in Eq. (27), and m(Λ)
includes the mass counterterm (Eq. (40)) defined by Eq. (39).
The gap equation can also be obtained by demanding that the effective Hamiltonian
should not contain off-diagonal one-body terms of the type bd and b†d†. This means that
the BCS vacuum |Ω〉 is stable against quasiparticle pair creation. Therefore, the operator
∑
s
∫
dk
(2π)3
F (k,Φ)[b†s(k)d
†
s(−k) + ds(−k)bs(k)] (52)
of Heff vanishes by choosing
F (k,Φ) = 0 . (53)
Imposing this condition on the nondiagonal matrix elements, labeled nd, of the effective
Hamiltonian in the single quark sector 〈1|Heff |1〉 given by Eqs. (42) and (45), i.e.
ψ¯ [Hren0 + Σ ]ψ|nondiag. → Kndren + Σndinst + Σndgen = 0 , (54)
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yields the same gap equation as above.
The alternative way to obtain the quark gap equation without specifying matrix
elements of Heff is to use the Dyson equation for the self-energy operator Σ, Eq. (24).
With the propagator given by Eq. (26) the instantaneous and generated self-energies
have been found in section 2, Eq. (30). Therefore A and B functions, defined in Eq. (29),
are
mA(k) =
∫ dq
(2π)3
CfVL+C(k, q)s(q)e
−q2/Λ2 +
∫ dq
(2π)3
CfW (k, q)s(q)e
−4q2/Λ2 (55)
kB(k) =
∫ dq
(2π)3
CfVL+C(k, q)c(q)kˆ · qˆe−q2/Λ2 +
∫ dq
(2π)3
CfW (k, q)c(q)kˆ · lˆqˆ · lˆe−4q2/Λ2 .
On the other hand, using the general expression for the self-energy Σ, Eq. (29), the 4-d
dressed Feynman propagator is
S(4)(k, k0) =
1
γ0k0 − γ · k −m− Σ(k)
=
γ0k0 − γ · k(1 +B(k)) +m(1 + A(k))
k20 − Ω2(k)
=
R+(k)
k0 − Ω(k) +
R−(k)
k0 + Ω(k)
Ω(k) =
√
k2(1 +B(k))2 +m2(1 + A(k))2 , (56)
with the residues R±(k) given by
R±(k) =
1
2
[
γ0 ± m(1 + A(k))
Ω(k)
]
∓ 1
2
γ · k1 +B(k)
Ω(k)
. (57)
The integration over k0, Eq. (25), with the residues R±(k) gives the 3-d equal-time
propagator
S(3)(k) =
∫ dk0
2π
iS(4)(k, k0) =
m(1 + A(k))− γ · k(1 +B(k))
2Ω(k)
, (58)
and comparing Eq. (58) with Eq. (26) for S(3) we see that
s(k) =
m(1 + A(k))
Ω(k)
, c(k) =
k(1 +B(k))
Ω(k)
, (59)
where Ω(k) is given in Eq. (56). Essentially Eq. (59) is the gap equation. Eliminating Ω
in Eq. (59)
s(k)k(1 +B(k))− c(k)m(1 + A(k)) = 0 , (60)
and substituting A and B, Eq. (55), we obtain again the same quark gap equation, Eq.
(49).
Due to the gap equation, Eq. (54), the single-quark operator is diagonal
∑
s
∫
dk
(2π)3
ε(k)[b†s(k)bs(k) + d
†
s(k)ds(k)] , (61)
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and therefore it can be associated with an effective quark energy, ε(k),
ψ¯ [Hren0 + Σ ]ψ|diag. → Kdren + Σdinst + Σdgen = ε(k) . (62)
The vanishing non-diagonal part of this operator, Eq. (54), is given by Eq. (60), then its
diagonal part is
ε(k) = c(k)k(1 +B(k)) + s(k)m(1 + A(k)) , (63)
and substituting A and B functions, Eq. (55), gives
ε(k) = kc(k) +m(Λ)s(k) +
∫
dq
(2π)3
CfVL+C(k, q)
[
s(k)s(q) + c(k)c(q)kˆ · qˆ
]
e−q
2/Λ2
+
∫
dq
(2π)3
CfW (k, q)
[
s(k)s(q) + c(k)c(q)kˆ · lˆqˆ · lˆ
]
e−4q
2/Λ2 . (64)
This equation can also be obtained using 〈1|Heff |1〉, Eqs. (42) and (45). It is convenient
to represent ε(k), using the gap equation, Eq. (60), k(1 +B) = [c(k)/s(k)]m(1 + A), as
ε(k) =
m(1 + A(k))
s(k)
(65)
=
m
s(k)
+
∫
dq
(2π)3
CfVL+C(k, q)
[
s(q)
s(k)
]
e−q
2/Λ2 +
∫
dq
(2π)3
CfW (k, q)
[
s(q)
s(k)
]
e−4q
2/Λ2 .
The effective energy ε(k), Eq. (63), equals to the frequency Ω(k), appearing as a pole in
the propagator, Eq. (56),
ε(k) = Ω(k) . (66)
In order to introduce ε(k) the Bogoluibov-Valatin angle should satisfy the gap equation,
Eq. (59) or Eq. (60). Substituting Eq. (59) into ε(k), Eq. (63), gives Eq. (66). However,
one should distinguish between the effective energy ε(k) and the gap energy E(k), Eq.
(11). Comparing Eq. (11) with Eq. (59) for the sine and cosine we find
E(k) = ε(k)/(1 +B(k)) . (67)
A natural question arises, what value can be considered physical, the effective quark
energy ε(k) = Ω(k) or the mass gap M(k) (or related gap energy E(k)). Consider first
the propagator for a free massive Dirac particle with mass M(k)
1
γ0k0 − γ · k −M(k) =
γ0k0 − γ · k +M(k)
k20 −E2(k)
=
R(k)
k0 −E(k) + [analytic at k0 = E(k)] ,(68)
with E(k) =
√
k2 +M2(k) and the residue R(k) at the positive frequency pole given by
R(k) =
1
2
[
γ0 +
M(k)
E(k)
]
− 1
2
γ · kˆ k
E(k)
=
1
2
[γ0 + s(k)]− 1
2
γ · kˆc(k) , (69)
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where we have used Eq. (11) for the sine and cosine. Let us compare this with the
propagator in our model, Eqs. (56) and (57)
1
γ0k0 − γ · k −m− Σ(k) =
R+(k)
k0 − Ω(k) + [analytic at k0 = Ω(k)] , (70)
where, using Eq. (59) for the sine and cosine, the residue R+(k) at the positive frequency
pole is given by
R+(k) =
1
2
[
γ0 +
m(1 + A(k))
Ω(k)
]
− 1
2
γ · k1 +B(k)
Ω(k)
=
1
2
[γ0 + s(k)]− 1
2
γ · kˆc(k) , (71)
which is the same as Eq. (69). Using Eq. (11) and Eq. (59) for the sine and cosine, the
propagator Eq. (70) can be written as
1
γ0k0 − (γ · k +M(k))Ω(k)/E(k) . (72)
Hence, though the two covariant 4-d Feynman propagators, Eqs. (68) and (70) (or (72)),
have different behavior with different poles, E(k) and Ω(k) = ε(k), respectively, they
have the same 3-d image S(3)(k), given by Eq. (26), which appears as an equal-time
quark propagator in the Coulomb gauge Hamiltonian, Eq. (2). Therefore, E(k) can be
considered as a physical pole, associated with a quasiparticle having an effective mass
M(k). This also justifies our definition of sine and cosine through M(k) and E(k), Eq.
(11). We show below that the frequency pole Ω(k) is not well defined, and thus can not
represent a particle.
We investigate the UV and IR behavior of ε(k) = Ω(k), Eq. (64), and M(k), given
by the gap equation Eq. (51). In the UV region both equations are finite, since based
on the renormalized Heff(Λ), the mass counterterm m(Λ) cancels exactly the only UV-
divergence from A(k), Eq. (55), while B(k) does not contribute to the UV-divergence
(as discussed in Section 2). In the chiral limit ε(k) and M(k) are defined by the UV
finite equations even without renormalization (See Section 2).
Infrared problems are caused by the linear potential in the instantaneous interaction,
VL+C(k, q), diverging as |k − q|−4 as k → q. Consider the limit k → q in the gap
equation, Eq. (51),∫ dq
(2π)3
CfVL+C(k, q)
[
c(k)s(q)− s(k)c(q)kˆ · qˆ
]
. (73)
Expanding up to the second order
s(q) = s(k) + kˆ · δs′(k) +O(δ2)
c(q) = c(k) + kˆ · δc′(k) +O(δ2)
kˆ · qˆ = 1 +O(δ2) , (74)
where δ = q − k and s′(k) denotes the derivative of sine in k, we find for the term Eq.
(73) ∫
dq
(2π)3
CfVL+C(k, q)
[
kˆ · δ[c(k)s′(k)− s(k)c′(k)] +O(δ2)
]
, (75)
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which behaves, after angular averaging, as∫
dq|k − q|−4O((q − k)2) , (76)
that converges. Thus, the mass gapM(k), Eq. (51), is well defined in the IR. In Appendix
C we discuss the gap equation obtained by double normal ordering with respect to the
perturbative |0〉 and nonperturbative |Ω〉 vacuum states (See Eqs. (207) and (208)) which
was used in Ref. [7] as well as the first paper in Ref. [9]. One of the motivations for this
prescription was to avoid UV divergences for the Coulomb potential in the chiral limit.
However, the dangerous term reads∫ dq
(2π)3
CfVL+C(k, q)
[
c(k)s(q)− s(k)(c(q)− 1)kˆ · qˆ
]
, (77)
which, using Eq. (74), behaves as k → q as∫
dq
(2π)3
CfVL+C(k, q)s(k)→
∫
dq|k − q|−4s(k) , (78)
that diverges. Thus, the double normal ordering gap equation is IR singular, and a mass
gap M(k) does not exist for a confining potential. On the contrary, our gap equation,
Eq. (51), is well defined for the Coulomb plus linear potentials in the UV and IR, and
provides a finite mass gap M(k) (or a finite gap energy E(k)).
However, the effective quark energy ε(k), Eq. (64),∫
dq
(2π)3
CfVL+C(k, q)
[
s(k)s(q) + c(k)c(q)kˆ · qˆ
]
, (79)
and the frequency pole Ω(k), Eq. (66), behave for a confining potential as k→ q as∫
dq
(2π)3
CfVL+C(k, q)→
∫
dq|k − q|−4 , (80)
that diverges. Hence, contrary to the findings in Ref. [7], the effective energy is not a
physical observable and is clearly not IR finite. Instead the excitation energy ε(k)− ε(0)
is IR finite. Using Eq. (64) and VL+C(k, q)→ VL+C(k − q),
ε(k) =
∫
dq
(2π)3
CfVL+C(k, q)
[
s(k)s(q) + c(k)c(q)kˆ · qˆ
]
+ IR finite (81)
→
∫
dq
(2π)3
CfVL+C(q)
[
s(k)s(k − q) + c(k)c(k − q)kˆ · ( ˆk − q)
]
+ IR finite ,
the excitation energy is given by the IR finite formula
ε(k)− ε(0) =
∫
dq
(2π)3
CfVL+C(q)
[
s(k)s(k − q)− s(q) + c(k)c(k − q)kˆ · ( ˆk − q)
]
+ IR finite→
∫
dq|q|−4O(q2) , (82)
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as q → 0. The same holds for Ω(k)− Ω(0). Using Eqs. (59) and (55),
Ω(k) =
m(1 + A(k))
s(k)
=
(
m+
∫ dq
(2π)3
CfVL+C(k, q)s(q)
)
/s(k) + IR finite
→
(
m+
∫
dq
(2π)3
CfVL+C(q)s(k − q)
)
/s(k) + IR finite , (83)
the frequency pole difference is given by
Ω(k)− Ω(0) =
∫
dq
(2π)3
CfVL+C(q)
[
s(k − q)
s(k)
− s(q)
]
+ IR finite
→
∫
dq|q|−4O(q2) , (84)
that converges as q → 0. However, by shifting the pole, the Feynman propagator, Eq.
(56), still has the IR divergent structure
S(4)(k, k0) =
R+(k)
k0 − Ω(0)− (Ω(k)− Ω(0)) +
R−(k)
k0 + Ω(0) + (Ω(k)− Ω(0)) , (85)
containing the IR divergent term Ω(0) in the denominators but with the residues R±
given by the IR finite expressions, Eq. (71),
R±(k) =
1
2
[γ0 ± s(k)]∓ 1
2
γ · kˆc(k) . (86)
This structure is a reflection of the fact that as a result of confinement, an infinite amount
of energy is required to create a single quasiparticle state from the vacuum. This means
that a color singlet state does not exist and cannot be a physical state in our model.
This is generally true in hadron physics. At the same time the energy gap, given by the
gap equation, Eq. (51), does exist and corresponds to a physical quantity, defining the
gap between a vacuum |Ω〉 and the hadron scale. This interpretation makes possible to
map our model on the constituent quark model by associating the energy gap with the
elementary degrees of freedom, quasiparticles. Quasiparticles with effective mass M(k)
correspond to the valence quarks. The dynamics of quasiparticles is described by the
Feynman propagator, Eq. (68), which is IR finite with a physical pole at M(k). In 3-d
a pole of the equal-time propagator is given by the effective energy of a quasiparticle,
E(k) =
√
k2 +M2(k).
Next we consider the quark condensate 〈Ω|ψ¯ψ|Ω〉 for a single quark flavor. Using Eqs.
(9) and (10), we obtain
〈Ω|ψ¯ψ|Ω〉 =
∫
dk
(2π)3
∑
s
v†s(−k)γ0vs(−k) = −2Nc
∫
dk
(2π)3
s(k) . (87)
This can also be evaluated in terms of the equal-time propagator S(3)(k),
〈Ω|ψ¯ψ|Ω〉 = Ncδαβ〈Ω|1
2
[ψ¯β(0), ψα(0)] +
1
2
{ψ¯β(0), ψα(0)}|Ω〉 = −Nc
∫
dk
(2π)3
TrS(3)(k) ,(88)
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where the minus sign arises because 1/2[ψ, ψ¯] → S(3). Substituting Eq. (26) for S(3)(k)
into Eq. (88), we get the quark condensate of Eq. (87). We regulate the quark condensate,
Eq. (87), by subtracting the perturbative contribution
〈Ω|ψ¯ψ|Ω〉 − 〈0|ψ¯ψ|0〉 = −Nc
∫
dk
(2π)3
(
TrS(3)(k)− TrS(3)0 (k)
)
= −2Nc
∫
dk
(2π)3
(
s(k)− m√
k2 +m2
)
, (89)
where m is the bare quark mass. As |k| → ∞ the mass gap M(k) → m and the
nonperturbative sine behaves as s(k) → m/√k2 +m2. Thus this subtraction improves
the convergence of the quark condensate integral in the UV.
For further investigations it is convenient to introduce the scalar, σs, and vector, σv,
parts of the equal-time quark propagator, S(3) in Eq. (58), i.e.
S(3)(k) = σs − γ · kσv , (90)
and express all quantities of interest using them. In particular, in the chiral limit m→ 0,
one has from Eqs. (58) and (59)
σ0s (k) =
mA(k)
2Ω(k)
=
1
2
s(k)
σ0v(k) =
1 +B(k)
2Ω(k)
=
1
2
c(k)
k
M0(k) =
mA(k)
1 +B(k)
=
σs(k)
σv(k)
〈ψ¯ψ〉0 = −2Nc
∫ dk
(2π)3
mA(k)
Ω(k)
= −4Nc
∫ dk
(2π)3
σs(k)
E0(k) =
Ω(k)
1 +B(k)
=
1
2σv(k)
Ω0(k) = ε(k) =
√
m2A2(k) + k2(1 +B(k))2 , (91)
where A and B functions are defined in Eq. (55), and subscript 0 denotes the chiral
limit case. When the scalar part mA 6= 0, the nonzero mass gap M0 = mA/(1 +B) and
chiral condensate 〈ψ¯ψ〉0 ∼
∫
dkmA/Ω are generated, and there is a dynamical chiral
symmetry breaking (m = 0 corresponds to no explicit chiral symmetry breaking). An
obvious property following from Eq. (91)
σ2s (k) + k
2σ2v(k) =
1
4
(92)
shows that low momentum behavior is governed by the scalar part of the propagator, σs.
One can generalize the above expressions for a nonzero current quark mass m by
substituting mA(k) → m(1 + A(k)) in Eq. (91), and regulating the condensate by
subtracting the perturbative value.
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3.2 Meson bound state equations: TDA and RPA
As discussed in Section 2, we map our effective model on the constituent quark model
with the quasiparticles of mass M(k) playing the role of the valence quarks. In this Sec-
tion, we represent mesons as bound-states consisting of quasiparticles and seek approxi-
mate eigensolution of our effective Hamiltonian. We do not solve here the Bethe-Salpeter
or Salpeter equations. Instead, we formulate bound state problem in the Tamm-Dancoff
approximation (TDA) and subsequently in the Random Phase (RPA) approximation
[20]. We show below that the flavour octet family can be described well within these ap-
proximations, separating the chiral symmetry and spin effects. However, flavour singlet
states need more elaborate approach, which we discuss in a separate publication.
In terms of the quasiparticle operators used in Section 2, the TDA meson creation
operator reads
R†n =
∫
dq
(2π)3
∑
δγ
b†δ(q)d
†
γ(−q)ψδγn (q) , (93)
which, acting on the vacuum, creates a meson with a wavefunction |ψn〉 with the quantum
number n, and annihilates into the nonperturbative vacuum,
R†n|Ω〉 = |ψn〉
Rn|Ω〉 = 0 . (94)
Eq. (94) can be considered as a definition of the TDA vacuum, consisting of a condensate
of only quasiparticle-quasihole pairs. The commutation relation of the meson operators
〈Ω|[Rn′, R†n]|Ω〉 = Nδnn′ (95)
leads to a normalization condition for the wave functions∫ dq
(2π)3
∑
δγ
ψδγ∗n′ (q)ψ
δγ
n (q) = Nδnn′ , (96)
where N is the normalization constant. Projecting the Schro¨dinger equation Heff |ψn〉 =
En|ψn〉 onto one-particle-one-hole truncated Fock sector, we get the TDA equation
〈Ω|[Rn, [Heff , b†α(k)d†β(−k)]]|Ω〉 = Mnψαβn (k) , (97)
where the binding energy is defined as Mn = En − E0 with the vacuum energy E0
subtracted (Heff |Ω〉 = E0|Ω〉) and in the r.h.s. of the TDA equation the operator b†d†
picks up the wave function component ψαβn ,
〈Ω|[Rn, b†α(k)d†β(−k)]|Ω〉 = ψαβn (k) . (98)
The TDA is improved by extending the quark vacuum to contain also four quasiparticle
condensates in addition to two quasiparticle condensates. Including up to four quasipar-
ticle correlations beyond the BCS is known as the RPA approach. Generalization of the
operator of Eq. (93) containes meson creation and annihilation terms
Q†n =
∫ dq
(2π)3
∑
δγ
[
b†δ(q)d
†
γ(−q)Xδγn (q)− bδ(q)dγ(−q)Y δγn (q)
]
. (99)
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The RPA wavefunction and the RPA vacuum are
Q†n|Ω〉 = |ψn〉
Qn|Ω〉 = 0 , (100)
where, though the same notations were used as above, they should not be confused with
the TDA wave function and TDA vacuum. From the meson commutation relation
〈Ω|[Qn′, Q†n]|Ω〉 = Nδnn′ , (101)
the following normalization condition for the wave function components, X and Y , is
obtained ∫
dq
(2π)3
∑
δγ
[
Xδγ∗n′ (q)X
δγ
n (q)− Y δγ∗n′ (q)Y δγn (q)
]
= Nδnn′ , (102)
with the normalization constant N . To derive the RPA equations of motion we calculate
the commutators
〈Ω|[Qn, [Heff , b†α(k)d†β(−k)]]|Ω〉 = MnXαβn (k)
〈Ω|[Qn, [Heff , bα(k)dβ(−k)]]|Ω〉 = MnY αβn (k) , (103)
which pick up the X and Y components in the r.h.s. of equations
〈Ω|[Qn, b†α(k)d†β(−k)]|Ω〉 = Xαβn (k)
〈Ω|[Qn, bα(k)dβ(−k)]|Ω〉 = Y αβn (k) . (104)
The RPA system of equations, Eq. (103), reduces to the TDA, Eq. (97), by putting
Y = 0. In what follows, the RPA equations for Heff , Eq. (23), are obtained. One- and
two-body sectors of Heff , Eq. (42), specified in Eqs. (46), (47) and (64), contribute to
the RPA. Calculating the commutators of Eq. (103) with the effective Hamiltonian Heff ,
the RPA equations are obtained as
MnX
αβ(k) = 2ε(k)Xαβ(k)− 2
∫
dq
(2π)3
Iαβδγxx (k, q)X
δγ(q)− 2
∫
dq
(2π)3
Iαβδγxy (k, q)Y
δγ(q)
− 2
∫
dq
(2π)3
Gαβδγxx (k, q)X
δγ(q)− 2
∫
dq
(2π)3
Gαβδγxy (k, q)Y
δγ(q)
MnY
αβ(k) = −2ε(k)Y αβ(k) + 2
∫
dq
(2π)3
Iαβδγyy (k, q)Y
δγ(q) + 2
∫
dq
(2π)3
Iαβδγyx (k, q)X
δγ(q)
+ 2
∫ dq
(2π)3
Gαβδγyy (k, q)Y
δγ(q) + 2
∫ dq
(2π)3
Gαβδγyx (k, q)X
δγ(q) , (105)
where an effective single particle energy ε(k) is defined in Eq. (64). Here, the instanta-
neous tensor terms I(k, q) are
Iαβδγxx (k, q) = CfVL+C(k, q)(v
†
β(−k)vγ(−q))(u†δ(q)uα(k))
Iαβδγyy (k, q) = CfVL+C(k, q)(u
†
α(k)uδ(q))(v
†
γ(−q)vβ(−k)) = I†xx
Iαβδγxy (k, q) = −CfVL+C(k, q)(v†β(−k)uδ(q))(v†γ(−q)uα(k)) (106)
Iαβδγyx (k, q) = −CfVL+C(k, q)(u†α(k)vγ(−q))(u†δ(q)vβ(−k)) = I†xy ,
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and the generated terms G(k, q) are
Gαβδγxx (k, q) = CfW1(k, q)(v
†
β(−k)αivγ(−q))(u†δ(q)αjuα(k))Dij(k − q)
Gαβδγyy (k, q) = CfW1(k, q)(u
†
α(k)αiuδ(q))(v
†
γ(−q)αjvβ(−k))Dij(k − q) = G†xx
Gαβδγxy (k, q) = −CfW2(k, q)(v†β(−k)αiuδ(q))(v†γ(−q)αjuα(k))Dij(k − q) (107)
Gαβδγyx (k, q) = −CfW2(k, q)(u†α(k)αivγ(−q))(u†δ(q)αjvβ(−k))Dij(k − q) = G†xy ,
with potential functions given by Eqs. (27) and (48). Using Eq. (10), we represent the
instantaneous terms, Eq. (106), as
Iαβδγxx (k, q) = I
αβδγ†
yy (k, q)
= CfVL+C(k, q)
1
4
[
(1 + s(k))(1 + s(q))δβγδδα
+ (1− s(k))(1− s(q))χ†βσ2σ · kˆσ · qˆσ2χγχ†δσ · qˆσ · kˆχα
+ c(k)c(q)(δδαχ
†
βσ2σ · kˆσ · qˆσ2χγ + δβγχ†δσ · qˆσ · kˆχα)
]
(108)
Iαβδγxy (k, q) = I
αβδγ†
yx (k, q)
= CfVL+C(k, q)
1
4
[
(1 + s(k))(1− s(q))χ†βσ2σ · qˆχδχ†γσ2σ · qˆχα
+ (1− s(k))(1 + s(q))χ†βσ2σ · kˆχδχ†γσ2σ · kˆχα
− c(k)c(q)(χ†βσ2σ · qˆχδχ†γσ2σ · kˆχα + χ†βσ2σ · kˆχδχ†γσ2σ · qˆχα)
]
,
and use them in further calculations. Analogous expressions can also be found for the
generated terms G(k, q), Eq. (107). A crucial test of any approach dealing with chiral
symmetry is the ability to describe the pseudoscalar meson channel. We therefore consider
an application of Eq. (105) to π, JPC = 0++ L = S = 1, J = 0 pseudoscalar, and ρ,
JPC = 0−+ L = S = J = 0 vector, states. Based on the quantum numbers of these
states, the tensor structure of π- and ρ-wave functions can be identified as
Xαβpi (k) = (iσ2)
αβXpi(k) , Y
αβ
pi (k) = (−iσ2)αβYpi(k)
Xαβρ (k) = (σiσ2)
αβXρ(k) , Y
αβ
ρ (k) = (−iσ2σ)αβYρ(k) . (109)
The normalization is chosen∫
dk
(2π)3
(X∗(k)X(k)− Y ∗(k)Y (k)) = 1 , (110)
reducing the normalization costant of the full wave function, Eq. (102), to
N = 〈ψn|ψn〉 = 2Nc , (111)
where the factor 2 comes from the trace in the spinor space, and Nc = 3. The RPA
equations for the momentum wave function components X(k), Y (k) have the same form
for π and ρ states
MnX(k) = 2ε(k)X(k)−
∫
q2dqdx
4π2
Ixx(k, q)X(q)−
∫
q2dqdx
4π2
Ixy(k, q)Y (q)
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−
∫
q2dqdx
4π2
Gxx(k, q)X(q)−
∫
q2dqdx
4π2
Gxy(k, q)Y (q)
−MnY (k) = 2ε(k)Y (k)−
∫
q2dqdx
4π2
Iyy(k, q)Y (q)−
∫
q2dqdx
4π2
Iyx(k, q)X(q)
−
∫
q2dqdx
4π2
Gyy(k, q)Y (q)−
∫
q2dqdx
4π2
Gyx(k, q)X(q) , (112)
where the kernels I and G for π are
Ipixx(k, q) = I
pi
yy(k, q) = CfVL+C(k, q)
1
2
[ (1 + s(k))(1 + s(q))
+ (1− s(k))(1− s(q)) + 2c(k)c(q)x ]
Ipixy(k, q) = I
pi
yx(k, q) = CfVL+C(k, q)
1
2
[−(1 + s(k))(1− s(q))
− (1− s(k))(1 + s(q)) + 2c(k)c(q)x ]
Gpixx(k, q) = G
pi
yy(k, q) = 2CfW1(k, q)
1
2
[
− (1 + s(k))(1− s(q))
− (1− s(k))(1 + s(q))− 2c(k)c(q)(1 + x
2)kq − x(k2 + q2)
(k − q)2
]
Gpixy(k, q) = G
pi
yx(k, q) = 2CfW2(k, q)
1
2
[
(1 + s(k))(1 + s(q))
+ (1− s(k))(1− s(q))− 2c(k)c(q)(1 + x
2)kq − x(k2 + q2)
(k − q)2
]
, (113)
and for ρ are
Iρxx(k, q) = I
ρ
yy(k, q) = CfVL+C(k, q)
1
2
[
(1 + s(k))(1 + s(q))
+
1
3
(1− s(k))(1− s(q))(4x2 − 1) + 2c(k)c(q)x
]
Iρxy(k, q) = I
ρ
yx(k, q) = CfVL+C(k, q)
1
2
[
−1
3
(1 + s(k))(1− s(q))
− 1
3
(1− s(k))(1 + s(q)) + 2
3
c(k)c(q)x
]
Gρxx(k, q) = G
ρ
yy(k, q) = CfW1(k, q)
1
2
[
1
3
(1 + s(k))(1− s(q))
(
1− 2(1− x
2)k2
(k − q)2
)
+
1
3
(1− s(k))(1 + s(q))
(
1− 2(1− x
2)q2
(k − q)2
)
− 2
3
c(k)c(q)
(
x+
(1− x2)kq
(k − q)2
)]
Gρxy(k, q) = G
ρ
yx(k, q) = CfW2(k, q)
1
2
[
1
3
(1 + s(k))(1 + s(q))
+
1
3
(1− s(k))(1− s(q))(2x2 − 1) + 2
3
c(k)c(q)
(
x− (1− x
2)kq
(k − q)2
)]
, (114)
where we introduced x = kˆ · qˆ, and used
1− (kˆ · lˆ)2 = (1− x
2)q2
(k − q)2 , 1− (qˆ · lˆ)
2 =
(1− x2)k2
(k − q)2
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kˆ · lˆqˆ · lˆ = x(k
2 + q2)− (1 + x2)kq
(k − q)2 , (115)
with l = k − q. The obtained π and ρ RPA equations are IR finite as discussed in the
following. Consider the collinear limit k → q for the instantaneous terms, I(k, q), since
the confining potential in VL+C causes the IR problem. We get
Ipixx → VL+C(k, q) [ 1 + s(k)s(q) + c(k)c(q) ]→ 2(k − q)−4
Iρxx → VL+C(k, q) [ 1 + s(k)s(q) + c(k)c(q) ]→ 2(k − q)−4 , (116)
and
Ipixy → VL+C(k, q) [−(1− s(k)s(q)) + c(k)c(q) ]
→ VL+C(k, q)O(k− q) +O((k − q)−2)
Iρxy → VL+C(k, q)
1
3
[−(1 − s(k)s(q)) + c(k)c(q) ]
→ VL+C(k, q)O(k− q) +O((k − q)−2) . (117)
The TDA kernel Ixx has the same IR behavior for both channels and is IR singular.
However the effective energy ε(k) behaves the same way in the IR, Eq. (80), and comes
with an opposite sign in the TDA/RPA equation, cancelling exactly the IR divergence.
The IR behavior of the TDA kernel should be same for other channels, and can be used
to check calculations. In the RPA kernel, Ixy, the first term O(k−q) disappears after the
angular integration, and the second term O((k− q)−2) converges in the intergral. Thus,
the TDA and RPA equations are IR finite for the confining potential. In the UV the
potential part of interaction, which contains intergrals with kernels I and G, is regulated
by the wave functions X and Y , vanishing for large momenta. The kinetic part contains
the UV finite effective energy, ε(k), Eq. (64), which has been renormalized by adding
the mass counterterm.
The RPA equations are the eigenvalue problem for Mn which can be diagonalized in
the twice size space of (X, Y ), compare to the TDA requiring the size of only X . In the
matrix form, Eq. (112) is written as
A(k, q)X(q) +B(k, q)Y (q) = MX(k)
−B(k, q)X(q)− A(k, q)Y (q) = MY (k) , (118)
with
A(k, q) = (2ε(k)δk,q − Fxx(k, q))dq → 2ε(k)− dqFxx(k, q)
B(k, q) = −dqFxy(k, q) , (119)
where F includes the instantaneous and generated terms, Eqs. (113) and (114); Fxx(k, q) =
Ixx(k, q) +Gxx(k, q), and the same for xy component. In Eq. (118) the integration over
q is implied, and we omited factors (2π)3. The RPA matrix size can be reduced by a
factor of 2. Using variables
ψ± = X ± Y , (120)
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the RPA equations are given by
(A +B)ψ+ = Mψ−
(A− B)ψ− = Mψ+ , (121)
which can be decoupled, at the expence of more complicated kernel, as
[ (A− B)(A+B) ] (k, q)ψ+(q) = M2ψ+(k)
[ (A+B)(A− B) ] (k, q)ψ−(q) = M2ψ−(k) . (122)
The diagonalization of either (A − B)(A + B) or (A + B)(A − B) gives the eigenvalue
M for the RPA problem. Taking B = 0 we come back to the TDA equation.
Finally, we calculate pion decay constant in the TDA and RPA schemes. Using Thou-
less’ theorem applied to the chiral charge in one flavor case
Q5 =
∫
dxψ†(x)γ5ψ(x) , (123)
and the effective Hamiltonian, one gets
〈Ω|[Q5, [Q5, Heff ]]|Ω〉 = 4mconst〈Ω|ψ¯ψ|Ω〉 . (124)
Using Iˆ =
∑
n |ψn〉〈ψn|/N , the l.h.s. can be written as
〈Ω|[Q5, [Q5, Heff ]]|Ω〉 = −2
∑
n
1
N
|〈Ω|Q5|ψn〉|2Mn , (125)
where Mn = En−E0, Heff |ψn〉 = En|ψn〉 and Heff |Ω〉 = E0|Ω〉. Here, the normalization
constant is N =
∑
n |ψn|2, and the volume is set to unity, V = 1. Defining the weak decay
constant as
fn =
1√
NMn
〈Ω|Q5|ψn〉 , (126)
we obtain the Gell’Mann-Oakes-Renner relation∑
n
f 2nM
2
n = −2mconst〈ψ¯ψ〉 , (127)
where mconst is the quark constituent mass, and 〈ψ¯ψ〉 is the quark condensate. Using Eq.
(9), the chiral charge is given by
Q5 =
∑
s
∫
dk
(2π)3
(
c(k)σ · kˆ [b†s(k)bs(k) + d†s(k)ds(k)]
+ s(k) [b†s(k)d
†
s(−k) + ds(−k)bs(k)]
)
. (128)
Taking the matrix element of the chiral charge, Eq. (128), between the vacuum state and
the RPA pion wave function, Eqs. (99) and (100), we have
fpi =
2Nc√
MpiN
∫
dk
(2π)3
s(k) (Xpi(k)− Ypi(k)) , (129)
where from Eq. (111) N = 2Nc. For Nc = 3, the pion decay constant is given
fpi =
√
6√
Mpi
∫
k2dk
2π2
s(k) (Xpi(k)− Ypi(k)) , (130)
in the RPA. In the TDA, Y = 0 and Mpi is the eigenvalue of the TDA equation.
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4 Numerical results
In this section we obtain the numerical solutions of the quark gap equation (subsection
4.1) and the TDA/RPA bound state equations (subsection 4.2), and discuss the results.
For the numerical calculations we have used the routines from the SLATEC linear
algebra archive, part of the Netlib database maintained by UTK and ORNL. The routines
are found at www.netlib.org/slatec/lin/ and a description of the entire SLATEC archive
can be found at www.netlib.org/slatec/toc.
4.1 Energy gap, quark propagator and chiral condensate
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Figure 1: The numerical solution of dynamical quark mass, M0(k), and the scalar part
of the propagator, 2kσs, in the chiral limit with confinement. The parameters for the
numerical solution of the gap equation are σ = 0.18GeV 2, Λ = 1GeV . The results are
compared with the fit function given byM0(k) = 0.0024/(k
2[ln(k2/0.04)]0.43) (parameters
are in powers of GeV ).
We have numerically solved the linearized gap equation, Eq. (54), for
M(k) = M (0)(k) + δM(k) , (131)
where the mass correction is denoted as δM(k), while the mass gap M (0)(k) is the first
iteration obtained by the gauss algorithm [6], providing an initial guess. The linearized
gap equation has the form ∫
dqA(k, q)δM(q) = B(k) , (132)
29
00.02
0.04
0.06
0.08
0.1
0 0.2 0.4 0.6 0.8 1
M0, 2kσs
(GeV)
k(GeV)
M0
fit M0
2kσs
Figure 2: The numerical solution of dynamical quark mass, M0(k), and the scalar part
of the propagator, 2kσs, in the chiral limit when Coulomb and generated potentials are
added with the running coupling αs(k
2) (same parameters as in Fig.1). The results are
compared with the fit function given by M0(k) = 0.0060/(k
2[ln(k2/0.04)]0.43).
and, using Eq. (11) for sine and cosine, it reads
δM(k)
 k + ∫ q2dqdx
4π2
 CfVL+C(k, q)qx√
q2 + (M (0)(q))2
e−q
2/Λ2
+
CfW (k, q)q√
q2 + (M (0)(q))2
(k2 + q2)x− kq(1 + x2)
(k − q)2 e
−4q2/Λ2

+
∫
q2dqdx
4π2
δM(q)
 CfVL+C(k, q)√
q2 + (M (0)(q))2
(
(M (0)(q))2k
q2 + (M (0)(q))2
− M
(0)(q)M (0)(k)qx
q2 + (M (0)(q))2
− k
)
e−q
2/Λ2
+
CfW (k, q)√
q2 + (M (0)(q))2
(
(M (0)(q))2k
q2 + (M (0)(q))2
− M
(0)(q)M (0)(k)q
q2 + (M (0)(q))2
(k2 + q2)x− kq(1 + x2)
(k − q)2 − k
)
e−4q
2/Λ2

= −k(M (0)(k)−m(Λ)) +
∫
q2dqdx
4π2
 CfVL+C(k, q)√
q2 + (M (0)(q))2
(
M (0)(q)k −M (0)(k)qx
)
e−q
2/Λ2
+
CfW (k, q)√
q2 + (M (0)(q))2
(
M (0)(q)k −M (0)(k)q (k
2 + q2)x− kq(1 + x2)
(k − q)2
)
e−4q
2/Λ2
 , (133)
where x = kˆ · qˆ, the potential functions VL+C and W are defined in Eq. (27), and the
running mass m(Λ) is given by Eq. (40).
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Figure 3: One particle dispersion relation, E0(k) =
√
k2 +M0(k)2, free dispersion,
E0(k) = k, and the vector part of the propagator, 1/2σv, in the chiral limit with con-
finement and with confinement plus perturbative potentials (i.e. when Coulomb and
generated potentials are added). The parameters are same as in Fig. 2.
As discussed before the obtained gap equation is free from IR and UV divergences,
and the mass gap, M(k), exists for a confining and Coulomb potentials provided both
instantaneous and generated by flow equations terms are taken into account.
In numerical calculations of Eq. (133) we have used the file dgeco.f followed by
dgesl.f from the SLATEC linear algebra archive, which solves A×X = B.
For a fixed cut-off Λ = 1GeV , the mass gap, M0(k), and the product of momentum
and scalar part of propagator, kσ0s (k), in the chiral limit are displayed in Fig.1 (confining
potential) and in Fig.2 (Coulomb and generated terms are added). Hereafter,M0 denotes
the solution of the gap equation in the chiral limit, not be confused with the first iteration
in our calculations, M (0). Since mA 6= 0, the nonzero mass gap M0 = mA/(1 + B) is
generated, and the chiral symmetry is broken dynamically. We denote the maximum value
of the gap as M0(0) and call it constituent quark mass. In the chiral limit constituent
quark mass is generated asM0(0) ≈ 74MeV with confining potential, and slightly bigger
M0(0) ≈ 95MeV when perturbative terms are included. At high momenta, from Eq.
(91), 2kσ0s(k)→M0(k), and since BCS pairing is a low-momentum effect, the mass gap
function M0(k) vanishes rapidly as M0(k →∞)→ 1/k2 → 0. The behavior of the A(k)
and B(k) amplitudes in the perturbative or UV asymptotic region is well known from
the QCD renormalization group and operator product expansion and QCD sum rules
[14]. The behavior has been summarized in the course of explicit numerical solutions
and model building [15]. For k2 ≫ Λ2QCD the leading-log result for the chiral mass gap,
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Figure 4: Sine and cosine of the Bogoliubov-Valatin angle in the chiral limit with con-
finement and with confinement and with confinement plus perturbative potentials (i.e.
when Coulomb and generated potentials are added). The parameters are same as in Fig.
2.
M0(k) = mA(k)/(1 +B(k)), is
M0(k→∞) = κ
k2[ln(k2/Λ2QCD)]
1−d
, (134)
where d = 12/(33− 2Nf) is the anomalous dimension of the mass, Nf is the number of
quark flavours, ΛQCD ≈ 0.20GeV is the scale parameter of QCD, and κ is a constant
given by
κ ≃ −4π
2d
3
〈ψ¯ψ〉0
[ln(µ2/Λ2QCD)]
d
, (135)
with the scale µ2 = 1GeV 2. We fitted our numerically obtained solution,M0(k), with the
function Eq. (134) at high momenta. For Nf = 6, 1− d = 0.43, we obtain κ = 2.4MeV
and κ = 6.0MeV , which corresponds to the chiral condensates 〈ψ¯ψ〉0 ≈ −(85.3MeV )3
and 〈ψ¯ψ〉0 ≈ −(115.9MeV )3 for confining and confining+perturbative potentials, re-
spectively. These estimates for condensates are lower than calculated directly from Eq.
(91) (see below). Though the condensate is a measure of chiral symmetry breaking, it is
sensitive to the UV region, and therefore it is enhanced by generated terms from the flow
equation. Note that we reproduce a correct high momentum behavior predicted from the
perturbative renormalization group analyses. It happens only if the terms from the flow
equation together with the Coulomb interaction are added (Coulomb interaction alone
does not work).
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Figure 5: Scalar, σs, and vector, σv, parts of the propagator, S
(3), in the chiral limit with
confinement and with confinement and with confinement plus perturbative potentials
(i.e. when Coulomb and generated potentials are added). The parameters are same as in
Fig. 2.
Similar behavior of the mass gap M(k) and scalar part of propagator is seen for the
light u, d quarks, with the current mass m = 8MeV . The predicted leading-log behavior
for high momenta
M(k →∞) = mˆ
[1/2 ln(k2/Λ2QCD)]
d
, (136)
provides a fitting function, where mˆ is the renormalization point independent current
quark mass. ForNf = 6, d = 0.57, we obtain mˆ ≈ 20MeV and mˆ ≈ 32MeV for confining
and confining+perturbative potentials, respectively. Since mˆ 6= 0, there is an explicit
chiral symmetry breaking. The fitting functions, Eqs. (134) and (136), were obtained
in Ref. [15] using covariant calculations. In our calculations, we obtain the same fitting
functions.
The quark energy dispersion, E0(k) =
√
k2 +M20 (k), whereM0 is the numerical solu-
tion of the gap equation, and the inverse of vector part of propagator, 1/2σ0v(k) = Ω(k)/(1 +B(k)),
in the chiral limit at Λ = 1GeV are depicted in Fig.3. The free behavior, E0(k) = k,
is recovered at high energies while for low energies constituent quark masses at k = 0,
roughly 36.8MeV and 46.7MeV are obtained for confining and confining+perturbative
potentials, respectively. The inverse of vector part of propagator exactly reproduces the
energy dispersion as expected from Eq. (91), 1/2σ0v(k) = E0(k).
The sine and cosine of the Bogoliubov-Valatin angle in the chiral limit are depicted
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Figure 6: Cut-off dependence of the constituent quark mass in the chiral limit (same
parameters as in Fig.1). Crosses represent solution with confinement. Boxes [diamonds]
represent solution when Coulomb and generated potentials are added with the constant
value of coupling gs [with the running coupling gs(q
2)].
in Fig.4. At low momenta the cosine behaves linearly, with the slope 1/M(0),
c(k→ 0)→ 1
M(0)
k . (137)
The obtained values of M0(0) in this way are the same as extracted from the dispersion
relation. From Eq.(91), the relations s(k) = 2σs and c(k) = 2kσv give additional insight
into the behavior of scalar and vector parts of propagator.
The scalar, σ0s , and vector, σ
0
v , parts of the propagator in the chiral limit are presented
in Fig.5. From Eq.(91), at high momenta both amplitudes vanish rapidly,
σs(k →∞)→ 1
2
M(k)
k
→ 1
2
1
k3
σv(k →∞)→ 1
2
1
k
, (138)
while for low momenta both tend to be constants,
σs(k→ 0)→ 1
2
σv(k→ 0)→ 1
2
1
M(0)
. (139)
As expected, adding Coulomb and flow equation terms increases the scalar amplitude and
decreases vector amplitude at low momenta, that amplifies dynamical chiral symmetry
breaking with larger M0(0) and 〈ψ¯ψ〉0.
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Figure 7: Quark condensate cut-off dependence in the chiral limit (same parameters as in
Fig.1). Crosses represent solution with confinement. Boxes [diamonds] represent solution
when Coulomb and generated potentials are added with the constant value of coupling
gs [with the running coupling gs(q
2)].
The sensitivity of the constituent quark mass (maximum mass gap), M0(0), and the
quark condensate in the chiral limit to the cut-off Λ is displayed in Fig.6 and 7, respec-
tively. Remarkably, after roughly Λ = 4GeV the mass gap saturates to a constant value
even when Coulomb and generated potentials are added (adding only Coulomb causes
slow logarithmic dependence). This proves that the obtained gap equation is renormal-
ized completely and does not need counterterms in the chiral limit. The constituent
masses tend to values 63MeV for confining and
M0(0) ≈ 70MeV , (140)
for confining+perturbative potentials. Taking a running coupling does not change the
result for M(0). The chiral condensate, calculated using cut-off independent mass gap
M0(k), Eq.(91), rises logarithmically with cut-off Λ when perturbative potentials are
added. By including the leading-log nonperturbative running coupling constant [16] in
the gap equation (in the perturbative kernel)
αs(~q) =
dπ
ln((q2 + µ2)/κ2Λ)
, (141)
with scales µ ≈ 0.87GeV (accounts for freezing of αs since confinement is present) and
κΛ ≈ 0.16GeV , found in [16] by a fit to the non-relativistic heavy-quark lattice data, and
d = 12π/(33 − 2Nf), we damp the growth of the chiral condensate. Since combination
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Figure 8: Dependence of the constituent quark mass on the current quark mass,
(Mm(0)−m)/M0(0), where Mm(0) and M0(0) are the constituent quark masses for the
current quark mass m and in the chiral limit m → 0, respectively (same parameters as
in Fig.1). Crosses represent solution with confinement. Boxes represent solution when
Coulomb and generated potentials are added.
m(Λ)〈ψ¯ψ〉(Λ) is renormalization group invariant (it appears in Hamiltonian), the leading-
log bahavior is given from Eq.(40)
m(Λ) = m(Λ0)
(
1− Cfg
2
(4π)2
6 lnΛ/Λ0
)
〈ψ¯ψ〉(Λ) = 〈ψ¯ψ〉(Λ0)
(
1− Cfg
2
(4π)2
6 lnΛ/Λ0
)
, (142)
where Λ0 is the renormalization point. Hence the cut-off dependent correction to conden-
sate ∼ g2 ln Λ can be absorbed by introducing running coupling g2 → g2(Λ) ∼ 1/ lnΛ.
Relations between nonperturbative scales Λ0, µ and κΛ can be found. This procedure
renormalizes quark condensate to leading-log order and freezes its value at
〈ψ¯ψ〉0 ≈ −(155MeV )3 , (143)
while only with confinement condensate the value of −(92MeV )3 (roughly −(100MeV )3
reported in [5], [6]) is obtained. Flow equations improve the chiral condensate by ∼ 68%,
although the obtained value is still low (which is a common feature for most Hamiltonian
methods).
Constituent masses and quark condensates for different current masses are shown
in Fig.8 and 9, respectively. In light quark sector (u, d quarks) there is practically no
deviation from the chiral result. However, constituent masses and condensates increase
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Figure 9: Dependence of the quark condensate on the current quark mass,
〈ψ¯ψ〉1/3m /〈ψ¯ψ〉1/30 , where 〈ψ¯ψ〉m and 〈ψ¯ψ〉0 are the quark condensates for the current
quark mass m and in the chiral limit m→ 0, respectively (same parameters as in Fig.1).
Crosses represent solution with confinement. Boxes represent solution when Coulomb
and generated potentials are added.
slowly when approaching the strange quark mass, and subsequently decrease. Generally,
this behavior is very slow, and depends on particular model used for calculations. In
the instanton liquid model, it has been reported [17] that the constitituent mass and
the condensate decrease as the current quark mass increases. We recover the relation
between quark and gluon condensates [18]
m〈−ψ¯ψ〉 = 1
κ˜
〈αs
π
FµνF
µν〉 , (144)
in heavy quark sector. Here the expectation value with respect to the quark vacuum
state is implied in f〈Ω|ψ¯ψ|Ω〉f , and the average over the gluon vacuum configurations
stands in g〈Ω|FµνF µν |Ω〉g, assuming that the quark and gluon vacuum states factorize
as the direct product |Ω〉 = |Ω〉f ⊗|Ω〉g. We obtain 〈αspi FµνF µν〉 ≈ 0.010GeV 4 for strange
quark, with κ˜ = 13.2 [18], in agreement with the QCD sum rules 0.012GeV 4 [19]. In the
light quark sector we obtain too low value for the gluon condensate, suggesting that this
relation holds only for heavy quarks.
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4.2 Pion and ρ-meson bound states
Numerical solutions of Eq. (122) in RPA and TDA for pion (Eq. (113)) and ρ meson (Eq.
(114)) interaction kernels are obtained variationally with a set of Gaussian test functions,
ψi =
∑
n=1,Nh
〈n|i〉φn
〈n|i〉 = e−k2n/2β2 , (145)
where ψi is an eigenfunction in the momentum space k, discretized by i = 1, ..., N , and
β is a variational parameter, chosen to give the minimum energy expectation value. In
this way we avoid the direct diagonalization of Hamiltonian in the momentum space, |i〉,
where the interaction kernel is infrared divergent, such as Coulomb ∼ 1/k2 and confining
∼ 1/k4 potentials at k ∼ 0. Instead we calculate Hamiltonian matrix elements between
Gaussian functions, and obtain a regular Hamiltonian matrix in the |n〉 space, which is
solved as an eigenproblem. Typically one choses Nh ≪ N to achieve convergence and
stability of a result (large N for numerical integration of interaction kernels Eq. (113)
and Eq. (114), and small Nh to give several lowest eigenvalues from discrete spectrum).
Such procedure is important when calculating pion mass spectrum in the chiral limit,
with the current quark mass m = 0 (since there is no regulator in pion denominator as
k → 0).
TDA, (MeV) RPA, (MeV)
conf. 504 1364 2115 222 1416 2298
conf.+Coul. 608 1514 2249 427 1521 2309
conf.+Coul.+gen. 513 1411 2161 180 1413 2218
Table 1: Pion spectrum for the ground, first and second exited states in the TDA and
RPA approaches with confining, confining+Coulomb and confining+Coulomb+generated
potentials taken. Chiral limit m = 0 (αs = 0.4, σ = 0.18GeV
2,Λ = 10GeV ).
m, (MeV) TDA, (MeV) RPA, (MeV)
150 1038 1926 2936 1037 1986 3077
100 885 1762 2697 868 1811 2826
50 716 1590 2431 660 1626 2537
10 553 1446 2212 366 1460 2283
5 532 1428 2186 293 1437 2250
0 513 1411 2161 180 1413 2218
Table 2: Pion spectrum for the ground, first and second exited states in the TDA and RPA
approaches for different current masses of constituents. Confining+Coulomb+generated
potentials are taken (the same parameters as in the table 1).
RPA/TDA Eq. (122) has the form MmnXn = λmNmnXn in the |n〉 space, where
Nmn = 〈m|n〉, Xn and λn are eigenfunctions and eigenvalues. Note that the RPA matrix
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TDA, (MeV) RPA, (MeV)
conf. 659 1484 2258 642 1482 2256
conf.+Coul. 750 1678 2515 732 1676 2514
conf.+Coul.+gen. 718 1592 2377 700 1590 2376
Table 3: Spectrum of the ρ meson for the ground, first and second exited
states in the TDA and RPA approaches with confining, confining+Coulomb and
confining+Coulomb+generated potentials taken. Chiral limit m = 0, the same parame-
ters as in the table 1.
m, (MeV) TDA, (MeV) RPA, (MeV)
150 1130 2086 3247 1128 2086 3247
100 986 1916 2990 983 1915 2990
50 839 1744 2692 833 1744 2692
10 727 1616 2436 714 1615 2435
5 719 1603 2406 704 1601 2405
0 718 1592 2377 700 1590 2376
Table 4: Spectrum of the ρ meson for the ground, first and second exited states
in the TDA and RPA approaches for different current masses of constituents.
Confining+Coulomb+generated potentials are taken (the same parameters as in the
table 1).
Mmn is not hermitian, A × B 6= B × A (i.e. it is not a Hamiltonian) and one cannot
use algorithms for diagonalization of symmetric matrices. In numerical calculations of
Eq. (122) we first used the files dgeco.f and dgesl.f to find the product N−1 ×M ,
that reduces eigenvalue problem to N−1MX = λX , and then used the file rg.f from
the SLATEC archive to solve the general matrix for eigenstates. Results for the pion
and ρ-meson masses in RPA and TDA approaches are presented in Tables 1-4. In the
chiral limit RPA gives ground state pion masses which are significantly lower than those
obtained using TDA. Including the generated interaction terms reduces ground state pion
mass even more, increasing the mass splitting between the pion and ρ meson (Tables 1,
3). In the chiral limit we get
Mpi = 180MeV , Mρ = 700MeV
Mρ −Mpi = 520MeV . (146)
Although Coulomb and generated interactions are both perturbative, they act in dif-
ferent directions: Coulomb [generated] term increases [decreases] a meson mass. Indeed,
this is in an accordance with the standard perturbation theory where the leading order
perturbative corrections always shift the energy of a ground state down. Effects of using
the RPA instead of the TDA including the generated terms are not so pronounced for
excited states.
The π− ρ mass splitting of 520MeV in the chiral limit is close enough to the lattice
data splitting of 600MeV [21]. However, we are unable to get zero mass pion either in
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the BCS or adding the corrections from the leading order flow equations. Various reasons
why the zero mass pion solution cannot appear within the BCS approach are summarized
in Appendix D. The underlying reason of failing to produce the Goldstone boson seems
to be associated with a breakdown of covariance in the BCS model. Including higher
orders of calculations is necessary in order to approach to a covariant result.
In the chiral limit the π−ρmass splitting, δEpiρ =Mρ−Mpi, with all terms contributed
is δEpiρ = 205MeV in the TDA and δEpiρ = 520MeV in the RPA. These values should be
compared to δEpiρ = 155MeV in the TDA and δEpiρ = 420MeV in the RPA, calculated
with static confining potential alone. Flow equations improve the π − ρ mass splitting
by 32% in the TDA and by 24% in the RPA.
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Figure 10: π − ρ mass splitting for the ground state in TDA and RPA approaches.
Chiral limit, m = 0, and confining+Coulomb+generated interactions are taken (same
parameters as in table1). Fit function is 12000/(m+20).
For nonzero current quark masses, the main contribution to meson masses is coming
from the solutions of the gap equation, while the contributions from bare mass kinetic
terms are negligible (Tables 2, 4). This supports an idea of the constituent quark model,
where interactions give rise to massive constituents which build a meson mass in a
valence approximation. Since a numerical solution of the gap equation carries its mass
dependence, it is difficult to analyze analytically the dependence of the meson spectrum,
in particular of the π − ρ mass splitting, on the current mass.
Numerically obtained dependence of the π−ρ mass splitting, Mρ−Mpi, as a function
of the bare mass of one of the quarks is shown in Figure 10. We find 1/mconst behavior,
where mconst is a constituent quark mass, which is valid for heavy quarks and continues
to be valid for lighter constituent quarks. This fall-off is more rapid in the RPA than in
the TDA. From the RPA fit function, a constituent quark mass can be approximated,
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Figure 11: Cut-off dependence of the pion mass in the chiral limit M(Λ), normalized to
the pion mass at Λ = 10GeV , M(10), (same parameters as in table1). Line with crosses
represents RPA solution with confinement+Coulomb, the line with boxes stays for RPA
solution when generated potentials are added.
uniformly for heavy and light quarks, as mconst = m + 20 (MeV ), with the bare quark
massm. The 1/mconst behavior is characteristic for the hyperfine interaction. However, we
reproduce this behavior taking into account both spin dependent interactions and vacuum
effects of the dynamical chiral symmetry breaking. We do not separate the effects of the
hyperfine interactions and the chiral symmetry breaking, since after Bogoluibov-Valatin
transformation all quark interactions are calculated in a chiral noninvariant framework.
We reproduce 1/mconst behavior throughout the whole range of current quark masses.
One may conjecture that the hyperfine interaction dominates for heavy quarks, and the
confining potential and the chiral symmetry breaking are dominant for light quarks.
However, we do not see a change in regime. We thus conclude that 1/mconst behavior of
the π − ρ mass splitting, attributed to the hyperfine interaction, is actually due to both
hyperfine and the chiral symmetry breaking effects, which is consistent with the lattice
calculations [21] and experiment [22].
Formally, the static interactions of the form ψ†TψVL+Cψ
†Tψ, which include the sum
of confining and Coulomb potentials and initiate the breaking of the chiral symmetry, is
referred as the chiral symmetry breaking interactions, and the generated terms, having
the structure ψ†Tαψψ†Tαψ, are referred as the hyperfine interactions.
We find in the chiral limit that in the TDA roughly 30% of the π − ρ mass splitting
is due to the presence of the hyperfine interaction and the rest 70% is due to the chiral
symmetry breaking. In the RPA this ratio is 40% for the hyperfine and 60% for the chiral
symmetry breaking. However, the numerical value of this ratio depends on the details of
41
the confining interaction. In our calculations we used the linear rising potential generally
accepted in the quark model phenomenology with the string tension σ = 0.18GeV 2
predicted by the lattice studies. It is important to have both terms to reproduce a
correct mass splitting.
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Figure 12: Ground state pion wave function in TDA and RPA approaches. Chiral limit,
m = 0, and confining+Coulomb+generated interactions are taken (αs = 0.4, σ =
0.18GeV 2,Λ = 10GeV ).
The dependence of the pion mass in the chiral limit on the cut-off parameter, M(Λ),
is shown in Fig.11. The RPA solution, with only confining+Coulomb potential included,
grows unlimited (due to Coulomb), while adding the generated term stabilizes M(Λ),
which saturates roughly at M(10). Stable result confirms that the TDA/RPA equations
are completely renormalized when the generated terms by flow equations are included.
The pion wave functions for the ground and first excited states are depicted in Figs.12,
13. The ground state ρ-meson wave function is also shown in Fig.14. The difference
between the TDA wave function, ψTDA, and the creation component of the RPA wave
function, XRPA, is most significant for the pion ground state, while it is smaller for the
pion excited states and for the ρ-meson ground state. We conclude, as expected, that the
pion ground state is most sensitive to the improvement from the RPA over the TDA.
TDA, (MeV) RPA, (MeV)
conf. 20 45
conf.+Coul.+gen. 39 92
Table 5: Pion decay constants in the TDA and RPA approaches with confining and
confining+Coulomb+generated potentials taken.
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Figure 13: Pion wave function for the first exited state in TDA and RPA approaches.
Chiral limit, m = 0, and confining+Coulomb+generated interactions are taken into
account (same parameters as in Fig.10).
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Figure 14: Ground state ρ meson wave function in TDA and RPA approaches. Chiral
limit, m = 0, and confining+Coulomb+generated interactions are taken into account
(same parameters as in Fig.10).
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Using the TDA and RPA wave functions, we obtain the pion decay constants given
in the table 5. We find higher values of fpi in the RPA than in the TDA. Taking the
confining potential we obtain fpi = 45MeV in the RPA, that is higher than given in
Ref. [5] fpi = 20MeV . Adding the dynamical terms improves the pion decay constant,
fpi = 92MeV , that should be compared with the experimental value fpi = 96MeV . The
Gell’Mann-Oakes-Renner relation, Eq. (127), is satisfied within 6%, showing how close
our wave functions are to the exact Hamiltonian eigenfunctions. This may explain why
we obtain a realistic pion decay constant, 92MeV , in the RPA, although we obtained
low value of quark condensate −(155MeV )3 in subsection 4.1.
5 Summary and Conclusions
Starting with the leading order QCD Hamiltonian in the Coulomb gauge and introducing
phenomenological potential to account for the nonperturbative effects, we performed a
sequence of transformations of the Hamiltonian: BV transformation to a massive quasi-
particle basis and integral transformation achieved by flow equations. After BV transfor-
mation the phenomenological potential becomes strong, saturating strong QCD interac-
tions, and describes the BCS solution, which involves dynamical breaking of the chiral
symmetry. Residual interactions (weak in the quasiparticle basis) are treated perturba-
tively by flow equations and provide perturbative corrections to the BCS solution. In this
way we have utilized the scheme of the BCS model, where nonperturbative features such
as dynamical chiral symmetry breaking and massive quasiparticle modes are explicitly
present, and included perturbatively dynamical interactions in the BCS framework.
Including dynamical interactions by flow equations, we find the correct ultraviolet
behavior of Hamiltonian solutions. Namely, for the first time the renormalized gap and
Bethe-Salpeter equations which are finite in both UV and IR regions are obtained. More-
over, no additional UV renormalization is required in the chiral limit.
Adding dynamical interactions only slightly enlarges the quark dynamical mass;
m0(0) = 70MeV in the chiral limit. However, the chiral condensate has been improved
by 68% using flow equations and equals 〈ψ¯ψ〉0 = −(155MeV )3. This value is still low
compared to the predicted lattice value 〈ψ¯ψ〉0 = −(250MeV )3, but such feature of lower
value is common for all Hamiltonain methods.
The cut-off dependence of the quark condensate at nonzero current masses has been
obtained which provides the product m(Λ)〈ψ¯ψ〉m(Λ) invariant with respect to Λ. The
chiral condensate 〈ψ¯ψ〉0 is renormalized by including the renormalization group running
of the strong coupling constant αs(q
2).
Bethe-Salpeter equation is solved in the TDA and RPA, which approximate the
pion as a valence qq¯ pair in the TDA and allowing in addition to a qq¯ creation for a
qq¯ annihilation operator in the RPA. The pion ground state mass is most sensitive to
the improvement over the TDA approach from the RPA. As expected, the pion ground
state is obtained lower in the RPA than in the TDA. However, we are unale to get
zero mass pion either in the BCS or adding the leading order corrections from flow
equations. An underlying reason of failing to produce the Goldstone boson might be
a breakdown of covariance in the BCS model, which can be cured by including higher
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orders of calculations. Indeed, even in including the leading order dynamical interactions
in the BCS solution shifts the RPA pion mass of the ground state down, as expected
from the standard perturbation theory. We obtain for the RPA pion and ρ-meson ground
states Mpi = 180MeV and Mρ = 700MeV , respectively, in the chiral limit.
In the chiral limit the π − ρ mass splitting with all terms contributed is δMpiρ =
205MeV in the TDA and δMpiρ = 520MeV in the RPA. These values should be com-
pared to δMpiρ = 155MeV in the TDA and δMpiρ = 420MeV in the RPA, calculated
with the static confining potential alone. Flow equations improve the π−ρ mass splitting
by 32% in the TDA and by 24% in the RPA.
One may conjecture that the hyperfine interaction dominates for heavy quark masses,
and the dynamical chiral symmetry breaking is dominant for light quarks. However, we
cannot separate these two effects, distinguishing different regimes. By switching one
contribution or another, we find in the chiral limit, that roughly 30% of the π − ρ mass
splitting in the TDA is due to the presence of the hyperfine interaction and the rest 70%
is due to the chiral symmetry breaking. In the RPA, this ratio is 40% for the hyperfine
and 60% for the chiral symmetry breaking. However, the numerical value of this ratio
depends on the details of the confining interaction. In our calculations we have used the
linear rising potential generally accepted in the quark model phenomenology with the
string tension σ = 0.18GeV 2 predicted by the lattice studies.
It is crucial that the flow equations generate the dynamical spin-dependent hyper-
fine interactions which depend on all in- and out-going quark momenta as well as the
momentum of propagating dynamical gluon and include the momentum dependent so-
lutions of the gap equation. In the NJL type model as shown in the second paper of
Ref. [9], the static hyperfine interaction contribute a dominant part to the π − ρ mass
splitting, indicating that this model is close to the nonrelativistic CQM. However, our
model indicates that dynamical interactions in the BCS framework need to be included
using flow equations to improve the CQM. Thus, the flow equations seem to provide a
working tool to incorporate the corrections toward a covariant result.
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A Complete QCD motivated Hamiltonian
Here we specify, in second quantized form, the full QCD motivated Hamiltonian in the
Coulomb gauge expanded in the basis of Eq.(9). We ignore the pure gluon non-abelian
terms, since they do not contribute to the quark sector. One-body operators and conden-
sate terms arise from normal ordering with respect to the trial vacuum state |Ω〉. The
upper index over a Hamiltonian operator (e.g. K(0),V (1)) denotes the order (power) in
coupling constant.
We specify the γ-matrices, that are used in this work,
γi =
(
0 σi
−σi 0
)
, β = γ0 =
(
1 0
0 −1
)
, αi = βγi =
(
0 σi
σi 0
)
, γ5 =
(
0 1
1 0
)
,
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(147)
and the spinors are defined in Eq.(10).
Free quark and gluon part: Eq.(3) includes the quarkKq and gluonKg kinetic energies,
K = Kq+Kg, and the corresponding condensate terms, O = Oq+Og. The quark kinetic
term reads
Kq =
∑
s
∫ dk
(2π)3
(148)(
u†s(k)(αk + βm)us(k)b
†
s(k)bs(k)− v†s(−k)(αk + βm)vs(−k)d†s(−k)ds(−k)
+ u†s(k)(αk + βm)vs(−k)b†s(k)d†s(−k) + v†s(−k)(αk + βm)us(k)ds(−k)bs(k)
)
,
which, using the spinors in Eq. (10) and γ-matrices in Eq. (147), is reduced to
Kq =
∑
s
∫
dk
(2π)3
(
(kcΦ(k) +msΦ(k))[b
†
s(k)bs(k) + d
†
s(k)ds(k)]
+ (ksΦ(k)−mcΦ(k))[b†s(k)d†s(−k) + ds(−k)bs(k)]
)
=
∑
s
∫
dk
(2π)3
√
k2 +m2
(
cΘ(k)[b
†
s(k)bs(k) + d
†
s(k)ds(k)]
+ sΘ(k)[b
†
s(k)d
†
s(−k) + ds(−k)bs(k)]
)
, (149)
where m is the bare quark mass, and we have used the connection between the nonper-
turbative angle Φ and the Bogoliubov-Valatin angle Θ (See Eq. (205) in Appendix C).
In order to separate the zeroth and second order contributions we represent the quark
kinetic term, using Eq. (11), as
Kq =
∑
s
∫
dk
(2π)3
√
k2 +M2(k) [b†s(k)bs(k) + d
†
s(k)ds(k)]
+
∑
s
∫
dk
(2π)3
(m−M(k))
(
sΦ(k)[b
†
s(k)bs(k) + d
†
s(k)ds(k)]
− cΦ(k)[b†s(k)d†s(−k) + ds(−k)bs(k)]
)
= K(0)q +K
(2)
q , (150)
where K(0)q and K
(2)
q correspond to the zeroth and second order quark kinetic energy,
respectively. The gluon kinetic energy is given by
Kg = K
(0)
g =
∑
a
∫
dk
(2π)3
ω(k)aa†i (k)a
a
i (k) , (151)
Summing the zeroth order kinetic energy yields
K(0) =
∑
s
∫ dk
(2π)3
E(k)[b†s(k)bs(k) + d
†
s(k)ds(k)] +
∑
a
∫ dk
(2π)3
ω(k)aa†i (k)a
a
i (k) ,
(152)
46
with the effective quark and free gluon energies, E(k) =
√
k2 +M2(k), Eq. (11), and
ω(k) = k, respectively. The quark condensate reads
Oq = NcV
∫
dk
(2π)3
∑
s
v†s(−k)(αk + βm)vs(−k) , (153)
with the volume V = (2π)3δ(3)(0). It is reduced to
Oq = −4NcV
∫
dk
(2π)3
(kcΦ(k) +msΦ(k))
= −4NcV
∫
dk
(2π)3
√
k2 +m2 cΘ(k) , (154)
where we have used Eq. (205). Separating the zeroth and second order, one has
Oq = −4NcV
∫
dk
(2π)3
√
k2 +M2(k) − 4NcV
∫
dk
(2π)3
(m−M(k))sΦ(k)
= O(0)q +O
(2)
q . (155)
The gluon condensate is given by
Og = O
(0)
g = (N
2
c − 1)V
∫ dk
(2π)3
ω(k) . (156)
Therefore, the zeroth order condensate term is given by
O(0) = −4NcV
∫
dk
(2π)3
E(k) + (N2c − 1)V
∫
dk
(2π)3
ω(k) , (157)
where the volume is V = (2π)3δ(3)(0), and E(k) =
√
k2 +M2(k) .
Instantaneous interaction: Eq. (5) includes the linear confining and Coulomb inter-
actions in the quark sector
Vinst =
∑
s1...s4
∫ ( 4∏
n=1
dkn
(2π)3
)
(2π)3δ(3)(k1 + k3 − k2 − k4)VL+C(k1,k2)
× : [u†s1(k1)b†s1(k1) + v†s1(−k1)ds1(−k1)]T a[us2(k2)bs2(k2) + vs2(−k2)d†s2(−k2)]
[u†s3(k3)b
†
s3
(k3) + v
†
s3
(−k3)ds3(−k3)]T a[us4(k4)bs4(k4) + vs4(−k4)d†s4(−k4)]:
= V
(0)
inst + V
(2)
inst , (158)
with VL+C(k, q)→ VL+C(k− q). Here the linear and Coulomb terms are represented by
V
(0)
inst and V
(2)
inst, respectively, and VL+C(k) is defined by
CfVL+C(k) = 2πCf
αs
k2
+ 4π
σ
k4
, (159)
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with the fundamental Casimir operator Cf = T
aT a = (N2c −1)/2Nc = 4/3. Terms arising
from normal ordering are the one-body operator (self-energy) and the condensate term.
Self-energy is written as
Σinst =
∑
s
∫
dkdq
(2π)6
CfVL+C(k, q) (160)(
b†s(k)bs(k)
∑
s′
[(u†s(k)us′(q))(u
†
s′(q)us(k))− (u†s(k)vs′(−q))(v†s′(−q)us(k))]
− d†s(−k)ds(−k)
∑
s′
[(v†s(−k)us′(q))(u†s′(q)vs(−k))− (v†s(−k)vs′(−q))(v†s′(−q)vs(−k))]
+ ds(−k)bs(k)
∑
s′
[(v†s(−k)us′(q))(u†s′(q)us(k))− (v†s(−k)vs′(−q))(v†s′(−q)us(k))]
+ b†s(k)d
†
s(−k)
∑
s′
[(u†s(k)us′(q))(u
†
s′(q)vs(−k))− (u†s(k)vs′(−q))(v†s′(−q)vs(−k))]
)
,
which, using Eq. (10), is reduced to
Σinst =
∑
s
∫ dkdq
(2π)6
CfVL+C(k, q)[b
†
s(k)bs(k) + d
†
s(−k)ds(−k)]
1
2
(
(1 + s(k)s(q) + c(k)c(q)kˆ · qˆ)− (1− s(k)s(q)− c(k)c(q)kˆ · qˆ)
)
+
∑
s
∫
dkdq
(2π)6
CfVL+C(k, q)[b
†
s(k)d
†
s(−k) + ds(−k)bs(k)]
1
2
(
2(−c(k)s(q) + s(k)c(q)kˆ · qˆ)
)
=
∑
s
∫
dkdq
(2π)6
(
s(k)s(q) + c(k)c(q)kˆ · qˆ
)
CfVL+C(k, q)
× [b†s(k)bs(k) + d†s(−k)ds(−k)]
+
∑
s
∫ dkdq
(2π)6
(
−c(k)s(q) + s(k)c(q)kˆ · qˆ
)
CfVL+C(k, q)
× [b†s(k)d†s(−k) + ds(−k)bs(k)] . (161)
The correction to quark condensate is given by
Oinst = Nc
∫ dkdq
(2π)6
∑
s,s′
[(v†s(−k)us′(q))(u†s′(q)vs(−k))]CfVL+C(k, q) . (162)
which simplifies to
Oinst = 2Nc
∫
dkdq
(2π)6
(
1− s(k)s(q)− c(k)c(q)kˆ · qˆ
)
CfVL+C(k, q) . (163)
Dynamical interaction: Eq. (8) includes to order O(g) the quark-gluon coupling
V (1)qg = −g
∑
s1,s2,a
∫ ( 3∏
n=1
dkn
(2π)3
)
(2π)3δ(3)(k1 − k2 − k3) 1√
2ω(k3)
× : [u†s1(k1)b†s1(k1) + v†s1(−k1)ds1(−k1)]T aαi[us2(k2)bs2(k2) + vs2(−k2)d†s2(−k2)]
[aai (k3) + a
a†
i (−k3)]: , (164)
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where the colon denotes normal ordered products, i.e. all creation operators are on the
left and annihilation on the right. One-body and condensate terms diverge in the UV
region, since they contain field operator products at one point. They are regulated as
discussed in Section 3.
B Second order flow equations
Solving the second oder flow equation for the particle number conserving part Hd, Eq.
(22), we generate three types of Hamiltonian operators: two-body effective quark inter-
actions, one-body self-energy terms and condensates. We consider each separately. In
what follows, sΦ(k) ≡ s(k) and the same abbreviation is defined for a cosine.
B.1 Effective quark interaction
We calculate an effective quark interaction only in the sectors which contribute to the
bound state equations: TDA and RPA. Using expressions for the effective coupling con-
stant, Eq. (17), and the generator, Eq. (18), the following effective interaction is gener-
ated, which contribute to TDA equation,
dVgen(l)
dl
=
∑
s1...s4
∫ ( 4∏
n=1
dkn
(2π)3
)
(2π)3δ(3)(k1 + k3 − k2 − k4)
× Dij(k1 − k2)
2ω(k1 − k2) (u
†
s1
(k1)αius2(k2))(v
†
s3
(−k3)αjvs4(−k4))
× [η1(k1,k2,k1 − k2)g1(k3,k4,k1 − k2) + η1(k3,k4,k1 − k2)g1(k1,k2,k1 − k2)]
× : b†s1(k1)T abs2(k2)ds3(−k3)T ad†s4(−k4):
+
∑
s1...s4
∫ ( 4∏
n=1
dkn
(2π)3
)
(2π)3δ(3)(k1 + k3 − k2 − k4)
× Dij(k1 − k2)
2ω(k1 − k2) (v
†
s1
(−k1)αivs2(−k2))(u†s3(k3)αjus4(k4))
× [η1(k2,k1,−(k1 − k2))g1(k4,k3,−(k1 − k2))
+ η1(k4,k3,−(k1 − k2))g1(k2,k1,−(k1 − k2))]
× : ds1(−k1)T ad†s2(−k2)b†s3(k3)T abs4(k4): , (165)
Integrating this flow equation, we obtain the generated interaction Vgen(l → ∞) = Vgen
(the initial value is Vgen(l = 0) = 0);
Vgen =
∑
s1...s4
∫ ( 4∏
n=1
dkn
(2π)3
)
(2π)3δ(3)(k1 + k3 − k2 − k4)
× Dij(k1 − k2)
2ω(k1 − k2) g
2 D1 +D
′
1
D21 +D
′2
1
(u†s1(k1)αius2(k2))(v
†
s3
(−k3)αjvs4(−k4))
× : b†s1(k1)T abs2(k2)ds3(−k3)T ad†s4(−k4):
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+
∑
s1...s4
∫ ( 4∏
n=1
dkn
(2π)3
)
(2π)3δ(3)(k1 + k3 − k2 − k4)
× Dij(k1 − k2)
2ω(k1 − k2) g
2 D˜1 + D˜
′
1
D˜21 + D˜
′2
1
(v†s1(−k1)αivs2(−k2))(u†s3(k3)αjus4(k4))
× : ds1(−k1)T ad†s2(−k2)b†s3(k3)T abs4(k4): . (166)
We combine both terms, using symmetry property of the polarization sum Dji(q) =
Dij(q), and obtain
Vgen =
∑
s1...s4
∫ ( 4∏
n=1
dkn
(2π)3
)
(2π)3δ(3)(k1 + k3 − k2 − k4)
× Dij(k1 − k2)
2ω(k1 − k2) g
2
(
D1 +D
′
1
D21 +D
′2
1
+
D˜1 + D˜
′
1
D˜21 + D˜
′2
1
)
(u†s1(k1)αius2(k2))(v
†
s3
(−k3)αjvs4(−k4))
× : b†s1(k1)T abs2(k2)ds3(−k3)T ad†s4(−k4): , (167)
where the energy denominators are
D1 = E(k1)− E(k2)− ω(k1 − k2) , D′1 = E(k3)−E(k4)− ω(k1 − k2)
D˜1 = E(k2)− E(k1)− ω(k1 − k2) , D˜′1 = E(k4)−E(k3)− ω(k1 − k2) . (168)
An effective interaction, which contribute to RPA, is defined by
dVgen(l)
dl
=
∑
s1...s4
∫ ( 4∏
n=1
dkn
(2π)3
)
(2π)3δ(3)(k1 + k3 − k2 − k4)
× Dij(k1 − k2)
2ω(k1 − k2) (u
†
s1(k1)αivs2(−k2))(u†s3(k3)αjvs4(−k4))
× [η0(k4,k3,k1 − k2)g1′(k1 − k2,k2,k1)− η1′(k1 − k2,k2,k1)g0(k4,k3,k1 − k2)]
× : b†s1(k1)T ad†s2(−k2)b†s3(k3)T ad†s4(−k4):
+
∑
s1...s4
∫ ( 4∏
n=1
dkn
(2π)3
)
(2π)3δ(3)(k1 + k3 − k2 − k4)
× Dij(k1 − k2)
2ω(k1 − k2) (v
†
s1(−k1)αius2(k2))(v†s3(−k3)αjus4(k4))
× [η0(k1,k2,k1 − k2)g1′(k1 − k2,k3,k4)− η1′(k1 − k2,k3,k4)g0(k1,k2,k1 − k2)]
× : ds1(−k1)T abs2(k2)ds3(−k3)T abs4(k4): , (169)
that gives after integration
Vgen =
∑
s1...s4
∫ ( 4∏
n=1
dkn
(2π)3
)
(2π)3δ(3)(k1 + k3 − k2 − k4)
× Dij(k1 − k2)
2ω(k1 − k2) g
2D0 −D1′
D20 +D
2
1′
(u†s1(k1)αivs2(−k2))(u†s3(k3)αjvs4(−k4))
× : b†s1(k1)T ad†s2(−k2)b†s3(k3)T ad†s4(−k4):
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+
∑
s1...s4
∫ ( 4∏
n=1
dkn
(2π)3
)
(2π)3δ(3)(k1 + k3 − k2 − k4)
× Dij(k1 − k2)
2ω(k1 − k2) g
2 D˜0 − D˜1′
D˜20 + D˜
2
1′
(v†s1(−k1)αius2(k2))(v†s3(−k3)αjus4(k4))
× : ds1(−k1)T abs2(k2)ds3(−k3)T abs4(k4): , (170)
where the energy denominators are
D0 = −(E(k3) + E(k4) + ω(k1 − k2)) , D1′ = ω(k1 − k2)−E(k1)−E(k2)
D˜0 = −(E(k1) + E(k2) + ω(k1 − k2)) , D˜1′ = ω(k1 − k2)−E(k3)−E(k4) .(171)
Here the energy denominators carry the same lower indeces Di as the generators ηi and
coupling constants gi which they correspond to. One can further simplify the generated
interactions Eqs. (167) and (170). In the c.m. frame the generated interactions contribut-
ing to TDA (X component of the RPA wave function), Eq. (167), are
Vgen =
∑
αβδγ
∫
dkdq
(2π)6
2W1(k, q)Dij(k − q) (172)
×
(
(u†δ(q)αiuα(k))(v
†
β(−k)αjvγ(−q)): b†δ(q)T abα(k)dβ(−k)T ad†γ(−q):
+ (u†α(k)αiuδ(q))(v
†
γ(−q)αjvβ(−k)): b†α(k)T abδ(q)dγ(−q)T ad†β(−k):
)
,
and to RPA (Y component of the RPA wave function), Eq. (170), are
Vgen =
∑
αβδγ
∫
dkdq
(2π)6
2W2(k, q)Dij(k − q) (173)
×
(
(v†γ(−q)αiuα(k))(v†β(−k)αjuδ(q)): dγ(−q)T abα(k)dβ(−k)T abδ(q):
+ (u†δ(q)αivβ(−k))(u†α(k)αjvγ(−q)): b†δ(q)T ad†β(−k)b†α(k)T ad†γ(−q):
)
,
where potential functions are given by
CfW1(k, q) = −1
2
Cfg
2
ω2(k − q) + (E(k)− E(q))2
CfW2(k, q) = −1
2
Cfg
2
ω2(k − q) + (E(k) + E(q))2 . (174)
B.2 Self-energies
Two contraction terms from the commutator [η(1), V (1)qg ] in Eq. (22) contribute to the
self-energy operators. In the diagonal one-quark sector (b†b and d†d) the flow equations
are written as follows
dΣgen(l)
dl
=
∑
s
∫
dkdq
(2π)6
Cf
Dij(k − q)
2ω(k − q) (175)
×
(∑
s′
(u†s(k)αius′(q))(u
†
s′(q)αjus(k))2η1(k, q,k − q)g1(k, q,k − q)
− ∑
s′
(u†s(k)αivs′(−q))(v†s′(−q)αjus(k))2η0(k, q,k − q)g0(k, q,k − q)
)
b†s(k)bs(k) ,
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since η0(p,k, q) = η0(k,p, q) (the same holds for g0) and
dΣgen(l)
dl
=
∑
s
∫
dkdq
(2π)6
Cf
Dij(k − q)
2ω(k − q) (176)
×
(∑
s′
(v†s(−k)αivs′(−q))(v†s′(−q)αjvs(−k))2η1(k, q,k− q)g1(k, q,k − q)
− ∑
s′
(v†s(−k)αius′(q))(u†s′(q)αjvs(−k))2η0(k, q,k− q)g0(k, q,k − q)
)
d†s(−k)ds(−k) .
Integrating these flow equations with the generators and coupling constants given by
Eq. (19) and Eq. (21), respectively, produces the second order self-energy correction,
δΣ = Σ(l)−Σ(l0 = 0). The self-energy operator, at the scale λ with l = 1/λ, is given by
Σgen(λ) =
∑
s
∫
dkdq
(2π)6
Cfg
2Dij(k − q)
2ω(k− q) (177)
×
(∑
s′
(u†s(k)αius′(q))(u
†
s′(q)αjus(k))
1
D1
e(−2D
2
1
/λ2)
− ∑
s′
(u†s(k)αivs′(−q))(v†s′(−q)αjus(k))
1
D0
e(−2D
2
0
/λ2)
)
b†s(k)bs(k) ,
and
Σgen(λ) =
∑
s
∫
dkdq
(2π)6
Cfg
2Dij(k − q)
2ω(k− q) (178)
×
(∑
s′
(v†s(−k)αivs′(−q))(v†s′(−q)αjvs(−k))
1
D1
e(−2D
2
1
/λ2)
− ∑
s′
(v†s(−k)αius′(q))(u†s′(q)αjvs(−k))
1
D0
e(−2D
2
0
/λ2)
)
d†s(−k)ds(−k) ,
with
D0 = −(E(k) + E(q) + ω(k− q))
D1 = E(k)−E(q)− ω(k− q) . (179)
In the off-diagonal one-quark sector (bd and b†d†) the flow equations are given by
dΣgen(l)
dl
=
∑
s
∫
dkdq
(2π)6
Cf
Dij(k − q)
2ω(k − q) (180)
×
(∑
s′
(v†s(−k)αivs′(−q))(v†s′(−q)αjus(k))−
∑
s′
(v†s(−k)αius′(q))(u†s′(q)αjus(k))
)
× [η0(k, q,k − q)g1(k, q,k − q) + η1(k, q,k − q)g0(k, q,k − q)]bs(k)ds(−k) ,
and
dΣgen(l)
dl
=
∑
s
∫
dkdq
(2π)6
Cf
Dij(k − q)
2ω(k − q) (181)
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×
(∑
s′
(u†s(k)αius′(q))(u
†
s′(q)αjvs(−k))−
∑
s′
(u†s(k)αivs′(−q))(v†s′(−q)αjvs(−k))
)
× [η0(k, q,k − q)g1(k, q,k − q) + η1(k, q,k − q)g0(k, q,k − q)]b†s(k)d†s(−k) ,
where again the symmetry property of η0 and g0, when interchanging any of their two
arguments, was used. The self-energy operator, at the scale l = 1/λ2, is given by
Σgen(λ) =
∑
s
∫
dkdq
(2π)6
Cfg
2Dij(k − q)
2ω(k− q)
×
(∑
s′
(v†s(−k)αius′(q))(u†s′(q)αjus(k))−
∑
s′
(v†s(−k)αivs′(−q))(v†s′(−q)αjus(k))
)
× D0 +D1
D20 +D
2
1
e−(D
2
0
+D2
1
)/λ2ds(−k)bs(k) , (182)
and
Σgen(λ) =
∑
s
∫
dkdq
(2π)6
Cfg
2Dij(k − q)
2ω(k− q)
×
(∑
s′
(u†s(k)αius′(q))(u
†
s′(q)αjvs(−k))−
∑
s′
(u†s(k)αivs′(−q))(v†s′(−q)αjvs(−k))
)
× D0 +D1
D20 +D
2
1
e−(D
2
0
+D2
1
)/λ2b†s(k)d
†
s(−k) , (183)
with the energy denominators defined in Eq. (179). Using the spinors, Eq. (10), and the
polarization sum, Eq. (13), the self-energy operators are simplified to
Σgen(λ) =
∑
s
∫
dkdq
(2π)6
1
2
(
(1 + s(k)s(q) + c(k)c(q)kˆ · lˆqˆ · lˆ) 1
D0
e−2D
2
0
/λ2
− (1− s(k)s(q)− c(k)c(q)kˆ · lˆqˆ · lˆ) 1
D1
e−2D
2
1
/λ2
)
(−Cfg
2
ω(l)
)
× (b†s(k)bs(k) + d†s(−k)ds(−k))
+
∑
s
∫
dkdq
(2π)6
1
2
(
2(−c(k)s(q) + s(k)c(q)kˆ · lˆqˆ · lˆ)
) D0 +D1
D20 +D
2
1
e−(D
2
0
+D2
1
)/λ2(−Cfg
2
ω(l)
)
× (b†s(k)d†s(−k) + ds(−k)bs(k)) , (184)
with
D0 = −(E(k) + E(q) + ω(l))
D1 = E(k)−E(q)− ω(l) , (185)
and l = k − q. For large momenta flowing in the loop, one has D0 ∼ D1 ∼ −(E(q) +
ω(l)) ∼ −2ω(q) = −2|q|. In this limit the self-energy operator, Eq. (184), is reduced to
Σgen(λ) =
∑
s
∫
dkdq
(2π)6
(
s(k)s(q) + c(k)c(q)kˆ · lˆqˆ · lˆ
)(
− Cfg
2
Dω(l)
)
e−2D
2/λ2
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× (b†s(k)bs(k) + d†s(−k)ds(−k))
+
∑
s
∫
dkdq
(2π)6
(
−c(k)s(q) + s(k)c(q)kˆ · lˆqˆ · lˆ
)(
− Cfg
2
Dω(l)
)
e−2D
2/λ2
× (b†s(k)d†s(−k) + ds(−k)bs(k)) , (186)
where l = k − q, and the energy denominator is
D = (E(q) + ω(l)) . (187)
This can be simplified further
Σgen(λ) =
∑
s
∫
dkdq
(2π)6
(
s(k)s(q) + c(k)c(q)kˆ · lˆqˆ · lˆ
)
(
Cfg
2
(E(q) + ω(l))ω(l)
)e−4q
2/λ2
× (b†s(k)bs(k) + d†s(−k)ds(−k))
+
∑
s
∫ dkdq
(2π)6
(
−c(k)s(q) + s(k)c(q)kˆ · lˆqˆ · lˆ
)
(
Cfg
2
(E(q) + ω(l))ω(l)
)e−4q
2/λ2
× (b†s(k)d†s(−k) + ds(−k)bs(k)) , (188)
where we rescaled the cut-off, λ → √2λ, that does not change the result. We regulate
the self-energy operator arising by normal ordering the instantaneous interactions Eq.
(161)
Σinst(λ) =
∑
s
∫
dkdq
(2π)6
(
s(k)s(q) + c(k)c(q)kˆ · qˆ
)
CfVL+C(k, q)e
−q2/λ2
× [b†s(k)bs(k) + d†s(−k)ds(−k)]
+
∑
s
∫
dkdq
(2π)6
(
−c(k)s(q) + s(k)c(q)kˆ · qˆ
)
CfVL+C(k, q)e
−q2/λ2
× [b†s(k)d†s(−k) + ds(−k)bs(k)] , (189)
where the same regulating function is chosen to match the energy denominators. We fol-
lowed the regularization prescription suggested by Zhang and Harindranath [23], where
the divergent instantaneous terms arising after normal-ordering are regulated using the
same cut-off function, i.e. an exponent, as in the divergent dynamical terms, while the
argument in the exponent matches the energy denominator of the interaction. The com-
plete self-energy operator is
Σ(λ) = Σinst(λ) + Σgen(λ) . (190)
B.3 Quark condensate
The second order flow equation, Eq. (22), for the condensate term is
dOgen(l)
dl
= NcV
∫
dkdq
(2π)6
Cf
Dij(k − q)
2ω(k − q) (191)
×
∑
s,s′
(v†s(−k)αius′(q))(u†s′(q)αjvs(−k))2η0(k, q,k − q)g0(k, q,k − q)
 ,
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where the volume is V = (2π)3δ(3)(0). Integration yields the correction, δO = O(l) −
O(l0 = 0), where O(l) is a condensate for the flow parameter l, related to the energy
scale λ by l = 1/λ2. The resulting generated condensate term through second order is
Ogen(λ) = NcV
∫
dkdq
(2π)6
Cfg
2Dij(k − q)
2ω(k− q)
×
∑
s,s′
(v†s(−k)αius′(q))(u†s′(q)αjvs(−k))
 1
D0
e−2D
2
0
/λ2 , (192)
which, using the spinors Eq. (10), is reduced
Ogen(λ) = −2NcV
∫
dkdq
(2π)6
(1 + s(k)s(q) + c(k)c(q)kˆ · lˆqˆ · lˆ)e−2D20/λ2
(
− Cfg
2
D0ω(l)
)
,
(193)
where l = k − q, and the energy denominator is
D0 = −(E(k) + E(q) + ω(l)) . (194)
The regulated condensate terms, generated and instantaneous, can be summarized
Ogen(λ) = −2NcV
∫
dkdq
(2π)6
(1 + s(k)s(q) + c(k)c(q)kˆ · lˆqˆ · lˆ)e−(q+k+l)2/λ2
×
(
Cfg
2
(E(k) + E(q) + ω(k − q))ω(k− q)
)
, (195)
and, from Eq. (163),
Oinst(λ) = 2NcV
∫
dkdq
(2π)6
(1− s(k)s(q)− c(k)c(q)kˆ · qˆ)e−(q+k)2/λ2CfV (k, q) .
(196)
The regulating procedure is the same as above (See [23]). Note that in the exponential
factors we have used free dispersion relation, E(q) ∼ ω(q) = |q|, valid for large cut-off
values. The complete radiative correction to the quark condensate, Eq. (154), is
O(λ) = Oinst(λ) +Ogen(λ) . (197)
C Bogoliubov-Valatin transformation and the gap
equation with double normal ordering
The Bogoliubov-Valatin transformation for the pairing (BCS) model relates the operators
b, d which annihilate bare vacuum |0〉 to a new basis set B,D which annihilate vacuum
state |Ω〉, containing the quark condensate,
Bs(k) = cΘ/2(k)bs(k)− h(s)sΘ/2d†s(−k)
Ds(−k) = cΘ/2(k)ds(−k) + h(s)sΘ/2b†s(k) , (198)
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where Θ = Θ(k) is the Bogoliubov-Valatin (BCS) angle, and h(s) is the helicity. Similarly
the transformed quasiparticle spinors are
Us(k) = cΘ/2(k)us(k)− h(s)sΘ/2vs(−k)
Vs(−k) = cΘ/2(k)vs(−k) + h(s)sΘ/2us(k) , (199)
where the bare particle and quasiparticle spinors are defined, respectively, as
us(k) =
1√
2
 √1 + sα(k)χs√
1− sα(k)(σ · kˆ)χs
 ,
vs(−k) = 1√
2
 −√1− sα(k)(σ · kˆ)η−s√
1 + sα(k)η−s
 , (200)
and
Us(k) =
1√
2
 √1 + sΦ(k)χs√
1− sΦ(k)(σ · kˆ)χs
 ,
Vs(−k) = 1√
2
 −√1− sΦ(k)(σ · kˆ)η−s√
1 + sΦ(k)η−s
 . (201)
Here, χs and ηs are the standard two-component Pauli spinors of a particle and an
antiparticle, respectively, with η−s = −iσ2χs. We include masses in the definition of
spinors, therefore the perturbative (α = α(k)) and nonperturbative (Φ = Φ(k)) angles
appear in the sine and cosine as follows
sin(α(k)) ≡ sα(k) = m√
k2 +m2
, cos(α(k)) ≡ cα(k) = k√
k2 +m2
, (202)
and
sin(Φ(k)) ≡ sΦ(k) = M(k)√
k2 +M2(k)
, cos(Φ(k)) ≡ cΦ(k) = k√
k2 +M2(k)
, (203)
where m is the bare mass andM(k) is the effective masses. The nonperturbative angle Φ
is related to the Bogoliubov-Valatin angle Θ/2, given in Eq. (198), and the perturbative
angle α, Eq. (202), as
Φ = α +Θ , (204)
So that the following holds
sΦ(k) =
m√
k2 +m2
cΘ(k) +
k√
k2 +m2
sΘ(k)
cΦ(k) =
k√
k2 +m2
cΘ(k)− m√
k2 +m2
sΘ(k) . (205)
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To obtain the gap equation with double normal ordering we first decompose the
Hamiltonian, Eq. (2), in the perturbative basis, using (anti)quark b, d operators with
spinors u, v, Eq. (200), and the perturbative angle α, Eq. (202), and then normal order
H with respect to the perturbative vacuum |0〉. We obtain the terms summarized in
Appendix A, replacing the angle Φ by α. Next we perform the Bogoliubov-Valatin trans-
formation from the perturbative to the BCS vacuum, |0〉 → |Ω〉, expressing the quark
operators b, d through B,D, Eq. (198). Condensate terms do not change, one-body op-
erators transform as
(b†sbs + d
†
sds)→ cΘ(B†sBs +D†sDs) + h(s)sΘ(B†sD†s +DsBs)
(b†sd
†
s + dsbs)→ cΘ(B†sD†s +DsBs)− h(s)sΘ(B†sBs +D†sDs) , (206)
and two-body interactions, expressed only by the angle Φ using Eq. (205), coincide with
the interaction terms of Eq. (158). One should be able to combine the angles α and Θ
into Φ for the two-body interactions, unless a mistake is done. Now we normal order the
obtained Hamiltonian with respect to the new vacuum |Ω〉 and obtain an additional set of
terms. In particular, by normal ordering the BV transformed two-body interactions, we
have the same terms as obtained before Eq. (161) in one-body sector. These terms depend
only on Φ. In addition, there are one-body operators obtained by normal-ordering in |0〉
and BV transformed Eq. (206), which depend on α and Φ, and also the BV transformed
kinetic terms, depending only on Φ. Combining all the terms, we obtain the gap equation
ksΦ(k)−mcΦ(k)
=
∫
dq
(2π)3
CfVL+C(k, q)
(
cΦ(k)[sΦ(q)− sα(q)]− sΦ(k)[cΦ(q)− cα(q)]kˆ · qˆ
)
(207)
+
∫
dq
(2π)3
CfW (k, q)
(
cΦ(k)[sΦ(q)− sα(q)]− sΦ(k)[cΦ(q)− cα(q)]kˆ · lˆqˆ · lˆ
)
,
where the generated terms are also added. One can express this equation in terms of α
and Θ angles, using Eq. (205), as
E(k)sΘ(k) = −
∫ dq
(2π)3
(ΣcccΘ(k)[cΘ(q)− 1] + ΣcscΘ(k)sΘ(q)
+ ΣscsΘ(k)[cΘ(q)− 1] + ΣsssΘ(k)sΘ(q)) , (208)
where the self-energy terms include the instantaneous and generated contributions
Σ = Σinst + Σgen . (209)
The instantaneous self-energies are given only in terms of α
Σccinst = (−cα(k)sα(q) + sα(k)cα(q)kˆ · qˆ)CfVL+C(k, q)
Σcsinst = (−cα(k)cα(q)− sα(k)sα(q)kˆ · qˆ)CfVL+C(k, q)
Σscinst = (sα(k)sα(q) + cα(k)cα(q)kˆ · qˆ)CfVL+C(k, q)
Σssinst = (sα(k)cα(q)− cα(k)sα(q)kˆ · qˆ)CfVL+C(k, q) , (210)
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and the following changes should be made in these formulas to obtain the generated
self-energies, Σgen;
kˆ · qˆ → kˆ · lˆqˆ · lˆ , (211)
and
VL+C(k, q)→W (k, q) . (212)
The double normal ordered gap equation, Eqs. (207) and (208), is UV finite even
with the Coulomb potential, VL+C ∼ (k − q)−2, alone. For large momenta, q ∼ Λ,
Φ(q) → α(q) and Θ(q) → 0, i.e. cΘ(q) → 1 and sΘ(q) → 0, and terms coming from
normal ordering in |Ω〉 and in |0〉 cancel each other. Indeed, for high UV momenta two
vacua |0〉 and |Ω〉 are viewed as the same, giving the same result of normal-ordered
terms but with opposite signs. However this gap equation is IR infinite for the confining
potential, VL+C ∼ (k− q)−4. Cancelation of the leading IR divergence does not happen,
as it happened with single normal ordering in |Ω〉, Eqs. (75) and (76). At k ∼ q the
r.h.s. of Eq. (207) behaves∫
dq
(2π)3
CfVL+C(k, q)sΘ(k) ∼
∫
dq|k − q|−4 , (213)
and diverges. We conclude that the prescription of double normal ordering leads to
divergencies for some potentials and is artificial.
D Pion mass in the BCS model and in the method
of flow equations
In this appendix we check if pion 0++ can have zero mass in BCS and flow equation
approaches. RPA bound state equation, Eq. (121), reads
(A− B) (k, q)ψ−(q) =Mψ+(k)
A(k, q) = 2ǫ(k)− dqFxx(k, q)
B(k, q) = −dqFxy(k, q) , (214)
where tensors F include the instantaneous I and generated G terms, F = I +G. In the
π channel, using Eq. (113) for F ,
Ixx(k, q) = CfVL+C(kq) [ 1 + s(k)s(q) + c(k)c(q)x ] (215)
Ixy(k, q) = CfVL+C(kq) [−1 + s(k)s(q) + c(k)c(q)x ]
Gxx(k, q) = CfW˜ (kq)
[
−1 + s(k)s(q) + c(k)c(q)x(k
2 + q2)− (1 + x2)kq
(k − q)2
]
Gxy(k, q) = CfW˜ (kq)
[
1 + s(k)s(q) + c(k)c(q)
x(k2 + q2)− (1 + x2)kq
(k − q)2
]
,
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and, from Eq. (64) for ε in the chiral limit m = 0,
ε(k) = kc(k) +
∫
dqCfVL+C(k, q) [ s(k)s(q) + c(k)c(q)x ]
+
∫
dqCfW (k, q)
[
s(k)s(q) + c(k)c(q)
x(k2 + q2)− (1 + x2)kq
(k − q)2
]
=
∫
dqCfVL+C(k, q)
[
s(q)
s(k)
]
+
∫
dqCfW (k, q)
[
s(q)
s(k)
]
, (216)
where we have used the gap equation with m = 0, Eq. (51),
k =
∫
dqCfVL+C
[
c(k)
s(q)
s(k
− c(q)x
]
+
∫
dqW
[
c(k)
s(q)
s(k)
− c(q)x(k
2 + q2)− (1 + x2)kq
(k − q)2
]
, (217)
to get ε. In the above formulas the instantaneous interaction, Eq. (27), is given by
CfVL+C(k, q) =
1
2
Cfg
2
(k − q)2 +
4πσ
(k − q)4 , (218)
and the dynamical interactions generated by flow equations, Eq. (27) and Eq. (48), are
CfW (k, q) =
Cfg
2
ω(k− q)[E(q) + ω(k− q)]
CfW˜ (k, q) = − Cfg
2
E2(q) + ω2(k − q) , (219)
where loop momenta in perturbative corrections are large, |k| ≪ |q| (See Appendix B).
It is convenient to represent the generated interactions Eq. (219) as
CfW (k, q) = CfU(k, q)− CfδW (k, q)
−CfW˜ (k, q) = CfU(k, q)− CfδW˜ (k, q) . (220)
with
CfU(k, q) =
Cfg
2
ω2(k − q)
CfδW (k, q) =
Cfg
2
ω2(k − q)
[
E(q)
E(q) + ω(k − q)
]
CfδW˜ (k, q) =
Cfg
2
ω2(k − q)
[
E2(q)
E2(q) + ω2(k − q)
]
. (221)
In BCS, with only instantaneous interaction present and W = W˜ = 0, we substitute
Eqs. (215) and (216) into Eq. (214) and get
2
∫
dqCfVL+C(k, q)
[
s(q)
s(k)
]
ψ−(k)− 2
∫
dqCfVL+C(k, q)ψ−(q) = Mψ+(k) .
(222)
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As has been found in Ref. [5], choosing the wave function solution as ψ−(k) = s(k), the
l.h.s. of Eq. (222) equals zero leading to zero r.h.s. and M = 0. In other words, by this
choice the kinetic part, ∼ ψ(k), is equal to the potential part (with an opposite sign),
∼ ψ(q), thus interaction reduces pion mass to zero. This statement does not depend
on particular form of the instantaneous potential V , as long as a solution of the gap
equation exists for V . In particular, for V ∼ k/[q2(q2 + 1)], the solution of the gap
equation is constant, tg(k) = s(k)/c(k) ∼ ∫ dq s(q)/(q2 + 1) = const, which reduces the
bound state equation to
2
∫
dqCfVL+C(k, q) [ψ−(k)− ψ−(q) ] = Mψ+(k) , (223)
where, in order to have M = 0, we demand ψ−(k) = ψ−(q) for any k, q. This leads to a
constant wave function, ψ−(k) = const, which does not satisfy a normalization condition
and means a pion bound state is not localized, that is false.
Moreover, in the original RPA system of equations, Eq. (118), the wave functions
X(k) = −Y (k) = s(k) , (224)
give zero l.h.s. and M = 0 in the BCS [5] (the same type of equation as Eq. (221)).
However, this solution violates the RPA wave function normalization condition, Eq.
(110), ∫
dq [X∗(q)X(q)− Y ∗(q)Y (q) ] =
∫
dqψ∗−(q)ψ+(q) = 1 , (225)
which follows from the commutation relation of the meson creation/annihilation opera-
tors, Eq. (101). Also, the covariant dispersion law E(P ) =
√
P 2 +M2 does not hold in
this case, which means a breakdown of covariance. As noted by Le Yaouanc et al. [5],
the model is not covariant since we have adopted an instantaneous interaction.
Now we calculate the perturbative correction to the BCS solution using flow equa-
tions. We substitute Eqs. (215), (216) and (220) into Eq. (214), with both instantaneous
and generated interactions present, and get
2
∫
dqCfVL+C(k, q)
[
s(q)
s(k)
]
ψ−(k) + 2
∫
dqCfU(k, q)
[
s(q)
s(k)
]
ψ−(k)
− 2
∫
dqCfVL+C(k, q)ψ−(q)− 2
∫
dqCfU(k, q)ψ−(q) (226)
+ 2
∫
dq(−CfδW (k, q))
[
s(q)
s(k)
]
ψ−(k) + 2
∫
dqCfδW˜ (k, q)ψ−(q) =Mψ+(k) .
Choosing ψ−(k) = s(k) the sum of the first four terms becomes zero. The rest two terms
give the pion mass
M = 2Cfg
2
∫
dqs(q)
E(q)[E(q)− ω(k− q)]
ω(k− q)[E(q) + ω(k − q)][E2(q) + ω2(k − q)] , (227)
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at small k (s(k) ∼ 1), where E(q) = q in the chiral limit and ω(k − q) = |k − q|. In
Eq. (226) all terms are positive except for the difference, which is negative after angle
average in the leading order; i.e.
〈E(q)− ω(k− q)〉x = 〈kx− k
2
2q
(1− x2) +O(k3)〉x = −k
2
3q
< 0 , (228)
where x = kˆ · qˆ. Therefore the pion mass is negative
M = −k2 Cfg
2
(4π2)6
∫
dq
s(q)
q2
< 0 . (229)
This cannot hold in reality. This false result can be understood because the leading order
perturbative correction generally lowers a mass of the ground state. Particular feature
here is that the dynamical kinetic term (self energy), W , differs from the dynamical
potential term, W˜ in the two-quark channel, Eq. (220). This insures a nonzero (negative)
correction. Though the flow equation correction has been estimated at small k and it
is proportional to k2, it cannot be neglected (since the integral diverges at small q).
Therefore, if the BCS mass is equal to zero which, as discussed before, violates several
principles, then the flow equations shift this mass to a negative value. This indicates that
the statement about zero pion mass in the BCS appears to be wrong. We conclude that
the BCS does not give the zero mass solution for the pion ground state.
Having shown that the BCS solution Eq. (224) violates the normalization condition
Eq. (225) and is unphysical, Eq. (229), we estimate the π meson mass when |X| 6= |Y |
in the BCS model. From Eq. (121), (A+B)ψ+ =Mψ−,
M =
∫
dkdqψ∗+(k)(A+B)(k, q)ψ+(q) , (230)
where the normalization condition, Eq. (225), has been used. Using Eq. (214) for A and
B and including only the instantaneous part, the mass is given by
M = 2
∫
dkψ∗+(k)ψ+(k)ε(k)−
∫
dkdqψ∗+(k) [ Ixx(k, q) + Ixy(k, q) ]ψ+(q) .
(231)
For the π meson the instantaneous kinetic term, Eq. (216), can be expressed through the
instantaneous potential term, Eq. (215), in the chiral limit as
ε(k) = kc(k) +
1
2
∫
dq [ Ixx(k, q) + Ixy(k, q) ] . (232)
Substituting this representation into Eq. (231) the pion mass reads
M = 2
∫
dkψ∗+(k)ψ+(k)kc(k) (233)
+
∫
dkdqψ∗+(k) [ Ixx(k, q) + Ixy(k, q) ] [ψ+(k)− ψ+(q)]
= 2
∫
dkψ∗+(k)ψ+(k)kc(k)
+ 2
∫
dkdqψ∗+(k)CfVL+C(k, q) [ s(k)s(q) + c(k)c(q)x ] [ψ+(k)− ψ+(q)] .
61
Here, the first term is always positive and equals
2
∫
dkdqψ∗+(k)ψ+(k)CfVL+C(k, q)
[
c2(k)
s(q)
s(k)
− c(k)c(q)x
]
> 0 . (234)
It is the energy of two bare quarks in the transformed BV vacuum. In the second term, the
kernel averaged over x is positive, since the term dkdqψ∗(k) [ Ixx + Ixy ]ψ(k) represents
an effective energy of two quarks which is positive (the sum of two quark self energies).
For any positive operator Q(k, q) > 0, symmetric under interchange of arguments, the
following holds;
0 <
∫
dkdq[ψ(k)− ψ(q)]∗Q(k, q)[ψ(k)− ψ(q)]
= 2
∫
dkdq [ψ(k)∗Q(k, q)ψ(k)− ψ(k)∗Q(k, q)ψ(q) ]
= 2
∫
dkdqψ(k)∗Q(k, q)[ψ(k)− ψ(q)] . (235)
Therefore the second term in Eq. (233) is also positive, provided a positive RPA mass
of the pion in the BCS model. As shown above, flow equations improve slightly this
situation and shift the π meson mass down. However, in the leading order we are unable
to get exactly zero mass pion even with flow equations. There might be a possibility to
reach zero mass pion by extending calculations to the higher orders, approching to the
covariant result.
E RPA for the S and D wave ρ mesons
The RPA equations for the ρ wave function components X(k), Y (k) for L = 0 and L = 2
states are
MnX
S(k) = 2ε(k)XS(k) −
∫
q2dqdx
4π2
ISSxx (k, q)X
S(q)−
∫
q2dqdx
4π2
ISDxx (k, q)X
D(q)
−
∫
q2dqdx
4π2
ISSxy (k, q)Y
S(q)−
∫
q2dqdx
4π2
ISDxy (k, q)Y
D(q)
−
∫
q2dqdx
4π2
GSSxx (k, q)X
S(q)−
∫
q2dqdx
4π2
GSDxx (k, q)X
D(q)
−
∫ q2dqdx
4π2
GSSxy (k, q)Y
S(q)−
∫ q2dqdx
4π2
GSDxy (k, q)Y
D(q)
−MnY S(k) = 2ε(k)Y S(k) −
∫ q2dqdx
4π2
ISSyy (k, q)Y
S(q)−
∫ q2dqdx
4π2
ISDyy (k, q)Y
D(q)
−
∫
q2dqdx
4π2
ISSyx (k, q)X
S(q)−
∫
q2dqdx
4π2
ISDyx (k, q)X
D(q)
−
∫
q2dqdx
4π2
GSSyy (k, q)Y
S(q)−
∫
q2dqdx
4π2
GSDyy (k, q)Y
D(q)
−
∫
q2dqdx
4π2
GSSyx (k, q)X
S(q)−
∫
q2dqdx
4π2
GSDyx (k, q)X
D(q)
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MnX
D(k) = 2ε(k)XD(k) −
∫
q2dqdx
4π2
IDDxx (k, q)X
D(q)−
∫
q2dqdx
4π2
IDSxx (k, q)X
S(q)
−
∫
q2dqdx
4π2
IDDxy (k, q)Y
D(q)−
∫
q2dqdx
4π2
IDSxy (k, q)Y
S(q)
−
∫
q2dqdx
4π2
GDDxx (k, q)X
D(q)−
∫
q2dqdx
4π2
GDSxx (k, q)X
S(q)
−
∫
q2dqdx
4π2
GDDxy (k, q)Y
D(q)−
∫
q2dqdx
4π2
GDSxy (k, q)Y
S(q)
−MnY D(k) = 2ε(k)Y D(k) −
∫
q2dqdx
4π2
IDDyy (k, q)Y
D(q)−
∫
q2dqdx
4π2
IDSyy (k, q)Y
S(q)
−
∫
q2dqdx
4π2
IDDyx (k, q)X
D(q)−
∫
q2dqdx
4π2
IDSyx (k, q)X
S(q)
−
∫
q2dqdx
4π2
GDDyy (k, q)Y
D(q)−
∫
q2dqdx
4π2
GDSyy (k, q)Y
S(q)
−
∫ q2dqdx
4π2
GDDyx (k, q)X
D(q)−
∫ q2dqdx
4π2
GDSyx (k, q)X
S(q) ,
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where the instantaneous terms I are
ISSxx (k, q) = I
SS
yy (k, q) = CfVL+C(k, q)
1
2
[
(1 + s(k))(1 + s(q))
+
1
3
(1− s(k))(1− s(q))(4x2 − 1) + 2c(k)c(q)x
]
ISDxx (k, q) = I
SD
yy (k, q) = CfVL+C(k, q)
1
2
√
2
3
(1− s(k))(1− s(q))(x2 − 1)
IDSxx (k, q) = I
DS
yy (k, q) = CfVL+C(k, q)
1
2
√
2
3
(1− s(k))(1− s(q))(x2 − 1)
IDDxx (k, q) = I
DD
yy (k, q) = CfVL+C(k, q)
1
2
[
1
2
(1 + s(k))(1 + s(q))(3x2 − 1)
+
1
6
(1− s(k))(1− s(q))(x2 + 5) + 2c(k)c(q)x
]
ISSxy (k, q) = I
SS
yx (k, q) = CfVL+C(k, q)
1
2
[
−1
3
(1 + s(k))(1− s(q))
+
1
3
(1− s(k))(1 + s(q)) + 2
3
c(k)c(q)x
]
ISDxy (k, q) = I
SD
yx (k, q) = CfVL+C(k, q)
1
2
[ √
2
3
(1 + s(k))(1− s(q))(3x2 − 1)
+
2
√
2
3
(1− s(k))(1 + s(q))− 4
√
2
3
c(k)c(q)x
]
IDSxy (k, q) = I
DS
yx (k, q) = CfVL+C(k, q)
1
2
[
2
√
2
3
(1 + s(k))(1− s(q))
+
√
2
3
(1− s(k))(1 + s(q))(3x2 − 1)− 4
√
2
3
c(k)c(q)x
]
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IDDxy (k, q) = I
DD
yx (k, q) = CfVL+C(k, q)
1
2
[
1
6
(1 + s(k))(1− s(q))(3x2 − 1)
+
1
6
(1− s(k))(1 + s(q))(3x2 − 1) + 2
3
c(k)c(q)x
]
, (237)
and the generated terms G are
GSSxx (k, q) = G
SS
yy (k, q) = CfW1(k, q)
1
2
[
1
3
(1 + s(k))(1− s(q))
(
1− 2(1− x
2)k2
(k − q)2
)
+
1
3
(1− s(k))(1 + s(q))
(
1− 2(1− x
2)q2
(k − q)2
)
− 2
3
c(k)c(q)
(
x+
(1− x2)kq
(k − q)2
) ]
GSDxx (k, q) = G
SD
yy (k, q) = CfW1(k, q)
1
2
[ √
2
6
(1 + s(k))(1− s(q))
(
3x2 − 1− (1− x
2)k2
(k − q)2
)
+
√
2
6
(1− s(k))(1 + s(q))
(
2− (1− x
2)q2
(k − q)2
)
+
√
2
3
c(k)c(q)
(
−2x+ (1− x
2)kq
(k − q)2
) ]
GDSxx (k, q) = G
DS
yy (k, q) = CfW1(k, q)
1
2
[ √
2
6
(1 + s(k))(1− s(q))
(
2− (1− x
2)k2
(k − q)2
)
+
√
2
3
(1− s(k))(1 + s(q))
(
3x2 − 1− (1− x
2)q2
(k − q)2
)
+
√
2
3
c(k)c(q)
(
−2x+ (1− x
2)kq
(k − q)2
)]
GDDxx (k, q) = G
DD
yy (k, q)
= CfW1(k, q)
1
2
[
1
2
(1 + s(k))(1− s(q))
(
5
6
(1− 3x2)− 1
6
(1− x2)k
2 + 9q2
(k − q)2
)
+
1
2
(1− s(k))(1 + s(q))
(
5
6
(1− 3x2)− 1
6
(1− x2) q
2 + 9k2
(k − q)2
)
+
1
3
c(k)c(q)
(
−4x− (1− x
2)kq
(k − q)2
)]
GSSxy (k, q) = G
SS
yx (k, q) = CfW2(k, q)
1
2
[
1
3
(1 + s(k))(1 + s(q))
+
1
3
(1− s(k))(1− s(q))(2x2 − 1) + 2
3
c(k)c(q)
(
x− (1− x
2)kq
(k − q)2
) ]
GSDxy (k, q) = G
SD
yx (k, q) = CfW2(k, q)
1
2
[ √
2
6
(1 + s(k))(1 + s(q))
(
2− 3(1− x
2)q2
(k − q)2
)
+
√
2
6
(1− s(k))(1− s(q))
(
1 + x2 − 3(1− x
2)k2
(k − q)2
)
+
√
2
3
c(k)c(q)
(
2x+
(1− x2)kq
(k − q)2
)]
GDSxy (k, q) = G
DS
yx (k, q) = CfW2(k, q)
1
2
[ √
2
6
(1 + s(k))(1 + s(q))
(
2− 3(1− x
2)k2
(k − q)2
)
+
√
2
6
(1− s(k))(1− s(q))
(
1 + x2 − 3(1− x
2)q2
(k − q)2
)
+
√
2
3
c(k)c(q)
(
2x+
(1− x2)kq
(k − q)2
) ]
GDDxy (k, q) = G
DD
yx (k, q)
= CfW2(k, q)
1
2
[
1
2
(1 + s(k))(1 + s(q))
(
1
6
(9x2 − 1)− 1
2
(1− x2) k
2 + q2
(k − q)2 )
)
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+
1
2
(1− s(k))(1− s(q))
(
1
6
(7 + x2)− 1
2
(1− x2) k
2 + q2
(k − q)2 )
)
+
1
3
c(k)c(q)
(
4x− (1− x
2)kq
(k − q)2
)]
,
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