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Abstract
Solutions of the Cauchy problem for the wave equation on a non-globally
hyperbolic spacetime, which contains closed timelike curves (time machines) are
considered. It is proved, that there exists a solution of the Cauchy problem,
it is discontinuous and in some sense unique for arbitrary initial conditions,
which are given on a hypersurface at time, that precedes the formation of closed
timelike curves (CTC). If the hypersurface of initial conditions intersects the
region containing CTC, then the solution of the Cauchy problem exists only for
such initial conditions, that satisfy a certain requirement of self-consistency.
1
1 Introduction
There is a well developed theory of the Cauchy problem for hyperbolic equations on
globally hyperbolic spacetimes [1] - [4]. A spacetime oriented with respect to time
(i.e. a pair (M, g), where M is a smooth manifold, g is the Lorentz metric) is called
globally hyperbolic, if M is diffeomorphic to R1 × Σ, where Σ is a Cauchy surface.
This definition is equivalent to the definition of global hyperbolicity of Leray [4, 5].
Hyperbolic equations on non-globally hyperbolic spacetimes have been considerably
less studied, though numerous examples of such spacetimes are described by such well
known solutions of equations for gravitation fields as solutions of Go¨del, Kerr, Gott
and many others [5] - [7] (see [8] for the history of constructing the Go¨del solution).
Elementary examples of non- globally hyperbolic spacetimes are the space S1t ×R
3
x with
Minkowski metric and the anti-de Sitter space. Let us note that in those cases it is
natural to examine the solutions of hyperbolic equations with finite action [9].
If a Lorentz manifold contains a closed timelike curve (time machine), then it is not
globally hyperbolic. There are several papers in which simplest hyperbolic equations
on non-globally hyperbolic manifolds were discussed [10] - [12]. The purpose of this
work to study the wave equations on manifolds, which contain closed timelike curves.
We will consider a Minkowski plane with two slits whose edges are glued in a specific
manner. The obtained manifold contains the conical points and the solution of wave
equation is, in general, discontinuous. We will prove that, under natural conditions on
jumps of right and left modes of the solution of wave equation, the solution of Cauchy
problem uniquely exists, if given initial conditions on a line at a time, which proceeds
the formation of closed timelike curves (in this case, this line is a Cauchy surface).
If initial conditions are given on a line, which intersects the region containing closed
timelike curves (in this case, this line is not a Cauchy surface), then the solution of
Cauchy problem exists only when a certain condition of self-consistency is satisfied.
In this case, additional initial conditions are required for uniqueness of the solution of
Cauchy problem.
Motivation of this work is related with the study of possibility of creation of ”worm-
holes” and mini time machines in collisions of the particles at high energy [13], see also
[14].
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Figure 1: Minkowski plane with two segments, being glued in a specific manner : ”inner”
edges of the two slits are glued to each other, ”outer” edges of the two slits are also glued
to each other. The points of identification on ”outer” edges of the two slits are indicated by
lines with an arrow, the points of identification on ”inner” edges of the two slits are indicated
by lines with an arrow. On the picture, the light cone is drawn by lines, going out from
the point S1 with the coordinate (a1,b1). It is assumed, that the vector I, which realizes
the identification, is timelike and it forms a closed timelike curve. The point S2 has the
coordinate (a2, b2).
2 Discontinuous solutions of Cauchy problem.
In a halfplane R2+ = {(t, x) ∈ R
2|t > 0}, let us consider two vertical intervals γ1 and
γ2 with length l > 0:
γ1 = {(t, x) ∈ R
2
+ | x = a1, b1 < t < b1 + l},
γ2 = {(t, x) ∈ R
2
+ | x = a2, b2 < t < b2 + l}.
(1)
We assume,
a2 > a1, b2 > b1 + l + a2 − a1.
Suppose, that the edges of the two slits are glued as illustrated in Fig.1 [11], [12].
The obtained regions has two singular points - conical singularity - the ends of slits.
Let us consider Cauchy problem for the wave equation in an open subset (see below)
of the region R2+\{γ1 ∪ γ2} for functions u = u(t, x)
utt − uxx = 0, (2)
u(t, x)|t=0 = u0(x), ∂tu(t, x)|t=0 = u1(x), (3)
Here γi – are closures of the intervals γi, i = 1, 2.
Suppose, function u(t, x) and its first derivative with respect to t and x admit a
continuous extension on the intervals γ1 and γ2 when (t, x) goes to γ1 and γ2 from right
and left, and we set the following identification conditions
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u(t, x)|x=a1−0 = u(t+ b2 − b1, x)|x=a2+0, (4)
∂xu(t, x)|x=a1−0 = ∂xu(t+ b2 − b1, x)|x=a2+0, (5)
u(t, x)|x=a1+0 = u(t+ b2 − b1, x)|x=a2−0, (6)
∂xu(t, x)|x=a1+0 = ∂xu(t+ b2 − b1, x)|x=a2−0, (7)
where b1 < t < b1 + l.
As is well-known [1], the change of variables such that
u˜(ξ, η) = u
(
η − ξ
2
,
η + ξ
2
)
, ξ = x− t, η = x+ t, (8)
transforms the equation (2) to the canonical form
∂2u˜(ξ, η)
∂ξ∂η
= 0, (9)
from which it follows that the solution of the equation (2) is given by
u(t, x) = f(x− t) + g(x+ t),
where the functions f(ξ) and g(η) belong to the class C2 on the corresponding intervals
for variables ξ and η.
Let us consider the following problem. Suppose disconnected region Ω− ⊂ R
2
+ is
given by
Ω− = D1 ∪ D2 ∪ D0, (10)
where the regions D1, D2 and D0 are bounded by closed intervals γ1, γ2 and half-lines
(rays), going out from the ends of intervals γ1, γ2 to the right by angle 45
o (see Fig.2).
Any function w of class Ck(Ω−) consists of three components w = (w0, w1, w2),
where wi ∈ C
k(Di), i = 0, 1, 2.
Let us recall, that Ck(D) means the class of functions Ck(D), which together with
its first derivative admit a continuous extension on the closure D [1].
Let us denote by F1(Ω−) the class of such functions w = (w0, w1, w2) belonging to
C1(Ω−), that wi ∈ C
1(Di), i = 0, 1, 2.
Problem Find a function u(t, x) ∈ F2(Ω−), where Ω− is a disconnected open set
given by (10), which satisfies the equation
∂u˜(ξ, η)
∂η
= 0, (ξ, η) ∈ Ω− (11)
(and, therefore, satisfies the wave equation (9)), also satisfies the identification condi-
tions (4) - (7) and the initial condition such that
u(t, x)|t=0 = u0(x), x ∈ R. (12)
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Figure 2: Region Ω− = D1 ∪ D2 ∪ D0
Proposition
Let u0 ∈ C
2(R), then the solution of the problem above, belonging to the class
F2(Ω−), exists and it is unique.
Proof. From the equation (11) it follows, that in any one of regions Di, i = 0, 1, 2,
the solution is given by the formula
u(t, x) = fi(x− t), (t, x) ∈ Di, i = 0, 1, 2, (13)
where fi(ξ) is a function belonging to the class C
2 on the region, where the argument
ξ varies. From the initial condition (12) it follows
f0(x) = u0(x), x ∈ R. (14)
Further, by using the identification condition (4) , we have
u0(a1 − t) = f2(a2 − b2 + b1 − t), b1 < t < b1 + l, (15)
while the identification condition (6) gives
f1(a1 − t) = u0(a2 − b2 + b1 − t), b1 < t < b1 + l. (16)
Let us note that the identification conditions (5) and (7) for functions in the form (13)
are obtained from the conditions (4) and (6), respectively.
If (t, x) ∈ D1, then ξ = x− t varies in the interval (Fig.3) such that
a1 − b1 − l < ξ < a1 − b1, (17)
on which the function f1(ξ) is defined.
If (t, x) ∈ D2, then ξ = x− t varies in the interval such that
a2 − b2 − l < ξ < a2 − b2, (18)
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on which the functionf2(ξ) is defined.
If (t, x) ∈ D0, then ξ = x− t varies on the whole real axis R (Fig.3).
Formula (16) gives a function such that
f1(ξ) = u0(ξ + a2 − b2 + b1 − a1), (19)
where ξ = x− t varies on the interval (17).
Likewise, formula (15) defines a function such that
f2(ξ) = u0(ξ + a1 − a2 + b2 − b1), (20)
where ξ = x− t varies on the interval (18).
Thus, the solution of the problem is given by the formulas (13), where the functions
f0, f1 and f2 are given by (14), (19) and (20).
Proposition is proved.
The following statement is derived from the proof of the Preposition.
Statement 1 If the function u = u(t, x) ∈ F1(Ω−) satisfies the equation (11)
and the identification conditions (4) - (7), then u(x, t) is given by the formulas
u(t, x) = v(x− t), (t, x) ∈ D0,
u(t, x) = v(x− t + a2 − a1 − b2 + b1), (t, x) ∈ D1,
u(t, x) = v(x− t + a1 − a2 + b2 − b1), (t, x) ∈ D2,
(21)
where v is some function belonging to the class C1(R).
Remark 1 Let us note, that some sums of jumps on the discontinuities are equal
to zero. For example, ∆S1 +∆S2 = 0, where ∆Si = u(t+ 0, x)− u(t− 0, x) for t− x =
bi − ai, i = 1, 2 (see Fig. 2).
A similar statement holds for Ω+ = D3 ∪ D4 ∪ D
′
0, see Fig. 3.
Statement 2 If the function u = u(t, x) ∈ F1(Ω+), where Ω+ = D3 ∪ D4 ∪ D
′
0 -
disconnected open set shown at Fig.3, satisfies the equation
∂u˜(ξ, η)
∂ξ
= 0, (ξ, η) ∈ Ω+, (22)
and the conditions for identification (4) - (7), then u(x, t) is given by the formulas
u(t, x) = v(x+ t), (t, x) ∈ D′0,
u(t, x) = v(x+ t+ a2 − a1 + b2 − b1), (t, x) ∈ D3,
u(t, x) = v(x+ t+ a1 − a2 + b1 − b2), (t, x) ∈ D4,
(23)
where v is some function belonging to the class C1(R).
The following theorem is valid.
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Figure 3: Ω+ = D3 ∪ D4 ∪ D
′
0
Theorem 1. Given functions u0 ∈ C
2(R) and u1 ∈ C
1(R). Let functions f and g
be defined by the following formulas
f(x) =
1
2
[
u0(x)−
∫ x
x0
u1(s) ds
]
, g(x) =
1
2
[
u0(x) +
∫ x
x0
u1(s) ds
]
, (24)
where x0 ∈ R. Let us divide the region R
2
+\{γ1 ∪ γ2} into regions Di, i = 1, ...7 as
shown in Fig. 4. Then the components of the functions u(t, x), which are given in the
regions Di by the following formulas
u(t, x) = f(x− t+ a2 − a1 + b1 − b2) + g(t+ x), (t, x) ∈ D1,
u(t, x) = f(x− t+ a1 − a2 + b2 − b1) + g(t+ x), (t, x) ∈ D2,
u(t, x) = f(x− t) + g(t+ x+ a2 − a1 + b2 − b1), (t, x) ∈ D3,
u(t, x) = f(x− t) + g(t+ x+ a1 − a2 + b1 − b2), (t, x) ∈ D4,
u(t, x) = f(x− t) + g(t+ x), (t, x) ∈ Di, i = 5, 6, 7,
(25)
belong to the class C2(Di)∩C
1(Di), i = 1, 2, . . . , 7 and they are the solutions of the wave
equation (2) in the regions Di and satisfy the initial condition (3) and the identification
conditions (4) - (7).
Proof of the theorem is straightforward.
3 Minimally discontinuous solutions of wave
equation
Consider now the problem on uniqueness of the solution of Cauchy problem for the
wave equation on disconnected regions.
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Figure 4: Regions Di, i=1,2,...7
Suppose, for each region Di, i = 1, ..., 7, which is introduced in the Fig. 4, the
solution of the wave equation belong to the class C2(Di). Then, by the well known
theorem [1], in each Di the solution is given by a sum of the right mode and the left
mode.
We say, that a function, which satisfies the wave equation in disconnected regions
Di, satisfies the condition of ”minimal discontinuity”, if the right and left mode, which
are defined in Di, admit the extension onto the region D0 and D
′
0, respectively.
For solutions (25), let us define functions ur(t, x) (right mode);
ur(t, x) = f(x− t+ a2 − a1 + b1 − b2), (t, x) ∈ D1,
ur(t, x) = f(x− t+ a1 − a2 + b2 − b1), (t, x) ∈ D2,
ur(t, x) = f(x− t), (t, x) ∈ Di, i = 3, 4, 5, 6, 7,
(26)
and functions ul(t, x) (left mode)
ul(t, x) = g(t+ x), (t, x) ∈ Di, i = 1, 2, 5, 6, 7,
ul(t, x) = g(t+ x+ a2 − a1 + b2 − b1), (t, x) ∈ D3,
ul(t, x) = g(t+ x+ a1 − a2 + b1 − b2), (t, x) ∈ D4.
(27)
Then, the function ur(t, x) (right mode), which is defined on the region Di by the
formulas (26), admits a continuous extension onto the region D0 (see Fig.3), while the
function ul(t, x) (left mode), which are defined in the region Di by the formulas (27),
admits a continuous extension onto the region D′0 (see Fig. 3).
Theorem 2 With the assumption of ”minimal discontinuity”, the solution of the
problem (2) - (7) is unique and is given by the formulas (25).
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Figure 5: Two slits are at the same height and none of them is in the shadow of the other
one. The vector of identification is spacelike.
Remark 2 It is possible to say, that one can consider the theorem 2 as an analogy
to the edge of the wedge theorem in the theory of functions of complex variables [15].
Remark 3 It may be interesting to note that when the two slits are at the same
height (Fig. 5), b1 = b2 and none of them is in the shadow of the other one, then the
solutions corresponding to the problem (2), (3), (4) - (7) are given by the formulas,
which are similar to (25) with b1 = b2.
The condition of ”minimal discontinuity” can be formulated in the terms of the
original function u(t, x). We say, a solution satisfies the requirement of the condition
of ”minimal discontinuity” with an accuracy of jumps by constant”, if the solution has
left continuous derivatives (derivatives with respect to x+ t) on the right-hand side of
the light cones, the tops of which are located at the point Si and Ti, i = 1, 2,
∂t+xu(t, x)|x−t=ai−bi+0 = ∂t+xu(t, x)|x−t=ai−bi−0, t > x, (28)
and, at the same time, the solution has also left continuous derivatives (derivatives
with respect to x − t) on the left-hand side of the light cones, the tops of which are
located at the point Si and Ti, i = 1, 2,
∂x−tu(t, x)|x+t=ai+bi+0 = ∂x−tu(t, x)|x+t=ai+bi−0, t > x. (29)
If we assume that the right mode and the left mode decrease, then from the conditions
(28) and (29) follows the minimal discontinuous condition.
4 Selfconsistent initial values of Cauchy problem
It is important to note, that for the spacetime shown in Fig. 1, it is not possible to
formulate the Cauchy problem for any variable t = t0. Let us recall, that the Cauchy
surface in the spacetime (M, g) is such a hypersurface Σ, that every geodetic, which is
released from any point of M, intersects the hypersurface Σ once and only once.
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Figure 6: The surface Cb divides the region Di, i = 1, 3, 5, 6, illustrated in Fig. 4, into the
regions D′i and D
′′
i , i = 1, 3, 5, 6, respectively. It is not possible to formulate the problem (2),
(3) with the identification conditions (4) - (7) and with arbitrary initial conditions on the
surface Cb.
In particular, for the line Cb illustrated in Fig. 6, we can’t give the right modes
on the segment c independently of those on the segment c′ and we can’t give the left
modes on the segment d independently of those on the segment d′.
This is related to the fact, that the right modes, which satisfy equation (11) and also
the conditions for identification (4) - (7), do not exist for arbitrary initial conditions.
The conditions for identification (4), (6) require that the initial conditions on the
segments c and c′ should coincide with each other, see Fig. 7. However, these initial
conditions on Cb don’t define the solution on the region D2.
A similar property appears also for the wave equation with the initial conditions
on the surface Cb as shown in Fig. 6.
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Figure 7: The surface Cb divides the region Di, i = 0, 1, illustrated in Fig.2, into the regions
D′i and D
′′
i , i = 0, 1, respectively. It is not possible to formulate the problem (11) with the
identification conditions ( 4), (6) and with arbitrary initial conditions of the form (12) on the
surface Cb.
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