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Abstract
We extend existence and uniqueness results of [4] for nonlinear integro-differential equations of Volterra
type between real locally complete vector spaces.
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1 Introduction
In [4] and [10], existence and uniqueness results are obtained for nonlinear integro-differential equations of
Volterra types of the form
x′ = H(t, x,Kx), x(0) = x0, (1)
where H takes on values in a Banach space over R, and Kx is an integral operator depending on a continuous
function K having values in the same Banach space. Recently, such as in [1] and [8], generalizations of certain
nonlinear problems have been extended to more general locally convex vector spaces or algebras. In this paper
we extend the main results of [4] to the case in which the values are in a generalization of Banach spaces,
specifically, locally complete vector spaces. Appropriate definitions are given below.
Throughout this paper, we consider a locally convex vector space over the field R of real numbers. We
will denote such spaces by (E, T ), where T denotes the topology. Basic properties of locally convex spaces
can be found in [3], [6], and [9]. Locally convex spaces are generalizations of normed spaces, and our interest
here is a class of locally convex spaces that are generalizations of Banach spaces, as described next.
1.1 Locally complete spaces.
The definition of a locally complete space relies on some information about certain kinds of bounded sets.
Also, we need a way to construct linear subspaces that are normed spaces.
Definition 1.1 In (E, T ) a set A is:
• Bounded if, given any neighborhood U of the origin, there exists a positive number a = aU such that
A ⊂ a · U = {a · x : x ∈ U}.
• A disk if A is both convex and balanced; i.e., if
(∀x, y ∈ A)(∀s, t ∈ R) ∋ |s|+ |t| ≤ 1, sx+ ty ∈ A.
1
2The unit ball of any normed space represents a set that is a bounded disk.
Definition 1.2 Let B be a bounded disk in (E, T ). Denote by EB, the linear span of B. We equip EB with
the normed topology given by the Minkowski sublinear functional of B (see [9, p. 161]), defined by:
(∀x ∈ EB) ‖x‖B = inf{t ≥ 0 : x ∈ t · B}.
Given an arbitrary bounded set in a locally convex space, we can form the intersection of all disks that are
closed and bounded, and which contain the set. It turns out that this type of construction always leads to
a set that remains bounded, c.f. [6; 7.3.4, p. 135]. Hence, without loss of generality, we may assume that a
bounded set is a closed, bounded disk.
The next definition represents the tool we need in order to work with normed spaces within (possibly not
even metrizable) locally convex spaces. Our definition comes from [7; 5.1.29, p. 158].
Definition 1.3 A locally convex space (E, T ) satisfies the strict Mackey convergence condition if for
every bounded set B, there exists a closed, bounded disk D such that B ⊂ D, and the topology of normed space
(ED, ‖ · ‖D) is equivalent to the topology T on B.
Most of the typical spaces that occur in applications satisfy the strict Mackey convergence condition, including
all metrizable locally convex spaces, countable products of such spaces, and certain inductive limits such as
the space D = (D, TD), the space of test functions from distribution theory. For details and more information
about the strict Mackey convergence condition, see [7; Section 5.1, p. 158 - 159]. Finally, we define locally
complete spaces next.
Definition 1.4 A locally convex space (E, T ) is locally complete if for every closed bounded disk B, the
normed space (EB, ‖ · ‖B) is complete; i.e., a Banach space.
In [5; 2.14, p. 20] locally complete spaces are also given the name c∞, or convenient spaces. In several refer-
ences, such as [2, 7.1, p. 275], the definition of a c∞− space additionally requires the space to be bornological
(i.e., any linear map from E to an arbitrary locally convex space F is continuous if and only if it maps bounded
sets to bounded sets). We will use the definition of c∞− spaces from [5; 2.14, p. 20]; i.e., locally complete
spaces. It should be noted that the structures of c∞− (locally complete) spaces have become important in
recent years due to the use of such spaces in nonlinear distribution theory. More details about applications
of these spaces can be found in [5], and the references therein.
Detailed information about locally complete spaces can be found in [7; Chapter 5]. For our purposes, the
main facts are that the collection of locally complete spaces properly contains Banach spaces, and that every
complete locally convex space is also locally complete, c.f. [7; Chapter 5] . The following example illustrates
a space that is strictly more general than a Banach space, and we will apply our results to this example at
the end of this paper.
Example 1.5 Let D = (D, TD) denote the space of test functions from distribution theory.
The following facts hold for D, with relevant references given in each case:
(D1) The space D can be expressed as an increasing countable union of complete metrizable locally convex
spaces (En, dn), where dn represents the topology of the metric. Moreover, the topology T = TD is the
so - called inductive limit topology. See [6 ; 12.1.1, p. 289].
(D2) Given any bounded subset A of D, there exists a closed, bounded disk D such that A ⊂ D, and the
topology TD coincides with the normed topology ‖ · ‖D on A. See [6; 12.1.4, p. 290]. Thus, D satisfies
the strict Mackey convergence condition.
3(D3) D is complete. See [3; Ex 6, p. 165].
(D4) D is not metrizable. See [6; 12.1.5, p. 291].
Thus, D is a locally complete space that is not a Banach space.
We can now state the complete problem for this paper, and the main results.
2 An existence and uniqueness theorem for functions between lo-
cally complete spaces.
We consider equation (1) given in the introduction with assumptions similar to those in [4], where the values
are taken in a locally complete space. For completeness, we state the problem here. For the notation used
below, C[A,B] denotes the space of continuous functions from a set A to a set B, and B(a, r) denotes the
open ball centered at a of radius r in a normed space. Finally, for a scalar α, the notation α · B(a, 1) is
equivalent to the statement: {x : ‖x− a‖ < α}.
Problem 1.
Consider the first order nonlinear integro-differential equation of Volterra type
(1) x′ = H(t, x,Kx), x(0) = x0.
Here, x : R→ E, where E = (E, T ) is a locally complete space over R, and Kx is the operator defined by
(2) (Kx)(t) =
∫ T
0
K(t, s, x(s))ds,
with K and H satisfying the following:
K ∈ C[R2 × E,E], H ∈ C[R× E × E,E].
The differentiation in E = (E, T ) is defined as done for general locally convex spaces, such as in [11], or [2;
10.2, p. 279].
The following is inspired by Theorem 3.1 of [4]. Our result here is for functions from a locally complete space
to the same locally complete space that satisfy some boundedness conditions outlined below. For consistency,
we have chosen to use notation that coincides as closely as possible to that of [4].
Theorem 1. Assume there exists a closed, bounded disk B ⊂ E such that for J = [0, T ], and some
K0 > 0, H0 > 0,
(A1) K
(
J2 ×B
)
⊂ K0 · B;
(A2) H (J ×B ×K0 · B) ⊂ H0 ·B,
K is Lipschitz in the third argument with respect to the norm ‖ · ‖B on EB ; in particular,
(A3) (∃k1 > 0) ∋ ‖K(t, s, u)−K(t, s, u)‖B ≤ k1‖u− u‖B,
4on J2 ×B ,
H is locally Lipschitz; that is, for any (t, x, y) ∈ J×B×K0 ·B, there exist δ = δ(t, x, y) > 0, L = L(t, x, y) > 0,
and neighborhoods Ux of x and Uy of y within J ×B ×K0 ·B such that in (EB , ‖ · ‖B),
(A4) ‖H(t, x1, y1)−H(t, x2, y2)‖B ≤ L (‖x1 − x2‖B + ‖y1 − y2‖B) ,
for (t, x1, y1), (t, x2, y2) ∈ J × Ux × Uy.
Then:
(a): There exists η > 0 such that equation (1) has a unique solution on J0 = [0, η] in (EB , ‖ · ‖B).
(b): The sequence of approximations that converge to the unique solution in (EB, ‖ · ‖B) from part (a) con-
verges to the solution with respect to the topology T of E.
Proof: We start by rewriting some of the assumptions in terms of norms. By assumption (A1), K
(
J2 ×B
)
⊂
K0 · B implies that on J
2 ×B,
‖K(t, s, x)‖b ≤ K0. (A1)
The assumption (A2) implies that on B◦, that is, on {x ∈ EB : ‖x‖B < 1}, and on K0 · B = {x ∈ EB :
‖x‖B ≤ K0} we have
‖H(t, x, y)‖B ≤ H0. (A2)
We will prove that η = min
{
T, 1
2H0
}
is the desired value.
For t = 0, x = x0, y = 0, choose σ1, γ1, γ1 > 0 such that σ1H0 < γ1 , σ1K0 < γ1, and for which the Lipschitz
inequality of (A4) holds on R1 = Rx0, where
R1 = Rx0 = [0, σ1]×B (x0, γ1)×B (0, γ1) .
By known methods such as Schauder’s fixed point theorem or successive approximations, a unique solution
x(t) of (1) can be found on [0, σ1] as a limit of a sequence (xm) = (xm(t)), with respect to the norm ‖ · ‖B.
We now enlarge the interval of solution as follows. Let
xσ1 = x0 +
∫ σ1
0
H(s, x(s), (Kx)(s))ds.
For t = σ1 and x = xσ1 , let
yσ1 =
∫ σ1
0
K(t, s, x(s))ds.
There exists R2 = Rxσ1 for which the Lipschitz inequality of (A4) holds, given by
R2 = [σ1, σ2]×B (xσ1 , γ2)×B (yσ1 , γ2) ,
where
(σ2 − σ1)H0 < γ2 (σ2 − σ1)K0 < γ2,
and such that the Lipschitz inequality of (A4) holds on R2. It follows that we can prove the existence of
a unique solution x(t) on [0, σ1 + σ2]. We again denote the sequence of successive approximations by (xm).
Let S be the set of all unique solutions x(t) to (1) on an interval [0, α] for α ≤ T . It is easy to prove
that a partial ordering of S is given by set inclusion of intervals, and that Zorn’s Lemma applies. Thus,
we conclude that there is a maximal element, that is, there exists a unique solution to (1), on [0, η]. This
5proves part (a). To prove part (b), by [7; 3.2.2, p. 82], the topology of the norm ‖ · ‖B is stronger than
the topology T on the vector space EB. We conclude that if (xm) converges to the unique solution on [0, η]
with respect to ‖·‖B, then (xn) converges to the unique solution x = x(t) on [0, η] with respect to T as well. 
Remark. We proved this result by using the unit ball B of (EB , ‖ · ‖B). In general, one can prove Theorem
1 on a ball of radius N in (EB , ‖ · ‖B). In this case, the details follow as in the proof of Thm 3.1 of [4], with
η = min
{
T, N
2H0
}
.
3 Existence and uniqueness under a Lyapunov - dissipative condi-
tion
The result that follows generalizes Theorem 3.2 of [4] to locally complete spaces, under the assumptions of
our previous theorem.
Within the context of a locally complete space E of Theorem 1, we say that H(t, x, y) satisfies a Lyapunov
- dissipative condition if items (i) - (iii) below are satisfied:
(i)
(A5) V ∈ C
[
J ×B ×B,R+
]
, V (t, x, x) ≡ 0, V (t, x, y) > 0,
if x 6= y , for
(t, x), (t, y) ∈ J ×B◦, K0 ·B ⊂ B ⊂ EB ,
with L > 0 such that
|V (t, x, y)− V (t, x1, y1)| ≤ L · (‖x− x1‖+ ‖y − y1‖B) .
(i)′ If (xn) and (ym) are sequences in B such that limm,n→∞V (t, xn, ym) = 0, then limm,n→∞(xn−ym) = 0
in the topology of E.
(ii) The following derivative relation holds:
D (V (t, x, y)) = lim
h→0+
1
h
{V (t, x, y)− V (t− h, x− hH(t, x,Kx), y − hH(t, y,Ky)} ,
and we have
D (V (t, x, y)) ≤ g
(
t, V (t, x, y),
∫ t
0
S(t, s, V (s, x(s), y(s))ds
)
,
for t ∈ J and x, y ∈ C[J,B], with S ∈ C [J × J × R+,R], |S(t, s, V )| ≤ S0 on J × J × R
+; moreover, S
satisfies condition (L4) of [4].
(iii) The function g satisfies: g ∈ U∗ of [4] with respect to S and t0 = 0.
6Theorem 3.1 Assume the hypotheses of Theorem 1, in particular, assumptions (A1) - (A3). Further, as-
sume the Lyapunov dissipative condition (A5) and that the space (E, T ) satisfies the strict Mackey convergence
condition. Then there exists η > 0 such that equation (1) has a unique solution on J0 = [0, η].
Proof: As in the proof of Theorem 3.2 in [4], we construct a sequence {xn(t)} of εn− approximations on the
interval J0 = [0, η], where 0 < εn < 1 and εn −→ 0 as n −→ ∞. To finish the proof, it will suffice to prove
that the sequence converges to a continuous function x(t) in the topology T of E; the proof that x(t) is the
unique solution follows from the same arguments as the proof of Theorem 3.2 in [4].
By [4; Thm 2.2, p. 94] and the assumption that g ∈ U∗, the arguments of Step II of [4; Thm 3.2, p. 101]
apply to conclude that
lim
n→∞,m→∞
[V (t, xn(t), xm(t)] = 0,
in the topology T of E, for any t ∈ J0. By assumption of the strict Mackey convergence condition, there is a
closed, bounded disk D, with B ⊂ D, and for which TD is equivalent to the normed topology of (ED, ‖ · ‖D),
on the set B. By local completeness, (ED, ‖ · ‖D) is a Banach space, and we may apply the arguments from
Step II of [4; p. 101], to conclude that (xn(t)) is uniformly Cauchy in (ED, ‖ · ‖D). Hence, (xn(t)) converges
in the space (ED, ‖ · ‖D) to a continuous function x(t). Finally, by the equivalence of the norm ‖ · ‖D to the
topology of E on the set B, we conclude that (xn(t)) converges to x(t) in the space (E, T ). 
Remark 3.2 In view of items (D1) - D(4), the results of Theorem 3.3 hold for the space D = (D, TD), the
space of test functions from distribution theory.
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