ABSTRACT: Pooled genomic DNA has been proposed as a cost-effective approach in genomewide association studies (GWAS). However, algorithms for genotype calling of biallelic SNP are not adequate with pooled DNA samples because they assume the presence of 2 fluorescent signals, 1 for each allele, and operate under the expectation that at most 2 copies of the variant allele can be found for any given SNP and DNA sample. We adapt analytical methodology from 2-channel gene expression microarray technology to SNP genotyping of pooled DNA samples. Using 5 datasets from beef cattle and broiler chicken of varying degrees of complexity in terms of design and phenotype, continuous and dichotomous, we show that both differential hybridization (M = green minus red intensity signal) and abundance (A = average of red and green intensities) provide useful information in the prediction of SNP allele frequencies. This is predominantly true when making inference about extreme SNP that are either nearly fixed or highly polymorphic. We propose the use of model-based clustering via mixtures of bivariate normal distributions as an optimal framework to capture the relationship between hybridization intensity and allele frequency from pooled DNA samples. The range of M and A values observed here are in agreement with those reported within the context of gene expression microarray and also with those from SNP array data within the context of analytical methodology for the identification of copy number variants. In particular, we confirm that highly polymorphic SNP yield a strong signal from both channels (red and green) while lowly or nonpolymorphic SNP yield a strong signal from 1 channel only. We further confirm that when the SNP allele frequencies are known, either because the individuals in the pools or from a closely related population are themselves genotyped, a multiple regression model with linear and quadratic components can be developed with high prediction accuracy. We conclude that when these approaches are applied to the estimation of allele frequencies, the resulting estimates allow for the development of cost-effective and reliable GWAS.
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INTRODUCTION
Pooling DNA samples can provide a cost-effective approach to increase power in genomewide association studies (GWAS; Sham et al., 2002) . However, the estimation of SNP allele frequencies in a pooled DNA sample requires a numerical procedure that exploits the relative intensity signal of the 2 alternate alleles.
According to Craig et al. (2005) , allelic frequencies are approximated using a k-correction method such that f = A/(A + kB), in which k is a correction factor and A and B represent the intensity signals from the 2 alleles in the SNP. The authors devised a pooling test statistic as a function of the number of individuals in the pool, the SD of the technical replicates, and the number of replicates. The approach was successfully used by Pearson et al. (2007) and general issues regarding the feasibility of GWAS using pooled DNA samples was explored by the same authors in Szelinger et al. (2011) .
From a different perspective, Brohede et al. (2005) proposed a polynomial-based algorithm to estimate allele frequencies and its optimality was later ascertained by Anantharaman and Chew (2009) concluding that the algorithm is highly accurate and reproducible, especially when a reference sample is used to estimate parameters of the polynomial.
More recently, Henshall et al. (2012) explored the value of logistic regression of genotype on phenotype to estimate the effect of SNP genotype from pooled DNA samples. Various pooling strategies were explored and pooled genotypes generated in silico as the frequencies of alleles in animals in the pool. The authors confirmed that pooling DNA from individuals within groups is superior to pooling DNA across groups.
The aim of this paper was to conduct an initial examination of the value of analyzing intensity signals from SNP chips based on pooled DNA samples from beef cattle and broiler chicken. Analytical approaches include model-based clustering and polynomial regression of signal intensities.
MATERIALS AND METHODS
Blood samples were collected from commercial herds and flocks under the guidance of the local committees for the care and use of animals. Cattle blood samples were collected under approval number A6/2011 of the Commonwealth Scientific and Industrial Research Organisation Brisbane Animal Ethics Committee, chicken blood samples were collected following the Cobb-Vantress Inc. Animal Welfare Policy.
Data and Edits
We used 5 datasets with varying number of samples from 3 to 103. All samples were genotyped for approximately 50,000 SNP designed for bovine or chicken DNA. Table 1 lists and briefly describes the structure of the 5 datasets. Further details are provided next.
1. DATA1 -Bovine Proof of Concept. To explore the pattern of clusters in the fluorescent intensity signals that can be expected from SNP data using DNA from pooled blood samples, we designed a simple experiment comprising 3 bovine samples genotyped using the BovineSNP50 V2 array chip (Illumina Inc., San Diego, CA). For this initial, proof of concept experiment, DNA prepared from a single blood sample and a pool of 2 and a pool of 5 blood samples was tested. For pooled blood DNA preparation, 200 μL of whole blood from each animal was combined and mixed by inverting the tubes. Subsequently, DNA was extracted from a subsample of the blood mixture with the DNeasy Blood and Tissue Kit (Qiagen Inc., Hilden, Germany). 2. DATA2 -Bovine Stature. Blood samples from 76 individual cows where used to create 11 pools. Ten pools contained equal volumes of blood from 7 individuals and 1 pool contained 6 samples. Genomic DNA was extracted from the pooled blood as described above and genotyped using the BovineSNP50 V2 array chip (Illumina). Individuals within a pool were selected according to their stature so that individuals with similar height were pooled together. To allow for the measurement of technical variation, 1 of the pools was replicated. These criteria resulted in 12 pools, which were further subjected to 2 treatments based on the number of freeze-thaw cycles. In the first treatment, the DNA was extracted from whole blood frozen and thawed twice, while in the second treatment, the DNA was extracted whole blood frozen and thawed 3 times. Importantly, these 76 individuals were part of a larger population of 1,193 cows previously individually genotyped with the BovineSNP50 V2 chip (Illumina) previously reported by Henshall et al. (2012) . 3. DATA3 -Bovine Pregnancy Status. Blood samples from a total of 959 3-yr-old Santa Gertrudis cows at their first rebreeding opportunity were pooled according to pregnancy status. The animals were unrelated to animals in DATA2 and were part of a commercial cow herd located in Queensland and bred by natural mating and subjected to once-yearly pregnancy testing performed at the time of weaning the previous year's calves. All cows were lactating at the time of pregnancy testing, which was performed by palpation of the reproductive tract. Cows that had not reconceived by natural mating while suckling their first calf received the designation of "nonpregnant." Cows in which pregnancy was detected by palpation were called "pregnant." There were 644 pregnant and 315 nonpregnant cows and 69 pools were created and DNA was extracted and genotyped using the BovineSNP50 V2 chip (Illumina). On average, there were 20.51 DNA samples in a pool and these ranged from 1 (3 pools) to 25 (6 pools).
DATA4 -Chicken Proof of Concept. Thirty-five
broiler chickens were individually genotyped using the Illumina ChickenSNP60 chip (Illumina). The chip contains 57,636 SNP markers from a whole-genome panel developed by Groenen et al. (2009) . Blood from the 35 chickens previously genotyped was pooled in groups of 5, 10, or 20, and DNA was extracted from blood pools and genotyped. For the DNA extraction, 2 blood volumes were explored, 20 and 50 μL, and 2 technical replicates performed to use a total of 12 samples (i.e., 3 pool sizes × 2 blood volumes × 2 replicates).
DATA5 -Chicken Feed Efficiency. A total of 2,007
individual chicken blood samples were used to make 103 blood pools according to their average feed efficiency (FE). On average, there were 19.5 individuals in each pool (range: 13 to 23) and individuals within a pool were from the same management group (n = 6) and sex (n = 2). The original data represented 80 sire families and contained 776 males and 1,231 females with an average (SD) FE of 0.00 (99.66) and -1.04 (97.15), respectively.
Intensity Signals in the Context of SNP Genotype Data
The allele specific intensity signals can be explored by means of the scatter plot of the M values (green minus red intensity signals) in the y axis against the A values (average of green and red intensity signals) in the x axis. The base-2 logarithmic scale is used throughout. Originally coined by Dudoit et al. (2002) in the context of gene expression data, these plots are typically used to check for the need to further normalize that data and, most importantly, to identify genes differentially expressed. In the context of SNP genotype data from truly biallelic SNP and individual samples, the intensity signals are supposed to be either perfect green (e.g., genotype AA) or perfect red (e.g., genotype BB) or perfect yellow (e.g., genotype AB). However, when pooled samples are used, deviations from "perfect" green, red, or yellow are expected from any given SNP due to possible genotype differences among the samples. Figure 1 illustrates the rationale for the use of the scatter plot of M and A values in the context of genotyping pools of DNA. Each point in the scatter represents a single SNP. From top to bottom, 3 distinct clusters can be identified: 1) The uppermost cluster, or "green" cluster, corresponds to the SNP for which the green signal predominates (i.e., the "A" allele is more common than the "B" allele) and most individuals in the DNA pool have genotype AA for these SNP. 2) The middle cluster, or "yellow" cluster, corresponds to the SNP for which neither signal, green or red, predominate resulting in the emission of a yellow signal. Most individuals in the DNA pool have genotype AB for these SNP.
3) The bottom cluster, or "red" cluster, corresponds to the SNP for which the red signal predominates (i.e., the "A" allele is less common than the "B" allele) and most individuals in the DNA pool have genotype BB for these SNP. 
Model-Based Clustering via Bivariate Mixture Models
Model-based clustering via mixture of distributions has been proposed by a number of authors to analyze microarray gene expression data in a uni-and bivariate fashion (see for instance Reverter et al. [2006] and references therein). In the present study, for each SNP in i, the paired data points in M i and A i were assumed to be independent observation from a p-component mixture model (or clusters) with probability density function:
denotes a bivariate normal density function with 2-dimensional mean vector μ j and a 2 × 2 covariance matrix V j , and π j are the mixing proportions constrained to be nonnegative and sum to unity. In the present study, we explored p = 3 and p = 5 clusters depending on the number of DNA samples in the pools. In all cases, parameters of the mixture model were estimated using the EMMIX software (McLachlan et al., 2002) .
Multiple Regression Models
For DATA2 (Bovine Stature), DATA4 (Chicken Proof of Concept), and DATA5 (Chicken Feed Efficiency) for which SNP genotypes were available on pools as well as on the individual DNA samples comprising the pools, we used the PROC REG procedure (SAS Inst. Inc., Cary, NC) to analyze the frequency of the first allele (p) in a multiple regression model that included the effects of M i and A i with linear and quadratic components. The regression model was as follows:
in which p i is the frequency of the first allele for the ith SNP and obtained from genotyping individual DNA samples, M i and A i are the intensity signal metrics defined earlier, and the β correspond to the estimated partial regression coefficients. Finally, the regression equation resulting from DATA2 (Bovine Stature) was used to estimate the p i in DATA3 (Bovine Pregnancy Status) for which only pools were available.
Genomewide Association Studies
With the first allele frequencies estimated as previously described we performed GWAS for DATA3 (Bovine Pregnancy Status) and DATA5 (Chicken Feed Efficiency).
For the GWAS of DATA3, we adapted the methodology described by Macgregor et al. (2006) for casecontrol samples and with "pregnant" vs. "nonpregnant" as our contrast. In particular, the difference in allele frequency between pregnant and nonpregnant pools was tested using the following test statistic:
In the expression above, P p  and N p  denote the first allele frequency estimated for pregnant and nonpregnant pools, respectively. The binomial sampling variance in V  is estimated by ( ) ( )
, in which n P and n N denote the number of pregnant and nonpregnant pools, respectively. Finally, var(e pool-1 ) is the variance of the pool-specific error in allele frequency estimation and computed over all SNP as follows:
For the GWAS of DATA5 (Chicken Feed Efficiency), the additive effect of each SNP was estimated based on logistic regression of estimated allele frequencies in pools on phenotype as measured by the average FE of the individuals in each pool. Logistic regression analyses for the pools were performed using analytical methodology described in Henshall et al. (2012) and estimated SNP effects from pooled DNA samples were compared with those obtained from individual DNA samples on the available 2,007 chicken.
For the GWAS on individual DNA samples, the effect of each SNP was estimated in turn using the following mixed model equations:
in which y represents the vector of FE measures across the 2,007 chicken, X is the incidence matrix relating fixed effects in β with observations in y, Z is the incidence matrix relating random additive polygenic effects in u with observations in y, S i is the vector of genotypes for the ith SNP across all chicken, a i represents the additive effect of the ith SNP, and e is the vector of random residual effects. Fixed effects included in the model were contemporary group and sex with n = 6 × 2 = 12 levels. We used Qxpak5 (Pérez-Enciso and Misztal, 2011) to estimate SNP additive effects and test their significance. Following Bolormaa et al. (2013) , the false discovery rate (FDR) was calculated as
In which P is the P-value tested (e.g., 0.0001), S is the number of SNP that were significant at the P-value tested, and T is the total number of SNP tested.
RESULTS AND DISCUSSION

Summary Statistics for M and A Values
Preliminary analyses of DATA2 (Bovine Stature) across all SNP revealed no significant association (P-value = 0.3108) of the treatment effect (i.e., 2 versus 3 rounds of freeze-thaw cycles) on the red to green relative intensity signals. Similarly, for DATA4 (Chicken Proof of Concept) neither pool size (i.e., 5 vs. 10 vs. 20; P-value = 0.9573) nor volume (20 vs. 50 μL; P-value = 0.9899) nor technical replicate (P-value = 0.8790) were significant sources of variation in the relative intensity signals. Table 2 provides the number of records, SNP, and summary statistics for the M and A intensity signal metrics across the 5 datasets. The number of records (N) is the product of the number of SNP times the number of samples genotyped. Across datasets, consistent M values were observed: centered at 0 and with a SD averaging 2.18 (SD range from 1.99 to 2.35 for DATA5 and DATA1, respectively). Values for the A metric were also consistent across datasets averaging 12.78 and with a CV ranging from 5.8% for DATA1 and DATA4 to 6.8% for DATA2 and DATA3.
Importantly, the range of M and A values observed here are in agreement with those reported within the context of gene expression microarray. See for instance the early work of Dudoit et al. (2002) and Bolstad et al. (2003) for 2-channel cDNA and 1-channel oligonucleotide array data, respectively. Our M and A values also agree with those from SNP array data within the context of analytical methodology for the identification of copy number variants (recently reviewed by Li and Olivier [2013] ). The expectation of a clear distinction between the 3 clusters observed in Fig. 2A is what SNP genotype calling algorithms exploit in the mapping of raw allele A and allele B intensities from each SNP into the 3 genotype calls: AA, AB, or BB. See for instance the work of Ritchie et al. (2011) and Chai et al. (2010) respectively for Illumina (Illumina Inc., San Diego, CA) and Affymetrix SNP chips (Affymetrix Inc., Santa Clara, CA).
Plots of M and A Values and Mixtures of Distributions
When samples from 2 individuals are pooled and genotyped, the resulting plot of M and A values shows five distinct clusters (Fig. 2B ) corresponding to observing 0 to 4 copies of the variant allele, B. This would be equivalent to genotyping a biallelic SNP (still with alleles A and B) on a DNA from a tetraploid individual where the 5 possible genotypes (percent of SNP according to the mixture models in brackets) would be AAAA (25.2%), AAAB (11.5%), AABB (22.3%), ABBB (23.7%), and BBBB (17.3%). Finally, when 5 samples are pooled and genotyped, the clusters get diffuse (Fig. 2C ) with monomorphic SNP occupying the extremes in the scale of M values.
Importantly, in all 3 cases, the clusters with intermediate M values are associated with higher A values and this is reflected in the estimated means for the distributions of the mixture models. This finding anticipates the importance of using not only the relative intensity signal of each channel (red and green) captured by M values but also the abundance of both signals captured by the average in A values.
While there is not a precise reason as to why the cluster of intermediate M values is associated with higher A values, it is tempting to speculate that highly polymorphic SNP yield a strong signal from both channels (red and green) while lowly or nonpolymorphic SNP yield a strong signal from 1 channel only. When averaging is made in the computation of A values, highly polymor- phic SNP show twice as much average signal than lowly polymorphic SNP and this doubling in the average signal is reflected by a difference of 1 in the base-2 log-scale. Supporting this speculation, the estimates of the mixtures of distribution show a difference of 1 between the estimate of the mean A values (approximately 12.3 intensity units) for the upper and lower clusters and the estimate of the mean A values (approximately 13.3) for the middle cluster. Quite significantly, this pattern of 1 unit difference can be observed in Fig. 5A of Ritchie et al. (2011) with an example of signals from a good quality array. Figure 3 shows the M and A plots resulting from the analyses of DATA2 (Bovine Stature) and DATA4 (Chicken Proof of Concept). Every point in these plots represents a single SNP and its location in the M and A coordinates corresponds to the average across all replicates. Overlaid in these plots are the SNP first allele frequencies (p i ) estimated from genotyping the individual DNA samples and color coded from red to yellow to green for low, intermediate, and high p i , respectively. These plots illustrate the strong relationship that exists between the p i and the M and A values resulting from genotyping pools and confirming the expectation of intermediate M values (i.e., near 0) corresponding to highly polymorphic SNP, while extreme M values (i.e., either extreme positive or extreme negative) correspond to lowly polymorphic SNP.
Estimation of Allele Frequency
When the p i were modeled as a function of the M and A values, we estimated the multiple regression equations given in Table 3 . The goodness of fit, as explained by the R 2 , indicated that over 78% (and a maximum of 92.4% for DATA4) of the variation in p i can be explained by linear and quadratic components of M and A values. These R 2 are similar to those reported by Brohede et al. (2005) , which averaged 90.4 and 95.9% for biological and technical replicates, respectively. They also contrast with the 96% of the corrected relative allele signal methodology recently reported by Teumer et al. (2013) with technical replicates and using the Birdseed2 genotype calling algorithm (Korn et al., 2008) .
Consistent across the 3 datasets (DATA2, DATA4, and DATA5), we observed a significant (P < 0.001) negative β 1 (the partial regression coefficient associated with the linear component of the M values) indicating that as the M value increases the frequency of the first allele decreases. Similarly, a consistent and significant (P < 0.001) positive β 2 (the partial regression associated with the linear component of the A values) was estimated indicating that as A values increases the frequency of the first allele also increases. However, this linear increase is offset by the significant (P < 0.001) and negative estimate of β 4 (the partial regression associated with the quadratic component of the A values).
Furthermore, when this polynomial was used to predict the p i from the pools in DATA3 (Bovine Pregnancy Status) the results allowed us to undertake a GWAS for pregnancy rate (Fig. 3) .
Genomewide Association Studies
The multiple regression equation obtained with DATA2 (Bovine Stature) was used to estimate the p i from DATA3 (Bovine Pregnancy Rate) and these were then used to perform a GWAS to identify loci associated with pregnancy rate. Figure 4 shows the distribution along the genome of P-values (Manhattan plot) of the 47,844 SNP included in the GWAS as well as the Q-Q plot of P-values.
The peaks of significance in the Manhattan plot are less clear than what it is usually found from the analysis of individual DNA samples. Nevertheless, the number of SNP found to be significantly associated with pregnancy rate at the nominal P-values of 0.01, 0.001, and 0.0001 was 943 (FDR = 50.24%), 321 (FDR = 14.82%), and 145 (FDR = 3.29%), respectively. When the genomic region of the 145 associated SNP (P < 0.0001) was surveyed we found that 34 of them (Table 4) were related to genes reported in the recent review of Fortes et al. (2013a) as associated with fertility in cows. Prominent among these genes are PENK and IGF2. The preproenkephalin gene (PENK) is in the region of BTA14 reported for its pleiotropic potential in cattle (Fortes et al., 2013b) and where PLAG1 gene is encoded. Karim et al. (2011) showed that a mutation on PLAG1 affecting stature in cattle also changed the expression of PENK in fetal tissues. The insulin-like growth factor 2 gene (IGF2) is an imprinted gene, expressed only from the paternal allele, and exerts its effects by binding the IGF1 receptor (Baker et al., 1993) . The role of IGF1 pathway genes and their association with age of puberty in cattle has been documented by Fortes et al. (2012) .
The application of the equation to estimate allele frequencies for DATA5 (Chicken Feed Efficiency) allowed us to perform GWAS to identify loci associated with FE using the 103 DNA pools. Figures 5A and 5B show the Manhattan plot of the distribution of P-values of SNP in association with FE using individual and pooled DNA samples. Table 5 provides the number of significant SNP and FDR at 5 nominal P-values. Using pooled DNA samples, the number of significant SNP at the nominal P-values of 0.01, 0.001, and 0.0001 was 895 (FDR = 46.16%), 178 (FDR = 23.40%), and 30 (FDR = 13.92%), respectively. As expected, at any given significance threshold, the GWAS of individual DNA samples yielded more SNP and hence lower FDR than the GWAS of DNA pools (Table 5 ; Fig. 5C ). A total of 1,852, 428, and 76 SNP were found to be significant in both GWAS at P-values of 0.05, 0.01, and 0.001, respectively (Table  5 ). The SNP effects estimated from pools were highly correlated with those estimated from individual DNA samples and this correlation increases with the significance threshold (Fig. 5D) . At P-values of 0.05, 0.01, and 0.001, the correlation between SNP effects were 0.915, 0.923, and 0.935, respectively. Table 4 . Identity of SNP associated with pregnancy rate (P < 0.0001) in the present study and with genomic region and candidate genes reported in the literature as influencing bovine female fertility phenotypes 
Concluding Remarks
With the declining cost of genotyping technologies, the search for cost-effective alternatives such as genotyping pools of DNA becomes less imperative. However, in the context of animal breeding and genetics, there are still situations where DNA pooling will remain an attractive proposition in the foreseeable future. Examples of such situations are found in aquaculture and in broiler chicken operations that result in large contemporary groups and where the phenotype of interest is expensive to measure such as residual feed intake or disease resistance. Another example is when phenotypes are collected routinely and in unpedigreed animals such as commercial beef cows raised in extensive conditions.
The present study represents an attempt to explore the numerical attributes of the intensity signals that should be considered when the intention is to genotype pools of DNA. We conclude that a strong relationship exists between the relative signal intensity of the 2 channels (red and green) and the SNP allele frequencies and show how this relationship can be formally explored by means of mixtures of distributions and polynomial equations. When these approaches are applied to the estimation of allele frequencies, the resulting estimates allow for the development of cost-effective and reliable GWAS.
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