Abstract-The aim of this work is to identify the most important design parameters for an imaging sensor to be used in digital autoradiography. Using Monte Carlo simulations we have shown that proximity between source and sample is critical for obtaining optimal image resolution. For 3 H imaging, assuming no air gap, the image resolution is largely independent of epitaxial thickness, as might be expected due to the very short range of emitted β electrons. However, for 14 C imaging, there is a weak dependence on epitaxial thickness, with observed resolution varying at best from 13-18 μm over epitaxial thickness of 1-40 μm.
I. INTRODUCTION
Autoradiography (AR) is a method used to map the distribution of radiolabeled bio-molecules in thin tissue specimens. Traditionally film emulsion has been used for autoradiography but this technique presents a number of problems including low sensitivity and poor linearity among the most important. However, silicon-based imaging technologies have demonstrated some of the best overall performance in AR imaging providing spatial resolution of ∼10 μm and direct image quantification. The application of CCD and CMOS technology has been already demonstrated in the past [1] , [2] , [3] , [4] , [5] . Although various published work has demonstrated good performance in terms of energy, spatial and temporal resolution, there has not, to our knowledge, been any systematic study on how best to use pixelated silicon imaging technology to image biologically relevant beta emissions as found in AR. In this paper we therefore take a fundamental approach to this problem considering a generic semi-infinite thin silicon slab, imaging a thin beta emitting distributed source mounted on a glass slide. We then consider the various losses in signal (energy deposition) and spatial resolution due to various degradation process including beta range, sample thickness, scattering and epitaxial thickness. In this work we try to understand the fundamental limitations of our CCD and CMOS sensors for β-autoradiography by means of Monte Carlo simulations using the Geant4 environment. (email: j.cabello@surrey.ac.uk)
II. MATERIALS AND METHODS
There are several Monte Carlo toolkits available to simulate the passage of different particles through matter. Geant4 [6] , MCNPX [7] , Penelope [8] and EGS4 [9] are among the most important implementations. For our study we have used Geant4 because it has reliable accuracy in modelling interaction physics with electrons down to 250 eV. This is particularly important in order to understand energy loss processes of low energy electrons, and the low energy interactions associated with higher energy electrons.
The most common radioisotopes used in autoradiography are 35 S, 14 C and 3 H. The latter can label many sites on most biomolecules and gives the highest resolution in the final images (due to short β range) and therefore is a common label in molecular biology studies. This radioisotope is at the same time the most difficult isotope to detect and to realistically simulate due to its low energy. We have therefore included these radioisotopes in our study, alongside 18 F as this may also be used in conjunction with in-vivo investigations.
The basic simulation geometry is illustrated in fig.1 , utilizing the CMOS architecture from [1] . This allows us to consider the effect of varying sample thickness (and hence the magnitude of source self absorption), backscattering from the glass microscope slide, source displacement from the surface due to dust or other particulate contamination on the sensor surface, losses in energy deposition due to overlying control structures (electrodes, etc) for front-illuminated devices, and the effects of charge collection and intra-device scattering for devices of various substrate and epitaxial thickness. The resulting spatial energy deposition information can then be discretized using a pixel geometry of arbitrary (x,y) dimension (25 μm in this first study). In this study we simulate the readout noise by simply adding gaussian white noise of mean 114 electrons and a user-defined variance of 2 electrons to the charge signal in each pixel (using values obtained from [10] ). Architecture of the CMOS sensor used in the Monte Carlo simulations, with additional air, tissue and glass layers to simulate the β autoradiography imaging geometry.
III. VALIDATION OF SIMULATION
The validation of any Monte Carlo package is a critical issue to assure reliable results are produced. In [11] a thorough validation of the electromagnetic model applied to photons, electrons, protons and alpha particles is presented. In the aforementioned article the standard package, the low energy package and an alternative low energy package based on the Penelope [8] analytical approach are considered. The conclusion for electrons, the particle of interest in our work, is that the three packages show an excellent agreement in the energy range 1 keV to 100 TeV when compared to the NIST reference data [12] .
To validate the results obtained from all our experimental setups we have measured the electron stopping power and continuously slowing down approximation (CSDA) range and we have compared our results with those tabulated in ICRU Report 37 [13] . In this work only the CSDA range of electrons from 10 keV up to 500 keV is considered as this corresponds to the range of energies of the typical isotopes used in β-AR, our specific application. In fig. 2 the measured range for each energy (blue squares) with its corresponding error margin (standard deviation of the measurement) is compared to the range obtained from ESTAR 1 (red squares). The error measured is very low for low energies (∼1 %) but this increases somewhat for higher energies. The error bars shown in fig. 2 represent the standard deviation of the electron ranges measured with Geant4. This experiment was undertaken with multiple scattering and the energy loss fluctuations disabled, in agreement with ESTAR [11] , [12] .
In order to validate our simulations with experiment, an architecture similar to the one shown in fig. 1 has been simulated using a uniformly distributed 14 C source of 120 μm thickness of tissue equivalent material, mounted on a glass slide and placed directly on the sensor surface. The thickness of each layer is detailed in Table I . The deposited energy spectrum ( fig. 3 ) and the histogram of detected event cluster sizes ( fig. 4 ) obtained from experiment [1] have been compared with those obtained from the resulting simulation. 1 Stopping-power and range for electrons [12] It should be noted that the Geant4 output data were postprocessed using in-house Matlab 2 software to properly replicate the experimental set-up. This post-processing comprised of two steps. Firstly the noise, due to the dark current generated within the CCD sensor, was simulated and added to the clean events produced from Geant4. Secondly the methodology described in [1] was also simulated correcting the acquired image using a set of blank frames and subsequently thresholding.
IV. STUDY ON THE SELF-ABSORPTION EFFECT
It has been shown in the past that accounting β self absorption is very important to accurately measure the performance of a system [5] , [14] . In both of these cases an estimation of the effective activity, i.e. fraction of β-particles escaping from a source and reaching the detector, is undertaken based on the range of 3 H and 14 C in the polymer-based microscale and in the geometry of the system.
The experiment presented in this section estimates the percentage of particles that reach the surface of the detector using a slab of tissue-equivalent polymer of 3 H and 14 C (density of ∼1.1g/cm 3 3 ), using the whole range of energies of the β-spectrum.
The experimental setup is simply a slab of tissue (50 μm thick for 3 H and 120 μm thick for 14 C) on top of a slab of silicon. Then the intrinsic energy spectrum of the radioisotope under study and the deposited energy spectrum in the sensor are compared. Comparing the area under each distribution gives the fraction of particles that reach the detector (block of silicon). This allows us to obtain the energy loss within the polymer microscale.
In fig. 5 the intrinsic energy spectrum ( fig. 5(a) ) and the deposited energy spectrum ( fig. 5(b) ) are shown. From these graphs the fraction of 3 H particles that reach the detector is estimated at ∼0.8 %. The same study is repeated for 14 C shown in fig. 6 . From these simulation the estimated fraction of 14 C particles that reach detector is ∼13.4 %, very close to the 14 % estimated in [14] .
V. RANGE OF TYPICAL RADIOISOTOPES
The range of mono-energetic electrons has been shown in the section III but, as has been mentioned, disabling the scattering process. To have a better idea of the range of β-electrons originated from radioactive sources a specific experiment for this purpose has been designed. This experiment is similar to the one proposed by [15] to obtain the range of electrons but considering the whole continuous spectrum typical of β-sources. In this experiment, shown in fig. 7(a) , we have sequentially placed points source of 3 H, 14 C, 35 S, 18 F and 11 C in the center of a block made of SiO 2 and a concentric block made of silicon of 120x120x120 μm 3 . The SiO 2 represents the absorbing layers found on the sensor surface and the silicon represents the sensitive detector volume. The ratio between the initial number of electrons emitted from the source and the electrons that are detected in the silicon is measured depending on the thickness of the absorber. Even though, in a realistic situation, all the layers between the source and the epitaxial layer of the sensor are not made of SiO 2 this measure is an approximate measure of the percentage of particles that can reach the sensitive layer of the sensor. This experiment has been undertaken for β-emitters 3 H ( fig. 7(b) ), 14 C and 35 S ( fig. 7(c) ) and β+ emitters, i.e. positron emitters, used in β+ Autoradiography, such as 18 F and 11 C [16] , [17] , [18] .
VI. STUDY ON THE SPATIAL RESOLUTION
The range of a β-particle is controlled by its energy but this is less definite than for other particles. This is due to the fact that the trajectory of a β-particle follows a tortuous path due to its comparable mass to that of the outer electrons in the silicon atoms. The particle will interact with these orbital electrons and the nuclei, changing abruptly the direction and generating electron/hole pairs, thus depositing energy. This results in β-electrons with total path length greater than the penetration distance.
It has been previously stated that the four intrinsic factors in a sensor that control the spatial resolution of an interaction are the pixel size, the electric field depth within the sensitive layer of the sensor, the resistivity of the silicon wafer and the thickness of the sensor [19] . Although these authors only considered X-ray interactions, we assume that for β imaging, these factors are also the most relevant. It would be more appropriate to define the range of a β-electron as the distance between the position where the β-electron is generated, somewhere within the tissue sample, and the position where the particle is stopped. All the interactions of the particle in the middle of these two points will affect the range and concomitantly the spatial resolution. This is why any potential air gap is also an important parameter to consider in the spatial resolution for β imaging.
The electric field depth in the sensitive layer of the sensor will depend on the operational voltage of the sensor: being inherently low for CMOS sensors the electric field depth will also be low. This parameter is imposed by the technology and fig. 7(a) ) to obtain the range of the most typical radioisotopes used in AR, 3 H ( fig. 7(b) ), 14 C, 35 S ( fig. 7(c) ), 11 C and 18 F ( fig. 7(d) ). Note change in ordinate scale with radioisotope. the feature size. For instance for 0.18 μm CMOS processes the voltage at which the sensor is operated is 1.8 V [20] . This electric field depth is non-uniform along the sensitive layer of the sensor and weakly extended in the sensitive volume [21] or even neglected [22] . The resistivity of the silicon wafer (typically < 10 Ω/cm) is also imposed by the CMOS production foundry and is lower than that for CCDs to avoid the latch-up problem associated with CMOS electronic circuitry [20] .
From an ionising radiation detection and imaging perspective, the only design parameters that can be imposed prior to fabrication (within reasonable ranges) are the pixel size and the thickness of the epitaxial layer. This is why our simulations have been focused in these two parameters. The thickness of the layers used in this set of experiments for 14 C and 3 H are detailed in tables II and III respectively. For the case of 3 H a back-thinned architecture has to be used. This is why there is a top passivation layer of 0.1 μm, the residual product of the etching process on the sensor, and the bottom passivation layer of 5 μm, the same passivation layer on top of the epitaxial layer in the front-illuminated architecture. The range of thicknesses of the epitaxial (sensitive) layer used in both experiments is 1-40 μm. From this set of experiments an estimation of the smallest pixel size necessary to obtain the best spatial resolution achievable with a certain radioisotope, subject to the air gap, is obtained. This optimum pixel size is obtained from the inflection point where the spatial resolution increases at a higher rate than that with small pixel size. In the case of 3 H with no air gap ( fig. 8 ) there seems to be a linear relation between the pixel size and the spatial resolution even with a pixel size of 1 μm. This is coherent with the mean range of β-electrons emitted from 3 H in silicon (< 1 μm). It is also shown in fig. 9 that as the air gap increases to 5 μm the spatial resolution deteriorates over a similar range as the thickness of the minimum achievable air gap. In other words the optimum pixel size will be close to the thickness of the air gap. In the experiment undertaken with 14 C and no air gap ( fig. 10 ) the optimum pixel size is approximately 10 μm, close to the mean range of β-electrons emitted from 14 C in silicon (∼13 μm). The experiment with an air gap of 20 μm ( fig. 11) shows that the spatial resolution increases by a factor of ∼1.5 for large pixel sizes and ∼2.5 for small pixel sizes.
TABLE II THICKNESS OF LAYERS USED FOR SPATIAL RESOLUTION FOR
In order to investigate the effect of the air gap between the surface of the sensor and the source on the spatial resolution a set of experiments has been undertaken using a fixed pixel size at 25 μm (the pixel size of the CMOS sensor used in the experimental part of the study) using four different radioisotopes;
14 C, 35 S, 32 P and 18 F. Different thicknesses have been considered to study the degradation of the fullwidth-half-at-maximum (FWHM) with this effect.
As can be observed in fig. 12 the air gap dramatically affects the spatial resolution. Two different values of air gap have been simulated, 0 μm ( fig. 12(a) ) and 20 μm ( fig. 12(b) ). 
VII. CONCLUSIONS
In this paper the self-absorption of a source is studied, thus the performance of a certain digital sensor can be accurately defined. A relation between the thickness of the absorber, i.e. overlying layers on the surface of a sensor, and the percentage of particles reaching the sensitive layer of the sensor is shown. The spatial resolution of the system is dramatically affected, as has been also shown, by the air gap between the surface of the sensor and the source. A 20 μm air gap produces ∼x2 increase in spatial resolution compared to no air gap when imaging 14 C. For 3 H, similar losses in resolution are seen with an air gap of 5 μm. For 3 H imaging, the image resolution scales broadly linearly with pixel size assuming no air gap. This linear behaviour is similarly observed for an air gap of 5 μm once pixel size exceeds air gap distance. In the case of 14 C imaging, image resolution again scales almost linearly with pixel size, irrespective of epitaxial thickness, once the pixel dimensions exceed 10 μm. However, with the introduction of a 20 μm air gap, the situation is more complicated, with a subtle interplay observed between pixel dimension and epitaxial thickness. Similar observations were observed for higher energy β± emitters, although, as might be expected, overall, these lead to inferior image resolution for the same pixel size/air gap/epitaxial thickness compared to the lower energy sources. It has finally been determined an estimation of the optimum pixel size to obtain the best spatial resolution achievable by this system with 14 C and 3 H.
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