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Abstract
This paper deals with the approximate controllability for the semilinear retarded control system. We
will also derive the equivalent relation between controllability and stabilizability of the solution for the
corresponding linear control system.
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1. Introduction
Let H and V be two real separable Hilbert spaces such that V is a dense subspace of H .
Identifying the antidual of H with H we may consider V ⊂ H ⊂ V ∗.
In this paper we deal with the control problems for the semilinear parabolic type equation
in H as follows:{
d
dt
x(t) = A0x(t)+
∫ 0
−h a(s)A1x(t + s) ds + f (t, x(t))+Φ0u(t),
x(0) = g0, x(s) = g1(s), s ∈ [−h,0).
(RSE)
Let A0 be the operator associated with a sesquilinear form defined on V ×V satisfying Gårding’s
inequality and A1 be a bounded linear operator from V to V ∗ such that A1 maps from D(A1)
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integrable complex function (a ∈ L2(−h,0;C)) where h is a fixed positive number. Let U be a
complex Banach space and Φ0 be a bounded linear operator from U to H .
As seen in [5], with the aid of the solution semigroup (cf. [2,4,5,7]), Eq. (RSE) can be trans-
posed onto an abstract evolution equation
d
dt
z(t) = Az(t)+ F (t, z(t))+Φu(t),
where z(t) = (x(t), xt (·)), Φf = (Φ0f,0) and F(t, z(t)) = (f (t, x(t)),0). Here, the principal
operator A is characterized by
Ag =
(
A0g
0 +
0∫
−h
a(s)A1g
1(s) ds, g˙1
)
, g = (g0, g1) ∈ H ×L2(−h,0;V ).
Thus, we are led studying the control problem in the space Z ≡ H × L2(−h,0;V ). Section 2
gives some preliminary results on Eq. (RSE) with the Lipschitz continuity of nonlinear opera-
tor f from R× V to H and establish the problem for the regularity of solution of Eq. (RSE).
We proceed to derive that any admissible control drives the state to zero asymptotically for
linear system.
In Section 3, under the discrete finite spectrum for the corresponding linear system we will
show the equivalence relation between the approximate controllability for the system (RSE) and
the stabilizability for solution of (RSE) (in the stability sense that for any g ∈ Z there exists
u ∈ L2(0,∞;U) such that the solution z(t) belongs to L2(0,∞;Z)) in the sense of [3,4].
Finally, from a condition for the range of the controller Φ0 without the inequality condition
as in [6,8], we establish the approximate controllability for the semilinear system (RSE), and see
that the necessary assumption is more flexible than one in [6,8,9].
2. Fundamental properties
Let H and V be complex Hilbert spaces whose norms will be denoted by | · | and ‖ · ‖V ,
respectively. Let A0 be the operator associated with a sesquilinear form b(u, v) satisfying Gård-
ing’s inequality
Reb(u,u) c0‖u‖2V − c1|u|2, c0 > 0, c1  0,
that is,
(A0u,v)= −b(u, v), u, v ∈ V,
where (· , ·) denotes also the duality pairing between V and V ∗.
We assume that b(u, v) is bounded, i.e., there exists a positive number M such that∣∣b(u, v)∣∣M‖u‖V ‖v‖V , u, v ∈ V.
Then, we remark that A0 is sectorial operator in both H and V ∗ of type (ω, M1) where π/2 <
ω < π and M1 = 1 + M/(c0 − c1). Sectoriality of type (w, M1) in H (or V ∗) means that the
sector Σ = {λ: | argλ| <ω} belongs to ρ(A0) and |λ−A0|M1/|λ| (or ‖λ−A0‖∗ M1/|λ|,
respectively); see, e.g., [12, Theorem 3.6.1]. So we can see that A0 generates an analytic semi-
group in both H and V ∗.
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x1, x2 ∈ V there exists a constant L> 0 such that∣∣f (t, x1)− f (t, x2)∣∣ L‖x1 − x2‖V , f (t,0) = 0. (F)
From the following inequalities
c0‖u‖2V  Reb(u,u)+ c1|u|2  C|A0u||u| + c1|u|2 
(
C|A0u| + c1|u|
)|u|
 C‖u‖D(A0)|u|,
it follows that there exists a constant C0 > 0 such that
‖u‖V  C0‖u‖1/2D(A0)|u|1/2.
We denote by Wm,p(0, T ;V ∗) the Sobolev space of V ∗-valued functions on (0, T ) whose dis-
tributional derivatives up to m belong to Lp(0, T ;V ∗).
Using the maximal regularity for more general retarded parabolic system in [2,5], we can
follow the argument of G. Di Blasio et al. [2] term by term to deduce the following results as
in [10].
Proposition 2.1. Let T > 0, g = (g0, g1) ∈ H × L2(−h,0;V ) and the assumption (F) be satis-
fied. Then there exists a unique solution x of Eq. (RSE) such that
x ∈ L2(0, T ;V )∩W 1,2(0, T ;V ∗) ⊂ C([0, T ];H ).
Moreover, there exists a constant c3 such that
‖x‖L2(0,T ;V )∩W 1,2(0,T ;V ∗)  c3
(∣∣g0∣∣+ ∥∥g1∥∥
L2(−h,0;V ) + ‖u‖L2(0,T ;U)
)
.
Let Z ≡ H ×L2(−h,0;V ) be the state space of Eq. (RSE). Z is a product Hilbert space with
the norm
‖g‖ =
(∣∣g0∣∣2 +
0∫
−h
∥∥g1(s)∥∥2
V
ds
) 1
2
, g = (g0, g1) ∈ Z.
Let g ∈ Z and x(t;g,f,u) be a solution of (RSE) associated with nonlinear term f and control u
at time t . The segment xt be given by xt (s;g,f,u) = x(t + s;g,f,u), s ∈ [−h,0). The solution
semigroup S(t) for the equation (RSE) is defined by
S(t)g = (x(t;g,0,0), xt (·;g,0,0)) (2.1)
where x(t;g,0,0) is the solution of Eq. (RSE) with f (t, x) ≡ 0 and Φ0 ≡ 0. Then, we have the
following proposition which can be shown just as in Theorem 4.2 of [2].
Proposition 2.2. (i) The operator S(t) is a C0-semigroup on Z.
(ii) The infinitesimal generator A of S(t) is characterized by
D(A) =
{
g = (g0, g1): g0 ∈ D(A0), g1 ∈ W 1,2(−h,0;V ), g1(0) = g0,
A0g
0 +
0∫
a(s)A1g
1(s) ds ∈ H
}
,−h
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(
A0g
0 +
0∫
−h
a(s)A1g
1(s) ds, g˙1
)
.
By the properties of semigroups, there exist constants ω 0 and M  1 such that∥∥S(t)∥∥Meωt , 0 t < ∞. (2.2)
We consider also the adjoint problem{
d
dt
y(t)= A∗0y(t)+
∫ 0
−h a(s)A
∗
1y(t + s) ds,
y(0) = φ0, y(s) = φ(s), s ∈ [−h,0),
(RAE)
where A∗0, A∗1 are adjoint operators of A0, A1 and (φ0, φ1) ∈ H ×L2(−h,0;V ).
The solution semigroup associated with the equation (RAE) is denoted by ST(t) and its gen-
erator by AT.
Let A be the infinitesimal generator of S(t) as in Proposition 2.2. Then Eq. (RSE) can be
transformed into an abstract equation as follows:{
z′(t) = Az(t)+ F(t, z(t))+Φu(t),
z(0) = g (TSE)
where z(t) = (x(t;g,f,u), xt (·;g,f,u)) ∈ Z and g = (g0, g1) ∈ Z. The nonlinear opera-
tor F on Z is defined by F(t, z(t)) = f (t, x(t),0), and the control operator Φ defined by
Φu = (Φ0u,0). The mild solution of initial value problem (TSE) is the following form:
z(t;g,f,u) = S(t)g +
t∫
0
S(t − s){F (s, z(s))+Φu(s)}ds.
Let AT be the infinitesimal generator of ST(t) associated with the system (RAE). Then the equa-
tion (RAE) can also be transformed into the following equation:{
zˆ′(t) = ATzˆ(t),
zˆ(0) = φ (TAE)
where zˆ(t) = (y(t;φ,f,0), (yt (·;φ,f,0)) ∈ Z and φ = (φ0, φ1) ∈ Z.
First of all, we proceed to derive that any admissible control drives the state to zero asymptot-
ically for semilinear systems.
Proposition 2.3. Let the nonlinear mapping f satisfies the assumption (F). If for every
g = (g0, g1) in Z there exists u ∈ L2(0,∞;U) such that the mild solution z(t;g,f,u) ∈
L2(0,∞;Z), then limt→∞ ‖z(t)‖ = 0.
Proof. Let us choose tn (n > 1) such that
∞∫
tn
(∥∥z(τ )∥∥2 + ∥∥u(τ)∥∥2
U
)
dτ <
1
n4
.
Then we can define δn to be the measure of{
t : t  tn,
∥∥z(t)∥∥2 + ∥∥u(t)∥∥2
U
 12
}
.n
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n2
(
i.e.,
∣∣z(s)∣∣< 1
n
)
.
Since z(t) = S(t − s)z(s)+ ∫ t
s
S(t − τ){F(τ, z(τ ))+Φu(τ)}dτ , from (2.2) and the assump-
tion (F) we have
∥∥z(t)∥∥Meω(t−s)∥∥z(s)∥∥+
t∫
s
Meω(t−τ)
{∥∥F (τ, z(τ ))∥∥+ ∥∥Φu(τ)∥∥}dτ
Meωδn
{
1
n
+ (t − s)1/2‖Φ‖
( t∫
s
(∥∥u(τ)∥∥2
U
)
dτ
)1/2}
+MLeωδn
t∫
s
∥∥z(τ )∥∥dτ.
By using Gronwall’s inequality, we have
∣∣z(t)∣∣Meωδn(1
n
+ ‖Φ‖ 1
n3
)
ecMLδn (c = eωδn).
Therefore, the proof is complete. 
3. Approximate controllability for linear system
In this section, we deal with the equivalent conditions of the approximate controllability for
the linear system in case where f ≡ 0 in the system (TSE):{
z′(t) = Az(t)+Φu(t),
z(0) = g. (TE)
We assume
σ(A)∩ {λ: Reλ = 0} = ∅ (3.1)
where σ(A) is the spectrum of A.
Set
σ+ = σ(A)∩ {λ: Reλ > 0}, σ− = σ(A)∩ {λ: Reλ < 0}. (3.2)
We assume also that σ+ is a finite and sup{Reλ: λ ∈ σ−} < 0, that is,
σ+ = {λ1, . . . , λN }, (3.3)
−ω0 = sup{Reλ: λ ∈ σ−} < 0 (3.4)
and for each j = 1, . . . ,N , the spectral projection
Pλj =
1
2πi
∫
Γλ
(λ−A)−1 dλ
j
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no point of σ(A) except λj . As is well known λj is an eigenvalue of A and the generalized
eigenspace corresponding to λj is given by
Zλj = Pλj Z = {Pλj u: u ∈ Z}.
It is also well known that λj is a pole of (λ − A)−1 whose order we denote by kλj and
dimZλj < ∞. Let P Tλ denote the spectral projection and ZTλ the generalized eigenspace of AT
corresponding to λ ∈ σp(AT), that is ZTλ = ImP Tλ .
Put
P =
N∑
j=1
Pλj , j = 1, . . . ,N, Z+ = ImP, Z− = Im(I − P),
S+(t) = S(t)|Z+ , S−(t) = S(t)|Z−
where S(t)|Z+ , S(t)|Z− are the restrictions of S(t) to Z+, Z−, respectively. Since both ImP and
Im(I − P) are closed and invariant under S(t), we can see that
A+ = A|Z+ , A− = A|D(A)∩Z− , S+(t)= etA+ , S−(t) = etA− ,
σ (A+) = σ+, σ (A−) = σ−.
Let us set
Qλj =
1
2πi
∫
Γλj
(λ− λj )(λ−A)−1 dλ.
Then we remark that
Qiλj =
1
2πi
∫
Γλj
(λ− λj )i(λ−A)−1 dλ.
It is also well known that Q
kλj
λj
= 0 (nilpotent) and (A− λ)Pλj = Qλj . Thus, S(t)P is extended
to the whole real line so that
S(t)P =
N∑
j=1
kλj −1∑
n=0
eλj t tn
n! (Qλj )
n, −∞ < t < ∞. (3.5)
Lemma 3.1. For Eq. (TE), the mild solution z(t) belongs to L2(0,∞;Z) if and only if
S(t)Pg +
∞∫
0
S(t − s)PΦu(s) ds = 0, t  0.
Proof. As seen in [11], if a(·) is a measurable square integrable complex function, the solution
semigroup S(t) for (TE) is norm continuous for t > h (here, we remark that if a(·) is a real-
valued Hölder continuous then the solution semigroup S(t) for (TE) is Hölder continuous in
(3h,∞) in operator norm; see, e.g., [4, Proposition 4.1]). Hence, for any ω ∈ (0,ω0) there exists
a constant M such that∥∥S(t)(I − P)∥∥M‖I − P ‖e−ωt , t  0. (3.6)
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z1(t) = S(t)Pg +
∞∫
0
S(t − s)PΦu(s) ds,
z2(t) = S(t)(I − P)g +
t∫
0
S(t − s)(I − P)Φu(s) ds −
∞∫
t
S(t − s)PΦu(s) ds.
From (3.5), (3.6) it is easily seen that z2 ∈ L2(0,∞;Z). Since the functions t → eλj t tn
(j = 1, . . . ,N , n = 0, . . . , kλj − 1) are linearly independent, it follows from (3.5) that z1 ∈
L2(0,∞;Z) iff z1(t) ≡ 0. 
The structural operator G is defined by
Gg = ([Gg]0, [Gg]1), g ∈ Z, [Gg]0 = g0, [Gg]1(s) =
s∫
−h
a(τ )A1g
1(τ − s) dτ.
Here, we denote the first and second component of the element φ on Z by [φ]0 and [φ]1, respec-
tively.
From [7, Theorem 8.1], it follows that
Z∗λ = G∗ZTλ and dim(Z∗λ) = dim
(
ZTλ
)
for any λ ∈ σ+ where Z∗λ (not the adjoint space of Zλ) denotes the generalized eigenspace of A∗
corresponding to λ. Hence λ is a pole of the resolvent of A whose order is denoted by kλ. We
know that for any λ ∈ σ+, the direct sum decompositions
Z = Ker(λI −A)kλ ⊕ Im(λI −A)kλ, Zλ = PλZ = Ker(λI −A)kλ
and
Z = Ker(λI −AT)kλ ⊕ Im(λI −AT)kλ , Zλ = PλZT
hold.
The adjoint space Z∗ of Z can be identified with the product space H × L2(−h,0;V ∗) via
the duality pairing
(g, f )Z =
(
g0, f 0
)+
0∫
−h
(
g1(s), f 1(s)
)
ds
for any g = (g0, g1) ∈ Z, f ∈ (f 0, f 1) ∈ Z∗. Hence the adjoint Φ∗ of Φ is obtained by
Φ∗φ = Φ∗0φ0, φ =
(
φ0, φ1
) ∈ Z∗.
We define reachable sets for the systems (TE) and (TSE) as follows:
L(T ;g) = {z(T ;g,0, u): u ∈ L2(0, T ;U)},
R(T ;g)= {z(T ;g,f,u): u ∈ L2(0, T ;U)}.
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N(T ) =
⋂
0tT
Φ∗ST(t).
Here, we note that
Φ∗ST(t)φ = Φ∗0
[
ST(t)φ
]0
, φ = (φ0, φ1) ∈ Z∗.
Definition 3.1. Let λ ∈ σ+.
(1) The system (TSE) is said to be Zλ-approximately controllable (respectively approximately
controllable) on [0, T ] if R(T ;g)⊂ Zλ (respectively R(T ;g)= Z ).
(2) The system (TAE) is Zλ-observable on [0, T ] (respectively observable) if N(T )∩ZTλ = {0}(respectively N(T )∩Z = {0}).
We can also define the approximate controllability and the observability for linear system
(TE) by replacing the reachable set R(T ;g) by L(T ;g). In what follows throughout this section
we investigate the control problem for the linear system in case f ≡ 0.
Proposition 3.1. Let λ ∈ σ+. Then the system (TE) is Zλ-approximately controllable if and only
if the system (TAE) is ZT
λ
-observable.
Proof. Let L(0) = ⋃T>0 L(T ;0). Then using the duality theorem, we obtain that the sys-
tem (TE) is Zλ-approximate controllable iff (Zλ)⊥ ⊃ L(0)⊥. Here, we note that
L(0)⊥ =
⋂
t0
{ t∫
0
S(t − s)Φu(s) ds: u ∈ L2([0, t];U)
}⊥
=
⋂
t0
KerΦ∗S∗(t) =
⋂
t0
KerΦ∗0
[
S∗(t)
]0
and
(Zλ)
⊥ = (ImPλ)⊥ = KerP ∗λ = Im(λ−A∗)kλ .
Hence, since Z∗
λ
= Ker(λ − A∗)kλ we see that Z∗
λ
∩ L(0)⊥ = {0}, and hence the system (TE) is
Zλ-approximately controllable if and only if for every f ∈ Z∗
λ
, Φ∗S∗(t)f = 0 a.e. implies f = 0.
As is seen in Theorem 4.2 and 8.1 of [7], it is known that G∗ is an isomorphism from ZT
λ
to Z∗
λ
and S∗(t)G∗ = G∗ST(t). Therefore, there exists φ ∈ Zλ such that
Φ∗S∗(t)f = Φ∗S∗(t)G∗φ = Φ∗G∗ST(t)φ = Φ∗0
[
ST(t)φ
]0
.
Consequently, the approximately controllability is equivalent to the fact that for any φ ∈ ZT
λ
,
Φ∗0 [ST(t)φ]0 = 0 a.e. implies φ = 0, or the observability of (TAE). 
Lemma 3.2. Let λ ∈ σ+. Then the following statements are equivalent:
(a) The system (TAE) is ZT-observable.λ
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(c) {g ∈ ZTλ : Φ∗0 [(QTλ)ng]0 = 0, j = 0, . . . , kλ − 1} = {0}.
Proof. This lemma immediately follows from the fact that
ST(t)g = ST(t)P Tλ g =
N∑
j=1
kλ−1∑
n=0
eλt tn
n!
(
QTλ
)n
g, g ∈ ZTλ . 
Theorem 3.1. The following statements are equivalent:
(a) For any g ∈ Z there exists an u ∈ L2(0,∞;U) such that the mild solution z of (TE) satisfies
z ∈ L2(0,∞;Z).
(b) The system of (TE) is Zλj -approximately controllable for every λj ∈ σ+.
(c) The system of (TAE) is Zλj -observable for every λj ∈ σ+.
Proof. From Proposition 3.1 it immediately follows that (b) ⇔ (c).
In view of Lemma 3.1 the solution of (TE) belongs to L2(0,∞;Z) iff
S(t)Pg +
∞∫
0
S(t − s)PΦu(s) ds ≡ 0.
By virtue of (3.5) and ∑kj−1k=0 ∑kj−1n=k =∑kj−1n=0 ∑nk=0 where kj = kλj for brevity, this is equiva-
lent to
Qnλj g +
∞∫
0
e−λj s
kj−1∑
k=n
(−s)k−n
(k − n)! Q
k
λj
Φu(s) ds = 0,
j = 1, . . . ,N , n = 0, . . . , kj − 1. According to the proof of [1, Theorem 2.1], we see (a) holds iff
(d) for 1 j N , if z∗n ∈ Z∗ (n = 0, . . . , kj − 1) satisfies
Φ∗
kj−1−k∑
n=0
(
Qk+nλj
)∗
z∗n = 0, k = 0, . . . , kj − 1, (3.7)
then
kj−1∑
n=0
(
Qnλj
)∗
z∗n = 0.
Suppose that (d) is true and z∗ ∈ Z∗
λj
, Φ∗(A∗ − λj )kz∗ = 0, k = 0, . . . , kj − 1. Put
z∗n =
{
z∗, if n = 0,
0, otherwise.
Then
Φ∗
kj−1−k∑ (
Qk+nλj
)∗
z∗n = Φ∗
(
Qkλj
)∗
z∗ = Φ∗(A∗ − λj )k(Pλj )∗z∗ = Φ∗(A∗ − λj )kz∗ = 0,n=0
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z∗ = (Pλj )∗z∗ =
kj−1∑
n=0
(
Qnλj
)∗
z∗n = 0.
This shows that (d) implies{
g ∈ Z∗
λj
: Φ∗(A∗ − λj )ng = 0, n = 0, . . . , kj − 1
}= {0} (3.8)
for each j = 1, . . . ,N . Since G∗ is an isomorphism from ZT
λj
to Z∗
λj
and A∗G∗ = G∗AT
on D(AT), we have that (3.8) holds iff{
φ ∈ ZT
λj
: Φ∗0
[
(AT − λj )n
]0
φ = 0, n = 0, . . . , kj − 1
}= {0}.
Let φ ∈ ZT
λj
. Then P T
λj
φ = φ and
Φ∗0
[
(AT − λj )nφ
]0 = Φ∗0 [(AT − λj )nP Tλj φ]0 = Φ∗0 [(QTλj )nφ]0.
Therefore, from Lemma 3.1 it follows that (a) implies (c).
Conversely, suppose (c) is true and (3.7) holds. Set
z∗ =
kj−1∑
n=0
(
Qnλj
)∗
z∗n.
Then z∗ ∈ Z∗
λj
and
Φ∗(A∗ − λj )kz∗ = Φ∗
kj−1∑
n=0
(A∗ − λj )k+n(Pλj )∗z∗n = Φ∗
kj−1−k∑
n=0
(
Qk+nλj
)∗
z∗n = 0
for k = 0, . . . , kj − 1. By (c), z∗ = 0. Hence (d) is true. 
4. Control problem for a semilinear system
For the sake of simplicity we assume that solution semigroup S(t) is uniformly bounded:∥∥S(t)∥∥M, t  0.
We define the linear operator Sˆ from L2(0, T ;Z) to Z by
Sˆp =
T∫
0
S(T − s)p(s) ds
for p ∈ L2(0, T ;Z). The system (TSE) is approximately controllable on [0, T ] if for any ε > 0
and ξT ∈ Z there exists a control u ∈ L2(0, T ;U) such that∥∥ξT − S(T )g − SˆF (·, z(·;g))− SˆΦu∥∥< ε.
We need the following hypothesis:
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‖Φu‖L2(0,t;Z)  q1‖p‖L2(0,t;Z), 0 t  T , (B)
where q1 is a constant independent of p.
Lemma 4.1. Let u1 and u2 be in L2(0, T ;U). Then under the assumption (F), we have∥∥z(t;g,f,u1)− z(t;g,f,u2)∥∥MeMLT √t‖Φu1 −Φu2‖L2(0,T ;Z)
for 0 t  T .
Proof. For 0 t  T , we have∥∥z(t;g,f,u1)− z(t;g,f,u2)∥∥M√t∥∥Φu1(s)−Φu2(s)∥∥L2(0,T ;Z)
+ML
t∫
0
∥∥z(s;g,f,u1)− z(s;g,f,u2)∥∥ds,
where L is a constant in (F). Therefore, by using Gronwall’s inequality this lemma follows. 
Theorem 4.1. Under the assumptions (F) and (B), the system (TSE) is approximately control-
lable on [0, T ].
Proof. We will show that D(A) ⊂ RT (g), i.e., for given ε > 0 and ξT ∈ D(A) there exists
u ∈ L2(0, T ;U) such that∥∥ξT − z(T ;g,f,u)∥∥< ε,
where
z(T ;g,f,u)= S(T )g +
T∫
0
S(T − s){F (s, z(s;g,f,u))+Φu(s)}ds.
As ξT ∈ D(A) there exists p ∈ L2(0, T ;Z) such that
Sˆp = ξT − S(T )g,
for instance, take p(s) = (ξT − sAξT )−S(s)g/T . Let u1 ∈ L2(0, T ;U) be arbitrary fixed. Since
by the assumption (B) there exists u2 ∈ L2(0, T ;U) such that∥∥Sˆ(p − F (·, z(·, g, f,u1)))− SˆΦu2∥∥< ε4 ,
it follows∥∥ξT − S(T )g − SˆF (·, z(·, g, f,u1))− SˆΦu2∥∥< ε4 . (4.1)
We can also choose w2 ∈ L2(0, T ;U) by the assumption (B) such that∥∥Sˆ(F (·, z(·;g,f,u2))− F (·, z(·;g,f,u1))− SˆΦw2∥∥< ε (4.2)8
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‖Φw2‖L2(0,t;Z)  q1
∥∥F (·, z(·;g,f,u1))− F (·, z(·;g,f,u2))∥∥L2(0,t;Z)
for 0 t  T . Therefore, in view of Lemma 4.1 and the assumption (B),
‖Φw2‖L2(0,t;Z)  q1
{ t∫
0
∥∥F (τ, z(τ ;g,f,u2))− F (τ, z(τ ;g,f,u1))∥∥2 dτ
} 1
2
 q1L
{ t∫
0
∥∥z(τ ;g,f,u2)− z(τ ;g,f,u1)∥∥2 dτ
} 1
2
 q1L
{ t∫
0
(
MeMLT
)2
τ‖Φu2 −Φu1‖2L2(0,τ ;Z) dτ
} 1
2
 q1LMeMLT
( t∫
0
τ dτ
) 1
2
‖Φu2 −Φu1‖L2(0,t;Z)
= q1LMeMLT
(
t2
2
) 1
2 ‖Φu2 −Φu1‖L2(0,t;Z).
Put u3 = u2 −w2. We determine w3 such that∥∥Sˆ(F (·, z(·;g,f,u3))− F (·, z(·;g,f,u2)))− SˆΦw3∥∥< ε8 ,
‖Φw3‖L2(0,t;Z)  q1
∥∥F (·, z(·;g,f,u3))− F (·, z(·;g,f,u2))∥∥L2(0,t;Z)
for 0 t  T . Hence, we have
‖Φw3‖L2(0,t;Z)  q1
{ t∫
0
∥∥F (τ, z(τ ;g,f,u3))− F (τ, z(τ ;g,f,u2))∥∥2 dτ
} 1
2
 q1L
{ t∫
0
∥∥z(τ ;g,f,u3)− z(τ ;g,f,u2)∥∥2 dτ
} 1
2
 q1LMeMLT
{ t∫
0
τ‖Φu3 −Φu2‖2L2(0,τ ;Z) dτ
} 1
2
 q1LMeMLT
{ t∫
0
τ‖Φw2‖2L2(0,τ ;Z) dτ
} 1
2
 q1LMeMLT
{ t∫
τ
(
q1LMe
MLT
)2 τ 2
2
‖Φu2 −Φu1‖2L2(0,τ ;Z) dτ
} 1
20
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(
q1LMe
MLT
)2( t∫
0
τ 3
2
dτ
) 1
2
‖Φu2 −Φu1‖L2(0,t;Z)
= (q1LMeLMT )2
(
t4
2 · 4
) 1
2 ‖Φu2 −Φu1‖L2(0,t;Z).
By proceeding this process, and from∥∥Φ(un − un+1)∥∥L2(0,t;Z)
= ‖Φwn‖L2(0,t;Z)

(
q1LMe
LMT
)n−1( t2n−2
2 · 4 · · · (2n− 2)
) 1
2 ‖Φu2 −Φu1‖L2(0,t;Z)
=
(
q1LMeLMT t√
2
)n−1 1√
(n− 1)! ‖Φu2 −Φu1‖L2(0,t;Z),
it follows that
∞∑
n=1
‖Φun+1 −Φun‖L2(0,T ;Z) 
∞∑
n=0
(
q1MLT eMLT√
2
)n 1√
n! ‖Φu2 −Φu1‖L2(0,T ;Z) < ∞.
Therefore, there exists u∗ ∈ L2(0, T ;Z) such that
lim
n→∞Φun = u
∗ in L2(0, T ;Z). (4.3)
From (4.1), (4.2) it follows that∥∥ξT − S(T )g − SˆF (·, z(·;g,f,u2))− SˆΦu3∥∥
= ∥∥ξT − S(T )g − SˆF (·, z(·;g,f,u1))− SˆΦu2 + SˆΦw2
− Sˆ[F (·, z(·;g,f,u2))− F (·, z(·;g,f,u1))]∥∥
<
(
1
22
+ 1
23
)
ε.
By choosing wn ∈ L2(0, T ;U) by the assumption (B) such that∥∥Sˆ(F (·, z(·;g,f,un))− F (·, z(·;g,f,un−1)))− SˆΦwn∥∥< ε2n+1 ,
putting un+1 = un −wn, we have
∥∥ξT − S(T )g − SˆF (·, z(·;g,f,un))− SˆΦun+1∥∥<
(
1
22
+ · · · + 1
2n+1
)
ε, n = 1,2, . . . .
Therefore, for ε > 0 there exists integer N such that
‖SˆΦuN+1 − SˆΦuN‖ < ε2
and
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
∥∥ξT − S(T )g − SˆF (·, z(·;g,f,uN))− SˆΦuN+1∥∥+ ‖SˆΦuN+1 − SˆΦuN‖
<
(
1
22
+ · · · + 1
2N+1
)
ε + ε
2
 ε.
Thus the system (TSE) is approximately controllable on [0, T ] as N tends to infinity. 
Example. Let U = H , 0 < α < T and define the intercept controller operator Φα on L2(0, T ;H)
by
Φαu(t) =
{
0, 0 t < α,
u(t), α  t  T ,
for u ∈ L2(0, T ;H). For a given p ∈ L2(0, T ;H) let us choose a control function u satisfying
u(t) =
{0, 0 t < α,
p(t)+ α
T−α S
(
t − α
T−α (t − α)
)
p
(
α
T−α (t − α)
)
, α  t  T .
Then u ∈ L2(0, T ;H) and Sˆp = SˆΦαu.
From the following:
‖Φαu‖L2(0,T ;H) = ‖u‖L2(α,T ;H)
 ‖p‖L2(α,T ;H) +
αM
T − α
∥∥∥∥p
(
α
T − α (· − α)
)∥∥∥∥
L2(α,T ;H)

(
1 +M
√
α
T − α
)
‖p‖L2(0,T ;H)
it follows that the controller Φα satisfies hypothesis (B).
Remark. If the range of the operator Φ0 is dense in L2(0, T ;H), then without assumption (B)
the system (TSE) is approximately controllable.
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