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By traversing square lattices, the cardinality of the set of congruence classes induced by the
graph endomorphisms of undirected paths is determined. Enhancing this idea, formulas for
the cardinality of the set of endomorphisms and the set of congruence classes of undirected
cycles are developed.
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1. Introduction and basic results
Counting graph endomorphisms of special classes of graphs has become an often discussed topic in both graph
theory and discrete combinatorics recently. Unfortunately, as of now there are almost no published results available
on this subject. In [1], S. Arworn describes a method of computing the cardinality of the endomorphism monoids of
undirected paths of arbitrary length by using a general square lattice, but as the number of endomorphisms grows
very fast with increasing length of the paths, the given formulas get very bulky and inelegant. We picked up the
idea and attended to investigate the cardinality of the set of congruence classes induced by the endomorphisms first.
Then we count the possible embeddings of the resulting factor graphs into the original graph. This approach leads to
structures which can possibly be enhanced to characterize the properties of the endomorphism monoid of other classes of
graphs.
Definition 1.1. An undirected graph G = (V , E) with the vertex set V := {1, . . . , n} ⊆ N, n ∈ N, n ≥ 2 and the edge set
defined by {x, y} ∈ E ⇔ |x− y| = 1 is called a pathwith n vertices and denoted by Pn. A graph G = (V , E ′)with V as above
and E ′ = E ∪ {1, n} is called a cyclewith n vertices and denoted by Cn.
Obviously, endomorphisms of a path can be found by picking a fixed starting vertex and moving to vertices which are
adjacent to this vertex, as ϕ ∈ End(Pn) ⇔ ∀x ∈ {1, . . . , n − 1} : {ϕ(x), ϕ(x + 1)} ∈ E(Pn). We will construct diagrams
which describe all possible moves through the edge structure of a path.
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The above diagrams are constructed from a path P5 by starting at a fixed vertex x (the one in the rectangle). If the starting
vertex is 1, we can onlymove to vertex 2. If the starting vertex is 5, the only vertexwhich can be reached by an edge is vertex
4. All other vertices are adjacent to two different vertices, thus there are two options in this case. We stop after traversing a
path of length n− 1. Due to the fact that not every vertex has two neighbors, different shapes arise for every starting point
as movement is limited when reaching the first or the last vertex.
Example 1.2. An endomorphism of P5 can be constructed as follows:
Starting at vertex 1 in the bottom row and moving right, right, up, right delivers: 1, 2, 3, 2, 3. The map ϕ(1) = 1, ϕ(2)
= 2, ϕ(3) = 3, ϕ(4) = 2, ϕ(5) = 3 obviously is an endomorphism of P5. The congruence classes induced by ϕ are 1/24/35.
Starting at vertex 2 gives, moving in the same shape: 2, 3, 4, 3, 4 – also an endomorphism of P5, the congruence classes again
are 1/24/35.
Definition 1.3. The graph with the vertex set V = {vi,j | i, j ∈ N} and the edge set E = {{vi,j, vi+1,j}, {vi,j, vi,j+1} | i, j ∈ N}
is called a square lattice. A square lattice EGn with vertex numbersΩ(vi,j) := ((i+ j− 1) mod n)+ 1 assigned to the vertex
in row i and column j is called a 2-dimensional endogrid.
Definition 1.4. An n-tuple
f = (s, w1, . . . , wn−1), s ∈ {1, . . . , n}, wi ∈ F2, i ∈ {1, . . . , n− 1}
is called a rooted binary path of length n. The number s is called a root of f , the (n − 1)-tuple (w1, . . . , , wn−1) is called a
binary path of length n−1. The trail tr(f ) of a rooted binary path f of length n, is defined as tr(f ) := (t1, . . . , tn)with t1 := s
and ti := s+∑i−1j=1(−1)wj , (2 ≤ i ≤ n). A rooted binary path f of length n is called path-valid if for tr(f ) = (t1, . . . , tn):
1 ≤ ti ≤ n, 1 ≤ i ≤ n.
The set of all path-valid rooted binary paths is called P-Root(n).
The trail function ‘‘decodes’’ the rooted binary path by taking the root and interpreting every 0 as ‘‘move right’’ or ‘‘+1’’
and every 1 as ‘‘move up’’ or ‘‘−1’’.
Theorem 1.5. The trail tr(f ) = (t1, . . . , tn) of a path-valid rooted binary path f of length n is an endomorphism ϕ of the path
Pn if we set ϕ(i) := ti. It is also called the resulting endomorphism of f. Moreover, tr: P-Root(n)→ End(Pn) is bijective.
Proof. We first show that tr(f ) for f ∈ P-Root(n) is an endomorphism of Pn: This follows immediately as the trail of a
path-valid rooted binary path of length n consecutively gives the numbers of the image points {1, . . . , n}. Now we show
that tr(f ) is bijective: Suppose that f = (s, w1, . . . , wn−1), g = (t, x1, . . . , xn−1) ∈ P-Root(n) with tr(f ) = tr(g).
Then any index k with wk 6= xk would imply that the kth component in tr(f ) and tr(g) are different in contradiction to
tr(f ) = tr(g). Thus f = g . Next we will show that for every ϕ = (x1, . . . , xn) ∈ End(Pn), there exists a rooted binary path
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f = (s, w1, . . . , wn−1) ∈ P-Root(n) such that tr(f ) = ϕ. We construct f as follows. Take s = x1. For i ∈ {2, . . . , n}: if
xi − xi+1 = 1 thenwi−1 := 1, if xi − xi+1 = −1, thenwi−1 := 0. Obviously, we get tr(f ) = ϕ.
Hence, tr : P-Root(n)→ End(Pn) is a bijective mapping. 
2. Path congruences and endomorphisms
Now we relate a binary path to the kernel congruence of the resulting graph endomorphisms.
Definition 2.1. Let f = (s, w1, . . . , wn−1) be a rooted binary path of length n. Then the rooted binary path
¬f := (s,¬w1, . . . ,¬wn−1) = (s, 1− w1, . . . , 1− wn−1)
is called the dual rooted binary path of f . The binary path of ¬f is called the dual binary path of f . If f is path-valid, then
the partition of the vertex set of Pn induced by the endomorphism tr(f ) is denoted by part(tr(f )).
Lemma 2.2. Let f = (s, w1, . . . , wn−1), g = (t, w1, . . . , wn−1), s 6= t. Then
part(tr(g)) = part(tr(f )) = part(tr(¬f )).
Proof. The binary paths remain the same and only the roots differ, so we get tr(g)− (s, . . . , s︸ ︷︷ ︸
n
) = tr(f )− (t, . . . , t︸ ︷︷ ︸
n
). Hence,
tr(g) = tr(f )− (t, . . . , t︸ ︷︷ ︸
n
)+ (s, . . . , s︸ ︷︷ ︸
n
),
and as s and t are constants, the components of tr(f ) and tr(g) induce the same vertex partitioning. This proves the first
equality. Obviously, every sequence of 0’s and every sequence of 1’s in the binary path (w1, . . . , wn−1) produces a sequence
of different numbers on its trail. The numbers on the trail of a 0-sequence are ascending, the numbers on the trail of a 1-
sequence are descending. Important for the congruence class of tr(f ) are only the changes from 0 to 1 and from 1 to 0, as the
lengths of the sequences do not change when dualizing the binary path. Let tr(f ) := (t1, . . . , tn) and tr(¬f ) := (u1, . . . , un)
According to the definition of tr , we have t1 = s, u1 = t and ti := s+∑i−1j=1(−1)wj and ui := t+∑i−1j=1(−1)¬wj for 2 ≤ i ≤ n.
So we get ti − s = −(ui − t), which gives the second equality. 
Lemma 2.3. If f , g are rooted binary paths of length n and
part(tr(f )) = part(tr(g)),
with f = (s, w1, . . . , wn−1) then
g = (t, w1, . . . , wn−1) or g = (t,¬w1, . . . ,¬wn−1).
Proof. Let Q = {C1, C2, . . . , Ck},⋃ki=1 Ci = {1, . . . , n} be the partition of the vertex set of Pn induced by an endomorphism
tr(f ), f = (s, w1, . . . , wn−1). We will now reconstruct all possible path-valid rooted binary paths which lead to this
partition. Let I(x) : {1, . . . , n} → {1, . . . , k}, x 7→ k for x ∈ Ck be the functionwhichmaps to each vertex x the number of the
cell k inwhich it resides.We can reconstruct the binary pathby startingwith either 0 or 1. Let a := I(1), b := I(2) andw1 := r
with r = 0 or r = 1. Then repeat for i from 3 to n the following steps: c := I(i). If c = b, then setwi−1 := 1− r . Otherwise,
setwi−1 := r . Then set a := b and b := c and continue with the next i. This procedure gives two different binary paths. So if
part(tr(f )) = part(tr(g)), then either f = (s, w1, . . . , wn−1) and g = (t, w1, . . . , wn−1) or g = (t,¬w1, . . . ,¬wn−1). 
The next lemma will be useful for counting the endomorphism induced congruence classes of a path Pn:
Lemma 2.4. For every binary path (w1, . . . , wn−1) there exists a root s ∈ {1, . . . , n} to make f = (s, w1, . . . , wn−1) a path-
valid rooted binary path, as follows:
s := |{wi | i ∈ {1, . . . , n− 1}, wi = 1}| + 1.
Proof. Let (w1, . . . , wn−1) be an arbitrary binary path. Define s as above. Then the binary path goes s times up and n−1− s
times right. Hence, when starting at vertex s, the s × (n − 1 − s) rectangle with s at the lower-left corner is completely
contained in the endogrid and, thus, (s, w1, . . . , wn−1) is a path-valid rooted binary path. 
Theorem 2.5. For n ≥ 2 we denote by C (Pn) the endomorphism induced congruences on Pn. Then |C (Pn)| = 2n−2.
Proof. We already have shown in Lemma 2.4 that all possible binary paths on the endogrid EGn belong to path-valid rooted
binary paths of lengthn. In Theorem1.5weproved that the trails of all path-valid rootedbinary paths are the endomorphisms
of Pn. The possible binary paths range from (0, 0, . . . , 0) to (1, 1, . . . , 1) and are of length n − 1, resulting in 2n−1 binary
paths in total. But as the dual of a binary path produces the same congruence (see Lemmas 2.2 and 2.3) as the binary path
itself on the trail of a rooted binary path, only the binary paths from (0, 0, . . . , 0) to (0, 1, . . . , 1) have to be taken into
account for the number of congruence classes. So finally, this gives 2n−1/2 = 2n−2 classes. 
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Theorem 2.6. Taking an endomorphism ϕ of a path Pn resulting from f = (s, w1, . . . , wn−1) ∈ P-Root(n), the length of the
image graph of Pn under ϕ is
len(w1, . . . , wn−1) = max
{
k∑
i=1
(−1)wi | k ∈ {0, . . . , n− 1}
}
−min
{
k∑
i=1
(−1)wi | k ∈ {0, . . . , n− 1}
}
.
Proof. We sum up the first 1, 2, 3, . . . , n − 1 values on the trail and take the maximum and the minimum of these sums.
The difference between the maximum and minimum is the number of different values which appeared on the trail, i.e. the
number of vertices of the image graph (which is, of course, a path). 
Lemma 2.7. A path Pm can be embedded 2 · (n−m+ 1) times into Pn, n ≥ m.
Proof. Obviously an embedding of Pm into Pn is completely determined by the left-most vertex of the embedded subgraph
and the direction of the embedding. As there are n−m+1 possibilities to choose the left-most vertex, the claim follows. 
Theorem 2.8. The number of endomorphisms of a path Pn, n ≥ 2, is
|End(Pn)| = 2 ·
∑
w∈Γ
(n− len(0, w2, . . . , wn−1))
with Γ := {w = (0, w2, . . . , wn−1) | wi ∈ {0, 1}}.
Proof. By the Homomorphism Theorem, any endomorphism G → G factors into an epimorphism G → Gpi and
a monomorphism (hence embedding) Gpi → G where pi denotes the endomorphism induced congruence. As the
epimorphisms correspond to binary paths (0, w2, . . . , wn−1), and for each factor graph corresponding to such a binary path,
we have 2(n− len(0, w2, . . . , wn−1)) embeddings, we obtain the formula from the claim. 
Example 2.9. The number of congruence classes on P4 is |C (P4)| = 24−2 = 4. We have the following binary paths (without
their duals):
(0, 0, 0), (0, 0, 1), (0, 1, 0), (0, 1, 1).
First, we compute the lengths of the induced factor graphs:
We obtain len(0, 0, 0) = max{0, 1, 2, 3}−min{0, 1, 2, 3} = 3− 0 = 3, len(0, 0, 1) = 2− 0 = 2, len(0, 1, 0) = 1− 0 = 1
and len(0, 1, 1) = 1− (−1) = 2.
Insertion of the lengths into the formula gives:
|End(P4)| = 2 · ((4− 3)+ (4− 2)+ (4− 1)+ (4− 2)) = 2 · 8 = 16.
Definition 2.10. The epispectrum Epi(Pn) of a path Pn is defined by
Epi(Pn) := (l1(n), . . . , ln−1(n))with
li(n) := |{ρ ∈ C (Pn) | |ρ| = n− i}| ,
where again C (Pn) denotes the set of endomorphism induced congruences on Pn and |ρ| the number of cells of the partition
given by ρ ∈ C (Pn).
Example 2.11. Epispectrum of Pn. The lines of the following table contain Epi(Pn) (for n = 2, . . . , 14):
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n l1 l2 l3 l4 l5 l6 l7 l8 l9 l10 l11 l12 l13
2 1
3 1 1
4 1 2 1
5 1 2 4 1
6 1 2 6 6 1
7 1 2 7 11 10 1
8 1 2 8 14 24 14 1
9 1 2 9 16 35 42 22 1
10 1 2 10 18 45 68 81 30 1
11 1 2 11 20 55 89 149 138 46 1
12 1 2 12 22 66 110 216 282 250 62 1
13 1 2 13 24 78 132 285 422 577 419 94 1
14 1 2 14 26 91 156 364 568 945 1070 732 126 1
The epispectrum can also be used to compute the number of endomorphisms of a path Pn:
Corollary 2.12. Let Epi(Pn) := (l1(n), . . . , ln−1(n)) be the epispectrum of Pn. Then
|End(Pn)| = 2 ·
n−1∑
k=1
(n− k) · ln−k(n).
Proof. As every path of length k + 1 can be embedded 2 · (n − (k + 1) + 1) times into Pn (see Lemma 2.7), summing up
these numbers for every induced factor graph leads to the desired result. 
An open problem is to find closed formulas for lk(n). It seems obvious to conjecture that there exist polynomials fk ∈ Q[n]
with deg(fk) = b k−22 c such that for a fixed n ≥ nk (most probably nk = 2k − 2) the equality lk(n) = fk(n) holds. The first
of these polynomials seem to be f2 = 1, f3 = 2, f4 = n, f5 = 2n − 2, f6 = 12 (n2 − n), f7 = n2 − 3n + 2, but even if it was
possible to prove that in general, the remaining problem would still be to sort out how lk(n) exactly behaves for n < nk.
Thus, we recommend to use the algorithmic approach (as seen in Theorem 2.8) to compute the cardinality of the set of
endomorphisms.
3. Cycle congruences and endomorphisms
Next we will examine the congruence classes of cycles. These can be determined in a way similar to the approach we
used for paths in the previous section. This time, the situation is easier in a certain sense.
Example 3.1. The case C6 with vertex 1 as root:
As the first and the last vertex of the paths are adjacent in C6, they also have to be adjacent in ϕ(C6) for any graph
endomorphism ϕ. This is only possible if the path traversed through the endogrid ends at a vertex which is adjacent to the
root. The following definition replaces path-valid from Definition 1.4. All other terms are used in the same way as above.
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Definition 3.2. A rooted binary path f of length n is called cycle-valid if
{ (tr(f )1 − 1 mod n)+ 1, (tr(f )n − 1 mod n)+ 1 } ∈ E(Cn),
where tr(f )1 stands for the first and tr(f )n for the last element of the trail of f . The set of all cycle-valid rooted binary paths
is denoted by C-Root(n).
Theorem 3.3. If f is a rooted binary path of length n and tr(f ) = (t1, . . . , tn), then
( (t1 − 1 mod n)+ 1, . . . , (tn − 1 mod n)+ 1 )
is an endomorphism of Cn if and only if f is cycle-valid, i.e. the first and the last vertex of tr(f ) are adjacent. Every rooted
binary path describes exactly one endomorphism, and for every endomorphism there exists exactly one rooted binary path, thus
tr : C-Root(n)→ End(Pn) is bijective.
Proof. Obvious, as seen in Theorem 1.5. 
Definition 3.4. For any rooted binary path f = (s, w1, . . . , wn−1) the ending point is a pair (rf , uf )where
rf := |{wk | wk = 0, k ∈ {1, . . . , n− 1}}|
and
uf := |{wk | wk = 1, k ∈ {1, . . . , n− 1}}| .
The root of f corresponds to the point (0, 0), so uf counts the number of up- and rf the number of right-steps starting from
(0, 0).
Lemma 3.5. If a rooted binary path f = (s, w1, . . . , wn−1) is cycle-valid for one s ∈ {1, . . . , n}, then it is cycle-valid for every
s ∈ {1, . . . , n}.
Proof. As every vertex of a cycle has exactly two neighbors, the samemoves within the endogrid are allowedwith any fixed
root vertex. 
Theorem 3.6. A rooted binary path f of length 2n is cycle-valid if and only if (rf , uf ) is either (2n − 1, 0), (0, 2n − 1),
( 2n−12 + 12 , 2n−12 − 12 ) or ( 2n−12 − 12 , 2n−12 + 12 ).
Proof. Let f be a rooted binary path with ending point (rf , uf )which is cycle-valid. Let s be an arbitrary root and a := s− 1.
Then the following equations must be true to preserve adjacency:
a+ rf − uf ≡ a− 1 mod 2n
or
a+ rf − uf ≡ a+ 1 mod 2n.
As rf , uf ≤ 2n−1 and rf +uf = 2n−1, there are only the following possibilities for rf and uf . If rf = 0 then uf = 2n−1. So
we get a+ 0− (2n− 1) ≡ a+ 1 mod 2n. By symmetry we get from (rf , uf ) = (2n− 1, 0) that a+ 2n− 1 ≡ a− 1 mod 2n.
For the remaining cases we may assume that
rf , uf 6= 0, rf 6= uf , rf + uf = 2n− 1,
since rf = uf is impossible, as 2n− 1 is odd. Then (a+ rf − uf = a+ 1 or a+ rf − uf = a− 1) if and only if
∣∣rf − uf ∣∣ = 1.
There are two ways to produce
∣∣rf − uf ∣∣ = 1. If rf = uf − 1, rf = uf + 1, we get a + uf − 1 − uf ≡ a − 1 mod 2n,
a+ uf + 1− uf ≡ a+ 1 mod 2n, a+ rf − (rf + 1) ≡ a− 1 mod 2n, a+ rf − (rf − 1) ≡ a+ 1 mod 2n. Nowwe can calculate
(rf , uf ) directly: rf = uf − 1, rf + uf = 2n − 1⇒ uf − 1 + uf = 2n − 1⇒ 2uf − 1 = 2n − 1⇒ uf = 2n−12 + 12 and so
rf = 2n−12 − 12 . The other case is rf = uf + 1, rf + uf = 2n− 1. Then uf + 1+ uf = 2n− 1⇒ 2uf + 1 = 2n− 1 and thus
uf = 2n−12 − 12 , rf = 2n−12 + 12 . (Exchanging rf and uf leads to the same results). This completes the proof. 
Theorem 3.7. The number of ways on a square lattice from the point (0, 0) to a point (x, y), by going to the right or up only, is
the binomial coefficient
(
x+y
y
)
.
Proof. As seen, for example, in [4], Propositions 1.3.18 and 1.3.19. 
Now we can specify formulas for |End(Cn)| and |C (Cn)|, where C (Cn) denotes the set of graph congruences on Cn.
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Theorem 3.8. The following formulas hold for n ∈ N, n ≥ 2:
|C (C2n)| = 1+ 12
(
2n
n
)
|C (C2n+1)| = 1.
Proof. As we have seen in Lemmas 2.2 and 2.3 in Section 2, (w1, . . . , wn−1) of a rooted binary path f and its binary
complement give endomorphisms which are in the same congruence relation. If f has the ending point (x, y), then, due
to the symmetry of the endogrid, the ending point of ¬f is (y, x). So we sum up all possible binary paths which belong to
cycle-valid rooted binary paths (see Lemma 3.5 and Theorem 3.6) and divide the number by 2 (to prevent counting relations
twice) which gives
|C (C2n)| =
(
2n−1
2n−1
2 − 12
)
+
(
2n−1
2n−1
2 + 12
)
+ 2
2
= 1+ 1
2
·
(
2n− 1
n− 1
)
+ 1
2
·
(
2n− 1
n
)
= 1+ 1
2
(
2n
n
)
.
The rooted binary paths we have to take into account are those with rf + uf = 2n− 1 and uf = 2n−12 ± 12 . As known, an odd
cycle is unretractive (see also [2]), i.e. it has only automorphisms and no non-trivial endomorphisms, therefore it has only
the trivial congruence relation. 
Theorem 3.9. The following formulas hold for n ∈ N, n ≥ 2:
|End(C2n)| = 2n |C (C2n)|
|End(C2n+1)| = |Aut(C2n+1)| = 4n+ 2.
Proof. According to Lemma 3.5 any cycle-valid rooted binary path is automatically cycle-valid for any root. There are 2n
different possible roots to cause a binary path to be cycle-valid. This gives:
|End(C2n)| = 2n
((
2n− 1
2n−1
2 − 12
)
+
(
2n− 1
2n−1
2 + 12
)
+ 2
)
= 2n
(
2+
(
2n− 1
n− 1
)
+
(
2n− 1
n
))
= 2n |C (C2n)| .
As there are only two binary paths (= those producing automorphisms) possible on odd cycles, we get 2 · (2n+1) = 4n+2
here. 
The sequences |End(C2n)| and |C (C2n)| have been submitted to and accepted by the on-line encyclopedia of integer
sequences [3], maintained by N.J. Sloane. The number of the |End(C2n)| sequence is A112850 and the number of the |C (C2n)|
sequence is A112849.
4. Generalization
Now that we obtained simple algorithms for the endomorphisms of paths and cycles and formulas for the cardinalities of
End(Pn), End(Cn), C (Pn) and C (Cn), we will provide some future prospects, taking the idea of endogrids further. Therefore,
we will examine a special case of a 3-regular graph, keeping in mind that cycles are 2-regular and paths are sub-2-regular
in the following sense:
Definition 4.1. A graph G with ∀x ∈ V (G) : |N (x)| = n is called n-regular. A graph G which satisfies the condition
∀x ∈ V (G) : |N (x)| ≤ n is called sub-n-regular. In both cases,N (x) := {y ∈ V (G) | {x, y} ∈ E(G)}.
As an example, consider a 3-dimensional cube which is apparently 3-regular:
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We number the vertices as in the picture, in accordance to the Hamming numbering scheme, which can be described using
a xor operation as follows: Let a, b ∈ {0, 1}n, n ∈ N. Then a xor b := (x1, . . . , xn) ∈ {0, 1}n, where xi := 1, if ai 6= bi and
xi := 0 if ai = bi, where ai denotes the ith component of a. The vertices which are adjacent to a vertex x, are exactly those
whose numbers differ from x in just one byte.
Now we can determine the endomorphisms of the cube in the same fashion as we did for paths and cycles. As one
can notice, the cube graph has 8 vertices and contains paths of 8 different vertices, traversing every vertex of the cube
exactly once. For example, the path (000) → (010) → (110) → (111) → (011) → (001) → (101) → (100) (or just
(0, 2, 6, 7, 3, 1, 5, 4) in decimal numbers): We select one such path P8 of 8 pairwise distinct vertices using the edges of the
cube (starting at 000, say). Such a path is called a Hamiltonian path. Next, we select any sequence S8 of 8 vertices, not
necessarily pairwise distinct now, so that two consecutive vertices are adjacent. These vertices in the respective order are
considered to be the images of the vertices on the P8 in the same order we started with.
Example 4.2. The edges of the cube (using the above numbering scheme) are as follows:
{0, 2}, {2, 6}, {6, 7}, {7, 3}, {3, 1}, {1, 5}, {5, 4}, {0, 1}, {0, 4}, {6, 4}, {7, 5}, {2, 3}.
A path P8 which covers every vertex exactly once is (0, 2, 6, 7, 3, 1, 5, 4). Now select S8 to be (7, 6, 7, 5, 7, 3, 7, 6). This
defines a mapping ϕ as follows: ϕ(0) = 7, ϕ(2) = 6, ϕ(6) := 7, ϕ(7) := 5, ϕ(3) := 7, ϕ(1) := 3, ϕ(5) := 7, ϕ(4) := 6.
Now it is only left to check whether the remaining edges are preserved by the mapping ϕ or not:
{x, y} {ϕ(x), ϕ(y)}
{0, 1} {7, 3}
{0, 4} {7, 6}
{2, 3} {6, 7}
{6, 4} {7, 6}
{7, 5} {5, 7}
Thus, ϕ is an endomorphism of the cube graph.
Note that a scheme like this works for any graph Gwhich contains a Hamiltonian path.
Corollary 4.3. For any graph G with n vertices which contains a Hamiltonian path, the following algorithm can be used to
determine End(G):
1. Determine a Hamiltonian path (p1, . . . , pn).
2. Traverse all possible paths (t1, . . . , tn) through the edge structure of G.
3. Define the mapping ϕ(pi) := ti.
4. Test if ϕ is a graph endomorphism of G by checking the remaining edges (not covered by (p1, . . . , pn)).
This actually can save some calculation time, at least if a Hamiltonian path is easy to find! For a 3-regular graph with 8
vertices, we only have to check 17394 candidates (= paths through the edge structure), 5304 of which are endomorphisms.
That is obviously less than 88 = 16.7millions of possiblemappingswhichwould have to be tested by a brute-force approach.
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