We have previously published a GAUSS program for computing the Foulkes-Davis tracking index, y, from a one-sample longitudinal data set when no assumptions were made concerning the structure of the individual growth curves (Schneiderman et al., Am J Hum Biol, 4 (1992) 417-420). In this paper we consider the computation of the Foulkes-Davis index assuming that each individual growth curve may be adequately represented by a polynomial function in time and a GAUSS program performing these computations is made available. As with the two other tracking indices we have described, y and ,K (Schneiderman et al., Am J Hum Biol, 2 (1990) 475-490), this one can be used to evaluate regularity in patterns of growth or adaptation. An example is presented where statural growth in the same three groups considered in the earlier papers are analyzed. The small disparities between these and the earlier results are discussed in view of the different assumptions of the models and the differences in how they operationalize the concept of tracking.
Introduction
In a recent paper [I] we described a tracking index for longitudinal observations due to Foulkes and Davis [2] which did not assume any particular structure for the growth curves. Such an index has the obvious advantage of being widely applicable, but sharper results may be obtained when it is reasonable to assume that the growth curves have some specified functional form. The purpose of the present paper is to extend the Foulkes-Davis (FD) tracking index to the situation in which the growth curves may be assumed to be polynomials (tests of whether or not this assumption is tenable are included) and to provide a GAUSS program which will do the associated computations. An example illustrating the technique and the use of the program is given. The results are compared with those obtained using the 'nonparametric' form of the FD index and the index based on the kappa statistic [3] . 
The Foulkes-Davis Tracking Index
The FD tracking index is, simply, the probability, y, that two randomly selected growth curves will not intersect (cross) over the time frame of the study. Thus the index is predicated on the notion of pairs of individuals maintaining relative rank within the response distribution as it changes over time, i.e. the idea that if a given individual is 'smaller' (larger) than another given individual at the first time of measurement, he/she tends to remain smaller (larger) as time progresses. Since y is a probability, 0 I y I 1. No tracking is said to occur if y < l/2 and perfect tracking corresponds to y = 1. Intermediate values of y represent varying degrees of tracking; the higher the value of y, the more the population tends to track. No tracking corresponds' to y < l/2 for when the probability of two randomly chosen curves crossing is at least l/2, relative rank at any one point in time provides no information concerning relative rank at another. Perfect tracking is said to occur if y = 1 for then no two growth curves intersect, i.e. for every pair of individuals in the population, relative rank within the response distribution is maintained over time. Obviously, if all the growth curves in the population are parallel, r = 1. The converse, however, is not true since all that is required under the FD concept of tracking is that the curves do not intersect. There is no requirement that the curves 'behave similarly'. However, if N is large, the growth curves would have to behave reasonably similarly in order not to intersect.
Estimation of y
Given a longitudinal data set
where xii denotes the value of the observation made on the ith individual (i = 1, 2 * * 9 N)attime$(j=1,2,..., 7) and xi is the T x 1 vector of observations for the ith individual, y is estimated by comparing the growth curves for each of the The restriction on the summation in Eqn. (2) i < k, is made so as not to count the comparison of individuals i and k twice.
In Eqn. (l), the observed values for individuals i and k were simply compared at each of the time points and eik was assigned the value 1 if individual i was always (i.e. at every time point) at least as large (L ), or at most as small ( ZZ), as individual k. No functional form for the growth curve was assumed. In the following section we show how y is estimated when a polynomial is lit to each individual's growth profile.
Polynomial Growth Curves
FD assume that the growth curve for the ith individual is a polynomial in time (t) of the same degree (D) for each individual, viz.,
or, in matrix notation, (3) xi(t) = t'Ti where t' = [l, t, . . , , tq and ri is the P x 1 (P = D + 1) vector of regression coefficients for the ith individual. In our program, D is determined by a sequence of preliminary goodness-of-fit tests. We begin by testing D = 1 and increment D, when necessary, until an acceptable fit is found using the user-specified level of significance for the tests [4] . FD make no assumptions concerning the structure of the covariance matrix, C, of the xi (c.f. Ref. 4 ) and hence estimate the ri by
where S is the T x T sample covariance matrix of the xi and W the withinindividual (time) design matrix
The times of measurement ti, t2, . . . , tT need not be equally spaced, but are assumed to be the same for each individual. Given this structure the indicator function 4& is written
and q& = 0 otherwise. This accomplishes the same thing as the original qti, i.e. *i&= 1 only when the growth curves for the two individuals do not cross during the observation period. Notice, e.g., if the smallest of the differences between individual i values and individual k values growth curves is non-negative, then all such differences are non-negative, i.e. the polynomial growth curve for individual i value is always 'above' that of individual k value. Equation (6) is the FD method for computing the ejk. In practice the minimum and maximum values are obtained by evaluating t '(ti -$J at t = tl, t2, . . . , tT and the qa evaluated by comparing the smallest and largest of these values to zero. We do this slightly differently. We replace X by X* where X* contains the fitted values of the polynomials at times tt, t2, . . . , tT and use the algorithm developed previously for our program which computes the non-parametric form of the FD index [l] . Rather than computing differences between growth curves and comparing these to zero, we compare the (fitted) growth curves directly. In this light it is clear that the FD polynomial tracking index is not really all that different from the non-parametric version. When polynomials are tit to the individual growth profiles we are, in essence, replacing the observations X by 'smoothed' values X*, the elements of X* being the values of the individual polynomials at tl, t2, . . . , IT. Smoothing may eliminate 'minor' crossings (intersections which reflect random fluctuations and not the overall trend of growth).
In any event, having computed the qik for every pair of individuals (*ik = *ki) we again The SE of + is estimated by
and, for large samples, an approximate 95% confidence interval for y is
Note that qi is a measure of how well the ith individual tracks: It is the proportion of times that the ith individual's growth curve does not intersect the other N -1 growth curves. Below we describe our program, apply it to three data sets considered in earlier publications and compare the results.
The Program
The program is called FDTRK2 and is invoked by issuing the command GAUSSRUN FDTRK2. A variety of options are made available to the user by means of an interactive screen menu. Several data sets can be evaluated with a single run. Data sets can be input using either ASCII format or GAUSS format. Data collected at unequal time points can be evaluated as readily as those collected at equally spaced intervals. The user also selects the level of significance (o level) to be used in the sequential goodness-of-fit tests for determining D, the degree of the polynomial used to fit the growth curves.
In terms of the output, the program first prints the usual descriptive statistics and then the results of the step-up goodness-of-tit tests, i.e. F-statistics and the corresponding p-values. The polynomial regression coefficients are also generated for each of the N individuals. Finally, the indicator matrix, the value of the FD index, the length of the half-interval and 95% confidence interval are given. The graphical output includes a plot of the individual growth profiles and a plot of the best-fit polynomials. If more than one data set is being analyzed, the results for each are produced sequentially. Details concerning how to obtain a copy of the program, as well as hardware and software requirements are provided in the Appendix.
Examples
We consider statural growth in three samples of children living in Guatemala which were studied in depth in Bogin et al. [5] . The children comprising these samples differ in socioeconomic status (SES) and ethnicity: One is of low SES Mayan Indian children (G,); the second is of low SES Ladino children (G2); the third is of high SES Ladino children (Gs). Bogin et al. [5] showed, among other things, that SES-related deficits in growth are cumulative during childhood and early adolescence; and that childhood growth deficits of low SES children are likely to carry over into adulthood. The prominence given these results reflects the importance that the concept of tracking commands in describing the growth patterns of several populations. These investigators did not, however, formally quantify and/or compare the tracking behavior within and between these populations. In an earlier paper [6] we did this for body height in the three groups of 20 subjects each using the kappa statistic, testing the hypothesis that The values P,, are the uncorrected (for chance) tracking indices in the three groups Table I contains the estimated values of K, the non-parametric FD index (FD I) and the FD index appropriate for polynomial growth curves (FD II) for the three samples along with (k) the half-width of the corresponding confidence interval. The significance level for the goodness-of-fit tests was set at 0.05. It is seen that the three groups all track quite well, no matter which of the indices is considered.
There are, however, some interesting patterns in the results. The most obvious of these is that as one proceeds from left-to-right in the table, i.e. from K to FD I to FD II, the values of the indices increase and the widths of the half-intervals decrease: We appear to be getting more tracking and to be surer of it.
DlSCUSdOll
When comparing K with FD I, both of which are unstructured andaonparametric in the sense that neither makes any assumptions concerning the structure of the growth curves nor the distribution of the measurement being considered, it is important to realize that K is chance corrected, i.e. K represents the amount of tKtCking possible beyond chance which was realized in the data. The uncorrected tracking indices, PO, cited earlier, are much more in line with the values of FD I. The fact that the half-widths of the confidence intervals for FD I are roughly l/2 those for K may just be a product of the particular data sets under consideration, but it should also be realized that K is a relatively complicated ratio of probabilities while FD I represents an average of simple proportions. Note also that the value of K depends on the number, K, of tracks specified for the analysis. Those shown in Table I Table II where the results for K = 2, K = 3, K = 4 and K = 5 for G3 (the high SES Ladinos) are contrasted. It is seen that the choice of K may substantially effect the value of K and the precision with which it is estimated. We might also note that it is possible -perhaps contrary to expectation -for K to increase with increasing K (K = 2 vs. K = 4) .
The comparison of FD I and FD II shows that considerably more tracking is in evidence when FD II is used. One possible reason for this has already been mentioned: Smoothing by fitting polynomials may avoid 'minor crossings' which reflect random fluctuations more than overall growth patterns. Indeed, suppose that two individuals had the same growth curve and departures from that curve were random in nature. FD I would pick up the random crossings thus induced, but FD II would, on the average at least, fit the same polynomials to these individuals and the obvious tracking between them would be preserved. On the other hand, the use of FD II depends on the assumption that polynomials of some degree will be adequate to fit the individual growth curves. While we do provide a test for this, it must be realized that the value of FD II depends on the degree of the polynomial actually tit. In Table  I , we used the program-determined D for each of the groups, viz., D = 1 for Gi and Gz and D = 2 for Gj. Had we forced D = 1 in G3 (by appropriately choosing the user-specified level of significance for the goodness-of-tit tests in the program), the value of FD II would have been 0.97368, an even higher value than for D = 2, despite the fact that D = 1 was found to not adequately fit the growth profiles in that group. Conversely, fitting a higher-than-necessary degree polynomial will also effect the value of FD II; and this value can be smaller than that based on the lower degree. For example, using D = 2 in G2 results in a FD II value of 0.93158. It is obviously difficult (and dangerous) to try to compare the three tracking indices considered in this paper on the basis of their performances on three data sets. While all three indices clearly indicate the existence of tracking behavior within the three groups of Guatemalan schoolchildren, there are subtle differences between these indices and we are not in a position to recommend the use of one over any other. Indeed, we believe that their performance on a wide variety of data sets needs to be studied before any recommendations can be made and it is in this spirit that programs facilitating such comparisons are made available.
The following summary statements may be useful to those interested in making such comparisons. FD I and the K index are unstructured and non-parametric in that neither makes any assumptions about the form of the growth curves nor about the distribution of the measurement under consideration. FD I is based on the the notion of the crossing of growth profiles; kappa is based on the numbers of times individuals are in tracks defined in terms of quantiles. A given pair of individuals may cross a large number of times even if they are always in the same track; or they may have no crosses even though they both exhibit a number of track transitions. Individuals who maintain relative rank and/or tend to stay in a single track may have widely differing growth profiles: Neither ensures parallel growth profiles. K depends on the choice of K, but has the advantage of being chance-corrected. This correction, however, somewhat complicates the expression of the K statistic and may result in wider confidence intervals than those based on the simpler FD I statistic.
FD II is structured: It is assumed that polynomials may be fit to the individual growth curves. When this assumption is tenable, FD II may be preferable to FD I in that polynomial smoothing may eliminate 'minor crossings' thereby more accurately reflecting the overall course of growth. FD II, however, depends on the degree of the polynomial fit to the individual growth curves and the tests employed to find the minimal D adequate to fit the data are parametric -they assume that the vector of observations for each individual has a multivariate normal distribution. Given D, the rest of the computations required to produce FD II do not depend on normality, but since this assumption is necessary to determine D and the value of FD II depends on D, the FD II procedure has an important parametric component.
We note that a FORTRAN program performing the FD analysis is available [7] ; however, it is limited to at most third degree polynomials. Additionally, the graphics for this program are accomplished outside of the main program using SYGRAPH [8] . In contrast, our program does not restrict the degree of the polynomial, is menu driven rather than command driven (and therefore very easy to use), directly produces graphics and does not require that the user have additional compilers/interpreters at his or her disposal. For a description of a related approach and further examples, see Ref. 9. 
