Abstract-Given the recent proliferation in the number of smart devices connected to the Internet, the era of Internet of Things (IoT) is challenged with massive amounts of data generation. Fog Computing is gaining popularity and is being increasingly deployed in various latency-sensitive application domains including industrial IoT. However, efficient discovery of services is one of the prevailing issues in the fog nodes of industrial IoT, which restrain their efficiencies in availing appropriate services to the clients. To address this issue, this paper proposes a novel efficient multilevel index model based on equivalence relation, named the distributed multilevel (DM)-index model, for service maintenance and retrieval in the fog layer of industrial IoT to eliminate redundancy, narrow the search space, reduce both the number of traversed services and retrieval time, ultimately to improve the service discovery efficiency. The efficiency of the proposed index model has been verified theoretically and evaluated experimentally, which demonstrates that the proposed model is effective in achieving much better service discovery and retrieval performance than the sequential and inverted index models.
devices, transforming such resource-constrained devices into more powerful computing utilities. The globally deployed Internet of Things (IoT) smart objects are expected to reach 212 billion by the end of 2020 [1] . Beyond these predictions, McKinsey Global Institute reported that the number of connected machines (units) has grown by 300% in the last five years [1] . Cisco projects the expected number of interconnected devices to reach 50 billion by 2020 along with an estimation of the IoT market at $14.4 trillion. The impact of the IoT market on the global GDP has been estimated by McKinsey between $2.7 trillion and $6.2 trillion annually by 2025 [2] , [3] . In general, a multiscale distributed service paradigm comprises massive number of data/services generated by heterogeneous smart devices, achieving effective service discovery is even complicated in such environments. Realizing the most appropriate services for a given enquiry is often complicated in industrial IoT platforms comprising large numbers of fog nodes with numerous connected smart devices [4] , [5] . Thus, enhancing the resource discovery efficiency within the industrial IoT has been studied in many recent research works [6] [7] [8] [9] [10] [11] [12] . Most of these existing methodologies [6] [7] [8] , [10] , [12] mainly focus on efficient routing methods without considering efficient services index model, which restrains the efficiency of service discovery in industrial IoT with massive stored services.
With this in mind, this paper proposes an efficient multilevel indexing model for fog nodes of industrial IoT in order to enhance the time management during the service discovery and retrieval process. The performance and dependability of the developed index model have been evaluated both theoretically and experimentally against the sequential index and inverted index models. The main contributions of this paper in terms of the attributes of the proposed model are listed as follows.
1) The proposed model effectively reduces the redundancy among the fog nodes of industrial IoT which narrows the searching space and the number of traversed services is maintained at a minimum level.
2) The proposed indexing strategy offers adaptive deployment models for fog nodes under dynamic industrial IoT domains. 3) Importantly, the service discovery efficiency among the fog nodes in a multilevel index model is significantly improved. The rest of this paper is organized as follows: Section II summarizes the related work and Section III describes the proposed index model for fog nodes in industrial IoTs. Section IV presents the theoretical evaluation, and the preliminary assessments and discussions are covered in Section V. Section VI concludes this paper along with our future research directions.
II. RELATED WORKS

A. Industrial IoT
Given the fact that the recent proliferation of smart devices has resulted in extravagant generation of data and services [13] , different IoT architectures for service discovery have been recently proposed [14] [15] [16] [17] [18] to achieve better efficiency. Recent research works in IoT have postulated the addition of an abstraction layer to the existing three-layer IoT architecture [14] [15] [16] [17] [18] [19] . A five-layer architecture has been proposed by a few other recent research works [13] , [15] [16] [17] , which encompasses a business layer, application layer, middleware layer, transport abstraction layer, and perception layer [17] accordingly.
Recently, the application of IoT in the industrial domain is gaining momentum. In this direction, the operation of complex industrial physical machinery is integrated with networked sensors and software applications for enabling "Industrial Internet" based on IoT [20] , [21] . Furthermore, the Industrial Internet Consortium has been founded in March 2014 by AT&T, CISCO, General Electric, Intel, and IBM. Its objective is to foster and promote innovation-driven and industrial-oriented use cases, which in turn drives the definition and development of a reference architecture for the Industrial IoTs [3] . Moreover, new strategic initiatives like Industry 4.0 has been proposed by the German government, which laid the foundation for the fourth industrial revolution with an estimated interconnection of over 21 billion devices with the Internet 2020 [22] .
Data generated by the smart industrial devices are usually transmitted over the network infrastructure to the fog layer storage facility [14] . Therefore, it is pivotal to integrate efficient indexing mechanisms into the fog nodes of industrial IoT to minimize the traffic load exerted onto the communication infrastructure, and also to apportion the load among the integrated elements depending upon their purpose, capabilities, and availabilities of the resources.
B. Fog of Everything
Based on the integration of the physical infrastructures of IoT with fog computing, fog of everything has emerged as a self-orchestrating ecosystems paradigm, aimed at providing the technical capabilities to the applications services, such as industrial IoT, smart city, and so on [23] , [24] . In general, the underlying architecture of a virtualized technological platform should necessarily encompass at least three main components such as IoT layer, fog layer, and remote cloud layer, as shown in Fig. 1 [23] , [25] .
It can be observed from Fig. 1 that numerous heterogeneous devices like tablets, smartphones, RFID-based frequency tuners, and smart industrial appliances operate over the multiple spatial clusters in the IoT layer [23] , [24] , [26] . Distributed fog nodes stay connected to the fog layer in order to facilitate a feasible and horizontal dynamic scaling of the interfog resource pooling. A fog node covers a spatial geographical area and serves as a cluster of things [27] . Finally, the remote cloud datacenter is connected to a set of fog nodes via Internet for facilitating more powerful computing and storage capability [25] .
The network encompassed by the fog nodes opens up a few research issues. The current operational efficiency of the service discovery architecture in the fog layer is still far from entirely satisfying the user requirement, especially for latency-sensitive application requirements [28] [29] [30] .
C. Indexing Model
Inverted index is regarded as a core data structure of information retrieval systems, especially in search engines [31] . Inverted index models can enhance the efficiency of the service discovery process by offering better response times than those of the sequential matchmaking processes, and by providing better recall rates than those approaches without an inverted index. However, it suffers from the disadvantages of extra space consumption for maintaining the frequency counts and constant reordering in the lookup table.
The current operational efficiency of the service discovery architecture in the fog layer is still far from entirely satisfying user satisfaction, especially for latency-sensitive requirements. This paper proposes a novel efficient indexing model that enables less latency incurred service discovery and easy service operations in fog computing for industrial IoT applications.
III. MULTILEVEL INDEXING MODEL
A. Definitions
In order to better explain the proposed multilevel indexing model and relevant concepts in a clear way, all the notations mentioned in this paper are presented as follows in Table I .
Before leading into the description of the proposed novel indexing model, some basic definitions and theories should be introduced and analyzed. As numerous heterogeneous smart devices are usually deployed in the perception layer of industrial IoT, it is essential to adopt a generalized definition for services generated by the involved smart devices, as shown in the fol- The expectation of the traversed services for the sequential index
The expectation of the traversed services for the inverted index P
The input parameter pool of all stored services and retrieval
The average number of input parameters of each stored service
The expectation of the traversed services for the full DM-index model
The expectation of the traversed services for the primary deployment model of DM-index
The expectation of the traversed services for the partial deployment model of DM-index lowing equation:
The input and output parameters set of service in industrial IoT are represented as P si and P so , respectively, and all the remaining parameters are represented by P sr .
For a given user requirement, effectively retrieving the relevant resources from the fog nodes of industrial IoT is crucial. Thus, it is necessary to unify the definitions of user requirements, service retrieval, and service discovery. First, a user request can be simply denoted as in the following equation:
where Q p is the parameters set provided by the user, and Q r is the parameters set required by the user. Since service retrieval is an operation that accepts a set of parameters (Q p ) provided by users and returns a set of services those can be invoked by the user. Thus, service retrieval can be defined as shown in the following equation:
Similarly, service discovery is an operation that discovers required services from the invoked services; it can be defined as shown in the following equation:
where L is a set of constraints for any attributes, S is a service set, s∠L reflects that s can satisfy the constraints and the symbol "⊆" denotes their subset relationship.
B. Equivalence Theory
Relationship is a very general definition. In general, an ordered pair is a list of elements that are related. For instance, the notation (a, b) ∈ A can also be denoted as aRb and it simply means that a is in relation with b, and whatever the relation R can be.
In mathematics, an equivalence relation may take various perspectives such as a binary relation, a reflexive relation, a symmetric relation, and a transitive relation defined as follows [32] .
1) ∀x ∈ A, if xRx, then relation R on A is reflexive [32] . In other words, every element is in relation with itself. 2) ∀x, y ∈ A, if xRy implies yRx, then relation R on A is symmetric [32] . It means that x is related to y, then y is related to x. 3) ∀x, y, z ∈ A, if xRy and yRz implies xRz, then relation of R on A is transitive [32] . In terms of digraphs, reflexivity is the characteristics of including at least a loop on each vertex; symmetry means that any arrow from one vertex to another will always be accompanied by another arrow in the opposite direction; and transitivity insists that there must be a direct arrow from one vertex to another if one can walk from that vertex to the other through a list of arrows, always travelling along the direction of the arrows [33] .
As a consequence, an equivalence relation provides a partition of a set into equivalence classes. A partition of set A is a collection of nonempty, pairwise disjoint subclasses, which should cover all the components of set A [32]. To prove R has an equivalence relation on a set A, the equivalence classes of R should form a partition of set A. In mathematics, the set of all elements of A that are equivalent to x is defined as the equivalence class of element x, which can be notated as [X] . In symbols, [X] = {y ∈ A|xRy}.
First, for x ∈ [X], it is obvious that no equivalence class is empty.
Second, if x and y are in different equivalence subclasses, then (x, y) / ∈ R and then [X] ∩ [y] = ∅. Finally, for any element x ∈ A, it is obvious that x ∈ [X], and so the union of all equivalence classes covers A.
The equivalence partition should ensure that every element contained in set S can be classified into a unique equivalence subclass, and any two different equivalence subclasses are disjointed. Existence of zero-intersection between equivalent subclass ensures that there is no redundancy duplicate; full coverage of equivalent subclass upon equivalent elements ensures integrity in the subset classes.
C. Classifying the Same Service
From the works in [4] and [5] , services in a fog node can be invoked according to the input or output parameter set. It is often common that a couple of services are always associated with the same input and output parameters stored in the fog nodes of industrial IoT. The number of services retrieved in industrial IoT are usually more than those actually required by the user. This can significantly reduce the service retrieval and discovery efficiencies. Based on the prior definitions, a service set S in a fog node of industrial IoT can be divided into several subclasses by the equivalence relation R 1 , and each subclass is named as sameclass C s . Thus, there is a surjection function between S and C s , as indicated in the following equation:
Therefore, each same-class C s has a unique pair of input and output parameters set, denoted as P csi and P cso . The same-class C s set and the original service set S of a fog node can be indexed as shown in Fig. 2 .
For a service retrieval request Q(Q p , Q r ), it can be clearly observed that only same-class C s set needs to be retrieved R(Q p , C s ) instead of all the stored services in the fog nodes of industrial IoT. Normally, the count of same-class C s is smaller than that of the original service set S, thus the retrieval efficiency should be better. However, if there are no or very few services sharing the same parameter set, the first-level index would have no or little effect to improve efficiency. Thus, in such a case, the deployment of the first-level index should be avoided in practice.
D. Classifying the Partial Same Service
A clustered same-class C s set may contain several elements characterizing the same input parameters. Similar to the earlier discussion, assuming R 2 as an equivalence relation on sameclass C s set, which could be further divided into several subclasses and each subset is called as semiclass C is containing at least one or more same-classes having common input parameters in this step. Thus, a surjection function is formed between C s and C is , which is denoted in the following equation:
The second-level index is postulated to be integrated between C is and C s in this step, as shown in Fig. 3 . It can be observed that from Fig. 3 that the retrieval request R(Q p , S) only focuses on semiclass C is set rather than same-class C s set with the help of the second-level index. Generally, the count of semiclass C is set is smaller than that of the same-class C s set. The searching space can be further narrowed without redundancy. If there are no or only a few services sharing the same input parameter set, the second-level index would have no or little effect on efficiency. In this case, the deployment of the second-level index should be ignored [4] , [5] . 
E. Selecting Input Parameter
Since the fog layer of industrial IoT is a distributed paradigm, an optimized distributed hash table algorithm should be deployed to provide efficient services across the entire fog layer. Generally, one input parameter (I r ) for a given service will be randomly selected to generate its hash ID. Although the hash matching and lookup process are out of scope of this paper, the randomly selected input parameter (I r ) does satisfy I r ∈ P cisi ∈ P csi ∈ P si . For the fog nodes of industrial IoT, various services might be added with same randomly selected input parameters. Therefore, the semiclass C is set should be further divided into many subclasses based on randomly selected parameters. Thus, the third-level index is formed between the semiclass C is set and the new P rs set including all the randomly selected input parameters. The elements in the P rs set should be indexed to at least one semiclass C is . As all the elements of C is could be mapped by P rs , there is a surjection function between C is and P rs as denoted in the following equation:
The overlay view of all the three levels of indexes developed is shown in Fig. 4 .
F. Distributed Multilevel (DM)-Index Model
As the P rs set may not be used for retrieval directly, an inverted index is structured between the randomly selected input parameters of I r and P rs set as a fourth-level index. Redundancy in the proposed inverted index model is maintained at the minimum possible level, since every input parameter is indexed with only one element in the P rs set. Therefore, the function f 4 between I r and P si is a surjection function which can be 1
denoted as in the following equation:
The complete structure of the developed multilevel indexing model, named DM-index, for the fog nodes of industrial IoT is illustrated in Fig. 5 .
G. DM-Index Operations
For a given service discovery request, the retrieval process in the fog nodes with the DM-index model is summarized as follows.
Step 1: Check whether Q p can match at least one of the listed I r or not. If matched, go to step 2, otherwise return "not found."
Step 2: Retrieve elements in P rs set indexed by I r .
Step 3: Retrieve semiclasses C is indexed by P rs , only those that satisfy P cisi ⊆ Q p are chosen. If found, go to step 4, otherwise, return "not found."
Step 4: Similar to Step 3, only the indexed same-class C s that can satisfy Q r ⊆ P cso are chosen. If found, go to step 5, otherwise, return "not found."
Step 5: Discover and return s from the indexed same-class C s . Based on the service retrieval definition and f 1 − f 4 four functions, the computation of D(Q p , Q r , L, S) algorithm with the DM-index is illustrated in Algorithm 1.
To insert a newly generated service into the matched fog node with the DM-index model, the first step is to identify whether the service s is existing or not. If there is no matching, the new service s is added to the existing service set S, same-class C s set, semiclass C is set, P rs set, and I r list, respectively, in a step-by-step fashion. If there is a matching, the algorithm will check P si set and I r list for further operations. The algorithm for service addition in the fog nodes with the DM-index is illustrated in Algorithm 2. 
elseifs / ∈ S && P si / ∈ P cisi && I rs ∈ I r 10 
The delete operation of a service s from the fog nodes with a randomly selected input parameter I rs , is illustrated in Algorithm 3.
H. Adaptive Deployment
As mentioned in prior sections, the first-level index of the proposed DM-index model aims to remove redundancy induced by services characterizing the same input and output parameters. If the fog nodes of industrial IoT contain only a few services characterizing the same input and output parameters, the firstlevel index yields no or less effect. In some cases, the firstlevel index is not needed which means that services are directly indexed to semiclasses (C is ) according to their input parameters as shown in Fig. 6 , this is termed as the partial deployment. Similar to the first-level index, the second-level index aims to remove redundancy induced by services characterizing the same input parameters. If the fog nodes of industrial IoT contain very few services characterizing same input parameters, the secondlevel index yields no effect. Thus, services directly link to P rs set according to their input parameters as shown in Fig. 7 . This is named as the primary deployment.
If a fog node comprises only a very few services, those share the same input parameters, the partial index may be slightly slower than the primary index due to the complicated structures of former. For the same reason, the efficiency of the full DM-index may be slightly lower than those of the partial indexes. The deployment model selection is explained as follows.
Step 1: Deploy full DM-index model. 
IV. THEORETICAL VALIDATION
The sequential index model is also known as a nonindex model, in which all the services are stored in a sequential structure, such as a list. For a given retrieval request, all the stored services S = n 1 s i in a fog node will be traversed and checked whether they match the request or not. The expectation of the traversed services in the sequential index (E s ) equals to the number of all stored services |S| in the fog node of industrial IoT, as shown in the following equation:
Let E i denote the expectation of the traversed services for the inverted index and
. . Q rm − 1 ∪ Q rm denotes the input parameter pool of all the stored services and the retrieval requests, P i ∈ P denotes the average number of input parameters of each stored service s i in the fog node and Q r ∈ P denotes the average number of input parameters of each retrieval request. The expectation of the inverted index (E i ) can be defined as in the following equation:
where P i × |S|/P implies the average number of services linked by one input parameter, and P i × Q p × |S|/|P | denotes the number of services expected to be traversed for a retrieval request. If P i × Q p > |P |, its efficiency will be less than the sequential index. E f l denotes the expectation of the traversed services for the full DM-index model. It can be defined as in the following equation:
where |C s | |C i s | represents the average amount of services stored in a semiclass C isj . For a given retrieval request Q(Q p , Q r ), |Q p ∩ I r | reflects that the number of matched input parameters is between the user-provided parameters Q p and the existing parameters contained in the fourth index. All the parameters of Q p will be retrieved in the worst circumstance. For
and |Q p ∩ I r | ≤ Q p , the proposed multilevel indexing model should achieve much better service retrieval efficiency than the sequential index and traditional inverted index models when the fog nodes comprise massive number of partially similar or same services.
As described in Section III, the full DM-index model can be replaced by the primary model or partial model when the fog nodes contain no or only a few services sharing the same input and output parameters sets or input parameters sets, respectively. For the primary deployment model, the expectation is denoted by E pr and can be calculated using the following equation: As there are no same-class C s set or semiclass C is set contained in the primary deployment model, the expectation of the primary deployment model E pr only relates to the number of randomly selected input parameters list I r . The average number of services indexed by each input parameter is donated as |S | |I r | . Thus, the number of randomly selected input parameters in I r list is equal to the size of P rs set in the third level. For a given retrieval request Q(Q p , Q r ), we have |Q p ∩ I r | = |Q p ∩ P rs | ≤ |I r | even in the worst circumstance. Therefore, the efficiency of the primary index is not less than the sequential model.
For the partial deployment model, the expectation can be represented by E pt and estimated using the following equation:
As there are no same-class C s set in the partial model, the average number of services maintained by each input-similar subclass is For a given user request Fig. 8 illustrates an example of the service retrieval progress of the fog nodes in industrial IoT with different index models. Fig. 8(a) proves that all the stored services are retrieved by the sequential index. Fig. 8(b) shows that a few services are traversed more than the one by the inverted index. Fig. 8(c) presents that only one relevant service is traversed by the proposed DM-index. Thus, the proposed DM-index is efficient in reducing the number of traversed services for a given query than the sequential and inverted index models.
V. EXPERIMENTAL EVALUATION
This section evaluates the efficiencies of the proposed DMindex model by validating the correctness of the previous theoretical analysis of expectation in terms of the traversed service counts and retrieval time. ICEBE05 [35] is a publically available test set that is generated based on WSDL, as used in [36] [37] [38] [39] . It contains two test sets, composition1 and composition2, both include 81 464 services. From prior formulas, the expectations of the traversed service count of the sequential index is only based on S, inverted index and the full DM-index are based on S, P, P i , and Q p . Therefore, the efficiencies of the sequential index has not been considered in experiments. The initial values for the number of stored services (S), the average number of input parameters of each stored services (P i ), the average number of input parameters of retrieval request (Q p ) and the input parameter pool of all stored services and retrieval requests (P ) are set as 10 000, 100, 10, and 10, respectively. We run every experiment for 50 times based on 200 retrieval requests.
A. Impact of the Number of Stored Services in Fog Node
To evaluate the impact of the number of stored services in the fog node, the value of S is changed from 10 000 through to 29 000 with an increase of 1000 in each iteration, and all the other parameters remain constant. Fig. 9(a) presents that the expectation of the inverted index E i ∝ S × 200 is simple and directly proportional to S. Since the average number of services stored in each semiclass (
, E fl increases accordingly depending upon S. These results are in accordance with the theoretical analysis and further demonstrate that the DM-index model traverses much fewer number of services than those of the sequential index and inverted index model, despite the increase in the value of S. Fig. 9 (b) depicts the total retrieval time for inverted index and DM-index under a changing value of S. It can be observed from Fig. 9(b) that the proposed approach only consumes less than 6 ms to retrieve all the services in any circumstances. Meanwhile, the inverted index consumes significantly higher retrieval time, witnessed at 25-30 times more than that of the proposed approach whilst finding the same set of services.
B. Impact of the Average Number of Input Parameters of Each Stored Service
To evaluate the impact of the average number of input parameters of each stored service, the value of P i is changed from 10 to 29 with an increase of 1 in every iteration and all the other parameters remain constant. Experimental results presented in Fig. 10(a) traverses much fewer services than the inverted index models when P i keeps increasing.
From Fig. 10(b) , it is evident that the DM-index is exhibiting an increasing trend than that of the inverted index in terms of the incurred retrieval time. This suggests that the inverted index may achieve better retrieval time efficiency than the DM-index model because of its less maintenance burden. The results of this experiment presented in Fig. 10(b) further confirm that the retrieval time of the two models are directly proportional to P i . Similar to the prior experiments, the proposed efficient indexing model costs much less time than the inverted index when there is an increase in the value of P i .
C. Impact of the Average Number of Input Parameters of Each Retrieval Request
To evaluate the impact of the average number of input parameters of each retrieval request, in the third experiment, the value of Q p is changed from 10 to 29 with an increase of 1 in every iteration and all the other parameters remain constant. The experiment results presented in Fig. 11(a) confirm that E i and E fl impacted by Q p is very relevant to the theoretical expectations and the DM-index model traverses much fewer services.
It can be observed from Fig. 11 (b) that the retrieval time of both the DM-index model and the inverted index model are exhibiting increasing trends for increasing values of P r . However, the retrieval time of the proposed approach is much lower than that of the inverted index model. Similar to the two previous experiments, the proposed DM-index model achieves better retrieval efficiency than the sequential index and the inverted index models, despite the changes in the value of Q p .
D. Impact of the Input Parameter Pool of All Stored Services and Retrieval Requests
In the final experiment, the impact of the input parameter pool of all stored services and retrieval requests is analyzed by changing the values of P from 100 to 290 with an increase of 10 in each iteration. Fig. 12(a) presents that E i and E fl are inversely proportional to P and the proposed index model achieves better efficiency with a less number of traversed services. Fig. 12(b) presents that the changes in the value of P does not affect the efficiency of the proposed approach to any notable level. Furthermore, the retrieval time of the inverted index model is inversely proportional to P . Thus, it can be concluded that the proposed DM-index model is outperforming the inverted index model.
VI. CONCLUSION
This paper proposes a novel efficient multilevel indexing model for fog nodes of industrial IoT. Both the conducted theoretical and experimental evaluations demonstrate that the developed DM-index model is more efficient for fog nodes comprising massive stored data, in comparison with the sequential and inverted index models. The study concludes that the DM-index model can achieve much better efficiency than the inverted index and the sequential index. Specifically, the inverted index model incurs increased traversed service counts and higher retrieval time. Both are significantly worse than the performance of the DM-index. As a future work, we plan to extend our developed indexing model in order to balance the load among the nodes in the fog layer in the industrial fog computing systems, to specify the users' requirements and to identify the threshold for multilevel indexing model adaptive deployment.
