Introduction
Let M be a smooth, compact, boundaryless manifold, of real dimension n. Assume that this is equipped with a sufficiently smooth Riemannian metric tensor, so that, in particular, a geodesic ball B has volume |B| comparable to the n−th power of its radius r B , i.e., we have the "AhlforsDavid" type regularity condition Above, d is the exterior derivative operator on M, δ denote its formal adjoint, and ∆ is the Hodge-Laplacian on M. Also, ∧ and ∨ stand, respectively, for the exterior and interior product of forms. In effect, B and C are the L 2 -realizations of the Hodge-Laplacian with absolute and relative boundary conditions in Ω (cf. e.g., the discussion in [23] ). In the language of the theory of unbounded linear operators on Hilbert spaces, we have
where d , δ are the L 2 realizations of d, δ acting on -forms in Ω, and star denotes adjunction, in the operator theoretic sense.
It follows that the operators B and C are self-adjoint, non-negative generators of analytic semigroups in L 2 (Ω; Λ ). The extent to which the latter property continues to hold with L 2 replaced by L p , p = 2, has been recently addressed in [19] . To explain the nature of the main result in [19] , we need to consider the following inhomogeneous problem for the HodgeLaplacian:
ν ∨ u = 0 on ∂Ω, ν ∨ du = 0 on ∂Ω.
In order to ensure uniqueness, it is necessary to assume (cf. [16] ) that b (Ω), the -th Betti number of Ω, vanishes. (1.8) Assuming that this is the case, let p Ω , q Ω ∈ [1, ∞] be the critical indices for which (1.7) is well-posed whenever p ∈ (p Ω , q Ω ). From the work in [16] it is known that (1.9) 1 p Ω < 2 < q Ω ∞,
and, in the case when n = 3, this further improves, as shown in [18] , to
In general, p Ω , q Ω depend only on the Lipschitz character of Ω and the fact that p Ω < 3 2 in the three-dimensional setting is sharp (though the situation in the higher-dimensional setting is less clear). It has been proved in [19] that for every p ∈]p Ω , q Ω [ the semigroups in L 2 (Ω; Λ ) generated by −B and −C extend to analytic semigroups in L p (Ω; Λ ). In particular (see, e.g., [21] ), the fractional powers B −α and C −α for α ∈ [0, 1] are bounded in L p (Ω; Λ ) with p as before, provided
and, under the assumption (1.11),
2 ), (1.14) are isomorphisms. As a result,
are all bounded operators on L 2 (Ω; Λ ). Note that since for every u ∈ L 2 (Ω; Λ ) we have
entails (by polarization and duality) the opposite inequality for the conjugate exponent, i.e.,
It is therefore natural to seek to determine the range of p's for which the equivalence
is valid for differential forms u belonging to the space
For a smooth domain Ω ⊂ M, all operators in (1.16) are classical pseudodifferential operators of order zero, so in this case one can take 1 < p < ∞ but the case of irregular domains is considerably more subtle. The question we study in this paper is whether
plus a similar issue for the operator C . This question can be equivalently reformulated in terms of the Riesz transforms associated to B and C in L p (Ω; Λ ), and this is how we choose to state the theorem below, which constitutes the main result of this paper. Theorem 1.1. -Let M be a smooth, compact, oriented manifold of real dimension n, equipped with a smooth Riemannian metric tensor. Assume that Ω ⊂ M is a Lipschitz domain and consider the Hodge-Laplacians B , C , equipped with absolute and relative boundary conditions as in
3) and (1.4)-(1.5), respectively. Finally, let the critical indices p Ω , q Ω retain the same significance as above and introduce
are well-defined and bounded provided b (Ω) = 0.
Likewise, the Riesz transforms associated to C , i.e.,
are well-defined and bounded provided b n− (Ω) = 0. 
2 , associated with the scalar Beltrami-Laplacian equipped with (homogeneous) Dirichlet and Neumann boundary conditions from [20] . These, in turn, extend results in the flat, Euclidean setting from [13] , [9] and [15] .
A significant consequence of Theorem 1.1 is as follows. 
for every form w ∈ V p (Ω; Λ ). As a corollary, in the above context, the operator
is an isomorphism. This is obtained by taking u := (B ) 1 2 w (initially for w ∈ V 2 (Ω; Λ ) ∩ V p (Ω; Λ ), then extended by density to the entire space V p (Ω; Λ )) in (1.18) and (1.19) . The heuristic interpretation of (1.28) is that √ B , i.e., the square-root of the Laplacian with absolute boundary conditions, behaves TOME 61 (2011), FASCICULE 4 the same way in V p (Ω; Λ ) (with p as before) as the Dirac operator D := d + δ. Of course, a similar result is valid for the operator √ C . The proof of Theorem 1.1 is based on a strategy introduced by X. T. Duong to prove weak-type (1,1) bounds using a modified Hörmander condition adapted to an operator L satisfying pointwise Gaussian heat kernel bounds, in which, for example, the resolvent operator
or the heat kernel e −t 2 L replaced the usual dyadic averaging operator, and which appeared in [8] , [7] and [4] . See also [10, 11] , where some similar ideas had been introduced previously. More recently, Duong's approach was extended by Blunck and Kuntsmann [1] , [2] , and independently by the first named author and Martell [12] , to settings in which pointwise kernel bounds may be lacking, and in which therefore one cannot expect to obtain weak L 1 estimates, but only (p, p) bounds when p is greater than some p 0 > 1. Our approach here is based on the techniques of these extensions.
The layout of the paper is as follows. In Section 2 we review a number of basic differential geometric results, further augmented by a discussion of traces of differential forms and commutation identities for the resolvents of B , C in Section 3. In Section 4 we recall a version of certain off-diagonal estimates from [19] and, following the work in [12] prove that such estimates are stable under composition. Finally, the proof of Theorem 1.1 is presented in Section 5.
Throughout the paper, we will use the standard convention that generic constants C and c may vary from one instance to the next, but will always depend only upon harmless parameters such as the intrinsic properties of our manifold M, the Lipschitz character of our domain Ω, and the particular exponent(s) p for which we are proving L p norm inequalities.
Geometrical preliminaries
Throughout the paper, M will denote a smooth, compact, oriented manifold of real dimension n, equipped with a smooth Riemannian metric tensor,
We denote by T M and T * M the tangent and cotangent bundles to M, respectively. Occasionally, we shall identify
canonically, via the metric. Set Λ for the -th exterior power of T M. Sections in this latter vector bundle are -differential forms. The Hermitian structure on T M extends naturally to T * M := Λ 1 and, further, to Λ . We denote by ·, · the corresponding (pointwise) inner product. The volume form on M, V M , is the unique unitary, positively oriented differential form of maximal degree on M. In local coordinates,
In the sequel, we denote by dλ M the Borelian measure induced by the volume form
Going further, we introduce the Hodge star operator as the unique vector bundle morphism * : Λ → Λ n− such that u ∧ ( * u) = |u| 2 V M for each u ∈ Λ . In particular, V M = * 1 and
The interior product between a 1-form ν and a -form u is then defined by
Let d stand for the (exterior) derivative operator and denote by δ its formal adjoint (with respect to the metric introduced above). For further reference some basic properties of these objects are summarized below.
Proposition 2.1. -For arbitrary 1-form ν, -forms u, ω, (n − )-form v, and ( + 1)-form w, the following are true:
Thus, if ∆ := −(dδ + δd), it follows that d∆ = ∆d, δ∆ = ∆δ and * ∆ = ∆ * .
Moving on, let Ω be a Lipschitz subdomain of M. That is, ∂Ω can be described in appropriate local coordinates by means of graphs of Lipschitz functions. Then the outward unit conormal ν ∈ T * M of Ω is defined a.e., with respect to the surface measure dσ induced by the ambient Riemannian metric on ∂Ω. For any two sufficiently well-behaved differential forms (of compatible degrees) u, w we then have the integration by parts formula
We continue with a brief discussion of a number of notational conventions used throughout the paper. We denote by Z the ring of integers and by N = {1, 2, . . .} the subset of Z consisting of positive numbers. Also, we set of compactly supported functions. When viewed as a topological vector space, the latter is equipped with the usual inductive limit topology, and its dual, i.e., the space of distributions in Ω, is denoted by
Finally, we would like to alert the reader that, besides denoting the pointwise inner product of forms, ·, · is also used as a duality bracket between a topological vector space and its dual (in each case, the spaces in question should be clear from the context).
Traces of differential forms
stands for the space of -differential forms with p-th power integrable coefficients in Ω. For the sake of simplicity of notation, we will sometimes write f p in place of f L p (Ω;Λ ) when there is no chance of confusion.
Let us also note here that if p, p ∈ (1, ∞) are such that
The Besov spaces B p,q s (Ω; Λ ), 1 < p, q < ∞, s ∈ R, can be introduced in a similar manner; alternatively, this may be obtained from the Sobolev scale via real-interpolation.
Next, denote by L p 1 (∂Ω) the Sobolev space of functions in L p (∂Ω) with tangential gradients in L p (∂Ω), 1 < p < ∞. Besov spaces on ∂Ω can then be introduced via real interpolation, i.e.,
Finally, if 1 < p, q < ∞ and
and, much as before, set B p,q [14] , [13] ) that the trace operator
is well-defined, bounded and onto if 1 < p < ∞ and For 1 < p < ∞, s ∈ R, and ∈ {0, 1, . . . , n} we next introduce
equipped with the natural graph norms. Throughout the paper, all derivatives are taken in the sense of distributions.
Inspired by the identity (2.3), whenever 1 < p < ∞ and u ∈ D p (Ω; δ) we
(where, as before,
Note that (3.1), (3.6) imply that the operator
is well-defined, linear and bounded for each p ∈ (1, ∞), i.e.,
Other spaces of interest for us here are defined as follows. For 1 < p < ∞, s ∈ R, and ∈ {0, 1, . . . , n}, consider
once again equipped with the natural graph norm. Based on definitions, it can be readily checked that
TOME 61 (2011), FASCICULE 4 For further use, we record here a useful variation on the integration by parts formula (2.3), namely that if 1 < p, p < ∞ satisfy
Consider the unbounded operators B , C on L 2 (Ω; Λ ) defined as in (1.2)-(1.3) and (1.4)-(1.5) , respectively. In the last part of this section we establish some useful commutation identities between d and δ on the one hand, and the resolvents of the operators B and C on the other hand. Specifically, we have the following result (compare with [16] ).
Proposition 3.1. -Let Ω be a Lipschitz subdomain of M. Then for every ∈ {0, 1, . . . , n} and every nonzero number t ∈ R, the following properties hold.
If, in addition, ν ∧ f = 0 on ∂Ω, we then also have
If, in addition, ν ∨ f = 0 on ∂Ω, we then also have
Proof. -To prove (3.16), fix f ∈ L 2 (Ω; Λ ) with the property that df ∈ L 2 (Ω; Λ +1 ), and let u ∈ D(B ) be the solution of the partial dif-
since d∆ = ∆d. In addition, we have ν ∨ v = ν ∨ du = 0 since u ∈ D(B ), and dv = 0 in Ω since d 2 = 0. In particular, ν ∨ dv = 0 on ∂Ω. On the other hand, the differential form w :
) is the unique solution of the boundary-value problem (3.21) w − t 2 ∆w = df in Ω, ν ∨ w = 0 and ν ∨ dw = 0 on ∂Ω.
We therefore necessarily have v = w, which amounts to (3.16). As far as (3.17) is concerned, pick f ∈ L 2 (Ω; Λ ) with the property that df ∈ L 2 (Ω; Λ +1 ) and ν∧f = 0 on ∂Ω. Let u ∈ D(C ) be the unique solution of u−t 2 ∆u = f in Ω, and consider v := du ∈ L 2 (Ω; Λ +1 ). Thanks to (3.13),
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it follows that ν ∧ v = ν ∧ du = 0. Let us also note that ν ∧ (dδu) = 0 by (3.13) and the fact that u ∈ D(C ). Consequently,
On the other hand, w := (1 + t 2 C +1 ) −1 (df ) is the unique solution of (3.23) w − t 2 ∆w = df in Ω, ν ∧ w = 0 and ν ∧ δw = 0 on ∂Ω.
Since v = du is a solution of the same boundary-value problem, we may conclude that v = w, which proves (3.17). The claims in part (2) of the statement of the proposition then follow from what we have proved so far and Hodge duality.
L p -off-diagonal estimates
The aim of this section is two fold. On the one hand we record some useful off-diagonal estimates for the resolvents of the Hodge-Laplacian which are akin to (though slightly more general than) those proved in [19] . On the other hand, we will prove here estimates in the same spirit as those established in [12, Section 2] . Throughout the present section, we retain the hypotheses on M from Section 2 above, and assume that Ω ⊂ M is a Lipschitz domain. We let p Ω , q Ω denote the endpoints of the largest interval (stable under Hölder conjugation) where the boundary-value problem (1.7) is well-posed. Finally, we remind the reader that balls on M are considered with respect to the geodesic distance induced by the Riemannian metric.
The following lemma is stated in [19, in the case t = t 0 . The current version is proved in a similar fashion, by keeping careful track on the constants involved. 
Our next result is similar to Lemma 2.3 in [12] , and essentially states that the class of operators satisfying off-diagonal estimates is stable under composition. 
Then for each for j 6 we have
The first inequality is obtained thanks to the uniform boundedness of {T t ; t > 0} in L r . The second inequality is an equality, using the definition of g j . The third inequality is obtained by applying (4.4) written for t 1 (in place of t 0 ) and j = 3. The last inequality is obtained by choosing
j−3 t 0 and the fact that r > p, so that 2
1. Next, we decompose h j the following way x0,2 k t0) B(x0,2 k−1 t0) .
We have then
The first inequality comes from the decomposition (4.7). The second inequality is obtained by applying (4.3) for each h (k) j . The third inequality is an equality (replacing k by k − j + 3), the fourth inequality comes from the fact that e −c12 j−3 (2 k −1) t0 t 1 for all k 1, and that the complement of G in M is
Finally, the fifth inequality comes from the uniform boundedness of the operators S s , s > 0 and by denoting c = 2 −3 c 1 . Putting (4.6) and (4.8) together, we get (4.5).
We now state a corollary of the previous two lemmata, that will be useful in the sequel. Set
Proof. -Let 2 < p < q Ω and set p * := np n−1 as above. A simple iteration argument shows that (4.2) holds for each r ∈ [p, p * ], with R(t) i in place of R(t). Since the resolvent is self-adjoint, dualizing the latter estimate with r = p * yields
The case p = 2 = p is (4.9). Moreover, by Lemma 4.2, we have that (4.1) also holds with (R(t)) i in place of R(t). This fact, plus (4.11) with p < 2, yield the second conclusion of the corollary by a straightforward interpolation argument. We omit the details.
We conclude this section with two more corollaries that will be useful in the sequel. To set the stage, we introduce some notation. Given a measurable set E ⊂ M, we denote by |E| its Riemannian volume, i.e., |E| := M χ E dλ M , where χ E denotes the characteristic function of E, and where dλ M is the Borel measure induced by the volume form as described in Section 2. When equipped with the geodesic distance and the measure dλ M , the Lipschitz domain Ω ⊂ M becomes a space of homogeneous type. In fact, we have the Ahlfors-David condition
where we have set
and where the implicit constants depend only on intrinsic properties of M, and on the Lipschitz character of Ω. In particular, (4.12) implies the doubling property (4.14) |B Ω (x, 2r)| C|B Ω (x, r)|, for every x ∈ Ω, 0 < r < diam (Ω).
We now define the non-centered Hardy-Littlewood maximal function (relative to Ω) by
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where the supremum runs over all "Ω balls" B Ω := B Ω (z, r) containing x, such that z ∈ Ω and 0 < r < 2diam(Ω). We note that by the doubling property (4.14), M Ω is bounded on L p (Ω) whenever 1 < p ∞ and, corresponding to p = 1, is of weak-type (1, 1) .
Recall that R(t) := (1 + t 2 B ) −1 . We have the following 
Let J max denote the largest j such that 2 j t 2 diam Ω (so that S j (B Ω ) is non-empty). Let χ Sj (B Ω ) denote the characteristic function of S j (B Ω ), and set f j := f χ Sj (B Ω ) . Then, using (4.12), Lemma 4.1 and Lemma 4.2, we obtain
Since B Ω (x, t) is contained in each of the balls B Ω (x, 2 j t), j 0, the desired bound in terms of the non-centered maximal function follows readily. each i ∈ N, we have
Sketch of proof. -The proof follows that of the previous corollary mutatis mutandi, using Corollary 4.3 in place of the two lemmata. We omit the details.
The boundedness of the Riesz transform
We retain the same assumptions that we imposed on M, Ω, p Ω , q Ω in § 4.
Here we shall present the proof of Theorem 1.1. In fact, we only discuss the case of the Riesz transform (1.24), since (1.25) is handled similarly, while (1.26)-(1.27) are the Hodge duals of (1.24)-(1.25). For the convenience of the reader we state the targeted case in more precise form. 
(where, generally speaking, · p denotes the norm in L p (Ω; Λ )). We will prove this in 5 steps, but first, we discuss certain preliminary matters.
As noted above, our domain Ω is a space of homogeneous type when equipped with the geodesic distance and the measure induced by the volume element. In particular, there exists a family of dyadic "cubes" à la M. Christ [3] . Adapted to our context, Christ's result yields, in particular, the following: Remark 2. -For our purposes, we may ignore those j ∈ Z such that 2 
Observe that properties (iv) and (v) imply that for each cube Q ∈ D j , with 2
for some uniform (and harmless) constant c. We shall write
is the ball corresponding to Q for which (5.2) holds. With these preliminaries at hand, we now turn to the main steps of the proof of Theorem 5.1. As mentioned in the introduction, the proof is based on the techniques in [1] , [2] , and [12] .
For each q ∈ [2, p], we denote by K q the norm of T in L q (Ω; Λ ). In the sequel, for simplicity of notation, we agree to abbreviate dλ M (x) =: dx.
Step 1. -We fix an arbitrary number there exists a collection of pairwise disjoint cubes Q k ∈ D, k 1 such that, up to a set of measure zero,
Cα.
We then write f = g + k 1 b k where
Then we have |g(x)| cα for almost every x ∈ Ω and
Moreover, qualitatively f ∈ L 2 (Ω; Λ ), although of course its L 2 bound will never enter quantitatively into our estimates. Consequently, by construc-
We shall use this fact in the sequel to justify certain formal manipulations in the proof.
Step 2. -We now decompose T f as follows. For each k 1, let
where
and where m is a fixed positive integer such that m > n 2p . For future reference, we note that
Indeed, as observed above (cf. the discussion immediately following (5.7)), we have that b k converges in L 2 (Ω; Λ ), by virtue of our qualitative
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and by the usual argument involving the doubling property, it is enough to show that
We decompose the operator T as follows: for each k 1 we write T = c m+1 Accordingly, bearing in mind (5.9), we obtain that III = III 1 + III 2 , where
and it is enough to show that In order to prove this estimate, we first establish the following technical fact. Suppose that f ∈ L 2 (Ω; Λ ), h ∈ L 2 (Ω; Λ +1 ), and that t, s > 0. Then
d R(t)R(s)f, h = f, δ R(t) R(s)h
Proof. -By (3.16), we have that d R(t)R(s)f = R(t)dR(s)f, so by selfadjointness of the resolvents we obtain Step 5. -Finally, we consider term III 2 . As before, it is enough to establish the analogue of (5.20), but with III 2 in place of III 1 . An individual term in the sum defining c −1 m+1 III 2 is given by 
d R(t)R(s)f, h = d R(s)f, R(t)h .
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