INTRODUCTION
We consider a framework of uncertainty representation with two hierarchical levels (Limbourg & de Rocquigny 2010) , in which risk analysis models of aleatory (i.e., random) events (e.g., failures) contain parameters (e.g., probabilities, failure rates, …) that are epistemically-uncertain, i.e., known with poor precision due to lack of knowledge and information. Traditionally, both types of uncertainty are represented by probability distributions (USNRC 2009) and Bayes' rule is useful for updating the (probabilistic) epistemic uncertainty representation as new information (e.g., data) becomes available (Kelly & Smith 2011) .
However, in some situations, insufficient knowledge, information and data impairs a probabilistic representation of epistemic uncertainty. A number of alternative representation frameworks have been proposed for such cases, e.g., e.g., fuzzy set theory, evidence theory, possibility theory and interval analysis (Aven & Zio 2011) .
In this paper, we adopt possibility distributions to describe epistemic uncertainty (Baudrit & Dubois 2006 , Baudrit et al. 2008 ) and address the issue of updating, in a Bayesian framework, the possibilistic representation of the epistemically-uncertain parameters of (aleatory) probability distributions. We take an approach of literature based on a purely possibilistic counterpart of the classical, well-grounded probabilistic Bayes' theorem: it requires the construction of a possibilistic likelihood function which is used to revise the prior possibility distributions of the uncertain parameters (determined on the basis of a priori subjective knowledge and/or data) (Lapointe & Bobee 2000) . To the best of the authors' knowledge, this is the first time that the above mentioned technique is applied to risk assessment problems where hybrid uncertainty is separated into two hierarchical levels. To keep the analysis simple and retain a clear view of each step, the investigations are carried out with respect to a simple literature case study involving the risk-based design of a flood protection dike (Limbourg & de Rocquigny 2010) .
Other methods have been proposed in the literature to revise, in a Bayesian framework, nonprobabilistic representations of epistemic uncertainty. In (Stein et al. 2013 ) a modification of the Bayes' theorem is presented to account for the presence of fuzzy data and fuzzy prior PDFs. Finally, in (Smets 1993) a Generalized Bayes Theorem (GBT) is proposed within the framework of evidence theory: this approach is applied by (Le-Duy et al. 2011) to update the estimates of the failure rates of mechanical components in the context of nuclear Probabilistic Risk Assessment (PRA).
The remainder of the paper is organized as follows. In Section 2, the representation of aleatory (probabilistic) and epistemic (possibilistic) uncer-Bayesian update of the parameters of probability distributions for risk assessment in a two-level hybrid probabilistic-possibilistic uncertainty framework N. Pedroni, E. Zio Ecole Centrale Paris, Chatenay-Malabry, France & Supelec, Gif-Sur-Yvette, France A. Pasanisi, M. Couplet
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ABSTRACT: Risk analysis models describing aleatory (i.e., random) events contain parameters (e.g., probabilities, failure rates, …) that are epistemically uncertain, i.e., known with poor precision. Whereas probability distributions are always used to describe aleatory uncertainty, alternative frameworks of representation may be considered for describing epistemic uncertainty, depending on the information and data available. In this paper, we use possibility distributions to describe the epistemic uncertainty in the parameters of the (aleatory) probability distributions. We address the issue of updating, in a Bayesian framework, the possibilistic representation of the epistemically-uncertain parameters of (aleatory) probability distributions as new information (e.g., data) becomes available. A purely possibilistic counterpart of the classical, well-grounded probabilistic Bayes theorem is adopted. The feasibility of the method is shown on a literature case study involving the risk-based design of a flood protection dike. tainties in a "two-level" framework is provided; in Section 3, the method employed in this paper for the Bayesian update of the possibilistic parameters of aleatory probability distributions is described in details; in Section 4, the case study concerning the risk-based design of a flood protection dike is presented; in Section 5, the method of Section 3 is applied to the case study of Section 4; finally, some conclusions are drawn in the last Section 6.
REPRESENTATION OF ALEATORY AND
EPISTEMIC UNCERTAINTIES IN A TWO-LEVEL FRAMEWORK In all generality, we consider an uncertain variable Y , whose uncertainty is described by the Probability Distribution Function (PDF)
is the vector of the corresponding internal parameters. In a two-level framework, the parameters 1 are themselves affected by epistemic uncertainty (Limbourg & de Rocquigny 2010) . In the present work, we describe these uncertainties by the (generally joint) possibility distribution ) (1 1 1 (Baudrit et al. 2008 ). For clarification by way of example, we may consider the generic uncertain variable Y described by a Gumbel PDF, i.e., Y ~ )
the set of γ values for which the possibility function is greater than or equal to 0.5 (dashed segment in Figure 1 , top). Notice that the 3-cut set γ α A of parameter 2 can be interpreted also as the (1 -3)3100% Confidence Interval (CI) for 2, i.e., the interval such that α γ
. For example, γ 0 A = [900, 1300] is the (1 -0)3100% = 100% CI for 2, i.e., the interval that contains the "true" value of 2 with certainty (solid segment in Figure 1 can be interpreted as a set of nested CIs for parameter 2 (Baudrit & Dubois 2006) .
For each possibility (resp., confidence) level 3 (resp., 1 -3) in [0, 1], a bundle of Cumulative Distribution Functions ( 
. This family of CDFs (of level 3) is bounded above and below by the upper and lower CDFs,
can be interpreted as a set of nested CIs for parameter 2 (see above), it can be argued that the 3-cuts of ) (γ π γ induce also a set of nested pairs of CDFs 
, Z = (45, y], can be synthesized into a single pair of plausibility and belief functions as ) of 1 after y is obtained. The method considered in this paper is based on a purely possibilistic counterpart of the classical, probabilistic Bayes' theorem (Lapointe & Bobée 2000) :
where
is the possibilistic likelihood of the parameter vector 1 given the newly observed data y, and quantities ) | ( y 1 1 1 and ) (1
= 1, as required by possibility theory (Baudrit & Dubois 2006) . It is worth mentioning that forms of the possibilistic Bayes' theorem alternative to (1) can be constructed as a result of other definitions of the operation of 'conditioning' with possibility distributions: the reader is referred to (Lapointe & Bobée 2000) for technical details. In this paper, expression (1) has been chosen because "it satisfies desirable properties of the revision process and lead to continuous posterior distributions" (Lapointe & Bobée 2000) .
The possibilistic likelihood )
is here obtained by transforming the classical probabilistic likelihood function )
. This choice has been made for the following main reasons: (i) the transformation is simple and can be straightforwardly applied to any distribution; (ii) the resulting possibilistic likelihood is very closely related to the classical, purely probabilistic one (which is theoretically well-grounded) by means of the simple and direct operation of normalization that preserves the "original structure" of the experimental evidence;
(iii) it can be easily verified that the resulting possibilistic likelihood keeps the sequential nature of the updating procedure typical of the standard Bayes' theorem. On the other hand, it has to be also admitted that the resulting possibility distributions do not in general adhere to the probability-possibility consistency principle (Baudrit & Dubois 2006) . It is worth noting that other techniques of transformation of probability density functions into possibility distributions exist, but the corresponding details are not given here for brevity sake: the interested reader is referred to (Flage et al. 2013) for some proposed techniques, e.g., the principle of maximum specificity and the principle of minimal commitment. Also, it has to be noticed that other techniques are available to construct possibility distributions (and, thus, possibilistic likelihood functions) directly from rough experimental data (i.e., without resorting to probability-possibility transformations): see, e.g., (Serrurier & Prade 2011) .
It is worth noting that the application of the approach always produces a joint P-dimensional posterior possibility distribution ) | ( y 1 1 1
(whatever the state of dependence between the priors), characterized by P-dimensional 3-cuts y 1| α A , with 0 < 3 < 1: as a consequence, there is an interactive dependence between the values that parameters {4 m : m = 1, 2, …, P} can take when ranging within a given 3-cut ,Cart 
then conservatism would be still guaranteed (Stein et al. 2013 ).
CASE STUDY: FLOOD PROTECTION RISK-BASED DESIGN
The maximal water level of the river (i.e., the output variable of the model, c Z ) is given as a function of several (and some uncertain) parameters (i.e., the inputs to the model) (Limbourg & de Rocquigny 2010) : 
The n = 4 input variables Y i , i = 1, 2, 3, 4, are affected by aleatory and epistemic uncertainties. The aleatory part of the uncertainty is described by probability distributions of defined shape. The parameters of the probability distributions describing the aleatory uncertainty are themselves affected by epistemic uncertainty and represented in terms of possibility distributions.
The aleatory uncertainty in the yearly maximal water flow Y 1 = Q is well described by a Gumbel probability distribution As for Y 2 = Z m , the aleatory part of the uncertainty in the downstream riverbed level Y 3 = Z v is represented by a normal distribution, i.e., The Strickler friction coefficient Y 4 = s K is the most critical source of uncertainty because it is usually a simplification of a complex hydraulic model. The absolute physical limits of s K are 5 and 60, respectively (Limbourg & de Rocquigny 2010) . The friction coefficient s K is affected by random events modifying the river status (e.g., erosion, sedimentation, …): the corresponding variability is typically described by a normal distribution, i.e., (Limbourg & de Rocquigny 2010) . However, the parameters of this normal distribution are difficult to estimate because data can only be obtained through "indirect calibration characterized by significant uncertainty" (Limbourg & de Rocquigny 2010) : the uncertainty in these parameters is described by triangular possibility distributions. The possibilistic functions ) ( (1.16, 6.91, 9.37 
RESULTS
In order to simplify the notation, in what follows let 4 be one of the uncertain parameters of the PDFs of From a mere visual and qualitative inspection of Figure 2 it can be seen that the approach is suitable for revising the prior possibility distributions (based on a priori purely subjective knowledge) by means of empirical data. In particular, it is evident that: (i) the most likely (i.e., preferred) values c 4 of the epistemically-uncertain parameters (i.e., those values in correspondence of which the possibility function equals 1) are moved towards the MLE estimates MLE θˆ in all the cases considered; (ii) the area S 4 underlying the corresponding possibility distributions is significantly reduced: noting that this area is related to the imprecision in the knowledge of the possibilistic parameter (i.e., the larger the area, the higher the imprecision), it can be concluded that the approach succeeds in reducing the epistemic uncertainty. With respect to that, Table 1 
Again, the higher is R 4 , the higher is the reduction in the area (i.e., in the epistemic uncertainty) and, thus, the higher is the "updating strength" of the approach. 
