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Non coding RNAs (ncRNA) are main actors of gene expression regulation and are found ubi-
quitously in all domains of life. In bacteria, ncRNAs play key roles in a wide range of phy-
siological and adaptive processes. These “small non coding RNAs” (sRNAs) are identified by
high-throughput experimental methods (microarray, tilling-array, ...) in several bacteria species
of interest. They mainly act at post-transcriptional level through physical interactions with one
or several mRNA(s). Nevertheless, the available informations about mRNA targets and sRNAs
functions, remain very limited. In addition, evolutionary patterns of sRNAs have been poorly
studied in pathogenic bacteria. The main hypothesis of my PhD work is therefore that analysis of
evolution and coevolution between sRNAs and other functional elements in a given genomes set,
may allow to understand their evolutionary histories, to better characterize their putative functions,
and may also help to identify their potential mRNA(s) target(s).
For this purpose, we designed and developed a robust and generic phylogenomic approach to
analyze evolution and coevolution between sRNAs and mRNA from their presence-absence profiles,
in a set of annotated bacterial genomes. This method was thereafter used to analyze evolution
and coevolution of 154 Listeria monocytogenes EGD-e trans regulatory sRNAs in 79 complete
genomes of Listeria. This approach allowed us to discover 52 accessory sRNAs, the majority of
which were present in the Listeria common ancestor and were subsequently lost during evolution
of Listeria strains. We then detected significant coevolutions events between 23 sRNAs and 52
mRNAs and reconstructed the coevolving network of Listeria sRNA and mRNA. This network
contains a main hub of 12 sRNAs that coevolves with mRNA encoding cell wall proteins and
virulence factors. Among them, we have identified 4 sRNAs coevolving with 7 internalin-coding
genes that are known to group important virulence factors of Listeria. Additionaly, rli133, a sRNA
that coevolve with several genes involved in Listeria pathogenicity, exhibits regions compatible
with direct translational inhibitory physical interactions for most of its coevolution partners.
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ries
RESUME :
Les ARNs non-codants régulateurs (ARNnc) regroupent des acteurs majeurs de la régulation de
l’expression des gènes, retrouvés de manière ubiquitaire dans l’ensemble des domaines du vivant.
Chez les bactéries ils sont également appelés sRNAs, jouent des rôles clefs dans de nombreux
processus physiologiques et adaptatifs. Ces sRNAs ont été mis en évidence par des méthodes
expérimentales haut-débit (microarray, tilling-array...) dans plusieurs espèces bactériennes d’in-
térêt. Ils agissent majoritairement au niveau post-transcriptionnel via une interaction physique
avec un ou plusieurs ARNs messagers(s) cibles(s). Cependant, les informations sur les ARNm
et les fonctions potentielles de ces sRNAs restent très parcellaires à ce jour. De plus, les profils
d’évolution des sRNAs ont été peu étudiés chez les bactéries pathogènes. Le travail réalisé dans
cette thèse repose sur l’hypothèse que l’évolution des sRNAs et leur coévolution avec d’autres
éléments fonctionnels dans un ensemble de génomes, peut permettre de mieux comprendre leurs
histoires évolutives, mais également de caractériser leurs fonctions potentielles et peut-être d’aider
à identifier le ou les ARNm cibles avec lesquels ils interagissent.
Dans ce but, nous avons conçu et implémenté une stratégie de phylogénomique robuste et géné-
rique permettant d’analyser l’évolution et la coévolution des sRNAs et des ARNm cibles dans un
ensemble de génomes bactériens annotés, à partir de leur profil de présence-absence. Cette méthode
a été appliquée à l’analyse de l’évolution et de la coévolution de 154 sRNAs trans régulateurs de
Listeria monocytogenes EGD-e. Elle nous a permis d’identifier 52 sRNAs accessoires dont la majo-
rité étaient présents dans l’ancêtre commun des souches de Listeria et ont été perdus au cours de
l’évolution. Nous avons ensuite détecté une coévolution significative entre 23 sRNAs et 52 ARNm
et nous avons reconstruit le réseau de coévolution des sRNAs et ARNm de Listeria. Ce réseau
contient un hub principal de 12 sRNAs qui coévoluent avec des ARNm codant pour des protéines de
la paroi ainsi que des facteurs de virulence. Parmi eux nous avons pu identifier 4 sRNAs coévoluant
avec 7 gènes codant pour des internalines qui sont connues pour regrouper d’importants facteurs
de virulence chez Listeria. De plus, l’ARN rli133, qui coévolue avec plusieurs gènes impliqués
dans le pouvoir pathogène de Listeria, contient des régions compatibles avec des interactions
physiques directes inhibitrices pour la majorité de ses partenaires de coévolution.
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Les ARNs non-codants régulateurs (ARNnc) regroupent des acteurs majeurs de la régulation de
l’expression des gènes, retrouvés de manière ubiquitaire dans l’ensemble des domaines du vivant.
Chez les bactéries ils sont également appelés sRNAs, jouent des rôles clefs dans de nombreux
processus physiologiques et adaptatifs. Ces sRNAs ont été mis en évidence par des méthodes
expérimentales haut-débit (microarray, tilling-array...) dans plusieurs espèces bactériennes d’in-
térêt. Ils agissent majoritairement au niveau post-transcriptionnel via une interaction physique
avec un ou plusieurs ARNs messagers(s) cibles(s). Cependant, les informations sur les ARNm
et les fonctions potentielles de ces sRNAs restent très parcellaires à ce jour. De plus, les profils
d’évolution des sRNAs ont été peu étudiés chez les bactéries pathogènes. Le travail réalisé dans
cette thèse repose sur l’hypothèse que l’évolution des sRNAs et leur coévolution avec d’autres
éléments fonctionnels dans un ensemble de génomes, peut permettre de mieux comprendre leurs
histoires évolutives, mais également de caractériser leurs fonctions potentielles et peut-être d’aider
à identifier le ou les ARNm cibles avec lesquels ils interagissent.
Dans ce but, nous avons conçu et implémenté une stratégie de phylogénomique robuste et
générique permettant d’analyser l’évolution et la coévolution des sRNAs et des ARNm cibles
dans un ensemble de génomes bactériens annotés, à partir de leur profil de présence-absence.
Cette méthode a été appliquée à l’analyse de l’évolution et de la coévolution de 154 sRNAs
trans régulateurs de Listeria monocytogenes EGD-e. Elle nous a permis d’identifier 52 sRNAs
accessoires dont la majorité étaient présents dans l’ancêtre commun des souches de Listeria et ont
été perdus au cours de l’évolution. Nous avons ensuite détecté une coévolution significative entre
23 sRNAs et 52 ARNm et nous avons reconstruit le réseau de coévolution des sRNAs et ARNm
de Listeria. Ce réseau contient un hub principal de 12 sRNAs qui coévoluent avec des ARNm
codant pour des protéines de la paroi ainsi que des facteurs de virulence. Parmi eux nous avons
pu identifier 4 sRNAs coévoluant avec 7 gènes codant pour des internalines qui sont connues
pour regrouper d’importants facteurs de virulence chez Listeria. De plus, l’ARN rli133, qui
coévolue avec plusieurs gènes impliqués dans le pouvoir pathogène de Listeria, contient des
régions compatibles avec des interactions physiques directes inhibitrices pour la majorité de ses
partenaires de coévolution.
Mot-clefs
ARNm, ARNnc, expression de gènes, phylogénomique, réseau de coévolution, bactérie patho-
gène, Listeria, régulation post-transcriptionnelle, prédiction de cibles, internalines.
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Abstract
Non coding RNAs (ncRNA) are main actors of gene expression regulation and are found
ubiquitously in all domains of life. In bacteria, ncRNAs play key roles in a wide range of phy-
siological and adaptive processes. These “small non coding RNAs” (sRNAs) are identified by
high-throughput experimental methods (microarray, tilling-array, ...) in several bacteria species
of interest. They mainly act at post-transcriptional level through physical interactions with one
or several mRNA(s). Nevertheless, the available informations about mRNA targets and sRNAs
functions, remain very limited. In addition, evolutionary patterns of sRNAs have been poorly
studied in pathogenic bacteria. The main hypothesis of my PhD work is therefore that analysis of
evolution and coevolution between sRNAs and other functional elements in a given genomes set,
may allow to understand their evolutionary histories, to better characterize their putative functions,
and may also help to identify their potential mRNA(s) target(s).
For this purpose, we designed and developed a robust and generic phylogenomic approach to
analyze evolution and coevolution between sRNAs and mRNA from their presence-absence profiles,
in a set of annotated bacterial genomes. This method was thereafter used to analyze evolution
and coevolution of 154 Listeria monocytogenes EGD-e trans regulatory sRNAs in 79 complete
genomes of Listeria. This approach allowed us to discover 52 accessory sRNAs, the majority of
which were present in the Listeria common ancestor and were subsequently lost during evolution
of Listeria strains. We then detected significant coevolutions events between 23 sRNAs and 52
mRNAs and reconstructed the coevolving network of Listeria sRNA and mRNA. This network
contains a main hub of 12 sRNAs that coevolves with mRNA encoding cell wall proteins and
virulence factors. Among them, we have identified 4 sRNAs coevolving with 7 internalin-coding
genes that are known to group important virulence factors of Listeria. Additionaly, rli133, a sRNA
that coevolve with several genes involved in Listeria pathogenicity, exhibits regions compatible
with direct translational inhibitory physical interactions for most of its coevolution partners.
Keywords
mRNA, ncRNA, genes expression, phylogenomics, coevolution network, pathogenic bacteria,
Listeria, post-transcriptional regulation, targets prediction, internalins.
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1.1 Des origines de la microbiologie aux premières classifications bactériennes
sur critères phénotypiques
L’étude des micro-organismes constitue un domaine d’importance capitale au centre de secteurs
clefs du développement de nos sociétés humaines tels que les sciences fondamentales, les sciences
environnementales, la médecine, le secteur de la production agroalimentaire et l’agriculture, les
bio-technologies, ou encore l’industrie pharmaceutique. La prise de conscience de l’existence
de ces êtres non visibles à l’œil nu est pourtant relativement récente. En effet, il faut attendre le
développement du microscope pour commencer à explorer et étudier le monde des microbes.
Si la date précise de l’invention du microscope reste difficile à déterminer, c’est néanmoins
au cours du XVIIe siècle qu’Antonie Van Leeuwenhoek (1632-1723) réalise des améliorations
majeures permettant la conception du premier microscope capable d’offrir un grossissement de
près de 300x (Porter & van Leeuwenhoek, 1976) (voir fig.1.1). Ce microscope permet alors les
premières observations et dessins connus d’organismes microscopiques.
FIGURE 1.1: Antonie Van Leeuwenhoek (1632↔ 1723). Un commerçant et savant néerlandais
qui a considérablement amélioré la puissance du microscope optique. Il est considéré comme l’un
des précurseurs de la biologie cellulaire et de la microbiologie (source de l’image : https://
www.rijksmuseum.nl). A droite, le schéma de son microscope, et quelques croquis de micro-
organismes (“animacules”) qu’il a observés et détaillés (source de l’image : http://yalepress
.tumblr.com).
Malgré le perfectionnement des techniques de microscopie et la multiplication des observations
qui vont suivre, les études sur le sujet ne se développent réellement qu’au cours du XIXe siècle. En
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effet, la plupart des naturalistes de l’époque considèrent au mieux les micro-organismes comme
des intermédiaires entre plantes et animaux dont la provenance découlerait d’un phénomène de
“génération spontanée”. C’est en 1864, que Louis Pasteur réfute cette idée, jusqu’alors admise,
de “génération spontanée” des micro-organismes microscopiques et met en évidence plusieurs
bactéries responsables de maladies humaines contagieuses (Dunlop, 1928). Enfin, Ernst Haeckel,
un entomologiste allemand propose en 1866, une classification qui brisera la dichotomie jusque
là admise “Plantae” / “Animalia” en proposant la création d’un troisième règne : les “Protista”
(protistes) qui correspondent aux organismes unicellulaires, à l’exception des algues bleues qui
restent dans le domaine des plantes (Sander & Haeckel, 2002).
Plusieurs tentatives de classification des bactéries ont été élaborées au cours du XXe siècle. Les
méthodes jusqu’alors basées sur les caractères morphologiques trouvèrent rapidement leurs limites
en raison de la simplicité structurale apparente de ces organismes. Néanmoins, les progrès réalisés
en microscopie ont permis d’acquérir de nouveaux éléments. Ainsi Edouard Chatton propose en
1937 une séparation de ces microorganismes en fonction de la structure observée de leur noyau. Il
sépare les êtres vivants en Eukarya (eucaryotes, de “eu” = vrai ; “caryon” = noyau), regroupant
sous ce terme les cellules nucléées (animaux, plantes et protistes) et Prokarya (procaryotes, de “pro”
= avant ; “caryon” = noyau), désignant les cellules anucléées (Sapp, 2005).
1.2 Développement de la phylogénie moléculaire et arbre universel du vivant
En 1977, Carl Woese et Georges Fox proposent une organisation du vivant en trois domaines :
les Eukarya (eucaryotes) qui regroupent des organismes possédant une organisation cellulaire
de type eucaryote allant de micro-organismes unicellulaires à des organismes multicellulaires de
grande taille, les (Eu)bacteria (bactéries) et un nouveau domaine, les Archeae (archées). Les deux
derniers regroupant tous deux uniquement des micro-organismes d’organisation procaryote (Woese
& Fox, 1977). La mise en place de cette classification est fondée sur la base de la comparaison de
fragments d’ARN ribosomiques 16S de plusieurs organismes (voir fig.1.2). Par la suite, plusieurs
études ont tenté de définir les espèces sur la base des séquences d’ARN ribosomique 16S (Ley,
Turnbaugh, Klein, & Gordon, 2006). Cependant, l’ARN 16S n’est pas assez résolutif pour pouvoir
classer les bactéries de toutes les espèces et en particulier les souches relevant d’une même espèce.
D’autres approches expérimentales basées sur l’application d’un seuil sur le niveau d’hybridation
ADN-ADN ou DDH 1 entre génomes sont utilisées (le seuil DDH recommandé pour la délimitation
des espèces étant de 70%) (Goris et al., 2007). Néanmoins, ces approches sont fastidieuses et
difficiles à standardiser entre laboratoires. D’autres méthodes basées sur le pourcentage d’identité
moyenne des familles de gènes orthologues ou ANI 2 entre les génomes ont été proposées récem-
ment (le seuil recommandé pour délimiter les espèces étant de 95%) (Konstantinidis, Ramette, &
Tiedje, 2006 ; Goris et al., 2007).
1. DNA-DNA hybridization
2. Average Nucleotide Identity
















































































































FIGURE 1.2: Arbre universel du vivant proposé par Carl Woese et associées. La topologie ainsi
que les longueurs de branches sont basées sur la comparaison des séquences des ARNr. D’après
(Woese et al., 1990).

2. Contexte scientifique
2.1 Vers une biologie haut-débit
Vers le début des années 2000, les sciences du vivant ont connu de grands bouleversements
liés au développement de la biologie haut-débit. L’émergence de nouvelles technologies a en
effet permis d’entreprendre des analyses à grande échelle sur l’étude des séquences des génomes
(génomique), l’étude de l’expression des gènes (transcriptomique), l’étude des produits de traduc-
tion (protéomique), l’étude de la composante acquise de l’information transmise (épi-génétique)
et enfin l’étude simultanée des communautés d’organismes occupant une même niche écologique
(la métagénomique). Cette diversification s’est faite de concert avec une accumulation toujours
croissante de données (fig.2.1), rendant nécessaire le développement de la biologie computation-
nelle à grande échelle afin de les stocker, de les traiter, de les analyser et de les interpréter, inscrivant






















































FIGURE 2.1: Nombre de génomes procaryotes séquencés et soumis au NCBI entre 1995 et
2014. Source : GenBank prokaryotes.txt (fichier téléchargé le 04/09/2017).
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2.2 Caractérisation des sRNAs
Chez les bactéries, l’identification de sous-régions structurées, conservées et exprimées au
niveau des régions inter-géniques a servi de base à la découverte de courtes séquences transcrites
mais généralement non traduites : les ARNs non-codants ou ARNnc (ncRNAs 1) appelés également
sRNAs 2 (Livny & Waldor, 2007). Ce type d’analyse systématique a été initialement réalisé sur la
bactérie modèle Escherichia coli, au début des années 2000 (Argaman et al., 2001 ; Rivas, Klein,
Jones, & Eddy, 2001 ; Wassarman, Repoila, Rosenow, Storz, & Gottesman, 2001). Leur validation
expérimentale a pu être effectuée à postériori au cours d’études de l’expression des gènes chez ces
mêmes organismes (Sharma & Vogel, 2009). Ces sRNAs, observés au niveau de l’ensemble des
domaines du vivant, sont notamment retrouvés au sein d’un grand nombre d’espèces bactériennes
(Morris & Mattick, 2014). Ils constituent un système de régulation majeur de l’expression des
gènes de part la grande variété des voies dans lesquelles ils interviennent, mais également en
raison du large panel de mécanismes de régulation qu’ils vont pouvoir présenter. En effet, les
sRNAs régulateurs peuvent agir à toutes les étapes de l’expression du gène (Gottesman & Storz,
2011). Ils permettent ainsi une adaptation rapide de la physiologie de la cellule aux variations
environnementales, et peuvent jouer des rôles clefs dans de nombreux processus physiologiques
(Gottesman & Storz, 2011).
Cependant, si de plus en plus de séquences de sRNAs peuvent être identifiées et si l’impor-
tance de leur rôle fait actuellement consensus, la compréhension des fonctions dans lesquelles ils
interviennent reste aujourd’hui très parcellaire. C’est notamment le cas pour la connaissance des
gènes cibles dont ils vont pouvoir réguler l’expression. Elle n’est actuellement disponible que pour
un panel relativement restreint de sRNAs. En effet, si des stratégies de validation expérimentale
de l’interaction entre le sRNA et d’éventuels gènes cibles existent (J. Vogel & Wagner, 2007 ;
Sharma & Vogel, 2009 ; Papenfort et al., 2006 ; A. A. Rasmussen et al., 2005), ces méthodes sont
difficilement déployables à grande échelle, en raison du temps nécessaire à leur mise en œuvre
et du coût élevé des expériences de biologie moléculaire à utiliser (J. Vogel et al., 2003). Les
approches bioinformatiques in silico visant à prédire des couples sRNA / gènes cibles s’avèrent
donc une aide précieuse pour identifier des gènes candidats et guider les expériences de biologie
moléculaire. Généralement, les sRNAs régulateurs agissent en effet via la mise en place d’interac-
tions (inhibitrices ou stabilisatrices) au niveau de l’ARNm du gène régulé. Ainsi, la plupart des
méthodes in silico utilisées sont focalisées sur l’étude de ces interaction (s)RNA-(m)RNA au
travers de l’information de séquence primaire et / ou de structure secondaire ainsi qu’au travers de
leur conservation. Néanmoins, la prédiction des cibles constitue toujours, à l’heure actuelle, une
tâche difficile et non résolue en raison du taux élevé de faux positifs que ces approches génèrent
(Peer & Margalit, 2011 ; Richter & Backofen, 2012 ; Beisel, Updegrove, Janson, & Storz, 2012 ;
Tjaden, 2008). Il semble donc utile de rechercher des critères permettant de réduire le panel de
candidats proposé.
En supposant que les interactions entre les sRNAs et leurs cibles associées présentent une
importance fonctionnelle pour les organismes au sein desquels elles s’exercent, nous pouvons
faire l’hypothèse que des pressions de sélection visant à maintenir voire renforcer cette interaction,
vont s’exercer au cours de l’évolution. L’existence de profils de coévolution entre un sRNA et des
ARNm cibles liés fonctionnellement à ce sRNA constituent l’hypothèse principale de mon travail
de thèse. Selon cette hypothèse, l’identification de relations de coévolution entre un sRNA et un
ARNm pourrait permettre : (1) de prédire un lien fonctionnel direct ou indirect entre ce sRNA et
cet ARNm, et dans certains cas (2) de prédire une interaction physique entre le sRNA et l’ARNm.
1. non-coding RNAs
2. small RNAs
3. Objectifs et structure de la thèse
Cette thèse a pour objectif de proposer une méthodologie permettant d’étudier la dynamique
évolutive des ARN non-codants régulateurs (sRNAs) ainsi que les relations de coévolution qu’ils
peuvent établir avec certains ARNm cibles au sein d’un ensemble de génomes bactériens. Cette
méthodologie a été appliquée sur un ensemble d’organismes d’intérêt, le genre bactérien Gram+
Listeria. Le présent manuscrit est organisé comme suit :
La première partie correspond à un état de l’art sur les aspects biologiques et bioinformatiques
de mes travaux de thèse.
— Au sein du chapitre 1 de cette première partie, je présenterai l’objet principal de notre
étude, les sRNAs bactériens. Je détaillerai tout d’abord leurs principales caractéristiques
biologiques, les différentes catégories connues, ainsi que leur mode d’action dans le cadre de
la régulation de l’expression des gènes. Je décrirai ensuite les méthodes in silico dédiées à
leur identification, ainsi qu’à la prédiction de leurs cibles associées.
— Le chapitre 2 de l’état de l’art sera quant à lui consacré aux principales méthodes d’analyse
de l’évolution des génomes et des éléments génomiques. Ainsi, je décrirai tout d’abord les
techniques d’inférence phylogénétique, puis les principales stratégies de reconstruction des
états ancestraux, ainsi que l’analyse de la coévolution de deux traits. Enfin je conclurai cette
partie par la présentation des approches de phylogénomique.
— Finalement, le chapitre 3 conclura l’état de l’art par une présentation de notre organisme
d’étude, le genre bactérien Listeria, en le resituant dans un premier temps au sein des bacté-
ries. Je présenterai en particulier les caractéristiques de ce genre en termes de diversité, de
pouvoir pathogène ainsi que les sRNAs connus pour leur implication dans la virulence.
La deuxième partie sera dédiée à la présentation des principaux travaux et résultats de ma thèse.
— Je m’attacherai à présenter au niveau du chapitre 1, mon implication dans le cadre du déve-
loppement de la ressource web intégrée Listeriomics (Becavin et al., 2017).
— Par la suite, le chapitre 2 présentera le cœur de mon travail de thèse (F. Cerutti et al., 2017) :
(1) la méthologie que j’ai conçue et développée afin d’étudier l’évolution et la coévolution
entre sRNAs et ARNm au cours de l’histoire évolutive d’un ensemble de génomes et (2)
les résultats que nous avons obtenus sur notre cas d’étude, le genre bactérien Gram+ Listeria.
— Enfin je présenterai au sein du chapitre 3 , ma contribution au développement d’un outil
dédié à l’exploration et à la recherche de contaminants au sein de données d’assemblage, le
logiciel PhylOligo (Mallet, Bitard-Feildel, Cerutti, & Chiapello, 2017).
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Pour conclure, la dernière partie de mon manuscrit présentera une discussion sur les résultats
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4. Les ARNnc bactériens régulateurs
4.1 Introduction aux ARNnc
4.1.1 Que sont les ARNnc ?
4.1.1.1 L’ARN, quelques éléments de définition
L’ARN tout comme l’ADN, est une molécule support de l’information génétique qui peut être
déduite de sa séquence linéaire via l’enchaînement des bases qui la composent. A la différence de
l’ADN, l’ARN utilise l’uracile au lieu de la thymine. A côté de quelques ARN constitutifs tels
que les ARNt et les ARNr, l’ARN a longtemps été considéré comme un simple intermédiaire entre
l’ADN et les protéines (ARNm). Depuis une dizaine d’années, les technologies de séquençage ont
largement contribué à révéler une multitude d’ARN non codants (ARNnc) présents dans l’ensemble
des domaines du Vivant. Il est maintenant largement démontré que ces molécules sont des acteurs














































































Structure primaire Structure secondaire Structure tertiaire
FIGURE 4.1: Représentation des structures primaires, secondaires et tertiaires de l’ARNt
initiateur de Escherichia coli le tRNA-fMet (Barraud et al., 2008). La figure a été générée à
partir des informations disponibles sur PDB 1 (pdbid : 3CW5) : la structure secondaire a été
représentée à l’aide de FoRNA (Kerpedjiev et al., 2015) ; la structure tertiaire a été représentée à
l’aide de PyMOL (Schrödinger, LLC, 2015).
L’ARN est une molécule simple brin dont la taille varie de quelques nuléotides (21-23 nt pour
les micro-ARN) à plusieurs milliers pour les longs ARN non codants (l’ARN XIST par exemple).
C’est aussi une molécule qui a la capacité à se replier sur elle même par appariements entre bases
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pour former des structures plus ou moins complexes en lien avec la fonction exercée. Trois niveaux
de structure sont généralement considérés pour les ARN :
— la structure primaire (fig.4.1a) donne l’enchaînement linéaire des nucléotides par une
chaîne de caractères représentant respectivement l’Adénine (A), la Cytosine (C), la Guanine
(G) et l’Uracile (U).
— la structure secondaire (fig.4.1b) correspond à une représentation dans le plan du repliement
tertiaire de la molécule où ne sont représentés que certains des appariements dits canoniques,
de type Watson-Crick (A-U ou U-A et G-C ou C-G) et Wooble (G-U ou U-G). Ce niveau de
structure est très utilisé par les biologistes comme support de travail et de représentation.
— la structure tertiaire (fig.4.1c) est la conformation tridimensionnelle de la molécule où
apparaissent l’ensemble des appariements canoniques et non canoniques.
La structure secondaire d’un ARN définit une topologie qui laisse apparaître différents types de
motifs(fig.4.2) :
1. Les empilements (stacking) de paires de base ou hélices correspondent à un enchaînement
continu de positions appariées ;
2. Les boucles en “épingle à cheveux” (stem-loop ou hairpin loops) ou “boucles terminales”
correspondent à un enchaînement continu de positions appariées qui se termine par une
boucle correspondant à un ensemble de nucléotides non-appariés (> 4nt) ;
3. Les renflements (bulges) correspondent à des situations où quelques bases situées du même
côté de la structure, ne sont pas engagées dans des appariements au niveau d’un empilement ;
4. Les boucles internes (internal loop) correspondent à une situation où quelques bases situées
de part et d’autre de la structure, ne sont pas appariées ;
5. Enfin les boucles multiples (junction) correspondent aux jonctions entre plusieurs structures
tiges-boucles ;
6. Les structures secondaires peuvent parfois mettre en évidence des motifs tertiaires, appelés
pseudo-noeuds (pseudoknot).
A partir d’une séquence d’ARN, il est possible de construire un très grand nombre de structures
secondaires différentes. Il est aujourd’hui admis qu’une molécule d’ARN adopte généralement
une structure stable sur le plan thermodynamique et présente un cœur de structure conservé entre
plusieurs membres d’une même famille. Plusieurs approches exploitant ces hypothèses ont été
développées depuis les années 1990, donnant lieu à de nombreux outils permettant d’accéder à des
modèles de structure pertinents.
4.1.1.2 Les ARNnc dans les différents domaines du vivant
Les ARNnc ont été largement mis en évidence chez les bactéries (L. S. Waters & Storz, 2009),
les archées (Babski et al., 2014), et les eucaryotes (Morris & Mattick, 2014 ; Bartel, 2009 ; Carthew
& Sontheimer, 2009) (fig.4.3). Leur nombre a considérablement augmenté ces dernières années, en
raison du développement des approches de séquençage des transcriptomes à haut-débit. Certains
ARNs ubiquitaires, connus de longue date, sont présents dans l’ensemble des règnes du vivant. Les
plus connus sont les ARNt (ARN de transfert) et les ARNr (ARN ribosomiques), qui constituent le
cœur de la machinerie de traduction.
Outre les ARNt et ARNr, les bactéries possèdent des ARNs non-codants spécifiques (cf. table
4.1) et bien conservés tels que l’ARN 6S encore appelé ARN SsrS (Brownlee & Cartwright, 1971 ;
Wassarman & Storz, 2000), ou le tmRNA, encore appelé SsrA (Ray & Apirion, 1979). Néanmoins,
d’autres ARNnc, dont l’abondance a été révélée par la transcriptomique, sont impliqués dans la
régulation de l’expression des gènes et apparaissent bien plus spécifiques à l’échelle même de l’es-
pèce et du genre. Ces ARNnc régulateurs ont généralement une taille inférieure à 200 nt (exception
notable de l’ARN III caractérisé chez S. aureus). Les ARNnc regroupent chez les bactéries un



























































FIGURE 4.2: Présentation des différents éléments de structure secondaire et tertiaire des
sRNAs. D’après (Ding & Lawrence, 2003 ; Staple & Butcher, 2005).
ensemble de régulateurs cruciaux permettant à la cellule bactérienne d’ajuster sa physiologie aux
variations environnementales (Repoila & Darfeuille, 2009). Ces ARNs régulateurs, encore appelés
sRNAs, correspondent majoritairement à des ARNs de taille réduite. Ces sRNAs vont intervenir
dans une très grande diversité de processus physiologiques (L. S. Waters & Storz, 2009 ; Gottesman
& Storz, 2011) dont la constitution des systèmes toxine-antitoxine (Fozo, Hemm, & Storz, 2008),
la transposition (Simons & Kleckner, 1983), la réplication plasmidique (MacLellan, Smallbone,
Sibley, & Finan, 2005), le quorum-sensing (Lenz et al., 2004), ou encore la réponse à des stress
environnementaux (Wassarman, 2002 ; Michaux et al., 2014).
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TABLE 4.1: Quelques exemples d’ARN non-codants ubiquitaires chez les bactéries
Type Référence Description
ARNr (Snyder et al., 2013) Les ARN ribosomiques, constituent la structure du ribosome et
catalysent la synthèse de la protéine, ils se subdivisent en ARN 16S
(qui constitue la petite sous-unité ribosomale), ainsi que les ARN
23S et 5S (qui forment la grande sous-unité ribosomale)
ARNt (Snyder et al., 2013) La fonction du ARNt consiste à recruter un acide aminé d’une
part, et d’autre part à interagir avec le codon correspondant de
l’ARNm au niveau d’une structure tige-boucle (anticodon). Les
deux premières positions du codon interagissent selon un mode
d’appariement Watson-Crick avec les positions 35 et 36 de l’an-
ticodon de l’ARNt, tandis que la troisième position du codon (la
position dite Wobble car les appariements non-canoniques type GU




(X. Chen et al., 2007 ; Alt-
man et al., 2005)
La RNAse P est la plus répandue des ribonucléases, elle est retrouvée
dans la plupart des organismes connus. Chez les bactéries, la RNAse
P est une ribonucléoprotéine impliquée dans la maturation des ARNt,
et d’autres types d’ARN (les riboswitches en particulier). Elle se




(Kuhn et al., 2011) Le SRP ou Signal Recognition Particule désigne une ribonucléopro-
téique conservée dans l’ensemble des domaines du vivant. Chez les
bactéries, le SRP est impliqué dans l’adressage et l’acheminement
des protéines de la membrane plasmique. Chez les bactéries, le SRP
est constitué de l’ARN 4.5S et d’une protéine (Ffh).
tmRNA (Janssen & Hayes, 2012) Le tmRNA est un petit ARN impliqué dans le contrôle de la tra-
duction des ARNm en protéines. il permet, en cas de traduction
interrompue, de recycler les complexes de traduction. Il agit tout
d’abord comme un ARNt pour se lier au ribosome, puis comme un
ARNm afin d’ajouter une étiquette (ssrA) au niveau de la chaîne po-
lypeptidique naissante, ce qui a pour effet d’adresser le polypeptide
en cours de synthèse pour la protéolyse.
ARN 6S (Barrick et al., 2005 ;
Wassarman, 2007 ; Will-
komm & Hartmann,
2005)
Cible l’ARN polymérase σ70-RNAP qui est impliquée dans la trans-
cription de nombreux gènes “de ménage”.
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Comme les bactéries, les archées laissent apparaître une diversité d’ARNnc. Néanmoins, cer-
taines familles d’ARNnc telles que snoRNAs 2, ne sont pas représentées chez les bactéries mais ont
été découvertes initialement chez les eucaryotes (Omer et al., 2000 ; Gaspin, Cavaille, Erauso, &
Bachellerie, 2000).
Chez les eucaryotes de nombreuses catégories d’ARNnc ont été mises en évidence. Leur taille
varie de quelques nucléotides à plusieurs Kb. Ces ARNnc sont impliqués dans la régulation de
l’expression des gènes au cours de la transcription, dans la maturation des ARNs, dans la traduction,
dans la protection vis à vis de l’intégration d’ADN exogène, dans les réarrangements génomiques
ou encore dans les modifications épigénétiques. Les siRNAs 3 (Elbashir, Martinez, Patkaniowska,
Lendeckel, & Tuschl, 2001), les miRNAs 4 (Bartel, 2009), ou encore les piRNAs 5 (Aravin et al.,
2006 ; Girard, Sachidanandam, Hannon, & Carmell, 2006 ; Grivna, Beyret, Wang, & Lin, 2006 ;
Watanabe et al., 2006) vont être impliqués dans la régulation post-transcriptionnelle de l’expression
des gènes (les piRNAs sont quant à eux plus spécifiques des cellules de la lignée germinale). On
peut également citer les lncRNAs 6s, qui vont être impliqués dans des mécanismes de régulation épi-
génétique via la formation de complexes ribonucléoprotéiques (RNP) avec des protéines engagées
dans la régulation de la chromatine (Rinn & Chang, 2012).
Enfin, les ARNnc ont pu être montrés impliqués dans l’établissement d’interactions entre
la bactérie et l’hôte au cours des relations hôte-bactérie telles que les relations symbiotiques,
commensales ou hôte-pathogène. Ces interactions qui induisent des adaptations rapides, sollicitent
donc de nombreux ARNnc, du côté de l’hôte (Geng & Tan, 2016 ; Y. Zhang & Cao, 2016 ; Katiyar-
Agarwal & Jin, 2010 ; Abendroth, Schmidtke, & Bonas, 2014 ; Staiger, Korneli, Lummer, & Navarro,
2013) comme de celui de la bactérie (Romby, Vandenesch, & Wagner, 2006 ; Papenfort & Vogel,
2010 ; Svensson & Sharma, 2016 ; Ahmed, Zheng, & Liu, 2016 ; Harfouche, Haichar, & Achouak,
2015). De telles observations s’appliquent aussi bien aux plantes qu’aux animaux pour lesquels les
fonctions régulatrices des ARNnc commencent a être perçues comme essentielles pour le pilotage
de la réponse immunitaire.
2. small nucleolar RNAs
3. small interfering RNAs
4. micro RNAs
5. Piwi interacting RNAs
6. long non coding RNAs
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4.1.1.3 Les ARNnc bactériens
Les ARN non-codants régulateurs bactériens (ARNreg ou sRNA), regroupent la majorité des
régulateurs post-transcriptionnels de l’expression des gènes chez les bactéries. L’un des premiers
sRNA, micF, a été identifié en 1984, chez l’organisme modèle Gram- Escherichia coli (Mizuno,
Chou, & Inouye, 1984 ; Inouye & Delihas, 1988). Il aura fallu attendre le début des années 2000
pour que soient réalisées les premières études systématiques à l’échelle des génomes, à l’aide
d’approches in silico. Elles ont permis d’exploiter simultanément la conservation de régions non
codantes au sein de plusieurs génomes apparentés et la présence de terminateurs ρ-indépendant
orphelins (Hershberg, Altuvia, & Margalit, 2003). Ainsi, les approches in silico ont permis de
mettre en évidence un ensemble de sRNAs chez Escherichia coli dont certains ont pu être validés
expérimentalement. En effet, si des études précédentes ont pu mettre en évidence plusieurs sRNAs
(essentiellement au sein des plasmides, ou des phages), elles concernaient un nombre de cas restreint
et leur mise en évidence était bien souvent fortuite. Par la suite, l’utilisation combinée des ap-
proches bioinformatiques et des techniques de transcriptomique haut débit, ont permis d’augmenter
considérablement le nombre de sRNAs identifiés, mais également d’étendre les analyses à d’autres
organismes tels que les bactéries Gram+, avec notamment Staphylococcus aureus (Geissmann
et al., 2009 ; Beaume et al., 2010) et Listeria (Izar, Mraheil, & Hain, 2011 ; Mellin & Cossart, 2012).
Alors que le rôle décisif des sRNAs est aujourd’hui bien établi, leur annotation automatique
systématique au sein d’un génome reste peu fréquente en raison de leur faible conservation au-delà
de l’espèce, du manque de données au sein des banques de données internationales et, surtout au
faible nombre de signaux permettant leur découverte à l’échelle de la séquence génomique. Par
exemple, les sRNAs n’ont pas de signaux de type START ou STOP ou de cadre ouvert de lecture
contrairement aux gènes codants. De plus contrairement aux ARNt et ARNr qui sont relativement
bien conservés entre les bactéries, la plupart des sRNAs vont être spécifiques d’un groupe restreint
d’organismes (espèce voire genre). De ce fait, relativement peu d’études se sont attachées à étudier
leur évolution (Skippington & Ragan, 2012 ; Peer & Margalit, 2014), ou les relations de coévolution
qu’ils peuvent établir avec des gènes codants (Marchais, Naville, Bohn, Bouloc, & Gautheret, 2009).
Cependant, le nombre croissant de génomes et de transcriptomes séquencés permet d’envisager
une évolution rapide de la connaissance des données d’annotation et d’expression des sRNAs
permettant d’aborder à une échelle plus large l’histoire évolutive de ces macro-molécules.
4.1.2 L’accès aux transcriptomes : une source de données pour l’identification des
ARNnc bactériens
La dernière décennie a été marquée par l’essort des technologies de production ’omique’ à
haut-débit. En particulier, le développement de la transcriptomique a engendré un accroissement
considérable du nombre de transcriptomes bactériens disponibles.
Les premières technologies haut-débit utilisées dans le cadre de l’étude des transcriptomes
sont les microarrays ou “puces à ADN”. Les niveaux d’expression des gènes sont mesurés via le
taux d’ADNc 7 (Liang et al., 2013) synthétisés à partir des ARN messagers à l’aide une étape de
reverse-transcription. Des sondes d’ADN simple brin (ssDNA 8) sont immobilisées sur un substrat
solide. L’ADN cible est marqué à l’aide d’un fluorophore et hybridé sur la puce. La mesure de
l’intensité du signal lumineux émis en sortie permet de quantifier le nombre de molécules d’ADN
liées. Néanmoins, la technologie microarray ne permet de suivre que les transcrits des gènes connus
au préalable. Ainsi, l’approche tiling-array a été conçue pour interroger le génome sur son contenu
7. ADN complémentaires
8. single strand DNA
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en ARN sans être biaisée par les annotations existantes. Le principe de cette approche diverge
des méthodes plus classiques de microarray au niveau de la nature des sondes utilisées. Ici les
sondes ne sont pas obtenues à partir de la reverse-transcription des ARNm, mais vont être générées
de manière à couvrir l’ensemble de la séquence génomique à étudier (Lemetre & Zhang, 2013).
Au cours de la dernière décennie, de nombreux sRNAs ont pu être identifiés à l’aide de ces méthodes.
Néanmoins, le manque de précision lié à des taux variables d’hybridation, occasionnant des
difficultés de normalisation du signal, a entraîné leur remplacement progressif par les approches
basées sur le RNA-seq, plus fiables et plus reproductibles (S. Zhao, Fung-Leung, Bittner, Ngo,
& Liu, 2014). Pour citer quelques exemples, chez l’espèce Gram- modèle Escherichia coli, les
approches RNA-seq ont permis de retrouver la grande majorité des sRNAs (83 sRNAs connus)
préalablement identifiés et ont également permis de mettre en évidence de nouveaux candidats
(Skippington & Ragan, 2012 ; Raghavan, Groisman, & Ochman, 2011). De même 70 sRNAs ont
pu être identifiés chez Salmonella (Christiansen, Larsen, Ingmer, Sogaard-Andersen, & Kallipolitis,
2004 ; Sittka et al., 2008). Chez la bactérie Gram+ Listeria, le premier sRNA caractérisé a été
identifié en 1999 (Barry, Kelly, Glynn, & Peden, 1999). Par la suite, 20 sRNAs ont été validés par
Northern Blot et co-immunoprécipitations avec Hfq (Izar et al., 2011). L’utilisation des approches
de tiling array a permis d’identifier 103 sRNA régulateurs potentiels (Toledo-Arana et al., 2009) et
par la suite les approches RNA-seq ont permis d’identifier près de 200 sRNAs supplémentaires
(Oliver et al., 2009 ; Mraheil et al., 2011). Enfin, des analyses RNA-seq plus récentes ont permis
de mettre en évidence 118, 89, et 303 sRNAs chez respectivement Staphylococcus epidermidis,
carnosus et aureus (Carroll, Weiss, Broach, et al., 2016). Quelques exemples de génomes pour
lesquels l’identification et l’annotation structurale des sRNAs ont été réalisées sont listées dans la
table 4.2.
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TABLE 4.2: Nombre de sRNAs connus chez quelques espèces bactériennes. Les sRNAs comptés
correspondent au sRNAs validés au cours d’expériences de transcriptomique type microarray, tiling
array ou RNA-seq. A partir de (Ghozlane, 2012).
Organisme Nombre de sRNAs Références
Streptococcus pneumoniae 88 (Zorgani et al., 2016 ; Acebo et al.,
2012)
Escherichia coli 83 (Argaman et al., 2001 ; Wassar-
man et al., 2001 ; Raghavan et
al., 2011 ; Skippington & Ragan,
2012)
Yersinia pseudotuberculosis 150 (Koo et al., 2011)
Listeria monocytogenes 304 (Toledo-Arana et al., 2009 ; Izar et
al., 2011 ; Becavin et al., 2017)
Bacillus subtilis 261 (Irnov et al., 2010 ; Nicolas et al.,
2012)
Helicobacter pilori 60 (Sharma et al., 2010)
Chlamydia trachomatis 9 (Albrecht et al., 2010)
Staphylococcus aureus 303 (Sassi et al., 2015 ; Bohn et al.,
2010 ; Beaume et al., 2010 ; Car-
roll, Weiss, & Shaw, 2016)
Bacillus anthracis 2 (Passalacqua et al., 2009)
Burkholderia cenocepacia 51 (Yoder-Himes et al., 2009 ; Stub-
ben et al., 2014)
Vibrio cholerae 147 (J. M. Liu et al., 2009)
Salmonella enterica 98 (Sittka et al., 2009 ; Amin et al.,
2016)
Mycoplasma hyopneumoniae 47 (Siqueira et al., 2016)
Mycobacterium tuberculosis 9 (Arnvig & Young, 2009)
Mycobacterium leprae 68 (Akama et al., 2009, 2009)
Xanthomonas spp 44 (Abendroth et al., 2014)
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4.2 Classification et rôle des ARN régulateurs bactériens
Les modalités d’action des sRNAs sont variées. Ils peuvent en effet agir à tous les niveaux
de l’expression du gène. Certains sRNAs, tels les CRISPRs vont pouvoir cibler des séquences
particulières au niveau de la molécule d’ADN (Sorek, Kunin, & Hugenholtz, 2008). D’autres, tels
que les riboswitches, font partie intégrante du messager et permettent de moduler sa stabilité ou
sa transcription. D’autres vont agir en trans, via des appariements avec les messagers cibles pour
réguler leur expression. D’autres agissent au niveau de la protéine dont ils modulent l’activité en
mimant, dans la plupart des cas, des séquences nucléotidiques ciblées par ces protéines.
De même, les fonctions dans lesquelles ils vont pouvoir intervenir sont assez diverses, incluant
la réponse à des stress (température, pH ...), le quorum sensing, les systèmes toxine-antitoxine
ou encore la pathogénicité (Caldelari, Chao, Romby, & Vogel, 2013 ; Toledo-Arana et al., 2009 ;
Mellin & Cossart, 2012).
4.2.1 Les CRISPRs
Les CRISPRs (Clustered Regularly Interspaced Short Palindromic Repeats) appartiennent à un
mécanisme de défense des bactéries à l’encontre des bactériophages et de certains plasmides invasifs
(en prévenant leur conjugaison) (Sorek et al., 2008). Leur mode d’action présente des similitudes
avec le gene silencing médié par les siRNAs chez les eucaryotes (Marraffini & Sontheimer, 2008).
Le système CRISPR est très étudié dans la mesure où il s’apparente à un système immunitaire
rudimentaire chez la bactéries, mais également parce qu’il constitue un outil précieux pour l’édition
de génomes (Hsu, Lander, & Zhang, 2014), et la mise au point de stratégies de thérapie génique
(Dai et al., 2016).
4.2.2 Eléments cis-régulateurs ou Riboswitches
Ces éléments cis-régulateurs sont généralement transcrits au niveau de la région 5’UTR du
messager sur lequel ils agissent, mais ils ont également pu être observés au niveau de la région
3’UTR de certains messagers. Ces éléments vont pouvoir adopter plusieurs conformations en
réponse à des signaux environnementaux, comme des changements de température, ou encore la
fixation de ligands particuliers comme des ARNt, nucléotides, ions ou métabolites divers (Grundy
& Henkin, 2006). Les riboswitches sont généralement constitués de deux parties (L. S. Waters &
Storz, 2009) incluant une région “aptamère”, sur laquelle le ligand va se fixer et une “plateforme
d’expression” qui va réguler l’expression du gène par le biais de la mise en place ou de la modifica-
tion de structures alternatives au niveau de la molécule de RNA. Cela va affecter la transcription et
/ ou la traduction. Ainsi, après recrutement du ligand par l’aptamère, le riboswitch va changer de
conformation, occasionnant la formation ou la disparition de terminateurs transcriptionnels ou d’an-
titerminateurs, ou bien en masquant / exhibant le site de liaison du ribosome (RBS 9 ou séquence de
Schine-Dalgarno). Dans la plupart des cas, les riboswitches vont avoir une action inhibitrice de la
transcription et / ou de la traduction (Winkler & Breaker, 2005) des séquences codantes situées en
aval lors du recrutement d’un ligand. De même les modalités d’action de ces éléments génomiques
peuvent présenter des variations d’activité en fonction du type d’organisme considéré. Ainsi, chez
les bactéries Gram+, ces derniers atténueront plus spécifiquement la transcription des gènes, au
contraire des Gram- pour lesquelles ils inhiberont plutôt la traduction (Nudler & Mironov, 2004).
4.2.3 sRNAs antisens
La plupart des sRNAs identifiés régulent l’expression des gènes via un appariement avec
l’ARNm correspondant. Ces sRNAs “antisens” peuvent être scindés en deux grands ensembles : les
9. Ribosome binding site
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sRNAs qui vont avoir une bonne complémentarité avec leur ARNm cible (les sRNA cis-antisens),
et ceux qui auront une complémentarité plus limitée (sRNA trans-antisens) avec leur(s) cibles(s)
et qui sont, quant à eux, encodés à distance du(des) ARNm régulé(s) (voir fig.4.4).
Pas de traduc�on et 
dégrada�on
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FIGURE 4.4: Présentation des différentes catégories de sRNAs antisens. La partie (A) cor-
respond aux sRNAs cis-antisens ; la partie (B) correspond aux sRNAs trans-antisens. D’après
(L. S. Waters & Storz, 2009).
4.2.3.1 Les sRNAs cis-antisens
Ces sRNAs sont généralement encodés sur le brin opposé à celui du messager cible. Ils peuvent
partager des régions assez étendues présentant une complémentarité quasi exacte avec leur cible,
(généralement ≥ 75 pb (Brantl, 2007 ; Wagner, Altuvia, & Romby, 2002 ; L. S. Waters & Storz,
2009). Dans la plupart des cas connus, l’interaction entre le sRNA et le ARNm cible débute par
un appariement limité (ancrage) entre les deux molécules qui va permettre l’initiation du duplex.
Cet appariement est, par la suite étendu. Si de plus en plus de sRNAs cis-antisens peuvent être
identifiés au niveau des chromosomes bactériens, les exemples traditionnellement étudiés de ce
type d’interaction correspondent à des sRNAs exprimés au niveau des bactériophages, plasmides
et transposons. Ils ont généralement pour fonction de maintenir un nombre acceptable de copies
de l’élément mobile au sein de l’hôte. Ainsi on peut lister une grande variété de mécanismes,
incluant l’inhibition de la synthèse des amorces de réplication, l’inhibition de la traduction de la
transposase, ou encore la mise en place d’un système de toxine (codés par l’ARNm) - antitoxine
dont le sRNA constitue le régulateur négatif (Brantl, 2007 ; Wagner et al., 2002 ; L. S. Waters &
Storz, 2009). Certains de ces systèmes toxine-antitoxine possèdent des homologues au niveau du
chromosome bactérien. Ainsi, certains sRNAs chromosomiques qui agissent comme des antitoxines
sont homologues de sRNAs plasmidiques (c’est notamment le cas des loci Hok/Sok retrouvés au
niveau du chromosome de Escherichia coli (Kawano, Reynolds, Miranda-Rios, & Storz, 2005)
ou bien peuvent être localisés dans des régions acquises à partir d’éléments génétiques mobiles
(comme le sRNA tnpA (Ellis, Trussler, Charles, & Haniford, 2017). Ceci semble indiquer une
acquisition horizontale préférentielle pour ce type de sRNAs.
4.2.3.2 Les sRNAs trans-antisens
Les sRNAs antisens encodés en trans ont quant à eux une complémentarité limitée avec leurs
ARNm cibles dont ils peuvent réguler l’expression mais également la stabilité. Dans la majorité
des cas connus, la régulation médiée par les sRNAs trans-antisens est de type négative (Aiba,
2007 ; Gottesman, 2005). Ainsi, le sRNA va généralement réprimer la traduction de l’ARNm
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en protéine via une liaison initiale au niveau de la région 5’UTR du messager ce qui masque le
plus souvent le RBS ainsi que le codon d’initiation de la traduction, empêchant le recrutement du
ribosome au niveau du messager et / ou l’initiation de la traduction (Sharma, Darfeuille, Plantinga,
& Vogel, 2007 ; Vecerek, Moll, & Blasi, 2007). Le duplex ainsi formé est généralement dégradé
par la RNase E (Morita, Mochizuki, & Aiba, 2006). Cependant, ces sRNAs peuvent également
activer l’expression de leur messagers cibles lorsque l’association antisens avec la séquence de
l’ARNm permet de dissocier une structure secondaire inhibitrice qui, part exemple, séquestrerait
le RBS (Hammer & Bassler, 2007 ; Prevost et al., 2007 ; Urban & Vogel, 2008). Les sRNAs
trans-antisens peuvent cibler plusieurs ARNm. Cette propriété résulte de la nature discontinue
des interactions qu’ils peuvent établir avec leurs cibles. En effet ces sRNAs mettent en place des
contacts plus diffus sous la forme de régions discontinue, au contraire des interactions établies
par les sRNAs cis-antisens qui sont de nature plus continue avec une complémentarité plus forte.
Dans la plupart des cas, ces sRNAs nécessitent l’intervention d’une chaperonne, la protéine Hfq
qui va stabiliser les interactions. Cette protéine est une chaperonne centrale de la régulation en
trans médiée par les sRNAs (Aiba, 2007). Elle permet de stabiliser les duplex ARN/ARN mais est
également impliquée dans la stabilisation de certains ARNm et sRNAs. Elle pourrait également être
importante pour le recrutement de protéines tierces telles que la RNase E. Néanmoins, certaines
bactéries, majoritairement les firmicutes, ne disposent pas d’une protéine Hfq fonctionnelle vis à
vis de l’action des sRNAs.
4.2.4 Les sRNAs multi-classes
Des études récentes ont mis en évidence des sRNAs présentant plusieurs modes d’action, ce qui
tend à nuancer les nomenclatures usuelles. Ainsi, certains sRNAs ont pu être caractérisés comme
ayant à la fois une fonction de riboswitch et de sRNAs antisens. C’est notamment le cas chez
Listeria monocytogenes des riboswitches SreA et SreB qui vont également présenter une action
trans-antisens. Ces sRNAs vont réguler l’expression de PrfA, un régulateur majeur des gènes de
virulence de Listeria, via un appariement au niveau de la partie 5’UTR (Loh et al., 2009). De plus
en plus d’études tendent à confirmer l’existence et l’importance de ces sRNAs multifonctionnels
(Pitman & Cho, 2015).
4.2.5 Les ARNnc “régulateurs” : principaux mécanismes d’action connus et réseaux de
régulation
4.2.5.1 Interactions ARN-ADN
Les CRISPR mettent en place des interactions de type ARN-ADN. Ils correspondent à des
régions hautement variables qui se composent (Sorek et al., 2008) d’une séquence “leader” suivie
par des enchaînements d’unités composées d’éléments répétés séparés par des “spacers” (Sorek et
al., 2008). Les éléments répétés ont une taille qui peut aller de 24 à 47 nt. La région répétée peut
être présente un très grand nombre de fois (>200) (Sorek et al., 2008). Les séquences répétées
présentes dans un CRISPR sont séparées par des spacers uniques de taille comprise entre 26 et 72
pb. Si les répétitions sont relativement bien conservées, même entre espèces différentes, les spacers
comportent des séquences beaucoup plus variables et peuvent présenter des divergences visibles
entre souches d’une même espèce. Ils présentent des homologies avec des séquences de phages
et de plasmides (Barrangou et al., 2007). Pour être fonctionnels, les CRISPR sont adjacents aux
gènes CAS 10 (Sorek et al., 2008). On dénombre entre deux et six gènes CAS retrouvés dans la
plupart des systèmes CRISPR. Il a pu être montré chez Escherichia coli K12, que les protéines
CasA-E s’associaient pour former un complexe Cascade 11 (Brouns et al., 2008). La protéine CasE
est impliquée dans la synthèse du transcrit pleine taille du CRISPR. Ce transcrit sera par la suite
10. CRISPR-associated
11. CRISPR-Associated Complex for Antivaral Defense
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maturé par les protéines Cas afin de produire de petites sous-unités, les crRNAs 12. Sur cette base,
un mécanisme d’acquisition de résistance a pu être déterminé. Par ce mécanisme, les spacers
nouvellement acquis et homologues de séquences phagiques sont intégrés au sein des CRISPR au
cours de l’infection phagique (voir fig.4.5). Ces nouveaux spacers confèrent une résistance à des
infections ultérieures avec ce même phage ou d’autre phages contenant une séquence analogue.
La partie 5’ de la région CRISPR est connue pour être hypervariable entre les souches et semble
renseigner sur des infections phagiques plus récentes alors que la partie 3’ correspond à des






1. Recrutement du crRNA
2. Identiﬁcation du motif PAM 3.  Appariement crRNA / ADN génomique 4. Clivage double‐brin
FIGURE 4.5: Clivage de l’ADN double-brin par le complexe CRISPR-Cas9. (1) L’ARN guide
crRNA est recruté par l’endonucléase Cas9 ; (2) Cas9 recherche et identifie un motif PAM (Pro-
tospacer adjacent motif ) au niveau du génome ; (3) L’appariement entre le crRNA et l’ADN
génomique s’étend ; (4) Au delà d’une taille critique, l’activité endonucléasique de Cas9 est activée
entraînant le clivage double-brin de l’ADN. D’après (Shui et al., 2016).
12. CRISPR RNA
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4.2.5.2 Interaction ARN-protéine
Certains sRNAs vont interagir avec des protéines afin de réguler leur activité (fig.4.6). La
plupart de ces sRNAs vont avoir un effet inhibiteur via la séquestration de ces protéines. D’autres
vont agir de manière plus fine, en entraînant des changements dans leur activité, par exemple en
occasionnant des modifications d’activité enzymatique. Ainsi, le sRNA CsrB de Escherichia coli
inclus 18 sites de liaison pour CsrA, une protéine connue pour réguler la traduction et la stabilité des
ARNm (Babitzke & Romeo, 2007). Le sRNA CsrB entre en compétition avec les cibles naturelles
de CsrA. D’autres sRNAs vont pouvoir se lier sur des protéines présentant une activité enzymatique
et ont la faculté d’inhiber, d’activer ou de modifier cette activité. L’exemple le plus étudié est
l’ARN 6S d’Escherichia coli qui cible l’ARN polymérase-σ7070 impliquée dans la transcription de
nombreux gènes de “ménage” (Barrick et al., 2005 ; Wassarman, 2007 ; Willkomm & Hartmann,
2005). Ces sRNAs, qui agissent via des mécanismes non-antisens, restent difficiles à caractériser en
raison de l’absence de régions complémentaires évidentes.
proteinesRNA
Inhibi�on modiﬁca�on ac�va�on mise en intrac�on
+
FIGURE 4.6: Différentes catégories de régulations de l’activité des protéines par des sRNAs.
Les sRNAs via leur interaction avec une protéine peuvent selon le type de régulation, inhiber leur
activité, la moduler, l’activer, voir mettre en relation deux partenaires protéiques impliqués dans
une fonction commune (schéma réalisé d’après (Storz et al., 2011).)
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4.2.5.3 Interaction ARN-ARN
4.2.5.3.1 Région 5’UTR, interactions inhibitrices
Les sRNAs agissent via la mise en place d’appariements avec l’ARNm cible, de manière à
former un duplex sRNA-mARN. Dans la plupart des cas, le sRNA va masquer le RBS qui est
localisé dans la région 5’UTR de l’ARNm et qui permet l’initiation de la traduction (voir fig.4.7).
Les régions complémentaires cibles peuvent être relativement courtes (6-7nt) (Kawamoto, Koide,
Morita, & Aiba, 2006 ; Papenfort & Vogel, 2010 ; Balbontin, Fiorini, Figueroa-Bossi, Casadesus, &
Bossi, 2010 ; Guillier & Gottesman, 2008). L’ARNm peut alors être clivé par la RNase E (Masse,
Escorcia, & Gottesman, 2003 ; Dreyfus, 2009). Chez les bactéries Gram-, l’activité de la plupart
des sRNAs nécessite le recrutement de la protéine chaperonne Hfq (voir fig.4.8), qui va stabiliser
le duplex sRNA-mRNA formé (Hopkins, Panja, & Woodson, 2011 ; Panja & Woodson, 2012), et
protège également les sRNAs non-appariés de la dégradation par la RNase E (J. Vogel & Luisi,
2011). Plus rarement, Hfq peut également inhiber la traduction en masquant le RBS. Dans ce cas,
le sRNA va permettre de guider Hfq jusqu’au site d’interaction (Desnoyers & Masse, 2012 ; Salvail,
Caron, Belanger, & Masse, 2013). Les bactéries Gram+, au contraire, ne nécessitent pas la présence
de Hfq pour établir et stabiliser les duplex sRNA-mARN. Si les Gram+ possèdent des protéines
similaires à Hfq, leur rôle n’est pas encore bien caractérisé (Bohn, Rigoulay, & Bouloc, 2007 ;
Y. Liu et al., 2010 ; Rochat, Bouloc, Yang, Bossi, & Figueroa-Bossi, 2012).
Hfq Hfq + sRNA
FIGURE 4.8: Représentation des structures tertiaires de la protéine chaperonne Hfq associée
à un sRNA (Schulz & Barabas, 2014). La figure a été générée à partir des informations dispo-
nibles sur PDB (“protein database” https://www.rcsb.org/pdb/) (pdbid : 4RCC et 4PNO), les
structures tertiaires ont été représentées à l’aide de PyMOL (Schrödinger, LLC, 2015).
4.2.5.3.2 Région 5’UTR, interactions activatrices et stabilisatrices
Dans certains cas, les sRNAs vont pouvoir entraîner des changements conformationnels au
niveau de la molécule d’ARNm. Ces changements conformationnels vont libérer l’accès au site de
RBS et/ou au codon START, entraînant une stimulation de la traduction. Les sRNAs vont également
pouvoir stabiliser l’ARNm en inhibant sa dégradation par le masquage des sites spécifiques
reconnus par les nucléases (dont la RNase E) (Papenfort & Vanderpool, 2015) (voir fig.4.7).
4.2 Classification et rôle des ARN régulateurs bactériens 49
4.2.5.3.3 Région 3’UTR
Il a également pu être montré que les régions 3’UTR 13 des messagers pouvaient faire l’objet
d’interactions avec des sRNAs régulateurs. Généralement, ces régions interagissent avec des
sRNAs encodés dans le voisinage proche du gène (sRNAs cis-antisens) (Ren, Guo, & Sun, 2017).
L’établissement des ces interactions peut, dans certains cas, avoir un effet stabilisateur inhibant la
dégradation (Opdyke, Kang, & Storz, 2004) et peuvent dans d’autres cas avoir un effet inhibiteur,
en favorisant la dégradation du messager (Silvaggi, Perkins, & Losick, 2005).
4.2.6 Motifs de régulation
Les variations environnementales nécessitent un ajustement de la physiologie de la cellule
bactérienne, qui sera permis par la mise en place de réseaux de régulations. L’ajustement de ces
réseaux nécessite la capacité à détecter des signaux environnementaux, l’existence de systèmes de
régulation de l’expression des gènes et de leurs produits, ainsi qu’un ajustement de cette expression
au niveau temporel. La connaissance de ces réseaux de régulation a permis de les classifier :
4.2.6.1 Les réseaux de type “Single input motifs” (SIM)
Dans ce type de réseau, un signal environnemental va pouvoir moduler l’expression d’un
sRNA régulateur de plusieurs ARNm cibles (voir fig.4.9). Plusieurs exemples présentant ce type de
régulation existent chez Escherichia coli :
1. le sRNA RyhB est réprimé par le facteur de transcription Fur en réponse à des concentrations
intracellulaires de fer élevées. Lorsque la concentration en fer devient faible, RhyB n’est
plus réprimé, et il va pouvoir inhiber l’expression de 18 opérons codants pour des protéines
utilisant des ions fer et engagées dans différentes voies métaboliques (Masse, Vanderpool, &
Gottesman, 2005). Si l’on exclut les cibles connues de RyhB, les gènes sous la dépendance
de Fur sont généralement réprimés en présence de fortes concentrations de fer. Ainsi, dans
ce cas, RyhB joue le rôle d’un commutateur, qui permet de convertir Fur, un répresseur
transcriptionnel en un activateur transcriptionnel indirect.
2. Ce type de réseau inclut un mode indirect de régulation où le sRNA contrôle l’expression
globale d’un ensemble de gènes, en contrôlant l’expression d’autres régulateurs. Par exemple
le sRNA OxyS va réprimer l’expression de FhlA, un activateur transcriptionnel des opérons
engagés dans le métabolisme du formate (Altuvia, Weinstein-Fischer, Zhang, Postow, &
Storz, 1997 ; Altuvia, Zhang, Argaman, Tiwari, & Storz, 1998). Dans ce cas, le sRNA
agit comme un intermédiaire entre la détection du signal environnemental et le régulateur
transcriptionnel.
4.2.6.2 Les réseaux de type “Dense overlapping regulon” (DOR)
Ce type de motif va regrouper un ensemble de SIMs chevauchants (voir fig.4.10). Dans la
mesure où chaque SIM va correspondre à un type de stimulus environnemental différent, l’intérêt
du DOR va être de coordonner la réponse à plusieurs signaux environnementaux différents. Ainsi
les DORs vont déterminer la réponse relative de chaque gène cible à différentes combinaisons de
signaux détectés. Ils vont autoriser le contrôle de l’expression de gènes impliqués dans de multiples
réponses biologiques. Par exemple, chez Escherichia coli et Salmonella, les gènes codant pour les
protéines de la membrane externe Omps sont placés sous la dépendance du facteur de transcription
σS. Plusieurs sRNAs vont permettre de moduler l’expression de ce facteur de transcription. Ce
réseau va donc permettre de remodeler le contenu protéique de la membrane externe en réponse à
différents signaux de stress (J. Vogel, 2009).
13. 3’ untranslated region













FIGURE 4.9: Motifs de type Single-input module (SIM). Ce type de module permet de coordonner
l’expression de plusieurs gènes à l’aide d’un régulateur unique. D’après (Beisel & Storz, 2010).
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FIGURE 4.10: Motifs de type dense overlapping regulon (DOR). Contrôle l’expression d’un
ensemble de gènes en réponse à de multiples signaux environnementaux. D’après (Beisel & Storz,
2010).
4.2.6.3 Les réseaux de type “Feedforward loop” (FFL)
Les motifs de type FFL (voir fig.4.12) sont relativement répandus (Beisel & Storz, 2010 ;
Mank, Berghoff, & Klug, 2013 ; Nitzan, Shimoni, Rosolio, Margalit, & Biham, 2015). Ce type de
régulation s’articule en deux temps : (1) Tout d’abord, un régulateur situé en amont va contrôler
directement le gène cible en aval de la voie. (2) Ce régulateur contrôle également l’expression
d’un autre régulateur situé en aval et qui va avoir le même gène cible. Ainsi, la régulation peut
être positive, dans ce cas le FFL est dit “cohérent”, ou bien la régulation fonctionne de manière
opposée, le FFL est dit “incohérent”. Huit catégories de FFL existent en tout et chacun peut
fonctionner selon des modes logiques AND et OR (Alon, 2007). Chez Escherichia coli, l’exemple
des motifs OmpR/MicF/ompF ou encore OmpR/MicF/ompC ou OmpF et OmpC correspondent à
deux porines relativement répandues (Mizuno et al., 1984 ; S. Chen, Zhang, Blyn, & Storz, 2004 ;
Shimoni et al., 2007). OmpR réprime l’expression de ompF et stimule l’expression du sRNA MicF
qui va réprimer la traduction de ompF. En parallèle, OmpR stimule l’expression de ompC et réprime
l’expression du sRNA MicC qui réprime la traduction de ompC. Ansi, OmpR est commun aux deux
motifs de régulation, il participe à deux FFL cohérentes afin de réprimer l’expression de ompF et
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FIGURE 4.11: Motifs de type feedfoward loop (FFL). Ce type de motif permet de réguler un gène
selon plusieurs voies, une voie directe (interaction directe avec le messager) ou indirecte (via un
intermédiaire). D’après (Beisel & Storz, 2010).
4.2.6.4 Les réseaux de type NFL “Negative and double-negative feedback loops”
Ces réseaux correspondent aux boucles de rétrocontrôle négatif et double-négatif (voir fig.4.11).
Un exemple de rétrocontrôle négatif mobilisant des sRNAs chez Escherichia coli peut être illustré
par OmrA et OmrB / ompR où les deux sRNAs vont réprimer la traduction de OmpR, alors que le







FIGURE 4.12: Motifs de type negative feedback lopp (NFL). Ce type de motifs permet à un sRNA
de réguler sa propre expression. Cette régulation peut être directe (le sRNA se régule directement),
ou indirecte (le sRNA se régule au moyen d’un intermédiaire). D’après (Beisel & Storz, 2010).
4.2.7 Le cas d’étude Listeria
Si l’on prend l’exemple du genre Listeria, 304 sRNAs ont pu être identifiés et validés expé-
rimentalement. Ces sRNAs peuvent être subdivisés en 46 éléments cis-régulateurs, 104 sRNAs
antisens et 154 potentiels sRNAs trans régulateurs. Ces sRNAs représentent chez Listeria près de
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10% du contenu en gènes. Ainsi, les sRNAs offrent des moyens de régulation rapide de l’expres-
sion des gènes, permettant une meilleure adaptation à une variation environnementale ou à un stress.
4.2.8 Approches expérimentales pour l’identification de cibles
La découverte de nouveaux sRNAs a occasionné de nombreux questionnements sur leurs rôles
fonctionnels et sur leur intégration dans les réseaux de régulation nécessaire pour le maintien de
la physiologie bactérienne. Dans le cas des sRNAs cis-antisens, l’identification des cibles va être
relativement simple, dans la mesure où ces sRNAs sont transcrits sur le brin reverse des gènes qu’ils
régulent. Les cibles des sRNAs trans-antisens vont, quant à elles, être plus compliquées à mettre en
évidence. Les méthodes d’identification des cibles de ces sRNAs vont être assez nombreuses, et vont
regrouper entre autres, des analyses à grande échelle bioinformatiques, l’utilisation de microrrays,
des analyses de protéomique, ainsi que des approches biochimiques de capture d’affinité (J. Vogel
& Wagner, 2007 ; Sharma & Vogel, 2009). L’identification de gènes candidats peut également se
faire via l’étude des gènes différentiellement exprimés lors de la délétion ou de la (sur)expression
d’un sRNA (Papenfort et al., 2006 ; A. A. Rasmussen et al., 2005).
Néanmoins, l’inconvénient de ces approches reste la difficulté de distinguer les cibles primaires
(qui vont interagir physiquement avec le sRNAs) des cibles secondaires (qui n’interagissent pas
directement avec le sRNA mais qui sont situées en aval d’une cascade de régulation impliquant le
sRNA). En tout état de cause, les méthodes de prédiction de cibles pour les sRNAs imposent une
validation a posteriori des candidats.
4.2.8.1 Approches génétiques
Une approche assez classique va consister à construire des bactéries mutantes qui vont être
modifiées spécifiquement pour la fonction étudiée. On peut par exemple citer des approches basées
sur l’utilisation d’un bactériophage (λplacMu) aléatoirement inséré dans le génome de la bactérie
avec un gène rapporteur (souvent lacZ) dont les promoteurs et signaux d’initiation de la traduction
ont été enlevés de la séquence. L’intégration de ce phage dans la bonne orientation et dans le bon
cadre de lecture, va permettre d’obtenir un gène de fusion où l’expression de lacZ va être placée
sous la dépendance du promoteur et site d’initiation de la traduction du gène cible.
Ainsi, le niveau d’expression des protéines obtenues, issues de la fusion du gène cible et
de la protéine β -D-galactosidase, est analysé par suivi colorimétrique à l’aide d’un substrat de
l’enzyme 14 qui va générer un produit de réaction coloré. Si la souche contient un sRNA inductible,
les gènes de fusion pourront donc soit être surexprimés (colonies bleues) soit sous-exprimés
(colonies blanches). Ce type d’approche ne permettra de mettre en évidence qu’une régulation
exercée au niveau de la région 5’UTR du gène cible, dans la mesure où le sRNA cible la région
initiatrice de la traduction. Les gènes cibles vont par la suite pouvoir être identifiés par clonage et
séquençage de la région correspondante (Altuvia et al., 1997).
4.2.8.2 Approches microarray
L’identification des cibles des sRNAs peut être réalisée via l’utilisation de microarrays. Les
méthodes de microarray vont permettre de comparer les profils d’expression des gènes de souches
caractérisées par des niveaux d’expression différents d’un sRNA étudié, à l’aide du marquage
fluorescent des pools d’ADNc des ARNm. Ces approches utilisent généralement, une souche non
modifiée WT 15, une souche dont le sRNA aura été supprimé et une souche surexprimant le sRNA
(Bernstein, Khodursky, Lin, Lin-Chao, & Cohen, 2002). Néanmoins, ces méthodes ne permettront
14. 4-chloro-3-indolyl-β -D-galactoside (X-Gal)
15. Wild type
4.2 Classification et rôle des ARN régulateurs bactériens 53
pas de mettre en évidence les effets de régulation de la traduction médiés par certains sRNAs (seul
le messager va être considéré).
4.2.8.3 Approches basées sur l’analyse protéomique
Les approches de protéomique quantitative peuvent également être utilisées afin de comparer
les profils d’expression des protéines en fonction de la présence ou de l’absence d’expression d’un
sRNA donné. Ainsi, leur avantage réside dans leur capacité à mettre en évidence l’impact des
sRNAs au niveau de la régulation de la traduction. Néanmoins, elles présentent l’inconvénient de
nécessiter des étapes de préparation difficiles à mettre en œuvre. Ces méthodes peinent à identifier
les protéines peu solubles, telles que les protéines membranaires, elles ne vont finalement permettre
de visualiser qu’environ 10% de l’ensemble des protéines (Pfeiffer et al., 2007).
4.2.8.4 Capture par chromatographie d’affinité
L’inconvénient majeur des approches de détection des cibles des sRNA est la production
d’un taux élevé de faux-positifs. Les études de chromatographie d’affinité vont permettre de
réduire ce biais en se focalisant sur les cibles primaires (voir fig.4.13). Ainsi, les sRNAs vont
être liés de manière covalente au niveau d’une colonne d’élution afin de capturer les ARNm ou
les protéines cibles (dans la cas d’interaction sRNA-protéines) (Hovhannisyan & Carstens, 2009 ;
Chant & Summers, 2007). Certains sRNAs nécessitent également la présence de facteurs auxiliaires,
notamment celle de la chaperonne Hfq. L’intérêt de ces méthodes réside dans la possibilité d’inclure
ces facteurs au cours de l’immobilisation des sRNAs au niveau de la colonne (Antal, Bordeau,
Douchin, & Felden, 2005 ; M. J. Vogel, Peric-Hupkes, & van Steensel, 2007 ; Saliba, C Santos,
& Vogel, 2017). Ces approches peuvent également donner lieu à des interactions non-spécifiques
(Hovhannisyan & Carstens, 2009 ; Chant & Summers, 2007).
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FIGURE 4.13: Identification des cibles des sRNAs. Exemple de stratégie d’identification combinée
des complexes sRNA-mRNA et sRNAs-protéines.
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4.2.8.5 Approches basées sur l’immunoprécipitation (RIP 16)
Ces approches vont permettre d’identifier la présence d’interactions ARN-protéine à l’aide d’une
étape d’immunoprécipitation du complexe formé à l’aide d’anticorps spécifiques de la protéine
d’intérêt. Après élimination des ARNs non liés par une étape d’électrophorèse, le complexe est
soumis à une digestion RNAse. L’ARN, protégé de la RNAse par la liaison de la protéine, est
finalement extrait et reverse transcrit en ADNc. Cet ADNc peut être, par la suite, analysé par des
approches microarray, RIP-chip (Penalva, Tenenbaum, & Keene, 2004), ou par des approches de
séquençage RNA-seq, RIP-seq (J. Zhao et al., 2010).
4.2.8.6 Validation des cibles
4.2.8.6.1 Approches in vitro
La réalisation d’expériences de validation in vitro est requise afin de valider un mode d’action
médié par les sRNAs. Il permet d’attester l’existence d’un mécanisme de régulation. Les mêmes
stratégies vont pouvoir être utilisées pour les protéines et les messagers.
L’approche EMSA 17 (Morita, Maki, & Aiba, 2012) permet une visualisation du complexe
mobilisant le sRNA et l’ARNm ou la protéine. L’utilisation de sondes chimiques ou enzymatiques
en solution, va permettre de suivre l’appariement et les changements conformationnels opérés lors
de la formation du duplex. Ce type d’approche permet également de mettre en évidence, la présence
de molécules auxiliaires, nécessaires à l’établissement de l’interaction comme, par exemple, Hfq
(Antal et al., 2005 ; Heidrich, Moll, & Brantl, 2007).
De même, la régulation de la traduction médiée par les sRNAs peut être mise en évidence par
les approches de type ribosomal toeprint. Ces approches sont basées sur l’inhibition de l’élongation
médiée par la reverse-transcriptase lorsque que les ribosomes sont recrutés sur l’ARNm. Ceci
permet de mettre en évidence la formation des complexes d’initiation de la traduction in vitro en
fonction de la présence ou de l’absence du sRNA (Fechter et al., 2009). De même, il va également
être possible de cibler des structures secondaires d’ARN en solution à l’aide d’agents chimiques ou
de nucléases (Chevalier, Geissmann, Helfer, & Romby, 2009).
4.2.8.6.2 Approches in vivo
La confirmation des mécanismes d’actions de ces sRNAs peut également être réalisée par des
approches in vivo. La génération de mutations (ou d’indels) au niveau de la région d’interaction
du côté du sRNA ou de l’ARNm, permet d’impacter négativement cette association (Boisset et
al., 2007 ; Chabelskaya, Gaillot, & Felden, 2010). Réciproquement, l’introduction d’une mutation
compensatoire de la première va permettre de rétablir l’interaction. Ceci constitue une étape de
validation robuste de l’interaction sRNA-mRNA (Bouvier, Sharma, Mika, Nierhaus, & Vogel, 2008 ;
Papenfort et al., 2008).
4.2.9 En conclusion
Les sRNAs regroupent donc un ensemble de séquences régulatrices, dont le rôle essentiel sur la
régulation de la physiologie bactérienne est maintenant largement reconnu. Bien que les sRNAs
soient encore peu recherchés (et donc mal annotés) à l’échelle d’un génome, la production massive
de données “omiques” (notamment la génomique et la transcriptomique), couplées au développe-
ment d’approches bioinformatiques dédiées, permettent l’identification de nouvelles séquences de
sRNAs à l’échelle d’une espèce voire d’un genre (Geissmann et al., 2009 ; Skippington & Ragan,
2012 ; Peer & Margalit, 2014).
16. Native RNA Immunoprecipitation
17. Electrophoretic Mobility Shift Assay
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Cependant, la caractérisation de ces sRNAs en ce qui concerne leur fonction reste peu explorée
et constitue un enjeu majeur pour permettre de modéliser et de simuler les réseaux de régulation
des organismes étudiés. De nombreux sRNAs régulent leurs cibles via la mise en place d’interac-
tions sRNA-mRNA. La recherche de ces régions d’interaction impose de mettre en évidence des
régions complémentaires entre les deux ARNs ainsi que des structures internes cohérentes avec
les mécanismes mis en jeu. Depuis quelques années, la bioinformatique a largement contribué à
l’identification des sRNAs dans de nombreuses espèces ainsi qu’à la détermination de potentielles
cibles ARNm. Dans la section suivante, nous passerons en revue les ressources existantes.
4.3 Ressources bioinformatiques pour l’identification des ARNnc bactériens,
leur évolution et l’identification d’interactions sRNA-mRNA
Depuis une quinzaine d’années, l’intérêt croissant de la communauté scientifique pour les
ARNnc, la découverte de leur rôle majeur dans l’ensemble des processus du vivant, ainsi que
l’explosion de la production de données issues du transcriptome, ont permis d’accumuler de
nouvelles données dans les banques de données généralistes mais également de créer ou de faire
évoluer des bases de données spécialisées. De plus, ces avancées ont également donné lieu à la
création d’un nombre important de nouveaux logiciels dédiés à l’analyse de ces molécules. Dans
le cadre de cette section nous nous concentrerons, en lien avec la thématique développée dans ce
travail de thèse, sur les ressources bioinformatiques permettant de prédire d’une part, les gènes
d’ARNnc régulateurs au sein des génomes bactériens et d’autre part, les cibles de ces ARNnc
régulateurs bactériens.
4.3.1 Bases de données généralistes et spécialisées
En biologie, les bases de données ont toujours constitué une ressource essentielle pour partager
les connaissances. Depuis les années 2000, ce type de ressources se développe dans le domaine des
ARNnc (voir fig.4.14) (Gorodkin & Ruzzo, 2014).
La base de données Rfam (Griffiths-Jones, Bateman, Marshall, Khanna, & Eddy, 2003 ; Griffiths-
Jones et al., 2005 ; Gardner et al., 2009, 2011 ; Burge et al., 2013 ; Nawrocki et al., 2015 ; Kalvari et
al., 2017) reste la référence internationale pour l’annotation des ARNnc dans tous les domaines
du vivant. Rfam 18 contient aujourd’hui 2686 familles pour l’ensemble des règnes (Kalvari et al.,
2017). L’intérêt majeur de cette base de données est qu’elle fournit un ensemble de ressources per-
mettant d’interroger la base de données mais aussi d’annoter ses propres séquences. Ces ressources
consistent en une suite de logiciels. Pour chaque famille d’ARNnc, un modèle de covariance
(CM 19) capturant la structure secondaire spécifique de cette famille, peut être utilisé afin de
rechercher des membres de cette famille dans une séquence génomique requête. Plus récemment,
RNAcentral (authors listed, 2017) vise à intégrer l’ensemble des ressources concernant les ARNnc.
D’autres bases de données sont spécifiques d’un type d’ARNnc donné. Sans être exhaustif,
nous pouvons citer SILVA (Pruesse et al., 2007) pour les ARNr, GtRNAdb (P. P. Chan & Lowe,
2009, 2016) pour les ARNt, SRPDB (Rosenblad, Gorodkin, Knudsen, Zwieb, & Samuelsson,
2003) une base de données dédiée aux ARNs SRP. D’autres bases de données, plus spécifiques,
vont traiter plus particulièrement des ARNnc bactériens. C’est notamment le cas de sRNAbase
(Sathesh-Kumar, Sridhar, & Rafi, 2010), une base de données dédiée aux sRNAs des Enterobacte-
riaceae ou encore SRD (Sassi et al., 2015) sur les ARNnc des staphylocoques.
18. Rfam 13.0 septembre 2017
19. Covariance Model
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D’autres ressources, spécifiques d’un organisme donné, incluent également des informations
sur le contenu en ARNnc. C’est notamment le cas de la ressource Listeriomics (Becavin et al., 2017).
Enfin, un nombre important de ressources s’est également développé dans le même temps, afin
de répertorier les cibles des ARNnc régulateurs bactériens. Parmi ces ressources, nous pouvons
citer sRNATarBase (Cao et al., 2010 ; J. Wang et al., 2016), RegulonDB (Salgado et al., 2013)
spécifique à E. coli, sRNAMap (Huang et al., 2009) et sRNAdb (Pischimarov et al., 2012), dédiées
respectivement aux bactéries Gram- et Gram+. Enfin, NPInter (Yuan et al., 2014 ; Hao et al.,
2016) s’intéresse plus généralement aux interactions impliquant les ARNnc présents dans tous les
domaines du vivant mais contient encore très peu d’interactions identifiées dans les bactéries.
Les ressources disponibles sur les ARNnc sont aujourd’hui nombreuses, dispersées et parfois
partiellement redondantes. La production massive de génomes ainsi que la détection à grande
échelle des ARNnc et des interactions les impliquant, rendent complexes l’actualisation de ces
ressources. Si des initiatives telles que RNAcentral (authors listed, 2017) ou NRDR (Paschoal et al.,
2012) visent à fournir à la communauté un catalogue des ressources aujourd’hui disponibles, elles
restent elles-mêmes complexes à maintenir en dehors d’un consortium international. L’ensemble
de ces ressources ne permet pas aujourd’hui, d’accéder aux ARNnc de l’ensemble des espèces
pour lesquelles nous disposons d’une séquence génomique. Dans le cadre de l’étude de l’évolution
des ARNnc à l’échelle d’une espèce ou d’un genre, il est donc essentiel de maîtriser les méthodes
d’identification des ARNnc et leurs caractéristiques afin d’être en capacité de les identifier.
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FIGURE 4.14: Organisation des grandes bases de données publiques de sRNAs et de leurs
cibles. Ces bases de données sont organisées en fonction du type de base (généralistes, spécialisées
en sRNAs ou spécifiques d’un organisme) ainsi que du type d’information stockée (alignements,
séquences ou structures). D’après (Gorodkin & Ruzzo, 2014), http://www.oxfordjournals
.org/nar/database/cat/2
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4.3.2 Prédiction et annotation in silico de nouveaux ARNnc bactériens
Le manque de signaux spécifiques aux ARNnc a longtemps contribué, si l’on fait l’exception
des ARNt et des ARNr, au faible niveau d’annotations de ces gènes. De plus, leur grande diversité
de nature et d’action complexifie d’autant plus leur détection (Backofen & Hess, 2010). Enfin, la
plupart sont conservés seulement dans des espèces proches voire, pour certains, uniquement dans
des souches présentant un phénotype particulier, rendant ainsi leur recherche complexe au-delà de
l’échelle du genre (Lindgreen et al., 2014).
Malgré ces difficultés, plusieurs classes de méthodes in silico se sont développées au cours
des dix dernières années et ont largement contribué à la caractérisation de nombreux et nouveaux
ARNnc régulateurs chez les bactéries. Ces approches sont discutées dans (Sridhar & Gunasekaran,
2013) (voir table 4.3). Nous présenterons dans cette partie, ces différentes catégories d’approches
en fonction de l’information qu’elles exploitent :
1. Identification de signaux transcriptionnels encadrant des régions intergéniques orphelines
d’annotation.
2. Détection de biais de composition en nucléotides dans les régions intergéniques
3. Approches comparatives exploitant la conservation de régions intergéniques
4.3.2.1 Exploitation de signaux de transcription
Les approches détectant des signaux de transcription orphelins encadrant des régions inter-
géniques ont permis, au début des années 2000, la découverte d’ARNnc régulateurs chez la bactérie
E. coli (Argaman et al., 2001 ; S. Chen et al., 2002). Les signaux de transcription recherchés corres-
pondent à des séquences promotrices et terminatrices. Néanmoins, la mise en évidence de ces
séquences reste, à l’heure actuelle, une tâche difficile. Par exemple, certains de ces ARNnc sont vrai-
semblablement exprimés dans des conditions particulières (stress) ce qui les place sous le contrôle
de promoteurs spécifiques de ces conditions. Les terminateurs de transcription ρ-indépendants sont
souvent utilisés comme indicateurs des séquences d’ARNnc (Kingsford, Ayanbule, & Salzberg,
2007). Ces méthodes sont très efficaces pour l’identification in silico d’ARNnc spécifiques d’un
organisme, dans la mesure où des terminateurs ρ-indépendants sont présents. Néanmoins, ce type
d’approche est connu pour générer des taux élevés de faux positifs en l’absence de terminateurs
ρ-indépendants. En effet, des séquences ressemblant à des séquences promotrices abondent au sein
des génomes (Haugen, Ross, & Gourse, 2008).
4.3.2.2 Utilisation du biais de composition
L’exploitation du biais de composition en nucléotides a été utilisée pour la première fois en
2001 par Carter et collègues dans le logiciel RNAGENiE (Carter, Dubchak, & Holbrook, 2001).
Néanmoins, c’est en 2002 que ce type d’approches a permis de prédire avec succès les ARNnc de
deux archées hyperthermophyles AT-riches. En effet, un grand nombre d’ARNnc présents dans ces
organismes présentent un GC% plus élevé que celui observé pour les séquences codantes (Klein,
Misulovin, & Eddy, 2002). A notre connaissance, il n’existe pas d’autre étude ayant permis de
mettre en évidence de manière aussi claire cette propriété chez d’autres organismes de composition
AT-riche (hors ARNr).
4.3.2.3 Approches comparatives pour l’identification d’ARNnc
La génomique comparative a permis d’identifier un grand nombre d’ARNnc régulateurs bacté-
riens. Plusieurs types d’approches ont été développées, exploitant uniquement la conservation de
séquence, ou encore la conservation en structure entre deux génomes (Rivas & Eddy, 2001), ou
bien l’information de conservation de séquence et de structure pour plusieurs génomes (Coventry,
Kleitman, & Berger, 2004 ; Washietl, Hofacker, & Stadler, 2005). Ces approches ont pu faire, par
le passé, l’objet d’une évaluation comparative (X. Lu, Goodrich-Blair, & Tjaden, 2011) mettant en
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évidence la complémentarité de ces approches, leurs biais et quelques pistes d’améliorations.
4.3.2.3.1 Exploitation de la conservation en séquence
Les approches détectant des régions conservées au niveau nucléique entre espèces proches ont
aussi permis, en 2001, la découverte d’ARNnc régulateurs chez la bactérie E. coli (Wassarman
et al., 2001). Dans l’article de Wasserman et associés, les auteurs ayant observé qu’entre espèces
proches les ARNnc sont plus conservés que les protéines. Ils ont sélectionné chez E. coli l’ensemble
des régions intergéniques de plus de 130 nt qu’ils ont utilisées comme requêtes pour rechercher
avec le logiciel BLAST (Altschul, Gish, Miller, Myers, & Lipman, 1990), des régions conservées
entre espèces proches phylogénétiquement. Néanmoins, le premier problème posé par ce type
d’approches est que des séquences peuvent être conservées pour des raisons autres que l’existence
d’un ARNnc. Ainsi, il n’est pas évident de distinguer un ARNnc d’une région non traduite, de sites
régulateurs ou d’autres types d’éléments fonctionnels dans un génome.
La mise en évidence de profils de conservation au niveau d’un ensemble de génomes, à
l’aide d’approches de comparaison de séquences telles que BLAST, peuvent être utilisées afin
de rechercher la présence d’un sRNA au niveau d’un ensemble de génomes. On peut notamment
citer sRNApredict (ou SIPHT 20), utilisé pour identifier les ARNnc chez Pseudomonas aeruginosa
(Livny, Brencic, Lory, & Waldor, 2006 ; Livny, Teonadi, Livny, & Waldor, 2008), qui s’appuie
aussi sur la présence de signaux de transcription. Ou encore les approches NAPP 21 (Marchais et al.,
2009) et PsRNA 22 (Sridhar, Sowmiya, Sekar, & Rafi, 2010) qui utilisent quant à elles, les profils
de conservation au niveau des régions intergéniques d’un grand nombre de génomes (≈ 100) afin
d’identifier des sRNAs potentiels.
4.3.2.3.2 Exploitation de l’information en séquence et en structure entre plusieurs génomes
Le premier logiciel exploitant l’information de conservation de séquence et de structure est,
à notre connaissance QRNA (Rivas & Eddy, 2001 ; Rivas et al., 2001). QRNA s’appuie sur trois
modèles probabilistes (modèles de Markov cachés HMM 23) afin de détecter respectivement les
régions codantes (modèle “COD”), les régions correspondant à des ARNnc (modèle “RNA”) et
celles n’appartenant à aucune des deux catégories précédentes (modèle “OTH”) (voir fig.4.15).
Pour cela, QRNA utilise un alignement nucléique de deux séquences. La stratégie proposée dans
QRNA a servi de base au développement d’un ensemble de méthodes permettant la mise en
évidence de structures consensus à partir d’alignements multiples. Parmi ces outils, nous pouvons
citer RNAsim 24, utilisé pour identifier les ARNnc chez S. aureus (Boisset et al., 2007) et l’archée
P. abyssi (Phok et al., 2011).
4.3.2.3.3 Exploitation de l’information de structure consensus sur la base d’un alignement multiple
Au delà des outils précédents qui infèrent une structure secondaire à partir d’alignements
deux à deux, d’autres méthodes proposent de dériver un modèle consensus de structure secondaire
à partir d’alignements multiples et d’un critère de stabilité thermodynamique. Parmi ceux-ci, on
peut citer CARNAC (Touzet & Perriquet, 2004), MSARi (Coventry et al., 2004), RNAz (Washietl et
al., 2005), RNAalifold (Bernhart, Hofacker, Will, Gruber, & Stadler, 2008). D’autres outils ont été
développés par la suite, intégrant ces concepts en les améliorant à la marge tels que RNALFOLD
(Lorenz et al., 2011).
20. sRNA Identification Protocol using High-Throughput technology
21. Nucleic Acid Phylogenetic Profile
22. Prediction of sRNAs
23. Hidden Markov model
24. RNA similarity
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FIGURE 4.15: Représentations des trois catégories représentée par les modèles de QRNA. 3
alignements de composition identique exhibant des profils de mutations causées par trois type de
contraintes sélectives différentes correspondant aux modèles implémentés dans QRNA (Rivas &
Eddy, 2001)
4.3.2.4 Bilan sur les outils de prédiction des ARNnc
Alors que les approches exploitant les signaux de transcription, et le biais de composition
en nucléotides permettent l’identification d’ARNnc spécifiques à un organisme, ces approches
sont mises en échec dès que ces signaux sont faibles ou absents. Au contraire, la recherche de
régions conservées au sein d’un ensemble de génomes, n’autorisent pas l’identification les ARNnc
spécifiques à un organisme, mais permettent de produire un “core-RNAome” partagé par un (sous-)
ensemble de génomes. Enfin, la prise en considération des structures secondaires conservées peut
amener des éléments de preuve supplémentaires pour la découverte d’une nouvelle famille mais reste
un problème complexe qui peut conduire à une sous-prédiction des ARNnc. Assez naturellement,
ces différentes approches ont été intégrées dans des outils pour renforcer la prédiction d’ARNnc
(Tjaden, 2008). Dans le cadre de notre travail sur l’étude de l’évolution des ARNnc, notre objectif
était d’identifier le “core-RNAome” dans le genre Listeria. Pour cette étude, nous avons utilisé
les ARNnc de Listeria monocytogenes EGD-e, qui ont été identifiés par séquençage et tilling
array (Izar et al., 2011 ; Becavin et al., 2017). Cependant, les structures secondaires n’étant pas
caractérisées, nous avons choisi d’utiliser, pour produire un premier “core-RNAome”, une approche
basée sur la recherche de conservations en nucléotides.
TABLE 4.3: Méthodes les plus couramment utilisées pour prédire les sRNAs à l’échelle géno-
mique. La colonne du milieu indique le type de données utilisées par la méthode : (1) l’information
de séquence primaire ; (2) la conservation de la séquence primaire ; (3) l’information de structure
secondaire ; (4) la conservation de la structure secondaire
Nom du logiciel Type de données utilisé Références
- 1,2 (Argaman et al., 2001)
- 2,3 (Axmann et al., 2005)
BIOPROP 1,3 (Carter et al., 2001)
ddbRNA 3,4 (di Bernardo et al., 2003)
Dynalign 3,4 (Uzilov et al., 2006)
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GMMI 1 (Yachie et al., 2006)
ISI 1,2 (Pichon & Felden, 2003)
- 1,2 (Lenz et al., 2004)
MSARI 3,4 (Coventry et al., 2004)
CARNAC 3 (Touzet & Perriquet, 2004)
nocoRNAc 1 (Herbig & Nieselt, 2011)
- 1,2 (Panek, 2008)
PSol 1,2,3 (C. Wang et al., 2006)
QRNA 3,4 (Rivas & Eddy, 2001)
- 1,3 (Saetrom et al., 2005)
- 1 (Schattner, 2002)
INFERNAL 3,4 (Nawrocki et al., 2009)
sRNAFinder 1,4 (Tjaden, 2008)
sRNAPredict 1,2 (Livny et al., 2005)
sRNAscanner 1 (Sridhar, Sambaturu, et al., 2010)
RNAz 3,4 (Washietl et al., 2005 ; Gruber et al., 2010)
RNALfoldz 3,4 (Washietl et al., 2005)
- 3 (Tran et al., 2009)
- 3,4 (Voss et al., 2009)
- 1,2,3 (Xiao et al., 2009)
NAPP 2,3 (Marchais et al., 2009)
PsRNA 2,3 (Sridhar, Sowmiya, et al., 2010)
AtypicalGC 2 (Klein et al., 2002)
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RNAGENiE 2,3 (Carter et al., 2001)
RNAsim 3,4 (Boisset et al., 2007)
4.3.3 Identification in silico des interactions ARN-ARN
Comme nous l’avons vu précédemment, les ARNnc régulateurs exercent leur fonction via la
mise en place d’interactions ARN-ARN ou ARN-protéines. Alors que les approches à haut débit
émergent pour l’identification de l’interactome ARN-ARN (Melamed et al., 2016 ; S. A. Waters et
al., 2017), la prédiction in silico d’interactions ARN-ARN reste un véritable défi en bioinformatique.
Alors que les interactions en cis font intervenir un ARNnc antisens de sa cible, celles en trans sont
caractérisées par la formation de duplex qui peuvent être courts (parfois pas plus de 6 appariements)
et font intervenir deux ARNs situés à des loci distants sur le génome. La recherche in silico de
telles interactions repose sur deux hypothèses :
1. le duplex formé entre les deux ARNs qui interagissent est stable
2. les structures internes respectives du sRNA et de l’ARNm ne sont pas remises en cause.
Du fait de la complexité de leur prédiction, les interactions en trans ont donné lieu au développe-
ment de nombreux outils que nous présenterons ici selon la classification données par S.U. Umu et


















































FIGURE 4.16: Différentes méthodes de prédictions des interactions ARN-ARN. (a) Méthodes
basées sur la complémentarité de séquence (hybridation) ; (b) Méthodes basées sur le Co-
repliement des deux molécules d’ARN : (c) Méthodes basées sur l’accessibilité.
4.3.3.1 Approches basées sur l’alignement de séquences
Alors que BINDIGO 25 (Hodas & Aalberts, 2004) implémente un algorithme optimisé de type
Smith-Waterman, GUUGle utilise des tableaux de suffixes adaptés (Gerlach & Giegerich, 2006). A
25. optimal olIGO-RNA BINDing
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côté de ces logiciels, des outils tels que BLAST 26 (Altschul et al., 1990), BLAT 27 (Kent, 2002) ou
encore SSearch (W. R. Pearson & Lipman, 1988), peuvent être utilisés pour ce type d’approches
en modifiant la matrice de score de sorte qu’elle prenne en considération des complémentarités
entre nucléotides plutôt que les similarités. La stabilité du duplex formé est alors évaluée par le
nombre de paires de bases successives impliquées dans l’interaction ou en pondérant la contribution
de chaque paire en fonction de sa nature (A-U ou U-A, G-C ou C-G, G-U ou U-G). RIsearch 28
(Wenzel, Akbasli, & Gorodkin, 2012) implémente aussi un algorithme d’alignement local de type
Smith-Waterman-Gotoh où le score est calculé sur la base du modèle thermodynamique du plus
proche voisin. Ce type d’approche a été utilisé pour prédire les cibles d’ARNnc chez Listeria
(Mandin, Repoila, Vergassola, Geissmann, & Cossart, 2007).
4.3.3.2 Approches basées sur la minimisation de l’énergie libre
Ces approches adoptent une méthode de repliement de deux ARNs impliqués dans l’interaction
et diffèrent selon la manière dont les structures propres aux deux ARNs sont considérées. Pour
un gain d’efficacité, les logiciels tels que RNAduplex (Lorenz et al., 2011) et TargetRNA (Tjaden,
2008) négligent les structures propres à chacun des ARNs pour ne prédire que les interactions
intermoléculaires.
D’autres algorithmes, tels que PairFold (Andronescu, Zhang, & Condon, 2005), prennent
en compte les structures intra-moléculaires. D’autres, tels RNAcofold (Bernhart et al., 2006),
mettent en compétition les deux séquences pour un co-repliement optimal.
Enfin, les logiciels tels que RNAcofold (Bernhart et al., 2006), RNAup (Muckstein et al., 2006),
RNAplex (Tafer & Hofacker, 2008) et IntaRNA (Busch, Richter, & Backofen, 2008) implémentent
des algorithmes considérant les structures intra-moléculaires mais aussi les sites d’accessibilité








FIGURE 4.17: Interaction de type kissing hairpins entre un ARNm et un ncRNA.
26. Basic Local Alignment Search Tool
27. BLAST-Like Alignment Tool
28. textitRNA-RNA Interactions search tool
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4.3.3.3 Approches comparatives
Plus récemment, des outils tels que CopraRNA 29 (Wright et al., 2013) et PETcofold (Seemann,
Richter, Gesell, Backofen, & Gorodkin, 2011), qui intègrent une approche comparative basée
sur la prise en compte de covariations, ont démontré leur capacité à produire des prédictions
significativement plus précises.
4.3.3.4 Bilan sur l’identification in silico des interactions ARN-ARN
Bien que le bilan réalisé dans cette section se soit pas exhaustif, il présente les principales
approches qui ont permis d’identifier et de valider des interactions ARNnc-ARNm dans de nom-
breux cas. Pour une plus grande exhaustivité, on pourra se reporter à quelques revues discutant les
approches existantes ou les évaluant (Thebault et al., 2015 ; Pain et al., 2015). Cependant, il est
important de souligner que les hypothèses posées en début de cette section ne sont pas toujours
vérifiées. Par exemple, l’analyse des interactions de l’ARN III de S. aureus avec ses cibles, montre
que la structure native de l’ARN III doit, dans certains cas, se modifier en “ouvrant” une structure
tige-boucle pour mettre en place une interaction avec sa cible (Geissmann et al., 2009). De plus, les
performances de ces logiciels, et donc des approches qu’ils implémentent, dépendent beaucoup
des séquences données en entrée (séquences entières ou partielles de l’ARNnc régulateur et des
ARNm). Dans le cadre de ce travail de thèse, nous avons utilisé le site sRNA-TaBac, développé
en interne dans le cadre du projet BACNET. Ce site intègre un sous-ensemble de logiciels listés
ci-dessus : IntaRNA, RNAplex, RIsearch, RNAcofold et SSearch.
L’augmentation constante des sRNAs bactériens connus, associé au nombre élevé d’ARNm
candidats déterminés par les approches de prédiction d’interactions (s)RNA-(m)RNA donnent lieu
à des réseaux de régulation inférés complexes. Il devient donc nécessaire de disposer de méthodes
permettant de faciliter leur exploration par les bioinformaticiens et les biologistes, afin de mettre en
évidence des candidats d’intérêts pour des travaux complémentaires de validation expérimentale
des interactions. C’est notamment ce que permet “rNAV” (Thebault et al., 2015 ; Bourqui, Dutour,
Dubois, Benchimol, & Thebault, 2017), un outil dédié à la reconstruction, l’enrichissement et
l’exploration de ces réseaux d’interaction sRNAs-mRNAs.
4.3.4 Evolution et coévolution des ARNnc régulateurs bactériens
Alors que le rôle majeur des ARNnc régulateurs bactériens est bien établi, nous disposons
de peu d’éléments quant à la manière dont ces ARNnc évoluent au sein des génomes bactériens.
Quelques études montrent cependant qu’ils semblent évoluer plus rapidement que les gènes codants
avec pour conséquence une identification par homologie plus complexe au-delà du genre (Gardner,
Wilm, & Washietl, 2005 ; Hoeppner & Poole, 2012 ; Lindgreen et al., 2014).
En 2009, la méthode proposée par l’équipe de D. Gautheret, dite de “profilage phylogénétique
d’acides nucléiques” NAPP 30 (Marchais et al., 2009), s’est appuyée sur l’existence de 422 génomes
bactériens pour analyser simultanément les régions codantes et les régions intergéniques conservées
au niveau nucléique dans l’ensemble de ces génomes. Si cette étude a eu le mérite de définir
une première approche permettant d’établir un profil de présence-absence au sein des génomes
considérés, à la fois pour la prédiction d’ARNnc et des gènes cibles putatifs, elle n’a pas permis
d’émettre des hypothèses quant à l’évolution des ARNnc et de leurs cibles.
La disponibilité de séquences génomiques de plus en plus nombreuses à l’échelle d’une espèce
ou d’un genre ont donné lieu à quelques études de l’évolution d’un ARNnc (I. C. Chen, Griesenauer,
29. Comparative prediction algorithm for small RNA targets
30. Nucleic Acid Phylogenetic Profile
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Yu, & Velicer, 2014 ; I. K. Chen, Velicer, & Yu, 2017) ou sur un ensemble d’ARNnc (Skippington
& Ragan, 2012 ; Peer & Margalit, 2014 ; Kacharia, Millar, & Raghavan, 2017). Les travaux précur-
seurs d’Elizabeth Skippington (Skippington & Ragan, 2012) ont permis de mettre en évidence que
plus des deux tiers des ARNnc régulateurs identifiés chez la souche de référence Escherichia coli
K12 MG1655 sont conservés au niveau de l’espèce Escherichia coli - Shigella et que la majorité
des profils observés découlent d’événements de perte au cours de l’histoire de l’espèce, suggérant
que la majorité de ces ARNnc sont antérieurs à l’émergence de l’espèce. De plus, les auteurs ont
pu montrer que les ARNnc régulateurs variables semblaient moins intégrés dans les réseaux de
régulation de la cellule que ceux qui sont conservés, et que Hfq semblait faciliter l’articulation
entre les gènes variables et conservés de l’espèce, au niveau post-transcriptionnel. De même, la
plupart des gènes régulés par les “core-ARNnc” pour lesquels une association à la chaperonne Hfq
peut être constatée, semblaient avoir été transférés au sein des autres représentants de l’espèce, de
manière intacte, ce qui suggère un rôle de Hfq dans l’intégration des gènes latéralement acquis
au sein des réseaux de régulation de la cellule bactérienne.
Par la suite, les travaux de Asaf Peer et Hanah Margalit (Peer & Margalit, 2014), toujours
réalisés chez Escherichia coli, se sont quant à eux focalisés sur l’étude évolutive de l’interaction
ARNnc-ARNm. Ils ont pu observer que les ARNnc régulateurs semblaient plus anciens que la
majorité de leurs sites de liaison connus au niveau des ARNm cibles avec au moins un site apparu
de manière simultanée ou antérieure, ce qui correspond potentiellement à un processus d’intégration
en deux temps : (1) l’établissement de la première interaction exerçant tout d’abord une pression
de sélection, et par la suite, (2) l’acquisition secondaire de cibles additionnelles qui vont adapter
leur site de liaison à la région complémentaire au niveau de l’ARNnc. Ceci suggère donc l’existence
de mécanismes exerçant une pression de sélection sur l’ARNnc pour son maintien au cours de
l’histoire évolutive de l’espèce. Ainsi, le constat de cette articulation entre ARNnc et gènes cibles
régulés suggère naturellement la question de l’existence de relations de coévolution entre ces
partenaires d’interaction. A notre connaissance, les travaux de l’équipe de H. Margalit constituent
la seule étude à grande échelle sur la coévolution entre ARNnc et ARNm. Nous proposons dans le
cadre de cette thèse, de traiter cette question chez les bactéries Gram+ en utilisant le genre Listeria
pour lequel plus d’une cinquantaine de génomes complets sont disponibles et un grand nombre
d’ARNnc régulateurs sont connus.
TABLE 4.4: Quelques méthodes fréquemment utilisées pour prédire les cibles des sRNA régu-
lateurs. La deuxième colonne indique pour chaque méthode le type de données utilisé : (1) hybrida-
tion ;(2) accessibilité ; (3) région graine ;(4) structure jointe ;(5) conservation (d’après (Bibekanand
& Ghosh, 2012))
Nom du logiciel Type de données utilisé Références
RNAhybrid 1 (Rehmsmeier et al., 2004)
RNAup 1,2 (Muckstein et al., 2006)
TargetRNA 1,3 (Tjaden et al., 2006)
- 1 (Mandin et al., 2007)
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- 4 (Boisset et al., 2007)
RNAduplex 1 (Lorenz et al., 2011)
RNAplex 1 (Tafer & Hofacker, 2008)
IntaRNA 1,2,3 (Busch et al., 2008)
CopraRNA 1,2,3 (Wright et al., 2013)
sRNATarget 3,4 (Y. Zhao et al., 2008)
RactIP 4 (Kato et al., 2010)
- 2,5 (Peer & Margalit, 2011)
PETcofold 4,5 (Seemann et al., 2011)
ripalign 4,5 (A. X. Li et al., 2011)
RNAcofold 4 (Lorenz et al., 2011)
RIsearch 1,2 (Wenzel et al., 2012)
Ssearch 1 (Smith & Waterman, 1981)
5. Évolution des génomes et de leurs
éléments
5.1 Concepts généraux et éléments de définition
5.1.1 Homologie : orthologie - paralogie - xénologie
La reconstruction des relations de parenté entre unités taxonomiques (OTUs) nécessite de
disposer d’un ensemble de caractères comparables entre les organismes à étudier. Il est donc né-
cessaire de disposer de caractères “homologues”, c’est à dire hérités d’un même ancêtre commun.
Il s’agit donc de distinguer parmi ces homologues, les “orthologues” qui désignent des caractères
homologues résultant d’un événement de spéciation, les “paralogues” qui désignent quant à eux
les homologues résultant d’événements de duplication (Fitch, 1970), enfin les “xénologues” cor-
respondent aux homologues issus d’événements de transferts horizontaux (G. S. Gray & Fitch,
1983). En conséquence, il est essentiel de pouvoir différencier “paralogues” et “xénologues” dans
la mesure où ces derniers peuvent partiellement fausser l’inférence phylogénétique.
Des méthodes ont pu être proposées afin d’identifier ces cas. Certaines vont se baser sur la mise
en évidence de discordances entre la phylogénie de l’espèce et du gène en question (R. D. Page
& Charleston, 1997), d’autres vont utiliser l’information de comparaison de séquences (Tatusov,
Galperin, Natale, & Koonin, 2000), notamment au travers du principe du BRH 1, qui fait l’hypo-
thèse que l’orthologue d’un gène au sein d’un autre génome correspond à l’alignement local de
score maximum. Néanmoins, ceci ne se vérifie pas toujours, en particulier dans des situations de
paralogie cachée qui correspondent à un événement ancestral de duplication suivi par la perte de
l’orthologue (Koski & Golding, 2001). D’autres approches vont également permettre d’utiliser la
conservation de la synténie, i.e. l’information relative à l’ordre des gènes, afin de résoudre ces
situations, c’est notamment le cas de PanOCT, qui permet d’utiliser le contexte génomique proche
(CGN 2) afin d’identifier les orthologues “vrais” (Fouts, Brinkac, Beck, Inman, & Sutton, 2012)
dans des génomes proches.
1. Best Reciprocal Hit
2. Conserved Gene Neighborhood
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Orthologues
Gène A1






































FIGURE 5.1: Représentation des différents types de relations d’homologies pouvant exister
entre gènes.
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5.1.2 Types de données utilisés
Plusieurs types de caractères peuvent être considérés (fig.5.2). Ainsi, les traits phénotypiques,
tels que les traits morphologiques ont traditionnellement été utilisés afin de reconstruire les relations
de parenté entre organismes. Néanmoins, le développement des technologies de séquençage opéré
au cours de ces 20 dernières années a entraîné leur remplacement par les séquences biologiques,
dans la mesure où ces séquences offrent un alphabet (globalement) commun à l’ensemble du
vivant et sont plus résolutives que les traits phénotypiques. De plus, elles suivent un processus
d’évolution plus régulier et sont donc mieux corrélées à l’histoire évolutive des espèces (Mishler,
Bremer, Humphries, & Churchill, 1988). Dans la suite de ce manuscrit, nous nous intéresserons
plus particulièrement à la phylogénie moléculaire.
          t4
G1    1.022 
G2    0.256
G3    1.265
G4    8.248
G5    9.326
G6    0.569
G7    1.458
... 
          t1  
G1    1   
G2    0  
G3    1  
G4    1  
G5    1  
G6    0  
G7    1  
... 
 
         t3 
G1    1
G2    0
G3    2
G4    3
G5    5
G6    2













CTGGCAGGAA ACACTGCAAA TCGTTAAAAA AAATATGAGT
CTGGCAGGAA ACACTGCAAA TCGTTAAAAA AAATATGAGT
CTGGCAGGAA ACACTGCAAA TCGTTAAAAA AAATATGAGT
CTGGCAGGAA ACACTGCAAA TTGTTAAAAA AAATATGAGT
CTGGCAGGAA ACACTGCAAA TTGTTAAAAA AAATATGAGT
CTGGCAGGAA ACACTGCAAA TCGTTAAAAA AAATATGAGT
CTGGCAGGAA ACACTGCAAA TTGTTAAAAA AAATATGAGT
CTGGCAGGAA ACACTGCAAA TTGTTAAAAA AAATATGAGT
s1...
1. Alignement de séquences biologiques 2. Trait phénotypique
          t2 
G1    A
G2    B
G3    E
G4    A
G5    B
G6    B








L’arbre phylogénétique désigne un mode de représentation utilisé en biologie évolutive afin
de modéliser les relations de parenté qui peuvent exister entre unités taxonomiques (OTUs 3).
L’arbre phylogénique constitue originellement une représentation dichotomique des relations de
parenté entre OTUs d’un ensemble donné. Il matérialise les événements de séparation dichotomique
successifs entre ces éléments (événements de spéciation) à partir d’un élément ancestral (ancêtre
commun), (i.e. la “racine” de l’arbre) jusqu’aux éléments actuels qui constituent notre groupe (i.e.
les “feuilles” de l’arbre). Chaque nœud interne correspond à un ancêtre commun hypothétique
des OTUs du groupe de départ. Les branches de l’arbre phylogénétique peuvent être valuées, ce qui
correspond le plus souvent à la quantité d’évolution estimée entre les deux espèces hypothétiques
aux extrémités de cette branche. Ainsi la longueur de branche va augmenter proportionnellement
à la divergence estimée entre les deux espèces.
Du point de vue mathématique, un arbre (phylogénétique) peut être assimilé à un type de
graphe particulier, le graphe étant un objet utilisé en informatique afin de représenter les relations
existant entre objets. De nombreux problèmes en biologie computationnelle peuvent également
être représentés sous forme de graphes. Ils sont notamment utilisés afin de représenter les relations
entre entités biologiques, telles que les réseaux de régulation, l’homologie ou encore les relations
de parenté entre espèces. Ainsi nous allons donner quelques éléments de définition sur les arbres en
général.
3. Operational Taxonomic Unit
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Definition 5.1.1 — Arbre phylogénétique, quelques propriétés. Un arbre T de n sommets
et m arêtes peut être défini par un ensemble de propriétés :
— Un arbre est un graphe orienté a connexe b sans cycle c.
— Un arbre est de taille n s’il possède n sommets (i.e les nœuds internes et les feuilles).
— Un arbre est dits “enraciné” s’il possède un sommet v de degré 2, la racine.
— Un arbre est dit “binaire” si tous les sommets autres que la racine (degré 2) sont de degré
3. Les nœuds internes de degré supérieur à 3 représentent des nœuds dits “non résolus”
qui indiquent que plusieurs événements de séparation (spéciation) ont eu lieu mais que
l’on ne parvient pas à les organiser temporellement.
— Dans le cas d’une phylogénie complètement résolue (binaire) notée A ayant n feuilles, le
nombre de branches total est 1+2(n−2) = 2n−3 où n≥ 2.
— Ainsi, le nombre total de topologies résolues possibles sur n feuilles correspond à :
(2(i−1)−3)!
2n−3(n−3)! pour les arbres résolus non-enracinés, et
(2(i−1)−3)!
2n−2(n−2)! pour les arbres résolus
enracinés (Felsenstein, 1978).
a. si les arêtes sont définies par leur origine et leur extrémité, munies d’un sens
b. un graphe est dit connexe s’il existe au moins un chemin permettant de relier tous les nœuds entre eux















FIGURE 5.3: Nombre de topologies d’arbre résolues possibles en fonction du nombre de
feuilles. Les valeurs en ordonnées correspondent au logarithme du nombre de topologies, les
valeurs en abscisses correspondent au nombre de feuilles considéré.
Un arbre phylogénétique peut être représenté de plusieurs manières (voir tab.5.1). Si l’utilisation
d’arbres phylogénétiques s’est généralisée dans le cadre de l’étude des relations de parenté entre
organismes, ce mode de représentation dichotomique des relations ne semble pas toujours adapté,
en particulier dans le cas des micro-organismes dans la mesure où leur évolution est également
le fait de nombreux événements de transferts horizontaux de gènes (transposition, intégration de
plasmides ou de phages...) (Moreira & Philippe, 2000).
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5.1.3.2 Monophylie - polyphylie - paraphylie
Il est possible de décrire des types de regroupements entre OTUs de manière à former des
“taxons”. Trois types de taxons peuvent être mis en évidence (fig.5.4) : (1) les taxons “mono-
phylétiques”, qui vont regrouper un ancêtre commun et tous ses descendants, (2) les taxons
“polyphylétiques” qui vont pouvoir regrouper plusieurs OTUs sans leur ancêtre commun, et (3)













































































FIGURE 5.4: Exemples de groupes phylétiques. En bleu est représenté un groupe monophylé-
tique qui regroupe un ancêtre commun et tous ces descendants ; Le groupe violet est polyphylétique
i.e. un groupe qui rassemble des groupes d’OTUs mais pas leur ancêtre commun ; Enfin le groupe
rouge est paraphylétique, c’est à dire qu’il regroupe un ancêtre commun et une partie seulement
de ses descendants.
5.1.4 Modèles d’évolution des séquences génétiques
Les méthodes d’inférence phylogénétique utilisant un modèle probabiliste de d’évolution
nécessitent d’émettre des hypothèses sur les modalités du processus évolutif. Ces hypothèses vont
se matérialiser sous la forme de modèles d’évolution plus ou moins complexes qui vont permettre
de décrire ce processus d’évolution biologique (voir fig.5.5).
5.1.4.1 Principaux modèles d’évolution
Si l’on considère un arbre T , une branche de l’arbre et une séquence biologique S d’ADN,
les modèles d’évolution vont permettre de décrire pour chacune des bases de S les probabilités
de transition d’une base à une autre, le long de chacune des branches de l’arbre, jusqu’à l’état
observé des caractères (au niveau des feuilles de l’arbre, qui correspondent aux OTUs observées).
On considère une branche de l’arbre (a,b) , avec Sa la séquence ancestrale et Sb la séquence fille,
xa et xb vont correspondre aux états de caractère respectivement des séquences Sa et Sb, ces états
appartiennent donc à un alphabet de taille 4 {A,T,G,C} dans le cas des séquences nucléotidiques.
L’essentiel des modèles d’évolution vont faire un certain nombre d’hypothèses communes (et bien
souvent simplificatrices) :
1. Le mode d’évolution des séquences biologiques se produit par substitution, les indels
(insertions et délétions) ne sont donc pas prises en compte.
2. Les sites évoluent indépendamment les uns des autres, ainsi les mutations qui vont affecter
un site donné ne dépendent ni de l’état ni de la position des autres sites de l’alignement
(homogénéité de la distribution des probabilités de transition pour chaque site). Ainsi on peut
assimiler le processus d’évolution à un modèle markovien homogène et stationnaire (d’ordre
1) où l’évolution d’une séquence dépend seulement de son état actuel et pas de l’historique
des événements mutationnels passés (processus markovien), de même ce processus est
homogène pour l’ensemble des branches de l’arbre. Ainsi la probabilité d’observer un état de








6 types de substitutions
Les bases ont la même fréquence
Un seul type de substitution
1 type de substitution
2 types de substitutions
3 types de substitutions
2 types de substitutions 
(transitions TI et transversions TV)
3 types de substitutions 
(1 TI et 2 TV)







FIGURE 5.5: Relations entre les différents modèles évolutifs existants. Les modèles sont repré-
sentés du plus simple (en haut) au plus complexe (en bas), les flèches indiquent les relations de
généralisation entre modèles, le modèle suivant incluant le précédent. Les modèles représentés
correspondent donc aux modèles de Jukes et Cantor (JC), de Felsenstein (F81), de Kimura à deux
paramètres (K2P), de Hasegawa Kishino et Yano (HKY), de Kimura à trois types de substitutions
(K3ST), de Tammura et Nei (T92), le modèle de Zharkikh (SYM) et enfin le modèle Generalized
Time Reversible (GTR). D’après Swofford 1996, Bollback 2001.
caractère donné au niveau d’une position de la séquence sera identique au cours du temps
(stationnaire).
3. Une seule mutation est autorisée au niveau de chaque pas de temps.
Nous allons présenter par la suite quelques modèles usuels relatifs à la modélisation des
processus évolutifs au niveau des séquences nucléotidiques. On représente classiquement un
modèle de transition (i.e. de substitution) par une matrice de taux Q (matrice carrée) qui va contenir
les taux de passage de l’état e1 d’une position x de la séquence à un état e2. Ainsi on notera :
— piA, piT , piG, piC les probabilités d’observer les états ε = {A,T,G,C} (ces probabilités corres-
pondent aux fréquences des différents nucléotides au niveau des séquences)
— le facteur µ représente la vitesse globale à laquelle se produisent les différentes substitutions
— Cette vitesse est modifiée par des taux propres à chaque type de substitution S= {sAT ,sAG,sAC,
sT G,sTC,sCG}
— Les termes diagonaux λx (valeur propre) sont tels que la somme des éléments de chaque
ligne soit nulle
5.1.4.1.1 Modèle de Jukes et Cantor (JC), 1969 (Jukes & Cantor, 1969)
Ce modèle est le plus simple des modèles d’évolution de séquence. Il émet l’hypothèse que
la probabilité d’observer un nucléotide au niveau d’une séquence est la même pour chacun des 4
nucléotides (i.e. piA = piT = piG = piC = 14 ) et que tous les types de substitutions ont les mêmes taux
(sAT = sAG = sAC = sT G = sTC = sCG = 1). Ce modèle a un seul paramètre α = µ4 tel que :
QJC =

A T G C
A −3α α α α
T α −3α α α
G α α −3α α
C α α α −3α

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Ce modèle a connu des améliorations ultérieures : le modèle de Felsenstein F81 (1981)
(Felsenstein, 1981) qui va permettre d’affecter une probabilité de présence différente pour chacun
des 4 nucléotides (piA 6= piT 6= piG 6= piC).
5.1.4.1.2 Modèle de Kimura à deux paramètres (K2P), 1980 (Kimura, 1980)
Ce modèle est un peu plus complexe que le précédent dans la mesure où il permet de différencier
deux types d’événements de substitution. Il considère différemment les événements de transition
(substitutions entre deux bases de la même catégorie biochimique A↔ G (purines) ou C↔ T
(pyrimidines)) et les transversions (substitutions de bases par des bases de catégories différentes).
Ainsi le modèle K2P introduit deux paramètres α et β qui correspondent respectivement aux taux
de transition et de transversion :
QK2P =

A T G C
A −α−2β β α β
T β −α−2β β α
G α β −α−2β β
C β α β −α−2β

Ce modèle connaît des améliorations telles que le modèle de Hasegawa, Kishino et Yano HKY85
(1985) (Kishino & Hasegawa, 1989), qui permet de combiner la possibilité d’attribuer des taux
différents aux événements de transition et de transversion (α et β ) tout en autorisant la possibilité
d’affecter des probabilités de présence différentes pour chaque nuléotide (piA 6= piT 6= piG 6= piC). De
plus le modèle de Tamura T92 (1992) ajoute un paramètre supplémentaire pour prendre en compte
un éventuel biais de composition en GC (Tamura, 1992).
5.1.4.1.3 Modèle SYM 4 (Zharkikh, 1994)
Le modèle SYM (Zharkikh, 1994) va faire correspondre à chaque événement de substitution, un
taux spécifique. Ce modèle fait également l’hypothèse de l’égalité des fréquences des nucléotides.
λ est défini tel que la somme des éléments de chaque ligne soit nulle (λA =−µ(sAT + sAG+ sAC)).
QSY M =

A T G C
A λA µsAT µsAG µsAC
T µsAT λT µsT G µsTC
G µsAG µsT G λG µsCG
C µsAC µsTC µsCG λC

5.1.4.1.4 Modèle GTR 5 (Lanave, Preparata, Saccone, & Serio, 1984)
Le modèle GTR est le plus général de ces modèles. En effet, il ajoute un paramètre pour chacun
des 6 types d’événement de substitution (11 paramètres au final). Ces taux vont affecter la vitesse
globale d’évolution µ en fonction de chaque événement de substitution possible. L’ajout par rapport
au modèle SYM est de ne pas émettre d’hypothèse quant à l’égalité des fréquences nucléotidiques.
Le terme diagonal λ est également défini de manière à ce que la somme de chaque ligne de la
matrice soit ramenée à 0. Ainsi λA =−µ(sATpiT + sAGpiG+ sACpiC).
QGT R =

A T G C
A λA µsATpiT µsAGpiG µsACpiC
T µsATpiA λT µsT GpiG µsTCpiC
G µsAGpiA µsT GpiT λG µsCGpiC
C µsACpiA µsTCpiT µsCGpiG λC

4. Symmetric model with unequal rates but equal base frequencies
5. Generalized Time Reversible
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5.1.4.2 Comparaison de modèles
La sélection du bon modèle dans le cadre de l’inférence où de l’analyse phylogénétique de-
meure un problème majeur. En effet, les modèles comportant un nombre important de paramètres
s’ajustent généralement mieux aux données et donnent souvent lieu à de meilleures reconstruc-
tions (J. Huelsenbeck, 1995). Néanmoins, plus le nombre de paramètres augmente et plus leur
estimation devient difficile dans la mesure où une plus grande quantité de séquence est requise,
mais également parce que l’estimation d’un nombre plus important de paramètres occasionne une
augmentation du risque d’erreur lié à cette estimation. (J. Huelsenbeck & Crandall, 1997). Ainsi
plusieurs tests ont été mis au point afin de déterminer le modèle qui s’ajuste le mieux aux données.
5.1.4.2.1 Likelihood ratio test (LRT) (J. Huelsenbeck & Crandall, 1997)
Le LRT revient à comparer les vraisemblances respectives de deux modèles, généralement un
modèle plus complexe (avec plus de paramètres) avec un modèle plus simple (moins de paramètres).
Ce test est bien adapté pour comparer des modèles proches qui vont essentiellement différer par
le nombre de paramètres qu’ils vont présenter. Ainsi l’objectif de ce test est de déterminer si
l’amélioration octroyée par le modèle plus complexe est significative compte tenu de sa complexité,
(i.e. le nombre de paramètres supplémentaires). On le note :
LRT = 2(log(L1)− log(L2))
Cette statistique suit une loi du χ2 avec n degrés de liberté, n correspondant au nombre de
paramètres supplémentaires du modèle le plus complexe.
5.1.4.2.2 Le test Akaike Information Criterion (AIC) (Akaike, 1973)
L’AIC renseigne sur la quantité d’information perdue par un modèle testé par rapport au proces-
sus réel d’évolution des séquences (plus l’AIC est faible et meilleur est le modèle). Néanmoins,
l’AIC tend à favoriser les modèles plus complexes. Ainsi une version corrigée existe (AICc) per-
mettant d’évaluer des modèles avec de nombreux paramètres sur des séquences de faible taille
(n/K < 40 ou n correspond à la taille de la séquence et K au nombre de paramètres libres du
modèle). Ainsi nous avons :
AIC =−2log(L)+2K
AICc =−2log(L)+2K+ 2K(K+1)n−K−1
Le principal avantage de ce test est de permettre de comparer des modèles non imbriqués.
5.1.4.2.3 Le Bayesian Information Criterion (BIC) (Schwarz, 1978)
Le BIC s’apparente à l’AICc. Ainsi, il correspond à une approximation de la vraisemblance
marginale d’un modèle. Tout comme l’AICc, il est pondéré par la taille de l’alignement n :
BIC =−2log(L)+2Klog(n)
Ainsi plus la valeur de BIC d’un modèle est faible plus le modèle sera bien ajusté aux données
(i.e. plus les probabilités postérieures du modèle seront élevées).
5.1.4.3 Hétérogénéité des taux de substitution entre sites d’un alignement
Les modèles décrits précédemment font généralement l’hypothèse de l’uniformité des taux
de substitution le long d’un alignement. Néanmoins des études ont pu démontrer que la présence
de variations des taux de substitutions pouvait être constatée entre sites d’un alignement. Les
premières solutions proposées pour prendre en compte cette hétérogénéité ont été de définir des
catégories afin de séparer les sites en sites invariants (I) et en sites autorisés à évoluer à un taux
uniforme (Adachi & Hasegawa, 1995). Ce taux de sites invariants est généralement estimé par une
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approche de maximum de vraisemblance.
Par la suite, d’autres approches ont été utilisées afin d’améliorer la prise en compte de cette
variabilité. La distribution gamma (Γ) a été choisie afin de représenter cette variabilité (Yang,
1993), dans la mesure où elle va permettre de modéliser un grand nombre de modes de distri-
butions en changeant un paramètre de forme α (voir fig.5.6). Ainsi, des valeurs de α faibles
(α < 1) vont correspondre à une situation où les sites présentent une forte hétérogénéité (forme
de "L" proche de l’exponentielle inverse). Au contraire, des valeurs de α élevées seront associées
à une hétérogénéité faible entre sites (α > 1) (distribution en forme de cloche, proche de la loi
normale). La prise en compte de cette hétérogénéité entre sites, améliore significativement la
vraisemblance des reconstructions phylogénétiques (Yang & Kumar, 1996). Afin de réduire la
complexité des calculs liée à l’estimation du paramètre α , une loi approximée a été définie : ΓK .
Cette loi correspond à une discrétisation de la loi Γ, afin de définir un nombre K de catégories de
sites de poids équivalents (Yang, 1994). La combinaison des modèles Γ et I, où une partie des sites
vont être définis comme invariants, et une autre partie vont être considérés distribués selon une loi
Γ, occasionne également un gain de qualité au niveau de la reconstruction (Gu, Fu, & Li, 1995).
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FIGURE 5.6: Fonction de densité f (r) de la distribution gamma (Γ) des taux de substitution
par site (r) pour différentes valeurs du paramètre de forme α . Des valeurs de al pha élevées
(α > 1) seront associées à une hétérogénéité faible entre sites, alors que des valeurs de al pha faibles
α < 1 correspondront à une forte hétérogénéité entre sites. Le paramètre d’échelle β est défini à 1α .
De même, existent des modèles site-spécifiques (SSR 6 qui vont permettre de diviser les ali-
6. Site Specific Rate
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gnements en partitions de sites, présentant des taux de substitutions différents. Ainsi, les taux
de substitutions vont être considérés homogènes au sein d’une partition donnée, mais des taux
différents sont autorisés d’une partition à l’autre (Hillis, Moritz, & Mable, 1996). Ce type de
modèle peut par exemple, être utilisé afin de décrire l’hétérogénéité présente dans les séquences
codantes au niveau desquelles les partitions correspondent aux positions des codons.
De même, il est également possible d’inclure un niveau supplémentaire d’hétérogénéité, en
autorisant la variation des taux de substitution le long des branches de l’arbre. Cette hypothèse
de variation au cours du temps a notamment été utilisée dans le cadre de l’inférence de séquences
ancestrales (K. Pearson, 1998 ; Galtier, Tourasse, & Gouy, 1999).
5.2 Inférence phylogénétique
L’inférence phylogénétique se compose de deux étapes majeures : (1) la recherche de carac-
tères homologues entre les espèces ; (2) la détermination de l’histoire évolutive des OTUs à partir
de la comparaison de ces caractères via l’utilisation de méthodes de reconstruction d’arbres (infé-
rence phylogénétique). De nombreux types d’information peuvent être utilisés afin de réaliser une
inférence phylogénétique (des traits phénotypiques, présence de caractéristiques ultra-structurales
cellulaires, la présence de voies métaboliques particulières, des séquences nucléotidiques ou pro-
téiques...) dans la mesure où ces dernières sont homologues. Néanmoins, notre travail s’est recentré
sur l’étude des séquences biologiques. Ainsi au niveau des séquences, l’homologie est déterminée
par la recherche de similarité, via la prise en compte des sites informatifs d’un alignement de sé-
quences. Une fois les caractères homologues identifiés, une matrice de caractères va être construite
afin de mettre en relation les différents états de caractères de chacune des positions de la séquence ,
i.e. les bases azotées ou les acides aminés pour ce qui nous concerne (les colonnes de la matrice),
observées dans l’ensemble des organismes étudiés (les lignes de la matrice). Ainsi, nous pouvons
recenser trois grandes familles de méthodes de reconstruction d’arbres phylogénétiques à partir
d’une matrice de caractères :
1. Les méthodes de distance : Ces méthodes convertissent une matrice de caractères en une
matrice de distance qui va représenter les distances évolutives entre chaque paire d’espèces.
L’arbre phylogénétique est ensuite inféré à partir de cette matrice à l’aide d’algorithmes
tels que la méthode UPGMA 7 (W.-H. Li, 1997), l’algorithme NJ 8 (Saitou & Nei, 1987), la
méthode FM 9 (Felsenstein, 1997), ou l’approche ME 10 (Rzhetsky & Nei, 1993 ; D. Swofford,
Olsen, Waddell, & Hillis, 1996 ; Felsenstein, 1997). Ces approches nécessitent l’emploi d’un
modèle d’évolution.
2. Les méthodes de maximum de parcimonie : ces méthodes vont choisir l’arbre qui mini-
mise le nombre de changements de caractères afin d’expliquer les données observées.
3. Les méthodes basées sur la vraisemblance : ces méthodes se basent d’une part, sur une
fonction qui permet de calculer la probabilité qu’un arbre donné puisse produire les données
observées, et d’autre part, sur un modèle d’évolution. Cette fonction permet l’incorporation
explicite des procédés d’évolution des caractères en un modèle probabiliste.
— Les algorithmes de maximum de vraisemblance (ML 11) sélectionnent l’arbre (topo-
logie et longueur de branche) qui maximise la probabilité d’observer les données selon
un modèle spécifié.
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— Au contraire de l’approche ML qui optimise les paramètres du modèle en identifiant
l’arbre le plus vraisemblable (i.e. l’arbre associé au “pic” de vraisemblance le plus élevé
dans l’espace des paramètres), les approches d’inférence bayésienne vont se baser
sur une distribution de probabilités a priori afin de calculer les probabilités postérieures
des arbres (topologie et longueur de branche) à évaluer.
5.2.1 Parcours des topologies d’arbres
L’ensemble des approches d’inférence phylogénétiques utilisent des méthodes de parcours
de topologies d’arbre. Ainsi, certaines vont utiliser des méthodes de clustering sur les distances
estimées entre chaque paire d’OTUs (approches basées sur les distances entre séquences).
D’autres stratégies vont maximiser un critère (score ou probabilité) matérialisant l’adéquation
de la reconstruction phylogénétique aux données observées ainsi qu’à un modèle d’évolution donné
(approches de parcimonie, ainsi que les approches de maximum de vraisemblance et bayésiennes).
L’idéal serait de pouvoir considérer l’ensemble des arbres possibles pour un ensemble d’OTUs
donné, mais le nombre de reconstructions possibles augmentant de manière exponentielle avec le
nombre d’OTUs comparées (voir fig.5.3), la recherche d’un arbre optimal va nécessiter l’utilisation
d’heuristiques permettant de restreindre l’espace de recherche.
5.2.1.1 Inférence par agglomération
Cette technique d’inférence d’arbre consiste à démarrer à partir d’un arbre en étoile, où un
unique nœud interne relie l’ensemble des feuilles. Ainsi, lors de chaque étape de l’algorithme, un
couple de nœud liés au centre vont être relié à un nouveau nœud interne. La procédure est répétée
jusqu’à que l’arbre soit uniquement constitué de bipartitions (arbre non enraciné binaire) (voir
fig.5.7).
FIGURE 5.7: Inférence d’arbre par agglomeration. A chaque étape, l’approche fusionne entre
eux deux nœuds connectés au nœud central.
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5.2.1.2 Inférence par division
A chaque étape de l’algorithme, un clade est sélectionné et est scindé en deux clades. La
procédure est répétée jusqu’à ce que l’arbre ne possède plus que des bipartitions (voir fig.5.8).
FIGURE 5.8: Inférence d’arbre par division. A chaque étape, l’approche scinde un clade choisi
en deux clades.
5.2.1.3 Inférence par insertion
Cette méthode prend pour point de départ un arbre non résolu défini sur trois feuilles. Ainsi,
l’algorithme va tout d’abord évaluer les arbres résultant de l’ajout d’une nouvelle feuille sur
chacune des trois branches. Le meilleur de ces arbres (au sens de la valeur d’un indice qui évalue la
qualité de l’arbre) est retenu. La procédure est répétée jusqu’à ce que les n feuilles soient rajoutées
sur l’arbre.
FIGURE 5.9: Méthode de recherche locale par insertion. Les flèches en pointillés indiquent les
branches non choisies pour l’ajout de la nouvelle feuille, la flèche pleine indique la branche au
niveau de laquelle la feuille va être ajoutée, les grandes flèches horizontales indiquent les transitions
entre étapes de l’algorithme.
5.2.1.4 Recherche locale par perturbation de topologie
Afin d’explorer le voisinage d’un arbre phylogénétique, les approches les plus courantes
consistent à partir d’un arbre initial à soumettre à des perturbations topologiques. Les trois
principaux types de perturbations sont les approches NNI 12 (fig.5.10), SPR 13 (fig.5.11) et TBR 14
(fig.5.12) (D. Swofford et al., 1996). Ainsi les mouvements de type NNI vont consister à échanger
des clades de part et d’autre d’une branche interne de l’arbre. Les mouvements de type SPR, vont
consister à détacher un sous-arbre (considéré enraciné) de l’arbre et à l’insérer au niveau d’une des
branches du sous-arbre restant. Enfin, le mouvement topologique TBR s’apparente fortement au
mouvement SPR, à ceci près que le clade détaché n’est pas considéré comme enraciné.
12. Nearest-Neighbor Interchanges
13. Subtree Pruning and Regrafting
14. Tree Bisection and Reconnection
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FIGURE 5.10: Méthode de recherche locale par permutation de topologie NNI. Les flèches en
pointillés indiquent les permutations de clades qui permettent de parcourir les trois topologies
représentées.
FIGURE 5.11: Méthode de recherche locale par permutation de topologie SPR. Un clade va
être détaché de l’arbre et va être inséré ailleurs au niveau de l’arbre.
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FIGURE 5.12: Méthode de recherche locale par permutation de topologie TBR. Un clade de
l’arbre est détaché, une nouvelle racine est attribuée à ce clade, ce clade va être rebranché sur une
autre arête du reste de l’arbre.
82 Chapitre 5. Évolution des génomes et de leurs éléments
5.2.2 Approches d’inférence phylogénétique
Nous pouvons dénombrer trois grandes catégories d’approches d’inférence phylogénétique :
(1) les approches de calcul de distance , (2) les approches de parcimonie et (3) les approches
probabilistes (de maximum de vraisemblance et d’inférence bayésienne).
5.2.2.1 Reconstruction d’arbres à partir de matrices de distance
Ces méthodes vont utiliser le taux de dissimilarité (i.e. la distance) entre alignements, paire à
paire, d’un ensemble de séquences afin d’inférer un arbre.
L’intérêt principal de ces méthodes est qu’elles sont relativement économes en termes de
calcul par rapport aux approches basées sur le maximum de vraisemblance. De plus, elles peuvent
employer les mêmes modèles d’évolution de séquences que ces dernières.
Deux approches historiques vont être présentées de manière succincte, l’approche UPGMA
(W.-H. Li, 1997 ; Sneath & Sokal, 1973) et l’approche NJ (Saitou & Nei, 1987).
5.2.2.1.1 Méthode UPGMA :
L’approche UPGMA (W.-H. Li, 1997 ; Sneath & Sokal, 1973) peut être assimilée à une
approche de clustering hiérarchique. Cette approche utilise une détermination de topologie d’arbre
par division (voir fig.5.8). Elle va permettre de joindre itérativement les branches d’un arbre en
se basant sur un critère de similarité entre les paires de séquences. L’algorithme va procéder en
plusieurs étapes :
1. L’algorithme débute par la connexion des deux OTUs les plus proches (i.e. dont la distance
paire à paire associée est la plus faible).
2. Par la suite, la distance entre la première bipartition et l’ensemble des autres OTUs est
calculée. Cette distance correspond à la moyenne des distances entre les OTUs de chaque
cluster. Ainsi, la distance entre deux clusters correspond donc à la moyenne arithmétique.
La répétition de ces étapes va conduire à l’obtention d’un arbre ultramétrique (i.e. le long d’un
chemin, de la racine à une feuille, les longueurs de branches décroissent strictement) enraciné
dont les longueurs de branches sont proportionnelles aux temps inférés séparant les OTUs. Ainsi,
cette méthode fait l’hypothèse que les OTUs évoluent toutes selon le même taux (selon une horloge
moléculaire (D. Swofford et al., 1996)). La hauteur de chaque nœud de l’arbre correspond à la
moitié de la distance séparant deux OTUs. Néanmoins, les hypothèses faites sur l’homogénéité des
taux sont assez fortes et rarement rencontrées en pratique, ce qui peut occasionner des imprécisions
au niveau de la reconstruction. Ainsi, en raison de ses nombreuses limitations, cette approche n’est
actuellement plus tellement utilisée en phylogénie.
5.2.2.1.2 Méthodes FM et ME :
Ces deux approches vont évaluer un ensemble d’arbres en sélectionnant celui qui minimise
l’écart type de chaque distance paire à paire par rapport à la moyenne des distances. Dans le
cas de l’approche FM (Felsenstein, 1997), l’intégralité des distances paire à paire et l’ensemble
des longueurs de branches correspondantes vont être considérées. L’approche ME (Rzhetsky &
Nei, 1993 ; D. Swofford et al., 1996 ; Felsenstein, 1997) introduit une optimisation en fixant la
localisation des nœuds internes en se basant sur la distance aux feuilles (nœuds observés) et optimise
la longueur de branche comme l’écart type minimal entre les feuilles. Ainsi, un critère ∆ est défini :
∆= ∑(dx,y−δx,y)2
Où d correspond aux distances mesurées entre les feuilles x et y et δ correspond aux distances
induites par l’arbre.
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L’approche ME retourne donc l’arbre dont la topologie correspond à la longueur minimale, en
considérant ses longueurs de branches optimales (i.e. qui minimisent le critère ∆).
5.2.2.1.3 Algorithme NJ :
L’algorithme le plus connu est l’algorithme NJ (Saitou & Nei, 1987). Cette méthode est l’une
des approches d’inférence d’arbre à partir de distance les plus communément employées (en parti-
culier sa variante, BioNJ (Gascuel, 1997)). Elle est également utilisée par défaut afin de générer
la topologie de départ de phyML (Guindon et al., 2010)). L’algorithme NJ va reconstruire des
arbres non-enracinés afin de respecter une contrainte d’additivité. Ainsi, un arbre est dit “additif”
si les distances entre les OTUs aux feuilles sont égales à la somme de la longueur des branches
qui les relient. L’additivité est une contrainte moins restrictive que l’ultramétricité, toute distance
ultramétrique étant additive (i.e. la distance d(i, j) entre deux nœuds i et j est égale à la somme des








FIGURE 5.13: Exemple d’arbre généré par la procédure NJ. Les feuilles f 1, f 2, f 3, f 4, f 5 sont
connectées au même nœud central y, les feuilles i et j sont jointes par le nœud x.
Ainsi, la distance de chaque feuille à l’ensemble des feuilles (voir fig.5.13) peut être déterminée
de la manière suivante :
du = 1n−2 ∑
f 6=i, f 6= j
d(u, f ) avec u ∈ (i, j).





Lxy = L(i j)y− d(i, j)2
La méthode NJ va donc reconstruire un arbre additif, où la distance paire à paire entre deux
OTUs données va être égale à la distance mesurée lors du calcul de la somme des distances présentes
le long des branches de l’arbre entre deux OTUs données.
Ainsi l’approche va utiliser une procédure d’inférence d’arbre par agglomération (fig.5.7). Elle
débute par un arbre en étoile où l’ensemble des OTUs sont reliées à un même nœud. Ainsi, l’arbre
initial va ensuite être décomposé par la fusion successive des branches en fonction de leur similarité.
Chaque fusion se matérialise par la création d’un nœud interne (voir fig.5.13). Cette procédure
va être répétée de manière à ce que l’arbre soit entièrement résolu (i.e. composé uniquement de
bipartitions). BioNJ (Gascuel, 1997) correspond à une amélioration de cette méthode, elle va
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permettre de pondérer les écarts entre les distances induites et mesurées pour prendre en compte le
fait que les grandes distances sont moins précisément estimées que les petites.
5.2.2.1.4 Conclusion :
Ces approches présentent plusieurs inconvénients. Tout d’abord, elles considèrent que l’en-
semble des OTUs évoluent selon le même taux (ce qui est rarement vérifié en pratique). De plus,
seule la similarité (ou la distance) globale va être prise en compte, nous perdons donc avec ce type
d’approches, l’information individuelle des différents sites au profit d’une information de similarité
(ou de dissimilarité) globale. Ces approximations fortes, qui permettent un gain considérable en
termes de calcul, présentent néanmoins l’inconvénient de réduire la précision de la reconstruction.
5.2.2.2 Reconstructions d’arbres basées sur le maximum de parcimonie
Les méthodes basées sur la détermination du maximum de parcimonie (MP) reposent sur
l’idée que le scénario optimal expliquant les relations entre états observés d’un trait donné (i.e les
bases du site d’une séquence d’ADN par exemple), correspond à celui qui minimise le nombre
de changements d’états (i.e. d’événements mutationnels). Ainsi, si l’on prend l’exemple d’un
alignement de séquences biologiques, l’ensemble des positions (i.e. les sites de l’alignement) sont
analysés de manière indépendante.
Le dénombrement des mutations est appelé “score de parcimonie” ou “longueur” de cet arbre.
Ce dénombrement peut également varier en fonction de la pondération affectée. Cette pondération
peut dépendre du type de mutation ou encore du site de l’alignement considéré. Ces approches
vont donc rechercher à travers toutes les topologies d’arbres possibles et donc toutes les séquences
ancestrales potentielles, la topologie (i.e. le combinaison de séquences ancestrales) qui minimise le
nombre total de mutations permettant d’obtenir les données observées. Ainsi, dans ces approches,
chaque site va être considéré de manière indépendante. Par la suite les scores de parcimonie calculés
pour chacun des sites de l’alignement vont être additionnés. Ceci correspond au score de parcimonie
global de la topologie d’arbre considérée pour l’alignement de séquences analysé.
Il est également possible d’affecter des poids différents pour chaque site, ainsi que pour les
types de mutations. En conséquence, il existe plusieurs algorithmes permettant de calculer ce score
de parcimonie. Nous détaillerons par la suite, deux approches : les algorithmes de Fitch (Fitch,
1971 ; Hartigan, 1973) et de Sankoff (Sankoff, 1975 ; Sankoff & Rousseau, 1975,).
5.2.2.2.1 Parcimonie de Fitch :
L’algorithme de Fitch (Fitch, 1971 ; Hartigan, 1973), permet de calculer la longueur d’un
arbre phylogénétique enraciné binaire par rapport à un alignement donné de séquences. Le calcul
s’effectue via une procédure itérative pour chacun des sites de l’alignement. Pour chaque site de
l’alignement le score de parcimonie de l’arbre va être calculé comme suit (voir fig.5.14) :
Pour chaque nœud interne de l’arbre, un vecteur contenant les états possibles est déterminé,
de même que le score de parcimonie associé
— A l’étape initiale, seuls les états de caractères des feuilles sont connus (états observés), le
score de parcimonie correspondant est initialisé à 0
— Par la suite, les scores des nœuds internes vont être déterminés au cours d’un parcours en
profondeur de l’arbre jusqu’à la racine.
— Si les vecteurs d’états des nœuds fils du nœud ancestral, possèdent des caractères communs
(i.e. v f 1∩v f 2 6= /0), alors le vecteur de caractères du nœud ancestral correspondra aux états de
caractères communs entre les deux nœuds fils (i.e. Xa = v f 1∩ v f 2) et le score de parcimonie
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du nœud ancestral correspondra à la somme des scores de parcimonie respectifs des deux
nœuds fils (i.e. pa = p f 1+ p f 2).
— Si les vecteurs d’états des nœuds fils du nœud ancestral ne possèdent pas de caractère com-
mun (i.e. v f 1 ∩ v f 2 = /0), alors le vecteur de caractères du nœud ancestral correspondra à
l’ensemble des états de caractères combinés des deux nœuds fils (i.e. Xa = v f 1∪ v f 2) et le
score de parcimonie du nœud ancêtre correspondra à la somme des scores de parcimonie
respectifs des deux nœuds fils incrémentée de 1 (i.e. pa = p f 1+ p f 2+1).
Le score de parcimonie de l’arbre pour le site considéré correspond donc au score de parci-
monie de la racine. Le score de parcimonie global de l’arbre correspondra donc à la somme des











TTGGCAGGAA ACACTGCAAA TCGTTAAAAA AAATATGAGT
CTGGCAGGAA ACACTGCAAA TCGTTAAAAA AAATATGAGT
ATGGCAGGAA ACACTGCAAA TCGTTAAAAA AAATATGAGT
CTGGCAGGAA ACACTGCAAA TTGTTAAAAA AAATATGAGT
GTGGCAGGAA ACACTGCAAA TTGTTAAAAA AAATATGAGT
GTGGCAGGAA ACACTGCAAA TCGTTAAAAA AAATATGAGT
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FIGURE 5.14: Algorithme de parcimonie de Fitch. (1) A l’étape initiale seul les états des feuilles
sont connus, ainsi le vecteur d’état des feuilles contient l’état observé, associé au score de parci-
monie 0 ; (2) Pour chaque nœud interne, si les vecteurs d’états des nœuds fils possèdent des états
communs, alors le vecteur d’état du nœud courant correspond à l’ensemble des états communs et
le score de parcimonie à la somme des scores des nœuds fils, sinon le vecteurs d’états correspondra
à l’ensemble des états des nœuds fils et le score correspondra à la somme des scores incrémentée
de 1 ; (3) Le score de parcimonie de l’arbre pour le site correspond au score de parcimonie à la
racine, et le score global pour l’alignement correspond à la somme des scores à la racine pour
chacun des sites considérés.
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5.2.2.2.2 Parcimonie de Sankoff :
L’algorithme de parcimonie de Sankoff (Sankoff, 1975 ; Sankoff & Rousseau, 1975,), constitue
une généralisation de l’approche proposée par Fitch, son déroulement est d’ailleurs relativement
similaire, à ceci près qu’il va permettre d’associer des coûts aux événements de transition entre
états de caractères le long d’une branche (voir fig.5.15).
— Ainsi, chaque nœud interne de l’arbre va être associé à un vecteur contenant les valeurs de
parcimonie pour chacun des états considérés.
— Au cours de l’initialisation de l’algorithme, seuls les états des feuilles sont connus. Le score
de chaque état est affecté à 0 pour l’état observé et à +∞ pour les états non observés.
— L’ensemble des vecteurs de parcimonie pour chacun des différents nœuds sont calculés
de manière itérative au cours du parcours en profondeur de l’arbre en remontant vers la
racine. Pour un état donné x du nœud interne a, le score de parcimonie pa,x, correspon-
dra à la somme des valeurs de parcimonie des états de chaque nœud fils additionné du
coût de transition cy→x correspondant au niveau de la matrice de transition (i.e pa,x =
min[cx→y+ p f1,y]+min[cx→y+ p f2,y]).
Le score de parcimonie global de l’arbre correspond à la somme des valeurs minimales au niveau
du vecteur de parcimonie de la racine pour chacun des sites de l’alignement. Cette généralisation
présente l’avantage d’être très générique. Néanmoins, cette approche nécessite la définition de
coûts arbitraires pour chacun des types possibles de transitions qui s’avèrent difficile à estimer. Par
conséquent, cette approche est rarement utilisée en inférence phylogénétique.
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FIGURE 5.15: Algorithme de parcimonie de Sankoff. (1) Au cours de l’initialisation, seuls les
états des feuilles sont connus, le score affecté pour l’état observé est 0 et ∞ pour les états non-
observés ; (2) Pour chacun des nœud internes les scores des états de chaque nœud fils va être
additionné du coût de chaque type de transition, le vecteur de score du nœud correspond à
la somme des vecteurs de scores minimaux pour chacun des deux nœuds fils ; (3) Le score de
parcimonie de l’arbre pour le site correspond à la valeur minimale du vecteur de score de la racine,
et le score de parcimonie global de l’arbre pour l’alignement correspond à la somme des scores
de parcimonie de l’arbre pour chacun des sites.
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5.2.2.2.3 Conclusion :
Les méthodes de parcimonie présentent l’avantage d’évaluer un grand nombre de topologies
d’arbres selon un score de parcimonie, permettant de considérer plus d’informations que la seule
conservation globale de la séquence. De plus, cette détermination est moins coûteuse en temps
de calcul que des approches statistiques de maximum de vraisemblance. Elles vont également
permettre d’inférer les séquences ancestrales à l’origine de la séquence observée.
Néanmoins, ces méthodes présentent les inconvénients d’être plus lentes que les approches
de distance dans la mesure où elles évaluent un grand nombre de topologies d’arbres, elles ne
permettent également de prendre en compte que les sites informatifs des alignements ce qui se
traduit pas la non utilisation d’une partie de l’information disponible. De même seule l’information
de topologie est déterminée. En effet ces stratégies ne permettent pas de définir des longueurs de
branches pour les arbres inférés. Enfin, ces approches ne reposent pas sur l’utilisation de modèles, et
se basent sur le postulat d’un nombre minimal de changements aux cours d’événements évolutifs ce
qui constitue une hypothèse forte, rarement vérifiée en pratique. Elles auront donc des difficultés à
prendre en compte les événements de substitutions multiples. De plus, ces méthodes sont également
connues pour mal gérer le biais d’usage des codons (Jin & Nei, 1990).
5.2.2.3 Reconstructions phylogénétiques basées sur le maximum de vraisemblance
Les méthodes de maximum de parcimonie reposent sur le postulat d’un nombre minimal de
changements au niveau des événements évolutifs, ce qui constitue une hypothèse forte qui n’est
pas toujours vérifiée biologiquement. D’autres approches ne vont pas faire de telles suppositions et
vont se baser sur des modèles probabilistes et utiliser des tests statistiques. Ainsi, deux grands types
d’approches d’inférence probabilistes existent : les approches de maximum de vraisemblance
et les approches bayésiennes. Ces deux types de méthodes présentent des points communs et
utilisent notamment toutes deux le principe du maximum de vraisemblance.
5.2.2.3.1 Détermination du maximum de vraisemblance :
Si l’on considère qu’une hypothèse est émise quant à la fonction de densité de probabilité à
appliquer sur la population statistique étudiée, les paramètres de cette fonction ne sont pas connus.
Il va donc falloir utiliser des approches permettant d’estimer les valeurs de ces paramètres de
façon pertinente. La vraisemblance peut être utilisée dans ce but. Le concept de “vraisemblance”
correspond à une mesure de l’adéquation entre la distribution observée d’un jeu de données et une
loi de probabilité, supposée décrire le comportement général de la population dont les données
observées sont issues.
Theorem 5.2.1 — Vraisemblance. Ainsi, la vraisemblance d’un paramètre θ sachant une
réalisation x d’une loi statistique, correspond à la probabilité d’observer cette réalisation sachant
la valeur θ de ce paramètre, on la note :
L(θ |x) = P(x|θ)
La “fonction de vraisemblance” désignera la fonction de θ telle que fθ (x) = L(θ |x), où x est
fixé. Ainsi, elle va permettre de déterminer via l’application d’un modèle statistique le maxi-
mum de vraisemblance. Ceci revient à déterminer les valeurs pour lesquelles la dérivée de la
vraisemblance s’annule. Afin de faciliter la détermination de la dérivée, la vraisemblance va
être remplacée par son logarithme (afin d’obtenir une somme de termes qui sera plus pratique à
dériver). De plus, la fonction logarithme étant croissante, les maximisations de log(L(x|θ)) ou
de L(x|θ) seront donc équivalentes.
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Étant donné un échantillon observé (x1, ...,xn) et une loi de probabilité définie Pθ , la vrai-
semblance permet de quantifier la probabilité que les données observées proviennent bien d’un
échantillon théorique de la loi de probabilité Pθ .
A x fixé, la fonction fθ (x) va correspondre à une “surface de vraisemblance” (qui va dépendre
de la dimension de l’espace dans lequel θ est défini, en d’autres termes le nombre de paramètres
du modèle).
Definition 5.2.1 Soit C = c1, ...,ck un ensemble fini, et Pθ une loi de probabilités définie sur C
et n un entier, on appellera “vraisemblance associée à” Pθ , la fonction qui a un n-uplet (x1, ...,xn)






Ainsi, si l’on considère un échantillon théorique (X1, ...,Xn) de la loi continue Pθ . Soit ε un réel
petit strictement positif, la probabilité que l’échantillon théorique ait une réalisation proche (à ε
près) de l’échantillon observé (x1, ...,xn) peut s’écrire :









Definition 5.2.2 Supposons que pour toute valeur (x1, ...,xn), la fonction qui à θ associe
L(x1, ...,xn,θ) admette un maximum unique, la valeur θ̂ pour laquelle ce maximum est at-
teint dépend de (x1, ...,xn) :
θ̂ = τ(x1, ...,xn) = arg max
L(x1,...,xn,θ)
On appelle ce procédé estimation par maximum de vraisemblance.
Ainsi si X1, ...,Xn est un échantillon (théorique) de la loi Pθ , la variable aléatoire :
T = τ(X1, ...,Xn)
est l’estimateur du maximum de vraisemblance de θ .
5.2.2.3.2 Application à la détermination d’arbre phylogénétique :
La détermination de l’arbre phylogénétique le plus vraisemblable va revenir à déterminer
l’arbre qui va maximiser la valeur de la vraisemblance L(θ |x), à partir de données observées
correspondant à un alignement multiple x.
Definition 5.2.3 — Arbre phylogénétique de vraisemblance maximale. Dans le cas d’un
arbre phylogénétique, nous pouvons préciser θ de la manière suivante :
θ = (θM,θMP ,θτ ,θl)
Avec :
— θM : le modèle d’évolution choisi
90 Chapitre 5. Évolution des génomes et de leurs éléments
— θMP : les différents paramètres du modèle d’évolution θMP = (θM1 ,θM2 ,θM3 , ...)
— θτ : la topologie de l’arbre de longueur de branches θv = (θv1 ,θv2 ,θv3 ,θv4 ...)
Si nous notons un alignement x de taille n tel que :








Alors, nous pouvons définir la vraisemblance de l’arbre telle que :




P(x j|θMP ,θτ ,θv)
La valeur de vraisemblance correspond donc à une probabilité, i.e. une valeur comprise entre
0 et 1. Afin de faciliter la manipulation de ces valeurs, on utilise en général la log-vraisemblance.
Ainsi on notera :








logP(x j|θMP ,θτ ,θv)
Ainsi, la détermination de la vraisemblance d’un arbre phylogénétique (topologie et longueurs
de branches fixées) sachant un alignement donné de séquences va correspondre au calcul de la vrai-
semblance pour chacun des états de caractères possibles pour chaque nœud interne en remontant
vers la racine de l’arbre (voir fig.5.16).
— La vraisemblance de l’arbre correspond à la vraisemblance inférée pour la racine.
— La vraisemblance globale va correspondre au produit des vraisemblances de l’arbre pour
chacun des sites de l’alignement.
5.2.2.3.3 Estimer le maximum de vraisemblance :
Pour la plupart des lois de probabilité usuelles, l’estimateur du maximum de vraisemblance
peut être défini de façon unique et se calcule explicitement. Sur le plan théorique, il présente de
nombreux avantages : ainsi sous des hypothèses vérifiées par de nombreux modèles courants, il
a été démontré qu’il est asymptotiquement sans biais et convergent. On démontre de plus que sa
variance est minimale. La méthode de maximum de vraisemblance est donc théoriquement la
meilleure des méthodes d’estimation (Pfanzagl & Hamböker, 1994). Il existe plusieurs méthodes
permettant d’explorer le paysage de vraisemblance afin de repérer le maximum. En effet, la re-
cherche d’un maximum de vraisemblance consiste à mettre en évidence le maximum de la fonction
de vraisemblance ce qui correspond à la recherche du paramètre θ qui maximise cette probabilité,
(i.e. qui permet le mieux d’expliquer les données observées).
Cependant, la recherche analytique du maximum de vraisemblance peut rapidement s’avérer
coûteuse en temps de calcul. De plus, la fonction de densité peut admettre plusieurs “pics” de
vraisemblance (optimums locaux), et l’un des risques liés à l’utilisation de ces méthodes analytiques
est la mise en évidence d’un de ces optimums locaux, à la place de l’optimum global. Ainsi, des
méthodes vont permettre de guider le parcours entre topologies d’arbres pour restreindre l’espace
de recherche et limiter le risque de converger vers un arbre sous-optimal.
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Calcul de la vraisemblance globale de l'arbre
FIGURE 5.16: Approche d’inférence d’arbre phylogénétique par maximum de vraisemblance.
Nous disposons qu’une topologie d’arbre ainsi que des longueurs de branches associées dont
nous voulons déterminer la vraisemblance. Ainsi pour un site donné de l’alignement : (1) La
vraisemblance de l’arbre pour l’ensemble des états des nœuds ancestraux va être déterminée ;
(2) La vraisemblance de l’arbre pour le site considéré va correspondre à la vraisemblance calculée
pour chacun des caractères au niveau de la racine ; (3) La vraisemblance globale de l’arbre
correspondra au produit des vraisemblances des racines de l’arbre pour chacun des sites de
l’alignement.
5.2.2.3.4 Conclusion :
Ces méthodes permettent de disposer de reconstructions effectuées selon un cadre statistique
robuste. Elles sont également connues pour être moins sensibles à certains types d’erreurs telles
que l’“attraction des longues branches” (LBA 15), qui tend à regrouper les OTUs présentant une
évolution rapide indépendamment de leur véritable proximité évolutive, ou encore l’“hétérotachie”,
qui correspond à la présence de taux d’évolution hétérogènes entre sites d’un alignement (Philippe,
Zhou, Brinkmann, Rodrigue, & Delsuc, 2005).
Néanmoins, ces approches présentent l’inconvénient d’être relativement lourdes en calcul. De
plus, elles sont également connues pour être sensibles aux données manquantes (Warnow, 2012).
15. Long Branch Attraction
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5.2.2.4 Approches bayésiennes en phylogénie moléculaire
Les approches bayésiennes vont permettre de prendre en compte un ensemble d’arbre possibles
cohérents par rapport aux données de départ plutôt que de mettre en évidence l’arbre optimal.
Les vraisemblances des arbres sont calculées de manière analogue à ce qui est réalisé au sein des
approches ML 16, mais au lieu de rechercher un arbre unique, ces méthodes vont considérer un
ensemble d’arbres associés à des valeurs élevées de vraisemblance. Les approches d’inférence
phylogénétique bayésiennes (Rannala & Yang, 1996) nécessitent de disposer des données de
départ ainsi que d’un ensemble d’informations apriori relatives aux probabilités des événements
considérés, afin de déterminer les probabilités postérieures de ces événements.
5.2.2.4.1 Introduction de données a priori :
Ces approches permettent donc de prendre en compte d’éventuelles informations a priori sur les
valeurs initiales de θ . Cette densité est appelée prior et notée pi(θ). La connaissance des données
(x) va permettre de mettre à jour le prior de manière à obtenir la densité a priori pi(θ |x).
Theorem 5.2.2 — Théorème de Bayes. Ainsi Le théorème de Bayes se définit comme suit :
P(θ |x) = P(x|θ)P(θ)P(x)
Avec :
— P(θ |x) la probabilité postérieure pour les valeurs de paramètres θ spécifiées
— P(x|θ) correspond à la distribution de probabilité de la fonction de vraisemblance
— P(θ) correspond aux probabilités a priori pour notre ensemble de valeurs de paramètres
— P(x) correspond à la probabilité d’observer les données x.
Ainsi, l’intérêt des approches bayésienne va être de pouvoir ajouter des connaissances a priori
sur θ sous la forme d’une densité de probabilité pi(θ) appelée prior. La connaissance des données
x va nous permettre de mettre à jour ce prior afin d’obtenir une densité de probabilité a posteriori
pi(θ |x).
Néanmoins, la détermination des probabilités postérieures pour l’intégralité des arbres étant im-
possible, ce type d’approches nécessite l’emploi de techniques d’échantillonnage, afin de restreindre
l’espace de recherche.
5.2.2.4.2 Échantillonnage numérique du paysage :
Certaines approches ont donc été proposées afin de permettre d’échantillonner le paysage de
vraisemblance. La méthode de Monte-Carlo par chaînes de Markov MCMC 17 (Gilks, Richardson,
& Spielgelhalter, 1996) permet donc d’approximer la probabilité postérieure d’un arbre.
L’algorithme de Métropolis-Hastings (Hastings, 1970 ; Metropolis, Rosenbluth, Rosenbluth,
Teller, & Teller, 1953) se traduit par la mise en place d’une chaîne, qui va permettre un déplacement
à travers l’espace des paramètres considérés. Cette chaîne va permettre d’échantillonner et de mettre
à jour les valeurs des paramètres de façon régulière, au fur et à mesure d’une marche ( i.e. au travers
d’un ensemble de pas de temps). Les étapes simplifiées de l’algorithme sont décrites au niveau de
l’algorithme 1.
16. Maximum Likelihood
17. Markov Chain Monte-Carlo
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Règles du MCMC
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FIGURE 5.17: Illustration de l’approche MCMC. Cette représentation schématise le processus
de marche aléatoire au niveau de l’espaces des paramètres considérés (i.e. l’espace des arbres
phylogénétiques). D’après (Fan et al., 2011).
La marche débute au niveau d’un point du paysage de vraisemblance qui peut être choisi de
manière arbitraire ou à l’aide d’une heuristique permettant d’initialiser la marche au niveau d’une
région du paysage potentiellement intéressante. Elle peut par exemple commencer par une étape de
détermination du maximum de vraisemblance qui conduirait à l’identification d’un optimum local
(burn-in). L’approche MCMC va permettre de parcourir le voisinage de ce point de départ (voir
fig.5.17).
Data: X = (x1, ...,xn)
Result: X un point du paysage de vraisemblance
initialisation;
Soit Y un voisin aléatoire de X ;
while N do
if f (Y )> f (X) then
X = Y ;
else
Soit r, une variable aléatoire tel que r ∈ [0;1] ;
if f (Y )f (X) < r then






Algorithm 1: Pseudo-algorithme simplifié de l’algorithme de MCMC. (1) La marche débute
au niveau d’un point du paysage de vraisemblance qui peut être choisi de manière arbitraire ou
à l’aide d’une heuristique (burn in). (2) Le voisinage de ce point de départ va être parcouru. A
chaque pas, les paramètres considérés (i.e. la topologie de l’arbre, les longueurs de branches
ainsi que les paramètres du modèle de substitution utilisé) seront modifiés. Une modification
(i.e. un pas) sera réalisée si la probabilité de ce changement est supérieure à l’état courant.
Sinon, la modification peut néanmoins être acceptée avec une certaine probabilité qui dépend de
l’importance de la diminution. D’après (Hastings, 1970 ; Metropolis et al., 1953).
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Il est également possible de relâcher la convergence en prenant en compte une valeur tous les n
points que l’algorithme fournit en sortie. Ainsi, plus l’échantillonnage sera important, plus la chaîne
sera longue, et meilleur sera l’aperçu du paysage d’arbre et donc la robustesse de l’échantillonnage.
L’approximation de la distribution des paramètres sera d’autant plus proche de la distribution exacte
que le nombre de pas sera important.
Cette approche a été popularisée par son implémentation au sein de logiciels tels que MrBayes
(J. P. Huelsenbeck, Ronquist, Nielsen, & Bollback, 2001 ; Ronquist & Huelsenbeck, 2003) qui
implémente une variante de l’approche MCMC appelée MCMCMC 18. Cette variante étend l’ap-
proche MCMC en permettant de définir plusieurs chaînes : un ensemble de chaînes “chaudes” (r
tend vers 0) et une chaîne “froide” (r = 1). Les seuils de rejets d’un arbre au niveau du rapport des
probabilités de changement pourra être diminué pour chaque chaîne “chaude” (r = 0 correspond à
l’absence de seuil, chaque arbre étant accepté de manière équiprobable lors de la marche). Cette
approche permet de parcourir un ensemble d’arbres plus important, réduisant ainsi le risque de
converger vers un optimum local.
5.2.3 Robustesse des topologies
Une fois l’arbre phylogénétique inféré, il est en général conseillé d’évaluer la robustesse
de la topologie, en attribuant un indice de confiance à l’ensemble des séparations (branches)
de l’arbre. Plusieurs méthodes existent pour effectuer ce type d’analyses. Certaines méthodes
non-paramétriques vont procéder au moyen d’un échantillonnage aléatoire des positions de
l’alignement (méthodes non-paramétriques), d’autres approches vont fournir une validation statis-
tique de la confiance que l’on peut accorder à une reconstruction phylogénétique.
5.2.3.1 Une procédure non paramétrique, le bootstrap (Felsenstein, 1985)
La procédure de bootstrap (fig.5.18) consiste en un échantillonnage aléatoire avec remise des
positions d’un alignement de séquence initial de manière à générer des peudo-alignements de même
taille que l’alignement de départ (généralement 1000 étapes d’échantillonnage sont effectuées).
Ces alignements sont ensuite utilisés afin de reconstruire des arbres phylogénétiques à l’aide de
la même technique que celle utilisée pour reconstruire l’arbre initial. Les fréquences d’apparition
des clades de l’arbre initial vont être déterminées au niveau de l’ensemble des arbres générés lors
de cette procédure de bootstrap, et matérialiseront la confiance que l’on peut accorder dans la
reconstruction effectuée. D’autres approches similaires peuvent être évoquées comme la procédure
jackknife à ceci près que les pseudo-alignement générés ne contiennent qu’un sous-échantillon p de
positions de l’alignement initial.
L’avantage principal du bootstrap est que sa nature non paramétrique permet son application
indépendamment de l’approche de reconstruction choisie. Il permet également d’obtenir une
information sur la robustesse de chaque branche sous la forme d’une fréquence. Néanmoins, cette
approche présente plusieurs inconvénients dont le fait que le support des groupes individuels est
connu pour décroître en fonction du nombre de séquences présentes au niveau du jeu de données
de départ. De même la présence d’artefacts au niveau des données de départ risque de biaiser le
calcul du support (Soltis & Soltis, 2003 ; J. P. Huelsenbeck, Bull, & Cunningham, 1996). Enfin, le
bootstrap correspond à une procédure intensive en termes de calculs et sera difficile à appliquer sur
des jeux de données trop importants.
5.2.3.2 Les procédure basées sur la vraisemblance
Ces méthodes sont basées sur l’analyse de la différence de vraisemblance de la topologie de
l’arbre inféré par rapport aux topologies d’autres reconstructions alternatives. L’hypothèse nulle
18. Metropolis-coupled Markov chain Monte Carlo




























































































FIGURE 5.18: Analyse de support non paramétrique bootstrap (Felsenstein, 1985). (1) Des
matrices sont construites à partir de l’alignement initial afin de générer un échantillonnage avec
remise des positions de l’alignement initial ; (2) Les arbres phylogénétiques de chacune des matrices
vont être générés ; (3) Les fréquences de présence de chaque clade sont calculées et sont attribuées
aux clades correspondants au niveau de l’arbre original. D’après (Lemey et al., 2009).
(H0) de ces stratégies va être de considérer que les deux topologies sont également supportées par
les données.
La méthode proposée par Kishino et Hasegawa en 1989 (KH) (Kishino & Hasegawa, 1989),
permet de comparer les topologies de deux arbres via la confrontation de leurs vraisemblances
associées. Cette stratégie nécessite de disposer d’un alignement de n positions, de deux topologies
d’arbres T1 et T2 et de leurs vraisemblances associées L1 et L2.
L’objectif de cette approche va consister en une ré-estimation de L1(i) et L2(i) pour chacun des
n sites de l’alignement, afin de calculer la distribution de la différence “d” entre les vraisemblances
L1 et L2 des deux topologies d’arbres pour les n sites de l’alignement :
d(i) = L1(i)−L2(2)
Ainsi, d(i) va être recentrée sur la moyenne d(i) :
D(i) = d(i)−d(i)
la dernière étape consiste à rechercher d au sein de l’intervalle de confiance de D(i).
Cette méthode a été par la suite étendue, par Shimodaira et Hasegawa (1999) (Shimodaira
& Hasegawa, 1999), qui ont proposé une version modifiée, le test SH (Shimodaira & Hasegawa,
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1999), qui ne se limite plus à la comparaison de deux topologies, mais qui peut s’appliquer sur un
ensemble de topologies d’arbres. Ces mêmes auteurs ont également proposé une version relâchée
du test SH, le test AU 19 (Shimodaira, 2002), moins conservatif.
Ces approches de calcul du support paramétriques présentent l’avantage d’être plus simples à
calculer que les approches non-paramétriques de type bootstrap. De plus, elles permettent d’obtenir
des mesures précises et robustes du support d’un arbre. Néanmoins, la cohérence des résultats de
ces méthodes dépendent fortement de la qualité de l’estimation des paramètres du modèle utilisé par
le test (Goldman, Anderson, & Rodrigo, 2000 ; Anisimova, Gil, Dufayard, Dessimoz, & Gascuel,
2011).
5.2.4 Reconstructions phylogénétiques et risque d’erreur
Deux grands types d’erreurs pourront affecter les reconstructions phylogénétiques : les erreurs
stochastiques et systématiques (D. Swofford et al., 1996).
FIGURE 5.19: Evolution de l’inférence phylogénétique au cours du temps. Les différentes
zones peuvent être délimitées en fonction du nombre de gènes (abscisses) et du nombre d’OTUs
(ordonnées). Chaque zone est associée à une combinaison d’erreurs. La partie gauche (en haut)
est plutôt associée à des erreurs relatives au contenu en OTUs, alors que la partie droite va plutôt
correspondre à des jeux de données multigéniques assemblées afin de réaliser une inférence
phylogénétique à grande échelle. D’après (Philippe et al., 2017).
L’erreur stochastique correspond à la présence d’événements aléatoires pouvant occasionner
des erreurs dans l’alignement (par exemple, une erreur au niveau du séquençage ou au niveau de
l’assemblage). L’impact de ce type d’erreur sur la reconstruction va diminuer en fonction de la
taille de l’alignement considéré. Ceci peut néanmoins s’avérer problématique dans la mesure où
l’on considère des séquences de taille réduite, avec un nombre restreint de sites informatifs. Ainsi,
ce problème se pose tout particulièrement dans le cadre des phylogénies simple gène.
19. Approximately Unbiaised
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L’erreur systématique résulte quant à elle, d’une inadéquation entre le modèle utilisé et le
processus évolutif à l’origine des données observées (Phillips, Delsuc, & Penny, 2004). Un moyen
pour corriger ce type d’erreur, va être d’éliminer les positions non-informatives de l’alignement,
comme par exemple, des régions mal alignées, ce qui peut être effectué via l’utilisation d’approches
telles que Gblocks (Castresana, 2000), BMGE 20 (Criscuolo & Gribaldo, 2010), GUIDANCE (Penn
et al., 2010), StatSigMA (Prakash & Tompa, 2005) ou plus récemment HMMCleaner (Philippe et
al., 2017).
5.3 Reconstruction des états ancestraux
L’objectif de ces méthodes est de replacer les événements mutationnels à l’origine des don-
nées observées par rapport à un arbre phylogénétique inféré au préalable. Ainsi reconstruire ces
événements mutationnels revient à reconstruire les événements ancestraux au niveau des nœuds
internes d’un arbre phylogénétique, les feuilles correspondant aux états observés des données. La
connaissance des états des feuilles ne permettant pas de déterminer de façon exacte les mutations
ayant conduit aux états observés actuels, plusieurs approches peuvent être utilisées afin de fournir
une hypothèse sur la nature de ces événements évolutifs et plus particulièrement sur les états
ancestraux de ces données. Les méthodes les plus communément utilisées sont les approches de
parcimonie et les approches statistiques par maximum de vraisemblance.
5.3.1 Approches de parcimonie
Les méthodes basées sur la détermination du maximum de parcimonie (MP) reposent sur l’idée
que le scénario optimal expliquant les relations entre états observés d’un trait donné, correspond
à celui qui minimise le nombre de changement d’états (d’événements mutationnels) le long d’un
arbre de référence. Ainsi, si l’on prend l’exemple d’un alignement de séquences biologiques, toutes
les positions des sites de l’alignement sont analysées de manière indépendante.
Les approches de maximum de parcimonie ont donné lieu aux premiers algorithmes permettant
de reconstruire les états ancestraux par rapport à un arbre phylogénétique (Nepokroeff, Sytsma,
Wagner, & Zimmer, 2003). Ces approches se basent sur le postulat que l’évolution est un processus
parcimonieux et donc que la reconstruction optimale correspond à celle qui implique le moins
d’événements mutationnels (principe d’évolution minimale). L’inférence des états ancestraux va
être déterminée en deux étapes. Dans un premier temps, les scores des différents états de chaque
nœud vont être déterminés en remontant vers la racine (étape “upward”), de la même manière
que pour l’inférence phylogénétique. Enfin, l’arbre est parcouru à nouveau en sens inverse, de la
racine jusqu’aux feuilles afin d’affecter l’état de score minimal à chaque nœud interne de l’arbre
(étape “downward”). Néanmoins, ces méthodes proposent bien souvent plusieurs reconstructions
également parcimonieuses mobilisant le même nombre de mutations (voir figure fig.5.20).
Afin d’améliorer la cohérence de la reconstruction, deux grandes catégories d’optimisations
existent : les optimisations DELTRAN 21 (Wiley, Siegel-Causey, Brooks, & Funk, 1991) et ACC-
TRAN 22 (D. L. Swofford & Maddision, 1978 ; Wiley et al., 1991) (voir fig.5.21) :
L’hypothèse DELTRAN favorise les convergences, c’est à dire les pertes tardives et parallèles
au niveau de l’arbre en repoussant les mutations vers les feuilles.
20. Block mapping and gathering with entropy
21. DELayed TRANsformation
22. ACCelerated TRANsformation
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FIGURE 5.20: Inférence des états ancestraux à l’aide de l’approche de Sankoff. (1) La première
étape consiste à calculer les scores pour l’ensemble des nœuds internes de l’arbre en remontant
vers la racine (“upward”) ; (2) Ensuite, la deuxième étape consiste à attribuer à chaque nœud, l’état
dont le score est minimal (“downward)”.
L’hypothèse ACCTRAN va au contraire favoriser les pertes anciennes au niveau de l’arbre,
suivies par des phénomènes de réversion (rétablissement de la fonction). Elle fait donc remonter les
mutations vers la racine de l’arbre.
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FIGURE 5.21: Représentation des optimisations ACCTRAN et DELTRAN. L’optimisation
ACCTRAN favorise les pertes anciennes suivies par des réversions tardives, elle remonte les
mutations vers la racine ; L’optimisation DELTRAN favorise les convergences, elle repousse les
mutations en bas de l’arbre vers les feuilles.
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Il s’agira donc de bien déterminer au préalable, quel type d’optimisation s’applique le mieux au
problème biologique traité dans le cadre de l’analyse. Par exemple si la présence d’une fonction
particulière est recherchée et que la réalisation de cette fonction mobilise de nombreux gènes, il est
plus vraisemblable que cette dernière soit perdue plutôt qu’acquise. L’optimisation DELTRAN est
donc dans ce cas, plus adaptée (Agnarsson & Miller, 2008).
5.3.2 Approches par maximum de vraisemblance
La reconstruction des états ancestraux d’un trait peut être effectuée de manière analogue à
l’approche utilisée pour la reconstruction phylogénétique (Pagel, 1999). Ainsi, il s’agira de fixer une
partie des paramètres utilisés par ces approches, à savoir la topologie de l’arbre θτ ainsi qu’éven-
tuellement les longueurs de branches θv. L’approche va donc nécessiter d’estimer les paramètres
du modèle utilisé qui vont correspondre aux taux de transition. Ainsi, pour un trait donné (un site
d’un alignement ou une information de présence - absence au niveau d’un ensemble d’OTUs par
exemple), il va être possible de reconstruire les états ancestraux au niveau des nœud internes de
l’arbre en appliquant les taux estimés du modèle (voir fig.5.22).
G1 G2 G3 G4 G5 
A C G GC
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FIGURE 5.22: Inférence des états ancestraux à l’aide d’une approche de maximum de vrai-
semblance. Les probabilités de présence de chaque état du trait sont déterminées pour chacun
des nœuds interne de l’arbre. Ces probabilités sont calculées consécutivement à l’estimation des
paramètres du modèle de transition à partir des données observées au niveau des feuilles de l’arbre,
de sa topologie et de ses longueurs de branches.
Deux approches sont possibles pour explorer l’espace des paramètres : par ML afin d’estimer
les états ancestraux les plus probables comparativement aux données observées ou via une approche
d’échantillonnage (MCMC). Ainsi, nous obtenons une distribution de probabilité pour chacun des
états aux nœuds de l’arbre, les états sélectionnés correspondront donc à la combinaison d’états qui
maximise la vraisemblance globale du scénario.
Ainsi, cette approche va utiliser l’information présente au niveau des données observées (états
des feuilles), l’information topologique de l’arbre et les longueurs de branches, afin d’estimer les
taux de transitions qui constituent les paramètres du modèle utilisé. Ceci permet une estimation
plus rigoureuse de ces scénario évolutifs, qui s’inscrit dans un cadre statistique robuste. Néanmoins,
la complexité de l’approche augmente de manière exponentielle en fonction du nombre d’états
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considérés au niveau du trait. Ainsi la reconstruction des états ancestraux d’un site issu d’un
alignement de séquences nucléotidiques nécessite la construction d’une matrice de transition de
taille 4× 4 = 16 paramètres. L’analyse d’un site issu d’un alignement protéique requiert, quant
à lui, la construction d’une matrice de taille 20×20 = 400 paramètres. Ainsi, l’estimation d’un
nombre important de paramètres risque de nécessiter des temps de calcul relativement élevés.
5.4 Inférence de la coévolution
Deux entités biologiques sont considérées en situation de coévolution dans la mesure où elles
n’évoluent pas de manière indépendante, en d’autre termes, lorsque les changements opérés au
niveau de la première entité vont impacter l’évolution de la deuxième, affectant de fait les probabi-
lités d’occurrence des états qu’elles vont présenter au cours de l’histoire évolutive.
Ainsi, la coévolution peut être constatée à plusieurs niveau :
— Entre espèces : notamment dans le cadre des interactions hôte-pathogènes ou encore au cours
des symbioses (J. K. Brown & Tellier, 2011 ; Martinez-Romero, 2009 ; Bliven & Maurelli,
2016).
— Au niveau cellulaire : la présence de coévolution a pu être mise en évidence entre les gé-
nomes mitochondrial et nucléaire, par exemple, où le génome nucléaire va pouvoir compenser
des mutations délétères apparues au sein du génome mitochondrial (J. Y. Chou & Leu, 2015).
— Au niveau de complexes de gènes : ainsi certains groupes de gènes impliqués dans une
fonction commune ou encore les gènes localisés au sein d’îlots génomiques vont également
pouvoir présenter des relations de coévolution (Guo et al., 2012 ; Tillier & Charlebois, 2009).
— Au niveau moléculaire :
— La mise en évidence de liens de coévolution peut être constatée dans le cadre de
la mise en place d’interactions durables à l’échelle de l’évolution entre molécules
qui vont former des complexes, c’est le cas des interactions ligand - récepteur par
exemple (Moyle et al., 1994), ou encore dans le cadre de la mise en place d’interactions
régulatrices ARN - ARN ou ARN - protéine par exemple (Yeang, Darot, Noller, &
Haussler, 2007 ; Slinger, Newman, Lee, Pei, & Meyer, 2015 ; Updegrove, Shabalina, &
Storz, 2015)
— De même, la coévolution peut également être constatée entre positions d’une même
molécule. Les ARNs vont établir leur structure au moyen de repliements qui se tra-
duisent par des appariements entre régions complémentaires de la molécule.
L’identification de liens de coévolution au travers, notamment, de la présence de profils évolutifs
corrélés entre éléments fonctionnels d’un génome peut apporter de l’information sur la manière
dont ces éléments interagissent entre eux et sur les fonctions communes auxquelles ils participent
(Barker & Pagel, 2005). Il existe de nombreuses méthodes destinées à détecter des événements de
coévolution. Chaque méthode à ses avantages et ses inconvénients respectifs mais deux grandes
classes de méthodes existent : les méthodes qui ne nécessitent pas de phylogénie générée au préa-
lable et celles qui en nécessitent une.
5.4.1 Approches non-phylogénétiques
5.4.1.1 Approches statistiques
La manière la plus simple de représenter la coévolution va être l’utilisation de tests statistiques
usuels permettant de considérer la corrélation entre deux traits (trait phénotypique, colonne d’un
alignement multiple de séquences...). On peut par exemple appliquer un test de corrélation de
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Pearson (χ2), qui va permettre de mettre en évidence des co-changements au niveau des positions
de deux traits comparés (K. Pearson, 1896).
Definition 5.4.1 — Corrélation de Pearson. Le coefficient de corrélation de Pearson peut être




— x¯ et y¯ les moyennes respectives des variables x et y
— r le coefficient de corrélation tel que 0≤ r ≤ 1
5.4.1.2 Information mutuelle
Une manière d’étudier les MSA 23 va être d’utiliser l’information mutuelle. Chaque site d’un
alignement va pourvoir ainsi être considéré. La quantité d’information du site va pouvoir être
calculée de même que l’information partagée entre chaque site. Ces valeurs permettent de calculer
l’information mutuelle, une mesure de la dépendance statistique entre deux sites de l’alignement.
Le calcul de cette information mutuelle va se baser sur l’entropie de Shannon qui va nous permettre
de quantifier l’incertitude d’une variable aléatoire donnée (Cover & Thomas, 1991).
Ainsi si l’on considère deux sites d’un alignement multiple, ces derniers peuvent être assimilés
à une variable aléatoire ou un vecteur de taille n (i.e. le nombre de séquences de l’alignement).
Ainsi cette variable aléatoire va prendre n valeurs d’états (parmi les 4 bases nucléotidiques ou les
20 acides aminés par exemple).
Definition 5.4.2 — Entropie de Shannon. L’entropie de Shannon pour un site X de l’aligne-
ment se note :
H(X) =−∑ni=1 p(xi)logb p(xi)
Avec :
— xi : l’état du site à la position i
— b : la base du logarithme
— n : le nombre de séquences au niveau de l’alignement (i.e. le nombre de position au niveau
du site).
(Afin que 0≤ H(X)≤ 1 et donc que l’on obtienne une probabilité, on définira b = n)
Si l’on considère un deuxième site de l’alignement Y , on peut définir l’entropie conditionnelle
H(X |Y ) telle que :
H(X |Y ) =−∑ni=1∑nj=1 p(xi)p(yi)logb p(xi)p(yi)p(xi)
Cette valeur va matérialiser la quantité d’information nécessaire pour définir X sachant un
Y connu. On peut également définir l’entropie jointe H(X ,Y ) qui va représenter l’incertitude de
l’ensemble des variables (X ,Y ), telle que :
H(X ,Y ) =−∑ni=1∑nj=1 p(xi)p(yi)logb p(xi)p(yi)
Enfin, l’information mutuelle va permettre de quantifier la réduction de l’incertitude d’une
variable si l’on prend en compte l’information d’une autre variable, elle va correspondre à une
valeur comprise entre 0 et 1, une MI proche de 1 témoignant d’une corrélation forte entre les sites
de l’alignement.
23. Multiple Sequence Alignments
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Definition 5.4.3 Information mutuelle (MI) : L’information mutuelle se note :
MI(X ,Y ) = H(X)−H(X |Y ) = H(Y )−H(Y |X) = H(X)+H(Y )−H(X)H(Y )
5.4.1.3 En conclusion
L’intérêt principal de ces méthodes réside dans leur grande généricité, dans la mesure où
elles ne nécessitent pas de connaissances préalables sur la manière dont évoluent les résidus de la
séquence par exemple. De plus ces approches sont relativement économes en termes de calculs
et pourront être facilement appliquées à grande échelle sur des jeux de données conséquents.
Néanmoins, ces approches ne permettent pas de prendre en compte les dépendances évolutives
pouvant exister entre sites ou entre positions de l’alignement, ainsi chaque position de chaque site
est considérée de façon indépendante. Or nous savons que les ensembles d’OTUs étudiées sont
partiellement biaisé par les relations de parenté évolutive pouvant exister entre elles. Aussi, la non
prise en compte de cette information risque d’occasionner des imprécisions lors de l’inférence de
cette coévolution.
Si des tentatives de pondération ont été effectuées afin de soustraire les relations de dépendance
pouvant exister entre sites afin d’améliorer ces méthodes (Buck & Atchley, 2005 ; Codoner & Fares,
2008 ; Dunn, Wahl, & Gloor, 2008 ; Marchais et al., 2009, 2009), le succès de ces corrections
ad hoc demeure mitigé et elles impactent négativement leur capacité à identifier de vrais positifs
(Gloor, Martin, Wahl, & Dunn, 2005 ; Buck & Atchley, 2005).
5.4.2 Approches basées sur la phylogénie
Les jeux de génomes étant bien souvent biaisés par cette relation de proximité évolutive, la
prise en compte de la phylogénie va permettre d’améliorer la précision de l’analyse en intégrant les
relations de parenté existant entre les OTUs (génomes par exemples).
5.4.2.1 Méthodes utilisant la vraisemblance
Ces méthodes vont permettre de détecter de la coévolution entre deux traits en se basant sur
un arbre phylogénétique, sur les valeurs observées de chacun des traits au niveau des OTUs
considérés, et sur des modèles mathématiques qui vont permettre de modéliser et de quantifier
l’information de coévolution. Une fonction de vraisemblance permet l’optimisation des paramètres
du modèle, afin de l’ajuster du mieux possible aux données observées. Une fois les paramètres du
modèle estimés, cette méthode va permettre de déterminer les scénarios de coévolution les plus
vraisemblables entre nos traits.
Néanmoins, ce type d’approches peut rapidement s’avérer coûteux selon la complexité du
modèle utilisé. En effet, plus le nombre de paramètres du modèle est grand et plus le coût en termes
de calcul sera important. Cette forte combinatoire impose donc l’emploi de techniques d’échan-
tillonnage. Ainsi la méthode MCMC 24 va permettre d’échantillonner le paysage des scénarios
possibles en fonction de leur vraisemblance, de manière à restreindre l’espace de recherche.
5.4.2.1.1 Méthode de Pagel (Pagel, 1994)
Le modèle de Pagel (Pagel, 1994) permet de détecter des événements de coévolution entre
deux traits (traits phénotypiques, comme deux sites d’un alignement par exemple, ou encore la
présence-absence d’un élément fonctionnel génomique). Cette coévolution est décrite sous la forme
d’une matrice de transitions pour chaque paire d’états possibles. Ainsi, si l’on prend l’exemple de
deux traits binaires X et Y (par exemple la présence ou absence de deux éléments dans un ensemble
24. Markov Chain Monte Carlo
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de génomes). L’ensemble des paires d’états possibles sont donc (0,0), (0,1), (1,0) et (1,1). Ainsi
nous obtenons une matrice de transitions entre états Q de taille 4×4= 16. Une transition est définie
comme un changement d’état pour un seul des deux traits à la fois, ainsi les transitions de type
(0,0)← (1,1) et inversement ne sont pas autorisées par le modèle. Deux types de modèles sont
considérés :
— Un modèle H1 dit de “dépendance” (l’hypothèse alternative), qui va modéliser une si-
tuation où les évolutions respectives des deux traits comparés sachant l’histoire évolutive
des OTUs, vont présenter des liens de dépendance (i.e. une coévolution). Le modèle de
dépendance généralisé va attribuer des taux spécifiques à chacun des types de transitions
autorisés. Ainsi, les taux de transitions pour un trait X vont dépendre de l’état du trait Y
et inversement. Les taux de transitions de X ne seront donc pas équivalents pour les deux
états (0,1) de Y . D’autres modèles de dépendance peuvent être également utilisés, tels que
des modèles de dépendance dirigée où les changements d’états d’un trait X dépendent de
l’état d’un autre trait Y mais où les changements de Y sont indépendants de l’état de X (ces
modèles sont détaillés au niveau de la table 5.2).
QD =

X/Y (0,0) (0,1) (1,0) (1,1)
(0,0) −(q12+q13) q12 q13 0
(0,1) q21 −(q21+q24) 0 q24
(1,0) q31 0 −(q31+q34) q34
(1,1) 0 q42 q43 −(q42+q43)

Ainsi, la modélisation de la situation de coévolution entre deux traits binaires est donc
effectuée à l’aide d’un modèle à 8 paramètres ({q12,q13,q21,qq24,q31,q34,q42,q43}). L’es-
timation de ces 8 paramètres revient donc à explorer un espace à 8 dimensions pour la
fonction de vraisemblance associée au modèle.
— Le modèle HO dit d’“indépendance” (l’hypothèse nulle), qui va modéliser une situation où
les deux traits comparés vont évoluer de manière indépendante, sachant l’histoire évolutive
(arbre phylogénétique) des OTUs qui doit être déterminée au préalable :
QI =

X/Y (0,0) (0,1) (1,0) (1,1)
(0,0) −(q12+q13) q12 q13 0
(0,1) q21 −(q21+q13) 0 q13
(1,0) q31 0 −(q31+q12) q12
(1,1) 0 q31 q21 −(q31+q21)

Ainsi, la modélisation de la situation d’indépendance entre deux traits binaires est donc
effectuée à l’aide d’un modèle à 4 paramètres ({q12,q13,q21,q31}). L’estimation de ces
4 paramètres revient donc à explorer un espace à 4 dimensions pour la fonction de vrai-
semblance associée au modèle. Pour ce modèle, les taux de transitions d’un trait X seront
indépendants de l’état du trait Y (i.e. les taux de transitions seront équivalents quelque soit
l’état de Y ). Ainsi pour ce modèle, nous avons donc :
— q12 = q34, i.e. {(0,0)→ (0,1)}↔ {(1,0)→ (1,1)}
— q13 = q24, i.e. {(0,0)→ (1,0)}↔ {(0,1)→ (1,1)}
— q42 = q31, i.e. {(1,0)→ (0,0)}↔ {(1,1)→ (0,1)}
— q43 = q21, i.e. {(0,1)→ (0,0)}↔ {(1,1)→ (1,0)}
Les probabilités des événements de transition le long d’une branche de longueur v correspondent
à :
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Les changements évolutifs vont être modélisés sous la forme d’un modèle de Markov en
temps continu 25 afin de caractériser les changements d’état opérés le long des branches d’un arbre
phylogénétique (voir fig.5.23) de manière analogue aux approches utilisées pour modéliser les
substitutions d’acides aminés, ou encore celles employées afin d’inférer des phylogénies pour un
ensemble d’espèces (Jukes & Cantor, 1969 ; Felsenstein, 1981 ; Hasegawa, Kishino, & Yano, 1985 ;
Goldman, 1993).
TABLE 5.2: Quelques variations possibles sur le modèle de dépendance de Pagel. D’après
(Pagel, 1994).
Hypothèse testée Description
L(I)< L(D) Evolution correlée (modèle de dépendance à 8 paramètres)
q12 6= q34 et q21 6= q43 changements contingents (1), les changements du trait Y dépendent de
l’état de X (modèle de dépendance à 7 paramètres)
q13 6= q24 et q31 6= q42 changements contingents (2), les changements du trait X dépendent de
l’état de Y (modèle de dépendance à 7 paramètres)
25. Continous time Markov modeling
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          t1  
G1    1   
G2    0  
G3    1  
G4    1  
G5    1  
G6    0  
 
          t2  
G1    0   
G2    0  
G3    1  
G4    0  
G5    1  
G6    0 
 
            t12  
G1    (1,0)   
G2    (0,0)  
G3    (1,1)  
G4    (1,0)  
G5    (1,1) 
G6    (0,0)
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FIGURE 5.23: Approche d’inférence de la coévolution entre de deux traits de Pagel (1994).
Cette approche se base sur la comparaison de la vraisemblance maximale de deux modèles respecti-
vement d’indépendance (H0) et de dépendance (H1) entre deux traits discrets, la significativité de
l’écart entre les modèles est déterminée à l’aide d’un test LRT (Likelihood Ratio Test).
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En conclusion : Ce type d’approche présente l’avantage de prendre en compte la phylogénie
dans le calcul de la coévolution, ce qui permet de pondérer les données observées par les relations
de proximité évolutive existant entre les OTUs. De même, l’utilisation du maximum de vraisem-
blance, inscrit la stratégie d’identification de la coévolution dans un cadre statistique robuste.
Enfin, cette méthode permet de déterminer les événements de gains et de perte entre nos deux traits
combinés.
Ce type de méthode, présente néanmoins l’inconvénient d’être intensif en termes de calculs,
ainsi la complexité de l’approche va augmenter de façon exponentielle avec le nombre de para-
mètres à estimer. Ainsi ce type de méthodes peut s’avérer difficile à appliquer sur des jeux de
données caractérisées par un nombre d’états important. En effet, le nombre de paramètres à estimer
va connaître une croissance exponentielle en fonction du nombre d’états possibles que peuvent
prendre les caractères du trait. Par exemple, si nous voulons étendre ce modèle à la comparaison de
deux sites d’un alignement de séquences nucléotidiques, ces derniers vont donc présenter 4 états ε
possibles, qui correspondent aux 4 bases azotées telles que ε ∈ A,T,G,C. Ainsi nous obtenons au
final, un modèle de coévolution à 48 paramètres (Pagel, 1994 ; Barker & Pagel, 2005).
5.5 Phylogénomique et histoire évolutive des génomes
Les nouvelles technologies de séquençage haut débit ont permis l’accumulation d’immense
quantités de données de génomes et de transcriptomes pour une grande variété d’organismes (virus,
bactéries, archées et eucaryotes). Ainsi, ces quantités toujours croissantes de données ont permis
l’émergence et le développement de la phylogénomique.
Definition 5.5.1 La phylogénomique (Eisen, Kaiser, & Myers, 1997 ; Eisen, 1998 ; Eisen &
Fraser, 2003 ; Gomase & Tagore, 2009) constitue un champ disciplinaire nouveau issu de la
rencontre de deux domaines plus anciens, la génomique, qui s’attache plus particulièrement
à étudier et comparer le contenu des génomes des organismes (Bonaventura, Lee, Desalle,
& Planet, 2010) et la phylogénie qui est recentrée sur l’étude de l’évolution des organismes
(Bonaventura et al., 2010). La phylogénomique désigne donc l’étude des relations évolu-
tives basée sur des analyses comparatives réalisées à l’échelle du génome. Ce type d’analyse
constitue un apport important pour émettre des hypothèses biologiques, telles que la répartition
et la dissémination de la pathogénicité, des gènes de résistance (Stabler et al., 2006 ; Howard
et al., 2006), la convergence ou la divergence des fonctions des gènes (Eisen, 1998 ; Eisen
& Wu, 2002 ; Cruz-Morales et al., 2016), l’origine des organites cellulaires, l’évolution des
génomes (Sicheritz-Ponten & Andersson, 2001 ; Touchon et al., 2009 ; Koonin, 2010), ou encore
l’inférence de l’arbre de la vie (Delsuc, Brinkmann, & Philippe, 2005).
La considération de l’information présente au niveau de l’ensemble des génomes va per-
mettre de reconstruire des phylogénies à partir d’un ensemble de gènes, comme les core gènes
par exemple (gènes conservés entre toutes les souches). Le fait de considérer un ensemble de
gènes va permettre, contrairement à l’utilisation d’un gène unique, de réduire l’erreur stochas-
tique liée au faible nombre de positions informatives présentes dans les petits jeux de données.
Ainsi ces approches permettent de passer outre les biais liés aux phylogénies simple-gènes (Qiu
& Palmer, 1999 ; Rokas, Williams, King, & Carroll, 2003 ; Murphy, Stanyon, & O’Brien, 2001 ;
Shen, Hittinger, & Rokas, 2017). Les relations entre les organismes sont inférées sur la base de
l’homologie au niveau de génomes entiers, qui peut être quantifiée au travers :
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— de comparaisons gène à gène (C. X. Chan, Beiko, Darling, & Ragan, 2009 ; Puigbo, Wolf,
& Koonin, 2010).
— de la comparaison de séquences génétiques concaténées (Burki, Okamoto, Pombert, &
Keeling, 2012 ; Yutin, Puigbo, Koonin, & Wolf, 2012).
— ou encore de la comparaison de séquences de génomes complets (Rannala & Yang, 2008).
Les étapes majeures des approches classiques d’inférence phylogénétique (l’identification des
caractères homologues et la reconstruction d’arbre) sont conservées dans le cadre de ces approches
phylogénomiques. Elles sont donc transposées à l’échelle plus large du génome complet. La fiabilité
de l’arbre reconstruit va dépendre de la qualité des caractères utilisés mais également de la précision
des méthodes de reconstruction employées. Les trois grands types de méthodes d’inférence d’arbre
(distance, maximum de parcimonie et maximum de vraisemblance) sont bien adaptés dans le
cadre de la phylogénomique. Ainsi les approches de phylogénomique peuvent être divisées en
deux grandes catégories : les approches basées sur les séquences et les approches basées sur les
caractéristiques des génomes complets. Les méthodes les plus couramment employées et les plus
fiables demeurent les approches basées sur les alignements multiples de séquences génétiques, dans
la mesure où ils permettent de disposer d’une quantité d’information suffisante et globalement bien
corrélée avec les relations de parenté entre les organismes.
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FIGURE 5.24: Présentation des grandes catégories de méthodes d’inférence phylogénomique.
Les approches de super-matrice visent à concaténer les alignements individuels d’un ensemble de
familles de gènes, avant d’appliquer l’étape d’inférence phylogénétique, alors que les approches de
type super-arbre vont au préalable reconstruire les arbres optimaux de chacun des gènes avant de
générer un arbre consensus (d’après (Delsuc et al., 2005)).
5.5.1 Approches existantes
5.5.1.1 Méthodes basées sur les alignements de séquences
Ces méthodes nécessitent un ensemble de gènes orthologues qui vont être alignés à l’aide
d’outils d’alignement multiple de séquences (comme par exemple Clustalω (F. Sievers et al., 2011)
ou encore ProbCons (Do, Mahabhashyam, Brudno, & Batzoglou, 2005)). Par la suite, les positions
ambiguës de ces MSAs 26 vont être déterminées puis filtrées. Gblocks (Castresana, 2000) permet
26. Multiple Sequence Alignment
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d’identifier et d’exclure de l’alignement les régions mal alignées qui peuvent correspondre à des
contaminants ou à des erreurs générées au cours du processus de recherche d’homologies. D’autres
approches permettent également de détecter des erreurs d’annotations ou des frameshifts, telles
que BMGE (Criscuolo & Gribaldo, 2010) ou encore GUIDANCE (Penn et al., 2010). StatSigMA
(Prakash & Tompa, 2005) identifie les positions non orthologues d’un alignement au moyen d’une
statistique BLAST étendue (Altschul et al., 1990) et HMMCleaner (Philippe et al., 2017). Il permet
également la mise en évidence de ces régions non-orthologues au travers de la reconstruction de
profils d’alignements. Ces profils sont générés au moyen d’un modèle de Markov caché appliqué
sur l’alignement.
L’essentiel des positions d’un alignement a pu maintenir sa contiguïté au cours de son histoire
évolutive. Néanmoins, la reconstruction de cette histoire impose l’émission d’hypothèses fortes
quant au modèle de substitution utilisé ainsi que l’uniformité des processus mutationnels au travers
des sites de l’alignement et des branches de l’arbre. De plus, la reconstruction de cette histoire
évolutive nécessite d’utiliser des algorithmes et des heuristiques coûteux en termes de calcul et
de sollicitation mémoire (Wu, Chatterji, & Eisen, 2012 ; Wong, Suchard, & Huelsenbeck, 2008).
De plus, des variations locales (au niveau d’un sous-groupe restreint de génomes) vont pouvoir
occasionner l’apparition de “gaps” au niveau de l’alignement qui risquent de dégrader la résolution
et de biaiser l’inférence phylogénétique.
Deux approches alternatives peuvent donc être utilisées afin d’inférer des phylogénies à partir
d’un ensemble d’alignements de séquences génétiques, qui regroupent des séquences de tailles
différentes ainsi que des ensembles variables d’espèces :
1. L’approche super-matrice consiste en une concaténation des gènes alignés. Les taxa man-
quants peuvent être codés comme des données manquantes (“ ?”). Cette proportion de données
manquantes peut être relativement haute sans pour autant impacter négativement l’efficacité
de la reconstruction (Wiens, 2003 ; Philippe et al., 2004). Les approches de maximum de vrai-
semblance sont particulièrement bien adaptées pour traiter les super-matrices. Ces méthodes
permettent également de prendre en compte l’hétérogénéité des taux évolutifs entre gènes
autorisant ainsi chaque gène à évoluer selon un modèle différent (Yang, 1996). L’utilisation
de modèles alternatifs pour les différents gènes permet un meilleur ajustement aux données.
Ceci nécessite néanmoins d’estimer un plus grand nombre de paramètres (Pupko, Huchon,
Cao, Okada, & Hasegawa, 2002 ; Bapteste et al., 2002 ; Philippe et al., 2004 ; Delsuc et al.,
2005).
2. Les approches super-arbre combinent les arbres optimaux obtenus à partir de l’analyse des
gènes individuels. Les alignement multiples correspondants peuvent présenter des nombres
variables d’OTUs. Ces alignements sont traités indépendamment, ils peuvent donc être
analysés à l’aide de modèles différents et spécifiques. Les arbres individuels vont finalement
être combinés dans un super-arbre. Ce type de reconstruction va permettre de considérer
un ensemble de gènes individuels présentant des OTUs communs entre eux. Ainsi, ce type
d’approche est bien adapté pour combiner des arbres générés à partir de jeux de données
différents, par exemple dans le cas où l’on veut combiner un arbre issu de données de
séquences, avec un arbre reconstruit sur un trait phénotypique (donnée morphologique
par exemple). De même, l’étape de réconciliation d’arbres est relativement économe en
termes de calcul. Ces stratégies sont donc plus facilement déployables à grande échelle
et plus génériques que les approches type “super-matrice”. Néanmoins elles présentent
l’inconvénient de ne prendre en compte que la topologie au niveau de la reconstruction de
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l’arbre consensus, les arbres produits n’ayant pas de longueurs de branches associées.
5.5.1.2 Méthodes indépendantes des alignements de séquences
Ces méthodes vont permettre d’inférer des phylogénies sur la base de la comparaison du contenu
en gènes, l’ordre des gènes (synténie) ou encore la distribution des génomes en oligonucléotides.
5.5.1.2.1 Méthodes basées sur le contenu en gènes
Les méthodes utilisant le contenu en gènes vont permettre de reconstruire des phylogénies au
moyen d’un calcul de distances. Ainsi, chaque gène considéré va être recherché dans les différents
génomes à l’aide d’une approche d’alignement type BLAST (Altschul et al., 1990) par rapport à
un seuil défini. L’information de synténie peut également être employée afin d’affiner la définition
de l’orthologie. C’est notamment le cas de PanOCT (Fouts et al., 2012) qui permet de constituer
des familles d’orthologues à partir d’alignements BLAST en identifiant les paralogues grâce à
l’information de conservation du contexte génomique proche du gène CGN 27. Les groupes d’or-
thologues ainsi définis pourront être utilisés afin de reconstruire des matrices d’occurrences ou de
présence-absence. Ainsi, ces méthodes vont représenter la proportion d’orthologues partagés entre
les génomes via l’application d’algorithmes de distance usuels sur données discrètes (Snel, Bork,
& Huynen, 1999 ; Tekaia, Lazcano, & Dujon, 1999 ; Lin & Gerstein, 2000), ou via l’utilisation
d’approches de maximum de parcimonie, afin d’attribuer des scores à la présence ou l’absence
d’homologues ou d’orthologues (Wolf, Rogozin, Grishin, Tatusov, & Koonin, 2001 ; Fitz-Gibbon &
House, 1999).
D’autres méthodes vont utiliser l’information d’ordre des gènes afin de reconstruire des arbres
phylogénétiques en minimisant le nombre de cassures entre les génomes ou en déterminant un
score à partir de l’information de présence - absence des gènes orthologues (Korbel, Snel, Huynen,
& Bork, 2002 ; Wolf et al., 2001).
5.5.1.2.2 Méthodes basées sur le biais de composition en k-mers
Enfin, d’autres méthodes ne vont pas émettre d’hypothèse d’homologie (Delsuc et al., 2005) et
vont utiliser le biais d’usage en oligonucléotides des génomes, appelé “signature” oligonucléoti-
dique des génomes. Il a pu être montré que cette signature génomique est bien corrélée avec les
distances évolutives existant entre les génomes (Karlin, Mrazek, & Campbell, 1997 ; Takahashi,
Kryukov, & Saitou, 2009). Des phylogénies vont pouvoir être reconstruites en utilisant par la suite
des algorithmes de distance classiques (Delsuc et al., 2005). Ainsi, les méthodes basées sur la
recherche de sous-séquences exactes de taille définie et généralement courte (mots, k-mers ou
n-grams) peuvent constituer des alternatives intéressantes aux alignements multiples. Un k-mer peut
être traité comme une unité d’information. Les k-mers sont extraits d’un ensemble de séquences et
leurs comptages ainsi que leurs distributions de fréquence (i.e. spectres de k-mers) sont calculés.
Les erreurs de séquençage peuvent apparaître comme des k-mers inattendus, de même que les
régions régulatrices, les éléments répétés ou encore les régions transférées horizontalement (Vinga
& Almeida, 2003).
De même, les k-mers individuels partagés par des séquences peuvent être considérés comme
des éléments incorporant l’information d’homologie au niveau d’une séquence. Ainsi si des k-mers
arborant suffisamment de signal non biaisé sont extraits, la comparaison statistique des spectres de
k-mers peut être utilisée afin d’inférer une reconstruction phylogénétique ou de mettre en évidence
des transferts horizontaux (Hohl & Ragan, 2007 ; Domazet-Loso & Haubold, 2011).
27. Close Genomic Neighbour
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Ces approches peuvent être aisément étendues aux séquences incomplètes, aux contigs non-
assemblés, à des transcrits, des fragments de gènes ou plus généralement à des séquences de
mauvaise qualité. Certaines approches vont permettre de quantifier la ressemblance entre séquences
au travers du nombre de sous-séquences (k-mers) qu’elles ont en commun. Cette mesure peut
être transformée (au travers d’une représentation logarithmique ou la moyenne géométrique) afin
d’estimer la distance évolutive. Une matrice contenant ainsi les distances entre chaque paire de
séquences peut être reconstruire sur ces statistiques. Cette matrice de distance peut être utilisée afin
de reconstruire un arbre phylogénétique. La mesure d’homologie peut se baser sur la fréquence
(nombre d’occurrences) de ces k-mers ou peut également prendre en compte leurs positions relatives
au sein des séquences.
La corrélation entre les ensembles de k-mers, parfois ajustés par la taille (k) en fonction de la
taille totale de la séquence, peut être incorporée comme critère de pondération. Cette mesure peut
alternativement être normalisée par la probabilité de chacun des k-mers au niveau de la séquence,
ou étendue afin de prendre en compte des matches imparfaits de k-mers (Goke, Schulz, Lasserre, &
Vingron, 2012).
La génération de la matrice de distance est computationnellement plus rapide que les méthodes
basées sur un MSA. Ainsi des méthodes simples d’inférence d’arbres à partir d’une matrice de
distance peuvent être appliquées (neighbour joining (NJ)). De plus les k-mers peuvent être utilisés
dans le cadre d’autre types d’applications telles que le traitement de données de métagénomique
(partitionnement et classification), en se basant sur le biais de composition en k-mers des séquences
génomiques. Les séquences avec une distribution particulière en k-mers vont en effet pouvoir être
regroupées entre elles (Thomas, Gilbert, & Meyer, 2012).
5.5.1.2.3 Méthodes basées sur les événements génomiques rares
Les événements génomiques rares (Philippe & Laurent, 1998 ; Rokas & Holland, 2000),
tels que les insertions ou délétions (indels), les mutations ponctuelles ou SNP 28, l’intégration
d’éléments transposables, les événements de fusion ou de fission de gènes peuvent également être
utilisés comme signatures évolutives afin de reconstruire des arbres phylogénétiques en utilisant
l’information de présence - absence associée (G. G. Murray, Weinert, Rhule, & Welch, 2016).
Par exemple, certaines approches vont permettre de reconstruire un arbre phylogénétique sur la
base de la présence - absence de SNPs (Faison et al., 2014). Ceci trouve son intérêt lors de la
comparaison d’organismes évolutivement proches, et comportant peu de sites informatifs au niveau
de l’alignement.
28. Single Nucleotide Polymorphism

6. Le genre bactérien Listeria
6.1 Rappels sur la paroi bactérienne
De manière usuelle, les bactéries vont être réparties en deux grandes catégories en fonction de
la nature de leur paroi. Cette dernière se situe à l’extérieur de la membrane cytoplasmique. Elle joue
un rôle important dans le maintien de l’homéostasie. Elle permet notamment de contenir la pression
interne de la cellule bactérienne, mais va également préserver la forme cellulaire. On dénombre
deux grands types de paroi chez les bactéries, la paroi des bactéries Gram+ et la paroi des bactéries
Gram-. Cette dénomination sera liée aux différences en termes de propriétés biochimiques de leurs
constituants (voir fig.6.1).
6.1.1 Coloration de Gram
Les dénominations de Gram+/- découlent des observations du bactériologiste danois Hans
Christian Gram, qui a développé une méthode chimique permettant de séparer les bactéries en
fonction de la nature de leur paroi (Silhavy, Kahne, & Walker, 2010 ; Coico, 2001).
Cette approche se base sur l’emploi de deux colorations successives. La première correspond
à l’application de violet de Gentiane, qui va donner une teinte violette aux cellules bactériennes.
Un traitement consécutif à l’éthanol entraîne la décoloration des bactéries Gram- (dont la paroi
est constituée d’une membrane lipidique externe et d’une couche de peptidoglycane mince). Au
contraire, le violet de Gentiane est retenu par la paroi des bactéries Gram+ qui ne sont pas décolorées
par l’éthanol. Enfin, une contre-coloration est appliquée, via l’ajout de Fuchsine ou de Safranine.
Les bactéries Gram- apparaissent ainsi colorées en rose.
6.1.2 Organisation générale
Ces deux types de parois ont en commun le peptidoglycane qui va octroyer à la paroi bacté-
rienne une certaine rigidité (Silhavy et al., 2010). Ce polymère est formé d’une succession régulière
d’acides N-acétylglucosamine et N-acétylmuramique. Chaque acide N-acétylmuramique est lié
à un tétrapeptide formé de 4 acides aminés, la L-alanine, la D-alanine, l’acide D-glutamique et
la Lysine ou l’acide diaminopimélique (DAP). Les chaînes de glycanes sont reliées entre elles au
niveau des acides aminés, de manière à former une structure en feuillets. Dans le cas des Gram+, la
connexion est réalisée grâce à un pont constitué d’acides aminés dont le nombre et la nature peuvent
être variables (et dont la nature dépend de l’espèce considérée). La connexion entre les chaînes de
glycane, pour les Gram-, se fait par l’intermédiaire d’une liaison peptidique entre le groupement
aminé du DAP d’une chaîne et le groupement carboxyl de la D-alanine terminale d’une autre chaîne.
Chez les bactéries Gram+, la paroi est essentiellement constituée d’une épaisse couche de
peptidoglycane à l’extérieur de la membrane cytoplasmique (fig.6.1) (Silhavy et al., 2010). Le
peptidoglycane est stabilisé sur la membrane externe via les acides téichoïques (polymères formés
de glycophosphate et de ribitol) qui vont interagir avec les D-alanines du peptidoglycane ainsi
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qu’avec des sucres ou des lipides de la membrane cytoplasmique pour certains d’entre eux (acides
lipotéichoïques).
Dans le cas des bactéries Gram-, la paroi est caractérisée par la présence d’une deuxième
membrane, la membrane externe, située à l’extérieur de la couche de peptidoglycane (plus mince
que celle des Gram+) (fig.6.1) (Silhavy et al., 2010). Elle est constituée d’une double couche
de phospholipides et de protéines qui peut également contenir des polysaccharides. Le feuillet
externe de cette double couche est parfois appelé couche lipopolysaccharidique (LPS). La nature
de ce LPS varie en fonction des espèces mais consiste généralement en une partie lipidique (lipide
A) sur laquelle va s’ancrer un enchaînement répété de polysaccharides. La membrane externe
est, contrairement à la membrane interne, perméable à de petites molécules grâce à la présence
de porines. L’espace compris entre les deux membranes est nommé “périplasme”, il contient de
nombreuses protéines aux fonctions diverses (enzymes, protéines de liaison, chémorécepteurs...).
La présence de lipoprotéine au niveau du feuillet interne de la membrane externe va permettre
l’ancrage de cette membrane sur le peptidoglycane.









































FIGURE 6.1: Structure de la paroi chez bactéries Gram négatif (en haut) et les bactéries Gram
positif (en bas) . D’après (Silhavy et al., 2010 ; L. Brown et al., 2015).
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6.2 Les Firmicutes
Les Firmicutes regroupent un ensemble d’organismes ayant en commun une paroi de type
Gram+ et un faible taux de GC (fig.6.2). Ces organismes sont assez divers du point de vue de la
morphologie cellulaire et du métabolisme. Le phylum des firmicutes se subdivise en trois classes :
les Clostridia, les Bacilli et les Mollicutes (également appelé Mycoplasmes).
Les firmicutes regroupent donc des bactéries aux formes de coques et de bacilles. Certaines
lignées vont se caractériser par leur capacité à former des endospores (Clostridiales et Bacillales).
D’autres se caractérisent par une absence de paroi cellulaire (Mycoplasmatales), ou encore par des
métabolismes de type aérobie ou anaérobie. Les Firmicutes incluent de nombreux genres d’intérêt
du point de vue agroalimentaire (tels que les genres Lactococcus ou encore Lactobacillus utilisés
notamment dans l’industrie laitière), comme du point de vue médical (les Firmicutes regroupent de
nombreux genres pathogènes tels que le genre Clostridium qui regroupe Clostridium botulinum et
Clostridium tetani les agents respectifs du botulisme et du tétanos, le genre Staphylococcus qui
























































FIGURE 6.2: Arbre enraciné des (Eu)bactéries. Cet arbre a été généré sur la base d’un ensemble
de 30 protéines représentatives sur 200 génomes bactériens complets) (Bern & Goldberg, 2005).
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6.3 Les Listeria
6.3.1 Historique
En 1924, E.G.D Murray a pu isoler des bacilles Gram-positifs à partir du sang d’animaux de
laboratoire. Ne parvenant à affecter ces micro-organismes pathogènes à aucun genre bactérien
connu, il appelle ces nouvelles bactéries Bacterium monocytogenes (E. G. D. Murray, Webb, &
Swann, 1926 ; Cossart & Lebreton, 2014). Par la suite, J.H.H. Pirie (Pirie, 1940) a défini en 1940 le
genre Listeria sur la base des propriétés biochimiques de ces bacilles (bacilles catalase+, Gram+).
Si quelques cas sporadiques d’épidémies de listériose ont pu être constatés chez l’homme, les listé-
rioses furent dans un premier temps essentiellement considérées comme des pathogènes animaux.
La capacité de ces bactéries à infecter l’Homme a pu être mise en évidence au cours d’une épidémie
qui a touché des nouveau-nés en Allemagne au cours de l’année 1949 (Stanley, 1949a, 1949b). Les
nouveaux-nés présentaient des lésions inflammatoires au niveau du foie, de la rate, du cerveau ou
encore des poumons. Les bactéries isolées à partir de ces lésions ont pu être attribuées au genre
Listeria par H.P.R Seeliger en raison de leur caractère mobile (Seeliger, 1961). Cet événement a
permis de mettre en lumière le caractère pathogène de Listeria.
L’intérêt pour l’étude de Listeria s’est considérablement accru dès lors que sa transmission
via l’alimentation fut démontrée en 1983 (Schlech et al., 1983). Ce genre fait depuis, l’objet de
nombreuses études et analyses. Aujourd’hui, le caractère pathogène de Listeria monocytogenes
est bien connu. Il a pu être montré que Listeria monocytogenes présentait un large spectre d’hôtes
pouvant infecter de nombreux animaux (sauvages et domestiques) (Becavin et al., 2017). Ainsi, des
cas de listeriose ont pu être constatés chez plusieurs mammifères incluant l’homme (Y. Chen, Strain,
Allard, & Brown, 2011 ; Becavin et al., 2014 ; Tasara, Ebner, Klumpp, & Stephan, 2015 ; Sumrall,
Klumpp, Shen, & Loessner, 2016), ainsi que plusieurs espèces de ruminants d’élevage (Buchrieser
et al., 2011 ; Klumpp et al., 2014 ; Hupfeld, Fouts, Loessner, & Klumpp, 2015 ; W. Zhang, Hughes,
Wilt, & Knabel, 2004 ; Lomonaco, Knabel, Dalmasso, Civera, & Bottero, 2011 ; Haase, Murphy,
Choudhury, & Achtman, 2011 ; D. Liu, Ainsworth, Austin, & Lawrence, 2003 ; Rychli et al., 2014),
plusieurs espèces de rongeurs (Glaser et al., 2001 ; Haase et al., 2011 ; Kuenne et al., 2013 ; Becavin
et al., 2014). Des cas de listeriose ont également pu être référencés chez plusieurs espèces d’oiseaux
d’élevage (Crespo, Garner, Hopkins, & Shah, 2013 ; Haase et al., 2011) ou encore chez certains
arthropodes (M. L. Gray & Killinger, 1966). De nombreuses souches ont donc pu être isolées et
cultivées à partir d’un large panel d’espèces.
La nature de pathogène alimentaire de Listeria ainsi que son large spectre d’hôte lui conférent la
capacité d’infecter l’Homme ainsi que de nombreuses espèces d’élevage. Ainsi, ces caractéristiques
placent Listeria au croisement des intérêts des secteurs agroalimentaire et médical. L’étude de ce
genre fait d’ailleurs l’objet d’une collaboration entre l’INRA et l’Institut Pasteur (dans le cadre du
Projet Investissement d’avenir BACNET 1).
6.3.2 Listeria, un pathogène alimentaire
Listeria monocytogenes est un pathogène opportuniste. Il peut en effet être observé à l’état
libre au sein d’environnements très divers tels que le sol, l’eau, les fèces, les végétaux en décompo-
sition, de nombreux produits alimentaires ou encore des vecteurs asymptomatiques humains ou
animaux. Il est capable d’infecter un large panel d’hôtes tels que les arthropodes ou encore des
vertébrés à sang chaud ou froid (M. L. Gray & Killinger, 1966).
Chez l’homme, l’infection par Listeria se produit quasi-exclusivement lors de l’ingestion de
1. BACterial NETworks, 10-BINF-02-01
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nourriture contaminée. Comme la bactérie est aisément éliminée via le processus de pasteurisation,
la principale source de contamination provient d’aliments crus, ou pour lesquels les procédures de
stérilisation sont minimales tels que les fromages à pâte molle, les pâtés, les végétaux ou les produits
laitiers contaminés a posteriori. Ainsi, Listeria monocytogenes est un pathogène alimentaire, agent
causal de la listériose, une infection bactérienne rare mais pouvant donner lieu à des cas graves
chez l’homme avec une mortalité avoisinant les 30%.
L. monocytogenes constitue également un organisme modèle pour l’étude des stratégies dé-
ployées par les bactéries infectieuses pour détourner les mécanismes de défense et infecter la cellule
eucaryote (Cossart & Toledo-Arana, 2008).
6.3.3 Diversité du genre Listeria
Le genre Listeria, appartient au phylum des Firmicutes, à la classe des Bacilli et à l’ordre des
Bacillales. Il regroupe un ensemble d’espèces bactériennes non-sporulantes, mobiles anaérobies-
facultatives et Gram+. Le genre Listeria se compose de 17 espèces connues qui se répartissent
en deux grands ensembles : le groupe (1) Listeria sensu strictu qui inclut L. monocytogenes, L.
innocua, L. seeligeri, L. welshimeri, L. ivanovii et L. marthii et le groupe (2) Listeria sensu lato qui
regroupe les 11 autres espèces L. grayi, L. rocourtiae, L. fleischmannii, L. floridensis, L. aquatica,
L. newyorkensis, L. cornellensis, L. weihenstephanensis, L. grandensis, L. riparia et L. booriae
(Orsi, den Bakker, & Wiedmann, 2011 ; Orsi & Wiedmann, 2016) (voir fig.6.3). Le genre Listeria
inclut deux espèces pathogènes de mammifères : L. monocytogenes qui regroupe les souches de
Listeria les plus communément associées aux maladies chez l’Homme et les animaux et L. ivanovii
qui est plus rarement impliquée et cible plus spécifiquement les ruminants.
Le première séquence génomique publiée de Listeria correspond à celle de la souche L.m.
EGD-e (sérovar 1/2a) (Glaser et al., 2001). L’analyse du génome a révélé la présence de nombreux
gènes encodant des protéines de surface, des régulateurs transcriptionnels, ou encore des protéines
impliquées dans l’absorption des sucres ce qui est cohérent avec la capacité de Listeria de se
développer dans une grande variété de niches écologiques. La comparaison entre les génomes de
L.m. EGD-e et L. innocua suggère de nombreux événements d’insertion et de délétion mais pas de
grands événements de réarrangements. Près de la moitié des gènes de L.m. EGD-e sont absents de
L. innocua. De plus, un îlot de pathogénicité encodant de nombreux gènes de virulence est absent
de L. innocua ainsi que de L. welshimeri. Il est néanmoins présent au sein de L. ivanovii et est
partiellement présent au sein de L. seeligeri (Cossart, 2011).
Les différentes espèces de Listeria ont été classées en sérotypes ou sérovariants (sérovars) sur
la base de réactions sérologiques via des antisérums spécifiques d’antigènes somatiques (facteur
O) et flagellaires (facteur H). Les techniques de sérotypage ont permis d’identifier 12 sérotypes.
Beaucoup d’entre eux vont regrouper des souches génétiquement diverses. Ainsi l’espèce Listeria
monocytogenes inclut les sérovars 1/2a, 1/2b, 1/2c, 3a, 3b, 3c, 4a, 4b, 4c, 4d, 4e et 7. Finalement, à
l’aide de plusieurs techniques de sous-typage génétique, l’espèce Listeria monocytogenes a pu être
séparée en quatre grandes lignées (voir tab.6.1 et fig.6.4) :
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FIGURE 6.3: Arbre phylogénétique du genre Listeria. Cet arbre a été obtenu à l’aide d’une
approche de maximum de vraisemblance basée sur les séquences d’acides aminés concaténées de
325 gènes présents dans l’ensemble des espèces de Listeria. Les valeurs au niveau des branches
correspondent aux scores de bootstrap (>70%) obtenues sur 250 réplicats. Les noms indiqués
correspondent aux différents groupes monophylétiques identifiés. D’après (Ward et al., 2008 ; Orsi
et al., 2011).
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TABLE 6.1: Différentes lignées de Listeria monocytogenes. D’après (Orsi et al., 2011).
Lignée Sérotypes Première identification Caractéristiques
I 1/2b, 3b, 3c, 4b (Piffaretti et al., 1989) Lignée avec la plus faible diversité
et le plus faible taux de recombinai-
son ; Surreprésentée parmi les iso-
lats humains
II 1/2a, 1/2c, 3a (Piffaretti et al., 1989) Lignée présentant le plus de diver-
sité et le taux de recombinaison le
plus élevé ; Surreprésentée au ni-
veau des isolats issus de l’alimenta-
tion et d’environnements naturels
III 4a, 4b, 4c (O. F. Rasmussen et al.,
1995)
Lignée avec une grande diversité
avec des niveaux de recombinaison
intermédiaires entre lignée I et II ;
La plupart des isolats proviennent
de ruminants
IV 4a, 4b, 4c (Roberts et al., 2006 ;
Ward et al., 2008)
Peu d’isolats analysés ; La plupart
des isolats proviennent de rumi-
nants
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FIGURE 6.4: Arbre phylogénétique de l’espèce Listeria monocytogenes. L’arbre a été obtenu à
partir d’une approche de maximum de parcimonie appliquée sur l’analyse SNP de trois régions
chromosomiques qui incluent : prfA, plcA, hly, mpl, actA, lmo0206, lmo0299, lmo0300, inlA et inlB.
L’arbre a été enraciné à l’aide de la séquence de Listeria innocua. Les valeurs indiquées au niveau
des branches correspondent aux valeurs de bootstrap et sont renseignées lorsque cette valeur est au
moins égale à 70%. Les 4 grandes lignées de Listeria monocytogenes (I, II, III, IV) sont indiquées
à droite de l’arbre, les différents sérotypes sont indiqués à droite de l’arbre ou entre parenthèses
consécutivement au nom de la souche. D’après (Orsi et al., 2011).
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6.3.4 Listeria, mécanismes de pathogénicité
6.3.4.1 Déroulement du processus d’infection
InlA
InlB










FIGURE 6.5: Infection par Listeria monocytogenes. (1) Listeria pénètre dans la cellule eucaryote
au moyen d’une interaction entre les internalines InlA et InlB avec leurs récepteurs cellulaires
respectifs E-cadherin et Met ; (2) la vacuole d’endocytose est lysée via l’action d’effecteurs
sécrétés, essentiellement la listeriolysine O (LLO) et les phospholipases PlcA et PlcB ; (3) la
bactérie se réplique dans le cytosol de la cellule hôte ; (4) la protéine de surface ActA va entraîner la
polymérisation des filaments d’actine (via le recrutement du complexe Arp2/3) ce qui permet le
déplacement de la bactérie dans la cellule et (5) la dissémination cellule à cellule de la bactérie ;
(6) la bactérie peut également modifier l’expression des gènes de la cellule hôte via la sécrétion
d’effecteurs tels que LntA qui va permettre de moduler l’expression des gènes de réponse à
l’interféron (IFN) de type III. D’après (Portnoy et al., 2002).
L. monocytogenes est un pathogène assez singulier de par sa capacité à infecter et à se multiplier
au sein des macrophages. Cette capacité semble impliquer un ensemble de sRNAs (Mraheil et
al., 2011). Néanmoins, L. monocytogenes est également capable d’envahir des cellules non pha-
gocytaires. L’efficacité de l’invasion va dépendre du type de lignée cellulaire considéré. Ainsi,
l’entrée dans les cellules est permise grâce à deux internalines InlA et InlB ainsi que leurs récepteurs
spécifiques : la E-cadhérine (E-cad) et Met. InlB va détourner la voie de signalisation normalement
ciblée par le facteur de croissance des hépatocytes HGF 2 lorsqu’il interagit avec Met. L’interaction
avec la E-cad et Met se fera au niveau de sites différents de ceux ciblés par les ligands normaux. Le
mécanisme permettant le réarrangement des filaments d’actine et les modifications de la membrane
plasmique aboutit à l’endocytose du pathogène à l’intérieur de la cellule hôte, dans une vacuole
d’endocytose.
2. Hepatocyte growth factor
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L’étape de sortie de la vacuole est principalement contrôlée par la synthèse d’une toxine, la
listeriolysine O (LLO) (Lecuit, Sonnenburg, Cossart, & Gordon, 2007), qui va entraîner la formation
de pores au niveau de la membrane de la vacuole, ainsi que par l’action de phospholipases PlcA et
PlcB (Cossart, 2011). Cette perforation va entraîner des changements dans le pH et la concentration
en calcium aboutissant à la lyse de la vacuole.
La protéine de surface ActA recrute le complexe Arp2/3 (Gouin, Welch, & Cossart, 2005) res-
ponsable de la polymérisation du filament d’actine et permet donc le déplacement intra-cellulaire de
Listeria. La dissémination cellule à cellule dépend des mouvements autorisés par la polymérisation
de l’actine et d’une internaline InlC, qui va interagir avec la protéine de liaison à l’actine Tuba,
régulant le passage d’une cellule à l’autre. La lyse de la vacuole secondaire va impliquer LLO et
PlcB.
Au cours de l’infection, Listeria va entraîner des modifications de l’expression des gènes de
l’hôte, des modifications au niveau des histones ou encore des modifications de la chromatine
(Cossart, 2011). En particulier, la protéine LntA va se localiser au niveau du noyau de cellule hôte
afin d’interagir avec BAHD1, une protéine appartenant à un complexe formé de plusieurs protéines
engagées dans la formation de l’hétérochromatine et le silencing de certains gènes (Lebreton et al.,
2011). Ainsi, au cours de l’infection le complexe BAHD1 3 va cibler un certain nombre de gènes
dont certains codant pour l’interféron (IFN) de type III ainsi que d’autres, stimulés par l’interféron
ISGs 4. Ainsi LntA va séquestrer le complexe BAHD1 ce qui va entraîner la dérépression de ces
ISGs.
6.3.4.2 Les internalines, acteurs majeurs de l’interaction entre Listeria et son hôte
Les internalines constituent un ensemble de protéines pariétales exhibant des motifs répétés
riches en leucine (LRR 5). Elles regroupent entre autres un certain nombre de facteurs de virulence
connus chez Listeria (voir tab.6.2).
TABLE 6.2: Liste de 26 internalines connues chez L.m. EGD-e. D’après (Becavin et al., 2014)
Internaline Nom Description Référence
lmo0171 - Potentiellement impliqué dans l’adhésion et








lmo0262 inlG Impliquée dans la virulence de Listeria (Raffelsbauer et
al., 1998)
3. Bromo adjacent homology domain-containing protein 1
4. IFN-stimulated genes
5. Leucin Rich Repeats
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lmo0263 inlH Contrôle de l’expression de l’interleukine 6
(IL6), impliquée dans la modulation de la
réponse immunitaire
(Raffelsbauer et
al., 1998 ; Person-
nic et al., 2010)




lmo0327 - Protéine de surface (Popowska &
Markiewicz,
2006)
lmo0331 - Internaline σB dépendante (McGann et al.,
2007)




lmo0409 inlF Impliquée dans l’adhésion et l’entrée de la
cellule bactérienne
(Dramsi et al.,
1997 ; Kirchner &
Higgins, 2008)
lmo0433 InlA Impliquée dans l’internalisation de la bactérie
dans la cellule hôte endotheliale
(Bierne et al.,
2007)
lmo0434 inlB Impliquée dans l’internalisation de la bactérie
dans la cellule hôte endothéliale
(Bierne et al.,
2007)
lmo0460 - Internaline potentielle, membrane-associated
lipoprotein de fonction inconnue
(Bierne & Cossart,
2007)
lmo0514 - Internaline potentielle, surexprimée en condi-




lmo0549 - Internaline soluble, possédant un domaine
WxL de fonction inconnue
(Bierne & Cossart,
2007)




lmo0732 - Impliquée dans la formation des biofilms (Popowska et al.,
2017)
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lmo0801 - Internaline putative dotée d’une ancre




lmo1136 - Internaline putative dotée d’une ancre
LPXTG de fonction inconnue
(Becavin et al.,
2014)
lmo1289 - Internaline putative dotée d’une ancre
LPXTG de fonction inconnue
(Becavin et al.,
2014)




lmo1786 inlC Protéine sécrétée et régulée par le facteur de
transcription PrfA, un facteur de transcription
sous la dépendance d’un riboswitche thermo-
sensible qui régule de nombreux gènes de
pathogénicité ; InlC est impliqué dans l’in-
hibition de la réponse immunitaire innée et
dans la diffusion cellule à cellule de Listeria
(Gouin et al.,
2010 ; Rajabian et
al., 2009)
lmo2026 inlL Impliquée dans la formation de biofilms (Popowska et al.,
2017)
lmo2027 - Internaline putative dotée d’une ancre
LPXTG de fonction inconnue
(Becavin et al.,
2014)
lmo2396 - Internaline putative dotée d’une ancre
LPXTG de fonction inconnue
(Becavin et al.,
2014)
lmo2445 - Internaline sécrétée et régulée par le facteur
de transcription PrfA, de fonction inconnue
(McGann et al.,
2008)
lmo2470 inlP Facteur de virulence potentiellement impli-
qué dans le tropisme placentaire
(Faralla et al.,
2016)
lmo2821 inlJ Adhésine potentielle exprimée tardivement
au cours de l’infection
(Sabet et al.,
2008)
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Les rôles joués par ces internalines et les mécanismes d’actions dans lesquels elles interviennent
au niveau du pouvoir pathogène de Listeria ne sont pas encore bien caractérisés (Bierne et al., 2007 ;
Bierne & Cossart, 2007 ; Faralla et al., 2016). Les modes d’actions pour certaines internalines sont
relativement divers et il ne semble pas possible à l’heure actuelle de mettre en évidence un mode
d’action commun à toutes ces protéines. Chez les procaryotes, de nombreuses protéines exhibant
des motifs de type LRR sont connues, par exemple les protéines : IpaH et SspH respectivement chez
Shigella (Zhu et al., 2008 ; Y. C. Chou, Keszei, Rohde, Tyers, & Sicheri, 2012) et Salmonella (Miao
et al., 1999) ou encore la protéine Slr chez Streptococcus (Waldemarsson, Areschoug, Lindahl,
& Johnsson, 2006). Ces protéines peuvent subir des pressions de sélection afin de conserver une
similarité de structure avec des protéines de surface de la cellule hôte eucaryote avec lesquelles
elles interagissent et qui sont impliquées dans la reconnaissance des bactéries pathogènes (protéines
contenant des motifs LRR, NBS-LRR 6 (McHale, Tan, Koehl, & Michelmore, 2006) chez les
plantes, TLR-LRR 7 et NOD-LRR 8 chez les mammifères (Inohara, Chamaillard, McDonald, &
Nuñez, 2005)). Ces protéines sont impliquées dans la reconnaissance des PAMPs 9, qui corres-
pondent à des motifs particuliers (peptidoglycane ou acide lipoteichoïque) présents à la surface de
la cellule bactérienne. Ceci indique que certaines internalines auraient pu être sélectionnées afin
d’établir spécifiquement des interactions avec les récepteurs protéiques de la cellule hôte eucaryote.
La nature et l’abondance de l’expression des gènes exprimés en conditions d’infection peuvent
présenter d’importantes variations en fonction du temps et des tissus considérés. Ainsi, la repro-
duction des conditions spécifiques de l’infection constitue encore aujourd’hui une tâche difficile.
Par conséquent, L’étude de l’expression de ces internalines et leur caractérisation fonctionnelle
s’avèrent complexe, en particulier pour Listeria qui présente un large spectre d’hôtes.
6.3.4.3 Rôle des sRNAs dans la virulence de Listeria
Si les sRNAs sont maintenant reconnus comme des régulateurs essentiels de l’expression des
gènes chez les bactéries, la mise en évidence des facteurs qui les régulent ainsi que les fonctions
dans lesquelles ils interviennent sont encore émergentes et parcellaires, en particulier chez les
Gram+. A ce jour, relativement peu de cibles de sRNAs ont pu être identifiées chez Listeria (voir
tab.6.3). Les seuls sRNAs dont les fonctions dans le processus de virulence sont établies expéri-
mentalement sont les sRNAs SreA, SreB, LhrA et LhrC (S. Sievers et al., 2014).
TABLE 6.3: Cibles des sRNAs connues chez Listeria. La table comprend plusieurs éléments de
légende : “TI” (pour translation inhibition), “TA” (pour translation activation), “RD” (pour mRNA
degradation) et “RS” (pour riboswitch) ; Les “#” correspondent aux cibles proposées mais non
validées expérimentalement. D’après (Brantl & Bruckner, 2014 ; Quereda et al., 2014)








lhrC lapB Adhésine de virulence
?
-
6. nucleotide-binding site leucine-rich repeat
7. Toll-like receptors leucine-rich repeat
8. nucleotide oligomerization domain leucine-rich repeat
9. Pathogen Associated Molecular Pattern
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lhrA lmo0850 Protéine de fonction in-
connue
TI & RD Hfq requise
chiA Deux chitinases TI Hfq requise
lmo0302 Protéine de fonction in-
connue
TI -




lmo0049 = agrD Molécule impliquée
dans le quorum sensing
TA -
sreB prfA, lmo2230 Homologue d’arsenate
reductase ?
-








rliI lmo1035# Système phosphotransfé-
rase ?
-









rli30 lmo0506# Similaire à une polyol
déshydrogénase ?
-
rli27 lmo0514 - TA -
Par contre, plusieurs cas impliquant un impact de certains sRNAs sur la virulence de Listeria
ont été décrits. Les riboswitches de type SAM 10 SreA et SreB peuvent donner lieux à de petits
transcrits qui agissent en trans via un appariement au niveau de la région 5’UTR du régulateur
majeur de virulence PrfA. Cet appariement entraîne une inhibition de la traduction de PrfA, qui est
responsable de l’activation de la transcription d’un ensemble de gènes impliqués dans la virulence
de Listeria, tels que les phospholipases PlcA et PlcB, l’internaline A (InlA) ou encore ActA (Loh et
al., 2009).
10. s-adenosylméthionine
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De nombreux sRNAs ont pu être identifiés comme surexprimés dans le sang et le lumen intesti-
nal, suggérant que ces sRNAs jouent un rôle dans l’adaptation à l’environnement microbien des
niches correspondantes (Toledo-Arana et al., 2009). En particulier, deux sRNAs surexprimés dans
le sang, rliB et rli38, semblent jouer un rôle important dans la pathogénicité dans la mesure où leur
déplétion entraîne une atténuation de la capacité de Listeria à envahir le tissu placentaire.
De même la déplétion de certains sRNAs sur-exprimés au cours de l’étape d’infection intra-
cellulaire, concorde également avec une atténuation de la virulence, suggérant un rôle de ces sRNAs
dans la régulation de la vie intra-cellulaire de Listeria (Mraheil et al., 2011).
Les fonctions remplies par la protéine chaperonne Hfq chez les bactéries Gram+ sont encore
mal connues, mais certaines études suggèrent un rôle mineur de cette protéine sur la régulation
médiée par les sRNAs, au contraire de son rôle central chez les entérobactéries. Ainsi, seuls 3
sRNAs ont pu être identifiés comme interagissant avec la protéine Hfq chez L. monocytogenes :
lhrA, lhrB et lhrC (Christiansen et al., 2006). Alors que le rôle de lhrB n’a pas encore pu être
déterminé, lhrA a pu être identifié comme régulant négativement la traduction du gène chiA, qui
code pour une chitinase impliquée dans l’inhibition de la réponse immunitaire innée de l’hôte en
réponse à l’infection. Cette inhibition est effectuée via une interaction au niveau de la région 5’UTR
du messager (Chaudhuri, Gantner, Ye, Cianciotto, & Freitag, 2013). Le mode d’action de lhrC n’est
pas encore bien défini, néanmoins il interagit avec le messager du gène lapB, un gène codant pour
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7. Introduction aux contributions
Alors que les gènes codant pour les ARN ribosomiques, de part leur présence dans l’ensemble
des organismes, constituent des gènes de référence pour les analyses de phylogénie moléculaire,
l’évolution des ARNnc régulateurs reste un domaine peu exploré à ce jour, en particulier chez les
micro-organismes. La découverte récente de l’importance de ces ARNnc régulateurs, la difficulté à
les annoter automatiquement par des approches bioinformatiques et le peu de conservation de ces
gènes entre organismes, expliquent le peu de travaux réalisés sur ce sujet. Les deux seules études
que nous avons identifiées sur ce sujet se focalisent sur les ARNnc régulateurs (sRNAs) de l’espèce
modèle E. coli à différentes échelles évolutives (Skippington & Ragan, 2012 ; Peer & Margalit,
2014).
Grâce au développement récent d’approches de transcriptomiques haut-débit (RNAseq, tilling-
array), des jeux de données de sRNAs de bonne qualité sont maintenant disponibles chez plusieurs
espèces de firmicutes telles que S. aureus (Boisset et al., 2007 ; Fozo et al., 2008 ; Geissmann et al.,
2009 ; Bohn et al., 2010) et L. monocytogenes (Mandin et al., 2007 ; Toledo-Arana et al., 2009 ; Izar
et al., 2011 ; Mellin & Cossart, 2012). De plus, des génomes complets publics de bonne qualité sont
disponibles pour plusieurs souches de L. monocytogenes ainsi que pour d’autres espèces du genre
Listeria ce qui rend les analyses évolutives réalisables à l’échelle d’un genre bactérien d’intérêt
contenant des génomes de souches pathogènes et non pathogènes.
Les fonctions et mécanismes d’action des ARNnc régulateurs bactériens sont encore partielle-
ment compris à ce jour, mais plusieurs cas de régulation négative post-transcriptionnelle impliquant
des interactions directes entre sRNA et un ARNm cible ont été mis en évidence récemment (Brantl
& Bruckner, 2014 ; Melamed et al., 2016). Ces cas de régulation négative d’un ARNm cible s’ex-
pliquent par des appariements directs entre des régions cibles du sRNA et de l’ARNm formant des
duplex qui masquent l’accès au site de fixation du ribosome (région de Shine-Dalgarno ou RBS 1).
L’identification in silico des sites cibles d’un sRNA reste cependant un défi majeur en bioinforma-
tique, car les outils existants produisent tous un taux très élevé de candidats faux-positifs (Peer
& Margalit, 2011 ; Richter & Backofen, 2012 ; Beisel et al., 2012 ; Tjaden, 2008 ; W. Li, Ying, Lu,
& Chen, 2012 ; Tjaden, 2012). Il est donc important d’explorer l’utilité de nouveaux critères dans
le but de prioriser les candidats issus de prédictions automatiques.
Dans ce contexte, en regard des données aujourd’hui accessibles dans les banques publiques,
nous nous sommes intéressés aux questions suivantes :
1. Comment évoluent les ARNnc régulateurs au niveau du genre bactérien Listeria ?
2. Existe-t-il des liens de coévolution entre sRNAs et les ARNm chez Listeria ?
3. Les résultats de la coévolution entre sRNAs et ARNm dans un ensemble de génomes
permettent-ils de proposer des hypothèses fonctionnelles sur les ARNnc ou d’aider à prédire
1. Ribosome Binding Site
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les ARNm cibles des sRNAs ?
Dans le cadre de cette thèse, nous avons tenté de répondre à ces différentes questions en
concevant et implémentant une stratégie d’analyse de l’évolution et de la coévolution des ARNnc
régulateurs bactériens dans un ensemble de génomes proches. Nous avons appliqué cette stratégie
aux génomes complets du genre Listeria pour lequel nous disposons d’un répertoire d’ARNnc
régulateurs de référence bien caractérisés et expérimentalement validés chez L. monocytogenes
EGD-e.
Mes contributions ont fait l’objet de 3 articles qui sont présentés dans les sections suivantes.
Dans le premier chapitre, je présente ma contribution à la ressource “Listeriomics”, une
plate-forme web développée à l’Institut Pasteur, qui intègre l’ensemble des données ’omiques’
du genre Listeria ainsi que des outils permettant d’en faciliter l’analyse et l’interprétation. Cette
ressource de référence m’a été très utile pour constituer le jeu de données de référence des sRNAs de
L. monocytogenes mais aussi pour analyser les résultats que j’ai obtenus. J’ai par ailleurs contribué
au développement de la ressource pour la partie phylogénomique. Ce travail a été publié dans la
revue “mSystems” (Becavin et al., 2017).
Le deuxième chapitre constitue le cœur de mes travaux de thèse. Il présente :
1. la stratégie développée permettant l’étude de l’évolution et la coévolution des ARNnc avec
les ARNm ;
2. l’application de cette stratégie aux génomes complets du genre Listeria. Ce travail a donné
lieu à la publication d’un article dans le journal “BMC genomics”.
Ma troisième contribution (chapitre 3) concerne mon implication dans le développement de
“PhylOligo” (Mallet et al., 2017), un outil dédié à l’exploration de données d’assemblage en vue
d’identifier des séquences contaminantes.
8. Article 1 : Listeriomics, une plate-forme
web interactive dédiée à la biologie des
systèmes des Listeria
L’étude de l’évolution des sRNAs et des ARNm du genre Listeria nécessite de disposer d’un
ensemble de génomes pour lesquels les régions fonctionnelles sont correctement annotées. Dans
le cadre du projet BACNET 1, nos partenaires biologistes ont produit et centralisé les données
expérimentales omiques et les génomes complets du genre Listeria. Les génomes ont été ré-annotés
par des approches automatiques en intégrant les données expérimentales et les connaissances
accumulées sur la souche de référence Listeria monocytogenes EGD-e. Ces données ont été
rassemblées dans une ressource dédiée, “Listeriomics” (Becavin et al., 2017), qui intègre à ce jour
la collection de données la plus importante (génomes, transcriptomes, protéomes...) pour le genre
Listeria.
8.1 Résumé
L’accumulation de données omiques pour le genre Listeria s’est considérablement accrue
ces dernières années. En 2017, plus de 80 génomes complets sont disponibles dans les banques
publiques, et près de 350 transcriptomes et 25 protéomes ont été produits et mis à disposition de la
communauté scientifique. Le développement d’outils permettant des analyses globales automatisées
de ces données par une approche relevant de la biologie des systèmes constitue un défi majeur pour
les bio-informaticiens et un enjeu pour la compréhension des déterminants de la pathogénicité de
Listeria. Dans ce cadre, la ressource “Listeriomics” intègre et met à disposition de la communauté
l’ensemble des données actuellement disponibles pour le genre Listeria tout en fournissant des
outils de visualisation, d’exploration et d’analyse intégrative des données à travers :
1. un navigateur interactif de génomes intégrant les données d’expression (microarays, tiling
arrays, RNA-seq) et de protéomique ;
2. un atlas qui permet de faire le lien entre gènes et données omiques correspondantes ;
3. un outil permettant l’exploration de la conservation des protéines (familles de protéines) ;
4. un réseau de co-expression permettant de mettre en évidence des liens de régulation potentiels.
8.2 Contributions personnelles
Ma contribution à cette ressource a été la construction des familles de protéines orthologues
pour l’ensemble des génomes (complets et draft) du genre Listeria et la construction de l’arbre
phylogénétique du genre Listeria pour les 83 génomes complets disponibles.
L’identification des familles de gènes orthologues a été réalisée à l’aide d’une approche de
clustering d’orthologues implémentée dans le logiciel PanOCT 2 (Fouts et al., 2012). Cette ap-
1. Projet Investissement d’Avenir 2012-2015 coordonné par Pascale Cossart : “Vers une nouvelle définition des
réseaux de régulation bactériens, de leur composition et de leur dynamique”
2. Pan-genome ortholog clustering tool
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proche utilise l’information de similarité de séquences de hits BLASTP+ (Camacho et al., 2009)
afin de constituer les familles de gènes. Les paralogues sont identifiés et exclus via la prise en
compte de l’information de synténie au travers de la conservation du contexte génique proche, ou
CGN 3. Enfin, l’arbre de référence de Listeria a été reconstruit sur les alignements concaténés de
ces familles de gènes, à l’aide d’une approche de maximum de vraisemblance optimisée pour les
alignements de grande taille. Cette approche est implémentée dans le logiciel FastTree 2 (Price,
Dehal, & Arkin, 2010).
8.3 Article
3. Conserved Gene Neighborhood
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ABSTRACT As for many model organisms, the amount of Listeria omics data pro-
duced has recently increased exponentially. There are now 80 published complete
Listeria genomes, around 350 different transcriptomic data sets, and 25 proteomic
data sets available. The analysis of these data sets through a systems biology ap-
proach and the generation of tools for biologists to browse these various data are a
challenge for bioinformaticians. We have developed a web-based platform, named
Listeriomics, that integrates different tools for omics data analyses, i.e., (i) an interac-
tive genome viewer to display gene expression arrays, tiling arrays, and sequenc-
ing data sets along with proteomics and genomics data sets; (ii) an expression
and protein atlas that connects every gene, small RNA, antisense RNA, or protein
with the most relevant omics data; (iii) a speciﬁc tool for exploring protein con-
servation through the Listeria phylogenomic tree; and (iv) a coexpression net-
work tool for the discovery of potential new regulations. Our platform integrates
all the complete Listeria species genomes, transcriptomes, and proteomes pub-
lished to date. This website allows navigation among all these data sets with en-
riched metadata in a user-friendly format and can be used as a central database
for systems biology analysis.
IMPORTANCE In the last decades, Listeria has become a key model organism for
the study of host-pathogen interactions, noncoding RNA regulation, and bacterial
adaptation to stress. To study these mechanisms, several genomics, transcriptomics,
and proteomics data sets have been produced. We have developed Listeriomics, an
interactive web platform to browse and correlate these heterogeneous sources of in-
formation. Our website will allow listeriologists and microbiologists to decipher key
regulation mechanism by using a systems biology approach.
KEYWORDS Listeria, transcriptomics, database, genomics, proteomics, systems
biology
Listeria monocytogenes is a foodborne pathogen responsible for foodborne infectionswith a mortality rate of 25%. This pathogen is responsible for gastroenteritis, sepsis,
and meningitis and can cross three host barriers, the intestinal, placental, and blood-
brain barriers. It is a major concern for pregnant women, as it induces abortions (1).
L. monocytogenes can enter, replicate in, and survive in a wide range of human cell
types, such as macrophages, epithelial cells, and endothelial cells. Moreover, Listeria has
emerged as a model organism for the study of host-pathogen interactions (1–3).
Listeria belongs to the Firmicutes phylum. The Listeria genus is made up of the
widely studied pathogenic species L. monocytogenes; another pathogenic species,
Listeria ivanovii, that mostly affects ruminants; and 15 nonpathogenic species (4–10). In
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2001, the genomes of L. monocytogenes strain EGD-e and one Listeria innocua strain
were sequenced (11). Since then, many other Listeria genomes, covering all the
lineages, have been sequenced (12–17). Currently, the NCBI refSeq database contains
83 complete Listeria genomes, including 70 L. monocytogenes genomes. The number of
Listeria strains sequenced will probably grow exponentially in the coming years. Efforts
have been made to summarize all these genomes on speciﬁc databases like ListiList
(11), GenoList (18), GECO-LisDB server (16), and ListeriaBase (19) to ﬁnd common gene
features and to develop pangenome studies of Listeria species.
The ﬁrst Listeria transcriptomic data set was published in 2007 (20). Since that report,
64 ArrayExpress studies, corresponding to 362 different biological conditions, have
been produced (21). Only seven of them are transcriptome sequencing (RNA-Seq)
studies, and all the others correspond to transcription proﬁling by microarrays, with the
EGD-e strain being the most frequently used strain. Listeria is also a key organism in the
study of bacterial regulatory small noncoding RNAs (sRNAs). Despite the high number
of studies on Listeria noncoding RNAs, only two websites with Listeria-related data sets
have been published. The ﬁrst one is a genome viewer published along with a
transcription start site (TSS) study of Listeria (22). The second is the sRNAdb database
(23), which provides tools to visualize the conservation of gene loci surrounding
noncoding RNAs in different Gram-positive bacteria.
The ability of L. monocytogenes to enter into various types of cells is due to the
variety of proteins it secretes or anchors to its cell wall and external membrane.
Consequently, many proteomic studies have been performed to analyze the exopro-
teome of Listeria (24–35). Other studies have focused on cytoplasmic proteins (27, 33,
35–44). To our knowledge, 74 proteome studies have been conducted to decipher the
production and localization of Listeria proteins. Nevertheless, no database exists that
combines all these proteomics data sets into a single, user-friendly resource.
The number of omics data sets produced has increased exponentially. The number
of tools to analyze these data, as well as the diversity of databases to store them, has
also burgeoned. In parallel with this increase, many efforts have been made to develop
accurate web-based tools to integrate diverse omics data for each model organism.
One of the most complete resources is certainly the University of California Santa Cruz
Encyclopedia of DNA Elements (ENCODE at UCSC) Genome Browser (45), which allows
the visualization of a large variety of human and mouse omics data sets. For prokaryotic
organisms, the BioCyc (46, 47) and Pathosystems Resource Integration Center (48)
websites have been created. These websites connect all the published genomic and
transcriptomic data sets for prokaryotic organisms to metabolic pathways. Such wide-
ranging web resources are useful for microbiologists, but for in-depth analyses, the
development of individual web resources with curated metadata per model organism
is also required. In the case of bacteria, few heterogeneous omics data sets are available
(49) and few model organisms have dedicated web resources, including Escherichia coli,
with RegulonDB (50) and PortEco (51), and Bacillus subtilis, with SubtiWiki (52). As yet,
resources for Listeria species are limited.
Here, we present Listeriomics (http://listeriomics.pasteur.fr/), a highly interactive
web resource summarizing many omics data sets related to the genus Listeria. We have
curated and integrated all the available Listeria transcriptomic, proteomic, and genomic
data sets to date. The Listeriomics platform was developed not only to integrate these
diverse data sets but also to display them in a single viewer. To interactively explore
these data sets, our website also provides different tools, i.e., (i) a genome viewer for
displaying gene expression arrays, tiling arrays, and sequencing data, along with
proteomic and genomic data sets; (ii) an expression atlas and protein atlas, inspired by
the EBI Expression Atlas, that connects genomic elements (genes, small RNAs, antisense
RNAs [asRNAs]) to the most relevant omics data; (iii) a speciﬁc tool for exploring protein
conservation through the Listeria phylogenomic tree; and (iv) a coexpression network
analysis tool for the discovery of potential new regulations.
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RESULTS
The Listeriomics web interface. Genomic, transcriptomic, or proteomic data can be
browsed by using the Listeriomics website (http://listeriomics.pasteur.fr/) main page
(Fig. 1; Table 1; see Fig. S1 in the supplemental material). For each type of data, we
designed a summary panel to navigate through the different data sets. The top banner
of the website gives direct access to them. As summarized in Table 1, users can search
83 complete Listeria genomes and browse 492 transcriptome and 74 proteome data
sets. Listeriomics integrates four tools for omics data management, i.e., (i) a genome
viewer for displaying gene expression array, tiling array, and sequencing data along
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FIG 1 Overview of the Listeriomics platform. (Center) The ﬁve major tools of Listeriomics, i.e., gene conservation and synteny,
coexpression network, genome viewer, expression, and protein atlas. (Left) Summary of all the available genomic information available
on the website. (Right) List of all the transcriptomic information available in Listeriomics. (Bottom) View of all the proteomic information
that can be accessed.
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connect every genomic element (genes, small RNAs, asRNAs) to the most relevant
omics data; (iii) a protein conservation tool for the direct visualization of the presence
or absence of a protein in a speciﬁc Listeria strain; and (iv) a coexpression network
analysis tool for the visualization of genome features with the same expression proﬁle.
The genomic interface is designed to browse every complete genome of the
Listeriomics resource. Users can access strain name, serotype, lineage, and isolation
information, along with a complete phylogenomic tree of Listeria strains (Fig. 1). From
this table, scientists can access all the annotated genes of a speciﬁc strain. For each
Listeria gene, ﬁve different information panels are available. The ﬁrst panel shows all the
general information about the position of the gene, its predicted annotated function.
DNA and amino acid sequences can be accessed and saved as FASTA ﬁles or sent
directly for a BLASTn or BLASTp search (53). The predicted subcellular localization
(cytoplasm, cytoplasmic membrane, cell wall, cell surface, and extracellular milieu [27])
of each protein is also displayed along with information about the secretion path-
way possibly used by the protein. The second panel provides an instant view of the
conservation of a speciﬁc protein in other Listeria strains. This panel dynamically
displays homologs on the Listeria reference tree in each existing Listeria strain. It also
displays a summary table of all the homologous proteins with their similarity percent-
ages and amino acid sequences. Users can also create a multialignment ﬁle of the
homologous proteins. With the third panel, the user can visualize the protein locus
synteny in all Listeria strains. We built an external synteny website by using the
SynTView architecture (54). A fourth panel uses the expression atlas to show in which
transcriptomics data sets the selected gene is differently expressed. The ﬁfth panel
displays every proteomics data set in which the protein encoded by the selected gene
has been detected. Finally, from the home webpage, a summary panel with all the small
RNAs in L. monocytogenes EGD-e can be accessed (Fig. 1). For each noncoding RNA
element, one can display its position, its nucleotide sequence, its predicted secondary
structure at 37°C, and a table displaying all supplementary information provided in
source references (22, 55–58).
In the transcriptomic interface of the Listeriomics website, researchers can access all
the Listeria transcriptomic data sets published so far. A searchable table shows every
data set available with a precise description of the biological conditions studied. In
total, four different transcriptome technologies (gene expression array, tiling array,
RNA-Seq, and TSS) are included for seven different L. monocytogenes strains grown in
four different broth media under seven intracellular conditions (Fig. 2A). Once tran-
scriptomic data sets have been selected, it is possible to obtain the number of genes
and small RNAs that are differently expressed between selected data sets and their
corresponding reference biological conditions. Users can then directly visualize the
relative gene expression values, shown as log fold changes, in a heat map represen-
tation. Also, speciﬁc lists of elements extracted from key publications can be chosen,
such as a list of internalin genes (17) or surface proteins with the LPXTG motif (59), to
display their expressions under speciﬁc biological conditions.
The coexpression network interface is designed to display possible correlations
between genes and small RNAs in accordance with the “guilty by association” paradigm
(60). This paradigm states that two genomic features that share the same expression
proﬁle might be involved in the same functional process. Pearson correlation coefﬁ-
TABLE 1 Summary of omics data sets included in the Listeriomics database
Category Data sizes Data type(s) Tools available
Genomics 83 complete genomes (NCBI), all protein coding
genes and noncoding RNAs, 304 small RNAs
Genome, phylogeny, genome
elements, homologs
Genome summary, gene panel, small
RNA panel, genome viewer
Transcriptomics 362 biological conditions, 8 Listeria strains, 342
comparisons
Gene expression array, tiling
array, TSS, RNA-Seq
Transcriptome summary, expression atlas,
heat map, genome viewer
Proteomics 74 biological conditions, 4 Listeria strains, 28
comparisons
Mass spectrometry Proteome summary, protein atlas, heat
map, genome viewer
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cients have been calculated for 42 tiling array and RNA-Seq data sets. Once a speciﬁc
Pearson correlation coefﬁcient cutoff has been selected, this interface ﬁlters the coex-
pression network to show only the selected genome elements and the genome
elements having a correlation coefﬁcient above the selected cutoff. Two types of
displays are available for the coexpression network, including a standard force-directed
graph visualization (Fig. 3B) and a circular graph visualization (Fig. 3C). The latter
viewer shows the Pearson correlation coefﬁcient between genome elements by using
a representation of the circular bacterial genome. This visualization highlights possible
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FIG 2 Transcriptomic and proteomic data sets available in the Listeriomics database. (A) Summary of all the transcriptomic data sets available at the Listeriomics
website. In parentheses is the number of transcriptomics data sets available in the Listeriomics database for a speciﬁc biological condition. (B) Schematic
representation of all the L. monocytogenes mutants for which transcriptomic data sets are available in the Listeriomics database. (C) Schematic representation
of the number of transcriptomics data sets available for each L. monocytogenes growth phase. (D) Summary of all the proteomics data sets available at the
Listeriomics website. In parentheses is the number of proteomics data sets available in the Listeriomics database for a speciﬁc biological condition.
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FIG 3 Multi-omics genome viewer and coexpression network tool. (A) Genome viewer of representative omics data sets for L. monocytogenes EGD-e grown
in BHI at 37°C to the exponential and stationary growth phases as indicated in the text. The genome viewer shows positive genome strand genes (in red),
negative genome strand genes (blue), tRNAs and rRNAs (in yellow), small RNAs (in purple), riboswitches (in green), asRNAs (in light green), predicted operons
(in orange) from reference 56, and predicted transcription terminators (22) (in blue circles). Exp, exponential. (B) Coexpression network of the virulence locus
genes (lmo0200 to lmo0207) of L. monocytogenes EGD-e. Network nodes are genome elements (genes and noncoding RNAs) with the same color code as in
the genome viewer tool. (C) Circular graph visualization of the coexpression network of the virulence locus genes (lmo0200 to lmo0207). Coexpression edges
are displayed overlaid on a circular representation of the EGD-e genome.
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The Listeriomics database contains 74 proteomics data sets (Fig. 2D). All these data
can be accessed through a summary panel with a search interface. Users can visualize
the selected data sets on a heat map showing the presence or absence of each Listeria
protein under a speciﬁc biological condition. Contrary to transcriptomics data sets,
relative protein expression values are not available.
A webpage form is available to inform of the need to integrate a speciﬁc data set
in the Listeriomics database. Before the publication of new genomes, transcriptomes, or
proteomes to the Listeriomics website, the data sets must ﬁrst be uploaded on referent
repositories such as the Sequence Read Archive (61) or ArrayExpress (21). This process
ensures that all the data sets are formatted in accordance with international standards
and that minimal information on the experimental design of each study has been
provided.
The multi-omics genome viewer. One of the key features of the Listeriomics
interface is the multi-omics genome viewer. Figure 3A shows a variety of omics data
sets produced for L. monocytogenes EGD-e grown at 37°C to the exponential phase in
brain heart infusion (BHI) medium. RNA-Seq (62), tiling array (56), gene expression array
(56), TSS (22), transcription termination site and ribosome proﬁling (63), and proteomics
(36) data sets are displayed. To our knowledge, this is the ﬁrst time that such a variety
of omics scales can be browsed together through a genome viewer for a prokaryotic
organism. Thus, the user can visualize the correlation of the genome annotation with
transcription and translation for a speciﬁc coding RNA or sRNA. The genome viewer is
dynamic, with zoom-in and zoom-out capabilities. The viewer also has search capability
to access a speciﬁc position in the selected Listeria strain genome. Every omics data set
present in the Listeriomics database can be added to this genome viewer.
Easy-access buttons on the home page of the Listeriomics interface allow quick
access to three genome viewers with preloaded reference omics data sets. The ﬁrst
genome viewer is for L. monocytogenes EGD-e grown to the exponential phase at 37°C
in BHI (Fig. 3A), the second is for the same condition but in stationary phase, and the
last is for L. monocytogenes EGD-e grown in mouse macrophage cells.
Meta-analysis of Listeria transcriptomic data sets. A meta-analysis of the diversity
of transcriptomic data sets available in the Listeriomics database offers a striking
overview of the variety of studies performed by the Listeria research community. This
wide range of studies covers a majority of the different living environments in which
Listeria species have been observed to grow. As shown in Fig. 4A, several studies on the
effects of different growth environments on Listeria have been performed, i.e., cold
environments, acidic environments, speciﬁc gene deletions, common biocides, sugar
availability, and intracellular growth. This variety of biological conditions can be
browsed easily on the Listeriomics website. Notably, the most frequently used growth
condition is bacterial growth to the exponential phase at 37°C in BHI. This biological
condition is used as a reference condition in most of the studies.
We extracted the list of genes of L. monocytogenes EGD-e found to be differently
expressed in the highest number of data sets (Fig. 4B; see Table S6). Of the top 15 genes
on this list, 7 are well-studied virulence genes (actA, hly, plcA, plcB, mpl, inlA, inlB, uhpT)
all regulated by the PrfA protein. We identiﬁed actA as the most variable gene. This
gene is differently expressed in 102 of the 279 available data sets for this Listeria strain.
Among several other functions (64–66), the ActA protein is responsible for actin
nucleation and intracellular propulsion. The other genes on the list are involved in
either sugar metabolism (lmo0096, lmo2391, lmo0783, lmo2684) or stress response
(lmo2158, lmo2673). Finally, a not-yet-described membrane protein, Lmo2484, is differ-
ently expressed in 81 of the 279 available data sets. This protein is conserved with
90% similarity in all 83 Listeria strains present in the Listeriomics database. We also
found six genes that have never been demonstrated to be differently expressed in a
data set (Fig. 4C; see Table S6). As expected, these genes are involved in general
bacterial physiology factors like DNA mismatch repair or reductase and transferase
enzymes.
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102.0  lmo0204  actA  actin-assembly inducing protein precursor
96.0  lmo0096   similar to PTS system mannose-specific, factor IIAB
94.0  lmo2158   similar to B. subtilis YwmG protein
91.0  lmo0205  plcB  phospholipase C
89.0  lmo0433  inlA  internalin A
89.0  lmo0201  plcA  phosphatidylinositol-specific phospholipase c
88.0  lmo2391   conserved hypothetical protein similar to B. subtilis YhfK protein
87.0  lmo0783   similar to mannose-specific PTS component IIB
85.0  lmo0202  hly  listeriolysin O precursor
84.0  lmo2673   Universal stress protein family
83.0  lmo0434  inlB  internalin B
83.0  lmo0838  uhpT  sugar phosphate antiporter
82.0  lmo2684   similar to cellobiose phosphotransferase enzyme IIC component
82.0  lmo0203  mpl  Zinc metalloproteinase precursor
81.0  lmo2484   similar to B. subtilis YvlD, putative membrane protein
0.0  lmo1403  mutS  DNA mismatch repair protein MutS
0.0  lmo1895  dnaD  similar to chromosome replication initiation protein
0.0  lmo1691   similar to deoxyuridine triphosphate nucleotidohydrolases
0.0  lmo0356   similar to oxidoreductase
0.0  lmo1029   Hydrolase (HAD superfamily) in cluster with DUF1447
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FIG 4 Meta-analysis of the Listeriomics transcriptomic data sets. (A) Relational network built on the 362 transcriptomic biological conditions found in the
Listeriomics database. Each node corresponds to a growth condition. The size of each node is proportional to the occurrence of each condition in the whole
database. A link is drawn between two growth conditions if they are present in the same transcriptomic data set. (B) Heat map of the 15 genes with the highest
ratio of differential expression. The value used for colorization is the number of data sets in which each gene has been found to be differently expressed. (C)
Heat map of the six genes with no variability. (D) Pathway enrichment analysis of the 651 genes of L. monocytogenes EGD-e that are found differently expressed
in 10% of the 279 data sets. We performed a pathway enrichment analysis by using COG information and the Fisher exact test P value.
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Finally, we extracted the 651 genes of L. monocytogenes EGD-e that were found to
be differently expressed in 10% of the 279 data sets (see Table S6). We performed a
pathway enrichment analysis by using COG (Clusters of Orthologous Groups) informa-
tion and the Fisher exact test (67) (Fig. 4D). We found that the cluster of genes
differently expressed in the highest number of data sets was associated with the
carbohydrate transport and metabolism functions (P 4.15e-14). This may be linked to
the fact that, to survive in a wide variety of environments, Listeria bacteria have to be
able to switch from one carbon source to another. The second most represented cluster
is that of cell motility genes (P 2.18e-4). The third (P 1.3e-3) and fourth (P 2.1e-3)
most represented clusters include genes without any speciﬁc function, most of them
being annotated as encoding hypothetical proteins. The latter result highlights the fact
that many of the important genes of Listeria species gene regulatory networks remain
to be described. The Listeriomics resource is an essential tool for their investigation.
Meta-analysis of Listeria proteomic data sets. An analysis of the variety of
proteomic data sets available in the Listeriomics database shows that many reference
biological conditions have been studied. As for transcriptomic data, there is a great
number of data sets produced by bacteria grown to the exponential phase at 37°C in
BHI. Users can also access data sets from intracellular growth, cold environments, and
the stationary growth phase. The key information in these proteomic data sets is the
protein extraction protocol used that indicates which compartment of the bacterial
cells (cytoplasm, membrane, cell wall, and secretome) has been analyzed. The cyto-
plasmic compartment is the most studied. The second most studied is the secretome
compartment, the focus of many publications, since secreted proteins are key compo-
nents of the Listeria intracellular life cycle. The ability to visualize these proteomic data
sets together at the Listeriomics website will help the Listeria community to investigate
further these groups of proteins and their roles in the different compartments of
bacterial cells.
We investigated the 58 proteomic data sets available for L. monocytogenes EGD-e.
We counted the data sets in which each protein was analyzed (see Table S6). As
expected, we found that most of the proteins analyzed in half of the data sets come
from the translation machinery or the carbohydrate transport and metabolism path-
way. Remarkably, the ﬁrst known virulence factor on the list is the pore-forming toxin
LLO (Lmo0202), which is detected in 22 of the 58 proteomic data sets present in the
Listeriomics database. We also found that 80% (2,344/2,859) of the L. monocytogenes
EGD-e proteins have been observed in one or more proteomic data sets (see Table S6).
Remarkably, 512 proteins were never shown to be produced.
Systems-level analysis of the L. monocytogenes EGD-e virulence locus. We inves-
tigated the coexpression network of the L. monocytogenes EGD-e virulence locus
(lmo0200 to lmo0206), linking every gene with a Pearson correlation coefﬁcient of
0.85 (Fig. 3B, and C). As part of the PrfA core regulon (68), we found uhpT (lmo0838)
and inlC (lmo1786) coexpressed with the virulence locus. Strikingly, the prfA gene
(lmo0200) did not appear to be strictly coexpressed with the other genes of the
virulence locus. Neither the inlA (lmo0433) nor the inlB (lmo0444) gene, both of which
are extensively studied virulence factors regulated by the PrfA protein, was found in the
coexpression network. The two noncoding RNA elements rli51 and rli74 in the virulence
locus were also found to be coexpressed. In addition, we found another gene, lmo0752,
coexpressed with the virulence locus that has not been described in the PrfA core
regulon (68). Nevertheless, this gene was previously described (69) as part of the bile
tolerance locus (lmo0745 to lmo0755).
DISCUSSION
The availability of curated information on genes, proteins, and cellular processes is
essential not only for providing a better understanding of the Listeria genus but also as
a key element in the development of our understanding of biological processes with
respect to food industry and clinical applications. A systems biology approach requires
the integration of a diversity of data collections, including, among others, genes, sRNAs,
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mRNAs, proteins, metabolites, protein-protein interactions, and protein-RNA interac-
tions.
In the case of the Listeria genus, no such resource is currently available. At the
species and strain levels, a ﬁrst difﬁculty is indeed the recovery of these data sets in
existing repositories, as is the case for Listeria proteomic data sets. In this way, the
Listeriomics resource (http://listeriomics.pasteur.fr/) provides a unique, comprehensive,
and up-to-date source of information on Listeria, including all the available complete
genomes to date; a uniﬁed annotation of genes, proteins, and noncoding RNAs; and
associated omics data and metadata relevant to genomic comparative and systems
biology analyses. The curation process focused on the quality of the metadata pro-
vided. We completed the process by searching information in the corresponding
publications. To our knowledge, the Listeriomics interface is the ﬁrst bioinformatics
resource designed to help scientists in Listeria pathogenesis research using a systems
biology approach.
The information integrated into the Listeriomics database is provided through a
useable and friendly interface that allows querying and visualization of Listeria
genomic, phylogenetic, transcriptomic, and proteomic data sets, along with informa-
tion on small RNAs and coexpression network of genes and small RNAs. The user
experience and feedback from our collaborators using the Listeriomics interface for the
last past 5 years were driving forces in organizing and improving the way to access data
and tools (17, 22, 71). Indeed, through the Listeriomics resource, it is possible to
summarize what has been discovered about a speciﬁc gene, including information on
its distribution in the different Listeria genomes. Users can also identify the different
transcriptomics data sets in which a speciﬁc gene or small RNA is differently expressed.
Similarly, scientists can browse the different proteomics data sets to identify biological
conditions in which a speciﬁc protein was detected by mass spectrometry. Finally,
regulatory networks between genes and small RNAs can be inferred and explored.
The ﬁeld of microbiology is considerably impacted by new technologies, and the
role of databases in microbiology research will become even more important shortly
(72). Until now, most of the model organism resources have focused on the widely
studied bacterium E. coli, often with an emphasis on the manual curation of some
particular aspect of omics information. Only a few of them, like the RegulonDB resource
dedicated to the E. coli transcriptional regulatory network, really address the challenge
of integrating knowledge based on experimental high-throughput omics data sets (50).
For B. subtilis, SubtiWiki originally focused on manually curated gene annotation with
a collection of pages providing interlinked pages on B. subtilis gene properties, includ-
ing valuable information such as essentiality or sporulation, obtained from qualiﬁed
members of the Bacillus community (73). Interestingly, the latest release of Subtiwiki
integrates some omics data, with new modules allowing the linkage of pathway,
interaction, and expression information (52). To our knowledge, none of these data-
bases dedicated to model organisms such as E. coli or B. subtilis integrates as many data
sets as the Listeriomics resource does. Moreover, Listeriomics is the only resource
including such a variety of comparative and evolutionary analyses at the genomic level.
MATERIALS AND METHODS
Integration of Listeria species genomes and sRNAs. The complete Listeria genomes available in
the NCBI RefSeq and GenBank databases (see Table S1) were downloaded and integrated into our the
Listeriomics database. Information about serotype, lineage, and the origin of strain isolation was included
when possible. We used the PasteurMLST tool (74) to search for the sequence type and clonal complex
of each strain. For L. monocytogenes EGD-e genes, we integrated their predicted functional group (11),
COG, operon prediction (56), and subcellular protein localization prediction (27) (see Fig. S1).
Many studies have been performed to identify sRNAs in L. monocytogenes (22, 55–58). Among these
studies, only one concerned strain 10403S (57); the others focused on EGD-e. Altogether, 304 noncoding
RNA elements have now been reported in L. monocytogenes, of which 154 are sRNAs, 104 are asRNAs,
and 46 are cis-regulatory elements (cisRegs) including riboswitches (see Table S2 and Fig. S1). We
included these elements in our database, along with supplementary information gathered from all
related publications. Prediction of secondary structures at 37°C for each noncoding RNA were calculated
by using UNAFold software (hybrid-ss-min default parameters on the whole RNA [76]).
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Listeria ortholog gene families. Nucleic and amino acid sequences of all the annotated coding
genes were produced for each complete Listeria genome by using GenBank ﬁles and a custom-made
Python script. Amino acid sequences for each Listeria genome were aligned against those of other
proteins of all the Listeria genomes by using BLASTP (53) with an E-value threshold of 0.01. We used
PanOCT (78) to build families of Listeria orthologs. PanOCT is able to deal with recently diverged paralogs
by using neighborhood gene information. The percentage of genomes needed for a cluster to be
considered an orthologous gene family was set to 100%. The length ratio to eliminate shorter protein
fragments when a protein is split because of a frameshift event was set to 1.33 as previously recom-
mended (78). Ortholog gene families were ﬁnally extracted from panoct.pl output ﬁles by using the
gene_order.pl script, which is included in the PanOCT archive.
Amino acid sequences of each cluster were aligned by using ProbCons version 1.12 (79) with default
parameters. Resulting alignments were postprocessed to ﬁlter unreliable positions by using Gblocks
version 0.91b (80) with the parameter settings as follows. The minimum number of sequences for a
conserved position was set to (n/2)  1 (where n is the total number of sequences in the aligned data
set), the maximum number of contiguous nonconserved positions was set to 50, the minimum length
required for a block was set to 5, and gap positions were not allowed. The corresponding nucleic acid
sequence alignments were obtained from each cluster amino acid sequence alignment with a custom-
made Perl script.
Listeria species reference phylogenomic tree. Nucleic acid sequence alignments of ortholog gene
families were concatenated into a single superalignment. This superalignment was used to compute a
maximum-likelihood tree by using FastTree 2 (81), a parallelized and optimized software, to build
maximum-likelihood trees. The following parameters were used. The generalized time-reversible model
was chosen, the exhaustive search mode was selected to obtain a more accurate reconstruction, NNI and
SPR heuristics were used to browse the tree space, and BIONJ weighting was chosen to join events
during tree space browsing. Support analyses were performed with the Shimodaira-Hasegawa test
associated with 1,000 resampling steps of site likelihood.
Integration of transcriptomic data sets. We downloaded the 64 published Listeria-related Array-
Express experiments (21) in MAGE-TAB standard (82) (Fig. 1; see Table S3). Every MAGE-TAB ﬁle included
an IDF (investigation description format) ﬁle showing general information about the experiment and an
SDRF (sample and data relationship format) ﬁle showing data relationship. We manually curated every
SDRF ﬁle and integrated the different metadata of the data set by using the publication linked to each
study when available. We grouped the metadata information into key biological parameters for each
data set: growth, time point, temperature, mutant, media, strain used, and strain array (Fig. 2A to C).
We then added matrices of expression or comparison for each biological condition. In total, 32
different gene expression arrays and six RNA-Seq technologies were combined. For gene expression
arrays, we downloaded the 32 ADF (array design format) ﬁles that describe the relationship between
array probes and genes. Only processed data provided by ArrayExpress were used, and no new
normalization was applied. For each gene, we calculated the median differences of log values for relative
expression tables. In the case of RNA-Seq, alignments of raw reads were performed with the Bowtie (83),
segemehl (84), or novoalignCS tool, depending on the sequencing technology. For each alignment ﬁle,
we computed the number of reads per kilobase per million mapped reads for each genomic feature and
the number of reads per million for genome-wide coverage. Differential expression analysis was
performed with DESeq version 1.14.0 (85) on per-feature raw counts.
Altogether 492 ﬁles, 150 absolute value data, and 342 relative expression data were created and
integrated into the Listeriomics website (Fig. 1 and 2; see Fig. S1). For every experiment, relative
expression data were always available, whereas absolute expression data were found for only a quarter
of the data.
Construction of an expression atlas. We designed an expression atlas to provide for each
transcriptomic data set a list of the differently expressed genome elements based on log fold change
values. A statistical analysis (Shapiro-Wilk and Lilliefors tests) showed that all the relative expression data
sets have a Gaussian distribution with a mean equal to zero. We applied normalization directly to log fold
change values by multiplying every value by 1 divided by the square root of sigma, where sigma is the
estimated standard deviation of each data set. This normalization ensured that every log fold change
data set will have a standard deviation equal to 1 (Fig. S2). Consequently, the user can apply a standard
cutoff, like log fold change  1.5, and extract the differently expressed genome elements for every data
set. A standard deviation equal to 1 leads, on average, to a selection of 7.1% of the most differently
expressed genome elements, without removing the existing differences in the number of elements
differently expressed under different biological conditions.
Construction of coexpression networks. We selected 42 transcriptomic data sets for which the
absolute expression of genes and small RNAs was available (21 tiling array and 21 RNA-Seq [see
Table S4 and Fig. S1]). The Pearson correlation coefﬁcient for each genome element across all biological
conditions was calculated. A link in the coexpression networks was created only when the absolute
Pearson correlation coefﬁcient was 0.80.
Integration of proteomic data sets. We selected 23 publications by using the PubMed database, in
which a mass spectrometry experiment with a Listeria strain was performed (see Table S5). We extracted
all the available information on the biological conditions screened in each experiment from associated
articles and supplementary ﬁles (Fig. 1). We also extracted the metadata information in the same format
for the transcriptomic data sets. In all the experiments, a list of the proteins detected was available. In
total, we extracted 102 proteomics ﬁles (74 absolute expression data sets and 28 relative-expression data
sets [Fig. 2D; see Fig. S1]).
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Construction of the Listeriomics website and desktop versions. The Listeriomics website was
built by using the BACNET development platform (unpublished data). This platform is based on Java and
Eclipse e4 RCP/RAP API for building both web and desktop software versions and provides a rich user
interface. This open-source platform is generic and can be used to set up a similar website for any
organism.
Tutorials for the Listeriomics website can be found on the Listeriomics mediaWiki webpage. These
tutorials can be accessed either from the home webpage or directly at http://wiki.listeriomics.com/.
SUPPLEMENTAL MATERIAL
Supplemental material for this article may be found at https://doi.org/10.1128/
mSystems.00186-16.
FIG S1, EPS ﬁle, 1.1 MB.
FIG S2, EPS ﬁle, 1.5 MB.
TABLE S1, XLS ﬁle, 0.05 MB.
TABLE S2, XLS ﬁle, 0.1 MB.
TABLE S3, XLS ﬁle, 0.1 MB.
TABLE S4, XLS ﬁle, 0.03 MB.
TABLE S5, XLS ﬁle, 0.04 MB.
TABLE S6, XLS ﬁle, 1.5 MB.
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9. Article 2 : Conception et mise en œuvre
d’une stratégie d’analyse de l’évolution et
de la coévolution des ARNnc régulateurs
dans le genre Listeria
Mon travail a ici consisté à concevoir et développer une méthodologie d’analyse de l’évolution
et de la coévolution des ARNnc régulateurs bactériens dans un ensemble de génomes complets
proches, puis à la mettre en œuvre chez les génomes complets du genre Listeria.
Une première méthodologie d’analyse de l’évolution des ARNnc régulateurs bactériens a été
proposée en 2012 dans le cadre de l’étude des profils d’évolution des sRNAs d’E. coli K12 dans
27 génomes complets d’E. coli et Shigella disponibles à cette date (Skippington & Ragan, 2012).
Nous avons proposé plusieurs améliorations à cette première approche.
La stratégie d’E. Skippington et M. Ragan est en effet uniquement recentrée sur l’étude des pro-
fils d’évolution des sRNAs par rapport à l’histoire évolutive des génomes analysés. Notre stratégie
intègre en plus une méthode statistique permettant de détecter la coévolution entre sRNAs et ARNm.
L’approche de Pagel (1994) (Pagel, 1994 ; Barker & Pagel, 2005) permet de détecter la présence de
relations de coévolution entre deux traits discrets par rapport à un arbre phylogénétique de référence
(i.e. selon une topologie d’arbre et des longueurs de branches données). Ainsi, elle nous autorise à
prendre en compte la proximité évolutive existant entre les espèces chez lesquelles ces traits sont
observés et d’utiliser l’information inférée aux niveaux des ancêtres communs hypothétiques de
manière à affiner la comparaison. La mise en évidence de ces relations de coévolution peut être
utile pour faire l’hypothèse de l’existence de liens fonctionnels directs ou indirects entre sRNAs et
ARNm, voire même identifier des ARNm cibles potentiels de certains sRNAs.
L’approche proposée par E. Skippington et M. Ragan utilise les méthodes de maximum de
parcimonie afin de reconstruire l’arbre de référence (approche de type super-arbre) et reconstruire
les états ancestraux de présence-absence des sRNA au niveau des ancêtres communs hypothétiques
des souches étudiées (i.e. les nœuds internes de l’arbre). Ces méthodes, si elles sont simples à
implémenter et efficaces en temps de calcul, présentent néanmoins l’inconvénient de n’avoir aucun
fondement statistique et de ne pas permettre d’estimer les temps évolutifs précisément dans les
différents clades ( i.e. pas de détermination précise des longueurs de branches). Nous avons donc
choisi d’utiliser des approches de maximum de vraisemblance afin de reconstruire l’arbre de
référence, d’inférer les états ancestraux de présence-absence des sRNAs et de déterminer les liens
de coévolutions entre sRNA et ARNm. Ce type de méthode permet d’améliorer la précision de
nos reconstructions phylogénétiques mais également de disposer d’un cadre statistique robuste.
L’approche de phylogénomique utilisée afin d’inférer l’arbre de référence nécessite de déter-
miner au préalable un ensemble de familles de gènes orthologues. La méthode employée par
E. Skippington et M. Ragan, se base sur une méthode d’alignement de génomes complets à
partir duquel les familles de gènes orthologues sont déduites. Si cette méthode permet d’utiliser
l’information de synténie afin de gérer le biais lié à la paralogie, ces approches d’alignements de
génomes complets sont connues pour être relativement imprécises (car basées sur des heuristiques
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et sensibles à la qualité des assemblages des génomes) et coûteuses en temps de calcul ce qui
contraint fortement la nature et la taille du jeu de génomes analysable. Nous avons donc opté pour
une approche de clustering basée sur la similarité de séquence des gènes orthologues dont le
contexte génomique est conservé, ceci afin d’exclure les gènes paralogues.
De plus nous avons ajouté deux améliorations permettant :
1. De tenir compte de la redondance du jeu de sRNAs de départ (existence de sRNAs paralogues
et/ou chevauchants dans le jeu de données) via la définition de locus de sRNAs
2. De gérer le cas des génomes drafts, en particulier la situation où des sRNAs seraient localisés
dans une région non couverte par le séquençage. Nous avons ainsi attribué un troisième état
de donnée manquante “ ?” aux états de présence-absence des sRNAs.
En 2013, l’utilisation de l’information de conservation de l’interaction entre sRNA et ARNm au
niveau d’un ensemble de génomes a été exploitée pour la première fois dans le logiciel CopraRNA 1
(Wright et al., 2013). Ainsi, cette approche permettait de combiner les informations issues des
prédictions automatiques de ces ARNm cibles obtenues sur plusieurs génomes. Cependant à notre
connaissance, il n’existe actuellement pas de méthode dédiée à la mise en évidence de relations de
coévolution sRNAs-ARNm permettant de tester l’hypothèse de l’existence d’une coévolution liée à
une interaction physique entre un sRNA régulateur et son ARNm cible ou à un lien fonctionnel
direct ou indirect entre les deux éléments.
9.1 Résumé
Nous avons conçu et implémenté une approche phylogénomique générique permettant de
reconstruire l’histoire évolutive des ARNnc régulateurs dans un ensemble de génomes bactériens
proches. La méthodologie a été conçue afin de tester l’hypothèse de l’existence d’une coévolution
entre sRNAs et ARNm, à partir des profils de présence-absence observés de ces éléments au sein
d’un ensemble de génomes. Nous l’avons appliquée à l’analyse de l’évolution et de la coévolution
de 112 loci de sRNAs de la souche L. monocytogenes EGD-e dans 79 génomes complets du genre
Listeria. Ceci nous a permis d’identifier un core-ARNnc de 60 sRNAs et 52 sRNAs dont le profil de
présence-absence est variable au sein des 79 génomes. L’analyse des profils d’évolution de ces 52
sRNAs indique dans la plupart des cas, une présence au niveau de l’ancêtre commun des souches
de Listeria suivie d’événements de pertes dans certains clades de Listeria.
Nous avons aussi mis en évidence des relations de coévolution significatives entre 23 sRNAs
et 52 ARNm qui nous ont permis de reconstruire un réseau de coévolution entre les sRNAs et les
ARNm de Listeria. Ce réseau contient un hub principal de 12 sRNAs qui coévoluent majoritaire-
ment avec des gènes codant pour des protéines pariétales ainsi que des facteurs de virulence. Ces
protéines incluent notamment 7 internalines qui correspondent à un ensemble de protéines membra-
naires impliquées dans les interactions entre la cellule bactérienne et la cellule hôte eucaryote. Elles
regroupent entre autres un certain nombre de facteurs de virulence connus chez Listeria (Becavin et
al., 2014 ; Bierne & Cossart, 2007 ; Faralla et al., 2016).
Parmi eux, un sRNA spécifique de l’espèce Listeria monocytogenes, rli133, présente une co-
évolution significative avec des gènes impliqués dans la pathogénicité et dans l’interaction avec la
cellule hôte. Sur la base de l’analyse des structures secondaires de rli133 et de l’un de ses ARNm
1. Comparative prediction algorithm for small RNA targets
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partenaires de coévolution, nous avons présenté une zone d’interaction qui est compatible avec une
action de régulation négative post-transcriptionnelle directe de rli133.
9.2 Contributions personnelles
L’article présenté dans ce chapitre rassemble l’essentiel de mon travail de thèse. J’ai conçu la
stratégie et implémenté le workflow que j’ai ensuite appliqué pour rechercher des coévolutions entre
sRNAs et ARNm dans les génomes du genre Listeria. J’ai également implémenté une méthodologie
de reconstruction d’un arbre de référence et effectué l’analyse statistique des résultats obtenus. J’ai
développé un site web permettant d’explorer de manière interactive le réseau de coévolution prédit
en utilisant la technologie Rshinny. J’ai réalisé la prédiction des cibles des sRNAs en m’appuyant
sur l’outil “sRNA-Tabac” développé dans le cadre du projet BACNET. Enfin j’ai contribué à
l’interprétation biologique des résultats obtenus et à la rédaction de l’article.
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Abstract
Background: Small regulatory RNAs (sRNAs) are widely found in bacteria and play key roles in many important
physiological and adaptation processes. Studying their evolution and screening for events of coevolution with other
genomic features is a powerful way to better understand their origin and assess a common functional or adaptive
relationship between them. However, evolution and coevolution of sRNAs with coding genes have been sparsely
investigated in bacterial pathogens.
Results: We designed a robust and generic phylogenomics approach that detects correlated evolution between
sRNAs and protein-coding genes using their observed and inferred patterns of presence-absence in a set of
annotated genomes. We applied this approach on 79 complete genomes of the Listeria genus and identified
fifty-two accessory sRNAs, of which most were present in the Listeria common ancestor and lost during Listeria
evolution. We detected significant coevolution between 23 sRNA and 52 coding genes and inferred the Listeria
sRNA-coding genes coevolution network. We characterized a main hub of 12 sRNAs that coevolved with genes
encoding cell wall proteins and virulence factors. Among them, an sRNA specific to L. monocytogenes species, rli133,
coevolved with genes involved either in pathogenicity or in interaction with host cells, possibly acting as a direct
negative post-transcriptional regulation.
Conclusions: Our approach allowed the identification of candidate sRNAs potentially involved in pathogenicity and
host interaction, consistent with recent findings on known pathogenicity actors. We highlight four sRNAs
coevolving with seven internalin genes, some of which being important virulence factors in Listeria.
Keywords: Listeria, sRNA, Phylogenomics, Coevolution network, Regulation, Cell wall, Pathogenicity, Internalin
Background
Small regulatory RNAs are widespread in all kingdoms
of life and are recognized as key negative or positive
regulators of gene expression [1–3]. They are involved
in a wide panel of physiological processes and adaptive
responses in bacteria including stress responses, quorum
sensing, toxin-antitoxin systems or pathogenicity [4–6].
They generally act post-transcriptionally in cis (antisense)
or trans by base pairing with their target messenger RNA
(mRNA) but can also bind specific proteins and modify
their activity, as illustrated by CsrB and 6S sRNA [1]. The
most extensively studied class of sRNA includes trans-
encoded sRNAs which regulate their target mRNA by
forming short and imperfect duplexes. In silico identifica-
tion of these duplexes remains a major challenge due to a
prohibitively high level of false positive candidates [7–9].
Nevertheless, an improvement in target prediction was
shown [10, 11] by focusing on site-specific regions such as
the ribosome binding site (RBS), the accessibility of
unstructured seed regions in both the sRNA and target
mRNA, and the use of comparative genomics of inter-
action candidates. Altogether, these features argue for a
better understanding of sRNA history during bacterial
evolution and shed light on how regulatory networks
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involving trans-acting-sRNA and target mRNA have
emerged and evolved. Unfortunately, little is known about
sRNA evolution, sRNA expression control and sRNA-
mRNA coevolution within bacteria, and very few studies
have been carried out on these topics so far. This can be
explained by the lack of sRNA annotation in available
genome resources as well as by the low number of well-
characterized regulatory sRNAs and the rapid evolution of
regulatory sRNAs in bacteria [1].
In the last decade, high throughput sequencing and
transcriptome-wide approaches led to a continuous
accumulation of complete genomic data in public
databases and contributed to the discovery of hundreds
of putative and confirmed new sRNAs in many bacteria
such as Escherichia coli [12], Salmonella [13], Bacillus
subtilis [14, 15] and Listeria [5, 6, 16–27], giving rise to
large-scale comparative analyses and sRNA evolutionary
studies. Existing studies on that topic focused on Gram-
negative species, including Escherichia coli and related
genomes [8, 28–30]. Phyletic analysis of E.coli sRNAs
[29] led to the first insights into the distribution of
sRNAs in gamma-proteobacteria, greatly improving our
understanding of the origin of sRNA-mediated regula-
tion and the underlying mechanisms at the source of
sRNA acquisition. To our knowledge, such a global
evolutionary study has never been performed in Gram-
positive bacteria.
Listeria are Gram-positive bacteria that are widespread
in the environment and encompass 17 species, two of
which are pathogenic: Listeria monocytogenes, the
human foodborne agent responsible for listeriosis, and
Listeria ivanovii, an animal pathogen [31]. L. monocyto-
genes has become a model for the study of host-
pathogen interactions due to its unique ability to cross
host barriers, escape from immune defenses, invade cells
and manipulate cellular machineries [32–34]. The
comparative analysis of the complete genome sequence
of L. monocytogenes and the non pathogenic species L.
innocua in 2001 was the first study to shed light on
Listeria virulence and its evolution [35]. Following this
pioneer work, Listeria genomic data grew exponentially
and more than 80 complete genomes have been se-
quenced [36]. Small non-coding RNAs were also exten-
sively studied in L. monocytogenes [5, 6, 16–27]. Indeed,
304 non-coding RNAs elements were reported in L.
monocytogenes EGD-e including 154 sRNAs, 104 anti-
sense and 46 cis-encoded [16, 17, 37]. Among these
sRNAs, several were shown to be upregulated in bacteria
growing in murine intestinal lumen and in human blood,
suggesting that they may play a role in adaptation of the
bacteria to the niches occupied during infection [1, 5, 21].
Comparative analyses of Listeria sRNAs by Kuenne et
al. [38] revealed the organization of CRISPR arrays and
cas genes in 38 complete L. monocytogenes genomes.
Becavin et al. compared three L. monocytogenes species
and observed a high conservation of sRNAs compared
to protein-coding genes [37]. A comparative transcripto-
mics approach was also used to compare the expression
of non-coding RNAs in L. monocytogenes and L. innocua
species, which revealed conservation across most tran-
scripts, but significant divergence between the species in
a subset of non-coding sRNAs [22].
In this article, we present a robust phylogenomics ap-
proach that extends and improves existing strategies
dedicated to the study of sRNA evolutionary dynamics.
We use it to provide the first evolutionary dynamics
study of 79 complete genomes of the Listeria genus with
regards to protein-coding genes, and a selected set of
112 sRNA loci experimentally identified in the patho-
genic strain L.monocytogenes EGD-e. This dataset in-
cludes intergenic trans-encoded sRNAs assumed to
target independently expressed and distant mRNAs. We
built the core and accessory sRNA and coding genes sets
and deduced the ancestral presence-absence states for
all Listeria genes. Using these patterns, we identified a
subset of 23 sRNAs that significantly coevolved with 5′
untranslated regions of coding genes (5’UTRs) and cod-
ing DNA sequence (CDS) regions of 52 Listeria coding
genes. We reconstructed the coevolution network be-
tween sRNAs and coding genes and revealed a hub of 12
sRNAs coevolving with genes encoding cell wall proteins
and virulence factors. Among them, we focused on
rli133, an sRNA specific of L. monocytogenes species that
coevolved with 12 coding genes, six of which exhibited a
documented function linked to either virulence or inter-
action with the host cell, possibly acting as a negative
post-transcriptional regulator.
Results
A robust screening strategy for sRNA and coding genes
coevolution
We designed an original approach to build a reference
phylogenetic tree to infer observed and ancestral evolu-
tion patterns and to identify coevolution relationships
between pairs of sRNAs and coding-genes. The four
main steps of this approach are presented in Fig. 1 and a
full description of each step of the workflow is provided
in the Methods section. Briefly, the approach starts from
a set of annotated genomes and a list of sRNAs to proceed
through four main steps: (1) the construction of a refer-
ence phylogenetic tree based on orthologous genes; (2)
the construction of the presence-absence matrix for
sRNAs, 5’UTRs and CDS parts allowing across all the ge-
nomes to define core and accessory sets for all elements;
(3) the inference of ancestral presence-absence patterns
for all variable sRNAs, 5’UTRs and CDS; and (4) the de-
tection of coevolution events between regulatory sRNA
and coding genes and construction of a coevolution
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network using both the observed and the reconstructed
ancestral presence-absence patterns. The detection of cor-
related evolution events relies on a phylogenetic-statistical
method based on continuous-time Markov modeling of
trait evolution developed by M. Pagel [39]. It compares
the statistical likelihood of the observed data (in this case,
sRNAs, 5’UTRs and CDS presence/absence patterns)
under two alternative scenarii: one in which the two
features are allowed to evolve independently on the phyl-
ogeny, and another where they coevolve together.
This strategy was applied on 112 L. monocytogenes
EGD-e putative trans sRNAs, all screened on 79 Listeria
genomes (see Additional file 1: Table S1) obtained from
the Listeriomics database [36]. To deal with the
remaining paralogs in the dataset, sRNAs exhibiting
overlapping positions on the EGD-e reference genome
were merged in 15 sRNA loci (see Additional file 2:
Table S2 and the Methods section for details).
The Listeria phylogenetic reference tree obtained from
the 1399 syntenic core coding genes of Listeria was ro-
bust and consistent with previous studies [40] (see Fig. 2).
The four major phylogenetic lineages of L. monocyto-
genes were clearly separated with good Shimodaira Hase-
gawa (SH) supports (Fig. 2b) [40]. We however observed
a few branches of lineage I with lower SH support that
correspond to highly conserved genomes, resulting in
Fig. 1 Strategy and workflow. The strategy consists in 4 steps: (1) Construction of a phylogenetic reference tree computed from a super-alignment of
syntenic core genes and a Maximum Likelihood approach (2) Presence-absence matrices computation using alignments of sRNAs, 5’UTRs and CDS
(3) Ancestral presence-absence pattern reconstruction for sRNAs, 5’UTRs and CDS based on Markov Model and a Maximum Likelihood approach
(4) Detection of coevolution events between sRNAs and 5’UTRs or CDS using both observed and ancestral patterns and construction of the
sRNA-coding genes coevolution network
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short branch lengths and a weaker phylogenetic signal.
This reference tree was subsequently used to compare
sRNAs and coding gene content of Listeria genomes.
sRNA content of Listeria genomes
On the 112 L. monocytogenes EGD-e sRNAs, 52 (46%)
were found to be variable in Listeria genomes, i.e.,
absent in at least one Listeria genome, and 60 (54%)
were found to be present in all Listeria genomes
(Additional file 3: Table S3) the later constitute the core
Listeria-sRNAs. Six of these core sRNAs (rli102, rli119,
rli120, rli19-ssrA, rli69 and the rli2-LhrC-2_rli4-LhrC-
4_rli7-LhrC-5_rli3-LhrC-3_rli1-LhrC-1 sRNA locus)
were kept in the core set despite that their presence
could not be confirmed in one or two genomes due to
unsequenced regions. Among the core sRNAs, 79% of
their occurrences were located in syntenic regions
(meaning that both 5′ and 3′ adjacent genes were also
found conserved). We then focused on the 52 variable
sRNA loci to decipher their evolutionary history in
Listeria genomes.
Small-RNA presence-absence patterns along the Listeria
phylogenetic reference tree are shown in Fig. 3. Most
sRNAs are present in nearly all genomes, except mostly
c
a b
Clade - label Terminal branches labels (from bottom to top in each clade of the tree)








Fig. 2 Listeria reference tree. The left part (a) presents the tree as a cladogram to visualize Shimodaira–Hasegawa (SH) supports for all branches.
Best SH support branches (SH support values >0.75) are indicated in green. Branches with a support value between 0.5 and 0.75 are indicated in
yellow and those with a support value between 0.25 and 0.5 are indicated in orange. Low SH support branches are indicated in red (SH support
values <0.25). The right part (b) represents the tree with estimated branch lengths. The four highlighted clades correspond to the four known
Listeria lineages. Branch labels are used in Additional file 4: Table S4. Terminal branch labels of each main clade of the tree are listed in a
separated table below (c)
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non-L. monocytogenes species. Small-RNA presence-
absence patterns (Fig. 3) also suggest a link between sRNA
content and previously defined Listeria lineages. For ex-
ample most of sRNAs present in genomes of lineage I are
also present in genomes of lineages II, but not systematic-
ally in lineage III and IV. Two sRNAs are found only in
lineages I and II of Listeria monocytogenes (i.e., see rli49
and rli33-3_rli33). Two other sRNAs are systematically
absent of lineage I, while they are present in almost all the
other Listeria genomes (e.g., rli6-rliB, rli23_rli25_rli35).
Rli74 is specifically present in all four L. monocytogenes
lineages and absent in other Listeria species. Additionally,
several sRNAs exhibit sparse presence-absence patterns
probably related to complex evolutionary histories.
Listeria sRNA evolution and coevolution profiles
To investigate sRNA evolutionary histories, we inferred
ancestral presence-absence patterns for all 52 variable
sRNAs and obtained 44 different phyletic profiles (see
Additional file 3: Table S3). Only eight sRNAs shared
identical phyletic profiles as following: (1) rli109,
rli131, rli36 and rli94_rli45: one loss in branch 154
(L. seeligeri/str. FSL S4–171), (2) rli9-rliH and rli97: one
loss in branch 137 (L. innocua/str. FSL S4–378) and (3)
rli135 and rli76: one loss in branch 147 (common ancestor
of three L. ivanovii strains). This indicates that most pro-
files and evolutionary histories are specific to an sRNA,
even if some evolutionary events are shared by several
sRNAs. On the basis of the reconstructed sRNA gains and
losses on the reference phylogenetic tree, we found
only three sRNAs with monophyletic patterns (present
in the most-recent common ancestor and all its de-
scendants) (rli146, rli38 and rli74) and two sRNAs
with polyphyletic patterns (present in some genomes
but not in their most-recent common ancestor) (rli62
and rli99_rli140). All the other 47 (90%) sRNAs
exhibit more or less complex paraphyletic patterns
(present in the most-recent common ancestor and
some of its descendants). Additionally, several sRNAs
have undergone either a large number of gains (e.g.,
rli116: 10 gains, rli115: 5 gains) or a large number of
losses (e.g., rli122_rli112_rli78_rli94_rli50_rli28 locus:
13 losses; rli141: 10 losses; rli26, rli48 and rli117: 8
losses) or both (e.g., rli48: 8 gains and 8 losses),
Fig. 3 Phylogenetic distribution of L. monocytogenes EGD-e sRNAs in Listeria genomes. The figure represents the distribution of 52 variable
L.monocytogenes EGD-e sRNA loci across 79 Listeria genomes. A black box indicates a presence (i.e. the sRNA sequence is present in the
corresponding genome), while a white box indicates the absence (i.e. this sRNA sequence is not found in the corresponding genome).
Listeria strains are ordered based on their placement in the Listeria reference tree shown on the left (see Fig. 2 for details)
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suggesting that some sRNAs are subject to frequent
reshuffle, even at short evolutionary scales.
The three monophyletic profiles indicate a scenario of
gene appearance and descent. For instance, rli146 and
rli74 exhibit the same monophyletic profile, i.e., one
acquisition at branch 3 (ancestor of L. monocytogenes
strains). It was inferred that rli38 was acquired at branch
132 in L. monocytogenes EGD-e. Two different and com-
plex polyphyletic patterns observed for Rli62 and
rli99_rli140 suggest potential Horizontal Transfer
events. All other sRNAs exhibit paraphyletic patterns,
suggesting they underwent one or several loss events in
the Listeria reference tree. Thirty-five out of 47 sRNAs
(74%) with paraphyletic patterns are inferred to be
present at the tree root, suggesting that the majority of
sRNAs were present early, in Listeria evolution.
The Listeria sRNA-coding gene coevolution network
We used Pagel’s model statistical framework [39] (see
Methods) and both observed and ancestral presence/ab-
sence states to identify significant coevolution relation-
ships between sRNAs and 5’UTRs/CDS regions along
the Listeria reference tree. We obtained 23 putative
sRNAs showing significant coevolutionary relationships
with 23 5’UTRs and 39 CDS of 52 coding genes (see
complete list in Additional file 4: Table S4).
All results of sRNAs, 5’UTRs and CDS phyletic pat-
terns, coevolution analyses and the resulting coevolu-
tion network were made available on a dedicated web
server that provides several facilities to browse the
results: http://genoweb.toulouse.inra.fr/Listeria_sRNA.
The web application was developed with the Shiny
technology [41] and allows interactive visualization of
individual phyletic patterns (i.e., observed and inferred
ancestral presence/absence patterns) for all sRNAs
and their coevolution partners along the Listeria
reference tree (see an example in Fig. 4).
The Listeria sRNA-coding gene coevolution hub
The inferred sRNA-coding genes coevolving network
(see Fig. 4b) reveals interesting features. We observed a
hub of 12 sRNAs (rli107, rli117, rli123, rli133, rli146,
rli26, rli30, rli33-3_rli33, rli34, rli49, rli74 and rli79) that
are connected through common coevolution partners.
This cluster includes mainly distant (i.e. distance
>40 kb) 5’UTRs and CDS coevolving partners, with the
exception of partners of only two sRNAs: rli30 paired to
CDS partners lmo0501 to lmo0508, and rli74 with its
CDS partner mpl (lmo0203). This cluster includes many
genes encoding cell wall proteins, proteins involved in
secondary metabolism and virulence factors (see next
section and rli133 case study for details). The other 11
sRNAs are all included in 11 individual clusters that
contain either 5’UTR coevolving regions (rli132, rli116)
exclusively or CDS coevolving regions (rli28–3,
rli99_rli140, rli141) exclusively or a mix of both 5’UTRs
and CDS regions (rli75, rli5-rliA_rli121, rli34–2, rli115,
rli125_rli8-rliC_rli85, rli48). Interestingly, nine out of 11
of these individual clusters include evolving partners that
are close on the genome (< 8 kb). Two individual coe-
volving groups [rli28–3/lmo0035] and [rli5-rliA_rli121/
lmo2309-lmo2407] were found with distant coevolution
partners (distance >800 kb for both clusters). To
summarize, our results reveal an sRNA hub including
mainly distantly located coevolving 5’UTRs and CDS
regions, some of them exhibiting functions related to
Listeria pathogenicity. Most of the remaining coevolu-
tion clusters include pairs of sRNA and 5’UTRs/CDS
that exhibit very close genomic positions, i.e. a distance
between the start of their sRNA and the start of their
5’UTR/CDS under 8 kb.
We investigated the functional classes of genes coevol-
ving with Listeria regulatory sRNAs by using annota-
tions from the Clusters of Orthologous Groups (COGs)
database [42] retrieved from the Listeriomics website
[36]. The distribution of coding genes in COG categories
reveals a significant functional enrichment of coding
genes associated with cell wall or membrane biogenesis
(see Table 1, Fisher exact test [43], p-value = 0.0131).
Interestingly, among coding genes coevolving with
Listeria sRNAs, we found seven internalin genes (out of
an expected 26 in Listeria [36]), two coding genes of
the Listeria Pathogenicity Island LIPI-1 mpl
(lmo0203) and orfX (lmo0206) [44, 45], one compo-
nent of the flagellar biosynthesis pathway, eight genes
involved in secondary metabolism and bacteriophage
genes (see Additional file 4: Table S4 for details).
rli133, an sRNA coevolving with genes known to be
involved in pathogenicity
The detailed analysis of rli133 phyletic pattern (Fig. 5a)
reveals an early acquisition event in L. monocytogenes
common ancestor. Rli133 cannot be found in other
Listeria species, indicating that this sRNA is specific to
L. monocytogenes species. Nevertheless, rli133 is lost in
four strains of lineage III (L. monocytogenes FSLF2–208,
L. monocytogenes LM850658, L. monocytogenes M7, L.
monocytogenes L99) and in the L. monocytogenes FSLJ1–
208 strain of lineage IV. In these five strains, the
corresponding intergenic region is missing due to the in-
sertion of two genes. These genes appear to be specific
of these five strains and do not have any homolog in
public databases (see Additional file 5: Figure S1). In
genomes where rli133 is present, the corresponding
sequence is well-conserved and includes few mutation
events, i.e., six transitions, two transversions and two
indels events corresponding to 12 variables sites out of
126 (9.6%) in the rli133 alignment (see Additional file 6:
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Figure S2). Considering these mutated sites, rli133
homologous sequences can be easily separated in two
clusters that correspond to Listeria lineage I and II.
Rli133 presents coevolutionary relationships with 12
coding genes, eight 5′ UTRs and seven CDS regions.
Coevolving gene partners include three internalin genes:
inlI (lmo0333), inlE (lmo0264) and inlP (lmo2470). Inter-
nalins are important virulence factors [46, 47]. InlE may
contribute to host tissue colonization [46, 48] and InlP
has recently been shown to promote placental infection
[47]. The role of inlI in pathogenicity remains to be de-
termined [49]. Interestingly, we found three other
sRNAs potentially coevolving with internalin genes:
rli117 (lmo0549, lmo0263 and lmo2470), rli30 (lmo2445)
and rli132 (lmo2017). Other genes were found to co-
evolve with rli133, e.g., lntA, lmo0206 and sepA. The
virulence factor lntA (lmo0438) targets the chromatin
repressor BAHD1 to activate interferon-stimulated genes
in the host cell nucleus [50]. Expression of LntA seems
to be tightly controlled to subvert immune responses
and prevent antibacterial responses [50]. The orfX
(lmo0206) gene is located within the L. monocytogenes
pathogenic island 1 (LIPI-1), which includes genes re-
quired for Listeria intracellular lifestyle such as hly, plcA,
plcB and actA [33] and contributes to bacterial survival
in macrophages. SepA (lmo2157) encodes a protein in-
volved in septum formation and play a role in stress re-
sponse [51]. To summarize, six out of the twelve
coevolution partners of rli133 exhibit a documented
function linked to either pathogenicity, interaction with
host cells or stress response [36, 46, 47, 51]. Moreover,
rli133 sRNA was found to be expressed in several tran-
scriptomes during infection, especially in blood and in-
testine [5, 22, 36]. Coevolution between sRNAs and
coding genes may be resulting from the existence of dir-
ect or indirect functional links. Direct functional links
can be explained by physical interaction through base-
Table 1 Functional enrichment of sRNAs and coding genes
coevolution groups
Functional category P value
Amino acid transport and metabolism 0.9055
Carbohydrate transport and metabolism 0.2202
Cell wall/membrane biogenesis 0.0131*
Energy production and conversion 0.8563
Replication, recombination and repair 0.8610
Secondary metabolites biosynthesis, transport and catabolism 0.5206
Signal transduction mechanisms 0.3669
Transcription 0.2648
This table contains p-values obtained with Fisher tests to measure a potential
enrichment of a COG functional category in coding genes found to co-evolve
with sRNAs (Additional file 4: Table S4). The * indicates a significant (under
0.05) p-value for genes of the category Cell Wall/membrane biogenesis
Fig. 4 Listeria sRNA, 5’UTR and CDS evolution and coevolution results. a The Listeria sRNA, 5’UTR and CDS coevolution results available on the
Shiny web site. The left frame allows the browsing of the results and the selection of coevolving pairs. The right frame allows visualization of
phyletic patterns (i.e. observed and ancestral presence/absence patterns) on the Listeria reference tree for each selected pair. b The Listeria
coevolution network available on the web site. The network represents predicted coevolution between L. monocytogenes EGD-e sRNAs and either
5’UTRs or CDS regions (compared to the null hypothesis of independent evolution between these elements). sRNAs are indicated in blue while
5’UTRs and CDS are indicated respectively in yellow and red. The arrows of the network represent three types of coevolution relationships: (i)
evolution of the sRNA depends on the presence of the 5’UTR/CDS (blue) (ii) evolution of 5’UTR/CDS depends on the presence of the sRNA (red)
and (iii) bidirectional dependency between evolution of the sRNA and the 5’UTR/CDS (green)
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pairing at specific regions of a sRNA with their target
mRNA. To identify possible physical interaction between
rli133 and its coevolution partners, we used several
methods to predict structure of both the sRNAs and the
5’UTRs/CDS interacting regions and look for putative
interacting zones (see Methods).
We found regions possibly interacting with rli133 for
all the 12 genes coevolving with rli133. Nine of these
genes were identified to present interacting regions
compatible with a negative regulation mechanism: inlI
(lmo0333), inlE (lmo0264), inlP (lmo2470), lntA
(lmo0438), orfX (lmo0206), lmo0082, lmo0334, lmo0550
and lmo2107. For the three remaining coevolving genes
(lmo0419, lmo0017 and lmo2157) we did not identify a
consistent interacting region. As illustrated in Fig. 5b,
fifteen interacting regions were predicted between
lmo0333–5’UTR and rli133. Two interacting regions
were overlapping in the proximity of the Shine-Dalgarno
sequence and the initiation codon (see regions 1 and 3
in Fig. 5b, c and d), which are crucial sites for ribosome
recruitment during the initiation of the translation. On
the mRNAs, these sequences are mainly found to be
accessible in loops or pseudo-loops (Fig. 5d), suggesting
that they are constitutively available for translation.
Interaction with complementary regions on sRNAs po-
tentially makes them unavailable for ribosome binding
Fig. 5 The rli133 coevolution ties. rli133 shows significant coevolution with six CDS and nine 5′-UTR regions. Figures 5a to 5d show an example of
a coevolution pattern and a putative mechanism of interaction between rli133 and the lmo0333 5’UTR region corresponding to the promoter of
an Internalin IntI protein. a Coevolution patterns observed between rli133 (left) and the 5’UTR of lmo0333 (right). Yellow circles correspond to
observed (or ancestral) sRNA/CDS presence. Blue circles correspond to observed (or ancestral) sRNA/CDS absence. A yellow branch indicates a
sRNA/CDS gain event while a blue branch indicates a loss event along the branch. b Predicted interaction regions between rli133 and lmo0333.
The figure presents the interaction regions between the 5’UTR (and the beginning of the coding region) and the sRNA. Highlighted and
numbered regions correspond to predicted interaction zones according to the RNAplex software. c Predicted structure of the sRNA rli133.
Structure was generated using LocaRNA software and a multiple alignment of all conserved rli133 sRNAs in the genomic dataset. Highlighted
numbered regions correspond to Lmo0333–5’UTR predicted interaction zones of Fig. 5b. Representation of structure was performed with FoRNA.
d Predicted structure of the 5’UTR region of Lmo0333. Structure was generated using LocaRNA and a multiple alignment of all conserved
Lmo0333 5’UTRs in the genomic dataset. Highlighted numbered regions correspond to rli133 predicted interaction zones of Fig. 5b.
Representation of structure was performed with FoRNA
Cerutti et al. BMC Genomics  (2017) 18:882 Page 8 of 15
9.3 Article 163
during translation initiation, suggesting a potential in-
hibitory action of rli133 at posttranscriptional level on
these genes. The existence of direct interaction between
rli133 and coevolving genes partners could explain their
coevolution.
To conclude, interacting regions corresponding to
putative translation inhibition regions targeted by rli133
were identified for nine coevolving genes including inlE
[46, 48], inlI [49], inlP [47], lntA [50] and orfX which
were already found to be involved in host-interaction in
previous studies.
Discussion
We built a robust workflow that provided new insights
on Listeria sRNA evolution and coevolution patterns.
First, the screening of sRNA presence-absence patterns
suggests that 60 out of 112 L. monocytogenes EGD-e
sRNAs (53%) shape the Listeria sRNA core set, in the
sense that they were found to be present and conserved
in all Listeria genomes. These 60 sRNAs were hence
inferred present in the common ancestor of Listeria,
suggesting that they were present early during the evolu-
tionary history of the genus. This is a lower proportion
compared to the 60 out of 83 E. coli K12 sRNAs (72%)
that were found present and conserved in a dataset of 27
complete genomes of E. coli-Shigella [29]. However, this
is consistent with the higher number of genomes and
the wider evolutionary scale (genus) used in our analysis
compared to the species level of the E.coli-Shigella
study.
The 52 remaining L. monocytogenes EGD-e sRNA loci
constitute the variable sRNA set that is part of the Lis-
teria accessory genome. This number is higher than the
43 accessory Listeria sRNAs previously identified by
Kuenne et al. [38] in a smaller dataset of 11 genomes re-
stricted to L. monocytogenes species. We found a higher
proportion of them exhibiting complex paraphyletic
distribution compared to the E. coli/Shigella study: 47 vari-
able sRNAs out of 52 were shown to have paraphyletic pat-
tern (90%) compared to 25 out of 32 (78%) in the 27
genomes of E. coli-Shigella [29]. Only three and two sRNAs
have monophyletic and polyphyletic patterns, respectively.
This indicates complex and various evolutionary histories
underlying diverse origins and a potentially wide panel of
sRNA acquisition and loss mechanisms in Listeria.
Detection of coevolution and analysis of the Listeria
sRNA-coding genes coevolving network highlighted
many interesting features.
We revealed an evolutionary link between sRNAs and
coding genes related to pathogenicity and interaction
with the host cell that suggests a key role for these
sRNAs to shape Listeria virulence and adaptation. More
precisely, we identified a hub of 12 sRNAs (rli26, rli30,
rli33-3_rli33 locus, rli34, rli49, rli74, rli79, rli107, rli117,
rli123, rli133 and rli146) coevolving with many genes
encoding cell wall proteins, especially internalins, that
are known to be involved in host cell interaction [52],
proteins involved in secondary metabolism, stress re-
sponse and virulence factors. We detected a significant
coevolution pattern of four sRNAs (rli117, rli30, rli132
and rli133) and seven internalin genes (lmo0549,
lmo0263, lmo2470, lmo2445, lmo2027, lmo0333 and
lmo0264), indicating a probable key functional role of
these sRNAs on these genes, possibly regulatory. To our
knowledge, the relationship between small regulatory
RNAs and internalin evolution was never observed be-
fore and opens several new perspectives concerning the
possible impact of sRNAs in Listeria evolution and
virulence. These results are consistent with previous
observations that several internalin genes present long
5’UTRs that may also be post-transcriptionally regulated
and that Listeria controls many of its virulence genes by
a mechanism that involves 5’UTRs [23].
Interestingly, previous studies performed in E. coli or
S. enterica have shown that sRNAs are often found to
control the expression of cell wall proteins, particularly
in outer membrane [53] or lipopolysaccharide layer syn-
thesis [54]. This is consistent with our result revealing
that the ‘cell wall or membrane biogenesis’ functional
category is significantly overrepresented in Listeria
sRNAs coevolving genes. Namely, we found seven inter-
nalin genes and two coding genes of the Listeria Patho-
genicity Island LIPI-1 (mpl, orfX) in the Listeria sRNA
coevolution partners. These results suggest a possible
key regulatory role of some Listeria sRNAs on genes in-
volved in host-bacteria interaction and pathogenicity.
We focused on rli133, a L. monocytogenes-specific
sRNA, and identified 6 out of 12 rli133 coevolution part-
ners exhibiting a function linked to either pathogenicity,
interaction with the host cells or stress response. Inter-
acting regions compatible with mechanisms of mRNA
translation inhibition were predicted for rli133 and nine
coevolving genes, including inlE [46, 48], inlI [49], inlP
[47], lntA [50] and orfX. These results suggest a possible
direct negative regulatory role of rli133, which poten-
tially impairs the translation process of some of its coe-
volving partners. The presence of compatible interacting
regions is not a feature specific to genes coevolving with
rli133, but taking together the observations of coevolu-
tion pattern and the presence of a consistent interacting
zone argue in favor of a functional link. Moreover, we
looked for the presence of the nine 5’UTR-interacting
zones of the genes co-evolving with rli133 in 5’UTRs
and CDS that do not coevolve with rli133 and found
only two similar regions for the inlP (lmo2470) interact-
ing zone: one located in another internalin 5’UTR region
(inlP/lmo2027) and one located in the 5’UTR region of
the lmo0974 gene that is involved in LPS synthesis and
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conserved in all the genomes of the dataset. This argues
for quite a good specificity of the rli133 predicted inter-
acting zones. For coevolving partners in which no clear
mechanism were highlighted, such as sepA (lmo2157)
[51], a well-known stress response gene involved in
septum formation, coevolution patterns may correspond
to presence of direct interaction at post-translational
level or indirect functional links involving intermediate
genes. These results suggest that rli133 could act as a
negative regulator of genes involved in Listeria
pathogenicity.
Interestingly, rli133 sRNA is missing in the L. monocy-
togenes M7 and L. monocytogenes L99 genomes of L.
monocytogenes lineage III that also have a reduced
internalin-coding genes content (respectively 17 and 18
internalins) [55–57]. This suggests a possible link be-
tween the presence of rli133, the internalin gene content
and the regulation of pathogenicity. The situation may
be more complicated in other genomes such as the
pathogenic strain L. monocytogenes J1–208 (lineage IV)
identified in goat and whose chromosome contains only
16 internalin-coding genes and no rli133 sRNA. This
strain includes a plasmid (pLMIV) which contains
additional internalins that may be involved in another
mechanism of regulation of pathogenicity [57]. This in-
dicates that the presence of rli133 is not an absolute
hallmark for pathogenesis and that other, yet unanno-
tated sRNAs may interact with internalin genes in
pathogenic strains of lineage IV. Additional genomes
and sRNA experimental datasets are needed in this clade
to fully understand the role of sRNAs and internalin
coding genes in Listeria pathogenicity.
The Listeria coevolution network also pointed out 11
sRNAs exhibiting correlated evolution, mostly with close
5’UTRs and CDS regions. Screening for distances be-
tween coevolving sRNAs and genes indeed revealed two
trends concerning gene location: on one hand, genes
close to the corresponding sRNA (putative cis-regulated
genes closer than 8 kb), and on the other hand, genes
found at distant locations (putative trans-regulated genes
with distances higher than 40 kb) (see Additional file 7:
Figure S3). One possibility is that some of the closer
coevolving sRNAs may correspond to uncharacterized
or unannotated 5’UTR regions.
Conclusion
The analysis of the Listeria coevolving network sheds
light on several sRNAs which might play a role in viru-
lence regulation. Since our approach makes it possible
to obtain a list of sRNAs present only in the virulent
strains, this study paves the way for new biochemical
and biological analyses aimed at identifying and deci-
phering new factors involved in virulence.
The workflow proposed in this work is resourceful
and, to our knowledge, does not have any equivalent in
previous work. Our strategy proposes several methodo-
logical enhancements and additional analyses compared
to the pioneer work of Skippington and Ragan [29]. For
instance, our strategy was designed to deal with uncov-
ered regions of draft genomes and paralogy problems
(both for sRNAs and coding genes). Moreover, three key
steps of our workflow, i.e. the reference tree construc-
tion, the inference of ancestral presence-absence states
and the detection of coevolution between sRNAs and
coding genes, rely on the statistical framework of
continuous-time Markov models and maximum likeli-
hood, improving on parsimony approaches that do not
provide consistent branch length estimation and may
lead to lower precision.
Another key advantage of our approach is its exten-
sively generic character since it can be transposed to any
type of organism, any type of functional data and, more
generally, to any kind of qualitative trait. For example,
the strategy developed may be used to look for a pos-
sible coevolution between regulatory or structural RNAs
and any type of element or feature such as pathogeny
islands, pseudogenes, CRISPRs, phages, insertions se-
quences, etc. The entire workflow is built on an open
source frame that is flexible, optimized and implements
parallel and distributed computation, while however
remaining computationally demanding.
Several features may be proposed in the future to
enhance the proposed strategy. First, as we currently
only consider presence, absence and unknown states, it
constitutes an oversimplification of the way functional
elements are defined, also undermining paralogy for
sRNA or coding genes. Consequently, an enhancement
of our strategy would be to deal with the occurrence of
sRNAs and coding genes for both evolution and coevo-
lution analysis. Second, another useful extension of the
current strategy would be to include the analysis of muta-
tion patterns and coevolving sites also for the core sRNAs
and coding genes present in all the genomes of the dataset
as well. This could be performed by including an add-
itional step in the workflow that relies on a previously
published method like the CoMap software [58].
Methods
Listeria genome dataset
Seventy-nine complete public genomes of Listeria were ob-
tained from GenBank (release 211). A full description of
the 79 Listeria genomes is available in Additional file 1:
Table S1). The dataset includes 70 complete and 9 draft
genomes representing five different Listeria species (L.
monocytogenes, L. ivanovii, L. inoccua, L. welshimeri and L.
seeligeri). L. monocytogenes genomes were the most repre-
sented (73 genomes corresponding to 92% of our dataset).
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Listeria monocytogenes EGD-e sRNA
A set of 304 experimentally validated sRNAs from L.
monocytogenes EGD-e was extracted from the Listerio-
mics database [36]. We focused on the 154 sRNAs anno-
tated as putative trans sRNAs which are known as
important regulators of gene expression in bacteria act-
ing on independently expressed targets. A group of 19
sRNAs were excluded because they recently have been
found to include small ORFs [6]. Overlapping sRNAs
and sRNAs harboring paralogs in the L. monocytogenes
EGD-e genome were processed using the following pro-
cedure. sRNAs were aligned on the L. monocytogenes
EGD-e genome sequence using BLASTN+ [59].
Overlapping hits were merged considering a minimal
overlap length of 15 pb, independently of their orienta-
tion. Finally, 112 sRNA loci were used as input se-
quences in the following analyses, including 15 loci built
from merged hits and 97 original sequences.
sRNA and coding gene coevolution strategy
The strategy we developed is implemented in a Sna-
kemake workflow [60] that consists in four main
steps (see Fig. 1).
Step 1: Phylogenetic reference tree.
PanOCT, version 3.23 [61], was used to build groups
of orthologs from annotated genomes. PanOCT is able
to deal with recently diverging paralogs by using neigh-
borhood gene information (synteny). All the parameters
were set to default values except for the length ratio to
discard shorter protein fragments when a protein is split
due to a frameshift or other mechanisms was set to 1.33
as recommended by the authors. Amino-acid sequences
of ortholog families were then aligned using ProbCons,
version 1.12 [62], and resulting alignments were post-
processed using GBLOCKS, version 0.91b [63], using the
following parameters: the minimum number of se-
quences for a conserved position was set to (n/2) + 1,
the minimum number of sequences for a flank position
to (n/2) + 1 (where n is the total number of sequences
in the aligned dataset), the maximum number of
contiguous non-conserved positions was set to 20, the
minimum length for a block to 5, and gap positions were
allowed [8].
The reference tree was built using the syntenic core
gene families corresponding to the PanOCT clusters
with a single unique ortholog in each genome of our
dataset. The corresponding nucleic acid alignments were
obtained from all these core families filtered amino-acid
alignments and concatenated into a single superalign-
ment to compute a maximum likelihood tree using
FastTree2, version 2.1.9 [64]. The following parameters
were used for FastTree2: the Generalized Time-Revers-
ible model (GTR) was chosen, the likelihood was reported
under the Gamma model using 20 categories of sites, the
exhaustive search mode (“-slow” option) was selected to
obtain a more accurate reconstruction, NNI and SPR heu-
ristics were used to browse the tree space. Support ana-
lyses were performed using Shimodaira Hasegawa test
(SH) and 1000 resampling steps of site likelihood.
Step 2: sRNA and coding gene presence-absence matrix.
Presence-absence patterns were inferred from BLAST
analyses with different parameters for sRNAs and coding
genes. L. monocytogenes EGD-e sRNAs were aligned
on the genome dataset using BLASTN+, version
2.2.29 [59]. Resulting hits were filtered using two
criteria: an e-value <10−2 and a coverage related to
the query sequence ≥70%. Only sRNAs meeting these
two criteria were considered as present in the tar-
geted genomes.
For coding genes, we analyzed separately 5’UTRs and
CDS regions. L. monocytogenes EGD-e CDS were re-
trieved from GenBank annotations and aligned against
all Listeria genomes using BLASTP+, version 2.2.29 [59].
Resulting hits were filtered using the following criteria:
an e-value <10−2, a coverage relative to the query se-
quence ≥70%, an identity rate ≥ 60% and a bitscore ≥50.
Only CDS meeting these three criteria were considered
as present in the targeted genomes.
L. monocytogenes EGD-e 5‘UTRs were retrieved using
the following procedure. When available, we used
experimental data indicating 5’UTR positions [36] to
extract the corresponding DNA sequence. When not
available, 5’UTR positions were defined arbitrarily as the
100 nearest 5’ nucleotides upstream from each L. mono-
cytogenes EGD-e CDS start codon of intergenic region.
Only 5’UTRs with a minimum size of 15 bp were kept.
5’UTR sequences were then used as queries for
BLASTN+ [59] alignments against all genomes. Resulting
BLASTN+ hits were filtered using the following criteria:
an e-value <10−2, and a minimal identity percentage and
coverage adjusted to the 5’UTR sequence lengths as
follows. For 5’UTRs with lengths from 15 to 20 bp, the
minimum identity percentage was set to 90% and the
minimum coverage percentage to 100%. For 20–50 bp
long 5’UTRs, both identity percentage and coverage were
set to a minimum of 80%. For 50–100 bp and >100 bp
long 5’UTRs, the minimal identity percentage was set to
80% and the minimal coverage was set to 50% and 25%,
respectively. 5’UTRs meeting these criteria in subject
genomes were considered as present.
A binary vector (0/1) corresponding to the absence/
presence profile in the whole genome dataset was finally
generated using BLASTN+ results and filters defined
above. Due to their lack of informative value, sRNAs,
5’UTRs and CDS found in all genomes were not taken
into account in subsequent analyses.
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To avoid absence mispredictions corresponding to
unsequenced regions of draft genomes, absence events
of non-coding elements (sRNAs and 5’UTRs) were sys-
tematically checked as follows: for queries without hit in
a given genome, 5′ and 3′ adjacent genes of the query
element were screened for putative homologs in the
same genome. In case where homologs were found, the
non-coding sequence between the two homolog genes
was extracted and screened for stretches of Ns, i.e.
assembly gaps. If such stretches were found, the state of
the query element was considered as undetermined due
to missing DNA region in the considered genome (‘?’
state assigned). If the region was present but not similar
to the query sequence, the query element was consider
to be absent (‘0’ state assigned).
Step 3: Ancestral presence-absence pattern reconstruction.
Presence/absence ancestral states were reconstructed
using the recent “Hidden rates model” method proposed
by Beaulieu et al. [65]. This method uses Hidden Markov
Models (HMM) to reconstruct ancestral character states
from observed states and a reference phylogenetic tree.
It makes it possible to use different transition rate clas-
ses. We used the ‘rayDISC’ function of the ‘corHMM’ R
package version 1.20 [17] and selected the ‘ARD’ transi-
tion model, i.e. independent transition rates. Internal
node states were inferred using maximum likelihood
estimation and joint probabilities. The root state
probabilities were inferred using the method of Fitzjohn
and Maddison [66]. Initial transition rates were esti-
mated using the results of PanOCT orthologs obtained
in Step 1 and computed using the ‘DiscML’ function of
the ‘DiscML’ R package, version 1.0.1 [67], and the ‘ARD’
transition model (assuming independent transition
events, in this case, gain and loss events, for each
element). This step results in a matrix containing the
binary presence/absence (0/1) pattern for each internal
node of the reference tree and for the three analysed
features (sRNAs, CDS, 5’UTRs). Finally, gain and loss
events were determined as follows: if the feature was
absent (present) in a given node but present (absent) in
its ancestor, it was considered as lost (gained) along the
corresponding branch linking both nodes.
Step 4: Detection of coevolution events.
Our strategy allows the detection of coevolution
between a sRNA and a 5’UTR or CDS using a reference
phylogenetic tree and both observed and ancestral
presence-absence patterns. We used the ‘corDISC’ func-
tion of the ‘corHMM’ R package [65] to identify putative
coevolutionary relationships. This function fits Pagel’s
models of independency and dependency [39] to identify
dependent evolution between two binary characters (in
this case, the presence or absence of sRNAs, CDS/
5’UTRs) and related to a phylogenetic tree. The first
model supports an independent relationship between
both binary traits: sRNA and 5’UTR/CDS (the null hy-
pothesis). The second kind of model (the alternative hy-
potheses) supports a dependent relationship between
both traits (coevolution). The use of ancestral states
along the phylogenetic reference tree makes it possible
to evaluate the probable temporal ordering of changes
between two x and y presence/absence patterns and to
test hypotheses about cause and effect. For this, we used
three kinds of dependency models: the x model, mean-
ing that the evolution of the sRNA depends on the pres-
ence/absence state of the 5’UTR/CDS, the y model,
meaning that the evolution of 5’UTR/CDS depends on
the presence/absence state of the sRNA and the xy
model, assuming bidirectional dependency between
evolution of the sRNA and the 5’UTR/CDS element.
The ‘corDISC’ function merges the two x, y traits in a
single vector, fits them on a precomputed phylogenetic
tree using a specified model and then returns the likeli-
hood of the model. The likelihood of each model was
computed and a Likelihood Ratio Test (LRT) was per-
formed. The corresponding p-value was computed. All
of the analyses were performed between each variable
sRNA, each variable CDS and 5′ UTR. P-values were
corrected for multiple testing using the Benjamini-
Hochberg (BH) procedure [68]. Finally, we only
retained coevolving pairs of sRNA loci and coding
gene elements (5’UTR and CDS) with a minimum BH
corrected p-value threshold of 0.01.
The coevolution network between sRNAs and cod-
ing genes was reconstructed using inferred significant
dependency relationships between phyletic patterns of
sRNAs and coding gene elements (5’UTR and CDS)
of L. monocytogenes EGD-e. Graph representations
were built using the ‘igraph’, version 1.0.1 [69],
‘visNetwork’, version 1.0.3 [70], and ‘Shiny’, version
1.0.1 [41] R packages.
Gene targets functional enrichment
Functional enrichment test was performed using L.
monocytogenes EGD-e gene COG ontologies [36] and
computed using a Fisher’s exact test [43] (‘fisher.test’
function from the ‘stats’ R package, version 3.5.0 [71]),
with a p-value threshold of 0.05.
Interacting regions prediction
Possible physical interactions between sRNAs and
coding genes identified as coevolving partners using our
method were predicted using several pieces of software:
Ssearch (implementation from Wisconsin Package), ver-
sion 6.1, IntaRNA, version 2.0.2, RIsearch, version 1.1,
RNAcofold, version 2.3.4 and RNAplex, version 2.3.4
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[72–76], which are all included in the sRNAtabac re-
source [77]. We used an extended region including
100 bp before and after the start codon to identify puta-
tive interactions between a sRNA region and the ex-
tended 5’UTR region of mRNAs (original regions were
used for CDS). Only interactions containing a minimum
of six successive interacting matches were selected and
considered as valid.
Homologous sequences of rli133 previously identified
(see Step 2 for details) in L. monocytogenes genomes
were extracted. Homologous sequences of lmo0333 (inlI)
5’UTR (see Step 2 for details) were extended up to 60
nucleotides after the start codon. Rli133 and lmo0333-
extended 5’UTR sequences were processed using
LocARNA software, version 1.8.9 [73]. LocARNA is a
tool that allows simultaneous folding and alignment of
input RNA sequences. LocARNA default alignment
accuracy was increased using match probabilities and
probabilistic consistency transformation. Additional
parameters were used since it is recommended by the
authors in the software documentation for aligning up
to about 15 sequences of lengths up to a few hundred
nucleotides. The weight of base pair match contribution
was set to 400. An iterative refinement of the progressive
alignment was performed using two iterations. The 2D
structure representation of rli133 and lmo0333- ex-
tended 5’UTR were computed with FoRNA, version 0.1
[78], using consensus structures of rli133 and the
lmo0333-extended 5’UTR associated with corresponding
sequences of the reference strain L. monocytogenes
EGD-e.
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Additional file 1: Table S1. List of the 79 genomes used in this study.
The table includes the list of 79 genomes obtained from Listeriomics and
retrieved from the NCBI database. Several fields have been abbreviated
for easier reading: ‘Se.’: strain serotype, ‘Li.’: Listeria lineage and ‘Co.’:
country where the strain was first isolated. (DOCX 98 kb)
Additional file 2: Table S2. List of the 112 sRNA loci used in this
study.The table includes 97 sRNAs obtained from the Listeriomics database
and 15 merged regulatory sRNA loci tagged with an * in the table and
obtained from the procedure described in Methods. (XLSX 21 kb)
Additional file 3: Table S3. Ancestral presence/absence patterns of
L.m. EGD-e regulatory sRNAs. For all 52 L.m. EGD-e variable sRNAs, the
table includes the following information according to the Listeria refer-
ence tree (see Fig. 2): root presence - absence information (Root state
column), tree branches labels where gain (Gains column) and loss events
(Losses column) were inferred (labels correspond to branch identifiers in-
dicated in the cladogram of Fig. 2). The undefined column corresponds
to tree branch labels with undefined state due to missing data in the
corresponding genomes (draft genomes). The pattern_type column
corresponds to the three different types of phyletic profiles inferred: mono-
phyletic, polyphyletic or paraphyletic profiles. (DOCX 128 kb)
Additional file 4: Table S4. Listeria sRNAs and coding genes
coevolution groups. For each sRNA, the table includes the following
informations on the corresponding co-evolving elements: the gene locus
tag name (‘Element’ column), the type of element (CDS or 5’UTR, ‘Type’
column), the type of dependency model that highlighted the interaction:
x = evolution of the sRNA depends on the state of the 5’UTR/CDS,
y = evolution of 5’UTR/CDS depends on the state of the sRNA and
xy = bidirectional dependency between evolution of the sRNA and the
5’UTR/CDS element (Model column), the distance between the sRNA and
the element in nucleotides (Distance column) and the description of the
gene/operon function according to Listeriomics database (‘Description’
column); ‘id’ = identical content. Coevolution groups that are included in
the main network hub are highlighted in gray. (DOCX 142 kb)
Additional file 5: Figure S1. Rli133 genomic context conservation in
Listeria. 5′ and 3′ homolog genes are represented using red arrows.
GFXXXX names correspond to PanOCT ortholog clusters identifiers. Blue
arrows correspond to two genes inserted in several strains of Listeria
lineages III and IV. (PDF 212 kb)
Additional file 6: Figure S2. Multiple alignment of rli133. This figure
represents the multiple alignment of rli133 sequences in strains where it
is present. Red denotes a fully conserved position. The phylogenetic tree
at the left corresponds to a Maximum Likelihood tree computed from
the corresponding multiple alignment. (PDF 1413 kb)
Additional file 7: Figure S3. Genomic distance between coevolving
sRNAs and CDS. Plain curves show the distance density between sRNAs
and 5’UTRs (red) or CDS (blue) engaged in coevolution relationships,
considering genome circularity. They are compared to distances between
sRNAs and all 5’UTRs or CDS (all) respectively represented by red and
blue dotted curves. (PDF 117 kb)
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Additional file 2 : Table S1. List of the 112 sRNA loci used in this study. The table includes 97
sRNAs obtained from the Listeriomics database and 15 merged regulatory sRNA loci tagged with
an “*” in the table and obtained from the procedure described in Methods.
Name Start End Strand Length Source
rli6-rliB 544238 544716 1 479 Mandin et al. 2007
rli10-rliD 1359202 1359529 -1 328 Mandin et al. 2007
rli12-ssrS-6S 1546336 1546531 -1 196 Mandin et al. 2007
rli13-rliE 1584586 1584808 1 223 Mandin et al. 2007
rli14-LhrB 1859870 1860017 -1 148 Christiansen et al.
2006
rli15-rnpB 1961807 1962188 -1 382 Mandin et al. 2007
rli17-LhrA 2346166 2346382 -1 217 Christiansen et al.
2006
rli19-ssrA 2509852 2510220 -1 369 Mandin et al. 2007
rli20-SRP 2784311 2784413 -1 103 Barry et al. 1999
rli21-rliI 2841962 2842199 -1 238 Mandin et al. 2007
rli22 31997 32107 1 111 Toledo-Arana et al.
2009
rli24 271014 271201 1 188 Toledo-Arana et al.
2009
rli26 388590 388707 -1 118 Toledo-Arana et al.
2009
rli27 434817 434929 1 113 Toledo-Arana et al.
2009
rli28-3 2154893 2155080 -1 188 Toledo-Arana et al.
2009
rli30 540670 540785 -1 116 Toledo-Arana et al.
2009
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rli31 597806 597926 1 121 Toledo-Arana et al.
2009
rli32 600604 600750 -1 147 Toledo-Arana et al.
2009
rli34 802948 803031 -1 84 Toledo-Arana et al.
2009
rli34-2 678220 678303 -1 84 Toledo-Arana et al.
2009
rli36 859412 859521 -1 110 Toledo-Arana et al.
2009
rli38 1152549 1152917 1 369 Toledo-Arana et al.
2009
rli39 1179807 1179993 1 187 Toledo-Arana et al.
2009
rli45-2 2153775 2153852 1 78 Toledo-Arana et al.
2009
rli47 2226036 2226481 1 446 Toledo-Arana et al.
2009
rli48 2361274 2361405 -1 132 Toledo-Arana et al.
2009
rli49 2660210 2660364 1 155 Toledo-Arana et al.
2009
rli51 207589 207709 1 121 Toledo-Arana et al.
2009
rli52 552327 552421 -1 95 Toledo-Arana et al.
2009
rli53 955824 956021 1 198 Toledo-Arana et al.
2009
rli54 1078584 1079111 1 528 Toledo-Arana et al.
2009
rli55 1198108 1198561 1 454 Toledo-Arana et al.
2009
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rli56 1199848 1199937 1 90 Toledo-Arana et al.
2009
rli57 1216658 1216957 1 300 Toledo-Arana et al.
2009
rli61 2275297 2275362 -1 66 Toledo-Arana et al.
2009
rli62 2364321 2364439 -1 119 Toledo-Arana et al.
2009
rli65 531148 531266 1 119 Oliver et al. 2009
rli67 1535169 1535409 -1 241 Oliver et al. 2009
rli68 2174995 2175265 1 271 Oliver et al. 2009
rli69 2468115 2468289 1 175 Oliver et al. 2009
rli71 28964 29061 1 98 Oliver et al. 2009
rli72 200410 200519 1 110 Oliver et al. 2009
rli73 200942 201217 1 276 Oliver et al. 2009
rli74 209321 209453 1 133 Oliver et al. 2009
rli75 321290 321363 1 74 Mraheil et al. 2011
rli76 344675 344771 -1 97 Mraheil et al. 2011
rli79 696818 696880 1 63 Mraheil et al. 2011
rli80 787038 787254 1 217 Mraheil et al. 2011
rli82 910875 910942 -1 68 Mraheil et al. 2011
rli83 926922 927039 1 118 Mraheil et al. 2011
rli84 1093855 1093954 1 100 Mraheil et al. 2011
rli86 1272592 1272662 1 71 Mraheil et al. 2011
rli88 1320429 1320501 1 73 Mraheil et al. 2011
rli9-rliH 1180826 1181254 1 429 Mraheil et al. 2011
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rli90 1527941 1528048 -1 108 Mraheil et al. 2011
rli92 1638942 1639091 1 150 Mraheil et al. 2011
rli93 1641179 1641239 1 61 Mraheil et al. 2011
rli96 2239222 2239295 -1 74 Mraheil et al. 2011
rli97 2279995 2280110 -1 116 Mraheil et al. 2011
rli101 2452913 2452994 -1 82 Mraheil et al. 2011
rli102 2454489 2454690 1 202 Mraheil et al. 2011
rli103 2498270 2498344 1 75 Mraheil et al. 2011
rli104 2505181 2505340 1 160 Mraheil et al. 2011
rli106 2594561 2594785 -1 225 Mraheil et al. 2011
rli107 2632700 2632770 -1 71 Mraheil et al. 2011
rli108 2639710 2639789 1 80 Mraheil et al. 2011
rli109 2694509 2694694 1 186 Mraheil et al. 2011
rli110 2730489 2730555 1 67 Mraheil et al. 2011
rli111 2736457 2736640 1 184 Mraheil et al. 2011
rli113 2839401 2839573 1 173 Mraheil et al. 2011
rli115 77597 77863 1 267 Mraheil et al. 2011
rli116 143795 144000 1 206 Mraheil et al. 2011
rli117 145571 145841 1 271 Mraheil et al. 2011
rli118 199775 199884 1 110 Mraheil et al. 2011
rli119 215458 215587 -1 130 Wurtzel et al. 2012
rli120 226546 226640 -1 95 Wurtzel et al. 2012
rli123 862938 863241 1 304 Wurtzel et al. 2012
rli126 1159877 1160115 -1 239 Wurtzel et al. 2012
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rli127 1473701 1473829 -1 129 Wurtzel et al. 2012
rli128 1575917 1575995 -1 79 Wurtzel et al. 2012
rli129 1613300 1613451 -1 152 Wurtzel et al. 2012
rli130 2008753 2008871 -1 119 Wurtzel et al. 2012
rli131 2031272 2031354 -1 83 Wurtzel et al. 2012
rli132 2109721 2109972 1 252 Wurtzel et al. 2012
rli133 2145524 2145648 1 125 Wurtzel et al. 2012
rli134 2151510 2151605 -1 96 Wurtzel et al. 2012
rli135 2213168 2213213 -1 46 Wurtzel et al. 2012
rli136 2286256 2286586 -1 331 Wurtzel et al. 2012
rli137 2293286 2293472 1 187 Wurtzel et al. 2012
rli141 2399283 2399512 1 230 Wurtzel et al. 2012
rli142 2569572 2569681 1 110 Wurtzel et al. 2012
rli143 2584861 2585032 -1 172 Wurtzel et al. 2012
rli144 2640531 2640819 -1 289 Wurtzel et al. 2012
rli145 2794580 2794741 -1 162 Wurtzel et al. 2012
rli146 318784 318834 1 51 Wurtzel et al. 2012
rli147 2784594 2784775 -1 182 Wurtzel et al. 2012
rli148-sbrB 1275554 1275719 1 166 Oliver et al. 2009
rli66_rli124* 1057315 1057642 -1 328 Oliver et al.
2009 ;Wurtzel et
al. 2012
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232289 232400 1 112 Christiansen et al.
2006 ;Mandin et al.
2007
rli33-3_rli33* 708326 708860 1 535 Toledo-Arana et al.
2009
rli28-2_rli45* 2 2039064 2039375 -1 312 Toledo-Arana et al.
2009 ;Mraheil et al.
2011
rli139_rli138* 2321818 2322026 1 331 Wurtzel et al. 2012
rli105_rli70* 2533481 2533732 1 252 Mraheil et al.
2011 ;Oliver et
al. 2009
rli94_rli45* 2 2399283 2399512 1 230 Mraheil et al.
2011 ;Toledo-Arana
et al. 2009
rli16-rliF_rli95* 2154765 2155060 1 296 Mandin et al.
2007 ;Mraheil et
al. 2011





507021 507473 1 453 Mraheil et al.
2011 ;Toledo-Arana
et al. 2009 ;Wurtzel et
al. 2012
rli5-rliA_rli121* 3 495658 496381 1 724 Mandin et al.
2007 ;Wurtzel et
al. 2012
rli35_rli25_rli23* 3 172158 172268 1 111 Toledo-Arana et al.
2009
2. locus including rli94




1399365 1399656 1 292 Nielsen et al.
2008 ;Mraheil et
al. 2011 ;Toledo-
Arana et al. 2009
rli125_rli8-
rliC_rli85*
1154319 1154762 -1 444 Mandin et al.
2007 ;Mraheil et
al. 2011 ;Wurtzel et
al. 2012
178
Chapitre 9. Article 2 : Conception et mise en œuvre d’une stratégie d’analyse de





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Chapitre 9. Article 2 : Conception et mise en œuvre d’une stratégie d’analyse de































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Chapitre 9. Article 2 : Conception et mise en œuvre d’une stratégie d’analyse de














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Chapitre 9. Article 2 : Conception et mise en œuvre d’une stratégie d’analyse de


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Chapitre 9. Article 2 : Conception et mise en œuvre d’une stratégie d’analyse de




















































































































































































































































































































































































































































































































































































































































































































































































































































Chapitre 9. Article 2 : Conception et mise en œuvre d’une stratégie d’analyse de














































































































































































































































































































































































































































































































































































































































































































































































































































































Chapitre 9. Article 2 : Conception et mise en œuvre d’une stratégie d’analyse de


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Chapitre 9. Article 2 : Conception et mise en œuvre d’une stratégie d’analyse de








































































































































































































































































































































































































































































































































































































































































































Chapitre 9. Article 2 : Conception et mise en œuvre d’une stratégie d’analyse de
































































































Additional file 4 : Table S4. Listeria sRNAs and coding genes coevolution groups. For each sRNA,
the table includes the following informations on the corresponding co-evolving elements : the gene
locus tag name (“Element” column), the type of element (CDS or 5’UTR, “Type” column), the
type of dependency model that highlighted the interaction : x = evolution of the sRNA depends on
the state of the 5’UTR/CDS, y = evolution of 5’UTR/CDS depends on the state of the sRNA and xy
= bidirectional dependency between evolution of the sRNA and the 5’UTR/CDS element (“Model”
column), the distance between the sRNA and the element in nucleotides (“Distance” column)
and the description of the gene/operon function according to Listeriomics database (“Description”
column), “id” = identical content. Coevolution groups that are included in the main network hub
are highlighted in dark grey
sRNA Element Type Model Distance Description
rli107 lmo0082 cds y 397659 Unknown ; Operon 014
(lmo0079, lmo0080, lmo0081,
lmo0082) ; Close to Lmo0079
similar to a bacillus transpo-
sase
lmo0203 cds y 519496 Metalloproteaze precursor
(elastase) ;Belongs to Listeria
Pathogenicity Island LIPI-1
extended ;Operon 033 (5 genes
lm0203, lmo0204, lmo0205,
lmo0206, lmo0207)
lmo0203 cds xy 519496 id
lmo0206 cds y 524123 Distant similarity with viral
glycoprotein gp160 of HIV
type 1 ;Belongs to Listeria Pa-
thogenicity Island LIPI-1 ex-
tended ;Operon 033 (5 genes
lm0203, lmo0204, lmo0205,
lmo0206, lmo0207)
lmo0206 cds xy 524123 id
rli115 lmo0069 utr xy 1766 homolog within ESAT-6 gene
cluster ; Belongs to Operon
012 (lmo0067, lmo0068,
lmo0069)
lmo0069 utr y 1766 id
lmo0069 utr x 1766 id
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lmo0070 utr xy 1336 Flagellar biosynthesis pathway
component FlhB ; (cell moti-
lity and secretion, intracellular
trafficking and secretion) ; Be-
longs to Operon 013 (lmo0070,
lmo0071, lmo0072, lmo0073,
lmo0074)
lmo0070 utr y 1336 id
lmo0070 utr x 1336 id
lmo0071 utr xy 449 hypothetical protein ; Belongs
to Operon 013 (lmo0070,
lmo0071, lmo0072, lmo0073,
lmo0074)
lmo0071 utr y 449 id
lmo0071 utr x 449 id
lmo0073 cds y 226 Belongs to Operon 013
(lmo0070, lmo0071, lmo0072,
lmo0073, lmo0074)
lmo0073 cds xy 226 id
lmo0073 cds x 226 id
lmo0073 utr y 204 id
lmo0073 utr x 204 id
lmo0074 cds y 498 Belongs to Operon 013
(lmo0070, lmo0071, lmo0072,
lmo0073, lmo0074)
lmo0074 cds xy 498 id
lmo0074 cds x 498 id
rli116 lmo0146 utr y 1254 hypothetical protein
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rli117 lmo0082 cds y 59343 Unknown ; Operon 014
(lmo0079, lmo0080, lmo0081,
lmo0082) ; Close to Lmo0079
similar to a bacillus transpo-
sase
lmo0082 cds xy 59343 id
lmo0263 utr xy 138467 internalin H (inlH) ; Bacterial
adhesion/invasion protein
lmo0263 utr x 138467 id
lmo0549 cds xy 441170 Similar to internalin protein
lmo0549 cds x 441170 id
lmo2470 cds xy 544666 Internalin P (inlP) ; Bacterial
adhesion/invasion protein
lmo2470 cds x 544666 id
rli123 lmo0082 cds y 776710 Unknown ; Operon 014
(lmo0079, lmo0080, lmo0081,
lmo0082) ; Close to Lmo0079
similar to a bacillus transpo-
sase
lmo0095 cds y 759102 hypothetical protein
lmo0095 cds x 759102 id
lmo0206 cds y 650249 Distant similarity with viral
glycoprotein gp160 of HIV
type 1 ; Belongs to Listeria Pa-
thogenicity Island LIPI-1 ex-
tended ; Operon 033 (5 genes
lm0203, lmo0204, lmo0205,
lmo0206, lmo0207)
lmo2733 cds y 1000068 Similar to PTS system fruc-
tose specific IIABC com-
ponent ; Operon 494 (lmo2733,
lmo2734, lmo2735, lmo2736)
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rli125_rli8-
rliC_rli85
lmo1116 cds x 536 Similar to regulatory pro-
teins ; Arabinose operon
control ; Operon 180 (lmo116,
lmo1117)
lmo1116 utr x 1310 id
lmo1117 cds x 115 This domain superfamily is
found in a variety of structu-
rally ; related metalloproteins,
including the type I extradiol ;
dioxygenases, glyoxalase I ;
And a group of antibiotic re-
sistance proteins ; ; Operon 180
(lmo1116, lmo1117)
lmo1117 utr x 472 id
rli132 lmo2026 utr y 1412 Similar to ferredoxin (energy
profuction and conversion)
lmo2026 utr x 1412 id
lmo2027 utr y 18 Bacterial adhesion/invasion
protein, soluble internalin
lmo2027 utr x 18 id
rli133 lmo0017 utr y 820307 Similar to Bacillus anthracis
CapA protein (polyglutamate
capsule biosynthesis)
lmo0017 utr x 820307 id
lmo0082 cds y 884781 Unknown ; Operon 014
(lmo0079, lmo0080, lmo0081,
lmo0082) ; Close to Lmo0079
similar to a bacillus transpo-
sase
lmo0082 cds xy 884781 id
9.3 Article 199
lmo0206 cds y 1011245 Distant similarity with viral
glycoprotein gp160 of HIV
type 1 ; Belongs to Listeria Pa-
thogenicity Island LIPI-1 ex-
tended ; Operon 033 (5 genes
lm0203, lmo0204, lmo0205,
lmo0206, lmo0207)
lmo0264 cds y 1085098 Bacterial adhesion/invasion
protein, internalin E (inlE)
lmo0264 cds x 1085098 id
lmo0264 utr y 1084999 id
lmo0264 utr x 1084999 id
lmo0333 utr y 1159716 Putative pepetidoglycan
bound protein (LPXTG mo-
tif) ; Internalin-like protein,
Internalin I (inlI)
lmo0333 utr x 1159716 id
lmo0334 cds x 1165387 NADPH-dependent FMN re-
ductase
lmo0419 utr y 1239491 hypothetical protein (mem-
brane protein) ; Belongs
to Operon 073 (lmo0418,
lmo0419)
lmo0419 utr x 1239491 id
lmo0438 cds y 1266398 Listeria nuclear targeted pro-
tein A precursor (lntA) ; Bac-
terial invasion protein
lmo0438 cds x 1266398 id
lmo0438 utr y 1266299 id
lmo0550 cds y 1387945 cell surface protein, peptido-
glycan bound protein
lmo0550 cds x 1387945 id
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lmo2107 utr y 41915 Similar to transcriptional regu-
lator (DeoR family) ;Transcrip-
tionnal regulators of sugar me-
tabolism ;Sugar-phosphate iso-
merase
lmo2107 utr x 41915 id




lmo2157 utr x 96322 id
lmo2470 cds y 398618 Internalin P (inlP) ; Bacterial
adhesion/invasion protein
lmo2470 utr y 398519 id
lmo2470 utr x 398519 id
rli141 lmo2292 cds x 20979 3-oxoacyl-acyl carrier protein
synthase involved in fatty
acid biosynthesis ; Operon 399
(lmo2200, lmo2199)
lmo2329 cds y 122 Similar to putative repressor
protein (bacteriophage A118)
lmo2329 cds xy 122 id
lmo2329 cds x 122 id
rli146 lmo0082 cds y 232556 Unknown ; Operon 014
(lmo0079, lmo0080, lmo0081,
lmo0082) ; Close to Lmo0079
similar to a bacillus transpo-
sase
lmo0082 cds xy 232556 id
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lmo0203 cds y 109513 Metalloproteaze precursor
(elastase) ; Belongs to Listeria
Pathogenicity Island LIPI-1
extended ; Operon 033 (5
genes lm0203, lmo0204,
lmo0205, lmo0206, lmo0207)
rli26 lmo0082 cds y 302362 Unknown ; Operon 014
(lmo0079, lmo0080, lmo0081,
lmo0082) ; Close to Lmo0079
similar to a bacillus transpo-
sase
lmo0206 cds y 175901 Distant similarity with viral
glycoprotein gp160 of HIV
type 1 ; Belongs to Listeria Pa-
thogenicity Island LIPI-1 ex-
tended ; Operon 033 (5 genes
lm0203, lmo0204, lmo0205,
lmo0206, lmo0207)
rli28-3 lmo0035 cds y 828832 Similar to PTS system,
cellobiose-specific IIC com-
ponent
rli30 lmo0082 cds y 454442 Unknown ; Operon 014
(lmo0079, lmo0080, lmo0081,
lmo0082) ; Close to Lmo0079
similar to a bacillus transpo-
sase
lmo0183 cds y 352807 Similar to alpha-glucosidase
lmo0501 cds y 2423 Transcriptional antiterminator




lmo0502 cds y 1817 Similar to putative sugar-
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lmo0503 cds y 1322 Similar to PTS fructose-
specific enzyme IIA com-
ponent






lmo0505 cds x 246 id
lmo0508 cds y 1005 Similar to PTS system
(phosphotransferase system),
Galactitol-specific IIC com-




lmo0508 cds x 1005 id
lmo0551 cds y 48620 hypothetical protein
lmo0551 cds x 48620 id
lmo2445 cds x 969988 Similar to secreted internalin
lmo2732 cds y 679924 Phosphosugar-binding protein
rli33-3_rli33 lmo0072 cds y 630260 Uncharacterized protein
lmo0082 cds y 622098 Unknown ; Operon 014
(lmo0079, lmo0080, lmo0081,
lmo0082) ; Close to Lmo0079
similar to a bacillus transpo-
sase
lmo0082 cds xy 622098 id




rli34 lmo0082 cds y 716720 Unknown ; Operon 014
(lmo0079, lmo0080, lmo0081,
lmo0082) ; Close to Lmo0079
similar to a bacillus transpo-
sase
lmo1001 cds y 229301 Similar to protein YkvS, un-
characterized protein conser-
ved in bacteria
lmo1001 cds xy 229301 id
rli34-2 lmo0638 cds y 190 hypothetical protein
lmo0638 cds xy 190 id
lmo0638 utr y 91 id
rli48 lmo2272 cds y 176 hypothetical protein
lmo2272 cds xy 176 id
lmo2272 cds x 176 id
lmo2272 utr y 77 id
lmo2272 utr x 77 id
rli49 lmo0072 cds y 362026 Uncharacterized protein ; Ope-
ron 013 (lmo0070, lmo0071,
lmo0072, lmo0073)
lmo0082 cds y 370065 Unknown ; Operon 014
(lmo0079, lmo0080, lmo0081,
lmo0082) ; Close to Lmo0079
similar to a bacillus transpo-
sase
lmo0082 cds xy 370065 Unknown ; Operon 014
(lmo0079, lmo0080, lmo0081,
lmo0082) ; Close to Lmo0079




lmo2309 cds y 1050799 Hypothetical protein
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lmo2309 cds xy 1050799 id
lmo2309 cds x 1050799 id
lmo2407 utr xy 960239 Hypothetical protein
rli74 lmo0082 cds y 123093 Unknown ; Operon 014
(lmo0079, lmo0080, lmo0081,
lmo0082) ; Close to Lmo0079
similar to a bacillus transpo-
sase
lmo0082 cds xy 123093 id
lmo0203 cds y 50 Metalloproteaze precursor
(elastase) ; Belongs to Listeria
Pathogenicity Island LIPI-1
extended ; Operon 033 (5
genes lm0203, lmo0204,
lmo0205, lmo0206, lmo0207)
rli75 lmo0294 cds x 867 Similar to transcription regula-
tor LysR-gltR family
lmo0294 utr x 767 id
lmo0295 cds x 11 Similar to FMN-containing
NADPH-linked nitro/flavin re-
ductase
lmo0295 utr x 749 id
rli79 lmo0082 cds y 610590 Unknown ; Operon 014
(lmo0079, lmo0080, lmo0081,
lmo0082) ; Close to Lmo0079
similar to a bacillus transpo-
sase
lmo0082 cds xy 610590 id
lmo0203 cds y 487547 Metalloproteaze precursor
(elastase) ; Belongs to Listeria
Pathogenicity Island LIPI-1




lmo2790 cds y 763335 Similar to ribose 5-phosphate
epimerase ; Operon 477 (10
genes)
rli99_rli140 lmo2303 cds y 7552 Similar to protein gp66 (Bacte-
riophage A118)
lmo2317 cds y 1436 Similar to gp49 (Bacterio-
phage A118)
lmo2317 cds xy 1436 id
lmo2317 cds x 1436 id
lmo2319 cds y 239 Similar to bacteriophage pro-
tein
lmo2319 cds xy 239 id
lmo2319 cds x 239 id
lmo2320 cds y 48 hypothetical protein
lmo2320 cds xy 48 id
lmo2320 cds x 48 id
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Additional file 5 : Figure S1. Rli133 genomic context conservation in Listeria. 5’ and 3’ homolog
genes are represented using red arrows. GFXXXX names correspond to PanOCT ortholog clusters


























































































































Additional file 6 : Figure S2. Multiple alignment of rli133. This figure represents the multiple
alignment of rli133 sequences in strains where it is present. Red denotes a fully conserved position.
The phylogenetic tree at the left corresponds to a Maximum Likelihood tree computed from the
corresponding multiple alignment.
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Additional file 7 : Figure S3. Genomic distance between coevolving sRNAs and CDS. Plain
curves show the distance density between sRNAs and 5’UTRs (red) or CDS (blue) engaged in
coevolution relationships, considering genome circularity. They are compared to distances between
sRNAs and all 5’UTRs or CDS (all) respectively represented by red and blue dotted curves.
10. Article 3 : PhylOligo, un outil dédié à l’ex-
ploration et à la détection de contaminants
dans des données d’assemblage
Les projets de séquençage peuvent parfois cibler plus d’organismes que ce qui est attendu,
en particulier pour ce qui concerne des organismes complexes ou non-modèles, pour lesquels la
présence de contaminants ou d’organismes non ciblés peut être fréquente. Il est donc important de
disposer de solutions permettant d’identifier ces contaminants au niveau des données de séquences
avant de procéder à l’assemblage. Cette approche est similaire à celle utilisée en métagénomique,
pour assigner les lectures aux micro-organismes présents dans un éco-système donné.
10.1 Résumé
Le package “PhylOligo” (Mallet et al., 2017) regroupe plusieurs outils permettant d’explorer,
d’identifier et d’extraire des séquences spécifiques d’organismes au niveau de données d’assemblage,
via l’analyse de la composition en oligonucléotides (k-mers) de l’ADN séquencé. En effet, le biais
d’usage en oligonucléotides de taille spécifiée (k-mers) a pu être montré comme bien corrélé
avec la proximité évolutive entre les génomes (Karlin et al., 1997 ; Takahashi et al., 2009). Cette
“signature génomique” constitue donc une alternative intéressante aux approches basées sur les
alignements de séquences afin d’inférer des phylogénies. Cette information peut donc être utilisée
afin d’identifier des séquences de contaminants dans des données de séquençage, ou réaliser
l’assignation taxonomique de séquences propres à des organismes d’intérêt au niveau de données
de métagénomique.
10.2 Contributions personnelles
Ma contribution dans le cadre de ce projet s’inscrit dans le développement du module R
“phyloselect.R”. Ce module permet la visualisation et l’exploration de l’arbre des contigs des
données d’assemblage, la sélection et l’affichage d’un clade et l’extraction des séquences du




PhylOligo: a package to identify contaminant or
untargeted organism sequences in genome
assemblies
Ludovic Mallet1,*,†, Tristan Bitard-Feildel2,†, Franck Cerutti1
and He´le`ne Chiapello1
1INRA UR875, Unite´ Mathe´matiques et Informatique Applique´es de Toulouse (MIAT), Auzeville, 31326 Castanet-
Tolosan, France and 2CNRS UMR7590, Sorbonne Universite´s, Universite´ Pierre et Marie Curie – Paris 6, MNHN,
IRD – IUC, Paris, France
*To whom correspondence should be addressed.
†The authors wish it to be known that, in their opinion, the first two authors should be regarded as Joint First Authors.
Associate Editor: John Hancock
Received on January 20, 2017; revised on May 12, 2017; editorial decision on June 8, 2017; accepted on June 13, 2017
Abstract
Motivation: Genome sequencing projects sometimes uncover more organisms than expected, es-
pecially for complex and/or non-model organisms. It is therefore useful to develop software to
identify mix of organisms from genome sequence assemblies.
Results: Here we present PhylOligo, a new package including tools to explore, identify and extract
organism-specific sequences in a genome assembly using the analysis of their DNA compositional
characteristics.
Availability and implementation: The tools are written in Python3 and R under the GPLv3 Licence
and can be found at https://github.com/itsmeludo/Phyloligo/.
Contact: ludovic.mallet@inra.fr
Supplementary information: Supplementary data are available at Bioinformatics online.
1 Introduction
The development of sequencing technologies has enabled to target the
genome of complex non-model organisms and communities of organ-
isms. Some of these non-model organisms can be challenging to isolate
from their environment or cannot be cloned in vitro. They might alterna-
tively be compulsorily associated with cognate commensal or parasitic
organisms, or even embedded within a host. Consequently, genome as-
sembly datasets sometimes include DNA from unexpected sources like
mixture of untargeted species, but may also contain organelles or even la-
boratory contaminants. The presence of additional untargeted species
was indeed reported in several recent genome assemblies, for instance in
the draft assembly of domestic cow (Merchant et al., 2014), in several
isolates of the phytopathogenic fungi Magnaporthe oryzae (Chiapello
et al., 2015) or recently in the tardigrade genome (Delmont and Eren,
2016). Such mixed assemblies may produce several biases and problems
in downstream bioinformatics analyses and raise the need for tools able
to deal with mixed-organism DNA assemblies.
Several tools were recently designed or used to detect and filter
untargeted organisms from sequence datasets. A first type of ap-
proach, used by khmer software (Crusoe et al., 2015), is to compute
k-mer frequencies on short reads to pre-process and filter read data-
sets prior to de novo sequence assembly. Other packages like
Blobtools (Kumar et al., 2013) and Anvi’o (Eren et al., 2015) com-
bine sequence properties (GC content, oligonucleotide profile) and
additional information such as depth of coverage, similarity to pub-
lic databases and reference gene sets to identify untargeted species
using both raw reads and assembled contigs of a genomic dataset.
Finally, a last type of approach is to use software dedicated to meta-
genomic species read binning, such as CONCOCT (Alneberg et al.,
2014) that use sequence composition and coverage across multiple
samples to automatically cluster contigs into genomes or Kraken
(Wood and Salzberg, 2014) that relies on exact alignment of k-mers
to a k-mer reference database to assign taxonomic labels to metage-
nomic DNA.
VC The Author 2017. Published by Oxford University Press. 1
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Here we present PhylOligo, a toolset designed to explore, segment
and subtract untargeted material from assembled sequences using an
ab initio alignment-free approach relying only on the intrinsic oligo-
nucleotide signature of an assembled genomic dataset. Compared to
existing software, PhylOligo provides several features to explore
assemblies, including: (i) a customizable oligonucleotide pattern,
including continuous and spaced pattern k-mers (Brinda et al., 2015;
Leimeister et al., 2014; Noe´ and Martin, 2014). (ii) handling bare
contig-level assemblies (raw reads and coverage information are not
required for detecting untargeted species) (iii) an interactive
cladogram-based visualization of the contig signature similarity and
cumulative size to explore the signature clusters to profile putative
additional materials (iv) an effective sliding window-based partition-
ing scan of the assembly based on a supervised learning and a double-
threshold system asserting that regions are labelled as untargeted or-
ganism when meeting two criteria: (i) being distant enough from the
host sequence oligonucleotide profile (first threshold) and (ii) being
close enough from a cluster of untargeted sequences previously se-
lected by supervised learning (second threshold).
Our strategy present several advantages. (i) Unlike approaches
that process short read datasets prior to the de novo sequence assem-
bly and use sequence homology information, PhylOligo allows the
identification of potentially uncharacterised and distantly related se-
quences in already assembled genomic datasets, the handling of any
type of genome assembly, shunning the dependency on the availabil-
ity of raw sequencing reads data, additional data and patchiness of
knowledge in databases; (ii) The double-threshold species-specific
filtration prevents the removal of HGTs and the subsequent frag-
mentation of the assembly; (iii) Learning the compositional profile
on longer and assembled sequences such as contigs compared to
unassembled reads, allows for a refined oligonucleotide profile, un-
biased from heterogeneous sequencing depth along the sequence.
Moreover, the partitioning process of PhylOligo provides the possi-
bility to detect and split chimeric sequences or mis-scaffolding;
2 Workflow strategy
Our strategy includes 3 main steps: (i) assembly exploration using an
interactive tree visualization based on oligonucleotide profiles com-
puted from all genomic contigs, (ii) oligonucleotide profile prototype
learning based on contig subsets selected by the user at nodes of the
tree and (iii) assembly partitioning to locate organism-specific regions
and classify contigs or segments according to the learned prototypes.
2.1 Assembly exploration
PhylOligo allows for a visual exploration of the compositional similarity
distribution and structure of the contigs in an assembly based on either
continuous (k-mers) or spaced-pattern oligonucleotide frequencies. The
oligonucleotide profile of each contig is computed and a pairwise dis-
tance matrix based on metrics including Euclidean or Jensen-Shannon is
produced (Fig. 1A) to generate an interactive Neighbour-Joining tree.
Branch width is drawn proportional to the cumulated length of the con-
tigs in a clade, allowing the user to track where the main part of the as-
sembly clusters (assumed to correspond to the targeted organisms) and
what significant clades branch out as hint for separate organisms (see
Fig. 1B). Thanks to the Ape package (Paradis et al., 2004), sequences
from a clade are interactively selected on the tree and exported to fasta
files to learn a prototype of their oligonucleotide profile. An alternative
unsupervised clustering method relying on HDBSCAN (Campello et al.,
2013) and t-SNE (van der Maaten and Hinton, 2008) for visualization
is also implemented (Fig. 1C).
2.2 Prototype learning
ContaLocate then allows the learning of oligonucleotide profiles
from the main and presumed additional organisms identified by
user-selected subsets from the previous step. These subsets must cu-
mulate at least 50 Kb in order to generate an accurate prototype suf-
ficiently representative of an organism. Learning subsets can be
generated or complemented from public sequences, specialised data-
bases (Me´nigaud et al., 2012) or other tools (Alneberg et al., 2014;
Eren et al., 2015; Kumar et al., 2013).
2.3 Assembly partitioning
The assembly is then scanned with sliding windows to locate
organism-specific regions using oligonucleotide divergences com-
puted against the targeted and the additional profiles. The distribu-
tion of the divergence against both is used to establish two
thresholds best separating the different modes in the density func-
tions (see Fig. 1D). The thresholds are visually validated by the user
and can also be adjusted manually. Genomic regions with a diver-
gence simultaneously crossing respective thresholds to the targeted
and to the additional profiles are labelled as part of the additional
organism and exported as a GFF file.
3 Results
3.1 Synthetic datasets
We evaluated the performances of PhylOligo by generating artificial
contaminations on 32 contig datasets generated by GRINDER (Angly
et al., 2012) from real Refseq genome data (see section 6.1 of
Supplementary Material for detailed protocol). The species were
chosen to cover the main domain of life (archea, bacteria, fungi,
protozoa and vertebrate) and different degrees of genome complexity,
content, length and composition. We benchmarked the automatic ver-
sion of PhylOligo that uses the unsupervised HDBSCAN clustering
and evaluated performances by using three indicators: (i) the cluster
specificity i.e. the maximum fraction of contaminant in a cluster, (ii)
the cluster sensitivity, i.e. the fraction of the whole contaminant
A B
C D
Fig. 1. Visualization and interactive exploration of assemblies. (A) Pairwise
compositional divergence of contigs produced by PhylOligo. Contigs are re-
ordered by hierarchical clustering. (B) Contig tree produced by PhylOligo on
the tardigrade genome. The clade in red is the current selection pointed by
the user. (C) Contigs clustered by HDBSCAN on oligonucleotide frequencies,
Data from Magnaporthe oryzae. Red and blue are predicted clusters, grey are
unclassified. The hyperspace is reduced to 2 dimensions with t-SNE.
(D) Determination of the untargeted threshold in ContaLocate based on the
distribution of distances between the untargeted clade and the scanning win-
dows over the whole assembly
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aggregated in the cluster and (iii) an hybrid score, which indicated the
best computed value of the product of cluster specificity and sensitiv-
ity. We used PhylOligo default parameters on all the combinations of
the 32 simulated genomes assemblies. We also evaluated the impact
of the k-mer parameter by panelling continuous and spaced-pattern k-
mers on a focus subset of ten pairs (see results in Table 1). Complete
results are detailed in section 6.2 of Supplementary Material. Overall,
the benchmark demonstrates a great ability to discriminate contamin-
ant clusters with very high specificity and good sensitivity, suited with
the requirements for supervised learning and partitioning. Concerning
k parameter impact, we obtained best results according to our hybrid
score for two spaced patterns: 11001 (mean:0.8133, median: 0.9499)
and 110101 (mean:0.8344, median:0.9459). Continuous k-mers of
length 4 and 5 also performed well but with slightly lower scores (me-
dian scores of 0.7909 and 0.9305 for k¼4 and 5 respectively).
3.2 Real datasets
PhylOligo has been successfully applied to identify untargeted large bac-
terial regions in four out of nine fungal genomic datasets of
Magnaporthe (Chiapello et al., 2015). GOHTAM (Me´nigaud et al.,
2012) taxonomical assignment of these additional regions confirmed
their homogeneity and origin from Burkholderiales. Targeted Blast
comparisons indicated that some of these supplementary regions were
almost identical to Burkholderia fungorum sequences (100% identity
for 16S, recA and gyrB genes) suggesting an origin or relatedness to one
or several bacterial isolate(s) of this species. PhylOligo was applied to
filter genome assemblies, validated with BUSCO (Sim~ao et al., 2015)
and DOGMA (Dohmen et al., 2016) (see Supplementary Material) and
allowed to continue further bioinformatics analyses without rebuilding
the costly initial genome assembly and annotation processes.
PhylOligo was also used to explore the scaffolds of the tardigrade
assembly (Boothby et al., 2015), for which a multiple contamination
was previously proposed (Delmont and Eren, 2016; Koutsovoulos
et al., 2016). We compared the the topology of the compositional
cladograms established with PhylOligo on both the initial and the fil-
tered assembly obtained with Anvi’o (Eren et al., 2015). Our results
showed that the cladogram produced with PhylOligo exhibited a top-
ology where the curated assembly was monophyletic, with a sequence
subset and topology highly concordant with the results of Anvi’o (see
Supplementary Material Section 5.2).
3.3 PhylOligo performances
PhylOligo handles assembly contigs up to a count of several dozen
thousand on a modern workstation within minutes and up to few
hundred thousand on a high-memory server. Input sequences can be
quality- filtered or sub-sampled with a preprocessing tool to allow
for improved signal and quick tests. Several parallel computation
optimizations and data compression methods including HDF5 are
available to improve performance on larger datasets.
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10 pairs of simulated data
K-mer pattern
Species mix 111 1111 11111 11001 110101 111001
S.enterica in A.fumigatus 0.39 0.79 0.94 0.45 0.93 0.97
B.cereus in C.canadensis 0.99 0.99 0.98 0.99 0.98 0.99
B.mallei in H.sapiens 1.00 0.99 0.99 0.99 0.99 0.99
A.fulgidus in P.tetraurelia 0.99 0.99 0.99 0.99 0.99 0.99
A.fumigatus in P.tigris 0.96 0.96 0.93 0.95 0.95 0.95
G.intestinalis in X.tropicalis 0.95 0.99 0.95 0.99 0.96 0.98
S.enterica in T.vaginalis 0.41 0.50 0.70 0.72 0.71 0.72
B.cereus in A.australis 0.73 0.73 0.71 0.72 0.71 0.72
S.cerevisiae in T.vaginalis 0.60 0.56 0.49 0.57 0.51 0.58
S.pombe in T.vaginalis 0.65 0.61 0.43 0.58 0.47 0.58
Mean 0.69 0.74 0.75 0.81 0.83 0.78
Median 0.73 0.79 0.93 0.95 0.95 0.95
Min 0.01 0.01 0.15 0.45 0.47 0.05
Max 1.00 0.99 0.99 0.99 0.99 0.99
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11. Conclusion et perspectives
11.1 Un workflow générique et diffusable
Au cours de mes travaux de thèse j’ai conçu et implémenté une approche phylogénomique
générique permettant, d’une part, de reconstruire l’histoire évolutive des sRNAs dans un ensemble
de génomes bactériens et d’autre part, de tester l’hypothèse de l’existence de relations de co-
évolution entre sRNAs et ARNm. Cette approche permet également de déterminer les familles
de gènes orthologues et d’inférer, à partir de ces familles, un arbre phylogénétique de référence
pour l’ensemble de génomes considéré. Nous l’avons par la suite appliquée sur le genre bactérien
Listeria. Cette approche a été implémentée dans un workflow utilisant comme données de départ,
un jeu de génomes complets annotés ainsi qu’un ensemble de séquences de sRNAs provenant d’une
souche de référence. Le workflow permet également d’inférer les familles de gènes orthologues de
l’ensemble des génomes étudiés, à partir desquelles il reconstruit un arbre de référence.
L’application de la méthode sur les génomes du genre Listeria a imposé d’adapter l’implémen-
tation afin définir des tâches parallèles et exécutables sur un cluster de calcul. De plus, le choix
de logiciels conçus pour utiliser le multi-threading 1 a également été privilégié. Le gestionnaire
de workflow Snakemake (Koster & Rahmann, 2012) (voir figure 1.1 des annexes) a été utilisé. Il
permet un déploiement échelonné du pipeline, quelque soit le type d’architecture utilisé (allant
de l’ordinateur personnel au cluster de calcul). Le choix de ce gestionnaire de workflow permet
aussi d’inscrire cette approche dans une démarche de recherche ouverte et reproductible (open
science). En effet, l’emploi de SnakeMake facilite la diffusion et l’utilisation du pipeline au moyen
d’un format standardisé et explicite permettant d’assurer la transparence et la reproductibilité des
analyses effectuées. Néanmoins, un investissement supplémentaire est requis pour produire un
“package” diffusable. En particulier, le nombre important de dépendances complique actuellement
la portabilité. Une solution pourrait être la mise à disposition au sein d’une image Docker 2 2, ce qui
permettrait d’inclure les nombreuses dépendances requises au sein d’un conteneur logiciel prévu
à cet effet. Enfin, SnakeMake reste difficile à manipuler pour des utilisateurs non informaticiens.
L’intégration au sein d’un serveur web ou d’une instance Galaxy pourrait être envisagée. En effet,
Galaxy a été conçu pour intégrer des approches bioinformatiques afin de faciliter leur manipula-
tion/utilisation par des utilisateurs n’ayant pas de pré-requis en programmation et en administration
système, sans nuire à la reproductibilité, la traçabilité et la transparence (Afgan et al., 2016).
11.2 Jeu de données d’entrée
Le workflow a été utilisé dans le cadre de l’étude du genre Listeria pour lequel nous disposions
d’un ensemble de génomes séquencés complets, ainsi que d’un jeu de sRNAs caractérisés chez une
souche de référence, L. m. EGD-e. Les résultats obtenus ont mis en évidence un core-ARNnc de 60
1. Exécution de tâches en simultané sur différents cœurs d’un processeur
2. https://www.docker.com/
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sRNAs et 52 sRNAs variables. Néanmoins, le jeu de données utilisé dans le cadre de nos analyses
reste incomplet. En effet, les sRNAs étudiés correspondent uniquement aux sRNAs identifiés au
sein d’une seule souche, pouvant introduire un biais dans les résultats portant sur la conservation
des sRNAs au niveau de l’ensemble des espèces. Pour réduire ce biais, plusieurs pistes sont en-
visageables. Une première piste consiste à réaliser une analyse comparative in silico des régions
inter-géniques de l’ensemble des espèces disponibles. Ce type d’approche a largement contribué à
identifier des sRNAs dans plusieurs espèces bactériennes mais la validation expérimentale des can-
didats peut s’avérer coûteuse. L’analyse de la conservation en séquence et en structure des régions
inter-géniques, conjointement à la mise en place d’expériences de transcriptomiques haut-débit
RNA-seq au niveau de l’ensemble des espèces de Listeria pourrait permettre de caractériser de
nouveaux sRNAs plus rapidement. Nous pourrions aussi arguer que l’espèce L. monocytogenes est
sur-représentée dans le jeu de génomes que nous avons considéré. En effet, 84% des génomes étu-
diés correspondent à cette espèce ce qui peut introduire un biais dans nos résultats. Nous pourrions
compléter nos travaux en considérant les génomes provenant des 12 autres espèces caractérisées
du genre Listeria (Orsi & Wiedmann, 2016) pour lesquelles nous disposons d’ores et déjà de
données d’assemblage. Ceci nécessiterait néanmoins, d’étendre notre approche aux génomes incom-
plets. Dans le cas de l’étude du genre Listeria, il a par exemple été nécessaire de gérer le problème
des génomes draft, qui contiennent parfois des régions non couvertes par la procédure d’assemblage.
Afin de prendre en compte l’existence de sRNAs paralogues au niveau de notre jeu de sRNAs de
départ, ou de sRNAs présentant des séquences chevauchantes, nous avons proposé de les regrouper
en un même locus, en se basant sur la mise en évidence de hits BLAST+ sur le génome de référence
ciblant plusieurs régions homologues et présentant des chevauchements supérieurs à un seuil défini.
Le seuil de couverture utilisé dans les étapes suivantes a également été ajusté de manière spécifique,
sur la base de la taille de la séquence requête initiale la plus courte. L’avantage de cet ajustement,
est de permettre de regrouper les séquences en familles de sRNAs et de pouvoir en comptabili-
ser les représentants, tout en éliminant la redondance du jeu de données de départ (et donc en
évitant de les comptabiliser plusieurs fois). Néanmoins, cette approche présente l’inconvénient
d’augmenter potentiellement l’imprécision de la recherche, dans la mesure où un unique locus sera
utilisé comme référence, représentant plus ou moins partiellement l’information de l’ensemble
des sRNAs fusionnés. Nous pourrions améliorer ce point en considérant la présence-absence du
voisinage génomique proche via une intégration explicite de cette information dans le modèle
au moyen d’états de caractères supplémentaires (par exemple “L”, “R”, “B” pour respectivement
la conservation du gène à gauche strictement, la conservation du gène à droite strictement ou la
conservation des gènes à gauche et à droite). Ainsi, l’utilisation de cette information supplémen-
taire de conservation de la synténie permettrait de moduler cette information de présence-absence
en fonction de la conservation du contexte génomique proche. Au-delà de cette étude du genre
Listeria, nous pourrions considérer des échelles évolutives supérieures. Néanmoins, si le genre
constitue une échelle pertinente pour analyser les sRNAs à l’aide d’approches de comparaison
de séquence, la considération d’une échelle plus large est connue pour être associée à une perte
importante de la conservation en séquence de ces sRNAs (Lindgreen et al., 2014). L’identification
de sRNAs homologues dans ce contexte constituerait donc une étape plus complexe nécessitant de
concevoir des approches plus sophistiquées permettant de prendre en considération la conservation
des structures et, éventuellement, des synténies.
L’approche que nous avons proposée peut également s’appliquer à tout élément fonctionnel
d’intérêt annoté dans un génome de référence et dont il est possible d’établir la conservation par
similarité de séquences. Afin de tester cette idée, nous avons initié deux études. La première étude
porte sur l’analyse de l’évolution et de la coévolution des gènes codants et d’autres éléments
11.3 Inférence des familles de gènes et de l’arbre de référence 219
(sRNAs, phages, pseudogènes...) dans l’espèce Salmonella enterica dans le cadre du projet euro-
péen “SalHostTrop” (accepté en 2015, appel Infect-ERA). Les salmonelles correspondent à des
entérobactéries dont les sérotypes peuvent présenter une grande variabilité en termes de pouvoir
pathogène, ainsi qu’un large spectre d’hôtes (Langridge et al., 2015). Ce projet a pour objectif
principal de mieux caractériser l’origine de la spécificité d’hôte des Salmonella enterica typhoïdales
(serovar Typi et Paratyphi A) qui sont adaptées spécifiquement à l’homme (Gal-Mor, Boyle, &
Grassl, 2014). Ainsi, les propriétés de ces souches vont être comparées à celles de Salmonella
enterica non-typhoïdales (serovars Typimurium et Enteritidis (Grepinet et al., 2012)) présentant des
larges spectres d’hôtes (homme, animaux) et des phénotypes de virulence moins sévères). L’étape
du workflow permettant de reconstruire un arbre phylogénétique a été appliquée sur près de 212
génomes de l’espèce Salmonella enterica (voir les résultats préliminaires au niveau de la figure
1.18 des annexes). La deuxième étude porte sur l’analyse de l’évolution et de la coévolution des
familles de gènes des Xanthomonadales (H. Lu et al., 2008 ; Arlat, Gough, Barber, Boucher, &
Daniels, 1991 ; Naushad et al., 2015 ; Boulanger & Noel, 2016) dans le but de mieux caractériser
les gènes impliqués dans la mise en place de la virulence et l’adaptation à la plante hôte.
11.3 Inférence des familles de gènes et de l’arbre de référence
Comme nous l’avons vu, les premières étapes du workflow permettent d’inférer les familles
de gènes orthologues afin de générer un arbre de référence. Afin de déterminer ces familles de
gènes, nous avons utilisé le logiciel PanOCT (Fouts et al., 2012), une méthode de clustering basée
sur des graphes de RBH 3 BLASTP+. Cette méthode est dédiée à l’identification des gènes ortho-
logues et permet de considérer l’information de synténie (CGN), afin d’identifier et d’exclure les
paralogues. PanOCT présente l’avantage d’être plus efficace et plus fiable que d’autres méthodes
d’identification des orthologues basées sur l’alignement de génomes complets telles que Mauve
(A. C. Darling, Mau, Blattner, & Perna, 2004 ; A. E. Darling, Mau, & Perna, 2010), qui parviennent
difficilement à aligner plus de 30 génomes bactériens simultanément, et qui sont également connues
pour générer des alignements moins précis (Hou et al., 2015). Néanmoins, PanOCT présente un
certain nombre de limitations. Une première limitation est la consommation en mémoire et en
temps de calcul, qui augmente de manière exponentielle avec le nombre de génomes à comparer.
Ainsi, l’identification des orthologues à l’aide de PanOCT sur 212 génomes de salmonelles a
nécessité l’utilisation de plus de 700 Go de mémoire vive et plus de 100 h de calcul. L’emploi de ce
type d’approches sur des jeux de génomes plus importants semble donc difficilement réalisable et
nécessiterait de repenser l’implémentation du logiciel ou d’utiliser des approches plus efficaces
au niveau du procédé de stockage et du parcours du graphe d’orthologie. Cette étape constitue
le principal goulet d’étranglement de notre méthode. De plus l’utilisation de la conservation en
synténie afin d’identifier et d’exclure les paralogues risque de s’avérer plus complexe pour des
échelles évolutives importantes (Fouts et al., 2012). Des approches telles que SiLiX (Miele, Penel,
& Duret, 2011) ou encore Roary (A. J. Page et al., 2015) pourraient permettre d’améliorer cette
étape, dans la mesure où ces implémentations sont conçues pour être appliquées sur un grand
nombre de génomes. Ainsi, SiLiX réduit la consommation mémoire au moyen d’un stockage
optimisé du graphe d’orthologie associé à une implémentation parallélisée (Miele et al., 2011).
Roary permet, quant à lui, de réduire la complexité du clustering à l’aide d’une étape de filtrage des
CDS tronquées et d’une étape de pré-clustering. Son implémentation est également parallélisée
et il présente l’avantage supplémentaire de considérer l’information de conservation des gènes du
voisinage proche, tout comme PanOCT (A. J. Page et al., 2015). Néanmoins se pose également la
question de la qualité et surtout de l’homogénéité des annotations des génomes de notre jeu de
3. Reciprocal BLAST Hits
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données. La comparaison de la distribution des tailles des séquences codantes annotées pour les
83 génomes de Listeria étudiés (Becavin et al., 2017) met en évidence 8 génomes avec des profils
de distribution de taille des gènes significativement différents des autres génomes (voir la figure
1.17 des annexes). Ceci suggère des différences au niveau des annotations, ce qui peut accroître
artificiellement les divergences entre les génomes étudiés. Dans une perspective d’amélioration de
la méthode, il nous semble important d’intégrer une procédure préalable permettant d’homogénéiser
les annotations des génomes du jeu de données. Par exemple, l’utilisation d’une même procédure
pour ré-annoter tous les génomes du jeu de données pourrait permettre de limiter ce biais.
Pour la reconstruction de l’arbre de référence des génomes, FastTree 2 (Price et al., 2010)
fournit une implémentation adaptée aux grands alignements de séquences. Cette dernière se base
sur plusieurs approximations au cours de l’étape de maximisation de vraisemblance, utilisée pour
l’inférence phylogénétique. Fastree 2 permet également de considérer l’hétérogénéité entre sites en
définissant plusieurs catégories de sites variables (20 catégories par défaut). Enfin, l’utilisation de
la version parallélisée de ce logiciel a également permis d’accélérer la phase de calcul de l’arbre.
Néanmoins si les approximations réalisées dans l’implémentation de FastTree 2, et en particulier
l’estimation simplifiée des taux de substitution, permettent d’économiser du temps de calcul, elles
présentent l’inconvénient de diminuer la précision de l’estimation des longueurs de branches (Price
et al., 2010 ; Izquierdo-Carrasco, Smith, & Stamatakis, 2011). Ceci peut s’avérer problématique
dans le cas où les génomes analysés sont évolutivement proches.
11.4 Évolution des sRNAs
Les profils phylétiques que nous avons obtenus dans cette étude indiquent que la majorité
des sRNAs de L. monocytogenes EGD-e est conservée dans l’ensemble des génomes (core sR-
NAs). De plus, l’essentiel des sRNAs variables de L. monocytogenes EGD-e semble présent au
niveau de l’ancêtre commun du genre Listeria. Enfin, nous avons aussi constaté que ces sRNAs
présentent majoritairement des profils évolutifs de type paraphylétique, avec des histoires évo-
lutives complexes et spécifiques pour la plupart d’entre eux. Ces observations sont cohérentes
avec ce qui a été précédemment constaté pour les profils d’évolution des sRNAs de E. coli K12
dans l’espèce Escherichia coli - Shigella (Skippington & Ragan, 2012), même si notre étude se
situe à une échelle évolutive plus large. Cependant un biais potentiel de notre approche concerne
l’estimation initiale des taux de gains et de perte des sRNAs pour l’inférence des états ancestraux.
A ce stade nous avons estimé ces taux de gain et de perte sur les séquences des CDS. Cette
méthode ne semble néanmoins pas pleinement satisfaisante dans la mesure où les CDS et les
sRNAs correspondent à des éléments génomiques de nature très différente. Ainsi, une des pistes
d’amélioration de notre méthode serait d’utiliser des éléments génomiques plus proches des sR-
NAs. L’utilisation de fragments de séquences inter-géniques de taille égale à la taille moyenne
des sRNAs du jeu de départ pourrait constituer un jeu de test pertinent pour l’estimation de ces taux.
11.5 Coévolution entre sRNAs et les ARNm des gènes codants
L’application du workflow sur les données de Listeria a permis de mettre en évidence un
core-ARNnc de 60 sRNAs ainsi que 52 sRNAs variables et de reconstruire un réseau de coévolution
qui contient un hub de 12 sRNAs qui coévoluent majoritairement avec des gènes codant pour
des protéines pariétales impliquées dans l’interaction avec l’hôte et des facteurs de virulence. La
coévolution a été définie ici sur la base de profils de présence - absence des sRNAs et des éléments
de gènes codants. Néanmoins, ce type d’analyse ne peut s’appliquer qu’aux sRNAs variables au
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niveau du jeu de données de départ. Ainsi, les core sRNAs ne peuvent pas être étudiés au moyen
de ces approches. Afin de palier à cette limitation, nous pourrions nous intéresser à la coévolution
pouvant exister entre positions du sRNA et du mRNA. Ceci permettrait également de mettre en
évidence des relations de coévolution pouvant exister entre sous-régions du sRNA et du messager
cible. Des approches de ce type, permettant de déterminer des relations de coévolution entre sites
d’un alignement multiple en considérant les relations évolutives entre les souches, pourraient
être adaptées. C’est notamment le cas du logiciel CoMap 9 4 (Dutheil, Pupko, Jean-Marie, &
Galtier, 2005 ; Dutheil & Galtier, 2007). L’analyse des fonctions des gènes du “hub” indique une
surreprésentation de gènes impliqués dans la constitution de la paroi et dans l’interaction avec
l’hôte dont plusieurs internalines, des protéines membranaires connues pour être impliquées dans
l’interaction avec l’environnement et avec la cellule hôte eucaryote. Ces partenaires de coévolution
incluent aussi plusieurs effecteurs de pathogénicité connus de Listeria. Par ailleurs, certains clusters
du réseau de coévolution contiennent des sRNAs et ARNm très proches (parfois moins de 20 nt), ce
qui laisse supposer qu’il puisse subsister des erreurs d’annotation dans le jeu de données de départ.
Ainsi, il est légitime de se demander si certaines de nos séquences de sRNAs ne correspondent pas
à des éléments de régions 5’UTRs qui auraient été annotées à tort comme étant des sRNAs. Les
sRNAs agissent souvent au moyen d’interactions soit au niveau de la région 5’UTR 5 (inhibitrice
ou activatrice), soit dans les régions codantes (CDS 6) et non-codantes (UTRs) d’un messager.
Nous avons donc considéré ces régions de manière indépendante, afin de mettre en évidence des
relations de coévolution mobilisant ces régions de manière spécifique. Néanmoins, certains sRNAs
sont connus pour interagir aussi avec les régions 3’UTR (Ren et al., 2017 ; Opdyke et al., 2004 ;
Silvaggi et al., 2005). Ces régions n’ont cependant pas pu être prises en compte dans le cadre de
nos analyses en raison de leur faible taille et de l’absence ou de la mauvaise qualité des annotations
correspondantes dans les génomes de notre jeu de données. Au sein du hub, le sRNA rli133 s’est
révélé intéressant pour les biologistes avec lesquels nous avons collaboré. Il est bien conservé à
la fois en séquence et en synténie dans les génomes qui le contiennent. De plus, ses partenaires
de coévolution incluent un ensemble de gènes connus pour être impliqués dans l’interaction avec
l’environnement et dans le pouvoir pathogène. L’utilisation de méthodes de prédiction de régions
d’interaction (s)RNA-(m)RNA complétée par l’analyse de ces régions par rapport à la structure de
ces éléments, apporte des évidences d’interactions compatibles avec un mode de régulation négative
pour 9 des 12 partenaires de coévolution de ce sRNA. Néanmoins, la généralisation de ce type
d’approches basées sur des profils de coévolution pour améliorer la prédiction de cibles pour ces
sRNAs reste délicate. Les ARNnc régulateurs bactériens peuvent exercer une activité régulatrice
via l’établissement d’appariements avec des zones de l’ARNm cible dont la longueur peut être très
réduite (6-7 nt) (Kawamoto et al., 2006 ; Papenfort & Vogel, 2010 ; Balbontin et al., 2010 ; Guillier
& Gottesman, 2008) ce qui complexifie grandement leur détection, même au sein d’un ensemble
d’ARNm restreint. Il est également important de noter que la mise en évidence de relations de
coévolution peut également correspondre à la présence de relations fonctionnelles indirectes via
par exemple, l’interaction physique avec le messager d’un gène situé en amont d’une cascade de
régulation, ou d’une voie métabolique dans laquelle ce sRNA serait impliqué. De plus, certains
sRNAs sont connus pour interagir avec des protéines afin de réguler leurs activités. Ce type
d’interaction qui n’a pas été traité dans le cadre de mes travaux, pourrait également correspondre
à des situations où une relation de coévolution serait détectée sans pour autant pouvoir mettre en
évidence de région d’interaction physique au niveau du messager. Néanmoins, l’utilisation d’un
critère de coévolution constitue une aide à la caractérisation fonctionnelle d’un sRNA et de ses
cibles dans un contexte de biologie prédictive in silico. Elle doit cependant s’accompagner d’une
4. Coevolution mapping
5. 5’ untranslated region
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validation expérimentale pour confirmer le rôle fonctionnel et les interactions prédites entre un
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FIGURE 1.1: Listeriomics, arbre de référence du genre Listeria. La partie de gauche de l’inter-
face correspond à l’arbre de maximum de vraisemblance calculé pour les 83 génomes complets
disponibles du genre Listeria.
FIGURE 1.2: Listeriomics, familles de gènes homologues. La partie de gauche de l’interface
correspond à l’arbre de maximum de vraisemblance calculé pour les 83 génomes complets dispo-
nibles du genre Listeria ; la partie droite regroupe quant à elle des informations sur les différents

























































































































































































































































































Mise à disposition des résultats (interface R Shiny)
FIGURE 1.4: Interface de visualisation de l’arbre de référence de Listeria. La partie droite
représente l’arbre comme un cladogramme afin de visualiser les supports Shimodaira-Hasegawa
(SH) de chaque branche, y compris les plus courtes. Les branches les mieux supportées (support
SH > 0.75) sont indiquées en vert, les branches avec un support compris entre 0.5 et 0.75 sont
indiquées en jaune, et celles dont le support est compris entre 0.25 et 0.5 son indiquées en orange.
Les branches correspondant aux valeurs de support les plus faibles (SH support < 0.25) sont
représentées en rouge. La partie droite de l’interface correspond à l’arbre affecté des longueurs
de branche réelles. Les labels des branches correspondent à ceux utilisés au niveau de la table
contenant les paires de coévolution du panel suivant.
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FIGURE 1.5: Interface de visualisation des paires de coévolution sRNA - gene codant chez
Listeria. Cette interface permet de parcourir et de visualiser les paires de coévolution sRNA -
gène codant (5’UTR et CDS). La table de droite, liste l’ensemble des paires de coévolutions, et
renseigne sur les noms du sRNA et du gène codant, la région du gène concernée (5’UTR ou CDS),
la p-valeur obtenue, le modèle de coévolution utilisé. La figure de gauche permet de représenter les
profils phylétiques de présence - absence de chaque partenaire de coévolution le long de l’arbre de
référence.
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FIGURE 1.6: Interface de visualisation du réseau de coévolution inféré entre les sRNAs et les
gènes codants de Listeria. Cette interface permet de visualiser, de filtrer et d’exporter le réseau de
coévolution sRNA - gènes codants de Listeria. Les composants (nœuds) du réseau sont les sRNAs
(bleu), 5’UTR (jaune) et CDS (rouge). Les flèches du réseau représentent les trois types de relations
de coévolution inférées selon les trois types de modèles utilisés : (1) modèle “x” = l’évolution du
sRNA dépend de la présence de la région 5’UTR ou CDS (bleu) ; (2) modèle “y” = l’évolution de
la région 5’UTR ou CDS (rouge) dépends de la présence du sRNA ; (3) modèle “xy” = dépendance
bidirectionnelle entre l’évolution du sRNA et celle de la région 5’UTR ou CDS (vert).
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Réseau de coévolution
FIGURE 1.7: Réseau de coévolution inféré entre les sRNAs et les gènes codants de Listeria. Les
composants (nœuds) du réseau sont les sRNAs (bleu), 5’UTR (jaune) et CDS (rouge). Les flèches
du réseau représentent les trois types de relations de coévolution inférées selon les trois types de
modèles utilisés : (1) modèle “x” = l’évolution du sRNA dépend de la présence de la région 5’UTR
ou CDS (bleu) ; (2) modèle “y” = l’évolution de la région 5’UTR ou CDS (rouge) dépends de la
présence du sRNA ; (3) modèle “xy” = dépendance bidirectionnelle entre l’évolution du sRNA et
celle de la région 5’UTR ou CDS (vert).
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3 2145535     UAUCUUCCUAAAAAAUAAAUGUAAGCACGAAUAUUUAAUACAAAAGAUUUCGAUUUUU---------CAAU
                  3'                                                                       5'







3            CUUGGUUAUUUAGCGCCUUUUGAUACUUUGUUAGUAGGUGCAGAUGAAACAACGGU-UUC    361036






3             ---CCGAUAGAUAGAGGGAAUUAA------AGUCCCCCCCUUUUAUUGGAUUGAUUUAAG    2145647






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































GAGAAAAGUUUUA-AUGUUUUUAAGCACAGCU     2544362






3  2145525     GGAAGAAAAAUAUC-UUCCUAAAAAAUAAAUGUAAGCACGAAUAUUUAAUACAAAAGAUU---UCGA     2145648
                  3'                                                                   5'







0 2544240     UUAUUAUUAGCCAUUCUGUCACUAAGCUUUACUGGUUUAGAUCU-GAAGGCAAA--AGCUGC-UUCU     2544362






3  2145525     UUUUUCAAUCCGAUAGAUAGAG----GGAAUUA--AAGUCCCCCCCUUUUAUUGGAUUGAUUUAAGA     2145648











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































                 5'                                                                    3'










                   |||||          ||||                  |||   ||.||             ||||||           
ncRNA   2145525    GGAAGAAAAAUAUCUUCCUAAAAAAUAAAUGUAAGCACGAA--UAUUUAAUACAAAAGAUUUCGAUUU
                 3'                                                                    5'
                 5'                                                        3'          
 mRNA              CUAAUCAA-UUAUUUACAUCAACUAUCUUCCUAGUCACCAUGUUAUUUAUCAUACC    85978
                            .|||         ||||||.|||      ||             |||            
ncRNA              UUUCAAUCCGAUA---------GAUAGAGGGAAUUAAAGUCCCCCCCUUUUAUUGG    2145636


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































                  5'                                                                                         3'          










GUAUAUAAAAGGGAGGUUAAUCUUUUUCUUUGUAGUGUUAGUAAUCGCGUUAUGUUCCGUAUUAA     212432      
                    |||      .|||.               |||||  |||.| |||| |.||..| ||.| |.||          ||.  ||  |.|||            
ncRNA   2145573     UACAAAAGAUUUCGAU-------------UUUUCAAUCCGA-UAGAUAGAGGGA-AUUAAAGUCCCCCCCUUU-UAUU-GGAUUGAUU     2145643     










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Comparaison des distribution de taille des protéines pour les 83 génomes
complets de Listeria























FIGURE 1.17: Clustering des génomes de Listeria basé sur la comparaison des distributions de
taille des protéines. Les densités de probabilités des distributions de taille des protéines de chacun
des génomes ont été calculées. De même les distances (GJSD ou “Generalized Jensen-Shannon
Divergence”) entres les distributions de chacun des génomes ont été calculées à l’aide de la fonction
gJSD du package R philentropy. Le clustering (HDBSCAN ou “Hierarchical density-based spatial
clustering of applications with noise”) a été réalisé à l’aide de la fonction hdbscan du package R
dbscan. Les points verts correspondent au premier cluster de distribution identifié, il groupe la
majorité des génomes (75/83), à l’exception de 8 génomes (dont 6 génomes drafts et deux génomes
complets, L.m.La111 et L.m.N53-1).
Arbre de référence reconstruit sur 212 génomes de salmonelles
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E NT E nteritidis  E C 201 1 0355
E NT E nteritidis  E C 201 1 0356
E NT E nteritidis  E C 201 20002
E NT E nteritidis  E C 201 001 01
E NT E nteritidis  O LF−S E 1 −1 01 9−1E NT E nteritidis  E C 20090698
E NT E nteritidis  E C 201 1 0354
E NT E nteritidis  O LF−S E 8−1 021 71 0E NT E nteritidis S E E 2
E NT E nteritidis  S E E 1
E NT E nteritidis  O LF−S E 6−0021 9−1 6E NT E nteritidis  E C 201 1 1 1 75
E NT E nteritidis  E C 201 1 1 095
E NT E nteritidis  E C 201 21 1 75
E NT E nteritidis  O LF−S E 5−1 1 04−2E NT E nteritidis  E C 201 1 1 1 74
E NT E nteritidis  O LF−S E 4−031 7−8E NT E nteritidis  E C 201 1 0361
E NT E nteritidis  E C 201 20005
E NT E nteritidis  E C 201 1 0360
E NT E nteritidis  77−1 427E NT E nteritidis  O LF−S E 3−98983−4
E NT E nteritidis  O LF−S E 2−98984−6E NT E nteritidis  O LF−00D989 87−1
E NT E nteritidis  E C 201 1 0358
E NT E nteritidis  C D C  201 0K−0968E NT E nteritidis  E C 201 1 0357
E NT E nteritidis S E J
E NT E nteritidis  E C 201 1 0221
E NT E nteritidis  E C 201 20008
E NT E nteritidis  O LF−S E 7−1 0081 9E NT E nteritidis  O LF−S E 1 1 −1 0058
E NT E nteritidis  O LF−S E 1 0−1 0052E NT E nteritidis  E C 201 1 0359
E NT E nteritidis  E C 20090641
E NT E nteritidis  E C 201 2091 6
E NT E nteritidis  C MC C 50041
E NT E nteritidis  Durban
E NT E nteritidis  S A1 999421 6
E NT E nteritidis  1 8569
E NT E nteritidis  S A20082034
E NT E nteritidis  S A1 9980677
E NT E nteritidis  LA5
E NT E nteritidis  P 1 251 09
E NT E nteritidis  E C 201 21 1 80
E NT E nteritidis  S A20094352
E NT E nteritidis  E C 201 20200
E NT E nteritidis  E C 201 21 1 77
E NT E nteritidis  S A1 9992322
E NT E nteritidis  F O R C  007
E NT XXX F O R C  01 9
E NT E nteritidis  E C 201 00325
E NT E nteritidis  S A1 9970769
E NT E nteritidis  E C 201 21 1 78
E NT E nteritidis  S A1 997051 0
E NT E nteritidis  S A1 9960848
E NT E nteritidis  S A1 9981 857
E NT E nteritidis  E C 201 21 1 79
E NT E nteritidis  S A1 9981 522
E NT E nteritidis  O LF−S E 9−1 001 2E NT G allinarum pullorum R KS 5078
E NT G allinarum pullorum C DC 1 983−67E NT P ullorum ATC C  91 20
E NT P ullorum S 06004
E NT G allinarum 287 91
E NT Dublin C T 02021 853
E NT XXX LT2
E NT Typhimurium LT2
E NT Typhimurium T000240
E NT Typhimurium U288
E NT Typhimurium US DA−AR S −US MAR C −1 898E NT Typhimurium US DA−AR S −US MAR C −1 880
E NT Typhimurium C D C  201 1 K−0870E NT Typhimurium US DA−AR S −US MAR C −1 899
E NT Typhimurium 798
E NT Typhimurium S T4 74
E NT Typhimurium S L1 344
E NT Typhimurium S AR A1 3
E NT Typhimurium DT2
E NT Typhimurium S O 3
E NT Typhimurium S O 2
E NT Typhimurium D23580
E NT Typhimurium 08−1 736E NT Typhimurium UK−1
E NT Typhimurium VNP 20009
E NT Typhimurium NC 983
E NT Typhimurium 1 4028S
E NT Typhimurium US DA−AR S −US MAR C −1 81 0E NT Typhimurium L−3553
E NT Typhimurium ATC C  1 331 1
E NT Typhimurium DT1 04
E NT Typhimurium C D C  H2662
E NT Typhimurium Y U1 5
E NT Typhimurium 1 38736
E NT Typhimurium R M9437
E NT Typhimurium US DA−AR S −US MAR C −1 808E NT Typhimurium C D C  2009K−1 640
E NT Typhimurium C D C  201 1 K−1 702E NT Typhimurium US DA−AR S −US MAR C −1 896
E NT Typhimurium C D C  2009K−2059E NT XXX Y U39
E NT Typhimurium 33676
E NT Typhimurium C D C  201 0K−1 587E NT Typhimurium var. 5− C F S AN001 921
E NT S tanleyville S AR B61
E NT Heidelberg B1 82
E NT Heidelberg S H1 4−009E NT Heidelberg S H1 4−028
E NT Heidelberg 1 1 −004736−1 −7E NT Heidelberg AMR 588−04−00320
E NT Heidelberg AMR 588−04−0031 8E NT Heidelberg AMR 588−04−00437
E NT Heidelberg AMR 588−04−00435E NT Heidelberg C E −R 2−1 1 −0435
E NT Heidelberg S A01 AB09084001
E NT Heidelberg S A02D T1 01 68701
E NT Heidelberg A3E Z 223
E NT Heidelberg A3E S 40
E NT Heidelberg 09−03681 3−1 AE NT Heidelberg S H1 3−006
E NT Heidelberg S H1 3−004E NT Heidelberg S H1 2−007
E NT Heidelberg S H1 2−003E NT Heidelberg 1 2−4374
E NT Heidelberg S A02D T09004001
E NT Heidelberg C F S AN002064
E NT Heidelberg C F S AN002069
E NT Heidelberg S L476
E NT Heidelberg N1 3−01 290E NT Heidelberg 41 578
E NT Anatum US DA−AR S −US MAR C −1 728E NT Anatum G T−01
E NT Anatum G T−38E NT Anatum US DA−AR S −US MAR C −1 1 75
E NT Anatum US DA−AR S −US MAR C −1 677E NT Anatum US DA−AR S −US MAR C −1 765
E NT Anatum US DA−AR S −US MAR C −1 727E NT Anatum US DA−AR S −US MAR C −1 676
E NT Anatum US DA−AR S −US MAR C −1 783E NT Anatum US DA−AR S −US MAR C −1 766
E NT Anatum US DA−AR S −US MAR C −1 736E NT Anatum XXX
E NT Anatum ATC C  BAA−1 592E NT Anatum US DA−AR S −US MAR C −1 781
E NT Anatum C DC  06−0532E NT C holeraesuis  ATC C  1 0708
E NT Newport C VM 21 550
E NT Newport C VM N1 543
E NT Newport C VM 21 538
E NT Newport C VM 2251 3
E NT Newport C VM 22425
E NT Newport C VM 22462
E NT Newport S L254
E NT Newport US MAR C −S 31 24.1E NT Newport C VM N1 8486
E NT Newport C D C  201 0K−21 59E NT Newport US DA−AR S −US MAR C −1 927
E NT Thompson R M6836
E NT Thompson R M1 984
E NT Thompson R M1 986
E NT Thompson ATC C  8391
E NT Bareilly C F S AN0001 89
E NT Java NC TC 5706
E NT Paratyphi B S G S C 41 50
E NT Abony 1 4
E NT C holeraesuis  C 500
E NT C holeraesuis  S C −B67E NT Paratyphi C  R KS 4594
E NT Infantis  1 326 28
E NT Agona S L483
E NT Agona 392869−2E NT Agona 460004 2−1
E NT Agona 24249
E NT S enftenberg NC TC 1 0384
E NT Tennessee TXS C  TXS C 08−1 9E NT Tennessee C F S AN001 387
E NT C ubana C F S AN002050
E NT Weltevreden 1 655
E NT Weltevreden 251 1 S TDY 571 2384
E NT Weltevreden 251 1 S TDY 571 2385
E NT Weltevreden 251 1 S TDY 5462388
E NT Weltevreden 251 1 S TDY 546241 3
E NT S loterdijk ATC C  1 5791
E NT XXX C 629
E NT C erro C F S AN001 588
E NT Paratyphi A C MC C  50973
E NT Paratyphi A C MC C  50503
E NT Paratyphi A 451 57 S Q 0271
E NT Paratyphi A ATC C  91 50
E NT Paratyphi A AKU1 2601
E NT Typhi 1 201 301 91
E NT Typhi P−stx−1 2E NT Typhi Ty21 a
E NT Typhi Ty2
E NT Typhi C T1 8
E NT Typhi C T1 8
E NT Typhi P M01 6 1 3
E NT Typhi B S F  1 3 03 1 95
E NT S aintpaul S AR A26
E NT Bredeney C F S AN001 080
E NT S chwarzengrund C VM1 9633
E NT Abaetetuba ATC C  35640
E NT Montevideo US DA−AR S −US MAR C −1 903E NT Montevideo US DA−AR S −US MAR C −1 921
E NT Montevideo 507440−20E NT Panama ATC C  7378
E NT Javiana C F S AN001 992
DAR  XXX 1 1 −01 853DAR  XXX 1 1 −01 855
DAR  XXX 1 1 −01 854AR Z  62z36− R KS 2983
AR Z  62z4 z23− R S K2980
0.001  
S H support higher than 0.75
S H support between 0.5 and 0.75
S H support between 0.25 and 0.5
S H support lower than 0.25
FIGURE 1.18: Arbre de référence reconstruit sur 212 génomes complets de l’espèce Salmo-
nella enterica. La partie gauche de l’arbre représente l’arbre comme un cladogramme et manière
à pouvoir représenter les valeurs de support du test de Shimodaira-Hasegawa (SH) au niveau
de chaque branche. Les branches associées aux meilleures valeurs de support (SH > 0.75) sont
indiquées en vert. Les branches associées à des valeurs de support entre 0.5 et 0.75 sont indiquées
en jaune et celles correspondant à des valeurs de support comprises entre 0.25 et 0.5 sont indiquées
en orange. Les branches associées aux valeurs de support les plus faibles sont indiquées en rouge
(SH < 0.25). La longueur de branche est également représentée.
276 Annexes
Le gestionnaire de workflows “SnakeMake”
Annexes 277
1 # path to track and reference













14 with open(output[0], ’w’) as
out:
15 for i in input:
16 sample = i.split(’.’)
[0]
17 for line in open(i):
18 out.write(sample




22 genome = ’genome.fa’,
23 r1 = ’fastq /{ sample }.R1.fastq
.gz’,





28 ’echo {input.genome} {input.r
1} {input.r2} > {output}’
TABLE 1.1: Exemple de workflow Snakemake. Snakemake décompose les worflows en un en-
semble règles (rules) connectées les unes aux autres en fonction de leurs entrées (input) et sorties
(output). Ainsi, chaque workflow peut être vu comme un graphe acyclique orienté où chaque règle
correspond à une procédure qui est appliquée sur les fichiers d’entrée afin d’obtenir les fichiers
de sorties qui constitueront les fichiers d’entrée d’une autre règle. Les tâches correspondent à
l’application d’une règle pour un fichier ou ensemble de fichiers donné. La modélisation sous forme
de graphe permet de déterminer les règles et les tâches qui vont pouvoir être exécutées en simultané,
i.e. les règles et les tâches qui ne présentent pas de dépendances de fichiers. La figure de gauche
correspond à une représentation du graphe du workflow, La figure de droite correspond au script
python/Snakemake correspondant.
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