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FOURIER TRANSFORM INVERSION USING AN
ELEMENTARY DIFFERENTIAL EQUATION AND A
CONTOUR INTEGRAL
ERIK TALVILA
Abstract. Let f be a function on the real line. The Fourier transform
inversion theorem is proved under the assumption that f is absolutely con-
tinuous such that f and f 1 are Lebesgue integrable. A function g is defined
by f 1ptq ´ iwfptq “ gptq. This differential equation has a well known integral
solution using the Heaviside step function. An elementary calculation with
residues is used to write the Heaviside step function as a simple contour in-
tegral. The rest of the proof requires elementary manipulation of integrals.
Hence, the Fourier transform inversion theorem is proved with very little
machinery. With only minor changes the method is also used to prove the
inversion theorem for functions of several variables and to prove Riemann’s
localization theorem.
1. Introduction
If you can solve the differential equation f 1ptq ´ iwfptq “ gptq and compute
a simple contour integral then you can prove the Fourier transform inversion
theorem.
In this paper we prove an elementary inversion formula for the Fourier trans-
form. Our proof depends on a contour integral representation of the Heaviside
step function and requires solving a linear first order ordinary differential equa-
tion, for which a solution integral is well known. We have stated our results
for Lebesgue integrals but it is easy enough to rephrase them for absolutely
convergent improper Riemann integrals.
If f : R Ñ R then its Fourier transform is fˆpsq “ ş8´8 e´isxfpxq dx where
s P R. A sufficient condition for existence of fˆ on R is that ş8´8|fpxq| dx exists,
i.e., f P L1pRq. In this case, fˆ is uniformly continuous on R and lim|s|Ñ8 fˆpsq “ 0
(Riemann–Lebesgue lemma). The inversion formula is
fpxq “ 1
2π
ż 8
´8
eisxfˆpsq ds. (1.1)
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However, this equation must be taken with a grain of salt since in general the
integral diverges! If f P L1pRq then fˆ is continuous so we will have local inte-
grability of eisxfˆpsq over compact intervals in s but unless further conditions are
imposed on f then we need not have fˆ P L1pRq.
In Theorem 2.2 we prove an inversion theorem under the hypothesis that f
is absolutely continuous with f and f 1 in L1pRq and then the integral in (1.1)
converges as a principal value integral in the sense limRÑ8
şR
´R e
isxfˆpsq ds.
Our proof readily extends to functions of several variables, for which we need
a discussion of Carathe´odory’s notion of absolute continuity. We obtain the
inversion theorem in R2 in Theorem 3.1, from which it is clear how inversion
in Rn would be proved. The method also makes it easy to prove Riemann’s
localization result (Corollary 2.5).
The literature on Fourier analysis is vast and there are many methods of ob-
taining formulas similar to (1.1) under various hypotheses. One such hypothesis
is that if f and fˆ are in L1pRq then (1.1) holds [6, Theorem 8.26]. A sufficient
condition for fˆ P L1pRq is that f, f 1, f 2 P L1pRq with f 1 absolutely continuous.
The result follows integration by parts using Lemma 2.3 below- see also [7]. Some
other methods are: extending Fourier series results [2], [3]; convolution with a
summability kernel (approximate identity) in the Lp norm for 1 ď p ď 2 [2], [6]
(When p “ 2 this is called convergence in the mean sense.); spectral resolution
of the differential operator d2{dx2`s2 using the Titchmarsh–Weyl–Kodaira the-
orem and integral representation of the Green function [5, pp. 1380-1382], [15,
7.3], [16], [18, p. 256], [19, p. 194]. Various other methods are covered in [2] and
[17].
Many of the methods in the above literature require substantial machinery.
The proofs we give do not depend on any other results from Fourier analysis but
only on elementary manipulations of integrals on the real line and in the complex
plane, and solution of a simple ordinary differential equation. We will see that
there are two essential ingredients. One is the fundamental theorem of calculus
in the form
şb
a
F 1pxq dx “ F pbq ´ F paq for an absolutely continuous function F
and d{dx şx´8 fptq dt “ fpxq almost everywhere for an L1 function f . Notice
that absolute continuity is a local condition and tells us that |F 1| is integrable
on compact intervals but says nothing about integrability of F 1 over R. Our
inversion theorem (Theorem 2.2) includes an hypothesis that gives integrability
of the derivative. The other ingredient in our proof is the Fourier transform of
the function t ÞÑ 1{pt ´ wq for a complex parameter w with nonzero imaginary
part. A contour integral calculation shows this gives the product of a complex
exponential with the Heaviside step function. Hence, once the Fourier integral
representation is known in this one case, it follows for all absolutely continuous
functions.
If the Dirac distribution can be written as a Fourier transform this gives a
distributional (generalized function) version of the inversion theorem. In some
sense our method is an integral version of this since the Heaviside step function
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is the integral of the Dirac distribution. However, our inversion formula holds
pointwise everywhere rather than in a distributional sense.
2. Fourier transform inversion
The key to our proof of the inversion theorem is the following integral repre-
sentation of the Heaviside step function. The Heaviside step function is
Hpxq “
$&
%
1, if x ą 0
1{2, if x “ 0
0, if x ă 0.
(2.1)
Lemma 2.1. Let p be a real number and let w be a complex number with positive
imaginary part. Then
1
2πi
ż 8
´8
eipz
z ´ wdz “ e
ipwHppq.
Carrying out the same calculation with w “ 0 shows that ş8
0
rsinpxq{xs dx “ π{2.
If p ­“ 0, the integral converges conditionally as an improper Riemann integral
(and as a Henstock–Kurzweil integral and as a Cauchy–Lebesgue integral). If
p “ 0 or w is real, the integral exists in the principal value sense. Sometimes
this is known as Perron’s lemma. For a proof see Section 4. Although it is an old
result we include a proof because we will need estimates from it to justify some
limit operations in the proof of Theorem 2.2. The lemma was used by Perron
for finding partial sums of Dirichlet series; for example, [1, §11.12].
Now we are ready for the inversion theorem.
Theorem 2.2. Let f be an absolutely continuous function on R such that f and
f 1 are in L1pRq. For each x P R,
fpxq “ 1
2π
lim
RÑ8
ż R
´R
eixs
ż 8
´8
e´istfptq dt ds.
In the proof of the theorem f is written as the solution of a simple differ-
ential equation. Note, however, that the inversion formula can hold at points
where f is not differentiable, provided f is absolutely continuous. At points of
differentiability the method of P.R. Chernoff can also be applied to give a proof
[9].
Proof. Write w “ ξ ` iη with ξ P R and η ą 0. Define g “ f 1 ´ iwf . This
determines g almost everywhere. Then
fpxq “ eiwx
ż x
´8
e´iwtgptq dt.
The condition η ą 0 ensures this integral exists for each x P R. The fun-
damental theorem of calculus for Lebesgue integrals shows that f satisfies the
differential equation for almost all x. To show the differential equation has a
unique absolutely continuous solution, suppose there were solutions u1 and u2.
Let u “ u1 ´ u2. Then u1pxq ´ iw upxq “ 0 “ eiwx ddx re´iwxupxqs. Notice that
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eiwx “ e´ηxrcospξxq`i sinpξxqs, which does not vanish for any x. Since u is abso-
lutely continuous we then have upxq “ ceiwx for some constant c. But u P L1pRq
so c “ 0.
We can now use the integral representation of the Heaviside step function in
Lemma 2.1 to write
fpxq “
ż 8
´8
Hpx´ tqeiwpx´tqgptq dt “ 1
2πi
ż 8
´8
lim
RÑ8
ż R
´R
eipx´tqz
z ´ w dz gptq dt. (2.2)
We would like to bring the limit as R Ñ 8 outside the integral. Since f, f 1 P
L1pRq we have g P L1pRq and it suffices to show the integral over z is bounded
as a function of t, uniformly as R Ñ 8. The proof of Lemma 2.1 shows this.
In that proof (below), the required integral is the difference of the residue and
the integral IR. When the imaginary part of w is positive, the residue, e
ipx´tqw,
has modulus at most 1. The estimate in equation (4.2) shows IR is bounded as
RÑ 8. Then, by dominated convergence,
fpxq “ 1
2πi
lim
RÑ8
ż 8
´8
ż R
´R
eipx´tqz
z ´ w dz gptq dt. (2.3)
The estimate |eipx´tqz{pz´wq| ď 1{η shows we can use the Fubini–Tonelli theorem
to interchange the z and t integrals. Then integrate by parts. We have
fpxq “ 1
2πi
lim
RÑ8
ż R
´R
ż 8
´8
eipx´tqz
z ´ w rf
1ptq ´ iwfptqs dt dz
“ 1
2πi
lim
RÑ8
ż R
´R
eixz
z ´ w
"“
e´itzfptq‰8´8 ` ipz ´ wq
ż 8
´8
e´itzfptq dt
*
dz
“ 1
2π
lim
RÑ8
ż R
´R
eixz
ż 8
´8
e´itzfptq dt dz,
provided lim|x|Ñ8 fpxq “ 0. But this is shown in Lemma 2.3 below.

Lemma 2.3. Suppose f, f 1 P L1pRq and f is absolutely continuous. Then
lim|x|Ñ8 fpxq “ 0.
Proof. It suffices to prove the lemma for x Ñ 8. Let x ą 0. Integration by
parts establishes that
fpxq “ 1
x
ż x
0
fptq dt` 1
x
ż x
0
tf 1ptq dt.
And,
|fpxq| ď ‖f‖1
x
` ‖f 1‖1.
Since f is continuous, this shows that f is bounded on R.
Similarly, let x ą 1. Then
fpxq “ 1
x
ż x
?
x
fptq dt` 1
x
ż x
?
x
tf 1ptq dt` fp
?
xq?
x
.
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And,
|fpxq| ď ‖f‖1
x
`
ż x
?
x
|f 1ptq| dt` ‖f‖8?
x
.

If f P L1pRq then fˆ need not be in L1pRq. For example, let fpxq “ 1 if
|x| ď 1 and fpxq “ 0, otherwise. Then fˆpsq “ 2 sinpsq{s for s ­“ 0 and fˆp0q “ 2.
Although fˆ is continuous and has limit 0 at infinity it is not in L1pRq. However,
it has a conditionally convergent integral. It is not known if the conditions of
Theorem 2.2 imply fˆ P L1pRq.
It is known from an example due to du Bois-Reymond (1876) that there is a
continuous function whose Fourier series diverges at a point. The same applies to
Fourier transforms. In the following example, based on [8, §4.12], we construct
a continuous function in L1pRq for which the inversion formula of Theorem 2.2
fails to hold.
Example 2.4. By the Fubini–Tonelli theorem we can write the inversion formula
as
fpxq “ 1
π
lim
RÑ8
ż 8
´8
fpt` xqsinpRtq
t
dt.
Define f :RÑ R by
fptq “
"
ak sinpnktq, π{nk ď t ď π{nk´1 for some k P N
0, otherwise.
The sequences ak “ 1{k2 and Nk “ 2k3 are such that
ř
ak ă 8 and ak logpNkq Ñ
8 as k Ñ 8. Define nk “ N1N2 ¨ ¨ ¨Nk for k P N and n0 “ 1. Then f is
continuous and vanishes outside the interval r0, πs so f P L1pRq. Note that f is
not absolutely continuous. For,
ż π
0
|f 1ptq| dt “
8ÿ
k“1
aknk
ż π{nk´1
π{nk
|cospnktq| dt
“
8ÿ
k“1
ak
ż Nkπ
π
|cosptq| dt “ 2
8ÿ
k“1
akpNk ´ 1q “ 8.
This shows f is not of bounded variation and so not absolutely continuous. With
this function f the hypotheses of Theorem 2.2 are not fulfilled.
Note that fp0q “ 0. We will show the inversion theorem fails at the origin.
Since nk Ñ8, it suffices to let Jk “
şπ
0
fptqpsinpnktq{tq dt and show Jk does not
have limit 0 as k Ñ 8. We have
Jk “
8ÿ
m“1
am
ż π{nm´1
π{nm
sinpnktq sinpnmtq
t
dt. (2.4)
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In this series the term with m “ k is
ak
2
ż π{nk´1
π{nk
1´ cosp2nktq
t
dt “ ak
2
logpnk{nk´1q ´ ak
2
ż
2πnk{nk´1
2π
cosptq
t
dt
“ ak
2
logpNkq ´ ak
2
ż
2πNk
2π
cosptq
t
dt.
Integration by parts establishes that if a ą 0 is fixed then şy
a
pcosptq{tq dt is
bounded for y ą a. (For y “ 8 the integral converges conditionally.) We can
then define C “ supπ{2ďxăy|
şy
x
pcosptq{tq dt| and
ak
2
ż π{nk´1
π{nk
1´ cosp2nktq
t
dt ě ak
2
logpNkq ´ ak
2
C.
Since ak Ñ 0 and ak logpNkq Ñ 8 this term of the series tends to infinity.
Now show the sum over all other terms remains finite as k Ñ 8. For m ­“ k
the summands of (2.4) areˇˇˇ
ˇˇam
2
ż π{nm´1
π{nm
cosp|nk ´ nm|tq ´ cosppnk ` nmqtq
t
dt
ˇˇˇ
ˇˇ
“
ˇˇˇ
ˇˇam
2
ż π|nk´nm|{nm´1
π|nk´nm|{nm
cosptq
t
dt´ am
2
ż πpnk`nmq{nm´1
πpnk`nmq{nm
cosptq
t
dt
ˇˇˇ
ˇˇ
ď amC.
We see this because |nk˘nm|{nm “ |nk{nm˘1|. If k ą m then nk{nm ě N1 “ 2.
If k ă m then nk{nm ď 1{N1 “ 1{2.
Riemann’s localization theorem was originally given for Fourier series but
applies equally well to Fourier transforms. It says that the inversion formula for
fpxq in Theorem 2.2 only depends on the behavior of f in a neighborhood of x.
We get this as a corollary, following the method of proof in Theorem 2.2.
Corollary 2.5 (Localization). Let f be an absolutely continuous function on the
interval rx1, x2s. Let x1 ă x ă x2. Then
fpxq “ 1
2π
lim
RÑ8
ż R
´R
eixs
ż x2
x1
e´istfptq dt ds.
Notice that it is immaterial if f is defined outside the interval rx1, x2s.
Proof. With g “ f 1 ´ iwf we have
fpxq “ eiwx
ż x
x1
e´iwtgptq dt` fpx1qeiwpx´x1q. (2.5)
The proof is similar to the corresponding result in Theorem 2.2. Using Lemma 2.1
we have
fpxq “ 1
2πi
ż x2
x1
lim
RÑ8
ż R
´R
eipx´tqz
z ´ w dz gptq dt` fpx1qe
iwpx´x1q.
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The Heaviside function Hpx ´ tq lets us replace the upper limit of integration
in t with x2. As before, we can bring the R limit outside the integrals and
interchange the order of integration. Then integration by parts yields
fpxq “ 1
2πi
lim
RÑ8
ż R
´R
eixz
z ´ w
"“
e´itzfptq‰x2
x1
` ipz ´ wq
ż x2
x1
e´itzfptq dt
*
dz
`fpx1qeiwpx´x1q
“ fpx2qHpx´ x2qeiwpx´x2q ` 1
2π
lim
RÑ8
ż R
´R
eixz
ż x2
x1
e´itzfptq dt dz
“ 1
2π
lim
RÑ8
ż R
´R
eixz
ż x2
x1
e´itzfptq dt dz.

To see localization in practice consider the following example.
Example 2.6. First take fptq “ 1. Thenż x2
x1
fptqe´ist dt “ i
ˆ
e´isx2 ´ e´isx1
s
˙
.
And,
i
ż R
´R
eixs
ˆ
e´isx2 ´ e´isx1
s
˙
ds “
ż R
´R
sinppx2 ´ xqsq ` sinppx´ x1qsq
s
ds
“
ż Rpx2´xq
´Rpx2´xq
sinpsq
s
ds`
ż Rpx´x1q
´Rpx´x1q
sinpsq
s
ds.
As RÑ8 this approaches 2 ş8´8 sinpsqs ds “ 2π, in accordance with Theorem 2.5.
The integral
ş8
´8
sinpsq
s
ds “ π is computed in Lemma 2.1.
Now consider fptq “ tn for n P N. Thenż x2
x1
fptqe´ist dt “ in B
n
Bsn
ż x2
x1
e´ist dt “ in`1 B
n
Bsn
ˆ
e´isx2 ´ e´isx1
s
˙
.
And, integrating by parts n times,
in`1
ż R
´R
eixs
Bn
Bsn
ˆ
e´isx2 ´ e´isx1
s
˙
ds (2.6)
“ in`1
#
nÿ
k“1
p´ixqk´1
„
eixs
Bn´k
Bsn´k
ˆ
e´isx2 ´ e´isx1
s
˙R
s“´R
(2.7)
` p´1qnpixqn
ż R
´R
eixs
ˆ
e´isx2 ´ e´isx1
s
˙
ds
+
. (2.8)
As RÑ 8, the term in (2.7) vanishes and, as in the case n “ 0 above, the term
in (2.8) tends to 2πxn.
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3. Multivariable
The method used in Section 2 to obtain the Fourier integral representation
applies with little change to functions of several variables. We will show this
for functions of two variables from which it will be clear how to proceed with n
variables.
For functions of two or more variables there is more than one type of absolute
continuity. The most appropriate for the problem at hand is the Carathe´odory
definition, which we discuss below.
Theorem 3.1. Let f P C2pR2q such that the functions f , fx, fy and fxy are all
in L1pR2q. Then for each px, yq P R2,
fpx, yq “ 1p2πq2 limR1Ñ8 limR2Ñ8
ż R1
´R1
ż R2
´R2
eipxs`ytq
ż 8
´8
ż 8
´8
e´ipsu`tvqfpu, vq dv du dt ds.
We have given elementary conditions under which the inversion theorem holds.
Following the proof of the theorem we consider how these can be weakened.
Proof. Define function g :R2 Ñ R by gpx, yq “ fxypx, yq´iwrfxpx, yq`fypx, yqs´
w2fpx, yq where w “ ξ ` iη with ξ, η P R, η ą 0. Subscripts denote partial
derivatives with respect to the indicated variable. Then
fpx, yq “ eiwpx`yq
ż x
´8
ż y
´8
e´iwps`tqgps, tq dt ds. (3.1)
Partial differentiation and the Fubini–Tonelli theorem show that f satisfies the
partial differential equation. To show all solutions of this partial differential
equation are given by this formula, suppose there were two solutions and F was
their difference. Then
0 “ Fxypx, yq ´ iwrFxpx, yq ` Fypx, yqs ´ w2F px, yq
“ eiwpx`yqBxy
“
e´iwpx`yqF px, yq‰ . (3.2)
The solutions of the partial differential equation φxy “ 0 are φpx, yq “ Apxq `
Bpyq for differentiable functions A and B of one variable. But then F px, yq “
eipξ`iηqpx`yqpApxq ` Bpyqq. By the Fubini–Tonelli theorem the function x ÞÑ
F px, yq is in L1pRq for almost all y P R. So the function x ÞÑ e´ηx|Apxq `Bpyq|
is in L1pRq for almost all y P R. And the function y ÞÑ e´ηy|Apxq ` Bpyq| is in
L1pRq for almost all x P R. This shows A and B are constants with A`B “ 0.
Using Lemma 2.1 we can write
fpx, yq “
ż 8
´8
ż 8
´8
Hpx´ sqHpy ´ tqeiwpx´sqeiwpy´tqgps, tq dt ds (3.3)
“ ´ 1p2πq2
ż 8
´8
ż 8
´8
ż 8
´8
eipx´sqz1
z1 ´ w
ż 8
´8
eipy´tqz2
z2 ´ w gps, tq dz2 dz1 dt ds.
The rest of the proof follows as in the proof of Theorem 2.2. We need the fol-
lowing limits: lim|y|Ñ8 fpx, yq “ 0 for each x, lim|x|Ñ8 fpx, yq “ 0 for each y,
lim|y|Ñ8 fxpx, yq “ 0 for each x (or, if the s and t integrals are interchanged,
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lim|x|Ñ8 fypx, yq “ 0 for each y). These follow from the hypotheses of the theo-
rem and Lemma 2.3. 
The hypothesis f P C2pR2q in the theorem can be weakened in several ways.
To prove f satisfies the partial differential equation we only need fxy “ fyx
almost everywhere. There is an extensive literature on equality of mixed partial
derivatives. See [10] and references. See [12] for conditions for equality and
seemingly reasonable conditions under which the mixed partial derivatives can
fail to be equal on a set of positive measure. Some of these conditions are quite
complicated. A simple one due to Currier [4] is existence of fx and fy everywhere
and existence of fxx, fxy, fyx, fyy almost everywhere.
In (3.1), the two iterated integrals are equal by the Fubini–Tonelli theorem,
provided f , fx, fy and fxy are all in L
1pR2q. The usual version is proved, for
example, in [6]. An extension is given by Moricz in [11].
Following (3.3) we integrate by parts. This requires that for almost all x P R
the function y ÞÑ fxpx, yq be absolutely continuous on R and lim|y|Ñ8 fxpx, yq “
0. Notice that the assumptions fx P L1pR2q and fxy P L1pR2q and the Fubini–
Tonelli theorem tell us that the functions y ÞÑ fxpx, yq and y ÞÑ fxy are in L1pRq
for almost all x P R. Lemma 2.3 then says lim|y|Ñ8 fxpx, yq “ 0. Or, if the s
and t integrals in (3.3) are interchanged we can repeat the above with x and
y interchanged. Then we also require the function x ÞÑ fpx, yq be absolutely
continuous on R for almost all y P R and lim|x|Ñ8 fpx, yq “ 0. As above, this
limit follows from Lemma 2.3 and the assumptions f, fx P L1pR2q. And a similar
condition with x and y interchanged.
Corollary 3.2. The conclusion of Theorem 3.1 holds if f :R2 Ñ R such that fx
and fy exist on R
2 and fxx, fxy, fyx, fyy exist almost everywhere such that f , fx,
fy and fxy are all in L
1pR2q; the function x ÞÑ fpx, yq is absolutely continuous
on R for each y P R, the function y ÞÑ fpx, yq is absolutely continuous on R for
each x P R, the function y ÞÑ fxpx, yq is absolutely continuous on R for almost
every x P R (or, the function x ÞÑ fypx, yq is absolutely continuous on R for
almost every y P R).
For L1 functions of one variable, absolute continuity gives necessary and suf-
ficient conditions under which derivatives can be integrated and under which
indefinite integrals can be differentiated. There does not appear to be a single
such condition for integration in R2. There are notions of absolute continuity
for functions of two variables due to Carathe´odory, Tonelli, and other authors.
Each extends some properties of absolute continuity on the real line to the plane,
while other properties are lost. See [13, p. 169] for Tonelli’s definition and [14]
for references to other authors.
Carathe´odory’s definition seems the most relevant here.
Definition 3.3 (Carathe´odory absolute continuity). Let F :R2 Ñ R such that
(a) For each ǫ ą 0 there is δ ą 0 such that if Pi are mutually disjoint open
intervals with
řk
j“1|Pj| ă δ then
řk
j“1|F pPjq| ă ǫ. Here, |Pj| is the
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area of rectangle Pj and F ppx1, y1q ˆ px2, y2qq “ F px1, y1q ´ F px2, y1q ´
F px1, y2q ` F px2, y2q.
(b) The function x ÞÑ F px, y0q is absolutely continuous on the real line for
some fixed y0 P R; the function y ÞÑ F px0, yq is absolutely continuous on
the real line for some fixed x0 P R.
This is a slight modification of Carathe´odory’s definition. See [14] where
there is also a reference to Carathe´odory’s original work. This type of absolute
continuity implies equality of the mixed partial derivatives and the one-variable
absolute continuity conditions in Corollary 3.2. It also implies existence of a
function φ P L1pR2q so that fpx, yq “ şx´8 şy´8 φps, tq dt ds ` χpxq ` ψpyq for
some absolutely continuous functions χ, ψ on the real line, as we saw in the
proof of Theorem 3.1. Hence, the hypotheses can be replaced with Carathe´odory
absolute continuity.
Corollary 3.4. The conclusion of Theorem 3.1 holds if f :R2 Ñ R such that f ,
fx, fy and fxy are all in L
1pR2q and f is absolutely continuous in the sense of
Carathe´odory.
4. Perron’s Lemma
In this section we prove Lemma 2.1.
Proof. Write z “ x ` iy and w “ ξ ` iη with η ą 0. Let R be a real number
larger than 2|w|.
Suppose p ą 0. Let ΓR be the upper half-circle z “ Reiθ for 0 ď θ ď π. Let Γ
be the closed contour consisting of ΓR oriented counterclockwise and the x-axis
from x “ ´R to x “ R. The integrand is analytic in Γ except for a simple pole
at z “ w, with residue eipw. By Cauchy’s theorem,
1
2πi
¿
Γ
eipz
z ´ wdz “ e
ipw. (4.1)
Now show the integral over ΓR vanishes as R tends to infinity. On ΓR we have
IR “
ż π
0
eipRpcos θ`i sin θqiReiθ dθ
Reiθ ´ w
so that
|IR| ď 2R
R ´ |w|
ż π{2
0
e´pR sin θ dθ.
For 0 ď θ ď π{2 we have sin θ ě 2θ{π (Jordan’s inequality). This gives
|IR| ď 2
1´ |w|{R
ż π{2
0
e´2pRθ{π dθ ď 2π
pR
“
1´ e´pR‰Ñ 0 as RÑ8. (4.2)
When p ă 0 we use the lower half-circle given by z “ Reiθ for ´π ď θ ď 0.
The analysis is similar except that now the integrand is analytic and we get zero
for the required integral.
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When p “ 0 the integral exists only in the principal value sense. We haveż R
´R
dx
px´ ξq ´ iη “
ż R
´R
px´ ξq dx
px´ ξq2 ` η2 ` iη
ż R
´R
dx
px´ ξq2 ` η2
“ 1
2
log
„p1´ ξ{Rq2 ` pη{Rq2
p1` ξ{Rq2 ` pη{Rq2

`i
„
arctan
ˆ
R ´ ξ
η
˙
` arctan
ˆ
R ` ξ
η
˙
Ñ iπ as RÑ8.
If w “ 0 and p ą 0 thenż R
´R
eipz
z
dz “ 2i
ż R
0
sinppxq
x
dx
since the real part is odd. The same calculation as above shows IR Ñ 0 as
R Ñ 8. Now the pole is at the origin so we need to let z “ ǫeiθ and integrate
over a semicircle of radius ǫ for 0 ď θ ď π. Using dominated convergence, this
becomesż π
0
eipǫpcos θ`i sin θqǫieiθ
ǫeiθ
dθ “ i
ż π
0
eipǫ cos θe´pǫ sin θ dθ Ñ iπ as ǫÑ 0.

When p ­“ 0 and the imaginary part of w is positive it is also possible to
use a rectangular contour with one edge on the x-axis. This shows that the
two integrals
ş8
0
reipz{pz ´ wqs dz and ş0´8reipz{pz ´ wqs dz exist independently.
However, the estimate on IR used in the proof of Theorem 2.2 required the
symmetric form.
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