This paper presents a novel data fusion technique for improving the snow cover monitoring for a mesoscale Alpine region, in particular in those areas where two information sources disagree. The presented methodological innovation consists in the integration of remote-sensing data products and the numerical simulation results by means of a machine learning classifier (support vector machine), capable to extract information from their quality measures. This differs from the existing approaches where remote sensing is only used for model tuning or data assimilation. The technique has been tested to generate a time series of about 1300 snow maps for the period between October 2012 and July 2016. The results show an average agreement between the fused product and the reference ground data of 96%, compared to 90% of the moderateresolution imaging spectroradiometer (MODIS) data product and 92% of the numerical model simulation. Moreover, one of the most important results is observed from the analysis of snow cover area (SCA) time series, where the fused product seems to overcome the well-known underestimation of snow in forest of the MODIS product, by accurately reproducing the SCA peaks of winter season.
areas. The traditional acquisition means that, for the snow cover, distribution and variability are in situ monitoring stations that provide point observations for their locations. The locations of most of these stations are in easily accessible and valley areas, whereas in the higher Alpine regions, there are only few in operation; a notable exception, e.g., being the special observation networks of the national avalanche warning services. Therefore, in mountain regions, where the spatial variability of the snow cover is particularly high, the related hydrological processes are mostly unknown due to the lack of spatially and temporally continuous observations [1] .
To fill this gap, remote sensing can make a valuable contribution by providing high spatial and temporal resolution data. Snow cover mapping by multispectral remote-sensing images implies some limitations and problems. Sources of misinterpretation can be related to following reasons.
Clouds: One of the major problems in snow detection by satellite is the distinction between clouds and snow. Depending on the spectral channels available and cloud type, very bright reflectance of some clouds can make them indistinguishable from snow cover [2] .
Forest cover: The reflectance of forested areas can be much lower than the one of non-forested areas, even with a considerable snowpack beneath the trees. The forest cover obscures the snow beneath and hence hides it from the optical sensors. Additionally, tree crowns intercept snow. Due to a higher crown density, conifer trees intercept considerably more snow than leafless deciduous trees, and this affects the melting pattern as well as the accumulation pattern. Therefore, it is still a challenge to accurately detect the ground snow in a forested area [3] .
Shadow: Shadow can be particularly relevant in the winter season on north-facing slopes in dependence of the relative position between the sun and the sensor. Similarly, cloud shadows may complicate the snow detection process [4] .
To reduce the effects of the cloud cover, a possible approach is to combine satellite images acquired at different times. In the case of moderate-resolution imaging spectroradiometer (MODIS) satellites, Terra and Aqua composite images by Xie et al. [5] show a higher agreement with ground measurements than the daily Terra or Aqua product alone. Xie et al. applied their method to the Colorado Plateau, USA, and northern Xinjiang, China. For 2003-2004 hydrological year, the daily Terra/Aqua composite images exhibit ∼10%-15% less annual mean cloud cover and ∼1%-4% more annual mean snow cover, compared to the daily Terra or Aqua products.
Parajka and Blöschl [6] and Gafurov and Bardoyy [7] added a temporal window to the Terra/Aqua data combination where one or to two days in the past and one or two days into the future were analyzed to produce cloud-free classification results.
New methods to improve the detection of snow under forests have been developed in recent years. Vikhamar and Solberg [3] for example applied a linear spectral mixing model for snow, trees, and snow-free ground to calculate a fractional snow cover. The model requires a forest cover map and surface area proportions as input; the reflectance values of snow and forest are derived from in situ reflectance measurements. Wang et al. [8] introduced the normalized difference forest snow index to distinguish snow-covered from snow-free evergreen coniferous forests. The index is based on the analysis of the spectral signature of both landcover types in the near-infrared (NIR) and short-wavelength infrared (SWIR) bands.
In mountainous areas, shadows frequently occur on steep slopes when the sun elevation angles are low. Shaded areas generally have lower reflectance than sunny areas. Fahsi et al. [9] demonstrated that, due to the effect of topography, satellite image pixels of the same cover type may have different spectral response, whereas pixels of different cover types may have similar spectral characteristics as well, due to the effect of topography. Therefore, many approaches have been proposed to remove, or at least to reduce the effect of topographic shadowing (topographic correction). Shahtahmassebi et al. [10] propose an alternative approach with respect to the conventional technique of cosine correction [11] . They tested two filling functions for estimating the forest areas in mountainous shadows in Landsat images using information about the land cover type of neighboring pixels. The drawback of this technique is the assumption of uniform variability of land cover type throughout the whole image during the interpolation phase. Moreover, this approach meets difficulties in complex landscapes where mixed pixels occur, especially at the forest borders. Another common approach to mitigate shadow effect is the multi-source data fusion. A simple and typical procedure, thereby, is to replace shadowed pixels in an image with the no-shadow pixels of the same area in a corresponding image acquired at different time [12] . Dorren et al. [13] used the multi-source approach by exploiting the digital elevation model (DEM) as additional band, in addition to Landsat TM data, to improve the forest mapping in steep mountainous terrain.
An alternative method for retrieving information about snow characteristic is the application of distributed, numerical snow models. These models use meteorological observations to simulate the accumulation, storage, and melt of a seasonal snow cover. Many types of snow models, suitable for many different application purposes, have been developed, resulting in a wide variety of methodical simulation approaches, from purely empirical to more physically oriented approaches [14] . Even though extensively tested and validated at well-equipped research sites, the complex energy-balance-based models can be subject to rather large uncertainties if used in spatially distributed applications. These uncertainties may originate mainly from uncertainties in the meteorological input data, snowpack process representations, and model parameter sets [15] .
Due to the uncertainties in any single data source used to produce a snow cover map (data gaps, nonlinear dynamics, or surface heterogeneity that makes difficult parameters retrieval, model error, and inaccurate processing algorithms), a single "best" remotely sensed data product or snow cover simulations result to monitor snow cover does not exist [16] . In this context, data fusion methods are a good alternative to overcome these limitations and exploit the strengths of the two different methods. In general, data fusion refers to a formal concept for combining data from different sources in order to provide new products of higher quality (in a broad sense) than the individual input datasets and thus to minimize the difference between true measurements and generated products. The most common use of this approach exploits information derived from spectral reflectivities provided by different terrestrial, airborne, or satellite sensors. An example is the work carried out by Cammalleri et al. [17] , who proposed a new approach for evapotranspiration retrieval. Since satellite-based thermal sensors are characterized by either low spatial resolution and high repeatability or by moderate/high spatial resolution and low frequency, they fused characteristics of both classes of sensors, by exploiting daily MODIS images at 1 km and biweekly Landsat imagery at 30 m, to provide optimal spatiotemporal coverage.
In literature, only few works perform a real data fusion between remote sensing and model products. Painter et al. [18] combined results from the Airborne Snow Observatory, a coupled scanning lidar system and imaging spectrometer, with a distributed snow model in order to obtain the snow spectral/broadband albedo and the snow water equivalent (SWE). First, spectrometer data have been fused with lidar data and then combined with the snow model simulations in order to obtain a higher level product, such as the SWE, that is retrieved from the combination of lidar-derived snow height [19] , [20] and modeled snow density.
The most common approach for using snow cover simulation together with remote-sensing data in a synergistic way is involving the latter in a data assimilation approach or in the calibration phase. Data assimilation techniques have undergone continuous development in the last decades: in weather forecasting, the assimilation of satellite, atmospheric, and surface observations into numerical weather prediction (NWP) models has led to an extreme improvement in the forecast skill [21] . The data assimilation techniques have also been developed and implemented in many other applications from hydrology ( [22] , [23] ) to biogeochemistry ( [24] , [25] ). However, dynamical incorporation of remotely sensed data into any model systems is not a trivial task and is computationally expensive. Finger et al. [26] proposed a multiple dataset calibration approach to estimate runoff composition using hydrological models with three levels of complexity. The results indicate that all three observational datasets are reproduced adequately by the model, allowing an accurate estimation of the runoff in the three mountain streams.
The objective of this paper is to develop a novel fusion approach for snow cover maps generation by using physically based model simulations and remotely sensed products. The fusion aims at improving the snow cover detection in those areas where data sources disagree. As such, we try to overcome the aforementioned limitations of traditional methods and to take advantage of both the specific properties of remote-sensing data (such as detailed spatial representation of the estimated parameters), and of the physical basis (independency from atmospheric and shadowing conditions) of the model simulations. The proposed fusion approach is based on a support vector machine (SVM), a machine learning technique which has many important properties relevant for the analysis of remotely sensing data (i.e., high generalization capability, relatively high accuracy, sparsity of the solution, and fast processing in the test phase [27] ). Moreover, due to the minimization of the structural risk, it is more robust than other pattern recognition techniques in training datasets with a small number of labeled samples.
The innovative aspect of the presented approach is the joint exploitation of remotely sensed data and physical model results, differing from approaches where remote sensing is mainly used for model tuning. In the decision-level fusion process, the snow cover maps and their quality measures are retrieved separately from the two different sources, and then they are integrated by SVM to exploit their complementarities and to address their uncertainties.
The final output of this research is a time series of about 1300 fused snow maps obtained by applying the method to the whole simulation period (October 2012-July 2016). This paper is organized as follows. After introducing the study area and datasets in Section II, the method for data fusion is described in Section III. Results are shown and discussed in Section IV. Finally, conclusion on current applicability and indications for future development is drawn in Section V.
II. STUDY AREA AND DATASET

A. Study Area
The study area of this research is the area including Tyrol, (Austria), South Tyrol, (Italy), and Trentino, (Italy) (see Fig. 1 ). This area is a good field laboratory because it is well instrumented and this guarantees a high data availability. The climatological conditions are representative for different Alpine zones: precipitation reaches its maximum in the northern and southern prealpine areas (up to 2200 mm/year), whereas the inner region is drier (less than 600 mm/year in the Venosta region) [28] . Permanent snow line ranges between 3200 and 2800 m a.s.l. Most of the rivers in the central and northern part of the region considered have a nivoglacial regime with maximum discharge during the later summer months, whereas in the southern part of Trentino maximum discharge is usually found during spring or fall with an earlier snowmelt [29] . The region is covered by a dense network of meteorological and snow monitoring stations, operated by the Hydrographical Services of the regional authorities, which provide an excellent validation dataset for the proposed methodologies.
B. Data Description
The fusion method adopted in this paper involves the use of snow maps and respective quality measures, originating independently from satellite remote-sensing data and from distributed, numerical snow model simulations (see Table I ).
1) Remote Sensing Data: In this paper two types of satellite data-derived products have been used: 1) MODIS snow maps developed by Eurac Research; and 2) Sentinel-2 and Landsat-8 RGB images.
The MODIS images, which are freely provided by NASA (http://modis.gsfc.nasa.gov/), have been processed by Eurac Research, Bolzano, Italy, by applying a specific algorithm adapted to mountain areas to obtain snow maps with 250 m spatial resolution [30] , [31] . The spatial resolution higher than the standard MODIS product (which has 500-m spatial resolution) can better represent the snow variability in mountainous terrain with very complex topography. The MODIS product derived from the algorithm has been extensively validated by comparison with high-resolution SCA maps derived from Landsat-7 ETM + images, with the NASA standard SCA products MOD10 (MYD10) and with snow height measured by ground stations in selected test sites in Austria, Slovakia, Germany, and Italy [31] . Overall accuracies for the different regions between the Eurac SCA product and in situ snow measurements range between 82.4% and 93.7%. The comparison with Landsat shows a mean overall accuracy (OA) of around 88.1% in forested areas, whereas in open areas the accuracy reaches 93.6%. The same behavior was found in the comparison with the NASA product, where the accuracy is 90.2% and decreases to 85.4% in forested areas [32] .
In open areas, the performances are quite similar, with the advantage that more detailed features are detectable with respect to the 500 m MOD10 (MYD10) maps. All snow maps are provided together with a quality measure, which is based (as explained in the following section related to "Data Collection") on NDSI. This index, unlike the standard MODIS product, is not used for snow cover area (SCA) estimation and thus can be used for estimating a quality layer. Further details about the algorithm are explained in [30] . These snow maps, together with the quality measure, have been used as inputs to the fusion process.
The high-resolution images provided by Sentinel-2 and Landsat-8 have been used for extracting reference values used in the training phase of the data fusion classifier. For this purpose, RGB images (with a spatial resolution of 10 and 30 m for Sentinel-2 and Landsat-8, respectively) have been used in a visual interpretation to find suitable reference points. Unlike the MODIS data-derived snow maps that are available daily, Sentinel-2 mission consists of two satellites flying on the same orbit but phased at 180°, which have a revisit frequency of five days at the equator. The temporal resolution of Landsat-8 is instead 16 days. Thus, the selection of dates for extracting the reference points has been constrained by the availability of Sentinel-2 and Landsat-8 images.
2) Snow Cover Simulations: The evolution of the seasonal snowpack is simulated with the distributed, physically based hydroclimatological model framework "Alpine MUltiscale Numerical Distributed Simulation Engine" (AMUNDSEN) [32] . For every time step and grid cell, a meteorological preprocessor computes all necessary inputs to solve the coupled mass and energy balance of the snowpack and does not require any calibration. The functionality of the model includes sophisticated routines for the following:
1) the regionalization of meteorological input data of various sources [33] ; 2) the simulation of short-and long-wave radiation including the consideration of shadows and cloudiness [34] ; 3) the simulation of the snowpack thermodynamics by means of the factorial snowpack model [35] ; 4) the simulation of canopy effects between the trees and snow accumulation on the ground ( [36] , [37] ). This paper focuses on snow cover mapping; hence, the model set-up is limited to simulate the snowpack evolution and any processes subsequent to snow melt are neglected (e.g., no simulation of stream flow).
Snow cover simulations are forced with hourly recordings of air temperature, precipitation, global radiation, wind speed, and humidity from 325 climate stations in the regions. Furthermore, AMUNDSEN requires a DEM and maps of land use, soil properties, and watershed delineation as inputs in order to distribute input meteorology and parameter sets across the simulation domain.
AMUNDSEN has proven its performance in a variety of applications in most different natural environments [39] . The model ability to predict the seasonal snowpack accumulation and ablation processes in the region was validated at 38 stations with automated snow height recordings. Additionally, 16 stations operated by the hydrographic service of the province Bolzano provide recordings of snow surface temperature, offering the opportunity to validate the mass and energy balance separately. Generally, daily snow height was predicted with acceptable accuracy with a mean Nash-Sutcliffe efficiency (NSE) of 0.68 (ranging from 0.25 to 0.96). However, especially at stations prone to significantly lateral fluxes of blowing snow the observed snow height dynamic could not be reproduced accurately. We explain this primarily by the precipitation under catch corrections, which are well performing at most stations in the region but fail under such extreme conditions. Surface temperature observations could be reproduced with a mean NSE of 0.88, indicating that the model is well capable of solving the energy balance of the snowpack.
3) Ground Data: The ground measurements of snow height, used for validating our results, are collected through different procedures depending on the region. In South Tyrol, measurement campaigns are carried out every day, at 7 A.M., during the whole winter season (from October to May) by private citizens appointed by the public administration. The objective of the survey is to characterize the day from a nivometeorological point of view through a series of significant parameters that can be extracted with simple and fast procedures. The measurements concern parameters such as: snowpack height, fresh snow height, air temperature, weather conditions, cloudiness, visibility, and wind activity at high altitude. In particular, for the snow height measurement, a snow measurement stick is inserted vertically into the snowpack until the bottom of the stick rests on the ground; the total height of the snowpack is read on the graduated scale, at the surface of the snowpack.
The measurement sites should be representative of the surrounding area from a nivological point of view, i.e., with regular snow deposition and snowpack evolution by avoiding zones with too fast changes due to the action of wind. The ideal terrain for measurement sites is a flat or slightly sloping terrain (< 10 • ). The data have been provided by the Autonomous Province of Bolzano, Agency for Civil Protection-Hydrographic Office.
In Trentino, snow height data have been collected from the snow profiles weekly performed by the operators of the Avalanche Office of Province of Trento, alpine guides or avalanche commission members. During the campaign a snow profile is carried out by the operators who analyze and extract parameters which help to identify weaknesses and processes in the snowpack for an avalanche risk evaluation. The extracted parameters are snow height, snow density, grain size and shape for each snowpack layer, and air temperature. The data have been provided by Autonomous Province of Trento-risk prevention service, forecasting and planning office. Finally, regarding Tyrol, data have been collected from some automatic nivometeorological stations and provided by the Hydrographic Service of Tyrol. Fig. 2 shows the measurement sites location in the test area.
III. METHOD
The aim of the proposed fusion approach is to improve the snow cover mapping in the areas where remote-sensing product and the simulation results disagree, by taking advantage of both the specific properties of remote-sensing data (such as detailed spatial representation of the estimated parameters) and the characteristics typical of physical model (such as solid physical basis and good generalization capabilities). The satellite-dataderived snow maps and the model-simulated snow distribution are considered as independent datasets, with individual, spatially varying accuracy. Hereafter, the snow maps derived from the satellite data and those derived from the model simulations will be called MODIS and AMUNDSEN products, respectively.
In the following sections, the method for quality measure computation will be explained and later the fusion strategy is presented.
A. Computation of Quality Measures
The first step of the proposed method consists in the calculation of the quality measures of the two snow cover maps, provided by remote-sensing and snow model simulations, respectively. The techniques for the calculation of these quality measures, which are later used as input together with the snow maps for the classifier, are explained in the following sections.
1) Quality Measure for the MODIS Product: The quality measure for the MODIS product is based on normalized difference snow index (NDSI). It is computed only for the two classes of interest, i.e., snow and no snow, whereas for all the other classes it is not considered. NDSI is an index related to the presence of snow in a pixel and is based on the different reflectivity values of the surface between a band in the visible and one in the SWIR (or NIR) parts of the spectrum. Since snow is highly reflective in the visible bands and highly absorptive in the SWIR (or NIR), this index allows a good distinction between snow and clouds, most of which have a high reflectivity in both sections of the spectrum
One of the main differences between the Eurac and NASA algorithms in the detection of snow is the use of NDSI index (bands for this index are at 500 m). The NASA algorithm adopts a combined use of normalized difference vegetation index (NDVI) and NDSI, which improves the snow detection in forested areas. Vice versa, the Eurac algorithm uses only the NDVI and B1 (the blue band) to preserve the resolution of 250 m. This allows us to use the NDSI for assessing the quality of the snow classification in each pixel. For the snow and no snow classes, the quality measure (U) can vary between 0 (low quality) and 1 (high quality) and is computed as follows:
for the class no snow.
(2)
2) Quality Measure for the AMUNDSEN Product: Snow maps derived from physically based model simulations comprise a large number of state variables for the snow pack in each pixel. First, however, we only use the binary information of snow presence (i.e., whether snow is present in a certain pixel, or not) for the processing of the snow maps. These are derived from simulated SWE
where th = 5 mm is a threshold that accounts for the scale discrepancy between a point location and the pixel dimension. The resulting map is a binary image with values being zero (no snow) or one (snow). The quality measure for the AMUNDSEN product is computed in two different ways for snow-covered and snow-free pixels. The quality measure for snow-covered pixels is very simplistic and merely links the uncertainty information of the pixels to the magnitude of predicted SWE value. The assumption behind this approach is that, due to the cumulative nature of the snowpack, large errors (in total snow mass) are needed for a misclassification of snow-covered pixels when a deep snowpack is predicted, whereas smaller errors in snow mass suffice for a misclassification when a shallow snowpack is predicted. The certainty of the classification is assumed to increase with increasing snow mass in a hyperbolic manner. For deep snowpack far enough away from the snow cover threshold, an increase in snow mass is assumed to not further increase the certainty of the snow cover classification. Starting from these definitions, the quality measure for snow-covered pixels is calculated considering that a higher quality in the snow map is associated with a larger snow mass and, thus, a larger SWE value
with SWE t = 100 mm, and SWE is the SWE value of the pixel. For snow-free pixels, the quality of the snow cover classification is assumed to increase over time until a threshold is reached: the higher the number of previous snow-free days, the higher is the probability that the pixel is snow-free. This quality approximation relies on the time distance to the predicted melt out of a cell. Errors in the simulation of accumulation and ablation processes will translate to error in melt-out timing. With an increasing time distance to the predicted melt-out, larger model errors would be required for a misclassification. In order to maintain a reasonable scaling of the quality measure, the growth of the certainty is limited. Otherwise, the certainty of a no-snow classification in autumn would be unrealistic high compared to one just after the snow ablation in spring. The respective quality measure hence is
with Δt t = 10 days and Δt the number of no-snow days. The quality measures as defined here can be considered as proxy quantities of the model accuracies for the detection of snow and snow-free pixels.
B. Data Fusion Strategy
The fusion strategy involves the disagreement points through the use of SVM technique and exploiting as input features the snow maps from MODIS and from model simulations, as well as the relative quality measures.
The procedure is summarized in Fig. 3 . It includes following three phases. 1) Data Collection: MODIS and AMUNDSEN snow maps, together with their quality measures are prepared to be then used as inputs to the data fusion process. The MODIS snow maps considered are of binary type (snow/no-snow), with other classes (clouds, water, and no-data) masked. Simultaneously, high-resolution RGB images from Sentinel-2 and Landsat-8 acquired during the period October 2012-July 2016 are selected and collected.
2) Data Selection and SVM Training:
The input data and the corresponding reference data have been selected for the estimation of the SVM model parameters during the training phase. Since the dataset for performance evaluation in the testing phase shall be independent, two datasets (one for training and one for testing the classifier) have been collected: the first step was the selection of some dates in different periods of the year, in order to consider the seasonal variability of snow coverage. Then, on these randomly selected dates, the pixels locations have been selected and extracted from the snow maps. The corresponding reference dataset with the true labels has been extracted through a visual interpretation of S2 and L8 images and the whole dataset created. This resulting dataset was then randomly divided into a training dataset (80%, about 720 points) and a test dataset (20%, about 180 points).
3) Maps Generation and Performance Evaluation: Finally,
the classifier has been tested on the independent dataset (test dataset) to evaluate the performance.
C. SVM Approach
SVMs are supervised learning models for classification and regression procedures. They can address both linear and nonlinear relations and work well for many practical applications. SVMs have been proved to have a higher classification accuracy than other widely used pattern recognition techniques, such as the maximum likelihood and the multilayer perceptron neural network classifiers [27] . Moreover, SVMs appear to be especially advantageous when only few training samples are available [27] .
An important property of SVM models is that they do not require the knowledge of the statistical distributions of classes to carry out the classification, as they exploit the concept of margin maximization [27] . The growing interest in SVMs is mainly related to the following: 1) the higher effectiveness with respect to traditional classifiers, resulting in high classification accuracies and very good generalization capabilities; 2) the relatively low effort required for architecture design (only few control parameters); 3) applicability to linearly constrained quadratic optimization problems. These described properties, together with a strong ability to deal with remotely sensed data [27] , make SVM the suitable approach to address the presented classification problem. Further technical details on SVM mathematical formulation can be found in [27] .
D. Validation Strategy
The validation of the data fusion method has been conducted at two different levels: the first one exploits the data from highresolution remotely sensed images, whereas, the second considers the ground data collected by measurement sites located throughout the test area.
In order to compare snow height ground measurements with the binary maps (snow or no-snow) obtained from the fusion approach, as well as those derived by both MODIS and AMUNDSEN, a threshold needs to be selected for discriminating between snow and no-snow. Two different threshold values on snow height, i.e., 5 and 10 cm, were tested to assess the impact of this choice on results.
As shown by Thyrel et al. [39] , the agreement with ground data seems to improve for lower snow height threshold. Other snow height threshold values have been used in literature, such as 1 cm [40] , 2.54 cm [41] and [42] , and 2 cm [31] . The final choice of setting 5 cm as threshold is related to the observation that a shallow snow layer can rapidly melt during the day and might thus not reveal the actual snow status at the time of the The validation with ground data has been carried out by using points that are, except some cases, snow covered, since the snow height measurements are performed in winter season and manual observations for snow-free conditions are lacking.
IV. RESULTS AND DISCUSSION
In this section, the validation of the proposed method and the results derived from the analysis of time series are presented. Hereafter, in the validation with ground data, the term "points" indicates the single ground data at a specific date and in a specific observation site.
A. Validation With High-Resolution Images
By validating the fusion data method on the test dataset (180 points), the OA reaches 89%, with respect to 40% (MODIS) and 60% (AMUNDSEN). Fig. 4 shows the confusion matrices and some statistical indices for the test points. The OA (in percent) is defined as the sum of snow/snow agreement and no-snow/nosnow agreement divided by the total number of observations available. The true positive rate (TPR) indicates the percentage of snow samples that are correctly identified, and the true negative rate (TNR) represents the proportion of no-snow points that are correctly identified.
From the confusion matrices, it results that, on average, the MODIS product tends to overestimate the snow coverage, whereas the AMUNDSEN product seems to underestimate it. The new fused product balances these behaviors by improving the OA with the high-resolution images. Table II shows the agreement with reference dataset divided per area, as fraction of total points matching with the selected points in high-resolution images. The three products, i.e., MODIS, AMUNDSEN, and fused products, are reported separately for the three areas. The column "Points per area" indicates the total number of points selected for South Tyrol, Trentino and Tyrol, respectively.
Results indicate that AMUNDSEN shows a higher agreement with selected reference points in South Tyrol with respect to the other areas; vice versa, MODIS seems to perform better in Tyrol than in South Tyrol and in Trentino.
B. Validation With Ground Data
For the second type of validation analysis we compare the data fusion product to ground data. The general results are shown in Fig. 5 , where the confusion matrices for the three products are reported. Fig. 5 shows the same behavior found in Table II : MODIS has the best performances in Tyrol, whereas AMUNDSEN accuracy is higher for South Tyrolean territory.
By using a threshold value of 5 cm, the agreement percentages for each observation are calculated for all three snow cover maps (see Table III ). The column "Points per station" indicates the number of points available for each station. The agreement percentages have been evaluated by considering the number of points, which can vary considerably among the observation sites. This could lead to different performances: in most of Trentino site, for example, the number of available measurements may be very low (in the worst case only two measurements are available) so the percentages may also be very high. If the measurement site is located in a pixel classified as "cloud" in MODIS product, it is excluded from the analysis.
The average agreement between the fused product and observations is 96% with respect to 90% (MODIS) and to 92% (AMUNDSEN) (see Table III ).
In this type of validation, ground data can involve both pixels where MODIS and AMUNDSEN disagree and where they agree. Since the fusion process is applied only on disagreement pixels, in order to assess how the method works, some statistics have been computed by considering only these points, i.e., DISAGREEMENT BETWEEN MODIS AND  AMUNDSEN. IN THE TABLE, ONLY THESE STATIONS ARE  MENTIONED, OMITTING ALL THOSE WHERE AMUNDSEN  AND MODIS ARE ALWAYS IN AGREEMENT where AMUNDSEN indicates "snow" and MODIS "no-snow" (or vice versa). Fig. 6 presents the results about the validation in South Tyrol: for each measurement site the two columns indicate on the left the AMUNDSEN and MODIS behavior and on the right the fused product behavior. White bars represent the number of total available points (dates) for each measurement site; light and dark blue, respectively, show the samples where MODIS is wrong and AMUNDSEN is correct with respect to the ground data and vice versa. Above these two bars, the cyan bars indicate the points where both model and satellite data are wrong. The remaining points above the cyan bars are the points where AMUNDSEN and MODIS agree and give correct classification. In these points, as well as in the points of cyan bars, the fusion does not work because the model and the satellite products agree. For each measuring site, the sum of pink bars gives an idea of the improvement provided by the presented approach with respect to the single sources (MODIS and the AMUNDSEN snow maps), by showing the number of disagreement points that are correctly classified after fusion approach.
By averaging the results on all the stations, one can observe that 76% of the disagreement points are correctly classified by the SVM classifier. Moreover, in about 73% of these correctly classified points, the fused product follows AMUNDSEN, whereas in the remaining 27% it coincides with MODIS.
This behavior could be explained by considering that about 68% of considered disagreement points in South Tyrol correspond to measurement sites located in pixels classified as forest. This means that these sites are probably located near the forest and are representative of such type of land cover. The wellknown problem of MODIS in detecting snow in these areas could lead the fusion method to be more confident with AMUND-SEN product. Moreover, approximately 38% of the remaining disagreement points in open areas correspond to north-facing sites. In this case the lower reliability of MODIS product could be ascribed to the underestimation in low-light conditions which frequently happen during wintertime as reported in [32] .
The same procedure has been applied to data collected in Trentino and Tyrol.
For the data from the Trentino region, in 16 out of 28 measurement sites, MODIS and AMUNDSEN are always in agreement and both accurately reproduce the ground observations. These sites are not shown in the histogram. As shown in Fig. 7 , the points where MODIS and AMUNDSEN provide different results are correctly classified by the fusion procedure. Moreover, the points where MODIS and AMUNDSEN provide the same results are all correctly classified with respect to the observations. Hence, for the Trentino area and the period considered, the fused product is able to correct all errors present in the two snow cover maps. In particular, this total agreement of fused product with ground data is symmetrically distributed between the two sources of information: in 50% of cases the fused product matches the MODIS product and in the remaining 50% it coincides with AMUNDSEN.
For the Tyrol region, 70% of the disagreement points have been correctly classified by the SVM classifier (see Fig. 8 ). In about 74% of these correctly classified points, the fused product matches the MODIS product, whereas in the remaining 26% of cases it agrees with the modeled value. In this case, the behavior of fused product seems to be opposite to the one found in South Tyrol: fusion method seems to be more confident with MODIS product than with AMUNDSEN one. This could be ascribed to a lower number of disagreement points in forested areas. Unlike what happens in South Tyrol, in fact, in Tyrol most of the selected disagreement points (about 58%) is associated to measurements sites located in pixels classified as open areas.
In order to understand if the differences with ground data are due to an underestimation or an overestimation of snow, the histogram in Fig. 9 shows, by considering all stations, the number of times where each snow cover map disagrees with the ground data, per month. From the histogram, the MODIS product underestimates the presence of snow in most cases, especially in December and January (value of the yellow bars). This behavior is in line with accuracy variation reported for standard MODIS product by NASA [42] and [43] .
In the fused product, the smallest errors occur in February when the amount of snow is large. AMUNDSEN seems to produce the largest errors in spring, due to the accumulative nature of the errors in the computation of the accumulation, redistribution, and melt processes [16] . This effect might lead to a higher uncertainty in snow detection in this period.
The decision fusion classifier has been applied to about 1300 maps in the considered simulation period to generate the resulting time series of fused snow maps.
The accuracy of snow detection from satellite data is, in general, significantly higher in open areas than in forested areas. Indeed, trees increase the complexity of the scene by masking the snow on the ground and altering the radiance measured by the MODIS satellite [3] , [9] .
Since elevation also strongly affects quantity and distribution patterns of precipitation and snow, we analyzed the SCA for different land use (i.e., forest and open areas) and elevation bands. Fig. 10 shows the SCA (i.e., the total number of snow-covered pixels divided by the total number of snow-covered and snowfree pixels) behavior in time of the three snow products for the entire period (October 2012-July 2016). The underestimation of snow in forest as found in the MODIS product seems to be solved in the fused product, which follows the accurate simulation of the forest snow cover in AMUND-SEN: in forest, for all elevation bands, the fused product accurately reproduces the SCA peaks of winter season, also when there is a sharp underestimation in the MODIS product. In open areas, the behavior of AMUNDSEN and MODIS products is similar and the fused snow cover maps well reproduce the seasonal variability of the winter peaks and summer minima.
C. Cloud Effect Correction
A further improvement of the final data fusion snow maps can be achieved by a cloud correction approach applied to the regions where the MODIS snow maps are incomplete, due to the cloud presence. Hence, the final product consists of a map having the pixel value obtained by the fusion method in those pixels where two original snow cover maps (MODIS and AMUNDSEN) disagree and the AMUNDSEN pixel value where MODIS indicates "cloud." Fig. 11 shows two examples of snow maps at the end (on April 17th, 2014) of the winter season 2013-2014 and at the start (on November 23th, 2014) of winter season 2014-2015. The right figures show the images with clouds, whereas the left ones show the corrected images, as above explained. The colors highlight the different behaviors of the fused product: green and white represent the pixels where AMUNDSEN and MODIS agree and, therefore, where the data fusion approach is not applied and consequently has the same value of the two single sources; the dark and light blue are the pixels where the fused snow map has the same value of the MODIS map; finally, the dark and light pink indicate the pixel where the fused snow map follows the behavior of the AMUNDSEN simulation. In the winter image, most of the pixels classified as snow by AMUNDSEN as well as by the fused product (dark pink) are located on the northern exposure. This behavior may be ascribed to the MODIS underestimation in low-light conditions, which frequently happen during winter time as reported in [31] . The cyan color indicates that the fused product follows the MODIS product behavior in detecting the snow absence. Most of these areas are located in forest: as highlighted in Fig. 9 , in forested area the fused product results follow the AMUNDSEN behavior because of the well-known limitation of optical satellites to detect snow under the canopy. In this context, it is worthwhile mentioning that snow detection in forest is very complex and it depends on many factors such as the location of the forest (north/south), the density of the forest, the type of the forest (broadleaf or conifer). It is found that normally MODIS product tends to underestimate the snow cover in forested areas [44] , [45] . At the same time, at the beginning and end of the season, it can be supposed that AMUNDSEN model may simulate low values of SWE in these transient periods, so that SVM classifier can give in some cases, as shown in Fig. 10 , the priority to the MODIS product. This behavior highlights the importance in the selection of the feature to be used in the data fusion approach, both the inputs and the related quality measures. These measures shall provide both an evaluation of the quality of the inputs and try as well to cover the different spatial and temporal variability, which the snow has in mountain areas. As a future step, different quality measures will be evaluated in order to understand their impact on the final products and how they can tackle the heterogeneity of snow cover in complex terrain. 
V. CONCLUSION AND OUTLOOK
In this paper, we present a method to overcome the limitations of existing remote-sensing and modeling techniques for snow cover mapping. The data fusion approach developed takes advantage of the specific properties of the remote-sensing data (such as independency from meteorological observations and a spatialized representation of snow cover) and those of a physical snow model (such as solid physical basis and the independency from cloud coverage). The objective of the data fusion is solving the ambiguity of disagreement points, i.e., those pixels where the snow model indicates snow presence and the satellite product snow absence (or vice versa).
The agreement points (where both MODIS and AMUND-SEN say "snow" or "no snow") cannot be improved from this fusion approach, but an analysis on these situations has been carried out in order to understand the behavior of products with respect to the ground data. In South Tyrol and Trentino less than 1% of agreement pixels is wrongly classified and they occur especially in situation of shallow snowpack (less than 5 cm, which is the threshold imposed on the ground snow height values to obtain binary values) when MODIS and AMUND-SEN say snow and the ground measurement registers no snow.
The case of Tyrol is slightly different because the ground data come from automatic nivometeorological stations. The snow height measurements are continuous and are also collected in the summer period. However, measurements in summer period are critical: the grass grows at stations and is measured by the ultrasonic sensor by causing a supposed increase in the height of the snowpack. If it snows in summer, the grass is flattened. A snowfall causes, thus, a sudden drop in the measured height.
Most of wrong classification of agreement pixels in Tyrol area occur in summer period, when measurements from automatic stations in summer are not reliable. Some cases occur at the beginning of the winter season with first snowfalls and shallow snowpack.
The fusion is carried out by means of an SVM, a pattern recognition technique often adopted in the field of bio-physical parameter retrieval for its capability to handle complex and nonlinear problems and to manage different kinds of inputs.
The results show that the presented data fusion method is able to produce a more accurate snow cover map than could be provided by remote-sensing or snow modeling alone. The validation of the fused snow cover product was performed by using ground data derived from measurements carried out in open sites in the test region, resulting in a very good agreement. The average accuracy of 90% (MODIS) and 92% (AMUNDSEN) is increased to 96% in the fused product. In future work we will extend the validation to forested sites.
Moreover, it is worth saying that the analysis of the uncertainties shows that there are very few cases in which they are similar (difference between AMUNDSEN and MODIS uncertainties lower than 10%). These cases represent approximately the 3% and usually occur in December and April. SVR behavior in these cases strongly depend on period of the year: in spring season, on average, SVR seems to be more confident with MODIS product even in the cases when AMUNDSEN uncertainty is slightly lower than MODIS. Vice versa, when the case of similar uncertainties occurs in December, the SVR follows the AMUNDSEN behavior.
This confirms that SVR approach is more than a simple classification based on uncertainties (choice of lower uncertainty) and that probably the regressor catches a seasonal trend from the training dataset that leads it to choose the most reliable product also depending on the period and not only on uncertainty values.
A further improvement was carried out by applying a cloud clearing that makes use of the snow model result in areas that are classified as "cloud" in the MODIS product. This procedure allows to obtain a final snow cover map with coverage on the entire area.
As further development, in addition to the two snow cover maps of satellite and model origin and their quality measures, other input features can be tested for the fusion procedure, e.g., the sun incident angle (to account for different illumination conditions) or the percentage of forest coverage in the pixel (to account the quality of remote-sensing product that is, as mentioned, affected by this parameter).
These results are promising if compared to what already exists in the literature: Parajka and Blöschl [6] presented a method for improving the existing MODIS daily snow products by reducing cloud coverage. They improve the combined Aqua and Terra snow cover product by using first a spatial filter and then a temporal filter for reducing the cloud covered pixels. Their approach allows a reduction in cloud coverage of more than 95%, with an overall annual accuracy of more than 92%, based on a comparison with ground snow height measurements.
The same OA evaluation was applied by Pu et al. [46] , who tested the MODIS 8-day composite snow product against ground snow height data on the Tibet Plateau. They reported an average of 90% OA in the period 2000-2003.
Sorman et al. [47] compared daily snow cover maps obtained from MODIS images with ground observations in mountainous terrain of Turkey for the winter season of 2002-2003 and 2003-2004 during the accumulation and ablation periods of snow.
The comparison shows good agreement with overall accuracies between 62% and 82%, considering a two-day shift during cloudy days.
Results obtained in this paper encourage further research on the development of a general method being able to provide improved snow cover maps, transferable even in other regions or to exploit this fusion method for retrieving other snow parameters, such as SWE.
Satellite products at high-medium resolution cannot deliver such variable and can contribute only with some auxiliary data.
The objective of the fusion, in this case, will be the improvement of the reliability of physical model product by exploiting remotely sensed products as proxy information.
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