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Abstract. For the supervised least squares classifier, when the number
of training objects is smaller than the dimensionality of the data, adding
more data to the training set may first increase the error rate before
decreasing it. This, possibly counterintuitive, phenomenon is known as
peaking. In this work, we observe that a similar but more pronounced
version of this phenomenon also occurs in the semi-supervised setting,
where instead of labeled objects, unlabeled objects are added to the
training set. We explain why the learning curve has a more steep incline
and a more gradual decline in this setting through simulation studies and
by applying an approximation of the learning curve based on the work
by Raudys & Duin.
Keywords: Semi-supervised learning, peaking, least squares classifier, pseudo-
inverse.
1 Introduction
In general, for most classifiers, classification performance is expected to improve
as more labeled training examples become available. The dipping phenomenon
is one exception to this rule, showing for specific combinations of datasets and
classifiers that error rates can actually increase with increasing numbers of labeled
data [9]. For the least squares classifier and some other classifiers, the peaking
phenomenon is another known exception. In this setting, the classification error
may first increase, after which the error rate starts to decrease again as we add
more labeled training examples. The term peaking comes from the form of the
learning curve: an example of which is displayed in Fig. 1.
The term ‘peaking’ is inspired by a different peaking phenomenon described
by [5] (see also [6]), who studies the phenomenon that the performance of many
classifiers peaks for a certain number of features and then decreases as more
features are added. In this work we consider a different peaking phenomenon
that occurs when the number of training objects is increased, and the peak does
not refer to a peak in performance, but a peak in terms of the classification error,
after which performance starts increasing again. While this type of peaking also
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Fig. 1. Empirical learning curves for the supervised least squares classifier (Eq. (4))
where labeled data is added and the semi-supervised least squares classifier (Eq. (5))
which uses 10 labeled objects per class and the remaining objects as unlabeled objects.
“Base” corresponds to the performance of the classifier that uses the first 10 labeled
objects for each class, without using any additional objects. Data are generated from
two Gaussians in 50 dimensions, with identity covariance matrices and a distance of 4
between the class means.
shows up in feature curves, where we increase the number of features, we focus
on learning curves in terms of the number of training objects because it relates
more closely to the question whether unlabeled data should be used at all in the
semi-supervised setting.
The peaking phenomenon considered here is observed in [2,14,11,3,10] for
various classifiers in the supervised learning setting and [2,15,3,10] additionally
describe different ways to get rid of this unwanted behaviour, notably, by only
considering a subset of relevant objects, by adding regularization to the parameter
estimation, adding noise to objects, doing feature selection, or by injecting random
features.
While this peaking phenomenon has been observed for the least squares
classifier when the amount of labeled data is increased, we find similar but worse
behaviour in the semi-supervised setting. Following the work in [2] and [4], we
study a particular semi-supervised adaptation of the least squares classifier in
greater depth. An example of the actual behaviour is shown in Fig. 1. When
the amount of labeled objects remains fixed (20 in the figure) while we increase
the amount of unlabeled data used by this semi-supervised learner, the peaking
phenomenon changes in two ways: the error increases more rapidly when unlabeled
data is added than when labeled data is added and after the peak the error
decreases more slowly than when labeled data is added. The goal of this work
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is to describe and explain these effects. More specifically, we attempt to answer
two questions:
1. What causes the performance in the semi-supervised setting to deteriorate
faster than in the supervised case?
2. If we increase the amount of unlabeled data, will the performance of the
semi-supervised learner converge to an error rate below the error rate of
the supervised learner that does not take the additional unlabeled data into
account?
To answer these questions, we first revisit the supervised peaking phenomenon
and explain its causes in Sect. 2. In Sect. 3 we show how the results from Sect. 2
relate to the least squares classifier and how we specifically adapt this classifier
to the semi-supervised setting. In Sect. 4 and 5 we attempt to answer our two
questions in two ways: firstly by adapting the learning curve approximation of
Raudys & Duin [12] and secondly through simulation studies. We end with an
investigation of the semi-supervised peaking phenomenon on some benchmark
datasets.
2 Supervised Peaking
Raudys & Duin [12] attempt to explain the peaking phenomenon in the supervised
case by constructing an asymptotic approximation of the learning curve and
decomposing this approximation into several terms that explain the effect of
adding labeled data on the learning curve. The classifier they consider is the
Fisher linear discriminant, whose normal to the decision boundary is defined as
the direction that maximizes the between-class variance while minimizing the
within-class variance:
argmax
w
(w>m1 −w>m2)2
w>Ww
, (1)
wheremc is the sample mean of class c and W = 1n
∑2
c=1
∑Nc
i=1(xci−mc)(xci−
mc)> is the sample within-class scatter matrix. The solution is given by
w =W−1(m1 −m2) . (2)
The intercept (or threshold value) that we consider in actual classification is right
in between the two class means: − 12 (m1 +m2)>w. The peaking phenomenon
occurs when n = 2N < p, where N is the number of (labeled) objects per class
and p is the dimensionality of the data. In this case, a pseudo-inverse needs to
be applied instead of the regular inverse of W . This is equivalent to removing
directions with an eigenvalue of 0 and training the classifier in a lower dimensional
subspace, a subspace whose dimensionality increases as more training data is
added.
The goal of the analysis in [12] is to construct an approximation of the learning
curve, which decomposes the error into different parts. These parts relate the
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observed peaking behaviour to different individual effects of increasing the number
of training objects. To do this they construct an asymptotic approximation where
both the dimensionality and the number of objects grows to infinity. An important
assumption in the derivation, and the setting we also consider in our analysis,
is that the data are generated from two Gaussian distributions corresponding
to two classes, with true variance I and a Euclidean distance between the true
means µ1 and µ2 of δ. Lastly, objects are sampled in equal amounts from both
classes.
The approximation of the learning curve is then given by4
e(N, p, δ) = Φ
−δ2Tr
√
(1 + γ2)Tµ + γ2
3δ2
4p
−1 ,
where Φ is the cumulative distribution function of a standard normal distribution
and N is the number of objects per class. The main quantities introduced are
Tµ, Tr, and γ and [12] notes that the approximation of the learning curve can
be broken down to depend on exactly these three quantities all with their own
specific interpretation:
Tµ = 1 +
1
N
+ 2p
2
δ2(2N − 2)N +
p2
δ2(2N − 2)N2 ,
relates to how well we can estimate the means, Tr =
√
2N−2
p relates to the
reduction in features brought about by using the pseudo-inverse and γ is a term
related to the estimation of the eigenvalues or W . The Tµ and Tr terms lead to a
decrease in the error rate as N , the number of objects per class increases. This is
caused by the improved estimates of the means and the increasing dimensionality.
The γ term increases the generalization error as N increases, which is caused by
the fact that the smallest eigenvalues are difficult to accurately estimate but can
have a large effect on the computation of the pseudo-inverse.
When n > p the pseudo-inverse is no longer necessary and other approxima-
tions of the learning curve can be applied. The comparison of these approximations
in [16] shows that the approximation
e(N, p, δ) = Φ
{
−δ2
√
TµTΣ
−1
}
,
with Tµ = 1 + 2pδ2N and TΣ = 1 +
p
2N−p works reasonably well. The former term
again relates to the estimation of the means while the latter term relates to the
estimation of the within scatter matrix W . Fig. 2a shows these approximations
and the empirical learning curve on a simple dataset with 2 Gaussian classes,
with a distance between the means of δ = 4.65.
4 While going through the derivation we found a different solution than the one reported
in [12], which renders the last term in the formulation independent of N . This slightly
changes the expressions in the explanation of the peaking behaviour.
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Fig. 2. Empirical learning curves and their asymptotic approximations for different
classifiers. (a) Supervised learning curve corresponding to the formulation in Eq. (2).
(b) Supervised and semi-supervised learning curves corresponding to the formulations
in Eqs. (3), (4) and (5). Semi-supervised uses 5 labeled objects per class and the rest
as unlabeled objects.
3 Semi-supervised Classifier
Unfortunately for our analysis, the classifier studied by Raudys & Duin does
not correspond directly to the least squares classifier we wish to study, nor is it
directly clear how their classifier can be extended to the semi-supervised setting.
We therefore consider a slightly different version in which we follow [2] and [4]:
w = T−1(m1 −m2) . (3)
This leads to the same classifier as Equation (2) when n > p [2]. Moreover,
when the data are centered (m = 0) and the class priors are exactly equal it
is equivalent to the solution of the least squares classifier, which minimizes the
squared loss (x>i w − yi)2 and whose solution is given by
w = (X>X)−1X>y , (4)
where y is a vector containing a numerical encoding of the labels and X is the
L× p design matrix containing the L labeled feature vectors xi.
While Eq. (3) is equivalent to Eq. (2) when n > p, this solution is not
necessarily the same in the scenario where n < p (compare the dashed black
lines in Fig. 2a and Fig. 2b). This makes it impossible to apply the results
from [12] directly to get a quantitatively good estimator for the learning curve.
Moreover, their proof is not easily adapted to this new classifier. This is caused
by dependencies that are introduced between the total scatter matrix T (which is
proportional to X>X in case m = 0) and the mean vectors mc that complicate
the derivation of the approximation. Their result does, however, offer a qualitative
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explanation of the peaking phenomenon in the semi-supervised setting—as we
will see in Sect. 4.1.
How then do we adapt the least squares classifier to the semi-supervised
setting? Reference [4] proposes to update T , which does not depend on the class
labels, based on the additional unlabeled data. Equivalently, in the least squares
setting, [13] studies the improvement in the least squares classifier by plugging
in a better estimator of the covariance term, X>X, which is equivalent to the
update proposed by [4]. We define our semi-supervised least squares classifier as
this update:
w = ( LL+UX
>
e Xe)−1X>y . (5)
This is the semi-supervised learner depicted in Fig. 1. Here L is the number of
labeled objects, U , the number of unlabeled objects and Xe the (L + U) × p
design matrix containing all the feature vectors. The weighting LL+U is necessary
because X>e Xe is essentially a sum over more objects than X>y, which we have
to correct for.
4 Why peaking is more extreme under semi-supervision
One apparent feature of the semi-supervised peaking phenomenon is that before
the peak occurs, the learning curve rises more steeply when unlabeled data are
added vs. when labeled data are.
4.1 Asymptotic Approximation
To explain this behaviour using the learning curve approximation, we hold the
term that relates to the increased accuracy of the estimate of the means, Tµ,
constant and consider the change in the approximation. As we noted before, the
learning curve approximation is for a slightly different classifier, yet it might offer
a qualitative insight as to the effect of only adding unlabeled data. Looking at the
resulting curve in Fig. 2b, we indeed see that the semi-supervised approximation
rises more quickly than the supervised approximation due to the lack of labeled
data to improve the estimates of the mean. After the peak we see that the curve
drops off less quickly for the same reason. The approximation, however, is not a
very accurate reflection of the empirical learning curve.
4.2 Simulation of Contributions
Because the approximation used does not approximate the empirical learning
curve very well, the question remains whether the lack of the updating of the
means based on new data fully explains the increase in the semi-supervised
learning curve over the supervised learning curve. To explore this, we decompose
the change in the supervised learning curve into separate components by calcu-
lating the change in the error rate from adding data to improve respectively the
estimator of the total covariance, T , the means or both at the same time. The
result is shown in Fig. 3.
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Fig.3. Average gain in error rate by adding 2 additional objects to the training set,
either in a supervised way, by adding labeled objects, or by only using them to improve
the estimator of the total scatter (covariance).
To do this we compare the difference in error of the semi-supervised classifier
that has two additional unlabeled objects available to the supervised classifier
that does not have these unlabeled data available. We see that adding these
objects typically increases the error rate when n < p. We then compare the error
of the supervised classifier to the one where we remove 2 labels and the classifier
where we do not remove these labels. By negating this difference we get the value
of having two additional labels. We see that for this dataset this effect always
decreases the error. Adding up the effect of adding unlabeled objects to the effect
of having additional labels, we find this approximates the total effect of adding
labeled objects very well. It seems, therefore, that in the semi-supervised setting,
by not having additional labels, the positive effect of these labels as shown Fig. 3
is removed, explaining the difference between the supervised and semi-supervised
setting.
It is also clear from these results that peaking is caused by the estimation
of the inverse of the covariance matrix, which leads to an increase in the error
before n > p. To understand why this happens, consider the “Fixed rank” curve
in Fig. 3. This curve shows the change in terms of the error rate when we add
two labeled objects but leave the rank of the covariance matrix unchanged during
the calculation of the inverse, merely considering the largest n eigenvectors of the
newly obtained covariance matrix that was estimated using n+ 2 objects. Since
this tends to decrease the error rate, the error increase for the other curve may
indeed stem from the actual growth of the rank. Especially when n is close to p,
the eigenvalues of the dimensions that are added by increasing the rank become
increasingly hard to estimate. This is similar to the γ term in the approximation,
which captures the difficulty of estimating the eigenvalues for these directions.
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Fig. 4. Learning curves for the supervised learner and the semi-supervised learner
with infinite amounts of unlabeled data for different dimensionalities, p, and distances
between the means, δ.
5 Convergence to a better solution than the base learner?
The slow decline of the error rate after the peak in the learning curve begs the
question whether the semi-supervised learner’s error will ever drop below the
error of the original supervised learner. If not, it would be worthwhile to refrain
from using the semi-supervised learner in these settings. The approximation in
Fig. 2b indicates that the learning curve will decline more slowly when n > p
when unlabeled data are added. From this approximation, however, it is not
clear if and under which circumstances the error of the semi-supervised classifier
will improve over the base learner if larger amounts of unlabeled data become
available.
To investigate this issue we consider, for the two-class Gaussian problem
with different dimensionalities, p, and different distances between the means, δ,
whether adding infinite unlabeled data improves over the supervised learner, for
different amounts of limited labeled data. We can simulate this by setting the
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true means as µ1 = − δ2√p1 and µ2 = + δ2√p1. In this case, when the amount of
unlabeled data increases, the total scatter matrix will converge to
T = I + 11> 14
δ2
p
.
Using this we can calculate the semi-supervised classifier based on an infinite
unlabeled sample and with a finite amount of labeled data. The results are shown
in Fig. 4.
We observe that the dimensionality of the data does not have a large effect
on whether the semi-supervised learner can outperform the supervised learner. It
merely shifts the peak while qualitatively the differences between the supervised
and semi-supervised curves remain the same. If we decrease the Bayes error by
moving the means of the classes further apart, however, there are clear changes.
For small distances between the means, the semi-supervised learner generally
does increase performance for a larger range of sizes of the labeled set, while for
larger distances this is no longer the case and the semi-supervised solution is
typically worse than the supervised solution that does not take the unlabeled
data into account.
6 Observations on Benchmark Datasets
The goal of this section is to observe the semi-supervised peaking phenomenon on
several benchmark datasets (taken from [1] and [8]) and relate these observations
to the results in the previous sections. We generate semi-supervised learning
curves for eight benchmark datasets as follows. We select L = dp/2e where p is
the dimensionality of the dataset after applying principal component analysis
and retaining as many dimensions as required to retain 99% of the variance.
We then randomly, with replacement, draw additional training samples, with
a maximum of 100 for the smaller datasets and 1000 for the larger datasets. We
also sample a separate set of 1000 objects with replacement to form the test set.
The additional training samples are used as labeled examples by the supervised
learner and as unlabeled samples for semi-supervised learning. We repeat this
process 100 times and average the results. These averaged learning curves are
shown in Fig. 5.
Both behaviours studied in the previous sections, the steeper ascent in the
semi-supervised setting before the peak and the slower decline after the peak,
are apparent on these example datasets. We also notice that for most of these
datasets it seems unlikely that the semi-supervised learning will improve over the
base classifier. This may suggest we are in a scenario similar to the large difference
between the means in Fig. 4. The exception is the SPECT and SPECTF datasets,
where the situation is more similar to the smaller δ. Notice that for all datasets
it is still possible we are in a situation similar to δ = 2 in Fig. 4: while adding
unlabeled data does not help with the given amount of labeled examples, this
effect might reverse if a few more labeled objects become available.
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Fig. 5. Learning curves on benchmark datasets. The number of labeled objects is equal
to dp/2e. For the semi-supervised curve we add more unlabeled data, for the supervised
curve more labeled data. “Base” shows performance of the supervised classifier using
only the original dp/2e objects. For each dataset 100 curves where generated and
averaged. Shaded area (small) indicates the standard error around the mean.
7 Discussion and Conclusion
In this work, we have studied the behaviour of the learning curve for one particular
semi-supervised adaptation of the least squares classifier. This adaptation, based
on the ideas from [13] and [4], was amenable to analysis. It is an open question
what the typical learning curve for other semi-supervised least squares adaptations
looks like, such as self-learning or the constraint based approach in [7] where we
first noticed this behaviour and which inspired us to look into this phenomenon.
The lack of a closed form solution in these cases makes it more difficult to subject
them to a similar analysis. Nevertheless, the current study does provide insight
in the additional problems that small samples entail in the semi-supervised
setting and largely explains the learning curve behaviour, at least for the specific
semi-supervised learner considered.
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