Transient elastography and supersonic imaging are promising new techniques for characterizing the elasticity of soft tissues. Using this method, an 'ultrafast imaging' system (up to 10 000 frames s −1 ) follows in real time the propagation of a low frequency shear wave. The displacement of the propagating shear wave is measured as a function of time and space. The objective of this paper is to develop and test algorithms whose ultimate product is images of the shear wave speed of tissue mimicking phantoms. The data used in the algorithms are the front of the propagating shear wave. Here, we first develop techniques to find the arrival time surface given the displacement data from a transient elastography experiment. The arrival time surface satisfies the Eikonal equation. We then propose a family of methods, called distance methods, to solve the inverse Eikonal equation: given the arrival times of a propagating wave, find the wave speed. Lastly, we explain why simple inversion schemes for the inverse Eikonal equation lead to large outliers in the wave speed and numerically demonstrate that the new scheme presented here does not have any large outliers. We exhibit two recoveries using these methods: one is with synthetic data; the other is with laboratory data obtained by Mathias Fink's group (the Laboratoire Ondes et Acoustique, ESPCI, Université Paris VII).
Introduction and overview
The goal of elastography is to create high-resolution shear stiffness images of human tissue for diagnostic purposes. Shear stiffness is targeted because the shear wave speed is 2-4 times larger in abnormal tissue than in normal tissue. The goal is to take advantage of this large contrast to generate high-resolution images. The expectation is that shear stiffness images will identify abnormal tissue not identified by standard ultrasound techniques. Initial experiments indicate that this can be achieved, see Fink [41] , for preliminary work in this area.
Four experiments have been proposed to detect shear stiffness variations:
• Static experiment: the tissue is compressed;
• Dynamic sinusoidal excitation: a time harmonic excitation made on the boundary creates a time harmonic wave in the tissue; • Acoustic radiation force impulse (ARFI): focused acoustic pulses are used to generate interior sources of displacement; • Transient elastography or supersonic shear imaging: a time-dependent pulse on the boundary, or along a line in the interior, creates a propagating wave in the tissue.
In each of these cases, the interior displacement is measured on a fine grid of points using ultrasound [3-5, 8, 12, 13, 20-23, 32-34, 37, 41-46] or magnetic resonance imaging [7, 10, 15, [24] [25] [26] [27] [28] [29] [30] [31] . The aim is to create a shear wave speed image from the displacement data. Having interior displacement data enables us to develop a local algorithm, that is, to obtain the wave speed at a point from displacement data at only neighbouring points.
In the static experiment, see [37] , the tissue is compressed creating a large deformation. Naturally, less change in the tissue thickness is observed in stiff regions. In [37] , inverse methods, that is methods that find the material parameters of the governing partial differential equation, are not applied to obtain shear stiffness images, but rather images are made of the displacement or strain itself. It is shown that large displacements or strain occur in normal tissue and smaller displacement or strain regions indicate where stiff inclusions occur. If one applies inverse methods to reconstruct the elastic parameters from a single experiment, because the boundary conditions are unknown, there is some non-uniqueness. Inverse methods are applied to image shear stiffness in [1, 2, 6, 9, 10, 35, 36, 38] using linear elastic mathematical models for the forward problem.
Images have also been created using dynamic sinusoidal excitation. In these experiments, a time harmonic excitation is made on the boundary creating a time harmonic wave and data are recorded after the tissue has reached steady state. We review two measurement techniques for this problem. The first technique is sonoelastography [12, 45, 46] . Inverse methods are not applied to obtain shear stiffness images using sonoelastography, but rather images are made of the maximal amplitude of the harmonic displacement obtained using Doppler ultrasound. It is shown that regions of small displacement indicate stiff inclusions. Examples are shown in [12, 45, 46] when small displacement created by a dynamic sinusoidal excitation identifies abnormal tissue which conventional ultrasound does not. The second technique is magnetic resonance elastography (MRE) [7, 15, 24-27, 31, 47] . In MRE, the displacement of the time harmonic wave is measured as a function of space and time, and inverse techniques are applied to recover the shear modulus. Interior displacement data are obtained by taking several measurements at each of a set of times equally spaced with respect to the sinusoidal excitation. Data are high quality and data acquisition time is of the order of minutes. Once more, comment needs to be made. Boundary conditions or some a priori assumptions, for example the 'locally constant' assumption that neglects terms in the model that contain derivatives of the unknown, need to be determined to enable recovery of a unique solution.
Acoustic radiation force impulse (ARFI) imaging [32] [33] [34] was developed in part to overcome difficulties with unknown boundary conditions. Brief, high energy, focused acoustic pulses are used to generate well-localized radiation force in tissue, and the resulting tissue displacements near the focus of the acoustic pulses are measured with ultrasound. Indirect measures of the stiffness such as the peak displacement are imaged. In [34] , in vivo images of ablated cardiac tissue clearly demonstrate small amplitude in the ablated regions.
Transient elastography or supersonic imaging is the focus of this paper. In this experiment, tissue initially at rest is excited with a broadband pulse at the boundary or along a line in the interior. Typically, the pulse has a central frequency of 50-200 Hz. This pulse creates two different types of waves that propagate into the medium. The first wave displaces tissue in the same direction that the wave propagates. This wave is comparatively fast and is called the compression wave. Tissue in the human body is composed mostly of water. For this reason, the compression wave travels at approximately the speed of sound in water, 1500 m s −1 . The second wave displaces tissue orthogonally to the direction that the wave propagates. This wave is very slow compared to the compression wave, approximately 3 m s −1 , and is called the shear wave. The propagating shear wave is measured with the ultrafast ultrasound-based imaging system developed in the laboratory of Mathias Fink, ESPCI [8] . Data acquisition is of the order of 100 ms.
We will take advantage of several properties of the transient elastography experiments to develop algorithms for shear wave speed recovery. First of all, the propagating waves have low amplitude: the displacements are of the order of microns. This suggests we can use a linear model. The linear model assumption is also argued as follows. Mathematical models describing wave motion are based on the stress-strain curve. This curve describes how tissue deforms (strain) when a force (stress) is applied. Assuming a linear stress-strain relation leads to a linear mathematical model, in our case the linear equations of elasticity. In [42] , the stress-strain curve for transient elastography experiments is shown to be approximately linear. For these reasons, in this initial work, we use a linear model.
Secondly, the compression wave speed, C p , is several orders of magnitude greater than the shear wave speed, C s , in biological tissue with very long wavelength and so it is slowly varying. Furthermore, for the constant coefficient case in an elastic half space, the exact solution has been found in [30] , and from this solution it is clear that the amplitude of the compression wave is very small, O((C s /C p ) 4 ), when the ratio C p /C s is large. In addition, the experimenters measure only one component of the elastic wave, and it is measured using ultrasound which is based on reflections of high frequency compression waves. For these reasons, we will model the compression wave contributions as noise in the displacement data and assume that the measured component satisfies the acoustic wave equation. In a later paper, we will use the linear equations of elasticity as the mathematical model when either we have more than one component, in which case we will model the compression wave part of the model as pressure, or when we use a geometric optics approximation (see the remark below).
Lastly, the boundary or line pulse generates a shear wave front that propagates through the medium. In the experiment, the interior displacement of the shear wave is measured as a function of space and time, see [5, 8, 41, 44] . Because we have interior data, we can determine the spacetime position of this propagating shear wave front. The final goal then is to use a subset of the full data set, that is, the spacetime position of the propagating front to reconstruct the shear wave speed.
So, in this paper, we consider the following inverse problem: given interior displacement measurements from a transient elastography experiment, determine the propagating shear wave front; and from the knowledge of the spacetime position of this front, determine the shear wave speed. To accomplish this, we have already shown [19] that using the assumption of a wave equation model, Lipschitz continuous arrival times of the propagating shear wave front satisfy the Eikonal equation. This extended previously known results which required that the front be C 1 in order to establish that the Eikonal equation is satisfied. Our interest in establishing this extension arises because our medium is heterogeneous with large contrasts. This means that a C 1 propagating front assumption is unrealistic.
The Eikonal equation relates the arrival times to the shear wave speed. This implies that the shear wave speed can be determined from a hyper-subsurface of the shear displacement data: the spacetime position of the propagating shear wave front. The primary benefits to using the Eikonal equation is that it is both lower order and lower dimensional than the wave equation. It contains only first-order spatial derivatives. We will develop a fast shear wave speed recovery algorithm that takes advantage of these benefits. In a later paper, we will show that when the mathematical model is the linear equations of elasticity and under the geometric optics approximation assumption, the front of the shear wave still satisfies this same Eikonal equation.
To accomplish our goal of creating images of shear wave speed, we develop an algorithm composed of two sub-algorithms:
• Finding the arrival time front from the shear wave displacements.
• Using the Eikonal equation to find the shear wave speed.
The first sub-algorithm is based on the following observation. Let y be a point near the line where the source is applied. Consider a time trace of the data at y, starting with the time the shear wave is generated, say t = 0. Now consider a time trace of the displacement at a point x in the interior. The shear wave takes some time to reach this point, but the shape of the wave is nearly preserved as it propagates through the medium. That is, we should observe roughly the same time trace at x as we observed at y, only at x it starts at a later time, say t = t 1 , which is the arrival time of the shear wave at x. We then determine t 1 by matching the pattern we observe from the shear wave at y near the source with the pattern we observe from the shear wave at any x in the interior. We implement this idea using a cross-correlation procedure.
The second sub-algorithm uses the Eikonal equation to find the shear wave speed from the arrival time information output from the first sub-algorithm. Extracting the wave speed from the arrival times is an ill-posed problem for two reasons. First, determining the wave speed involves derivatives of the arrival times. Second, the wave speed is inversely proportional to the gradient of the arrival times, so derivatives of the arrival times appear in the denominator. Unfortunately, the quantity in the denominator is of the order of the noise level, particularly in the high speed region of interest, when using experimental data. This means that with these data, the quantity in the denominator can become very small, leading to large outliers in the recovered wave speed. We remove this problem by developing a linear relation between approximations to the wave speed and distances between level sets of the arrival time surface. This leads to difference schemes where the derivatives are in the numerator. These difference schemes could be of arbitrarily high order depending on the local smoothness of the arrival times. A simple implementation of these schemes, which we refer to as distance methods, involves finding distances from each point to neighbouring contours. Here, we implement the first-and second-order distance methods on a test problem. We demonstrate that the numerical convergence rates agree with the theoretical convergence rates and that the methods are robust with respect to noise. With the distance implementation the running time is O(m 3/2 ), where m is the number of grid points. Finally, we test the complete algorithm on both synthetic data computed numerically from the acoustic wave equation and experimental data from the laboratory of Mathias Fink (Laboratoire Ondes et Acoustique, ESPCI, Université Paris VII).
The remainder of this paper is composed as follows. Section 2 contains the mathematical model and theory. The sub-algorithms are developed in sections 3 and 4. The algorithm is tested on synthetic data and laboratory data in section 5. Finally, we give some concluding remarks in section 6.
Prior work of the authors to show uniqueness, to create images from single frequency data content and to establish the equation satisfied by the arrival time is contained in [16] [17] [18] [19] 29] .
Reducing the linear equations of elasticity to the wave equation and unique identifiability of the shear wave speed
For an isotropic model, the material parameters that describe the medium are the Lamé parameters, λ and µ, and the density, ρ. The vector elastic displacement u is governed by the following hyperbolic system:
Here, (·) T denotes the transpose of matrices and I is the identity matrix and ∇· represents the divergence of vectors or matrices according to the context. We arrive at the wave equation model for any single component by neglecting the terms ∇(λ∇ · u) and ∇ ·(µ∇ u T ) and treating their contribution as noise. One reason this is successful is that tissue is mostly water and so the volumetric change in tissue, measured by ∇ · u, is nearly zero. (In a later paper, we will explain how to include these terms as well and still arrive at the same arrival time equation given below.)
For the reasons given above, we assume that the downward component of the elastic wave satisfies the following wave equation:
Consistent with the experiment, we assume that the medium is initially at rest satisfying the homogeneous initial condition
and one of the following boundary conditions:
where ν is the outward normal to ∂ which is assumed for the transient elastography experiment. Note that in the experiment now being used (2.5) is the correct representation for the applied force. We here review uniqueness results for the following inverse problem: given interior time and space-dependent displacement data for the model above, recover ρ ∈ C(¯ ) and Lipschitz continuous µ. This problem was studied in [29] and [19] . There they show that there is at most one shear wave speed, √ µ/ρ, corresponding to a solution of the scalar wave equation measured throughout × (0, T ). If µ is either given on the boundary or determined from the boundary traction force, then at most one pair (µ, ρ) corresponds to a given solution.
These results show that the displacement data as a function of time and space in ×(0, T ) is a very rich data set. At least two coefficients, µ and ρ, can be simultaneously determined from this data set. In a later paper, we will establish the same result for the supersonic imaging experiment where the non-homogeneous boundary condition will be replaced by a non-homogeneous acoustic equation. In this paper, we are only interested in recovering the wave speed, √ µ/ρ, and to achieve this we only use a data subset, the position of the propagating front. To achieve our goal, we review another result given in [19] . There we assume that the propagating front is Lipschitz continuous, µ, ρ ∈ C 1 ; we define the arrival time of the propagating front aŝ
and we consider the following inverse problem: given the arrival times,T (x), of the propagating front recover the wave speed, √ µ/ρ. We summarize the results stated in [19] here. • Under the assumption thatT (x) is Lipschitz continuous then the arrival times corresponding to a solution of the scalar wave equation satisfy the Eikonal equation,
• There is at most one wave speed, √ µ/ρ, that corresponds to a given arrival time,T (x), in the region of the medium that has experienced wave propagation.
• The wave speed √ µ/ρ depends continuously on |∇T | under the assumption that |∇T | has a positive lower bound.
In this paper, we will recover the wave speed using the Eikonal equation. The primary advantages of using the arrival times are: (1) there is one less derivative in equation (2.7). Taking derivatives of noisy data is always an issue, as it is an ill-posed operation, and the fewer derivatives the better; (2) the Eikonal equation has one less dimension (there is no time variable in the Eikonal equation). This suggests that either simpler algorithms or faster algorithms are possible. In this paper, we present an elementary algorithm based on the concept of the speed of the propagating front. In a later paper, we will present a second fast algorithm.
Techniques for finding the arrival times
Before we can utilize arrival times we must extract them from the data. So, in this section we investigate techniques for finding the arrival times,T (x), given the displacement, u(x, t). We will use a pattern matching idea based on the following observation. Let y be a point on the boundary where the source is applied and let f (t) be the time trace at y. Now let g(t) be the time trace at a point x in the interior. The shape of time trace f (t) should be roughly the same as g(t − t 1 ) when t 1 is arrival time of the wave at x. To illustrate, figure 1(A) shows a time trace of synthetic data at a point y on the source boundary and figure 1(B) shows a time trace of synthetic data at a point x in the interior. Looking at these two time traces, the human eye can easily see and match the two patterns. Now we discuss some pattern matching algorithms.
One way to do the pattern matching is to try to identify a feature of the pattern the shear wave creates in the displacement data and track this feature as the wave propagates through the medium. The astute reader may want to take advantage of the fact that the displacement is zero before the shear wave arrives. So a detecting feature could be that the pattern is the 'first' nonzero displacement observed in the time trace. Looking at the definition of arrival times in (2.6), an obvious approach when u is continuous would be to generate an estimate of the arrival time bŷ
where δ > 0 is a fixed threshold above the noise level. The problem with this approach is that as the wave propagates through the medium, if the wave speed is not constant, then the amplitude is decreased due to wave spreading and backscattering. This means that the time selected, even without noise, is not a consistent shift from the true arrival time. See [39] for a more detailed description. In deciding what alternative to use for finding the arrival times, we note that the most appropriate feature to track may depend on the wave pulse. Naturally, we would prefer to use a method that works on a wide variety of wave pulses and automatically selects the detecting features based on the input wave pulse. We accomplish this by using a cross-correlation technique. The displacement time history u(x, t) at each spatial point x is cross-correlated against the displacement time history u(x ref , t) at a single reference point x ref , chosen near the source. We compute the biased cross-correlation of u(x, t) and u(x ref , t) for each x using the following formula:
Now we estimate the arrival times byT (x) ≈ δt max , where
SoT (x) is estimated by the time delay δt that maximizes the correlation between the signals u(x ref , t) andũ(x, t −δt). The idea behind this method is that as the wave pulse travels through the medium it is highly correlated with the wave pulse in the reference signal, while the rest of the data are relatively uncorrelated. To illustrate, figures 2(A) and (B) show the reference signal and a displacement time trace of synthetic data. Note that the displacement time trace in figure 2(B) is given at a point after the shear wave has passed through a high speed region and significant amplitude loss has occurred. Figure 2 (C) shows the correlation as a function of −δt. The time-delayed displacement time trace that has the maximum correlation with the reference signal is shown in figure 2(D) along with the reference signal. As we can see, the cross-correlation technique uses the entire phase content of the two signals as the detecting feature. We show arrival time surfaces for synthetic data and laboratory data obtained from a phantom experiment in section 5. Below we also point out artefacts that result in the shear wave speed image because of this approach. In a later paper, we will improve this method to reduce these artefacts. 
Two solution techniques for the inverse Eikonal equation
In this section, x ∈ R n , n = 2, 3, and we develop two elementary solution techniques for the inverse Eikonal equation (2.7). As discussed in section 2, there are two causes of ill-posedness in this problem. The first is that the wave speed, √ µ/ρ, depends on derivatives of the arrival times,T . The second is that if you solve for the wave speed, √ µ/ρ = 1/|∇T |, then noise in the data drives the quantity |∇T | even closer to zero, which can cause very large outliers in the approximate wave speed √ µ/ρ . See [39] for a simple 1D example where T x is approximated by a forward Euler approximation that illustrates this phenomena. Note that when we calculate our approximation to the wave speed by making a forward approximation to the derivatives in |∇T |, we call this a simplistic method. To avoid outliers, our more robust method to approximate the wave speed uses the following elementary idea: instead of approximating |∇T | −1 we calculate the wave speed directly. We make the approximation
for a small fixed t > 0. This is essentially the distance from the point x to the level curvê T (x) =T (x) + t divided by t, and when t → 0, sinceT is differentiable at a.e. x, the right-hand side of (4.1) yields the speed of the level set ofT at x in the normal direction. Whenever we use this idea directly we refer to this as the first-order distance method. As one might expect, the accuracy of (4.1) is O( t) when |∇T | is Lipschitz continuous. To prove this, we will use the following lemma:
Proof. Without loss of generality assume t > 0. We first note that given any x ∈ , since ∇T is uniformly continuous in¯ , there exists a δ > 0 satisfying
The Euler-Lagrange equations for the constrained optimization problem arê
implying that
where
Proof. Using the notation in the proof of lemma 1, we first reduce δ, if necessary, so that the absolute value of any eigenvalue of the Hessian, H = (∂T /(∂x i ∂x j ))
where y = x + h(x + − x), 0 h 1. Inverting, using lemma 1 together with |1 − 1/(1 − |z|)| 2|z| when |z| < 1/2, we obtain
Hence,
Furthermore, we can obtain an O( t) 2 , second-order distance method, from the formula
which we verify as follows:
Proof. Using the notation in the proof of lemma 1, we first let
(4.14)
Now the triangle inequality yields the estimate
, along with equations (4.16) and (4.17), yields 
Numerical accuracy and stability tests of the distance method
In this section, we numerically test the accuracy and stability of equations The arrival timesT (x, y) are shown in figure 3(B) . We first test first-and second-order simplistic methods where ∇T is calculated using a forward Euler approximation for the first-order method and a centred difference approximation for the second-order method. The solutions with constant grid spacing h = 0.1 are shown in figures 3(C) and (D), respectively. We repeat the calculation for h = 0.05, 0.025 and tabulate the errors in table 1. As expected, the errors appear to be O(h) for the first-order method and O(h 2 ) for the second-order method.
Next, we test the first-and second-order distance methods on the same test problem. We implement this method in Matlab. First, we generate a grid of arrival times with constant grid spacing and then use a Matlab contour plotter to find the contoursT (x, y) = m * t, m = 1, 2, 3, . . . . Finally, we solve equations (4.1) and (4.12) to approximate the wave speed √ µ(x, y)/ρ(x, y). The solutions for t = 0.1 are shown in figures 3(E) and (F), respectively. We repeat these calculations for t = 0.5, 0.025 and tabulate the errors in table 2. As expected, the errors appear to be O( t) for the first-order distance method, and O(( t)
2 ) for
(E) (F) Figure 3 . (A) Exact wave speed; (B) exact arrival times; (C) wave speed recovery without noise using the first-order simplistic method; (D) wave speed recovery without noise using the secondorder simplistic method; (E) wave speed recovery without noise using the first-order distance method and (F) wave speed recovery without noise using the second-order distance method. the second-order distance method. In terms of accuracy when using exact arrival times, there is no advantage in determining the wave speed with a distance method over a simplistic method. However, the distance method does have much better stability properties. To demonstrate this, we add random Gaussian noise to the arrival timeŝ
where rand(x) is a random number generated in Matlab from the normal distribution with mean zero and variance one, and γ is the noise level. We will consider a noisy arrival time example with γ = 0.02. Now we repeat the wave speed calculations with these noisy arrival times. The noisy arrival times are shown in figure 4 In this simulation, the solutions obtained by the simplistic methods are terrible, exhibiting wild oscillations. The solutions using the distance methods do exhibit some oscillation, but there are no large outliers in the solution. The solution using the second-order distance method is clearly the best, and we will concentrate on these methods in the rest of this paper.
The last comment we want to make is about running times. For simplicity, we restrict our discussion to two dimensions. While the distance methods have very desirable stability properties, the implementation described above is very slow. In table 3, we tabulate the time it takes to run the second-order distance algorithm with various size grids and step sizes t. Note that whenever we halve t, we also halve the grid spacing h. This is because we interpolate the grid values to find the contours, so to achieve higher accuracy by shrinking t the grid spacing h also must shrink. As you can see from table 3, the running time of the above implementation appears to be O(n 3 ), or O(m (3/2) ), where n(m) is the number of grid points in time (space). Looking at equation (4.1), it is easy to see why the method is so slow. For every point on every contour, one has to calculate the distance to every point on a neighbouring contour to find the minimum distance. Implementation of this is a triple for loop. If we assume that the number n of points in time is approximately the number √ m of points in one of the space dimensions, then the running time is obviously O(n 3 ). Of course, one does not have to calculate the distance to every point on the neighbouring contour to find the smallest one. It would be sufficient to only calculate the distance to points that are 'close by'. However, it is difficult to develop algorithms that do this quickly, especially in higher dimensions. In a later paper, we will improve the running time considerably, to O(m log m), by finding the distance simultaneously from sets of points to contours.
Testing the complete shear wave speed recovery algorithm

Numerical tests on synthetic data
Combining the ideas of sections 3 (finding arrival times from displacement data) and 4 (finding wave speed from arrival times) gives a complete algorithm to recover the shear wave speed from displacement data. We test this algorithm using synthetic data with a range of frequencies. For these numerical simulations, we generate data by solving (2.2), (2.3) and (2.4)/(2.5) for u(x, t), using a finite-element PDE solver and a mesh generator [11, 14] . The units we are using to display the results using synthetic data are seconds for time, centimetres for length and cm s −1 for speed. Our domain, := {x = (x 1 , x 2 ) ∈ R 2 : 0 x 1 < 6, −6 x 2 6}, is a two-dimensional domain, and a mixed boundary condition is given by
where we choose t 0 = 0.02 and calculate for three values of (c t , τ ), which are (c t , τ ) = (0.0018, 250/π ), (0.009, 125/π ), (0.0045, 62.5/π ). To simulate a short duration wave pulse, a cut-off function should be applied. However, the above Gaussian decays rapidly, and after a short time, about 0.03 seconds, the source function drops below machine precision. We assume that for the density ρ = 1, and for the stiffness parameter, µ, we use
where we choose w 1 = 0.25, w 2 = 0.5, c 1 = 3 and c 2 = 0. Note that with ρ = 1, then the wave speed is √ µ.
With our choice of parameters, the background wave speed is 300 cm s −1 and the maximum wave speed is 1200 cm s −1 . The simulation is stopped before the arrival time front hits any of the Dirichlet boundaries at t max = 0.05. Finally, for our discretization, we use 250 time steps and a 120 × 240 spatial grid. With all of these choices, the stiffness is changing rapidly on a 6 × 12 section of the grid. Now we test the shear wave speed recovery algorithm using the correlation method for finding the arrival times. We first give results using the highest frequency τ/(2π) = 250. To calculate the arrival times,T (x), at the point x from the synthetic data, we first compute the cross-correlation between u(x, t) and a reference signal u(x ref , t) with a Matlab discrete crosscorrelation routine. Then, we estimate the time delay that maximizes the cross-correlation using thresholding. We take the derivative of the correlation with respect to the time delay using a forward Euler discretization scheme and then we pass this result to a Matlab zero finding routine. This routine uses cubic interpolation between grid points with the threshold estimate as an initial guess. The result of this procedure is the time delay δt max that maximizes the correlation between u(x ref , t) and u(x, t −δt) and we use it as our arrival timeT (x) = δt max . The arrival times, using the correlation method, when the central frequency is τ/(2π) = 250, are shown in figure 5(A) . Following this, we calculate the wave speed, √ µ/ρ, directly by finding the level curves and using the second-order distance method. For illustration, the level curves of the arrival time surface when the central frequency is τ/2π = 250 are shown in figure 5 (B). They bend when passing through the high speed region. In figure 5(C) , we show the exact wave speed we want to recover with our algorithm. We begin showing our recovered wave speeds with the data obtained when the central frequency is again τ/(2π) = 250 and recover the wave speed from the arrival times first using the second-order distance method. This recovery is shown in figure 5(D) . The recovery of the high speed region is excellent. Both the support of this region and the values of the wave speed are very accurate. The background wave speed is also recovered very well, with the exception of one artefact. Directly in front of the high speed region, at about (0, 2.2), there is a bright spot and then a dip. This is exactly the region where the wave pulse we are tracking is mixing with wave pulses that have reflected from the inhomogeneous region and this reflected wave influences our arrival time calculation. We explain this further now. Usually, correlation is well known for giving good recoveries even in the presence of very large quantities of noise. This is because the method uses the phase content of the signals more than the amplitude. However, in this case, in the subregion Hz synthetic data using the second-order distance method; (E) wave speed recovery with arrival times for 125 Hz synthetic data using the second-order distance method and (F) wave speed recovery for 62.5 Hz synthetic data using the second-order distance method.
where we have the artefact, the reflected wave has, up to a sign, the exact same phase as the forward wave. For this reason, the correlation method has difficulty separating out the forward propagating wave from the reflected waves. Now we continue to test the second-order distance algorithm, reducing the frequency and repeating these calculations with frequency τ/(2π) = 125, 62.5. Figure 5 (E) shows the recovery with τ/(2π) = 125. As you can see, the recovery overshoots the fast change and blurs somewhat with the lower frequency. Figure 5(F) shows the recovery with τ/(2π) = 62.5. The recovery has blurred further and overshoots more. As we remarked earlier in this paper, in a later paper we will improve the method to find the arrival times and expect more accurate recovery of the amplitudes in the high speed region in that case. For ease of comparison, we again show the recoveries for τ/(2π) = 125, 250 in figures 6(B) and (C), where in these figures these two recoveries are plotted on the same scale as the recovery for τ/(2π) = 62.5. For convenience, we also replot the exact wave speed with the new scale in figure 6(A) . We note that the artefact that appeared in the 250 Hz synthetic data ( figure 5(D) ) did not disappear at lower frequency. At lower frequencies, the wavelength is longer, and therefore the distance between peaks is greater. Because of this, the region where the wave pulse we are tracking mixes with earlier reflected pulses is farther from the high speed region. Figures 6(D)-(F) show the artefacts generated at the different frequencies τ/(2π) = 62.5, 125, 250. Note that, in each of these figures, we have cut off the colour bar at 800 cm s −1 to make the artefact easier to see. Any recovered speeds higher than 800 cm s −1 are shown as bright red. At the lowest frequency, as shown in figure 6(B) , there is an artefact about 1 cm above (depth is on the horizontal axis) the high speed inclusion . As the frequency is increased in figures 6(D) and (F), the size of the artefact decreases and the artefact moves closer to the high speed region.
Here, we would like to make some comments on the frequency dependence of the results. While the proof that the arrival times satisfy the Eikonal equation has no frequency dependence, the methods we employ to find the arrival times do. Whenever there is noise (recall that we are considering reflections as noise), the resolution of the cross-correlation method depends on the sharpness of the peak in the correlation function. Since the correlation function flattens as the frequency drops, we should expect reduced resolution at low frequencies.
To test the stability of the second-order distance algorithm, we add Gaussian random noise to the τ/(2π) = 250 frequency displacement data
where u max is the maximum displacement, γ is the noise level and rand(x, t) is a random number generated in Matlab from the normal distribution with mean zero and variance one. We repeat the calculations above to get recoveries with 7% noise (γ = 0.07). Here, we use a low-pass filter on the cross-correlation function to remove small oscillations before we find the location of the maximum value. The recovered wave speed is shown in figure 7(B) . The exact wave speed is again shown in figure 7(A). Our noisy recovery compares favourably to the recovery in figure 5(D) using exact synthetic data with the same central frequency, 250 Hz. Now we will give some concluding remarks about the performance of our algorithms with synthetic data. For our synthetic data examples, the wave speed used in our forward algorithms in the high speed region is up to four times greater than the background wave speed. Our algorithms work well for this example and are robust with respect to noise. They do tend to overshoot the fast change at low frequencies. However, there is one artefact in all of the recoveries. It corresponds to regions where reflections from earlier wave pulses are mixing with later wave pulses.
Numerical tests on experimental data
Here, we test our algorithm on data measured from a phantom experiment in the laboratory of Mathias Fink. The phantom is made of a 3% concentration of agar powder throughout the phantom. The stiff inclusion is a circular cylinder with 5 mm radius. The gelatin concentration wave speed recovery for 62.5 Hz synthetic data using the second-order distance method containing the artefact; (E) wave speed recovery for 125 Hz synthetic data using the second-order distance method containing the artefact and (F) wave speed recovery for 250 Hz synthetic data using the second-order distance method containing the artefact.
is 2% outside of the cylinder and 4% in the cylinder and the result is that the wave speed inside the cylinder is double the wave speed everywhere else. The experiments are performed by exerting a force simultaneously with two parallel bars on the boundary of the phantom. Both bars have the same central frequency. The experiment is performed five times, each time with a different central frequency. The five different central frequencies are 50, 60, 70, 80 and 90 Hz. The axis of the cylinder is parallel to the boundary and perpendicular to the axes of the parallel bars. The downward displacement, that is perpendicular to the phantom surface where the 2 bar force is applied, is measured in the plane equidistant between the two bars. Note that the agar and gelatin concentrations for this phantom are different from the phantom experiment reported in [41] . We present results from the experiment performed at 50, 60 and 70 Hz. The units used here are different from the units we use for the synthetic data experiments. Here, we use the units seconds for time, millimetres for length and m s −1 for speed, when we describe our measured data recovery. In the cross section, the domain is (0, 70.492)×(−20.955, 20.955) and the inclusion for the high speed region is B p (5) where the centre point is p = (36.746, 0) . The wave speed in the inclusion is twice the wave speed in the background. Before we describe the process to recover the wave speed from the experimental data, we first discuss some of the characteristics of the experimental displacement data. The primary difference between the experimental data and the synthetic data is that there are two different waves propagating through the medium, a very fast compression wave and a relatively slow shear wave. To use an acoustic equation model, we must treat the compression wave as noise in the data. In figure 8 , we show the displacement along a line in depth. Note that at about t = 0.01 a pulse appears almost simultaneously at all depths and can be seen in the figure as a horizontal line. This pulse does not propagate at the shear wave velocity and is not predicted by the acoustic model. This pulse is either a fast compression wave experienced because of its fast wave speed almost everywhere at once or is a bulk motion due to the initial force of the bars. The shear wave does not appear until later, so we cut off the first 0.014 s of the displacement data. After about 0.06 s the shear wave has passed through the region of interest and the data only contain reflections from the boundary of the container, so we will truncate the displacement data from 0.014 < t < 0.06. For ease of illustration, we replot these data with the scale reduced to the times of interest and the depth just below the inclusion in figure 9 . You can clearly see the pulses propagating through the medium. Compared to the synthetic data, the reflections from the high speed region are much harder to see. The circled region in figure 9 contains an area where there is mixing between the forward and reflected waves. Visually, it appears that the circled pulse is more heavily influenced by reflections than the other pulses. The acoustical model we are assuming only allows reflection of the shear wave, but in the experiment conversions from shear to compression wave or vice versa are also possible. All of these conversions must be considered as noise. As we remarked above, correlation is well known for giving good recoveries even in the presence of very large quantities of noise because the method uses the phase content of the signals more than the amplitude. However, in time the compression wave has the same phase as the shear wave so one should expect the correlation method to have some difficulty in regions containing a large amplitude compression wave. Now we will describe how we recover the wave speed from experimental displacement data. The first step is to find the arrival times. In section 5, we described a correlation procedure for use with synthetic data. Keeping in mind the characteristics of the experimental data discussed above, we will modify these procedures as follows.
Our method to find the arrival times in experimental data is a cross-correlation method. The first step is to truncate the time traces and only use data for t = [0.014, 0.06]. Then, at each point, x 0 , we compute the cross-correlation between the time trace, u(x, t), and a reference signal, u(x ref , t), using a Matlab discrete cross-correlation routine. The anomalies in the data discussed earlier cause errors in the cross-correlation function. To make peak identification of the cross-correlation function easier, we again low-pass filter the cross-correlation function, C(x, δt), and use the time delay that maximizes the smoothed cross-correlation function as the arrival time,T (x). Once again, the arrival times are only calculated to the nearest time step, as we see no improvement in accuracy of the wave speed recovery by interpolating to a subgrid with real experimental data. We use the modified cross-correlation method described above to find the arrival times of the experimental displacement data. For illustration, in figures 10(A) and (B) we show two time traces of the experimental data, one near the source (A) and one further in the medium near the inclusion (B). For the correlation method, the time trace in figure 10(A) is used as the reference signal. Figure 10(C) shows the correlation as a function of the time delay and figure 10(D) shows the time-delayed signal with maximum correlation plotted with the reference signal. It is clear from this figure that the wave pulse has broadened significantly as it travelled into the medium. This is the effect of visco-elasticity and is not modelled by the current model. The correlation method has the effect of centring the pulse of the reference signal inside the broadened pulse of the displacement time trace.
The reconstructed arrival time surface is shown in figure 11 (A). The slight stair stepping effect is because we have truncated the arrival times to the nearest time step. There is a small region centred at about (37, 0) where the arrival time surface has flattened out because the speed is larger than in the surrounding regions. The effects of the increased wave speed can A wave speed recovery for 50 Hz experimental data using the second-order distance method; (B) wave speed recovery for 60 Hz experimental data using the second-order distance method and (C) wave speed recovery for 70 Hz experimental data using the second-order distance method; in all figures the wave speed is given in units of m s −1 .
also be seen by looking at the level curves of the arrival time surface, which are shown in figure 11 (B), and bend when travelling through the high speed region. We use these data in our distance method to calculate the solution to our inverse problem. The presence of the small closed level curves in the data causes problems and is non-physical. So, prior to implementing our algorithm the occasional small closed level curves are eliminated by keeping only the largest connected portion of any given level curve. The eliminated curves are shown in red.
Before we show the results with experimental data, we explain a last step taken in our inverse problem. For laboratory data, we generate an initial guess ( √ µ/ρ) 0 using the secondorder distance or second-order level curve method. We then add a total variation minimization step. That is, we find the √ µ/ρ that minimizes
where λ is a regularization parameter. To determine the minimum value, the associated Euler-Lagrange equation is
Following [40] , introducing the evolving variable s, we solve
to steady state. This method is only guaranteed to converge to a local minimum, but in practice the initial guess is close enough to the solution that this method converges to the desired result.
In our reconstructions, we use λ = 2. The final wave speed reconstruction using the secondorder distance method is shown in figure 12 (A). The wave speed recoveries focus very well on the high speed region. Directly after the high speed region, there is an artefact. This artefact has been spread out by the total variation denoising, but the centre of the low spots (darkest blue) appears to be at about (53, 0). This remains to be investigated. There is also an artefact in front of the high speed region as well. In this region, the reflected waves are mixing with the forward waves. Note that by including the total variation minimization step, we can take a smaller time step in the level curve method. The result is an improvement in the contrast between the high speed and background regions. Now we repeat all of the above calculations with the 60 Hz and 70 Hz experiment. For the 60 Hz data, the final wave speed reconstruction using the second-order distance method is shown in figure 12(B) . Similar to the 50 Hz recoveries, the correlation recoveries focus very well on the high speed region, but have artefacts directly above and below the high speed region. Finally, we give the results for the 70 Hz data. The final wave speed reconstruction using the second-order distance method is shown in figure 12 (E). Similar to the 50 Hz and 60 Hz recoveries, the correlation recoveries focus very well on the high speed region, but have artefacts directly above and below the high speed region.
To summarize, our complete algorithm to determine the shear wave speed, √ µ/ρ, by the second-order distance using the arrival time from the measured displacement data u is (see figure 13 for the flowchart) as follows: Figure 13 . Flowchart for our complete algorithm to determine the shear wave speed √ µ/ρ using the arrival time from the measured displacement data.
Concluding remarks
In this paper, we develop a family of stable methods, which we name distance methods, to accomplish wave speed inversion of the Eikonal equation. We test these methods using synthetic arrival time data and compare it with a simplistic approach. When using exact arrival times, there is almost no difference between the simplistic and distance methods. When using noisy arrival times, the simplistic methods give a rather poor recovery. There are large outliers in the recovered wave speed whenever |∇T | is small. The distance methods give a very good recovery. There are some oscillations, but no large outliers are observed. We also show shear wave speed images made from synthetic displacement data and laboratory displacement data using the second-order distance method. In a later paper [28] , we will first use level sets to create a much faster family of inverse Eikonal solvers that we name level curve methods. In that paper we will compare results obtained with the distance method and the faster level curve method.
