








自然言語処理で多く用いれられる Latent Dirichlet Allocation[Blei+ 2003](潜在ディレクレ配分モデル,
以下, LDA)とWord2Vec[Mikolov+ 2013]をテキストデータに適用する. 日本経済の動向が記載された記事
に対して, それぞれの特徴を生かし, LDAではトピック分布を用いて特徴抽出する. Word2Vecでは単語間














代表的なトピックモデルの 1つである LDAについて説明する. LDAではトピック分布および単語分布を
多項分布, それぞれの事前分布にディレクレ分布を仮定し, ベイズ推定を行う. 次の式は LDAの同時分布で
ある.
p(W,Z,Θ,Φ|α,β) = p(Φ|β)p(Θ|α)p(Z|Θ)p(W |Z,Φ)
Dを文書数, K をトピック数, N を単語の個数, 文章中の単語のトピックを Z, 文章中の単語をW , Θはト
ピック分布, Φは単語分布, α, βはディレクレ分布のパラメータである. パラメータを更新するにあたって








Bag-of-Word(以下, CBOW)を説明する. CBOWは, 入力層には, 注目単語の周辺単語 vw1 ,vw2 , · · · ,vwV
を入力とし, v′wv を出力する. 以下は, 関連単語が出力される確率を表す.















y = sign(ωTx− h)
• 非線形な問題に対応するための方法として, 特徴ベクトルを非線形変換して, その空間で線形の識別を
行う. 以下は識別関数を表す.
y = sign(ω′Tϕ(x)− h′)
xは入力特徴ベクトル, wはシナプス荷重に対応するパラメータ, hはしきい値, ϕ(x)は非線形写像 sign(u)
は, u > 0 のとき 1をとり, u ≦ 0 のとき −1をとる符号関数を表す.
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