Sometimes feature representations of measured individuals are better described by spherical coordinates than Cartesian ones. The author proposes to introduce a preprocessing step in LDA based on the arctangent transformation of spherical coordinates. This nonlinear transformation does not change the dimension of the data, but in combination with LDA it leads to a dimension reduction if the raw data are not linearly separated. The method is presented using various examples of real and artificial data.
Introduction
The published literature on pattern recognition and classification contains many algorithms for use on data defined by a pair of polar coordinates (R,  ), with R as the distance between a sample element x and the centroid, and  the angular position of x with respect to a coordinate axis. There are several reasons for using this description:
 some sensors naturally produce datasets in the form of a distance and an angle (in optics, e.g. Matsushima and Marcus, 1995 , in face recognition - Sajjanhar et al., 2007) ;  classical Cartesian coordinates do not enable one to find discriminant surfaces that entirely enclose groups very closely without any misclassification for data that are not linearly separated (Duchene, 1987) ;  we want to use a considerable amount of parameters, so first we reduce the dimension of the initial space without losing any significant information with the use of principal component analysis, and we are then interested in the angular position of x with respect to the principal axes (Duchene and Leclerq, 1988) .
In this paper it is assumed that the nature of the data is not known.
The aim of the study is to present a pre-step in LDA which will improve the results if the data are ill-posed (not linearly dependent).
The paper contains a description of two systems of coordinates (Chapter 2), an overview of the most often used methods of reducing dimensionality (Chapter 3), a description of the methodology (Chapter 4) and datasets (Chapter 5), the results (Chapter 6), some comments (Chapter 7) and conclusions (Chapter 8).
Two systems of coordinates
One possibility is to analyse the angles between orthogonal projections onto planes and one of the axes spanning the plane, by means of spherical coordinates (see Fig. 1 , left). A second approach allows us to look at closely lying points from another visual angle. Let us introduce spherical coordinates ( , , , , … , , ) according to the formulae These p coordinates ( , , , , … , , ) may be derived from a set of p Cartesian coordinates ( 1 , 2 , … , ) using a transformation that is locally invertible (a one-to-one map) in a neighbourhood of each point (Mardia, 1972, Mardia and Jupp, 2000) . This transformation will be called the arctangent transformation: 
The suggested methodology
Let us assume that 1 , 2 , … , form a p-dimensional learning sample from the i-th population (where i = 1, 2, ..., K and 1 + 2 + ⋯ + = ). The mean vector of the i-th population is calculated as ̅ = 1 ∑ =1 and the variancecovariance matrix of the i-th population is
From the whole learning sample of n elements
. In linear discriminant analysis we are looking for a set of In the classification process, the discriminant variable is not useful if i is not significantly different from zero. First we test the hypothesis that all eigenvalues are equal to 0, next that this holds for all apart from the first, etc.
This procedure is continued until for the first time we fail to reject the hypothesis. Then we state that from that value the remaining (n -s) eigenvalues are equal to 0. The test statistic used is Wilks' lambda in the form
, where d = 0, 1, …, p-1, which has an asymptotic  2 distribution (more in Krzyśko et al., 2008) .
In the next step the testing sample is classified according to the model based on the learning sample.
The cumulative percentage of variation is a good measure of the importance of a single variable. The level of correct classification according to the 1-NN method (in %) indicates the quality of classification.
Here the following methodology is proposed. (4) Test the obtained discriminant functions on a testing sample and formulate conclusions.
There are several hints related to points above.
1) At first you had better try the linear method.
2) It is necessary to order p variables in order of ascending variance. This allows us to make smaller differences in values more significant in the arctangent transformation than in linear mapping. Centring of data is not necessary.
This analysis is possible to perform on all kinds of data, irrespective of their dimension, and in contrast to data in Cartesian coordinates, does not require precentring. For every observed value we must have x1  0, because the point (0, ... ,0) has no polar/spherical representation. If this condition does not hold, some small number must be added to every value of x1 in every observation to avoid this problem. Next we transform the data according to the formulae in chapter 2.
3) Other methods which may be used are mentioned in Chapter 3.
4) It is suggested that conclusions be drawn from the better model chosen according to certain criteria (for example, the percentage of correct classification).
Datasets
The proposed methodology is verified on real (A, B, C, D, E, F, G) and 
Results
The calculations were done in STATISTICA 10. The learning and testing sample are the same, so the percentage of correct classification is very high. This is not important, because our interest is in comparing the quality of the two methods. Table 1 . There is no dimension reduction, because the number of significant variables is the same in both methods. The data projections on the first-and-second-discriminant-function plane in LDA are placed in separate regions according to their groups (see Fig.   3 ). Obviously, this is such a clear division that it cannot be improved by any other method. In fact, the first discriminant function explains 99% of the total variation. Hence the projections of the data on the abscissa allow classification into groups.
B) BUGS DATA -see Table 2 C) CRIMES DATA -see Table 3 and Fig. 3 . After the transformation, the radius makes it possible to distinguish groups, instead of the two significant variables in classical LDA. D) AIR POLLUTION DATA -see Table 4 and Fig. 3 . The proposed method is slightly worse than LDA because instead of two there are three significant variables. Moreover, the interpretation of the variables in classical LDA is more logical -the climate is negligible, the industrial level is important. E) SEEDS DATA -see Table 6 and Fig. 4 . A small dimension reduction (from six to five variables) and 100% correct classification after the arctangent transformation can be observed. F) WINES DATA -see Table 5 and Fig. 4 . The new method operates on only seven instead of nine variables. The proposed method produces smaller and better separated clusters than LDA (see Fig. 4 ) and gives 100% correct classification. G) THYROID DATA -see Table 7 and Fig. 4 . The linear combination of the angles beta, gamma and delta in spherical representation has the same power of discrimination as a linear combination of five variables in classical LDA, but the effect in Fig. 4 is similar.
H) BUTTERFLY DATA -see Table 8 and Fig. 2 . Cartesian coordinates cannot differentiate the groups, but polar coordinates (specifically the radius) do it very well. In Fig. 2 
Comment
Let us assume that there are four points in a learning sample 1 , 2 , 3 , 4 with Cartesian coordinates (1, 2), (2, 2), (1, 1) and (2, 1) respectively. Points 1 and (or 3 and 4 ) differ in the first. Moreover 1 and 4 have the same radius (the first coordinate in the polar coordinate system) and points 2 and 3 have the same second coordinate (the angle) in the polar coordinate system. Table 1 shows the better model in discriminant analysis.
Table 9. Choice of model

Pointlabel
Better method The best discriminant variable  p , the suggested method is more adequate in data description. The discriminant regions in LDA have hyperplane borders, but the described transformation changes this into surfaces.
The simplicity of the suggested method consists in the application of a different description of a sample. We view data points as angles between projections on perpendicular axes and hyperplanes, not as projections on perpendicular Cartesian axes. This method works even for non-centred data.
This description, in some situations, may be more suitable than one based on the Cartesian system of coordinates. If this is the case, we obtain better results from LDA, which means that we have found the correct pattern in the data.
By first applying the arctangent transformation to datasets we may:
 obtain a better quality of linear discrimination of ill-posed data (cf.
BUTTERFLY DATA, SEEDS DATA);  achieve a reduction of significant variables without using PCA (cf. BUGS Finally, use of the suggested method is beneficial when:
 classical LDA is not useful because of the nonlinear pattern of data;
 there are large differences between the variances of variables;
 the data are not linearly separated;
 small differences in values of the data lead to classification in a different group.
