We develop a nonparametric approach to meta-analysis and use it to identify modeling decisions that affect benefit transfer errors. The meta-data describe the results from 31 empirical studies testing the convergent validity of benefit transfers. They evaluated numerous methodological procedures, collectively reporting 1071 transfer errors. Our meta-regressions identify several important findings, including: (1) the median absolute error is 39%; (2) function transfers outperform value transfers; (3) transfers describing environmental quantity generate lower transfer errors than transfers describing quality changes; (4) geographic site similarity is important for value transfers; (5) contingent valuation generates lower transfer errors than other valuation methods; and (6) combining data from multiple studies tends to reduce transfer errors.
Since a 1992 issue of Water Resources Research (Vol. 28, 3) raised academic interest in benefit transfers among environmental economists, at least 40 studies have investigated the empirical accuracy of this method using tests of convergent validity, which considers the difference between two different estimates of the same theoretical construct. These tests are designed to measure benefit transfer error, defined as the difference between a benefit measure estimated using original data (i.e., the policy case) and a surrogate for that benefit measure based on preexisting estimates (i.e., the study cases). Two stylized facts have emerged. Function transfers generate lower transfer errors than value transfers, and greater similarity between the study and policy cases reduces transfer errors [4, 16, 17, 29] . The apparent lack of consensus on other methodological features of the transfer process has made it difficult to define specific protocols for the conduct of benefit transfers and to develop a clear agenda for research. Johnston and Rosenberger [17] observe, the "complexity and relative disorganization of the (academic) literature may represent an obstacle to the use of updated (benefit-transfer) methods by practitioners."
The purpose of this paper is to investigate if specific modeling decisions can be identified that affect benefit transfer errors, and this is done using a new statistical approach to meta-analysis. Our quantitative research design complements and extends previous qualitative assessments of the literature [29, 30] . We begin by systematically reviewing empirical studies on the convergent validity of benefit transfers conducted over the past 20 years. These studies tested a tremendous variety of methodological procedures, collectively reporting more than 1000 benefit transfer errors. Most of these observations come from studies conducted in the United States and Western Europe. The applications cover a wide variety of amenities. Examples include access to forest, park, and lake recreation; hunting; changes in the quantity and quality of water in lakes, rivers, and coastal areas; air quality; exposure to ultraviolet radiation; freshwater fishing in streams and rivers; proximity to various types of open space; farmland amenities; and measures of the overall ecological health of watersheds, wetlands, and rivers.
It is standard practice in meta-analyses to use linear meta-regressions with robust standard errors to distill the collective findings on important questions in the field of environmental economics [25] . However, we have some concerns about the credibility of a linear meta-regression in the context of our analysis. The modeling decisions that comprise a benefit transfer are represented by binary variables that can interact in complex ways to influence benefit transfer errors [3] . Any specific variable can have a unique effect on the outcome being investigated (meta-equation regressand) when combined with sets of other regressors. For example, similarity between study and policy cases may be crucial to the accuracy of a value transfer, but not as important for a function transfer that can be calibrated to policy case conditions. A statistical approach that allows for these interaction effects has the potential to provide richer insights about the literature being investigated. The typical linear meta-regression imposes separability of each of the regressors. Capturing all potential interaction effects would require adding an intractable number of regressors to the meta-equation. Therefore, we propose a new nonparametric approach to meta-analysis that does not impose the linearity and separability assumptions. We contrast the insights from our new approach with a conventional parametric approach.
Nonparametric meta-analysis is particularly useful for our application to benefit transfer because it avoids the need to impose a-priori restrictions on the functional relationship between benefit-transfer errors and the various modeling decisions that comprise the transfer process. The nonparametric approach generates response effects for the combination of regressors at every data point, which yields ranges of effects instead of the parametric point estimates of average impacts. This allows us to recognize that there are multiple possible effects for each transfer characteristic, with specific impacts depending on the empirical context defined by other methodological choices made by analysts in implementing a benefit transfer.
We follow Charles Manski's [21] "bottom-up" approach to data analysis where we start with the less restrictive nonparametric analysis and then move to a more restrictive parametric analysis. We use the nonparametric model to estimate the ranges of impacts for the benefit transfer characteristics that can be identified from variation in the meta-data. Then we add the linearity and separability restrictions that are commonly used in meta-regressions and repeat the estimation using weighted least squares. Following Manski's logic, we recognize that the credibility of inference based on our results is decreasing in the strength of the parametric restrictions that we impose on the meta-regression as findings may not be robust to relaxation of the imposed assumptions in the parametric analysis.
Our parametric and nonparametric models allow us to distill several important findings from the literature. First, our analysis confirms the stylized fact that function transfers outperform value transfers. Second, benefit transfers valuing changes in environmental quality (e.g. an increase in river clarity) almost always have larger errors than transfers describing quantity changes (e.g. an increase in the quantity of domestic water availability). Third, the geographic proximity of the study and policy locations tends to reduce transfer errors, especially for value transfers. Fourth, drawing on information from multiple preexisting studies (as opposed to a single study) also tends to reduce transfer errors, especially for function transfers. Lastly, for the stated-preference applications, contingent valuation generates lower transfer errors than choice modeling. For revealed preference applications, site demand models perform better than site choice models. Meta-analysis generates transfer errors that lie in between the stated and revealed preference models.
Conceptual framework
The process of benefit transfer begins by defining the relevant measure of benefits. Consider a public policy that is expected to change the quality of an environmental amenity from q 0 to q 1 at policy case j. A partial equilibrium Hicksian measure of willingness to pay (wtp) for this change is defined as
where V ij is the indirect utility for individual i at case j expressed as a function of market prices (p j ), other non-priced attributes (x j ), individual income (y i ), other demographic characteristics (d i ), and latent preferences (a i ). Ideally, the analyst would estimate willingness to pay using the joint distributions of data describing the observable characteristics of individuals and their choices at policy case j, G j ðy,dÞ and F j ðp,x,qÞ, respectively. If these data are unavailable, however, or if constraints on time and resources prohibit original estimation, then a benefit transfer can be used to estimate wtp ij using preexisting information from a different study case, k. We use a T superscript to distinguish a benefit transfer estimate for willingness to pay ð d wtp T ij Þ from what would be obtained from information on policy case j if there were no constraints on time, resources, or data ð d wtp ij Þ. The difference between these two measures defines the benefit-transfer error (BTE):
where b β k is a vector of parameters estimated from the study case data and v denotes the valuation methodology (e.g. travel cost, contingent valuation). BTE is a measure of convergent validity that compares two estimates of the same theoretical value defined in Eq. (1), which is not an absolute criterion because the true value of wtp ij is unknown. In an ideal setting where the policy case estimator is unbiased, such that E½ d wtp ij ¼ wtp ij , BTE will provide an unbiased estimate of ð d wtp T ij −wtp ij Þ. It is important to acknowledge that measurement error and other problems may cause the policy case estimator to be biased, limiting the policy relevance of the BTE statistic [30] . While this issue is important, it is beyond the scope of our study to resolve. Our research design follows the majority of the literature in separating the two problems. That is, we take d wtp ij as given and focus on explaining the composite error in measuring d wtp ij that is introduced by methodological features of the benefit transfer process and by differences between the study and policy cases.
The general expression for the benefit transfer error in Eq. (2) illustrates four distinct ways in which an analyst's modeling choices can influence the magnitude of the BTE.
3 First, the size of the BTE may depend on how the change in the environmental amenity, Δq ¼ q 1 −q 0 , is defined. Second, errors may stem from systematic differences between the observable characteristics of the study and policy case populations, G j ≠G k . Third, the BTE may vary with the valuation methodology, v. Finally, the error may depend on the transfer procedures embedded in d wtp T ij . The individual modeling decisions reflected in the definitions for Δq,v,G, and T may interact in ways that increase or decrease the BTE. Geographic similarity between the study and policy cases may reduce transfer errors more in value transfers than in function transfers, for example. That is, a function transfer can be calibrated to policy-case conditions by assigning levels to covariates in the transfer equation; whereas no similar calibration is possible for a value transfer so selection of the specific value to transfer that is "similar" becomes critically important. Transfer errors are typically reported in percentage terms,
Studies that do not report %BTE almost always report sufficient information for readers to make this calculation on their own.
Each study in the convergent validity literature reports one or more transfer errors conditional on a specific set of modeling decisions. We have systematically reviewed these studies and assembled a database documenting transfer errors and transfer characteristics. To extract the signals from the noise we use a meta-regression,
where X includes a vector of variables that we use to describe analysts' modeling decisions (variables representing Δq,v,G, and T).
Data description

Reviewing literature on convergent validity of benefit transfers
Through an exhaustive search, we identified 40 convergent-validity studies that were published or posted online between 1990 and 2009. Thirty eight of these studies were published in peer-reviewed journals or book chapters. We ultimately excluded the two studies that were not peer reviewed, because they had insufficient documentation for some of the key variables (Δq,v,G, and T). Three peer reviewed studies were excluded for the same reason. A study by Morrison et al. [22] was excluded in order to avoid duplication of the findings reported in Morrison et al. [23] . Studies by Engel [9] and Chattopadhyay [8] were excluded because benefit transfer errors were reported as ranges rather than point estimates. In addition, a study by Eshet et al. [10] was excluded because it would have been the only one to use the hedonic methodology, and a single study would not have allowed us to identify the effect of this valuation method on the %BTE. These exclusions left us with a total of 31 studies with %BTE observations to analyze. Summary statistics describing the transfer applications and results for each included study are reported in Appendix Table A1 . Citations to all 40 studies are provided in the journal's online repository of supplemental material, which can be accessed via www.aere.org/journals.
A uniform coding protocol was implemented to ensure that the modeling choices made by the authors of each study, and the corresponding %BTEs, were recorded correctly and consistently. The data were double coded by two research assistants, who then met with us to resolve discrepancies. Then we cross checked the coding a second time.
Some studies report what we refer to as "flip" error calculations. The investigators would compute a transfer error with j as the policy case and k as the study case a la Eq. (3). Then they would flip the two cases, computing a second transfer error with k as the policy case and j as the study case. Flipping the study and policy cases changes the sign and absolute magnitude of the percentage error in Eq. (3). Unfortunately, it was not possible to infer the flip errors for most studies that did not make this calculation directly. Since we were unable to include flip errors for every study, we decided to use a single set of errors from studies that reported flips. Specifically, we used the first set of errors reported by the investigators. 4 Each of the 31 validity studies reported multiple transfer errors, from as few as two to as many as 178. The error magnitudes vary with the transfer characteristics, selection of study cases and study case valuation methods, and amenity of interest. For example, Loomis et al. [19] tested the convergent validity of travel-cost estimates for the average consumer surplus associated with a single day of reservoir-based recreation in Sacramento, CA, Little Rock, AR, and Nashville, TN. After estimating travel-cost models for each of the three regions, they measured benefit transfer errors by making all possible pair-wise comparisons of estimated and transferred consumer surplus for 28 reservoir sites. This yielded 112 distinct transfer errors, half of which were flips. Excluding the flip errors left us with 56 observations on |%BTE| with a mean of 115%.
The final data set contains 1071 transfer errors. Of these observations, 55% describe applications in Europe, 37% are drawn from United States, and the remaining 8% are from Australia and the rest of the world. 5 The European data include observations from 12
Western European countries and the U.S. data include observations from all of the lower 48 states. The set of applications is also diverse. Eight studies considered the benefits of access to recreation sites (including forest recreation, reservoir based recreation, park recreation, and hunting); five evaluated prospective changes in the quality or quantity of water (including coastal areas, lakes, rivers, and groundwater); and three studies evaluated the benefits of reductions in sources of human health risk (air quality, water quality and ultra violet radiation). Other studies focused on opportunities for fresh water fishing (salmon, trout, big game, small game, flatfish, salmon, steelhead, walleye, pike, bass, and panfish), amenities associated with land preservation (farmland, forested land and coastal land), and the overall ecological health of watersheds, wetlands, and rivers. Fig. 1 illustrates the distribution of absolute benefit transfer errors. In percentage terms, the errors range from 0% to 7496%, with a mean of 172%. However, the mean reflects a few observations with extremely large errors. The median is 39%, less than a quarter of the mean. The large difference between the mean and the median suggests a need to investigate outlying observations that could influence econometric inferences from the data.
The distribution of transfer errors
We inspected the data for the presence of outliers using the inter-quartile range (IQR) criterion [32] . According to this criterion, an observation is classified as an outlier if j%BTEj o Q 1 −1:5 Â IQR and/or j%BTEj4 Q 3 þ 1:5 Â IQR, where IQR ¼ Q 3 −Q 1 , and Q 1 and Q 3 are the first and third quartiles of the |%BTE| distribution. This procedure detected 146 outliers. 6 Seventy-two percent of these were reported by just two studies, which also accounted for the largest percentage errors. 7 Fig. 2 graphs the distribution of transfer errors with outliers deleted. The mean and median |%BTE| are now reduced to 42% and 33%, respectively, and the maximum is reduced to 172% (equal to the mean when outliers were included). One explanation for these large reductions is that some of the validity studies were conducted for situations where the policy case and study case values were conveniently available. These comparisons may be comparisons of conveniently available value data and may not always be considered good candidates for benefit transfers, making it tempting to ignore them. On the other hand, including them in our analysis may help to identify combinations of procedures that tend to increase benefit transfer errors. To fully evaluate the sensitivity of our results to these large error observations we estimate the model with and without outliers. 4 Chattopadhyay [8] proposes an alternative formula for the %BTE that would avoid the flip error problem. The transfer error is computed as the absolute value of [((study case value -policy case value)/(study case value þ policy case value))/2] Â 100. This formula produces the same measure of error, regardless of which value is defined as the study case. It would be convenient if future convergent-validity studies were to adopt this metric. 5 We did not find evidence of systematic differences across these four regions in terms of the impact of modeling decisions on benefit transfer errors.
Adding fixed effects for regions to the linear meta-regressions did not produce any statistically significant differences in coefficients on benefit transfer characteristics. Unfortunately, there was insufficient variation in the data to identify separate nonparametric models for each region. 6 We also examined our models for leverage points and influential observations. There were some leverage points, but only a few were found to exert influence on OLS and WLS estimators. However, in general, it is difficult to identify influential and leverage data points when all of the explanatory variables are dichotomous. This observation, combined with the striking spread of the percentage transfer error, is what led us to adopt the IQR criterion. 7 We considered dropping these two studies, but ultimately decided to keep them in the analysis because most of their observations are not defined as outliers by the IQR criterion (37% are outliers). Table 1 defines the variables we use to explain the variation in benefit transfer errors, along with means and standard deviations for each variable. Of the 13 variables in the table, only |%BTE| is continuous. All 12 explanatory variables are binary indicators describing features of the benefit-transfer applications. They are grouped into the four categories that we defined earlier (Δq,G,v, and T). Comparing the means and standard deviations in the last two columns of the table reveals that dropping outliers does not produce any substantial changes in the distribution of explanatory variables.
Explanatory variables
The first variable in the Δq category, QUALITYΔ, equals one if the transfer describes a change in quality, as opposed to a change in quantity. For example, changes in human health, river bank erosion, farming practices, air pollution, and water pollution are all defined as quality changes, whereas changes in fish catch rates, water supply, and access to recreation sites are all defined as quantity changes. The variable USEVALUE indicates whether Δq affects the use value of a resource as opposed to a non-use or total value.
The second category of explanatory variables, G, assesses the similarity of the study and policy cases. POPULATION equals 1 if the study and policy case populations are essentially the same. STUDYAREA equals 1 if both cases occur in the same geographic region.
The third set of explanatory variables describes the valuation methodology. Most of the transfer errors are drawn from studies that used choice modeling (CM-31%) or contingent valuation (CV-29%). The remaining observations are based on reduced-form meta-analyses (META-17%), travel cost models of site demand (TC-12%), and random utility models of site choice (RUM-11%). 8 Finally, we use three variables to describe the nature of the transfer procedures. VALUETRANSFER indicates whether the procedure consisted of a value transfer or a function transfer. MULTIPLESTUDY equals 1 if the study case benefit measure is a composite of results from more than one study case; and MEAN equals 1 if the transfer error is reported as an average over two or more individual transfer errors. 
Nonparametric meta-analysis
A nonparametric model for binary regressors
Our nonparametric approach to meta-analysis avoids the need to restrict the functional relationship between benefittransfer errors and variables describing features of the transfer process. 10 Specifically, we adapt the kernel estimator for models with unordered discrete regressors described in Ouyang et al. [26] . Our estimation procedure recognizes that the true form of mðXÞ in Eq. (4) is unknown. Eq. (4) is estimated using a variant of the Aitchison-Aitken kernel function, which has a simple form and can be easily generalized. To see the mechanics of this process, let λ r denote a smoothing parameter (or bandwidth) associated with the r th component of X. The kernel function for r is defined as
using i ¼ 1, 2,…, N to index individual observations and X hr to denote the value of the r th component of X for the data point that neighbors X i . The corresponding product kernel can be expressed as
where Ið⋅Þ is an indicator function that equals 1 if the condition in the parentheses is true. Finally, the estimator for the unknown function mðXÞ is
The key difference between the nonparametric categorical regression estimator of mðXÞ and a standard parametric analysis is that the introduction of local weighting allows greater flexibility in uncovering variation in %BTE. 9 A referee suggested that we consider controlling for variables such as sample size and the number of explanatory variables. The problem with these variables is that they are noisy measures. For example, sample size varies with valuation method (CV observations versus CM choice occasions) and sample frames may be different (e.g., population versus users). Similarly, the range of %BTE logically depends on the relevancy of the explanatory variables, which may or may not be correlated with the number of explanatory variables. Adding these variables to the model may introduce endogeneity problems that harm, rather than help, the performance of our estimators. Nevertheless, the concept of developing objective measures of the "data quality" of original benefit transfer studies is an interesting topic for future research. 10 Readers are directed to Boyle et al. [5] for a detailed discussion of the nonparametric methodology used here.
To define the effect of a binary variable, let X ∽r denote the subset of regressors in X, excluding the rth variable, such that X ¼ ½X r , X ∽r : The response of b mðXÞ to changing X r from 0 to 1 can be written as
which can be estimated at every data point. Instead of having a single point estimate for each regressor as in a linear metaregression, we have a vector of responses that are interpreted as the change in |%BTE| for a change in X, given the values of the remaining covariates. We refer to these as "response effects". The rate of convergence for the estimator depends on the relevance of the explanatory variables and on the selection of bandwidths. In the language of nonparametric analysis, an explanatory variable is said to be "irrelevant" if mðXÞ is constant with respect to that particular variable; i.e. if the response effects are zero everywhere. Hall et al. [11] formalize the distinction between relevant and irrelevant variables. To see their distinction, first partition the set of explanatory variables into two components, X=[X 1 ,X 2 ]. The variables in X 2 are irrelevant, if the dependent variable (Y) and X 1 are independent of X 2 . The bandwidth for an irrelevant binary variable approaches the upper bound of "1" [26] . Therefore, if we find that λ r ≈1, we conclude that r is "irrelevant".
We estimate bandwidths using the data-driven least-squares, cross-validation method (LSCV). LSCV employs the leaveone-out technique to find the optimal value of the smoothing parameters. Ouyang et al. [26] demonstrate that the rate of convergence to the optimal value of λ is of the order O p ðn −1 Þ when all regressors are relevant and O p ðn −0:5 Þ when some regressors are irrelevant. 11 Importantly, these convergence rates are faster than nonparametric models with continuous regressors. Thus, the nonparametric model with binary regressors is less vulnerable to the curse of dimensionality. Moreover, if all regressors are discrete and relevant, the nonparametric model converges at the same rate as the correctly specified parametric model. In the presence of irrelevant variables, the nonparametric model for binary regressors is still consistent, but it converges slower than the correctly specified parametric model. Of course, an econometrician never knows the correct specification for a parametric model. A misspecified parametric model may not converge at all [18] .
The performance of nonparametric models in information deficient settings
It is important to consider the space of potential modeling decisions for benefit transfers. With five valuation methods and seven binary regressors describing the transfer process, there are 2 7 Â 5 ¼ 640 "cells" in the data "grid" describing potential approaches to conducting a benefit transfer. 12 Our data contain 1,071 observations on transfer errors, but these observations are not uniformly distributed across the data grid. Some of the cells are empty. While nonparametric models with binary regressors are not subject to the same "curse of dimensionality" as models with continuous regressors, it may still seem counterintuitive that a nonparametric model would be able to estimate bandwidths with a reasonable degree of accuracy in this environment. Fortunately, there is a wealth of recent evidence that our estimator is, in fact, well suited to "information deficient" environments [14, 26, 27, 31] . We summarize technical details in the appendix. Of course, the nonparametric model does not allow us to calculate response effects for empty cells. Greater numbers of empty cells in the support of a particular variable make it harder to determine the full range of impacts of that variable on the benefit transfer error. Adding parametric restrictions to the meta-regression reduces the number of cells that have to be filled in order to identify a variable's impact, while simultaneously increasing the scope for functional form misspecification to bias the estimator. With this tradeoff in mind, we proceed in two stages. First we estimate the meta-regression nonparametrically. The results allow us to characterize ranges of response effects for most variables. Then we estimate a conventional linear meta-regression using weighted least squares, recognizing that the credibility of inferences based on our results is decreasing in the strength of the functional form assumptions we maintain [21] .
Results
Nonparametric model
LSCV bandwidths were estimated separately for the full data set (N ¼1071) and for the data set excluding outliers (N¼ 925). The two sets of bandwidths differed substantially. Therefore, we adapted Hartarska et al.'s [12] procedure for dealing with outliers in nonparametric models. Following their logic, we mitigate the influence of outliers by first estimating the optimal bandwidths without outliers and then using the estimated bandwidths to estimate mðXÞ on the full data set 11 Ouyang et al. [26] make an iid assumption that is not guaranteed to hold in our data. However, Li et al. [18] study the nonparametric kernel regression estimator and optimal bandwidth selection in the presence of weakly dependent data. Their results are similar to the iid results from Ouyang, Li, and Racine. While Li, Ouyang and Racine do not explicitly consider the case where irrelevant variables are included in the regression model, they note, "… we fully expect that the results in Hall et al.'s [11] analysis carry through to weakly dependent data settings. We present simulation results that support this contention …" (p. 699). 12 The valuation methodologies can be modeled as separate binary variables or as a categorical variable with META as the base category. Both these techniques generate qualitatively similar results. In this paper, we present the results with methodological variables as a category recognizing that we lose the ability to identify separate bandwidths for methodological variables.
(including outliers). Table 2 reports the resulting LSCV bandwidths, along with summary statistics for the distribution of response effects (mean, median, 25th and 75th quartile). 13 Using the wild bootstrap procedure we estimate cluster robust standard errors to correct for potential heteroskedasticity and correlation of the errors within each original study. 14 The estimated quartiles of the response effect distributions reveal five clear results. The first result is one of the stylized facts in the literature; value transfers tend to generate larger transfer errors than function transfers. The second result follows logically from what is known about the complexity of research design; transfer errors tend to be larger for studies that consider changes in environmental quality, rather than the quantity, of a particular amenity. Third, contingentvaluation applications generate lower transfer errors than choice modeling. Fourth, travel cost models of site demand are associated with lower transfer errors than random utility models of site choice. Lastly, contingent valuation generates lower transfer errors than meta-analysis, which in turn performs better than choice modeling, travel cost and random utility models. All of these results are large in magnitude, statistically significant, and remarkably robust; the interquartile ranges and means all suggest consistent directions for the response effects. (We will interpret these results in Section 5.3 after summarizing results from the WLS model.)
Other nonparametric response effects are less robust. Convergent validity studies where the study and policy cases describe the same geographic area are associated with smaller transfer errors sometimes, but not always. The 25th and 50th quartiles of the response effect distribution are negative, but the 75 th quartile is positive. Likewise, in situations where the study case value was defined using data from multiple studies, the negative mean response effect is clearly driven by the Robust cluster wild bootstrapped standard errors are given in parentheses. Bandwidths for RUM, CV, TC, and CM are identical, as they are included as one categorical variable with META as the base category. The fact that the 25th, 50th and 75th quartiles in the distribution of response effects are identical for some explanatory variables reflects the discreteness in variable space. The bandwidths for variables QUALITYΔ, STUDYAREA, RUM, CV, TC, CM, and MEAN suggest that their response effects are generated from a frequency type estimation. The intercepts for the nonparametric models can be easily computed, however, they are not useful for our analysis and are not reported in this table.
n Significance codes for WLS models: 0.1. nn Significance codes for WLS models: 0.05. nnn Significance codes for WLS models: 0.01. 13 We perform a kernel based nonparametric test of significance. This test is analogous to a t-test in linear regression [28] . Most of the variables are highly significant except for MEAN that is significant at 10% and USEVALUE, which is insignificant. 14 Cameron et al. [7] demonstrate that these standard errors perform well in making robust inferences in the presence of clustered observations. After estimating Eq. (7), a wild bootstrap sample is generated as %jBTEj
, where s is the study id and є n is a white noise term and b mðXÞ and are the nonparametric fitted value and residual terms, respectively. The white noise term is defined such that Eðє n Þ ¼ 0 and Eðє n2 Þ ¼ 1. Values are randomly selected using a two point distribution given by:
with probability ð1−pÞ. The bootstrap sample is then used to estimate new response effects. This procedure is repeated 999 times. Thus, for each estimated response effect of the relevant variables, we will have 999 values. The standard error for an estimated response effect is calculated by taking the standard deviation of the corresponding 999 bootstrapped response effects.
observations in the left tail of the distribution of response effects. Finally, the data do not allow us to recover precise estimates for the response effect distributions associated with POPULATION, MEAN, and USEVALUE. The estimated bandwidth for the first variable is 1, and the cluster robust standard errors for the other two variables suggest that their response effect distributions cannot be estimated precisely (MEAN is significant at 10% and USEVALUE is insignificant). Therefore, in the hope of recovering reasonable approximations to the means of their response effect distributions, we repeat the estimation after adding the conventional linearity and separability restrictions to the meta-regression.
Parametric model: Weighted least squares
Recall that the 31 convergent validity studies vary considerably in the number of values they report for the %BTE (from 2 to 178). Since ordinary least squares estimation assigns equal weight to each observation, studies that provide more observations have greater influence on the results from linear estimation. To mitigate this influence, we estimate Eq. (4) using weighted least squares (WLS) with cluster robust standard errors. Each observation is weighted by the total number of observations contributed by the corresponding study. Thus, individual observations from studies that provide more observations receive less weight in the estimation. The last two columns of Table 2 report the WLS results, with and without outliers. Not surprisingly, dropping outliers decreases the absolute magnitudes of point estimates for the regression coefficients and improves model fit. 15 The modeling decisions we observe explain three quarters of the variation in the percentage transfer error when outliers are removed. Imposing the linearity and separability restrictions on the model produces substantial changes in the estimated mean response effects. Nevertheless, with or without outliers, the WLS point estimates are still consistent with most of the qualitative findings from the nonparametric regression. The most striking changes are in the coefficients for the variables describing study case valuation methods. The WLS model suggests that RUM, travel cost, contingent valuation, and choice modeling all tend to produce smaller transfer errors than meta-analysis (the excluded category). While our nonparametric model is consistent with this conclusion for contingent valuation, it provides conflicting evidence that travel cost and metaanalysis produce smaller transfer errors than RUM and choice modeling. A consistent kernel test [15] rejects the null hypothesis that the WLS model is correctly specified against the nonparametric alternative. The differences in sign and magnitude for the mean response effects for RUM, TC, and CM reveal the empirical importance of the misspecification bias in the functional form of the linear model. Moreover, the width of the interquartile range of nonparametric response effects suggests that the linear model overlooks important features of the data.
Interpretation of the results
We use a novel approach to graphical analysis -45 degree plots of whisker figures -to help us interpret our findings. The idea for the plots is simple. Both axes of a 2-dimensional diagram are used to represent the same range of response effects for an independent variable [13] . This makes it possible to visualize the entire distribution of response effects (and their confidence intervals) along the 45-degree line. To see this, consider Fig. 3 . The solid square represents our WLS estimate for the impact of value transfers relative to function transfers, using the full data set. Its level (31%) can be seen from the horizontal axis. Its whiskers define a 95% confidence interval around our point estimate, measured on the vertical axis. The solid circle and its whiskers summarize our WLS estimate when we exclude outliers. Each remaining vertical line represents a cluster of nonparametric response effects. The number at the center of each line reports the share (percentage) of effects clustered at that point (e.g. 49% of the effects are clustered at a point near a 200% error). To understand why clustering occurs, recall that all regressors are binary, making b mðXÞ discontinuous. As a result, the response effects tend to be clustered at values that correspond to specific combinations of explanatory variables. When multiple clusters are too dense for their individual shares to be legible, brackets are used to indicate the cumulative share for the group. For example, 26% of response effects are located in a series of clusters just above zero. Finally, the text box indicates that 88% of the response effects are positive.
Visual inspection of the response effect distribution can reveal important features of the data that cannot be seen from the mean response effects and their quartiles in Table 2 . For example, seeing the right tail of the distribution may be especially important if a benefit transfer practitioner wants to avoid benefit-transfer practices that create the possibility of extreme errors. Seeing the entire distribution also enables the analyst to assess the robustness of WLS mean effects. Fig. 3 confirms the stylized fact that function transfers outperform value transfers [6, 29, 30] . Eighty-eight percent of the response effects are in the positive quadrant and so are the point estimates from both WLS models. While moving from WLS to the nonparametric model does not change our conclusion about the sign of the mean response effect, it does suggest two additional findings. First, the superior performance of function transfers is extremely robust. Second, the distribution of response effects has a fat right tail. Moving from function transfer to value transfer often increases the benefit transfer error by as much as 200%. This effect is several times as large as the mean response effects suggested by the WLS models. The superior performance of function transfers is likely due, in part, to the presence of spatial and temporal variation in amenities and variation in household income and preferences (Boyle et al. [3] ). Function transfers adjust for features of this heterogeneity, whereas value transfers do not.
Function transfer versus value transfer
Quantity changes versus quality changes
An equally robust result is that benefit transfers almost always generate lower transfer errors when they describe quantity changes, rather than quality changes. Fig. 4 illustrates that 96% of the nonparametric response effects are positive, along with both estimates from the WLS model. Nearly two thirds of the response effects exceed 100%. These findings make sense. Quantity changes are usually easier to describe than quality changes. Anglers can easily understand a change in catch rates or a permanent closure of a fishing site, for example. In contrast, it may be difficult for them to assess a change in water quality, especially when the change is not visible and the effect on fishing is not explicit. Furthermore, consumers may perceive quality differently at the study and policy cases, increasing the transfer error. If the benefit-transfer practitioner is unable to control whether their assessment is framed as a quantity or quality change, the results in Fig. 4 suggest that extra caution and additional sensitivity analyses are warranted if the transfer involves a change in environmental quality.
Geographic similarity
The nonparametric model reveals important features of the response effect distribution for STUDYAREA that are obscured by the linearity and separability assumptions of a conventional meta-analysis. To see this, first notice that our WLS point estimates are both negative, but close to zero (−7% to −14%) and statistically insignificant. In contrast, the mean response effect in the nonparametric model (−52%) is larger and statistically different from zero. It indicates that geographic Fig. 3 . Benefit transfer error response effects for VALUETRANSFER. The figure plots WLS point estimates for the VALUETRANSFER variable, nonparametric response effect estimates (REE), and 95% confidence intervals for each. The square and circle represent the WLS point estimates based on the data with and without outliers, respectively. The horizontal bars above and below denote 95% confidence intervals. The numbers indicate the share of the response effects at the point where the number is located. Clustering of REEs occurs because all of the independent variables are binary. Fig. 4 . Benefit transfer error response effects for QUALITYΔ. The figure plots WLS point estimates for the QUALITYΔ variable, nonparametric response effect estimates (REE), and 95% confidence intervals for each. Response effects in the negative quadrant have very small standard errors resulting in small confidence intervals, which are not legible on this graph. See the legend of Fig. 3 for additional explanation. similarity between the study and policy cases substantially reduces transfer errors, consistent with the stylized facts in the literature [4, 16, 29] .
However, the mean nonparametric response effect summarizes a wide distribution. While more than half of the response effects are negative, 36% are clustered at a large positive value (nearly 200%) with a very small confidence interval. This counterintuitive cluster of extreme positive values reflects two attributes of the nonparametric analysis. First, the response effects in Fig. 5 are only calculated for the observations with STUDYAREA ¼1. 16 This is a small share of the data (26%).
Second, of this 26%, a large cluster of observations come from a single study that happens to have an extreme response effect, which may suggest a poor comparison application was chosen for the validity investigation. The response effects for STUDYAREA can be divided into two groups-applications with value transfers or function transfers. Within each group, the average response effect is negative but the direction of the effect is far more robust for value transfers. Thus, our results reinforce the general importance of geographic similarity between study and policy cases when value transfers are conducted. These results also suggest that function transfers facilitate calibration, based on explanatory variables that might overcome differences in the policy and study cases.
Combining data from multiple study cases
Intuition would suggest that combining data from multiple study cases would reduce transfer errors as long as the selected study cases are appropriate for the transfer. Moreover, Smith, Van Houtven, and Pattanayak's [33] logic for "preference calibration" suggests there are gains from using multiple study cases to span the relevant portion of the policy case benefit function. Indeed, the WLS models suggest a modest reduction in %BTE and the mean nonparametric response effect for MULTIPLESTUDY in Table 2 appears to confirm this finding. Fig. 6 reveals some interesting heterogeneity underlying the mean response effect. Just over three-quarters of the effects are positive, but they are all less than 1% with tight confidence intervals. The negative response effects are at least an order of magnitude larger; the mean is −28% and the maximum is −9%. Focusing on the negative response effects, 86% correspond to function transfers and 73% correspond to studies that evaluated quantity changes. In contrast, almost all of the value transfers have positive (but near zero) response effects. These findings indicate that combining values from several studies has greater scope to improve the accuracy of function transfers that can adjust for differences between the sites.
Valuation methodology
The nonparametric response effects for study case value methods are the most difficult to interpret. Designs with more choice alternatives (e.g., choices in CM and sites in RUM) appear to be associated with larger errors. In the context of stated preference research, contingent valuation is associated with smaller errors than choice modeling. On the revealed preference side, travel cost models of site demand tend to have smaller errors than random utility models of site choice. The mean response effects range from −70% for CV to 349% for CM. Meta-analysis lies in between these extremes, which is not surprising since the meta-analyses in our data are mostly based on study case value estimates derived from two or more of these four valuation methods.
One interpretation of these results is that increasing the number of choice alternatives leads to more complex econometric models, increasing the scope for modeling decisions to introduce bias and increase the Fig. 3 for additional explanation. 16 Similar to dummy variables in a linear model, calculation of response effects requires there to be a base group with a value of 0 for each variable. We defined the base group to be the subset of observations that did not make the modeling decision represented by a '1' for the corresponding variable. If we were to switch the base group, we could calculate response effects for the remaining observations, allowing us to "fill in" the response effect distribution. However, the qualitative results would be unchanged. transfer error. 17 However, we must be extremely cautious with this interpretation. It is important to keep in mind that, on average, CV studies generate the fewest transfer errors per study. 18 In comparison, CM and META studies often test convergent validity by comparing each transfer estimate with each of the remaining 'N-1' alternatives. The "extra" transfer errors generated by CM, RUM, META and TC based studies may be econometric targets of opportunity that would not be considered best practices in a real world policy evaluation. More importantly, our measure for the benefit transfer error does not say anything about the relative performance of these methods in estimating the actual wtp at the policy and study cases using case-specific data. At most our results only illustrate that CV has performed relatively better in benefit transfer applications than other methods. Following this result, an important area for future research would be to compare the performance of study case valuation methodologies in the context of benefit transfer. This can be achieved by conducting a benefit transfer exercise for the same set of study and the policy cases using more than one valuation method.
Conclusions
What are the practical implications from the past 20 years of research on the convergent validity of benefit transfers? Out of 1071 transfer errors reported by 31 studies, the median absolute error is 39% for all data and 33% with the outliers removed. Individual transfer errors range from close to 0% to larger than 200%. Both the median transfer error and its range are similar in magnitude to certain types of errors associated with original studies. For example, Murphy et al. [26] assess the importance of "hypothetical bias" in stated preference research by analyzing results from 28 laboratory and field experiments on the difference between hypothetical statements of value and actual statements of value based on binding commitments. The median hypothetical value overstated actual value by 35%, with the majority of estimates for hypothetical bias falling between 0% and 200%.
Our results demonstrate characteristics of benefit transfers that are associated with greater or lesser errors. These insights can help to guide future analyses on where caution is important in the conduct of a benefit transfer and robustness checks are warranted. The evidence overwhelmingly supports the stylized fact that function transfers outperform value transfers. The literature also suggests that benefit transfers are better able to predict the willingness to pay for quantity changes than for changes in environmental quality. The former is a choice made by the benefit-transfer practitioner, while the latter is defined by the policy question being addressed. That said, if the practitioner must perform a value transfer then it becomes especially important to ensure that the study-case value estimate matches the policy-case value definition. We also find that using information from multiple and geographically similar study cases can reduce benefit transfer errors. Site similarity tends to be more important for value transfers, but function transfers appear better equipped to exploit information from multiple studies. Fig. 3 for additional explanation. 17 As Boyle et al. [3] demonstrate, specification of a utility function for an econometrically consistent RUM or CM transfer requires that four "S" assumptions are satisfied. The study site model must be correctly specified; unobserved attributes of the study and policy sites must be separable from observed attributes in the utility function; consumers must not be sorted across the study and policy sites according to unobserved attributes of their preferences; and the data on demographic attributes of policy site consumers must not present any form of selection bias. 18 A total of twelve contingent valuation studies generate 29% of the benefit transfer errors, therefore, the average transfer errors per study is about 2.4%. The average transfer errors per study exceed 3% for the rest of the study case valuation methods.
It is important to distinguish between the way that meta-analysis is used for benefit transfers and the way that we have used the methodology in this study. We have developed a new nonparametric approach to meta-analysis and demonstrated that it can extract important signals from the data that remain hidden in conventional linear models. This advancement continues a long tradition of refining the econometrics of meta-analysis in order to distill key findings from research on important questions in environmental economics [1, 34, 35, 37] . In contrast, when meta-analysis is used to conduct a benefit transfer the methodology must provide policy-relevant transfer estimates. Parametric estimation is desirable for providing point estimates of meta-equation parameters, but the robustness of these parameter estimates should be investigated using nonparametric estimation. Our results on the performance of methodological variables need to be carefully interpreted. For benefit transfer, we find that contingent valuation and travel cost models perform better than choice modeling and random utility models, respectively. However, these results do not suggest anything about the relative performance of these methods in estimating the actual wtp at the policy and study cases using case-specific data. An important area for future investigation would be to test the performance of benefit transfer applications for specific valuation methods (e.g., CV, RUM, META, etc.) holding the study and policy case applications constant. Our results on META indicate that the performance of meta-analysis based on specific valuation methods (e.g. CV and TC), in the context of benefit transfer, should be investigated in the future.
Finally, we have some recommendations for future studies evaluating the validity of benefit transfers:
In our review of literature, we observed several cases where transfer characteristics were not clearly documented.
Future benefit-transfer validity analyses must be more thorough in their documentation of data and analysis procedures.
Wide ranges of transfer errors were sometimes presented, but not explained. A documentation protocol is needed in order for future convergent-validity studies to enhance the credibility of benefit transfers. Each study should define the criteria they use to identify study and policy cases that are good candidates for benefit transfers, and then justify each comparison in the context of those criteria.
A protocol for computing errors should be used, such as presented by Chattopadhyay [8] , so that benefit transfer errors are invariant to the specification of study and policy cases.
Investigators need to go beyond simply reporting transfer errors to explore why some comparisons have small errors and others have large errors.
Taking these steps would provide insights to refine the criteria for when appropriate data are available to conduct benefit transfers and enhance the credibility of benefit transfers.
Appendix I. Nonparametric estimation in information deficient settings
A well-known paradox in the theoretical study of nonparametric cross validation methods is that "the harder the estimation problem, the better cross-validation performs" (see Savchuk et al. [31] for a summary and citations to literature). This paradox is exemplified by the 'information deficient' setting in which we are working. In Theorems 2.1 and 3.1 of their paper, Ouyang et al. [26] demonstrate that the convergence rate of the bandwidth for our estimator does not depend on the number of empty cells. Thus, the presence of empty cells will not deteriorate the empirical performance of cross-validation relative to the theoretical insights.
Recent studies have also produced simulation-based evidence on the performance of both the nonparametric estimator and the cross-validated bandwidths. While none of the simulation environments provide an exact match to our data, some have considered problems that are harder than the one we face. The strongest evidence can be found in Henderson et al. [14] . Their simulations investigate model performance in a setting with 10 covariates (five continuous, five discrete) using sample sizes ranging from 409 to 719. They find that cross validation performs well (in terms of the bandwidths) and that the nonparametric estimator outperforms misspecified linear models. Importantly, the mixed discrete-continuous nature of their data would imply slower rates of convergence for the bandwidths than in our study. Parmeter et al. [27] report similar results in terms of the cross-validated bandwidths' ability to correctly smooth out irrelevant variables. Thus, the collective evidence from the recent literature suggests that having a large number of covariates and empty cells does not prevent the cross-validated bandwidths from being able to distinguish relevant from irrelevant covariates; nor does it prevent the estimator from identifying the response effects for explanatory variables in the cells that are filled.
Appropriate selection of the smoothing parameter also alleviates the information deficiency issue by combining empty or sparsely filled cells with nearby cells containing data thereby leveraging information from cells that are deemed "close". Consider the category of study case valuation method, "v". We combine the variables in this category (META, RUM, TC, CV and CM) into a single categorical variable taking values in (0, 1, 2, 3, 4) . In the presence of many discrete variables combining variables that define the same procedure is a viable strategy for improving the success of bandwidth estimation; however, we dispense the ability to identify separate bandwidths for each of these variables as they are combined into a single category. Although we cannot identify separate bandwidths, Ouyang et al. [26] demonstrate this will yield qualitatively similar insights into each cell's "effect" on the response of interest implying that we can consistently estimate each cell's effect. Now suppose that no observations exist for category '2'. In this case we can still present function estimates using the smoothing approach. Our nonparametric categorical regression estimator for category '2' would be: 
where λ is the bandwidth used to smooth over the five cells. This shows that the nonparametric smoothing estimator is a weighted average of nearby cells (0, 1, 3, 4) . The weight depends upon the distance of a cell from the cell of interest, |X i −2|. In the parametric approach, there would only be four categories (0, 1, 3, 4), and the category '2' would have been placed in the baseline category '0', meaning that the function estimate for true '0' members would also be applied to '2' members. However, in case of nonparametric regression, the estimator leverages information from the nearby cells. 
