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Abstract
Borehole resistivity measurements are routinely employed to measure the elec-
trical properties of rocks penetrated by a well and to quantify the hydrocarbon
pore volume of a reservoir. Depending on the degree of geometrical complexity,
inversion techniques are often used to estimate layer-by-layer electrical proper-
ties from measurements. When used for well geosteering purposes, it becomes
essential to invert the measurements into layer-by-layer values of electrical re-
sistivity in real time. We explore the possibility of using deep neural networks
(DNNs) to perform rapid inversion of borehole resistivity measurements. Ac-
cordingly, we construct a DNN that approximates the following inverse problem:
given a set of borehole resistivity measurements, the DNN is designed to de-
liver a physically reliable and data-consistent piecewise one-dimensional layered
model of the surrounding subsurface. Once the DNN is constructed, we can
invert borehole measurements in real time. We illustrate the performance of
the DNN for inverting logging-while-drilling (LWD) measurements acquired in
high-angle wells via synthetic examples. Numerical results are promising, al-
though further work is needed to achieve the accuracy and reliability required
by petrophysicists and drillers.
Keywords: logging-while-drilling (LWD), resistivity measurements, real-time
inversion, deep learning, well geosteering, deep neural networks.
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1. Introduction
One of the purposes of geophysical measurements is to interrogate the sub-
surface of the Earth to find oil and gas, and to optimize the production of
existing hydrocarbon reservoirs. We divide existing geophysical measurements
into two categories: (a) surface geophysical measurements, such as controlled
source electromagnetics (CSEM) (see, e.g., [1, 2]), seismic (see, e.g., [3]), and
magnetotellurics (MT) (see, e.g., [4]), and (b) borehole sensing, such as logging-
while-drilling (LWD) data (see, e.g., [5, 6]).
In this paper, we focus on borehole resistivity measurements. In particu-
lar, on those acquired with LWD instruments, which are currently widely used
for well geosteering applications (see Figure 1). These logging instruments are
equipped with one or various transmitters that emit electromagnetic waves,
which are recorded at receivers that are also mounted on the same logging
device. By adequately interpreting (inverting) these measurements, it is pos-
sible to determine the subsurface electromagnetic properties nearby the well,
thus enabling the selection of an optimal well trajectory to target hydrocarbon-
producing zones.
From the mathematical point of view, we identify two different problems
depicted in Figure 2:
• Forward problem: Given a transmitter t and known material properties
(in our case, a resistivity distribution and the geometrical characteristics
of the media represented by vector p), the forward problem delivers the
magnetic field (or a post-processed quantity of it) denoted by m (a vector
of measurement) at a receiver r. Denoting by T a well trajectory composed
of several logging positions (i.e., T = {ti}Ti=1, where T is the number of
logging positions), we have:
M = F(p;T), (1)
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Figure 1: Drawing of three wells showing how different well trajectories can be employed to
reach a specific subsurface target.
where F accounts for a partial differential equation (PDE) based on
Maxwell’s equations and boundary conditions governing the electromag-
netic wave propagation phenomena, and M = {mi}Mi=1 is the vector of
measurements acquired along the well trajectory T, where M is the num-
ber of measurements (see e.g., [5, 7, 8]).
• Inverse problem: Given a set of measurements M obtained over a spec-
ified logging trajectory T, the solution of the inverse problem delivers a
material subsurface distribution p ∈ RP (see, e.g., [6, 9, 10]), where P is
the number of Parameters characterizing the media. An analytical expres-
sion of the governing equation I that relates these variables is unknown.
Nonetheless, for convenience, we express this problem as:
p = I(M;T). (2)
Mathematically speaking, the above function I is not well-defined. For
a given set of input parameters, it may have no output or, as it occurs
more frequently, it can provide multiple outputs. These well-known unde-
sirable properties of inverse problems (see, e.g., [11, 12]) make them much
more difficult to treat than forward problems. Various techniques such as
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regularization are intended to overcome these challenges and simplify the
solution of inverse problems. The incorporation of non-linear constraints
into I is also a common technique to prevent non-physical solutions (see,
e.g., [11]).
OutputInput
Forward:
Subsurface
properties P
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Well trajectory T
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Inverse:
Input Output
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+
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Subsurface
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Figure 2: High-level description of a forward and an inverse problem.
An inversion problem is mathematically posed as a minimization of a cost
function. There exist multiple approaches in the literature to solve such mini-
mization problems. A popular one is based on the use of gradient-based algo-
rithms [11, 12]. However, they only guarantee a local minimum, which can be
far away from the global one. Another family of methods is based on statistical
algorithms [11–13]. However, they often require a large number of simulations,
which increases the computational time. Moreover, for each new dataset of
measurements, one needs to repeat the entire inversion process, which could be
computationally intensive. This occurs because none of these methods deliver
a full approximation of function I itself, but rather they evaluate it over a
particular set of measurements.
In this work, we propose a different approach based on approximating func-
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tion I offline (i.e., a priori) using a deep neural network (DNN), and then,
during field operations (online), evaluating this approximation for each given
set of recorded measurements M.
Early DNNs were already proposed in 1965 [14]. The term deep learning was
introduced in 1986 [15], and later in 2000 [16] to refer to neural networks (NNs)
that contain a large number of layers [17]. A DNN enables to automatically
detect and extract complex features that may be present in a given dataset. This
was not possible with traditional NNs. In the last decade, DNNs have proven to
be useful in multiple areas of knowledge (including computer vision [17], speech
recognition [18], and biometrics [19]) to approximate complex functions with
unknown properties. In recent years, the use of machine learning algorithms [20–
25] and deep learning [26, 27] in computational mechanics and computational
geophysics has become an active area of study. However, to the best of our
knowledge, deep learning algorithms have not been applied to the inversion of
borehole resistivity measurements, and therefore, its advantages and limitations
on this area are unexplored.
In this work, we provide an introduction for geophysicists on the use of
DNNs for solving inverse problems and analyze their main features and limita-
tions when applied to the rapid interpretation of borehole resistivity measure-
ments for geosteering purposes. To simplify the problem and increase the speed
of computations, we restrict to Earth formations composed by a sequence of
one-dimensional (1D) layers, as described in [9]. The use of this assumption
is common in the oil & gas industry for the inversion of borehole resistivity
measurements [6, 28].
The remaining part of this document is organized as follows. Section 2
provides an introduction to deep learning algorithms. Section 3 describes the
governing equation for borehole resistivity measurements. We introduce our
measurement acquisition system in Section 4. Section 5 explains the parame-
terization (discretization) we select for the well trajectory. A similar description
for the material properties discretization is provided in Section 6. Section 7 de-
scribes the training of our DNNs, and it shows the results of the training stage.
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Section 8 demonstrates the applicability of DNNs for inversion of borehole re-
sistivity measurements via synthetic examples. Finally, Section 9 is devoted to
conclusions and future work. We also include three appendices that describe
some advanced technical details about the DNN employed in this work.
2. Deep Neural Networks for Inverting Resistivity Measurements
In this section, we consider a discrete representation of the inverse function
Ih : RM×R3T → RP that associates each pair of measurements and trajectories
(M×T) ∈ RM×R3T with a corresponding distribution of subsurface properties
p ∈ RP . In order to approximate this function, we employ NNs [29]. We
provide below a concise overview of how to construct this kind of operators.
The existing literature about NNs is large, but in here we only intend to briefly
introduce some NNs and related algorithms to geophysicists that are relevant
for the inversion of borehole resistivity measurements.
2.1. Fully-Connected Neural Network
Early formulations of NNs, known as fully-connected neural networks (FC-
NNs), were defined by repeated compositions of simple transformations. Denot-
ing x = (M,T), an FC-NN composed of L layers is given by:
Iθ(x) = (N (L) ◦ . . . ◦N (l) ◦ . . .N (2) ◦N (1))(x), (3)
where N (l)(x) = s(W(l) · x+ b(l)) , W(l) is a matrix, and b(l) a vector. Thus,
W(l) · x + b(l) is an affine transformation. s is a simple non-linear point-wise
mapping (activation function), typically the so-called rectified linear unit given
by:
s(v1, ..., vr) = (max(0, v1), ...,max(0, vr)). (4)
Other activation functions can be applied, with arguably worse gradient preserv-
ing properties (e.g., tanh). We define θ(l) as a vector composed of all entries of
matrix W(l) and vector b(l) for each layer l = 1, ..., L. Thus, θ = {θ(l) : 1 ≤
l ≤ L} is a large vector of parameters fully determining Iθ. Due to the vary-
ing dimensions of the different matrices W(l) and vectors b(l) at each layer in
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Equation (3), the dimensionality of the input x can change, eventually reaching
that of the target variable p ∈ RP.
2.2. Training an NN: Data Preparation
We consider a finite set S containing m data samples:
S = (M, T ,P) = {(M[i],T[i],p[i]) :
M[i] ∈ RM ,T[i] ∈ R3T ,p[i] ∈ RP , 1 ≤ i ≤ m}.
(5)
This set is randomly split into three disjoint subsets, referred to as training,
validation, and test sets, respectively:
Strain = (Mtrain, Ttrain,Ptrain)
= {(M[i],T[i],p[i]) : 1 ≤ i ≤ m1},
Sval = (Mval, Tval,Pval)
= {(M[i],T[i],p[i]) : m1 + 1 ≤ i ≤ m2},
Stest = (Mtest, Ttest,Ptest)
= {(M[i],T[i],p[i]) : m2 + 1 ≤ i ≤ m}.
(6)
We apply a network Iθ to the input data sampled from set S in order to produce
a prediction Iθ(M[i],T[i]) of its resistivity values. Then, one can compute the
accuracy of such prediction via an error function L, in our case given by the l2
norm of the difference between both vectors:
L(Iθ(M[i],T[i]),p[i]) = ‖Iθ(M[i],T[i])− p[i]‖2. (7)
The numerical process by which the error given by Equation (7) is iteratively
minimized via a gradient-based algorithm across the entire training set is re-
ferred to as training, and will be detailed in the next subsection. The valida-
tion set Sval is employed to perform some high-level NN design decisions, e.g.,
to modify the network architecture (the dimensions of the different layers) or
different parameters controlling the numerical optimization algorithm. After
training, we compute predictions for data samples in Stest . Then, the network
Iθ is said to generalize properly if the errors in Strain and Stest are similar.
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In addition, if such errors are relatively low, we can assume that Iθ correctly
approximates operator Ih.
2.3. Training an NN: Numerical Optimization
A critical feature of NNs is that they are a hierarchical composition of mul-
tiple functions that are easy to differentiate. Hence, the chain rule becomes an
essential tool to find derivatives of these operators. This is the core idea of the
most popular algorithm for implementing gradient descent strategies on NNs,
called back-propagation in the NN’s literature [30].
Within each gradient descent iteration, we first carry out a forward pass for
a given data sample (mi, ti) in order to compute a prediction Iθ(M[i],T[i]) and
the corresponding error L(Iθ(M[i],T[i]),p[i]). Afterwards, this error is back-
propagated by applying the chain rule to the composition of functions defining
the different layers of the network. Hence, proceeding from the last layer of
the model backwards, one can estimate the gradient of the loss function with
respect to parameters θ, defining Iθ in reverse order as:
∂L(θ)
∂θ(L)
, . . . ,
∂L(θ)
∂θ(l+1)
,
∂L(θ)
∂θ(l)
, . . . ,
∂L(θ)
∂θ(1)
(8)
The gradient at each layer is derived based on previous gradient computations,
parameters θ are updated with some form of gradient descent strategy (e.g.,
stochastic gradient descent), and the process is iterated over all elements of the
training set so as to minimize its average error.
The number of iterations during which the model is trained is typically de-
cided by monitoring the value of the loss function L on elements of the validation
set Sval that are never used to adjust the network parameters. During training,
that value is compared with the loss value attained in Strain in order to stop the
optimization process as soon as both quantities start to diverge, which would
imply that the network is becoming too much adjusted to the training data and
failing to generalize, a phenomenon known as overfitting.
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2.4. Convolutional Neural Networks
As observed from Equation (3), NNs are defined as a composition of func-
tions. Thus, they naturally possess a layer-wise hierarchical nature. Therefore,
they are ideal candidates to design operators that progressively retain the most
salient aspects of the initial input. However, W(l) are dense matrices, connect-
ing every component of the input of a given layer to its output. This results in
an excessively large number of parameters that need to be optimized. In order
to reduce this number, a popular solution consists of replacing fully-connected
affine layers N by convolutional operators C defined by convolution kernels f .
This localizes computations, effectively reducing the number of parameters in
Iθ. The resulting network is known as a convolutional neural network (CNN)
[31]. We provide a rigorous definition of a CNN in Appendix A.
2.5. Recurrent Neural Networks
A particular kind of network architectures that are useful for sequence pro-
cessing (e.g. speech, text, or time-related data) are recurrent neural networks
(RNNs) [32]. In here, since successively recorded logging data exhibits a tem-
poral pattern (there is a strong relationship between measurements recorded at
a given logging position and at subsequent ones), we will also adopt an RNN
design. For a technical description of this type of networks, see Appendix B.
2.6. An NN Architecture for Inverting Borehole Resistivity Measurements
The NN architecture employed in this work combines both a CNN and an
RNN by first reducing the dimensionality of the input measurements employ-
ing a long short-term memory network, which is a specific class of RNN de-
scribed in Appendix B. Next, the result of this operation serves as input to a
series of one-dimensional CNNs, with interleaved pooling operators similar to
the ones described in Appendix A, where each convolutional block is based on
a modified residual block [33], allowing deeper architectures while enhancing
convergence. The output of this second set of operations becomes the input
to a fully-connected layer that maps it into space RP of subsurface resistivity
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properties. The network is trained end-to-end by backpropagation until the
validation error is no longer decreasing. We provide a pseudo-code of this DNN
in Appendix C.
3. Reduced Wave Magnetic Field Equation
Let H be the magnetic field,M a magnetic source flux density, and σ = ρ−1
a real-valued conductivity tensor with positive determinant. Then, the following
reduced wave equation governs the magnetic field propagation phenomena:
∇× σ˜−1∇×H− iωµH = iωµM, (9)
where σ˜−1 = (σ−iωε)−1, ε and µ are the permittivity and magnetic permeabil-
ity tensors of the media, respectively, ω = 2pif is the angular frequency, where
f > 0 is the frequency of operation of the transmitter, and i is the imaginary
unit, i2 = −1. The problem domain is Ω = R3.
In this work, we consider a sequence of 1D transversally isotropic (TI) media
[9]. Therefore, the resistivity of the media varies only along z-direction (see
Figure 3), and we have:
ρ(z) =

ρh(z) 0 0
0 ρh(z) 0
0 0 ρv(z)
 , (10)
where ρh and ρv are the horizontal and vertical resistivities of the media, re-
spectively.
4. Measurement Acquisition System
In this work, we first consider the short co-axial LWD instrument as shown
in Figure 4. For this instrument, we measure attenuation and phase difference.
We will denote those measurements as M1. To compute them, we consider
the zz coupling Hzz, where the first and the second subscripts correspond to
the direction of the transmitter and the receiver, respectively. We record these
10
Trajectory
du
dl
β
ρl
ρh
ρv
ρu
Figure 3: 1D media and a trajectory. The black circle indicates the last position of the
trajectory.
quantities at both receivers, and denote them as H1zz and H
2
zz. We define the
attenuation and the phase difference as follows:
ln
H1zz
H2zz
= ln
| H1zz |
| H2zz |︸ ︷︷ ︸
×20 log(e)=attenuation (dB)
+ i
(
ph(H1zz)− ph(H2zz)
)︸ ︷︷ ︸
×
180
pi
=phase difference (degree)
,
(11)
where ph denotes the phase of a complex number.
500 kHz
Tx1 Tx2Rx1 Rx2
0.40 m
1.8 m
Figure 4: Conventional LWD logging instrument. Txi and Rxi are the transmitters and the
receivers, respectively.
In addition, we consider the short-spacing deep azimuthal instrument de-
scribed in Figure 5. For this logging instrument, we record the attenuation and
phase difference and denote these measurements as M2. We define them as
in Equation (11) with H2zz = 1 since there is no second transmitter. Finally,
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we also record a directional measurement referred as geosignal and defined as
follows:
g = ln
Hzz −Hzx
Hzz +Hzx
= ln
| Hzz −Hzx |
| Hzz +Hzx |︸ ︷︷ ︸
×20 log(e)=attenuation (dB)
+ i (ph(Hzz −Hzx)− ph(Hzz +Hzx))︸ ︷︷ ︸
×
180
pi
=phase difference (degree)
.
(12)
M3 denotes the set of geosignal measurements.
10 kHz
Tx Rx
12 m
Figure 5: Short-spacing deep azimuthal instrument. Tx and Rx are the transmitter and the
receiver, respectively.
5. Trajectory Parameterization
We select a fixed number of tool positions based on the depth of investi-
gation of the logging instruments. For our instruments, the largest depth of
investigation is close to 20 m. By considering the logging step size equal to one
foot (0.3048 m), we select T = 65.
We consider an arbitrary (but close to horizontal) trajectory, as it is cus-
tomary in geosteering applications. Since we assume a 1D layered media on the
proximity of the well trajectory, we select the azimuthal degree of the trajectory
to be always equal to zero.
With the above assumptions, we discretize (parameterize) the well trajectory
as follows. We consider αini(t) to be the initial trajectory dip angle. We assume
that the trajectory dip angle can vary while drilling by an angle αv in each step.
Hence, at each tool position (i), the trajectory dip angle is:
α(ti) = αini(t) + (i− 1)αv, i = 1, · · · , T, (13)
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where α(ti) is the trajectory dip angle at the i-th position.
6. Material Properties Parameterization
For the successful 1D inversion of borehole resistivity measurements, it is
often sufficient to recover a media containing only three layers for each logging
position and it is characterized by the following seven variables: (A) the hori-
zontal and vertical resistivity of the layer where the tool is currently located (ρh
and ρv, respectively); (B) the resistivity of the upper and lower layers located
above and below the current logging position (ρu and ρl, respectively); (C) the
vertical distance from the current logging position to the upper and lower bed
boundary positions (du and dl, respectively); and (D) the dip angle of the for-
mation (β), which is assumed to be identical for all layers (see Figure 3). Our
DNN will provide an estimate of these seven numbers at each logging position.
7. Traning the DNN
To produce reliable training and validation sets, and to avoid full randomness
which may lead to non-physical data, we consider some physical and geological
properties of the subsurface.
7.1. Material properties
In order to produce our training and validation sets, we select ρu, ρl ∈
[1, 103]. Since we want resistivity values to be comparable, we consider them in
logarithmic scale. Thus, our random variables become: log(ρl), log(ρu) ∈ [0, 3].
Additionally, in the case of ρh and ρv, we incorporate the following physical
restrictions:
ρh ≤ ρv ≤ 10ρh. (14)
Therefore, we obtain:
1 ≤ ρv
ρh︸︷︷︸
a
≤ 10, (15)
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where a is the anisotropy factor. In order to impose restriction (14) in our
calculations, we select random values of log(a) ∈ [0, 1]. Moreover, since we
want to have log(ρv) ∈ [0, 3], we select log(ρh) ∈ [0, 3 − log(a)]. We consider
dl, du ∈ [0.01, 10] meters. As with the resistivity values, we consider them
in logarithmic scale, i.e., our variables become log(dl), log(du) ∈ [−2, 1]. In
geological layers, we assume that the dip angle is β ∈ [−10◦, 10◦].
To summarize, we select log(ρu), log(ρl), log(ρh), a, log(du), log(dl), and
β randomly within their aforementioned ranges of variation to characterize our
synthetic forward models.
7.2. Trajectory
We consider an almost horizontal trajectory, as it occurs in most geosteering
applications. Specifically, we restrict to αini(t) ∈ [83◦, 97◦]. Moreover, we
further assume that the tool trajectory deviates by a maximum of 3◦ in a 20
meters section. In addition, since the direction of the trajectory dip angle is
often changing gradually and almost constantly from one logging position to the
next, for T = 65 we have αv ∈ [−0.045◦, 0.045◦].
By selecting randomly αini(t) and αv in their above ranges of variation, we
build the trajectories for our forward problems.
7.3. Results
For experimental purposes, we generate one million randomly selected sam-
ples/trajectories and their associated formation models (80% training, 10% val-
idation, and 10% test). Figure 6 shows the accuracy of the trained DNN when
we only consider the set of measurements M2, i.e., M = M2. The red line
indicates the perfect approximation where the predicted value and the ground
truth (the real parameters associated with a formation) coincide. The upper
and lower blue lines show percentiles 10 and 90, respectively. These percentiles
provide a reliable uncertainty quantification. In a perfect approximation, the
blue lines should coincide with the red one. Therefore, a lower distance between
the blue lines and the red one indicates a better approximation. Figures show
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a denser cloud of points in the proximity of the red line, which indicates an
acceptable approximation. However, for the anisotropy factor a, the DNN is
almost unable to predict the correct value, and consequently, it can not predict
ρv as precisely as the other variables.
Analogously, Figure 7 illustrates the results when we selectM =M2 ∪M3.
One can see that the blue lines are closer compared to those shown in Figure 6.
Moreover, the concentration of points in the proximity of the red line increases.
However, the approximation of the anisotropy factor a is still poor, although
better than in the previous case.
Figure 8 illustrates the results when we employ all available measurements,
i.e.,M =M1∪M2∪M3. These results outperform previous ones obtained with
fewer measurements and, for the first time, we obtain an acceptable prediction
of anisotropy factor a.
8. Inversion Results
Since the DNN trained with measurements drawn fromM =M1∪M2∪M3
exhibits the best performance, we use it to invert several practical synthetic
examples.
Figure 9 illustrates the inversion of a three-layer media in which the middle
layer is more conductive than the other ones, and it is anisotropic. Inversion
results are less accurate than those possibly obtained with a gradient-based
method. However, as initial results, they are encouraging. The results show
that for the isotropic layer, the prediction of the resistivity is better than the
one for the anisotropic layer. This probably occurs because the inversion of
anisotropic factor a presents some accuracy deficiencies. The predictions of du
and dl provide an acceptable view of the material surrounding the instrument.
Figures 10 and 11 show a comparison between the attenuations and the phase
differences of the measurements corresponding to the exact and predicted (in-
verted) models. These results show a better approximation of M1 than of M2
and M3.
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Figure 12 displays an inversion performed on a three-layer media in which
the middle layer is isotropic and also the most resistive one. We consider the
other two layers to be anisotropic. As in the previous model problem, results
show discrepancies in the anisotropic layers probably because of the lack of a
good approximation of anisotropy factor a. Figures 13 and 14 compare the
measurements corresponding to the exact and predicted (inverted) models.
Figure 15 describes the inversion results performed on a synthetic example
containing a sequence of 1D layered media. Each 1D model consists of four
layers. Inverted results show visible imperfections, and the lack of accuracy
for anisotropy factor a causes a poor approximation of the resistivity value
in the anisotropic layer. Predicted du and dl could be employed as a first
approximation of the formation surrounding the logging instrument, although
a better estimation of du and dl is necessary for a more accurate indicator of
the bed boundary positions. Figures 16 and 17 compare the measurements
corresponding to the exact and predicted (inverted) models. As in previous
results, the best approximation is exhibited in the logs corresponding to M1.
Figures 18, 19, and 20 present inversion results for a new synthetic example.
A second trajectory is considered to obtain Figures 21, 22, and 23. Again,
even if the results present noticeable inaccuracies, DNN results can be used
as fast initial approximations that could be refined with other more expensive
methods. Notice that DNN inversion results are obtained in a few seconds for
over a thousand logging positions and they also provide an uncertainty map.
9. Discussion and Conclusion
In this work, we investigated the use of deep learning for the inversion of
borehole resistivity measurements. The training stage of a DNN can be a time-
consuming stage which can take up to three weeks using GPU to obtain a good
approximation. However, we perform the training stage offline. Then, the
online stage (actual inversion) of the method is faster than all other existing
conventional inversion methods, which makes it ideal for geosteering purposes.
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Additionally, using DNNs, we can provide a reliable uncertainty quantification
map. Thus, there is an excellent potential in using DNNs for this application.
However, DNNs also present important limitations. First, the inverted re-
sults shown in this exploratory work present inaccuracies and further research
in the area is still needed. Second, in order to train the system, we require a
massive number of data. In the case of a 1.5D model problem, rapid forward
solvers exist, which can produce the required data in a reasonable amount of
time. However, in the case of 2D and 3D problems, producing such training data
set may be extremely time consuming. Moreover, because of the complexity of
the problem and the number of variables in the case of 2D and 3D model prob-
lems, a much larger data set is required compared to the case of 1.5D problems.
Hence, further research is necessary in order to successfully apply DNNs for the
inversion of 2D and 3D problems. Third, exploring all possible venues and pro-
ducing a reliable inversion method using DNNs requires a considerable amount
of computational resources and prospective design experimentation. Fourth,
the understanding of deep learning algorithms is still limited. In particular, it
does not exist a mathematically sound algorithm for the optimal design of the
best possible DNN for a given problem. Similarly, it is difficult to recognize
a poorly designed DNN. Finally, another limitation of DNNs is that they can
only compute a discrete version of the inversion function and when modifying
the dimensionality of the measurements, a new DNN should be designed.
The results presented in this work are promising. However, extensive work is
still needed in the field to achieve the required accuracy. We envision a large area
of research on the topic. As future work, we want to produce more advanced
DNNs by designing mechanisms to embed physical constraints associated with
our problem into their construction. Furthermore, we want to investigate the
use of DNNs for the design of measurement acquisition systems. We can use
DNNs for each instrument configuration we design and observe the sensitivity
of the desired design to the inversion variables. We shall also investigate the
accuracy of the DNNs for noisy data and we will include regularization terms
in the cost functional.
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Appendices
A. Convolutional Neural Networks
convolutional neural networks (CNNs) [31] are a particular kind of NNs
built by replacing fully-connected affine layers N by convolutional operators C
defined by convolution kernels f . Hence, Equation (3) becomes:
Iθ(x) = (Cf
(L) ◦ . . . ◦ Cf (l) ◦ . . .Cf (2) ◦ Cf (1))(x), (16)
In a discrete setting, at layer l of Equation (16), operator Cf (l) is determined
by the set of convolutional kernels f (l) = {f (l)s , s = 1, . . . cj+1}. Each of these
kernels transforms an input tensor x(l) of dimension hl×wl× cl into an output
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x
(l+1)
s of dimension hl × wl. Each kernel is defined by a tensor of dimension
Ml×Nl× cl that acts on its inputs through a simple convolution-like operation,
followed by a non-linear function like the one in Equation (4):
x(l+1)s (h,w) = s
(
Ml∑
m=1
Nl∑
n=1
cl∑
c=1
f (l)s (m,n)
· x(l)(h+m,w + n, c)
)
.
(17)
Application of all the cl+1 convolution kernels of f
(l) on the input x(l) finally
results into an output tensor x(l+1) of dimension hl × wl × cl+1. Each of these
convolutional layers Cf (l) is followed by a non-linear point-wise function, and
the spatial size of the output from each layer is decreased by a fixed projection
operator P(l) : Rhl×wl → Rhl+1×wl+1 . Typically, P(l) is defined as a local
averaging operation. Again, eventually the dimensionality of the initial input x
is transformed into that of an element of the target space RP .
B. Recurrent Neural Networks
Let us first consider a simple neural network with an input, an intermediate,
and an output layer like the one defined in Section 2.1 as a directed graph in
which nodes store the result of the operations described in Equation (3) and
edges store the weights of the network W, b, as in Figure 24a. Computations
performed by such a network to obtain an output, given an input x, are described
as:
z(1) = s(a(1)) = s(W(1) · x+ b(1)),
Iθ(x) = s(W(2) · z(1) + b(2)),
(18)
where a(1), also known as activation, denotes the output of the network at the
first layer of this network before passing through the non-linearity s. The key
difference between regular NN and a recurrent neural network (RNN), as shown
in Figure 24b, is that the graph defining an NN is acyclical, whereas in an
RNN internal cycles are allowed. This introduces a notion of time or sequential
dependency into the computations of the network.
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In our case, we interpret a data sample as a temporal sequence of length T ,
x = (x1, x2, ..., xT ), and the goal is to predict an output sequence p from x. In
an RNN, a regular NN is trained to predict p = Iθ(xt) out of xt for 1 ≤ t ≤ T ,
but the data is scanned left-to-right, and the previous activation is multiplied
by a second set of learnable weights. Hence, the necessary computations within
an RNN for a forward pass are specified by the following two equations:
at = Waxxt +Waaat−1 + ba
Iθ(xt) = s(Wpaat + bp),
(19)
where Wax is a matrix of conventional weights between the input and the inner
layer, Waa is a matrix holding recurrent weights between the inner layer at time
step t and itself at adjacent time step t + 1, Wax maps the result of the inner
layer computations to the output Iθ(xt), and ba,bp are bias vectors allowing
layers within the network to learn an offset. None of the weight matrices depend
on the temporal component t and remain fixed, and the transition matrix Waa
of the RNN is reset between processing two independent sequences.
The temporal nature of the process described in Equation (19) is better
illustrated if operations are unfolded, as shown in Figure 25. Following this
representation, an RNN can be interpreted not as cyclic, but as a standard
network with one layer per time step and shared weights across time steps. It
becomes clear that the network can be trained across many time steps using a
variant of standard backpropagation algorithm, termed backpropagation through
time [34, 35].
From these first principles, many different flavors of RNNs have been suc-
cessfully applied over time to temporal data. In this work, we make use of two
significant advances in the field of RNNs, namely Long-Short Term Memory
RNN (LSTM), and bidirectional recurrent neural network (BRNN).
LSTM networks [36] are similar to a standard RNN with one inner layer, but
a so-called memory cell replaces each ordinary node in this layer. Each memory
cell contains a node with a self-connected recurrent edge of fixed weight one,
ensuring that the gradient can be propagated across many time steps without
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vanishing or exploding. BRNNs contain two layers, both linked to input and
output [37]. These two layers are different: the first has a recurrent connec-
tion from the past time steps while in the second the direction of recurrent of
connections is reversed, performing computations backward along the sequence.
More details about both architectures can be found in [38].
C. Proposed Neural Network Architecture
The following is a listing of the neural network architecture built in this work
in the Keras framework [39]:
i = Input ( shape=input shape )
x = LSTM( r e c u r r e n t o u t p u t s i z e ) ( i )
x2 = Reshape ( ( r e c u r r e n t o u t p u t s i z e , 1 ) ) ( x )
a = Conv1D( f i l t e r s=n b f i l t e r , k e r n e l s i z e =3,
a c t i v a t i o n=’ r e l u ’ , k e r n e l i n i t i a l i z e r=
g lo ro t norma l ( ) , padding=’ same ’ ) ( x2 )
d = Conv1D( f i l t e r s=n b f i l t e r , k e r n e l s i z e =3,
a c t i v a t i o n=’ r e l u ’ ,
k e r n e l i n i t i a l i z e r=g lo ro t norma l ( ) , padding=’ same ’ ) (
a )
x = Add( ) ( [ x2 , d ] )
x = MaxPooling1D ( p o o l l e n g t h ) ( x )
a = Conv1D( f i l t e r s=n b f i l t e r , k e r n e l s i z e =3,
a c t i v a t i o n=’ r e l u ’ , k e r n e l i n i t i a l i z e r=
g lo ro t norma l ( ) , padding=’ same ’ ) ( x )
d = Conv1D( f i l t e r s=n b f i l t e r , k e r n e l s i z e =3,
a c t i v a t i o n=’ r e l u ’ , k e r n e l i n i t i a l i z e r=
g lo ro t norma l ( ) , padding=’ same ’ ) ( a )
x = Add( ) ( [ x , d ] )
x = MaxPooling1D ( p o o l l e n g t h ) ( x )
a = Conv1D( f i l t e r s=n b f i l t e r , k e r n e l s i z e =3,
a c t i v a t i o n=’ r e l u ’ , k e r n e l i n i t i a l i z e r=
g lo ro t norma l ( ) , padding=’ same ’ ) ( x )
d = Conv1D( f i l t e r s=n b f i l t e r , k e r n e l s i z e =3,
a c t i v a t i o n=’ r e l u ’ ,
k e r n e l i n i t i a l i z e r=g lo ro t norma l ( ) , padding=’ same ’ ) (
a )
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x = Add( ) ( [ x , d ] )
x = MaxPooling1D ( p o o l l e n g t h ) ( x )
x= Flat ten ( input shape=input shape ) ( x )
y = Dense ( num outputs , a c t i v a t i o n=’ s igmoid ’ ,
k e r n e l i n i t i a l i z e r=’ g l o r o t un i f o rm ’ ) ( x )
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Figure 6: Model problem 2. Comparison between the ground truth and predicted values using
a trained DNN for M = M2. Red line indicates the equality of the predicted values and the
ground truth. The blue lines correspond to the 10 and 90 percentiles, respectively.
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Figure 7: Model problem 2. Comparison between the ground truth and predicted values using
a trained DNN using M = M2 ∪M3. Red line indicates the equality of the predicted values
and the ground truth. The blue lines correspond to the 10 and 90 percentiles, respectively.
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Figure 8: Model problem 2. Comparison between the ground truth and predicted values
using a trained DNN using M = M1 ∪ M2 ∪ M3. Red line indicates the equality of the
predicted values and the ground truth. The blue lines correspond to the 10 and 90 percentiles,
respectively.
29
(a) Actual formation
(b) Predicted (inverted) formation
Figure 9: Model problem 1. Comparison between actual and predicted (inverted) formation.
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Figure 10: Model problem 1. Comparison between exact and prediction of attenuation of the
measurements.
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Figure 11: Model problem 1. Comparison between exact and prediction of phase difference of
the measurements.
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(a) Actual formation
(b) Predicted (inverted) formation
Figure 12: Model problem 2. Comparison between actual and predicted (inverted) formation.
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Figure 13: Model problem 2. Comparison between exact and prediction of attenuation of the
measurements.
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Figure 14: Model problem 2. Comparison between exact and prediction of phase difference of
the measurements.
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(a) Actual formation
(b) Predicted (inverted) formation
Figure 15: Model problem 3. Comparison between actual and predicted (inverted) formation.
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Figure 16: Model problem 3. Comparison between exact and prediction of attenuation of the
measurements.
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Figure 17: Model problem 3. Comparison between exact and prediction of phase difference of
the measurements.
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(a) Actual formation
(b) Predicted (inverted) formation
Figure 18: Model problem 4. Comparison between actual and predicted (inverted) formation.
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Figure 19: Model problem 4. Comparison between exact and prediction of attenuation of the
measurements.
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Figure 20: Model problem 4. Comparison between exact and prediction of phase difference of
the measurements.
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(a) Actual formation
(b) Predicted (inverted) formation
Figure 21: Model problem 4. Comparison between actual and predicted (inverted) formation.
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Figure 22: Model problem 5. Comparison between exact and prediction of attenuation of the
measurements.
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Figure 23: Model problem 5. Comparison between exact and prediction of phase difference of
the measurements.
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(a) Standard NN
…
…
(b) Addition of a recurrent connection to (a)
Figure 24: Comparison between NN and RNN
…… … …
Figure 25: RNN with computations unfolded through time.
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