The human visual system uses scanning processes to gather visual information. These scanning processes can roughly be divided into two different types: small movements around fixation points and larger movements between fixation points. The processes are often modeled as random walks and recent models based on heavy tail distributions, also known as Levý flights, have been used in these investigations. In contrast to these approaches we do not model the stochastic processes, but we will show that the step length of the movements between fixation points follow generalized Pareto distributions (GPD). We will use general arguments from the theory of extreme value statistics to motivate the usage of the GPD and show empirically that the GPDs provide good fits for measured eye tracking data. In the framework of information geometry the GPDs with a common threshold form a two-dimensional Riemann manifold with the Fisher information matrix as a metric. We compute the Fisher information matrix for the GPDs and introduce a feature vector describing a GPD by its parameters and different geometrical properties of its Fisher information matrix. In our statistical analysis we use eye tracker measurements in a database with 15 observers viewing 1003 images under free-viewing conditions. We use standard software from toolboxes in Matlab ® with their standard parameter settings and show that a naive Bayes classifier using the eigenvalues of the Fisher information matrix provides a high classification rate identifying the 15 observers in the database.
INTRODUCTION AND OVERVIEW
Most technical imaging systems try to produce 'good' images. The purpose of the human visual system, on the other hand, is the extraction of visual information from the environment. This has important consequences on the way these mechanisms work. A camera may use some type of image stabilization mechanism and good optical lenses to ensure a high image quality in all parts of the recorded image. The human visual system, on the other hand, scans the environment with the help of complicated scanning patterns and only a small part of the visual field is analyzed in detail. The understanding of this scanning process of the human visual system is still incomplete and an important research topic. Some aspects of this research are: the relation between image properties and eye movements (bottom-up), the influence of high-level goals on movement patterns (top-down), or models to predict salient regions in an image.
In this paper we will study the dynamic properties of the scanning process only. We will thus neither take into account the visual properties of the images involved, nor the conditions under which they where viewed. Instead we start with the raw data from the eyetracker given as a set of position vectors P = p(t; o, i) : t ∈ T, o ∈ O, i ∈ I where p(t; o, i) is the eye-tracker measurement at time t when observer o is viewing image i; T, O, I denote the time-intervals, the set of observers and the image set respectively. From these position vectors we compute the spatial distance between consecutive measurements resulting in the set D = d(p(t; o, i) = D(p(t; o, i), p(t + 1; o, i)) , where D(p 1 , p 2 ) is the distance between two position vectors p 1 and p 2 . Finally we construct the set S of the distance values greater than a given (large) threshold ∆ : S = d(t; o, i) : d(t; o, i) > ∆ . We will be mainly interested in subsets of S of the form S J,o = d(k; o, i) : J ⊂ I consisting of all large step-length values when one given observer o views all images in a subset J ⊂ I.
We will address three different topics: (1) We will use two theorems from extreme-value statistics to argue that the Generalized Pareto Distributions (GPD) are good models to study the statistical distribution of the values in the subsets S J,o = d(k; o, i) : J ⊂ I for larger subsets J ⊂ I. (2) The GPDs with a common lowest threshold value form a two-dimensional Riemann manifold with the Fisher information matrix as metric tensor. (3) Geometrical parameters derived from the Fisher information matrix describe properties of the distributions in a geometrically meaningful way. We will show that using these parameters gives the best classification results in experiments where we train a system to identify observers.
We evaluate the theoretical constructions with the help of a large database of eye tracker measurements from 15 observers viewing 1003 images under free-viewing conditions. We will show that for this database the GPD provides a good statistical model of the data and that it often provides a better fit than other distributions that have been suggested in the literature. Our classification experiments will show that the determinant of the Fisher information matrix gives best classification results when only one feature is used. Among the pairs of feature vectors the combination of the trace of the Fisher information matrix and its second (smaller) eigenvalue performs best. Adding more features does not change the classification result significantly.
We conclude that our experiments show that the GPD is an interesting model of the statistical properties of collections of large eye-tracker step-length values. The GPD has a solid theoretical justification and provides good fitness properties compared to other distributions suggested in the literature. The framework of information geometry can be used to define geometrical properties on the manifold of GPDs and we also show that features derived from the metric tensor provide good features in classification experiments.
EXTREME VALUE STATISTICS AND INFORMATION GEOMETRY
Eye movements are typically characterized by small movements around a fixation point followed by a relatively large movement (saccadic movement) to another image region. This type of movements can also be found in other situations, like birdflights, and these models are also known as visual foraging or Levy-flight models (for more information see [1] [2] [3] [4] ). It is also related to the general problem of novelty detection (see [5] ). As mentioned in the previous section we are here only interested in the statistical properties of the time-series of these eye-movements. The relevant observation here is that the timeseries of step-lengths between consecutive eye positions (the values d(t; o, i)) consist of a series of small values (explorations around a fixation point) followed by the large value of the saccadic movement. We now consider the time-series in D as a stochastic process and we generate a new process by first selecting a time-interval τ and then selecting the maximum step length value in that interval. A fundamental result from univariate extreme value theory is the Three Type Theorem (originally formulated by Fisher and Tippett [6] and later proved by Gnedenko [7] ) which states the following: Assume X 1 , X 2 , . . . is an i.i.d. sequence and M n is the maximum of the first n samples: M n = max (X 1 , . . . , X n ). If there is a suitable normalization of the M n such that the distribution converges to a non-trivial distribution then this limit distribution must be of the generalized extrema value distribution (GEV) type. The second result states that for a given probability distribution one can show that if the limit of the sample maxima converges to a GEV then the Peak-over-Threshold limit converges to the GPD. For details see Chapter 1 in [8] and the references there. More information about the generalized Pareto distribution and extreme value distributions in general can also be found in [9] .
Applying this maximum-threshold procedure to the eyetracker data, we see that the selected high step-length values correspond to the saccadic movements. Based on this observation we introduce our first hypothesis: "Step-length values of saccadic eye-movements follow the GPD".
The probability density function (PDF) of the generalized Pareto distribution is defined as
Since we selected a common threshold for all samples we see that we can shift the data and we therefore assume that θ = 0. These distributions depend on the shape k and scale σ only. For such two-parameter distributions p one defines the 2 × 2 Fisher information matrix G(η) = (g kl ) with elements g kl and parameters
An example of a typical GPD is shown in Fig 3. For the GPD it can be shown that the elements of G are given by:
The Fisher matrix is only defined for k > −0.5. Using tools from information geometry (for details see [10] ) it can be shown that these distributions form a 2-parameter Riemann manifold with the Fisher information matrix as metric tensor. We thus formulate our second hypothesis: geometric parameters of the Fisher matrix provide good descriptors of the GPDs.
EYE TRACKER DATA
The data used in this study is described in [11] and [12] . It can be downloaded, together with useful code, from the website of the authors [13] . The following is a description of the procedure used to establish the database (for a full description see [12] ). "We collected 1003 random images from Flickr creative commons and LabelMe ... and recorded eye tracking data from fifteen users who free viewed these images. The longest side of each image was 1024 pixels, and most images were 768x1024 or 1024x768 pixels in size though a few had a different aspect ratio. The users were both males and females between the ages of 18 and 35. Two of the viewers were researchers on the project and the others were naive viewers. All viewers sat at a distance of approximately two feet from a 19 inch computer screen of resolution 1280x1024 in a dark room and used a chin rest to stabilize their head. An eye tracker recorded their gaze path on a separate computer as they viewed each image at full resolution for 3 seconds separated by 1 second of viewing a gray screen. ... We divided the viewing into two sessions of 500 randomly ordered images. Each session was done on average at one week apart." The set I of images has thus 1003 elements and the number of observers (number of elements in O) is fifteen. The database also contains code to compute fixation points. In the following we use this code to identify fixation points and to extract those eye tracking measurements that are related to the saccadic movements between fixations. We did not modify the code but simply used the classification produced by this code.
The eye-positions in the database are given in a planar coordinate system. A natural way to compute the distance between two position vectors is thus given by the common Euclidean distance. An overview of 3D rotation based methods can be found in [14] , but in the current study we found the image based distance more suitable.
We estimate the parameters of the distribution with the help of the Matlab ® function gpfit. This function implements a maximum-likelihood estimator.
Estimating distribution parameters for single images and a single user is obviously not very meaningful. One problem is that the number of non-fixation points is, by definition, much lower than the number of fixation points and the other reason is that eye movement sequences vary considerably. In our experiments we select randomly a subset J ⊂ I with a given number of images from the database. For a given observer o we combine all non-fixation measurements from the corresponding observations into one dataset. From this dataset we estimate the parameters of the GPD. In the experiments described below this process is repeated 5000 times (usually with 50 or 200 images in each experiment) to see how the random selection of the images influences the values of the estimated parameters. The results show that the distribution parameters are concentrated in clusters linked to the different observers.
EXPERIMENTS AND RESULTS
As an illustration of the variation of the eyetracking measurements for different observers we show in Fig. 1 and Fig.2 the measurements for four observers (ems, hp, jw, kae) when viewing the two images (i14020903.jpeg, i113347896.jpeg) in the database. The red points show the measured locations from the eye-tracker and the yellow rectangles the regions that where classified as fixation points. The numbers in the rectangles describe the time sequence of the fixation points.
In the following experiments we will only use the GPD model but in [15] and [4] it was reported that lognormal, gamma and Pareto distributions (in that order) gave the best fitting to saccade length distributions. We did not compare these distributions systematically but in Fig. 3 we give a visual comparison of some fitting experiments. In these experiments we collected first all the length measurements from one observer. We excluded potential outliers by excluding measurements above the 0.999 quantile. Next we selected the data over a certain threshold as given by a quantile value of the given data. We then fitted the gamma, lognormal, GPD and GEV distributions with a maximum likelihood method. In Fig. 3 we see the result for observer CNG and quantile=0.001 for which most of the measured data points enter the fitting. We can see that the gamma and lognormal distributions overestimate the contribution of the low-value interval and underestimate the middle range. The generalized extreme value distributions (GEV) do not fit the lowest values since these distributions do not take into account the fact that the data is generated by a thresholding procedure. We see also, especially in the highthreshold case that the lognormal, GEV and GPD distribution are very similar. A systematic investigation of the relations between these distributions is outside the scope of this paper but similar experiments with other observers and thresholds indicate that these qualitative properties seem to be typical.
After fitting the GPD to the data we computed the adjusted R-squared value (see [16] ) which gives a measure of how similar the shapes of the empirical and the fitted distribution functions Table 1 . The column All contains the mean value over all observers. As an illustration of what these numbers really mean, we compare the empirical distribution and the estimated GPD in Fig. 4 and Fig.5 . In the experiment we selected 200 random images and the eye-tracker data of the observer jw. The first two plots show the histogram of the distribution and the fitted GPD. These distributions have long tails and therefore we restrict the plot range in Fig. 4 to the relevant parts of the distributions. Fig. 5 is a quantile-quantile plot of the same data. These plots show the relations between the quantiles of the empirical data and the corresponding quantiles of the GPD. For a perfect fit all points lie on the 45 degrees diagonal. We see again that the fit is very good for the major parts of the distributions, only for very high quantiles the differences become noticeable. Which is natural in this case since we have, by definition, very few observations in this value range. These figures are only illustrations that visualize the similarity between the empirical distributions and the GDP model whereas the Table 1 gives a more complete numerical result. Also note that simple scaling factors (such as using mm's instead of pixels) are not important here since such, more or less arbitrary choices are absorbed in the scale parameter of the GPD.
The distribution of the data points is described by three parameters: the minimum value, the shape and the scale parameters. The experiments confirmed that the minimum values are indeed very small and the variance of the minimum values is also almost zero (typically of the order 10 −10 ). The following description of the structure of the parameter space of the distributions is therefore restricted to the distribution of the shape k and scale parameters σ of the GPD, fitted to the shifted distance values. An analysis of the distribution of the (k, σ)-parameters showed that the (k, σ)-vectors for a given observer are concentrated in restricted regions and we therefore fitted Gaussian mixture models (with 15 Gaussians, using the Matlab ® function gmdistribution.fit which uses an Expectation Maximization (EM) method) to the distribution of the (k, σ)-vectors.
For the experiments where 50, and 200 images per trial were used in 5000 trials we show the distribution of the GPD parameters and the overlayed Gaussian mixture contours in Fig. 6 and Fig.7 . The abbreviated user name is displayed at the position of the value of the median of the shape parameter k and the scale parameter σ for that user. We see that by increasing the number of images considered in each trial the separation between the users improves and for 50 and 200 images the 15 Gaussians give a good description of the 15 observers. One interesting observation is the location of the parameters for observer kae where fitting resulted in a negative shape parameter. Note that the observers ems, hp, jw, kae used in Fig. 1 and Fig. 2 are those that occupy the outlying regions in the (k, σ)-space. The structure in the distribution parameter space indicates that it should be possible to identify individual observers from the distribution of their saccadic eye movements. In the following experiments we document the results of some preliminary classification experiments.
We recall that in information geometry probability distributions are points on a Riemann manifold. In addition to the coordinates, (the parameters k and σ), we also have the metric at a given point given by the matrix entries in Eq. 2. In the following experiments we will, in addition to the k and σ coordinates, use the geometrically more intuitive properties of the determinant, the trace and the two eigenvalues of the metric. We will thus describe every GPD by six parameters, and use the naive Bayesian classifier in Matlab ® to identify the 15 ob- servers. In the following classification experiments we will use every second trial in the database for learning and in the second step the other half of the database for testing. We will use each of the six features separately, all pairs of features and then all six features. We will use the databases with 5000 trials and 50, 200 images respectively. The classification results for the oneand two-feature experiments are collected in Tables 2 and 3 . From the classification results (in the diagonals of the tables) we see that the determinant of the Fisher matrix is the best single feature. Among the pairs of features the best result is obtained by the trace of the Fisher-matrix combined with the second (smaller) eigenvalue of the Fisher matrix. Which gives practically the same result as the combination of both eigenvalues. The classification results for the pair of eigenvalues and the classification results given by using all six features are more or less identical. The distributions for the (trace/second eigenvalue) are shown in Fig. 8 and Fig.9 .
DISCUSSION AND CONCLUSIONS
In this paper we introduced the GPD as a statistical model to describe saccadic eye movements and we investigated if it is possible to recognize observers based on the measurements of the saccadic eye movements. We first showed that the GPD provides a very good and compact model for the statistical distribution of Table 3 . Classification Results, 5000 trials, 200 images, naive Bayes classifier the step lengths. We then introduced tools from information geometry to define geometrically motivated characteristics of the Pareto distributions. The classification results showed that the eigenvalues of the metric tensor of the Fisher information matrix provided the best classification results when a naive Bayesian classifier was used to recognize the 15 observers. The goal of the experiments was not to achieve the best result possible, only standard methods (gpfit, gmdistribution, fitcsvm, predict) from the Matlab ® 2015b Statistics and Machine Learning Toolbox with default parameter settings were used. Other classification methods, other parameter settings etc. might improve the recognition rates.
