This paper introduces a new two-stage assembly scheduling problem. There are m machines at the first stage each of which produces a component of a job. When all m components are available, a single assembly machine at the second stage completes the job. The objective is to schedule jobs on the machines so that the makespan is minimized. It is shown that the search for an optimal solution may be restricted to permutation schedules. The problem is proved to be NP-hard in the strong sense even when m = 2. A schedule associated with an arbitrary permutation of jobs is shown to provide a worst-case ratio bound of 2, and a heuristic with a worst-case ratio bound of 2 -lim is presented. The compact vector summation technique is applied for finding approximate solutions with worst-case absolute performance guarantees.
Introduction
The two-stage assembly problem is a generalization of the two-machine flow shop problem. Informally, it can be described as follows. There are n jobs to be processed. In the first stage, each of the machines M2 , i 1, m, m > 2, processes a component of a job; these machines work independently of each other. In the second stage, the assembly machine M4 assembles the m prepared components of each job.
Each job Jj , j = 1, n, consists of a chain of sets of operations ({01,j,
0", 0 }, 0A0
). An operation 0, 0 is to be processed on machine M" this requires p.i,j time. Machine Mi can process at most one job at operation 0A,j is to be performed on MA and takes pA,) time. the components of at most one job at a time. The criterion for optimality is the makespan Cmax , i.e., we need to minimize the time that all machines have completed all n jobs.
The problem is frequently encountered in practice. Picture, for instance, the production of personal computers. Orders are assembled to customer specification at a packaging station. A customer typically requires a specific set of modules; a central processing unit, a hard disc, a video display unit, a printer, an appropriate keyboard, a set of manuals in the right language, etc. Although there may be only a few options for each module (e.g., there may only be five types of hard discs), a large variety of end products can still be offered to the customer by using different combinations at the packaging station. The modules are produced on independent feeder lines, say one line for the keyboards, one for the display units, etc. It is clear that this situation fits our assembly scheduling model.
Of course, there are many other situations where a set of modules are produced on independent feeder lines, followed by an assembly or a packaging step. As many industries move closer to Just-In-Time systems, this type of layout will increasingly be found.
Moreover, the market pressure for larger variety combined with the need to control costs in a global competitive environment forces companies to re-design products with flat bills of materials and modular structures. It follows that the problem discussed in this paper becomes increasingly relevant.
In our analysis we assume that all jobs are simultaneously available at time zero. Zero processing times are considered as very small positive numbers. No preemption is allowed, i.e., once started, an operation cannot be interrupted before completion. We denote the two-stage assembly problem with fn machines in the first stage by Am 1 1C"x.
Note that if there is only one machine in the first stage, i.e., m = 1, the two-stage assembly problem coincides with the two-machine flow shop scheduling problem to minimize the makespan. We refer to the latter problem as F211C". (see, e.g., Lawler et al. (1989) ).
Recall some results on the F21 IC. problem. Let the machines be denoted by MI and M2.
Each job Ji consists of two operations 0 1) and 02) to be processed in this order on M 1 and ill 2 , respectively. Processing an operation O z) takes pil time, i = 1, 2. For the F211C",ax problem there always exists an optimal solution which is a permutation schedule, i.e., a schedule with the same job processing order on both machines. Let ir = (., 17 j2,..., jn) be an arbitrary permutation of jobs. This permutation specifies a schedule 5 with makespan
To find a permutation which specifies an optimal schedule for the F211C z problem, the well-known Johnson algorithm (see Johnson (1954) ) may be used. According to that algorithm, the optimal permutation starts with the jobs for which p l i < p 2,i taken in nondecreasing order of p i,i followed by the rest of the jobs taken in nonincreasing order with respect to p2, ,. Finding the optimal permutation requires 0(nlogn) time.
The remainder of this paper is organized as follows. In Section 1, we show that the search for an optimal solution may be restricted to permutation schedules. Section 2 establishes that the problem is NP-hard in the strong sense even when M = 2. Approximation algorithms are proposed and analyzed in Sections 3 and 4. Section 3 presents an algorithm which has a worst-case ratio bound of 2 -1/m. In Section 4, algorithms are presented which have respective worst-case absolute bounds of m + 1/m times the largest processing time and, for 7ri = 2, of 1.25 times the largest processing time. Some concluding remarks are contained in Section •.
Permutation schedules
In this section we show that, for the Am, I C","x problem, the search for an optimal solution may be restricted to the class of permutation schedules. We also derive an analytical expression for the makespan which emphasizes close connections between the assembly problem and the two-machine flow shop scheduling problem.
We start with some notation. Let S be a schedule for the Am I I Cmax problem. In schedule S, the completion and the starting times of an operation 0, ,j are denoted by C, ,j (S) and Ri,j (S) , respectively, i = 1, m, j = 1, 2,..., n; CA,J (S) and RA,j (S) are defined analogously. The time when a job J j is ready for assembly is denoted by rj (S). Note that r3 (S) = max{C, ,j (S) I i = 1, 2,..., m} RA,j(S).
We note that our search for an optimal solution can be restricted to the class of schedules for which each of the first-stage machines Mi , i = 1, m, starts at time zero and has no intermediate idle time. 
Thus, in all jobs can start on MA at the same time as they do in S, so schedule S ' is also optimal.
Repeating the same arguments shows that the processing orders on machine MA and on any machine Mi can be made identical without increasing the makespan and without changing the schedule on MA.. In view of Theorem 1.1, we restrict our search for an optimal solution to permutation schedules. For any permutation of jobs, a corresponding schedule is constructed by processing every operation as early as possible. We now derive an expression for the makespan of such a permutation schedule. 
Complexity
We show that the A21 1C",ax problem is NP-hard in the strong sense. To prove this, we use the well-known 3-PARTITION problem (see, e.g., Carey and Johnson (1979) ) which is NP-complete in the strong sense.
3-PARTITION. Given a set T = {1, 2,...,3t} with a positive integer e i for each i E T, and given a positive integer E such that E ei = tE and E/4 < < E/2, can T be ET partitioned into t disjoint sets T1 , T2 ,..., T i such that E ei = E for each j, j = 1, i e Ti 2,..., t?
Note that E > 3 and, if 3-PARTITION has a solution, then ITJ I = 3 for all j. Proof. Given an arbitrary instance of 3-PARTITION, we define the instance of the A21 1Cmar problem with n = 4t+1 jobs divided into two groups: U-jobs denoted by (It , i = 1, 2,..., 3t, and V-jobs denoted by V3 , j 0, t. We set
We show that for the constructed instance of the .421 IC,." problem, a schedule So with
Cmax ( Suppose now that there exists a schedule So with Cniax (S0 ) < y. Without loss of generality we may assume that So is a permutation schedule, and 7ro is the corresponding permutation.
Since total workload on each machine equals y-1, we conclude that the first job in iro is Vo , and the last job is Vt . Moreover, both machines M I and ill start at time zero and have no intermediate idle time, while machine MA starts at time 1 and does not have any idle time either. Since the jobs V j , j 1, 2, ..., t-1, are identical, we may assume that they are scheduled in So in increasing order of their numbering. Thus, we can conclude that E E. Extending these arguments, it is straightforward to
t, machine Al2 processes exactly three U-jobs with total processing time equal to E. This implies that 3-PARTITION has a solution..
Heuristics with ratio performance guarantees
Since the Am I C x problem is NP-hard, designing approximation algorithms is an interesting research goal. Let Sy be a schedule generated by a heuristic H, while S* is an optimal schedule. Heuristic H is said to provide the ratio performance guarantee p if for
In this section, we study the worst-case performance ratio of several heuristic algorithms. In particular, we present a heuristic with a tight worst-case ratio bound of 2 -1/m. where the last inequality is obtained from the observation that the total processing time on any machine provides a lower bound on Cniax(S*)• To demonstrate that this bound is tight, consider the following instance: n = 2;
where k > 1. It is easy to see that the permutation (1, 2) is optimal and the makespan is k + 2. On the other hand, if heuristic H generates the permutation (2, 1), the makespan of the corresponding schedule Sy is 2k + 1. Thus, if k oo, then .1(SH ) 2.
• Suppose that ir i is a permutation which is optimal for the two-machine flow shop problem S with machines M1 and 4, i = 1, m, and ir is chosen from these m permutations so that the makespan for the original assembly problem is as small as possible. Then, for assembly schedule S H specified by permutation 7r, the bound ,A(SH ) < 2 is still tight.
To and this bound is tight.
Proof. As above, S* denotes an optimal assembly schedule. Without loss of generality, we may assume that this schedule is specified by permutation (1, 2, ..., n). Then for each i, 
Substituting the lower bound
and inequality (3.2), the desired bound (3.1) follows immediately.
We now prove that this bound is tight. Consider the following instance of the AmlIC",ax
problem. There are n (m-1)k + 1 jobs, k > rn, such that
Pijm-1)k+1 = 1, i = 1, 2,..., rn -1;
It is easily verified that an optimal assembly schedule 5* is specified, We present several heuristic algorithms for the Am I I Cma, problem based on some geometrical considerations.
For the Am! Crna" problem, we denote P * = max {Pi,j, PA, ) I i = 1 , 2,..., = 1, 2,..., n}; 
Pi '
A'jk k = 1 k= 1 Thus, if one is able to find a permutation for which 
7:=1
Given a family V of n vectors v 1 , v2,..., vn E Co c IRm and a body C c r, consider the problem of finding a permutation r such that v: E C for each u, u = 1, n. This problem will be called the strict compact vector summation problem.
Research on this problem, which traces back to Steinitz (1913) , has two angles: reducing the volume of body C, and reducing the running time for finding permutation 7. See Banaszczyk (1987) , Barany (1981) , Sevast'janov (1980 Sevast'janov ( , 1991 for results in this area.
For our purposes, the following result can be used. Let 0 denote the m-dimensional vector with zero components, and, for a body C c IR m and a positive a, aC denotes the set {ay IV E E C}. 
=1
Construct a family V of n vectors v 1 , v2 ,..., v"., where vector vj which corresponds to job J., is defined by 1 , vj 131, j PA, j, P2, ) Prn,j PA,j), j = 1, 2,..., n. This implies the following result. The Aral I C",ax problem can be related to another problem on compact vector summation. Let
be an arbitrary permutation of jobs and S be the assembly schedule associated with 7r. Due to (1.1), there exist an i = 1, 2,..., rn, and a u, u = 1, 2,..., n, such that
It follows that

Cmax(S)
E Pi,jk -E PA,jk + PA,j u + P* P i,Jk -E PA,jk P* P* k =1 k= 1 k= 1 k= 1 and that
This implies
Thus, if one is able to find a permutation 7r such that
where c is some constant, then the makespan for the corresponding assembly schedule SH
satisfies (4.2) which, in turn, implies 6(S H ) < (c + 1)p*.
A geometrical problem related to that of finding permutation it satisfying (4.4) can be formulated as follows. Given a family V of n vectors v1 , v2 ,..., V, E Coc Rm and a body C c Rm , consider the problem of finding a permutation ir such that either 4 -1 E C or V ir E C for each u, u = 1, 2,..., n. This problem will be called the semi-strict compact vector summation problem with respect to C.
We concentrate on a special case of that problem with m = 2 and s = so. Let V be a family of n two-dimensional vectors v 1 , v2 ,..., vn such that 11v1 11 30
1 and E v, 0. Consider i=1 the semi-strict compact vector summation problem with respect to the region Ca,b = {v =
Without loss of generality, we assume that V contains no zero vector: zero vectors can always be arbitrarily inserted in the resulting permutation.
min (4.4)
In what follows it is also assumed that the vectors of family V are numbered in nondecreasing order of the arguments of the complex numbers -v j (2) -ivj(1) where i = = V -1 . This numbering is shown in Fig. 4 .1. That figure also presents the unit ball of norm so. permutation II whose elements are go to Step 2. Otherwise, set jk = k, k = 1, 2,..
Let (s, s +
t -1, t) be a subsequence of not yet included in the permutation 7r.
+ v,, u = u + 1, and go to Step 3. + v t , u = u + 1, and go to Step 3.
v, + v t , u = u + 2, and go to Step 3.
If u < n go to
Step 2, otherwise stop.
Suppose that u iterations of Algorithm 4.1 are made so that v U r Ca b , and the vectors v3, v3+1 ,..., vt_ 1 , v t are not included into the current partial sum 4. Before proving that the algorithm generates a permutation with the required properties, we make some preliminary remarks. For a vector x = (x(1), x(2)) E R2 , consider the straight line T(x) = {tx I t E R}. Two open halfplanes L°(x) and R°(x) can be specified consisting of the points located on the left and on the right from the line T(x), respectively, if to move along T(x) in the direction of x. Analytically, these halfplanes are defined as
Closed left and right halfplanes L(x) and R(x) are defined analogously. Let us define
The defined regions are shown in Fig. 4 v1 (1) Similarly, it can be shown that v,(1) 0.
For two vectors x And y, it is obvious that, if y E L(x) (and x E R(y)), then x + y E L(x) and x + y E R(y). Therefore, due to Remark 2, the relations hold.
We now prove that v7,.
• + vs E C.
(4.11)
Suppose that (4.11) does not hold. Then, due to (4.6), x = v ir u + v, E C2\C2', and x(1) > 0,
This implies that the set {y = (y(1), y(2)) E (R2 y(1) > 0, y(2) 0} belongs to the halfplane L°(x). In turn, due to (4.8) and (4.9), this means that v t E Lf3 ( X ), and, hence, x + vt E L°(x). The latter contradicts (4.10).
Using a symmetric argument, it can be proved that a vector v = (v(1), v(2) ) E R 2 such that v(1) < 0 and v(2) > 0, the so-length of the segment of the straight {tv t E IR} located within the region Ca,b can be defined as Let x = v ir u + v,. It follows from (4.10) that y E R(x), and, hence, due to (4.11),
y Ci /Ci. To prove that y(1) < a we need to show that y Ci. Suppose that y E Ci. Connect the points (y(1), y(2)) and (x(1), x(2)) with the segment D.
Note that the so-length of D equals Ilvt lko . Since y E R(x), when moving along D from (y(1), y(2)) to (x(1), x(2)), the origin remains on the left. This implies that the so-length of D exceeds the so-length 1(x) of the segment of the straight line {tx 1 t a R} located within the region Cad, (see Fig. 4 .4). Due to (4.5) and (4.12), we obtain 1(x) > 1.
Thus, °yd s° > 1 which is impossible..
We now show how Theorem 4.3 can be applied to the .4211C","x problem. Proof. Without loss of generality, assume that the .4211 C","x problem satisfies (4.3).
Introduce a family V of n two-dimensional vectors v1 , v2 ,..., vT, such that To complete the proof, we show that, for any E > 0, there exists an instance of the A211C,""x problem such that C"",,(5) > (1.25 -E)p* + P* for any schedule S.
Given an E > 0, take an odd n > 1/E and construct the following instance of the A211Cx
problem. There are n + 1 jobs. The jobs J 1 , J2 ,..., J r" called the U-jobs, are identical and their processing times on machines M1 " V2 , and MA are equal to 1, 1 -1/n, and 1 --1/(2n), respectively. The processing times of job Jo are equal to 0, 1, and 1/2, respectively. Note that the workload of each machine equals n, i.e., P* = n, while the ), j = 1, 2,..., n.
largest processing time p* = 1. We show that for any schedule the total idle time on MA exceeds 1.25 -E.
If job Jo is processed first, then the total idle time on MA before starting the next U-job equals 1.5 -1/n > 1.25 -E.
For a k < n -1, consider a permutation of the jobs such that exactly k of the U-jobs precede job Jo. The total idle time on HA before processing job Jo equals 1 + (k-1)/(2n).
For k < (n -1)/2, this idle time is at least 1.25 -0.75/n > 1.25 -On the other hand, for k > (n -1)/2, the total idle time on M 4 before the first U-job after Jo starts on that machine equals 1.5 -(k+2)/(2n). We deduce that the idle time on M A is at least 1.25 --0.75/n > 1.25 -E. for k > (n -1)/2 as well.
This completes the proof of the theorem_
Concluding remarks
This paper establishes the complexity status of the two-stage assembly scheduling problem to minimize the makespa.n. Several heuristic algorithms are presented, accompanied by the worst-case analysis of their performance. Of special interest is the use of geometrical ideas that arise in compact vector summation problems to obtain absolute performance guarantees. Although there is some literature on these methods (most of which is in Russian), they have not been widely used in scheduling.
Since the assembly scheduling model has many practical applications, it is desirable to design enumerative methods based, for example, on the branch-and-bound ideas. Another direction of further research is developing approximation algorithms with better worst-case performance guarantees.
