We propose and demonstrate a CMOS rolling-shutter pattern decoding scheme based on two newly introduced schemes, named row grayscale redistribution and differential grayscale packet selection to improve the performance in decoding the CMOS rolling-shutter pattern in translational or rotational motions. Results show that even the CMOS image sensor is in translational or rotational motions, no significant signal degradation is observed at wireless transmission distance up to 150 cm. The maximum visible light communication data rate at different wireless transmission distances is also analyzed.
Introduction
Different optical wireless communication (OWC) technologies, such as free space optical communication (FSO), camera communication (CamCom), underwater optical communication, visible light communication (VLC) [1] - [12] have been illustrated. Both VLC and millimeter wave (mmWave) can provide short-reach wireless communication [13] . VLC using LED transmitter (Tx) has a lower initial deployment cost than the mmWave communication since the existing LED lamps can be used for both communication and lighting. As the LED-based VLC utilizes intensity modulation and direction detection (IMDD), the VLC receiver (Rx) signal-processing complexity could be lower than the mmWave Rx which can support both IMDD and coherent detection. As there are billions of mobilephones in the world nowadays, using the embedded complementary-metal-oxide-semiconductor (CMOS) image sensor as VLC Rx is interesting. However, employing the CMOS image sensor as VLC Rx is challenging. A 150 bit/s VLC using red-green-blue (RGB) LED and CMOS image sensor was demonstrated; however the data rate is limited by the frame-rate of the image sensor [14] . A tailor-made image senor including both CMOS image senor and high-speed PD for VLC has been demonstrated; however, this device could be high cost and is not commercially available [15] . Using the rolling shutter effect of a CMOS image sensor for VLC can be promising [16] and it was successfully illustrated that the VLC data rate can be much higher than the frame rate of the CMOS image sensor [17] .
In previous works, the CMOS image sensor should be pointed directly to the light source to establish a communication link [16] - [18] . However; scenarios may happen during multicasting where persons are crowded in front of the LED Tx; hence only part of the light source can be captured. Other scenarios are CMOS image sensor in translational or rotational motions. In this work, we propose and demonstrate a CMOS rolling shutter pattern decoding scheme based on two newly introduced schemes, named Row Grayscale Redistribution (RGR) and Differential Grayscale Packet Selection (DGPS) to improve the performance in decoding the CMOS rolling shutter pattern in translational or rotational motions. Besides, the maximum VLC data rate at different wireless transmission distances is analyzed and discussed. Fig. 1(a) shows the experimental setup of mobile-phone based VLC. The VLC data packet is in non-return-to-zero (NRZ) format, which is encoding by using Matlab program. By using an arbitrary waveform generator (AWG, Tektronix AFG3252C), the actual NRZ waveform is produced to drive a LED light source. As the CMOS image sensor is operated in "burst" mode due to the frame-to-frame time gap, each VLC data packet will be transmitted 3 times to make sure a completed packet can be received. Here a white-LED light-panel with dimension of 58 cm × 88 cm is used. The CMOS image sensor (Iphone7) has resolution of 1080 × 1920 pixels. Our developed application program (APP) in the mobile-phone can capture the continuous frames at 30 fps. They are then transferred to the Matlab for decoding. As described in ref. [17] , the CMOS image sensor is operated in rolling shutter mode, in which the pixel row starts exposure from top to bottom. Hence, when the light source is modulated higher than the frame rate, dark and bright fringes are recorded in the image frame corresponding to light OFF and ON, as shown in Fig. 1(a) . Fig. 1(b) shows the flow diagram of decoding the rolling shutter pattern. First, each rolling shutter pattern frame is read-in and converted into grayscale values. Fig. 1(c) illustrates the implementation of the proposed RGR and DGPS. In the proposed RGR scheme, the grayscale values of different pixels in each pixel row (along the x-direction) are redistributed in descending order. Then the 1st column is selected (along the y-direction) to construct the grayscale value pattern. As only part of the light source can be captured by the CMOS image sensor, once the column matrix is selected; the proposed DGPS scheme is used to locate the VLC packets. This is performed by finding the difference in grayscale values between neighbor pixels (only in the 1st column along the y-direction). If there are low different in neighbor grayscale values and the grayscale values are low; the VLC packet can be excluded in this location. Hence the VLC packet can be located. Once the packet location (in terms of pixel indexes) is identified, the extinction ratio (ER) enhancement scheme can be applied. The received VLC packet will have a high signal fluctuation since some pixels are optically saturated. The ER enhancement is used to minimize the grayscale value fluctuation in the rolling shutter pattern. Ref. [19] shows the ER enhancement, which includes applying two 2nd order polynomial fitting curves to the grayscale value pattern. After applying the first fitting curve, the grayscale values in the original pattern larger than the fitting curve to set equal to the fitting curve values. After applying the second fitting curve, the intersection points between the grayscale values in the original pattern and the second fitting curve is set to zero. After this, the thresholding scheme, called extreme value averaging (EVA) [18] is used to identify the data logic. Due to the frame-to-frame processing time-gap of the CMOS image sensor Rx, it is difficult to synchronize the Rx with the LED Tx. To guarantee a complete VLC packet can be captured in each image frame, the duration of packet is 1/180 s and the same content packet is sent successively three times. The packet has a 16-bit header using all NRZ logic 1 signal. Once the header can be differentiated from the payload; the packet can be synchronized [18] . The VLC sample rate and the BER can be measured as shown in Fig. 1(b) . Fig. 2(a) shows one example of a captured rolling shutter pattern when the light source is located slightly offset to the left hand side. Figs. 2(b) and (c) show the grayscale value patterns by applying the traditional 2nd order polynomial fitting curves and using DGPS with 2nd order polynomial fitting curves for ER enhancement respectively. In traditional ER enhancement, the fitting curves take into account all the 1080 pixels; while the DGPS with ER enhancement only take into account the pixels with the VLC packet. We can observe that the DGPS scheme can correctly identify the packet location; and the fitting curves bend upward. Figs. 2(d) and (e) show the grayscale value patterns after the ER enhancement and then EVA thresholding. Although the thresholding curves look different; both can correctly identify the data logic 1 and 0. However, scenarios are different when the CMOS image sensor is moving or rotating; or when part of the light source is captured. Fig. 3(a) shows a rolling shutter pattern when the light source is rotating and moving to the left-hand side. After applying the RGR, the grayscale values in each row are redistributed; and the new rolling shutter pattern is shown in Fig. 3(b) . Then the 1st column in Fig. 3(b) can be selected to construct the grayscale value pattern. Figs. 3(c) and (d) show the grayscale value patterns by applying the traditional 2nd order polynomial fitting curves and using DGPS with 2nd order polynomial fitting curves for ER enhancement respectively. As DGPS can identify the packet location, the fittings curves bend upward as explained above. After the ER enhancement, we can observe that bit-errors occur at pixels around 800th column without using the DGPS, while the logic data can be identified when DGPS is employed.
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Results and Discussions
Figs. 4(a) and (b) show the measured BER performances when the light source is in translational or rotational motions respectively. In the translational motion experiment, part of the light source is moved out of the image sensor, which will result in an asymmetric grayscale value pattern similar to Fig. 3(c) ; hence a high bit error is observed. The proposed RGR with DGPS schemes can work well when the free space transmission distance is between 50 cm to 150 cm, satisfying the forward error correction (FEC) threshold of BER = 3.8 × 10 −3 . In the rotation experiment, since the light source is located at the centre, the traditional scheme and the proposed RGR with DGPS schemes perform similarly with transmission distance of 100 cm; however the proposed scheme can perform better at a longer transmission distance since the DGPS can provide a better grayscale pattern for the subsequent thresholding.
We believe that the relatively low data rate (∼kbit/s) and 100 cm transmission distance could be enough for sending restaurant menus, promotion leaflets and even indoor navigation information. We also study the maximum VLC data achieved at different optical wireless transmission distance as shown in Fig. 4(c) . When the distance between the light source and the image sensor increases, the area (number of pixels) occupied by the light source will decrease; however the rolling shutter patterns observed in the CMOS image sensor are the same since these patterns are generated at the image sensor. At distance of 100 cm, the occupied pixels by the height of light source height is 906 pixels. By considering 6 pixel rows per bit and frame rate of 30 fps, the data rate at 100 cm is 1.51 kbit/s. When the transmission distance increases to 200 cm, the occupied pixels by the light source is only 446 pixels; hence the data rate decreases to 0.743 kbit/s. To increase the transmission distance, we can use a larger dimension light source. To increase the data rate, we can reduce the transmission distance; or use a CMOS image sensor with higher resolution and frame rate. Since the CMOS image sensor is in motion, some of the captured image frames are out of focus. Hence we use 6 pixel rows per bit. If the out-of-focus is very severe, the data cannot be decoded even more pixel rows per bit are used.
Conclusion
We proposed and demonstrated a CMOS rolling shutter pattern decoding scheme based on RGR and DGPS to improve the decoding performance during translational and rotational motions. The RGR scheme allowed the grayscale values of different pixels in each pixel row can be redistributed; while the DGPS scheme located the VLC packet. Hence, the ER enhancement and the EVA thresholding can correctly identify the data logic. BER satisfied the FEC at wireless transmission distance up to 150 cm. The data rate at 100 cm was 1.51 kbit/s. To increase the transmission distance, larger light source can be used. To increase the data rate, we can reduce the transmission distance; or use a CMOS image sensor with higher resolution and frame rate.
