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Abstract: The paper deals with a two-person zero-sum differential game for a dynamical system
which motion is described by a delay differential equation under an initial condition defined by
a piecewise continuous function. For the value functional of this game, we derive the Hamilton-
Jacobi type equation with coinvariant derivatives. It is proved that, if the solution of this
equation satisfies certain smoothness conditions, then it coincides with the value functional.
On the other hand, it is proved that, at the points of coinvariant differentiability, the value
functional satisfies the derived Hamilton-Jacobi equation. Therefore, this equation can be called
the Hamilton-Jacobi-Bellman-Isaacs equation for time-delay systems.
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value functional, optimal strategies.
1. INTRODUCTION
From the differential games theory for ordinary differ-
ential equations (see, e.g., Isaacs (1965); Krasovskii and
Subbotin (1988); Osipov (1971)) and Hamilton-Jacobi
(HJ) equations with partial derivatives theory (see, e.g.,
Subbotin (1995); Crandall and Lions (1983); Clarke,
Ledyaev, Stern and Wolenski (1998)), it is well known
that, on the one hand, a value function of a differential
game at points of differentiability satisfies the correspond-
ing Hamilton-Jacobi-Bellman-Isaacs (HJBI) equation with
partial derivatives and, on the other hand, the continu-
ously differentiable solution of the HJBI equation coin-
cides with the value function. In Lukoyanov (2003) the
similar result for differential games for time-delay systems
and the corresponding HJBI equations with coinvariant
derivatives was obtained. Note that HJBI equations were
considered on the space of continuous functions. In the
paper the similar result in the more general case for HJBI
equations on the space of piecewise continuous functions
is proved. Firstly, it allows to construct positional optimal
strategies of players in differential games for time-delay
systems, in the cases when the corresponding HJBI equa-
tion has a smooth solution even if an initial motion history
has points of discontinuities. Secondly, the choice of the
space of piecewise continuous functions may in the future
significantly facilitate many constructions of the theory
of generalized solutions of HJ equations with coinvariant
derivatives. Earlier, similar investigations of HJ equations
corresponding to optimal control problems for time-delay
systems were presented in Plaksin (2019). The paper con-
tinues Plaksin (2019) and gives a theoretical foundation for
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further investigations of differential games for time-delay
systems and the corresponding HJBI equations.
2. DIFFERENTIAL GAME
Let Rn be the n-dimensional Euclidian space with the
inner product 〈·, ·〉 and the norm ‖ · ‖. A function
x(·) : [a, b] → Rn is called piecewise continuous if there
exist numbers a = ξ1 < ξ2 < . . . < ξk = b such that, for
each i ∈ 1, k − 1, the function x(·) is continuous on the
interval [ξi, ξi+1) and there exists a finite limit of x(ξ) as
ξ approaches ξi+1 from left. Denote by PC([a, b],Rn) and
Lip([a, b],Rn) the linear spaces of piecewise continuous and
Lipschitz continuous functions x(·) : [a, b] → Rn.
Let t0 < ϑ and h > 0. Let us denote
PC = PC([−h, 0],Rn), G = [t0, ϑ]× Rn × PC.




‖w(ξ)‖dξ, ‖w(·)‖∞ = sup
ξ∈[−h,0]
‖w(ξ)‖.
We consider a two-person differential game for the dynam-
ical system described by the time-delay equation
ẋ(τ) = f(τ, x(τ), x(τ − h), u(τ), v(τ)),
τ ∈ [t0, ϑ], x(τ) ∈ Rn, u(τ) ∈ U, v(τ) ∈ V,
(1)
and the quality index




f0(ξ, x(ξ), x(ξ − h), u(ξ), v(ξ)) dξ.
(2)
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Here τ is the time variable; x(τ) is the value of the state
vector at the time τ ; t ∈ [t0, ϑ] is the time of the control
process beginning; hereinafter, for each τ ∈ [t0, ϑ], the
symbol xτ (·) denotes the function on the interval [−h, 0]
defined by xτ (ξ) = x(τ + ξ), ξ ∈ [−h, 0]; u(τ) and v(τ) are
control actions of the first and second players, respectively;
U and V are known compacts of finite-dimensional spaces.
The first player aims to minimize the value γ of the quality
index, while the second player aims to maximize it.
We assume that the following conditions hold:
(f1) The functions f(t, x, y, u, v) ∈ Rn, f0(t, x, y, u, v) ∈ R,
t ∈ [t0, ϑ], x, y ∈ Rn, u ∈ U, v ∈ V, are continuous.
(f2) For every α > 0, there exists λf > 0 such that
‖f(t, x, y, u, v)− f(t, x′, y′, u, v)‖
+|f0(t, x, y, u, v)− f0(t, x′, y′, u, v)|
≤ λf
(
‖x− x′‖+ ‖y − y′‖
)
for any t ∈ [t0, ϑ], x, y, x′, y′ ∈ O(α) = {x ∈ Rn : ‖x‖ ≤ α},
u ∈ U and v ∈ V.
(f3) There exists a constant cf > 0 such that
‖f(t, x, y, u, v)‖+ |f0(t, x, y, u, v)| ≤ cf
(
1 + ‖x‖+ ‖y‖
)
for any t ∈ [t0, ϑ], x, y ∈ Rn, u ∈ U and v ∈ V.













〈f(t, x, y, u, v), s〉+ f0(t, x, y, u, v)
)
(σ) For every α > 0, there exists λσ > 0 such that
|σ(z, w(·))− σ(z′, w′(·))| ≤ λσ
(
‖z − z′‖+ ‖w(·)−w′(·)‖1
)
for any (z, w(·)), (z′, w′(·)) ∈ P (α), where
P (α) = {(z, w(·)) ∈ Rn × PC: ‖z‖ ≤ α, ‖w(·)‖∞ ≤ α}.
Let (t, z, w(·)) ∈ G. Denote by Λ(t, z, w(·)) the set of
functions x(·) ∈ PC([t− h, ϑ],Rn) such that
x(τ) = w(τ − t), τ ∈ [t− h, t), x(τ) = y(τ), τ ∈ [t, ϑ],
where y(·) ∈ Lip([t, ϑ],Rn) and y(t) = z.
Denote by U(t) and V(t) sets of measurable functions
u(·) : [t, ϑ] → U and v(·) : [t, ϑ] → V, respectively. It is
known that, under the conditions above, for each u(·) ∈
U(t) and v(·) ∈ V(t), there exists a unique motion x(·)
of system (1) that is a function x(·) ∈ Λ(t, z, w(·)) that
satisfies equation (1) for almost every τ ∈ [t, ϑ]. The triple
{x(·), u(·), v(·)} is called a control process realization. Note
that this control process realization uniquely determines
the value of quality index (2).
According to Krasovskii and Subbotin (1988) (see also
Lukoyanov (2003) for time-delay systems), differential
game (1), (2) is posed as follows.
By a control strategy of the first player, we mean an
arbitrary function U : G → U. Let us fix (t, z, w(·)) ∈ G
and a partition of the interval [t, ϑ]:
∆δ= {τj : τ1 = t, 0 < τj+1−τj ≤ δ, j = 1, l, τl+1 = ϑ}. (3)
The pair {U,∆δ} defines a control law that forms a
piecewise constant function u(·) ∈ U(t) according to the
following step-by-step rule:
u(τ) = U(τj , x(τj), xτj (·)), τ ∈ [τj , τj+1), j = 1, l. (4)
This control law together with v(·) ∈ V(t) uniquely deter-
mine the control process realization {x(·), u(·), v(·)} and
the value γ = γ(t, z, w(·);U,∆δ; v(·)) of quality index (2).
The guaranteed result of the strategy U is defined by






γ(t, z, w(·);U,∆δ; v(·)). (5)
The optimal guaranteed result of the first player is
ρ◦u(t, z, w(·)) = inf
U
ρu(t, z, w(·);U). (6)
A strategy U◦ of the first player is called optimal if
ρu(t, z, w(·);U◦) = ρ◦u(t, z, w(·)).
Similarly, with the corresponding changes, for the second
player, we define a control strategy V : G → V, control law
{V,∆δ} that forms a function v(·) ∈ V(t) by
v(τ) = V (τj , x(τj), xτj (·)), t ∈ [τj , τj+1), j = 1, l,
the guaranteed result of the strategy V






γ(t, z, w(·);u(·);V,∆δ), (7)
and the optimal guaranteed result
ρ◦v(t, z, w(·)) = sup
V
ρv(t, z, w(·);V ). (8)
A strategy V ◦ of the second player is called optimal if
ρv(t, z, w(·);V ◦) = ρ◦v(t, z, w(·)).
Due to definitions (5)–(8), we have
ρ◦v(t, z, w(·)) ≤ ρ◦u(t, z, w(·)), (t, z, w(·)) ∈ G. (9)
If the equality ρ◦(t, z, w(·)) := ρ◦u(t, z, w(·)) = ρ◦v(t, z, w(·))
holds for any (t, z, w(·)) ∈ G, then ρ◦ : G → R is called the
value functional of differential game (1), (2).
One can show (see, e.g., Krasovskii and Subbotin (1988))
that the value functional ρ◦ has the following properties:
(ρu) For every (t, z, w(·)) ∈ G, τ ∈ [t, ϑ], ε > 0 and
v(·) ∈ V(t), there exists u(·) ∈ U such that, for the control
process realization {x(·), u(·), v(·)}, we have
ρ◦(τ, x(τ), xτ (·)) +
τ∫
t
f0(ξ, x(ξ), x(ξ − h), u(ξ), v(ξ)) dξ
≤ ρ◦(t, z, w(·)) + ε.
(ρv) For every (t, z, w(·)) ∈ G, τ ∈ [t, ϑ], ε > 0 and
u(·) ∈ U(t), there exists v(·) ∈ V such that, for the control
process realization {x(·), u(·), v(·)}, we have
ρ◦(τ, x(τ), xτ (·)) +
τ∫
t
f0(ξ, x(ξ), x(ξ − h), u(ξ), v(ξ)) dξ
≥ ρ◦(t, z, w(·))− ε.
3. PROPERTIES OF THE TIME-DELAY SYSTEM
Taking the constant cf > 0 form (f3), we denote
F η(x, y) = {f ∈ Rn : ‖f‖ ≤ cf (1 + ‖x‖+ ‖y‖) + η},
x, y ∈ Rn, η ≥ 0. (10)
Let (t, z, w(·)) ∈ G and η ≥ 0. Denote by Xη(t, z, w(·))
the set of functions x(·) ∈ Λ(t, z, w(·)) that satisfy the
following time-delay differential inclusion:
ẋ(τ) ∈ F η(x(τ), x(τ − h)) for a.e. τ ∈ [t, ϑ]. (11)
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Here τ is the time variable; x(τ) is the value of the state
vector at the time τ ; t ∈ [t0, ϑ] is the time of the control
process beginning; hereinafter, for each τ ∈ [t0, ϑ], the
symbol xτ (·) denotes the function on the interval [−h, 0]
defined by xτ (ξ) = x(τ + ξ), ξ ∈ [−h, 0]; u(τ) and v(τ) are
control actions of the first and second players, respectively;
U and V are known compacts of finite-dimensional spaces.
The first player aims to minimize the value γ of the quality
index, while the second player aims to maximize it.
We assume that the following conditions hold:
(f1) The functions f(t, x, y, u, v) ∈ Rn, f0(t, x, y, u, v) ∈ R,
t ∈ [t0, ϑ], x, y ∈ Rn, u ∈ U, v ∈ V, are continuous.
(f2) For every α > 0, there exists λf > 0 such that
‖f(t, x, y, u, v)− f(t, x′, y′, u, v)‖
+|f0(t, x, y, u, v)− f0(t, x′, y′, u, v)|
≤ λf
(
‖x− x′‖+ ‖y − y′‖
)
for any t ∈ [t0, ϑ], x, y, x′, y′ ∈ O(α) = {x ∈ Rn : ‖x‖ ≤ α},
u ∈ U and v ∈ V.
(f3) There exists a constant cf > 0 such that
‖f(t, x, y, u, v)‖+ |f0(t, x, y, u, v)| ≤ cf
(
1 + ‖x‖+ ‖y‖
)
for any t ∈ [t0, ϑ], x, y ∈ Rn, u ∈ U and v ∈ V.













〈f(t, x, y, u, v), s〉+ f0(t, x, y, u, v)
)
(σ) For every α > 0, there exists λσ > 0 such that
|σ(z, w(·))− σ(z′, w′(·))| ≤ λσ
(
‖z − z′‖+ ‖w(·)−w′(·)‖1
)
for any (z, w(·)), (z′, w′(·)) ∈ P (α), where
P (α) = {(z, w(·)) ∈ Rn × PC: ‖z‖ ≤ α, ‖w(·)‖∞ ≤ α}.
Let (t, z, w(·)) ∈ G. Denote by Λ(t, z, w(·)) the set of
functions x(·) ∈ PC([t− h, ϑ],Rn) such that
x(τ) = w(τ − t), τ ∈ [t− h, t), x(τ) = y(τ), τ ∈ [t, ϑ],
where y(·) ∈ Lip([t, ϑ],Rn) and y(t) = z.
Denote by U(t) and V(t) sets of measurable functions
u(·) : [t, ϑ] → U and v(·) : [t, ϑ] → V, respectively. It is
known that, under the conditions above, for each u(·) ∈
U(t) and v(·) ∈ V(t), there exists a unique motion x(·)
of system (1) that is a function x(·) ∈ Λ(t, z, w(·)) that
satisfies equation (1) for almost every τ ∈ [t, ϑ]. The triple
{x(·), u(·), v(·)} is called a control process realization. Note
that this control process realization uniquely determines
the value of quality index (2).
According to Krasovskii and Subbotin (1988) (see also
Lukoyanov (2003) for time-delay systems), differential
game (1), (2) is posed as follows.
By a control strategy of the first player, we mean an
arbitrary function U : G → U. Let us fix (t, z, w(·)) ∈ G
and a partition of the interval [t, ϑ]:
∆δ= {τj : τ1 = t, 0 < τj+1−τj ≤ δ, j = 1, l, τl+1 = ϑ}. (3)
The pair {U,∆δ} defines a control law that forms a
piecewise constant function u(·) ∈ U(t) according to the
following step-by-step rule:
u(τ) = U(τj , x(τj), xτj (·)), τ ∈ [τj , τj+1), j = 1, l. (4)
This control law together with v(·) ∈ V(t) uniquely deter-
mine the control process realization {x(·), u(·), v(·)} and
the value γ = γ(t, z, w(·);U,∆δ; v(·)) of quality index (2).
The guaranteed result of the strategy U is defined by






γ(t, z, w(·);U,∆δ; v(·)). (5)
The optimal guaranteed result of the first player is
ρ◦u(t, z, w(·)) = inf
U
ρu(t, z, w(·);U). (6)
A strategy U◦ of the first player is called optimal if
ρu(t, z, w(·);U◦) = ρ◦u(t, z, w(·)).
Similarly, with the corresponding changes, for the second
player, we define a control strategy V : G → V, control law
{V,∆δ} that forms a function v(·) ∈ V(t) by
v(τ) = V (τj , x(τj), xτj (·)), t ∈ [τj , τj+1), j = 1, l,
the guaranteed result of the strategy V






γ(t, z, w(·);u(·);V,∆δ), (7)
and the optimal guaranteed result
ρ◦v(t, z, w(·)) = sup
V
ρv(t, z, w(·);V ). (8)
A strategy V ◦ of the second player is called optimal if
ρv(t, z, w(·);V ◦) = ρ◦v(t, z, w(·)).
Due to definitions (5)–(8), we have
ρ◦v(t, z, w(·)) ≤ ρ◦u(t, z, w(·)), (t, z, w(·)) ∈ G. (9)
If the equality ρ◦(t, z, w(·)) := ρ◦u(t, z, w(·)) = ρ◦v(t, z, w(·))
holds for any (t, z, w(·)) ∈ G, then ρ◦ : G → R is called the
value functional of differential game (1), (2).
One can show (see, e.g., Krasovskii and Subbotin (1988))
that the value functional ρ◦ has the following properties:
(ρu) For every (t, z, w(·)) ∈ G, τ ∈ [t, ϑ], ε > 0 and
v(·) ∈ V(t), there exists u(·) ∈ U such that, for the control
process realization {x(·), u(·), v(·)}, we have
ρ◦(τ, x(τ), xτ (·)) +
τ∫
t
f0(ξ, x(ξ), x(ξ − h), u(ξ), v(ξ)) dξ
≤ ρ◦(t, z, w(·)) + ε.
(ρv) For every (t, z, w(·)) ∈ G, τ ∈ [t, ϑ], ε > 0 and
u(·) ∈ U(t), there exists v(·) ∈ V such that, for the control
process realization {x(·), u(·), v(·)}, we have
ρ◦(τ, x(τ), xτ (·)) +
τ∫
t
f0(ξ, x(ξ), x(ξ − h), u(ξ), v(ξ)) dξ
≥ ρ◦(t, z, w(·))− ε.
3. PROPERTIES OF THE TIME-DELAY SYSTEM
Taking the constant cf > 0 form (f3), we denote
F η(x, y) = {f ∈ Rn : ‖f‖ ≤ cf (1 + ‖x‖+ ‖y‖) + η},
x, y ∈ Rn, η ≥ 0. (10)
Let (t, z, w(·)) ∈ G and η ≥ 0. Denote by Xη(t, z, w(·))
the set of functions x(·) ∈ Λ(t, z, w(·)) that satisfy the
following time-delay differential inclusion:
ẋ(τ) ∈ F η(x(τ), x(τ − h)) for a.e. τ ∈ [t, ϑ]. (11)
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Note that the set Xη(t, z, w(·)) is not empty. In particular,
for each u(·) ∈ U(t) and v(·) ∈ V(t), the motion x(·) of
system (1) satisfies the inclusion
x(·) ∈ X0(t, z, w(·)) ⊂ Xη(t, z, w(·)), η ≥ 0. (12)
Proposition 1. Let (t, z, w(·)) ∈ G and η ≥ 0. Then there
exist αX , λX > 0 such that
(x(τ), xτ (·)) ∈ P (αX), ‖x(τ)− x(τ ′)‖ ≤ λX |τ − τ ′|,
for any τ, τ ′ ∈ [t, ϑ] and x(·) ∈ Xη(t, z, w(·)).
Proposition 2. Let (t, z, w(·)) ∈ G, t < ϑ and η ≥ 0.
Let a sequence xk(·) ∈ Xη(t, z, w(·)), k ∈ N be chosen.
Then there exist a subsequence xki(·) and a function
x∗(·) ∈ Xη(t, z, w(·)) such that
max
τ∈[t−h,ϑ]
‖xki(τ)− x∗(τ)‖ → 0 as i → ∞.
Proposition 3. Let (t, z, w(·)) ∈ G and η ≥ 0. For every
ε > 0, there exists δ > 0 such that, for every x(·) ∈
Xη(t, z, w(·)) and τ, τ ′ ∈ [t, ϑ]: |τ − τ ′| ≤ δ, we have:
‖x(τ)− x(τ ′)‖+ ‖xτ (·)− xτ ′(·)‖1 ≤ ε.
Proposition 1 and 2 can be proved similar to Proposi-
tion 3.1 and Lemma 4.8 in Plaksin (2019), respectively.
Proposition 3 one can proved, using approximation of w(·)
by a Lipschitz function (see, e.g., (Natanson, 1960, p. 214))
and Proposition 1.
4. HJBI EQUATION
Following Kim (1999); Lukoyanov (2000), a functional
ϕ : G → R is called coinvariantly differentiable (ci-diffe-
rentiable) at a point (t, z, w(·)) ∈ G, t < ϑ if there exist
∂cit,wϕ(t, z, w(·)) ∈ R and ∇zϕ(t, z, w(·)) ∈ Rn such that,
for every v ∈ Rn, x(·) ∈ Λ(t, z, w(·)) and τ ∈ [t, ϑ], the
following relation holds:
ϕ(τ, v, xτ (·))− ϕ(t, z, w(·)) = ∂cit,wϕ(t, z, w(·))(τ − t)
+〈v − z,∇zϕ(t, z, w(·))〉+ o(|τ − t|+ ‖v − z‖),
(13)
where the function xτ (·) ∈ PC is defined by xτ (ξ) =
x(τ + ξ), ξ ∈ [−h, 0], the value o(·) depends on the
triplet {t, z, x(·)}, and o(δ)/δ → 0 as δ → +0. Then
∂cit,wϕ(t, z, w(·)) is called the ci-derivative of ϕ with respect
to {t, w(·)} and ∇zϕ(t, z, w(·)) is the gradient of ϕ with
respect to z. Let us note that if ϕ does not depend on
the functional variable w(·), then the definition of ci-
differentiability coincides with the definition of differen-
tiability of functions.
For differential game (1), (2), we define the Hamiltonian





〈f(t, x, y, u, v), s〉
+f0(t, x, y, u, v)
)
, t ∈ [t0, ϑ], x, y, s ∈ Rn.
(14)
and consider the following HJ equation
∂cit,wϕ(t, z, w(·)) +H(t, z, w(−h),∇zϕ(t, z, w(·))) = 0,
(t, z, w(·)) ∈ G, t < ϑ, (15)
with the terminal condition
ϕ(ϑ, z, w(·)) = σ(z, w(·)), (ϑ, z, w(·)) ∈ G. (16)
Following Plaksin (2019), define the class of functionals in
which we will search a solution of the problem (15), (16).
Denote by Φ the set of functionals ϕ = ϕ(t, z, w(·)) ∈ R,
(t, z, w(·)) ∈ G which are continuous with respect to t and
satisfy the following Lipschitz condition: for every α > 0,
there exists λϕ > 0 such that





for any t ∈ [t0, ϑ], (z, w(·)), (z′, w′(·)) ∈ P (α). The choice
of this class is motivated, in particular, by the inclusion
ρ◦ ∈ Φ, (17)
which can be shown by scheme of Lemma 4.1 in Plaksin
(2019).
5. OPTIMAL STRATEGIES
Lemma 1. Let ϕ ∈ Φ, (t, z, w(·)) ∈ G and η ≥ 0. For
every ε > 0, there exists δ = δ(ε) > 0 such that, for every
x(·) ∈ Xη(t, z, w(·)) and τ, τ ′ ∈ [t, ϑ]: |τ − τ ′| ≤ δ, the
following inequality holds:
|ϕ(τ, x(τ), xτ (·))− ϕ(τ ′, x(τ ′), xτ ′(·))| ≤ ε.
Proof. For the sake of a contradiction, suppose that there
exist ε > 0 and xk(·) ∈ Xη(t, z, w(·)), τk, τ ′k ∈ [t, ϑ]:
|τk − τ ′k| ≤ 1/k, k ∈ N such that







(·))| > ε, k ∈ N.
Without loss of generality, taking into account Proposi-
tion 2, we can suppose that there exist τ∗ ∈ [t, ϑ] and
x∗(·) ∈ Xη(t, z, w(·)) such that
τk → τ∗, τ ′k → τ∗,
max
τ∈[t−h,ϑ]
‖xk(τ)− x∗(τ)‖ → 0, as k → ∞. (18)
Due to Proposition 1 and the inclusion ϕ ∈ Φ, there exist
k1 > 0 and λϕ > 0 such that, for every k > k1, we have



















According to Proposition 3 and (18), there exists k2 > 0
such that, for every k > k2, we derive
‖xk(τk)− xk(τ∗)‖+ ‖xkτk(·)− x
k
τ∗(·)‖1 ≤ ε/(8λϕ),
‖xk(τ∗)− x∗(τ∗)‖+ ‖xkτ∗(·)− x
∗
τ∗(·)‖1 ≤ ε/(8λϕ).
Thus, for k > max{k1, k2}, we obtain




In a similar way, we can show that there exists k3 > 0 such
that, for every k > k3, we have
|ϕ(τ ′k, xk(τ ′k), xkτ ′
k
(·))− ϕ(τ∗, x∗(τ∗), x∗τ∗(·))| ≤ ε/2.
Thus, for k > max{k1, k2, k3}, we conclude ε < ε. 
Lemma 2. Let ϕ ∈ Φ, (t, z, w(·)) ∈ G and η ≥ 0. There
exists β > 0 such that, for every x(·) ∈ Xη(t, z, w(·)), the
following estimate holds:
|ϕ(τ, x(τ), xτ (·))| ≤ β, τ ∈ [t, ϑ]. (19)
Proof. Since ϕ ∈ Φ, there exists β0 > 0 satisfying
|ϕ(τ, 0, θ(·) ≡ 0)| ≤ β0, τ ∈ [t, ϑ]. Moreover, taking αX > 0
from Proposition 1, one can choose λϕ such that
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|ϕ(τ, x(τ), xτ (·))− ϕ(τ, 0, θ(·))| ≤ λϕ(‖x(τ)‖+ ‖xτ (·)‖1),
τ ∈ [t, ϑ], x(·) ∈ Xη(t, z, w(·)).
Thus, defining β = β0 + λϕ(1 + h)αX , we obtain (19). 
Lemma 3. Let ϕ ∈ Φ be ci-differentiable at every point
(t, z, w(·)) ∈ G, t < ϑ and the inclusions ∂cit,wϕ,∇zϕ ∈ Φ
hold. Let (t, z, w(·)) ∈ G and x∗(·) ∈ X0(t, z, w(·)).
Then the function ω∗(τ) = ϕ(τ, x∗(τ), x∗τ (·)), τ ∈ [t, ϑ]
is Lipschitz continuous and
ω̇∗(τ) = ∂cit,wϕ(τ, x
∗(τ), x∗τ (·))
+〈ẋ∗(τ),∇zϕ(τ, x∗(τ), x∗τ (·))〉 for a.e. τ ∈ [t, ϑ].
(20)
Proof. Taking cf > 0 from condition (f3) and αX , λX > 0
from Proposition 1, let us define η = cf (1 + 2αX). Then,
due to inclusions ∂cit,wϕ,∇zϕ ∈ Φ and Lemma 2, there
exists β∂ϕ, β∇ϕ > 0 such that
|∂cit,wϕ(τ, x(τ), xτ (·))| ≤ β∂ϕ, |∇zϕ(τ, x(τ), xτ (·))| ≤ β∇ϕ,
τ ∈ [t, ϑ], x(·) ∈ Xη(t, z, w(·)). (21)




x∗(max{ξ, t}) dξ, τ ∈ [t, ϑ], k ∈ N.
Then these functions are continuously differentiable and,
for every τ ∈ [t, ϑ] and k ∈ N, satisfy relations
(xk(τ), xkτ (·)) ∈ P (αX), ‖ẋk(τ)‖ ≤ λX . (22)
Moreover, one can show that
max
τ∈[t,ϑ]
‖x∗(τ)− xk(τ)‖ → 0 as k → ∞. (23)
and, using definition (11) of the set X0(t, z, w(·)) and
in accordance with the choice of the number η, for all














xk(·) ∈ Xη(t, z, w(·)), k ∈ N. (24)
Define the functions ωk(τ) = ϕ(τ, xk(τ), xkτ (·)), τ ∈ [t, ϑ],
k ∈ N. Then, according to the inclusion ϕ ∈ Φ and (22),
there exists λϕ > 0 such that, for every τ ∈ [t, ϑ], we have
|ω∗(τ)−ωk(τ)| ≤ λϕ
(
‖x∗(τ)− xk(τ)‖+ ‖x∗τ (·)− xkτ (·)‖1
)
.
Then from (23) we obtain
max
τ∈[t,ϑ]
‖ω∗(τ)− ωk(τ)‖ → 0 as k → ∞. (25)
Taking into account ci-differentiability of ϕ, let us calcu-
late right derivatives of the functions ωk(·) as follows






+〈ẋk(τ),∇zϕ(τ, xk(τ), xkτ (·))〉, τ ∈ (t, ϑ).
(26)
Due to the inclusions ∂cit,wϕ,∇zϕ ∈ Φ, Lemma 1 and
continuous differentiability of xk(·), we obtain that the
right-hand side of this equation is continuous on (t, ϑ).
Consequently, the function d+ωk(τ)/ dτ is also continuous
on (t, ϑ). Then one can show that the function ω(·) is
differentiable on (t, ϑ) and ω̇k(τ) = d+ωk(τ)/ dτ , τ ∈
(t, ϑ). Thus, from (21), (22), (24), (26), we derive
|ω̇k(τ)| ≤ β∂ϕ + λXβ∇ϕ := λω, τ ∈ (t, ϑ).
It means that
|ωk(τ)− ωk(τ ′)| ≤ λω|τ − τ ′|, τ, τ ′ ∈ [t, ϑ].
Passing to the limit in this estimate as k → ∞, consid-
ering (25), we obtain that the function ω∗(·) is Lipschitz
continuous. Equality (20) is obtained similar to (26) at the
points of differentiability of functions ω∗(·) and x∗(·). 
Let us consider the following players control strategies:




χ(t, z, w(·), u, v),




χ(t, z, w(·), u, v), (27)
where (t, z, w(·)) ∈ G and
χ(t, z, w(·), u, v) = 〈f(t, z, w(−h), u, v),∇ϕz(t, z, w(·))〉
+f0(t, z, w(−h), u, v). (28)
Theorem 1. Let a functional ϕ ∈ Φ be ci-differentiable
at every point (t, z, w(·)) ∈ G, t < ϑ, satisfies HJ equa-
tion (15) with terminal condition (16) and the inclusions
∂cit,wϕ,∇zϕ ∈ Φ hold. Then the control strategies U◦
and V ◦ defined by (27) are optimal, and ϕ is the value
functional of differential game (1), (2).
Proof. The proof is carried out by the scheme from
Lukoyanov (2003) (see also Gomoyunov and Plaksin
(2018)). Let (t, z, w(·)) ∈ G. If t = ϑ, then the validity
of the theorem follows from the definition of ρ◦ and (16).
Let t < ϑ. In accordance with (6), (8) and (9), for proving
the theorem, it is sufficient to show that
ρu(t, z, w(·);U◦) ≤ ϕ(t, z, w(·)) ≤ ρv(t, z, w(·);V ◦). (29)
Let us prove the first inequality. Due to (5), we should
show that, for any ε > 0, there exists δ > 0 such that
the following statement is valid. Let ∆δ be a partition (3).
Then, for the control process realization {x(·), u(·), v(·)}
generated by the control law of the first player {U◦,∆δ}
and v(·) ∈ V(t), the value γ = γ(t, z, w(·);U◦,∆δ; v(·)) of
quality index (2) satisfies the inequality
γ = σ(x(ϑ), xϑ(·)) +
∫ ϑ
t
f0(ξ, x(ξ), x(ξ − h), u(ξ), v(ξ)) dξ
≤ ϕ(t, z, w(·)) + ε. (30)
Due to the inclusion ∇zϕ ∈ Φ and Lemma 2, there exists
β∇ϕ > 0 such that, for every x(·) ∈ X0(t, z, w(·)), we have
|∇zϕ(τ, x(τ), xτ (·))| ≤ β∇ϕ, τ ∈ [t, ϑ]. (31)
Denote
ε∗ = ε/(2(ϑ− t)). (32)
Let −h < ξ1 < ξ2 < . . . < ξk < 0 are discontinuity points
of the function w(·). Define the sets
Ii = [ξi + t+ h, ξi+1 + t+ h) ∩ [t, ϑ], i ∈ 1, k − 1
Ik = [ξl + t+ h, t+ h) ∩ [t, ϑ], Ik+1 = [min{t+ h, ϑ}, ϑ].
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|ϕ(τ, x(τ), xτ (·))− ϕ(τ, 0, θ(·))| ≤ λϕ(‖x(τ)‖+ ‖xτ (·)‖1),
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Thus, defining β = β0 + λϕ(1 + h)αX , we obtain (19). 
Lemma 3. Let ϕ ∈ Φ be ci-differentiable at every point
(t, z, w(·)) ∈ G, t < ϑ and the inclusions ∂cit,wϕ,∇zϕ ∈ Φ
hold. Let (t, z, w(·)) ∈ G and x∗(·) ∈ X0(t, z, w(·)).
Then the function ω∗(τ) = ϕ(τ, x∗(τ), x∗τ (·)), τ ∈ [t, ϑ]
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ω̇∗(τ) = ∂cit,wϕ(τ, x
∗(τ), x∗τ (·))
+〈ẋ∗(τ),∇zϕ(τ, x∗(τ), x∗τ (·))〉 for a.e. τ ∈ [t, ϑ].
(20)
Proof. Taking cf > 0 from condition (f3) and αX , λX > 0
from Proposition 1, let us define η = cf (1 + 2αX). Then,
due to inclusions ∂cit,wϕ,∇zϕ ∈ Φ and Lemma 2, there
exists β∂ϕ, β∇ϕ > 0 such that
|∂cit,wϕ(τ, x(τ), xτ (·))| ≤ β∂ϕ, |∇zϕ(τ, x(τ), xτ (·))| ≤ β∇ϕ,
τ ∈ [t, ϑ], x(·) ∈ Xη(t, z, w(·)). (21)




x∗(max{ξ, t}) dξ, τ ∈ [t, ϑ], k ∈ N.
Then these functions are continuously differentiable and,
for every τ ∈ [t, ϑ] and k ∈ N, satisfy relations
(xk(τ), xkτ (·)) ∈ P (αX), ‖ẋk(τ)‖ ≤ λX . (22)
Moreover, one can show that
max
τ∈[t,ϑ]
‖x∗(τ)− xk(τ)‖ → 0 as k → ∞. (23)
and, using definition (11) of the set X0(t, z, w(·)) and
in accordance with the choice of the number η, for all














xk(·) ∈ Xη(t, z, w(·)), k ∈ N. (24)
Define the functions ωk(τ) = ϕ(τ, xk(τ), xkτ (·)), τ ∈ [t, ϑ],
k ∈ N. Then, according to the inclusion ϕ ∈ Φ and (22),
there exists λϕ > 0 such that, for every τ ∈ [t, ϑ], we have
|ω∗(τ)−ωk(τ)| ≤ λϕ
(
‖x∗(τ)− xk(τ)‖+ ‖x∗τ (·)− xkτ (·)‖1
)
.
Then from (23) we obtain
max
τ∈[t,ϑ]
‖ω∗(τ)− ωk(τ)‖ → 0 as k → ∞. (25)
Taking into account ci-differentiability of ϕ, let us calcu-
late right derivatives of the functions ωk(·) as follows






+〈ẋk(τ),∇zϕ(τ, xk(τ), xkτ (·))〉, τ ∈ (t, ϑ).
(26)
Due to the inclusions ∂cit,wϕ,∇zϕ ∈ Φ, Lemma 1 and
continuous differentiability of xk(·), we obtain that the
right-hand side of this equation is continuous on (t, ϑ).
Consequently, the function d+ωk(τ)/ dτ is also continuous
on (t, ϑ). Then one can show that the function ω(·) is
differentiable on (t, ϑ) and ω̇k(τ) = d+ωk(τ)/ dτ , τ ∈
(t, ϑ). Thus, from (21), (22), (24), (26), we derive
|ω̇k(τ)| ≤ β∂ϕ + λXβ∇ϕ := λω, τ ∈ (t, ϑ).
It means that
|ωk(τ)− ωk(τ ′)| ≤ λω|τ − τ ′|, τ, τ ′ ∈ [t, ϑ].
Passing to the limit in this estimate as k → ∞, consid-
ering (25), we obtain that the function ω∗(·) is Lipschitz
continuous. Equality (20) is obtained similar to (26) at the
points of differentiability of functions ω∗(·) and x∗(·). 
Let us consider the following players control strategies:




χ(t, z, w(·), u, v),




χ(t, z, w(·), u, v), (27)
where (t, z, w(·)) ∈ G and
χ(t, z, w(·), u, v) = 〈f(t, z, w(−h), u, v),∇ϕz(t, z, w(·))〉
+f0(t, z, w(−h), u, v). (28)
Theorem 1. Let a functional ϕ ∈ Φ be ci-differentiable
at every point (t, z, w(·)) ∈ G, t < ϑ, satisfies HJ equa-
tion (15) with terminal condition (16) and the inclusions
∂cit,wϕ,∇zϕ ∈ Φ hold. Then the control strategies U◦
and V ◦ defined by (27) are optimal, and ϕ is the value
functional of differential game (1), (2).
Proof. The proof is carried out by the scheme from
Lukoyanov (2003) (see also Gomoyunov and Plaksin
(2018)). Let (t, z, w(·)) ∈ G. If t = ϑ, then the validity
of the theorem follows from the definition of ρ◦ and (16).
Let t < ϑ. In accordance with (6), (8) and (9), for proving
the theorem, it is sufficient to show that
ρu(t, z, w(·);U◦) ≤ ϕ(t, z, w(·)) ≤ ρv(t, z, w(·);V ◦). (29)
Let us prove the first inequality. Due to (5), we should
show that, for any ε > 0, there exists δ > 0 such that
the following statement is valid. Let ∆δ be a partition (3).
Then, for the control process realization {x(·), u(·), v(·)}
generated by the control law of the first player {U◦,∆δ}
and v(·) ∈ V(t), the value γ = γ(t, z, w(·);U◦,∆δ; v(·)) of
quality index (2) satisfies the inequality
γ = σ(x(ϑ), xϑ(·)) +
∫ ϑ
t
f0(ξ, x(ξ), x(ξ − h), u(ξ), v(ξ)) dξ
≤ ϕ(t, z, w(·)) + ε. (30)
Due to the inclusion ∇zϕ ∈ Φ and Lemma 2, there exists
β∇ϕ > 0 such that, for every x(·) ∈ X0(t, z, w(·)), we have
|∇zϕ(τ, x(τ), xτ (·))| ≤ β∇ϕ, τ ∈ [t, ϑ]. (31)
Denote
ε∗ = ε/(2(ϑ− t)). (32)
Let −h < ξ1 < ξ2 < . . . < ξk < 0 are discontinuity points
of the function w(·). Define the sets
Ii = [ξi + t+ h, ξi+1 + t+ h) ∩ [t, ϑ], i ∈ 1, k − 1
Ik = [ξl + t+ h, t+ h) ∩ [t, ϑ], Ik+1 = [min{t+ h, ϑ}, ϑ].
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Then, according to piecewise continuity of w(·), Proposi-
tion 1 and condition (f1), there exists δf > 0 such that, for
every x(·) ∈ X0(t, z, w(·)), i ∈ 1, k + 1, τ, τ ′ ∈ Ii, u ∈ U
and v ∈ V, the following estimates hold:
‖f(τ, x(τ), x(τ − h), u, v)
−f(τ ′, x(τ ′), x(τ ′ − h), u, v)‖ ≤ ε∗/β∇ϕ,
|f0(τ, x(τ), x(τ − h), u, v)
−f0(τ ′, x(τ ′), x(τ ′ − h), u, v)| ≤ ε∗.
(33)
Moreover, there exists βf > 0 such that
‖f(τ, x(τ), x(τ − h), u, v)‖ ≤ βf ,
|f0(τ, x(τ), x(τ − h), u, v)| ≤ βf ,
τ ∈ [t, ϑ], x(·) ∈ X0(t, z, w(·)), u ∈ U, v ∈ V.
(34)
Due to Lemma 1 and the inclusions ϕ, ∂cit,wϕ,∇zϕ ∈ Φ,
there exists δϕ > 0 such that, for every x(·) ∈ X0(t, z, w(·))
and τ, τ ′ ∈ [t, ϑ]: |τ − τ ′| ≤ δϕ, we obtain
|ϕ(τ, x(τ), xτ (·))− ϕ(τ ′, x(τ ′), xτ ′(·))| ≤ ε/(4(k + 1)),
|∂cit,wϕ(τ, x(τ), xτ (·))− ∂cit,wϕ(τ ′, x(τ ′), xτ ′(·))| ≤ ε∗, (35)
|∇zϕ(τ, x(τ), xτ (·))−∇zϕ(τ ′, x(τ ′), xτ ′(·))| ≤ ε∗/βf .
Define
δ = min{δf , δϕ, ε/(4βf (k + 1))}. (36)
Let us show that this δ satisfies the statement above. Let
∆δ be a partition (3) and the control process realization
{x(·), u(·), v(·)} be generated by the control law {U◦,∆δ}
and v(·) ∈ V(t). Define the function




f0(ξ, x(ξ), x(ξ − h), u(ξ), v(ξ)) dξ, τ ∈ [t, ϑ].
(37)
Then, taking into account terminal condition (16), for
proving (30), it is sufficient to show that
ω(ϑ) ≤ ω(t) + ε. (38)
Denote by J the set of j ∈ 1, l such that there exists
i ∈ 1, k + 1 such that [τj − h, τj+1 − h) ⊂ Ii. Note that,




(ω(τj+1)− ω(τj)) + ε/2. (39)
According to Lemma 3, the function ω(·) is Lipschitz
continuous and, taking into account system (1) and (28),
for almost every τ ∈ [t, ϑ], satisfies the equation
ω̇(τ) = ∂cit,wϕ(τ, x(τ), xτ (·)) + χ(τ, x(τ), xτ (·), u(τ), v(τ)).
For j ∈ J and τ ∈ [τj , τj+1), in accordance with (31),
(33)–(36), we derive
∂cit,wϕ(τ, x(τ), xτ (·)) + χ(τ, x(τ), xτ (·), u(τ), v(τ))
≤ ∂cit,wϕ(τj , x(τj), xτj (·))
+χ(τj , x(τj), xτj (·), u(τ), v(τ)) + 4ε∗.
Due to (4), (14), (27), we have
χ(τj , x(τj), xτj (·), u(τ), v(τ))
≤ max
v∈V
χ(τj , x(τj), xτj (·), U◦(τj , x(τj), xτj (·)), v)
= H(τj , x(τj), x(τj − h),∇ϕ(τj , x(τj), xτj (·))).
Thus, taking into account (15), we obtain
ω̇(τ) ≤ ε∗ for a.e. τ ∈ [τj , τj+1], j ∈ J.
Then, from (32), (39), we conclude (38). The first inequal-
ity in (29) is proved. Due to (f4), the second inequality in
(29) can be proved in a similar way. 
6. CI-DIFFERENTIABILITY PROPERTIES OF
THE VALUE FUNCTIONAL
Lemma 4. For every (t, z, w(·)) ∈ G, t < ϑ and s ∈ Rn,
there exist τ∗ ∈ (t, ϑ] and x∗(·) ∈ X0(t, z, w(·)) such that,
for every τ ∈ [t, τ∗], the following inequality holds:





H(ξ, x∗(ξ), x∗(ξ − h), s)− 〈ẋ∗(ξ), s〉
)
dξ
≤ ρ◦(t, z, w(·)).
(40)
Proof. Since w(·) ∈ PC, then there exists τ∗ ∈ (t, ϑ] such
that w(·) is continuous on [−h, τ∗−t−h]. Let k ∈ N. Denote
τj = t+(τ∗−t)j/k, j ∈ 0, k. According to (14) and (ρu), let
us define control process realizations {xk(·), uk(·), vk(·)}
such that, for every j ∈ 0, k − 1, we have
vk(τ) = vkj , τ ∈ [τj , τj+1), (41)
where vkj ∈ V is defined by
H(τj , x
k(τj), x




〈f(τj , xk(τj), xk(τj − h), u, vkj ), s〉
+f0(τj , x
k(τj), x












f0(ξ, xk(ξ), xk(ξ − h), uk(ξ), vk(ξ)) dξ
≤ ρ◦(τj , xk(τj), xkτj (·)) + (τj+1 − τj)/k.
(43)
According to (12) and Proposition 2, without loss of
generality, we can suppose that there exists x∗(·) ∈
X0(t, z, w(·)) such that
max
τ∈[t,ϑ]
‖x∗(τ)− xk(τ)‖ → 0 as k → ∞. (44)
Let us fix ε > 0. Due to (f1) and Lemma 1, taking
into account the continuity of w(·) on [−h, τ∗ − t − h],
Proposition 1 and (17), there exists k1 > 0 such that,
for every k ≥ k1, x(·) ∈ X0(t, z, w(·)), u ∈ U, v ∈ V,
j ∈ 0, k − 1 and τ ∈ [τj , τj+1], we have
|〈f(τj , x(τj), x(τj − h), u, v), s〉
−〈f(τ, x(τ), x(τ − h), u, v), s〉| ≤ ε/(16(τ∗ − t)),
|f0(τj , x(τj), x(τj − h), u, v)
−f0(τ, x(τ), x(τ − h), u, v)| ≤ ε/(16(τ∗ − t)),
|ρ◦(τj , x(τj), xτj (·))− ρ◦(τ, x(τ), xτ (·))| ≤ ε/6.
(45)
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Then, in accordance with (14), we derive
|H(τj , x(τj), x(τj − h), s)
−H(τ, x(τ), x(τ − h), s)| ≤ ε/(8(τ∗ − t)).
(46)
Moreover, according to (f1) and Proposition 1, there exists
βf > 0 such that
|f0(τ, x(τ), x(τ − h), u, v)| ≤ βf ,
τ ∈ [t, τ∗], x(·) ∈ X0(t, z, w(·)), u ∈ U, v ∈ V.
(47)
Due to (17), (f1), (14) and (44), there exists k2 > 0 such
that, for every k ≥ k2, we have





H(ξ, x∗(ξ), x∗(ξ − h), s)− 〈ẋ∗(ξ), s〉
)
dξ
≤ ρ◦(τ, xk(τ), xkτ (·))τ∫
t
(




From (1), (42), (45), for every j ∈ 0, k − 1 and almost
every ξ ∈ [τj , τj+1), we derive
H(ξ, xk(ξ), xk(ξ − h), s)− 〈ẋk(ξ), s〉
≤ H(τj , xk(τj), xk(τj − h), s)
−〈f(τj , xk(τj), xk(τj− h), uk(ξ), vkj ), s〉+ 3ε/(16(τ∗− t))
≤ f0(τj , xk(τj), xk(τj− h), uk(ξ), vkj ) + 3ε/(16(τ∗− t))
≤ f0(ξ, xk(ξ), xk(ξ − h), uk(ξ), vkj ) + ε/(4(τ∗ − t)).
Then, taking into account (47) and defining k3 = 4βf (τ∗−














f0(ξ, xk(ξ), xk(ξ − h), uk(ξ), vkj ) dξ + ε/2.
(49)
Thus, from (41), (43), (45), (48), (49), for
k ≥ max{6(τ∗ − t)/ε, k1, k2, k3},
we obtain





H(ξ, x∗(ξ), x∗(ξ − h), s)− 〈ẋ∗(ξ), s〉
)
dξ
≤ ρ◦(t, z, w(·)) + ε.
It holds for any ε > 0, therefore we can put ε = 0. 
Lemma 5. For every (t, z, w(·)) ∈ G, t < ϑ and s ∈ Rn,
there exist τ∗ ∈ (t, ϑ] and x∗(·) ∈ X0(t, z, w(·)) such that,
for every τ ∈ [t, τ∗], the following inequality holds:





H(ξ, x∗(ξ), x∗(ξ − h), s)− 〈ẋ∗(ξ), s〉
)
dξ
≥ ρ◦(t, z, w(·)).
Proof. The Lemma can be proved similar to Lemma 4,
using (ρv) and (f4). 
Theorem 2. Let the value functional ρ◦ of differential
game (1), (2) be ci-differentiable at a point (t, z, w(·)) ∈ G,
t < ϑ. Then it satisfies HJ equation (15) at this point.
Proof. Due to Lemma 4, defining s = ∇zρ◦(t, z, w(·)),
let us take τ∗ ∈ (t, ϑ] and x∗(·) ∈ X0(t, z, w(·)). By the
definition of ci-differentiability of ρ◦, we have
ρ◦(τ, x∗(τ), x∗τ (·))−ρ◦(t, z, w(·))=∂cit,wρ◦(t, z, w(·))(τ − t)
+〈x∗(τ)− z,∇zρ◦(t, z, w(·))〉+ o(τ − t), τ ∈ [t, ϑ].
Then, using (40), for τ ∈ [t, τ∗], we derive
∂cit,wρ




H(ξ, x∗(ξ), x∗(ξ − h),∇zρ◦(t, z, w(·))) dξ ≤ 0.
Dividing this inequality by τ − t, passing to the limit as
τ → t+ 0, taking into account (f1) and (14), we get
∂cit,wρ
◦(t, z, w(·)) +H(t, z, w(−h),∇zρ◦(t, z, w(·))) ≤ 0.
In a similar way, using Lemma 5, we can obtain the
opposite inequality. 
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Then, in accordance with (14), we derive
|H(τj , x(τj), x(τj − h), s)
−H(τ, x(τ), x(τ − h), s)| ≤ ε/(8(τ∗ − t)).
(46)
Moreover, according to (f1) and Proposition 1, there exists
βf > 0 such that
|f0(τ, x(τ), x(τ − h), u, v)| ≤ βf ,
τ ∈ [t, τ∗], x(·) ∈ X0(t, z, w(·)), u ∈ U, v ∈ V.
(47)
Due to (17), (f1), (14) and (44), there exists k2 > 0 such
that, for every k ≥ k2, we have





H(ξ, x∗(ξ), x∗(ξ − h), s)− 〈ẋ∗(ξ), s〉
)
dξ
≤ ρ◦(τ, xk(τ), xkτ (·))τ∫
t
(




From (1), (42), (45), for every j ∈ 0, k − 1 and almost
every ξ ∈ [τj , τj+1), we derive
H(ξ, xk(ξ), xk(ξ − h), s)− 〈ẋk(ξ), s〉
≤ H(τj , xk(τj), xk(τj − h), s)
−〈f(τj , xk(τj), xk(τj− h), uk(ξ), vkj ), s〉+ 3ε/(16(τ∗− t))
≤ f0(τj , xk(τj), xk(τj− h), uk(ξ), vkj ) + 3ε/(16(τ∗− t))
≤ f0(ξ, xk(ξ), xk(ξ − h), uk(ξ), vkj ) + ε/(4(τ∗ − t)).
Then, taking into account (47) and defining k3 = 4βf (τ∗−














f0(ξ, xk(ξ), xk(ξ − h), uk(ξ), vkj ) dξ + ε/2.
(49)
Thus, from (41), (43), (45), (48), (49), for
k ≥ max{6(τ∗ − t)/ε, k1, k2, k3},
we obtain





H(ξ, x∗(ξ), x∗(ξ − h), s)− 〈ẋ∗(ξ), s〉
)
dξ
≤ ρ◦(t, z, w(·)) + ε.
It holds for any ε > 0, therefore we can put ε = 0. 
Lemma 5. For every (t, z, w(·)) ∈ G, t < ϑ and s ∈ Rn,
there exist τ∗ ∈ (t, ϑ] and x∗(·) ∈ X0(t, z, w(·)) such that,
for every τ ∈ [t, τ∗], the following inequality holds:





H(ξ, x∗(ξ), x∗(ξ − h), s)− 〈ẋ∗(ξ), s〉
)
dξ
≥ ρ◦(t, z, w(·)).
Proof. The Lemma can be proved similar to Lemma 4,
using (ρv) and (f4). 
Theorem 2. Let the value functional ρ◦ of differential
game (1), (2) be ci-differentiable at a point (t, z, w(·)) ∈ G,
t < ϑ. Then it satisfies HJ equation (15) at this point.
Proof. Due to Lemma 4, defining s = ∇zρ◦(t, z, w(·)),
let us take τ∗ ∈ (t, ϑ] and x∗(·) ∈ X0(t, z, w(·)). By the
definition of ci-differentiability of ρ◦, we have
ρ◦(τ, x∗(τ), x∗τ (·))−ρ◦(t, z, w(·))=∂cit,wρ◦(t, z, w(·))(τ − t)
+〈x∗(τ)− z,∇zρ◦(t, z, w(·))〉+ o(τ − t), τ ∈ [t, ϑ].
Then, using (40), for τ ∈ [t, τ∗], we derive
∂cit,wρ




H(ξ, x∗(ξ), x∗(ξ − h),∇zρ◦(t, z, w(·))) dξ ≤ 0.
Dividing this inequality by τ − t, passing to the limit as
τ → t+ 0, taking into account (f1) and (14), we get
∂cit,wρ
◦(t, z, w(·)) +H(t, z, w(−h),∇zρ◦(t, z, w(·))) ≤ 0.
In a similar way, using Lemma 5, we can obtain the
opposite inequality. 
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