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Abstract. In RoboCup Middle Size league (MSL) the main referee uses assisting 
technology, controlled by a second referee, to support him, in particular for conveying 
referee decisions for robot players with the help of a wireless communication system. 
In this paper a vision-based system is introduced, able to interpret dynamic and static 
gestures of the referee, thus eliminating the need for a second one. The referee's ges-
tures are interpreted by the system and sent directly to the Referee Box, which sends 
the proper commands to the robots. The system is divided into four modules: a real 
time hand tracking and feature extraction, a SVM (Support Vector Machine) for static 
hand posture identification, an HMM (Hidden Markov Model) for dynamic unistroke 
hand gesture recognition, and a FSM (Finite State Machine) to control the various 
system states transitions. The experimental results showed that the system works very 
reliably, being able to recognize the combination of gestures and hand postures in re-
al-time. For the hand posture recognition, with the SVM model trained with the se-
lected features, an accuracy of 98,2% was achieved. Also, the system has many ad-
vantages over the current implemented one, like avoiding the necessity of a second 
referee, working on noisy environments, working on wireless jammed situations. This 
system is easy to implement and train and may be an inexpensive solution. 
Keywords: Hand gesture recognition, Support Vector Machine (SVM), Hidden Mar-
kov Model (HMM), Finite State Machine (FSM), RoboCup MSL 
1 Introduction 
RoboCup is an international joint project to promote Artificial Intelligence (AI), robotics, 
and related fields since 1996 [1]. RoboCup project has been held every year, and the pro-
gress that has been seen in applied technology is amazing, especially in the Soccer Middle 
Size League (MSL) [2]. RoboCup MSL is one of the most challenging, using real non hu-
manoid robot teams to play with an ordinary soccer ball in an autonomously way. Since the 
main goal consists of a soccer game in 2050 between the humans world champions team 
against the robots world champions team, this paper presents a new system, able to inter-
pret dynamic and static gestures of the referee, thus eliminating the need for a second per-
son. In RoboCup MSL the main referee uses assisting technology, controlled by a second 
referee, to support him, in particular for conveying referee decisions for robot players with 
the help of a wireless communication system. On this system, the referee's gestures are 
interpreted by a vision-based system and sent to the Referee Box, which then sends the 
commands to the robots. The system uses a depth image acquired with a Kinect camera for 
hand feature extraction (centroid distance signature [3]) and an SVM model to classify 
hand postures (Fig. 1). For dynamic gestures, each gesture to be recognized is scored 
against 11 different HMMs that consists our defined language set (Fig. 2). The model with 
the highest score is selected as the recognized gesture. A finite state machine controls the 
transition between each system state namely: DYNAMIC, STATIC and PAUSE, to build 
the final referee command (Table 2). 
 
The main advantages of using such a system identified to date are: 
• The RoboCup gaming environment is quite noisy, so a vision-based system would 
improve in the identification of commands; 
• The communication between referees is sometimes difficult due to ambient noise, and 
lack of visibility caused by enthusiastic public; 
• The response time can be improved, since the command identified by the vision sys-
tem is automatically transmitted to the robot; 
• Reducing the number of referees during a game; 
• Reducing the number of indecisions that happen many times during a game; 
The system also has disadvantages and one major limitation is currently the restriction on 
the referee movements, which can reduce the visibility of the game, limitation that can be 
improved if the referee is placed at a higher level like in tennis games. 
 
Fig. 1. The defined hand postures for the referee static commands. 
 
Fig. 2. The defined dynamic gestures used in the Referee CommLang 
The rest of the paper is as follows. Firstly, the related work is review in section 2. Section 3 
introduces the actual data pre-processing stage, feature extraction and models creation. The 
Referee CommLang is introduced in section 4. Experimental methodology and results are 
explained in section 5. Conclusions and future work are drawn in section 6. 
2 Related Work 
Hand gestures, either static or dynamic, for human computer interaction in real time sys-
tems is an area of active research and with many possible applications. However, vision-
based hand gesture interfaces for real-time applications require fast and extremely robust 
hand detection, and gesture recognition. Support Vector Machines (SVM’s) is a technique 
based on statistical learning theory, which works very well with high-dimensional data. The 
objective of this algorithm is to find the optimal separating hyper plane between two clas-
ses by maximizing the margin between them [4]. Faria et al. [5, 6] used it to classify robotic 
soccer formations and the classification of facial expressions, Ke et al. [7] used it in the 
implementation of a real-time hand gesture recognition system for human robot interaction, 
Maldonado-Báscon [8] used it for the recognition of road-signs and Masaki et al. [9] used it 
in conjunction with SOM (Self-Organizing Map) for the automatic learning of a gesture 
recognition mode. He first applies the SOM to divide the sample into phases and construct 
a state machine, and then he applies the SVM to learn the transition conditions between 
nodes. Almeida et al. [10] proposed a classification approach to identify the team's for-
mation in the robotic soccer domain for the two dimensional (2D) simulation league em-
ploying Data Mining classification techniques. Trigueiros et al. [11] have made a compara-
tive study of four machine learning algorithms applied to two hand features datasets. In 
their study the datasets had a mixture of hand features. Hidden Markov Models (HMMs) 
have been widely used in a successfully way in speech recognition and hand writing recog-
nition [12], in various fields of engineering and also applied quite successfully to gesture 
recognition. Oka et al. [13] developed a gesture recognition system based on measured 
finger trajectories for an augmented desk interface system. They have used a Kalman filter 
for the prediction of multiple finger locations and used an HMM for gesture recognition. 
Perrin et al. [14] described a finger tracking gesture recognition system based on a laser 
tracking mechanism which can be used in hand-held devices. They have used HMM for 
their gesture recognition system with an accuracy of 95% for a set of 5 gestures. Nguyen et 
al. [15] described a hand gesture recognition system using a real-time tracking method with 
pseudo two-dimensional Hidden Markov Models. Chen et al. [16] used it in combination 
with Fourier descriptors for hand gesture recognition using a real-time tracking method. 
Kelly et al. [17] implemented an extension to the standard HMM model to develop a ges-
ture threshold HMM (GT-HMM) framework which is specifically designed to identify inter 
gesture transition. Zafrulla et al. [18] have investigated the potential of the Kinect depth-
mapping camera for sign language recognition and verification for educational games for 
deaf children. They used 4-state HMMs to train each of the 19 signs defined in their study. 
Cooper et al. [19] implemented an isolated sign recognition system using a 1st order Mar-
kov chain. In their model, signs are broken down in visemes (equivalent to phonemes in 
speech) and a bank of Markov chains are used to recognize the visemes as they are pro-
duced. In the field of feature selection and statistical techniques, Ribeiro et al. [20] pro-
posed a method that consisted in using a histogram of white-green transitions for robot 
orientation. This technique does not take much computational time and it proved to be very 
reliable. 
3 Pre-Processing and Feature Extraction 
3.1 Static hand gesture classification 
For static gesture classification, hand segmentation and feature extraction is a crucial step 
in computer vision applications for hand gesture recognition. The pre-processing stage 
prepares the input image and extracts features used later with classification algorithms [3]. 
In our system we used feature vectors composed of centroid distance values to train a SVM 
(Support Vector Machine) for hand posture classification. 
3.1.1  Centroid distance 
The centroid distance signature is a type of shape signature [3]. The centroid distance 
function is expressed by the distance of the hand contour boundary points, from the cen-
troid !! , !!  of the shape calculated in the following manner: d i = x! − x! ! + y! − y! !, i = 0,… . ,N − 1 (1) 
where ! ! , is the calculated distance, !! and !! are the coordinates of contour points and 
N is the number of contour points used in the calculation. This way, we obtain a one-
dimensional function that represents the hand shape signature as shown in Fig. 3. In our 
system we have used 32 equally spaced points on the contour to build the hand signature. 
 
Fig. 3. Hand Centroid Distance Signature 
Due to the subtraction of centroid, which represents the hand position, from boundary co-
ordinates, the centroid distance representation is invariant to translation as Rayi Yanu Tara 
et al. [21]  have demonstrated in their paper. 
3.1.2  SVM 
A SVM is used to learn the pre-set hand postures (Fig. 1). The SVM is a pattern recogni-
tion technique in the area of supervised machine learning, which works very well with 
high-dimensional data. When more than two classes are present, there are several ap-
proaches that evolve around the 2-class case [22]. The one used in our system is the one-
against-all, where c classifiers have to be designed. Each one of them is designed to sepa-
rate one class from the rest. One drawback with this kind of approach is that after the train-
ing phase there are regions in the space, where no training data lie, for which more than one 
hyperplane gives a positive value or all of them result in negative values [23]. 
3.2 HMM dynamic gesture classification.  
Dynamic hand gestures are time-varying processes, which show statistical variations, 
making HMMs a plausible choice for modeling the processes [24]. So, for the recognition 
of dynamic gestures a HMM (Hidden Markov Model) model was trained for each possible 
gesture. A Markov Model is a typical model for a stochastic (i.e. random) sequence of a 
finite number of states [25]. A human gesture can be understood as a Hidden Markov Mod-
el where the true states of the model are hidden in the sense that they cannot be directly 
observed. HMMs have been widely used in a successfully way in speech recognition and 
hand writing recognition [12]. In our system the 2D motion hand trajectory points are la-
beled according to the distance to the nearest centroid based on Euclidean distance, result-
ing in a discrete feature vector like the one shown in Fig. 4, and translated to origin. In our 
case the 2D features are sufficient for hand gesture recognition. 
The feature vectors thus obtained are used to train the different HMMs and learn the 
model parameters: the initial state probability vector (!), the state-transition probability 
matrix (! = !!" ) and the observable symbol probability matrix (! = ! !! ! ). In the 
recognition phase an output score for the sample gesture is calculated for each model, given 
the probability that the corresponding model generated the underlying gesture. The model 
with the highest output score represents the recognized gesture. In the proposed system, a 
left-right HMM (Fig. 5) was used [26, 27]. This kind of HMM has the states ordered in 
time so that as time increases, the state index increases or stays de same. This topology has 
been chosen, since it is perfectly suitable to model the kind of temporal gestures present in 
the system. 
 
Fig. 4. Gesture path with respective feature vector 
 
 
Fig. 5. Example of a left-right HMM 
The model with the highest output score represents the recognized gesture. In the pro-
posed system, a left-right HMM (Fig. 5) was used [26, 27]. This kind of HMM has the 
states ordered in time so that as time increases, the state index increases or stays de same. 
This topology has been chosen, since it is perfectly suitable to model the kind of temporal 
gestures present in the system. 
4 The Referee CommLang. 
The Referee CommLang is a new and formal definition of all the commands that the sys-
tem accepts. As in [28], the language must represent all the possible gesture combinations 
(static and dynamic) and at the same time be simple in its syntax. The language was defined 
with BNF – BakusNaur form [29], and has three types of commands:  Team commands, 
Player commands and Game commands.  
This way, a language is defined to be a set of commands that can be a 
TEAM_COMMAND, a GAME_COMMAND or a PLAYER_COMMAND. The 
TEAM_COMMAND is composed of the following ones: KICK_OFF, CORNER, 
THROW_IN, GOAL_KICK, FREE_KICK, PENALTY, GOAL or DROP_BALL. A 
GAME_COMMAND can be the START or STOP of the game, a command to end the 
game (END_GAME), cancel the just defined command (CANCEL) or resend the last 
command (RESEND). For the END_GAME command, we have to define the PART_ID 
(identification of the part of the game ending) with one of four commands – 1ST, 2ND, 
EXTRA or PEN (penalties). 
<LANGUAGE> ::= {<COMMAND>} 
<COMMAND> ::= <TEAM_COMMAND> | <GAME_COMMAND> | <PLAYER_COMMAND> 
<TEAM_COMMAND> ::= <KICK_OFF> | <CORNER> | <THROW_IN> | <GOAL_KICK> | 
<FREE_KICK> | <PENALTY> | <GOAL> | <DROP_BALL>  
<GAME_COMMAND> ::= <START> | <STOP> | <END_GAME> | <CANCEL> | <RESEND> 
<PLAYER_COMMAND>::=<SUBSTITUTION> | <PLAYER_IN> | <PLAYER_OUT> | 
<YELLOW_CARD> | <RED_CARD> 
For the TEAM_COMMANDS we have several options: KICK_OFF, CORNER, 
THROW_IN, GOAL_KICK, FREE_KICK, PENALTY and GOAL that need a TEAM_ID 
(team identification) command, that can be one of two values – CYAN or MAGENTA, and 
finally the DROP_BALL command. 
<KICK_OFF> ::= KICK_OFF <TEAM_ID> 
<CORNER> ::= CORNER <TEAM_ID> 
<THROW_IN> ::= THROW_IN <TEAM_ID> 
<GOAL_KICK> ::= GOAL_KICK <TEAM_ID> 
<FREE_KICK> ::= FREE_KICK <TEAM_ID> 
<PENALTY> ::= PENALTY <TEAM_ID> 
<GOAL> ::= GOAL <TEAM_ID> 
<DROP_BALL> ::= DROP_BALL 
For the PLAYER_COMMAND, first we can have a SUBSTITUTION command with the 
identification of the player that leaves (PLAYER_OUT) and the one that enters 
(PLAYER_IN) the game with the PLAYER_ID command. The PLAYER_ID can take one 
of seven values (PL1, PL2, PL3, PL4, PL5, PL6, PL7). For the remaining commands, 
PLAYER_IN, PLAYER_OUT, YELLOW_CARD or RED_CARD there exists the need to 
define the TEAM_ID as explained above, and the PLAYER_ID. 
<SUBSTITUTION> ::= SUBSTITUTION <PLAYER_IN> <PLAYER_OUT> 
<PLAYER_IN> ::= PLAYER_IN <TEAM_ID> <PLAYER_ID> 
<PLAYER_OUT> ::= PLAYER_OUT <TEAM_ID> <PLAYER_ID> 
<YELLOW_CARD> ::= YELLOW_CARD <TEAM_ID> <PLAYER_ID> 
<RED_CARD> ::= RED_CARD <TEAM_ID> <PLAYER_ID> 
<START> ::= START 
<STOP> ::= STOP 
<END_GAME> ::= END_GAME <PART_ID> 
<CANCEL> ::= CANCEL 
<RESEND> ::= RESEND 
<TEAM_ID > ::= CYAN | MAGENTA 
<PLAYER_ID> := PL1 | PL2 | PL3 | PL4 | PL5 | PL6 | PL7 
<PART_ID> ::= 1ST | 2ND | EXTRA | PEN 
5 Experimental Methodology and Results 
The experimental methodology was divided into three parts, each one with its own applica-
tion built and tested in an Intel Core i7 (2,8 GHz) Mac OSX computer with 4GB DDR3. 
First, a feature extraction phase and SVM model training of the defined static hand pos-
tures. Second, acquisition of hand motion sequences for each of the defined gestures, and 
HMM model training. The final one, the Referee CommLang implementation, is the system 
with posture identification and gesture recognition, controlled by a event driven Finite State 
Machine that controls the transition between the three possible states: DYNAMIC, 
STATIC and PAUSE, and builds the final command that is transmitted to the robots. All 
the datasets were built with data collected from four people making the defined postures 
and gestures in front of the Kinect. For feature extraction and SVM training, the application 
built in C++ (Fig. 7) uses openFrameworks (http://www.openframeworks.cc/), OpenCV 
[30] (computer vision library), OpenNI [31] (Open Natural Interface) that enables real-time 
hand tracking and skeleton tracking, and the machine-learning library dlib (http://dlib.net/). 
The dataset was built from features extracted from four users performing the set of com-
mands in front of the camera, and was analyzed with the help of RapidMiner [32], in order 
to find the best parameters for the learner. The experiments were performed with a 10-fold 
cross validation, and we were able to achieve an accuracy of 98,2% for the given features, 
with an RBF (radial basis function) kernel with a C value equal to 6. The obtained confu-
sion matrix can be seen in Table 1 where can verify the existence of some high values be-
tween command number four and three, between number five and four and between num-
ber six and seven, and that contributed to the 1,8% of false positives. For dynamic gesture 
learning and training, we built another application (Fig. 8) using openFrameworks with 
OpenNI [31] and a personal HMM class library for gesture learning and classification. In 
the case of the HMM the number of centroids used to label the hand path points, is a prede-
fined value, equally spaced in a 2D grid as was shown in Fig. 4. For each gesture, a HMM 
is trained and the model parameters (the initial state probability vector, the state-transition 
probability matrix and the observable symbol probability matrix) are learned. The number 
of observation symbols (alphabet) was defined to be 64 with 4 hidden states. Several values 
for the number of observations and hidden states were tried out, without significant im-
provements for values greater than the defined ones. 
Table 1. Centroid distance confusion matrix 
  Actual class 








s 1 588 0 0 0 0 2 0 
2 2 706 0 0 1 0 1 
3 0 1 578 1 0 0 0 
4 0 0 12 715 3 0 0 
5 0 1 1 13 536 1 3 
6 1 8 0 1 5 693 12 
7 2 0 0 2 6 9 751 
 
The Referee CommLang prototype (Fig. 9), uses the SVM model and the HMM models 
controlled by a FSM (Finite State Machine) to recognize the defined command language. 
5.1 Finite State Machine 
Since the Referee CommLang uses a combination of dynamic and static gestures, we 
needed to model the command semantics. A Finite State Machine is a usually employed 
technique to handle this situation [33, 34]. Our system uses a FSM, as shown in Error! 
Reference source not found., to control the transition between the three possible states: 
DYNAMIC, STATIC and PAUSE. By using a rest or pause state it is possible to identify 
changes in gestures and somehow eliminate all unintentional actions between dynamic-
static or static-static gestures. The combination of a dynamic gesture and a static or set of 
static gestures gives us a command as defined in the Referee CommLang and listed in Ta-
ble 2. 
 
Fig. 6. The Referee CommLang Finite State Machine 
6 Conclusions and Future Work 
This paper presents a system able to interpret dynamic and static gestures of the referee, 
thus eliminating the need for a second person. The referee's gestures are interpreted by the 
vision-based system and sent to the Referee Box, which sends then the proper commands to 
the robots. The set of dynamic gestures defined is a first approach to the problem, and fu-
ture adjustments or definition of new ones is always possible. For static posture recognition 
an SVM model was learned from centroid distance features and a good recognition rate was 
achieved. For temporal gesture recognition one HMM was trained for each gesture and it 
was also possible to achieve a good recognition rate, proving that this kind of models, as 
was already seen in other references, works very well for this type of problem. A vision-
based sign language was defined – the Referee CommLang – that is able to represent all the 
possible gesture combinations (static and dynamic) and at the same time be simple in its 
syntax. The experimental results showed that the system works very reliably, being able to 
recognize the combination of gestures and hand postures in real-time, although with some 
limitations due to the nature of the camera used. Despite these limitations, for the hand 
posture recognition, with the SVM model trained with the selected features, an accuracy of 
98,2% was achieved. The system has many advantages over the current implemented one, 
where there exists the need for two referees, and is an easy and inexpensive solution to 
implement and train. As further work it is intended to keep improving this system in order 
to eliminate some of the limitations, like the referee movements restrictions. The current 
system only allows 2D gesture paths, although as further work it is thought to test and in-
clude not only the possibility of 3D gestures but also to work with several cameras to 
thereby obtain a full 3D environment and achieve view-independent recognition. Also, the 
existence of different new cameras, with improved depth resolution and with a higher 
frame frequency, now available on the market will be tested, to improve some of the limita-
tions of the Kinect, thus leading to better static gesture recognition rates. 
 
Fig. 7. Application interface for the posture learning and training system 
 
 
Fig. 8. The application interface for the gesture learning and training system 
 
 
Fig. 9. The Referee CommLang interface 
 
Table 2. Command set definition with associated codes and text description Nr.$ Command$ 1st$Gesture$ 2nd$Gesture$ 3rd$Gesture$ 4th$Gesture$ Code$(TEXT)$1$ CORNER$ $ TEAM$ $ $ 11$–$CORNER,$TEAM$1$12$–$CORNER,$TEAM$2$2$ THROW_IN$ $ TEAM$ $ $ 21$–$THROW_IN,$TEAM$1$22$–$THROW_IN,$TEAM$2$3$ GOAL_KICK$ $ TEAM$ $ $ 31$–$GOAL_KICK,$TEAM$1$32$–$GOAL_KICK,$TEAM$2$
4$ FREE_KICK$ $ TEAM$ $ $
41$–$FREE_KICK,$TEAM$1$
42$–$FREE_KICK,$TEAM$2$
5$ PENALTY$ $ TEAM$ $ $ 51$–$PENALTY,$TEAM$1$52$–$PENALTY,$TEAM$2$
6$ KICK_OFF$ $ TEAM$ $ $
61$–$KICK_OFF,$TEAM$1$
62$–$KICK_OFF,$TEAM$2'
7$ GOAL$ $ TEAM$ PLAYER$ $ 71(1*7)$–$GOAL,$TEAM1,$PLAYER(1L7)$72(1*7)$–$GOAL,$TEAM2,$PLAYER(1L7)$$8$ SUBSTITUTION$ $ TEAM$ PLAYER_IN$ PLAYER_OUT$ 81(1*7)(1*7)$–$SUBSTITUTION,$TEAM$1,$PLAYER_IN(1L7),$PLAYER_OUT(1L7)$82(1*7)(1*7)$–$SUBSTITUTION,$TEAM$2,$PLAYER_IN(1L7),$PLAYER_OUT(1L7)$
9$ DROP_BALL$ $ $ $ $ 9$L$DROP_BALL$10$ END_GAME$ $ $ $ $ 101$–$END_GAME,$PART$1$102$–$END_GAME,$PART$2$11$ RESEND$ $ $ $ $ 11$–$CANCEL$12$ RESEND$ “Wave”$ $ $ $ 12$L$RESEND$
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