Prosodic cues are often informative in speech perception; similar acoustic features distinguish music performances. Three experiments addressed the role of prosodic cues in memory for music. In Experiment 1, musically trained and untrained listeners were familiarized with performances of short musical excerpts and later heard the familiarized performances as well as novel performances of the same music. All listeners identified correctly the familiarized performances. In Experiment 2, 10-month-old infants were familiarized with the same performances. In a head-turn preference procedure, infants oriented longer to the familiarized performances than to the novel performances. In Experiment 3, musically experienced listeners identified familiarized excerpts placed in different melodic contexts; identification was more accurate for excerpts whose prosodic cues (intensity and articulation) conflicted with the structure of the melodic context. These findings support episodic memory for music that incorporates stimulus-specific acoustic features as well as abstract structural features.
When listeners recall a familiar musical tune, do they remember the acoustic features of a particular performance, or only an abstract structural pattern of pitches and durations? This question is similar to the issue of talker identity in speech recognition: whether listeners' memory for and identification of lexical items incorporates specific nonlexical, prosodic features of an utterance. Prosody can refer both to an abstract level of phonological structure and to its acoustic realization in speech (Cutler, Dahan, & Donselaar, 1997; Shattuck-Hufnagel & Turk, 1996) . Prosodic cues, including acoustic variations in fundamental frequency, spectral information, amplitude, and relative durations of speech, are said to characterize the uniqueness of each utterance (Speer, Crowder, & Thomas, 1993) . The same acoustic features differentiate one music performance from another; variations in frequency, timbre, amplitude, and relative durations, often termed performance "expression," form the microstructure of a music performance and differentiate it from another performance of the same music (cf. Palmer, 1997) . Performance expression can aid listeners in differentiating among structural ambiguities (such as phrasal and metrical boundaries) that arise in music (Palmer, 1996; Sloboda, 1985) , just as prosodic features of speech can clarify the intended meaning of a syntactically ambiguous sentence (Lehiste, Olive, & Streeter, 1976; Price, Ostendorf, Shattuck-Hufnagel, & Fong, 1991; Scott, 1982) . Thus, prosodic features may play similar roles in aiding segmentation processes in music and speech. We investigate here whether musical "prosody," or expression that characterizes particular music performances, plays a similar function in music perception and recognition as in speech.
Although the structure of music and speech differ, the perceptual issues that researchers address in both domains are similar: specifically, to account for the perceptual constancy that listeners experience in the presence of a range of physical change. For example, as early as infancy, listeners can recognize a melody as the same when it is transposed to a different set of frequencies, performed at a different rate or tempo, or performed in a different instrumental timbre or "voice" (Chang & Trehub, 1977; Trehub & Thorpe, 1989) . Even music whose pitch or duration content has changed, as in variations on musical themes, permits perceptual constancy (Dowling & Harwood, 1986; Large, Palmer, & Pollack, 1995; Serafine, Glassman & Overbeeke, 1989) . Despite the many types of stimulus variability that music displays across performers, rates, timbres, and contexts, music perception is robust and adaptable over a range of physical changes in the acoustic signal.
Consistent with perceptual constancy, early studies of music perception took a view similar to that of speaker normalization: stimulus variability (including differences across music performances) was treated as noise, to be filtered out in an abstract memory representation (cf. Large, Palmer, & Pollack, 1995) . Normalization refers to the process of converting or transforming physically different tokens into some common representational format that is the ultimate goal of perceptual analysis, and these standardized representations are stored in memory (Pisoni, 1997) . Normalization views led to the search for an idealized symbolic representation for spoken language in which stimulus variability is treated as noise; the result of normalization processes was a reduction in stimulus variability and often a loss of prosodic information. Linguistic properties of speech that carry the intended message were considered separate from indexical or extralinguistic (nonstructural) features such as the particular talker's voice, gender, or dialect (Gerstman, 1968; Shankweiler, Strange, & Verbrugge, 1977; Studdert-Kennedy, 1974) . Just as this theoretical perspective guided speech researchers' choices of stimuli that reduced or eliminated variability on unwanted dimensions, music perception researchers concentrated on normalized musical standards that reduced stimulus variability in perceptual experiments (cf. Dowling & Harwood, 1986) .
More recently, prosodic cues have been considered a source of information in speech that aids lexical recognition, rather than as stimulus variation to be filtered out. In this view, extralinguistic properties, such as gender, dialect, and speaking rate, can help listeners identify linguistic categories (Nygaard, Sommers, & Pisoni, 1994) . Talker-specific characteristics of speech can provide information about the talker's gender, identity, or age . Talker and rate information also influence listeners' memory for speech; previously heard words are more accurately recognized when the production rate or talker's voice is retained (Bradlow, Nygaard, & Pisoni, 1999; Palmeri et al., 1993) . In addition, previously presented sentences are recognized more accurately when the same prosodic cues are retained, and prosodic cues aid listeners' memory for syntactically ambiguous sentences (Speer, Crowder, & Thomas, 1993) . These findings suggest that highly detailed nonlexical features of the acoustic signal are encoded in memory representations along with lexical content (Goldinger, 1997; Jusczyk, 1997; Pisoni, 1997) .
Patterns of stimulus variability in music performances suggest that performance expression is systematic and intentional, and likely to be perceptually informative. Musicians can replicate expressive patterns of timing and dynamics (correlated with intensity) across their performances with high precision (Henderson, 1936; Seashore, 1938) , and attempts to play mechanically or without expression significantly dampen these expressive features (Bengtsson & Gabrielsson, 1983; Palmer, 1989) . Performers' use of prosodic cues to mark musical units such as metrical and phrase structure increases with short-term practice and overall experience (Palmer, 1996b; Sloboda, 1983) . Expression in music performance can be systematically affected by both structural dimensions (harmony, melody, rhythm, meter, etc.) and nonstructural dimensions (affect, tempo, other interpretive de-cisions), and it is often difficult to separate the two. Attempts to formalize a rule-based syntax of the relationship between intended musical structure and the resulting performance expression, called the "structure-expression mapping," have met with some success (Clynes, 1986; Sundberg, Askenfelt, & Fryden, 1983; Todd, 1985) , as measured by listeners' judgments of computationally generated simulations of performances (Clynes, 1995; Thompson, 1989) and comparisons with human performances (Repp, 1989) . However, the results suggest that both piece-and performance-specific factors influence performance expression as much as the structural features modeled by the simulations. The experiments reported here test whether prosodic features of music performance encode contextual information that listeners can use in memory tasks.
Fewer studies have tested which types of stimulus variability in music performance are perceptually informative. Musically trained listeners are able to identify performers' intended structure (such as metrical and melodic structure) on the basis of intensity, articulation (interstimulus intervals between musical tones), and timing cues (Nakamura, 1987; Palmer, 1996b; Sloboda, 1985) . For example, musically trained listeners can correctly identify the intended phrase structure in piano performances more often when acoustically varying features of interonset intervals and intensities are present than when they are normalized in the performances (Palmer, 1996a) . Listeners are also accurate at identifying performances of the same music intended as musically expressive (normal), mechanical (deadpan), or exaggerated (Kendall & Carterette, 1990) . In addition, listeners can correctly identify a performer's intended emotion on the basis of prosodic features; for example, a slow performance tempo often signals a sad emotional state (Gabrielsson & Juslin, 1996) . The relative importance of different prosodic cues is unknown; only recently have systematic analyses of relations among sources of performance variability been undertaken (Juslin, 1997) .
These perceptual studies rely heavily on musically trained listeners, perhaps reflecting an implicit assumption that only through extensive training can one learn the relationship between intended structure and acoustic variation in performance. This contrasts with a common view in speech that prosodic features provide a low-level cue to aid segmentation for even inexperienced listeners (Cooper & Sorensen, 1977; Lehiste, 1970; Streeter, 1978) . Research in infant perception also suggests that musical expertise is not necessary for perception of prosodic features. Infants show preferences for infant-directed songs such as lullabies, which show heightened cues such as higher pitch, slower tempo, distinctive timbre, and changes in fundamental frequency (Trainor, Clark, Huntley, & Adams, 1997; Trehub & Trainor, 1998) , over non-infant-directed songs (Trainor, 1996) . Four-month-old infants prefer listening to music with pauses inserted at phrase boundaries over the same music with pauses inserted in the middle of phrases (Krumhansl & Jusczyk, 1990) . Further experiments confirmed that drops in pitch contour and duration lengthening are acoustic variables that can mark unit or phrase boundaries for infants (Jusczyk & Krumhansl, 1993; Trainor & Adams, 2000) , the same prosodic markers of clausal units that infants respond to in speech (Hirsh-Pasek et al., 1987) . One of the goals of this paper is to address whether musical training (in adults) or experience (in infants) is a prerequisite for prosodic features to be incorporated in memory for music.
Although there is little study of infants' memory for music, some studies suggest that prosodic features can be retained in infants' memory for speech. Two-month-old infants can use the prosody of a sentence to organize and remember words (Mandel, Jusczyk, & KemlerNelson, 1994) . Six-month-old infants are better able to locate prosodically well-formed speech units than ill-formed units in speech passages, suggesting their ability to use prosodic cues to parse speech is operative at an early age (Nazzi, Kemler Nelson, Jusczyk, & Jusczyk, 2000; Soderstrom, Jusczyk, & Kemler Nelson, 2000) . Moreover, when they begin to segment words, infants appear to rely heavily on prosodic cues to word boundaries (Jusczyk, Houston, & New-some, 1999) . Infants also appear to be storing information about what they hear; nine-monthold infants can retain words over a 2-week period that were presented in sentences (Jusczyk & Hohne, 1997) . Thus, long-term memory for word units is operative by this age. One reason that a perceptual system might preserve fine details about speech would be to allow early learners to accurately imitate and produce patterns heard in their language environment (StuddertKennedy, 1983) . We test here the hypothesis that listeners as early as infancy (10 months old) have the ability to remember and later recognize music performances on the basis of particular prosodic features.
It is possible that prosodic cues aid music segmentation but are not retained in memory once segmentation processes are complete. Raffman (1993) proposes an explanation for why prosodic cues in music can be discriminated but not recognized or remembered later. In her view, expressive nuances are features of the surface of a performance; they can be influential in the formation of a structural representation, but they are not retained as part of it. Based on findings such as Siegel and Siegel's (1977) , that musically trained listeners cannot accurately identify out-of-tune pitch intervals (intervals that fall between well-learned pitch categories in equal temperament scales), Raffman proposes that only information at a categorical level (such as notated pitches and durations) can be encoded in a lasting memory representation. She argues that expressive nuances in music are subcategorical: below the level at which listeners possess schemas. Because a primary function of schemas is to reduce the information load imposed by the expressive nuances, there would be no advantage (and likely a memory capacity disadvantage) to acquiring schemas whose resolutions were as fine as that of discrimination of prosodic cues. Although listeners can discriminate among musical prosodic features over short time periods, they cannot retain a lasting memory for such features over longer time periods in this view.
We address listeners' retention of prosodic features in music performance in three experiments. The first experiment investigates whether musically trained and untrained adults listeners can learn and later identify short music performances on the basis of their subcategorical acoustic cues. The second experiment addresses the same question with 10-month-old infants; using the Headturn Preference Procedure (Kemler Nelson et al., 1995) , we consider whether musical acculturation is required for listeners to remember particular prosodic features of music. The final experiment examines whether prosodic cues are useful during segmentation, specifically, in the identification of musical units embedded in larger musical contexts. The contextual relationship between the prosodic cues of the embedded musical unit and the larger melodic context is altered, by presenting the same unit embedded in different melodies. Together, these experiments provide evidence as to whether prosodic features of music performances can be stored in memory and later identified by a variety of listeners.
EXPERIMENT 1: MUSICIANS' AND NONMUSICIANS' MEMORY FOR PROSODIC CUES
We first examine whether adult listeners can identify specific performances of a short musical sequence they heard earlier on the basis of prosodic cues. The experiment contains a familiarization stage and a subsequent test stage, to parallel as closely as possible the infant paradigm of Experiment 2. Listeners were familiarized with performances of short melodic sequences, and later were presented with both familiar sequences and novel performances of the same melodies: sequences that contained the same melodic and rhythmic structure (same categorical pitch/duration pattern as notated in a musical score) but different prosodic cues. The particular prosodic cues in piano performances included intensity, interonset interval, and articulation cues. If listeners can identify the sequences heard at familiarization, that would indicate that listeners are using cues other than the melodic (pitch) or rhythmic (duration) structure of the performances: specifically, that listeners are capable of using the subcategorical acoustic cues to later identify a particular sequence of musical events.
We also examine whether the ability to identify subcategorical acoustic cues requires musical training. Musically trained listeners are compared with listeners who had no musical training. If both groups can identify performances on the basis of prosodic cues, this would suggest a stronger analogy with the speech literature, in that a wide range of listeners of varying musical experience show sensitivity to the same acoustic features of auditory events. If only musically trained listeners are able to remember and later identify music on the basis of these cues, it would suggest that sensitivity to acoustic cues is acquired with expertise. This finding would limit an analogy to how the same acoustic cues are perceived in speech, because both nonmusician and musician (adult) listeners display advanced speech abilities.
Method
Participants. Twenty-four musically trained listeners and 16 listeners without musical training from the Ohio State University community participated in this study. Musician listeners had between 4 and 13 years of private instruction on a musical instrument (mean ϭ 8.1 years). Nonmusician listeners had less than one year of musical training (mean ϭ 1 month). None of the listeners reported any hearing problems. Listeners received either course credit in an introductory psychology course or a nominal sum for their participation.
Apparatus. The stimuli were created on a computer-monitored Yamaha Disklavier MX100 acoustic upright piano. Optical sensors detected keypress velocities without affecting the touch or sound of the acoustic piano. The timing resolution was 2 ms for note events, with precision (measured by the standard deviation of interonset intervals during recording) within 0.8% for interonset intervals in the range of the performances. The pitch, timing, and hammer velocity values (correlated with intensity) for each note event were recorded on the computer. The musical stimuli used in the experiment were first recorded on the piano and later played back on the same piano and recorded to compact disc at a 44.1 k sampling rate for use in the perceptual experiments. All stimuli were sounded over JBL Studio Monitor 4410 speakers placed around the piano in the same room and at the same decibel level (within 3 dB SPL) at which they were originally recorded on the piano. The sound level averaged 75 dB SPL, about 25 dB above ambient noise levels.
Materials. Two performances each of two different five-note melodic sequences, referred to as "short sequences," served as stimulus materials. Each short sequence appeared in musical notation, embedded in two different melodic contexts: one was a melody in 3/4 time signature (a ternary meter, with metrical accents on every third beat) and one was in 4/4 time signature (a binary meter, with metrical accents on every second and fourth beats). The melodic contexts were designed to elicit changes in the relative importance of note events in the short sequences, including (but not limited to) the location of strong and weak metrical accents. One of the five-note sequences and its two melodic contexts are shown in Fig. 1 ; only the short sequences, marked AЈ and BЈ in Fig. 1 , served as stimuli in this experiment. The melodic contexts, composed by a musician for the experiment, had the following properties: each melodic context for a given short sequence was in the same key (C-Major or G-Major) and in the same frequency range (female vocal range), and each was 13-15 beats long (each melody ended on a strong metrical beat). The first tone of each short sequence began in the middle of a melody on a strong metrical beat (indicated by the metrical barline or vertical line preceding each bracketed excerpt in Fig. 1 ), and the event immediately preceding the first tone of the short sequence was the same in notated pitch and duration across the two melodic contexts. Except for the short sequences embedded within them, the melodic contexts were composed to be as different in pitch contour and duration pattern as possible, again, to elicit changes in the relative importance of note events in the short sequences.
Piano performances of the entire melodic contexts were collected from an experienced pianist, who had 30 years of performing experience and 18 years of private instruction. The pianist was instructed to perform the melodies in an exaggerated fashion, "as if playing to a child," to mimic instructions to speakers in infant studies of speech perception (Nazzi et al., 2000) . The performances were recorded to a metronome set to 152 beats per minute (quarternote ϭ beat), or 394 ms/quarter-note, to ensure similar tempi across performances. When asked afterward, the pianist reported not being aware that an identical short sequence was embedded in each melody pair. The MIDI event information (pitch, interonset interval, and hammer velocity values (correlated with intensity) as recorded by the optical sensors in the piano) denoting the short sequences was excised from the melodic contexts, beginning at the onset time of the first tone, up to the offset time of the last tone.
Analyses were conducted on the interonset interval, intensity, and articulation values in the performances. Analyses of each event's interonset (IOI) values indicated that the mean quarternote interval was 394 ms (equivalent to the indicated metronomic value of 394 ms), and there were no significant differences in mean quarternote IOIs by stimulus melody (4), meter (3/4 or 4/4), or beats within each measure (1-3, the maximum number of beats that can be compared across all melodies). Thus, interonset values did not differ significantly from the durational categories notated in the score, and there were no differences in tempo (largely because of the presence of the metronome). Analyses of the hammer velocity (intensity) values in arbitrary MIDI units which range from 0 (silent) to 127 (loudest value) indicated that one of the four performances was louder than the others, F (3,36) ϭ 3.29, p Ͻ .05. To avoid stimulus differences in absolute intensity level, the MIDI hammer velocity values of this melody were lowered by a constant value so that the mean of the revised values was equal to the mean value of the remaining three short sequences, but the melody retained its note-by-note intensity differences. Analyses of the adjusted intensities indicated that intensities were higher on metrically strong beats; as shown in Fig. 1 , performances of melodies in 3/4 meter had higher intensities only on beat 1 (strong metrical accent), whereas performances of melodies in 4/4 meter had higher intensities on beats 1 and 3 (strong metrical accents) (Dunn-Bonferroni, p Ͻ .05). Event intensities across the short sequences were correlated with music-theoretic predictions of metrical accent strength (Lerdahl & Jackendoff, 1983) , based on the number of accents in a metrical grid predicted by the time signature that aligned with each note event (see Palmer & Krumhansl, 1987 , for further details). These correlations were significant, r ϭ .72, p Ͻ .01, confirming that intensity cues in these performances increased for events at strong metrical accents.
Articulation values were measured by the offset time of the current event (key release time) minus the onset time of the next event (keypress) in ms, as in previous studies of piano performance (Palmer, 1989 (Palmer, , 1996b Sloboda, 1983) ; a positive value denotes a smooth or "legato" style, whereas a negative value denotes a gap or a "staccato" style. Articulation values differed across performances, F (3,36) ϭ 33.3, p Ͻ .01, and beats, F (2,36) ϭ 10.8, p Ͻ .01, reflecting primarily a melody by beat interaction, F (6,36) ϭ 6.8, p Ͻ .01; as shown in Fig. 1 , legato/staccato patterns were unique within each performance. There was no correlation of articulation values with music-theoretic predictions of metrical accent strength, and articulation values did not correlate with intensity values in the short sequences or in the entire melodies (p Ͼ .10). Thus, the short sequences associated with each melody were identical in terms of the pitch and duration categories in the musical score, but each performance had different patterns of intensity and articulation cues, which reflected in part the metrical structure and the specific melodic context, respectively.
Design and Procedure. In the familiarization stage of the experiment, listeners heard two of the four short sequences, the ternary-meter (3/4) performance of one sequence and the binarymeter (4/4) performance of the other sequence, to ensure that meter was not confounded with familiarization. Which short sequences were present at familiarization and the order in which sequences were presented were counterbalanced across subjects. In the test stage of the experiment, listeners heard all four short sequences. Each block of trials contained the four short sequences presented in random order, and there were 9 blocks of test trials, yielding a total of 36 trials. The independent variable of whether each sequence in the test trials was presented at familiarization was a within-subjects variable.
At the beginning of the experiment, listeners were instructed that they would hear different performances of the same melody during the experiment and they would be tested to see if they could recognize different performances. During the familiarization stage of the experiment, one short sequence was sounded 12 times, separated by 750 ms of silence, followed by the second short sequence sounded 12 times. Listeners were told to listen carefully to the familiarization trials because they would be asked to recognize those particular performances later. They were also told they would hear a number of performances afterward, some of which were from the familiarization stage.
During the test stage of the experiment, a short sequence was sounded twice in a row (with 1 s of silence between the two hearings) on each trial. Listeners were instructed to respond "yes" or "no" as to whether the test trial was identical to one of the sequences they had heard during the familiarization stage. Listeners were told that some of the test sequences would have the same notes as the familiarization sequences, but they would not be identical because they were from a different performance. Listeners were also asked to mark their degree of confidence in their answer on a three-point scale (1 ϭ not confident, 3 ϭ confident) for the test trials. There were 5 s of silence between test trials.
Nonmusician listeners were given additional instructions before the experiment, to clarify the nature of the task. These listeners were told they would hear two different performances of the same musical piece, which the experimenter then sounded for them. Then they were told they would hear two identical performances of the same musical piece, which the experimenter then played. The reason for the additional instructions was to help listeners distinguish the goal of recognizing the same performance (same prosodic cues), the aim of this experiment, from the separate goal of recognizing the same melody (same pitches and durations but different prosodic cues). The musical examples used in the additional instructions were from a similarly constructed musical sequence that was not included in any of the experiments.
Results and Discussion
The sequences that were heard at familiarization, the random order of test trials, and trial block were not significant factors in listeners' identification responses, so percentages of identification ("yes") responses across trial blocks were computed for each listener. A two-way analysis of variance (ANOVA) on listeners' percentages of identification responses by familiarization condition (was test sequence familiarized/not familiarized) and musical training (musician/nonmusician) yielded a significant effect of familiarization, F (1,38) ϭ 78.0, p Ͻ .01. There were no effects of training or interactions with familiarization. As shown in Fig. 2 , both groups of listeners were able to identify the particular performances with which they had been familiarized, when presented among other performances of the same pitch and rhythmic (durational pattern) content; mean responses for each condition shown in Fig. 2 differed significantly from 50%, the chance estimate (p Ͻ .01). The d-prime values were computed to verify that musicians did not have greater sensitivity than nonmusicians; musicians' (dЈ ϭ 1.73) and nonmusicians' mean d-prime values (dЈ ϭ 1.58) were both greater than zero (p Ͻ .01) and did not differ significantly from each other (nonparametric Mann-Whitney U ϭ 218, p Ͼ .10). The confidence scale ratings did not differ by familiarization or musical training.
These results indicate that listeners are able to encode prosodic cues associated with a particular music performance and use them later to identify familiar performances from a set of performances of the same music. Acoustic features of intensity and articulation were likely to have influenced listeners' identification judgments; interonset intervals did not differ from the categorical notated durations in these performances, due to the presence of a metronome. In addition, musical training was not necessary to perform this task; listeners with no musical training performed as well as listeners with musical training. Thus, prosodic features in music performance were useful for a wide range of listeners and could be encoded and later used to identify particular musical sequences.
EXPERIMENT 2: ROLE OF MUSICAL ACCULTURATION
Musical training does not appear to be necessary for identification of musical sequences based on their prosodic cues. However, identification may require musical acculturation: knowledge of performance styles and genres that listeners acquire passively (without explicit training) over years of exposure to musical forms. If, however, the capacity to store and remember acoustic features specific to music performances is available as early as the first year of life, then even infants, who do not have years of passive exposure to music, may be capable of identifying performances they have heard before. Indeed, evidence from speech perception studies suggests that infants store indexical properties (such as talker voice information) along with the phonetic properties of utterances. Houston and Jusczyk (2000) found that 7.5-month-olds are affected by talker voice characteristics in recognizing words in fluent speech, suggesting that such information is included in their representations of the sound patterns of words. Moreover, Jusczyk, Hohne, Jusczyk, & Redanz (1993) found evidence that infants remember the voice characteristics of an unfamiliar talker reading stories for as long as 2 weeks. Thus, infants appeared to encode not only information about what was said but also information about how it was said. Might they also show the same abilities for music performances?
We use the Headturn Preference Procedure with 10-month-old infants to test their ability to identify performances heard earlier on the basis of prosodic features. The procedure takes advantage of the finding that, when varied stimuli are used, preferences among infants over 4.5 months of age tend to be correlated with familiarity. Specifically, the amount of time spent listening to stimulus items, a measure of preference, often correlates with amount of familiarity with those items (Jusczyk, 1998; Kemler Nelson et al., 1995) . In this experiment, infant listeners were familiarized with the same short musical sequences as used in Experiment 1, and the infants were presented with all performances (familiar and novel) at test. The amount of time spent looking (as measured by orienting toward the loudspeaker over which the test sequence was sounded) provides a measure of familiarity with the stimulus. If prosodic cues in music performance are remembered and later used for identification at as early as 10 months of age, then infant listeners should exhibit larger orien- tation times for familiar sequences than for novel sequences.
Method
Participants. Sixteen 10-month-old infants (mean age ϭ 44 weeks, 4 days; range, 43 weeks, 3 days to 46 weeks, 2 days) were recruited from the Baltimore, MD, community to participate in the study. Two additional infants were tested but not included because of restlessness (1) and parental interference (1).
Materials. The same musical stimuli were used in this study as in Experiment 1.
Apparatus. A Macintosh Centris 650 computer controlled the presentation of the stimuli and recorded the observer's coding of the infants' responses. The stimuli were stored in digitized form (at a 20 kHz sampling rate) on the computer. A 16-bit D/A converter was used to recreate the audio signals, which were sounded at an amplitude of 72 Ϯ 2 dB SP, approximately 20 dB above the ambient noise level.
The stimuli were played out through antialiasing filters and a Kenwood audio amplifier (KA 5700) over Cambridge Soundworks loudspeakers mounted behind the side walls of the testing booth. A red light was mounted in view on each of the side walls and a green light was mounted on the center panel of the testing booth, all approximately at the seated infant's eye level. Directly below the center light a 5-cm hole accommodated the lens of a video camera used to record each test session. A white curtain suspended around the top of the booth shielded the infant's view of the rest of the room. A computer terminal and response box were located behind the center panel, outside the infant's view. The response box, connected to the computer, was equipped with buttons that were used to start and stop the flashing center and side lights and record the direction and duration of headturns. Information about the direction and duration of headturns and the total trial duration was stored in a data file on the computer.
Design and procedure. The experimental design was as similar as possible to that in Experiment 1. Two of the four short sequences were presented to infants during the familiarization stage, one from each meter; which two of the four test sequences were presented at familiarization was counterbanced across infants. During the test stage, infants heard all four test sequences; the independent variable of whether each test sequence was presented at familiarization is a within-subjects variable. The dependent variable is the amount of time spent listening (with head oriented toward the sound source) to each test sequence, summed across test trials.
A modified version of the Headturn Preference Procedure (Kemler Nelson et al., 1995) was used to measure orientation times for test sequences. The infant sat in the middle of the testing room on the lap of the caretaker; an observer hidden behind the center panel watched the infant through a peephole and recorded the direction and duration of the infant's headturns using a response box. The observer and the caregiver wore earplugs and listened to masking music over tight-fitting Peltor Aviation-7050 headphones. Each trial was as follows: the center green light flashed, and when the infant oriented toward it, an observer pushed a button to extinguish the center light and to start flashing one of the red side lights above a loudspeaker (the program controls randomization of the side lights). When the infant made a headturn of at least 30 °in the direction of the speaker, the observer pushed another button to initiate the sounding of the sequence, which continued until it ended or until the infant looked away for two consecutive seconds. The observer pressed a button whenever the infant looked away or reoriented toward the speaker. The computer program kept track, based on the button presses, of actual looking times to the side lights; total looking time for a given trial excluded any time the infant looked away. If the infant looked away for more than 2 s, the side light was extinguished, the trial was interrupted and ended, and the next trial began. The flashing red light remained on for the duration of the trial.
During the familiarization stage, each infant heard two of the four sequences. Each trial consisted of one of the sequences repeated eight times, yielding a total trial length of approximately 21 s. Each infant had to achieve 30 s of accumulated listening time to each of the familiarization sequences in order to progress to the test stage, and trials containing the two familiarization stimuli alternated until the infant had achieved this threshold. If the infant met the 30-s criterion for one sequence before the other, the two trial types (containing the different sequences) continued to alternate until the criterion was met for both. The presentation of each stimulus was assigned randomly to a particular loudspeaker on each trial.
During the test stage, each infant heard all four sequences on different trials. There were 3 blocks of 4 trials each, yielding a total of 12 trials. Each of the four sequences was sounded within each block, and trials within a block were randomly ordered. Each trial was created the same as in the familiarization stage, and trial onset and offset times were determined exactly as in the familiarization phase. The dependent variable was each infant's total orientation time for each sequence summed across the test trials, which represented the time spent looking at the light during the sounding of each sequence, with time looking away excluded.
Results and Discussion
A one-way ANOVA on infants' mean listening times by familiarization condition (was test sequence familiarized/not familiarized) yielded a significant effect of familiarization, F (1,15) ϭ 7.77, p Ͻ .05. As shown in Fig. 3 , infants listened longer to the particular performances with which they had been familiarized, when presented among other performances with identical pitch/duration content. Thirteen of the 16 infants had longer mean listening times for the test sequences heard at familiarization than for the novel test sequences. Neither the sequences included at familiarization nor the random order in which subjects heard trials was a significant factor.
These results indicate that further musical acculturation beyond 10 months of age is not required for listeners to use prosodic features in identifying particular music performances. This result is consistent with exemplar views of language acquisition that consider prosodic features as important not only to the identification of spoken words but also to the formation of memories that distinguish one unit or word from another (Houston & Jusczyk, 2000; Jusczyk, 1993 Jusczyk, , 1997 . As in speech, musical prosody carries information that may help to identify a particular performance.
What purpose could episodic memory for music performance serve? It seems likely that prosodic features aid segmentation of musical sequences into meaningful units. To test whether prosodic features serve to mark units in a continuous stream of music, the short melodies were embedded in the next experiment in computergenerated musical contexts that either matched or mismatched the features of the short sequences. When the short sequences are embedded in a larger melodic context, their prosodic features may be more salient when their structural correlates do not match the structure of the context. We test this possibility in the following experiment, as an example of the role that prosodic features play in music perception.
EXPERIMENT 3: ROLE OF MELODIC CONTEXT
The first two experiments indicate that listeners of a wide range of ages and musical experience were able to encode prosodic features of short musical sequences (shorter than most melodies), which were chosen to allow comparisons among infants and adults. Are these prosodic cues useful in larger musical contexts? Findings in speech perception suggest that listeners as young as 6 months old can use prosodic information to encode clausal units, and later recognize those units in new contexts (Nazzi et al., 2000; Soderstrom et al., 2000) . We test a similar segmentation issue in this study: whether listeners can identify the short sequences embedded in larger melodic contexts, on the basis of their prosodic features.
The perceptual salience of musical events depends largely on the regularities of the context in which they appear. Western tonal music contains a complex system of structural regularities; both music-theoretic and psychological approaches suggest that listeners generate expectations for future musical events based on those regularities, that influence the perception of musical events (Jones & Boltz, 1989; Meyer, 1956; Narmour, 1990; Palmer & Krumhansl, 1990) . One of the most regular dimensions of Western tonal music is its meter, an alternating pattern of strong and weak beats; metrical regularity influences listeners' perception of and memory for music (Palmer & Krumhansl, 1990; Yee, Holleran, & Jones, 1994) . We take advantage of this fact in Experiment 3 by placing each short sequence in two different metrically regular contexts, one that matches and one that mismatches the prosodic cues in the short sequence. We hypothesize that performances whose prosodic features do not match the metrically regular context may be more salient perceptually (when expectations are inconsistent) than those performances whose features do match the metrical context (when expectations are consistent). For example, the short sequences that were originally performed in a 3/4 metrical context may be more salient when they are embedded in a 4/4 context than when they are embedded in a 3/4 context. In addition, we hypothesize that listeners will identify all performances heard at familiarization (whether consistent or inconsistent with the melodic context) more often than performances not heard at familiarization, based on the prior two experiments.
The experimental task is similar to that of the previous experiments. Adult listeners are familiarized with particular performances of the same short sequences used in the first two experiments; at test, they are presented with the sequences embedded in larger melodies and asked to identify those performances they heard at familiarization. The melodic contexts are constructed by computer and contain constant (unvarying) prosodic cues: all intensities (hammer velocities), interonset intervals, and articulation values are the same across all events in the melodic context. Only the short sequences contain prosodic cues. Because of the increased difficulty of the task (listeners must find the short sequence in the melodic context and decide whether its prosodic features match those heard at familiarization), only musically trained listeners were recruited for the experiment.
We also address the relationship between the prosodic cues and their structural correlates. It is possible, for example, that listeners remember the metrical structure or other structural correlates of meter and do not retain the subcategorical acoustic cues, as Raffman (1993) suggests. In order to claim that listeners encode performance-specific details of the excerpts, we address the possibility that listeners could recognize the familiarized short sequences based solely on an abstract representation of metrical structure. For this purpose, we include a control condition in which a different group of musically trained listeners attempted to identify the meter of each short sequence (heard out of context), to test whether an abstract representation of meter could be formed from the short sequences alone.
Method
Participants. Sixty-four musically trained listeners from the Columbus, Ohio, community participated in this study. Listeners had between 4 and 15 years of musical training, with a mean of 7.6 years of private lessons on a musical instrument. None of the listeners reported any hearing problems. Listeners either received course credit or were paid a nominal fee for their participation. None of the listeners had participated in the previous experiments.
Materials. The same sequences from Experiment 1 were used in this experiment, as well as the musical melodies from which they were originally excised. Two different melodic contexts were created for each short sequence, a context that matched the prosodic cues of the sequence ("matched context") and a context that did not match the prosodic cues of the sequence ("mismatched context"). The matched context is one in which both the short sequence and the melodic context share the same meter (binary or ternary); the mismatched context is one in which the short sequence and melodic context differ in meter.
The melodic contexts were generated from computerized (mechanical) versions of both melodies for each short sequence, in which no prosodic cues were present (all event interonset intervals and intensities were equivalent across the melody). The intensities and interonset intervals were set equal to the mean values in the original performed melodies of Experiment 1, from which the short sequences were taken. When the short sequence was placed in the matched context (the melody from which it originated), the event onsets and offsets at the boundaries were the same as in the original performance. When the short sequence was placed in the mismatched context (the alternate melody), the event onsets and offsets at the short sequence boundaries were aligned with the times at which the original short sequence (as performed in its original melodic context) began and ended. That is, the bracketed excerpts AЈ and BЈ in Fig. 1 were exchanged between the melodic contexts A and B. Thus, performances A-AЈ-A and B-BЈ-B reflect matched contexts, and A-BЈ-A and B-AЈ-B reflect mismatched contexts.
Metrical control condition. To ascertain whether listeners could form an abstract representation of the metrical structure from the short sequences alone, a control experiment was first conducted in which 14 different listeners (not included in the experiment) were asked to identify the meter of each excerpt. The musically trained listeners (4-14 years of training, mean of 6.8 years) were first given examples of melodies in a binary meter (defined as a pattern of alternating accents with a strong accent on every second beat, as in 2/4 or 4/4 meter) and a ternary meter (defined as a pattern of alternating accents with a strong accent on every third beat, as in 3/4 or 6/8 meter). These melodies were not included in the control experiment. Then listeners heard on each test trial two repetitions of a short sequence from Experiment 1, and they indicated on paper whether the short sequence would fit or sound best in a binary or a ternary meter. The control experiment included five repetitions of each of the four short sequences from Experiment 1 (two from a binary meter and two from a ternary meter), totaling 20 trials. Listeners' percentage of correct responses across trials indicated no significant differences from chance (mean percentage correct ϭ 54%, p Ͼ .70); responses were equally (in)accurate for sequences that were originally performed in binary meter (52% correct) and in ternary meter (55% correct). Thus, it is unlikely that listeners simply formed an explicit abstract representation of meter for the short sequences.
Design and procedure. The familiarization stage was identical to that of Experiment 1. During familiarization, two of the four short sequences (one from each metrical context) were presented, 12 times each in succession with 750 ms of intervening silence. During the test stage, all four sequences were heard in each block of trials in random order, each one presented within a melodic context. Half of the listeners heard the sequences presented only in matched melodic contexts, and half heard the sequences presented only in mismatched melodic contexts. The four sequences were presented in random order within each of nine blocks, yielding a total of 36 trials. Half of the trials contained sequences that were heard at familiarization and half of the trials contained sequences not heard at familiarization.
Thus, familiarization of the test sequences (present/absent at familiarization) was a withinsubjects factor and was crossed with melodic context (matched meter/mismatched meter), which was a between-subjects factor.
On each test trial a melody was sounded twice, with 1 s of silence between repetitions. Instructions to listeners were the same as instructions in Experiment 1, with the following exceptions. Listeners were told that each melody at test would contain an embedded short sequence with the same pitch/duration pattern as one they heard during the familiarization stage of the experiment. They were asked to respond yes or no as to whether the embedded sequence was identical to one of the performances they heard during the familiarization stage. As in Experiment 1, listeners were told that some of the test sequences would have the same notes as the familiarization sequences, but they would not be identical because they were from a different performance. The additional musical examples played for nonmusician listeners in Experiment 1 were included in this study as well, to reduce the increased task difficulty in this experiment (listeners must find the embedded sequence as well as judge its familiarity). Listeners also marked their degree of confidence in their decision on a three-point scale (1 ϭ not confident, 3 ϭ confident).
Results and Discussion
An ANOVA on the percentage of identification ("yes") responses by familiarization condition (was test sequence familiarized/not familiarized) and melodic context (matched/mismatched meter) indicated a significant effect of familiarization, F (1,62) ϭ 21.0, p Ͻ .01. As shown in Fig. 4 , listeners were able to identify those performances they heard at familiarization correctly, even when they were embedded in a melodic context. Listeners' responses to the familiarized and unfamiliarized sequences differed significantly within both the matched and mismatched conditions (p Ͻ .05). In addition, identification was improved for the mismatched context over the matched context; the interaction between familiarization and melodic context approached significance, F (1,62) ϭ 3.56, p ϭ .06.
The d-prime values confirmed listeners' increased identification accuracy for performances in mismatched (dЈ ϭ 0.868) relative to matched (dЈ ϭ 0.358) melodic contexts (nonparametric Mann-Whitney U ϭ 724, p Ͻ .01); only the d-primes for mismatched contexts differed from zero (p Ͻ .01). Neither the sequences that were included at familiarization nor the random order in which subjects heard trials was a significant factor. Analyses indicated higher percentages of "no" responses in block 1, F (8,496) ϭ 3.2, p Ͻ .01, but block effects disappeared when the first block of trials was removed, possibly indicating an initial difficulty of locating the embedded sequence. Confidence ratings did not differ significantly across familiarization or context variables.
Two additional analyses were conducted to ascertain whether listeners' musical training influenced the differences found between the matched versus the mismatched melodic context conditions, which was a between-subjects variable. First, the musical training of the 32 listeners in each between-subjects group (matched and mismatched contexts) was compared; there were no significant differences in number of years of musical training between the matched context group (mean ϭ 7.4 years) and the mismatched context group (mean ϭ 7.8 years). Second, listeners were divided into two groups within each familiarization by melodic context condition, based on a median split on amount of musical experience. Analyses on mean responses by familiarization condition, melodic context, and musical training indicated no effects of musical training or interactions with the other variables. Thus, it is unlikely that the findings are based on different degrees of musical training.
These results indicate that prosodic features for short melodic sequences can be used to identify those sequences in larger melodic contexts. Listeners were able to locate the familiarized sequences in a larger melodic context and identify whether they contained the same prosodic cues as heard earlier. Furthermore, listeners' sensitivity to prosodic features was influenced by the metrical context in which they appeared; short sequences presented in mismatched metrical contexts were easier to recognize than sequences in matched contexts. However, it is unlikely that identification judgments were based solely on an abstract metrical structure, as indicated by listeners' inability to identify explicitly the meter of the short sequences out of context. Together, these findings suggest that listeners identified the embedded performances based partially on performance-specific (nonstructural) features and partially on acoustic features that correlated with an abstract metrical structure.
GENERAL DISCUSSION
Several experiments demonstrated that listeners' memory for musical sequences can incorporate detailed, instance-specific acoustic features that differentiate one performance from another. Listeners were able to identify a particular performance from a set of performances which retained the same melodic and rhythmic structure (i.e., the same musical composition) but differed in expressive features. This finding disconfirms the view that only structural categories in music, such as pitch and duration categories, can be retained in memory. More consistent with these findings is an episodic view of memory for music, in which individual representations for acoustic events encode stimulus-specific features in addition to abstract structural features.
This view is also consistent with recent perspectives on speech perception and recognition that consider stimulus-specific nonlinguistic (indexical) properties to be perceived and encoded episodically along with abstract linguistic properties (Goldinger, 1997; Jusczyk, 1993; Luce & Lyons, 1998; Nygaard, Burt, & Queen, 2000; Nygaard, Sommers, & Pisoni, 1995; Pisoni, 1997) .
How is memory for specific music performances related to memory for abstract musical structure? This question raises the relationship between episodic and generic (abstract) memories. Episodic memory has been defined as a recollection of a specific experience that preserves spatial and/or temporal properties of the experience (Tulving & Thompson, 1973) . Whether young children have episodic memory is in debate; episodic memory usually entails conscious awareness of the experience (Tulving, 1985) . Repeated exposure to exemplars may produce not only traces of the individual events in episodic memory but also a single abstract representation in a functionally (and possibly anatomically) separate memory system (cf. Tulving, 1983) . Multiple-trace theories propose in contrast that only traces of individual episodes are stored; traces acting in concert at retrieval represent the abstract memory (cf. Hintzman, 1986 ). We do not distinguish be- tween these alternatives here; rather, we posit that both infants and adults can form memories that encode subcategorical, temporally specified acoustic properties of specific musical experiences.
Do listeners encode only those acoustic features that are correlated with abstract structure (such as meter in these experiments)? Although the acoustic features of the short performances were not manipulated separately, the experimental evidence suggests the answer is no. First, infants as well as musically trained and untrained adults, whose familiarity and training with abstract musical structures varied widely, were able to identify familiarized performances in Experiments 1 and 2. The familiarized performances were balanced within and across individuals so that metrical structure alone could not be a defining feature of which performances were heard earlier. Second, musically trained listeners were unable to identify explicitly the metrical structure of the musical sequences in a control experiment, although implicit knowledge may be present (cf. Reber, 1989 ). Third, listeners were able to identify all familiarized sequences when they were placed in metrical contexts in Experiment 3-not just those sequences that were placed in a mismatched metrical context, as might be expected if the metrical structure alone were retained. The fact that identification was aided by a mismatched metrical context rules out the possibility that the context was insufficient to induce a perception of meter. Thus, listeners appear to be identifying music performances based both on performance-specific (nonstructural) features and on abstract structural features.
Musical training or experience does not appear to be a prerequisite for listeners' ability to encode and recall features of particular music performances. Experiment 1 demonstrated that both musically trained and untrained adult listeners could identify particular performances of the musical sequences with high accuracy. Experiment 2 demonstrated that 10-month-old infants were able to recognize and distinguish specific music performances they had heard earlier.
Although some work suggests that sensitivity to complex abstract musical structures, such as tonality and implied harmony, changes from infancy to adulthood (Cuddy & Badertscher, 1987; Krumhansl & Keil, 1982; Lynch & Eilers, 1992; Trainor & Trehub, 1992) , other findings suggest that children's basic auditory perception abilities function along principles similar to those of adults (Baruch & Drake, 1997; Demany, 1982; Drake & Penel, 1999; Trehub, 2000; Trehub, Bull, & Thorpe, 1984) . Analogies between musical motion and principles of physical motion also suggest that musical training may not be necessary for sensitivity to acoustic features of performances. For example, the rate of slowing at phrase boundaries in music resembles deceleration patterns of physical motion, as in running and walking (Kronman & Sundberg, 1987) . The similarity between infants' and adults' identification of music suggests that an ability to encode stimulus-specific acoustic features at least for short musical sequences is present early in life-by 10 months of age. This functionality is important if the acoustic features serve to mark salient units in music, speech, and other auditory domains (Drake & Penel, in press; Trehub, 2000) ; an ability to encode the acoustic features which mark units is necessary for the recognition of those units.
One limitation of the current studies is that individual acoustic features were not isolated in stimulus presentation; whether one acoustic cue is more memorable than another is unknown. Further research addresses the extent to which one acoustic dimension dominates another in memory for these performances (Jungers & Palmer, 2000) . Another limitation is the reduced length and number of musical sequences, which were chosen to allow comparisons among infant and adult perception. Finally, stimulus variability in these experiments was reduced on several acoustic dimensions, including pitch, timbre, and time; durational categories and tempi were kept constant, in order to keep the total stimulus duration equivalent across performances. Many studies indicate that variability in event timing in music performance correlates with musical structure (Palmer & Kelly, 1992; Sloboda, 1983; Todd, 1985) , and listeners are sensitive to that variability (Juslin, 1997; Palmer, 1996b) ; whether memory for auditory features of music would differ in the presence of these forms of stimulus variability is unknown.
Why would episodic representations for music be useful? One reason is its bootstrapping potential in perceptual learning. A common view in speech is that prosodic features provide a low-level cue to aid segmentation, particularly during acquisition of knowledge about the units of speech (Gleitman & Wanner, 1982; Hirsh-Pasek et al., 1987; Jusczyk & Kemler Nelson, 1996; Morgan, 1986; Peters, 1983) . Listeners' abilities to identify smaller musical units may serve to bootstrap their ability to apprehend higher-order relationships among those units. This research indicates that listeners can incorporate prosodic features in memory for music in the absence of extensive musical experience. Other studies have shown that acoustic features of music can influence infants' perception of musical units (Jusczyk & Krumhansl, 1993; Krumhansl & Jusczyk, 1990) . However, this study is the first to demonstrate infants' ability to retain in memory those acoustic features-an important prerequisite for a bootstrapping explanation of listeners' acquisition of complex musical relationships.
A related reason that episodic memory for music performances would be useful is the relationship that structural ambiguity holds with acoustic variability in music. Music is often ambiguous in structure. Each musical piece allows multiple interpretations of phrasing, voicing, and segment boundaries, and musicians typically use multiple acoustic features to mark those structures. Performances of the same music can differ greatly, even when performed by the same musician. These studies and many others show that prosodic features of performances are correlated with performers' structural intentions, and listeners are sensitive to that relationship. Thus, prosodic features may be necessary for a memory representation that distinguishes one structural interpretation of a musical piece from another. This view is consistent with Raffman's (1993) perspective that expressive features help listeners to distinguish among multiple structural representations for a given musical piece; we posit further that the memory representations encode at least some of the performance-specific features. Last, episodic memory for music performances may enable listeners to identify individual performers in much the same way that voice characteristics allow identification of individual talkers.
Music, like speech, is a domain in which stimulus variability offers a primary resource for aiding memory and learning. This perspective is supported by several points. First, most musical instruments permit variability on multiple dimensions, and the inherent ambiguities in musical structure not only allow but require performers to make use of acoustic variability to encode structure. Sources of stimulus variability, such as the performers' emotional state, production rate, and syntactic/interpretive effects, produce large changes in the acoustic signal. Second, communication of structural information in music is typically maximized through redundancy of cues; multiple acoustic cues carry information about the same structural content. For example, reductions in tempo and amplitude often mark phrase boundaries. These cues may provide reliable information to facilitate communication when the signal is presented under degraded conditions (cf. Palmer, 1996b) . Finally, music is multidimensional and, like speech, it has a complex mapping among its different instantiations in the physical domain, the production domain, and the perceptual domain. Its complexity is evidenced by the difficulty of devising rule-based systems that map acoustic cues onto structural categories. Episodic memory for at least some acoustic features may be necessary to facilitate the recognition of structure in auditory sequences of this complexity.
