I. INTRODUCTION
We consider the class of two-point boundary value problems: 
where ~ > 0 and ~ is continuous on [0,1] x (-cx3,c~). It is well known that (1) has a unique solution [2] . A number of papers have recently appeared in the literature which have considered the solution of (1) on parallel computers; see, e.g., [3] [4] [5] . Most of these, however, consider parallelizing the matrix computations which arise when (1) is replaced by its equivalent finite difference scheme. A parallel chopping algorithm is considered in [1] where on a computer with p processors, the BVP is solved numerically at each stage on p meshes using a code based on COLNEW [6, 7] .
In the following, we present a parallel algorithm to solve (1) on a computer with p processors, p a power of 2. Using an idea similar to that in [1] , we consider p different divisions of [0, 1] , each division consisting of N or (N %1) (N small) unequally spaced abscissas. This is achieved by the use of a certain chopping algorithm discussed in Section 2. A high-order finite difference scheme developed for general nonuniform mesh is now applied to the above class of TPBVP's on each of the p divisions which leads to the solution of an N x N or (N -1) x (N -1) system of linear or nonlinear equations which are then solved on p processors.
THE CHOPPING ALGORITHM
For the sake of convenience, we assume that a -= 0, b = 1. We also assume that we have available p processors which can operate simultaneously. Indeed, our algorithm and analysis in the following would be more relevant to hypercube type architectures wherein the number of processors are a power of 2. In the following, we assume that p = 2 k for a fixed positive integer k. The procedure is the following.
1. Divide [0, 1] into N equal parts such that h = 1/N; Xk = kh, k = 1,2,..., N. We solve the (N -1) x (N -1) system in N -1 unknowns Yl, j/2> • .
• ,y~r-1 arising out of finite difference discretization of (1) The above procedure can be generalized as follows: we wish to find the solution of (I) on [0,1] at n given points x0,xl,... ,x n which are equally spaced. The p processors would then solve an N x N system each in N unknowns concurrently (except Processor 1 which solves an
Number the p processors in the order 1,2,3, ..
The processor j then solves the N x N system in unknowns yfo,y&,.-.,Y~N -1 at the abscissas
Also for processor j,
FINITE DIFFERENCE METHOD
We consider the application of a high-order method for the solution of (1) 
hj+l and the mesh ratio aj = hj+l/hj. A third-order method and the local truncation errors are given in [8] . We show that for hi = ah, HLV+I = (1 -a)h, a = constant, and hk = h, ak = 1, k = 2,... ,N, the above scheme reduces to a fourth-order finite difference method for solving (1) . We obtain the following discretization:
where
1) (2(7^ + 5a w + 2) hfoff + O(ft 
we may write (5)- (7) as
Let Y be an approximation to Y. Then
Subtracting (16) from (15) and setting Y -Y = E = (el,e2, ...,eN) T , we obtain the error
where 
We next proceed to find D-
Since D is tridiagonal, following the arguments as given in [2] , we obtain Using (19)- (21) 
From (23) and (24), we obtain
where M 2 =
NUMERICAL ILLUSTRATIONS
For the numerical illustration, we first consider the following linear two-point boundary value problem:
with exact solution y(x) = I/(i+x). We solved (26) using classical second-order method and the fourth-order method given by (5)-(7). The computations were carried out on ICL 3980 at lIT Delhi. CPU time was computed by the use of version 14 of NAG (Numerical Algorithms Group) library.
Let Tj,N = time taken to solve the N xN algebraic system on the j th processor using the fourthorder scheme, T p , N = max{7», Tl, n = time taken for solving the (n -1) x (n -1) system to obtain Y l , Y 2 ,..., Y n-1 at (n -1) abscissas xl,x2,... ,x n -1, respectively, using the classical second-order method, oo = maximum of absolute error obtained while solving N x N system on j th processor using fourth-order method, I[EI]~) = maximum of absolute error obtained while solving (n -1) x (n -1) system using classical second-order method.
The p (p = 8,16,32,64) N x N systems for N = 8, 16, 32, and 64, respectively, were solved, in parallel, each on a single processor and the CPU time noted against each. Speed-up was calculated by comparing TI, n (obtained by using classical second-order method as benchmark) and T p , N for the values of IIEH~) and HEII (~F ) satisfying \\E\\VP < I[E [I~) such that \\E\\g* is as close to HEI~) as possible and satisfying (2) .
The results are presented in Table 1 . We note that as the system of algebraic equations becomes large (n = 1024,4096), the speed-up is considerably improved and is very nearly equal to the number of processors used. Also, we note that, for a fixed n, the speed-ups shown in Table 1 are maximum. If the number of processors available are less, then the speed-up obtained can be substantially less, e.g., considering row 3 of Table 1 As a second problem, we consider the following nonlinear TPBVP:
y" = 2y(2 1og e y + l), y(0) = 1, y(1) = e,
with the exact solution y(x) = exp(x 2 ). We again solved (27) using the classical second-order and fourth-order methods for p = 8, 16, and 32. The results are presented in Table 2 .
We note that for p = 8 and p = 16 (i.e., the first two rows of the table), the speed-up is less as compared to the number of processors involved, since the iterations required for convergence to IIE[l (ooF) are 9 and 8, respectively, whereas the number of iterations required for convergence of method (S) is only 4. The speed-ups considerably improve as the algebraic system becomes large and the number of iterations decreases to ~ 4 as depicted in the last two rows of the table. It is interesting to note that although the speed-up in both the cases is nearly equal to the number of processors, ideal speed, however, cannot be achieved since for an equal number of mesh points of the interval [0,1], the number of arithmetic operations required for the solution of the algebraic system by fourth-order scheme is more than that of classical second-order method, as seen from (28), (29), and (31).
CONCLUSION
In the above paper, a high accuracy finite difference method developed for TPBVP's on a nonuniform mesh [8] has been used in conjunction with our chopping algorithm for solving a class of TPBVP and achieving a substantial speed-up. Our algorithm is extremely versatile in the sense that the same algorithm can be used to obtain, in parallel, solution for general TPBVP's y(n) = f(x,y,y,'... ,y( n -1)), n > 2, with appropriate boundary conditions, provided a high-order finite difference method on a nonuniform mesh is available. An interesting feature of our algorithm is that no communication is needed between the processors until the end. When all the processors have finished their task, the results are communicated to a preassigned node and Yl,-..,, Y n obtained as the solution of the TPBVP.
