Abstract. We consider distributed networks, such as peer-to-peer networks, whose structure can be manipulated by adjusting the rules by which vertices enter and leave the network. We focus in particular on degree distributions and show that, with some mild constraints, it is possible by a suitable choice of rules to arrange for the network to have any degree distribution we desire. We also describe a mechanism based on biased random walks by which appropriate rules could be implemented in practice. As an example application, we describe and simulate the construction of a peer-to-peer network optimized to minimize search times and bandwidth requirements. 
Introduction
Complex networks, such as the Internet, the worldwide web, and social and biological networks, have attracted a remarkable amount of attention from the physics community in recent years [1] [2] [3] [4] . Most studies of these systems have concentrated on determining their structure or the effects that structure has on the behavior of the system. For instance, a considerable amount of effort has been devoted to studies of the degree distributions of networks, their measurement and the formulation of theories to explain how they come to take the observed forms, and models of the effect of particular degree distributions on dynamical processes on networks, network resilience, percolation properties, and many other phenomena. Such studies are appropriate for "naturally occurring" networks, whose structure grows or is created according to some set of rules not under our direct control. The Internet, the web, and social networks fall into this category even though they are man-made, since their growth is distributed and not under the control of any single authority.
Not all networks fall in this class however. There are some networks whose structure is centrally controlled, such as telephone networks, some transportation networks, or distribution networks like power grids. For these networks it is interesting to ask how, if one can design the network to have any structure one pleases, one could choose that structure to optimize some desired property of the network. For instance, Paul et al. [5] have considered a e-mail: mejn@umich.edu how the structure of a network should be chosen to optimize the network's robustness to deletion of its vertices.
In this paper we study a class of networks that falls between these two types. There are some networks that grow in a collaborative, distributed fashion, so that we cannot control the network's structure directly. But we can control some of the rules by which the network forms and this in turn allows us a limited degree of influence over the structure. The archetypal example of such a system is a distributed database such as a peer-to-peer filesharing network, which is a virtual network of linked computers that share data among themselves. The network is formed by a dynamical process under which individual computers continually join or leave the network, and the rules of joining and leaving can be manipulated to some extent by changing the behavior of the software governing computers' behaviors. It is well established that the structure of peer-to-peer networks can have a strong effect on their performance [6, 7] but to a large extent that structure has in the past been regarded as an experimentally determined quantity [8] . Here we consider ways in which the structure can be manipulated by changing the behavior of individual nodes so as to optimize network performance.
Growing networks with desired properties
In this paper we focus primarily on creating networks with desired degree distributions: the degree distribution typically has a strong effect on the behavior of the network and is relatively straightforward to treat mathematically. There are two basic problems we need to address if we want to create a network with a specific degree distribution solely by manipulating the rules by which vertices enter and leave the network. First, we need to find rules that will achieve the desired result, and second, we need to find a practical mechanism that implements those rules and operates in reasonable time. We deal with these questions in order.
Our approach to growing a network with a desired degree distribution is based on the idea of the "attachment kernel" introduced by Krapivsky and Redner [9] . We assume that vertices join our network at intervals and that when they do so they form connections-edges-to some number of other vertices in the network. By designing the software appropriately, we can in a peer-to-peer network choose the number of edges a newly joining vertex makes and also, as we will shortly show, some crucial aspects of which other vertices those edges connect to.
Let us define p k to be the degree distribution of our network at some time, i.e., the fraction of vertices having degree k, which satisfies the normalization condition
And let us define the attachment kernel π k to be the probability that an edge from a newly appearing vertex connects to a particular preexisting vertex of degree k, divided by the number n of vertices in the network. It is this attachment kernel that we will manipulate to produce a desired degree distribution. The extra factor of n in the definition is not strictly necessary, but it is convenient: since the total number of vertices of degree k is np k , it means that the probability of a new edge connecting to any vertex of degree k is just π k p k , and hence π k satisfies the normalization condition
In a peer-to-peer network users may exit the network whenever they want and we as designers have little control over this aspect of the network dynamics. We will assume in the calculations that follow that vertices simply vanish at random. We will also assume that, on the typical timescales over which people enter and leave the network, the total size n of the network does not change substantially, so that the rates at which vertices enter and leave are roughly equal. For simplicity let us say that exactly one vertex enters the network and one leaves per unit time (although the results presented here are in fact still valid even if only the probabilities per unit time of addition and deletion of vertices are equal and not the rates). Now let us chose the initial degrees of vertices when they join the network, i.e., the number of connections that they form upon entering, at random from some distribution r k . Building on our previous results in [10], we observe that the evolution of the degree distribution of our network can be described by a rate equation as follows. The number of vertices with degree k at a particular time is np k . One unit of time later we have added one vertex and taken away one vertex, so that the number with degree k becomes
with the convention that p −1 = 0, and c = ∞ k=0 kr k , which is the average degree of vertices added to the network. The terms cπ k−1 p k−1 and −cπ k p k in equation (3) represent the flow of vertices with degree k − 1 to k and k to k + 1, as they gain extra edges with the addition of new vertices. The terms (k + 1)p k+1 and −kp k represent the flow of vertices with degree k + 1 and k to k and k − 1, as they lose edges with the removal of neighboring vertices. The term −p k represents the removal of a vertex of degree k and the term r k represents the addition of a new vertex with degree k to the network.
Assuming p k has an asymptotic form in the limit of large time, that form is given by setting p k = p k thus:
Following previous convention [11] , let us define a generating function G 0 (z) for the degree distribution thus:
as well as generating functions for the degrees of vertices added and for the attachment kernel thus:
Multiplying both sides of (4) by z k and summing over k, we then find that the generating functions satisfy the differential equation
We are interested in creating a network with a given degree distribution, i.e., with a given G 0 (z). Rearranging (8), we find that the choice of attachment kernel π k that achieves this is such that
Taking the limit z → 1, noting that normalization requires that all the generating functions tend to 1 at z = 1, and applying L'Hopital's rule, we find
