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1. Introduction
There is an extensive literature about symmetric polynomials see e .g. Macdonald (1979),
and many combinatorial algorithms are known for the computation with symmetric poly-
nomials. On the other hand there is not much known for non symmetrical polynomials .
Lascoux and Schiitzenberger (1982) defined Schubert polynomials, which generalize sym-
metric polynomialsand form a 7L-basis of the space of polynomials 7L[al, a2, . . .] . The
combinatorics of these polynomials is very simliar to the combinatorics of symmetric
polynomials. Moreover Schur functions, which are the most fundamental basis of the
space of symmetric polynomials, are special Schubert polynomials . Skew Schur functions
are not Schubert, but we show in this paper, that they are restrictions of Schubert poly-
nomials. Lascoux and Schutzenberger gave an algorithm, called the transition formula
in Lascoux and Schutzenberger (1985) to compute the decomposition of the symmetric
part of the Schubert polynomial into a sum of Schur polynomials . They used this al-
gorithm to compute the decomposition of the product of Schur functions as a sum of
Schur functions, i .e. the computation of the Littlewood Richardson coefficents . We will
use their algorithm to compute the decomposition of a skew Schur function into a sum
of Schur functions . This method is totally different from the Littlewood Richardson rule,
which provides the same decomposition . We use this method in the program SYMMET-
RICA, formerly called SYMCHAR, which is presented in the same volume, to compute
the decomposition of skew Schur functions .
2. Definitions
2.1 . SCHUBERT POLYNOMIALS
In order to define Schubert polynomials let A„ := {al < . . . < an} be the first n letters
of an infinite linearly ordered alphabet . We call n the degree of the alphabet A n . For
I = (ii, . . ., i„) E 1Nn we denote by aI the monomial al' . . .a;; . We now define a set of
operators 8i for (1 < i < n) on the ring 2Z[An ]
of polynomials, which are called divided
differences .
ai
: f (al,
. . ., an) '-'
f	
(a,, . . .,
	 an) - f(al,
. . ., ai-1, ai+1,	ail ai+2, . . ., an )
ai - ai+1
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Since these operators satisfy the Coxeter relations
8041 8i = ai+1aiai+1
aiaj = ajai ji - jj > 1
we can define the operator a,, for arbitrary permutations it of the symmetric group S,, .
This works as follows : The simple transpositions ai := (i, i+ 1) for 1 < i < n generate S„
and they satisfy the same Coxeter relations as above . So for any reduced decomposition
of a permutation -7r = ai l . . .oi,, (notice that we multiply permutations from right to left)
we obtain the same operator
ax := ai 1 . . .ai,,
If we use a decomposition, which is not reduced, we get the zero-operator . We now we
define a maximal vector
E„ := (n - 1, n - 2, . . ., 1, 0) E IN'
and the maximal permutation
w" _( 1 2 . . . n-1 n)
E
S
n n-1 2 1
which allow us to define the Schubert polynomial, labelled by the permutation 7r E S,, :
XT (A„)
:= aE° a"„x
Since Schubert polynomials are labelled by permutations, a different notation of permu-
tations may be of interest . We define a function :
L : S, -+ 1N", a ~-+ L(7r)
with L(ir)i := {j > ilir(j) < w(i)JI for (1 < i < n) . The image L(ir) is called the
Lehmercode of the permutation 7r . We have L(x)i < n - i for (1 < i < n,
T
E S„) .
If we restrict ourselves to such vectors, L is a bijection between the Lehmercode of a
permutation and the permutation. For example
L([3, 5, 2, 4,1]) = (2, 3, 1, 1, 0), L - '((3,2, 1, 0, 0)) = [4, 3, 2, 1, 5]
If we label the Schubert polynomials with the Lehmercode instead of the permutation
we use the following notation
YI(A„)
:= XL-1(I)(Af)
From the defintion of Schubert polynomials Xx it is clear that if we have w(i) > 7r(i+ 1)
then the polynomial is symmetric in ai and ai+1 . On the level of Lehmercode I , this
means, if we have Ii < 1i+1, then the polynomial is symmetric in ai and ai+1 •
2.2 . SCHUR POLYNOMIALS
Schur polynomials are labelled by partitions J = ( jr, . . ., jp ) E INp, 0 < ii
< . . . < jp , p E
IN. Skew Schur polynomials are labelled by skewpartitions, these are pairs of partitions
I = (i1, . . ., ip ), J = (jl, . . ., jp ) where ik < jk for 1 < k < p. We denote this skewpartition
by J/I . We define the skew Schur polynomial in the alphabet A„ as the following
determinant of complete symmetric polynomials S,,,(A„) of degree m in the alphabet
A„
Sj11(An)
	
I(Sj,,+k-(iA+h)(An))h,kl
If the partition I is the zero-vector, we get the usual Schur polynomial that we denote
SI(A„) instead of Sj/o . The polynomial Sk (A„) is defined to be zero if k is negative. In
the case of partitions the above definition is the classical Jacobi Trudi identity . A brief
example will illustrate the definiton of skew Schur polynomials :
S1(A4)
S3(A4)
S5(A4)
S(o,1,2,3)/(0,0,1,2)(A4)
= 0 S, (A4) S3(A4)
0 0 S1(A4)
One fundamental property of the Schubert polynomials is the following lemma, which
says, that special Schubert polynomials are Schur polynomials .
2 .2.1 Lemma: Lascoux and Schutzenberger (1985)
If I = (i 1 < . . . < ik) is a partition, then we have
Y(il, . . .,i .,0, .
. .,0)(Ak) = SI(Ak)
3. Properties
Schubert polynomials are compatible with the embedding of S„ into S„ + 1 via the ap-
pending of the fixpoint n + 1 . Denoting this operation with 1, we have
X.(A„) = X.R,(A„+1 )
On the level of the Lehmercode, the embedding means appending zeros to the Lehmer-
code, and this doesn't change the corresponding Schubert polynomial . So we can label
Schubert polynomials by arbitray vectors of IN k(k > 0) . We add enough zeros to get a
Lehmercode and the corresponding Schubert polynomial is independent of the number
of zeros we added . This shows, that we can forget sometimes about the alphabet or the
degree of the symmetric group, in which case we write
X, or YI
and do not note the alphabet .
3 .1. DIVIDED DIFFERENCE AND SCHUR POLYNOMIALS
We have
Sm(An)9k = {
Sm-1(A ..+1)
k = n
0 otherwise
This is clear from the fact, that 9, gives zero if the polynomial is symmetric in ai and
ai+1 . The second thing we need is the so called fundamental lemma, which gives a
determinantal identity
3 .1 .1 Lemma: Lascoux and Schutzenberger (1985)
Let I = (i1, . . ., i,) be a partition and SI(Ak) the Schur polynomial in the alphabet of
k letters, (k > p) . If we replace the alphabet Ak by Ak_q in the row p - q . we do not
change the value of the defining determinant, We can do it for an arbitrary number of
different rows of the determinant .
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To clarify this, let us examine the following identity
Si(As) Sj+l(A5) Sk+2(A5)
Si
(A3) Sj+1(A3) Sk+2(A3)
Sijk(A5) = Si-1(A5) Sj(A5) Sk+1(A5) = Si-1(A4) Sj(A4) Sk+1(A4)
Si-2(A5) Sj-1(A5) Sk(A5) Si-2(A5) Sj-1(A5) Sk(A5)
To shorten the notation we will only denote the label of Si and the alphabet outside the
determinant, so the last example becomes,
This is the "umbral notation" of Sylvester . As we have different alphabets we can now
apply the divided differences to this determinant, in such a way that there is only one
factor in the product, which is non-zero under the divided difference . This means, that the
whole result is not zero . M . Wachs (1985) did simliar computations with determinants .
We give one example :
i j+1 k+2
i-1 j k+1
i-2 j-1 k
3
4 0 04
5
i
i-1
i-2
i
i-1
i-4
j+1
3
j-3
k+2
k+1
k
k+2
k+1
k-2
3
4
5
3
4
04
7
and we have the skew Schur polynomial Sijk/12 except that we have different alphabets
in the rows . But if we restrict the alphabet to the first 3 letters, which is denoted by
nA3i and using the fundamental lemma we get the skew Schur polynomial Sijk/12(A3) .
In general we define a sequence of divided differences for each partition I = (il, . . ., ip )
and for each n. We define the operator
a/I,n
to be the sequence
anon+l . .8f
.+.ipan_1an
. .an_l+iy_
	
8f_p+1 . . 8n_p+1+il
We supress omit the n in the label. Now we can state the following theorem
3 .1 .2 Theorem : Let J/I be a skew partition .
SJ(An)a/I,n n Ak = SJ/I(Ak)
where k + 1 is the index of the first non zero part of I .
We notice now, that the Schur polynomial SJ(An )8ll , n is still a Schubert polynomial,
whose Lehmercode we get, if we shift jp ip steps to the right and we decrease it by
one each shift . jp_ 1 is shifted ip_ 1 times, and so on. Above example was the Schubert
polynomial Y .i,o,j-1,0,k-2, . . .
. So we obtained the following chain as we applied
8/12,5 :
Y00ijk -+ Y00ij00,k-2 -+ YOOiO,j-1,0,k-2
Examine the following small table of examples, which gives identities of some polynomials .
i j+1 k+2
i-2 j-1 k
i-4 j-3 k-2
3
5
7
Yoo1o1o1o(As) n A3 S123/12(A3)
Y0020lo(A6) n A3 S22/ 1(A3)
Y0030201o(As) n A3 S333/12(A3)
Y00010112oo(A10) n
A4 S1223/111(A4)
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3 .2 . TRANSITION
The transition algorithm is an algorithm which provides the symmetric part of a Schubert
polynomial X, , which is symmetric in the first m letters as a sum of Schur polynomials
in the alphabet A,,, . So we get the equation
Xµ fl A,,, = > SI (A.)
4. Algorithm
The algorithm of Lascoux and Schiitzenberger (1985) works as follows : The input is one
permutation ar and we look at the rightmost decrease, say it > 7r
;+1
< . . . . Now we
exchange 7r; with the biggest 7rj to the right, which is smaller than wi . This gives us the
new permutation fr := . . .ai_17rjiri+1 . . .wi . . . . Now we produce all permutations, which we
get from Tr exchanging xj = ,Tri with elements Irk to the left, which are smaller and there
are no entries Trn with !rk < fr. < Tri and k < m < i . These are the permutations which
are generated from the input in one step . Let us look at one step :
a = 13627458
-7rs = 7, -7rj = 5
Tr
L
13625478
exchange 5 with 2 and 3
15623478 13652478
so we have generated two new permutations . This step is applied to all newly generated
permutations, so we produce one layer of a tree after the other . We can stop if we have
reached a permutation (Lascoux and Schutzenberger, 1985), which labels a Schubert
polynomial, which is a Schur polynomial . These are permutations with only one decrease .
These are the leaves of the tree, which we compute during the algorithm . To compute the
Schur polynomial at the leaves you have to look at the Lehmercode, so for the example :
the leaf, which is labelled by the permutation 1456237 is the Schur polynomial
S222-
4 .1 . EXAMPLE
I
We want to compute
S133/12(A3),
so we start with
Y00133
apply 8/12 and get 1
'00102010-
This is symmetrical in the first 3 letters . Applying the algorithm we generate the following
tree (the tree is read from top to the bottom, one layer being one step in the algorithm,
with the Lehmercode and the corresponding Schur function written on the leaves .)
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12437586
12437568
12437658
121437568
1253 468 1245736800122000 =
S112
121536478
We obtain the decomposition of the skew Schur polynomial
S133/12(A3) = S112(A3) +
S22(A3) +S13(A3) . But this algorithm is compatible (Lascoux and Schutzenberger, 1985)
with the embedding of S„ into
Sn+1
via the 7r " [ 1, v1 + 1, . . .] . This means that the tree
is left unchanged under this operation, only the nodes get new labels. So the algorithm
is independent of the size of the alphabet of the involved skew Schur polynomial, so we
now obtain the decomposition of the skew Schur function
5133/12 = S112 + S22 + 513 .
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1263 478 12563478 +00220000 = S22
121634578
121643578
121634578
J624578- +00130000 =
