In this paper we compare the use of different musical representations for the task of version identification (i.e. retrieving alternative performances of the same musical piece). We automatically compute descriptors representing the melody and bass line using a state-of-the-art melody extraction algorithm, and compare them to a harmony-based descriptor. The similarity of descriptor sequences is computed using a dynamic programming algorithm based on nonlinear time series analysis which has been successfully used for version identification with harmony descriptors. After evaluating the accuracy of individual descriptors, we assess whether performance can be improved by descriptor fusion, for which we apply a classification approach, comparing different classification algorithms. We show that both melody and bass line descriptors carry useful information for version identification, and that combining them increases version detection accuracy. Whilst harmony remains the most reliable musical representation for version identification, we demonstrate how in some cases performance can be improved by combining it with melody and bass line descriptions. Finally, we identify some of the limitations of the proposed descriptor fusion approach, and discuss directions for future research.
INTRODUCTION
The challenge of automatically detecting versions of the same musical piece has received much attention from the research community over recent years (see [18] for a survey). Potential applications range from the detection of copyright violations on websites such as YouTube, to the automation of computational analyses of musical influence networks [2] . Version identification on its own also represents an attractive retrieval task for end users.
Systems for the automatic detection of versions exploit musical facets which remain mostly unchanged across different renditions, primarily the harmonic (or tonal) progression. In most cases, the harmonic progression is represented as a series of chroma descriptors (also called pitch class profiles) and compared using techniques such as dynamic time warping or simple cross-correlation [18] . Another musical representation that has been considered for version identification is the main melody, either by attempting to fully transcribe it [21] , or by using it as a mid-level representation for computing similarity [13] . Melodic representations have also been widely used for related tasks such as queryby-humming [3] or music retrieval using symbolic data [22] .
Whilst good results have been achieved using single musical representations (in particular harmony [18] ), some recent studies suggest that version detection could be improved through the combination of different musical cues [5, 11] . However, surprisingly, not much research has been carried out in this direction. One of the first studies to automatically extract features derived from different musical representations for version identification was conducted by Foucard et al. [5] , in which a source separation algorithm was used to separate the melody from the accompaniment. The authors then compared the performance of a version identification system using the melody, the accompaniment, the original mix, and their combination, by employing different fusion schemes. The study showed that considering different information modalities (i.e. main melody and accompaniment) is a promising research direction, but also noted the intrinsic limitation of simple fusion schemes whose capabilities seemed to be limited to merging modalities that carry more or less the same type of information. In the work of Ravuri and Ellis [14] , the task of detecting musical versions was posed as a classification problem, and different similarity measures were combined to train a classifier for determining whether two musical pieces where versions or not. However, only chroma features were used to derive these similarity measures. Therefore, they were all in fact accounting for the same musical facet: the harmony.
In this paper we expand the study of version identification using different musical representations. In particular, we explore three related yet different representations: the harmony, the melody, and the bass line. Rather than use source separation [5] , we employ a state-of-the-art melody extraction algorithm, which achieved the highest overall accuracy results in the most recent MIREX 1 evaluation campaign [15, 16] . The bass line is extracted using a modified version of the melody extraction algorithm. Both melody and bass line are evaluated against a state-of-the-art version identification system using chroma features [20] , which are closely related to the harmony. This system has achieved the best version identification results to date, according to MIREX 2 . Beyond exploring single musical representations alone, we also study their combination. For this we use the power of a standard classification approach, similar to Ravuri and Ellis [14] . In addition, we compare a number of classification algorithms and assess their ability to fuse the information coming from the three different representations.
The structure of the remainder of the paper is as follows: in Section 2 we describe the musical representations compared in this study, how we compute descriptors to represent them, the computation of version similarity, and our approach for descriptor fusion. In Section 3 we describe the evaluation methodology, including the music collection and evaluation measures used to assess the accuracy obtained using the different descriptors and their combinations. In Section 4 we present the results of the evaluation for both individual descriptors and descriptor fusion. Finally, in Section 5, we discuss the limitations of the proposed approach and suggest future research directions and applications.
MUSICAL REPRESENTATIONS, SIMILARITY AND FUSION
In the following subsections we describe the different descriptors evaluated in this study. We start by providing a brief description of the harmonic pitch class profile (HPCP), a harmony based chroma descriptor which has been used successfully for version identification [20] . Next, we describe the melody and bass line descriptors we use, including how they are extracted and subsequently converted into a representation suitable for computing version similarity. Finally, we outline our sequence matching procedure and explain our descriptor fusion strategy. The complete matching process, using either a single musical representation or descriptor fusion is depicted in the block diagram of Figure 1. 
Harmonic Representation
To represent harmony, we compute the sequence of harmonic pitch class profiles (HPCP) [6, 7] . The HPCP is an enhanced chroma feature and, as such, it is derived from the frequency-dependent energy in a given range (typically from 50 to 5000Hz) in short-time spectral representations of the audio signal (e.g. 100ms; frame-by-frame extraction). The energy is mapped into an octave-independent histogram representing the relative intensity of each of the 12 semitones of the equal-tempered chromatic scale (12 pitch classes). To normalise with respect to loudness, the histogram is divided by its maximum value, thus leading to values between 0 and 1. Two important preprocessing steps are applied during the computation of the HPCP: tuning estimation and spectral whitening [6] . This means the HPCP is tuning-frequency independent and robust to changes in timbre, which makes it especially attractive for version identification.
Chroma features are a standard tool in music information research, and the HPCP in particular has been shown to be a robust and informative chroma feature implementation. For more details we refer the interested reader to [6] and references therein. For the purpose of this study, and in order to facilitate the comparison with previous work on version identification, the HPCP is computed using the same settings and parameters as in [20] .
Melody and Bass Line Representations
The melody descriptor is computed in two stages. First, the melody is estimated from the polyphonic mixture using a state-of-the-art melody extraction algorithm [16] . The algorithm produces an estimation of the melody's pitch at each frame (represented as a fundamental frequency, F0). In the second stage, this representation (F0 per frame) must be converted into a representation which is suitable for version identification. The bass line descriptor is computed in the same way, using a modified version of the melody extraction algorithm adapted for extracting bass lines.
Melody Extraction
In the first stage of the algorithm, the audio signal is analyzed and spectral peaks (sinusoids) are extracted [16, 17] . This process is comprised of three main steps: first a timedomain equal loudness filter is applied [23] , which has been shown to attenuate spectral components belonging primarily to non-melody sources [17] . Next, the short-time Fourier transform is computed with a 46ms Hann window, a hop size of 2.9ms and a ×4 zero padding-factor. At each frame the local maxima (peaks) of the spectrum are detected. In the third step, the estimation of the spectral peaks' frequency and amplitude is refined by calculating each peak's instantaneous frequency (IF) using the phase vocoder method [4] and re-estimating its amplitude based on the IF. The detected spectral peaks are subsequently used to compute a representation of pitch salience over time: a salience function. The salience function is based on harmonic summation with magnitude weighting, and spans a range of almost five octaves from 55Hz to 1760Hz. Further details are provided in [17] .
In the next stage, the peaks of the salience function are grouped over time using heuristics based on auditory streaming cues [1] . This results in a set of pitch contours, out of which the contours belonging to the melody need to be selected. The contours are automatically analyzed and a set of contour characteristics is computed. In the final stage of the system, the contour characteristics and their distributions are used to filter out non-melody contours. The distribution of contour salience is used to filter out pitch contours at segments of the song where the melody is not present. Given the remaining contours, we compute a rough estimation of the melodic pitch trajectory by averaging at each frame the pitch of all contours present in that frame, and then smoothing the result over time using a sliding mean filter. This mean pitch trajectory is used to minimise octave errors (contours with the correct pitch class but in the wrong octave) and remove pitch outliers (contours representing highly unlikely jumps in the melody). Finally, the melody F0 at each frame is selected out of the remaining pitch contours based on their salience. A full description of the melody extraction algorithm, including a thorough evaluation, is provided in [16] . 
Bass Line Extraction
The bass line is extracted by adapting the melody extraction algorithm described above. Instead of applying an equal loudness filter (which attenuates low frequency content), we apply a low-pass filter with a cutoff frequency of 261.6Hz, as proposed in [8] . The window size is increased to 185ms, since for the bass we require more frequency resolution. The salience function is adjusted to cover a range of two octaves from 27.5Hz to 110Hz. As before, the salience peaks are grouped into pitch contours. However, since we do not expect other instruments to compete for predominance in the bass frequency range, the detailed contour characterisation and filtering used for melody extraction is less important in the case of bass line extraction. Therefore, the bass line is selected directly from the generated contours based on their salience.
Representation
Once the melody and bass line sequences are extracted, we must choose an adequate representation for computing music similarity or, in the case of this study, a representation for detecting versions of the same musical piece. Since the matching algorithm can handle transposition, a first guess might be to use the extracted representation as is, i.e. to compare the F0 sequences directly. However, initial experiments showed that this (somewhat naïve) approach is unsuccessful.
When considering the task of version identification, we must take into consideration what kind of musical information is maintained between versions, and what information is subject to change. In the case of the melody, we can expect the general tonal progression to be maintained. However, more detailed performance information is likely to change between versions. Besides changing the key in which the melody is sung (or played), performers might change the octave in which some notes are sung to adjust the melody to their vocal range. More importantly, the use of expressive effects (such as ornaments, glissando and vibrato) will obviously vary across versions. Overall, this means we should aim for a representation which abstracts away specific performance information and details, whilst maintaining the basic melodic tonal progression. To this effect, we defined the following types of information abstraction:
• Semitone abstraction: quantise pitch information into semitones. This will help in removing some local expressive effects.
• Octave abstraction: map all pitch information into a single octave. This will help in removing potential octave changes of the melody within the piece.
• Interval abstraction: replace absolute pitch information with the difference between consecutive pitch values (a.k.a. delta). This may provide robustness against key changes.
Before applying any abstraction, all frequency values were converted into a cent scale, so that pitch is measured in a perceptually meaningful way. We then ran initial matching experiments comparing the different degrees of abstraction applied to melody sequences: none, semitone, interval, interval+semitone, and semitone+octave (by definition, the interval and octave abstractions are not compatible). For these experiments we used a collection of 76 songs (described in Section 3.1), and evaluated the results as detailed in Section 3.2. We found that results using the semitone+octave abstraction were significantly better than the other types of abstraction, obtaining a mean average precision of 0.73, compared to 0.26-0.28 for all other abstractions considered. Perhaps not surprisingly, we note that this abstraction process is very similar to the one applied when computing chroma features. In particular, the observations above suggest that octave information can be quite detrimental for the task of version identification. For the remainder of the study we use the semitone+octave abstraction for both the melody and bass line descriptors.
The exact abstraction process is as follows: first, all frequency values are converted into cents. Then, pitch values are quantised into semitones, and mapped onto a single octave. Next, we reduce the length of the sequence (whose original hop size is 2.9ms), by summarizing every 150 frames as a pitch histogram 3 . This produces a shortened sequence where each frame is a 12-bin chroma vector representing a "summary" of the melodic tonal activity over roughly half a second. This window length has been reported to be suitable for version identification by several authors (e.g. [11, 18] ). The motivation for the summary step is two-fold: firstly, it reduces the sequence length and therefore reduces the computation time of the matching algorithm. Secondly, it reduces the influence of very short pitch changes which are more likely to be performance specific (e.g. ornamentations). Finally, the chroma vector of each frame is normalised by the value of its highest bin. The steps of the representation abstraction process are depicted in Figure 2 for a melody and in Figure 3 for a bass line. 
Descriptor Sequence Similarity
For deriving a similarity measure of how well two versions match we employ the Qmax method [20] . This is a dynamic programming algorithm which computes a similarity measure based on the best subsequence partial match between two time series. Therefore, it can be framed under the category of local alignment algorithms. Dynamic programming approaches using local alignment are among the best-performing state-of-the-art systems for version identification [18] , and have also been extensively used for melodybased retrieval [3] .
The Qmax algorithm is based on general tools and concepts of nonlinear time series analysis [10] . Therefore, since 3 The contribution of each frame to the histogram is weighted by the salience of the melody at that frame, determined by the melody extraction algorithm. the algorithm is not particularly tied to a specific time series, it can be easily used for the comparison of different (potentially multivariate) signals. Furthermore, the Qmax method has provided the highest MIREX accuracies in the version identification task, using only HPCPs [20] . Therefore, it is a very good candidate to test how melody and bass line compare to HPCPs, and to derive competitive version similarity measures to be used in our fusion scheme. Given a music collection containing various sets of covers, we use the Qmax algorithm to compute the similarity, or in the case of our method, the distance, between every pair of songs in the collection. The resulting pairwise distances are stored in a distance matrix which can then be used either to evaluate the performance of a single descriptor (as explained in Section 3.2), or for descriptor fusion as described in the following section.
Fusing Descriptors
In addition to evaluating each descriptor separately, the other goal of this study is to see if there is any information overlap between the descriptors, and whether results can be improved by combining them. To this end, we propose a classification approach similar to [14] -each descriptor is used to calculate a distance matrix between all query-target pairs as described in Section 2.3 (4,515,625 pairs in total for the collection used in this study). Every query-target pair is annotated to indicate whether the query and target are versions or not. We then use five different subsets of 10,000 randomly selected query-target pairs to train a classifier for determining whether two songs are versions of the same piece. Note that we ensure each training subset con-tains an equal amount of pairs that are versions and pairs that are not. In this way we ensure the subsets are not biased and, therefore, the baseline accuracy (corresponding to making a random guess) is 50%. The feature vector for each query-target pair contains the distances produced by the matching algorithm using each of the three representations: HPCP, melody, and bass line (feature columns are linearly normalised between 0 and 1 prior to classification). In this way we can study different combinations of these descriptors, and most importantly, rather than imposing a simple fusion scheme, the combination of different descriptors is determined in an optimal way by the classifier itself. The only potential limitation of the proposed approach is our employment of a late-fusion strategy (as opposed to early-fusion). Nonetheless, in addition to being straightforward, previous evidence has shown that late-fusion provides better results for version identification [5] .
The classification is performed using the Weka data mining software [9] . We compare five different classification algorithms: random forest, support vector machines (SMO with polynomial kernel), simple logistic regression, k-star, and Bayesian network [24] . For all classifiers we use the default parameter values provided in Weka. By comparing different classifiers we are able to assess which classification approach is the most suitable for our task. Furthermore, by verifying that any increase (or decrease) in performance is consistent between classifiers, we ensure that the improvement is indeed due to the descriptor fusion and not merely an artefact of a specific classification technique.
EVALUATION METHODOLOGY

Music Collection
To evaluate the performance of our method (using either a single musical representation or the descriptor fusion strategy), we use a music collection of 2125 songs [19] . The collection includes 523 version sets (i.e. groups of versions of the same musical piece) with an average set cardinality of 4.06. The collection spans a variety of genres including pop, rock, electronic, jazz, blues, world, and classical music. We note that the collection is considerably larger than the collection used in the MIREX version identification task, and as such contains a greater variety of artists and styles.
For training the parameters of the Qmax matching algorithm, a small subset of 76 songs from the full collection was used. This 76-song collection was also used for the preliminary experiments on information abstraction outlined in Section 2.2.3. Importantly, we made sure that all songs in this subset have a main melody (and all but 3 have a clear bass line). The full collection, on the other hand, includes versions where there is no main melody (e.g. minus one versions of jazz standards) or no bass line (e.g. singing voice with acoustic guitar accompaniment only), and we can expect this to affect the performance of the melody and bassline-based representations.
Evaluation Measures
The distance matrix produced by each descriptor can be used to generate an ordered list of results for each query. The relevance of the results (ideally versions of a query should all appear at the top of the list) can then be evaluated using standard information retrieval metrics, namely the mean average precision (MAP) and the mean reciprocal rank (MRR) [12] . Both measures provide a value between 0 (worst case) and 1 (best case). These metrics, which are standard for evaluating information retrieval systems, are also a common choice for assessing the accuracy of version identification systems based on a single information source [18] . Since we use classification to fuse different information sources (different descriptors), an alternative evaluation approach is required to evaluate the results obtained using descriptor fusion. Here, the results produced by each classifier are evaluated in terms of classification accuracy (%) using 10-fold cross validation, averaged over 10 runs per classifier. The classification is carried out using a subset of 10,000 randomly selected query-target pairs. We repeat the evaluation process for 5 such subsets (non-overlapping), and average the results over all subsets. As mentioned earlier, the subsets are unbiased and contain the same amount of version pairs as non-version pairs, meaning the random baseline accuracy is 50%. The statistical significance of the results is assessed using the paired t-test with a significance threshold of p < 0.001.
RESULTS
Single Musical Representation
We start by comparing the results obtained when using a single descriptor, either the HPCP, the melody, or the bass line. In Table 1 we present the MAP and MRR results for the 76-song subset which was used for training the parameters of the matching algorithm. At first glance we see that the harmonic representation yields better results compared to the melody and bass line descriptions. Nonetheless, the results also suggest that the latter two representations do indeed carry useful information for version identification. Evidence for the suitability of melody as a descriptor for version identification has been reported elsewhere [13, 18, 21] . However, no evidence for the suitability of bass lines has been acknowledged prior to this study. Moreover, no direct comparison between these three musical representations has been performed previously in the literature.
To properly assess the performance of each descriptor, however, a more realistic collection size is required. Thus, we now turn to the results obtained using the full 2125 song collection, presented in Table 2 . As expected, there is a drop in performance for all three representations (c.f. [18] ). The harmonic representation still outperforms the melody and bass line descriptors, for which the drop in performance is more considerable. It is worth noting that the MAP results we obtain using melody or bass line, though lower than those obtained using HPCP, are still considerably higher than those obtained by other version identification systems using similar (and different) types of descriptors [18] . As suggested earlier, one probable reason for the superiority of the HPCP is that some versions simply do not contain a main melody, and (though less often) some songs do not contain a bass line (e.g. a singer accompanied by a guitar only). Still, as seen in the results for the 76-song subset, even when the melody and bass line are present, the HPCP produces better matching results in most cases. This can be attributed to the different degree of modification applied to each musical representation across versions: whilst some versions may apply reharmonisation, in most cases the harmony remains the least changed out of the three musical representations. Differences in the melody and bass line may also be increased due to transcription errors, an additional step which is not necessary for computing the HPCP.
Though the HPCP is considered a harmony based descriptor, it is interesting to ask to what degree is the information it encapsulates different from the melody and bass line descriptors. Since the HPCP is computed using the complete audio mix, it is possible that the melody and bass line are to some degree represented by the HPCP as well. This aspect, albeit very simple, has not been formally assessed before. To answer this question we turn to the second part of the evaluation, in which we examine whether fusing the different descriptors results in improved matching or not.
Fusion of Musical Representations
The classification results for individual descriptors and fusion approaches are presented in Table 3 , where we use "H" for harmony (HPCP), "M" for melody, and "B" for bass line. Several observations can be made from the results. Firstly, we note that for all descriptors and all classifiers the results are significantly above the baseline of 50%. We see that most classifiers perform relatively similarly, though there are some notable differences. In particular, the random forest classifier provides considerably lower results, whilst k-star consistently provides the highest (the difference between the two is for all cases statistically significant). As before, we note that when using only a single representation, the HPCP provides the best performance, followed by the bass line and, finally, the melody.
Perhaps the most interesting results are those obtained by descriptor fusion. For all classifiers, combining the melody and bass line provides increased classification accuracy compared to using either of the two descriptors separately (the increase is statistically significant). Not surprisingly, this confirms that the two musical representations carry complementary information and hence their combination results in increased performance. Still, using melody and bass line together does not outperform using the HPCP on its own. The remaining question is thus whether combining harmony with other descriptors improves classification accuracy.
The results are less straightforward this time. In the case of the random forest classifier, the improvement is clear and statistically significant. However, for the remainder of classifiers the increase is not as considerable. This suggests that the benefits of considering different musical representations are particularly important when the classifier has (relatively) low performance. Nonetheless, if we consider the results of the best performing classifier (k-star), it turns out that the increase in accuracy when combining harmony, melody, and bass line compared to harmony alone is in fact statistically significant. Still, the small increase in accuracy (less than 1%) indicates that the HPCP, to a great extent, carries overlapping information with the melody and bass line.
CONCLUSION AND DISCUSSION
To date, the use of different musical representations for computing version similarity has not received the attention it deserves. In this paper we have taken a necessary step in this research direction, which not only holds the promise of improving identification accuracy, but also improving our understanding of the relationship between different musical cues in the context of music similarity. Three types of descriptors were compared in this study, related to the harmony, melody, and bass line. We studied different degrees of abstraction for representing the melody and bass line, and found that abstracting away octave information and quantising pitch information to a semitone level are both necessary steps for obtaining useful descriptors for version identification. The new melody and bass line descriptors were evaluated on a relatively large test collection, and shown to carry useful information for version identification. Combined with the proposed matching algorithm, our melody and bass line descriptors obtain MAP results comparable to (and in some cases higher than) other state-of-the-art version identification systems. Still, it was determined that in most cases the harmony based descriptor gives better matching accuracy. We have also shown that by using a classification approach for descriptor fusion we can improve accuracy, though the increase over using harmony alone is (albeit significant) very small.
To better understand how these different musical representations can complement each other, we manually examined cases where the melody or bass line descriptors produced better matching results than the HPCP. In Figure 4 we present three distance matrices of 10 queries compared to 10 targets, where the same 10 songs are used both as the queries and the targets. The three distance matrices are computed using (a) HPCP, (b) melody, and (c) bass line. The distances in each matrix are normalised by the greatest value in each matrix so that they are visually comparable. Cells for which the query and target are versions of the same musical piece are marked with a black box. An example where melody works better than the HPCP can be seen for the version group with IDs 3, 4, and 5. We see that when using the HPCP, song 4 is considered relatively distant from songs 3 and 5 (light color), whilst the distance is much smaller (darker colour) when using the melody. The three songs are different versions of the song "Strangers in the Night" popularized by Frank Sinatra. Listening to the songs we found that whilst versions 3 and 5 have relatively similar orchestral arrangements, version 4 includes several reharmonisations and entire sections where the melody is played without any accompaniment. It is clear that in such a case using the melody on its own will produce smaller distances between the versions. The bass line descriptor on the other hand does not work well in this example, for the very same reasons.
Another interesting example is provided by the version group with IDs 8, 9 and 10. The three songs are different versions of the song "White Christmas" by Irving Berlin, made famous by Bing Crosby back in 1941. Here we see that whilst song 8 is poorly matched to songs 9 and 10 using either HPCP or melody, it is well matched to song 10 when we use the bass line. When listening to the songs we found that unlike versions 9 and 10, in version 8 there are sections where the melody is solely accompanied by the bass line. In other parts of the song the accompaniment, played by a string section, consists of melodic motifs which interleave with the singing. Furthermore, unlike the more traditional vocal renditions in 9 and 10, the melody in 8 is sung in a more "talk-like" fashion, which combined with the predominant melodic motifs of the string section causes greater confusion in the melody extraction. The various aforementioned differences explain why in this case the bass line succeeds whilst the melody and HPCP do not perform as well. Curiously, whilst song pairs 8-10 and 9-10 are well matched using the bass line, the pair 8-9 is not. Though investigating the exact cause for this inequality is beyond the scope of this study, a possible explanation could be the greater degree of transcription errors in the extracted bass line of song 9. Since the distance computation is not metric, it is possible for transcription errors to have a greater effect on the matching of some songs compared to others.
The results above show that, while in most cases the HPCP (most closely related to the harmony) is the most reliable musical representation for version matching, the melody and bass line can provide useful information in cases where the harmony undergoes considerable changes or is otherwise completely removed (e.g. a-capella singing in unison). Although this observation may seem somewhat obvious, approaches for version matching using descriptor fusion such as [5] and the one proposed in the current study do not take this into account since they always use all descriptors even when one of them may not be appropriate. Thus, a potential approach for improving matching accuracy would be, rather than always using all descriptors, to first attempt to determine which descriptors will provide the most reliable matching results and then use only those. For example, if we detect that one version has accompaniment and the other does not, we might decide to use just the melody rather than melody, bass line and harmony.
Whilst the generality of the matching algorithm employed in this study (Section 2.3) means it can be easily adapted to different types of times series, it is still relevant to ask whether it is the most appropriate matching approach for the melody and bass line sequences. Since the algorithm was originally designed to work with chroma features (HPCPs), it is possible that it introduces a slight bias towards this type of time series. Another conjecture is that the intrinsic lower dimensionality of the melody and bass line features may in part be the cause for the reduced performance of these features. One of our goals for future work will be to address these questions by evaluating and comparing different matching algorithms with the melody and bass line representations proposed in this study.
Finally, the results of the study presented here suggest that our approach could be successfully applied in the related task of query-by-humming (QBH). Currently, QBH systems (in which a sung or hummed query is matched against a database of melodies) require a large amount of manual labour for the creation of the melody database [3] . In this paper we have shown how combining state-of-the-art melody extraction and version identification systems can be used to automatically generate the melody database and perform the matching. This means that, with some adaptation, our method could be used to create a fully automated QBH system. The melody of the candidate pieces could be extracted with the same algorithm we use here. Furthermore, in a realistic situation, the queries would consist of monophonic melodies sung (or hummed) by the user, which would be easier to transcribe (no interference from other instruments). In the future we intend to test this hypothesis by evaluating the proposed approach in a QBH context.
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