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Distributed estimation and control of node centrality
in undirected asymmetric networks
Eduardo Montijano, Gabriele Oliva and Andrea Gasparri
Abstract—Measures of node centrality that describe the impor-
tance of a node within a network are crucial for understanding
the behavior of social networks and graphs. In this paper, we
address the problems of distributed estimation and control of
node centrality in undirected graphs with asymmetric weight
values. In particular, we focus our attention on α-centrality,
which can be seen as a generalization of eigenvector centrality.
In this setting, we first consider a distributed protocol where
agents compute their α-centrality, focusing on the convergence
properties of the method; then, we combine the estimation
method with a consensus algorithm to achieve a consensus value
weighted by the influence of each node in the network. Finally,
we formulate an α-centrality control problem which is naturally
decoupled and, thus, suitable for a distributed setting and we
apply this formulation to protect the most valuable nodes in a
network against a targeted attack, by making every node in the
network equally important in terms of α-centrality. Simulations
results are provided to corroborate the theoretical findings.
I. INTRODUCTION
In graph theory and network analysis, identifying the most
central nodes, i.e., the most important nodes within a graph,
has been a very important research topic for a long time,
see [1], [2]. Applications involving centrality concepts include,
among others, identifying the most influential person(s) in a
social network, finding key infrastructure nodes in the Internet
or urban networks, and pinpointing super-spreaders of disease.
Depending on the specific domain of interest, a variety of
metrics have been proposed to measure the centrality of nodes
in a network, ranging from node degree [3], eccentricity [4],
closeness [5] and betweenness [6] to eigenvector centrality [7]
and α-centrality [8].
Recently, a few works which attempt to compute node
centrality in a distributed fashion have been presented to the
research community.
In [9], a framework for the calculation of the betweenness-
centrality is proposed. In [10], a distributed method is given
to assess network closeness-centrality based only on localized
information restricted to a given neighborhood around each
node. In [11], [12], different distributed algorithms to compute
betweenness and closeness centrality in a tree graph are
proposed. In [13], the authors extend their previous results on
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closeness centrality to the case of general graphs, by formulat-
ing a set of linear inequality and equality constraints, which are
distributed in nature. The distributed estimation of betweeness
centrality is exploited in [14] to design an efficient routing
protocol. The authors of [15] present a distributed method
for the estimation of the Harmonic influence centrality [16],
defined in the context of opinion dynamics.
One of the most famous measurements of centrality in
networks is the PageRank, which is a modified version of
eigenvector-centrality, of special interest in web ranking [17].
In [18], the authors propose a distributed algorithm for com-
puting the eigenvector centrality, which accounts for both the
lack of synchronicity and heterogeneity of agents in terms
of clock rates. In [19], the authors propose deterministic
finite-time algorithms for measuring degree, closeness, and
betweenness centrality, along with a randomized algorithm
for computing the PageRank. Recently, distributed Page-Rank
estimation was computed by means of the Power method
in [20]. It is worth mentioning that all these methods focus on
the estimation of the centrality, but none of them considers the
problem of controlling it, i.e., introducing control mechanisms
to drive the centrality value to a specific state.
In this work, we focus our attention on the α-centrality [8],
which can be seen as a generalization of eigenvector centrality
that is particularly suitable for networks with asymmetric
interactions. Briefly, α-centrality measures the total number of
paths from a node, exponentially attenuated by their length,
where the parameter α sets the length scale of interactions.
Compared to other centrality metrics, an interesting property
of α-centrality is that it can be a tool to discriminate between
locally and globally connected nodes; by locally connected
nodes we mean nodes that are part of a community, in that
their neighbors exhibit a large degree of mutual intercon-
nection, while by globally connected nodes we mean nodes
that interconnect poorly connected groups of nodes. Notably,
studies on human beings [21] and animals [22] have provided
evidence that these latter nodes, often recognized as “bridges”
or “brokers”, play a crucial role in the information flow
cohesiveness of the entire group.
Our contribution is then threefold: i) we describe a dis-
tributed protocol where agents, by means of local interactions,
locally compute their α-centrality index and accurately char-
acterize its dynamic behavior; ii) we combine the estimation
method with a consensus algorithm to achieve a consensus
value weighted by the influence of each node in the network.
iii) we formulate an α-centrality control problem which is
naturally decoupled and, thus, suitable for a distributed setting,
exploiting such formulation to protect the most valuable nodes
in a network against a targeted attack. A preliminary version of
this paper appeared in [23]. Compared to it, we have included
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additional details on the estimation procedure, as well as lifted
an assumption on the weighted consensus application. The
control solution has not been published before.
The rest of the paper is organized as follows. In Section II
some background notions are provided. In Section III, the
proposed distributed algorithm to compute the α-centrality
index through local interactions is described. In Section IV
we describe a novel weighted consensus algorithm based on
α-centrality. In Section V we discuss an optimization problem
that can be solved locally to allow the agents reach a desired
α-centrality. In Section VI we present simulation results and
in Section VII the main conclusions of this work.
II. PRELIMINARIES
Let us consider a network of N nodes labeled by i ∈ V .
The nodes exchange information with each other following
a fixed undirected communication graph G = (V, E), where
E ⊂ V × V represents the edge set. In this way, nodes i and
j can communicate if and only if (i, j) ∈ E . We assume
that the communication graph is connected. The set Ni of
neighbors of node i ∈ V is the subset of nodes that can directly
communicate with it, i.e., Ni = {j ∈ V | (i, j) ∈ E}.
Given a graph G = (V, E), let us define the set of matrices
compatible with G as
AG =
{
W ∈ R|V|×|V|∣∣wij = 0, ∀ (i, j) 6∈ E , i 6= j} .
In particular, we define W ∈ AG as the influence matrix
associated to the network, a weighted adjacency matrix where
wij ≥ 0 represents the influence that agent j’s information has
for agent i. Note that the influence matrix can be asymmetric,
to model the fact that two neighboring agents can place
different importance on the information provided by each
other. The influence matrix can also contain values equal to
zero between neighbors, meaning that agent j is completely
disregarded by agent i, even when they talk to each other.
Finally, non-neighboring agents have mutual zero influence
by construction, since they do not communicate.
The notion of node centrality in graph theory is built around
the idea of measuring how important a particular vertex is over
a certain graph structure. This is typically expressed in terms
of a function, ρ(W(G)) : RN×N → RN+ , that computes a
vector where the i-th component expresses the importance of
node i in the whole network structure, characterized by the
matrix W. Note that this function can also be computed for
any other weight matrix associated to the graph.
Among the multiple possibilities for computing node cen-
trality, we will focus on the α-centrality [8], which is expressed
ρα =
(
IN − αWT
)−1
z, (1)
where α is a parameter that measures how the importance
fades away with distance in communication hops and z is
an arbitrary vector, with non-negative values and at least one
positive value, that can be used to provide the nodes with some
initial importance.
It is noteworthy that setting z = 1N we can easily extend
our algorithms to deal with an important metric in networks,
namely, the Katz-centrality [2], which is defined as
ρK =
((
IN − αWT
)−1 − IN)1N . (2)
Assumption 1. The parameter α > 0 is such that
ρ(W)α < 1, where ρ(W) denotes the spectral radius
of W, [8].
III. DISTRIBUTED ESTIMATION OF NODE α-CENTRALITY
In this section we present a distributed linear iteration
protocol that allows each agent to compute its own value of
α-centrality. Let ci(t) be the estimation that agent i has of
the i-th component of ρα at iteration t, with arbitrary initial
conditions and which is updated by
ci(t+ 1) = α
∑
j∈Ni
wjicj(t) + zi. (3)
The protocol can also be expressed in vectorial form as
c(t+ 1) = αWT c(t) + z. (4)
Note that, a slightly modified version of this algorithm was
originally proposed in [2] and in [20] for a centralized setup
and for distributed Page-Rank estimation, respectively. In this
regard, we also provide an accurate characterization of the
convergence rate of this algorithm, which was not discussed
in any of the aforementioned papers.
It is noteworthy that, compared to other typical linear proto-
cols, Eq. (3) uses wji instead of wij . Although mathematically
there are no differences in using W instead of WT , there is
an interesting motivation for considering this. If the algorithm
is used with wij instead of wji, the final outcome would
be a measurement of how influenced a node is by the rest
of the network. In real applications, e.g., Twitter, there is
more interest in knowing how a particular user can affect the
network than in knowing the opposite, which is the motivation
for this difference with respect to literature.
In order to characterize the convergence properties of the
algorithm, let ec(t) = ‖c(t)−ρα‖ be the estimation error for
the whole centrality vector at iteration t.
Theorem 1. For any matrix, W and any value of α that
satisfies Assumption 1, the execution of (4) leads to the
distributed computation of node α-centrality, i.e.,
lim
t→∞ c(t) = ρα. (5)
Besides, the estimation error, ec(t), is upper-bounded by
ec(t) ≤ γ (2− κ)κ
t
1− κ max(‖c(0)‖x , ‖z‖x), (6)
with κ < 1 and γ positive constants and ‖ · ‖x some norm.
Proof. First of all, from Assumption 1, we can express the
centrality vector as a series
ρα =
∞∑
k=0
(αWT )kz. (7)
Note that (4) is also equal to
c(t) =
(
αWT
)t
c(0) +
t−1∑
k=0
(
αWT
)k
z. (8)
Therefore, when t goes to infinity, by Assumption 1 the first
term of the equation goes to zero and the second is equal
to (7), thus proving the convergence of our algorithm.
Regarding the error, by Assumption 1, we know that
αρ(W) < 1. By resorting to Theorem 6.9.2 of [24], we can
assure that there exists a norm, ‖ · ‖x, such that α‖W‖x < 1.
Besides, for any two norms ‖ · ‖a and ‖ · ‖b you can find a
positive constant γ such that for any vector v ∈ RN it holds
‖v‖a < γ‖v‖b. Then, using again Eqs. (7) and (8),
ec(t) = ‖c(t)− ρα‖ ≤ γ‖c(t)− ρα‖x
= γ
∥∥∥∥∥(αWT )t c(0)−
∞∑
k=t
(
αWT
)k
z
∥∥∥∥∥
x
≤ γ
∥∥∥∥∥(αWT )t −
∞∑
k=t
(
αWT
)k∥∥∥∥∥
x
max(‖c(0)‖x , ‖z‖x)
≤ γ
(
κt +
∞∑
k=t
κk
)
max(‖c(0)‖x , ‖z‖x),
(9)
where κ = α‖W‖x < 1. Finally, applying the properties of
geometric series the bound in Eq. (6) is obtained.
Let us now discuss the influence of the parameter α on the
estimation procedure. According to Assumption 1 it follows
that the parameter α needs to be “small enough” to ensure the
convergence of the estimation algorithm. In order to obtain
a distributed procedure for computing such parameter α, it
should be noticed that it holds
‖W‖ ≤
√
‖W‖1‖W‖∞;
therefore, by choosing
α < 1/(
√
‖W‖1‖W‖∞) (10)
it follows that
αρ(W) < α‖W‖ < ‖W‖√‖W‖1‖W‖∞ < 1.
thus Assumption 1 holds by construction. At this point, let
us notice that the communication graph is undirected and
the agents have knowledge of the entries wij and wji cor-
responding to their neighbors. Therefore, both the one norm
and the infinity norm of W can be easily computed in finite
time via a max-consensus (leader election) protocol [25]. As a
consequence, if needed, the network can agree in a distributed
fashion upon a suitable value of the parameter α.
IV. INFLUENCED-BASED WEIGHTED CONSENSUS
In this section we present a consensus algorithm that is
able to reach a weighted consensus on some initial conditions
accounting for the influence that each node has in the network.
The algorithm can be used in cooperative estimation problems,
where the degree of confidence of the different nodes is
encoded in the influence matrix, thus weighting more the
opinion of important nodes. A peculiarity of our algorithm
is that it does not require to know beforehand the actual value
of the network α-centrality. Instead, the algorithm is able to
adjust the consensus value according to the current value of the
α-centrality vector being estimated in parallel in a distributed
fashion.
Let xi(0) be the initial condition of agent i to be incorpo-
rated in the consensus iteration and x(0) the concatenation
of the initial conditions of all the agents in vector form.
Compared to the typical consensus problem of reaching the
average of the initial conditions, our aim is to compute in a
distributed fashion the following quantity,
x∗ =
ρTαx(0)
ρTα1
, (11)
which is a weighted average based on the global influence that
each agent has in the network, according to the α-centrality
vector. In this way, more influential agents will have larger
weight in the final consensus value than those with less
influence power. While there exist algorithms that, knowing
ρα, are able to compute Eq. (11), (e.g., see [26]), our objective
is to compute this value without prior knowledge of the
centrality vector by the network.
In order to do this, let us start by defining the Perron
matrix, Q = [qij ], associated to the Laplacian matrix L of
G, i.e., Q = I− εL(G), with ε < 2/λL, being λL the largest
eigenvalue of L, to guarantee that Q is a symmetric and doubly
stochastic matrix, with largest eigenvalue equal to one and the
second largest (in absolute value) denoted by λQ < 1. For the
sake of completeness, recall that, under the above assumptions
on ε, the classical linear iteration
x(t+ 1) = Qx(t), (12)
asymptotically converges to the average of the initial condi-
tions, x(0), [27].
The high level idea of our algorithm consists of applying
an exogenous input, γi, to the classical consensus algorithm,
such that the new final value corresponds to Eq. (11),
x∗ =
1
N
∑
i∈V
(xi(0) + γi) . (13)
Combining Eq. (11) and Eq. (13), the value of this input needs
to be
γi =
(
Nρi∑N
j=1 ρj
− 1
)
xi(0) =
(
ρi
ρ¯α
− 1
)
xi(0) (14)
where ρi represents the i-th component of ρα and ρ¯α repre-
sents the average of the influence weights ρα, that is
ρ¯α =
1
N
N∑
j=1
ρj .
However, note that, as mentioned before, agents do not have
the knowledge of ρα nor of its average, ρ¯α. Thus, our proposed
algorithm consists of the following cascading update rules,
ci(t+ 1) = α
∑
j∈Ni
wjicj(t) + zi, (15a)
∆ci(t+ 1) = ci(t+ 1)− ci(t), (15b)
c¯i(t+ 1) =
∑
j∈N̂i
qij c¯j(t) + ∆ci(t+ 1), (15c)
yi(t+ 1) =
(
ci(t+ 1)
c¯i(t+ 1)
− 1
)
xi(0), (15d)
∆yi(t+ 1) = yi(t+ 1)− yi(t), (15e)
xi(t+ 1) =
∑
j∈N̂i
qijxj(t) + ∆yi(t+ 1), (15f)
with initial conditions ci(0) = ∆ci(0) = c¯i(0) = zi, yi(0) = 0
and xi(0) the initial consensus value of agent i as defined
at the beginning of the section. The same algorithm can be
expressed in vectorial form by,
c(t+ 1) = αWT c(t) + z, (16a)
∆c(t+ 1) = c(t+ 1)− c(t), (16b)
c¯(t+ 1) = Qc¯(t) + ∆c(t+ 1), (16c)
y(t+ 1) = diag
(
ci(t+ 1)
c¯i(t+ 1)
− 1
)
x(0), (16d)
∆y(t+ 1) = y(t+ 1)− y(t), (16e)
x(t+ 1) = Qx(t) + ∆y(t+ 1). (16f)
The intuition behind each rule is the following: Eq. (16a),
equivalent to Eq. (4), is used for the distributed computation
of ρα and included here for completeness of the rule. Eq. (16b)
tracks the changes in the estimation of ρα. Eq. (16c) intends
to compute the average value of ρα, estimated in c(t). The
addition of ∆c(t+1) is necessary to account for the estimation
error made in c(t + 1). The vector y(t) aims at computing
Eq. (14). However, since the convergence to the correct value
is asymptotic with Q, instead of applying this input at once,
we apply it incrementally at each communication round in
Eq. (16f), similarly to what was done in [28] to compute the
average in an unbalanced digraph.
Before analyzing the convergence properties of the cascade
system, we introduce the following Lemma, to handle the
possible case of iterations where, c¯i(t) = 0.
Lemma 1. Suppose that all the entries of the vector z are
non-negative and at least one is strictly positive. Then there
exists some t∗ such that for all t > t∗ all the components in
c¯(t) are strictly positive.
Proof. First of all, noting that ci(t) is an increasing function
with t, then ∆ci(t) is not negative, which means that this
term in Eq. (16c) is only additive. This means that if the
claim is true without considering this term, then it will also
hold including it. Thus, let us assume that ∆ci(t) = 0 for
all i and all t. This implies that Eq. (16c) becomes a classic
averaging rule as in Eq. (12). Denote z¯ =
∑
i zi/N . Since
all the elements in z are non-negative and at least one is
positive we can assert that z¯ > 0. Now, we know that for
all ∆ci(t) = 0, Eq. (16c) will converge to the average of the
initial condition c(0) which in this case is equal to z, so c¯(t)
will converge asymptotically to z¯1. This implies that for any
arbitrarily small  > 0 we can find a t∗ such that for all t > t∗,
for all i it holds that |c¯i(t)− z¯| < .
Consequently, there will be a time, t∗ such that for all t >
t∗, all the components c¯(t) will be strictly positive, completing
the proof.
It should be noticed that Lemma 1 is necessary to provide
an algorithmic implementation of the proposed protocol. As
a matter of fact, by looking at the cascade of update rules
given in Eqs. (15a)-(15f), it can be noticed that if c¯i(t) = 0,
then Eq. (15d) is not defined. In order to overcome this issue,
Eq. (15d) can be replaced as
yi(t+1) =

yi(t) if c¯i(t+ 1) = 0(
ci(t+ 1)
c¯i(t+ 1)
− 1
)
xi(0) otherwise
(17)
As it will be shown later in Theorem 2, this change does not
affect the overall convergence of the algorithm. Intuitively,
this can be explained by the fact that our goal is to apply the
total input by means of a sequence of increments, where at
each iteration we compensate for the error in the estimation of
the centrality. Therefore, by adding and subtracting the same
quantity we do not modify the total input while avoiding the
division by zero in Eq. (16d). For the sake of clarity, the
equivalent vectorial version of Eq. (16d) based on Eq. (17)
is here omitted.
Let us now review an auxiliary result used to prove the
convergence of our algorithm.
Lemma 2 (Lemma 3.2 in [29]). Let 0 ≤ λ < 1 and {β(t)} a
bounded sequence such that limt→∞ β(t) = 0. Then
lim
t→∞
t∑
j=0
λt−j β(j) = 0.
The following Theorem demonstrates convergence to the
desired result.
Theorem 2. Assume the conditions in Theorem 1 hold; then,
the dynamical system in Eq. (16) converges to
lim
t→∞ c(t) = ρα, (18a)
lim
t→∞∆c(t) = 0, (18b)
lim
t→∞ c¯(t) = ρ¯α1, (18c)
lim
t→∞y(t) = diag (γi)1, (18d)
lim
t→∞∆y(t) = 0, (18e)
lim
t→∞x(t) = x
∗1. (18f)
Proof. The limit in Eq. (18a) was already demonstrated in
Theorem 1 and the limit in Eq. (18b) comes naturally from
it. Let us define now the average of the centrality estimation
increments, i.e., ∆c¯(t) =
∑
i∈V ∆ci(t)/N . The average of the
centrality vector can be expressed as an infinite sum, and,
using Eq. (18a), it holds
∞∑
t=0
∆c¯(t) =
∞∑
t=0
1
N
N∑
i=1
∆ci(t) =
1
N
N∑
i=1
∞∑
t=0
∆ci(t)
=
1
N
N∑
i=1
lim
t→∞ ci(t) =
1
N
N∑
i=1
ρi = ρ¯α,
(19)
where we used the fact ∆ci(0) = ci(0) for all i to compensate
the initial conditions. In addition, the value of c¯(t) can be put
as a sum by
c¯(t) =
t∑
j=0
Qt−j∆c(j), (20)
where now ∆ci(0) = c¯i(0) is used to compensate the
initial conditions. Let us define now the difference,
ec¯(t) = ‖c¯(t)− ρ¯α1‖, and compute its limit when the time
goes to infinity,
lim
t→∞ ec¯(t) = limt→∞ ‖c¯(t)− ρ¯α1‖
= lim
t→∞
∥∥∥∥∥∥
t∑
j=0
(
Qt−j∆c(j)−∆c¯(j)1)
∥∥∥∥∥∥
≤ lim
t→∞
t∑
j=0
∥∥Qt−j∆c(j)−∆c¯(j)1∥∥ ,
(21)
where the second line comes from replacing Eq. (19) and
Eq. (20) and the third one is by direct application of norm
inequalities.
Before proceeding, we recall that, for all t ≥ 0, it holds
Qt =
1
N
1 · 1T +
N∑
i=2
λtQ,ivQ,iv
T
Q,i (22)
where λQ,i is the eigenvalue of Q with i-th largest magnitude
and vQ,i is the associated eigenvector. Since Q is symmetric,
we also know that vTQ,i1 = 0, i ≥ 2. Thus, following the
development of Eq. (21),
lim
t→∞ ec¯(t) ≤ limt→∞
t∑
j=0
∥∥∥∥∥
N∑
i=2
λt−jQ,ivQ,iv
T
Q,i∆c(j)
+
1 · 1T
N
(∆c(j)−∆c¯(j)1)
∥∥∥∥
≤ lim
t→∞ γQ
t∑
j=0
λt−jQ,2 ‖∆c(j)‖ ,
(23)
with γQ = N maxi 6=1 ‖vQ,ivTQ,i‖ a constant. Finally, using
Theorem 1 we know that ‖∆c(j)‖ is bounded and converges
to zero as j goes to infinity. Additionally, we know that
0 ≤ λQ,2 < 1. Thus, using Lemma 2 we can assert that
ec¯ converges to zero, showing that Eq. (18c) is true.
Once we have established convergence of c¯(t), combining
this limit with Theorem 1 together with Eq. (14) and Lemma 1,
the limit presented in Eq. (18d) follows up straightforwardly
and, consequently, so does the one in Eq. (18e).
In order to prove Eq. (18f), let us notice that by combining
Eq. (13) together with Eq. (14) and recalling that yi(0) = 0,
∀ i ∈ V , we obtain
x∗ =
1
N
∑
i∈V
(
xi(0) + lim
t→∞ yi(t)
)
=
1
N
∑
i∈V
(
xi(0) +
∞∑
t=1
(yi(t)− yi(t− 1))
)
=
1
N
∑
i∈V
xi(0) +
∞∑
t=1
1
N
∑
i∈V
∆yi(t))
=
1
N
∑
i∈V
xi(0) +
∞∑
t=1
∆y¯(t)
, (24)
where, similarly to the case in Eq. (18c), the following
definition has been used
∆y¯(t) =
1
N
∑
i∈V
∆yi(t). (25)
At this point, we observe that x(t) can be written as
x(t) = Qtx(0) +
t∑
j=1
Qt−j∆y(j); (26)
hence, it follows that
lim
t→∞x(t) = limt→∞
Qtx(0) + t∑
j=1
Qt−j∆y(j)

=
1
N
1 · 1Tx(0) + lim
t→∞
t∑
j=1
1
N
1 · 1T∆y(j)
+ lim
t→∞
N∑
i=2
λt−jQ,ivQ,iv
T
Q,i∆y(j).
(27)
where it should be noticed that according to Lemma 2 the
last term vanishes to zero at t approaches infinity. Therefore,
Eq. (27) becomes
lim
t→∞x(t) =
1
N
1 · 1Tx(0) + lim
t→∞
t∑
j=1
∆y(j)1
= x(0)1+
∞∑
j=1
∆y(j)1n = x
∗1,
(28)
thus concluding the proof.
To conclude the section, we briefly analyze some of the
properties and requirements of the proposed algorithm.
Remark 1 (Communication demands). Our algorithm re-
quires the exchange of three values per agent and communica-
tion round. On one hand, each agent sends each time the value
of ∆ci(t). This value is the same one used in the previous
section to estimate ρα. On the other hand, there are two sums
in Eq. (15) over the set of neighbors of each agent, one that
requires c¯j(t) to compute the average of ρα and the other one
that requires xj(t) to compute the weighted consensus.
Remark 2 (Global Asymptotic Stability). The average con-
sensus estimator in Eq. (16f) is a linear protocol which is
globally asymptotically stable if unforced. The exogenous in-
put, ∆y(t), is bounded and vanishing as proven in Theorem 2.
Therefore, the global asymptotic stability of the forced linear
protocol in Eq. (16f) is preserved, see [30].
V. DISTRIBUTED CONTROL OF NODE α-CENTRALITY
There are other applications involving networks, where
rather than estimating centrality, we are interested in control-
ling its value. In order to do so, in this section we present
an optimization problem that aims at performing minimum
variations on the influence matrix to achieve this objective.
Interestingly, the proposed problem can be decomposed into
local sub-problems that can be solved at each node via
standard methods. Thus, it turns out to be very suitable for
a distributed application context.
Let ρ∗α be the desired α-centrality vector for a given graph G
with initial influence matrix W. We denote by xij the amount
of variation applied on the influence of agent j’s information
for agent i, and by X = [xij ] the matrix containing all the
changes in the original influence matrix. Our goal in this
section is then to find the matrix X∗ ∈ AG that solves
min
X∈AG
1
2
‖X‖2F
subject to W +X ≤W
W +X ≥W
(IN − α(W +X)T )ρ∗α = z.
(29)
The optimization problem represents that we want minimum
effort variation on the matrix W; in this view, we are interested
in scenarios where the nodes aim at slightly modifying how
their neighbors perceive their importance in the network while
changing the α-centrality to the desired value. The first two
constraints are included to model the fact that every influence
value cannot change more than an arbitrary amount, encoded
by the matrices W and W. The last constraint in Eq. (29)
imposes that the new influence matrix, W + X, has to
yield the desired centrality value. Notice that, by minimizing
the Frobenius norm in the objective function, we explicitly
consider a scenario where the variation at each link directly
influences the objective function.
Let X ∈ AG be partitioned as X = [X1 . . .XN ], where
each Xi ∈ RN . Similarly, let W, W, and W be par-
titioned as W = [W1, . . .WN ], W = [W1, . . .WN ],
W = [W1, . . .WN ], where each Wi,Wi,Wi ∈ RN . With
such partitioning, the problem in Eq. (29) can be equivalently
expressed as a collection of N local sub-problems in the form
min
Xi∈RN
1
2
XTi Xi
subject to Wi +Xi ≤Wi
Wi +Xi ≥Wi
ραi − α(Wi +Xi)T )ρ∗α = zi,
(30)
where wij = wij = 0 whenever (vi, vj) 6∈ E, hence xij is
zero for (vi, vj) 6∈ E.
Remark 3. The problem in Eq. (30) is a quadratic program-
ming problem with linear inequality constraints; hence, it can
be solved using standard techniques/solvers. However, in order
to solve the sub-problems locally, each node i must know the
coefficients wji, wji, wji, ρ
∗
αj associated to its neighbors; such
an information can be obtained via a single communication
round.
A. Attack protection mechanisms
As noted in early [31] and more recent [32] studies in
complex network theory, attacks dealt to the nodes of a
network (e.g., disrupting them) may have severe effects in
terms of residual connectivity, especially when the attacker
selects the targets based on topological features (e.g., degree,
centrality, etc.). Typical protection approaches (see, [33] and
references therein) are centralized and aim at prioritizing the
protection of the most important nodes, with the aim to
make all nodes equally valuable for the attacker. In order
to achieve this task in a distributed way, assuming that the
attacker’s choices are driven by the α-centrality vector, the
control approach outlined in this section appears a valuable
tool. Specifically, in order to be protected against an attacker,
the nodes may aim at hiding their true α-centrality by forcing
all values to be identical. To this end, it is reasonable to assume
that the nodes want to modify the weights of the least possible
amount (e.g., in oder to minimize the effort or to avoid that
an attacker detects large changes).
VI. SIMULATIONS
A. Centrality estimation
In the first simulation we are going to show an example
of the distributed estimation of the α-centrality of a network
and its application to weighted consensus with 15 nodes and
topology shown in Fig. 1. We have numbered and assigned
colors to each node to better highlight the centrality properties
in the simulations.
1 x1(0) = 12.5107
2x2(0) = 21.6097 3
x3(0) = 0.0034
4x4(0) = 9.0700 5
x5(0) = 4.4027
6x6(0) = 2.7702
7
x7(0) = 5.5878
8
x8(0) = 10.3668
9 x9(0) = 11.9030
10 x10(0) = 16.1645
11
x11(0) = 12.5758
12 x12(0) = 20.5566
13 x13(0) = 6.1336
14
x14(0) = 26.3435
15
x15(0) = 0.8216
Figure 1. Network topology. The initial condition xi(0) for the average
consensus is reported next to each node.
First, we consider the distributed computation of ρα asso-
ciated to the adjacency matrix, i.e., W = A and symmetric,
with a uniform initial importance vector, z = 1. This way,
there is a direct relationship between the centrality value
and the connectivity of each node, resulting in node 5, in
green, having the highest centrality value and nodes 1, 10
and 12 having the lowest values. The evolution of c(t) is
depicted in Fig. 2 (a). The parameter α has been chosen in the
simulation equal to 0.8/‖W‖. Since the matrix is symmetric,
the bound in Theorem 1 reduces to γ = 1 and ‖ · ‖x the
spectral norm, reducing the error by a factor of 0.8 at each
communication round. Considering that in this particular case
‖z‖/(1−κ) ' 19, our analytic bound states that the algorithm
should reach an accuracy below 0.1 in approximately 24
communication rounds which is consistent with the plot. The
difference between the actual estimation error, ec(t) and the
theoretical bound in Eq. (6) is shown in Fig. 2 (b), where we
can see that this difference is not only positive for all t, but
also close to zero.
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Figure 2. Distributed estimation of ρα for the adjacency matrix and z = 1.
Panel (a): Estimation of ρα. Panel (b): Estimation error.
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Figure 3. Influence-based consensus with influence matrix equal to the
adjacency matrix and z5 = 0. Panels (a)–(d) show the evolution of c(t),
c¯(t), y(t), and x(t), respectively.
Successively, we combine the centrality estimation method
together with the influence-based consensus proposed in Sec-
tion IV, considering the initial conditions x(0) shown in
Figure 1. To highlight the practical implications of Lemma 1
we consider now an initial importance vector such that z5 = 0
and zi = 1 for every other node i 6= 5. In Figure 3 we show
the evolution of the four variables analyzed in Theorem 2 that
do not represent increments, i.e., c(t), c¯(t),y(t) and x(t).
The top left plot in Figure 3 shows the new estimation of
the centrality vector. The difference in the initial importance
vector leads to a different final centralities. Setting z5 = 0
we observe a decrease in the final centrality value of node 5,
from slightly less than 8 in Fig 2 (a) to slightly less than 6 in
the new simulation. In the top right plot in Figure 3 we can
observe how all the nodes in the network reach asymptotically
the average of ρα, shown as grey dashed line. The convergence
speed is slower than for the computation of c(t) due to the
slower convergence rate of the powers of Q.
The bottom left plot in Figure 3 shows the convergence
of y(t) to the desired exogenous input in Eq. (14). Note how
this input is positive for the most influential nodes, like node 5
(green) in Fig. 1 (a), whereas is negative for the least influential
nodes, like node 12 (purple). This is consistent with the idea
of giving more weight to the values of the most influential
nodes, which in our setup is transformed into increasing their
initial condition for the consensus algorithm.
Finally, the bottom right plot in Figure 3 shows the consen-
sus evolution of the initial conditions, assigned randomly. For
the sake of visualization, we have also included in the plot
the value of the average (black dotted line), to better visualize
that our algorithm does not converge to this value but to the
weighted average (red dashed line) in Eq. (11).
B. Centrality control
We provide an example of application of the proposed
centrality control scheme. Specifically, we consider the net-
work reported in Figure 4a, for which we have α-centrality
ρα = [8, 7, 6, 5, 4, 3]
T . For security reasons, the network in
Figure 4a needs to reach a configuration where all nodes
have equal α-centrality, and specifically α-centrality equal to
1n, by modifying the original weights of the least possible
amount (in a least square sense). Let us consider an initial
value z that is proportional to the α-centrality given above
and, specifically, z = ρα/(ρTα1N ). Moreover, let us choose
wij = w = 1.5 and wij = w = 5, for all edges. In Figure 4b
we report along the edges the values x∗ij +wij obtained via a
standard quadratic programming solver1. Notice that we obtain
‖X∗‖2F /2 = 4.6742, i.e., we are able to make all nodes equal
in terms of α-centrality with a remarkably small variation of
the weights.
Remark 4. In this example we choose ρ∗α = 1N . An interest-
ing extension for future work would be to set ρ∗α = ρ1N and
let the agents collectively chose the value ρ that corresponds
to the minimum variation in the influence matrix.
VII. CONCLUSIONS
In this work, the problems of distributed node centrality
identification and control have been addressed. We have devel-
oped a protocol for the distributed computation of α-centrality,
which is particularly suitable for networks with asymmetric
1For simplicity we use the quadprog solver in MatlabTM.
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Figure 4. Example of α-centrality control for a network with n = 6
nodes. Panel (a) reports the initial coefficients wij along each edge and the
α-centrality value at each node vi. Panel (b) shows the resulting weights
wij + x
∗
ij and α-centrality values as a result of the local solution of the
sub-problem in Eq. (30) by each node. We show in red dotted lines and blue
dashed lines the links where the weights reach the lower and upper bound,
respectively.
interactions. We have also discussed a local solution for
the computation of minimum variation of weights such that
the network yields a desired centrality value. In addition,
motivated by studies on social networks, we have proposed
a novel consensus-based algorithm which runs in parallel to
the α-centrality estimation and achieves a weighted consensus,
where the weights are given precisely by the values of the
α-centrality. The control algorithm has also been applied to
the problem of minimizing agents’ vulnerability to external
influences.
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