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Abstract
Subject to certain assumptions on the matrix N = N (x) we show that except for a discrete set of values of k (called
transmission eigenvalues) the only solution of
3  N3u+ k2u= 0
v + k2v = 0
in D;
u= v
@u
@
=
@v
@
on @D;
where DRn is a domain with smooth boundary @D having unit outward normal  is the trivial solution u= v= 0. This
problem has important applications to the inverse scattering problem for anisotropic media and is in a class of problems
rst considered by Lewy (Bull. Amer. Math. Soc. 65 (1959) 37{58). c© 2000 Elsevier Science B.V. All rights reserved.
1. Introduction
In 1959 Hans Lewy considered the following problem [6]. Let DR2 be a domain in the upper
half-plane x2>0 whose boundary contains a portion  of the x1 axis where x = (x1; x2) and let
n(x1; x2) 6= 0 be a real valued analytic function in a neighborhood of . By the Cauchy{Kowalewski
theorem and D suciently small there clearly exist many functions u and v having analytic Cauchy
data such that
2u+ n(x1; x2) u= 0
2v= 0
in D; (1.1)
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u(x1; 0) = v(x1; 0)
ux2 (x1; 0) = vx2 (x1; 0)
on : (1.2)
Lewy then asked the question if (1.1) and (1.2) can be true for u and v having strictly nonanalytic
Cauchy data and proved the remarkable result this can never be true.
Thirty years later the two of us together with Andreas Kirsch considered a closely related problem
which appeared in our study of the inverse scattering problem for acoustic waves in an isotropic
medium [1]. In particular, let DR3 be a bounded simply connected domain with smooth boundary
@D and unit outward normal  and let n 2 C1(D), n(x)=1 for x 2 @D. We then asked the question if
there exist positive values of k such that there exists a nontrivial solution to the interior transmission
problem
3u+ k2n(x)u= 0
3v+ k2v= 0
in D; (1.3)
u= v
@u
@
=
@v
@
on @D: (1.4)
We were able to show that except for at most a countable number of values of k (called transmission
eigenvalues) the only solution of (1.3), (1.4) is the trivial solution. If n= n(r) is a function only of
the variable r= jxj we were able to show that transmission eigenvalues actually exist. Subsequently,
it was shown that these eigenvalues can be used to numerically determine the potential n = n(r)
[7,8]. For a full discussion of this problem and its connection to inverse scattering theory we refer
the reader to Chapters 8 and 10 of [2].
More recently, a similar class of problems has appeared in the study of the inverse scattering
problem for electromagnetic waves in an anisotropic medium [3]. In particular if we consider the
special case of an orthotropic medium the interior transmission problem of concern is whether or
not there exist values of k such that there exists a nontrivial solution to the interior transmission
problem
3  (N3u) + k2u= 0
2v+ k2v= 0
in D; (1.5)
u= v
@u
@
=
@v
@
on @D; (1.6)
where D is now a domain in R2 and N is a matrix such that N = I on @D. In [3] one of us together
with Roland Potthast was able to derive a method for determining the support of M :=I − N from
measured far eld data (in contrast to the isotropic case, M itself is not uniquely determined from
the far eld data!) provided k was not a transmission eigenvalue, i.e., the only solution of (1.5),
(1.6) is the trivial solution. However, for the important case of a dielectric medium (i.e., N is real
valued) we were unable to show that the transmission eigenvalues formed a discrete set, thus raising
the possibility that our method would generically fail in this case.
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The purpose of this paper is to remove the possibility just stated by showing that (subject to
certain assumptions on M) the transmission eigenvalues associated with (1.5), (1.6) form a discrete
set. As will be seen, the analysis is quite dierent from that used in [1] and is rather technical.
We have tried to be as concise as possible while at the same time preserving clarity. Since the
analysis is essentially independent of the dimension, we will carry out our proof for domains DRn
where n>2.
2. Poincare inequalities and the operator 3 M3
In this section we collect together the technical tools we will need to derive our desired result
on transmission eigenvalues. In particular, we will prove an associated weighted Poincare inequality
and use this to introduce a class of Hilbert spaces associated with the inverse of the unbounded
operator 3  M3. The matrix M = M (x) is dened and continuous in the closure of a bounded,
simply connected domain D in Rn with smooth boundary @D and the diculties that arise are due
to the fact that M vanishes on @D, i.e., 3  M3 is a singular partial dierential operator. More
specically, we assume that M satises the following assumptions:
A1. M is symmetric and continuous in D such that M (x)=0 for x 2 @D and as a matrix M (x)> 0
for x 2 D.
A2. If M = (mij) then for each i; j; 16i; j6n, mij is in the Sobolev space W 1; n(D).
A3. The smallest eigenvalue m = m(x) of M is such that s ! m(x − s(x)) is increasing on [0; ]
and
sup
x2@D
Z 
0
m−1(x − s(x)) ds<1;
where  is a suciently small positive constant and  is the unit outward normal to @D. Note
that this assumption implies that 3m(x) must become unbounded as x tends to @D.
A4. There exists a positive constant C such that if mmax(x) is the largest eigenvalue of M then for
every x 2 D we have m(x)>Cmmax(x).
A5. mmax(x)< 1 for x 2 D.
In preparation for proving a weighted Poincare inequality, we will rst prove a sequence of lemmas.
We dene (using Assumption A1 to conclude that m(x)> 0 for x 2 D) the Hilbert space Hm by
Hm:=

u 2 L2(D)

Z
D
mj3uj2 dx<1

with norm
kukHm :=
 
kuk2 +
Z
D
mj3uj2 dx
2!1=2
and obvious corresponding inner product where k  k is the norm in L2(D). The Hilbert space

L2 is
dened by

L2 :=

u 2 L2(D)

Z
D
u dx = 0

with the L2-norm k  k and inner product ( ; ).
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Lemma 2.1. Let U:=fx 2 D jd(x; @D)<g. Then there exists > 0 such that for u 2 Hm and
every ; 0<<; we haveZ
U
juj2 dx6C
Z
U
mj3uj2 dx +
Z
U
juj2 dx

;
where C = C() is a positive constant.
Proof. Fix > 0 and x 2 @D and, with a slight abuse of notation, for 06t < let
u(t):=u(x + (t − )(x)): (2.1)
Then for 06t; < we have
ju(t)j6
Z t

j3u(s)j ds+ ju()j
6
Z t

m−1(s) ds
1=2 Z t

m(s)j3u(s)j2 ds
1=2
+ ju()j: (2.2)
Using Assumption A3 we can now conclude that there exists a positive constant C such that
ju(t)j26C
Z t
0
m(s)j3u(s)j2 ds+ ju()j2

: (2.3)
Integrating (2.3) with respect to  from 0 to =2 now gives
ju(t)j26C()
 Z t
0
m(s)j3u(s)j2 ds+
Z =2
0
ju()j2 d
!
: (2.4)
The lemma now follows by integrating (2.4) over U (or equivalently over x 2 @D and 0<t<).
Lemma 2.2. Hm is compactly imbedded in L2(D).
Proof. Let f’ig be an innite sequence lying on the unit sphere in Hm. Since inf x2D m(x)> 0
for D = D n U, > 0, we see that f’jjDg is bounded in the Sobolev space H 1(D). By the
compact imbedding H 1(D) ,! L2(D), there exists a L2(D)-convergent subsequence f jgf’jg.
By a diagonalization argument we can assume that f jg is a Cauchy sequence in each D; = 1=n
for n=1; 2; : : : : It now suces to show that f jg is a Cauchy sequence in L2(D). But by Lemma 2.1
we have thatZ
D
j i −  jj2 dx6 C()
Z
U
mj3 i −3 jj2 dx + C()
Z
U
j i −  jj2 dx +
Z
D
j i −  jj2 dx
6 C1() +
Z
D
j i −  jj2 dx; (2.5)
where C1() is a positive constant. Since (2.5) is valid for every > 0, the conclusion follows.
Lemma 2.3. There exists a positive constant C such that
kuk2Hm6C
Z
D
mj3uj2 dx
for all u 2 Hm \

L2.
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Proof. If the inequality is not true there exists a sequence fujgHm \

L2 such that kujkHm = 1 andZ
D
mj3ujj2 dx = 2−j: (2.6)
By Lemma 2.2 there exists a subsequence fvjgfujg such that kvj − vk ! 0 as j ! 1 for some
v 2 L2(D). By (2.6) fvjg also converges in Hm and 3v is identically zero, i.e., v is a constant. But
since vj 2

L2 we have that v is identically zero which contradicts the fact that kvjkHm=1. The lemma
now follows.
The following weighted Poincare inequalities are now immediate consequences of Lemma 2.3.
Theorem 2.4. There exists a positive constant C such that for u 2 Hm \

L2 we haveZ
D
mj3uj2 dx>C
Z
D
juj2 dx:
Corollary 2.5. There exists a positive constant C such that for u 2 Hm \

L2 we haveZ
D
3u M3u dx>C
Z
D
juj2 dx:
Proof. The corollary follows from the fact that 3u M3u>mj3uj2.
The above corollary now allows us to introduce a class of Hilbert spaces associated with the
inverse of the operator
A:=3 M3 ; (2.7)
that will be useful for us. We rst consider A to be dened on C10 (D) \

L2 and note that by the
above corollary A is injective. Furthermore, the image of C10 (D) \

L2 under A is dense in

L2 and
using the Corollary again now shows that A−1 can be extended to a bounded operator on all of

L2.
For later purposes we extend the denition of A in an obvious way to
D(A):=fu 2

L2(D) jAu 2 L2(D)g;
where Au is understood in a distributional sense. Since A is positive and symmetric we can conclude
that A−1 is positive and self-adjoint. Hence A−1=2 is a well-dened positive self-adjoint operator on

L2. We let Y be the completion of C10 (D) \

L2 with respect to the norm
kuk2Y :=(u; A−1u) = kA−1=2uk2:
We dene W to be the completion of C10 (D) \

L2 with respect to the norm
kuk2W :=kuk2Y + kuk2Y :
We note that Y and W are Hilbert spaces with the obvious inner products. To orientate the reader
we mention in passing that the assumptions made on M imply that the space Y is contained in the
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Sobolev space H−1(D) and that W is contained in the Sobolev space H 10 (D). These facts are proven
in Theorem 2.7 below.
For future reference, we claim that D(A1=2):=R(A−1=2) = X0 where
X0:=

u

L2(D)

Z
D
3u M3 u dx<1

with the obvious inner product. Indeed, if X1:=R(A−1=2) = D(A1=2) with the norm
kukX1 :=kA1=2uk
and obvious corresponding inner product, we have that C1( D) \

L2(D) is dense in X1 (see the
appendix). But C1( D)\

L2(D) is also dense in X0 (see the appendix). Moreover, for u 2 C1( D)\
L2(D) we have by Green’s theorem that
kuk2X0 =
Z
D
3u M3 u dx
=
Z
D
uAu dx
= kuk2X1 (2.8)
and the claim is established.
We conclude this section by deriving an equivalent norm on W which will be particularly useful
for us in the next section of our paper. We begin with a lemma.
Lemma 2.6. There exists a positive constant C such that for all u 2 W
(u; A−1u)>C(u; A−1u):
Proof. The desired inequality is equivalent to
kA−1=2uk>C kA−1=2uk (2.9)
for all u 2 C10 (D) \

L2. To establish (2.8) it is sucient to show that A−1=2−1A1=2 has a continuous
extension to all of

L2 where
(−1u)(x):=
Z
D
G(x; y) u(y) dy (2.10)
and G is the Dirichlet Green’s function for . But this will follow if we can show that −1A has
a continuous extension to all of L2(D) and we now turn our attention to this task.
For u 2 C10 (D) we have that
Au : =3 M 3u
=
X
i; j
@iMij@j u
=
X
i; j
@i@j(Miju)−
X
i; j
@i((@jMij)u): (2.11)
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By considering the adjoint operator (−1)i+j@i@j−1 and using the global regularity properties of
solutions to elliptic equations [5] together with k−1uk6Ckuk for some positive constant C it is
seen that the operator T1 dened by
T1u:=
X
i; j
−1 @i@j(Mij u) (2.12)
for u 2 C10 (D) can be extended as a bounded operator T1 : L2(D)! L2(D). We therefore only need
to consider the operator T2 dened by
T2u:=
X
i; j
−1 @i((@jMij)u) (2.13)
for u 2 C10 (D). But −1 : L2(D)! H 2(D) and, using Assumption A2, u 7!
P
j(@jMij)u is bounded
from L2(D) into Lq(D) provided 1=q= 1=n+ 12 . Thus we need to show that 
−1@i : Lq(D)! L2(D)
is bounded or, by considering the adjoint operator, that @i−1 : L2(D) ! Lq0(D) is bounded where
1=q + 1=q0 = 1. but @i−1 : L2(D) ! H 1(D) is bounded and by the Sobolev imbedding theorem
H 1(D) ,! Lq0(D) if 1 − n=2> − n=q0, i.e. q>2n=(2 + n). Since q = 2n=(2 + n) the lemma is now
proved.
The following theorem shows that for k>0 the norm
kukk :=((+ k2)u; A−1(+ k2)u)1=2
denes an equivalent norm on the space W . Note that for k = 0 the theorem is just Lemma 2:4.
A key ingredient of the proof of the following theorem is showing that yH−1(D) and W H 10 (D)
where H−1(D) and H 10 (D) denote the usual Sobolev spaces.
Theorem 2.7. There exists a positive constant C = C(k) such that for k>0 and u 2 W
kuk2W6C((+ k2)u; A−1(+ k2)u):
Proof. By Lemma 2.6 the theorem is true for k=0 and  : W ! Y is a bounded, injective operator
with closed range, i.e., a semi-Fredholm operator. Since the imbedding W ,! Y is compact (due to
the fact shown below that W H 10 (D) and that A−1=2 :

L2 !

L2 is bounded), ( + k2) : W ! Y
is semi-Fredholm as well. Hence, since the range of a semi-Fredholm operator is closed, by the
bounded inverse theorem we only need to show that (+ k2) : W ! Y is injective.
To show injectivity, we rst need to show that Y H−1(D) and W H 10 (D). We begin with Y .
For v 2 C10 (D) \

L2 and u= Av we have from Assumption A4 that there exists a positive constant
C such that
kuk2Y = (u; A−1u) = (v; Av) =
Z
D
3v M3v dx
>
Z
D
m j3vj2 dx>C kmmax3vk2>C kM3vk2
>C k3 M3vk2H−1(D) = C kuk2H−1(D) (2.14)
98 D. Colton, L. Paivarinta / Journal of Computational and Applied Mathematics 117 (2000) 91{104
and the result follows by completion. We now consider W . By Fourier analysis we see that for 0
the normalized fundamental solution to Laplace’s equation the operator G dened by
(Gv)(x):=
Z
D
0(x − y) v(y) dy (2.15)
for v 2 C10 (Rn) can be extended as a bounded operator from H−1(D) into H 1(D) (extend v to be
zero in Rn n D). Then for u 2 C10 (D) and v =u we have that there exists a positive constant C
such that
kukH−1(D) = kvkH−1(D)
> kGvkH 1(D)
= kvkH 1(D); (2.16)
since Gv = −v for all v 2 C10 (D). Hence for u 2 C10 \

L2 we have by Lemma 2.6 and (2.13),
(2.15) that there exists a positive constant C such that
kukW >C kukY
>C kukH−1(D)
>C kukH 1(D): (2.17)
Since W is the completion of C10 (D) \

L2 with respect to k  kW , we have that W H 10 (D).
We can now easily establish the injectivity of ( + k2) : W ! Y . For u 2 C10 (D) and  the
normalized fundamental solution to the Helmholtz equation we have that
u(x) =−
Z
D
(x − y)(+ k2)y(y) dy (2.18)
and the operator dened by the right-hand side of (2.17) can be extended to a bounded operator
from H 10 (D) to H
1(D). Since W H 10 (D) and Y H−1(D) the injectivity of (+ k2) : W ! Y now
follows.
3. Analytic projection operators and transmission eigenvalues
With the analysis of the previous section at our disposal, we are now in a position to show that
there exist at most a countable number of transmission eigenvalues, i.e., numbers k>0 such that
there exist nontrivial functions u; v 2 C2(D) \ C1( D) such that
3  N3u+ k2u= 0
v+ k2v= 0
in D; (3.1)
u= v
@u
@
=
@v
@
on @D; (3.2)
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where N= I−M and M satises the assumptions stated at the beginning of Section 2. From Green’s
formula we see that u and v must satisfy the integral{dierential equation
u(x)− v(x) =−
Z
D
3y (x − y) M (y)3u(y) dy; x 2 D; (3.3)
where  is the normalized fundamental solution to the Helmholtz equation. In particular u− v has a
unique continuation into Rnn D as a solution of the Helmholtz equation. From the boundary conditions
(3.2) and Holmgren’s uniqueness theorem (cf. [4]) we see that u(x)− v(x) must be identically zero
for x 2 Rn n D and hence by the addition formula for Bessel functions we have thatZ
D
3’ M3u dx = 0 (3.4)
for all functions ’ of the form ’(x)= r−qJq+j(kr)Yj(x^) where q= 12(n− 2); r= jxj; Jq+j is a Bessel
function and Yj a spherical harmonic, j = 0; 1; 2; : : : .
We now dene the Hilbert space X (=3X0) by
X :=

3u j u 2 L2(D);
Z
D
3u M3 u dx<1

with obvious inner product and let H be the closure in X of the gradients of nite linear combinations
of the functions r−qJq+j(kr)Yj(x^). We dene the operator TM on X by
(TM3f)(x):=−
Z
D
3y (x − y) M (y)3f(y) dy (3.5)
and note that ( + k2)TM 3f = Af 2

L2 for f in X0 and a short calculation shows that Tm3f
is also in

L2 (Replace the region of integration in (3.5) from D to Rn, set = x − y and integrate
over D.). By Theorem 2:2 we can now conclude that TM3f 2 W for f 2 X0. Since W H 10 (D)
and for 3u 2 X we have that k3ukX6C k3uk for some positive constant C, we can conclude
that 3TM3f 2 X for f 2 X0. From (3.3) and(3.4) we now obtain the weak interior transmission
problem (cf. [3]) of nding functions 3u; 3v 2 X satisfying
3u−3v=3TM3u (3.6)
such that
3u 2 H?: (3.7)
Our aim is to show that except for a discrete set of values of k the only solution of (3.6), (3.7) for
k>0 is the trivial solution.
To establish our desired result we rst construct a projection operator Pk : X ! H? and show
that Pk is an operator valued analytic function of k. To this end we have from the above paragraph
that for f 2 X0
f =−A−1(+ k2)TM3f (3.8)
and hence if we dene the bounded anti-linear functional ‘f by
‘f(’):=
Z
D
(+ k2) ’f dx (3.9)
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for ’ 2 W then by (3.8) we have
‘f(’) =−((+ k2) ’; (+ k2)TM 3f)Y : (3.10)
Note that ‘f is well dened since if  :=(+ k2)’ then  2 Y andZ
D
 f =
Z
D
A−1=2  A1=2f dx<1:
We now dene for u; v 2 W the sesquilinear form B by
B(u; v; k) : = ((+ k2) u; A−1(+ k2) v)
= ((+ k2) u; (+ k2) v)Y : (3.11)
Theorem 3.1. For every k0>0 there exists > 0 such that for every k 2 C; j k − k0j<; there
exists a bounded linear operator S(k) : W ! W which is analytic in k and has a bounded inverse
S−1(k) such that
B(u; v; k) = (S(k)u; v)k0 ;
where (u; v)k0 = B(u; v; k0) is valid for all u; v 2 W .
Proof. We rst note that
jB(u; v; k)− B(u; v; k0)j = j(k2 − k20 )((u; A−1 v) + (u; A−1 v)) + (k4 − k40 )(u; A−1 v)j
6 jk2 − k20 j(kA−1=2ukkA−1=2vk+ kA−1=2ukkA−1=2vk)
+ jk4 − k40kjA−1=2ukkA−1=2vk (3.12)
and hence if jk−k0j< for  suciently small it follows by Theorem 2.7 that there exists a positive
constant C; 0<C < 1, such that
jB(u; v; k)− B(u; v; k0)j6Ckukk0kvkk0 : (3.13)
It follows from (3.13) that for jk − k0j< the sesquilinear form B(u; v; k) is bounded and coercive.
Hence, by the Lax{Milgram theorem, for each k 2 C with jk − k0j< and  chosen as above there
exists a bounded invertible operator S(k) : W ! W such that
B(u; v; k) = (S(k)u; v)k0 : (3.14)
From (3.14) we see that for each u 2 W the function k 7! S(k)u is weakly analytic and hence
k 7! S(k) is strongly analytic (Corollary 8:23 of [2]). This also implies that the inverse S−1(k) is
strongly analytic in k.
With the tools now at our disposal we can dene the projection operator Pk : X ! H? and show
that it is an operator valued analytic function of k for jk − k0j< where k0>0. We rst dene
pf 2 W for xed k0>0 by
‘f(’) = (pf; ’)k0 ; ’ 2 W; (3.15)
where ‘f is dened by (3.9). Then if 3f 2 X we have by (3.10) that
‘f(’) =−B(TM3f;’; k): (3.16)
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From this and Theorem 3.1 it follows that
‘f(’) =−(S(k)TM3f;’)k0 : (3.17)
In particular, this implies that
pf =−S(k)Tm3f: (3.18)
We now dene the operator Pk : X ! X by
Pk3f:=3A−1(+ k2)S−1(k)pf: (3.19)
We rst need to check that this denition makes sense. To begin with, pf 2 W implies that
S−1(k)pf 2 W and hence ( + k2)S−1(k)pf 2 Y . Since A−1=2 : Y !

L2 isometrically and
3A−1=2:

L2 ! X due to the identityZ
D
3A−1=2u M3A−1=2u dx = (A−1=2u; AA−1=2u) = kuk; (3.20)
we have that 3A−1 : Y ! X and hence (3.19) is well dened. Now suppose that 3f 2 H?X .
Then by (3.17){(3.19) and Theorem 3.1 we have that
Pk3f =3A−1(+ k2)TM3f =3f: (3.21)
On the other hand, if 3f 2 H we have from Green’s formula and a limiting argument that ‘f(’)=0
for all ’ 2 W and hence pf = 0 which implies by (3.19) that Pk3f = 0. Finally, we see from
(3.21) that Pk is an operator valued analytic function of k for jk − k0j<.
We are now nally in a position to prove the main result of our paper.
Theorem 3.2. Except for possibly a discrete set of values of k the only solution of the weak
interior transmission problem (3:6); (3:7) for k>0 is 3u=3v= 0.
Proof. We write (3.6) in the form
3u−3v=3T03u+ Kk3u; (3.22)
where TM = T0 +Kk; T0 is the operator TM with  replaced by the normalized fundamental solution
0 to Laplace’s equation and Kk : X ! X is a compact operator.
We rst consider the operator T : L2(Rn)! L2(Rn) dened by
(T’)(x):=−3
Z
Rn
3y0(x − y)’(y) dy: (3.23)
Taking the Fourier transform and using the convolution theorem shows that
F(T’)() =−^(^  (F’)()); (3.24)
whereF denotes the Fourier transform and ^==jj. From (3.24) we immediately see that kTkL2(Rn)=
1. Using this fact and Assumption A5 now shows that there exists a positive constant < 1 such
that k3T0kX6.
We now apply the projection operator Pk to both sides of (3.22) and use (3.7) to arrive at
3u= Pk3T03u+ PkKk3u: (3.25)
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Since kKkk is a continuous function of k; K0 = 0 and kPkk= 1 for k>0, we can conclude that for
k>0 and suciently small that 3u= 0. Furthermore, for arbitrary k>0 we have from (3.25) that
3u− (I − Pk3T0)−1PkKk3u= 0 (3.26)
and hence by the analytic Fredholm theorem (Theorem 8:26 of [2]) 3u=0 (and hence 3v=0) for
all values of k>0 except for possibly a discrete set.
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Appendix
In this appendix we will prove the two denseness statements made just before Lemma 2.6.
Theorem A.1. C1( D) \

L2(D) is dense in X1.
Proof. Let B:=C1( D) \

L2(D). We will prove the theorem by showing that D(A) B, where the
closure is taken with respect to the norm in X1, and that D(A) is dense in X1.
To show that D(A) B, assume f 2 D(A) is such that
(f; g)X1 = 0 8g 2 B:
Then
0 = (f; g)X1 = (f; Ag) = (Af; g)
and hence Af = 0 which implies f = 0. Thus D(A) B.
To show that D(A) is dense in X1, assume f 2 X1 and use the spectral theorem to write
A−1 =
Z
[0;M ]
 dE; M = kA−1k
which implies that
A=
Z 1
1=M
−1 dE
and if f 2 D(A1=2) we have
(f; Af) =
Z 1
1=M
−1(f; dE f)<1:
For n an integer, set
fn:=
Z n
1=M
dE f:
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Then fn 2 D(A) since
kAfnk2 =
Z n
1=M
−2(f; dE f)
6C
Z n
1=M
−1(f; dE f)
6C
Z 1
1=M
−1(f; dE f)
= CkA1=2fk2;
where the constant C depends only on kA−1k. The result follows by noting that
kfn − fkX1 = kA1=2(fn − f)k
=
Z 1
n
−1(f; dE f)
and hence kfn − fkX1 ! 0 as n ! 1 since −1 is integrable with respect to the scalar measure
(f; dE f).
Theorem A.2. C1( D) \

L2(D) is dense in X0.
Proof. Let f 2 X0 and choose > 0. Choose > 0 such thatZ
U
j3fj2m dx< ;
where U:=fx 2 D jd(x; @D)<g. Let W=2:=D n U=2. Since C1( W=2) is dense in H 1(W=2) we
can choose g 2 C1( W=2) such thatZ
W=2
j3(f − g)j2m dx< :
We may assume that  is so small that Assumption A3 is valid,
U = fx − t(x) j x 2 @D and 0<t<g
and that furthermore the line segments
Ix:=fx − t(x) j 0<t< 2g
do not intersect.
We now dene the mapping T : U=2 ! U n U=2 by
T

x −


2
− t

(x)

= x −


2
+ t

(x)
for x 2 @D and 0<t<=2. The Jacobians J (T ) and J (T−1) are both in L1. We next extend the
denition of g to U=2 by
g(x) = g(T (x)); x 2 U=2:
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Using Assumption A3 we now have setting C = kJ (T−1)k1 thatZ
U=2
j3g(x)j2m(x) dx6
Z
U=2
j3g(T (x))j2m(T (x)) dx
6C
Z
UnU=2
j3g(x)j2m(x) dx
6 2C
Z
W=2
j3(f(x)− g(x))j2m(x) dx + 2C
Z
U
j3f(x)j2m(x) dx
6 4C:
Hence,
kf − gk2X06
Z
U=2
(j3fj2 + j3gj2)m dx +
Z
W=2
j3(f − g)j2m dx
6 (2 + 4C)
and g 2 H 1(D).
Now let ’(x) = −n’(−1x) where ’ 2 C10 (Rn) and
R
’ dx=1. It is well known that k’  u−
ukL2 ! 0 as  ! 0 for every u 2 L2(Rn). Thus, dening g to be identically zero in Rn nD, we have
that k’ 3g−3gkL2 ! 0 as  ! 0. Now dene g:=’  g to obtain g 2 C1(Rn). ThenZ
D
j3(g − f)j2m dx6 2
Z
D
j3g −3gj2m dx + 2
Z
D
j3g−3fj2m dx
6 (5 + 2C)
for  suciently small. Finally, if h:=g −
R
D g dx, we have that
h 2

L2(D) \ C1( D) andZ
D
j3(h − f)j2m(x) dx6(5 + 2C):
The proof is now complete.
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