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Relative Kinematics of an Anchorless Network
Raj Thilak Rajan, Geert Leus and Alle-Jan van der Veen
Abstract
Estimating the location of N coordinates in a P dimensional Euclidean space from pairwise distances (or proximity mea-
surements), is a principal challenge in a wide variety of fields. Conventionally, when localizing a static network of immobile
nodes, non-linear dimensional reduction techniques are applied on the measured Euclidean distance matrix (EDM) to obtain the
relative coordinates upto a rotation and translation. In this article, we focus on an anchorless network of mobile nodes, where the
distance measurements between the mobile nodes are time-varying in nature. Furthermore, in an anchorless network the absolute
knowledge of any node positions, motion or reference frame is absent. We derive a novel data model which relates the time-
varying EDMs to the time-varying relative positions of an anchorless network. Using this data model, we estimate the relative
position, relative velocity and higher order derivatives, which are collectively termed as the relative kinematics of the anchorless
network. The derived data model is inherently ill-posed, however can be solved using certain relative immobility constraints. We
propose elegant closed form solutions to recursively estimate the relative kinematics of the network. For the sake of completeness,
estimators are also proposed to find the absolute kinematics of the nodes, given known reference anchors. Crame´r-Rao bounds
are derived for the new data model and simulations are performed to analyze the performance of the proposed solutions.
Keywords: Lyapunov-like equation, relative velocity, relative acceleration, multidimensional scaling, time-varying distance.
I. INTRODUCTION
Estimating the relative coordinates of N points (or nodes) in a P dimensional Euclidean space using proximity measurements
is a fundamental problem spanning a broad range of applications. These applications include, but are not limited to, psycho-
metric analysis [2], perceptual mapping [3], range-based anchorless localization [4], combinatorial-chemistry [5], polar-based
navigation [6], sensor array calibration [7] and in general exploratory data analysis [8]. In anchorless localization scenarios
for instance, nodes heavily rely on co-operative estimation of relative coordinates. Such anchorless networks naturally arise
when nodes are inaccessible or only intermittently monitored, as is the case in space-based satellite arrays [9], underwater
networks [10] or indoor wireless sensor networks [11]. In such reference-free scenarios, the proximity information, often
measured as pairwise distances between the nodes, form a key input in estimating the relative coordinates of nodes. These
relative coordinates are typically estimated using Non-linear dimensaionality reduction algorithms (such as Multidimensional
scaling (MDS)), which have been studied rigorously over the past decades [8], [12]. However, considerably less attention has
been directed towards anchorless mobile scenarios.
Our primary focus in this article is on an anchorless network of mobile nodes, where we use the term anchorless to indicate
no absolute knowledge of the node positions, motion or reference frame. Furthermore, since the nodes are mobile, both the
node positions and the pairwise distance measurements between the nodes are time-varying in nature. Our motive is to relate
the time-varying pairwise distance measurements to time-derivatives of the node coordinates. For an anchorless network, these
include the relative position, relative velocity, relative acceleration and higher-order derivatives which we cumulatively refer
to as relative kinematics in this article. It is worth noting that the universal definition of relative kinematics inherently relies
on the information in the absolute reference frame. For example, the non-relativistic relative velocity between two objects is
rightly defined as the difference between their respective absolute velocity vectors [13]. In an anchorless framework however,
a natural question arises on whether the relative kinematics can be estimated, given only time-varying distance measurements.
Ergo, we wish to understand the relationship between the time-varying distance measurements and the relative kinematics of
mobile nodes, which is the prime focus of this article.
A. Previous work
A key challenge in our pursuit is that both the time-varying distance and the time-varying relative positions are non-linear
in nature. In particular, the Euclidean distance between a pair of mobile nodes is almost always a non-linear function of time,
even if the nodes are in linear independent motion [14]. Therefore, it is perhaps not surprising that traditional methods to
solving such a problem have been state-space based approaches with the assistance of known anchors [15]. The initial position
of the nodes are estimated using MDS like algorithms, which use the Euclidean distance matrix (EDM) at a single time-instant
to estimate the relative node positions. Given this initial estimate, the relative positions are tracked over a period of time with
Doppler measurements and known anchors [16], or via subspace tracking methods [17]. Unfortunately, Doppler measurements
and anchor information are not always available. Secondly, subspace tracking is applicable only for small perturbations in
motion and therefore offer little insight on the kinematics of the motion itself.
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TABLE I: Notations
Notation Description
P Number of dimensions
N Number of nodes (N > P )
D(t) ∈ RN×N Euclidean distance matrix at time t
S(t) ∈ RP×N Absolute positions at time t
S(t) ∈ RP×N Relative positions at time t
X ∈ R
P×N Absolute instantaneous positions at time t0
X ∈ R
P×N Relative instantaneous positions at time t0
Ym ∈ R
P×N mth order absolute kinematics at t0
Y
m
∈ R
P×N mth order relative kinematics at t0
Hm ∈ R
P×P Rotation matrix of the mth order kinematics
hm ∈ R
P×1 Translational vector of the mth order kinematics
In our previous study, we proposed a two-step solution to estimate relative velocities of the nodes from time-varying distance
measurements [18]. Firstly, the derivatives of the time-varying distances were estimated by solving a Vandermonde-like system
of linear equations. The estimated regression coefficients (called range parameters) jointly yield the relative velocities and the
relative positions, using MDS-like algorithms. However, the proposed solution is valid only for linear motion, which is not
always practical. Furthermore, the previously proposed MDS-based relative velocity estimator heavily relies on the second-
order time-derivative of distance, and under Gaussian noise assumptions, it performs worse than the relative position estimator.
Thus, designing more optimal estimators for the relative velocity is one of the key motivations for the pursuit of a generalized
framework presented in this article. Moreover, understanding the higher order relative kinematics of motion in Euclidean space
via time-varying distance measurements is crucial for next-generation localization technologies.
B. Contributions and overview
We present a novel data model in Section II, which relates the time-varying distances to the kinematics of the mobile nodes.
More concretely, this relationship is established via the derivatives of the time-varying distance (called range parameters), which
is estimated in Section III using dynamic ranging. In Section IV we show that the relationship between the range parameters
and the relative kinematics takes the form of a Lyapunov-like set of equations, which is inherently ill-posed. In pursuit of
unique solutions, we propose elegant least squares algorithms, which can be solved under certain assumptions. For the sake
of completion, in Section V, we also propose similar algorithms for estimating the absolute kinematics of the nodes, given
known reference parameters in the cluster. To compare the performance of our estimators, we derive constrained Crame´r-Rao
bounds (CRBs), under Gaussian noise assumption on the data. A optimal choice of the weighting matrix ensures the proposed
estimator is the best linear unbiased estimator (BLUE) for the given data model. In addition, unconstrained oracle bounds are
also derived in Section VI, as a benchmark for next generation estimators. In Section VII, we conduct experiments to validate
the performance of the proposed estimators.
C. Notation:
The element-wise matrix Hadamard product is denoted by ⊙ and (·)⊙N denotes element-wise matrix exponent. The Kronecker
product is indicated by ⊗, the transpose operator by (·)T and (ˆ·) denotes an estimated value. 1N ∈ RN×1 is a vector of ones,
IN is an N × N identity matrix, 0M,N is an M × N matrix of zeros and ‖ · ‖ is the Euclidean norm. For any vector a,
diag(a) represents a diagonal matrix with a on the primary diagonal. For a diagonal matrix A, diag(A) represents a vector of
appropriate length, containing the diagonal elements of the matrix A. The block diagonal matrix A = bdiag(A1,A2, . . . ,AN )
consists of matrices A1,A2, . . . ,AN along the diagonal and zeros elsewhere. The first and second derivatives are indicated
by ˙(·) and (¨·) respectively, and more generally the mth order derivative is represented by (·)(m). Unless otherwise noted, (·)
is used to indicate parameters of the relative kinematic model. For matrices of compatible dimensions, we will frequently use
the following properties
vec(ABC) =
(
CT ⊗A)vec(B), (1)
vec(A) = Jvec(AT ), (2)
where J is an orthogonal permutation matrix. We define an N dimensional centering matrix as P = IN −N−11N1TN . A brief
list of frequently used notations are tabulated in TABLE I.
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II. TIME-VARYING DISTANCES AND NODE KINEMATICS
We begin by modeling the relationship between the time-varying distances, the time-varying positions and the node kine-
matics. In Section II-A, we expand the time-varying position using a Taylor series, the coefficients of which yield the absolute
node kinematics. As an extension, we present a novel relative kinematics model in Section II-B. In Sections II-C and II-D,
the relationship between the time-varying distances and the node kinematics is derived. Using these definitions, we formalize
the problem statement in Section II-E.
A. Absolute kinematics
Consider a cluster of N mobile nodes in a P dimensional Euclidean space (N > P ), whose positions at time t are given
by S(t) ∈ RP×N . For a small time interval ∆t = t − t0 around t0, we assume the time-varying position is continuously
differentiableM times and that the M th derivative exists in the interior of this interval. Therefore, the time-dependent position
vectors of the respective nodes can be expanded using a Taylor series,
S(t) = S(t)|t=t0 + S˙(t)|t=t0(t− t0) + S¨(t)|t=t0(t− t0)2 + . . . (3)
where (S(t), S˙(t), S¨(t), . . .) are the derivatives of the time-varying position vectors. Now let X , S(t)|t=t0 be a P × N
matrix containing the initial coordinates of the mobile nodes at time t = t0. Furthermore, let the instantaneous velocities of the
nodes i.e., the first-order derivatives of the position vectors S˙(t)|t=t0 be denoted by Y1 ∈ RP×N , and in general higher-order
derivatives as Ym ∀ 1 ≤ m ≤M . Then, the above equation simplifies to
S(t) = X+
M∑
m=1
(m!)−1Ym(t− t0)m. (4)
B. Relative kinematics
The absolute instantaneous positions at t = t0 are an affine transformation of the relative positions, i.e.,
X = H0X+ h01
T
N , (5)
where X ∈ RP×N is the relative position matrix upto a rotation and translation, H0 ∈ RP×P is the unknown rotation and
h0 ∈ RP×1 is the unknown translation of the network [8]. Now, we extend this well-known relative position definition to the
higher-order derivatives. For instance, the velocity of the nodes can be written as
Y1 = H1Y˜1 + h11
T
N , (6)
where Y˜1 represents the instantaneous relative velocities of the network at t = t0. The translational vector h1 is the group
velocity and H1 is the unique rotation matrix of the relative velocities [18]. More generally, the mth order derivative is an
affine model defined as
Ym = HmY˜m + hm1
T
N . (7)
We now define the relative time-varying position as S(t) = HT0 S(t)P, and substituting the affine expressions (5) and (7) in
(4) we have
S(t) = XP+
M∑
m=1
(m!)−1HT0HmY˜mP(t− t0)m, (8)
where we exploit the property P1N = 0N to eliminate the translation vectors, and enforce the orthonormality of the rotation
matrix i.e., HT0H0 = IN . Observe that the translation vector h0 does not affect the above equation. Secondly, for a meaningful
interpretation of the relative time-varying position, a reference coordinate system must be chosen e.g., H0 = IP . In summary,
without the loss of generality, we assume
H0 = IP and h0 = 0P . (9)
and subsequently (8) simplifies to
S(t) = X+
M∑
m=1
(m!)−1Ym(t− t0)m, (10)
where we use the following properties
X = XP = XP, (11a)
Ym = HmY˜m = YmP, (11b)
S(t) = S(t)P. (11c)
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Note that (10) represents the relative counterpart of the absolute Taylor expansion (4), where the
(
X,Y1,Y2, . . . ,YM
)
denote the relative kinematics of the corresponding absolute kinematics
(
X,Y1,Y2, . . . ,YM
)
. Our quest in this article is to
estimate the relative and absolute kinematic matrices, given time-varying pairwise distance measurements between the nodes.
Consequently, the absolute position S(t) and relative position S(t) can then be estimated using (4) and (10) respectively.
C. Time-varying distances
Similar to the node positions, the pairwise distances are also time-varying which we denote by the time-varying Euclidean
distance matrix (EDM) D(t) , [dij(t)] ∈ RN×N where dij(t) is the pairwise Euclidean distance between the node pair (i, j)
at time instant t. More explicitly (
D(t)
)⊙2
= ζ(t)1TN + 1Nζ
T (t)− 2ST (t)S(t), (12)
where ζ(t) = diag
(
ST (t)S(t)
)
. Observe that D(t) is a non-linear function of time t, even when the nodes are in independent
linear motion and hence D(t) is a continuously differentiable function in time. Now, based on the time-varying EDM D(t),
we define the double centered matrix B(t)
B(t) , −0.5P
(
D(t)
)⊙2
P, (13a)
and the time derivatives of the double centered matrix
(
B˙(t), B¨(t)
)
for upto M = 2 as,
B˙(t) , −P
(
D(t) ⊙ D˙(t)
)
P, (13b)
B¨(t) , −P
(
D(t) ⊙ D¨(t) + (D˙(t))⊙2
)
P, (13c)
where
(
D˙(t), D¨(t), . . .
)
are the derivatives of the time-varying EDM, which indicate the radial velocity and other higher-order
derivatives. Now, let the EDM and the corresponding derivatives at t = t0 be denoted by D(t)|t=t0 , R = [rij ], D˙(t)|t=t0 ,
R˙ = [r˙ij ], D¨(t)|t=t0 , R¨ = [r¨ij ], ∀{i, j} ≤ N , then with an abuse of notation (13) becomes
B(0) , B(t)|t=t0 = −0.5PR⊙2P, (14a)
B(1) , B˙(t)|t=t0 = −P
[
R⊙ R˙
]
P, (14b)
B(2) , B¨(t)|t=t0 = −P
[
R⊙ R¨+ R˙⊙2
]
P, (14c)
and higher-order derivatives can be defined along similar lines. In general, given the distance derivatives at t0, i.e., the range
parameters (R, R˙, R¨, . . .), the double centered matrix B(0) and the corresponding higher-order derivatives (B(1),B(2), . . .)
can be constructed. In a mobile network, the range parameters may not be readily available, however given all the nodes are
capable of two way ranging, the range parameters can be estimated using dynamic ranging [14].
D. Model
To understand the relationship between the time-varying distances and the relative kinematics of the nodes, we substitute
the definition of the EDM from (12) in (13a) and differentiate recursively to obtain
B(t) = ST (t)S(t), (15a)
B˙(t) = S˙
T
(t)S(t) + ST (t)S˙(t), (15b)
B¨(t) = ST (t)S¨(t) + S¨
T
(t)S(t) + 2S˙
T
(t)S˙(t), (15c)
where we use the definition (11c) and introduce (S˙(t), S¨(t), . . .) as the derivatives of S(t). Now, rearranging the terms and
substituting the definition of S(t) at t = t0 from (10), we have
B0 , B
(0) = XTX, (16a)
B1 , B
(1) = XTY1 +Y
T
1X, (16b)
B2 , B
(2) − 2YT1Y1 = XTY2 +YT2X, (16c)
where we introduce the matrices (B0,B1,B2). The joint left and right centering using the centering matrix P in (13) ensures
that the phase center of the relative kinematic matrices (Y1,Y2) are at 0P , similar to the relative position X.
1) Relative kinematics: Now, for M = 0, combining (14a) and (16a), we have
B0 = X
TX = −0.5PR⊙2P, (17)
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and more generally for a given M ≥ 1, (16) can be generalized to
BM , B
(M) −
M−1∑
m=1
(
M − 1
m
)
YTM−mYm (18a)
= XTYM +Y
T
MX, (18b)
where B(M) is the M th derivative of the double centered matrix at t0, which is given by (14) and YM is the M th order
relative kinematic matrix.
Remark 1: (Measurement matrix BM ): We make two critical observations on BM in (18a).
• Firstly, note that BM is dependent on the range parameters (R, R˙, R¨, . . .) via the definition of B
(M) (14).
• Secondly, B0 , B
(0) and B1 , B
(1) can be constructed only based on the range parameters (see (16)). However for
M ≥ 2, BM in addition to B(M), additionally relies on the relative kinematic matrices of order less than M . Hence, if
the lower order kinematics Ym∀2 ≤ m < M are known, then the measurement matrix BM can be reconstructed.
2) Absolute kinematics: In addition to the relative kinematics, (18b) can also be reformulated to estimate the absolute
kinematics YM of the network. Recall from (11b), that the relative kinematics of the M th order is YM = YMP under the
assumption (9). Substituting this expression in (18b), we have
BM = X
TYMP+PY
T
MX, (19)
which is the absolute kinematic model.
3) Model summary: In summary, if the range parameters (R, R˙, R¨, . . .) are available, B(M) can be constructed from (14).
Given B(0), we aim to solve for the relative position X using the equation (17), which we use to estimate the higher order
kinematics. For M ≥ 1, the measurement matrix BM can be constructed using B(M) and by substituting the lower order
relative kinematic matrices Ym ∀ 2 ≤ m < M in (18a). Finally, given the measurement matrix BM and an estimate of X,
our goal is to estimate the M th order relative kinematics YM and the absolute kinematics YM for M ≥ 1, using (18b) and
(19) respectively. We now formulate the problem more concretely in the following section.
E. Problem Statement
Problem statement: Given the time-varying pairwise distances D(t) between the N nodes in a P dimensional Euclidean
space, estimate the relative kinematics (X,Y1,Y2 . . .) and absolute kinematics (Y1,Y2 . . .) of the mobile network. These
estimates subsequently yield the relative (and absolute) time-varying positions.
Solution: We propose a two-step solution to the above estimation problem.
S1) Dynamic ranging and relative position: Given the time-varying distance measurementsD(t), we employ dynamic ranging
to obtain the range parameters (R, R˙, R¨, . . .) in Section III, under the assumption that all the nodes are capable of
communicating with each other. Secondly, we also estimate the initial relative position X using (17).
S2) Kinematics: The measurement matrix BM can be constructed using the estimated range parameters, and lower order
kinematics (18a). Given the relative position X and BM estimates, we solve for the relative kinematics YM (in Section
IV), and the absolute kinematics YM (in Section V), using (18b) and (19) respectively.
Finally, given the initial relative position and the node kinematics, the time-varying absolute and relative positions {S(t),S(t)}
can be estimated using (4) and (10) respectively.
III. DYNAMIC RANGING AND RELATIVE POSITION
In this section, we aim to estimate the range parameters (R, R˙, R¨, . . .), given two-way communication between the nodes in
the mobile network. In Section III-A, we relate the time-varying propagation delay between the nodes and the range parameters.
Given this relationship, we present a Dynamic ranging model in Section III-B, and subsequently present a closed form algorithm
to estimate the range parameters in Section III-C. Finally, we apply the MDS algorithm to find the initial relative position of
the nodes in Section III-D.
A. Time-varying propagation delay
Consider a pair of mobile nodes capable of communicating with each other. Let τij(t0) , τji(t0) = c
−1dij(t0) be the
propagation delay of this communication between the node pair (i, j) at time instant t0, where dij(t0) is the corresponding
pairwise distance and c is the speed of the electromagnetic wave in the medium. Now, for a small interval ∆t = t − t0, we
assume the relative distance to be a smoothly varying polynomial of time which enables us to describe the propagation delay
τij(t) at t as an infinite Taylor series in the neighborhood of t0
τij(t) = c
−1dij(t) = rij + r˙ij(t− t0) + r¨ij(t− t0)2 + . . . , (20)
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d
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→
Fig. 1: Dynamic ranging: A Generalized Two Way Ranging (GTWR) scenario between a pair of mobile nodes, where the nodes exchange
K time stamps asymmetrically with each other [14]. The curved lines symbolize the non-linear motion of the mobile nodes with time.
Unlike our previous models [19], [18] which considered only linear independent velocities of the nodes, in this article we consider non-linear
motion of the nodes.
where the Taylor coefficients are defined as[
rij , r˙ij , r¨ij , . . .
]T
= diag(γ)−1
[
rij , r˙ij , r¨ij , . . .
]T
, (21)
and γ = c [0!, 1!, 2!, . . .]T . Here, (rij , r˙ij , r¨ij , . . .) are the derivatives of the time-varying pairwise distance dij(t) esimtated
at t = t0, which are the elements of the matrices (R, R˙, R¨, . . .), presented earlier in Section II-C. The physical significance
of these coefficients is as follows. The pairwise distance at t0 is rij , which is conventionally obtained from time of arrival
measurements. r˙ij is the radial velocity, typically observed from Doppler shifts, and the second-order range parameter r¨ij is
the rate of radial velocity between the node pair at t0. We will now use this relation in a scenario where mobile nodes are
capable of two-way communication.
B. Data model
Consider a Generalized Two Way Ranging (GTWR) scenario between a pair of mobile nodes (Fig. 1), where the nodes
communicate asymmetrically with each other, and record K timestamps on each node. The timestamps recorded at the kth
time instant (k < K) at node i and node j are given by Tij,k and Tji,k respectively. The nodes are mobile during these
timestamp exchanges, and therefore the propagation delay between the nodes is unique at every time instant. With an abuse
of notation, let τij,k and dij,k be the propagation delay and the distance between the node pair (i, j) at the kth time instant.
Then assuming the distance is (approx) constant during the propagation time of the message,the non-relativistic propagation
delay is τij,k = c
−1dij,k = |Tij,k −Tji,k|. Now, observe that the pairwise propagation delay for GTWR can also be written as
(20), by replacing t with Tij,k (or Tji,k). More concretely, the propagation delay τij is given as
τij,k = |Tij,k − Tji,k| = rij + r˙ij(Tij,k − T0) + r¨ij(Tij,k − T0)2 + . . . , (22)
where the range parameters are estimated at T0 where Tij,k ≤ T0 ≤ Tij,K .
Aggregating all the K timestamps for each node pair (i, j), and populating all measurements from N¯ , 0.5N(N − 1)
unique pairwise links for a network of N nodes, we have
V︷ ︸︸ ︷[
IN¯ ⊗ 1K T T⊙2 . . .
]
θ︷︸︸︷

r
r˙
r¨
...

 = τ , (23)
where for an Lth order polynomial approximation, θ ∈ RN¯L×1 is a vector of unknown coefficients. The N¯ dimensional vector r
= [rij ] ∀1 ≤ i ≤ N, j ≤ i contains all the pairwise distances at t0, and vectors containing the higher order derivatives (r˙, r¨, . . .)
are similarly defined. The matrix V is a Vandermonde-like matrix defined as V = [IN¯ ⊗ 1K T T⊙2 . . . ] ∈ RN¯K×N¯L,
where T = bdiag(t12, t13, . . . t1N , t23, . . .) ∈ RN¯K×N¯ and tij = [Tij,1 − T0, Tij,2 − T0, . . . , Tij,K − T0]T ∈ RK×1 contain
all the time stamps. All the unique pairwise propagation delays are collected in τ = [τT12, τ
T
13, . . . τ
T
1N , τ
T
23, . . .]
T ∈ RNK×1
where τ ij = |tji − tij |. Our goal in the following section, is to estimate the values
[
rij , r˙ij , r¨ij , . . .
]
from (23), which will
help us construct the range matrices
(
R, R˙, R¨, . . .
)
.
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C. Dynamic ranging algorithm
In reality, the propagation delay is erroneous and hence, more practically (23) is
τˆ = Vθ + η, (24)
where τˆ is the noisy propagation delay, and the noise parameters plaguing the data model are populated in η= [ηT12,η
T
13,
. . .ηT1N , η
T
23, . . .]
T ∈ RN¯K×1, where ηij = [ηij,1, ηij,2, . . . , ηij,K ] is the error unique to the node pair (i, j). In practice, the
noise are on the time markers Tij,k and subsequently on the Vandermonde matrix, which has been simplified under nominal
assumptions to arrive at the elegant model (24). The approximations involved are discussed in Appendix A.
Now, suppose the covariance of the noise on the normal equations
Σ , E
{
ηηT
}
, (25)
is known and invertible, then the weighted least squares solution θˆ is obtained by minimizing the following l2 norm,
θˆ = argmin
θ
‖Σ−1/2(Vθ − τˆ )‖2
=
(
VTΣ−1V
)−1
VTΣ−1τˆ . (26)
A valid solution is feasible if K ≥ L for each of the N¯ pairwise links. More generally, when L is unknown, an order recursive
least squares can be employed to obtain the range coefficients [18]. Given θ, estimates of the range parameter matrices(
Rˆ, ˆ˙R, ˆ¨R, . . .
)
can be constructed using (21) and subsequently, from (14) we have the following estimates
Bˆ
(0)
= −0.5PRˆ⊙2P, (27a)
Bˆ
(1)
= −P
[
Rˆ⊙ ˆ˙R
]
P, (27b)
Bˆ
(2)
= −P
[
Rˆ⊙ ˆ¨R+ ˆ˙R⊙2
]
P. (27c)
D. Relative position
Give the initial pairwise distances at t0 i.e., R, the initial relative positions X can be determined via MDS. Given Rˆ, let Bˆ0
be an estimate of B0 , B
(0), obtained using (27a). A spectral decomposition of this matrix yields Bˆ0 = VxΛxV
T
x , where
Λx is an N dimensional diagonal matrix containing the eigenvalues of the Bˆ0 and Vx the corresponding eigenvectors. An
estimate of the relative position estimate using MDS is then given by
Xˆ = argmin
X
‖Bˆ0 −XTX‖ s.t. rank(X) = P
= Λ1/2x V
T
x , (28)
where Λx contains the first P nonzero eigenvalues fromΛx andVx is a subset ofVx containing the corresponding eigenvectors
[8].
IV. RELATIVE KINEMATICS
In the previous section, we estimated the range parameters given time-varying distance measurements D(t), which was the
first step (S1) in our problem statement described in Section II-E. Using these range parameters, we constructed the double
centered matrices
(
Bˆ
(0)
, Bˆ
(1)
, Bˆ
(2)
, . . .
)
(27) and estimated the relative position Xˆ using MDS (28). Given these estimates,
we now aim to solve the unknown relative kinematic matrices YM using (18), as proposed in (S2) of Section II-E.
A. Linearized multidimensional scaling (LMDS)
Prior to investigating the general kinematic model (18), we revisit a special case when the nodes are mobile under linear
independent motion [18]. In such a scenario, the acceleration and other higher order derivatives are absent i.e., Ym = 0, ∀ m ≥
2. Therefore, under constant velocity assumption, equations (16b) and (16c) simplify to
B(1) = XTY1 +Y
T
1X, (29a)
B(2) = 2YT1Y1, (29b)
and for m ≥ 3 {Bm,B(m)} defined in (18) does not exist [18, Appendix B]. Now substituting the definition of relative velocity
from (11b) and exploiting the property HT1H1 = I, we have
B(1) = XTH1Y˜1 + Y˜
T
1H
T
1X, (30a)
B(2) = 2Y˜
T
1 Y˜1. (30b)
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The LMDS algorithm to estimate the relative velocity (upto a translation) is then a two step method as decribed below.
1) MDS-based relative velocity estimator: Firstly, the relative velocity upto a rotation and translation is obtained by
minimizing the strain function using (30b). Let Bˆ
(2)
be an estimate of B(2) from (27c), with an eigenvalue decomposition
Bˆ
(2)
, VyΛyV
T
y , then the relative velocity estimate is given by
ˆ˜
Y1 = argmin
Y˜
1
‖Bˆ(2) − 2Y˜T1 Y˜1‖ s.t. rank(Y˜1) = P
= Λ1/2y V
T
y , (31)
where Λy and Vy contain the first P nonzero eigenvalues and corresponding eigenvectors of Λy and Vy respectively.
2) Estimating the unknown rotation: The MDS-based solution (31) yields the relative velocity upto a rotation and translation,
which is not sufficient to reconstruct the time-varying relative position using (8). To estimate the unique rotation matrix, we
vectorize (30a), apply the transformation (1), and solve the following constrained cost function
argmin
H1
‖Φˆvec(H1)− vec(Bˆ(1))‖2 s.t HT1H1 = IP , (32)
where Φˆ = (IN2 + J)(
ˆ˜
YT1 ⊗ Xˆ
T
), {Xˆ, ˆ˜Y1} are estimates obtained from (28) and (31) respectively and, J is a permutation
matrix such that (2) holds.
Thus, under linear velocity assumption, the relative velocity Y1 = H1Y˜1 up to a translation can be reconstructed for a
general P dimensional scenario using the estimators (31) and (32). It is worth noting that the LMDS solution is feasible, only
under the constant velocity assumption. In general, the assumption on linear motion is not always valid and hence we address
the more general kinematic motion in the following sections.
B. Lyapunov-like equations
More generally, when the nodes are in non-linear motion, the kinematics Ym ∀ m ≥ 1 exists and must be estimated. To
solve for the relative kinematics in this scenario, we refer back to our relative kinematic model (18). For any M ≥ 1, the
model (18b)
BM = X
TYM +Y
T
MX, (33)
is the relative Lyapunov-like equation [20], [21], where BM is the N−dimensional measurement matrix and YM is the M th
order kinematics to be estimated. As pointed out in Remark 1 in Section II-D, BM can be constructed by B
(M) and lower
order relative kinematics {Ym}M−1m=1 . The above equation is very similar, but not the same as the following equations,
AHY +YA = B,
AY +YA = 0,
AY +YC = E,
which are the (continuous) Lyapunov equation, commutativity equation [22, chapter 4] and Sylvester equation [23], [24]
respectively, where the unknown matrix Y has to be estimated, given A,B,C,E. The solutions to these equations exist and
are extensively investigated in control theory literature [25]. However the Lyapunov-like equation (33) has received relatively
less attention. The Lyapunov-like equation has a straight forward solution for P = 1. But, for P ≥ 2, although a general
solution was proposed by Braden [26], a unique solution to (33) does not exist which we discuss in Appendix B.
Now, vectorizing (33) and using (1), we aim to solve
yˆ
M
= argmin
y
M
‖(IN2 + J)(IN ⊗XT )yM − bM‖2
= argmin
y
M
‖Ay
M
− bM‖2, (34)
where
A = (IN2 + J)(IN ⊗XT ) ∈ RN
2×NP , (35a)
y
M
= vec(YM ) ∈ RNP×1, (35b)
bM = vec(BM ) ∈ RNP×1, (35c)
and J is an orthogonal permutation matrix (2). The matrix (IN ⊗XT ) ∈ RN2×NP is full column rank, since X is typically
non-singular. However, the sum of permutation matrices (IN2 +J) ∈ RN2×N2 is always rank deficient by at least
(
N
2
)
. Hence,
the matrix primary objective function A is not full column rank, but is rank deficient by at least P¯ , 0.5P (P − 1), which
is discussed in Appendix B. In (33), since the translational vectors of both X and YM are projected out using the centering
matrix P, the P¯ dependent columns in A indicate the rotational degrees of freedom in a P -dimensional Euclidean space.
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C. Lyapunov-like least squares (LLS)
A unique solution to the Lyapunov-like equation is not feasible without sufficient constraints on the linear system (34). Let
Aˆ be an estimate of the A, obtained by substituting the estimated relative position Xˆ (28). Similarly, let bˆM be an estimate
of bM obtained by substituting the range parameters and appropriate relative kinematic matrices upto order M − 1. Then the
constrained Lyapunov-like least squares (LLS) solution to estimating the relative kinematic matrices is given by minimizing
the cost function
yˆ
M,lls
= argmin
y
M
‖Aˆy
M
− bˆM‖2 s.t. C¯yM = d¯, (36)
where C¯ is a set of non-redundant constraints. The above optimization problem has a closed-form solution, given by solving
the KKT equations (Appendix C).
D. Weighted Lyapunov-like LS (WLLS)
In reality, both A and b are plagued with errors and hence the solution to the cost function (36) is sub-optimal. Let W¯
be an appropriate weighting matrix on the Lyapunov-like equation, then the Weighted Lyapunov-like Least Squares (WLLS)
solution is obtained by minimizing the cost function
yˆ
M,wlls
= argmin
y
M
‖W¯1/2M
(
Aˆy
M
− bˆM
)‖2 s.t. C¯y
M
= d¯, (37)
which, similar to (36), can be solved using the constrained KKT solutions (Appendix C). An appropriate choice of the weighting
matrix W¯M will be discussed in Section VI-D.
E. Choice of constraints: Relative immobility
In the absence of absolute location information, a unique solution is feasible if the relative motion of at least P nodes or
features are invariant (or known) over a small time duration ∆t. In an anchorless framework, a set of given nodes would
have equivalent relative kinematics, if they are identical in motion upto a translation or if they are immobile for the small
measurement time ∆t. Such situations could arise, for example, in underwater localization, when a few immobile nodes could
be fixed with unknown absolute locations, which in turn could assist the relative localization of the other nodes. For P = 2,
if the first P nodes are relatively immobile for the small measurement time, a valid constraint for (36) and (37) is
C¯1 =
[
I2 −I2 0
]
, d¯1 = 0, (38)
which can be readily extended for P > 2 and if required, for a larger number of immobile nodes. In essence, the relative
immobility constraint reduces the parameter space in pursuit of a unique solution for the ill-posed Lyapunov-like equation.
F. Time-varying relative position
In this section, we solved for the relative kinematics of motion, using the range parameters and relative position estimates.
When the nodes are in linear motion, the first-order relative kinematics can be estimated using the LMDS algorithm (31, 32).
More generally, for estimating the relative kinematics in a non-linear scenario, we solve the Lyapunov-like equation (33) using
constrained Least squares (36, 37). Substituting these estimates in (10), an estimate of the relative time-varying position is
Sˆ(t) = Xˆ+ Yˆ1(t− t0) + 0.5Yˆ2(t− t0)2 + . . . (39)
where Xˆ is a relative position estimate from (28) and {Yˆ1, Yˆ2, . . .} are the estimates from (36) or (37). In the following
section, we aim to estimate the absolute kinematics of the nodes and subsequently the time-varying absolute position.
V. ABSOLUTE KINEMATICS
In this section, we solve for the absolute kinematics YM , given BM and the relative position X. We have from (19),
XTYMP+PY
T
MX = BM . (40)
The above equation is similar, but not the same, to the generalized (continuous-time) Lyapunov equation
ATYC+CTYA = B,
where A,B,C are known square matrices [27]. We now vectorize (40) and aim to minimize the following cost function
yˆM = argmin
yM
‖AyM − bM‖2, (41)
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where
A = (IN2 + J)(P ⊗XT ) ∈ RN
2×NP , (42a)
yM = vec(YM ) ∈ RNP×1, (42b)
and bM is given by (35c). In comparison to (34), the matrix (IN ⊗XT ) is replaced with (P ⊗XT ) in (42a). The rank of
the centering matrix P is N − 1 and since X is typically full row rank, the Kronecker product is utmost of rank NP − P .
This rank-deficiency of P is also reflected in the matrix A. Unlike A which has P¯ dependent colomns, A is rank-deficient
by
(
P+1
2
)
= P¯ + P . The additional P dependent columns are perhaps not surprising, as they indicate the lack of information
on the translational vector, i.e., the group center of the M th order kinematic matrix.
A. Generalized Lyapunov-like least squares (GLLS)
In pursuit of a unique solution to the rank-deficient system (41), we propose a constrained generalized Lyapunov-like least
squares (GLLS) to estimate the absolute kinematic matrices which is obtained by minimizing the cost function
yˆM,glls = argmin
yM
‖AˆyM − bˆM‖2 s.t. CyM = d, (43)
where Aˆ and bˆM are estimates of A and bM respectively. The matrix C is a set of non-redundant constraints, which will be
discussed in Section V-C.
B. Weighted generalized Lyapunov-like LS (WGLLS)
The performance of the estimator can be improved by weighting the cost function (43), i.e.,
yˆM,wglls = argmin
yM
‖W1/2M
(
AˆyM − bˆM
)‖2 s.t. CyM = d, (44)
which yields the weighted generalized Lyapunov-like least squares (WGLLS) solution (see Appendix C), where WM is an
appropriate weighting matrix (see Section VI-D).
C. Choice of constraints: Anchor-aware network
For an anchored scenario, if the M th order absolute kinematics of a few nodes are known, then the absolute velocity,
acceleration and higher order derivatives can be estimated. A straightforward minimal constraint for the feasible solution is
then
C1 =
[
IP¯+P , 0
]
, (45)
where without loss of generality, we assume the first P¯ + P parameters are known.
D. Time-varying absolute position
In (43, 44), we solved for the absolute kinematics given the measurement matrix BM and the relative position, using
constrained Least squares estimators. Given these estimates, we have from (4)
Sˆ(t) = Xˆ+ Yˆ1(t− t0) + 0.5Yˆ2(t− t0)2 + . . . , (46)
where Sˆ(t) is an estimate of the time-varying absolute position, Xˆ is an estimate of the relative position (28), and {Yˆ1, Yˆ2, . . .}
are the absolute kinematic estimates obtained by solving (43) or (44).
VI. CRAME´R-RAO BOUNDS
The Crame´r-Rao lower Bound (CRB) sets a lower bound on the minimum achievable variance of any unbiased estimator.
In this section, we derive the CRBs for the estimated parameters based on the presented data models. In the following section,
we will use these bounds to benchmark the performance of the proposed estimators.
A. Range parameters
We begin by deriving the lower bounds on the range parameters. Let ψ = [rT , r˙T , r¨T , . . .]T and let ψˆ be the corresponding
estimate, then the CRB Σψ , E
{
(ψˆ −ψ)(ψˆ −ψ)T
}
on the range parameters for the linear model (24) is
Σψ ≥ Γ
(
VTΣ−1V
)−1
Γ =


Σr ∗ ∗ ∗
∗ Σr˙ ∗ ∗
∗ ∗ Σr¨ ∗
∗ ∗ ∗ . . .

 , (47)
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where Σψ is the covariance of ψ and Σ is the covariance of the noise on the timestamps defined in (25). Here, the covariance
matrices {Σr,Σr˙,Σr¨, . . .} are the lowest achievable bounds for the corresponding range parameters {r, r˙, r¨, . . .}. The entries
not of interest are denoted by ∗ and Γ = diag(γ)⊗ IN¯ is a transformation matrix, where γ is given by (21). It is worth noting
that our proposed solution (26) achieves this lower bound for an appropriate L.
B. Relative position
The CRB on the relative positions y0 , vec(X) is given by the inverse of the Fisher Information Matrix (FIM) i.e.,
Σx , E
{
(yˆ0 − y0)(yˆ0 − y0)T
} ≥ F†x, (48)
where yˆ0 is an estimate of the unknown relative position y0, Σx is the covariance of yˆ0 [18] and the FIM Fx ∈ RNP×NP is
Fx = J
T
x Σ¯
−1
r Jx, (49)
where Σ¯r , bdiag(Σr,Σr), Jx is the Jacobian [18, Appendix C] and Σr is obtained from (47). In the absence of known
anchors in the network, the FIM is inherently nonlinear and hence we employ the Moore-Penrose pseudoinverse in (48).
C. Kinematics
We now derive the lower bounds on the variance of the estimates of the relative kinematics y
M
= vec(YM ) and absolute
kinematics yM = vec(YM ). The Gaussian noise vectors plaguing the cost functions (34) and (41) are modeled as
ρ
M
∼ N (Ay
M
− bM ,Σρ,M ), (50)
ρM ∼ N (AyM − bM ,Σρ,M ), (51)
where ρM ,ρM are N
2 dimensional noise vectors, and the corresponding covariance matrices are of the form
Σρ,M , E
{
ρ
M
ρT
M
} ≈ Ay,MΣ¯xATy,M +Σb,M , (52a)
Σρ,M , E
{
ρMρ
T
M
} ≈ Ay,MΣ¯xATy,M +Σb,M , (52b)
where
Ay,M = (IN2 + J)(IN ⊗YTM ) ∈ RN
2×NP , (53a)
Ay,M = (IN2 + J)(P ⊗YTM ) ∈ RN
2×NP , (53b)
and an expression for Σb,M is derived in Appendix D.
1) Unconstrained CRBs: The lowest achievable variance by an unbiased estimator is given by
Σy,M , E
{
(yˆ
M
− y
M
)(yˆ
M
− y
M
)T
}
≥ F†y,M , (54a)
Σy,M , E
{
(yˆM − yM )(yˆM − yM )T
} ≥ F†y,M , (54b)
where the corresponding FIMs are given by
Fy,M = A
TΣ
†
ρ,MA, (55a)
Fy,M = A
TΣ
†
ρ,MA. (55b)
It is worth noting that the Moore-Penrose pseudoinverse is employed since the FIM is rank-deficient, and consequently the
derived bounds (54) are oracle-bounds.
2) Constrained CRBs: When the FIM is rank-deficient, a constrained CRB can be derived given differentiable and deter-
ministic constraints on the parameters [28]. Let U¯,U be an orthonormal basis for the null space of the constraint matrices
C¯,C, then the constrained Crame´r-Rao bound (CCRB) on the M th order kinematics are given by
ΣCy,M , E
{
(yˆ
M
− y
M
)(yˆ
M
− y
M
)T
}
≥ U¯(U¯TFy,MU¯)−1U¯T , (56a)
ΣCy,M , E
{
(yˆM − yM )(yˆM − yM )T
}
≥ U(UTFy,MU)−1UT , (56b)
where the FIMs are given by (55).
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Fig. 2: Range parameters: Varying K : RMSEs (and RCRBs) of relative range parameters (r, r˙, r¨) for varying number of communications
(K) between the N = 10 mobile nodes for σ = 0.1 meters. Varying σ: RMSEs (and RCRBs) of relative range parameters (r, r˙, r¨) for
a network of N = 10 nodes exchanging K = 10 timestamps, where the noise on the time markers (σ) is varied. Unlike our previous
experiments [14], [18], we consider acceleration in the current setup.
X =
[−244 385 81 −19 −792 −554 −965 −985 −49 −503
−588 −456 −992 −730 879 970 155 318 −858 419
]
m (58a)
Y1 =
[−5 −5 −6 6 −1 2 1 −5 9 −5
−8 −8 −7 −9 −3 −2 −2 −10 2 −1
]
ms−1 (58b)
Y2 =
[−0.17 −0.17 0.22 −0.07 0.21 −0.15 0.55 −0.72 −0.49 −0.34
0.42 0.42 0.98 0.73 0.48 0.08 −0.43 −0.14 0.56 0.91
]
ms−2 (58c)
D. Choice of weighting matrices W¯M ,WM
To admit a BLUE solution, we use the inverse of the covariance matrices Σρ,M ,Σρ,M as weights to solve the regression
problems (37) and (44), i.e.,
W¯M , Σˆ
†
ρ,M =
(
Aˆy
ˆ¯ΣxAˆ
T
y + Σˆb,M
)†
, (57a)
WM , Σˆ
†
ρ,M =
(
Aˆy
ˆ¯ΣxAˆ
T
y + Σˆb,M
)†
, (57b)
where the estimates Aˆy, Aˆy are obtained by substituting YˆM from LLS [(36) and (43)], in (53),
ˆ¯Σx is an estimate of (48)
and Σˆb,M is derived in Appendix D from appropriate range parameter estimates.
VII. SIMULATIONS
In this section, we conduct experiments to validate the proposed data model, and the solutions against their respective derived
lower bounds. A network of N = 10 nodes is considered in P = 2 dimensional space, with instantaneous position, velocity
and acceleration values arbitrarily chosen as in (58), such that the constraint (38) holds. All the nodes communicate with each
other within a small time-interval of ∆T = [Tij,k, Tji,k] = [−1, 1] seconds, wherein the transmit time markers are chosen to
be linearly spaced Without loss of generality, we are interested in the instantaneous kinematics of the nodes at time instant
t0 = T0 = 0.
We assume that all the pairwise communications are independent of each other, i.e., Σ = σ2IN¯K . The metric used to
evaluate the performance of the range parameters is the root mean square error (RMSE), given by
RMSE(z) = N−1z
√√√√N−1exp
Nexp∑
n=1
‖zˆ(i)− z‖2, (59)
where zˆ(i) is the estimate of the unknown vector z ∈ RNz×1 related to the ith run of Nexp = 500 Monte Carlo runs. To
evaluate the estimates of the relative and absolute kinematic matrices, we use z = vec(U), where U is the matrix under
evaluation. To qualify these estimates, the square root of the Crame´r-Rao Bound (RCRB) is plotted along with the respective
RMSE. It is worth noting that the theoretical lower bounds for the range parameters (47), and subsequently the bounds for
relative position (49) and node kinematics (54, 56) are dependent on the covariance of the noise on time markers i.e., Σ.
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Fig. 3: Relative Kinematics: Varying K: RMSEs (and RCRBs) of (a) Relative position (X), (b) Relative velocity (Y
1
) and (c) Relative
acceleration (Y
2
) for varying number of communications (K) between the N = 10 mobile nodes for σ = 0.1 meters. Varying σ: RMSEs
(and RCRBs) of (d) Relative position (X), (e) Relative velocity (Y
1
) and (f) Relative acceleration (Y2u), for a network of N = 10
exchanging K = 10 timestamps, where the Noise on the time markers (σ) is varied.
For all the proposed estimators in Sections VII A-C , we conduct two types of experiments. Firstly, for (a) varying number
of pairwise communications K from 0 to 100, with constant noise of σ = 0.1m, and secondly for (b) varying SNR from
[−10, 10] dB meter with a fixed K = 10 time-stamp exchanges. The noise considered on the time-markers is typical of TWR
based fixed localization experiments [29].
A. Range parameters
We employ the dynamic ranging algorithm (26) for L = 3, to estimate the desired range coefficients from the time-varying
propagation delays. In comparison to our previous experiments [14], [18], we additionally consider acceleration in the current
simulation. Fig. 2 shows the RMSE and RCRB of the first 3 range coefficients, for both varying K and varying SNR, where we
observe that the RMSEs achieve the corresponding derived RCRBs asymptotically. Observe that in the Monte carlo experiments,
we consider the noise on the time makers, whereas the lower bounds are derived on the data model with approximated noise
(24). Hence, the RMSEs achieving the correponding RCRBs validates our noise approximation discussed in Appendix A for
the given experimental setup. For the linear model (24), the proposed solution is the minimum variance unbiased estimator
under Gaussian noise assumption. In this simulation, without loss of generality, we assume that the order of approximation L
is known. Alternatively, iterative solutions such as iMGLS [14] can be employed to estimate L. For a detailed discussion on
the effect of L on the distance estimation, particularly for an asynchronous network, see [14].
B. Relative kinematics
The estimated relative range parameters yield the desired relative kinematics matrices. Fig. 3 shows the RMSEs (and RCRBs)
of all the relative kinematic estimates. The MDS-based relative position estimates presented in Fig. 3(a) and Fig. 3(d), perform
well against the derived oracle-bound, which was also observed in [14]. In case of the relative velocity and acceleration,
we assume the minimal constraint C¯1 for analysis. Note that the unconstrained oracle-bounds are lower as compared to the
CCRB, for a fixed SNR and increasing K. The WLLS solution outperforms the LLS solutions for both velocity and acceleration
estimation, and asymptotically achieve the derived respective CCRBs.
To compare the performance of the proposed relative velocity estimator against the MDS-based relative velocity estimation
(31), we perform another experiment. The MDS-based algorithm for relative velocity estimation assumes the nodes are in linear
motion. Hence, we set Y2 = 0P,N in (58) and re-implement the dynamic ranging algorithm for L = 2 and plot the standard
deviation of the estimates in Fig. 4. Under the constant velocity assumption, the CCRB is comparable to the oracle-bound.
The proposed WLLS solution outperforms the MDS-based estimator, especially for higher SNR and lower number of pair-wise
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Fig. 4: Comparison of relative velocity estimators: RMSEs (and RCRBs) of relative range parameters Y1 for varying number of
communications (K) for σ = 0.1 meters (top) and varying σ (bottom) between the N = 10 mobile nodes.
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Fig. 5: Absolute Kinematics: Varying K: RMSEs (and RCRBs) of (a) Absolute velocity (Y1) and (b) Absolute acceleration (Y2) for
varying number of communications (K) between the N = 10 mobile nodes for σ = 0.1 meters. Varying σ: RMSEs (and RCRBs) of (c)
Absolute velocity (Y1) and (d) Absolute acceleration (Y2), for a network of N = 10 nodes exchanging K = 10 timestamps, where the
noise on the time markers (σ) is varied.
communications. This is perhaps not surprising, since the MDS-based estimator relies on all the R, R˙, R¨ where the noise
variance on these regression coefficients typically increase with the range-order for a Taylor basis (see Fig. 2). In comparison,
the WLLS solution is dependent only on range R and range rates R˙.
C. Absolute kinematics
Fig. 5 shows the RMSEs and the corresponding RCRBs of the absolute velocity Y1 and acceleration Y2. We assume
constraint (45) to solve the proposed GLLS (43) and WGLLS (44) algorithms. The proposed estimators are seen to converge
asymptotically to the derived CCRBs, while the CCRB itself is an order higher than the theoretical oracle-bound. The
performance of the absolute kinematics is very similar to that of the relative kinematics (see Fig. 3), which is due to the
fact that the FIMs in both scenarios are dominated by the singular values of the relative position matrix.
D. Relative and absolute time-varying positions
The estimation of the node kinematics enable us to reconstruct the time-varying relative positions S(t) and time-varying
absolute positions S(t), from (39) and (46) respectively. We conduct experiments to study the effect of the proposed estimators
on the time-varying positions. The RMSE plot for the absolute and relative time-varying positions around the region of interest
at t0 = 0 are shown in Fig. 6, where the number of communications are varied as K = [50, 100, 500] with a Gaussian noise
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Fig. 6: Position over time: RMSEs of relative position S(t) and absolute position S(t) over time for K = [50, 100, 500] communications
between a cluster of N = 10 mobile nodes, with σ = 1 meter.
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Fig. 7: Effect of increasing constraints: Relative kinematics: RMSEs (and RCRB) of (a) Relative velocity (Y
1
) and (b) Relative acceleration
(Y
2
) for varying number of relatively immobile nodes. Absolute kinematics: RMSEs (and RCRBs) of (c) Absolute velocity (Y1) and (d)
Absolute acceleration (Y2) for varying number of known node kinematics
on the distance of σ = 1 meter. For K = 500, the RMSE estimate of both the relative and absolute position around t0 shows
an improvement by an order magnitude in comparison to the noise on the distance measurement, for the given experimental
setup. This gain is primarily contributed during dynamic ranging, where K data points are averaged using the Taylor basis
which yields a factor
√
K improvement on the estimate of the range parameters. Secondly, the performance deteriorates as
we move away from t0, which is a typical characteristic of the Taylor approximation. However, if Doppler measurements are
available for radial velocities and other higher order derivatives, then the standard deviation of the estimators can be further
reduced.
E. Choice of constraints
In the previous sections, we evaluated the proposed algorithms under minimal constraints. Now, we perform experiments
to understand the effect of incorporating additional constraints (or references) on the performance of the proposed estimators.
These additional constraints implicitly reduce the parameter subspace, and consequently affect the overall RMSE of the proposed
estimators. In order to understand this variation, we set Nz = 1 in our performance metric (59) for the following simulations.
To estimate the relative kinematics in a 2 dimensional scenario, a unique solution is feasible if at least 2 nodes are relatively
immobile (see Appendix B). If more nodes are immobile, then the constraints in (38) can be readily extended to incorporate this
supplementary information. Similarly, in case of absolute velocity and acceleration estimation, a minimum of at least 2 node
kinematics must be known. Therefore, in the following experiments we vary the number of known kinematics (or immobile
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nodes) from 2 to 6, for a fixed number of two way communications K = 100 with σ = 0.1 meters. Fig. 7 shows the results
of the GLLS and WGLLS algorithms for estimating the absolute and relative kinematics, along with the respective CCRBs.
Not surprisingly, we observe an improvement in the performance of the algorithms with the additional constraints. In addition,
unlike the GLLS estimator, the WGLLS estimator asymptotically achieves the respective CCRBs.
VIII. CONCLUSIONS
Understanding the relative kinematics of an anchorless network of mobile nodes is paramount for reference-free localization
technologies of the future. We presented a novel data model which relates the time-varying distance measurements to the M th
order relative kinematics for an anchorless network of mobile nodes. The derived data model takes the form of a Lyapunov-like
equation, which under certain constraints, can be recursively solved for estimating the relative velocity, acceleration and higher
order derivatives. Closed form constrained estimators, such as the LS and WLS are proposed, which are also the BLUE for
the given data model. Crame´r-Rao lower bounds are derived for the new data model and the performance of the proposed
algorithms is validated using simulations. Although our focus is on relative localization, the proposed model and solutions can
be broadly applied to understand feature variations in Euclidean space, with applications in general exploratory data analysis.
In our future work, we are keen in addressing two research challenges. Firstly, our focus in this article has been on finding
unique solutions to time-derivatives of the relative position matrix. To this end, unbiased constrained estimators are proposed
to solve the under-determined Lyapunov-like equation. However, more generally, regularized algorithms can be employed,
such as Ridge regression [30], subset selection [31] or Lasso [32], without the need for equality constraints on the cost
function. The estimates of such unconstrained algorithms can be corroborated against the unconstrained Crame´r-Rao bound
derived in this article. Furthermore, the algorithms are inherently centralized in nature, which could be distributed for resource
constrained implementation. Finally, the proposed framework is particularly helpful for cold-start scenarios when there is no
apriori information on the position or higher order kinematics. In practice, given the cold-start solution on relative velocity and
higher order kinematics, a state-space model readily emerges for dynamic tracking of the relative positions over time, which
can be elegantly solved using adaptive filters.
APPENDIX A
APPROXIMATE NOISE MODEL
To estimate the range parameters from time-varying propagation delays, we presented the dynamic ranging model in (24),
with additive Gaussian noise i.e.,
Vθ = τ + η, (60)
where V is the Vandermonde-like matrix, θ contains the unknown range coefficients, τ contains all the propagation delays
and η is the noise vector plauging the propagation delays. In practise, the noise is on the time markers and subsequently on
the Vandermonde matrix. However, under certain nominal assumptions, the above model is valid, which we discuss in this
section.
We begin with the noiseless pairwise time-varying dynamic ranging model, which we recollect from (22) as below
rij + r˙ij∆Tk + r¨ij∆T
2
k + . . . = |Tij,k − Tji,k| = τij,k, (61)
where we introduce ∆Tk = (Tij,k−T0) for notational simplicity. In reality, there is noise plaguing the time markers and hence
we have,
rij + r˙ij(∆Tk + ηi,k) + r¨ij(∆Tk + ηi,k)
2 + . . . = τij,k + ηij,k, (62)
where {ηi,k, ηj,k} are the noise terms on the time markers at node i and node j respectively, and ηij,k = ηi,k − ηj,k is the
pairwise noise error of the node pair (i, j). Expanding the polynomial and rearranging the terms, we have
rij + r˙ij∆Tk + r¨ij∆T
2
k + . . .+ η¯i,k = τij,k + ηij,k. (63)
Here η¯i,k is the cumulative noise error from the Taylor approximation, which is expressed as
η¯i,k = ηi,k
(
r˙ij,k + 2r¨ij,k∆Tk + . . .
)
+ η2i,k
(
r¨ij,k + . . .
)
+ . . . ≈ 0, (64)
and approximated to 0. This approximation is valid under two assumptions. Firstly, we assume that the time stamps are
measured with high SNR, i.e., we consider standard deviations of ≤ 10−7 seconds on the time stamps, which is necessary to
achieve meter level accuracies is conventional two-way ranging based localization solutions [33], [34]. As a consequence, we
ignore the second order noise term η2i,k, and other higher order noise terms in (64). Secondly, observe from definition (21)
that the coefficients {r˙, r¨, . . .} are scaled by c−1, where c = 3× 108 m/s for free space. Therefore, the Taylor coefficients are
significantly small and subsequently, the term (r˙ij,k + 2r¨ij,k∆Tk + . . .) is negligible for a measurement period of upto a few
seconds. This is a pragmatic assumption, since we are only interested in the instantaneous relative kinematics of the nodes
around a small time interval. In summary, for small measurement periods in high SNR scenarios, the noise parameter η¯i,k ≈ 0,
and under these assumptions (24) holds.
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APPENDIX B
UNDERDETERMINED LYAPUNOV-LIKE EQUATION
Theorem 1 (Underdetermined Lyapunov-like equation): Given X ∈ RP×N and B ∈ RN×N for N > P , the Lyapunov-like
equation
XTY +YTX = B, (65)
is rank-deficient by at least P¯ =
(
P
2
)
.
Proof: Let the singular value decomposition of X be
X = Ux
[
Λx 0
]
VTx , (66)
whereΛx ∈ RP×P is a diagonal matrix containing the singular values andUx ∈ RP×P , andVx ∈ RN×N are the corresponding
singular vectors. Then, (65) is [
Λx 0
]T
Y˜ + Y˜T
[
Λx 0
]
= B˜, (67)
where
B˜ =
[
B˜11 B˜12
B˜T12 B˜22
]
= VTxBxVx, (68)
Y˜ =
[
Y˜1 Y˜2
]
= UTxYVx, (69)
where Y˜1 ∈ RP×P , Y˜2 ∈ RP×N−P and B˜22 = 0 for the equation to be consistent. A solution to the system (65) is obtained
by solving for Y˜ the set of equations,
ΛxY˜1 + Y˜
T
1 Λx = B˜11, (70)
ΛxY˜2 = B˜12. (71)
An estimate for Y˜2 is straightforward and is given by
ˆ˜
Y2 = Λ
−1
x B˜12. Let Λ˜x, Y˜1 and B˜11 be partitioned into[
σ1 0
0 Λx,1
]
,
[
y11 y˜12
y˜21 Y˜1,1
]
,
[
b˜11 b˜12
b˜T12 B˜11,1
]
, (72)
then (70) is equivalent to solving
y11 = b˜11/2σ1, (73)
σ1y˜12 + y˜
T
21Λx,1 = b˜12, (74)
Λx,1Y˜1,1 + Y˜
T
1,1Λx,1 = B˜11,1. (75)
Note that the solution to y11 in (73) is straightforward, however the solution to off-diagonal terms y˜12, y˜21 is underdetermined.
Furthermore, since (75) is in form similar to the (70), Y˜1,1 can be estimated recursively [35]. Thus, the diagonal terms of
the P dimensional matrix Y˜1,1 can be estimated, however to resolve the ambiguity of the off-diagonal terms atleast P¯ =
(
P
2
)
constraints are required.
APPENDIX C
KARUSH-KUHN-TUCKER (KKT) EQUATIONS
A solution to minimize the equality constrained function of the form
min
y
‖Ay − b∥∥2 s.t. Cy = d, (76)
is obtained by solving the Karush-Kuhn-Tucker (KKT) system of equations,[
yˆ
λˆ
]
=
[
2ATA CT
C 0N2,N2
]−1 [
2ATb
d
]
, (77)
where yˆ is an estimate of the unknown parameter y and λˆ collects the corresponding Lagrange multipliers. The problem has
a feasible solution provided
[
A
C
]
is full column rank [36].
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APPENDIX D
EXPRESSION FOR Σb,M
We present an explicit expression for the covariance matrix Σb,M , which is obtained by ignoring higher order noise terms
i.e., for sufficiently large SNR. For M = 1, i.e., relative velocity, we have
Σb,1 ≈ P˜
(
ΨrΣ¯r˙Ψr +Ψr˙Σ¯rΨr˙
)
P˜, (78)
and for M = 2, i.e., relative acceleration, we have
Σb,2 ≈ P˜
(
ΨrΣ¯r¨Ψr +Ψr¨Σ¯rΨr¨ + 4Ψr˙Σ¯r˙Ψr˙
)
P˜
+ 4ΨyΣ¯x˙Ψy, (79)
where we P˜ , P ⊗ P, Ψr , diag
(
vec
(
R)
)
,Ψr˙ , diag
(
vec
(
R˙)
)
and Ψr¨ , diag
(
vec
(
R¨)
)
. The matrix Ψy = Ay,1
for absolute kinematics and Ψy = Ay,1 for relative kinematics. Observe that the diagonal elements of the range parameters
R, R˙, R¨, . . . contain zeros and consequentially the matrices Ψr,Ψr˙,Ψr¨, . . . are singular. Hence the covariance matrix Σb,M is
in general rank deficient. Furthermore, Ay in (53b) is rank deficient by definition and subsequently Σρ (52) is ill-conditioned
and therefore, we use the Moore-Penrose pseudo-inverse in (55) and (57). An expression for higher order M > 2 can be
similarly derived.
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