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Abstract
This paper presents an approach towards the deﬁnition
of a formal framework for rhetorical argumentation. Be-
fore describing the competence theory behind the frame-
work, we introduce the notion of rhetorical argument,
and describe the New Rhetoric, a well known theory in
the philosophy of argumentation, upon which our work
is based.
1 Motivation
The study of argumentation has undergone periods of
decadence alternate with periods of renaissance. Cur-
rently, we are witnessing one of the latter, as proved
by research ﬂowering in many issues and aspects, both
in Philosophy and in Artiﬁcial Intelligence. The work
presented in this paper is concerned in particular with
rhetorical argumentation, which on the other hand has
enjoyed consideration to a somewhat lesser extent. By
rhetorical argument we want to denote arguments which
are both heavily based on the audience’s perception of
the world, and concerned more with evaluative judg-
ments than with establishing the truth or otherwise of a
proposition, like those in the following dialogue1:
A Do you like cooking?
B Not especially. [...] Cooking feels to me like a
lot of effort for something (ie. eating) that’s over
quite quickly. Also, I often feel tired at the end of a
day’s work and don’t want to spend too much time
in the kitchen.
A You do not cook just because you have to eat!
Cooking can be a very relaxing and interesting ac-
tivity, better than watching TV!
B I know you’re right but that still doesn’t make it
easy to do!
Previous research on argumentation in AI has concen-
trated either on logic based approaches, typically with
a focus on negotiation, or on discourse modelling ap-
proaches, with argumentative discourse as a by-product
of more general discourse structures. We want to speciﬁ-
cally focus on discourse which is rhetorically argumenta-
tive, and we do this by explicitly drawing upon concepts
1The dialogue is taken from a corpus of e-mail conversations col-
lected at the beginning of our investigation (Grasso et al., 2000).
in the philosophy of argument. This makes our approach
different from those to the study of rhetorical discourse,
usually based on linguistic or psycho-linguistic theories.
In this paper we focus mainly on the competence the-
ory behind our framework (Cohen and Perrault, 1979),
and we will therefore ignore any reasoning or planning
mechanism. Before presenting our framework, the paper
will brieﬂy explain the philosophical aspects of our work
and the argumentation theory upon which it is based.
2 A Theory of Rhetorical Argumentation
We think of rhetorical argumentation, in a tradition go-
ingbacktoCoraxandTisiasin500BC,asargumentation
where the emphasis is put more on the audience than on
the argument itself, with the rhetorician concerned with
ﬁnding what will persuade in the given circumstances
(Aristotle, 350 BC), by appealing to the audience’s set
of beliefs in order to achieve persuasiveness to that audi-
ence, rather than general acceptability. The richest sort
of argument for Aristotle, with premises which are not
only deductive and dialectical, but also related to extra-
rational factors, it is unfortunate that with time rhetorical
arguments have acquired the reputation of being artiﬁ-
cious, futile, insincere. So much so that their peculiari-
ties have been much less investigated in the modern phi-
losophy of argument, where a larger emphasis has been
placed, instead, on the analysis of the structure of good
arguments, in an attempt to capture, for argumentation,
a formal aspect which could afﬁliate its study with the
study of other, typically formal sciences, such as logic
or mathematics (van Eemeren and Grootensdorst, 1992;
Toulmin, 1958; Walton, 1989).
In a project aimed at giving back to rhetoric its de-
served place in the study of argumentation, philosophers
Perelman and Olbrechts-Tyteca published in 1958 a the-
ory which they called the New Rhetoric, by referring
explicitely to Aristotle’s deﬁnition. The theory aims at
identifying “discursive techniques allowing us to induce
or to increase the mind’s adherence to the thesis pre-
sented for its assent” (Perelman and Olbrechts-Tyteca,
1969, p. 4). With a Fregean approach that goes from
examples to generalisation, rather than by establishing
a “logic” or argumentation, the work is descriptive: a
collection of argument schemata which are successful inpractice, ordered and classiﬁed in terms of an ontologi-
cal account of the objects of the argumentation, and the
types of audience’s beliefs the schemata exploit.
The treatise starts by analysing the concept of what
can serve as premises in argumentation, that is what the
speaker can assume adherence to by the audience in or-
der to build up the argument. Such beliefs, or “objects
of adherence”, account not only for factual knowledge,
but also for less clear cut beliefs and feelings. The
theory infact distinguishes between premises relating to
the “real”, consisting of statements that are believed to
a greater (“facts”) or lesser (“presumptions”) extent by
the audience, and of more general conceptions the au-
dience accept (“truths”, like scientiﬁc or religious theo-
ries), and premises relating to the “preferable”, express-
ing the preferences of the audience (“values”) and their
priorities (“hierarchies”).
Dealing with discoursive techniques, Perelman and
Olbrechts-Tyteca are not only preoccupied with the
agreement and choice of premises, but also with how
premises are presented to the audience: the exposition of
the argument is sometimes more important than its valid-
ity. The New Rhetoric is, in fact, a collection of ways for
arrangingpremisesandconclusions, thatisschematathat
are successfully used by people in ordinary discourse.
The main objective of each schema is to exploit associa-
tions among concepts, either known or new to the audi-
ence, in order to pass the audience’s acceptance (positive
ornegative)fromoneconcepttoanother. Thedescription
of the schemata is augmented with both practical exam-
ples and potential weaknesses, or counterarguments. A
discussion of one of these schemata is given later, as an
example.
The theory has inspired our framework in many ways,
from the model of argumentation described here, to the
tasks of knowledge and belief modelling, and dialogue
structuring (Grasso et al., 2000; Grasso, 2000).
3 A Framework for Rhetorical
Argumentation
If rhetorical argumentation aims at reaching an evalua-
tion of an object or state of affair, then a rhetorical ar-
gument is a way to “pass value” from one topic to an-
other, in the same way as a deductive argument “passes
truth” from one proposition to another. So, as a deduc-
tive argument expresses something like: “if X is true,
and Y derives from X, then Y is true”, a rhetorical ar-
gument expresses something like “if X has value, and
Y is related to X, than Y has value” (we will better ex-
plain what “related to” means later on). The notion of
evaluation is therefore central to our framework, and in
our vision it also has to encapsulate a perspective from
which the evaluation is made. A perspective is a way to
express what Perelman and Olbrechts-Tyteca, and indeed
classical philosophers, call a locus of argumentation, in-
dicating the fact that there are some ﬁelds, or points of
view, that help the process of evaluation of a given con-
cept. Therefore, we would want to say not only that “X
has value”, but also that “X has value from perspective
P”, hence contemplating the fact that X might have a dif-
ferent evaluation when seen from another perspective.
We will assume that the rhetorical argumentation can
take place on a certain set of objects of discourse, form-
ing an ontology. We have deﬁned elsewhere (Grasso,
2000) more comprehensively the ontology we need, but
now it will sufﬁce to say that we need a set of concepts,
Co, of an ontology O, and a set of relationships among
these concepts, Ro, again in the ontology O. We think
of a relationship, in this context, as any of the possible
ways in which two concepts may be linked in the on-
tology: they not only might have a semantic association
between them, but they also might be one the generalisa-
tion of the other, or they may both contribute to deﬁne a
third object, they may be an action and one of its roles,
they may have identical values for one of the attributes,
and so on and so forth. We express the fact that there
exists a relationship rk among the objects ci and cj in an
ontology O by writing that:
rk(ci;cj)
with
rk 2 Ro;ci;cj 2 Co
For the sake of simplicity in the notation, we will con-
sider, without loss of generality, only binary relations,
but the deﬁnitions below can be naturally extended to
consider n-ary relations.
Deﬁnition 1 (Evaluation) We say that there exists an
evaluation of a concept c, in the set of concepts Co of
an ontology O, from a certain perspective p, from a set
Po againintheontologyO, ifthereexistsamappingE of
the pair (c;p) into a set V of “values”. Assuming that V
is a set consisting of two elements (representing “good”
and “bad”), we write this as:
E : Co  Po ! V = fgood;badg2: (1)
2
The deﬁnition of rhetorical argument is, however, not
solely based on the notion of evaluation: to reﬂect the
communicative dimension of rhetorical argumentation,
the value passing must also be done by means of a pre-
deﬁned argumentative schema:
Deﬁnition 2 (Rhetorical Argument) We deﬁne a
rhetorical argument as the act of putting forward the
evaluation of a concept, on the basis of a relationship ex-
isting between this concept and another concept, and by
means of a rhetorical schema. If we call S the set of the
available rhetorical schemata, and E0 = Co  Po  V
the set of all the evaluations, then we deﬁne a rhetorical
argument AR as a function:
AR : E0  Ro  S ! E0 (2)
2In other words, if we have a concept ci 2 Co and an
evaluation of such concept E(ci;pi) from a given per-
spective pi 2 Po, we can put forward a rhetorical ar-
gument in favour or against a second concept cj 2 Co,
if and only if (i) a relationship exists in the ontology
between the two concepts rk(ci;cj);rk 2 Ro, and (ii)
a schema can be identiﬁed that exploits such relation
sl 2 S.
3.1 Rhetorical Schemata
In our vision of rhetorical argumentation, a rhetorical
schema is meant to express when it is admissible to use
a given relationship, by capturing the restrictions that,
from case to case, have to apply for the relationship to
be used legally, or safely. It is beyond the scope of
this exercise to establish the exact set of constraints that
need to apply to the deﬁnition of each schema, and in
this sense our approach differs perhaps from what Perel-
man and Olbrechts-Tyteca intended, and certainly differs
from other approaches, such as (Mann and Thompson,
1988) to the deﬁnition of discourse schemata. Our sole
claim is that it is important that a deﬁnition of a rhetor-
ical schema should explicitly represent its admissibility,
together with the relationship that the schema is meant to
formalise, and we propose here an ontological discussion
of what this notion of admissibility refers to, and what it
should entail.
Literature in the philosophy of argument, and in
particular in informal logic, a branch explicitly con-
cerned with analysing and evaluating natural argumen-
tation (Walton, 1989; Groarke et al., 1997; Johnson and
Blair, 1994b), provides good insights as to which char-
acteristics a good argument should possess, characteris-
tics which are well summarised in the so-called “RSA-
triangle” (Johnson and Blair, 1994a). We have already
mentioned the Acceptability criterion: as rhetorical argu-
ments have to be convincing to “the particular audience”,
one cannot ignore what that audience perceive as true, or
valuable, so the arguments have to be explicitly based on
the audience’s set of beliefs. In addition, the argument
proposed must be Relevant to the discussion, although
this is a criterion which is not simple to deﬁne univo-
cally, but depends on the context, and on presumptions
on the speaker and hearer knowledge and ability to infer
implicatures (Grice, 1975; Walton, 1998). Finally, the
argument proposed must be Sufﬁcient for the audience to
be able to reach an evaluation, by proposing a not biased
and balanced point of view (Groarke et al., 1997).
Deﬁnition 3 (Rhetorical Schema) We deﬁne a rhetori-
cal argumentation schema as a 6-tuple:
RS =< N;C;Oc;Ac;Rc;Sc > (3)
where:
 N is the name of the schema,
 C is the claim the schema supports,
 Oc are the ontological constraints the schema is
based on,
 Ac are the acceptability constraints,
 Rc are the relevance constraints, and
 Sc are the sufﬁciency constraints. 2
We explicitly differentiate among constraint types not
only for the sake of clarity, but also with operational
purposes. We assume an ordering among constraints re-
ﬂecting their importance in the context of the argument,
where those in the ﬁrst slots are more fundamental to the
evaluation of the argument than those in the last slots.
This also allows us to envisage an environment where
these constraints act in fact as a set of desiderata, that
can be relaxed if needed: so, relaxing the ontological
constraints should “cost more”, in terms of the quality
of the argument produced, than relaxing the sufﬁciency
ones. Let us examine each constraint type in turn.
Ontological Constraints The ontological constraints
represent the characterisation, in the language of the par-
ticular knowledge base in use, of the rk element of the
deﬁnition of rhetorical arguments (Def. 2), that is they
spell out how the two concepts that are used in the rhetor-
ical argument should relate to one another in the ontol-
ogy. It should be therefore clear that they represent the
condition sine qua non for the application of the schema:
when putting forward the schema, the speaker have to
believe that the schema can be actually applied, and the
value passing can take place3. An argument where vio-
lation of the ontological constraints occurs is therefore a
deceptive argument from the speaker’s side.
Acceptability Constraints The acceptability con-
straints accounts for the beliefs and perceptions of the
audience. As mentioned before, this aspect is crucial in
rhetorical argumentation, where the argument is some-
what tailored to the addressees and the circumstances:
disregarding the audience’s beliefs can lead to perfectly
valid and sound arguments that might nevertheless be not
persuasive enough. Acceptability is an important aspect,
but not as fundamental as the previous one: in fact, in
cases, for instance, where the speaker is presenting to-
tally new information, acceptability constraints are likely
to be less crucial. In modelling the audience’s beliefs, all
the considerations typical of agent cognitive modelling
apply (Ballim and Wilks, 1991; Rao and Georgeff, 1995;
Cohen et al., 1990), but here we want to stress on the
distinction made by Perelman and Olbrechts-Tyteca be-
tween “facts” and “presumptions”. In the hypothesised
absence of an objective, omniscient source, we inter-
pret it as the distinction between what the audience has
explicitly committed to, and what the arguer can only
presume is believed. In checking the Ac constraints,
the speaker should therefore give different weight to
3We do not assume a situation in which a third, omniscient party
can judge the veracity of what the arguing parties say.their lack of satisﬁability depending on how they have
been acquired. This accounts for what, in Perelman and
Olbrechts-Tyteca’s view, the speaker does when assess-
ing tokens of adherence to the objects of discussion: it
may be done explicitly (like the dialectical use of ques-
tion and answer in Socratic dialogues) or may be as-
sumed. We have outlined elsewhere (Grasso et al., 2000)
how we have translated this consideration into a categori-
sation of belief nestings, but, in what follows, we will ig-
nore the problem of expressing various levels of mutual
belief, and for the sake of simplicity we will express the
acceptability constraints by means of a meta-predicate,
, which stands for “the audience believe”, and has as
argument an expression of an ontological constraint.
Relevance Constraints The problem of relevance has
been much studied in artiﬁcial intelligence, in philoso-
phy and linguistics/pragmatics (Grice, 1975; Greiner and
Subramanian, 1995; Walton, 1982). We follow (Sper-
ber and Wilson, 1995) in giving to reference an opera-
tional interpretation, by capturing the effort that the lis-
teners have to put in processing the information, as done
in (Reed, 1999; Walker, 1996). We therefore deﬁne
the relevance constraints as the representation of which
premises have to have been communicated for the audi-
ence to act towards the acceptance (or rejection) of the
conclusion. Paraphrasing (Sperber and Wilson, 1995),
we stress that such premises, or beliefs, should be not
only possessed by the audience, but also “accessible”,
that is they can be “retrieved” without great effort. This
property has been often referred to as being in the “focus
of attention” (Grosz and Sidner, 1986), that is the beliefs
should be part of the entities that are salient to what is be-
ing said. Againfor the sake of simplicity, while acknowl-
edging that a greater sophistication might be desirable
(for instance, we do not specify here the rules to manip-
ulate the focus), we represent the relevance constraints
as another meta-predicate, which we denote , whose
meaning is “the audience have in focus”, and whose ar-
gument is an expression of an ontological constraint.
Sufﬁciency Constraints Sufﬁciency constraints are
deﬁned in the informal logic literature as the represen-
tation of all the premises that are needed in order for the
audience to establish that the conclusion is more likely
than not (Groarke et al., 1997). They are meant to mea-
sure the speaker’s “fairness” in putting forward the argu-
ment: in support of the point made, the speaker should
have a well balanced list of issues that lead to the pro-
posed conclusion. In non deductive argumentation, it is
not always possible or feasible to give precise rules to
establish whether this constraint is satisﬁed, nor a log-
ical characterisation of all is needed to satisfy it is in
the scope of our investigation. We adopted a circum-
scriptive approach by encapsulating in the notion of suf-
ﬁciency Perelman and Olbrechts-Tyteca’s list of counter-
arguments to each schema, that is the expression of what
can “go wrong” when that schema is chosen and used.
However, we do this from a positive perspective, by list-
ing instead the beliefs that complete the line of reasoning
of the schema, and that can be provided if needed in sup-
port to the main point, but that will weaken the argument
if they cannot be taken to hold.
The meaning and the scope of the constraints will be
best clariﬁed by an example.
4 An Example: Argument from
Reciprocity
We will present here, as an example, the characterisa-
tion, according to our framework, of the New Rhetoric’s
Reciprocity Schema. In the example we will not com-
mitourselvestooneparticularknowledgerepresentation,
but we will assume that the system can rely on a knowl-
edge representation including the notion of a Concept, c,
for which one can enumerate a certain set of Attributes,
c:a1 :::c:an, and a set of Relations, r1 :::rk that asso-
ciate c with other Concepts in the knowledge representa-
tion. We indicate the semantics and the value of the at-
tributes respectively as S(c:aj) and V(c:aj);8j. In what
follows we will use lower case word to denote variables
(x, y, val), capitalised words to denote constants (Bis-
cuits, Good, Health), and we will abbreviate E(c;p) as
Ec;p.
In the New Rhetoric, the argument from reciprocity
is based on the concept of symmetry. The aim is to
propose that two situations should be given the same
evaluation on the grounds of some symmetrical property
that they share (Perelman and Olbrechts-Tyteca, 1969,
x 53). It is a quasi-logical argument in Perelman and
Olbrechts-Tyteca’s classiﬁcation. Quasi-logical argu-
ments are those which are presented in a structure that
resembles a formal (logical or mathematical) way of rea-
soning, a rhetorical shift that is aimed at persuading of
their soundness, although they not as rigourous as a for-
mal argument can be. In particular, in the argument from
reciprocity the symmetry does not necessarily have to be
a formal property of relations, but it rather expresses a
more or less objective interchangeability of two states of
affair. This can happen because of some complemen-
tarity between them (e.g. between the acts of accusing
and condemning) or because they can be thought of as
one the inverse of the other (e.g. who borrows and who
lends) and so on. An example or reciprocity argument
can be: You said you like biscuits. But apples are as
crunchy as biscuits, so you should like apples too!4. Let
us analyse the description of the reciprocity argument in
our framework.
Claim. The schema aims at passing good or bad value
on to one concept from a certain perspective. In
the example this would instantiate to passing good
value on to the concept of apples (or eating apples),
4The verbalisation does not have necessarily to be as above, and in
fact the argument will typically be put forward in a more concise way,
as outlined in Sect. 5.from a certain perspective p to be deﬁned:
EApples;p = Good (4)
Ontological constraints. The Oc element of the 6-tuple
for the reciprocity schema is based on the analy-
sis of the attributes that two concepts, or two in-
stancesofaconcept, share. Asthisisaquasi-logical
schema, we almost never will pay attention to the
actual meaning of the relationship: it will sufﬁce
thatarelationshipexistswithsomeproperties. Are-
lation of reciprocity can be deﬁned to hold between
two concepts when for each of them an attribute can
be identiﬁed such as the two attributes have same
semantics and same value. That is, if for two con-
cepts, c1;c2 2 Oc, we have that 9k;j : S(c1:ak) =
S(c2:aj), and V(c1:ak) = V(c2:aj), then an argu-
ment of reciprocity may claim that the two concepts
should have the same evaluation on the basis of this
symmetry. The speciﬁc argument depends of course
on the particular structure of the ontology in use.
In the example, we can assume we have a knowl-
edge base in which both biscuits and apples have an
attribute “texture” (we assume they have the same
name, but this is not necessary) which has the same
semantics (can assume values in the same domain),
and the same value “crunchy”:
Oc : S(Apples.Texture) = S(Biscuits.Texture);
Apples.Texture=Crunchy;
Biscuits.Texture=Crunchy (5)
Acceptability Constraints. In order for the argument to
be successful, the audience should share the view
that that the “reciprocal” concept used in the argu-
ment has the desired evaluation, from a certain per-
spective: (Ec2;p = val). In the example we can
assume that Biscuits are good from a “taste” per-
spective, for the audience:
Ac : (EBiscuits;Taste = Good) (6)
Note that the argument does not ask that the audi-
ence should like biscuits because they are crunchy:
this would entail a level of knowledge of the reality
that is not required for quasi-logical argumentation,
as opposed to other schema categories. In order to
express a quasi-logical argument one only need to
create a “skeleton” that aims at making two con-
cepts comparable (Perelman and Olbrechts-Tyteca,
1969, x 45).
Relevance Constraints. The conclusion the argument
proposes will be reached with little effort by the au-
dienceifalloftheelementsinvolvedareinthefocus
of attention. In the example, the crunchiness of ap-
ples and biscuits, and the tastiness of biscuits should
be in the focus of attention:
Rc : (Apples.Texture = Crunchy);
(Biscuits.Texture = Crunchy);
(EBiscuits, Taste = Good) (7)
If this can be assumed, one can safely use a abbrevi-
ated form of the argument (if you like biscuits, then
youshouldlikeapples!), butifitcannotbeassumed,
the audience might be left bemused if the argument
is not spelt out completely. This, however, does
not necessarily mean the audience will not be per-
suaded: as a matter of fact, the relevance constraint
might be relaxed maliciously, for instance when the
arguer can assume to have a strong inﬂuence on the
audience (e.g. peer pressure situations).
Sufﬁciency Constraints. These constraints should en-
able the audience to reinforce the symmetry be-
tween the two concepts, as opposed to it being lim-
ited to one attribute only. An exhaustive list of what
should be included here is perhaps not feasible, and
it deﬁnitely depends on the underlying ontology,
but we can assume that an appropriate constraint
could require that other pairs of attributes of the two
concepts in question can be identiﬁed sharing the
same semantics and the same value. Of course, the
more attributes with equal semantics the two con-
cepts have, the more they can be compared to each
other, and the more pairs of comparable attributes
have equal values, the stronger the reciprocity re-
lation will be. Measures of similarity among con-
cepts can be established in the ontology to have a
sounder deﬁnition of the reciprocity relation, but for
the moment we can assume a sufﬁciency constraint
that asks that, in the example:
Sc : 8j;kBiscuits:aj;Apples:ak :
S(Biscuits:aj) = S(Apples:ak) !
V(Biscuits:aj) = V(Apples:ak) (8)
where the 8 sign should rather be read as “the more
the better”.
As a remark, we should underline again that, as the
schema is quasi-logical, no emphasis is put on the set of
attributes, or roles, that are more meaningful to the suc-
cess of the schema. In the example, an attribute referring
to the “edibility” of both biscuits and apples is clearly
crucial: a reciprocity argument based on the crunchiness
of apples as opposed to, say, gravel will deﬁnitely miss
the point altogether.
A general schema for reciprocity argumentation can
be summarised as in Fig 1.
5 Schemata and Their Use in Generating
Rhetorical Arguments
Our main objective in the study of rhetorical argumenta-
tion is to draw some insights leading to the generation ofN RECIPROCITY
C Econcept;perspective = val
Oc 9concept2 2 O;k;j :
S(concept:ak) = S(concept2:aj);
V(concept:ak) = V(concept2:aj)
Ac (Econcept2;perspective = val)
Rc (S(concept:ak) = S(concept2:aj));
(V(concept:ak) = V(concept2:aj));
(Econcept2;perspective = val))
Sc 8j;k :
S(concept:aj) = S(concept2:ak) !
V(concept:aj) = V(concept2:ak)
Figure 1: Argument from Reciprocity Schema
arguments, rather than their analysis. Our work, there-
fore, has not as its main focus typical pragmatics issues
(Lascarides and Asher, 1993), although we hope our ex-
ercise might be useful in this respect as well. We en-
visage our deﬁnition of the rhetorical argument schema,
perhaps along the tradition of informal logic and critical
thinking teaching (Groarke et al., 1997), as the formali-
sation of what the speaker has to take into account when
producing a “good” argument. So one might see our col-
lection of constraints also as a collection of tokens that
need to be added or otherwise to the presentation of the
argument in order for it to be successful. For instance,
in the reciprocity example shown in the previous section,
one might associate with each constraint a piece of dis-
course to be put forward, that can be eliminated if the
constraints can be assumed to hold by the speaker. A
complete exposition of the argument may therefore go
along the line of:
(i) I think you should like (the taste of) apples (Claim)
(ii) as I think they have the same texture of biscuits (Oc)
(iii) and I believe you like biscuits (Ac)
(iv) and I think apples and biscuits are comparable be-
cause... (Sc)
In the exposition, (ii) and (iii) can be eliminated if the
speaker can assume that they are not only believed by the
hearer, but also in the focus of attention (Rc). Seeing this
from another point of view, we can say that the speaker
may eliminate, or partially eliminate (ii) and (iii) if it can
be assumed that the hearer is able to make the relevant
associations with the previous discourse utterances by
means of suitable rhetorical relations, so that the current
utterance results coherent (Lascarides and Asher, 1999).
For instance, if the interlocutor has just mentioned how
tasteful crunchy biscuits are, the speaker could simply
say Then you should like apples, they are crunchy too!,
with the second part of the sentence that can be further
dropped if the crunchiness of apples can be assumed as a
belief the interlocutor adheres to (and has in focus). Fi-
nally, the speaker can choose whether to add (iv) to the
argument from the start, or wait until challenged by the
hearer.
6 Discussion
As mentioned above, we have been mainly interested in
the rhetorical structure of arguments, and as a conse-
quence, in the structure of rhetorical argumentative dis-
course. From this point of view, not many researchers
have been undertaking works that are relevant to the one
presented here. They can be divided into those mainly
concentrating on the representation of multiple view-
points, perhaps ranked in order of their importance to the
audience, such as (Fox and Parsons, 1997; Karacapilidis,
1996; Lowe, 1985; Zukerman et al., 1996), and those
focusing more on the generation of argumentative dis-
course, such as (Elhadad, 1995; Hovy, 1990; Maybury,
1993; Reed, 1999).
The work presented here is perhaps more akin to the
latter, although research in discourse modelling usually
appeals to theories from linguistics rather than philoso-
phy, most often the Rhetorical Structure Theory (RST)
(Mann and Thompson, 1988). It should hopefully be ev-
identthatourformalisationdoesnotcompete, andindeed
can be comfortably used in a system for generating argu-
mentative discourse based on planning, such as (Hovy,
1990; Maybury, 1993), where our schemata can be seen
as planning operators. While not suggesting an approach
to discourse generation different from one based on RST
(which, despite criticisms (Moore and Pollack, 1992) is
still most widely used), this work sets itself apart from
the issue “RST or not RST”, in order to advocate for a
more principled collection of the knowledge necessary
to make any discourse strategy, hence also RST, work
better. For example, RST has a perspective on discourse
based on relations among text spans, which allows one
to build a tree to represent the whole text, a concept
which is very powerful, and suited to formalisation in
computational terms (Marcu, 2000). The semantics of
the relations, however, is not very formal in RST: rela-
tions are deﬁned in terms of constraints, or assumptions,
that can be made on the goals of the speaker, which are
probably more useful to the analysis of a piece of text
than to its generation. Using RST, or any other discourse
structure theory, for the generation of text, requires pre-
cisely a better deﬁnition of the grounds from which the
text should be generated, and therefore the objectives
of the speakers and the intended effect on the hearer
need to be better formalised. Moreover, researcher in
discourse processing typically concentrate on discourse
in general, which happen to be argumentative in some
cases. For such cases standard argumentation schemata
might be embedded in the system (Dalianis and Johan-
nesson, 1998; Reed, 1999), but there are very few dis-
course processing systems that base themselves on one
of the frameworks among the plethora that philosophi-cal theories on rhetoric provide (a notable exception is
(Elhadad, 1995)). This work constitutes an attempt in
that direction, and is in line with a series of recent ef-
forts to put together two communities, the AI/NLP and
philosophy of argument ones, that we believe have much
to gain from cross-fertilisation (Reed and Norman, 2000;
Carenini et al., 2002).
7 Conclusion
In his position paper presented at the Symposium on Ar-
gument and Computation, Crosswhite pictures three pos-
sible avenues for research should an AI scholar wish to
undertake the task of creating a computational model of
rhetorical argumentation (Crosswhite, 2000). The ﬁrst is
the exploitation of the argumentative schemata, of which
literature in rhetoric provides a rich repository. The sec-
ond is the exploitation of the ﬁgures of speech, and the
ways they inﬂuence argumentation. The third is the ex-
plicit representation of the audience. In this paper we
have shown how we have addressed the ﬁrst issue. Re-
searchers in computational pragmatics and belief mod-
elling address, from different perspectives, the third one.
As to the second issue, we believe this relates, speaking
in natural language generation terms, to the surface rep-
resentation of the argumentative text (Reiter and Dale,
1997). We leave this issue outside the scope of our work,
although it deﬁnitely constitutes its natural extension.
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