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INTRODUCTION
There are numerous methods known to tackle the problems of convergence acceleration, of extrapolation, and of the summation of divergent series. Good general introductions to these methods have been given by Wimp 31] , Weniger 25] , and by Brezinski and Redivo Zaglia 7] .
Many of the methods mentioned above can be formulated as special cases of the E algorithm 17] , 5] which is also known as the Brezinski{H avie protocol ( 31] , Chapter 10) . A good recent introduction to this sequence transformation can be found in Ref. 7] (Section 2.1). The kernel or model sequence of the E algorithm is formally rather simple. The E algorithm may be computed recursively either using the original approach of Brezinski ( 7] , pp. 58f) or, more economically, by a di erent approach due to Ford and Sidi 12] . Nevertheless, both approaches are computationally rather demanding.
Iterative algorithms are known which are computationally much more simple than the E algorithm. Examples are the iterated Aitken process 1] or the closely related methods studied in Ref. 26] . But quite often, they are not as general, their kernels are not known explicitly, and analytical convergence results for them are di cult to obtain.
Recently, the J transformation was introduced by the author 15], and its properties were studied extensively 16]. It combines many of the advantages of the E algorithm with those of the iterative methods as sketched below.
The J transformation can be derived by a hierarchically consistent 16] iteration of some very simple basic sequence transformation. As Levin-type methods, the J transformation depends on a sequence of suitable remainder estimates f! n g. The important point, however, is that, in the kth step of the iteration of the basic sequence transformation mentioned above, new remainder estimates ! (k) n are computed from the remainder estimates ! (k? 1) n used in the previous step, and from some auxiliary quantities r (k? 1) n which are related to the hierarchy of model sequences. For details, see 16] . Here, we want to stress that the exibility of Levin-type methods | which is based upon the possibility to choose problem-adapted remainder estimates | is inherited by the J transformation. This method is even more exible due to the additional freedom to choose suitable auxiliary quantities r (k) n . The study of these additional possibilities has just started and is very promising. It might be argued that each special case of the J transformation obtained by a choice of the r (k) n represents an essentially new transformation, with a di erent range of applicability, and with di erent numerical properties. Viewed in this way, the J transformation comprises a very large class of algorithms. Consequently, the generality of the J transformation is comparable to that of the E algorithm.
On the other hand, all the known algorithms to compute the J transformation are structurally remarkably simple 16] . This fact allowed to derive an explicit, comparatively simple formula for its kernel. This formula, for instance, is valid for all the special cases mentioned above. Thus, one can hope to derive general results simultaneously for the whole class of algorithms which corresponds to special cases of the J transformation. In this article, additional general results on the J transformation are presented. We derive analytical results regarding the convergence acceleration of linearly and logarithmically convergent and/or Stieltjes series and the summation of divergent series. Further, we will present a large number of numerical tests which show that there are variants of the J transformation which are among the best convergence accelerators currently known.
DEFINITIONS AND BASIC RELATIONS
Generally, we use the conventions and notations of Ref. 16] . Especially, we note that the di erence operator de ned by f(n) = f(n + 1) ? f(n) ; g n = g n+1 ? g n ; (1) acts only on the index n when applied to multiply indexed quantities. (2) for positive k and l is used. Empty sums are assumed to be zero. Double factorials are de ned by (?1)!! = 1; 0!! = 1; (n + 1)!! = (n + 1) (n ?1)!!. ?(z) denotes the Gamma function. Pochhammer symbols (a) n = ?(a + n)=?(a) = a(a + 1) (a + n ? 1) are used for a > 0 and n 2 IN.
Consider a sequence fs n g 1 n=0 of complex numbers. If it converges, we call its limit s. Sequences satisfying lim n!1 s n+1 ? s s n ? s =
are called linearly convergent if 0 < j j < 1 holds. They are called logarithmically convergent if = 1 holds, and they are called hyperlinearly convergent if = 0 holds. For j j > 1, the sequence diverges. In this case, s is called the antilimit of the sequence fs n g. These de nitions follow Wimp ( 31] , p. 6) and Weniger ( 25] , p. 204).
In the following, we write s n = s + R n (4) where R n is called the remainder. When we use remainder estimates, ! n , where ! n does not equal 0, then they should satisfy a relation of the form lim n!1 R n =! n = c (5) where c is a constant with 0 < jcj < 1.
However, in practice one is forced to use remainder estimates where the validity of Eq. (5) can not be guaranteed. According to Levin 18] These choices of ! n lead to corresponding variants for any sequence transformation which is based on remainder estimates ! n . These will be called the t variant in the case of Eq. (6a), thet variant in the case of Eq. (6b), the u variant in the case of Eq. (6c), and the v variant in the case of Eq.
(6d).
We describe brie y some properties of Stieltjes series. A Stieltjes series is a formal expansion of the form f(z) = 1 X n=0 (?1) n n z n : (7) Here, the coe cient n are the moments of a unique positive measure (t) on t 2 0; 1): n = 1 Z 0 t n d (t); n 2 IN 0 : (8) Formally, the Stieltjes series can be identi ed with a Stieltjes integral of the form f(z) = If such a Stieltjes integral exists for a function f, then such a function is called a Stieltjes function.
For every Stieltjes function there is an unique asymptotic Stieltjes series (7), uniformly in every sector jarg(z)j < # for all # < . To every Stieltjes series, however, there can exist several di erent associated Stieltjes functions. Additional criteria are necessary in order to ensure uniqueness. In the context of convergence acceleration and summation of divergent sequences, an important fact is that for xed z the remainders of Stieltjes series are bounded in magnitude by the rst term of the series which is not included in the partial summation. Consequently, a suitable remainder estimate for a Stieltjes series is ! n = (?1) n+1 n+1 z n+1 : (10) This corresponds to the choice ! n = s n , i.e., the choice oft variants.
The J transformation is de ned by the recursive scheme 15] s (0) n = s n ; ! (0) n = ! n ;
n (fs n g; f! n g; fr (k) n g) = s (k) n ;
(11d) with ; k 2 IN : (14) More explicitly, the J transformation can be computed from the following data:
fs n+j g k j=0 ; f! n+j g k j=0 ; ff (l) n+j g l+1 j=0 g k?2 l=0 ?! J (k) n (fs n g; f! n g; fr (k) n g) : (15) For convenience, the explicit ranges are suppressed in the notation. Let
be an operator acting on n dependent sequence elements f(n). This operator can obviously be regarded as a generalization of the di erence operator . Using this kind of operator, one may write We denote the t, thet, and the u variants of the J transformation as T (k) n (fs n g; fr (k) n g) = J (k) n (fs n g; f s n?1 g; fr (k) n g) ; (18) T (k) n (fs n g; fr (k) n g) = J (k) n (fs n g; f s n g; fr (k) n g) ; (19) U (k) n ( ; fs n g; fr (k) n g) = J (k) n (fs n g; f(n + ) s n?1 g; fr (k) n g) : (20) An important special case is the p J transformation which is de ned by the equation
n ( ; fs n g; f! n g) = J (k) n (fs n g; f! n g; f1=(n + + (p ? 1)k)g) > 0 ; p 1 : (21) The t, thet, and the u variants of the p J transformation are de ned as
n ( ; fs n g; f s n?1 g) ; (22) pT (k) n ( ; fs n g) = p J (k) n ( ; fs n g; f s n g) ; (23) p U (k) n ( ; ; fs n g) = p J (k) n ( ; fs n g; f(n + ) s n?1 g) : (24) The following theorem was proved in Ref n (!n;...;!n+k )=(y1;...;yk+1 ) 6 = 0 holds: 9 = ; : (25) (J-1): ? (k) n is a homogeneous function of degree one in its rst (k + 1) variables and a homogeneous function of degree zero in its last (k + 1) variables. Thus, for all vectors x 2 C k+1 and y 2 Y n and for all complex constants and 6 = 0 we have ? (k) n ( xjy) = ? (k) n (x j y); (26) ? (k) n (x j y) = ? (k) n (x j y): (27) (J-2): ? (k) n is linear in its rst (k + 1) variables. Consequently, for all vectors x and x 0 in C k+1 , and y 2 Y (k) n , we have ? (k) n (x + x 0 j y) = ? (k) n (x j y)+ ? (k) n (x 0 j y) : (28) n (fs n g; f! n g; fr
For given f k g the transformation J k (fs n g; f! n g; fr The J transformation is exact for the geometric series with partial sums fs n g if the sequence f! n g is chosen in such a way that s n = s + c! n holds with c 6 = 0. This is satis ed for ! n = s n?1 , for ! n = s n , or for ! n = ? s n s n?1 = 2 s n?1 . This implies that the t, thet, and the v variants of the J transformation are exact for the geometric series.
The last theorem holds for any choice of the r We remark that in the preceding theorem the condition that is di erent from all j may be dropped in the case of the t andt variants of the p J transformation because then j = 1 holds for all j.
The following theorem gives a convergence result for the case of alternating signs of the ! n , and monotone signs of the (k) n . These assumptions are for instance satis ed in the case of the application of the p T transformation which is de ned in Eq. (22) , to the partial sums s n = n X j=0 (?1) j a j ; a j > 0 ;
of an alternating series. Important examples of such series are Stieltjes series as discussed in the previous section. Theorem 6: Assume that the following holds:
(A-0 ) The sequence fs n g has the (anti)limit s. 
have the same sign. Hence, the absolute value of is greater than or equal to that of any term. Taking the term involving ! n , it follows that j j This theorem allows to estimate the error in the case of alternating series. The rest of this section is devoted to generalizing Theorem 6. The basis for the following discussion is the equation
holds in the limit n ! 1. This theorem is the central result of this section. It holds for xed but arbitrary sequences (k) n that satisfy the assumptions. ? s s n ? s = O n ?2k ; n ! 1 :
This is the same order of convergence acceleration as in Eq. (60). But it should be noted that for the computation of (n) 2k the 2k + 1 sequence elements fs n ; . . .; s n+2k g are required. But for the computation of p J (k) n only the k + 1 sequence elements fs n ; . . .; s n+k g are required in the case of the t and u variants, and additionally s n+k+1 in the case of thet variant. Again, this is similar to Table 1 Acceleration of s n?1 = (cos(x n ) + a sin(x n )) 1=xn exp(?a) for a = 1, x n = 0:8 n with s ?1 = 1.
! n = (n + 1) s n?1 ! n = (n + 1) s n?1 ! n = x n n s n 
NUMERICAL RESULTS AND DISCUSSION
Displayed are results of using the J transformation. These results were obtained using FORTRAN QUADRUPLE PRECISION which corresponds to an accuracy of approximately 32 digits on our computer, a SUN workstation under UNIX.
If not otherwise stated, we use the highest possible level of iteration and, hence, we always give results for sequence transformations of the form s 0 n = J (n) 0 (fs n g; f! n g; fr (k) n g) (67) as table entries. We remind the reader of the dependencies according to Eq. (15) . Thus, to compute the n-th element of these transformed sequences, we use the sequence elements fs g n =0 .
For ! n = s n , i.e., fort variants, also s n+1 is used.
Column headings of the form k = f(k) indicate that the J transformation with r
68) has been used for the computation of the corresponding column. If f(k) is linear in k, this means that some variant of the p J transformation (21) has been used. In most other cases the T ,T , and U transformations are applied which are de ned in Eqs. (18), (19) , and (20), respectively. In some cases linear variants of the J transformation are used which are obtained by choosing ! n independent of the s n . But also in these cases the (k) n are normally chosen according to Eq. (68). For the present article, we consider | with a single exception | transformations based on Eq.
(68). But it should be noted that other variants of the J transformation | originating from choosing (k) n which di er from Eq. (68) | are expected to be also useful. The investigation of this interesting topic will be the subject of future work.
In Tables 1 -3 we investigate the numerical performance of the J transformation for some examples which were studied by Brezinski and Redivo Zaglia ( 7] , pp. 273-275). A comparison to these results is complicated by the fact that it is not completely clear which computer and which accuracy these authors used. For the purpose of discussion we assume that these data may be directly compared to our data which correspond to a computer with about 32 decimal digits (in QUADRUPLE PRECISION). In case that Brezinski and Redivo Zaglia used fewer digits in their computation accurate, contamination of their data caused by rounding errors is highly probable.
The entries in Tables 1 -3 in columns labeled by k = 1 correspond to 1 U (n) 0 (1; 1; fs n g), and those for k = 2 correspond to 1 U (n) 0 (1; 2; fs n g). These transformations are de ned in Eq. (24) . In Tables 1 and 2 , sequences of the form s n?1 = (cos(x n ) + a sin(x n )) 1=x n exp(?a); n 2 IN; a 2 IR (69) are studied. These sequences converge to 1 if the auxiliary sequences fx n g converge to zero. As a matter of fact we have s n?1 ? 1 = O(x n ) and s n+1 ? 1 s n ? 1 = O(x n+2 =x n+1 )
for large n. In Table 1 the auxiliary sequence x n = (0:8) n is treated, while in Table 2 we have x n = 1=n. Thus, in Table 1 the input sequence converges linearly, while in Table 2 it converges logarithmically. The last column in Table 1 corresponds to the exceptional case mentioned above where
is not chosen according to Eq. (68) but according to (k) n = x n+k = (0:8) n+k . Since the J transformation is multiplicatively invariant in r (k) n ( 16] , Theorem 4) and hence, n independent factors of r (k) n are irrelevant, the same results are obtained for for some constants d j . This kernel can be interpreted as the rst terms of a power series of s n?1 in the variable x n . This explains the rather rapid convergence observed in the last column of Table   1 . The transforms of the other two variants converge less rapidly. But it should be observed that these two variants of the J transformation are only slightly less e cient than the algorithm which yields 10.56 digits for n = 20, and more e cient than Levin's t transformation which yields 7.4 digits for this value of n ( 7] , p. 275).
Repeating the calculation in DOUBLE PRECISION (which corresponds to approximately 14-15 decimal digits on our machine), loss of accuracy was observed. For k = 1 the best results were 7-8 digits for n 19, and 6-8 digits for n 18 in the case k = 2. For n > 25 the accuracy deteriorated again. In the case ! n = x n and (k) n = x n+k , the best result was 11-12 digits for n 14 deteriorating slowly for larger n to 9 digits for n = 30.
In Table 2 it is shown that these two u variants are even more e cient for x n = 1=n. The one with k = 1 is slightly superior to the other one. It should be noted that for smaller n the variant with k = 1 ranges between the and the algorithm, while several other algorithms perform much worse ( 7] , p. 275). But for higher n, our results are better than those for the and the algorithms which for n = 18 yield 13.47 and 9.86 digits, respectively ( 7] , p. 275).
In DOUBLE PRECISION the best results were 10 decimal digits for n = 11 for k = 1 and 8 decimal digits for n = 13 for k = 2.
In Table 3 the sequence s n?1 = (1 + x=n) n exp(?x) (72) is studied for x = 1. As is well-known, its limit is 1. The data treated in Table 3 Table 2 , the performance of the di erent u variants of the J transformation ranges between Table 2 Acceleration of s n?1 = (cos(1=n)+a sin(1=n)) n exp(?a) for a = 1 and ! n = (n + 1) s n?1 with s Table 3 Acceleration In DOUBLE PRECISION the best results were 9 digits for n = 10 and k = 1, and 8 digits for n = 11 and k = 2.
In Table 4 , we transform the partial sums 
The sequence of partial sums is logarithmically convergent and its remainders s n ? (2) decay as n ?1 for large n ( 25] , p. 345). This is a special case of the series The entries in Table 4 correspond to the use of the transformation p U de ned in Eq. (24) . Entries in the column labeled k = 1 correspond to 1 U When the calculations for this table were repeated in DOUBLE PRECISION some loss of accuracy was observed. This is to be expected for the case of logarithmic convergence. For k = 1 we obtained 11 digits for n = 11, while 12 decimal digits were reproduced for k = 2. The corresponding results for k = 1 + k were 11 digits for n = 9, while only 8 decimal digits were accurate for k = 2 + k. For larger values of n the accuracy deteriorated again. Also, it may be noted that the DOUBLE PRECISION results are dependent on the choice of the computational algorithm for the J transformation, i. e., whether Eq. (11) or whether Eq. (13) However, it should be noted that 2 U (n) 0 (1; 1; fs n g) seems to be slightly more susceptible to rounding errors than the iterated 2 transformation because the latter could produce 13 decimal digits for n = 12 in DOUBLE PRECISION 26] .
If the dominant behavior of the error of partial sums of a series can be obtained, faster convergence can be achieved by subtracting known series with the same behavior of the remainders (compare, for instance Ref. 10], p. 152f). For example, in the case of (2), one may subtract Thus, it is possible to gain 1-2 digits in accuracy. The stability is also increased. This may be seen from the following facts (DOUBLE PRECISION): For n = 20 and application of the algorithms to s n , we nd only 5 digit accuracy for k = 1 + k and k = 2 + k, and 7 digit accuracy for k = 1 and k = 2. When applied tos n , for the same value of n, the accuracy is 7 digits for k = 1 + k and k = 2 + k, 10 digits for k = 1, and 9 digits for k = 2.
In order to ease comparison to literature data, where in most cases this technique is not applied, it will also not be applied further in the present article.
In Tables 5 -6 | i.e., the quantities (s n ? 1=z) | behave as n ?1=2 in the limit n ! 1 ( 25] , p. 349).
The estimate for the truncation error mentioned above is based on the fact that ( 25] 
Compare also the discussion in Ref. 25 ], chapter 14. However, for larger values of z, the acceleration of the 1=z expansion is de nitely much more di cult than that of the series for the lemniscate constant A which also has remainders of order n ?1=2 for large n ( 25] , p. 350). The reason is that the asymptotic form (82) of the terms is reached only for large n values if z is relatively large. n do not depend on the s n , the J transformation is a linear function of the partial sums.
In Table 5 , the case z = 1=2 is treated. In Table 6 , we chose the slightly more di cult value z = 4=5. In each table, the nonlinear u variant 1 J In Tables 5 -6 , the linear transformations perform better than the nonlinear u variant. The choice ! n = (n + 1) ?1=2 is slightly inferior to the choice ! n = (2n ? 1)!!=(2n)!!.
In DOUBLE PRECISION the best results for the u variant were 9 digits for n = 16, = 1=2, z = 4=5, 8 digits for n = 17, = 3=2, z = 4=5, 10 digits for n = 15, = 1=2, z = 1=2, and 8 digits for n = 15, = 3=2, z = 1=2. For the variant with ! n = (n + 1) ?1=2 the corresponding results were 10 digits for n = 14, = 1=2, z = 4=5, 9 digits for n = 13, = 3=2, z = 4=5, 10 digits for n = 12, = 1=2, z = 1=2, and 9 digits for n = 12, = 3=2, z = 1=2. For the variant with ! n = (2n ? 1)!!=(2n)!! the best results were 9 digits for n = 13, = 1=2, z = 4=5, 9 digits for n = 14, = 3=2, z = 4=5, 10 digits for n = 13, = 1=2, z = 1=2, and 9 digits for n = 12, = 3=2, z = 1=2. For larger n the accuracy deteriorated again.
The For z = 4=5 our best results are those in the last column of Table 6 . They can be compared directly with the data in Table 14 Table 6 can be compared directly to Table 14 
is used instead of our transformation 1 J (n) 0 (1=2; fs n g; f! n g) with the same choices for ! n . The comparison shows that each of our methods is superior to the corresponding Levin transformation with the same ! n for this example.
In Tables 7 -9 we treat the Euler series. It is a divergent Stieltjes series of the form (7). The Euler series is the asymptotic expansion E(z) 2 Table 8 Summation of the 2 F 0 (1; 1; ?1=z) series for z = 3 using ! n = s n . 
The exponential integral E 1 (z), however, is for z > 0 readily computed using the routine S13AAF of the NAG library. This means that the exact value of the summed series is available. For this reason, we study in our examples the Euler series in the variable 1=z, i.e., the hypergeometric series 
This hypergeometric series has zero radius of convergence and is rapidly divergent for all jzj < 1. The divergence is the faster the smaller z is. The aim is to sum this divergent series. The uniqueness of the result is ensured by Carleman's theorem ( 21] , p. 39).
In Tables 7 and 8 , the case z = 3 is treated using the p T transformation de ned in Eq. (22), and the pT transformation de ned in Eq. (23) . Compared are 1 T (n) 0 (2; fs n g) corresponding to k = 2, and 2 T (n) 0 ( ; fs n g) for = 1 and = 2 corresponding to k = 1 + k and k = 2 + k in Table 7, with 1T (n) 0 (2; fs n g) corresponding to k = 2, and 2T (n) 0 ( ; fs n g) for = 1 and = 2 corresponding to k = 1 + k and k = 2 + k in Table 8 . One would expect thet variants to perform better, but it turns out that the corresponding t variants have a tiny advantage. The 1 T and 1T transformations are not as e cient as the t andt variants of the 2 J transformation. The latter perform nearly identically in this example.
Repeating the calculation in DOUBLE PRECISION, it was observed that at most the two last digits for k = 2, and the last digit for k = 1+k and k = 2+k, disagreed with the data presented in Tables 7 and 8 . Thus, numerical instabilities are not important in the case of this alternating series for an argument as large as z = 3.
These results can be compared directly to the data given in Tables 13-1 In Table 9 , results for the case z = 1=2 are presented. Compared are thet variants pT Table 9 with Table 13 with rather similar results were performed. This leads to the conclusion that, again, the di erence between corresponding t andt variants is not large. The choice of k is more important than this di erence that is characterized by an index shift by one in ! n . The choices k = 1 and k = 2 are of similar performance as thet variant of Levin's transformation ( 25] , Table 13 -3, p. 330.).
Repeating the calculations in DOUBLE PRECISION, some loss of accuracy was observed. For k = 2, the best results were 7 decimal digits for n = 14, 10 decimal digits for k = 2 + k and n = 19, and for k = 2 + 2k and n = 18, 7 decimal digits for n = 15 and k = 1, 10 decimal digits for k = 1 + k and n = 16, and also for k = 1 + 2k and n = 18. For higher n, the accuracy deteriorated again.
In Table 9 , the choice k = + k, i.e., the 2 J transformation is slightly superior to the transformation (0) n (29; s 0 ) which is based on an expansion of the remainder in terms of Pochhammer symbols 1=(? ? n) j ( 25] , section 9.2). One should note that this (n) k transformation seems to be one of the best summation methods for the Euler series known so far. See Ref. 25 ], Table 13 -3, p. 330.
In Table 9 , the choice k = + k is seen to be signi cantly better than the choice k = + 2k. n for large n (or large k) is concerned.
In Tables 10 -12 
The radius of convergence of the series is 1. For jzj > 1 the series diverges but can be summed for z not on the cut ?1 < z ?1. For z = ?0:9 the series is absolutely convergent, and all its terms have the same sign. This case is treated in Table 10 . There, results are presented for the t variants p T (n) 0 (1; fs n g), Eq. (22), for p = 1 corresponding to k = 1, p = 2 corresponding to k = 1 + k, and p = 3 corresponding to k = 1+2k. The latter is identical to the t variant of Weniger's transformation (92). The data may be compared directly to In DOUBLE PRECISION, the best result were 9 decimal digits for k = 1 and n = 24, 8 digits for k = 1 + k and n = 17, and 8 digits for k = 1 + 2k and n = 16. This corresponds to a heavy loss of accuracy due to the single sign of the terms.
For z = 1, the series (96) is alternating and conditionally convergent. Due to the alternating signs of the terms, it is expected that the numerical stability of the sequence transformation is quite high. In Table 11 , this case is treated. Again, results are presented for the t variants p T (n) 0 (1; fs n g), Eq . (22), for p = 1 corresponding to k = 1, p = 2 corresponding to k = 1 + k, and p = 3 corresponding to k = 1 + 2k. Contrary to Table 10 , it is seen that the performance of the two variants 2 T (n) 0 (1; fs n g) and 3 T (n) 0 (1; fs n g) is nearly identical in this case. The transformation 1 T (n) 0 (1; fs n g) is inferior to these two variants. But comparing (n) 0 (1; fs n g). As expected, in DOUBLE PRECISION no loss of accuracy was observed apart from an occasional deviation in the last digit for k = 1.
For z = 5, the series (96) is alternating and divergent. Its summation is the topic of Table   12 . Again, the t variants p T (n) 0 (1; fs n g), Eq. (22), for p = 1 corresponding to k = 1, p = 2 corresponding to k = 1 + k, and p = 3 corresponding to k = 1 + 2k are compared. It is seen that in the case of this divergent series the variant k = 1 + k , i.e., the 2 T transformation, performs better than the variants k = 1 and k = 1 + 2k. The latter variants perform very similar.
In DOUBLE PRECISION, best results were 10 decimal digits for k = 1 and n = 13, 13 digits for k = 1 + k and n = 14, and 13 digits for k = 1 + 2k and n = 16. Thus, at least for the latter two variants, numerical stability is not critical.
Important results of these numerical studies are summarized as follows:
a) The J transformation can be combined pro tably with the remainder estimates of Levin 18 ] and Smith and Ford 23] . Especially suitable u variants are seen to be powerful general purpose accelerators similar to Levin's u transformation. For linearly convergent, and also for divergent sequences, the t andt variants can be applied successfully. The latter is not always superior to the former. For special examples, also linear variants are useful if the asymptotic behavior of the remainders can be derived analytically.
b) The 1 J (k) n ( ; fs n g; f! n g) transformation corresponding to k = and even more the transformation 2 J (k) n ( ; fs n g; f! n g) corresponding to k = + k are very useful convergence accelerators. For logarithmically convergent sequences the u variants of these two transformations have similar properties as Levin's u transformation 18] . For alternating divergent series, the t andt variants of the 2 J transformation are comparable or superior to Weniger's transformation (92).
c) The choice of the hierarchy, i.e., of (k) n seems to be more important than the di erence between t andt variants.
d) The numerical stability of the methods is similar to Levin-type methods. Logarithmic convergence is demanding in this respect. Stability in this case can be improved by subtraction of known series with similar remainders. The stability is high for alternating series.
e) The exibility of the approach is very useful. Thus, it is easy to obtain rather powerful transformations by a suitable, heuristic combination of proper remainder estimates and hierarchies. These transformations can be computed at very low costs. The numerical implementation of these methods can be based on a single very simple subroutine which calls a function subprogram to compute the (k) n . These programs will be made available in the future. 
