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Abstract	
Reactive	 transport	 is	 an	 important	 field	 of	 study	 in	 the	 earth	 sciences.	 It	 captures	 both	 natural	
phenomena,	and	industrial	and	environmental	applications,	 including	transport	of	pollutants	 in	the	
subsurface,	nuclear	waste	storage,	and	carbon	storage.	The	aim	of	this	thesis	is	to	provide	a	better	
understanding	of	coupled	physico-chemical	processes	governing	these	phenomena	as	well	as	to	be	
used	as	tools	for	better	understanding	these	environmental	applications.	
We	 introduce	 from	 first	 principles	 a	 novel	 pore-scale	 modelling	 approach	 capable	 of	
simulating	single-phase	fluid-fluid	reactive	transport	directly	on	voxels	of	3D	images	of	porous	media	
constructed	 from	 X-ray	 tomography.	 We	 use	 a	 streamline-based	 particle	 tracking	 method	 for	
simulating	flow	and	transport,	while	for	reaction	to	occur,	both	reactants	must	be	within	a	diffusive	
distance.	We	 assign	 a	 probability	 of	 reaction,	 as	 a	 function	 of	 the	 reaction	 rate	 constant	 and	 the	
diffusion	length.	The	model	for	reaction	is	validated	against	analytical	solutions	in	a	free	fluid	as	well	
as	against	experimental	data	on	reactive	transport	in	porous	media.	It	takes	into	account	the	degree	
of	incomplete	mixing	present	at	the	sub-pore	level.	We	demonstrate	the	nature	of	dynamic	changes	
in	the	reaction	rate,	which	is	related	to	the	degree	of	pore-scale	mixing.	Our	model	does	not	use	any	
calibrating	parameters	to	fit	empirical	data	unlike	other	models	published	in	the	literature.		
The	 model	 is	 then	 extended	 to	 investigate	 the	 impact	 of	 pore	 structure	 heterogeneity,	
transport,	and	reaction	conditions	on	the	overall	reaction	rate	in	porous	media	by	studying	different	
classes	 of	 porous	media.	 The	 overall	 reaction	 rate	 varies	 significantly	 according	 to	 the	 degree	 of	
heterogeneity	and	transport	conditions.	It	is	found	that	the	rate	of	reaction	is	a	subtle	combination	
of	 the	 amount	 of	mixing	 and	 spreading	 that	 cannot	 be	 predicted	 from	 the	 dispersion	 coefficient	
alone.	At	 low	Péclet	number,	 the	effective	 reaction	 rate	 is	principally	controlled	by	 the	amount	of	
mixing	due	to	diffusion.	On	the	other	hand,	at	high	Péclet	number	the	reaction	rate	is	controlled	by	a	
combination	 of	 pore-scale	mixing	 due	 to	 spreading	 and	 the	 degree	 of	 heterogeneity	 of	 the	 pore	
structure.
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1. Introduction	
Since	the	industrial	revolution	in	the	17th	century,	the	increasing	use	of	natural	resources	has	led	to	
an	increase	in	productivity	and	prosperity.	For	instance,	the	global	population	grew	by	tenfold	from	
791	million	to	7.2	billion	between	1750	and	2013	and	 it	 is	estimated	to	continue	to	grow	to	reach	
10.9	 billion	 by	 the	 end	 of	 this	 century,	 as	 shown	 in	 Figure	 1.1,	 according	 to	 the	 United	 Nations	
Population	Division	 (United	Nations,	2013).	 In	addition,	 the	average	global	 life	expectancy	at	birth	
rose	 from	46.9	 years	 in	 1950	 to	70	 years	 in	 2010	and	 is	 estimated	 to	 reach	around	81.8	 years	by	
2100	 (see	 Figure	 1.1).	 However,	 the	 excessive	 use	 of	 these	 resources	 comes	 with	 associated	
environmental	problems.	These	have	significant	impacts	on	the	ecological	system	of	the	planet.	They	
need	 to	be	 addressed	and	 resolved.	 In	 fact,	 this	 is	 considered	 to	be	one	of	 the	eight	 goals	 of	 the	
millennium	addressed	by	the	United	Nations.	
Figure	1.1.	The	blue	 line	 is	 the	world	total	population	and	the	red	 line	 is	 the	global	average	 life	expectancy	at	the	birth.	
Both	 lines	 are	 for	 the	 period	 between	 1950	 and	 2100.	 Future	 estimates	 are	 based	 on	 the	 medium-variant	 projection	
(United	Nations,	2013).	
Climate	change	is	one	of	the	main	environmental	challenges	that	face	humankind.	 It	 is	not	
only	 threatening	 the	 earth’s	 ecological	 system,	 but	 also	 has	 severe	 consequences	 on	 the	 global	
economy.	 The	 increase	 in	 consumption	 of	 fossil	 fuels	 has	 led	 to	 a	 substantial	 rise	 in	 the	 level	 of	
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greenhouse	 gases	 (GHGs)	 in	 the	 atmosphere	 such	 as	 carbon	 dioxide	 (CO2),	 which	 is	 the	 primary	
cause	of	 climate	change	 (Gibbins	&	Chalmers,	2008;	 IPCC,	2014;	Philander,	2008;	 Solomon,	2007).	
Among	all	GHGs,	CO2	 is	 considered	 to	be	 the	most	 significant	as	 it	 is	 responsible	 for	 two	 thirds	of	
climate	change	 impacts	 (Bryant,	1997;	Solomon,	2007).	The	atmospheric	concentration	of	CO2	has	
increased	significantly	since	the	industrial	revolution	as	a	result	of	human	activities:	it	rose	from	260-
270	ppm	in	the	pre-industrial	period	(Wigley,	1983)	to	above	400	ppm	as	of	July	2014	(Dlugokencky	
&	Tans,	2014).	This	 increase	has	serious	 implications	on	the	climate	of	 the	planet	and	thus	affects	
extensively	on	the	livelihood	of	many	of	its	inhabitants.	For	example,	the	rise	of	CO2	level	causes	an	
increase	 in	 global	 average	 temperature,	 which	 explicitly	 leads	 to	 a	 rise	 in	 sea	 level,	 as	 shown	 in	
Figure	1.2.	As	a	result,	millions	of	people	who	live	at	or	close	to	the	shore	will	be	drastically	affected	
by	it.	
Figure	1.2.	a)	Global	mean	surface	temperature	as	a	function	of	cumulative	total	global	CO2	emissions.	Temperature	values	
are	given	relatively	to	1861	to	1880	base	period,	while	emissions	are	relative	to	1870.	Dotted-lines	are	results	of	various	
climate-carbon	cycle	models	 till	 2100.	Black	dotted-line	 is	 for	 the	historic	period	between	1860	and	2010.	The	coloured	
dotted-lines	illustrate	for	different	scenarios.	The	thin	black	line	and	grey	area	are	the	result	of	forcing	CO2	increase	by	1%	
annually.	 b)	 Range	 of	 historic	 and	 future	 projection	 of	 global	mean	 sea	 level	 rise	 relative	 to	 pre-industrial	 value	 (IPCC,	
2013).	
One	of	the	potential	methods	to	tackle	climate	change	is	carbon	capture	and	storage	(CCS)	
(Holloway,	 1997).	 Carbon	 Capture	 and	 Storage	 is	 a	 process	 where	 CO2	 is	 captured	 from	 its	
anthropogenic	sources	(for	example;	power,	steel,	or	cement	plants)	and	stored	underground.	The	
captured	CO2	is	compressed	and	transported	to	a	suitable	storage	site	such	as	depleted	oil	and	gas	
a)	 	 	 	 	 	 	 	 					b)	
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reservoirs	and/or	deep	saline	aquifers.	It	can	also	be	used	for	improved	oil	recovery	(IOR)	processes	
where	CO2	is	injected	in	oil	fields	to	enhance	its	production.	The	injected	CO2	goes	through	physical	
and	 geochemical	 processes,	 which	 affect	 its	 mobility	 in	 the	 subsurface.	 CO2	 sequestration	 goes	
through	different	phases,	each	has	different	 time-scale,	 contribution,	and	 security	as	 illustrated	 in	
Figure	1.3.	It	is	important	that	the	sequestration	processes	are	effective	so	that	injected	CO2	remains	
in	subsurface	and	does	not	escape	to	the	surface.	Therefore,	identifying	storage	sites	(host	rock),	the	
behaviour	of	 fluids	movement,	and	the	geochemical	 reactions	are	 important	 to	reach	an	optimum	
design	for	sequestration.	Specifically,	since	the	CO2	when	dissolved	in	brine	forms	an	acidic	solution,	
which	may	react	with	the	rock,	we	have	a	reactive	transport	problem.	
Figure	1.3.	Storage	security	of	different	trapping	mechanisms	of	CO2	storage	over	time	(Metz	et	al.,	2005).	
Reactive	transport	is	an	important	field	of	study	in	the	earth	sciences.	It	is	a	combination	of	
fluid	 transport	 and	 chemical	 reactions	 between	 migrating	 fluids,	 solids,	 and/or	 organisms	 in	 the	
subsurface.	It	captures	natural	phenomena	such	as	hydration,	dehydration,	and	weathering	as	well	
as	 industrial	 and	environmental	applications,	 such	as	 the	 transport	of	pollutants	 in	 the	 subsurface	
(Appelo	&	Postma,	2005),	nuclear	waste	storage	(Bodvarsson	et	al.,	1999),	and	CO2	storage	(Lichtner	
et	 al.,	 1996).	 These	 phenomena	 involve	 the	 transport	 of	 aqueous,	 non-aqueous	 and/or	 gaseous	
species	coupled	with	interactions	between	fluids,	as	well	as	between	fluid	and	rock.	Several	types	of	
chemical	 reactions	 can	 occur	 between	 these	 phases,	 such	 as	 mineral	 dissolution	 and/or	
precipitation,	adsorption	and	desorption,	microbial	reactions,	and	redox	transformations	(Lichtner	et	
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al.,	 1996).	 The	 study	 of	 reactive	 transport	 in	 the	 geological	 formations	 involves	 multidisciplinary	
research	fields	such	as	geology,	geochemistry,	physics,	hydrology,	and	engineering.	
The	 developments	 of	 computational	 capabilities	 allow	us	 to	 quantify	 reactive	 transport	 in	
order	to	provide	a	better	understanding	of	the	natural	systems	as	well	as	to	be	used	as	tools	to	solve	
environmental	 problems,	 such	 as	 contaminant	 transport	 and	 climate	 change.	 The	 quantitative	
models	 provide	 essential	 tools	 not	 only	 to	 estimate	 but	 also	 to	 predict	 these	 environmental	
problems,	and	thus	allow	us	to	follow	the	right	strategies	in	tackling	or	preventing	them.	However,	
there	 is	 a	 vital	 necessity	 to	 improve	our	 understanding	on	 reactive	 transport	 in	 geological	 porous	
media.	
Geological	 porous	media	 are	 heterogeneous	 at	 all	 scales.	 Identifying	 the	 structure	 of	 the	
medium	as	well	as	the	initial	and	boundary	conditions	are	key	factors	to	understand	the	behaviour	
of	species	motion	in	the	subsurface.	The	transport	pathways	occur	due	to	the	macrostructures	and	
microstructures,	 which	 represent	 the	 often	 encountered	 bimodal	 heterogeneity	 in	 pore	 size	 as	 a	
result	of	different	pore	 structures	 (Sahimi,	 2011).	Different	 chemical	 species	and	phases	 transport	
through	 different	 paths	 associated	 with	 different	 pore	 sizes.	 The	 nature	 of	 reactive	 transport	 is	
correlated	to	both	the	degree	and	scale	dependence	of	the	heterogeneity.	
However,	 there	 are	 significant	 challenges	 both	 theoretical	 and	 computational	 in	 coupling	
transport	with	reaction	in	heterogeneous	rock.	The	complexity	of	the	structure	of	a	porous	medium	
leads	to	large	difficulties	and	uncertainties	on	modelling	reactive	transport	(Meakin	&	Tartakovsky,	
2009).	Therefore	in	this	project,	we	will	study	these	obstacles	in	order	to	develop	a	new	model	that	
couples	 transport	process	of	 single	phase	with	 geochemical	 reactions	between	 fluids	 in	 geological	
porous	media	at	the	pore-scale.	
1.1 Thesis	outline	
First,	in	this	chapter,	we	review	the	recent	literature	related	to	the	field	of	the	study	and	introduce	
the	main	objectives	of	this	work.	We	then	present	the	body	of	this	thesis,	as	follows:	
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• Chapter	 2	 –	 Model	 description.	 We	 introduce	 a	 detail	 description	 of	 the	 model	 and	 the	
function	of	each	component	of	the	model.	
• Chapter	3	–	Validation.	In	this	chapter,	we	validate	the	model	against	a	free	fluid	in	a	batch	
system.	In	addition,	the	model	is	validated	against	experimental	data	of	reactive	transport	in	
porous	media.	
• Chapter	 4	 –	 Impact	 of	 heterogeneity,	 transport,	 and	 reaction	 conditions.	 We	 extend	 the	
model	 to	 investigate	 the	 impact	 of	 pore	 structure	 heterogeneity,	 transport,	 and	 reaction	
rate	conditions	on	overall	reaction	rate.	
1.2 Outcomes	
The	main	achievements	in	this	PhD	study	are:	
1. A	 novel	method	 has	 been	 developed	 to	 study	 fluid-fluid	 chemical	 reaction	 using	 reaction	
probability	based	on	 reaction	 rates	experimentally	measured	 in	batch	 reactors.	The	model	
has	been	validated	against	analytical	solution	for	reactants	in	free	fluid	without	any	porous	
structure.	
2. A	 new	 pore-scale	modelling	 approach	 has	 been	 developed	 to	 study	 reactive	 transport	 on	
three-dimensional	 (3D)	 micro-CT	 images	 of	 pore	 space	 for	 any	 porous	 media.	 We	 use	
streamline-based	 random	walk	 simulation	 to	model	 transport	 and	 expand	 it	 for	 chemical	
reaction	by	using	novel	methodology	that	employs	the	use	of	probability	of	reaction	based	
on	the	physical	and	kinetic	properties.	The	advantage	of	the	method	developed	in	this	work	
lies	 in	that	rock	geometry	 is	represented	accurately	on	the	micro-CT	 images.	 In	addition,	 it	
does	not	use	any	arbitrary	or	 fitting	parameters	to	predict	physical	behaviour	of	solutes	 in	
porous	media	nor	the	chemical	reactions.	
3. The	 new	 reactive	 transport	 modelling	 tool	 has	 been	 validated	 against	 standard	
experimentally	measured	 fluid-fluid	 reaction	data	 in	 a	beadpack	 (Gramling	et	 al.,	 2002).	 It	
has	 been	 shown	 that	 advection-dispersion-reaction	 equation	 (ADRE)	 over-predicts	 the	
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effective	reaction	rate	due	to	over-prediction	of	mixing	in	the	cases	studied	here.	Our	model	
clearly	 shows	 how	 dynamic	 changes	 in	 reaction	 rate	 are	 affected	 not	 only	 by	 incomplete	
mixing	but	also	as	a	result	of	early-time	pre-asymptotic	spreading	(Alhashmi	et	al,	2015).	
4. The	impact	of	heterogeneity,	transport	conditions,	and	reaction	conditions	on	the	dynamics	
of	reactive	transport	has	been	illuminated.	The	overall	reaction	rate	is	shown	to	depend	on	
transport	and	reactive	parameters	–	that	is	mixing	due	to	diffusion,	mixing	due	to	spreading	
(dispersion),	flow	field	heterogeneity	and	reaction	rate	constant.		
1.3 Literature	Review	
Predicting	 the	 transport	of	 reactive	 solutes	 and	 the	amount	of	 reactions	 computationally	 requires	
accurate	reactive	transport	model.	Identifying	each	component	of	the	model	is	essential	to	build	it.	
In	this	section,	we	will	discuss	the	latest	studies	of	each	component	of	the	model;	geometry,	flow,	
and	transport	coupled	with	reactions.	
1.3.1 Pore-scale	geometry	
To	simulate	flow	and	transport,	we	need	to	construct	the	geometry	of	porous	media.	The	geometry	
of	porous	media	 is	conventionally	discretized	 into	3D	grids	consisting	of	voxels	 for	simulation.	The	
voxels	will	either	represent	grain	or	void	space.	This	grid-based	technique	will	allow	us	to	calculate	
the	flow,	transport,	and	reaction	locally.	There	are	two	main	approaches	used	to	describe	geometry	
in	pore-scale	modelling	a)	directly	on	micro-CT	images,	b)	on	pore-networks	obtained	from	micro-CT	
images.	Pore	networks	consist	of	a	lattice	of	nodes,	which	represent	pores,	and	bonds	that	represent	
the	throats	that	connect	these	pores	(Blunt,	2001;	Fatt,	1956).	The	pore-network	models	have	the	
simplest	geometry	as	the	nodes	and	the	bonds	have	uniform	shape.	The	use	of	X-rays	to	produce	the	
tomographic	images	of	a	rock	will	capture	at	high	resolution	(in	the	range	of	µm)	the	pore	structure	
(Flannery	et	al.,	1987).	Pore-scale	images	have	very	complex	geometry	because	the	irregular	shape	
of	pores	and	throats	are	captured.	As	a	result,	they	have	better	representation	of	the	rock	structure.		
Hence,	in	this	work	we	will	compute	flow,	transport	and	reaction	directly	on	images	and	not	employ	
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a	 pore-network	 approach.	 	 For	 a	 recent	 review	 of	 pore-scale	 imaging	 and	 modelling,	 see	
Wildenschild	and	Sheppard	(2013).	
1.3.2 Flow	simulations	
Porosity	(𝜙)	is	the	ratio	of	the	void	space	(𝑉!)	to	the	total	volume	of	the	rock	(𝑉!).	𝜙	varies	depending	
on	the	type	of	the	rock.	Permeability	represents	how	easy	the	fluids	can	flow	through	porous	media.	
Permeability	(𝐾	in	m2)	can	be	calculated	as	the	mean	directional	permeability	by	applying:	
𝑄 =  𝐾 𝑃𝑙 − 𝑃0 𝐴𝑐𝜇𝐿 	 (1.1)	
where	𝑄	is	the	volumetric	flow	rate	(m3/s),	 𝑃! − 𝑃! 	is	pressure	gradient	(Pa)	across	the	length	(𝐿)	
of	porous	medium	 (m),	𝐴! 	 is	 the	cross	 sectional	area	 (m2),	which	 is	perpendicular	 to	 the	pressure	
gradient,	and	𝜇	 is	the	dynamic	viscosity	of	the	fluid	(Pa.s).	Eq.	1.1	 is	based	on	the	assumption	that	
the	flow	 is	determined	for	 incompressible	Newtonian	fluids	by	stationary	Stokes	equations	subject	
to	a	no	slip	boundary	condition	at	the	solid	surface.	It	uses	macroscopically	averaged	parameters	at	
the	core-scale.	
At	 the	 pore-scale,	 the	 Navier-Stokes	 equations	 describe	 flow	 in	 heterogeneous	 porous	
media	where	the	distribution	of	velocities	in	voxels	is	known	(Bear,	1972;	Sahimi,	2011).	They	are	a	
combination	of	mass	balance	(Eq.	1.2a)	and	momentum	balance	(Eq.	1.2b):	∇ ∙ 𝜌u = 0 (1.2a)	
𝜌 𝜕u𝜕𝑡 + u ∙ ∇u = −∇𝑃 + 𝜇∇!u + 𝜌g (1.2b)	
where	𝜌	 and	u	 are	 the	density	 (kg/m3)	and	velocity	vector	 (m/s)	of	 the	 fluid	 respectively,	𝑃	 is	 the	
pressure	 (Pa),	 and	 g	 is	 gravity	 vector	 (m/s2).	 For	 incompressible	 flow,	 the	mass	 balance	 equation	
becomes:	 ∇ ∙ u = 0,	 (1.3a)	
The	geometry	of	the	structure	(Section	1.3.1),	solid	surface	properties,	and	the	initial	and	boundary	
conditions	have	 to	be	defined	 in	order	 to	 simulate	 flow.	Under	natural	 conditions,	 fluid	motion	 is	
extremely	 slow	 in	 a	 porous	 medium	 (i.e.	 groundwater	 flow	 in	 the	 subsurface).	 Thus,	 the	 flow	 is	
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laminar	 (Reynold	number,	𝑅𝑒	 <<	1),	which	 leads	 to	 simplifications	 in	Navier-Stokes	equations	 (the	
left	hand	side	of	Eq.	1.2	becomes	zero)	to	become	a	linear	time-independent	Stokes	equations	(Eq.	
1.3b)	that	controls	continuous	incompressible	Newtonian	fluid	flow	(Sahimi,	2011):	−∇𝑃 + 𝜇∇2u + 𝜌g = 0 (1.3b)	
1.3.3 Transport	and	reaction	simulations	
Transport	 of	 non-reactive	 particles	 is	 governed	 by	 one	 or	more	 of	 the	 following	 physical	 process:	
advection,	molecular	diffusion,	and/or	mechanical	dispersion.	The	transport	due	to	the	bulk	motion	
of	the	flowing	fluid	is	known	as	advection	(e.g.	the	motion	of	a	river	stream).	Particles	travel	at	the	
average	 fluid	 velocity	 when	 the	 movement	 is	 purely	 by	 advection.	 The	 movement	 due	 to	 the	
difference	 in	 concentrations	 (from	 high	 to	 low	 concentrations)	 is	 defined	 as	 molecular	 diffusion.	
Fick’s	first	law	describes	the	particle	mass	flux	(𝐽!	in	moles/s)	due	to	diffusion:	𝐽! = −𝐷!∇𝑐 (1.4)	
	where	𝐷!	is	the	molecular	diffusion	coefficient	(m2/s)	and	𝑐	is	the	molar	concentration	of	a	species	
(moles/m3).	 Fick’s	 second	 law	 is	 used	 to	 estimate	 the	 variation	 of	 concentration	 in	 time	 inside	 a	
control	volume	system	and	is	simply	a	statement	of	conservation	of	mass:	𝜕𝑐𝜕𝑡 = −𝐷!∇!𝑐 (1.5)	
The	variations	of	velocity	 field	 inside	pores	and	the	heterogeneity	of	pore	space	cause	the	
particles	 to	 spread	 through	 the	 porous	media.	 This	 behaviour	 is	 known	 as	mechanical	 dispersion.	
Several	reasons	lead	to	the	variations	in	velocity	in	a	pore:	
1. The	parabolic	velocity	profile,	which	means	that	the	velocity	in	the	middle	of	the	pore	space	
is	larger	than	at	a	position	close	to	the	solid	surface.	
2. The	velocity	is	smaller	in	large	pores	relatively	to	the	small	ones.	
3. Pathways	have	dissimilar	lengths.	
The	 influence	of	both	molecular	diffusion	and	mechanical	dispersion	cannot	be	separated.	
Hence,	the	combination	of	the	two	mechanisms	is	known	as	hydrodynamic	dispersion.	As	a	result	of	
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two	mechanisms,	 local	velocities	are	different	than	the	average	velocity	and	thus,	 the	transport	of	
particles	is	assumed	to	be	under	a	mixing	effect.	In	short,	dispersion	is	known	as	the	combination	of	
advection,	 pore-scale	 mixing,	 and	 diffusion.	 There	 are	 two	 types	 of	 dispersion	 depending	 on	 the	
direction	of	particles	movement.	When	 the	movement	of	particles	 is	 in	 the	 same	direction	as	 the	
flow,	 dispersion	 is	 known	 as	 longitudinal	 dispersion.	 Longitudinal	 dispersion	 is	 traditionally	
expressed	as	 longitudinal	dispersion	coefficient	 (𝐷!	 in	m2/s),	which	can	be	determined	by	 (Bijeljic,	
Muggeridge,	&	Blunt,	2004):	
𝐷! = 12 𝑑𝜎!𝑑𝑡 	 (1.6a)	𝜎 = 𝑥! ! − 𝑥! ! ! 	 (1.6b)	
where	𝜎!	 is	variance	of	particles	displacements	(m2),	𝑥! ! 	a	particle	(𝑖)	position	(m)	at	x	dimension	
(the	direction	of	flow)	in	the	image	at	time	𝑡	(s).	For	the	movement	perpendicular	to	flow	direction	
dispersion	 is	 known	 as	 transverse	 dispersion,	 which	 can	 be	 expressed	 as	 transverse	 dispersion	
coefficient	 (𝐷! 	 in	m2/s).	Mechanical	dispersion	 in	 the	 longitudinal	direction	 is	 stronger	 than	 in	 the	
transverse	direction.	The	ratio	of	particle	transport	by	advection	to	diffusion	is	called	Péclet	number	
(𝑃𝑒),	which	is	defined	as:	
𝑃𝑒 = 𝑡!"#𝑡!"#	 (1.7a)	
𝑡!"# = ℓ!𝐷! 	 (1.7b)	𝑡!"# = ℓ𝑢!"#	 (1.7c)	
where	𝑡!"#	 is	diffusive	 time-scale	 (s),	𝑡!"#	 is	 the	advective	 time-scale	 (s),	ℓ	 is	 characteristic	 length	
(m),	and	𝑢!"#	 is	 the	average	pore	velocity	 (m/s)	of	 the	flowing	fluid	where	 is	equal	 to	the	ratio	of	
Darcy	velocity	 (𝑞	 in	m/s)	 to	𝜙.	𝑃𝑒	 can	be	determined	by	varying	𝑢!"#	while	keeping	𝐷!	 constant	
(Bijeljic	et	al.,	2004)	or	by	varying	𝐷!	while	keeping	𝑢!"#	constant	(Mostaghimi	et	al.,	2012).	
The	 range	of	𝑃𝑒	 determines	whether	mass	 transport	 is	more	 likely	 to	occur	by	advection,	
diffusion,	or	both.	When	𝑃𝑒	 is	much	 smaller	 than	0.1,	 the	dispersion	 is	dominated	by	diffusion.	A	
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regime,	which	is	influenced	by	both	diffusion	and	advection,	is	known	as	a	transition	regime	in	which	𝑃𝑒	 ranges	 from	0.1	 to	 10.	𝐷! 𝐷!	 begins	 to	 rise	with	 the	 increase	 in	𝑃𝑒	 in	 the	 transition	 regime.	
Above	 these	 values	 for	𝑃𝑒	 ranging	 from	 10	 to	 400	 is	 the	 regime	 in	 which	 dispersion	 coefficient	
further	 increases	 as	 the	 power	 law.	 The	 power	 law	 scaling	 for	𝐷!	 verses	𝑃𝑒	 has	 been	 studied	 by	
pore-scale	 numerical	 modelling	 (Bijeljic	 et	 al.,	 2004;	 Mostaghimi	 et	 al.,	 2012).	 The	 dispersion	 is,	
however,	completely	controlled	by	advection	when	𝑃𝑒	is	between	400	and	105.	When	𝑃𝑒	is	greater	
than	105,	𝑅𝑒	is	used	as	a	parameter	in	defining	dispersion	in	addition	to	𝑃𝑒.	This	region	is	known	as	
turbulent	 dispersion	 regime	 (Sahimi,	 2011).	 The	 asymptotic	𝐷!	 is	 the	 dispersion	 coefficient	 under	
which	fluids	reach	a	complete	mixing.	Figure	1.4	shows	the	range	of	asymptotic	𝐷! 𝐷!	as	a	function	
of	 𝑃𝑒	 for	 a	 beadpack,	 Berea	 sandstone,	 and	 Portland	 carbonate	 calculated	 numerically	 for	 non-
reactive	 solutes	 using	 Eq.	 1.6	 (Bijeljic,	 et	 al.,	 2011)	 as	 well	 as	 measured	 data	 for	 unconsolidated	
beadpack/sandpack	 (Bijeljic	 &	 Blunt,	 2006;	 Pfannkuch,	 1963).	 It	 illustrates	 how	 different	 porous	
media	have	different	dispersion	characteristic	at	different	transport	condition. 
Figure	1.4.	The	ratio	of	asymptotic	𝐷!	 to	𝐷!	as	a	function	of	𝑃𝑒	 for	the	sandpack	(solid-line),	Berea	sandstone	(dashed-
line),	 and	 Portland	 carbonate	 (dotted-line)	 (Bijeljic	 et	 al.,	 2011).	 The	 circles	 are	 experimentally	 measured	 data	 for	
unconsolidated	beadpack/sandpack	(Bijeljic	&	Blunt,	2006;	Pfannkuch,	1963).	
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1.1.1.1 Advection-dispersion-reaction	equation	
The	early	development	to	understand	particle	transport	 in	a	porous	medium	was	in	the	1950s	and	
1960s,	when	the	advection-dispersion	equation	(ADE)	form	was	used.	ADE	is	the	classical	approach	
based	 on	 Fick’s	 law	 of	 diffusion	 to	 solve	 a	 non-reactive	 transport	 (Bear,	 1972).	 Coupled	 with	
reaction,	ADE	becomes	ADRE	(Sahimi,	2011):	
𝜙 𝜕𝑐𝜕𝑡 = −∇ ∙ 𝑞𝑐 + ∇ ∙ 𝜙𝐷∇𝑐 + 𝑟 (1.8)	
where	 𝐷	 is	 the	 dispersion	 tensor	 (m2/s),	 and	 𝑟	 is	 the	 reaction	 rate	 (moles/m3.s).	 However,	 the	
traditional	ADE	was	proven	 to	 be	 inadequate	 to	 predict	 solute	 transport	 in	 the	 subsurface,	which	
follows	a	non-Fickian	behaviour.	Several	publications	have	shown	poor	agreement	between	ADE	and	
laboratory	 and	 field	 studies	 of	 transport.	 Adams	 and	 Gelhar	 (1992)	 conducted	 a	 field	 study	 to	
measure	the	spatial	mass	distributions	at	different	times	in	heterogeneous	aquifer.	They	found	that	
the	plume	exhibits	significantly	non-Gaussian	behaviour,	which	cannot	be	predicted	using	a	solution	
to	Eq.	(1.8)	in	a	homogeneous	medium,	as	seen	in	Figure	1.5.	
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Figure	1.5.	Longitudinal	mass	distribution	versus	time	where	solid	line	is	the	experimental	measurement	and	dashed	line	
the	solution	of	ADE	showing	Gaussian	behaviour	(Adams	&	Gelhar,	1992).	
Silliman	and	Simpson	(1987)	conducted	a	laboratory	experiment	to	study	the	impact	of	the	
scale	 of	 heterogeneity	 on	 the	 dispersion	 of	 solutes	 in	 various	 sand-packing	 arrangements.	 They	
observed	variation	in	dispersivity	for	high	heterogeneity,	as	shown	in	Figure	1.6a.	This	figure	shows	
the	velocity	distribution	against	depth	in	uniform	heterogeneous	packing.	The	packing	consisted	of	
90-mesh	 fine	 sands	 formed	 into	 blocks	 of	 0.075	 x	 0.025	 m,	 which	 were	 distributed	 uniformly	 in	
sandbox	with	1.37	m.	Figure	1.6b	 shows	 the	variance	of	 tracer	displacement	 through	 the	uniform	
heterogeneous	packing	for	different	columns	lengths	(0.15	m,	0.46	m,	0.91	m,	1.37	m,	and	1.83	m)	
against	 the	probability	distribution	of	 the	variance.	From	this	 figure,	 the	 longer	 the	column	 is,	 the	
bigger	the	slope	of	the	variance,	which	represents	dispersion.	Thus,	the	increase	in	heterogeneity	of	
a	porous	medium	leads	to	increase	in	dispersivity	with	distance.	They	conclude	that	modelling	solute	
dispersion	depends	on	the	structure	and	the	scale	of	heterogeneity.	 	
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Figure	1.6.	a)	Velocity	distribution	versus	depth	 in	uniform	heterogeneous	packing	 that	consisted	of	90-mesh	 fine	sands	
formed	into	blocks	(0.075	x	0.025	m)	which	were	distributed	uniformly	in	sandbox	with	1.37	m.	b)	The	variance	of	tracer	
displacement	through	uniform	heterogeneous	packing	for	different	columns	lengths	verses	the	probability	distribution	of	
the	variance.	Electrode	columns	1	to	5	have	length	of	0.15	m,	0.46	m,	0.91	m,	1.37	m,	and	1.83	m	respectively	(Silliman	&	
Simpson,	1987).	
A	 significant	 number	 of	 other	 studies	 have	 also	 shown	 the	 inadequacy	 of	 the	 ADE	 for	
predicting	 behaviour	 at	 the	 laboratory-scale	 (Cortis	 &	 Berkowitz,	 2004;	 Levy	 &	 Berkowitz,	 2003;	
Moroni	et	al.,	2007;	Sternberg	et	al.,	1996)	and	in	field	studies	(Mackay	et	al.,	1986;	Peaudecerf	&	
Sauty,	 1978;	 Sidle	 et	 al.,	 1998;	 Sudicky	 et	 al.,	 1983;	 Zhang	 &	 Benson,	 2008).	 It	 is	 only	 when	 the	
velocity	field	is	fully	sampled	that	the	ADE	is	good	at	predicting	solute	transport	–	in	heterogeneous	
systems	this	occurs	at	 late	times	and/or	after	a	 long	distance	travelled.	 In	general,	 the	non-Fickian	
transport	is	due	to	the	heterogeneities	of	the	porous	media.	
For	reactive	systems,	estimating	the	effective	reaction	rate	 in	Eq.	(1.8),	where	the	reaction	
rate	 constant	 (𝑘!)	 is	 usually	measured	 independently	 in	 a	 batch	 system,	 is	 crucially	 important	 to	
determine	 the	 validity	 of	 the	 ADRE	 model,	 especially	 in	 environmental	 applications	 such	 as	
contaminant	 transport.	 However,	 the	 ADRE	 has	 also	 shown	 to	 give	 inaccurate	 predictions	 of	
experimental	 results.	 Raje	 and	 Kapoor	 (2000)	 conducted	 a	 laboratory	 experiment	 of	 bimolecular	
reactive	transport	(A	+	B	→	C)	in	porous	media	consisting	of	glass	beads	packed	in	a	glass	chamber.	
The	chamber	was	0.045	m	 in	diameter	and	0.18	m	 long	 (see	Figure	1.9a).	The	reactants	were	1,2-
napthoquinone-4-sulfonic	acid	(NQS)	and	aniline	(AN)	while	the	product	was	1,2-napthoquinone-4-
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aminobenzene	(NQAB).		They	measured	the	reactive	transport	by	pumping	one	of	the	reactants	into	
the	column	while	the	column	was	filled	with	the	other	reactant.	They	measured	the	concentration	of	
NQAB	at	the	outlet	as	a	function	of	pore	volume	injected.	They	compared	the	experimental	results	
with	 a	 numerical	 model	 of	 ADRE	 (Eq.	 1.8),	 as	 seen	 in	 Figure	 1.9b.	 It	 was	 found	 that	 the	 rate	 of	
reaction	 estimated	 by	 the	 model,	 which	 uses	 the	 averaged	 estimation	 of	 the	 reactants	
concentration,	 was	 over-predicted	 since	 the	 reaction	 rate	 is	 not	 linearly	 dependent	 on	
concentration.	 In	addition,	 the	maximum	amount	of	 the	product	measured	experimentally	 can	be	
40%	less	than	what	was	predicted	by	the	ADRE.	
Figure	 1.7.	 a)	 The	 experimental	 set	 up	 used	 by	 Raje	 and	 Kapoor	 (2000).	 b)	 The	 concentration	 of	 the	 product	 (M)	 as	 a	
function	 of	 pore	 volume	 where	 solid	 line	 is	 the	 solution	 from	 ADRE	 model	 and	 points	 are	 measured	 data	 from	 the	
experiment.	
Gramling	et	al.	 (2002)	also	conducted	an	experiment	of	bimolecular	reactive	transport	 in	a	
thin	translucent	chamber	made	of	glass	represented	as	the	porous	media.	The	chamber	had	a	length	
of	0.36	m,	a	diameter	of	0.055	m,	and	a	thickness	of	0.018	m.	The	chamber	was	packed	with	cryolite	
(Na3AlF6)	that	had	the	size	between	1.3x10-3	m	and	1.3x10-3	m	with	an	average	grain	size	of	1.3x10-3	
m.	 The	 reactants	 were	 the	 aqueous	 solutions	 of	 copper	 sulphate	 (CuSO4)	 and	 sodium	 EDTA	
(Na2EDTA2-)	 while	 the	 product	 was	 copper	 EDTA	 (CuEDTA2-).	 They	 measured	 the	 relative	
concentration	of	the	product	(𝑐!)	to	the	initial	concentration	of	the	reactant	A	(𝑐!!)	as	a	function	of	
distance,	as	shown	 in	Figure	1.8.	They	compared	the	measurement	results	with	 the	solution	to	an	
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analytical	 model	 using	 a	 one-dimensional	 ADRE	 (Eq.	 1.8),	 for	 which	 the	 analytical	 solution	 for	
instantaneous	local	reaction	is	(Marshall	et	al.,	1996): 
𝑐!𝑐!! = 12 erfc −𝑥 + 𝑞𝜙 𝑡2 𝐷!𝑡 , 𝑥 < 𝑞𝜙 𝑡 (1.9a) 
𝑐!𝑐!! = 12 erfc 𝑥 − 𝑞𝜙 𝑡2 𝐷!𝑡 , 𝑥 > 𝑞𝜙 𝑡 (1.9b) 
They	found	that	the	maximum	concentration	of	the	product	is	at	least	20%	lower	from	the	maximum	
estimates	by	ADRE	for	different	flow	conditions.	In	addition,	a	complete	mixing	did	not	exist	at	pore-
scale.	As	 a	 result,	ADRE	has	proven	 to	have	weak	description	of	 transport	of	 reactive	 species	 in	 a	
porous	medium.	 They	 showed	 the	 inaccuracy	 in	modelling	 pore-scale	 reactive	 transport	 by	ADRE,	
which	is	due	to	heterogeneity	of	the	medium,	similarly	to	the	field-scale	models.	Therefore,	applying	
macroscopically	 averaged	 parameters	 to	 predict	 reactive	 transport	 leads	 to	 poor	 description	 of	
solute	transport.	
Figure	 1.8.	 (a,	 b)	 The	 experimental	 set	 up	 used	 by	 Gramling	 et	 al.	 (2002)	 where:	 a)	 is	 the	 light	 transmission	 imaging	
apparatus	to	detect	any	change	of	colour	as	a	result	of	reaction	and	b)	is	the	front	view	of	the	chamber.	c)	The	profile	of	
the	ratio	of	product	C	concentration	to	the	initial	concentration	of	the	reactant	A.	The	points	are	measured	data	from	the	
experiment	at	𝑡!	=	619	s,	𝑡!	=	916	s,	𝑡!	=	1114	s,	and	𝑡!	=	1510	s	for	𝑞	=	4.37x10-5	m/s.	The	dashed-lines	are	the	solution	of	
the	ADRE	(Eq.	1.9)	at	𝑡!	=	619	s,	𝑡!	=	916	s,	𝑡!	=	1114	s,	and	𝑡!	=	1510	s.	
ADRE	 is	 good	 at	 predicting	 solute	 behaviour	 in	 homogeneous	 systems	 when	 the	 velocity	
field	 is	fully	sampled	as	shown	in	Section	3.2.1.	 In	heterogeneous	systems	this	occurs	at	 late	times	
𝑐 !𝑐 !!⁄
 
𝑥	(m)	
a)	
c)	
b)	
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and/or	after	a	 long	distance	 travelled.	Therefore	 in	homogeneous	systems,	ADRE	 theoretically	can	
be	upscalled	to	study	laboratory-scale	reactive	transport	process	(Porta	et	al.,	2012).	
1.1.1.2 Reactive	transport	models	
Despite	analysis	presented	in	the	previous	section,	a	significant	body	of	previous	studies	applied	the	
ADRE	 to	 predict	 fluid-fluid	 reactive	 transport	 behaviour.	 These	 work	 applied	 averaged	 equations,	
which	assume	a	 complete	mixing	phase,	 and	used	 some	 sort	of	 fitting	parameters	 calibrated	with	
empirical	data	to	overcome	the	average	estimation	of	the	ADRE.	Edery	et	al.	(2009)	and	Edery	et	al.	
(2010)	 quantified	 reactive	 transport	 for	 a	 bimolecular	 reaction	 in	 porous	 media.	 They	 used	 a	
particle-tracking	 (PT)	 model	 based	 on	 continuous	 time	 random	 walks	 (CTRW)	 approach.	 The	 PT	
method	 tracks	particle	 (reactants	and	products)	 transitions	both	 in	 space	and	 time.	This	approach	
takes	 into	 consideration	 particles	 spreading	 and	mixing.	 The	 CTRW	 is	 a	 probabilistic	method	 that	
uses	 the	 probability	 density	 function	 (pdf)	 approach	 to	 account	 for	 these	 transitions	 in	 order	 to	
describe	 transport	 at	 multiple	 length	 scales.	 It	 is	 based	 on	 Eulerian-Lagrangian	 framework	 to	
describe	 the	 random	motion	of	particles.	They	accurately	 reproduced	 fluid-fluid	 reactive	 transport	
benchmark	experimental	data	in	a	3D	beadpack	(Gramling	et	al.,	2002),	but	their	model	requires	two	
calibrating	 parameters.	 One	 is	 used	 to	 determine	 the	 reaction	 radius	 under	 which	 reaction	 may	
occur	and	the	second	is	used	to	determine	the	shape	of	the	pdf	of	concentration.	
Furthermore,	 the	Gramling	et	al.	 (2002)	data	were	 successfully	analysed	using	 continuum-
scale	 time-dependent	model	based	on	 the	ADRE	developed	by	 Sanchez-Vila	 et	 al.	 (2010)	 in	which	
reaction	rate	coefficients	are	adjusted	with	time.	Their	model	differs	 from	the	classic	ADRE,	which	
assumes	 instantaneous	mixing	and	hence	 instantaneous	reaction,	 in	that	 it	accounts	for	 local	scale	
mixing	and	reaction.	This	approach	allows	them	to	quantify	the	concentration	profiles	of	the	product	
and	 the	 time-dependent	 total	 production	 rate.	 However,	 their	 model	 involves	 three	 fitting	
parameters:	one	to	define	the	D!,	which	is	crucial	to	estimate	the	amount	of	pore-scale	mixing	and	
thus	the	amount	of	reaction,	and	two	time-dependent	parameters	calibrated	to	express	the	kinetic	
term.	 These	 time-dependent	 parameters	 follow	 a	 power	 law	 that	 accounts	 for	 the	 impact	 of	
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incomplete	mixing	 as	 a	 result	 of	 rate	 limited	mass	 transfer	 at	 the	 pore-scale.	 Chiogna	 and	 Bellin	
(2013)	presented	an	analytical	model	that	assumes	a	distribution	of	mixing	ratio	within	a	reference	
elementary	volume	(REV),	which	is	based	on	continuum	Darcy-scale.	They	express	the	concentration	
of	both	the	reactants	and	the	product	as	a	 function	of	 the	mixing	ratio.	Their	model	assumes	that	
the	mixing	ratio	is	distributed	within	an	REV	consistent	with	a	Beta	distribution.	The	Beta	distribution	
is	calibrated	by	the	mean	concentration,	which	is	set	to	be	equal	to	the	concentration	that	would	be	
at	the	continuum	Darcy	scale.	Nevertheless,	their	model	involves	a	calibrating	parameter	associated	
with	the	peak	concentration	of	the	product.	Hochstetler	and	Kitanidis	(2013)	upscale	a	2D	pore-scale	
porous	medium	of	randomly	distributed	equal	diameter	circular	grains	into	a	1D	reactive	transport	
numerical	 model.	 An	 empirical	 relationship	 was	 used	 as	 a	 calibrating	 parameter	 to	 upscale	 the	
reaction	 rate	 constant	 for	 the	 effective	 reaction	 rate	 based	 on	 the	 ADRE.	 The	 empirical	 formula	
requires	two	fitting	parameters:	an	effective	reaction	rate	constant	obtained	by	fitting	an	upscaled	
ADRE	to	the	product	breakthrough	curve	(BTC)	and	a	 fitted	parameter	to	describe	the	segregation	
intensity	of	reactants	concentration.	De	Anna	et	al.	(2014)	presented	a	2D	pore-scale	experiment	of	
fluid-fluid	reactive	transport	in	the	porous	medium	consisting	of	circular	grains	that	were	randomly	
distributed	and	compared	it	against	a	model	based	on	ADRE	to	estimate	the	concentration	profile	of	
the	 product	 of	 irreversible	 bimolecular	 reaction.	 They	 demonstrated	 that	 the	 reaction	 rate	 is	
controlled	by	the	geometry	of	the	 interface	where	reactants	mix	and	that	the	advective	stretching	
and	molecular	diffusion	control	 the	geometry	of	 this	mixing	zone.	However,	 their	model	calibrates	
the	stretching	rate	and	the	initial	concentration	to	have	the	best	fit.	
Hansen	et	al.	(2014)	developed	two	main	mathematical	approaches	for	description	of	fluid-
fluid	 reactive	 transport,	which	are	based	on	CTRW	theory.	First,	 in	order	 for	 reaction	 to	occur	 the	
reactants	have	to	be	adjacent	to	each	other	–	or	as	they	describe	it	to	collocate.	They	used	the	PT	
approach	with	 a	 fixed	 collocation	 associated	with	 a	 probability	 that	were	 set	 to	 be	 equal	 to	 1	 to	
represent	 instantaneous	reaction.	Second,	a	 fitting	parameter	was	used	to	determine	the	size	of	a	
reaction	 radius	 under	 which	 reactions	 may	 occur.	 Both	 models	 were	 introduced	 in	 a	 2D	 system	
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under	 complete	 Fickian	 diffusion.	 They	 compared	 the	model	 results	with	 an	 analytical	 solution	 of	
reaction	 rate	 of	 irreversible	 bimolecular	 reaction,	 as	 shown	 in	 Figure	 1.9.	 Both	 methods	 have	
identical	 behaviour	 at	 early-time,	 which	 agrees	 well	 with	 the	 analytical	 solution	 until	 75%	 of	 the	
initial	 particles	 have	 reacted.	 After	 this	 both	models	 started	 to	 under-estimate	 the	 reaction	 rate.	
They	claim	that	their	approaches	are	valid	for	advective	transport.	Despite	this,	each	approach	uses	
a	fitting	parameter,	and	has	challenges	when	it	comes	to	capture	the	complete	dynamic	behaviour	
of	 reaction	 rate.	 In	addition,	 they	used	a	 simple	2D	homogenous	system	that	does	not	 reflect	 the	
heterogeneity	 of	 the	 natural	 porous	 medium,	 and	 thus	 does	 not	 capture	 the	 physical	 behaviour	
accurately.	
Figure	1.9.	Proportion	of	initially	present	particles	remaining	over	time	(measured	in	arbitrary	units)	for	the	uniform	initial	
condition	comparison	with	analytical	prediction	(Hansen	et	al.,	2014).	
Others	 authors	have	 introduced	pore-scale	 simulations	 that	 are	not	based	on	 the	 average	
equations	of	the	ADRE.	Willingham	et	al.	(2008)	conducted	micromodel	experiments	of	bimolecular	
reactive	 transport	 in	 different	 porous	media	 structures	 and	 compared	 it	 with	 a	 lattice-Boltzmann	
model.	Each	porous	medium	was	a	2D	system	and	had	different	pore	shapes	and	sizes.	They	found	
that	 the	 total	 product	 of	 the	 reaction	 created	 was	 different	 in	 each	 porous	 medium	 and	
demonstrated	 the	 impact	of	pore	structure	on	reaction.	They	showed	that	 interfacial	contact	area	
between	fluids	is	important	in	determining	the	amount	of	pore-scale	mixing	and	thus	the	amount	of	
reaction.	Also,	pore-scale	mixing	and	with	reactions	can	still	occurs	even	at	steady	state	as	a	result	of	
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interconnected	porosity.	Ding	et	al.	(2013)	introduced	a	1D	PT	reactive	transport	model	based	on	a	
Lagrangian	 approach	 that	 define	 the	 particle	 behaviour.	 This	 approach	 determines	 a	 two	
probabilities:	 the	 transport	of	particles	and	reaction	energy.	The	probability	of	 transport	describes	
that	 reactants	 are	 located	 in	 the	 same	 volume	 over	 a	 short	 time	 interval,	 which	 determines	 the	
amount	 of	 mixing	 between	 reactants.	 The	 other	 probability	 describes	 two	 neighbouring	 particles	
that	may	react.	However,	these	models	are	based	on	simple	1D	or	2D	systems,	which	do	not	capture	
the	complete	physical	and	chemical	behaviour	of	reactant	species	in	real	porous	media.	Therefore,	
there	 is	 still	 lack	 of	 understanding	 on	 the	 impact	 of	 heterogeneity	 of	 porous	 media	 on	 overall	
reaction	rate	under	different	transport	and	reaction	conditions.	
1.3.4 Summary	
Providing	 an	 accurate	 description	 of	 the	 pore	 structure	 of	 a	 porous	medium	 is	 essential	 to	make	
accurate	 predictions	 of	 the	motion	 of	 reactive	 particles,	 pore-scale	mixing,	 and	 the	 reaction	 rate.	
Finding	 the	pore	 structure	directly	 from	micro-CT	 images	 captures	 the	 irregular	 shapes	within	 the	
pore	space.	For	flow,	the	Navier-Stokes	equation	(Eq.	1.2)	can	be	solved	obtain	the	pressure	and	the	
velocity	fields	for	incompressible	Newtonian	flow	in	the	porous	medium.	For	transport	and	reaction,	
however,	 the	 classic	 ADRE	 (Eq.	 1.8)	 can	 provide	 poor	 predictions	 of	 the	 behaviour	 of	 reactive	
species.	 It	 averages	 macro-physical	 parameters	 (i.e.	 concentration),	 hence	 it	 over-estimates	 the	
degree	of	interaction	between	species	(i.e.	pore-scale	mixing),	and	therefore	over-estimates	reaction	
rate.	 In	 spite	 of	 this,	 many	 published	 reactive	 transport	 models	 have	 applied	 the	 ADRE	 to	 make	
predictions.	To	overcome	with	the	 inaccuracy	of	 the	ADRE,	 these	models	used	some	sort	of	 fitting	
parameters	calibrated	with	empirical	data,	as	outlined	above.	Others	used	a	simple	1D	or	2D	systems	
that	do	not	capture	the	real	heterogeneity	of	actual	porous	media,	and	thus	have	not	proven	to	be	
accurate	in	presenting	the	real	behaviour	of	reactive	solutes	in	the	subsurface.	
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1.4 Objectives	
The	main	goal	of	this	project	is	to	develop	a	new	computer	code	that	can	predict	the	coupled	flow	
and	 transport	 with	 geochemical	 reactions	 of	 a	 single	 phase	 at	 the	 pore-scale.	 This	model	 can	 be	
extended	 to	 include	 complex	 natural	 phenomena	 in	 order	 to	 solve	 and/or	 to	 predict	 system	
behaviour	 in	 environmental	 applications,	 such	 as	 contaminant	 transport	 and	 climate	 change.	 In	
addition,	 it	 can	 be	 used	 as	 a	 tool	 for	 industrial	 applications,	 such	 as	 chemical	 IOR.	 To	 build	 an	
effective	reactive	transport	model,	five	main	stages	are	required:	
1. Obtaining	rock	images	to	define	the	geometry	of	the	porous	media.	
2. Flow	simulation	to	find	the	pressure	and	velocity	field.	
3. Transport	simulation	to	find	the	particles	behaviour	through	the	porous	media.	
4. Identifying	the	chemical	kinetics.	
5. Coupling	reactions	with	transport.	
With	this	model,	first	we	will	validate	it	against	a	reactive	transport	in	a	free	fluid	in	a	batch	system.	
Second,	we	will	 validate	 it	against	experimentally	measured	data	of	 reactive	 transport	 in	a	porous	
medium	 conducted	 by	Gramling	 et	 al.	 (2002)	 (Section	 1.1.1.1).	We	will	 then	 extend	 the	model	 to	
study	 different	 classes	 of	 porous	media	 with	 the	 aim	 to	 investigate	 the	 impact	 of	 heterogeneity,	
transport	conditions,	and	reaction	conditions	on	overall	reaction	rate.	
Chapter	2	
Model	description	 	
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2. Model	description	
Our	model	consists	of	four	main	components:	geometry,	flow,	transport,	and	chemical	reaction.	This	
chapter	describes	each	component	in	detail.	Figure	2.1	shows	the	flow	chart	of	the	model	written	in	
Fortran	code	containing	the	main	subroutines.	
Figure	2.1.	Flow	chart	of	the	reactive	transport	model.	
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2.1 Pore-scale	geometry	
To	simulate	the	motion	of	reactive	species	in	the	pore	structure,	the	model	uses	micro-CT	images	to	
construct	the	pore	space	–	this	is	the	best	approach	to	capture	the	irregular	shape	of	porous	media	
and	thus	predict	the	physical	behaviour	accurately	(Section	1.3.1).	In	this	work,	we	use	three	images;	
a	beadpack,	Bentheimer	sandstone,	and	Doddington	sandstone.	The	beadpack	consists	of	a	random	
close	 packing	 of	 equally-sized	 spherical	 grains	 whose	 coordinates	 are	 measured	 (Finney,	 1970).	
Prodanović	and	Bryant	(2006)	performed	the	segmentation	of	beadpack	into	a	pore-scale	image.	The	
dry-scan	 images	 of	 Bentheimer	 sandstone	 (provided	 by	 iRock	 Technologies)	 and	 Doddington	
sandstone	(provided	in-house)	were	acquired	by	Xradia	Versa	micro-CT	scanners	on	cylindrical	cores	
of	 5x10-3	m	diameter	 and	2.5x10-2	m	 length.	All	 pore-scale	 images	 are	provided	as	Cartesian	 grid-
blocks	(voxels).	In	each	image,	the	voxels	have	the	same	size	in	all	dimensions;	∆𝑥 = ∆𝑦 = ∆𝑧.	The	
image	segmentation	into	void	and	solid	voxels	was	performed	using	a	seeded	watershed	algorithm.	
All	 image	 processing	 was	 done	 using	 the	 Avizo	 Fire	 7.0	 program	 (Visualization	 Sciences	 Group,	
Burlington,	MA,	USA;	www.vsg3d.com).	
The	characteristic	length	ℓ	of	Bentheimer	and	Doddington	can	be	estimated	by	(Mostaghimi	
et	al.,	2012):	
ℓ = 𝜋𝑉𝑆 	 (2.1)	
where	𝑉	 is	the	volume	of	the	porous	medium	(m3)	and	𝑆	 the	total	surface	area	between	pore	and	
solid	voxels	measured	from	micro-CT	images	(m2).	However,	ℓ	in	the	beadpack	is	more	simply	taken	
to	be	equal	to	the	size	of	the	grain.	
2.2 Flow	simulations	
To	obtain	the	flow	field,	we	solve	the	incompressible	Newtonian	flow	governed	by	the	Navier-Stokes	
equations	(Eq.	1.2)	where	we	use	water	with	𝜌	=	1000	kg/m3	and	𝜇	=	1x10-3	Pa.s.	Each	image	voxel	
represents	 grid-block	 in	 the	 flow	 simulation.	 The	 single-phase	 flow	 field	 on	 the	 image	 voxels	 is	
calculated	based	on	an	implementation	of	the	finite	volume	method	(Bijeljic	et	al.,	2013b;	Raeini	et	
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al.,	 2012)	 using	 OpenFOAM	 (OpenFOAM,	 2011).	 The	 pressure	 implicit	 with	 splitting	 of	 operators	
(PISO)	algorithm	is	implemented	to	solve	the	velocity	field.	The	normal	and	tangential	components	
of	the	velocity	are	zero	on	the	solid	boundaries.	A	constant	pressure	boundary	condition	at	the	inlet	
and	the	outlet	faces	of	the	images	is	applied	while	on	the	other	faces,	no-slip	boundary	conditions	
are	implemented.	The	pressure	drop	in	the	model	is	selected	so	that	creeping	flow	with	𝑅𝑒	<<	1	is	
studied.	Figure	2.2	shows	the	pore	space	and	velocity	field	of	the	pore-scale	images.	
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Figure	2.2.	The	pore	space	(left)	and	velocity	field	(right)	for;	a)	the	beadpack,	b)	Bentheimer	sandstone,	and	c)	Doddington	
sandstone.	In	the	representation	of	velocity	field	red	represents	high	values	and	blue	represents	low	values.	
The	velocity	distributions	of	the	three	images	are	significantly	different,	as	shown	in	Figure	
2.3.	It	shows	the	pdf	of	the	ratio	of	the	absolute	values	of	the	face	voxel	velocity	in	the	direction	of	
flow	 (𝑢!!)	 to	 the	𝑢!"#	 against	 normalized	 velocity	 (𝑢!! 𝑢!"#)	 presented	 in	 semi-log	 plot	 (Figure	
a) 
b) 
c) 
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2.3a)	 and	 log-log	 plot	 (Figure	 2.3b)	 (Bijeljic	 et	 al.,	 2013b).	 The	 velocity	 distributions	 are	 sampled	
uniformly	 in	 256	 bins	 of	 log(𝑢!! 𝑢!"#).	 It	 is	 evident	 from	 Figure	 2.3	 that	 the	 peak	 of	 velocity	
distributions,	which	 is	 at	 the	 average	 velocity	 (𝑢!! 𝑢!"#	 =	 1),	 is	 largest	 in	 the	 beadpack.	 For	 this	
velocity	 value	 there	 are	 nearly	 twice	 as	 many	 voxels	 in	 the	 beadpack	 as	 compared	 to	 the	 two	
sandstone	 rock	 images	 implying	 that	 the	 beadpack	 has	 a	 more	 homogeneous	 flow	 characteristic	
(more	velocities	are	similar	to	average	velocity)	than	Bentheimer	and	Doddington.	
The	 velocity	 distributions	 for	 Doddington	 and	 Bentheimer	 are	 spread	 more	 widely	 in	
comparison	 to	 the	 beadpack:	 they	 have	 a	 larger	 number	 of	 fast	 velocities	 and,	 in	 particular,	 a	
significantly	higher	number	of	stagnant	velocities.	This	means	that	their	transport	characteristics	are	
expected	 to	 be	 more	 non-Fickian	 (Bijeljic	 et	 al.,	 2013a;	 Bijeljic	 et	 al.,	 2013b).	 In	 addition,	 visual	
presentation	of	the	velocity	field	(see	Figure	2.2)	in	the	regions	faster	than	average	velocity	implies	
that	 the	 beadpack	 pores	 are	 both	 better	 connected	 and	 less	 tortuous	 than	 the	 other	 two	 images	
representing	consolidated	sandstone.	
The	 remarkable	 feature	 is	 that	 for	 the	 sandstones	 the	 velocity	 distribution	 spans	 eight	
orders	 of	 magnitude.	 Therefore,	 even	 for	 very	 fast	 average	 flows,	 there	 will	 still	 be	 significant	
portions	of	the	pore	space	where	diffusion	limits	transport.	
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Figure	2.3. The	probability	density	function	(pdf)	of	velocity	distributions	for	the	beadpack	(blue	circles),	Bentheimer	(red	
crosses),	and	Doddington	(green	squares)	presented	as;	a)	semi-log	and	b)	log-log	plots.	
2.3 Transport	simulations	
We	track	the	motion	of	particles	for	every	time-step	by	advection	and	diffusion:	
x(t+∆t) = x(t) + x!"#$%&'() + x!"##$%"&'	 (2.2)	
pd
f!| 𝑢 !!|
𝑢 !"#⁄ !
 
pd
f!| 𝑢 !!|
𝑢 !"#⁄ !
 
Normalized	velocity |𝑢!!| 𝑢!!"⁄  
a)	
b)	
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where	 the	 vector	 x	 labels	 particle	 position	 that	 has	 components	 𝑥,	 𝑦,	 and	 𝑧,	 which	 are	 the	
coordinates	 of	 particles	 position	 in	 the	 image.	 We	 use	 a	 streamline-based	 method	 for	 advective	
particle	 tracking	 through	 the	 pore	 voxels	 (x!"#$%&'())	 that	 incorporates	 a	 novel	 formulation	
accounting	 for	 zero	 flow	 at	 the	 solid	 wall	 boundaries	 (Nuňes-Pereira	 et	 al.,	 2015),	 which	 is	 an	
extension	of	Pollock’s	algorithm	(Pollock,	1988)	commonly	used	for	field-scale	applications	(Batycky	
et	 al.,	 1997).	 For	 void	 voxels	 without	 a	 solid	 boundary	 the	 velocities	 in	 a	 grid-cell	 are	 linear	
interpolations	of	the	voxel	face	velocities	as	in	the	Pollock	algorithm	given	by	(Nuňes-Pereira	et	al.,	
2015):	
𝑢! = 𝑢!! + 𝑥 − 𝑥! 𝑢!! − 𝑢!!∆𝑥 	 (2.3a)	
𝑢! = 𝑢!! + 𝑦 − 𝑦! 𝑢!! − 𝑢!!∆𝑦 	 (2.3b)	
𝑢! = 𝑢!! + 𝑧 − 𝑧! 𝑢!! − 𝑢!!∆𝑧 	 (2.3c)	
where	𝑢!,	𝑢!,	and	𝑢!	are	the	coordinate	velocities	at	particles	position.	𝑥!,	𝑥!,	𝑦!,	𝑦!,	𝑧!,	and	𝑧!	are	
the	position	in	the	image	of	left,	right,	bottom,	top,	front,	and	back	faces	of	the	voxel	in	which	the	
particles	reside.	𝑢!!,	𝑢!!,	𝑢!!,	𝑢!!,	and	𝑢!!	are	the	velocities	of	these	faces,	as	shown	in	Figure	2.4,	
where	i,	j,	and	k	are	the	grid-voxel	label	in	the	x,	y,	z	dimensions	respectively.		
Figure	2.4. Schematic	of	grid-cell	of	pore	voxel	with	no	solid	boundary	and	its	components.	
x	
y	 𝑢!!⟶	 ⟶ 𝑢!!	
𝑢 !!⟶
	
⟶𝑢 !!
	
(𝑥!, 𝑦!, 𝑧!)	 (𝑥!, 𝑦!, 𝑧!)	
(𝑥!, 𝑦!, 𝑧!)	 (𝑥!, 𝑦!, 𝑧!)	
(𝑥!, 𝑦!, 𝑧!)	 (𝑥!, 𝑦!, 𝑧!)	
(𝑥!, 𝑦!, 𝑧!)	 (𝑥!, 𝑦!, 𝑧!)	
(i,	j,	k)	
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We	then	determine	the	minimum	time	(∆𝜏)	required	for	the	particles	to	reach	any	of	the	faces	of	the	
voxel	in	order	for	them	to	leave	and	cross	into	the	neighbour	voxel,	such	that	(Nuňes-Pereira	et	al.,	
2015):		
∆𝜏! = ∆𝑥𝑢!! − 𝑢!! ln ∆𝑥𝑢!!∆𝑥𝑢!! + 𝑥 − 𝑥! 𝑢!! − 𝑢!! 	 (2.4a)	
∆𝜏! = ∆𝑦𝑢!! − 𝑢!! ln ∆𝑦𝑢!!∆𝑦𝑢!! + 𝑦 − 𝑦! 𝑢!! − 𝑢!! 	 (2.4b)	
∆𝜏! = ∆𝑧𝑢!! − 𝑢!! ln ∆𝑧𝑢!!∆𝑧𝑢!! + 𝑧 − 𝑧! 𝑢!! − 𝑢!! 	 (2.4c)	∆𝜏 = min ∆𝜏! ,∆𝜏! ,∆𝜏! 	 (2.4d)	
where	∆𝜏!,	∆𝜏!,	and	∆𝜏!	are	 the	minimum	time	need	 for	particles	 to	reach	 face	of	 the	neighbour	
voxel	in	x,	y,	and	z	dimensions	respectively.	If	∆𝜏	is	less	than	the	time-step	size	(∆𝑡	in	s),	the	particles	
will	reach	boundary	of	the	current	voxel	and	enter	the	neighbour	voxel.	It	will	continue	to	travel	in	
the	neighbour	voxel	(in	the	same	time	step)	with	whatever	time	remains	after	it	was	used	to	reach	
the	boundary	of	the	previous	voxel.	To	determine	the	position	of	particles	after	 it	 leaves	the	voxel	
the	following	equation	is	given	by	(Nuňes-Pereira	et	al.,	2015):	
𝑥! = 𝑥! − ∆𝑥𝑢!!𝑢!! − 𝑢!! + 𝑥 − 𝑥! + ∆𝑥𝑢!!𝑢!! − 𝑢!! 𝑒∆! !!!!!!!∆! 	 (2.5a)	
𝑦! = 𝑦! − ∆𝑦𝑢!!𝑢!! − 𝑢!! + 𝑦 − 𝑦! + ∆𝑦𝑢!!𝑢!! − 𝑢!! 𝑒∆! !!!!!!!∆! 	 (2.5b)	
𝑧! = 𝑧! − ∆𝑧𝑢!!𝑢!! − 𝑢!! + 𝑧 − 𝑧! + ∆𝑧𝑢!!𝑢!! − 𝑢!! 𝑒∆! !!!!!!!∆! 	 (2.5c)	
where	𝑥!,	𝑦!,	and	𝑧! 	are	the	coordinates	position	of	the	particles	in	the	image	after	it	exits	the	voxel.		
However,	for	pore	voxels	bounded	by	solid	walls	semi-analytical	streamline	tracing	is	more	
complex.	The	analytical	solutions	for	velocities	in	these	cases	have	been	provided	elsewhere	(Nuňes-
Pereira	et	al.,	2015).	This	approach	determines	particle	advective	motion	within	a	voxel	as	well	as	
the	 exit	 position.	 One	 of	 the	main	 advantages	 of	 this	 method	 is	 that	 particles	 can	 travel	 several	
voxels	in	single	time-step	without	error	if	advection	dominates:	this	reduces	the	computational	cost	
of	the	simulation.	
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The	movement	of	particles	by	diffusion	 (x!"##$%"&')	 is	based	on	a	 random	walk,	which	 is	a	
series	 of	 random	 spatial	 displacements	 based	 on	 the	mean	 diffusive	 displacement	 (𝜉)	 that	 define	
particle	transitions	(Bijeljic	et	al.,	2013b)	such	that:	𝜉 = 6𝐷!∆𝑡	 (2.6)	𝑥!"##$%"&' =  𝜉 sin𝜑 cos𝜃	 (2.7a)	𝑦!"##$%"&' = 𝜉 sin𝜑 sin𝜃	 (2.7b)	𝑧!"##$%"&' =  𝜉 cos𝜑	 (2.7c)	
where	𝜑	and	𝜃	are	random	numbers	in	the	range	from	0	to	2π	and	0	to	π	respectively.	The	random	
numbers	 are	 generated	 with	 a	 built-in	 function	 in	 the	 compiler	 that	 uses	 the	 clock	 as	 a	 basis	 to	
generate	the	random	numbers.	In	the	model,	𝜉	must	always	be	smaller	than	the	resolution	of	voxel	
so	 that	 particles	 cannot	 jump	more	 than	 one	 voxel	 size	 in	 a	 diffusive	 step;	 otherwise	 they	might	
cross	a	solid	voxel,	which	is	physically	incorrect.	Therefore	in	any	simulation,	∆𝑡	 is	set	on	the	bases	
that	𝜉	 is	not	larger	than	the	image	voxel	resolution.	If	there	are	more	than	one	species	exist	in	the	
model	whereby	each	has	different	𝐷!,	each	species	will	have	different	𝜉	accordingly.	
We	interpret	the	results	through	analyses	of	the	velocity	field	and	transport	heterogeneity	
characteristics	of	 the	 three	 images,	 and	by	 comparing	 the	dispersion	 characteristics	of	 the	porous	
media	studied	for	the	reactive	and	non-reactive	cases.	Figure	2.5	shows	a	re-plot	of	Figure	1.4	that	
includes	 a	 comparison	 of	 the	 ratio	 of	 asymptotic	 𝐷!	 to	 𝐷!	 as	 a	 function	 of	 𝑃𝑒	 for	 transport	
simulations	 performed	 on	 our	 beadpack,	 Bentheimer	 and	 Doddington	 images.	 The	 results	 for	
Bentheimer	 and	 Doddington	 agree	 well	 with	 the	 previously	 published	 results	 for	 Berea	 –	 the	
sandstone	data	lie	between	the	beadpack/sandpack	data	and	the	carbonate	data,	further	confirming	
that	transport	heterogeneity	increases	from	the	beadpack	to	sandstones	to	carbonates	as	a	result	of	
an	 increase	 in	 pore	 structure	 and	 velocity	 field	 heterogeneity	 (Bijeljic	 et	 al.,	 2013a;	 Bijeljic	 et	 al.,	
2013b).	Furthermore,	Figure	2.5	illustrates	the	difference	in	𝐷!	(amount	of	spreading)	for	beadpack	
and	different	rock	images,	which	exist	as	a	result	of	different	nature	of	transport	through	different	
pore	structures.	This	difference	is	larger	at	high	𝑃𝑒	number.	Later,	in	Chapter	4,	we	will	use	transport	
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simulation	results	to	interpret	the	variation	in	dynamic	reaction	rates	for	different	pore	structures	as	
a	result	of	different	degrees	of	spreading.	
Figure	2.5. The	ratio	of	asymptotic	𝐷!	to	𝐷!	as	a	function	of	𝑃𝑒	for	the	beadpack	(blue	solid-line),	Bentheimer	(red	solid-
line),	and	Doddington	(green	solid-line).	The	sandpack	(solid-line),	Berea	sandstone	(dashed-line),	and	Portland	carbonate	
(dotted-line)	(Bijeljic	et	al.,	2011).	The	circles	are	measured	data	for	unconsolidated	beadpack/sandpack	(Bijeljic	&	Blunt,	
2006;	Pfannkuch,	1963).	
2.4 Reaction	simulations	
We	simulate	 the	 irreversible	 reaction	A	+	B	→	C.	 Since	 the	 reaction	 is	 a	 second	order	 irreversible	
reaction,	the	general	formula	for	reaction	rate	𝑟	is	given	by	(Petrucci	&	Harwood,	1997):	
𝑟 = 𝑑𝑐!𝑑𝑡 = − 𝑑𝑐!𝑑𝑡 = − 𝑑𝑐!𝑑𝑡 = 𝑘!𝑐!𝑐!	 (2.8)	
where	𝑘! 	is	the	reaction	rate	constant	(m3/moles.s).	The	subscripts	𝐴,	𝐵,	and	𝐶	denote	the	chemical	
species	 A,	 B,	 and	 C	 respectively.	 For	 a	 reaction	 to	 occur	 in	 our	 model,	 we	 consider	 two	 main	
conditions;	 physical	 condition,	 and	 kinetic	 condition.	 The	physical	 conditions	 relate	 to	 solid-voxels	
orientation	 surrounding	 a	 pore-voxel	 and	 its	 neighbour	 pores	 as	 well	 as	 the	 different	 distance	
between	reactants,	while	the	kinetic	condition	relates	to	the	chemical	kinetics	of	𝑘!.	
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2.4.1 Physical	conditions	
We	move	 both	 reactants	 A	 and	 B	 by	 advection	 and	 diffusion	 as	 described	 in	 Section	 2.3.	 In	 each	
time-step,	 we	 allow	 reaction	 (Figure	 2.1).	 For	 a	 reaction	 to	 occur,	 first	 condition	 is	 that	 both	
reactants	A	and	B	must	be	in	the	same	pore-voxel	and/or	reactant	B	located	in	the	neighbour	pore-
voxels	of	reactant	A.	The	orientations	of	neighbour	solid-voxels	affect	the	possibilities	for	reactant	A	
to	be	in	contact	with	reactant	B,	and	hence	their	reaction.	Therefore,	we	first	need	to	consider	these	
orientations	and	exclude	all	reactant	B	in	the	neighbour	pore-voxels	that	cannot	be	in	contact	with	
the	 reactant	 A	 from	 any	 possible	 reaction.	 For	 instance,	 Figure	 2.6	 shows	 a	 neighbour	 pore-voxel	
(red)	 is	not	considered	 for	 reaction	as	a	 result	of	 two	solid	neighbour	voxels	 (grey)	preventing	 the	
contact.	 All	 orientation	 possibilities	 of	 solid-voxels	 surrounding	 a	 pore-voxel	 that	 are	 preventing	
reaction	to	occur	are	found	in	Appendix.	
Figure	2.6. Schematic	of	a	pore-voxel	surrounded	with	two	solid-voxels	(grey).	Red	pore-voxel	is	the	neighbour	pore-voxel	
where	any	reactants	B	located	in	it	are	not	considered	for	reaction.	
The	 second	 condition	 is	 that	 we	 allow	 reactants	 A	 and	 B	 to	 react	 if	 they	 are	 less	 than	 a	
distance	𝜉	(Eq.	2.6)	apart.	Third	condition	is	that	if	there	is	more	than	one	possible	reaction	within	a	
distance	𝜉,	the	closest	reactant	pair	is	considered	first,	as	illustrated	in	Figure	2.7.	After	reaction,	the	
x	
y	
(i,	j,	k)	
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product	C	replaces	reactants	of	A	and	B	and	is	placed	in	the	position	equidistant	between	A	and	B.	If	
product	C	is	to	be	formed	in	a	solid-voxel,	we	consider	the	second	nearest	possible	reactant	B.	We	
repeat	the	check	that	product	C	is	located	in	a	pore-voxel	until	there	are	no	reactants	B	within	the	
reaction	zone	within	a	radius	of	𝜉	(Figure	2.7).	
Figure	2.7. Schematic	of	the	reaction	zone	with	three	possible	reaction	scenarios	where	the	blue	circle	represents	reactant	
A	and	red	circles	 represent	reactant	B.	We	first	consider	reaction	between	A	and	B1,	 then	B2	and	finally	B3.	We	do	not	
consider	reaction	with	the	particle	B	that	lies	outside	the	reaction	zone.	
2.4.2 Kinetic	conditions	
The	 reaction	between	 two	particles	only	occurs	with	a	 randomly	assigned	probability,	𝑃!,	which	 is	
related	to	the	reaction	rate	constant	𝑘!.	The	reaction	zone	(or	sphere)	in	which	reactions	may	occur	
has	a	radius	𝜉.	The	number	of	reactions	(𝑀!)	in	each	time-step	∆𝑡	is	given	by:	𝑀! = 𝑁!𝑁!𝑃! = 𝐶!𝐶!𝑉!!𝑃! 	 (2.9)	
where	𝑁!	and	𝑁!	are	the	number	of	particles	A	and	B	that	can	react	(they	lie	within	the	sphere), 𝐶!	
and	𝐶!  are	the	concentrations	of	A	and	B	(number	of	particles	per	unit	volume)	and	𝑉! 	is	the	volume	
of	the	reaction	zone	= 4 3 𝜋𝜉!.	
Let	𝑛	 represent	 the	number	of	moles	 that	each	particle	 in	 the	simulation	 represents,	 then	𝑐 = 𝑛𝐶.	Then	the	number	of	moles	(𝑛!)	that	react	is:	𝑛! = 𝑛!𝑐!𝑐!𝑛!𝑛! 𝑉!!𝑃! 	 (2.10)	
The	reaction	rate	𝑟	is	then:	
𝑑 > 𝜉	 𝜉
	
1	
2	
3	
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𝑟 = 𝑛!𝑐!𝑐!𝑛!𝑛! ∙ 𝑉!𝑃!∆𝑡 	 (2.11)	
In	our	simulations	we	have	𝑛	=	𝑛!	=	𝑛!	=	𝑛!:	every	particle	represents	the	same	number	of	moles,	
regardless	of	chemical	species.	Then	𝑟	in	Eq.	(2.11)	can	be	written	as:	
𝑟 = 𝑐!𝑐!𝑛 𝑉!𝑃!∆𝑡 	 (2.12)	
Hence	from	Eq.	(2.8),	we	can	find	a	relationship	between	𝑃! 	and	𝑘!:	
𝑃! = 𝑛∆𝑡𝑉! 𝑘! 	 (2.13)	
Then	using	Eq.	(2.6)	𝑃! 	is:	 𝑃! = 𝑛8𝜋𝐷!𝜉 𝑘! 	 (2.14)	
This	 approach	 is	 conceptually	 similar	 to	 the	 work	 of	 (Hansen	 et	 al.,	 2014)	 in	 a	 CTRW	
framework	 in	 which	 a	 rigorous	 relationship	 between	 reaction	 radius	 and	 rate	 of	 reaction	 was	
derived.	In	that	work	𝑃! 	was	defined	to	be	1;	here	it	can	take	any	value	≤	1.	It	is	worth	mentioning	
that	 in	 this	work	 both	 reactants	 have	 the	 same	𝐷!,	 therefore	 the	 reaction	 zone	 is	 fixed	 for	 both	
reactants.	 However	 in	 the	 case	 that	 the	 value	 of	𝐷!	 differs	 between	 reactants,	 the	𝐷!	 for	 the	
limiting	reactant	is	chosen.	
		The	ratio	between	the	reaction	rate	to	the	diffusion	rate	is	called	Damköhler	number	(𝐷𝑎).	
It	is	also	known	as	the	ratio	𝑡!"#	to	the	reactive	time-scale	(𝑡! 	in	s)	such	that:	
𝐷𝑎 = 𝑡!"#𝑡! 	 (2.15a)	
𝑡! = 1𝑘!𝑐!	 (2.15b)	
This	proposed	method	has	a	couple	of	 limitations.	One	 is	 that	𝑃! 	 can	only	be	 in	 the	 range	
between	zero	and	1	which	conceptually	limits	the	values	of	𝑘!.	One	way	to	minimise	this	limitation	is	
by	defining	the	values	of	∆𝑡	and/or	𝑛	so	that	any	measured	value	of	𝑘! 	can	be	accommodated	in	the	
model.	 The	other	 limitation	 is	 the	number	of	particles	 in	 the	 system.	 It	 is	 found	 that	as	 there	 is	a	
sufficient	 high	 number	 of	 particles	 in	 the	 system	 it	 does	 not	 alter	 the	 result	 of	 the	 simulation	
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(Rahbaralam	et	al.,	2015).	We	believe	the	model	proposed	here	compliments	well	with	other	models	
published	in	the	literature	(Section	1.1.1.2).	It	certainly	can	add	to	our	understanding	in	the	field	of	
reactive	transport	as	presented	in	following	chapters.	Nevertheless,	our	model	has	an	advantages	in	
that	 we	 do	 not	 uses	 any	 fitting	 parameters	 and/or	 we	 account	 for	 the	 complete	 pore	 structure	
heterogeneity	by	using	3D	micro-CT	images.	Currently,	there	is	still	lack	of	understanding	on	how	to	
upscale	 our	 model	 as	 there	 are	 still	 great	 challenges	 in	 upscaling	 the	 heterogeneity	 of	 the	 pore	
structure	without	compromising	the	accuracy	of	the	physical	descriptions.	
2.5 Summary	
Our	 model	 consists	 from	 four	 parts:	 geometry,	 flow	 field,	 transport,	 and	 reaction.	 We	 use	 X-ray	
tomographic	 images	 to	 describe	 the	 pore	 space.	 This	 approach	 has	 the	 advantages	 of	 capturing	
irregular	 shapes	of	pore	structure,	and	 thus	potentially	accurately	predicts	 the	physical	behaviour.	
We	 implement	 the	 Navier-Stokes	 equations	 (Eq.	 1.2)	 to	 obtain	 the	 flow	 field	 through	 the	 rock	
samples.	 The	model	 tracks	 particle	motion	 by	 advection	 and	 diffusion	 during	 which	 it	 checks	 for	
reaction	 in	 every	 time-step.	 For	 a	 reaction	 to	 occur,	 the	 model	 goes	 through	 several	 conditions;	
physical	and	kinetic	conditions.	The	physical	conditions	are	related	to	the	orientation	of	solid-voxels	
neighbouring	a	pore-voxel.	The	kinetic	condition	is	related	to	the	reaction	rate	constant.	Our	model	
does	 not	 use	 any	 arbitrary	 parameter	 to	 describe	 the	 physical	 and/or	 chemical	 properties:	 the	
reaction	probability	can	be	related	to	an	independently-measured	reaction	rate	in	bulk	solution.	
Chapter	3	
Model	validation	 	
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3. Model	validation	
In	 this	 chapter,	 we	 first	 validate	 the	 model	 by	 comparing	 the	 results	 of	 our	 simulations	 for	
bimolecular	irreversible	reaction	in	a	free	fluid	against	analytical	solutions.	Then	we	test	and	validate	
our	 predictions	 for	 reactive	 transport	 in	 porous	 media	 by	 comparing	 our	 predictions	 with	 the	
experimental	 results	 of	 Gramling	 et	 al.	 (2002)	 (Section	 1.1.1.1).	 Finally,	 we	 demonstrate	 how	 our	
model	can	predict	dynamic	changes	in	the	reaction	rate.	
3.1 Model	validation	for	reaction	in	a	batch	system	
We	consider	a	batch	system	with	no	porous	medium	and	no	flow.	The	model	system	has	a	voxel-size	∆𝑥	=	2.6x10-5	m.	We	test	 the	model	 for	 three	system	sizes:	70x70x70	grid-voxels,	140x70x70	grid-
voxels,	 and	 210x70x70	 grid-voxels.	 In	 each	 system,	 we	 run	 the	 model	 for	 a	 range	 of	 ∆𝑡	 while	
maintaining	the	same	value	of	𝑘! 	to	test	the	sensitivity	of	the	model	for	different	ranges	of	𝑃! 	for	the	
same	 type	of	 reaction.	We	set	 three	different	values	of	∆𝑡,	 such	 that	𝜉 = !!∆𝑥,	𝜉 = !!∆𝑥,	 and	𝜉 =∆𝑥.	𝐷!	is	set	to	be	7.02x10-11	m2/s	(Gramling	et	al.,	2002).	This	corresponds	to	∆𝑡	equal	to	1.6	s,	0.8	
s,	and	0.4	s	respectively.	For	simplicity,	one	particle	in	the	model	represents	one	molecule	in	a	real	
system	and	therefore	𝑛 = !!!,	where	𝐴!	 is	Avogadro’s	number.	We	set	𝑃! 	to	be	1x10-2,	7.071x10-3,	
and	5x10-3	 respectively	 (Table	3.1);	 from	Eq.	 (2.14)	𝑘! 	=	1.3971x108	m3/moles.s,	as	shown	 in	Table	
3.1.	
Table	3.1.	Properties	applied	in	the	model	for	free	fluid	in	batch	system	
Properties	 𝝃 = 𝟏𝟒 ∆𝒙	 𝝃 = 𝟏𝟐 ∆𝒙	 𝝃 = ∆𝒙	𝐷!	(m2/s)	 7.02x10-11	 7.02x10-11	 7.02x10-11	∆𝑡	(s)	 0.4	 0.8	 1.6	𝜉	(m)	 1.298x10-5	 1.8356x10-5	 2.596x10-5	𝑃! 	 1x10-2	 7.071x10-3	 5x10-3	𝑘! 	(m3/moles.s)	 1.3971x108	 1.3971x108	 1.3971x108	
Reactants	 are	 placed	 randomly	 inside	 the	 batch	 system.	 In	 each	 reaction	 simulation,	 we	
studied	 two	cases.	 First,	 the	 initial	number	of	 reactant	A	 (𝑁!!)	placed	 in	each	 system	size	has	 the	
same	number	of	reactant	B	 (𝑁!!).	Second,	 the	𝑁!!	placed	 in	each	system	size	 is	 twice	as	much	as	
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𝑁!!.	We	define	a	dimensionless	time	𝑡! = 𝑘!𝑡𝑐!!,	where	𝑐!!	is	the	initial	concentration	of	reactant	
A,	 and	 a	 dimensionless	 concentration,	 𝑐! = !!!!.	 In	 all	 cases,	 the	 average	 number	 of	 particles	 per	
grid-voxel	 is	 set	 to	 3.76x10-2	 particles/grid-voxel.	 This	 number	 is	 chosen	 so	 that	 it	 has	 the	 same	
average	number	used	to	predict	experimental	data	(Gramling	et	al.,	2002)	in	Section	3.2.	
3.1.1 Initial	concentration	of	reactant	A	equals	to	initial	concentration	of	reactant	B	
Table	3.2	shows	the	𝑁!!	or	𝑁!!	for	each	case.	
Table	3.2.	The	number	of	particles	of	A	or	B	in	the	model	
Case	number	 System	Size	 𝑵𝑨𝟎	or	𝑵𝑩𝟎	(particles)	
1	 70x70x70	 12,912	
2	 140x70x70	 25,824	
3	 210x70x70	 38,736	
From	Eq.	(2.8),	the	analytical	solution	for	second	order	irreversible	reaction	where	𝑐!! = 𝑐!!	is	given	
by:	
𝑐! = 𝑐! = 𝑐!!𝑘!𝑡𝑐!! + 1 , 𝑐!! = 𝑐!!	 (3.1)	
Figure	3.1	shows	the	change	in	𝑐!	 for	reactant	A	or	B	and	the	product	C	as	a	function	of	𝑡!,	while	
Figure	 3.2	 shows	 the	 change	 in	𝑟	 (Eq.	 2.8)	 as	 a	 function	 of	 𝑡!.	 The	model	 predicts	 the	 change	 in	
concentration	with	 a	 high	 degree	 of	 accuracy.	 The	model	 proves	 to	 be	 accurate	 in	 predicting	 the	
fluid-fluid	 reaction	 rate.	 The	model	 is	 insensitive	 to	 size	 of	 the	 system	as	 long	 as	 it	maintains	 the	
same	initial	concentration.	It	proves	also	that	it	 is	 insensitive	to	∆𝑡.	Therefore,	varying	∆𝑡	does	not	
affect	 the	outcome	of	model	 in	 the	 range	 studied.	 This	 suggests	 that	we	do	not	need	 to	 consider	
smaller	time-step	sizes	to	obtain	good	results.	
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Figure	 3.1.	 Dimensionless	 concentration	𝑐!	 as	 a	 function	of	 dimensionless	 time	 𝑡!	where	𝑐!! = 𝑐!!.	 Solid-lines	 are	 the	
results	 from	the	analytical	 solution	and	 the	dashed-lines	are	 from	the	model	where	A	or	B	 is	blue	and	C	 is	green	 for	all	
cases	and	all	∆𝑡.	In	each	case,	the	percentage	value	is	the	mean	absolute	percentage	error.	
Case	2	Case	1	 Case	3	
𝑐 !	
𝑐 !	
𝑐 !	
𝑡! 	 𝑡! 	 𝑡! 	
∆𝑡	=	0.4
	s
	
∆𝑡	=	0.8
	s	
∆𝑡	=	1.6
	s
	
4.21	%	
2.22	%	
2.19	%	 1.84	%	
2.94	%	
4.29	%	 4.57	%	
3	%	
1.88%	
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Figure	3.2.	The	reaction	rate	𝑟	as	a	 function	of	dimensionless	 time	𝑡!	where	𝑐!! = 𝑐!!.	Solid-lines	represent	 the	results	
from	the	analytical	solution	and	yellow	dashed-lines	are	obtained	from	the	model	for	all	cases	and	all	∆𝑡.	In	each	case,	the	
percentage	value	is	the	mean	absolute	percentage	error.	
3.1.2 Initial	concentration	of	reactant	A	is	twice	as	Initial	concentration	of	reactant	B	
Table	3.3	shows	the	𝑁!!	and	𝑁!!	for	each	case.	
Table	3.3.	The	number	of	particles	of	A	and	B	in	the	model	
Case	number	 System	Size	 𝑵𝑨𝟎	(particles)	 𝑵𝑩𝟎	(particles)	
1	 70x70x70	 12,912	 6,456	
2	 140x70x70	 25,824	 12,912	
3	 210x70x70	 38,736	 19,368	
From	Eq.	(2.8),	the	analytical	solution	for	second	order	irreversible	reaction	where	𝑐!! ≠ 𝑐!!	is	given	
by:	
𝑐! = ∆𝑐!" ∙ 𝑐!!𝑐!! ∙ 𝑒!!!∆!!"𝑐!!𝑐!! ∙ 𝑒!!!∆!!" − 1 , 𝑐!! ≠ 𝑐!!	 (3.2a)	
𝑐! = ∆𝑐!"𝑐!!𝑐!! ∙ 𝑒!!!∆!!" − 1 , 𝑐!! ≠ 𝑐!!	 (3.2b)	
Case	2	Case	1	 Case	3	
𝑟	(mole
s/
m
3 .s
)	
	 𝑡! 	 𝑡! 	 𝑡! 	
∆𝑡	=	0.4
	s
	
∆𝑡	=	0.8
	s
	
∆𝑡	=	1.6
	s
	
𝑟	(mole
s/
m
3 .s
)	
	
𝑟	(mole
s/
m
3 .s
)	
	
8.6	%	
4.5	%	
4.43	%	 3.72	%	
5.96	%	
8.77	%	 9.37	%	
6.11	%	
3.8	%	
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Figure	3.3	shows	the	change	in	𝑐!	 for	reactant	A	or	B	and	the	product	C	as	a	function	of	𝑡!,	while	
Figure	3.4	shows	the	change	in	𝑟	(Eq.	2.8)	as	a	function	of	𝑡!.	As	expected,	the	model	closely	agrees	
with	 the	 analytical	 solution;	 in	 particular	 we	 have	 a	 sufficient	 number	 of	 particles	 to	 model	
accurately	at	 least	a	 ten-fold	variation	 in	 reaction	rates.	These	results,	with	 the	 time-step	size	and	
density	of	particles,	suggest	that	we	can	apply	the	reaction	algorithm	to	obtain	accurate	results	for	
reaction	in	porous	media	that	will	be	shown	in	Section	3.2.	
Figure	 3.3.	 Dimensionless	 concentration	𝑐!	 as	 a	 function	of	 dimensionless	 time	 𝑡!	where	𝑐!! ≠ 𝑐!!.	 Solid-lines	 are	 the	
results	from	the	analytical	solution	and	the	dashed-lines	are	from	the	model	where	A	is	blue,	B	is	red,	and	C	is	green	for	all	
cases	and	all	∆𝑡.	In	each	case,	the	percentage	value	is	the	mean	absolute	percentage	error.	
Case	2	Case	1	 Case	3	
𝑐 !	
𝑐 !	
𝑐 !	
𝑡! 	 𝑡! 	 𝑡! 	
∆𝑡	=	0.4
	s
	
∆𝑡	=	0.8
	s
	
∆𝑡	=	1.6
	s
	
0.73	%	
0.44	%	
0.26	%	 0.37	%	
0.22	%	
0.28	%	 0.52	%	
0.27	%	
0.3%	
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Figure	3.4.	The	reaction	rate	𝑟	as	a	 function	of	dimensionless	 time	𝑡!	where	𝑐!! ≠ 𝑐!!.	Solid-lines	represent	 the	results	
from	the	analytical	solution	and	yellow	dashed-lines	are	obtained	from	the	model	for	all	cases	and	all	∆𝑡.	In	each	case,	the	
percentage	value	is	the	mean	absolute	percentage	error.	
3.2 Model	validation	with	reactive	transport	experiment	in	beadpack	
In	 this	 section,	 we	 will	 validate	 our	 reactive	 transport	 model	 in	 porous	 media	 by	 predicting	
experimental	data	conducted	by	Gramling	et	al.	(2002)	(Section	1.1.1.1).	We	simulate	transport	and	
reaction	through	the	beadpack	image	with	similar	properties	to	the	experiment,	as	shown	in	Table	
3.4.	
Table	3.4.	Parameters	applied	on	the	experiment	and	the	model	
Parameters	 Experiment	 Model	
Size	of	the	System	(m)	 0.36x0.055x0.018	 0.25x0.013x0.013	
Grain	Size	(m)	 1.3x10-3	 1.3x10-3	𝜙	(%)	 36	 36.24	𝑞	(m/s)	 4.37x10-5	 4.37x10-5	𝑃𝑒	 2240	 2240	𝐷!	(m2/s)	 7.02x10-11	 7.02x10-11	
Asymptotic	𝐷!	(m2/s)	 1.75x10-7	 1.53x10-7	𝑐!!	(moles/m3)	 20	 20	𝑘! 	(m3/moles.s)	 High	 1.3x10-3	𝑛	(moles/particle)	 	 8.54x10-12	
Case	2	Case	1	 Case	3	
𝑟	(mole
s/
m
3 .s
)	
𝑡! 	 𝑡! 	 𝑡! 	
∆𝑡	=	0.4
	s
	
∆𝑡	=	0.8
	s
	
∆𝑡	=	1.6
	s
	
𝑟 	(mole
s/
m
3 .s
)	
𝑟	(mole
s/
m
3 .s
)	
18.36	%	
8.68	%	
4.86	%	 13.18	%	
5.6	%	
4.07	%	 12.27	%	
9.08	%	
8.17	%	
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Initially	 in	 the	model,	 reactant	A	 represented	by	35	million	particles	 is	placed	 randomly	 in	
the	pore	space	volume	consisting	of	19	images	in	series,	the	dimensions	of	which	are	given	in	Table	
3.4.	The	model	maintains	 the	same	 initial	𝐶!!=	2.34x1012	particles/m3	 in	each	 image.	We	have	the	
same	 flow	 field	 in	 each	 image.	When	 a	 particle	 leaves	 the	 exit	 face	 of	 one	 image	 domain	 in	 the	
advective	part	of	the	time	step	we	use	flux-weighting	to	randomly	place	the	particle	at	the	inlet	face	
of	the	next	 image	domain	(Figure	2.1).	When	a	particle	 leaves	the	exit	 face	 in	the	diffusive	part	of	
time	 step	 we	 inject	 it	 according	 to	 the	 cross-sectional	 area	 weighting	 (Figure	 2.1).	 To	 save	
computational	cost,	the	model	size	does	not	expand	in	the	transverse	directions	to	account	for	the	
full	 volume	 of	 the	 experiment.	 This	 is	 because	 beadpack	 is	 a	 relatively	 homogenous	 system	 and	
accounting	the	total	volume	will	not	make	any	difference	in	the	change	of	concentrations	for	both	
reactants	and	product	as	 long	as	we	maintain	the	same	initial	concentrations.	 In	addition,	we	only	
track	 the	movement	 and	 reaction	 of	 particles	 A	 that	 are	 initially	 positioned	 in	 the	 first	 4	 images,	
because	these	are	the	only	particles	that	under	the	experimental	flow	conditions	can	potentially	be	
reached	by	the	injected	particles	B,	and	so	may	react	during	the	simulation.	It	is	found	that	tracking	
particles	that	were	located	beyond	the	4	image	sizes	in	the	flow	direction	does	not	impact	the	total	
production	of	C.	
During	 the	 simulation,	 reactant	B	 is	 injected	 into	 the	 first	 layer	of	 grid-blocks	using	a	 flux-
weighted	rule	at	a	constant	rate	expressed	as:	𝑁!∆! = 𝑄∆𝑡𝐶!!	 (3.3)	
where	𝑁!∆!	is	the	number	of	B	particles	injected	in	every	single	time-step.	We	set	𝜉 = ∆!! ,	then	∆𝑡	=	
0.1	s.	In	the	model,	𝑄	=	7.41x10-9	m3/s	and	from	Eq.	(3.3)	𝑁!∆!	is	=	1721	particles	per	time-step.	We	
simulate	a	fast	reaction	when	𝑃! 	=	1;	from	Eq.	(2.14)	this	corresponds	to	𝑘! 	=	1.3x10-3	m3/moles.s.	
Gramling	 et	 al.	 (2002)	 do	 quote	 a	 𝑘! 	 of	 2.3x106	 m3/moles.s	 based	 on	 Hering	 and	 Morel	 (1988).	
However,	this	is	not	the	correct	rate	for	this	reaction	and	is	unfeasibly	high.	We	only	know	that	𝑘! 	is	
large.	It	is	estimated	that	the	𝑡!"#	=	10.74	s,	the	𝑡!"#	=	24074	s,	and	the	𝑡! 	=	38.46	s.	This	translates	
to	𝑃𝑒	=	2240.	Also,	the	𝐷𝑎	=	626.	Our	results	are	insensitive	to	𝑘! 	-	that	is	the	degree	of	reaction	is	
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dominated	by	 the	 amount	of	mixing,	 rather	 than	 the	 rate	 itself,	 for	 𝑡!	 >>	1,	 or	 in	our	 simulation,	
times	𝑡	>	38.46	s.	
We	run	the	model	and	compare	the	results	with	the	experiment	at	four	times; 𝑡!	=	619	s,	𝑡!	
=	 916	 s,	 𝑡!	 =	 1114	 s,	 and	 𝑡!	 =	 1510	 s,	 as	 stated	 in	 Gramling	 et	 al.	 (2002)	 (Figure	 1.8).	 The	
computational	time	for	our	model	simulation	 is	67	h	and	27	min.	Figure	3.5	shows	3D	coordinates	
and	 2D	projections	 of	 particle	 positions	 in	 the	 pore	 space	 at	 these	 times.	 In	 the	 figure	we	 define	
particle	dimensionless	positions	in	3D	with	the	coordinates	𝑥! = !!!"#,	𝑦! = !!!"#,	𝑧! = !!!"#,	where	𝑥,	𝑦,	 and	𝑧	 are	 the	 coordinates	 of	 particle	 displacement	 (m)	 from	 the	 inlet	 and	𝑥!"#,	𝑦!"#,	 and	𝑧!"#	is	the	system	size,	as	defined	in	Table	3.4.	
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Figure	3.5.	3D	(left)	and	2D	projections	(right)	showing	particles	of	A	(blue),	B	(red),	C	(green)	at	four	different	times;	a)	𝑡!	=	
619	s,	b)	𝑡!	=	916	s,	c)	𝑡!	=	1114	s,	d)	𝑡!	=	1510	s.	
a)	
b)	
c)	
d)	
𝑦 !	
𝑦 !	
𝑦 !	
𝑦 !	
𝑦 !	
𝑦 !	
𝑦 !	
𝑦 !	
𝑦 !	
𝑦 !	
𝑦 !	
𝑦 !	
𝑦 !	
𝑥!	
𝑥!	
𝑥!	 𝑥! 	
𝑥! 	
𝑥! 	
𝑥! 	𝑥!	𝑧! 	
𝑧! 	
𝑧! 	
𝑧! 	
𝑦 !	
𝑦 !	
𝑦 !	
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As	 expected,	 the	 reaction	 occurs	 in	 the	 regions	 where	 both	 reactants	 mix,	 causing	 the	
product	 C	 concentration	 to	 increase.	 This	 is	 seen	 in	 Figure	 3.6,	 which	 shows	 the	 profiles	 of	 the	𝑐! 𝑐!!	 ratio	 (the	 ratio	 of	 product	 C	 concentration	 to	 the	 initial	 concentration	 of	 reactant	 A)	 at	
different	times.	We	note	that	the	increase	in	𝑐! 𝑐!!	ratio	is	the	most	pronounced	at	early	times	(e.g.	
compare	the	peaks	for	the	ratios	at	𝑡	=	100	s	and	𝑡	=	200	s	with	the	peaks	for	the	ratios	for,	say,	𝑡	=	
400	s	and	𝑡	=	500	s).	
Figure	3.6.	The	profile	of	the	ratio	of	product	C	concentration	to	the	initial	concentration	of	the	reactant	A.	The	solid-lines	
are	simulation	results	at	100	s,	200	s,	300	s,	400	s,	500	s,	𝑡!	=	619	s,	𝑡!	=	916	s,	𝑡!	=	1114	s,	and	𝑡!	=	1510	s.	The	points	are	
measured	data	from	Gramling	et	al.	(2002)	at	𝑡!	=	619	s,	𝑡!	=	916	s,	𝑡!	=	1114	s,	and	𝑡!	=	1510	s.	The	dashed-lines	are	the	
solution	of	the	ADRE	Eq.	(1.9)	at	𝑡!	=	619	s,	𝑡!	=	916	s,	𝑡!	=	1114	s,	and	𝑡!	=	1510	s.	
We	 predict	 the	 results	 with	 no	 adjustable	 parameters.	 The	model	 accurately	 predicts	 the	
experimental	profiles	of	the	product	C	at	all	times	recorded	in	the	experiment.	The	predicted	mean	
displacement	for	𝑡!	and	𝑡!	agrees	well	with	the	experimental	data,	while	for	times	𝑡!	and	𝑡!	there	is	
a	 slight	 difference.	 Based	 on	 the	 velocity	 𝑢!"#=	 1.21x10-4	 m/s	 reported	 in	 the	 experiment	 and	
applied	in	our	model,	the	mean	displacement	should	be	x = 𝑢!"#𝑡	=	0.0749	m	(for	𝑡!),	=	0.1108	m	
(for	𝑡!),	=	0.1348	m	(for	𝑡!),	and	=	0.1827	m	(for	𝑡!)	which	 is	what	our	model	predicts	accurately.	
𝑐 !𝑐 !!⁄
 
𝑥	(m)	
619	s	 916	s	 1114	s	 1510	s	
500	s	
400	s	
300	s	
200	s	
100	s	
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However,	 the	 experimental	 data	 shows	 that	 the	 measured	 displacement	 differs	 from	 the	 mean	
displacement.	 For	 𝑡!	 is	 slightly	 higher	 and	 slightly	 lower	 for	 𝑡!.	 This	 explains	 the	 shift	 in	 the	
concentrations	profile	for	our	model	whether	to	the	left	(for	𝑡!)	or	to	the	right	(for	𝑡!).	
We	explain	the	dynamic	reactive	transport	behavior	by	studying	the	spreading	and	mixing	of	
reactants.	 From	 Eq.	 (1.6),	 we	 can	 estimate	 the	 spreading	 of	 particles	 in	 the	 model.	 Figure	 3.7	
indicates	that	𝐷!	increases	over	time	reaching	the	same	asymptotic	value	of	1.53x10-7	m2/s	for	both	
particles	 A	 and	 B.	 However,	 since	 A	 is	 initially	 present	 in	 the	 pore	 space,	 while	 B	 is	 injected,	 B	
reaches	the	asymptotic	value	later	(𝑡	=	470	s)	as	it	takes	more	time	to	fully	sample	the	velocity	field	
than	for	A	(𝑡	=	230	s).	These	times	correspond	to	an	average	distances	traveled	of	approximately	21	
grain	diameters	for	A	and	43	grain	diameters	for	B.	
Figure	3.7.	 Longitudinal	dispersion	coefficient	𝐷!	 calculated	 from	our	model	 (Eq.	1.6)	 for	particles	A	 (blue	circles)	and	B	
(red	crosses)	as	a	function	of	time	𝑡.	
Figure	3.7	demonstrates	that	the	amount	of	spreading	is	lower	at	early	times	when	fluids	are	
in	the	pre-asymptotic	regime,	which	leads	to	a	lower	degree	of	mixing	of	reactants.	This	result	in	a	
lower	 reaction	 rates	 than	 if	 the	 fluids	 are	 assumed	 to	 be	 perfectly	 mixed	 as	 when	 using	 the	
𝐷 !	(m2
/s
)	
𝑡	(s)	
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asymptotic	 dispersion	 coefficient.	 However,	 the	 asymptotic	 dispersion	 coefficient	 obtained	 in	 the	
non-reactive	tracer	experiment	 in	Gramling	et	al.	 (2002)	was	1.75x10-7	m2/s.	This	means	that	 their	
experimentally	measured	longitudinal	dispersion	coefficient	values	at	𝑡!,	𝑡!,	𝑡!,	and	𝑡!	were	taken	in	
the	asymptotic	dispersion	regime.	Since	these	values	do	not	describe	well	the	fluid	transport	at	early	
times,	when	used	in	the	ADRE	they	do	not	yield	accurate	results	for	the	product	concentration	and	
the	reaction	rate.	The	analytical	solution	of	ADRE	(Eq.	1.9)	using	a	best-fit	value	of	the	longitudinal	
dispersion	 coefficient	 𝐷!	 =	 1.75x10-7	 m2/s	 over-estimates	 the	 concentration	 of	 C	 due	 to	 the	
assumption	of	perfect	mixing	with	a	fixed	value	of	𝐷!	(see	Figure	3.6).	This	compares	well	with	the	
work	 of	 Sanchez-Vila	 et	 al.	 (2010)	 in	 which	 they	 state	 that	 the	 best-fit	 for	 𝐷!	 between	 the	
experimental	times	to	their	model	results	is	=	1.3x10-7	m2/s.	Note,	however	that	in	our	study	we	take	
into	account	the	time	departure	of	𝐷!	in	the	pre-asymptotic	region,	which	has	major	effects	on	the	
scale	 of	 spreading	 and	 amount	 of	mixing	 and	 thus	 the	 reaction	 rate.	 Previous	work	 (Edery	 et	 al.,	
2010;	 Sanchez-Vila	 et	 al.,	 2010)	 has	 pointed	 out	 that	 incomplete	mixing	 explains	 the	 discrepancy	
between	 the	 experiment	 and	 the	 ADRE	 solution.	 From	 our	 pore-scale	 simulations	we	 are	 able	 to	
show	how	incomplete	spreading	characterized	by	a	time-dependent	dispersion	coefficient	 leads	to	
prolonged	 incomplete	 mixing	 which	 is	 the	 key	 determinant	 for	 early	 time	 reactive	 behavior.	 An	
additional	advantage	is	that	our	model	does	not	presuppose	a	dispersion	coefficient	but	predicts	its	
dynamic	behavior	 from	simulation	 that	 takes	 into	account	 reaction.	This	 capability	 is	 important	as	
dispersion	 in	 the	 case	 of	 reactive	 transport	 can	 be	 different	 from	 that	 observed	 for	 conservative	
solutes	(Porta	et	al.,	2012).	
3.2.1 Effective	reaction	rate	
We	 note	 that	 our	 model	 can	 predict	 the	 early-time	 transport	 and	 reaction	 behavior	 that	 is	 not	
readily	available	by	the	experiment.	This	has	an	advantage	to	look	into	the	pore-scale	reaction	rate	
dynamic	change	 induced	by	 incomplete	mixing.	Moreover,	our	model	does	not	need	a	conceptual	
picture	 of	 porous	media	 –	 instead	 it	 solves	 for	 flow,	 transport	 and	 reaction	 directly	 in	 the	 image	
voxels	of	the	pore	space,	which	accurately	defines	the	geometry	and	flow	field	at	the	sub-pore	level.	
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In	this	experiment	the	reaction	is	so	fast	that	the	overall	reaction	rate	is	controlled	by	the	extent	of	
pore-scale	mixing.	The	ADRE	assumes	that	particles	are	perfectly	mixed	and	react	(in	this	case	there	
is	the	limit	of	a	fast	reaction	with	𝑡!	>>	1).	However,	at	the	pore-scale,	individual	particles	may	not	
be	 within	 reactive	 distance,	 since	 they	 are	 not	 completely	 mixed	 by	 the	 complex	 flow	 field.	 The	
reaction	rate	𝑟	from	the	ADRE	is	defined	as:	
𝑟 = 𝐴!𝑐!!𝑉 𝐷!𝜋𝑡 	 (3.4)	
Figure	 3.8a	 shows	 the	 reaction	 rate	 𝑟	 averaged	 over	 the	 whole	 beadpack	 as	 a	 function	 of	 pore	
volume	for	 the	model	 in	comparison	to	 the	predicted	𝑟	 from	the	ADRE.	The	reaction	rate	𝑟	 in	 the	
model	is	defined	as	the	change	in	the	product	concentration	over	time	or	𝑟 = !!!!" .		
Figure	3.8.	The	predicted	reaction	rate	𝑟	for	both	our	model	(red	dashed-line)	and	the	ADRE	(black	solid-line)	as	a	function	
of	a)	time	𝑡	and	b)	inverse	square	root	of	time	𝑡-1/2.	
In	 the	 beginning	 the	 ADRE	 reaction	 rate	 is	 higher	 than	 in	 our	 model,	 as	 it	 assumes	
instantaneous	mixing	of	reactants	with	the	largest	–	asymptotic	–	value	of	𝐷!.	Our	model	predicts	a	
reaction	 rate	 that	 initially	 increases	 as	 particles	 B	 are	 injected:	 it	 takes	 time	 for	 the	 combined	
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interaction	of	molecular	diffusion	and	 the	heterogeneous	 flow	 field	 to	disperse	 the	 reactants	 (see	
Figure	3.7).	Once	mixing	and	spreading	due	to	dispersion	are	established,	the	dispersion	coefficient	
becomes	constant	and	the	reaction	rate	is	controlled	by	the	extent	of	mixing	and	decreases	as	𝑡-1/2,	
as	in	the	ADRE,	Eq.	(3.4)	(see	Figure	3.8b).	The	early-time	behavior	is	captured	in	our	model	but	not	
in	the	ADRE.	This	explains	the	persistent	over-prediction	of	the	peak	in	the	ratio	of	concentration	of	
C	by	 the	ADRE,	which	 is	 fixed	 at	 0.5	 at	 all	 times	 (Figure	3.6).	 Incomplete	mixing	 is	most	 apparent	
initially	and	leads	to	less	reaction.	This	is	seen	as	a	smaller	peak	concentration	evolving	in	both	the	
experiments	and	our	pore-scale	model	(Figure	3.6).	The	slightly	higher	reaction	rate	predicted	by	our	
model	 at	 the	 intermediate	 times	 (Figure	 3.8a)	 is	 due	 to	more	 reactants	 being	 available	when	 the	
asymptotic	dispersion	regime	is	first	established.	
The	total	mass	of	C	produced	by	the	ADRE	𝑚!!"#$ 	(g)	can	be	defined	by:	
𝑚!!"#$ = 2𝜙𝐴!𝑐!!𝑀!" 𝐷!𝑡𝜋 	 (3.5)	
where	𝑀!"	is	the	molecular	mass	of	C,	which	is	equal	to	351.75	g/mole.	The	total	mass	of	C	created	
by	our	model	𝑚!!"#$% 	(g)	can	be	estimated	by:	
𝑚!!"#$% = 𝑛𝑁!!"!𝑀!" 𝜙!"#𝐴!!"#𝜙!"#$%𝐴!!"#$% 	 (3.6)	
where	𝑁!!"!	 is	the	total	number	of	C	particles	created	by	time	𝑡,	and	 𝜙!"#𝐴!!"# 𝜙!"#$%𝐴!!"#$% 	 is	
the	ratio	between	the	cross-sectional	area	of	the	experiment	system	to	the	cross-sectional	area	of	
our	model.	Our	model	does	not	take	into	consideration	the	full	volume	of	the	system,	and	therefore	
to	account	all	the	volume,	we	multiply	the	total	mass	of	C	created	in	our	model	by	the	ratio	of	cross-
sectional	areas.	We	also	compare	to	the	total	mass	of	C	created	in	the	experiment	𝑚!!"!	(g)	using:	
𝑚!!"# = 𝜙!"#𝐴!!"#𝑀!" 𝑐 𝑥 𝑑𝑥!! 	 (3.7)	
where	𝑐 𝑥 	is	the	average	concentration	along	the	flow	direction	x	(Figure	3.6).	Figure	3.9	shows	the	
total	mass	of	C	produced	by	the	experiment,	the	ADRE	(Eq.	3.4),	and	our	model.	There	appears	to	be	
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a	discrepancy	 in	Gramling	et	al.	 (2002):	 the	values	 for	 total	mass	reported	 in	their	Figure	6	do	not	
agree	with	Eq.	 (3.7).	 For	 consistency	we	 compare	 to	 the	data	using	used	Eq.	 (3.7)	 for	 comparison	
purposes,	since	this	clearly	conserves	mass.	In	addition,	the	gap	of	the	total	mass	of	C	between	the	
ADRE	and	the	experimental	values	obtained	from	Gramling	et	al.	(2002)	at	early	times	is	very	small.	
This	 suggests	 that	 at	 early	 times	 both	 (the	 ADRE	 and	 the	 experiment)	 had	 similar	 reaction	 rate,	
which	disagrees	with	what	we	established	(see	Figure	3.8a).	The	reaction	rate	at	early	times	varies	
significantly,	and	thus	should	correspond	to	the	total	mass	of	C,	which	is	not	captured	by	Gramling	et	
al.	 (2002).	 Despite	 this,	 many	 authors	 have	 used	 Gramling	 et	 al.’s	 (2002)	 figure	 to	 validate	 their	
models	(Chiogna	&	Bellin,	2013;	Ding	et	al.,	2013;	Edery	et	al.,	2010;	Sanchez-Vila	et	al.,	2010).	
Figure	3.9.	Total	mass	of	C	produced	as	a	function	of	time	𝑡.	The	solid-line	shows	the	ADRE	values	taken	from	Gramling	et	
al.	 (2002).	 The	black	 circles	 are	 the	experimental	 values	 taken	 from	Gramling	et	 al.	 (2002).	 The	black	dashed-line	 is	 the	
result	from	ADRE	using	Eq.	(3.5).	The	red	dashed-line	is	the	result	from	our	model	using	Eq.	(3.6).	The	red	circles	are	the	
estimated	value	from	the	measured	data	using	Eq.	(3.7)	for	𝑡!	=	619	s,	𝑡!	=	916	s,	𝑡!	=	1114	s,	and	𝑡!	=	1510	s.	
3.3 Summary	
We	validated	the	reaction	algorithm	by	comparing	 its	predictions	against	an	analytical	solution	 for	
reaction	in	a	free	fluid.	For	coupled	transport	and	reaction,	we	also	predicted	the	fluid-fluid	reactive	
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transport	 experimental	 data	 in	 a	 beadpack	 by	 Gramling	 et	 al.	 (2002).	 Our	 model	 accurately	
reproduces	the	concentration	profiles	of	the	measured	data,	as	it	takes	into	account	the	degree	of	
incomplete	mixing	present	at	the	sub-pore	(image	voxel)	level,	in	contrast	to	the	ADRE	that	can	over-
predict	 pore-scale	 mixing.	 Crucially,	 from	 our	 pore-scale	 simulations	 we	 are	 able	 to	 show	 how	
incomplete	 spreading	 (dispersion)	 results	 in	 prolonged	 incomplete	 mixing	 which	 is	 the	 key	
determinant	of	early	time	reactive	behavior.	We	demonstrated	the	nature	of	dynamic	changes	in	the	
reaction	rate,	which	are	related	to	the	degree	of	pore-scale	mixing.	The	advantage	of	our	model	 is	
that	it	does	not	use	any	calibrating	parameters	to	fit	empirical	data.	
Chapter	4	
Impact	of	heterogeneity,	
transport,	and	reaction	
conditions	 	
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4. Impact	of	heterogeneity,	transport,	and	reaction	conditions	
We	 aim	 in	 this	 chapter	 to	 investigate	 the	 effect	 of	 pore	 structure	 heterogeneity	 on	 the	 dynamic	
effective	 reaction	 rate	 by	 performing	 simulations	 on	 the	 three	 images	 for	 a	 range	 of	 transport	
conditions	(𝑃𝑒	=	1,	10,	100,	500,	and	2240)	and	a	range	of	reactions	conditions	(𝑃! 	=	0.001,	0.01,	0.1,	
and	 1).	 As	 stated	 in	 Section	 2.1,	 we	 run	 the	 model	 on	 beadpack,	 Bentheimer	 sandstone,	 and	
Doddington	sandstone.	We	use	similar	physical	properties	used	in	Section	3.2.	Table	4.1	shows	the	
physical	properties	of	the	three	images	and	the	range	of	𝑃𝑒	studied	in	this	chapter.	
Table	4.1.	Properties	and	transport	conditions	in	each	pore-scale	image	
Properties	 Beadpack	 Bentheimer	 Doddington	
Image	Size	(Voxels)	 500x500x500	 1000x1000x1000	 1000x1000x1000	
Voxel-size	(μm)	 3	 3.0035	 2.6929	𝜙	(%)	 36.23	 21.47	 19.49	
No.	initial	images	 2	 1	 1	𝑁!!	or	𝑁!!	(particles)	 1,000,000	 2,393,522	 1,565,294	𝑛	(moles/particle)	 8.54x10-12	 8.54x10-12	 8.54x10-12	𝑐!!	(moles/m3)	 3.53x103	 3.53x103	 3.53x103	ℓ	(m)	 1.5x10-4	 1.35x10-4	 1.9991x10-4	∆𝑡	(s)	 1.7x10-2	 1.7x10-2	 1.7x10-2	𝐷!	(m2/s)	 7.02x10-11	 7.02x10-11	 7.02x10-11	𝜉	(m)	 2.6759x10-6	 2.6759x10-6	 2.6759x10-6	𝑡!!"	(s)	 320.5128	 259.61	 569.2833	𝑷𝒆	 𝒕𝑨𝒅𝒗	(s)	 𝒖𝒂𝒗𝒈	(m/s)	 𝒕𝑨𝒅𝒗	(s)	 𝒖𝒂𝒗𝒈	(m/s)	 𝒕𝑨𝒅𝒗	(s)	 𝒖𝒂𝒗𝒈	(m/s)	
1	 320.5128	 4.68x10-7	 259.6099	 5.2x10-7	 569.2832	 3.512x10-7	
10	 32.0513	 4.68x10-6	 25.961	 5.2x10-6	 56.9283	 3.512x10-6	
100	 3.2051	 4.68x10-5	 2.5961	 5.2x10-5	 5.6928	 3.512x10-5	
500	 0.641	 2.34x10-4	 0.5192	 2.6x10-4	 1.1386	 1.756x10-4	
2240	 0.1431	 1.048x10-3	 0.1159	 1.165x10-3	 0.2541	 7.87x10-3	
To	reduce	the	computational	cost,	we	set	∆𝑡	to	the	largest	possible	time	such	that	𝜉	is	equal	
to	the	voxel	size.	In	this	study,	the	smallest	voxel	size	of	the	image	studied	(Doddington)	was	taken	
to	 find	𝜉	 (Table	4.1).	Hence,	∆𝑡	 is	equal	 to	1.7x10-2	 s.	 For	each	 transport	 condition,	we	 tested	 the	
model	against	a	range	of	reactions	conditions	(𝑃! 	=	0.001,	0.01,	0.1,	and	1),	as	shown	in	Table	4.2.	
The	values	of	𝐷𝑎	for	each	image	can	be	found	in	Table	4.2.	 	
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Table	4.2.	Range	of	reaction	conditions	in	each	pore-scale	image	𝑷𝒓	 0.001	 0.01	 0.1	 1	
Beadpack	𝑘! 	(m3/moles.s)	 5.5297x10-7	 5.5297x10-6	 5.5297x10-5	 5.5297x10-4	𝑡! 	(s)	 511.762	 51.1762	 5.1176	 0.5118	𝐷𝑎	 0.6	 6.3	 62.7	 626.9	
Bentheimer	𝑘! 	(m3/moles.s)	 5.5297x10-7	 5.5297x10-6	 5.5297x10-5	 5.5297x10-4	𝑡! 	(s)	 511.762	 51.1762	 5.1176	 0.5118	𝐷𝑎	 0.5	 5.1	 50.7	 507.3	
Doddington	𝑘! 	(m3/moles.s)	 5.5297x10-7	 5.5297x10-6	 5.5297x10-5	 5.5297x10-4	𝑡! 	(s)	 511.762	 51.1762	 5.1176	 0.5118	𝐷𝑎	 1.1	 11.1	 111.2	 1112.3	
For	 each	 transport	 and	 reaction	 condition,	 we	 simulate	 two	 cases	 according	 to	 initial	
placement	of	reactants:	placement	in	series	and	parallel	placement.	In	both	cases,	initially	we	have	
equal	amounts	of	A	and	B	in	the	system.	In	the	series	placement,	𝑁!!	is	placed	uniformly	at	random	
throughout	the	pore	space,	while	all	𝑁!!	 is	placed	in	the	first	 layer	of	voxels	using	a	flux-weighted	
rule,	to	represent	the	injection	of	a	pulse	of	B.	In	the	parallel	placement,	𝑁!!	is	placed	uniformly	at	
random	 throughout	 the	 bottom	 half	 of	 the	 pore	 space,	while	𝑁!!	 is	 uniformly	 placed	 at	 random	
throughout	the	top	half	of	the	pore	space,	as	shown	in	Figure	4.1.	As	the	image	size	in	the	direction	
of	flow	of	the	beadpack	is	half	the	size	of	Bentheimer	and	Doddington,	we	placed	reactant	A	in	the	
series	case	and	reactant	A	and	B	in	the	parallel	case	over	2	images	in	the	beadpack	whereas	only	a	
single	image	is	used	for	the	sandstones	(Table	4.1).	
Chapter	 Impact	of	heterogeneity,	transport,	and	reaction	conditions	 Zaki	Alhashmi	
72	|	P a g e 	
	
Figure	4.1.	3D	visualisation	of	reactants	placement	showing	reactant	A	(blue)	and	reactant	B	(red)	for;	a)	series	placement	
and	b)	parallel	placement.	
We	 will	 demonstrate	 that	 the	 effective	 reaction	 rate	 is	 mainly	 controlled	 by	 one	 or	 a	
combination	 of	 transport	 and	 reactive	 factors:	 the	 amount	 of	 mixing	 between	 reactants	 due	 to	
diffusion,	 the	 amount	 of	 mixing	 as	 a	 result	 of	 the	 spreading	 of	 reactants,	 the	 degree	 of	
flow/transport	heterogeneity,	and	the	batch	reaction	rate.	In	this	chapter,	we	define	a	product	ratio,	𝑓! ,	as	the	moles	of	product	C	divided	by	the	initial	moles	of	reactant	A,	and	thus	the	overall	rate	of	
reaction	𝑟! 	is	proportional	to	!!!!" .	
4.1 Initial	placement	of	reactants	in	series	
In	 this	 section,	we	 place	𝑁!!	 uniformly	 at	 random	 throughout	 the	 pore	 space,	while	we	 place	 all	𝑁𝑝!!	in	the	first	layer	of	voxels	using	a	flux-weighted	rule.	In	each	time-step,	we	track	the	motion	of	
reactants	through	the	pore	space	and	allow	for	reaction	according	to	our	model	rules	(Chapter	2).	If	
a	particle	crosses	the	exit	face	of	the	image	domain	in	the	diffusive	part	of	time-step,	we	randomly	
inject	 it	at	the	 inlet	 face	of	the	next	 image	domain	according	to	the	cross-sectional	area-weighting	
rule.	 On	 the	 other	 hand,	 if	 it	 crosses	 during	 the	 advective	 part	 of	 the	 time-step,	 we	 use	 a	 flux-
weighted	rule.	
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𝑧!  𝑥! 
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𝑧!  𝑥! 
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Figure	4.2	 shows	 the	plumes	 for	 the	 three	 images	presented	as	3D	coordinates	of	particle	
(reactants	A	and	B	and	product	C)	positions	in	the	pore	space	captured	at	𝑡	=	102	s	for	𝑃𝑒	=	1,	10,	
100,	 500,	 and	2240.	We	define	particle	dimensionless	positions	 in	 the	 x	 dimension	𝑥!! = !x	 –	 note	
that	𝑥!! 	in	this	chapter	is	different	to	𝑥!.	𝑥!! 	=	1	indicates	that	particles	are	located	according	to	the	
mean	 displacement	 for	 every	 transport	 condition.	 Reactant	 A	 is	 represented	 with	 blue	 points,	
reactant	B	with	red	points,	and	product	C	with	green	points.	As	expected,	the	product	C	is	located	in	
the	mixing	zone	between	the	two	reactants	–	note	that	at	𝑃𝑒	=	10	the	injected	reactant	B	appears	to	
overlie	most	of	 the	product	C	and	reactant	A,	which	 is	due	to	 large	number	of	particles	remaining	
un-reacted	at	this	time.	
The	greater	progression	of	the	product	C	plume	in	the	pore	space	with	an	increase	in	𝑃𝑒	in	
each	pore-scale	image	illustrates	that	an	increase	in	the	amount	of	pore-scale	mixing	leads	to	more	
reaction;	this	can	also	be	seen	as	smaller	reactant	plumes.	In	addition,	it	demonstrates	the	degree	of	
flow	heterogeneity	 in	pore-scale	 images	 (described	by	velocity	distribution	 in	Figure	2.3)	as	clearly	
seen	for	𝑃𝑒	=	100	and	upward.	Since	the	beadpack	has	the	least	heterogeneous	flow	characteristics,	
most	of	the	particles	travel	at	close	to	the	average	pore	velocity	and	almost	no	particles	are	trapped	
in	 the	 low	 velocity	 regions.	 On	 the	 other	 hand,	 Bentheimer	 as	 the	 second	 most	 heterogeneous	
system	 in	 terms	 of	 the	 velocity	 distribution,	 has	 some	 particles	 retarded	 in	 the	 stagnant	 regions,	
while	 Doddington	 as	 the	most	 heterogeneous	 has	 even	more	 particles	 located	 in	 these	 immobile	
zones.	
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Figure	4.2.	3D	projections	in	the	series	placement	showing	particles	of	residing	reactant	A	(blue),	injected	reactant	B	(red),	
and	product	C	(green)	at	𝑡	=	102	s	for	𝑃𝑒	=	1,	10,	100,	500,	and	2240	and	𝑃!	=	1.	
Figure	4.3	shows	the	overall	rate	of	reaction	𝑟! 	as	a	function	of	time	𝑡	for	𝑃𝑒	=	500	and	𝑃! 	=	
0.01	to	illustrate	both	the	early	and	late-time	behavior.	Beyond	a	simulation	time	𝑡!"#,	between	260	
s	and	569	s	dependent	on	the	rock	studied	(see	Table	4.1),	there	is	little	change	in	the	behavior	with	
similar	–	and	low	–	reaction	rates	in	all	cases.	Once	the	particles	have	had	sufficient	time	to	diffuse	a	
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characteristic	 length,	 they	are	well	mixed	and	 the	 reaction	 rate	 is	 largely	 independent	of	 the	 local	
pore	structure.	Therefore	in	this	chapter,	we	present	the	overall	reaction	rate	until	𝑡	=	100	s.	Some	
fluctuations	are	seen	in	the	reaction	rate	in	the	beadpack:	as	reactants	travel	along	the	converging	
streamlines	of	the	narrow	channels	the	mixing	causes	higher	reaction	rates,	 followed	by	the	 lower	
rates	as	the	particle	trajectories	diverge.		
Figure	 4.3.	 The	 reaction	 rate	 r	 as	 a	 function	 of	 t	 for	Pe	 =	 500	 and	P!	 =	 0.01.	 Blue	 solid	 line	 is	 for	 beadpack,	 red	 is	 for	
Bentheimer,	and	green	is	for	Doddington.	Shown	in	the	inset	are	the	results	at	early	time.	
Figure	 4.4	 shows	 the	 overall	 reaction	 rate	 as	 a	 function	 of	 time	 t	 in	 the	 beadpack,	
Benthiemer,	and	Doddington	for	a	range	of	reaction	conditions	P!	(0.001,	0.01,	0.1,	and	1).	It	clearly	
shows	at	early-time	in	each	image	and	for	every	P!	that	the	reaction	rate	increases	with	Pe	due	to	
the	 increase	 in	 the	amount	of	mixing.	However	at	 late-time,	 the	 reaction	 rate	declines	at	 a	 faster	
rate	 as	 Pe	 increases	 as	 a	 result	 of	 fewer	 reactants	 remaining	 in	 the	 mixing	 zone	 due	 to	 higher	
reaction	rate	during	early-times.	This	pattern	of	the	reaction	rate	curve	is	observed	for	all	reaction	
conditions.	However	 for	 each	 reaction	 condition,	 the	decline	of	 reaction	 rate	 in	 the	 sandstones	 is	
faster	 than	 in	 beadpack.	 This	 is	 because	 beadpack	 has	 more	 open	 space	 in	 comparison	 with	
𝑟 !	(s-1 )	
𝑟 !	(s-1 )	
𝑡	(s)	
𝑡	(s)	
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sandstones	 causing	 the	 remaining	 reactants	 to	 have	 better	 the	 probability	 of	 mixing	 and	 thus	
reacting	heterogeneous	flow.	
Figure	4.4.	The	reaction	rate	𝑟	as	a	function	of	𝑡	in	the	series	placement	for	the	beadpack,	Benthiemer,	and	Doddington	for	
a	range	of	reaction	conditions	𝑃!	for;	𝑃𝑒	=	1	(yellow),	𝑃𝑒	=	10	(magenta),	𝑃𝑒	=	100	(red),	𝑃𝑒	=	500	(green),	and	𝑃𝑒	=	2240	
(blue).	
Figure	4.5	shows	the	reaction	rate	as	a	function	of	time	t	for	the	beadpack,	Benthiemer,	and	
Doddington	 for	a	 range	 transport	 conditions	Pe	 (1,	10,	100,	500,	and	2240).	As	expected	at	early-
time	in	each	image	and	at	every	Pe,	the	larger	P!	means	larger	k!	and	therefore	higher	reaction	rate.	
For	Pe	=	1,	10,	and	100,	the	reaction	rate	in	each	image	at	late-time	is	similar	for	P!	=	0.01,	0.1,	and	
1.	For	Pe	=	500	and	2240,	the	reaction	rate	declines	at	faster	rate	for	P!	=	0.1	and	1	because	of	fewer	
reactants	 remaining	 in	 the	mixing	 zone	 due	 to	 higher	 reaction	 rate	 at	 early-times,	 as	mentioned	
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above.	However	for	each	transport	condition,	the	reaction	rate	in	the	beadpack	declines	faster	than	
in	 the	 sandstones.	 Since	 the	beadpack	has	more	open	 space,	more	 reactant	particles	 are	 likely	 to	
meet	and	thus	reaction	is	faster	than	in	the	sandstones.	On	other	hand,	the	remaining	reactants	in	
sandstones	need	more	time	to	travel	and	sample	the	full	pore	space	in	order	to	meet	and	react	due	
to	higher	degree	of	heterogeneity	of	pore	structure.	
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Figure	 4.5.	 The	 reaction	 rate	𝑟	 as	 a	 function	 of	 of	 𝑡	 for	 the	 series	 initial	 placement	 for	 the	 beadpack,	 Benthiemer,	 and	
Doddington	 for	 a	 range	 transport	 conditions	𝑃𝑒	 for;	𝑃!	 =	 0.001	 (magenta),	𝑃!	 =	 0.01	 (red),	𝑃!	 =	 0.1	 (green),	 and	𝑃!	 =	 1	
(blue).	
Figure	4.6	shows	the	overall	rate	of	reaction	as	a	function	of	time	𝑡	for	a	range	of	transport	
conditions	 (𝑃𝑒	 =	1,	10,	100,	500,	and	2240)	and	a	 range	of	𝑃! 	 (0.001,	0.01,	0.1,	and	1).	 Figure	4.7	
shows	the	reaction	rate	plotted	against	inverse	square	root	of	time	𝑡-1/2.	The	effective	reaction	rate	
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is	mainly	controlled	by	one	or	combination	of	transport	and	reactive	factors.	The	transport	factors	
are	the	amount	of	mixing	between	reactants	due	to	diffusion,	 the	amount	of	mixing	as	a	result	of	
the	 spreading	 (dispersion)	 of	 reactants,	 and	 the	 degree	 of	 flow/transport	 heterogeneity.	 For	 the	
same	rock,	higher	P!	means	higher	k!	and	therefore	more	reaction	product	is	generated.	
Figure	4.6.	The	reaction	rate	𝑟	as	a	function	of	𝑡	for	the	series	initial	placement	for	different	ranges	of	𝑃𝑒	and	𝑃!.	Blue	is	for	
the	beadpack,	red	is	Bentheimer,	and	green	is	for	Doddington.	
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Figure	4.7.	The	reaction	rate	𝑟	as	a	function	of	inverse	square	root	of	time	𝑡-1/2	for	the	series	initial	placement	for	different	
ranges	of	𝑃𝑒	and	𝑃!.	Blue	is	for	the	beadpack,	red	is	Bentheimer,	and	green	is	for	Doddington.	
At	late	time,	as	shown	in	Figure	4.7,	we	see	𝑟~ 1 𝑡,	for	low	𝑃𝑒	(except	for	the	lowest	𝑃!),	
which	 is	 expected.	 If	 we	 assume	 asymptotic	 dispersion	 and	 reaction	 –	 at	 late	 time	 –	 that	 can	 be	
modeled	 by	 the	ADRE, the	 injected	 pulse	 of	 B	 spreads	 a	 distance	 𝐷𝑡	 through	A	 and	 it	 is	 in	 this	
volume	that	reaction	can	occur:	the	rate	is	proportional	to	! !"!" ~ !! .	However,	for	higher	𝑃𝑒,	and	
early-time,	this	scaling	is	not	followed	so	closely,	indicating	that	a	simplistic	formulation	based	on	a	
dispersive	 mixing	 with	 a	 fixed	 coefficient cannot	 capture	 the	 behavior:	 in	 these	 cases,	 there	 is	
significant	 dispersive	 spreading,	 but	 this	 does	 not	mean	 that	 the	 reactants	 are	mixed	 at	 the	 pore	
scale;	 instead	they	may	remain	separated,	 flowing	 in	different	 fast	channels,	or	stuck	 in	separated	
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stagnant	 zones.	 The	 characterization	 of	 the	 pre-asymptotic	 behaviour	 through	 a	 continuum-scale	
model	 has	 been	 recently	 discussed	by	 Porta	 et	 al.	 (2016),	 based	on	previous	work	 by	 Porta	 et	 al.	
(2012).		
In	Figure	4.6,	generally	as	𝑃𝑒	 increases,	the	amount	of	product	C	created	 increases.	This	 is	
because	the	amount	of	mixing	between	reactants	as	a	consequence	of	spreading	grows.	To	interpret	
the	reaction	rate	behavior	as	a	 function	of	 time	we	present	 longitudinal	spreading	 (dispersion)	 for	
the	 simulations	 in	 which	 reaction	 takes	 place	 (reactive	 case)	 and	 compare	 it	 with	 the	 transport	
simulations	 only	 (non-reactive	 case).	 Figure	 4.8	 and	 Figure	 4.9	 show	 the	 ratio	 of	 longitudinal	
dispersion	 coefficient	 to	 the	molecular	 diffusion	 coefficient	 for	 initially	 resident	 particles	 A	 versus	
time	for	𝑃! 	=	0.001,	0.01,	0.1,	and	1	for	𝑃𝑒	=	1,	10,	100,	500,	and	2240	while	Figure	4.10	and	Figure	
4.11	show	for	injected	particles	B.	The	dispersion	coefficients	differ	in	the	reactive	and	non-reactive	
cases	 for	 high	𝑃𝑒	 and	 high	𝑃!,	 which	 is	 indicative	 of	 a	 selective	 removal	 of	 particles	 by	 reaction,	
dependent	on	how	they	have	moved	relative	to	the	average	displacement.	For	low	𝑃!,	the	dispersion	
coefficient	 in	 the	 reactive	case	 is	 similar	 to	 the	non-reactive	case,	 since	here	most	of	 the	particles	
remain	unreacted.	
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Figure	4.8.	 The	 ratio	of	𝐷!	 to	𝐷!	 as	 a	 function	of	 𝑡	 for	beadpack	 (blue),	 Bentheimer	 (red),	 and	Doddington	 (green)	 for	
different	range	of	𝑃𝑒	for	non-reactive	and	reactive	transport	for	particles	A	at	each	reaction	condition	𝑃!	(0.001	and	0.01).	
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Figure	4.9.	 The	 ratio	of	𝐷!	 to	𝐷!	 as	 a	 function	of	 𝑡	 for	beadpack	 (blue),	 Bentheimer	 (red),	 and	Doddington	 (green)	 for	
different	range	of	𝑃𝑒	for	non-reactive	and	reactive	transport	for	particles	A	at	each	reaction	condition	𝑃!	(0.1	and	1).	
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Figure	4.10.	The	ratio	of	𝐷!	 to	𝐷!	as	a	 function	of	𝑡	 for	beadpack	 (blue),	Bentheimer	 (red),	and	Doddington	(green)	 for	
different			𝑃𝑒	for	non-reactive	and	reactive	transport	for	particles	B	at	each	reaction	condition	𝑃!	(0.001	and	0.01).	
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Figure	4.11.	The	ratio	of	𝐷!	 to	𝐷!	as	a	 function	of	𝑡	 for	beadpack	 (blue),	Bentheimer	 (red),	and	Doddington	(green)	 for	
different	𝑃𝑒	for	non-reactive	and	reactive	transport	for	particles	B	at	each	reaction	condition	𝑃!	(0.1	and	1).	
At	𝑃𝑒	=	1,	the	amount	of	fluid-fluid	reaction	at	early-time	in	the	beadpack	is	 larger	than	in	
the	two	rock	images,	as	shown	Figure	4.6.	The	amount	of	mixing	due	to	diffusion	dominates	at	low	𝑃𝑒	(Sahimi	1995;	Bijeljic	et	al.,	2004)	and	at	early-times:	here	the	more	open	and	homogeneous	pore	
space	 of	 the	 beadpack	 leads	 to	 a	 slightly	 larger	 effective	 dispersion	 coefficient	 and	 greater	
𝑃! 	=	0.1	
𝐷 !𝐷 !⁄
	
𝑡	(s)	
𝑃𝑒	=	1	
𝑃𝑒	=	10
	
𝑃𝑒 	=	10
0	
𝑃𝑒	=	50
0	
𝐷 !𝐷 !⁄
	
	
𝐷 !𝐷 !⁄
	
	
𝐷 !𝐷 !⁄
	
	
𝑡	(s)	 𝑡	(s)	
𝑃!	=	1	Non-reactive	
𝐷 !𝐷 !⁄
	
	 𝑃𝑒	=	22
40
	
Chapter	 Impact	of	heterogeneity,	transport,	and	reaction	conditions	 Zaki	Alhashmi	
86	|	P a g e 	
	
production	of	C	compared	to	Bentheimer	and	Doddington.	At	late-time,	the	degree	of	mixing	must	
be	similar,	since	the	reaction	rates	are	much	the	same,	even	though	Benthiemer	has	a	slightly	higher	
dispersion	 coefficient.	 The	 dispersion	 for	 reactive	 and	 non-reactive	 conditions	 is	 similar,	 which	
implies	that	reactant	is	produced	with	the	same	likelihood	throughout	the	region	through	which	the	
particles	of	A	and	B	are	dispersed.	
For	𝑃𝑒	 =	 10,	 the	 impact	 of	 mixing	 due	 to	 spreading	 is	 more	 significant	 than	 that	 due	 to	
diffusion.	 This	 is	 seen	 in	 Figure	 4.9	 and	 Figure	 4.11	with	much	 higher	 values	 for	 the	 longitudinal	
dispersion	coefficient	for	the	two	sandstones	compared	to	the	beadpack	in	both	reactive	and	non-
reactive	 cases.	 Again	 the	 dispersion	 coefficients	 are	 similar,	 so	 reaction	 occurs	 throughout	 the	
dispersed	region.	Transport	in	the	beadpack	reaches	the	asymptotic	regime	sooner	than	for	𝑃𝑒	=	1,	
but	with	a	value	of	similar	magnitude.	At	early-time,	as	shown	longer	before	reacting	in	Figure	4.6,	
the	creation	of	C	is	largest	in	beadpack,	as	there	is	more	rapid	diffusion-mediated	mixing.	Later,	the	
reaction	rate	in	Bentheimer	sandstone	is	largest	as	a	result	of	the	highest	𝐷!	(Figure	4.9	and	Figure	
4.11)	followed	by	Doddington	sandstone	and	then	by	the	beadpack.	
For	𝑃𝑒	=	100,	we	see	that	there	is	less	dispersion	with	reaction	for	Bentheimer	and	more	for	
Doddington,	 Figure	 4.9.	 	 For	 Bentheimer	 this	 implies	 that	 reaction	 is	 favored	 at	 the	 edge	 of	 the	
plume,	removing	these	particles	and	restricting	the	spread	of	unreacted	A,	compared	to	a	case	with	
no	 reaction.	 In	 contrast,	 for	 Doddington,	more	 reaction	 occurs	 for	 particles	moving	 closer	 to	 the	
average	speed	with	reaction	less	favored	at	the	fringes.	Bentheimer	also	has	the	highest	𝐷!	at	early	
times:	there	is	more	spreading	and	this	allows	reaction	to	occur	over	a	larger	area	and	the	reaction	
rate	is	largest.	Later,	𝐷!	becomes	larger	in	Doddington	for	reactive	transport	(Figure	4.9),	leading	to	
higher	 reaction	 rates	compared	 to	 the	other	 two	samples	at	 intermediate	 times	 (Figure	4.6).	Here	
reaction	does	not	occur	preferentially	 at	 the	edges	of	 the	plume:	 there	 is	more	pore-scale	mixing	
allowing	reaction	to	occur	throughout	the	sample.	
At	𝑃𝑒	 =	 500	 and	𝑃𝑒	 =	 2240	 the	 intermediate	 and	 late	 time	 production	 rate	 of	 C	 in	 the	
beadpack	is	greatest:	this	 is	most	pronounced	for	low	𝑃! 	 (𝑘!),	as	seen	in	Figure	4.6.	The	dispersion	
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coefficient	does	not	control	the	reaction	rate,	since	𝐷!	is	much	higher	in	the	sandstones,	Figure	4.9	
and	 Figure	 4.11.	 Moreover,	 the	 dispersion	 is	 higher	 for	 reactive	 transport,	 which	 indicates	 that	
particles	at	the	edge	of	the	plume	are	less	likely	to	react.	This	is	because	the	fastest	moving	particles	
of	B	are	confined	to	fast	 flow	channels	and	do	not	mix	with	A	 in	the	slower-moving	regions	of	the	
pore	space.	This	is	evident	in	Figure	4.2	for	𝑃𝑒	=	500	and	𝑃𝑒	=	2240,	where	slow-moving	particles	of	
A	 are	 left	 unreacted	 in	 the	 sandstones,	 as	 opposed	 to	 the	 beadpack,	 where	 reaction	 proceeds	
preferentially	 at	 the	 trailing	 edge	 of	 the	 plume,	 leading	 to	 less	 spread	 of	 A	 and	 a	 lower	 reactive	
dispersion	coefficient.	These	effects	will	be	quantified	through	the	analysis	of	pdfs	velocities	 in	the	
voxels	 in	which	particles	 reacted	 in	 the	next	 section.	 In	 the	advection-dominated	 regime	we	have	
more	 spreading	compared	 to	mixing	at	 the	pore	 scale.	The	beadpack	has	 less	distinction	between	
fast	and	slow	channels	and	a	more	open	pore	space,	which	allows	a	greater	degree	of	mixing	locally	
(see	Figure	4.12	in	the	next	section).	This	competes	with	the	much	larger	extent	of	spreading	in	the	
sandstones,	which	 allows	 the	 reactant	 to	 explore	 a	 bigger	 volume	of	 the	 pore	 space.	However,	 if	
advection	dominates	over	diffusion,	 injected	particles	may	be	retained	within	fast	channels	and	do	
not	 diffuse	 out	 to	 encounter	 A	 in	 the	 stagnant	 zones.	 At	 late	 time,	 the	 reaction	 rate	 is	 largest	 in	
Bentheimer	 and	 lowest	 in	Doddington,	 reflecting	 a	 different	 pore-structure	 dependent	 balance	 of	
mixing	and	spreading.	
4.1.1 Velocity	distributions	
Figure	4.12	compares	the	pdfs	of	velocities	for	the	voxels	where	particles	B	are	injected	(blue	curve),	
particles	A	are	placed	 (resident	particle	condition,	black	curve),	and	 the	voxels	where	product	C	 is	
formed	(magenta	curve	from	injection	until	𝑡	=	1	s,	green	curve	is	until 𝑡	=	5	s,	and	red	is	until	𝑡	=	100	
s)	for	𝑃! 	=	1,	𝑃𝑒	=	1	and	𝑃𝑒	=	500,	for	the	three	rocks.	Since	the	particles	B	are	injected	according	to	
a	flux-weighted	rule,	their	pdf	of	voxel	velocities	shows	few	values	below	the	average	velocity,	which	
is	 expected.	 Particles	 A	 on	 the	 other	 hand,	 are	 placed	 throughout	 the	 image	 volume	 in	 the	 pore	
space	and	thus	their	velocity	distributions	take	the	overall	shape	of	the	 intrinsic	pdfs	of	velocity	 in	
the	entire	image	pore	space,	as	shown	in	Figure	2.3.	For	both	𝑃𝑒	=	1	and	𝑃𝑒	=	500,	as	the	reactant	
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particles	 sample	more	of	 the	 flow	heterogeneity	 (with	 increasing	 time),	 the	pdf	 of	 velocity	 of	 the	
formed	 product	 gradually	 approaches	 the	 shape	 of	 the	 pdf	 of	 velocity	 distributions	 of	 resident	
particles	 A	 that	 represents	 the	 flow	 heterogeneity	 characteristic	 of	 the	 porous	 medium.	 This	 is	
observed	for	all	three	media	studied.		
The	pdf	of	voxel	velocities	in	which	the	product	is	formed	is	shifted	to	higher	values	for	the	
sandstones	 at	 𝑃𝑒	 =	 500	 -	 the	 reaction	 occurs	 preferentially	 in	 higher-velocity	 regions,	 leaving	
unreacted	A	 in	slow-moving	zones,	as	evident	 in	Figure	4.2	for	𝑃𝑒	=	500	and	revealed	through	the	
higher	dispersion	of	A	compared	to	a	case	with	no	reaction,	as	seen	in	Figure	4.9	for	the	same	𝑃𝑒.	
For	 the	 beadpack,	 in	 contrast,	 we	 see	 that	 the	 voxel	 velocities	 in	which	 the	 product	was	 formed	
were	preferentially	sampled	in	the	regions	with	a	slightly	lower-than-average	velocity:	this	serves	to	
limit	the	spread	of	A	through	consuming	the	trailing	edge	of	the	plume,	leading	to	a	lower	dispersion	
coefficient	in	the	reactive	case.	
At	lower	𝑃𝑒	more	mixing	occurs	between	fast	and	the	slow	regions	–	consequently	sampling	
of	 the	 slow	 regions	 becomes	more	 frequent	 and	 therefore	 the	 pdfs	 of	 the	 two	 sandstones	 from	
injection	until	𝑡	=	100	s	at 𝑃𝑒	=	1	are	closer	to	the	pdf	of	the	resident	particles	than	at	𝑃𝑒	=	500.	The	
full	sampling	of	voxels	of	pore	space	is	achieved	most	rapidly	in	the	beadpack	since	it	has	more	open	
pore	 space	 leading	 to	 better	mixing	 locally	 as	 clearly	 shown	 in	 Figure	 4.12	 –	 this	 process	 is	more	
gradual	in	the	more	heterogeneous	sandstone	images.	
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Figure	4.12.	The	probability	density	 function	 (pdf)	of	velocity	 for	𝑃𝑒	=	1	and	𝑃𝑒	=	500	at	𝑃!	=	1	 for;	a)	 the	beadpack,	b)	
Bentheimer,	c)	Doddington.	Blue	is	for	the	injected	particles	B	at	𝑡	=	0,	black	is	for	the	placed	(resident	condition)	particles	
A	at	𝑡	=	0,	magenta	is	for	the	voxels	in	which	product	particles	C	were	formed	from	injection	until	𝑡	=	1	s,	green	is	for	the	
product	particles	until	𝑡	=	5	s,	and	red	is	for	the	product	particles	until	𝑡	=	100	s.	
Next	we	 illustrate	 the	coupled	effect	 that	 the	 reaction	probability	has	on	 transport,	which	
can	lead	to	different	effective	reaction	rates.	Figure	4.13	compares	the	pdf	of	velocity	of	the	voxels	
in	which	product	particles	were	formed	at	𝑃𝑒	=	1	and	𝑃𝑒	=	500	for	𝑃! 	=	0.01	and	1,	presented	for	
until	𝑡	=	100	s	for	the	three	images	studied.	For	low	𝑃𝑒,	the	pdf	of	velocity	for	the	two	values	of	𝑃! 	is	
similar.	 This	 confirms	 that	 reaction	 is	mostly	 controlled	by	 the	amount	of	mixing	due	 to	diffusion.	
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However	at	high	𝑃𝑒,	 the	pdf	of	 velocity	 for	different	𝑃! 	 values	differ	 for	 the	more	heterogeneous	
sandstones.	 In	 Benhteimer	 and	 Doddington	 sandstone	 images	 the	 lower	 𝑃! 	 has	 the	 lower	 peak	
around	 the	 average	 velocity,	 complemented	 by	 the	 larger	 number	 of	 less	mobile	 voxels	 in	which	
reaction	 has	 taken	 place.	 This	 suggests	 that,	 under	 the	 same	 transport	 conditions,	 the	 reactant	
particles	which	 for	higher	𝑃! 	 do	 react	 in	 the	 fast	 channels	 for	 the	 lower	𝑃! 	 =	0.01	do	not	–	 in	 the	
latter	case	the	reactant	particles	survived	for	longer	and	through	mass	transfer	exchange	had	more	
time	to	sample	the	slow	regions	in	which	they	subsequently	react.	This	behavior	is	most	profound	in	
Doddington	since	it	is	the	image	with	the	most	heterogeneous	flow	characteristic.	
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Figure	4.13.	The	probability	density	function	(pdf)	of	velocity	of	voxels	 in	which	product	particles	were	formed	at	𝑃𝑒	=	1	
and	𝑃𝑒	=	500	which	are	presented	from	injection	until	𝑡	=	100	s	for;	a)	the	beadpack,	b)	Bentheimer,	c)	Doddington.	Black	is	
for	𝑃!	=	0.01	and	blue	is	for	𝑃!	=	1.	
Finally,	 we	 observe	 the	 impact	 of	 transport	 conditions	 on	 reactions	 for	 the	 three	 images	
studied.	Figure	4.14	compares	the	pdf	of	velocity	of	voxels	in	which	product	particles	were	formed	at	𝑃! 	=	1	for	the	range	of	𝑃𝑒	studied	and	from	injection	until	𝑡	=	100	s.	Higher	𝑃𝑒	results	in	higher	voxel	
velocities	in	which	the	product	was	formed,	which	is	seen	in	Figure	4.14	as	the	shifts	in	the	pdfs	of	
velocity	 to	 larger	 values.	 Particles	 B	 are	 predominantly	 injected	 in	 the	mobile	 domain	 (see	 Figure	
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4.12)	and,	since	at	higher	𝑃𝑒	there	is	less	time	for	mass	transfer	exchange	to	the	immobile	regions,	
the	reaction	tends	to	occur	in	higher	velocity	voxels.	This	effect	is	more	profound	in	the	sandstone	
images	 as	 they	 have	 more	 fast	 voxels	 in	 their	 intrinsic	 pdfs	 of	 velocity	 of	 the	 entire	 pore	 space	
(Figure	2.3).	On	the	contrary,	at	 lower	𝑃𝑒	there	is	more	time	for	mass	transfer	exchange	so	mixing	
due	 to	diffusion	 causes	better	 sampling	of	 the	 low	velocity	 regions	 -	 this	 is	 seen	 in	 Figure	4.14	as	
more	of	the	slower	voxel	velocities	in	which	reaction	has	taken	place.	 	
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Figure	4.14.	The	probability	density	function	(pdf)	of	velocity	of	voxels	in	which	product	particles	were	formed	for	𝑃!	=	1	
and	from	injection	until	𝑡	=	100	s	for;	a)	the	beadpack,	b)	Bentheimer,	c)	Doddington.	Blue	is	for	𝑃𝑒	=	1,	red	is	for	𝑃𝑒	=	10,	
green	is	for	𝑃𝑒	=	100,	yellow	is	for	𝑃𝑒	=	500,	and	black	is	for	𝑃𝑒	=	2240.	
4.2 Initial	placement	of	reactants	in	parallel	
In	this	section,	we	placed	𝑁!!	uniformly	at	random	throughout	the	bottom	half	of	the	pore	space,	
while	𝑁!!	 is	 uniformly	 placed	 at	 random	 throughout	 the	 top	 half	 of	 the	 pore	 space.	 Similar	 to	
Section	4.1,	we	track	the	motion	of	reactants	through	the	pore	space	in	each	time-step	and	allow	for	
reaction	 according	 to	 the	 rules	 used	 in	 our	model	 (Chapter	 2).	 However	 in	 this	 case,	 if	 a	 particle	
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crosses	the	exit	face	of	the	image	domain	in	the	diffusive	part	of	time-step,	we	randomly	inject	it	at	
the	inlet	z	dimension	layer	of	the	next	 image.	On	the	other	hand,	 if	 it	crosses	during	the	advective	
part	of	the	time-step,	we	use	a	flux-weighted	rule	at	the	inlet	z	dimension	layer	of	the	next	image.	
Figure	4.15	shows	the	plumes	for	the	three	images	presented	as	3D	coordinates	of	particle	
(reactants	A	and	B	and	product	C)	positions	in	the	pore	space	captured	at	𝑡	=	102	s	for	𝑃𝑒	=	1,	10,	
100,	 500,	 and	 2240.	 As	 expected,	 the	 product	 C	 is	 located	 in	 the	 mixing	 zone	 between	 the	 two	
reactants	in	the	middle	of	the	image	at	low	𝑃𝑒.	As	𝑃𝑒	increases,	progression	of	the	product	C	plume	
in	the	pore	space	increases	further	from	the	middle	of	the	image.	However	at	high	𝑃𝑒,	the	product	C	
shows	a	greater	spread	in	the	sandstones	than	in	the	beadpack.	 	
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Figure	4.15.	3D	projections	in	the	parallel	initial	placement	showing	particles	of	residing	reactant	A	(blue),	injected	reactant	
B	(red),	and	product	C	(green)	at	𝑡	=	102	s	for	𝑃𝑒	=	1,	10,	100,	500,	and	2240	and	𝑃!	=	1.	
Figure	4.16	shows	the	reaction	rate	as	a	function	of	time	𝑡	in	the	beadpack,	Benthiemer,	and	
Doddington	for	a	range	of	reaction	condition	𝑃! 	(0.001,	0.01,	0.1,	and	1).	As	expected,	the	higher	the	𝑃!,	the	higher	the	𝑘! 	leading	to	more	reaction	which	is	clearly	established	in	Figure	4.16.	In	addition,	
the	reaction	rate	reaches	the	peak	value	faster	as	𝑃! 	 increases	 in	all	cases	 in	Figure	4.16.	At	early-
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times	similar	to	Figure	4.4,	Figure	4.16	shows	in	each	image	and	for	every	𝑃! 	that	the	reaction	rate	
increases	by	the	increase	in	𝑃𝑒	due	to	the	increase	in	amount	of	mixing.	Also	at	late-time,	it	shows	
similar	 behaviour	 in	 that	 the	 reaction	 rate	 declines	 at	 a	 faster	 rate	 as	𝑃𝑒	 increases	 as	 a	 result	 of	
fewer	reactants	remaining	in	the	mixing	zone	due	to	higher	reaction	rate	at	early-time.	
Figure	 4.16.	 The	 reaction	 rate	 𝑟	 as	 a	 function	 of	 𝑡	 in	 the	 parallel	 initial	 placement	 for	 the	 beadpack,	 Benthiemer,	 and	
Doddington	for	a	range	of	reaction	conditions	𝑃!	for;	𝑃𝑒	=	1	(yellow),	𝑃𝑒	=	10	(magenta),	𝑃𝑒	=	100	(red),	𝑃𝑒	=	500	(green),	
and	𝑃𝑒	=	2240	(blue).	
Figure	4.17	shows	 the	 reaction	 rate	as	a	 function	of	 time	𝑡	 for	 the	beadpack,	Benthiemer,	
and	 Doddington	 for	 a	 range	 transport	 conditions	𝑃𝑒	 (1,	 10,	 100,	 500,	 and	 2240).	 In	 general,	 the	
higher	𝑃𝑒,	the	more	mixing	between	reactants	and	thus	more	reaction,	as	seen	in	Figure	4.17.	The	
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early-time	behaviour	in	Figure	4.17	is	similar	to	Figure	4.5,	which	is	expected.	However	at	late-time,	
the	behaviour	of	reaction	rate	for	𝑃𝑒	=	500	is	similar	to	the	behaviour	at	low	𝑃𝑒	unlike	in	Figure	4.5.	
Here	the	reaction	rate	in	each	image	is	similar	between	𝑃! 	=	0.1	and	1	at	late-time.	It	indicates	that	
the	decline	in	reaction	rate	by	the	increase	in	𝑃! 	is	not	as	significant	as	by	the	increase	in	𝑃𝑒	(Figure	
4.16).	 This	 implies	 that	 the	 transport	 conditions	 have	 more	 influence	 over	 reaction	 rate	 than	
reaction	conditions.	
Overall,	 we	 see	 less	 reaction	 for	 parallel	 placement,	 particularly	 at	 high	𝑃𝑒,	 compared	 to	
series	placement.	This	is	because	the	amount	of	mixing	in	the	transverse	direction	is	less	than	mixing	
occurring	longitudinally:	this	is	related	to	the	fact	that	the	longitudinal	dispersion	coefficient	is	larger	
than	the	transverse	dispersion	coefficient	 (Sahimi,	2011).	As	a	consequence,	 the	parallel	geometry	
gives	 a	 reaction	 behaviour	 more	 controlled	 by	 diffusion,	 favouring	 reaction	 in	 the	 beadpack,	 as	
opposed	to	the	previous	results,	where,	for	large	𝑃𝑒,	dispersive	mixing	dominated	and	reaction	was	
faster	in	the	sandstones.	
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Figure	4.17.	The	reaction	rate	𝑟	as	a	 function	of	of	𝑡	 in	 the	parallel	 initial	placement	 for	 the	beadpack,	Benthiemer,	and	
Doddington	 for	 a	 range	 transport	 conditions	𝑃𝑒	 for;	𝑃!	 =	 0.001	 (magenta),	𝑃!	 =	 0.01	 (red),	𝑃!	 =	 0.1	 (green),	 and	𝑃!	 =	 1	
(blue).	
Figure	4.18	shows	the	overall	rate	of	reaction	as	a	function	of	time	𝑡	for	a	range	of	transport	
conditions	(𝑃𝑒	=	1,	10,	100,	500,	and	2240)	and	a	range	of	reaction	conditions	(𝑃! 	=	0.001,	0.01,	0.1,	
and	 1)	 and	 Figure	 4.19	 shows	 the	 reaction	 rate	 plotted	 against	 inverse	 square	 root	 of	 time	 𝑡-1/2.	
Figure	4.18	shows	that	the	reaction	rate	in	the	beadpack	is	largest	at	low	𝑃𝑒	(1	and	10)	for	all	times.	
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This	 is	 expected	because	 the	beadpack	 has	 the	most	 homogenous	 pore	 structure	with	 open	pore	
space	and	thus	reactants	have	better	chance	to	meet	and	react	in	a	diffusion-controlled	regime.	The	
reaction	rate	in	Bentheimer	is	slightly	smaller	than	Doddington	at	all	time	for	𝑃𝑒	=	1.	However,	the	
reaction	rate	in	Bentheimer	is	similar	to	Doddington	at	all	time	for	𝑃𝑒	=	10.	
For	𝑃𝑒	=	100,	the	reaction	rate	is	similar	between	the	images	at	low	𝑃! 	(0.001	and	0.01).	On	
the	 other	 hand	 at	 high	𝑃! 	 (0.1	 and	 1),	 the	 reaction	 rate	 for	 the	 beadpack	 is	 largest	 at	 early-time	
followed	by	Benthiemer	 and	 then	Doddington.	At	 late-time,	 the	 reaction	 rate	 for	 the	beadpack	 is	
smallest	followed	by	Doddington	and	then	Benthiemer.	
For	𝑃𝑒	=	500,	the	reaction	rate	at	early-time	is	similar	between	the	images	at	low	𝑃! 	(0.001	
and	0.01).	At	late-time,	the	beadpack	has	the	largest	reaction	rate	followed	by	Doddington	and	then	
Benthiemer.	 For	 this	 case,	 we	 do	 not	 fully	 understand	 why	 Benthiemer	 has	 lower	 reaction	 rate	
comparing	to	Doddington.	This	behavior	is	also	observed	for	𝑃𝑒	=	2240.	One	possible	explanation	is	
based	on	 the	 initial	placement	conditions.	 Since	 this	behaviour	occurs	at	high	𝑃𝑒	where	complete	
mixing	is	reached	at	the	same	time	as	for	low	𝑃!,	the	remaining	reactant	particles	had	more	time	to	
travel	and	be	dispersed	further	from	each	other	and	away	from	the	mixing	zone.	The	reaction	rate	at	
early-time	for	Benthiemer	is	largest	for	𝑃! 	=	0.1,	while	the	beadpack	is	largest	for	𝑃! 	=	1.	At	late-time,	
the	beadpack	and	Benthiemer	sandstone	have	similar	reaction	rate	at	high	𝑃! 	(0.1	and	1),	whereas	
Doddingtion	has	the	highest	reaction	rate.	
For	𝑃𝑒	=	2240,	the	reaction	rate	behaviour	at	early-time	at	low	𝑃! 	(0.001	and	0.01)	is	similar	
to	𝑃𝑒	=	500.	However	at	late-time,	the	Doddington	has	the	largest	reaction	rate	for	𝑃! 	=	0.001,	while	
the	trend	for	𝑃! 	=	0.01	is	similar	to	𝑃𝑒	=	500.	At	high	𝑃! 	(0.1	and	1),	the	reaction	rate	at	early-time	for	
Benthiemer	is	largest,	while	at	late-time	all	images	have	similar	reaction	rate.		Here	we	begin	to	see	
the	 impact	 of	 transverse	 spreading	 on	 boosting	 the	 reaction	 rate	 in	 the	 more	 heterogeneous	
sandstones.	
Chapter	 Impact	of	heterogeneity,	transport,	and	reaction	conditions	 Zaki	Alhashmi	
100	|	P a g e 	
	
Figure	4.18.	The	reaction	rate	𝑟	as	a	function	of	𝑡	in	the	parallel	initial	placement	for	different	ranges	of	𝑃𝑒	and	𝑃!.	Blue	is	
for	the	beadpack,	red	is	Bentheimer,	and	green	is	for	Doddington.	 	
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Figure	 4.19.	 The	 reaction	 rate	 𝑟	 as	 a	 function	 of	 inverse	 square	 root	 of	 time	 𝑡-1/2	 in	 the	 parallel	 initial	 placement	 for	
different	ranges	of	𝑃𝑒	and	𝑃!.	Blue	is	for	the	beadpack,	red	is	Bentheimer,	and	green	is	for	Doddington.	
4.2.1 Velocity	distributions	
Figure	4.20	compares	the	pdfs	of	velocities	for	the	voxels	where	particles	A	are	placed	(black	curve),	
particles	B	are	placed	(blue	curve),	and	the	voxels	where	product	C	is	formed	(magenta	curve	from	
placement	until	𝑡	=	1	s,	green	curve	is	until 𝑡	=	5	s,	and	red	is	until	𝑡	=	100	s)	for	𝑃! 	=	1,	𝑃𝑒	=	1	and	𝑃𝑒	
=	500,	for	the	three	images.	Since	the	particles	A	and	particles	B	are	placed	throughout	the	bottom	
and	 top	 image	 volume	 in	 the	 pore	 space	 respectively,	 their	 velocity	 distributions	 take	 the	 overall	
shape	similar	to	the	intrinsic	pdfs	of	velocity	in	the	entire	image	pore	space,	as	shown	in	Figure	2.3.	
The	full	sampling	of	voxels	of	pore	space	is	achieved	most	rapidly	in	the	beadpack	confirming	that	it	
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has	more	open	pore	space	leading	to	better	mixing	locally	for	both	𝑃𝑒	=	1	and	𝑃𝑒	=	500,	as	clearly	
shown	 in	 Figure	 4.20.	 On	 the	 other	 hand,	 in	 sandstone	 images,	which	 have	more	 heterogeneous	
flow,	the	pdf	of	velocity	of	the	formed	product	requires	more	time	to	approach	the	shape	of	the	pdf	
of	 velocity	 distributions	of	placed	particles	 that	 represent	 the	 flow	heterogeneity	 characteristic	 of	
the	porous	medium.	
The	pdf	of	voxel	velocities	in	which	the	product	is	formed	is	shifted	to	higher	values	for	the	
sandstones	 at	𝑃𝑒	 =	 500	 which	 is	 similar	 to	 what	 is	 shown	 in	 Figure	 4.12.	 This	 confirms	 that	 the	
reaction	occurs	preferentially	 in	higher-velocity	regions,	 leaving	unreacted	particles	 in	slow-moving	
zones,	 as	 seen	 in	 Figure	 4.15	 for	𝑃𝑒	 =	 500.	 For	 the	 beadpack,	 in	 contrast,	 we	 see	 that	 the	 voxel	
velocities	in	which	the	product	was	formed	were	frequently	sampled	in	all	regions	taking	the	shape	
of	the	intrinsic	pdf	velocity:	this	serves	to	limit	the	spread	of	reactant	through	consuming	the	trailing	
edge	of	the	plume,	similar	to	Figure	4.12.	
Similar	to	the	series	placement	case,	at	lower	𝑃𝑒	more	mixing	occurs	between	fast	and	the	
slow	regions	–	consequently	sampling	of	the	slow	regions	becomes	more	frequent	and	therefore	the	
pdfs	of	the	two	sandstones	from	injection	until	𝑡	=	100	s	at 𝑃𝑒	=	1	are	closer	to	the	pdf	of	the	placed	
particles	than	at	𝑃𝑒	=	500.	 	
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Figure	4.20.	The	probability	density	 function	 (pdf)	of	velocity	 for	𝑃𝑒	=	1	and	𝑃𝑒	=	500	at	𝑃!	=	1	 for;	a)	 the	beadpack,	b)	
Bentheimer,	c)	Doddington.	Blue	is	for	the	injected	particles	B	at	𝑡	=	0,	black	is	for	the	placed	(resident	condition)	particles	
A	at	𝑡	=	0,	magenta	is	for	the	voxels	in	which	product	particles	C	were	formed	from	injection	until	𝑡	=	1	s,	green	is	for	the	
product	particles	until	𝑡	=	5	s,	and	red	is	for	the	product	particles	until	𝑡	=	100	s.	
Next	we	 illustrate	 the	coupled	effect	 that	 the	 reaction	probability	has	on	 transport,	which	
can	lead	to	different	effective	reaction	rates.	Figure	4.21	compares	the	pdf	of	velocity	of	the	voxels	
in	which	product	particles	were	formed	at	𝑃𝑒	=	1	and	𝑃𝑒	=	500	for	𝑃! 	=	0.01	and	1,	presented	for	
until	𝑡	=	100	s	for	the	three	images	studied.	For	low	𝑃𝑒,	the	pdf	of	velocity	for	the	two	values	of	𝑃! 	is	
almost	 identical.	 This	 verifies	 that	 reaction	 is	 mostly	 controlled	 by	 the	 amount	 of	 mixing	 due	 to	
a)	 a)	
pd
f!| 𝑢 !|
𝑢 !"#⁄ !
	
pd
f!| 𝑢 !|
𝑢 !"#⁄ !
	
Normalized	velocity	|𝑢!| 𝑢!!"⁄ 	
b)	
pd
f!| 𝑢 !|
𝑢 !"#⁄ !
	
c)	
b)	
c)	
𝑃𝑒	=	1	 𝑃𝑒	=	500	
Normalized	velocity	|𝑢!| 𝑢!!"⁄ 	
Chapter	 Impact	of	heterogeneity,	transport,	and	reaction	conditions	 Zaki	Alhashmi	
104	|	P a g e 	
	
diffusion.	However	at	high	𝑃𝑒,	the	pdf	of	velocity	for	different	𝑃! 	values	differ	for	the	three	images,	
unlike	the	beadpack	in	Figure	4.13.	However,	in	Benthiemer	and	Doddington	sandstone	images	the	
lower	𝑃! 	has	 the	 lower	peak	around	 the	average	velocity,	 complemented	by	 the	 larger	number	of	
less	mobile	voxels	in	which	reaction	has	taken	place,	which	is	similar	to	Figure	4.13	but	with	larger	
difference.	This	 suggests	 that,	under	 the	same	transport	conditions,	 the	 reactant	particles	 that	 for	
higher	𝑃! 	do	react	 in	 the	 fast	channels	 for	 the	 lower	𝑃! 	=	0.01	do	not.	The	 lower	𝑃! 	 case	 indicates	
that	the	reactant	particles	traveled	longer	before	reacting	and	through	mass	transfer	exchange	had	
more	time	to	sample	the	slow	regions	in	which	they	successively	react.	This	effect	is	more	significant	
in	the	parallel	case	compared	to	the	series	placement.	 	
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Figure	4.21.	The	probability	density	function	(pdf)	of	velocity	of	voxels	 in	which	product	particles	were	formed	at	𝑃𝑒	=	1	
and	𝑃𝑒	=	500	which	are	presented	from	injection	until	𝑡	=	100	s	for;	a)	the	beadpack,	b)	Bentheimer,	c)	Doddington.	Black	is	
for	𝑃!	=	0.01	and	blue	is	for	𝑃!	=	1.	
4.3 Summary	
We	 performed	 the	 fluid-fluid	 reactive	 transport	 model	 simulations	 on	 the	 beadpack,	 Bentheimer	
sandstone,	and	Doddington	sandstone	images	for	a	range	of	transport	conditions.	For	each	transport	
condition,	we	tested	the	model	for	different	𝑃! 	and	𝐷𝑎.	For	each	transport	and	reaction	condition,	
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we	simulate	two	cases	according	to	 initial	placement	of	reactants:	placement	 in	series	and	parallel	
placement.	
The	effective	reaction	rates	estimated	by	the	model	vary	with	different	pore	structures	that	
define	the	 flow	fields	and	therefore	the	transport	characteristics	of	 the	system.	We	quantified	the	
behavior	 by	 studying	 the	 interplay	 between	 reaction	 rate,	 the	 pdf	 of	 velocity	 and	 dispersion	
coefficient,	comparing	it	to	non-reactive	conditions.	The	higher	𝑃𝑒	and/or	𝑃! 	is,	the	larger	effective	
reaction	 rate.	 The	 reaction	 rate	 is	 a	 subtle	 balance	of	 three	 factors	whose	 relative	 contribution	 is	
different	dependent	on	𝑃𝑒,	𝑃! 	and	pore	structure:	(1)	the	amount	of	mixing	between	reactants	due	
to	diffusion,	 (2)	 the	amount	of	mixing	between	 reactants	due	 to	 spreading,	 and	 (3)	 the	degree	of	
heterogeneity	in	the	flow	field.	
For	initial	placement	of	reactants	in	series,	we	found	that	at	𝑃𝑒	=	1,	the	reaction	rate	in	the	
system	 is	 predominantly	 controlled	 by	 the	 amount	 of	 mixing	 due	 to	 diffusion:	 reaction	 occurs	
throughout	 the	 plume	with	 similar	 dispersion	 coefficients	 for	 reactive	 and	non-reactive	 transport,	
and	similar	pdfs	of	velocity	for	injected,	resident	and	product	particles.	At	intermediate	and	high	𝑃𝑒	
number,	 the	 amount	 of	 reaction	 is	 controlled	 by	 the	 combination	 of	 pore-scale	 mixing	 due	 to	
spreading	 and	 the	 degree	 of	 heterogeneity	 in	 the	 flow	 field.	 The	 higher	 degree	 of	 flow	 field	
heterogeneity	 in	Bentheimer	and	Doddington	sandstones	as	compared	to	the	beadpack	may	allow	
for	more	mixing	and	faster	reaction.	However,	for	very	fast	flows,	the	injected	reactant	is	confined	in	
fast	flow	channels	and	does	not	encounter	particles	in	more	stagnant	zones,	which	inhibits	the	later-
times	reaction	rate:	 in	such	cases,	a	more	homogeneous	rock,	with	 less	spreading,	can	allow	more	
reaction,	 since	 the	 reactants	 are	 better	 mixed	 locally.	 This	 is	 also	 seen	 in	 the	 time	 dependent	
dispersion	coefficients,	with	a	higher	dispersion	coefficient	 for	 resident	particles	 in	the	sandstones	
compared	 to	 the	 non-reactive	 case,	 since	 reaction	 is	 inhibited	 in	 the	 slow-moving	 regions	 of	 the	
plume,	with	the	resident	particles	bypassed	by	the	injectant;	similarly	the	pdf	of	velocity	in	which	the	
product	was	 formed	 shows	 a	 shift	 to	 higher	 velocities	 compared	 to	 the	 resident	 particles.	 In	 the	
beadpack,	 the	 opposite	 is	 seen,	 with	 preferential	 reaction	 at	 the	 trailing	 edge	 of	 the	 plume,	 less	
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spreading	of	resident	particles,	and	a	shift	in	the	pdf	of	velocities	in	which	the	product	was	formed	
towards	slightly-lower-than-average	flow	speeds.	A	decrease	in	intrinsic	reaction	rate	favors	reaction	
in	 the	 lower	 velocity	 regions,	 since	 injected	 particles	 have	 additional	 time	 to	 sample	more	 of	 the	
flow	field	before	reacting.	With	an	increase	in	𝑃𝑒	there	is	less	time	for	mass	transfer	and	we	observe	
more	frequent	reaction	in	the	higher-velocity	mobile	regions,	where	most	of	the	reactant	is	injected.	
This	effect	is	more	pronounced	in	media	with	more	heterogeneous	flow	characteristics.	
For	 initial	 placement	 of	 reactants	 in	 parallel,	 we	 found	 the	 reaction	 rate	 in	 the	 system	 is	
predominantly	 controlled	 by	 the	 amount	 of	 mixing	 due	 to	 diffusion	 at	 all	 times	 for	 low	 𝑃𝑒.	 In	
general,	 transverse	 spreading	 is	 less	 than	 longitudinal	 spreading	 and	 so	 dispersion	 has	 less	 of	 an	
impact	on	mixing	and	hence	reaction	for	this	initial	condition.	At	low	𝑃𝑒,	the	gap	in	the	amount	of	
reaction	between	the	beadpack	and	sandstones	declines	over	time.	At	intermediate	𝑃𝑒,	the	amount	
of	 reaction	 is	 similar	 for	 all	 images	 at	 low	 𝑃! 	 and	 differs	 at	 high	 𝑃!.	 At	 high	 𝑃𝑒,	 the	 amount	 of	
reaction	is	different	between	all	images	at	low	𝑃! 	and	relatively	similar	at	high	𝑃!.	
Chapter	5	
Conclusions	 	
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5. Conclusions		
Reactive	 transport	 is	 an	 important	 field	of	 study	 in	 the	earth	 sciences.	 It	 is	 a	 combination	of	 fluid	
transport	and	chemical	reactions	between	migrating	fluids,	solids,	and	organisms	in	the	subsurface.	
It	captures	natural	phenomena	such	as	hydration,	dehydration,	and	weathering	as	well	as	industrial	
and	 environmental	 applications	 such	 as	 transport	 of	 pollutants	 in	 the	 subsurface,	 nuclear	 waste	
storage,	and	Carbon	Dioxide	storage.	There	 is	an	 increasing	need	for	better	description	of	reactive	
transport	 processes	 that	 can	 take	 into	 account	 structural	 heterogeneity	 of	 natural	 porous	media.	
The	main	goal	of	this	project	was	to	develop	a	new	computer	code	that	can	predict	the	coupled	flow	
and	transport	with	geochemical	 reactions	at	 the	pore-scale	and	consider	the	 impact	of	pore	space	
heterogeneity.	 For	 this	 purpose,	 numerical	 simulations	 of	 fluid-fluid	 reactive	 transport	 directly	 on	
the	voxels	of	X-ray	tomographic	images	have	been	performed.	
A	 novel	method	 has	 been	 developed	 to	 study	 fluid-fluid	 chemical	 reaction	 using	 reaction	
probability	based	on	reaction	rates	experimentally	measured	in	batch	reactors.	The	model	has	been	
validated	 against	 analytical	 solution	 for	 reactants	 in	 free	 fluid	 without	 any	 porous	 structure.	 In	
addition,	 the	 model	 has	 been	 validated	 against	 experimentally	 measured	 fluid-fluid	 benchmark	
reaction	data	 in	 a	 beadpack	 (Gramling	 et	 al.,	 2002).	 It	 has	 been	 shown	 that	 advection-dispersion-
reaction	 equation	 over-predicts	 the	 effective	 reaction	 rate	 due	 to	 over-prediction	 of	 mixing,	
especially	at	early	times.	Our	model	clearly	shows	how	dynamic	changes	in	reaction	rate	are	affected	
not	 only	 by	 incomplete	 mixing	 but	 also	 as	 a	 result	 of	 early-time	 pre-asymptotic	 spreading.	 The	
advantage	of	the	method	developed	in	this	work	lies	in	that	rock	geometry	is	represented	accurately	
on	 the	micro-CT	 images.	 In	addition,	 it	does	not	use	any	arbitrary	or	 fitting	parameters	 to	predict	
physical	behaviour	of	solutes	in	porous	media	nor	the	chemical	reactions.	
The	impact	of	heterogeneity,	transport	conditions,	and	reaction	conditions	on	the	dynamics	
of	reactive	transport	has	been	investigated.	The	effective	reaction	rates	estimated	by	the	model	vary	
with	different	pore	structures	that	define	the	flow	fields	and	therefore	the	transport	characteristics	
of	 the	system.	The	higher	𝑃𝑒	and/or	𝑃! 	 is,	 the	 larger	effective	reaction	rate.	The	reaction	rate	 is	a	
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subtle	balance	of	three	factors	whose	relative	contribution	 is	different	dependent	on	𝑃𝑒	or	𝑃! 	and	
pore	 structure:	 (1)	 the	 amount	 of	 mixing	 between	 reactants	 due	 to	 diffusion,	 (2)	 the	 amount	 of	
mixing	between	reactants	due	to	spreading,	and	(3)	the	degree	of	heterogeneity	in	the	flow	field.	
For	initial	placement	of	reactants	in	series	we	found	that	at	𝑃𝑒	=	1,	the	reaction	rate	in	the	
system	is	predominantly	controlled	by	the	amount	of	mixing	due	to	diffusion.	At	 intermediate	and	
high	𝑃𝑒	number	the	amount	of	reaction	is	controlled	by	the	combination	of	pore-scale	mixing	due	to	
spreading	 and	 the	 degree	 of	 heterogeneity	 in	 flow	 field.	 The	 higher	 degree	 of	 pore	 structure	
heterogeneity	 in	Bentheimer	and	Doddington	sandstones	as	compared	to	the	beadpack	may	allow	
more	mixing	and	 faster	 reaction.	However,	 for	very	 fast	 flows,	 the	 injected	 reactant	 is	 confined	 in	
fast	 flow	 channels	 and	 does	 not	 often	 encounter	 particles	 in	 stagnant	 zones,	 which	 inhibits	 the	
reaction	 rate:	 in	 such	 cases,	 a	more	 homogeneous	 pore	 structure,	 with	 less	 spreading,	 can	 allow	
more	reaction,	since	the	reactants	are	better	mixed	locally.	
For	 initial	 placement	 of	 reactants	 in	 parallel,	 we	 found	 that	 the	 reaction	 rate	 for	 both	
beadpack	 and	 sandstone	 geometries	 is	 predominantly	 controlled	 by	 the	 amount	 of	mixing	 due	 to	
diffusion	 at	 all	 times	 for	 low	 𝑃𝑒.	 In	 general,	 transverse	 spreading	 is	 smaller	 than	 longitudinal	
spreading	 and	 so	dispersion	has	 less	 of	 an	 impact	 on	mixing	 and	hence	 reaction	 for	 this	 injection	
condition.	 At	 low	 𝑃𝑒,	 the	 difference	 in	 the	 amount	 of	 reaction	 between	 the	 beadpack	 and	
sandstones	 declines	 over	 time.	 At	 intermediate	𝑃𝑒,	 the	 amount	 of	 reaction	 is	 similar	 between	 all	
images	at	low	𝑃! 	and	differs	at	high	𝑃!.	At	high	𝑃𝑒,	the	amount	of	reaction	is	different	between	all	
images	at	low	𝑃! 	and	relatively	similar	at	high	𝑃!.	
5.1 Future	work	
The	model	 is	 proven	 to	 be	 accurate	 in	 predicting	 fluid-fluid	 single-phase	 reactive	 transport	 at	 the	
pore-scale.	This	model	can	be	extended	for	future	work	to	study:	
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5.1.1 Carbonate	rocks	
In	this	work,	we	study	the	behaviour	of	reactive	species	in	an	unconsolidated	sample	(beadpack)	and	
consolidated	rock	samples	(Bentheimer	and	Doddington	sandstones).	This	work	can	be	expanded	to	
study	more	 complex	 consolidated	 rock	 samples	 such	 as	 carbonates.	 Carbonates	 are	 known	 to	 be	
more	heterogeneous	than	sandstones,	which	may	display	a	richer	range	of	behaviour.		It	 is	known,	
for	instance,	that	for	carbonates	the	pore-scale	flow	field	displays	a	broader	distribution	with	larger	
resultant	dispersion	coefficients	(Bijeljic	et	al.,	2013a;	Bijeljic	et	al.,	2013b).	It	may	also	be	necessary	
to	include	the	impact	of	sub-resolution	heterogeneity	in	micro-porosity	into	an	upscaled	model.			
5.1.2 Complex	reactions	
In	this	study,	we	use	a	simple	second	order	 irreversible	reaction	with	simple	physical	and	chemical	
properties.	The	model	can	be	expanded	to	study	more	complex	reactions,	such	as:	
• Different	set	value	of	physical	and	chemical	properties,	such	as	different	molecular	diffusion	
coefficient	for	each	reactant.	
• The	 study	 of	 reversible	 reactions,	which	will	modify	 the	model	 to	 include	 the	 equilibrium	
constant.	
• Expand	 the	 model	 to	 study	 multicomponent	 reactions	 to	 reflect	 geochemical	 reaction	 in	
complex	natural	systems.	
5.1.3 Multi-phase	reactive	transport.	
The	most	complex	models	will	include	the	study	of	multi-phase	behaviour,	for	example:	
• Combine	 the	 fluid-fluid	 reactions	 with	 fluid-solid	 reactions,	 such	 as	 dissolution	 and/or	
precipitation	of	rocks.	
• Expand	the	model	from	singe-phase	to	multi-phase.	
• Upscale	the	model	from	pore-scale	to	ultimately	field-scale.	
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Appendix	
We	present	schematics	of	the	cases	for	all	orientation	possibilities	of	solid-voxels	(grey)	surrounding	
a	 pore-voxel	 and	 all	 possible	 neighbour	 pore-voxels	 (red)	 where	 any	 reactant	 B	 located	 in	 it	 is	
excluded	from	reaction.	The	pore-voxel	has	a	coordinate	label	position	of	(i,	j,	k)	where	i,	j,	and	k	are	
the	label	position	in	the	x,	y,	and	z	dimensions.	The	cases	are	as	follow:	
• 2	solid	boundary:	(i-1,	j,	k)	and	(i,	j-1,	k)	
o Excluded	pore-voxel:	(i-1,	j-1,	k)	
	 	
x	
y	
(i,	j,	k)	
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• 2	solid	boundary:	(i-1,	j,	k)	and	(i,	j+1,	k)	
o Excluded	pore-voxel:	(i-1,	j+1,	k)	
• 2	solid	boundary:	(i-1,	j,	k)	and	(i,	j,	k-1)	
o Excluded	pore-voxel:	(i-1,	j,	k-1)	
	 	
x	
y	 (i,	j,	k)	
x	
y	 (i,	j,	k)	
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• 2	solid	boundary:	(i-1,	j,	k)	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i-1,	j,	k+1)	
• 2	solid	boundary:	(i+1,	j,	k)	and	(i,	j-1,	k)	
o Excluded	pore-voxel:	(i+1,	j-1,	k)	
	 	
(i,	j,	k)	x	
y	
x	
y	
(i,	j,	k)	
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• 2	solid	boundary:	(i+1,	j,	k)	and	(i,	j+1,	k)	
o Excluded	pore-voxel:	(i+1,	j+1,	k)	
• 2	solid	boundary:	(i+1,	j,	k)	and	(i,	j,	k-1)	
o Excluded	pore-voxel:	(i+1,	j,	k-1)	
	 	
x	
y	 (i,	j,	k)	
x	
y	 (i,	j,	k)	
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• 2	solid	boundary:	(i+1,	j,	k)	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i+1,	j,	k+1)	
• 2	solid	boundary:	(i,	j-1,	k)	and	(i,	j,	k-1)	
o Excluded	pore-voxel:	(i,	j-1,	k-1)	
	 	
x	
y	 (i,	j,	k)	
(i,	j,	k)	
x	
y	
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• 2	solid	boundary:	(i,	j-1,	k)	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i,	j-1,	k+1)	
	 	
(i,	j,	k)	
x	
y	
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• 2	solid	boundary:	(i,	j+1,	k)	and	(i,	j,	k-1)	
o Excluded	pore-voxel:	(i,	j+1,	k-1)	
	 	
(i,	j,	k)	
x	
y	
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• 2	solid	boundary:	(i,	j+1,	k)	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i,	j+1,	k+1)	
	 	
x	
y	 (i,	j,	k)	
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• 3	solid	boundary:	(i-1,	j,	k),	(i,	j-1,	k),	and	(i,	j,	k-1)	
o Excluded	pore-voxel:	(i-1,	j-1,	k-1),	(i-1,	j-1,	k),	(i-1,	j,	k-1),	and	(i,	j-1,	k-1)	
	 	
(i,	j,	k)	
x	
y	
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• 3	solid	boundary:	(i-1,	j,	k),	(i,	j-1,	k),	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i-1,	j-1,	k),	(i-1,	j-1,	k+1),	(i-1,	j,	k+1),	and	(i,	j-1,	k+1)	
	 	
(i,	j,	k)	
x	
y	
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• 3	solid	boundary:	(i-1,	j,	k),	(i,	j+1,	k),	and	(i,	j,	k-1)	
o Excluded	pore-voxel:	(i-1,	j,	k-1),	(i-1,	j+1,	k-1),	(i-1,	j+1,	k),	and	(i,	j+1,	k-1)	
	 	
(i,	j,	k)	
x	
y	
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• 3	solid	boundary:	(i-1,	j,	k),	(i,	j+1,	k),	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i-1,	j,	k+1),	(i-1,	j+1,	k),	(i-1,	j+1,	k+1),	and	(i,	j+1,	k+1)	
	 	
(i,	j,	k)	x	
y	
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• 3	solid	boundary:	(i+1,	j,	k),	(i,	j-1,	k),	and	(i,	j,	k-1)	
o Excluded	pore-voxel:	(i,	j-1,	k-1),	(i+1,	j-1,	k-1),	(i+1,	j-1,	k),	and	(i+1,	j,	k-1)	
	 	
(i,	j,	k)	
x	
y	
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• 3	solid	boundary:	(i+1,	j,	k),	(i,	j-1,	k),	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i,	j-1,	k+1),	(i+1,	j-1,	k),	(i+1,	j-1,	k+1),	and	(i+1,	j,	k+1)	
	 	
(i,	j,	k)	
x	
y	
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• 3	solid	boundary:	(i+1,	j,	k),	(i,	j+1,	k),	and	(i,	j,	k-1)	
• Excluded	pore-voxel:	(i,	j+1,	k-1),	(i+1,	j,	k-1),	(i+1,	j+1,	k-1),	and	(i+1,	j+1,	k)	
	 	
(i,	j,	k)	
x	
y	
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• 3	solid	boundary:	(i+1,	j,	k),	(i,	j+1,	k),	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i,	j+1,	k+1),	(i+1,	j,	k+1),	(i+1,	j+1,	k),	and	(i+1,	j+1,	k+1)	
• 3	solid	boundary:	(i-1,	j,	k),	(i,	j-1,	k),	and	(i+1,	j,	k)	
o Excluded	pore-voxel:	(i-1,	j-1,	k)	and	(i+1,	j-1,	k)	
x	
y	 (i,	j,	k)	
x	
y	
(i,	j,	k)	
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• 3	solid	boundary:	(i-1,	j,	k),	(i,	j+1,	k),	and	(i+1,	j,	k)	
o Excluded	pore-voxel:	(i-1,	j+1,	k)	and	(i+1,	j+1,	k)	
• 3	solid	boundary:	(i-1,	j,	k),	(i,	j,	k-1),	and	(i+1,	j,	k)	
o Excluded	pore-voxel:	(i-1,	j,	k-1)	and	(i+1,	j,	k-1)	
	 	
x	
y	 (i,	j,	k)	
x	
y	 (i,	j,	k)	
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• 3	solid	boundary:	(i-1,	j,	k),	(i+1,	j,	k),	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i-1,	j,	k+1)	and	(i+1,	j,	k+1)	
	 	
(i,	j,	k)	x	
y	
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• 3	solid	boundary:	(i-1,	j,	k),	(i,	j-1,	k),	and	(i,	j+1,	k)	
o Excluded	pore-voxel:	(i-1,	j-1,	k)	and	(i-1,	j+1,	k)	
	 	
x	
y	
(i,	j,	k)	
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• 3	solid	boundary:	(i,	j-1,	k),	(i+1,	j,	k),	and	(i,	j+1,	k)	
o Excluded	pore-voxel:	(i+1,	j-1,	k)	and	(i+1,	j+1,	k)	
	 	
x	
y	
(i,	j,	k)	
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• 3	solid	boundary:	(i,	j-1,	k),	(i,	j,	k-1),	and	(i,	j+1,	k)	
o Excluded	pore-voxel:	(i,	j-1,	k-1)	and	(i,	j+1,	k-1)	
	 	
(i,	j,	k)	
x	
y	
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• 3	solid	boundary:	(i,	j-1,	k),	(i,	j+1,	k),	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i,	j-1,	k+1)	and	(i,	j+1,	k+1)	
	 	
(i,	j,	k)	
x	
y	
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• 3	solid	boundary:	(i-1,	j,	k),	(i,	j,	k-1),	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i-1,	j,	k-1)	and	(i-1,	j,	k+1)	
• 3	solid	boundary:	(i,	j,	k-1),	(i+1,	j,	k),	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i+1,	j,	k-1)	and	(i+1,	j,	k+1)	
	 	
(i,	j,	k)	
x	
y	
x	
y	 (i,	j,	k)	
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• 3	solid	boundary:	(i,	j-1,	k),	(i,	j,	k-1),	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i,	j-1,	k-1)	and	(i,	j-1,	k+1)	
	 	
x	
y	
(i,	j,	k)	
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• 3	solid	boundary:	(i,	j,	k-1),	(i,	j+1,	k),	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i,	j+1,	k-1)	and	(i,	j+1,	k+1)	
	 	
x	
y	 (i,	j,	k)	
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• 4	solid	boundary:	(i-1,	j,	k),	(i,	j-1,	k),	(i,	j,	k-1),	and	(i+1,	j,	k)	
o Excluded	pore-voxel:	(i-1,	j-1,	k-1),	(i-1,	j-1,	k),	(i-1,	j,	k-1),	(i,	j-1,	k-1),	(i+1,	j-1,	k-1),	
(i+1,	j-1,	k),	and	(i+1,	j,	k-1)	
	 	
x	
y	
(i,	j,	k)	
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• 4	solid	boundary:	(i-1,	j,	k),	(i,	j-1,	k),	(i+1,	j,	k),	and	(i,	j,	k+1)	
• Excluded	pore-voxel:	(i-1,	j-1,	k),	(i-1,	j-1,	k+1),	(i-1,	j,	k+1),	(i,	j-1,	k+1),	(i+1,	j-1,	k),	(i+1,	j-1,	
k+1),	and	(i+1,	j,	k+1)	
	
(i,	j,	k)	
x	
y	
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4	solid	boundary:	(i-1,	j,	k),	(i,	j,	k-1),	(i,	j+1,	k),	and	(i+1,	j,	k)	
o Excluded	pore-voxel:	(i-1,	j,	k-1),	(i-1,	j+1,	k-1),	(i-1,	j+1,	k),	(i,	j+1,	k-1),	(i+1,	j,	k-1),	
(i+1,	j+1,	k-1),	and	(i+1,	j+1,	k)	
	 	
(i,	j,	k)	
x	
y	
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• 4	solid	boundary:	(i-1,	j,	k),	(i+1,	j,	k),	(i,	j+1,	k),	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i-1,	j,	k+1),	(i-1,	j+1,	k),	(i-1,	j+1,	k+1),	(i,	j+1,	k+1),	(i+1,	j,	k+1),	
(i+1,	j+1,	k),	and	(i+1,	j+1,	k+1)	
	 	
x	
y	 (i,	j,	k)	
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• 4	solid	boundary:	(i-1,	j,	k),	(i,	j-1,	k),	(i,	j,	k-1),	and	(i,	j+1,	k)	
o Excluded	pore-voxel:	(i-1,	j-1,	k-1),	(i-1,	j-1,	k),	(i-1,	j,	k-1),	(i-1,	j+1,	k-1),	(i-1,	j+1,	k),	(i,	
j-1,	k-1),	and	(i,	j+1,	k-1)	
	 	
x	
y	
(i,	j,	k)	
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• 4	solid	boundary:	(i-1,	j,	k),	(i,	j-1,	k),	(i,	j+1,	k),	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i-1,	j-1,	k),	(i-1,	j-1,	k+1),	(i-1,	j,	k+1),	(i-1,	j+1,	k),	(i-1,	j+1,	k+1),	
(i,	j-1,	k+1),	and	(i,	j+1,	k+1)	
	 	
x	
y	
(i,	j,	k)	
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• 4	solid	boundary:	(i,	j-1,	k),	(i,	j,	k-1),	(i+1,	j,	k),	and	(i,	j+1,	k)	
• Excluded	pore-voxel:	(i,	j-1,	k-1),	(i,	j+1,	k-1),	(i+1,	j-1,	k-1),	(i+1,	j-1,	k),	(i+1,	j,	k-1),	(i+1,	j+1,	k-
1),	and	(i+1,	j+1,	k)	
	 	
x	
y	
(i,	j,	k)	
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• 4	solid	boundary:	(i,	j-1,	k),	(i+1,	j,	k),	(i,	j+1,	k),	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i,	j-1,	k+1),	(i,	j+1,	k+1),	(i+1,	j-1,	k),	(i+1,	j-1,	k+1),	(i+1,	j,	k+1),	
(i+1,	j+1,	k),	and	(i+1,	j+1,	k+1)	
	 	
x	
y	
(i,	j,	k)	
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• 4	solid	boundary:	(i-1,	j,	k),	(i,	j-1,	k),	(i,	j,	k-1),	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i-1,	j-1,	k-1),	(i-1,	j-1,	k),	(i-1,	j,	k+1),	(i-1,	j,	k-1),	(i-1,	j,	k+1),	(i,	j-
1,	k-1),	and	(i,	j-1,	k+1)	
	 	
(i,	j,	k)	
x	
y	
Chapter	 Appendix	 Zaki	Alhashmi	
152	|	P a g e 	
	
• 4	solid	boundary:	(i,	j-1,	k),	(i,	j,	k-1),	(i+1,	j,	k),	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i,	j-1,	k-1),	(i,	j-1,	k+1),	(i+1,	j-1,	k-1),	(i-1,	j-1,	k),	(i-1,	j-1,	k+1),	
(i+1,	j,	k-1),	and	(i+1,	j,	k+1)	
	 	
x	
y	
(i,	j,	k)	
Chapter	 Appendix	 Zaki	Alhashmi	
153	|	P a g e 	
	
• 4	solid	boundary:	(i-1,	j,	k),	(i,	j,	k-1),	(i,	j+1,	k),	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i-1,	j,	k-1),	(i-1,	j,	k+1),	(i-1,	j+1,	k-1),	(i-1,	j+1,	k),	(i-1,	j+1,	k+1),	
(i,	j+1,	k-1),	and	(i,	j+1,	k+1)	
	 	
x	
y	 (i,	j,	k)	
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• 4	solid	boundary:	(i,	j,	k-1),	(i+1,	j,	k),	(i,	j+1,	k),	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i,	j+1,	k-1),	(i,	j+1,	k+1),	(i+1,	j-1,	k-1),	(i+1,	j-1,	k+1),	(i+1,	j+1,	k-
1),	(i+1,	j+1,	k),	and	(i+1,	j+1,	k+1)	
	 	
(i,	j,	k)	
x	
y	
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• 4	solid	boundary:	(i-1,	j,	k),	(i,	j-1,	k),	(i+1,	j,	k),	and	(i,	j+1,	k)	
o Excluded	pore-voxel:	(i-1,	j-1,	k),	(i-1,	j+1,	k),	(i+1,	j-1,	k),	and	(i+1,	j+1,	k)	
	 	
x	
y	
(i,	j,	k)	
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• 4	solid	boundary:	(i-1,	j,	k),	(i,	j,	k-1),	(i+1,	j,	k),	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i-1,	j,	k-1),	(i-1,	j,	k+1),	(i+1,	j,	k-1),	and	(i+1,	j,	k+1)	
	 	
x	
y	 (i,	j,	k)	
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• 4	solid	boundary:	(i-1,	j,	k),	(i,	j,	k-1),	(i+1,	j,	k),	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i-1,	j,	k-1),	(i-1,	j,	k+1),	(i+1,	j,	k-1),	and	(i+1,	j,	k+1)	
	 	
x	
y	
(i,	j,	k)	
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• 5	solid	boundary:	(i-1,	j,	k),	(i,	j-1,	k),	(i,	j,	k-1),	(i+1,	j,	k),	and	(i,	j+1,	k)	
o Excluded	pore-voxel:	(i-1,	j-1,	k-1),	(i-1,	j-1,	k),	(i-1,	j,	k-1),	(i-1,	j+1,	k-1),	(i-1,	j+1,	k),	(i,	
j-1,	k-1),	(i,	j+1,	k-1),	(i+1,	j-1,	k-1),	(i+1,	j-1,	k),	(i+1,	j,	k-1),	(i+1,	j+1,	k-1),	and	(i+1,	
j+1,	k)	
	 	
(i,	j,	k)	
x	
y	
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• 5	solid	boundary:	(i-1,	j,	k),	(i,	j-1,	k),	(i+1,	j,	k),	(i,	j+1,	k),	and	(i,	j,	k+1)		
o Excluded	pore-voxel:	(i-1,	j-1,	k),	(i-1,	j-1,	k+1),	(i-1,	j,	k+1),	(i-1,	j+1,	k),	(i-1,	j+1,	k+1),	
(i,	j-1,	k+1),	(i,	j+1,	k+1),	(i+1,	j-1,	k),	(i+1,	j-1,	k+1),	(i+1,	j,	k+1),	(i+1,	j+1,	k),	and	(i+1,	
j+1,	k+1)	
	 	
(i,	j,	k)	
x	
y	
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• 5	solid	boundary:	(i-1,	j,	k),	(i,	j-1,	k),	(i,	j,	k-1),	(i+1,	j,	k),	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i-1,	j-1,	k-1),	(i-1,	j-1,	k),	(i-1,	j-1,	k+1),	(i-1,	j,	k-1),	(i-1,	j,	k+1),	(i,	
j-1,	k-1),	(i,	j-1,	k+1),	(i+1,	j-1,	k-1),	(i+1,	j-1,	k),	(i+1,	j-1,	k+1),	(i+1,	j,	k-1),	and	(i+1,	j,	
k+1)	
	 	
(i,	j,	k)	
x	
y	
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• 5	solid	boundary:	(i-1,	j,	k),	(i,	j,	k-1),	(i+1,	j,	k),	(i,	j+1,	k),	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i-1,	j,	k-1),	(i-1,	j,	k+1),	(i-1,	j+1,	k-1),	(i-1,	j+1,	k),	(i-1,	j+1,	k+1),	
(i,	j+1,	k-1),	(i,	j+1,	k+1),	(i+1,	j,	k-1),	(i+1,	j,	k+1),	(i+1,	j+1,	k-1),	(i+1,	j+1,	k),	and	(i+1,	
j+1,	k+1)	
	 	
x	
y	 (i,	j,	k)	
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• 5	solid	boundary:	(i-1,	j,	k),	(i,	j-1,	k),	(i,	j,	k-1),	(i,	j+1,	k),	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i-1,	j-1,	k-1),	(i-1,	j-1,	k),	(i-1,	j-1,	k+1),	(i-1,	j,	k-1),	(i-1,	j,	k+1),	(i-
1,	j+1,	k-1),	(i-1,	j+1,	k),	(i-1,	j+1,	k+1),	(i,	j-1,	k-1),	(i,	j-1,	k+1),	(i,	j+1,	k-1),	and	(i,	j+1,	
k+1)	
	 	
(i,	j,	k)	
x	
y	
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• 5	solid	boundary:	(i,	j-1,	k),	(i,	j,	k-1),	(i+1,	j,	k),	(i,	j+1,	k),	and	(i,	j,	k+1)	
o Excluded	pore-voxel:	(i,	j-1,	k-1),	(i,	j-1,	k+1),	(i-1,	j+1,	k-1),	(i-1,	j+1,	k+1),	(i+1,	j-1,	k-
1),	(i+1,	j-1,	k),	(i+1,	j-1,	k+1),	(i+1,	j,	k-1),	(i+1,	j+1,	k+1),	(i+1,	j+1,	k-1),	(i+1,	j+1,	k),	
and	(i+1,	j+1,	k+1)	
	
(i,	j,	k)	
x	
y	
