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This dissertation explores the mean field Heisenberg spin system and its evolu-
tion in time. We first study the system in equilibrium, where we explore the
tool known as Stein’s method, used for determining convergence rates to ther-
modynamic limits, both in an example proof for a mean field Ising system and
in tightening a previous result for the equilibrium mean field Heisenberg system.
We then model the evolution of the mean field Heisenberg model using
Glauber dynamics and use this method to test the equilibrium results of two
previous papers, uncovering a typographical error in one. Agreement in other
aspects between theory and our simulations validates our approach in the equi-
librium case.
Next, we compare the evolution of the Heisenberg system under Glauber dy-
namics to a number of forms of Brownian motion and determine that Brownian
motion is a poor match in most situations.
Turning back to Stein’s method, we consider what sort of proof regarding the
behavior of the mean field Heisenberg model over time is obtainable and look at
several possible routes to that path. We finish up by offering a Stein’s method
approach to understanding the evolution of the mean field Heisenberg model
and offer some insight into its convergence in time to a thermodynamic limit.
This demonstrates the potential usefulness of Stein’s method in understanding
the finite time behavior of evolving systems.
In our efforts, we encounter several holes in current mathematical and phys-
ical knowledge. In particular, we suggest the development of tools for Markov
chains currently unavailable and the development of a more physically based
algorithm for the evolution of Heisenberg systems. These projects lie beyond
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Spin systems are one of the most commonly used tools in modern physics. Spin
is the inherent property of many particles, emerging from quantum mechanics,
which functions as a sort of baked-in angular momentum, not dependent on any
external forces or processes and whose magnitude (though not its direction)
is fixed. A spin system is a group of particles (typically electrons, though
occasionally atoms or other particles as well) which have nonzero spin and whose
primary interactions with each other are governed by the forces (typically for
electrons, the magnetic dipole induced by the angular momentum of the spin)
caused by these spins.
Spin systems represent a fundamental idea in physics. As mentioned above,
electrons are the quintessential spin particle, and understanding the magnetic
behavior and interactions produced by their spins is necessary for understand-
ing and controlling a great number of modern physics applications, from semi-
conductors to superconductors to quantum hall effects. Understanding these
systems is necessary from a physics perspective in order to further refine and
predict the theory controlling these systems, and to understand novel phenom-
ena; it is necessary from an engineering perspective in order to help control the
many, many day to day applications of these spin interactions.
The most common model for a system of interacting spins is the Ising model
[10]. The Ising model reduces the “inherent” property of the spin from a (quan-
tized) general vector to a simple “binary” system of up or down vectors. This
greatly reduces the complexity of the system while still capturing many inter-
esting phenomena, such as hysteresis and even spin glass effects [7].
Having said that, while the Ising model is phenomenal for explaining many
real world systems in a workable or understandable way, it does not capture
all known spin-related phenomena, nor is there (to my knowledge) any clear
heuristic for when and why it will work or for when a more complete system
is useful. One simple and obvious example of an effect not captured by the
Ising model is spin precession. In a system where particles with any non-zero
spin are exposed to a magnetic field, these spins will precess around the axis of
the magnetic field, an effect that is used in many types of magnetic resonance
1
measurements. This effect reflects a sort of O(1) symmetry that cannot be
captured by the simple up-down spin variable of the Ising model.
An alternate model for a spin system is the Heisenberg model. In the Heisen-
berg model, each spin is represented as a vector on the sphere, rather than an
up-down variable. This model capture accurately the behavior of “classical”
spins, but in most cases is used as a simplification of quantum spin behavior
(see Quantum Heisenberg model below for more information on the neglected
quantum effects). The Heisenberg model is much more complicated than the
Ising model, as it requires an SO(2) variable for each spin, rather than a sim-
ple bit of information, but it does allow for some coverage of things like spin
precession which cannot be captured by the Ising model.
It is important to note that even the classical Heisenberg model is far from
a perfect model of a spin system. A quantum 3D Heisenberg model is in many
ways more accurate. Such a model incorporates the quantum mechanical as-
pects of a “real” spin system, where the behavior of individual spins is entangled
in ways that require matrices rather than vectors to represent. In a classical
Heisenberg system, each spin is in precisely one state. In a quantum Heisenberg
system, not only may each spin be in a superposition of states, those superpo-
sitions may be entangled with other spins such that spin a may only be in state
1 if spin b is in state 2, else spin a must be in state 0. As mentioned above, this
is more true to life than the classical Heisenberg spin system, but it should also
be clear that it is far more complicated to work with.
Our goal in this project is to consider the net behavior of a system of in-
teracting spins as it evolves over time. This is a problem where the use of the
Ising model could potentially represent an oversimplification of the question at
hand - the up-down binary variable of the Ising models both forces any change
in any spin to represent a large change in interaction energy, and only allows
for the existence of net spins which lie along the Ising axis. For any single point
in time, this does not represent a huge loss in information, but if we accept the
possibility that the net spin at one time is not parallel or antiparallel to the net
spin at every other time, this model is insufficient.
Ideally, in this situation, we would use the full quantum Heisenberg model
to capture this behavior. However, as mentioned above, the quantum Heisen-
berg system is much more difficult to tackle. The entanglement of spin states
in such a system means that the system cannot be treated as a vector of N
independent random variables, but rather that all available energy states of the
system must first be determined by diagonalization and then the overall state
of the system determined as a superposition of these energy states. Any such
approach will inevitably require some approximation, as well, since one will have
to choose some maximum number of an infinite set of energy states to include.
Additionally, such a model precludes treating the time evolution of individual
spins independently; it also means that the full value of each spin cannot be
determined, as quantum mechanics does not allow the full characterization of a
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spin by measurement. With all this in mind, we instead chose to work from the
classical Heisenberg system to see what new insights can be gleaned from this
model.
Modeling large systems requires exponentially more resources than modeling
a single element of those systems. It would be tempting to think that the
behavior of a large system can be extrapolated from the behavior of a single
component, but for most systems of active research interest in physics today, the
behaviors and phenomena we study are those of emergent properties, which by
definition arise from the interactions of large numbers of elements and cannot
be captured by studying single particles.
As mentioned above, however, modeling large systems accurately requires
literally exponentially more resources than modeling a single element of that
system. In general, every element of the system will interact directly with every
other element of the system, so that the number of interactions in the system
will grow as n!. Even simple approximations, such as the nearest neighbor
approximation, require not only a choice and mathematical interpretation of a
specific geometry, but also require some m ∗ n forces to be assessed and either
balanced (for an equilibrium state) or allowed to evolve in a dizzying system
of differential equations, depending on whether or not the system is considered
to be stable at rest. While more complete models of interaction allow for more
accurate results, it is generally more useful to start with simpler models and work
towards more intricate ones to encompass more and more interesting behaviors.
The simplest model of an interacting system is the mean field model. In this
model, each element is assumed to interact with each other element in the same
way. This allows us to relatively quickly create a net interaction force for each
element, and in large systems, means that the interaction of any single element
with any other element is small enough for some useful approximations to be
made.
Mean-field models are not a particularly delicate or sophisticated tool, but
they are often a good first approximation for interesting systems. They suffer
from an inability to capture any sort of geometrically or locationally dependent
behavior, but for uniform systems like the ones we consider in this paper, they
can do a surprisingly good job of offering useful information and pointing the
way for future research.
The central goal of this research is to extend the work previously done by
Kirkpatrick and Meckes [12] on the asymptotics of Heisenberg spin systems into
dynamics rather than just equilibrium behavior. This is an interesting ques-
tion partly because, as previously mentioned, the more popular Ising model can
impose some artificial stability when studying time-dependent behavior. The
“net” stability of a group of spins is a quantity easily studied by experimentalists
and used in some practical electronics applications, and thus a good object for
theoretical examination, as experimental results may inform or confirm theoret-
ical results, and theoretical results may inform experimental design or explain
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unexpected results.
This project also represents a look at the practical difficulties of applying
Stein’s method and other equilibrium tools to system dynamics. The study of
time dependent systems can, theoretically, be treated as a direct extension of
equilibrium systems (by considering a system of NxM elements), but the heavy
dependency of the system on its earlier configurations makes this a very difficult
approach. In many cases, such as our work here, it may be easier to isolate the
variation over time and treat that directly as the variable of interest. Then, too,
we have effectively shifted from a problem with a single statistical variable, the
number of elements in the system, to a problem with two statistical variables,
the number of elements and the length of time. The problem’s reliance on these
two variables looks very different, and we wish to find useful ways to characterize
all of the available information in a clear and straightforward way. This means
looking at a broader class of information - not just average values and standard
deviations, but tools like differential generators (such as those used to generate
Brownian motion).
Probably the most “realistic” way to model time dependence is to consider
the system as a collection of continuously varying elements. Unfortunately,
this would result (for any system) in a rapidly growing system of interlaced
differential equations and (for our purposes) in a rapidly growing system of
interconnected stochastic differential equations, which represent an even greater
challenge. Such a system cannot, at this point, be practically approached in a
way which allows us to retrieve the information we desire, and most practical
approaches will smooth away the very variations that most interest us. Instead,
we are left to use the less “realistic” discretization of time to tackle the problem
at hand.
In determining the best approach to discretizing time for our system of
Heisenberg spins, we again look to the Ising model for inspiration. There are
two commonly used models of time dependent evolution in Ising systems, the
Metropolis method [15] and the Glauber method [8]. In both methods, one or
more spins is chosen at each time step, these spins are flipped, and a value be-
tween zero and one, dependent on the energy of the system before and after the
flips take place, is calculated. A random value is then generated uniformly be-
tween zero and one and compared to the calculated value to determine whether
or not the flips are actually allowed to occur. While there are some variations
in the calculations used by both methods, the most notable difference is, essen-
tially, that the Metropolis method is much “faster” than the Glauber method
- the Metropolis algorithm attempts to flip all spins at each time step, while
the Glauber algorithm choses a single spin at random for each time step and
attempts to flip only that spin.
Neither of these methods is objectively better than the other, and it is very
difficult, at best, to apply results from either directly to an experimental system.
So far as I am aware, there is no research indicating what interval of time
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corresponds to a time step for either model, or even how approach determining
such a correspondence. They also are obviously conceptually imperfect – spins
neither separate out their actions nor coordinate them all at the same time.
Again, however, they offer a useful first approximation to the system behavior.
For our purposes, we will be focusing on the Glauber model, in the hopes
that the slower nature of the evolution allows for a less confusing portrait. As
will be discussed later, the Glauber model actually represents a rather compli-
cated but semi-Poissonian evolution, and this Poissonian behavior suggests the
development of further mathematical tools that may allow much better under-
standing of this and similar problems in the future.
1.2 Mathematics Background
In a world where many behaviors rely on quantum mechanics, or depend on a
great many factors whose joint behavior cannot be perfectly computed, proba-
bility is a vital tool.
Probability is, in fact, a stronger tool than many likely realize. In general,
probabilistic methods are used mostly to understand means and standard devi-
ations - an exceptionally useful ability, but not remotely the full extent of what
can be done with probability today. In many cases, we can find not only the
average behavior of a large system, but also the distribution which this average
behavior will follow under repeated tests of the system. We can find not only the
standard deviation from average behavior, but additionally the chance, however
small, that the system will vary far more than would typically be understood
by this standard deviation [4].
The basis of most advanced probabilistic techniques is measure theory [3].
In mathematics in general, measure theory is used for understanding and mea-
suring systems in which not all elements are necessarily weighted equally. The
measure likely most familiar to physicists, the Lebesgue measure (used in the
Lebesgue integral), does, essentially, weigh elements equally, but many others
are significantly more complicated.
By assigning a measure to a system, we can effectively decide how important
each element of that system is. A fuller view of integral notation would include
some measure µ which determines how important each element of the set being




µ(x)dx (where µ for most familiar sets,
such as the Riemann integral, will simply be 1). Measure theory can overcome
many issues which trip up more basic mathematics, by allowing for a way to
say that “the elements of this set which resist approach are, jointly, sufficiently
unimportant to not affect our results”. For instance, the Lebesgue integral, by
relying on the Lebesgue measure, is capable of handling functions with point
discontinuities which are undefined under Riemann integration.
Measure theory represents a fairly natural approach to probability. In a
probabilistic system, each element has an intrinsic “weight” based on its likeli-
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hood that translates immediately to measure theory. It allows for a large body
of flexible results incorporating knowledge from other areas while also offering
a convenient way to present those results.
Some fields of physics, most particularly statistical mechanics, draw heavily
from probability. Physicists are thus fairly talented with the basic tools of
statistics and probability theory, but often disregard the more formal results
which explicitly incorporate measure theory as too esoteric and unable to be
applied. While this is true in some instances, there are other cases in which
advanced probability tools can be used to find truly meaningful information.
One example of this is in looking beyond mean behavior, as physicists typ-
ically do, to see the further contours of the statistics of a system. We can use
large deviation principles, for instance, to see what a system looks like in those
rare cases where it is far from the norm. Stein’s method, which is discussed in
great depth in Chapters 2 and 3, allows us to determine how quickly a system
approaches mean behavior. Both of these ideas have obvious physical relevance
- does this anomalous behavior indicate a fault in our understanding of this
system, or is it a statistically rare but plausible phenomena we can explain? Is
our system large enough to use a normal approximation or do we need to use a
more detailed method?
One of the purposes of this paper is to introduce and translate some of these
probability ideas at a graduate student level to help other physicists addressing
statistical systems understand some of the more common and useful tools that
are often buried in the mathematical literature and may not come easily to
hand. In particular, it is hoped that this paper may familiarize readers with
the central tenets and most common applications (for physics use) of the tool
known as Stein’s Method [19, 1].
1.3 Previous Results: The Mean Field
Heisenberg System in Equilibrium
This dissertation owes its existence to the previous work by Kirkpatrick and
Meckes [12]. In this paper, the authors are able to mathematically prove many
properties of mean field Heisenberg system in equilibrium. From our perspective,
the most interesting of these proofs are those regarding the total spin or spin
squared of the system in the subcritical, critical and supercritical temperature
ranges. They are able to prove that the distribution in each region approaches
a limiting distribution at infinitely large system size, and to show how quickly
(as a function of system size) this limiting distribution is reached.
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1.4 Formulations and Notations
While we will address several different systems in this paper, we will attempt,
so far as it is possible, to use a comprehensive set of notation throughout. This
notation, and the underlying justification, are described below; the list of sym-
bols preceding the first chapter contains brief definitions of all quantities given
below and may be torn out for convenient reference while reading the rest of
the document.
• A system of spins will be referred to, collectively, as σ.
– In the case of a system at equilibrium, a system σ of N spins is the
collection of σn, n ∈ (1, N), where σn is the vector representing the
nth spin in the system.
For a Heisenberg system, σn ∈ S2(1) - i.e., each spin is given by a
vector on the unit sphere.
For a system of XY spins, σn ∈ S1(1)- i.e., each spin is given by a
vector on the unit circle.
For a system of O(N) spins, σn ∈ SN (1)- i.e., each spin is given by a
vector on the N-dimensional unit sphere.
– In the case of a system of spins evolving over time, the notation
is a bit trickier, as we are considering some N spins over some M
timesteps.
∗ The set of all system spins at timestep m - i.e., the state of the
system at time m - is σ(m).
∗ The set of values taken by spin n over all timesteps is σn.
∗ The value taken by a given spin n at a given timestep m is σn,m.




, (σn, n ∈ (1, N))
or (σn,m, n ∈ (1, N),m ∈ (1,M)).






n=1 ~σn,m for a time-dependent system at time
m.
• For a system evolving in time via a Glauber evolution, we denote by km
the index of the spin chosen to be possibly flipped at time m.
• For a system not in equilibrium, the difference between the spin at time
m and the spin at time m+1 is given as ~ωm.
– Note that ~ωm may be equal to zero.
– By definition, ~ωm = ~Sm+1 − ~Sm.
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– For a Glauber evolution, ~ωm = ~σkm,m+1 − ~σkm,m
– For a Metropolis algorithm, ~ωm =
∑n
k=1 [~σk,m+1 − ~σk,m]
1.5 Methods and Main Results
This dissertation uses a variety of tools to examine the several questions re-
garding mean field Heisenberg models. In section 3.1, we introduce the first of
these tools, Stein’s Method. Stein’s Method is a way of evaluating how quickly
a system reaches its infinite size distribution and will form the heart of many
results in this paper.
In section 3.2, we continue our introduction to Stein’s Method by offering a
Stein’s Method proof regarding the convergence of the mean field Ising system
at subcritical temperatures to its stochastic limit. We find that it converges no
more slowly than as 1/
√
n where n is the number of Ising spins in the system.
In section 3.3, we expand the Stein’s Method proof used in Kirkpatrick and
Meckes [12] to tighten a result presented in that paper.
In section 3.4.1, we introduce another of our tools in this paper, namely the
use of computer simulations for Heisenberg systems under Glauber dynamics.
In section 3.4.2, we use this tool to confirm the results published in Kirkpatrick
and Meckes [12] and in 3.5 we use this tool to confirm several results published
in Kirkpatrick and Nawaz [13] while also identifying a typographical error in
one such published result. The section 3.7 discusses a discrepancy between the
mathematics and the physics of the previous sections and shows it represents
only a minor source of error.
In section 4.1 and 4.2, we move on from considering the system in equilib-
rium and begin to elaborate on the sorts of process-related questions we will
be addressing and why. We then consider via computer simulations in section
4.3 whether our principal system, that of a Heisenberg spin system undergoing
Glauber time evolution, can be adequately modeled as Brownian motion.
Finally, in sections 4.4 through 4.6 we attempt to understand and develop
a Stein’s Method proof for the case of the evolving Heisenberg spin system. In
4.4, we discuss what such a proof would look like, and in 4.5, we discuss several
possible starting points for such a proof. Section 4.6 represents our final attempt
to develop a Stein’s Method approach, if not a complete Stein’s Method proof,
describing the evolution of our Heisenberg spin systems.
8
Chapter 2




Ferromagnetism is in many respects the most basic application of spin systems,
though it is still in some ways imperfectly understood. Ferromagnetism occurs
when the bonds between spins cause them to align together more strongly than
thermodynamic forces cause them to align randomly. Ferromagnetism is respon-
sible for most or all magnetism seen in the everyday world and is the strongest
form of magnetism.
Antiferromagnetism occurs when the bonds between spins cause them to
orient themselves in a perfectly alternating pattern - each spin prefers to be
pointing the opposite direction as its neighbors and the lattice is such that this
is possible (for instance, a square lattice). Antiferromagnetic materials exhibit
no net magnetism but do have a phase transition between the point where
thermodynamic forces cause spins to align randomly and the point where spin
bonds become strong enough to force the ordered but non-magnetic alternating
alignment.
Frustrated spin systems occur when the bonds between spins are such that
not all may be simultaneously “satisfied” with a lowest possible energy align-
ment. For instance, a triangular lattice with bonds that prefer neighboring spins
to alternate alignments does not have an easily-found unique ground state in the
same sense as a ferromagnetic or antiferromagnetic material. Frustrated spin
systems are an active area of research owing to the difficulties in understanding
their behavior.
Spin glasses are spin systems with randomized interactions between the spins
leading to the existence of a “glassy” phase where spins are not aligned through-
out the system but are distributed so that different lattice points may have a
tendency towards one alignment persisting through rethermalization and cooling
even as the system as a whole has no strong magnetization [2]. This separates
them from both ferromagnets, which exhibit a strong magnetization after being
cooled in a magnetic field, and paramagnets, which show no bias towards any
particular alignment for given points on the lattice.
Spin glasses are understood to result from the random nature of the in-
teractions between the spins. In “classical” spin glasses (nonmetallic alloys
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doped with a small amount of magnetic atoms), these interactions were random
because of the extremely location-sensitive nature of the RKKY interaction
(RKKY or Ruderman-Kittel-Kasuya-Yosida interactions allow for interaction
between shielded spins via their effects on conduction electrons), but it is now
generally understood that the randomness may arise from any cause and still
lead to a spin glass system.
Superconductivity is the property of some materials whereby resistance through
said material goes to zero below some critical temperature. Spin systems are
intimately related to superconductivity in that Cooper pairs of electrons de-
fined by their spins (either singlet pairs, with opposing spins, or triplet pairs)
are believed to be the cause of most instances of superconductivity. In recent
years, evidence has emerged in some systems for triplet pair superconductivity,
opening the way for coexistence of superconductivity and magnetism or spin
currents in the same material, opening interesting possibilities for spintronic
applications [5].
2.2 Current Methods
As in most areas of physics, there are three broad types of analysis and un-
derstanding regarding spin systems: theoretical, numerical or computational,
and experimental. There is some overlap between these, particularly between
theoretical and numerical, but essentially they can be identified by the types of
tools necessary: theoretical work nominally requires only pencil and paper, while
numerical adds a computer and experimental requires use of other laboratory
facilities.
We will begin by addressing types of numerical analysis. We will first discuss
exact diagonalization, which works well for small systems with stable Hamilto-
nians. We will next move onto Density Matrix Renormalization Group, which
works best for low-dimensional low-temperature systems. Our last principally
numerical method is Quantum Monte Carlo, which encompasses a range of re-
lated techniques valuable in different circumstances.
One method of numerical analysis is exact diagonalization [21]. In this
method, systems with a finite number of particles or states have their Hamil-
tonians transformed into sparse matrices via clever use of symmetries. Those
sparse matrices can then be processed via techniques like the Lanczos method or
Jacobi-Davidson method to find some or all of the eigenvalues and eigenstates
of the Hamiltonian.
Exact diagonalization requires clever and highly nontrivial use of symmetries
and their associated conserved quantities to create the necessary sparse block
matrix form of the Hamiltonian, and then requires iterative methods to extract
eigenvalue and eigenstate information. Even for relatively small systems, the
memory and time requirements, even using well designed sparse matrices, are
quite high. At the moment, the nontrivial nature of the block matrix develop-
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ment and the high computational load mean this is not a method that can be
scaled easily to larger systems. It also requires a stable Hamiltonian and is thus
ill-suited for most problems involving non-equilibrium systems.
Another method of numerical analysis is Density Matrix Renormalization
Group (hereafter DMRG) [18]. DMRG involves analyzing two small parts of a
larger system, one part as the system of interest and one part as the environ-
ment of said system, then truncating the parts and adding a single new site to
each part before repeating the process. Finite-state DMRG further extends the
process by “sweeping” the system of interest and environment: once the total
length of the system and environment equals the length of the system to be an-
alyzed, first the environment is extended by a site while the system is decreased
by a site, and this is repeated until some minimum system size is reached, and
then the process is reversed with the system extended at the expense of the en-
vironment until some minimum environment length is reached. By focusing at
each step on the states that make up the largest part of the lowest energy state,
the number of states that must be retained and managed can be minimized
while still allowing for, in many cases, very accurate results.
Though DMRG has been extended through clever manipulation to a variety
of problems, its success depends to a large extent on the level of entanglement
involved in low energy states of a given system. As entanglement grows much
more quickly in two or three dimensions than in one, DMRG is best suited
for one dimensional problems, and since entanglement increases to some extent
with temperature, it is best suited to low or zero temperature as well. It has
seen success, however, at some cases of banded two dimensional structures along
with some small mesoscopic particles, and in some nonequilibrium conditions
[18].
A group of numerical techniques, Quantum Monte Carlo is a term encom-
passing a variety of ways of calculating the lowest energy level (or in some very
specific cases, higher energy levels) using Monte Carlo methods to address con-
densed matter systems [6]. Methods such as variational Monte Carlo use random
sampling to approximate the high dimensional integrals necessary to find such
states, while diffusion Monte Carlo uses the same Monte Carlo integration to
help with an imaginary-time diffusion process that converges fairly reliably to
the ground-state energy.
Different types of Quantum Monte Carlo are best suited for different prob-
lems. In general, they do better with bosonic than fermionic systems. There are
varieties of QMCs that can handle non-zero temperature systems (and hence
non-ground-state energies), lattice or chemical problems, and even at least one
variety designed to work on small scale non-equilibrium problems.
We now move to methods with a theoretical component. We will first discuss
Density Functional Theory, which is used in both theoretical and computational
settings. Our second and final theoretical tool is Instantons, which are used to
help understand tunneling behavior.
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A theoretical and computational tool, Density Functional Theory is com-
monly used to analyse the ground state behavior of molecules, which may in-
clude aspects of spin system behavior [11]. By reformulating the underlying
equations to depend on electron density rather than wavefunction, treatment of
the resulting equations can be simplified. In open-shell DFT, when the molecule
under consideration has unfilled valence shells and therefore a potential spin im-
balance, spin becomes more important and must be treated as a central variable
in the analysis [11].
Density Functional Theory allows for the treatment of larger, more specific
systems than is possible for many other techniques. However, there are a wide
variety of particular implementations and the accuracy of any particular imple-
mentation for any particular problem cannot be known without comparison to
other results.
A more purely theoretical tool is Instantons or Pseudoparticles, which are
used to help understand tunneling in simple quantum systems, including spin
systems [14]. Instantons allow the use of classical path integral techniques to
help understand quantum mechanical systems: by formulating the problem in
semi-classical fashion using a quantum mechanical potential, we can identify a
fuller spectrum of solutions to the problem than is possible using straightforward
perturbation theory, including periodic solutions that can represent a tunneling
solution for cases such as the double well potential.
The behavior of instantons can help reveal possible phase transitions between
classical and quantum behavior by showing when tunneling is a viable possibility
[14]. The region around such a phase transition is the area most frequently
of interest in instanton studies of spin systems. This method of analysis is
restricted to those problems represented by potentials which can be analytically
solved (or well-approximated) when formulated in the required semi-classical
fashion.
Finally we move to a discussion of some experimental techniques. First
we look at experiments using optical lattices to test non-equilibrium dynamics.
Next, we consider the experimental technique of using magnetic susceptability
as an entanglement witness to measure entanglement in spin systems. Our last
experimental technique under consideration here is the use of motional degrees
of freedom as a surrogate for classical spin degrees of freedom in a bosonic
lattice.
The first experimental method we wish to discuss is using atoms in an op-
tical lattice to test non-equilibrium spin system behavior. In “Probing the
Quench Dynamics of Antiferromagnetic Correlations in a 2D Quantum Ising
Spin System”, [9] the authors discuss some experiments using Lithium atoms
in an optical lattice coupled to a Rydberg state. For our purposes, what is
interesting about this experiment is the access this experiment provides to the
highly non-equilibrium dynamics of short time quenching, where the authors
see strong agreement with the best current numeric results, and near-adiabatic
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cases, where their is “evidence for beyond single-particle decoherence” [9].
These experiments represent a test of relatively small scale (hundreds of
atoms) quantum spin system numerical analysis and show that it can be rela-
tively accurate in at least some non-equilibrium realms. They also represent a
new source of knowledge for spin system behaviors, but one that again remains
limited, currently, to systems in the hundreds of spins. It is worth noting that
the comparisons in this case are to numerical rather than analytical results,
presumably showing that analytical methods which can be usefully applied to
such systems are not currently available.
A second experimental technique is the use of an entanglement witness to in-
directly measure the entanglement of the system. In “Experimental observation
of quantum entanglement in low-dimensional spin systems” [16], the authors are
able to use magnetic susceptibility as an entanglement witness to characterize
entanglement in two quasi-one-dimensional spin systems. By indirectly measur-
ing entanglement as a function of temperature and applied field, they are able to
determine when the materials being studied are in a randomized singlet phase,
where a disordered spin 1/2 Heisenberg system develops singlet pairs of elec-
trons separated by random distances, and when they are in a Griffiths phase,
where the system is below the critical temperature for magnetism for a pure
system of a given material but the dilution of the system under study means
the system has not yet passed through the ferromagnetic phase transition.
Testing the entanglement of small systems, particularly small one-dimensional
systems, is very useful from a theoretical point of view due to the potential
comparisons available to theoretical and computational methods. The choice of
rather complicated materials in this case, while likely necessary to find materi-
als exhibiting the one-dimensional behavior needed for this testing, may have
pushed results beyond what could be directly computed by theory or computa-
tional methods, but it would nonetheless be interesting to see comparisons of
the entanglement behavior observed with the entanglement behavior predicted
by other methods. It would also be interesting to see these methods applied
to simpler systems, such as ions in a laser lattice, to see how a simpler case
compared to theoretical predictions.
Another interesting experimental technique is the use of motional degrees
of freedom as classical spin surrogates. In “Quantum Simulation of Frustrated
Classical Magnetism in Triangular Optical Lattices” [20], the authors use an
ultracold triangular boson-populated lattice as a surrogate for a triangular spin
lattice. In addition to using motional degrees of freedom as an analog for spin,
they are able to tailor via optical modulation the differently oriented bonds be-
tween adjacent “spins”. Since frustrated magnetism is a very deep and intricate
problem, they are able to see a wide variety of phases, and are even able to
observe some quench dynamics in both ferromagnetic and frustrated magnetic
cases.
This method seems extremely promising for simulating some spin systems.
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It allows for the physical realization of popular theoretical Hamiltonians and
thus allows for the confirmation of theoretical results. Because the system is
effectively simulating a very simple form of classical spin system, it does not
necessarily generalize well to true spin systems, which exhibit quantum behavior
and typically have far more complicated Hamiltonians, but as mentioned before,
it will be a great tool for confirming theoretical understanding and validity of
simple but hard problems.
As can be seen above, there are a great number of exciting new methods
currently under development in regards to the analysis of spin systems. How-
ever, most methods are restricted either to relatively small scale problems or to
thermodynamic limit problems, leaving a large range open to interpolation in
between. It is this gap we believe Stein’s method may help understand: Stein’s
method offers a way to help determine how systems approach their thermody-
namic limit by determining how quickly the distance between the actual distri-
bution of a statistic and the distribution of said statistic in the thermodynamic





3.1 Stein’s Method Background and
Introduction
The Law of Large Numbers is a result familiar to scientists of all types. Put
simply, it states that, regardless of the distribution of results for any given trial,
the distribution of the mean of many such trials approaches the normal distri-
bution (provided all trials follow the same distribution). This is an incredibly
powerful and useful result and yet, in many ways, it is also a very limited one.
The definition of “many” is blurry, and can lead to doubt as to when this result
can be applied. Additionally, the requirement that all trials share the same dis-
tribution and, more importantly, are independent of each other can be hard to
verify in practice. Using modern statistical techniques, it is frequently possible
to do much better.
Stein’s method is one such approach to improving the results of the law of
large numbers. The goal of Stein’s method is to pin down the definition of
“many” in the law of large numbers. A Stein’s method result will tell you if the
deviation from the expected normal definition falls as 1/n, or 1/n2, or as some
other function of n. This allows the researcher to determine how many trials
are necessary to justify the normal assumption when analyzing their data.
A quick note: we say “trials” above, but a more meaningful phrase for most
situations would be “sample size”. One way physicists can understand Stein’s
method is as an attempt to solve the underlying problem of statistical mechanics:
if we are given the behavior of an infinitely large system, how quickly do finite
systems approach this behavior as a function of system size?
The underlying method of Stein’s method involves the use of a “characteriz-
ing operator”. Essentially, Stein noted that a truly normal distribution X will
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always satisfy E [f ′(X )−Xf(X )] = 0 for a sufficiently well behaved function f :
E [f ′(X )−Xf(X )] =
∫

























where p(x) is the normal distribution, by interchanging the derivatives.
Stein’s method then uses various tricks to understand the behavior of this
characterizing operator when acting on a system of interest, and then use the
behavior of the characterizing operator to determine the “closeness” to a normal
distribution.
3.1.1 What Do We Mean By “Close”?
Many readers have, by this point, identified a problem with the above discussion
of Stein’s Method: namely, “close” is no less fuzzy a word than “many”. We are
comparing two distributions, not simply two point measurements. Does “close”
mean that the maximum difference between the two distributions is bounded?
That the integral of the difference between the two distributions is bounded?
Both of the above suggestions for the definition of “close” can pose problems
to the researcher. In many situations, measurements reflect not the absolute
value of a desired variable but instead, some nontrivial function of it. Alter-
nately, the desired measurement may reflect some function of a variable whose
distribution approaches normality without that normality being reflected in the
measurement itself. In either case, such a simplistic definition of “close” would
offer no real information to the researcher.
Luckily, however, the definition of “close” used in Stein’s Method is sub-
stantially stronger than either of the two definitions suggested above. A Stein’s
Method proof identifies a class of functions and shows that for any function in
this class, the result of this function operating on the researcher’s distribution
is within a given bound of the result of this function operating on the normal
distribution.
With this broader definition of close, a researcher may determine that all
system measurements they are concerned with fall into such-and-such class of
functions, and then find or develop a proof showing that all functions within
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this class have error terms that fall off as 1/n or log(n)/n or whatever function
of n, and then use this result to help determine how large a system they require
to prove or disprove their underlying theory.
3.1.2 The Mathematics of the Characterizing Operator
The central element of Stein’s Method, as mentioned above, is the characterizing
operator. Any normal distribution X satisfies E(f ′(X ) − Xf(X )) = 0 for any
well behaved function (See below for further discussion of “Well-behaved”).
Why does this matter? Let’s consider, again, the case in which we wish
to determine, for some set of functions on a probabilistic system, how “good”
an approximation with the normal distribution will be. As we’ve discussed
previously, we can write this mathematically as
A = sup
f∈F
|E[f(Z)]− E[f(W )]| (3.7)
Breaking this down, we have that, for any function f in the set of functions
F , the expected value of f operating on the normal distribution, Z, and the
expected value of f operating on our more complicated distribution, W , will
differ by no more than A.
This is, as we’ve discussed, a very useful result for physicists! Measure-
ments on a (probabilistic) experimental system are functions operating on the
distribution of that system. If we can find a set of functions that contains the
measurements we wish to take, we can determine how close our results should
be to the measurement made of a system with normal distribution instead. If
we can find a good way to limit A, this can provide some baseline information
about whether or not a system is following a normal distribution just by seeing
how “normal” our measurements look.
Stein’s Method is focused on ways to put limits on A. Let’s begin by looking
at Stein’s Equation (which incorporates but is not the same as the characterizing
operator):
f(w)− E [f(Z)] = g′(w)− wg(w) (3.8)
Here f is the function whose value over the distribution W we wish to determine,
and g is a function chosen to satisfy this equation. Given reasonable restrictions
on f , we can generally show that g exists and belongs to a similarly restricted






[f(x)− E [f(Z)]] p(x)dx (3.9)
Now as a one-to-one comparison, this looks like a real loser. We’ve said “In-
stead of calculating E [f(W )] and E [f(Z)], why don’t you first find this (rather
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complicated) function g and then calculate E [g′(W )−Wg(W )]?” The value in
this equation comes from two facts:
Firstly, if we are considering classes of functions rather than individual func-
tions, it is not necessary to actually find g. We can use the fact that the
restrictions given by the class of functions F means that all solutions to the
Stein’s equation must satisfy their own restrictions and fall into some similarly
well-defined class, and then look at calculating the RHS over the entirety of
that class.
Secondly (and relatedly), a large body of literature exists that focuses on
ways to simplify or approximate the RHS without using (or even necessarily
directly knowing) the actual “complicated” distribution W .
3.1.3 Exchangeable pairs
One of these ways to approach the RHS of the Stein equation involves the use of
so-called “exchangeable pairs”. The definition of exchangeable pairs is that two
random variables X and Y are exchangeable if (X,Y ) and (Y,X) are identically
distributed - i.e., X and Y are exchangeable if P(X = x, Y = y) = P(X = y, Y =
x) for all x and y.
Why do we care about exchangeable pairs? Exchangeable pairs form the
basis of several ways to rewrite the RHS of the Stein’s equation. Exchangeable
pairs are generally defined by giving a conditional distribution of one based on
the other, which generally provides enough information to evaluate expected
values. There are multiple variations on the exchangeable pair evaluation of
Stein’s equation, depending on the set of functions which define the metric and
the specific behavior of the exchangeable pair itself.
Statistics (Functions) of Exchangeable Pairs are Themselves
Exchangeable
In many applications (particularly physics applications), the random variable
whose behavior we wish to study is actually a statistic of (essentially, a function
of) an ensemble of more “fundamental” random variables. For instance, the
net magnetization of a system is equal to the sum of the magnetizations of the
individual elements of that system.
In many cases, it is substantially easier to find (and prove) an exchangeable
pair at the level of the ensemble than for the statistic in question, as analyz-
ing the exchangeability of the statistic itself may require liberal use of Bayes
probabilities or simply more information about the distribution of the statistic
than is readily available. With that in mind, it is very useful to be able to find
an exchangeable pair of ensembles and conclude that their exchangeability is
“inherited” by any statistics derived from them.
As a proof: let X and X ′ be an exchangeable pair of ensembles (e.g., an
exchangeable collection of random variables). Let P(x1, x2) = P(X = x1, X ′ =
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x2); as X and X
′ are exchangeable, P(x1, x2) = P(x2, x1). Let Y = g(X) be
some statistic (function) of the ensemble, and Y ′ = g(X ′). Note that g need not
be (and is probably not) injective - i.e., there are multiple values of x such that
y = g(x) for some or all y. In other words, g is not invertible. It is, however,
single valued, so that g(x) is well defined.
With that in mind, we let h(Y = y) be the set of all possible X such that
g(X) = y - i.e., for any x ∈ h(y), g(x) = y. Then we can write, in general,
P (Y = y1, Y





P (x1, x2)dx2dx1 (3.10)
Using the exchangeability of X and X’, this becomes
P (Y = y1, Y











P (x2, x1)dx1dx2 (3.12)
Changing variable names, we see
P (Y = y1, Y





P (x1, x2)dx2dx1 (3.13)
= P (Y = y2, Y
′ = y1) (3.14)
for all values of y1 and y2, thus Y and Y
′ are, by definition, themselves ex-
changeable.
As noted above, this is a useful result for physicists. Many useful measure-
ments (such as magnetic susceptibility) are effectively statistics of an underlying
system of random variables, and the ability to find an exchangeable pair for the
ensemble and conclude that we have an exchangeable pair for the measurements
makes tackling certain problems much more feasible.
3.1.4 Why Use Exchangeable Pairs?
There are many variants of Stein’s Method for exchangeable pairs in the lit-
erature, using slightly different conditions on the pairs with different function
classes for slightly different results. The math, while tedious, is not generally
particularly difficult, but neither is it particularly illuminating.
Instead, let us look at an analogy to a familiar physics tool: the principle
of least action. Our random variables W and W ′ represent paths through the
action in question. In particular, W is the path of least action, andW ′ represents
a small, random perturbation of the path W .
Given a complicated action, it may be very difficult to find W , the path of
least action, from first principles, just as it may otherwise be difficult to bound
the probability distribution of a particularly complicated system. Using Stein’s
method of exchangeable pairs to bound the system is roughly equivalent to
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using random perturbations of the path of least action (and the fact that such
perturbations, if small, must not change the value of the action) to discover and
characterize that path.
Essentially, Stein’s method of exchangeable pairs uses the fact that the “cor-
rect” distribution for a given system should lie near a sort of pseudo-energy
minimum. By perturbing the distribution with W ′ and studying the effects of
that perturbation, we can determine how “strong” or “wide” said minimum is,
and use that information to determine how close the actual distribution is to
the target distribution.
3.1.5 Expanding our horizons: Stein’s Method with
nonnormal distributions
For all the beauty and usefulness of the law of large numbers, it is not universally
applicable. While some systems with weak dependence between variables may
still display normal behavior, many systems with stronger dependence between
trials do not. Given that these systems are frequently very interesting and
useful, it would be a pity to have no similar way to analyze their behavior over
many trials.
Fortunately, there remain several ways to find a law of large numbers-esque
result for systems which do not approach normal behavior over many trials.
Here, we will consider extending our use of Stein’s Method to such systems,
which is in many ways a simpler extension than would be expected.
It can be very easy to be caught up in the various formulations of Stein’s
method and lose sight of the broader picture. However, the defining factor of
Stein’s Method is not in exchangeable pairs or any other particular implemen-
tation, but rather in the existence and utilization of the characterizing function
which provides an alternative method for identifying normal distributions - if
g′(X) − Xg(X) = 0 for any reasonably well-behaved function g, X satisfies a
normal distribution.
The key to extending Stein’s method lies in noting that other distributions
can have similar characterizing equations. For instance, if Y is a Poisson dis-
tribution with mean λ, it must satisfy Y ≥ 0 and λg(Y + 1) − Y g(Y ) = 0. In
Kirkpatrick and Meckes, we have the example that the critical equilibrium dis-




any system that obeys this distribution must satisfy . It is not necessarily the
case that any distribution must have a characterizing function, but distributions
which do have such a function can frequently be treated via a Stein’s method
approach, whether of the exchangeable pairs type or some other technique.
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3.1.6 Outline of a Stein’s Method Proof Using
Exchangeable Pairs
At this point, having offered a description of Stein’s method, a simple imple-
mentation and a discussion of its use in nonstandard cases, one may reasonably
be confused as to what exactly a Stein’s Method proof is. Here we present a
general set of elements for a Stein’s Method Proof by Exchangeable Pairs. Ev-
ery meaningful proof will have these elements, though they may be presented
in a different order and will likely not be so neatly set out. Nonetheless, using
this list while reading through such a proof can help with understanding exactly
what is being shown and how.
1. The first element of a Stein’s Method proof characterizing the behavior
of a system and/or its statistics is the system itself. The system and its
known behavior should be mentioned and any particular statistic to be
studied should be identified.
2. We expect also to see the large sample distribution that the statistic in
question is expected to assume. A Stein’s Method proof is a difficult
problem; it requires that you know at least the large number distribution
to successfully tackle the more specific details of the proof.
• Associated with this, for nonnormal distributions one may expect to
see a characterizing equation.
3. An exchangeable pairs proof must identify an exchangeable pair for its
statistics. That is to say, it must present paired versions of the system or
statistic under consideration whose probability distribution is symmetric
if the pair are interchanged (e.g., P(X,X ′) = P(X ′, X)).
4. Next we expect a specific statement of the theorem to be used in the
proof. There are many slightly different such proofs who use slightly
different prerequisites, bounds, dimensionality and distances. Generally
speaking, such a theorem will say something like “Given an exchangeable
pair which satisfies A and B conditions, the distribution of the statistic
in the exchangeable pair is within a distance of some other distribution,
where this distance is bounded by such and such properties of the ex-
changeable pair.”
5. Now it must be shown that the exchangeable pair in question satisfies the
underlying prerequisites of the theorem. This is frequently of the form
E(F (X ′, X)|X) = some linear function of X plus a remainder.
6. The most mathematically intensive and difficult part of a proof will gen-
erally be the establishing of the bounds required by the theorem. This
frequently takes multiple pages in itself and is not, generally, terribly illu-
minating in any sort of larger sense.
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7. Finally, we expect a statement of results. In mathematical-style proofs,
this will likely occur at the beginning of the proof, but many authors will
also include it at the end to prevent the need to flip back five or ten pages
to determine what exactly has been proven.
3.2 Stein’s Method in the High-Temperature
Ising Model: An Example
3.2.1 Getting Started: What Do We Need To Show?
As an extremely simple example of the mechanics of Stein’s Method, we consider
the case of an equilibrium Ising model at high temperature with mean-field
interactions. Here our random variables/trials are the individual Ising spins
σi = ±1 , and we wish to determine how closely a sort of pseudo-average spin
value (S = 1√
N
∑N
i=1 σi) will match the “expected” behavior (behavior for a
system of infinitely many spins) as the number of spins in the system increases.
If any measurement on the pseudo-average spin of the system we might want
to take falls into the class of functions F , and the real behavior of the average
spin value we will be taking our measurements on is S = 1√
N
∑N
i=1 σi, we want
to find supf∈F |E(S)− E(Z)|. In fact, we will prove the following:
Theorem 1. For β < 1 there exists a constant cJ,β depending only on the
Hamiltonian of the system H = −JS2 + J and the inverse temperature β such
that for S = 1√
N
∑N
i=1 σi and Z a standard normal distribution,
sup
h:||h||∞≤1,||h′ ||∞≤1
|Eh(S)− Eh(Z)| ≤ cJ,β√
N
(3.15)
In other words, for this restricted class of functions, the difference between
the expectation value of a function from this set acting on S and the expectation
value of that same function acting on a standard normal distribution dies off
no more slowly than rate 1√
N
. In other other words, we wish to show that S
converges to normal in some sense.
We begin by establishing an “exchangeable pair” for our system of spins.
If we call our original set of spins X so that X = (σj)
N
j=1, we can define
X ′ by setting X ′ = X, then taking one spin (given by index i) at random
from X ′, and choosing a new value for it using the conditional distribution
of that spin based on all other spins. In other words, we pick i from a uni-
form distribution over (1, N), where N is the system size, then set σi using
P(σi|σ1, ..., σi−1, σi+1, ..., σN ). As discussed above, the important thing about
exchangeable pairs is that they have a sort of symmetric distribution - the dis-
tribution of X ′, given X, is the same as the distribution of X given X ′ (since
we know that X must have at most a single flipped spin from X ′ but do not
know which spin it could be).
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Now let us consider the pseudo-average magnetization of the system(s) at
equilibrium, S and S′, defined as S = 1√
N
∑N
i=1 σi. Most formulations of the
method of exchangeable pairs put additional requirements on the expected val-
ues of the statistics we want to bound. For convenience and to help with read-
ability of later results, we use a formulation in Kirkpatrick and Meckes owed to
Rinott and Rotar [17].
In this method, provided E(S′−S|σ) = −λS+R where R is a σ−measurable














where h is any bounded function on R with a bounded derivative and Z is a
Gaussian distribution centered at the origin with variance s2.
Looking at this expression, we can see we need to find or put a lower bound on
λ and find or put an upper bound on E(|R|), E|S−S′|3 and E
∣∣s2 − 12λE [(S − S′)2|σ]∣∣.
The last of these terms is by far the most complicated and requires, as an inter-




so that term may
be properly controlled.
3.2.2 Checking Necessary Conditions: Finding λ and R
We begin by attempting to find λ and R. This requires examining E(W ′ −
W |σ) = −λW +R, and so we begin by calculating the LHS of this equation. We
note that, as there is an equal chance of each spin having its value regenerated
between σ and σ′,




































by canceling terms. Then pull the factor of N out of the expected value and use
the fact that expected value is linear to find












Now expand out the expected value, first using linearity again and then using
the definition of expected value. As we know σ, we know σi, and so the second
sum after we again apply linearity is easy to compute and deterministicly known.
As we are working in the Ising case, there are only two possible values for each
σ
′
i and these can be split out.





























Since P(σ = −1) = 1− P(σ = +1).




























For the mean-field case, any spin depends only on the average behavior of the
rest of the spins, so that
















Using the values of S and N , we can determine the number of positive and
negative spins in σ - |σ(+)| = S
√
N+N




2 . We can then use
these values to split the probability term based on the chance of initially picking
a positive or negative spin to change:









































P(σi = +1|S + 1/
√
N) (3.27)
We write the Hamiltonian for the mean field Ising system as H = −JS2 + J/2
(the latter term canceling the self-interaction energy and easily dropped in most





4N). Thus, if we now let the mean spin of the rest of the
system be given by S, then P(σi = +1|S) = e
βJS
eβJS+e−βJS
, so the equation above
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reduces to























































































































Canceling cosh terms and rewriting terms containing sinh in terms of tanh, we
have







































and Taylor expanding the hyperbolic tangents as
































































N + SN − S −
√
































Temporarily neglecting higher order terms gives us































But as we want our terms to be precise for this proof, we rewrite R as the













































We now wish to calculate the bound on R. At high temperatures (β < 1), S
is exponentially likely to be less than 1. With that in mind, for any f(S) =
CS3 + O(S4), there exists b such that f(S) ≤ bS2 for all S. Since we are only
concerned with dependence on N and not on the particular constants, we can




















































































































































































































Now we are concerned only with the term that falls off most slowly as a function
of N . As S is exponentially likely to be o(1) and we care only about term with
























































There’s a 1/N chance for each value of i that σi is the spin chosen to be regen-
















(σj − σj) +
N∑
j=i+1








































Now if the value of σi is the same as the value of σ
′
i, the terms cancel to zero;

























i = 1|σ) + P (σ
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i = 1|S + 1/N) (3.49)
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Using the values of P (σ
′




















































































































If we split out the cosh and sinh terms, the cosh terms cancel out while the sinh


































































































































































































































































Now the relevant term we are evaluating is actually E
∣∣∣s2 − 12λE [(S − S′)2|σ]∣∣∣.





























(S − S ′)2|σ
]∣∣






































































Again using the Taylor expansion for tanhx, we find
E
∣∣∣∣s2 − 12λE [(S − S′)2|σ]
∣∣∣∣ = 12λE


































































































Expanding out terms and simplifying, this reduces to
E
∣∣∣∣s2 − 12λE [(S − S′)2|σ]
∣∣∣∣ ≤ βJ2λN3E






























As S is exponentially likely to be of order 1, the leading term in the expectation
above is that with S2N and there exists a constant C2 such that
E
∣∣∣∣s2 − 12λE [(S − S′)2|σ]
















Now the latter term here can again be incorporated under the first term by the
same logic as above, and as S is exponentially likely to be of order 1, E|S2| is
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itself of order 1, so that by choosing an appropriate new constant C3, we have
E
∣∣∣∣s2 − 12λE [(S − S′)2|σ]




Thus bounding the second term in our expression.
3.2.6 Bounding E|S − S ′|3 And Finishing Up
The problem of bounding E|S − S′ |3 is surprisingly simple (at least, provided
we are not searching for the best possible bound): we note that
E|S − S
′












But σi and σ
′


























Using our expression for λ, we find









where D,F and G are appropriately chosen constants. Thus if we choose our
set of functions h so that ||h||∞ and ||h′||∞ are bounded, the distance between
S and a standard normal distribution decreases no more slowly than 1√
N
, as we
stated at the start of the proof.
3.3 Tightening Previous Results
As discussed earlier, much of the work presented here is built off of the earlier
paper by Kirkpatrick and Meckes. In this section, we discuss a tightening of
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a result presented in that paper. The work presented here is less conceptually
illuminating than the more general discussions given above, especially since
we wish to minimize the amount of material copied from the Kirkpatrick and
Meckes paper, but it gives some idea of the sort of calculations involved in a more
difficult Stein’s method proof. Note that this work addresses only the previously-
limiting term in a single case of the equilibrium Stein’s Method approach to the
mean field Heisenberg limit.
Here, we wish to offer an improvement of theorem 9 in Kirkpatrick-Meckes,
as follows:
Theorem (Theorem 9*). For β < 3, there is a constant cβ depending only on









where M1(g) is the Lipschitz constant of g, M2(g) is the maximum operator
norm of the Hessian of g, and Z is a standard Gaussian random vector in R3.
To minimize duplication of results, we will omit proofs unchanged from the
original paper.
We begin from Theorem 14 of Kirkpatrick-Meckes, taken in turn from Meckes
(reference 16 in the original paper).
Theorem (Theorem 14). Let (X,X
′
) be an exchangeable pair of random vectors
in Rd. Let F be a σ-algebra with σ(X) ⊂ F , and suppose that there is an
invertible matrix Λ, a symmetric, positive definite matrix Σ, an F -measureable





















Then for g ∈ C2(Rd),















where M1(g) is the Lipschitz constant of g and M2(g) is the maximum operator
norm of Hess(g).
and continue through Lemma 15. Here we construct an exchangeable pair
by taking a fixed spin distribution σ, choosing a single spin at random from
the distribution, and constructing a new distribution σ
′
by replacing this single
spin with a new spin chosen from the distribution conditioned by all other
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= −ΛWn +R, (3.84)
where










































In particular, the matrix Σ of Theorem 14 is simply the identity.
The proofs of both theorem 14 and Lemma 15 are unchanged and thus have
been omitted.
We now reach the location responsible for the improvement in rate found in
Theorem 9*. We present an improved version of Lemma 16:
Theorem (Lemma 16*). For (Wn,W
′
n) as constructed above and R,R
′
as in
the previous lemma, there is a constant cβ depending only on β such that
(a*) E|R| ≤ cβ
n3/2
;
(b) E||R′ ||H.S. ≤ cβn3/2 ;




As the results in part (b) and (c) remain the same, we will here demonstrate
only the proof of part (a*).




















the expression for R, so we can (in a moment) bound r(t) for small ε by cε4.




















((n− 1) + (n− 2)(n− 1)E 〈σ1, σ2〉)σ(i) (3.90)


































































As in the original paper, we can bound the value of EW 2n and thus E|Wn|,








. We now take





is bounded near 0: if x ≤ ε, |r(x)| < bε5, since the next term in the Taylor series





















By choosing ε(n) such that ε2 = 12 logn
(1− β3 )n
, we find, as in the paper, that the second
term is of order n−3/2. As to the first term, we wish to bound its growth. We
note that ε4 is of the order log
2 n
n2 . Now, we note that
log2 n
n2 is bounded from













Thus we can bound the first term, too, by a term growing as n−3/2. Thus a∗
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above of Theorem 9* holds; the other terms and therefore the rest of the proof
follow from the proof in the original paper (noting that the change in the value
of Λ results only in a minor rescaling of constants and does not affect the growth
rate).
3.4 Testing Previous Results
3.4.1 Developing Methods of Testing
Generating purely theoretical results from first principals alone, particularly
without any checks of new theory against known results, is a very difficult and
precipitous effort. With that in mind, much of our work has been focused
on developing simulations to guide and test the more theory-driven work. In
particular, we worked to develop a simulation of Heisenberg spin systems capable
of evolving in time under either a Metropolis or Glauber algorithm.
As we expected from the beginning that we would wind up using the same
core code in a multitude of different applications, we felt it best to work with
object-oriented codes. Below we give pseudocode for and describe in detail the
use of a Heisenberg spin system class - much of this work was extended to both
the XY and O(N) spin systems as well, and pseudocode for both these systems
is available in the appendix.
Object-oriented coding differs from traditional top-down coding in that it
focuses on identifying and formalizing the most “useful” parts of a code - those
functions that are repeatedly used or variables which are central to calculations
- and building ways to quickly access and store these sections. This style of
coding is easier to test and much more flexible than top-down coding.
The primary object in our code is the Heisenberg Spin System, which is can
be viewed as a collection of N 3-vectors representing the N spins vectors in the
system and an inverse temperature Beta. These HSS have additional properties
which can be calculated from the given data - namely, we can find the energy
and magnetization of the system as well. All of this is illustrated under the
“Properties” section of the pseudocode below.
When working with these spin systems, there are a number of manipulations
that we would like to be able to make. For instance, we would like to be able
to “initialize” a spin system, giving it a set of either given spin vectors (useful
for time evolution, as we’ll see later) or of random spin vectors that correspond
to the equilibrium distribution for a given beta. We would also like to be
able to easily calculate the magnetization and energy of the system. Functions
that can perform these tasks are contained under the “Methods” section of the
pseudocode above so they can be tested thoroughly once and then easily called
as often as needed.
The first Method is the InitializeSpinSystem method. This method is used
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class Heisenberg Spin System
properties




System Beta (inverse temperature);
end
methods




FindEnergy (a spin system);
FlipASpin (a spin system, [integer]);
end
end
to create a Spin System object and put the spins in said system in either a given,
predetermined form, or put the spins in a randomized set of vectors drawn from
the equilibrium distribution. In either case, the Method must be called with the
number of spins (System Size) and inverse temperature (System Beta) of the
system, both to set these properties of the object and to allow for the creation
of the vector of spin values.
InitializeSpinSystem delegates out the work of determining this randomized
set of vectors to the method RandomizeAllSpins, covered below. After creating
the Spin System and assigning values for all spins, this method then calls the
FindSystemMagnetization and FindSystemEnergy to assign the correct values
to those properties of the object.
In most cases, the System Properties k1 and k2 are irrelevant and unused and
therefore not initialized. k1 and k2 have meaning only in the low temperature
case (when System Beta is greater than 3), in which case they are used to
determine the equilibrium distribution of the spins. Given that these values
are, however, fixed, and depend only on System Beta, we choose to include their
calculation here, during system initialization, to prevent unnecessary repeated
calculations down the road.
RandomizeAllSpins is a method that uses the appropriate equilibrium dis-
tribution, given by the System Beta, to generate a random vector for each
spin. The equilibrium distributions used are those drawn from Kirkpatrick and
Meckes. For this to work as desired, we split the generation into the three fa-
miliar cases of subcritical, critical and supercritical distribution depending on
the System Beta.
The particulars of the math used in generating an equilibrium system from
the given distribution is skipped over below for the purposes of clarity. More
particular discussion on the math involved is included in the code appendix. The
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function InitializeSpinSystem(System Size, System Beta, [Initial Spin
Matrix])
Initialize the Spin System Size and Beta as given in Input ;
if System Beta is greater than 3 then
Find exponential constants k1 and k2 for high Beta Equilibrium
Distribution;
end
if An Initial Spin Matrix is Given then
Set the System Spins to the Initial Spin Matrix;
end




function RandomizeAllSpins(a spin system)
if The system beta is less than three then
Set each row of the system matrix of spins equal to a random
vector on the sphere;
end
else if The system beta is greater than three then
Use the constants k1, k2 generated earlier to generate random
vectors in the equilibrium distribution at the given beta;
Set each row of the spin matrix equal to one such vector;
end
else
Generate random vectors from the equilibrium distribution at
the critical point;




next two methods are very simple methods for evaluating the net magnetization
and energy of the spin system. These methods are called essentially whenever
any other method is performed on the system in order to make sure the system
properties remain up to date.
function FindMagnetization(a spin system)
Set the spin system’s magnetization (a 3-vector) equal to the sum of
all spins in the system;
end
function FindEnergy (a spin system)
Run FindMagnetization on the spin system so its magnetization
vector is up to date;
Multiply the system’s magnetization vector by its transverse and
divide by twice the number of spins in the system;
Set the system energy equal to this result;
end
The final function listed under “Methods” is “FlipASpin”. This somewhat
misleadingly named function (it only sometimes winds up flipping a spin) rep-
resents the smallest repeatable “step” of both the Glauber and Metropolis al-
gorithm - flipping a single spin, then evaluating the change in energy and com-
paring it to a randomly generated number to decide whether or not the spin
will “stay” flipped as the system evolves in time.
We first determine which spin will be evaluated for a possible flip. In the
Glauber method, this spin is determined at random, while for the Metropolis
method, we cycle through all spins. We next choose a random vector on the
sphere as a possible new spin, then use this new spin and its potential impact
on the system energy to determine the chance that our original spin will flip
to this new value. We then generate a random number between zero and one
and choose to flip the spin permanently if and only if this random integer is
smaller than the chance of flipping the spin. For more details on the underlying
algorithm, see chapter 3.
The underlying idea of object oriented programming is to split the code
into the smallest useful chunks possible. This makes code more compact and
more easily tested, along with encouraging programmers to think more critically
about what is at the center of their code.
Having separated out the most commonly used chunks and ideas, it becomes
extremely simple to create and evolve a spin system using either the Metropolis
or Glauber algorithm. For the Glauber algorithm,
For a Metropolis algorithm, this becomes
In order to test the validity of the class codes, we reduced the system from a
Heisenberg to an Ising system, using as few changes as possible, and compared
results from this siplified system to known results for the Ising mean field model.
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function FlipASpin (a spin system, [integer])
Let k be the index of the spin to be flipped;
if An Integer is given with the function call then
Set k equal to the integer;
end
else
Set k equal to a random integer between 1 and the number of
spins in the system;
end
Generate a random vector on the sphere;
Set the kth spin equal to this vector;
Recalculate the system’s energy and magnetization so they’re up to
date;
Generate a flip probability P using the system’s current and
previous energies;
Generate a random number p uniformly over (0,1);
if p is less than P then
The spin stays flipped;
end
else
The spin reverts to its previous value;
end
end
function Evolve A System
N
end
= Number of Spins;
B = Inverse Temperature;
M = Number of time steps;
OurSpinSystem = InitializeSpinSystem(N, B);
for j = 1:M do
Use Method FlipASpin on OurSpinSystem;
Write data to file or database if desired;
end
function Evolve A Metropolis System
N
end
= Number of Spins;
B = Inverse Temperature;
M = Number of time steps;
OurSpinSystem = InitializeSpinSystem(N, B);
for j = 1:M do
DummySpinSystem = OurSpinSystem;
for k=1:N do
Use Method FlipASpin(DummySpinSystem, k);
Save Spin flips to OurSpinSystem;




In addition, the underlying generality of the code allows us to more robustly
test our code by using known results for mean field Ising systems. Generally
speaking, one wants to make as few changes as possible when converting “active”
code to a test case to minimize the chances of introducing other confounding
errors. To convert the above code to an Ising test case, we need only change
the sub, super and critical distributions to the appropriate values and change
“generating a random vector on the sphere” to “randomly choosing one or zero”.
More explicit demonstration of this idea is shown in the Code Appendix.
Having made the aforementioned changes, we can check the behavior of the
algorithm against known Ising behavior. In particular, we can check that the
appropriate equilibrium behavior is maintained. Simplifying the above code to
Ising to test results:
Testing the choices of random vectors and equilibrium vectors above:
3.4.2 Examining the Mean Field Heisenberg Model
A simple usage of the code for simulating spin systems previously described is
to verify the results of Kirkpatrick and Meckes [12] by confirming the stability
of their anticipated equilibrium results. This was the first code-based project
we chose to pursue, given that it provided something of a check on the validity
of the code.
The Kirkpatrick and Meckes paper, which formed the basis for most parts
of this paper, is an in-depth analytic analysis of the equilibrium behavior of the
Heisenberg mean field spin system, specifically the behavior of the net spin or net
spin squared in the low temperature, high temperature and critical temperature
regimes. Using a number of tools, the authors establish the rate (as a function
of system size) at which the average spin or average spin squared approaches the
appropriate Gaussian distribution for both low and high temperature, the (non-
normal) distribution of the average spin squared at the critical temperature,
and how frequently the average spin or spin squared will vary greatly from its
expected value.
In this chapter, we will largely be building off of the work regarding average
spin distribution as a function of system size. This work is based off of Stein’s
Method and follows essentially the same notion of Stein’s Method using Ex-
changeable Pairs as was discussed earlier in this chapter. The nature of Stein’s
Method means that simple, precise tests of these results are not possible - as
mentioned before, Stein’s method ultimately bounds the maximum difference
over a large set of functions acting on both the given Heisenberg distribution
and the relevant simpler analytic distribution. To even attempt to calculate
this bound computationally is a ridiculous goal, as the relevant set of functions
is essentially infinite; though it may be possible to find a finite set of functions
approximating this infinite set, such a task is not simple and requires advanced
techniques beyond the scope of this dissertation. With that in mind, our goal
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must be simplified from a precise test of these results to a general verification
that heuristics agree with expected results or an explanation for why such a
heuristic might fail.
The primary goal in this set of simulations was to confirm the equilibrium
distribution of “average” spin values in each temperature region - i.e., in the
high temperature, low temperature and critical point temperature zones. In the
high and low temperature cases, the equilibrium distribution depends on beta,
so we wish, too, to check that the beta dependence agrees with our results.
The first step in arranging these tests is to determine the length of time we
need to simulate to effectively reach equilibrium. While we could, theoretically,
start from the assumed equilibrium and simply assess its stability, this would
still require us to identify an appropriate time scale, and may bias the results if
the underlying distribution is actually dual-valued. Importantly, too, we expect
the length of time required to reach equilibrium to vary (presumably linearly)
with the number of spins in the system.
As establishing the exact time to reach equilibrium is not our goal, we chose
to look for a simple, imprecise heuristic and aim high rather than low - the cost
of choosing too long a time frame is greater computational load than necessary,
while aiming low could give blatantly incorrect results. We ran repeated Glauber
simulations using a uniform initial distribution for several choices of system
size for relatively long durations and used these to develop distributions for
“average” spin at different time points. By noting when these distributions
ceased varying meaningfully, we were able to discern how long we should allow
systems to evolve to determine equilibrium behavior.
It is important to note that it is essentially impossible to test whether two
samples come from the same underlying distribution. No matter how large the
sample, there is always the possibility that the underlying distributions vary in
some small way that isn’t captured in the given samples. We could attempt to
determine the goodness of fit between a sample distribution and our expected
equilibrium distribution, but that is biasing our results unnecessarily.
Instead, we chose to use the Kolmogorov-Smirnov test and a decent sized
safety factor to determine when our system has fully reached equilibrium. The
Kolmogorov-Smirnov test does not directly test whether two samples come from
the same distribution (as mentioned above, that is essentially impossible), but
it can frequently determine when two samples do not (on a probabilistic level)
come from the same distribution. Our usage of it here is bad statistics, which
is why we choose to incorporate a safety factor as well, but it is an easy tool to
use and reasonable for such a nonspecific purpose.
3.4.3 The Kolmogorov-Smirnov Test
The Kolmogorov-Smirnov Test is a one dimensional test that attempts to deter-
mine the difference between two distributions by creating empirical cumulative
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distribution functions (CDFs) from any associated samples. Because it works
with only single-dimensional variables, such empirical CDFs are easy to con-
struct from step functions. It can be used to compare samples by creating
two such distributions, or to compare a sample to a given distribution by us-
ing the CDF for said distribution. By finding the supremum of the difference
between two CDF and using a table to determine appropriate constants for a
given sample size, one can determine for any confidence level α if the underlying
distributions differ.
For our coarse-grained determination of a time at which equilibrium has
been reached, we use the following model. We consider β values of 0, 0.3, 1, 2.9,
2.99, 3, 3.01, 3.1, 10 and 30 to attempt to capture any beta-dependent effects
• For each value of β, we run 500 simulations of 100 spins over 5000 timesteps
starting in a non-equilibrium (i.e., uniform random at β ≥ 3, fully aligned
at β < 3) distribution
• We split each set of distributions into two sets of 250 and run Kolmogorov-
Smirnov tests between one set at an earlier time 100j and the other set
at a later time 100j + 1000.
• Using the Kolmogorov-Smirnov test results, we identify a point for each
set of distributions wherein the distributions for the two times seem to be
the same, which we will here call t1,β .
• We will test the reliability of said t1,β by running further K-S tests between
the two subsets at times t1,β and t1,β + 100k
• If no discrepancies arise in this last round of testing, we will set tequibn=100,β =
t1,β .
• We will repeat the above procedure, with numbers adjusted as appropri-
ate, for systems with 200, 500, 1000, 2000 and 5000 spins.
Our first set of analyses leads to table A.1. From here we see that, as one might
expect, the time to reach equilibrium increases at higher β (lower temperature),
where energy is lower and spin swaps are less likely to occur. In fact, only at the
lowest three or temperatures examined does equilibrium appear to have been
reached by 3000 steps - by examination, we designate t1,0 = 800, t1,0.3 = 800,
and t1,1 = 1500 . Thus in addition to testing the reliability of the t1,β identified
above, we must extend our simulation range to test when the higher βs appear
to reach equilibrium.
In table A.2, we show the results of these further simulations. We designate
initial t1 values for all values of β in table 3.1 below.
Our next step, as laid out above, is to compare our initial choices of t1 to
all later points where simulation data is available. This data is laid out in the
table below. In several cases we have chosen to adjust our values of t1,β to lead
to more consistent results.
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β 0 0.3 1 2.9 2.99 3 3.01 3.1 10 30
t1,β 800 1000 1500 3500 4000 2500 4000 7000 7000 13000
Table 3.1: Initial values of t1,β based on simulations using 100 spins; note that
our initial values for t1,β vary by a factor of more than 10.
The important result shown in this table is that, in general, KS test values
remain low and the associated p-values high throughout a range of another 5000
time steps. There are one or two cases where we see “spikes” to low p values for
several consecutive timesteps, but these spikes do not persist and presumably
represent a simple fluke of statistics. With that in mind, we feel comfortable
with assigning these values of t1,β with an added safed factor of approximately
10 times the number of spins (in this case, an additional 1000 steps) as tequibn=100,β
for all cases except β = 30. In the case of β = 30, an extremely low temperature
and thus ultra-stable zone, the system does not appear to reach equilibrium at
even the latest times tested. Given that we have three additional supercritical
cases, including one quite low temperature one at β = 10, we choose to simply
exculde β = 30 from our analysis moving forward.
Our next step is to consider the cases of higher spin systems. In general,












there could certainly be additional confounding factors - larger systems may,
for instance, be more likely to devolve back into randomness on the way to
alignment at high temperatures - so we wish to check this theory. For each
value of β and each spin size, given tequibn=100,β = j ∗ 100, we consider potential
values of tequibn,β running from (j − 10) ∗ n to (j + 20) ∗ n and look at their
corresponding KS and p values when compared against distributions at times n
to 50n timesteps later than them. These tables are available in the appendix A.
A final table for each system size, comparing our selected tequib at that size and
each beta to greater times via KS test and reporting the associated p-value, is
also included.
To provide a more compact depiction of our results, we conducted KS tests
against the next 50 time points (or until data ran out, whichever came first),
averaged the p-value results from these tests and plotted them, as in figure 3.1.
In these plots, each system can be assumed to have reached equilibrium when
it levels off at a higher plateau.
As a final visual check on our equilibrium times, we consider plots of the
empirical CDF associated with times below and above these equilibrium times.
If our choices of equilibrium times are accurate, these plots should reflect random
movement and not show any concerted movement corresponding to a further
increase in time. An example of such a graph is in figure 3.2, though the full set
of such figures is not included due to the relatively low information density.
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Figure 3.1: An averaged P-value of Kolmogorov-Smirnov Tests against the next
50 time points vs time. We expect each plotted line to reach equilibrium when
this average p-value increases and stays high. In some cases, such as the lowest
β values, this happens as an abrupt jump to an upper plateau; for others, it
occurs as a slow climb, making assigning an equilibrium point more difficult.
Spins in System
β 100 200 500 1000
0 2000 5000 10000 20000
0.3 2000 5000 12000 25000
1 2500 5000 13000 25000
2.9 5000 12000 38000 70000
2.99 6500 14000 42000 80000
3 4000 14000 30000 60000
3.01 5000 10000 35000 70000
3.1 8000 14000 38000 90000
10 14000 19000 68000 140000
Table 3.2: Rough times to equilibrium given system size and β. Time to equi-
librium increases roughly linearly with size. While the β = 10 point represents
the longest time to equilibrium, cases just below the critical point (e.g., β = 2.9
and β = 2.99) also take a surprisingly long time to reach equilibrium.
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Figure 3.2: A sample plot of the CDF converging to its equilibrium position.
Prior to equilibrium being reached, the CDF plots move uniformly in one direc-
tion; after equilibrium is reached, the CDF instead fluctuates randomly around
its equilibrium plot.
Modeling and Comparing Distributions from Simulation Results
From our data, we concluded that the number of steps using a Glauber algorithm
sufficient to reach equilibrium are as displayed in table 3.2. These times are
derived by comparing the visual tests and KS test (results of which are available
in appendix ??) and adding a safety margin of roughly 10 times the number of
spins in the system.
Our next step was to actually test the results of Kirkpatrick and Meckes
[12] by (heuristically) comparing the distribution of “average” spin to those
predicted in [12]. The most interesting case was at the critical β = 3 case, but
we wished to check all results to compare our code to previously understood
results.
We used several different methods to compare numerical and analytical re-
sults. For the sub and supercritical phases, where behavior is expected to be
normal, we calculated mean and standard deviation values and compared them
to those we expected. While the results presented in [12] are substantially
stronger than this, we were able to compare to their results to see if deviation
from the expected values converged to zero at the expected rate as N increased.
For the critical case, we focused on visual heuristics. By renormalizing the ana-
lytic distribution given in K and M, we could overlay it on a plot of the histogram
of final spins like the ones we used in establishing time to equilibrium and see
how they compared. We additionally used the analytical distribution to directly
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P-Value From Kolmogorv-Smirnov Test as a Function of System Size
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Figure 3.3: Kolmogorov-Smirnov test p-values for each coordinate as a function
of system size. We expect each case to either converge towards or start and
remain at a relatively high value, but the degree of noise in this test makes such
results hard to see/
generate a histogram and compared it to histograms generated by simulation. In
addition to this, we generated the same CDF graphs and Kolmogorov-Smirnov
statistics mentioned above.
3.4.4 The Subcritical Case
In some ways, the subcritical case is the most difficult to analyse, as it is the
only case involving a multivariate random variable in our analysis. According




i σi should converge with increasing system size to the distribution of
a standard multivariate Gaussian vector in R3.
Unfortunately, it is not clear in what way this convergence will occur. Sym-
metry suggests that regardless of system size, the distribution should be spher-
ically symmetric and have a mean that converges to the origin regardless of
system size. One important element of multivariate normal behavior is that
each individual coordinate behaves normally as well when considered in isola-
tion, so we will first examine that statistic by running a Kolmogorov-Smirnov
test comparing each coordinate’s distribution to a standard normal distribution,
then plotting the standard deviation of each coordinate as a function of system
size. Finally, we will check that the off-diagonal elements of the covariance
matrix either are persistently at or converge with increasing system size to zero.
The results of our testing are presented in figures 3.3 - 3.5 below. From our
figures we see that in general, the distribution of the statistic Wn will not cause a
Kolmogorov-Smirnov test to reject the hypothesis that said statistic is normally
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Standard Deviation of Each Coordinate
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Figure 3.4: Standard deviation of each coordinate as a function of system size.
In each case, we see standard deviation converging to 1, as expected, though for
cases β = 2.9 and β = 2.99 it is converging very slowly.
Covariance Elements as a Function of System Size

















































Figure 3.5: Covariance between coordinates as a function of system size. Covari-
ance between coordinates starts and remains near zero, indicating the coordi-
nates are functioning as essentially independent random variables at all system
sizes.
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Figure 3.6: Mean of supercritical βs as a function of system size. The β = 10
case starts and remains essentially at zero. For the other two cases, initial value
of the mean is far from zero, but values do appear to be very slowly converging
in the expected direction.
distributed, and that this lack of rejection holds even for small system sizes. We
also see that the covariance of the coordinates with each other approaches zero
at all system sizes and for all β. Finally, we see that the standard deviation of
each value of β appears to approach unity with increasing system size, though
the particular speed at which it reaches that value depends heavily on β.
3.4.5 The Supercritical Case





















, where g(x) = cothx − 1x ), but the comparison
is generally far simpler owing to the fact that this case is univariate rather than
the multivariate subcritical case.
To evaluate the supercritical case, we consider the mean and standard devi-
ation of the empirical statistic as a function of system size. Finally, we visually
compare the empirical and theoretical CDFs to determine if the system con-
verges with increasing system size.
In the case of the distribution mean, we see all three supercritical cases
converging to zero, as expected, though with a heavy β dependence. In the
β = 3.01 case in particular, the distribution mean starts far from zero. It
appears that the closer a system’s β is to the critical temperature, the larger
the system size required for the distribution mean to converge to normal. We
see the same behavior in the difference between the theoretical and empirical
standard deviations, as well as in the visual comparison between the empirical
49












Difference Between Theoretical Standard Deviation and




Figure 3.7: Difference between theoretical and empirical standard deviation of
supercritical βs as a function of system size. Unfortunately in this case the
expected standard deviation varies with β and so a plot of difference is more
illustrative than a more straightforward plot of the standard deviation. As with
the mean, agreement is very good in the β = 10 case while the other two cases
doe not agree nearly so well. They do, however, still appear to be converging
very slowly towards zero and are at least of the same order of magnitude as the
expected values.
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=3.01: Empirical vs Theoretical CDF
System Size =100 Spins
System Size =200 Spins
System Size =500 Spins
System Size =1000 Spins
Figure 3.8: Empirical CDF and theoretical curve overlay for β = 3.01 show
a large difference between the expected and actual CDFs, though there does
appear to be a very slow convergence in the correct direction.
and theoretical CDFs. It appear that system close to the critical point do not
really begin to show normal behavior until quite large system sizes, though this
property dies off relatively quickly with increasing distance from the critical β.
3.4.6 The Critical Case






2/20, where both c3 and z are normalizing constants. In this case
we choose to simply check the spin squared distribution via visual checks, owing
to the uncalculated constants in both the statistic and the distribution. For
these graphs we calculate a histogram of the spin squared distribution vs the
theoretical distribution, essentially choosing c3 and z so as to equalize the area
of the histogram with the area under the theoretical curve. As can be seen in
figures 3.11-3.14 below, these clearly show the distribution converging to the
theoretical distribution with increasing system size.
3.5 Testing Results for the O(N) and XY
systems
The work of Kirkpatrick and Nawaz extends the work previously performed
in Kirkpatrick and Meckes to Mean-Field systems of spins lying on the XY
sphere or on the O(N) sphere. As a further test of consistency and results, we
wish to show that the results given in K and N, specifically those results for
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=3.1: Empirical vs Theoretical CDF
System Size =100 Spins
System Size =200 Spins
System Size =500 Spins
System Size =1000 Spins
Figure 3.9: Empirical CDF and theoretical curve overlay for β = 3.1 shows a
still considerable but smaller than in the β = 3.01 case discrepancy between
expected and actual CDFs, again showing as well a rather slow convergence to
the expected CDF.












=10: Empirical vs Theoretical CDF
System Size =100 Spins
System Size =200 Spins
System Size =500 Spins
System Size =1000 Spins
Figure 3.10: The empirical CDF and theoretical curve overlay for β = 10 shows
an excellent if noisy match between the expected and actual CDFs.
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Spin Squared Distribution vs Theory for 500 Systems
of 100 Spins at 4000 Timesteps
Figure 3.11: Empirical distribution and theoretical curve overlay for the square
of the spin at β = 3 in systems of 100 spins, showing a relatively good match
between theory and simulation.







Spin Squared Distribution vs Theory for 500 Systems
of 200 Spins at 14000 Timesteps
Figure 3.12: Empirical distribution and theoretical curve overlay for the square
of the spin at β = 3 in systems of 200 spins, showing a relatively good match
between theory and simulation.
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Spin Squared Distribution vs Theory for 500 Systems
of 500 Spins at 30000 Timesteps
Figure 3.13: Empirical distribution and theoretical curve overlay for the square
of the spin at β = 3 in systems of 500 spins, showing a relatively good match
between theory and simulation.







Spin Squared Distribution vs Theory for 500 Systems
of 1000 Spins at 60000 Timesteps
Figure 3.14: Empirical distribution and theoretical curve overlay for the square
of the spin at β = 3 in systems of 1000 spins, showing a relatively good match
between theory and simulation.
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distribution of the total spin at the critical point, agree with those produced
by slightly modified versions of our code. To keep the code of this particular
inquiry reasonable, we will consider only the XY, O(4) and O(5) cases. Even
this smaller subset requires developing some new tools, as discussed below.
AN important note: in this section and this section only, N represents the
dimension of the spins under consideration, not the total number of spins in the
system. In this section and this section only, when referring to the number of
spins in the system, we will use J.
3.5.1 Critical Exponents
We are interested in testing the predicted total spin distributions of Kirkpatrick
and Nawaz, though it is beyond the scope of this paper to test their particular
Stein’s method results. These predictions are as follows:





i=1 σi follows a
standard Gaussian distribution in RN .










is distributed as a one dimensional Gaussian random variable with non-
standard variance (see details below).













x2 where dN and cN are normalizing
constants which depend solely on N.
3.5.2 Generating Random Coordinates on the O(N)
Sphere
In evaluating this question, we must extend the Glauber algorithm to new
realms. We presume, as we have shown with the three dimensional case, that
doing so requires only changing the nature of the spin and allowing the standard
proceeding of the algorithm following generation of a uniform random coordi-
nate on the spin sphere in question.
The question of generating random coordinates on the XY sphere is a simple
one; we merely generate a uniform random number between 0 and 2π and let this
denote the angle of our spin vector, which is sufficient to specify it. The question
of generating random coordinates on spheres in more than three dimensions,
on the other hand, is a non-trivial one. The suggested method most evenly
implemented in code from Wikipedia is to generate N random numbers from
a uniform distribution over [−1, 1], treat this set of numbers as a coordinate,
reject this coordinate if its distance from zero is greater than one and scale its
radius up to one so that it lies on the sphere otherwise.
This method, however, is not particularly efficient. In addition to requiring
the generation of N random numbers for a space parameterized by only N-1
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coordinates, some portion of attempted generations will fail and this portion will
increase with increasing N as the unit ball takes up less and less of the unit cube
at increasing dimension. Given the numbers required for our data simulation,
this method seems likely to require an excessive amount of time.. Therefore,
we choose instead to generate N coordinates from a normal distribution and
then renormalize this coordinate to lie on the unit sphere. This method allows
easy visual confirmation in two and three dimensions, as well, and would extend
without any extra effort to higher dimensions if desired.
3.5.3 Testing Predictions
We expect the aligning forces to decrease in higher dimensions, and thus for
the systems to take longer to equilibrate at N > 3. With that in mind, and
assuming such effects will prove linear with system size, we have tested the
system at 500 spins, β = {0, 1, N− .1, N− .01, N,N+ .01, N+ .1} and dimension
N = {2, 4, 5} to determine time to equilibrium. Using the same three factor
method we used in the three dimensional case, our results are present below, as
is the set of Kolmogorov-Smirnov-based figures like those presented in the last
section. Our results regarding time to equilibrium are presented in table 3.3,
with the same roughly 5000 spin buffer we used in the previous section to help
ensure equilibrium has been reached.
An interesting point noteable in the equilibrium time data is that, while
time to equilibrium does seem to increase with dimensionality in the subcriti-
cal and critical ranges, it is nearly static for the two points in the supercritical
range. This is especially noteworthy because the way our temperatures were
picked means these points increase in β with dimension and even without in-
creasing dimension we would expect them to take significantly longer to reach
equilibrium, directly contrary to what we actually see.
3.5.4 The Subcritical Case




i=1 σi to be distributed as a Gaussian random variable in RN . As in
the section on the Heisenberg case, we will focus our efforts on testing that each
dimension of the vector behaves as an independent univariate random variable.
The results of our testing are shown in tables 3.4 and 3.5 below. Tables
3.4 and 3.5 clearly show that each dimension is independent, as expected, and
that the mean for each dimension and coordinate is at least less than .5 and
generally within a small range around zero, again as expected. As was the case
in three dimensions, we see that the standard deviation of each coordinate is
close to one for those β far from the critical temperature and drifts further from
1 as we approach the critical β = N . AS in the β = 3 case, we expect that
given a sufficiently larger system size, the standard deviation for these latter
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Table 3.3: This table giving rough times to equilibrium given dimension and
β is noteworthy for the lack of pattern it displays. The lowest values of β are
nearly constant in their estimated time to equilibrium, as is true of values of
β greater than the critical value, but values of β just below and at the critical
point show a definite increase in time to equilibrium with dimension.
Dimension β Mean Standard Deviation
Minimum Maximum Average Minimum Maximum Average
2 0 -0.076 -0.073 -0.074 0.961 0.979 0.970
2 1 -0.012 0.088 0.038 0.998 1.008 1.003
2 1.9 -0.002 0.321 0.160 0.771 0.842 0.807
2 1.99 -0.034 0.208 0.087 0.299 0.325 0.312
4 0 -0.029 0.003 -0.015 0.951 1.011 .969
4 1 -0.046 -0.009 -0.029 0.922 0.983 0.959
4 3.9 -0.070 0.477 0.100 0.602 0.638 0.625
4 3.99 -0.003 0.208 0.053 0.209 0.233 0.224
5 0 -0.040 0.074 0.015 0.941 1.050 0.990
5 1 -0.057 0.095 -0.004 1.006 1.040 1.019
5 4.9 -0.0334 0.432 0.098 0.579 0.607 0.596
5 4.99 0.000 0.163 0.037 0.199 0.208 0.209
Table 3.4: This table lists the average, minimum and maximum mean and stan-
dard deviation across all dimensions for each dimensionality-β pair. In general,
means are approximately zero and standard deviations are approximately 1 for
low beta and decrease as β approaches the critical temperature.
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Figure 3.15: An averaged P-value of Kolmogorov-Smirnov Tests against the
next 50 time points vs time for the 2 Dimensional Case An averaged P-value
of Kolmogorov-Smirnov Tests against the next 50 time points vs time for the 2
dimensional case. We expect each plotted line to reach equilibrium when this
average p-value increases and stays high. In some cases, such as the lowest β
values, this happens as an abrupt jump to an upper plateau; for others, it occurs
as a slow climb, making assigning an equilibrium point more difficult.





















Figure 3.16: An averaged P-value of Kolmogorov-Smirnov Tests against the
next 50 time points vs time for the 2 dimensional case. We expect each plotted
line to reach equilibrium when this average p-value increases and stays high.
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Figure 3.17: An averaged P-value of Kolmogorov-Smirnov Tests against the
next 50 time points vs time for the 2 dimensional case. We expect each plotted
line to reach equilibrium when this average p-value increases and stays high.
Dimension β Minimum Covariance Maximum Covariance Average Covariance
2 0 0.037 0.037 0.037
2 1 -0.050 -0.050 -0.050
2 1.9 -0.006 -0.006 -0.006
2 1.99 0.007 0.007 0.007
4 0 -0.027 0.027 0.003
4 1 -0.087 0.046 0.003
4 3.9 -0.016 0.021 0.002
4 3.99 -0.001 0.006 0.002
5 0 -0.043 0.072 0.012
5 1 -0.095 0.036 -0.022
5 4.9 -0.018 0.036 0.006
5 4.99 -0.004 0.003 0.000
Table 3.5: Covariance statistics for each dimension and β are sufficiently small to
show clearly the independence of each coordinate, as expected of a multivariate
normal random variable.
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Dimension β Simulation Mean Theoretical SD Simulation SD
2 2.01 93.487 140.705 85.054
2 2.1 0.400 13.333 12.443
4 4.01 253.512 326.186 145.254
4 4.1 16.918 32.211 17.253
5 5.01 351.594 422.236 169.408
5 5.1 28.461 41.888 20.029
Table 3.6: This table of simulation mean, which we expect to be zero, and theo-
retical and simulation standard deviations, which we expect to match, displays
some very noisy data. Larger system sizes are likely needed to see the expected
convergences.
cases would approach 1 as well. Thus our admittedly incomplete analysis of the
subcritical case agrees with that presented in Kirkpatrick and Nawaz [13].
3.5.5 The Supercritical Case
The supercritical case is complicated both because it involves a Gaussian with
non-standard variance and because that variance and several other constants in-
volve somewhat messy functions of modified Bessel functions, among others. We
































In this section, in order to check the accuracy of these predictions, we will
calculate the theoretical standard deviation presented in this equation and the
actual standard deviation and mean of our simulation data.
This is not the prettiest data and suggests we may need larger system sizes to
see a more convincing convergence. However, the case of dimension 2, β = 2.1
does match nearly perfectly, and in all other cases the simulation standard
deviation is within roughly a factor of 3 of the theoretical standard deviation.
In the 3 dimensional case, where we considered β = 10 as well, we saw a definite
improvement in convergence to the normal with increasing β and that appears
to be the case here as well. Had we modeled the β = 10 case for these systems,
extrapolation from the three dimensional case suggests we would see very good
agreement in that particular case.
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3.6 The Critical Case in O(N) Mean Field
Systems
In the critical case in the O(N) mean field system, we ran into a discrepancy.
In an attempt to validate the work of Kirkpatrick and Nawaz [13], we plotted
a histogram of the data from our simulation versus the theoretical curve given
in the aforementioned paper. Unfortunately, in all cases it appeared as though
the large denominator in the exponential repressed all exponential behavior
to the point where it was barely visible at the natural scale of the data. Brief
experimentation showed that if we assumed the fraction in the exponential, given
as −x
2
N2(4N+8) , was actually
−N2x2
4N+8 , results matched very well with simulation
data. For a visual representation of this discrepancy, see figures 3.18 to 3.23
below.
A Stein’s method proof addressing a distribution which is neither normal nor
Poisson is a very calculation intensive, non intuitive process. It is quite easy
to make a minor typographical error when transcribing notes and extremely
non obvious to find such a mistake. We believe, based on the poor fit with the
currently published results and excellent fit with revised equation, that that is

























(with dN a normalizing constant).
3.7 Physical Realities and the Distribution Tail
In comparing the results of simulations to the predicted distributions, there
is an immediately noticeable difference between the predicted distribution and
the simulation histogram. Namely, the predicted distribution follows a smooth,
continuous tail, while the simulation histogram has a sharp cutoff point.
This is a result that likely seems completely obvious to the experimentalist, but
it bears some examination nonetheless. In any experimental system for which
test results are bounded (in this case, for instance, all spins have a fixed scalar
value and the sum of all spins cannot be greater than the sum of these fixed val-
ues), there exists some maximum value for the results which may be returned.
Our predicted distributions, on the other hand, are all continuous functions that
have non-zero values extending, in most cases, all the way to infinity. With that
in mind, it is no surprise that this difference between predicted distributions
and simulation results exists.
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Spin Squared Distribution vs Theory for 500 Systems
of 500 Spins at 25000 Timesteps For Dimension 2
Figure 3.18: Histogram of simulation data vs theoretical curve 1d2 e
−x2/64 pre-
dicted by published results for the 2 dimensional case. Note the theoretical
curve has too low a peak and too slow a fall off for the data.







Spin Squared Distribution vs Theory for 500 Systems
of 500 Spins at 25000 Timesteps For Dimension 2
Figure 3.19: Histogram of simulation data vs theoretical curve predicted by
revised equation assuming typo for the 2 dimensional case, 1d2 e
−x2 . In this case,
the peak and rough shape of the theoretical curve match very well with the
simulation data
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Spin Squared Distribution vs Theory for 500 Systems
of 500 Spins at 30000 Timesteps in 4 Dimensions
Figure 3.20: Histogram of simulation data vs theoretical curve 1d4xe
−x2/384
predicted by published results for the 4 dimensional case. Here the very large
denominator in the exponential leads to that term almost invisibly affecting the
entirety of the expression, leaving the theoretical curve looking like a straight
line for the relevant portion of the graph.








Spin Squared Distribution vs Theory for 500 Systems
of 500 Spins at 30000 Timesteps in 4 Dimensions
Figure 3.21: Histogram of simulation data vs theoretical curve predicted by
revised equation assuming typo for the 4 dimensional case, 1d4xe
−2x2/3. The
stronger exponential term in the revised equation helps greatly in creating a
strong match between theory and simulation.
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Spin Squared Distribution vs Theory for 500 Systems
of 500 Spins at 35000 Timesteps in 5 Dimensions
Figure 3.22: Histogram of simulation data vs theoretical curve 1d5x
3/2e−x
2/700
predicted by published results for the 5 dimensional case. Again, the very
weak exponential leads to the curve looking convex rather than the concave
appearance of the data.







Spin Squared Distribution vs Theory for 500 Systems
of 500 Spins at 35000 Timesteps in 5 Dimensions
Figure 3.23: Histogram of simulation data vs theoretical curve predicted by
revised equation assuming typo for the 5 dimensional case, 1d5x
3/2e−25x
2/28.
With the revised exponential, the concavity of the theoretical curve is removed
and the simulation data and theory agree very strongly.
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The more interesting question here is the effect of this discrepancy on our under-
standing of Stein’s method results. There are two possible options here: either
this source of error is accounted for in Stein’s Method or it is not and we need
to re-examine our understanding of how and when Stein’s Method works.
There is no a priori reason to assume this tail source of error is not ac-
counted for in Stein’s Method. There are no explicit requirements, for instance,
that sampled statistics must be unbounded or drawn from an unbounded dis-
tribution. Sometimes, however, such dependencies may be subtle and hidden in
intricacies of particular proofs.
If we assume this discrepancy is accounted for in Stein’s method, it is an
obvious source of errors and is worth examining, if only to determine if it may
be the dominant source of errors. On the other hand, if this discrepancy is not
accounted for in Stein’s Method, it represents a weakness in the method and
one worth examining to determine its impact on practical applications of the
results.
As a first step in our examination, let us consider one of the of the predicted
distributions here and consider, too, the ”‘impossible”’ region of behavior. If the
integral over this region is, for any such distribution and its underlying test data,
larger as a function of n than the predicted error, there is some fundamental
flaw in Stein’s Method. Similarly, for most families of test functions, if any
point value of the predicted function outside the possible region falls off more
slowly as a function of n than the error, we have a fundamental problem. On
the other hand, if this integral or such point values are of the same order as
the predicted error, they represents a potential primary source of error, and it
is worth considering if a method exists to alter the predicted distribution to
remove this error and improve our bounds.
There are several ways to test this experimentally, though without the dis-
covery of a hidden or overt flaw in the underlying proof, they are generally
suggestive rather than definitive. We can, for instance, look at integrals of the
predicted distribution used in Stein’s Method over impossible test values and
compare to the predicted error results as a function of n, to see if they lead to
an obviously oversized error. We can look at the actual behavior of errors over
increasing values of n, particularly for those cases where a greater percentage
of the Stein’s Method comparison distribution lies outside the system bounds.
We can renormalize predicted distributions to exclude those points impossible
to reach in the system and check if they look more similar to simulations than
the original unrenormalized distributions vs distributions with altered tails.
We begin our examination using the first method discussed above. If the
errors imposed by this tail issue are sufficiently comparatively small, there may
be no advantage in further efforts as they will be unlikely to reveal a fundamental
discrepancy or a way to significantly improve results.
In particular, we will start by examining the critical Heisenberg behavior.
At critical β the distribution of the net spin squared is not normal and may pro-
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vide interesting tail behavior. The predicted distribution of the system statistic
Wn = C|Sn|2/n3/2, equivalent to the net spin squared times a constant depen-
dent on n, is p(t) = ct1/2e−t
2/180. From the details of the proof, we know that
the distance restriction between this predicted distribution and the true distri-
bution is expected to hold true provided only functions whose maximum values
of f , f ′ and f ′′ are all restricted to less than 1 are considered.




and determine its dependence on n. Now the maximum of value of W is obtained
when all spins are aligned, at which point W = Cn1/2. Our goal is to maximize
the power of n included in this integral, so we wish to consider possible functions
f with an eye to that. However, given the restrictions on f expressed in the
proof, we can not choose as our function any nonbounded increasing function
of t. A very good choice of f , possibly the best possible choice, is thus simply








= ZΓ(3/4, t2/180)|∞t=Cn1/2 (3.104)
Now Γ(3/4,∞) = 0, and the leading term of the Cn1/2 becomes (t2/180)−1/4 ∗
e−t
2/180 as t goes to infinity, thus tail error is of order n−1/4e−n/180. This grows
significantly more slowly as a function of n than the log(n)/
√
n error term
presented in Kirkpatrick and Meckes, thus indicating that the tail discrepancy
does not, so far as this test is concerned, represent either a failure of Stein’s





4.1 Processes: Background and Introduction
In the previous chapter, we focused on the equilibrium behavior of systems - we
were interested not in how those systems evolved or in tracing the system over
time, but in what those systems looked like, on average, at rest (i.e., long after
any shocks to the system). This provides a very valuable picture of the system
in question, but not the whole picture. In this dissertation, we are particularly
interested in the way the mean field Heisenberg spin system evolves, specifically
the way it evolves when the system is already in equilibrium. To contrast, the
mean field Ising spin system in this situation at a low temperature is stable -
it is very very unlikely to change the direction of the system’s net spin. The
Heisenberg system, however, has a continuous rotational symmetry, rather than
the discrete up-down symmetry of the Ising model. This continuous symmetry
allows for infinitesimally small changes in energy, and the existence of these
small changes allow the net spin of the system as a whole to rotate, even at very
low temperatures.
The most thorough way to understand this problem would be as a continuous
time problem, searching for and solving the relevant stochastic PDEs; however,
this is an extremely difficult problem to solve, and to those not intimately famil-
iar with them, such equations and their solutions may be less than illuminating.
With that in mind, we are choosing to instead discretize the time evolution of
the system and focus on looking for specific measurements and results which
can be empirically understood - what is the average variation in a single sys-
tem over time? What other, perhaps simpler, systems do our Heisenberg spin
systems resemble? How likely is it to see a very large deviation in a relatively
short time?
The primary result we initially sought is a Stein’s method result characteriz-
ing the evolution of the system as a function of system size over time. In order
to find such a result, though, we need to find not only the expected distribution
of the evolution at an infinite system size, but also a Stein’s equation charac-
terizing such a distribution, which is a problem which proved to be beyond the
scope of this dissertation. Thus we will do our best to make as much progress as
possible in the direction of a Stein’s method proof, along the way we will take
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time to examine the process statistics of the mean field Heisenberg equation,
compare it to other processes, such as a Brownian motion in a potential or the
behavior of some single oversized pseudo-spin in a different Hamiltonian, and
consider in more depth the difficulty of applying tools typically used for static
problems instead to processes.
4.1.1 Processes vs Static System
From a purely theoretical, mathematical level, there would seem to be no prob-
lem extending tools devised for static systems to processes. Such an extension
”merely” represents an extension of the space under consideration - in our case,
for instance, from RN to RNM . However, the nature and behavior of processes
means that many of the approximations and substitutions made in static sys-
tems are no longer applicable. If we consider the full system, we have many
highly dependent variables, as opposed to the more common weak dependence
seen in equilibrium. In fact, the degree of dependence between certain vari-
ables can increase with the system size, an almost unheard of phenomenon in
the sorts of equilibrium systems typically studied with these methods. For in-
stance, a system evolving under any sort of Glauber dynamics will see at most
one variable change between time steps; as the number of variables in the sys-
tem increases, the dependence of each variable on its previous value thus goes
as 1− 1N towards 1.
We can untangle some of these dependencies by considering changes between
time steps rather than the system as a whole as our problem, but this introduces
its own complications. Even these change steps retain some occasionally strong
dependency on both the initial system variables and the previous change steps
- the set of spin-flip vectors ωi, in our Glauber dynamics, can take is directly
determined by the spin affected by this spin flip, σji , initially at time zero (σji,0)
and any changes it has since undergone before timestep i. Additionally, in a
probabilistic system like the ones we consider here, there may be a preponder-
ance of zeros – a large number of times where nothing happens – which confound
certain types of analysis.
4.2 Processes: Physical Motivation
The two primary methods for simulation of an Ising Spin system are the Glauber
and Metropolis algorithms. In this dissertation, we have chosen to focus on
Glauber dynamics, as they represent a slower system evolution and thus hope-
fully allow for more finely-grained results.
Glauber dynamics are equivalent to the known equilibrium distributions for the
Heisenberg spin system, but one reason they are equivalent is because they
“sample” more energetically favorable configurations repeatedly, and thus fre-
quently remain in the same state for a number of steps. Though this is certainly
68
representative of an underlying physical truth (energetically favorable systems
are more stable and more likely to persist for a significant period of time), it
makes many of our mathematical tools more difficult to use. In some sense, it
adds an additional variable to the problem - the question is not just “how does
the system change with time”, but also “and how often do those changes oc-
cur?” With that in mind, we will incorporate several techniques to try to restate
the problem in a more easily approachable way, such as using an altered time
scale when comparing to Brownian motion, or adopting a simpler algorithm
with guaranteed flips at every time step when we begin working with Stein’s
method for processes.
4.2.1 Delays Between Time Steps: How frequently does
a system under Glauber Dynamics change?
As we mentioned above, the fact that Glauber Dynamics can be stable for
several time steps is an important part of their usefulness and physical validity.
Even when we are removing that stability for computational reasons, we would
like further information about it. With that in mind, we wish to calculate the
distribution of delays between actualized spin flips.
One important simplifying factor in this computation is the fact that, if no spin
flip occurs, the likelihood of a spin flip occurring at the next time step is the same
as it was for the previous time step. So given a known spin system, the number
of time steps before a spin flip occurs is given by a Bernoulli Distribution.
What is the likelihood of a spin flip occurring, given a known spin distribution
σ?














4.3 Brownian Motion Simulations
The “instinctive” comparison for the behavior of infinite-temperature systems
is to Brownian motion - we expect essentially uncorrelated jumps with a certain
probability distribution. It quickly becomes clear, however, that this is an
incomplete comparison - the physical realities of the spin system effectively
impose constraints on the total movement and no similar constraint exists in
basic Brownian motion.
Our next approach, therefore, is to add a restricting potential to Brownian
motion and compare this behavior to that of the spin system. One particularly
simple such potential is the harmonic potential, but there are any number of
possibilities, and before pursuing a proof of any one potential, we wish to use
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simulations to attempt to determine the correct form.
There are a number of ways to compare the spin system and Brownian
dynamics. Three such methods, in order of increasing computation time, are by
comparing step size statistics, by comparing system moments, and by comparing
system distributions at a number of different time points. For any of these
computations, we require both a simulation of the spin system and a simulation
of the desired Brownian motion. Our previous code is sufficient for the first;
thus, we must next derive a simulation for Brownian motion in a potential.
We begin with Langevin dynamics (taken from wikipedia):
MẌ = −∇U(X) + γMẊ +
√
2γkBTMR(T ) (4.3)
In this equation, the left hand side represents mass times acceleration, the first
term on the right hand side is the gradient of any potential the object under
investigation may be subject to, the second right hand term represents the re-
tarding forces of viscosity and the third the actual random, Brownian-esque
motion itself. This is an unfortunately complicated equation, for our purposes,
but we can quickly make one major simplification: Brownian motion corre-
sponds, essentially, to the non-inertial case of Langevin equations – that is, the
case where the acceleration term is essentially zero. We can also absorb the
frictional coefficient into x and renormalize everything accordingly (and rede-
fine U to absorb those coefficients). Thus we can immediately reduce the above
equation to
Ẋ = ∇U(X) + ηR(T ) (4.4)
We now turn this into a finite differences equation. Two notes: we leave the
gradient term as it stands (and plan to use an explicit expression when evalu-
ating it), since we only plan to discretize the equation in time, and once again
we reabsorb the miscellaneous coefficients:
Xi −Xi−1
∆T
= ∇U(X) + ηR(T ) (4.5)
Xi = Xi−1 + ∆T∇U(x) + ∆TηR(T ) (4.6)
= Xi−1 +∇U(x) + ηR(T ) (4.7)
where R(T) is a Gaussian process.
Note that there are a minimum of two “tunable” parameters in this process -
the scale of the renormalized potential U(X) and the scale of η, which determines
the impact of the Brownian effect. In cases where the potential to be examined
is less well-defined (for instance, we postulate it is of the form a(x − x0) and
make no initial determination of x0), there may be more. This introduces the
problem of both finding a good fit and avoiding over-fitting in looking to find a
simple potential which may reflect the underlying dynamics of our spin system
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in some meaningful way.
If we truly wish to capture meaningful behavior, we need to make sure to
start by trying to reflect general behavior and not merely overfitting a single
point and then trying to generalize. We begin by looking at the case β = 0 in our
Heisenberg spin system at an average (for our systems) system size of 500 spins
and considering the distribution of the spin flip vectors ~ω, along with the mean
path behavior as a function of time and the standard deviation as a function
of time. It turns out that any single element of the spin flip vectors, once zero
vectors are removed, has a very unique triangular distribution. Similarly, if zero
vectors are removed, the magnitude of the spin flip vectors has a right triangle
esque distribution. These are both very characteristic and what we will look for
when trying to find a corresponding Brownian motion representation.
These triangular distributions are actually characteristic of the system re-
gardless of temperature, though at lower temperatures and higher beta we see
a higher standard distribution.
Considering the distribution of ω vectors in the high temperature β = 0
case, we see that, rather than the Gaussian distribution of classical Brownian
motion, they show a sharp, essentially triangular distribution. We wish to find
a potential which replicates this shape.
4.3.1 Subcritical vs Critical and Supercritical
Simulations
For the subcritical phase, we know that the net magnetization is likely to stay
close to zero and thus a simple restorative force centered at the origin seems
like a good potential choice for our Brownian motion fit.
For the critical and supercritical phases, the situation is a bit more complicated.
We expect the net magnetization to largely remain in a relatively small range
in both cases, but said range does not include zero. With that in mind, we
will consider restoring forces centered at the mean value of the magnetization,
but we will also consider the cases of both Brownian motion on a sphere and
Brownian motion reflected inside of a sphere.
Why Brownian Motion on a Sphere? While we wish to understand the
general behavior of the spin systems over time, a particularly interesting sub-
problem is the time required for a system with a strong magnetization (i.e., in
the critical or supercritical phase) to drift a substantial distance from its origi-
nal orientation. This subproblem requires only information about the angle of
orientation, not the magnitude of the net spin. Brownian motion on the sphere
is fairly well studied and provides a reasonable model for the angle of orienta-
tion, as in a sufficiently large system at low temperature, the magnitude of the
net magnetization is likely to remain confined, either to a sphere centered at
the origin or to a nearly two-dimensional shell.
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Figure 4.1: This histogram of the total magnitude of spin flips in a Heisen-
berg spin system at β = 0 evolving under Glauber Dynamics (with zero vector
removed) shows a characteristic right triangle shape difficult to replicate with
Brownian motion.
4.3.2 Comparisons to Brownian Motion
Unfortunately, the net result of our comparisons between the zero-filtered Glauber
dynamics and Brownian motion in various potentials was negative. The trian-
gular distribution characteristic of the Glauber dynamics was approximated in
only one case, that of Brownian Motion reflected within a sphere, and then only
provided that the size of the sphere was roughly the same as or smaller than
the size of the Brownian steps. Unfortunately, even this comparison proved to
be extremely superficial: it proved impossible to tune the Brownian step size
and sphere such as to match both the average step size and process standard
deviation as a function of a time simultaneously.
With the exception of the Brownian motion on a sphere and Brownian mo-
tion reflected within a sphere, all varieties of Brownian motion that we inves-
tigated reflected the same vaguely Gaussian shape in their step size magnitude
histogram profiles. Thus it seems unlikely that any restorative force centered at
the origin would lead to a good match with the behavior seen in the Heisenberg
Glauber dynamics. The dynamics for Brownian motion on a sphere similarly
represent a very poor fit with the data from the Glauber systems, though they
do not particularly resemble those of Brownian motion subject to a restoring
force, either. As we have already discussed, Brownian motion within a sphere
comes closest to resembling the behavior seen in systems with Glauber dynamics
but even this resemblance is rather shallow.
It is worth noting that for the very low temperature regime β ≈ 10, the
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Figure 4.2: Each coordinate component of the spin flips (with zero vectors
removed) shows a histogram which looks triangular, rather than the typical
normal distribution of a standard Brownian motion path.
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Path Length Standard Deviation for 50  = 0 Systems
As a Function of Time
Figure 4.3: The path length standard distribution for a set of 50 β = 0 systems
with 500 spins quickly reaches a stable value of approximately 30.
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Path Length Standard Deviation for Brownian Motion with Step
Size 4 Reflecting Within a Sphere of Radius 2
Figure 4.4: For 50 systems of Brownian motion reflecting within a sphere of
radius 2 with a step size of 4, the path length standard deviation averages
around 1.5, far lower than the 30 seen in the Heisenberg system.
Figure 4.5: This histogram of step size magnitude for a Brownian motion system
of step size 4 reflecting within a sphere of radius 2 somewhat resembles that of
the Heisenberg system, but the similarity is far from complete.
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Figure 4.6: The histogram of the X coordinate for the step vectors of the system
from the previous figure resembles that of the Heisenberg system in shape but
is slightly too large.
Figure 4.7: Rescaling the Brownian motion reflected within a sphere so that the
sphere is of radius 1 and step size is 2 gives a better match in the X component
histogram.
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Figure 4.8: However, rescaling as in figure 4.7 also leaves the high point in the
step magnitude histogram, seen here, positioned below rather than at 2.
Figure 4.9: The histogram of the step size magnitude for a system following
Brownian motion on a sphere of radius 1 with a step size of 1 is almost a
reversed version of the Glauber dynamics histogram we wish to replicate.
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Figure 4.10: Decreasing the step size to .1 from the previous system in figure
4.9 only increases the discrepancy with the Heisenberg system.
Figure 4.11: Increasing the step size to π for the system in figure 4.9 turns the
histogram of Cartesian step size magnitude into a nearly flat graph.
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Figure 4.12: Like most instances of Brownian motion under a moderate restora-
tive potential (see below), Brownian motion under a harmonic potential leads
to a step size magnitude histogram that appears roughly normal with a long
right hand tail.
Figure 4.13: Decreasing the magnitude of the harmonic potential in the above
graph leads to a histogram with, again, a somewhat Gaussian shape shifted to
the left, implying smaller average step size magnitude.
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Figure 4.14: Applying a constant restorative force scaled equally to the Brown-
ian motion term leads to a histogram rather similar to that seen for the harmonic
potential.
Figure 4.15: As with the harmonic potential, decreasing the size of the force
applied shifts the histogram towards the origin.
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Figure 4.16: On the other hand, increasing the size of the applied constant
restorative force shifts the histogram dramatically away from the origin.
Figure 4.17: As a quadratic force scaled equally to the Brownian motion term
leads to unstable results, we instead scale our quadratic to be one tenth as large
as the Brownian term for this first histogram, which again resembles that of
both the harmonic and constant force histograms.
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Figure 4.18: Decreasing the size of the quadratic force to one tenth previous
value barely affects the resulting histogram.
Figure 4.19: Meanwhile, increasing the scaling on the quadratic force to one
quarter of the Brownian term shifts the histogram very slightly away from the
origin.
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Figure 4.20: Under a restorative force which grows as the square root of distance
from the origin, we find a step size magnitude histogram which greatly resembles
most of our previous Brownian motion histograms.
Figure 4.21: Decreasing the scale of the square root restorative force to one
tenth that of the Brownian term moves the peak of the histogram leftward from
roughly 2 to roughly 1.5.
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Figure 4.22: On the other hand, scaling the restorative force to ten times that
of the Brownian term pushes the peak of the histogram very far right to around
90.
Figure 4.23: At β = 3, we see the same essential shape in the histogram of spin
flip vector magnitudes under Glauber dynamics as for the β = 0 case shown in
figure 4.1.
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Figure 4.24: Similarly, the β = 3 histogram of the X component of the spin flip
vectors has the same triangular shape as seen in figure 4.2.
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Path Length Standard Deviation for 50 Systems of 500 Spins
at =3 Evolving Under Glauber Dynamics
Figure 4.25: The path length standard deviation for the β = 3 case steadily
increases until it reaches approximately 100.
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Figure 4.26: At β = 4, the peak of the histogram for the spin flip vector
magnitudes begins to move leftwards towards the origin but still fails to resemble
any of our Brownian motion profiles.
Figure 4.27: The β = 4 histogram of the X component of the spin flip vectors
continues to have the same triangular shape as seen in figures 4.2 and 4.24.
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Path Length Standard Deviation for 50 Systems of 500 Spins 
at =4 Evolving Under Glauber Dynamics
Figure 4.28: The path length standard deviation for the β = 4 case continues
to increases above 100.
behavior of the spin flip magnitude histograms does begin to resemble that of
a Brownian motion system subject to a restoring force. Unfortunately, we were
unable to further explore this anomaly owing to a lack of time.
4.4 What Do We Mean by Stein’s Method for
a Process?
Before we start working on a Stein’s Method proof for the time evolution of
the Heisenberg Spin System, we need to discuss exactly what we mean by such
a proof. We are considering a stochastic system whose evolution is partly de-
termined by physical forces and partly by randomness, a system of many spins
which can change over a long time. How can we characterize such a process?
One way to characterize a process is via its infinitesimal generator, an oper-
ator which can evolve a system continuously through time. Such an approach
works best with a continuous time model, however, and the result is not easily
interpretable to nonexpert eyes - it is not easy, for instance, to see how Brown-
ian motion arises from the Laplace operator, its generator (other than to note
that both are related in some sense to diffusion) - the two appear to relate to
forces at completely different scales.
Another way to characterize such a process would be to look at its probability
distribution over time, but for a case such as ours, with many different particles
that may or may not be affected at a many different time steps, this becomes
a very complicated endeavor on a probability distribution that quickly becomes
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rather diffuse, and again becomes very difficult to pull useful information from.
With that in mind, we are choosing possibly the simplest possible way to
characterize the general behavior of such a process - we wish to find a distri-
bution φ(T ) and a function T (M,N) such that, for any t > 0, N > 0, there
exists M0(N) such that T (M0(N), N) = t and limN→∞G(Ω(t)) = φ(t), where
Ω(t) is the difference between the net spin at some initial time s and some later
time s+ t. Here G(Ω(t)) is some sort of characterizing function of Ω, φ(t) is the
“idealized” function to which G converges at sufficiently large M and N , and
T (M,N) and M0(N) jointly describe how the time dependence of the system
change with increasing N . To return briefly to chapter 2, T (M,N) provides,
for instance, a way to normalize the time to equilibrium. In that case, since
time to equilibrium is very roughly linear as a factor of the number of spins, we
could write T (M,N) ≈ M/N and M0(N) = mN . To describe convergence as
N increases, we therefore hold M0(N) rather than M constant.
Even having settled on a far narrower definition to work from, there remain
a number of questions about the ideal final form of Stein’s Method. In order
to apply Stein’s Method, we require both a specific statistic of the system’s
path and the distribution of said statistic for an infinitely large system. There
are several possible statistics for this problem, none of which fully capture, by
themselves, the behavior we wish to study.
The most “comprehensive” assessment would be to determine the probabil-
ity distribution over the entirety of the sphere of possible net spin values as a
function of time. This approach is not ideal, however, in several ways. For one
thing, the information contained in this distribution is inherently redundant,
as the system symmetry means that we expect no variation in φ. For another,
the complexity of the likely distribution makes finding a target distribution and
characterizing equation more challenging than is perhaps necessary, and while
it is entirely possible to find a Stein’s Method proof for a multi-dimensional ran-
dom variable, given the complexity of the problem, assessing single-dimensional
variables is likely to be more promising.
One option would be to assess the angular drift as a function of time. Given
an initial net spin lying entirely along the z-axis, what is the distribution of the
net spin direction as a function of θ for later times? This is a very valuable and
telling statistic that lies at the heart of many of our initial questions regarding
system stability, but it is also very limited - it says nothing about how the
magnitude of the spin varies with time, and given the underlying geometry of
the system, there will be some point where the distribution as a function of θ
will become uniform and provide no further information.
Another possible statistic would be the magnitude of the projection of spin
at time t onto the initial spin. This gives some of the same information as
above, allowing us to determine how much of our initial spin has “disappeared”.
This again lacks information about the variation of the magnitude of the spin,
though, and is at least initially not well-defined - should the magnitude of the
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projection be given as a number or as the ratio to the initial spin, and if the
latter, to the actual given initial spin or the average initial spin?
Filling in the holes in the above two statistics is the change in the net magnitude
of the spin. This lets us determine the stability (or lack thereof) of the net spin
magnitude over time, but doesn’t do a very good job determining the overall
spin drift. This statistic also suffers from the same lack of definition mentioned
for the projection of the spin above.
A final option for a system statistic is the magnitude of the vector between
~S(0) and ~S(t). This blends the above statistics and captures both changes in
direction and changes in magnitude, but because it encompasses both of these
variations, it does not provide particularly clear information on either.
A variant of the above option, and the option we have chosen to most strongly
pursue, is to use the entirety of the vector between ~S(0) and ~S(t), here called ~V .
This preserves virtually all interesting behavior, though studying it requires, at
some level, use of multivariate methods.
One advantage of studying ~V is that we can determine via physics its long
term behavior. For sufficiently large M , since our system is a bounded one,
we expect ~S(t) to go to the equilibrium distribution, “forgetting” its original
alignment. This gives us a target distribution for Stein’s method - in each case
(subcritical, critical and supercritical) we expect ~V to converge to the equilib-
rium distribution plus the constant vector ~S(0). The interesting question we
hope to answer with Stein’s method, then, is how quickly does this convergence
occur?
Before we consider these statistics at all, however, we wish to find one or
more examples of exchangeable pairs for the underlying system paths. It is
generally much easier to prove the exchangeability of pairs formed from the
underlying system and then use the fact that statistics of exchangeable pairs
are themselves exchangeable (as shown in Chapter 2) than to try to directly find
and evaluate pairs of the actual statistic. In the next section, we will consider
several possible exchangeable pairs and evaluate their suitability for use with
Stein’s Method.
4.5 Possible Exchangeable Pairs for the
Dynamically Evolving System
To apply Stein’s method of exchangeable pairs to the time evolution dynamics
of the Heisenberg spin system, we need a suitable choice of exchangeable pairs
- two sets of snapshots of the system, each of which contains the vector of
each spin at each timestep, which are sufficiently close to find a well defined
distance between the two. In the stationary case, the exchangeable pairs used
by Kirkpatrick and Meckes replace one spin from the system with a spin chosen
using the expected probability distribution of the system as a whole. Here, the
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task is more complicated, because the relationship between time steps in the
system introduces a further complication.
As you may recall from chapter 2, the definition of an exchangeable pair
is that of two random variables or sets of random variables W and W ′ such
that the distributions (W,W ′) and (W ′,W ) are identical. For instance, any two
independent and identically distributed random variables are exchangeable.
This latter point is of great interest to us. In thinking about our problem,
we have largely considered the spin flip vectors ωi to be our random variables.
However, though these spin flip vectors are in fact themselves random variables,
they are also, at heart, a function of simpler, underlying random variables.
Remember that in running our Glauber algorithm, we generate three in-
dependent random variables at each step. Firstly, we generate an integer, uni-
formly distributed between 1 and N , to determine which spin to attempt to flip.
Next, we generate a random vector uniformly distributed on the unit sphere as
the possible flipped position of the sphere. Finally, we generate a random num-
ber uniformly between zero and one and compare it to the Glauber evolution
function to determine if the spin is actually flipped. In other words, each spin
flip vector ωi is a deterministic function (and thus a statistic) of the state of the
system at time i and three independent random variables.
What does this mean? Among other things, it means that, rather than
regarding our dynamically evolving system as a process of weakly-dependent
spin flip vectors, we can regard it as a combination of an initial state and a set







is the initial state of N spins, j = (j1, j2, ..., jM ) is a vector of random variables






M ) is a vector of random
vectors uniformly distributed on the sphere, and r = (r1, ..., rM ) is a vector of
random variables uniformly distributed between zero and one. This, in turn,
immediately shows the existence of several different choices of exchangeable
pairs, since none of σ0, j, σ
′
and r are dependent on the other three and only
σ0, which should be generated from the equilibrium distribution of the system,
has any internal dependencies.
Thus we can generate an exchangeable pair by choosing any component of
the above four vectors and replacing it. In the case of σ0, we would choose an
initial spin i and replace its value by Gibbs sampling the system. For the other
three vector, we can choose a component of the vector (either at random from
a given set or by, e.g., always choosing the last element of the set) and replace
it with another random variable drawn from the same uniform distribution.
Unfortunately, while such exchangeable pairs can be generated very easily, the
mathematics that arise from such choices are very tangled and complicated.
What about choosing to offset W and W ′ by one time step - i.e., choosing
our exchangeable pair such that σ0 = σ
′
1 or σ1 = σ
′
0? It’s not immediately clear
that these form an exchangeable pair. Firstly, as an exchangeable pair requires
(W,W ′) = (W ′,W ), so we would need to require that offsets in both directions
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(W starts earlier or W ′ starts earlier) are equally probable. However, given
that Glauber algorithm is equivalent to the equilibrium distribution, we could
generate an exchangeable pair of M−1 timesteps by first generating a system of
M timesteps, then choosing which subset was W and which was W ′ by flipping a
coin. It may also be possible to evolve the system in reverse (in order to find W ′,
when necessary): Starting from the initial time of W , choose a spin at random
by generating a random integer. Then, as Glauber dynamics are reversible in
equilibrium (see appendix), we can generate a new spin and determine whether
or not to substitute it at time −1 by using the familiar Glauber method.
Finally, there is the very simplest choice of exchangeable pairs: that where
we simply regenerate the final timestep of σ to find σ
′
. By considering only the
final timestep, we remove any ripple effects that could propagate from an earlier
timestep. In addition, this choice can be combined with a minor simplification
to reduce to the equilibrium case considered in Kirkpatrick and Meckes, allowing
us to lean heavily on previous results.
4.5.1 The Relationship of an Exchangeable Pair
Let’s take a step back and think about the general properties of the exchange-
able pairs introduced above. It may be helpful to first reintroduce some nota-
tion. Given a Heisenberg spin system of a discrete number of spins evolving via
Glauber algorithm over some predetermined period of time, we have
M is the total number of time steps, generally indexed by m.
N is the number of spins in the system, generally indexed by n.
The nth spin at timestep m (for the first element of the exchangeable pair
(W,W ′)) is σn,m.
The set of all system spins at timestep m is σ(m)
The time-vector of the single spin n (the procession of all spin vectors held by
the spin n) is σn. The set of all σ(m) (or of all σn) is σ.
~Sm is the total spin vector of the system at time m: ~Sm =
∑N
n=1 ~σn,m.








~Sm, which represents a sort of temperature-normalized net spin.
We denote by km the index of the spin that is flipped between timesteps m and
m + 1. Regardless of whether or not this spin is actually flipped, such a selec-
tion index is generated by the Glauber algorithm as one of the three underlying
random variables discussed above.
~ωm = ~σkm,m+1−~σkm,m - this vector represents the change in spin for the flipped
spin. If no spin is flipped between timesteps m and m+1,, ~ωm = 0.
~Vm is the total vector of spin flips over the first m timesteps (or m-1 flips) :
~Vm =
∑m−1
j=1 ~ωj . Note that
~Sm = ~S1 + ~Vm, or ~Vm = ~Sm − ~S1; more generally
~Sm − ~Sp = ~Vm − ~Vp.
Variables relating to the second element of the exchangeable pair instead of the
first take a prime (′).
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We are primarily interested in examining the path statistics of ~Vm. We expect
these variables to vary with time step m and would like to characterize the
ways they evolve in the same way one can characterize, for example, brownian
motion.
When attempting to characterize ~Vm via Stein’s method, we can look at an
exchangeable pair of systems (W,W ′) and consider how it varies between the
systems. For most choices of exchangeable pairs as discussed above, these statis-
tics will end up varying as a function of ωkm . The exact function of ωkm and any
restraints and underlying probability distributions will depend on the specific
choice of exchangeable pair, but this dependence indicates it is worth taking
some time to more closely investigate ωkm and determine some of its basic
properties.
4.5.2 Considering ωm
Since ~ωm is a difference between a variable vector (σkm,m and any possible
vector on a ball of radius 1, it has an image space dependant on said variable
vector. Since σkm,m+1 = σkm,m +ωm, and σkm,m+1 is constrained to the sphere
of radius 1 centered at 0, we see that the available image space for ωm is the
unit sphere centered at −σkm,m.
Further, since we know that |σkm,m| = 1, we see that in general (given no
information about the relevant σkm,m), the range of ωm is the three dimensional
ball of radius 2 centered at the origin - this is what we get from taking the union
of all possible unit spheres centered on points of the unit sphere centered at the
origin.
(See suggested graphics on accompanying page)
Furthermore, we can then work backwards from any point in this sphere to
determine possible σkm,m which can be associated with that given ωm. Since
σkm,m = σkm,m+1 − ωm, and σkm,m+1 are again restrained to the unit ball
centered at the origin, we see that the space of possible σkm,m associated with a
given ωm is the unit ball centered at −ωm. We can add the additional restriction
that σkm,m must be on the unit ball centered at the origin, so the space of
possible σkm,m associated with a given ωm is given by the intersection between
the unit ball centered at the origin and the unit ball centered at −ωm. In the
case where ωm = 0, this intersection is the entire unit ball; in all other cases,
this intersection is given by a circle centered at −ωm/2, of radius
√
1− ω2m/4
(using the pythagorean theorem) and perpendicular to −ωm. In cases where
|ωm| = 2, this circle reduces to a single point at −ωm/2.
From the above information we can begin to determine the general probability
distribution of the ωm given an equilibrium distribution over the σkm,m, or given
any other distribution over the σkm,m.


























We begin by separating out those terms which are independent of km and there-
fore do not change between the two summations. We use this identity, along


















σi,m(σkm,m+1 − σkm,m) (4.11)




i6=km σi,m + σkm,m and (σkm,m+1 −













Now we can use the set of possible σkm,m associated with ωm that we discussed
above to parameterize the relevant σkm,m: choose normalized vectors r1 and r2
to form an orthogonal basis with ωm, and we can write the set of relevant σkm,m
as
{
~s|~s = − ~ωm2 +
√



















−2J( ~Sm − ~s(θ)) · ~ωm
)]−1
dθ (4.15)
where the factor of 34π is the inverse of the surface area of the unit ball, reflecting
the uniform probability of possible ωs being taken over the sphere.
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4.6 A Stein’s Method Approach for the
Subcritical Case
We return to the case where our exchangeable pair consists of two systems
where only the last timesteps differ - that is to say, the case where σ(i) = σ
′
(i)
for i = 1, ...,M − 1 but ω′M is regenerated and may not be equal to ωM , so
that σ(M) may or not be equal to σ
′
(M). As mentioned before, this case can
be reduced to some degree to that considered in Kirkpatrick and Meckes [12],
provided we make a slight modification to the Glauber dynamics: rather than
uniformly generating a random spin, then determining whether or not that spin
is allowed to occur with an additional random variable, we instead generate
a new spin value from the equilibrium distribution and assign it definitively
without allowing for the possibility the original spin remains the same.
A quick list of definitions:





i=1 σi. Note that σ here
has only one index, reflecting its usage in an equilibrium case without a
time index.






• ~Vm is a drift vector reflecting the distance traveled by ~Wm,N : ~Vm =
~Wm,N − ~W0,N . It is ~Vm we hope to characterize in this proof, albeit
indirectly.
• ~Ym = ~Vm + ~W0,N is the vector we will directly characterize. As discussed
above, we expect ~Vm to, at sufficiently large m, have a distribution equiv-
alent to that of the equilibrium case offset by the initial value of ~W0,N ,
thus ~Ym should be normally distributed about the origin. Note that, as
a function of these definitions rather than any intrinsic property of ~Ym,
~Ym = ~Wm,N
• ~ωm is the difference between ~Wm,N and ~Wm−1,N : ~ωm = ~Wm,N − ~Wm−1,N
• Primed items, such as ~ω′M , refer to the second element of our exchangeable
pair. As noted above, σ(i) = σ
′
(i) for i = 1, ...,M −1 but σ(M) may or may
not be equal to σ
′
(M)
With these definitions in mind, we wish to show the following:
Lemma 2. Let (X,X
′
) be the exchangeable pair previously defined, in particular
the statistic ~YM of that exchangeable pair (which is itself an exchangeable pair, as
shown in chapter 2). Then for any g ∈ C2(RNM ), there exists C1, C2 depending
only on the Lipschitz constant of g and maximum operator norm of Hess(g)
such that
|Eg(X)− Eg(Z)| ≤ C1√
N
+ C2|E(~ωM )| (4.16)
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Now we wish to very carefully draw the analogy between our current case
and that presented in Kirkpatrick and Meckes. To make our Stein’s method
approach, we first need to find E(~Y ′m − ~Ym|σ). We can expand this out:
E(~Y
′
m − ~Ym|σ) = E(~V
′
m + ~W0,N − ~Vm − ~W0,N |σ) (4.17)
= E( ~W
′
m,N − ~W0,N − ~Wm,N + ~W0,N |σ) (4.18)
= E( ~W
′
m,N − ~Wm,N |σ) (4.19)
Now the relation between ~W
′
m,N and




~WN in Kirkpatrick and Meckes: in both cases, a single spin




~Wm,N , in contrast, may and will frequently vary by two
spins. However, we can easily rewrite the difference in our expected value so as
to deploy the analogy we wish to use by using the definition of ~ωm:
E(~Y
′
m − ~Ym|σ) = E( ~W
′
m,N − ~Wm,N |σ) (4.20)
= E( ~W
′
m,N − ~Wm−1,N − ~ωm|σ) (4.21)
As σ, the set of all vectors describing the system at all times, is given, we




m − ~Ym|σ) = E( ~W
′
m,N − ~Wm−1,N |σ)− ~ωm (4.22)
= E( ~W
′
N − ~WN |σ)− ~ωm (4.23)
Now we can pull in the results from Kirkpatrick and Meckes: they find
E( ~W
′







where the precise value of R is not important at the moment. Plugging this into
our equation and rewriting first in terms of ~Vm then in terms of ~Ym, we find
E(~Y
′
m − ~Ym|σ) = E( ~W
′














~Wm−1,N +R− ~ωm (4.27)
We now can write ~Wm−1,N as ~Wm,N − ~ωm using our definitions, then convert
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~Wm,N to ~Ym as well
E(~Y
′














































We wish to pause for a moment here to make some notes about the form of
R0 and its ultimate contribution to our results. R0 contains one set of terms (R)
with a heavy dependence on N and no dependence on M , and an ~ωm term with
no outward dependence on M and only a minor dependence on N . Intuitively,
we might expect or hope that both terms would have a dependence on M that
sent them to zero as M went to infinity. What’s going on here?
Our assumption is that, for sufficiently large times, the distribution of ~Ym
goes to the equilibrium distribution of the system; however, this equilibrium
distribution is not equal to the normal distribution but rather approaches it, as
a function of N , as seen in (among other things) the N dependence of R. Thus
there is a non-M dependent term in our remainder and so we must rephrase our
inquiry: how quickly does the non-equilibrium based error term go to zero?
This non-equilibrium error term is that which involves ~ωm. So the question
becomes, does ~ωm go to zero as m goes to infinity? If so, why, and how quickly?
The answer to the initial question is that ~ωm does not go to zero as m goes
to infinity but E(~ωm), which is the term which is actually necessary for the
proof, does go to zero as M/N goes to infinity. At early times, the system
will have a well defined net spin and a similarly well defined set of possible
spin flip vectors. As time increases, the possible values of the net spin will
smear out, similarly smearing out the possible values of the spin flip, until
eventually the spin flip distribution is essentially symmetric around the ball
at which point its expectation value will go to zero. This in turn means that
E|R0| ≤ f(M/N) + E|R′|, where f(M/N) is some function which goes to zero
as M/N goes to infinity.






m − ~Ym)T |σ
]
. AS before, we lean heav-
95













m + ~W0,N − ~Vm − ~W0,N )×
(~V
′







m,N − ~W0,N − ~Wm,N + ~W0,N )×
( ~W
′
m,N − ~W0,N − ~Wm,N + ~W0,N )T |σ
]
(4.33)
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Substituting in results from [12] and noting again that knowledge of ~ωm is
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Reorganizing terms and using the fact that Λ is merely a constant times the
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= 2ΛΣ +R1 (4.41)
where Λ is the same as above, Σ is an identity matrix and
R1 = R
′








+ (1− 2Λ)ωmωTm (4.42)
Finally we need to consider the E(|~Y ′m − ~Ym|3) term. Again, we note that by






~Ym = ~Wn + ~ωm. In this




m − ~Ym|3) = E(| ~W
′
n − ~Wn − ~ωm|3) (4.43)
≤ E(| ~W
′





n − ~Wn|+ |~ωm|3) (4.44)
We do, however, know that as ~ωm represents a single spin flip, its maximum
value is given by

































Thus every term in E(|~Y ′m − ~Ym|3) can be bounded by Cn3/2 for some constant
C and dies off at the same rate in the equilibrium proof.
Now, we wish to use Theorem 14 from Kirkpatrick and Meckes [12] to com-
bine the above results into a meaningful insight. Said Theorem reads as follows:
Theorem 3 (Theorem 14 From [12]). Let (X,X) be an exchangeable pair of
random vectors in Rd. Let F be a σ-algebra with σ(X) ⊂ F, and suppose that
there is an invertible matrix Λ, a symmetric, positive definite matrix Σ, an












−X)T |F] = ΛΣ +R
′
(4.50)
















where M1(g) is the Lipschitz constant of g and M2(g) is the maximum operator
norm of Hess(g).
From this, we see that, if we can find bounds satisfying all three terms,
we can make a general bound on the behavior of ~Ym. However, the unknown
M -dependence of ωM means we cannot bound the terms as neatly as in the
equilibrium proof. Instead, we can draw out those terms with the highest bounds
and place them as our nominal bounds on the normality of ~Ym.
As mentioned in our discussion above, we expect our overall bounds to in-
clude one section bounded solely by a function N and another, more interesting
to us, bounded by some function of M/N , possibly with an additional depen-
dence on N alone as well. As in the equilibrium case, it appears the term
bounded purely by N falls off as 1/
√
N .
As to the terms dependent on M , all are dependent on ωM or some multiple
or power thereof. We believe that E(ωm) dies off with increasing M , so that the
general bound established by this approach is of the form∣∣∣Eg(X)− Eg(σ1/2Z)∣∣∣ ≤ C1√
N
+ C2|E(~ωM )| (4.52)
as asserted in the lemma at the start of this section.
More sophisticated mathematical tools, beyond the scope of this dissertation,





Our overarching goal in this dissertation was to better understand the evolution
in time of a mean field Heisenberg spin system. To that end, we first returned to
the system in equilibrium, where we developed tools for simulating said evolution
through Glauber dynamics and explored Stein’s method through an example
proof for a mean-field Ising spin system and through tightening an existing proof
for the equilibrium dynamics of the subcritical Heisenberg system in Kirkpatrick
and Meckes [12].
We then moved on to examining the evolution in question. We compared
Glauber dynamics to Brownian motion and found Glauber dynamics to be, in
most temperature ranges, a very unique and unusual process. We looked at more
depth into how a Stein’s method proof for a process would work and what the
results it would produce would look like. Finally, we suggested several possible
exchangeable pairs to use with Stein’s method and offered an explicit Stein’s
method approach for the case of subcritical β using a modified non-Glauber
form of time evolution.
The usage of Glauber dynamics to evolve Heisenberg systems of any type is,
so far as we can tell, very unusual, though they are often used with Ising systems.
It is our position that, having explored this usage, it is not well suited and a
different means of algorithmic evolution should be developed. We maintain
that certain elements of the Heisenberg spin system allow for certain effects,
like precession, to be modeled that cannot be accounted for in Ising models,
but there are few strong methods today to model these time-dependent effects
probabilistically in large systems.
We propose that an alternate method of evolution be designed that follows
the algorithmic example set by Glauber dynamics, to allow easier handling
than full differential equations, but is based more thoroughly in experimental
and basic physical results. That Glauber dynamics are biased firstly towards a
totally stationary state and secondly towards relatively large spin flips, as seen
in the section on Brownian motion, suggests nonphysical behavior. The exact
form of this new method of evolution is beyond the scope of this dissertation,
but our hope is that such a form may be found that allows for more explicit
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comparison to physical reality and is more easily treatable by the statistical
tools we attempted to employ here.
In the rest of this section we discuss several related problems that arise from
our research and which we hope future researchers may be interested in pursuing
further. The first of these is a hole in our current research on Markov chains,
while the second is a more in depth discussion of the problems with the Glauber
model as applied to Heisenberg systems. Both are beyond the scope of this
dissertation, yet seem to provide fruitful avenues for future work.
5.2 Glauber Dynamics as a More General
Markov Model
When considering the Heisenberg mean field model under Glauber dynamics,
a number of approaches and related problems were considered. One of the key
features of Glauber dynamics is its frequent lack of change between time steps.
In addition, if the model does not change, its probabilistic behavior remains
the same for the next timestep, and should the system return to precisely the
same arrangement, its behavior would again be unchanged. Thus the system
represents a form of Markov chain, though a rather high-dimensional one. In
fact, our simulations on the system form a Markov chain Monte Carlo.
Unfortunately, this characterization of the system as a Markov chain is less
useful than one would hope, despite the vast amount of literature on Markov
chains in general. It seems that little work has been done on characterizing
multidimensional functions of underlying Markov variables. In particular, given
a Markov chain of a system of weakly dependent variables, there is little work
on predicting behavior of non-scalar functions of those variables. This seems
like a potentially broad class of problems with useful applications in physics and
engineering.
Consider, for instance, a room with an arrangement of light bulbs of varying
frequencies, wired in such a way so that each light bulb interacts weakly with
all other light bulbs. In the center of the room, a photometer reads the light
and its frequencies at this position. Provided that the lightbulbs may vary
their frequency and amplitude, this represents a simular problem to that of our
Heisenberg system, can again be represented by a Markov chain, and cannot be
directly tackled by any Markov chain tools currently available.
For a third example, consider an array of antennas transmitting in a semi-
steady state. We are concerned with the electromagnetic energy at one such
antenna. Unless specifically shielded, the energy emitted from one antenna
affects the other antennae, if weakly, and so the system variables are weakly
dependent. Given the semi-steady-state nature of the transmissions (and as-
suming no time-delayed reflections), this again represents a Markov chain, but
we have no way to use Markovian tools to understand the behavior at our target
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antenna.
With that in mind, we would like to suggest as a field of inquiry the ques-
tion of understanding multidimensional rather than scalar functions of Markov
models. In many cases like the ones above, a scalar function of the system under
study is insufficient to characterize the information desired, but a study of the
entire system as a whole represents an extreme redundancy - we do not need to
know how bright it is everywhere in the room, only at the photometer. It seems
as though there should be some way to use Markov chain tools to remove some
of the complexity of such models, but for multivariate variables, there seem to
be few such tools to even try using.
5.3 Glauber Model Difficulties
The majority of this paper has used Glauber Dynamics applied to the Heisenberg
mean field model. This was chosen in part because of their frequent use with
Ising models, but the choice has not been an ideal one. Glauber models have
many difficulties when working with Heisenberg systems and it is worth briefly
addressing them.
Let us first consider the physical complaints one may lodge. First and fore-
most, there is no easy way to map Glauber dynamics to real world dynamics.
Is each Glauber timestep the same length? The abrupt and random flipping
of spins does not preserve energy or net spin and thus does not represent ei-
ther a true quantum interaction, like Kawasaki dynamics, or a more gradual
change that might come from interaction with some thermodynamic bath and
be modeled by a differential operator and slow linear change.
In the case of both Ising and Heisenberg models, Glauber dynamics can
develop the expected equilibrium, but there is no way of knowing if they accurate
reflect the stability of that equilibrium. This is more of an issue with Heisenberg
models, which do not have the relatively strong stability of Ising models, but is
the Ising stability reflected in the Glauber dynamics true to life?
On the mathematical level, Glauber dynamics are tricky because, as dis-
cussed in the section on exchangeable pairs for the Heisenberg model, they do
not represent a single vector of random variables but rather a set of three or four
such vectors. This is a large amount of uncertainty to address mathematically,
hence why our best result came only when we reduced some of the uncertainty
of the Glauber dynamics by switching to a model which forced a change every
time step. The large number of “null flips” in the Glauber dynamics make them
difficult to analyze as well, since every calculation must carry around a (highly
non-trivial) zero term.
In sum, Glauber dynamics, though extremely valuable in the Ising model
case, fail to either reflect anticipated physical reality or offer a particularly
mathematically tractable model in the Heisenberg model. We suggest that
some other model, either derived from first principles via coupled differential
101
equations or exploiting well-understood physical and mathematical tools such
as Brownian motion, be used in any future work involving the evolution of a
Heisenberg system.
5.4 Future Directions
The work we have done has exposed a gap in both the mathematical and physical
tools available to help understand the evolution of spin systems. In cases where
the Ising system imposes an artificial stability, we look to Heisenberg models
to help fill a gap, but the methods to deal with the Heisenberg system are
currently underdeveloped. We hope that the development of improved Markov
chain techniques capable of dealing with multivariate functions of the chain
itself will provide new mathematical ways to deal with these systems, while new
models of time evolution drawn from and tested against the physical realities
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During the sections discussing comparisons between Brownian Motion and the
behavior of the system, we discuss several types of “special” Brownian motion.
Here we discuss those variations and the assumptions and choices underlying
them in greater depth, and offer the pseudocode underlying our simulations
with commentary.
B.1 Brownian Motion On the Sphere
Brownian Motion on the sphere is a simple but not well defined notion: rather
than allowing a particle to “diffuse” randomly across a flat two dimensional
plane, we confine it to the surface of the sphere. The problem with this notion
is that there is not single “correct” way to a map a full infinite plane to a
finite surface like a sphere - locally, for a sufficiently small area of the plane,
this can be done with no problem (and with as small an induced curvature as
desired), but brownian motion must, necessarily, remain valid and self-similar
across multiple time and spatial scalings, and this introduces a problem.
Generally speaking, physicists prefer injective or one-to-one functions. We
can find such a map from the plane to the circle, but its properties make it far
from ideal: Map the origin to the point with θ = φ = 0. Now for every point
in the plane, its corresponding point in the sphere is given by φ = tanh−1(y/x)
and θ = 1− 1/
√
x2 + y2. The problem with this map is that it heavily distorts
the relations between points far from the origin - as x and y go to infinity, the
increasing value of θ means that the distance between them shrinks continuously.
In other words, local distance is unreliable for points far from the origin. The
finite nature of the sphere’s surface means no mapping can avoid distorting
distances entirely, but we can at least attempt to preserve local distances.
To do this, we choose to use a periodic mapping to the sphere. This mapping
is no longer injective, but preserves local distances, and allows a relatively sen-
sible way to handle outlying points of brownian motion at smaller scales. (At
larger scales, as we will see later, the periodic mapping means we eventually
stop seeing scaling as our time and spatial scales increase.) To map a vector in
this way, we use the length of the vector to determine distance along a great
circle (a sufficiently long vector may circle the sphere multiple times) and use
111
the relative values of x and y to find the appropriate angle along which to place
our great circle.
Given this mapping, we can find a generator of Brownian motion more nat-
ural to the sphere. Our construction is as follows:
We identify the angular coordinates of the current position on the sphere
and generate a normal random variable X and a uniform random variable Y,
where 0 ≤ Y ≤ 2π. The random variable X indicates the distance to be traveled
and at sufficiently small times should reflect the normal time/space Brownian
motion scalings. (At larger time scales, such scaling will still be incorporated
into the generation of the random variable, but these effects will eventually
become invisible due to the finite size of the sphere.) The random variable Y
indicates the direction in which this movement should occur, with an angle of
0 indicating the motion should be directly towards the z-axis.
In order to find our new location, we proceed a distance X along the great
circle specified by our current location and the uppermost point of the sphere
along the z-axis. We then rotate this interim position by Y radians around the
axis given by our previous position.
To find the interim position, we divide X by R to find the angular distance
covered by the movement, and subtract this value from the value of θ at the
previous location (hereafter this previous value of θ will be denoted θ0). We
subtract rather than add because we wish positive X values to indicate move-
ment towards the top of the sphere. If θ0−X/R is less than 0 or greater than π,
we write it instead as −(θ0−X/R) or 2π− (θ0−X/R) and convert the previous
value of φ, φ0, to φ0 ± π in order to keep our variables in the proper ranges
while remaining at the same point.
We now incorporate the rotation factor given by Y via the Rodriguez Ro-
tation Formula. This formula is essentially the same as that of an ordinary
rotation around a given axis, but the particular representation makes for easy
computation in Matlab.
B.2 Brownian Motion Reflected Within the
Sphere
The mathematics of this method are a bit tricky to construct. Effectively, given
an initial point and a vector of Brownian motion that takes us outside the
sphere, we need to determine 1) the portion of the vector necessary to hit the
sphere and the portion of the vector which would extrude from the sphere, 2) the
point at which the vector intersects the sphere and the plane perpendicular to
the corresponding radius and 3) ultimately, the new final location of the vector
within the sphere after reflection. Taking this point by point:
Without loss of generality, we can assume that the initial point ~r prior to
movement lies on the z-axis. Let ~r′ be the vector representing the brownian
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motion at the given timestep, and let θ be the angle between ~r and ~r′. Then, if
we are proceeding along the vector ~r′ starting from ~r, we will hit the sphere after
some portion x of vector ~r′, where x satisfies (|~r|+x|~r′| cos θ)2 +x2|~r′|2 sin2 θ =




R2 − |~r|2 sin2 θ− |~r| cos θ
|~r′|
. From this, we see that the brownian motion








Now we need to determine the reflected motion after the brownian vector
hits the sphere. We are reflecting the remainder of the brownian motion, i.e.
(1 − x)~r′. Reflecting off of the sphere should not change the portion of the
vector orthogonal to the radial vector (and thus lying in the plane of reflection),
but should reverse the portion of the vector parallel to the radial vector (and
therefore perpendicular to the plane of reflection). We note that given a vector
~A we wish to reflect off of the plane perpendicular to a given vector ~B, we know
the reflection of ~A is given by − ~A· ~B
| ~B|2
~B+ ~A− ~A· ~B
| ~B|2
~B = ~A− 2 ~A· ~B
| ~B|2
~B - the first term
gives the reversed value of the projection of ~A along ~B, and the second term
gives the (unchanged) value of the portion of the vector orthogonal to ~B.
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Then the final position of the particle is given by
~s = ~r + x~r′ + (1− x)~r′ − 2(1− x)
~r′ · (~r + x~r′)
R2
(~r + x~r′) (B.1)
= ~r + ~r′ − 2(1− x)
R2



















R2 − 2|~r′||~r| cos θ + 2(|~r| cos θ − |~r′|)
(√











|~r′|R2 − 2|~r||~r′| cos θ
(√




R2 − |~r|2 sin2 θ − |~r| cos θ
)3
+2(|~r| cos θ − |~r′|)
(√







R2 + 2R2 − 2|~r|2 sin2 θ − 2(|~r| cos θ + |~r′|)
√







|~r′|R2 − 2|~r||~r′| cos θ
√
R2 − |~r|2 sin2 θ + 2|~r|2|~r′| cos2 θ
+2(R2 − |~r|2 sin2 θ)
√
R2 − |~r|2 sin2 θ − 6R2|~r| cos θ + 6|~r|3 sin2 θ cos θ
+6|~r|2 cos2 θ
√
R2 − |~r|2 sin2 θ − 2|~r|3 cos3 θ
+2|~r|R2 cos θ − 2|~r|3 sin2 θ cos θ − 4|~r|2 cos2 θ
√
R2 − |~r|2 sin2 θ + 2|~r|3 cos3 θ
−2|~r′|R2 + 2|~r′||~r|2 sin2 θ
+4|~r′||~r| cos θ
√







3R2 − 2|~r|2 sin2 θ − 2(|~r| cos θ + |~r′|)
√







2|~r|2|~r′| sin2 θ − 4R2|~r| cos θ −R2|~r′|+ 4|~r|3 sin2 θ cos θ
+2(R2 + |~r||~r′| cos θ + |~r|2 cos2 θ − |~r|2 sin2 θ)
√
R2 − |~r|2 sin2 θ
)
~r′ (B.9)
Note that, as brownian motion is technically unbounded, we will have to be
aware of the possibility that a singly-reflected displacement vector may still
lay outside the sphere; i.e., we need to be careful of the possibility of a single
displacement vector reflecting multiple times.
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Test Cases
To verify the above mathematics, we consider the following test cases, in all of
which the vector ~r lies along the y-axis:
• 0 < |~r| < R, R− |~r| < |~r′| < 3R− |~r|, ~r′ lies along the y-axis:
In this case, the reflected vector should end on the y-axis at height 2R −
|~r| − |~r′|.





3R2 − 2|~r|2 sin2 θ − 2(|~r| cos θ + |~r′|)
√







2|~r|2|~r′| sin2 θ − 4R2|~r| cos θ −R2|~r′|+ 4|~r|3 sin2 θ cos θ
+2(R2 + |~r||~r′| cos θ + |~r|2 cos2 θ − |~r|2 sin2 θ)
√










































3|~r|R2 − 2|~r|2R− 2|~r||~r′|R− 4R2|~r| −R2|~r′|







2R3 − |~r|R2 − |~r′|R2
)
ŷ (B.14)




= ~r|~r| = ŷ), agreeing with the expected result.
• ~r = ~0, R < |~r′| < 3R:
In this case, the reflected vector should be parallel or antiparallel to ~r′
with a length of 2R− |~r′|.
In this case, sin θ and cos θ are ill-defined, but as they never show up
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3R2 − 2|~r|2 sin2 θ − 2(|~r| cos θ + |~r′|)
√







2|~r|2|~r′| sin2 θ − 4R2|~r| cos θ −R2|~r′|+ 4|~r|3 sin2 θ cos θ
+2(R2 + |~r||~r′| cos θ + |~r|2 cos2 θ − |~r|2 sin2 θ)
√

































again agreeing with our expected result.
• |~r| = R/
√
2, ~r′ lies in the x-direction, R/
√
2 < |~r′| < 3R/
√
2:
In this case, ~r′ will hit the sphere at the point where the tangent plane
lies at a 45 degree angle to the y-axis and so any remaining horizon-
tal movement from ~r′ will be reflected into vertical movement. Thus

















3R2 − 2|~r|2 sin2 θ − 2(|~r| cos θ + |~r′|)
√







2|~r|2|~r′| sin2 θ − 4R2|~r| cos θ −R2|~r′|+ 4|~r|3 sin2 θ cos θ
+2(R2 + |~r||~r′| cos θ + |~r|2 cos2 θ − |~r|2 sin2 θ)
√






















Noting that |~r|2 = R2/2 and thus
√
R2 − |~r′|2 =
√


























































so that this case too agrees with our expected answer.
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