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Introduction
An accurate assessment of the remaining service life of a structure requires information about the structure and its load and a simulation model which is able to incorporate this information into a safety analysis. The simulation should account for various sources of uncertainty in modelling such as time-dependent variation of structural performance, randomness in loading, and variability of material and geometrical properties. This requires the use of probabilistic methods in a structural safety analysis. Two types of uncertainty, namely the aleatory and the epistemic, are necessary for an accurate probabilistic analysis (Ang and Tang 2007) . Whereas randomness (or aleatory uncertainty) cannot be reduced, improvement in knowledge or in the accuracy of predictive models will reduce the epistemic uncertainty (Ang and De Leon 2005) . Probabilistic reliability analysis permits the inclusion of these uncertainties into a safety analysis.
In recent times, probabilistic and reliability-based approaches have been widely used to quantify bridge safety (Mori and Ellingwood 1993; Stewart and Rosowsky 1998; Enright and Frangopol 1999; Val et al. 2000; Vu and Stewart 2000; Stewart et al. 2001; Akgül and Frangopol 2004; Stewart et al. 2004; Ellingwood 2005; Stewart and Mullard 2007; Frangopol 2011) . While the focus of much of this work has been on the probabilistic description of homogeneous properties, less effort has been directed towards the modelling of the spatial correlations of load and resistance. It is well established that the material properties of a structure and structural dimensions are spatially variable, associated with workmanship and environmental conditions. This results in spatially distributed damage mechanisms such as corrosion-induced cover cracking and spalling. Traffic load and particularly the stresses due to the load, are also spatially correlated.
Allowing for spatial correlation in probabilistic calculation is achieved by Random Field (RF) Theory, and the terms RF and Spatial Variability are used synonymously in the literature. In the RF analysis, the random field is discretised into large numbers of spatially correlated discrete random variables. The structural member is divided into small segments and spatial variation within a segment is neglected. It is implicit that deterioration at a point increases the probability of deterioration at adjacent points. Recent work has demonstrated the advantage of incorporating spatial variability into stochastic models to predict the likelihood and extent of corrosion damage in reinforced concrete (RC) structures (Stewart 2005; Stewart and Mullard 2007; Kenshel and O'Connor 2009; Stewart and Suo 2009 ). Engelund and Sørensen (1998) consider spatial variation of the variables associated with the critical threshold for initiation of corrosion of reinforcement, i.e., the coefficient of diffusion of chloride and surface chloride concentration. They estimate the distribution of the time to initiation of corrosion using the First Order Reliability Method (FORM) and Second Order Reliability Method (SORM) analyses. Stewart (2004) considers the spatial variability of pitting corrosion in RC beams. RC beams are discretised into series of segments in one-dimension (1D) random fields and maximum pit depths are generated for each reinforcing steel bar in each element. Malioka and Faber (2004) suggest that corrosion initiation and propagation are spatially variable due to the general trend seen within concrete batches and workmanship during construction of RC structures. The authors then present a random field approach to model the spatial variability of concrete permeability and use this within a reliability analysis to predict the percentage of a structure that will exhibit degradation at a specified point in time.
Spatial variability research carried out to date has been mainly focused on predicting the performance of corroding structures and spatial variability of the common parameters such as material, dimension and environmental properties Karimi et al. 2005; Stewart 2005; Darmawan and Stewart 2007; Marsh and Frangopol 2008; Kenshel and O'Connor 2009; Akiyama et al. 2010; Zhai and Stewart 2010) . A major shortcoming in the work to date is that the spatial variability and corresponding correlation associated with applied loads and load effects has not been allowed for.
Analysis of measured traffic data shows there are patterns of correlation and interdependence between vehicle weights, speeds and inter-vehicle gaps , both within lanes and between adjacent lanes in samedirection traffic (OBrien and Enright 2011) . Correlation between weights of successive vehicles can arise from a number of causes. There are times of the day at which heavy vehicles are more likely to travel, and these intra-day patterns are one reason why there is a weak but non-zero level of correlation between vehicle weights within each lane. Furthermore, heavy vehicles from the same company can sometimes travel together.
In the work by Nowak (1993) , a number of simplifying assumptions are made -for instance, that one in 15 heavy trucks has another truck side-by-side, and that for one in 30 of these multiple-truck events, the two trucks have perfectly correlated weights. A heavy truck is defined as one with a Gross Vehicle Weight (GVW) in the top 20% of measured truck weights. It is calculated that the maximum load effect in 75 years is caused by two trucks side-by-side, with each truck having a GVW of 85% of the maximum individual GVW in 75 years. As Kulicki et al. (2007) note, the assumptions used are based on limited observations, and no data is utilised for the assumptions on weight correlation; they are entirely based on judgment. Sivakumar et al. (2007) refine the definition of side-by-side events to include two trucks with headway separation of ±18.5 m (60 ft), and also consider the influence of the bridge length. Sivakumar et al. (2011) , citing Gindy and Nassif (2007) , extend this further by classifying multiplepresence events as side-by-side, staggered, and following or multiple. They present statistics, derived from weigh-in-motion (WIM) measurements, for the frequency of occurrence of these events for different truck traffic volumes and bridge spans. They describe a method for estimating site-specific bridge loading which uses multiple-presence probabilities calculated either directly from WIM data or estimated from traffic volumes using reference data collected at other sites. It is assumed that there is no correlation between weights in adjacent lanes and that the GVW distribution is the same in both lanes. The latter assumption, in particular, has been shown to be inconsistent with measurements (OBrien and Enright 2011).
OBrien and Enright (2011) introduce 'scenario modelling' as a method of simulating traffic that is relatively simple to apply. It is found that, even though traffic load is very slightly correlated, load effects are strongly correlated and gaps in adjacent lanes are closely linked. The correlated traffic is found to give a better fit to the measured data than models which assume no correlation. A least squares measure is used to quantify the goodness of fit of the two simulation models to the measured load effects. For this purpose, ratios which compare the goodness of fit of simulated daily maximum load effects from the uncorrelated and smoothed bootstrap model are averaged across all relevant load effects and bridge lengths. In this comparison ratios significantly greater than 1 mean that the smoothed bootstrap model gives a better fit. It is found that in most cases the ratio is higher than 1.5(OBrien and Enright 2011).
In this paper, three numerical examples are presented, of varying complexity, to explore the spatial variability of load and load effect and the spatial variability of resistance, and examine the effect of these correlations on the probability of failure. First, a single-span 'bridge' consisting of two side-byside beams is considered (i.e., transverse interaction is ignored). Correlation of resistance and load is examined for a segment at mid-span of the bridge. Single point loads are applied on each beam. In the second example, point loads are again used on a single-span bridge made up of two side-by-side beams. However, in this case, the loads are assumed to travel across the bridge and their relative position is allowed to vary randomly to better simulate actual traffic loading. The effect of considering all segments, rather than just the mid-span, is also investigated. Finally, a more realistic example is considered that illustrates the same concepts identified in the simpler examples. In this final example, a probabilistic load model is applied to a 2D beam and slab (girder) bridge. Like the HL-93 model, there is a moving three-axle truck combined with a uniformly distributed load (UDL). The truck weight and the intensity of the UDL are assumed to be from Weibull distributions with parameters that give an approximate match with measurements collected on 20m bridge in the Netherlands. In other words, these three examples investigate the following unanswered issues: (1) Effect of load correlation on load effect correlation and hence probability of failure; (2) Effect of load sharing factor on load effect correlation and hence probability of failure; (3) The effect of combined load and resistance correlation on probability of failure; (4) Sensitivity of probability of failure to correlation coefficient of load and resistance and order of magnitude; (5) Effect of considering the possibility of element failure which are not necessarily at the mid-span for a simply supported bridge.
For this study, the authors combine models that allow for the spatial variability of resistance and the spatial variability of load and load effect. The influence of load correlation on probability of failure is investigated and its interaction with correlation of resistance.
Nature of Correlation

Correlation Coefficient for load and resistance
In the three examples considered in the current study, the random variables include: (i) loads on each lane, and (ii) resistances for each segment of each lane. For example, in the second example, a twolane bridge has 14 segments in each lane, and two loads (one each on lanes 1 and 2) giving twenty eight resistances. Each random variable is assigned a probability density function (PDF) f Xi (x i ). In this study, the Pearson coefficient of linear correlation, ρ ij , is used as a measure of the degree of linear dependence between the two variables and is referred to as the "coefficient of correlation" throughout this paper.In the current paper, the traffic load is assumed to be independent of distance and it is correlated using the constant correlation coefficient, . In this study, P stands for load, S for load effect resulting from P, and R refers to resistance. For resistance, two different correlation terms are included: constant and distance-dependent:
where 0 represents the constant component of correlation (e.g., workmanship will vary from site to site). The second term relates to inter-segment distances: = /√ ; = /√ , where and are termed 'scales of fluctuation' and quantify the extent of the spatial correlation in the and directions respectively. The terms, = +1 − ; = +1 − are distances between centres of segments and + 1 in the and directions respectively . Equation (1) is referred to as the autocorrelation function (Vanmarcke 1985; Haldar and Mahadevan 2000; Li et al. 2004; Kenshel and O'Connor 2009) . It determines the correlation coefficient between two segments separated by distance τ and is representative of the spatial correlation between the segments. As the distance between correlated segments increases, the correlation coefficient reduces.
To illustrate the effect of the distance-dependent term in Equation (1), Figure 1 shows the onedimensional form of the function. It can be seen that the distance-dependent term has almost zero effect for segments 4 m apart, i.e., only the immediately adjacent segments are affected by that term.
A number of autocorrelation functions can be formulated, such as triangular, exponential and Gaussian but the validation of these requires large amounts of spatial data that is often not available. The Gaussian (or squared exponential) correlation function (second term in Equation (1)), is commonly used in engineering applications, particularly for spatial modelling of RC structures (Li and Der Kiureghian 1993; Kersner et al. 1998; Haldar and Mahadevan 2000; Vu 2003; Malioka and Faber 2004; Stewart 2006; Sudret et al. 2007 ). The scale of fluctuation, , introduced in Equation (1), defines the distance over which significant correlation persists in a random field. Vanmarcke (1985) proposes various methods for the calculation of the scale of fluctuation for stationary random fields. These methods, however, require large amounts of spatial data and although this has been collected in some cases (Karimi 2002; O'Connor and Kenshel 2012) , typically the scale of fluctuation is estimated using engineering judgement. The value of the scale of fluctuation should be chosen in conjunction with an appropriate random field segment size so that mathematical and computational difficulties are avoided.
Segment Size
As discussed, the random field is discretised into a number of segments within which the value of the random field is considered constant and the inter-segment correlation is calculated using the correlation function. The size of the discretised segment is usually defined based on practical and analytical considerations (Sterritt et al. 2001) . The use of a fine mesh can significantly increase the computational effort for little improvement in accuracy. Further, a smaller segment size can mean that segments close to each other are highly correlated, resulting in numerical and computational difficulties in the orthogonalisation of the covariance matrix. Conversely, if the segment size is too large, the correlation between segments becomes negligibly small.
Der Kiureghian and Ke (1988) suggest that the size of the segments should be one fourth to one half of the correlation length. Therefore for a scale of fluctuation of 3.0 m, a segment size of 1.5 m is recommended.
Probability of failure
A probability of structural failure can be computed as soon as each segment is assigned a resistance (R) and load effect (S) corresponding to the load which the structure is subjected to. The operating scenario is the availability of a resistance greater than the load effect, i.e., such that = − > 0, and the non-operating or failure scenario is = − ≤ 0; the measure of failure is then the probability associated with the event [ − ≤ 0] , that is: 
Theoretically, the solution to Equation (2) can be obtained through one of the following methods: (1) direct analytical integration, (2) numerical integration, such as Monte Carlo simulation or (3) by transforming the integrand into a multi-normal joint PDF for which some results are available. These methods have been described in detail in many classical references (Melchers 1999; Haldar and Mahadevan 2000) . Except for some special cases, the integration of Equation (2) over the failure domain ( ) ≤ 0 cannot be performed analytically (Melchers 1999) . The reliability problem which incorporates RF models (i.e., takes into consideration the uncertainty associated with spatial variability) usually results in a large number of random variables. Furthermore, many of the model parameters are statistically and/or physically dependent and their mathematical representations are of a nonlinear nature. Consequently, the ( ) function and the failure domain cannot be easily expressed or approximated by an analytical model (Papadrakakis and Lagaros 2002; .
As the number of random variables increases and the problem becomes more complex, Monte Carlo (MC) simulation-based methods are found to be more reliable (Papadrakakis and Lagaros 2002) . In each MC realisation, ( ) is evaluated for each segment of the structure and failure is defined by the violation of ( ) for any segment, i.e., failure is when the minimum of ( ), for all segments, is ≤ 0.
Example 1: Two-Point Problem with Stationary Loads
To illustrate the basic concepts of load and resistance correlation, a notional 21 m long simply supported bridge is considered, consisting of just two side-by-side beams, one under each of two lanes, connected by some transverse members (e.g., slab). Each beam is subject to a stationary centrally located point load and only these two points are considered in the analysis (i.e., side-by-side loads at mid-span). Initially the loads are assumed to be uncorrelated and there is no transverse loading sharing. Probabilities are derived assuming the loads to be from a bivariate Normal distribution with means of, μ 1 = μ 2 = 410 (kN) and standard deviations of σ 1 = σ 2 = 41 (kN) for loads 1 (P 1 ) and 2 (P 2 ) respectively. Figure 2 gives contours of the resulting probabilities. It can be seen that the contours are circular as there is no correlation between loads -'diagonal' and off-diagonal combinations of load are equally frequent (Figure 2) . The mid-span bending moment load effects are calculated for each lane and multiplied by a "load sharing factor", , to account for transverse load sharing. The lane for which load effect is calculated is identified as the "primary" lane and the load sharing factor for vehicles in this lane is taken as unity. When a load is also present in the other "secondary" lane, the contribution of the load to load effect in the primary lane is represented by the load sharing factor. The load sharing factors used in this example cover the range of those reported from a finite element study by Enright (2010) .
The load sharing factor causes the load effects to be correlated, even when the loads are not -a large load in one lane causes high load effect in both lanes so the probability of both load effects being high is increased. As shown in Figure 3(a) , the diagonal terms in a plot of load effect in beam 1 (S 1 ) against load effect in beam 2 (S 2 ) are now more frequent than the off-diagonal terms. This correlation between load effects gets stronger as the load sharing factor increases.
When correlation between the two loads is introduced, the probabilities of the diagonal combinations of load increase at the expense of the off-diagonal combinations. As a result the contours of probability become 'more oval' (Figure 3(b) -the major axis length on the outermost oval is increased from 1440 to 1715 and the minor axis is shortened from 498 to 21). It can be concluded that load effect is strongly influenced by load sharing factor which makes it strongly correlated, even when load is not correlated. The correlation of load increases this trend. It should be noted that the magnitude of correlation (i.e., 0.4) is exaggerated in this example and is much higher than what would be expected in reality. The resistances of the two beams are also taken to be from a bivariate Normal distribution, in this case, with means of, μ 1 = μ 2 = 4650 (kN.m) and standard deviations of, σ 1 = σ 2 = 400 (kN.m) for beams 1 and 2 respectively. Given the resistance and load effect values for mid-span, the probability of failure can be calculated using Equation (2). Failure is said to occur when the load effect at the mid-point of either of the two beams exceeds the resistance. In practice, failure only occurs in extreme load effect cases so only the top right corner of the load effect figures (Figure 3a,b) are of interest. Increasing the correlation of load effect causes an increased probability of both load effects being extreme but a reduced probability of either load effect being extreme, i.e., the probabilities in the top right increase at the expense of the top middle and right middle. In mathematical terms, the probability of failure is defined as: where S 1 , S 2 are load effects and R 1 , R 2 are resistances. Correlation has the effect of increasing the third term while decreasing the 1 st and 2 nd . The probability of failure can be expressed more simply in complementary form, as:
Even for the bivariate Normal distribution, there is no closed form solution for this joint probability of both load effects being less than their respective resistances and it can be increased or decreased by correlation. Figure 4 shows the effect of different levels of correlation on the probability of failure, assuming the same range of correlation for load ( ) and resistance ( 0 ). The baseline case is when both load and resistance are independent, i.e., no correlation (IL-IR). In Figure 4 (a), when load sharing factor is, = 0.5, and when only load is correlated (CL-IR), correlation causes a strong increase in probability of failure. When only resistance is correlated (IL-CR), there is a modest falling trend. When both load and resistance are correlated (CL-CR), the effects tend to counteract each other but the effect of load correlation dominates so there is an overall increase in probability of failure. (kN.m), so that the probability of failure is the same order of magnitude as before. It is found that the correlation of load and resistance has a more pronounced effect. Sensitivity of probability to correlation coefficient (slope in figure) for  = 1.0, is about double the value of sensitivity for  = 0.5. This is true for both rising (e.g., CL-IR) and falling (e.g., IL-CR) cases.
In further investigations it is found that the sensitivity of failure probability to correlation coefficient for loads reduces when the order of magnitude (of probability of failure) increases. To explain this issue, the bivariate normal distribution for load is shifted in a sequence of examples. Specifically, the mean values for both loads (kept equal) are varied in the range, 130-300 (kN). The standard deviation is kept constant. 
CL-IR IL-CR CL-CR IL-IR
The sensitivity of failure probability to correlation coefficient for loads is illustrated using Figure 5 . This figure plots the failure probability per unit correlation (slope of curves in for example Figure 6 ) against probability of failure. As load sharing factor affects this slope, it is normalised in the figure with respect to the independent case. It can be seen that the probability of failure is highly sensitive to correlation coefficient of load when its magnitude is small (of the order of 10 -6 ) -see Point A. This sensitivity reduces when the order of magnitude increases -see Point C etc.. Figure 6 (a) through (d) show the relationships between probability of failure and correlation coefficient for different magnitudes of P f , i.e., with one figure for each point identified in Figure 5 .
For example, in Figure 6 (a), the average slope, when normalised with respect to the zero correlation case ( =8.8×10-10), is 33.00 (Point A). For Point B on the other hand, the average slope, when normalised with =2.8×10 -3 , is 4.1.
Figure 6(d) shows negative slopes for correlated load with independent resistance which is opposite to the trend of Figure 6 (a) to Figure 6 (c). However, the normalised slope shows the actual effect of correlation of in this zone (i.e., 0.9-1).
Example 2: Multi-Point Problem with Moving Loads
A 21 m long bridge with two side-by-side beams is again considered in this example (Figure 7 ). The loads in the two lanes are taken from a bivariate Normal distribution with means of μ 1 = μ 2 = 410 (kN) and standard deviations of σ 1 = σ 2 = 41 (kN). The gap between the two loads is taken from a uniform distribution with the range (-10.5,10.5), i.e., the gap varies randomly with equal probability of any value in this range. In this study, 2.5×10 5 group of P 1 , P 2 and d are simulated, where P 1 and P 2 are the The load effect in each segment of beam 1, caused by P 1 , is calculated by the influence line corresponding to that segment. As before, the contribution of P 2 is calculated using the load sharing Figure 8 shows the maximum-per-day load effects on Gumbel probability paper (double log scale of cumulative distribution function (i.e., -log (-log(cdf)) for the 1 st and 7 th segments of lane 1, i.e., at left end and just left of centre. For each load sharing factor, the data is plotted using correlation coefficients for load ranging from 0 to 0.1 (the darker points correspond to zero correlation coefficient for load). The correlation in this range has relatively little effect but that effect is generally positive, i.e., more correlated load results in greater maximum-per-day load effect. The higher load sharing factor has a much more significant effect and causes a substantial increase in load effect. Even though the loads are not necessarily near one another, there are enough instances where they are, that the maximum-per-day load effects are 0.5% increased. For other segments, the magnitudes of the load effects are different but the general trends are similar. There is strong correlation between maximum-per-day load effects in adjacent segments as the maxima are likely to be caused by the same loading scenarios. This tends to diminish as the distance between the segments increases. This can be seen in the contour plots of correlation coefficient of load effect in Figure 9 . For example, in the case of = 0.5, load effect in Segment 1 is strongly correlated with that in Segments 2 and 3. It is less strongly correlated with the segments in the 2 nd lane, Nos. 15 -28. The most likely critical loading scenario for segments, in both lanes, is the case with zero inter-lane gap (d=0).
When the load sharing factor is,  = 1, the loading in each lane has equal weighting and the correlations are much higher (note the different legend for Figure 9 (a) and (b)). In this case, Segment 1 is fully correlated with Segment 15 and is equally correlated with Segments 16 and 2, etc.. The correlation of load is found to have a modest influence on the correlation contours of load effects. For this example, the mean resistance in the segments is the same but there is spatial variability between each segment. The resistance of each segment is taken from a Normal distribution. As explained in the previous section, different mean values are used for resistance depending on load sharing factor. For the case of = 0.5, the resistance is generated using a Normal distribution with mean, 5085 kN.m, and standard deviation, 400 kN.m. The mean value of resistance is chosen to be 6300 (kN.m) for = 1.0. Resistances for each segment are taken to be correlated according to the autocorrelation function introduced in section 1. In order to be able to investigate the effect of resistance correlation coefficient, the constant correlation term of Equation (1), 0 , is varied within the range of 0 to 0.3; the scale of fluctuation is taken to be =3 m in this example. Using the generated resistances and load effects for each segment, the probability of failure is calculated using MC simulation. Figure 10 presents the results for a range of correlation coefficients for load and resistance. It can be concluded that, as for the previous example, correlation of load results in a strong increase in the probability of failure whereas correlation of resistance results in a modest decrease. Figure 11 shows the influence of correlation on probability of failure in contour This section presents results from an analysis of a beam-and-slab (girder) bridge. The purpose is twofold: (i) to eliminate the dominant effect of a simple load sharing factor for all segments and (ii) to investigate the effect of including real traffic loading scenarios from measured WIM records. Figure 12 is a schematic illustration of a beam-and-slab (girder) bridge deck consisting of a cast insitu slab on precast concrete Y3-beams/girders (Taylor et al. 1990 ). Each precast beam is supported on a bearing at each end, the deck has a single span of 21 m (centre to centre of bearings), and is 9 m wide. The elastic modulus of the precast beams and in-situ slab is 30×10 3 N/mm 2 . In the finite element analyses, the slab is modelled using rectangular plate elements with both bending and membrane capabilities, i.e., six degrees of freedom per node. The beam and plate elements are assumed be in the same plane. The properties of the longitudinal beam members are determined from the properties of the actual beams and the portion of slab above them. The section properties for the beam-and-slab deck are generally calculated about the centroid of the composite section (OBrien and Keogh 1999).
For a slab depth of 0.15 m, Figure 13 illustrates the bending moment due to a single unit axle load (shown in Figure 12 ) at = 0.5 m and = 10.5 m from the left end of the first lane (P 1 ) (shaded area in Figure 12 ), for Girders 1 and 2 (X S represents the segment's longitudinal position). For load in lane 1, the bending moment diagram for load at mid-span is quite 'rounded' for Girder 1 ( Figure  13 (a)) due to load sharing. It is more 'peaked' for Girder 2 with load in lane 1 as the girder is directly beneath one of the axle loads. For load in lane 2, the moment is much less and the diagrams are far more rounded. The ratio of moment in the girders due to load in lane 2, to the corresponding moment due to load in lane 1, is shown in Figure 14 . This ratio can be viewed as a segment-specific load sharing factor. It can be seen to vary significantly with segment (i.e., with X S ) and in some cases (Figure 14(b) ), varies also with load location. Figure 15 illustrates the load sharing factors corresponding to when the slab thickness has doubled to 0.3 m. While this is an extreme case, it serves to illustrate the increased load sharing (greater load sharing factors) when the bridge is stiffer transversely. A simple probabilistic load model is used, in this example similar to the HL-93 model (AASHTO 2007) . It consists of a uniformly distributed loading and a 3-axle vehicle ( Figure 16 ) in each lane. However, in this case, the load model is probabilistic: the intensity of the uniform loading and the gross weight of the vehicles are Weibull distributed. The distribution parameters, given in Table 1 , are chosen by trial and error to give cumulative probabilities that approximately match those found by Leahy (2014) . Leahy's distributions are calibrated against WIM data recorded at a heavily trafficked site in the Netherlands so that, while this is just an example, the results should be realistic. Figure 17 illustrates the distributions that result from the notional traffic load model and WIM data on the 20 m bridge on a Gumbel scale plot (i.e., double log of cumulative distribution function). In this figure, S1-HL93 is the mid-span bending moment calculated in the slow lane due to the notional truck model, given the parameters in Table 1 , and S1-WIM is the bending moment due to actual traffic using WIM data. S2-HL93 and S2-WIM are distributions due to notional HL93 and WIM data in the fast lane respectively. It can be seen from the figure that the parameters used for both lanes are giving a very good match (i.e., less than 1 mean squared error) to those found from WIM data. The optimised parameters are given in Table1. Assuming 1.5 m long segments, the resistance at each segment is generated using the normal distribution with mean of 2040 (kN.m) and standard deviation of 400 (kN.m). Resistance values are taken to be correlated using the autocorrelation function given in Equation (1) with assumed values, = = 3. As in the previous example, the constant correlation term in Equation (1) is varied in the range of 0 to 0.3, to investigate the effect of increasing resistance correlation coefficient.
Probability of failure is estimated for each combination of correlation coefficient in the range considered. Figure 18 shows that, by eliminating the effect of constant load sharing factor for all segments and all load positions, the sensitivity to load correlation coefficient is greatly reduced. As explained in the first simple example, load effect correlation is more affected by load sharing factor than by correlation of load. In this example, a different load sharing factor is applied for each element and each load position based on the 'true' (finite element-calculated) transverse load sharing through the slab. It is clear that load effect is much less correlated than is implied by assuming a constant load sharing factor. The minimum load sharing factor used in the first two examples was 0.5, whereas, in this example, the load sharing factor varies within a range of -0.4 to 0.05 for the first girder, 0 to 0.4 for the second and 0 to 0.8 for Girder 3. As a result of the reduced load sharing factors, load effects are much less correlated than in the first two examples. Consequently, the sensitivity of probability of failure to load correlation is significantly reduced (i.e., less than 0.01% increase in probability of failure) in this example in comparison to previous examples. 
Conclusions
Three examples are considered in this investigation of load and resistance spatial correlations and its effect on probability of failure. In the first, just two loads are considered that are fixed at the centre of the bridge. An exaggerated level of load correlation shows that it can significantly (i.e., increased by 40%) affect the calculated probability of failure. Even for weak levels of load correlation, load effect is shown to be strongly correlated and allowing for this has an even more significant influence on the calculated probability of failure. Allowing for correlation of resistance reduces the failure probability, but only moderately.
A second example considers a bridge made up of just two beams but, in this case, the loads can travel along the beam and the gap between them is allowed to vary stochastically. In this case, each beam is divided into segments and failure is defined as when the load effect at any one of the segments exceeds its resistance. Correlation of load effect and resistance is allowed between all segments in both beams. In this example a more sophisticated pattern of load effect correlation is apparent and a spatially-dependent resistance correlation function is introduced. The end result is similar to the first example: allowing for correlation of load effect has a significant (i.e., increased by 20%) influence on probability of failure. Correlation of resistance is less influential and has an opposing effect on probability of failure.
The third example is a more realistic beam-and-slab bridge. It replaces the simple load sharing factors used in the other examples with realistic factors derived for each segment in each girder for each load location based on a finite element analysis. The same trends as before are apparent but, when accurate load sharing factors are used for all girders, the sensitivity of failure probability to correlation is greatly reduced. It can be concluded from the results that the probability of failure depends on both load and resistance correlation but the effect is generally small. The effect of correlation on probability of failure is found to be also a function of the order of magnitude of probability..
