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vRE´SUME´
La classification de paquets est une e´tape cruciale et pre´liminaire a` n’importe quel traite-
ment au sein des routeurs et commutateur re´seaux (“switch”). De nombreuses contributions
sont pre´sentes dans la litte´rature, que cela soit au niveau purement algorithmique, ou ayant
mene´ a` une imple´mentation. Ne´anmoins, le contexte e´tudie´ ne correspond pas au virage du
Software Defined Networking (SDN, ou re´seau de´fini par logiciel) pris dans le domaine de la
re´seautique. Or, la flexibilite´ introduite par SDN modifie profonde´ment le paysage de la clas-
sification de paquets. Ainsi, les algorithmes doivent a` pre´sent supporter un tre`s grand nombre
de re`gles complexes. Dans le cadre de ce travail, on s’inte´resse aux algorithmes de classifica-
tion de paquets dans le contexte de SDN. Le but est d’acce´le´rer l’e´tape de classification de
paquets et de proposer un algorithme de classification, capable d’offrir des performances de
premier plan dans le contexte de SDN, mais aussi, offrant des performances acceptables dans
un contexte classique. A cet e´gard, une e´valuation d’EffiCuts, un des algorithmes offrant la
meilleure performance, est effectue´e dans un contexte de SDN. Trois optimisations sont pro-
pose´es ; leAdaptive grouping factor qui permet d’adapter l’algorithme aux caracte´ristiques de
la table de classification utilise´e, le Leaf size modulation, visant a` de´terminer la taille optimale
d’une feuille dans le contexte de SDN et enfin, une modification de l’heuristique utilise´e pour
de´terminer le nombre de de´coupe a` effectuer au niveau de chacun des nœuds, permettant de
re´aliser un nombre de de´coupes re´duit. Ces trois optimisations permettent une augmentation
des performances substantielle par rapport a` EffiCuts. Ne´anmoins, de nombreuses donne´es
non pertinentes demeurent lues. Ce proble`me, inhe´rent a` certains algorithmes utilisant des
arbres de de´cision (plus pre´cise´ment HiCuts et ses descendants), tend a` ajouter un nombre
significatif d’acce`s me´moire superflus. Ainsi, un nouvel algorithme, est propose´. Cet algo-
rithme nomme´ AcceCuts, s’attaque a` l’ensemble des proble`mes identifie´s. Ce dernier reprend
les optimisations pre´ce´dentes, et ajoute une e´tape de pre´traitement au niveau de la feuille,
permettant d’e´liminer les re`gles non pertinentes. Une modification majeure de la structure
des feuilles, ainsi que de la technique du parcours de l’arbre de de´cision est donc pre´sente´e.
AcceCuts augmente les performances de manie`re substantielle. Ainsi, AcceCuts diminue le
nombre d’acce`s me´moire moyen par un facteur 3, tout en diminuant la taille de la structure de
donne´e ge´ne´re´e de 45% par rapport a` EffiCuts. AcceCuts permet donc d’ame´liorer l’efficacite´
de la classification dans le contexte de SDN, tout en performant mieux que les algorithmes
pre´sents dans la litte´rature, dans un contexte classique.
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ABSTRACT
Packet Classification remains a hot research topic, as it is a fundamental function in telecom-
munication networks, which are now facing new challenges. Many contributions have been
made in literature, focusing either on designing algorithms, or implementing them on hard-
ware. Nevertheless, the work done is tightly coupled to a outdated context, as Software
Defined Networking (SDN) is now the main topic in networking. SDN introduces a high
degree of flexibility, either in processing or parsing, which highly impact on the packet clas-
sification performance: algorithms have now to handle a very large number of complex rules.
We focus this work on packet classification algorithms in SDN context. We aim to ac-
celerate packet classification, and create a new algorithm designed to offer state of the art
performance in SDN context, while performing in a classical context.
For this purpose, an evaluation of EffiCuts, a state of the art algorithm - in a classical
context -, is performed in SDN context. Based on this analysis, three optimizations are
proposed: “Adaptive Grouping Factor”, in order to adapt the algorithm behavior to dataset
characteristic, “Leaf size modulation”, allowing to choose the most relevant leaf size, and
finally adopting a new heuristic to compute the number of cuts at each node, in order to
determine an optimal number of cuts. Those three optimizations improve drastically the
performance over EffiCuts. Nevertheless, some issues are still not addressed, as many irrele-
vant data are still read, incurring multiples useless memory accesses. This inherent problem
to decision tree based algorithms (HiCuts related algorithms) tends to add unnecessary mem-
ory accesses for each tree considered. Therefore, in SDN context, this becomes more critical
as many clock cycles are wasted.
Consequently, a new algorithm, AcceCuts, addressing those issues, is proposed. This
algorithm reuses previous optimizations, and adds a new pre-processing step before leaf
processing, in order to remove irrelevant memory accesses. A major modification of leaf
data structure is done, including a new method for leaf traversal. AcceCuts increases the
performance over other algorithms, cuts down the number of memory accesses on average by
a factor of 3, while decreasing the size of the data structure generated by 45 % on average,
over EffiCuts. AcceCuts allows to perform packet classification in SDN context while reaching
state of the art performance, in both SDN and classical context.
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1CHAPITRE 1
INTRODUCTION
Internet, acronyme de “INTERnational NETwork”, ou re´seau international, est un re´seau
te´le´informatique international, issue de l’interconnexion d’e´quipements informatiques, utili-
sant un protocole commun d’e´change de donne´es. Ces e´quipements interconnecte´s peuvent
eˆtres des ordinateurs, tels que ceux utilise´s par des particuliers, des serveurs, c’est-a`-dire des
dispositifs informatiques permettant d’offrir des services, ou n’importe quel mate´riel capable
de communiquer selon ce meˆme protocole commun. Ne´anmoins, cette collection de pe´riphe´-
riques n’est pas directement relie´e a` un unique re´seau. Internet est constitue´ d’un maillage
de re´seaux interconnecte´s, adoptant un sche´ma pyramidale, ou des “petits“ re´seaux, sont
interconnecte´s a` des re´seaux de tailles moyennes qui eux meˆme sont relie´s a` de plus gros
re´seaux.
De tels re´seaux de te´le´communication tirent leur puissance d’une interconnexion avec
une multitude d’autres re´seaux, permettant d’acce´der a` n’importe quel site Internet, sans
e´gard a` l’ope´rateur de te´le´communication choisi par l’abonne´. Ainsi, les e´quipements re´seaux
permettant de faire le lien entre plusieurs re´seaux apparaissent donc comme la pierre angulaire
de ce maillage. Les e´quipements re´seaux utilise´s sont nombreux, mais, dans le cadre de ce
me´moire, on se concentrera majoritairement sur les routeurs et commutateur re´seaux, e´tant
couramment utilise´s pour interconnecter plusieurs sous-re´seaux entre eux. Ces derniers se
chargent d’identifier, de traiter et diriger l’ensemble des donne´es ve´hicule´es au travers des
re´seaux. Les routeurs et commutateurs re´seaux se de´composent suivant un plan de controˆle
et, d’autre part, un plan de donne´es. Le plan de controˆle ge`re les informations de routage
(i.e. il de´finit comment diriger les paquets), les protocoles de routage et peut aussi de´finir un
ensemble de paquets a` eˆtre ignore´s ou traite´s en respectant une certaine qualite´ de service
(QoS). Le plan de donne´es concerne la partie de l’architecture du routeur ou commutateur qui
de´cide comment traiter les paquets entrant au niveau d’une interface. De manie`re ge´ne´rale,
cela re´fe`re a` une structure donne´e (souvent une table) dans laquelle l’e´quipement re´seau
effectue une recherche qui lui permet de de´terminer, entre autres, la destination du paquet
entrant, ainsi que les informations ne´cessaires pour acheminer le paquet au travers du routeur.
Les e´quipements de type routeur et commutateur, traditionnellement, transmettent les
paquets sur les interfaces de sortie, en traitant chacun des paquets de manie`re identique.
Ne´anmoins, en raison de l’e´mergence de nouvelles applications, un besoin de fournir diffe´-
rents niveaux de qualite´ de service est apparu. Or, Internet fournit un service de type ”meilleur
2effort” et ne peut offrir de garantie d’aucune sorte. Ainsi, afin de re´pondre a` ces nouveaux
besoins, les routeurs ont inte´gre´s de nouveaux me´canismes, tels que la re´servation de res-
sources, le controˆle d’admission, un ordonnancement e´quitable entre les diffe´rentes queues de
sorties, une gestion des queues par trafic . Ne´anmoins, ces nouveaux me´canismes impactent
grandement l’e´tape d’identification, puisque le trafic entrant doit pouvoir eˆtre diffe´rencie´
avec une fine granularite´. Cette e´tape pre´liminaire (l’identification des donne´es entrantes en
vue d’appliquer un traitement spe´cifique) est appele´e classification de paquets. En effet, les
donne´es e´change´es au travers des re´seaux se composent de paquets, contenant, d’une part,
une enteˆte, et d’autre part de la donne´e brute . L’enteˆte contient plusieurs champs permet-
tant de caracte´riser les donne´es, ainsi que de permettre leur cheminement dans le re´seau .
Ainsi, l’identification des donne´es circulant sur le re´seau passe par l’identification des enteˆtes
associe´es a` chacun des paquets.
La classification de paquets vise a` comparer l’enteˆte de chacun des paquets a` un ensemble
de filtres ou re`gles contenues dans une ou plusieurs tables de classification. Une re`gle est
constitue´e d’un ensemble de contraintes portant sur plusieurs champs de l’enteˆte du paquet.
Une contrainte est associe´e a` chacun des k champs de l’enteˆte du paquet conside´re´, F1 a` Fk.
De plus, l’ensemble des contraintes doivent eˆtre respecte´es pour que la re`gle soit se´lectionne´e.
On distingue quatre types de contraintes qui peuvent re´sulter d’un appariement : exact,
par intervalle, par pre´fixe ou par masque. Un paquet P est dit associe´ a` une re`gle Ti si et
seulement si l’ensemble des contraintes F1 a` Fk sont ve´rifie´es par chacun des champs respectifs
du paquet P. A` chacune des re`gles est associe´e une action, note´e Actioni, pre´cisant comment
le paquet P doit eˆtre traite´. Traditionnellement, des 5-uplets, c’est-a`-dire compose´ de cinq
champs, sont utilise´s : adresse IP Source, adresse IP Destination, Protocole de transport, Port
Source et Port de Destination. Les diffe´rents types de comparaisons utilise´es pour chacun des
champs, ainsi que leur taille, sont de´taille´s dans le tableau 1.1.
Tableau 1.1 Champs utilise´s pour la classification a` 5 champs
Champ Taille du Taille de Comparaison
champ (bit) la re`gle (bit)
IP Source 32 38 Adresse avec pre´fixe
IP Destination 32 38 Adresse avec pre´fixe
Protocole de Transport 8 16 Valeur avec Masque
Port Source 16 32 Intervalle quelconque
Port Destination 16 32 Intervalle quelconque
Le tableau 1.2, pre´sente´ a` titre d’exemple, contient plusieurs re`gles utilise´es pour classifier
des paquets. Un tel tableau est de´signe´ comme e´tant une table de classification. Le signe
3* spe´cifie que le champ peut contenir n’importe quelle valeur, comprise entre les valeurs
extreˆmes associe´es a` ce champ. Dans l’exemple ci-dessous, on peut constater qu’a` une action
peuvent correspondre plusieurs re`gles. Il n’y a donc pas une unique re`gle par action. Par
ailleurs, les valeurs pre´sente´es correspondantes a` la traduction sous forme d’intervalles des
diffe´rentes comparaisons a` effectuer. Par ailleurs, les re`gles peuvent contenir des contraintes
proches et similaires, de telle sorte qu’un paquet peut ge´ne´rer une comparaison positive
avec plusieurs re`gles. Dans un tel cas, de´pendamment du contexte, soit l’ensemble des re`gles
associe´es au paquet sont retenues, ou soit seule la re`gle avec la priorite´ la plus e´leve´e est
conserve´e.
Tableau 1.2 Exemple de table de classification utilisant 3 champs
Re`gle Champ 1 Champ 2 Champ 3 Action
R0 [2 ; 3] [14 ; 15] TCP Action0
R1 [11 ; 11] [14 ; 15] UDP Action1
R2 * [6 ; 7] TCP Action0
R3 [0 ; 1] [0 ; 1] TCP Action3
R4 [8 ; 9] * TCP Action4
R5 [0 ; 1] * UDP Action3
R6 [0 ; 1] [11 ; 11] UDP Action6
R7 [0 ; 1] [0 ; 1] UDP Action7
R8 * [13 ; 13] TCP Action8
R9 * [0 ; 1] TCP Action9
R10 * * * Action10
Conside´rons maintenant un paquet avec les caracte´ristiques pre´sente´es dans le tableau 1.3.
L’e´tape de classification consiste a` trouver quelle(s) re`gle(s) est associe´e au paquet entrant.
Dans le cas de la table 1.2, le paquet conside´re´ correspond a` une seule re`gle, R10. En effet,
pour plusieurs re`gles, le paquet satisfait a` certaines contraintes, mais ne les respecte pas
inte´gralement. Au contraire, la re`gle R10, est associe´e a` n’importe quel paquet entrant, en
raison de l’utilisation de contraintes de type ”ge´ne´rique”, ne spe´cifiant aucune valeur. Le
paquet entrant dans notre cas sera ensuite traite´e selon le traitement pre´vu par l’Action10.
Tableau 1.3 Exemple d’un enteˆte de paquet
Champ 1 Champ 2 Champ 3
4 10 TCP
41.1 Me´triques
Dans ce contexte, diffe´rentes techniques de classification de paquets ont e´te´ pre´sente´s
dans la litte´rature (Voir Section 2). Au-dela` des approches pre´sente´es, il est important de
pouvoir les comparer. A` cet e´gard, afin d’e´valuer et de comparer les solutions pre´sentes dans
la litte´rature, plusieurs me´triques doivent eˆtre conside´re´es :
– Vitesse de recherche
Le de´bit offert pas les liens de´passant alle`grement 40 Gbps, l’engin de classification
doit eˆtre capable de soutenir un tel de´bit. Afin de garantir un tel de´bit, meˆme dans le
pire des cas, le raisonnement suivant sera effectue´ en conside´rant des paquets de taille
minimale. Faisant l’hypothe`se de paquet de taille minimale de 40 octets (taille d’un
paquet utilisant le protocole TCP, portant un message de type ”accuse´ de re´ception
TCP”mais pas de donne´e utile), cela requiert un traitement de 125 millions de paquets
par secondes, soit un paquet traite´ toute les 8 ns. Le nombre de paquets devant eˆtre
traite´ est par conse´quent tre`s e´leve´, et on comprend toute l’importance de concevoir
des alogirthmes ayant une vitesse de fonctionnement extreˆmement e´leve´e.
– Occupation me´moire
Une occupation me´moire faible est importante dans la mesure ou` cela permet de mi-
nimiser la structure mate´rielle de stockage, ou pour un meˆme espace, de contenir de
plus grosses tables de classification. A` cet e´gard, mesurer le facteur de re´plication -
de´fini comme e´tant le rapport du nombre de re`gles contenues dans la structure de don-
ne´es par rapport au nombre de re`gles contenues dans la table de classification - permet
d’identifier l’origine de la consommation me´moire. En effet, cela permet de de´terminer
si la consommation de me´moire provient du stockage des re`gles ou de la structure de
donne´es menant aux re`gles.
– Extensibilite´ avec le nombe de re`gles
D’un part, la taille des tables de classification ne cesse d’augmenter et, d’autre part,
de´pendamment du contexte d’utilisation des e´quipements de te´le´communication, les
tables de classification peuvent eˆtre compose´es de quelques centaines d’entre´es, voire
plusieurs milliers, ou une centaine de milliers. Par conse´quent, il est important d’e´valuer
le crite`re d’extensibilite´ afin de comprendre dans quels contextes l’algorithme peut s’ap-
pliquer. On comprend qu’il est souhaitable que la complexite´ de l’algorithme n’explose
pas avec le nombre de re`gles conside´re´es.
– Extensibilite´ du nombre de champs conside´re´s
L’e´mergence de nouveaux services et applications, que cela soit pour les particuliers ou
au niveau des entreprises, ne´cessite une diffe´renciation fine des trafics et, par conse´quent,
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de classification. Ainsi, il sera pertinent d’e´valuer la capacite´ des solutions a` traiter un
nombre de champs accru.
– Flexibilite´ en termes de type de re`gles supporte´es
Les re`gles peuvent spe´cifier des contraintes de type exact, par intervalle, par pre´fixe
ou par masque. Or, certains algorithmes, ne peuvent pas supporter l’ensemble des
contrainte, ou parfois au prix d’un surcouˆt. Il est donc important d’e´valuer les conse´-
quences de la prise en charge de chacun des types de re`gles au niveau de l’algorithme.
– Capacite´ de re´aliser des mises a` jour Dans un contexte, ou de nouvelles ma-
chines sont constamment ajoute´es, retire´es d’un parc informatique, ou le de´ploiement
de nouveaux services influe directement sur le traffic e´voluant, il est ne´cessaire que les
me´thodes de classification soient en mesure de supporter la mise des jours des tables de
classification sur lesquelles elles s’appuient. De´pendemment du contexte d’utilisation,
la vitesse d’exe´cution des mises a` jour sera un crite`re pre´dominant.
– Flexibilite´ d’imple´mentation L’ensemble des me´thodes propose´es visent a` eˆtre de´-
ploye´ dans des re´seaux et donc a` traiter un nombre tre`s e´leve´ de paquets par seconde.
Dans un tel contexte, l’algorithme doit eˆtre imple´mentable en logiciel. L’imple´menta-
tion logicielle permet de re´aliser divers tests, mais de nombreuses limitations mate´rielles
empeˆchent d’atteindre un degre´ e´leve´ de performance. Par conse´quent, les diffe´rentes
me´thodes de classification doivent eˆtre imple´mentable sur une plateforme mate´riel, afin
de re´pondre aux diffe´rents crite`res de performance actuels.
De nombreux travaux ont e´te´ re´alise´s afin de concevoir des algorithmes optimise´s pour les
me´triques pre´sente´es mais restreints aux 5-uplets. Par conse´quent, la contrainte ”extensibilite´
du nombre de champs conside´re´s” a e´te´ rarement conside´re´e dans la litte´rature. De plus,
comme on le verra dans la section 2, l’ensemble des me´triques ne sont pas e´value´es de manie`re
syste´matique, mais certaines me´triques suffisent a` donner une ide´e de la performance des
algorithmes. Enfinm, la liste e´tablie ci-dessus n’est pas exhaustive, et dans certains contextes,
on pourrait conside´rer des me´triques plus pertinentes.
1.2 Compromis entre espace de stockage et rapidite´
Le processus de classification se fait en e´liminant ou se´lectionnant, de manie`re ite´rative, les
re`gles qui ne correspondent pas a` l’enteˆte du paquet entrant. Intuitivement, on comprend qu’il
s’agit d’une ope´ration de localisation complexe et pouvant eˆtre longue lorsque l’on conside`re
un espace de grande taille. Par ailleurs, il faut penser aussi que la phase de recherche ne
peut se limiter a` une simple recherche line´aire dont la complexite´ est en O(m) pour m re`gles
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les prises de de´cision dans cet espace multidimensionnel. Ne´anmoins, on comprend aussi que
l’ajout d’information tend a` augmenter la taille des donne´es manipule´es (re`gles comprises),
et qu’un des principaux compromis, que les algorithmes tenteront d’optimiser, concerne la
taille de la structure versus la vitesse de convergence. Afin de justifier ces propos, abordons
le proble`me d’un point de vue the´orique, et plus particulie`rement mathe´matique.
En adoptant un point de vue ge´ome´trique, les champs sont vus comme des dimensions
d’un espace multi-dimensionnel, et le paquet comme un point dont l’enteˆte repre´sente les
coordonne´es de ce dernier dans l’espace. Ainsi dans l’ensemble de ces travaux, un champ de
l’enteˆte d’un paquet sera aussi appele´ dimension.
Si l’on conside`re m re`gles, base´es sur d dimensions (nombre de champs employe´s par
les re`gles), alors, dans (Overmars et van der Stappen, 1994; Gupta et McKeown, 2001) pour
un espace de stockage limite´ a` O(m), le processus de recherche de re`gle peut prendre un
temps O(log(m)d − 1) et, si l’on souhaite que la recherche s’effectue en un temps O(log m),
alors l’espace de stockage peut eˆtre de l’ordre de O(md). A la lumie`re de ces mode´lisations,
on constate qu’il y a un compromis important entre temps de recherche et consommation
me´moire, et qu’un tel compromis risque d’eˆtre limitant dans des situations ou` l’on cherche
une vitesse d’exe´cution e´leve´e, tout en ayant une contrainte de faible ocucpation me´moire.
Par ailleurs, les re´sultats the´oriques pre´sente´s sont valables seulement lorsqu’il n’y a
aucun chevauchement entre les diffe´rents re`gles. Or, d’une part les tables de classification
re´elles (Yaxuan et al., 2009) permettent de constater que de nombreux chevauchements sont
pre´sents et les chevauchements entre re`gles sont fre´quents, mais dans le meˆme temps, la com-
plexite´ globale est moindre que celle pre´vue d’un point de vue the´orique. De manie`re ge´ne´rale,
on peut constater que les algorithmes utilise´e pour la classification tendent a` privile´gier soit
une faible consommation me´moire, soit une classification rapide. Ne´anmoins, ces derniers sont
bien souvent construits et oriente´s selon un seul crite`re, ce qui peut limiter leur utilisation a`
certains contextes particuliers. Au-dela` du compromis souleve´s ici, il est important de com-
prendre quel est le contexte actuel dans lequel ces diffe´rents algorithmes seront utilise´s, afin
de ne retenir que les algorithmes pertinents.
1.3 E´volution du contexte de la classification
L’e´volution de l’utilisation des ressources informatiques, que cela soit au niveau des centres
de traitement de donne´es ou au niveau des points d’interconnexion de re´seaux des ope´rateurs
de te´le´communication, a eu un impact majeur au niveau de la classification de paquets. Tout
d’abord, de nombreux nouveaux services offerts aux particuliers ont fait exploser la consom-
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qui a un impact direct sur les fournisseurs d’acce`s a` Internet. En effet, une explosion de la
consommation de la bande passante ne´cessite une augmentation du de´bit des liens. Or, le
de´ploiement de nouveaux liens, ne´cessite de lourds investissements. Ne´anmoins, en re´seau-
tique, le taux d’utilisation moyen des liens est de l’ordre de 50%. Ce faible taux d’utilisation
s’explique par une alternance de pe´riode de faible utilisation, contrastant avec des pe´riodes
de “rafales” intensives de donne´es. Par conse´quent, plutoˆt que d’augmenter massivement la
capacite´ des liens, la tendance actuelle est d’augmenter le taux d’utilisation de ces derniers.
Ne´anmoins, cela ne´cessite la capacite´ d’identifier avec une tre`s fine granularite´ l’ensemble du
trafic transitant sur le re´seau, et d’avoir une vue unifie´e des re´seaux, afin de pouvoir optimiser
le taux d’utilisation des liens.
D’autre part, les liens interconnexions voient leur capacite´ augmenter. La` ou` il e´tait
courant de voir des liens 0C-192 (10 Gbps), au niveau des dorsales, il est devenu courant de
voir des liens 0C-768 (40 Gbs). De meˆme, l’Ethernet 100 Gb/s a e´te´ standardise´ et le 400 Gb/s
est en voie de l’eˆtre. La tendance est donc a` une utilisation de liens a` tre`s haut de´bit, tout en
maximisant leur utilisation, afin d’e´viter de de´ployer des re´seaux surdimensionne´s. En faisant
l’hypothe`se d’un de´bit de 100 Gb/s, un engin de classification devrait capable de traiter plus
de 300 millions de paquets par secondes, ce qui demande ine´vitablement de de´velopper des
algorithmes re´pondants a` de telles spe´cifications. Aussi, certaines compagnies (telles que le
leader de la recherche en ligne, Google et des re´seaux sociaux, Facebook) reˆvent de pouvoir
utiliser de l’Ethernet Terabit pour leurs centres de traitement de donne´es (Stephen, 2010) ;
on comprend donc que la classification de paquets demeure un sujet de recherche d’actualite´.
Paralle`lement, dans les centres de donne´e ou ”Data Center”, la virtualisation a e´te´ une re´-
volution majeure dans la gestion des ressources mate´rielles. Cette technique a en effet permis
de s’affranchir de la couche mate´rielle et de mieux ge´rer les ressources mate´rielles en parta-
geant celles-ci entre plusieurs utilisateurs et applications. La virtualisation a donc constitue´
le premier tournant dans la gestion des ressources de calcul d’un centre de donne´es. Par
ailleurs, le virage de l’infonuagique (”cloud computing”) a e´te´ pris par de nombreuses com-
pagnies, en utilisant des applications et des services en ligne. Par conse´quent, d’importants
efforts ont e´te´ accomplis dans la gestion des ressources mate´rielles au niveau des centres de
traitement de donne´es. A` titre d’exemple, on peut citer l’entreprise Amazon, qui a e´te´ la
premie`re entreprise a` offrir la possibilite´ a` d’autres compagnies de louer de la puissance de
calcul, ou de stockage, de manie`re flexible, au travers de son offre Amazon Web Services
(”Elastic Compute Cloud”, ”Simple Storage Service”). Ainsi, l’ensemble des ressources ma-
te´rielles sous-jacentes (sur lesquelles s’exe´cutent les ope´rations de stockage ou de calcul) est
comple`tement abstrait et unifie´. L’infrastructure mate´rielle est dore´navant fournie sous forme
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un projet de logiciel a` sources-ouvertes, nomme´ Open Stack a vu le jour dans le but de fournir
l’infrastructure comme un service. Ce dernier est une compilation de modules logiciels, pense´s
pour un usage dans les nuages et optimise´s pour eˆtre massivement extensibles. Il peut eˆtre
conside´re´ comme un syste`me d’exploitation pour l’informatique dans les nuages, capable de
controˆler un nombre tre`s important de ressources de calcul, de stockage et de re´seau pour un
centre de traitement de donne´es.
Les ressources mate´rielles sont maintenant ge´rables plus facilement et redimensionnables
a` la vole´e, mais la flexibilite´ introduite a de lourdes conse´quences au niveau re´seautique. En
effet, d’un point de vue re´seautique, il est ne´cessaire d’optimiser la gestion du re´seau afin
de ne pas surcharger les liens et de router les donne´es de manie`re intelligente en fonction
du type de trafic a` transporter et en fonction du patron de trafic ge´ne´re´ par une applica-
tion. Cette gestion du trafic devant eˆtre effectue´e au niveau global (i.e. pour l’ensemble des
ressources utilise´es, physiques ou virtuelles) et par rapport a` chaque type de trafic (com-
prendre chaque application), il est inconcevable que cela soit effectue´ de manie`re manuelle.
Une gestion automatise´e, base´e sur la connaissance de l’utilisation des diffe´rentes ressources,
est ne´cessaire.
L’infonuagique a vu l’e´mergence du mode`le ”Infrastructure as a Service” (IaaS), dans
lequelle, les entreprises se concentrent sur la couche applicative et passent par un fournisseur
qui se charge de ge´rer l’infrastructure mate´rielle. De manie`re analogue, Le stockage et les
re´seaux, le monde de la re´seautique est en voie de prendre le virage du ”Software Defined
Networking” (SDN). Le SDN est une approche visant a` abstraire le plan de donne´es du plan
de controˆle. Ce de´couplage permet ainsi de faire abstraction des fonctionnalite´s de bas niveau
et de se concentrer sur une gestion a` haut niveau des re´seaux. Grace a` un tel fonctionnement,
les re´seaux sont ge´re´s de manie`re plus intelligente, ce qui permet par exemple, en optimisant le
transit des paquets selon le taux de congestion dans les liens, d’atteindre un taux d’utilisation
des liens de l’ordre de 90%. Le SDN permet d’avoir une vue unifie´e des re´seaux et, par la`
meˆme, de se concentrer sur la fonctionnalite´ a` haut niveau (couche applicative des re´seaux),
ce qui est d’autant plus crucial dans le contexte de l’infonuagique. En effet, les grappes
de serveurs sur lesquels les ope´rations de calculs sont effectue´es travaillent conjointement
afin d’offrir un haut degre´ de performance, et sont amene´s a` e´changer de grande quantite´s
information, qui doivent transiter par le re´seau. Dans un tel contexte, le trafic re´seau doit eˆtre
traite´ et route´ de manie`re intelligente, afin de tenir compte des pics de trafics de certaines
applications, lorsque des re´sultats partiels de calculs distribue´s sont combine´s et transmis vers
le meˆme serveur. De telles ope´rations exe´cute´es sur de grosses grappes de serveurs ge´ne`rent
d’importants transferts sur le re´seau, et par conse´quent la gestion du re´seau doit eˆtre faite en
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sont alloue´es de manie`re plus dynamique, de nombreuses instanciations de machines virtuelles
peuvent eˆtre effectue´es (cre´ation ou suppression), ce qui entraine d’important transfert de
donne´es sur le re´seau. Par ailleurs, la gestion de l’ensemble des machines virtuelles ne´cessite
de configurer le re´seau de manie`re ade´quate (se´curite´, isolement, QoS, trafic a` identifier).
Ainsi, la couche re´seautique doit eˆtre reconfigure´e en ade´quation avec la modification de
l’utilisation des ressources. Par conse´quent, le de´veloppement du IaaS a un impact direct
et majeur sur la gestion du re´seau, qui doit se faire en ayant conscience des applications
exe´cute´es. SDN et IaaS devront fonctionner de pair, afin de ge´rer l’ensemble des ressources
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Figure 1.1 Composants SDN. Figure traduite de (Open Networking Foundation,
April 13, 2012)
Comme mentionne´ pre´ce´demment, l’avantage du SDN pour les usagers, est de pouvoir se
concentrer sur le de´veloppement d’applications haut niveau pour la re´seautique. Ces dernie`res
interagissent avec un controˆleur, qui fait le lien entre les applications, et la couche mate´rielle.
Le controˆleur utilise ensuite un protocole pre´e´tabli pour communiquer avec le mate´riel et
transmettre les diffe´rents traitements a` effectuer par ce dernier. Une illustration provenant
d’un document technique Software-Defined Networking : The New Norm for Networks de la
fondation Open Networking Foundation, ayant conduit a` la re´daction de la spe´cification d’un
protocole pre´sente´ ci-dessous est illustre´ dans la figure 1.1.
Un des protocoles utilise´s dans le contexte de SDN, pour communiquer entre le controˆleur
et routeurs, est OpenFlow. Ce protocole ge´ne`re d’importantes contraintes au niveau de la clas-
sification de paquets. OpenFlow imple´mente le traitement d’un paquet comme une succession
de recherches et d’actions a` exe´cuter, et ce, de fac¸on entie`rement programmable, de telle sorte
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que le traitement apporte´ a` un paquet est entie`rement personnalisable et flexible. Ne´anmoins,
dans le cadre du travail re´alise´ ici, on se concentre davantage sur les conse´quences au niveau
de la classification de paquet. Ainsi, davantage de champs peuvent eˆtre pris en compte pour
la classification de paquets dans un tel contexte ; 12 champs et plus pour les dernie`res versions
d’OpenFlow (v1.0.0 et plus re´centes). A cet e´gard, les diffe´rents champs utilise´s dans un tel
contexte sont pre´sente´s dans le tableau 1.2.
La prise en compte d’un nombre e´leve´ de champs a un impact direct sur la taille des re`gles
et donc l’utilisation me´moire, mais par la meˆme occasion, risque de diminuer de manie`re
drastique la performance des algorithmes existants, en raison de l’augmentation du nombre
d’acce`s me´moire ge´ne´re´.
De plus, le nombre de re`gles contenues dans une table de classification tend a` augmenter a`
des niveaux e´leve´s, pouvant atteindre plus de 100 000 entre´es dans certains cas. Par ailleurs,
la fine granularite´ utilise´e pour diffe´rentier les diffe´rents trafics entre-eux, tend a` augmenter la
complexite´ des re`gles. Par conse´quent, la complexite´ du proble`me de la classification explose
selon plusieurs angles : nombre de re`gles e´leve´es, nombre de champs pris en compte, re`gles avec
des contraintes complexes, de´bits a` offrir en tre`s forte augmentation. Dans un tel contexte,
les techniques de classifications pre´sente´es dans la litte´rature pre´sentent un potentiel de sous
performer, en raison d’une complexite´ accrue des re`gles a` supporter. Au travers de cette
introduction, on a pre´sente´ pourquoi le ”Software Defined Networking” ge´ne`re de nouvelles
proble´matiques pour la classification de paquet ; re`gles complexes, nombre e´leve´s d’entre´es.
Les algorithmes pre´sents dans la litte´rature n’ayant e´te´ conc¸us pour ce contexte, la conception
d’un algorithme applicable au contexte de SDN apparait comme ine´vitable. Ainsi, le but de
ce travail est de concevoir un algorithme de classification optimise´ pour le contexte du SDN
(sous certaines conditions). Ne´anmoins, avant de concevoir un algorithme, il est ne´cessaire
d’analyser la performance offerte par les algorithmes actuels dans le contexte SDN, d’identifier
d’e´ventuels de´fauts, pour ensuite concevoir un algorithme adressant ces diffe´rentes limitations.
Ce me´moire se compose d’une revue de litte´rature pre´sente´e dans le Chapitre section 2.
Le Chapitre 3 expose la de´marche de l’ensemble du travail re´alise´ ici, et vise a` justifier
la cohe´rence des articles inclus dans ce me´moire, par rapport aux objectifs de recherche. La
premie`re contrubution de ce me´moire, expose´e dans le Chapitre 4, consiste en une analyse des
performances d’un algorithme de classification dans le contexte de SDN. Ce meˆme chapitre
pre´sente aussi les re´sultats des optimatisations re´alise´es. Une analyse comple´mentaire est
re´alise´e pour la conception de l’algorithme AcceCuts, et est pre´sente´e dans le Chapitre 5.
AcceCuts permet de re´duire le nombre moyen d’acce`s me´moire par un facteur 3 en moyenne,
et la consommation de me´moire par 40% en moyenne par rapport a` EffiCuts, un algorithme
de l’e´tat de l’art de la classication de paquets. Ensuite, dans le chapitre 6, une discussion
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ge´ne´rale en regard des re´sultats et des aspects me´thodologique est pre´sente´e. Le Chapitre 7
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Figure 1.2 Champs pris en compte dans OpenFlow v1.0.0. Figure traduite provenant




Ce chapitre vise a` pre´senter dans un premier temps les concepts ge´ne´raux de la classifi-
cation de paquet, en pre´sentant un point de vue global, puis en introduisant les approches
phares e´tudie´es dans la litte´rature. Dans la seconde partie de ce chapitre, l’emphase est mise
sur les algorithmes adoptant le point de vue ge´ome´trique et utilisant des arbres de de´cision,
en raison du degre´ de performance atteint. A cet e´gard, les concepts et techniques ne´cessaires
a` la compre´hension de ces dits algorithmes, sont de´taille´s, puis une analyse approfondie de
ces meˆmes algorithmes est effectue´e.
2.1 De´coupage et projection
De manie`re globale, deux techniques sont employe´es par les algorithmes de classification :
le de´coupage ou les projections. Une troisie`me technique peu utilise´e, proce`de a` un regroupe-
ment des re`gles initialement contenue dans la table de la classification. Cette technique, est
de´signe´e par le nom “Group Set” ou groupement d’ensemble.
De nombreuses me´thodes se basent sur une approche ge´ome´trique du proble`me de la clas-
sification de paquets. Dans un tel cas, chaque champ de l’enteˆte d’un paquet peut eˆtre vu
comme de´finissant une dimension d’un espace. La prise en compte de plusieurs champs dans
le cas de la classification de paquets permet donc de´finir des espaces multidimensionnels, com-
portant autant de dimensions que de champs pris en compte par les re`gles de classification. A`
cet e´gard, dans le chapitre suivant le mot champ et dimension sont utilise´s comme des syno-
nymes. Dans un tel espace multidimensionnel, un paquet est vu comme un point de l’espace.
Les re`gles e´tant compose´es de contraintes pouvant s’exprimer sous la forme d’intervalles,
celles-ci de´finissent des volumes dans l’espace multidimensionnel. De manie`re plus pre´cise,
chaque re`gle de´crit un hyper-cube de l’espace. Par conse´quent, dans un tel cas, le proble`me
de la classification de paquets revient a` identifier la ou les hyper-cubes (re`gle) contenant un
point de´fini par les valeurs de chacun des champs de l’enteˆte du paquet.
L’approche globale de la classification de paquets vise a` e´liminer de manie`re ite´rative
les re`gles non relie´es au paquet entrant. Pour les deux techniques suivantes, les explications
sont illustre´es au travers de la figure 2.1 et 2.2. Chaque figure de´finit un espace sur deux
dimensions (e´quivalent a` deux champs), dans lequel chaque rectangle de couleur repre´sente
une re`gle. La distribution des re`gles est identique pour chacune des deux figures. Chaque axe
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est associe´ a` un champ de l’enteˆte du paquet. Ne´anmoins, ici, le type de champ conside´re´
a peu d’importance, c’est pourquoi les axes sont volontairement omis. Par ailleurs, pour ces
deux exemples, les valeurs nume´riques important peu, aucune graduation n’est pre´sente.
La technique de de´coupe, consiste ainsi a` diminuer l’espace de recherche global en sous-
ensembles, contenant chacun un nombre restreint d’hyper-cubes (re`gles) par rapport a` l’en-
semble multidimensionnel parent. A titre d’illustration, dans la figure 2.1, la re´gion initiale
est de´coupe´e en plusieurs sous-re´gions (de´limite´es par des lignes hachure´es), chacune conte-
nant un nombre de re`gles infe´rieur a` la configuration initiale. La me´thode de classification
consiste maintenant a` identifier quelle sous-re´gion se´lectionner, et ensuite parcourir les re`gles
a` l’inte´rieur de cette sous-re´gion.
Une autre technique utilise´e par les algorithmes de classification consiste a` projeter les
bornes des diffe´rents intervalles sur chacune des dimensions conside´re´e. La projection permet
aussi de re´duire le nombre de re`gles conside´re´es et de progressivement re´duire l’espace de re`gles
se projetant sur le meˆme sous-ensemble ge´ome´trique. L’ide´e sous-jacente est de conside´rer la
classification sur plusieurs dimensions comme l’intersection de la classification sur chacune des
dimensions. Pour ce faire, les re`gles sont projete´es sur chacune des dimensions, et pour chaque
intervalle de´finit, une liste des re`gles couvrant cet intervalle y est associe´. Il suffit ensuite de
regarder dans quel intervalle le paquet entrant se situe, et de se´lectionner l’intersection des
re`gles selon l’ensemble des dimensions.
Afin d’illustrer cette technique, conside´rons la figure 2.2, contenant la meˆme distribution
de re`gles utilise´e pour l’exemple pre´ce´dent. Les traits hachure´s repre´sentent ici les projections
des re`gles sur chacun des deux axes.
La technique de projection a une granularite´ plus fine que la technique dite de de´coupe
comme illustre´ dans la figure 2.1, 2.2. Ne´anmoins, le processus de localisation d’un intervalle
projete´ est plus complique´ que la localisation d’une sous-re´gion re´sultant du processus de
de´coupe, en raison d’un nombre plus important d’intervalles a` comparer. De meˆme, il est
e´vident qu’une telle me´thode pose des proble`mes d’extensibilite´ avec le nombre de re`gles
conside´re´es.
Les algorithmes adoptant les techniques de de´coupage se basent sur la valeur de certains
bits, provenant d’un ou plusieurs champs, pour de´couper et ainsi diviser l’ensemble initial de
re`gles, en plusieurs sous-ensembles de re`gles. Le choix des bits ainsi que du ou des champs
utilise´s est de´termine´ de sorte a` maximiser la se´parabilite´ des re`gles ; c’est-a`-dire de fac¸on a`
ce que chaque sous-ensemble contienne un nombre similaire de re`gles et donc que la division
de l’espace soit e´quilibre´e. Lorsque la sous-re´gion en cours de de´coupe posse`de un nombre de
re`gles infe´rieur a` une valeur seuil e´tablie de manie`re empirique, alors le processus de de´coupe
est stoppe´. Afin de conserver la trace de ce de´coupage de l’espace, une structure de type
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Figure 2.1 De´coupage Figure 2.2 Projection
arbre de de´cision est construite. Par conse´quent, les algorithmes adoptant ces techniques de
de´coupe et se´paration des re`gles, sont de´signe´s comme des algorithmes base´s sur des arbres de
de´cision. On peut citer HiCuts (Gupta et McKeown, 2000), HyperCuts (Singh et al., 2003),
EffiCuts (Vamanan et al., 2010), Adaptive Binary Cutting (Song et Turner, 2013) ainsi que
AcceCuts, soit l’algorithme pre´sente´ dans ce me´moire.
Une approche dans la continuite´ de la technique de projection, consiste a` de´composer le
processus d’identification en plusieurs recherches paralle`les (Srinivasan et al., 1998), dans le
but d’identifier la ou les re`gles associe´es au paquet entrant. En effet, l’ide´e sous-jacente est
qu’il est plus simple de re´aliser une ope´ration de comparaison sur une partie d’une re`gle,
que sur la re`gle en entier. Par conse´quent, en suivant cette ide´e, l’enteˆte du paquet peut
eˆtre de´compose´e en plusieurs sous champs et, ainsi, chacun de ces sous-champs peut eˆtre
compare´ a` un sous-ensemble de re`gles. L’intersection de chacune des comparaisons partielles
permet de reconstituer la comparaison avec l’inte´gralite´ de l’enteˆte du paquet. Cette me´-
thode, faisant levier sur des comparaisons partielles, a vu l’e´mergence d’autres d’algorithmes
(Gupta et McKeown, 1999; Taylor et Turner, 2004), avec diffe´rents compromis entre stockage
et de´bit.
Ces diffe´rentes approches algorithmiques ont d’abord vu leur performance e´value´e d’un
point de vue the´orique, puis des imple´mentations mate´rielles de ces algorithmes ont ensuite
e´te´ re´alise´es dans la litte´rature (voir la sous-section 2.4). La performance obtenue varie gran-
dement suivant la plateforme sur laquelle l’imple´mentation est effectue´e et la manie`re dont
l’imple´mentation est re´alise´e, comme nous le verrons dans la suite de cette section.
Paralle`lement aux approches algorithmiques, dans la litte´rature, une solution purement
mate´rielle a e´te´ propose´e et de´veloppe´e spe´cifiquement pour atteindre un niveau de perfor-
mance tre`s e´leve´ en termes de de´bit de paquets, la TCAM, ou “Ternary Content Addressable
Memory”Comme mentionne´ pre´ce´demment, la classification de paquets vise a` comparer l’en-
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teˆte du paquet a` l’ensemble des re`gles pre´sentes dans la table de classification. Ne´anmoins,
suivant ce principe, si l’analyse se fait de manie`re line´aire, le temps de traitement est beau-
coup trop e´leve´. Une approche propose´e consiste a` pousser a` l’extreˆme en re´alisant le parcours
inte´gral des re`gles de manie`re paralle`le. Un type de me´moire spe´cifique, la TCAM a e´te´ de´-
veloppe´ dans ce dessein, soit d’effectuer de fac¸on totalement paralle`le la comparaison des
re`gles.
2.2 TCAM : solution purement mate´rielle
La me´moire de type TCAM est massivement utilise´e dans l’industrie des routeurs de haute
performance pour re´aliser la classification de paquets en raison de la bande passante fournie.
La TCAM est une me´moire dont la structure particulie`re re´alise une ope´ration de comparaison
sur l’ensemble des entre´es (re`gles) pre´sentes en me´moire et ce, de manie`re simultane´e. Les
re`gles sont repre´sente´es dans une TCAM sous forme de chaines de bits trie´es par priorite´
de´croissante. Lors d’une recherche, l’index de la re`gle se´lectionne´e est ensuite utilise´ pour
acce´der a` la donne´e associe´e a` la re`gle. La TCAM permet d’identifier une re`gle en un temps
O(1) et, par conse´quent, elle offre un niveau de performance tre`s e´leve´. Ne´anmoins, malgre´
une telle performance en termes de recherche, un proble`me majeur associe´ a` la TCAM pour
classifier des paquets concerne l’efficacite´ de la gestion des re`gles utilisant des intervalles. En
effet, la difficulte´ est lie´e au fait que plusieurs entre´es de la TCAM doivent eˆtre alloue´e en
me´moire pour repre´senter une re`gle de´crite par des intervalles. En effet, la TCAM est tre`s
performante lorsqu’il s’agit de faire des comparaisons de type binaire ou “wildcard” mais pas
dans le cas d’intervalles. Un intervalle associe´ a` un champ est de´fini par une borne supe´rieure
et une borne infe´rieure, dont les valeurs extreˆmes sont encadre´es par les bornes du champ
associe´. A` titre d’exemple, si l’on suppose un intervalle de type >1023, pour un champ dont
la valeur extreˆme supe´rieure est 65536, alors six re`gles sont ne´cessaires pour de´crire cette
entre´e, comme pre´sente´ dans le tableau 2.1 (re`gles sous forme binaire). Dans cet exemple, un
symbole ”*” de´signe un bit qui n’est pas examine´.
Or, les tables de classification utilise´es comportent un nombre important de re`gles de´crites
par des intervalles (Yaxuan et al., 2009). Bien qu’il s’agisse d’analyses non re´centes, les conclu-
sions demeurent valides. En effet, la tendance actuelle vise a` conside´rer un plus grand nombre
de champs au niveau des tables de classification, tout en gardant les champs utilise´s pre´ce´-
demment et le type de contraintes associe´es. Ainsi, des analyses re´alise´es dans (Chao et Liu,
2007), ont permis de mettre en e´vidence que l’efficacite´ de stockage de la TCAM peut at-
teindre des taux tre`s faibles, proche de 16% dans certains cas. Ne´anmoins, la prise en charge
optimise´e d’intervalles tend a` diminuer la bande passante offerte par la TCAM. Par ailleurs,
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Tableau 2.1 Entre´es dans la TCAM associe´es a` la contrainte >1023 pour un champ sur 16
bits
Contrainte
0000 01** **** ****
0000 1*** **** ****
0001 **** **** ****
001* **** **** ****
01** **** **** ****
1*** **** **** ****
au proble`me de la prise en charge de re`gles avec intervalles s’ajoute une consommation tre`s
e´leve´e et un cout d’achat prohibitif. Le facteur cout de la TCAM s’explique par plusieurs
raisons. Tout d’abord le stockage d’un bit de donne´e dans un TCAM ne´cessite jusqu’a` 16
transistors (Narayan et al., 2003), la` ou` la SRAM en ne´cessite 6 et la SDRAM seulement 1.
Par conse´quent, la densite´ de stockage de la TCAM est sensiblement infe´rieure a` beaucoup
d’autres types de me´moire usuels. Par ailleurs, le marche´ relativement limite´ de la TCAM
, par rapport aux autres types de me´moire, rend cette technologie fortement dispendieuse,
avec un cout estime´ par bit de l’ordre de 20 fois supe´rieur a` la SRAM et presque cent fois
plus e´leve´ par rapport a` la SDRAM. L’utilisation e´leve´e de transistors est principalement due
au parcours paralle`le de l’ensemble des entre´es contenues dans la TCAM. Des optimisations
ont e´te´ faites afin de regrouper les entre´es en diffe´rents segments, qui peuvent eˆtre parcourue
se´lectivement afin de re´duire la consommation e´nerge´tique. Ne´anmoins, de telles solutions,
bien que re´duisant la consommation de me´moire Chao et Liu (2007), tendent a` diminuer la
bande passante offerte et donc re´duisent l’avantage principal de la TCAM.
La TCAM pose des proble`mes pour le support du“multiple match”, ce qui peut restreindre
son utilisation. En effet, les nouvelles applications de type se´curite´, telles que la de´tection d’in-
trusions, ne´cessitent que l’ensemble des re`gles associe´es au paquet entrant soit rapporte´. Or,
dans le cas de la TCAM, seule la re`gle avec la plus haute priorite´ est conserve´e. L’e´mergence
de ce nouveau besoin fait de´faut a` une bonne partie des TCAMs actuellement disponibles.
Diffe´rentes solutions ont e´te´ propose´es, selon diffe´rentes perspectives (Chao et Liu, 2007).
Ne´anmoins, cette limitation de la TCAM la place clairement a` l’e´cart de l’ensemble des
autres solutions algorithmiques qui dans la presque totalite´ supportent nativement le “mul-
tiple match”. Enfin, en plus des divers proble`mes pre´sente´s ci-dessus, la TCAM peut pre´senter
des proble`mes pour re´aliser des mises a` jours ne perturbant pas le trafic (Wang et al., 2004).
Par conse´quent, de manie`re conjointe au de´veloppement d’optimisations pour la TCAM, dif-
fe´rentes approches algorithmiques ont e´te´ propose´es et imple´mente´es. Elles sont base´es sur
des me´moires plus conventionnelles, afin de faire levier sur le faible prix de ces me´moires et
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de la grande capacite´ de stockage qu’elles offrent.
2.3 Approche algorithmique de la classification de paquet
De cette revue de litte´rature, certains algorithmes sont volontairement exclus, car ils
ont e´te´ conc¸us pour un contexte tre`s restreint qui n’est plus utilise´ a` l’heure actuel. En
effet, plusieurs algorithmes faisant levier sur des arbres binaires ne supportent pas, ou avec
beaucoup trop de limitations les re`gles exprime´es sous la forme d’intervalles arbitraires, ainsi
qu’un nombre de re`gles e´leve´s. Ainsi dans (Feldman et Muthukrishnan, 2000), une structure
de donne´e est propose´e, mais spe´cifiquement pour un contexte de classification ou` seules
deux dimensions sont utilise´es. Par ailleurs, bien que cet algorithme offre une performance
acceptable en termes de consommation me´moire et de nombre d’acce`s me´moire, ce dernier est
uniquement adapte´ a` des tables de classification sur deux dimensions. En effet, la performance
obtenue lorsque davantage de dimensions sont conside´re´es est faible. Par conse´quent, cet
algorithme ne sera pas pre´sente´ plus en de´tails, car la performance offerte ne permet ni une
utilisation dans le contexte traditionnelle de la classification de paquet, ni dans le contexte
pre´sente´ dans le chapitre 1, et plus particulie`rement dans la figure 1.2.
En adoptant une de´marche similaire, on e´limine les algorithmes conc¸us pour supporter un
faible nombre de champs ou ne pouvant effectuer certains types de comparaisons. A` cet e´gard,
l’algorithme pre´sente´ dans “Tradeoffs for Packet Classification” (Feldman et Muthukrishnan,
2000) est e´limine´, ainsi que des algorithmes utilisant des fonctions de hachage.
2.3.1 Algorithmes base´s sur la projection ou la de´composition
Une famille d’algorithmes utilisant la technique dite de projection a e´te´ largement de´velop-
pe´e dans la litte´rature. On peut ainsi citer “Aggregated Bit Vector” (Baboescu et Varghese,
2001) ainsi que “Bit Vectors” (Lakshman et Stiliadis, 1998). Ces deux algorithmes de´com-
posent la recherche multidimensionnelle en autant de recherches unidimensionnelles que de
champs traite´s. Ainsi, pour chaque dimension utilise´e, un arbre est cre´e´, dont les nœuds
contiennent les informations permettant de connaitre la ou les re`gles associe´es a` la comparai-
son partielle. A chaque recherche est associe´ un ensemble de re`gles pouvant correspondre a` la
comparaison partielle. Afin de de´terminer la re`gle re´sultante du processus de classification, il
suffit d’identifier la ou les re`gles partage´es pour l’ensemble des re´sultats.
Un autre algorithme base´ sur cette approche,“Cross producting scheme”(Srinivasan et al.,
1998). Il a e´te´ conc¸u afin de supporter un nombre arbitraire de champs et d’eˆtre inde´pendant
du type d’applications. Il vise a` effectuer une recherche selon chacune des dimensions d (ou
champs) utilise´s et la combinaison des re´sultats partiels de chacune des recherches permet
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d’acce´der a` la re`gle correspondante contenue dans une table dont les entre´es ont e´te´ pre´-
calcule´es initialement. Cet algorithme offre une complexite´ en temps de recherche faible en
O(d · trl), ou` trl est la complexite´ en temps de recherche pour identifier un intervalle selon
un champs. Cette faible complexite´ de recherche s’obtient au prix d’une consommation de
me´moire gigantesque, puisque la table de“Cross-product”peut avoir O(md) entre´es. De meˆme,
le processus de mise a` jour est complexe car il demande la reconstruction comple`te de la table
pre´-calcule´e. Ainsi, en raison d’un cout de stockage prohibitif, l’algorithme“Cross Producting
Scheme” n’est pas adapte´ a` une utilisation avec un nombre e´leve´ de re`gles.
Bien que ces algorithmes offrent une performance e´leve´e en termes de vitesse de clas-
sification, ils consomment ne´anmoins une quantite´ excessive de me´moire. Cela rend donc
ces algorithmes peut compatibles avec des applications ne´cessitant un nombre important de
re`gles de classification. De`s lors, de nouveaux algorithmes ont vu le jour, afin de diminuer la
surconsommation me´moire.
Comme mentionne´ pre´ce´demment, les algorithmes de classification doivent ge´ne´ralement
faire un compromis entre rapidite´ de traitement, de´bit et consommation me´moire. A` cet e´gard,
“Recursive Flow Classification” (RFC) (Gupta et McKeown, 1999) et “Distributed Cross-
producting of Field Labels” (Taylor et Turner, 2004) offrent un compromis plus inte´ressant
entre la consommation me´moire et la bande passante, par rapport aux algorithmes pre´ce´dents,
mais souffre ne´anmoins de limitations. Malgre´ une consommation me´moire ame´liore´e par
rapport aux algorithmes ante´rieurs, celle-ci demeure importante (Singh et al., 2003). En effet,
RFC est une variation de l’algorithme “Cross producting scheme” et, a` cet e´gard, he´rite de
son de´faut relatif a` une grande consommation me´moire. RFC utilise une me´thode heuristique
pour classer les paquets. Conside´rons que le processus de classification implique l’association
de l’enteˆte d’un paquet de H bits a` un identifiant d’action de T bit et que N re`gles sont
pre´sentes dans la table de classification utilise´e. Une me´thode simple, mais clairement sous-
optimale, consiste a` pre´-calculer l’action associe´e a` chacun des 2H paquets diffe´rents. Un tel
processus ne´cessiterait l’utilisation d’un tableau de taille 2H ·2T . Un seul acce`s me´moire serait
alors ne´cessaire pour identifier l’action associe´e a` un paquet entrant, mais la consommation
me´moire serait tout simplement astronomique. Le but de RFC est de proce´der a` la meˆme
association, mais au travers de plusieurs e´tages ou phases comme pre´sente´ dans la figure
ci-dessous. Ainsi, l’association s’effectue de manie`re re´cursive : a` chaque e´tage, l’algorithme
proce`de a` une re´duction de la largeur de bits conside´re´s.
Dans la figure 2.3, trois e´tages sont utilise´s, mais RFC propose de faire varier le nombre
d’e´tages suivant la performance envisage´e. Dans le cas de l’exemple ci-dessus, les H bits
utilise´s pour identifier un paquet sont initialement de´coupe´s en plusieurs ”morceaux”, qui
seront utilise´s pour indexer diffe´rentes tables en me´moire lors de la premie`re ite´ration, c’est-
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Figure 2.3 Illustration du principe de l’algorithme RFC. Figure traduite et provenant de
Gupta et McKeown, 1999
a`-dire menant vers la phase 1. Chacune de ces recherches va associer a` un ”morceau” un
identifiant note´ eqID, qui sont ensuite combine´s et a` nouveau de´coupe´s en ”morceaux”. Ces
derniers vont eˆtre utilise´s pour indexer diffe´rentes tables, lors de la meˆme phase. Ce processus
est re´pe´te´ jusqu’a` ce que la dernie`re phase soit atteinte, et permette de spe´cifier la ou les
re`gles associe´es au paquet entrant.
RFC permet d’atteindre en pratique un de´bit de 10 Gbps une fois imple´mente´ en mate´riel
mais, d’une part, ce de´bit offert semble relativement faible par rapport la vitesse des liens
actuels et, d’autre part, RFC souffre d’une consommation me´moire e´leve´e, ainsi que d’un
temps de pre´-calcul important lorsque le nombre de re`gles devient supe´rieur a` 6000. Ces deux
algorithmes pre´sentent une capacite´ a` monter en charge limite´, ainsi qu’un compromis de
performance me´diocre entre temps de recherche et l’utilisation me´moire. Par conse´quent, il
est pertinent de se tourner vers des algorithmes adoptant d’autres approches et minimisant
les compromis extreˆme entre temps de recherche et utilisation me´moire.
2.3.2 Algorithme adoptant l’approche “Group Set”
Une autre technique, peu utilise´e, a e´te´ propose´e sous le nom de “Tuple Space Search”
(TPS) (Srinivasan et al., 1999), et vise a` regrouper les re`gles contenues dans une table de
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classification en des ensembles disjoints, selon une proprie´te´, puis de traverser de manie`re
paralle`le chacun de ces ensembles. Le but est de de´composer l’e´tape de classification en
plusieurs recherche de type comparaison “exactes” dans des tables de hachage. La` encore,
l’identification de la re`gle est effectue´e a` partir du re´sultat partiel de chacune des comparai-
sons. La motivation sous-jacente a` cet algorithme est lie´e aux caracte´ristiques des tables de
classification.
Plus pre´cise´ment, TPS regroupe les re`gles en n-uplets, en fonction de la longueur des pre´-
fixes pour les diffe´rents champs conside´re´s. Chaque groupe est ensuite stocke´ dans une table
de hachage. L’ope´ration de classification consiste en une ope´ration de comparaison exacte sur
chacune des tables de hachage. A` chaque re`gle R, contenue dans la table de classification,
peut eˆtre associe´ un d-uplet, pour lequel la i-e`me composante exprime la longueur du pre´fixe
du i-e`me champ de R. Un espace de tuplets est de´fini comme e´tant l’ensemble des tuplets
cre´e´s. Les adresses IP d’une re`gle sont toujours spe´cifie´es a` l’aide d’un pre´fixe et l’utilisation
d’un tel algorithme est donc optimale pour ces deux champs. Ne´anmoins, pour les champs
Port Source et Port Destination (ou tout autre port exprime´ sous la forme d’un intervalle),
l’algorithme propose deux me´thodes : la premie`re, permettant de savoir dans quel tuplet pla-
cer la re`gle, et une autre afin d’identifier la re`gle au sein du tuplet. Une fois les re`gles classe´es
dans le bon tuplet, le processus de classification reposant sur une me´thode de hachage est
relativement simple. En effet, toutes les re`gles associe´es au meˆme tuplet partagent le meˆme
masque et ce, pour l’ensemble des champs conside´re´s. Par conse´quent, il suffit de concate´ner
le nombre de bits requis pour chacun des champs afin de construire une cle´ de hachage pour
chaque re`gle. Toutes les re`gles associe´es a` un certain tuplet sont stocke´es dans une meˆme
table de hachage. Une requeˆte dans une table de hachage est effectue´e en se´lectionnant le
nombre de bits ade´quats de l’enteˆte du paquet entrant puis en appliquant la fonction de
hachage avec la cle´ ainsi cre´e´e. De manie`re identique, les cle´s construites a` partir de l’enteˆte
du paquet sont hache´es dans chacune des tables afin de trouver la re`gle correspondante. Pour
un paquet donne´, il suffit donc de parcourir l’ensemble des tuplets et de garder la re`gle avec
la plus haute priorite´ parmi les re`gles ayant cause´es une comparaison positive.
Performance
La complexite´ du temps de recherche est de O(M), ou` M est le nombre de tuplets
contenus dans l’espace des tuplets, sous l’hypothe`se d’un hachage parfait (i.e. permettant
d’e´viter toute collision). Par contre, M demeure important et tre`s variable pour beaucoup
de cas re´els teste´s (Srinivasan et al., 1999; Song, 2006). Par conse´quent une optimisation a
e´te´ pre´sente´e afin d’augmenter la vitesse des requeˆtes ainsi que la performance des mises a`
jour (Srinivasan et al., 1999). La complexite´ de stockage de la structure donne´e cre´e´e est de
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O(N ·d·W ), avec W la longueur du plus long pre´fixe, N le nombre de re`gles et d le nombre de
champs conside´re´s, permettant d’atteindre un temps de recherche de O(log W ). Par ailleurs,
en pratique, on remarque que la performance varie grandement en fonction du type de re`gles
conside´re´.
Par ailleurs, les re´sultats pre´sente´s ci-dessus sont valables lorsque l’on conside`re des fonc-
tions de hachage parfaites, n’entrainant aucun faux positif. Ne´anmoins, les fonctions de ha-
chage sont particulie`rement utilise´es pour la classification de paquets et, plus particulie`re-
ment, dans les fonctions de type“Filtres de Bloom”(Dharmapurikar et al., 2006). Ne´anmoins,
ce type de filtre, bien qu’il permette de savoir avec certitude qu’un e´le´ment est absent d’un en-
semble conside´re´, permet avec une certaine probabilite´ seulement de savoir qu’un e´le´ment est
e´ventuellement pre´sent dans l’ensemble. Ces solutions de hachage ne permettent pas d’offrir
une performance de´terministe en raison de collisions potentielles (Jiang et Prasanna, 2009)
et de la sous-efficacite´ a` ge´rer les re`gles ayant des entre´es de type ge´ne´rique (”Wildcard”)
ou ayant des intervalles quelconques (Dharmapurikar et al., 2006). Donc, une seconde ope´-
ration de recherche est requise afin de re´soudre les faux positifs, ce qui tend a` augmenter
la complexite´ de la classification du paquet et donc a` limiter la performance globale attei-
gnable (Sourdis et Sourdis, 2007).
2.3.3 Algorithmes de´coupant l’espace de recherche
La technique de de´coupage vise a` identifier la ou les re`gles associe´es au paquet entrant, en
re´duisant de manie`re ite´rative l’espace de recherche, en effectuant des de´coupes, guide´e par
des heuristiques exploitant la structure de la table de classification. Les de´coupes et autres
traitements exce´cute´s sont utilise´es pour construire un ou plusieurs arbres de de´cision. Ainsi
ces algorithmes fonctionnent en deux temps : cre´ation d’un ou plusieurs arbre(s) de de´cision,
associe´(s) a` une table de classification, puis parcours de la structure ge´ne´re´e, base´e sur la
valeur des champs du paquet d’entre´e. Par conse´quent, de tels algorithmes s’appuient sur un
algorithme de construction d’arbre, et un algorithme pour la traverse´e de l’arbre. L’e´tape de
traverse´e de l’arbre constitue ici l’e´tape de classification de paquets.
De nombreux algorithmes sont pre´sents dans la litte´rature, mais la plupart des algorithmes
publie´s he´ritent de trois algorithmes majeurs, qui seront e´tudie´s ici en de´tails : HiCuts,
HyperCuts et EffiCuts (Gupta et McKeown, 2000; Singh et al., 2003; Vamanan et al., 2010).
Construction
L’ensemble de ces algorithmes divise l’espace des re`gles en sous-espaces, de manie`re ite´ra-
tive, jusqu’a` ce que chacun des sous-espaces contienne un nombre de re`gles infe´rieur ou e´gal
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a` une valeur seuil de´finie pre´alablement a` l’exe´cution de l’algorithme. De tels algorithmes
construisent un ou plusieurs arbres de de´cision lors de la de´coupe de l’espace de recherche.
Un tel arbre est compose´ de nœuds et, a` ses extre´mite´s, de feuilles. Chacun des nœuds couvre
une zone de l’espace de recherche et, a` cet e´gard, contient diffe´rentes informations permettant
de de´finir les limites de la zone couverte par le nœud, le nombre de nœuds enfants associe´s
et leur position. Les informations de localisation semblent redondantes, mais les nœuds et
enfants associe´es peuvent eˆtres de´coupes et donc de´crits selon des dimensions diffe´rentes. Les
feuilles, sont des nœuds contenant simplement des re`gles, ainsi aucune description de la zone
couverte, ni autre indications ne sont pre´sentes.
Afin d’illustrer la construction d’un arbre de de´cision, on conside`re l’espace de recherche
contenant les re`gles pre´sente´es dans la figure 2.4, R1 a` R6. Le rectangle rouge P correspond
a` un paquet P et sera util seulement pour la partie suivante, traitant du parcours de l’arbre.
Chaque axe dans la figure est associe´ a` un champ de l’enteˆte du paquet. Les graduations
utilise´es pour chacun des axes, servent a` mieux comprendre la ge´ne´ration de l’arbre de de´ci-
sion. Les zones couvertes par chacune des nœuds sont repre´sente´es sous la forme d’intervalles,
dim1 × dim2.
Pour cet exemple, on conside`re une valeur seuil fixe´e arbitrairement a` 2. Le processus de
construction de´bute en conside´rant l’ensemble de l’espace de recherche, un nœud racine est
cre´e´, couvrant l’ensemble de la zone de´limite´e par le rectangle noir, c’est-a`-dire [0 ;40] selon
le champ 1 et [0 ;60] selon le champ2. Ensuite, une premie`re phase de de´coupe est re´alise´e
selon le champ 1, ce dernier permettant de maximiser la se´paration des re`gles entre elles. Les
de´coupes re´alise´e sont de taille e´gale, et la premie`re phase de de´coupe cre´e 4 sous-espace,
chacun de taille 10 selon le champ 1. Ces de´coupes sont repre´sente´es par des lignes vertes
hachure´es dans la figure 2.4. On remarque que les trois premie`re zones, c’est-a`-dire dont les
intervalles couverts s’e´chelonnent entre 0 et 30 selon le champ 1, contiennent chacun 2 re`gles,
alors que la dernie`re zone contient 3 re`gles. Les informations spe´cifiant le nombre de de´coupes,
ainsi que la dimension utilise´e pour re´aliser ces de´coupes sont ajoute´es au noeud racine.
La valeur seuil de´terminant si d’autres de´coupes doivent eˆtre effectue´es ou non est ici e´gale
a` 2. Ainsi, chacun des noeuds (sous-espace) contenant plus de 2 re`gles se voit rede´coupe´. Par
opposition, si un noeud contient moins de 2 re`gles, alors une feuille contenant ces re`gles et
cre´e´. Par conse´quent, les trois premie`res zones remplissent les conditions pour qu’une feuille
par zone soit cre´e´e. Trois feuilles sont donc cre´e (Feuilles 1 a` 3) contenant chacune les re`gles
couvertes par leur zone. Au contraire, la dernie`re zone contient un nombre de feuille supe´rieur
a` la valeur seuil, et a` cet e´gard, une ite´ration supple´mentaire de de´coupe doit eˆtre effectue´e.
Un noeud associe´ a` cette zone est donc cre´e, couvrant la zone [30 ;40] selon le champ 1 et
[0 ;60] selon le champ 2. De´couper cette zone selon le champ 1 serait peut pertinent, puisque
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les re`gles se chevauchent selon cette dimension. Par conse´quent, le champ 2 est se´lectionne´,
et une de´coupe suffit a` se´parer la zone initiale en deux zones contenant chacune 2 re`gles. Le
trait noir repre´sente ici la de´coupe ayant e´te´ re´alise´e. Chacune des nouvelle sous-zone cre´e
contenant deux re`gles, les feuilles respectives sont cre´e´es (Feuilles 4 a` 5). La construction de
l’arbre est maintenant termine´e, et l’e´tape suivante consiste en un parcours de l’arbre.
Parcours
Le parcours d’un arbre correspond d’un point de vue de la classification, a` re´duire de
manie`re ite´rative l’espace de recherche jusqu’a` identifier la ou les re`gles associe´es a` un paquet.
Cette e´tape consiste simplement en une traverse´e de l’arbre de de´cision ge´ne´re´. Il faut noter
que dans le cas ou` plusieurs arbres de de´cision sont ge´ne´re´s par l’algorithme, l’ensemble des
arbres ge´ne´re´s doit eˆtre parcouru.
Les algorithmes de classification pre´sente´s dans cette section construisent un arbre de
de´cision constitue´ de nœuds et de feuilles. Comme pre´sente´ dans une section pre´ce´dente, un
nœud contient diffe´rentes informations : zone couverte, dimension(s) utilise´e(s), nombre de
de´coupes, ainsi que des informations permettant d’acce´der aux nœuds enfants.
Afin de parcourir l’arbre, l’ensemble de ces informations est utilise´, et diffe´rents calculs
sont effectue´s afin d’identifier le nœud enfant, et donc la branche infe´rieure de l’arbre a`
parcourir ensuite. Le processus de traverse´e de l’arbre commence au niveau du noeud nœud
racine, et se poursuit a` chacun des niveaux de l’arbre, tant qu’une feuille n’est pas atteinte.
Lors de la traverse´e, pour chacun des nœuds rencontre´s, la premie`re e´tape consiste a` de´ter-
miner la ou les dimensions utilise´es, ainsi que le nombre de de´coupes effectue´es. Connaissant
ces deux informations, la me´thode de traverse´e consiste a` de´terminer les bornes de chacune
des sous-zones de´coupe´e, et d’identifier dans laquelle le paquet se situe. A` chaque sous-zone
correspond un nœud enfant (qui peut eˆtre une feuille), ce qui signifie que l’e´tape suivante
consiste simplement a` acce´der au nœud enfant approprie´.
Lorsqu’une feuille est atteinte, chacune des re`gles contenues dans la feuille est parcourue
et compare´e a` l’enteˆte du paquet entrant. La ou les re`gles ayant entraine´es une comparaison
positive sont alors se´lectionne´es et utilise´es pour les e´tapes ulte´rieures du traitement de
paquet. Le processus de classification de paquet est alors termine´ et un nouveau paquet peut
eˆtre traite´.
Dans l’exemple pre´sente´ dans la figure 2.6, on conside`re la meˆme distribution de re`gles
que celle pre´sente´e dans le sche´ma 2.4. On assume que l’algorithme a de´ja` re´alise´ les de´coupes
illustre´es dans le sche´ma et donc a abouti a` la cre´ation de l’arbre de de´cision pre´sente´ ici. Il est
a` noter que les nœuds contiennent de l’information permettant un parcoure de l’arbre, mais
que l’information pre´sente ici peut diffe´rer selon les algorithmes conside´re´s, et que certains
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e´le´ments d’information pre´sents ici, le sont a` des fins d’illustration seulement.
Au vu de l’espace conside´re´, le nœud racine couvre l’inte´gralite´ de l’espace de recherche,
c’est-a`-dire ici 0 a` 40 selon la dimension 1, et 0 a` 60 selon la dimension 2. Lors du par-
cours de l’arbre, apre`s avoir re´cupe´re´ les informations pre´cisant le nombre de de´coupes et les
dimensions utilise´es, la taille des de´coupes doit eˆtre de´termine´e. Dans notre exemple de la
figure 2.6, il y a 4 zones de´coupee´s selon la dimension 1. Les de´coupes e´tant de taille e´gales,
chacune d’elle couvre une zone de 40/4 soit e´gale a` 10 selon le champ 1. Le paquet entrant
a la valeur 36 selon le champ 1, c’est-a`-dire qu’il se situe dans la zone 36/10 ou quatrie`me
zone. Le quatrie`me nœud enfant (qui peut eˆtre soit une feuille, soit un nœud) doit donc eˆtre
lu. Dans notre exemple le noeud enfant associe´ est un nœud, dont les zones de´coupe´es le sont
selon la dimension 2, couvrant la zone [0 ;60], et 2 de´coupes sont effectue´es. Le paquet a un
champ 2 ayant une valeur de 12 et, par conse´quent, en adoptant un raisonnement identique
a` celui de´veloppe´ pour le nœud pre´ce´dent, la zone de de´coupe identifie´e correspond a` la zone
nume´ro 1. Cette zone est associe´e a` la re´gion [30; 40]× [0; 30].
Le nœud enfant associe´e correspond ici a` une feuille, couvrant deux re`gles. Le processus de
traverse´ d’une feuille est applique´, et chacune des re`gle est parcourue. La comparaison s’ave`re
positive pour une seule re`gle, en l’occurrence la re`gle R2. Le processus de classification est
maintenant termine´ et un nouveau paquet peut de´sormais eˆtre traite´.
Heuristique
Un pivot important dans la performance des diffe´rents algorithmes pre´sente´s ci-dessous
concerne l’heuristique utilise´e pour se´lectionner les de´coupes a` effectuer, d’une part et, d’autre
part, l’heuristique de´terminant le nombre de de´coupes a` effectuer au niveau d’un nœud.
Dans le flot de traitement de l’algorithme, la premie`re heuristique utilise´e correspond a` la
se´lection de la ou les dimensions (de´pendamment de l’algorithme conside´re´) selon laquelle
effectuer des de´coupes. Cette dernie`re doit permettre de se´lectionner la ou les dimensions
selon laquelle les re`gles sont les plus disjointes afin de permettre de re´aliser des de´coupes
optimales, c’est a` dire minimisant la re´plication, la profondeur et la largeur de l’arbre. En
effet, lorsqu’une dimension non ade´quate est choisie, les de´coupes ensuite effectue´es sont peu
efficaces et rendent la se´paration des re`gles longue. Si l’on regarde les figures 2.8 et 2.7, ou`
deux cas de de´coupes sont repre´sente´s, la dimension utilise´e correspond soit au champ 1 ou
au champ 2. Dans la premie`re figure 2.7, on constate ainsi que les de´coupes effectue´es selon
la dimension 1 permettent de cre´er 4 re´gions, contenant chacune au maximum 3 re`gles. Dans
le cas d’une valeur seuil fixe´e a` 2, cela signifie qu’une seule re´gion ne´cessite une de´coupe
supple´mentaire. Par conse´quent, l’arbre ge´ne´re´ a une profondeur minimise´e. Au contraire,


















Figure 2.6 Arbre de de´cision associe´ a` l’espace de recherche
ge´ne`rent plusieurs re´gions comportant quatre re`gles, c’est-a`-dire que plusieurs re´gions vont
devoir eˆtre rede´coupe´es, ce qui va ge´ne´rer un arbre large et potentiellement profond. Au-dela`
de la taille de l’arbre, il est important de comprendre que de mauvaise de´coupes tendent
a` cre´er des feuilles ayant un nombre important de re`gles identiques, et donc augmenter de
manie`re drastique le taux de re´plication des re`gles. Une augmentation de la taille de l’arbre
en profondeur va limiter la performance, que cela soit au niveau de la taille de la structure
de donne´e ge´ne´re´e ou concernant le nombre d’acce`s me´moire. Notez qu’une augmentation de
la taille en largeur nuit seulement a` la taille finale de la structure de donne´e ge´ne´re´e.
Le principe partage´ par les diffe´rentes heuristiques est d’identifier les dimensions selon
lesquelles les re`gles sont les plus diffe´rentes et disjointes. A ce propos, une me´thode usuelle
adopte´e pour l’heuristique consiste a` identifier le nombre d’e´le´ments uniques pour chacune
des dimensions utilise´es. Ce processus consiste a` identifier le nombre de bornes diffe´rentes
(ou composante d’une re`gle selon une dimension) par dimension. Une fois ce comptage ef-
fectue´, les dimensions sont ordonne´es par nombre d’e´le´ments uniques qu’elles contiennent.
De´pendamment de l’algorithme (de´coupe selon une ou plusieurs dimensions) conside´re´, soit
la dimension contenant le plus grand nombre d’e´le´ments unique est choisie, soit les dimen-
sions contenant un nombre d’e´le´ments uniques supe´rieur a` la moyenne du nombre d’e´le´ments
unique.
On peut remarquer que cette me´thode bien que couramment utilise´e, a de se´rieuse li-
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Figure 2.7 Illustration des choix possibles de de´coupe : De´coupe









Figure 2.8 Illustration des choix possibles de de´coupe : De´coupe
selon la dimension 1
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mites. En effet, une dimension peut eˆtre privile´gie´e par rapport a` une autre, alors que le
nombre d’e´le´ments uniques est e´leve´ mais centre´ autour d’une meˆme valeur, ce qui risque
de ge´ne´rer des de´coupes non optimales. Par conse´quent, il serait pertinent de tenir compte
aussi du nombre de re`gles incluses ou ayant des portions de couverture commune, et chercher
les dimensions maximisant le nombre d’e´le´ments uniques tout en minimisant les zones de
couvertures superpose´es.
Comme mentionne´ pre´ce´demment, apre`s avoir se´lectionne´ la dimension selon laquelle
effectuer des de´coupes, une seconde heuristique est charge´e de de´terminer le nombre optimal
de de´coupes a` re´aliser au niveau d’un nœud. Cette ope´ration est critique dans la mesure
ou` un nombre trop e´leve´ de de´coupes tend a` cre´er beaucoup de nœuds et donc une grosse
structure de donne´e mais, par la meˆme occasion, peut permettre de mieux se´parer les re`gles
entre elles et donc de re´duire la profondeur de l’arbre. Par ailleurs, si l’arbre est large, le taux
de re´plication des re`gles a de forte chance d’eˆtre relativement e´leve´ et donc de provoquer
une surconsommation me´moire. On comprend donc que cette heuristique doit re´aliser un
compromis entre la taille de la structure de donne´es ge´ne´re´es et le nombre d’acce`s me´moire
ne´cessaire a` re´aliser.
Conside´rons les deux figures pre´sente´es dans 2.9 et 2.10, pre´sentant deux sche´mas de
de´coupe. Le premier sche´ma illustre´ dans la figure 2.10, comprenant huit re´gions re´sultant
du processus de de´coupe, le second illustre´ dans la figure 2.9 comportant le double, soit seize
re´gions, pour les meˆmes re`gles. On remarque dans la figure 2.9 que l’augmentation du nombre
de de´coupes n’a pas permis de diffe´rencier davantage les re`gles, notamment pour la re´gion
contenant R2 et R4 et la re´gion contenant R5 et R2. Pis, on constate la ge´ne´ration de zones
ne contenant aucune re`gle. Par conse´quent, dans le cas illustre´, l’augmentation du nombre de
de´coupes n’a pas permis de ge´ne´rer un arbre de plus petite taille, mais, en plus, la structure de
donne´e s’en trouve sensiblement alourdie. Apre`s avoir illustre´ l’impact de l’heuristique utilise´
pour calculer le nombre de de´coupes a` effectuer au niveau d’un nœud, pre´sentons en de´tail
les me´thodes couramment employe´es pour de´terminer le nombre de de´coupes a` effectuer.
Le nombre de de´coupes a` effectuer au niveau d’un nœud est base´ sur une me´trique mesu-
rant la quantite´ d’espace disponible pour la structure de recherche (des de´tails sont fournis
dans la sous-section 4.5.2). C’est-a`-dire que la me´trique e´value par rapport a` un budget donne´,
le nombre de de´coupes pouvant eˆtre effectue´es a` l’inte´rieur de ce budget. Il est a` noter que
l’augmentation du nombre de dimensions utilise´es pour de´couper l’espace de recherche peu
avoir un effet ne´faste en augmentant la quantite´ d’information a` stocker.
L’heuristique utilise´e pour les de´coupes, est guide´e par deux fonctions (la notation uti-
lise´e ici provient de Gupta et McKeown (2000)) : une fonction de mesure de l’espace, Sm,
proce´dant a` des de´coupes, guide´e par une fonction Spmf, de´terminant la valeur maximale que
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Figure 2.10 Illustration des choix possibles de de´coupes : De´coupe
optimale
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peut prendre la fonction Sm. En effet, la fonction Sm est une fonction appele´e de manie`re
ite´rative, et cherchant a` maximiser le nombre de de´coupes, tout en demeurant infe´rieure a`
la valeur fixe´e par la fonction Spmf. Sm est une fonction de mesure de l’espace, prenant en
compte plusieurs parame`tres : le nombre total de re`gles contenues pour chacune des sous-
re´gions de´coupe´es, ainsi que le nombre de de´coupes effectue´es. A` chaque ite´ration et tant
que Sm demeure infe´rieur a` la valeur de Spmf, le nombre de de´coupes est double´. Lorsque
la condition Sm < Spmf est atteinte, les de´coupes calcule´es sont re´alise´es, et les diffe´rents
nœuds enfants sont construits.
On verra plus tard, que l’imple´mentation de l’heuristique de´terminant le nombre de de´-
coupes a` re´aliser au niveau d’un nœud, varie grandement en fonction de l’algorithme utilise´.
Ne´anmoins, le fonctionnement de´taille´ ci-dessus demeure identique.
HiCuts
HiCuts (Gupta et McKeown, 2000) est le premier d’une longue ligne´e d’algorithmes, adop-
tant le point de vue ge´ome´trique, et utilisant des arbres de de´cision pour classifier des paquets.
Cet algorithme proce`de donc a` un traitement pre´liminaire, visant a` construire un arbre de
de´cision, pierre angulaire pour ensuite classifier des paquets. HiCuts pre´sente ainsi deux al-
gorithmes, le premier pour construire l’arbre et le second pour le parcourir. Cet algorithme
reprend les concepts pre´sente´s pre´ce´demment et propose de de´couper l’espace de recherche
selon une dimension a` la fois. Afin de mieux comprendre les diffe´rences entre HiCuts et les
algorithmes de´taille´s ensuite dans ce document, on pre´sentera ici, en de´tails, la structure d’un
nœud utilise´ par HiCuts.
A chaque nœud de l’arbre, note´ v, est associe´ :
– Une “boite” B(v), de´crit par un k-uplet d’intervalles, ou` k repre´sente le nombre de
dimensions (champs) conside´re´es.
– Une de´coupe C(v). Celle-ci est de´finie par une dimension d selon laquelle les de´coupes
sont effectue´es, et par np, le nombre de partitions de l’espace associe´e a` B(v). Chacune
des partitions effectue´es de´finie un nœud enfant du nœud v.
– Un ensemble de re`gles couvert, ou contenu par le nœud, R(v). Le nœud racine de
l’arbre couvrant l’ensemble des re`gles contenues dans la table de classification. Soit
NumRules(v) le nombre de re`gles contenues par R(v). Il est a` noter que la re`gle n’a pas
besoin d’eˆtre contenue inte´gralement dans l’espace couvert par le nœud. De`s qu’une
partie de la re`gle couvre l’espace de´limite´ par v, alors celle-ci est comprise dans R(v).
Il faut remarquer que d’autres informations peuvent eˆtre requises lors de l’imple´mentation
logicielle afin de pouvoir re´aliser le parcours de l’arbre, notamment un pointeur permettant
de re´cupe´rer la position du nœud enfant auquel acce´der. Ce de´tail est pour l’instant ignore´
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dans le cadre de cette analyse the´orique.
Construction de l’arbre
Comme mentionne´ dans la section 2.3.3, lors de la de´coupe de l’espace couvert par un
nœud, la premie`re e´tape consiste a` se´lectionner la dimension selon laquelle les de´coupes vont
eˆtre effectue´es. L’heuristique associe´e a` la se´lection de la dimension, peut eˆtre guide´e par
plusieurs facteurs selon les auteurs de HiCuts :
– Minimiser le nombre de re`gles ou portions de re`gles contenues dans chacune des sous-
re´gions potentiellement de´coupe´es.
– Conside´rer le Nombre de re`gles contenues par sous-re´gion/Sm(c) comme une distri-
bution de probabilite´ avec Np(c) e´le´ments et maximiser l’entropie de la distribution.
Intuitivement, cette technique revient a` se´lectionner la dimension qui ame`ne la distri-
bution de re`gles la plus uniforme pour les diffe´rents nœuds provenant du meˆme nœud
parent.
– Choisir la dimension minimisant Sm(c) sur l’ensemble des dimensions
– De´couper la dimension ayant le plus grand nombre d’e´le´ments distincts parmi l’ensemble
des dimensions
Remarque : Il est a` noter que les auteurs de HiCuts, bien que mettant en avant plusieurs
heuristiques, ne comparent pas les me´thodes propose´es, ni ne pre´conisent d’heuristiques en
particulier. On remarquera que l’ensemble des me´thodes pre´sente´es, a` l’exception de la der-
nie`re ne´cessitent un traitement lourd, dans la mesure ou` il faut appliquer l’heuristique de
de´coupe pour ensuite savoir si la dimension choisie e´tait pertinente ou non. De fait, de nom-
breuses combinaisons doivent eˆtre teste´es avant d’identifier la dimension optimale, ce qui rend
le pre´traitement, c’est-a`-dire la construction de l’arbre, longue. Le point relatif a` la proble´-
matique du temps de la construction de l’arbre est aborde´ plus en de´tails dans le chapitre 7.
L’e´tape suivante consiste a` utiliser une heuristique pour de´terminer le nombre optimal de de´-
coupes a` faires au niveau du nœud. Une pre´sentation en de´tail est faite de cette heuristique
dans (Stimpfling et al., 2013). De meˆme, une imple´mentation possible de cette heuristique
est pre´sente´e dans (Gupta et McKeown, 2000).
Optimisation introduites par HiCuts
Les deux heuristiques pre´sente´es permettent de construire l’arbre de de´cision, mais elles ne
permettent pas de garantir que l’arbre construit est optimal. En effet, il se peut, tout d’abord,
que certaines re`gles se chevauchent, ce qui peut entrainer une re´plication importante des dites
re`gles en raison d’un nombre e´leve´ de de´coupes pour les se´parer, ge´ne´rant tout autant de
33
nœud enfants couvrant les meˆme re`gles, augmentant la profondeur de l’arbre et ge´ne´rant un
nombre e´leve´ de feuilles partageant les meˆmes re`gles. A` cet e´gard, lorsque les portions de
re`gles se superposent, celle ayant la priorite´ la plus importante est conserve´e, afin d’e´viter au
maximum la superposition de re`gles, source majeur de de´gradation de la performance. Par
ailleurs, lorsque des noeuds partagent le meˆme ensemble de re`gles, afin de limiter la taille de
la structure de donne´e ge´ne´re´e, un syste`me de pointeur est utilise´ afin de pointer vers un seul
noeud plutoˆt que de ge´ne´rer un tre`s grand nombre de noeuds.
Re´sultats
Afin d’e´valuer la performance de l’algorithme, les auteurs testent HiCuts sur des tables
de routage (table de classification utilisant deux dimensions), comportant 20 000 entre´es. La
structure de donne´e ge´ne´re´e est relativement petite et est d’environ 1 Mo pour un arbre peu
profond. Ne´anmoins, la performance se de´grade rapidement lorsque quatre dimensions sont
utilise´es au niveau des re`gles. Pour ce sche´ma, diffe´rentes tables de classifications ont e´te´ tes-
te´es, comportant de 100 a` 1733 re`gles. La taille de la structure de donne´e ge´ne´re´e varie ainsi
entre 80 Ko et 1 Mo pour une table de classification contenant environ 1000 re`gles. Les va-
riations de performance s’expliquent principalement par les diffe´rentes tables de classification
utilise´es. En effet, de´pendamment du contexte ou` ces dernie`res sont utilise´es, la complexite´
des re`gles varie de manie`re importante. Or, la complexite´ peut se traduire notamment par
des re`gles se superposant ou ayant un sche´ma difficile a` de´couper. De meˆme, la profondeur de
l’arbre ge´ne´re´ augmente drastiquement avec le nombre de champs supple´mentaires conside´re´s
puisque la profondeur maximale atteinte est de 12, ge´ne´rant pre`s de 20 acce`s me´moire pour
une imple´mentation logicielle sur un Pentium II. A cet e´gard, il est important de rappeler que
l’augmentation de la profondeur de l’arbre ge´ne`re davantage d’acce`s me´moire, ainsi qu’une
structure de donne´e plus grosse. Les auteurs mettent en avant la faible taille de structure de
donne´e ge´ne´re´e, qui peut dont eˆtre contenue dans la cache L2 du processeur et par la meˆme,
suivant leur raisonnement, offrir des performances de´centes.
Ne´anmoins, afin de moduler leurs propos, il est important de rappeler que le nombre
d’entre´es conside´re´es pour leurs tests est relativement restreint et n’est pas en phase avec les
contraintes pre´sente´es dans la litte´rature, pre´sentant des tables de classification sur 5 champs,
pour plus de 100000 re`gles. Par ailleurs, la taille par re`gles e´tant infe´rieure a` 20 octets, une
structure de 1 Mo pour 1000 re`gles repre´sente un poids proche de 1000 octets par re`gles dans
le pire des sce´narios, ce qui illustre a` quel point la structure de donne´e, menant aux re`gles, est
lourde. En re´alite´, conside´rant que la profondeur de l’arbre est e´gale a` 12 dans la majorite´ des
cas, on peut davantage penser que le proble`me de la taille de la structure est lie´ a` la re´plication
de re`gles et que les optimisations introduites sont me´sadapte´es a` un contexte ou` les re`gles se
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chevauchent. Par ailleurs, la profondeur des arbres est lie´e directement a` la seule dimension
utilise´e pour re´aliser des de´coupes. Il est simple de re´aliser que des de´coupes sur plusieurs
dimensions a` la fois permettent d’acce´le´rer la convergence vers les feuilles. Ne´anmoins, dans un
tel cas, davantage d’information doit eˆtre stocke´e. Il sera donc inte´ressant d’e´valuer l’impact
de la prise en charge de davantage de dimensions sur la profondeur de l’arbre versus la taille
de l’arbre. Ne´anmoins, une telle comparaison est relativement difficile a` effectuer puisque les
caracte´ristiques des tables de classifications (nombre d’entre´es, typage) utilise´es pour les tests
ne sont pas constantes.
HyperCuts
Les auteurs de HyperCuts (Singh et al., 2003) mettent en avant que les algorithmes de
classifications pre´sents dans la litte´rature, base´s sur des arbres de de´cision ou encore RFC,
ne permettent pas de passer outre le compromis habituel entre consommation me´moire et
temps de recherche. De nouvelles ide´es sont propose´es afin d’ame´liorer de manie`re drastique
la performance de HyperCuts par rapport a` ses concurrents. Ainsi, deux ide´es intuitives sont
introduites :
– De´coupage multidimensionnel de l’espace permettant, en une de´coupe, de re´aliser l’e´qui-
valent de plusieurs de´coupes unidimensionnelles
Cette me´thode vise a` acce´le´rer la convergence vers les feuilles et permettre de re´duire
la taille de la structure de donne´e ainsi que le nombre d’acce`s me´moire ne´cessaires pour
classer une re`gle.
– De´placement des re`gles vers le haut de l’arbre de de´cision
Suite a` des observations faites par les auteurs de cet algorithme, la prise en compte
de re`gles comportant des entre´es ge´ne´riques pour certains champs entraine des proble`mes
de re´plications importants au niveau des re`gles ; ces dernie`res se trouvant sur-de´coupe´es et
pre´sentes dans un tre`s grand nombre de feuilles. Par conse´quent, afin de limiter ce proble`me,
l’ensemble des re`gles communes, se propageant sur plusieurs niveaux, sont place´es dans un
sous-arbre et les recherches se font dore´navant verticalement et horizontalement
Afin d’illustrer la premie`re ide´e, les figures 2.12 et 2.11 pre´sentent respectivement les de´-
coupes effectue´es par HyperCuts et HiCuts. Pour chacune de deux figures, le meˆme ensemble
de re`gles est conside´re´, contenant 6 re`gles, s’e´chelonnant entre R0 et R5. De meˆme, pour
chacune des figures, on conside`re que la phase de construction de l’arbre a de´ja` e´te´ effectue´e,
selon les de´coupes illustre´es par des traits hachure´es de couleur verte et rouge. Par analogie
aux autres exemples pre´sente´s dans ce me´moire, la valeur seuil utilise´e ici est e´gale a` 2. Un
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arbre de de´cision a e´te´ construit pour chacun de ces deux algorithmes. Les rectangles de cou-
leur orange sont associe´s a` des noeuds, et l’indication ”Champ 1” ou ”Champ 2” est utilise´e
pour pre´ciser selon quelle dimension les de´coupes ont e´te´ re´alise´e. Les rectangles de couleur
bleue repre´sentent des feuilles, et chacun de ces rectangles contient une liste de re`gle qui lui
y est associe´e.
Champ 1
Figure 2.11 De´coupes effectue´es par HiCuts
On remarque aise´ment dans la figure 2.12 que les de´coupes multidimensionnelles intro-
duites par HyperCuts -ici limite´es a` deux-, permettent de re´duire la taille de l’arbre de manie`re
importante et, dans le cas pre´sente´, la taille des feuilles, par rapport a` l’arbre construit par
HiCuts repre´sente´ dans la figure 2.11.
Dans le cas de l’arbre cre´e´ par HyperCut, la diminution de la profondeur de l’arbre,
ainsi que la re´duction de la taille des feuilles permet d’acce´le´rer la traverse´ de l’arbre, et
donc le re´duire le nombre d’acce`s me´moire a` effectuer. Intuitivement, on peut pre´voir une
ame´lioration subse´quente de la performance relative aux diffe´rentes me´triques employe´es.
Au-dela` du nombre de dimensions pouvant eˆtre de´coupe´es simultane´ment, la structure du
nœud demeure relativement proche de celle pre´sente´e dans HiCuts.
A` chaque nœud contenu dans l’arbre de de´cision est associe´
36
– Une re´gion R(v) qu’il couvre et qui contient autant d’intervalles que de dimensions
utilise´es par les re`gles
– Un nombre de de´coupes NC, ainsi qu’une table contenant NC pointeurs
– Une liste de re`gles pouvant ge´ne´rer une comparaison positive avec le paquet entrant
Les nœuds utilise´s par HyperCuts se distinguent de ceux utilise´s par HiCuts au niveau
du nombre de dimensions supporte´ et surtout par la possibilite´ pour un nœud de stocker une
ou plusieurs re`gles, la` ou`, dans HiCuts, seules les feuilles pouvaient contenir des re`gles.
Champ 1
Figure 2.12 De´coupes effectue´es par HyperCuts
Construction de l’arbre
L’algorithme commence par se´parer les re`gles en deux groupes : celles contenant des
contraintes de type ge´ne´rique sur les champs adresses IP Source et Destination et toutes
les autres re`gles restantes sont place´es dans un autre ensemble. Pour chacun de ces deux
ensembles, un arbre de de´cision est construit.
Se´lection des dimensions La se´lection des dimensions se base ici sur le nombre d’e´le´-
ments uniques. Le principe est relativement simple et consiste a` calculer, pour chacune des
dimensions, le nombre d’e´le´ments uniques contenus, puis effectuer la moyenne sur l’ensemble
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des dimensions utilise´es et de se´lectionner les dimensions ayant un nombre d’e´le´ments uniques
supe´rieur a` la moyenne.
Se´lection du nombre de de´coupes Les de´coupes pouvant eˆtre effectue´es sur plusieurs
dimensions a` la fois, il est dore´navant plus complique´ de trouver la meilleure combinaison
de de´coupes globale. En effet, il s’agit d’un proble`me d’optimisation multi contraintes. Le
nombre de de´coupes effectue´es, NC, est de´fini comme le produit du nombre de de´coupes pour
chacune des dimensions utilise´es. NC est borne´ par f(N) = spfac · 2√N , avec N re`gles cou-
vertes par le nœud et spfac, un facteur d’espace permettant de faire varier le compromis entre
consommation de me´moire et temps de recherche. Conside´rant qu’il est impossible de tester
l’ensemble des combinaisons de de´coupes, la strate´gie adopte´e consiste a` de´terminer se´pare´-
ment, pour chacune des dimensions, l’optimum local du nombre de de´coupes et, ensuite, a`
de´terminer la meilleure combinaison centre´e autour de ces valeurs. Afin d’identifier le nombre
de de´coupes pour chacune des dimensions, la moyenne du nombre de re`gles des nœuds en-
fants, le nombre maximum de re`gles dans chacun des nœuds enfants ainsi que le nombre de
nœuds enfants vides sont conside´re´s. La` encore, le processus est ite´ratif et, a` chaque ite´ration,
le nombre de de´coupes est multiplie´ par deux. On remarquera que les pre´cisions apporte´es
par les auteurs restent relativement vagues et libres d’interpre´tation de telle sorte que l’im-
ple´mentation d’HyperCuts base´e sur les seuls de´tails fournis dans l’article est fortement lie´e
a` la personne l’imple´mentant. Une e´tape importante non pre´cise´e est : comment, a` partir
du re´sultat d’optimums locaux, le choix de la de´coupe globale est effectue´ ? De meˆme, dans
quelle proportion les diffe´rentes informations rassemble´es sont-elles utilise´es pour de´termi-
ner l’optimum local ? En effet, l’e´tape de de´coupage est l’e´tape critique qui conditionne la
performance de l’algorithme.
Optimisations Lors de la construction d’un nœud, quatre diffe´rentes optimisations sup-
ple´mentaires sont introduites par HyperCuts afin de re´duire l’espace me´moire utilise´ par la
structure de donne´e : fusion des nœuds partageant le meˆme ensemble de re`gles, suppression
des re`gles avec une faible priorite´ pour un cas particulier, re´duction de la taille des re´gions,
de´placement des ensembles communs de re`gles vers le haut. Il est a` noter que les deux pre-
mie`res optimisations sont identiques a` celles pre´sente´es dans (Gupta et McKeown, 2000) et,
par conse´quent ne sont pas re-de´taille´es et l’on re´fe`re le lecteur a` la Section 5.3.2 pour avoir
un de´tail de ces deux techniques.
La re´duction de la taille des re´gions, ou “Region Compaction”, consiste a` re´duire la taille
des re´gions de l’espace contenant des re`gles ne couvrant pas l’inte´gralite´ de l’espace. Dans
un tel cas, les bornes du nœud sont re´duites afin d’encadrer les re`gles contenues et e´viter
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d’inclure des zones vides, que cela soit proche des bornes infe´rieures ou supe´rieures du nœud.
L’heuristique “Pushing Common Rule Subsets Upwards” est applique´e lorsque l’ensemble des
nœuds enfants d’un meˆme nœud partagent un sous-ensemble de re`gles couvert par le nœud
parent. Dans un tel cas, plutoˆt que de ge´ne´rer de multiples nœud enfants de´coupant un meˆme
ensemble de re`gles, celles-ci sont associe´es au nœud parent et une feuille“horizontale”est ainsi
construite. En effet, lorsque des re`gles sont partage´es par l’ensemble des nœuds enfants, cela
signifie qu’il s’agit de re`gles larges et donc complexes a` de´couper. Par conse´quent, en isolant
ces re`gles au niveau du nœud, d’e´ventuels proble`mes de re´plication de re`gles sont e´vite´s au
prix d’une traverse´e de l’arbre a` la fois horizontale et verticale. A cet e´gard, la structure
d’un nœud est de´sormais modifie´e et elle permet de spe´cifier si le nœud contient des re`gles
a` parcourir horizontalement ou non. Il est a` remarquer que, contrairement a` HiCuts ou
les optimisations introduites e´taient effectue´es apre`s la construction de l’arbre, HyperCuts
proce`des aux diffe´rentes optimisations directement pendant la construction de l’arbre, ce qui
permet de faire levier sur les avantages amene´es par les optimisations. Par exemple, “Pushing
Common Rule Subset upward” permet d’e´liminer du processus de de´coupe un ensemble de
re`gles pouvant inutilement augmenter la profondeur de l’arbre. Le processus de parcours de
l’arbre est identique a` HiCuts, a` la diffe´rence pre`s que les nœuds peuvent contenir des re`gles
et donc que le parcours (classification d’un paquet) se fait en largeur et en profondeur.
Performance
L’algorithme HyperCuts a e´te´ e´value´ a` la fois sur des tables de classification utilise´es dans
un contexte de “coupe-feu”, que sur des tables utilise´es dans des routeurs de cœur de re´seau.
Les re`gles proviennent directement de certains fournisseurs d’acce`s a` Internet et leur nombre
varie entre 85 et 2800 et elles utilisent les cinq champs classiques (la composition est de´taille´e
dans le chapitre 1 ou` l’on re´fe`re au cinq tuplets). Les re´sultats pre´sente´s concernent le pire
des sce´narios, soit pour des paquets de taille minimale. HyperCuts permet de diminuer de
manie`re conside´rable la taille de la structure de donne´es par rapport a` HiCuts, d’un facteur
proche de 20 dans les meilleurs cas. Ne´anmoins, ces ame´liorations sont davantage prononce´es
pour des tables contenant peu de re`gles. Par ailleurs, la taille de la structure de donne´e
ge´ne´re´e demeure importante et atteint plus de 16 Mo pour seulement 2799 re`gles, pour des
re`gles utilise´es dans un routeur de cœur de re´seau. Dans le cas de re`gles utilise´es dans un
contexte de“coupe-feu”, HyperCuts re´duit la consommation de me´moire par rapport a` HiCuts
de manie`re importante, de l’ordre d’un facteur cinq. La` encore, la consommation de me´moire
demeure importante et plus de 9 Mo sont consomme´s pour stocker la structure associe´e a` 279
re`gles. Concernant, le nombre d’acce`s me´moire, l’ame´lioration est plus limite´e, HyperCuts
diminue en effet, dans le cas du “coupe-feu”, le nombre d’acce`s me´moire par trois dans le
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meilleur des cas, par rapport a` HiCuts. Dans le cas de tables utilise´es dans des routeurs de
cœurs de re´seau, l’ame´lioration est limite´e a` un facteur deux en moyenne. Ainsi, HyperCuts
ame´liore sensiblement la performance par rapport a` HiCuts en termes de taille de structure
de donne´e ge´ne´re´e et de nombres d’acce`s me´moire ne´cessaires pour classifier un paquet.
Ne´anmoins, la consommation me´moire demeure importante car HyperCuts utilise seulement
deux arbres ; le premier contenant des re`gles ayant des contraintes ge´ne´riques pour les deux
premiers champs (IP Source et IP Destination) et l’autre arbre contenant toutes les autres
re`gles. De`s lors, des re`gles aux caracte´ristiques diffe´rentes se trouvent me´lange´es ; des re`gles








Figure 2.13 Sur-de´coupage lors d’un me´lange de re`gles de tailles diffe´rentes
Or, de tels sce´narios ame`nent un proble`me lors de la phase de de´coupe. En effet, afin de
se´parer les re`gles, comme illustre´ dans le sche´ma 2.13, l’heuristique calculant le nombre de
de´coupes a` effectuer va choisir de re´aliser un nombre important de de´coupes afin de pouvoir
se´parer les “petites” re`gles. La fine granularite´ utilise´e sur-de´coupe donc les grosses re`gles qui
se retrouvent ainsi dans plusieurs nœuds enfants ou feuilles ce qui tend a` augmenter sen-
siblement le facteur de re´plication et donc la taille de la structure de donne´e. Par ailleurs,
dans la cette meˆme figure, on constate que l’optimisation “Pushing Common Rule Subsets
Upwards” n’a aucune utilite´ car les re`gles R5 et R2 ne sont pas partage´es par l’ensemble des
zones de´coupe´es. Ainsi, cette optimisation n’est pertinente que dans un nombre restreint de
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situation, ce qui explique la consommation e´leve´e de me´moire pour l’algorithme HyperCuts.
Par ailleurs, l’ajout potentiel de re`gles au niveau d’une feuille permet, d’un coˆte´, de diminuer,
dans certains cas, la re´plication de re`gles mais impacte ne´gativement le nombre d’acce`s me´-
moire a` effectuer pour classifier un paquet puisque la traverse´e de l’arbre se fait maintenant
en profondeur et en largeur lorsqu’un nœud posse`de des re`gles.
EffiCuts
Conscient des proble`mes majeurs de re´plications intrinse`ques a` HiCuts et HyperCuts,
l’algorithme EffiCuts a e´te´ propose´ afin d’adresser l’ensemble de ces proble`mes et de pou-
voir offrir une solution permettant de supporter un nombre e´leve´ de re`gles peu importe la
complexite´ de celles-ci. L’algorithme propose´ (Vamanan et al., 2010) vise a` re´duire de ma-
nie`re drastique la consommation me´moire en e´liminant l’impact du chevauchement de re`gles
ayant des caracte´ristiques de tailles tre`s varie´es et, d’autre part, en proposant une solution
aux variations importantes de densite´ de re`gles par de´coupe. En effet, certaines de´coupes
contiennent un nombre important de re`gles alors que d’autres contiennent tre`s peu de re`gles,
ce qui rend les de´coupes peu efficaces. Ainsi, EffiCuts introduit quatre optimisations permet-
tant de compenser les diffe´rents proble`mes mentionne´s :
– Separable Trees
Les re`gles sont trie´es dans diffe´rents arbres selon des caracte´ristiques de taille des in-
tervalles couverts pour chacun des champs
– Selective Tree Merging
Cette me´thode vise a` fusionner certains arbres entre eux afin de diminuer l’impact de
l’augmentation du nombre d’acce`s me´moire lie´ a` l’introduction de Separable Trees.
– Equi-dense cut
Me´canisme visant a` fusionner certains nœud enfants ensemble afin d’avoir moins de
variation de densite´ de re`gles entre les nœuds enfants associe´s a` un meˆme nœud parent
– Node colocation
Me´thode visant a` re´duire le nombre d’acce`s me´moire en supprimant le recours a` un
pointeur pour identifier la position du prochain nœud enfant a` traverser
Les quatre optimisations pre´sente´es ci-dessus sont de´crites en de´tails dans (Stimpfling et al.,
2013). Ainsi, afin d’e´viter un doublon dans les explications, dans cette partie, on fera abs-
traction d’une explication de´taille´e concernant ces quatres optimisations.
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Structure d’un noeud
Contrairement a` HyperCuts, ou` un nœud peut se voir associer des re`gles a` la manie`re
d’une feuille, les nœuds utilise´s dans EffiCuts ne peuvent contenir de re`gles. La structure
comprend donc un enteˆte pre´cisant le type de nœud : nœud avec des de´coupes de tailles
e´gales, nœud avec des de´coupes a` densite´ e´gale ou feuille. Ensuite, il est ne´cessaire d’avoir
un champ permettant de de´crire la zone de l’espace couverte par le nœud (tout comme
pour les nœuds de HiCuts et HyperCuts), ainsi que l’information ne´cessaire pour de´crire les
de´coupes effectue´es : dimensions utilise´es et nombre. Enfin, l’introduction de la me´thode de
de´coupe a` densite´ e´gale ne´cessite l’ajout d’un champ permettant de savoir quels nœuds ont
e´te´ fusionne´s entre eux. Par ailleurs, un pointeur de base est ne´cessaire afin de connaitre
l’adresse du prochain nœud enfant a` parcourir.
EffiCuts se distingue par rapport a` HiCuts et HyperCuts en ne stockant pas de pointeur
au niveau des feuilles mais directement la re`gle. La quantite´ d’information lie´e a` une re`gle est
sensiblement plus qu’un simple pointeur mais, contrairement a` HiCuts et HyperCuts ou` le
taux de re´plication est tre`s e´leve´, dans le cas d’EffiCuts, il est proche de 1. Par conse´quent, il
n’est plus ne´cessaire d’utiliser des pointeurs vers les re`gles, ce qui permet de gagner plusieurs
acce`s me´moire lors du parcours de la structure de donne´e.
Construction des arbres
Contrairement a` HiCuts ou` seul un arbre de de´cision est construit et a` HyperCuts ou` deux
arbres sont construits, EffiCuts, avant toute construction d’arbres, utilise les deux heuristiques
“Separable Trees” ainsi que “Selective Tree Merging” pour classer les re`gles en diffe´rentes ca-
te´gories, fusionner certaines cate´gories entre elles et ensuite construire un arbre par cate´gorie
cre´e.
La construction de l’arbre est identique a` la construction utilise´e dans l’ensemble des
algorithmes utilisant des arbres de de´cision. Ainsi, une heuristique est utilise´e pour de´terminer
la ou les dimensions utilise´es, ainsi que le nombre de de´coupes a` effectuer selon cette ou
ces dimensions. Des optimisations locales sont effectue´es au niveau de chacun des nœuds,
notamment “Node Merging”, ainsi que la re´duction de la zone de l’espace couverte. Les
conditions d’arreˆt sont les meˆme que pour les autres algorithmes.
Le parcours de l’arbre est assez semblable a` celui employe´ par les autres algorithmes. Une
diffe´rence majeure vient du fait que les de´coupes au niveau d’un nœud ne sont pas toutes
de tailles e´quivalentes, suite a` l’introduction du concept de “Equi-dense cut”. Dans un tel
cas, la premie`re partie consiste a` faire fi de la de´coupe ine´gale et de trouver le nœud enfant
“normal” en de´terminant la position du paquet par rapport aux diffe´rentes de´coupes. Ensuite,
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la position est utilise´e et compare´e a` une table contenant la position des nœuds fusionne´s
entre eux et elle permet donc de savoir a` quel nœud enfant il faut acce´der pour tenir compte
de la fusion. Le restant du parcours se de´roule de manie`re identique a` HiCuts ou HyperCuts si
l’on ne tient pas compte du me´canisme “Re`gles de´place´es vers le haut de l’arbre de de´cision”.
Lorsqu’une feuille est atteinte, la` ou` HiCuts et HyperCuts se basaient sur des pointeurs pour
extraire la ou les re`gles a` comparer, EffiCuts a des feuilles contenant directement les re`gles de
telle sorte que la comparaison est imme´diate apre`s avoir lu les informations contenues dans
la feuille. EffiCuts utilise plusieurs arbres et, a` cet e´gard, il est ne´cessaire de parcourir chacun
d’eux afin de pouvoir identifier les re`gles correspondantes au paquet entrant.
E´valuation
Pour e´valuer les performances de cet algorithme, les auteurs utilisent un ge´ne´rateur syn-
the´tique de re`gles, ClassBench (Taylor et Turner, 2007), reproduisant des patrons issus de
tables de classification re´elles base´es sur 5 dimensions. Trois types de tables de classification
sont utilise´s a` cet e´gard : Firewall, IP Chain et Access List. Pour chacun de ces trois sce´narios,
trois sous-sce´narios sont conside´re´s, chacun utilisant respectivement 1000, 10 000 et enfin 100
000 re`gles.
Le premier constat a` faire concerne le facteur de re´plication. Ce dernier e´tant tre`s faible,
il permet d’expliquer la faible taille de la structure de donne´e ge´ne´re´e, qui ne de´passe pas 13
Mo pour 100 000 re`gles conside´re´es. La re´duction de la consommation me´moire atteint ainsi
en moyenne un facteur de 57 fois par rapport a` HyperCuts.
Ne´anmoins, la re´duction drastique de la taille de la structure de donne´e se fait au de´pend
d’une augmentation du nombre d’acce`s me´moire. En effet, l’augmentation du nombre d’arbres
a` parcourir pour classifier un paquet explique largement ce phe´nome`ne. On retrouve ainsi le
compromis intrinse`que a` cette famille d’algorithme, a` savoir, consommation me´moire versus
temps de recherche. L’augmentation est en moyenne de 50% et, dans le pire des cas, atteint
un facteur 3.
Ainsi, EffiCuts rend possible l’utilisation de grandes tables de classification, comprenant
100 000 re`gles, ce qui est impossible avec HyperCuts, mais au de´triment d’une augmentation
du nombre d’acce`s me´moire. Une des causes majeures d’un grand nombre d’acce`s me´moire
est la recherche line´aire exe´cute´e au niveau d’une feuille, ou` l’ensemble des re`gles doit eˆtre
parcourue, alors que seule une minorite´ correspond au paquet entrant. Un nombre substantiel
d’acce`s me´moire est effectue´ pour acce´der a` de l’information non pertinente.
Il faut, par ailleurs, constater que l’ensemble des re´sultats associe´es aux algorithmes sont
des re´sultats provenant de simulations logicielles et ne re´sultent en aucun cas d’une quelconque
imple´mentation mate´rielle. De`s lors, les contraintes mate´rielles sont diffe´rentes des contraintes
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logicielles et une architecture adapte´e permet d’offrir une bande passante e´leve´e malgre´ un
nombre d’acce`s me´moire important a` re´aliser, alors que la taille de la structure de donne´es
est beaucoup plus difficile a` bien supporter par du mate´riel.
2.4 Imple´mentations mate´rielles
Avant de pre´senter les diffe´rentes imple´mentations mate´rielles re´alise´es, il est important
de remettre en contexte les travaux effectue´s ici ; le but est de concevoir un algorithme pour
un contexte particulier : celui d’une perspective d’imple´mentation mate´rielle. A cet e´gard,
l’algorithme doit pouvoir eˆtre imple´mente´ en mate´riel et ce, en offrant une performance de´-
cente. Ainsi, l’algorithme AcceCuts, qui est l’objet de ce me´moire, a e´te´ optimise´ selon des
crite`res primaires de performance mate´rielle. L’algorithme doit ainsi permettre un traitement
paralle`le et pipelinable. Par ailleurs, la structure de donne´es ge´ne´re´e doit eˆtre compacte afin
de minimiser la quantite´ de me´moire a` inte´grer a` la plateforme sur laquelle l’algorithme sera
exe´cute´. E´galement, afin de minimiser la latence du processus de classification de paquet,
le nombre d’acce`s me´moire doit eˆtre minimise´. Le but de la section suivante est surtout de
de´montrer que les algorithmes base´s sur des arbres de de´cision offrent, d’une part, des per-
formances de´centes sur diffe´rents types de plateformes mate´rielles et, d’autre part, que la
structure de donne´es utilise´e par ces algorithmes permet un traitement paralle`le, et pipeli-
nable, ce qui permet de justifier la performance atteinte et renforce l’attrait que l’on porte
a` ces algorithmes. La revue de litte´rature concernant les imple´mentations mate´rielles de tels
algorithme e´tant de´ja` de´veloppe´e dans le chapitre 5, l’analyse qui y de´veloppe´e n’est pas
de´double´e ici et l’on re´fe`re le lecteur a` cette meˆme section pour une e´tude des diffe´rentes
imple´mentations re´alise´es.
2.5 Mises a` jour
Les algorithmes he´ritant de l’approche introduite pas HiCuts souffrent d’un potentiel
proble`me de mise a` jour. Ainsi, jusqu’a` pre´sent aucune me´thode de mise a` jour se´rieuse n’a
e´te´ propose´ dans la litte´rature (Gupta et McKeown, 2000; Singh et al., 2003; Vamanan et al.,
2010; Jiang et Prasanna, 2012). De´pendamment, les mises a` jour sont soient pre´sente´es comme
supporte´es, mais aucun de´tail pre´cis n’est fourni, soit il est convenu que les mises a` jour ne
sont pas possibles pour ce type d’algorithme sans reconstruire inte´gralement le ou les arbres
de de´cision.
Si aucune me´thode de mise a` jour n’est viable, alors par de´faut, il est ne´cessaire de re-
construire inte´gralement la structure de donne´e. Par conse´quent, l’insertion ou la surpression
de re`gles demeure un proble`me ouvert, qui plus est, pre´occupant dans le cadre du SDN. En
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effet, la gestion du re´seau se fait de manie`re dynamique, ce qui implique des modifications
en temps re´el des tables de classification, et donc des structures de donne´es utilise´es pour
classifier les paquets entrant.
2.6 Conclusion partielle
Cette revue de litte´rature a permis d’e´tablir qu’il existe des algorithmes base´s sur des
arbres de de´cision capables d’offrir des performances raisonnables dans un contexte de 5-
uplets. Ne´anmoins, un des proble`mes majeurs relatifs a` la performance de tels algorithmes
est lie´ a` la non uniformisation des me´thodes utilise´es pour e´tablir leur performance. Ainsi,
chacun des algorithmes pre´sente´s ici utilise soit des tables de classification provenant de
fournisseurs d’acce`s a` Internet ou provenant de ge´ne´rateur synthe´tiques.
Par ailleurs, chacun des trois articles e´tudie´s en de´tails ici pre´sente d’importantes lacunes ;
dans le premier, aucune mention n’est faite de la composition exacte des diffe´rents champs
composant le nœud, concernant HyperCuts, un floue entoure l’heuristique utilise´e pour se´lec-
tionner le nombre de de´coupes a` re´aliser au niveau d’un nœud (plusieurs me´thodes propose´es
mais aucune n’est spe´cifie´e comme e´tant utilise´e), et enfin, concernant EffiCuts, les de´tails




DE´MARCHE DE L’ENSEMBLE DU TRAVAIL DE RECHERCHE
Les algorithmes pre´sente´s dans la revue de litte´rature ont e´te´ conc¸us et e´value´s pour
traiter des re`gles base´es sur 5 champs. Ne´anmoins, comme pre´sente´ dans la chapitre 1, le
contexte du SDN introduit une liberte´ et souplesse de traitement influenc¸ant a` son tour le
domaine de la classification de paquets. Ainsi, la` ou` il e´tait courant de classifier les paquets
simplement sur 5 champs, dore´navant cette caracte´ristique devient variable et, selon les spe´-
cifications de protocoles utilise´s pour le SDN, jusqu’a` 12 champs - et plus - peuvent eˆtre
utilise´es simultane´ment pour classifier un paquet. Le but de ce me´moire est de concevoir
un algorithme optimise´ pour le contexte du SDN, permettant ensuite d’eˆtre imple´mente´ en
mate´riel. Ne´anmoins, avant toute conception d’algorithme, la de´marche retenue ici consiste
a` e´valuer la performance ainsi que les points forts et faibles d’un algorithme a` l’e´tat de l’art
dans le contexte du SDN. La phase d’analyse permettra ensuite de de´terminer s’il est ne´-
cessaire de concevoir un algorithme de ze´ro ou si certaines ide´es ou approches demeurent
pertinentes.
Dans la litte´rature, il est important de souligner que certains travaux ont re´alise´s des
e´valuations sur un nombre de champs plus e´leve´s, de´pendamment, 11 ou 12 (Fong et al.,
2012; Jiang et Prasanna, 2012) champs e´taient conside´re´s. Ne´anmoins, aucun de ces travaux
ne contient une analyse pre´cise de la performance offerte par les algorithmes. De`s lors, il
est difficile de comprendre d’ou` proviennent les de´fauts de ces algorithmes ; s’agit-il d’un
proble`me intrinse`que ne pouvant eˆtre re´solue, ou au contraire l’algorithme souffre-t-il de
proble`mes lie´s a` une mauvaise conception ? Ainsi, la premie`re re´alisation ne peut s’appuyer
sur les travaux de´ja` contenus dans la litte´rature, d’autant plus que ceux-ci portent sur des
algorithmes ante´rieurs a` l’e´tat de l’art. Par conse´quent, l’algorithme EffiCuts a e´te´ choisi en
raison du degre´ de performance e´leve´ offert dans le contexte du 5-tuplets et il sera a` la base
de l’analyse re´alise´e et pre´sente´e ci-dessous. Trois optimisations ont e´te´ aussi introduites,
afin d’e´valuer le potentiel d’optimisation de l’algorithme, et permettent de de´cider si cet
algorithme peut ou non, servir de base a` un algorithme conc¸u spe´cifiquement pour le contexte
du SDN. Avant de pre´senter plus en de´tails l’analyse effectue´e d’EffiCuts dans le contexte
du SDN, pre´sentons le travail re´alise´ afin d’observer et d’analyser la performance du dit
algorithme dans le contexte du SDN.
L’imple´mentation d’EffiCuts utilise´ a e´te´ obtenue aupre`s des auteurs de cet algorithme.
Comme pre´cise´ dans la revue de litte´rature, cet algorithme a e´te´ conc¸u pour fonctionner avec
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des re`gles utilisant 5 champs, ce qui le rend intrinse`quement incompatible avec le contexte du
SDN. A` cet e´gard, le premier travail consiste a` adapter EffiCuts, afin qu’il puisse supporter
des re`gles utilisant 12 champs. En effet, l’algorithme EffiCuts tel qu’il a e´te´ rec¸u, n’est pas
code´ de manie`re ge´ne´rique et l’ensemble du traitement ne permet pas, par des changements
mineurs, de l’adapter au contexte de 12 champs. Des changements doivent eˆtre apporte´s au
niveau du code pour :
– La se´paration des re`gles en diffe´rentes cate´gories (Separable Trees)
– La fusion de certaines cate´gories entre elles
– La construction des arbres associe´s a` chacune des cate´gories
– La re´cupe´ration des statistiques associe´es aux arbres cre´e´s
Par ailleurs, afin de pouvoir e´valuer la performance de l’algorithme EffiCuts dans plusieurs
contextes, d’une part, un benchmark a e´te´ conc¸u (voir Section Methodology de 4.5.1), faisant
levier a` la fois sur ClassBench (Taylor et Turner, 2007) et sur FRuG (Ganegedara et al.,
2010). Des scripts de simulations ont e´te´ mis en place afin d’automatiser les nombreuses
simulations a` re´aliser. Le travail de´crits ci-dessous et pre´sente´s a` la confe´rence HPPN 2013,
et l’article est disponible sur <http://dl.acm.org/citation.cfm?id=2465841>.
Ce premier travail vise a` e´tablir certaines limitations d’EffiCuts dans le contexte de SDN,
et de proposer en conse´quent diffe´rentes optimisations. Ne´anmoins, le but de ce travail de
recherche est de proposer un nouvel algorithme. A` cet e´gard, un second travail pre´sente´ dans
le chapitre 5, vise a` proce´der a` une analyse en profondeur des causes limitant la performance
de l’algorithme EffiCuts dans le contexte de SDN. Cette seconde phase d’analyse sert de base
pour repenser la manie`re dont les arbres de de´cisions sont construits et parcourus. Plusieurs
contributions sont ainsi effectue´es et constituent le coeur de l’algorithme AcceCuts.
Afin de valider la performance de l’algorithme propose´, une e´valuation the´orique, ainsi
qu’expe´rimentale est propose´e.
L’algorithme AcceCuts est pre´sente´ dans le chapitre 5, et a e´te´ soumis dans le journal
IEEE/ACM Transactions on Networking.
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4.1 Abstract
Packet Classification remains a hot research topic, as it is a fundamental function in
telecommunication networks, which are now facing new challenges. Due to the emergence of
new standards such as OpenFlow, packet classification algorithms have to be reconsidered
to support effectively classification over more than 5 fields. In this paper, we analyze the
performance offered by EffiCuts in the context of OpenFlow. We extended the EffiCuts
algorithm according to OpenFlow’s context by proposing three improvements : optimization
of the leaf data set size, enhancements to the heuristic used to compute the number of
cuts, and utilization of an adaptive grouping factor. These extensions provide gains in many
contexts but they were tailored for the OpenFlow context. When used in this context, it is
shown using suitable benchmarks that they allow reducing the number of memory accesses
by a factor of 2 on average, while decreasing the size of the data structure by about 35
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4.2 Introduction
Packet classification is used in a wide range of network equipment and needs. Examples
of needs include quality of service (QoS), load balancing, security, monitoring, and traffic
analysis. With ever-increasing link speed, it is necessary to continue improving classifica-
tion algorithms in order to increase performance to match requirements. Packet classification
consists of comparing fields from the packets to rules, and to find the rules that apply to any
given packet. Several previous contributions focused on rules relating to only five fields, and
proposed algorithms and methods that apply to that context (Gupta et McKeown, 2000,
2001; Singh et al., 2003; Taylor, 2005; Dharmapurikar et al., 2006; Vamanan et al., 2010;
Yeim-Kuan et Chao-Yen, 2012). Several classes of algorithms and approaches have been ex-
plored, from which two perform well : decomposition based algorithms and decision-tree
based algorithms. Currently, tree-based algorithms perform better. Several tree-based algo-
rithms have been proposed, like HiCuts (Gupta et McKeown, 2000), HyperCuts (Singh et al.,
2003), and EffiCuts (Vamanan et al., 2010). All these algorithms divide the search tree into
sub-spaces iteratively until each sub-space contains a number of rules that is below a given
threshold.
HiCuts was the first algorithm to use a decision tree in which each node represents
a sub-space and the leaves contain the rules pertaining to each of the sub-sets. Existing
tree-based algorithms have been proposed and validated for the 5-tuple context (IP source
address, IP destination address, protocol, source port, and destination port). Considering
that the requirements evolve in terms of granularity of control (Vaish et al., 2011), it is
now important to adapt these algorithms to new types of network protocols such as Open-
Flow (Open Networking Foundation, 2009), which have much more stringent classification
requirements.
The OpenFlow specification requires that the classification must be done according to at
least twelve fields from version 1.0.0 (Open Networking Foundation, 2009), which drastically
increases the complexity of classification requirements. To the best of the authors’ knowledge,
no research has been published about optimizing classification algorithms for more than five
fields, such as in the OpenFlow context.
Although EffiCuts reduces significantly rule replication when compared to the other
known algorithms (Vamanan et al., 2010), it has its drawbacks. First, it increases the average
number of memory accesses needed to identify the relevant rules. Also, it does not take into
account the table specifics in order to optimize performance. Finally, EffiCuts was designed
and optimized for the 5-tuple scenario. In the OpenFlow context, rules are based on at least
twelve fields (v1.0.0 and later) (Open Networking Foundation, 2009), which implies that rules
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be represented using at least 41 bytes of data (see Section Methodology 4.5.1), while the 5-
tuple scenario requires only 13 bytes per rule (Vamanan et al., 2010). This three-fold increase
can severely limit performance, and it must be addressed.
The goal of this paper is to assess the suitability of EffiCuts to the OpenFlow context
and to modify and extend it to improve its performance in terms of memory space used and
average number of memory access per packet identification. Note that this work is a first
(optimization) step toward an efficient hardware implementation of a classification module.
Toward that goal, a set of solutions are proposed. First, an adaptive compression factor is
used to limit the number of categories created during the initial sort in order to limit the
number of memory accesses required. Also, adopting the heuristic used to perform cuts in
HiCuts compensates the negative impact of an overly large number of cuts performed in
EffiCuts (which increases considerably the number of nodes, thus the amount of memory
used). We also propose to tune the size of tree leaves to limit the number of memory accesses
(at a small cost in memory usage).
This paper is organized as follows. A description of the weaknesses of known algorithms is
presented in Section Related work along with the constraints of the current context. Section
Extensions describes the proposed modifications to EffiCuts. Section Results presents results
of the comparison between the optimized algorithm and EffiCuts. Finally, Section Conclusion
draws conclusions from this work.
4.3 Related Work
4.3.1 Existing Algorithms
The first proposed tree-based packet-classification algorithm, HiCuts, generates a lot of
rule replications as it creates a single decision tree, thus mixing together rules with very
significant differences in size (which causes a lot of superposition). On the other hand, it was
devised to handle fairly small tables, so it is not surprising that nothing was done to improve
this aspect.
HyperCuts was proposed as an evolution to HiCuts, which aims at improving the conver-
gence rate of the classification (thus, minimizing tree depth) while limiting the data structure
size. To achieve this, the algorithm is based on multi-dimensional cuts and it includes tech-
niques to minimize replication. These techniques produce better performance in terms of
number of memory accesses, but scalability is poor (Singh et al., 2003).
EffiCuts aims mainly at striking the best compromise between the average number of
memory accesses and the data set size for the 5-tuple context. The authors (Vamanan et al.,
2010) designed this algorithm based on two key observations. The first one is that there
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is a lot of overlap between rules in a classification table. Also, the variation in size of rule
overlap is high, leading to a high degree of rule replication caused by thin cuts. EffiCuts
addresses this issue by partitioning the rule set and binning rules with different size patterns
in different subsets. Each of these subsets is then associated with a dedicated decision tree.
This method is called separable trees. More details about this method are given in Section
Adaptive grouping factor. However, the introduction of multiple trees adds extra memory
accesses which decrease throughput. This problem is solved in EffiCuts with selective tree
merging. This method aims at merging selectively separable trees, mixing rules that are either
small or large in at most one dimension.
The second observation made in (Vamanan et al., 2010) concerns the variation of the clas-
sifier’s rule space density. HiCuts (Gupta et McKeown, 2000) and HyperCuts (Singh et al.,
2003) cut the space covered by a node equally between each child node. This process is named
equi-sized cuts and a node that uses equi-sized cuts is therefore called an equi-sized node.
Using equi-sized cuts for separating dense parts and empty zones result in ineffective nodes
containing only a few rules. Thereby, it will unnecessarily increase the size of the decision
tree. In order to address this problem, EffiCuts merges such nodes together. This method
introduces a new type of nodes called equi-dense nodes. Therefore, EffiCuts uses two kinds
of nodes : equi-dense nodes when dealing with fused nodes, and equi-sized nodes when the
rule space size can advantageously be divided equally.
Additionally, EffiCuts introduces different optimization techniques like separable trees,
selective tree merging and node collocation. Separable trees and selective tree merging were
introduced to address the issue of rule size variation. Node collocation was proposed in order
to reduce the overall number of memory accesses. It thus reduces considerably the memory
usage compared to HyperCuts while having a low replication factor. On the other hand, these
optimizations tend to increase the average number of memory accesses. A packet is classified
by traversing each decision tree. For each node of a tree, the position of the packet relative to
the sub space region associated with the node must be computed. The next step is to select
the next child node to visit. For this, the relative position of the packet is converted into an
offset. Equi-sized nodes equally cut the space, so the offset value is used to access directly the
next child node. In the case where an equi-dense node is reached, the index value computed
has to be next compared with an interval array. This array stores the boundary of each child
region.
This process is repeated until a leaf is reached. Then, the packet is compared with every
rule held in the leaf. In (Vaish et al., 2011), the authors focus on an algorithmic evaluation,
i.e. without considering any hardware implementation.
However, it has been shown in (Vaish et al., 2011) that EffiCuts is implementable in
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hardware and offers a high degree of performance. This implementation has been made on
the PLUG architecture and it achieves a throughput of 142 million packets per second.
It was also observed that EffiCuts offers a good scalability (Vamanan et al., 2010), and it
seems to offer the best potential to perform well when a high number of fields is considered,
while remaining implementable in hardware.
4.3.2 Context
The algorithms described above were devised for the 5-tuple context. The context explored
here requires a 12-field classification. Later versions of OpenFlow take into account even more
fields, but we consider that bridging the large gap between the classical 5-tuple fields and the
12-tuple fields used in version v1.0.0 is the most important aspect of the research that needs
to be done. Thus, the algorithms proposed in the literature should be revisited to evaluate
and improve their performance in this context. In this paper, we focus on characterizing and
improving EffiCuts.
The first method that EffiCuts uses that requires attention is the separable trees method
(details are given in Section Adaptive Grouping Factor). The goal is to minimize overlap
between rules by grouping them into different trees according to their sizes. In the 5-tuple
case, up to 32 categories (i.e. trees) can be created. On the other hand, the 12-tuple case
can generate theoretically up to 4096 categories. Knowing that each tree must be visited to
find the right rules, this is obviously very costly for the 12-tuple case due to the excessively
large number of memory accesses required. Using the selective tree merging implemented in
EffiCuts and extending it to 12 fields did not reduce experimentally the resulting number of
memory accesses to an acceptable level, as in some cases, up to 800 memory accesses were
needed 4.2. Indeed, in considering the perspective of a future high performance hardware
implementation, each tree traversal would be done independently to reach the highest rate of
packet processing rate, and therefore could ultimately require as many tree traversal engines
as the number of trees generated. (Reusing the engines is of course possible but would increase
processing time). This can be very costly. Contrary to the number of memory accesses,
the data set size is fairly constant with respect to the number of packet fields used in the
classification, because it is mainly a function of the level of overlap between rules with varying
size. This is governed by the environment and thus cannot be optimized.
Recall that our goal is to optimize EffiCuts in a perspective of implementing it in hard-
ware while considering a high number of fields processed, such as in the OpenFlow context.
Considering this context, the main challenge is to allow a high degree of parallelization of the
data structure while minimizing the average number of memory accesses in order to provide
an acceptable performance level. This should preferably not be done at the expense of a
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significant increase in data set size.
4.4 Extensions
Three extensions to EffiCuts are proposed in this paper. When applied together, they
provide gains in every considered context, including the 5-tuple context. Nevertheless these
extensions are proposed to give the highest observed performance gains when used in the
OpenFlow context.
In order to clearly identify which aspects needed to be improved, we did an experimental
analysis based on simulations. Due to space constraints, it is not possible to give all details
of this analysis. However, this analysis was done accordingly to the methodology presented
in Section Methodology.
4.4.1 Cutting heuristic
Upon doing a first experimental analysis, we noticed that EffiCuts generates a relatively
large number of nodes (e.g. when compared to HiCuts). Analyzing the code allowed us to
see that it was using a different heuristic to decide on the number of cuts to do on a given
tree node. In each iteration of the heuristic used by EffiCuts to determine the number of
cuts to be performed, a variable Sm (space measurement) is computed using (4.1) as the
number of partitions done on the previous iteration, Npi, plus the number of rules of the
sibling child nodes under consideration. Those children nodes are virtual until inequality (4.3)
becomes false. Then, the node considered is cut according to the number of cuts computed
in Equation (4.2) at the last iteration that fulfills Equation (4.3).
Sm(i) = NumRules(childreni) + Npi (4.1)
Npi = 2
i (4.2)
Sm(i) ≤ Smpf(NumRules) (4.3)
where Sm is a measure of space requirement as defined in (Gupta et McKeown, 2000), i is
the iteration number, NumRules is the number of rules contained in the node under analysis at
iteration i, and Smpf a pre-determined space measure function (Gupta et McKeown, 2000).
In our experimentations, Smpf = NumRules · 8.
This algorithm is applied to every node until it contains a number of rules less or equal to a
threshold value that was set to 16 in our experimentations. Thus, according to Equation (4.3),
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Smpf ≥ 17 · 8 = 136. Also, the number of rules within the node being processed decreases as
the number of iterations increases and, at the same time the (Npi) term becomes more and
more dominant. In our simulations, we observed many nodes being cut thousands of times,
which creates, in the worst case, as many child nodes. With each cut, a node or a leaf is
created. Thus, it is obvious that this heuristic presents a potential to generate an oversized




NumRules(childi) + Np(C(v)) (4.4)
Where Np(C(v)) represents the number of times the node v is partitioned (i.e. it is also
computed according to Equation (4.2)), and C(v) represents a cutting iteration on the node
v. The only difference between EffiCuts and HiCuts is that Equation (4.1) is replaced by
Equation (4.4.1), and every other equations or inequality remain true. Here, the heuristic
adds the result of all previous iterations along with the number of rules in the temporary
nodes used, consequently Sm converges faster to Smpf. Thus, for HiCuts, the number of
iterations is reduced, which implies that the number of cuts is also reduced and so is the data
set size. Considering this observation, the heuristic presented in (Gupta et McKeown, 2000)
was adopted in this paper.
4.4.2 Leaf size modulation
It is stated in (Vamanan et al., 2010) that, in their experimentations, the tree depth had
no influence on the number of memory accesses and that only redundancy was increased when
the leaf size parameter was decreased. This is clearly not true in the OpenFlow context. The
size of the leaves directly impacts on the tree depth ; when the size of the leaf is reduced, it
tends to create more levels in the trees. Reducing the size of the leaves presents an advantage
only if the reduction of the number of memory accesses in a leaf is higher than the overhead
added due to a deeper tree. On the other hand, because twelve fields are being processed in
our case, the size of the rules is much larger than in the 5-tuple case. In this case, a rule
is about twice the size of a node (see 4.1 below), which increases the number of memory
accesses. Thus, we observed in our experiments that lowering the size of the leaves may
increase the tree depth by adding a few more levels, (causing more reads to memory) but
this is compensated by the number of operations saved when reading a rule.
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4.4.3 Adaptive grouping factor
EffiCuts uses separable trees in order to reduce the overlap between large and small
rules. For every field of a rule, if the range covered by the rule is larger than 50% of the
range of the considered field, this field is considered large. Otherwise, it is considered small.
This process is performed on every field of a rule, and then rules are binned into different
categories based on the combinations of large and small fields. The value of 50% introduced
in (Vamanan et al., 2010) was set based on experimental analysis of EffiCuts’s authors. Even
though, our conclusions are also based on experimental analysis, they are quite different. We
call the percentage that defines the difference between large and small rules the grouping
factor D. As previously stressed, the 12-tuple context creates a very large number of possible
combinations. Considering that a tree is created for each combination and that all trees must
be traversed, this implies that a large number of memory accesses must be performed for
each rule look-up (even though the trees are small). Thus, our goal is to find a way to reduce
the number of categories. To this end, we decided to make this parameter variable unlike the
similar parameter in EffiCuts. A value of 50% for D sometimes introduces a large number
of trees (see Section Extensions 4.5.2) which results in a larger number of memory accesses.
We observed that this is mainly due to some fields that contain a small number of large
rules thus creating a large number of small trees. The proposed solution simply consists of
adapting D to the data at hand. We first experimentally analyze the percentage of large
rules for every field, starting with a value of 50% for D. If we detect fields that contain a
percentage of rules that is less than or equal to 10%, we increase the value of D by 10%.
This procedure is repeated until those fields contain a percentage of rules close to 0%, thereby
eliminating a significant number of trees. Reducing the number of trees improves performance
in two ways. Firstly, from a hardware implementation perspective, reducing the number of
trees reduces the amount of hardware resources needed to access a data structure that can
be traversed more efficiently. Secondly, a smaller number of trees decreases the number of
memory accesses by eliminating the need to traverse many small trees, and thereby many
leaves. This method has been validated in simulation. Nevertheless, the introduction of the
adaptive grouping factor tends to re-introduce overlap between rules, when considering a
value for D higher than 50%, which tends to increase the size of data sets but, as we will





Because we did not have access to real classification tables for the 12-tuple context,
we instead relied on table generators. The only two such generators available to us were
ClassBench (Taylor et Turner, 2007) and FRuG (Ganegedara et al., 2010). These generators
do not meet our needs directly because ClassBench generates only 5-tuple rules and FRuG
does not include any form of scenario so the configuration is left to the user. Thus, our strategy
is to create sets of rules that can give us lower and upper bounds on the performance reached
by EffiCuts. The strategy that we finally adopted consists of creating 5-tuple rules with
ClassBench and 7-tuple rules with FRuG and to fuse them. As mentioned previously, FRuG
does not use seeds as ClassBench does to generate classification tables. However, considering
that EffiCuts produces very different results when the size of the rules and the overlap between
them vary, we implemented two scenarios in FRuG : a ”small” scenario with little overlap and
mostly small rules (best case) and a ”large” scenario with a lot of overlap and a wide variety
of rule sizes, including wildcards (worst case). Regarding ClassBench, three different seeds
were used, representative of : Firewall (FW), Access List (ACL) and IP Chain (IPC) such as
those used in (Vaish et al., 2011) and (Jiang et Prasanna, 2012). We generated classification
tables with 10 000 rules and 100 000 rules.
Node organization
Before explaining the data structure of the tree nodes, some explanations are necessary.
First, EffiCuts almost always cuts rules according to only two dimensions. The reason is
simple : the algorithm used only splits dimensions that have a number of unique elements
higher than the average. Considering that the number of unique elements is very high for the
IP source and IP destination fields, then EffiCuts seldom splits a third dimension and it never
splits more than three in the experiments that we performed. Considering this observation
and the fact that it causes deeper trees to be generated (which is not a problem considering
that trees are fairly small, thus the added depth is small), we made the assumption that only
two dimensions would be split. In order to store the boundaries of two dimensions, we need
2 ·5 bytes (i.e. the size of the IP Addresses including the prefix, which are the largest relevant
fields). Note that we voluntarily excluded the MAC field from the cutting process (because
the number of unique elements is much higher in other fields) so we do not take the size of
this field into account when computing the maximum size for the boundaries. The size of
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the header is increased because we consider more fields and a maximal number of cuts of
256 for each dimension. Thus, the header size now equals 4 bytes. A rule contains as many
boundaries as the number of fields used. For the Rule field, we need to store either upper and
lower bounds, or just a value and its prefix depending on the packet field being processed.
When considering 12 fields such as in (Open Networking Foundation, 2009), we need 41 bytes
to describe a rule. Each node contains a header, boundaries (in order to know the edge of
the covered region) and a child pointer. Equi-dense nodes carry one more field, due to the
fusion of some child nodes (Vamanan et al., 2010). We limited the maximal number of child
nodes to 256, and thereby need only one byte to store an index value used by equi-dense
nodes (Vamanan et al., 2010). The details concerning the size of the node data structure are
given in 4.1.
Measurements
The sizes in bytes of the various components of the node data structure are listed in 4.1
and (Vamanan et al., 2010). The replication factor is computed as the total number of rules
in the leaves of the trees divided by the total number of rules in the classification table. The
memory bus width is assumed to be 18 bytes because this equals the size of an equi-size node
and because this type of node is the most frequent one by far (Vamanan et al., 2010). We
assumed that we need 2 memory accesses for an equi-size node (including accessing the child
node), and two accesses for an equi-dense node, as the size of these node remains higher than
the bus width.
Tableau 4.1 Node data structure
Filed name Filed size (bytes) Field content
Header 4 node type, dimensions to
cut, number of cuts per di-
mension
Rule 41 12 fields
Boundaries 10 two dimensions
Cut index 1 per unequal cut index
(maxcuts = 7) (equi-dense)
Child pointer 4 Pointer value
4.5.2 Extensions
For our tests, we used the implementation provided directly by the authors of EffiCuts. We
added our extensions on top of the EffiCuts algorithm ; separable tree, selective tree merging,
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and node merging are also enabled. We begin by comparing EffiCuts with and without exten-
sions in terms of memory requirements. In order to highlight the size of the node-structure
created by EffiCuts, we plotted, in 4.1, the memory used per rule. Considering that the size
of a rule is 41 bytes, we observe that EffiCuts adds a large amount of data to the minimal
size that can be achieved. This is mainly due to the high number of nodes generated by the
heuristic used (Vamanan et al., 2010). The extensions added on top of EffiCuts decrease the
memory used per rule by 35% on average (for both 10K and 100 K simulations). In our case,
the amount of memory used per rule remains close to the size of a rule (41 Bytes). Our exten-
sions tend to create trees with a smaller number of nodes, compared to the implementation
of EffiCuts, which results in a low memory utilization per rule. Furthermore, this reduction is
amplified by the small number of trees created by Separable trees combined with our adaptive
grouping factor D. We found in our experimentations that a value of D close to 0.9 (90%)
Tableau 4.2 Replication factor comparison
ACL FW IPC
Small Large Small Large Small Large
10 K
EffiCuts 1.01 1.02 1.03 1.06 1 1.01
EffiCuts Extended 1.04 1.05 1.38 1.44 1.1 1.18
100 K
EffiCuts 1.1 1.11 1.08 1.07 1 1.1
EffiCuts Extended 1.39 1.32 1.07 1.28 1 1.13
achieves the best results. In 4.3, we report the number of trees used in EffiCuts before and
after adding our extensions. As explained in the previous section, D affects only the number
of trees created. In 4.3, the number of trees generated is given for all cases. The introduction
of the grouping factor cuts down the number of trees by roughly 50%.
It was observed that limiting the number of categories when binning rules impacts the
replication factor. When selecting only very large rules (D of 0.9 or higher), we re-introduce
overlap between rules, a consequence of mixing different size of rules into the same category.
Still, as shown in 4.2, the replication factor remains under 1.44 even in the worst case. It
seems to contradict the previous results (i.e. that we decreased the memory utilization).
This apparent contradiction is due to the new heuristic used that cuts down the size of
the data structure, thus the overhead caused by increasing the replication factor is more
than compensated. In the experiment we conducted, we often observed the large number of
memory accesses required by EffiCuts for tree traversal. This is mainly due to the size of rules
used in OpenFlow. In the worst case, EffiCuts needs up to 800 memory accesses to classify a
packet.
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Figure 4.1 Bytes per rule for EffiCuts with and without extensions
This appears to be impractical and unacceptable. The adaptive grouping factor D reduces
the number of trees to be traversed and thereby the number of memory accesses. However,
the size of the leaves directly influences the number of memory accesses, including the depth
of the trees, which means the size of the data structure is also influenced. We found that
the leaf size that achieves the best tradeoff between the number of memory accesses and
the size of the data structure is 8. To visualize this tradeoff, we plotted in 4.2 the largest
observed number of memory accesses needed to complete the traversal of the entire forest of
trees. It means that, for every tree, we assumed that the biggest leaf at the deepest level was
selected. Note that, in the case of a hardware implementation, every tree would be traversed
independently, thus the number of total memory access has to be compared with the number
of trees used. Our extensions reduce this worst case by a factor as large as 2.8. For IPC
classification tables, the improvement is about 20%. Nevertheless, on average, we cut down
the number of memory accesses by 52% (i.e. a factor of about 2).
For every scenario simulated, we can observe a performance variation between cases with
small and large rules for every criteria evaluated in 4.1, 4.2, 4.2, 4.3. The large rules have
a higher degree of variation in size and overlap between rules than the smaller rules. It is
also obvious that large rules create more categories, and thereby generate a larger number of
trees than the small rules. Furthermore, D is higher in most scenarios when dealing with large
rules when compared with the situation observed with small rules, but the difference remains
under 15% in the worst case. The performance variation is relatively limited for the size per
59
Figure 4.2 Total number of memory accesses for EffiCuts with and without extensions
Tableau 4.3 Number of trees generated
ACL FW IPC
Small Large Small Large Small Large
10 K
EffiCuts 23 28 40 47 19 20
EffiCuts Extended 12 15 17 21 10 10
100 K
EffiCuts 25 29 27 33 19 20
EffiCuts Extended 12 14 14 18 10 10
rule and is below 15%, while the difference for the memory accesses is 14% on average.
4.6 Conclusion
In this paper, it was argued that EffiCuts appears to be best available option to implement
high performance classifiers. It was thus studied and some of its shortcomings uncovered when
considered in the OpenFlow context. The main issue is the size of the rules for OpenFlow.
In order to address this bottleneck, three extensions were proposed. They have a strong
influence on two opposing parameters ; on one hand, the number of memory accesses and, on
the other hand, the size of the data structure. Lowering the number of memory accesses in
the perspective of a hardware implementation allows increasing throughput. Also, reducing
the size of the data structure allows storing a higher number of rules using the same amount
of memory. Until now, previous contributions were only optimizing one of these parameters in
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isolation. We proposed changing the heuristic used to compute the number of cuts to process
a node, of which the main impact is a reduction of the size of the data structure. In order to
decrease the number of memory accesses, we introduced an adaptive grouping factor, which
limits the number of categories (created when binning rules) and consequently the number
of trees. Additionally, we discovered that the modulation of the leaf size can cut down the
number of memory accesses while adding a relatively small overhead in size. These extensions
cause a decrease in the number of memory accesses by a factor of 2, while decreasing the size
of the data structure by 35%. These extensions also allow EffiCuts to be used with larger
classification tables over a larger number of fields without excessive performance degradation,
and it seems promising for the design of a high-speed hardware classification unit.
4.7 Acknowledgments
We thank the authors of EffiCuts for graciously providing us with their source code. We
also thank the Natural Sciences and Engineering Research Council of Canada (NSERC),
Prompt, and Ericsson Canada for financial support to this research.
61
CHAPITRE 5
ARTICLE 2 : ACCECUTS : A PACKET CLASSIFICATION ALGORITHM
TO ADDRESS NEW CLASSIFICATION PARADIGMS
Thibaut Stimpfling Normand Be´langer Andre´ Be´liveau Ludovic Be´liveau
Omar Cherkaoui Yvon Savaria
Cet article a e´te´ soumis le 17 janvier 2014 dans le journal IEEE/ACM Transactions on
Networking.
5.1 Abstract
Packet Classification remains a hot research topic, as this telecommunication networks
are now facing new challenges. Classification has to be more flexible and is based on many
more packet fields than it used to be. Thus classification solutions are facing performance
and scalability issues. Also, new applications and networking paradigms are emerging that
current packet classification algorithms are not designed to handle. This paper proposes a new
algorithm, AcceCuts, designed for better performance compared to other decision tree based
algorithms. It cuts down the number of memory accesses and reduces the data structure size.
It uses an Adaptive Grouping Factor, that allows parsing the rule set, in an optimized manner.
AcceCuts adopts a heuristic for generating a smaller data structure without impacting on
its depth. Finally, we propose a modification to leaf processing, in order to cut down the
number of memory accesses. These extensions provide gains in many contexts, but they were
tailored for handling complex rule sets which can be used with Software Defined Networking
(SDN) context. It is shown, using suitable benchmarks, that they allow reducing the number
of memory accesses by a factor of 3 on average, while decreasing the size of the data structure
by about 45% over EffiCuts, a state-of-the-art decision tree based algorithm.
5.2 Introduction
Packet Classification is a functionality required by networking devices in a wide range
of contexts like Quality of Service (QoS), load balancing, security, monitoring, and network
traffic analysis. This functionality becomes more challenging as the average link speed is
constantly increasing, while means of classifying improve at a slower pace than the bandwidth
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on physical links. The challenge is compounded by a demand for classifiers to process many
more fields and rules. Thereby, classification remains a hot research topic.
Packet classification aims at matching incoming packets with one or multiple rules, contai-
ned in a rule set. Even if packet classification is widely covered in the literature Taylor (2005);
Gupta et McKeown (2001), most previous studies are linked to the classical 5-field context.
Nonetheless, due to the significance of data centers, access and aggregation networks, and
resources management, a global view of the system is required, from network equipment to
servers Google (2012). Software Defined Networking (SDN) has been proposed to provide a
framework for such global view.
SDN allows a small processing granularity and brings new possibilities, such as optimi-
zing the link utilization rate, getting a unified view of the network fabric, improving failure
handling, etc. Such improvements introduce drastic changes to networking. Hence, packet
classification is deeply changed and has to handle much more complex rules over a larger
number of fields. Thus, the classical 5-tuple context, which is largely covered in the litera-
ture, no longer matches the trends and evolution in the networking field Stimpfling et al.
(2013); Fong et al. (2012). SDN and, more specifically, the OpenFlow protocol take more and
more importance in the literature, mainly due to its high flexibility.
By contrast to the classical 5-tuple context, SDN rule sets, with large flow entries, are
much more likely to be complex, due to the higher number of fields that can be used to
classify a packet, and the ability to use masks, or wildcards on more fields. For instance, with
version v1.0.0 of OpenFlow Open Networking Foundation (2009), up to 12 fields of a packet
header can be used for classification.
In order to better understand the impact of complex rules on performance, we will consi-
der, in this paper, SDN rule-sets defined on 12-tuples. It is of interest that, when using IPv6
or MAC addresses as in the latest evolution of an SDN protocolOpen Networking Foundation
(April 2, 2013), the rule size increases substantially. For instance, real rules sets defined as
11 tuples are used for experimentation in Fong et al. (2012). Therefore, it is clear that SDN
can lead to, on one hand, larger fields and, on the other hand, a larger number of fields.
So, rules tend to be much more complex than what was considered in the classical 5-tuple
context. This evolution will strongly impact packet classification performance and optimized
algorithms are clearly needed.
Although more functionalities are offered to end-users, limited progress has been achie-
ved at the algorithmic level. From an industrial point of view, TCAM-based solutions are
widely used, although they have many drawbacks, such as limited flexibility and high power
consumption Jiang et Prasanna (2009). According to the Open Networking Foundation, la-
test versions of protocols such as OpenFlow, used in the case of SDN, require support from
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powerful TCAM-like tables, but with more capability than those offered by available and
announced hardware implementations Beckmann et al. (April 4, 2013). We are clearly facing
a bottleneck by offering much more flexibility to end users without any optimized hardware
(matching these requirements) being available. Before attempting to design new hardware,
the first step is to design suitable algorithms.
The algorithm proposed in this paper, AcceCuts, is designed to support a large number
of complex rules, while reaching high performance. Also, AcceCuts offers good scalability
regarding two main criteria : the number of memory accesses and the size of the data structure.
The main contributions of this paper include :
– An adaptive grouping factor that sorts the rules before tree building, in order to obtain
a better tradeoff between the number of trees built and rule separability. This factor is
used in order to decrease the number of memory accesses.
– A heuristic that reduces the data structure size in order to handle a large number of
rules.
– A new leaf structure to fetch only the information needed, eliminating many irrelevant
memory accesses. This new structure is proposed to tackle one of the main sources of
useless memory access in decision tree based algorithms presented in the literature.
Furthermore, to the best of our knowledge, AcceCuts is the first decision tree based
algorithm that modifies the tree structure and tackle the issue of linear search at the leaves.
Also, AcceCuts improves performance over two opposing performance criteria.
The paper is organized as follows. In Section 5.3, a review of packet classification algo-
rithms is presented including the context considered for this paper. In Section 5.4, we identify
weaknesses in a state of-the-art algorithm, EffiCuts, for the context of complex rules. Identi-
fying limitations of existing algorithms is the first step before designing a new algorithm. We
present our algorithm AcceCuts in Section 5.5 along with the impact of each of our contribu-
tions. The methodology adopted to characterize AcceCuts is discussed in Section 5.6. Then,
a detailed performance evaluation of AcceCuts is made in Section 5.7. Finally, a conclusion
to this work is given in Section 5.8.
5.3 Related work
Many approaches have been considered in the literature to tackle the problem of packet
classification but existing algorithms appear to under-perform or are not tailored for handling
complex rules.
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5.3.1 Packet Classification Algorithms
We can categorize packet classification techniques in three main types : Decomposition
Based, Decision Tree based, and pure hardware solutions, typically based on TCAMs.
Hardware TCAMs
Ternary Content Addressable Memories (TCAMs) are a powerful type of memory that
offers O(1) time packet classification. To achieve such a high performance, TCAMs match, in
parallel, each rule against the incoming packet header. TCAMs offer high performance but
suffer from severals drawbacks. In particular, parallel match is extremely power consuming
and TCAM chips are very costly. Many contributions have been made on this topic, targeting
a high memory efficiency Huan (2002). Nonetheless, the power consumption issue is still
inherent to the TCAM technology, while supporting range based rules remains an open
issue Chao et Liu (2007). Such bottlenecks tend to limit the use of TCAMs in current and
future networking contexts.
Finally, the Open Networking Foundation warns about the current evolution and latest
version of the OpenFlow protocol as the switch model presented requires a very flexible series
of powerful “TCAM-like” tables, with much more capabilities than any existing or announced
hardware platforms Beckmann et al. (April 4, 2013).
Decomposition Based
One approach adopted in the literature to classify packets, named Decomposition Based,
aims at separating the lookup process into multiple parallel reduced lookups, and then com-
bining the results together. For instance, RFC Gupta et McKeown (1999) and HSM Bo et al.
(2005) are both using this technique. Those algorithms can achieve good performance but
suffer from a large memory requirement Singh et al. (2003); ?. Decomposition Based algo-
rithms are not scalable, due mainly to the memory requirements and consequently. Thus, they
cannot handle large classification tables, which is an essential requirement in the context of
this study.
Decision Tree Based
Decision tree based algorithms are another avenue proposed in the literature to address
packet classification issues. Several algorithms in the literature use this approach, such as Hi-
Cuts Gupta et McKeown (2000), HyperCuts Singh et al. (2003), and EffiCuts Vamanan et al.
(2010) (a state-of-the-art algorithm). These algorithms are adopting a geometric point of
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view, as each packet header field can be viewed as a defining a volume in a multi-dimensional
space. Therefore, in this paper, a dimension refers to a packet header field.
These algorithms operates in two steps ; firstly, one or multiple decision trees are built
according to a rule set and, secondly, a tree traversal process is conducted on each tree, based
on the incoming packet header. The second step represents the actual packet classification
process.
We first give a high level description of the tree building process. These algorithms divide
the rule space (i.e. the rule-set) into subsets in an iterative fashion, until each subset contains
fewer rules than a given threshold. A tree building example is shown in Fig. 5.1, using the
HiCuts algorithm. The first step is to cut the rule space along the dimension that maximizes
the differentiation between rules. Accordingly, a first cutting sequence, represented with the
green lines, is done along the Field 1 direction, which generates four nodes. Three of those
nodes contain fewer rules than the threshold value (set here to 2) so those nodes correspond
to leaves (leaves 1 to 3). Node 1 stores three rules, so another cutting sequence has to be
completed and is represented with a red line. This process creates two more leaves (Leaves
4 and 5). At that point, the decision tree is completely refined. The classification process
consists in a simple tree traversal, from root node to leaves. The incoming packet header
is compared with the rule space covered by each node, and then the position of the next
child node to visit is computed based on informations contained in each node. When a leaf
is reached, each rule is matched against the packet header, and the matching rules are then
selected. The process of packet classification is completed, and a new packet can be processed.
The first proposed tree-based packet-classification algorithm, HiCuts (in Fig. 5.1), gene-
rates a lot of rules replication as it creates a single decision tree, thus mixing together rules
with very significant differences in size (which causes a lot of superposition). On the other
hand, it was devised to handle fairly small tables, so it is not surprising that nothing was
done to improve this aspect.
HyperCuts was proposed as an evolution to HiCuts, which aims at improving the conver-
gence rate of the classification (thus, minimizing tree depth) while limiting the data structure
size. To achieve this, the algorithm is based on multi-dimensional cuts and it includes tech-
niques to minimize replication. These techniques produce better performance in terms of
number of memory accesses, but their scalability is poor Singh et al. (2003).
EffiCuts aims mainly at striking the best compromise between the average number of
memory accesses and the data set size for the 5-tuple context. The authors Vamanan et al.
(2010) designed this algorithm based on two key observations. Firstly, there is a lot of overlap
between rules in a classification table. Secondly, the variation in size of rule overlap is high,





















Figure 5.1 Example of building a decision tree
to address these issues by partitioning the rule set and binning rules with different size pat-
terns in different subsets. Each of these subsets is then associated with a dedicated decision
tree. This method is called separable trees. However, the introduction of multiple trees adds
extra memory accesses, which decrease throughput. This problem is partially solved in Ef-
fiCuts with selective tree merging. This method aims at merging selectively separable trees,
mixing rules that are either small or large in at most one dimension.
HiCuts Gupta et McKeown (2000) and HyperCuts Singh et al. (2003) cut the space cove-
red by a node equally between each child node. By contrast, EffiCuts introduces equi-dense
cuts, in order to tackle the problem of ineffective nodes containing only a few rules. This
situation occurs when separating dense parts and empty zones.
Additionally, EffiCuts introduces other optimization techniques like node collocation.
Node collocation was proposed in order to reduce the overall number of memory accesses.
It thus reduces considerably the memory usage compared to HyperCuts while causing a
low replication factor. The replication factor, a synonym for rule replication, is defined as the
number of rules used in the data structure, divided by the number of rules used as inputs
for the data structure. On the other hand, separable trees, even with selective tree merging,
tend to increase slightly the average number of memory accesses over HyperCuts.
5.3.2 Hardware Implementation
In the previous sections, different algorithms have been described. It is of interest to deter-
mine whether these algorithms can serve as a base for effective hardware implementations. An
ideal algorithm could be one that is implementable in hardware and that offers good perfor-
mance and scalability with problem size. This section thus reviews hardware implementations
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of related algorithms.
In Jiang et Prasanna (2012), an FPGA implementation of the HyperCuts algorithm, in-
cluding optimizations, is presented. While HyperCuts suffers from a high replication factor,
optimizations are included to tackle this issue and to address hardware tree traversal issues.
The implementation presented can process data at up to 80 Gbps for minimal packet size
(40 bytes) while using 5-tuple classification tables. However, a study evaluating its scalabi-
lity was conducted on OpenFlow-like rules (V1.0.0). In this case, the architecture that was
implemented handles 40 Gbps of data for minimal packet size, with as many as 1000 rules.
For this implementation, the larger number of fields (OpenFlow-like rules) cuts down the
bandwidth by a factor of 2. Finally, one algorithmic optimization brought by this work (cal-
led the “Decision Forest”) imposes a tradeoff between performance and data structure size.
The performance over HyperCuts is increased but the classical tradeoff of memory versus
performance is still not addressed.
Other FPGA implementations are presented in the literature, such as in Fong et al. (2012),
where the algorithm used is based on HyperSplit Yaxuan et al. (2009), but, in order to in-
crease the performance offered by ParaSplit over HyperSplit, two combined methods are
used that sort the rule set and split it into different groups, prior to tree building. This algo-
rithm improves the performance over HyperSplit and EffiCuts : the hardware implementation
reaches 123 Gbps for one classification engine with minimal packet size (64 bytes). The main
strength of this work resides in the small amount of resources used for an engine, allowing
to implement multiple engines on a single FPGA, and, thereby, reaching a bandwidth higher
than a terabit per second.
An alternative to FPGA implementation is to use an array of processors as shown
in Vaish et al. (2011), where the authors implemented EffiCuts on the PLUG platform (Pi-
pelined LookUp Grid). PLUG is a flexible lookup module platform designed to easily deploy
new protocols in high-speed routers.
Multiple modifications to implement EffiCuts have been added to the PLUG platform on
both the hardware and the software side. Even then, this implementation can only support
33 Gbps of data bandwidth for minimal packet size. The performance issue is mainly due
to the limitation or weakness of this generic platform, rather than the implementation itself.
However, this paper does not explore the performance of EffiCuts in the context of 12-tuple
rules.
The decision tree based algorithms described here mainly focus on decreasing the replica-
tion factor and accelerating the convergence to leaves. Optimizations have been proposed on
multiples fronts : before tree building and when generating tree nodes. Nevertheless, no means
was presented for optimizing leaf traversal and for improving on linear-time rule matching.
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To summarize, in this section, we have reviewed prior work that shows that decision
tree based algorithms are implementable in hardware and that they offer respectable per-
formance in the classical 5-tuple context. In some cases, as shown above, some exploration
was conducted with OpenFlow-like rule, on 11 tuples (in Fong et al. (2012)) or 12 tuples
( Jiang et Prasanna (2012)), but no optimization was proposed, no recommendation was
made, and no in-depth analysis was performed. Due to the lack of analysis for the case of
complex rules, it is hard to understand whether performance issues are linked to a lack of
optimization or to the algorithms themselves and, therefore, this cannot be addressed based
on prior work.
5.3.3 Our approach
Our approach aims at developing a new algorithm optimized to handle complex rules,
in the perspective of a future hardware implementation. Thereby, multiple goals have to be
achieved. First, our AcceCuts algorithm, proposed later in this paper, has to perform well
from a theoretical point of view, while remaining implementable in hardware. Therefore, as a
first step, our work aims at analyzing in details the performance achieved by EffiCuts (that
appears to be the best prior solution in the literature) and identifying its limiting factors when
handling complex rules over a large number of fields. AcceCuts has been designed to tackle
issues highlighted in the previous analysis, and optimized to perform well when implemented
in hardware.
As a general principle, we must avoid reading unused data, which leads to wasted clock
cycles. Thereby, we want to minimize the number of memory accesses and fetch from memory
only useful information.
However, we want our algorithm to use as little memory as possible, so AcceCuts is
designed to build a relatively compact data structure. Limiting the data structure size allows
to store either larger rules or larger classification tables on the same memory chip.
To summarize, the design of AcceCuts was guided by two main criteria : on one hand,
reducing the number of memory accesses by reading only the required information and, on
the other hand, reducing the size of the data structure.
5.4 Analysis of EffiCuts
5.4.1 Memory utilization
In this section, we look at the size of the data structure generated by EffiCuts. The total
amount of memory used is difficult to appreciate ; it is easier to consider the memory size
per rule, defined as the total size of the data structure divided by the number of rules of
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the classifier. Also, this “bytes per rule” measure helps to differentiate the size of the tree
overhead from the rules.
For readability, our experimental results characterizing the performance of EffiCuts are
first reported in this section, but details of the methodology to obtain them are best pre-
sented later in Section 5.6.1 and Section 5.6.2. In the following simulations, the word Small
is associated to a best case scenario, whereas Large is associated to a worst case scenario.
Three types of classification tables are used : Access List (ACL), Firewall (FW) and IP Chain
(IPC), holding 10 000 rules (10 K) and 100 000 rules (100 K). The source code of EffiCuts
used for this analysis comes directly from EffiCuts authors, and has been extended to support
12-tuples.
Tableau 5.1 Size of the EffiCuts data structure : bytes per rule
Bytes per rule
ACL FW IPC
Small Large Small Large Small Large
10 K 74.6 72.3 68.5 65.8 80.3 79.1
100 K 78 85.6 67.4 66.9 75.8 79.6
In Table 5.1, the size of the data structure generated by EffiCuts is measured as the total
size divided by the number of rules, which leads to a performance measure expressed in bytes
per rule. As observed in Table 5.1, the size of the data structure generated by EffiCuts is quite
higher than the rule size (80% on average), as a rule weighs here 41 bytes Stimpfling et al.
(2013). On the other hand, EffiCuts is a state-of-the-art algorithm as it generates a very
small replication factor. Thus, the high memory consumption observed in Table 5.1 is not a
consequence of a high replication factor, and is only linked to the large number of nodes in
the trees built by EffiCuts. However, experimentally, we observed the maximal depth of trees
generated by EffiCuts, which is pretty low with an average of 3. Under these circumstances,
it is obvious that the convergence is really fast from root node to leaves. This is also reflected
by measures of the number of cuts done at each node level, which is a direct observation
of the number of nodes created. We discovered that, in one of our experiments, a node had
131072 child nodes. This creates trees with too many nodes, and consequently creates an
over-weighted data structure.
5.4.2 Memory access overhead
The second part of this study aims at highlighting which parts of the trees generate
the highest number of memory accesses. In Stimpfling et al. (2013), it is shown that SDN-
related rules increase drastically the number of memory accesses, but no explanations of this
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behaviour is provided. Different causes can lead to a high number of memory accesses in our
case : deep trees, leaf traversal, or both.
The number of memory accesses depends directly on the tree depth tdepth, on the number
of memory accesses to fetch a node Manode and a rule Marule, and, finally, on the number of
rules held in a leaf nr(Lj). Equation (5.1) is used as a criteria to decide whether tree depth
or leaf traversal requires more memory accesses in tree traversal.
nr(Lj) ·Marule ≥ Manode · tdepth (5.1)
With our hypotheses (stated in Section 5.5), Marule = 3, and Manode = 2. Thus, Equa-
tion 5.1 can be simplified as Equation (5.2).
nr(Lj) · 1.5 ≥ tdepth (5.2)
Experimentally, we observed, for all scenarios, a maximum tree depth tdepth equals to 4.
Nonetheless, the maximum number of rules carried by a leaf was 16. Thus, Equation (5.2)
remains true in the worst case. Nevertheless, this equation should remain true even on average
for every tree generated by EffiCuts. Thus, the average number of rules per leaf has been
observed in simulations.
The minimum average number of rules per leaf observed in our simulation is 3.1. Conse-
quently, Equation (5.2) is fulfilled, which demonstrates that leaf traversal requires a higher
number of memory accesses than node structure traversal. Experimentally, we obtained the
same conclusion even with smaller leaves size (down to 8). It is thereby necessary to address
the memory accesses issue, first, at the leaf level.
One other issue to address in the SDN context is linked to the explosion of the number
of trees generated by EffiCuts, as stated in Stimpfling et al. (2013). Since the classification
process involves every tree generated, this explosion leads to large leaf traversal time and
number of memory accesses. As a consequence, we focused our attention on decreasing the
number of trees generated, while decreasing the total number of memory accesses.
In this analysis, we pointed out some undesirable characteristics of EffiCuts in a SDN
context. To summarize, we have to address two issues : high memory usage, and large number
of memory accesses.
5.5 AcceCuts algorithm
AcceCuts is an algorithm that introduces several methods, in order to build fewer trees,
cut down the data structure size, and address the issue of large number of memory accesses
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observed with EffiCuts. Even though EffiCuts suffers from multiple drawbacks in an SDN
context, some ideas introduced by this algorithm remain highly relevant. As exposed in
Section 5.3.1, EffiCuts firstly bins rules into different categories using two methods : Separable
Trees and Selective Tree Merging. In Efficuts, a tree is built for each category. Tree building
involves several heuristics to decide which dimensions to cut, the number of cuts, and what
what type of node to use. Finally, when the tree building process is completed, the packet
classification process relies on a straightforward tree traversal algorithm of each tree generated
by EffiCuts.
AcceCuts reuses some methods brought by EffiCuts for both tree generation and tree tra-
versal. Regarding tree generation, AcceCuts reuses Selective Tree Merging but introduces an
Adaptive Grouping Factor rather than using Separable Trees. During tree building, AcceCuts
reuses both heuristics used to determine which dimensions to cut along, and to select a type
of node. Nevertheless, AcceCuts leverages a new heuristic to compute the number of cuts to
do, and it introduces a new leaf structure. As a consequence, AcceCuts tree traversal is based
on EffiCuts tree traversal but with a new leaf traversal method. In the following sections, we
present our three main contributions.
5.5.1 Adaptive Grouping Factor
EffiCuts uses separable trees in order to reduce the overlap between large and small rules.
In EffiCuts, for every field of a rule, if the range it covers is larger than 50% of the range
of the considered field, this field is deemed large. Otherwise, it is small. This process is
performed on every field of a rule, then rules are binned into different categories based on
the combinations of large and small fields. The value of 50% introduced in EffiCuts was set
based on the author’s experimental analysis. We observed experimentally a quite different
behavior when modulating this value.
This threshold, used to classify a field as a large or a small one, is called the grouping
factor D. As previously stressed, the 12-tuple context creates a very large number of possible
combinations. Considering that a tree is created for each combination and that all trees must
be traversed, this implies that a large number of memory accesses must be performed for
each rule look-up (even though the trees are small). Thus, one of our goals is to find a way
to reduce the number of categories. To this end, we decided to make D variable, unlike the
similar parameter in EffiCuts. Indeed, a value of 50% for D introduces a large number of
trees (see Stimpfling et al. (2013)), which results in a larger number of memory accesses. We
observed that this is mainly due to some fields that contain a small number of large rules,
thus creating a large number of small trees. Adjusting D dynamically to the analyzed part
of the data set can mitigate that. To make D adaptive, the data set is first analyzed with
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D set to 50% for all fields. If we detect fields that contain no more than 10% of the range,
we increase the value of D by 10%. This procedure is repeated until those fields contain a
percentage of rules close to 0%, thereby eliminating a significant number of trees. Reducing the
number of trees improves performance in two ways. Firstly, from a hardware implementation
perspective, reducing the number of trees reduces the amount of hardware resources needed
to access a data structure that can be traversed more efficiently. Secondly, a smaller number
of trees decreases the number of memory accesses by eliminating the need to traverse many
small trees, and thereby many leaves. This method has been validated in simulation and
works pretty well for rules with wildcards on some fields. The means through which grouping
factor was made adaptive in this paper is rather rudimentary, however, improving Adaptive
Grouping Factor efficiency is out of scope for this paper. The introduction of the Adaptive
Grouping Factor tends to re-introduce overlap between rules, when considering a value for
D higher than 50%, which tends to increase the size of data sets, the resulting overhead was
found to be reasonably small as characterized later.
5.5.2 Modifying the Cutting Heuristic
Based on an experimental characterization and analysis, we noticed that EffiCuts gene-
rates a large number of nodes (e.g. when compared to HiCuts). Analyzing the source code
allowed us to see that it was using a different heuristic to decide on the number of cuts to
do on a given tree node. In each iteration of the heuristic used by EffiCuts to determine the
number of cuts to be performed, a variable Sm (space measurement) is computed using (5.3)
as the number of partitions done on the previous iteration, Npi, plus the number of rules of
the sibling child nodes under consideration. Those children nodes are virtual until Inequa-
lity (5.5) becomes false. Then, the node considered is cut according to the number of cuts
computed in Equation (5.4) at the last iteration that fulfills Equation (5.5).
Sm(i) = NumRules(childreni) + Npi (5.3)
Npi = 2
i (5.4)
Sm(i) ≤ Smpf(NumRules) (5.5)
where Sm is a measure of the space as defined in Gupta et McKeown (2000), i is the
iteration number, NumRules is the number of rules contained in the node under analysis at
iteration i, and Smpf is a pre-determined space measure function Gupta et McKeown (2000).
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In our experimentations, Smpf = NumRules·8. This algorithm is applied to every node until
it contains a number of rules smaller or equal to a threshold value that was set to 16 in our
experimentations. Thus, according to Equation (5.5), Smpf ≥ 17 ·8 = 136. Also, the number
of rules within the node being processed decreases as the number of iterations increases and,
at the same time, the Npi term becomes more and more dominant. In our simulations, we
observed many nodes being cut thousands of times, which creates, in the worst case, as many
child nodes. With each cut, a node or a leaf is created. Thus, it is obvious that this heuristic
presents a potential to generate an oversized data structure. The heuristic implemented in




NumRules(childi) + Np(C(v)) (5.6)
Where Np(C(v)) represents the number of times the node v is partitioned (i.e. it is also
computed according to Equation 5.4). Here, the heuristic adds the result of all previous
iterations along with the number of rules in the temporary nodes used, consequently Sm
converges faster to Smpf . Thus, for HiCuts, the number of iterations is reduced, which
implies that the number of cuts is also reduced and so is the data set size. Considering this
observation, the heuristic presented in Gupta et McKeown (2000) was adopted in this work.
5.5.3 Leaf Structure Modification
This section first presents the proposed modified leaf structure. By changing the leaf
data structure, we propose a new leaf traversal procedure tailored to access only relevant
information, thereby avoiding many useless memory accesses. As shown previously, the main
issue for leaf traversal resides in the large number of rules held in a leaf. To confirm a match,
each field of a rule has to be matched, against the packet header. Conversely, when a packet
field does not match a sub-rule (a rule constraint on a single field), the entire rule can be
discarded. Matching a sub-rule is a necessary but not sufficient condition to match the entire
rule. Therefore, we can proceed to partial matching with a rule, by doing a match only on a
field of this rule, rather than matching a rule entirely.
Recall that one of our goals is to minimize the number of memory accesses, so we want to
maximize the differentiation between rules, by using as few as possible fields to discard rules
that do not match. On the other hand, if we use a single field for every rule, then, due to a
high probability of rule overlap along a single field, many partial matches may be positive,
and then will require to fetch the entire rule. In this case, it is harder to cut down the number
of memory accesses. Consequently, we propose to create multiple sets of sub-rules, each one
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containing sub-rules disjoint two by two, along one field, so that, at least one positive match
can occur per sub-rule set. For each leaf level, AcceCuts sorts rules, and differentiates them
into multiple sub-rule groups. A pre-processing is now required before completing the leaf
traversal, as multiple partial matches may occur. Leveraging the result of this pre-processing,
a regular match is only performed on a reduced number of rules. This process is applied on
each tree generated by AcceCuts.
To help understand the modified leaf structure, we adopted the notation detailed in
Table 5.2.
Tableau 5.2 Notation used for AcceCuts
Notation Detail
P Incoming packet
Pi Value of the i-th field of the incoming packet
Fil A specification of a rule on the i-th header field,
for the l -th rule
Ri i-th rule of the rule set
s(R) Size of a rule contained in the rule set, in bytes
d Number of fields used in the considered classification table
w Memory bus width
Lj The j-th leaf of the tree
nr(Lj) The number of rules covered in leaf Lj
Sij A rules subset of Lj on the i -th header field
pmk Number of positive matches for a packet k
c Cost of a comparison between an Fil and a packet.∣∣Sij∈Lj
∣∣ Number of rules subsets Sij created by AcceCuts for the leaf Lj
s(Fil) Size of the Fil considered (in bytes)
s(Hj) Size of the header of Lj
Hj Header of Lj
ovlp(Lj) Number of overlapping rules in leaf Lj
Manode Number of memory accesses for a node
Marule Number of memory accesses for a rule
Maj Number of memory accesses for a leaf j, in EffiCuts
Maj,k Number of memory accesses for a leaf j and a packet k, in
AcceCuts
Cj,k Comparison cost for a leaf j and a packet k, using
AcceCuts
Cj Comparison cost for a leaf j using EffiCuts
Modifying leaf traversal requires a new leaf header as shown in Fig. 5.2. The first leaf
header field only specifies that the current node is a leaf. The following leaf header field
contains the leaf header length. The third leaf header field, called AcceCuts header, is used
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to store all information to complete the pre-processing step introduced in AcceCuts.
Leaf code Size of AcceCuts header AcceCuts header
















Figure 5.3 Structure of an AcceCuts header
Details about AcceCuts header fields are presented in Fig. 5.3. AcceCuts header is used
to describe a sub-rule group. Each of these sub-rule groups is described by three leaf header
fields. Two of them have a fixed length and the last one has a variable size. The first two
leaf-header fields hold respectively information regarding the packet-header field index used
and the number of sub-rules in this group. Then follows the variable length size field, which
contains bounds of each sub-rule contained in the sub-rules group.
In the example shown in Fig. 5.4, we represented a sub-rule group associated with a rule
where the packet header field index is 3, holding two sub-rules and the bounds for each two
sub-rules.
3 2 [28 : 31 ] [ 12 : 25 ]
Figure 5.4 AcceCuts header : an example of a set Sij holding 2 sub-rules and where the packet
header field index is 3
For each leaf field presented, the leaf-field size is exposed in Table 5.3. The first leaf field
used is associated with the dimension (or packet header field index) used for the sub-rule
group. With our hypothesis, up to 12 packet-header fields can be used to classify packets,
and thereby, we need 4 bits to store a value going from 0 to 11. Each sub-rule group can
carry at most as many sub-rules as the number of rules in the leaf. In our case, we limited
the maximal number of rules per leaf to 12. Consequently, we need only 4 bits to store the
number of sub-rules held by each group. Regarding the last leaf field used, it stores lower and
upper bounds of each sub-rule and ranges from 1 (small field and mask) to 7 bytes (MAC
field and mask value) depending on the field considered.
5.5.4 AcceCuts Leaf Creation Procedure
As mentioned at the beginning of Section 5.5, AcceCuts derives from EffiCuts, but it
introduces multiple extensions. A significant contribution of this paper is the proposed mo-
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Tableau 5.3 Size of the fields used in the leaf header
Field Size (bit)
Field used 4
Number of rule used 4
Sub rule 1 – 7 bytes
dified leaf structure. In order to understand why the proposed modified leaf structure allows
significant performance improvements, the leaf building process and leaf traversal procedures
of AcceCuts are presented in details.
AcceCuts Leaf Buidling Procedure
The pseudo-code of the procedure used to build an AcceCuts leaf is presented in Fig. 5.5.
This procedure is best explained through an example. Let us consider a leaf Lj holding rules
as presented in Table 5.4.
When building a leaf, AcceCuts uses two stacks, the first one, called drs, is used to
store the rules associated with a sub-rule group, and the second one, urs, is used to store
undifferentiated and unprocessed rules. Note that rules are considered undifferentiated when
they are not disjoint two by two along at least one field.
First, each of the 6 rules held by leaf Lj are copied to the urs stack (line 1). Then,
the first rule in leaf Lj, R1 is selected and is used as a reference rule (line 4). Then, the
procedure starts to differentiate rules into sub-rules along each packet header field used (lines
2 to 7). AcceCuts first compares, along packet header field A, sub-rule FA1 with the others
sub-rules FAl, l ∈ {2, 6}. The procedure then selects the first sub-rule FAl not overlapping
FA1. However, sub-rules have to be disjoint two by two and consequently, before adding a
sub-rule to the drs stack, the pending sub-rule is compared to all rules already included in the
drs stack. The drs stack content is used to create the leaf header associated to the sub-rules
(lines 8 to 12) only after each rule has been processed along the same packet header field.
Tableau 5.4 Example of rules contained in a leaf
Rule Field A Field B Field C
1 20 : 51 0 : 31 100 : 248
2 1023 : 1050 2 : 46 39 : 41
3 36 : 512 4 : 10 28 : 31
4 61 : 92 12 : 19 11 : 28
5 102 : 257 22 : 54 1 : 10
6 150 : 189 1 : 38 12 : 25
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\\Construction of Sij groups
1. Copy every rule Ri contained in Lj in urs
2. For each field f used, f ∈ {1 , d}
3. while (urs 6= {∅}){
4. Use R1 as a reference rule
5. For (Ri in {Lj}R1){
6. If (Ffi ∩ Ff1 = { ∅ } and ∀ Rk ∈ drs
Ffi ∩ Ffk = { ∅ }) {
7. Add Ri to drs
}
}
8. If ( drs 6= { ∅ } ) {
9. Add R1 to drs
10. Create the header associated to the
group of rules in drs




\\Construction of Sij groups dealing with two by two
\\non-disjoint rules after first processing
13. If ( urs 6= { ∅ }) {
14. Select a field which has not been chosen yet
and with a minimum size
15. Copy urs in drs
16. Create the header associated with rules in drs
17. Flush drs }
Figure 5.5 Building an AcceCuts leaf
In our case, sub-rules FA2, FA4, and FA5 are added to Group 1, associated to packet header
field A. The processing along packet header field A is now completed. The associated leaf
header for Group 1 is now created, according to the format presented in Fig. 5.3.
We can now start the same process along the next packet header field with the remaining
rules (lines 3 to 12). This only concerns rules R3 and R6. Here, R3 is used as the reference
rule. Nevertheless, along the B packet header field, those sub-rules are overlapping, thus we
cannot differentiate sub-rules. The process is now done along packet header field C, from which
we can differentiate the remaining sub-rules. The differentiation process is now completed and
the last step is to create the associated header. Two sub-rules groups are now created and
represented in Table 5.5.
This example represents a favorable case, as some rules may share common characteristics,
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Tableau 5.5 The two sets created
Group 1 Group 2
Rule Field A Rule Field C
1 20 : 51 3 28 : 31
2 1023 : 1050 6 12 : 25
4 61 : 92
5 102 : 257
therefore leading to a situation where it is impossible to create a Sij group with two by two
disjoint rules. For this purpose, a second processing is applied on all non-disjoint rules as
exposed in lines 13 to 17. In this case, all non disjoint rules are simply put together,
and the packet header field associated to the Sij group is chosen so that it minimizes the leaf
header size if it has not already been selected for another Sij group during the first processing.
Once each tree (and therefore leaf) is entirely built, the tree traversal processing can be
executed. Since AcceCuts reuses some methods of EffiCuts, the tree traversal sequence differs
from EffiCuts only for the leaf traversal.
Leaf Traversal
In this section, we present the procedure used to complete traversal of leaf Lj. We assume
that the entire leaf header has been read, before starting the leaf traversal process. The
explanations of the leaf traversal procedure will be given based on an incoming packet header
presented in Table 5.6, on the leaf built in Table 5.5 and on the pseudo-code exposed in
Fig. 5.6.
Tableau 5.6 Example of incoming packet
Field A Field B Field C
412 12 29
Each sub-rule Fil of each group is matched against the appropriate packet header field Pi
(lines 2 to 10). In case of a positive match, the associated rule is read and matched entirely
against the other packet fields (lines 4 to 7). If we consider the incoming packet presented
in Table 5.6, our procedure selects each sub-rule of every sub-rule group, begins with Group
1, and matches them against the packet header field A. If the procedure finds a FAl so that
PA ⊂ FAl, a positive match occurs and a complete match must be performed on the rule Rl
associated to FAl (lines 4 to 7).
In the example shown, we cannot find a sub-rule FAl so that PA ⊂ FAl, no sub-rule
contains the value 412 in Group 1. Therefore, the algorithm executes the same processing
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on the next sub-rule group, that is to say Group 2, and will match sub-rules against packet
field C. PC = 29 ⊂ [28 ;31] and, thereby, a partial positive match occurs with sub-rule FC3.
Following that partial positive match, a standard match is performed with R3. Nevertheless,
in our example, the match remains negative and the packet shown in the example ends up
matching no rule.
When multiple positive matches occur, rule numbers and their respective priorities are
transmitted to the processing unit, which treats the packet according to the related processing
associated to each rule (line 11).
1. Decode the leaf header
2. For (∀ Sij in Lj) {
3. For (∀ Fip in Sij){
4. If ( Pi matches Fip ) {
5. If ( Pi matches Rp) {





11. Treat matched rules according to their
related processing.
Figure 5.6 AcceCuts leaf traversal
5.5.5 Complexity Study
The modification of the leaf data structure requires a pre-processing prior to rule mat-
ching. The aim of this section is to analyze the overhead introduced by this new leaf data
structure, regarding two criteria : number of memory accesses, and cost comparison.
Memory Accesses
Before matching sub-rules and rules, the entire header of the leaf has to be fetched from
memory, generating a few memory accesses. In this section, we will propose an analytic model
that predicts the number of memory accesses required to match rules in a leaf, in the worst
case and in the best case, with AcceCuts and then with EffiCuts. This model will allow
characterizing the improvement introduced by AcceCuts.
– AcceCuts
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Let us introduce Maj,k as the number of memory accesses for a leaf Lj and a packet k,
using AcceCuts. Maj,k, depends simply on the amount of data to read divided by the bus
width w. In our case, several parameters impact on the amount of data read : the leaf header
size s(Hj), the number of positive matches of sub-rules pmk (for a packet k) and the size of a
rule s(R) (that multiplies pmk). Equation 5.7 derives from this observation. The parameter
s(Hj) is linked to the size of each sub-rule group header, and the amount of data required
to store each sub-rule bound for each sub-rule group. Since the total size of the two fixed-
size leaf header equals 1 byte, s(Hj) depends directly on the number of sub-rules categories∣∣Sij∈Lj
∣∣ held by the leaf Lj and the sum of each sub-rule bound size s(Fil), as expressed in
Equation 5.8.
Maj,k =









As a first step to evaluate the overhead introduced by AcceCuts, equation 5.7 is evaluated
in the worst and best case scenarios.
The worst case occurs when each sub-rule held in the leaf header generates a positive
match, and forces to read every rule. This situation occurs when a leaf holds a single sub-rule
group, with sub-rules not differentiated two by two. This give us a maximum value for pmk,
and obviously, the minimum value is equal to 0.
Moreover, in order to differentiate rules between them, a sub-rule group carries at least
2 rules. Nevertheless, we can easily imagine a leaf in which each sub-rule groups contains 2
rules, with an odd total number of rules, and thereby the last sub-rule group holds only one




+ 1. The minimum
value is equal to 1.
From those observations derives the set on inequalities 5.9.


nr(Lj) ≥ pmk ≥ 0
Lj
2
+ 1 ≥ ∣∣Sij∈Lj
∣∣ ≥ 1
7 ≥ s(Fil) ≥ 1
(5.9)
Regarding the size required to store upper and lower bounds, we made the same assump-
tions as presented in the previous paragraph, that is to say ranging from 1 to 7 bytes.
– EffiCuts
Similarly, we introduce Maj as the number of memory accesses for a leaf Lj using EffiCuts.
Maj depends on three parameters : the number of rules held the leaf Lj, the size of a rule
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s(R), and the bus width w as shown in Equation 5.10. EffiCuts is much simpler as every rule
held in the leaf has to be read, since multiple matches are possible. As discussed before, the





– Comparison Between the Complexity of Accecuts and Efficuts
In this paragraph, we compare the performance in the worst and best cases between the
two algorithms.
Regarding AcceCuts, recall that each sub-rule group Sij carries sub-rules disjoint two by
two, except in cases where the last sub-rule group can hold undifferentiated rules. Therefore,
every sub-rule held in a leaf generates a positive match if and only if they are not differentiated
two by two in the same sub-rule group. This case appears either when only one sub-rule is
held in Sij, or when the last sub-rule handles all undifferentiated sub-rules. However, we
considered, for the worst case scenario, that pmk = nr(Lj) and
∣∣Sij∈Lj
∣∣ = 1. Independently
of the considered scenario, we assume s(R) = 41 bytes (See Stimpfling et al. (2013)). Finally,
the upper bound of s(Fil) is, based on Inequality (5.9). Based on those assumptions, we can
write (5.11), (5.12) and (5.13).
s(Hj) = 1 + 7 · nr(Lj) (5.11)
1 + 7 · nr(Lj) ≪ 41 · nr(Lj) (5.12)
1 + min(s(Fil)) · nr(Lj) + s(R) ≈ min(s(Fil)) · nr(Lj) + s(R) (5.13)
For the best case, we assume that pmk = 1 and
∣∣Sij∈Lj
∣∣ = 1. This assumption means
that only one positive match occurs with a sub-rule, leading to reading and matching only
one rule. However, in the best case, only one positive partial match occurs ; this scenario
occurs when only one sub-rule group Sij holding differentiated rules exists. Based on those
assumptions, we derive (5.13). Table 5.7 summarizes the main conclusions of this analytic
comparative study.
Through the analytic model just presented, the order of complexity of AcceCuts in the
worst case is the same as the order of complexity of EffiCuts. Note that complexity polyno-
mials can be somewhat misleading, and, as will be shown later through experimental results,
the actual complexity of Accecuts was observed to be systematically lower than that of Ef-
ficuts in worst case benchmarks. Moreover, when considering the best case, our prediction is
that AcceCuts is a way ahead of EffiCuts.
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Tableau 5.7 Worst case and Best Case memory accesses comparison with a leaf using AcceCuts
and EffiCuts
EffiCuts AcceCuts














Evaluation of the Cost of Comparing a Packet Header with a Leaf Using Accecuts
and Efficuts
The leaf traversal process involves a tentative match of every sub-rule Fil held in each sub-
rule group Sij against the packet header. Then, for every positive partial match, a complete
match has to be done along each field used in the rule. This process requires many matches
from a comparison point of view. By contrast, EffiCuts does not require any pre-processing,
and needs only to match linearly each rule held in a leaf. Nevertheless, AcceCuts is designed
to retrieve only relevant information, leading to sub-rules and rules to match. This paragraph
aims at evaluating the potential comparison overhead introduced in AcceCuts by the new
leaf data structure compared to EffiCuts. For this paragraph, we introduce c, the cost of a
sub-rule comparison, independently of the field considered.
– AcceCuts
When reaching an AcceCuts leaf, a comparison against all sub-rule group entries has to
be performed. Since AcceCuts header holds as many sub-rules as the number of rules covered
by the leaf, AcceCuts pre-processing requires a number of comparisons that is equal to the
nr(Lj). Accecuts must also perform as many comparisons as the number of partial matches
pmk in each dimension. From this observation derives Equation 5.14.
Cj,k = c · (nr(Lj) + pmk · d) (5.14)
– EffiCuts
Regarding EffiCuts, no matter which scenario is considered, each field of each rule must
be matched against the packet header. So, the matching process of a single rule costs c
multiplied by the number of fields considered.
Cj = c · nr(Lj) · d (5.15)
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– Comparison between the cost of comparing one packet with one leaf of AcceCuts and
Efficuts
The assumption regarding the worst and best cases remains identical to the one presented
in the previous paragraph in Inequation 5.9 Adopting a similar reasoning and similar simpli-
fications, we derive a summary of the various rule-comparison cost expressions, provided in
Table 5.8.
The cost of matching one packet header with a leaf for AcceCuts remains pretty close
to the cost for EffiCuts in the worst case. Nevertheless, in the best case, EffiCuts needs to
match a single rule, and thereby requires fewer comparison than AcceCuts, which requires
some extra comparisons due to the pre-processing step.
Tableau 5.8 Worst case and Best Case complexity comparison between AcceCuts and EffiCuts
EffiCuts AcceCuts
Worst case O (nr(Lj) · d · c) O(nr(Lj) · d · c)
Best Case O (nr(Lj) · d · c) O ((nr(Lj) + d) · c)
5.6 Experimental methodology
5.6.1 Algorithm and Parameters used
In this section, we evaluate, using multiple benchmarks, the performance offered by Acce-
Cuts, and measure the improvement over EffiCuts. Several performance metrics are measured
such as the memory consumption, the number of memory accesses, and the number of com-
parisons.
The performance of AcceCuts depends on the incoming packets. As a consequence, mea-
suring AcceCuts performance with packet injection shows the performance of the algorithm
for a specific input packet distribution and the type of traffic carried in a particular part of a
network. Thereby, to present a wider range of results, we measured parameters for the worst
and best cases. Therefore, we can bound the performance reached by AcceCuts.
The version of EffiCuts used as reference is the original code created by EffiCuts authors.
When evaluating performance, the parameters that were used are identical to those provided
in Vamanan et al. (2010), except for the leaf size, as summarized in Table 5.9. Regarding leaf
size, we found that AcceCuts reaches its optimal performance when considering a leaf size
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different from the one used in EffiCuts. Nevertheless, in order to present a fair comparison,
we choose to run simulations for AcceCuts and EffiCuts with the same leaf size.
Tableau 5.9 Parameters used for simulations
Value of parameter AcceCuts EffiCuts
Size of leaf 12 12
Binning Factor D Adaptive Grouping Factor 0.5
Binning Factor D for IP field 0.05 0.05
Space Factor 8 8
Maximum number of intervals 7 7
5.6.2 Classification Table Generation
Because we did not have access to real classification tables for the 12-tuple context such
as Fong et al. (2012), we instead relied on table generators. The only two such generators
available to us were ClassBench Taylor et Turner (2007) and FRuG Ganegedara et al. (2010).
These generators do not meet our needs directly because ClassBench generates only 5-tuple
rules and FRuG does not include any form of scenario so the configuration is left to the
user. Thus, our strategy was to create sets of rules that can give us lower and upper bounds
on the performance reached by EffiCuts. The strategy that we adopted consists of creating
5-tuple rules with ClassBench and 7-tuple rules with FRuG and to fuse them randomly. As
mentioned previously, FRuG does not include any seeds, such as ClassBench, to generate
classification tables. However, considering that EffiCuts produces very different results when
the size of the rules and the overlap between them vary, we implemented two sub-scenarios
in FRuG : a “small” sub-scenario with little overlap and mostly small rules (best case) and a
“large” sub-scenario with a lot of overlap and a wide variety of rule sizes, including wildcards
(worst case). None of the generated rules is an exact match rule, thereby, we really focused
on complex rule sets. Regarding ClassBench, three different seeds were used, representative
of three scenarios : Firewall (FW), Access List (ACL), and IP Chain (IPC), such as those
used in Fong et al. (2012) and Vamanan et al. (2010). However, the SDN context allows a
fine-grained processing, and, in order to illustrate complex processing, we created a fourth
category, as a mix of IPC, FW, and ACL rules. We generated classification tables with 10
000 rules and 100 000 rules. This configuration led us to the four scenarios, with each two
sub-scenarios, as benchmarks for performance measurement.
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5.6.3 Measurements
In this section, we expose the other hypotheses made. First, we use a bus width w of
18 bytes, so that each node requires two memory accesses, as exposed in Stimpfling et al.
(2013). As mentioned in the previous paragraph, our measurement process is focused on two
scenarios : worst and best case. Regarding EffiCuts, it is pretty simple to define our best and
worst cases. For the worst case, we picked-up the deepest leaf which held as many rules for the
worst case, and the fewer rules in the best case, for each tree generated. The best and worst
case measure of AcceCuts performance are obtained trough two metrics Smin and Smax. The
first metric, Smin, identifies, at the deepest level of the tree, which leaf will lead to the lowest
number of memory accesses, by selecting the leaf minimizing the number of sub-rule groups,
Sij, while having the fewest number of undifferentiated sub-rules. The Smax metric acts to
identify which leaf will result in the highest number of memory accesses. For this purpose,
Smax selects the deepest leaf in the tree while maximizing the number of undifferentiated
sub-rules, and the number of sub-rule groups Sij.
In order to evaluate AcceCuts and EffiCuts scalability, we measure the data structure
size generated. However, the leaf structure modification introduced in AcceCuts generates
memory overhead over the regular leaf structure used by EffiCuts, as a leaf now holds, at the
same time, the rules and a large header used for preprocessing. Therefore, we want to evaluate
the extra memory used to store the new header. Thus, we observe the memory consumption
for EffiCuts, for AcceCuts without leaf processing (EffiCuts leaf), and, finally, AcceCuts.
Another critical parameter is linked to the number of comparisons needed to classify a pa-
cket. Therefore, after the previous theoretical study, we evaluate the number of comparisons
with our benchmarks in the best and worst cases. AcceCuts without leaf structure modifica-
tion shares the same leaf structure as EffiCuts, and the same number of comparisons. This
is why only AcceCuts and EffiCuts will be taken into account in our practical evaluation.
The performance reached by AcceCuts reflects mainly the ability to differentiate rules into
sub-rule groups holding only sub-rules disjoint two by two. Therefore, to better understand
memory accesses results, it is important to evaluate the maximum number of sub-rule groups
generated, or the maximum number of undifferentiated sub-rules. Indeed, memory access
measurement is based on the worst case scenario, and is impacted by those two parameters.
5.7 Experimental results
5.7.1 Data structure size
For the first part, our experimentation is focused on the size of the data structure gene-
rated. Like in EffiCuts, we adopt the same metric, bytes per rule, to characterize memory
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requirements. Bytes-per-rule measurement are obtained by dividing the total data structure
size by the number of rules considered, which is a straightforward approach to isolate how
much memory is used to store just the data structure (nodes and leaf header), as the rule
size is fixed to 41 bytes.
In Fig. 5.7, we observe that the number of bytes per rule for EffiCuts is ranging from 77 to
90, independently of the scenario considered (IPC, ACL, FW), for classification tables with
100 000 rules. Considering that a rule weights 41 bytes, just the node structure represents
roughly 50% of the memory used. By contrast, AcceCuts without leaf structure modification
generates a data structure where that bytes per rule value is bounded between 42 and 53
bytes. Therefore, our algorithm is close to the minimal memory consumption we can reach,
which is the rule size here. Now, if we take a closer look at the overhead introduced by
changing the leaf structure, we observe that the memory consumption is increased by 14%
over AcceCuts without leaf structure modification. Even though extra memory is consumed
by the proposed leaf structure of Accecuts leaves, its overall memory utilization is still 33%
lower than EffiCuts.
When considering a table with 10 000 rules, we observe a similar distribution, leading
to the same conclusions. AcceCuts generates a data structure smaller by 33% over EffiCuts,
even with the new leaf structure, and the new leaf introduces an overhead below 15% over a
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Bytes per rule : 100 000 rules
AcceCuts AcceCuts without leaf processing EffiCuts
Figure 5.7 Bytes per rule for 100K rules
The two following sections characterize the number of memory accesses and the number
of comparisons. As mentioned in the theoretical analysis section, the number of memory
accesses and also the number of comparisons are directly linked to the number of sub-rule
groups and undifferentiated rules. For the following two sub-sections, our explanations will be
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based on the maximum number of undifferentiated sub-rules, and on the maximum number
of sub-rules groups generated by AcceCuts. For this purpose, we will use Fig. 5.9 and 5.10.
5.7.2 Number of memory accesses
In Fig. 5.8, we report results obtained with AcceCuts, with and without leaf structure
processing, and with EffiCuts for the 100 000-rule benchmarks.
We find that AcceCuts is less sensitive to table types compared to EffiCuts as the variation
range for AcceCuts is more limited compared to EffiCuts. In the worst case, AcceCuts allows
to classify a packet in a maximum of 252 memory access for every context presented here,
independently of the number of rules taken into account. Moreover, even though our analytic
model predicted similar performance in the worst case, and improved performance in the best
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Figure 5.8 Memory Accesses for 100K rules
In Fig. 5.8, we observe the effectiveness of leaf processing introduced in our algorithm ;
AcceCuts with leaf structure modification cuts down the number of memory accesses over
AcceCuts without leaf structure modification by 62,5% in the worst case, and 15% in the
best case considered. On average, AcceCuts decreases the number of memory accesses by a
factor of 3.2 in the worst case considered, and by 2.3 in the best case, over EffiCuts.
However, AcceCuts performs more efficiently when dealing with IPC and OpenFlow-like
classification tables. For those two scenarios we observed in 5.10 that no rule was undifferen-
tiated, and the maximum number of categories (see Fig. 5.9) was either very low for IPC,
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as only one sub-rule group was created, or low for OpenFlow-like table with a number of
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Figure 5.10 Measurement of maximum number of overlapping sub-rules
By contrast, we observe in Fig. 5.8 a larger number of memory accesses for the ACL and
FW scenarios, for both worst case and best case. This performance variation is a consequence
of the larger number or undifferentiated rules (up to 7 rules for the FW scenario, and up to
6 for ACL), combined with a large number of sub-rule groups. Indeed, as shown in Fig. 5.9,
FW scenarios generates 5 sub-rule groups, for the Small and Large sub-scenarios, whereas
Small and Large sub-scenarios for ACL are generating respectively 6 and 8 sub-rule groups.
When considering smaller classification tables, with 10 000 rules, we arrived at the same
conclusions. Since the results and the conclusions are similar, we only present a summary of
our observations for the 10K-rule case.
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AcceCuts with leaf structure modification reduces the number of memory accesses over
AcceCuts without leaf structure modification by 65% in the worst scenario, and 35% in the
best scenario considered. However, even without leaf modification, AcceCuts requires fewer
memory accesses than EffiCuts, by a factor of 2 in the best case, but also in the worst case.
On average, AcceCuts decreases the number of memory accesses by a factor of 3.9 in the
worst case considered, and by 3.7 in the best case, over EffiCuts.
Again, the results obtained with 10 000 rules experiments are very similar to those obtai-
ned with 100 000 rules as reported in Fig. 5.9 and 5.10.
As a conclusion, regarding the number of memory accesses, we have shown that AcceCuts
performs better over EffiCuts in both best and worst cases. Nevertheless, the best improve-
ment is made for the worst case, with a reduction factor of 3 over EffiCuts. Improving the
worst case is a main concern regarding memory accesses and AcceCuts fulfills one critical
requirement for hardware implementation. Even though we put emphasis on the worst case,
AcceCuts, still uses around half of the number of memory accesses required by EffiCuts in
best case scenarios.
5.7.3 Number of comparisons
Through the two simulations presented before, we have presented how AcceCuts compen-
sates for EffiCuts issues. To achieve this performance, we leveraged three contributions. In
this paragraph, we argue that AcceCuts, even with leaf structure modification, introduces
the same number or fewer comparisons as needed in EffiCuts to complete a leaf traversal.
Independently of the number of rules considered, we can first see in Fig. 5.11 that the leaf
structure introduced in AcceCuts does not create an explosion of the number of comparisons,
for both best cases and worst cases, as predicted by our analytic model. Moreover, the number
of comparisons for AcceCuts in the worst case remains equal to those expected with EffiCuts.
In fact, the worst case is represented for EffiCuts by a number of 12 rules held in a leaf, which
generates a number of comparisons equals to the number of rules multiplied by the number
of fields considered. By contrast, in the best case of EffiCuts, a leaf holds only one rule, which
lead to a number of comparisons equal to the number of fields considered.
Now, if we consider classification tables with 100 000 entries, as reported in Fig. 5.11,
we observe, in the best case, that EffiCuts requires one comparison less than AcceCuts,
whereas, for the worst case, our algorithm generates only half the number of comparisons
needed in EffiCuts. Only the Firewall scenario leads to a number of comparisons close to
the one observed in EffiCuts, but it remains lower. For others scenarios, AcceCuts clearly
out-performs EffiCuts, and reaches the best results for IPC and OpenFlow scenarios.
The results observed in Fig. 5.11 reflect the observation made in Fig. 5.9 and 5.10, as
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Figure 5.11 Number of comparisons needed for 100K rules
the number of comparisons is directly impacted by two parameters : the maximum number
of sub-rule groups and the maximum number of undifferentiated sub-rules. Since, for IPC
and OpenFlow scenarios, the value of both parameters is pretty low (no undifferentiated sub-
rules, and a small number of sub-rule groups), the number of comparisons in the worst case
is very limited. In the best case, AcceCuts needs an extra comparison, as it first compares
the sub-rule in the header, and then only retrieves the associated rule.
We then simulated the number of comparisons made when AcceCuts handles 10 000 rules.
In this case, the same conclusions can be made as what has been observed with the 100 000
rules. Thus, in the best case, AcceCuts remains behind EffiCuts by only one comparison
but, in the worst case, AcceCuts cuts down on the average number of comparisons required,
but, in this case, only the FW scenario is close to EffiCuts performance. Nevertheless, IPC,
ACL, and OpenFlow scenarios generate much fewer comparisons in AcceCuts, as opposed
to EffiCuts. The observations made here support our conclusions made in the theoretical
study. Our results are supported with Fig. 5.9 and 5.10, as explanations given in the previous
paragraph remains valid.
5.7.4 Versatility
Even if our algorithm has been optimized for the SDN context, with a large number of
fields, it is interesting to evaluate the performance for the 5-tuple context. In this case, we
make the assumption that a rule size is 19 bytes Yeim-Kuan et Chao-Yen (2012), that the
bus width remains unchanged, and that classification tables are generated using the same
methodology as exposed in Vamanan et al. (2010).
In simulation, we observed, regardless of scenarios and number of rules considered, that
the number of memory accesses reached by AcceCuts in the worst case is slightly better than
in EffiCuts. On average, AcceCuts cuts down the number of memory accesses over EffiCuts
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by 18%. Conversely, AcceCuts generates an increase of 5% in the best case over EffiCuts.
Here, the rule size is half the size of what was reported in the 12-tuple context, leading to
a smaller number of memory accesses to complete leaf traversal, which reduces the impact
of numerous irrelevant memory access introduced by EffiCuts and older decision tree based
algorithms.
Regarding the size of the data structure generated per rule, AcceCuts reduces this para-
meter for every scenario simulated, on average, by 48% over EffiCuts. We observe a variation
between the scenarios simulated, as the number of bytes per rule ranges from 25 to 38, de-
pending on the complexity of the scenario used, whereas EffiCuts ranges between 50 and 61
bytes per rule. Improvements obtained with AcceCuts are mainly due to the new heuristic
employed to compute the number of cuts in AcceCuts.
5.8 Conclusion
In this paper, some shortcomings of EffiCuts were highlighted in the SDN context ; Effi-
Cuts does not scale well with the number of fields considered, and achieves poor performance
when considering complex rules, such as with 12-tuple rules. The performance degradation
with EffiCuts is mostly due the large number of memory accesses rather than the size of
the data structure. Our algorithm, AcceCuts, is designed to reach a higher performance over
EffiCuts, and to reduce the number of memory accesses and the data structure size. First, we
propose the Adaptive Grouping Factor, a method which parses the rule-set properties and
bins rules accordingly, in an optimized manner. Secondly, we adopted a heuristic generating
a small sized data structure without impacting on the data structure depth. Finally, we pro-
posed a leaf processing modification, in order to cut down the number of memory accesses
over EffiCuts. These extensions provide gains in many contexts but they were tailored for
the 12-tuple rule context.
AcceCuts gives a better performance compared to EffiCuts when the size of the rule
becomes larger than a node size. It is shown, using suitable benchmarks, that they allow
reducing the number of memory accesses by a factor of 3 on average, while decreasing the
size of the data structure by about 45%. AcceCuts is an algorithm that improves two partly
opposing parameters at the same time, while remaining versatile. The three innovations
proposed in AcceCuts make it more suitable for larger classification tables applied over a
larger number of fields without excessive performance degradation. It seems promising for




L’article pre´sente´ dans le chapitre, 4, a permis d’affirmer que l’algorithme EffiCuts, trans-
pose´ dans le contexte de SDN ne permet pas d’atteindre des performances de´centes. En effet,
malgre´ une consommation de me´moire raisonnable, le nombre d’acce`s me´moire a tout sim-
plement explose´. Ce proble`me est majoritairement du au nombre e´leve´ d’arbres a` parcourir,
conse´quence directe de l’augmentation du nombre de champs conside´re´s.
Par ailleurs, il est aussi important de remarquer que, compare´ a` (Vamanan et al., 2010),
ou` seuls 5 champs sont conside´re´s, la consommation me´moire de l’algorithme pre´sente´ dans
le chapitre 4 demeure dans le meˆme ordre de grandeur. En effet, l’algorithme EffiCuts fait
levier sur de multiples me´thodes pour minimiser la valeur du facteur de re´plication et ainsi
minimiser l’espace occupe´ par chaque re`gle, de telle sorte que l’augmentation de la taille des
re`gles a un impact limite´ au niveau de la taille de la structure ge´ne´re´e. De plus, les nombreux
arbres construits duˆ a` la prise en compte de 12 champs, sont majoritairement de petits arbres,
contenant un nombre faible voir tre`s faible de re`gles. Par conse´quent, ce type d’arbre a une
influence tre`s restreinte au niveau de la taille de la structure de donne´e ge´ne´re´e. Ces deux
justifications permettent d’expliquer les performances rencontre´es par l’algorithme EffiCuts,
dans sa version non optimise´e, dans un contexte de SDN. Bien que l’extensibilite´ soit bonne en
termes d’occupation me´moire, l’extensibilite´ de cet algorithme est tre`s mauvaise concernant
le nombre d’acce`s me´moire.
Les trois optimisations pre´sente´es dans (Stimpfling et al., 2013) permettent de re´duire
de manie`re importante la consommation me´moire ainsi que le nombre d’acce`s me´moire et
d’atteindre une performance acceptable pour envisager une imple´mentation mate´rielle ou
logicielle. Ainsi le nombre d’acce`s me´moire moyen a e´te´ re´duit par un facteur 2, alors que la
consommation me´moire est re´duite de 35% en moyenne par rapport a` EffiCuts.
Ne´anmoins, on remarquera que l’optimisation“Leaf size modulation”est une optimisation
partielle, dans la mesure ou`, dans le contexte pre´sente´, on constate que ce parame`tre a
une influence sur la performance et notamment le nombre d’acce`s me´moire mais que la
performance est sujette a` variation. De`s lors, le proble`me sous-jacent, a` savoir le parcours
line´aire des feuilles, n’est pas traite´. Ce point ame`ne deux autres questions ; Quelle partie des
arbres “comprimer” pour diminuer le nombre d’acce`s me´moire ?et Peux-t-on proposer une
alternative au parcours line´aire des feuilles ?. Le chapitre 5 vise a` apporter un e´clairsissement
a` ces questions.
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Le second article pre´sente´ dans le chapitre 5, permet de pousser la reflexion plus loin,
via une analyse de´taille´es de la performance et des proble`mes rencontre´s par EffiCuts dans
le contexte de SDN. La solution propose´e, AcceCuts va beaucoup plus en loin en termes de
performance par rapport a` ce qui a e´te´ propose´ dans le chapitre 4. En effet, la re´duction
moyenne du nombre d’acce`s me´moire atteind un facteur 3, et une diminution de 45% de
l’occupation me´moire est obtenue par rapport a` EffiCuts. La grande diffe´rence entre ces
deux chapitre repose sur la modification de la structure des feuilles introduite par AcceCuts,
et qui impact drastiquement sur le nombre d’acce`s me´moire en impactement de manie`re
tre`s limite´e sur la taille de la structure de donne´e ge´ne´re´e. Il est par ailleurs inte´ressant de
noter que jusqu’a` pre´sent, dans la litte´rature, aucune contribution n’a e´te´ faite concernant la
structure des feuilles.
Par ailleurs, l’article (Stimpfling et al., 2013) mentionne qu’en raison de l’absence de ge´ne´-
rateur de re`gles synthe´tiques reprenant des caracte´ristiques de tables de classification re´elles,
une me´thode de ge´ne´ration de re`gles a e´te´ propose´e combinant deux ge´ne´rateurs de re`gles,
l’un, ClassBench permettant de cre´er des re`gles avec des typages et l’autre, FRuG, dont les
parame`tres de ge´ne´ration sont laisse´s a` la discre´tion de l’utilisateur. Dans un tel cas, il parait
impossible de configurer FRuG pour recre´er des patrons de re`gles utilise´es re´ellement dans
des tables de classification. Certains sites offrent, a` des fins de recherche, des traces de paquets
(CAIDA : The Cooperative Association for Internet Data Analysis) mais ces traces ne per-
mettent pas de de´terminer les caracte´ristiques des re`gles associe´es qui ont filtre´ ces paquets.
Par conse´quent, la solution retenue a e´te´ de configurer FRuG afin d’encadrer la performance
de l’algorithme teste´, en cre´ant deux sce´narios permettant de simuler le meilleur ainsi que le
pire des cas. Ne´anmoins, une telle approche est discutable, non pas sur le principe, mais bien
sur les parame`tres qui ont e´te´ associe´s au meilleur et pire cas. Autant, il est peu important
d’avoir un “meilleur cas” e´loigne´ (en dessous) du “meilleur cas” re´el, dans la mesure ou` le
seul risque est de ne pas obtenir des re´sultats potentiellement meilleurs. Autant un sce´nario
illustrant le pire des cas et configure´ de manie`re trop avantageuse peut eˆtre lourd de conse´-
quence. En effet, dans la litte´rature la performance des algorithmes est souvent e´tudie´e par
rapport au pire des sce´narios, afin de garantir des performances, et ce sont ces mesures qui
permettent de de´terminer si oui ou non l’algorithme est digne d’inte´reˆt ou non.
De meˆme, la situation inverse est aussi envisageable, a` savoir que les parame`tres entre´s
pour configurer le ge´ne´rateur de re`gles repre´sentent certes un sce´nario engendrant la pire per-
formance d’un point de vue the´orique, mais rien ne dit que cette situation va eˆtre rencontre´e
dans un contexte de production. De fait, le pire des sce´narios simule´s peut se situer tre`s loin
du pire des sce´narios re´els et, donc, les performances re´elles peuvent s’ave´rer sensiblement
meilleures que celles simule´es. Il est important de conside´rer ces faits et de rappeler que la
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seule simulation valable demeure celle effectue´e avec des re`gles utilise´es dans un environne-
ment de production.
Ne´anmoins, ces deux remarques demeurent valables dans le cas de l’algorithme AcceCuts




7.1 Synthe`se des travaux
L’algorithme AcceCuts propose´ ici fait suite a` un travail pre´liminaire pre´sente´ dans la
premie`re partie de ce me´moire, dont le but visait a` adapter un algorithme de classification de
paquet au contexte de SDN, et de visualiser la performance obtenue avec des re`gles de type
OpenFlow v1.0.0.
A` cet e´gard, il a e´te´ pre´sente´ que des algorithmes base´s sur des arbres de de´cision peuvent
offrir une performance acceptable dans le contexte de SDN, mais que plusieurs modifications
sont ne´cessaires. En effet, le niveau de performance de l’algorithme EffiCuts observe´es dans le
chapitre 4 n’est pas acceptables. Les trois optimisations pre´sente´es dans chapitre 4 permettent
de re´duire en moyenne la consommation me´moire de 35%, tout en re´duisant le nombre moyen
d’acce`s me´moire par un facteur 2. Cette ame´lioration des performances est importante, mais
aucune remise en question de la structure de donne´e utilise´e n’est effectue´e.
La seconde partie du travail, expose´ dans le chapitre 5, vise a` identifier les causes profondes
de la sous-performance relatif au nombre d’acce`s me´moire. Par conse´quent, une seconde
phase d’analyse est ici effectue´e, et sert de base pour comprendre certains de´fauts non traite´s
dans le chapitre 4. Le proble`me principale identifie´, est lie´ au parcours des feuilles, et plus
particulie`rement a` la lecture de re`gles qui dans de nombreux cas, ne correspondent pas aux
caracte´ristiques du paquet d’entre´e.
De ces observations ont de´coule´ trois modifications, dont la plus importante consiste en
une modification de la structure des feuilles utilise´es. Les modifications introduites au niveau
de la feuille dans AcceCuts permettent ainsi de re´aliser un pre´traitement lors du parcours de
la feuille et de re´aliser des comparaisons sur un nombre restreint de re`gles, ce qui diminue
drastiquement le nombre d’acce`s me´moire a` effectuer, tout en ayant un surcout (stockage,
nombre de comparaisons a` effectuer) tre`s limite´.
Comme mentione´ dans le chapitre 5, AcceCuts au travers des trois optimisations, a permis
de re´duire par rapport a` EffiCuts, le nombre moyen d’acce`s me´moire par un facteur 3, tout en
re´duisant la taille de la structure de donne´e par 45% en moyenne, dans un contexte de type
SDN. De plus, AcceCuts, malgre´ une diffe´rence de performance re´duite avec EffiCuts dans
un contexte traditionnel, conserve ne´anmoins un gain par rapport a` ce dernier. L’algorithme
AcceCuts est donc utilisable dans un nombre varie´ de contextes, et permet d’atteindre une
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performance e´leve´e lorsque le nombre de champs conside´re´s augmente.
Au-dela` de la performance brute atteinte, il est inte´ressant de constater d’une part l’ame´-
lioration de la performance selon deux me´triques jusque-la` relevant d’un compromis, a` savoir
la consommation me´moire et le nombre d’acce`s me´moire. D’autre part, les modifications ap-
porte´es au niveau des feuilles permettent de briser l’influence de la taille des feuilles sur le
nombre d’acce`s me´moire, de telle sorte qu’il est dore´navant possible d’avoir la taille d’une
structure de donne´e ge´ne´re´e avec 16 re`gles maximum par feuille, tout en ayant une per-
formance proche de ce qui aurait e´te´ offerte en conside´rant un maximum de 4 re`gles par
feuille.
Afin d’e´valuer la performance des diffe´rents algorithmes, avec et sans optimisations, un
benchmark est propose´, dont le but n’est pas tant de recre´er des re`gles proches de situations
re´elles, mais davantage de ge´ne´rer des re`gles dont les caracte´ristiques permettent d’encadrer
la performance des algorithmes dans le meilleur ainsi que dans le pire des cas.
7.2 Limitations de la solution propose´e
Une des limitations majeures du travail re´alise´ ici concerne le benchmark utilise´. En
effet, les re`gles utilise´es sont des re`gles synthe´tiques, et bien que la configuration adopte´e
ai e´te´ effectue´e pour ge´ne´rer des re`gles repre´sentant le pire et le meilleur des sce´nario, ces
re`gles demeurent synthe`tiques, et ne repre´sentent pas une situation re´elle. Par conse´quent il
est difficile d’appre´cier la diffe´rence de performance lie´ a` l’utilisation des re`gles re´elles par
rapport aux re`gles utilise´es dans le cadre de ce travail.
De meˆme, le domaine SDN n’est pas encore assez mature pour identifier clairement des
nouveaux sce´narios, applications qui impacteront sur l’e´tape de classification de paquet. Par
conse´quent, bien que des tendances se de´gagent pour certains parame`tres, la complexite´, la
taille, ainsi que le nombre de champs utilise´s re´ellement demeurent des inconnues.
Enfin AcceCuts a e´te´ de´veloppe´ selon le contexte d’e´tude pre´cise´ dans la revue de litte´ra-
ture. Ainsi, la capacite´ de l’algorithme a` effectuer des mises a` jour a e´te´ e´carte´e.
Or, ce proble`me est particulie`rement pre´occupant dans le cadre du SDN, puisque la gestion
du re´seau se fait de manie`re dynamique, ce qui implique des modifications en temps re´el des
tables de classification, et donc des structures de donne´es utilise´es pour classifier les paquets
entrant.




Comme mentionne´ dans le chapitre 2, les algorithmes he´ritant de l’approche introduite
par (Gupta et McKeown, 2000) souffrent d’un potentiel proble`me de mise a` jour. Ainsi, jus-
qu’a` pre´sent aucune me´thode de mise a` jour se´rieuse n’a e´te´ propose´ dans la litte´rature (Voir
l’analyse pre´sente´e dans le chapitre 2).
Si aucune me´thode de mise a` jour n’est viable, par de´faut, il est ne´cessaire de reconstruire
inte´gralement la structure de donne´e. Par conse´quent, l’insertion ou la surpression de re`gles
demeure un proble`me ouvert.
La ou` EffiCuts ne´cessitait plusieurs heures pour cre´er une structure de donne´e associe´e a`
une table de classification contenant 100000 re`gles, AcceCuts re´duit le temps de construction
a` une dizaine de minutes. Il faut ne´anmoins pre´ciser que le code utilise´ sert uniquement a`
effectuer des mesures des diffe´rents parame`tres pre´sente´s dans (Stimpfling et al., 2013). Or,
le temps de construction des arbres n’a pas e´te´ e´value´ comme me´trique, en partie parce que
l’ensemble du code aurait duˆ eˆtre repense´ afin d’atteindre des performances de´centes.
En effet, le code actuel utilise des conteneurs stl : :list, introduisant une lourdeur dans les
traitements associe´s a` la cre´ation des arbres. Par ailleurs, bien que les traitements employe´s
dans la construction des arbres soient facilement paralle´lisables, aucune me´thode de calcul
paralle`le n’y est imple´mente´e.
Il est donc ne´cessaire d’attaquer le proble`me des mises a` jour en conside´rant deux dimen-
sions a` la fois ; la paralle´lisassion du traitement, pour faire levier sur la puissance de calcul
et repenser des me´thodes de mises a` jour minimisant la reconstruction de la structure de
donne´e.
Par ailleurs, au-dela` de la vitesse de construction des arbres, la plus grande incertitude
demeure les caracte´ristiques des mises a` jour : vitesse, nombre, re´partition ; autant d’e´le´ments
qui peuvent lourdement impacter la performance et ne´cessite des re´ponses adapte´es. Par
conse´quent, les travaux futurs devront tenir compte de la diversite´ des contextes pouvant
eˆtre rencontre´s. Par ailleurs, la question des mises a` jour devra aussi eˆtre prise en compte au
niveau de l’architecture mate´rielle, afin de minimiser les transferts de donne´es.
Le contexte entourant le SDN est peu mature pour comprendre en inte´gralite´ les de´fis
amene´s. Peu d’imple´mentation a` large e´chelle ont e´te´ faites jusqu’a` pre´sent (au de´la` de grand
nom de l’informatique) ; de fait peu d’information au-dela` des publications universitaires sont
disponibles. Au niveau global (voir la figure 1.1), de nombreuses contributions ont e´te´ faites
au niveau logiciel et de nombreux codes sont disponible sous licence GPL, ne´anmoins au
niveau ‘’infrastructure” peu de mate´riel spe´cifique au contexte SDN n’a encore atteint un
volume de production e´leve´.
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Par conse´quent, de nombreux proble`mes demeurent ouverts, tel que le support de la
virtualisation au niveau mate´riel, le type de plateforme mate´rielle a` privile´gier pour atteindre
le meilleur compromis entre flexibilite´ et performance.
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