Abstract. We consider polyharmonic maps φ : (M, g) → E n of order k from a complete Riemannian manifold into the Euclidean space and let p be a real constant satisfying 1 < p < ∞.
Introduction
The theory of harmonic maps has been applied into various fields in differential geometry. Harmonic maps between two Riemannian manifolds are critical points of the energy functional E(φ) = In 1983, J. Eells and L. Lemaire [6] proposed the problem to consider polyharmonic maps of order k (k-harmonic maps) which are critical points of the k-energy ∇ ei ∇ ei − ∇ ∇e i ei , and ∇ is the induced connection.
Polyharmonic maps of order 2 are called biharmonic maps. There are many studies for the biharmonic theory. One of the most interesting problem in the biharmonic theory is Chen's conjecture. In 1988, B. Y. Chen raised the following problem:
). Any biharmonic submanifold in E n is minimal.
Here, we say for a submanifold M in E n , to be biharmonic if an isometric immersion φ : (M, g) → E n is biharmonic. There are many affirmative partial answers to Chen's conjecture (cf. [1] , [4] , [5] , [8] , [13] , [14] , [17] , etc.)
On the other hand, Chen's conjecture was generalized as follows (cf. [11] , see also [3] ):
. Any polyharmonic submanifold of order k in E n is minimal.
The author showed that polyharmonic curves parametrized by arc length of order k is a straight line (cf. [11] ). Recently, N. Nakauchi and H. Urakawa gave an affirmative partial answer to Conjecture 2 as follows.
and
Then φ is harmonic.
Our main result of this paper is the following.
Then φ is a polyharmonic map of order k − 1.
(ii) If
By Theorem 1.2, we obtain the following corollary.
n be a polyharmonic map of order k, that is,
) into E n and let p be a real constant satisfying 1 < p < ∞.
(
This corollary is a generalization of Theorem 1.1 and give an affirmative partial answer to generalized Chen's conjecture.
The remaining sections are organized as follows. Section 2 contains some necessary definitions and preliminary geometric results. In section 3, we show our main theorem.
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Preliminaries
In this section, we recall polyharmonic maps. Let (M, g) be an m-dimensional Riemannian manifold. Assume that φ : (M, g) → E n be a smooth map. We denote by ∇ the Levi-Civita connection on (M, g) and by ∇ the induced connection.
Let us recall the definition of a harmonic map φ : (M, g) → E n . For a smooth map φ : (M, g) → E n , the energy of φ is defined by
The Euler-Lagrange equation of E is
where τ (φ) is called the tension field of φ and
is an orthonormal frame field on M . A map φ is called a harmonic map if τ (φ) = 0.
In 1983, J. Eells and L. Lemaire [6] proposed the problem to consider polyharmonic maps of order k (k-harmonic maps) which are critical points of the k-
For convenience we define as follows.
Proof of main theorem
In this section, we shall give a proof of our main theorem (Theorem 1.2). We first show the following lemma.
n be a polyharmonic map of order k from a complete Riemannian manifold (M, g) into E n . Assume that p satisfies 1 < p < ∞. If such an p,
Proof. For a fixed point x 0 ∈ M , and for every 0 < r < ∞, we first take a cut off function λ on M satisfying that
where B r (x 0 ) and B 2r (x 0 ) are the balls centered at a fixed point x 0 ∈ M with radius r and 2r respectively (cf. [10] ). Since ∆W
By (2), we have
We consider the first term of the right hand side of (4).
where the inequality of (5), follows from the following inequality
The inequality (6) is called Young's inequality. Substituting (5) into (4), we have
By the assumption M |W k−1 | p dv g < ∞, the right hand side of (7) goes to zero and the left hand side of (7) goes to
since λ = 1 on B r (x 0 ). Thus, we have
From this, we obtain for any vector field X on M ,
By (8),
Therefore we obtain |W k−1 | is constant. (ii) The case of p < 2. From (3), we have
where the inequality of (11) follows from Cauchy-Schwartz inequality. Substituting (10) and (11) into (9), we have
Proof of Corollary 1.3. By using Theorem 1.2, we have W k−1 = 0. By repeating this procedure we have W k−2 = 0, W k−3 = 0, · · · . Finally, we obtain τ (φ) = W 1 = 0.
