Throughout the last decade, a considerable amount of work has been carried out in order to obtain ever more refined models of proton exchange membrane (PEM) fuel cells. While many of the phenomena occurring in a fuel cell have been described with ever more complex models, the flow of gaseous mixtures in the porous electrodes has continued to be modeled with Darcy's law in order to take into account interactions with the solid structure and with Fick's law in order to take into account interactions among species.
INTRODUCTION
Refined models of proton exchange membrane (PEM) fuel cells are important tools in order to further improve the design and performance of these devices. The mathematical models obtained were first numerically implemented in one dimension [1] [2] [3] [4] [5] [6] whereas, recently, several research groups have produced detailed two-and three-dimensional models of this type of fuel cell [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . Such models have helped considerably in understanding the complex phenomena occurring during fuel cell operation and have contributed to improved fuel cell designs.
However, all of this work was based on a macroscopic approach to fuel cell modeling. In other words, the actual micro structure of the porous layers that constitute a fuel cell was not modeled, and its effects on cell operation and performance were taken into account by considering homogeneous layers characterized by macroscopic, averaged parameters such as porosity and tortuosity.
While this eases the modeling efforts, it carries two disadvantages. Firstly, if an in-situ measurement of such macroscopic quantities is performed, the related uncertainties are bound to affect the model results, whereas if porosity and tortuosity are treated as fitting parameters, there is no guarantee that the true values are used since such parameters can be used to compensate for the inaccurate modeling of other phenomena. Secondly, it has been shown [18] that different porous layer micro structures, characterized by the same porosity, show different hydraulic characteristics. In other words, no macroscopic parameter can exhaustively describe what happens at microscopic levels.
In order to overcome these limitations, a novel approach to gas flow modeling in porous media, based on the lattice Boltzmann methods (LBMs), was utilized. LBMs are efficient numerical tools for investigating flow in highly complex geometries, such as porous media [19] [20] [21] . Even though traditional Navier-Stokes solvers could be used to describe porous media flow, LB methods do not require pressure-velocity decoupling or the resolution of a large system of algebraic equations [22, 23] . They solve a simplified Boltzmann equation for an ensemble-averaged distribution of moving, interacting particles on a discrete lattice. The macroscopic quantities that describe the fluid flow can be calculated as integrals of this distribution. Since the motion of particles is limited to fixed paths connecting lattice nodes, the resolution process needs only information about nearest neighbor nodes. This feature, along with the explicit nature of the numerical scheme, makes LBMs very suitable for parallelization.
The lattice Boltzmann models seem to be very promising for the analysis of reactive mixtures in porous catalyst layers [24, 25] . For this reason, a lot of work has been performed in recent years in order to produce reliable lattice Boltzmann models for multicomponent fluids and, in particular, for mixtures composed of miscible species [26] [27] [28] [29] [30] . The problem is to find a proper way, within the framework of a simplified kinetic model, for describing the interactions among different particles. Once this milestone is achieved, the extension of the model to reactive flows is straightforward [31, 32] and essentially involves additional source terms in the species equations which result from the reaction rate. Unfortunately most existing lattice Boltzmann models for mixtures [26] [27] [28] [29] [30] [31] [32] are based on heuristic assumptions or prescribe too many constraints for setting the microscopic parameters, the end result of which is an idealized macroscopic description.
The aim of the present study is twofold. Firstly, the original non-reactive single species model developed by Asinari and Coppo (two of the present authors) [18] must be extended in order to deal with reactive gas mixtures, thus, enabling the simulation of fluid flow in a PEM fuel cell cathode catalyst layer. Secondly, a domain decomposition and code parallelization that could take advantage of the LBM characteristics in order to reduce computational times must be defined.
The ultimate goal of the present work is that of obtaining a complete mesoscopic model of fluid flow and reaction in three dimensional fuel cell porous media. The advantage of this would be that only the medium microstructure would need to be measured (for example by means of a tomography scan) and then cell performance could be predicted. The reduced computational times obtained with code parallelization and the reactive gas mixture LB model developed represent a concrete step towards the achievement of this goal.
MATHEMATICAL

MODEL FOR REACTIVE MIXTURE FLOW IN POROUS MEDIA
Continuous kinetic model
Following the derivation of the Boltzmann equation for a simple system with a single species, the kinetic equations for a simple system comprised of a mixture can be derived in a very similar way [33] [34] [35] . Let us consider a mixture composed of only two types of particles labeled a and b. The two Boltzmann equations for the binary system are are the collisional terms due to the interactions among different species (cross-collisions).
Each collision term has a well-known structure similar to the collision operator involved in the Boltzmann equation for a single fluid [18] . The time evolution of the distribution function for each species is affected both by collisions with particles of the same type and with particles of different type. These two phenomena are the kinetic driving forces of the equilibration process for the whole mixture.
A simplified kinetic model which allows one to separately describe both the driving forces, as they appear in the original Boltzmann equations, would be desirable. Essentially the key idea is to substitute the previous collisional terms with simplified ones, which are selected with a BGK-like structure. The model obtained is due to Hamel [36] [37] [38] . In the following, only the equation for a generic species b , a = σ will be considered. The simplified kinetic equation has the general form
where σ τ is the relaxation time constant for self-collisions, m τ is the relaxation time constant for cross-collisions, 
where σ ρ is the density, σ m the particle mass, σ u is the macroscopic velocity, u is the macroscopic barycentric velocity, σ e is the internal energy, and D the number of physical dimensions. The barycentric velocity is defined as
where σ x is the mass concentration (mass fraction) for the generic species. Local momentum conservation implies that the relaxation time constant m τ for the cross-collisions must be the same for all species.
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Using the Chapman-Enskog procedure, a suitable expansion of certain solutions of equations (3) recovers the Navier-Stokes macroscopic description when the bulk viscosity is neglected [39] , yielding , which directly allows the exchange of momentum among the species. In a mesoscopic framework, a strategy for setting the relaxation time constants of the model is needed.
Before proceeding in this direction, it is worth highlighting that the macroscopic equations which derive from the Hamel kinetic model do not involve chemical reactions, because there is no source term in the continuity equation. As will be discussed further, the discretization of the phase space will be performed on a suitable lattice. Since the number of discrete microscopic velocities should be as small as possible, some additional terms naturally arise from the discretization process and the macroscopic equations of the discrete model do not match perfectly those which derive from the continuous model. The majority of these spurious terms will be cancelled by properly designing the lattice and those which appear in the continuity equation will be used to match source terms due to chemical reactions.
Discrete kinetic model
To solve the continuous kinetic equation (equation (3)), the discrete ordinate method can be applied [40, 41] . According to this method, a set of discrete microscopic velocities i v must be defined on which the distribution function is evaluated. The generic function
is the single particle distribution function evaluated for velocity i v at ) t , ( x . In the suggested model, a square lattice called D2Q9 for a two-dimensional computational domain, which makes use of nine discrete velocities, is considered [42] . This assumption simplifies the development of the numerical code, but it is nonessential for the physical model. Efforts aimed at extending the present numerical code in order to include a three-dimensional computational domain are currently under development. In particular, the number of discrete microscopic velocities needed for recovering the correct macroscopic equations in three-dimensional geometries is higher and can include as many as nineteen velocities (e.g., the D3Q19 lattice [42] ).
The lattice discrete velocities for the two-dimensional case are defined in the following way:
where c is a tunable parameter which is called the lattice velocity. Thus, the kinetic equation, which is an integro-differential equation, reduces to a system of differential equations. Moreover, the term that takes into account the effect of the external force field can be simplified [43] 
Since only the distribution functions for discrete microscopic velocities are considered, an interpolation test function must be adopted to calculate the macroscopic quantities. In this way, the previous integrals (equations (7) and (8) 
and a similar expression holds for Since only terms up to second order for the macroscopic quantities have been considered in the previous approximations, the forcing terms in the kinetic equations which define the discrete model can be simplified, namely,
where
The left hand side of equation (16) is essentially a substantial derivative and involves a known microscopic velocity of the lattice. For this reason, the method of characteristics (MOC) can easily be applied for reducing the system of partial differential equations to a system of ordinary differential equations by moving along the characteristic surfaces defined by the following expression 0 0
. The ordinary derivatives can be numerically estimated by considering the rate of change of a finite time step t δ smaller than the characteristic time scales of the phenomena. The spurious terms, which derive from the previous approximation at the hydrodynamic level, are called discrete lattice effects. In order to cancel the discrete lattice effects, some corrections are need.
Let us define the following corrected moments: 
It is worth highlighting that the usual definitions are recovered when the discrete lattice effects can be neglected, i.e. when a very fine lattice is considered ( 0 → t δ ). In the last case, the corrected velocity is equal to the conventional one
In a similar fashion, the discrete kinetic equations must be modified too. At this stage, a small correction in order to include source terms in the continuity equations has been added because the analysis of reactive flows is the final goal of the present paper. 
where σ S is the generic source term in the continuity equation and σ d is the discrete factor defined as
It is possible to recover equation (16) ). A Chapman-Enskog procedure is again applied to derive the macroscopic equations of the corrected model [39] , namely, 
In the derivation of equation (24), it has been assumed that (24))) involves an additional factor which is σ d . Both these differences are not significant and they can be properly compensated for by the mesoscopic tuning strategy. The previous equations are valid only if the low speed limit c | | << σ u is satisfied. The macroscopic equations for the discrete model (equations (23) and (24)) do not directly recover the Navier-Stokes model. A mesoscopic tuning strategy is needed which defines how to choose the microscopic relaxation times in order to recover the desired macroscopic transport coefficients. 
Mesoscopic tuning strategy
Since all the mixture components are computed on the same lattice, the lattice velocities must all be identical, i.e. 
In this case, the lattice velocities are naturally identical, and the discretization time step is 
NUMERICAL IMPLEMENTATION Algorithm
A numerical code which implements the lattice Boltzmann scheme discussed in the previous sections was developed. A brief description of the main characteristics of the code is reported here.
In the following calculations, both the BGK-like collision operators are assumed constant during each time step. This assumption introduces a second-order truncation error, but the only effect is a change of the effective viscosity for the generic species and the need of considering a modified velocity. The main advantage of this is the possibility to decouple the resolution of the BGK-like equations (21) into three easier steps, i.e. moment calculation step, collision step and streaming step. First of all, the calculation step aims to calculate the Maxwellian distribution functions for the corrected specific velocity (31)
Finally during the streaming step, the new discrete distribution functions are properly assigned to the correct spatial locations, i.e.
A proper set of boundary conditions must be considered [44, 45] . Since the computational domain is chosen to be smaller than the physical thickness of the cathode catalyst layer, periodic geometric conditions are considered. This means that it must be imagined that the computational domain shown in the following figures must be repeated in both directions an infinite number of times in order to create the actual topology of the cathode catalyst layer. Unfortunately, in this case, the same trick can not be applied for the boundary conditions as well. In fact the chemical reactions modify the mass flow rate of the generic species, while periodic boundary conditions imply the same mass flow rate in each subdomain. For this reason, the actual boundary conditions are set in two steps. In the first step, some fluid cells at the boundary of the computational domain are selected as inlet ports and some others as outlet ports, according to the results of a preliminary calculation based on periodic boundary conditions and no chemical reactions. In the second step, for the inlet ports, a Maxwellian distribution function is adopted in order to impose the desired inlet velocity and concentration. For the outlet ports an extrapolation scheme is used [45] , which essentially involves the information inside the computational domain in order to estimate the distribution function at the outlet ports. This practice is based on the assumption that downstream information does not affect the computational domain too much. Inside the domain, additional boundary conditions must be considered in order to ensure the noslip condition at the walls. In the present calculation, the no-slip boundary conditions are applied by default, but a check is introduced for the local Knudsen number, which allows one to switch to slip flow where necessary.
The calculation of reactive mixture flow in porous media can be quite demanding in terms of computational resources. Parallel computing is a useful tool for reducing the computational time and increasing the number of simulations to a reasonable value. Some details about parallel computing and the preliminary performance of the code developed are reported in the next section. Here, the focus is on how the parallelization modifies the algorithm of the numerical code.
Essentially, the numerical code developed can be divided into two main parts: the pre-processing task and the calculation task. The calculation task is made up of a number of operations which are performed at each time step.
• Pre-processing Task. The microscopic lattice parameters are calculated according to the mesoscopic tuning strategy in order to match the user input data for the macroscopic transport coefficients. The computational domain is divided into smaller portions according to the decomposition strategy and each one of them is sent to a node of the cluster (see Fig. 1 ). At this point, all the nodes of the cluster will perform the same operation on their subdomain under the co-ordination of a special node called the master node. Each computational subdomain is locally discretized by a given number of nodes in order to produce reliable meshindependent results (local grid refinement).
• Calculation Task. The calculation can be divided into five phases.
1. Collision. Both discrete Maxwellian equilibrium distribution functions are evaluated by using the macroscopic quantities for the generic species and for the mixture. The new values for each discrete velocity are calculated and stored. 2. Communications. Each node sends the boundary values of the discrete distribution functions to the corresponding nodes which are adjacent to the one considered in the global computational domain. All the nodes must be synchronized before proceeding to the streaming step. 3. Streaming. The discrete distribution functions are updated by moving them according to the generic direction of the allowed lattice set. 4. Boundary conditions. All values of the unknown discrete distribution functions for the inward-pointing links are evaluated. For links that refer to nodes out of the computational domain, Maxwellian distribution functions (inlet ports) or extrapolated data (outlet ports) are applied. 5. Moments. The corrected macroscopic quantities, which are moments of the distribution function, are evaluated.
In the following computations, a mesh-independent solution is found when the results for the default mesh and finer mesh differ by less than 2 %. 
Parallelization
In this section, some preliminary features of the parallel lattice Boltzmann code which is currently under development are discussed. The reported numerical results were obtained on a Virginia Tech (VT) cluster facility, which is essentially a 200 node Myrinet/switched Ethernet cluster called ANANTHAM 1 . The code has been developed in C++ and a free communication library has been adopted (MPICH 1.3) based on MPI technology [46] .
Before proceeding with the analysis of the parallel code, let us introduce some useful concepts: A reference test case has been reported for benchmarking. This makes use of a porous medium defined by a physical grid of 33 x 33 elementary cells, which can be available or not for the fluid flow according to the porosity considered (50 %). The reported test is based on a single-class granulometry, which means that all the obstructions are characterized by the same size.
In order to produce mesh independent results, the computational grid size was chosen to be 8 times smaller than that of the physical one. For this reason, the number of computational cells increased (264 x 264) but only the cells available for the fluid flow must be considered (264 x 264 x 0.5 = 34,848). Since the discrete lattice considered is characterized by 9 microscopic velocities, the rough number of unknowns for both cases is 313,632 (order 10 5 ), which is enough for benchmarking purposes. In the following calculations, an increasing number of nodes was considered (1, 4, 8, 16, 32, 48) in order to analyze the speedup efficiency. The computational domain was automatically split by the code among the available nodes during the pre-processing step. The split parallel solution for the test reference case, when 32 computational nodes were used, is reported in Fig. 1 . The numerical results for the scaling analysis are reported in Table 1 . Finally, the calculated inefficiencies (reciprocal of the efficiency) are shown in Fig. 2. 1 A 2200 node cluster will be operational shortly and available for use with our code.
The preliminary results are positive and a significant speedup occurs, at least for a limited number of nodes (
≤ N
). For a high number of nodes 16 > N , the parallelization reduces its effectiveness. This is essentially due to unbalanced decomposition. Let us consider again the Fig. 1, which shows the computational cells where the equations are solved. According to the considered porosity (50 %), the number of computational cells roughly equals the number of the solid cells where the equations are not solved. When the computational domain is decomposed among cluster nodes, this balance is no more satisfied for every node. For example, the bordered node subdomain in Fig. 1 involves only few computational cells and, at a generic time step, it will complete its work much faster than other overloaded nodes. Hence the code still needs some optimization. On the other hand, at any rate the preprocessing receives a great benefit from parallelization. In particular, finding for each cell the labels of neighboring cells requires a computational time, which exponentially decreases when smaller domains are considered. The pre-processing is an additional step which simplifies the computational step on complex topologies and the parallel results confirm that it is a winning strategy for this problem.
In actual fact, the current parallel version of the code needs better strategies for domain decomposition. The test reference case is enough to understand that this issue is particularly critical for a randomly generated porous medium. In particular the elementary partitioning strategy shows its limits and can in the end reduce the effectiveness of parallelization. Some promising ideas are optimized rectilinear partitioning and orthogonal recursive bisection [47, 48] . In the first case, the grid is split into rectilinearshaped subdomains such that the workload is balanced. In the other case, orthogonal recursive bisection is a partitioning technique which subdivides the computational domain into equal parts of work by successively subdividing along orthogonal coordinate directions [48] . This second strategy is currently under investigation in order to implement it in the numerical code.
PRELIMINARY RESULTS AND CONCLUSIONS
Some numerical results are reported here in order to illustrate the capabilities of the numerical code developed. These results are qualitative and must be considered preliminary. The most important limiting factor with regards to these calculations is the fact that they are two-dimensional and for this reason are not suitable for properly matching the microscopic topology of a practical cathode catalyst layer. The extension of the parallel code in order to include three-dimensional geometries is currently under development.
The Figs. 3-6 show the oxygen concentration and the velocity contours in an idealized cathode catalyst layer of a PEM fuel cell. These numerical results are focused on highlighting the effects of the electrochemical reactions at the three-phase boundaries on the microscopic hydrodynamics. Now, even though the computational domain is ideally twodimensional, some care has been applied for reproducing in the numerical simulations the same ratio between the active surface and the catalyst layer volume, which is used in the Butler-Volmer equation [49] . In Figs. 3-6 , the black obstructions are simply hydrodynamic obstacles, while the dark gray obstructions represent the active sites because they realize the three-phase boundary condition where the reaction can take place. At these active sites, the depletion of oxygen and consequently the production of water proceeds according to the operating current density. Oxygen depletion and water production can be described by the following expressions, 0 4
which are proper source terms with respect to their respective species equations. Both of the previous source terms are tied to the current density associated with a given operating condition. This current density can be easily 
Even though the reported results are preliminary, they allow not to qualitatively investigate how the electrochemical reaction affects the hydrodynamics inside the porous cathode catalyst layer at the microscopic level. In the reported example, the concentration gradient induces a net average flow to the right. On the other hand, the active sites are mainly located so as to induce a net suction flow rate to the left; and, for this reason, the electrochemical reaction tends to reverse the direction of the microscopic flow in order to feed the reaction itself. This example is enough to highlight that the hydrodynamics and, consequently, the macroscopic parameters used to characterize this phenomenon can not leave the electrochemical reaction out of the consideration. For this reason, the usual practice of separately investigating the hydrodynamics and electrochemistry seems somehow artificial and far from what actually happens microscopically.
The present work has dealt with the extension of a mesoscopic model for single species fluid flow in porous media to one which describes reactive gas mixtures. It was then applied to a portion of a PEMFC cathode catalyst layer, showing the model's ability to describe oxygen depletion and water production in the presence of three-phase boundary layers (gas phase, polymer, and solid fractions).
Increasing computational needs due to both threedimensional descriptions and multi-physics models suggest that one must consider large parallel computing. The code parallelization which was done here confirms the LBMs fame with respect to scalability and performance increases. Tests performed on the Virginia Tech cluster facility has demonstrated the feasibility of simulating flow in two-dimensional domains, thus, making it possible to simulate reacting fluid flow in entire fuel cell electrodes. Some evidence exists to the effect that these results can be fruitfully extended to three-dimensional simulations too. 
