ABSTRACT
INTRODUCTION
Gene-expression levels of essentially all genes can be monitored with cDNA or oligonucleotide chips over a time-course or under different experimental conditions. After appropriate filtering and normalization, a gene-expression matrix (GEM) is produced. Although the number of genes that can be monitored is generally impressive, the proportion of genes with missing values can be up to 50% in a two-color microarray experiment. * To whom correspondence should be addressed. † The authors wish it to be known that, in their opinion, the first two authors should be regarded as joint First Authors.
Clustering methods are widely applied to the GEM in order to identify subgroups of genes that share properties, e.g. common regulatory factors, a common function or a common cellular origin. Most of the traditional clustering algorithms are heuristic, e.g. k-means (Tavazoie et al., 1999) , hierarchical clustering (Eisen et al., 1998) or self-organizing maps (SOM) (Tamayo et al., 1999) . For some of these methods, the analyst needs to choose the number of clusters in advance. This choice affects clustering and is often a question that the microarray experiment is expected to address. Furthermore, these methods often have difficulties with missing values. Finally, most of the traditional clustering algorithms are deterministic, assigning a gene unequivocally to a particular cluster according to their similarity to other genes. A gene, however, might actually be grouped into several different clusters for biological reasons (Segal et al., 2003) .
In contrast to these ad hoc methods, clustering algorithms based on a probabilistic model provide a consistent framework (Yeung et al., 2001a; Medvedovic and Sivaganesan, 2002; Dougherty and Brun, 2004) . In particular, Gaussian mixture models have been widely applied to cluster gene-expression data owing to the roughly Gaussian distribution that these data present after appropriate transformations (Yeung et al., 2001a; Huber et al., 2002) . Frequentist and Bayesian methods can then be used to infer the model parameters. Missing data pose no problem to both methods; with a Bayesian approach, it is even possible to estimate the distribution of the missing values. But inference of the number of clusters remains problematic: with frequentist methods, multiple log-maximum-likelihood values need to be compared, penalizing for increasing model complexity (e.g. the Bayesian Information Criterion, BIC, Schwarz, 1978) . Alternatively, N-fold cross-validation or variants thereof can be employed (Yeung et al., 2001b) . With a Bayesian approach, the number of clusters can be treated as a random variable and the posterior probabilities of different numbers of clusters can be evaluated. Unfortunately, the only implementation of such an approach applied to expression data up to date (Medvedovic and Sivaganesan, 2002) requires integration of the posterior distribution, which makes handling of missing values problematic.
In this paper, a fully probabilistic model is proposed and applied to cluster gene-expression profiles from microarray experiments. The sampling scheme is based on the Reversible Jump Markov Chain Monte Carlo (RJMCMC) (Green, 1995) applied to mixture models (Richardson and Green, 1997) to allow the number of clusters to vary. This approach is fully Bayesian since all parameters of interest, including the missing values and the number of clusters, are treated as random variables and their posterior distribution is approximated with RJMCMC. The method forms clusters without the need of choosing the number of clusters in advance. It can also deal with replicate experiments. The model was first applied to simulated data, for which the true clusters were found with a high specificity and sensitivity. Our model also outperformed k-means clustering. When applied to experimental data on the yeast cell cycle (Spellman et al., 1998) , the inferred clusters of genes were biologically sensible.
MATERIALS AND METHODS

Probabilistic model
Typically, a microarray dataset consists of the expression levels of N genes measured at T different biological conditions. In particular, the T biological conditions can be time points. Let i, 1 ≤ i ≤ N index the genes and t, 1 ≤ t ≤ T the time points; furthermore, let the variable x it indicate the presence of a reliable expression level for the i-th gene at the t-th time point. Generalization to several replicates is straightforward but complicates notation. The algorithm accounts for both missing data as well as replicates. We aim to characterize the K stochastic processes (indexed by k, 1 ≤ k ≤ K) that generated the N gene profiles y i = (y i1 , . . . , y iT ) with 1 ≤ i ≤ N . Missing data are allowed.
The goal of a Bayesian analysis is to determine the marginal posterior probability distribution for all parameters of interest. Since for complicated models this distribution cannot be obtained analytically, we will make use of a Markov Chain Monte Carlo (MCMC) simulation scheme (in particular, an RJMCMC to allow the jump between spaces of different dimensions). For reasons of speed, the algorithm is implemented in the C++ programming language.
General probabilistic model
Let us suppose that K stochastic processes generated the N gene-expression profiles observed. We introduce the characteristic matrix Z N ×K such that each row vector z i = {z i1 , . . . , z iK } of Z has an entry of one for the cluster into which the i-th gene is currently classified and 0s for all other classes. Let ω k be the weight of class k, with k ω k = 1. One might think of ω k as the probability of the i-th gene to fall into the k-th cluster before knowing its expression data, i.e. ω k = Pr(z ik = 1) for k = 1, . . . , K.
We assume that the number of clusters K is unknown. Following earlier treatment of a similar model (Richardson and Green, 1997) , the relationships between parameters conditional on the hyperparameters are formulated as follows ( Fig. 1) :
We assume a simple variance-covariance matrix, i.e. k = σ 2 k I T ×T different for each cluster k and correspondingly simple priors (ν 0 , τ 2 0 ) for it. The hyperparameters are then, λ, α, µ 0 , κ 0 , ν 0 , 0 = τ 2 0 I T ×T . The parameters and hyperparameters will be defined more thoroughly below.
Likelihood
Conditional on z ik , i.e. on knowing which mixture component generated the i-th gene expression profile, the i-th data vector y i = {y i1 , . . . , y iT } is assumed to be normally distributed around the respective means of the k-th class with covariance matrix k = σ 2 k I T ×T . For the sake of simplicity, we present here the detailed equations only for the complete data. Equations for the data with missing values can be found in the Supplementary material. The likelihood of the it-th data point conditional on z ik = 1 is proportional to
Let us now define
z ik (number of observations of genes in cluster k),ȳ kt = ( i z ik y it )/n k (mean expression level of the genes in cluster k at condition t), and SSQ k = i t z ik (y it −ȳ kt ) 2 (the sum of squares of expression levels of the genes in cluster k at all conditions t). Owing to the structure of the covariance matrix ( k = σ 2 k I T ×T ) and assuming that the gene-expression profiles are independent and identically distributed (i.i.d.) within each subpopulation, the likelihood can be calculated by multiplying over genes and biological conditions. Whence,
Prior distributions
Proper conjugate prior distributions were chosen that provide little information. Since empty clusters are possible in the model, non-informative priors cannot be used (Richardson and Green, 1997) . Compared with the priors in Richardson and Green (1997) , we use conjugate instead of independent priors for µ k and σ k to reduce complexity in the multidimensional case. The same priors were used by Baldi and Long (2001) to detect differentially expressed genes from microarray experiments. Since the amount of data is typically large, the posterior is governed by the likelihood, such that the choice of the priors has little influence on the results.
In particular, we chose the following priors and hyperpriors:
• The weights (0 ≤ ω k ≤ 1 ∀ k and k ω k = 1) are assumed to be drawn from a symmetric Dirichlet prior with hyperparameter α set to one.
• The prior for K is a Poisson distribution with hyperparameter λ set to 10.
A truncated Poisson could also be chosen.
• z i is sampled from a multinomial generalization of a Bernoulli with
• For the simple variance-covariance structure we assume, we chose a conjugate prior distribution for each σ 2 k independently. Conditional on σ 2 k , the prior distribution of µ k was chosen to be normal with a prior ii131 mean of µ 0k and a covariance matrix of k /κ 0 with k = σ 2 k I T ×T (Gelman et al., 1995) :
More complicated models that incorporate dependencies among the different time points (Ramoni et al., 2002) could also be used. The variance-covariance matrix we propose corresponds to the unequal volume model by Yeung et al. (2001a) . Specifically, we set the prior value of the hyperparameters to κ 0 = 1, ν 0 = 2 and τ 0 = 1. If the data have been properly normalized, we can assume µ 0k = 0 ∀k. The joint prior distribution of µ k and σ 2 k is then
Conditional posterior distributions For each gene i independ-
ently, the conditional posterior distribution of the vector z i = {z i1 , . . . , z iK } is the multinomial generalization of the Bernoulli distribution:
The conditional posterior distribution of the vector of weights is Dirichlet:
where
e. the number of genes in the k-th cluster. The conditional posterior distribution of the means and the variance of the k-th cluster is
where µ n k t = n kȳkt /(n k + κ 0 ). Samples from the conditional joint posterior distribution of the means and variances can then be obtained as follows (Gelman et al., 1995) 
RJMCMC sampling scheme
The RJMCMC method proceeds by iterating through rounds of cyclically updating the variables in turn:
(1) updating the characteristic matrix Z;
(2) updating the weights ω; (3) updating the class means and variances ( µ k , σ k ); (4) adding or deleting an empty class.
For the first three moves, we use a Gibbs kernel, i.e. we sample from the respective conditional distributions. For the fourth move, we assume the number of classes to be drawn from a Poisson prior with mean λ. We suggest an additional class with probability p (K+1) and removal of a random class with probability p K . For an addition, we create the new class (K + 1) as follows: we sample a new class variance and a new vector of class means µ K+1 from the prior; we sample φ from a beta(φ | α, Kα + N ), and set the new class weight of the (K + 1)-th class to ω (K+1) * = φ and that of the other K classes to ω k * = (1 − φ) · ω k . Note that this choice of the proposal distribution simplifies the formulas compared with Richardson and Green (1997) . The added class is always empty, such that the likelihood ratio is unity. We then accept the additional class with probability min{1, A}, where
For a deletion, we propose to randomly remove a class without genes. The acceptance probability for the delete move is min{1, A −1 }.
Imputation of missing values The missing expression values
can be imputed with the MCMC method at each step in the iteration by sampling from their conditional distribution given the class, say k,
These imputed values can be treated as data. Over the course of the iteration, an approximation to the posterior distribution of the missing y it can thus be obtained.
Interpretation of the posterior distributions Since jumping
between spaces of different dimensions is allowed using the RJMCMC sampling scheme, it is difficult to follow the evolution of each cluster over the iterations. Hence, for each pair of genes, a similarity index was calculated as the number of iterations that appeared in the same cluster divided by the total number of iterations. The empirical distribution of all the pairwise similarity indexes will be used to determine a threshold; we chose the 95 percentile of the distribution. If the similarity index between two genes is higher than this limit, the genes are considered similarly expressed. In other words, a certain gene can be used as a 'seed' to generate a cluster of genes with similar profiles. Figure 2 shows the process in practice.
Implementation details
The RJMCMC methods were implemented in C++. The post-Bayesian methods were implemented either in R (Ihaka and Gentleman, 1996) or, if performance was an issue, in C++. Code is available in the Supplementary material. Parallel execution in a Beowulf linux cluster with 50 Intel Xeon 2.60 GHz CPUs considerably reduced the computational time. 10 000 iterations of the RJMCMC were performed; an initial 'burn-in' phase of 1000 iterations was discarded. See following section for a justification of the choice of these parameters.
RESULTS FOR THE SIMULATED DATA
Ten data sets simulating a typical microarray experiment with 6000 gene-expression profiles (N = 6000) measured across 10 different conditions (T = 10) were generated. The true number of clusters was 40. For each simulated dataset a user-specified proportion of data was substituted by missing values (10% in the datasets used in this paper). This way the performance of the method could be tested on datasets with missing values.
Convergence assessment
In order to guarantee the convergence and independence of the initial conditions when using iterative simulation, Gelman et al. (1995) suggest running several independent sequences with overdispersed starting conditions and monitoring the evolution of different independent parameters. The sequences will have reached convergence if the within-run variance roughly equals between-runs variation. Fig. 2 . RJMCMC-based clustering of gene-expression profiles: At each iteration, the different variables in the model are stored; using the indicator variable that assigns genes to the clusters, a matrix of similarity indices is built; given an important gene, others similar to it are found (threshold: the 95% percentile of the distribution).
They suggest to estimate the potential scale reduction aŝ
where var + (θ | y) = (n − 1/n)W + (1/n)B, W is the within-run variance and B is the between-runs variance, and n is the length of the run. Gelman et al. (1995) recommend increasing the number of iterations ifR is much bigger than 1. When, for the same dataset, the starting number of clusters for 10 runs was varied between 10 and 100, rapid convergence was observed (Table 1) . Hence, a burn-in period of 1000 iterations followed by 10 000 iterations seems sufficient for approximate convergence (Fig. 3) .
Sensitivity and specificity
For the simulated data, one gene from each of the 40 true clusters was chosen at random. All genes with a similarity index higher than the threshold were selected. Subsequently, the sensitivity and specificity were calculated for each generated cluster. Sensitivity quantifies the Table 1 . Between-runs variability (B), within-runs variability (W),v ar and R as described by Gelman et al. (1995) capacity of a given test or algorithm to discriminate true positives; specificity quantifies the ability of a test to detect true negatives. The sensitivity of the algorithm is only ∼0.5 on average, whereas the specificity is high, i.e. the number of false positives is low (Fig. 4) , irrespective whether data were complete or with 10% missing values. This is attributable to the way clusters are built (based on a 'seed' gene) which might result in the merge of more than one of the original clusters into one, depending on the profile of the selected gene. 
Clustering of gene-expression profiles with missing values
The concordance between the clusters of the complete and the incomplete (0.1 missing) datasets is >75% on average (85. 07, 90.64, 84.42, 89.16, 81.76, 83.29, 86.44, 80.84, 84.22 and 77.62%) for the 10 simulated datasets. See Figure 3 in the Supplementary material for the complete percentages per simulated cluster. When a random gene is picked from the first four simulated clusters and the clusters are reconstructed from this seed, high concordance with the profiles of the true clusters is observed (Fig. 5 and Supplementary material).
Comparison with k-means clustering
The RJMCMC-based clustering algorithm has the advantage over other clustering methods, e.g. k-means, of allowing the clustering of gene-expression profiles without advance specification of the number of clusters. Methods proposed to estimate the number of clusters in a given dataset are often based on k-fold cross-validation and variants thereof, e.g. the figure of merit (FOM, Yeung et al., 2001b) .
For the simulated data, the results using FOM proved inconclusive (see the Supplementary material). Thus the true number of clusters was supplied to the k-means algorithm using the academic software 'Genesis' (Sturn et al., 2002) . Its sensitivity and specificity was compared with the RJMCMC-based clustering. Since real data almost always contain missing values, we used the dataset with missing values for comparison.
Although the number of clusters was given in advance to the k-means clustering algorithm, the RJMCMC-based clustering still showed greater sensitivity than the k-means clustering algorithm ( Fig. 6 and Supplementary Figure 9 ), whereas the specificity was similar and high.
RJMCMC-BASED CLUSTERING OF CELL-CYCLE REGULATED GENES
In addition, we tested the performance of the method on data from one of the most widely used experiments to test algorithm performance, Fig. 7 . Clusters of cell-cycle regulated genes found using the RJMCMCbased clustering method and based in the cdc15 experiment by Spellman et al. (1998). the cdc15 experiment, which seems to be the most robust among those performed by Spellman et al. (1998) . Based on hierarchical clustering and promoter analysis, Spellman et al. (1998) detected eight main clusters of cell-cycle regulated genes, peaking at different phases during the cell cycle. As a seed, we took either the most important gene in the cluster or, if no gene was biologically more relevant than the rest as in the Y or in the histones cluster, a random one. Figure 7 shows the expression profiles of the genes similar to them according to the RJMCMC-based clustering. The genes clustering together exhibit a very similar expression profile over the time-course, even though the whole dataset without prefiltering was used.
DISCUSSION
A paradigm of microarray studies is that clusters of co-expressed genes might share a common regulatory program or might be functionally related. The methods used to identify these clusters within a gene-expression dataset vary from the simple hierarchical clustering (Spellman et al., 1998; Sorlie et al., 2003) to complicated probabilistic models (Golub et al., 1999; Zhou et al., 2005) . The number of clusters hidden in the data may not be relevant by itself. But for many clustering algorithms, it is essential for the formation of the clusters and thus for determining which genes are co-expressed and, therefore, involved in the same biological process.
Herein, we present a hierarchical Bayesian model that infers clusters of genes co-expressed in replicated microarray experiments under different biological conditions, e.g. under different treatments or at different time points. The number of clusters does not need to be specified in advance, but is estimated from the data concurrently with the other parameters. Furthermore, missing values are imputed in the process. The posterior distribution is obtained through RJMCMC (Green, 1995) applied to mixture models (Richardson and Green, 1997) .
Model-based clustering has already been applied extensively to gene-expression profiles (Yeung et al., 2001a (Yeung et al., , 2003 Ramoni et al., 2002; Medvedovic and Sivaganesan, 2002) . The first authors implemented the R package mclust within the Bioconductor project. In the models by Yeung et al. (2001a) and Ramoni et al. (2002) , the number of clusters needs to be specified in advance, although the use of a probabilistic model makes it possible to estimate the optimal number of clusters that maximizes the likelihood, or rather BIC, of the data. Medvedovic and Sivaganesan (2002) allow the number of clusters to vary, as in the present paper. But their method requires integration of the posterior distribution and is thus less flexible. It cannot, e.g. deal with missing data that occur often with microarrays. This flaw is shared with other methods. As a remedy, gene-expression profiles with missing values must either be excluded or missing values need to be imputed by other means, e.g. KNN (Troyanskaya et al., 2001) , prior to clustering.
Generally, Bayesian inference can be applied to any problem for which a probabilistic model can be formulated. If the full likelihood (or posterior distribution) cannot be obtained in closed form, the full set of conditional distributions suffices. Hierarchical models, missing data and even variation of the number of parameters can easily be accommodated. Compared with other approaches, Bayesian inference is thus extremely flexible (Beaumont and Rannala, 2004) .
Bayesian statistics were here used because they allow the number of clusters to vary and the integration of missing values. Both problems are pressing in the clustering of gene-expression data. In order to test the performance of our method, we generated simulated data similar to the yeast cell-cycle dataset by Spellman et al. (1998) with 6000 genes, 10 experimental conditions (e.g. time points) and 40 clusters (compare Medvedovic and Sivaganesan, 2002) . Performance was assessed by running each dataset with different starting conditions, i.e. varying the initial number of clusters between 10 and 100. Convergence was rapidly reached after <1000 iterations. The number of clusters was also stable at ∼40 after this time (Fig. 3) . Using overdispersed starting conditions (Gelman et al., 1995) , we determined that running the RJMCMC for 10 000 iterations after a burn-in period of 1000 iterations gives sufficient accuracy and performance.
Each dataset was generated with and without missing values, and specificity and sensitivity of the RJMCMC algorithm were evaluated and compared with the k-means algorithm. The RJMCMC-based clustering has a high specificity irrespective of whether the data were complete or had 10% missing values. High specificity is important, since genes in the same cluster will be postulated as similar in function or involved in the same biological process and further analysis will be based on this assumption. However, the ability to detect true positives (sensitivity) was only ∼0.5. This was still much higher than that of the k-means algorithm, which showed a similar specificity.
More work is needed for the labeling problem (Richardson and Green, 1997) and for inference of clusters from the posterior. Our solution may not be optimal.
CONCLUSIONS
In this contribution, we account for multiple replicates, a variable number of clusters and missing data. Previous Bayesian clustering algorithms did not impute missing values within the probabilistic model (Yeung et al., 2003) . Instead, external programs were used to impute the missing values, e.g. weighted k-nearest neighbors, KNNimpute, (Troyanskaya et al., 2001) . Hence, we overcame the main two problems of most clustering algorithms: the existence of missing values and the need to fix the number of clusters in advance. In addition, no filtering of the 'irrelevant' genes is needed and the biologist has the opportunity to focus only on the profiles of interest, as shown with the cdc15 experiment (Spellman et al., 1998) .
Although it is clear that some of the genes regulated by a common element or active in a certain pathway are likely to be co-expressed across the different biological conditions measured with a microarray experiment, the reciprocal may not be true. It is, hence, difficult to assess the effectiveness of a clustering algorithm on real data. For this reason the performance of the method was further tested in simulated data: specificity was very high, sensitivity was ∼0.5, much higher than that of the k-means algorithm. The method adjusted the right number of clusters dynamically and this did not influence the clusters formation. The main drawback of the method is still its computational expenses. Parallel computing could improve the performance.
