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Povzetek
Pri upravljanju s tveganji je pomembna porazdelitev vrednosti nan£nih instrumen-
tov. Precej £asa se je domnevalo, da so te porazdeljene normalno. Skozi £as so s
pomo£jo empiri£nih dokazov zavrnili to hipotezo in se nagibajo k porazdelitvam s
teºkimi repi. V primerjavi z normalno porazdelitvijo so pri teºkorepih porazdelitvah
ve£ja odstopanja od povpre£ne vrednosti. Se pravi, da je pri normalni porazdelitvi
manj²a verjetnost, da se bo zgodil ekstremni dogodek. V obdobju po nan£ni krizi
leta 2009 so nan£ne in²titucije postale ²e bolj pozorne na tveganja, ki jih prine-
sejo ekstremni dogodki. Te ekstremne izgube, ki so se zgodile v krizi, so sproºile
vpra²anja o ustreznosti in pravilnosti modelov za upravljanje s tveganji, ki ve£i-
noma temeljijo na normalni porazdelitvi. Zaradi vedno ve£ dokazov, da so nan£ni
instrumenti porazdeljeni s porazdelitvami s teºkimi repi, je pri²lo do poudarka na
modeliranju teºkih repov in do izbolj²av modelov za modeliranje ekstremnih dogod-
kov. Cilj mojega dela je opisati, kako teºki repi vplivajo na upravljanje s tveganji,
in predstaviti nekaj metod, ki so pogosto uporabljene pri delu s teºkimi repi. Za
ilustracijo bom razli£ne metode uporabil na primeru indeksa NASDAQ.
Klju£ne besede: teºkorepe porazdelitve, normalna porazdelitev, VaR, tvegana
vrednost, pri£akovan izpad, teorija ekstremne vrednosti, EVT, testiranje modelov
MSC 2010: 60G70, 62G32, 91B30, 91G10
Abstract
In risk management it is very important to assess how nancial instruments are
distributed. For a long time, it was assumed that the distribution of nancial in-
struments is normal. Over time they have rejected this hypothesis through empirical
evidence and are now leaning toward distributions with heavy tails. Compared with
normal distribution, deviations from average value are higher for heavy-tailed distri-
butions. This means that in a normal distribution, it is less likely that an extreme
event will occur. In the period after the nancial crisis in 2009, nancial instituti-
ons have become even more attentive to the risks brought about by extreme events.
These extreme losses that occured during the crisis raised questions about the appro-
priateness and correctness of risk management models, which are mostly based on
normal distribution. Due to the growing evidence that nancial instruments are
distributed with heavy-tailed distributions, emphasis has been placed on modeling
heavy tails and on upgrading models for modeling extreme events. The goal of my
thesis is to describe how heavy tails aect risk management and to present some of
the methods that are often used in handling heavy tails. To illustrate, I will use
dierent methods on the example of the NASDAQ index.
Keywords: Heavy-tailed distributions, Normal distribution, VaR, Value at risk,
Expected shortfall, EVT, Extreme value theory, Backtesting
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Problem dolo£anja porazdelitve nan£nih £asovnih vrst je statisti£ne narave, saj
ne obstaja teorija, ki bi opisala njihove porazdelitve. Do sedaj je na voljo velika
koli£ina empiri£nih opazovanj, iz katerih lahko povle£emo vzporednice, ki veljajo za
porazdelitve nan£nih £asovnih vrst. Lastnosti, ki veljajo za nan£ne £asovne vrste
so:
• grupiranje volatilnosti - obdobja visoke in nizke volatilnosti,




To velja za £asovne vrste sprememb faktorjev tveganja, logaritmov donosov, indekse,
devizne te£aje.
Metodologija za upravljanje s tveganji mora torej temeljiti na statisti£no dopu-
stnem modelu £asovnih vrst, ki obravnava vsa ta dejstva. V delu se bom osredoto£il
predvsem na teºke repe.
Eden glavnih indikatorjev pri upravljanju s tveganji so mere tveganja. Zaradi
enostavnosti in hkrati uporabnosti se bom osredoto£il predvsem na eno najbolj po-
pularnih mer tveganja, V aR (angl. Value at Risk).
Kljub uporabnosti in enostavnosti pa ima V aR tudi svoje slabosti. Zato je
smiselno vpeljati pojem koherentne mere tveganja. Ena takih mer je pri£akovan
izpad (angl. expected shortfall). Poleg tega da je koherenten, nosi tudi informacijo
o pri£akovani velikosti velike izgube, kar je pomembna informacija za upravljalce s
tveganji.
Mere tveganja, ki temeljijo na kvantilih, kar V aR in pri£akovani izpad sta, se
lahko drasti£no razlikujejo za porazdelitve s teºkimi repi. To drºi predvsem za naj-
vi²je kvantile porazdelitve, ki predstavljajo redka, a zelo ²kodljiva gibanja nan£nega
trga. Zato upravljalci s tveganji, ki se ºelijo zavarovati pred velikimi izgubami, ne
smejo zanemariti odstopanja od normalne porazdelitve. Poznamo ve£ razli£nih pri-
stopov za izra£un V aR. Ker na razli£ne pristope razli£no vplivajo teºki repi, je zelo
pomembno, kateri pristop oziroma model za izra£un V aR izberemo, da ne pride do
precenitve/podcenitve vrednosti. Opisal bom nekaj modelov, ki se uporabljajo v
nan£ni industriji, ter kako na njih vplivajo teºki repi. Pri tem so modeli razdeljeni
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v dve vrsti: modeli, ki temeljijo na parametri£nem pristopu, in modeli, ki temeljijo
na neparametri£nem pristopu. Oba pristopa temeljita na modeliranju porazdelitve.
Razlika med njima je, da porazdelitev pri neparametri£nem pristopu dobimo iz zgo-
dovinski podatkov ali ponavljanja vzorca, medtem ko pri parametri£nem pristopu
ocenjujemo parametre izbranega modela. Pogosto je potrebno oceniti parameter
merila (angl. scale). V ve£ini primerov je to volatilnost. Opisal bom nekaj porazde-
litev, ki so primerne za modeliranje teºkorepih nan£nih £asovnih vrst. Osredoto£il
se bom predvsem na stabilne porazdelitve in na Studentovo porazdelitev.
Poleg modeliranja porazdelitve obstaja ²e nekaj metod, ki temeljijo na teoriji
ekstremnih vrednosti (v nadaljevanju EVT). Pregledali bomo osnove EVT in zakaj
je v povezavi s teºkimi repi dober za upravljanje s tveganji.
1.1 Teºkorepe porazdelitve
Kaj sploh so teºki repi? Ne obstaja to£no dolo£ena denicija teºkorepe porazdelitve.
Kadar govorimo o teºkih repih, po navadi mislimo na neko odstopanje od normalne
porazdelitve, ki ga povzro£ajo ekstremni dogodki. Mi bomo vzeli subeksponentne
porazdelitve kot denicijo teºkorepe porazdelitve.
Denicija 1.1. Naj bo F kumulativna porazdelitvena funkcija na (0,∞). Potem je






kjer je F̄ (x) = 1−F (x) preºivetvena funkcija in je v ²tevcu n-ta konvolucija funkcije
F̄ (x).
Slika 1: Mnoºica teºkorepih porazdelitev.
V tem konceptu so teºkorepe porazdelitve vse, ki jim rep upada proti 0 po£a-
sneje kot pri eksponentni funkciji. To upadanje je razvidno na sliki 2. Eksponentna
porazdelitev je torej mi²ljena kot nekak²na meja med lahkimi in teºkimi repi. Ne-
kaj lahkorepih porazdelitev je predstavljenih v tabeli 1, teºkorepih pa v tabeli 2.
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Pomembna podmnoºica subeksponentnih porazdelitev je podmnoºica vseh porazde-
litve z regularno spreminjajo£imi se repi (angl. regularly varying).
Slika 2: Primerjava eksponentne porazdelitve in teºkorepe porazdelitve
Denicija 1.2. Pozitivna mera f na (0,∞) je regularno se spreminjajo£a v ∞ z






Porazdelitve z regularno spreminjajo£imi repi imajo lastnost, ki je pomembna
pri modeliranju skupnih izgub s teºkimi repi. Zanje velja, da je rep porazdelitve
vsote dolo£en z repom poradelitve maksimumov. Ta lastnost teºkorepih porazdelitev
je uporabljena v EVT. Paretova porazdelitev spada med regularno spreminjajo£e,
medtem ko lognormalna in Weibullova porazdelitev nista regularno spreminjajo£i.
Slika 1 predstavlja povezavo med zgoraj opisanimi mnoºicami.
Porazdelitev
Preºivetvena funkcija F = 1− F
ali gostota porazdelitve f
Parametri
eksponentna porazdelitev F (x) = eλx λ > 0
gama porazdelitev f(x) = β
α
Γ(α)
xα−1e−βx α, β > 0
Weibullova porazdelitev F (x) = e−cx
τ
c > 0, τ ≥ 1
Tabela 1: Seznam nekaterih lahkorepih porazdelitev
V tem delu se bom osredoto£il predvsem na tri skupine porazdelitev, ki so pri-
merne za modelirane teºkih repov: stabilne porazdelitve, Studentova porazdelitev
in hiperboli£ne porazdelitve. V naslednjih razdelkih nekaj malega o njih.
Stabilne porazdelitve
Stabilne porazdelitve, znane tudi kot α-stabilne ali Paretove stabilne, so mnoºica
porazdelitev, ki dopu²£ajo teºke repe in asimetrijo. Prav zaradi tega se pogosto
uporabljajo za modeliranje nan£nih podatkov. Lahko jih deniramo na ve£ raz-
li£nih na£inov. V tem koraku bomo le denirali stabilno porazdelitev kot limitno




Preºivetvena funkcija F = 1− F ali
gostota porazdelitve f
Parametri











α, κ > 0





α, κ, τ > 0
loggama porazdelitev f(x) = α
β
Γ(β)
(ln x)β−1x−α−1 α, β > 0
Weibullova porazdelitev F (x) = e−cx
τ c > 0,








(x−µ)3/2 c > 0












)2) µ ∈ R,
γ > 0






x, σ > 0,
µ ∈ R
Tabela 2: Seznam nekaterih teºkorepih porazdelitev
Denicija 1.3. Slu£ajna spremenljivka X je porazdeljena stabilno, £e obstajajo taka
zaporedja neodvisnih, enako porazdeljenih slu£ajnih spremenljivk Yi ter taki zaporedji
konstant {ai} in {bi} ∈ R+, da velja
Y1 + ...+ Yn
bn
− an
d→ X, ko gre n→∞. (1)
Stabilna porazdelitev slu£ajne spremenljivke X v (1) je dolo£ena s ²tirimi para-
metri (α, σ, β, µ) in zapi²emo X ∼ Sα(β, σ, µ). Parameter α ∈ (0, 2] se imenuje
indeks stabilnosti ali repni eksponent in uravnava upadanje porazdelitve v repu.
Preostali parametri σ, β, µ uravnavajo merilo, asimetrijo in lokacijo porazdelitve.
e imajo Yi kon£no varianco (kot v centralnem limitnem izreku) in je α = 2, potem
je X porazdeljen normalno. Za α ∈ (0, 2) porazdelitev ni normalna, ampak stabilna
in ima teºke repe.
Od tu vidimo, da je normalna porazdelitev poseben primer stabilne porazdelitve.
Spomnimo se ²e ene pomembne lastnosti normalne porazdelitve. Naj bosta X1 ∼
N(µ1, σ
2
1) in X2 ∼ N(µ2, σ22) neodvisni. Potem je X1 + X2 ∼ N(µ1 + µ2, σ21 + σ22).
Podobno velja za stabilne porazdelitve. Naj bosta X1 ∼ Sα(σ1, β1, µ1) in X2 ∼
Sα(σ1, β2, µ2) neodvisni. Potem je X1 +X2 ∼ Sα(σ, β, µ) , kjer je
















µ = µ1 + µ2.
Na stabilne porazdelitve lahko torej gledamo kot na teºkorepo alternativo nor-
malne porazdelitve. Po drugi strani pa je kritika stabilnih porazdelitev, da imajo
preteºke repe. Naj bo X slu£ajna spremenljivka, porazdeljena stabilno. Potem je
P (X > x) ∼ cαx−α, ko gre x→∞. Za 0 < α < 2 sledi E |X|p <∞, natanko tedaj
ko je 0 < p < α. V splo²nem je EX2 =∞, torej imajo vse stabilne porazdelitve, ki
niso normalne, neskon£no varianco.
Drug na£in, kako lahko deniramo stabilne porazdelitve, je s pomo£jo karakte-
risti£ne funkcije.
Slika 3: Graf gostot treh stabilnih porazdelitev; standardne normalne N(0,1) poraz-
delitve, Cauchyjeve(0,1) porazdelitve in Levyjeve(1,0) porazdelitve.
Denicija 1.4. Slu£ajna spremenljivka X je porazdeljena stabilno, £e obstajajo taki




α (1− iβ(sign t) tan πα
2
+ iµt)} za α 6= 1
exp{−σ |t| (1 + iβ 2
π
(sign t) ln |t|+ iµt)} za α = 1.
(2)
e sta parametra asimetrije β in lokacije α enaka ni£, potem je X porazdeljena
simetri£no stabilno in pi²emo X ∼ SαS, njena karakteristi£na funkcija je potem
oblike ΨX(t) = e−σ
t|t|α . V tem primeru je X popolnoma dolo£ena z indeksom stabil-
nosti α in parametrom merila. e je α = 2 (normalna porazdelitev), je parameter








Posplo²ena hiperboli£na porazdelitev je druºina zveznih porazdelitev. Je posplo-









δ2 + (x− µ)2
)
(√
δ2 + (x− µ)2
)1/2−λ exp[β(x− µ)], (3)
kjer je Kλ modicirana Besslova funkcija reda λ. Porazdelitev je dolo£ena s ²estimi
parametri:




• β parameter asimetrije,
• µ parameter lokacije,
• σ parameter merila.
Studentova porazdelitev
Pogosto uporabljena porazdelitev, ki ima teºje repe od normalne porazdelitve in je
pogosto uporabljena v nancah, je Studentova porazdelitev.
Denicija 1.5. Naj bosta Z ∼ N(0, 1) in U ∼ χ2(r) neodvisni slu£ajni spremen-




porazdeljena Studentovo z r prostostnimi stopnjami. Pi²emo T ∼ t(r). Gostota







kjer je Γ funkcija gama.
Porazdelitev ima povpre£no vrednost 0 in koecient simetrije 0. Za r > 2 je
varianca Studentove porazdelitve razli£na od 1 in je podana s formulo
R(r) = r(r − 2)−1.
Kurtosis x je za r > 4 kon£en in podan s formulo
x = 6(r − 4)−1.
V primerjavi z normalno porazdelitvijo ima Studentova porazdelitev vi²ji vrh od




Vedno bolj pa se v nancah uporabljajo hiperboli£ne porazdelitve, ki jih je leta
1977 predstavil Barndor-Nielsen. Njihova prvotna uporaba je bila v geologiji. V
nancah se uporabljajo pri upravljanju s tveganji. So nekak²na me²anica Gaussovih
porazdelitev. Imajo teºje repe kot normalna porazdelitev in manj teºke repe od
stabilnih porazdelitev. Lastnost, ki jih karakterizira, je da je logaritem gostote
porazdelitvene funkcije hiperbola (pri normalni porazdelitvi je logaritem gostote









δ2 + (x− µ)2 + β(x− µ)),
kjer so parametri isti kot pri posplo²eni hiperboli£ni porazdelitvi in je K1 Besslova
funkcija reda 1.
1.2 Empiri£ni dokazi
Danes, ko imamo na voljo veliko podatkov za razne nan£ne instrumente, je mogo£e
videti, da predpostavka o normalni porazdelitvi njihovih donosov ne drºi in empiri£ni
podatki kaºejo na to, da imajo porazdelitve nan£nih instrumentov teºje repe kot
normalna porazdelitev. V nan£nih £asovnih vrstah se velike vrednosti (pozitivne
in negativne) zgodijo preve£ pogosto, da bi bile porazdeljene normalno.
Poglejmo to na primeru indeksa NASDAQ. e nari²emo grafa gostote normalne
porazdelitve in porazdelitve donosov indeksa NASDAQ, vidimo iz slike 4, da ima
porazdelitev indeksa NASDAQ v repih vi²jo vrednost kot normalna porazdelitev.
Tudi slika QQ grafa 5 kaºe na teºke repe.
Ta opaºanja, ki smo jih naredili glede na sliki 4 in 5, lahko potrdimo z enostavnim
statisti£nim testom za nenormalnost. Eden takih testov je Jarque-Berajev test (J-
B). J-B test testira ali se parametra asimetrije in splo²£enosti porazdelitve vzorca
ujemata z vrednostmi normalne porazdelitve. Testiramo ni£elno hipotezo:
H0 : normalna porazdelitev
proti alternativni hipotezi:
H1 : ni porazdeljeno normalno.








kjer je S asimetrija vzorca, EK = K − 3 preseºna splo²£enost (K je splo²£enost
vzorca) in n velikost vzorca. Ta testna statistika je porazdeljena s χ2 porazdelitvijo
z dvema prostostnima stopnjama. Ni£elno hipotezo zavrnemo, £e izra£unana testna
statistika presega kriti£no vrednost χ2 porazdelitve.
Izvedel sem J-B test za normalen vzorec in za donose NASDAQ indeksa. V
prvem primeru je p vrednost 0,8871, torej ne zavrnemo ni£elne hipoteze. V drugem
primeru pa je p vrednost majhna, in sicer < 2,2e− 16, torej lahko zavrnemo ni£elno
hipotezo. To nakazuje, da donosi NASDAQ indeksa niso porazdeljeni normalno.
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Slika 4: Empiri£na gostota verjetnosti za NASDAQ standardizirane donose (polna
£rta) in normalno porazdelitev (£rtkasta £rta) v obdobju od 1971 do 2001
Slika 5: QQ graf s kvantili normalne porazdelitve na x osi in empiri£nimi kvantili
na y osi. Donos je izraºen v procentih.
Za ilustracijo pomembnosti pravilnega izbora porazdelitve primerjajmo normalno
porazdelitev in Studentovo porazdelitev. Recimo, da so dnevni donosi porazdeljeni
s Studentovo porazdelitvijo s 4 prostostnimi stopnjami (ozna£imo t4) in je varianca
enaka σ. Ker ima porazdelitev teºje repe kot normalna porazdelitev z enako vari-
anco, se redki dogodki zgodijo bolj pogosto. To je prikazano na sliki 6.
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Slika 6: Razmerje med repnimi verjetnostmi P (T > kσ)/P (X > kσ), kjer je T
porazdeljena Studentovo s ²tirimi prostostnimi stopnjami in X normalno, obe z
varianco σ2. Ve£ja je verjetnost, da T zavzame velike vrednosti kot X.
Opisne statistike
Razli£ne statistike desetih £asovnih vrst nan£nih instrumentov so predstavljene v
tabeli 3. Pomembno vlogo pri modeliranju ekstremnih dogodkov v upravljanju s
tveganji imata dve statistiki: kurtosis in koecient asimetrije (ang. skewness). Kur-
tosis meri ostrost vrha porazdelitvene funkcije. Normalna porazdelitev ima kurtosis
enak 3 ne glede na njeno povpre£no vrednost in standardni odklon. Iz tabele vidimo,
da je za porazdelitve nan£nih instrumentov zna£ilna velika koni£astost na sredini.
V ekonometri£ni terminologiji temu re£emo, da je porazdelitev leptokurti£na. Inde-
ksa TSE300 in NASDAQ imata najvi²jo vredost kurtosisa (nad 10), za USD/Yen so
tudi zna£ilni teºki repi (kurtosis blizu 7), medtem ko je Euro/USD najbolj podoben
normalni porazdelitvi.
Koecient asimetrije je £etrti centralni moment in kot ºe samo ime pove meri
simetri£nost porazdelitvene funkcije. Popolnoma simetri£ne porazdelitve imajo koe-
cient asimetrije enak 0. Mednje spada normalna porazdelitev. Negativen koecient
asimetrije pomeni, da so velike negativne vrednosti bolj verjetne od velikih pozitivnih
vrednosti, pozitiven koecient simetrije pa ravno obratno. Nikei225 je edina £asovna
vrsta z negativnim koecientom simetrije, medtem ko imajo NASDAQ, TSE300 in












NASDAQ 11717 -0,0356 -0,1072 1,2527 10,8633 0,4564 10,5694 -14,0230
S&P500 3529 -0,0320 -0,0344 1,0532 6,5783 0,1037 7,1139 -5,5732
DAX 3268 -0,0326 -0,0645 1,4910 6,3790 0,1802 9,8709 -7,5527
CAC400 3473 -0,0191 -0,0231 1,4042 5,4757 0,0872 7,6781 7,0023
NIKKEI225 3447 0,0374 0,0432 1,5447 5,9614 -0,2144 7,2340 -12,4278
TSE300 3519 -0,0204 -0,0441 0,8852 10,5908 0,6852 8,4656 -4,6834
FTSE100 3536 -0,0172 -0,0256 1,0700 5,6566 0,0552 5,5888 -5,9038
USD/Yen 3519 0,088 0,0000 0,7039 7,1667 0,5439 5,6302 -3,2399
FUNT/USD 3519 -0,0029 -0,0130 0,5699 5,5982 0,2479 3,2861 -1,6516
Euro/USD 1255 -0,0051 0,0118 0,6362 3,7681 -0,0854 2,4726 -2,7089
Tabela 3: Empiri£ne statistike za dnevne negativne logaritme donosov za ve£





V aR je statisti£na mera, ki meri raven tveganja oziroma izpostavljenost tveganju
skozi neko £asovno obdobje. Najpogosteje se uporablja za dolo£anje obsega in po-
javljanja potencialnih izgub med investiranjem, za ra£unanje trºnega tveganja, kre-
ditnega tveganja, likvidnosti in ostalih oblik tveganja, ki so pomembne v nan£nem
svetu. V aR sestavljata dva parametra:
• stopnja zaupanja α,
• £asovno obdobje, v katerem merimo V aR.
Stopnja zaupanja α je odvisna od naklonjenosti tveganju. Po navadi je med 0,95
in 1 in jo dolo£i zunanji organ. V ban£ni²tvu je to regulator (centralna banka). Po
Basel 2 kapitalskem sporazumu, ki je priporo£ilo za oblikovanje politik v zvezi z ob-
vladovanjem tveganj, morajo banke v svojih internih modelih za dolo£anje trºnega
tveganja uporabiti stopnjo zaupanja 99 %, medtem ko morajo bonitetne agencije
uporabiti bolj strogo oceno, se pravi vi²jo stopnjo zaupanja (α = 99, 97 %). V
odsotnosti regulatorja ali zunanje agencije se stopnja zaupanja za izra£un V aR do-
lo£i glede na naklonjenost tveganju uporabnika. Uporabnik, ki je bolj naklonjen
tveganju, uporabi v modelu niºjo vrednost α (Alexander 2008b).
asovno obdobje je £as, v katerem merimo V aR. Za razli£na tveganja se upora-
bljajo razli£na £asovna obdobja, glede na njihov vpliv na likvidnost. Na primer po
Basel 2 ban£ni regulativi je £asovno obdobje za izra£un V aR 10 dni. V odsotnosti
regulatorja je £asovno obdobje za izra£un V aR enako £asovnemu obdobju, skozi
katero smo izpostavljeni tveganju. Druga obdobja, ki se pogosto uporabljajo so ²e
en dan, en teden, en mesec in en kvartal (Alexander 2008b).
Matemati£no deniramo V aR kot znesek izgube (ra£unan kot sedanja vrednost),
ki je preseºen z majhno verjetnostjo 1− α v nekem £asovnem obdobju τ :
P (Loss > V aR) ≤ 1− α. (4)
e ºelimo V aR denirati bolj podrobno, potem naj bo X slu£ajna spremen-
ljivka s porazdelitveno funkcijo FX , ki predstavlja porazdelitev negativnega dobi£ka
in izgube (P&L) neke tvegane nan£ne pozicije skozi £asovno obdobje τ . Negativne
vrednosti pripadajo dobi£ku, pozitivne pa izgubi. To je zaradi tega, da pri upravlja-
nju s tveganji ne pride do dvoumnosti pri velikih izgubah. Ve£ja kot je vrednost,
ve£ja je izguba. Formalno je potem V aR α kvantil porazdelitvene funkcije FX . To
je najmanj²i x, za katerega velja 0 < α = FX(x) < 1.
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Denicija 2.1. Naj slu£ajna spremenljivka X s porazdelitveno funkcijo FX predsta-
vlja porazdelitev (negativnega) dobi£ka in izgube neke tvegane nan£ne pozicije skozi
£asovno obdobje τ . Potem za stopnjo zaupanja 0 < α < 1 velja






V aRα(X) = F
−1
X (α),
kjer F−1X predstavlja inverzno funkcijo porazdelitvene funkcije FX . Torej je vrednost
V aRα(X) v £asovnem obdobju τ , v povpre£ju preseºena 100(1−α)-krat vsakih 100τ
£asovnih obdobij.
Slika 7: V aRα(X) za razli£ne kumulativne porazdelitvene funkcije slu£ajne spremen-
ljivke X. Kumulativna porazdelitvena funkcija na desnem grafu pripada nan£nemu
instrumentu z nezveznimi izpla£ili, na primer binarna opcija.
Primer 2.1 (Izra£un minimalne kapitalske zahteve). Zaradi enostavnosti in lahke
razumljivosti je V aR ena najbolj priljubljenih mer tveganja. Uporablja se tudi za
izra£un minimalne kapitalske zahteve. Kot ºe omenjeno zgoraj, je po sporazumu
Basel 2 bankam dovoljeno, da uporabijo svoje interne V aR modele za dolo£anje
minimalne kapitalske rezerve, ki temeljijo na 10-dnevnem V aR modelu, s stopnjo
zaupanja α = 99 % pomnoºeno z varnostnim faktorjem vsaj 3. Torej, £e je V aR = 1
milijon, potem mora imeti banka vsaj 3 milijone rezerv na ban£nem ra£unu. Z varno-
stnim faktorjem 3 regulator zagotavlja solventnost bank. Faktor 3 je prisoten zaradi
teºkih repov porazdelitve nan£nih instrumentov. Ve£ina izra£unov V aR temelji na
predpostavki, da so nan£ni instrumenti porazdeljeni normalno. Razi²£imo, kako ta
predpostavka vpliva na pravilnost izra£una V aR. Recimo, da je porazdelitev dobi£ka
in izgube (P&L) simetri£na s kon£no varianco σ2. Naj bo X slu£ajna spremenljivka
z upanjem 0, ki predstavlja izgubo skozi neko £asovno obdobje. Potem ne glede na
pravo porazdelitev X velja neena£ba ebi²eva





Recimo, da nas zanima V aR s stopnjo zaupanja α = 0, 99. Potem iz neena£be
ebi²eva in zveze (4) dobimo 1/(2c2) = 0, 01 in iz tega, da je c = 7,071 in zato
V aRmax0,99(x) = 7,071σ. e pa bi VaR izra£unali pod predpostavko normalne po-
razdelitve, bi dobili V aRmax0,99(x) = 2,326σ. Torej, £e je prava porazdelitev res teº-
korepa s kon£no varianco, potem je popravek V aR s ²tevilom 3 smiseln, saj je
3 ∗ 2,326σ = 7,071σ (Bradley in Taqqu, 2001).
Kjub temu da je V aR zelo uporabna mera tveganja, ima kar nekaj pomanjklji-
vosti. Osredoto£il se bom na dve, ki najbolj vplivata na upravljanje s tveganji:
• V aR ni subaditiven,
• ne dolo£a velikosti izgube v primerih, ko je V aR preseºen.
Dve porazdelitvi imata lahko enako vrednost V aR, vendar razli£no obna²anje v
repu. Na primer, £e je V aR s stopnjo zaupanja 0, 05 enak 100, potem bo 5 % vseh
izgub ve£jih od 100, ne vemo pa to£no, kako velike bodo te izgube. To je lepo
predstavljeno na sliki 8.
Slika 8: Porazdelitev P&L dveh razli£nih portfeljev. Oba portfelja imata enak V aR,
vendar je portfelj na desni bolj tvegan, ker so potencialne izgube ve£je.
Zaradi tega so denirali lastnosti, ki jih mora mera tveganja izpolnjevati. Takim
meram tveganja pravimo, da so koherentne in so na kratko opisane v razdelku 2.3.
2.1 Izra£un VaR
V praksi lahko V aR izra£unamo s pomo£jo razli£nih metod, ki se razlikujejo glede
na pristop in predpostavke. Delimo jih v 3 skupine:
• preko zgodovinskih simulacij,
• s pomo£jo parametri£nega modela,
• preko Monte Carlo simulacij.
Razlikujejo se glede na obravnavanje porazdelitve podatkov. Pri zgodovinskih si-
mulacijah se izra£una V aR iz opazovane porazdelitev podatkov, parametri£ni model
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predpostavlja porazdelitev podatkov, Monte Carlo simulacije pa simulirajo poraz-
delitev glede na dane predpostavke.
Preden se lotimo izra£una V aR, povejmo nekaj o slu£ajni spremenljivki X. Po-
navadi X predstavlja skupno tveganje neke agregirane pozicije, na katero vplivajo
razli£ni faktorji tveganja Y1, ..., Yd,
X = f(Y1, ..., Yd). (6)
Funkcija f oziroma odvisnost X od faktorjev Y1, ..., Yd po navadi ni to£no znana,
lahko pa jo aproksimiramo na ve£ razli£nih na£inov. Aproksimacija je odvisna od
tega, kak²na je pozicija. Na primer, £e imamo portfelj osnovnih nan£nih instrumen-
tov, potem je funkcija f linearna. Nelinearno funkcijo f dobimo, £e je v portfelju
izveden nan£ni instrument, na primer opcija, saj se vrednost opcije spreminja ne-
linearno glede na vrednost osnovnega nan£nega instrumenta.
2.1.1 Zgodovinsko simuliran VaR
Zgodovinski V aR model temelji na zgodovinskih vrednostih. Predpostavlja, da so se
vse moºne variacije gibanja vrednosti zgodile ºe v preteklosti in se bodo ponovile v
sedanjosti. Torej je opazovana zgodovinska porazdelitev donosov enaka porazdelitvi
donosov v sedanjosti oziroma napovednem £asovnem obdobju. Tak model je enosta-
ven za implementacijo in ima kar nekaj prednosti. Ker temelji na zgodovini donosov,
ni potrebno predpostaviti ni£esar o porazdelitvi donosov. Edina predpostavka je,
da so prihodnji donosi opisani s preteklimi. Zaradi tega omogo£a prisotnost teº-
kih repov, nesimetri£nost in druge posebne oblike. Torej ni tveganja zaradi izbire
napa£nega modela in nam ni treba skrbeti za odvisnostno strukturo, saj se ta ºe
odraºa v zgodovinskih podatkih.
Ima pa tak model tudi kar nekaj pomankljivosti. Le-te so tipi£ne za vse modele,
ki se nana²ajo na zgodovinske podatke. Pogosto se zgodi, da ni dovolj zgodovinskih
podatkov. V tem primeru je premalo to£k v repu porazdelitve. Recimo, da ºelimo
izra£unati V aR za minimalne kapitalske zahteve. Torej je τ = 10 dni. Ker je v
enem letu pribliºno 260 delovnih dni, imamo le 26 opazovanj na leto in potrebujemo
4 leta podatkov za vsaj 100 zgodovinskih simulacij. 100 podatkov je minimum, £e
ºelimo izra£unati V aR pri α = 0,99, saj imamo v tem primeru le en podatek v repu.
Pomanjkanje zgodovinskih podatkov za izra£un lahko re²imo z metodo ponovnega
vzor£enja (angl. bootstraping). Iz danih podatkov ustvarimo razli£ne naklju£ne
vzorce, na katerih temeljijo izra£uni.
Druga pomembna slabost pa je, da ko delamo z zgodovinskimi podatki, vedno
predpostavljamo, da bo prihodnost izgledala enako kot preteklost, kar pa ni vedno
najbolj²a predpostavka, saj je trg nepredvidljiv. Recimo, da v na²em vzorcu ni
vklju£en noben ekstremen dogodek in ni velikih nihanj cene, potem bo V aR nizek
in obratno. Kljub tem slabostim pa so zgodovinske simulacije zaradi svoje enostav-
nosti eden najbolj priljubljenih na£inov za izra£un V aR.
Zgodovinsko simuliran V aR izra£unamo tako, da iz zgodovinskih podatkov kon-
struiramo porazdelitev donosov nan£ne pozicije. Ko imamo porazdelitev, je V aR
po deniciji α kvantil te porazdelitve. Postopek po korakih:
• Najprej se izra£una trenutna cena.
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• Uporabimo celotno zgodovino donosov za izra£un sprememb cene v preteklosti.
• Te spremembe se aplicirajo na trenutno vrednost. e imamo podatkov za eno
leto (365 dni), potem dobimo 365 moºnih prihodnjih vrednosti.
• S tem dobimo £asovno vrsto donosov celotnega portfelja. V aR nato izra-
£unamo iz tega zgodovinskega vzorca s pomo£jo vrstilnih statistik. Vzorec
razdelimo po velikosti in vzamemo α-kvantil. Na primer naj bodo X(1)p ≥
X
(2)
p ≥ ... ≥ X(1000)p vrstilne statistike teh donosov, kjer so izgube pozitivna
²tevila. Potem je V aRα=0,95(Xp) = X
(50)
p .
Do sedaj smo vse podatke upo²tevali enako ne glede na to, kako stari so. To ni
najbolj smiselna predpostavka, saj imajo novej²i podatki ve£ji vpliv. Ta problem
re²i uteºevanje podatkov. Novej²im podatkom dolo£imo ve£jo uteº in s tem ve£ji
vpliv na izra£un V aR. Uteºi lahko dolo£imo linearno, eksponentne verjetnostne
uteºi ...
2.1.2 Monte Carlo simulacije
Monte Carlo simulacije so najbolj eksibilna metoda za izra£un V aR. Monte Carlo
simulacija V aR ima dva koraka:
• algoritem vzor£enja,
• model, za katerega se uporabi algoritem.
Algoritem vzor£enja temelji na generiranju naklju£nih ²tevil. Ta ²tevila moraja biti
enakomerno porazdeljena na intervalu med 0 in 1. Ko imamo vzorec slu£ajnih ²tevil,
jih moramo pretvoriti v donose na²e nan£ne pozicije. To storimo s pomo£jo zvezne
porazdelitvene funkcije F . tevila u ∈ (0, 1) pretvorimo v donose x ∈ X z preslikavo
x = F−1(u).
Izbira porazdelitvene fukcije F je odvisna od porazdelitve donosov nan£ne pozicije.
Ponavadi vzamemo porazdelitveno funkcijo normalne porazdelitve. V tem primeru
so donosi dolo£eni z
x = Φ−1(u)σ + µ.
Ker, kot ºe ve£krat omenjeno, normalna porazdelitev ni primerna za teºke repe,
lahko upravljalec s tveganji dolo£i model, ki najbolj²e opi²e osnovne faktorje tve-

















t ) multivariantno Brownovo gibanje. Pa-
rametre modela lahko ocenimo s pomo£jo zgodovinskih podatkov ali s kak²no drugo
tehniko. Vsi faktorji tveganja skupaj predstavljajo ceno nan£ne pozicije. Simuli-
ramo ve£ razli£nih vrednosti faktorjev tveganja in dobimo porazdelitev cene nan£ne
pozicije.
Monte Carlo metoda je zelo vsestranska. S pravilno izbiro modela omogo£a teºke
repe in nelinearnost med nan£nim instrumentom in faktorji tveganja. Ima pa tudi
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dve slabosti. Prva je, da so simulacije £asovno zahtevne. Za zanesljive rezultate je
potrebnih vsaj tiso£ simulacij faktorjev tveganja. e imamo veliko ²tevilo faktorjev
tveganja, to hitro postane neobvladljivo, saj je za vsakega od njih potrebno pognati
te simulacije. Druga slabost pa je, da je pri Monte Carlo simulacijah veliko tveganje
izbire napa£nega modela. Obstaja nevarnost izbire napa£nega modela, ki opi²e
osnovne faktorje tveganja, in pa modela vrednotenja nan£nega instrumenta. In kot
pri parametri£nem modelu izra£una V aR lahko narobe ocenimo parametre modela.
2.1.3 Parametri£ni VaR
Parametri£ni V aR model predpostavlja, da so nan£ni instrumenti porazdeljeni z
dolo£eno porazdelitvijo. Parametre porazdelitve pa lahko kot pri metodah Monte
Carlo aproksimiramo z razli£nimi metodami. V aR izra£unamo s pomo£jo analiti£nih
formul, ki temeljijo na porazdelitvi faktorjev tveganja. Ta metoda je uporabna le,
£e je skupna vrednost nan£ne pozicije linearna funkcija faktorjev tveganja (denar,
obveznice, krediti, obrestne zamenjave itd.). Najbolj osnoven parameti£ni model
predpostavlja, da so faktorji tveganja neodvisni, enako porazdeljeni z normalno po-
razdelitvijo. Te predpostavke lahko raz²irimo na druge porazdelitve in metode, ki
so bolj primerne za teºke repe. Na primer metode, ki temeljijo na Studentovi po-
razdelitvi, stabilnih Paretovih porazdelitvah in podobno.
Normalni VaR
Najprej se lotimo najosnovnej²ega in najpreprostej²ega parametri£nega modela; nor-
malnega V aR modela. Zanima nas V aR pri stopnji zaupanja α, to je donos za
katerega velja P (X < xα) = α. Pri normalnem modelu so donosi X neodvisni in
porazdeljeni normalno:
X ∼ N(µ, σ2).
Apliciramo standardno normalno transformacijo














kjer je slu£ajna spremenljivka Z porazdeljena standardno normalno. Od tod sledi, da
je tudi slu£ajna spremenljivka X−µ
σ
porazdeljen standardno normalno. Po denicije




kjer je Φ porazdelitvena funkcija standardne normalne slu£ajne spremenljivke. V aR
je potem
V aRα(X) = µ+ σΦ
−1(α). (8)
e ra£unamo V aR pod predpostavko, da so donosi porazdeljeni s tankimi repi,
recimo normalno, v resnici pa je porazdelitev teºkorepa, recimo tυ (Studentova po-
razdelitev z υ prostostnimi stopnjami), potem lahko pride do velike napake pri viso-
kih stopnjah zaupanja. To je zaradi tega, ker je za velike α, F−1normal ≤ F
−1
tυ . Vrednost
x doseºena pri Fnormal(x) = α je manj²a kot vrednost x doseºena pri Ftυ(x) = α.





Studentovo porazdelitev smo ºe spoznali v razdelku 1.1. Naj bodo slu£ajne spre-
menljivke X1, ..., Xn porazdeljene Studentovo s r prostostnimi stopnjami. α kvantil
Studentove porazdelitve ozna£imo s t−1r (α). Ker monotona transformacija premakne
kvantil, je α kvantil standardizirane Studentove porazdelitve (Studentova porazde-
litev s povpre£no vrednostjo 0 in varianco 1) enak
√
r−1(r − 2)t−1r (α).
Za izra£un Studentovega VaR potrebujemo kvantil posplo²ene Studentove poraz-
delitve, to je porazdelitev slu£ajne spremenljivke X = µ+σT , kjer ima T standardi-
zirano Studentovo porazdelitev. Ker je porazdelitev simetri£na glede na povpre£no
vrednost, lahko iza£unamo V aR kot
V aRr,α =
√
r−1(r − 2)t−1r (α)σ + µ. (9)
e metoda za izra£un V aR za neodvisne Studentovo porazdeljene slu£ajne spre-
menljivke. Studentova porazdelitev ne spada med stabilne porazdelitve, zato vsota
neodvisnih enako porazdeljenih Studentovih spremenljivk ni porazdeljena Studen-
tovo. Po centralnem limitnem izreku vsota konvergira k normalni porazdelitvi, ko
pove£ujemo ²tevilo izrazov n v vsoti. Torej, £e je n ve£ji od pribliºno 10 dni (ali
²e manj, £e je r dovolj velik), potem je normalen V aR model dovolj natan£en. To
velja za vsak α. e pa je n dovolj majhen, potem lahko V aR izra£unamo z
V aRr,α,h =
√
r−1(r − 2)nt−1r (α)σ + nµ.
Pozitivni stabilni Paretov VaR
Stabilne porazdelitve smo spoznali v razdelku 1.1. Pozitivna stabilna Paretova po-
razdelitev spada med stabilne Paretove porazdelitve. Dolo£ena je z porazdelitveno
funkcijo







za x ≤ σ, λ > 0 in v > 0. λ in v dolo£ata obliko porazdelitev, σ pa je parameter
merila. e v ena£bi vzamemo za v = 1, dobimo stabilno Paretovo porazdelitev.
e ima slu£ajna spremenljivka X porazdelitev podano z enakostjo (10), potem je







za 0 < α < 1.
Hiperboli£ni VaR
Recimo, da slu£ajne spremenljivke Xt opisuje model
Xt = σtεt,
kjer je σt volatilost procesa, εt pa so neodvisne enako porazdeljene slu£ajne spremen-
ljivke z upanjem 0 in varianco 1. Recimo, da so εt neodvisne in enako porazdeljene
s splo²no hiperboli£no porazdelitvijo podano z zvezo (3). Hiperboli£ni V aR lahko
nato izra£unamo po naslednjih korakih (Tian in Hang Chan, 2010):
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za m > 1, kjer so ωj uteºi, ki se se²tejejo v 1.
2. Izra£un t̂, ki je ni£la ena£be κ′(t̂) = t. Funkcija κ(.) je denirana v to£ki 3.
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Vrednosti α, λ, γ, β, µ, σ so podane z gostoto splo²ne hiperboli£ne porazdeli-
tve. Edina neznanka je t.
4. Ocena V aR z V̂ aR = σ̂tq̂p.
2.2 Ocena parametrov
Parametri£ni izra£un V aR in Monte Carlo simulacije V aR potrebujeta oceno pa-
rametrov. Kadar nas zanima kraj²e £asovno obdobje, je na² cilj predvsem oceniti
volatilnost in kovarianco/korelacijo. Za povpre£no vrednost predpostavimo, da je za
kratko £asovno obdobje enaka 0. V nadaljevanju bom opisal nekaj metod za oceno
parametrov.
2.2.1 Zgodovinska volatilnost
Obstajata dva pristopa za oceno parametrov s pomo£jo zgodovinskih podatkov. Prvi
pristop da vsem podatkom isto uteº in predpostavlja, da so volatilnosti in kovariance
konstantne skozi celotno obdobje. V drugem pristopu pa posku²amo obravnavati
vpliv £asa na volatilnost in kovariance. Novej²i podatki so bolj pomembni, zato jim
damo ve£je uteºi kot pa starej²im podatkom.
Pri prvem pristopu se variance in kovariance ne spreminjajo skozi £as. Vzemimo
neko £asovno obdobje dolºine n, za katero imamo dosegljive zgodovinske podatke o
faktorjih tveganja. Naj bo Yi,tk donos i-tega faktorja v obdobju tk. Varianco faktorja
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i in kovariance faktorjev i in j potem izra£unamo tako, da damo vsem podatkom v






(Yi,t − µ̂Yi), (11)










(Yi,t − µ̂Yi)(Yj,t − µ̂Yj). (12)
Ker imajo vsi podatki isto uteº, se varianca in kovariance spreminjajo zelo po£asi.
Na ocenjene vrednosti zelo vpliva tudi dolºina £asovnega obdobja. e imamo dolºino
£asovnega obdobja ksirano, potem se vrednost spremeni, ko dodamo nov podatek
in odstranimo najstarej²ega. To pomeni, da ima neka ekstremna vrednost enak
vpliv, £e se zgodi v obdobju T − 1 ali v obdobju T − n.
Drugo pomembno dejstvo v nancah je, da je volatilnost sama po sebi volatilna.
Posledica tega je, da pri oceni variance in kovarianc uporabimo shemo, ki da novej²im
podatkom vi²je uteºi. Pripadajo£e ocene so







αt(Yi,t − µ̂Yi)(Yj,t − µ̂Yj),
kjer so uteºi αt,
∑T−1
t=T−n αt = 1, dolo£ene tako, da zado²£ajo pogojem volatilnosti,
in sicer 1 > αT−1 > αT−2 > . . . > αT−n > 0. Med takimi modeli je najbolj
popularen model RiskMetrics (Risk Metrics 1996). Tu uteºi eksponentno padajo od




λt−1(Yi,T−t − µYi)2, (13)
kjer je λ, faktor upadanja. Manj²i kot je λ, ve£je so uteºi pri novej²ih podatkih. Ce-
nilka kovariance je podobna. V RiskMetrics so ugotovili, da imajo razli£ne £asovne
vrste razli£en optimalen λ, ki je med 0,9 in 1. Dolgoro£na volatilnost ima ponavadi
vi²ji optimalen λ kot pa enodnevna volatilnost. Dobro oceno enodnevne volatilnosti
dobimo pri λ = 0, 94 in mese£ne volatilnosti pri λ = 0,97.
Enakost (13) nam omogo£a napoved volatilnosti in izra£un V aR za naslednje ob-
dobje glede na pretekle informacije. Za ilustracijo recimo, da v £asu T porazdelitev
donosa/izgube XT , modeliramo z
XT
d
= σTZT , (14)
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kjer je Zt, t ∈ Z zaporedje neodvisnih, enako porazdeljenih slu£ajnih spremenljivk
z upanjem 0 in varianco 1. Naj bo {Ft}Tt=0 ltracija, potem je




= (1− λ)X2T + λ(1− λ)(X2T−1 + λX2T−2 + λX2T−3 + ...)
= (1− λ)X2T + λσ2T |FT−1 .
To nam omogo£a izra£un V aR glede na pogojno porazdelitev FXT+1|FT . Naj bo
V aRT+1α (X) ocenjen V aR za slu£ajno spremenljivko X pri stopnji zaupanja α za
obdobje T + 1 v £asu T , potem s pomo£jo zveze (14) dobimo
V aRT+1α (X) = σT+1|FT qα,
kjer je qα α kvantil procesa Zt+1. V RiskMetrics je Z porazdeljen N(0, 1), torej je
Xt porazdeljen pogojno normalno.
Modeliranje volatilnosti z eksponentnimi uteºmi ima dva glavna u£inka. Ocena
volatilnosti, ki se spreminja v £asu, daje ve£ji poudarek na novej²ih podatkih. Zato
tu ve£je uteºi. In pa drugi, manj o£iten u£inek, ki pravi, da ima kljub predpostavki
pogojno normalne porazdelitve donosov (lahki repi) brezpogojna porazdelitev do-
nosov tipi£no teºje repe kot normalna. Ta rezultat ni presenetljiv, saj vzor£imo
iz normalne porazdelitve z varianco, ki se spreminja. Zaradi tega se brezpogojna
porazdelitev bolje ujema s podatki in da bolj²e rezultate pri oceni V aR.
2.2.2 ARCH/GARCH volatilnost
ARCH/GARCH modeli se uporabljajo za karakterizacijo in modeliranje £asovnih
vrst. Obi£ajno se uporabljajo pri modeliranju nan£nih £asovnih vrst, z obdobji
razli£nih volatilnosti (grupiranje volatilnosti). Naj bodo donosi X v £asu T po-
novno denirani kot v enakosti (14) in naj bo Zt zaporedje neodvisnih, enako poraz-
deljenih slu£ajnih spremenljivk z upanjem 0 in varianco 1. V GARCH(p,q) modelu
modeliramo pogojno varianco s











V najbolj splo²ni obliki je Z ∼ N(0, 1), torej so donosi porazdeljeni pogojno
normalno. Enako kot pri modeliranje volatilnosti z eksponentnimi uteºmi, tudi tu
pogojno normalno porazdeljenimi donosi pripeljejo do teºkih repov v brezpogojni
porazdelitvi. V primeru GARCH(1,1) modela, ki ga zapi²emo kot
Xt = σtZt; kjer so Zt ∼ N(0, 1) i.i.d.,





je mogo£e pokazati, da je pod dolo£enimi predpostavkami, ki veljajo v nancah,
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za ve£ino nan£nih £asovnih vrst ve£ja od 0 (0 ima normalna porazdelitev), to-
rej je porazdelitev bolj ostra. V primeru stacionarnega ARCH(1) modela, Xt =√
α0 + α1X2t−1Zt, z α0 > 0 in α1 ∈ (0, 2eγ), kjer je γ Eulerjeva konstanta so Em-
brechts, Kluppelberg in Mikosch 1997 pokazali, da je brezpogojna porazdelitev teº-
korepa.
ARCH/GARCH modeli torej dovoljujejo grupiranje volatilnosti (obdobja visoke
volatilnosti) in tudi teºke repe. GARCH(1,1) model za volatilnost σt indeksa NA-
SDAQ je prikazan na sliki 9. Predpostavke pogojne normalnosti lahko preverimo
s QQ grafom normaliziranih slu£ajnih spremenljivk Ẑt = Xt/σt. Slika 10 prikazuje
QQ graf slu£ajnih spremenljivk Ẑt v pogojno normalnem GARCH(1,1) modelu za
NASDAQ indeks. Iz slike ja razvidno, da je ujemanje v spodnjem repu slabo in ima
porazdelitev v spodnjem repu teºje repe kot normalna.
Slika 9: GARCH(1,1) volatilnosti σt za NASDAQ indeks.
e imajo slu£ajne spremenljivke Zt−n, . . . , Zt teºje repe kot normalna porazdeli-
tev, potem lahko model spremenimo tako, da dovoljuje teºkorepo pogojno porazde-
litev FXt+1|Ft . Eden takih modelov je ARMA-GARCH model, oblike
X2t = α0 +
r∑
i=1






kjer je εt = σtZt in so Zt neodvisne, enako porazdeljene slu£ajne spremenljivke z
upanjem 0, varianco 1 in teºkimi repi. Pogojna porazdelitev FXt|Ft−1 je torej podana
s slu£ajnimi spremenljivkami Zt. Z ARMA strukturo, podano z zvezo (15) lahko
27
2.2. Ocena parametrov
Slika 10: QQ graf pogojno normalnega GARCH(1,1) modela za NASDAQ indeks.
izra£unamo pogojno upanje E(Xt|Ft−1), z GARCH pa volatilnost preko formule











Za slu£ajne spremenljivke Zt lahko izberemo razli£ne porazdelitve. e so Zt
porazdeljene stabilno, potem je GARCH model za izra£un volatilnosti oblike







kjer je indeks stabilnosti α za pripadajo£o stabilno porazdelitev ve£ji od 1.
Za u£inkovit izra£un V aR moramo dobro modelirati porazdelitev slu£ajnih spre-
menljivk Zt v repih. Obstaja ve£ mer prilagajanja, ki nam pomagajo izbrati najbolj²i
model. Ena takih mer, ki meri prilagajanje porazdelitve v repu, je Anderson-Darling
(AD) statistika. Naj bo Femp(x) empiri£na parametri£na porazdelitev in Fhyp(x) hi-






S pomo£jo te statistike in ²e nekaterih so Panorska, Mittnik in Rachev, 1995
in Mittnik, Paolella in Rachev, 1997 pokazali, da je za zgornji model asimetri£na
stabilna porazdelitev najbolj²a za izra£un V aR pri visokih kvantilih.
e povzamem, imajo ARCH/GARCH modeli dve dobri lastnosti:
• Omogo£ajo grupiranje volatilnosti.
• Ker je volatilnost volatilna je brezpogojna porazdelitev teºkorepa. Kot smo
videli, je to tudi v primeru, ko je pogojna porazdelitev normalna.
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2.2.3 Ostale napovedi volatilnosti
Do sedaj so vsi modeli za napoved volatilnosti uporabljali zgodovinske podatke,
drug na£in pa je, da gledamo podatke za prihodnost. Tak primer je opcija, ki nam
da trºno oceno volatilnosti v prihodnosti. Volatilnost se oceni s pomo£je implicitne
volatilnosti, ki se izpelje iz Black Scholesove formule.
Predpostavke modela: Cena evropske nakupne opcije Ct = C(St, K, r, σ, T−t) je
nara²£ajo£a funkcija volatilnosti σ. Vrednost osnovnega nan£nega sredstva (angl.
stock price) St v £asu t, izvr²ilna cena (angl. strike price) K, obrestna mera r in £as
do zapadlosti T − t so znani v £asu t.
Ker je σ edini neznani parameter, lahko z opazovano trºno ceno Ct re²imo ena£bo
za σ. Tej oceni za σ re£emo (Black Scholes) imoplicitna volatilnost. Tak izra£un
volatilnosti ni optimalen. Dobljena volatilnost je odvisna od izvr²ilne cene in £asa
zapadlosti, bila pa naj bi konstantna. Za ksen £as zapadlosti je σ = σ(T − t,K),
kot funkcija odvisna od K, konveksna. Najbolj to£en rezultat dobimo, £e vzamemo
St = K, saj se s tako opcijo (angl. at-the-money-option) najbolj pogosto trguje.
2.3 Koherentne mere tveganja
Recimo, da bo neka nan£na pozicija v £asu T prinesla izgubo v velikosti X. X je
torej slu£ajna spremenljivka. L naj bo mnoºica vseh moºnih izgub. Mera tveganja γ
je denirana kot funkcija iz L→ R. γ(X) je najmanj²a vrednost, ki jo potrebujemo
za nadomestitev potencialne izgube X. Kdaj je mera tveganja koherentna, nam
pove spodnja denicija.
Denicija 2.2. Mera tveganja γ: L(Ω,F , P )→ R se imenuje koherentna, £e zado-
²£a naslednjim lastnostim:
• Translacijska invarianca (angl. Translation invariance).
∀x ∈ R, ∀X ∈ L∞ : γ(X + x) = γ(X) + x
e v portfelj dodamo denar, potem se njegovo tveganje zmanj²a za to vrednost.
• Subaditivnost (angl. Subadditivity):
∀X, Y ∈ ∞ : γ(X + Y ) ≤ γ(X) + γ(Y )
Tveganje unije portfeljev je manj²e od vsote tveganj posameznih portfeljev te
unije. Torej zdruºitev ne prina²a dodatnega tveganja. To je osnova za razpr-
²enost. e je mera subaditivna, potem smo lahko prepri£ani, da smo pravilno
ocenili skupno tveganje.
• Pozitivna homogenost (angl. Positive Homogeneity).
∀λ > 0, ∀X ∈ L∞ : γ(λX) = λγ(X)
Tveganje se spreminja z velikostjo pozicije. e pove£amo pozicijo za 2-krat,
potem bo tveganje 2-krat ve£je.
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• Monotonost (angl. Monotonicity).
∀X, Y ∈ L∞ : X ≤ Y ⇒ γ(X) ≤ γ(Y )
e so izgube portfelja X manj²e od izgub portfelja Y , potem je tveganje portfelja
X manj²e od tveganja portfelja Y.
Kot ºe omenjeno za V aR, ne drºi lastnost subaditivnosti. Dokaz sledi na dveh
konkretnih primerih.
Primer 2.2. Recimo, da imamo dva 10 milijonska kredita, oba s stopnjo nepla£ila
1,25 %. e kredit ni popla£an, potem dobimo vrnjeno med 0 % in 100 %, porazde-
ljeno enakomerno. e je kredit popla£an, potem je narejen prot v vi²ini 200000.
Zaradi enostavnosti predpostavimo, da je lahko le en kredit popla£an in ne oba hkrati.
Zanima nas V aR s stopnjo zaupanja 0,99. Porazdelitev dobi£ka/izgube je oblike:
• v 98,75 % prot v vi²ini 200000,
• v 1,25 % izguba. Velikost izgube je porazdeljena enakomerno.
Ker je pogojna porazdelitev izgube enakomerna, je v 80 % izguba ve£ja od 2000000.
Brezpogojna verjetnost, da je izguba ve£ja od 2000000 enaka 80 % od 1,25 %, kar je
ravno 1 4%. Iz tega sledi, da je VaR s stopnjo zaupanja 0,99 za posamezni kredit
enak 2000000.
Imejmo sedaj portfelj teh dveh kreditov. Oba kredita ne moreta biti hkrati popla-
£ana, torej je verjetnost nepla£ila 2,5 % (ali je popla£an eden z verjetnostji 1,25 %
ali pa drug z isto verjetnostjo).
Po podobnem postopku kot zgoraj dobimo, da je V aR celotnega portfelja 5800000
(izguba 6000000 minus 200000 prota od enega kredita). Od tu sledi, da je V aR(A)+
V aR(B) < V aR(A+B).
Primer 2.3. Naj bosta X in Y neodvisni enako porazdeljeni slu£ajni spremenljivki
oblike
X, Y ∼
100; p = 0,30; p = 0,97.
Recimo, da ra£unamo V aR pri stopnji zaupanja 99,5 %. Za slu£ajni spremenljivki
X in Y je enak 0. Vsota X + Y je porazdeljena
X + Y ∼
 0; p = 0,994 (0,97 ∗ 0,97)ostalo; p = 0,006.
V tem primeru je V aR vsote strogo ve£ji od 0, medtem ko je vsota obeh V aR enaka
0.
2.3.1 Pri£akovani izpad
Pri£akovani izpad je koherentna mera tveganja. Pravimo ji tudi pogojni V aR (angl.
conditional V aR) ali pogojno repno matemati£no upanje (angl. tail conditional
expectation). Pove nam, kako velike so v povpre£ju izgube, ko preseºejo V aR.
Torej nam da dodatne informacije o repu porazdelitve. Na pri£akovani izpad lahko
gledamo tudi kot na mero, ki meri, kako teºki so repi. Matemati£no deniramo
pri£akovani izpad kot pri£akovano izgubo pri pogoju, da je le ta ve£ja od V aR.
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Denicija 2.3. Naj bo X slu£ajna spremenljivka s porazdelitveno funkcijo FX , ki
predstavlja negativni dobi£ek in izgube (P&L) tvegane nan£ne pozicije v £asu τ .
Pri£akovani izpad je potem deniran kot
Sα(X) = E(X|X > V aRα(X)). (16)
Recimo, da ºelimo izra£unati tveganje nekega portfelja s pomo£jo simulacij. e
je ²tevilo simulacij enako 1000 in je α = 0,95, potem je V aR najmanj²a izmed
50 najve£jih vrednosti. Pripadajo£i pri£akovani izpad pa bi bil povpre£je teh 50
vrednosti.
Za razliko od V aR je pri£akovani izpad subaditiven in ima edino omejitev glede
porazdelitve X, da ima kon£en prvi moment. Za dokaz koherentnosti glej Embrechts
in Wang, (2015). Pri£akovani izpad lahko v teorijah portfelja uporabljamo namesto
standardnega odklona, £e je X porazdeljen normalno ali bolj splo²no elipti£no. Ven-
dar, ker pri£akovan izpad za razliko od standardnega odklona ne meri odstopanja
od povpre£ne vrednosti, deniramo
sα(X) = E(X|X > V aRα(X))− EX. (17)
S tem ko od²tejeno povpre£no vrednost, naredimo pri£akovan izpad bolj podoben
standardnemu odklonu σX =
√
E(X − EX)2. Klub temu pa mera tveganja sα ni
koherentna saj kr²i monotonost in translacijsko invarianco.
2.4 NASDAQ indeks
Uporabimo zgornje modele na indeksu NASDAQ. Naj bodo X1, . . . , Xn dnevni (ne-
gativni) donosi indeksa NASDAQ skozi £asovno obdobje 1971-2017. To da £asovno
vrsto z n = 11717 £asovnimi to£kami. Vse V aR modele v tem razdelku ra£unamo
za α = 0,99.
Normalni model
Klub temu da donosi indeksa niso porazdeljeni normalno (glej 1.2), vseeno upora-
bimo normalni model za izra£un V aR, da dobimo referenco za primerjavo z ostalimi
modeli. Najprej iz zgodovinskih podatkov ocenimo povpre£no vrednost in varianco.
Dobimo povpre£no vrednost −0,0354 in varianca 1,2527. Nato s pomo£jo zveze (8)
izra£unamo V aR = 2,95.
Ker starej²i podatki niso ve£ tako informativni kot novej²i, v drugem primeru ne
vzamemo cele zgodovine podatkov, vendar ocenimo vzor£no povpre£je in volatilnost
za zadnji dve leti opazovanj. V tem primeru je povpre£na vrednost −0,0463 in
varianca 1,0558. V tem primeru je VaR= 2,604.
Poleg V aR izra£unamo ²e pri£akovan izpad za oba primera s pomo£jo zveze (17).
Dobimo ESvsi podatki = 3,374 v prvem primeru in ESzadnji dve leti = 2,977 v drugem.
Student-t model
Podatkom prilagodimo Studentovo porazdelitev. S tem dobimo parametre porazde-
litve:
• povpre£na vrednost −0,1004,
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Slika 11: asovna vrsta dnevnih vrednosti indeksa NASDAQ in dnevnih donosov.
e je v £asu t vrednost indeksa Pt, potem je donos deniran kot 100 ln(Pt/Pt−1) in
izraºen v %. Na grafu je lepo razviden zlom ameri²ke borze leta 1987.
Slika 12: Primerjava normalnega modela z vsemi podatki, uporabljenimi za oceno
volatilnosti (zelena £rta), normalnega modela z zadnjima dvema letoma podatkov,
uporabljenimi za oceno volatilnosti (modra £rta), zgodovinskega modela (rde£a £rta)
in Studentovega modela (£rna £rta) za razli£ne stopnje zaupanja.
• varianca 0,6905,
• prostostne stopnje porazdelitve 2,5195.
Parametre uporabimo v enakosti (9). Dobimo V aR = 3,5672 in ES = 3,5672.
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Podobno kot pri normalnem modelu, tudi tu rezultat ni to£en, saj podatki
niso porazdeljeni Studentovo. Predpostavko Studentove porazdelitve preverimo s
Kolmogorov-Smirnov Studentovim testom. Le-ta zavrne ni£elno hipotezo, da so
podatki porazdeljeni Studentovo.
Zgodovinski model
Za izra£un uporabimo celotno £asovno vrsto podatkov. Uporabimo postopek opisan




Cilj vsakega upravljalca s tveganji je napovedovanje, upravljanje ekstremnih do-
godkov. Glavni problem je, da o teh dogodkih ne vemo veliko, zato jih je teºko
modelirati. Do sedaj smo spoznali dva tipa metod za upravljanje s teºkimi repi.
Prvi pristop je neparametri£en. Ni se nam bilo treba ukvarjati s porazdelitvijo in
uporabili smo le zgodovinske podatke. Pri drugem pa smo modelirani na²e podatke
z ºe znano teºkorepo porazdelitvijo, za katero smo menili, da se najbolj prilega
podatkom. Izbrali smo teºkorepo porazdelitev in uporabili ºe znane modele. V
nasprotju s tem teorija ekstremne vrednosti opi²e le maksimalno izgubo v nekem
£asovnem obdobju, torej modelira le ekstremne vrednosti v repu porazdelitve. Ko
enkrat modeliramo ta tveganja, jih lahko izmerimo. V na²em primeru bom za izra-
£un uporabljal V aR in pri£akovani izpad.
Teorijo ekstremnih vrednosti so najprej uporabljali v hidrologiji. Z njeno pomo-
£jo so ra£unali, kako visoke morajo biti morske pregrade, da varujejo naselja pred
stoletnimi viharji. V zadnjem £asu pa je vse bolj uporabna v nancah za apro-
ksimacijo ekstremnih kvantilov in repnih porazdelitev razli£nih nan£nih sredstev.
Poznamo dva postopka za modeliranje ekstremnih dogodkov:
• modeliranje maksimuma skupine slu£ajnih spremenljivk,
• modeliranje najve£jih vrednosti nad nekim visokim pragom.
3.1 Limitni izrek za maksimalno vrednost
Izrek Fisher-Tippet je eden temeljnih izrekov teorije ekstremne vrednosti. Ima enak
pomen za maksimum neodvisnih, enako porazdeljenih slu£ajnih spremenljivk, kot
ga ima centralni limitni izrek za vsoto neodvisnih, enako porazdeljenih slu£ajnih
spremenljivk.
Izrek 3.1. (Fisher-Tippet(1928)). Naj bo (Xn) zaporednje neodvisnih, enako poraz-
deljenih slu£ajnih spremenljivk s porazdelitveno funkcijo F . Naj boMn = max(X1, . . . , Xn).
e obstajajo normirane konstante cn > 0, dn ∈ R in neka porazdelitvena funkcija





3.1. Limitni izrek za maksimalno vrednost
potem ima H eno izmed naslednjih oblik:
Frechet Φα(x) =
 0 : x ≤ 0exp{−x−α} : x > 0 α > 0,
Weibull Ψα(x) =
exp{−(−x)α} : x ≤ 01 : x > 0 α > 0,
Gumbel Λα(x) = exp{e−x} x ∈ R.
Porazdelitvam Φα, Ψα, Λα pravimo tudi ekstremne porazdelitve. Izrazi zgoraj
so kumulativne porazdelitvene funkcije. Weibullova porazdelitev je ponavadi de-
nirana na denicijskem obmo£ju (0,∞), vendar pa je v kontekstu teorije ekstremne
vrednosti denirana na (−∞, 0). Zgornje porazdelitve so med seboj povezane:
X ∼ Φα ⇔ lnXα ∼ Λα ⇔ −1/X ∼ Ψα.
Zaradi te povezanosti jih lahko predstavimo z enim samim parametrom in dobimo
reparametrizirano verzijo, imenovano posplo²ena ekstremna porazdelitev (GEV).
Hξ(x) =
exp{−(1 + ξx)−1/ξ} : ξ 6= 0exp{−e−x} : ξ = 0, (18)
kjer je 1 + ξx > 0. Standardne ekstremne porazdelitve Φα, Ψα, Λα dobimo, £e za
parameter ξ vzamemo:
• Φα : ξ = α−1 > 0,
• Ψα : ξ = −α−1 < 0,
• Λα : ξ = 0.
Gostota teh porazdelitev je predstavljena na sliki 13. Parametru ξ pravimo
parameter oblike (angl. shape). Za vsako slu£ajno spremenljivko X ∼ FX in kon-
stante µ ∈ R, σ > 0, lahko dobimo porazdelitveno funkcijo slu£ajne spremenljivke





. Iz tega sledi, da lahko dodamo tudi zgornji






e velja Fisher-Tippetov izrek za porazdelitev F , re£emo, da porazdelitev F pri-
pada maksimalni domeni privla£nosti (angl. maximum domain of attraction) poraz-
delitve H in pi²emo F ∈MDA(H). Ve£ina porazdelitev v statistiki je v MDA(Hξ)
za nek ξ. e je F ∈ MDA(Hξ) in ξ = 0 ali F ∈ MDA(Hξ) in ξ < 0 potem je
F ozkorepa oziroma kratkorepa. Med ozkorepe porazdelitve (ξ = 0) spadajo nor-
malna porazdelitev, eksponentna porazdelitev, gama porazdelitev in lognormalna
porazdelitev. Med kratkorepe porazdelitve (ξ < 0) pa spada enakomerna zvezna
porazdelitev in beta porazdelitev. Teºkorepe porazdelitve, ki so domena privla£no-
sti Frechetove porazdelitve, so tiste F ∈ MDA(Hξ), ki imajo ξ > 0. So predvsem
uporabne v nancah, karakterizira pa jih izrek Gnedenka.
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Slika 13: Gostote posplo²enih ekstremnih porazdelitev Hξ. Weibull s ξ = −0,5
(levo), Gumbel z ξ = 0 (sredina), Frechet s ξ = 0,5.
Izrek 3.2. (Gnedenko(1943)) Porazdelitvena funkcija F ∈ MDA(H) za ξ > 0,
natanko tedaj, ko je F̄ (x) = 1 − F (x) = x−1/ξL(x) za neko po£asi se spreminjajo£o
funkcijo L.





= 1, ∀t > 0.
Sem spadajo Studentova porazdelitev, α-stabilna porazdelitev, Paretova poraz-
delitev. e je X ∼ F , z F ∈ MDA(H) in ξ > 0, potem so vsi momenti EXβ
neskon£ni za β > 1/ξ. Velja tudi, da ξ < 1 sovpada z α > 1, kjer je α kot v izreku
3.1.
3.2 Metoda blo£nih maksimumov
Metoda blo£nih maksimumov (angl. Block maxima) temelji na modeliranju ma-
ksimuma skupine slu£ajnih spremenljivk. Temelji na predpostavki, da so najve£je
vrednosti porazdeljene po Hξ,µ,σ. Za implementacijo te metode je potrebna velika
koli£ina podatkov. Naj bodo X1, X2, . . . , Xmn dnevni donosi. Najprej jih razdelimo
v m blokov velikosti n. Velikost blokov mora biti dovolj velika, da lahko za vsakega
od njih uporabimo limitni izrek za maksimalno vrednost. Najprej je treba v vsakem
bloku dolo£iti najve£jo vrednost. Ozna£imo M (j)n = max(X(j−1)n+1, ..., X(j−1)n+n)
za j = 1, . . . ,m. Imamo tri parametre porazdelitve ξ, µ, σ, ki jih moramo oceniti.
Eden od na£inov je s funkcijo najve£jega verjetja, ki temelji na ekstremi porazdeli-
tvi. tevilo blokov mora biti tudi dovolj veliko, da nam omogo£a razumno vrednost
ocenjenih parametrov. Tu nastane kompromis med pristranskostjo (angl. bias) in
varianco. e za kon£no mnoºico pove£amo ²tevilo blokov, potem se zmanj²a vari-
anca, £e pa pove£amo velikosti blokov, potem se pove£a pristranskost. Ko enkrat
s pomo£jo M (1)n , . . . ,M
(m)
n dolo£imo GEV model Hξ,µ,σ, lahko ocenimo kvantile, ki
nas zanimajo.
Predstavimo to na konkretnem primeru. Recimo, da je n = 261 trgovalnih dni
v letu. I²£emo R261,k, kar predstavlja dnevno izgubo, za katero pri£akujemo, da bo
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preseºena enkrat vsakih k let. Dan, v katerem je ta vrednost preseºena, imenujemo
dan preseºka, in leto, v katerem se je ta dan zgodil, leto preseºka. Ker vsebuje leto
preseºka vsaj en dan preseºka, nas ne zanima skupno ²tevilo dni preseºka v tem
letu. e bi nas zanimalo ²tevilo dni preseºka, bi morali upo²tevali, da so najve£je
vrednosti grupirane. Ker ºelimo, da je vrednost preseºena le enkrat v k letih, mora




























; ξ 6= 0,
(21)
kjer je x = (1/ξ)[(− ln y)−ξ − 1] inverzna funkcija funkcije y = exp{−(1 + ξx)}−1/ξ.
Za R261,k lahko tudi konstruiramo interval zaupanja s pomo£jo naravnega logaritma
funkcije verjetja (angl. log-likelihood).
Postopek: GEV porazdelitev Hξ,µ,σ je odvisna od treh parametrov. Iz enakosti
(21) izpostavimo µ. Dobimo posplo²eno ekstremno porazdelitev H, kot funkcijo,
odvisno od ξ, R261,k, σ. Nato iz Hξ,R261,k,σ izpeljemo logaritem funkcije verjetja
L(ξ, R261,k, σ|M1, ...,Mm) za na²ih m opazovanj. Naj bosta:
H0 : R261,k = r,
HA : R261,k ∈ R.
ni£elna in alternativna hipoteza asimptoti£nega testa verjetja. Naj bo Θ0 = (ξ ∈
R, R261,k = r, σ ∈ R+) omejen prostor parametrov in Θ = (ξ ∈ R, R261,k ∈ R, σ ∈
R+) neomejen prostor parametrov. Potem po Wilksovem izreku (za izrek in dokaz









∼ χ21 ko gre m→∞,
kjer je θ = (ξ, R261,k, σ) in χ21 hi-kvadrat porazdelitev z eno prostostno stopnjo.
Naj bosta L(ξ̂, r, σ̂) = supΘ0 L(θ|M1, ...,Mm) in L(ξ̂, R̂261,k, σ̂) = supΘ L(θ|M1, ...,Mm)
maksimalni vrednosti omejenega in neomejenega logaritma funkcije verjetja. Inter-
val zaupanja s stopnjo α je potem mnoºica{






Z drugimi besedami, to je mnoºica vseh r, za katere ne moremo zavre£i ni£elne
hipoteze za stopnjo zaupanja α.
Primer 3.1. Imamo 11717 podatkov o indeksu NASDAQ. Mnoºico podatkov razde-
limo na m = 46 blokov po pribliºno n = 261 dni. Ko ocenimo GEV porazdelitev
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Slika 14: GEV porazdelitevHξ̃,µ̃,σ̃ 46 letnih maksimalnih donosov indeksa NASDAQ.
s funkcijo najve£jega verjetja, dobimo ξ̃ = 0,3037, µ̃ = 3,045 in σ̃ = 1,601. Iz
vrednosti za ξ̃ dobimo α̃ = 1/ξ̃ = 3,14, kar je v pri£akovanju s nan£nimi podatki.
S slike 14 je razvidno, da se GEV ne ujema optimalno. e vzamemo za k = 20,
dobimo oceno za raven donosa za 20 let R̂261,20 = 10,76 %. Izra£unane vrednosti
lahko razberemo tudi iz grafa 15.
3.3 Metoda maksimalnih blokov in stresno testira-
nje
Za potrebe stresnega testiranja (najslab²i moºni scenarij) nas zanimajo visoki kvan-
tili porazdelitve dnevnih donosov F in ne visoki kvantili porazdelitveMn. Ker znamo
izra£unati kvantil porazdelitve Mn, uporabimo to za izpeljavo kvantila porazdelitve
F . e so slu£ajne spremenljivke Xi ∼ F porazdeljene zvezno imamo:
P (Mn ≤ Rn,k) = 1−
1
k
Predpostavimo sedaj, da so slu£ajne spremenljivke Xi neodvisne in enako porazde-
ljene. Potem sledi:
P (Mn ≤ Rn,k) =
(
P (X ≤ Rn,k)
)n
,
kjer je X ∼ F in torej






Iz tega sledi, da je (1 − 1/k)1/n kvantil porazdelitve F kar Rn,k. Recimo, da
ºelimo za potrebe stresnega testiranja izra£unati V aR pri visokem kvantilu. Velikost
bloka n je ksirana, tako da je edini prosti parameter raven donosov k. α kvantil
porazdelitve F , xα = F−1(α), lahko izra£unamo iz enakosti (22) tako, da izberemo
α = (1− 1/k)1/n. Iz tega sledi





3.4. Metoda vrhov nad pragom
Slika 15: Krivulja naravnega logaritma funkcije verjetja za R261,20 za indeks NA-
SDAQ. Na abscisni osi so prikazane ravni donosov (v %), na ordinatni osi pa logari-
tem funkcije verjetja. To£kovna ocena R̂261,20 = 10,76 % je maksimum krivulje. 95
% interval zaupanja je izra£unan s pomo£jo logaritma funkcije verjetja in je (6,79
%, 21,1 %).
Uporabimo to spet na indeksu NASDAQ. Izbor k = 20 prinese α = 0,9998 in
ˆV aRα=0,9998(X) = R̂261,20 = 10,76 %. V praksi je podan α, iz katerega izra£unamo
k = 1/(1 − αn). Nato z enakostjo (21) izra£unamo Rn,k in s tem tudi V aRα(X) =
Rn,k.
V izpeljavi smo predpostavili neodvisnost, ki pa ni realisti£na v nancah. V
najbolj²em primeru je porazdelitev F stacionarna.
3.4 Metoda vrhov nad pragom
Metoda vrhov nad pragom (angl. Peaks over Treshold Method) je modernej²a me-
toda modeliranja ekstremnih dogodkov. Ne osredoto£a se samo na najve£je dogodke,
ampak na vse dogodke, ki so ve£ji od nekega visokega praga. Osredoto£ili se bomo
na dva pristopa:
• semiparametri£ni pristop, ki temelji na Hillovi oceni repnega indeksa,
• parametri£ni pristop, ki temelji na Paretovi porazdelitvi.
3.4.1 Semiparametri£ni pristop
Spomnimo se, da je FX maksimalna domena privla£nosti Frechetove porazdelitve,
£e velja F̄ (x) = 1 − F (x) = x−αL(x) za neko po£asi spreminjajo£o funkcijo L.
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Predpostavimo, da je FX porazdelitvena funkcija izgub skozi neko £asovno obdobje,
za katero bi radi izra£unali V aR. Zaradi enostavnosti predpostavimo ²e, da so velike
izgube porazdeljene s Paretovo porazdelitvijo oblike
P (X > x) = cx−α , α > 0, x > x0. (24)
V semiparametri£nem pristopu izra£unamo V aR s pomo£jo Hillove cenilke za α in
vrstilnih statistik zgodovinskih podatkov.
Naj bodo X(1) ≥ X(2) ≥ . . . ≥ X(n) vrstilne statistike zgodovinskega vzorca
velikosti n. Predpostavimo, da so neodvisne, enako porazdeljene s porazdelitveno
funkcijo FX . e je X porazdeljena v repu s Paretovo porazdelitvijo in je X(k+1)

















oceno zgornjega repa porazdelitvene funkcije FX





za x > X(k+1).
Iz zgornje formule lahko izrazimo spremenljivko x in jo zapi²emo kot funkcijo, odvi-
sno od F̂X(x). Torej £e ksiramo q = F̂X(x), dobimo x = V̂ aRq(X). Za q izberemo




= 1 − k/n. Od tu dobimo
cenilko za V aR







Zgornja formula je skozi X(k+1) odvisna od k, od velikosti vzorca n in od α̂. Za












V primeru, ko imamo neodvisne, enako porazdeljene slu£ajne spremenljivke in za ne-
katere stacionarne procese, je cenilka α̂(Hill) konsistentna in asimptoti£no normalna.
S tem smo re²ili problem izbire α. Za izra£un V aRq(X) pa potrebujemo ²e prag
X(k+1), torej k. Eden od na£inov za izbor optimalnega k je s pomo£jo dvostopenj-
skega zankanja (angl. two stage bootstrap method).
Najbolj osnovna tehnika izbora optimalnega praga, je s konstrukcijo Hillovega
grafa {(k, α̂(Hill)k,n ) : k = 1, ..., n − 1}. Optimalen k in s tem α̂
(Hill)
k,n je na grafu kot
zadnji k, kjer se graf stabilizira. To je res, ker je v primeru Paretove porazdelitve,
dolo£ene s (24) α̂(Hill)n−1,n cenilka najve£jega verjetja za α. V bolj splo²nem primeru
1− F (X) ∼ x−αL(x), x→∞, α > 0, (27)
kjer je L po£asi spreminjajo£a funkcija, iz Hillovega grafa teºko razberemo optimalen













najmanj²e celo ²tevilo, ve£je od nθ.
Dobra lastnost tega grafa je, da raztegne levo stran originalnega Hillovega grafa, ki
pripada manj²im vrednostim k. Tako je izbor optimalnega k laºji. Za primerjavo
obeh grafov za indeks NASDAQ glej sliko 16.
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Slika 16: Hillovi gra za indeks NASDAQ. Levo: Hillov graf {(k, α̂(Hill)k,n ) : k =






: 0 ≤ θ ≤ 1
}
. Iz Hillovega grafa
teºko karkoli razberemo, medtem ko lahko iz AltHillovega graf razberemo oceno
α̂AltHill ≈ 3.
3.4.2 Parametri£ni pristop
Pri parametri£nem pristopu uporabimo posplo²eno Paretovo porazdelitev (GDP) in






)−1/ξ : ξ 6= 0
1− exp(− ξ
β
) : ξ = 0,
kjer je β > 0 dodatni parameter. Denicijsko obmo£je je x ≤ 0 za ξ ≤ 0 in
0 ≤ x ≤ −β/ξ za ξ < 0. Porazdelitev je teºkorepa za ξ > 0. Porazdelitve za β = 1
so prikazane na sliki 17.
Denicija 3.2. Naj bo F porazdelitvena funkcija slu£ajne spremenljivke X in naj
ima X kon£no desno to£ko xF = sup{x ∈ R | F (x) < 1} ≤ ∞. Za vsak u > xF
deniramo preseºno porazdelitveno funkcijo kot
Fu(x) = P (X − u ≤ x | X > u) za 0 ≤ x ≤ xF − u. (28)
Povpre£ni preseºek je potem
eX(u) = E(X − u | X > u). (29)
Recimo, da X presega u, potem je Fu(x) verjetnost, da ga ne presega za ve£ kot
x. e je 0 ≤ x < xF − u, potem lahko Fu(x) izrazimo s porazdelitveno funkcijo F
Fu(x) =
F (u+ x)− F (u)
1− F (u)





Naslednji izrek je drugi osnovni izrek EVT in poveºe Fu s GPD skozi maksimalno
domeno privla£nosti GEV porazdelitve.
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Slika 17: GPD porazdelitvene funkcije G(ξ, β), vse za β = 1. Levo: ξ = −0,5 ,
sredina: ξ = 0, desno: ξ = 0,5, ki ustreza osnovni Paretovi porazdelitvi z α = 2.







za neko pozitivno funkcijo β.
Izrek pravi, da lahko preseºno porazdelitveno funkcijo Fu zamenjamo s GPD
porazdelitvijo G, ko je u zelo velik. e uporabimo zvezo (28), lahko zapi²emo
F̄ (x) = F̄ (u)F̄u(x− u) (30)
za x > u. Ker smo predpostavili, da je u dovolj velik, lahko Fu aproksimiramo z






















za vse x > u (31)
in nato iz tega porazdelitveno funkcijo F (x) s
F̂ (x) = 1−
∧







za vse x > u. (32)
Zaradi takega na£ina aproksimacije lahko ekstrapoliramo izven razpoloºljivih po-
datkov in tako obravnavamo potencialne katastrofalne dogodke, ki se ²e niso zgodili.
Potem ko je prag u izbran, lahko parametra ξ in β posplo²ene Paretove po-
razdelitve Gξ,β(u) ocenimo s funkcijo najve£jega verjetja. Naj bodo Xi1 , . . . , Xik
opazovanja, ki presegajo u. V funkciji najve£jega verjetja zato uporabimo to£ke
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Xi1 − u, . . . , Xik − u. e prej pa je treba izbrati optimalen u. Pri izbiri optimalnega
u se spet sre£amo s kompromisom med pristranskostjo in varianco. Po navadi se
za izbiro uporabi graf povpre£nega preseºka (u, eX(u)). Graf povpre£nega preseºka
temelji na spodnjem izreku.
Izrek 3.4. Naj bo X porazdeljen s GPD porazdelitvijo s ξ < 1 in β. Potem za




, β + ξu > 0.
Omejitev ξ < 1 pomeni, da ima teºkorepa porazdelitev vsaj kon£no matemati£no
upanje.
Graf povpre£nega preseºka prikazuje povezavo med pragom u in povpre£nim pre-
seºkom. e je prag u dovolj velik, da lahko Fu aproksimiramo z Gß,β(u), potem je
po izreku 3.4 graf povpre£nega preseºka linearna funkcija parametra u. Z grafom
povpre£nega preseºka je zato moºno preveriti vrednosti u, pri katerih to drºi. Op-
timalen u je potem najmanj²a vrednost, pri kateri se za£ne linearna povezava. V






Ko enkrat izberemo optimalen u, dobimo oceno repne porazdelitve z zvezo (31). Za
indeks NASDAQ se za£ne linearnost pri majhnih vrednostih, zato izberemo u = 1,2
(glej sliko 18), ki pripada 95 % porazdelitve donosov indeksa NASDAQ.
Za izra£un V aRα(X) le obrnemo enakost (32) in dobimo











Poleg izra£una V aR ºelimo s pomo£jo na²ega GPD modela najti tudi oceno za
pri£akovani izpad. Spomnimo se denicije pri£akovanega izpada (14) ter povpre£-
nega preseºka (29), iz katerih dobimo
Sα(X) = V aRα(X) + eX(V aRα(X)).
Ker smo preseºno porazdelitveno funkcijo aproksimirali z GPD porazdelitvijo Gξ,β(u)
s ξ < 1, lahko s pomo£jo izreka 3.4 dobimo za V aRα(X) > u
Sα(X) = V aRα(X) +
β + ξ(V aRα(X)− u)
1− ξ
=
β + V aRα(X)− ξu
1− ξ








kjer je x̂α = V̂ aRα(X) dobljen iz enakosti (31). Kot pri metodi maksimalnih blokov,
lahko tudi tu interval zaupanja za VaR in pri£akovani izpad konstruiramo s pomo£jo
logaritma funkcije najve£jega verjetja.
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Slika 18: Slika vzorca povpre£nega preseºka za indeks NASDAQ.
3.4.3 EVT in NASDAQ indeks
Da bomo prikazali, kako uporaben je EVT v upravljanju s tveganji, ga bomo upo-
rabili na primeru indeksa NASDAQ. Spet naj bodo X1, . . . , Xn dnevni (negativni)
donosi indeksa NASDAQ skozi £asovno obdobje 1971-2017. To da £asovno vrsto z
n = 11717 £asovnimi to£kami.
Vrednosti in donosi v tem £asovnem obdobju so predstavljeni na sliki 11. Naj
bodo X(1) ≤ . . . ≤ X(n) pripadajo£e vrstilne statistike. Recimo, da nas zanima VaR
in pri£akovan izpad pri visokih kvantilih za donose indeksa. Da lahko uporabimo
izrek 3.1, moramo predpostaviti, da so {Xi}ni=1 neodvisne in enako porazdeljene.
Nato lahko uporabimo izrek 3.3 in modeliramo rep preseºne porazdelitve Fu s GPD
porazdelitvijo Gξ,β. Ko imamo rep preseºne porazdelitve, lahko s (30) dobimo po-
razdelitev F (x) za x > u. Prag u dobimo s pomo£jo izreka 3.4 in grafa povpre£nega
preseºka. Kot ºe omenjeno, je to prikazano na sliki 18 in je u = 1,2 %. Iz tega dobimo
k = 1214 opazovanj, ki jih lahko uporabimo za oceno parametrov GPD porazdelitve
s funkcijo najve£jega verjetja. Dobimo ξ = 0,1965 in β = 0,8818. Prileganje modela
preverimo s QQ grafom, ki je prikazan na sliki 19. Ker se model dobro ujema, ga
sprejmemo. Nato s pomo£jo (33) in (34) izra£unamo V aR in pri£akovan izpad za
visoke kvantile α. Rezultat je prikazan na sliki 20 (polna £rta). e bi predpostavili,
da so opazovanja porazdeljena normalno (£rtkana £rta), bi podcenili tako V aR kot
pri£akovan izpad pri visokih kvantilih.
44
3.4. Metoda vrhov nad pragom
Slika 19: Levo: GPD porazdelitev s ξ = 0,1965 in β = 0,8818, ki se ujema z
donosi indeksa NASDAQ nad pragom u = 1,2 %(polna, rde£a krivulja), in empiri£na
krivulja (to£kasta krivulja). Desno: QQ graf vzor£nih kvantilov proti kvantilom
modelirane GPD porazdelitve.
Pod predpostavko normalne porazdelitve dobimo za stopnjo zaupanja α = 0,99
V̂ aRα(X) = 2,604 %, pod predpostavko GPD porazdelitve pa V̂ aRα(X) = 7,569
%. Pri pri£akovanem izpadu je razlika ²e ve£ja. Pri normalnem modelu dobimo
Ŝα(X) = 2,977 %, pri GPD modelu pa Ŝα(X) = 10,22 %. Ti rezultati so pri£akovani,
saj pod predpostavko normalne porazdelitve velja naslednja neenakost
Sα
V aRα
→ 1 ko gre α→ 1−1,





ko gre α→ 1−1.
Ti rezultati kaºejo na to, da sta pri visokih kvantilih VaR in pri£akovani izpad pod
predpostavko normalne porazdelitve primerljiva, medtem ko je pri GPD porazdelitvi
s ξ < 1 pri£akovani izpad manj²i od V aR.
3.4.4 Model GARCH-EVT
Za uporabo izrekov 3.1 in 3.3 mora veljati neodvisnost in enaka porazdelitev donosov
{Xi}i∈Z. Vendar pa je iz slik 11 in 21 razvidno, da te predpostavke niso realisti£ne.
Za £asovno vrsto donosov je zna£ilno grupiranje volatilnosti oziroma heteroskeda-
sti£nost. Zaradi heteroskedasti£nosti je v obdobjih visoke volatinosti prag u bolj
pogosto preseºen, kar pogosto pripelje do tega, da je parametre porazdelitve GPD
teºko oceniti. V tem poglavju bomo raz²irili EVT metodologijo na model, ki omo-
go£a stohasti£no volatilnost nan£ne £asovne vrste. Iz razdelka 2.2.2 povzemimo
standardni GARCH(1,1) model
Xt = σtZt; kjer so Zt ∼ N(0, 1) i.i.d., (35)






3.4. Metoda vrhov nad pragom
Slika 20: Ocena tveganja indeksa NASDAQ za razli£ne vrednosti α. Levo: V aR
za GPD model (polna £rta) in normalni model (pik£asta £rta). Desno: Pri£akovani
izpad za GPD model (polna £rta) in normalni model (pik£asta £rta). Parametri
GPD porazdelitve so modelirani s funkcijo najve£jega verjetja za 30 let podatkov.
Vzor£no povpre£je in volatilnost sta izra£unana z enakostjo (11) za zadnji 2 leti
opazovanj.
Ker je volatilnost v £asu t+ 1, σt+1, znana v £asu t, imamo
V aRα(Xt+1 | Ft) := inf{x ∈ R | FXt+1|Ft(x) ≤ α}
= σt+1, zα,
(37)
kjer je zα = F−1Z (α). Enak argument nam da pogojni pri£akovan izpad
Sα(Xt+1|Ft) := E(Xt+1|Xt+1 > V aR(Xt+1|Ft),Ft) = σt+1E(Z|Z > zα).
Ponavadi so slu£ajne spremenljivke FZ porazdeljene normalno. Iz slik 10 in 22 je
razvidno, da v tem primeru vseeno lahko podcenimo porazdelitev v repu. Ko imamo
opravka s pogojno normalno porazdelitvijo, lahko izra£unamo V aR in pri£akovani
izpad v dveh korakih. Najprej uporabimo GARCH(1,1) model za volatilnost £asovne
vrste {Xt}. S tem se re²imo grupiranja volatilnosti in dobimo £asovno vrsto slu£aj-
nih spremenljivk Zt = Xt/σt, ki jih imenujemo spremenjene vrednosti. Na drugem
koraku uporabimo EVT za modeliranje repov porazdelitev slu£ajnih spremenljivk
Zt. S tema dvema korakoma se bolj pribliºamo predpostavkam izrekov 3.1 in 3.3, ki
jih osnovna £asovna vrsta ni izpolnjevala. Spet predstavimo zgoraj opisano meto-
dologijo na primeru indeksa NASDAQ. Vzamemo najbolj volatilno obdobje, dolgo
1000 dni, ki se kon£a februarja 2001.
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• Naj bodo (xt−n+1, . . . , xt−1, xt) dnevni donosi indeksa NASDAQ. Vzamemo
vzorec velikosti n = 1000 in s pomo£jo psevdo funkcije najve£jega verjetja
(angl. Pseudo-maximum likelihood) ocenimo parametre θ̂ = (α̂0, α̂1, β̂1) v
zvezi (36). Pri tem predpostavimo, da je FZ v enakosti (35) normalna. Vektor
parametrov θ̂ je odvisen od porazdelitve (Xt−n+1, . . . , Xt−1, Xt), ki je stacio-
narna, in od porazdelitve FZ , ki jo uporabimo za izra£un funkcije najve£jega
verjetja.
• Dobimo model spremenjenih vrednosti
(zt−n+1, ..., zt−1, zt) = (xt−n+1/σ̂t−n+1, ..., xt−1/σ̂t−1, xt/σ̂t).
e ºelimo, da je model stabilen, potem morajo biti slu£ajne spremenljivke {zi}
neodvisne in enako porazdeljene. Odvisnost preverimo s pomo£jo avtokorela-
cije, ki je matemati£no orodje, s pomo£jo katerega najdemo vzorce v podatkih.
Pogledamo grafe avtokorelacijske funkcije za £asovno vrsto donosov in za spre-
menjene vrednosti. Na grafu avtokorelacijske funkcije predstavljajo navpi£ne
£rte posamezne zamike (angl. leg). Vi²ina teh £rt predstavlja vrednost avtoko-
relacijske funkcije. e vrednost avtokorelacijske funkcije za posamezen zamik
pade izven vodoravne £rtkane £rte, potem je vrednost tega zamika statisti£no
zna£ilna, kar nakazuje na avtokorelacijo. Na sliki 21 je razvidno, da £e pred-
postavka neodvisnosti in enake porazdelitve ne drºi za £asovno vrsto donosov,
potem drºi za spremenjene vrednosti {zi}. Donosi izgledajo nekorelirani, saj
so avtokorelacije znotraj intervala, medtem ko to ne drºi za njihove kvadrate.
Torej sledi, da so donosi odvisni. Avtokorelacijske funkcije GARCH spreme-
njenih vrednosti in njihovih kvadratov so znotraj intervala, torej so GARCH
spremenjene vrednosti nekorelirane. Zato so GARCH spremenjene vredno-
sti bolj primerne. Neodvisnosti in enako porazdelitv lahko preverimo tudi s
testom Ljung-Boxa.
• Iz QQ grafa (glej sliko 22) je razvidno, da je rep porazdelitve spremenjenih vre-
dnosti teºji kot pri normalni porazdelitvi. Za nove vrednosti (zt−n+1, . . . , zt−1, zt)
nato uporabimo model EVT. Naj bodo z(1) ≤ . . . ≤ z(n) vrstilne statistike
vzorca spremenjenih vrednosti. Izberemo prag u = 1, 79, ki ponovno pripada
95 % porazdelitve spremenjenih vrednosti. Ostane nam k = 50 opazovanj
(z(n−k+1), . . . , z(n)), iz katerih ocenimo s funkcijo najve£jega verjetja parame-
tre GPD porazdelitve. Dobimo ξ = 0,323 in β = 0,364.
Rezultat ξ = 0,2675 predstavlja teºje repe kot pa ξ = 0,1965, ki smo ga dobili v
razdelku 3.4.3. Pri tem je treba poudariti, da smo tu vzeli za vzorec 1000 najbolj
volatilnih dni indeksa NASDAQ, medtem ko smo v razdelku 3.4.3 vzeli podatke o
indeksu za skoraj 46 let, kjer pa je bil indeks manj volatilen (glej sliko 11).
Ker je model stacionaren, lahko uporabimo ocenjene GARCH parametre za iz-
ra£un ˆσt+1|Ft. Vrednost prihodnje volatilnosti spet izra£unamo z zvezo (36). Nato
lahko z zα, ki pripada GPD porazdelitviGξ,β in zvezo (37) izra£unamo V̂ aRα(Xt+1|Ft).
Vendar pa v praksi £asovna vrsta ni vedno stacionarna. Model v tem primeru kali-
briramo s pomo£jo najnovej²ih podatkov.
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Slika 21: Gra avtokorelacijskih funkcij: donosi (levo zgoraj), kvadrat donosov (levo
spodaj), GARCH spremenjene vrednosti (desno zgoraj), kvadrat GARCH spreme-
njenih vrednosti (desno spodaj). Vzorec je sestavljen iz n = 1000 dnevnih donosov
indeksa NASDAQ do februarja 2001. Vodoravne £rte ozna£ujejo 95 % interval zau-
panja (±1,96/
√
n), ki predstavlja Gaussov beli ²um.
Slika 22: QQ graf modela z normalno porazdeljenimi donosi (levo) in QQ graf




V modelih za izra£un V aR je uporabljenih veliko predpostavk, ki zniºujejo njihovo
natan£nost. Ve£je kot je ²tevilo predpostavk, manj je natan£en model, saj ponavadi
ne odraºa dejanskih razmer na trgu. Model je v tem primeru natan£en le za to£no
dolo£ene podatke, ki jih predpostavlja. Zaradi tega je treba V aR modele preizku-
siti na realnih zgodovinskih podatkih. Tak test se imenuje zgodovinski test (angl.
backtest).
Rezultat testiranja zgodovinskega testa je odvisen od izbire portfelja. Kandidat
za portfelj je ksni portfelj, ki se ne spreminja skozi testiranje in najbolje opi²e
faktorje tveganja. Lahko se zgodi, da model prestane test za portfelj A, in ga za-
vrne za portfelj B, kjub temu da imata oba enake faktorje tveganja. Za testiranje
potrebujemo dovolj podatkov, saj se v nasprotnem primeru lahko zgodi, da test ne
zavrne neto£nega VaR modela. Ker potrebujemo veliko ²tevilo neprekrivajo£ih se
podatkov, se test ponavadi izvaja na dnevnih podatkih. Zato predpostavimo, da
imamo v nadaljevanju zadostno ²tevilo dnevnih podatkov za vse faktorje tveganja
(Alexander 2008b).
Najprej dolo£imo velikost vzorca T in napovedni horizont h, za katerega ra£u-
namo V aR. V aR nato ra£unamo po metodi drse£ega okna. Vzorec premikamo po
vseh podatkih in sproti ra£unamo V aR. Za£nemo na za£etku pri najstarej²ih zgo-
dovinskih podatkih in se pomikamo proti novej²im, tako da ne pride do prekrivanja
testnega vzorca. Metoda je prikazana na sliki 23. Spodnja odebeljena £rta predsta-
vlja celotne podatke, tanka £rna £rta predstavlja vzorec, siva £rta pa testni vzorec,
ki je odvisen od izbire napovednega horizonta h (Alexander 2008b).
Slika 23: Metoda drse£ega okna
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Ker smo izbrali velikost vzorca T , lahko na tem mestu prvi£ z modelom izra-
£unamo V aR. Nato izra£unamo dejansko vrednost oz. donos na testnem vzorcu
(T, T + h). Vsaki£, ko je dejanska vrednost na testnem vzorcu ve£ja od izra£una-
nega V aR na za£etku testnega vzorca, ²tejemo za kr²itev, v nasprotnem primeru
za ujemanje. Vzorec nato premaknemo za h obdobij naprej. Pri tem pazimo, da se
testna vzorca ne prekrivata med seboj. Proceduro ponovljamo do konca podatkov
in kr²itve spravljamo v £asovno vrsto (Alexander 2008b).
Model nato ocenimo na podlagi ²tevila kr²itev. Najbolj enostaven test je primer-
java deleºa kr²itev glede na ²tevilo primerjanj. Ocena natan£nosti sloni na predpo-
stavki, da primerjave med napovednim V aR in pravo vrednostjo generira neodvisni
Bernoullijev proces, kjer so z 1 ozna£ene kr²itve in z 0 ujemanje. Deniramo indi-
katorsko funkcijo
Iα,t+h =
1; Yt+h > V aRα,t0; sicer ,
kjer slu£ajna spremenljivka Yt+h predstavlja pravo vrednost na intervalu (t, t + h).
e je model natan£en in slu£ajne spremenljivke Yα,t sledijo neodvisnemu Bernoulli-
jevemu procesu, potem je ²tevilo kr²itev porazdeljeno Bernoullijevo s parametroma
n (²tevilo primerjanj) in 1 − α (verjetnost kr²itve na posameznem koraku). Pov-
pre£no ²tevilo kr²itev je potem n(1−α), varianca pa nα(1−α). Nato konstruiramo
interval zaupanja za ²tevilo ujemanj:(
n(1− α)− 1,96
√





e dejansko ²tevilo kr²itev leºi znotraj intervala, potem ozna£imo model kot neu-
strezen, v nasprotnem primeru kot ustrezen (Alexander 2008b).
Test brezpogojnega kritja
Test brezpogojnega kritja (angl. Unconditional coverage test) tudi temelji na ²tevilu
kr²itev. Je test ni£elne hipoteze, da V aR model natan£no napoveduje pri£akovani α
kvantil porazdelitve donosov portfelja . Torej, da ima zgoraj denirana indikatorska






kjer je πexp pri£akovan deleº kr²itev, πobs izra£unan deleº dejanskih kr²itev, n1 ²tevilo
dejanskih kr²itev, n1 ²tevilo ujemanj in n ²tevilo vseh primerjanj. Torej je πobs = n1n
in πexp = α. Pri tem ima−2LR asimptoti£no porazdelitev χ2(1) (Alexander 2008b).
4.1 Testiranje modelov in indeks NASDAQ
Za testiranje uporabimo metodo drse£ega okna z velikostjo vzorca T = 5000 in
napovednim horizontom h = 1. Testiramo:
• normalen model,
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Tabela 4 prikazuje procent kr²itev, ki so se zgodile med testiranjem razli£nih
modelov. Modele najprej primerjajmo glede na najenostavnej²i test, ki temelji na
deleºu kr²itev glede na ²tevilo primerjanj. Najprej opazimo, da so modeli, pri katerih
je uporabljen GARCH lter bolj natan£ni. Najbolj natan£en je model EVT, sledi
Studentov, nato zgodovinski, najslab²e rezultate pa po pri£akovanjih da normalen
model.
Natan£nost modelov preverimo tudi z testom brezpogojnega kritja. Edino za oba
modela EVT in pa Studentov-GARCH model ne moremo zavrniti ni£elne hipoteze
pravilnega ²tevila kr²itev. Torej so edino ti modeli dovolj natan£ni.
Po drugi strani pa ²tevilo kr²itev samo po sebi ne pove veliko o natan£nosti
modela. Model ima lahko majhno ²tevilo kr²itev, tudi £e precenimo VaR. Tudi v
tem primeru model ni natan£en. Zato je treba oceniti natan£nost modelov s pomo£jo
grafov.
Na sliki 24 so prikazani rezultati testiranj za vse modele brez GARCH ltra, na
sliki 25 pa rezultati testiranj modelov z GARCH ltrom. Iz teh slik zopet vidimo
prednost pri modelih z GARCH ltrom. Na slikah 26, 27, 28, 29 so nato predsta-
vljene kr²itve posameznih modelov glede na metodo in porabo GARCH ltra.
Dejansko ²tevilo kr²itev Procent kr²itev
Normalen VaR model 195 0,022
Normalen-GARCH VaR model 169 0,019
Zgodovinski VaR model 183 0,021
Studentov VaR 158 0,018
Studentov-GARCH VaR 128 0,015
EVT VaR 83 0,009
GARCH-EVT VaR 62 0,007
Tabela 4: Natan£nost razli£nih V aR modelov
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Slika 24: Graf testiranja razli£nih modelov pri stopnji zaupanja α = 0,99.
Slika 25: Graf testiranja razli£nih GARCH modelov pri stopnji zaupanja α = 0,99.
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Slika 26: Grafa kr²itev normalnega modela in GARCH-normalnega modela pri sto-
pnji zaupanja α = 0,99.
Slika 27: Graf kr²itev zgodovinskega modela pri stopnji zaupanja α = 0,99.
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Slika 28: Grafa kr²itev Studentovega modela in GARCH-Studentovega modela pri
stopnji zaupanja α = 0,99.




Teºki repi, VaR in ra£unalni²ka
programska oprema
Obstaja ve£ ra£unalni²ke programske opreme za izra£un V aR in za teºkorepe po-
razdelitve. Za svoje izra£une sem uporabil programski jezik R. Paketi, ki sem jih
porabil in ostali uporabni paketi na tem podro£ju:
• Paket heavy. Vsebuje funkcije za robustno oceno za teºkorepe porazdelitve.
• Paket evd. Ustvarjen je bil za ekstremne porazdelitve (gostota porazdelitev,
kvantili, simulacije ...), vendar je bil raz²irjen in sedaj vklju£uje statisti£no mo-
deliranje s cenilko najve£jega verjetja za modele EVT. Omogo£a tudi gra£no
diagnostiko modelov.
• Paket fExtremes. Funkcije za analiziranje ekstremnih dogodkov nan£nih
£asovnih vrst. Vsebuje predobdelavo podatkov, analizo podatkov, metodo
vrhov nad pragom, metodo maksimalnih blokov, oceno V aR in pri£akovanega
izpada.
• Paket evir. Podobno kot paket fExtremes vsebuje funkcije iz teorije ekstremne
vrednosti. Poleg tega vsebuje tudi posplo²ene ekstremne porazdelitve.
• Paket PerformanceAnalytics. Ekonometri£ne funkcije za analizo tveganja.
Cilja predvsem na ne-normalno porazdeljene donose.
• Paket fAssets. Funkcije za upravljanje, raziskovanje in analizo nan£nih sred-
stev.
• Paket fPortfolio. Funkcije za analizo in optimizacijo portfelja.
• Paket ghyp. Vsebuje funkcije za delo s posplo²enimi hiperboli£nimi porazdeli-
tvami, normalno porazdelitvijo, Studentovo porazdelitvijo. Predvsem vsebuje
postopke za prilagajanje porazdelitve podatkom, AIC oceno kvalitete modela,
funkcije za izra£un gostote porazdelitve, kvantilov, pri£akovan izpad in po-
dobno.
• Paket actuar. Vsebuje funkcije, primerne za aktuarsko delo: modeliranje
porazdelitve izgube, teorije tveganja, simulacij sestavljenih hierarhi£nih mo-





V prvem delu magisterske naloge sem pred ra£unanjem tveganja z VaR preveril
predpostavko teºkih repov v nancah na primeru indeksa NASDAQ. S pomo£jo
empiri£nih dokazov sem dokazal, da donosi indeksa NASDAQ niso porazdeljeni nor-
malno, temve£ s porazdelitvijo s teºkimi repi. To so potrdili QQ graf, J-B test
za normalnost, sama primerjava gostote porazdelitve z normalno porazdelitvijo in
pa primerjava opisnih statistik donosov indeksa z opisnimi statistikami normalne
porazdelitve.
Kot je ºe omenjeno, je pri porazdelitvah s teºkimi repi ve£ja verjetnost ekstremnih
dogodkov kot pri normalni porazdelitvi. Zato modeli za izra£un V aR, ki temeljijo na
normalni porazdelitvi, niso najbolj primerni. Z normalno aproksimacijo zanemarimo
tveganje visokih kvantilov, ²e posebej v primeru porazdelitve s teºkimi repi, ki je
zna£ilna za nan£ne podatke. Ena od re²itev problema je uporaba primernej²ih
porazdelitev, kot je na primer Studentova porazdelitev. Vse obi£ajne metode za
izra£un V aR, ki ne temeljijo na EVT, delujejo dobro v primeru, ko imamo opravka
z empiri£no porazdelitvijo z velikim ²tevilom opazovanj, vendar se slabo prilegajo v
repih porazdelitev, kjer so ekstremne vrednosti. Ker pa so pri upravljanju s tveganji
pomembne prav repne vrednosti oziroma visoki kvantili, je pomembno modeliranje
repov porazdelitev.
Ta problem ekstremnih vrednosti re²i teorija ekstremnih vrednosti, ki se osre-
doto£a na modeliranje repov porazdelitve in zato analizira le ekstremne vrednosti
namesto celotnega obsega podatkov. Kot je ºe omenjeno, imamo v teoriji ekstre-
mnih vrednosti na voljo dva pristopa. e imamo veliko ²tevilo podatkov z enako
dolgimi £asovnimi obdobji, potem je bolj ustrezna metoda blo£nih maksimumov.
Ta metoda se uporablja predvsem pri stresnem testiranju. V primeru omejenosti s
podatki pa je ustreznej²a metoda vrhov nad pragom. Metoda vrhov nad pragom
bolj u£inkovito modelira repe porazdelitve, saj uporablja le podatke nad vnaprej
dolo£eno mejno vrednostjo. To nam omogo£a natan£nej²i izra£un V aR in pri£a-
kovanega izpada. Spoznali smo teoreti£no podlago EVT in empiri£ni primer na
primeru indeksa NASDAQ.
Po pregledu rezultatov testov vseh modelov se je najslab²e odrezal prav norma-
len V aR model. Poleg normalnega modela sem testiral ²e zgodovinski V aR model,
Studentov V aR model in model EVT. Pri EVT sem uporabil metodo vrhov nad
pragom. Zgodovinski V aR model se je izkazal rahlo bolje od normalnega, nato Stu-
dentov V aR model, najbolje pa se je izkazal model EVT, ki je imel najmanj²e ²tevilo
kr²itev. Nobeden izmed teh modelov, niti EVT, pa se ne prilega podatkom najbolje.
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Bolj²e rezultate sem dobil z uporabo GARCH ltra. To nakazuje na pomembnost
pravilnega modeliranja volatilnosti. S tem, ko se je model EVT najbolje izkazal,
sem dokazal, da je pomembno pravilno modeliranje repov porazdelitve in da teºki
repi vplivajo na izra£un V aR in posledi£no na izra£un tveganj v nancah.
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