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Abstrakt
Smyslem te´to pra´ce je umozˇnit komunikaci mezi rea´lny´mi sı´t’ovy´mi prvky a simula´torem
Packet Tracer. Zahrnuje tedy vsˇe potrˇebne´ pro splneˇnı´ tohoto cı´le. Popisuje protokoly
pouzˇite´ prˇi komunikaci mezi simula´tory PT a rovneˇzˇ obsahuje jejich implementaci. Da´le
jsou zde popsa´ny zmeˇny, ktere´ bylo potrˇeba prove´st pro integraci tohoto rˇesˇenı´ do Virt-
labu.
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Abstract
The purpose of this work is to allow communication between real network equipment
and simulator Packet Tracer. Includes everything you need to meet this target. Describes
the protocols used for communication between simulators PT and also includes its im-
plementation. It also describes changes that had to be made to integration this solution
into Virtlab.
Keywords: PTMP, MU, PT API, Packet Tracer, Virtlab, PTServer, PTBridge
Seznam pouzˇity´ch zkratek a symbolu˚
API – Application Programming Interface
IPC – Inter Process Communication
MU – Multi-User connection
PT – Packet Tracer
PTMP – Packet Tracer Messaging Protocol
TCP – Transmission Control Protocol
TCP/IP – Transmission Control Protocol/Internet Protocol
UDP – User Datagram Protocol
VLAN – Virtual Local Area Network
WSDL – Web Services Description Language
XML – eXtensible Markup Language
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61 U´vod
Cı´lem te´to pra´ce bylo umozˇnit komunikaci mezi simula´torem pocˇı´tacˇovy´ch sı´tı´ Packet
Tracer a distribuovanou sı´t’ovou laboratorˇı´ – Virtlab. V prvnı´ kapitole tedy kra´tce popisuji
co tato dveˇ rˇesˇenı´ umozˇnˇujı´ a nabı´zejı´. Na´sledujı´cı´ kapitola popisuje dostupne´ Packet
Tracer API a jeho mozˇnosti. Da´le jsou pak popsa´ny protokoly, ktere´ umozˇnˇujı´ vza´jemnou
komunikaci mezi vı´ce simula´tory Packet Tracer. Toto propojova´nı´ podporujı´ pouze noveˇjsˇı´
verze programu Packet Tracer (5.0 a noveˇjsˇı´). Nenı´ vsˇak mozˇne´ pro tuto komunikaci
pouzˇı´t zˇa´dne´ jizˇ hotove´ rˇesˇenı´, jelikozˇ takove´to bud’ neexistuje nebo nenı´ nikde zminˇova´no.
Vsˇe z cˇeho fina´lnı´ implementace vycha´zı´ jsou rady prˇı´mo od vy´voja´rˇu˚ simula´toru a
zdrojove´ ko´dy API. To umozˇnˇuje rozsˇirˇovat samotny´ Packet Tracer. Ke komunikacˇnı´m
protokolu˚m pouzˇity´m prˇi propojova´nı´ programu˚ Packet Tracer nenı´ dostupna´ te´meˇrˇ
zˇa´dna´ dokumentace.
Pro to aby mezi sebou mohly komunikovat simulovane´ a rea´lne´ sı´t’ove´ prvky, bylo
potrˇeba vytvorˇit jaky´si sı´t’ovy´ most (dalo by se snad i rˇı´ci prˇekladacˇ). Tento most zajisˇt’uje
prˇevody rea´lne´ho provozu na simulovany´ a naopak.
Da´le je zde popisova´na analy´za rˇesˇenı´ a take´ implementovana´ integrace vzda´lene´ho
Packet Traceru a Virtlabu. Popisova´ny jsou vsˇechny nezbytne´ u´pravy, ktere´ jsou pro
mnou implementovane´ rozsˇı´rˇenı´ Virtlabu potrˇeba.
72 Popis souvisejı´cı´ch projektu˚
Tato kapitola obsahuje za´kladnı´ popis programu Packet Tracer a take´ projektu distribuo-
vane´ laboratorˇe pocˇı´tacˇovy´ch sı´tı´ Virtlab.
Tyto dva projekty si kladou za cı´l zjednodusˇit a zlepsˇit vy´uku zameˇrˇenou na pocˇı´tacˇove´
sı´teˇ. Takovy´chto projektu˚ existuje vı´ce, ovsˇem nenı´ mi zna´m zˇa´dny´ jiny´, ktery´ by umozˇnˇoval
vza´jemne´ propojova´nı´ v ra´mci dane´ho projektu.
2.1 Virtlab
Tento projekt se zaby´va´ zprˇı´stupneˇnı´m sı´t’ovy´ch prvku˚ pro praktickou vy´uku vzda´leneˇ
prostrˇednictvı´m sı´teˇ Internet. Pro uzˇivatele je zde mozˇnost pomocı´ webove´ho prohlı´zˇecˇe
vzda´leneˇ konfigurovat ru˚zne´ sı´t’ove´ prvky, ktere´ jsou propojova´ny automaticky dle u´lohy.
Kazˇdy´ uzˇivatel si zde mu˚zˇe rezervovat cˇas pro urcˇite´ zapojenı´. Je mozˇno vybrat si jizˇ
prˇipravene´ topologie, ale take´ definovat si topologii vlastnı´.
Soucˇasna´ verze dovoluje propojenı´ vı´ce neza´visly´ch lokalit a vza´jemne´ zapu˚jcˇova´nı´
prvku˚ mezi lokalitami.
Tento projekt je aktivneˇ vyvı´jen na katedrˇe informatiky Vysoke´ sˇkoly ba´nˇske´. Je urcˇen
prˇedevsˇı´m pro studenty te´to vysoke´ sˇkoly a dalsˇı´ch spolupracujı´cı´ch sˇkol a institucı´. Dalsˇı´
podrobnosti jsou dostupne´ na stra´nka´ch projektu [4].
2.2 Packet Tracer
Jedna´ se o softwarovy´ simula´tor, ktery´ dovoluje simulovat rozlicˇne´ sı´t’ove´ prvky. Co se
ty´cˇe nabı´dky prvku˚, jsou jeho mozˇnosti omezeny tı´m co vsˇe implementujı´ vy´voja´rˇi. Ne-
jsou zde vsˇak zatı´m dostupne´ vsˇechny protokoly a ne u´plneˇ vsˇe funguje zcela spra´vneˇ.
Tento simula´tor je zameˇrˇen jen na prvky firmy Cisco a Linksys.
Tento projekt je velmi aktivneˇ vyvı´jen spolecˇnostı´ Cisco, ktera´ jej vyvı´jı´ pro potrˇeby
sve´ho vy´ukove´ho a certifikacˇnı´ho programu. Umozˇnˇuje tı´mto zpu˚sobem svy´m studentu˚m
vyzkousˇet si probı´rane´ technologie na specificke´m hardware. Prozatı´m je pouzˇitelny´ spı´sˇe
pro jednodusˇsˇı´ u´lohy, protozˇe simulovane´ prvky neposkytujı´ vsˇechny funkce dostupne´
na rea´lne´m sı´t’ove´m hardware. Napojujı´ vsˇak tento program na sve´ kurzy, aby docı´lili
lepsˇı´ho pochopenı´ dane´ho proble´mu studentem.
Od verze 5.0 je mozˇno propojit mezi sebou jednotlive´ instance tohoto programu. Toto
propojenı´ funguje nad protokolem TCP/IP.
Soucˇasna´ nejnoveˇjsˇı´ verze PT je 5.3 a tato zachova´va´ verzi komunikacˇnı´ho protokolu
obsazˇenou jizˇ v 5.0. Tato nova´ verze opravuje neˇkolik chyb a rozsˇirˇuje podporovane´ pro-
tokoly. Od verze PT 5.0 prˇibyla dalsˇı´ podporovana´ platforma operacˇnı´ho syste´mu. Na
platformeˇ Windows byl PT funkcˇnı´ jizˇ v drˇı´veˇjsˇı´ch verzı´ch. K te´to nejrozsˇı´rˇeneˇjsˇı´ plat-
formeˇ se prˇipojil syste´m Linux, ktery´ je dosti cˇasto pouzˇı´va´n pra´veˇ pro ru˚zne´ sı´t’ove´ ap-
likace. Vı´ce o te´to aplikaci se dozvı´te naprˇı´klad na webovy´ch stra´nka´ch Cisco Systems
[5].
Jak vypada´ okno spusˇteˇne´ho programu Packet Tracer je videˇt na obra´zku 1. V tomto
okneˇ je videˇt aktivnı´ MU spojenı´ (modry´ obla´cˇek) a take´ neˇkolik sı´t’ovy´ch prvku˚.
8Obra´zek 1: Okno programu Packet Tracer 5.3
93 Packet Tracer API
Prˇi vyda´nı´ PT 5.0 dosˇlo take´ k uvolneˇnı´ jeho API ve trˇech ru˚zny´ch programovacı´ch
jazycı´ch. Jedna´ se o jazyk Flash, Java a C++. Poslednı´ jmenovany´ ma´ dveˇ verze. Ta starsˇı´
je prova´za´na s frameworkem Qt, noveˇjsˇı´ jizˇ neobsahuje zˇa´dnou za´vislost na Qt. Tyto API
dovolujı´ vsˇechny bez vy´jimky ru˚zneˇ rozsˇirˇovat loka´lneˇ spusˇteˇny´ PT. Pro komunikaci s PT
jsou zde pouzˇity IPC zpra´vy. Jejich prˇenos je vsˇak prova´deˇn pomocı´ TCP/IP soketu. Pro
prˇenos zpra´v a vyjedna´nı´ parametru˚ tohoto prˇenosu je pouzˇito protokolu PTMP. Tento
komunikacˇnı´ protokol popisuji v na´sledujı´cı´ kapitole.
Pu˚vodnı´ verze C++ API obsahuje zakomentovany´ ko´d, ktery´ cˇa´stecˇneˇ implemen-
tuje i stranu serveru PTMP. Obeˇ verze tohoto API mohou by´t pouzˇı´va´ny na operacˇnı´m
syste´mu Microsoft Windows a Linux. V dobeˇ dokoncˇova´nı´ tohoto textu se objevila nova´
verze toho API, ktera´ je rozsˇı´rˇena pro vyvı´jenou verzi PT 5.3. Nedosˇlo k zˇa´dny´m u´prava´m
PTMP, ale rozsˇirˇuje mozˇnosti IPC komunikace.
Verze napsana´ v jazyce Flash je jedina´, ktera´ obsahuje implementaci protokolu MU,
ktery´ rozsˇirˇuje mozˇnosti PTMP o vza´jemnou datovou komunikaci PT. Umozˇnˇuje tedy
vytva´rˇet virtua´lnı´ kabelova´ spojenı´ mezi programy PT a po nich prˇeda´vat simulovany´
provoz. Je zde vsˇak implementova´no jen neˇkolik ma´lo sı´t’ovy´ch protokolu˚ (CDP, ARP,
ICMP), ktere´ PT umı´. Je vsˇak mozˇne´, zˇe tyto implementace nejsou zcela funkcˇnı´. Jedina´
verˇejna´ aplikace pouzˇı´vajı´cı´ toto API je PtBridge vytvorˇena´ Gregem Neujarhem. Popis
te´to aplikace jsem umı´stil do samostatne´ kapitoly 3.1. Jedna´ se totizˇ o program, ktery´
prova´dı´ to co je potrˇeba pro u´speˇsˇnou integraci PT do prostrˇedı´ Virtlabu.
API napsane´ v jazyce Java poskytuje rovneˇzˇ IPC komunikaci s programem PT (v dobeˇ
dokoncˇova´nı´ tohoto textu je dostupne´ pouze pro verzi 5.2.1). Neobsahuje zˇa´dne´ rozdı´ly
proti standardnı´ verzi C++ API, avsˇak dle PT porta´lu se jedna´ o nejpouzˇı´vaneˇjsˇı´ API pro
rozsˇirˇova´nı´ PT.
Vı´ce se zde o mozˇnostech tohoto API rozepisovat nebudu. Pouzˇil jsem jen urcˇite´
kousky ale jako celek nenı´ zˇa´dne´ vhodne´ pro splneˇnı´ me´ho zada´nı´.
3.1 PtBridge
Tato aplikace se skla´da´ ze dvou cˇa´stı´ jedna je napsana´ v jazyce Flash a prˇelozˇena jako
Adobe Air aplikace. Greg Neujarh ji pojmenoval AirBridge. Tato cˇa´st vyuzˇı´va´ Flash API
pro nava´za´nı´ PTMP a MU spojenı´ s Packet Tracerem. Take´ zajisˇtujeˇ prˇeda´va´nı´ simulo-
vany´ch ra´mcu˚ mezi PT a druhou cˇa´stı´ – CppBridge, ktera´ je jizˇ v jazyce C++.
CppBridge se stara´ o prˇevod CDP, ARP a ICMP protokolu˚ mezi simulovany´m provozem
PT a rea´lny´m. Pro tento prˇevod pouzˇı´va´ vlastnı´ funkce, ty mi umozˇnily pochopit jaky´m
zpu˚sobem jsou simulovane´ ra´mce vytva´rˇeny. Bohuzˇel je ze zdrojove´ho ko´du CppBridge
patrne´, zˇe tento forma´t nenı´ shodny´ s rea´lny´mi ra´mci. Jde z nich vycˇı´st take´, zˇe naprˇı´klad
protokol CDP ma´ v PT provozu prˇida´n parametr, ktery´ se u jeho rea´lne´ varianty nevysky-
tuje. Prˇesneˇjsˇı´ popis teˇchto ra´mcu˚ jsem zahrnul do kapitoly o protokolu MU.
Ve vy´pise 5, ktery´ je mezi prˇı´lohami, jde videˇt porˇadı´ jednotlivy´ch kroku˚ pro nava´za´nı´
spojenı´ a take´ prˇijaty´ simulovany´ CDP ra´mec. Tento vy´pis jsem prˇevzal z blogu Grega
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Neujarha na PT porta´lu [10]. V tomto prˇı´padeˇ se jedna´ o spojenı´ ve ktere´m PT figuruje
jako server.
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4 Packet Tracer Messaging Protocol
Tato kapitola pojedna´va´ o komunikacˇnı´m protokolu PTMP. Jde o prˇelozˇeny´ a doplneˇny´
text [2]. Tento protokol prˇidany´ do PT od verze 5.0 umozˇnˇuje IPC a MU komunikaci s PT.
Protokol MU je popisova´n v na´sledujı´cı´ kapitole. Popis IPC protokolu˚ vsˇak tato pra´ce
neobsahuje jelikozˇ je pouzˇit pouze pro loka´lnı´ vola´nı´ prˇi pouzˇitı´ API.
Dı´ky neˇmu se mohou spojit a vza´jemneˇ komunikovat dveˇ neza´visle´ instance PT.
Pro datovou komunikaci je pouzˇit protokol MU, ktery´ je popsa´n v na´sledujı´cı´ kapitole.
PTMP protokol je rovneˇzˇ pouzˇit pro inicializaci IPC komunikace. Tento protokol ob-
stara´va´ nezbytne´ aspekty pro na´vaznı´ spojenı´ (vyjedna´nı´ parametru˚, autentizace, ...).
4.1 Architektura PTMP protokolu
Protokol pracuje nad TCP/IP a je navrzˇen jako obecny´ protokol pro prˇeda´va´nı´ zpra´v.
Forma´t zpra´v pouzˇity´ch u nava´za´nı´ spojenı´ popisuji v dalsˇı´ cˇa´sti te´to kapitoly. Aplikace
vyuzˇı´vajı´cı´ PTMP si mohou prˇida´vat nove´ zpra´vy a jejich definice. Tyto zpra´vy mohou
by´t specia´lnı´mi ra´mci pouzˇity´mi v MU nebo IPC vola´nı´ v prˇı´padeˇ IPC. Za´visı´ tedy na
kazˇde´ komponenteˇ, ktera´ vyuzˇı´va´ tento protokol, jake´ zpra´vy si doplnı´ a jaky´m zpu˚sobem
je bude zpracova´vat. Obecneˇ mu˚zˇeme PTMP povazˇovat za dalsˇı´ vrstvu nad TCP, kterou
mohou vyuzˇı´vat aplikace pro komunikaci s PT.
Komunikacˇnı´ sche´ma pro PTMP aplikace je klient-server, zalozˇene´ na TCP. Aplikace
mu˚zˇe naslouchat na TCP portu a dovolit jiny´m instancı´m nava´zat spojenı´. V nasˇem
prˇı´padeˇ jsem pra´veˇ toto vyuzˇil a implementovany´ PTServer nasloucha´ na zvolene´m portu
a obsluhuje klienty. Vy´chozı´m portem pro MU je 38000 a pro IPC 39000. Tyto porty nejsou
zatı´m prˇirˇazeny zˇa´dne´ jine´ aplikaci. Komponenty mohou samozrˇejmeˇ tento port meˇnit.
Jedna PTMP aplikace se mu˚zˇe spojit s jinou, pokud zna´ jejı´ IP adresu a port.
Kdyzˇ je spojenı´ nava´za´no, prˇicha´zı´ na rˇadu vyjedna´nı´ parametru˚. Obeˇ strany PTMP
musı´ veˇdeˇt, jake´ parametry pro spojenı´ pouzˇijı´. Domlouva´ se zpu˚sob autentizace, rezˇim
prˇenosu zpra´v, komprese a sˇifrova´nı´. Pak se autentizuje klientska´ PTMP aplikace. Je zde
tedy mozˇny´ bezpecˇnostnı´ proble´m, identita server nenı´ nijak zajisˇteˇna.
Po nava´za´nı´ TCP spojenı´, vyjedna´nı´ parametru˚ a autentizaci se jizˇ neda´ hovorˇit o kon-
ceptu klient-server. Obeˇ PTMP aplikace majı´ stejne´ role a funkce. Mohou si tedy navza´jem
vymeˇnˇovat zpra´vy dı´ky PTMP. Jak probı´hajı´ jednotlive´ kroky je videˇt na obra´zku 2.
Jak dovoluje samotne´ TCP, je mozˇno na jednom prˇı´chozı´m portu nava´zat vı´ce spo-
jenı´. Pro kazˇde´ TCP spojenı´ se v Packet Traceru vytvorˇı´ (nebo si jej vytvorˇı´me sami) MU
spojenı´, ktere´ je reprezentova´no graficky vlastnı´m obla´cˇkem.
V dokumentu [2] je napsa´no, zˇe pokud si prˇeje PTMP aplikace ukoncˇit spojenı´, zasˇle
o tom na´lezˇitou zpra´vu. Ta je popisova´na da´le a je dokonce implementova´na i v API.
Avsˇak prˇi uzavrˇenı´ spojenı´ v PT k odesla´nı´ te´to zpra´vy nedojde a je zasla´no pouze neˇjake´
nesmyslne´ cˇı´slo.
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Obra´zek 2: PTMP – architektura protokolu
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4.2 Rezˇimy prˇenosu zpra´v
Protozˇe PTMP aplikace mohou by´t napsa´ny v ru˚zny´ch programovacı´ch jazycı´ch, je nutne´
rˇesˇit i rezˇim prˇenosu zpra´v. Naprˇı´klad pro aplikace napsane´ v jazyce Flash je nezbytny´
textovy´ rezˇim. Nicme´neˇ bina´rnı´ rezˇim umozˇnˇuje efektivneˇjsˇı´ prˇevody a kratsˇı´ zpra´vy,
proto je podporova´n take´ bina´rnı´ rezˇim.
Rezˇim prˇenosu zpra´v je vyjedna´n na zacˇa´tku kazˇde´ho spojenı´.
Dokument specifikujı´cı´ PTMP definuje za´kladnı´ datove´ typy pro zpra´vy. Tyto typy
jsou pouzˇity pro za´kladnı´ PTMP zpra´vy a jsou implementova´ny i v API Packet Traceru. Je
mozˇno definovat i vlastnı´ datove´ typy, jejich specifikace je jizˇ na aplikacı´ch vyuzˇı´vajı´cı´ch
PTMP. Prˇı´kladem by mohly by´t ra´mce, ktere´ jsou prˇena´sˇeny v MU. Tyto jsou podobne´
rea´lny´m, avsˇak jsou upraveny pro snazsˇı´ zpracova´nı´ v Packet Traceru (da´le budou nazy´va´ny
pseudora´mci).
Forma´t teˇchto za´kladnı´ typu˚ a jejich reprezentace v obou typech ko´dova´nı´ je uka´za´n
v tabulce 1.
Vsˇechny uvedene´ typy nejsou povinne´. Jsou vsˇak uzˇitecˇne´ pro udrzˇenı´ kompatibility
prˇi prˇenosu zpra´v. Datove´ typy bez zname´nka nejsou zahrnuty, protozˇe jazyk Java nema´
podporu pro datove´ typy bez zname´nka.
Bina´rnı´ rezˇim urcˇuje de´lku nebo ukoncˇovacı´ znak kazˇde´ho datove´ho typu.
4.3 Obecny´ forma´t zpra´v
Zpra´vy mohou by´t prˇena´sˇeny mezi dveˇma PTMP aplikacemi jakmile je nava´za´no TCP
spojenı´. Tyto zpra´vy nemusı´ by´t posla´ny v ra´mci jednoho TCP segmentu. Mohou mı´t
te´meˇrˇ nekonecˇnou de´lku (231 − 1 = maxima´lnı´ velikost integeru) a mohou by´t v mnoha
TCP segmentech. Jsou vsˇak zpracova´ny pouze v prˇı´padeˇ, zˇe je prˇijata cela´ zpra´va. Vsˇechny
zpra´vy musı´ splnˇovat na´sledujı´cı´ forma´t zpra´v, aby bylo mozˇno odlisˇit ru˚zne´ typy zpra´v
a take´ kde zpra´va koncˇı´.
Zpra´va obsahuje tyto pole:
• De´lka (int) - pocˇet bajtu˚ nebo znaku˚ ve zpra´veˇ, popisuje de´lku typu a obsahu zpra´vy,
nenı´ komprimova´na ani sˇifrova´na
• Typ (int) - urcˇuje typ zpra´vy
• Obsah - data promeˇnne´ de´lky
V poli typu mu˚zˇe by´t cˇı´slo, ktere´ naby´va´ hodnoty podle tabulky 2. Forma´ty jed-
notlivy´ch zpra´v PTMP jsou popsa´ny v na´sledujı´cı´ch cˇa´stech.
4.4 Stavovy´ diagram
Prˇi navazova´nı´ PTMP spojenı´ procha´zı´ na´sledujı´cı´mi stavy:
• Neprˇipojeno: neinicializova´no TCP spojenı´
• Prˇipojuji: inicializace TCP spojenı´
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Jme´no Bina´rneˇ Textoveˇ (vsˇe ukoncˇeno pomocı´ \0)
byte 8-bitova´ hodnota se
zname´nkem
hodnota v rozsahu −128 azˇ 127
bool 8-bitova´ hodnota - true/false ”true” nebo ”false”
short 16-bitova´ hodnota se
zname´nkem
hodnota v rozsahu −215 azˇ 215–1
int 32-bitova´ hodnota se
zname´nkem
hodnota v rozsahu −231 azˇ 231–1
long 64-bitova´ hodnota se
zname´nkem
hodnota v rozsahu −263 azˇ 263–1
float 32-bitova´ hodnota s jednı´m
desetinny´m mı´stem
desetinne´ cˇı´slo
double 64-bitova´ hodnota se dveˇma
desetinny´mi mı´sty
desetinne´ cˇı´slo
string uniko´dove´ znaky ru˚zne´
de´lky ukoncˇene´ \0
uniko´dove´ znaky ru˚zne´ de´lky
ukoncˇene´ \0
QString uniko´dove´ znaky ru˚zne´
de´lky ukoncˇene´ \0
uniko´dove´ znaky ru˚zne´ de´lky
ukoncˇene´ \0
IP adresa 32-bitova´ hodnota IP adresa ve forma´tu x.x.x.x
IPv6 adresa 32-bitova´ hodnota IPv6 adresa ve forma´tu
x:x:x:x:x:x:x:x
MAC adresa 48-bitova´ hodnota MAC adresa ve forma´tu
xxxx.xxxx.xxxx
uuid 128-bitova´ hodnota UUID ve forma´tu {HHHHHHHH-
HHHH-HHHH-HHHH-
HHHHHHHHHHHH}
Tabulka 1: Tabulka PTMP datovy´ch typu˚ a zpu˚sob jejich reprezentace
Hodnota Na´zev Obsah zpra´vy
0 NEGOREQ zˇa´dost o vyjedna´nı´ parametru˚
1 NEGORESP odpoveˇd’ na vyjedna´nı´ parametru˚
2 AUTHREQ pozˇadavek na autentizaci
3 AUTHCHAL vy´zva k autentizaci
4 AUTHRESP odpoveˇd’ na autentizacˇnı´ vy´zvu
5 AUTHSTATUS status autentizace
6 KEEPALIVE keep-alive
7 DISCONNECT odpojenı´
>= 100, < 200 – IPC zpra´va
>= 200, < 300 – Multi-user zpra´va
Tabulka 2: Hodnoty pole typ pro PTMP zpra´vy
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Obra´zek 3: PTMP – zjednodusˇeny´ stavovy´ diagram
• Vyjedna´va´nı´: docha´zı´ k vyjedna´nı´ parametru˚ pouzˇity´ch pro spojenı´
• Oveˇrˇova´nı´: docha´zı´ k autentizaci
• Vytvorˇeno: autentizova´no a plneˇ funkcˇnı´ PTMP spojenı´
Zjednodusˇeny´ stavovy´ diagram je videˇt na obra´zku 3. Vy´chozı´m stavem je Neprˇipojeno.
4.5 Vyjedna´nı´ spojenı´
Kdyzˇ je nava´za´no TCP spojenı´, tak prvnı´ krok, ktery´ dveˇ PTMP aplikace udeˇlajı´ je, zˇe si
domluvı´ parametry spojenı´. Je potrˇeba aby si komunikujı´cı´ komponenty dohodly parame-
try, ktere´ pouzˇijı´ pro toto vza´jemne´ propojenı´.
PMTP aplikace si vymeˇnˇujı´ informace prˇi vyjedna´va´nı´ pomocı´ zpra´v v tomto forma´tu:
• PTMP identifika´tor (string): konstant identifika´tor, ”PTMP”
• Verze PTMP (int): 1
• ID PTMP aplikace (uuid): UUID aplikace odesı´lajı´cı´ tuto zpra´vu
• Ko´dova´nı´ (int): 1 = text, 2 = bina´rnı´
• Sˇifrova´nı´ (int): 1 = zˇa´dne´, 2 = XOR
16
• Komprese (int): 1 = ne, 2 = zlib
• Autentizace (int): 1 = cˇisty´ text, 2 = jednoducha´, 4 = MD5
• Cˇasove´ razı´tko (string): mı´stnı´ cˇas, kdy bylo zaha´jeno spojenı´, ve forma´tu YYYYM-
MDDHHMMSS
• Keep-alive (int): keep-alive dobu v sekunda´ch
• Vyhrazeno (string): v soucˇasne´ dobeˇ nevyuzˇite´
Klient posı´la´ zˇa´dost o vyjedna´nı´ spojenı´ na server (zpra´va typu 0 - NEGOREQ) se
svy´mi navrhovany´mi u´daji, ve zpra´veˇ specifikuje sve´ parametry, ktere´ navrhuje pro spo-
jenı´. Server v odpoveˇdi (zpra´va typu 1 - NEGORESP) posı´la´ sve´ u´daje, ktere´ se pouzˇijı´
pro komunikaci. Takto je vyjedna´nı´ implementova´no v soucˇasne´ verzi API.
4.6 Autentizace
Pro autentizaci je pouzˇito CRAM (Challenge Response Authentication Mechanism), aut-
entizacˇnı´ mechanizmus zalozˇeny´ na pozˇadavcı´ch a reakcı´ch na neˇ.
Po nava´za´nı´ TCP spojenı´ a vyjedna´nı´ parametru˚ spojenı´ zacˇı´na´ autentizacˇnı´ pro-
ces. Prˇedpokladem je, zˇe klientska´ i serverova´ aplikace vyuzˇı´vajı´cı´ PTMP pouzˇı´va´ stejne´
oveˇrˇovacı´ u´daje (jme´no a heslo nebo ID a klı´cˇ). Je to nezbytne´ pro u´speˇsˇne´ provedenı´
autentizace.
Klient nejprve zasˇle zpra´vu se zˇa´dosti o autentizaci (typ 2 - AUTHREQ). Server reaguje
odesla´nı´m vy´zvy k autentizaci (typ 3 - AUTHCHAL). Vy´zva obsahuje na´hodneˇ gen-
erovany´ rˇeteˇzec obsahujı´cı´ 32 znaku˚.
Pokud byla domluvena autentizace v nesˇifrovane´ podobeˇ (cˇisty´ text), uzˇivatel zasˇle
sve´ heslo server jako nesˇifrovany´ text. V prˇı´padeˇ pouzˇitı´ jednoduche´ autentizace se pouzˇije
pro sˇifrova´nı´ hesla algoritmus popsany´ v cˇa´sti 4.6.5. Pokud se ma´ vyuzˇı´t MD5 autenti-
zace, tak se pomocı´ hasˇovacı´ funkce MD5 otisk hesla spojene´ho s vygenerovany´m textem
z vy´zvy. MD5 metoda je v PT zvolena jako vy´chozı´. Takto upravene´ heslo se zasˇle serveru
v autentizacˇnı´ odpoveˇdi (typ 4 - AUTHRESP). Server pouzˇije dohodnutou metodu au-
tentizace pro oveˇrˇenı´ hesla. Pote´ je klientovi zasla´na zpra´va o stavu autentizace (typ 5
- AUTHSTATUS). Pokud nenı´ autentizace u´speˇsˇna´, server zasˇle zpeˇt zpra´vu o odpojenı´
(typ 7 - DISCONNECT) a ukoncˇı´ spojenı´. V PT vsˇak uzˇivatel neobdrzˇı´ zˇa´dne´ upozorneˇnı´
o tom, zˇe autentizace selhala. Porˇadı´ kroku˚ je videˇt na obra´zku 4.
4.6.1 Forma´t zpra´vy typu 2 - zˇa´dost o autentizaci
V te´to zpra´veˇ jsou na´sledujı´cı´ pole:
• Uzˇivatelske´ jme´no (string): uzˇivatelske´ jme´no nebo ID klienta (naprˇ. ”Peer0”)
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Obra´zek 4: PTMP – sekvence autentizacˇnı´ho protokolu
4.6.2 Forma´t zpra´vy typu 3 - autentizacˇnı´ vy´zva
Tato zpra´va obsahuje pole:
• Text vy´zvy (string): na´hodneˇ generovany´ 32 znaku˚ dlouhy´ text, je pouzˇit prˇi sˇifrova´nı´
hesla
4.6.3 Forma´t zpra´vy typu 4 - odpoveˇd’ na autentizacˇnı´ vy´zvu
Pole te´to odpoveˇdi jsou tyto:
• Uzˇivatelske´ jme´no (string): uzˇivatelske´ jme´no nebo ID klienta (naprˇ. ”Peer0”)
• Heslo (string): obsah tohoto pole je za´visly´ zpu˚sobu autentizace
• Obecne´ (string): rezervova´no, zatı´m nevyuzˇito
4.6.4 Forma´t zpra´vy typu 5 - status autentizace
Tato zpra´va obsahuje pole:
• Stav (bool): true = u´speˇsˇna´ autentizace, false = neu´speˇsˇna´ autentizace
4.6.5 Jednoducha´ metoda autentizace
Pro zasˇifrova´nı´ hesla je pouzˇita na´sledujı´cı´ jednoducha´ funkce. Toto je implementace
zı´skana´ ze zdrojovy´ch ko´du˚ C++ API.
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string simple hash(string password)
{
string hash;
for ( int i = 0; i < password.length; i++)
hash[i ] = 158 − password[i];
return hash;
}
Vy´pis 1: Jednoduchy´ algoritmus pro sˇifrova´nı´ hesla
4.7 Sˇifrova´nı´
Z bezpecˇnostnı´ch du˚vodu˚ je mozˇno komunikaci mezi PTMP aplikacemi sˇifrovat. Kazˇda´
zpra´va po vyjedna´nı´ parametru˚ mu˚zˇe by´t sˇifrova´na, pokud se tak aplikace dohodnou.
Pro sˇifrova´nı´ je pouzˇita jednoducha´ metoda XOR dat se symetricky´m klı´cˇem (tj. server i
klient pouzˇı´vajı´ stejny´ klı´cˇ pro sˇifrova´nı´ a desˇifrova´nı´).
Sˇifrovacı´ klı´cˇ je odvozen od UUID a cˇasove´ znacˇky serveru a klienta. Vsˇechny tyto
u´daje jsou vymeˇneˇny prˇi vyjedna´va´nı´ spojenı´. Unika´tnı´ identifika´tory UUID jsou na´hodneˇ
generova´ny prˇi spusˇteˇnı´ aplikace. Jejich forma´t odpovı´da´ datove´mu typu uuid defino-
vane´m vy´sˇe. Pro klı´cˇ jsou pak pouzˇity vsˇechny tyto u´daje, ktere´ jsou za sebou poskla´da´ny
v tomto porˇadı´:
1. UUID server
2. UUID kliena
3. ”PTMP”
4. Cˇasove´ razı´tko serveru
5. Cˇasove´ razı´tko klienta
4.8 Komprese
Pro kompresi je pouzˇita knihovna zlib [3]. Vsˇechny zpra´vy po vyjedna´vacı´m procesu mo-
hou by´t komprimova´ny pokud je komprese zpra´v domluvena prˇi vyjedna´va´nı´ spojenı´.
4.9 Porˇadı´ operacı´ PTMP
V popsane´m porˇadı´ jsou prova´deˇny jednotlive´ vy´sˇe popsane´ operace prˇi prˇı´jmu a odesı´la´nı´
zpra´v.
Kdyzˇ PTMP odesı´la´ zpra´vu, je pouzˇito toto porˇadı´ operacı´:
1. Ve zpra´veˇ je vyplneˇn typ a obsah zpra´vy
2. Pokud je PTMP ve stavu autentizova´nı´ nebo je jizˇ spojeno
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(a) Pokud je vyjedna´no, je zpra´va zkomprimova´na
(b) Pokud je vyjedna´no, zpra´va se zasˇifruje
3. Spocˇı´ta´ se a vyplnı´ velikost zpra´vy
Kdyzˇ PTMP prˇijme zpra´vu pouzˇı´va´ toto porˇadı´ u´konu˚:
1. Zı´ska´ ze zpra´vy jejı´ velkost
2. Pokud je PTMP ve stavu autentizova´nı´ nebo je jizˇ spojeno
(a) Pokud je vyjedna´no, desˇifruje zpra´vu
(b) Pokud je vyjedna´no, dekomprimuje zpra´vu
3. Prˇeda´ zpra´vu patrˇicˇne´ komponenteˇ vyuzˇı´vajı´cı´ PTMP
4.10 Udrzˇova´nı´ spojenı´
Keep-aplive mechanizmus je v PTMP pouzˇı´va´n pro detekci cˇa´sti, ktera´ o odpojenı´ neposlal
patrˇicˇnou zpra´vou. Cˇasove´ prodlevy mezi keep-alive zpra´vami jsou vyjedna´ny na zacˇa´tku
spojenı´. Klient zası´la´ ve stanovene´m cˇase zpra´vy, na ktere´ v tomto cˇase server cˇeka´. Prodl-
eva mezi zpra´vami je v sekunda´ch. Pokud je prˇi vyjedna´va´nı´ nastavena na nulu, tak
keep-alive zpra´vy nebudou vu˚bec zası´la´ny. Tyto PMTP zpra´vy nemajı´ zˇa´dny´ obsah a
jsou typu 6 - keep-alive. Pokud nejsou obdrzˇeny trˇi za sebou jdoucı´ zpra´vy, tak PTMP
prohla´sı´ spojenı´ za ukoncˇene´ a informuje o tom aplikaci.
Ve vy´chozı´m stavu Packet Traceru pro MU spojenı´ je volba pro udrzˇova´nı´ spojenı´
nastavena´ na 0 a tudı´zˇ nejsou zˇa´dne´ zpra´vy tohoto typu zası´la´ny. Toto chova´nı´ je vsˇak
pro na´s vy´hodne´, jelikozˇ se sˇetrˇı´ prˇenosovou kapacitou.
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5 Multi-user connection
Tento protokol je nadstavbou nad protokolem PTMP a pra´veˇ on umozˇnˇuje vy´meˇnu pseu-
dora´mcu˚ mezi instancemi PT. Tento protokol ma´ poneˇkud jednodusˇı´ stavbu nezˇ vy´sˇe
popisovane´ PTMP. Vyuzˇı´va´ jı´m vytvorˇene´ a obsluhovane´ spojenı´ a prˇida´va´ do PTMP
nove´ typy zpra´v, ktere´ pak sa´m zpracova´va´.
Pseudora´mce jsou prˇena´sˇeny po virtua´lnı´ch spojı´ch - linka´ch, ktere´ jsou odlisˇeny je-
dinecˇny´m cˇı´slem linky. V PT jsou MU spojenı´ zobrazova´na formou bledeˇmodre´ho obla´cˇku
se trˇemi pruhy (jeho vzhled je na obra´zku 5). Prvnı´ dva pruhy indikujı´ u´speˇsˇne´ PTMP
spojenı´ a poslednı´ pruh pak signalizuje u´speˇsˇnost MU spojenı´. Tento prvek pak zobrazuje
i informace o linka´ch. Kazˇdy´ prˇipojeny´ port zarˇı´zenı´ ma´ vlastnı´ linku. Jedna´ se o dvou-
bodove´ spojenı´. Kazˇdy´ takovy´to obla´cˇek ma´ sve´ jme´no, ktere´ je jedinecˇne´ v ra´mci jedne´
instance PT.
5.1 Architektura MU protokolu
Tento protokol vyuzˇı´va´ jizˇ vytvorˇene´ PTMP spojenı´ i se vsˇemi parametry. Jakmile je po-
mocı´ protokolu PTMP spojenı´ vytvorˇeno a protokol se dostane do stavu spojeno, tak se
zapocˇne s nava´za´nı´m MU spojenı´. Zasˇlou se zpra´vy, ktery´mi si server a klient vymeˇnı´
uzˇivatelske´ jme´no a sve´ UUID. Pote´ si vymeˇnı´ informace o jizˇ vytvorˇeny´ch linka´ch. Ty
jsou cˇı´slova´ny od nuly, ale prˇi odebı´ra´nı´ docha´zı´ k prˇepocˇı´ta´nı´ jejich cˇı´sel. Vzˇdy se jedna´
o souvislou rˇadu cˇı´sel, proto se musı´ informovat obeˇ strany o zmeˇna´ch a udrzˇovat si
synchronizovane´ informace o linka´ch.
Pote´ mu˚zˇe by´t zasla´na zpra´va o zmeˇneˇ jme´na MU spojenı´ (PT ji posı´la´ vzˇdy). Jedna´
se o jme´no, ktere´ je pouzˇito pro popis obla´cˇku v PT. Da´le na´sleduje zpra´va s informacı´
typu (202 - MUPORTADV). Tato zpra´va je obvykle pra´zdna´, jejı´ smysl a obsah je popsa´n
da´le v te´to kapitole.
Po vy´meˇneˇ vsˇech potrˇebny´ch zpra´v je MU spojenı´ u´speˇsˇneˇ nava´za´no a pokud je
vytvorˇena i neˇjaka´ aktivnı´ linka, tak jizˇ od te´to chvı´le mu˚zˇe prˇena´sˇet pseudora´mce.
V tabulce 3 jsou jednotlive´ cˇı´sla zpra´v prˇidany´ch do PTMP.
5.2 Vyjedna´nı´ MU spojenı´
Aby bylo MU spojenı´ funkcˇnı´, je nezbytne´, aby klient zaslal zpra´vu MUNEGOREQ a
server mu odpoveˇdeˇl zpra´vou MUNEGORESP. Tyto zpra´vy majı´ shodny´ obsah, lisˇı´ se
jen jejich typ. Tato zpra´va obsahuje tyto pole:
• Uzˇivatelske´ jme´no (string): uzˇivatelske´ jme´no, obvykle nastaveno na ”Guest” cozˇ
je vy´chozı´ hodnota v PT
• Uuid aplikace (uuid): UUID spusˇteˇne´ aplikace
Tato zpra´vy jsou tedy nezbytne´ pro korektnı´ fungova´nı´ cele´ho MU spojenı´. Uzˇivatelske´
jme´no pouzˇite´ touto zpra´vou je v prˇı´padeˇ PT nastavitelne´ v uzˇivatelske´m profilu. Pro
u´speˇsˇne´ spojenı´ tato hodnota mu˚zˇe by´t jaka´koliv, jelikozˇ nenı´ nikde pouzˇita.
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Obra´zek 5: PT – vzhled odpojene´ho a prˇipojene´ho MU obla´cˇku
Hodnota Na´zev Obsah zpra´vy
200 MUNEGOREQ zˇa´dost o vyjedna´nı´ MU spojenı´
201 MUNEGORESP odpoveˇd’ na vyjedna´nı´ MU spojenı´
202 MUPORTADV informace o portech
203 MULINKUPDATE informace o lince
204 MULINKUPDATESTATUS status probeˇhnute´ operace z informacˇnı´ zpra´vy
205 MUPDU pseudora´mec
206 MUSAVENETREQ pozˇadavek na ulozˇenı´ sı´teˇ
207 MUSAVENETRESP odpoveˇd’ na ulozˇenı´ sı´teˇ
208 MUCONIN vstup konzole
209 MUCONOUT vy´stup na konzoli
210 MUNAMEUPDATE nove´ jme´no
Tabulka 3: Hodnoty pole typ pro MU zpra´vy
5.3 Informace o portech
Program PT posı´la´ zpra´vu MUPORTADV, vzˇdy prˇi nava´za´nı´ MU spojenı´ i kdyzˇ je pra´zdna´.
Tato zpra´va slouzˇı´ k informova´nı´ protistrany o dostupny´ch portech. Uzˇivatel mu˚zˇe v
nabı´dce PT nastavit, ktere´ porty jsou viditelne´ prˇes MU spojenı´. Dı´ky tomuto nastavenı´
pak tyto porty mohou by´t pouzˇity pro vytvorˇenı´ linky. Tato zpra´va pak obsahuje za´kladnı´
pole a na neˇ dynamicky nava´zane´ informace o portech. Vypada´ takto:
• De´lka (int): de´lka na´sledujı´cı´ zpra´vy o portech
• Zpra´va o portech: obsahuje informace o portu v tomto forma´tu, tyto informace mo-
hou byt obsazˇeny vı´cekra´t
– ID (int): identifikacˇnı´ cˇı´slo portu
– Typ (int): typ portu viz. tabulka 4
– Jme´no (string): jme´no portu
Tato informacˇnı´ zpra´va nenı´ pro spra´vne´ fungova´nı´ MU spojenı´ nezbytna´.
5.4 Informace o lince
Cely´ prˇenos pseudora´mcu˚ mezi PT je zalozˇen na prˇenosech po linka´ch. Toto by se mohlo
porovnat se syste´mem VLANu˚ 802.1Q. Aby obeˇ strany meˇly stejne´ informace o prˇipojeny´ch
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Hodnota Vy´znam
1 konzole (v prvcı´ch obvykle RJ45)
2 10BASE-T (RJ45)
3 100BASE-TX (RJ45)
4 1000BASE-T (RJ45)
5 100BASE-FX (SC)
6 1000BASE-LX (SC)
7 serial (DB 60)
8 serial (smart serial)
18 modem (RJ11)
19 serial (RS 232)
21 koax (BNC)
Tabulka 4: Hodnoty pole typ portu pro MU zpra´vy
linka´ch, je zde typ zpra´vy, ktera´ vy´meˇnu teˇchto informacı´ umozˇnˇuje. Jsou podporova´ny
operace vytvorˇenı´ nove´ linky, zmeˇna parametru˚ linky, odpojenı´ a smaza´nı´ linky. Kazˇda´
linka ma´ prˇirˇazeno cˇı´slo, ktere´ je pocˇı´ta´no od 0 a je za´visle´ na porˇadı´ vytvorˇenı´ linky.
Cˇı´sla linek jsou v souvisle´ rˇadeˇ a prˇi maza´nı´ tedy musı´ dojı´t k jejich prˇepocˇı´ta´nı´. Forma´t
zpra´v typu 203 - MULINKUPDATE je takovy´to:
• ID operace (int): ID operace s linkou (nynı´ vzˇdy 0)
• Typ operace (int): typ operace, ktera´ se ma´ s linkou prove´st, 0 = vytvorˇenı´ nove´
linky, 1 = zmeˇna informacı´ o lince, 2 = odpojenı´ linky, 3 = smaza´nı´
• ID linky (int): ID linky
• UUID linky (uuid): unika´tnı´ identifika´tor linky
• ID portu (int): ID portu
• Typ kabelu (int): typ kabelu viz. tabulka 5
• Jme´no portu (string)
• Typ portu (int): typ portu viz. tabulka 4
• Stav portu (bool): 1 = aktivnı´, 0 = neaktivnı´
• Prˇı´me´ zapojenı´ (bool): 0 - krˇı´zˇeny´ kabel, 1 - prˇı´my´
• Automaticke´ krˇı´zˇenı´ (bool)
• Rychlost portu (int)
• Fullduplex (bool)
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Hodnota Vy´znam
0 standardnı´ meˇdeˇny´ UTP kabel
1 prˇı´my´ UTP kabel
2 krˇı´zˇeny´ UTP kabel
3 konzolovy´ kabel
4 opticky´ kabel
5 se´riovy´ kabel
6 telefonnı´ kabel pro modem
7 koaxia´lnı´ kabel
Tabulka 5: Hodnoty pole typ kabelu pro MULINKUPDATE
• Autonegociace (bool)
• Vyjedna´nı´ rychlosti (bool)
• Vyjedna´nı´ duplexity (bool)
• Clockrate (int)
• DCE Port (bool)
V tabulce 5 jsou uvedeny typy kabelu˚, jak jsou definova´ny v programu PT.
Na tuto zpra´vy by meˇla odpovı´dat zpra´va typu 204 - MULINKUPDATESTATUS.
Tato ma´ obsahovat ID operace a jejı´ status, avsˇak v Informacˇnı´ch zpra´va´ch o lince (203 -
MULINKUPDATE) je ID operace vzˇdy 0 a zpra´va o statusu nenı´ zatı´m vyuzˇita a odesı´la´na.
Mozˇna´ je s nı´ pocˇı´ta´no do budoucna ale soucˇasny´ stav je takte´zˇ plneˇ funkcˇnı´. Pro spra´vnou
funkci se mi tato zpra´va nejevı´ ani prˇı´lisˇ potrˇebna´.
S teˇmito zpra´vami souvisı´ i to, zˇe si dı´ky nim mu˚zˇe aplikace PT vytvorˇit tabulku
prˇehledu jednotlivy´ch linek, ktera´ obsahuje informace o loka´lnı´m a vzda´lene´m stavu
prˇipojene´ho portu (up/down) a take´ k jake´mu zarˇı´zenı´ je linka prˇipojena. Vsˇechny tyto
informace se zobrazujı´ v PT.
5.5 Pseudora´mec
Zpra´va typu 205 - MUPDU obsahuje samotne´ pseudora´mce, pomocı´ ktery´ch docha´zı´ k
vy´meˇna´m dat mezi propojeny´mi simulovany´mi zarˇı´zenı´mi. Jejı´ za´kladnı´ forma´t je velmi
jednoduchy´. Obsahuje tato pole:
• ID zpra´vy (int)
• ID linky (int): ID linky kterou pseudora´mec procha´zı´
• PDU: pole promeˇnne´ de´lky obsahujı´cı´ pseudora´mec
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ID zpra´vy je na straneˇ PT zrˇejmeˇ generova´no na´hodneˇ. Cˇı´sla na sebe nenavazujı´ a
nemusı´ jı´t nutneˇ ani za sebou. Momenta´lneˇ nejspı´sˇe toto pole nenı´ nijak vyuzˇito ke zpra-
cova´nı´. Cˇı´slo linky vsˇak ke spra´vne´mu dorucˇenı´ zpra´vy nezbytne´ je. Pro to aby pseu-
dora´mce byly posı´la´ny linkou je nezbytne´, aby byly oba konce linky aktivnı´. Samotny´
obsah PDU je ru˚zny´, avsˇak za´kladnı´ informace o typu prˇena´sˇene´ho ra´mce jsou obsazˇeny
textoveˇ. Tyto informace jsem zı´skal prˇi analy´ze PTMP potazˇmo MU provozu pomocı´
sı´t’ove´ho analyza´toru Wireshark. Jedna´ se vzˇdy o textovy´ch soupis vsˇech cˇa´stı´, ktere´ jsou
v ra´mci prˇena´sˇeny. Naprˇı´klad pro ARP ra´mec vypada´ tato textova´ hlavicˇka takto ”CEth-
ernetIIHeader CArpPacket”.
Obvykle pseudora´mce obsahujı´ velmi podobna´ pole jako v prˇı´padeˇ rea´lny´ch ra´mcu˚.
Rozdı´l ktery´ vsˇak u vsˇech pseudora´mcu˚ je, zˇe te´meˇrˇ vsˇechny de´lkove´ cˇa´sti a kontrolnı´
soucˇty jsou nulove´. Take´ je zachova´no obra´cene´ porˇadı´ jednotlivych sı´t’ovy´ch protokolu˚
v pseudora´mcı´ch. Po textove´ hlavicˇce tedy na´sleduje nejhloubeˇji zanorˇeny´ obsah ra´mce
(naprˇı´klad samotny´ obsah protokolu ARP) a na konci se nacha´zı´ cˇa´st spojove´ vrstvy
(naprˇ. ethernetove´ adresy).
U neˇktery´ch protokolu˚ jsou vsˇak prˇida´ny do pseudora´mcu˚ parametry, ktere´ se v
rea´lny´ch ra´mcı´ch dane´ho protokolu nevyskytujı´. Take´ forma´t neˇktery´ch parametru˚ neod-
povı´da´ zcela rea´lny´m ra´mcu˚m. Z tohoto du˚vodu je potrˇeba pro kazˇdy´ podporovany´ pro-
tokol pouzˇı´t funkci, ktera´ se postara´ o korektnı´ prˇevod dat.
5.6 Ulozˇenı´ sı´teˇ
Zpra´vy typu 206 - MUSAVENETREQ a 207 - MUSAVENETRES umozˇnˇujı´ ulozˇenı´ simulo-
vane´ sı´teˇ. Jsou zde z du˚vodu dvou rezˇimu˚, ktere´ PT obsahuje. Tı´m prvnı´m je rezˇim
rea´lne´ho cˇasu, ktery´ funguje jako standardnı´ sı´t’ a dovoluje simulovat chova´nı´ v rea´lne´m
cˇase. V tomto rezˇimu PT funguje prˇi spusˇteˇnı´.
Druhy´ rezˇim je simulacˇnı´. V neˇm docha´zı´ k zobrazova´nı´ provozu, ktery´ se sı´tı´ sˇı´rˇı´.
Je mozˇno prohlı´zˇet si v okneˇ obsah ra´mce. Zobrazenı´ teˇchto ra´mcu˚ odpovı´da´ tomu jak
jsou ra´mce prezentova´ny v rea´lne´ sı´ti. V tomto simulacˇnı´m rezˇimu lze filtrovat protokoly,
pokud se zajı´ma´me jen o urcˇity´ sı´t’ovy´ protokol.
Tento rezˇim nabı´zı´ automaticke´ zachyta´va´nı´ a prˇehra´va´nı´. V tomto simulovane´m
rezˇimu je vsˇak prˇenos ra´mcu˚ znacˇneˇ zpomalen z du˚vodu na´zornosti.
Pokud si uzˇivatel prˇeje prˇi nava´zane´m MU spojenı´ prˇepnout svou sı´t’ do simulo-
vane´ho rezˇimu, tak dojde ke spusˇteˇnı´ nove´ instance PT. V nı´ ma´ uzˇivatel celu svou
topologii a za´kladnı´ informace o vzda´lene´m konci. Tyto zpra´vy jsem vsˇak podrobneˇji
nezkoumal, nepovazˇuji je za potrˇebne´ pro u´cˇely integrace s Virtlabem. Jejich forma´t zde
take´ nebudu rozepisovat jelikozˇ nejsou v implementaci me´ pra´ce vyuzˇity.
5.7 Vstup a vy´stup konzole
Jelikozˇ je mozˇne´ prˇipojit skrze MU i konzole vzda´leny´ch prvku˚, jsou v MU definova´ny
i zpra´vy pro prˇenos teˇchto dat skrze MU spojenı´. Nejsou v nich vsˇak prˇena´sˇeny prˇı´kazy
a jejich vy´stupy. Podrobneˇji jsem se jimi nezaby´val, pro funkcˇnost me´ implementace ne-
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jsou potrˇeba. Prˇipojenı´ na konzolova´ rozhranı´ sı´t’ovy´ch prvku˚ je ve Virtlabu umozˇneˇno
pomocı´ rozhranı´ v internetove´m prohlı´zˇecˇi.
5.8 Zmeˇna jme´na MU spojenı´
Zpra´va pro zmeˇnu jme´na je aplikacı´ PT zasla´na ihned po u´speˇsˇne´m nava´za´nı´ MU spo-
jenı´. Nenı´ nezbytna´ pro funkcˇnost a je spı´sˇe o informaci pro uzˇivatele. Dı´ky nim vı´ i o
zmeˇna´ch jme´na vzda´lene´ho konce spojenı´. Jedna´ o na´zev MU obla´cˇku. Tento si uzˇivatel
mu˚zˇe meˇnit jak chce beˇhem chodu programu, a proto je zde zpra´va o zmeˇneˇ jme´na.
Tyto zpra´vy mohou by´t zası´la´ny jak serverem tak klientem. Tato zpra´va ma´ na´sledujı´cı´
forma´t:
• Jme´no (string) - jme´no konce MU spojenı´
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6 Na´vrh rˇesˇenı´
Po prozkouma´nı´ vsˇech mozˇnostı´ PT API a protokolu˚, ktere´ fungujı´ prˇi propojenı´ mezi
dveˇma programy Packet Tracer byly uvazˇova´ny dveˇ mozˇne´ varianty rˇesˇenı´.
Prvnı´ variantou by bylo vytvorˇenı´ programu, ktery´ by si spustili uzˇivatele´ Virtlabu
prˇı´mo na stejne´m pocˇı´tacˇi jako Packet Tracer a tento program by mohl uzˇ pak prˇı´mo
komunikovat s Virtlabem, kde by se pro tyto u´cˇely vytvorˇil dalsˇı´ modul v tunelovacı´m
serveru. Toto rˇesˇenı´ by meˇlo tu vy´hodu, zˇe za´teˇzˇ ohledneˇ prˇekladu paketu˚ by byla na
straneˇ klienta. Take´ by bylo mozˇno vı´ce vyuzˇı´t jizˇ hotove´ ko´dy PT API. Nejspı´sˇe by
se vsˇak hu˚rˇe odstranˇovaly proble´my prˇi spojenı´ te´to aplikace s Virtlabem. Rovneˇzˇ by
nejspı´sˇe nasta´valy proble´my s aplikacı´ na pocˇı´tacˇı´ch klientu˚ (studentu˚). Take´ by bylo
potrˇeba mı´t tento syste´m schopny´ provozu na obou podporovany´ch platforma´ch. At’ jizˇ
by to bylo docı´leno prˇenositelny´m ko´dem v jazyce Java, nebo rozdı´lny´mi bina´rnı´mi ko´dy
pro obeˇ podporovane´ platformy. Je tedy pravdeˇpodobne´, zˇe by se takove´to rˇesˇenı´ hu˚rˇe
udrzˇovalo a rozsˇirˇovalo.
Druhou cestou je vyuzˇı´t vyvı´jenou aplikaci jako server pro prˇipojova´nı´ klientu˚ s pro-
gramem Packet Tracer. Toto rˇesˇenı´ ma´ rozhodneˇ vy´hodu v tom, zˇe je mozˇno cely´ syste´m
le´pe spravovat a udrzˇovat. Take´ bude jisteˇ snazsˇı´ odstranit chyby aplikace a vyrovnat se
s prˇı´padny´mi za´sahy do protokolu.
Pro implementaci bylo rozhodnuto, zˇe vyuzˇijeme rˇesˇenı´, kdy je serverova´ strana (da´le
jen PTServer) umı´steˇna na serveru Virtlabu. K tomu na´s vedla prˇedevsˇı´m mozˇnost lepsˇı´
spra´vy tohoto rˇesˇenı´.
Toto rˇesˇenı´ umozˇnı´ prˇipojenı´ klientu˚, kterˇı´ jsou v dnesˇnı´m Internetu cˇasto schova´nı´
za neˇjaky´m typem NATu a take´ umozˇnı´ mnohem lepsˇı´ kontrolu a detekci poruch prˇi
prˇı´padny´ch zmeˇna´ch protokolu. Da´ se vsˇak ocˇeka´vat, zˇe PTMP v nejblizˇsˇı´ dobeˇ zˇa´dny´ch
velky´ch zmeˇn nedozna´, jelikozˇ pozˇadavky na tento protokol kladene´ plnı´ dobrˇe. Co se
ty´cˇe protokolu MU a v neˇm prˇena´sˇeny´ch ra´mcu˚, tak bych take´ neocˇeka´val za´sadnı´ zmeˇny
(tyto ra´mce se snazˇı´ napodobovat zhruba obsah rea´lny´ch ra´mcu˚). Pravdeˇpodobneˇ pu˚jde
vy´voj PT stejny´m smeˇrem jako nynı´. To znamena´, zˇe bude vylepsˇova´na stabilita cele´ ap-
likace a prˇida´na podpora pro dalsˇı´ protokoly a prˇı´kazy, tak aby rozsˇı´rˇily mozˇnosti tohoto
simula´toru.
Cele´ rˇesˇenı´ integrace je mozˇno rozdeˇlit do dvou komponent. Toto rozdeˇlenı´ je im-
plementova´no u´plneˇ. Kazˇda´ z komponent je schopna samostatne´ho beˇhu. Pro funkcˇnost
implementace jsou vsˇak potrˇeba obeˇ. Jak jsem uvedl vy´sˇe, komponenta prˇijı´majı´cı´ a ob-
sluhujı´cı´ spojenı´ s PT je nazva´na PTServer. Druhou cˇa´st, ktera´ se stara´ o prˇeklad pseu-
dora´mcu˚ a ra´mcu˚ jsem pojmenoval PTBridge.
Toto oddeˇlenı´ je zde proto, aby bylo prˇı´padneˇ mozˇno provozovat je oddeˇleneˇ, v prˇı´padeˇ,
zˇe by se jednalo o velmi zatı´zˇenou komponentu. Celkovy´ koncept na´vrhu je videˇt na
obra´zku 6. Mezi PTServerm a PTBridgem jsou posı´la´ny pomocı´ UDP pouze pseudora´mce
rozsˇı´rˇene´ o hlavicˇku (LH), jejı´ obsah a pra´ce s nı´ je popsa´na v na´sledujı´cı´ kapitole, ktera´
se zaby´va´ implementacı´.
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Obra´zek 6: Celkovy´ koncept rˇesˇenı´
6.1 PTServer
Jak na´zev te´to komponenty napovı´da´ jedna´ se o server, ktery´ obsluhuje prˇı´chozı´ spojenı´
s klientsky´mi PT. Autentizuje klienty a celkoveˇ jeho prima´rnı´ zameˇrˇenı´ je na PTMP. Jeho
pra´ce je take´ komunikovat s rˇı´dı´cı´m serverem Virtlabu, jelikozˇ od neˇj potrˇebuje zı´skat
informace o uzˇivatelı´ch, kterˇı´ mohou by´t prˇipojeni. Sa´m rˇı´dı´cı´mu serveru prˇeda´va´ infor-
mace o linka´ch vytvorˇeny´ch v MU spojenı´. Tato komunikace bude probı´hat pomocı´ pro-
tokolu SOAP, ktery´ je jizˇ nynı´ ve Virtlabu nasazen na komunikaci mezi rˇı´dı´cı´mi servery
lokalit. Na za´kladeˇ informacı´ o prˇipojeny´ch linka´ch vytva´rˇı´ rˇı´dı´cı´ server potrˇebne´ konek-
tory.
Implementaci konektoru˚ realizoval Pavel Burda v ra´mci sve´ diplomove´ pra´ce [1].
Umozˇnˇujı´ jejich vza´jemne´ dynamicke´ propojova´nı´. Prˇes takto propojene´ konektory se
pak mohou norma´lneˇ prˇena´sˇet data stejneˇ jako by se jednalo o kabelove´ spojenı´. Propo-
jova´nı´ konektoru˚ je mozˇne´ meˇnit za beˇhu aplikace, ale toto jizˇ zajisˇt’uje obsluzˇna´ logika
konektoru˚.
Take´ na straneˇ PTServeru funguje SOAP server, ktery´ prˇijı´ma´ informace o propojenı´
konektoru. Pokud je propojen konektor vytvorˇeny´ PTServerem s konektorem prˇidany´m
v konkre´tnı´ u´loze je jizˇ mozˇne´ prˇena´sˇet prˇes celou soustavu data.
Kazˇda´ z lokalit Virtlabu bude provozovat vlastnı´ instanci PTServeru pro sve´ uzˇivatele.
6.2 PTBridge
Aby bylo mozˇno oddeˇlit prˇeklad rea´lny´ch ra´mcu˚ z Virtlabu na pseudora´mce v PT, je
zde samostatna´ komponenta PTBridge. Ta bude zajisˇt’ovat jen vza´jemny´ prˇeklad ra´mcu˚.
Toto oddeˇlenı´ je zde pro prˇı´pad, zˇe by se jednalo o vytı´zˇenou komponentu. Dı´ky vyj-
mutı´ z hlavnı´ho programu ji bude mozˇno provozovat naprˇı´klad na samostatne´m serveru.
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Obra´zek 7: Cesta ra´mce z rea´lne´ho prvku na pocˇa´tacˇ s PT
Podobnou u´lohu plnı´ i aplikace nava´zana´ na PT API zminˇovana´ v kapitole 3.1. Na´m vsˇak
poslouzˇı´ dobrˇe jako odrazovy´ mu˚stek, a take´ pro za´kladnı´ pochopenı´ syste´mu jaky´m jsou
prˇena´sˇeny´ ra´mce mezi instancemi PT.
Tato komponenta musı´ by´ti stejneˇ jako PTServer spusˇteˇna na kazˇde´ lokaliteˇ.
Na obra´zku 7 je jednodusˇe zakresleno jak ra´mec z laboratornı´ho prvku Virtlabu putuje
k pocˇı´tacˇi, ktery´ ma´ spusˇteˇn a prˇipojen PT.
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7 Implementace
Pro implementaci cele´ pra´ce jsem pouzˇil jazyk C++. Pro dany´ u´kol se nabı´zı´ jako nejlepsˇı´
mozˇny´. Jelikozˇ jsme se rozhodli pro rˇesˇenı´ zalozˇene´ na PTServeru, ktery´ bude umı´steˇn
v architekturˇe Virtlabu. Servery te´to laboratorˇe jsou postaveny na operacˇnı´m syste´mu
Linux. Z hlediska vy´konu a pozˇadovane´ho nasazenı´ se jazyk C++ jevı´ jako nejlepsˇı´ vari-
anta. Prvnı´ verze PTServeru navı´c pouzˇı´vala cˇa´sti zdrojove´ho ko´du z PT API, ktery´ byl
napsa´n pra´veˇ v C++, ovsˇem obsahovalo i vazby na knihovny Qt. Soucˇasna´ verze jizˇ tyto
vazby neobsahuje a pouzˇı´va´ cˇa´st ko´du˚ z noveˇjsˇı´ verze C++ PT API.
Cele´ rˇesˇenı´ je v podstateˇ oddeˇleno od sta´vajı´cı´ch komponent distribuovane´ labo-
ratorˇe. Toto rˇesˇenı´ bude nejspı´sˇe vyuzˇito spı´sˇe v budoucnu v prˇı´padeˇ, zˇe bude docha´zet
k veˇtsˇı´mu vyuzˇı´va´nı´ implementovane´ho rˇesˇenı´.
Spojenı´, ktere´ se vytva´rˇı´ mezi PTServerm a klientem, ktery´ ma´ spusˇteˇn PT, je vytva´rˇeno
pomocı´ vy´sˇe popsane´ho protokolu PTMP a MU. Oba fungujı´ nad protokolem TCP/IP.
Zde bylo nezbytne´ pouzˇı´t to, co je pouzˇito k vza´jemne´mu propojenı´ mezi programy
Packet Tracer.
Mezi PTServerem a PTBridgem jizˇ nenı´ potrˇeba stavove´ spojenı´. Zatı´m se pocˇı´ta´ s
nasazenı´m na jeden stroj a oddeˇlenı´ obou cˇa´sti je zde spı´sˇe pro mozˇnou budoucnost. Je
zde tedy pouzˇito UDP spojenı´. Po tomto jsou jizˇ prˇena´sˇeny´ jen ra´mce obsahujı´cı´ hlavicˇku
linky a pseudora´mce. Tato hlavicˇka je pak pouzˇita i v ra´mci zaslane´m tunelovacı´mu
serveru, ktery´ se stara´ o prˇeda´nı´ na patrˇicˇne´ rozhranı´ laboratornı´ho prvku Virtlabu (za´lezˇı´
jizˇ na subsyste´mu konektoru˚). Hlavicˇka linky (LH) obsahuje IP adresu klienta, cˇı´slo TCP
portu jeho prˇipojenı´ a cˇı´slo linky po ktere´ je pseudora´mec prˇena´sˇen. Naprˇı´klad tato
hlavicˇka mu˚zˇe vypadat takto ”127.0.0.1:5896@0”. Poslednı´ cˇı´slo je pra´veˇ cˇı´slo linky. Prˇed
tı´mto polem je prˇena´sˇena jen informace o de´lce dane´ hlavicˇky (cele´ cˇı´slo). Toto jsou
vesˇkere´ potrˇebne´ informace potrˇebne´ pro spra´vne´ dorucˇenı´ pseudora´mce PT.
PTBridge zajistı´ prˇeklad pseudora´mce na forma´t, ktery´ je pouzˇı´va´n u standardnı´ch
ra´mcu˚. Samozrˇejmeˇ musı´ doplnit nezbytne´ parametry, ktera´ pseudora´mce postra´dajı´.
Proto, aby bylo vsˇe funkcˇnı´, bylo potrˇeba prove´st i drobne´ zmeˇny ve sta´vajı´cı´m ob-
sluzˇne´m ko´du Virtlabu. Ty jsou popsa´ny v samostatne´ podkapitole.
7.1 PTServer
Komponenta PTServer ma´ za prima´rnı´ cı´l umozˇnit prˇipojenı´ PT klienta. Implementova´n
je jako serverova´ cˇa´st PTMP, takzˇe obsluhuje a odesı´la´ potrˇebne´ zpra´vy. Tato cˇa´st takte´zˇ
komunikuje s rˇı´dı´cı´m serverem Virtlabu. Tato komunikace obsahuje mozˇnost zı´skat prˇihlasˇovacı´
u´daje pro u´cˇely autentizace a autorizace vzda´leny´ch PT. Prˇihlasˇovacı´mi u´daji se rozumı´
uzˇivatelske´ jme´no a heslo. Heslo je docˇasneˇ generova´no pro aktivnı´ u´lohy.
Pro kazˇde´ prˇı´chozı´ spojenı´ (prˇipojenı´ klienta) je vytvorˇeno obsluzˇne´ vla´kno. Tudı´zˇ
server mu˚zˇe nada´le obsluhovat dalsˇı´ prˇı´chozı´ spojenı´. Pocˇet vla´ken tedy odpovı´da´ pocˇtu
prˇipojeny´ch klientu˚. Mezi vla´kny k zˇa´dne´ komunikaci nedocha´zı´.
PTServer zajisˇt’uje jak jizˇ bylo vy´sˇe napsa´no autentizaci PT klienta. V prˇı´padeˇ, zˇe au-
tentizace selzˇe (uzˇivatel zada´ sˇpatne´ jme´no nebo heslo) tak je rˇı´dı´cı´mu serveru zasla´na
zpra´va o neu´speˇchu. Pro zı´ska´va´nı´ u´daju˚ a posı´la´nı´ zpra´v rˇı´dı´cı´mu serveru Virtlabu je
30
pouzˇito protokolu SOAP. Zpra´va o neuspeˇsˇne´ autentizaci se uzˇivateli v koncove´m PT
nezobrazı´. Pak je spojenı´ rozpojeno a vla´kno koncˇı´ svou cˇinnost. V prˇı´padeˇ u´speˇsˇne´ au-
tentizace je nava´za´no spojenı´ a server mu˚zˇe obsluhovat zpra´vy o linka´ch. Po prˇipojenı´
klienta nenı´ zˇa´dna´ linka v MU spojenı´ mezi uzˇivatelem a PTServerm vytvorˇena. Uzˇivatel
nejprve musı´ ve sve´m PT vytvorˇit novou. Jakmile tak ucˇinı´, je o tom informova´n po-
mocı´ SOAPu rˇı´dı´cı´ server. Takto vytvorˇenou linku je pak mozˇno propojit s konektorem
v aktivnı´ u´loze. Pokud je vytvorˇeny´ konektor propojen s konektorem v topologii, je in-
formova´n PT, zˇe vzda´leny´ konec linky je zapojen (aktivnı´). Z tohoto du˚vodu se udrzˇujı´
informace o obou koncı´ch linky.
Momenta´lneˇ jsou podporova´ny pouze ethernetove´ linky. Virtlab v soucˇasne´ dobeˇ
podporuje pouze vzda´lene´ propojova´nı´ pra´veˇ ethernetovy´ch portu˚. Zpra´vy o linka´ch,
ktere´ nejsou ethernetove´ho typu, jsou ignorova´ny.
Psedoura´mce jsou prˇena´sˇeny pouze pokud jsou oba konce linky aktivnı´. Tak je tomu
dı´ky PT, ktera´ cˇeka´ na aktivaci obou koncu˚ linky. Toto ulehcˇı´ za´teˇzˇi, ktera´ by mohla
vzniknout prˇi prˇekladech vsˇech ra´mcu˚. Pokud dojde ke smaza´nı´ nebo odpojenı´ linky,
tak je konektor prˇedstavujı´cı´ tuto linku rovneˇzˇ odstraneˇn. Prˇi rozpojenı´ jsou odstraneˇny
vsˇechny PT konektory dane´ho spojenı´. Propojova´nı´ pseudo-konektoru˚ (linek zakoncˇeny´ch
ve Virtlabu) mezi sebou nenı´ zatı´m dovoleno. Pokud bychom sta´li o to vytvorˇit server
pro prˇipojova´nı´ PT mezi sebou (jaky´si proxy server), tak by bylo rozhodneˇ vhodneˇjsˇı´
vynechat komponentu starajı´cı´ se o prˇeklad ra´mcu˚.
Pro prˇeklad te´to aplikace je na cı´love´m syste´mu potrˇeba gSOAP Toolkit [6]. Ten je zde
pro podporu komunikace protokolem SOAP s rˇı´dı´cı´m serverem Virtlabu. Da´le je potrˇeba
knihovna pthread, protozˇe jsou pouzˇita pro implementaci vla´kna. Zˇa´dne´ dalsˇı´ specia´lnı´
pozˇadavky na knihovny PTServer neobsahuje.
Vy´pis vsˇech chyb a syste´m logova´nı´ je pouzˇit dle zavadene´ho standardu v syste´mu
Virtlab. Pro tyto u´cˇely jsem prˇevzal trˇı´du z bakala´rˇske´ pra´ce Va´clava Bortlı´ka [7].
7.2 Popis trˇı´d PTServeru
Nynı´ kra´tce popı´sˇi vsˇechny du˚lezˇite´ trˇı´dy, ktere´ se nacha´zejı´ ve zdrojovy´ch ko´dech PT-
Serveru.
PTServer – prima´rnı´ trˇı´da, ktera´ nasloucha´ na nakonfigurovany´ch portech. Prˇı´chozı´
klientske´ spojenı´ prˇeda´va´ da´le trˇı´deˇ PTConnection. Sama obsahuje metody pro komu-
nikaci s PTBridgem. V samostatne´m vla´kneˇ spousˇtı´ SOAP server obsazˇeny´ v trˇı´de SoapServer.
PTConnection – trˇı´da zajisˇtuje komunikaci s PT klientem. Obsahuje vsˇe potrˇebne´ pro
provoz a obsluhu PTMP a MU spojenı´. Pouzˇı´va´ trˇı´du SoapClient pro SOAP komunikaci
s rˇı´dı´cı´m serverem Virtlabu.
PTMPMessage – obsahuje logiku pro zpracova´nı´ PTMP a MU zpra´v. Jednotlive´ zpra´vy
pak deˇdı´ tuto za´kladnı´, trˇı´du ale jsou umı´steˇny ve vlastnı´ch souborech.
Messages – soucˇa´stı´ je implementace logova´nı´ dle pravidel Virtlabu. Tuto trˇı´du jsem
prˇevzal z jizˇ bezˇı´cı´ho syste´mu tunelovacı´ho serveru.
MD5 – trˇı´da prˇevzata z C++ API. Obsahuje implementaci MD5 hasˇovacı´ho algoritmu.
MULinks – implementace tabulky linek. Obsahuje metody pro pra´ci s touto tabulkou.
Skladuje informace ve vektoru, ktera´ obsahuje objekty MULink.
31
PTBuffer – buffer pouzˇity´ pro pra´ci se zpra´vami a ra´mci. Nezbytna´ pro PTMP. Ob-
sahuje i pra´ci se za´kladnı´mi PTMP datovy´mi typy.
Vsˇechny trˇı´dy jsou logicky rozdeˇleny do slozˇek. Slozˇka PTMP obsahuje naprˇı´klad
vsˇechny PTMP zpra´vy, jejich zpracova´ni a take´ obsluzˇne´ trˇı´dy. Slozˇka MU obsahuje zpra´vy
protokolu MU. Ve slozˇce soap se nacha´zı´ implementace SOAP funkcı´ a rovneˇzˇ vsˇechny
soubory generovane´ gSOAPem. Ve slozˇce zlib je pak kompresnı´ knihovna zlib. Slozˇka
crypto obsahuje trˇı´du MD5.
Pro lepsˇı´ pochopenı´ propojenı´ teˇchto trˇı´d jsem vytvorˇil jednoduchy´ sekvencˇnı´ dia-
gram 8. Na neˇm je vsˇak pouze obecne´ propojenı´, nejedna´ se o neˇjakou z konkre´tnı´ch
cˇinnostı´.
7.2.1 Konfigurace PTServeru
Pro to, aby bylo mozˇne´ meˇnit du˚lezˇite´ parametry je zde konfiguracˇnı´ soubor. Jeho forma´t
je pomeˇrneˇ jednoduchy´ a prˇı´klad lze videˇt na vy´pise 2. Mezi parametry a hodnotami
je mezera. Je mozˇne´ do tohoto souboru vkla´dat komenta´rˇe uvozene´ znakem mrˇı´zˇky –
”#”. Rˇa´dky zacˇı´najı´cı´ tı´mto znakem jsou ignorova´ny. Jednotlive´ parametry pak musı´ by´t
oddeˇleny ukoncˇenı´m rˇa´dku.
# Tyto parametry jsou pouzity pro poslani pseudoramce PTBridge
# Port na kterem PTBridge nasloucha komunikaci od PTServeru
PTBridge−port 38100
# IP adresa nebo jmno hostitele pro PTBridge
PTBridge−ip localhost
##########################################################################
# Tyto parametry jsou pouzity pro prijem pseudoramcu z PTBridge
# IP adresa nebo jmno hostitele pro pjem dat
PTServer−ip 127.0.0.1
# Port pro pjem pseudoramcu
PTServer−port 38101
##########################################################################
# Udaje pro prichozi spojeni od PT
# IP adresa nebo jmno hostitele
Listen−ip 127.0.0.1
# Port na kterem je naslouchano (toto je vychozi nastaveni pro MU spojeni)
Listen−port 38000
##########################################################################
# Parametry pro SOAP komunikaci mezi ridicim serverem a PTServerem
# Port na kterm nasloucha SOAP server na strane PTServeru
PTSsoap−port 8080
# Cilove misto SOAPu na Virtlabu
VtSoap−location http://localhost /soapserver.php
Vy´pis 2: Uka´zka konfiguracˇnı´ho souboru pro PTServer
Umı´steˇnı´ tohoto konfiguracˇnı´ho souboru je mozˇno urcˇit v hlavicˇkove´m souboru. Je
tedy nezbytne´, aby bylo zna´mo jizˇ v dobeˇ kompilace.
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Neˇkolik parametru˚ je vsˇak mozˇno nastavit i prˇi spusˇteˇnı´ programu. Pro vy´pis teˇchto
parametru˚ stacˇı´ spustit program s parametrem -h. Ten zajistı´ vy´pis vsˇech dostupny´ch
parametru˚.
7.3 PTBridge
Tato cˇa´st je klı´cˇova´ pro vza´jemny´ prˇeklad ra´mcu˚. Je nezbytne´ prˇekla´dat pseudora´mce,
ktere´ jsou posı´la´ny z PTServeru na rea´lne´ ra´mce. Ty jsou pak posı´la´ny rovneˇzˇ pomocı´ pro-
tokolu UDP tunelovacı´mu serveru. Prˇi obou teˇchto prˇenosech je pouzˇita hlavicˇka linky
(LH), ktera´ nenı´ PTBridgem nijak meˇneˇna ani na ni nenı´ pohlı´zˇeno.
Ma´ implementace funguje jako jeden proces, ktery´ obsluhuje obeˇ tato spojenı´. Nenı´
zde potrˇeba udrzˇovat TCP spojenı´ jelikozˇ je potrˇeba maxima´lneˇ urychlit vza´jemne´ prˇenosy.
Kazˇdy´ prˇijaty´ ra´mec je zpracova´n k tomu vytvorˇenou funkcı´. Soucˇasna´ verze zvla´da´
prˇeva´deˇt ra´mce protokolu˚ CDP, RIP, ARP a ICMP. U protokolu ICMP vsˇak fungujı´ jen
echo zpra´vy. Jine´ nejsou v programu PT podporova´ny.
Pro lepsˇı´ mozˇnost testova´nı´ a vy´voje prˇekladovy´ch funkcı´ je mozˇno spustit PTBridge
v mo´du, ve ktere´m odesı´la´ vsˇechny ra´mce na vybrane´ sı´t’ove´ rozhranı´ (podporova´ny
jsou jen ethernetove´ sı´t’ove´ karty). Takte´zˇ na nastavene´m rozhranı´ nasloucha´ provozu a
ten pak prˇeda´va´ pro zpracova´nı´. Po prˇepracova´nı´ ra´mce na pseudora´mec je odesla´n da´le
na PTServer. Pro tuto funkcˇnost je vyuzˇito knihovny pcap [14], ktera´ je zna´ma z pro-
gramu˚ pro zachyta´va´nı´ a analy´zu sı´t’ove´ho provozu. Zachyta´va´nı´ ra´mcu˚ na sı´t’ove´ karteˇ
se v tomto prˇı´padeˇ spousˇtı´ v samostatne´m vla´kneˇ. Pro tuto funkcˇnost je nutne´ spousˇteˇt
aplikaci s pra´vy superuzˇivatele. Pro spusˇteˇnı´ tohoto rezˇimu je nutno zadat parametr -i=,
za ktery´m na´sleduje cˇı´slo sı´t’ove´ho rozhranı´. Cˇı´sla rozhranı´ se vypı´sˇou v prˇı´padeˇ, zˇe je
program spusˇteˇn s pra´vy superuzˇivatele.
Pro kazˇdy´ protokol a smeˇr je v te´to implementaci vlastnı´ prˇekladova´ funkce. Bohuzˇel
se mi zatı´m nepodarˇilo zı´skat zˇa´dne´ lepsˇı´ u´daje o tom jak, jsou pseudora´mce tvorˇeny.
Zachoval jsem tedy syste´m, ktery´ je pouzˇit rovneˇzˇ u PtBridge 3.1. Prˇedpokla´da´m vsˇak,
zˇe po tom co se podarˇı´ zı´skat od vy´voja´rˇu˚ PT k tvorˇenı´ pseudora´mcu˚ slı´benou pomoc,
bude moci by´t tento prˇekladovy´ syste´m prˇedeˇla´n.
Pro analy´zu pra´ce vy´sˇe popsany´ch protokolu˚ a take´ pak na´slednou kontrolu pra´ce
prˇekla´dacı´ pra´ce PTBridge se velmi osveˇdcˇil na´stroj pro analy´zu sı´tove´ho provozu Wire-
shark [15] (drˇı´ve Ethereal). Umozˇnˇuje jak zachyta´va´nı´ tak i analy´zu ra´mcu˚ a take´ zo-
brazuje obsah ra´mce v sˇestna´ctkove´ soustaveˇ. Toto je velmi uzˇitecˇne´ prˇi zkouma´nı´ ob-
sahu zpra´v protokolu˚ PTMP a MU.
Take´ PTBridge pouzˇı´va´ syste´m logova´nı´ a vy´pisu˚, ktery´ jsem jizˇ popsal v podkapitole
zaby´vajı´cı´ se implementacı´ PTServeru.
7.4 Popis trˇı´d PTBridge
Tato cˇa´st obsahuje stejnou trˇı´du pro logova´nı´ a vy´pisy jako PTServer. Da´le je zde i trˇı´da
PTBuffer popisovana´ v cˇa´sti PTSertveru, je zde poneˇkud zjednodusˇena.
PTBridge – prima´rnı´ trˇı´da, ktera´ nasloucha´ na nastaveny´ch portech a zajisˇt’uje ko-
munikaci jak s PTServerm tak s tunelovacı´m serverem. V samostatne´m vla´kneˇ prˇı´padneˇ
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Obra´zek 9: Jednoduchy´ sekvencˇnı´ diagram PTBridge
spousˇtı´ prˇı´padne´ zachyta´va´nı´ a odesı´la´nı´ provozu pomocı´ knihovny pcap. Prˇeda´va´ rovneˇzˇ
prˇijaty´ provoz patrˇicˇny´m metoda´m trˇı´d, ktere´ zpracova´vajı´ dane´ ra´mce.
Je zde pak jesˇteˇ slozˇka PDU s trˇı´dami, ktere´ obsahujı´ metody pro prˇevod konkre´tnı´ho
ra´mce.
Na sekvencˇnı´m diagramu 9 je postup, ktery´ se pouzˇije prˇi prˇı´jmu pseudora´mce ICMP.
Ten je po prˇepracova´nı´ odesla´n opeˇt za pomocı´ metody PTBridge. Za´lezˇı´ na zpu˚sobu
spusˇteˇnı´, kam bude ra´mec dorucˇen. Vsˇechny ostatnı´ prˇeklady probı´hajı´ podobny´m zpu˚sobem.
7.4.1 Konfigurace PTBridge
I pro komponentu PTBridge je pouzˇito konfiguracˇnı´ho souboru, ktery´ obsahuje vsˇechny
nezbytne´ parametry. Forma´t souboru musı´ splnˇovat stejne´ prˇedpoklady jako v prˇı´padeˇ
PTServeru. Uka´zkovy´ vy´pis te´to konfigurace je videˇt na vy´pise 3.
# Port, na kterem se nasloucha pro prenosy z PTServeru
PTBridge−port 38100
# IP adresa nebo jmeno hostitele pro naslouchani
PTBridge−ip localhost
##########################################################################
# IP adresa nebo jmeno hostitele PTServeru (pro komunikaci s PTBridgem)
PTServer−ip 127.0.0.1
# port PTServeru
PTServer−port 38101
##########################################################################
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# IP adresa nebo jmno hostitele s tunelovacim serverem
Tunserver−ip 127.0.0.1
# port tunelovacho serveru
Tunserver−port 40002
##########################################################################
# Port pro naslouchani prenosu z Tunelovaciho serveru
PTBtunnel−port 40101
# IP adresa nebo jmeno hostitele pro naslouchani
PTBtunnel−ip localhost
Vy´pis 3: Uka´zka konfiguracˇnı´ho souboru pro PTBridge
Rovneˇzˇ zde je parametr -h, ktery´ na vypı´sˇe vsˇechny parametry, se ktery´mi lze PT-
Bridge spustit. Nenı´ zde zˇa´dny´ povinny´ parametr.
7.5 U´pravy Virtlabu
Pro potrˇeby tohoto rˇesˇenı´ bylo potrˇeba upravit i neˇkolik ko´du˚. Teˇchto u´prav vsˇak nebylo
potrˇeba mnoho dı´ky solidnı´mu stavu projektu Virtlab. Ten je dobrˇe prˇipraven na prˇı´padne´
rozsˇirˇova´nı´.
V databa´zi rˇı´dı´cı´ho serveru jsem vytvorˇil tabulku pro uchova´nı´ informacı´ i PT linka´ch.
V te´to tabulce jsou uchova´va´ny informace o IP adrese a portu klienta. Tato informace
slouzˇı´ k unika´tnı´ identifikaci klienta. Da´le jsou v te´to tabulce ulozˇeny informace o UUID
linky, jme´no konce linky v PT (obvykle jako jmeno prvku jmeno rozhrani), stav vzda´lene´ho
portu (aktivnı´/neaktivnı´) a typ portu.
Do tabulky reservations jsem prˇidal sloupec otp. Tento slouzˇı´ pro ulozˇenı´ generovane´ho
hesla, ktere´ se pouzˇije prˇi autentizaci PT. Toto pole je vyplnˇova´no prˇi aktivaci rezer-
vace. Pro tyto u´cˇely jsem prˇidal do souboru make-reservation.php funkci 4, ktera´ toto heslo
generuje. Funkci vola´m s parametrem length nastaveny´m na 8. Pro potrˇeby autentizace
PT se mi jevı´ takto dlouhe´ heslo jako dostatecˇne´.
function generatePassword($length=9)
{
srand(makeSeed());
$alfa = ’1234567890qwertyuiopasdfghjklzxcvbnmQWERTYUIOPASDFGHJKLZXCVBNM’;
$token = ’ ’ ;
for($i = 0; $i < $length; $i ++)
{
$token .= $alfa [rand(0, strlen($alfa) ) ];
}
return $token;
}
Vy´pis 4: Funkce pro generova´nı´ na´hodne´ho hesla
Toto heslo je vsˇak nutno uchova´vat v tomto cˇisteˇ textove´m forma´tu a stejneˇ jej i
prˇeda´vat pomocı´ SOAPu do aplikace PTServer. Zde je teprve s heslem pracova´no dle
vyjednane´ metody autentizace.
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Proto komunikaci s rˇı´dı´cı´m serverem je jak jsem jizˇ psal pouzˇito gSOAPu. Aby vsˇak
vsˇe rˇa´dneˇ fungovalo, vytvorˇil jsem pro tuto komunikaci soubory WSDL. Tyto pomocı´
jazyka XML popisujı´ dostupne´ sluzˇby SOAP serveru a take´ forma´t komunikacˇnı´ch zpra´v.
Jelikozˇ se chysta´ nova´ implementace rˇı´dı´cı´ho serveru, tak jsem prozatı´m vytvorˇil vlastnı´
PHP skript obsahujı´cı´ jen sluzˇby, ktere´ potrˇebuji. Tento skript pouzˇı´va´ forma´t zpra´v defi-
novany´ souborem WSDL. Na straneˇ rˇı´dı´cı´ho serveru je pouzˇito SOAP prostrˇedku˚, ktere´
jsou zabudova´ny v prostrˇedı´ PHP [17].
Propojenı´ mezi PTBridgem a tunelovacı´m serverem jsem pu˚vodneˇ chteˇl udeˇlat jako v
prˇı´padeˇ prˇipojenı´ vzda´lene´ho pocˇı´tacˇe do topologie Virtlabu [18]. Radeˇji vsˇak nezˇ zasa-
hovat do modulu internetove´ho portu tunelovacı´ho serveru, jsem vytvorˇil vlastnı´ modul
pro komunikaci s PTBridgem.
Tento modul je postaven na jizˇ hotovy´ch modulech. Nasloucha´ na sve´m vlastnı´m
UDP portu a prˇeda´va´ ra´mce obdrzˇenı´ z tohoto portu da´le do prˇepı´nacı´ho ja´dra tunelo-
vacı´ho serveru. Rovneˇzˇ posı´la´ ra´mce, ktere´ obdrzˇı´ od prˇepı´nacı´ho ja´dra pomocı´ UDP
soketu na dalsˇı´ zpracova´nı´ do PTBridge. Tento modul deˇdı´ trˇı´du Port internal. Nacˇı´ta´
rovneˇzˇ konfiguraci, ktera´ obsahuje IP adresu a port, na ktere´m ma´ naslouchat a take´ in-
formace kde nasloucha´ PTBridge.
Aby si uzˇivatel mohl propojit konektor s pseudokonektorem (PT linkou) je potrˇeba
poupravit funkci rˇı´dı´cı´ho serveru, ktera´ uzˇivateli vypisuje pouzˇitelne´ konektory. Je potrˇeba
take´ prˇidat do ko´du, ktery´ zajisˇt’uje propojenı´ konektoru˚ aby odeslal SOAP zpra´vu PT-
Serveru. Tato zpra´va obsahuje pra´veˇ hlavicˇku linky a dle nı´ se zasˇle patrˇicˇne´mu klientovi
informace o aktivaci linky.
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8 Za´veˇr
Zacˇa´tky vy´voje tohoto rˇesˇenı´ byly pro meˇ dosti obtı´zˇne´, jelikozˇ jsem nemeˇl mnoho in-
formacı´ o protokolech pouzˇity´ch prˇi spojenı´ dvou PT. Navı´c prvnı´ verze, ve ktere´ jsem
pouzˇı´val API za´visle´ na Qt, jsem rˇesˇil mnoho proble´mu˚ pra´veˇ s Qt framewokem. Nemeˇl
jsem s nı´m vu˚bec zˇa´dne´ zkusˇenosti a tak jsem meˇl prvnı´ funkcˇnı´ vy´sledky te´to pra´ce azˇ
po velmi dlouhe´ dobeˇ. Z tohoto du˚vodu jsem se rozhodl pokusu˚ s tı´mto rˇesˇenı´m zanechat
a prˇepracovat vsˇe do ko´du pouzˇı´vajı´cı´ jen C++.
Bohuzˇel jsem doted’ nemeˇl zkusˇenosti s vy´vojem takto velke´ho projektu ani v jazyce
C++. Rozhodneˇ mi tato pra´ce prˇinesla detailnı´ pochopenı´ pouzˇity´ch protokolu˚, at’ teˇch
pouzˇity´ch v PT nebo teˇch, ktere´ jsou prˇena´sˇeny v rea´lne´ sı´ti. Take´ pouzˇitı´ gSOAP toolkitu
si vyzˇa´dalo dosti cˇasu, ale tyto znalosti jisteˇ vyuzˇiji i v budoucnosti.
Snazˇil jsem se vsˇak cely´ syste´m navrhnout tak aby se dal snadno upravovat a rozsˇirˇovat.
Jen cˇa´st pro prˇevod ra´mcu˚ v PTBridge je zatı´m provedena pomocı´ metod, ktera´ prova´dı´
cely´ tento prˇeklad. Nechteˇl jsem zatı´m prova´deˇt na´vrh jine´ho syste´mu, jelikozˇ jsem sta´le
cˇekal na ko´d od vy´voja´rˇu˚ PT. Ten by mohl pomoci vhodne´mu na´vrhu objektove´ struktury
pro prˇevod ra´mcu˚.
Da´le meˇ prˇi dokoncˇova´nı´ tohoto textu napadlo jak vhodneˇ pouzˇı´t PTMP zpra´vy Port
Info pro lepsˇı´ uzˇivatelskou prˇı´veˇtivost cele´ho rˇesˇenı´. Bohuzˇel jsem je vsˇak zatı´m nestacˇil
prˇidat do ko´du aplikace. Toto rozsˇı´rˇenı´ bude soucˇa´stı´ dalsˇı´ho dopracova´nı´ programu˚,
ktere´ ma´m v pla´nu nad ra´mec te´to diplomove´ pra´ce.
Rovneˇzˇ bych ra´d prˇidal prˇekladove´ funkce do programu PtBridge 3.1 a rozsˇı´rˇil tı´m
jeho mozˇnosti.
Pevneˇ doufa´m, zˇe se tento projekt bude da´le rozvı´jet. Myslı´m, zˇe se jedna´ o zajı´mavou
problematiku, ktera´ mu˚zˇe napomoci pra´veˇ prakticke´ vy´uce pocˇı´tacˇovy´ch sı´tı´. Zajı´mavy´m
rozsˇı´rˇenı´m by mohlo by´t trˇeba pra´veˇ vyvinutı´ serverove´ho rˇesˇenı´, ktere´ by umozˇnilo
komunikaci mezi mnoha simula´tory Packet Tracer.
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A Vy´stup PtBridge
[−TCP−]
<−− Pripojovani k PT
Attempting connection to 127.0.0.1:38000
Connection established to 127.0.0.1:38000
[−PTMP−]
<−− Odeslani vyzvy k vyjednani spojeni
Negotiating: [NegotiationMessage:
signature: PTMP
version: 1
uid: {453ce0fa−1454−f339−c6a2−80339ac4a472}
encoding: binary
encryption: none
compression: none
authentication : md5
timestamp: 20081201165654
keepalive: 0
reserved:
]
Writing 77 bytes in text
−−> Prijeti odpovedi pro vyjednani spojeni
Data Received: 77 bytes received.
Expecting 74 bytes and buffer is 74
Negotiated: [NegotiationMessage:
signature: PTMP
version: 1
uid: {49e2a792−4439−41ba−b866−8f59f93c58c6}
encoding: binary
encryption: none
compression: none
authentication : md5
timestamp: 20081201165654
keepalive: 0
reserved:
]
<−− Zadost o autentizaci
Authenticating: [AuthReqMsg:
appID: Remote Network
]
Writing 23 bytes in binary
−−> Autentizacni vyzva
Data Received: 41 bytes received.
Expecting 37 bytes and buffer is 37
Challenged: [AuthChalMessage:
challenge: L6Sh488Bla584h99bH5p0hW8R14I4LA1
]
<−− vytvoreni a odeslani odpovedi
Hashing...
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Hashed into 16 bytes
Responding: [AuthRespMessage:
appID: Remote Network
response: BF8AFF55F48BA21CB3B38CA99DD4C893
message:
]
Writing 57 bytes in binary
−−> Obdrzeni zpravy o uspesnosti autentizace
Data Received: 9 bytes received.
Expecting 5 bytes and buffer is 5
Authenticated: [AuthStatusMessage:
status: true
]
Authentication Successful!
[−MU−]
<−− Odeslani MU zadosti o spojeni
Negotiating:
Writing 30 bytes in binary
−−> Odpoved na MU vyjednani
Data Received: 65 bytes received.
Expecting 26 bytes and buffer is 61
[MUNegotiationMessage:
username: Guest
uuid: {4d8ff124−1116−4159−bbf0−46d440abe938}
]
Negotiated connection to remote user: Guest
<−− Odeslani zpravy o zmene jmena
Updating network name: [MUNameUpdMessage:
name: Local Network
]
Writing 22 bytes in binary
−−> Prijata zprava s informacemi o portech (prazdna)
Expecting 8 bytes and buffer is 31
Received: [MUPortAdvMessage:
length: 0
]
−−> Prijata zprava s novym jmenem vzdaleneho konce
Expecting 19 bytes and buffer is 19
[MUNameUpdMessage:
name: Remote Network
]
The remote network is now known as: Remote Network
−−> Prijata zprava o nove lince
Data Received: 176 bytes received.
Expecting 84 bytes and buffer is 172
Expecting 84 bytes and buffer is 84
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Data Received: 88 bytes received.
Expecting 84 bytes and buffer is 84
<−− Vytvoreni nove linky (ethernet)
[MULinkUpdMessage:
linkOpId: 0
opType: 1
linkId : 0
linkUuid: {d2c811b0−4ba8−4fee−9ecb−67420b94a4f2}
portId : −1
cableType: 0
portName: FlashPort
portType: 3
portPower: true
straightPins : false
autoCross: false
bandwidth: 10000
fullDuplex : true
autoNegotiate: true
bandwidthAutoNegotiate: true
duplexAutoNegotiate: true
clockRate: 0
dcePort: false
]
Writing 74 bytes in binary
Data Received: 88 bytes received.
Expecting 84 bytes and buffer is 84
−−> Prijaty pseudoramce, ktery obsahuje zpravu protokolu CDP
Data Received: 511 bytes received.
Expecting 507 bytes and buffer is 507
Received: [MUPDUMessage:
msgId: 17040
linkId : 0
pdu: CIEEE802Dot3Header0CSnapLLCHeader0CCdpFrame
02180000006CCdpDeviceId00100Router0CCdpAddress0020000000000CCdpPortId
00300FastEthernet0/00CCdpCapability004001CCdpSoftwareVersion00500Cisco
Internetwork Operating System Software10IOS (tm) C2600 Software
(C2600−I−M), Version 12.2(28), RELEASE SOFTWARE (fc5)10Technical
Support: http :// www.cisco.com/techsupport10Copyright (c) 1986−2005
by cisco Systems, Inc.10Compiled Wed 27−Apr−04 19:01 by miwang
0CCdpPlatform00600C26000170170303000080001200 00208151197177110
12204204204000008
]
Vy´pis 5: Uka´zka jednotlivy´ch kroku˚ PT spojenı´
