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AN APPLICATION OF FREE LIE ALGEBRAS TO CURRENT ALGEBRAS AND
THEIR REPRESENTATION THEORY
VYJAYANTHI CHARI AND JACOB GREENSTEIN
Abstract. We realize the current algebra of a Kac-Moody algebra as a quotient of a semi-direct
product of the Kac-Moody Lie algebra and the free Lie algebra of the Kac-Moody algebra. We use
this realization to study the representations of the current algebra. In particular we see that every
ad-invariant ideal in the symmetric algebra of the Kac-Moody algebra gives rise in a canonical way
to a representation of the current algebra. These representations include certain well-known families
of representations of the current algebra of a simple Lie algebra. Another family of examples, which
are the classical limits of the Kirillov-Reshetikhin modules, are also obtained explicitly by using a
construction of Kostant. Finally we study extensions in the category of finite dimensional modules of
the current algebra of a simple Lie algebra.
Introduction
In this paper, we study the representation theory of current algebras from a somewhat unusual
viewpoint. Recall that the current algebra a[t] of a Lie algebra a is the Lie algebra a⊗C[t] where the
bracket is given in the obvious way, namely [x ⊗ f, y ⊗ g] = [x, y] ⊗ fg for all x, y ∈ a, f, g ∈ C[t].
The algebra is naturally graded by the non-negative integers (so that the elements of degree k are of
the form a ⊗ tk) and has a unique maximal graded ideal a[t]t := a ⊗ tC[t]. The starting point of our
construction is to define a map from the free Lie algebra F (a) on a to the maximal graded ideal a[t]t.
The free Lie algebra is a graded Lie algebra where the grading is given by the positive integers and
whose enveloping algebra is the tensor algebra T (a) of a. Needless to say, the canonical Lie algebra
homomorphism τ from F (a) to a is not one of graded Lie algebras. However, it is not hard to prove
that if τk is the restriction of τ to the k
th-graded piece, then the direct sum k of the kernels of τk is
a graded ideal in F (a). Moreover, if we regard T (a) as an a-module under the usual diagonal action
induced by the adjoint action, we find that F (a) is an a-submodule, k is a a-invariant ideal of T (a) and
that there exists a Lie algebra homomorphism τ [t] : F (a) → a[t]t with kernel k. With a little more
work one then shows that this map actually extends to a map from the natural semidirect product of
a and F (a) to a[t]. Moreover, the map is surjective if a is its own commutator subalgebra, which we
shall assume from now on.
Using this realization, we then see in particular that to any representation V of a[t] one can associate
a a-invariant ideal I(V ) of T (a) containing k. Conversely, any a-invariant ideal I of T (a) containing k
defines a representation V (I) of a[t] such that I(V (I)) = I. However, non-isomorphic modules can give
rise to the same ideal. Thus for example, any module V which is obtained from a module for a by
evaluating at zero corresponds to the augmentation ideal in T (a). Nonetheless, since there are infinitely
many a-invariant ideals I ⊃ k of T (a) we get a large family of explicitly defined representations of a[t].
For instance, by observing that k is contained in the two sided ideal of T (a) generated by elements of
the from x⊗y−y⊗x, x, y ∈ a, we find that every a-invariant ideal in S(a) corresponds to a a[t]-module
M which satisfies (x ⊗ t2)M = 0 for all x ∈ a. The study of such ideals in S(a) is well-established, at
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2least for a semi-simple (see for example [1, 6, 9]) and we expect that the corresponding modules for
a[t] should be similarly interesting. Indeed, one can see that a subfamily of the classical counterparts
of the Kirillov-Reshetikhin modules can be described in this language. The results of Section 2 of this
paper are somewhat more general than the above outline and we use a construction of Kostant that
also allows us to construct the fundamental Weyl modules for the current algebra (cf. [3], [5]).
In Section 3, we use the construction to describe extensions between a[t]-modules which split as
a-modules. We then use this to describe extensions between irreducible finite-dimensional modules for
the current algebra associated to a simple finite dimensional Lie algebra.
Acknowledgments. We are grateful to A. Alekseev, A. Berenstein, A. Joseph and E. Mukhin for
stimulating discussions.
1. A realization of the current algebra
Let a be a complex Lie algebra satisfying [a, a] = a. In this section we first realize the maximal ideal
in the current algebra a[t] as a quotient of the free Lie algebra F (a) on the underlying vector space a.
Further, since a acts in a natural way on F (a) we see that the current algebra is a quotient of F which
is the semi-direct product of a and F (a). Although we work over the complex numbers, since that is
our primary interest in this paper, these results remain valid over any ground field.
1.1. Let Z+ (respectively, N) be the set of non-negative (resp. positive) integers. Let a be a
complex Lie algebra with a = [a, a], U(a) the universal enveloping algebra of a and T (a) the tensor
algebra of a. Clearly, T (a) =
⊕
r≥0 T
r(a) is a Z+-graded associative algebra. Set
F 1(a) = T 1(a) = a
and let F r(a) be the subspace of T r(a) spanned by elements of the form x⊗y−y⊗x, x ∈ a, y ∈ F r−1(a).
Then
F (a) =
⊕
r>0
F r(a),
is the free Lie algebra on a with the bracket operation given by
[y,y′]T = y ⊗ y
′ − y′ ⊗ y, y,y′ ∈ F (a).
Obviously F (a) is a N-graded Lie algebra and T (a) is the universal enveloping algebra of F (a). Let
τ : F (a) → a be the canonical homomorphism of Lie algebras and we also denote by τ the extension
to the map of associative algebras T (a) → U(a). Let τr : F
r(a) → a be the restriction of τ to F r(a).
Note that τ1 = id and for all r, s ∈ N+,
[τr(x), τs(y)]a = τr+s([x,y]T ), x ∈ F
r(a),y ∈ F s(a). (1.1)
Let adT : a→ End(T (a)) be the usual diagonal action of a on T (a) induced by ad : a→ End(a), namely
adT (x)(y1 ⊗ · · · ⊗ yr) =
r∑
i=1
y1 ⊗ · · · ⊗ [x, yi]⊗ · · · ⊗ yr,
for all x, y1, · · · , yr ∈ a, r ∈ N.
31.2. Let C[t] be the ring of polynomials in an indeterminate t. The space a[t] = a⊗C[t] is naturally
a Lie algebra with the bracket defined by
[x⊗ f, y ⊗ g]a[t] = [x, y]a ⊗ fg, x, y ∈ a, f, g ∈ C[t],
and let a[t]t denote the ideal a ⊗ tC[t] of a[t]. Henceforth we write xf for the element x ⊗ f , x ∈ a,
f ∈ C[t] of a[t].
Theorem. (i) The map τ [t] : F (a)→ a[t] defined by τ [t](x) = τ(x)tr , for x ∈ F r(a) and r ≥ 1 is a
homomorphism of graded Lie algebras and
ker τ [t] =
⊕
r>0
ker τr.
Moreover, ker τ [t] is contained in the two-sided ideal of T (a) generated by elements x⊗y−y ⊗ x−
[x, y] for all x, y ∈ a.
(ii) Let F = a⊕ F (a) and set
[x, y]F = [x, y]a, [x,y]F = adT (x)y = −[y, x]F, [y, z]F = [y, z]T
for all x, y ∈ a, y, z ∈ F (a). Then F is a Lie algebra and
a[t] ∼= F/ ker τ [t],
where τ [t] is extended to F by setting τ [t](x) = x⊗ 1, x ∈ a.
Proof. Take x ∈ F r(a), y ∈ F s(a). Then [x,y]T ∈ F
r+s(a) and so by (1.1)
τ [t]([x,y]T ) = τr+s([x,y]T )t
r+s = ([τr(x), τs(y)]a)t
r+s = [τr(x)t
s, τs(y)t
s]a[t] = [τ [t](x), τ [t](y)]a[t] ,
which proves the first statement in (i). The second statement is obvious. To prove that F is a Lie
algebra, note that for x, y ∈ a, z ∈ F (a), we have
adT (x)[y, z]T = [[x, y], z]T + [y, adT (x)(z)]T . (1.2)
Since F r(a) is spanned by elements [y, z]T , y ∈ a, z ∈ F
r−1(a), an obvious induction on r proves that
adT (x)(F
r(a)) ⊂ F r(a) for all r ∈ N. This implies that
adT (x)[y, z]T = [adT (x)y, z]T + [y, adT (x)z]T
for all x ∈ a, y, z ∈ F (a), whence
[x, [y, z]F]F + [z, [x,y]F]F + [y, [z, x]F]F = 0.
Since F r(g) is preserved by adT by the above, the Jacobi identity for x, y ∈ a, y ∈ F (a) is trivially
checked. Finally, to prove that the extension of τ [t] to F is a homomorphism of Lie algebras, it is
enough to check that for all r ∈ N, the map τr : F
r(a) → a is a surjective map of a-modules. This is
also proved by an induction on r. Since τ1 = id, the induction starts. Applying τ to both sides of (1.2)
with z ∈ F r−1(g), we get
τ(adT (x)([y, z]T )) = [[x, y], τ(z)] − [τ(adT (x)z), y] = [[x, y], τ(z)] − [[x, τ(z)], y]
= [x, [y, τ(z)]] = [x, τ([y, z]T )]
since τ : F r−1(a) → a is a a-module homomorphism by the induction hypothesis. It remains to prove
that τ : F r(a)→ a is surjective. Since a = [a, a], for any x ∈ a there exist y, z ∈ a such that x = [y, z].
By the induction hypothesis, there exists z ∈ F r−1(a) such that z = τ(z). Then x = [y, τ(z)] =
τ([y, z]T ), whence x ∈ τ(F
r(a)) = Im τr. 
4Corollary. For all k ≥ 0, we have an isomorphism of Lie algebras
F (a)
/(
ker τ [t] +
∑
r>k
F r(a)
)
∼= a[t]/a⊗ tkC[t].
2. Construction of a[t]-modules
In this section we study some applications of the realization of a[t] provided by Theorem 1.2 to the
representation theory of a[t]. Thus, if ρ[t] : a[t] → End(V ) is a homomorphism of Lie algebras, it is
clear that the action of a[t] on V is determined by the images of ρ[t](x) and ρ[t](xt) in End(V ) for
all x ∈ a. In this section we give a necessary and sufficient condition for a pair of linear maps from a to
End(V ) to define a a[t]-module structure on V and describe the isomorphism classes of such structures.
2.1. Given a collection of vector spaces Vj , j = 1, . . . , k+1 and maps ξj ∈ Hom(a,Hom(Vj , Vj+1)),
j = 1, . . . , k define ξk ⊙ · · · ⊙ ξ1 ∈ Hom(T
k(a),Hom(V1, Vk+1)) by
(ξk ⊙ · · · ⊙ ξ1)(xk ⊗ · · · ⊗ x1) := ξk(xk) ◦ · · · ◦ ξ1(x1).
Let ξ : a → A be a map of vector spaces from a to an associative algebra with unity A. Denote by
ξT : T (a) → A the natural algebra homomorphism extending ξ. In particular, ξT |T 0(a) is defined by
ξT (c) = c1A, c ∈ T
0(a) = C and
ξT |T r(a) = ξ
⊙r.
Let ξF be the restriction of ξT to F (a). Clearly, ξF is a homomorphism of Lie algebras, where A is
regarded as a Lie algebra in a natural way.
Lemma. If ξ : a→ A is a homomorphism of Lie algebras then
ξ⊙r|F r(a) = ξ ◦ τr, r > 0. (2.1)
Proof. The proof is by induction on r. If r = 1, then τ1 is the identity map and hence induction begins.
For the inductive step, it is sufficient to prove the assertion for x = [x,y]T where x ∈ a, y ∈ F
r(a).
Then
ξ⊙r+1(x) = [ξ(x), ξ⊙r(y)]A = [ξ(x), ξ(τr(y))]A = ξ([x, τr(y)]) = ξ(τr+1(x)). 
2.2. Suppose that we are given a homomorphism of Lie algebras ρ : a→ End(V ), that is a a-module
structure on V . Then End(V ) is an a-module in a natural way. Suppose we are given η : a→ End(V )
a map of a-modules, that is
[ρ(x), η(y)] = η([x, y]), x, y ∈ a.
Then ηF is a map of a-modules and we have
[ρ(x), η⊙r(y)] = η⊙r(adT (x)y), x ∈ a, y ∈ F
r(a).
Proposition. Let ρ : a→ End(V ) be a homomorphism of Lie algebras. There exists a homomorphism
ρ[t] : a[t]→ End(V ) of Lie algebras such that ρ[t](x⊗ 1) = ρ(x) for all x ∈ a, if and only if there exists
η ∈ Homa(a,End(V )) such that
ker τ [t] ⊂ ker ηT ,
where we assume that the a-module structure on End(V ) is the natural one given by ρ.
5Proof. Suppose first that ρ[t] exists. Define η : a→ End(V ) by η(x) = ρ[t](xt). Since
η([x, y])(v) = ([x, y]t)v = ([x, yt])v = ρ(x)(η(y)(v)) − η(y)(ρ(x)(v)),
it follows that η is a map of a-modules. To prove that ηT (ker τr) = 0 it suffices to prove that
η⊙r(x)(v) = (τr(x)t
r)v for all x ∈ F r(a) and for all r > 0. (2.2)
We proceed by induction on r, the case r = 1 being obvious. For the inductive step, it is sufficient to
prove (2.2) for all elements of F r+1(a) of the form [x,y]T , x ∈ a, y ∈ F
r(a). One has
η⊙r+1([x,y]T )v = [η(x), η
⊙r(y)]v
= (xt)(τr(y)t
r)v − (τr(y)t
r)(xt)v
= ([xt, τr(y)t
r ])v = ([x, τr(y)]t
r+1)v
= (τr+1([x,y]T )t
r+1)v,
where the second equality is a consequence of the induction hypothesis.
For the converse, suppose that we are given a map η : a→ End(V ) of a-modules and let ηF : F (a)→
End(V ) be the corresponding homomorphism of Lie algebras, with ηF (x) = η
⊙r(x) if x ∈ F r(a). Since
ηT (ker τr) = 0 for all r ≥ 1, it follows immediately that we have a homomorphism of Lie algebras,
η[t] : a[t]t → End(V ). Moreover, since η is a homomorphism of a-modules, the map ηF and hence the
induced map η[t] are a-module homomorphisms. It is now sufficient to prove that the formulas
ρ[t](x) = ρ(x), ρ[t](x) = η[t](xtr), x ∈ a, r ≥ 1,
define a representation of a[t]. For this, it suffices to show that
[ρ[t](x), ρ[t](ytr)] = ρ[t]([x, ytr]).
But this equivalent to proving that
[ρ(x), η[t](ytr)] = η[t]([x, ytr ])
which is the statement that η[t] is a map of a-modules. 
2.3. Motivated by Proposition 2.2 we introduce the following definition.
Definition. Let H(V ) be the subset of Hom(a,End(V )) × Hom(a,End(V )) consisting of pairs (ρ, η)
which satisfy,
(C1) ρ is a homomorphism of Lie algebras.
(C2) η is a homomorphism of a-modules where End(V ) acquires a a-module structure through ρ.
(C3) For all r > 0, ker τr ⊂ ker ηT .
Given a homomorphism of Lie algebras ρ : a→ End(V ), set
Hρ(V ) = {η ∈ Homa(a,End(V )) : (ρ, η) ∈ H(V )}.
Given a pair (ρ, η) ∈ H(V ), denote by V (ρ, η) the a[t]-module structure defined on V by ρ, η as
in Proposition 2.2. Note that η = 0 is in Hρ(V ). For a ∈ C, let ǫa be the endomorphism of a[t] defined
by ǫa(xt
r) = arxtr and γa be the automorphism of a[t] defined by γa(xt
r) = x(t− a)r.
Lemma. Let η ∈ Hρ(V ). Then, for all a ∈ C, we have
(i) aη ∈ Hρ(V ),
(ii) η − aρ ∈ Hρ(V ),
(iii) aρ ∈ Hρ(V ).
6Proof. To prove (i) (respectively, (ii)) it suffices to observe that V (ρ, aη) (resp. V (ρ, η − aρ)) is iso-
morphic to the pull back through ǫa (resp. γa) of V (ρ, η). Part (iii) follows immediately from (ii) by
taking η = 0. 
Remark. A a[t]-module of the form V (ρ, aρ), a ∈ C is an evaluation module, namely it is obtained by
pulling the a-module V back through the evaluation homomorphism eva : a[t]→ a defined by eva(xf) =
f(a)x for all x ∈ g, f ∈ C[t]. It is tempting to conjecture that if ρ is irreducible then Hρ(V ) = Cρ.
In fact, when g is a simple Lie algebra and V is an irreducible highest weight representation of g, one
can prove without too much difficulty that this statement is true. However, the general case is far from
clear.
2.4. The following is trivial.
Lemma. A map φ ∈ Homa(V (ρ, η), V
′(ρ′, η′)) is a homomorphism of a[t]-modules if and only if φ ◦
η(x) = η′(x)◦φ for all x ∈ a. In particular, given η, η′ ∈ Hρ(V ) the a[t]-modules V (ρ, η) and V (ρ, η
′) are
isomorphic if and only if there exists a a-module automorphism φ of V such that η′(x) = φ ◦ η(x) ◦φ−1
for all x ∈ a.
2.5. In the rest of this section, we use the above construction to produce a large family of examples
of non-isomorphic a[t]-modules V (ρ, η).
For η ∈ Hρ(V ) set
I(ρ, η) = ker ηT .
Clearly, I(ρ, η) is a two-sided adT -invariant ideal of T (a) containing ker τ [t]. It follows immediately
from Lemma 2.4 that I(ρ1, η1) = I(ρ2, η2) if V1(ρ1, η1) ∼= V2(ρ2, η2). Observe that for all a ∈ C
× we
have I(ρ, aη) = I(ρ, η) for all a 6= 0. Moreover, I(ρ, 0) is the augmentation ideal T (a)+ of T (a). In the
case when η = aρ for a ∈ C×, we have that ηT : T (a) → End(V ) factors through to an associative
algebra homomorphism ηU : U(a) → End(V ). Obviously, ker ηU = AnnU(a) V . It follows that I(ρ, aρ)
is the inverse image of AnnU(a) V with respect to τ : T (a)→ U(a).
Conversely, given any two sided a-invariant ideal in T (a) which contains ker τ [t], we can define a
representation V (ρI, ηI) as follows. Set V = T (a)/I. Then the action adT on T (a) induces a natural a-
module structure on V and we denote ρI the corresponding homomorphism of Lie algebras a→ End(V ).
Define ηI : a→ End(V ) by
ηI(x)(y + I) = x⊗ y + I, x ∈ a, y ∈ T (a)
Let M be the set of of two sided adT -invariant ideals in T (a) containing ker τ [t]. Denote by M the
set of isomorphism classes of a[t]-modules.
Proposition. (i) ηI ∈ HρI(T (a)/I).
(ii) I(ρI, ηI) = I.
(iii) The map M→M defined by I 7→ [V (ρI, ηI)] is injective
(iv) The map M→M defined by [V (ρ, η)] 7→ I(ρ, η) is surjective.
Proof. For (i), we should prove first that ηI is a homomorphism of a-modules. Indeed, for all x, y ∈ a,
z ∈ T (a) we have
(ρI(x)ηI(y)− ηI(y)ρI(x))(z + I) = ρI(x)(y ⊗ z)− y ⊗ ρI(x)z + I = [x, y]⊗ z+ I = ηI([x, y])(z + I).
Furthermore, I ⊂ ker(ηI)T by definition and so ηI ∈ HρI(T (a)/I). In order to prove (ii) it remains to
show that ker(ηI)T ⊂ I. Since x ∈ ker(ηI)T implies that x ⊗ y ∈ I for all y ∈ T (a), the result follows
by taking y = 1. Finally, (iii) and (iv) follow immediately from (ii). 
7It is easy to see that the ideal T (a)+ gives rise to the trivial module for a[t]. Furthermore, consider
the ideal I = ker τ in T (a). Since T (a)/ ker τ ∼= U(a), it follows that ker τ is the two-sided ideal in
T (a) generated by x ⊗ y − y ⊗ x − [x, y] for all x, y ∈ a. Then it is easy to check that ker τ is an
adT -invariant ideal and ker τ [t] ⊂ ker τ by Theorem 1.2(i). The a[t]-module corresponding to this ideal
by the above construction identifies with U(a)(ρ, η) with ρ(x)u = ad(x)u and η(x)u = xu. It follows
that η⊙r(x)u = τ(x)u for all x ∈ F r(a). In particular, in this module one has (xtr)u = xu for all r > 0.
2.6. Consider now the special case of a[t]-modules V (ρ, η) satisfying the condition xtrV (ρ, η) = 0
for all x ∈ a, r ≥ 2. Denote byM2 the set of isomorphism classes of such a[t]-modules. By Corollary 1.1
the isomorphism class of V (ρ, η) is in M2 if and only if ηF (F
2(a)) = 0, that is [η(x), η(y)] = 0 for all
x, y ∈ a. It follows that ηT factors through to an algebra homomorphism ηS : S(a) → End(V (ρ, η))
which is also a a-module map. Let I(ρ, η) = ker ηS . Then I(ρ, η) is a a-invariant ideal of S(a). Denote
the set of such ideals by MS .
On the other hand, given I ∈MS , observe that V = S(a)/I is a a-module in a natural way. Denote
the corresponding Lie algebra homomorphism a→ End(V ) by ρI and define ηI by
ηI(x)(y + I) = xy + I, ∀x ∈ a, y ∈ S(a).
Proposition. (i) ηI ∈ HρI (S(a)/I).
(ii) I(ρI , ηI) = I.
(iii) The map MS →M2 defined by I 7→ [V (ρI , ηI)] is injective
(iv) The map M2 →MS defined by [V (ρ, η)] 7→ I(ρ, η) is surjective.
The proof of this proposition is similar to that of Proposition 2.5 and is omitted. Notice that if
I = 0, then S(a) is a a[t]-module with η(x) given by
η(x)y = xy.
In particular, Sk =
∑
j≥k S
j(a) is a a[t]-submodule of S(a) and the quotient a[t]-module Vk = Sk−1/Sk
is an evaluation module at a = 0. If a admits a non-degenerate symmetric invariant bilinear form (·, ·)a
then, passing to the dual module, one obtains another a[t]-module structure on S(a) with η given by
η(x)(x1 · · ·xk) =
k∑
j=1
(x, xj)ax1 · · · xˆj · · ·xk.
The corresponding ideal is again I = 0. Next, consider the ideal I ⊂ S(a) generated by S2(a). Then
as a-modules, we have
V (ρI , ηI) = C⊕ a,
and ηI(x)(a, y) = (0, ax) for all a ∈ C, x, y ∈ a. In the case of simple Lie algebras this example can be
further generalized and which we now discuss.
2.7. Assume that g is a simple finite-dimensional complex simple Lie algebra. Let θ be the highest
root of g and let x+θ be a non-zero element in the corresponding root space. Set x
+
θ (r) = (x
+
θ )
⊗r ∈ T r(g).
It is well-known that the g-module V (rθ) = U(g)x+θ (r) is an irreducible submodule of T
r(g) and
moreover that we can write
T r(g) = V (rθ) ⊕ K˜r,
where K˜r is a g-module. Further, it is not hard to see that if x ∈ g and y ∈ K˜r, then x⊗y,y⊗x ∈ K˜r+1
and so K˜ =
⊕
r≥1 K˜r is a two-sided adT -invariant ideal in T (g). We claim that the quotient
T (g)/K˜ =
⊕
r≥0
V (rθ)
8is a g[t]-module and, moreover, its isomorphism class is in M2. For, notice that
V (2θ) ⊂ 〈{x⊗ y + y ⊗ x : x, y ∈ g}〉,
and hence the elements of the form x ⊗ y − y ⊗ x ∈ K˜2 for all x, y ∈ g. This implies that the ideal
generated by such elements is in the ideal K˜. In particular, F r(g) ⊂ K˜ for all r > 1, which proves our
claim. Moreover, since
ηK˜(x
+
θ )(x
+
θ (r)) = x
+
θ (r + 1),
it follows easily that this module is indecomposable.
For r ≥ 1, letKr be the ideal generated by K˜ and T
r(g). This gives rise to a family of indecomposable
g[t]-modules
T (g)/Kr ∼=
r−1⊕
s=0
V (sθ).
These modules (or rather their duals) appear in the literature (cf. [3],[7]) and are known to be the
classical limits of a family of Kirillov-Reshetikhin modules.
2.8. We now use a construction due to Kostant (cf. [8]) to give further examples of modules inM2
for a simple Lie algebra g.
To describe this construction, assume that ρ : g → End(V ) is a self-dual finite-dimensional repre-
sentation of g. Let (·, ·) be a non-degenerate symmetric g-invariant bilinear form on V . Let so(V ) be
the corresponding Lie algebra of skew-symmetric endomorphisms of V and notice that Im ρ ⊂ so(V ).
Define ζ :
∧2
V → so(V ) by extending linearly
ζ(u1 ∧ u2)v = (u1, v)u2 − (u2, v)u1, u1, u2, v ∈ V.
It is easy to see that ζ is injective and hence an isomorphism of vector spaces. Let ϕ : g →
∧2
V be
the map
ϕ(x) = ζ−1 ◦ ρ(x), x ∈ g.
The exterior powers
∧k
V , k ≥ 0 are all g-modules under the usual diagonal action and one can show
that ϕ is a homomorphism of g-modules. Moreover, if we set
η(x)(u) = ϕ(x) ∧ u, x ∈ g, u ∈
∧
V,
it is easy to see that the pair (∧ρ, η) defines a g[t]-module structure on End(
∧
V ), here ∧ρ is the
diagonal action of g on
∧
V =
⊕
k≥0
∧k
V . Since u ∧ u′ = u′ ∧ u for all u, u′ ∈
∧2
V , it follows that
[η(x), η(y)] = 0 for all x, y ∈ g.
For the dual module (∧∗ρ, η∗) we obtain the following formula for η∗(x),
η∗(x)(v1 ∧ · · · ∧ vk) = −
∑
1≤r<s≤k
(−1)r+s(ϕ(x), vr ∧ vs)V v1 ∧ · · · ∧ vˆr ∧ · · · ∧ vˆs ∧ · · · ∧ vk,
where vr ∈ V for 1 ≤ r ≤ k and the formBV is extended to
∧
V by setting BV (v1∧· · ·∧vk, w1∧· · ·∧vr) =
δr,k det((BV (vi, wj))
k
i,j=1).
In the special case, when g = so(n) and V is the natural representation of g, it is not hard to see
that the subspaces
⊕
k≥r
∧2k
V and
⊕
k≥r
∧2k+1
V are indecomposable g[t]-submodules of
∧
V (∧ρ, η).
Similarly, the dual modules (∧∗ρ, η∗) give rise to a family of indecomposable modules
⊕
0≤k≤r
∧2k
V
and
⊕
0≤k≤r
∧2k+1 V . These modules are the classical limits of the fundamental Kirillov-Reshetikhin
modules or Weyl modules (cf. [5]).
93. Extensions
The main result of this section is a description of the vector space of extensions between two a[t]-
modules. Suppose that we are given a short exact sequences of a-modules
0 −−−−→ V
ι
−−−−→ U
pi
−−−−→ W −−−−→ 0
and suppose that V = V (ρV , ηV ), W = W (ρW , ηW ) are a[t]-modules. A natural question is whether
U admits a a[t]-module structure with makes the above short exact sequence into an extension of
a[t]-modules. A priori, for a general extension of a-modules, there is no reason to expect that such a
structure exists. However, if the corresponding extension is equivalent to the split extension, then U
admits a canonical a[t]-module structure corresponding to the direct sum of V and W as a[t]-modules.
In this section we classify all possible a[t]-module extensions as deformations of that canonical one.
This describes, in particular, all extensions of a[t]-modules such that the corresponding category of
a-modules is semisimple.
We begin with some standard results on Ext.
3.1. Recall that a triple (U, ι, π), where U is a a[t]-module, ι ∈ Homa[t](W,U), π ∈ Homa[t](U, V )
and
0 −−−−→ W
ι
−−−−→ U
pi
−−−−→ V −−−−→ 0
is a short exact sequence of a[t]-modules, is called an extension of W by V . Two such triples (U, ι, π)
and (U ′, ι′, π′) are equivalent if and only if there exists an isomorphism of a[t]-modules ψ : U → U ′ such
that ψ ◦ ι = ι′ and π′ ◦ ψ = π. It is well-known that Ext1a[t](V,W ) identifies with the set of equivalence
classes of extensions of W by V and we write [U, ι, π] for the class of (U, ι, π).
The set Ext1a[t](V,W ) can be endowed with a structure of a vector space in the following way.
Let [Uk, ιk, πk], k = 1, 2 be two elements of Ext
1
a[t](V,W ). Then [U1, ι1, π1] + [U2, ι2, π2] = [U, ι, π]
where U , ι and π are defined in the following way. Let U˜ = {(w, u1, u2) : w ∈ W,ui ∈ Ui, π1(u1) =
π2(u2)} which is a submodule ofW⊕U1⊕U2. LetN be a submodule of U˜ consisting of all elements of the
form (w1 +w2,−ι1(w1),−ι2(w2)). Let U = U˜/N and define ι(w) = (w, 0, 0) +N , π((w, u1, u2) +N) =
π1(u1) = π2(u2). The extension (U, ι, π) is called the Baer sum of extensions (U1, ι1, π1) and (U2, ι2, π2).
The multiplication by z ∈ C in Ext1a[t](V,W ) is defined as follows. Given [U, ι, π], define z[U, ι, π]
to be the equivalence class of [U ′, ι′, π′] where U ′ = (W ⊕ U)/M with M = {(−zw, ι(w)) : w ∈ W},
ι′(w) = (w, 0) +M and π′((w, u) +M) = π(u).
Finally, the zero element of Ext1a[t](V,W ) is the equivalence class of the split extension (V ⊕W, ι0, π0)
where ι0(w) = (0, w) and π0((v, w)) = v.
3.2. Given (ρi, ηi) ∈ H(Vi), i = 1, 2 let (ρ, η) = (ρ1 ⊕ ρ2, η1 ⊕ η2) be the obvious maps from
a → End(V1 ⊕ V2). Moreover, if η˜ : a → Hom(V1, V2) is any linear map, we regard it as a map
a→ End(V1 ⊕ V2) also in the obvious way. Let
E(V1(ρ1, η1), V2(ρ2, η2)) = {η˜ ∈ Hom(a,Hom(V1, V2) : (ρ, η + η˜) ∈ H(V1 ⊕ V2)}.
It is obvious that
E(V1(ρ1, η1), V2(ρ2, η2)) ⊂ Homa(a,Hom(V1, V2)),
where Hom(V1, V2) is regarded as an a-module in a natural way. We claim that E(V1(ρ1, η1), V2(ρ2, η2))
is a vector subspace of Homa(a,Hom(V1, V2)). Indeed, since η + η˜ ∈ Hρ(V1 ⊕ V2), we conclude that
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ker(η + η˜)T ⊃ ker τ [t]. Now, since η˜(V2) = 0 and η˜(V1) = 0, we have η˜(x) ◦ ψ ◦ η˜(y) = 0 for all x, y ∈ a
and for all ψ ∈ End(V2). It follows immediately that
(η + η˜)T |T r(a) = η
⊙r +
r−1∑
j=0
η⊙j2 ⊙ η˜ ⊙ η
⊙r−j−1
1 .
Since η ∈ Hρ(V ), η
⊙r(ker τr) = 0. Thus, η + η˜ ∈ Hρ(V ) if and only if
(E1) η˜ ∈ Homa(a,Hom(V1, V2)),
(E2)
∑r−1
j=0 η
⊙j
2 ⊙ η˜ ⊙ η
⊙r−j−1
1
(
ker τr
)
= 0, r > 1.
In particular, E(V1(ρ1, η1), V2(ρ2, η2)) is a vector subspace of Homa(a,Hom(V1, V2)).
3.3. Given ψ ∈ Homa(V1, V2), set η˜ψ(x) := η2(x) ◦ψ−ψ ◦ η1(x) ∈ Hom(a,Hom(V1, V2)) and define
E0(V1(ρ1, η1), V2(ρ2, η2)) = {η˜ψ : ψ ∈ Homa(V1, V2)}.
Lemma. The set E0(V1(ρ1, η1), V2(ρ2, η2)) is a subspace of Homa(a,Hom(V1, V2)). Further, the assign-
ment ψ 7→ η˜ψ defines an isomorphism of vector spaces,
E0(V1(ρ1, η1), V2(ρ2, η2)) ∼= Homa(V1, V2)/Homa[t](V1, V2).
Proof. The first statement of the lemma is established in the course of this section where it is shown
that E0(V1(ρ1, η1), V2(ρ2, η2)) is the kernel of a linear map. The linear map ψ 7→ η˜ψ is surjective by
definition and its kernel is Homa[t](V1, V2) by Lemma 2.4. 
3.4. The following theorem is the main result of this section.
Theorem. Suppose that Ext1a(V1, V2) = 0. Then we have an isomorphism of vector spaces
E : E(V1(ρ1, η1), V2(ρ2, η2))/E0(V1(ρ1, η1), V2(ρ2, η2))
∼
−→ Ext1a[t](V1(ρ1, η1), V2(ρ2, η2)),
given by the assignment E : [η˜] 7→ [V (ρ, η + η˜), ι0, π0], where [η˜] denotes the class of η˜ modulo E0,
V = V1 ⊕ V2, ρ = ρ1 ⊕ ρ2, η = η1 ⊕ η2, ι0(v2) = (0, v2) and π0((v1, v2)) = v1 for all vi ∈ Vi.
The proof of this theorem is given in 3.5–3.7.
3.5. Throughout 3.5-3.7 we keep the notations of 3.2. The first step of our proof is
Lemma. We have the following short exact sequence of modules:
0 −−−−→ V2(ρ2, η2)
ι0−−−−→ V (ρ, η + η˜)
pi0−−−−→ V1(ρ1, η1) −−−−→ 0.
Proof. We only need to check that ι0 and π0 are homomorphisms of a[t]-modules, since the above
sequence is obviously exact as a sequence of a-modules. Indeed, we have for all x ∈ a,
ι0(η2(x)(v2)) = (0, η2(x)(v2)) = (η + η˜)(x)((0, v2)) = (η + η˜)(x)(ι0(v2)),
π0((η + η˜)(x)((v1 , v2))) = (η1(x)(v1), η2(x)(v2) + η˜(x)(v1)) = η1(x)(v1) = η1(π0((v1, v2))). 
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3.6. Lemma 3.5 allows us to define a map
E˜ : E(V1(ρ1, η1), V2(ρ2, η2)) −→ Ext
1
a[t](V1(ρ1, η1), V2(ρ2, η2))
[η˜] 7−→ [V (ρ, η + η˜)].
Lemma. (i) E˜ is a homomorphism of vector spaces.
(ii) ker E˜ = E0(V1(ρ1, η1), V2(ρ2, η2)). In particular, E0(V1(ρ1, η1), V2(ρ2, η2)) is a vector subspace of
E(V1(ρ1, η1), V2(ρ2, η2)).
Proof. The first step is to check that the Baer sum of [V (ρ, η+ η˜1), ι0, π0] and [V (ρ, η+ η˜2), ι0, π0] equals
[V (ρ, η + η˜1 + η˜2), ι0, π0]. Indeed, by 3.1 [V (ρ, η + η˜), ι0, π0] + [V (ρ, η + η˜), ι0, π0] is defined as [U, ι, π]
where U = U˜/N with
U˜ = {(w, (v, w1), (v, w2)) : v ∈ V1, w, w1, w2 ∈ V2}
and
N = {(w1 + w2, (0,−w1), (0,−w2)) : w1, w2 ∈ V2} ⊂ U˜ .
The embedding ι : V2(ρ2, η2)→ U and the projection π : U → V1(ρ1, η1) are defined by
ι(w) = (w, (0, 0), (0, 0)) +N, π((w, (v, w1), (v, w2)) +N) = v.
Observe also that U = U(ρU , ηU ) where
ρU (x)((w, (v, w1), (v, w2)) +N) = (ρ2(x)(w), ρ(x)((v, w1)), ρ(x)((v, w2))) +N
and
ηU (x)((w, (v, w1), (v, w2)) +N) = (η2(x)(w), (η + η˜1)(x)((v, w1)), (η + η˜2)(x)((v, w2))) +N.
Define Ψ : U → V (ρ, η + η˜1 + η˜2) by Ψ((w, (v, w1), (v, w2)) + N) = (v, w + w1 + w2). This map is
obviously well-defined, satisfies Ψ ◦ ι = ι0, π0 ◦Ψ = π and is an isomorphism of a-modules. It remains
to check that Ψ is an isomorphism of a[t]-modules. We have
Ψ ◦ ηU (x)((w, (v, w1), (v, w2)) +N) = (η1(x)(v), η2(x)(w + w1 + w2) + (η˜1 + η˜2)(x)(v))
= (η + η˜1 + η˜2)(x)((v, w + w1 + w2))
= (η + η˜1 + η˜2)(x) ◦Ψ((w, (v, w1), (v, w2)) +N).
Thus, Ψ◦ηU (x) = (η+η˜1+η˜2)(x)◦Ψ, and so Ψ : U → V (ρ, η+η˜1+η˜2) is an isomorphism of a[t]-modules
by Lemma 2.4.
Furthermore, let z ∈ C. We claim that z[V (ρ, η + η˜)ι0, π0] = [V (ρ, η + zη˜), ι0, π0]. Indeed, by 3.1,
z[V (ρ, η + η˜), ι0, π0] = [U
′, ι′, π′] where
U ′ = W ⊕ V (ρ, η + η˜)/M, M = {(−zw, (0, w)) : w ∈ V2},
ι′(w) = (w, (0, 0)) +M, π′((w, (v, w′)) +M) = v, ∀ v ∈ V1, w, w
′ ∈ V2
Define Ψ′ : U ′ → V as Ψ′((w, (v, w′)) +M) = (v, w + zw′). Then Ψ′ is a well-defined isomorphism of
a-modules and it is easy to check that Ψ′ ◦ ι′ = ι0, π0 ◦Ψ
′ = π′. Observe that U ′ = U ′(ρ′, η′), where
ρ′(x)((w, (v, w′)) +M) = (ρ2(x)(w), ρ(x)(v, w
′)) +M
and
η′(x)((w, (v, w′)) +M) = (η2(x)(w), (η + η˜)(v, w
′)) +M.
We have
Ψ′ ◦ η′(x)((w, (v, w′)) +M) = Ψ′((η2(x)(w), (η1(x)(v), η2(x)(w
′) + η˜(x)(v))) +M)
= (η1(x)(v), η2(x)(w + zw
′) + zη˜(x)(v)) = (η + zη˜)(x)((v, w + zw′))
= (η + zη˜)(x) ◦Ψ′((w, (v, w′)) +M).
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Therefore Ψ′ : U → V (ρ, η + zη˜) is an isomorphism of a[t]-modules by Lemma 2.4 and so [U ′, ι′, π′] =
[V (ρ, η + zη˜), ι0, π0].
It remains to prove (ii). Suppose η˜ ∈ ker E˜. Then [V (ρ, η + η˜), ι0, π0] = [V (ρ, η), ι0, π0]. Let Ψ0 :
V (ρ, η + η˜) → V (ρ, η) be a corresponding isomorphism of a[t]-modules. We may write Ψ0((v1, v2)) =
(ψ1,1(v1)+ψ1,2(v2), ψ2,1(v1)+ψ2,2(v2)). Since Ψ0 ◦ ι0 = ι0 and π0 ◦Ψ0 = π0 we conclude that ψ1,2 = 0,
ψ1,1 = idV1 , ψ2,2 = idV2 and ψ2,1 = ψ ∈ Hom(V1, V2). Since Ψ0 is an isomorphism of a-modules, it
follows that ψ ∈ Homa(V1, V2). Furthermore, Ψ0 ◦ (η + η˜)(x) = η(x) ◦Ψ0 by Lemma 2.4. Then
Ψ0 ◦ (η + η˜)(x)((v1, v2)) = Ψ0(η1(x)(v1), η2(x)(v2) + η˜(x)(v1))
= (η1(x)(v1), η2(x)(v2) + η˜(x)(v1) + ψ ◦ η1(x)(v1))
= η(x) ◦Ψ0((v1, v2)) = (η1(x)(v1), η2(x)(v2) + η2(x) ◦ ψ(v1)).
It follows that η˜ = η˜ψ and so ker E˜ ⊂ E0(V1(ρ1, η1), V2(ρ2, η2)). For the opposite inclusion, let η˜ ∈
E0(V1(ρ1, η1), V2(ρ2, η2)). Then η˜ = η˜ψ for some ψ ∈ Homa(V1, V2). Define Ψ0 : V (ρ, η + η˜) →
V1(ρ1, η1)⊕V2(ρ2, η2) by Ψ0((v1, v2)) = (v1, v2+ψ(v1)). One checks as above that Ψ0 is an isomorphism
of a[t]-modules, Ψ0 ◦ ι0 = ι0, π0 ◦ Ψ0 = π0. Thus, E˜(η˜) is the class of the split extension and
so η˜ ∈ ker E˜. 
3.7. The following lemma completes the proof of our theorem.
Lemma. The homomorphism E˜ defined in 3.6 is surjective.
Proof. Let (U, ι, π) be an extension of V2(ρ2, η2) by V1(ρ1, η1). Observe that U = U(ρU , ηU ) for some
pair (ρU , ηU ) ∈ H(U). Since Ext
1
a(V1, V2) = 0, (U, ι, π) splits as an extension of a-modules. Then there
exists j ∈ Hom(V1, U) such that U = j(V1)⊕ ι(V2), π ◦ j = id and ρU (x) ◦ j = j ◦ ρ1(x). Observe that,
since π, ι are homomorphisms of a[t]-modules, π ◦ ηU (x) = η1(x) ◦ π, ηU (x) ◦ ι = ι ◦ η2(x) for all x ∈ a.
One has
π ◦ (ηU (x) ◦ j − j ◦ η1(x)) = η1(x) − η1(x) = 0.
Therefore, ηU (x) ◦ j − j ◦ η1(x) ∈ Hom(a,Hom(V1, kerπ)) = Hom(a,Hom(V1, Im ι)). Thus,
η˜j(x) := ι
−1(ηU (x) ◦ j − j ◦ η1(x))
is a well-defined element of Hom(a,Hom(V1, V2)).
Let us check that η˜j ∈ E(V1(ρ1, η1), V2(ρ2, η2)). By construction, η˜j is a homomorphism of a-modules.
Furthermore,
r−1∑
s=0
η⊙s2 ⊙ η˜j ⊙ η
⊙r−s−1
1 = ι
−1
( r−1∑
s=0
η⊙s+1U ◦ j ◦ η
⊙r−s−1
1 −
r−1∑
s=0
η⊙sU ◦ j ◦ η
⊙r−s
1
)
= ι−1(η⊙rU ◦ j − j ◦ η
⊙r
1 ).
Since both ηU and η1 satisfy (C3), it follows that η˜j satisfies (E2).
It remains to prove that [U, ι, π] = [V (ρ, η + η˜j), ι0, π0] = E˜(η˜j). For, define Ψ : V (ρ, η + η˜j) → U
by Ψ((v1, v2)) = j(v1)+ ι(v2). Evidently, Ψ is an isomorphism of a-modules, Ψ ◦ ι0 = ι and π ◦Ψ = π0.
One has
Ψ ◦ (η + η˜j(x))((v1, v2)) = j(η1(x)(v1)) + ι(η2(x)(v2)) + ηU (x)(j(v1))− j(η1(x)(v1))
= ηU (x)(j(v1) + ι(v2)) = ηU (x) ◦Ψ((v1, v2)).
It follows from Lemma 2.4 that Ψ is an isomorphism of a[t]-modules. 
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3.8. Assume from now on that g is a simple Lie algebra, R+ a set of positive roots for g with respect
to a Cartan subalgebra h of g. Let g = n+ ⊕ h ⊕ n− be the corresponding triangular decomposition.
Let θ be the highest root of g.
Let F be the category of finite-dimensional g[t]-modules. We shall prove the following in the rest of
the section.
Theorem. Let V ∈ F be irreducible. Then,
dimExt1g[t](C, V ) ≤ 1,
with equality holding if and only if V ∼= g(ad, a ad) for some a ∈ C. Moreover, if V ′ ∈ F is also
irreducible, then
dimExt1g[t](V, V
′) =
∑
a∈C
dimHomg[t](g(ad, a ad), V
∗ ⊗ V ′).
In particular, Ext1g[t](V, V ) 6= 0.
3.9. We shall need the following proposition on the structure of F . Recall that a module in F is
completely reducible if and only if it is isomorphic to a direct sum of irreducible g[t]-modules.
Proposition. (i) Let V ∈ F be irreducible. Then either V is trivial or there exist k ∈ N, simple
non-trivial finite-dimensional g-modules Vi(ρi) and distinct ai ∈ C, 1 ≤ i ≤ k such that
V ∼= V1(ρ1, a1ρ1)⊗ · · · ⊗ Vk(ρk, akρk).
In particular there exists a unique element v ∈ V such that V = U(g[t])v, n+[t]v = 0 and
h[t]v = hv ⊂ Cv. Moreover if V is non-trivial, then hv = Cv.
(ii) Given k ∈ N and irreducible g-modules Vi(ρi), 1 ≤ i ≤ k, the g[t]-module V1(ρ1, a1ρ1) ⊗ · · · ⊗
Vk(ρk, akρk) is irreducible if and only if ai 6= aj, 1 ≤ i ≤ j ≤ k and is completely reducible
otherwise.
(iii) Let V ∈ F . Then V is completely reducible if and only if there exists k ∈ N and distinct ai ∈ C,
1 ≤ i ≤ k such that
(x⊗ (t− a1) · · · (t− ak))V = 0,
for all x ∈ g.
(iv) Let V ∈ F be non-trivial. There exists a ∈ C such that Homg[t](g(ad, a ad), V ⊗ V
∗) 6= 0.
Proof. Parts (i) and (ii) are well-known (cf. [2, 4] for instance). For (iii), notice that if V ∼= V1(ρ1, a1ρ1)⊗
· · · ⊗ Vk(ρk, akρk) is then
(x⊗ (t− a1) · · · (t− ak))V = 0,
for all x ∈ g and hence the result follows for all completely reducible modules in F . For the converse
statement, consider the map eva1,...,ak : g[t]→ g
⊕k defined by
eva1,...,ak(x⊗ t
s) = (as1x, . . . , a
s
kx), x ∈ g.
This map is a homomorphism of Lie algebras and is surjective if the ai are distinct for 1 ≤ i ≤ k.
Thus the action of g[t] on V gives rise to an action of g⊕k. Since g⊕k is a semisimple Lie algebra, V is
completely reducible as a g⊕k-module. Each irreducible component is in fact an irreducible g[t]-module
obtained by pulling back by eva1,...,ak and hence (iii) follows.
Clearly, it is sufficient to prove (iv) for V simple and non-trivial. Observe that V (ρ, aρ)∗ ∼=
V ∗(ρ∗, aρ∗) as g[t]-modules, whence
Homg[t](C, V (ρ, aρ)⊗ V
∗(ρ∗, aρ∗)) 6= 0
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and also that
Homg[t](g(ad, a ad), V (ρ, aρ)⊗ V
∗(ρ∗, aρ∗)) 6= 0.
It follows immediately that if V ∼= V1(ρ1, a1ρ1)⊗ · · ·⊗Vk(ρk, aρk), then Homg[t](g(ad, a ad), V ⊗V
∗) 6=
0. 
Let x−θ ∈ g be a non-zero element in the root space corresponding to the root −θ.
Corollary. Let V ∈ F . Then V is completely reducible if and only if there exists k, ℓ ∈ N, distinct
ai ∈ C, 1 ≤ i ≤ k and elements vj ∈ V , 1 ≤ j ≤ ℓ such that n
+[t]vj = 0, h[t]vj ⊂ Cvj and
(x−θ ⊗ (t− a1) · · · (t− ak))vj = 0, 1 ≤ j ≤ ℓ.
Proof. The corollary is immediate from the proposition if we prove that the condition
(x−θ ⊗ (t− a1) · · · (t− ak))v = 0,
for some v ∈ V with n+[t]v = 0, h[t]v ⊂ Cv implies that
(x⊗ (t− a1) · · · (t− ak))U(g[t])v = 0,
for all x ∈ g. Since U(g[t])v = U(n−[t])v, and [x−θ , n
−] = 0, we see that
(x−θ ⊗ (t− a1) · · · (t− ak))U(g[t])v = 0.
The result follows now since any x ∈ g can be written as a linear combination of elements of the form
[y1, [y2, . . . [ym, x
−
θ ]] · · · ] for m ∈ N and y1, . . . , ym ∈ g. 
3.10.
Proof of Theorem 3.8. Suppose first that that V ∼= g(ad, a ad) for some a ∈ C. Then Homg(C, V ) = 0
and so E0(C, V ) = 0. Thus, dimExt
1
g[t](C, V ) ≤ dimHomg(g,Hom(C, V )) = 1. Since the g[t]-module
described in 2.6 provides a non-zero element of Ext1g[t](C, V ), it follows that dimExt
1
g[t](C, V ) = 1.
Now suppose that V ∼= V1(ρ1, a1ρ1)⊗· · ·⊗Vk(ρk, akρk) is not isomorphic to g(ad, a ad). If V is trivial,
then the result is obvious. Otherwise, assume that we have a short exact sequence of g[t]-modules,
0 −−−−→ C
ι
−−−−→ M
pi
−−−−→ V −−−−→ 0. (3.1)
Let m ∈M be such that π(m) ∈ V is the element v of Proposition 3.9(i). Assume that hv = λ(h)v for
some λ ∈ h∗ and hm = λ(h)m as well. Now, since
0 = x−θ ⊗ (t− a1) · · · (t− ak)v = π
(
x−θ ⊗ (t− a1) · · · (t− ak)m
)
,
it follows that (x−θ ⊗ (t− a1) · · · (t− ak))m 6= 0 only if it lies in Im ι
∼= C, which implies λ = θ.
Suppose first that λ 6= θ. Then (x−θ ⊗ (t − a1) · · · (t − ak))U(g[t])m = 0. Since M = V ⊕ C as
g-modules and (x−θ ⊗ (t− a1) · · · (t− ak))U(g[t])C = 0 it follows that
(x−θ ⊗ (t− a1) · · · (t− ak))M = 0,
which implies by Corollary 3.9 that M is completely reducible and hence the short exact sequence (3.1)
splits.
Suppose now that λ = θ and that V = V1(ρ1, a1ρ1)⊗· · ·⊗Vk(ρk, akρk). Then it is easy to see from the
representation theory of simple Lie algebras that k ≤ 2. Since k = 1 is the case when V ∼= g(ad, a ad),
it is enough to consider the case k = 2. But this can occur only if g ∼= sln+1 and only if one of the
modules Vi(ρi) is isomorphic to the natural representation while the other is isomorphic to its dual.
Then
V ∼= g⊕C
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as g-modules, whence
dimExt1g[t](C, V ) ≤ dimHomg(g,Hom(C, V )) = dimHomg(g, V ) = 1
by Theorem 3.4. Since dimHomg(C, V ) = 1 and dimHomg[t](C, V ) = 0, it follows from Lemma 3.3
that dim E0(C, V ) = 1 and so dimExt
1
g[t](C, V ) = 0.
The last statement is now an immediate consequence of the fact that for all V, V ′ ∈ F , we have
Ext1g[t](V, V
′) ∼= Ext1g[t](C, V
∗ ⊗ V ′). 
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