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FUZZY LOGIC IN PROCESS CONTROL: A NEW FUZZY LOGIC 
CONTROLLER AND AN IMPROVED FUZZY-INTERNAL 
MODELCONTROLLER 
 
YOHN E. GARCÍA Z. 
 
 
ABSTRACT 
 
 
 
Two fuzzy controllers are presented. A fuzzy controller with intermediate 
variable designed for cascade control purposes is presented as the FCIV 
controller. An intermediate variable and a new set of fuzzy logic rules are added 
to a conventional Fuzzy Logic Controller (FLC) to build the Fuzzy Controller with 
Intermediate Variable (FCIV). The new controller was tested in the control of a 
nonlinear chemical process, and its performance was compared to several other 
controllers. The FCIV shows the best control performance regarding stability and 
robustness. The new controller also has an acceptable performance when noise 
is added to the sensor signal. An optimization program has been used to 
determine the optimum tuning parameters for all controllers to control a chemical 
process. This program allows obtaining the tuning parameters for a minimum IAE 
(Integral absolute of the error).  The second controller presented uses fuzzy logic 
to improve the performance of the conventional internal model controller (IMC). 
This controller is called FAIMCr (Fuzzy Adaptive Internal Model Controller). Two 
  
xvi
fuzzy modules plus a filter tuning equation are added to the conventional IMC to 
achieve the objective. The first fuzzy module, the IMCFAM, determines the 
process parameters changes. The second fuzzy module, the IMCFF, provides 
stability to the control system, and a tuning equation is developed for the filter 
time constant based on the process parameters. The results show the FAIMCr 
providing a robust response and overcoming stability problems. Adding noise to 
the sensor signal does not affect the performance of the FAIMC. 
 
The contributions presented in this work include 
? The development of a fuzzy controller with intermediate variable for 
cascade control purposes. 
? An adaptive model controller which uses fuzzy logic to predict the process 
parameters changes for the IMC controller.  
? An IMC filter tuning equation to update the filter time constant based in the 
process parameters values.  
? A variable fuzzy filter for the internal model controller (IMC) useful to 
provide stability to the control system.  
 1
CHAPTER 1 
 INTRODUCTION 
 
1.1  Introduction 
 Almost daily, control engineers face the task of upgrading control 
strategies and controllers to handle process nonlinearities. Chemical processes 
are notoriously nonlinear. In addition, most chemical processes have slow 
dynamics. These characteristics of process nonlinearities and slow dynamics 
make chemical processes control quite challenging. Due to this challenge, most 
of the recent studies address the improvement of process control regarding 
stability, and robustness [Chiu, 1998], [Gormandy and Edgar, 2000], [Gormandy 
and Postlethwait, 2001]. 
  In 1965 the theory of fuzzy logic was developed, and in 1974 its first 
application to industrial processes was presented [Mamdani, 1974]. Fuzzy logic 
provides means to deal with nonlinear systems, and its flexibility and simplicity 
makes fuzzy logic controllers suitable for many industrial applications.  
 This research uses fuzzy logic to design a controller to improve the control 
performance of nonlinear processes with slow dynamics using a variation of 
cascade architecture, and to improve the performance of an already existing 
internal model controller. 
 2
 1.2 Contributions of This Research 
 This research provides the following contributions to process control: 
 
1.2.1.1 A Fuzzy Logic Controller With Intermediate Variable  
(Chapter 2) 
This controller substitutes the two conventional PIDs used in a process 
cascade control strategy by a single fuzzy controller. The controller consists of a 
three inputs – two outputs Fuzzy Inference System (FIS) with the rules of a PI-
type FLC (Fuzzy Logic Controller) coupled with seven rules to deal with an 
intermediate variable change.  The first part of the FIS is a regular fuzzy logic 
controller (FLC) with the error of the primary controlled variable (e) and its 
change (∆e) as inputs. The second part of the FIS, called Fuzzy Intermediate 
Rules (FI), handles an intermediate variable changes and adjusts the controller 
output anticipating the controlled variable change. The output to the valve, ∆m, 
depends on the contribution from the FLC, ∆mFB, and the contribution from the FI, 
∆mINT. This controller is referred to as “Fuzzy Controller with Intermediate 
Variable, FCIV,” 
 
1.2.2 Adaptive Internal Model Controller (Chapter 3) 
 Based on the response from the modeling error (em) in the IMC (Internal 
Model Control) controller, and using fuzzy logic, it is possible to estimate the 
amount of change of each model parameter due to the nonlinear process 
behavior. The new values are then updated into the IMC controller structure to 
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improve its performance in nonlinear processes. The maximum value, an inverse 
peak to the maximum value, and steady-state value of the modeling error (em) are 
key to predict the parameters change. Data analysis and regression models are 
used to relate modeling error response and process characteristics.  Finally, a 
set of fuzzy rules are used to form the Takagi-Sugeno model to obtain the new 
parameters values.  
 
1.2.3 IMC Filter Tuning Equation (Chapter 3)  
Based on a First Order Plus Dead Time (FOPDT) process model, the 
optimum filter value for a Single Input – Single Output (SISO) IMC controller is 
tuned as a function of the model parameters: Process Gain (KP), Time Constant 
(τ ) and Dead Time (t0). The tuning equation for a wide range of process 
parameter values is developed for this purpose.   
 
1.2.4 Variable Fuzzy Filter for Internal Model Control (IMC)    
(Chapter 3) 
 Using fuzzy logic, it is possible to substitute the constant filter in the 
conventional IMC, by a variable filter. This new filter helps the IMC to overcome 
the inconvenience of instability when excessive oscillations appear. A Mamdani-
type FIS with 49 rules is used to set a filter value that pursues control loop 
stability. The error (e), and its change (∆e) are the inputs to the FIS, and the 
change on the value of the filter constant, (∆F) is the output.  This improved IMC 
controller is called “Internal Model Control with Fuzzy Filter,” (IMCFF). 
 4
 1.3 Survey and Discussion 
 Much has been written over the past 30 years about advanced control with 
respect to the underlying theory, implementation studies, benefits that its 
applications will bring, and projections of future trends. During the 1960s, 
advanced control was understood to be to an algorithm or strategy that deviated 
from the classical Proportional-Integral-Derivative (PID) controller.  
 Depending on anyone’s point of view, the concept of advanced control can 
be defined according to the specific process where it is used: implementation of 
feedforward control; cascade control schemes; dead time compensators as IMC; 
tuning or adaptive algorithms of optimization strategies; and even combinations 
of some of them with Artificial Intelligence. 
 Today, process plants must handle the quality and the required production 
due to market demands, environmental concerns, and of course, keeping in mind 
energy and material costs. On the other hand currently there is no one technique 
that will solve all the control problems that can manifest in modern plants. 
Indeed, different plants have different requirements.  
 The present work focuses on the use of Artificial Intelligence (Fuzzy Logic) 
for developing a simpler and more robust controller as an alternative to the 
conventional cascade control, and for improving Internal Model Control. 
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 1.3.1 Recent Advances on Fuzzy Logic Control 
  Fuzzy Logic is much closer in spirit to human thinking and natural 
language than traditional logical systems. In recent years, fuzzy logic has been 
successfully applied in the area of nonlinear process control [Burden, Tantalean 
and Deshpande, 2003], [Foulloy and Galichet, 2003], [Govender and Bajic, 
2003]. Fuzzy Logic is a practical alternative to a variety of challenging control 
applications since it provides a convenient method for constructing nonlinear 
controllers via the use of heuristic information [Passino, 2001].  
 A Fuzzy Logic Controller (FLC) is essentially a set of linguistic control 
rules with the objective to analyze “vague” input variables (fuzzification); to make 
a “logic” decision (inference mechanism); and to convert the conclusions reached 
into the output from the controller (defuzzification) [Passino and Yurkovich, 
1998]. In general, the FLC provides an algorithm which can convert the linguistic 
control strategy based on expert knowledge into an automatic control strategy. 
 
 1.3.2 Recent Advances on Cascade Control 
 Cascade control is one of the most popular control structures and 
significantly improves the performance provided by feedback control in some 
applications. Recently, Fuzzy Logic has been applied on cascade control of 
mechanical systems [Lepetic, 2003]. Using fuzzy identification, a Takagi-Sugeno 
fuzzy model was established for predictive purposes. 
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 The present research develops a new fuzzy controller unit that uses the 
secondary variable information, similar to a cascade control strategy, to minimize 
the negative effect of disturbances on the main variable. 
 
1.3.3 Advances on IMC 
  Internal Model Control (IMC), introduced by Garcia and Morari in 1982, 
has been considered one of the best strategies based on disturbance rejection 
and robustness analysis [Morari and Zafiriou, 1989]. Recent developments have 
shown that combining Fuzzy Logic and IMC significantly improves the control 
performance on a variety of linear systems [Gormandy and Postlethwaite, 2002]. 
Due to the relevance of using IMC over the last years, this research also focuses 
on the improvement of the performance of the IMC control structure to overcome 
its limitations when dealing with highly nonlinear chemical processes. A self 
tuning filter, which becomes a variable filter for excessive oscillations, and an 
adaptive process model are designed, using Fuzzy Logic, to improve the 
conventional IMC structure. 
 
1.4 Summary and Scope of the Thesis 
 This chapter summarizes the principal objectives of this dissertation to 
improve the performance of the conventional control system facing the 
nonlinearities of the processes.  
? Chapter 2 presents the design of a new fuzzy logic controller, the FCIV, 
useful for cascade control purposes.  
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? Chapter 3 presents an improved conventional IMC (Internal model control) 
controller. Three modules have been designed and attached to the IMC 
controller: an adaptive internal model controller, an IMC filter tuning 
equation, and a variable fuzzy filter. 
? Chapter 4 presents the conclusions of the dissertation.  
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CHAPTER 2 
 
FUZZY CONTROLLER WITH INTERMEDIATE VARIABLE (FCIV) 
 
This chapter proposes a new Fuzzy Controller and it constitutes the first 
contribution of the dissertation. An intermediate variable and a new set of fuzzy 
logic rules are added to a conventional Fuzzy Logic Controller (FLC) to build the 
Fuzzy Controller with Intermediate Variable (FCIV). This controller is tested in the 
control of a nonlinear chemical process, and its performance is compared to 
several other controllers. 
 
2.1 Introduction 
The well-known PID controllers are still the most adopted controllers in the 
process industries. These controllers have a simple structure and are easy to 
tune. However, real systems often have nonlinearities and contain high-order 
dynamics and dead time, all of which diminish the performance of these 
controllers.  
Fuzzy Logic is a technique that uses language and reasoning principles 
similar to the way in which humans solve problems [Zadeh, 1965]. This technique 
provides means to deal with nonlinear functions, and flexibility and simplicity that 
makes it suitable for many industrial applications [Ming, 1994], [Martins, 1997]
 9
[Sugeno, 1985]. In the process control field the boom started in 1974 when 
Mandani controlled a steam engine using fuzzy logic [Resnick, 1997]. In recent 
years, the technique has been applied successfully in the area of nonlinear 
process control [De Silva, 1995], [Chen and Kuo, 1995]. 
Feedback Control (FC) is the simplest form of automatic process control. 
However, its disadvantage is that it reacts only after the process has been upset. 
Even with this disadvantage, over 80 % of all strategies used in industrial 
practice are FC.  In many processes with slow dynamics and with too many 
upsets, the control performance provided by feedback control often becomes 
unacceptable. It is necessary in these cases to use other strategies to provide 
the required performance.  
Cascade control is a strategy that improves, in some applications 
significantly, the performance provided by conventional feedback control. 
Recently, some works have applied fuzzy logic into cascade control strategies to 
control mechanical suspension systems. In these cases, fuzzy identifications are 
developed to establish the Takagi-Sugeno fuzzy model for predictive purposes 
[Leptic, 2002], [Leptic, 2003]. Fuzzy Logic has also been applied as combination 
in cascade with a proportional integral (PI) controller to control the temperature of 
glass melting furnace [Moon and Lee, 2000].  
 This paper proposes a new fuzzy controller in which an intermediate 
process variable and a new set of fuzzy rules are added to the conventional 
Fuzzy Logic Controller (FLC); we refer to this controller as a Fuzzy Controller 
with Intermediate Variable (FCIV). The controller resembles a cascade strategy 
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in that it uses an intermediate variable; however, it is a single controller with a 
single set point. This controller is tested in the control of a nonlinear chemical 
process, and its performance is compared to that of a PID controller, FLC 
controller, PID’s in cascade, and FLC’s in cascade.  Please note that actually the 
controllers used in this chapter are PI controllers; we are using the term PID in a 
generic sense. 
 
2.2 Fuzzy Controller With Intermediate Variable (FCIV) 
Figure 1 shows a control system with the FCIV as the controller. The 
controller consists of two fuzzy logic units as shown in Fig 2. The first unit (FLC) 
is a regular fuzzy logic controller with the inputs being the error of the primary 
controlled variable, e(n) and its change, ∆e(n). The second unit (FI) handles the 
intermediate variable. The input to this unit is the change in the intermediate 
variable, ∆c2(n). The output to the valve, ∆m(n), depends on the contributions 
from the FLC, ∆mFB(n), and from the FI, ∆mINT(n), units. 
Controller
Disturbances
PROCESSFCIV
Signal to valve, m
Set Point, C1 set
Intermediate variable, C2
Main variable, C1  
Figure 1. Cascade Control Loop Using the FCIV 
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K∆C2
K∆e
Ke
FLC
FI
KFB
KINT
FCIV
e(n)
∆e(n)
∆c2(n)
∆m(n)
∆mFB(n)
∆mINT(n)
Σ
 
 
Figure 2. Scheme of the FCIV 
 
The input and output terms for this controller are defined as follows: 
? )n(c)n(r)n(e 1−=  
? )1n(e)n(e)n(e −−=∆  
? )1n(c)n(c)n(c 222 −−=∆  
 
where:   
? )n(r  is the desired response, or set point 
? )n(1c  is the main, or primary, variable response 
? )n(2c  is the intermediate variable response 
? n  is the present value. 
? 1n −  is the previous value. 
 12
Tuning the FCIV requires five scaling factors: three for the inputs (Ke, K∆e 
and K∆C2) and two for the outputs (KFB and KINT). We also refer to these scaling 
factors as tuning parameters.  These parameters are used to scale the inputs 
and outputs to match the range [-1, 1] which is needed in the fuzzy units. 
 
2.2.1 Fuzzy Rules Set for FCIV  
The rule matrix used by the FLC unit is based on the Macvicar-Whelan 
matrix [Macvicar-Whelan, 1976]. The meanings of the linguistic variables 
involved are: negative big (NB), negative medium (NM) negative small (NS), zero 
(Z), positive small (PS), positive medium (PM) and positive big (PB). Table 1 
shows the distribution rules to obtain ∆mFB(n). 
 
Table 1 Fuzzy Rules for the First Unit, the FLC 
NB NM NS Z PS PM PB
NB NB NB NB NB NM NS Z
NM NB NB NB NM NS Z PS
NS NB NB NM NS Z PS PM
Z NB NM NS Z PS PM PB
PS NM NS Z PS PM PB PB
PM NS Z PS PM PB PB PB
PB Z PS PM PB PB PB PB
e(n) \ ∆e(n)
 
 
∆mINT(n) is obtained using another set of rules shown in Table 2. These rules 
were chosen to correct the changes of the intermediate variable, ∆c2(n), 
independent of the error, e(n), and its change, ∆e(n), in the primary variable. 
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Table 2. Basic Rules Used for the FCI Unit 
NB PB
NM PM
NS PS
Z Z
PS NS
PM NM
PB NB
∆c 2(n) ∆m ΙΝΤ(n)
 
 
Five triangular membership functions and two trapezoidal membership 
functions are used for both inputs and outputs. Fig. 3 represents the membership 
functions for the inputs, while Fig.4 represents the membership functions for the 
outputs.  
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Figure 3. Membership Functions for the Inputs of the FCIV 
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Figure 4. Membership Functions for the Outputs of the FCIV 
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2.3 Testing the FCIV 
The chemical reactor with a preheating tank described in Appendix 1 is 
used to illustrate the FCIV performance. The control loop consists of the reactor 
concentration as the controlled variable, the flow of steam as the manipulated 
variable, and the temperature in the preheating tank as the intermediate variable. 
A First Order Plus Dead Time (FOPDT) equation is used to simulate the 
process behavior. The FOPDT equation is the empirical model most commonly 
used for chemical process. The equation 2.3.1 is a representation of a FOPDT in 
Laplace terms: 
1
K
)s(M
)s(C
)s(pG
sτ
st0
p e
+
=
−
=
                     (2.3.1) 
where: 
? M(s) is the Laplace transform of the controller output 
? C(s) is the Laplace transform of the transmitter output 
? Kp is the process gain and it indicates how much the output changes per 
unit change in the input.  
? τ  is the process time constant; it indicates how fast the output changes 
once it started to chance. 
? t0 is the process dead time. This parameter indicates how much time the 
takes the output to start changing once the input has changed.  
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 Using the method recommended by Corripio & Smith (fit 3), the process 
characteristics obtained for the model are:  Kp = 0.67 %TO/%CO, τ = 29 min and  
t0 = 7.6 min.  Figure 5 shows the process and model responses. 
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Figure 5. Responses from the Process and from the Empirical Model When the 
Controller Output Signal is Increased by 10 %CO 
 
Figure 5 shows a good fitting between the empirical model and the 
process at the steady state.  Figures 6 and 7 illustrate how the nonlinear process 
response differs from the empirical model due to changes in operating conditions 
under open-loop.  
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Figure 6 shows how the process model response deviates from the model 
response when the controller output signal increases. This deviation gives an 
idea of the nonlinear nature of the process. Figure 7 illustrates a much bigger 
deviation from the process model when the controller output decreases, showing 
a highly nonlinear behavior at low values of the controller output. 
0 300 600 900 1200
50
60
70
80
90
100
time, min
C
on
tro
lle
r o
ut
pu
t, 
%
C
O
0 300 600 900 1200 1500
40
50
60
70
80
90
time, min
C
on
tro
lle
d 
va
ria
bl
e,
 c
, %
TO
Nonlinear Process      
Empirical Model (FOPDT)
Controller Output
(a) 
(b) 
C
on
tro
lle
r o
ut
pu
t, 
%
C
O
C
on
tro
lle
d 
va
ria
bl
e,
 c
, %
TO
 
Figure 6. Responses from the Process and from the Empirical Model (b) When 
the Controller Output Signal Increases (a) 
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Figure 7. Responses from the Process and from the Empirical Model (b) When 
the Controller Output Signal Decreases (a) 
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2.4 Partial Results (FCIV Results) 
The results reported in this chapter are based on simulations done using 
Simulink 5.0. A sampling time of 0.25 min was used for all the controllers. The 
input temperature to the preheating tank is assumed to be the main disturbance.  
Five control strategies were implemented: PID feedback, PIDs in cascade, FLC 
feedback, FLCs in cascade, and the proposed FCIV.  
All tuning parameters were optimized to obtain the best control 
performance of each controller. The Integral of the Absolute Value of the Error 
(IAE) was used as the optimization criterion.  A constraint on the signal to the 
valve to avoid excessive oscillations was also used.  The application of this 
constraint is explained on Section 2.8. The optimization method used for this 
purpose was Fminimax from Matlab 6.5.   
Figure 8 shows the responses when the input temperature to the 
preheating tank increases by 10 oF (5.56 K). The controlled variable, Cc(t), is 
recorded from the transmitter in %TO1. The IAE is reported for each control 
strategy.  
 20
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                          Figure 8. Process Responses Under Different Controllers 
 
Figure 9 shows the responses when the input temperature to the 
preheating tank is changed at different times and for different values. The 
response for the control under FLC feedback is not shown because in all cases 
was much worse. The figure also shows the IAE values. 
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Figure 9. Process Responses Under Different Changes of +10 oF (+5.56 K), -20 
oF (-11.11 K), +15 oF (+8.33 K), and -25 oF (-13.89 K) in Ti(t) 
 
 For another comparison, Fig 10 superimposes the response of the three 
schemes. The figure shows that the control provided by FCIV reaches the 
desired steady state value faster than the other strategies, and it also maintains 
its set point once it is reached, without undesired oscillations. The IAE obtained 
by FCIV (26.19) is less than the other two controllers, PID Cascade (42.76) and 
FLC Cascade (41.42).  
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Figure 10. Responses of Cascade Control Strategies to Control the Output 
Concentration for the Mentioned Disturbances 
 
 
2.5 Performance of the FCIV 
Figure 11 is a detailed scheme that shows a) the responses of the main 
and the secondary variables, b) the fuzzy inputs variables and c) the fuzzy 
outputs variables. The data for Fig 11 was taken for a disturbance on the 
temperature to the preheating tank (+10 oF or +5.56 K). Three zones are 
considered to analyze the controller performance.  
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Figure 11. Scheme for the FCIV Performance 
 
2.5.1 Zone 1 
There is an immediate contribution from the FI unit because of the sudden 
change in the intermediate variable, c2(t). The contribution from the FLC unit is 
minimum because the main variable has not yet been affected much (changes 
on e(n) and ∆e(n) are very small). On this zone the signal to the valve is mostly 
provided by the action of the FI unit. Both signals (from FI and FLC units) 
contribute to decrease the signal to the valve in the same direction. For a better 
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idea on how the FCIV controller works, the following data is taken from the 
response at 12 min: 
For FI unit: 
? ∆c2 = 0.1988 ? ∆mFI = -0.9681 
For FLC unit: 
? e = -0.0139 & ∆e = -0.1342 ? ∆mFB = -0.3730 
Thus the total signal to the valve is: 
? ∆m = (-0.9681) + (-0.373) = -1.3441%CO 
 
2.5.2 Zone 2 
On the second zone, both the FI and FLC units are significantly 
contributing to the control effort. The second variable is returning to its set point; 
∆c2 is negative in this zone, thus the FI unit sends positive values to valve signal. 
On the other hand, the FLC unit is sending negative values to the valve signal 
due to the error, e(n), and its change, ∆e(n). Both contributions make the 
manipulated variable, m(n), approach its new steady state value ( ∆m(n) close to 
zero). 
2.5.3 Zone 3 
There is still some small compensation from the FI and the FLC units, 
avoiding undesired oscillations and providing stability to the response. 
Figure 12 shows the signal to the valve, m(n),  from the FCIV controller, 
the PID controller, and 2PID controllers in cascade. 
 
 25
 
Figure 12. Signal to the Valve from a PID, 2PIDs and the FCIV Controllers for 
Controlling the Output Concentration for a Disturbance of Temperature by +10 oF 
(+5.56 K) 
 
2.6 FCIV Surfaces 
As previously mentioned, the FCIV controller is composed of the FLC and 
the FI fuzzy units. Figures 13 and 14 show their corresponding surfaces; U1 and 
U2 are the normalized outputs (before to the output scaling factors) in the range 
of   [-1, 1]. 
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Figure 13. FLC Surface 
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Figure 14. FI Nonlinear Function 
 
Figure 13 shows how U1 is related to the error and its change, and Fig. 14 
shows that U2 is a function (nonlinear) of the intermediate variable change, ∆c2. 
 
 
2.7 Other Disturbances 
Figure 15 shows the control performance using a PID controller, PID 
controllers in a cascade environment, and the FCIV controller for different 
disturbances; Figure 16 shows the manipulated variable signal.  The FCIV 
controller reaches the steady state faster and offers better stability in all cases. 
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Figure 15. Responses of PID, PIDs in Cascade and the FCIV to Control the 
Output Concentration for the Mentioned Disturbances 
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Figure 16. Signal to the Valve from PID, 2PIDs and the FCIV to Control the 
Output Concentration for the Disturbances of Fig. 15 
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To briefly study the effect of noise, an Auto Regressive Moving Average 
noise (ARMA(1,1) noise) with standard deviation of 0.4%TO was added to the 
signal from the analyzer transmitter.  Fig. 17 shows both curves with and without 
noise when the FCIV controller is facing the disturbances mentioned in Fig 15. 
The presence of this particular noise does not make a significant difference on 
the performance of the FCIV.   
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Figure 17. Signals of the Main Variable (the Output Concentration) With and 
Without Noise for the FCIV Controller 
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2.8 Optimization Method 
To obtain the optimized parameters for all controllers a program was 
developed using optimization tools from MATLAB. Fig. 18 shows the scheme of 
this program, which is named OptController. 
The OptController program calls the Fminimax optimization routine and it 
also loads the required parameters for Fminimax execution: the closed loop 
model, the set of fuzzy rules and the guessing values. The optimal conditions 
obtained from this optimization routine are saved on this main program.   
For our purpose, Fminimax was fixed in order to find the set of controller 
parameters which lead to minimum IAE under one constraint applied over the 
controller output signal, m.  
The constraint was designed to avoid the presence of undesired 
oscillations on the controller output signal at the new steady state. In other 
words, when the steady state is reached again, the controller output signal (m) 
must be constant; therefore, the following condition should be accomplished:  
 
∆m(n) = m(n) – m(n-1) = 0.     (2.8.1) 
where  
? m(n)  Is the present value of the controller output signal. 
? m(n-1) Is the previous value of the controller output signal.  
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Since the Fminimax program requires a constraint in the form C ≤ 0 for 
optimization purposes, the following equation is used as a constraint on the 
controller output signal: 
C =  ∆m(n) – β .      (2.8.2) 
where C is the constraint value and β represents the valve noise tolerance from 
the controller output.  
For the simulations in this chapter β has been established as 0.01. Thus, 
when the new steady state is reached, ∆m(n) should be 0 (if there is no valve 
noise) or ∆m(n) ≤ 0.01 (because of the minimum valve noise),  and from  Equation 
2.8.2 C  always will be  ≤ 0, which is allowed by Fminimax program as a 
constraint . ∆m(n) > β  implies either high level of noise in the controller output 
signal or oscillating controller output signal. This constraint is applied for each 
controller response. 
For all iterations, Fminimax calls two additional programs: trackmmobj and 
trackmmcon. The trackmmobj program executes the simulation and maintains 
the values of the IAE signal, yout(n), and the controller output signal, m(n). The 
trackmmcon program verifies that m(n) has been obtained under the fixed 
constraint for this signal, C ≤ 0. If this is true, Fminimax obtains the set of 
parameters for a minimum yout(n) value. 
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Figure 18. OptController Program Scheme 
 
 
2.9 Summary 
This chapter has presented a new fuzzy controller called, FCIV, Fuzzy 
Controller with Intermediate Variable, useful for cascade control purposes.   
An intermediate variable and a new set of fuzzy logic rules were added to 
a conventional Fuzzy Logic Controller (FLC). The new controller was tested in 
the control of a nonlinear chemical process, and its performance was compared 
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to several other controllers. The FCIV shows the best control performance 
regarding stability and robustness. The new controller also has an acceptable 
performance when noise is added to the sensor signal. 
An optimization program has been used to determine the optimum tuning 
parameters for all controllers to control the chemical process of this chapter. This 
program allows obtaining the tuning parameters for a minimum IAE (Integral 
absolute of the error). 
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CHAPTER 3 
 
A FUZZY ADAPTIVE INTERNAL MODEL CONTROLLER (FAIMCr) 
 
This chapter proposes an improved Internal Model Controller using Fuzzy 
Logic; we refer to this controller as the FAIMCr. The body of the FAIMCr consists 
of adding three response analysis structures to the conventional IMC: 
? A fuzzy module for updating the process parameters in the IMC. This 
fuzzy module is the second contribution of this dissertation. 
? A tuning equation for the filter time constant based on the updated 
process parameters. This equation constitutes the third contribution of this 
dissertation. 
? A fuzzy module to modify the filter time constant when it is required. This 
module constitutes the fourth contribution of this dissertation. 
 
The FAIMCr is tested on a couple of nonlinear systems; the controller 
improves the IMC performance and successfully avoids stability problems.   
 
3.1 Introduction 
 Fuzzy logic is an artificial intelligent technique which provides a way to 
face the problem of process nonlinearities. Internal Model Control (IMC) is a 
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Model Based Control (MBC) technique that has shown good performance 
regarding disturbance rejection and robustness [Morari and Zafiriou, 1989]. 
Recent developments have shown that combining Fuzzy Logic with IMC 
improves the control strategy performance on a variety of linear systems 
[Gormandy and Postlethwaite, 2002]. Looking for improving the IMC performance 
in nonlinear systems, fuzzy nonlinear models have been constructed by applying 
least-squares identification technique to past process pH data, and the 
performance of this fuzzy controller is considered good in pH control [Edgar and 
Postlethwaite, 2002]. This Postlethwaite’s IMC fuzzy controller was designed 
using fuzzy relational models equivalent to the 0th order Takagi Sugeno fuzzy 
inference system, and also uses two filter constants to improve the IMC 
performance in pH control. 
 Due to the nonlinear nature of most processes, and searching for a 
general industrial application, this research pursues improving the performance 
of the Internal Model Control strategy on nonlinear systems by including the use 
of Fuzzy Logic. 
The proposed IMC controller uses a 1st order Takagi-Sugeno fuzzy 
inference system (more accurate than a 0th order) to update the process model 
parameters, and also uses a fuzzy filter to overcome the stability problems when 
required. The new controller is referred to as “Fuzzy Adaptive Internal Model 
Controller,” (FAIMCr). 
The FAIMCr consists of two fuzzy inference systems (FIS) added to the 
conventional IMC. The first FIS, the ”IMC Fuzzy Adaptive Model,” (IMCFAM), 
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determines based on the modeling error response the changes on the process 
characteristics, and updates the process model parameters values in the IMC. If 
no changes are detected on the process characteristics, then the process model 
parameters conserve the current values. 
The second fuzzy inference system, the "IMC Fuzzy Filter," (IMCFF), only 
acts after a second peak appears on the controlled variable response. At this 
time, the IMCFF tends to increase the filter value. This action reduces the 
controller aggressiveness; therefore, it is useful for avoiding stability problems 
due to excessive oscillations. If no oscillations are present then the filter time 
constant remains unchanged until the new steady state is reached, at that time 
the value is recalculated based on the process model parameters and updated 
into the IMC.  
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3.2 The Conventional Internal Model Control (IMC) 
Figure 19 represents the structure of the conventional IMC. Three transfer 
functions constitute the scheme for this control strategy. The process model 
transfer function is a First Order Plus Dead Time (FOPDT) equation. The FOPDT 
model is commonly used for chemical processes and widely used for tuning 
purposes [Smith and Corripio, 2005]. 
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Figure 19. Scheme of the Conventional IMC Control Strategy 
 
The transfer functions involved are:  
Process model:  1
0
+=
−
s
eKF
m
st
m*
m
τ                                                               (3.2.1) 
Inverse:             
m
m*
inv K
sF 1+= τ                                                                  (3.2.2) 
Filter:              1
1
+= sG ff τ                                                                   (3.2.3) 
where Km, τm and t0m are the process model parameters (process characteristics) 
and τf is the filter time constant of the IMC controller.  
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 3.3 The FAIMCr Structure 
Figure 20 shows the block diagram of the proposed controller. The 
scheme includes the three structures: the tuning equation module, plus the two 
fuzzy inference systems (the IMCFF unit and the IMCFAM unit). 
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Figure 20. Scheme of the FAIMC 
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3.3.1 The IMCFAM Unit (IMC Fuzzy Adaptive Module) 
Once a new steady state is reached, the IMCFAM unit determines the 
process parameters changes and updates the process model parameters in the 
IMC structure. The IMCFAM unit consists of adding one analytical-fuzzy module 
to the conventional IMC (see Figure 21).   
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Figure 21. Scheme of the IMC Working With the IMCFAM Unit 
 
The inputs to the IMCFAM are: the modeling error signal (em), the set point 
change (∆C set), the previous process model parameters (Km, τm and t0m) and the 
signal to the plant (M). The outputs are the new process model parameters: 
Kmnew, τmnew and t0mnew.  Figure 22 shows the internal structure of the IMCFAM unit. 
The figure illustrates the IMCFAM consisting of two internal calculation modules: 
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the Module K which determines using mathematical analysis the new process 
model gain value (Kmnew), and the Module TS which predicts, using fuzzy logic, 
the fraction of change of the process time constant (β ) and the fraction of change 
of the process dead time (γ ). These changes are added to the previous model 
values (τm and t0m) resulting in τmnew and t0mnew.  Module K acts after a set point 
change or a disturbance occurs, while Module TS only acts after a set point 
change. 
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Figure 22. IMCFAM Internal Structure 
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3.3.1.1 Module K 
Module K uses the modeling error signal (em), the signal to the plant (M), 
and the previous model gain (Km) to calculate the new model gain (Kmnew). Figure 
23 shows the bold delineated blocks diagram useful for this purpose, and Figure 
24 illustrates the plant in a bit more detail.  
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Figure 23. IMC Structure Used by Module K 
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Figure 24. IMC Plant Internal Structure 
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Once the new steady state is reached, the change in the modeling error is 
calculated as:  
[ ] [ ])s(M)s(*Fslim)s(D)s(G)s(M)s(GslimCCe
s
dp
s
mm ∆∆∆∆∆∆
00 →→
−+=−=  
   (3.3.1.1) 
where: 
? ∆em is the change in the modeling error. 
? ∆C is the change in the controlled variable. 
? ∆Cm is the change in the model variable. 
? Gp(s) is a process transfer function (unknown) that describes how the 
signal to the valve affects the controlled variable.  
? Gd(s) is a transfer function (unknown) that describes how the 
disturbance affects the controlled variable.                           
F*(s) is the process model transfer function, 
1
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? ∆M(s) is the change on the signal from the controller to the plant.  
? ∆D(s) is the change on a disturbance. 
 
Using step changes for ∆M(s) and ∆D(s): 
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(3.3.1.3) 
 43
Taking the limit, the change on the modeling error is:  
MKDKMKe mdpm ∆∆∆∆ −+=                                   (3.3.1.4) 
 
where Kp is the process gain, Km is the process model gain and  Kd is the 
disturbance transfer function gain. Dividing by ∆M and arranging terms:  
M
eK
M
DKK mmdp ∆
∆
∆
∆ +=+                       (3.3.1.5) 
 
Defining an “apparent gain, (Kap)” as: M
DKK dp ∆∆+  
M
eK
M
DKKK mmdpap ∆
∆
∆
∆ +=+=                                   (3.3.1.6) 
 
For a set point change ( 0=D∆ ) the apparent gain results in:  
M
eKKK mmpap ∆
∆+==                                      (3.3.1.7) 
 
For a disturbance change ( 0≠D∆ ) the apparent gain results in: 
M
eK
M
DKKK mmdpap ∆
∆
∆
∆ +=+=                               (3.3.1.8) 
 
In both cases, the apparent gain, Kap, is estimated as M
eK mm ∆
∆+ , and its value 
represents the new model gain ( newmK ), which includes the nonlinear effects on 
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the process gain (Kp) and  the contribution (unknown) from disturbances on the 
process ( M
DK d ∆∆ ).   
Equation (3.3.1.8) is used in Module K to determine the new process 
model gain value after each disturbance or a set point change. 
 
3.3.1.1.1 Testing the Module K 
Assume a process with the next transfer function, 
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The disturbance transfer function as, 
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and the process model transfer function, F*(s), is:  
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To test the Module K’s performance, several set point changes and 
disturbance values were introduced, and changes in the process gain (Kp) were 
made at the same time a set point change or a disturbance enter the process. 
The set point changes and the disturbances values (D values) are shown in 
Figure 25, and the process gain changes are shown in Figure 26. 
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Figure 25 shows the improvement of the IMC performance by updating the 
process model gain in the IMC structure. The figure illustrates how the Module K 
helps the IMC to overcome the stability problems. The filter time constant has 
been initially calculated using the tuning equation from Section 3.4, and its value 
is 3.445.  
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Figure 25. IMC Performances With and Without Updating the Process Model 
Gain in the IMC Structure 
 
 Figure 26 shows the different values of the process model gain (Kmnew) 
calculated by the Module K, once the new steady state is reached for each set 
point change and also after the disturbances.  
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Figure 26. Process Model Gain Values (---) Calculated by the Module K, Tracking 
the Changes on the Process Gain Values (___) 
 
3.3.1.2 Module TS 
Module TS predicts whether the dynamic process parameters time 
constant (τ ) or dead time ( 0t ) have changed. Specifically, the module predicts, 
using fuzzy logic, the fraction change of the time constant ( β ) and the fraction 
change of the dead time (γ ). Once these fractions are known, and knowing the 
current values of the parameters, their new values can be easily calculated. 
Module TS acts when the new steady state is reached after a set point change. 
This module uses the new process model gain value calculated by Module K. 
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The calculations of the β  and γ  fractions are not as straightforward as the 
calculation for the new gain in Module K. The first thing that needed to be 
decided on was what terms would indicate a change in the time constant and 
dead time parameters.  No previous information was available to help on this 
decision.  After an extensive search, and much iteration, it was decided that the 
response curve of the “normalized modeling error ( mne )” provides an indication 
that the process characteristics may have changed.  The normalized modeling 
error ( mne ) is defined as the ratio between the modeling error and the set point 
change, setmm Cene ∆= / , and it is a dimensionless quantity.  Specifically, the 
research showed that from the response curve the terms P1 (maximum peak of 
the mne response curve), P2 (time to reach P1), and P3 (the “inverse peak” (if it 
exists) to P1), are very good indicators of the changes in the dynamic process 
characteristics; Fig. 27 shows the mne response curve and the P1, P2, and P3 
terms. 
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Figure 27. Normalized Modeling Error Response Showing P1, P2 and P3 
 
Obviously, the issue of how to relate τ  and 0t , or their fraction change, to 
P1, P2, and P3 still remained.  Many simulation experiments were conducted to 
establish the relations between the process characteristics and the indicators P1, 
P2, and P3.  These experiments yielded that the following five terms could be 
used: 
? The fraction of change of the process model gain, mmnewm KKK /)( −=α  
? The previous process model time constant, mτ  
? The ratio between the previous process model dead time and the previous 
process model time constant, mm τ/tratio 0=  
? The β  and γ  fractions 
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A significant number of equations were developed (shown in this chapter) 
and integrated into a Takagi-Sugeno fuzzy inference system, relating P1, P2, and 
P3 to the five terms mentioned.  Let us define some new nomenclature that will 
help in the explanation that follows.  The values of the three indicators obtained 
from the mne response curve are called P1, P2, and P3.  The values obtained 
from the equations are referred to P1*, P2*, and P3*, or 
 
? ),,,,(1 1* γβτα ratiofP m=  
? ),,,,(2 2* γβτα ratiofP m=  
? ),,,,(3 3* γβτα ratiofP m=  
 
An analysis of the terms involved in the equations show that ,, mτα and ratio  are 
based on information known.  However, β  and γ  are not known, and actually, 
these are the terms of interest.  If these terms – the fraction changed by the time 
constant ( β ), and the fraction changed by the dead time (γ ) – could be 
obtained, then the new values of the time constant and dead time could be 
calculated by, )β1(ττ += mnewm   and )γ1(00 += mnewm tt .  It is proposed to obtain the 
values of  β  and γ  by minimizing the following objective function, 
 ( ) ( ) ( )2*2*2* 332211 PPPPPPf −+−+−=                    (3.3.1.2.1) 
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The minimization of this function yields β  and γ .  That is, the objective is to 
search for the values of β  and γ  that minimize the function f . Figure 28 
illustrates the internal structure, the inputs and the outputs of Module TS.  
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Figure 28. Scheme of the Module TS 
 
 As mentioned earlier, the inputs to Module TS are: 
? The normalized modeling error (nem). Note that nem is a vector 
containing the normalized modeling error from the moment the variable 
deviates from the set point until it returns back to steady state.  
? The fraction of change on the process model gain, α .   
? The previous process model time constant (τm) 
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? A ratio (ratio), defined as the ratio between the previous process model 
dead time and the previous process model time constant               
(ratio = t0m /τm). 
The outputs from this fuzzy module are the fraction change of the process time 
constant (β ) and the fraction change of the process dead time (γ ). 
 
 Four programs constitute the structure of this module:  
? The FindingP1P2P3 program, which determines three parameters 
from the normalized modeling error response, P1, P2 and P3. 
? The Fmincon_TSIMC program. This program optimizes the process 
time constant and the process dead time fraction changes, 
β  and γ. The Fmincon_TSIMC program uses two additional 
programs: the fuzzyTSIMC and the TSIMC_Con. 
? The fuzzyTSIMC program. This program calls the Takagi Sugeno 
fuzzy inference system (TSIMC.fis), obtains the P1* P2* P3* 
values, calculates the objective function (Equation. 3.3.1.2.1) and 
sends its value to the main program.  
? The TSIMC_Con program, contains the constraints for the main 
program execution. This program is used by the optimization 
routine for changes on the process dead time. 
 
The following sections present in detail the different programs in Module 
TS.  
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3.3.1.2.1 The FindingP1P2P3 Program 
When the new steady sate is established, the FindingP1P2P3 program 
calculates three parameters from the normalized modeling error response, P1 
(maximum peak of the nem response), P2 (time to reach P1) and P3 ("the inverse 
peak" (if this exists) to P1); If any of these three parameters are not present in 
the nem response, the FindingP1P2P3 program assigns a zero value to the missing 
variables. Appendix 2 contains the Matlab structure of this program. Figure 28 
shows the parameters P1, P2 and P3 in a nem response. 
 
3.3.1.2.2 The Fmincon_TSIMC Program 
 Fmincon from Matlab 6.5, is an optimization program that finds a 
constrained minimum of a function of several variables. Fmincon_TSIMC is the 
program that obtains the values of β and γ  that minimize the objective function 
given by Equation 3.3.1.2.1. The Fmincon_TSIMC program uses two additional 
programs, the fuzzyTSIMC and the TSIMC_Con.  
Once the parameters P1, P2 and P3 are determined by the FindingP1P2P3 
program, the Fmincon_TSIMC program sends to the fuzzyTSIMC program, the 
guessing values for β  and γ, the fraction of change on the process gain (α ), the 
previous process model time constant (τm), and the ratio (ratio); using this 
information fuzzyTSIMC calculates the predictive parameters P1*, P2* and P3* 
using a fuzzy inference system (the TSIMC.fis).  The initial guess values of β  and 
γ, are always zero (0), which assumes that no changes in τ  and 0t have 
occurred. 
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 For each iteration routine (a maximum of 500 iterations), the 
Fmincon_TSIMC program changes the values of β and γ , to minimize the 
objective function, f.  The optimization is carried out according to constraints in 
the TSIMC_Con program (to be explained later). 
 
3.3.1.2.3 The fuzzyTSIMC Program 
The fuzzyTSIMC program obtains the predictive parameters P1*, P2* and 
P3* using a Takagi Sugeno fuzzy inference system, the TSIMC.fis. To obtain 
these values, the TSIMC.fis uses 5 inputs (α , τm, ratio, β, and γ ) and 3 sets of 
linear equations, one set for each parameter.   
For each iteration, the fuzzyTSIMC program obtains the predictive 
parameters and evaluates the objective function, f , sending its value to the main 
program.  For all iterations, the parameters P1, P2 and P3 obtained from the 
FindingP1P2P3 program remain constant.  
 
3.3.1.2.3.1 The TSIMC Fuzzy Inference System 
A first order Sugeno (or Takagi-Sugeno) fuzzy inference system 
(TSIMC.fis) is designed to obtain the values of P1*, P2*, and P3*. Higher order 
Sugeno fuzzy models are possible; however, they introduce significant 
complexity with little obvious merit. 
The inputs to the TSIMC.fis are the values of β  and γ, the fraction of 
change on the process gain (α ), the previous model time constant (τm), and the 
ratio (ratio). The outputs are the P1*, P2* and P3* values. That is, 
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? P1*= f (α , τm, ratio, β, γ ) 
? P2*= f (α , τm, ratio, β, γ ) 
? P3*= f (α , τm, ratio, β, γ ) 
 
Figure 29 shows the scheme of the TSIMC.fis. 
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Figure 29. TSIMC.fis Scheme 
 
The following example illustrates the meaning of a fuzzy logic function in a 
Sugeno fuzzy inference system.  
 
For a Sugeno fuzzy first order model with 2 inputs and 1 output, a typical 
rule has the form: 
If   Input 1 = x   and   Input 2 = y,   then   Output   is   z = ax + by + c 
 
The constants a, b and c are obtained from the fitted data between the output and 
the inputs as a linear regression.  For a zero order model, the output z is a 
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constant (a = b = 0). For several output rules, the output level of each rule, zi, is 
weighted by the “rule weigher,” wi. For example, for AND rule with input 1 = x 
and input 2 = y, the rule weigher is:  
 
w1 = andMethod [F1(x), F2(y)] = min [F1(x), F2(y)] 
 
where F1 and F2 are the membership functions for the inputs 1 and 2. 
“andMethod” is a fuzzy implication method to obtain the minimum value from two 
membership functions evaluated at their respectively inputs. “orMethod” (not 
used in this example) is a fuzzy aggregation method to obtain the maximum 
value between them.  
The final output (the fuzzy logic function) is the weighted average of all outputs 
rules:  
∑
∑
=
== N
i
i
N
i
ii
w
zw
Output
1
1                                   (3.3.1.2.3.2) 
 
Next, Figure 30 illustrates how a Sugeno rule operates.  
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Figure 30. A Sugeno Rule Operation Scheme 
 
Each input is used for two purposes: 1) to provide a “weight” for the linear 
equation to be used, and 2) to be a variable in a linear equation. Section 
3.3.1.2.3.2, presents an example that illustrates in detail how a Sugeno rule 
operates in the TSIMC.fis. 
 
3.3.1.2.3.2 TSIMC.fis Rules 
 A set of 27 rules constitutes the fuzzy inference system of the TSIMC.fis. 
These rules relate 10 input variables and 3 output variables. 
The 5 initial input variables (α , τm, ratio, β, and γ ) have been increased to 
10 variables to include the interactions that show more influence over the output 
variables. The useful interactions are determined using Analysis of Variance 
(ANOVA) and linear regressions analysis to obtain the best fitting (maximum R2). 
Appendix 4 contains 81 ANOVAs used for this purpose. Table 3 shows all the 
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inputs variables determined for the TSIMC.fis. Each input variable is renamed to 
help understanding the structure of the fuzzyTSIMC program. The inputs 
variables are classified in two sets of variables; the fuzzy variables (x1, x2 and x3) 
and the non-fuzzy variables (x4, x5, x6, x7, x8, x9, and  x10). 
 
Table 3. The 10 Inputs Variables for the TSIMC 
Variable TSIMC input 
α x1 
τm x2 
ratio x3 
β x4 
β 2 x5 
β 3 x6 
γ x7 
γ  2 x8 
β * γ x9 
( β * γ )2  x10 
 
The fuzzy variables provide the rule weighers to decide which set of linear 
equations should be used. The non-fuzzy variables constitute the variables for 
the linear equations.  
To generate the set of linear equations, normalized modeling error data 
were collected from 2025 simulations using Simulink 5.0 from Matlab 6.5. Table 4 
shows the process model parameters and the fractions of change on the process 
parameters used for the simulations. 
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Table 4. Process Model Parameters Values for the 2025 Simulations 
Variable Values 
Km [ 0.5   1.5   2.5] 
τm [ 1   3   5] 
ratio [ 0.5   1   1.5] 
 α (fraction of change on Kp) [-0.5   0   0.5] 
β (fraction of change on τp)              [ -0.5   -0.25  0   0.25   0.5] 
γ (fraction of change on t0p) [ -0.5   -0.25  0   0.25   0.5] 
 
For simulating the process responses, a FOPDT is used as the plant, with 
the following process parameters: 
 
? Process gain, Kp = Km*(1+ α ) 
? Process time constant, τp = τm*(1+β ) 
? Process dead time, t0p = ratio*τm*(1+γ ) 
 
All the simulations were made for a set point change of +10%TO and no 
disturbances. Every 75 simulations a data matrix is saved and labeled. The 
matrix labels are: NSS, NSM, NSB, NMS, NMM, NMB, NBS, NBM, NBB, ZSS, 
ZSM, ZSB, ZMS, ZMM, ZMB, ZBS, ZBM, ZBB, PSS, PSM, PSB, PMS, PMM, 
PMB, PBS, PBM, and PBB. The matrices names develop from the values of the 
first three columns of each matrix, the fuzzy variables values: [x1(α ), x2(τm ), and 
x3(ratio)]. When the fuzzy variables are introduced into the TSIMC, every fuzzy 
input takes a membership function. The selected membership function depends 
on the fuzzy inputs values: 
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1.  from the change on process gain value, x1 :  
       the membership function is N if x1 is negative 
the membership function is Z if x1 is zero 
     the membership function is P if x1 is positive 
2.  from the process model time constant value, x2 : 
   the membership function is S if x2 is small (1) 
   the membership function is M if x2 is Medium (3) 
   the membership function is B if x2 is Big (5) 
3.  from the ratio value, x3 : 
   the membership function is S if x3 is small (0.5) 
   the membership function is M if x3 is Medium (1) 
   the membership function is B if x3 is Big (1.5) 
The non-fuzzy variables (from x4 to x10) use ONE as membership function for any 
value.   
 
 Table 5 shows the results of the first 75 simulations. This matrix is named 
as NSS matrix. The first three columns are the fuzzy variables (x1, x2 and x3), 
columns 4 and 5 are the fraction of change on the process time constant (x4) and 
the fraction of change on the process dead time (x7), columns 7, 8 and 9 are 
process variables; and the last five columns are the parameters previously 
selected from the normalized modeling error response (nem): P0 (the change on 
nem), P1 (maximum peak of the nem response), P2 (time to reach P1), P3 ("the 
inverse peak" (if this exists) to P1) and P4 (time to reach P3).  
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Table 5. Results of the First 75 Simulations (NSS Matrix) 
x 1 (α)  x 2 (τ m ) x 3 (ratio) β γ K m K p τ p t 0p P0 P1 P2 P3 P4
-0 5 1 0 5 -0.5 -0.5 0 5 0.25 0.5 0 25 -0.9998 -0.9999 13 0 3047 0.55
-0 5 1 0 5 -0.5 -0.25 0 5 0.25 0.5 0.375 -0.9998 -0.9999 12.5 0.1783 0.55
-0 5 1 0 5 -0.5 0 0 5 0.25 0.5 0.5 -0.9998 -0.9999 11.95 0 0
-0 5 1 0 5 -0.5 0.25 0 5 0.25 0.5 0.625 -0.9998 -0.9999 11.35 0 0
-0 5 1 0 5 -0.5 0.5 0 5 0.25 0.5 0.75 -0.9998 -0.9999 10.8 0 0
-0 5 1 0 5 -0.25 -0.5 0 5 0.25 0.75 0 25 -0.9998 -0.9999 11.65 0 2174 0.55
-0 5 1 0 5 -0.25 -0.25 0 5 0.25 0.75 0.375 -0.9998 -0.9999 11 05 0.1208 0 55
-0 5 1 0 5 -0.25 0 0 5 0.25 0.75 0.5 -0.9998 -0.9999 10.45 0 0
-0 5 1 0 5 -0.25 0.25 0 5 0.25 0.75 0.625 -0.9998 -0.9999 9.8 0 0
-0 5 1 0 5 -0.25 0.5 0 5 0.25 0.75 0.75 -0.9998 -0.9999 9.15 0 0
-0 5 1 0 5 0 -0.5 0 5 0.25 1 0 25 -0.9998 -0.9999 9.8 0.1676 0.55
-0 5 1 0 5 0 -0.25 0 5 0.25 1 0.375 -0.9998 -0.9999 9.1 0.09 0.55
-0 5 1 0 5 0 0 0 5 0.25 1 0.5 -0.9999 -0.9999 8.3 0 0
-0 5 1 0 5 0 0.25 0 5 0.25 1 0.625 -0.9999 -0.9999 7.45 0 0
-0 5 1 0 5 0 0.5 0 5 0.25 1 0.75 -0.9999 -0.9999 6.5 0 0
-0 5 1 0 5 0.25 -0.5 0 5 0.25 1 25 0 25 -1.0001 -1.0008 6.9 0.1355 0.55
-0 5 1 0 5 0.25 -0.25 0 5 0.25 1 25 0.375 -1 -1.0033 6.05 0 0708 0.55
-0 5 1 0 5 0.25 0 0 5 0.25 1 25 0.5 -1 -1.0091 5.25 0 0
-0 5 1 0 5 0.25 0.25 0 5 0.25 1 25 0.625 -0.9999 -1.0207 4.55 0 0
-0 5 1 0 5 0.25 0.5 0 5 0.25 1 25 0.75 -0.9999 -1.0416 3.95 0 0
-0 5 1 0 5 0.5 -0.5 0 5 0.25 1.5 0 25 -0.9998 -1.0318 5.2 0.1131 0.55
-0 5 1 0 5 0.5 -0.25 0 5 0.25 1.5 0.375 -0.9999 -1.0483 4.75 0 0577 0.55
-0 5 1 0 5 0.5 0 0 5 0.25 1.5 0.5 -0.9999 -1.0708 4.35 0 0
-0 5 1 0 5 0.5 0.25 0 5 0.25 1.5 0.625 -0.9999 -1.1012 4 0 0
-0 5 1 0 5 0.5 0.5 0 5 0.25 1.5 0.75 -1 -1.1412 3.65 0 0
-0 5 1 0 5 -0.5 -0.5 1 5 0.75 0.5 0 25 -0.9998 -0.9999 13 0 3047 0.55
-0 5 1 0 5 -0.5 -0.25 1 5 0.75 0.5 0.375 -0.9998 -0.9999 12.5 0.1783 0.55
-0 5 1 0 5 -0.5 0 1 5 0.75 0.5 0.5 -0.9998 -0.9999 11.95 0 0
-0 5 1 0 5 -0.5 0.25 1 5 0.75 0.5 0.625 -0.9998 -0.9999 11.35 0 0
-0 5 1 0 5 -0.5 0.5 1 5 0.75 0.5 0.75 -0.9998 -0.9999 10.8 0 0
-0 5 1 0 5 -0.25 -0.5 1 5 0.75 0.75 0 25 -0.9998 -0.9999 11.65 0 2174 0.55
-0 5 1 0 5 -0.25 -0.25 1 5 0.75 0.75 0.375 -0.9998 -0.9999 11 05 0.1208 0 55
-0 5 1 0 5 -0.25 0 1 5 0.75 0.75 0.5 -0.9998 -0.9999 10.45 0 0
-0 5 1 0 5 -0.25 0.25 1 5 0.75 0.75 0.625 -0.9998 -0.9999 9.8 0 0
-0 5 1 0 5 -0.25 0.5 1 5 0.75 0.75 0.75 -0.9998 -0.9999 9.15 0 0
-0 5 1 0 5 0 -0.5 1 5 0.75 1 0 25 -0.9998 -0.9999 9.8 0.1676 0.55
-0 5 1 0 5 0 -0.25 1 5 0.75 1 0.375 -0.9998 -0.9999 9.1 0.09 0.55
-0 5 1 0 5 0 0 1 5 0.75 1 0.5 -0.9999 -0.9999 8.3 0 0
-0 5 1 0 5 0 0.25 1 5 0.75 1 0.625 -0.9999 -0.9999 7.45 0 0
-0 5 1 0 5 0 0.5 1 5 0.75 1 0.75 -0.9999 -0.9999 6.5 0 0
-0 5 1 0 5 0.25 -0.5 1 5 0.75 1 25 0 25 -1.0001 -1.0008 6.9 0.1355 0.55
-0 5 1 0 5 0.25 -0.25 1 5 0.75 1 25 0.375 -1 -1.0033 6.05 0 0708 0.55
-0 5 1 0 5 0.25 0 1 5 0.75 1 25 0.5 -1 -1.0091 5.25 0 0
-0 5 1 0 5 0.25 0.25 1 5 0.75 1 25 0.625 -0.9999 -1.0207 4.55 0 0
-0 5 1 0 5 0.25 0.5 1 5 0.75 1 25 0.75 -0.9997 -1.0416 3.95 0 0
-0 5 1 0 5 0.5 -0.5 1 5 0.75 1.5 0 25 -0.9998 -1.0318 5.2 0.1131 0.55
-0 5 1 0 5 0.5 -0.25 1 5 0.75 1.5 0.375 -0.9996 -1.0483 4.75 0 0577 0.55
-0 5 1 0 5 0.5 0 1 5 0.75 1.5 0.5 -0.9999 -1.0708 4.35 0 0
-0 5 1 0 5 0.5 0.25 1 5 0.75 1.5 0.625 -0.9999 -1.1012 4 0 0
-0 5 1 0 5 0.5 0.5 1 5 0.75 1.5 0.75 -1 -1.1412 3.65 0 0
-0 5 1 0 5 -0.5 -0.5 2 5 1.25 0.5 0 25 -0.9998 -0.9999 13 0 3047 0.55
-0 5 1 0 5 -0.5 -0.25 2 5 1.25 0.5 0.375 -0.9998 -0.9999 12.5 0.1783 0.55
-0 5 1 0 5 -0.5 0 2 5 1.25 0.5 0.5 -0.9998 -0.9999 11.95 0 0
-0 5 1 0 5 -0.5 0.25 2 5 1.25 0.5 0.625 -0.9998 -0.9999 11.35 0 0
-0 5 1 0 5 -0.5 0.5 2 5 1.25 0.5 0.75 -0.9998 -0.9999 10.8 0 0
-0 5 1 0 5 -0.25 -0.5 2 5 1.25 0.75 0 25 -0.9998 -0.9999 11.65 0 2174 0.55
-0 5 1 0 5 -0.25 -0.25 2 5 1.25 0.75 0.375 -0.9998 -0.9999 11 05 0.1208 0 55
-0 5 1 0 5 -0.25 0 2 5 1.25 0.75 0.5 -0.9998 -0.9999 10.45 0 0
-0 5 1 0 5 -0.25 0.25 2 5 1.25 0.75 0.625 -0.9998 -0.9999 9.8 0 0
-0 5 1 0 5 -0.25 0.5 2 5 1.25 0.75 0.75 -0.9998 -0.9999 9.15 0 0
-0 5 1 0 5 0 -0.5 2 5 1.25 1 0 25 -0.9998 -0.9999 9.8 0.1676 0.55
-0 5 1 0 5 0 -0.25 2 5 1.25 1 0.375 -0.9998 -0.9999 9.1 0.09 0.55
-0 5 1 0 5 0 0 2 5 1.25 1 0.5 -0.9999 -0.9999 8.3 0 0
-0 5 1 0 5 0 0.25 2 5 1.25 1 0.625 -0.9999 -0.9999 7.45 0 0
-0 5 1 0 5 0 0.5 2 5 1.25 1 0.75 -0.9999 -0.9999 6.5 0 0
-0 5 1 0 5 0.25 -0.5 2 5 1.25 1 25 0 25 -1.0001 -1.0008 6.9 0.1355 0.55
-0 5 1 0 5 0.25 -0.25 2 5 1.25 1 25 0.375 -1 -1.0033 6.05 0 0708 0.55
-0 5 1 0 5 0.25 0 2 5 1.25 1 25 0.5 -1 -1.0091 5.25 0 0
-0 5 1 0 5 0.25 0.25 2 5 1.25 1 25 0.625 -0.9999 -1.0207 4.55 0 0
-0 5 1 0 5 0.25 0.5 2 5 1.25 1 25 0.75 -0.9997 -1.0416 3.95 0 0
-0 5 1 0 5 0.5 -0.5 2 5 1.25 1.5 0 25 -0.9998 -1.0318 5.2 0.1131 0.55
-0 5 1 0 5 0.5 -0.25 2 5 1.25 1.5 0.375 -0.9996 -1.0483 4.75 0 0577 0.55
-0 5 1 0 5 0.5 0 2 5 1.25 1.5 0.5 -0.9999 -1.0708 4.35 0 0
-0 5 1 0 5 0.5 0.25 2 5 1.25 1.5 0.625 -0.9999 -1.1012 4 0 0
-0 5 1 0 5 0.5 0.5 2 5 1.25 1.5 0.75 -1 -1.1412 3.65 0 0  
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 From the NSS matrix, three linear equations are obtained to predict the 
P1, P2 and P3 values: NSSP1, NSSP2 and NSSP3. Analyses of variance 
determine the main variables that show the most influence over each parameter. 
Table 6 reports an analysis of variance provided by Matlab 6.5 for the parameter 
P1 in the NSS matrix. The table shows the p-values in the last column, where β, γ 
and the interaction between them, β *γ, have p-values lower than 0.05. Therefore, 
these variables are considered as the main variables to predict P1. The next 
paragraphs show the procedure to obtain the NSSP1 equation to predict P1. 
 
Table 6. Analysis of Variance for P1 in the NSS Matrix 
 
 
 The main variables for P1: β , γ and β *γ, and powers of these variables, 
are used in order to obtain the best fitting (the maximum R2). After several testing 
using a linear regression (regress) from Matlab 6.5, the variables that allow 
obtaining the best fitting are: β , β 2, β 3 , γ  and β *γ [ x4, x5, x6, x7 and x9 from Table 
3 ]. The following Matlab commands help achieve the fitting: 
 62
NS SP1: 
load NSS
x4=NSS(:, 4); %[β ]
x5=x4.^2; %[β 2]
x6=x4.^3; %[β 3]
x7=NSS(:, 5); %[γ ]
x9=x4.*x7; %[β∗γ ]
Y=NSS(:,11 );
X=[ones(size(x4)) x4 x5 x6 x7 x9 ];
[b,bint,r,rint,stats]=regress(Y,X);  
 
where the vector b contains the coefficient terms:  
bo = -0.9984 
b4 = -0.0143 
b5 =  -0.1627 
b6 = -0.2579 
b7 =  -0.0297 
b9 =  -0.1028  
 
and the fitting reported is R2 = 0.9420 
 
Finally the best linear equation for NSSP1 is: 
NSSP1 = 0*x1 + 0*x2 + 0*x3 - 0.0143*x4 - 0.1627*x5 - 0.2579*x6 - 0.0297*x7 + 0*x8 - 
0.1028*x9 + 0*x10 - 0.9984  
 
 Next, Tables 7, 8 and 9 show the set of linear equations for P1*, P2* and 
P3*. 
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Table 7. Set of Linear Equations to Determine P1* 
y x 1 x 2 x 3 x 4 x 5 x 6 x 7 x 8 x 9 x 10 bo R
2
NSSP1 0 0 0 -0.0143 -0.1627 -0.2579 -0.0297 0 -0.1028 0 -0.9984 0.942
NSMP1 0 0 0 0.0023 0 -0.0483 -0.007 0.0062 -0.0276 -0.1665 -1.0001 0.6923
NSBP1 0 0 0 0.0004 0 -0.0063 -0.0009 0.0005 -0.0037 -0.0251 -0.9998 0.5625
NMSP1 0 0 0 -0.0143 -0.1627 -0.258 -0.0297 0 -0.1028 0 -0.9984 0.9419
NMMP1 0 0 0 0.0023 0 -0.0483 -0.007 0.0062 -0.0276 -0.1665 -1.0001 0.6923
NMBP1 0 0 0 0.0004 0 -0.0063 -0.0009 0.0005 -0.0037 -0.0251 -0.9998 0.5625
NBSP1 0 0 0 -0.0143 -0.1627 -0.2579 -0.0297 0 -0.1028 0 -0.9984 0.9419
NBMP1 0 0 0 0.0023 0 -0.0483 -0.007 0.0062 -0.0276 -0.1665 -1.0001 0.6903
NBBP1 0 0 0 -0.0002 0 -0.0006 -0.0004 0.0005 0.0005 0.0001 -0.9998 0.9527
ZSSP1 0 0 0 -0.4545 0.4775 0 -0.1358 0.467 0.5148 -0.9647 0.0332 0.9208
ZSMP1 0 0 0 -0.3162 0.2931 0 -0.1998 0.4925 0.604 -0.8394 0.0339 0.9294
ZSBP1 0 0 0 -0.2283 0.2398 0 -0.2736 0.7455 0.5309 -1.6677 0.0244 0.9449
ZMSP1 0 0 0 -0.4565 0.4815 0 -0.137 0.4714 0.5166 -0.989 0.0333 0.9205
ZMMP1 0 0 0 -0.3167 0.2933 0 -0.2004 0.4946 0.6051 -0.844 0.034 0.9291
ZMBP1 0 0 0 -0.2285 0.2395 0 -0.2744 0.7477 0.5317 -1.6714 0.0245 0.9446
ZBSP1 0 0 0 -0.4567 0.4817 0 -0.1371 0.4722 0.5167 -0.9927 0.0334 0.9203
ZBMP1 0 0 0 -0.3168 0.2932 0 -0.2005 0.4951 0.6052 -0.844 0.0339 0.929
ZBBP1 0 0 0 -0.2347 0.2356 0 -0.2892 0.6931 0.5071 -1.569 0.0265 0.939
PSSP1 0 0 0 -0.5113 0.8372 0 0.058 0.6687 -0.0129 -0.8543 0.3654 0.9875
PSMP1 0 0 0 -0.3073 0.5214 0 0.0309 0.7174 0.2728 -0.5898 0.367 0.986
PSBP1 0 0 0 -0.2003 0.3462 0 0.0215 0.7486 0.3625 -0.4609 0.3661 0.9779
PMSP1 0 0 0 -0.5169 0.8457 0 0.0545 0.669 -0.0068 -0.8509 0.3666 0.9881
PMMP1 0 0 0 -0.3078 0.5223 0 0.0302 0.7188 0.2731 -0.5861 0.3671 0.986
PMBP1 0 0 0 -0.2006 0.3468 0 0.0212 0.749 0.3623 -0.4618 0.3662 0.9779
PBSP1 0 0 0 -0.5174 0.8467 0 0.0542 0.6692 -0.0068 -0.849 0.3666 0.9881
PBMP1 0 0 0 -0.3078 0.5223 0 0.0301 0.719 0.2731 -0.5857 0.3671 0.986
PBBP1 0 0 0 -0.2063 0.3453 0 -0.0433 0.5595 0.3396 -0.4177 0.3733 0.9433  
 
Table 8. Set of Linear Equations to Determine P2* 
y x 1 x 2 x 3 x 4 x 5 x 6 x 7 x 8 x 9 x 10 bo R
2
NSSP2 0 0 0 -8.056 0 0 -2.504 0 0.36 0 8.06 1
NSMP2 0 0 0 -9.3967 -3.5318 1.5467 -6.876 0 -3.248 0 16.0034 1
NSBP2 0 0 0 -8.1933 -3.1886 -1.7067 -10.56 0 -5.032 0 23.8446 1
NMSP2 0 0 0 -24.128 0 0 -7.508 0 1.056 0 24.038 1
NMMP2 0 0 0 -28.2233 -10.5714 4.5333 -20.584 0 -9.704 0 47.8714 1
NMBP2 0 0 0 -24.82 -9.4629 -4.16 -31.684 0 -15.04 0 71.3909 1
NBSP2 0 0 0 -55.01 2.2057 69.6 -12.496 0 1.736 0 39.7443 1
NBMP2 0 0 0 -47.0333 -17.6 7.5733 -34.316 0 -16.208 0 79.732 1
NBBP2 0 0 0 -38.3133 -16.6743 -11.3067 -43.068 0 -22.152 0 120.8123 1
ZSSP2 0 0 0 3.104 8.8114 0 2.48 5.4971 2.728 -33.3714 0.8349 0.7681
ZSMP2 0 0 0 4.236 12.5339 0 3.892 11.5053 2.304 -58.1224 1.4573 0.7511
ZSBP2 0 0 0 5.024 12.462 0 6.156 10.9192 3.016 -42.6449 2.4397 0.7418
ZMSP2 0 0 0 9.216 25.8057 0 7.424 16.0686 8 -96.9143 2.49 0.7661
ZMMP2 0 0 0 12.936 35.6571 0 11.652 33.9771 6.88 -167.3143 4.386 0.7505
ZMBP2 0 0 0 15.208 36.818 0 18.472 32.658 8.952 -126.498 7.258 0.7433
ZBSP2 0 0 0 15.488 43.3176 0 12.368 27.089 13.488 -164.049 4.0284 0.7701
ZBMP2 0 0 0 21.608 59.3796 0 19.44 56.5682 11.408 -278.4653 7.2696 0.7515
ZBBP2 0 0 0 25 952 61.1053 0 29.224 48.9682 17.64 -203.0367 12.2573 0.734
PSSP2 0 0 0 2.04 3.5347 0 1.34 -1.711 0.168 -12.7347 1.813 0.6882
PSMP2 0 0 0 2.484 3.6392 0 2.832 -1.4237 0.944 -12.9306 3.0011 0.8089
PSBP2 0 0 0 2.912 3.4269 0 4.316 -0.8588 1.176 -14.4327 4.2085 0.8603
PMSP2 0 0 0 6.064 10.7233 0 3.928 -5.2996 0.48 -36.9633 5.2996 0.6847
PMMP2 0 0 0 7.528 11.3127 0 8.356 -3.3273 2.888 -39.1184 8.6971 0.7999
PMBP2 0 0 0 8.904 10.8849 0 12.664 -2.4865 4.04 -47.2163 12.406 0.8593
PBSP2 0 0 0 10.116 18.4261 0 6.572 -7.631 0.76 -65.7633 8.6262 0.6805
PBMP2 0 0 0 12.76 18.4653 0 13.796 -5.569 5.232 -66.351 14.467 0.8018
PBBP2 0 0 0 14 892 16.8441 0 18.892 -12.1845 7.632 -65.1755 20.9819 0.8491  
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Table 9. Set of Linear Equations to Determine P3* 
y x 1 x 2 x 3 x 4 x 5 x 6 x 7 x 8 x 9 x 10 bo R
2
NSSP3 0 0 0 -0.0605 0 0 -0.1915 0.3106 0.1954 0 0.0194 0.9436
NSMP3 0 0 0 -0.0528 0 0 -0.1952 0.3112 0.1686 0 0.0207 0.9504
NSBP3 0 0 0 -0.0466 0 0 -0.1953 0.3095 0.1471 0 0.021 0.9547
NMSP3 0 0 0 -0.0597 0 0 -0.1975 0.3171 0.1932 0 0.0205 0.9438
NMMP3 0 0 0 -0.0528 0 0 -0.1952 0.3112 0.1686 0 0.0207 0.9504
NMBP3 0 0 0 -0.0465 0 0 -0.1974 0.3119 0.1467 0 0.0214 0.9545
NBSP3 0 0 0 -0.0595 0 0 -0.1986 0.3184 0.1927 0 0.0208 0.9439
NBMP3 0 0 0 -0.0524 0 0 -0.1988 0.3155 0.1675 0 0.0213 0.9504
NBBP3 0 0 0 -0.0464 0 0 -0.1979 0.3123 0.1466 0 0.0215 0.9544
ZSSP3 0 0 0 0.0175 0 0 -0.4698 -0.2693 -0.3994 0 -0.0578 0.8951
ZSMP3 0 0 0 0.0563 0 0 -0.4827 -0.2961 -0.3633 0 -0.0512 0.9096
ZSBP3 0 0 0 0.0472 0 0 -0.4381 -0.4615 -0.2614 0 -0.0393 0.9067
ZMSP3 0 0 0 0.0265 0 0 -0.4786 -0.2651 -0.3866 0 -0.0604 0.894
ZMMP3 0 0 0 0.059 0 0 -0.4858 -0.2981 -0.3601 0 -0.0514 0.9091
ZMBP3 0 0 0 0.0502 0 0 -0.441 -0.4605 -0.2563 0 -0.0403 0.9058
ZBSP3 0 0 0 0.0283 0 0 -0.4804 -0.2641 -0.3841 0 -0.061 0.8938
ZBMP3 0 0 0 0.0596 0 0 -0.4864 -0.2983 -0.3595 0 -0.0515 0.909
ZBBP3 0 0 0 0.0496 0 0 -0.36 -0.2273 -0.2604 0 -0.0492 0.8323
PSSP3 0 0 0 -0.011 0 0 -0.3368 -0.5847 -0.0307 0 -0.0276 1
PSMP3 0 0 0 -0.0045 0 0 -0.3598 -0.5845 -0.0134 0 -0.0363 0.9737
PSBP3 0 0 0 -0.0037 0 0 -0.3647 -0.6024 -0.0104 0 -0.0351 0.9766
PMSP3 0 0 0 -0.0036 0 0 -0.3512 -0.5815 -0.0101 0 -0.0336 0.977
PMMP3 0 0 0 -0.0015 0 0 -0.3646 -0.5901 -0.0044 0 -0.0372 0.973
PMBP3 0 0 0 -0.0012 0 0 -0.3697 -0.6013 -0.0034 0 -0.0372 0.9739
PBSP3 0 0 0 -0.0021 0 0 -0.354 -0.5808 -0.006 0 -0.0347 0.9755
PBMP3 0 0 0 -0.0009 0 0 -0.3656 -0.5912 -0.0027 0 -0.0373 0.9729
PBBP3 0 0 0 -0.0007 0 0 -0.288 -0.3644 -0.0021 0 -0.0465 0.905  
 
Figure 31 shows the internal structure of the TSIMC.fis using the 10 inputs; 
Figures 32, 33, 34 illustrate the membership functions for the fuzzy variables 
inputs; and Figures 35, 36, 37, 38 and 39 illustrates the membership function of 
the non-fuzzy variables inputs. Three triangular membership functions are used 
for the fuzzy variables and one trapezoidal membership function for the non-
fuzzy variables. Table 10 shows the set of 27 fuzzy rules applied on the 
TSIMC.fis. 
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Figure 31. TSIMC.fis Internal Structure 
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Figure 32. Membership Functions for the Input x1 
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Figure 33. Membership Functions for the Input x2 
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Figure 34. Membership Functions for the Input x3 
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Figure 35. Membership Function for the Inputs x4 and x7 
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Figure 36. Membership Function for the Inputs x5 and x8 
-0.125 -0.05 0 0.05 0.125
0
0.2
0.4
0.6
0.8
1
x6
D
eg
re
e 
of
 m
em
be
rs
hi
p
ONE
 
Figure 37. Membership Function for the Input x6 
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Figure 38. Membership Function for the Input x9 
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Figure 39. Membership Function for the Input x10 
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Table 10. 10 TSIMC.fis Fuzzy Rules 
rule x 1 x 2 x 3 x 4 x 5 x 6 x 7 x 8 x 9 x 10 P1* P2* P3*
1 if N S S ONE ONE ONE ONE ONE ONE ONE then NSSP1 NSSP2 NSSP3
2 if N S M ONE ONE ONE ONE ONE ONE ONE then NSMP1 NSMP2 NSMP3
3 if N S B ONE ONE ONE ONE ONE ONE ONE then NSBP1 NSBP2 NSBP3
4 if N M S ONE ONE ONE ONE ONE ONE ONE then NMSP1 NMSP2 NMSP3
5 if N M M ONE ONE ONE ONE ONE ONE ONE then NMMP1 NMMP2 NMMP3
6 if N M B ONE ONE ONE ONE ONE ONE ONE then NMBP1 NMBP2 NMBP3
7 if N B S ONE ONE ONE ONE ONE ONE ONE then NBSP1 NBSP2 NBSP3
8 if N B M ONE ONE ONE ONE ONE ONE ONE then NBMP1 NBMP2 NBMP3
9 if N B B ONE ONE ONE ONE ONE ONE ONE then NBBP1 NBBP2 NBBP3
10 if Z S S ONE ONE ONE ONE ONE ONE ONE then ZSSP1 ZSSP2 ZSSP3
11 if Z S M ONE ONE ONE ONE ONE ONE ONE then ZSMP1 ZSMP2 ZSMP3
12 if Z S B ONE ONE ONE ONE ONE ONE ONE then ZSBP1 ZSBP2 ZSBP3
13 if Z M S ONE ONE ONE ONE ONE ONE ONE then ZMSP1 ZMSP2 ZMSP3
14 if Z M M ONE ONE ONE ONE ONE ONE ONE then ZMMP1 ZMMP2 ZMMP3
15 if Z M B ONE ONE ONE ONE ONE ONE ONE then ZMBP1 ZMBP2 ZMBP3
16 if Z B S ONE ONE ONE ONE ONE ONE ONE then ZBSP1 ZBSP2 ZBSP3
17 if Z B M ONE ONE ONE ONE ONE ONE ONE then ZBMP1 ZBMP2 ZBMP3
18 if Z B B ONE ONE ONE ONE ONE ONE ONE then ZBBP1 ZBBP2 ZBBP3
19 if P S S ONE ONE ONE ONE ONE ONE ONE then PSSP1 PSSP2 PSSP3
20 if P S M ONE ONE ONE ONE ONE ONE ONE then PSMP1 PSMP2 PSMP3
21 if P S B ONE ONE ONE ONE ONE ONE ONE then PSBP1 PSBP2 PSBP3
22 if P M S ONE ONE ONE ONE ONE ONE ONE then PMSP1 PMSP2 PMSP3
23 if P M M ONE ONE ONE ONE ONE ONE ONE then PMMP1 PMMP2 PMMP3
24 if P M B ONE ONE ONE ONE ONE ONE ONE then PMBP1 PMBP2 PMBP3
25 if P B S ONE ONE ONE ONE ONE ONE ONE then PBSP1 PBSP2 PBSP3
26 if P B M ONE ONE ONE ONE ONE ONE ONE then PBMP1 PBMP2 PBMP3
27 if P B B ONE ONE ONE ONE ONE ONE ONE then PBBP1 PBBP2 PBBP3  
 
 The following example illustrates how TSIMC.fis operates. Let’s suppose: 
? A fraction of change on the model gain, x1 = 0.2   
? A process model time constant, x2 = 3 
? A ratio, x3 = 1.5 
? A fraction of change on process time constant, x4  = 0.25, and 
? A fraction of change on process dead time, x7 = -0.25 . 
 Figures 40, 41 and 42 show the evaluation of the membership functions 
for the TSIMC.fis fuzzy inputs, and Figure 43 shows the evaluation of the 
membership function for a TSIMC.fis non-fuzzy input. This procedure is known 
as “Fuzzification step” on fuzzy systems. 
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Figure 40. Evaluation of the Membership Functions for x1 = 0.2  
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Figure 41. Evaluation of the Membership Function for x2 = 3 
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Figure 42. Evaluation of the Membership Function for x3 = 1.5 
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Figure 43. Evaluation of the Membership Function for x4 = 0.25 and x7 = -0.25 
 
 All the non-fuzzy variables have the same function value [ Fi(xi) = 1.0 ]. The 
fuzzy variables decide what set of linear equations should be used. Figure 40 
shows two membership functions for x1 = 0.2 (Z and P); Figure 41 shows one 
membership function for x2 = 3 (M); and Figure 42 shows one membership 
function for x3 = 1.5 (B). Therefore, the set of linear equations are ZMB and 
PMB. From Table 10 rules 15 and 24 are applied to these fuzzy variables. 
 
 The parameters P1*, P2*, and P3* are obtained using equation 
3.3.1.2.3.2:  
 
)ww(
1PMBP*w1ZMBP*w1P
21
21*
+
+=                             3.3.1.2.3.2.a 
 
where ZMBP1 and PMBP1, are linear equations from Table 7; and w1 and w2 are 
the rule weighers.  
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)ww(
2PMBP*w2ZMBP*w2P
21
21*
+
+=                          3.3.1.2.3.2.b 
 
where ZMBP2 and PMBP2 are linear equations from Table 8. 
 
)ww(
3PMBP*w3ZMBP*w3P
21
21*
+
+=                           3.3.1.2.3.2.c 
 
where ZMBP3 and PMBP3, are linear equations from Table 9.  
 
The “rule weighers,” are estimated as: 
 
w1 = min([F1(0.2)Z, F2(3), F3(1.5), F4(0.25), F5(0.0625), F6(-0.0156), F7(-0.25), 
F8(0.0625), F9(-0.0625), F10(0.0039)]) 
substituting for the membership functions values: 
w1 = min([0.6, 1, 1, 1, 1, 1, 1, 1, 1, 1]) = 0.6 
 
w2 = min([F1(0.2)P, F2(3), F3(1.5), F4(0.25), F5(0.0625), F6(-0.0156), F7(-0.25), 
F8(0.0625), F9(-0.0625), F10(0.0039)]) 
substituting for the membership functions values: 
w2 = min([0.4, 1, 1, 1, 1, 1, 1, 1, 1, 1]) = 0.4 
 
substituting  x1 = 0.2 , x2 =3, x3 = 1.5, x4  = 0.25, x5 = 0.0625 , x6 = -0.0156 ,             
x7 = -0.25,  x8 = 0.0625 ,  x9 = -0.0625  and  x10 = 0.0039 into the linear equations: 
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from Table 7:             from Table 8:            from Table 9: 
ZMBP1=0.0350  ZMBP2=11.3621  ZMBP3= -0.1759 
PMBP1=0.4657  PMBP2= 13.4340  PMBP3= -0.1667 
 
Finally from equations 3.3.1.2.3.2.a, 3.3.1.2.3.2.b and 3.3.1.2.3.2.c: 
 
)..(
0.4657*.0.0350*.P *
4060
40601 +
+=   =  0.2073 
)..(
.1*.11.3621*.P *
4060
4340340602 +
+=  = 12.1909 
)..(
.-*..-*.P *
4060
166704017590603 +
+=  =  - 0.1722 
 
The following Matlab commands are used by the fuzzyTSIMC program to obtain 
P1*, P2* and P3*using the TSIMC.fis: 
TSIMC=readfis('TSIMC'); 
Par=evalfis([x1 x2 x3 x4 x5 x6 x7 x8 x9 x10],TSIMC) 
 
where Par is a vector which contains the P1*, P2* and P3* values. The results 
using the TSIMC.fis are: 
Par = [0.2045   12.1666   -0.1723] 
where the difference with the previous P1*, P2*, and P3* is due to the round off 
in reading Fig. 40. 
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3.3.1.2.4 The TSIMC_Con Program 
The TSIMC_Con program contains the constraints for the main program 
execution. This program is used by the optimization routine to detect changes on 
the process dead time. The TSIMC_Con program is only useful for two particular 
cases (to be explained later). The sign of the fraction of change on the process 
gain (α) and the sign of the parameter P3 determines the sign on the fraction of 
change of the process dead time change faction (γ). 
Starting with Equation 3.3.1.4 with a set point change and no disturbance 
(∆D = 0) 
MKMKe mpm ∆∆∆ −=                           (3.3.1.2.3.3) 
 
Assuming Kp = Km(1+α)  : 
MKM)α(Ke mmm ∆∆∆ −+= 1                    (3.3.1.2.3.4) 
 
From the IMC structure (Figure 24): 
mm
set K/)eC(M ∆∆∆ −=                         (3.3.1.2.3.5) 
 
Substituting Equation 3.3.1.2.3.5 into Equation 3.3.1.2.3.4: 
)eC()eC)(α(e msetmsetm ∆∆∆∆∆ −−−+= 1        (3.3.1.2.3.6) 
 
Dividing by setC∆ and arranging terms:  
α
αemn += 1∆                                              (3.3.1.2.3.7) 
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From Equation 3.3.1.2.3.7: 
if α = 0 then ∆nem = 0 
if α > 0 then ∆nem > 0 
if α < 0 then ∆nem < 0 
Thus, the normalized modeling error change (∆nem) and the fraction of change on 
the process gain (α) have the same sign.  
 
 The following constitutes the two constraints: 
 
case 1) If α > 0 and the process dead time increases (γ > 0); the normalized 
modeling error response, nem, presents a first peak with negative sign (P3<0); 
thus, constraint 1 is “if α > 0 and P3 < 0 then γ > 0 “. 
 
case 2) If α < 0 and the process dead time decreases (γ < 0); the normalized 
modeling error response, nem, presents a first peak with positive sign (P3>0); 
thus, constraint 2 is “if α < 0 and P3 > 0 then γ < 0 “. 
 
 Figures 44 and 45 show the two typical normalized modeling error 
responses (nem) where the constraints are applied.  
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Figure 44. Normalized Modeling Error Response Showing α and P3 Signs, When 
the Process Dead Time Increases (γ >0) 
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Figure 45. Normalized Modeling Error Response Showing α and P3 Signs, When 
the Process Dead Time Decreases (γ <0) 
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 3.3.1.3 Testing Module TS 
 Module TS is tested with Equations 3.3.1.9 and 3.3.1.11. No disturbances 
are applied. Several set point changes were introduced. At the same time, 
changes on process parameters were introduced to simulate nonlinearities. The 
filter time constant is calculated using the tuning equation from Section 3.4, and 
its initial value is 3.445. The new process model parameters and the filter time 
constant are calculated and saved when the new steady state is reached after 
each set point change. Figure 46 shows the performance of the conventional 
IMC and the IMC working with Modules K and TS facing different set point 
changes, and Figure 47 shows the process and the process model parameters 
changes.  
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Figure 46. Performances of the IMC and the IMC Working With Module K and 
Module TS for Several Set Point Changes 
 
 Figure 46 illustrates that the new controller successfully overcomes the 
stability problems. Figure 47 shows the changes on: a) the process and the 
model gains, b) the process and model time constants, c) the process and model 
dead times, and d) the filter time constant. 
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Figure 47. Values of the Process Parameters (___), Values Obtained for the 
Process Model Parameters (---) and Values Calculated for the Filter Time 
Constant (. _ . _ ) Testing Module TS 
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3.3.1.3.1 Testing the IMCFAM Unit 
As previously mentioned, the IMCFAM unit consists of Module K and 
Module TS. This unit is tested with the same transfer functions used by Module 
K, Equations 3.3.1.9, 3.3.1.10 and 3.3.1.11. To simulate nonlinearities, changes 
on process parameters were introduced at the same time disturbances or set 
point changes occur. Module K works when either disturbances or set point 
changes affect the process, while Module TS works only when set point changes 
are introduced. Based on the new process parameters, the filter time constant is 
recalculated using the tuning equation from Section 3.4. The new process 
parameters and the filter time constant are updated at the same time the next 
disturbance or the next set point occurs.  
 Figure 49 shows the performance of the conventional IMC and the 
IMCFAM facing disturbances and set point changes, and Figure 50 shows the 
process and the process model parameters changes. The set point changes and 
the disturbances values (D values) are shown in Figure 48.  
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Figure 48. Performances of the IMC and the IMCFAM Working for Several 
Disturbances and Set Point Changes 
 
 Figure 48 illustrates the improved performance of the IMC with the 
IMCFAM unit. The figure shows that the IMC using the IMCFAM unit is capable 
of overcoming stability problems. Figure 49 shows the changes on: a) the 
process and the model gains, b) the process and model time constants, c) the 
process and model dead times, and d) the filter time constant. 
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Figure 49. Values of the Process Parameters (___), Values Obtained for the 
Process Model Parameters (---) and Values Calculated for the Filter Time 
Constant (. _ . _ ) Testing the IMC Working With the IMCFAM Unit 
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 All along this chapter we have indicated that the K and TS modules 
calculate the process characteristics once a steady state is reached. The 
following variables are used to determine the new steady state: the error of the 
controlled variable, e(n), the change on the error of the controlled variable, ∆e(n), 
and the change on the controller output signal, ∆M(n). These changes are 
defined as the difference between the present value and the previous value: 
? ∆e(n) =  e(n) - e(n-1) 
? ∆M(n) =  M(n) - M(n-1) 
For small deviations due to noise, a noise parameter (ξ) is used to help defining 
the steady state. This parameter depends on the level of process noise. The new 
steady state is reached when all of the following are accomplished: 
? abs(e(n)) < ξ,  
? abs(∆e(n)) < ξ and 
? abs(∆M(n))< ξ. 
 
To briefly study the effect of noise on the IMC working with IMCFAM unit, 
an Auto Regressive Moving Average noise (ARMA(1,1) noise) with standard 
deviation of 0.4%TO was added to the signal from the transmitter. For testing the 
FAIMCr, ξ has been set as 0.1%TO for e(n) and ∆e(n); and 0.1%CO for ∆M(n). 
Due to the presence of noise, set point changes or disturbances are detected 
when the error is higher than 1.5 %TO or e(n) > 15ξ. 
 Fig. 50 shows both curves with and without noise when the controller is 
facing disturbances and set point changes.  Figure 51 shows the signal from the 
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controller output. The presence of this noise does not make a significant 
difference on the performance of the controller.  
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Figure 50. Performance of the IMC Working With the IMCFAM Unit When Noise 
is Added to the Transmitter from the Controlled Variable 
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Figure 51. Signal from the Controller Output from the IMC With the IMCFAM Unit 
in the Presence of Noise 
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3.4 The IMC Filter Tuning Equation 
This research develops an equation to tune the IMC filter time constant 
based on the process parameters.  
Assume a plant with the transfer function shown in Figure 52. This figure 
also contains a set of curves showing the performance of the IMC for different 
values of the filter time constant (τf ) when the set point is changed by +10%TO. 
To simulate a nonlinear effect, the process dead time (t0p) has been increased by 
50% at 10min. The parameters of the model transfer function (Km, τm and t0m) 
remain constant in the IMC structure.  
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Figure 52. IMC Responses for Different Values of τf 
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The curves on Figure 52 show that a small τf yields an aggressive 
controller (larger overshoot and more oscillatory response). As a consequence, 
small values of τf could mean stability problems when facing nonlinearities. This 
research recommends (tuning criterion) that the filter value should not allow the 
controlled variable to overshoot more than 10% for a set point change. According 
to this criterion, the best value of the filter time constant for the initial transfer 
function on Figure 52 is 3.5.  
To generate the tuning equation, process data was collected from 27 
optimizations. The optimization program for this purpose, the Opt_IMC_Tf 
program, uses “Fminimax” as optimization routine from Matlab 6.5 to obtain the 
optimum value.The Opt_IMC_Tf program uses two additional programs: the 
trackmmobj_IMC_Tf that contains the objective function to minimize (the IAE) 
and the trackmmcon_IMC_Tf containing the optimization constraint (maximum 
overshoot of 10% of the controlled variable change). Table 11 shows the process 
model parameters used for the process simulations.  
 
Table 11. Process Model Parameters Values 
Variable Values 
Km [ 0.5   1.5   2.5] 
τm [ 1   3   5] 
ratio [ 0.2   0.6   1] 
 
For simulating the process responses, a FOPDT is used as the plant, with 
the following process parameters: 
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? Process gain, Kp = Km 
? Process time constant, τp = τm 
? Process dead time, t0p = ratio*τm*(1.5 ) 
A set point change of 10%TO is introduced at 10 min. A disturbance (D=5) is 
introduced at 100 min. The disturbance transfer function have a gain equal to 1, 
time constant equal to the process time constant, and no dead time. Table 12 
shows the results from the 27 optimizations.  
 
Table 12. Process Parameters and Optimum τf  Values 
 
K m τ m ratio t 0m K p τ p t 0p τ f
0.5 1 0.2 0.2 0.5 1 0.3 0.22502
1.5 1 0.2 0.2 1.5 1 0.3 0.22502
2.5 1 0.2 0.2 2.5 1 0.3 0.22502
0.5 3 0.2 0.6 0.5 3 0.9 1.1501
1.5 3 0.2 0.6 1.5 3 0.9 0.67669
2.5 3 0.2 0.6 2.5 3 0.9 0.67669
0.5 5 0.2 1 0.5 5 1.5 1.387
1.5 5 0.2 1 1.5 5 1.5 1.1284
2.5 5 0.2 1 2.5 5 1.5 1.1284
0.5 1 0.6 0.6 0.5 1 0.9 0.67669
1.5 1 0.6 0.6 1.5 1 0.9 0.67669
2.5 1 0.6 0.6 2.5 1 0.9 0.67669
0.5 3 0.6 1.8 0.5 3 2.7 2.0314
1.5 3 0.6 1.8 1.5 3 2.7 2.0314
2.5 3 0.6 1.8 2.5 3 2.7 2.0314
0.5 5 0.6 3 0.5 5 4.5 3.3857
1.5 5 0.6 3 1.5 5 4.5 3.3857
2.5 5 0.6 3 2.5 5 4.5 3.3857
0.5 1 1 1 0.5 1 1.5 1.1284
1.5 1 1 1 1.5 1 1.5 1.1284
2.5 1 1 1 2.5 1 1.5 1.1284
0.5 3 1 3 0.5 3 4.5 3.3857
1.5 3 1 3 1.5 3 4.5 3.3857
2.5 3 1 3 2.5 3 4.5 3.3857
0.5 5 1 5 0.5 5 7.5 5.6429
1.5 5 1 5 1.5 5 7.5 5.6429
2.5 5 1 5 2.5 5 7.5 5.6429  
To determine the variables that show the most influence on τf, an Analysis 
of Variance (ANOVA) is applied to the results of Table 12. Table 13 shows the 
result of this ANOVA. 
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Table 13. Analysis of Variance for τf 
 
 
The last column of Table 13 shows that τm, ratio and the interaction 
between them, τm*ratio, have p-values lower than 0.05. Therefore, these 
variables are used to predict τf. Using a nonlinear regression command (nlinfit) 
from Matlab 6.5, the following expression is achieved after several trials 
(maximum R2=0.9966): 
)(ratioττ .mf
9574061.123=                                   (3.4.1) 
 
 
 
 
3.5 The IMCFF Unit (IMC With Variable Fuzzy Filter) 
The IMCFF unit is designed to avoid excessive oscillations in the 
controlled variable response. This unit consists of one fuzzy filter module added 
to the conventional IMC in order to modify the constant filter value of the IMC 
(see Figure 53).  
The inputs to the IMCFF are the error of the controlled variable (e) and its 
change (∆e). The output is the required increment of the filter value (∆τf ). For 
 91
tuning the IMCFF three scaling factors are required: two for the inputs (Ke and 
K∆e) and one for the output (K∆F). 
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Figure 53. Scheme of the IMC Working With the IMCFF Unit 
 
To reduce the aggressiveness of the IMC controller, the IMCFF unit 
increases the filter time constant value when the controlled variable moves away 
from its set point and after the first peak on the controlled variable. (See Figure 
54). The IMCFF actions are useful for avoiding stability problems when excessive 
oscillations occur. For small deviations on the controlled variable, the contribution 
of the IMCFF is minimum; therefore the control is carried out by the IMC itself. 
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Figure 54 shows the regions where the fuzzy filter module acts. Above the 
set point value, the error and its change have negative signs. Below the set point, 
both of them have positive signs. This is the condition applied on the fuzzy filter 
module. 
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Figure 54. Regions in the Response Where the Fuzzy Filter Module Acts 
 
Table 14 shows the rule matrix used by the IMCFF to obtain the increment 
on the filter value (∆τf). The meanings of the linguistic variables involved are: 
negative big (NB), negative medium (NM), negative small (NS), zero (Z), positive 
small (PS) positive medium (PM) and positive big (PB). These rules were chosen 
to increase the filter value when required. 
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Table 14. Fuzzy Rules for the Fuzzy Filter Inference System 
NB NM NS Z PS PM PB
NB PB PB PM Z Z Z Z
NM PB PM PS Z Z Z Z
NS PM PS Z Z Z Z Z
Z Z Z Z Z Z Z Z
PS Z Z Z Z Z PS PM
PM Z Z Z Z PS PM PB
PB Z Z Z Z PM PB PB
∆ e \ e
 
 
Figures 55 and 56 show the membership functions required for inputs and 
the output of the IMCFF respectively.  Five triangular membership functions and 
two trapezoidal membership functions are used for the inputs (e, ∆e). Three 
triangular membership functions and one trapezoidal are required for the output 
(∆τf ). Figure 57 is a surface representation of the IMCFF output versus both of its 
inputs. 
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Figure 55. Membership Functions for the Inputs of the IMCFF 
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Figure 56. Membership Functions for the Output of the IMCFF 
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Figure 57. IMCFF Module Surface 
 
3.5.1 Introducing the Fuzzy Filter into the IMC 
Referring to Figure 19, the implementation of *invF by itself is difficult 
because the order of the numerator is higher than that of the denominator. This 
issue is easily solved by multiplying *invF  times the filter fG before the 
implementation.  Figure 58 shows this modification. 
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Figure 58. Conventional IMC Briefly Modified 
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G1(s) and G2(s), are most convenient for updating the process model parameters 
and the fuzzy filter time constant. Appendix 3 shows the implementation using 
Simulink.  
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3.5.2 Testing the IMCFF 
To test the performance of the IMC working with the IMCFF unit, 
Equations 3.3.1.9, 3.3.1.10 and 3.3.1.11 are used as process, disturbance and 
process model transfer functions. The filter time constant is initially calculated by 
Equation 3.4.1 and its value is 3.445. The IMCFF scaling factors used for the 
inputs are Ke = 0.4509 and K∆e = 15.001; and for the output is K∆F = 0.330. These 
scaling factors were obtained using the optimization routine described on Section 
2.8, and they are used for all simulations presented in this section. 
  For all cases a set point change of +10%TO is introduced at 50min, and 
two disturbances are introduced to the process, the first disturbance at 250min 
(D=+10) and the second disturbance at 500min (D=+10). To observe the 
performance of the IMC working with the IMCFF unit, the IMCFAM unit has been 
disconnected.  
Figures 59, 60, and 61 show the performance of the IMC with the IMCFF 
unit, facing process gain changes, process time constant changes and process 
dead times changes respectively. Figure 62 shows the performance of the 
controller facing all parameters changes shown in Figures 59, 60, and 61. 
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 Figure 59 shows a) changes on the process gain: +70% of the initial value 
at 50min, +80% of its previous value at 250min and +20% of its previous value at 
500min, b) Responses of the Conventional IMC and the IMC working with the 
IMCFF unit, and c) the filters values for both controllers.  
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Figure 59. Performances of the Controllers IMC and the IMC Working With the 
IMCFF Unit Facing Process Gain Changes 
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 Figure 60 shows a) changes on the process time constant: -50% of the 
initial value at 50min, -60% of its previous value at 250min and -45% of its 
previous value at 500min, b) Responses of the Conventional IMC and the IMC 
working with the IMCFF unit, and c) Constant and fuzzy filter values for these 
controllers. 
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Figure 60. Performances of the Controllers IMC and the IMC Working With the 
IMCFF Unit Facing Process Time Constant Changes 
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 Figure 61 shows a) changes on the process dead time: +50% of the initial 
value at 50min, +55% of its previous value at 250min and +60% of its previous 
value at 500min, b) Responses of the Conventional IMC and the IMC working 
with the IMCFF unit, and c) the fuzzy filter and the constant filter values. 
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Figure 61. Performances of the Controllers IMC and the IMC Working With the 
IMCFF Unit Facing Process Dead Time Changes  
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Figure 62 shows a) the performance of the conventional IMC b) the 
performance of the IMC working with the IMCFF unit, and c) the filter value to 
compensate the nonlinearities effects (fuzzy filter). 
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Figure 62. Performances of the Controllers IMC and the IMC Working With the 
IMCFF Unit Facing the Parameters Changes Shown in the Figures 59, 60, and 
61 
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3.6 Testing the FAIMCr 
 As we described at the beginning of this chapter, the FAIMCr controller 
consists of adding the IMCFAM and the IMCFF units to the conventional IMC 
controller. This section compares the performance of the FAIMCr and of an IMC 
controller with the IMCFAM unit only. Equations 3.3.1.9, 3.3.1.10 and 3.3.1.11 
are the process, process model and the disturbance transfer functions. Several 
set point changes and disturbances are introduced for this test, and at the same 
time process parameters changes are introduced to simulate the nonlinearities.   
 Figure 63 shows the performance of the controllers facing disturbances 
and set point changes, and Figure 64 shows the process and the process model 
parameters changes. The set point changes and the disturbances values (D 
values) are shown in Figure 63. Figure 63 shows that the controllers’ 
performances are quite similar. 
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Figure 63. Performances of the IMC Working With the IMCFAM Unit and of the 
FAIMCr 
 104
0 100 200 300 400 500 600 700 800
2
4
6
FAIMCr
   
  P
ro
ce
ss
 a
nd
 M
od
el
   
   
   
   
  
   
G
ai
n 
[%
TO
/%
C
]  
   
   
   
  
0 100 200 300 400 500 600 700 800
2
4
6
8
  P
ro
ce
ss
 a
nd
 M
od
el
   
   
   
   
   
   
 T
im
e 
C
on
st
an
t [
tim
e 
un
its
]  
   
   
   
   
  
0 100 200 300 400 500 600 700 800
0
5
10
  P
ro
ce
ss
 a
nd
 M
od
el
   
   
   
  
D
ea
d 
Ti
m
e 
[ti
m
e 
un
its
]  
   
   
0 100 200 300 400 500 600 700 800
2
4
6
8
time
Fi
lte
r t
im
e 
co
ns
ta
nt
, τ f
τ
p
    τmnew
t
0p
    t
0m
new
τ
f
K
p
    K
m
new
a) 
b) 
c) 
d) 
 
Figure 64. Process Parameter Changes (___) and the Process Parameters 
Changes Calculated by the FAIMCr (---) 
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 Figure 65 shows the performances of the controllers for more severe 
process parameters changes. The tracking of the process parameters changes 
calculated by the IMC with IMCFAM unit is shown in Figure 66, while Figure 67 
shows the tracking of the process parameters change by the FAIMCr. 
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Figure 65. Performances of the Conventional FAIMCr (___) and the IMC Working 
With the IMCFAM Unit (---) 
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Figure 66. Process Parameters Changes Calculated by the IMC With IMCFAM 
Unit 
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Figure 67. Process Parameters Changes Calculated by the FAIMCr 
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Fig. 68 shows the performance of the FAIMCr in a process with and 
without noise. The presence of this noise does not make a significant difference 
on the performance of the controller. 
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Figure 68. FAIMCr Performances With and Without Noise 
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3.6.1 Testing the FAIMCr on a Nonlinear Process 
The mixing tank, a nonlinear system shown in Appendix 2, is used once 
more to test the FAIMCr. Based on the process testing around the steady state 
operating point, the process parameters are: Kp = -0.785 %CO/%TO, τp = 
2.0838min and t0p = 3.746min. The tuning parameters for the PID are: Kc = -
0.5905 %CO/%TO, τI = 2.0838min y τD = 1.8730min; the filter time constant is 
recalculated using Equation 3.4.1. The scaling factors used by the IMC module in 
this nonlinear process are: Ke = 0.25, K∆e = 15 and K∆F = 0.25. These scaling 
factors were obtained using the optimization program described on Section 2.8. 
Figure 69 shows the performance of the FAIMCr for the following set point 
and disturbances changes:  
? +10 oF in set point at 100min,  
? -5 oF in the hot flow temperature (T1(t)) at 200 min,  
? +20 oF in set point at 350min,   
? 40% of reduction on the hot stream mass flow rate (W1(t)) at 450min,  
? 40% of increment of the initial hot stream mass flow rate (W1(t)) at 650min 
? -20 oF in set point at 800min 
? +5 oF in the hot flow temperature (T1(t)) at 950 min,  
? -10 oF in set point at 800min.  
Figure 70 shows the process model parameters calculated by the FAIMCr 
and Figure 71 compares the performances of the PID, IMC and FAIMCr 
controllers. 
 110
0 200 400 600 800 1000 1200
145
150
155
160
165
170
175
180
185
190
195
time
Te
m
pe
ra
tu
re
, T
4,
 o
F
FAIMCr
Set point
 
Figure 69. Performance of the FAIMCr for Set Point and Disturbances Changes 
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Figure 70. Process Model Parameters Changes and the Filter Time Constant 
Values Calculated by the FAIMCr for the Mixing Tank System 
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Figure 71. Responses from the PID, IMC and FAIMCr Controllers, Facing the Set 
Points and Disturbances Introduced to the Mixing Tank Process 
 
 Figure 71 shows how the conventional PID and IMC are unable to provide 
a good control performance, while the FAIMCr is the only maintaining stability 
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and reporting the lowest value of IAE. Figure 72 superimposes the IMC and the 
FAIMCr responses. 
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Figure 72. Performances of the IMC and FAIMCr Controllers 
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 3.7 Summary 
 In this chapter a new controller is developed using fuzzy logic to improve 
the performance of the conventional internal model controller (IMC). This 
controller is called FAIMCr (Fuzzy Adaptive Internal Model Controller).   
 Two fuzzy modules plus a filter tuning equation are added to the 
conventional IMC to achieve the objective. The first fuzzy module, the IMCFAM, 
determines the process parameters changes. The second fuzzy module, the 
IMCFF, provides stability to the control system, and a tuning equation is 
developed for the filter time constant based on the process parameters. 
 The results show the FAIMCr providing a robust response and overcoming 
stability problems. Adding noise to the sensor signal does not affect the 
performance of the FAIMCr. 
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CHAPTER 4 
 
CONCLUSIONS AND FURTHER RESEARCH 
 
 4.1 Conclusions 
This principal objective of this dissertation was to develop and to improve 
process controllers using fuzzy logic as an artificial intelligent tool. 
 
4.1.1 The FCIV Controller 
A new fuzzy logic controller, called Fuzzy Controller with Intermediate 
Variable (FCIV) was designed for cascade control purposes. This controller has 
an improved performance, regarding stability and robustness, than conventional 
cascade control strategies. 
 
4.1.2 The IMCFAM Fuzzy Module 
A fuzzy adaptive module, the IMCFAM, was designed to update the IMC 
process parameters based on its modeling error. The process gain is calculated 
by an analytical module; a first order Takagi Sugeno fuzzy inference system is 
specially designed to predict the changes of the process time constant and 
process dead time. The predicted values from the IMCFAM unit successfully
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follow the process parameters changes, and consequently avoid the instability 
sometimes provided by the conventional IMC. 
 
4.1.3 The IMC Filter Tuning Equation 
An IMC filter tuning equation was developed as a function of the process 
model parameters. This equation allows calculating the filter time constant value 
and updates its value in the IMC structure. A FOPDT is used as a process 
model. The main advantage of this equation is recalculating the filter time 
constant once the IMCFAM provides the new process model parameters. This 
action improves the performance of the IMC controller working in highly nonlinear 
systems.  
 
4.1.4 The IMCFF Fuzzy Module 
A fuzzy filter module, the IMCFF, was created and used in the IMC 
controller. This unit uses fuzzy logic transforming the IMC filter into a variable 
filter. The IMCFF is a useful unit helping the IMC controller avoiding stability 
problems when excessive oscillations occur. 
 
4.2 Further Research 
The further research should be addressed to: 
? Developing a tuning equation for the FCIV controller based on the process 
parameters. The FCIV requires five tuning parameters:  Ke, K∆e, K∆C2, KFB 
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and KINT. The optimum values of the FCIV parameters in this research 
were obtained by an optimization routine. 
? Extending the knowledge developed in this research to advanced control 
strategies such as Multivariable Process Control to predict process 
parameters changes by using fuzzy logic, especially Takagi Sugeno fuzzy 
inference systems.  
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Appendix 1 Process Model to Test the FCIV 
The process selected to test the FCIV is shown Figure 73. The process 
consists of a preheating tank followed by a chemical reactor where the 
endothermic reaction A?2B+C takes place. This process is quite nonlinear and 
therefore useful for our purposes. 
 
 
 
 
 
 
 
 
 
 
 
Figure 73. Process Diagram 
 
The controlled variable is the output concentration of component C, CC(t), 
the manipulated variable is the input flow of steam, w(t), and the intermediate 
variable is the temperature in the preheating tank, T1(t). The recycle is carried out 
by means of a pump which supplies a constant recycle fluid, fr. Because of length 
of pipe, the variables involved  in this fluid  have a delay time when  they arrive at 
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Appendix 1 (Continued) 
the preheating tank. A second pump removes a constant flow from the bottom of 
the preheating tank. 
 The flows through the valves are given by the following equations: 
Equation for valve A: 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−−++−=
OH
x
A
t
hthgththgtPPaCvtf
2
1
32411
1
ρ
)(ρ
])([)(ρ])([)(ρ)(                             (A1.1) 
 
Equation for valve B: 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−+=
OH
x
B
t
PghtCvtf
2
2
ρ
)(ρ
7.14)(ρ)(                                (A1.2) 
 
The reaction rate is given by:              
RtT
E
BAB etCtCktr )(0 )()()(
−
=                                                                                   (A1.3) 
 
The equation for density of the fluid in the reactor is obtained as: 
)(α)(α)(αρ)(ρ 3210 tCtCtCt CBA +++=                    (A1.4) 
 
The final control element is an equal percentage valve with a maximum 
flow of 3.6 times the steady state flow and time constant of 0.2 minutes.  The 
equation for this valve is: 
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[ ] ⎥⎦⎤⎢⎣⎡ −=+ 1100)(25*329.3)()(2.0 tmtwtw
dt
d
             (A1.5) 
 
The analyzer transmitter has a first order dynamics with a time constant of 
0.35 minutes and a range on CC(t) from 6.413 to 32.066 kgmoleC/m3. Thus, the 
equation for the analyzer transmitter is: 
[ ] [ ]413.6)(
653.25
100)()(35.0 11 −=+ tCctctcdt
d
             (A1.6) 
 
Finally, the temperature transmitter also has a first order dynamics with a 
time constant of 0.25 minutes and a range on T1(t) from 50F (283.33K) to 250 F 
(394.44K). The respective equation is: 
[ ] [ ]33.283)(
11.111
100)()(25.0 122 −=+ tTtctcdt
d
             (A1.7) 
 
The steady state values and constants for the process variables are 
shown in Tables A1.1, A1.2, and A1.3.  
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Table 15. Constants and Steady State Values for Preheating Tank Variables 
 
VARIABLE VALUE UNITS 
fi 0.03776 m3/s 
fo 0.014158 m3/s 
fr 0.014158 m3/s 
w 0.92313 kg/s 
Pa 1.01325*10
5 Pa 
Px 1.2410*10
5 Pa 
ρ0 1058.17 kg/ m3 
CAi 27.23139 kgmoleA / m3 
Cp 3.9747 kJ/(kg.K) 
Cv 3.6818 kJ/(kg.K) 
Ti 325 K 
λ 2243.43 kJ/kg 
ρH2O 999.55 kg/ m3 
CVA 2.024*10
-4 ( m3/s)Pa-0.5 
AHT 7.432 m
2 
U 1.7361 kJ/( m2.K.s) 
Ac 37.161 m
2 
Cm 531.31 kJ/(K) 
α 1 2.4 kg/kgmoleA 
α 2 1.2 kg/kgmoleB 
α 3 1.8 kg/kgmoleC 
h4 0.914 m 
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Table 16. Steady State Values for the Reactor 
 
VARIABLE VALUE UNITS 
h3 0.61 m 
AR 5.5741 m2 
CVB 1.73378*10-4 ( m3/s)Pa-0.5 
k0 1.1861 x107 m3/(kgmole.s) 
E 6.461*104 kJ/kgmole 
R 8.31451 kJ/(kgmole.K) 
∆HR 2786.87 kJ/kgmoleB 
Cp 3.9747 kJ/(kg.K) 
Cv 3.6818 kJ/(kg.K) 
Px 1.241*10
5 Pa 
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Table 17. Steady State Values for Some Variables in the Process 
VARIABLE VALUE UNITS 
CA 8.8414 kgmoleA / m3 
CB 38.5679 kgmoleB / m3 
CC 19.2846 kgmoleC / m3 
CA1 22.2160 kgmoleA / m
3 
CB1 10.5185 kgmoleB / m
3 
CC1 5.2597 kgmoleC / m3 
ρ 1159.42 kg/ m3 
ρ1 1132.62 kg/ m3 
f 0.03688 m3/s 
h1 6.74089 m 
h2 2.6169 m 
T 313.94 K 
T1 330.77 K 
Tw 362.87 K 
rΒ 2.28382*10-4 m3/(kgmoleB s) 
c1 50.241 %TO1 
c2 42.698 %TO2 
m 60.149 %CO 
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Appendix 2 Process Model to Test the FAIMCr 
The following system is selected to test the FAIMCr. The tank shown in 
Figure 74 receives two streams, a hot stream, W1(t), and a cold stream, W2(t). 
The outlet temperature is measured 125 ft downstream from the tank bottom. 
The following assumptions are considered in developing the mathematical 
model: 1) Constant volume of liquid in the tank, 2) perfect mixing and 3) tank and 
pipes are well insulated.  
The temperature transmitter is calibrated for a range of 100 oF to 200 oF 
and Table A2.1 contains the steady state conditions and other process 
conditions.  
 
TT
W1(t)
W2 (t)
W3 (t)
T1(t)
T2 (t)
T3 (t) T4(t)
4
Hot 
Water
IMC
Set Point, T
Cold Water
L = 125 ft
 
Figure 74. The Process: A Mixing Tank 
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Table 18. Mixing Tank Operating Conditions 
VARIABLE VALUE VARIABLE VALUE 
W1 250.00 lb/min V 15 ft3 
W2 191.17 lb/min TO 50 %TO 
Cp1 0.8 Btu/lb-oF Vp 0.4779 
Cp2 1.0 Btu/lb-oF CVL 12 gpm/psi0 5 
Cp3, Cv 0.9 Btu/lb-oF ∆Pv 16 psi 
SP(T4) 150 oF τT 0.5 min 
T1 250 oF τVp 0.1 min 
T2 50 oF A 0.2006 ft2 
T3 150 oF L 125 ft 
ρ 62.4 lb/ft3 m 47.79%CO 
 
The following equations constitute the mathematical model of the process: 
 
Total Mass Balance (mixing tank):  
0)()()( 321 =−+ tWtWtW        (A2.1) 
Energy Balance around the tank:  
)]([ρ)()()()()()( 3333222111 tTdt
dCvVtTCptWtTCptWtTCptW =−+   (A2.2) 
Relationship between tank temperature and sensor location: 
)()( 034 ttTtT −=         (A2.3) 
Transportation lag (delay time): 
)(
ρ
3
0 tW
LAt =          (A2.4) 
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Temperature transmitter equation:  
[ ] )100)((*1)()(τ 4 −=+ tTtTOtTOdt
d
T      (A2.5) 
Valve position equation: 
[ ] )(01.0)()(τ tmtVtV
dt
d
pppV =+       (A2.6) 
Valve equation: 
VfpVL PGtVCtW ∆)(60
500)(2 =       (A2.7) 
 
where:  
? W1(t) = hot stream mass flow rate, lb/min 
? W2(t) = cold stream mass flow rate, lb/min 
? W3(t) = outlet mass flow rate, lb/min 
? Cp = liquid heat capacity at constant pressure, Btu/lb-oF 
? Cv = liquid heat capacity at constant volume, Btu/lb-oF 
? T1(t) = hot flow temperature, oF 
? T2(t) = cold flow temperature, oF 
? T3(t) = temperature of liquid in the mixing tank, oF 
? T4(t) = temperature T3(t) delayed by t0, oF  
? t0 = dead time, min 
? ρ = density of the mixing tank liquid, lbm/ft3 
? V = liquid volume into the tank, ft3 
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? TO(t) = temperature transmitter output signal, %TO, scale from 1 to 
100%. 
? Vp(t) = Valve position, from 0 (closed valve) to 1 (open valve) 
? m(t) = controller output signal, %CO, scale from 1 to 100% 
? VLC  = valve flow coefficient, gpm/psi0.5 
? Gf = specific gravity, dimensionless 
? ∆Pv = pressure drop across valve, psi 
? Tτ = time constant of the temperature sensor, min 
? 
pV
τ  = time constant of the actuator, min 
? A = pipe cross section, ft2  
? L = pipe length, ft. 
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Appendix 3 Simulink Implementation for ))(( *invf FG  
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Figure 75. Implementation of the Transfer Function ))(( *invf FG Using Simulink 
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Appendix 4 Analyses of Variances for P1, P2, and P3 
 
 
 
Table 19. Analysis of Variance for P1 in the NSS Matrix 
 
 
 
 
Table 20. Analysis of Variance for P2 in the NSS Matrix 
 
 
 
 
Table 21. Analysis of Variance for P3 in the NSS Matrix 
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Table 22. Analysis of Variance for P1 in the NSM Matrix 
 
 
 
 
Table 23. Analysis of Variance for P2 in the NSM Matrix 
 
 
 
 
Table 24. Analysis of Variance for P3 in the NSM Matrix 
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Table 25. Analysis of Variance for P1 in the NSB Matrix 
 
 
 
 
Table 26. Analysis of Variance for P2 in the NSB Matrix 
 
 
 
 
Table 27. Analysis of Variance for P3 in the NSB Matrix 
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Table 28. Analysis of Variance for P1 in the NMS Matrix 
 
 
 
 
Table 29. Analysis of Variance for P2 in the NMS Matrix 
 
 
 
 
Table 30. Analysis of Variance for P3 in the NMS Matrix 
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Table 31. Analysis of Variance for P1 in the NMM Matrix 
 
 
 
 
 
Table 32. Analysis of Variance for P2 in the NMM Matrix 
 
 
 
 
Table 33. Analysis of Variance for P3 in the NMM Matrix 
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Table 34. Analysis of Variance for P1 in the NMB Matrix 
 
 
 
 
 
Table 35. Analysis of Variance for P2 in the NMB Matrix 
 
 
 
 
Table 36. Analysis of Variance for P3 in the NMB Matrix 
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Table 37. Analysis of Variance for P1 in the NBS Matrix 
 
 
 
 
 
Table 38. Analysis of Variance for P2 in the NBS Matrix 
 
 
 
 
Table 39. Analysis of Variance for P3 in the NBS Matrix 
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Table 40. Analysis of Variance for P1 in the NBM Matrix 
 
 
 
 
 
Table 41. Analysis of Variance for P2 in the NBM Matrix 
 
 
 
 
 
Table 42. Analysis of Variance for P3 in the NBM Matrix 
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Table 43. Analysis of Variance for P1 in the NBB Matrix 
 
 
 
 
 
Table 44. Analysis of Variance for P2 in the NBB Matrix 
 
 
 
 
 
Table 45. Analysis of Variance for P3 in the NBB Matrix 
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Table 46. Analysis of Variance for P1 in the ZSS Matrix 
 
 
 
 
 
Table 47. Analysis of Variance for P2 in the ZSS Matrix 
 
 
 
 
 
Table 48. Analysis of Variance for P3 in the ZSS Matrix 
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Table 49. Analysis of Variance for P1 in the ZSM Matrix 
 
 
 
 
 
Table 50. Analysis of Variance for P2 in the ZSM Matrix 
 
 
 
 
 
Table 51. Analysis of Variance for P3 in the ZSM Matrix 
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Table 52. Analysis of Variance for P1 in the ZSB Matrix 
 
 
 
 
 
Table 53. Analysis of Variance for P2 in the ZSB Matrix 
 
 
 
 
 
Table 54. Analysis of Variance for P3 in the ZSB Matrix 
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Table 55. Analysis of Variance for P1 in the ZMS Matrix 
 
 
 
 
 
Table 56. Analysis of Variance for P2 in the ZMS Matrix 
 
 
 
 
 
Table 57. Analysis of Variance for P3 in the ZMS Matrix 
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Table 58. Analysis of Variance for P1 in the ZMM Matrix 
 
 
 
 
 
Table 59. Analysis of Variance for P2 in the ZMM Matrix 
 
 
 
 
 
Table 60. Analysis of Variance for P3 in the ZMM Matrix 
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Table 61. Analysis of Variance for P1 in the ZMB Matrix 
 
 
 
 
 
Table 62. Analysis of Variance for P2 in the ZMB Matrix 
 
 
 
 
 
Table 63. Analysis of Variance for P3 in the ZMB Matrix 
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Table 64. Analysis of Variance for P1 in the ZBS Matrix 
 
 
 
 
 
Table 65. Analysis of Variance for P2 in the ZBS Matrix 
 
 
 
 
 
Table 66. Analysis of Variance for P3 in the ZBS Matrix 
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Table 67. Analysis of Variance for P1 in the ZBM Matrix 
 
 
 
 
 
Table 68. Analysis of Variance for P2 in the ZBM Matrix 
 
 
 
 
 
Table 69. Analysis of Variance for P3 in the ZBM Matrix 
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Table 70. Analysis of Variance for P1 in the ZBB Matrix 
 
 
 
 
 
Table 71. Analysis of Variance for P2 in the ZBB Matrix 
 
 
 
 
 
Table 72. Analysis of Variance for P3 in the ZBB Matrix 
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Table 73. Analysis of Variance for P1 in the PSS Matrix 
 
 
 
 
 
Table 74. Analysis of Variance for P2 in the PSS Matrix 
 
 
 
 
 
Table 75. Analysis of Variance for P3 in the PSS Matrix 
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Table 76. Analysis of Variance for P1 in the PSM Matrix 
 
 
 
 
 
Table 77. Analysis of Variance for P2 in the PSM Matrix 
 
 
 
 
 
Table 78. Analysis of Variance for P3 in the PSM Matrix 
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Table 79. Analysis of Variance for P1 in the PSB Matrix 
 
 
 
 
 
Table 80. Analysis of Variance for P2 in the PSB Matrix 
 
 
 
 
 
Table 81. Analysis of Variance for P3 in the PSB Matrix 
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Table 82. Analysis of Variance for P1 in the PMS Matrix 
 
 
 
 
 
Table 83. Analysis of Variance for P2 in the PMS Matrix 
 
 
 
 
Table 84. Analysis of Variance for P3 in the PMS Matrix 
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Table 85. Analysis of Variance for P1 in the PMM Matrix 
 
 
 
 
 
Table 86. Analysis of Variance for P2 in the PMM Matrix 
 
 
 
 
Table 87. Analysis of Variance for P3 in the PMM Matrix 
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Table 88. Analysis of Variance for P1 in the PMB Matrix 
 
 
 
 
Table 89. Analysis of Variance for P2 in the PMB Matrix 
 
 
 
 
Table 90. Analysis of Variance for P3 in the PMB Matrix 
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Table 91. Analysis of Variance for P1 in the PBS Matrix 
 
 
 
 
Table 92. Analysis of Variance for P2 in the PBS Matrix 
 
 
 
 
Table 93. Analysis of Variance for P3 in the PBS Matrix 
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Table 94. Analysis of Variance for P1 in the PBM Matrix 
 
 
 
 
Table 95. Analysis of Variance for P2 in the PBM Matrix 
 
 
 
 
Table 96. Analysis of Variance for P3 in the PBM Matrix 
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Table 97. Analysis of Variance for P1 in the PBB Matrix 
 
 
 
 
Table 98. Analysis of Variance for P2 in the PBB Matrix 
 
 
 
 
Table 99. Analysis of Variance for P3 in the PBB Matrix 
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