When building a recommender system, how can we ensure that all items are modeled well? Classically, recommender systems are built, optimized, and tuned to improve a global prediction objective, such as root mean squared error. However, as we demonstrate, these recommender systems often leave many items badly-modeled and thus under-served. Further, we give both empirical and theoretical evidence that no single matrix factorization, under current state-ofthe-art methods, gives optimal results for each item.
INTRODUCTION
How can we predict what movies a user will like? Or to which users an app would be appealing? How can we ensure that all movies or apps have a good opportunity to be surfaced? Recommender systems have become an integral part of our everyday lives, from Netflix recommending movies to Yelp suggesting restaurants to Google Play offering music and apps. While these uses of recommender systems have clearly been successful, little research has focused on ensuring that all items in these recommender systems are modeled * A portion of this work was done while at Carnegie Mellon University.
† A portion of this work was done while at Google, Inc. well. For these systems to be continually trusted, it is crucial that we understand where they fail and how to improve recommendation quality for all items.
Concretely, much of the recent development in recommender systems research has been based on matrix factorization (MF) [17, 19, 32] , where we use a database of user ratings of items to learn a latent bilinear model for predicting unobserved ratings. Following the Netflix Prize, these models generally aim to improve Root Mean Squared Error (RMSE) over a random holdout of ratings. While there are many advantages to such an approach, focusing on the average accuracy metrics, such as RMSE, leaves many items illserved. In fact, as we will demonstrate, common properties of real-world data sets encourage a skewed recommendation policy where some items are modeled far worse than others.
Given this issue with classic factorization models, how can we learn a model, just using ratings data, that is focused on improving recommendation accuracy for badly-modeled items, or any subset of items? How can we use all observed ratings to improve the predictions of a subset? We call this the focused learning problem.
This problem is related to multiple previous lines of recommendation research. Research on the cold-start problem attempts to improve recommendation accuracy for items with few observed ratings, but often relies on side information, e.g., context [34] and review text [11] , or probes users for more data [3, 2] . In our approach, we make use of given rating data only. Also related is research in transfer learn- ing and cross-domain recommendation, which often designs models that include a transfer function between domains [31, 16] . Rather, we frame the problem as a hyperparameter optimization challenge: we focus on finding hyperparameters for our model that offer the best performance for a pre-specified subset of items. This allows our algorithm to continue to work with new, state-of-the-art recommendation models as they are developed. Through this simple approach, we significantly improve recommendation accuracy for multiple challenging groups, including (A) niche genres, (B) items for which we have few observations, and (C) even the most badly-modeled items from the original model (items typically thought of as anomalous or outliers that are ignored). In particular, we achieve a greater than 17% improvement on items for which we have few ratings, as seen in Figure 1 .
In this paper we offer the following contributions:
• Problem formulation: We define the focused learning problem, giving empirical and theoretical evidence that a single factorization, under current state-of-theart methods, will under-serve some items and users.
• Algorithm: We offer a novel algorithm for focused learning that can work with multiple state-of-the-art recommender systems.
• Real-world experiments: We give empirical evidence, across multiple datasets and recommender models, that our focused learning algorithm improves prediction accuracy for a variety of focused items.
RELATED WORK
Our research, while providing a new perspective, is related to many other areas of data mining and machine learning. An overview of how the most closely related work relates to our research can be seen in Table 1 . Recommender systems: A plethora of research has focused on predicting preferences based on explicit feedback, e.g., user ratings of items, or implicit feedback, user interactions with items. Spurred by the Netflix Prize, much work was devoted to creating different factorization models that better fit ratings data [17, 18, 19] . In addition to modeling rating matrices, researchers have proposed learning preferences from more complex sets of user feedback [37, 41] . Some models combine clustering techniques with recommender systems [7, 40] . However, these changes are not enough to overcome the challenges of optimizing a single, global objective within one model. Local Models & Ensembling: Recent work learns local models [10] , and in some cases ensembles local learners [6, 21] . With respect to recommendation, we show experimentally in §7.1 that local models do not addresses the accuracy skew in our data, but that we can improve the accuracy by applying our focused learning algorithm to ensembles of local models [21] . More broadly, much of the work on ensemble learning has focused on backfitting [8] or functional gradient descent [24] to build combined models based on error in the training data. Here, we focus on building new models based on held-out prediction errors. Cross-Domain Recommendation: An additional line of research has focused on transfer learning, cross-domain, and multi-task recommendation, all slight variants related to focused learning. These methods often use side information, such as item content [13] , to improve recommendation. However, an additional line of work has used purely collaborative filtering (CF) approaches. This models often learn a transfer function between domains, such as with canonical correlation analysis (CCA) [31] or tensor factorization [16] . Our work differs in that it can work with many different recommender systems, including new ones such as LLORMA, rather than being tied to a specific model structure. Cold-Start Recommendation: One commonly studied case where classic CF fails is in the case of "cold-start" users or items, that is users or items for which we have very few or no observed ratings. Most work in this area relies on side information about the items [34, 4, 20, 33] , users' social networks [23] , multi-task learning to model review text [11, 25] , or actively probing users for ratings [3, 2] . Recently, researchers have examined the cold-start problem using just ratings data [30, 39] , but aren't able to build on state-ofthe-art CF methods.
Another line of work has focused on recommending in the tail. Often this aims to surface novel recommendations as measured by coverage in tail [35] , rather than accuracy as is our focus, and often addresses the challenge again with additional contextual data [15] . [27] takes a local model approach, focusing on how to cluster the items in the tail. Hyperparameter Optimization: A significant amount of research has focused on using machine learning to optimize the hyperparameters of other machine learning models [5] , e.g., using Bayesian learning and Gaussian processes to estimate model hyperparameters [9, 36] . Our method follows this hyperparameter optimization perspective but does not directly implement these algorithms. Rather, more complex hyperparameter optimization algorithms could be directly applied to improve the precision and speed of our method. Handling noisy data: Our custom regularization is related, in intuition, to previous research on learning confidence, such as through directly measuring confidence [12, 38] , Bayesian CF [32, 7] , or transforming ratings in CF [17] . We believe incorporating these more complex techniques for measuring confidence could offer additional performance improvements when combined with our general focused learning system. 
PROBLEM DEFINITION
We begin with an overview of our notation and problem setup. A complete list of symbols used in this paper can be found in Table 2 . We consider the case where we have ratings ri,j ∈ {1 . . . R} where i ∈ {1 . . . n} indexes the users and j ∈ {1 . . . m} indexes the items, where we say ri,j ∈ R if we have an observed rating ri,j. For convenience we can also view the data as a matrix R ∈ R n×m , where most values in the matrix are missing.
As with most recommenders, our general goal is to learn a model from training data that predicts the missing values in the matrix. Following convention in prediction tasks, we split our data into training R Train and testing R Test data, where R Train ∪ R Test = R and R Train ∩ R Test = ∅. We assume that both R Train and R Test come from the same distribution, i.e., from a random split of R.
We will typically evaluate the quality of our model and its prediction based on its test RMSE:
Hereri,j is the model's prediction for ri,j.
Focused Learning Problem.
In focused learning, we want to have high prediction accuracy on a subset of the data. Given a set of items I, we denote by RI the set of observations from items in I; precisely RI = {ri,j|ri,j ∈ R ∧ j ∈ I}. With this notation, we can precisely specify our problem:
Train and a subset of the items to focus on I Find: A model that has high prediction accuracy on R Test I , the test data for the focus set.
We will consider prediction error to be measured by RMSE, but the formulation could easily accommodate other metrics.
Implicit in the problem definition above is the focus set I. For the focused learning problem we would like to be able to take any focus set. However, in practice, there are many ways to select the focus set, and we will analyze how different focus selection techniques impact the quality of results. 
DATA EXPLORATION
While recommender systems are pervasive, they often treat the data as generic matrices, rather than accounting for many of the common biases in such data.
Heavy-Tail Distribution of Observations.
One of the most common properties throughout the web is heavy-tail distributions [14, 1, 26] . This pattern shows up in ratings data where most movies receive few ratings and a few popular movies receive many ratings; similarly, most users give few ratings and a few users give many ratings [27] . In Figure 2 , we observe this distribution in MovieLens.
This pattern has significant implications: First, because most objectives optimize the average error across all observations, items with more observed ratings are considered more important than items with fewer observed ratings, and as a result, the allocation of model capacity is biased toward popular items. Second, because we want to have low RMSE for all observations in the test set, the heavy-tail distribution of test data biases the model selection.
Skewed Predictions.
For the reasons described above, the model with the best average predictive accuracy will leave meaningful subsets of items modeled significantly worse than other subsets. To demonstrate this, we calculate the per-user and per-item prediction error, RMSE R Test j . In Figure 3 , we plot the number of users and items with each MSE (size step of 0.1). We observe a long tail of users and items with low prediction accuracy. In addition, this is not just based on degree; even for users or items with many observations, there is a long tail of prediction error. Prediction skew is particularly problematic because it means that these users and items will have a significantly worse experience under these models.
In addition, we find that some genres of movies receive significantly worse performance. As can be seen in Having some genres badly-modeled may not be terrible, but we can imagine a much more problematic situation-If we were predicting users' preferences for apps, and apps for some language/country had significantly worse performance than other languages/countries, then the recommender system would offer worse performance to entire populations of people.
Theoretical Justification.
We can also understand the need for focused learning from a theoretical perspective. We have a model M with parameters θ trying to fit data R under loss LR(M θ ), and we assume our loss function is an average over instances in R: (2) where L : R × R → R ≥0 is the per-instance loss, and if
= 0. We consider θ * to be the parameters for the global optimal solution to eq. (2). We assume the optimal model has nonzero loss, i.e., LR(M θ * ) > 0.
Theorem 1 (Global optimal not locally optimal). For dataset R and loss function LR(M θ ) with optimal parameters θ * and LR(M θ * ) > 0; there exists R ⊂ R such that θ * is not the optimal solution to L R (M θ ).
Proof. Because θ * is the global optimal, we know
Therefore, θ * is not optimal for R = R \ p.
Therefore, the globally optimal model is typically not the best model for each part of the data. Rather, learning multiple models, with each model optimized to improve prediction quality for different subsets of data, should yield better results than relying on the global optimum.
OUR METHOD
We now describe our focused learning algorithm. For clarity our description uses the language and notation of classic MF, but we will demonstrate in §6.4 and §6.5 that the method can be easily applied to other CF models:
Here U ∈ R n×k and V ∈ R m×k , wj weights column j, and λ weight the regularization. In some cases, we will separate the regularization into λu and λv. We consider wj, k, λu and λv all as hyperparameters that can be tuned.
Given U and V we can calculate the RMSE over R Test by eq. (1) whereri,j = ui, vj . We use the notation A R Train ,R Test (k, λu, λv, w) to denote an algorithm that learns U and V from R Train and outputs RMSE R Test .
Focused Hyperparameter Optimization
To solve the focused learning problem, we formulate it as a hyperparameter optimization challenge. With a slight abuse of notation, for hyperparameter optimization we split our training data into R Train and R Val. , such that we use R Train to learn our model and R Val. to check how well our model is performing before officially testing on R Test . Hyperparameter optimization typically optimizes:
The goal of this optimization is that if the accuracy on R Val.
improves through changing k, λu, λv and w, then the accuracy on R Test should improve too. For focused learning, our objective is to improve the prediction accuracy on R Test I , for a predefined set of items I. Therefore, we change our hyperparameter optimization to:
While it is difficult to prioritize R Train I in eq. (3), it is clear that we can optimize our hyperparameters for R . We will demonstrate that a simple grid search yields improvements in prediction accuracy for our focus sets I. Of course, one could also apply research on hyperparameter optimization [9, 5] . In grid search, each run is independent and thus we can trivially parallelize our learning over different hyperparameter settings and different focus sets I. Figure 4 : In a standard model, we observe that (a) some genres are modeled significantly better than others for the MovieLens data, and (b) these patterns do not just follow number of observations (degree).
Focused Learning
The above approach already offers a framework for focused learning, and as we will see, improves model accuracy. However, we find that by slightly modifying our underlying objective, we obtain hyperparameters more useful for focused learning. We allow for different regularization of items that are our focus and items that are not our focus:
We denote this algorithm by A R Train ,R Val. ,I . Thus, our new hyperparameter optimization is:
I
,I (k, λu, λ focus , λ unfocus ) (7)
The intuition behind this new objective is that the focus set may need a different regularization than the unfocused set, since regularization controls the degree in which the model generalizes. The advantage of this formulation is that our parameterization is customized to the focus set, and as we will see this single extra parameter gives an additional significant gain in prediction accuracy, along with interesting insights into the role of regularization in MF.
EXPERIMENTS
We now demonstrate the success of our approach through a variety of experiments on real-world data. In testing focused learning, we apply it to weighted alternating least squares (ALS) MF [17] , factorization machines [28] and LLORMA [21] . We primarily test our method on the MovieLens data set [29] , where there are over 10 million ratings from 71567 users for 10681 movies. In this data set, all users have given at least 20 ratings. We split the ratings into training, validation, and test sets using a random 80%-10%-10% split.
Global Baseline Model. For the global baseline model from eq. (3), all hyperparameters were first hand-tuned to give optimal global results on the holdout data, obtaining regularization λu = λv = 30 and rank k = 35. The column weights wj are tuned to be proportional to 1 (n j +1) 0.3 , where nj is the number of observations in column j.
Focusing Models. Our goal is to improve and report the test RMSE for focus sets. For most of our experiments we focus the hyperparameter search on λ focus and λ unfocus .
For both we perform a grid search over λ focus , λ unfocus ∈ {3, 15, 30, 60, 150, 300}. When testing LLORMA, we also search over rank k and the number of local models.
We use three different methods for creating focus sets I. We primarily compare the results of focused hyperparameter search from eq. (5) and focused learning in eq. (7), both learned using weighted ALS [17] , against the test RMSE for the focus set from the globally optimal model. We test focused learning with LibFM in §6. 4 and LLORMA in §6.5; in §7.1 we compare to intuitive but less successful baselines.
Focusing on Cold-Start Items
Because one of the motivating observations is the heavytail distribution of ratings, we begin with trying to improve the prediction accuracy for items with few ratings. To test this, we group movies into deciles, i.e., 10-percentile buckets, based on each movie's number of ratings (degree) nj, i.e., the first group contains all movies with nj ∈ [1, 11), our second contains all movies with nj ∈ [11, 26), etc.
As we see in Table 3 and Figure 5 , we achieve large accuracy improvements with degree-based focus selection. For the items with the fewest observed ratings, we are able to improve prediction accuracy by over 13% and for the second group we achieve an improvement of over 16%. This is particularly notable because we are not using any additional data or context, as is common in research on improving prediction quality for cold-start items.
Furthermore, Figure 5 shows how focused learning achieves better performance than focused hyperparameter search alone. This demonstrates the importance of not just finding the right hyperparameters, but also giving the model the necessary flexibility. We will further explore the role of regularization in §7.2.
Focusing on Outliers
We next test our ability to improve the prediction quality for items that were originally modeled badly. Typically, these items would be considered outliers or too noisy because they do not conform to the model. However, we demonstrate that we are able to create models that greatly improve prediction quality for these items.
To create our focus sets we take our global optimal model and get the validation error RMSE R Val. j for each item j. We then group items into deciles based on their validation RMSE. As can be seen in Table 4 , we are able to improve prediction quality for the previously badly-modeled movies. We improve the RMSE for the movies in the first group (RMSE R Val. j ≥ 1.37) by nearly 10%. Surprisingly, we also observe a 3.26% improvement in test RMSE for the previously best modeled movies-those with RMSE R Val. j < 0.62. Upon further investigation we find that at either extreme, movies with very high or very low RMSE, are mostly movies with fewer ratings in our hold-out set. This is more clearly visualized in Figure 6 , which shows that movies with low degree have high variance in prediction error.
Focused Hyperparameter Search
1 Because our focused learning approach is based on its regularization, it is most apt to handle data sparsity challenges.
Focusing with Side Information
In many real-world applications, we have additional information about the items on which we are predicting. Using this side information as our focus selection criteria is a natural choice. Here, we make use of the genre for each movie. For example, we might want to specifically improve the predictions for Documentaries due to product direction concerns. For each genre we consider all movies that are in that genre and use the typical focused learning algorithm. In MovieLens, because each movie can be part of more than one genre, a movie may be in more than one focus set.
As we see in Table 5 , we observe improvements in the prediction error for all genres, with the largest improvements for IMAX films and Documentaries. Beyond the raw improvements, we observe a few interesting patterns. For all genres, we find that the optimal regularization for the focus set (λ focus ) is low while the optimal regularization for the rest of the movies (λ unfocus ) is high.
We also plot, in Figures 7 , the improvement in performance as a function of the total number of observations in each movie as well as the data sparsity in each genre. Unsurprisingly, documentaries and IMAX movies, the two genres with the largest improvement, have the fewest observations and the most sparse data. This makes sense because genres with few ratings have the least influence in the selection of a global optimal regularization parameter. In case of data sparsity, we know that regularization is important to set correctly. However, beyond those two genres, we observe that improvements in accuracy are largely independent of data size and sparsity. Therefore, while our method excels at helping cold-start movies, as we saw above, it also helps large genres with popular movies.
Focusing in more complex models: LibFM
To demonstrate that focused learning will continue to be useful under more complex models, we test our approach on multiple model structures to improve predictions for MovieLens split by item degree (as in §6.1). We build on LibFM [28] , with three increasingly complex settings.
A summary of our results with LibFM can be seen in Table 6 . Each test consists of a new variation of offsets for prediction and set of hyperparameters that we tune during focused learning. In each case we compare our model with globally optimized hyperparameters to our model with focused hyperparameters. Across these experiments we find that focused learning can still offer significant improvements. λ focus v , λ unfocus v , λ focus b 2.25% Table 6 : Maximum improvements of focused learning under different objective functions.
When we add per-user and per-item offsets, the baseline model is improved, covering some of the improvements previously offered by focused learning. With these more complex models, focused learning overfits for items with the fewest observations due to the small validation set. However, once the validation set is larger, focused learning still improves over even the more complex model. Last, by performing focused learning on the regularization of the item-offsets, we gain additional improvements in prediction accuracy. This demonstrates that even when using a more complex model, focused learning can improve prediction accuracy and focusing additional parts of your model can provide additional improvements.
Focused Learning in LLORMA
We apply the focused hyperparameter optimization algorithm of §5.1 on top of the LLORMA implementation in PREA [22] . Here, we use as a baseline the hyperparameter settings from [21] , which we also verify to be optimal under a global objective. We test regularization λ ∈ {0.1, 0.01, 0.001, 0.0001, 0.00001} and rank ∈ {5, 10, 20}; the implementation automatically chooses a number of local models with the best validation accuracy for ≤ q = 50. We run our experiments on the MovieLens 1M dataset [29] , due to speed and memory limitations of the PREA implementation. We achieve an improvement in test accuracy of 3.7% for the items with the 10% fewest ratings and of 1.4% for items in the second decile. This further demonstrates that our focused learning algorithm benefits from further optimizing other hyperparameters, and still offers significant improvements, even on top of new, more complex models.
We also test our method to improve the prediction accuracy for users with the fewest ratings. We achieve a 0.27% improvement for users with the 10% fewest ratings and a 0.65% improvement for users in the second decile. We believe this is smaller than the item improvements because the dataset only includes users with ≥ 20 ratings, thus cutting off much of the tail. Therefore, while the magnitude of the improvements on these users is smaller, it still presents strong evidence of the generalizability of the method.
Recommendation at Google
To demonstrate how well focused learning works beyond MovieLens, we test our framework to improve a collaborative filtering model at Google. The model is currently serving over one billion monthly active users in a recommender system. Our training matrix, constructed from user engagement data, has 3 million rows, 1 million columns and 79 million observed values. There is a heavy-tail distribution of observations among both the rows and the columns, and the rows were previously filtered so that each row contains at least 11 observations. We use Google's production settings for the recommender system as the baseline and the initial hyperparameters, with λu = λv = 15, rank k = 100, and weights wj proportional to 1 (n j +1) 0.5 . We take an 80%-10%-10% split of the data and create focus groups by partitioning the columns according to their degree.
As seen in Table 7 , we observe that our approach offers consistent improvements over Google's production system, with up to a 4% improvement in accuracy. These experiments offer a strong reaffirmation of our approach.
WHY DOES THIS WORK?
In this section, we explore a wide variety of perspectives to better understand why focused learning works.
Alternative Baselines
So far we have primarily compared our focused learning algorithm to a globally-optimized model. However, our focused learning approach was not the first idea attempted. Therefore, we now compare against other potential approaches.
Doubling the model size. By making additional focused models, we are increasing the total model size. To demonstrate that focused learning increases model size in a principled way, we made a model twice as large as our globally optimal model and compared the RMSE on specific focus sets. To be precise, we tuned our λ (jointly λu = λv) for a global model of rank 70 and evaluated the test RMSE for documentaries, movies with degree [1, 11) , and movies with degree [11, 26) . For these three categories we observe a test RMSE of 0.9169, 1.2359, and 1.3615, respectively. In all three cases the RMSE from the doubly-large but globally optimized model is worse than our original rank-35 global model and also significantly worse than our focused learning models. Therefore, focused learning is not improving results merely by having a larger model, but because the additional model size is allocated well for the focused set of items.
Training local models. Second, we test how well local models perform on this problem. Intuitively, local models might work well for semantically similar content. Therefore, for a given focus set I, we only use R Train I when training the model, we tune λv based on the RMSE of R
Val. I
, and then we test against R Test I . We test this on Action, Animation, Documentaries and Westerns genres, with test RMSE for the four groups of 0.8473, 0.9368, 1.1133, 1.0925, respectively. Across all four genres, the test RMSE from the local model is worse than the RMSE from the baseline model, and much worse than the focused learning RMSE.
Exploring Regularization
Given focused learning modifies the model regularization, it is worthwhile to explore the resulting regularization patterns. Most notably, we find that across nearly every experiment, λ focus ≤ λv and λ unfocus ≥ λ focus , where λv is the globally optimal regularization. This is particularly interesting when we consider groups of items for which we observe few ratings. From one perspective, we would expect high regularization for items with few observations to prevent overfitting. From another perspective, an observation for a less-popular item is more valuable than an observation for a popular item, so we expect less regularization so as 
Focus
Test RMSE Groups λ unfocus λ focus−1 λ focus−2 Focus-1 Focus-2 [1, 11) ; [11, 26) to not drown out that information. Based on the results in Table 3 , the second perspective seems to hold more often. Second, we observe that regularization is not independent across focused and unfocused items. That is, the regularization for the parameters of item i can have a significant impact on the prediction error for item j. In Figure 8 , we see that even when λ focus is selected according to focused learning, changing λ unfocus has a significant impact on the test RMSE for these focused groups. In particular, we observe in each row, regardless of focus selection technique, a generally convex curve as we increase λ unfocus .
Last, we perform an additional experiment to explore if there exists an optimal λ * vector that would give the best results for all items. That is, should each movie have its own regularization λj? To investigate this idea, instead of having just one focus set, we expand our formulation slightly to have two focus sets, each with its own regularization λ focus−1 and λ focus−2 , along with λ unfocus . We then search to find the optimal hyperparameters for validation RMSE for both focus-1 and focus-2. We find that in some cases, as seen in two examples in Table 8 , the optimal hyperparameters for focus-1 and focus-2 are incompatible. For example, when focus-1 is the set of movies with degree ∈ [45, 78) and focus-2 is the set of movies with degree ∈ [233, 444), then increasing λ focus−2 from 15 to 30 consistently helps focus-1 and hurts focus-2. This suggests that there may not be a single correct setting of λ that performs optimally for all items. However, because the change in RMSE values from this additional regularization term is marginal, we are hesitant to draw any strong conclusions.
CONCLUSION
In this paper we explored focused situations when classic CF systems fail and how we can improve prediction quality in these cases. We made the following contributions:
• Problem Formulation, including empirical and theoretical evidence that a single globally-optimal model is not necessarily optimal for subsets of the data.
• Algorithm for focused learning with state-of-the-art models to improve recommendations for a pre-specified subset of items.
• Real-world experiments demonstrating the success of focused learning.
While these contributions are successful on their own, we believe this research opens exciting new directions for future research on focused learning.
