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ABSTRACT

PATH PLANNING FOR UNMANNED AIR AND GROUND
VEHICLES IN URBAN ENVIRONMENTS

Andrew Bruce Curtis
Department of Electrical and Computer Engineering
Master of Science

Unmanned vehicle systems, specifically unmanned air vehicles (UAVs) and
unmanned ground vehicles (UGVs), have become a popular research topic. This
thesis discusses the potential of a UAV-UGV system used to track a human moving
through complex urban terrain. This research focuses on path planning problems for
both a UAV and a UGV, and presents effective solutions for both problems.
In the UAV path planning problem, we desire to plan a path for a miniature fixed-wing UAV to fly through known urban terrain without colliding with any
buildings. We present the Waypoint RRT (WRRT) algorithm, which accounts for
UAV dynamics while planning a flyable, collision-free waypoint path for a UAV in
urban terrain. Results show that this method is fast and robust, and is able to plan
paths in difficult urban environments and other terrain maps as well. Simulation and
hardware tests demonstrate that these paths are indeed flyable by a UAV.
The UGV path planning problem focuses on planning a path to capture a
moving target in an urban grid. We discuss using a target motion model based on

Markov chains to predict future target locations. We then introduce the Capture
and Propagate algorithm, which uses this target motion model to determine the
probabilities of capturing the target in various numbers of steps and with various
initial UGV moves. By applying some different cost functions, the result of this
algorithm is used to choose an optimal first step for the UGV. Results demonstrate
that this algorithm is at least as effective as planning a path directly to the current
location of the target, and that in many cases, this algorithm performs better. We
discuss these cases and verify them with simulation results.
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Chapter 1
Introduction
1.1

Background and Motivation
In recent years, there has been significant research on the development of un-

manned vehicle systems. These systems have found important uses in both military
and civilian applications. In situations where a given task might be either dangerous or monotonous, it may be desirable to replace human-operated vehicles with
unmanned vehicles. Unmanned vehicle systems range in autonomy from a simple
system that is controlled remotely by a human to a completely autonomous system
that does not require human intervention. In order to take humans out of the loop,
though, many difficult problems remain. For most systems, one of these important
problems is that of planning a path for the vehicle to follow. This thesis discusses
two distinct path planning problems and presents effective solutions for both.
In this thesis, we focus on planning paths in urban terrain, which is one possible
environment where an unmanned vehicle could be deployed. Such an environment
provides an interesting challenge to any planning problem, both due to the large
number of obstacles and to the limitations on vehicle motion. We develop planning
algorithms that are effective in urban terrain, but we also show how these solutions
extend to other environments.
We discuss the use of two different types of unmanned vehicles in this thesis.
We develop a path planning algorithm for miniature fixed-wing unmanned air vehicles
(UAVs), with short wingspans (from 1m to 2m). UAVs are relatively cheap and easy
to deploy, due to low-cost sensors that have been developed recently. We also develop a
path planning algorithm for unmanned ground vehicles (UGVs), disguised as regular
cars. While a UAV can be used for overhead surveillance of a scene, a UGV can
1

provide close-up surveillance. One possible objective for this UAV-UGV system is to
track a human target moving on the ground. In order to reach the target from a long
distance, the UAV must be able to plan a path through the terrain while avoiding
all of the buildings. The UGV must also be able to determine a path to follow in
order to reach the target as soon as possible. Due to limitations on motion for both
the UAV and UGV, the solutions to these problems are not trivial. Path planning is
an important problem for both UAVs and UGVs, and both systems are addressed in
this thesis.
1.2
1.2.1

Problem Descriptions
UAV Path Planning
It is necessary to find a trajectory that the UAV can follow between two defined

points without colliding with any buildings. We assume full knowledge of the terrain
map. This problem is difficult because of the motion constraints on UAVs (e.g.,
turn radius and velocity constraints), as well as the complicated terrain. The path
planning algorithm must find a path that the UAV is capable of following. However,
most algorithms that have been developed ignore the dynamics of the vehicle, and
even though they might produce paths for a UAV, these paths cannot necessarily be
tracked perfectly. The algorithm must account for vehicle dynamics when planning
a path, otherwise an unexpected collision might occur along the way. Due to the
simplicity of representing a path with waypoints, we seek a method of choosing a
series of waypoints that the UAV can track, and which does not cause the UAV to
collide with a building. We present an effective method of choosing a collision-free,
flyable waypoint path.
1.2.2

UGV Path Planning
The UGV path planning problem is to plan a path toward a moving target that

causes the UGV to capture the target as quickly as possible. Many methods exist for
quickly computing the shortest path to the current target location. However, since
the target is moving, planning a path to the current location is not always the best
2

decision. Instead of trying to plan a path to the current location, the algorithm can
plan a path to move toward a future predicted target location. With a model for how
the target moves, it is possible to predict a future distribution of target locations.
The UGV, driving through a city, can make decisions based on the expected time
to capture the target in its future states, as well as the probability of capturing the
target in each state. We present a method of using a target motion model to make
UGV motion decisions.
1.3

Contributions
In this thesis, we develop effective path planning methods that solve both

problems. These methods are not necessarily optimal, but they quickly produce
short paths and good decisions.
1.3.1

UAV Path Planning
The contribution to the UAV path planning problem is a method of applying

the Rapidly-exploring Random Tree (RRT) algorithm [1] to UAV path planning, with
paths planned in the output space instead of the input space. We use techniques from
the standard RRT algorithm to create the Waypoint RRT (WRRT) algorithm, which
produces a series of waypoints that a UAV with given motion constraints is able to
track without collisions with the environment. We use the WRRT algorithm to plan
paths both in 2-D and 3-D in severely constricted environments, including urban
terrain.
1.3.2

UGV Path Planning
The contribution to the UGV path planning problem is a method of planning

a path in a directed graph toward a distribution of final states instead of a single goal
state. We show that planning to a future distribution is more effective than planning
to the current state in most cases.

3

1.4

Document Organization
In Chapter 2 we describe the experimental testbed used in this thesis for both

simulation and hardware tests. We also describe the improvements that we have made
to the software that assist in working on these problems. In Chapter 3, we develop
the UAV path planning algorithm. We discuss the RRT algorithm, along with its advantages over other methods, but show why it must be modified for it to be useful for
UAV path planning. We discuss some trajectory generation methods and introduce
the WRRT algorithm that can plan a series of waypoints, in 2-D or 3-D, that the UAV
can follow. We present results in simulation and in hardware. Chapter 4 contains
a discussion of the UGV path planning problem. We present many new definitions
that are used throughout the chapter, and we discuss a target motion model based
on Markov chains. We also describe the algorithms that comprise the complete UGV
path planning algorithm. We present simulation results that demonstrate the effectiveness of this path planner. Chapter 5 reiterates the conclusions obtained through
this research, as well as indicating possible directions for future research.

4

Chapter 2
Experimental Testbed
2.1

Components
In this chapter, we describe the many components involved in simulation and

hardware testing of the results in this thesis. These components have been developed
over the past several years through the joint efforts of Procerus Technologies and the
Brigham Young University MAGICC Lab. In addition, some of these components
have been modified recently to assist on projects and problems discussed in this
thesis.
The research in the MAGICC Lab has been primarily focused on the guidance,
navigation, and control of small fixed-wing UAVs, with wingspans up to 2m. Some
of the members of the MAGICC Lab UAV fleet are seen in Figure 2.1. These UAVs

Big Birds

Zagis

Unicorns
Figure 2.1: UAV fleet.
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are controlled by the Kestrel Autopilot, developed at Brigham Young University, and
currently manufactured by Procerus Technologies. Each autopilot is equipped with
a Rabbit processor, rate gyros, accelerometers, and absolute and differential pressure
sensors. Additional peripheral components include a GPS receiver, a modem for
communication with the ground station, and possibly a video camera and transmitter.
The Kestrel autopilot has been used extensively and has proven to be reliable for
testing algorithms on small unmanned air vehicles.
From the ground station, UAVs are controlled through a software interface
known as the Virtual Cockpit, also produced by Procerus Technologies. This application is able to process and record the telemetry received from a wireless modem
telemetry link. It can also record the video stream and sync this video with the
telemetry. The Virtual Cockpit contains an interface for viewing the UAV attitude,
tuning control gains on the UAV, commanding waypoint paths and other flight plans,
and giving other important commands to the UAV in flight.
Another useful tool is an open-source flight simulator called Aviones that was
developed at Brigham Young University. Aviones emulates the true UAV physics by
using a full 6 degree of freedom model of UAV kinematics and dynamics. In addition,
autopilot code can be compiled into a DLL that is used by Aviones, and Aviones
can therefore emulate the control loops and sensors of the actual autopilot. Aviones
communicates with the Virtual Cockpit via TCP/IP, and we use Virtual Cockpit with
an emulated UAV in essentially the same manner as we use Virtual Cockpit with a
real UAV. We are able to control the UAV and see the results of different algorithms
in a controlled simulation environment prior to testing the algorithms in hardware.
Aviones works in conjunction with Virtual Cockpit to simulate UAV algorithms and to allow for an easy transition to flight tests. A chart summarizing the
relationship between these components (as well as additional components described
in Section 2.2.1) is found in Figure 2.2.
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Figure 2.2: Interaction between hardware and software.

2.2

Improvements
We have made many improvements to this software that have helped further

the work on the path planning problems discussed in this thesis. These additions
should be helpful as the projects move forward, but other additions are necessary as
well. We describe some of the current improvements here.
2.2.1

UAV Path Planning
Figure 2.2 contains two additional components that are used to test UAV

path planning algorithms. One of these components, the Random City Maker, was
developed by Brandon Call [2]. Both Aviones and Virtual Cockpit display 3-D terrain
maps, with terrain elevation maps available from the United State Geological Survey
website, and images to overlay on these terrain maps that are available on Google
Earth. The Random City Maker was developed to create a random city based on
several parameters and to display these cities in Aviones. We can load a terrain map
and then add a city for a visual effect. We also have used a separate Urban Terrain
Maker program that actually creates a full terrain map based on urban parameters,
7

but the visual effect is poor compared to the Random City Maker. We have used both
applications in testing the path planning algorithms in this thesis and in simulating
the associated flight paths.
We have also developed a Path Planner, based on the algorithms described
in Chapter 3. The path planner can read in real terrain maps from the USGS or
synthetic terrain maps created by the Urban Terrain Maker, and can import cities
developed by the Random City Maker. Start and end points can be specified relative
to a certain point on the map or in absolute coordinates (latitude and longitude).
The output of the Path Planner application is a series of waypoints that define a
collision-free trajectory through the terrain map, based on parameters set by the
user. The Path Planner writes a text file defining the path, and this text file can be
read by the Virtual Cockpit and sent to the UAV. We have also added the capability
for the Virtual Cockpit and Path Planner to communicate via TCP/IP, with the
Virtual Cockpit sending a pair of points that it wants a full path between, and the
Path Planner returning a series of waypoints, which are immediately uploaded to
the UAV. These applications are closely integrated to allow for testing of UAV flight
algorithms.
2.2.2

UGV Path Planning
Aviones was developed for the express purpose of simulating UAV flight and

rapid prototyping of new UAV algorithms. We have made some recent modifications
to allow it to be used for UGV simulations as well, and we mention some of these
changes here. The first change was to add UGVs as a new vehicle type. To accomplish this, we imported 3-D models of ground vehicles (many are available for free
online) and added a UGV physics engine. To date, we have just added a basic 2-D
physics engine based on a limited turn radius and limits on the forward and backward
velocities. The vehicle is always at ground level, so the motion model only deals with
motion in two dimensions. We do not yet have a “Virtual Cockpit” to control the
UGV, but we can control it through basic mouse and keyboard commands in Aviones.
We can place a UGV in an urban environment and drive it around. Figure 2.3(a)
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shows a UGV inside a city. The framework is in place for control algorithms to be
written and for UGVs and UAVs to work together to accomplish tasks in simulation.

(a) Nearby viewpoint

(b) Distant viewpoint

Figure 2.3: Urban scenario (involving a UGV) from different viewpoints.

We have also added many controls to view urban terrains (or any other terrain
maps) from different viewpoints. We can change the position and pose of a virtual
camera so that we can view a scene from the perspective of one of the vehicles or
from another position entirely. This viewpoint controller gives valuable information
when designing sensor placement algorithms. Figure 2.3 shows an urban scenario
containing a single UGV from two different viewpoints. In urban environments, the
buildings cause several visibility occlusions for both UAVs and UGVs. With these
additions to Aviones, we can have a better idea of what portions of the scene can be
viewed in various UAV and UGV configurations.
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Chapter 3
Path Planning for UAVs
3.1

Introduction
In this chapter, we discuss the UAV path planning problem. Specifically, we

desire to plan a path for a UAV to transition between two fixed points in a known
urban terrain. Path planning has been a common topic in the literature, and it has
recently been applied to UAVs. One of the difficulties of planning with UAVs, as with
many other systems, is that a UAV has some clearly defined motion constraints that
limit its possible motions at all time steps. These nonholonomic constraints, such
as minimum turn radius and minimum velocity constraints, cannot be ignored when
planning paths. Some path planning methods produce paths that are not actually
flyable by UAVs. In some environments, this is not an issue. However, when planning
in constricted environments, such as urban terrain, any deviations from the planned
path might result in a collision. Urban terrain is especially difficult for UAV path
planning because of the limited areas in which a UAV is able to turn. We develop a
path planning algorithm that produces flyable paths for a UAV in urban terrain. This
type of terrain is used as a baseline for comparisons, but we show that this algorithm
is effective in other environments as well.
3.2

Rapidly-exploring Random Trees
We have developed a UAV path planning algorithm based on Rapidly-exploring

Random Trees. We present the standard Rapidly-exploring Random Tree (RRT)
algorithm in this section and describe some of the advantages of this method over
other path planning methods. We also discuss why this algorithm must be modified
for it to be useful for UAV path planning.
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3.2.1

RRT Algorithm
The RRT algorithm was developed by Steven LaValle [1], and many additions

and applications have been published [3, 4, 5]. Some of the basic results are presented
here. In a path planning problem, we desire to find a continuous path through a configuration space C from an initial state xinit to a goal state xgoal . This continuous
path must lie entirely within the region Cf ree ∈ C, which is the region in the configuration space that is free of obstacles. Both the states and the edges between the
states must be completely inside of Cf ree . Transitions between states x are defined
by the (possibly nonlinear) function ẋ = f (x, u), where u is the input. The function
f can be integrated over a time interval ∆t to determine the new state that results
from the specified control input. The set of possible next states is limited by the set
of allowable inputs to the system. The RRT algorithm creates a search tree in Cf ree
of states connected by branches representing the control inputs that move the system
from one state to the next. When the goal state is added to the tree, the result is a
continuous path from the initial state to the goal state comprised of the intermediate
states and the control inputs to move between them. The RRT algorithm is therefore
able to produce paths to the goal that are within the dynamics of the vehicle, as long
as the function f that defines state propagation is known.

Algorithm 1 generate rrt(xinit , K, ∆t) (from [1])
τ.init(xinit );
for k = 1 to K do
xrand ← random state();
xnear ← nearest neighbor(xrand , τ );
u ← select input(xrand , xnear );
xnew ← new state(xnear , u, ∆t);
τ.add vertex(xnew );
τ.add edge(xnear , xnew , u);
end for
return τ

12

We include the basic RRT algorithm in Algorithm 1, as defined in [1]. This
algorithm takes K steps to produce an RRT, starting from xinit , which is the first
vertex of the tree. In each iteration, the algorithm follows several steps. First, a
random state xrand is selected from C. Next, the function nearest neighbor(xrand , τ )
finds the state xnear in the current tree τ that is closest to xrand , by some metric ρ.
The function select input(xrand , xnear ) then selects the input u that, when applied at
xnear , takes the system closest to xrand without leaving Cf ree . This algorithm requires
a collision detection method to ensure that the input produces a collision-free path.
Following the collision testing, the function new state(xnear , u, ∆t) is called to apply
the input u for time ∆t, and produce a new state xnew . Then, the state xnew , the
edge from xnear to xnew , and the input u are stored in τ . This process repeats for K
steps, building a large RRT. Instead of running for a predetermined length of time,
this loop could run until xgoal is added to τ , creating a continuous path to the goal.
RRTs have been shown to quickly explore the configuration space, and are
biased toward regions of the space that have not been explored. An example of a
growing RRT is found in Figure 3.1. RRTs are an effective tool for path planning,
especially when planning in higher dimensions.

Figure 3.1: Example of a growing RRT (from [1]).
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3.2.2

Comparisons with Other Methods
Many other path planning methods are used in different situations. We briefly

compare the RRT method with some of these other methods. Many of these methods
were discussed by LaValle in [6]. Although each method has its advantages, the
RRT algorithm has some clear advantages that make it an excellent choice for path
planning in 3-D urban terrain.
In discrete planning problems, the state space is broken up into discrete cells,
and planning is performed between these cells. Certain cells are marked as obstacles,
and these cells must be avoided when planning paths. Basic graph search techniques,
such as Dijkstra’s Algorithm [7] and A*[8], are often used to solve these problems.
With a finite, well-defined search space, it is often possible to find an optimal path.
However, as the size of the planning problem (including the number of dimensions)
increases, it becomes increasingly difficult to find the optimal path in finite time.
In addition, it is often difficult to account for motion constraints in these problems
without significantly increasing the size of the search space. When planning in wide
open areas, motion constraints might not be important. However, when trying to
plan a path for a UAV in urban terrain, it is difficult to discretize the environment in
such a way that a path can be planned without considering limitations on the motion.
Instead of discrete motion planning, where the environment is broken up into
cells, we consider sampling-based motion planning, where a continuous map is turned
into a search graph by random sampling of the environment. The algorithms must
be able to plan a path between arbitrary samples of the terrain. It is also necessary
to have a collision detection method to determine if a collision occurs on the path
between two sampled states. Then, a graph is built from the feasible sampled states to
create a representation of the environment to plan a path through. As the number of
samples increases, these methods can often be shown to be probabilistically complete,
meaning that the probability of finding a valid path approaches 1 if a valid path exists.
One example of a sampling-based motion planning algorithm is the probabilistic roadmap algorithm [9, 10]. In this algorithm, random states in the terrain
are chosen. Then, the algorithm attempts to join pairs of states using a local plan14

ning method. It then creates a roadmap out of all the states that can be joined
together. This is done in a preprocessing phase. Then, when we want to plan a path
between initial and goal states, the algorithm only needs to connect these states to
the roadmap, and a path is produced. This allows for quick queries in the path finding
phase. However, it becomes difficult to include motion constraints without increasing
the dimensionality of the problem. Also, solving the local planning problem for every
state pair is computationally intense.
The RRT method is another example of a sampling-based planning method. In
this method, the search space can be quickly explored without a lengthy preprocessing
phase. Differential constraints can be easily handled, since those constraints are
considered when adding states to the tree. The standard RRT algorithm also does
not require solving local planning problems as in the probabilistic roadmap method.
Instead of having a given start and end state and needing to find the exact input
to connect them, the algorithm chooses an input and computes the resulting end
state, then adds that state to the tree. The tree structure makes intuitive sense when
planning a path for a system with motion constraints, since the algorithm can test to
ensure that new motions are possible before adding new nodes.
3.2.3

RRTs for UAV Path Planning
There are advantages to using RRTs for UAV path planning in urban terrain,

but we must modify the standard algorithm in order for it to be completely useful [11]. We discuss some of the drawbacks of RRTs and show how we must change
the algorithm to make it a viable choice for path planning.
For the state update equations in the RRT algorithm, we must select a model
for UAV motion. We choose a typical 6 degree-of-freedom model for UAV motion
(3-D position along with roll, pitch, and yaw), using the 12 state model developed
in [12], with 4 inputs (aileron, rudder, elevator, and throttle). The RRT algorithm
produces a tree with states connected by control inputs. A path from an initial state
to a goal state is a time-parameterized set of control inputs, so the result of the RRT
algorithm is a completely open-loop solution. In simulation, when we can control the
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state propagation and eliminate disturbances, this solution is perfect. However, when
planning for a real UAV system, we cannot control all of these factors.
Despite our best efforts to create a good model of the system, it is still just an
approximation. With an imperfect model, it is impossible to know exactly how a set of
inputs affects the outputs of the system. For example, in simulation we can compute
exactly how a specific deflection of the elevator affects the pitch of the UAV, but in
hardware testing, the effect is not exactly the same. Even if the model is perfect, we
cannot predict disturbances that affect the system. One major disturbance for any
UAV system is wind. The wind clearly affects the output, and it cannot be controlled
by the inputs. We cannot predict the exact output that comes from a series of inputs.
Over a short period of time, the error is likely to be small. However, over an entire
path, the error compounds and becomes severe. Without some feedback component,
it is difficult for the UAV to reach the final destination. However, feedback is not
easily compensated for in the RRT algorithm. We must change this algorithm in
order for it to become effective for UAV path planning in urban terrain.
3.3

Waypoint Path Planning
In this section, we discuss how waypoints can be used in RRT path planning

to produce flyable paths for a UAV. We develop the necessary components in this
section and discuss the actual algorithm in Section 3.4.
3.3.1

Planning in Output Space
The major drawback to the RRT method is that the result of the algorithm is

a series of control inputs. When planning in the input space, the algorithm produces
paths that work in simulation but not in hardware. Similar to Frazzoli [13], we desire
to plan paths in the output space. Instead of planning with inputs, the algorithm
plans paths using waypoints, with the waypoint path defining a reference trajectory
for the UAV to follow from the initial state to the goal state. The algorithm does
not specify the actual control inputs, but instead relies on an inner loop controller to
track the waypoint path. It uses the known motion constraints and system dynamics
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so as to ensure that the chosen waypoint path can actually be followed by a UAV.
The algorithm produces a tree composed of waypoints instead of UAV states, with
connecting line segments instead of connecting control inputs.
Regardless of what the resulting waypoint path is, however, a UAV is not able
to perfectly follow it. One of the main constraints on fixed-wing UAV motion is that
it is not able to stop in midair and instantly change direction. With these velocity
and turn radius constraints, we must recognize that the UAV has to deviate from any
waypoint path. As Frazzoli explained [13]:
If the output of a kinematic planner is used as a reference trajectory
for an inner loop consisting of a tracking control law, the discrepancies
between the planned trajectory and the trajectory actually executed by
the system can be relevant and lead to collision with obstacle [sic] even
in the case in which the planned trajectory was collision free. This is
true, for example, in cases in which the characteristic dimensions of the
environment (e.g., the size of the obstacles and of the gaps between them)
and of the vehicle’s dynamics (e.g., the turning radius at some nominal
velocity) are comparable.
Even if the waypoint path is free from obstacles, the actual trajectory followed by
the UAV could possibly lead to a collision. Figure 3.2 shows an example of such a
scenario. In this picture, we see part of a tree of waypoints, with all waypoint paths
clear of obstacles. However, the true trajectory along one of these paths leads the UAV
directly into a building. The path planning algorithm must account for this scenario.
This is especially true because the dimensions of a typical urban environment (road
width) and the vehicle’s dynamics (turn radius) are comparable, as mentioned by
Frazzoli. In planning situations over open terrain with relatively few obstacles, the
algorithm could ignore the deviations from the waypoint path. When planning a
path in a city, though, the algorithm must not assume that the UAV can make
instantaneous transitions to new waypoint segments. We can use our knowledge of
the UAV trajectory generation algorithms to predict the true trajectory and can
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Figure 3.2: UAV turn constraints cause an unexpected collision.

use that information in the waypoint path planning algorithm to produce a robust
waypoint path.
3.3.2

Trajectory Generation
We must be able to estimate the true trajectory that is followed by the UAV

given a waypoint path. This estimate allows the algorithm to choose waypoints that
lead to collision-free paths. We desire a method of smoothing a waypoint path in such
a way that a UAV can track the trajectory with only small unexpected deviations.
Instead of using the complex 12 state UAV motion model, which is still just an
approximation of true UAV motion, we simplify this model to a basic kinematic
model for path planning. This abstraction is possible as long as the UAV is using an
effective inner loop controller that can track trajectories developed using this model.
We use a simple model for 2-D navigational dynamics as found in [14]:
ṗn = Va cos ψ + Wn ,
ṗe = Va sin ψ + We .
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These equations include the UAV position (pn and pe ), the airspeed Va , the heading
ψ, and the wind velocity (Wn and We ). We assume that the airspeed and altitude are
held constant by a longitudinal controller. We also combine the airspeed, heading, and
wind to find the actual groundspeed V and groundtrack heading χ, thus producing
the equations
ṗn = V cos χ,
ṗe = V sin χ,

(3.1)

χ̇ = u,
where the input u is the groundtrack heading rate, with limits placed on this input
depending on the minimum turn radius of the UAV. This is essentially the kinematic
model of a Dubins car [15], which is often used in approximating UAV motion.
Using this navigation model to define possible motions for a UAV, we can take
a waypoint path and produce a flyable trajectory. One such trajectory, which we use
in this thesis, is a κ-trajectory, developed by Anderson [16, 17]. This method replaces
each waypoint transition with a series of circular orbits so as to create a smooth
trajectory according to the dynamics in Equation 3.1, meaning that the trajectory is
continuous in χ instead of having a discontinuity at the waypoint. Anderson proved
that such a trajectory composed of straight lines and circular orbits is time optimal.
We present some of his basic definitions here.
Figure 3.3 helps to define a κ-trajectory. Here we see three consecutive waypoints, wi−1 , wi , and wi+1 , with segments wi−1 wi and wi wi+1 connecting them. We
have a point p(κ) and circle Cp(κ) , both based on a parameter κ ∈ [0, 1], with p(κ)
and the center of Cp(κ) on the angle bisector. p(κ) is the point where Cp(κ) intersects
the angle bisector, between the vertex wi and the center of Cp(κ) . The position of
p(κ) is a linear function of κ, where p(0) is at wi , while p(1) is in such a position
that Cp(1) is perfectly inscribed in the angle, with wi−1 wi and wi wi+1 tangent to the
circle. The radius R of Cp(κ) defines the turning radius of the UAV, and must be
above some predefined minimum turning radius for the vehicle. We also have two
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Figure 3.3: Waypoint path smoothing with κ-trajectories (from [16]).

additional circles of radius R: Ci , which is tangent to both wi−1 wi and Cp(κ) , and Ci+1 ,
which is tangent to both wi wi+1 and Cp(κ) .
Based on these definitions, a κ-trajectory is a trajectory that is constructed
by following the line segment wi−1 wi until intersecting Ci , which is followed until Cp(κ)
is intersected, which is followed until intersecting Ci+1 , which is followed until the line
segment wi wi+1 is intersected. Thus, we have a series of radius R circles to follow as
a trajectory instead of the actual waypoint path, with a continuous derivative at all
switching locations. In the case where κ = 1, the UAV just follows Cp(κ) , which is
inscribed in the angle, without following Ci or Ci+1 .
This trajectory generation method generates smooth paths that are composed
of straight lines and circles instead of requiring the UAV to make sharp turns at each
waypoint. With an effective path following method, and as long as R is above the
minimum turn radius of the UAV, the UAV should be able to track this trajectory.
Different values of κ produce different types of trajectories. κ = 1 guarantees the
minimum time trajectory, while κ = 0 guarantees that the UAV flies directly over the
waypoint. It is also possible to compute the value of κ for each turn angle that result
in the trajectory having the same path length as the original waypoint path. These
three types of paths are demonstrated in Figure 3.4.
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(a) Close-up

(b) Multiple turns

Figure 3.4: Sample trajectories (from [16]).

3.3.3

Vector Fields
We have an effective method for generating a trajectory out of a waypoint

path. Kingston presented some important results discussing the feasibility of tracking such a trajectory in hardware [18]. We need a path following method for a UAV to
effectively track both straight lines and circular orbits. When tracking these trajectories, UAVs can use the vector field method developed in [14]. This method defines the
groundtrack rate input in Equation 3.1 as a proportional element based on a desired
groundtrack angle
χ̇ = u = αχ (χc − χ),

(3.2)

where χc is the commanded groundtrack heading angle and αχ is a positive constant.
The method then selects appropriate values of χc depending on the current UAV
position and groundtrack heading relative to the straight line or orbit that the UAV
is trying to track. Figure 3.5 shows possible commanded groundtrack headings for
different UAV configurations.
This method has proven to be effective for commanding UAVs to track straight
lines and orbits, even in high wind conditions relative to the UAV airspeed. The trajectory generation method takes a waypoint path and creates a trajectory of straight
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(a) Straight line

(b) Orbit

Figure 3.5: Vector fields for path following (from [14]).

lines and circular orbits that is traversable by a UAV with the given dynamics. We
can be confident that the UAV can track this trajectory if it uses the vector field path
following method. We therefore have an accurate estimate of the true trajectory that
the UAV follows given a waypoint path. We use the knowledge of this trajectory as
we extend the RRT algorithm.
3.3.4

Expected Deviations of Trajectory from Waypoint Path
When planning a waypoint path, it is necessary to perform collision testing

along the path to ensure that the UAV does not collide with any obstacles. One
method for doing so is to perform incremental testing along the path, which means
testing points at specified intervals along the path to see if any are inside an obstacle.
In addition to testing the basic waypoint path, the algorithm adds a small buffer
region by testing points on both sides of the path for collisions to ensure that even
with small disturbances during flight, the UAV does not collide with an obstacle. As
long as the step size in the incremental testing is small enough, we can be confident
that the waypoint path is free from obstacles. The problem with this method is that
we know that the UAV cannot perfectly follow the waypoint path. In Section 3.3.2, we
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discussed a method of generating a flyable trajectory out of a waypoint path. In order
to take advantage of this trajectory generation method in a path planning algorithm,
there must be collision testing of the true trajectory, and not just the waypoint path.
The true UAV trajectory deviates from the waypoint path, and these planned
deviations occur near the waypoints. We can predict these deviations, and how far
from the waypoint they occur. With this information, we augment the collision
testing to ensure that the actual trajectory is also free from collisions. We need to
determine how far the UAV is from the waypoint path at varying distances from the
waypoint. There are several ways to implement this collision testing. In this thesis,
we present one possible method. Each waypoint path segment can be divided into
smaller regions, with the maximum expected deviation of the trajectory computed
over each region. If this deviation is greater than zero, the path planning algorithm
can use that maximum deviation in an additional collision test for that region. It
must check for these additional collisions on the appropriate side of the path segment.
If any collisions are found, then the true trajectory causes the UAV to collide with
a building. Figure 3.6 shows how some of these regions can be defined for a sample
turn of angle φ. In this picture, a UAV is transitioning from waypoint wi−1 to wi ,
then to wi+1 . The trajectory is symmetric, so only the second half of the trajectory
is shown. The UAV starts at p1 (same as p(κ) in Figure 3.3), then follows a clockwise
orbit of circle c1 , until it reaches p4 , where it transitions to a counterclockwise orbit
of circle c2 , which it follows until it reaches p5 , where it transitions to follow p5 wi+1 .
The regions for collision testing can be defined, along with the maximum
perpendicular distance of the trajectory from the waypoint path over each region.
Table 3.1 summarizes the maximum planned deviations over various regions from wi
to wi+1 . From wi to q1 , extra collision testing is not necessary, since the first time the
perpendicular line from the waypoint path intersects the second half of the trajectory
is at p1 q1 . Over the next region of the waypoint path, from q1 to p2 , the trajectory
is completely on the inside of the turn angle. The maximum planned deviation in
this region is the length of p1 q1 . The next region of the waypoint path is the segment
from p2 to q4 . Over this region, the trajectory is on the outside of the turn angle,
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Figure 3.6: Definitions of trajectory regions.
Table 3.1: Expected deviations from the waypoint path to the actual trajectory

Region on Path
wi q1
q1 p2
p2 q4
q4 p5
p5 wi+1

Maximum Inside Deviation
0
p1 q1
0
0
0

Maximum Outside Deviation
0
0
p3 q2
p4 q4
0

with a maximum deviation defined by the length of p3 q2 . The next region of the path
is the segment from q4 to p5 . On this region, the trajectory is also on the outside,
but it has a smaller maximum deviation, which is the length of p4 q4 . Finally, from
p5 to wi+1 , the trajectory is the same as the waypoint path, so additional collision
testing is not needed. Of course, for the turn at wi+1 , testing must be performed for
a different turn. However, this defines the extra collision testing that must be done
on wi wi+1 due to the turn at wi , along with the symmetric testing that must be done
on wi wi−1 at the same distances from the vertex. We use these maximum expected
deviations to improve the collision testing and ensure that the trajectory does not
cause an unexpected collision.
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We note that in some circumstances, some of these regions have a length of
zero. When κ = 0, meaning that the UAV flies directly over the waypoint, points wi ,
p1 , q1 , and p2 are identical. The region measuring the maximum inside deviation has
zero length and zero deviation, so the maximum inside deviation at all points along
the waypoint path is zero. The UAV always flies on the outside of the turn angle. On
the other hand, when κ = 1, meaning that the UAV cuts the corners, points p2 , q2 ,
p3 , q3 , q4 , p4 , and p5 are the same, and both regions measuring the maximum outside
deviation have zero length and zero deviation. This means that the maximum outside
deviation at all points is zero, and that the UAV always flies on the inside of the turn
angle. When κ is between 0 and 1, none of these points are identical, so all deviation
regions are defined and must be considered in collision testing.
Using geometry, it is possible to determine the actual distances to use in collision testing. These distances are functions of three variables: the type of trajectory κ
(from 0 to 1), the turning radius R, and the turn angle φ, where the turn angle is defined as the difference (in degrees) in heading between the current and next waypoint
segments. For example, from [16], we know the distance from wi to p1 is
Ã
wi p1 = κR

1
sin( 180−φ
)
2

!
−1

Ã
= κR

!
1
−1 .
cos( φ2 )

(3.3)

We omit the computations for this and other distances in Table 3.1, which are based
on the geometric principles of similar triangles. The expected deviations from the
waypoint path increase as the turn radius R increases. In addition, as the turn radius
R and turn angle φ increase, it takes a longer distance past the waypoint for the
trajectory to get back to the waypoint path. This is important for path planning,
because after a sharp turn, the next waypoint cannot be close, otherwise the UAV
might have to begin a new turn before the previous turn finishes, creating a trajectory
that is not flyable. These computations and additional collision testing help the path
planning algorithm determine if a path segment is truly collision-free. The expected
deviations are accounted for, and an additional horizontal buffer region can be added
as well to handle unexpected deviations during flight.
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3.4

Waypoint RRT Algorithm
Using the results from the previous sections, we present a modified RRT algo-

rithm, called the Waypoint RRT (WRRT) algorithm, which plans paths using waypoints instead of control inputs. In this section, we present the 2-D WRRT solution,
with the 3-D WRRT solution in Section 3.5.
3.4.1

WRRT Algorithm

Algorithm 2 Waypoint RRT (WRRT) Algorithm
Choose an initial node xinit and add it to the WRRT τ
while goal node xgoal has not been reached (is not in τ ) do
Pick a random node xrand in R2 , with a small bias toward the goal
Determine the node xnear in τ that is nearest xrand by some metric ρ
Move an incremental distance from xnear toward xrand , resulting in state xextend
Search for collisions along the true trajectory from xnear to xextend
if collisions not found between xnear and xextend then
Add the node xextend , and an edge from xnear to xextend , to τ
Try to connect xextend directly to the goal by performing collision testing
if collisions not found between xextend and xgoal then
Add the node xgoal , and an edge from xextend to xgoal , to τ
end if
end if
end while
Find the completed path from xinit to xgoal
Eliminate any extraneous nodes from this path

Algorithm 2 shows the WRRT algorithm that we use for a priori path planning
in urban terrain, and we explain this algorithm in more detail. First, an initial node
xinit is chosen. Then, the algorithm follows a sequence of steps to add waypoints to
the WRRT until it has finally added the goal node. The first step in each iteration
is to pick a random node xrand in R2 , according to a uniform distribution over the
limits of the terrain map. Since the UAV is flying at a constant altitude, the waypoint
altitude is already determined by xinit , so the random node only needs to be chosen in
2 dimensions. This random node has a small goal bias, where for a certain percentage
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of the time, xgoal is chosen as the random node, thus biasing the WRRT growth toward
the goal state. In the next step, the WRRT algorithm uses a metric ρ to determine
which node in the tree is closest to xrand . We must determine a metric to use, and
we choose to use the Euclidean distance, with an additional test to ensure that the
new turn angle is not above some predefined maximum turn angle. This produces
the closest point xnear that does not require a sharp turn. The algorithm then moves
an incremental distance from xnear toward xrand to produce a new point xextend . This
incremental distance must be long enough for the UAV to complete the current turn.
For the given turn angle, the algorithm computes the distance it takes for the true
UAV trajectory to meet up with the waypoint path. It is also possible to compute the
distance it takes to begin an arbitrary new turn with the prescribed maximum turn
angle. After adding these distances together, along with adding an additional small
buffer, the algorithm moves that combined distance to mark the new waypoint xextend .
In this way, the waypoint path segment between xnear and xextend is long enough to
complete the current turn and to begin any possible new turn. The next step is to
perform the collision testing as described in Section 3.3.4. The algorithm checks the
true trajectory at the turn that is being added, as well as the entire new waypoint
segment to ensure that there are not any collisions. If the trajectory is collision-free,
the node xextend and the edge from xnear to xextend can be added to the WRRT. A
quick test is performed to try to find a direct connection from this new waypoint to
the goal. If the true trajectory to the goal is collision-free, then the goal node xgoal
and the new edge are added to the WRRT, and a complete path to the goal has been
found. If a direct connection to the goal is not found, the algorithm continues to
the next iteration, where the WRRT continues to grow. Once it reaches the goal, it
marks the completed path from xinit to xgoal , with the intermediate waypoints. It
then smooths the resulting path by eliminating extraneous waypoints. The result is
a series of waypoints at a constant altitude from xinit to xgoal , where the waypoint
path and the true trajectory have been tested and shown to be collision-free.
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3.4.2

Eliminating Extraneous Waypoints
The full path that results from the WRRT algorithm could include several

extraneous waypoints, so it is useful to have a method of eliminating some of these
points. We desire to eliminate as many waypoints as possible, decrease the overall
path length, and still produce a flyable path. From the original chosen path, we could
potentially compute all possible combinations of paths, and choose the shortest path
that results in a flyable trajectory. Unfortunately, the time to compute this optimal
path grows exponentially with the number of waypoints in the original path. We need
an alternate method that is not as costly, even though it does not necessarily produce
an optimal path. We have found a fast and effective method. For this waypoint
elimination method, the algorithm walks through the path from the beginning to
the end, eliminating unnecessary nodes along the way. Looking at the first node, it
tries to find the last node in the path to which it can make a direct connection. It
is guaranteed to at least connect to one node in the path. If the only node with a
possible connection is just the next node in the sequence, the algorithm moves forward
one step and tries to connect the second node to the last possible node. If the first
node connects to any other node, though, all intermediate nodes are eliminated, and
the algorithm moves forward to the connecting node and repeats the process. This
process continues until a connection to the final node in the path is found. All
intermediate nodes that can be skipped without causing a collision are eliminated
from the path. When trying to eliminate a node, the algorithm also tests the new
path that is produced to ensure that the new trajectory is collision-free. If so, it is
unnecessary to pass by the intermediate waypoints, since there is a shorter path that
is also flyable. Through this method, the total path length is decreased.
3.4.3

Planning Parameters
Several parameters affect how the WRRT algorithm works. We describe these

parameters here.
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Turn Radius We must specify a turn radius for the UAV. A lower turn radius leads
to fewer planned deviations from the waypoint path in the actual trajectory.
However, the turn radius must be based on a realistic minimum UAV turn
radius, so the resulting trajectory can be tracked without any unexpected collisions.
Maximum Turn Angle We limit the maximum turn angle that is possible in the
waypoint path. This turn angle constraint also affects how far the segments are
extended when adding a new node. This constraint helps to avoid extremely
sharp turns in the waypoint paths.
Horizontal Buffer When performing collision testing, an extra buffer is added to
both sides of the path to ensure that the entire buffer region is free from obstacles. Decreasing this buffer length allows the WRRT graph to grow through
some tight areas, but we must make sure this number is realistic. This buffer
length should represent the maximum cross-track error we expect to see due to
disturbances such as wind when flying the trajectory.
Vertical Buffer We also include a vertical buffer to account for small disturbances
along the longitudinal axis. By ensuring that the path is clear for at least a
few meters below the actual trajectory, it is possible to prevent collisions that
might occur with small errors in an altitude controller.
Number of Paths In the WRRT algorithm, the loop stops after one complete path
to the goal is found. Instead of stopping the loop, we can allow the algorithm to
run until several connections to the goal are found. We can use an algorithm like
Dijkstra’s Algorithm to find the minimum length path through this graph. We
can then smooth this path to find an even shorter path to the goal. Increasing
this number decreases the final path length, but also causes the algorithm to
run longer.
Collision Testing Step Size The collision testing needs a defined step size for the
tests along the waypoint path. This step size must be small so the algorithm
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tests enough points and ensure that there is not a collision. However, decreasing
this number also increases the required time for collision testing.
Goal Bias The WRRT algorithm uses a goal bias when choosing random nodes to
grow the WRRT. For a certain percentage of the time, it chooses the “random
state” xrand to be xgoal , causing the WRRT to grow in the direction of the goal.
It is important to balance the exploration of the space with this bias toward
the goal.
Trajectory Generation Method There are three different methods of generating
a trajectory from a waypoint path, depending on the value of κ, as described
in Section 3.3.4. The trajectory generation method determines how collision
testing must be performed, and therefore affects which waypoints are added to
the tree.
In Section 3.6.1, we investigate how these parameters affect the path planning results.
3.4.4

Dubins Paths
We briefly discuss the use of Dubins paths in a modified RRT algorithm.

The WRRT algorithm focuses on planning waypoint paths composed of straight line
segments, with a curved trajectory representing the flyable trajectory for the UAV.
This method is effective for path planning, but requires additional collision testing
since the true trajectory is not the same as the waypoint path. It could be desirable to
plan paths using sequences of straight lines and circles that were shown by Dubins [15]
to be unique shortest paths of minimum turn radius between an initial and final
position and heading. Here, the milestones would be UAV states (including position
and heading) instead of waypoints, with the connections between them defined by the
shortest Dubins path instead of a straight line. This change would eliminate the need
for additional collision testing. We would otherwise follow the WRRT algorithm.
Previously, we attempted using Dubins paths in the path planning algorithm.
One of the difficulties was the computational cost involved in finding the unique
Dubins path. Several papers, such as [19], have been written about ways to speed up
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the computation, but we found some of these results to be incomplete. In the cases
that were handled, we were able to compute the Dubins path approximately 10 times
as fast as normal. However, this improvement was still not enough because of the
frequency with which the algorithm needed to compute a Dubins path. The algorithm
used the minimum Dubins length when determining the nearest node xnear to xrand .
This metric was used instead of a Euclidean distance, because often two states that
are close in position are far away according to Dubins paths, due to the different
headings. Unfortunately, these repeated computations of Dubins paths were time
consuming. The method produced quality paths, but it took much longer than the
original WRRT algorithm. Using Dubins paths could be effective in future research
if a better method is used for choosing nearest nodes in the search tree.
3.5

3-D Path Planning
Section 3.4 described the algorithm for 2-D RRT path planning using way-

points, where we assumed a constant flight altitude for the UAV. One of the advantages of the RRT algorithm over many other path planning algorithms is that it
easily extends to 3 dimensions. In urban terrain, changing altitude can be effective
when trying to avoid obstacles. Instead of flying a long path around an obstacle, it
might be more effective to fly up and over it. We present a method for planning 3-D
waypoint paths, as well as a method for tracking such a path.
3.5.1

3-D Dynamic Model
We must extend the state space model for UAV motion from the models given

in Equations 3.1 and 3.2. We add the height h, the flight path angle γ, and the
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groundspeed V , as well as some proportional controllers to get
ṗn = V cos χ cos γ,
ṗe = V sin χ cos γ,
ḣ = V sin γ,

(3.4)

χ̇ = αχ (χc − χ),
γ̇ = uγ ,
V̇

= uV ,

where the inputs uγ and uV are the derivatives of the flight path angle and the
groundspeed, respectively. When the UAV is allowed to change altitude, these equations provide a simple dynamic model that can be used for path planning, as long
as we can determine inputs that the UAV can realistically track. We must define a
method for tracking such a path so that we can predict the true trajectory and use
it in the 3-D WRRT algorithm.
3.5.2

Flight Path Angle Controller
When a UAV is flying along a constant altitude path, it is typical to control

altitude with pitch, which is controlled by the elevator, and to control airspeed with
throttle [20]. A similar controller can be used when a UAV is flying along a path
with a constant climb rate. As long as the climb rate is within reasonable bounds,
a simple tracking control law allows the UAV to track a 3-D path. The difference
between this controller and the constant altitude controller is the commanded pitch
angle θc . Otherwise, the throttle controls the airspeed and the elevator controls the
pitch, which can control the altitude. Instead of using a PI controller on the altitude
to command pitch, we achieve successful tracking by using a proportional controller
on the altitude error (from the current desired altitude hd ) and adding a feedforward
term based on the current desired flight path angle γ d .
The commanded pitch angle is computed as follows. The UAV position in
two dimensions is z = (pn , pe )T , with the UAV altitude equal to h. The previous
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waypoint in two dimensions is w1 = (w1n , w1e )T , where w1n and w1e are the north
and east components, respectively, and the altitude is w1h . Likewise, the upcoming
waypoint is w2 = (w2n , w2e )T , with an altitude of w2h . The desired flight path angle
from w1 to w2 is

µ
d

γ = arctan

w2h − w1h
kw2 − w1 k

¶
.

(3.5)

The desired altitude is based on the distance the UAV has moved along the waypoint
path segment from w1 to w2 . The proportion of this distance that the UAV has
traveled is computed by projecting the UAV motion vector (z −w1 ) onto the waypoint
path segment vector (w2 − w1 ). This proportion λ can therefore be computed
λ=

(z − w1 )T (w2 − w1 )
,
kw2 − w1 k2

(3.6)

where λ = 0 as the UAV passes w1 and λ = 1 as the UAV passes w2 . The desired
altitude at w1 is w1h and the desired altitude at w2 is w2h , so the desired altitude for
different values of λ is
hd = w1h + λ(w2h − w1h ).

(3.7)

The altitude command therefore depends on how far the UAV has moved between
the two waypoints. The commanded pitch angle θc , based on the waypoints and the
current UAV position, is
θc = γ d + αh (hd − h),

(3.8)

where αh is a positive proportional gain on the altitude error. Pitch is controlled in
this manner so as to cause the UAV to track a constant climb or descent. Sections 3.7.2
and 3.8.2 demonstrate the effectiveness of this altitude controller.
3.5.3

3-D WRRT Algorithm
With this controller, a UAV has the ability to track a 3-D waypoint path. The

lateral trajectory is the same trajectory as defined in Section 3.3.2. The longitudinal
trajectory tries to match the altitude at the corresponding point on the true 3-D
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waypoint path. Knowing the true trajectory, we use this information in the path
planning algorithm.
The WRRT algorithm for 3-D paths is nearly the same as the algorithm for
2-D paths, and the differences are noted here. When picking a random node, the
choice is over a uniform distribution in R3 within the limits of the planning map. In
addition, when trying to find the nearest node to xrand , a flight path angle restriction
is imposed. If the absolute value of the flight path angle that is required from each
point to xrand is greater than the maximum flight path angle allowed, that point
is excluded. The algorithm therefore only grows the WRRT in places where the
climb rate is within the allowable bounds of the UAV, thus avoiding steep climbs and
drops. The only other difference to note is that the regions for collision testing are all
based on the 2-D distance from the waypoints, instead of the true 3-D distance. The
lateral and longitudinal collision testing are completely separated, as are the control
algorithms on the actual UAV. The 3-D motion therefore does not change any of the
2-D aspects of path planning and control, but only the altitudes for random states
and collision testing. With these additions, we have a planning algorithm based on
RRTs that can plan traversable waypoints paths in 2-D and 3-D.
3.5.4

Constant Height Above Ground
One additional 3-D planning mode is briefly mentioned here. We modify the

WRRT algorithm to plan paths over terrain at a constant height above ground,
instead of at a constant altitude. In some situations, we desire to have the UAV
remain at a constant height above ground, and if the altitude of the ground changes
significantly, flying at a constant altitude is not sufficient. The 3-D WRRT algorithm
ignores the terrain altitude, but in this scenario, the UAV should avoid flying over
terrain with steep climbs and drops. The algorithm chooses random points in R2 ,
because the height for each 2-D point is defined by the terrain altitude. In collision
testing, paths with large variations in terrain altitude between any of the steps are
discarded. Otherwise, this is the same as the WRRT algorithm. The output is a
series of waypoints to follow at a constant height above the ground.
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3.6

Path Planning Results
Using the Waypoint RRT algorithm, we have obtained excellent results when

trying to plan paths through urban terrain, and we present these results here. These
results were obtained using a Core 2 processor running at 2.33 GHz, with 1 GB of
RAM. We have developed a Path Planner application that takes a terrain map and
start and end positions as inputs, and returns a series of waypoints for a UAV to
follow. Terrains are represented using an array of terrain altitudes, operating as a
lookup table to determine how high the UAV must fly in order to avoid a collision
with the terrain. Buildings are considered part of the terrain. Urban environments
were created using the Urban Terrain Maker application (see Section 2.2.1), which
uses a few parameters to generate a random city. Some of these parameters are the
city size, number of blocks, range of building heights, street width, and number of
empty blocks (or partially full blocks). Using these cities, we are able to determine
how path planning is affected by the parameters of the city as well as the parameters
used by the WRRT algorithm. We compare both the planning time and path length
over 500 Monte Carlo trials for each set of parameters to see if this path planning
method is effective and to determine the best parameters, using both the medians
and quartiles instead of the means so as to reduce the impact of outliers.
3.6.1

2-D Path Planning Parameters
Our initial tests are with 2-D path planning, where we assign an initial altitude

that cannot change. We use the WRRT algorithm to plan a path through a relatively
difficult urban map, from one corner to the opposite corner of a 1km square map,
with a 10 × 10 grid of blocks. The roads are 30m wide, minor buildings are between
10m and 150m high, while major buildings are from 50m to 250m high. Only 15% of
the terrain is open space. This terrain map is probably more restrictive than most
real cities, but we use it as a standard to compare many planning variables. We also
use a baseline set of planning variables, which we vary one at a time. We use a 50m
turn radius, a 2% goal bias, a 3m horizontal buffer, a 3m vertical buffer, a 1m step
size in collision testing, and a lateral turn angle limit of 100 degrees. We also use the
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minimum time trajectory generation method, and we only search until the algorithm
finds 1 valid path to the target. In all tests, we eliminate extraneous waypoints using
the method described in Section 3.4.2.

Path Length vs. Turn Radius
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Figure 3.7: Planning results with varying turn radius.

We compare the paths generated when varying the turn radius of the UAV.
The turn radius is an important variable when performing the additional collision
testing required by the trajectory generator. We desire to use the lowest possible turn
radius that a small UAV can accurately track, because a small turn radius allows
the WRRT to grow through tighter areas and still avoid collisions. We compare
planning with a 30m, 40m, and 50m turn radius. In Figure 3.7, we see the path
lengths and planning times over 500 trials for each UAV turn radius. The red lines
mark the median. The blue boxes represent the upper and lower quartiles, with the
difference between the upper and lower quartiles indicating the interquartile range.
The black lines above and below represent the range of the data (within 1.5 times
the interquartile range from the ends of the box), and the additional red marks above
represent the outliers beyond this range. Our results show that path length increases
as turn radius increases, though slightly. Planning time increases more drastically.
The median planning time is near 100ms for a radius of both 30m and 40m, but for a
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50m radius, the median planning time increases to nearly 200ms. The range of data
is much larger as well, and these results indicate that the larger turn radius causes
the path planner to slow down. Still, the range only extends to around 750ms, and
this algorithm can quickly find valid paths. Planning with a 50m turn radius is still
effective for a city like this, but using a lower turn radius for path planning is helpful
as long as the UAV can maintain good path following.

Path Length vs. Horizontal Buffer
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Figure 3.8: Planning results with varying horizontal buffer.

Figure 3.8 demonstrates the results when varying the horizontal buffer. This
buffer also affects the extra collision testing. The horizontal buffer determines how
much room is allowed for unexpected lateral disturbances in the flight path. If the
path following algorithm is less effective, this number must be higher. We compare
the results with different buffer lengths on both sides of the path: 0m, 3m, and 5m.
A 3m buffer is the nominal buffer we use. When a buffer is not added, we see a
decrease in the path length along with a large decrease in planning time. Increasing
to a 5m buffer causes the paths to be slightly longer, but also causes the planning
time to be much longer, ranging up to 1.5s, with some more extreme outliers. A large
buffer effectively makes the road corridors more narrow, making it more difficult to
plan collision-free paths. This parameter is typically determined by the UAV system
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instead of being a variable that can be freely tuned. If the buffer is decreased below
the true buffer that is necessary, the algorithm runs faster, but if there are large
disturbances, such as wind, the paths may result in a collision.

Path Length vs. Flight Altitude
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Figure 3.9: Planning results with varying flight altitude.

Another test is to vary the flight altitude. When flying at a constant altitude,
the UAV must find a path through a 2-D obstacle map. When we increase the
altitude, there may become fewer obstacles, so the UAV should be able to plan paths
more easily. This effect is seen in our results, found in Figure 3.9. We increase the
flight altitude from the nominal 30m up to 50m and 100m. At 50m, the median
path length decreases from 1950m to 1850m, and we see slight improvements in the
planning time. When planning at 100m, with fewer obstacles to avoid, the WRRT
can search faster and find more direct paths to the goal. The median path length
is below 1800m, while the planning time is consistently under 100ms. Increasing the
altitude clearly makes path planning easier in urban environments.
We also allow the algorithm to search for multiple paths to the goal, then
choose the shortest of these paths, instead of just following the first completed path.
In Figure 3.10, we compare the results when allowing both 3 and 5 paths to the
goal. As we allow more paths, we are able to achieve improvements in path length,
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Path Length vs. Completed Paths
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Figure 3.10: Planning results with varying number of completed paths.

but we see increases in planning time as well. We must find a balance for this
parameter by determining how much of an increase in planning time we are able to
tolerate in order to improve the path length. From these results, it appears that the
improvement in path length from 1 completed path to 3 completed paths is larger than
the improvement from 3 completed paths to 5 completed paths, while the differences
in planning time are similar. Running the algorithm until multiple paths are found
helps to eliminate the occasional outlier that is seen when the first connection to the
goal is a long path. If more planning time is available, it may be useful to use this
time in improving the quality of the waypoint paths that have been found already.
However, we have also seen that frequently the future paths are similar to the original
planned path. This algorithm is not extremely effective at improving upon paths once
a complete path is found.
We also compare some of the trajectory generation methods to see the different types of paths that are generated. Figure 3.11 contains these results. In
Figure 3.11(a), we see the results with κ = 1, meaning that the UAV is cutting the
corners and flying a minimum time trajectory. In this method, the UAV is always on
the inside of the turn angle. Instead of having waypoint paths that hug the building
corners, the waypoints are typically placed far away from the corners so that during
the turn (inside of the turn angle), the building corner is not clipped. Figure 3.11(b)
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(a) Minimum time trajectory (κ = 1)

(b) Trajectory over waypoint (κ = 0)

(c) Equal length trajectory

(d) Path through Goshen Canyon

Figure 3.11: Different planning modes and environments.

is the opposite, because when κ = 0, the UAV flies over the waypoints, and is always
on the outside of the path. Here, the UAV can make a turn with a large building
close to the inside of the turn, since the UAV is flying on the outside of the path.
When flying the equal path length trajectories, as in Figure 3.11(c), the UAV is both
inside and outside of the turn angle, and it is more important to stay in the center of
the road. This effect is clearly seen in the path. These observations describe general
trends seen in waypoint paths depending on the trajectory generation mode. When
planning paths, it is important to know how the trajectory is generated, so that the
UAV can avoid dangerous situations. Figure 3.11(d) demonstrates that this algorithm
can plan paths in other terrains as well. Using real terrain data from the USGS, we
created a terrain map of Goshen Canyon, a narrow canyon in Central Utah. The
WRRT algorithm produced a sequence of GPS waypoints that a UAV could follow
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through the canyon. This algorithm is designed to be used in cities, but works in
other environments as well.
3.6.2

3-D Path Planning Parameters
The previous results deal with the parameters of path planning in 2 dimensions.

When we use the 3-D WRRT algorithm, we achieve some additional results that are
interesting as well. We used a different urban map, but created this map using similar
city parameters.

Planning Time vs. Maximum Flight Path Angle

3500

2000

3000

1500

Planning Time (ms)

Path Length (m)

Path Length vs. Maximum Flight Path Angle

2500

2000

1000

500

1500

0
0

10
20
Maximum Flight Path Angle (deg)

30

0

(a) Path Length

10
20
Maximum Flight Path Angle (deg)

30

(b) Planning Time

Figure 3.12: Planning results with varying 3-D flight path angle limits.

The main addition to this algorithm in comparison with the 2-D algorithm is
the flight path angle constraint. The UAV is not required to fly at a constant altitude,
but can change altitude along a piecewise linear 3-D flight path, given a maximum
flight path angle constraint. In Figure 3.12, we show the results when planning in 3-D
(with path length in Figure 3.12(a) measured in 3-D instead of 2-D). In each graph,
we see a baseline for comparison when we limit the flight path angle to 0 degrees.
This path planning mode is equivalent to 2-D path planning, and the median results
are approximately 1800m paths found in 150ms. When allowing for up to 10 degree
climbs, the results are interesting. The median path length actually increases by
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100m, and the planning time increases to 200ms. One reason for this result is that
when extending to 3 dimensions, the size of the search space increases dramatically.
It is a testament to the WRRT algorithm that a solution can be found quickly, and
this is one of the advantages of this algorithm over other planning algorithms. Still,
planning in 3 dimensions with a maximum flight path angle of 10 degrees does not
provide for an improvement in path quality. A new planning dimension has been
added, but because of the severe restriction on the flight path angle, it is difficult for
the WRRT to explore this new dimension. The maximum climb rate leads to limited
mobility when planning a path in 3-D, similar to how the minimum turn radius causes
limited mobility when planning in 2-D. We gain more insight from these graphs when
we move to higher climb rate limits. The results for 20 degree and 30 degree flight
path angle limits are almost equivalent, but they are drastic improvements over the
other results. Path lengths are down to 1750m, and planning times are consistently
under 50ms. With larger flight path angle limits, the WRRT can quickly change
altitude. The increased climb rates allow the WRRT to more easily reach the higher
altitudes where there are fewer obstacles and where it can quickly explore. With the
extension to 3 dimensions, and the capability to quickly explore these dimensions, the
WRRT algorithm can quickly find traversable 3-D paths through the urban terrain
map.
Figure 3.13 shows some WRRT graphs and smoothed paths when planning
both in 2-D and 3-D. Figure 3.13(a) contains a 2-D WRRT through a smaller urban
terrain map. Lighter colors represent greater building heights in the pictures. The
WRRT is growing down the roads, around the buildings, and toward the goal, quickly
finding a valid solution. The smoothed solution is seen in Figure 3.13(b), where the
path is at a constant altitude. Figure 3.13(c) shows a 3-D WRRT through the same
terrain map. The graph is growing above some of the buildings (all but the tallest
ones), but it is more difficult to visualize the growth since it is exploring 3-D space.
We include the smoothed path to the goal in Figure 3.13(d). The colors of the path
represent the steepness of each path segment (steep climbs in red, gradual climbs in
magenta, level flight and gradual descents in cyan, and steep descents in blue). The
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(a) 2-D WRRT

(b) 2-D path

(c) 3-D WRRT

(d) 3-D path

Figure 3.13: 2-D and 3-D RRTs and planned paths.

first half of the path is spent climbing, and the path moves above some of the lower
buildings, but eventually descends toward the goal.
We have successfully been able to plan 3-D paths through urban terrain. When
only gradual climbs are allowed, it can actually make path planning more difficult.
With steeper climbs, it becomes easy to plan paths even in the more restrictive
environments. We must use a climb rate based on the limitations of the UAV system.
Once we choose a realistic maximum flight path angle, we can use this method to
plan paths through a variety of terrains.
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3.6.3

City Parameters
The quality of paths and run time for the WRRT algorithm are dependent on

the features of the city in which the path planning occurs. We briefly mention some
of the ways the different city parameters affect path planning. The size of the city is
important, because it determines the size of the space in which the WRRT must grow,
and the size of the city is generally proportional to the planning time. The number
of blocks helps to determine the number of buildings, and therefore the number of
obstacles. The street width also determines the size of obstacles, and increased street
width means that there is more room for the UAV to plan a path and fly in. The
number of empty blocks is also a related issue. These parameters all determine the
free area in which path planning can occur. With more open areas, the UAV has
more space to turn. In experiments, the WRRT algorithm quickly finds these open
areas and uses them to improve exploration in other areas. The building height range
also helps to determine open space, based on the flight altitude.
We briefly examine how some city parameters affect planning results. Figure 3.14 shows three different random cities. In Figure 3.14(a), we have a city with
30m roads, 20% open area, and buildings from 10m to 100m. Figure 3.14(b) contains
a different city with 25m roads, 15% open area, and buildings from 20m to 100m. We
also have a city with 20m roads, 10% open areas, and buildings from 25m to 150m,
found in Figure 3.14(c). These cities can be classified as easy, medium, and hard,
respectively, for path planning, since they progressively contain more difficult parameters. Figure 3.14(d) shows the results for path planning in these cities. In the easy
city, planning time is under 25ms consistently. In the medium city, planning time is
slightly longer, though not by much. We see a huge difference in the hard city, where
the median planning time is over 1s, with a large range. This result demonstrates
that in some extreme scenarios, the WRRT algorithm is unable to quickly find a path
to the goal.
It is important to understand what conditions might be found in a realistic
city in order to determine if this algorithm is effective. If a city is extremely dense and
full of large buildings, without any open area, the UAV must fly above the streets,
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Figure 3.14: Planning results in various cities.

and the turns in the waypoint path must occur near intersections. In this situation,
it is important to have wide streets, otherwise the WRRT algorithm sometimes fails.
With wide streets (above 30m), it is fairly easy to plan paths. For cities with more
narrow streets, there needs to be open area in which to turn. This open area can
come in the form of empty blocks or short buildings, which the UAV can fly over. If
there are even a few open areas, path planning becomes much easier. In a typical city,
though roads might be narrow, there are rarely large sections of town where every
single block is occupied by a high-rise building. If that situation existed, the WRRT
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algorithm might take longer to plan a path. If there are wide streets or open lots to
fly over (or low buildings), this algorithm quickly finds a path.
3.7

Simulation Results
Using the Aviones simulator, we can take paths planned by the WRRT algo-

rithm and simulate a UAV with real dynamics following the path. With the trajectory
generation methods and path following algorithms implemented on an autopilot, we
can determine if the UAV can fly these paths without colliding with buildings. We
test both 2-D and 3-D path planning in simulation. The WRRT algorithm has been
implemented in the Path Planner application, and this application has been integrated with the Virtual Cockpit software. The Virtual Cockpit can request a path
between two points on a map and the Path Planner returns a traversable trajectory
between these points.
3.7.1

2-D Results
In Section 3.6 we demonstrated that the WRRT algorithm chooses a series of

waypoints that is theoretically within the dynamic limits of the UAV and that can be
tracked without colliding with buildings. We have tested these paths in simulation to
see if the actual trajectory is collision-free, and the results have been promising. When
there are large enough buffers (a 3m horizontal buffer is effective), the planned path
and trajectory are guaranteed to be at least that distance away from any buildings.
In simulation, trajectory tracking is extremely effective. In fact, when flying 2-D
waypoint paths through a virtual city, the UAV consistently navigates through the
city without colliding with buildings. Figure 3.15 contains a plot of the simulated UAV
telemetry data (green) and the actual waypoint path (red) inside a virtual city. The
UAV followed a waypoint path that was planned using a κ = 1 trajectory (cutting
the corners) and a 50m turn radius. Both the waypoint path and the simulated
trajectory avoid the buildings, and the UAV is able to successfully traverse this path.
Similar results are achieved in every simulation, indicating that the WRRT algorithm
can plan flyable, collision-free trajectories for a simulated UAV with typical motion
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Figure 3.15: Simulated 2-D flight test results through a virtual city.

constraints. We include some pictures of a UAV flying through a city in simulation,
found in Figure 3.16.

Figure 3.16: Screenshots of UAV following planned paths in Aviones simulator.
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3.7.2

3-D Results
We also present the results for flying 3-D waypoint trajectories in simulation.

Using the constant climb rate controller described in Section 3.5.2, we commanded
the UAV to follow a straight line path with altitude changes, where the UAV followed
a 50m climb and descent over 200m lateral segments (γ ≈ ±14◦ ). A plot of the
results is found in Figure 3.17. The UAV was able to track this path in simulation,
with a maximum longitudinal tracking error of 2m from the desired trajectory and an
average error of less than 1m. Despite only using proportional control, this controller
achieved excellent results.
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Figure 3.17: Simulated 3-D flight test results with constant climb tracker.

We used the 3-D WRRT algorithm to plan a 3-D waypoint path (with a 10◦
maximum flight path angle) through urban terrain. Figure 3.18 contains a 3-D plot
of the waypoint path and telemetry, and displays some of the altitude deviations
from the simulated flight. The tracking is effective, with a small deviation at one of
the waypoints. The maximum altitude deviation over the course of the flight is 2m.
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Figure 3.18: Simulated 3-D flight test results through a virtual city.

The lateral deviation during this simulated flight (not clearly seen in this figure) is
consistent with the deviation expected by the trajectory generation algorithm. This
deviation is planned for in the WRRT algorithm, thus preventing collisions with the
terrain.
3.8

Hardware Results
We have also tested this algorithm in hardware to determine if a UAV in real

conditions and with real disturbances can follow one of these waypoint paths. For
the WRRT algorithm to be effective, a real UAV must be able to fly the waypoint
paths without collisions.
3.8.1

2-D Results
For a multitude of reasons, we are unable to test these results in a real city.

However, we generated a virtual city to plan paths through, and a UAV has flown
these paths above flat terrain. Although the UAV was not avoiding real buildings,
we can plot the actual trajectory followed by the UAV against the planned waypoint
path to see the tracking error, and we can plot both of these paths over the terrain
49

map to ensure that the UAV does not collide with a virtual building. We see one such
plot in Figure 3.19, with the waypoint path in red and the telemetry data in green.
The path was planned using a 50m turn radius and the κ = 1 trajectory (cutting the
corners). The waypoint path was followed well, with minor unexpected deviations,
and the UAV did not collide with a virtual building during this flight.

Figure 3.19: 2-D flight test results through a virtual city.

3.8.2

3-D Results
We also present some results of flying a 3-D path using the controller described

in Section 3.5.2. We tested this controller by commanding a UAV to climb and
descend along a waypoint path (30m altitude changes over 200m lateral segments,
with γ ≈ ±9◦ ). The actual flight test results are found in Figure 3.20. The UAV was
able to follow this path with minor deviations. The maximum longitudinal tracking
error was 3m, with an average tracking error of under 1.5m. The altitude controller
is effective both in simulation and in flight tests.
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Figure 3.20: 3-D flight test results with constant climb tracker.

We used the 3-D WRRT algorithm to plan another 3-D waypoint path (with a
10◦ maximum flight path angle) through virtual urban terrain. We then commanded
the UAV to follow this 3-D waypoint path over flat terrain. When comparing the
telemetry data with the virtual terrain used by the Path Planner, the UAV was able
to successfully navigate the city without colliding with a virtual building. Figure 3.21
contains a 3-D plot of the waypoint path and telemetry, and displays some of the
altitude deviations from the actual UAV flight. The UAV was able to track the 3-D
waypoint path effectively, and the maximum altitude deviation during the flight was
2m. These results demonstrate that a UAV is able to follow a piecewise linear 3-D
path with only minor tracking errors. If these small tracking errors, as well as the
predictable deviations of the trajectory from the waypoint path, are accounted for in
the parameters of the WRRT algorithm, the algorithm is able to produce a flyable
3-D path for a fixed-wing UAV.
We also briefly mention a hardware result obtained when trying to plan a
path through Goshen Canyon in Central Utah. Using USGS data, we built a terrain
map of this canyon, then planned a waypoint path using GPS coordinates. We
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Figure 3.21: 3-D flight test results through a virtual city.

planned this path using the constant height above ground method, so that the WRRT
algorithm would seek a path over a relatively flat part of the terrain. This planning
method was necessary because there were large altitude changes as the UAV moved
through the canyon, and we wanted it to fly at a constant height above the bottom
of the canyon, regardless of the actual altitude. We used the WRRT algorithm to
plan a nominal path, but the UAV was using different trajectory generation and
path following methods. So, it was not trying to exactly follow the waypoint path,
but rather using it as a general reference while flying through a canyon. The GPS
coordinates matched up extremely well, and the planned path proved to be right
down the center of the canyon. A UAV was able to fly this path through the canyon
and remain clear of canyon walls. An overlay of the planned path and the actual
telemetry data is provided in Figure 3.22. The WRRT algorithm is not only effective
at planning in virtual terrains and urban scenarios, but it can be applied to actual
terrain maps and real environments.
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Figure 3.22: 3-D flight test results through Goshen Canyon in Central Utah.

3.9

Analysis
The Waypoint RRT algorithm has proven to be an effective path planning

method, both in 2-D and 3-D. Some of the advantages and disadvantages have been
mentioned in Section 3.2.2 and throughout this chapter, but we briefly summarize
our findings. The WRRT algorithm can take account of vehicle dynamics better than
other standard path planning methods. This advantage allows it to produce waypoint
paths that are free from obstacles. The WRRT algorithm also extends easily to 3
dimensions, while extending some other algorithms is computationally prohibitive.
The WRRT algorithm quickly searches the configuration space, and is biased toward
unexplored regions of the graph. We have mentioned that the solution is not optimal.
However, the WRRT algorithm quickly finds effective solutions. This outcome is
in contrast to some of the discrete planning methods that might take a long time
in high dimensions, and can find an optimal path, but are unable to account for
vehicle dynamics. In addition, the WRRT algorithm is a single-shot path planning
algorithm, as opposed to the probabilistic roadmap method, which has one long stage
for building a roadmap followed by shorter query stages for connecting points to the
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roadmap. Despite having to build the entire path from scratch, the WRRT algorithm
can quickly find a valid path.
There are a few disadvantages that we have seen through our experiments.
First, the growth of a WRRT is not necessarily biased to find short paths. Rather,
it is designed to be able to efficiently explore a map and find a path. As it grows,
it is not trying to choose a path that is shortest. We could change the metric for
computing nearest neighbors to change this bias, but that would also reduce the
effectiveness of the WRRT at exploring the map. Eliminating extraneous waypoints
is helpful at the end. However, we must remember that the WRRT algorithm is
not necessarily designed to find optimal paths. It also is not extremely effective at
improving upon paths once an initial path is found. Often, future paths are similar to
the first path, only differing by a few final waypoints. We contrast this result with a
genetic algorithm that has been used by some for path planning. A genetic algorithm
is not as effective at finding an initial path, but it is good at modifying and improving
upon initial paths to more closely approach optimal results. These two algorithms
could possibly be combined: a WRRT to find an initial path, then a genetic algorithm
to make modifications to the waypoints in order to improve the path. The WRRT
algorithm gains most of its advantages by being able include system dynamics and
extend to multiple dimensions. These advantages make the Waypoint RRT algorithm
a reasonable choice for UAV path planning in urban terrain.
3.10

Conclusions
We have found that the Waypoint RRT algorithm is a quick and effective path

planning method for UAVs in urban terrain. The standard RRT algorithm provides
a great example for how to integrate system dynamics into an open-loop planning
problem. By using RRT concepts and planning with the true closed-loop trajectory
in mind, the WRRT algorithm selects a series of waypoints to follow where the true
trajectory is collision-free, given the trajectory generation and path following methods
used by the UAV. As long as we have a full understanding of how the UAV tracks
a given waypoint path, we have a method for incorporating that information into an
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effective path planner. Even in difficult urban environments, this algorithm is usually
able to plan paths. In realistic environments, the WRRT algorithm typically finds
a path in a fraction of a second. Therefore, for any realistic planning scenario, this
algorithm could be used for planning and replanning paths in near real-time. We
have shown that a miniature fixed-wing UAV can track such paths in simulation and
in hardware, both in 2-D and 3-D.
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Chapter 4
Path Planning for UGVs
4.1

Introduction
In this chapter, we discuss the UGV path planning problem. This problem is

just one component of the larger problem of tracking a human moving through an
urban environment with both a UAV and a UGV. We present some new algorithms
and potential methods for solving this problem.
4.1.1

UAV-UGV Tracking Scenario
We want to use a UAV-UGV system to track a target moving through urban

terrain. Instead of trying to fly a UAV through a city without colliding with buildings,
we desire to track a human target who is in a specific location on the ground and
moving toward a goal state. The WRRT algorithm from Chapter 3 is not as useful
in this problem. Instead, it may be best to have a UAV or UAVs loiter above the
current target location in a splay-state configuration [21]. Because of the occlusion
due to the buildings and the distance from the target, it is difficult for a single UAV
to track the target on its own. If there are multiple UAVs, or if the single UAV has
hovering capability, it can avoid some of these problems. However, it may still be
tough to distinguish between people on the ground from an airborne sensor. It would
be helpful to have a UGV moving on the ground in order to get close-up views of
the target and possibly use some facial or gait-recognition software to ensure that
the system is tracking the right person. The UGV can be disguised as a regular
vehicle moving in standard traffic patterns so as to avoid being detected. Figure 4.1
shows a screenshot of the Aviones simulator where a UGV is tracking a human. A
path planning algorithm must be able to quickly plan a path in order to position the
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Figure 4.1: UGV following a human through a city in Aviones.

UGV close enough to the target that it can be identified. It is important to have an
effective path planning method for the UGV, so that it passes by the target as often
as possible. We propose the idea of predicting future target locations with a target
motion model, then using this model to plan a path that causes the UGV to pass
the target more frequently than if the path is planned to the current known location
of the target. This chapter investigates methods of using a target motion model for
UGV path planning.
4.1.2

Manned or Unmanned
We must have a system to plan a path for the UGV to follow. Such a system

would potentially be placed onboard the UGV, and would provide motion commands
to the UGV control system. A vehicle similar to those used in the DARPA Urban
Grand Challenge could be useful. One drawback is that even the current state-ofthe-art UGV systems do not produce completely natural vehicle motions. Such a
system might be easily recognized by the target, who might then try to actively
avoid the surveillance system. In an effort to be covert, it may be useful to have a
human driver in the vehicle, receiving motion commands and paths to follow from
the guidance system. The human driver could then follow the recommended path
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while blending in with the normal traffic flow and trying to remain as inconspicuous
as possible. In either case, though, we need a system that can produce a path to
follow. This chapter presents some options for an effective path planning system.
4.2

UGV Path Planning
Path planning for ground vehicles is a problem that has been studied ex-

tensively in the literature. Solution methods for path planning problems have been
integrated into many commercial products, such as online mapping services, handheld
GPS units, and car navigation systems. Details of these commercial algorithms are
not generally available, but many standard methods are discussed in the literature.
A review of some of these methods is found in [22]. In this thesis, we discuss a considerably different problem, but we use similar concepts as seen elsewhere, as well as
a slightly different problem formulation. It is instructive to describe the typical path
planning formulation in addition to discussing the alternative problem formulation
used in this thesis.
4.2.1

Road Graph
In a standard path planning problem, the goal is to plan a path from one

known location to another on a predefined road map. The best path is often determined by minimum length, minimum time, or some other metric. Many sources use
different terminology to formulate this problem [23], but we describe it using common
terminology from graph theory (see Appendix A.1 for a brief review).
We define a road graph as a simple directed graph Groad = (N, E), where
N denotes the set of nodes and E denotes the set of directed edges. Every node
n ∈ N represents an intersection in the road network. In addition, every directed
edge e ∈ E, with e = (n1 , n2 ), represents a one-way road segment from n1 to n2 , where
n1 , n2 ∈ N . On road segments where two-way travel is permitted, both (n1 , n2 ) and
(n2 , n1 ) are elements of E. There exists a mapping back from E to N with δ1 (e) = n1
and δ2 (e) = n2 , where e = (n1 , n2 ).
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Choosing an optimal path from one position to another in a network of roads
requires knowing the costs of different road segments and intersections, where costs
can be defined in many ways (time to travel, distance to travel, etc.). We therefore
define some cost functions for traversing a road graph. We define a cost function for
each edge by creating a function wedge (e), which denotes the non-negative cost of edge
e ∈ E. Figure 4.2 shows an example of a basic road graph with 4 nodes and 7 directed
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Figure 4.2: Sample road graph with 4 nodes and 7 directed edges.

edges with fixed edge costs. In this thesis, an edge cost represents a unitless amount
of time that it takes to travel along that road segment. However, the cost to move
along each road segment is not the only cost involved in moving through the road
graph. There are also costs for transitions between edges, as well as restrictions on
certain transitions. For example, at an intersection there could be a “No Left Turn”
sign, indicating that a transition from one edge to another is illegal. We create an
additional cost function wtrans (e1 , e2 ), which is only defined when δ2 (e1 ) = δ1 (e2 ), and
which denotes the non-negative cost of a transition from e1 to e2 , with e1 , e2 ∈ E.
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If wtrans (e1 , e2 ) > 0, we say there exists a rule from edge e1 to e2 with rule cost
wtrans (e1 , e2 ). If the rule cost wtrans (e1 , e2 ) = ∞, a transition from edge e1 to e2 is
impossible.
We define a path proad in road graph Groad as a sequence of nodes proad =
(n1 , . . . , nl ), with ni ∈ N for i = 1, . . . , l, and ei = (ni , ni+1 ) ∈ E for i = 1, . . . , l − 1.
proad is a path from start node n1 to end node nl . We define the cost of a path as
wroad (proad ) =

l−1
X

wedge (ei ) +

l−2
X

i=1

wtrans (ei , ei+1 ),

(4.1)

i=1

where the costs of each edge and edge transition are combined, and which represents
the non-negative cost of traversing path proad . The goal of a standard path planning
problem in a road graph is to plan a path proad , from a start node xstart to an end
node xend , such that wroad (proad ) is a minimum.
4.2.2

Motion Graph
When planning a path in certain environments, not only are the initial and final

positions important, but the initial and final directions of the UGV as well. The UGV
has many limitations on its motion and cannot arbitrarily change direction at any
time. Depending on the current position and orientation, only a few motions might
be available to the UGV. Therefore, planning a path between two nodes, without
taking into account the direction of travel, may result in a path that is impossible to
follow. In order to prevent this problem, we introduce the concept of a motion graph,
which is used in planning UGV paths. A motion graph keeps track of states, which
contain information about the current and previous nodes, therefore representing the
current position and the direction of travel. We describe this alternative problem
formulation and present several new definitions.
We define a motion graph as a simple directed graph Gmotion = (S, C), where
S denotes the set of nodes (which we call states) and C denotes the set of directed
edges (which we call connections). By using a motion graph, we create a completely
new graph, where the nodes refer to the current position and direction, instead of just
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the current position. In a motion graph, we define a state s ∈ S as an ordered pair
of nodes (n1 , n2 ), with n1 , n2 ∈ N and (n1 , n2 ) ∈ E. As edges in a road graph and
states in a motion graph are defined the same way, there exists a one-to-one mapping
between sets S and E. Sets S and E are therefore equivalent, except that E refers
to the set of edges in road graph Groad , while S refers to the set of nodes in motion
graph Gmotion . We overload the operators δ1 and δ2 , to make a mapping from S to
N . If s = (n1 , n2 ), then δ1 (s) = n1 and δ2 (s) = n2 .
Along with defining states in a motion graph, we also define connections.
We define a connection as an ordered pair of states (s1 , s2 ) where s1 , s2 ∈ S and
δ2 (s1 ) = δ1 (s2 ). A connection represents a possible transition between two states,
which is only possible when the current position of the first state (δ2 (s1 )) is the same
as the previous position of the second state (δ1 (s2 )). We create a map from C to S by
defining φ1 (c) = s1 and φ2 (c) = s2 , where c = (s1 , s2 ). Although connections function
as edges in a motion graph, they do not represent road segments, but rather transitions
between road segments that occur at intersections. For assistance in notation, we
define a set of connecting states Cs for each s ∈ S, where Cs contains all states si ∈ S
such that (s, si ) ∈ C.
We must also define a cost function for each connection. For each connection
c ∈ C with c = (s1 , s2 ), we form the cost function by using the corresponding edges
e1 , e2 ∈ E in the road graph for the states s1 , s2 ∈ S in the motion graph. This cost
function is defined
wconnect (c) = wtrans (e1 , e2 ) + wedge (e2 ).

(4.2)

This is the sum of the cost of the transition between the two edges and the cost
of moving along the new edge, therefore combining the two cost functions from the
road graph into one cost function for the motion graph. There are not any additional
transition costs in a motion graph, as these costs are incorporated into the current
model. The cost represents the time it takes for a UGV to turn onto a new road
segment and drive to the next intersection. In this thesis, costs are fixed, because the
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UGV must follow traffic patterns, which determine how long it takes to travel down
a road segment.
We implement one additional rule when creating a motion graph from a road
graph. In a road graph, some edge transitions wtrans (e1 , e2 ) have infinite cost, indicating that the transition between edges is impossible. These edges remain in the
graph, but the cost wroad (Equation 4.1) of any path using these edges consecutively
is infinite. These paths with infinite cost are included in the optimization problem
where a minimum length path is chosen. When using a motion graph, though, these
impossible transitions are completely eliminated. For each state s, there exists a connection ci = (s, si ) ∈ C for every state si ∈ Cs , but if wconnect (ci ) = ∞, we completely
remove si from Cs and ci from C. This step eliminates impossible state transitions
and results in a set of connections C where the cost of every connection wconnect (c)
with c ∈ C is nonnegative and finite. The decision for which types of transitions to
exclude depends on the traffic rules in the road network. For this thesis, we choose
to eliminate all U-turns, but allow all other turns. This means eliminating all connections c = (s1 , s2 ) ∈ C where both δ2 (s1 ) = δ1 (s2 ) and δ1 (s1 ) = δ2 (s2 ). Therefore,
at an intersection, the UGV can decide to continue on any road segment except the
one it is currently on. All illegal turns are excluded from consideration by completely
eliminating those connections from C. For this thesis, we define every edge transition
in the road graph as follows: if a turn from e1 to e2 is legal, we set wtrans (e1 , e2 ) = 0;
otherwise, we set wtrans (e1 , e2 ) = ∞. The costs wconnect (c) in the motion graph follow
from these definitions, and the motion graph is pruned by eliminating all connections
with infinite cost. It is therefore possible to take any road graph Groad and create the
corresponding motion graph Gmotion by using these rules and definitions. An example
of such a transformation is found in Figure 4.3. In this figure, we see a road graph
with the corresponding motion graph after the impossible transitions have been eliminated. The motion constraints that limit path planning in a road graph are handled
much more easily after a conversion to a motion graph.
We define a path pmotion in motion graph Gmotion as a sequence of states
pmotion = (s1 , . . . , sl ), with si ∈ S for i = 1, . . . , l, and ci = (si , si+1 ) ∈ C for
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Figure 4.3: Example of a transformation from a road graph to the corresponding
motion graph. (a) Road graph with 4 nodes and 7 directed edges. Edge costs are
displayed. Transition costs are infinite for U-turns (e.g., (a, b) to (b, a)), but are zero
for all other turns. (b) Motion graph based on the given road graph, with 7 nodes and
8 directed edges. Edge costs are displayed, but there are not any transition costs, since
those are absorbed into the edge costs. Impossible transitions are eliminated.

i = 1, . . . , l − 1. pmotion is a path from start state s1 to end state sl . We also define
the cost of a path as
wmotion (pmotion ) =

l−1
X

wconnect (ci ),

(4.3)

i=1

where the costs of each connection are combined, and which represents the finite,
non-negative cost of traversing path pmotion . The goal of a typical path planning
problem in a motion graph is to plan a path pmotion , from a start state sstart to an
end state send , such that wmotion (pmotion ) is a minimum. However, in Section 4.4.5, we
discuss some different cost functions that can be optimized when planning a path to
a moving target. We use a road graph to represent the streets and intersections, but
for path planning, we convert the road graph to a motion graph so that we can keep
track of both position and heading information for the UGV. We continue to use this
terminology in order to distinguish between road graphs and motion graphs.
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The UGV can also be given the ability to stop. In Section 4.5.2, we experiment
with how stopping on the road affects the ability of the UGV to track the target. The
UGV is allowed to stop once it reaches the end of each road segment (parks on the side
of the road prior to reaching the intersection), but doing so forces the UGV to remain
stopped for a set amount of time. Often, it may be beneficial for the UGV to stop and
allow the target to decide which path to take before the UGV makes its own decision.
This capability is added into the motion graph by creating an additional connection
ci = (si , si ) for each si ∈ S, and adding each ci to C, in addition to adding si to every
Csi . We set the weight of the connection wconnect (ci ) = wstop , where wstop indicates
the amount of time the UGV must wait before being able to move again. These
modifications occur only to the motion graph, and not to the underlying road graph.
This change increases the number of options that the UGV has at each intersection.
Planning a path in a motion graph instead of a road graph significantly increases the size of the planning problem, since |S| >> |N |. However, when planning
paths in a realistic city, the number of states is not a limiting factor. If we were
planning a path across the country, using a much larger road graph, we would seek
a more efficient representation. However, the algorithms developed in this thesis are
designed for smaller road networks, and we therefore only test them on a small city.
Tests are performed on a simple grid system with fixed road costs.
4.2.3

UGV and Target States
To this point, we have discussed nodes and states in relation to the motion

of the UGV. However, the current state of the UGV and its available motions are
only part of the path planning problem. The rest of the problem is based on finding
a destination for the UGV to reach, and that destination is based on the current
position of the human target. To represent the state of the human target, we use
much of the same notation as used when referring to the UGV state. We use the
superscripts U and T to specify whether we are referring to UGV or target states,
respectively.
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The target moves through a road graph GTroad , which contains the same base set
of nodes as the UGV road graph GUroad , corresponding to the intersections between the
road segments. However, between each of the main node pairs, we add intermediate
nodes with a predetermined distance between them, creating a series of steps for the
target to take between intersections. This discretization of the environment creates
individual steps that the target can take, with motion from one node to the next
taking exactly 1 time step. We can add directed edges between consecutive nodes,
in both directions, as well as an edge from each node that points back to itself,
representing the target staying in the same position for the next time step (GTroad is
not a simple directed graph like GUroad , but it is still a directed graph). This process
results in a set of target nodes N T , with N T ⊇ N U , and a set of directed edges E T ,
therefore defining the possible target positions and movements. Each edge has a fixed
cost of 1, meaning that it takes 1 time step to move along an edge from one node to
another. We also adapt the concept of a motion graph and the notation of states and
connections with respect to target motion. The importance of doing this is apparent
in Subsection 4.3.1, where we discuss Markov chains. There exists a set of states S T ,
a set of connections C T , and for each state sT ∈ S T , there exists a set of connecting
states CsTT . The mappings between nodes, states, and edges are also valid for target
motion. However, when creating a target motion graph from a target road graph, it
is unnecessary to prune any connections because all edge costs are 1 and there are
not any transition costs.
Each target state sTi ∈ S T represents the target currently being at node nTi,cur =
δ2T (sTi ), but having just come from node nTi,prev = δ1T (sTi ), with nTi,cur , nTi,prev ∈ N T .
Since each target state marks a current and previous position, it effectively represents
a position and a direction of motion for the target, given that the target is in state sTi .
The actual current state of the target sTcur ∈ S T is associated with the actual current
and previous target nodes (nTcur and nTprev ). For the value of i such that sTcur = sTi ,
we have nTcur = nTi,cur and nTprev = nTi,prev . The motion of the target from one state to
another is defined in Subsection 4.3.1. The UGV states and nodes are defined in the
same way as the target states and nodes, with only a difference in the superscript.
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4.2.4

Capture States
Having defined terms for both UGV and target motion, we can complete the

problem description. The UGV must plan a path from its current state sUcur to some
other state sUend ∈ S U . This end state is presumably based on the current position of
the target, but we discuss planning a path to capture the target in an arbitrary state
sTi ∈ S T . The goal state for the UGV must be in the UGV state space S U . We must
therefore define a mapping from S T to S U , so that for a given target state sTi that
the UGV is trying to move toward, there exists a set of corresponding UGV states in
S U that, when reached, constitutes a capture of the target. The UGV must plan a
path toward one of these capturing UGV states.
The objective of the UGV path planning problem is to place the UGV in a
position close to the target so that it can obtain a clear view of the target. We
therefore must determine what states the UGV has to reach in order to constitute
a capture of the target in a given target state. Each target state sTi ∈ S T has a
corresponding set of capturing UGV states KsUT ⊆ S U . A capture state is defined as
i

an element of KsUT , meaning that it is a state sUj ∈ S U that constitutes a capture of the
i

target if the target is simultaneously in state sTi (with current node nTi,cur and previous
node nTi,prev ). We can designate how to determine the capture states associated with
each target state. We actually use two alternate definitions in the simulations. First,
we have directed captures, where the UGV can only capture a moving target when it
is moving in the same direction, with additional rules for when the target is stopped.
We also define standard captures, where the direction of travel is not important.
We define a directed capture. When using directed captures, the goal is to
be facing the same direction as the target, and to be on the same road segment, but
we implement additional rules to cover all possible target and UGV configurations.
If the target is stopped and at a corner, we consider it a capture if the UGV is also
at that corner. Specifically, if nTi,cur = nTi,prev and nTi,cur ∈ N U , then KsUT includes all
i

UGV states sUj ∈ S U such that δ2U (sUj ) = nTi,cur . If the target is stopped but between
intersections, then since we are unsure which side of the road the target is on, we
consider it a capture if the UGV is on the same road segment as the target, regardless
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of which direction the UGV is facing. The target is between two intersections, nU1
and nU2 , with nU1 , nU2 ∈ N U . Both sU1 = (nU1 , nU2 ) ∈ S U and sU2 = (nU2 , nU1 ) ∈ S U are
allowable capture states. If the target is moving, both nTi,cur and nTi,prev can be found
between two intersections, denoted nU1 and nU2 , with the target moving toward nU2 .
In this condition, the only capture state is sU1 . This means that the UGV must be on
the same road segment as the target and also moving in the same direction. Moving
in the same direction as the target increases the amount of time that the UGV can
view the target on each pass. Also, if the UGV is allowed to stop, it may be wise to
move to the intersection that the target is moving toward, then wait to move until
the target either turns around or reaches the intersection and turns down one of the
other road segments. This positioning is only possible if the target and UGV are
moving the same direction, so we designate this one state sU1 as the sole capture state
if the target is moving.
We alternately define a standard capture. This type of capture does not depend on the direction of travel, and the only determining factor for the capture state
is whether the target is at an intersection or between intersections. If the target is
at an intersection (nTi,cur ∈ N U ), then KsUT includes all UGV states sUj ∈ S U such
i

that

δ2U (sUj )

=

nTi,cur ,

meaning that all UGV states that end at the intersection are

considered capture states. If the target is between two intersections, nU1 and nU2 , with
nU1 , nU2 ∈ N U , then both sU1 = (nU1 , nU2 ) ∈ S U and sU2 = (nU2 , nU1 ) ∈ S U are allowable
capture states. We use both definitions of a capture state in Section 4.5, where we
discuss the simulation results.
These definitions could be different without changing the fundamental planning problem. However, with this mapping, any target state sTi can be transformed
into a set of capturing UGV states KsUT . In this thesis, we assume that there is at
i

least one capture state for every possible target state and that the UGV can reach all
states in S U . Thus, the target is unable to escape capture in the long run by hiding
in a state that the UGV cannot reach. The initial and final states for a path planning
problem are therefore defined, with both being subsets of S U , and this is all that is
necessary to compute an optimal deterministic path to capture a given target state.
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It is likely that since the target is moving, the UGV must plan a path to capture
multiple target states, consequently producing multiple sets of capture states. Section 4.4 addresses a method for planning a single path based on the probable motion
of the target.
4.3

Target Motion Model
The human target is also moving through a city on a road graph with many

nodes and edges. When planning a path to such a target, it is not only important to
know the current position of the target, but also where the target is likely to be in
the future. It is therefore important to be able to model how a target might move
through a city.
4.3.1

Markov Chains
One possible way of modeling target motion through a network is with the use

of Markov chains. Appendix A.2 is provided as a brief review of Markov chains, and
discusses some of the basic principles that are used here. The Markov property, seen
in Equation A.1, states that the past and future are independent, given the present.
This property is expressed as
P [Xn+1 = xn+1 |Xn = xn ] =
P [Xn+1 = xn+1 |Xn = xn , Xn−1 = xn−1 , . . . , X1 = x1 ].
When dealing with target nodes, the question we must ask is this: given the current
position of the target, do the past target positions provide any information about
possible future positions? The answer to this is clearly yes. If we know that the
target has been stationary or is moving in a certain direction, we have a good idea
about where it might be in the future. A 1st-order Markov chain using only the
current position information is insufficient for representing the target motion model.
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Instead of using this model, though, we consider a higher-order model (seen
in Equation A.2), specifically a 2nd-order Markov chain. This can be expressed as
P [Xn+1 = xn+1 |Xn = xn , Xn−1 = xn−1 ] =
P [Xn+1 = xn+1 |Xn = xn , Xn−1 = xn−1 , . . . , X1 = x1 ].
This equation differs from the previous representation because it says that all the
information about the next node Xn+1 is found in the previous two nodes, instead
of just one. In other words, once the current node and previous node are known,
the other past node information is irrelevant in predicting the future. While this
is not a completely accurate description of target motion, it provides an adequate
approximation. If the current and previous positions of the target are known, it is
easy to have a general idea of where the target might move next. If the target is not
moving, it will likely remain in the same state. If it is moving in a certain direction,
it will likely continue to move in that direction. While there is certainly information
to be found in the entire target position history, the current and previous positions
arguably provide the majority of the information that is useful in predicting future
target motion.
As discussed in Appendix A.2, if a discrete random process X = {X1 , X2 , . . .}
satisfies the 2nd-order Markov property, we can form a new random process Y =
{Y1 , Y2 , . . .}, where Yn = (Xn , Xn−1 ), and Y satisfies the 1st-order Markov property.
This is part of the motivation for using a motion graph, instead of a road graph, in
the UGV path planning algorithm. By redefining the state space and using states
in a motion graph instead of only nodes in a road graph, we can take advantage
of the mathematics associated with Markov chains. Specifically, if moving through
nodes nTi ∈ N T approximately satisfies the 2nd-order Markov property, then moving
through states sTi = (nTi,prev , nTi,cur ) ∈ S T , with nTi,prev , nTi,cur ∈ N T , approximately
satisfies the 1st-order Markov property.
In order to use Markov chains, it is necessary to have a state vector an =
[an,1 , an,2 , . . . , an,m ], where m = |S T |, as well as an m × m transition matrix P, which
70

is filled with the state transition probabilities (Equation A.3)
pi,j = P [sTn+1 = j|sTn = i],

(4.4)

where i, j ∈ S T . Knowing the current state vector an in time step n, the state in
time step n + 1 is computed using an+1 = an P . Also, knowing the probability of the
target being in certain states sTi ∈ S T in the future, the mapping KsUT can be used to
i

map the future target states into a set of possible future UGV capture states. With
this information, it is possible to plan a path toward a future target position.
4.3.2

True Target Motion Model
In order to use this model, we must define the variable pi,j , from Equation 4.4,

which designates the probability that the target moves from state i to state j in one
time step. When these transition probabilities are defined, the Markov model for
target motion is complete.
For each target state sTi ∈ S T , there exists a current node nTi,cur and a previous
node nTi,prev , with sTi = (nTi,prev , nTi,cur ). The set CsTT determines all of the states that
i

are connected to the target state

sTi .

Knowing every connecting state sTj ∈ CsTT ,
i

we therefore know every possible next node nTj,cur = δ2T (sTj ). By determining the
probability of moving to each of these possible next nodes, we can therefore determine
the probability of moving to every possible next state.
These probabilities are based on several parameters, including the probability
of the target remaining stationary pstop , the probability of the target continuing to
move if it is already moving pcontinue , and a bias function bgoal that moves the target
toward a predetermined goal node nTgoal . These probabilities are used as we address
the many different cases that are encountered when trying to determine transition
probabilities.
Case 1: Target is stopped between intersections There are three possible next
nodes: the current node as well as the two connecting nodes. We assign a high
probability of remaining stopped pstop , and the remaining probability (1 − pstop )
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is split between the other two nodes. The probability of moving to each of
these other nodes is determined by a function bgoal , which uses a goal bias to
determine the relative weights of different moves.
Case 2: Target is moving between intersections The target has three possible
next nodes. Since the target is moving, it is likely to continue to the next node
in order. We assign a high probability pcontinue to the target continuing to move,
and split the remaining low probability (1 − pcontinue ) evenly between stopping
and turning around.
Case 3: Target is stopped at an intersection If the target is at an intersection,
there are several possible moves. The target can stay stopped, or it can move
down any of the adjacent road segments. Since the target is stopped, we assign
a high probability pstop to it remaining stopped. The remaining probability
(1 − pstop ) is again split among the other possible moves, with the relative
weights determined by the goal bias function bgoal .
Case 4: Target is moving at an intersection In this case, the target also has
several possible moves. We assign a low probability (1 − pcontinue ) to the target
stopping or turning around, with the probability being split evenly between
these options. The remaining large probability pcontinue is split among the other
road segments according to bgoal .
Case 5: Target is at the goal node In this final case, the target has reached the
goal, so there is only one possible future node. The entire probability is assigned
to this one node.
The function bgoal operates by taking all possible next nodes and assigning a value to
each move. Once the values are assigned, they are normalized so that they add up to
the remaining probability available to that set of moves ((1 − pstop ) in Cases 1 and 3,
and pcontinue in Case 4). In bgoal , the relative weights are determined by computing
the difference between the angle from the current node nTi,cur to the goal node nTgoal
and the angle from the current node nTi,cur to the node that is being tested nTj,cur .
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Moves receive higher value from bgoal if they are in the direction of the goal. This
biases the target to move toward the goal, but still allows for the possibility that the
target turns around and takes a longer path to the goal.
Once we have determined the parameters, it is possible to compute the probability of moving to every possible next node nTj,cur . This transition probability can
be assigned to the associated state sTj = (nTi,cur , nTj,cur ). This value is entered into
transition matrix P . The transition matrix is mostly filled with zeros, because from
a given state it is impossible to move directly to most other states. However, this is
only true when considering a single step. Using Markov chain theory, it is easy to
compute the transition matrix for n steps into the future: P n . This matrix is not
as sparsely populated as n increases, meaning that over time, target can reach many
more states than just its immediate neighbors.
We have selected reasonable parameters to be used in simulation, though they
have been chosen arbitrarily. We set pstop = .8, meaning that 80% of the time,
if the human target is stopped, it remains stopped. We also set pcontinue = .95,
indicating that the target tries to continue moving forward 95% of the time if it is
already moving, and also stops 2.5% of the time and completely turns around 2.5%
of the time. In simulations, we vary this parameter (from .7 to .95) to test how the
algorithms perform under different conditions. We also experiment with different goal
bias functions bgoal , including a linear function of the angle change (weak goal bias)
and a cubic function of the angle change (strong goal bias), to see how the results vary
depending on how strongly biased the target is toward the goal. Figure 4.4 shows 4
snapshots of a target motion model propagating through a city with these parameters
and a linear goal bias. In this figure, the sizes of the circles represent the relative
probability masses found in each location, and the goal node is marked in green.
With this definition, we complete the development of the true target motion
model that is used in simulation. This model involves many abstractions and approximations, but the goal is to show how to plan a path using this information. If we
find more information about the target’s motion decisions, or if we know of additional
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(a) Step 0

(b) Step 3

(c) Step 8

(d) Step 13

Figure 4.4: Example of a future pdf of target states after various numbers of steps
(with the sizes of the circles representing the sizes of the probability masses in each
location, and the goal node marked in green).

parameters that govern those decisions, we can easily incorporate those changes into
the transition matrix P without changing the planning algorithms.
4.3.3

Target Motion Estimates
The target always moves according to the target motion model described in

Section 4.3.2. However, the UGV may or may not know the true target motion model
when planning a path. The UGV must therefore use an estimated motion model in
its planning algorithm, and we test the effectiveness of the algorithm with different
estimates of the target’s motion. We use three different target motion models for
future target state prediction.
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1. Truth Model — The UGV uses the true target motion model described in
Section 4.3.2.
2. Naive Model — The UGV assumes that the target can move, but uses a naive
motion model. The UGV assumes that if the target is stopped, it remains
stopped, but that if the target is moving then it keeps moving in the same
direction, unless it reaches an intersection, in which case it turns onto one of
the other road segments at random.
3. Stationary Model — The UGV assumes that the target simply stays in the
current state.
Using the truth model in experiments gives an indication of the maximum performance level of the algorithm if the target’s full decision-making process is known.
Using the naive model indicates whether or not it is useful to predict target motion
even if little knowledge of how the target moves is available, as well as determining
how accurate the motion model must be in order to be effective. Using the stationary model provides a baseline with which to compare the other models, along with
providing the shortest path to the current target state instead of to a set of future
predicted states.
4.4

Planning a Path to a Moving Target
Standard path planning methods are not completely applicable when planning

a path to a moving target. We discuss the weaknesses of these methods and present
some new algorithms for path planning when the target is moving according to a
known motion model.
4.4.1

Weaknesses of Standard Methods
The majority of the path planning literature focuses on the problem of plan-

ning a path from point A to point B through a road graph. This literature addresses
many important questions, such as how to plan in a stochastic environment where
edge costs are only known probabilistically [24], how to plan when edge costs change
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deterministically over time [25], and how to speed up the algorithms when planning in
large networks [26]. Other than the question of the speed of the algorithm, the problem of planning a path between two known locations in a deterministic environment
is considered a solved problem. Effective methods, including Dijkstra’s Algorithm [7]
and A*[8] already exist, while other researchers continue to find ways to improve the
speed of the algorithms. Unfortunately, these solutions are not completely applicable
when planning a path to a moving target.
In many situations, the UGV path planning algorithm might benefit from the
knowledge that the target is moving. If a path is planned from the current UGV state
to one of the capture states for the current target position, and the UGV follows that
path in its entirety, it is likely that the target will have moved from that location
before the UGV arrives. Instead of planning directly to the current target location,
the algorithm plans a path toward a possible set of future locations and hopefully
captures the target more quickly, helping the UGV avoid “chase” behavior, where
the UGV is constantly chasing the target, only to find that it has already moved by
the time the UGV arrives. Figure 4.5 shows some other scenarios in which knowing
the target motion model could help in path planning. Figure 4.5(a) shows a situation
in which the quickest path to a current target capture state is long (using directed
captures), but where the target will likely move into a nearby capture state soon, so
it may be beneficial for the UGV to turn left and move toward the expected future
target state. Figure 4.5(b) shows a scenario in which it may be best for the UGV to
stop at the intersection and wait for the target to move, knowing that it will most
likely move into a position where it will be easy to capture, instead of driving around
the block to get to the current capture state. These instances are just two of many
situations in which predicting the target’s motion is useful for the UGV planning
system.
4.4.2

Capture and Propagate Method
It is evident that using predicted target motions can be beneficial to a UGV

path planning system. However, it is not clear how the future target state information
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(a) UGV must turn left or go straight

(b) UGV can turn any direction or stop
at the intersection

Figure 4.5: Two possible UGV planning scenarios where using a predicted target
model could be helpful. The human target is in blue, the UGV in red, and the goal
state in green. The most likely trajectories of the target are marked, as well as possible
UGV trajectories. (a) The shortest path to a capture state (using directed captures)
for the UGV is found by going straight. However, since the system predicts that the
target will have likely moved onto a new road segment by the time the UGV arrives,
the UGV is more likely to capture the target quickly if it turns left. (b) If the UGV is
allowed to stop at intersections, it may choose to stop and wait for the target to move
in this situation. Here, the path to a current capture state is long, but the UGV could
decide to stop for a moment, knowing that likely, the target will soon be in a nearby
capture state.

should be used to plan such a path. We introduce some new algorithms that help
to determine the best decision for the UGV at each intersection. These concepts are
combined in Section 4.4.5 to produce an optimal decision according to some different
cost functions.
Planning an entire path to an uncertain end state is difficult because it is
unclear where the path should stop. The algorithm could plan a separate path to
every possible future target state, then choose the best of those paths according to
some cost function. Instead, the algorithm just focuses the planning problem on the
first decision for the UGV: which way should it turn at the next intersection? As long
as the algorithm is not computationally intensive, it is possible to quickly replan at
each intersection, so enumerating the entire path is unnecessary. In addition, since the
target is moving, the best decision will likely change over time, and it is important to
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use as much information as possible when making the decision. At each intersection,
the UGV must decide which road segment to follow, or to stop if allowed. In a typical
urban grid system, the available choices are the following: turn left, turn right, go
straight, or stop.
We must determine a way to use the information about possible future target
states to choose an optimal first step for the UGV. We assume a Markov model of
target motion, as described in Section 4.3.2. The solution is only applicable inasmuch
as the Markov model is accurate, because the decisions are based on the expected
movements of the target as determined by the model. If the model is accurate, it
indicates the probability density function (pdf) governing the future target states
at every time step. Specifically, given an initial target state vector a0 , with a 1
in the entry corresponding to the current target state and a 0 everywhere else, it
is trivial to compute the target state vector an at any time step n in the future.
an = [an,1 , an,2 , . . . , an,m ] is a pdf over all possible target states. This pdf provides
important information about possible future target states, but it is not clear exactly
how this information should be used in path planning.
One possible method is through what we call the Capture and Propagate
method. This method begins with a UGV state sU and a target state vector a0 ,
P
where the sum of the elements m
i=1 a0,i = 1. This target state vector is therefore a
pdf representing the initial distribution of target states. Beginning with step n = 0,
for every step n there is both a Capture stage and a Propagate stage. These stages
help determine how long it takes the UGV to capture the target.
Capture Stage In the Capture stage of step n, the algorithm determines all target
states with non-zero probability in the target state vector. This is the set of
possible states that the target might be in during step n. Next, the algorithm
considers each of these target states individually, and tests to see if the UGV
can capture each target state in n steps from sU . It then marks all of the target
states that can be reached by the UGV in n steps. These target states are
captured, and information about these states is saved for future reference.
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Propagate Stage In the Propagate stage of step n, the algorithm first eliminates the
captured states from the target state vector. For every captured state sTi ∈ S T ,
it sets an,i = 0, which eliminates the proportion of the original target density
that is in each of those states and has not yet been captured. The algorithm then
propagates the target state vector according to the Markov model: an+1 = an P .
Once the Propagate stage of step n is completed, the algorithm tests to see if any
P
proportion of the original target density is still remaining. If m
i=1 an,i > 0, then the
target state vector is not empty, and there is still a proportion of the original density
that has not been captured. The method then moves forward to the Capture stage
of step n + 1. Note that after the first target state is captured, the elements of an do
not necessarily sum to 1. an cannot be considered a pdf, but rather a representation
of the proportions of the original target density that have not yet been captured,
as well as the locations of each of those proportions. The operation an+1 = an P
preserves the sum of the state vector, so the state propagation does not change the
total proportion of the target density that has not been captured. Through the
Capture and Propagate method, the planning system determines the earliest possible
time that certain proportions of the original target density can be captured. This
information is useful in planning a path to capture the target.
In order to use the Capture and Propagate method, we must save useful information whenever a target state is captured. We introduce the lookup table λ, which
is populated as part of the function capture and propagate(sU , a0 ), where the Capture and Propagate method is used, with UGV state sU and target state vector a0 as
inputs. λ stores information about the proportion of the original target density that
is captured for the first time during each time step. It also stores information about
which initial UGV moves would have been necessary to make those captures. The
information in λ is accessed by λ(i, sUj ), where i = 0, 1, . . . , nmax indicates the time
step, with nmax being the maximum amount of time before the entire target density is
captured, and sUj ∈ CsU ∪{0}, meaning that sUj is either one of the states with a direct
connection from sU or it is 0. λ(i, sUj ) denotes the probability of capturing the target
for the first time in step i if the first step by the UGV is to sUj . If sUj = 0, then λ(i, 0)
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denotes the probability of capturing the target for the first time in step i, regardless
of the first step taken by the UGV. Since the algorithm runs until the UGV captures
P max
the target with probability 1, this results in ni=0
λ(i, 0) = 1, meaning that the sum
of the probabilities of capturing the target in every number of steps i is equal to 1.
Algorithm 3 shows the full Capture and Propagate method, including the method for
saving the values of λ.

Algorithm 3 Fill lookup table λ using capture and propagate(sU , a0 )
if stopping is allowed then
n←0
else
a1 ← a0 P {propagate and skip step 0 if stopping is not allowed}
n←1
end if P
while m
i=1 an,i > 0 do {target state vector is not empty}
for all states sTi ∈ S T where an,i > 0 do {target states with positive probability}
captured ← false
for all connecting states sUj ∈ CsU do {possible initial UGV moves}
if can capture(sU , sUj , sUk , n) for any sUk ∈ KsUT then {can capture target}
i
captured ← true
λ(n, sUj ) ← λ(n, sUj ) + an,i {add value to this first move}
end if
end for
if captured = true then {target is captured by any first move}
λ(n, 0) ← λ(n, 0) + an,i {add value to this step}
an,i ← 0 {eliminate the captured state}
end if
end for
an+1 ← an P {propagate}
n←n+1
end while

An important part of Algorithm 3 is the method for determining if a capture
has taken place. It must know if it is possible, in n moves, to capture the target in
capture state sUk when starting in UGV state sU and taking a first step to UGV state
sUj . This is determined through a function can capture(sU , sUj , sUk , n), which is defined

80

in Algorithms 4 and 6. If this function returns TRUE for any possible capture state,
we say that a capture has taken place from first move sUj . All first moves sUj that
capture the target in this step receive an increase to λ(n, sUj ) in the amount of the
proportion of the target density that was captured in that state an,i . In addition, if
any of the possible first moves capture that state, then λ(n, 0) also increases by the
same amount.
Through the Capture and Propagate method, the lookup table λ is filled. This
allows an easy lookup to determine what portion of the target density can be captured
in every possible number of steps, and it shows which first UGV steps lead to captures.
This table proves useful as the path planning algorithm determines which first step
the UGV should take in order to capture the target.
4.4.3

Planning to a Fixed Location with Stopping Allowed
As part of Algorithm 3, we must define the function can capture(sU , sUj , sUk , n).

This function is defined differently depending on whether or not the UGV is allowed
to stop, so we deal with those problems separately. In this section, we consider how
to define the function if the UGV can stop. The function can capture(sU , sUj , sUk , n)
determines if a UGV in state sU can reach state sUk in n steps, if the first step is
to state sUj . If the UGV is already in a capture state, the function returns TRUE.
Otherwise, the algorithm must compute the minimum time d from sU to sUk through
sUj . Since sU and sUj share a connection, the cost between these states can be computed
as wconnect ((sU , sUj )). It is also necessary to know the minimum time to move from
sUj to sUk , which can be found using Dijkstra’s Algorithm. Thus, it is possible to
find the minimum time from sU to sUk through state sUj , which is represented as
d = wconnect ((sU , sUj )) + dijkstra(sUj , sUk ). If d ≤ n, then the UGV can reach sUk in
enough time to capture the target. This is in Algorithm 4, which returns TRUE if
the UGV can capture the target within the specified number of steps after taking the
prescribed first move, but FALSE otherwise.
We provide a basic example in order to demonstrate the Capture and Propagate method when stopping is allowed, with the UGV using the standard capture
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Algorithm 4 Function can capture(sU , sUj , sUk , n) for when the UGV can stop
if n = 0 and sU = sUk then {UGV already in a capture state}
return true
else if wconnect ((sU , sUj )) + dijkstra(sUj , sUk ) ≤ n then {can capture in n steps}
return true
else
return false
end if
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Figure 4.6: Planning scenario for the Capture and Propagate example. Intersections
are in green and intermediate target states are in yellow. The possible target motions
are marked with blue arrows, while the possible UGV motions are marked with red
arrows.

method to define a target capture. Figure 4.6 contains a small grid representing an
urban road map. The UGV is currently at node G, and must make a decision to either
move up toward node D, move right toward node H, or stay at node G. The UGV
can drive from one intersection to the next in 1 time step, and it cannot turn around.
The target state propagation is defined as follows. The target is initially at node J,
but is moving down. At time step 1, it is at node E. In step 2, it turns down one
of the next road segments with a predefined probability, then move toward the next
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intersection. The probabilities of the target being in each location in step 2 are as
follows: P (M ) = α, P (K) = β, and P (L) = 1 − α − β, where 0 ≤ α + β ≤ 1. In step
3, the target continues moving in the same direction it chose in step 2 and reaches
one of 3 intersections, and it remains in that intersection forever. The probabilities
of the target being in each location in step 3 and beyond are as follows: P (H) = α,
P (D) = β, and P (F ) = 1 − α − β. With this information, the UGV uses the Capture
and Propagate method to fill the lookup table λ, which is used in Section 4.4.5 to
determine the best decision for the UGV to make.
In step n = 0, the entire state density is found in node J, so the state vector
is not empty. It takes 3 UGV steps to reach a capture state for node J, so the target
cannot be captured in step 0. The state vector is propagated according to the given
model, and the target moves to node E. In step n = 1, the target is in node E with
100% probability, so the state vector is not empty. It requires 2 UGV steps to reach
a capture state for node E, but since the target propagation is still in step 1, the
UGV cannot capture the target in this amount of time. The state vector is again
propagated, with the new state divided between 3 possible nodes: M , K, and L,
with the given probabilities. In step n = 2, the algorithm tests to determine if any
of these nodes can be reached in 2 steps, and finds that nodes M and K can both be
reached by the UGV in 2 steps. Node M can be reached in 2 steps, but only if the
UGV moves to the right initially, therefore setting the term λ(2, right) = α, since the
proportion of the target density in node M is equal to α. Node K can also be reached
in 2 steps, but only if the UGV moves up, thus setting the term λ(2, up) = β, based
on the density in node K. The total capture percentage in step 2 can also be set:
λ(2, total) = α + β. The probability densities in nodes M and K must be cleared out,
and only the density in node L (which cannot be reached in 2 steps) is propagated.
The new state vector has a density of 1 − α − β in node F , and the remaining density
has already been captured. In step n = 3, the state vector is not empty, and the UGV
must try to capture the target, with node F containing the only proportion of the
original target density that has not already been captured. Node F can be reached
by the UGV in 3 steps by moving either up or right, so λ(3, right) = 1 − α − β,
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λ(3, up) = 1 − α − β, and λ(3, total) = 1 − α − β. This final target density is cleared
out, and the target state vector is empty, thus ending the algorithm. The resulting
lookup table λ is found in Table 4.1. This lookup table shows that the target cannot

Table 4.1: Lookup table λ from Capture and Propagate example
```

```

Step
``Target
0
```
````
UGV Move
Up
Right
Stop
Total

0
0
0
0

1

2

3

0
0
0
0

β
α
0
α+β

1−α−β
1−α−β
0
1−α−β

be captured in steps 0 or 1. A portion of the target density can be captured in step
2, with moves up or right being the only ways to possibly capture the target in this
step. The remaining target density is captured in step 3, with moves up and right
again being the only way to capture the target in this amount of time. This example
is continued in Section 4.4.5, where λ is used to make a decision about where the
UGV should move.
4.4.4

Planning to a Fixed Location with Stopping Not Allowed
We must also define can capture(sU , sUj , sUk , n) for the situations when the UGV

is not allowed to stop. This results in a different algorithm than we saw in Algorithm 4
where the UGV could stop on the road. When the UGV is allowed to stop, the path
planning algorithm only needs to be able to find a path to the target state that
allows the UGV to arrive before the target or at the same time as the target arrives.
If the UGV cannot stop, though, finding a minimum cost path is insufficient. For
example, if there was a target state that the target would not reach until step 10, but
that the UGV would reach in 6 steps, that combination cannot be considered a valid
capture. If the UGV reaches the future target state in 6 steps but cannot stop, it
must move away before the target actually arrives. If the UGV cannot stop, then the
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algorithm must be able to determine all possible times at which the UGV can reach
a destination, instead of just the minimum time.
Determining the set of times at which it is possible to reach UGV state sUk
from UGV state sUj requires a new algorithm, since Dijkstra’s Algorithm only finds
the minimum time. This new algorithm must define a set reachable(sUj , sUk ) for the
given state sUj ∈ S U to all states sUk ∈ S U , showing the possible times that the UGV
can arrive at sUk if it starts at sUj at time 0. Algorithm 5 effectively solves this problem.
This algorithm initializes the set reachable, then in each iteration finds all locations sUr
that can be reached from sUj in n steps (n ∈ reachable(sUj , sUr )). The algorithm then
expands the reachable set by adding d = n + wconnect ((sUr , sUc )) to reachable(sUj , sUc ),
where sUc ∈ CsUr is a connecting state that can be reached from sUr . This algorithm
is a quick way of determining if one state can be reached from another in a given
number of steps.

Algorithm 5 Fill set reachable using reachable times()
Initialize reachable to ∅ {clear the set}
Add 0 to reachable(sUj , sUj ) {every state can reach itself in 0 steps}
for n = 0 to max steps do {for all steps up to a predetermined limit}
for all states sUr ∈ S U where n ∈ reachable(sUj , sUr ) do {find states that can be
reached in n steps}
for all connecting states sUc ∈ CsUr do {find all connecting states}
Add d = n + wconnect ((sUr , sUc )) to reachable(sUj , sUc ) {mark the states that
can be reached in d steps}
end for
end for
end for

With the set reachable defined, it is possible to test whether a given UGV state
can be reached in a certain number of steps given the prescribed first step along the
path. The amount of time n in which the UGV must meet the target is known. Knowing the time it takes to make the given first step, the algorithm checks to see if it is
possible to reach the final state in the remaining amount of time. Algorithm 6 deter-
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mines the time remaining time = n−wconnect ((sU , sUj )) that the UGV has to reach the
target from state sUj . If remaining time ≥ 0 and remaining time ∈ reachable(sUj , sUk ),
then it is possible to move from sUj to sUk in remaining time steps, so the target can
be captured there.

Algorithm 6 Function can capture(sU , sUj , sUk , n) for when the UGV cannot stop
remaining time = n − wconnect ((sU , sUj )) {find time remaining before capture}
if remaining time ≥ 0 and remaining time ∈ reachable(sUj , sUk ) then
return true {can reach target in that amount of time}
else
return false
end if

Having defined both of these functions can capture(sU , sUj , sUk , n), we have all
the components necessary to compute λ in Algorithm 3, and we are ready to choose
the optimal first step to capture the target.
4.4.5

Finding a Best Path
We have developed multiple algorithms that are helpful in solving the current

path planning problem, which is to plan a path from UGV state sU to a future
state distribution of a target that is currently at sT . The target’s current location
is represented by the target state vector a0 , which is equivalent to the zero vector
with a 1 in the element corresponding to the current target state. Using the function
capture and propagate(sU , a0 ), we can determine the associated lookup table λ. We
also determine the maximum number of steps that it takes to capture the target,
nmax , which corresponds to the largest index i where λ(i, 0) > 0. We present two
choices for a function that uses this information to choose the best first step for the
UGV to take.
One possible choice is a Minimum Average Capture Time method. In this
method, all possible first steps sUj ∈ CsU for the UGV are considered. The UGV must
choose one of these options once it reaches the intersection. One way to determine
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the best path is to simulate each of these possible first moves to sUj ∈ CsU , compute
the average time to capture from sUj , and add the cost of the original step from sU
to sUj , resulting in the average time to capture from sU . This method computes the
average time to capture from this new state by calling capture and propagate with
different input parameters. The initial UGV state is sUj instead of sU . The target
state vector also must be propagated for as many steps as it takes the UGV to move
from sU to sUj , which is nj = wconnect ((sU , sUj )). For each possible first step to sUj , the
algorithm therefore calls capture and propagate(sUj , a0 P nj ), which produces a lookup
table λj based on the probabilities of capturing the target beginning nj steps in the
future. With these lookup tables λj , it is possible to compute the average time to
capture for each possible first move, and choose the move that produces the shortest
capture time. Since λj (i, 0) is the probability of capture in step i after the move to
sUj , the cost function to minimize is expressed as
Ã
min

sU
j ∈CsU

nj +

nX
max

!
i · λj (i, 0) ,

(4.5)

i=1

where nj = wconnect ((sU , sUj )) and the function capture and propagate(sUj , a0 P nj ) defines the lookup table λj . This method chooses the first step that puts the UGV in
a position to capture the target as soon as possible.
Another possible way to use λ in a UGV path planning algorithm is to use
a Weighted Voting method. In this method, the value of taking each possible first
step is computed using a different cost function. λ in this method is based on the
standard parameters in the function capture and propagate(sU , a0 ). The lookup table
λ indicates the probability of an initial capture in each step i, and with each possible
first UGV move. This method weights the probability in the cost function with a
discount factor ρ, so as to encourage fast target captures. Each target capture that
occurs in the Capture and Propagate method is only possible if the UGV makes
certain initial moves (often, multiple moves are acceptable, but sometimes only one
move works). Therefore, with each capture, all of the possible first moves for that
capture receive a weighted “vote,” based on the proportion of the target density that
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is captured, the step in which it is captured, and the discount factor. This new cost
function, which we want to maximize, is expressed as
max

sU
j ∈CsU

nX
max

ρi · λ(i, sUj ),

(4.6)

i=1

where λ is found by calling the function capture and propagate(sU , a0 ). The discount
factor ρ can vary, but we use ρ = .5 in simulation. Keeping the discount factor low
biases the decision toward moves that might lead to quick captures, but that might be
risky as well. Increasing the discount factor decreases the emphasis on quick captures
and increase the emphasis on high probability captures. We add an additional rule
to this cost function when the UGV is allowed to stop. If the UGV is allowed to
stop, and the UGV is already in a capture state when it must choose a move, it
automatically waits there so it can view the target. Otherwise, Equation 4.6 is used
by the UGV to determine the decision with highest value, and the UGV moves to
that next state.
We continue the path planning example from Section 4.4.3, where we were
able to compute the lookup table λ using the Capture and Propagate method. To
complete the example, the UGV must use this lookup table to make a decision about
where to move next. This example uses the Weighted Voting method to make the
decision. In this method, a UGV decision is made that maximizes the cost function in
Equation 4.6. The value for moving up is equal to ρ2 β + ρ3 (1 − α − β). The value for
moving right is equal to ρ2 α + ρ3 (1 − α − β). The value for stopping is 0. The decision
is therefore be based on the values of α and β. If α > β, then this cost function is
be maximized by moving to the right. If α < β, then the maximizing decision is to
move up. If α = β, then moving to the right and moving up are equivalent decisions.
In all cases, moving one of these directions is better than stopping. When looking
at the planning scenario in Figure 4.6, we can see that this is a reasonable decision.
The parameter α determines the probability that the target moves down to node M ,
while the parameter β determines the probability that the target moves left to node
K. If α > β, then the target is more likely to move down, so the best UGV decision
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is to move right. The UGV decides to move in the direction where it expects the
target to most likely be. This is a simple planning scenario, but the algorithms in
this section have been used to produce a reasonable result.
The Minimum Average Capture Time method requires computing several different lookup tables λj , and we do not compute those tables in this example. We
can, though, compute the expected time to capture the target based on λ (similar
to Equation 4.5). The bottom row of Table 4.1 shows the probability of capturing the target in each number of steps. The expected capture time based on this
lookup table (or the expected value of this probability mass function) is therefore
2(α + β) + 3(1 − α − β). The UGV expects to capture the target in somewhere between 2 and 3 steps, depending on the probabilities in the target motion model. The
Minimum Average Capture Time method uses a similar procedure to compute the
average capture time after simulating every possible first UGV step, and it chooses
the step with the lowest expected capture time.
Equations 4.5 and 4.6 provide two possible methods for combining the information found in λ so as to plan a path to quickly capture the target. These methods
are compared in Section 4.5 to determine which is more effective for path planning.
It must be noted that these methods are not the only possible ways to plan a path
for the UGV to a moving target. The Capture and Propagate method and the other
algorithms and equations in Section 4.4 are provided as potential solutions to this
problem of planning a path to a moving target. Others will likely be able to extend
upon these concepts and find other effective path planning methods. The methods in
this thesis, though, provide a blueprint for how one might plan a path to a moving
target given an estimate of the target’s motion.
4.5

Results
In this section, we discuss the results found when testing the algorithms from

Section 4.4. These results demonstrate the effectiveness of the methods for using
predictive target motion models to plan UGV paths.
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4.5.1

Parameters
We compare the results of using the planning and estimation methods de-

scribed in Sections 4.3.3 and 4.4.5. In this discussion and in the plots, the methods
are abbreviated as follows:
1. WV-Truth — Weighted Voting method, using the true target model (full knowledge of target motion model),
2. WV-Naive — Weighted Voting method, using the naive target model (simple
guess about a target model),
3. MAT-Truth — Minimum Average Capture Time method, using the true target
model,
4. MAT-Naive — Minimum Average Capture Time method, using the naive target
model,
5. Stationary — Assume that the target stays in the current state forever.
We test the results both when the UGV is allowed to stop and when it is not
allowed to stop. We also vary different parameters that govern target motion. We
vary the goal bias, which is considered strong or weak depending on whether it is a
cubic or linear function, respectively, of the angle change. We use both capture modes:
standard and directed. We also vary the probability that the target keeps moving
forward in each time step if it is currently moving. This is the variable pcontinue .
For most tests, we use a 6 × 6 grid of roads, with all roads being two-way roads. In
Section 4.5.7, though, we investigate the effect of one-way roads. We also assume that
the UGV knows the current target location, and plans accordingly. In Section 4.5.8,
we study how the algorithms perform if the UGV does not receive target position
updates, but must recapture the target in order to know its true location.
In the road graph, all road costs wedge are equal to 2, indicating that the
UGV can traverse each road segment in 2 time steps. There are not any transition
costs (when dealing with two-way roads), so the transformation from a road graph
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to a motion graph is simple. The target has 4 intermediate nodes between each
intersection, meaning that it can move from one intersection to the next in 5 steps.
Thus, we have arbitrarily defined the relative speeds of the target and UGV, with
the UGV moving 2.5 times as fast. We use this setup to run many Monte Carlo
trials. In each trial, we have 5 emulated UGVs (representing the 5 possible planning
methods) that start in the same position, and the start position randomly changes
between tests. The target also starts in a random state. The goal state is one of
the 4 intersections in the center of the road graph. Each simulation runs until the
target reaches the goal, or until 100 iterations have passed, and these simulations are
executed many times to be able to determine the average results.
We determine which planning method is best by the frequency of target captures produced by each method. Every time a UGV reaches a new state, we check
to see if it is capturing the target, and we keep track of each capture. Comparisons
between methods are based on the number of captures per 100 steps. In each test,
after the target reaches the goal, we compute the percentage of the time that the
UGV is capturing the target, and we average all of these results at the end. We also
directly compare two methods at a time in order to determine which method would
have enabled the UGV to capture the target more often. Details of this method are
found in Section 4.5.4.
4.5.2

Stopping Allowed
We briefly present the results obtained when the UGV is allowed to stop on

the road. This method uses the algorithms discussed in Section 4.4.3 to determine
the optimal first step by the UGV. The goal is to reach every possible future capture
state as quickly as possible. If the UGV arrives early, it can stop at the intersection
and wait. The results for this planning method show that the predictive methods
provide an increase in the capture rate over the Stationary method. Figure 4.7 shows
a common result, with the predictive methods having more captures per 100 steps
than the Stationary method. This result was obtained over 100 Monte Carlo trials
while using directed captures, a strong goal bias, and pcontinue = .95.
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Figure 4.7: Planning results with stopping allowed.

When analyzing the simulations, we observed an interesting result. Although
the predictive methods often produce more captures, all planning and estimation
methods learn an identical behavior in certain situations. Once the target has been
captured, the different algorithms choose the same UGV behavior in order to keep
tracking the target. If the UGV is currently in a capture state, and it has the
capability to stop, then stopping on the road causes the UGV to remain in a capture
state. As long as the cost of stopping is not extreme, all five algorithms compute
that this is the best way to capture the target, instead of driving around the block
and hoping to capture it again. If the UGV is in a capture state (assuming directed
captures), it means that it is moving the same direction as the target. Most likely, the
target continues moving in the same direction, remaining in a capture state during
the next step. As long as the UGV is in a capture state, there is not any reason for
it to leave. It therefore stays in a capture state until the target moves past it and
turns onto another road segment. As long as all turns are allowable to the UGV, it
then turns and follows the target onto the new road segment, therefore entering a
new valid capture state. The UGV then repeats the process of moving to the end of
the road, stopping, and waiting for the target to pass. This behavior is common to
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all algorithms, and it also makes intuitive sense. If we want the UGV to stay close
to the target, it should get in a capture state and wait for the target to decide on a
road segment to follow before it moves. Of course, if the target turns around, each
method has a different scheme for recapturing the target.
One drawback to this common tracking behavior demonstrated by the different
algorithms is that it may be clear to the target that the UGV is following it, since
it exhibits this repeated behavior of driving past the target, then waiting for the
target to pass. If we are interested in covert tracking, this method may not be
effective. Conspicuously following the target will encourage the target to begin evasive
maneuvers, so this method might have a negative effect in the long run. We focus the
majority of the results in this section on the situation where the UGV is not allowed
to stop, and is therefore more covert. The differences in the results in Figure 4.7
depend on what behavior is chosen by the UGV when it is not currently in a capture
state. These differences are also explored further in the remainder of Section 4.5.
4.5.3

Stopping Not Allowed
For the remainder of the results, we constrain the UGV so that it is not allowed

to stop on the road. We attempt to have the UGV pass by the target as often as
possible. As long as the UGV is not suspiciously parking on the street, the target
will likely not be aware of being tracked. We must determine how to plan a UGV
path given this scenario.
To solve this problem, we use the Capture and Propagate method along with
Algorithms 5 and 6, introduced in Section 4.4.4. Instead of finding a minimum time
path to each possible future target state, we must be able to determine if each capture
state is reachable from the current UGV state in exactly the amount of time it takes
the target to arrive. The UGV is not able to stop and wait, so it must not arrive
early. These algorithms define what states are reachable in a given number of steps.
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4.5.4

Directed Captures
We compare the planning methods when using directed captures, where the

UGV must be on the same road segment and moving the same direction as the target
in order to capture it. We assume a strong goal bias, but pcontinue varies. Figure 4.8
shows the number of captures per 100 steps for each method, with varying pcontinue .
These varying values of pcontinue denote the likelihood that the target keeps moving
straight if it is already moving, and therefore help determine the probability that the
target reaches the next intersection before stopping or turning around.

Results: directed captures, strong goal bias
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Figure 4.8: Planning results with directed captures, a strong goal bias, and varying
pcontinue .

We gain significant insight from these results, which were obtained after 200
simulations. MAT-Truth is clearly the best method of the five choices. It achieves
more captures per 100 than any other method (between .5 and 2 more captures per
100 than others), and is the best method at each of the values of pcontinue . The
next best method appears to be the WV-Truth method. Both methods using the
truth data are the best choices in comparison with the other options. One interesting
result is that for most of the methods, as pcontinue increases, the capture rate decreases.
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This is interesting, because with lower pcontinue , the target turns around more often,
making it more difficult to capture. However, when pcontinue is large, the target
reaches the goal more quickly, meaning that in that case the UGV spends a larger
proportion of the simulation time trying to make the initial capture. So, the capture
rate decreases relative to the other methods. The specific capture rate is not as
important as the comparison between the capture rates for the different planning
methods. Interestingly, the only method that does not improve as pcontinue decreases
is Stationary. Since this method plans without any predictive model, it is not as
prepared for the cases in which the target turns around, which occur more often
when pcontinue is low. If pcontinue is high, most methods perform about the same. The
data is consistent over many trials, but it is hard to determine how significant of a
difference this is, or if it is worth it to use a predictive method if it only provides one
additional capture per 100 steps. We therefore also look at this data in another way.
We can make direct comparisons between different planning methods, using
a different metric. Here, we take two of the planning methods at a time and compare them in each iteration to determine which method would have made more total
captures in that iteration. For example, when comparing methods A and B over
I iterations, we have IA = wins by A, IB = wins by B, and IAB = ties, where
IA + IAB + IB = I. This method does not keep track of how many more captures
are made in each step, just which choice would have been better in that iteration.
Over the course of I iterations, we can determine which of the two methods would
have been a better choice overall. These comparisons are represented in a stacked
horizontal bar graph, labeled A vs. B, where the left section denotes wins by A, the
right section marks wins by B, and the middle section indicates the ties.
Figure 4.9 shows the results for the previous simulations. Clearly, MAT-Truth
is better than Stationary, and the margin improves as pcontinue decreases. WV-Truth
is approximately tied with Stationary for pcontinue = .95, but wins more as pcontinue
decreases. MAT-Truth is always better than WV-Truth, though. MAT-Naive is worse
than Stationary for high pcontinue , but better as pcontinue decreases. These results agree
with the results from the capture rate plot in Figure 4.8. We continue to use both
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Figure 4.9: Pairwise comparisons between certain planning methods (1 vs. 2), with
directed captures and a strong goal bias. Horizontal bars are divided up into three
groups: left (blue) counts the wins by method 1, right (red) counts the wins by method
2, and the middle (green) counts the ties.

types of graphs to determine the value of different planning methods. In this case,
MAT-Truth is the best overall. When compared with Stationary at pcontinue = .95,
it wins 65-47 over 200 trials, but it wins 112-25 when pcontinue = .8. Both Truth
methods are good when using directed captures. The Naive methods are only better
than Stationary at low values of pcontinue .
We see one example of a benefit of using a predictive method by looking back
at Figure 4.5(a), repeated here in Figure 4.10. In this scenario, the Stationary method
computes a cost of 6 to reach the target by going straight, but a cost of 10 to capture
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Figure 4.10: Path planning scenario where it is beneficial to use a predictive motion
model for path planning (repeated from Figure 4.5(a)). The UGV (in red) must decide
to turn left or go straight in order to capture the target (in blue), which is moving
with a strong bias toward the goal state (green). When using directed captures, the
MAT-Truth and MAT-Naive methods decide to turn left, but the Stationary method
decides to go straight.

the target by turning left, so it decides to go straight. The MAT-Truth method
computes an expected capture time of 4.1 by turning left, but 8.4 by going straight.
The MAT-Naive method computes an expected capture time of 6 by turning left and
9.3 by going straight. Both of these MAT methods choose to turn left. Intuitively, this
decision makes more sense than going straight, since the target will almost surely have
moved into a nearby capture state by the time the UGV arrives. This is one example
of why a predictive method is helpful when using directed captures. However, we
also see that if we defined captures differently (standard captures instead of directed
captures), then the Stationary planning method would also decide to turn left. We
investigate how changing the definition of a capture affects the path planning results.
4.5.5

Standard Captures
Predictive methods have a clear advantage when using directed captures. This

is due to the structure of a motion graph and the definition of captures. When
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captures are only defined if the UGV and target are moving in the same direction,
the target can quickly escape a capture by just turning around. The UGV is suddenly
far from a capture state in the motion graph, even though it may be physically close to
the target in the road graph. The predictive methods recognize that the state might
change drastically, and they plan accordingly. However, the Stationary method is
constantly planning to the current target state, and if the target turns around the
UGV is suddenly out of position. The predictive methods perform much better in
this case. We test to see if this result holds if we use a different definition of a capture.
We use standard captures, where the UGV can be moving either direction and still
capture the target if it is on the same road segment. In this scenario, the target
cannot escape if the UGV is close. With the constant target position updates, it
is difficult for the UGV to get out of position, and this might render the predictive
methods less useful.

Results: standard captures, strong goal bias
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MAT−Naive
Stationary
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Figure 4.11: Planning results with standard captures, a strong goal bias, and varying
pcontinue .

The results verify that predictive methods are less useful when we use standard captures. Figure 4.11 shows the results over 200 trials. Here, MAT-Truth again
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consistently has a higher capture rate than WV-Truth. However, Stationary seems to
be better than both, mainly at higher values of pcontinue . As with directed captures,
Stationary gets worse as pcontinue decreases. This means that the target makes more
erratic decisions. The Naive methods both fail as pcontinue decreases, because they
assume that the target will keep moving forward, when in reality the target motion
model is much different. There is clearly some value to prediction, but it is minimized
when using standard captures. In fact, it is worse than using the Stationary method,
though not by much. Figure 4.12 supports this conclusion, showing that it is sometimes best to use the Stationary method. This method wins 52-33 over MAT-Truth
when pcontinue = .95, but loses 45-29 when pcontinue = .8. Using a predictive model is
not always the best idea. We explore other factors that could determine when to use
prediction in UGV path planning.
4.5.6

Goal Bias
We want to determine how the target’s goal bias affects the results. We repeat

the experiments from the previous sections, only with pcontinue = .95, but allowing
for both weak and strong goal biases. These goal biases correspond, respectively,
to linear and cubic functions of the angular difference between the direction of the
new UGV state and the direction to the goal. As opposed to pcontinue , which affects
the decisions made when the target is moving in between intersections, the goal bias
affects the target’s decisions when it is stopped or at an intersection. The previous
simulations have all used a strong goal bias, but we run some simulations with the
weak goal bias and combine the new results with some of the old results. The outcome
over 200 trials is displayed in Figures 4.13 and 4.14, and we can use this information
to compare both of the Truth methods with the Stationary method. In both figures,
we see that the predictive methods improve slightly more than the Stationary method
improves when moving from a strong goal bias to a weak goal bias. The difference is
not extreme, but it exists. The reasons are similar to why decreasing pcontinue helps
the predictive methods more. The target is not biased as strongly to the goal, and

99

Compare: MAT−Truth vs. Stationary

Compare: WV−Truth vs. Stationary

continue

.95

.9

p

.9

p

continue

.95

.8

.8

0

50

100
Number of tests out of 200

150

200

0

(a) MAT-Truth vs. Stationary

100
Number of tests out of 200

150

200

(b) WV-Truth vs. Stationary

Compare: MAT−Truth vs. WV−Truth

Compare: MAT−Naive vs. Stationary

.95

continue

.95

.9

p

.9

p

continue

50

.8

.8

0

50

100
Number of tests out of 200

150

200

0

(c) MAT-Truth vs. WV-Truth

50

100
Number of tests out of 200

150

200

(d) MAT-Naive vs. Stationary

Figure 4.12: Pairwise comparisons between certain planning methods, with standard
captures and a strong goal bias.

more often takes a roundabout path to the goal. A predictive method can plan more
for this target behavior.
From all of the results, the Minimum Average Capture Time method (MAT)
is slightly better than the Weighted Voting method (WV). It consistently performs
better in both pairwise comparisons and capture rate comparisons. The only situation
where it is not better is when pcontinue = .95, with a weak goal bias and standard
captures. In other experiments, we use a strong goal bias and standard captures. In
these situations, MAT is consistently better than WV, so we use MAT to compare
the Truth and Naive estimation methods with the Stationary method.
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Varying capture mode and goal bias
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Figure 4.13: Planning results with pcontinue = .95, with varying goal bias and capture
mode.
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Figure 4.14: Pairwise comparisons between planning methods, with pcontinue = .95.

4.5.7

One-way Roads
When the target is less likely to move directly toward the goal, it helps the

predictive methods more. We also saw that when using directed captures, predictive
methods are effective because the target can quickly move far away in the motion
graph. We also see this effect sometimes when using standard captures. To this
point, we have been assuming that all roads are two-way. This ensures that the
target can never quickly escape to a distant capture state. However, if we allow some
101

roads to be one-way roads, then we see this escape effect, even when using standard
captures. The target can still move in every direction. However, if it moves the wrong
way down a one-way road, the UGV is not able to follow. This creates a discontinuity
in the planning space. The UGV may be close to a capture, but the target could still
escape. A good predictive method should be able to plan for the chance that this
happens, and might avoid some of the more risky decisions if the target is near one
of these escape locations. We investigate this by adding one-way roads into the city.
We are using a city with a 6 × 6 network of roads, where all roads are twoway. We leave the boundary roads two-way. However, the 4 × 4 interior grid become
all one-way roads, with alternating directions. We still use standard captures, since
directed capture states would be nonexistent if the target was moving the wrong way
down a one-way road. We also test both pcontinue = .95 and pcontinue = .7, with a
strong goal bias, and we compare MAT-Truth, MAT-Naive, and Stationary over 100
tests.
The results are seen in Figure 4.15. In Figure 4.15(a), we see the capture
rates under different values of pcontinue , while all the other figures show the pairwise
comparisons between the three planning methods. When pcontinue = .95, MAT-Truth
is better than the others, averaging almost a full capture per hundred more than the
other methods, and easily beating them in pairwise comparisons. The other methods,
MAT-Naive and Stationary, are approximately the same. It is clearly best to use a
predictive model with full knowledge of the target’s motion. However, using even a
naive model is at least as effective as not using any predictive model at all. Both
make similar numbers of errors when trying to track the target, while the MATTruth method can avoid some of these pitfalls by planning ahead. Still, the number
of captures is much lower than it was back in Section 4.5.5, where the setup was the
exact same, except that all roads were two-way. The difference is approximately 2
captures per hundred. So, the road structure affects the number of captures, but
less so for predictive methods with good target models. When pcontinue = .7, we see
an interesting result. Here, MAT-Truth is still better than Stationary, but since the
target turns around so often, both methods frequently lead to the UGV getting out
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One−way roads, with standard captures
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Figure 4.15: Capture rate and pairwise comparisons, with one-way roads, standard
captures, and a strong goal bias.

of position. The interesting part is that MAT-Naive performs much worse than the
other methods. When the target can easily escape, using a predictive model is a bad
idea if the model is not accurate. It is much better to just avoid prediction if we do
not have confidence in the estimate.
4.5.8

Uncertain Target State
All of the previous results have assumed that the UGV knows the current

target position in all time steps. The system includes a UAV loitering above that
is able to share the current target position information with the UGV to use in the

103

planning algorithm. This information source ensures that the UGV never completely
loses the target, since it always knows the current position and can plan accordingly.
It is useful to analyze these methods and algorithms to see how effective they are if
the target position is not constantly updated. For example, we can assume that the
UAV loses track of the target, and that the only available information is the target’s
position at the last moment the UGV had captured the target. The UGV then has
to plan a path to find the target again, at which point it can update the target’s new
known location. In between captures, the planning algorithm just uses guesses of
possible target positions, formed by propagating the Markov transition matrix. We
investigate this using the full 6 × 6 grid with two-way roads, over 100 trials.
The results, displayed in Figure 4.16, show that both predictive methods are
much better than the Stationary method, while prediction with the Truth model of
the target is also much better than using the Naive prediction. MAT-Truth actually

Reacquiring target without constant updates
9
Reacquiring target without constant updates

8
7

5
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Figure 4.16: Capture rate and pairwise comparisons, with standard captures,
pcontinue = .95, and a strong goal bias, but where the UGV only knows the target’s
position at the last capture time.

averages twice as many captures as Stationary in this scenario. When the target is
lost, Stationary just plans back to the last known location. However, MAT-Truth
plans a path toward a set of possible future states. The chances of meeting with the
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target again are increased. When they do meet, the UGV again has full knowledge
of the target’s position, and uses that information to plan another path. If one of the
predictive methods actually loses track of the target, and cannot find it quickly, it
eventually predicts that the target is near the goal, so it plans a path near the goal
state, where it circles in hopes of catching the target. There may be a capture or
two once the target nears the goal because of this feature of the planning algorithm.
This is a situation when target motion prediction is definitely a good idea. Frequent
updating of the target position really helps the Stationary planning method, and
without it, the Stationary method is ineffective.
4.5.9

Analysis
We can draw many conclusions from these results. The only situation in which

the Stationary planning method is consistently better than all predictive methods is
when using two-way streets, standard captures and a large value of pcontinue . Even in
this situation, the difference is not large. As these parameters change, the predictive
methods become more useful. Using directed captures or one-way roads gives the
target a chance to briefly escape, and that favors the predictive methods, which can
plan ahead for these events. Lowering pcontinue or reducing the goal bias favors the
predictive methods too, since the target takes a longer path to the goal, and the
predictive methods plan accordingly. In addition, frequent target position updating
helps the Stationary method be effective. However, if the target position is updated
less frequently, the predictive methods have much greater value.
The Minimum Average Capture Time method is consistently better than the
Weighted Voting method in almost every comparison. In addition, both methods
outperform the Stationary method in most cases. Path planning with a naive estimate
of the motion model is effective at times, but in many instances, such as planning
on one-way streets, such a method is not useful. If we are to use a predictive model,
it is important to have a fairly accurate model of the target motion. Without it,
the UGV planning system occasionally makes bad decisions. Overall, though, if an
accurate target motion model is available, an algorithm such as Minimum Average
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Capture Time is extremely effective, and robust to a variety of planning scenarios.
The computational cost of this method is not large. Although the Minimum Average
Capture Time method takes longer than the Weighted Voting method to compute
(since it must compute multiple lookup tables λj , instead of just a single λ), and
both take longer than the Stationary method, the overall cost is relatively small. At
each intersection, these methods make a decision in less than a second. Since the
computational cost of the Minimum Average Capture Time method is small, and it
is effective over a wide variety of planning scenarios, this method would be a useful
part of a UGV path planning system.
4.6

Conclusions
We have shown that it is possible to use a target motion model to plan a path

for the UGV to capture the target quickly. We have discussed two different methods:
Minimum Average Capture Time and Weighted Voting. We have found that of the
two options, the Minimum Average Capture Time method is usually a better choice
for path planning. In addition, we have seen that the Minimum Average Capture
Time method is superior to standard path planning algorithms (which plan only to
the current target location) in most situations. We have also argued that this method
would be worth the additional computational cost.
One important aspect of this planning method is that of obtaining an accurate
target motion model. We have seen that with full knowledge of the target motion
model, this planning method is effective. Using a naive motion model can be effective,
but it has been shown to have many drawbacks. Assuming that the full target motion
model will not be completely known, we must be able to develop a reasonable estimate
of this model. We have suggested that an adequate model can be found by using a 2ndorder Markov model with few parameters. Instead of having a completely naive model,
it would be useful to use the target motion observations to estimate these parameters,
thus producing an estimated target motion model. An estimation method is not
discussed in this thesis, but it would be a useful topic of future research. We suspect
that with a reasonable motion estimate (but not full knowledge of target motion),
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the Minimum Average Capture Time method would outperform the Stationary path
planning method, which only plans a path to the current location.
This path planning system could be used to guide a UGV through a city,
but could also be used as a component in a system with a human driver who needs
assistance in determining the best path to follow. The path planning system could
provide a recommended motion at each intersection, and the human driver could cause
the vehicle’s motion to look natural while tracking the target. This would help to
ensure that the target is not aware that it is being followed. Considering the current
state-of-the-art in UGV control, this may be the most effective way to implement
these algorithms.
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Chapter 5
Conclusions and Future Work
5.1
5.1.1

Conclusions
UAV Path Planning
In Chapter 3, we developed the Waypoint RRT algorithm that was able to plan

waypoints paths in 2-D or 3-D for UAVs in urban terrain. The waypoints were placed
such that the actual trajectory followed by the UAV would be collision-free. This
method took into account the dynamics of UAV motion and created a closed-loop
solution for the path planning problem. As long as the UAV trajectory generation
method is known, and it can effectively follow such trajectories, the WRRT algorithm
can incorporate that information into the final path, and the UAV can follow the path
without colliding with buildings or other obstacles. We saw that the results of this
algorithm were dependent upon the UAV flight parameters and the structure of the
city. We found that for realistic cities, this path planner can operate in near realtime. Even in more difficult cities, complete paths are found in a few seconds. The
WRRT algorithm could effectively be used for a priori path planning but also for
rapid replanning if a new path had to suddenly be generated.
5.1.2

UGV Path Planning
Through the discussion in Chapter 4, we showed that it is possible to use

a target motion model to plan a path for a UGV to be able to capture a target
quickly. We demonstrated that in most scenarios, this is at least as good as (and
usually better than) planning a path to only the current target location. Despite the
additional computational cost, if a good estimate of the target motion model exists,
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the path planning algorithm can plan a path to the set of possible future target states.
In the urban tracking scenario, it is desirable to have the UGV pass the human target
as often as possible, so it is valuable to have an algorithm that increases the rate at
which the UGV will pass the target. Our solution to this problem is not the only
possible solution. It is presented here as an example of one way that a path planning
algorithm can use a target motion model. We have seen that it is effective, but there
may be other methods of achieving similar or better results.
5.2
5.2.1

Future Work
UAV Path Planning
The WRRT algorithm is effective, but future research can explore other ways

of using RRTs in UAV path planning. For example, we must work to integrate the
UAV and UGV better in the urban tracking scenario. Our solution to the UAV
path planning problem showed how to maneuver through a city and avoid buildings.
However, if we want the UAV to track a target instead of just fly through a city, we
will have to adjust the path planning algorithm. RRT concepts can still be used, but
we may have to modify the metric for growing the RRT, since it is currently designed
just to explore the entire space, and is not trying to pass over certain locations or
handle any timing issues. If the UAV is tracking a target, it might be desirable to have
more control over timing and the growth of the RRT. This may be an interesting area
for future research. In addition, future research could focus on using Dubins paths
instead of waypoint paths. The work briefly mentioned in Section 3.4.4 was never
completed because we could not find an effective way to choose a nearest neighbor.
Determining the full Dubins path for all possible choices was computationally intense.
If an effective Dubins nearest neighbor algorithm is applied, using Dubins paths could
become effective for path planning, since WRRT algorithm could be used without
having to perform the additional collision testing that results from using waypoint
paths. It would also be valuable to try to combine RRT planning methods with some
other known path planning and optimization methods in order to take advantage of
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their relative strengths. For example, the WRRT algorithm could produce an initial
path but then a genetic algorithm could provide small improvements of that path.
5.2.2

UGV Path Planning
As mentioned in Section 5.1.2, the UGV path planning algorithm presented in

this thesis is not the only possible method for planning a path to a future distribution
of target states. This thesis provides a first attempt at solving this problem. Future
research can focus on identifying if other algorithms may work better, and that research can hopefully build off of these results. In this thesis, all path lengths were
assumed to be known and constant. Much research has gone into planning paths in
uncertain or time-varying environments, and some of that research could certainly be
applied to this problem. For example, algorithms have been developed to plan paths
based on variable traffic data, and that could easily be integrated into this solution.
We could potentially have a system with a UAV flying above and measuring traffic
data, and a UGV on the ground using that traffic data to modify its path. This
would be one interesting direction for future research. Perhaps the most important
future research question deals with how to obtain a good estimate of the target motion model. We saw that when the UGV has full knowledge of the motion model,
it achieves much better results than if it is just making blind guesses. We feel that
with an adequate estimate of target motion, the tracking results will be better than
they will if target motion is ignored completely. Such a problem would likely involve
determining a couple parameters that had to be estimated, then observing the target’s decisions to update the estimate. We cannot assume that the target’s decision
making process will always be known, and we must have an algorithm to estimate
it effectively if we are to take advantage of the path planning methods developed in
this thesis.
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Appendix A
Math Review
A.1

Graph Theory
Graph theory plays an important role in this thesis. We provide a basic review

of some of the fundamental definitions used in graph theory. Many sources use slightly
different terminology [23, 27], but we specify the terminology that is used in this thesis.
A graph G = (N, E) is a structure consisting of finite sets N and E. The
elements of N are called nodes, and the elements of E are called edges. An edge e is
a set containing two nodes n1 , n2 ∈ N , with e = {n1 , n2 }. In a simple graph, every
edge joins a distinct pair of nodes, and an edge cannot join a node to itself. A path
(or route) in a simple graph is a sequence of nodes p = (n1 , . . . , nl ), with ni ∈ N for
i = 1, . . . , l, and ei = {ni , ni+1 } ∈ E for i = 1, . . . , l − 1. p is a path from start node
n1 to end node nl .
A directed graph (or digraph) Gd = (N, A) is a structure consisting of finite
sets N and A. N is a set of nodes, while A is a set of directed edges (or arcs). A
directed edge is similar to an edge, except that it is an ordered pair of nodes. Each
directed edge a is an ordered pair (n1 , n2 ) with n1 , n2 ∈ N . There is a map from
directed edges back to nodes, defined as follows: δ1 (a) = n1 and δ2 (a) = n2 . In
a simple directed graph, every edge joins a distinct ordered pair of nodes, and an
edge cannot join a node to itself. However, there could potentially be directed edges
a1 = (n1 , n2 ) and a2 = (n2 , n1 ) in the same graph. A directed path (or directed route)
in a simple directed graph is a sequence of nodes pd = (n1 , . . . , nl ), with ni ∈ N for
i = 1, . . . , l, and ai = (ni , ni+1 ) ∈ A for i = 1, . . . , l − 1. pd is a directed path from
start node n1 to end node nl .
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The path planning algorithms described in this thesis use directed graphs and
the associated terminology. However, we avoid the frequent repetition of the word
directed whenever the meaning is clear from the context (e.g., edge instead of directed
edge).
A.2

Markov Chains
Markov chains are also used in this thesis, and a brief review is provided. Most

sources use different terminology [28, 29, 30], so we will specify the terminology that
we have adopted.
A Markov chain is an example of a discrete-time random process where previous outcomes affect future results. Specifically, a Markov chain is a process X =
{X1 , X2 , . . .} that satisfies the Markov property, which says that the past and future states are conditionally independent given the current state. This property is
expressed as
P [Xn+1 = xn+1 |Xn = xn ] =
P [Xn+1 = xn+1 |Xn = xn , Xn−1 = xn−1 , . . . , X1 = x1 ].

(A.1)

We form a set S containing all possible values of Xi and call this set the state space
of the Markov chain. We also define a Markov chain of order m as
P [Xn+1 = xn+1 |Xn = xn , Xn−1 = xn−1 , . . . , Xn−m+1 = xn−m+1 ] =
P [Xn+1 = xn+1 |Xn = xn , Xn−1 = xn−1 , . . . , X1 = x1 ].

(A.2)

From any Markov chain of order m, we can create a 1st-order Markov chain by defining
a random process Y , where Yn = (Xn , Xn−1 , . . . , Xn−m+1 ). Y satisfies the Markov
property and has a state space S m .
In this thesis, we assume that the random processes are stationary and that
the state space is finite. With these assumptions, we introduce some additional
mathematics that are useful in dealing with Markov chains. We define a transition
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probability pi,j , which determines the probability of moving from state i to state j
(i, j ∈ S) in one time step. This transition probability is defined
pi,j = P [Xn+1 = j|Xn = i],

(A.3)

and is a constant for all n due to the stationarity of the random process. Since the
state space is finite, we create a transition matrix P , composed of the individual
transition probabilities as follows:




p
p1,2 · · ·
 1,1

 p2,1 p2,2 · · ·
P =
 ..
 .

pm,1 pm,2 · · ·

p1,m
p2,m
..
.




,




pm,m

where m = |S|. P is a stochastic matrix, meaning that each element is nonnegative
P
and that each row sum is equal to 1:
j pi,j = 1. The row vector pi corresponding
to row i in P determines the probabilities of moving from state i to all other states
in S in one step. Using the transition matrix P , we can also find the probability of
(n)

moving from state i to state j in n steps pi,j :
(n)

pi,j =

X

(l) (n−l)

pi,k pk,j

= [P n ]i,j ,

k∈S

where [P n ]i,j denotes the entry in the ith row and jth column of P n .
We also define a state vector an = [an,1 , an,2 , . . . , an,m ], where n is the current
time step and an,i denotes the proportion in state i during time step n. Let a0 denote
the initial state. We can use matrix operations to determine future states:
a1 = a0 P,
a2 = a1 P = a0 P 2 ,
..
.
an+1 = an P = a0 P n+1 .
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