The present work is the continuation of an earlier study which reviewed the literature on relevance feedback genetic techniques that follow the vector space model (the model that is most commonly used in this type of application), and implemented them so that they could be compared with each other as well as with one of the best traditional methods of relevance feedback--the Ide dec-hi method. We here carry out the comparisons on more test collections (Cranfield, CISI, Medline, and NPL), using the residual collection method for their evaluation as is recommended in this type of technique. We also add some fitness functions of our own design.
Introduction
In recent years, there have appeared numerous applications of ''genetic algorithms'' (GAs) to information retrieval (Belew, 1989; Chen, 1995; Chen, Chung, & Ramsey, 1998; Chen & Iyer, 1998; Cord o on, Moya, & Zarco, 2000 Gordon, 1988a Gordon, ,b, 1991 Horng & Yeh, 2000; Kraft, Petry, Buckles, & Sadasivan, 1994 L o opez-Pujalte, 2000 ; L o opez-Pujalte, Guerrero Bote, & Moya Aneg o on, 2002a,b; Mart ı ın-Bautista, 2000; Mart ı ın-Bautista, Vila, & Larsen, 1999; Raghavan & Agarwal, 1987; Raghavan & Birchard, 1979; Robertson & Willett, 1994 , 1996 Sanchez, 1994; Sanchez, Miyano, & Brachet, 1995; Sanchez & Pierre, 1994; Smith & Smith, 1997; Vrajitoru, 1997 Vrajitoru, , 1998 Yang & Korfhage, 1992 , 1993 , 1994 . Most of these applications refer to ''relevance feedback'', as is indicated in a review of the topic (Cord o on, Moya, & Zarco, 1999) .
The technique of relevance feedback is one of the most popular methods of query optimization. It consists basically in using information supplied by the user after he or she has seen a first retrieval by the system. Several studies have shown the effectiveness of the technique, which yields major improvements with respect to the original query (Salton & Buckley, 1990) , so that today any information retrieval system worthy of the name has to incorporate a module that implements it.
The especial suitability of GAs to the exploration of very large dimensional vector spaces has led to their being progressively incorporated into Artificial Intelligence techniques applied to information science in general, and to information retrieval in particular, since the document spaces deriving from the application of the vector model are real spaces of very large dimensions. The algorithms lend themselves naturally to the search for improved solutions. They have also found a natural application to relevance feedback, since GAs had already been used to solve problems in which there was feedback from the environment. For instance, they had been used to fit the parameters of simulations of oil deposits, market analysis, classification, etc. (Glover, 1987; Goldberg, 1989; Grefenstette, 1986 Grefenstette, , 1987 Hilliard & Liepins, 1987; Robertson, 1987) .
It is not surprising therefore that there have recently appeared many applications of GAs to relevance feedback. Most use the vector space model, which also seems to be one of the most widely used models in general (Baeza-Yates & Ribeiro-Neto, 1999) . These applications implement learning of the terms and/or weights of the queries. There has been, however, no comparison of the results of the different experiments in isolation with any traditional relevance feedback algorithm.
The input to GAs (Goldberg, 1989; Holland, 1992 ) is a population of individuals called chromosomes, which represent the possible solutions to the problem. These are either generated at random or, if one has some knowledge of the problem, this knowledge can be used to create part of the initial set of potential solutions (Michalewicz, 1995) . These individuals change (evolve) over successive iterations called generations, via processes of selection, crossover, and mutation. The iterations end when the system no longer improves or when a pre-set maximum number of generations has been reached. The output of the GA will be the best individual of the end population, or a combination of the best chromosomes.
For each problem to solve, one has to provide a fitness function f. Its choice is crucial for the proper functioning of the algorithm. Given a chromosome, the fitness function must return a numeric value that represents its utility. This score will be used in the process of selection of the parents, so that the fittest individuals will have a greater chance of being selected.
An application of GAs to relevance feedback may start from a set of possible solutions (the queries) which the algorithm causes to evolve with the aim of optimizing the solution. To guide the evolution of the possible solutions, one has to design fitness functions that evaluate the goodness of each solution on the basis of feedback from the user.
In previous studies that we have made to evaluate the different GAs applied to relevance feedback, applying them experimentally to the Cranfield collection (L o opez-Pujalte et al., 2002a,b) , we found that the design of the fitness function was fundamental for the GA to optimally modify the query. Indeed, it was in these functions that the different works in the literature most varied from one to another.
The intention of the present work is to bring the said studies together and amplify them to include experiments with other data collections, and thereby gain an exhaustive view of relevance feedback using genetic techniques. To this end, we used the GA that presented the best performance, running it with the different published fitness functions in the vector space model which, as we noted above, is the most commonly used model in this type of application. We applied it to four well-known test collections (Cranfield, CISI, Medline, and NPL). This allows us to generalize our earlier results and conclusions. We employed the residual collection method as evaluation, as recommended for this type of technique (Harman, 1992) , and lastly compared the results with the classical Ide dec-hi feedback method, which was the method that gave the best results in the study of Salton and Buckley on the subject (1990).
Antecedents
We must make a special note of the work on the topic by Salton and Buckley (1990) . This examines six traditionally used relevance feedback methods, and is still taken as the yardstick for investigations of the present type (Drucker, Shahrary, & Gibbon, 2002) . We have taken this work as the model for our experiments, and we also compared the behaviour of all our GAs with the method that Salton and Buckley found to give the best results--the Ide dec-hi method (Ide, 1971) .
The Ide dec-hi method is very simple, but nevertheless very effective. It consists in adding directly to the weights of the original query those of all the relevant documents of the set of documents provided for feedback, and subtracting from them those of the first irrelevant document obtained in the retrieval that belongs to the said set.
Formally, the query vector is reformulated as follows:
where Q is the vector of the original query, D i is the vector of the relevant document i, S is the vector of the first irrelevant document of the ranking. With respect to works applying genetic techniques to relevance feedback in the literature (covering the period 1994-2002), most of them use the vector space model, and perform a process of learning terms and/or weights, according to the case at hand.
For obvious reasons, we cannot here give an exhaustive description of the different applications of GAs to relevance feedback. We shall only note that most of them use a very similar and basic GA, with the main difference between one and another method lying in the fitness function that is used. Hence we shall briefly comment on these different functions, which we shall later implement in an optimal feedback GA found previously (L o opez-Pujalte, 2000) , and which we shall describe in Section 3. Yang and Korfhage (1994) propose a GA that optimizes the weights of a query by means of relevance feedback. To calculate each individualÕs fitness, they compare each query with the collectionÕs documents using the Euclidean distance, retrieving those documents whose distance is less than a certain threshold. The fitness is obtained with the following expression:
where Rr is the number of documents retrieved that belong to the standard set of relevant documents provided by the collection, Rn is the number of retrieved documents that do not belong to the standard set of relevant documents, and Nr is the number of relevant documents that were not retrieved.
From this work we obtained our functions fitness 1 and fitness 2, where the latter is similar to fitness 1, but, instead of calculating a threshold for the retrieval, a cut-off is set for the number of documents (the first 10 documents are considered) in order to compare results with other functions that use a cut-off instead of a threshold.
ChenÕs group (Chen, 1995; Chen & Iyer, 1998 ) use a GA to learn the terms of a query that best represent a user-supplied set of documents (they call this process ''inductive query by example''). They follow with an intelligent agent that uses this algorithm to implement the feedback module. The fitness function used by their GA consists in determining for each chromosome (possible query) the Jaccard index with the rest of the populationÕs chromosomes. They then obtain the mean value of these similarities (our functions fitness 3, fitness 4, and fitness 5, with the last two being practically the same as the first but using the inner product and the cosine, respectively). Robertson and Willett (1996) implement a GA that uses relevance feedback in learning the weights of the terms of a query. To calculate an individualÕs fitness they first determine the inner product of each query of the collection with each document of the database. They then retrieve a fixed number of documents, and finally calculate the recall of the retrieval. From their fitness function we will implement our functions fitness 6 and fitness 7, with the latter being a variant of fitness 6 using a cosine similarity measure instead of the inner product.
Mart ı ın-Bautista and co-workers (Mart ı ın-Bautista, 2000; Mart ı ın-Bautista et al., 1999) present an intelligent agent (GIRAF, genetic information retrieval agent filter) which can work off-line, filtering documents retrieved from Internet. It is based on a GA with fuzzy genes which carry out the adaptive learning of the userÕs requirements. Although these studies do not use the vector space model, in the second of them the author performs, as well as an experiment with a fuzzy representation, another experiment with a real representation, using for the fitness function the following combination of the classical measures of precision and recall:
since it seems reasonable that precision should be more important than recall (in the trials the value of is set to 0.4). This gives us our function fitness 8.
A most innovative work from the perspective of the fitness function is that of Horng and Yeh (2000) . They use a GA to readjust the weights associated with the terms of a query in order to obtain the optimum or near-optimum query vector. The fitness function is very interesting. As well as the number of relevant and of irrelevant documents retrieved, the fitness function takes the order in which they appear into account, since it is not the same whether the relevant documents are given at the top or at the bottom of the list of retrieved documents.
Hence, it is not necessary to set a threshold that determines whether or not a document is to be retrieved. The authors consider that this characteristic is very important since they argue that the value of such a threshold affects the behaviour of the retrieval: if the value is too low, many irrelevant documents may be retrieved, and if it is too high, too few documents may be retrieved.
Their function (Chang & Hsu, 1999; Kwok, 1997 ) is constructed as follows: One calculates the similarity of the query vector with all the documents using the inner product, ranks the documents in order of decreasing similarity, and finally calculates the fitness of the chromosome with the following expression:
where jDj is the total number of retrieved documents, and rðdÞ is a function giving the relevance of document d, being unity if the document is relevant, and zero otherwise. This will be our function fitness 9. Finally, in L o opez-Pujalte et al. (2002b), we worked with two fitness functions also based on the order of appearance of the documents. For the first of the functions (which will be our fitness 10), we use an additional parameter A which determines the value of the factors used in the function. The function also performs a comparison of the indicated chromosome and the feedback documents, using the cosine as similarity measure. After ranking the documents by relevance, we make a cumulative calculation for all the retrieved documents in the following form:
where pos is the position of the document under consideration, num the total number of documents retrieved, and rðdÞ a function returning the relevance of document d, being þ1 if the document is relevant, and À1 otherwise. The contribution will therefore be positive for a relevant document and negative for an irrelevant document. The optimal value of the parameter A was fixed by experiment to 2.0. The accumulated total result is finally multiplied by the recall of the retrieval to give the chromosomeÕs fitness.
One sees that, like other order-based fitness functions, this function needs neither a threshold nor a fixed cut-off of the number of documents. Instead it considers all the documents that have been retrieved, i.e., with similarity greater than zero.
The second of our functions (fitness 11) consists basically of finding the mean precision in nine recall intervals (0:1; 0:2; . . . ; 0:9), including an interpolation procedure to remove ambiguities.
First, the cosine method is used to calculate the similarity between the indicated chromosome and the feedback documents. The documents are then ranked into decreasing degree of similarity, and the mean precision is calculated in the nine recall intervals basically by assigning as the precision of an interval the highest precision of all the recall points that rank above it to the right. This mean precision is the fitness value of the given chromosome.
The genetic algorithm
As we mentioned above, in the present work we use a GA implemented for relevance feedback and optimized in earlier work (L o opez-Pujalte, 2000) in which we experimented with the alternatives or improvements to the classical model taken from the literature and some of our own design (L o opez-Pujalte et al., 2002a) . In the following, we shall give some details of the characteristics of the GA that gave the best performance, and on which we shall implement each of the fitness functions defined in the previous section. These functions will guide the algorithm in its search process.
Representation of the chromosomes
The vectors corresponding to the documents provided as feedback are subjected to a conversion process such as that used by Chen (1995) to transform them into the chromosomes that our GA will work with. These chromosomes use a real representation, and will have the same number of genes (components) as the query and the feedback documents have terms with non-zero weights. First, the set of terms contained in those documents and the query is calculated, and the size of the chromosomes will be equal to the number of terms of that set.
The population
Our GA receives an initial population consisting of the chromosomes corresponding to the relevant documents, the irrelevant documents, the latter with their terms negated (of course, in all cases we are referring to the feedback documents), and lastly to the supposedly optimized query. This is, therefore, a hybrid GA (Davis, 1991) .
Selection
As the selection mechanism, the GA uses ''simple random sampling'' (Goldberg, 1989; Holland, 1992) . This consists in constructing a roulette with the same number of slots as there are individuals in the population, and in which the size of each slot is directly related to the individualÕs fitness value. Hence, the best chromosomes will on average achieve more copies, and the worst fewer copies. Our GA also uses the '' e elitism'' strategy (De Jong, 1975) , as a complement to the selection mechanism. If, after generating the new population, the best chromosome of the preceding generation is by chance absent, the worst individual of the new population is withdrawn and replaced by that chromosome.
Genetic operators
Our algorithm uses the one-point crossover operator and random mutation (Goldberg, 1989; Holland, 1992; Michalewicz, 1995) . We also found that the GAÕs behaviour was improved by including a process of normalization of all the populationÕs chromosomes each time the genetic operators were applied to them (even though they came from already normalized documents).
Control parameters
All the control parameters were determined experimentally. We carried out numerous trials in order to obtain optimal values of these parameters. The values of the control parameters crossover probability p c and mutation probability p m with which we obtained the best results were markedly higher than those normally used, especially (p c ¼ 0:8 and p m ¼ 0:2), since this helps to maintain the populationÕs diversity and avoid premature convergence of the algorithm. We performed trials with 10, 20, 40, 80, 100, and 200 generations, and finally chose 20 since from then on the population showed no further improvement.
Solution
On termination, the GA returns as the solution the best chromosome found during the process, as well as the centroid of those chromosomes of the end population which have a fitness equal to the greatest value found in that generation. This second solution reflects the idea of not wasting potentially valuable information, since if there was more than one chromosome in the last generation with the maximum fitness, what criterion should one use to select one and reject the others? We therefore calculate the centroid, i.e., the vector (chromosome) whose components are the arithmetic means of the components of those vectors (chromosomes) whose fitness is equal to the maximum value found in the last generation. Formally, the centroid is calculated according to the following expression:
where t iR is the term i of the resulting chromosome, T is the total size of the population, f ðmaxÞ is a function which returns 1 if the fitness of the chromosome is equal to the maximum fitness of the population, and 0 otherwise, C ij is term i of chromosome j. We implemented and evaluated both solutions.
Experiment and evaluation
To perform the trial, it was first necessary to generate test databases. We created these from four of the best known test collections: the Cranfield collection (1398 documents on different aspects of aeronautical engineering, and 225 queries for which the relevance scores are known), the CISI collection (1460 documents on information science and 76 queries), Medline (1033 documents on medicine and 30 queries), and lastly the NPL collection (11,429 documents and 93 queries on electronic engineering).
One of the principal reasons for the choice of these collections was that they had been used elsewhere for feedback experiments, and were also used in the work of Salton and Buckley which we take as our benchmark with which to compare the results. Moreover, these four collections present very different characteristics (see Tables 1 and 2 ) in subject matter, record structure, size, mean lengths of documents and queries (expressed in number of terms), mean number of relevant documents per query, etc. Most of these characteristics have a major influence on the relevance feedback process, so that with these four collections we would have a diverse and fairly complete testbed.
Since relevance feedback is the technique that is the object of the present work, it was necessary to analyse the example queries that come with each collection, in order to select those which were suitable for testing that technique.
We initially set 15 as being the number of documents to implement the feedback, as was done in the experiments of Salton and Buckley (1990) . That is, for each query the first 15 documents retrieved were examined to determine their relevance, and this information is what was given to the algorithm as feedback.
Not all the queries in the collections were suitable to test the technique. Queries which retrieve all their relevant documents amongst the first 15 are not suitable since there are no documents left which are interesting to retrieve, and hence they are no use in measuring the results. Likewise, neither were queries that retrieved no relevant documents amongst these 15 suitable, since they can therefore provide no information for feedback.
Hence, we selected around 30 queries for each collection that gave at least three relevant documents amongst the first 15 retrieved, and lacked at least five relevant documents still not retrieved. The experimental trials were carried out on these subsets of each collectionÕs example queries (Table 2) .
Prior phase: document vectorization
Before continuing with the experiment, it was necessary to convert the documents and queries of each collection to the form of document vectors. Firstly, to determine the terms that we would 1. Extraction of all the words from each document. 2. Elimination of the stopwords from a stopword list generated with the frequency dictionary of Kucera and Francis (1967) . 3. Stemming the remaining words using the Porter Stemmer which is the most commonly used stemmer in English (Frakes & Baeza-Yates, 1992; Porter, 1980) .
After this procedure, the final number of terms was 4307 for the Cranfield collection (so that we would be working with 1398 document vectors of 4307 components), 5572 for the CISI collection (1460 5772-component vectors), 8886 for Medline (1033 8886-component vectors), and 7891 for NPL (11,429 7891-component vectors) . We have to note that there were memory problems with this last collection.
Having thus determined the terms that described all the documents of the collection, we next assigned the weights using the same scheme proposed by Salton and Buckley (1990) , in order to equiparate in so far as possible our experiment with theirs. The expression is:
where a ij is the weight assigned to the term t j in document D i , tf ij is the number of times that term t j appears in document D i , n j is the number of documents indexed by the term t j , and lastly N is the total number of documents in the database.
Lastly, we normalized the vectors, dividing them by their Euclidean norm, since according to the study of Noreault, McGill, and Koll (1981) , the best similarity measures are those which make angle comparisons between vectors.
We carried out a similar procedure with the collectionsÕ associated queries, thereby obtaining the normalized query vectors which will be the object of relevance feedback optimization.
Design of the experiment
The experimental scheme with which to implement relevance feedback using the different methods (the GAs and the Ide dec-hi method) is very simple (L o opez-Pujalte, 2000): -For each collection, each query is compared with all the documents, using the cosine similarity measure. This yields a list giving the similarities of each query with all the documents of the collection. -This list is ranked in decreasing order of degree of similarity.
-The normalized document vectors corresponding to the top 15 documents of the list (which will be those to use as feedback), with their relevance scores and the normalized query vector, are provided as input to the query optimization algorithm.
-The program also outputs a masking file which contains for each query all the documents that must not be considered in the evaluation process (these will be the first 15 which have been used in modifying the queries). This is the residual collection method, as used by Salton and Buckley (1990) .
Evaluation
We evaluated the results of the retrieval via the classical measures of recall and precision. The latter was calculated by interpolation at fixed recall intervals (Salton & McGill, 1983) , finding the average precision for three recall values (0.25, 0.5, and 0.75, representing low, medium, and high recall, respectively) as was done by Salton and Buckley (1990) in their study of feedback so as to be able to compare the different systems.
We also used the residual collection method (Chang, Cirillo, & Razon, 1971) , in which all the documents previously seen by the user (whether relevant or not) are removed from the collection, and both the initial and the modified query are evaluated on this residual collection, i.e., they are evaluated on the collection that results from taking all of the documents used as feedback out of the original collection. The idea is that the relevance feedback operation has to be judged on the basis of its performance in retrieving new documents as yet unexamined by the user. This is the standard relevance feedback evaluation method, since it provides a more realistic and impartial assessment (Baeza-Yates & Ribeiro-Neto, 1999; Harman, 1992; Salton & Buckley, 1990) . It has to be borne in mind however that this method maintains a correct difference between the initial execution and the executions with feedback at the cost of precision and recall. The results from this procedure cannot therefore be directly compared with those obtained by a classical method of evaluation that does not use the residual collection.
Results
In this section we shall present the results of the trials, classified according to test collection, and finally comment on the results overall. Before beginning, regarding the form of calculation of the solution employed by the GA, we noted above that there were two alternatives, reflected in the tables of results (Tables 3-6): -The ''best'' solution: this is the best chromosome found at any point in the process. -The ''centroid'' solution: this is the centroid of the chromosomes of the end population whose fitness value is the maximum value calculated for that population.
The tables of results give the mean precision calculated at fixed recall intervals as was described in the previous section for both the Ide dec-hi method and the different GAs in which case the table lists the means given by the two methods of obtaining the solution. The percentage improvement of each relevance feedback technique is calculated relative to the mean obtained for the queries without using feedback (our baseline), for both the Ide dec-hi method and the different GAs.
Results on the Cranfield collection
For the Cranfield collection (Table 3) , the results obtained by the GAs varied widely depending on which fitness function was used--from no improvement with the fitness functions introduced by ChenÕs group and their variants, to an improvement of 127% with one of the functions that we had designed, fitness function 11. One sees therefore that the relevance feedback technique which yields the best results is the genetic technique using fitness function 11, followed by another genetic technique using fitness function 9 designed by Horng and Yeh (2000) . Both functions take the order of appearance of the relevant documents into account.
One sees from Table 3 that in most cases the GA gives better results with the first method (the best chromosome), except for the GAs that use fitness functions 9 and 11 which give better results with the second method (the centroid).
The comparison with the traditional Ide dec-hi method showed that, on this collection, most of the GAs that were implemented matched the great improvement obtained by the traditional method (120.8%), and two of them, those which used functions 9 and 11, even surpassed that improvement (one of them by a further 7%). 
Results on the CISI collection
In the case of the CISI collection (Table 4) , the improvement obtained with feedback is far less than was obtained with the Cranfield collection (now around 10% for those methods which function positively with this technique, as against 120% for the Cranfield collection). This is because of the particular characteristics of the two collections, since one finds that the collections with short queries (Cranfield, for instance, with a mean length of its queries of 9.2 terms) tend to gain more in the feedback procedure than those collection which have large queries, such as in the present case (mean query length of 28.3 terms). This behaviour is also found with the traditional methods of relevance feedback (Salton & Buckley, 1990) .
Also, the GAs which have a poor behaviour in this collection are the same as in the Cranfield collection, but with a new one corresponding to fitness function 1. This had obtained an improvement of 50.7% with the Cranfield collection. It was introduced by Yang and Korfhage (1994) , who in that work only tested it on the Cranfield collection. The reason for the marked difference may be that the threshold is not appropriate for the CISI collection, since the same function implemented with a cut-off for the number of documents (fitness 2) instead of a threshold yielded good results.
Otherwise, there is a great degree of uniformity amongst the remaining GAs. The best are fitness 11 (as also with the Cranfield collection), and fitnesses 2, 6, and 8, all with improvements of around 11%. These are followed by fitness 9 with 10% improvement, and only fitness 10 gave a very small improvement (2.3%).
With respect to the two methods used to calculate the solution, most of the GAs gave better results with the first method (Table 4) , except the GA using fitness 9 which gave better results using the centroid of the chromosomes of the end population whose fitness value was the same as the maximum calculated for that population.
As we mentioned above, the characteristics of this collection led to the improvement being notably less than on the Cranfield collection. The same is the case with traditional techniques as with the GAs, since the Ide dec-hi method here only achieves an 11.5% improvement, the same as the GAs. Comparison of the two techniques (genetic and traditional) applied to this collection, only a third of the GAs that were implemented attained the improvement reached by the traditional method (although the others came fairly close).
Results on the Medline test collection
With the Medline test collection (Table 5) , the improvement obtained with relevance feedback was notable, being almost 60% in the methods using feedback, although this is nowhere near the values attained with this technique on the Cranfield collection. As we remarked above, the fact that this is also a collection with small query examples, although somewhat larger than those of the Cranfield collection (mean query length of 10.10 terms), may have had an influence.
There is still uniformity with respect to which GAs behave poorly and which well in the different collections. In this collection, however, all the GAs gave better results using the first method to generate the solution.
Lastly, we must note that, with this collection, the Ide dec-hi method gave a 59.5% improvement, and that, as was the case above with the CISI collection, a third of the GAs (exactly the same algorithms as with the previous collection) achieved this improvement.
Results on the NPL collection
The NPL collection was a case apart. It did not follow the patterns more or less established in the other collections. Indeed, this is a somewhat odd collection that has been earning itself a reputation in being a misfit in experiments where it has been used. Our case it seems was going to be no exception. It also behaved differently from the rest in the work of Salton and Buckley (1990) on traditional feedback techniques.
The reason is doubtless that the characteristics of this collection are substantially different from the rest of the collections (Salton & Buckley, 1988) : as well as the smallness of its documents and query examples (they are the smallest of all the collections, with mean lengths of 19.96 terms per document and 7.16 terms per query), the frequencies of the terms are especially low. Each term of a query appears only once, and the mean frequency of the terms in the documents is the lowest (1.21). Under these circumstances, the frequency-based weight of terms and the normalization operations are unable to properly fulfil their function.
It has also been conjectured that the NPL indexing terms were carefully chosen, and may in fact represent controlled terms rather than freely chosen natural language inputs (Salton & Buckley, 1990) . This is not the case with the other collections.
As we noted above, the memory problems with this collection were real headaches for us because of the enormous number of vectors of great size (11,429 7891-component document vectors). We therefore only made the pertinent adaptations and ran three of the GAs that had shown good behaviour with the rest of the collections. In no case did the improvement equal that obtained with the classical Ide dec-hi method.
The results on this collection are given in Table 6 . One sees that, of the GAs tested, the only one that approached the Ide dec-hi method improvement was that using fitness 11 of our own design.
With respect to the method followed to obtain the solution, the second (centroid) method was better for the GA using fitness 9, while the first was better for the GAs that used fitnesses 6 and 11.
With this collection, the best results were obtained with the Ide dec-hi method, the improvement being 15.4%.
Discussion of the results
In sum, we can conclude that the relevance feedback techniques improve the behaviour of an information retrieval system by percentages ranging from the 11.5% obtained on the CISI collection, to the 127% on the Cranfield collection, in a single iteration of the feedback process. The results depend firstly on the specific characteristics of the document collection being dealt with, and then, in the case of the GA-based techniques, on the fitness function used.
Of the four test collections tested, the best behaviour (with both the Ide dec-hi method and the genetic techniques) was the Cranfield, and indeed it was on this collection that the genetic method surpassed the improvement of the classical method by nearly 7%. Given the influence of the choice of fitness function on the performance of a GA, it has to be borne in mind that these results can surely be further improved, since one could continue experimenting to try to achieve a really optimal fitness function. Also, one could implement selection mechanisms, and mutation and crossover operators that are more sophisticated than those to be found in the literature as of now, and that would probably improve the performance of these algorithms.
Leaving aside the NPL collection, which, as we noted above, cannot be directly compared with the rest of the collections because of its idiosyncracies, the Cranfield test collection is followed in the improvements obtained with both the traditional and genetic methods by the Medline and the CISI test collections, in that order. This was also the finding of the work of Salton and Buckley (1990) with the traditional relevance feedback techniques.
Conclusions
The document spaces derived from application of the vector space model are spaces of large dimensions (in the present work, for example, for one of the test collections we have 11,429 vectors each of 7891 components). Since genetic algorithms have a proven efficacy in exploring large complex spaces, they may be expected to give good results in exploring document spaces. There would therefore seem to be a major field of application of GAs to information retrieval.
Furthermore, given the relative ease of implementation of relevance feedback (whether in genetic or more traditional methods) and the excellent results being achieved with it, any information retrieval system worthy of its name should today incorporate a feedback module.
It was in the fitness functions, which allow the goodness of each of the possible solutions to be evaluated, that the experiments that have been carried out on this topic most varied from one to another. The choice of fitness function is of prime importance for good improvements to be achieved, since we have seen that some functions can lead to success and others to utter failure in the exploration.
In the present work, we have tested the different functions present in the literature that have been applied within the vector space model, and two other fitness functions of our own design. To test the GAs and the different functions that were implemented, we used four different test collections. On the one hand, this meant that we did not ourselves establish the relevance judgments, and on the other that the variety of the collections gave results in different settings, with documents of diverse characteristics, and which are therefore more reliable and generalizable.
One can deduce from the results that these GAs allow one to obtain a considerable improvement of the original query in a single iteration (at times the improvement was found to be 127%). These results equal, or even in some cases surpass, the best of the classical methods used in relevance feedback--the Ide dec-hi method--according to the work of Salton and Buckley (1990) . The GA surpasses the classical method by almost 7%. While this improvement is small, it was nonetheless found to be statistically significant under both StudentÕs t-test and the sign test.
These improvements obtained with feedback depend firstly on the specific characteristics of the document collection being dealt with, and, in the case of GA-based techniques, on the fitness function that is used. It must be noted that there were no differences between the classical and the genetic methods of implementing the relevance feedback technique in their behaviour on the different collections. In both cases, the Cranfield test collection responded best, followed by Medline and CISI. The NPL collection was, as expected, a case apart--it did not follow the patterns established in the other collections.
Clearly, the characteristics of the collections have a determining influence on the feedback process. For instance, one of the influencing factors is the mean length of the queries, since the collections with short (often incomplete) queries tended to gain more than the collections with longer and more varied queries. Another factor seems to be the proportion of relevant documents that are retrieved amongst the documents that will make up the feedback (in our case, the first 15 documents). Hence, the collections with the greater percentages are those that respond better to relevance feedback, since, naturally, that feedback information will be more useful and valuable.
With respect to the fitness functions, one can also conclude that, of the functions tested, the best results were given by those that take into account not just which documents are retrieved, but also the order in which they are retrieved. That is, these are fitness functions which value not only that the possible solution retrieves many relevant documents and few irrelevant documents, but also whether the relevant documents are at the top or the bottom of the list.
The fitness function that gave the best results was one that we had designed. It simulates a retrieval process among the feedback documents, and calculates the mean precision in nine recall intervals from 0.1 to 0.9.
As immediate lines of further study, we are thinking of experimenting with modifications of the GA that include, above all, selection mechanisms and crossover operators that are more appropriate for a real representation, of course without leaving the line of investigating the design of fitness functions, since we believe that there is where a most important key to the performance of our GA lies.
