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SINGULAR SOLUTIONS TO YAMABE-TYPE SYSTEMS
WITH PRESCRIBED ASYMPTOTICS
RAYSSA CAJU, JOA˜O MARCOS DO O´, AND ALMIR SILVA SANTOS
Abstract. Our primary purpose is to study a class of strongly coupled
nonlinear elliptic systems with critical growth in a compact Riemannian
manifold with constant scalar curvature. Using a gluing technique
and perturbation arguments, we show the existence of singular solutions
asymptotic to a Fowler-type solution near the isolated singularity.
1. Introduction
Let (Mn, g) be an n-dimensional, compact, smooth, Riemannian manifold
without boundary and let p ∈ M be a fixed point. Our primary purpose in
this paper is to establish the existence of positive singular solutions for a class
of strongly coupled elliptic systems involving critical growth in the sense of the
Sobolev embedding in the inhomogeneous context of a compact Riemannian
manifold. Precisely, we look for positive singular solutions U = (u1, . . . , ud) :
M \ {p} → Rd to the following Yamabe-type system,
∆gui −
d∑
j=1
Aij(x)uj +
n(n− 2)
4
|U|
4
n−2ui = 0, i = 1, · · · , d, (S)
where ∆g is the Laplace Beltrami operator on M and |U|2 =
∑d
i=1 u
2
i is the
Euclidean norm of the map U . Here A is a smooth map from the manifold M
into the vector space of symmetric d× d real matrices Msd (R).
Critical vector-valued Schro¨dinger equations of the form (S) are weakly
coupled by the matrix A and strongly coupled by the GrossPitaevskii type
nonlinearity in (S). We say that U is a positive solution of (S) if each
coordinate ui is a positive function for i = 1, . . . , d. A smooth solution of
(S) in M\{p} is called singular if has a singularity at the point p in the sense
that lim supx→p |U(x)| =∞. In [5], it was proved that for any singular solution
of (S), we have lim supx→p ui(x) =∞ for i = 1, . . . , d.
System (S) for d = 1 corresponds to the classical Yamabe equation, if
A = n−2
4(n−1)
Rg, where Rg is the scalar curvature of M , which is related to the
conformal geometry of the manifold. Precisely, the Yamabe equation naturally
appears in the transformation law for the scalar curvature of two metrics in
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the same conformal class, and it was the first equation with a critical Sobolev
growth that was studied in the literature. Still on the same subject in celebrated
works [18, 19] J. Kazdan and F. Warner considered the problem
∆gu− a(x)u+ f(x)u
n+2
n−2 = 0, (1.1)
where a and f are arbitrary functions. Motivated by geometric applications
and its own mathematical interest, this type of equations have been extensively
investigated in the past few decades under several assumptions on the potential
a(x) and in the function f(x). See [15, 16, 37] and references therein.
The Yamabe-type system (S) was initially studied by the works of O. Druet
and E. Hebey [7] and O. Druet, E. Hebey and J. Ve´tois [8]. They proved
stability properties of nonnegative solutions of (S) on a compact manifold M ,
under the natural assumption that the potential is related with the geometric
threshold potential of the conformal Laplacian. Namely, let
An := A−
n− 2
4(n− 1)
RgId,
where Rg is the scalar curvature of the metric g and (Id)ij = δij is the identity
d×d matrix. In [7] the authors used the assumption that An should not possess
stable subspaces with an orthonormal basis consisting of isotropic nonnegative
vectors, while in [8] they assumed that An < 0 in the sense of bilinear forms.
A similar critical elliptic system in potential form was studied by E. Hebey in
[13].
In [14], E. Hebey studied nonsingular solution of system (S). Assuming some
additional conditions, he proved that there exists ε = ε(M, g, d) > 0 such that if
‖A‖ < ε, then the unique nonsingular solutions of system (S) are the constant
functions. Also he pointed out that, if (Sn, g0) is the unit sphere with scalar
curvature Rg0 = n(n − 1), by a result of B. Gidas and J. Spruck [11] (see also
[2]) we have
ε(Sn, g0, d) ≤
n− 2
4(n− 1)
Rg0
for all d, with equality when d = 1. In view of these works it seems very natural
to impose a condition on the decay of An close to the singularity. In fact, we
will consider the assumption
An = O(|x|
n−3
2 ) as x→ p. (H)
Solutions of the equation (1.1) that develop singularities in a certain subset
F ⊂ M of the manifold were extensively studied. It is well known that the
existence of such solutions is related with the size of the singular set F and the
sign of the scalar curvature. It turns out that the problem of finding singular
solutions with isolated singularities revealed more challenging than the other
cases. We refer the reader to the papers [3, 12, 21, 27, 31, 32, 35] and the
references contained therein.
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Since P.-L. Lions [26] raised the question of how far his results on the existence
of positive solutions of semilinear elliptic equations may be generalized to
systems of the type −∆ui = f(u1, . . . , um), this subject has become an active
research area in recent years. In [9], M. Garc´ıa-Huidobro et al. studied positive
radial solutions to the elliptic system{
−∆u = |v|p−1v
−∆v = |u|q−1u
(1.2)
in the punctured unit ball Ω∗ =
{
x ∈ RN : 0 < |x| < 1
}
with N ≥ 3, where
p and q are positive real numbers. They proved existence of solutions with
Dirichlet boundary condition to (1.2) using a Schauder fixed point argument,
when the exponents (p, q) lie on the open region enclosed by the critical
hyperbola.
Recently, motivated by the celebrated work due to L. A. Caffarelli, B. Gidas
and J. Spruck [4] and its geometric version studied by F. C. Marques in [29] and
J. Xiong, L. Zhang in [36], we have analysed qualitative properties of solutions
with isolated singularities for system (S) in [5]. For recent developments in the
study of qualitative properties of coupled elliptic systems we refer to the reader
the works of [10], [23], [6].
Mainly motivated by our first work [5], where we studied the asymptotic
behavior of local solutions for coupled critical elliptic systems near an isolated
singularity, it is natural to expect that the solutions of (S) are asymptotic to a
Fowler-type solution. To be more specific, let us first recall the issue of deriving
asymptotics for singular solutions to the following equation
∆u+
n(n− 2)
4
u
n+2
n−2 = 0. (1.3)
In [4], L. A. Caffarelli, B. Gidas and J. Spruck proved that any solution of
(1.3) in Rn\{0} with a nonremovable singularity is radial. These solutions are
known in the literature as Fowler or Delaunay-type solutions, and they are local
models to singular solutions of (1.3) in the punctured unit ball Bn1 (0)\{0} (see
also [21]). More precisely, if u is a positive solution of (1.3) in the punctured
unit ball then either u is regular or the origin is a nonremovable singularity of
u and there is a Fowler solution u0 such that
u(x) = (1 + o(1))u0(x) as x→ 0.
In this direction, we have proved that any singular solution of the limit system
∆ui +
n(n− 2)
4
|U|
4
n−2ui = 0 in R
n \ {0}, for i = 1, . . . , d. (1.4)
is radially symmetric, see [5, Theorem 1.2]. Moreover, we were able to obtain
that the unique C2 nonnegative singular solutions of the limit system (1.4)
are Fowler-type solutions, namely U = u0Λ where u0 is a Fowler solution and
Λ ∈ Sd−1+ = {x ∈ S
d−1 : xi ≥ 0}. Using this classification result we proved
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the Main Theorem of the work [5] which says that, under certain conditions
on the potential A, if 3 ≤ n ≤ 5, then every solution of the system (S) with
nonremovable isolated singularity is asymptotic to some Fowler-type solution.
Our main theorem generalizes the correspondent result of the third author
[35] on the scalar case. In this latter case, since the Yamabe equation always
has a solution in a closed Riemannian manifold (see [22]), then it was natural
to work with the metric with constant scalar curvature. This implies that the
Yamabe equation has a constant function as a solution. Since in the system
context, we do not have a trivial solution, we will assume that some Λ ∈ Sd−1+ is
a solution of the system (S). The technique that we will apply in this work is
known as gluing method. Usually, for this method to work it is necessary some
kind of non-degeneracy assumption to assure the invertibility of some operator.
In this paper, we will assume the following definition.
Definition 1.1. A metric g is nondegenerate at Λ ∈ Sd−1+ if the operator
Lg : C
2,α(M)d → C0,α(M)d, given by
Lig(U) = ∆gui −
d∑
j=1
Aijuj + n〈Λ,U〉Λi +
n(n− 2)
4
ui, (1.5)
is surjective for some α ∈ (0, 1). Here Lg = (L1g, . . . ,L
d
g) is the linearization of
the system (S), see Section 2.2, and Ck,α(M) is the Ho¨lder space on M .
Now we are ready to state our main result of this work.
Theorem 1.2. Let (M, g0) be a closed Riemannian manifold with dimension
n ≥ 3 with constant scalar curvature n(n− 1). Suppose that
(1) the metric is nondegenerate at some Λ ∈ Sd−1+ such that Λ is a trivial
solution of the system (S).
(2) the potential A satisfies the hypothese (H).
(3) for dimension n ≥ 6, the Weyl tensor vanishes up to order
[
n−6
2
]
.
Then there exists a constant ε0 > 0 and a one-parameter family of smooth
functions Vε = (v1ε, . . . , vdε) on M\{p} defined for all ε ∈ (0, ε0) such that each
Vε is a solution to the system (S) and is asymptotically to some Fowler-type
solution Uε,R,a = uε,R,aΛ around the singular point {p}. Besides, on compact
sets of M\{p} we have that Vε converges to Λ as ε→ 0.
The assumption for higher dimensions is expected, since in the scalar case [35]
the problem is completely solved without additional assumptions only when the
dimension is between 3 and 5. For higher dimensions it was necessary to assume
that the Weyl tensor vanishes to sufficiently high order at the singular point.
This condition comes up naturally due to theWeyl Vanishing Conjecture, which
is a geometric conjecture due to R. Schoen [34] for dimension greater than or
equal to 6. This conjecture was proved to be true for dimension 6 ≤ n ≤ 24
(see [20, 24, 25, 28]) and false for n ≥ 25 (see [30]). In the system case the
NONLINEAR ELLIPTIC SYSTEMS WITH CRITICAL EXPONENT 5
method works without any extra assumption on the metric only for dimension
3 ≤ n ≤ 5. For higher dimensions, we have the following result.
To prove Theorem 1.2 we will use a gluing method which consists basically of
three main steps. In the first one we deal with the problem locally, that is, in
a small punctured neighborhood around the point p. Thus, using a fixed point
argument and the hypotheses (H), we perturb it to obtain a family of solutions
with prescribed boundary. In order to do that we perform a conformal change
of the metric to obtain the right estimates that we need, see Section 4.1. In the
second step, since by hypotheses Λ is a trivial solution of the system (S), we
use it as an approximate solution to find a family of solution in the complement
of some neighborhood around the point p with prescribed boundary. Finally,
in the third step we use properties of the Fowler solution u0 and the estimates
obtained in the previous steps to show that we can find suitable parameters
such that the solutions in the neighborhood and in its complement coincides
up to order 1. Thus using elliptic regularity we conclude that the solution is
actually smooth.
This gluing technique is similar to that employed by many authors in the
literature, for instance, see the works [1, 3, 17, 31, 35] and the reference
contained therein. Up to our best knowledge, this is the first time that this
technique is applied to obtain existence of solution to a system on a manifold.
We expect that this technique can be applied to obtain existence result to other
classes of systems.
It is important to mention here that the linear analysis (Section 3) represents
the heart of our work. It is by using the right inverse obtained in the linear
analysis that we can perturb the approximate solution to an exact solution
through a fixed point argument. The linear program is divided in two parts,
the local analysis on the punctured geodesic ball and on the complement of the
geodesic ball. The first part (Section 3.1) consist in to find a right inverse to
the linearization of the operator in a punctured ball in Rn about a Fowler-type
solution, while the second part (Section 3.2) consist in to find a right inverse
to the linearization in the complement of a geodesic ball of the manifold. The
analysis in the first part is more delicate and we follow the ideas by R. Mazzeo
and F. Pacard [31] where a separation of variables technique were used. We
extended their result to the system context. For this reason we deal separately
with the space orthogonal to the constant and coordinates functions, where we
get coercivity and the solution to the system are guaranteed, and with the space
generated by these functions, where we get a solution by ODE theory. Finally
we obtain a uniform a priori estimate for these solutions to ensure that the
right inverse is bounded independently of the parameters.
We briefly describe the outline of the paper. For most of the paper we will
consider the case 3 ≤ n ≤ 5. In the Section 2 we review the main facts about the
Fowler-type solution, including the classification result about the limit system.
Then we define the operator and the functions spaces that we are going to work
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with. In Section 3 we analyzes the linearization of the operator. We find a right
inverse to the linearized operator in the punctured ball in Rn and also a right
inverse to the linearized operator about Λ in the complement of a geodesic ball.
Using the previous right inverse, in Section 4 we use a fixed point argument
to find a family of solution to the system (S) in a punctured geodesic ball and
in its complement in the manifold. In Section 5 we use the results obtained
in the previous sections to prove the main result of this paper for dimension
3 ≤ n ≤ 5. Finally, in the briefly Section 6 we finish our work explain how
modify the previous arguments to prove the Theorem 1.2 for high dimensions.
2. Preliminaries
2.1. Fowler-type solutions. The notable work of Caffarelli, Gidas and Spruck
[4] stated that the Delaunay or Fowler solutions are the suitable models to
arbitrary solutions of the singular Yamabe equation with isolated singularities.
Remember that a Fowler or Delaunay solution is a positive function satisfying
the equation
N (u) = ∆u+
n(n− 2)
4
u
n+2
n−2 = 0 in Rn \ {0}. (2.1)
with a nonremovable singularity at the origin.
In [31] it was proved that for each ε ∈ (0, ((n − 2)/n))(n−2)/4 there exists a
positive radial solution uε of (2.1) given by uε(x) = |x|
2−n
2 v(− log |x|), where
the function v is periodic and ε = min v(t). To see details about the Fowler
solutions and its properties we refer the reader to [21, 32, 35].
If R ∈ R+ and a ∈ Rn, there are some important variations of the Fowler
solutions that still solves the equation (2.1), possibly in a small punctured ball,
given by
uε,R,a(x) := |x− a|x|
2|
2−n
2 vε(−2 log x+ log |x− a|x|
2|+ logR). (2.2)
If a = 0 we denote simply as uε,R and if R = 1 by uε. In the next result we
will summarize some properties of (2.2) that we will be useful throughout this
work.
Proposition 2.1. [31, 35] Given uε,R,a as in (2.2) we have the following
(1) For x ∈ Rn with |x| ≤ 1, we have
uε,R(x) =
ε
2
(
R
2−n
2 +R
n−2
2 |x|2−n
)
+O′′(R
n+2
2 ε
n+2
n−2 |x|−n),
|x|∂ruε,R(x) =
2− n
2
εR
n−2
2 |x|2−n +O′(R
n+2
2 ε
n+2
n−2 |x|−n)
and
|x|2∂2ruε,R(x) =
(n− 2)2
2
εR
n−2
2 |x|2−n +O(R
n+2
2 ε
n+2
n−2 |x|−n).
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(2) There exists a constant r0 ∈ (0, 1), such that for x, a ∈ Rn with |x| ≤ 1,
|a||x| < r0, we have
uε,R,a(x) = uε,R(x) + ((n− 2)uε,R(x) + |x|∂ruε,R(x))a · x+O
′′(|a|2|x|
6−n
2 ).
Besides if R ≤ |x|, we have
uε,R,a(x) = uε,R(x) + ((n− 2)uε,R(x) + |x|∂ruε,R(x))a · x
+ O′′(|a|2εR
2−n
2 |x|2).
Similarly to the results obtained by Caffarelli, Gidas and Spruck in [4], in [5]
we studied the solutions of the following system
∆ui +
n(n− 2)
4
|U|
4
n−2ui = 0 in R
n \ {0}. (2.3)
Positive solutions of this problem with a nonremovable singularity at the origin,
meaning that lim
x→0
|U(x)| = +∞, are called Fowler-type solutions.
We proved in [5] that positive solutions of (2.3) are radially symmetric.
Moreover, we obtained a fully characterization of the singular solutions of (2.3)
in terms of the Fowler solutions described initially.
Theorem 2.2. [5, Theorem 1.2] Let U ∈ C2(Rn\{0}) be a nonnegative singular
solution of (2.3). Then there exists Λ ∈ Sd−1+ = {x ∈ S
d−1 : xi ≥ 0} and a
Fowler solution uε such that U = uεΛ.
In light of the aforementioned strategy for the singular Yamabe problem and
with this recent classification result it is natural then seek solutions to (S), that
are asymptotic to Uε,R,a = uε,R,aΛ, where uε,R,a is given by (2.2).
2.2. The operator. Let (Mn, g) be a compact Riemannian manifold and let
p ∈M be a fixed point. In order to find a positive singular solution to the system
(S) in M\{p}, define the quasilinear map Hg(U) = (H1g (U), . . . , H
d
g (U)), where
U = (u1, . . . , ud), with components given by
H ig(U) = ∆gui −
d∑
j=1
Aijuj +
n(n− 2)
4
|U|
4
n−2ui.
Using that the Conformal Laplacian Lg = ∆g −
n−2
4(n−1)
Rg obeys the following
relation concerning conformal changes of the metric,
L
v
4
n−2 g
(u) = v−
n+2
n−2Lg(vu),
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we obtain that
H i
v
4
n−2 g
(U) = v−
n+2
n−2
(
Lg(vui) +
n(n− 2)
4
|vU|
4
n−2 vui
−v
4
n−2
∑
j
(
Aij −
n− 2
4(n− 1)
R
v
4
n−2 g
δij
)
vui
)
.
(2.4)
Although a Fowler-type solution U0 = u0Λ is not a solution to the equation
Hg = 0, we will use it as a approximate solution. Here Λ ∈ S1+ is fixed. Thus,
we will seek a function U such that

Hg(U0 + U) = 0 in M\{p}
(U + U0)(x)→∞ as x→ p.
This is done by considering the linearization of the quasilinear map Hg about
U0 = u0Λ, which is defined by Lg(U) = (L1g(U), . . . ,L
d
g(U)) where
Lig(U) =
∂
∂t
∣∣∣∣
t=0
H ig(U0 + tU)
= ∆gui −
d∑
j=1
Aijuj + nu
4
n−2
0 〈Λ,U〉Λi +
n(n− 2)
4
u
4
n−2
0 ui,
(2.5)
where Λ = (Λ1, . . . ,Λd) ∈ S
d+1
+ . Expanding Hg about a Fowler-type solution
U0, we obtain
Hg(U0 + U) = Hg(U0) + Lg(U) +Q(U), (2.6)
where the nonlinear remainder term Q(U) = (Q1(U), . . . , Qd(U)) is given by
Qi(U) =
n(n− 2)
4
|U0 + U|
4
n−2 (u0Λi + ui)−
n(n− 2)
4
u
n+2
n−2
0 Λi
−nu
4
n−2
0 〈U ,Λ〉Λi −
n(n− 2)
4
u
4
n−2
0 ui
= n
ˆ 1
0
(
|U0 + tU|
8−2n
n−2 〈U0 + tU ,U〉(u0Λi + tui)− u
4
n−2
0 〈U ,Λ〉Λi
+
n(n− 2)
4
(
|U0 + tU|
4
n−2ui − u
4
n−2
0 ui
))
dt.
(2.7)
2.3. Function spaces. In this section we will quickly review some definitions
of weighted Ho¨lder spaces introduced by Mazzeo and Pacard in [31] and we will
fix some important notations. For details we also refer the reader to [35].
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We emphasize that the advantage of using weighted Ho¨lder spaces lies in the
fact that by choosing well the weight, it is possible to show that the linearized
operator has a right inverse when we consider some additional boundary
restrictions.
Definition 2.3. For each k ∈ N, r > 0, 0 < α < 1, σ ∈ (0, r/2) and
u ∈ Ck(Br(0)\{0}), set
‖u‖(k,α),[σ,2σ] := sup
|x|∈[σ,2σ]
(
k∑
j=0
σj|∇ju(x)|
)
+ σk+α sup
|x|,|y|∈[σ,2σ]
|∇ku(x)−∇ku(y)|
|x− y|α
.
Thus, for any µ ∈ R, the space Ck,αµ (Br(0)\{0}) is the collection of functions u
that are locally in Ck,α(Br(0)\{0}) and for which the following norm is finite,
‖u‖(k,α),µ,r := sup
0<σ≤ r
2
σ−µ‖u‖(k,α),[σ,2σ].
Definition 2.4. Let k ∈ N, α ∈ (0, 1) and r > 0. The space Ck,α(Sn−1r ) is the
collection of functions φ ∈ Ck(Sn−1r ) for which the norm
‖φ‖(k,α),r := ‖φ(r·)‖Ck,α(Sn−1).
is finite. Here Sn−1r := {x ∈ R
n; |x| = r}.
Next, consider a compact Riemannian manifold (M, g) and Ψ : Br1(0)→ M
some coordinate system onM centered at some point p ∈M , where Br1(0) ⊂ R
n
is the ball of radius r1 > 0 fixed. For 0 < r < s ≤ r1, defineMr := M\Ψ(Br(0))
and Ωr,s := Ψ(Ar,s), where Ar,s := {x ∈ Rn; r ≤ |x| ≤ s}.
Define the spaces Ck,αµ (Ωr,s) and C
k,α
µ (Mr) as the space of restriction of
elements of Ck,αloc (M\{p}) to Mr and Ωr,s, such that the norms
‖f‖Ck,αµ (Ωr,s) := sup
r≤σ≤ s
2
σ−µ‖f ◦Ψ‖(k,α),[σ,2σ]
and
‖h‖Ck,αµ (Mr) := ‖h‖Ck,α(M 1
2
r1
) + ‖h‖Ck,αµ (Ωr,r1 )
,
are finite, respectively.
Since we are working with systems, it will be necessary to consider the product
of these spaces. We will indicate the number of factors as a index separated by
a semicolon. For example
C2,αµ;l (Br(0)\{0}) = C
2,α
µ (Br(0)\{0})× · · · × C
2,α
µ (Br(0)\{0})︸ ︷︷ ︸
l−times
,
whose norm of an element U = (u1, ..., ul) ∈ C
2,α
µ;l (Br(0)\{0}) is given by
‖U‖(k,α),µ,r;l =
l∑
j=1
‖uj‖(k,α),µ,r.
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3. Linear Analysis
We consider the nonlinear operator (2.4) which we linearize to obtain (2.5).
Our main goal in this section is to find a right inverse of the linearization. First
we prove that the linearization of the equation (2.3) about a Fowler-type solution
has right inverse in the punctured ball in Rn. Then, we use the nondegeneracy
assumption (Definition 1.1) to find a right inverse of the linearization about Λ
in the complement of a ball in the manifold.
3.1. Analysis in the punctured ball in Rn. In this section we want to study
the linearization of the system (2.3) about a Fowler-type solution, which is given
by Lε,R,a(U) = (L
1
ε,R,a(U), . . . ,L
d
ε,R,a(U))), where
Liε,R,a(U) = ∆ui + nu
4
n−2
ε,R,a〈Λ,U〉Λi +
n(n− 2)
4
u
4
n−2
ε,R,aui,
for all i = 1, . . . , d, see (2.5). For simplicity we denote Lε,R,0 by Lε,R and when
R = 1, simply by Lε. Our goal in this section is to study the Dirichlet problem
in the punctured unit ball{
Lε,R(W) = f in B1(0)\{0}
W = 0 on ∂B1(0),
(3.1)
where W = (w1, . . . , wd), f = (f1, . . . , fd), Lε,R = (L1ε,R, . . . ,L
d
ε,R) and
Liε,R(W) = ∆wi + nu
4
n−2
ε,R 〈Λ,W〉Λi +
n(n− 2)
4
u
4
n−2
ε,R wi. (3.2)
Replacing f(x) by R−2f(x/R) and W(x) by W(x/R), (3.1) is equivalent to{
Lε(W) = f in B1/R(0)\{0}
W = 0 on ∂B1/R(0).
(3.3)
Due to the geometry of our domain, it is natural to approach our problem
by means of a classical separation of variables. To do that we consider the
spectral decomposition of the operator ∆Sn−1 . Let φk be the eigenfunction
of the Laplace-Beltrami operator on Sn−1, that is, φk satisfies the identitie
∆Sn−1φk + λkφk = 0, with k ∈ N. We recall that the spectrum of ∆Sn−1 is
given by {k(n − 2 + k); k ∈ N}. In particular, the first nonzero eigenvalue is
n − 1, with multiplicity n, whereas for j ≥ n + 1 we have λj ≥ 2n. Besides,
we consider the following eigenfunction decomposition of f = (f1, . . . , fd) and
W = (w1, . . . , wd)
wi(x) = |x|
2−n
2
∞∑
j=0
wij(− log |x|)φj(θ),
fi(x) = |x|
−n+2
2
∞∑
j=0
fij(− log |x|)φj(θ).
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Then Wj = (w1j, . . . , wdj) solves

Liε,j(Wj) :=
d2wij
dt2
−
(n− 2)2
4
wij − λjwij + nv
4
n−2
ε 〈Wj,Λ〉Λi
+
n(n− 2)
4
v
4
n−2
ε wij = fij
wij(logR) = 0,
where Liε,j is the restriction to the space generated by φj of the operator
Liε(W) =
d2wi
dt2
+∆Sn−1wi −
(n− 2)2
4
wi + nv
4
n−2
ε 〈W,Λ〉Λi +
n(n− 2)
4
v
4
n−2
ε wi,
(3.4)
which is the problem (3.3) transformed from Rn\{0} to R× Sn−1.
In the spirit of [31], it is convenient to treat separately the high frequencies,
λj ≥ 2n for j ≥ n+ 1, and the low frequencies, namely j = 0, . . . , n.
3.1.1. High frequencies: j ≥ n + 1. We consider the projection of W and f
along the high frequencies
wi(t, θ) =
∞∑
j=n+1
wij(t)φj(θ),
f i(t, θ) =
∞∑
j=n+1
fij(t)φj(θ).
We must solve {
Liε(W) = f i in (logR,+∞)× S
n−1,
wi(logR, θ) = 0,
(3.5)
where W = (w1, . . . , wd). To solve (3.5), first we study the following family of
Dirichlet boundary value problem indexed by the parameter T ∈ (logR,∞),{
Liε(WT ) = f i in (logR, T )× S
n−1,
wiT (logR, θ) = wiT (T, θ) = 0,
(3.6)
for i = 1, . . . , d. To find a solution of (3.6), we notice that the problem has
a variational structure. Indeed, it is easy to see that critical points of the
Euler-Lagrange functional
FT (W) =
ˆ T
logR
ˆ
Sn−1
(
|W˙|2 +
(n− 2)2
4
|W|2 + |∇Sn−1W|
2 − nv
4
n−2
ε 〈W,Λ〉2
−
n(n− 2)
4
v
4
n−2
ε |W|2 + 〈f,W〉
)
dtdθ,
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are weak solutions of (3.6). Since λj ≥ λn+1 = 2n and 0 < vǫ < 1, we estimate
FT (W) ≥
ˆ T
logR
ˆ
Sn−1
(
|W˙|2 +
n + 2
2
|W|2 + 〈f,W〉
)
dtdθ.
This implies that the functional FT is coercive on
H10(D
T
R)
⊥
;d :=
{
u = (u1, . . . , ud); ui ∈ H
1
0 (D
T
R),
ˆ
Sn−1
ui(·, θ)φj(θ)dθ = 0
for all j = 0, . . . , n and i = 1, . . . , d} ,
whereDTR = (logR, T )×S
n−1. Hence it is bounded from below. Furthermore, we
can check that the functional FT is weakly lower semicontinuous on H10 (D
T
R)
⊥
;d.
Thus, we infer the existence of a minimizer WT of FT , which provides a (weak)
solution of (3.6). The standard elliptic theory yields the expected regularity
issues for WT in terms of the regularity of f = (f 1, . . . , f d).
Before we prove the main result of this section let us prove the following
lemma.
Lemma 3.1. Consider a unit vector Λ = (Λ1, . . . ,Λd). For every η > 0, there
exists ε0 > 0 such that, for all j ≥ n + 1 and for all ε ∈ (0, ε0], every solution
W = (w1, . . . , wd) of the system
d2wi
dt2
−
(
(n− 2)2
4
+ λj −
n(n− 2)
4
v
4
n−2
ε
)
wi + n〈W,Λ〉Λiv
4
n−2
ε = 0, (3.7)
i=1,. . . ,d, either decays to zero faster than e−(((n+2)
2/4)−4η)1/2t at +∞
(respectively, e(((n+2)
2/4)−4η)1/2t at −∞) or blows up faster than e(((n+2)
2/4)−4η)1/2t
at +∞ (respectively, e−(((n+2)
2/4)−4η)1/2t at −∞).
Proof. Consider the equation
d2w
dt2
−
(
(n− 2)2
4
+ λj −
n(n + 2)
4
v
4
n−2
ε
)
w = 0. (3.8)
We know that the space of all solutions has dimension two. Moreover any
solution of (3.8) times the unit vector Λ is a solution of (3.7). Similarly, if we
consider the equation
d2w
dt2
−
(
(n− 2)2
4
+ λj −
n(n− 2)
4
v
4
n−2
ε
)
w = 0, (3.9)
we have that the dimension of the space of all solutions has dimension two and
any solution w of (3.9) times a unit vector Λ orthogonal to Λ is a solution of the
system (3.7). Since Λ and Λ are orthogonal vectors, the solutions constructed
above spam the space of all solutions to the system (3.7). Now, we note that
the Lemma 2 in [31] is still true if the ODE (3.8) is replaced by (3.9). From
this, the lemma follows. 
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To the next result let us define
‖f‖C0δ;d(DTR) := sup
(t,θ)∈DTR
eδt|f(t, θ)|, (3.10)
where DTR = (logR, T ) × S
n−1. Similarly we define ‖f‖C2δ;d(DTR). Now, let us
prove the main result of this section.
Proposition 3.2. LetWT ∈ C2δ;d(D
T
R) be a solution of (3.6) with f ∈ C
0
δ;d(D
T
R).
Then, for every δ ∈
(
−n+2
2
, n+2
2
)
, there exist constants ε0 = ε0(δ, n) > 0 and
C > 0, such that for every ε ∈ (0, ε0], R > 0 and T > logR we have
‖WT‖C0δ;d(DTR) ≤ C‖f‖C0δ;d(DTR). (3.11)
Proof. The argument is by contradiction. If (3.11) were not true, then there
would exist a sequence (Tk, εk, Rk, WTk , fk) such that
(1) εk → 0 as k → +∞.
(2) ‖f‖
C0δ;d(D
Tk
Rk
)
= 1.
(3) lim
k→∞
‖WTk‖C0δ;d(D
Tk
Rk
)
=∞.
(4) {
Liε(WTk) = f i in (logRk, Tk)× S
n−1,
wiTk(logRk, θ) = wiTk(Tk, θ) = 0,
Now choose tk ∈ (logRk, Tk) such that
Ak := sup
θ∈Sn−1
eδtk |WTk(tk, θ)| = ‖WTk‖C0δ;d(D
Tk
Rk
)
> 0
and define
Wk(t, θ) = A
−1
k e
δtkWTk(t+ tk, θ) and fk(t, θ) = A
−1
k e
δtkf(t + tk, θ),
for (t, θ) ∈ (logRk − tk, Tk − tk)× S
n−1. Then, by definition
sup
θ∈Sn−1
sup
logRk−tk≤t≤Tk−tk
eδt|Wk(t, θ)| = sup
θ∈Sn−1
|Wk(0, θ)| = 1, (3.12)
and
sup
(t,θ)∈(logRk−tk,Tk−tk)×Sn−1
eδt|fk(t, θ)| → 0 as k → +∞. (3.13)
In addition,
d2wik
dt2
−
(n− 2)2
4
wik +∆Sn−1wik+
+v
4
n−2
k (t+ tk)
(
n〈Wk,Λ〉Λi +
n(n− 2)
4
wik
)
= fik
(3.14)
on [logRk − tk, Tk − tk] × Sn−1, where Wk = (w1k, . . . , wdk) and fk =
(f1,k, . . . , fdk). Up to consider a subsequence, we can assume without loss of
generality that, as k → +∞, we have
logRk − tk → τ1 ∈ R
− ∪ {−∞} and Tk − tk → τ2 ∈ R
+ ∪ {+∞}.
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Suppose that logRk − tk → 0 as k → +∞. Since Wk(logRk − tk, θ) = 0
for every θ ∈ Sn−1 and (3.12) holds, then the quantities |∇Wk| would forced to
explode in a region of the type [logRk − tk, logRk − tk +1]× Sn−1 as k → +∞.
On the other hand, using (3.14) and assumptions onWk and fk we deduce that
there exists a positive constant C > 0 such that
|Wk|+ |∆(t,θ)Wk| ≤ Ce
δtk ,
for every k ∈ N, in the region [logRk − tk, logRk − tk + 2] × Sn−1. Hence, by
the classical Schauder estimates, the gradients are also bounded by the same
quantities in [logRk − tk, logRk − tk + 1] × Sn−1, which is a contradiction.
Therefore, τ1 6= 0. Similarly we prove that τ2 6= 0.
Now, it is well known that the C2-norms of the functions vk(t + tk) are
uniformly bounded, thus, using the Arzel-Ascoli Theorem, we deduce that there
exists a function v∞ such that vk(t + tk) converges to v∞(t) in C
1
loc(R), which
is also a Fowler solution. Now, using (3.12), (3.13) and the classical interior
Schauder estimates and applying the Arzel-Ascoli Theorem, we deduce that the
functions wik, which satisfies (3.14), converge to some wi∞ ∈ C1loc((τ1, τ2)×S
n−1),
which verifies the equation
d2wi∞
dt2
−
(n− 2)2
4
wi∞ +∆Sn−1wi∞ + v
4
n−2
∞
(
n〈W∞,Λ〉Λi +
n(n− 2)
4
wi∞
)
= 0
(3.15)
in the sense of distributions. HereW∞ = (w1∞, . . . , wd∞). If τi is a real number,
then the boundary condition becomesW∞(τi, θ) = 0, otherwise we use the decay
prescription
|W∞(t, θ)| ≤ e
−δt. (3.16)
It is important to point out that the condition (3.12) implies that
sup
θ∈Sn−1
|W∞(0, θ)| = 1. (3.17)
Thus W∞ is non trivial. Decompose each wi∞ as
wi∞(t, θ) =
∞∑
j=n+1
wij∞(t)φj(θ).
Thus, each wij∞ satisfies the equation
d2wij∞
dt2
−
(n− 2)2
4
wij∞ − λjwij∞ + v
4
n−2
∞
(
n〈Wj∞,Λ〉Λi +
n(n− 2)
4
wij∞
)
= 0,
(3.18)
where Wj∞ = (w1j∞, . . . , wdj∞). Let us proof that this is a contradiction.
Claim 1. If τ1 = −∞ (τ2 = +∞), then W∞ decays exponentially as t→ −∞
(respectively, t→ +∞).
We have to consider some cases. First consider the case 0 < v∞ < 1.
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Since δ < n+2
2
we can choose η > 0 such that δ2 <
(
n+2
2
)2
− 4η to get
|Wj∞(t, θ)| ≤ e
−δt < e
−
(
(n+22 )
2
−4η
)1/2
t
, for t < 0.
Thus, by Lemma 3.1, we find that for ε > 0 small enough, W∞ decays
exponentially as t goes to −∞. Similarly, if τ2 = +∞, we get that W∞ decays
exponentially as t→∞.
Now, if v∞ ≡ 0, then by (3.18) we get that
d2wij∞
dt2
−
(n− 2)2
4
wij∞ − λjwij∞ = 0. (3.19)
Thus, wij∞ = cje
±γjt, with γ2j =
(
n−2
2
)2
+ λj ≥
(
n+2
2
)2
. By (3.16) with δ < n+2
2
we conclude that wij∞ = cje
γjt for t < 0. Using that δ ≥ −n+2
2
we find that
wij∞ = cje
−γjt as t → +∞. Therefore, Wj∞ decays exponentially as t → −∞
and as t→ +∞.
Finally, suppose that v∞(t) = (cosh(t − t0))
2−n
2 . Since lim
t→±∞
v
4
n−2
∞ (t) = 0, we
deduce that
wij∞ ∼ e
±γjt as t→ ±∞.
Again, the decay imposed to W∞ implies that wij∞ decays exponentially as
t→ ±∞.
Now, we can multiply (3.18) by wij∞ and apply integration by parts. In fact,
if both τi, i = 1, 2, are finite, we just have to use the fact that W∞(τi, θ) = 0.
Otherwise, we use the Claim 1 to assure that there are no boundary terms.
Using that λ ≥ 2n and 0 < v∞ < 1 we obtain
0 =
ˆ τ2
τ1
(
|W˙j∞|
2 +
(n− 2)2
4
|Wj∞|
2 + λj|Wj∞|
2 − v
4
n−2
∞
(
n〈W∞,Λ〉
2
+
n(n− 2)
4
|Wj∞|
2
))
dt
≤
ˆ τ2
τ1
(
|W˙j∞|
2 +
n + 2
2
|Wj∞|
2
)
dt,
Therefore W∞ ≡ 0, which is a contradiction with (3.17) 
Estimates for the full Hlder norm follows by standard scaling arguments.
Thus, given f = (f1, . . . , f d) ∈ C
0,α
δ;d (DR), the solution WT of (3.6) which
verifies (3.11), belongs to C2,αδ,d (D
T
R). Moreover, for δ ∈
(
−n+2
2
, n+2
2
)
there exists
a constant ε0 > 0 such that for all ε ∈ (0, ε0] we have
‖WT‖C2,αδ;d (DTR)
≤ C‖f‖C0,αδ;d (DTR)
,
where C > 0 is a constant which does not depends on ε, R and T . Thus, letting
T → +∞ we obtain the existence of a solution W to (3.5) which verifies the
estimate
‖W‖C2,αδ;d (DR)
≤ C‖f‖C0,αδ;d (DR)
,
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To summarize the analysis for the high frequencies we introduce the notations
Ck,αµ;d (Br(0)\{0})
⊥ :=
{
u ∈ Ck,αµ;d (Br(0)\{0});
ˆ
Sn−1
ui(sθ)φj(θ)dθ = 0,
for all j ∈ {0, . . . , n}, s ∈ (0, r] and i ∈ {1, . . . , d}} .
and[
Ck,αµ;d (Br(0)\{0})
⊥
]
0
:=
{
u ∈ Ck,αµ;d (Br(0)\{0})
⊥; u(x) = 0 for all x with |x| = r
}
.
The previous analysis tell us that, for all µ ∈ (−n, 2), the operator
Lε,R :
[
C2,αµ;d (B1(0)\{0})
⊥
]
0
→ C0,αµ−2;d(B1(0)\{0})
⊥,
is an isomorphism with the inverse bounded independently of ε and R.
3.1.2. Low frequencies: j = 0, . . . , n. We start by considering the projection of
our original problem (3.3) along the eigenfunction φ0, obtaining{
Liε,0(W0) = fi0 in (logR,+∞)
wi0(logR) = 0,
where
Liε,0(W0) =
d2wi0
dt2
−
(n− 2)2
4
wi0 + v
4
n−2
ε
(
n〈W0,Λ〉Λi +
n(n− 2)
4
wi0
)
. (3.20)
In this case, the potential has the wrong sign. Then, we need to use a different
approach in order to provide existence. Following [31], we suppose that fi0 is
at least continuous and we extend it to the whole R. For any T > logR, we
consider the auxiliary backward Cauchy problem

Liε,0(W0) = fi0 in (−∞, T )
wi0(logR) = 0.
wi0(T ) = 0,
(3.21)
It is easy to see that there exists a unique solution W0T to (3.21). Next, we
define the spaces Ckδ;d(−∞, T ) similarly as in (3.10).
Proposition 3.3. Let WT0 ∈ C2δ;d(−∞, T ) be a solution of (3.21) with fi0 ∈
C0δ (−∞, T ). Then, for every δ >
n−2
2
, there exist constants ε0 > 0 and C > 0,
such that for every (0, ε0], R > 0, T > logR we have
‖WT0‖C0δ;d(logR,T ) ≤ C‖f0‖C0δ;d(logR,T ). (3.22)
Proof. The proof is by contradiction. If (3.22) does not hold, then it is possible
to find a sequence (εk, Rk, Tk,WTk0, f0k) such that
(1) εk → 0 as k → +∞.
(2) ‖f0‖C0δ;d(logRk,Tk) = 1.
(3) ‖WTk0‖C0δ;d(logRk ,Tk) → +∞ as k → +∞.
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(4) 

Liε,0(WTk0) = fik0 in (−∞, Tk)
wi0(Tk) = 0,
w˙i0(Tk) = 0.
Choose tk ∈ [logRk, Tk] such that
‖WTk0‖C0δ;d(logR,T ) = e
δtk |W0Tk(tk)| =: Ak.
Define Wk(t) := A
−1
k e
δtkWTk0(t + tk) and fk(t) := A
−1
k e
δtkf0(t + tk), for
t ∈ [logRk − tk, Tk − tk]. From these definitions it follows that

Liε,0(Wk) = fik in (logRk − tk, Tk − tk)
Wk(Tk − tk) = 0,
W˙k(Tk − tk) = 0,
sup
t∈[logRk−tk ,Tk−tk]
eδt|Wk(t)| = |Wk(0)| = 1 (3.23)
and
sup
t∈[logRk−tk ,Tk−tk ]
eδt|fk(t)| → 0 as k → +∞.
As in the proof of Proposition 3.2, up to a subsequence, we have logRk−tk →
τ1 ∈ [−∞, 0) and Tk − tk → τ2 ∈ (0,+∞]. Like before we get a function W∞
and a Fowler solution v∞ such that Wk → W∞, vεk(t + tk)→ v∞(t) and
d2wi∞
dt2
−
(n− 2)2
4
wi∞ + v
4
n−2
∞
(
n〈W∞,Λ〉Λi +
n(n− 2)
4
wi∞
)
= 0 (3.24)
in t ∈ (τ1, τ2). By (3.23) we get that W∞(0) = 1 and then W∞ is non trivial.
If τ2 < +∞, then the Cauchy data for the limit problem are given by
W∞(τ2) = W˙∞(τ2) = 0. This implies at once that W∞ ≡ 0.
Case 1. v∞ ≡ 0.
In this case, we have
d2wi∞
dt2
−
(n− 2)2
4
wi∞ = 0, (3.25)
which implies that wi∞(t) = cie
±n−2
2
t. But, the condition |W∞| ≤ e−δt and the
fact that δ > n−2
2
implies that wi∞ ≡ 0.
Case 2. v∞ > 0.
In this case we have lim
t→±∞
v∞(t) = 0. Thus, we get
W∞(t) ∼ e
±n−2
2
t.
Again, in the same way as in the Case 1 we get that W∞ ≡ 0.
In both case we have a contradiction. 
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Since the estimate (3.22) is independent of the parameter T > logR, we let
T → +∞ and we obtain a function W0 which verifies the identity
Liε,0(W0) = f0 in R
together with the estimate
‖W0‖C0γ;d(logR,+∞) ≤ C‖f0‖C0γ;d(logR,+∞),
where γ > n−2
2
and the positive constant C does not depend on ε and R.
Moreover, we notice that if f0 ∈ C
0,α
γ;d (logR,+∞) then W0 ∈ C
2,α
γ;d (logR,+∞)
and there exists a positive constant C, which does not depend on ε and R, such
that
‖W0‖C2,αγ;d (logR,+∞)
≤ C‖f0‖C0,αγ;d (logR,+∞)
,
for every ε ∈ (0, ε).
Now we are ready to treat the projection of (3.3) along the eigenfunction φj,
with j = 1, . . . , n {
Liε,j(Wj) = fi0 in (logR,+∞)
wji (logR) = 0.
(3.26)
Proceeding in the same manner as in the case j = 0, we are led to consider
the auxiliary backward Cauchy problem

Liε,j(W) = fij in (−∞, T )
W(T ) = 0
W˙(T ) = 0,
(3.27)
where, with the usual abuse of notations, fij denotes the extension to the whole
R of the former data. The Cauchy-Lipschitz Theorem guarantees the existence
of a solution WTj to (3.27) for every j = 1, . . . , n.
Proposition 3.4. Let WTj ∈ C2δ;d(logR, T ) be a solution of (3.27) with
fij ∈ C0δ (−∞, T ), for j = 1, . . . , n. Then, for every δ >
n
2
, there exist constants
ε0 > 0 and C > 0, such that for every (0, ε0], R > 0, T > logR we have
‖WTj‖C0δ;d(logR,T ) ≤ ‖fj‖C0δ;d(logR,T ). (3.28)
Proof. The proof of this proposition is identical to the one of Proposition 3.3.
The slightly diferent choice of the range of the weights is due to the fact that
for j = 1, . . . , n the eigenvalue λj is equal n − 1 whereas for j = 0 we had
λ0 = 0. 
Arguing as in the case j = 0, we let now T → +∞ and we get, for every
j = 1, . . . , n, a solution Wj to the equation Liε,R(Wj) = fij in R. Moreover, if
fj ∈ C
0,α
γ;d (logR,+∞) with γ >
n
2
, then Wj ∈ C
2,α
γ;d (logR,+∞) and
‖Wj‖C2,αγ;d (logR,+∞)
≤ C‖Wj‖C0,αγ;d (logR,+∞)
,
for some constant C > 0 independently of ε and R.
NONLINEAR ELLIPTIC SYSTEMS WITH CRITICAL EXPONENT 19
Note that there is no reason why the solutionsWj , for all j = 0, . . . , n, satisfy
the boundary condition at t = logR. But, as in [31], we can use the Jacobi fields,
which are solutions of the equation Lε(Φ) = 0, to get solutions W j(logR) = 0
and still satisfing the estimates in Propositions 3.3 and 3.4 (see [31] for more
details).
3.1.3. A right inverse. We can now collect all the results of the previous sections
to state the following proposition. Before, we define the projection pi′′r onto the
high frequencies space by the formula
pi′′r (ϕ)(rθ) =
∞∑
j=n+1
ϕj(r)φj(θ),
where
ϕ(rθ) =
∞∑
j=0
ϕj(r)φj(θ).
We often will write the functions spaces with a superscript symbol ⊥ to
indicate that pi′′r (φ) = φ for all function φ belongs to that space, for example
Ck,α(Sn−1r )
⊥ := {φ ∈ Ck,α(Sn−1r ); pir(φ) = φ}.
Proposition 3.5. Fix µ ∈ (1, 2). There exists an ε0 > 0 such that, for all
ε ∈ (0, ε0), there exists an operator
Gε,R,r : C
0,α
µ−2;d(Br(0)\{0})→ C
2,α
µ;d (Br(0)\{0}),
such that for each f ∈ C0,αµ−2;d(Br(0)\{0}), the function W = Gε,R,r(f) solves
the equation {
Lε,R(W) = f in Br(0)\{0}
pi′′r (W|∂B1(0)) = 0 on ∂Br(0),
and satisfies the bounded
‖f‖(0,α),µ−2;d ≤ C‖W‖(2,α),µ;d,
for some constant C > 0 which does not depends on ε and R. Moreover,
if f ∈ C0,αµ−2;d(Br(0)\{0})
⊥, then W ∈ C2,αµ;d (Br(0)\{0})
⊥ and we may take
µ ∈ (−n, 2).
In fact, we will work with the function uε,R,a, and so, we need to find an
inverse to Lε,R,a with norm bounded independently of ε, R, a and r. But this
is the content of the next corollary, whose proof is a perturbation argument.
Corollary 3.6. Let µ ∈ (1, 2), α ∈ (0, 1) and ε0 > 0 given by Proposition 3.5.
Then for all ε ∈ (0, ε0), R > 0, a ∈ Rn and 0 < r < 1 with |a|r ≤ r0 for some
r0 ∈ (0, 1) fixed, there is an operator
Gε,R,r,a : C
0,α
µ−2;d(Br(0)\{0})→ C
2,α
µ;d (Br(0)\{0})
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with norm bounded independently of ε, R, r and a, such that for each f ∈
C0,αµ−2;d(Br(0)\{0}), the function W := Gε,R,r,a(f) solves the system{
Lε,R,a(W) = f in Br(0)\{0}
pi′′r (W|Sn−1r ) = 0 on ∂Br(0)\{0}.
Proof. First, we notice that
(Liε,R,a − L
i
ε,R)(W) =
(
n〈Λ,W〉Λi +
n(n− 2)
4
wi
)
(u
4
n−2
ε,R,a − u
4
n−2
ε,R ).
Using this and the properties of the Fowler solution (see [31]) we obtain that
‖(Lε,R,a − Lε,R)W‖(0,α),µ−2,r;d ≤ cr|a|‖W‖(2,α),µ,r;d,
for some positive constant c > 0 which does not depend on ε, R, a and r. The
result follows by a perturbation argument. 
3.2. Analysis in Mr := M\Br(p). Since we are assuming that the metric g
is nondegerenate in the sense that Lg0 : C
2,α(M)d → C0,α(M)d is surjective
for some α ∈ (0, 1), see Definition 1.1, we can prove the following proposition.
But first, we remember from Lemma 13.23 in [17] that for ν ∈ (1 − n, 2 − n)
and 0 < 2r < s there exists an operator P : C0,αν−2(Ar,s) → C
2,α
ν (Ar,s), where
Ar,s = Bs(0)\Br(0) ⊂ Rn, such that

∆P (f) = f in Ar,s
w = 0 on ∂Bs(0)
w ∈ R on ∂Br(0)
, (3.29)
and
‖P (f)‖C2,αν (Ar,s) ≤ C‖f‖C0,αν−2(Ar,s)
.
Using this operator we can prove the following.
Proposition 3.7. Fix ν ∈ (1 − n, 2 − n). There exists r2 > 0 such that, for
all r ∈ (0, r2) we can define an operator Gr,g0 : C
0,α
ν−2;d(Mr) → C
2,α
ν;d (Mr), such
that, for all f ∈ C0,αν−2;d(Mr) the function w = Gr,g0(f) = (w1, . . . , wd) solves
Lg0(w) = f in Mr with wi ∈ R constant along ∂Br(p). In addition
‖Gr,g0(f)‖C2,αν;d (Mr)
≤ C‖f‖C0,αν;d (Mr)
where C > 0 does not depend on r.
Proof. Using a perturbation argument we can find an operator, still denoted by
P : C0,αν−2(Ar,r1)→ C
2,α
ν (Ar,r1) such that it solves a similar equation as in (3.29)
with the laplacian ∆ replaced by Lig0, see (2.5).
Let f = (f1, . . . , fd) ∈ C
0,α
ν−2;d(Mr) e define a function η ∈ C
2,α
ν;d (Mr) by
η := χ1(P (f1), . . . , P (fd)), where χ1 is a smooth, radial function equal to 1 in
Br1/2(p) and vanishing in Mr1 . Note that
‖η‖C2,αν;d (Mr)
≤ C‖f‖C0,αν−2;d(Mr)
, (3.30)
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for some positive constant C which does not depend on r and r1. Now, define
h := f − Lg0(η) and note that it is supported in Mr1/2. Thus we can consider
h ∈ C0,α(M) with h ≡ 0 in Br1/2(p). Therefore, using (3.30) we obtain
‖h‖C0,α
;d (M)
≤ Cr1‖f‖C0,αν−2;d(Mr)
,
with Cr1 > 0 independent of r.
Since g0 is nondegenerate, then Lg0 : C
2,α
;d (M) → C
0,α
;d (M) has a bounded
inverse. Thus, define η1 := χ2(Lg0)
−1(h), where χ2 is a smooth radial function
equal to 1 in M2r2 and vanishing in Br2(p) for some r2 ∈ (r, r1/4). By the
previous estimates we get that
‖η1‖C2,αν;d (Mr)
≤ C‖f‖C0,αν−2;d(Mr)
.
Now, define a map Fr : C
0,α
ν−2;d(Mr) → C
2,α
ν−2;d(Mr) as Fr(f) = η + η1. Now
the result follows by a perturbation argument.

4. Nonlinear Analysis
Now that we already have the right inverses, we will solve the system (S)
in the punctured geodesic ball and in its complement. We will do that using
a perturbation technique and a fixed point argument by using the expansion
(2.6) and the right inverses constructed in Corollary 3.6 and in Proposition 3.7.
In order to perform the gluing procedure in Section 5 the estimates obtained
in the interior analysis have to be compatible with the one obtained in the
exterior analysis. Also, we are dealing with a system and the approximate
solution in the interior analysis is the Fowler-type solution Uε,R,a = uε,R,aΛ,
which does not give us enough parameters to control the low frequency space
in each equation of the system in the gluing procedure. It turns out that the
parameter R ∈ R controls the constant functions space and a ∈ Rn controls the
coordinates functions space, but since the equation (S) has d equations we will
need distinct parameters to controls these spaces in each equation. To overcome
this difficult we need to use an auxiliary function h, see (4.3).
4.1. Interior Analysis. In this section we will use the hypothesis (H) to find
a family of solution to (S) on a punctured ball, with Dirichlet boundary data.
First, we recall from [17] and [35] that for any µ ≤ 2 and r, α ∈ (0, 1), give a
function φ ∈ C2,α(Sn−1r )
⊥ there exists a function vφ ∈ C2,αµ (Br(0)\{0})
⊥ such
that {
∆vφ = 0 in Br(0)\{0}
pi′′r (vφ|Sn−1r ) = φ on ∂Br(0)
(4.1)
and
‖vφ‖(2,α),µ,r ≤ Cr
−µ‖φ‖(2,α),r (4.2)
for some positive constant C > 0 which does not depend on r. This give us a
well known operator called Poisson operator which is well understood and has
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useful properties that allows us to match the boundary Cauchy data, in order
to successfully gluing the solutions that we will construct. See [17], [33] and
[35] for details.
Also, we define a function h as
h = χ(x)
(
1 + r20−n|x|4 −
4
5
r19−n|x|5 − r24−n +
4
5
r24−n
)
×
× ((η, 0) + |x|(〈A1, θ〉, . . . , 〈Ad−1, θ〉, 0))
(4.3)
where χ is a smooth radial function equal to 1 in Br\Br5 and equal to zero in
Br10 , η ∈ R
d−1 and Ai ∈ Rn, for i = 1, . . . , d−1, are constants to be chosen later.
Here θ = x/|x| ∈ Sn−1. Note that h = O(|x|4) and if |x| = r, we have h(x) =
(η, 0) + r(〈A1, θ〉, . . . , 〈Ad−1, θ〉, 0) and ∂rh(x) = (〈A1, θ〉, . . . , 〈Ad−1, θ〉, 0).
Now, for each φi ∈ C2,α(Sn−1r )
⊥, i = 1, . . . , d, consider vφi ∈ C
2,α(Br(0)\{0})⊥
and Vφ = (vφ1 , . . . , vφd). The main goal in this section is to solve the system of
PDEs
Hg0(β
−1(Uε,R,a + h+ Vφ + V)) = 0, (4.4)
in Br(0)\{0}, for some suitable parameters 0 < r ≤ 1, ε > 0, R > 0 and a ∈ R
n,
with Uε,R,a+h+Vφ+V > 0 and prescribed Dirichlet data, where Hg0 is defined
in Section 2.2. Here, β is defined in the next paragraph.
To solve this problem we will use the fixed point method on Banach space.
We will use the right inverse given by Corollary 3.6. However, since the right
inverse is defined in the weighted Ho¨lder spaces for some suitable weights, work
with a general metric can hamper our calculations. To bypass this problem,
instead of consider the metric g0, we know that it is possible to find a positive
smooth function β ∈ C∞(M) such that the conformal metric g = β−
4
n−2 g0 has a
good behaviour in the neighborhood of p. In fact, near the point p, in g-normal
coordinates we have det gij = 1+O(|x|N), for N big enough, Rg = O(|x|2) and
β = 1 + O(|x|2) (see [22, Theorem 5.1]). We will work in this coordinates, in
the ball Br1(p) with 0 < r1 ≤ 1 fixed.
4.1.1. Fixed point argument. Due to the decay of the metric and of the scalar
curvature, in this section we will restrict ourselves to work only in dimensions
3 ≤ n ≤ 5.
One easily checks that to find a solution to the system (4.4), using the
conformal change (2.4), it is equivalent to solve the following nonlinear PDE
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system
Liε,R,a(V) = (∆−∆g)(uε,R,aΛi + hi + vφi + vi) + ∆hi
+cnRg(uε,R,aΛi + hi + vφi + vi)− n(n− 1)cnu
4
n−2
ε,R,a(hi + vφi)
+β−
4
n−2
2∑
j=1
(Aij − cnRg0δij) (uε,R,aΛj + hi + vφj + vj)
−Qiε,R,a(h + Vφ + V)− nu
4
n−2
ε,R,a〈h+ Vφ,Λ〉Λi
(4.5)
for i = 1, . . . , d, where h = (h1, . . . , hd), Liε,R,a is defined in (3.2) and Q
i
ε,R,a in
(2.7). Here cn =
n−2
4(n−1)
.
As previously mentioned, since our strategy is to reduce the problem of finding
a solution of the system to a fixed point problem, we need to show that the right
hand side of (4.5) belongs to C0,αµ−2;d(Br(0)\{0}).
Remark 4.1. Throughout the rest of this work we will consider d3 = 0,
d4 = d5 = 1 and rε = ε
s with (dn + 24/25)
−1 < s < 4(dn − 2 + 3n/2)−1.
Also, we will consider
R
2−n
2 = 2(1 + b)ε−1.
These restrictions allow us to obtain good estimates for the approximate
solution in a small ball near the singularity. They are importants to ensure the
estimates in the next lemma. First, we notice that we get existence of positive
constants C1 and C2 such that
C1ε|x|
2−n
2 ≤ uε,R,a(x) ≤ C2|x|
2−n
2 (4.6)
for every x ∈ Brε(0)\{0} and all a ∈ R
n with |a|rε ≤ 1/2. Using this we obtain
the next lemma.
Lemma 4.2. Let µ ∈ (1, 2). There exists ε0 ∈ (0, 1) such that for each
ε ∈ (0, ε0), a ∈ Rn with |a|rε ≤ 1 and for all Vj ∈ C
2,α
µ;d (Brε(0)\{0}), j = 1, 2,
with ‖Vj‖(2,α),µ,rε;d ≤ cr
49
25
+dn−µ−
n
2
ε we have that Qiε,R,a satisfies the following
inequalities
‖Qiε,R,a(h+ V1)−Q
i
ε,R,a(h+ V2)‖(0,α),µ−2,rε;d
≤ Cr
n−2
2
ε ‖V1 − V2‖(2,α),µ,rε;d
(
rµε ‖V1‖(2,α),µ,rε;d + r
µ
ε ‖V2‖(2,α),µ,rε;d + Cr
4
)
(4.7)
and
‖Qε,R,a(h)‖(0,α),µ−2,rε;d ≤ Cr
n+14
2
−µ
ε , (4.8)
where the constant C > 0 does not depend on ε, R and a.
24 R. CAJU, J.M DO O´, AND A. SANTOS
Proof. First, note that by (2.7) we can write
Qiε,R,a(h+ V1)−Q
i
ε,R,a(h + V0) =
= n
ˆ 1
0
ˆ 1
0
(
|Uε,R,a + sZt|
12−4n
n−2 〈Uε,R,a + sZt,Zt〉
+|Uε,R,a + sZt|
8−2n
n−2 (〈Zt,V1 − V0〉(uε,R,aΛi + szit)
+〈Uε,R,a + sZt,V1 − V0〉zit)) dsdt,
where Zt = h+ tV1 + (1− t)V0 = (z1t, . . . , zdt). From this we obtain
‖Qiε,R,a(h+ V1)−Q
i
ε,R,a(h + V2)‖(0,α),[σ,2σ] ≤
≤ C
(
‖V1‖(0,α),[α,2α] + ‖V0‖(0,α),[α,2α] + ‖h‖(0,α),[α,2α]
)
×
×‖V1 − V0‖(0,α),[σ,2σ] max0≤s,t≤1
∥∥∥|Uε,R,a + sZt| 6−nn−2∥∥∥
(0,α),[σ,2σ]
.
Now, note that ‖Vj‖(2,α),µ,rε;d ≤ cr
49
25
+dn−µ−
n
2
ε implies |vij(x)| ≤ cr
49
25
+dn−
n
2
ε for all
x ∈ Brε(0)\{0}. Using (4.6), yields
uε,R,aΛi(x) + vij(x) + hi ≥ C1Λiε|x|
2−n
2 − cr
49
25
+dn−
n
2
ε − c|x|4
= ε|x|
2−n
2
(
C1Λi − c(|x|r
−1
ε )
n−2
2 εs(dn+24/25)−1
−cε−1|x|
n+6
2
)
with s(dn + 24/25) − 1 > 0 and ε−1|x|
n+6
2 ≤ εη for some η > 0, since
s > (dn + 24/25)
−1. Hence, it follows that
C3ε|x|
2−n
2 ≤ uε,R,a(x)Λi + hi + vij(x) ≤ C4|x|
2−n
2 , (4.9)
and consequently
|(Uε,R,a + sZt)(x)|
6−n
n−2 ≤ c|x|
n−6
2 , (4.10)
for small enough ε > 0, since |x| ≤ rε, for some positive constant c independent
of ε, a and R. The estimate for the full Ho¨lder norm is similar. Hence, we
conclude that
max
0≤s,t≤1
‖|Uε,R,a + sZt|
6−n
n−2‖(0,α),[σ,2σ] ≤ cσ
n−6
2 .
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Therefore, it follows (4.7). Now, note that
Qiε,R,a(h) = n
ˆ 1
0
ˆ 1
0
(
|Uε,R,a + sth|
12−4n
n−2 〈Uε,R,a + sth, th〉×
×〈Uε,R,a + sth, th〉(uε,R,aΛi + sthi)
+|Uε,R,a + sth|
8−2n
n−2 (〈th, h〉(uε,R,aΛi + sthi)
+〈Uε,R,a + sth, h〉thi)) dsdt.
This implies that
‖Qiε,R,a(h)‖(0,α),[σ,2σ] ≤ cn‖h‖
2
(0,α),[σ,2σ] max0≤s,t≤1 ‖|Uε,R,a + sth|
6−n
n−2‖(0,α),[σ,2σ].
Thus, using (4.10) we obtain
σ2−µ‖Qiε,R,a(h)‖(0,α),[σ,2σ] ≤ cnσ
n+14
2
−µ.
Therefore, we obtain (4.8). 
Now, consider the map
Nε(R, a, φ, h, ·) : Bε,τ → C
2,α
µ;d (Brε(0)\{0})
defined byNε(R, a, φ, h, v) = Gε,R,rε,a(f1, . . . , fd), where τ > 0 is a constant, Bε,τ
is the ball of radius τr
49
25
+dn−µ−
n
2
ε in C
2,α
µ;d (Brε(0)\{0}) and fi is the right hand
side of the system (4.5), for suitable parameters ε, R, a and φ = (φ1, . . . , φd).
Lemma 4.3. Let µ ∈ (1, 3/2). Given a constant κ > 0, there exists a constant
ε0 > 0 such that, for each ε ∈ (0, ε0) the map Nε(R, a, φ, h, ·) is well defined in
Bε,τ for φi ∈ C
2,α
2 (S
n−1
rε )
⊥, i = 1, . . . , d, with ‖φ‖(2,α),rε;d ≤ kr
49
25
+dn−
n
2
ε .
Proof. We need only to show that the right hand side in (4.5) belongs to
the domain of the right inverse Gε,R,rε,a which is the space C
0,α
µ−2;d(Br(0)\{0}).
Indeed, by H we get that
β−
4
n−2
2∑
j=1
(Aij − cnRg0δij) (uε,R,aΛj+h+ vφj + vj)(x) = O(|x|
−1/2) = O(|x|µ−2).
The estimates of the remain terms will follow using the Lemma 4.2 and argument
similar to the Lemma 3.3 in [35]. 
Since the map Nε(R, a, φ, h, ·) is well-defined in Bε,τ we can reduce the
problem of finding a solution to the system (4.5), to the problem of finding
a fixed point for Nε(R, a, φ, h, ·). This is the content of the next result
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Theorem 4.4. Let µ ∈ (1, 5/4), k > 0 and τ > 0. There exists ε0 ∈ (0, 1) such
that for each ε ∈ (0, ε0], |b| ≤ 1/2, a ∈ Rn with |a|r
23
24
ε ≤ 1, and φ ∈ C
2,α
2 (S
n−1
rε ))
⊥
with ‖φ‖(2,α),rε ≤ kr
49
25
+dn−
n
2
ε , there exists a solution Vε,R,a,φ of the problem{
Hg0(β
−1(Uε,R,a + h+ Vφ + Vε,R,a,φ)) = 0 in Brε(0)\{0}
pi′′rε((Vφ + Vε,R,a,φ)|∂Brε(0)) = φ on ∂Brε(0).
(4.11)
Moreover,
‖Vε,R,a,φ‖(2,α),µ,rε;d ≤ τr
2+dn−µ−
n
2
ε
and
‖Vε,R,a,φ1 − Vε,R,a,φ2‖(2,α),µ,rε;d ≤ Cr
δ−µ
ε ‖φ1 − φ2‖(2,α),rε;d (4.12)
for some constant δ > 0 which does not depend on ε, R, a, h and φj =
(φ1j, . . . , φdj), j = 1, 2.
Proof. In order to prove the existence of the solution to the problem we need
to prove that the map Nε(R, a, φ, h, ·) has a fixed point. But, to do that it is
enough to show that
‖Nε(R, a, φ, h, 0)‖(2,α),µ,rε;d <
1
2
τr
2+dn−µ−
n
2
ε
and
‖Nε(R, a, φ, h,V1)−Nε(R, a, φ, h,V2)‖(2,α),µ,rε;d <
1
2
‖V1 − V2‖(2,α),µ,rε;d
for all Vi ∈ Bε,τ , i = 1, 2.
Using the Corollary 3.6, Lemma 4.2, (4.2), (4.6), the hypothese H and a
similiar argument as in Theorem 3.8 in [35] we get the result.
To show (4.12) we use the fact that the solution is a fixed point, the previous
estimates and that
‖Vε,R,a,φ1 − Vε,R,a,φ2‖ ≤ 2‖Nε(R, a, φ1, h,Vε,R,a,φ2)−Nε(R, a, φ2, h,Vε,R,a,φ2)‖.

4.2. Exterior Analysis. Let (M, g0) be a nondegenerate compact Riemannian
manifold with constant scalar curvature Rg0 = n(n− 1). Our main purpose in
this section is to find a family of solutions to the system (S) in the complement
of a ball centered at a fixed point p ∈M , with suitable radius, in the manifold
M .
Since the difference between the potential A and the scalar curvature is
controlled only near the point p, this hypotheses will not help us to study
the problem in the complement of a ball. Consequently, we will assume that
Λ = (Λ1, . . . ,Λd) is a trivial solution of the system (S), that is, Hg0(Λ) = 0.
Let r1 ∈ (0, 1) and Ψ : Br1(0) → M be a normal coordinate system with
respect to the metric g = β
4
n−2g0 on M centered in p satisfying β = 1+O(|x|2)
in g-normal coordinates. Define Gp ∈ C
∞(M\{p}) by Gp ◦ Ψ = η|x|
2−n in
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Br1(p) and equal to zero in Mr1 , where η is a smooth radial function equal to 1
in B3r(p), equal to zero in R
n\B4r(p) and with the estimates |∇η(x)| ≤ c|x|−1
and |∇2η(x)| ≤ c|x|−2 for all x ∈ Br1(p).
Our goal in this section is to solve the system
Hg0(Λ + Gp,ρ + U) = 0 in Mr =M\Br(p), (4.13)
for suitable parameter r > 0, where Gp,ρ = (ρ1, . . . , ρd)Gp and ρ = (ρ1, . . . , ρd) ∈
Rd. Remember that Hg0 is defined in Section 2.2 and by assumption Λ satisfies
Hg0(Λ) = 0.
Following the strategy of the previous section, we will use the right inverse
obtained in Section 3.2 to reduce the problem of finding a solution to (4.13),
to a fixed point problem. The function Gp,ρ introduced in (4.13) will be useful
since the parameter ρ will be necessary to match the Cauchy data in Section 5,
besides this function is harmonic in Mr and has an appropriate decay.
4.2.1. Fixed point argument. For a fixed ϕ ∈ C2,α(Sn−1r ), we can consider the
Poisson operator Qr(ϕ) associated with the laplacian in Rn\Br(0), which is the
only solution of the problem{
∆Qr(ϕ) = 0 in Rn\Br(0)
Qr(φ) = ϕ on ∂Br(0),
(4.14)
which satisfies
‖Qr(ϕ)‖C2,α1−n(Rn\Br(0)) ≤ cr
n−1‖ϕ‖(2,α),r
where c > 0 is a constant that does not depend on r. For details, we refer [35,
Proposition 1.7.3]. It is well known that if ϕ =
∞∑
j=1
ϕj, where ϕj belongs to the
eigenspace associated with the eigenvalue i(i+ n− 2), then
Qr(ϕ)(x) =
∞∑
j=1
rn+j−2|x|2−n−jϕj .
For each ϕ ∈ C2,α(Sn−1r ) which is L
2-orthogonal to the constant functions,
let uϕ ∈ C
2,α
ν (Mr) such that uϕ ≡ 0 in Mr1 and uϕ ◦ Ψ = ηQr(ϕ), where η
is a smooth, radial function equal to 1 in Br1/2(0) and vanishings R
n\Br1(0),
with |x||∂rη(x)| ≤ c and |x|2|∂2rη(x)| ≤ c. Using the properties of the Poisson
operator and of the cut function η we can verify that
‖uϕ‖C2,αν (Mr) ≤ cr
−µ‖ϕ‖(2,α),r. (4.15)
Now using that Hg0(Λ) = 0 and the right inverse given by Proposition 3.7, we
linearize the operator Hg0 at Λ and find that to solve (4.13) with U replaced by
Uϕ+V, where Uϕ = (uϕ1 , . . . , uϕd), is equivalente to find a fixed point for the map
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Mr(ρ, ϕ, ·) : C
2,α
ν;d (Mr) → C
2,α
ν;d (Mr) given by Mr(ρ, ϕ,V) = −Gr,g0(h1, . . . , hd),
where
hi = Q
i(Gp,ρ + Uϕ + V) + L
i
g0(Gp,ρ + Uϕ) (4.16)
i = 1, . . . , d, for suitable parameters ρ ∈ Rd and ϕi ∈ C2,α(Sn−1r ), where L
i
g0
is
defined in (2.5) and Qi is defined in (2.7) with U0 replaced by Λ. This is the
content of the next result, which the proof is similar to the Theorem 4.4 and
using that the operator Gr,g0 is bounded by Proposition 3.7.
Theorem 4.5. Let ν ∈ (3/2 − n, 2 − n), γ > 0 and ζ > 0 fixed constants.
There exists r2 > 0 such that if r ∈ (0, r2), ρ ∈ R
d with |ρi|
2 ≤ rdn−
51
25
+ 3n
2 ,
and for each i = 1, . . . , d the function ϕi ∈ C2,α(Sn−1r ) is L
2-orthogonal to the
constant functions with ‖ϕi‖(2,α),r ≤ ζr
49
25
+dn−
n
2 , then there is a solution Vρ,ϕ of
the system {
H ig0(Λ + Gp,ρ + Uϕ + Vρ,ϕ) = 0 in Mr
(Uϕ + Vρ,φ) ◦Ψ|∂Br(0) − ϕ ∈ R
2 on ∂Mr.
Moreover,
‖Vρ,ϕ‖C2,αν;d (Mr)
≤ γr2+dn−ν−
n
2
and
‖Vρ,ϕ1 − Vρ,ϕ2‖C2,αν;d (Mr)
≤ Crδ−µε ‖ϕ1 − ϕ2‖(2,α),r;d
for some constant δ > 0 small enough independent of r, where ϕj =
(ϕ1j , . . . , ϕ2j) for j = 1, 2.
Proof. The proof is similar to that of Theorem 4.4, which, besides the
hypotheses, we use Proposition 3.7, (4.15), (4.16) and the fact that the supports
of Gp,ρ and Uϕ belong to the ball Br1(p). 
5. Cauchy data matching: Gluing method
In this section we will proof the existence of singular solution to the system
(S). Although the computations above are rather technical, the main idea
is simple and it consists in finding the appropriate parameters in a way that
the solutions constructed in the interior and exterior analysis coincide on the
boundary up to order one. Thus, using elliptic regularity we get a smooth
solution. In order to find the right parameters, we will again use a fixed point
argument. More precisely, we will prove the following theorem
Theorem 5.1 (Theorem 1.2). Let (M, g0) be a closed Riemannian manifold
with dimension 3 ≤ n ≤ 5 and constant scalar curvature n(n−1). Assume that
the metric is nondegenerate at some Λ ∈ Sd−1+ (see Definition 1.1). Suppose that
the potential A satisfies the hypotheses (H). Then there exists a constant ε0 > 0
and a one-parameter family of positive smooth functions Vε = (v1,ε, . . . , vd,ε) on
M\{p} defined for ε ∈ (0, ε0) such that
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(1) each Vε is a smooth solution to the system
∆gvi,ε −
d∑
j=1
Aij(x)vj,ε +
n(n− 2)
4
|Vε|
4
n−2 vi,ε = 0, in M\{p},
for all i = 1, . . . , d,;
(2) near the singularity p, Vε is asymptotically to some Fowler-type solution
Uε,R,a = uε,R,aΛ; and
(3) Vε → Λ as ε→ 0.
By Theorem 4.4, for sufficiently small ε > 0, there is a family of positive
functions, given by Aε(R, a, φ, h) = (Aε(R, a, φ, h)1, . . . ,Aε(R, a, φ, h)d), where
Aε(R, a, φ, h)i = uε,R,aΛi + hi + vφi + Uε,R,a,φ,i
such that {
Hg0(β
−1Aε(R, a, φ, h)) = 0 in Brε(p)\{p}
pi′′rε(Aε(R, a, φ, h)) = φ on ∂Brε(p).
Here the function h = (h1, . . . , hd) is defined in (4.3).
Also, by Theorem 4.5, for sufficiently small ε > 0, there is a family of positive
functions Bε(ρ, ϕ) = (Bε(ρ, ϕ)1, . . . ,Bε(ρ, ϕ)d), given by
Bε(ρ, ϕ)i = Λi + ρiGp + uϕi + Vρ,ϕ,i
such that {
Hg0(Bε(ρ, ϕ)) = 0 in Mr
Bε(ρ, ϕ) ◦Ψ|∂Br(0) − ϕ ∈ R
2 on ∂Mr.
Remember that in ∂Mrε we have Gp = |x|
2−n.
Our main purpose is to show the existence of parameters (ρ, R) ∈ Rd × R+,
a ∈ Rn, a function h such as in (4.3) and φ, ϕ ∈ C2,α(Sn−1rε )
d such that{
Aε(R, a, φ, h) = βBrε(ρ, ϕ)
∂r(Aε(R, a, φ, h)) = ∂r(βBrε(ρ, ϕ))
, (5.1)
on ∂Brε(p), where β = 1 + f with f = O(|x|
2).
Since we can take the function φ only in the high frequency space, see (4.1),
and the inverse map that we obtained in Corollary 3.6 gives us a function whose
components in the high frequency spaces vanish, in order to solve this system
we need to project (5.1) separately in the low and high frequencies spaces. The
function h introduced in (4.3) will be important to solve (5.1) and one of the
main differences between solving the system (S) and its scalar case.
Let ωi, ϑi ∈ C2,α(Sn−1rε ) such that
‖ωi‖(2,α),rε, ‖ϑi‖(2,α),rε ≤ r
49
25
+dn−
n
2
ε , i = 1, . . . , d
where dn is given by Remark 4.1, ωi belongs to the space spanned by the
coordinate functions and ϑi is in the high frequency space. By Theorem 4.5 we
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see that Bε(ρ, ω+ϑ) is well defined, where we take ζ = 2. Here ω = (ω1, . . . , ωd)
and ϑ := (ϑ1, . . . , ϑd). Now, let
φiϑ = pi
′′
rε((βB
i
rε(ρ, ω + ϑ)− uε,R,aΛi)
∣∣
S
n−1
rε
)
= pi′′rε
(
(Λif + ρifGp + fuωi+ϑi + fVρ,ω+ϑ,i − uε,R,aΛi)|Sn−1rε
)
+ ϑi.
By the estimates that we obtained in the Sections 4.1 and 4.2, we get
‖φiϑ‖(2,α),rε;d ≤ Cr
49
25
+dn−
n
2
ε ,
for some positive constant C that does not depend on ε. Thus, by Theorem
4.4, we get that Aε(R, a, φϑ, h) is well defined, which implies that
pi′′rε(Arε(R, a, φϑ, h)) = pi
′′
rε(βBε(ρ, ω + ϑ)).
By projecting the second equation of (5.1) in the high frequency space, we
get
rε∂r(vϑi − uϑi) + S
i
ε(a, b, ρ, ω, ϑ) = 0,
on ∂rBrε(0), where
Siε(a, b, ρ, ω, ϑ) = rε∂rvφϑi−ϑi + rε∂rpi
′′
rε(uε,R,a)Λi − rε∂rpi
′′
rε(βVρ,ω+ϑ,i)
+rε∂rpi
′′
rε(Uε,R,a,φϑ,i − f − ρiβGp − fuωi+ϑi).
Now, we note that the map P : pi′′(C2,α(Sn−1))→ pi′′(C1,α(Sn−1)) defined as
P(φ) := rε∂r(vφrε − uφrε )(rε·)
is an isomorphism, where φrε(x) = φ(r
−1
ε x) (See [17, 33]). Remember that vφ is
given by (4.1) and uφ is defined in the Section 4.2.1.
Consider the map Hε(a, b, ρ, ω, ·) : Dε → pi′′(C2,α(Sn−1))d given by
Hε(a, b, ρ, ω, ϑ) = −Z
−1(Sε(a, b, ρ, ω, ϑrε)(rε·)),
where Z : pi′′(C2,α(Sn−1))d → pi′′(C1,α(Sn−1))d is the isomorphism given by
Z(φ1, . . . , φd) = (P(φ1), . . . ,P(φd)), and
Dε :=
{
(ϑ1, . . . , ϑd) ∈ pi
′′(C2,α(Sn−1))d; ‖ϑi‖ ≤ r
49
25
+dn−
n
2
ε
}
.
By the estimates obtained in Theorems 4.4 and 4.5, we get that
Sε(a, b, ρ, ω, ϑrε) = O(r
2+dn−
n
2
ε ) and therefore we obtain the following lemma.
Lemma 5.2. There exists a constant ε0 > 0 such that if ε ∈ (0, ε0), a ∈ Rn
with |a|2 ≤ r
dn−
n
2
ε , (b, ρ) ∈ R × Rd with |b| ≤ 1/2 and |ρi|2 ≤ r
dn−2+
3n
2
ε , and
ωi ∈ C2,α(Sn−1rε ), for i = 1, . . . , d, belongs to the space spanned by the coordinate
functions and with norm bounded by r
49
25
+dn−
n
2
ε , then the map Hε(a, b, ρ, ω, ·) has
a fixed point in Dε.
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We denote this fixed point simply by ϑ = (ϑ1, . . . , ϑd), which depends
continuously on ε, a, b, ρ and ω. By Proposition 2.1, in the boundary ∂Brε(p),
we get that
Aε(R, a, φϑ, h)i = Λi + bΛi +
ε2
4(1 + b)
Λir
2−n
ε + Uε,R,a,φϑ
+((n− 2)uε,R + rε∂ruε,R(rεθ))Λirεa · θ
+hi + vφiϑ +O(|a|
2r2ε) +O(ε
2n+2
n−2 r−nε ),
(5.2)
where h = (h1, . . . , hd−1, 0) is defined in (4.3). If |x| = r we have that h(x) =
(η, 0)+ rε(〈A1, θ〉, . . . , 〈Ad−1, θ〉, 0) and ∂rh(x) = (〈A1, θ〉, . . . , 〈Ad−1, θ〉, 0), with
η = (η1, . . . , ηd−1) ∈ R
d−1 and Ai ∈ R
n, for all i = 1, . . . , d − 1. For
i = 1, . . . , d− 1, we set ηi = −bΛi + biΛi, with |b2| ≤ 1/2. Let us call bd := b.
In the exterior manifold Mr, in conformal normal coordinates system in the
neighborhood of ∂Mrε , namely Ωrε, 12 r1
, using that β = 1 + f , we have
βBrε(ρ, ω + ϑ)i = Λi + ρir
2−n
ε + uωi+ϑi + fΛi +O(|ρ|r
3−n
ε )
+fuωi+ϑi + fVρ,ω+ϑ,i.
(5.3)
To solve the projected part of the system (5.1) in the low frequency space,
we will now project (5.1) in the direction of the constant functions and in the
direction of the coordinate functions. By projecting the system (5.1) on the set
of functions spanned by the constant function, this yields the equations

biΛi +
(
ε2
4(1 + b)
Λi − ρi
)
r2−nε = H
i,0
ε (a, b, ρ, ω)
(2− n)
(
ε2
4(1 + b)
Λi − ρi
)
r2−nε = rε∂rH
i.0
ε (a, b, ρ, ω).
(5.4)
where Hi,0ε (a, b, ρ, ω) denotes the projection of the remaining terms of (5.2) and
(5.3) in the space of the constant functions, which by the estimates obtained
in the previous sections has the order O(r
2+dn−
n
2
ε ). It is not difficult to see
that a fixed point of the map Gε,a,ω : D0,ε → R2d, given by Gε,a,ω(b, ρ) =
(G1, . . . ,Gd,F1, . . . ,Fd), where
Gi =
rε
(n− 2)Λi
∂rH
i,0
ε (a, b, ρ, ω) +
1
Λi
Hi,0ε (a, b, ρ, ω)
Fi =
ε2
4(1 + b)
Λi +
rn−1ε
n− 2
∂rH
i,0
ε (a, b, ρ, ω),
for each i = 1, . . . , d, and
D0,ε :=
{
(b, ρ) ∈ Rd × Rd; |bi| ≤ 1/2 and |ρi|
2 ≤ r
dn−
51
25
+ 3n
2
ε
}
,
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is a solution to the system (5.4).
Since Hi,0ε (a, b, ρ, ω) = O(r
2+dn−
n
2
ε ), we use the previous estimates to obtain
the following lemma.
Lemma 5.3. There exists a constant ε1 > 0 such that if ε ∈ (0, ε1), a ∈ Rn with
|a|2 ≤ r
dn−
n
2
ε and ω ∈ C2,α(Sn−1rε )
d belongs to the space spanned by the coordinate
functions and with norm bounded by r
49
25
+dn−
n
2
ε , then the map Gε,a,ω has a fixed
point in D0,ε which depends continuously on the parameter ε, a and ω.
Finally, we project the system (5.1) over the space of functions spanned by
the coordinate functions. We get{
F (rε)Λirεaj + rεAij − ωij = Hi,jε (a, ω)
G(rε)Λirεaj + rεAij − (1− n)ωij = rε∂rHi,jε (a, ω)
, (5.5)
i = 1, . . . , d and j = 1, . . . , n, where ω = (ω1, . . . , ωd), ωi =
n∑
k=1
ωikek,
F (rε) = (n− 2)uε,R(rεθ) + rε∂ruε,R(rεθ),
G(rε) = (n− 2)uε,R(rεθ) + nrε∂ruε,R(rεθ) + r2ε∂
2
ruε,R(rεθ),
and Hi,jε (a, ω) denotes the projection of the remaining terms of (5.2) and (5.3)
in the space of the coordinate functions, which by the estimates obtained in
the previous sections has the order O(r
2+dn−
n
2
ε ). Here Ai = (Ai1, . . . , Ain) ∈ Rn
appears when i = 1, . . . , d− 1.
Using Proposition 2.1 and that R
2−n
2 = 2(1+b)ε−1, we obtain that F (rε) and
G(rε) satisfy the estimate (n− 2)(1 + b) + O(ε2−s(n−2)), with 2 − s(n− 2) > 0
(see Remark 4.1). Now, we choose
Aij = −(n− 2)(1 + b)Λi(aj − αij).
for i = 1, . . . , d− 1 and j = 1, . . . , n. Let us call αdj := aj .
With this choice we see that a solution of (5.5) is a fixed point of the map
Kj,ε : Dj,ε → R2d, given by Kj,ε(αj, ωj) = (K1, . . . ,Kd,Y1, . . . ,Yd), where
Ki =
rε∂rHi,jε + (n− 1)H
i,j
ε
n(n− 2)(1 + b)Λir
+O(ε2−s(n−2))αdj
Yi = n
−1(rε∂rH
i,j
ε −H
i,j
ε ) +O(ε
2−s(n−3))αdj
for i = 1, . . . , d, with 2− s(n− 2) > 0, defined in the subset
Dj,ε := {(αj, ωj) ∈ R
d × Rd; |αij|
2 ≤ αnr
dn−
n
2
ε , |ωij| ≤ βnr
49
25
+dn−
n
2
ε },
for some positive constants αn e βn which depend only on n. Therefore, by the
previous estimates, we obtain the following lemma.
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Lemma 5.4. There is a constant ε2 > 0 such that if ε ∈ (0, ε) then, for each
j = 1, . . . , n, the system (5.5) has a solution (αj, ωj) ∈ Dj,ε.
Now we are ready to proof the main theorem of this work.
Proof of Theorem 5.1. By Theorem 4.4 we have a family of solution
β−1Aε(R, a, φ, h) to the system (S) in Brε(p) ⊂ M , for small enough ε > 0.
Also, by Theorem 5.1 we find a family of solution Brε(ρ, ϕ) to the system (S)
in M\Brε(p), for small enough ε > 0. From Lemmas 5.2, 5.3 and 5.4, we find
ε0 > 0 such that for all ε ∈ (0, ε0) there are parameters R, a, φ, ρ and ϕ
for which the functions Aε(R, a, φ, h) and Brε(ρ, ϕ) coincide up to order one in
∂Brε(p). Hence using elliptic regularity it follows that the function Vε defined
by Vε = Aε(R, a, φ, h) in Brε(p) and Vε = Brε(ρ, ϕ) in M\Brε(p) is a positive
smooth solutions in M\{p} to the system (S) and satisfies the conditions (1),
(2) and (3) in the theorem. 
6. High dimension: n ≥ 6
In this section we explain briefly how we can use the Weyl assumption to proof
the main theorem for dimension n ≥ 6. In the spirit of [35] this assumption is
used in the interior analysis to assure that we can reduce the problem to a fixed
point problem. In fact, in these dimensions the right hand side of (4.5) does not
have the right decay to belong to the domain of the right inverse construct in
Section 3.1. We have to be able to prove a similar lemma as Lemma 4.3. Since
the main difference is in the interior analysis (4), then we will explain only this
part in order to get Theorem 4.4 for high dimensions. The gluing construction
(Section 5) follows in a similar way. For more details we refer the reader to [35].
As in Section 4 we perform a conformal change of metric to get the metric g
of that section. In normal coordinates at p, using the assumption in the Weyl
tensor, namely,
∇kWg(p) = 0, k = 1, . . . ,
[
n− 6
2
]
,
we get that Rg = O(|x|
n−4
2 ). Moreover, the it can be expand as Rg =
f +O(|x|n−3), where f = O(|x|
n−4
2 ) belongs to the high frequency space in each
∂Br(p). This decay it is not enough to the term Rguε,R,a of the right hand side of
(4.5) to belong to the domain of the right inverse. To overcome this difficult an
auxiliary function wε,R is introduced. The function Wε,R ∈ C
2,α
µn;d
(Br(0)\{0}),
where µn = 1 for n even and 1/2 for n odd, is such that Lε,R(Wε,R) = cnfuε,R,
which the existence is given by Proposition 3.5. Therefore, instead we consider
(4.4) we consider Hg0(β
−1(Uε,R,a+Wε,R+h+Vφ+V)) = 0. In this way the bad
term in 4.5 disappear and we can apply the right inverse obtained in Corollary
3.6 to get the correspondent Theorem 4.4 for high dimensions.
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