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SUMMARY
We study a recently proposed statistical physics model of earthquake dynamics that includes
stress relaxation in the plates as a fundamental ingredient. The model is known to reproduce
many realistic features of seismic phenomena, such as: the Gutenberg–Richter law for the event
size distribution, the Omori law for aftershocks and an overall velocity-weakening dependence
of the average friction force. Here, we analyse the dynamics of the model in detail, in order
to investigate to what extent the occurrence of large events in the model can be anticipated.
We systematically find that large events occur in fault patches where strain accumulation has
exceeded some threshold value. The spatial extent of these patches (which correlate with the
magnitude of forthcoming events) can be calculated if the strain state of the system is supposed
to be known. In addition, we find that some large events are preceded by well-defined precursor
activity. This allows, in a fraction of cases, to complement the forecast of magnitude and spatial
location, with a sensible prediction of time of occurrence. Although our work is exclusively
limited to the numerical model analysed, we argue that it gives new breath to earthquake
forecast techniques that combine the historical analysis of seismic activity with a search of
appropriate precursor activity.
Key words: Time-series analysis; Spatial analysis; Earthquake dynamics; Earthquake inter-
action, forecasting, and prediction; Computational seismology; Statistical seismology.
1 INTRODUCTION
Earthquake prediction, in the sense of anticipating the occurrence
of potentially large and destructive earthquakes, would certainly
have an enormous practical importance. However, the possibility to
predict earthquakes is still a most debated matter between special-
ists (Geller et al. 1997; Wyss 1997; Nature Debates 1999; Hough
2010; Jordan & Jones 2011; Crampin 2012; Eberhard et al. 2012).
Attempts to predict earthquakes have focused on many different
indicators that might inform about the future occurrence of a large
earthquake. In this work, a forecast procedure is based exclusively
in the analysis of mechanical properties of the Earth’s crust, mainly
on previous seismic activity and on the stress state of the plates.
Two important questions appear when we consider the possibility
of earthquake prediction. Do we have, or eventually can have access
to the variables that define the state of the system with enough
precision to allow for a sensible prediction? and Do we have the
evolution equations of the system that have to be solved in order to
obtain the state of the system in a future time, if this state is known at
present? It would be too speculative to try to answer these questions
for a realistic case of earthquake prediction. Instead, we will focus
on the possibility to predict the occurrence of events in a well-
defined model of the seismic activity of a single planar fault. In this
case, the answer to the second question is immediately affirmative,
as we certainly know the equations that define the model. Regarding
the first question, we will test on the model a forecast protocol that
assumes some partial knowledge of the state of the system at a
given time, and based on this information, tries to anticipate the
occurrence of large events in the near future.
The issue of predictability in dynamic systems is too broad to
make here even a succinct description (in this respect, see Boffetta
et al. 2002). Restricting to seismic phenomena, forecasting proce-
dures have been proposed for a variety of models. In particular,
predictability in discrete, single-fault systems has been analysed
from different aspects. For example, Kawamura et al. (2012) de-
scribed the nucleation process as a precursor phenomenon, Ramos
(2010) used the critical properties of temporal states to identify
upcoming large earthquakes, Anghel et al. (2004) discussed how
the different scales of motion involved in the dynamics of surface
deformations impact predictability, Pelletier (2000) monitored the
cumulative Benioff strain release that precede large earthquakes
in spring-block models and Eneva & Ben-Zion (1997) and Shaw
et al. (1992) identified particular clusters of events prior to large
earthquakes.
It may be worth to analyse the effectiveness of a forecast proce-
dure in our model, since it not only displays many realistic features
of earthquakes and rock friction experiments (Section 3.2), but also
incorporates relaxation effects in a consistent manner (Jagla 2010;
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Jagla & Kolton 2010). Here, we show that a combination of strate-
gies that have been followed in actual cases is useful to anticipate
the occurrence of large events. Finally, we will argue that the results
obtainedwithin the context of this model give a reasonable hope that
useful predictions may eventually be possible in a realistic context
of actual seismicity.
The paper is organized as follows. In Section 2, we review some
predictability methods proposed elsewhere. In Section 3, we de-
scribe the spring-block model which we used for simulating the
dynamics of the tectonic plates as a statistical mechanic process.
In Section 4, we discuss the possibility to anticipate the occurrence
of large events in the model. Finally, in Section 5, we briefly sum-
marize the results and discuss their potential applicability to actual
earthquakes.
2 PREDICT ION METHODS
Panakkat & Adeli (2008) presented a review of the work done in
earthquake forecast in the past 20 yr. They classified the methods
in two groups, one focused on a historical analysis of earthquakes
and the other based on an analysis of earthquake precursors. This
classification mostly matches the one made by the International
Commission on Earthquake Forecasting for Civil Protection (ICEF)
who distinguishes two approaches in the research of earthquake
predictability (Jordan et al. 2011). On one side, they describe long-
term, time-dependent forecasting models and on the other side,
the analysis based on earthquake precursors. We give now a brief
summary of both strategies.
2.1 Historical analysis and the seismic gap
Historical methods make an analysis of the earthquakes that oc-
curred in some geographical region, generally during a period of
time from 10 to 100 yr. They are useful to understand the behaviour
of seismic areas in the long run. Among them, there are models of
spatial predictability which are based on the idea that the occurrence
of earthquakes is a statistical recurrent phenomenon. They consider
different hypotheses about the spatial distribution of earthquakes in
order to identify a ‘domain of increased probability’. For a detailed
explanation and examples of these models, refer to Zechar & Jordan
(2008), Nanjo (2010) and Shcherbakov et al. (2010).
Other historical methods are based on the elastic rebound theory
proposed by Reid (1911) which states that the next earthquake is
likely to occur when enough strain has been accumulated since the
last event. These methods assume that large earthquakes in a fault
occur in quasi-periodic cycles, and try to estimate when the next
one will be generated, at the end of the current cycle. Closely related
to the methods based on the existence of a seismic cycle, there are
others that identify the areas where there is more accumulated strain
and the next large earthquake is expected to occur (‘seismic gaps’).
These are the fault patches that have been completely locked for
long periods, or that have accrued less displacement than expected
from the long-term tectonic motion (i.e. they have a ‘slip deficit’).
Originally, the seismic gaps were exclusively determined by know-
ing the seismic history of a certain region. More recently, geodetic
technologies such as ‘Global Navigation Satellite Systems’ (GNSS)
and ‘Interferometric Synthetic Aperture Radar’ (InSAR) have been
applied to complement this information with more precise measure-
ments of the plate displacements.
The last two great subduction earthquakes took place in fault
patches previously identified as seismic gaps. Ruegg et al. (2009)
reported that in the region between Constitucio´n and Concepcio´n
in Chile, there had been over 175 yr with no release of the strain
accumulated by the convergence of the Nazca and South American
plates. They commented that in theworst-case scenario, the accumu-
lated displacement corresponds to more than 10m, or equivalently
to that of an earthquake of magnitude between 8 and 8.5. On 2010
February 27 an 8.8 magnitude earthquake took place in the region
specified by Ruegg et al. (Madariaga et al. 2010). Nishimura et al.
(2004) identified two areas between the North American and Pacific
plates in NE Japan with the largest interplate coupling. One of them
(the Miyagi-Oki region at 38◦N, 142.5◦E) presented the maximum
strain accumulation. They emphasized the potential danger of this
locked area and estimated that it could generate an earthquake of
magnitude 7.5. On 2011 March 9, a 7.5 magnitude earthquake oc-
curred at 38.4◦N, 142.8◦E. Two days later, a magnitude 9 earthquake
took place at 38.3◦N, 142.4◦E.
These two examples give evidence that historical methods may
serve to identify potentially dangerous areas where large earth-
quakes are likely to occur in the future.
2.2 Precursors and seismicity patterns
Many efforts to predict earthquakes are based on detecting and
analysing precursor signals which anticipate a big event, generally
in a timescale of months or days. Among them there are methods
based on detecting signals which are indirectly related to the seis-
mic phenomena (such as electromagnetic waves, radon in the air
and water level anomalies). On the other hand, there are methods
based on detecting patterns in the variables directly linked to the
system’s mechanics: fluid-rock deformation (Crampin et al. 2008),
fault creep, abrupt stress changes in the crust (Li et al. 2003) and pat-
terns in the occurrence of past earthquakes (Kanamori 1981; Wyss
et al. 1999). The ICEF has recently concluded that the search for
precursors that ensure with high probability that a target event will
occur in a specific subdomain has so far been unsuccessful. Never-
theless, they emphasize that the observation of physical precursors
can improve the methods for probabilistic forecasting, meaning that
their observation might inform about the increasing probability of
an upcoming event (Jordan et al. 2011).
Among the precursor phenomena just mentioned, seismicity pat-
terns are the most frequently reported, probably because they in-
volve examining earthquake catalogues which constitute the largest
data set that may be monitored for evidence of precursors (Scholz
2002). They include precursory swarms (Rhoades 2010), seismic
quiescence, doughnut pattern, foreshocks (Lippiello et al. 2012)
and empirical pattern recognition (Kossobokov 2006). These meth-
ods compute different metrics calculated from past seismic activity
and identify patterns that will anticipate larger events. Two im-
portant aspects should be considered regarding these methods: the
identification of precursory seismicity patterns depends on some pa-
rameters that must be empirically adjusted, and the values of these
parameters depend on the seismic region considered.
An example of this last kind of method is called ‘Reverse trac-
ing of precursors (RTP)’ (Keilis-Borok et al. 2004; Shebalin et al.
2006). It is based on considering precursors in inverse order of
appearance. First, chains which reflect the candidates in the short
term are detected. These chains are basically a sequence of small
earthquakes that occur spatially and temporally grouped. Secondly,
intermediate-term precursors are searched in the vicinity of each
chain. If found, a short-term alarm is declared. The advantage of
using these chains is that it limits the search of intermediate-term
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precursors exclusively to the region where the short-term precur-
sors took place. The forecasting skills of this method is still in
doubt (Zechar & Zhuang 2010), but longer monitoring periods with
more target events are needed to complete the statistical analysis
(Molchan & Romashkova 2011).
3 STAT IST ICAL MODELL ING OF
SE ISMIC PHENOMENA
The modelling on any complex phenomenon necessarily implies
neglecting many variables that are supposed not to be crucial for
the description, and concentrating in others that are supposed to
be the most relevant for a description as accurate as possible. It is
the matching between the output of the model and that from the
actual process what makes the modelling successful. It is natural to
consider that, if a model reproduces a number of non-trivial features
of the actual phenomenon, then a relatively fair understanding of
the process has been achieved.
Remarkable features of seismic phenomena have been simulated
when the complex dynamics of the tectonic plates is described by
very simplified statistical mechanic processes (Sornette & Werner
2009; Kawamura et al. 2012). The pioneer model of Burridge and
Knopoff (BK, Burridge & Knopoff 1967; Carlson et al. 1994) fo-
cuses on one planar fault by considering a system of blocks and
springs (representing portions of the plates and its elastic prop-
erties) that are forced to slide onto an underlying rigid surface
(see Fig. 1). Earthquakes in the model are seen as a cascade of
instabilities of this dynamic system governed by the collective be-
haviour of its multiple degrees of freedom. Based on the BKmodel,
Olami et al. (1992) presented these ideas in the form of a cellu-
lar automaton [OFC (Olami-Feder-Christensen) model], where the
dynamics is defined as a list of rules, being simple enough to be
simulated very efficiently (Grassberger 1994). Since then, the OFC
model has become one of the paradigms of simulation of seismic
activity (Kawamura et al. 2012).
3.1 The OFC model
The OFC model considers a set of real-valued variables ui, where i
indicates the position in a 2-D lattice. ui is interpreted as the friction
force that a rigid substrate exerts on a solid block at position i, and
represents the local stress between the sliding plates (see Fig. 1).
The system is driven by uniformly increasing the values of ui with
time at a rate V, simulating the tectonic loading of the plates. Every
time one of the variables ui goes beyond a maximum threshold
(ordinarily uniform across the system), the block i is displaced, and
this produces a rearrangement of the stresses: the local stress ui
is reduced a quantity u, and the stress on the neighbour sites j
increase according to uj → uj + αu (see Fig. 2). Usually, the
value of u is taken equal to ui itself, so the local value of the
stress is reduced to zero. The value of α can vary between 0 and
αc ≡ 1/z, z being the number of neighbours in the lattice. We will
refer only to the case of a square lattice, so z = 4, αc = 1/4. A
discharge can produce the overcome of the maximum local stress
Figure 1. A sketch of the sliding situation that we are studying. (a) Two solid blocks slide against each other due to a constant driving between the top and
bottom planes. Their relative velocity is V. Dimensions of the blocks are Lx, Ly in the sliding plane and Lz perpendicularly to it. (b) The solids in (a) are replaced
by a rigid surface and an array of small blocks joined by springs with constant k0 and separated a nominal distance x0. Driving acts on each block through a
spring of stiffness k1 (Arago´n et al. 2012).
Figure 2. A sketch of the OFC model’s dynamics with variable thresholds. The values of friction forces ui and maximum forces uthi at each site are shown.
(a) During the quasi-static evolution of the system, as driving proceeds, the friction forces increase uniformly (indicated by the arrows). (b) The system becomes
out of equilibrium as one ui reaches the local threshold uthi and evolves instantaneously. The automata prescription is shown: ui decreases a quantity u (long
downward arrow), and the neighbours increase their u values a fraction αu (short upward arrows). Note that a cascade can be generated and will be identified
with an individual quake (Arago´n et al. 2012).
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on one, ormore than one neighbour, and so on, generating a cascade,
or avalanche. This cascade is called an event, and is identified with
an individual earthquake (note that the complete cascade is assumed
to occur at constant time, namely, earthquakes are instantaneous).
The total number of sites involved in a given avalanche is naturally
identified with the area A of the event. The non-dimensional seismic
moment S is calculated as the sum of the block displacements over
the entire rupture area, and the magnitude of the event is defined
(up to an additive constant) as M = 23 log10 S (Hergarten 2002,
p. 145; Scholz 2002).
The decrease of ui by some quantity u when block i becomes
unstable implies that its position (that we call hi) increases by an
amount δ, given by δ = u/(4k0 + k1), where k0 is the stiffness of
the springs that interconnect the blocks and k1 is the stiffness of the
springs that pull the blocks at velocityV. k0 and k1 are proportional to
Ex0 and Ex20/Lz , respectively, where E is a typical elastic constant
of the bulk material, x0 is the nominal distance between discrete
blocks and Lz is the thickness of the sliding plate (see Fig. 1). Thus,
it can be seen that α = k04k0+k1 =
1
4+x0/Lz , which is independent of
the elastic constant of the plates.
The value of α determines the degree of stress transfer in the
system, and the limit α → αc = 14 is usually referred to as the
conservative case, where the excess stress of an unstable site is
fully redistributed to its nearest neighbours (note that this limit
corresponds to k1/k0 → 0 in our case). The model is dissipative
for any value of α; there is a finite average friction force in the
system (which is the average force on the k1 springs) that implies a
dissipation of energy as the driving proceeds.
We note that from the values of ui we can reconstruct the local
strain of the plates wi [defined as wi ≡ (Vt − hi)] by solving the
discrete differential equation that ensures mechanical equilibrium
of forces during the quasi-static evolution of the system:
ui = k1wi − k0
(∇2 w)
i
, (1)
where ∇2 is the discrete Laplacian on the underlying square lattice,
namely (∇2w)i ≡ (
∑
jwj − 4wi), where j stands for the four neigh-
bour sites to site i. Either u or w will be used to characterize the
mechanical state of the system.
The OFC model generates a broad distribution of event sizes,
even if the model itself does not contain such a distribution in its
definition, namely, this distribution is dynamically generated. How-
ever, other robust features of seismic phenomena are not reproduced
by the model, and this led us to consider some variations of the OFC
model Untitled Document 1 (which are motivated by the physics of
seismic phenomena) to produce more realistic results.
3.2 The modified OFC model
Having in mind a realistic situation of a heterogeneous fault, with
the constitutive materials having different properties at different po-
sitions, it becomes natural to consider a case in which the threshold
values for the variables ui are not constant but have some spatial
variation. This is the first modification we have introduced onto
the OFC model. Namely, the values of the local thresholds will be
called uthi , and we draw them from a Gaussian distribution centred
at 1 with standard deviation 0.6. These values (as well as stresses
themselves) are not truncated at 0, since the results do not depend
on the mean value of uthi . We can always choose a larger mean,
and strictly positive values of uthi . Each time ui exceeds the local
threshold uthi , ui is updated to a new value. We use the update rule
ui → ui − u, using a fixed value of u, that is, we implement a
prescription of constant elementary stress drop (see Fig. 2). Every
time ui is updated, a new value is assigned to the local threshold
uthi , taken from its original random distribution. This prescription is
justified on the same physical arguments as before, since the slid-
ing pieces can reasonably be thought as finding different maximum
strengths as sliding proceeds.
The second and crucial modification we made on the OFC model
is the introduction of internal relaxation effects. We will not repeat
here the arguments that justify this introduction,which can be read in
the original publications (Jagla 2010; Jagla & Kolton 2010), but let
us justmention the following fact that points to the necessity of these
effects: In the OFC model, a sudden stop of the tectonic loading
makes all seismic activity to cease at once. This is unrealistic, as
for instance the processes that trigger aftershocks after a main event
depend on the rearrangements that occur in the fault network after
the main shock, and are not directly related to tectonic loading.
In other words, dynamic effects within the faults should be taken
into account in order to have a realistic description of the seismic
process. This is what we did by introducing the internal relaxation
mechanism. The actual implementation prescribes that the evolution
of the variables ui between avalanches obeys
dui
dt
= R (∇2 u)
i
+ k1V . (2)
The k1V term represents the external loading and can be easily
deduced from eq. (1) and recalling that dwidt = V . The R term tends
to make the values of ui progressively more uniform in the system,
reducing its total energy. In (Jagla & Kolton 2010 and Jagla 2010),
the use of this new term is justified with more detail. Throughout
the paper, we will be working with dimensionless units, measuring
stresses in units ofu, spatial distances in unit of x0, strains in units
of δ, time in units of uk1V and the strength of the relaxation effect R
in units of k1V
u .
The two modifications just described make the results of the
simulations to be much more realistic in several respects (see Jagla
2010; Jagla & Kolton 2010); Arago´n et al. (2012) for examples of
the results that are obtained:
(1) The spatial and temporal correlation of events is now compa-
rable to real ones, in particular, aftershock sequences obeying the
Omori law (Omori 1894) are obtained;
(2) The distribution of avalanche sizes has a Gutenberg–Richter
form, with an exponent b very close to actually observed values
(b ∼ 1);
(3) The friction properties derived from the model reproduce
non-trivial results such as velocity weakening or the stress peak in
experiments of slip-stop-slip;
(4) Contrary to the R = 0 case, events of size comparable to the
system size persist in the macroscopic limit (α → 0.25, Lz → ∞);
(5) The temporal evolution of seismic activity supports the con-
cept of a ‘seismic cycle’.
It is worth mentioning that as long as R is larger than some
minimum value, all these results are obtained irrespective of the
precise value of R.
We will comment on a few fundamental differences between
the OFC model and the modified implementation used here. The
OFC model is typically simulated using open boundary conditions;
otherwise, the spatial homogeneity generated by the use of pe-
riodic conditions induces a strong global synchronization in the
model. As explained in Jagla (2010), in ourmodel with non-uniform
thresholds, the differences in bulk quantities calculated using open
or periodic boundary conditions become negligible when system
size is large enough. Even though there are not periodic boundary
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conditions in actual faults, we work with periodic boundary condi-
tions mostly to take advantage of spectral techniques that we used
to temporally evolve (eq. 2). The system size is taken large enough,
such that the largest events observed fit well into the system, and no
system size dependences of the results are observed if size is further
increased. It must also be taken into account that the value of the
parameter α has qualitatively different effects in this model and in
the original ‘OFC’ model. In the OFC model, the value of α de-
termines the slope of the Gutenberg-Richter law, and the maximum
size of the avalanches is only bounded by the system size, whereas
here, the exponent b of the size distribution does not change with
α, and the maximum avalanche sizes gets larger without limit as α
→ 0.25 (Jagla 2010). We always use values of α and system sizes
such that the maximum avalanche area is smaller than the system
size.
4 IMPLEMENTATION OF A
FORECAST ING PROTOCOL IN THE
MODEL
Our aim is to analyse to what extent the occurrence of large events
during the time evolution of themodel can be anticipated. To address
this point, we need to be more precise in a few different aspects.
The first one is to clearly define what we call a large event. In
Fig. 3, we show a typical temporal sequence of events in the model
at two different timescales. In the bottom panels, we observe a sys-
tematic pattern of steady increase in the average stress in the system
ui , followed by abrupt drops. In Arago´n et al. (2012), we interpret
this cycle of a smooth stress increase and sudden stress decrease as
the manifestation in our model of a ‘seismic cycle’ (Scholz 2002).
We would like to predict the imminent occurrence of these abrupt
drops of stress in the system, which correlate with the largest indi-
vidual events in the model. However, a more careful observation of
the sequence of events reveal that in most cases, what looks at first
sight as a single drop of stress, is composed by many contributions
from clusters of events that occur very close in time. Our scheme
will focus on predicting these tight clusters (indicated by the double
arrows in the lower right panel of Fig. 3), so we will redefine from
now on an ‘event’ as the whole cluster of quakes that generate this
composite stress drop. To be precise, we will consider that an event
starts when a first quake of magnitude larger than 1.85 occurs, and
ends if no quake of magnitude larger than 1.85 occurs within a time
0.001. We can mention that in actual seismicity, large events also
occur within ‘clusters’, typically of one or more main shocks, and a
large number of aftershocks. However, the largest main shock takes
typically as much us 90 per cent of the total seismic moment of the
cluster, so neglecting the rest of the cluster produces only a minor
error. In our case, it is typically observed that the cluster is formed
by few different events with a relatively large contribution to the
total released seismic moment, so it is important to consider the
whole sequence. We think this slightly unrealistic feature of our
model is due to the fact that we do not consider long-range elastic
interactions, or inertia effects in a realistic way.
The second point we have to consider, is that any sensible fore-
casting procedure we propose, must be based on a limited number
of variables characterizing the state of the system. The necessity
of this is absolutely clear for the actual case of real seismicity, in
which the system is a piece of the Earth’s crust, as it is hopeless
to expect to have access to a full set of variables that characterize
precisely its state at every spatial scale. Typically, we can expect
to have access to some coarse-grained variables that describe the
average elastic state of the crust. Using the same philosophy, we
will not set up a forecast scheme for our model on the basis of the
knowledge of every microscopic variable. In our model, there are a
number of variables that are well defined at anymoment, namely the
local stresses ui (which determine the local strains wi; see eq. (1))
and the local thresholds uthi . Also, upon a deterministic evolution of
ui, when an avalanche occurs, the new thresholds are generated in
a stochastic manner. Among all these variables, the thresholds are
certainly the most difficult to monitor in a realistic situation. Our
forecasting scheme will assume that we do not have any knowledge
on the values of uthi . With respect to the values of ui (or wi), we will
take as a starting point that we have a complete knowledge of these
variables. It is out of question that this is not realistic for actual seis-
micity at present. However, modern experimental techniques based
onGNSSmonitoring allow to observe spatial variations of the strain
distributions caused by individual earthquakes. In addition, as we
show in Appendix A, the form of ui andwi can be recovered for our
model if we have access to a sufficiently detailed record of the local
slips caused by previous earthquakes. A forecast scheme based on
the knowledge of only a part of the variables that are necessary to
conduct a full numerical evolution of the model cannot be fully ac-
curate, but will have (in the best case) only a statistical significance.
Figure 3. Temporal event sequence characterized by the magnitude of the events M (top panels) and average stress in the system ui (bottom panels). The
dashed vertical lines in the left-hand panels indicate the temporal interval shown in the right-hand panels, where two target events are shown in detail. The
stress drop of each event is indicated by double arrows. Results correspond to a system of 256 × 256, with R = 1000 and α = 0.243.
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However, if the occurrence of large earthquakes within some
limited time window can be forecast in a significant number of
cases, this will have valuable practical implications.
The third important consideration is to note that a potentially
useful forecast should combine both a precise anticipation of geo-
graphical location and magnitude of a large forthcoming event and
a statistically significant information about the time of occurrence
of the event.
We have developed a procedure for our model that combines the
methods summarized in Sections 2.1 and 2.2. The information pro-
vided by the distribution of local strain allows to find fault patches
that are ‘overdue’ with respect to the average displacement of the
plates. The extent of these patches informs us of what the maximum
magnitude is of an event that will eventually occur there. This is
a procedure that follows closely the strategy of Section 2.1. Once
overdue fault patches are identified, we look for the appearance
of typical precursor activity in it, in a qualitatively similar way to
the procedure of Section 2.2. We find that when typical precursor
activity occurs within high-strain zones, there is some probability
that a large event will be triggered within a limited time period. If
however, the same kind of activity is detected in spatial locations
that are not overdue, this will not typically produce a large event in
the near future.
4.1 High-strain zones
The idea presented in Section 2.1 that large earthquakes occur in
large spatial seismic gaps is well realized in our model. We present
some results corresponding to a system of 256× 256, withR= 1000
and α = 0.243. Fig. 4(a) shows the spatial distribution of strainwi in
the system a small time before the event indicated in Fig. 3 as ‘I’. In
Fig. 4(a), it is apparent that there are regions with particularly large
values of strain, namely, a large seismic gap. Fig. 4(b) is the strain
distribution after some time, once event I has occurred. Figs 4(c)
and (d) show, as another example, the strain distributions before
and after event II in Fig. 3. We see that the regions spanned by
the events correspond approximately to overdue fault patches in
which the strain was larger than some threshold value, which for
the present parameters of the model was found to be around 36.5
(in units of δ). In the absence of any other guidance, we choose
the threshold value of the strain distribution to be (from test runs)
such as to match the area spanned by the events once they actually
occur. Smaller values of the threshold strain would correspond to
contour areas much bigger than the areas of the target events, while
larger values would have the opposite effect. This correlation was
observed systematically for many large events, and shows that if
we know the strain distribution in the system, an identification
of the spatial extent of forthcoming events can be made before
they actually occur. This is the same kind of strategy discussed in
Section 2.1, and corresponds to identifying the fault patches in
which the slip deficit is particularly large.
In Figs 4(b) and (c), the effect of internal relaxation can be ap-
preciated. In Fig. 4(b), the dark region affected by the recent event
presents some bright spikes which correspond to blocks with high-
strain values. These spikes tend to disappear as the strain becomes
more uniform due to relaxation. This is a direct effect produced by
the R-proportional term in eq. (2) and represents the slow rearrange-
ments of the sliding plates which tend tominimize the system’s total
energy. This relaxation effect is also responsible for the appearance
of aftershocks in the system.
Even though, in the model used in this work, we can clearly
identify that large events rupture mainly the high-strain patches and
Figure 4. Spatial distribution of strain wi in the x-y plane of a fault (see
Fig. 1) modelled by a numerical lattice of 256 × 256 elemental blocks,
with R = 1000, α = 0.243 and periodic boundary conditions. A brighter
colour indicates a higher value of wi. The maps shown correspond to the
state of the system before and after event I (a and b) and event II (c and d)
indicated in Fig. 3. The slip areas of these events are clearly identified as
the regions in which wi is largely reduced. In this figure, contour lines are
drawn at a particular value wi = 36.5. It is observed that events tend to ‘fill
up’ some of these contour lines, thus allowing the identification of ‘overdue
fault patches’ where large events systematically occur.
the rupture is arrested by the low-strain patches, we emphasize that
these are not persistent features, namely, the position of high-strain
regions where events are most likely to occur changes along time,
and in the long run the activity is homogeneous across the system.
The actual existence of earthquakes that occur almost periodically in
high-stress patches with almost the same rupture zone and epicentre
(see, for instance, Kawamura et al. 2012) is a phenomenon that is
associated to inhomogeneous features of a particular fault, which
are not included in our scheme.
In Fig. 5(a), we plot the area of the events observed as a function
of the area of the ‘overdue fault patches’ in which they occurred.
An event is considered to occur inside a target region if its epicentre
(first block moved) is within this region. On the vertical axis, at
the left part of the figure, we also plot the area of events that do
not take place inside overdue regions. It is straightforward to see
that all events which have an area larger than a certain threshold
(indicated by a horizontal dotted line) occur within overdue regions.
This shows again that the spatial occurrence of large events can be
anticipated very well. The plot also shows that given the area of an
overdue region, we can establish an approximate upper bound for
the area of the events whichwill occur there (indicated by the dashed
line of slope 0.8). The correlation between expected and actually
observed areas of the events can be translated to a corresponding
expected/observed magnitude relation. In fact, the area of observed
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Figure 5. (a) Area of the observed events as a function of the area of the
overdue patch. On the y-axis, at the left part of the figure, we also plot the
area of events that do not take place in overdue patches, whose upper limit is
indicated by the horizontal dotted line. The dashed line of slope 0.8 indicates
the approximate upper bound for the area of the events which will occur in
a given overdue patch. The shaded region correspond to target events with
a minimum area Amin = 1.6 × 104. (b) Area of the observed events as a
function on their corresponding seismic moment.
events correlate very well with the seismic moment S of the event
as it can be seen from Fig. 5(b). It is then clear that if we would like
to predict events larger than a certain size, or magnitude, they must
have an area larger than a certain minimum Amin. These events will
be called target events and Amin defines the minimum size of the
overdue regions which we will consider.
4.2 Precursor activity
The analysis of strain distribution provides an accurate determina-
tion of the maximum magnitude and location of large events that
are likely to occur along the temporal evolution of the system. Re-
markably, we find in our model a number of cases in which the
occurrence of these large events can be anticipated by the detection
of precursor activity in the spatial region of interest. This is the
same idea we discussed in Section 2.2. In fact, in many cases it is
observed in the model that some typical pattern of activity, in the
form of a few comparatively small quakes that form what we call
a ‘chain’, occurs shortly before the large event. Thus, this can be
taken as a signal to declare an alarm for the possible occurrence of
a large event in the immediate future. Particular clusters of events,
both in real and synthetic catalogues, have been regarded as pre-
cursor activity in a number of works, for instance in Shaw et al.
(1992), Eneva & Ben-Zion (1997), Baiesi (2006), Shebalin (2006)
and Rhoades (2010).
To provide some practical examples, we have to define with more
precision the concept of a chain. They are defined by linking quakes
that occur closer to each other than some maximum space and
time intervals. In principle, these intervals should depend on the
magnitudes of the quakes that are considered (Baiesi & Paczuski
2004). If, for simplicity, we use fixed space and time intervals, we
need to consider only quakes that are within a certain magnitude
range [M1, M2]. We will say we have detected a chain when a
number of linked quakes greater than some minimum nmin has been
detected. The values of the maximum space and time interval for
two quakes to be linked, the magnitude range and nmin are adjusting
parameters that have to be tuned to obtain the best performance of
the forecast algorithm.
Without attempting to optimize the parameters for the best pos-
sible performance, we use the following values for the detection
of chains in our simulations: maximum time interval: 0.001; maxi-
mum spatial interval: 20 lattice units, magnitude range:M1 = 0.40,
M2 = 1.85, nmin: 9. M2 was chosen to be as high as possible, while
low enough so that a quake of this magnitude does not produce an
appreciable drop in the mean stress of the system. The temporal
and spatial intervals were chosen to be small enough so that linked
quakes were not too common. We have verified that the results de-
pend smoothly on these parameters. In principle, an optimization
can be made to find the best set of parameters for the forecasting
scheme. However, we will not proceed with this optimization here.
Many chains that fit this criterion occur in the system along the
temporal evolution, but we will only concentrate on those (that we
call ‘precursor chains’) localized within high-strain zones. Precur-
sor chains may be associated to the foreshocks that are usually
retrospectively identified once the upcoming big event has been
observed. We note that the precise definition and identification of
foreshocks in real and simulated seismicity is an active field of re-
search (Helmstetter et al. 2004; Lippiello et al. 2012). In our case,
the observation of a precursor chain is the signal that activates an
alarm. The alarm indicates that there is an enhanced probability
that an event of a maximum magnitude (given by the size of the
overdue region in which the chain takes place) may occur in the
near future. For practical reasons, this alarm is defined to be active
during some time interval t. The value of t is a fitting parameter
of the forecasting scheme. To evaluate the success of our algorithm,
we will consider that a hit corresponds to a target event that starts
in the target region within the interval t. Otherwise, it is a miss,
and the alarm was a false alarm.
To present the results of the temporal forecast procedure, we note
first that the effectiveness will strongly depend on the particular
value of t used. Thus, we will show the results obtained as a
function of the value of t. Two complementary quantities will be
presented. One is the fraction η1 of target events that occur within
alarm periods, namely, the number of events that occur at times
where the corresponding alarm was active Npredicted, divided by the
total number of target events Ntotal: η1 = Npredicted/Ntotal. Obviously,
we want to maximize this number. However, this has to be done
keeping the system on alarm as brief as possible. So the other
variable we will present is the fraction η2 of the total time that the
system is on alarm. For a simulation of a duration Ttotal, if the system
is in alarm during a time Talarm, we have η2 = Talarm/Ttotal. In Fig. 6,
the two numbers η1 and η2 are presented as a function of t for a
minimum area of the target events Amin = 1.6 × 104 (shaded region
in Fig. 5). In the present case, Ntotal = 190 and Ttotal = 88.8. We have
checked that a further increase of Ttotal does not produce systematic
changes in η1 and η2, only reduces statistical fluctuations.
The effectiveness of the forecast algorithm can be evaluated
through the probability gain η ≡ η1/η2. In fact, η is the density
of target events during periods of alarm, divided by this den-
sity at all times. A null prediction corresponds to η = 1. When
Ntot → ∞, any value above 1 reveals some degree of efficiency of
the algorithm. The value of η is also plotted in Fig. 6. We see that we
obtain systematically values of η above one, up to values close to 14
whent is properly adjusted. In other words, we are able to identify
some periods of time following the observation of precursor chains,
in which the probability to observe target events is about 14 times
larger than the average probability. To obtain a better baseline for
comparison than a random guess, we also calculated the probability
gains for two simple reference strategies (Tejedor et al. 2009). They
just focus on the temporal sequence without taking into account
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Figure 6. Results of the temporal forecast procedure for target events
with an area larger that Amin = 1.6 × 104. We plot η1 = Npredicted/Ntotal,
η2 = Talarm/Ttotal and η = η1/η2 as a function of the alarm time interval
t. See text for description.
the internal mechanisms that evolve in the system. One consists in
waiting some time τ 1 after each event and then declare an alarm
which will be active until the next event. In the other strategy, the
alarm is declared for some time interval τ 2 just after each event.
If large events in the model are more periodic or more clustered
than a Poisson process, these simple strategies will, respectively,
yield better results than a random guess. Trying different values of
τ 1 and τ 2 we obtained probability gains that are always below ∼2,
much smaller than the obtained values for the forecast algorithm
proposed here. Our results thus show that the assumed knowledge
of the strain state of the system, and the identification of precursor
chains is sufficient to make some statistically significant forecast
about the time of occurrence of future events of the model, whose
size and location were known in advance due to the analysis of the
strain configuration discussed in Section 4.1. This is the message
we want to convey on this respect.
Some further comments are in order here. Firstly, the skill of this
forecasting method can be evaluated with other measures. For ex-
ample, we can use the gambling score proposed by Zhuang (2010)
and applied by Zechar & Zhuang (2010), where they quantify the
performance of earthquake forecasts with reputation points. We
also applied this approach using a Poisson distribution as a refer-
ence model and obtained that the change in reputation is optimized
around 1100 for the same value of t found in Fig. 6.
Secondly, it is worth noting that we observe that large target
events are better predictable, as it has been noted in other statistical
physics models, such as Hainzl et al. (2000) and Caruso & Kantz
(2011).
Thirdly, the increased likelihood for a large event to occur after
some typical activity pattern must be considered as a purely phe-
nomenological observation. The physical origin of this effect is not
obvious. However, Jagla (2011) systematically addressed the effect
of small perturbations on the kind of model we use, and found
that there is a well-defined increase in seismic activity during some
characteristic time following the perturbation. This is precisely the
effect we rely on to construct our temporal forecast scheme.
In actual and simulated seismicity, considerable variability has
been observed in the occurrence rates of foreshock sequences (Shaw
et al. 1992; Hainzl et al. 2000; Scholz 2002, and references therein).
Also in our model it is observed that the precursor activity be-
fore large events may not exist at all, meaning that the prediction
algorithmwill certainly miss the precise time of occurrence of some
large events (though not its size and spatial location).
The last comment points to the strength of the present protocol:
many chains occur all across the system as a function of time.
However, it is the combination of the precursor information with
that of the highly stressed regions what reduces the number of false
alarms launched, then making this protocol of potential practical
utility. We believe that this is a key point of the present procedure
that combines the twomethods to predict real earthquakes described
in Section 2.
5 SUMMARY AND CONCLUS IONS
In this paper, we have analysed the performance of a forecast pro-
tocol in the context of a statistical physics model of seismicity. The
model is a modification of the one proposed by Olami et al. (1992)
to describe in very simple terms the sliding of tectonic plates in a
single planar fault scenario. Themodifiedmodel incorporates relax-
ation effects in the plates as a fundamental ingredient (Jagla 2010;
Jagla & Kolton 2010).
The forecast procedure is based on the assumed knowledge of
the local mechanical state of the plates at every moment, and in
the determination of particular sequences of events, that we called
precursor chains. The results obtained indicate that this information
is sufficient to make sensible statements about the spatial location
of forthcoming large events and in a lesser extent about their time
of occurrence. On one side, the direct analysis of deformation of the
plate at a given time allows to identify patches with high slip deficit
where large ‘delays’ of the plate are occurring with respect to the
long-term displacement rate. These overdue regions are systemati-
cally observed to be those that eventually unlock and generate the
large events in the system. In this sense, the magnitude and spatial
location of the large events can be predicted with a great degree of
confidence. With respect to the prediction of time of occurrence,
we have observed that in a fraction of the cases, large events are
anticipated by some typical precursor activity that can be used to
trigger an alarm for an imminent event. To quantify the temporal
forecast efficiency of the alarm-based protocol, we have used the
dimensionless ratio η as the density of target events during periods
of alarm, divided by this density at all times (known as probability
gain). It is clear that we have to aim to the highest possible value of
η to obtain the best performance forecast algorithm. We observed
that the alarm time interval t can be properly adjusted to maxi-
mize η, which for our present simulating parameters reaches values
up to 14. On one hand, it is not obvious a priori what the highest
value of η is that can be obtained with an optimized forecast pro-
tocol. On the other hand, on a practical perspective it is not clear
either what the necessary η value is in order to have a practically
useful forecast algorithm. Further work would be helpful along this
direction. In any case, the results we have obtained with the present
numericalmodel suggest that practical efforts to predict earthquakes
must combine the two methods that have been considered as sepa-
rate alternatives until present, namely, the determination of overdue
regions in which large arrangements are likely to occur in some
undetermined moment, and the search of precursor patterns within
the overdue regions, that may likely tell when the large earthquake
will be triggered.
Usually, forecast procedures in statistical physics models of seis-
micity are based on the magnitude, epicentre and occurrence time
of events (e.g. Shaw et al. 1992; Hainzl et al. 2000; Gonza´lez et al.
2005, 2006; Tejedor et al. 2009; Caruso & Kantz 2011). Here, we
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call for the need to complement these data with additional informa-
tion that takes into account the elastic state of the system. Along this
direction, Ramos (2010) analysed the correlation between the time-
series of large events and the average stress of the modelled fault
and its standard deviation in a modified version of the OFC model,
and Anghel et al. (2004) studied the spatial modes of surface defor-
mations in a geophysical model of the central San Andreas Fault.
Nevertheless, in both cases they have focused on predicting the time
of occurrence of large events. To our knowledge, our prediction pro-
tocol is the first that addresses not only the temporal occurrence,
but also the spatial extent of future large events in a prospective
manner.
There is a number of issues that we did not address in this pa-
per, and that can potentially improve the results we have presented.
Our model does not incorporate elastic interactions in a realistic,
long-range way, but only between nearest neighbour blocks. It also
disregards the possible effect of inertia of the blocks. Both facts can
have an influence on the unrealistic feature of the model that large
stress drops are many times ‘decomposed’ in a series of smaller
events, in which none of them carries the large majority of stress
drop, contrary to what happens in actual seismicity. Another impor-
tant question is related with the fact that the model is supposed to
describe seismicity in a single planar fault. In the best case, this can
potentially have some relevance for the seismicity of subduction
regions, where the assumption of a single fault may be justified.
How the present results can be generalized to a context of multiple
faults in a complicated geographical context is a totally unexplored
issue at present.
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APPENDIX A : DETERMINATION OF
THE STRESS F IELD FROM THE
ACTIV ITY HISTORY
The prediction procedure analysed in this paper assumes the full
knowledge of the strain state of the system, contained in the function
wi. The direct information of the strain state in actual faults would
be very difficult to achieve, although, as we havementioned, modern
technologies can help on this. However, we will show here that the
function wi can be determined in principle if we have access to
the full detailed history of earthquake activity. In our model, this
corresponds to know the spatial displacement hi generated for every
event that occurred in the past.
To obtain an analytical solution for the strain field at all times in
a region , we reconsider the evolution equation for the variables
ui (eq. 2). That equation is valid only in the times in between
avalanches. To write down an equation that is valid at any time,
we introduce a new term H (	r , t) which makes reference to the
history of the local slips caused by previous events, namely:
∂
∂t
u(	r , t) = R(∇2u) + k1V + H (	r , t), (A1)
where H (	r , t) gathers information on the activity in the system
prior to the present time t, and where for practical purposes we
have passed from the discrete to a continuous-space description.
The function H (	r , t) is written as
H (	r , t) = −
∑
j :(t j<t)
δ(t − t j )u j (	r ), (A2)
where tj is the time of occurrence of event j, that produces a spatial
stress drop distribution given by the function u j (	r ). The seismic
moment S(tj) of the event can be calculated from theu j (	r ) function
as
S(t j ) =
∫

d	ru j (	r ). (A3)
Using Green’s functions methods to solve differential equations,
an analytical solution for the stress field may be obtained in the
form
u(	r , t) = k1V t −
∑
j :(t j<t)
g j (	r , t − t j ), (A4)
g j (	r , t − t j ) = 1
4π
∫

d	r ′ u
j (	r ′)
(t − t j ) exp
(
−|	r − 	r ′|
4R(t − t j )
)
. (A5)
These equations solve in principle the problem: from these equations
the strain distribution in the system can be evaluated if we have a
detailed record of the stress drop function u for all events that
occur before the present time (and know also the correct value of
R). From a practical point of view, we need to know this function
only for events that occurred, with respect to the space and time of
interest, at spatial distance x and a time t for which x2/Rt
is not much smaller than one, because otherwise its contribution to
the previous integral is vanishingly small.
In practice, it is difficult to compute the function g j (	r , t − t j ).
Nevertheless, if we consider the approximation that events occur
locally in their epicentres 	r0 (u j (	r ) = S(t j )δ(	r − 	r0)) the function
gj can be directly obtained from the seismic moment at time tj
and its epicentre. Within this approximation, the stress field may
be computed from the data that are usually measured, namely, the
epicentre and magnitude of an event, as
u(	r , t) = k1V t −
∑
j :(t j<t)
S(t j )
(t − t j ) exp
( −|	r − 	r0|
4R(t − t j )
)
. (A6)
Summarizing this part, we have shown that the stress field ui,
can be reconstructed if we have access to a detailed history of
the activity in the system. More precisely, we should know, for
each event j, occurred at time tj, the local stress drop u j (	r ). We
should also know the relaxation parameter R, which is supposed to
be uniform throughout the region of interest. To determine if we
should use the exact form (A4), or if we can use the much simpler
approximation given by (A6) will require further analysis for each
particular situation.
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