We derive the maximal invariant for tests of identification in a linear structural equation model. We find that the maximal invariant has three components that are the basis for existing tests for rank, overidentification and exogeneity.
Introduction
The rapidly growing literature on weak instruments has stressed the importance of reporting tests for possible failures of identification in applied research (e.g. Staiger and Stock (1997) ). These have either the form of tests for the rank of some reduced form coefficients (e.g. Cragg and Donald (1993) , Cragg and Donald (1997) , Robin and Smith (2000) , Stock and Yogo (2001) ) or tests for over-identifying restrictions (e.g. Sargan (1958) , Basmann (1960a) , Basmann (1960b) , Byron (1974) , Hansen (1982) ).
In this note, we study tests for identification in a linear structural equation model.
The structure of the model suggests invariance arguments that can reduce the testing problem to functions of a maximal invariant (i.e. a few statistics of considerably smaller dimension than the sample size) and simplify the analysis. We first identify the transformations that leave the problem invariant, and then derive a maximal invariant.
The maximal invariant has three components, commonly used in tests of rank, overidentifying restrictions and exogeneity.
Main result
We consider a linear structural equation 
The dimensions of vectors and matrices are reported in square brackets the first time they are used, unless they are obvious from the context. We assume that
where Ω is an ( 1 n n 1 + × + ) matrix of parameters. We are implicitly assuming that the reduced form (2) contains information on (functions) of
Moreover, , and are independently distributed. Notice that there is a one-to-one relationship between
⎦ and the OLS estimators of the reduced form parameters. Let and Ω we need to make sure that the same relationships hold for the transformed parameters as for the original parameters. For example, if the over-identifying restrictions (3) hold (resp. do not hold) for the original parameters, they must hold (resp. not hold) for the transformed ones. This concept is expressed formally by saying that the testing problem is invariant under some group of transformations (for a detailed technical discussion see Lehmann (1997) and Muirhead (1982) 
do not affect the over-identifying restrictions nor the rank of 2 Π .
The reason for choosing the transformation (12) rather than the more standard one
where is an ( ) non-singular matrix, is that L 1 n n + × + (15) affects both the rank of 2 Π and (3), and consequently it does not leave the problem invariant.
A statistic that is left unchanged by the transformations (12), (13) and (14) is said to be invariant to them. One can show that there is a statistic, called the maximal invariant, having the properties that all statistics invariant to the transformations of , and specified in Proposition 1 are functions of the maximal invariant. Formally, the statistic
the transformations (12), (13) and (14). Notice that the maximal invariant is not uniquely defined and that any one-to-one function of the maximal invariant is itself a maximal invariant. In our case, we have the following result. (12), (13) and (14) and is a matrix such that 
Proposition 2. The maximal invariant under the transformations
and is now a matrix such that
where is an ( ) matrix containing as diagonal elements the eigenvalues of
F n n × 1/ 2 1/ 2 22 2 2 22 ' − − Ω Π Π Ω .
Discussion
Proposition 2 identifies all the relevant statistics that may be used to construct tests for identification that are optimal. Since the distribution of the maximal invariant is very complicated, it is difficult to derive optimal tests for identification. It may, however, be possible to use it to prove the admissibility or inadmissibility of existing tests. We hope to be able to report some results in future work.
Here we discuss the relationship between the statistics ( ) 
where
The maximal invariant identified in Proposition 2 is the same as with the right bottom ( W n n × ) block replaced by its eigenvalues and replaced by a consistent estimate (that is also a block diagonal matrix).
LL
Under standard assumptions
where , Notice that (18) can be a basis for tests for over-identifying restrictions, too.
However, one faces the problem that if the null hypothesis is true, then suggested by by Sargan (1958) , Basmann (1960a) , Basmann (1960b) , Byron (1974) and Hansen (1982) suggested to test the rank of (e.g. Anderson and Rubin (1949) , Anderson (1951) , Since , and are asymptotically independent, it is easy to control the overall size of tests for identification and exogeneity. However, given the maintained hypotheses of the tests, their interpretation has to be based on the logical sequence according to which tests are performed in the following order: test of rank, test of over-identifying restriction, test of exogeneity. 
The transformations (12), (13) and (14) change the sufficient statistics to 
Notice that l E E l E L π = π + Π = Π β = Π β * , and this can be rewritten as ( )
Proof of Proposition 2
Proof. First, we consider the transformation
so that the maximal invariant is { } 
, is invariant and is such that ( ) ( )
The maximal invariant is given by , where and is chosen so that . Once again, this follows immediately from the definition of maximal invariant by noting that the product of two block diagonal matrices conformable to is a block diagonal matrix conformable to . Now, we just need to choose a convenient matrix . To do this we partition W , and S conformably to L, 
n n × matrix containing the eigenvalues of (e.g. Theorem A9.9 of Muirhead (1982) ).
The matrix is uniquely determined up to changes of sign in its first row. Proposition 2 follows from Theorem 6.1.12 of Muirhead (1982) .
