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Motivated by the results of recent thermoelectric effect studies, we show the effects of Coulomb
interactions on the Seebeck coefficient based on an extended Hubbard model that describes the
electronic states of a slightly doped organic Dirac electron system, α-(BEDT-TTF)2I3. Our results
indicate that the Hartree terms of the Coulomb interactions enhance the electron-hole asymmetry of
the energy band structure and change the energy dependence of the relaxation time from impurity
scattering, which reflects the shape of the density of states. Thus, the Seebeck coefficient exhibits a
non-monotonic T dependence which qualitatively agrees with the experimental results. Furthermore,
we also show that the signs of the Seebeck coefficient and the Hall coefficient calculated by linear
response theory do not necessarily correspond to the sign of the chemical potential using a modified
Weyl model with electron-hole asymmetry. These results point out that changing the electron-hole
asymmetry by strong Coulomb interaction has the potential to controllable the sign and value of
the Seebeck coefficient in the Dirac electron systems.
I. INTRODUCTION
The organic conductor α-(BEDT-TTF)2I3 has a two-
dimensional (2D) massless Dirac electron (DE) system in
the high pressure region [1–7]. It shows unique transport
properties, such as the inter-band effect of the magnetic
field in the Hall effect [8, 9] and the giant Nernst ef-
fect [10, 11]. By contrast, in a low temperature and low
pressure region, a charge-ordering (CO) insulator phase
appears, where the mass of the DE is induced by break-
ing the inversion symmetry [12–16]. The transition tem-
perature is TCO = 135 K at ambient pressure, and it
decreases linearly as the hydrostatic pressure P increases
and becomes zero at P = PC ' 12 kbar.
The electron correlation effects play important roles
in both phases. The CO phase is induced by nearest-
neighbor Coulomb interactions [12, 13, 17, 18] and ex-
hibits anomalous properties on the spin gap [19, 20] and
transport phenomena in α-(BEDT-TTF)2I3 [21–27]. In
the massless DE phase, the long-range Coulomb inter-
action suppresses the magnetic susceptibility, owing to
Dirac cone reshaping and ferromagnetic polarization [28–
30], and it enhances spin-triplet excitonic fluctuations,
owing to perfect electron-hole nesting under an in-plane
magnetic field [31].
The thermoelectric performance of materials is often
characterized by a Seebeck coefficient, which defined as
the electromotive force induced by a temperature gra-
dient. It is suggested in recent years that the electron
correlation effects also makes an important contribution
to a thermoelectric effect. For instance, a giant Seebeck
∗ dohki@s.phys.nagoya-u.ac.jp
coefficient in low temperature caused by the electron cor-
relation effect is reported in organic compounds such as
(TMTSF)2PF6 [32]. Thus, α-(BEDT-TTF)2I3 is also
expected as strongly correlated thermoelectric material,
and attracts attention in both theoretical and experimen-
tal aspects.
Recently, an anomalous Seebeck effect was observed in
α-(BEDT-TTF)2I3 [11, 33]. The Seebeck coefficient in
the massless DE phase shows a positive value. It forms a
gentle peak at approximately 50 K, and decreases linearly
toward absolute zero as T decreases under high pressure
P > PC. Under low pressure P < PC, the Seebeck co-
efficient exhibits a sharp positive peak at approximately
TCO, and its sign rapidly changes to negative in the CO
phase. According to the Mott formula, the sign of the
Seebeck coefficient of the DE system corresponds to the
sign of the chemical potential µ [34–37]. Further, µ in
α-(BEDT-TTF)2I3 is always hole-like (µ < 0) in the ab-
sence of carrier doping and interaction [8, 9]. Thus, the
positive sign of the Seebeck coefficient in the massless DE
phase can be explained in the absence of carrier doping
and interaction. To our knowledge, however, the mecha-
nism behind the sharp peak and the sign inversion of the
Seebeck coefficient has not yet been elucidated.
The theoretical derivation of the thermoelectric effect
in condensed matter has attracted considerable atten-
tion. In DE systems, the Seebeck coefficient is an odd
function of µ (bipolarity) forming positive and negative
peaks. The magnitudes of the peaks are enhanced by
the energy dependence of the relaxation time from im-
purity scattering in the massive DE [38], and they are
strongly affected by disorder and temperature [39]. Re-
cently, researchers have sought calculations “beyond the
Mott formula, by incorporating the effects of electron cor-
relation, impurity scattering, and phonon scattering on
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2the Seebeck coefficient [40–44].
In this study, we elucidate the effects of electron-hole
asymmetry and Coulomb interactions on the Seebeck co-
efficient of α-(BEDT-TTF)2I3 using an extended Hub-
bard model that describes the electronic system of this
material [3, 13, 18, 21, 22, 24, 25] with mean-field ap-
proximation. The Seebeck coefficient is calculated based
on linear response theory for thermodynamic perturba-
tions [40, 43, 45–47]. The energy dependence of the relax-
ation time from impurity scattering is treated within the
framework of the T -matrix approximation. We treat the
chemical potential carefully, because the Seebeck coeffi-
cient is sensitive to it, and the temperature dependence
of the chemical potential in the DE system is affected
by electron-hole asymmetry, owing to the band structure
and carrier doping [8, 9]. In addition, the band structure
is reshaped by the Coulomb interaction, which brings
about a change in the temperature dependence of the
chemical potential. Thus, the temperature dependence
of the Seebeck coefficient in the DE system is strongly
influenced by electron-hole asymmetry and the Coulomb
interaction. These approaches allow us to understand the
anomalous behavior of the Seebeck coefficient observed
in the experiments [11, 33]. This behavior is the effect
of drastic changes to the electronic state near the CO
transition as a result of the Coulomb interaction.
The remainder of this paper is organized as fol-
lows. In Sec. II.A, we introduce an extended Hubbard
model for describing α-(BEDT-TTF)2I3 subject to a two-
dimensional periodic boundary condition for calculating
the electronic state. We formulate the Seebeck coeffi-
cient in Sec. II.B, based on the linear response theory of
thermodynamic perturbations [40, 43, 45–47]. The relax-
ation time in the T -matrix approximation is treated by
the same framework used in previous research [22, 25, 48].
In Sec. III.A, we show the temperature dependence of the
chemical potential in the Hartree approximation. We
compare the calculation results in the preceding study
without Coulomb interaction, and consider the mecha-
nism that produces this behavior based on the density of
states and the given filling. In Sec. III.B, the numerical
calculation results of the chemical potential dependence
of the Seebeck coefficient are presented. Then, the fill-
ing is fixed to the value corresponding to the experiment,
and we focus on the temperature dependence of the See-
beck coefficient in that case. In Sec. III.C, we discuss the
contribution of the energy dependence of the relaxation
time from impurity scattering to the temperature depen-
dence of the Seebeck coefficient. The effects of electron
doping are also discussed by comparing the results in a
non-doping case. In Sec. III.D, we explain parameter
tuning for electron-hole asymmetry, and we examine the
changes to the Seebeck coefficient and Hall coefficient as
this parameter changes, based on the Dirac cone model
at several temperatures. We summarize our results in
Sec. IV, and we position this study within recent work
on the Seebeck coefficient in DE systems.
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FIG. 1. (Color online) Two-dimensional hopping network in
the conduction plane of the organic conductor, α-(BEDT-
TTF)2I3. We consider up to the next-nearest-neighbor hop-
ping energies, indicated by the solid arrows. Dashed arrows
indicate the Coulomb interactions Va and Vb between the
nearest sites in the direction of the a and b axes.
II. MODEL AND FORMULATION
A. Electronic states
As a model that describes a pseudo-two-dimensional
electronic system in α-(BEDT-TTF)2I3, we use the two-
dimensional (2D) extended Hubbard model [13], where
the effects of the insulating layer of I3− molecules are ig-
nored [49], except for their contribution to transfer inte-
grals. The hopping energies up to the next nearest neigh-
bor are obtained by a first-principles calculation [50].
Figure 1 shows a unit cell and a network of the hop-
ping energies between each molecular site in the a–b con-
duction plane. There are four sublattices, conventionally
labeled A, A′, B, and C in the unit cell represented by
the broken line. Here, inversion-symmetry points exist
in the middle of the A and A′ sites, and at the B and C
sites. As revealed by the analysis of Seo et al. [13], the
nearest-neighbor Coulomb interaction along the a axis
plays a principal role in driving the phase transition in α-
(BEDT-TTF)2I3 between the massless DE phase and the
CO phase. Therefore, in addition to the on-site Coulomb
interaction U , we only take into account the nearest-
neighbor Coulomb interactions Va and Vb indicated by
the dashed arrow in Fig. 1. In what follows, lattice
constants, the Boltzmann constant kB , and the Planck
constant ~ are taken as unity. Note that, throughout this
paper, eV is used as the unit of energy.
The extended Hubbard model is given by
H =
∑
<<i,α;j,β>>
∑
σ
ti,α;j,βa
†
i,α,σaj,β,σ +
∑
i,α
Uni,α,↑ni,α,↓
+
∑
<i,α;j,β>
∑
σσ′
Vi,α;j,βni,α,σnj,β,σ′ . (1)
3where i and j are the coordinates of the unit cell, α and
β represent the four sublattices (= A, A′, B, and C) in
the unit cell, and σ is the spin index. Here, an electron
number operator is defined by ni,α,σ = a
†
i,α,σai,α,σ. The
first term is the kinetic energy, and the second term is
the on-site Coulomb interaction. The third term repre-
sents the nearest-neighbor Coulomb interaction, where
Va is used for driving the CO transition, and we treat Vb
as a constant. Further, < · · · > and << · · · >> in the
subscripts of summations refer to adding up the terms
of the nearest and next-nearest neighbor, respectively.
ti,α;j,β shows the hopping between each site in Fig. 1
and is given as ta1 = −0.0267 (−0.0101), ta2 = −0.0511
(−0.0476), ta3 = 0.0323 (0.0093), tb1 = 0.1241 (0.1081),
tb2 = 0.1296 (0.1109), tb3 = 0.0513 (0.0551), tb4 = 0.0152
(0.0151), ta1′ = 0.0119 (0.0088), ta3′ = 0.0046 (0.0019),
ta4′ = 0.0060 (0.0009) at ambient pressure and tempera-
ture T = 0.0008 (0.03: room temperature). In this study,
we treat the temperature dependence of ti,α;j,β by a lin-
ear interpolation of the hopping values at T = 0.0008
and RT in Ref. [50], as follows:
ti,α;j,β(T ) = ti,α;j,β(0.0008)
+
ti,α;j,β(RT)− ti,α;j,β(0.0008)
0.0292
(T − 0.0008). (2)
By performing a Fourier inverse transform, ai,α,σ =
NL
−1/2∑
k akασe
ik·ri (NL is a system size), and Hartree
approximation on Eq. (1), the Hamiltonian HMF and its
energy eigenvalue Eνσ(k) in the mean field approxima-
tion are obtained as follows:
HMF =
∑
k
∑
αβσ
˜αβσ(k)a
†
kασakβσ −
∑
α
Uα〈nα↑〉〈nα↓〉
−
∑
αβσσ′
Vαβ〈nασ〉〈nβσ′〉. (3)
˜αβσ(k) = αβ(k)
+δαβ
Uα〈nασ¯〉+∑
β′σ′
Vαβ′〈nβ′σ′〉
 . (4)
Eνσ(k) =
∑
αβ
d∗ανσ(k)˜αβσ(k)dβνσ(k)− µ, (5)
where εαβ(k) =
∑
δ tαβe
ik·δ (δ is a vector between unit
cells), and ν = 1, 2, 3, 4 indicates a band index. Here,
dανσ(k) is a wave function diagonalizing HMF. The
average electron number at each site is determined by
〈nασ〉 =
∑
k,ν |dανσ(k)|2f(Eνσ(k)), where f(Eνσ(k)) =
(1 + exp(Eνσ(k)/T ))
−1
is a Fermi distribution function,
and the chemical potential µ is determined by the follow-
ing equation:
3
2
+ 〈δn〉 = 1
4
∑
ασ
〈nασ〉. (6)
Because α-(BEDT-TTF)2I3 has a
3
4 -filled band, the de-
viation of filling 〈δn〉 is zero when there is no impurity.
We assume 〈δn〉 = 10−6 (1ppm), because a small amount
of electron doping has been confirmed in some samples
of α-(BEDT-TTF)2I3 [8, 9].
A single particle green function G0Rαβ(ω,k) and the den-
sity of state N (ω) are given by
G0Rαβ(ω,k) =
∑
νσ
d∗ανσ(k)dβνσ(k)
~ω − Eνσ(k) + iη , (7)
N (ω) = −pi−1Im [Tr G0R(ω)] . (8)
The critical value of Va for the CO transition at T = 0
is V Ca = 0.198. In the following, we compare numer-
ical results in three cases: (U, Va, Vb) = (0, 0, 0) (non-
interacting case); (U, Va, Vb) = (0.4, 0, 18, 0.05) (mass-
less DE phase appearing at any temperatures); and
(U, Va, Vb) = (0.4, 0.199, 0.05) (CO transition occurring
at TCO = 0.002).
B. Transport property
The Seebeck coefficient is given by the Nakano–Kubo
formula for linear response theory [40, 43, 45–47]. The
Seebeck coefficient at a low temperature limit S(µ, T ∼
0) is calculated using the Mott formula:
S(µ, T ∼ 0) = −pi
2
3e
T
[
∂
∂µ
lnσ(ω, T = 0)
]
~ω=µ
(9)
where e > 0 is the elementary charge.
Moreover, S(µ, T ) at finite temperatures [41, 44] is
given by
S(µ, T ) =
L12
L11
(10)
L11 = L
(0)
y = σyy (11)
L12 = − 1
eT
L (1)y (12)
where L11 and L12 are coefficients for the electric field
E, and the temperature gradient −∇T of the current
density j and heat flow density jQ is defined by
j = L11E+ L12(−∇T ), (13)
jQ = L21E+ L22(−∇T ), (14)
where L11 is equal to the DC conductivity. In this study,
L12 and the direct current conductivity L11 = σyy in the
direction of the a(y) axis of the conduction plane are cal-
culated using the expression of the transport coefficient
L
(m)
y , as follows:
L (m)y =
∫
dω
(
− df
dω
)
(~ω)mΦy(ω), (15)
Φy(ω) =
4e2
NL
∑
kν
|vyν(k)|2 τν(ω,k)δ(~ω − Eν(k)),(16)
4where
NL indicates the system size and the velocity matrix
vyν(k) is a derivative of the energy eigenvalue ˜αβσ(k)
regarding the wave number ky. This is obtained by
converting it to a band representation, vyνν′σ(k) =∑
αβ d
∗
ανσ(k)v
y
αβσ(k)dβν′σ(k), using the wave function
dανσ(k).
Regarding the effect of impurity scattering on the See-
beck coefficient [42], the impurity potential term is de-
rived as follows:
Himp =
V0
NL
∑
kqσ
Nimp∑
iα
e−iq·ria†k+qασakασ, (17)
and is added as a perturbation to HMF. Here
∑Nimp
iα
means the summation over all impurities in the sys-
tem. ri (i = 1, · · · , Nimp) represents a coordinate about
unit cells, and Nimp is the total number of impurities.
Himp is treated within the T -matrix approximation to
include the energy dependence with the relaxation time
τν(ω) [22, 25, 48, 51–53]. As a result, the retarded self-
energy ΣRνσ(ω,k) and the damping constant γνσ(ω,k) are
obtained as follows:
ΣRνσ(ω,k) = cimp
∑
α
V0 |dανσ(k)|2
1− V0NL
∑
k′ G
0R
ασ(ω,k
′)
, (18)
γνσ(ω,k) =
~
2τνσ(ω,k)
= −ImΣRνσ(ω,k)
= cimp
∑
α
|dανσ(k)|2
{
piV 20 Nασ(ω)
}
1 + {piV0Nασ(ω)}2
, (19)
where the impurity density cimp =
Nimp
NL
= 0.02 and the
strength of the impurity potential V0 = 0.1. We assume
that the impurities are distributed uniformly. As the
above equation indicates, the relaxation time within the
T -matrix approximation τν(ω) is inversely proportional
to cimp and shows the energy dependence that reflects
the shape of the density of state N (ω). More specifically,
τν(ω) diverges when cimp or N (ω) become zero. In order
to avoid the divergence of τν(ω), we set the cutoff to 5×
106 ~(eV)−1 (1 ~(eV)−1 ∼ 6.58× 10−16 s) caused by the
effects of scattering beyond the T -matrix approximation.
III. NUMERICAL RESULTS
A. Effect of Coulomb interaction on electronic
states
Figure 2(a) shows the energy bands near the chemical
potential at Va = 0.199 and T = 0.01. There is a pair
of tilted Dirac cones, and the Dirac points are located in
the vicinity of the chemical potential. We show the T
dependence of the CO gap 2∆CO in the non-interacting
case, Va = 0.180, and Va = 0.199 in Fig. 2(b). 2∆CO
is determined as the indirect gap between E1(k) and
E2(k), and becomes a finite value below TCO = 0.002.
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FIG. 2. (Color online) (a) Energy eigenvalue Eν(k) with
ν = 1 (red band) and 2 (blue band) near the chemical poten-
tial at (U, Va, Vb) = (0.4, 0.199, 0.05) and T = 0.01. (b) T de-
pendence of the energy gap 2∆CO. (c) Density of state N (ω)
at T = 0.01. (d) T dependence of µ in the non-interacting
case (solid line), Va = 0.18 (dashed line), and Va = 0.199
(single-dotted chain line). µ is measured from the contact
point for 2∆CO = 0, and from the center of energy gap for
2∆CO 6= 0. The inset of (b) shows the Va dependence of TCO.
The Va dependence of a charge density of each sublattice in
the unit cell is plotted in the inset of (c). The density of state
N (ω) at T = 0.001 is also shown in the inset of (d).
5The inset of Fig. 2(b) shows the Va dependence of TCO,
where the inversion symmetry is broken in the CO phase.
The CO gap shows the non-monotonic temperature de-
pendence at low temperatures, owing to the temperature
dependence of the transfer integrals. Figure 2(c) shows
the density of states N (ω) near the Fermi energy at the
massless DE phase at those three Va values. Because the
Hartree term induced by Va enhances the electron-hole
asymmetry in the energy bands, the density of states in
the band ν = 1(2) increases (decreases) near the Fermi
energy as Va increases. Such a deformation of the energy
band is caused by the relative change to the charge den-
sity at each sublattice with the increase of Va, as shown
in the inset of Fig. 2(c). Figure 2(d) shows the T de-
pendence of µ measured from the contact point or the
center of energy gap at those three Va values. In the
non-interacting case, µ decreases monotonically as T in-
creases, and µ is negative (hole-like) except at very low
temperatures T < 2 × 10−4, because the Van Hove sin-
gularity in the band ν = 1 is closer to the Dirac point
than that of the band ν = 2 [8]. At very low temper-
atures T < 2 × 10−4, µ is positive, owing to the small
amount of electron doping 〈δn〉 = 10−6. In cases where
Va = 0.180 and Va = 0.199, µ becomes positive at high
temperatures near T ∼ 0.01, because the electron-hole
asymmetry of the density of states in the energy scale of
T is enhanced by the Hartree term, as shown in Fig. 2(c).
In the case where Va = 0.199, µ has a large positive value
near T = 0, because 2∆CO is finite below TCO = 0.002, as
shown in Fig. 2(b) and the inset of Fig. 2(d). Thus, the
T dependence of µ is strongly influenced by electron-hole
asymmetry and the Coulomb interaction.
B. Temperature dependence of the Seebeck
coefficient
The chemical potential µ dependence of the Seebeck
coefficient S, the DC conductivity L11 = σyy in the
denominator of S, and L12 in the numerator of the S
are shown in Fig. 3(a), (b), and (c) at several tempera-
tures for Va = 0.199. As temperature T decreases, S(µ)
forms gentle positive and negative peaks which come
from the function shape of L12(µ) [38, 39]. On the
other hand, S(µ) shows specifically large positive and
negative peaks in |µ| < ∆CO ' 0.002 at T = 0.001
(< TCO = 0.002). These large peaks in |µ| < ∆CO
and discontinuous changes near µ ' ±∆CO arises mainly
from the sharp decrease of σyy(µ) at |µ| < ∆CO as T
decreases (See Fig. 3(b) and (c)). We note that, overall,
S(µ = 0) > 0 and S(µ) shift to positive values. Because
the Seebeck coefficient is influenced by the carrier dop-
ing 〈δn〉 = 10−6 as well as the electron-hole asymmetry
of the band structure, as discussed in Subsection III.D,
the sign of S(µ) does not have a one-to-one correspon-
dence with the sign of µ = µ(〈δn〉, T ). In the following,
〈δn〉 is fixed as 10−6 unless otherwise noted.
Figure 4(a) shows the temperature dependence of S
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FIG. 3. (Color online) Chemical potential µ dependence of
(a) the Seebeck coefficient S in units of kB/e ' 102µV/K,
(b) the DC conductivity L11 = σyy in units of the univer-
sal conductivity 4e2/pih, and (c) L12 in units of 2kBepi/h at
Va = 0.199 for temperature T = 0.0075 (double-dotted chain
line), 0.005 (single-dotted chain line), 0.0025 (dashed line),
and 0.001 (solid line). Here, µ is varied by the calculation
performed with changing 〈δn〉 in Eq. (6).
in the non-interacting case, Va = 0.180, and Va =
0.199. Here, S(T ) in the non-interacting case decreases
monotonously as the temperature decreases, and changes
the sign from positive to negative at temperature T =
2×10−4, corresponding to the sign change of µ from nega-
tive (hole-like) to positive (electron-like), as shown in Fig.
2(d). As Va increases, S(T ) near T ∼ 0.01 decreases, be-
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FIG. 4. (Color online) (a) Temperature dependence of See-
beck coefficient S at 〈δn〉 = 1 ppm (electron-doped) for the
non-interacting case (solid line), Va = 0.18 (dashed line), and
Va = 0.199 (single-dotted chain line). Inset: Temperature
dependence of S near T = 0 for those cases. S at T = 0 is
calculated by the Mott formula. (b) Color plot of the Seebeck
coefficient S at 〈δn〉 = 1 ppm (electron-doped) versus Va and
T .
cause µ near T ∼ 0.01 increases and becomes positive, as
shown in Fig. 2(d). As a result, a gentle peak is induced
by Va around T = 0.005. This gentle peak is similar to
that observed in Ref. [11, 33]. At Va = 0.199, we find
a sharp peak with S(T ) just below TCO, as a result of a
sudden decrease in L11 and the energy dependence of the
relaxation time with impurity scattering, as discussed in
the Subsection III.C. Moreover in T < TCO, because µ
suddenly changes its sign from negative to positive ow-
ing to the existence of a finite 2∆CO (see Figs. 2(b) and
2(d)), S(T ) rapidly decreases and changes its sign from
positive to negative, as shown by the single-dotted line in
Fig. 4(a). This behavior qualitatively demonstrates the
peak structure observed near TCO in experiments. The
inset of Fig. 4(a) shows S(T ) at the low temperature
region (0 ≤ T ≤ 0.003). Here, S(T ) has a negative value
at low temperatures, owing to the slight electron doping.
At the limit of T → 0, S becomes zero according to the
Mott formula, but if the temperature is slightly finite, the
contribution of S(T ) → 0 from T ∼ 0 competes for the
contribution, and S(T ) remains finite on account of car-
rier doping. Thus, S(T ) changes its value considerably.
Figure 4(b) shows a color plot of the Seebeck coefficient:
S versus Va and T . The temperature at which point the
sign of S inverts at T < TCO shifts to a higher tempera-
ture as Va increases (Note that we only calculated a few
points to plot Fig. 4(b) and the oscillatory behavior near
the phase transition in this figure is an error on the plot
caused by the lack of data points).
C. Effect of the energy dependence of the
relaxation time and electron doping
In this subsection, we focus on the effect of impurity
scattering and the contribution of the energy dependence
of the relaxation time τ(ω) on the T dependence of the
Seebeck coefficient S(T ). Figure 5(a) shows the ω de-
pendence of τ(ω) at the wave number |k| = kF and
Va = 0.199 considering impurity scattering according
to the T -matrix approximation with cimp = 0.02 and
V0 = 0.1. As shown in the Fig. 5(a), τ(ω) is about
inversely proportional to the density of state Nασ(ω)
and reflects the shape of Nασ(ω) at each temperature
(e.g., the Van Hove singularity, Dirac point, and energy
gap, regarding which see Fig. 2(c)). TPeak is defined as
the temperature where the peak structure appears in the
massless DE phase, and TInv is characterized by the sign
inversion of S(T ) in T < TCO for visualization purposes.
Figures 5(b) and 5(c) show the temperature depen-
dence of DC conductivity σyy(T ) and L12(T ) correspond-
ing to the denominator and numerator of S(T ) shown in
Fig. 5(d), respectively, in cases with τ(ω) (solid line with
point) and a constant τ = 5× 106. There are drastic dif-
ferences between these cases. We found that the gentle
peak structure at TPeak in the massless DE phase is de-
rived from L12(T ) with τ(ω). The sudden increase in the
absolute value of S(T ) at T < TCO, however, is caused by
the decrease of σyy(T ). The sign inversion temperature
TInv of S(T ) corresponds to that of L12(T ), and it is de-
termined by both the T dependence of µ(T ) (Fig. 2(d))
and the µ dependence of S(µ) (Fig. 3) The thorn-like
structure between TInv and TCO appears only when the
sample is slightly electron-doped, 〈δn〉 > 0.
Figure 6 shows S(T ) in a non-doping case (〈δn〉 = 0
ppm). In this case, because the chemical potential does
not reverse its sign from negative to positive at low
temperatures (T < 0.001), S(T ) is always positive, as
shown in Fig. 6. At T < TCO, S(T ) increases suddenly
70
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FIG. 5. (Color online) (a) Energy dependence of the relaxation time τ(ω) in units of ~(eV)−1 at |k| = kF in the case of
Va = 0.199, plotted for T = 0.01 (dashed line), and T = 0.001 (solid line). (b), (c), and (d) Temperature dependence of DC
conductivity L11 = σyy in units of the universal conductivity 4e
2/pih, L12 in units of 2kBepi/h, and Seebeck coefficient S in
units of kB/e at 〈δn〉 = 1 ppm (electron-doped) for Va = 0.18 and Va = 0.199 in the case of τ(ω) in the T -matrix approximation
(solid line with point) and in the case of a constant τ = 5× 106 (others).
and has a large positive value at low temperatures, be-
cause σyy(T ) reaches zero, although S(T ) becomes zero
at T = 0, as shown in the inset of Fig. 6.
D. Change to electron-hole asymmetry and
Seebeck and Hall coefficients
Next, we consider the relationship between the
electron-hole asymmetry of the energy band and the See-
beck coefficient using a tilted Weyl model [8] to represent
the tilted Dirac cone of α-(BEDT-TTF)2I3. In general,
when the Seebeck coefficient is calculated using a sym-
metrical electron-hole energy band, the sign inversions
of the carrier and Seebeck coefficient correspond to each
other. However in the previous subsection, the Seebeck
coefficient S(T ) showed a positive value at high temper-
atures, even though the chemical potential µ was posi-
tive (Fig. 2(d) and Fig. 4(a)). Moreover, the positive
chemical potential at finite temperatures, from the con-
tribution of the Hartree term (µ > 0 at T ∼ 0.01), does
not agree with the temperature dependence of the Hall
coefficient, as observed in experiments with α-(BEDT-
TTF)2I3 [9]. These results can never be obtained with
calculations using a symmetrical electron-hole band, in-
dicating that S > 0 (S < 0) when the carrier is hole-like
(electron-like). Therefore, in this subsection, we show
that the sign of the Seebeck or Hall coefficients calcu-
lated with an asymmetrical electron-hole energy band
does not always match the sign of the carrier, and the
energy where their signs invert shifts from the effects of
the electron-hole asymmetry.
We introduce a tilted Weyl Hamiltonian that rep-
resents the low-energy band dispersion of α-(BEDT-
TTF)2I3, as follows [8, 54]:
H =
∑
ρ=x,y,z,0
k˜ · vρ(k′0)σρ − µ+
~2k2
2m
X. (20)
In the first term of Eq. (20), σ0 means a unit matrix
and σx, σy, σz indicate the Pauli matrices. k
′
0 is a wave
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The inset shows the temperature dependence of S in the lin-
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number which indicates infinitesimally different from the
Dirac point k0, and k˜ = k − k′0 is defined as a wave
number measured from k′0. Also, vρ(k′0) is calculated
by the velocity matrix uτν,ν′(k) defined as follows:
uτνν′(k) =
∑
αβ
d∗αν(k)
∂˜αβ(k)
∂kτ
dβν′(k), (21)
where τ = x, y and ˜αβ(k) and dαν(k) are given
by Eqs. (4) and (5). Each component of vρ(k
′
0)
are respectively given by vx = Re[u12(k
′
0)], vy =
−Im[u12(k′0)], vz = 12 [u11(k′0)− u22(k′0)], and v0 =
1
2 [u11(k
′
0) + u22(k
′
0)] [8]. The second term of the
Hamiltonian H is a chemical potential term which only
shifts the origin of energy, and the third term is distorting
the Dirac cone and changes the electron-hole asymmetry
of the energy dispersion [54]. This curvature term is de-
rived from the second derivative of ˜αβ(k) about the wave
number kτ [18] by assuming the isotropy on the differen-
tial of ˜αβ(k) about each kτ . Here, we control the sign
and magnitude of the curvature term using mass change
ratio X which changes in the range of −1 < X < 1 and
a mass parameter m is set as a constant (m = 1). Eq.
(20) leads to the next energy dispersion:
E±k = k˜ · v0(k′0)±
√ ∑
ν=x,y,z
[
k˜ · vν(k′0)
]2
−µ+ ~
2k2
2m
X (22)
As an example, the density of states at X = −1 and
X = 1 are shown in Figure 7(a).
To obtain the Seebeck coefficient and the Hall coeffi-
cient, L11 = σyy and L12 are calculated using the trans-
port coefficient L
(m)
y (Eq. (15)) with the energy disper-
sion (Eq. (22)). Here, the Hall conductivity is calculated
by the following approximated formula, exclusively con-
sidering the intra-band contribution [8, 55, 56]:
σxy =
4e3H
3pic
∑
ρ=±
∫ ∫
dkxdky
∫
dE
×f ′()
[(
∂Eρk
∂kx
)2
∂2Eρk
∂k2y
− ∂E
ρ
k
∂kx
∂Eρk
∂ky
∂2Eρk
∂kx∂ky
]
× Γ
3
[(E − Eρk + µ(T ))2 + Γ2]3
(23)
where H is a magnetic field and Γ is a phenomenolog-
ically introduced damping constant for impurity scat-
tering. Here, Γ depends on the temperature, such that
Γ = Γ0 + θT . We set Γ0 = 10
−5 and θ = 10−3. The DC
conductivity along the b(x) axis σxx is also calculated us-
ing the same formula as σyy, and the Hall coefficient RH
is obtained by
RH =
σxy
Hσ2xx
. (24)
In this study, we assume electronic carriers, and we set
the chemical potential to µ = 0.0001. Figure 7(b) shows
the Seebeck coefficient with respect to the mass change
ratio X in µ = 0.0001 and the three temperature cases:
T = 0.005, 0.0025, and 5 × 10−5. In the case of T =
5×10−5, which is the lowest temperature among the three
cases, the Seebeck coefficient is independent of X and
becomes a negative constant, reflecting the positive µ.
However, as the temperature increases with T = 0.0025
and 0.005, S(X) gradually behaves proportionally to X,
and a range of X appears such that S(X) is positive.
The sign of S is determined by the sign of L12, as shown
in Eq. (10). A reason for this T - and X-dependent S
behavior is perhaps that the change in the electron-hole
asymmetry more easily affects the value of L12 as the
temperature increases. Because the higher energy part
of the density of states more positively contributes to the
value of L12, the density of states is reflected by change
in electron-hole asymmetry.
By contrast, the absolute value of the Hall coefficient
|RH(X)/R0| with respect to the mass change ratio X is
shown in Figure 7(c) for µ = 0.0001 where T = 0.005,
0.0025, and 5× 10−5. Here, we set R0 = pi2v2x/ecΓ20 and
9(b)
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FIG. 7. (Color online) (a) Density of the state at the mass
change rate X = −1 (thin line) and X = 1 (thick line). The
X dependence of (b) the Seebeck coefficient S and (c) the
absolute value of the Hall coefficient |RH(X)/R0|, where T =
0.005, 0.0025, and 5 × 10−5. We assume an electronic band
structure, and we set the chemical potential to µ = 0.0001.
vx = |vx| ∼ 0.01. The Hall coefficient RH also reflects
the shape of the density of state as it reaches higher tem-
peratures, and a range of X appears such that RH is
positive, despite µ > 0. (The sharp “V”-shaped struc-
ture of |RH(X)/R0| in Fig. 7 refers to the sign inversion
of RH .)
IV. SUMMARY AND DISCUSSION
In this study, we investigated the effects of the elec-
tron correlation and the electron-hole asymmetry of the
energy band on the Seebeck coefficient with an extended
Hubbard model that describes the DE system of the or-
ganic conductor α-(BEDT-TTF)2I3. We found that they
affect the Seebeck coefficient through the energy depen-
dence of the relaxation time from impurity scattering.
As a result, the Seebeck coefficient has a gentle peak
near T = 50 K, in contrast to cases when we ignore the
electron correlation effect or when using a constant re-
laxation time. Furthermore, we found that a thorn-like
structure of the Seebeck coefficient appears just above
the CO phase transition temperature, which can be ex-
plained in two steps: 1) The sudden decrease in conduc-
tivity that accompanies the phase transition causes an
abrupt increase in the absolute value of the Seebeck co-
efficient. 2) Assuming slight electron doping, the Seebeck
coefficient drops sharply and inverts its sign as a result
of the drastic sign change of the chemical potential, ow-
ing to the emergence of an energy gap. This behavior
in massless DE and CO phases qualitatively agrees with
the experimental results [11, 33].
We also showed that the signs of the Seebeck and Hall
coefficients do not necessarily correspond to the sign of
the chemical potential, owing to the effect of electron-
hole asymmetry. We found that by distorting the band
dispersion in the Weyl model, the Seebeck coefficient at
finite temperature becomes insensitive to changes in the
chemical potential, although it reflects the shape of the
energy band. Thus, the Seebeck and Hall coefficients
at finite temperatures show different µ dependence from
those at T = 0.
Finally, the nearest-neighbor Coulomb interaction Va
was used as a control parameter for the CO transition,
rather than the actual pressure dependence, and we used
transfer integrals at ambient pressure. The temperature
dependence of the Coulomb interaction, which was ig-
nored in this time, also needs attention naturally when Va
plays a significant role in the phase transition. Further-
more, we only treated the elastic scattering by impurities
and the Seebeck coefficient was calculated using the Mott
formula. However, the inelastic scattering by electron–
electron and the electron–phonon which contribute to the
behavior of the Seebeck coefficient [43, 44] can not be
ignored in finite temperature. It is known that the elec-
tron correlation effects play important roles in α-(BEDT-
TTF)2I3 [12, 13, 19, 20, 28–31]. Phonon drag may also
contribute to the peak structure near T = 0.005 of the
Seebeck coefficient, although electron–phonon scattering
was ignored in this study. In future research, we should
calculate considering these effects respectively and ex-
plore difference from this study, and aim to reproduce
the temperature dependence of the Seebeck coefficient
shown in experiments more accurately.
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