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(1− x)(1 + x) dx;
where − 2> 0 and ; 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1. Introduction
This paper continues the study of the asymptotic properties of continuous Sobolev orthogonal
polynomials, started in [4{9]. There, only the diagonal case has been considered. The nondiagonal
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where A 2 R(m+1; m+1) is a positive semidenite matrix, c 2 R and  a positive Borel measure on R,
was studied in [1].













(1− x)(1 + x) dx; (2)
with ; >−1. We assume −2> 0; this guarantees that (; )S is a positive denite inner product,
thus there exists a uniquely dened sequence fQn(x)= xn+   g of (monic) polynomials, orthogonal
with respect to Eq. (2).




p(x)q(x)w(; ; x) dx + 
Z 1
−1
p0(x)q0(x)w(; ; x) dx; (3)
where w(; ; x) = (1 − x)(1 + x) with ; > − 1. Analytic properties of the monic orthogonal
polynomials associated with Eq. (3) has been obtained in [6], when =, and in [4], when ; > 0.




p(x)q(x)w(; ; x) dx; ; >− 1:
In this paper we nd the relative asymptotics of fQn=P(; )n gn out of [− 1; 1]. Properties of (Qn; Qn)S
and the zeros of Qn are also studied.
2. Auxiliary results
Standard arguments allow us to write the polynomials Qn as a ratio of two determinants. The
coecients of Qn are rational functions of  and , where both the numerator and the denominator
have degree n− 1 in  and n in .




R1(x) = x −
R 1
−1 xw(; ; x) dxR 1
−1 w(; ; x) dx
− :
The limit polynomials are independent of ; using the expression of Qn(x) as a ratio of two
determinants it is easy to prove that for n>2, Rn(x) are also independent of . These polynomials
have the following properties (see also [2]):
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Lemma 1. The limit polynomials Rn(x) satisfy
(a) R0n(x) = nP
(; )
n−1 (x); n>1: (4)
(b) hRn; 1i= 0; n>2: (5)
In particular; for ; > 0; Rn(x) = P(−1; −1)n (x).












































= 0; 06m6n− 2: (6)
Therefore, we get Eq. (4).
(b) Again,
hRn + R0n; 1i= lim!1hQn + Q
0
n; 1i= lim!1 (Qn; 1)S = 0: (7)
Now, taking m= 0 in Eq. (6) and substituting in Eq. (7) we obtain Eq. (5).
Now we can derive the main algebraic result, relating consecutive Jacobi and Sobolev polynomials.
We introduce the following notation: ekn = (Qn; Qn)S and
k (; )n = hP(; )n ; P(; )n i
=
2++1+2nn! (n+ + 1) (n+  + 1) (n+ +  + 1)
 (2n+ +  + 2) (2n+ +  + 1)
; (8)
(see [10, p. 68]).
The following Proposition has been established in [2]. Since the source is not easily available,
and for the completitude of the reading, we present a proof here.



















(2n+ +  − 2)(2n+ + ) ; (10)
b(n)n−2 =−
4n(n− 1)(n+ − 1)(n+  − 1)
(2n+ +  − 3)(2n+ +  − 2)2(2n+ +  − 1) ; (11)




k (; )n−2ekn−2 ; (12)
a(n)n−1 =
(Rn; Qn−1)Sekn−1 : (13)
Proof. It is well known that the monic Jacobi polynomials satisfy the relation (in fact, this relation
is a characterization of Jacobi polynomials: see [3]): for n>2,




0 + b(n+1)n (P
(; )
n (x))




Then, from Eq. (4) and using Eq. (14) we have, for n>3;
R0n(x) = nP
(; )










This, together with Eq. (5), leads to








n−2 (x); n>3: (15)
On the other hand, expanding the limit polynomial in the basis fQ0; : : : ; Qng of Pn;












k (; )n−2ekn−2 ; i = n− 2;
(Rn; Qn−1)Sekn−1 ; i = n− 1:
(16)
Thus,





Gathering Eqs. (15) and (17) we obtain relation (9).
3. Asymptotic properties
We study rst the behavior of the coecients in Eq. (9). With this purpose we need the following
lemma:
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Lemma 3. For t < 2;
lim
n!1
k (; )nekn nt = 0: (18)
Proof. By denition,ekn= (Qn; Qn)S = hQn; Qni+ hQ0n; Q0ni+ 2hQ0n; Qni
= hQn + Q0n; Qn + Q0ni+ (− 2)hQ0n; Q0ni:
Using the extremal property of k (; )n = inffhp;pi; p(x) = xn +   g; we have for n>1;ekn>k (; )n + (− 2)n2k (; )n−1 : (19)






and Eq. (18) is straightforward.










n−1 = limn!1 a
(n)
n−2 = limn!1 b
(n)
n−1 = 0:
Proof. The limit values for b(n)n−1 and b
(n)
n−2 are direct consequences of Eqs. (10) and (11), respectively.







We use relations (4) and (15), then






n−2[hP(; )n−2 ; Qn−1i+ (n− 1)k (; )n−2 ]:
On the other hand, applying Cauchy{Schwarz inequality we have
(hP(; )n−2 ; Qn−1i)26k (; )n−2 hQn−1; Qn−1i:
But
hQn−1; Qn−1i = (Qn−1; Qn−1)S − hQ0n−1; Q0n−1i − 2hQ0n−1; Qn−1i











6 ekn−1 + 2 hQn−1; Qn−1i;
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then,
hQn−1; Qn−1i6 − 2
ekn−1:
Therefore,























Now we prove the main result concerning the relative asymptotics fQn=P(; )n gn out of [− 1; 1]:


















x2 − 1> 0 when x> 1:




























; i = 1; 2;
uniformly on compact subsets of C n [− 1; 1]: Then, using this result, Proposition 4 and the fact that




 Qn−i(x)P(; )n−i (x)
+ A;
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Jn−1(x) + A; n>M;
we have that 0< jQn(x)=P(; )n (x)j6Jn(x); and since
lim
n!1 Jn(x) = 2A;
fQn=P(; )n gn is uniformly bounded. Taking limits in Eq. (20) along an arbitrary subsequence N











uniformly on compact subsets of C n [− 1; 1].
Taking into account the strong asymptotics of the Jacobi polynomials (see [10, p. 196]) and
Theorem 5, it is straightforward to obtain analogous formula for Sobolev polynomials. Moreover,
the asymptotic location of their zeros directly follows from Hurwitz’s theorem.




x − 1 +px + 1)+








fx: Qk(x) = 0g= [− 1; 1]:
Finally, we give bounds for ekn = (Qn; Qn)S.
Proposition 7. For n>3;
k (; )n + (− 2)n2k (; )n−1 6ekn6k (; )n + k (; )n−1 ((b(n)n−1 + 2n)b(n)n−1 + n2) + (b(n)n−2)2k (; )n−2 : (21)
Proof. The rst inequality was obtained in Eq. (19). On the other hand,ekn = inf
p2Pn
f(p;p)S; p monicg
then ekn6(Rn; Rn)S; and using relations (4) and (15) we have the second inequality.
Corollary 8.
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Proof. It is enough to multiply Eq. (21) by 4n−1=n2 and take into account that limn!1 4nk (; )n
= 2−−.







which was proved in [4].











1CCCAw(; ; x) dx;
where A 2 R(m+1; m+1) is a positive denite matrix. Denote by fQngn the MOPS with respect to this





when x 2 C n [− 1; 1]:
As, a rst step, the case when the matrix A is diagonal has been considered in [8].
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