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Abstract
In this work the phase transition of 4d compact pure U(1) gauge theory with Wilson
action is investigated. By means of a highly efficient parallel implementation of the
multicanonical Hybrid Monte Carlo algorithm we simulate systems of lattice sizes
up to 184 with O(106 − 107) configurations respectively. The goal of the project is
to produce unambiguous results as to the order of the U(1) phase transition.
In a heuristic extension of the first order finite size scaling (FSS) theory of Borgs-
Kotecky to U(1) gauge theory we investigate several cumulants of the plaquette
energy. We find scaling to be consistent with a series expansion in terms of the re-
ciprocal volume of the System 1/V . In particular the pseudocritical couplings β(V )
can be described by this ansatz with high precision and stability. We extract the
infinite volume transition coupling, βT = 1.0111331(21), and determine the asym-
metry, log(X) = 3.21(10) where X denotes the relative weight of the coulomb phase
over the confined phase in the infinite volume limit.
Since we cannot definitely discard the possibility of an asymptotic second order
scaling that might show up on large lattice sizes, we investigate the latent heat by
additional simulations of both metastable branches on lattice sizes up to 324 at the
very transition coupling, βT . The occurrence of a nonvanishing energy gap indicates
a discontinuous phase transition. Futhermore its value is consistent with the gap
obtained from FSS of the specific heat within the Borgs-Kotecky scheme.
An independent leading order perturbative lattice calculation confirms a first order
scaling of the pseudocritical coupling as defined by the equilibrium of the free ener-
gies in both phases. The leading correction reveals an asymmetry of log(X) = 3.15(8)
in striking agreement with the FSS result. Yet we are faced with deviations from
the Borgs-Kotecky scheme in higher order corrections to asymptotic scaling and
conclude that either the Borgs-Kotecky first order theory or lattice perturbation
theory might exhibit only asymptotic convergence. This does however not affect the
clear evidence of a discontinuous phase transition determined by the non vanishing
infinite volume gap.
1
Inhaltsverzeichnis
1 Einleitung 5
2 Grundlagen 7
2.1 Eichtheorie der QED . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 U(1)-Gittereichtheorie . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.1 Diskretisierung . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.2 Die Wilson-Wirkung . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.3 Magnetische Monopole . . . . . . . . . . . . . . . . . . . . . . 14
2.3 Phasenu¨berga¨nge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.1 Die Ordnung eines Phasenu¨bergangs . . . . . . . . . . . . . . 15
Phasenkoexistenz . . . . . . . . . . . . . . . . . . . . . . . . . 16
Oberfla¨chenspannung . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.2 Der Phasenu¨bergang der U(1)-Gittereichtheorie . . . . . . . . 17
2.3.3 Bisherige Untersuchungen des U(1)-Phasenu¨bergangs . . . . . 18
2.3.4 Existenz des Kontinuumslimes . . . . . . . . . . . . . . . . . . 21
3 Simulation 23
3.1 Verteilungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1.1 Importance sampling . . . . . . . . . . . . . . . . . . . . . . . 23
3.1.2 Umbrella sampling . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1.3 Kanonische Verteilung . . . . . . . . . . . . . . . . . . . . . . 26
3.1.4 Multikanonische Verteilung . . . . . . . . . . . . . . . . . . . . 27
3.2 Algorithmen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2.1 Markov Prozess . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2.2 Autokorrelation . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Integrierte Autokorrelationszeit . . . . . . . . . . . . . . . . . 31
Exponentielle Autokorrelationszeit . . . . . . . . . . . . . . . 33
Flip-Autokorrelationszeit . . . . . . . . . . . . . . . . . . . . . 33
3.2.3 Slowing down . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.4 Metropolis Algorithmus . . . . . . . . . . . . . . . . . . . . . 35
Einstellung der Parameter . . . . . . . . . . . . . . . . . . . . 37
Konvergenz des Single-Site Metropolis . . . . . . . . . . . . . 37
3.2.5 Hybrid Monte Carlo (HMC) . . . . . . . . . . . . . . . . . . . 38
Konvergenz des HMC . . . . . . . . . . . . . . . . . . . . . . . 40
3.2.6 Multikanonischer Hybrid Monte Carlo (MHMC) . . . . . . . . 42
2
Konvergenz des MHMC . . . . . . . . . . . . . . . . . . . . . 43
Bestimmung des multikanonischen Potentials . . . . . . . . . . 43
Multihistogramm . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.2.7 Relaxation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3 Simulationsparameter . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.4 Performanz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
Parallelisierbarkeit des MHMC . . . . . . . . . . . . . . . . . 54
4 Finite Size Scaling 57
4.1 Borgs-Kotecky Ansatz . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2 Messung der Kumulanten . . . . . . . . . . . . . . . . . . . . . . . . 58
4.2.1 Genauigkeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3 Kritische Kopplung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3.1 Observablen mit exponentiellen Korrekturen . . . . . . . . . . 66
4.3.2 Fitansatz 2. Ordnung . . . . . . . . . . . . . . . . . . . . . . . 68
4.4 Latente Wa¨rme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.4.1 Direkte Messung der latenten Wa¨rme . . . . . . . . . . . . . . 70
5 Sto¨rungstheoretische Betrachtungen 77
5.1 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.2 Coulomb Phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.3 Confinement Phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.4 Phasengleichgewicht . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.5 Vergleich mit der Simulation . . . . . . . . . . . . . . . . . . . . . . . 83
6 Zusammenfassung 85
A Datenanalyse 87
A.1 Integrierte Autokorrelation . . . . . . . . . . . . . . . . . . . . . . . . 87
A.2 Jackknife Fehleranalyse . . . . . . . . . . . . . . . . . . . . . . . . . . 88
B Modensummen 90
B.1 ζ–Funktion Regularisierung . . . . . . . . . . . . . . . . . . . . . . . 90
B.1.1 Definitionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
B.1.2 Integraldarstellung . . . . . . . . . . . . . . . . . . . . . . . . 91
B.1.3 d = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
B.2 Gitter-Regularisierung . . . . . . . . . . . . . . . . . . . . . . . . . . 93
B.2.1 Definitionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
B.2.2 Integraldarstellung . . . . . . . . . . . . . . . . . . . . . . . . 94
B.2.3 Kontinuumslimes und Korrekturen . . . . . . . . . . . . . . . 97
B.2.4 d = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
B.2.5 d = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
B.3 ζ–Funktion Regularisierung im massiven Fall . . . . . . . . . . . . . . 99
B.3.1 Definitionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
B.3.2 Integraldarstellungen . . . . . . . . . . . . . . . . . . . . . . . 99
B.3.3 d = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
3
B.4 Gitter Regularisierung im massiven Fall . . . . . . . . . . . . . . . . . 101
B.4.1 Definitionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
B.4.2 Integraldarstellung . . . . . . . . . . . . . . . . . . . . . . . . 101
B.4.3 Kontinuumslimes . . . . . . . . . . . . . . . . . . . . . . . . . 102
B.4.4 d = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
B.5 Riemannsche ζ–Funktion . . . . . . . . . . . . . . . . . . . . . . . . . 103
B.6 Kontinuumssummen . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
B.7 Gitter Summen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
B.8 Gitter-Integrale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
B.9 Massiver Gitter-Propagator . . . . . . . . . . . . . . . . . . . . . . . 108
B.9.1 0 < d < 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
B.9.2 d = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
B.9.3 2 < d < 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
B.9.4 d = 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
B.9.5 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . 110
4
Kapitel 1
Einleitung
Die Beschreibung elektromagnetischer Prozesse im Rahmen der relativistischen Quan-
tenelektrodynamik (QED) ist u¨ber eine Sto¨rungsentwicklung in der elektromagneti-
schen Kopplung αe = e
2/(4pi) ≈ 1/137 mo¨glich. Die in dieser perturbativen Prozedur
auftauchenden divergenten Integrale ko¨nnen regularisiert werden. Die Renormierbar-
keit der QED (sowie jeder anderen Eichtheorie) garantiert die Unabha¨ngigkeit der
renormierten (physikalischen) Observablen von der Wahl der Regularisierungspara-
meter. Aufgrund des kleinen Wertes der Kopplung genu¨gt bereits die Beru¨cksichti-
gung von Beitra¨gen in niedriger Ordnung von αe, um a¨ußerst pra¨zise Resultate in
fantastischer U¨bereinstimmung mit experimentellen Daten zu erhalten. So ist das
anomale magnetische Moment des Elektrons in 13-stelliger Genauigkeit bekannt.
Dennoch muss die sto¨rungstheoretische Formulierung der QED wegen ihrer Be-
schra¨nkung auf Energien unterhalb des Landau-Poles als effektive Theorie angesehen
werden. Obwohl dieser ultraviolette cut-off ΛL im Falle der QED jenseits der Planck-
Skala liegt, stellt der Landau Pol kein rein akademisches Problem dar. Er taucht in
jeder Quantenfeldtheorie auf, welche (anders als die QCD) nicht asymptotisch frei
ist und ist somit von fundamentalem Interesse. Fu¨r das Minimal Supersymmetrische
Standardmodell ergibt sich ein ΛL ≈ 1020 GeV, welches bei Beru¨cksichtigung von
vier Higgs-Teilchen auf ≈ 1017 GeV absinkt [1]. Bei dieser Art von Beschra¨nkung
handelt es sich also keineswegs um exotische Energieskalen.
In der asymptotisch freien Quantenchromodynamik (QCD) bricht die Sto¨rungstheo-
rie aufgrund der anwachsenden Kopplung der starken Wechselwirkung αs bei der
Beschreibung niederenergetischer Pha¨nomene zusammen. Daher kann z.B. eine zen-
trale Eigenschaft der QCD, das Confinement der Quarks, nur nicht-perturbativ un-
tersucht werden. Die Gu¨ltigkeit der Gittereichtheorie u¨ber den gesamten Kopplungs-
bereich hinweg macht den Erfolg dieses alternativen Ansatzes aus. Anders als in der
Gitterformulierung der QCD mit der ihr zugrundeliegenden SU(3) Eichsymmetrie,
weist die Fundamentaldarstellung der reinen U(1)-Gittereichtheorie, als Modell der
QED ohne dynamische Fermionen, einen Phasenu¨bergang bei endlicher Kopplung
βT = 1/e
2 ≈ 1.011 auf. Dieser trennt die Coulomb Phase bei schwacher Kopplung
von einer Confined Phase. Wa¨hrend die masselose Coulomb Phase die statischen
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Eigenschaften der QED reproduziert, sorgen kondensierende magnetische Monopo-
le in der Confined Phase fu¨r den Einschluss elektrischer Ladungen a¨hnlich dem
Quarkeinschluss in der QCD. Es stellt sich daher die Frage, ob die Eigenschaften
der Confined Phase ein reiner Gitterartefakt sind, oder ob es eine Mo¨glichkeit gibt,
u¨ber das Auffinden eines kritischen Punktes, eine Kontinuumstheorie aus der U(1)
zu konstruieren, welche Eigenschaften des Confinement beibeha¨lt 1.
Die Untersuchung des Phasenu¨bergangs bei βT ist wegen der Kopplungssta¨rke der
Ordnung O(1) nicht perturbativ mo¨glich, sondern Gittersimulationen vorbehalten.
Dabei ist die Phasenstruktur nicht universell, sondern ha¨ngt von der gewa¨hlten
Wirkung ab. Eine systematische Suche nach einer Gitterformulierung mit einem
kontinuierlichen Phasenu¨bergang durch Addition zusa¨tzlicher Terme zur Wilsonwir-
kung, wie z.B. der adjungierten Wirkung, erfordert die Kla¨rung der Frage nach der
Ordnung des Phasenu¨bergangs in der Wilsonformulierung selbst. Dies ist das Ziel
dieser Arbeit.
Nach der Erla¨uterung einiger theoretischer Grundlagen (Kapitel 2) wird zu die-
sem Zwecke ein Algorithmus bereitgestellt (Kapitel 3.2.6), welcher in der Lage ist,
die kompakte vierdimensionale U(1) Eichtheorie effizient zu simuleren. Mit Hilfe
des multikanonischen Hybrid Monte Carlo Algorithmus erzeugen wir eine ausrei-
chend große Anzahl an Konfigurationen bei unterschiedlich großen Systemvolumina
V = L4, mit L = 6, 8, 10, 12, 14, 16, 18. Die Gro¨ße der Statistik bemisst sich dabei
an der relativen statistischen Genauigkeit, mit der wir verschiedene Observablen auf
den so erzeugten Konfigurationen ”messen”. Eine numerische Analyse des Skalierens
dieser Observablen sowie der u¨ber deren Charakteristika definierten pseudokritischen
Kopplung mit der Systemausdehnung L erlaubt eine selbstkonsistente Beschreibung
konform mit einem Phasenu¨bergang schwach 1. Ordnung (Kapitel 4). Im Rahmen
dieser Analyse bestimmen wir einen pra¨zisen Wert fu¨r die kritische Kopplung des
unendlich ausgedehnten Systems βT . Wegen der Beschra¨nktheit der von uns un-
tersuchten Systemvolumina ko¨nnen wir ein asymptotisches Skalieren 2. Ordnung,
welches erst bei gro¨ßeren Gittern sichtbar sein ko¨nnte, zuna¨chst nicht ausschließen.
Eine zusa¨tzliche metastabile Simulation gro¨ßerer Systeme bis L = 32 ermo¨glicht die
Bestimmung der latenten Wa¨rme im Kontinuum. Da diese (in U¨bereinstimmung
mit dem Ergebnis der Skalenanalyse) von Null verschieden ist, ko¨nnen wir unsere
Arbeitshypothese eines diskontinuierlichen U¨bergangs numersich besta¨tigen. Eine
vollkommen unabha¨ngige, halbanalytische Approximation der freien Energie u¨ber
einen perturbativen Ansatz auf dem Gitter (Kapitel 5) liefert ebenfalls ein asymp-
totisches Skalenverhalten erster Ordnung.
Wir erhalten ein konsistentes Ergebnis zweier unabha¨ngiger Ansa¨tze und schließen
daraus, dass der Phasenu¨bergang der vierdimensionalen reinen U(1) Eichtheorie in
der Wilsonformulierung schwach erster Ordnung ist.
1Letztlich ist natu¨rlich das Phasendiagramm der kompakten Gitter-QED inklusive dynamischer
Fermionen von Interesse [2].
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Kapitel 2
Grundlagen
Das Standardmodell der Elementarteilchenphysik, als Zusammenfassung der Theo-
rien der fundamentalen Wechselwirkungen, beschreibt drei der vier grundlegenden
Kra¨fte der Natur1.
• starke Wechselwirkung
• elektromagnetische Wechselwirkung
• schwache Wechselwirkung
Als grundlegenden Bausteine der Materie sind sechs Quarks (u, d, s, c, b, t) bekannt,
welche jeweils drei verschiedene Farbladungen tragen ko¨nnen, sowie sechs Leptonen
(e, νe, µ, νµ, τ, ντ ). Diese Teilchen wechselwirken u¨ber den Austausch von Vektorbo-
sonen. Die Gluonen stellen die Austauschteilchen der starken Wechselwirkung dar,
W± und Z das Analogon fu¨r die schwache Wechselwirkung. Das Austauschboson
der elektromagnetischen Wechselwirkung ist das Photon.
Die mathematische Beschreibung der Wechselwirkung zwischen den Konstituenten
im Rahmen einer Feldtheorie basiert auf dem Prinzip der lokalen Eichinvarianz. Die
Eichgruppe des Standardmodells ist die SU(3)× SU(2)×U(1). Wa¨hrend die QCD
als Theorie der starken Wechselwirkung invariant unter Transformationen der Grup-
pe SU(3) ist, besitzt die elektroschwache Theorie2 die SU(2)×U(1) als Eichgruppe.
Hierin beschreibt die abelsche Lie-Gruppe U(1) im wesentlichen den elektromagne-
tischen Anteil der Wechselwirkung.
2.1 Eichtheorie der QED
Eine Eichtheorie ist durch die Angabe ihres Wirkungsfunktionals S vollsta¨ndig de-
finiert. Die Konstruktion einer Eichtheorie baut auf der Feldtheorie freier Teilchen
auf. Das Wirkungsfunktional fu¨r ein freies Fermion der Masse M ist gegeben durch:
1Die vierte und schwa¨chste basale Wechselwirkung, die Gravitation, ist bislang nicht durch eine
vollsta¨ndige Quantentheorie beschrieben.
2Glashow, Salam und Weinberg gelang es, den Elektromagnetismus mit der schwachen Wechsel-
wirkung zu vereinen.
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Sf =
∫
d4xψ¯(x) (iγµ∂µ −M)ψ(x). (2.1)
Diese fermionische Wirkung ist invariant unter einer lokalen Eichtransformation
G(x) = eiΛ(x), (2.2)
sofern wir die Ableitung durch ihre kovariante Formulierung ersetzen:
∂µ → Dµ = ∂µ + i∂µΛ(x). (2.3)
Das Transformationsverhalten von Wellenfunktion und Vierervektor ist dann wie
folgt gegeben:
ψ(x) → G(x)ψ(x)
Dµ → G(x)DµG†(x). (2.4)
G ist Element einer Lie-Gruppe und Λ ist ein Element der zugeho¨rigen Lie-Algebra.
Durch das Hinzufu¨gen weiterer Wirkungsterme zur freien fermionischen Wirkung in
Gl. (2.1), die ebenfalls lokal invariant sind unter der gewa¨hlten Eichtransformation
G(x), lassen sich verschiedene Eichtheorien definieren.
Die Konstruktion der QED als Eichtheorie la¨sst sich mit dem Aharonov-Bohm Ef-
fekt motivieren: Bewegt sich ein Fermion im elektromagnetischen (Eich-)Feld Aµ(x)
entlang eines Pfades P vom Raumzeitpunkt x zu einem Punkt y, so erfa¨hrt dessen
Wellenfunktion eine Phasenverschiebung
ψ(y) = P [eie
R y
x
dx′µAµ(x′)]ψ(x) (2.5)
= lim
N→∞
[
e
ie
R y
xN−1
dx′µAµ(x′) · · · eie
R x1
x
dx′µAµ(x′)
]
ψ(x). (2.6)
Hierbei steht P [·] fu¨r das pfadgeordnete Produkt. Die Betrachtung eines infinite-
simalen Propagierens in Gl. (2.5) erlaubt die Zuordnung eAµ(x) = ∂µΛ(x). Die
zugeho¨rige Lie-Gruppe ist die abelsche U(1), deren Elemente sich schreiben lassen
als
U(x, x+ ∆x) = eie
R x+∆x
x
dx′µAµ(x′). (2.7)
Wir fu¨gen zur Wirkung der Fermionen Sf den folgenden kinetischen Eichterm hinzu,
der das Propagieren der Eichfelder ermo¨glicht
Sg =
1
4
∫
d4xFµνF
µν . (2.8)
Dieser fu¨hrt per Variation δSg = 0 in der klassischen Elektrodynamik auf die Max-
wellgleichungen. Der Feldsta¨rketensor ist dabei wie folgt mit den Eichfeldern ver-
knu¨pft:
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Fµν = ∂µAν − ∂νAµ. (2.9)
Die volle QED ist u¨ber S = Sf + Sg definiert. Wir werden uns in der weiteren
Betrachtung auf die reine Eichtheorie beschra¨nken (S = Sg), was bedeutet, dass
wir Effekte dynamischer Fermionen unberu¨cksichtigt lassen. Um aus der Eichtheo-
rie Erwartungswerte von Operatoren berechnen zu ko¨nnen, verwenden wir den auf
Feldtheorien verallgemeinerten Pfadintegralformalismus von Feynman [3], in dem
auf natu¨rliche Weise eine Diskretisierung der Zeit nahegelegt wird. Der Vakuumer-
wartungswert eines Operators O ist gegeben durch
〈O〉 = 1
Z
∫
[DU ]O(U) exp(
i
~
S(U)), (2.10)
mit der Normierung durch die Zustandssumme
Z =
∫
[DU ] exp(
i
~
S(U)). (2.11)
Die Integration erfolgt u¨ber alle mo¨glichen Eichfeldkonfigurationen. Damit stellt
Gl. (2.10) ein (u¨berabza¨hlbar) unendlich-dimensionales Integral dar. Mit Hilfe einer
Renormierungsvorschrift la¨sst sich dieser Ausdruck allerdings in eine mathematisch
wohldefinierte Berechnungsvorschrift u¨berfu¨hren.
2.2 U(1)-Gittereichtheorie
Die Diskretisierung der Raumzeit durch ein Gitter stellt eine solche Regularisierung
dar. Durch die Formulierung der Theorie auf einem Gitter von Raumzeitpunkten
wird die Integration in Gl. (2.10) auf ein hochdimensionales gewo¨hnliches Integral
zuru¨ckgefu¨hrt. Dieses gilt es durch Anbindung an die statistische Mechanik u¨ber
numerische Methoden zu lo¨sen. Dazu ist es notwendig, die komplexwertige Expo-
nentialfunktion in Gl. (2.10) auf eine reelle Darstellung zu transformieren.
Eine analytische Fortsetzung der Zeit u¨ber eine Wick-Rotation der Zeitachse
x0 → −ix4 , (2.12)
bewirkt einen U¨bergang von der minkowskischen zur euklidischen Metrik. Dies fu¨hrt
auf einen zusa¨tzlichen Faktor i in der minkowskischen Wirkung. Im Einheitensystem
~ = 1 ergibt sich damit fu¨r die Zustandssumme der euklidischen Feldtheorie
Z =
∫
[DU ] exp(−SE(U)) . (2.13)
Damit erhalten wir fu¨r den Operatorerwartungswert aus Gl. (2.10) ein Integral der
Operatoreinzelwerte, die mit dem bekannten Boltzmannfaktor exp(−SE) gewichtet
sind
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〈O〉 = 1
Z
∫
[DU ]O(U) exp(−SE(U)) . (2.14)
Durch diesen U¨bergang von der minkowskischen zur euklidischen Feldtheorie sind
nun die Methoden der statistischen Mechanik anwendbar geworden. Der Boltzmann-
faktor legt es nahe, in einer numerischen Integration vermittels Monte Carlo Me-
thoden, Feldkonfigurationen als Stu¨tzstellen der Integration gema¨ß der kanonischen
Boltzmannverteilung zu generieren. In Kapitel 3.1 wird die Methode des Import-
ance Sampling diskutiert, wa¨hrend Kapitel 3.2.1 auf die Prozedur der Erzeugung
der Feldkonfigurationen eingeht. Die Ru¨cktransformation der erhaltenen Resultate
auf reelle Zeiten entfa¨llt in der Regel, da die interessierenden Gro¨ßen keine explizite
Zeitabha¨ngigkeit besitzen. Wir werden daher im folgenden die euklidische Wirkung
nur noch mit S bezeichnen.
2.2.1 Diskretisierung
Wir beschreiben im folgenden die Umformulierung der Kontinuums-Eichtheorie auf
ein isotropes, vierdimensionales Raumzeit-Gitter des Gitterabstands a und der Aus-
dehnung (aL)4. Die Wahl zyklischer Randbedingungen, welche auf die Topologie
eines vierdimensionalen Torus fu¨hrt, macht eine gesonderte Behandlung der Git-
terra¨nder u¨berflu¨ssig.
Bei der Konstruktion einer Gitterversion einer solchen Eichtheorie ergibt sich eine
gewisse Freiheit in der Wahl der diskretisierten Operatoren und Felder. Eine Begren-
zung dieser Freiheit besteht in der Forderung, dass die Gittergro¨ßen im thermodyna-
mischen Limes in die urspru¨nglichen Kontinuumsgro¨ßen der Eichtheorie u¨bergehen
und in diesem Grenzwert die Symmetrien der Kontinuumstheorie besitzen. Man
wa¨hlt daher mit Vorteil solche Gro¨ßen, welche die Eichsymmetrie direkt erfu¨llen,
also selbst Elemente der Eichgruppe sind.
Die einfachste Diskretisierung eines beliebigen Feldes φ(x) besteht darin, das Konti-
nuumsfeld am Gitterpunkt xi auszuwerten und diesen Wert dem diskretisierten Feld
zuzuweisen:
φi = φ(xi). (2.15)
Diese Diskretisierung resultiert in einem cutoff der diskreten Impulse der Form
θ(|p| < pi/a). Das Gitter fungiert somit als nicht-perturbatives Regularisierungs-
schema. Der endliche Gitterabstand a sorgt fu¨r einen Ultraviolett-Cutoff in den
Impulsen und vermeidet die in der Kontinuumstheorie auftretenden Divergenzen.
Lepage bezeichnet in Ref. [4] diese Diskretisierung als
”
perfektes Feld“ und hebt sie
von der Mo¨glichkeit der
”
perfekten Wirkung“ ab, in der das diskretisierte Feld als
ra¨umlicher Mittelwert des Kontinuumsfeldes geschrieben wird:
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φi =
1
a4
∫
V
d4xφ(x). (2.16)
Das Integrationsvolumen erstreckt sich in jeder Dimension der Raumzeit u¨ber das
Intervall xi,µ − a/2 ≤ xµ ≤ xi,µ + a/2. Diese Form der Felddefinition bewirkt
einen weicheren UV-Cutoff der Impulse. Differentiationsoperatoren werden dadurch
wesentlich lokaler. Allerdings ist die Konstruktion diskretisierter Operatoren auf-
wendiger.
Wir begnu¨gen uns mit einer O(1/a) Genauigkeit der Ableitungsoperatoren, die da-
mit hinreichend lokal sind, und diskretisieren in der Form des perfekten Feldes:
xµ → nµa
φ(x) → φn = φ(na)
∂µφ(x) → 1
a
(φn+µˆ − φn) (2.17)∫
d4x . . . → a4
∑
n
. . .
2.2.2 Die Wilson-Wirkung
Die U(1)-Gittereichtheorie besitzt als Eichgruppe die kompakte, abelsche Lie-Gruppe
U(1), deren Elemente Uµ(n) die komplexen Zahlen mit Absolutbetrag 1 sind. Wir
wa¨hlen eine kompakte Darstellung der Gruppe, indem wir die Links u¨ber Linkwinkel
φµ(n) aus einem abgeschlossenen Intervall parametrisieren
Uµ(n) = e
iφµ(n) mit φµ(n) ∈ [−pi, pi]. (2.18)
Im thermodynamischen Limes ko¨nnen die Linkwinkel φµ(n) u¨ber Gl. (2.7) mit den
Eichfeldern verknu¨pft Aµ(x) werden
Uµ(n) = U(n, n+ µˆ) = e
ie
R xn+µˆ
xn dx
νAν(x) ' eie aAµ(n). (2.19)
Daher erwarten wir im naiven Kontinuumslimes die Entsprechung
φµ(n) → eaAµ(x). (2.20)
Damit liegt auch folgende anschauliche Interpretation der Links auf dem Gitter nahe:
Uµ(n) repra¨sentiert den Phasenfaktor, mit dem ein Materiefeld multipliziert werden
muss, wenn es vom Gitterpunkt n zum Nachbarpunkt n+ µˆ transportiert wird. Man
nennt die Links daher auch Paralleltransporter. Der entsprechende Phasenfaktor fu¨r
den Transport in Gegenrichtung lautet:
U−µ(n+ µˆ) = U
†
µ(n). (2.21)
Wir wollen nun eine mo¨gliche Diskretisierung der Kontinuumswirkung der QED
auf dem Gitter konstruieren. Dabei soll die Eichsymmetrie respektiert werden. Ein
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Produkt von Links entlang einer rechteckigen Kontur auf dem Gitter, Wilson loop
genannt, ist unter Ausschluss von Fermionfeldern das einzige eichinvariante Kon-
strukt aus den Gruppenelementen Uµ(n). Der kleinste Wilson loop ist die in Fig. 2.1
dargestellte Plaquette
Uµν(n) = Uµ(n)Uν(n+ µˆ)U
†
µ(n+ νˆ)U
†
ν(n)
= exp i(φµ(n) + φν(n+ µˆ)− φµ(n+ νˆ)− φν(n))
≡ exp i(θµν(n)) . (2.22)
U ( )nµ
ν( )nU+
( )n+ν^Uµ+
Uν( )n+µ
^
Abbildung 2.1: Die Plaquette
Fu¨r den in der letzten Gleichung definierten Plaquettewinkel ergibt sich θµν(n) ∈
[−4pi, 4pi]. U¨ber den Realteil der Plaquetten formulieren wir die Wilsonwirkung
S(U) = β
∑
p
<[1− Up]
= β
∑
n,µ,ν>µ
<[1− Uµν(n)]
= β
∑
n,µ,ν>µ
[1− cos(θµν(n))] (2.23)
=
β
2
∑
n,µ,ν
[1− cos(θµν(n))] . (2.24)
Wir definieren eine inverse Kopplung β durch die Beziehung mit der nackten Kopp-
lung der QED
β = 1/e2 . (2.25)
Die Identita¨t von Gl. (2.23) und Gl. (2.24) beruht darauf, dass der antisymmetrische
Plaquettewinkel, θµν = −θνµ, Argument einer geraden Funktion ist. Diese Symme-
trie werden wir fu¨r die Konstruktion eines effizenten Algorithmus zur Erzeugung
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von Eichfeldkonfigurationen verwenden.
Unter Beru¨cksichtigung von Gl. (2.20) schreiben wir die Elemente der durch die
Wirkung (Gl. (2.24)) definierten kompakten Gittereichtheorie in physikalischen Ein-
heiten
Uµ(n) = exp[ieaAµ(n)], (2.26)
Uµν(n) = exp[iea(Aµ(n) + Aν(n+ µˆ)− Aµ(n+ νˆ)− Aν(n))]
= exp[iea2Fµν(n)], (2.27)
Fµν(n) = ∂µAν(n)− ∂νAµ(n), (2.28)
S =
1
2e2
∑
n,µ,ν
[1− cos(ea2Fµν(n))], (2.29)∫
DU =
∏
n,µ
∫
dUµ(n) =
∏
n,µ
∫ pi
−pi
d(aAµ)(n)
2pi
. (2.30)
In einer Taylor-Entwicklung von Gl. (2.29) kann gezeigt werden, dass die Wilson-
wirkung bis auf Korrekturen der Ordnung O(a4) eine mo¨gliche Diskretisierung der
reinen Eichwirkung im Kontinuum, Sg, aus Gl. (2.8) darstellt:
S = a4
∑
n,µ,ν
(
1
4
[Fµν ]
2 − 1
48
e2a4[Fµν ]
4 + ...
)
(2.31)
a→0−→ 1
4
∫
d4xFµνF
µν . (2.32)
Daher spricht man davon, dass die QED den naiven Kontinuumslimes der U(1)-
Gittereichtheorie darstellt. Die tatsa¨chliche Existenz eines solchen Grenzwertes ist
damit jedoch nicht nachgewiesen. In Kapitel 2.3.4 wird auf weitere Bedingungen
zur Bildung des Kontinuumslimes eingegangen. Es sei nochmals darauf hingewie-
sen, daß die Wilson-Wirkung keinesfalls eindeutig aus der Wahl der Diskretisierung
(perfektes Feld) folgt. Sie stellt jedoch gewissermaßen eine kanonische Wahl dar.
Die Konstruktion u¨ber gro¨ßere Wilsonloops ist ebenfalls mo¨glich, fu¨hrt jedoch auf
einen go¨ßeren Diskretisierungsfehler und stellt u¨berdies einen ho¨heren Berechnungs-
aufwand dar.
Die zuna¨chst formale Integraldarstellung der Zustandssumme aus Gl. (2.13) ist in
der Gitterformulierung regularisiert.
Z =
∫
[DU ] exp(−S(U)) , DU =
∏
n,µ
dUµ(n). (2.33)
Die Zustandssumme beschreibt das durch die U(1)-Gitterichtheorie mit Wilson-
wirkung definierte statistische System vollsta¨ndig. Fu¨r ein endliches Gitter ( n =
13
1, ..., L4) ist das Produkt aller Volumenelemente dUµ(n) im Gruppenraum endlich,
sofern die Gruppe der zugeho¨rigen Eichfelder Uµ(n) kompakt ist. Daher ist die Zu-
standssumme Gl. (2.33), auch ohne die Eichung zu fixieren und damit Freiheitsgrade
zu reduzieren, wohldefiniert. Eine feste Wahl der Eichung in der kompakten Wir-
kung wird erst notwendig, wenn wir Sto¨rungstheorie auf dem Gitter betreiben (siehe
Kapitel 5).
In einer nicht kompakten Formulierung hingegen ist das Volumen der Eichgrup-
pe und damit auch die Zustandssumme Gl. (2.33) divergent. Dennoch lassen sich
auch in diesem Fall Erwartungswerte eichinvarianter Operatoren u¨ber Monte Car-
lo Simulationen, basierend auf dem Quotienten Gl. (2.14), sinnvoll berechnen, da
sich die Divergenz formal herausku¨rzt. Die Zustandssumme selbst erha¨lt jedoch erst
u¨ber Eichfixierung eine mathematisch wohldefinierte Bedeutung. Dazu wird, wie
aus der Kontinuums-QED bekannt, ein explizit nicht eichinvarianter Term zur ur-
spru¨nglichen Wirkung addiert. Wir betrachten in dieser Arbeit ausschließlich die
u¨ber Gl. (2.18) definierte kompakte Formulierung und sehen daher von weiteren
Ausfu¨hrungen ab.
2.2.3 Magnetische Monopole
Die Plaquettewinkel θµν aus Gl. (2.22) ko¨nnen Werte zwischen −4pi und 4pi an-
nehmen. Aufgrund der Periodizita¨t der cos-Funktion sind in der Plaquette jedoch
nur Werte zwischen −pi und pi physikalisch relevant. Gema¨ß Polyakov [5] kann der
Plaquettewinkel daher in einen physikalischen Anteil und einen Restanteil zerlegt
werden:
θµν(n) = θ¯µν(n)− 2pimµν(n) (2.34)
θ¯µν ∈ [−pi, pi] mµν(n) ∈ {−2,−1, 0, 1, 2} .
Die Gro¨ße mµν wird analog zu einem Dirac-String in drei Dimensionen als Dirac-
Sheet bezeichnet. Die (diskretisierte) vierdimensionale Rotation der Dirac-Sheets
definiert einen topologischen Strom Mµ, der Monopolstrom genannt wird:
Mµ(n) =
1
2
∑
νρσ
²µνρσ (mρσ(n+ ν)−mρσ(n)) . (2.35)
Per Konstruktion ist klar, dass die Divergenz des Monopolstroms lokal verschwindet
∂µM
µ(n) =
1
2
²µνρσ∂µ∂νmρσ(n) = 0 . (2.36)
Mit der vierdimensionalen Stromerhaltung folgt, dass die Monopolstro¨me geschlos-
sene Schleifen auf dem vierdimensionalen Gitter bilden mu¨ssen, sogenannte Mono-
polloops. Die Monopolloops sind eichinvariante Gro¨ßen.
Die Bezeichnung der Konstruktion in Gl. (2.35) als
”
Monopolstrom“ kann mit Hilfe
der klassischen Elektrodynamik motiviert werden. Eine Ladungsdichte fu¨r magneti-
sche Monopole (eine solche ist in der Elektrodynamik nie beobachtet worden) wu¨rde
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beschrieben durch
~∇ ~B = ~∇(~∇× ~A) = ∂a²abc 1
2
{∂bAc − ∂cAb}. (2.37)
Durch die Ersetzung der Ableitungen durch diskrete Vorwa¨rtsableitungen und der
Eichfelder Aµ durch Link-Winkel erha¨lt man fu¨r die Monopole innnerhalb eines
Volumens V
M(n) = ²abc
1
2
[mbc(n+ aˆ)−mbc(n)]. (2.38)
Die natu¨rliche Verallgemeinerung auf vier euklidische Dimensionen liefert den Mono-
polstrom in Gl. (2.35). Da in der Natur keine magnetischen Monopole beobachtbar
sind, mu¨ssen die Monopolstro¨me im thermodynamischen Limes verschwinden. In-
nerhalb einer Simulation treten diese infolge von Feldfluktuationen auf.
Die so definierten Monopolstro¨me sind vor allem deshalb von Interesse, da ihre Dy-
namik eine entscheidende Rolle fu¨r die Beschreibung des Phasenu¨bergangs in der
vierdimensionalen U(1)-Gittereichtheorie spielt (siehe Kapitel 2.3.2 und 2.3.3). Das
Studium der Monopole scheint jedoch ebenfalls fu¨r die nichtabelsche Eichgruppe
SU(3) der QCD von Bedeutung zu sein. Polyakov [5] untersuchte den Zusammen-
hang zwischen Monopolen und dem Quark-Confinement. Interessanterweise ist der
Effekt des Einschlusses auch in Eichungen zu beobachten, in denen der nichtabelsche
Charakter der Eichgruppe fast vo¨llig in den Hintergrund tritt (maximal abelschen
Eichung). Somit mag das Versta¨ndnis der Dynamik der Monopolstro¨me in der QED
auch von Relevanz fu¨r den Quarkeinschluss der QCD sein.
2.3 Phasenu¨berga¨nge
Von den Anfa¨ngen numerischer Untersuchungen des U(1)-Phasenu¨bergangs bis heu-
te wird die entscheidende Frage nach der Ordnung dieses Phasenu¨bergangs kontro-
vers diskutiert. Keine der bisher gemachten Untersuchungen konnte die Situation
eindeutig kla¨ren. In diesem Abschnitt wird die Existenz eines Phasenu¨bergangs in
der u¨ber die Wilsonwirkung definierten U(1) aufgezeigt. Wir werden einige der bisher
durchgefu¨hrten Untersuchungen resu¨mieren. Zuna¨chst geben wir eine Klassifizierung
von Phasenu¨berga¨ngen wieder und diskutieren Bedingungen fu¨r die Existenz eines
Kontinuumslimes.
2.3.1 Die Ordnung eines Phasenu¨bergangs
In einem thermodynamischen System, welches einen Phasenu¨bergang aufweist, ist
die Ordnung des U¨bergangs durch diejenige Ordnung der Ableitung des Gibbspo-
tentials G nach der Temperatur T oder nach dem Druck p gegeben, in der endliche
Unstetigkeiten bei der U¨bergangstemperatur auftauchen. Ein Phasenu¨bergang 1.
Ordnung weist demnach zum Beispiel einen Sprung in der Entropie S = −( ∂G
∂T
)p
auf, wa¨hrend an einem U¨bergang 2. Ordnung erst in der spezifischen Wa¨rme Cp =
15
−T (∂2G
∂T 2
)p eine Diskontinuita¨t beobachtbar ist. Denkbare U¨berga¨nge ho¨herer Ord-
nung sind experimentell bislang nicht beobachtet worden und sollen im weiteren
nicht betrachtet werden.
Phasenkoexistenz
Das zentrale Unterscheidungsmerkmal zwischen U¨berga¨ngen erster und zweiter Ord-
nung ist die Phasenkoexistenz beim U¨bergang 1. Ordnung, welche die ebenfalls fu¨r
diesen U¨bergang charakteristische Existenz einer latenten Wa¨rme3 am U¨bergangs-
punkt impliziert:
Fu¨hrt man einem System, das sich bei kleiner Temperatur zuna¨chst vollsta¨ndig in
einer Phase befindet, Energie zu, so erho¨ht sich seine Temperatur bis zur U¨bergang-
stemperatur, ohne dass Bereiche der zweiten Phase auftreten. Erst an der U¨ber-
gangstemperatur ko¨nnen sich spontan Doma¨nen bilden, in denen sich das System
in der anderen Phase befindet. Wird die Energie des Systems nun weiter vergro¨ßert,
so weiten sich die Bereiche der zweiten Phase immer weiter aus, bis sie das System
vollsta¨ndig ausfu¨llen. Wa¨hrenddessen a¨ndert sich die Temperatur des Systems nicht.
In statistischen Systemen wird die Energie, die das System ohne Temperatura¨nde-
rungen aufnimmt, als latente Wa¨rme bezeichnet. Die bei der spontanen Ausbildung
von Doma¨nen anderer Phase mo¨glichen Verzo¨gerungen werden als Hysteresiseffekte
bezeichnet. Erst wenn das System vollsta¨ndig in die andere Phase u¨berfu¨hrt wurde,
kann die Temperatur durch weiteres Zufu¨hren von Energie wieder gesteigert werden.
Oberfla¨chenspannung
Die Energieaufnahme des Systems ohne Temperatura¨nderung beruht auf der Exi-
stenz von Grenzfla¨chen zwischen den koexistiernden Doma¨nen verschiedener Pha-
se. Die zum Aufbau dieser Doma¨nengrenzen notwendige Energie ist proportional
zur Fla¨che der Grenzschicht. Den Proportionalita¨tsfaktor bezeichnet man als Ober-
fla¨chenspannung σ. Die Gro¨ße der Oberfla¨chenspannung bestimmt die
”
Sta¨rke“ des
U¨bergangs 1. Ordnung. Ein U¨bergang von stark 1. Ordnung zeichnet sich durch ei-
ne große Oberfla¨chenspannung aus. Diese fu¨hrt dazu, dass die Grenzfla¨che zwischen
zwei Bereichen unterschiedlicher Phase eine minimale Gro¨ße annimmt4. In einem
U¨bergang schwach 1. Ordnung kann die Grenzfla¨che bei geringer Oberfla¨chen-
spannung stark fluktuieren und dabei sehr unterschiedliche Gro¨ßen annehmen. Ein
solcher Phasenu¨bergang ist dann oft nur schwer von einem Phasenu¨bergang 2. Ord-
nung zu unterscheiden.
3Damit bezeichnet man die Wa¨rme, welche das System wa¨hrend des U¨bergangs aufnimmt oder
abgibt.
4Vergleiche dazu Gasblasen in einer siedenden Flu¨ssigkeit.
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2.3.2 Der Phasenu¨bergang der U(1)-Gittereichtheorie
Die U(1)-Gittereichtheorie besitzt die diskreten Untergruppen Z(N) bestehend aus
N komplexen Zahlen mit Absolutbetrag 1:
ZN = {e2piin/N |n = 0, 1, . . . , N − 1}. (2.39)
Die Gruppe U(1) kann als Grenzwert N →∞ der Z(N) angesehen werden [6].
Bei der Untersuchung dieser Z(N)-Gittereichtheorien haben Creutz, Jacobs und
Rebbi gezeigt, daß bei Variation des inversen Kopplungsparameters β fu¨r N > 4
zwei Phasenu¨berga¨nge existieren:
• β1 ' 1.0 und Zwischenphase
• β2 = 0.781−cos( 2piN ) ∼ N
2
Der Phasenu¨bergang zur Tieftemperaturphase bei β2 wird beim U¨bergang zur kon-
tinuierlichen Gruppe U(1) immer weiter in Richtung β → ∞ verschoben. Der erst-
genannte Phasenu¨bergang bei βT ' 1.0 ”u¨berlebt“ hingegen die Grenzwertbildung
und stellt damit den im weiteren genauer zu betrachtenden Phasenu¨bergang der
U(1)-Gittereichtheorie dar.
Der Phasenu¨bergang trennt eine Coulomb-Phase (β > βT ), in der statische a¨ußere
Testladungen5 im gegenseitigen Abstand r einem Coulombpotential
V (r) =
α
r
+ V0 , (2.40)
unterworfen sind, von einer Confinement-Phase (β < βT ), die Testladungen mit
einem bei großem Abstand linear anwachsenden Potential
V (r) =
α
r
+ V0 + σs · r , (2.41)
bindet [7]. Die Gro¨ße σs wird in Analogie zu effektiven Theorien des Quarkeinschlus-
ses als string tension bezeichnet. Da geladene Fermionen in dieser Phase nicht frei
auftreten ko¨nnen, wird die zugeho¨rige Phase als
”
confined“ Phase bezeichnet.
Die Dynamik dieses Phasenu¨bergangs wird mit den in Kapitel 2.2.3 eingefu¨hrten
Monopolen in Verbindung gebracht. DeGrand und Toussaint [8] stellten fest, dass
magnetische Monopole in der confined Phase in einer wesentlich ho¨heren Dichte vor-
kommen, als in der Coulomb Phase. In der Coulomb Phase sorgen Feldanregungen
fu¨r eine Renormierung der nackten Kopplung e. Das Coulombpotential ha¨ngt von
der renormierten Ladung eR ab
VCoul(r) = −e
2
R
4pi
1
r
. (2.42)
5Es sei darauf hingewiesen, daß in der Beschra¨nkung auf den Eichterm ausschließlich dynami-
sche Fermionen aus der Eichtheorie entfernt wurden. Daher ist die Untersuchung des Potentials
statischer Ladungen in der reinen Eichtheorie sehrwohl mo¨glich.
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Fu¨r kleine nackte Kopplungen e stimmt die renormierte mit der nackten Kopplung
u¨berein. Mit steigendem e wa¨chst eR bis zur kritischen Kopplung am Phasenu¨ber-
gang βT = 1/e. Dort nimmt eR einen endlichen, maximalen Wert an [10, 11]. Fu¨hrt
man die nackte Kopplung e u¨ber diesen Phasenu¨bergang hinaus, kondensieren die
Monopole und fu¨hren zum Confinement, welches mit Hilfe des dualen Meissner-
Effekts erkla¨rt werden kann [12]: Im Coulomb-Bereich gibt es nur einzeln lokali-
sierte Monopole endlicher Masse. Die elektrischen Feldlinien zwischen zwei a¨ußeren
Ladungen ko¨nnen sich wie in der klassischen Elektrodynamik im Raum ausbrei-
ten. In der confined Phase bildet sich ein Monopol-Kondensat, innerhalb dessen das
elektrische Feld zu Flussro¨hren zusammengedru¨ckt wird (a¨hnlich dem Magnetfeld
in einem Supraleiter)6.
2.3.3 Bisherige Untersuchungen des U(1)-Phasenu¨bergangs
Nach der Einfu¨hrung der Gittereichtheorien durch Wilson [13] im Jahre 1974 hatte
die Arbeit von Guth [14] die Existenz eines Phasenu¨bergangs in der kompakten, rei-
nen U(1)-Gittereichtheorie in der Na¨he von β = 1 nachgewiesen. Tatsa¨chlich konnte
gezeigt werden [15], dass abelsche Eichtheorien generell (unter der Annahme sehr
allgemeiner Voraussetzungen) einen Phasenu¨bergang bei endlicher Kopplung auf-
weisen.
Die von 1980 bis heute durchgefu¨hrten Untersuchungen waren nicht in der Lage,
die Frage nach der Ordnung dieses Phasenu¨bergangs eindeutig zu kla¨ren. Die ersten
numerischen Simulationen [16, 17, 18, 19] wiesen auf einen Phasenu¨bergang zweiter
Ordnung hin. Die Gittergro¨ße war zu dieser Zeit mit L = 5 jedoch sehr klein, so dass
der Einfluss von finite size Effekten7 als betra¨chtlich anzunehmen ist. Die Untersu-
chung gro¨ßerer Systeme wies eine Doppelpeakstruktur in der Energiedichte und lange
Metastabilita¨ten8 auf, was auf einen U¨bergang 1. Ordnung hindeutete [7, 20, 21]. Die-
se Hinweise stimmten mit Resultaten verschiedener Renormierungsgruppen-Studien
[22, 23] u¨berein.
Dennoch ist festzustellen, dass die latente Wa¨rme mit zunehmender Gitterausdeh-
nung (bis hin zur damals maximalen linearen Ausdehnung L = 12) abnimmt. Der
das Skalenverhalten ho¨herer Momente der Plaquetteenergie beschreibende kritische
Exponent ν ergab sich weder als 1/d = 0.25, was einen U¨bergang 1. Ordnung cha-
rakterisiert, noch als 0.5, was einem System
”
trivial“ 2. Ordnung entsprechen wu¨rde
[24]. Diese Situation la¨sst zwei mo¨gliche Interpretationen zu:
1. Die deutlich zu erkennende Doppelpeakstruktur ist ein Finite-size Effekt und
6Die Namensgebung dualer Meissnereffekt basiert auf diesem Rollentausch von magnetischem
und elektrischem Feld im Vergleich zum Meissner-Effekt der Supraleitung.
7Finite-size Effekte sind Auswirkungen der gewa¨hlten Randbedingungen auf das System. Deren
Einfluss verschwindet im Limes V →∞.
8Metastabilita¨ten bezeichnen Simulationssequenzen, innerhalb derer ein Algorithmus zur suk-
zessiven Generierung von Systemfigurationen nur Konfigurationen aus einer der beiden Phasen
erzeugt. Die Entstehung solcher Metastabilita¨ten ist in Kapitel 3.2.3 erla¨utert.
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verschwindet im thermodynamischen Limes. Es verbleibt die Signatur eines
U¨bergangs zweiter Ordnung.
2. Der Phasenu¨bergang ist schwach 1. Ordnung, was bedeutet, dass die Korrela-
tionsla¨nge ξ der zugrunde liegenden Feldtheorie endlich, aber groß gegenu¨ber
der Gitterausdehnung L bislang simulierter Systeme ist. Somit wa¨re die Kon-
vergenz gegen einen von Null verschiedenen Wert der latenten Wa¨rme erst fu¨r
L > ξ im thermodynamischen Limes als eindeutiges Zeichen eines 1. Ordnung-
Phasenu¨bergangs feststellbar.
In der Absicht, eine Gitterformulierung der QED mit einem Phasenu¨bergangspunkt
zweiter Ordnung zu finden, schlug Bhanot [25] vor, die Wilson-Wirkung um einen
Term der adjungierten Darstellung zu erweitern:
S = β
∑
n,µ,ν>µ
[1− cos(θµν(n))] + γ
∑
n,µ,ν>µ
[1− cos(2θµν(n))] (2.43)
Seine Erwartung war, dass sich bei dieser Wirkung fu¨r kleine negative Werte von γ
ein klarer U¨bergang 2. Ordnung ergeben wu¨rde. Dennoch fand man in Simulatio-
nen bei γ = −0.4 eine bei gro¨ßeren Gittern wieder auftretende Doppelpeakstruktur
[26, 27]. Damit bestehen Zweifel an der in Ref. [28, 11, 29] aufgestellten Hypothese
eines U¨bergangs zweiter Ordnung bei endlichem, negativen γ. Zusa¨tzlich weist eine
Renormierungsgruppenuntersuchung [23] auf die Existenz eines Phasenu¨bergangs
zweiter Ordnung erst fu¨r γ → −∞ hin.
Untersuchungen der Eichballmassen in der Confined Phase [11] unter Verwendungen
der erweiterten Wirkung Gl. (2.43) bei negativen Werten von γ lassen aufgrund eines
kritischen Exponenten von ν = 0.35(3) ein Skalenverhalten zweiter Ordnung vermu-
ten. Das Resultat ergibt sich in U¨bereinstimmung mit gleichen Untersuchungen auf
der spa¨ter noch diskutierten Topologie der 4d Kugel [30]. Problematisch erscheint je-
doch, dass ausgerechnet der 0++ Eichball, als dominantester Beitrag zum Finite-size
Effekt in der Confined Phase, ein mit ν = 0.49(7) signifikant abweichendes Skalen-
verhalten aufweist. Dies kann als Inkonsistenz gewertet werden oder aber auch als
ein Hinweis auf die (exotische) Existenz eines weiteren thermodynamischen Limes
am gleichen U¨bergangspunkt.
Gro¨sch et al. untersuchten 1985 [9] den Einfluss von Monopolen auf die Metastabi-
lita¨ten in der Simulation. Dabei zeigte sich, dass sich die Phasen nicht nur in der
akkumulierten Gesamtla¨nge aller Monopolloops unterscheiden, sondern dass in der
Confined Phase neben den kurzen Monopolloops, die ebenso in der Coulomb Pha-
se zu beobachten sind, auch außergewo¨hnlich große Loops vorhanden sind, die das
Gitter fast vollsta¨ndig ausfu¨llen. Diese sehr großen Loops sind hingegen in der Cou-
lomb Phase gar nicht zu beobachten. Wensley zeigte spa¨ter in Potentialrechnungen
[31], dass nur diese sehr großen Monopolloops einen Beitrag zum linear ansteigen-
den Term des Potentials in der confined Phase liefern. Eine weitere Beobachtung
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Gro¨schs et al. war, dass die großen Loops unter Ku¨hlung9 des Systems oft stabile,
nichttriviale Monopolkonfigurationen annehmen, die nur aufgrund der periodischen
Randbedingungen geschlossene Loops bilden, sich also um den Torus herumwin-
den. Dies fu¨hrte zu Spekulationen u¨ber den Einfluss der Topologie sowohl auf die
Dynamik des Systems als auch auf die Ordnung des Phasenu¨bergangs. Gro¨sch et
al. fu¨hrten die beobachteten Metastabilita¨ten des Systems auf die periodisch ge-
schlossenen Schleifen zuru¨ck. Insbesondere wa¨re es mo¨glich, dass der beobachtete
Phasenu¨bergang erster Ordnung allein ein Artefakt der periodischen Randbedin-
gungen ist.
Baig und Fort untersuchten ein System mit festen Randbedingungen [32, 33]. Dazu
wurden auf dem gesamten Rand des Gitters die Eichfelder konstant gleich 1 gesetzt,
was die Topologie des Systems an die des Kontinuums anpasst und dabei ein Ausbil-
den periodisch geschlossener Monopolloops unmo¨glich macht. Der dabei eingefu¨hrte
Rand hat jedoch Auswirkungen auf das System, die nur schwer abzuscha¨tzen sind.
Um diese Auswirkungen klein zu halten, muss daher der Anteil des Randes am
Gesamtsystem mo¨glichst klein gehalten werden, was nur durch die Untersuchung
großer Systeme mo¨glich ist. Auf den betrachteten Gittergro¨ßen bis maximal L = 16
glaubten die Autoren dabei einen Phasenu¨bergang schwach 1. Ordnung ausschließen
zu ko¨nnen.
Unter Einfu¨hrung eines Terms proportional zur Monopoldichte λ
∑
ρ,x |Mρ,x| zusa¨tz-
lich zur Wilsonwirkung haben Kerler et al. [34, 35, 36, 37] Hinweise auf einen nicht-
trivialen kritischen Punkt 2. Ordnung (β, λ) bei Monopolunterdru¨ckung gefunden.
Ein weiterer Ansatz wurde von Bode et al. vorgeschlagen [38, 39, 40]. Hier wur-
den die periodischen Randbedingungen und damit die Topologie des Torus zwar
beibehalten, gleichzeitig wurde jedoch die Bildung von solchen Monopolloops, die
u¨ber einen auf dem Torus definierten Rand gehen, durch die Wahl eines speziellen
Update-Algorithmus unterdru¨ckt. Damit wird zwar de facto wieder ein Rand in die
Theorie eingefu¨hrt, gleichzeitig ist jedoch zu erwarten, dass der Einfluss dieses Ran-
des, der ja nur auf die Monopole wirkt, wesentlich geringer ist, als der von Baig
und Fort benutzte. Eine genauere Untersuchung des Einflusses des Randes erfolgte
durch die Betrachtung verschiedener innerer Schalen des Gitters. Die hier gemachten
Beobachtungen (bei einer maximalen Gittergro¨ße von L = 24) deuteten wiederum
auf einen Phasenu¨bergang erster Ordnung hin.
Eine weitere Idee bestand darin, die Theorie auf einem Gitter mit der Topologie
der vierdimensionalen Spha¨re zu untersuchen [41, 42, 43]. Die triviale Homotopie-
gruppe verhindert die zuvor erwa¨hnten unphysikalischen Monopolloops, die auf dem
Torus (Homotopiegruppe Z4) mo¨glich sind. Allerdings ist der Einfluss der in einer
9Unter Ku¨hlung des Systems versteht man hier das Anwenden von Monte-Carlo Schritten un-
ter sta¨ndigem Vergro¨ßern der inversen Kopplung β, bis sich das System schließlich nicht mehr
vera¨ndert (also
”
eingefroren“ ist). U¨blicherweise sind in einem solchen geku¨hlten System keine
Monopolanregungen mehr zu beobachten.
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Simulation auf der Spha¨re notwendig einzufu¨hrenden Metrik auf das System schwer
abzuscha¨tzen. Die Resultate wiesen auf einen U¨bergang 2. Ordnung hin. Jedoch
wurde in Simulationen auf der Spha¨re a¨quivalent der hyperkubischen Gittergro¨ße
L = 26 bei γ = −0.2 ebenfalls ein Doppelpeaksignal gemessen [26, 27].
Viele der zuvor erwa¨hnten Untersuchungen basieren auf einer geringen Statistik der
Gro¨ßenordnung O(105) und weniger. Wir merken an, dass unserer Erfahrung nach,
die Untersuchung der kompakten U(1) bei Phasenkoexistenz, abha¨ngig vom ver-
wendeten Algorithmus, eines deutlich ho¨heren Aufwandes fu¨r Systeme mit L ≥ 10
bedarf. Dieser ist notwendig, um das relative Phasengewicht korrekt zu simulie-
ren und damit die statistischen Fehler von Observablen unter Kontrolle zu bringen,
die auf diesen Konfigurationen
”
gemessen“ werden. Wir werden dies in den Kapi-
teln 3.2.2 und 3.3 genauer quantifizieren. In diesem Sinne sind einige der zitierten
Resultate auf die Stabilita¨t gegenu¨ber Vergro¨ßerung der Statistik zu hinterfragen.
Diesbezu¨glich herausragend ist die Untersuchung [24], welche auf Gittern der Gro¨ßen
L = 4, 5, 6, 7, 8, 9, 10, 11, 12 mit min. O(106) Konfigurationen das Skalieren von Ob-
servablen analysiert. Analog ist Ref. [44] die erste Arbeit, die eine fast a¨hnlich hohe
Statistik auf Gittergro¨ßen bis L = 16 ausweitet. Diese neuerlich gemachten Unter-
suchungen gro¨ßerer Systeme erha¨rten die Vermutung, dass der Phasenu¨bergang der
U(1)-Gittereichtheorie 1. Ordnung ist. Dennoch steht ein eindeutiger numerischer
Beweis aus.
Fu¨r systematische Untersuchungen anderer, zu konstruierender U(1) Gittereich-
wirkungen erscheint die eindeutige Kla¨rung der Frage nach der Ordnung des U¨ber-
gangs auf der Wilsonlinie (γ = 0) unerla¨sslich.
2.3.4 Existenz des Kontinuumslimes
Mit der in Kapitel 2.2.2 konstruierten Wilsonwirkung ist zu erwarten, dass sich
der vermutete Kontinuumslimes der U(1)-Gittereichtheorie als die QED ohne freie
Fermionen erweist. An die tatsa¨chliche Existenz eines Kontinuumslimes ist jedoch
die Bedingung der
”
Kritikalita¨t“ des Systems geknu¨pft. Ein System an einem Pha-
senu¨bergang zweiter oder ho¨herer Ordnung ist kritisch. Die Bedingung der Kritika-
lita¨t der Gittertheorie la¨sst sich u¨ber die Notwendigkeit divergierender Gitterobser-
vablen im Kontinuumslimes erkla¨ren: Gitterrechnungen fu¨hrt man im allgemeinen
mit dimensionslosen Gro¨ßen auf einem Gitter mit Gitterkonstante 1 durch. Um an-
schließend zur im Kontinuum definierten Quantenfeldtheorie zuru¨ckzugelangen, ex-
trapoliert man zuna¨chst zu unendlichem Gittervolumen. Dies entspricht dem bereits
verwendeten Begriff des thermodynamischen Limes in der statistischen Mechanik.
Auf diesem unendlichen Gitter fu¨hrt man eine Gitterkonstante a mit der Dimension
einer La¨nge ein, wodurch die Parameter sowie die Felder und Observablen der Theo-
rie dimensionsbehaftet werden. Am thermodynamischen Limes (a → 0) bleibt die
dimensionsbehaftete Korrelationsla¨nge aξ endlich. Daher muss die dimensionslose
21
Korrelationsla¨nge divergieren10.
Die QED ist anders als die QCD mit der assoziierten SU(3)-Gittereichtheorie keine
asymptotisch freie Theorie. In der QED wa¨chst die Kopplung mit steigendem Impuls
an und divergiert schließlich sogar bei endlichen Impulsen11. Damit ist klar, dass die
QED nicht fu¨r alle Impulse gelten kann. Es ist jedoch unklar, wie eine allgemeingu¨lti-
ge Theorie der elektromagnetischen Wechselwirkung aussehen ko¨nnte. Im Falle der
U(1)-Gittereichtheorie muss demnach ein Phasenu¨bergang 2. Ordnung bei endlicher
inverser Kopplung existieren, an dem der Kontinuumslimes vollzogen werden kann.
Dies begru¨ndet die zentrale Frage nach der Ordnung des Phasenu¨bergangs bei β ≈ 1.
Ist dieser U¨bergang von mindestens 2. Ordnung, so kann die Kritikalita¨t des Sy-
stems sichergestellt werden, die Durchfu¨hrung des Kontinuumslimes wa¨re im Prinzip
mo¨glich. Ist der U¨bergang jedoch nur 1. Ordnung, so wa¨re die Bildung des Kontinu-
umslimes in der einfachen U(1)-Gittereichtheorie, wie sie zu Beginn dieses Kapitels
eingefu¨hrt wurde, nicht mo¨glich. Damit wu¨rde sich die Aufgabe stellen, andere Git-
terversionen der reinen Kontinuumseichwirkung zu konstruieren, welche ihrerseits
einen U¨bergang zweiter Ordnung aufweisen ko¨nnten. Im Sinne einer systematischen
Suche ist in jedem Falle ein Versta¨ndnis der Dynamik des Phasenu¨bergangs der
Wilson-Wirkung unerla¨sslich.
10Dies gilt damit fu¨r alle auf dem Gitter gemessenen Gro¨ßen der Dimension
”
La¨nge“: Um an
endliche physikalische Ergebnisse im Kontinuum zu gelangen, mu¨ssen diese Gro¨ßen im selben Maße
divergieren, wie der Gitterabstand gegen 0 gefu¨hrt wird.
11Dies geschieht bei Energien, die bislang experimentell nicht zuga¨nglich sind.
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Kapitel 3
Simulation
3.1 Verteilungen
Wir suchen eine Vorschrift zur numerischen Berechnung hochdimensionaler Integrale
in der euklidischen Formulierung der Quantenfeldtheorie. Das mit Hilfe des gro¨ßten,
von uns untersuchten Gitters diskretisierte Funktionalintegral vom Typ Gl. (2.14)
hat immerhin 4 × 184 = 419904 Integrationsvariablen. Der zentrale Grenzwertsatz
erlaubt es, u¨ber das Importance sampling solche Integrale stochastisch auf ada¨qua-
ten Ensembles von Zufallszahlen zu berechnen. Ziel der Suche nach geeigneten En-
sembles ist, die Ungenauigkeit unserer numerischen Approximation zu minimieren.
Dabei stoßen wir auf eine alte Methode namens Umbrella sampling, welches durch
Neugewichtung die Verteilung der zu erzeugenden Zufallszahlen ku¨nstlich
”
verbrei-
tert“. Eine spezielle Variante dieser Methode stellt die Wahl der multikanonischen
Verteilung dar. Unser Ziel ist, mit der algorithmischen Umsetzung dieser Methode
große Systeme der U(1) Gittereichtheorie effizient zu simulieren.
3.1.1 Importance sampling
Der Erwartungswert einer Funktion h der Zufallsvariablen x aus einemD-dimensionalen
Volumen Ω, die gema¨ß einer positiv definiten und u¨ber Ω normierten Wahrschein-
lichkeitsdichte f(x) verteilt ist, berechnet sich zu:
〈h〉f ≡
∫
Ω
h(x)f(x)dx. (3.1)
Wir ko¨nnen diesen Erwartungswert numerisch na¨herungsweise berechnen, wenn wir
N Zufallszahlen xi, i = 1, . . . , N aus Ω mit der Wahrscheinlichkeitsdichte f wu¨rfeln
und deren Funktionswerte h(xi) berechnen:
〈̂h〉f =
1
N
∑
i
h(xi). (3.2)
Der zentrale Grenzwertsatz besagt, dass im Limes N → ∞ die Scha¨tzwerte 〈̂h〉f
Gaußverteilt um den tatsa¨chlichen Mittelwert 〈h〉f mit einer Varianz σ2 streuen,
wobei
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σ2h,f =
1
N
(〈h2〉f − 〈h〉2f) . (3.3)
Wenn wir das Ensemble xi, i = 1, . . . , N gema¨ß einer anderen normierten Ver-
teilungsfunktion g(x) generieren, berechnet sich der Erwartungswert der Funktion
H(x) = h(x) f(x)
g(x)
zu
〈hf
g
〉g =
∫
Ω
h(x)
f(x)
g(x)
g(x)dx
=
∫
Ω
h(x)f(x)dx
= 〈h〉f . (3.4)
Die numerische Approximation
〈̂hf
g
〉
g
=
1
N
N∑
i=1
h(xi)
f(xi)
g(xi)
, (3.5)
streut per Konstruktion um den gleichen Mittelwert 〈h f
g
〉g = 〈h〉f , jedoch mit einer
von σ2h,f verschiedenen Varianz
σ2
h f
g
,g
=
1
N
(
〈(h f
g
)
2〉g − 〈h〉2f
)
, (3.6)
wobei
〈(h f
g
)
2〉g =
∫
Ω
H2(x)g(x)dx
=
∫
Ω
h(x)f(x)
g(x)
h(x)f(x)
g(x)
g(x)dx
=
∫
Ω
[
f(x)
g(x)
]
h2(x)f(x)dx, (3.7)
zum Vergleich: (3.8)
〈h2〉f =
∫
Ω
h2(x)f(x)dx. (3.9)
Wenn wir eine Verteilungsfunktion g finden, derart dass f(x)/g(x) < 1 im Mittel
aller x ∈ Ω, ko¨nnen wir die Varianz reduzieren und mit Gl. (3.5) eine genauere
numerische Berechnungsvorschrift fu¨r den Erwartungswert Gl. (3.1) angeben:
1
N
N∑
i=1
h(xi)
f(xi)
g(xi)
= 〈h f
g
〉g ± 1√
N
√(
〈(h f
g
)
2〉g − 〈hfg 〉
2
g
)
(3.10)
Die optimale Wahl eines Ensembles zur stochastischen Berechnung des Integrals
I = 〈h f〉1 = 〈h〉f = 〈h fg 〉g wa¨re natu¨rlich die numerische Realisierung von 〈
hf
hf
〉hf .
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Formal ermo¨glicht das Gewicht g = 1
I
hf die Berechnung 1
N
∑
i
hf
g
(xi) = I mit stati-
stischem Fehler Null. Die notwendige Normierung von g erfordert allerdings bereits
die Kenntnis des Integralwertes I selbst, wodurch sich die Lo¨sung des Problems
eru¨brigen wu¨rde.
3.1.2 Umbrella sampling
Torrie und Valleau [45, 46, 47, 48] fu¨hrten die Methode des Umbrella samplings
ein, um in einem breiten Gebiet des makroskopischen Zustandsraums zu simulieren.
Stellen wir uns vor, wir wollen die Erwartungswerte mehrerer Operatoren hk, k =
1, 2, . . . ,M u¨ber einer Verteilung f bestimmen:
〈hk f〉 = 〈hk〉f . (3.11)
Wa¨hrend sich ein Sampling gema¨ß der Verteilung f in dem in Fig. 3.1 skizzierten
Fall fu¨r die numerische Approximation von 〈h1 f〉 durchaus eignet, ist die Approxi-
mation von 〈h2 f〉 sehr ineffizient, da der U¨berlapp von h2 f mit f sehr klein ist. Die
Methode des zuvor dargestellten Importance sampling legt nun die Berechnung der
M Erwartungswerte u¨ber M angepasste Samplings gk nahe: 〈hk f〉 = 〈hk fgk 〉gk . Wie
wir in Kapitel 3.2 sehen werden, ist dies in der Regel zu
”
teuer“. Sinnvoller ist es,
ein Sample gema¨ß einer einzigen hinreichend breiten Verteilung g zu erzeugen:
〈hk f〉 = 〈hk f
g
〉g , (3.12)
x
h  f h  f2 1
g
f
Abbildung 3.1: Illustration des Umbrella sampling mit Hilfe der Verteilung g
Je breiter die Umbrella-Verteilung g ist, desto gro¨ßer sind die Fluktuationen in x.
Damit wa¨chst die Varianz der Einzelberechnung fu¨r ein spezifisches k. Den Grenzfall
dieser Verbreiterung stellt die Gleichverteilung g = const. dar. Ein sinnvoller Kom-
promiss zwischen hinreichend großem U¨berlapp und minimaler Varianz ist daher
eine Verteilung g, deren Tra¨ger die statistisch relevanten Regionen der Verteilungen
hk f umfasst.
Wir werden in Kapitel 3.1.4 eine spezielle Variante dieses Umbrella samplings vor-
stellen, welche Feldkonfigurationen gema¨ß einer multikanonischen Verteilung g er-
zeugt. Zuna¨chst soll jedoch die kanonische Verteilung eingefu¨hrt werden.
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3.1.3 Kanonische Verteilung
Die Bestimmung des Erwartungswertes einer Observablen O = O(φ) in der euklidi-
schen Quantenfeldtheorie erfordert die Auswertung eines Integrals u¨ber alle mo¨gli-
chen Feldkonfigurationen {φ} gewichtet mit dem Boltzmannfaktor wB = e−S(φ).
〈O〉 = 〈OwB〉〈wB〉 =
∫
[dφ]O(φ)e−S(φ)∫
[dφ]e−S(φ)
. (3.13)
Ha¨ufig ha¨ngen die interessierenden Observablen nicht unmittelbar von der mikro-
skopischen Feldkonfiguration, sondern von einem Satz makroskopischer Parameter
eines niedriger dimensionalen Zustandsraumes ab. Wir wollen im Folgenden anneh-
men, dieser Satz genu¨ge zur Spezifikation aller thermodynamischen Eigenschaften
des Systems. In der Quantenfeldtheorie stellt das Wirkungsfunktional S selbst einen
solchen
”
Satz“ dar, da es das physikalische System vollsta¨ndig beschreibt. Statt der
origina¨ren Wilson-Wirkung Gl. (2.23) betrachten wir im folgenden die bis auf eine
additive Konstante 6V a¨quivalente Wirkung
S = −β
∑
n,µ,ν>µ
cos θµν (3.14)
= −β E. (3.15)
Um im folgenden die Abha¨ngigkeit der Wirkung von der Koppplung β explizit zu
machen, haben wir die innere Energie E des Systems eingefu¨hrt.
Mit Hilfe der spektralen Dichte
ρ(E) =
∫
[dφ] δ(E − E(φ)) , (3.16)
la¨sst sich der Erwartungswert auch u¨ber makroskopische Gro¨ßen ausdru¨cken:
〈O〉 =
∫
dE ρ(E)O(E) eβE∫
dE ρ(E) eβE
. (3.17)
Es liegt nahe, die Stu¨tzstellen φi der numerischen Integration gema¨ß der kanonischen
Verteilung
Pcan(φ) =
1
Zcan
eβE(φ) mit Zcan =
∫
[dφ]eβE(φ) , (3.18)
zu generieren, um u¨ber die Gewichtung der Feldkonfigurationen gema¨ß wB den ma-
kroskopischen Zustandsraum auf den
”
relevanten“ Teilbereich zu beschra¨nken.
〈Ô〉 = 〈Ô〉Pcan =
1
N
N∑
i=1
O(φi) . (3.19)
Wir definieren u¨ber die spektrale Dichte aus Gl. (3.16) die kanonische Energiedichte
Ncan(E, β) = ρ(E) e
βE . (3.20)
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Eine Stichprobenbildung mit einer Wahrscheinlichkeitsverteilung gema¨ß Pcan stellt
nur dann ein gutes Importance sampling dar, wenn die damit verbundene Energie-
dichte im interessierenden Energieintervall hinreichend groß ist. Fig. 3.2 soll grob
qualitativ illustrieren, dass dies fu¨r ein System der Gro¨ße L = 18 in der Na¨he
des Phasenu¨bergangs nicht gegeben ist: In einem Energieintervall in der Umgebung
von Emin ist die Statistik um fast 2 Gro¨ßenordnungen kleiner als in einem gleich-
großen Intervall in der Na¨he der Phasenpeaks. Dies bedeutet, dass in einem
”
klein-
schrittigen“ Monte Carlo Prozess zur Erzeugung der Konfigurationen praktisch kein
Tunneln von der linken in die rechte Phase erfolgt. Die Bestimmung des relativen
Phasengewichts wird dadurch unmo¨glich. Wir diskutieren im Folgenden eine Samp-
ling Methode, die das Problem stark unterdru¨ckter Konfigurationen innerhalb des
makroskopischen Zustandsraumes u¨berwindet.
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Abbildung 3.2: Energiedichte Ncan(E, β) des 18
4-Systems bei βeh = 1.0109138 in
Abha¨ngigkeit der Energie e = E/(6V ).
3.1.4 Multikanonische Verteilung
Berg und Neuhaus griffen 1991 die Idee des Umbrella samplings auf und entwickel-
ten unter dem Namen der multikanonischen Simulation eine Methode, welche die
Effizienz von Monte Carlo Algorithmen in Systemen steigert, bei denen dynamisch
nahezu unverbundene Bereiche des makroskopischen Zustandsraumes vorliegen. Die
Praktikabilita¨t dieser Methode konnte an einer Vielzahl von Systemen gezeigt wer-
den [49, 50, 51, 52, 53].
Das Sampling gema¨ß einer multikanonischen Verteilung dient der Simulation von Sy-
stemen, welche starke Metastabilita¨ten aufweisen. Die Energiedichte eines solchen
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Systems ist durch stochastisch stark unterdru¨ckte Bereiche gekennzeichnt, deren
statistische Gewichte durch eine geschickt gewa¨hlte Sampling Verteilung ku¨nstlich
angehoben werden ko¨nnen.
Fu¨r eine multikanonische Simulation des Systems in der Na¨he des Phasenu¨bergangs
bei β ≈ βeh fordern wir eine mo¨glichst konstante Ha¨ufigkeitsverteilung zwischen
den beiden Phasenpeaks (siehe Fig. 3.2)1. Wir suchen somit nach einer Verteilung
Pmuca(φ) derart, dass fu¨r die zugeho¨rige multikanonische Energiedichte gilt:
Nmuca(E, βeh) = ρ(E)Pmuca = const. , fu¨r Emax1 ≤ E ≤ Emax2 . (3.21)
Anstatt kanonisch mit Pcan(E, βeh) ∼ eβehE zu simulieren, fu¨hrt folgende Wahl von
Pmuca(E) innerhalb des relevanten Bereichs Emax1 ≤ E ≤ Emax2
Pmuca(E) ∼ 1
ρ(E)
, (3.22)
zu der gewu¨nschten Konstanz der multikanonischen Energiedichte. Unter Verwen-
dung von Gl. (3.20) und der Einfu¨hrung eines multikanonischen Potentials VMUCA(E)
schreiben wir fu¨r die multikanonische Verteilung
Pmuca(E) ∼ eβehE−VMUCA(E) , (3.23)
VMUCA(E) =

logNcan(Emax1, βeh) : E < Emax1
logNcan(E, βeh) : Emax1 ≤ E ≤ Emax2
logNcan(Emax2, βeh) : E > Emax2.
(3.24)
Das multikanonische Potential hebt das statistische Gewicht der Mischkonfiguratio-
nen zwischen den Peaks der beiden reinen Phasen auf ein konstantes Niveau an.
Allerdings ist die kanonische Energiedichte und damit auch VMUCA(E) apriori unbe-
kannt und kann nur sukzessive bestimmt werden. Aufbauend auf einer Scha¨tzung der
kanonischen Energiedichte Nˆcan(E, βˆeh), generieren wir Feldkonfigurationen gema¨ß
der multikanonischen Verteilung
Pˆmuca(E) ∼ eβˆehE−VˆMUCA(E). (3.25)
Die Ru¨ckgewichtung der so erhaltenen multikanonischen Verteilung liefert die exakte
kanonische Verteilung
Pcan(E) ∼ Pˆmuca(E) eVˆMUCA(E). (3.26)
Die Exaktheit der ru¨ckgewichteten Verteilung ist durch die Identita¨t der Tra¨ger von
simulierter und ru¨ckgewichteter Verteilung sichergestellt, denn per Konstruktion von
1Es ist anzunehhmen, dass unabha¨ngig vom verwendeten Algorithmus eine innerhalb des in-
teressierenden Energieintervalls konstante Energiedichte das Rauschen der statistischen Prozedur
minimiert [siehe Kapitel 3.2.3].
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Gl. (3.24) ist VMUCA(E) endlich fu¨r alle E.
2 Der kanonische Erwartungswert eines
Operators O berechnet sich damit approximativ zu
〈Ôβˆeh〉can =
∑
iOiβˆeh exp(VˆMUCA(Ei))∑
i exp(VˆMUCA(Ei))
. (3.27)
Dabei stellt Oi
βˆeh
, i = 1, . . . , N den auf der Konfiguration φi des multikanonischen
Ensembles gemessenen Einzelwert des Operators dar. In den Kapiteln 3.2.2 und 4.2
gehen wir auf die Berechnung des statistischen Fehlers von Operatorerwartungswer-
ten ein.
Wir weisen an dieser Stelle auf die Mo¨glichkeit hin, ebenfalls auf einen anderen,
benachbarten Kopplungsparameter β ru¨ckzugewichten. Basierend auf der Standard-
technik des
”
Reweightings“ [54] la¨sst sich die kanonische Verteilung bei dieser Kopp-
lung folgendermaßen durch die bei βˆeh simulierte ausdru¨cken:
Pcan(E, β) ∼ Pcan(E, βˆeh) e(β−βˆeh)E. (3.28)
Der zugeho¨rige Operatorerwartungswert la¨ßt sich direkt aus der multikanonischen
Simulation berechnen:
〈Ôβ〉can =
∑
iOiβ exp(VˆMUCA(Ei) + (β − βˆeh)Ei)∑
i exp(VˆMUCA(Ei) + (β − βˆeh)Ei)
. (3.29)
Bei dieser Art der Neugewichtung hin zu anderen Kopplungen ist darauf zu achten,
dass der Tra¨ger der multikanonischen Energiedichte den tatsa¨chlichen Tra¨ger der
kanonisch ru¨ckgewichteten Dichte umfaßt:
T [Ncan(E, β)] ⊂ T [Nˆmuca(E, βˆeh)]. (3.30)
Ohne ein ku¨nstliches Vergro¨ßern von T [Nˆmuca(E, βˆeh)] ist die Berechnung der Erwar-
tungswerte von Operatoren auf einen kleinen Kopplungsbereich β ∈ [βˆeh−²1, βˆeh+²2]
beschra¨nkt. ²1,2 nehmen mit wachsendem Systemvolumen ab.
Es sei darauf hingewiesen, dass es grundsa¨tzlich keine Beschra¨nkung in der Wahl
des multikanonischen Potentials gibt. Allein aus technischen Gru¨nden, die aus der
Dynamik des verwendeten Algorithmen resultieren, fordern wir von VMUCA(E) Ste-
tigkeit. Wir ko¨nnen eine analytische Funktion ansetzen oder aber auch eine Polygon-
Approximation3, wie z.B. Vˆmuca(E) = βˆ(E) E + αˆ(E), wa¨hlen. Basierend auf einer
Unterteilung des Tra¨gers der Energiedichte in Intervalle, wa¨hlt man βˆ(E) und αˆ(E)
innerhalb eines solchen Intervalls konstant. Letztere Darstellung liefert
Pˆmuca(E) = e
(βˆeh−βˆ(E))E−αˆ(E), (3.31)
2Der U¨berlapp der Tra¨ger ist die kritische Gro¨ße bei der Ru¨ckgewichtung auf einen anderen
Kopplungsbereich. Damit ist die Berechnung von thermodynamischen Gro¨ßen des Systems zu
unterschiedlichen Temperaturen auf der Basis von Umgewichtung i.a. beschra¨nkt.
3Wir betonen, dass diese stu¨ckweise lineare Approximation des Potentials beim anschließenden
Reweighting im Sinne von Gl. (3.26) zu der korrekten kanonischen Verteilung fu¨hrt.
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βeff(E) = βˆeh − βˆ(E), (3.32)
und kann als Simulation bei variierender Kopplung βeff(E) (inverser Temperatur)
interpretiert werden [45]. Diese Tatsache ist der Hintergrund der Namensgebung
”
multikanonisch“.
Es ist unmittelbar plausibel, dass die Gu¨te im Tuning der multikanonischen Simulati-
on, welche wir u¨ber die tatsa¨chlich erreichte Konstanz von Gl. (3.21) messen, sensibel
davon abha¨ngt, wie gut die verwendete Modellierung die Energiedichte [Gl. (3.20)]
approximiert. In Kapitel 3.2.6 wird darauf eingegangen, wie sich dieser technische
Aspekt der multikanonischen Prozedur in der Praxis darstellt.
3.2 Algorithmen
In diesem Abschnitt soll gezeigt werden, wie Feldkonfigurationen gema¨ß einer ge-
wu¨nschten Verteilung erzeugt werden ko¨nnen. Die Grundlage aller hier vorgestellten
Algorithmen ist die Realisierung eines Markovprozesses, der die Konvergenz gegen
eine eindeutige Fixpunktverteilung sicherstellt. Entscheidend fu¨r die Effizienz eines
solchen Algorithmus ist sowohl das Konvergenzverhalten, welches sich u¨ber die ex-
ponentielle Autokorrelation quantifizieren la¨ßt, als auch die mo¨glichst kleine Varianz
der interessierenden Observablen, welche eng verknu¨pft ist mit der integrierten Auto-
korrelation. In diesem Zusammenhang beschreiben wir eine Methode zur verbesser-
ten Dekorrellierung aufeinanderfolgender Konfigurationen im Markov Prozess. Diese
Methode der Relaxation nutzt eine Symmetrie der zugrunde liegenden Eichwirkung
aus. Wir ko¨nnen sie daher mit allen hier vorgestellten Algorithmen kombinieren.
Abschließend vergleichen wir die Effizienz der verwendeten Algorithmen und unter-
suchen deren Performanz bei Variation der zur Berechnung eingesetzten Anzahl von
Prozessoren in unserer Parallelrechnerimplementierung.
3.2.1 Markov Prozess
Um ein repra¨sentatives Ensemble von Feldkonfigurationen gema¨ß einer gewu¨nschten
Verteilung PE(φ) zu erzeugen, bietet sich ein Markovprozess an. Dieser ist definiert
u¨ber die Wahrscheinlichkeit Ptrans(φ → φ′) mit der eine (beliebige) neue Konfigu-
ration φ′ aus der alten erzeugt wird. Die Verteilung der so generierten Markovkette
{φi}, i = 1, . . . , N konvergiert fu¨r eine beliebige Startkonfiguration gegen den ein-
deutigen Fixpunkt PE(φ), sofern folgende hinreichende Bedingungen erfu¨llt sind:
Ptrans(φ → φ′) > 0 (Ergodizita¨t) (3.33)
PE(φ)Ptrans(φ → φ′) = PE(φ′)Ptrans(φ′ → φ) (Detailliertes Gleichgewicht).(3.34)
Die Ergodizita¨t stellt u¨ber die nicht verschwindende U¨bergangswahrscheinlichkeit
von einer beliebigen Konfiguration φ zu jeder mo¨glichen Konfiguration φ′ sicher,
dass die erzeugte Verteilung unabha¨ngig von der Startkonfiguration ist. Hierbei ist
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anzumerken, dass der u¨ber den Einzelschritt φ(x) → φ′(x) definierte Prozess lokaler
Monte Carlo Algorithmen in der Regel nicht ergodisch ist, sondern nur der Bedin-
gung Ptrans(φ → φ′) ≥ 0 genu¨gt. Die Ergodizita¨t la¨ßt sich jedoch wiederherstellen,
indem man mehrere solcher Mikroschritte zu einem Makroschritt zusammenfasst.
Desweiteren setzt ein Markovprozess voraus, dass alle Konfigurationen der Kette
erlaubte Zusta¨nde des zu simulierenden Systems sind und die U¨bergangswahrschein-
lichkeit entlang der Kette erhalten bleibt:∫
dφ′Ptrans(φ→ φ′) = 1. (3.35)
Die Bedingung des detaillierten Gleichgewichts garantiert in leicht nachvollziehbarer
Weise die gewu¨nschte Fixpunkteigenschaft des Prozesses: Integration von Gl. (3.34)
u¨ber φ liefert ∫
dφPE(φ)Ptrans(φ→ φ′) = PE(φ′). (3.36)
Die im folgenden untersuchten Algorithmen realisieren einen Markovschritt, indem
sie, ausgehend von der Konfiguration φ, eine neue Konfiguration φ′ mit der Wahr-
scheinlichkeit Pprop(φ→ φ′) vorschlagen und diese anschließend mit der Wahrschein-
lichkeit Pacc(φ→ φ′) akzeptieren.
Wie in Ref. [55] gezeigt, genu¨gt folgende Wahl von Pacc bei beliebigem Pprop der
Bedingung des detaillierten Gleichgewichts in Gl. (3.34):
Pacc = min
(
1,
PE(φ
′)Pprop(φ
′ → φ)
PE(φ)Pprop(φ→ φ′)
)
. (3.37)
Wir werden in Kapitel 3.2.4 sehen, dass die Effizienz eines Algorithmus zur Gene-
rierung einer Markovkette entscheidend von der Vorschlagsprozedur und der damit
definierten Vorschlagswahrscheinlichkeit Pprop abha¨ngt.
3.2.2 Autokorrelation
Integrierte Autokorrelationszeit
Die Schwierigkeit bei der Erzeugung von Feldkonfigurationen vermittels des im letz-
ten Kapitel beschriebenen Markovprozesses besteht darin, dass aufeinanderfolgende
Konfigurationen korreliert sind. Diese statistische Abha¨ngigkeit muss bei der Be-
rechnung von Observablen und deren Fehler beru¨cksichtigt werden.
Sei O = O(φ) ein Operator und Oi = O(φi) dessen Wert auf den gema¨ß PE(φ) ver-
teilten Konfigurationen der Markovkette {φi}, i = 1, . . . , N . Wir erhalten somit eine
Sequenz von Operatorwerten, {Oi}, und fu¨r den Erwartungswert dieses Ensembles
µO = 〈Oi〉 =
∫
dφPE(φ)Oi(φ) . (3.38)
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Um die statistische Abha¨ngigkeit des Ensembles zu quantifizieren, fu¨hren wir die
Autokorrelationsfunktion
CO(t) = 〈Oi − µO〉〈Oi+t − µO〉
= 〈OiOi+t〉 − µ2O , (3.39)
bzw die u¨ber die Varianz σ2O = CO(0) normierte Autokorrelationsfunktion ein
ρO(t) =
CO(t)
CO(0)
. (3.40)
Dies erlaubt die Definition der integrierten Autokorrelationszeit
τint(O) =
1
2
∞∑
t=−∞
ρO(t) =
1
2
+
∞∑
t=1
ρO(t) . (3.41)
Approximieren wir nun den Operatorerwartungswert aus Gl. (3.38) durch den Scha¨tz-
wert
µˆO =
1
N
N∑
i=1
Oi , (3.42)
so la¨ßt sich nach kurzer Rechnung, die wir in Anhang A.1 durchfu¨hren, dessen
Varianz abscha¨tzen durch:
σˆ2µˆO =
2τint(O)
N
(
1
N
N∑
i=1
O2i − µˆ2O
)
. (3.43)
Wie aus Gl. (3.43) ersichtlich, ist der statistische Fehler σˆ2µˆO gegenu¨ber dessen Wert
ohne Bru¨cksichtigung der Korrelation um den Faktor 2τint(O) gro¨ßer. Die Markov-
kette der La¨nge N entha¨lt somit (bezu¨glich der Scha¨tzung des Erwartungswertes)
nur N/2τint(O) statistisch unabha¨ngige Konfigurationen. Daher ist die integrierte
Autokorrelationszeit eine fu¨r die Effizienz des Simulations-Algorithmus’ entscheiden-
de Gro¨ße. Es sei daran erinnert, dass diese Gro¨ße explizit vom Operator O abha¨ngt.
Ein Algorithmus kann sehr wohl effizient im Sinne der Berechnung von lokalen Ope-
ratoren sein, hingegen Observablen gro¨ßerer Ausdehnung auf dem Gitter schlechter
dekorrelieren. Die hier vorgestellte Untersuchung beschra¨nkt sich auf den Plaquette-
Operator. Daher wird im folgenden die Operatorabha¨ngigkeit weggelassen.
Um die Effizienz verschiedener Algorithmen vergleichen zu ko¨nnen, berechnen wir
die integrierte Autokorrelationszeit τint gema¨ß Anhang A.1 approximativ zu
τˆint = τˆint,M =
1
2
M∑
t=−M
ρˆO(t) mit M ∈ [4τˆint,M, 8τˆint,M]. (3.44)
Fu¨r den statistischen Fehler dieses Scha¨tzwertes erha¨lt man (siehe Anhang A.1)
σ(τˆint,M) ≈
√
2(2M + 1)
N
τˆint,M. (3.45)
Die Unabha¨ngigkeit von τˆint gegenu¨ber Vergro¨ßerung von M (ganzzahlig) innerhalb
des angegebenen Bereichs ergibt sich erst bei hinreichend langer Markovkette (N ≈
1000τˆint).
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Exponentielle Autokorrelationszeit
Die charakteristische Zeitskala des (im allgemeinen exponentiellen) Abfalls der nor-
mierten Autokorrelationsfunktion,
ρO(t) =
CO(t)
CO(0)
∼ e−|t|/τ , t groß (3.46)
la¨ßt sich u¨ber die exponentielle Autokorrelationszeit τexp,O quantifizieren:
τexp,O = lim sup
t→∞
t
− log |ρO(t)| . (3.47)
Beschreibt man den generierenden Markov Prozess als kontrahierede Abbildung
Q mit Eigenwerten |λ| ≤ 1 und mit Fixpunktverteilung PE als Eigenzustand des
gro¨ßten Eigenwertes λ = 1, dann stellt τexp,O die Abklingzeit der langsamsten Mo-
de des Systems (mit dem zweitgro¨ßten Eigenwert von Q) dar, die an den Operator
O koppelt.
Die numerische Bestimmung von Erwartungswerten auf einem so generierten En-
semble, {φi : i = 1, . . . , N}, muss daher auf {φi : i > τexp} beschra¨nkt werden.
Flip-Autokorrelationszeit
Die direkte Betrachtung der Zeitreihe des Systems in der Na¨he des Phasenu¨bergangs
(siehe Fig. 3.3) gibt qualitativ Aufschluss u¨ber die Ha¨ufigkeit der Phasenwechsel in-
nerhalb einer Simulation mit kanonischer Verteilung der Feldkonfigurationen. Die
Abbildung zeigt die auf eine Plaquette normierte Energie e = E/6V des 164 Sy-
stems bei β = 1.010800 in der
”
zeitlichen“ Entwicklung u¨ber 3 Mio Konfigurationen
hinweg.
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Abbildung 3.3: Die Zeitserie eines kanonischen Metropolis Algorithmus fu¨r das 164
Systems bei β = 1.010800.
Wir definieren die Flipzeit, die bei der Untersuchung von Systemen mit ausgepra¨gten
Metastabilita¨ten ein qualitatives Maß fu¨r die statistische Abha¨ngigkeit des Ensem-
bles darstellt. Sie beschreibt die Verweildauer des Algorithmus innerhalb einer der
beiden Phasen. Um ein eindeutiges und von der Einzelsimulation unabha¨ngiges Kri-
terium der Phasenzugeho¨rigkeit zu formulieren, gehen wir wie folgt vor; wir kom-
binieren alle Simulationsla¨ufe gleicher Systemgro¨ße L zu einem Multihistogramm
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Ncan (siehe Kapitel 3.2.6). Wir bestimmen die Kopplung βeh so, dass gleich hohe
Phasenpeaks auftreten
Ncan(E1, βeh) = Ncan(E2, βeh) , (3.48)
und messen deren Lokalisierung Ei (siehe Fig. 3.2). Mit einer Unterteilung der Ener-
giedichte in drei Intervalle
I1 = {E : E < E1}
I2 = {E : E1 ≤ E ≤ E2}
I3 = {E : E > E2} ,
definieren wir τflip als die mittlere Anzahl der Sweeps, die erforderlich ist, um von
einer Konfiguration aus I1 nach I3 bzw. umgekehrt zu gelangen:
τflip = 〈#Sweeps(I1 ↔ I3)〉 . (3.49)
Ein Sweep beinhaltet jeweils ein update aller Freiheitsgrade. τflip ist die entschei-
dende Bewertungsgro¨ße fu¨r die Zuverla¨ssigkeit der Bestimmung des relativen Pha-
sengewichts einer Simulation in der Na¨he eines Phasenu¨bergangs 1. Ordnung. Die
dieser Arbeit zugrunde liegenden Untersuchungen haben ergeben, dass ein erzeugtes
Ensemble von Konfigurationen wenigstens O(100) flips zwischen den beiden Phasen
aufweisen muss, damit die statistischen Fehler der aus der Energiedichte abzulei-
tenden thermodynamischen Gro¨ßen hinreichend kontrolliert werden ko¨nnen (siehe
Kapitel 4).
3.2.3 Slowing down
Um aus Gittersimulationen Resultate der Kontinuumsphysik extrahieren zu ko¨nnen,
ist das Studium von verschiedenen Gittervolumina V = Ld notwendig. Aus dem Ska-
lenverhalten der betrachteten thermodynamischen Gro¨ßen la¨ßt sich dann eine Aus-
sage u¨ber deren Erwartungswerte im Limes L→∞ machen (siehe Kapitel 2.3.4).
Die Untersuchung von Systemen an Phasenu¨berga¨ngen wird dadurch erschwert, dass
das Pha¨nomen des Critical slowing downs (CSD) den Rechenaufwand von Monte
Carlo Methoden bei zunehmender Systemgro¨ße enorm anwachsen la¨ßt. An Pha-
senu¨berga¨ngen zweiter Ordnung divergiert die Autokorrelationszeit τ gema¨ß
τ ∼ min(L, ξ)z . (3.50)
Hier ist ξ die (statische) Korrelationsla¨nge im unendlich ausgedehnten System, wel-
che charakteristisch fu¨r die zugrunde liegende Feldtheorie ist. Gl. (3.50) beschreibt
das potenzartige Anwachsen der Autokorrelationszeit mit der Gittergro¨ße durch den
dynamischen kritischen Exponenten z, der spezifisch fu¨r den gewa¨hlten Simulations-
algorithmus ist. Fu¨r einen lokalen Metropolis-Algorithmus in einer freien Theorie
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ergibt sich z = 2, was mit dem Random-walk-artigen Durchschreiten des Zustands-
raumes zusammenha¨ngt. Globale Algorithmen wie der Hybrid Monte Carlo ko¨nnen
den dynamischen kritischen Exponenten (je nach gewa¨hltem Integrationsschema)
auf z ≈ 1 reduzieren.
Die Situation am Phasenu¨bergang erster Ordnung ist eine grundlegend andere
[56]. Trotz endlicher Korrelationsla¨nge wird die Bestimmung thermodynamischer
Eigenschaften des Systems durch das supercritical slowing down (SCSD) erschwert:
die Wahrscheinlichkeit fu¨r das Auftreten von Konfigurationen, bei denen sich das
System in einem Mischzustand zweier koexistierender Phasen befindet, ist durch
die Existenz von Phasengrenzen mit nichtverschwindender Oberfla¨chenspannung
σ exponentiell unterdru¨ckt. Daher ergibt sich in der Na¨he des Phasenu¨bergangs4
β = βeh im Histogramm der Energiedichte zwei ausgepra¨gte Doppelpeaks mit sehr
stark unterdru¨ckter Aufenthaltswahrscheinlichkeit im Tal dazwischen . Wie in Ref.
[57] beschrieben, la¨sst sich folgender Zusammenhang zwischen Energiedichte und
Oberfla¨chenspannung finden (siehe Fig. 3.2):
Nmin(S, βc)
Nmax1,2(S, βc)
∼ exp(−2σLd−1) . (3.51)
Da ein lokaler kanonischer Simulationsalgorithmus durch das Minimum der Energie-
dichte zwischen den Phasen nur in kleinen Schritten
”
tunneln“ kann, nimmt die Au-
tokorrelationszeit analog zu Gl. (3.51) exponentiell mit der Ausdehnung der (d−1)-
dimensionalen Phasengrenzfla¨chen des Systems zu.
τ ∼ exp(2σLd−1) . (3.52)
Das Pha¨nomen des SCSD fu¨hrt in der Simulation zu sogenannten Metastabilita¨ten.
Dies sind mitunter extrem große Teilensembles, innerhalb derer der Simulationsal-
gorithmus trotz Phasenkoexistenz am Phasenu¨bergang in einer der beiden Phasen
”
verharrt“. Diese Metastabilita¨ten erschweren die Bestimmung des korrekten rela-
tiven Gewichts der beiden Phasen und der daraus abgeleiteten thermodynamischen
Gro¨ßen des Systems.
Es ist daher unser Ziel, einen Algorithmus zu entwickeln, welcher das Problem des
exponentiellen slowing downs u¨berwindet. Dazu wa¨hlen wir in dieser Arbeit die
Methode der multikanonischen Simulation.
3.2.4 Metropolis Algorithmus
Der kanonische Single-site Metropolis Algorithmus [58] generiert eine Markovkette
von Feldkonfigurationen gema¨ß der kanonischen Verteilung Pcan(φ) ∼ eβE(φ).
Dazu starten wir mit einer beliebigen Startkonfiguration {φ}, deren einzelne Frei-
heitsgrade φµ(n), mit n = 1, . . . , V und µ = 1, 2, 3, 4 in der Vorschlagsprozedur
4Wie wir spa¨ter in Kapitel 4 sehen werden ist die kritische Kopplung des Phasenu¨bergangs
βT 6= βeh
35
eines updates sequentiell neu gewa¨hlt werden. Der Vorschlag eines Linkwinkels er-
folgt durch Addition einer Zufallszahl
φµ(n) → φ′µ(n) = φµ(n) + ηµ(n) . (3.53)
Die fu¨r jeden einzelnen Linkwinkel neu zu wu¨rfelnde Zufallszahl ηµ(n) wa¨hlen wir
gleichverteilt aus dem Intervall
ηµ(n) ∈ δ[−pi, pi]. (3.54)
Der Parameter δ ist einstellbar. Die aus der Periodizita¨t der Wirkung S(φ) resul-
tiernde Eigenschaft von φµ(n) legt eine Wahl δ ∈ [0, 1] nahe.
Schließlich akzeptieren wir diese vorgeschlagene Linka¨nderung mit der Wahrschein-
lichkeit
Pacc = min
(
1, e−∆S
)
, mit ∆S = S(φ′)− S(φ). (3.55)
Die Updatereihenfolge der Einzellinks stellt einen weiteren einstellbaren Parameter
des Algorithmus dar. Die Wirkung der U(1)-Gittereichtheorie
S(φ) = −βE(φ) = −β
∑
n,ν>µ
cos(θµν(n)) , (3.56)
ist lokal definiert. Da sich die A¨nderung des Links φµ(n) nur auf die 6 Plaquetten
θµν(n) = φµ(n) + φν(n+ µˆ)− φµ(n+ νˆ)− φν(n) , (3.57)
auswirkt (siehe Fig. 3.4), welche den betrachteten Linkwinkel beinhalten, reduziert
sich die globale Wirkungsdifferrenz in der accept/reject Entscheidung auf die A¨nde-
rung der Summe dieser 6 Plaquetten.
µφ (n)
Abbildung 3.4: In einer dreidimensionalen Projektion sind 4 der insgesamt 6 zu
φµ(n) geho¨rigen Plaquetten darstellbar.
Diese Lokalita¨t ero¨ffnet die Mo¨glichkeit, den Update auf zwei separaten Untergit-
tern jeweils parallel und unabha¨ngig voneinander durchzufu¨hren. Wie in Fig. 3.5 als
zweidimensionale Projektion dargestellt, ergibt sich die Struktur eines vierdimen-
sionalen Schachbretts. Es sei darauf hingewiesen, dass trotz des parallelen Updates
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die accept/reject Entscheidung aus Gl. (3.55) lokal fu¨r jeden Einzellink getroffen
wird. Damit sind 4V solcher Entscheidungen je Sweep (= Update aller Freiheitsgra-
de) zu treffen, was die Bezeichnung
”
lokal“ auch in einer parallelen Implementation
rechtfertigt.
µφ (n)
Abbildung 3.5: Projektion des vierdimensionalen Gitters. Die fett markierten Links
ko¨nnen unabha¨ngig, d.h. parallel, zu φµ(n) upgedatet werden.
Einstellung der Parameter
Fu¨r den oben beschriebenen parallelen Update reduziert sich die Wahl der Reihen-
folge der Einzelupdates auf die vier Raumrichtungen der Links innerhalb eines der
beiden Schachbrett-Untergitter. Wir durchlaufen diese periodisch. Der die Effizienz
des Algorithmus’ maßgeblich bestimmende Parameter ist die Breite der Gleichver-
teilung δ, (Gl. (3.54)):
• zu großes δ fu¨hrt zu einer zu geringen Akzeptanzwahrscheinlichkeit.
• zu kleines δ dekorrelliert aufeinanderfolgende Konfigurationen der Markovkette
unzureichend, da sie im Zustandsraum zu dicht beieinander liegen. Wir ko¨nnen
dies makroskopisch u¨ber die Differenz E ′ − E quantifizieren.
Beides fu¨hrt zu einer gegenu¨ber optimaler Parameterwahl erho¨hten Autokorrelation
und senkt damit die Effizienz des Algorithmus’. Die fu¨r die Optimierung des Al-
gorithmus’ bezu¨glich der Messung des Plaquetteoperators und daraus abgeleiteter
Operatoren zu minimierende Gro¨ße ist die integrierte Autokorrelationszeit τint. Wir
sehen von einer detaillierten Analyse ab und erreichen u¨ber δ = 0.5 eine optimale
Akzeptanzrate von ≈ 50% [59].
Konvergenz des Single-Site Metropolis
Nur fu¨r die Wahl von δ = 1 ist die Ergodizita¨t [Gl. (3.33)] fu¨r einen einzelnen
Sweep sichergestellt5. Fassen wir jedoch, wie in Kapitel 3.2.1 vorgeschlagen, formal
5Es sei daran erinnert, dass φµ(x) ∈ [−pi, pi] und die lokale Wirkung in φµ(x) 2pi periodisch ist.
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k Sweeps zu einem einzigen zusammen, dann ist der so definierte Multi-sweep fu¨r
δ ≥ 1
k
ergodisch.
Wir weisen nun das detaillierte Gleichgewicht Gl. (3.34) fu¨r den Single-site Me-
tropolis Update nach. Die Verallgemeinerung von Gl. (3.55) auf beliebige Distribu-
tionen PE(φ) lautet:
Ptrans(φ→ φ′) = Pacc =
{
1 : PE(φ) < PE(φ
′)
PE(φ
′)/PE(φ) : PE(φ) ≥ PE(φ′) (3.58)
Wegen der Gleichverteilung von ηµ(x) stellt die Akzptanzwahrscheinlichkeit gleich-
zeitig die komplette U¨bergangswahrscheinlichkeit Ptrans(φ → φ′) = Pacc dar. In
dieser Fallunterscheidung ist die Bedingung des detaillierten Gleichgewichts trivial
nachzuweisen.
Wir haben damit gezeigt, dass der durch den Single-site-Metropolis Algorithmus de-
finierte Markovprozess die eindeutige Fixpunktverteilung PE(φ) besitzt (siehe Kapi-
tel 3.2.1). Eine entsprechende Fixpunkteigenschaft la¨sst sich analog fu¨r eine beliebige
andere Distribution, insbesondere fu¨r eine multikanonische Verteilung nachweisen.
Eine multikanonische Simulation mit dem lokalen Single-site-Metropolis Algorith-
mus erfordert jedoch eine sequentielle Implementation. Denn wegen der Abha¨ngig-
keit des multikanonischen Potentials (Gl. (3.24)) von der globalen Energie E kann
die accept/reject Entscheidung nur noch dann lokal getroffen werden, wenn wir se-
quentiell (einen Link nach dem anderen)
”
updaten“.
Die Nicht-Parallelisierbarkeit lokaler Algorithmen (wie des Single-site-Metropolis)
innerhalb einer multikanonischen Simulation erfordert die Verwendung globaler Up-
date Schemata, wie des Hybrid Monte Carlo Algorithmus.
3.2.5 Hybrid Monte Carlo (HMC)
Im Hybrid Monte Carlo Algorithmus modifiziert man das lokale Vorschlagsverfahren
aus Gl. (3.53) zu einem Vorschlag mit globalen Vera¨nderungen, die man aus einer
Integration eines Systems von Hamiltonschen Bewegungsgleichungen gewinnt. Der
Hybrid Monte Carlo [60, 61, 62] besteht aus zwei Teilen: Die Hybrid-Dynamik [63]
entwickelt die Freiheitsgrade entlang einer ku¨nstlich eingefu¨hrten Zeit vermittels ei-
ner (mikrokanonischen) Molekulardynamik (MD). Anschließend sorgt eine globale
Metropolis-Entscheidung fu¨r die Exaktheit des Algorithmus.
Zusa¨tzlich zu den Eichfeldern {φµ(n)} fu¨hren wir einen weiteren Satz unabha¨ngiger
Zufallsvariablen, die kanonischen Impulse {piµ(n)} ein und erweitern die Wirkung
S = −βE zu einem Hamiltonian:
H(φ, pi) = 1
2
∑
µ,n
pi2µ(n)− βE(φ). (3.59)
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Zu Beginn einer jeden Trajektorie der Molekulardynamik werden die kanonischen
Impulse gema¨ß einer Gauß-Verteilung
PG(pi) ∼ exp(− pi
2
2σ2
) mit σ2 = 1 (3.60)
zufa¨llig gewa¨hlt. Von einer so erhaltenen Startkonfiguration (φ, pi) zu fiktiver Mole-
kulardynamikzeit t = 0 ausgehend, integrieren wir das System vollsta¨ndig determi-
nistisch mit Hilfe der Hamiltonschen Bewegungsgleichungen
φ˙µ =
∂H
∂piµ
= piµ,
p˙iµ = − ∂H
∂φµ
=
∂
∂φµ
[βE]. (3.61)
Dies fu¨hrt uns zu einer Konfiguration (φ′, pi′) zur Zeit t = τ . Schließlich akzeptieren
wir diese vorgeschlagene Konfiguration via globaler Metropolis-Entscheidung mit der
Wahrscheinlichkeit
Pacc = min
(
1, e−∆H
)
, mit ∆H = H(φ′, pi′)−H(φ, pi). (3.62)
In dieser kontinuierlichen Formulierung ist der Hamiltionian eine Erhaltungsgro¨ße,
womit der globale Metropolis-Schritt in Gl. (3.62) u¨berflu¨ssig wa¨re. In einer realen
Simulation hingegen fu¨hren wir die Integration der Bewegungsgleichungen Gl. (3.61)
in diskreten Zeitschritten ∆t aus. Wir unterteilen das Zeitintervall 0 ≤ t ≤ τ in Nmd
Stu¨tzstellen und definieren daru¨ber eine Trajektorie in der Molekulardynamikzeit
t = k · ∆t mit k = 0, 1, . . . , Nmd 6. Jeder diskrete Integrationsschritt fu¨hrt zu Ab-
weichungen von der Hyperfla¨che konstanter Energie und erfordert damit Gl. (3.62),
um einen exakten Algorithmus zu konstruieren.
Wir wa¨hlen das einfachste symplektische Integrationsschema, den Leapfrog Algorith-
mus, dessen Implementation aus Nmd Sequenzen der folgenden Art besteht:
pi(t+ ∆t/2) = pi(t) +
∆t
2
∂
∂φ
[βE(φ(t))], (3.63)
φ(t+ ∆t) = φ(t) + ∆t · pi(t+ ∆t/2), (3.64)
pi(t+ ∆t) = pi(t+ ∆t/2) +
∆t
2
∂
∂φ
[βE(φ(t+ ∆t))]. (3.65)
Es sei angemerkt, dass in den Sequenzen 2, . . . , Nmd − 1 die Halbschritte Gl. (3.63)
und Gl. (3.65) zu einem Einzelschritt kombiniert werden ko¨nnen. Jede dieser Tria-
den des Leapfrog-Schemas approximiert den korrekten Hamiltonian H bis auf einen
Fehler O(∆t3). Der Vorzug dieses Algorithmus besteht in der vollsta¨ndigen Paral-
lelisierbarkeit der Molekulardynamik: alle Freiheitsgrade ko¨nnen parallel integriert
6Die Parameter ∆t und Nmd sind im Rahmen der Stabilita¨t des Integrationsschemas frei wa¨hl-
bar. Der Langevin Algorithmus [64] stellt mit Nmd = 1 einen (weniger effizienten) Spezialfall dar.
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werden.
Fu¨r die Kraft p˙i berechnen wir die Ableitung der Energie nach einem Eichfreiheits-
grad
∂E
∂φα(n)
=
∑
m,ν>µ
∂
∂φα(n)
cos[φµ(m) + φν(m+ µˆ)− φµ(m+ νˆ)− φν(m)]
=
∑
m,ν>µ
sin(θµν(m))[−δm,nδα,µ + δm,nδα,ν − δm+µˆ,nδα,ν + δm+νˆ,nδα,µ]
= −
∑
n,ν>α
sin(θα,ν(n)) +
∑
n,ν<α
sin(θµ,α(n))
−
∑
n,µ<α
sin(θµ,α(n− µˆ)) +
∑
n,ν>α
sin(θα,ν(n− νˆ))
= −
∑
n,ν>α
sin(θα,ν(n))−
∑
n,ν<α
sin(θα,µ(n))
+
∑
n,µ<α
sin(θα,µ(n− µˆ)) +
∑
n,ν>α
sin(θα,ν(n− νˆ))
=
∑
n,ν 6=α
[sin(θα,ν(n− νˆ))− sin(θα,ν(n))] . (3.66)
Damit ist die Molekulardynamik des HMC in der U(1) beschrieben durch7:
φ˙µ = piµ,
p˙iµ = β
∑
n,ν 6=α
[sin(θα,ν(n− νˆ))− sin(θα,ν(n))]. (3.67)
Konvergenz des HMC
Wir wollen nun zeigen, dass der HMC die fu¨r die Existenz einer eindeutigen Fix-
punktverteilung PS(φ) hinreichenden Bedingungen der Ergodizita¨t Gl. (3.33) und
des detaillierten Gleichgewichts Gl. (3.34) erfu¨llt. Wa¨hrend die Entwicklung des Sy-
stems durch den Phasenraum entlang einer Trajektorie vollkommen deterministisch
ist, garantiert das Wu¨rfeln der Impulse als stochastische Kraft zu Beginn einer jeden
Trajektorie die Ergodizita¨t.
Fu¨r den Nachweis der Gu¨ltigkeit der Bedingung des detaillierten Gleichgewichts
schreiben wir die Sequenz Gl. (3.63)-Gl. (3.64) eines einzelnen Mikroschrittes8 in-
nerhalb einer Trajektorie mathematisch a¨quivalent zu einer Abbildung um:
fMD : (φ
n, pin) → (φn+1, pin+1) (3.68)
7Wir verifizieren unser Resultat, in dem wir Energierhaltung entlang der Trajektorie in konti-
nuierlicher Zeit fordern.
8Unter einem Mikroschritt verstehen wir einen Integrationsschritt in allen Freiheitsgraden. Da-
mit besteht eine Trajektorie aus Nmd Mikroschritten.
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φn+1 = φn + ∆t · pin + ∆t
2
2
∂
∂φ
[βE(φn)]
pin+1 = pin +
∆t
2
∂
∂φ
[βE(φn)] +
∆t
2
∂
∂φ
[βE(φn+1)]. (3.69)
f stellt die Bewegungsgleichungen auf ganze Zeitschritte in φ und pi transformiert
dar. Wir weisen auf zwei Eigenschaften der iterativen Abbildung fMD hin:
• Reversibilita¨t: fMD(φn+1,−pin+1) = (φn,−pin)
• Erhaltung des Phasenraumvolumens: [dφn+1][dpin+1] = [dφn][dpin]
Die Zeitumkehrbarkeit ist leicht nachzurechnen. Der entscheidende Punkt hierbei ist
die Linearita¨t von fMD in pi. Fu¨r die Erhaltung des Phasenraumvolumens besta¨tigt
eine simple Rechnung
det
(
∂(φn+1, pin+1)
∂(φn, pin)
)
= 1. (3.70)
Die Wahrscheinlichkeit, eine Konfiguration (φ′, pi′) vorzuschlagen, wenn sich das Sy-
stem in der Eichfeldkonfiguration φ befindet, berechnet sich zu
Pprop(φ, pi → φ′, pi′) = PG(pi) ·
∫
[dφ′][dpi′] δ((φ′, pi′)− (φ, pi) = e− 12pi2 . (3.71)
Analog ergibt sich fu¨r die Umkehrung
Pprop(φ
′,−pi′ → φ,−pi) = e− 12pi′2 . (3.72)
Wir haben hier die Erhaltung des Phasenraumvolumens sowie die Reversibilita¨t ver-
wandt. Es sei darauf hingewiesen, dass Gl. (3.71) und Gl. (3.72) fu¨r einen beliebigen
Hamiltonian der Molekulardynamik HMD gelten. Relevant ist einzig die Tatsache,
dass es sich um eine deterministische Evolution im Phasenraum handelt.
Wir besta¨tigen damit folgendermaßen die Gu¨ltigkeit des detaillierten Gleichgewichts:
PE(φ)Ptrans(φ→ φ′) =
∫
[dpi][dpi′]PE(φ)Pprop(φ, pi → φ′, pi′)Pacc(φ, pi → φ′, pi′)
=
∫
[dpi][dpi′]e−H(φ,pi) ·min
(
1, e−(H(φ
′,pi′)−H(φ,pi))
)
=
∫
[dpi][dpi′]e−H(φ
′,pi′) ·min
(
e−(H(φ,pi)−H(φ
′,pi′)), 1
)
=
∫
[−dpi][−dpi′]e−H(φ′,−pi′)
·min
(
e−(H(φ,−pi)−H(φ
′,−pi′)), 1
)
(3.73)
=
∫
[−dpi][−dpi′]PE(φ′)Pprop(φ′,−pi′ → φ,−pi)
·Pacc(φ′,−pi′ → φ,−pi)
= PE(φ
′)Ptrans(φ
′ → φ). (3.74)
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Gl. (3.73) beruht auf der Invarianz des Maßes und des Hamiltonians gegenu¨ber
pi → −pi bzw. pi′ → −pi′.
Wir erhalten das Resultat, dass der HMC die eindeutige Fixpunktverteilung PE(φ) =
exp(βE(φ)) besitzt. Der HMC generiert diese Verteilung exakt, da er die mit einem
beliebigen Molekulardynamik-Hamiltonian HMD vorgeschlagenen Konfigurationen
mit der Wahrscheinlichkeit H = 1
2
∑
pi2 − βE akzeptiert.
3.2.6 Multikanonischer Hybrid Monte Carlo (MHMC)
Multikanonische Algorithmen sind in der Lage, das SCSD und die daraus resultieren-
den langen Metastabilita¨ten zu u¨berwinden. Wir wollen nun ausgehend vom HMC
einen parallelisierbaren multikanonischen Hybrid Monte Carlo (MHMC) diskutieren.
Dazu erzeugen wir Feldkonfigurationen gema¨ß
PˆMUCA(E) ∼ eβˆehE−VˆMUCA(E) , (3.75)
VˆMUCA(E) =

log Nˆcan(Emax1, βˆeh) : E < Emax1
log Nˆcan(E, βˆeh) : Emax1 ≤ E ≤ Emax2
log Nˆcan(Emax2, βˆeh) : E > Emax2 .
(3.76)
Das multikanonische Potential basiert auf einer Scha¨tzung der kanonischen Energie-
dichte Nˆcan(E, βˆeh) zur vermuteten Kopplung βˆeh. Ein Vergleich mit der kanonischen
Verteilung ∼ e−S legt die Definition einer effektiven Wirkung nahe.
Sˆeff = −βˆehE + VˆMUCA(E) , (3.77)
Wir wa¨hlen fu¨r die Molekulardynamik
HMD = Hacc = 1
2
∑
pi2 + Sˆeff . (3.78)
Die aus den Bewegungsgleichungen resultierende Kraft ist durch die Ableitung nach
den Eichfreiheitsgraden gegeben (vergleiche Gl. (3.67)):
p˙iµ(n) = [βˆeh − ∂EV (E)] ∂φE (3.79)
= [βˆeh − βˆ(E)]
∑
ν 6=µ
[
sin θµν(n− νˆ)− sin θµν(n)
]
(3.80)
fu¨r VMUCA(E) = βˆ(E) · E + αˆ(E)
abschnittsweise linear.
Im Falle der stu¨ckweise linearen Polygondarstellung des multikanonischen Potentials
ist die Kraft proportional zur effektiven Kopplung βeff aus Gl. (3.32).
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Die Doppelpeakstruktur in der Energiedichte des betrachteten Systems begu¨nstigt
den Phasenwechsel des MHMC. Durch das attraktive Potential VˆMUCA(E), dessen
Minimum Emin bei den exponentiell unterdru¨ckten Mischkonfigurationen zu finden
ist, wandert das System versta¨rkt von der Confinement hin zur Coulomb Phase und
vice versa: Der zusa¨tzliche Kraftterm in Gl. (3.80) sorgt dafu¨r, dass
βeff > βˆeh : Emax1 < E < Emin (3.81)
βeff < βˆeh : Emin < E < Emax2 . (3.82)
Konvergenz des MHMC
Fu¨r den MHMC gelten uneingeschra¨nkt die in 3.2.5 detailliert ausgefu¨hrten, fu¨r be-
liebige Wirkung S zutreffenden Betrachtungen zur Konvergenz des HMC. Ein we-
sentlicher Unterschied in der Implementation des MHMC gegenu¨ber der des HMC ist
durch die Bedingung des detaillierten Gleichgewichts aus Gl. (3.34) gegeben. Die Re-
versibilita¨t der Molekulardynamik ist notwendig, um dieser Bedingung zu genu¨gen.
Genaue Inspektion der mathematisch a¨quivalent umgeformten Update-Sequenz des
Leapfrogschemas in Gl. (3.69) zeigt, dass das multikanonische Gewicht zu jedem
Mikroschritt der Molekulardynamik dynamisch neu bestimmt werden muss.
Eine statische Simulation mit einem zu Anfang einer Trajektorie fixierten Wert des
multikanonischen Potentials wu¨rde explizit die geforderte Zeitumkehrbarkeit verlet-
zen. Dies gilt ebenfalls bei der Verwendung der Polygonapproximation. Fu¨r diese
gilt innerhalb eines Energieintervalls Ek, dass βˆ = βk konstant ist. Verla¨sst die
Molekulardynamik beim U¨bergang von einem Mikroschritt n → n + 1 dieses Ener-
gieintervall (Ek → Ek+1), so ist die Reversibilita¨t nur dann gewa¨hrleistet, wenn die
diskretisierten Bewegungsgleichungen Gl. (3.69) fu¨r diesen Mikroschritt des MHMC
folgendermaßen aussehen:
φn+1 = φn + ∆t · pin + ∆t
2
2
[βˆeh − βˆn] ∂
∂φ
E(φn)
pin+1 = pin +
∆t
2
[βˆeh − βˆn] ∂
∂φ
E(φn) +
∆t
2
[βˆeh − βˆn+1] ∂
∂φ
E(φn+1). (3.83)
Es ist instruktiv, die Reversibilita¨t der so definierten Molekulardynamik in dieser
Darstellung der Bewegungsgleichungen nachzuvollziehen9.
Bestimmung des multikanonischen Potentials
Die kanonischen Energiedichten der Systeme L ≤ 10 lassen sich innerhalb des Ener-
gieintervalls zwischen den Phasenpeaks hinreichend genau durch eine Gaußfunktion
approximieren. Es ist mo¨glich, fu¨r Emax1 ≤ E ≤ Emax2 einen χ2-Fit an Nˆcan(E, βˆeh)
9Die direkte Vergleichbarkeit begru¨ndet die fu¨r konstante Kopplung β ungewo¨hnlich erschei-
nende Formulierung der Gl. (3.69).
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mit folgendem Ansatz zu wa¨hlen:
Nˆcan(E, βˆeh) = a e
−c(E−b)2 + d, (3.84)
wobei wir zuna¨chst nur a, b, c als freie Fitparameter wa¨hlen und in einem zweiten
Fitversuch mit diesen so ermittelten Parameterwerten auch d variieren.
Auf den gro¨ßeren Gittern erweist sich die Beschreibung der kanonischen Energie-
dichte innerhalb des interessierenden Intervalls Emax1 ≤ E ≤ Emax2 per Gaußfunk-
tion als unzula¨nglich. Dies ist durch die mit wachsender Systemgro¨ße zunehmende
Asymmetrie der Energiedichte zu begru¨nden. Man betrachte dazu Fig. 3.10, in der
deutlich zu erkennen ist, dass das Minimum der Energiedichte Emin bei den gro¨ßeren
betrachteten Systemen nicht mittig zwischen den Phasenpeaks liegt. Eine Messung
(Tab. 3.3) besta¨tigt, dass Emin >
1
2
(Emax2 + Emax1).
Wir wa¨hlen daher die in Kapitel 3.1.4 eingefu¨hrte Polygonapproximation
VˆMUCA(e) = βˆk(e) e+ αˆk(e) mit e = E/6V, (3.85)
welche bei beliebiger Form des
”
Tals“ eine ausreichend genaue Parametrisierung des
multikanonischen Potentials erlaubt. Dazu unterteilen wir die aus einer kanonischen
Simulation gewonnene Energiedichte in N = 500 Bins Ek = {e|ek ≤ e < ek+1}, k =
1, . . . , N . Die Kurven werden gegla¨ttet, indem die urspru¨nglichen Histogrammein-
tra¨ge Nk = Nˆcan(Ek, βˆeh) durch den gewichteten Mittelwert dieses Eintrags und der
10 benachbarten Bins ersetzt werden.
Nk =
∑
i
wk+i Nk+i , |i| ≤ 5 (3.86)
wk = 1/(∆Nk)
2 (3.87)
wk+i = 1/[|i|(∆Nk+i)2] , i 6= 0 , (3.88)
wobei wir unter ∆Nk den Fehler des bins k in einer Jackknife Fehleranalyse bei Un-
terteilung in 10 Blo¨cke verstehen (Kapitel A.2). Man ko¨nnte einwenden, dass eine
Gla¨ttung u¨berflu¨ssig sei, wenn man die Anzahl der bins hinreichend klein wa¨hlt (so
klein, dass statistische Fluktuationen unterdru¨ckt werden). Dem ist zum einen ent-
gegenzuhalten, dass in der multikanonischen Simulation das Gewicht eines großen
Energie-Intervalls linear approximiert wu¨rde. Fo¨rderung der Mobilita¨t des MHMC
bedeutet jedoch, die Energiedichte mo¨glichst genau zu na¨hern und damit Anfangs
und Endpunkt der vorgeschlagenen Trajektorie eines MHMC-Schrittes mo¨glichst
ha¨ufig in unterschieldlichen Energie-Bins vorzufinden. Zum anderen erfordert ei-
ne mo¨glichst pra¨zise Bestimmung der Verteilungscharakteristika eine hinreichend
hohe Auflo¨sung 10. In einer Untersuchung verschiedener Markovketten der La¨nge
O(106) des 164 Systems testen wir die Genauigkeit der Bestimmung von βeh, Emax1,
10Dies bezieht sich nicht auf die Observablen unserer Finite-size-scaling Analyse aus Kapitel 4.
Deren Berechnung belassen wir explizit unabha¨ngig von jeglichem Binning.
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Abbildung 3.6: Wahl von VˆMUCA(e) und die daraus resultierenden Parameter der
Polygonapproximation αˆk(e), βˆk(e) fu¨r die Systeme 6
4, 84, 104.
Emin, Emax2 in Abha¨ngigkeit der Histogrammauflo¨sung, Nbin = 250, 500, 1000 fu¨r
0.60 < e < 0.67. Wir erhalten Stabilita¨t der oben genannten Charakteristika im
Rahmen der Jackknife Genauigkeit, wobei im Fall Nbin = 250 die Fehler nahe der
Auflo¨sungsungenauigkeit sind. Wir wa¨hlen im folgenden Nbin = 500, da die Energie-
dichte dann deutlich glatter ist als im Falle der ho¨chsten untersuchten Auflo¨sung.
U¨ber den Logarithmus der so gegla¨tteten Energiedichte Nk(e) definieren wir die
Parameter der Polygonapproximation folgendermaßen:
βˆk(e) = (VˆMUCA(ek+1)− VˆMUCA(ek))/(ek+1 − ek)
αˆk(e) = VˆMUCA(ek) . (3.89)
Man beachte, dass die u¨ber e = E/6V definierten Kopplungen βˆk zu einer effektiven
Kopplung βeff(e) = βˆeh − βˆk(e)/6V fu¨hren (vergleiche dazu Gl. (3.32)). Wir stellen
das multikanonische Potential VˆMUCA(e) und die daraus resultierenden Parameter
αˆk(e), βˆk(e) fu¨r die Systeme 6
4, 84, 104 in Fig. 3.6 und 124, 144, 164, 184 in Fig. 3.7
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Abbildung 3.7: Wahl von VˆMUCA(e), αˆk(e), βˆk(e) fu¨r die Systeme 12
4, 144, 164, 184.
dar. Wa¨hrend es fu¨r Gitter der Gro¨ße L < 16 ausreichend war, das multikanoni-
sche Potential auf der Basis einer kanonischen Simulation zu bestimmen, wird diese
Methode unzula¨nglich fu¨r Systeme mit linearer Ausdehnung L ≥ 16: Wegen der ex-
ponentiell ansteigenden Flipzeit τflip einer kanonischen Simulation bedu¨rfte es eines
unangemessen großen Ensembles, um eine zuverla¨ssige Scha¨tzung der Energiedichte
zu erhalten. Wir verfahren stattdessen wie folgt in einer rekursiven Prozedur.
• 1. Initialisierung: Wir ermitteln eine erste Scha¨tzung der Energiedichte
Nˆ0
can
(E, βˆ0eh) durch eine kanonische Kurzsimulation. Fu¨r gro¨ßere Systeme bietet
sich eine Initialisierung durch eine Extrapolation der kanonischen Energiedich-
te kleinerer Systeme an[52]. Dazu ist es sinnvoll, sowohl die Kopplung βeh(L)
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(definiert u¨ber gleiche Phasenpeakho¨he), als auch die Charakteristika der Kur-
ve der kanonischen Energiedichte zu extrapolieren. Dazu za¨hlen insbesondere
die folgenden 5 Gro¨ßen Emax1, Emin, Emax2, sowie deren normierte Histogramm-
eintra¨ge Nˆcan(Emax1) ≈ Nˆcan(Emax2), Nˆcan(Emin) .
• 2. Iteration: Auf der Basis einer vorhergehenden Scha¨tzung der Energiedich-
te Nˆ i
can
(E, βˆieh) ermitteln wir das multikanonische Potential V
i
MUCA
(e). Eine mit
diesem Potential durchgefu¨hrte multikanonische Simulation ergibt nach kano-
nischer Ru¨ckgewichtung die Energiedichte Nˆ i+1
can
(E, βˆi+1eh ).
Multihistogramm
Die Einstellung ada¨quater multikanonischer Gewichte stellt eine
”
manuelle“ Proze-
dur dar. Die Konvergenz dieser rekursiven Bestimmung des multikanonischen Po-
tentials ist nur dann zu erwarten, wenn die Histogramme aller zuvor durchgefu¨hrten,
suboptimalen Simulationen i = 0, . . . , k− 1 vermittels Multihistogramm Technik in
die Scha¨tzung von V k
MUCA
(e) miteingehen. Dabei muß die relative Genauigkeit der
verschiedenen Histogramme beru¨cksichtigt werden. Wir kombinieren daher alle zu-
vor durchgefu¨hrten Simulationen durch Gewichtung auf eine gemeinsame Kopplung
βc. Jedes einzelne Markovkettenelement der Simulation i trage mit dem Gewicht
wi = w[Nˆ
i
can
(E, βc)] ∼ 1/τ (i)int bei. Das Multihistogramm ergibt sich somit u¨ber die
Summation aller normierten Histogramme i zu
Nˆk
can
(Ej, βc) =
∑k−1
i=0 w
i Nˆ i
can
(Ej, βc)∑k−1
i=0 w
i
. (3.90)
Den Fehler eines einzelnen bins j des Multihistogramms ermitteln wir, indem wir
obige Mittelung fu¨r jeden Block einzeln vornehmen und dann eine jacknife Fehler-
analyse durchfu¨hren.
Es gibt keinerlei theoretische Vorhersage zu der etwaigen Existenz eines optimalen
Verha¨ltnisses der Anzahl von Rekursionsschritten zur La¨nge der gesamten Simula-
tion des MHMC. Eine zu kurze Simulation innerhalb eines Rekursionszyklus liefert
sicherlich eine zu hohe Unsicherheit bezu¨glich des relativen Phasengewichts. Ein zu
ha¨ufiges Korrigieren der Kopplung βˆieh hingegen erfordert viele Thermalisierungs-
schritte, die nicht zur Gesamtstatistik beitragen. Zu seltene Korrektur der multi-
kanonischen Gewichte verschwendet durch die suboptimale Einstellung Rechenlei-
stung.
3.2.7 Relaxation
Um die Autokorrelation der erzeugten Konfigurationen und damit den statistischen
Fehler der auf ihnen gemessenen Observablen zu verringern, ist es mo¨glich, Nsweep
Sweeps durchzufu¨hren, bevor die Messung des Plaquetteoperators vorgenommen
wird. Ein tatsa¨chlich unkorreliertes Ensemble erha¨lt man fu¨r Nsweep > 2τint. Wegen
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Abbildung 3.8: Distributionen NˆMUCA(e) und
deren auf βˆeh(L) kanonisch ru¨ckgewichtete
Verteilungen Nˆcan(e, βˆeh) von Einzelsimulatio-
nen (keine Multihistogramme). Die Simula-
tionen wurden mit den multikanonischen Ge-
wichten aus Fig. 3.6 und Fig. 3.7 durchgefu¨hrt.
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der großen Autokorrelationszeiten des betracheteten Systems am Phasenu¨bergang
erscheint dies unpraktikabel. Sinnvoller erscheint es, die Mobilita¨t des Markov Pro-
zesses zu steigern, in dem man Symmetreioperationen im Phasenraum einsetzt, unter
denen die Wirkung invariant ist. In unserem Fall bietet sich eine Reflexion nach je-
dem kompletten Sweep an [65]. Dazu kann die Wirkung Gl. (3.15) als Realteil der
Projektion von links Uµ = e
iφµ auf die Summe von Staples11 Vµ geschrieben werden.
S(φ) = −β
2
∑
n,µ,ν 6=µ
<[Uµ(n)Uν(n+ µˆ)U †µ(n+ νˆ)U †ν(n)]
= −β
4
∑
n,µ
<[Uµ(n) · Vµ(n)] (3.91)
mit Vµ(n) =
∑
ν 6=µ
{
x + ν
x x + µ
x x + µ
x − ν
+
}
. (3.92)
In dieser Darstellung ist es offensichtlich, dass die Wirkung unter einer lokalen Re-
flexion von Uµ(n) an Vµ(n) invariant ist:
R : Uµ(n) → −Uµ(n) + 2Vµ(n). (3.93)
Diese ReflexionstransformationR kann sinnvoll mehrfach angewendet werden (RR 6=
1). Die algorithmische Umsetzung von R ist u¨berdies simpel zu parallelisieren. Alle
”
gleichfarbigen“ Links, des in Fig. 3.5 angedeuteten vierdimensionalen Schachbretts
ko¨nnen gleichzeitig upgedated werden.
In [66] wurde u¨ber einen Vergleich von τint · tcpu eines 84 Systems in der Na¨he
des Phasenu¨bergangs gezeigt, dass die Reflexionstransformation im Vergleich zum
Mehrfachupdate eines Single-site Metropolis Algorithmus erheblich effizienter de-
korreliert. Wir wa¨hlen fu¨r alle Simulationen einen dreifachen Reflexionsschritt R3
nach jedem Sweep.
3.3 Simulationsparameter
Mithilfe des lokalen Metropolis Algorithmus (Metro), des globalen Hybrid Mon-
te Carlo (HMC) und dessen multikanonischer Variante (MHMC) haben wir die in
Tab. 3.5 aufgelisteten Simulationen der Systeme V = L4 mit L = 6, 8, 10, 12, 14, 16, 18
durchgefu¨hrt. Die Gesamtzahl der je Gittergro¨ße erzeugten Konfigurationen (#meas.
·106) ist gro¨ßer als 5 · 106. Wir geben die Anzahl der Phasenflips (#flips) als Kon-
trollparameter fu¨r die Mobilita¨t des Algorithmus sowie die integrierte Autokorrela-
tion τint fu¨r die statistische Qualita¨t der Markovkette an. Fu¨r das gro¨ßte System
erhalten wir kumulativ fast 400 Phasenflips und erwarten daher eine ausreichen-
de Genauigkeit in der Bestimmung des relativen Phasengewichts. Fu¨r HMC- und
11Unter den zum Link Uµ geho¨rigen Staples verstehen wir die unvollsta¨ndigen Linkprodukte
(Gl. (3.92)) der 6 Plaquetten aus Fig. 3.4.
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MHMC-Simulationen ist die jeweilige Trajektorienla¨nge Nmd als Index angegeben.
Wie wir in [66] nach Untersuchung kleinerer Systeme ausfu¨hrlich diskutiert haben,
la¨ßt sich die mittlere Akzeptanzrate des HMC sehr gut durch
〈Pacc〉 = erfc(c(β)V 12 ∆t2) . (3.94)
beschreiben. c(β) variert nur schwach linear mit der Kopplung β und kann fu¨r die
Untersuchungen in der Na¨he des Phasenu¨bergangs (β ≈ 1.01) in guter Na¨herung
als konstant angenommen werden. Aus der gewu¨nschten Konstanz der optimalen
mittleren Akzeptanzrate 〈Pacc〉opt = const. ≈ 65% ergibt sich das Skalenverhalten
∆t ∼ V −1/4 . (3.95)
Ein aufwendiges Tuning der HMC-Parameter fu¨r das 84 System unter Beru¨cksich-
tigung der Oszillation der Energie ∆H(t) entlang einer Trajektorie [66] legt die
Simulation bei konstanter Trajektorienla¨nge
τ = Nmd,opt∆t = 1.21(5) . (3.96)
mit ∆t = 0.093 nahe. Es empfiehlt sich daher die in Tab. 3.1 angegebenen Werte
fu¨r die Schrittweite der Molekulardynamikzeit einzustellen.
L ∆t
6 0.12
8 0.093
10 0.071
12 0.060
14 0.050
16 0.045
18 0.042
Tabelle 3.1: Wahl der Simulationsparameter ∆t fu¨r den (M)HMC Algorithmus
Der Fehler der Flipzeit τflip ist u¨ber die Standardabweichung der mittleren Pha-
senwechseldauer gegeben. Die integrierte Autokorrelationszeit ermitteln wir gema¨ß
Gl. (3.44). Dabei konstatieren wir die U¨bereinstimmung der Werte τˆint,M fu¨r M =
k · τˆint,M mit k = 4, 6, 8 innerhalb der Fehler (Gl. (3.45)) fu¨r alle Einzelsimulationen.
Zur Illustration stellt Fig. 3.9 beispielhaft den Verlauf der Kurven τˆint,M(t) fu¨r die
Simulationen 46, 47 aus Tab. 3.5 dar. Die Summationsobergrenzen M(k) sind durch
den Schnittpunkt von τˆint,M(t) mit den Geraden t/k markiert. In Tab. 3.5 sind Wer-
te und Fehler fu¨r τint mit k = 6 angegeben.
Die einzelnen Simulationsla¨ufe gleicher Systemgro¨ße L unterscheiden sich in der
verwendeten Kopplung β, dem Typ des Algorithmus, dem verwendeten Zufallszah-
lengenerator, den HMC Parametern ∆t, Nmd oder dem u¨ber αˆk(e), βˆk(e) definierten
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Abbildung 3.9: Die integrierte Autokorrelation τˆint,M(t) der 18
4-Simulationen 46, 47
aus Tab. 3.5 und die Geraden t/k fu¨r k = 4, 6, 8.
sim. k 4 6 8
47 M 19776 28381 36437
τˆint,M 4944(719) 4730(825) 4555 (900)
46 M 21276 35100 44504
τˆint,M 5319(1567) 5850(2214) 5563(2371)
Tabelle 3.2: Selbstkonsistente Bestimmung von τˆint,M in Abha¨ngigkeit der Summa-
tionsobergrenze M(k).
multikanonischen Potential. Die Einzelsimulationen ko¨nnen daher als statistisch un-
abha¨ngig angesehen werden.
L βˆeh emax1 emax2 emin Nˆcan(emin)
6 1.00177(2) 0.58948(45) 0.64744(46) 0.62008(47) 0.6559(12)
8 1.00736(2) 0.60508(72) 0.65140(59) 0.63076(49) 0.4368(53)
10 1.00932(1) 0.61340(31) 0.65320(40) 0.63620(47) 0.2580(22)
12 1.010164(8) 0.61880(26) 0.65390(17) 0.63950(17) 0.1350(25)
14 1.010576(7) 0.62170(22) 0.65418(22) 0.64172(41) 0.0583(13)
16 1.010789(5) 0.62394(36) 0.65432(20) 0.64284(22) 0.0228(6)
18 1.010916(6) 0.62480(34) 0.65444(23) 0.64400(11) 0.0062(3)
Tabelle 3.3: Charakteristika der Multihistogramme bei gleicher Ho¨he der Phasen-
peaks Nˆcan(Emax1, βˆeh) = Nˆcan(Emax2, βˆeh) = 1.
Zur mo¨glichst genauen Bestimmung der Charakteristika der Energiedichte ist es
sinnvoll, die Simulationen gleicher Systemgro¨ße zu einem Multihistogramm zusam-
menzufassen. Fig. 3.10 zeigt die auf das jeweilige βˆeh(L) ru¨ckgewichteten kanonischen
Energiedichten im Vergleich. Der U¨bersichtlichkeit halber wurde auf die Darstellung
der Fehlerbalken eines jeden Bins verzichtet.
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Abbildung 3.10: Multihistogramme bei βˆeh(L) wie in Tab. 3.3 gegeben.
3.4 Performanz
Die in Tab. 3.5 aufgelisteten Flip- und Autokorrelationszeiten spiegeln die U¨ber-
legenheit des MHMC gegenu¨ber der kanonischen Simulation (Metro und HMC)
wieder. Am Beispiel des 164 Systems als gro¨ßtem System, fu¨r welches wir sowohl
kanonische als auch multikanonische Simulationen durchgefu¨hrt haben, illustriert
der Vergleich der Zeitserie die unterschiedliche Mobilia¨t von Metro und MHMC
(Fig. 3.11).
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Abbildung 3.11: Die Zeitserie des 164 Systems bei β = 1.010800 fu¨r den kanonischen
Metropolis Algorithmus Metro (oben) und den MHMC (unten).
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Wa¨hrend der in Kapitel 3.2.4 vorgestellte Metropolis Algortihmus die Komplexita¨t
tMetro ∼ V , (3.97)
besitzt, erfordert die aus Gl. (3.95) und Gl. (3.96) resultierende Anpassung der Tra-
jektorienla¨nge fu¨r den HMC einen um V 1/4 erho¨hten Berechnungsaufwand fu¨r einen
globalen Sweep. Ein zusa¨tzlicher Mehraufwand fu¨r den MHMC entsteht durch die
nach jedem Mikroschritt der Molekulardynamik notwendige Energiesumme. Dies
sind Nmd anstatt 2 globale Summationen und damit ebenfalls von der Komplexita¨t
V 5/4. Damit skaliert der Rechenaufwand des MHMC sowie der des HMC (mit un-
terschiedlichen Faktoren) gema¨ß
t(M)HMC ∼ V 5/4 . (3.98)
Die in [66] fu¨r L = 6, 8, 10, 12, 14, 16 je Sweep gemessenen Rechenzeiten besta¨ti-
gen den somit zu erwartenden linearen Verlauf tMHMC/tMetro ∼ L = V 1/4. Unter
Beru¨cksichtigung der unterschiedlichen Komplexita¨t beider Algorithmen soll nun
die Effizienz hinsichtlich der Erzeugung statistisch unabha¨ngiger Konfigurationen
untersucht werden. Die dazu beno¨tigte Rechenzeit betra¨gt 2τint · t.
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Abbildung 3.12: Berechnungsaufwand in Gflop-Stunden je statistisch unabha¨ngiger
Konfiguration fu¨r den Metro- und den MHMC-Algorithmus.
In Fig. 3.12 ist zu erkennen, dass fu¨r Systeme L > 12 der MHMC effizienter ist
als der Metropolis Algorithmus. Die Kurve 1 entspricht dem Resultat eines ex-
ponentiellen Fits an die integrierte Autokorrelationszeit des Metro Algorithmus
τMetroint = a L
b e2cL
3
. Die beiden anderen Kurven stellen Fits an τMHMCint dar. Kurve
2 la¨ßt ebenfalls ein exponentielles Anwachsen zu τMHMCint = a˜ L
b˜ e2c˜L
3
, wa¨hrend Kurve
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3 das Fitresultat an ein Monom τMHMCint = p L
q darstellt. Die Na¨he der Fitfunktio-
nen 2 und 3 sowie der gegenu¨ber c = 0.000328(32) um einen Faktor 10 kleinere
Wert c˜ = 0.00003(3) zeigen, dass ein eventuell noch verbleibendes exponentielles
Anwachsen der integrierten Autokorrelation des MHMC stark unterdru¨ckt ist. Un-
ter Auslassung der suboptimalen12 184-Simulation (siehe Fig. 3.8) sind die beiden
Kurven im Rahmen der Fehler deckungsgleich. Wir ko¨nnen daher fu¨r den MHMC
eine qualitative Unterdru¨ckung des exponentiellen SCSD feststellen.
Parallelisierbarkeit des MHMC
Wir wollen abschließend das Skalieren der parallelen Implementation des MHMC auf
zwei uns zur Verfu¨gung stehenden Parallelrechnern untersuchen. Tab. 3.4 stellt einige
wesentliche Spezifika der beiden Alpha-Prozessor Rechner Cray T3E-1200 in Ju¨lich
und des Wuppertaler Clusterrechners ALiCE zusammen. In beiden Fa¨llen wurde
das Programm in Fortran 90 und MPI, dem Standard message passing interface
geschrieben. Alle Berechnungen sind in 64 Bit Genauigkeit durchgefu¨hrt.
T3E-1200 ALiCE
Prozessor 21164 600MHz 21264 616Mhz
peak performance 1200 MFLOPS 1232 MFLOPS
cache L1 8 kB 64 kB
cache L2 96 kB + streams 2 MB
Speicher 512 MB 256 MB
MPI-Latenz 14µs 27µs / < 20µs
max. Netzdurchsatz 2· 500 MB/s 2· 160 MB/s
Betriebssystem UNICOS/mk Linux
Fortran Compiler CF90 fort
Tabelle 3.4: Maschinenspezifische Daten: Cray T3E and ALiCE
Die Parallelisierung des Algorithmus’ durch Unterteilen des vierdimensionalen Raum-
zeitgitters V = Lx · Ly · Lz · Lt in p = px · py · pz lokale Subvolumina der Gro¨ße
Vlokal = Lx/px · Ly/py · Lz/pz · Lt weist zwei unterschiedliche Skalen auf. Wa¨hrend
die Berechnungszeit eines lokalen Updates vom Volumen Vlokal abha¨ngt, nimmt die
Zeit fu¨r Interprozessorkommunikation proportional zum Rand des lokalen Volumens
∂Vlokal zu. Die in Tab. 3.13 dargestellten Performanzmessungen zeigen deutlich, dass
der Clustercomputer ALiCE mit Myricom Netzwerk unter Verwendung der Kom-
munikationssoftware Parastation 3 fu¨r unsere Zwecke geeigneter ist. Entscheidend
fu¨r die Skalierbarkeit unseres Problems ist die Gro¨ße des Cache-Speichers sowie
die zur Initialisierung eines jeden Kommunikationsprozesses notwendige Latenzzeit.
Wa¨hrend die hohe Latenz von Parastation 2 (27µs) die Effizienz mit steigender
Prozessorzahl p deutlich absinken la¨sst, ist dieser Effekt unter Parastation 3 mit
einer Latenz von <20µs in Fig. 3.13 erkennbar abgeschwa¨cht. Bei einer sinnvollen
12Die Simulation 47 aus Tab. 3.5 ist insofern nicht optimal, als dass das Verha¨ltnis Nmax/Nmin
der multikanonischen Energiedichte fu¨r emax,1 < e < emax,2 mit ≈ 1.7 vergleichsweise groß ist.
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Wahl von p erreichen wir gegenu¨ber der T3E eine um einen Faktor 1.7 bis 2 ho¨here
Performanz. Auf beiden Rechnern erhalten wir gute Skalierbarkeit, welche es uns
ermo¨glicht, die aufwendigen, in Tab. 3.5 dokumentierten Simulationen durch Ver-
wendung von 8 ≤ p ≤ 64 Prozessoren in vertretbarem Zeitrahmen durchzufu¨hren.
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Abbildung 3.13: Performanz des MHMC je Prozessor in Mflop/s in Abha¨ngigkeit
der verwendeten Anzahl an Prozessoren p.
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L β algorithm #meas. #flips τflip τint
6 1 1.001700 Metro 11.20 37971 295(2) 104(2)
2 1.001500 Metro 9.80 32579 300(2) 104(2)
3 1.001600 HMC10 2.48 6575 376(4) 130(5)
4 1.001772 MHMC10 4.90 14918 328(2) 102(2)
8 5 1.007370 Metro 2.79 3471 800(10) 304(16)
6 1.007370 HMC2 1.25 420 2950(130) 1256(196)
7 1.007370 HMC4 1.25 808 1530(50) 649(73)
8 1.007370 HMC6 1.25 1018 1220(40) 450(42)
9 1.007370 HMC8 1.25 1205 1070(30) 390(33)
10 1.007370 HMC9 1.25 1273 970(20) 339(27)
11 1.007370 HMC10 1.25 1301 950(20) 328(26)
12 1.007370 HMC11 1.25 1263 980(30) 345(28)
13 1.007370 HMC12 1.25 1249 990(30) 363(30)
14 1.007370 HMC13 1.25 1308 950(20) 355(29)
15 1.007370 HMC14 1.25 1231 1000(30) 382(33)
16 1.007370 HMC16 1.25 1244 1000(30) 399(35)
17 1.007370 HMC13 1.44 1494 960(20) 379(30)
18 1.007337 MHMC13 6.36 8310 764(7) 240(7)
10 19 1.009300 Metro 4.37 2094 2080(50) 784(52)
20 1.009400 Metro 7.44 3714 2000(30) 775(35)
21 1.009300 HMC9 1.00 358 2760(140) 948(144)
22 1.009300 HMC11 1.00 382 2590(120) 897(132)
23 1.009300 HMC15 1.00 420 2360(120) 1060(170)
24 1.009300 HMC17 1.00 418 2370(110) 831(118)
25 1.009300 HMC19 1.00 398 2490(120) 894(132)
26 1.009300 MHMC17 2.61 1790 1450(30) 412(56)
12 27 1.010143 Metro 3.62 621 5810(240) 2406(304)
28 1.010143 Metro 5.88 994 5900(180) 2058(189)
39 1.010143 Metro 1.75 345 5040(300) 2576(486)
30 1.010143 Metro 1.87 334 5550(310) 2098(345)
31 1.010143 MHMC20 1.30 515 2510(100) 734(86)
32 1.010143 MHMC18 2.18 868 2500(80) 689(60)
14 33 1.010598 Metro 3.90 225 17200(1100) 5980(1150)
34 1.010600 Metro 6.52 407 16000(840) 7480(1240)
35 1.010568 HMC24 0.57 26 17000(3800) 12500(9000)
36 1.010568 MHMC24 0.83 192 4240(260) 1070(190)
37 1.010568 MHMC24 3.80 885 4280(140) 1380(130)
16 38 1.010753 Metro 5.42 75 70600(9700) 22900(9000)
39 1.010800 Metro 5.55 97 57000(5800) 25400(6800)
40 1.010753 MHMC26 0.60 66 8220(860) 1980(560)
41 1.010753 MHMC26 0.63 81 7010(770) 1850(500)
42 1.010753 MHMC20 1.63 204 7640(410) 1770(290)
43 1.010753 MHMC20 3.39 452 7390(300) 1800(200)
18 44 1.010900 MHMC28 0.38 13 22300(7300) 9900(7900)
45 1.010900 MHMC28 0.63 20 26200(5600) 10000(6800)
46 1.010900 MHMC28 0.98 60 15500(2600) 5900(2200)
47 1.010900 MHMC28 3.79 300 12400(600) 4730(830)
Tabelle 3.5: Parameter sowie τflip und τint aller Simulationen.
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Kapitel 4
Finite Size Scaling
Ein grundlegendes Problem bezu¨glich der Untersuchung der Ordnung eines Pha-
senu¨bergangs ergibt sich dadurch, dass Singularita¨ten in numerischen Simulationen
nicht darstellbar sind. Ein Phasenu¨bergang erster Ordnung ist durch eine Singula-
rita¨t in der ersten Ableitung der freien Energie des idealiserten unendlich ausgedehn-
ten Systems charakterisiert. Wegen der grundsa¨tzlichen Endlichkeit der Ressource
Computerzeit ko¨nnen wir nur endlich viele Freiheitsgrade auf endlich großen Gittern
numerisch behandeln, so dass Diskontinuita¨ten glatt und Divergenzen zu endlichen
Extrema werden. Signaturen eines Phasenu¨bergangs schwach erster Ordnung er-
scheinen selbst auf großen Gittern ununterscheidbar von einem U¨bergang zweiter
Ordnung. Eine quantitative Untersuchung des Skalenverhaltens charakteristischer
Observablen versucht hier Abhilfe zu schaffen und ist Gegenstand dieses Kapitels.
Wir stellen in diesem Kapitel die Ergebnisse unserer Finite-size-scaling (FSS) Ana-
lyse vor, deren grundlegender Ansatz zuna¨chst nur heuristisch motiviert ist. Selbst-
konsistenz der in diesem Rahmen gewonnenen Resultate und deren U¨bereinstim-
mung mit sto¨rungstheoretischen Berechnungen in Kapitel 5 jenseits des Ansatzes
von Borgs-Kotecky werden unsere Arbeitshypothese eines Phasenu¨bergangs erster
Ordnung besta¨tigen.
4.1 Borgs-Kotecky Ansatz
Borgs und Kotecky haben in ihren Arbeiten [67, 68, 69] fu¨r einige Spinmodelle mit ei-
nem Phasenu¨bergang stark erster Ordnung nachgewiesen, dass deren Zustandssum-
me bei endlichem Volumen und periodischen Randbedingungen unter Vernachla¨ssi-
gung von exponentiellen Grenzfla¨chenkorrekturen als Summe von Q Zustandsfunk-
tionen
Z(β, L) ≈
Q∑
q=1
exp(Fq) (4.1)
geschrieben werden kann. Dabei ist Q die Anzahl der koexistierenden Phasen. Eine
heuristische Ausweitung des Borgs-Kotecky (BK) Ansatzes auf Phasenu¨berga¨nge
57
schwach erster Ordnung ist in [70] fu¨r den Fall des 3dim 3-Zusta¨nde-Potts Modells
gezeigt. Motiviert durch dieses Beispiel einer breiteren Anwendbarkeit der BK Theo-
rie setzen wir hier fu¨r die U(1) Gittereichtheorie an:
Z(β, L) = eF (β,L) (4.2)
= [eV f1(β,L)+log(X) + eV f2(β,L)] [1 +O(e−L/L0)] . (4.3)
Die Funktionen f1(β, L) und f2(β, L) stehen fu¨r die ”
metastabilen“ freien Energie-
dichten der Coulomb- bzw der Confined Phase. Das relative Phasengewicht der Ener-
gieverteilung im thermodynamischen Limes ist durch den Asymmetrieparameter X
beschrieben. L0 < ∞ beschreibt die La¨ngenskala der exponentiellen Abweichung
von der exakten Zustandssumme.
4.2 Messung der Kumulanten
Fu¨r eine quantitative Finite-size-scaling Analyse eignet sich die Energiedichtever-
teilung Gl. (3.20) oder a¨quivalent dazu die das System vollsta¨ndig beschreibende
Zustandssumme weniger. Wir betrachten vielmehr abgeleitete Observablen der Zu-
standssumme
Z(β, L) =
∫
ρ(e, L) eβ V˜ e de = eV˜ f(β,L) , (4.4)
in Abha¨ngigkeit der Plaquette Energie e = E/V˜ , mit V˜ = 6L4.
Basierend auf den statistischen Momenten der Plaquette Energie
〈en〉 = (−1)
n+1
V˜ n
1
Z
∂nZ
∂βn
(4.5)
∂ 〈en〉
∂β
= V˜
(〈e〉 〈en〉 − 〈en+1〉) , (4.6)
untersuchen wir die spezifische Wa¨rme und die beiden Binder Kumulanten
1
β2
Cv(β, L) = − ∂
2
∂β2
F (β, L) = V˜
(〈
e2
〉− 〈e〉2) (4.7)
U2(β, L) = 1− 〈e
2〉
〈e〉2 (4.8)
U4(β, L) =
1
3
(
1− 〈e
4〉
〈e2〉2
)
, (4.9)
sowie deren Ableitungen
∂Cv
∂β
= V˜
[
2β
(〈
e2
〉− 〈e〉2)− β2V˜ (〈e3〉− 3 〈e2〉 〈e〉+ 2 〈e〉3)] (4.10)
∂U2
∂β
=
V˜
〈e〉3
(〈
e3
〉 〈e〉+ 〈e2〉 〈e〉2 − 2 〈e2〉2) (4.11)
∂U4
∂β
=
V˜
3 〈e2〉3
(〈
e5
〉 〈
e2
〉
+
〈
e4
〉 〈
e2
〉 〈e〉 − 2 〈e4〉 〈e3〉) . (4.12)
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Zusa¨tzlich zu diesen Standard Kumulanten betrachten wir auch ho¨here Ableitungen
der Dichte der freien Energie f(β, L)
(−1)n+1κn(β, L) = ∂
nf(β, L)
∂βn
. (4.13)
Wa¨hrend die ersten drei Ableitungen mit den Zentralmomenten µn = V˜
n−1 〈(e− 〈e〉)n〉
u¨bereinstimmen, ergeben sich fu¨r κn, n > 3 nicht lineare Kombinationen. Infolge
statistischen Rauschens, welches mit der Ordnung der involvierten Momente zu-
nimmt, beziehen wir die Ableitungen nur bis einschließlich κ6 in unsere Analyse
ein. Zusa¨tzlich zur spezifischen Wa¨rme, den beiden Binder Kumulanten und deren
Ableitungen untersuchen wir daher
κ3 = µ3 (4.14)
κ4 = µ4 − 3V˜ µ22 (4.15)
κ5 = µ5 − 10V˜ µ2µ3 (4.16)
κ6 = µ6 − 15V˜ µ2µ4 − 10V˜ µ23 + 30V˜ 2µ32 . (4.17)
Diese insgesamt 10 Observablen sind bezu¨glich der Plaquette Energie e algebraisch
unabha¨ngig 1. In einer Scaling-Analyse untersuchen wir diese Kumulanten durch
Umgewichtung als Funktion der Kopplung β und betrachten das Skalieren von Cha-
rakteristika (βκ, κ) fu¨r verschiedene Systemgro¨ßen L = 6, 8, 10, 12, 14, 16, 18.
Grundsa¨tzlich la¨sst sich u¨ber die Wahl eines beliebigen charakteristischen Punktes
der Kurven κ(β) eine pseudokritische Kopplung βT = βκ(∞) definieren, derart dass
βκ(L) = βT + gκ(L), mit lim
L→∞
gκ(L) = 0 (4.18)
Lokale Extrema (β¯κ, κ¯) mit ∂β κ(β)|β=β¯ = 0 sind mo¨gliche charakteristische Punkte.
Je na¨her β¯κ(L) bei βT fu¨r ein betrachtetes L liegt, desto besseres Konvergenzver-
halten erwarten wir fu¨r die Korrektur gκ. Stehen mehrere lokale Extremstellen β¯ext,r
zur Auswahl, wa¨hlen wir aus diesem Grund max{β¯ext,r} 2.
Wegen der statistischen Unabha¨ngigkeit kombinieren wir die Einzelsimulationen glei-
cher Systemgro¨ße (Tab. 3.5) nicht zu einem Multihistogramm, sondern verfahren zur
Bestimmung des Extremums der Kumulante κ fu¨r die jeweilige Gittergro¨ße L in zwei
Schritten. Zuerst bestimmen wir (β¯(i), κ¯(i)) fu¨r jeden Simulationslauf getrennt. Den
Fehler ∆κ¯(i) bzw ∆β¯(i) ermitteln wir mit Hilfe einer Jackknife-Analyse bei Untertei-
lung in 10 Blo¨cke. Das gemittelte Extremum (β¯, κ¯) aller Simulationen bei gleichem
L und dessen Fehler erhalten wir per χ2-Fit der (β¯(i), κ¯(i)) an eine Konstante. Dies
1κ2 = µ2 = Cv/β
2 bringt aus diesem Grund keine neue Erkenntnis. κ1 = 〈e〉 werden wir in
Form einer neuen Observable in Kapitel 4.3.1 gesondert studieren.
2Inspektion der Extrema zeigt, dass bei endlichem L gilt: gκ(L) < 0 fu¨r alle betrachteten
Kumulanten.
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entspricht einer Gewichtung der Einzelsimulationen mit wi = 1/(∆κ¯
(i))2 beziehungs-
weise wi = 1/(∆β¯
(i))2.
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Abbildung 4.1: Jackknife Fehler der Simulation 39 aus Tab. 3.5 in Abha¨ngigkeit der
Blockanzahl Nblk .
Wir untersuchen zuna¨chst am Beispiel der Simulation 39 aus Tab. 3.5 das Verhalten
des Fehlers in Abha¨ngigkeit von der Anzahl der Blo¨cke Nblk und damit auch von
der Samplela¨nge N − N/Nblk. In der Suche nach dem lokalen Extremum wa¨hlen
wir die Schrittweite in β mit 1 · 10−7 um mindestens eine Gro¨ßenordnung kleiner,
als das Plateau des Jackknife-Fehlers fu¨r den
”
genauesten“ Operator. Wir erkennen
am Beispiel des Maximums der spezifischen Wa¨rme von Gl. (4.7) in Fig. 4.1 den
Anstieg des Jackknife-Fehlers bis zu einem Plateau mit sta¨rkeren Schwankungen ab
Nblk ≈ 9. Dementsprechend wa¨hlen wir fu¨r alle spa¨teren Analysen Nblk = 10.
Im Folgenden zeigen wir exemplarisch alle gemessenen Kumulanten κ(β) der Si-
mulation 47 aus Tab. 3.5 in einem fu¨r die Extrema relevanten Kopplungsbereich.
Dabei ist der U¨bersichtlichkeit halber nur der Jackknife-Fehlerbalken jedes zwanzig-
sten Datenpunktes eingezeichnet. Die tatsa¨chlich verwendete Genauigkeit betra¨gt
∆β = 3 · 10−7. Das am weitesten rechts liegende Extremum der in Fig. 4.2 und
Fig. 4.3 dargestellten Kumulanten κ(β) wird zur Berechnung herangezogen.
Ziehen wir die anderen Simulationen bei L = 18 (siehe Tab. 3.5) ebenfalls hinzu,
so erhalten wir exemplarisch fu¨r die spezifische Wa¨rme die in Fig. 4.4 dargestellten
Extrema (β¯(i)(Cv/β
2), V˜ −1 ·Cv/β2(i)) fu¨r i = 1, 2, 3, 4 entsprechend den Simulationen
44,46,47,45. Das per χ2-Fit erhaltene Mittel ist als 5. Datenpunkt dargestellt. Analog
verfahren wir mit den anderen Kumulanten und Gittergro¨ßen.
Wir konstatieren paarweise U¨bereinstimmung (im Rahmen der Einzelfehler) der
Kopplungen β¯(i)(κ) und Kumulanten κ¯(i) fu¨r die jeweiligen Gittergro¨ßen und tabel-
lieren die Mittelwerte in den Tabellen 4.6, 4.7, 4.8 und 4.9. Diese U¨bereinstimmung
gilt ohne erkennbare systematische Effekte unabha¨ngig vom verwendeten Algorith-
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Abbildung 4.2: Werte der Kumulanten Cv, U2, und U4 (links), sowie deren Ableitun-
gen ∂βCv, ∂βU2 und ∂βU4 umgewichtet auf 1000 verschiedene Werte der Kopplung
im Intervall 1.010803 < β < 1.01112.
mus zur Erzeugung der Konfigurationen Metro, HMC bzw MHMC. Die Kopplungen
der Tabellen 4.6 und 4.7 stimmen vollsta¨ndig mit den Messungen bei L = 6, 8, 10, 12
von [24] 3 u¨berein. Wir erhalten ebenso perfekte U¨bereinstimmung mit nichtpubli-
zierten Messungen von β¯(i)(Cv/β
2) auf Gittern der Gro¨ße L = 6, 8, 10, 12, 14, 16 [44].
Bei den Kumulanten selbst ist die paarweise U¨bereinstimmung im Rahmen der Feh-
ler mit den Fremdmessungen nur teilweise gegeben. Insbesondere zur Messung bei
3In der zitierten Publikation wurden sa¨mtliche Kumulanten fu¨r die Systemgro¨ßen L =
4, 5, 6, 7, 8, 9, 10, 11, 12 untersucht.
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Abbildung 4.3: Werte der Kumulanten κ3, κ4, κ5 und κ6, u¨ber dem Intervall
1.01083 < β < 1.01112.
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Abbildung 4.4: Kopplungen β¯(i)(Cv/β
2) und Kumulanten V˜ −1 · Cv/β2(i) der Simu-
lationen 44,46,47,45 sowie deren Mittelwert (5. Datenpunkt).
L = 12 aus [24] gibt es Inkompatibilita¨ten. Ebenso stellen wir leichte Abweichungen
in C¯v, U¯2 und U¯4 fu¨r das kleinste Gitter L = 6 fest
4.
4Ohne Kenntnis der Simulationsdetails der betreffenden Fremdmessungen ko¨nnen wir dazu
keine weiteren Angaben machen. Eine typische Fehlerquelle hoch pra¨ziser Feldtheorie-Messungen
liegt in der Erzeugung der in unserem Fall beno¨tigten, extrem langen Pseudozufallszahlenketten
der La¨nge O(1012). In [44] ist eine signifikante Abha¨ngigkeit der Messungen vom verwendeten Zu-
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4.2.1 Genauigkeit
Inspektion von Tab. 4.6 zeigt, dass die relative Genauigkeit der pseudokritischen
Kopplung mit der Systemgro¨ße zunimmt. Dies ist interessant, da die kumulative
Anzahl der erzeugten unabha¨ngigen Konfigurationen Nindep =
∑
LN/(2τint) glei-
cher Gittergro¨ße mit L abnimmt.
L 6 8 10 12 14 16 18
Nindep 269039 72872 26944 10868 5099 3903 1069
Wir erwarten fu¨r den relativen Fehler einer Kumulanten
∆κ
κ
∼ C(V ) 1√
Nindep
, (4.19)
und untersuchen das Skalieren von C, als relativem Fehler in Einheiten von
√
Nindep
mit dem Systemvolumen V = L4 sowohl fu¨r die Kopplung β¯(Cv/β
2) als auch fu¨r
den Wert der Kumulanten V˜ −1 · Cv/β2.
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Abbildung 4.5: Skalenverhalten des relativen Fehlers C fu¨r die Kopplung β¯(Cv/β
2)
(1) und die Kumulante V˜ −1 · Cv/β2 (2) als Funktion des Systemvolumens V in
doppelt logarithmischer Darstellung.
Ein χ2-Fit an die Funktion C(V ) = b V a liefert uns die Volumenabha¨ngigkeit
aβ = −0.79(1), bzw aCv = −0.21(2). Den Werten der negativen Steigungen der
fallszahlengenerator dokumentiert. Abweichungen traten bei der Verwendung eines Shift-register
Zufallszahlengenerators [71] auf. Allgemein ko¨nnen, auch ohne die Periode des verwendeten Zufalls-
zahlengenerators auszuscho¨pfen, schwerwiegende Probleme durch Korrelationen auftreten, insbe-
sondere beim Aufteilen einer Sequenz von Zufallszahlen in Mehrprozessorrechnungen. Wir verwen-
den einen skalierbaren Pseudozufallszahlengenerator cmrg der SPRNG Bibliothek [72]. Dieser auf
einer Sequenzla¨nge von 1013 Zufallszahlen getestete Generator stellt eine Kombination eines linear
kongruenten 64 Bit Generators mit einem rekursiven Primzahlengenerator dar. Wir verwenden
diesen Generator sowohl auf der T3E als auch auf ALiCE.
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beiden Fitfunktionen entnehmen wir, dass die Zahl der unabha¨ngigen Konfigura-
tionen Nindep =
(
C(V )
∆κ/κ
)2
, die notwendig ist, um eine relative Genauigkeit ∆κ/κ zu
erreichen, mit dem Volumen abnimmt und jeweils mit V −2a skaliert.
Die relativen Fehler der Kopplungen liegen im Bereich (5− 20) · 10−6 und variieren
kaum mit der Kumulante, u¨ber deren Extremum sie jeweils definiert sind. Lediglich
der relative Fehler von β¯(κ6) liegt etwas ho¨her. Die relativen Fehler der Kumulanten
selbst sind < 2 · 10−3.
4.3 Kritische Kopplung
Fu¨r einen Phasenu¨bergang erster Ordnung legt die Borgs-Kotecky Darstellung der
Zustandssumme Gl. (4.3) nahe, dass sowohl β¯κ als auch κ¯ als Reihenentwicklung in
1/V darstellbar sind. Die Gu¨ltigkeit dieser Reihenentwicklungen konnte im Fall von
q-Zusta¨nde-Pottsmodellen mit großem q gezeigt werden [73, 74]. Wesentliche Bedin-
gung fu¨r die massiven Spinmodelle ist dabei, dass die Gitterausdehnung L gro¨ßer
als die Korrelationsla¨nge des Gaps ist. Es ist somit keinesfalls klar, ob eine derartige
Reihenentwicklung fu¨r die U(1) mit ihrer masselosen Coulombphase existiert. In der
Hypothese der Gu¨ltigkeit dieser Reihendarstellung machen wir fu¨r die Kopplung der
spezifischen Wa¨rme den folgenden Extrapolationsansatz:
β¯Cv/β2(L) = βCv/β2(∞) +
kmax∑
k=1
BkV
−k , (4.20)
und erhalten in Abha¨ngigkeit vom Fit-Intervall Lmin ≤ L ≤ 18 und der maxima-
len Ordnung der beru¨cksichtigten Korrekturterme kmax die in Tab. 4.1 aufgelisteten
Werte der kritischen Kopplung βCv/β2(∞). Desweiteren geben wir dort den Koeffizi-
enten des ersten Korrekturterms B1 an. Fitresultate mit χ
2
d.o.f. < 1 sind fettgedruckt
hervorgehoben.
1
1.002
1.004
1.006
1.008
1.01
6 8 10 12 14 16 18
12
6
8
10
L
β
Abbildung 4.6: Beste Fitresultate aus Tab. 4.1 mit kmax = 6, 8, 10, 12 .
Die U¨bereinstimmung der fettgedruckten Resultate dokumentiert die Stabilita¨t der
Fits und la¨sst nachfolgend beschriebene Interpretation der Resultate zu. Unter Hin-
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Lmin kmax χ
2
d.o.f. βCv/β2(∞) B1
14 1 1.03 1.0111241(13) -18.95(14)
12 1 1.09 1.0111144(55) -18.24(21)
2 0.19 1.0111315(57) -19.96(53)
10 1 12.7 1.0110945(147) -17.18(37)
2 0.13 1.0111283(25) -19.63(15)
3 0.21 1.0111319(62) -20.06(65)
8 1 108 1.0110474(349) -15.33(50)
2 2.14 1.0111159(69) -18.70(25)
3 0.11 1.0111309(25) -19.94(17)
4 0.21 1.0111309(22) -19.94(10)
6 1 970 1.0109389(913) -12.38(56)
2 37.1 1.0110792(218) -16.84(41)
3 1.25 1.0111199(55) -19.02(22)
4 0.10 1.0111316(11) -20.02(6)
Tabelle 4.1: Kritische Kopplung βCv/β2(∞) und erster Korrekturkoeffizient B1 aus
χ2-Fit an Gl. (4.20).
zunahme ho¨herer Korrekturterme ko¨nnen auch die kleineren Gitter konsistent in die
Reihendarstellung miteinbezogen werden (siehe auch Fig. 4.6). Die Konsistenz der
auf diese Weise ermittelten kritischen Kopplungen ist als Hinweis auf die Anwend-
barkeit des Borgs-Kotecky Ansatzes auf die U(1) Gittereichtheorie zu werten. Wir
mitteln die fettgedruckten Resultate und erhalten
βCv/β2(∞) = 1.0111310(62) . (4.21)
Dabei geben wir die Unsicherheit mit dem gro¨ßten Fehler der an der Mittelung betei-
ligten Einzelfits an, da die Fitresultate keinesfalls als unabha¨ngig angesehen werden
ko¨nnen. Wir verfahren analog mit den Kopplungen der verbleibenden Kumulanten:
β∂β(Cv/β2)(∞) = 1.0111332(73)
βU2(∞) = 1.0111319(70)
β∂βU2(∞) = 1.0111345(67)
βU4(∞) = 1.0111313(75)
β∂βU4(∞) = 1.0111334(73)
βκ3(∞) = 1.0111332(73)
βκ4(∞) = 1.0111385(75)
βκ5(∞) = 1.0111339(70)
βκ6(∞) = 1.0111342(75) , (4.22)
und konstatieren sehr gute U¨bereinstimmung dieser extrapolierten Werte fu¨r die
U¨bergangskopplungen des unendlich großen Systems. Die algebraische Unabha¨ngig-
keit der Kumulanten ermo¨glicht, aus diesen zehn Resultaten per Mittelung einen
Scha¨tzwert fu¨r die kritische Kopplung des Phasenu¨bergangs zu extrahieren
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βT = 1.0111331(21) . (4.23)
Dies ist die bislang pra¨ziseste Bestimmung der kritischen Kopplung der U(1) Gitter-
eichtheorie und ist zu vergleichen mit dem Literaturwert βT = 1.01114(4) [44] sowie
unserem eigenen Zwischenresultat von βT = 1.011128(11) [75].
4.3.1 Observablen mit exponentiellen Korrekturen
Der Borgs-Kotecky Ansatz ermo¨glicht die Definition von Observablen, deren pseu-
dokritische Kopplungen bei endlichem Volumen lediglich exponentielle Korrekturen
gegenu¨ber βT aufweisen. Wir versprechen uns vom Studium dieser Gro¨ßen einen
alternativen Zugang zur genauen Bestimmung von βT .
Die Observable N(V, V ′, β) [67, 68, 69]
N(V, V ′, β) ≡
(
Z(V, β)α
Z(V ′, β)
)1/(α−1)
mit α = V/V ′ , (4.24)
gibt die Anzahl der stabilen Phasen eines Modells in Abha¨ngigkeit von β an und
definiert u¨ber ihr Maximum eine pseudokritische Kopplung βV/V ′ . Die Ableitung
bezu¨glich β zeigt, dass das Maximum von N(V, V ′, β) gegeben ist durch die Schnitt-
punkte der Plaquette-Energien der Systeme V und V ′
〈e(L, β)〉 = 〈e(L′, β)〉 . (4.25)
Eine Umgewichtung der Plaquette-Energien aller 47 Simulationen aus Tab. 3.5 auf
2000 verschiedene Kopplungen 1.011 < β < 1.013 ermo¨glicht die paarweise Be-
stimmung der Schnittpunkte aller Einzelsimulationen gema¨ß Gl. (4.25). Den Fehler
∆β(i,j) des Schnittpunktes der Simulation (i, L) mit der Simulation (j, L′) ermit-
teln wir durch Kombination der 10 Jackknife-Subsamples von (i, L) mit denen von
(j, L′). Wir mitteln daher zur Abscha¨tzung von ∆β
(i,j)
L/L′ u¨ber 100 Schnittpunkte je
Paar (i, j) mit i 6= j und L 6= L′. Anschließend fitten wir alle β(i,j)L/L′ an eine Konstante
βL/L′ .
Wir stellen fest, dass die Kurven e(6, β) und e(8, β) keine Schnitte mit irgendeinem
der verbleibenden e(L′, β) aufweisen. Dies gilt auch fu¨r erreichbare β außerhalb des
oben angegeben Intervalls. Inspektion von Fig. 4.7 zeigt, dass der Schnittwinkel
und damit die Genauigkeit mit zunehmendem L, L′ wa¨chst (vergleiche auch [70]).
Wir fixieren L′ = 18 und ermitteln folgende pseudokritische Kopplungen βL/L′ bei
L = 10, 12, 14, 16 :
L βL/L′
10 1.011232(32)
12 1.011167(20)
14 1.011146(29)
16 1.011133(45)
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Abbildung 4.7: Exemplarische Schnitte der Plaquette Energien verschiedener Simu-
lationen mit L,L′ = 10, 12, 14, 16, 18.
Zur Bestimmung der kritischen Kopplung fitten wir die so gewonnenen Daten mit
dem Ansatz
βL/L′ = βL/L′(∞) + ae−L/L˜0 , (4.26)
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Abbildung 4.8: Fit der Kopplungen βL/18 bei L = 10, 12, 14, 16 an Gl. (4.26).
und erhalten neben L˜0 = 1.9(2) in sehr guter U¨bereinstimmung mit dem Wert von
βT aus Gl. (4.23)
βL/L′(∞) = 1.0111317(45) χ2d.o.f. = 0.01 . (4.27)
Wir konstatieren, dass der Fehler von βL/L′(∞) von gleicher Gro¨ßenordnung ist wie
der in Gl. (4.23). Dem Vorteil der lediglich exponentiellen Korrekturen (gegenu¨ber
den polynomialen der 1/V -Entwicklung in Gl. (4.20)) steht die Ungenauigkeit in der
Schnittpunktbestimmung bei sehr kleinen Schnittwinkeln gegenu¨ber. Je sta¨rker der
Phasenu¨bergang ist, desto gro¨ßer sind die Schnittwinkel bei gleicher Wahl von V
und V ′.
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4.3.2 Fitansatz 2. Ordnung
Wir testen im Folgenden, ob unsere Daten fu¨r die Kopplungen die β¯κ aus den Ta-
bellen 4.7 und 4.6 auch mit einem 3 Parameter-Fitansatz
βc(L) = βc(∞) + aL− 1ν , (4.28)
vertra¨glich sind, was fu¨r ν−1 6= 4 ein Hinweis auf asymptotisches Skalieren zweiter
Ordnung wa¨re. Die Fitresultate fu¨r die Kumulanten κ in Abha¨ngigkeit des Fitinter-
valls Lmin ≤ L ≤ 18 sind in Tab. 4.2 zusammengestellt. Da der Fitansatz verglichen
mit Gl. (4.20) sehr flexibel ist, erhalten wir erwartungsgema¨ß kleine χ2d.o.f.. Wir be-
obachten jedoch, dass die Fits aller Kumulanten instabil bezu¨glich Variation des
Fitintervalls sind:
• Die kritische Kopplung βc(∞) fa¨llt mit steigendem Lmin ab, ohne eindeutige
Konvergenz.
• Der kritische Exponent ν−1 nimmt mit steigendem Lmin zu.
Betrachten wir ausschließlich die (instabilen) Fitresultate bei Lmin = 12, so ist er-
kennbar, dass die
”
kritischen“ Kopplungen im Rahmen der Fehler mit βT vertra¨glich
sind, die
”
kritischen“ Exponenten ν−1 aber nur teilweise mit dem Wert 4 kompatibel
sind. Da beide Fitparameter keine Konvergenz bezu¨glich Variation von Lmin aufzei-
gen, ko¨nnen wir keine Aussage u¨ber die Vertra¨glichkeit mit einem Skalenverhalten
erster oder zweiter Ornung machen. Die beobachtete Instabilita¨t des Fitansatzes
bei Lmax = 18 kann daher das Szenario eines Phasenu¨bergangs 2.Ordnung nicht
ausschließen.
4.4 Latente Wa¨rme
Wir untersuchen in diesem Abschnitt das Skalenverhalten der spezifische Wa¨rme
sowie der anderen Kumulanten und extrahieren im Rahmen der angenommenen
Gu¨ltigkeit des Borgs-Kotecky Ansatzes einen Scha¨tzwert fu¨r die latente Wa¨rme G,
als Gap der inneren Energie e = E/V im thermodynamischen Limes.
Die Finite-size-scaling Theorie a` la Borgs-Kotecky sagt fu¨r die spezifische Wa¨rme
folgendes Skalenverhalten voraus
Cv/β
2
6V
=
1
4
G2 +
∞∑
k=1
AkV
−k . (4.29)
Wir setzen die gleiche Fitstrategie wie zur Ermittlung der kritischen Kopplung in
Tab. 4.1 an und versuchen u¨ber ein schrittweises Erho¨hen der Ordnung der Korrek-
turterme kmax das Fitintervall Lmin ≤ L ≤ 18 zu kleineren Lmin hin auszuweiten.
Wir erhalten die in Tab. 4.3 aufgelisteten Fitresultate.
Wir stellen eine langsamere Konvergenz als beim Fit der Kopplungen fest und erhal-
ten nur drei akzeptable Fits mit χ2d.o.f. < 1. Der Datenpunkt bei L = 6 kann in die
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Fits mit kmax ≤ 4 noch nicht miteingebunden werden. Die fettgedruckten (brauch-
baren) Fitresultate fu¨r das Gap G weisen keinen systematischen Drift bezu¨glich kmax
auf und sind im Rahmen der (sehr kleinen) Fehler anna¨hernd kompatibel. Ein (per
Fit an eine Konstante) gemitteltes Resultat dieser drei Datenpunkte ist daher sinn-
voll. Wegen der statistischen Abha¨ngigkeit der den Fits unterschiedlicher Ordnung
zugrunde liegenden Daten geben wir den Fehler mit dem maximalen Einzelfehler an.
Damit erhalten wir als Endresultat folgenden Scha¨tzwert fu¨r das Gap der inneren
Energie des unendlich großen Systems
G = 0.026721(59) . (4.30)
Die Qualita¨t der Fitresultate fu¨r die anderen Kumulanten κ
κV˜ −m = κ(∞) +
jmax∑
j=1
Dj(κ)V
−j (4.31)
m = 0 fu¨r κ = U2, U4 nach (4.8, 4.9) (4.32)
m = 1 fu¨r κ = ∂βU2, ∂βU4 nach (4.11, 4.12) (4.33)
m = 2 fu¨r κ = ∂β(Cv/β
2) nach (4.10) (4.34)
m = l − 1 fu¨r κl nach (4.14, ff) . (4.35)
fa¨llt unterschiedlich aus. Wa¨hrend U2 und U4 ebenfalls nur 3 gute Fits aufweisen,
ergeben die Ableitungen der freien Energie κl ein besseres Skalenverhalten. Wir
zeigen in Tab. 4.4 exemplarisch die Resultate fu¨r κ5 und ermitteln daraus κ5(∞) =
0.1710(26)10−8.
Die sta¨rkere Konvergenz der κl ermo¨glicht eine gute Beschreibung mit Fits niedriger
Ordnung bereits innerhalb Lmin ≤ L ≤ 18. Wir besta¨tigen das bessere Skalenver-
halten testweise u¨ber einen flexiblen Fitansatz
κ5,maxV
−4 = κ+ CL−ω , (4.36)
welcher mit Lmin = 12 das Resultat der Borgs-Kotecky Reihenentwicklung dadurch
besta¨tigt, dass sowohl κ = 0.1688(34)10−8 mit κ5(∞) u¨bereinstimmt, als auch der
Exponent ω = 3.925(99) bei einer Fitqualita¨t von χ2d.o.f. = 0.09 mit dem Wert 4
vertra¨glich ist. Ein analoger Ansatz fu¨r die schlechter skalierende spezifische Wa¨rme
dokumentiert bei a¨hnlich guter Fitqualita¨t (χ2d.o.f. = 0.05) mit ω = 2.828(49) und ei-
nem abweichenden G = 0.02584(11) die Notwendigkeit von Korrekturtermen ho¨her-
er Ordnung. Wir mo¨chten betonen, dass dieser testweise eingefu¨hrte Fitansatz fu¨r
alle Kumulanten instabil gegenu¨ber Variation von Lmin ist.
Die Untersuchungen des Skalenverhaltens der Kumulanten lassen folgende Interpre-
tation zu. Fu¨r die Kumulanten Cv/β
2, U2 und U4 mit schwa¨cherem Konvergenz-
verhalten liegt unser minimaler Fitbereich 12 ≤ L ≤ 18 unterhalb des Bereiches
asymptotischen Skalierens erster Ordnng. Dennoch erhalten wir unter Einbeziehen
ho¨herer Korrekturen stabile Fitresultate hinunter bis Lmin = 8. Fu¨r die weiteren
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Untersuchungen halten wir noch das Ergebnis des Fits fu¨r die Binder Kumulante U4
fest
U4,min(V ) = U +
kmax∑
k=1
HkV
−k (4.37)
⇒ U = −5.816(27) 10−4 . (4.38)
Unsere Daten der Kumulanten geben keinerlei Hinweis auf ein asymptotisches Ska-
lieren 2. Ordnung: keiner der untersuchten Kumulanten skaliert wie κ = pLτ . Der
im Falle eines Skalierens 2. Ordnung zu erwartende Exponent τ dieses Fitansatzes
ha¨ngt vom Grad der Ableitung der Kumulanten nach β ab. So gilt τ = 2ν−1 − 4
fu¨r Cv/β
2 , bzw τ = 3ν−1 − 4 fu¨r ∂β(Cv/β2). Wir beobachten weder Stabilita¨t in
ν−1 bei Variation des Fitbereichs, noch erhalten wir einen Einzelfit hinreichender
Qualita¨t (min(χ2d.o.f.) > 5). Die nicht vorhandene Kompatibilita¨t unseres Datensat-
zes mit einem Fitansatz zweiter Ordnung kann die Mo¨glichkeit eines kontinuierli-
chen Phasenu¨bergangs wegen des beschra¨nkten Fitbereichs jedoch noch nicht mit
vollsta¨ndiger Sicherheit ausschließen. Daher wollen wir die latente Wa¨rme auch auf
gro¨ßeren Gittern untersuchen.
4.4.1 Direkte Messung der latenten Wa¨rme
Wir diskutieren in diesem Abschnitt eine
”
direkte“ Messung der latenten Wa¨rme G˜
fu¨r gro¨ßere Systeme, um die Diskontinuita¨t des Phasenu¨bergangs numerisch nach-
zuweisen. Diese Untersuchung basiert nur auf der Kenntnis eines pra¨zisen Wertes
fu¨r die kritische Kopplung βT (Gl. (4.23)). Zu diesem Zwecke erga¨nzen wir unsere
Simulationen der Systeme L = 6, 4, 8, 10, 12, 14, 16, 18 um metastabile Simulationen
der Systeme L = 20, 22, 24, 28, 32. U¨ber Startkonfigurationen in der Coulomb- (1)
bzw. Confined Phase (2) erzeugen wir mit Hilfe des Metropolis Algorithmus am
Phasenu¨bergangspunkt, also bei βT aus Gl. (4.23), metastabile Samples der beiden
Phasen von etwa 50000 Konfigurationen. Erwartungsgema¨ß registrieren wir in diesen
kanonischen Simulationen keine Phasenflips. Die zwei unabha¨ngigen Einzelsimula-
tionen je Systemgro¨ße lassen also keine Aussage u¨ber das relative Phasengewicht zu.
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Wir ermitteln u¨ber einen Gaußfit an die jeweilige EnergiedichteverteilungN
(i)
can(e, βT ),
i = 1, 2 die Positionen der Phasenpeaks e1(L) und e2(L), definiert u¨ber ∂e log(N
(i)
can) =
0. Der Fitbereich ist dabei nicht symmetrisch um die vermeintliche Peakposition
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ei(L) gewa¨hlt, sondern mit [e1 − 13σ; e1 + 23σ] bzw [e2 − 23σ; e2 + 13σ] an der je-
weils a¨ußeren (dem Gap abgewandten) Flanke orientiert. σ stellt die approximative
Halbwertsbreite dar. Dies ist insbesondere fu¨r die kleineren Systeme von Bedeu-
tung, da der U¨berlapp beider Phasen die inneren Flanken der beiden Phasenpeaks
beeintra¨chtigt. In einer manuell rekursiven Prozedur ermitteln wir die Fehler der
Peakpositionen ∆ei(L) als systematische Fehler. Wir erhalten die in Tab. 4.5 ange-
gebenen Werte.
Die Genauigkeit wa¨chst fast ausnahmslos mit der Systemgro¨ße, was auf die mit
steigendem L schmaler werdenden Peaks zuru¨ckzufu¨hren ist. Die Genauigkeit der
Peakposition in der Coulombphase ist u¨berdies ho¨her als die der Confined Phase.
Dies ist in der Asymmetrie und der dadurch breiteren Verteilung der Confined Pha-
se begru¨ndet (siehe exemplarisch Fig. 4.4.1). Fu¨r L = 6, 8, 10 ist aus der auf βT
umgewichteten Verteilung keine Auspra¨gung in der Confined Phase auszumachen.
Somit ko¨nnen wir kein Maximum bestimmen. Fu¨r L = 20, 28 haben wir keine Kon-
figurationen der Confined Phase erzeugt. Inspektion der Daten in Fig. 4.9 legt einen
exponentiellen Fit nahe
ei(L) = ei(∞) + aie−biL . (4.39)
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Abbildung 4.9: Exponentielle Fits der Peakpositionen ei(L) aus (Tab. 4.5) an
Gl. (4.39). Darstellung links in linearer Energiskala, rechts logarithmisch.
Wir erhalten bei vernu¨nftiger Fitqualita¨t
e1 = e1(∞) = 0.654603(3) χ2d.o.f. = 0.84 (4.40)
e2 = e2(∞) = 0.627918(54) χ2d.o.f. = 0.30 , (4.41)
und bestimmen daru¨ber die latente Wa¨rme
G˜ = lim
V→∞
〈e〉coul − 〈e〉conf (4.42)
= e1 − e2 (4.43)
= 0.026685(54) . (4.44)
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Desweiteren erhalten wir fu¨r den Wert der Binder Kumulanten im thermodynami-
schen Limes in U¨bereinstimmung mit Gl. (4.38)
U˜ = −(e
2
1 − e22)2
12e21e
2
2
(4.45)
= −5.777(16) 10−4 . (4.46)
Es ist anzumerken, dass wegen der Asymmetrie und des U¨berlapps der Verteilungen
die Identifikation ei = 〈e〉i fu¨r endliches Volumen nicht zula¨ssig ist. Erst im ther-
modynamischen Limes ist die Peakposition ein sinnvoller Scha¨tzwert fu¨r die innere
Energie der jeweiligen Phase.
Die sehr gute U¨bereinstimmung der Werte von G˜ (Gl. (4.44)) mit G (Gl. (4.30))
sowie von U˜ (Gl. (4.46)) mit U (Gl. (4.38)) liefert einen weiteren Hinweis fu¨r die
Gu¨ltigkeit des FSS 1.Ordnung im Rahmen der Genauigkeit unserer Messungen. Ent-
scheidend fu¨r die Bestimmung der Ordnung des Phasenu¨bergangs ist die Beantwor-
tung der Frage, ob der Wert des Gaps im Grenzwert unendlich großer Systeme von
Null verschieden ist. Das nicht verschwindende Gap G˜, welches bereits auf den von
uns zusa¨tzlich untersuchten Systemgro¨ßen 18 < L ≤ 32 u¨berzeugend kleine Vo-
lumeneffekte aufweist (siehe linke Fig. 4.5), kann definitiv als numerischer Beleg
der Diskontinuita¨t gewertet werden. Wir erinnern daran, dass die Grundlage dieser
”
direkten“ Messung des Gaps alleinig die verla¨ssliche Kenntnis eines pra¨zisen Scha¨tz-
wertes fu¨r die kritische Kopplung ist. Letztere sehen wir mit der hohen Genauigkeit
und Stabilita¨t der Bestimmung von βT in Kapitel 4.3 als gegeben an.
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κ Lmin χ
2
d.o.f. βc(∞) ν−1
Cv/β
2 6 15.1 1.011240(24) 3.213(40)
8 1.67 1.011189(11) 3.402(36)
10 0.46 1.011166(09) 3.540(49)
12 0.34 1.011147(14) 3.70(12)
∂β(Cv/β
2) 6 8.52 1.011207(18) 3.252(47)
8 1.11 1.011169(09) 3.476(46)
10 0.27 1.011150(07) 3.662(61)
12 0.33 1.011139(14) 3.82(19)
U2 6 13.2 1.011233(22) 3.258(36)
8 1.39 1.011187(10) 3.431(32)
10 0.50 1.011166(09) 3.549(50)
12 0.31 1.011146(13) 3.72(11)
∂βU2 6 7.59 1.011203(17) 3.303(43)
8 0.98 1.011168(08) 3.508(42)
10 0.28 1.011151(07) 3.674(59)
12 0.28 1.011138(12) 3.85(17)
U4 6 12.7 1.011232(21) 3.271(35)
8 1.60 1.011187(11) 3.437(33)
10 0.49 1.011165(09) 3.566(49)
12 0.33 1.011145(14) 3.73(11)
∂βU4 6 7.42 1.011201(16) 3.324(42)
8 0.92 1.011167(08) 3.523(40)
10 0.28 1.011150(07) 3.680(59)
12 0.33 1.011139(14) 3.83(18)
κ3 6 8.52 1.011207(18) 3.252(47)
8 1.11 1.011169(09) 3.476(46)
10 0.27 1.011150(07) 3.662(61)
12 0.33 1.011139(14) 3.82(19)
κ4 6 5.35 1.011184(14) 3.319(63)
8 0.70 1.011155(07) 3.627(64)
10 0.20 1.011142(06) 3.884(92)
12 0.26 1.011133(10) 4.13(28)
κ5 6 9.69 1.011220(20) 3.232(42)
8 1.04 1.011177(09) 3.438(38)
10 0.44 1.011159(09) 3.579(66)
12 0.32 1.011140(13) 3.80(15)
κ6 6 4.10 1.011198(14) 3.292(43)
8 1.63 1.011172(13) 3.453(67)
10 0.15 1.011146(06) 3.733(54)
12 0.23 1.011138(13) 3.85(19)
Tabelle 4.2: Fitresultate der Kopplungen β¯κ an den Fitansatz 2. Ordnung Gl. (4.28).
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Lmin kmax χ
2
d.o.f. G A1
14 1 1.33 0.02714(11) 2.48(8)
12 1 11.6 0.02753(20) 2.16(9)
2 0.14 0.02684(6) 2.97(12)
10 1 75.0 0.02811(36) 1.83(9)
2 3.15 0.02718(14) 2.56(9)
3 0.03 0.02675(4) 3.15(5)
8 1 532 0.02928(68) 1.40(8)
2 22.9 0.02764(23) 2.19(9)
3 2.04 0.02709(12) 2.69(9)
4 0.02 0.02672(2) 3.22(4)
6 1 3372 0.03127(13) 0.98(7)
2 292 0.02879(55) 1.63(9)
3 15.8 0.02753(20) 2.29(8)
4 1.80 0.02706(4) 2.72(7)
Tabelle 4.3: Fit der Maxima von Cv/β
2 aus Tab. 4.8 an Gl. (4.29).
Lmin kmax χ
2
d.o.f. κ5V
−4/10−8 D1
14 1 0.05 0.1703(10) .5565(56)
12 1 0.07 0.1713(7) .5501(26)
2 0.08 0.1698(19) .5639(160)
10 1 1.09 0.1682(22) .5645(54)
2 0.21 0.1731(16) .5327(89)
3 0.11 0.1690(26) .5765(263)
8 1 6.82 0.1624(44) .5858(75)
2 0.29 0.1713(13) .5446(46)
3 0.24 0.1733(19) .5298(122)
4 0.12 0.1687(18) .5828(43)
6 1 217 0.1375(221) .6580(272)
2 0.30 0.1722(10) .5403(22)
3 0.31 0.1713(14) .5451(54)
4 0.25 0.1734(20) .5288(134)
Tabelle 4.4: Resultate der Fits fu¨r die Maxima von κ5 an den Ansatz Gl. (4.31).
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L e1 e2
6 0.66107(22)
8 0.65803(20)
10 0.65654(11)
12 0.65568(13) 0.62568(42)
14 0.65529(07) 0.62643(19)
16 0.65507(06) 0.62711(09)
18 0.65488(06) 0.62734(08)
20 0.65478(05)
22 0.65465(05) 0.62777(13)
24 0.65468(08) 0.62782(09)
28 0.65463(07)
32 0.654607(3) 0.62786(13)
Tabelle 4.5: Peakpositionen e1 und e2 der Coulomb-, bzw Confined Phase der Ver-
teilungen N
(i)
can(e, βT ).
L β¯(Cv/β
2) β¯(∂βCv) β¯(U2) β¯(∂βU2) β¯(U4) β¯(∂βU4)
6 1.001730(14) 1.005011(14) 1.001347(14) 1.004683(14) 1.001138(14) 1.004479(15)
8 1.007403(11) 1.008728(11) 1.007301(11) 1.008636(12) 1.007237(11) 1.008572(12)
10 1.0094029(91) 1.0100330(93) 1.0093677(89) 1.0099995(93) 1.0093394(90) 1.0099741(93)
12 1.0102381(67) 1.0105754(67) 1.0102211(67) 1.0105594(67) 1.0102087(67) 1.0105472(68)
14 1.0106304(72) 1.0108233(76) 1.0106222(72) 1.0108158(75) 1.0106155(73) 1.0108086(75)
16 1.0108357(56) 1.0109534(57) 1.0108311(57) 1.0109490(58) 1.0108272(57) 1.0109450(57)
18 1.0109432(49) 1.0110182(52) 1.0109405(49) 1.0110157(51) 1.0109379(49) 1.0110131(52)
Tabelle 4.6: Positionen der Extrema β¯max(Cv/β2) , β¯max(∂βCv/β2), β¯min(U2),
β¯min(∂βU2), β¯min(U4), β¯min(∂βU4) in Abha¨ngigkeit von der Gittergro¨ße L.
L β¯(κ3) β¯(κ4) β¯(κ5) β¯(κ6)
6 1.005011(14) 1.007396(14) 1.003844(13) 1.005477(23)
8 1.008728(11) 1.009688(12) 1.008259(11) 1.008946(13)
10 1.0100330(93) 1.0104929(95) 1.0098118(93) 1.0101246(99)
12 1.0105754(67) 1.0108206(70) 1.0104541(71) 1.0106277(66)
14 1.0108233(76) 1.0109653(77) 1.0107551(77) 1.0108536(80)
16 1.0109534(57) 1.0110399(58) 1.0109121(57) 1.0109713(60)
18 1.0110182(52) 1.0110736(53) 1.0109918(53) 1.0110295(68)
Tabelle 4.7: Positionen der Extrema β¯min(κ3), β¯max(κ4), β¯max(κ5), β¯min(κ6) in
Abha¨ngigkeit von der Gittergro¨ße L.
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L V˜ −1 · Cv/β2 V˜ −1 · ∂βCv U¯2 V˜ −1 · ∂βU2 U¯4 V˜ −1 · ∂βU4
6 0.96807(82)E-03 0.12478(22) -.25676(23)E-02 -.42809(74)E-04 -.34302(31)E-02 -.57177(99)E-04
8 0.54564(70)E-03 0.18516(47) -.13937(18)E-02 -.19093(48)E-04 -.18604(24)E-02 -.25484(65)E-04
10 0.37702(75)E-03 0.27980(97) -.9450(20)E-03 -.11523(41)E-04 -.12610(26)E-02 -.15377(54)E-04
12 0.29274(66)E-03 0.4200(16) -.7258(17)E-03 -.8225(32)E-05 -.9683(23)E-03 -.10974(43)E-04
14 0.24838(77)E-03 0.6357(33) -.6117(19)E-03 -.6662(35)E-05 -.8161(26)E-03 -.8887(46)E-05
16 0.22258(76)E-03 0.9487(53) -.5459(19)E-03 -.5798(33)E-05 -.7283(25)E-03 -.7735(44)E-05
18 0.2070(10)E-03 1.397(11) -.5063(25)E-03 -.5312(41)E-05 -.6754(33)E-03 -.7085(55)E-05
Tabelle 4.8: Extrema max(Cv/β2) , max(∂β(Cv/β2), min(U2), min(∂βU2), min(U4),
min(∂βU4) in Abha¨ngigkeit von der Gittergro¨ße L.
L V˜ −2 · κ¯3 V˜ −3 · κ¯4 V˜ −4 · κ¯5 V˜ −5 · κ¯6
6 -1.5707(28)E-05 3.3703(84)E-07 5.579(18)E-08 -27.73(10)E-10
8 -.7373(19)E-05 1.2602(47)E-07 1.6119(73)E-08 -6.259(36)E-10
10 -.4563(16)E-05 0.6772(33)E-07 0.7368(45)E-08 -2.460(18)E-10
12 -.3303(13)E-05 0.4460(24)E-07 0.4363(29)E-08 -1.315(10)E-10
14 -.2698(14)E-05 0.3444(25)E-07 0.3153(28)E-08 -.8925(98)E-10
16 -.2360(13)E-05 0.2901(23)E-07 0.2548(25)E-08 -.6924(76)E-10
18 -.2169(17)E-05 0.2612(27)E-07 0.2237(29)E-08 -.5928(91)E-10
Tabelle 4.9: Extrema min(κ3) , max(κ4) , max(κ5), min(κ6).
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Kapitel 5
Sto¨rungstheoretische
Betrachtungen
In diesem Kapitel wollen wir die soweit gewonnenen Resultate mit Aussagen der
Sto¨rungstheorie im Bereich schwacher Kopplung (β = 1/e2 groß) konfrontieren.
Eine perturbative Entwicklung der Zustandssumme, welche explizit die periodi-
schen Randbedingungen des Gitters beru¨cksichtigt, erlaubt eine halbanalytische
Bestimmung der freien Energie in der Coulomb Phase FI(β, L). Eine zusa¨tzliche
Abscha¨tzung der deutlich kleineren freien Energie der Cofinement Phase FII(β, L)
ermo¨glicht die Vorhersage verschiedener Gro¨ßen am Punkt des Phasengleichgewichts,
FI(βeq(L), L) = FII(βeq(L), L). Wir werden hieraus eine Vorhersage fu¨r das Skalen-
verhalten der pseudokritischen Kopplung βeq(L) sowie fu¨r die Asymmetrie log(X)
des relativen Phasengewichts am Phasenu¨bergang gewinnen. Die zum Teil sehr
aufwa¨ndigen Rechnungen dieses Kapitels sind detailliert in Anhang B wiedergege-
ben. Sie gehen im Wesentlichen auf Burkhard Bunk zuru¨ck und bilden die Grundlage
einer gemeinsamen Vero¨ffentlichung [76].
5.1 Notation
Wir betrachen die kompakte U(1) Eichtheorie in Gittereinheiten a = 1 auf einem
d-Torus L1 × L2 × ...× Ld
Z =
∫
DU e−S(U)
Uµ(x) = e
iAµ(x)
DU =
∏
xµ
dAµ(x)
2pi
S(U) = β
∑
p
Re (1− Up)
=
β
2
∑
xµν
(1− cosFµν(x))
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= β
∑
xµν
sin2
Fµν(x)
2
. (5.1)
und definieren das Systemvolumen V , die freie Energie F und die innere Energie E
V = Ld
Z = eF
E = ∂βF.
5.2 Coulomb Phase
Durch die Addition eines zusa¨tzlichen, explizit nicht eichinvarianten Terms zur Wir-
kung Gl. (5.1) fixieren wir analog zur Eichtheorie im Kontinuum die Eichung fu¨r
eine Sto¨rungsentwicklung in der schwachen Kopplung
Sgf =
1
ξ
∑
x
β
2
(
∂¯µ ImUµ(x)
)2
,
∂¯µf(x) = f(x)− f(x+ µ), ∂¯µ = ∂†µ . (5.2)
U¨ber eine spezielle Eichtransformation
Uµ(x) → UΩµ (x) = Ω(x)Uµ(x)Ω†(x+ µ) (5.3)
Aµ(x) → AΩµ (x) = Aµ(x)−Bµ − ∂µϕ(x) (5.4)
mit Bµ ∈ [0, 2pi/Lµ] (5.5)
ϕ(x) ∈ [0, 2pi], (5.6)
fu¨hren wir kollektive Koordinaten Bµ und ϕ(x) ein. Die Faddeev-Popov Determi-
nante ∆FP (U) dieser Koordinatentransformation ergibt sich aus dem Wert der eich-
fixierenden Wirkung zu
∆(U)−1 =
∫
DΩ expSgf(U
Ω), (5.7)
wobei
∫
DΩ die Integration u¨ber alle Eichtransformationen meint. Wir erhalten
damit die Identita¨t
1 = ∆FP (A)
∫ ∏
µ
dBµ
∏
µ
δ
(
Bµ − V −1
∑
x
Aµ(x)
)
(5.8)
∫
Dϕ exp
{
−β
2
∑
x
[
∂¯µ sin[Aµ(x)−Bµ − ∂µϕ(x)]
]2}
(5.9)
mit Dϕ =
∏
x
dϕ(x)
2pi
. (5.10)
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∆FP (A) ist invariant unter Eichtransformationen im allgemeinen und der Transfor-
mation Aµ(x) → Aµ(x) +B′µ + ∂µϕ′(x) im speziellen.
Wir schreiben fu¨r die Zustandssumme
Z =
∫ ∏
µ
dBµ
∫
Dϕ
∫
DU∆FP (A)
∏
µ
δ
(
Bµ − V −1
∑
x
Aµ(x)
)
(5.11)
e−S(U) exp
{
−β
2
∑
x
[
∂¯µ sin[Aµ(x)−Bµ − ∂µϕ(x)]
]2}
, (5.12)
und entwickeln Aµ(x) um eine Konfiguration minimaler Wirkung S(U)
Aµ(x) = Bµ + ∂µϕ(x) + aµ(x) . (5.13)
Wegen der Invarianz von S(U) und ∆FP (A) ha¨ngen beide nur von den Fluktuationen
aµ(x) ab
Z =
∫ ∏
µ
dBµ
∫
Dϕ
∫
Da∆FP (a)
∏
µ
δ
(
V −1
∑
x
aµ(x)
)
(5.14)
exp
{
−β
2
∑
x,µ,ν
(1− cos fµν(x))−−β
2
∑
x
[
∂¯µ sin aµ(x)
]2}
(5.15)
mit Da =
∏
x
daµ(x)
2pi
. (5.16)
fµν(x) stellt den Feldsta¨rketensor (Gl. (2.28)) bezu¨glich aµ(x) dar. Nach der Isolation
der Nullmoden und Ausfu¨hrung der Integration u¨ber Bµ und ϕ
∏
µ
δ
(
V −1
∑
x
aµ(x)
)
= V D/2
∏
µ
δ
(
V −1/2
∑
x
aµ(x)
)
(5.17)∫ ∏
µ
dBµ = (2pi)
DV −1 (5.18)∫
Dϕ = 1 , (5.19)
kann die Zustandssumme in erster Ordnung Sto¨rungstheorie berechnet werden
Z ' (2piβ)−(3/2)(V−1)V 1/2
∏
p
′
[∑
µ
2(1− cos pµ)
]−1
(5.20)
β → 1/e2R .
Das gestrichene Produkt
∏
p
′ meint die Auslassung von p = 0. Da die Sto¨rungstheo-
rie in lediglich erster Ordnung das Rennen der Kopplung nicht wiedergeben kann,
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beschreiben wir die Zustandssumme u¨ber die renormierte Kopplung eR. Der Wert
dieser Kopplung in unmittelbarer Na¨he des Phasenu¨bergangs muss u¨ber eine Ex-
trapolation nicht-sto¨rungstheoretischer Messungen in der Coulomb-Phase auf dem
Gitter ermittelt werden.
Die in der Berechnung der freien Energie F = logZ auftauchenden Modensummen
sind im Anhang B detailliert behandelt. Wir zitieren hier nur das Resultat der
Gitterregularisierung im isotropen Fall Lk = L aus Anhang B.2:
−ζ ′d(0;L1 . . . Ld) =
∑
p
′
log
∑
µ
2(1− cos pµ)
= bdL
d + 2 logL− fd(L1 . . . Ld)− f (1)d (L1 . . . Ld)L−2 +O(L−4)
d bd fd f
(1)
d
1 0 0 0
2 1.166244 1.054688 0.501531
3 1.673389 1.453847 1.484069
4 1.999708 1.701216 3.122151
Tabelle 5.1: bd, fd und f
(1)
d fu¨r ein hyperkubisches Gitter
Die freie Energie der Coulombphase fu¨r das 4d isotrope Gitter mit periodischen
Randbedingungen berechnet sich zu
FI = logZ = −3
2
(V − 1) log(2pi
e2R
) + log(V 1/2)−
∑
p
′
log
∑
µ
2(1− cos pµ)
≡ V fI(β) + ∆FI(β, L) (5.21)
mit ∆FI(β, L) =
3
2
log(
2pi
e2R
) + f4 + f
(1)
4 L
−2 +O(L−4) . (5.22)
Dazu sind zwei wesentliche Anmerkungen zu machen:
• Der logarithmische Term der Modensumme 2 log(L) hebt sich nur in 4 Dimen-
sionen gegen log(V 1/2) heraus. Damit haben wir bis einschliesslich O(L−2)
keine logarithmischen Beitra¨ge zu den Korrekturen der freien Energie.
• Das Fehlen derartiger logarithmischer Korrekturterme ist ebenfalls spezifisch
fu¨r das isotrope Gitter Lµ = L. Die Geometrie V = L
3× T , T À L beispiels-
weise fu¨hrt auf folgende Modensumme:∑
p
′
log
∑
µ
2(1− cos pµ) = b4V + 2 log T − g3T
L
+O(e−2piT/L) . (5.23)
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Den Wert der Kopplung eR entnehmen wir der Literatur. Mit dem in Ref. [11] zi-
tierten endlichen Wert der renormierten Feinstrukturkonstante am Phasenu¨bergang
αT = e
2
R/4pi = 0.19(1) (in U¨bereinstimmung mit [10]) sind wir in der Lage, die freie
Energie der Coulombphase aus Gl. (5.22) numerisch zu bestimmen:
∆FI(βT , L = ∞) = 3.15 (8) . (5.24)
Die Genauigkeit ist ausschließlich durch den Fehler der renormierten Kopplung ge-
geben. Die Konstanten fd und f
(1)
d sind numerisch beliebig genau berechenbar.
5.3 Confinement Phase
In der Confinement Phase dominieren Eichba¨lle und Stringzusta¨nde das Finite Si-
ze Verhalten. In [77] wurde die Zustandssumme einer Grenzfla¨che mit periodischen
Randbedingungen berechnet, deren d-dimensionelle Oberfla¨che Ld durch die Koor-
dinaten 0 ≤ xk ≤ Lk, k = 1, ..., d parametrisiert sei. Die Fluktuationen dieser Grenz-
fla¨che gegen die Oberfla¨chenspannung σ seien durch Auslenkungen zα(x), α = 1, ..., d⊥
im verbleibenden transversalen Raum T d⊥ gegeben. Damit la¨ßt sich die Zustands-
summe
Zinterface =
∫
D[z] exp(−σ∫ dA) , (5.25)
angeben, wobei dA ein Fla¨chenelement der Phasengrenzfla¨che sei. Fu¨r σLd À 1
betrachten wir in quadratischer Na¨herung der Wirkung
Zinterface '
∫
D[z] exp(−σLd − σ
2
∫
ddx[5z(x)]2) . (5.26)
Analog zur Coulombphase kann u¨ber eine Koordinatentransformation (hier eine glo-
bale Translation) die Nullmode des quadratischen Terms separiert werden. Es ver-
bleibt die Summe u¨ber alle Impulse pk = (2pink)/Lk 6= 0
Zinterface ' T
(
σLd
2pi
) 1
2
exp(−σLd − 1
2
∑′
p log p
2 ) . (5.27)
Die Regularisierung der Summe
∑′
p log p
2 unter Verwendung der ζ–Funktion ist
im Anhang Anhang B beschrieben. Wir ko¨nnen das Ergebnis mit Hilfe der bereits
bekannten Koeffizienten fd aus Tab. 5.1 ausdru¨cken:
Zinterface '
(
T cd σ
1
2L
d
2
−1
)d⊥
exp(−σLd), fu¨r σLd →∞, (5.28)
σd =
√
2 e
1
2
(fd−log 4pi) (5.29)
mit c1 = (2pi)
− 1
2 (5.30)
c2 = 0.675978
c3 = 0.825294
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Man beachte, dass fu¨r das isotropische 4d-Gitter T = L und d⊥ = 4− d gilt.
Ein Eichball als periodisch geschlossener Loop um ein 1d Objekt der La¨nge L liefert
mit Masse σ = mgb den dominanten Beitrag zum finite size Effekt:
Zgb =
(
mgbL
2pi
)3/2
e−mgbL (5.31)
Die leichtesten Eichba¨lle 0++ der Masse m0++ ≈ 0.35 1 liefern den gro¨ßten Bei-
trag. Eine Analyse von Gl. (5.31) zeigt, dass schwerere Eichba¨lle der Masse m =
xm0++ , x ≥ 1 mit kleinerem Z beitragen sofern x− 3/(2m0++L) log x > 1. Fu¨r den
eigentlichen Gu¨ltigkeitsbereich von Gl. (5.31) mL À 1 ist diese Bedingung trivial
erfu¨llt.
Ein 2d Stringzustand der Gro¨ße L× L tra¨gt gema¨ß Gl. (5.31) mit
Zst = c
2
2 (σstL
2) e−σstL
2
(5.32)
bei. Mit der Stringtension σst ≈ 0.06 berechnen wir die Eichball- und Stringbeitra¨ge
approximativ fu¨r die von uns untersuchten Gitter:
L Zgb Zst
6 .023661 .113826
8 .018090 .037714
10 .012555 .006796
12 .008195 .000698
14 .005128 .000042
16 .003111 .000001
18 .001844 3× 10−8
5.4 Phasengleichgewicht
Wir definieren die Kopplung des Phasengleichgewichts, βeq(L), durch die Forderung
gleich großer freier Energien in den beiden koexistierenden Phasen:
FI(βeq(L), L) = FII(βeq(L), L) . (5.33)
Im Kontinuumslimes L→∞, reduziert sich das Phasengleichgewicht auf die Gleich-
heit der bulk-Beitra¨ge
fI(βeq(∞)) = fII(βeq(∞)). (5.34)
1Die approximative Bestimmung der Eichballmasse m0++ und der Stringtension σst basiert auf
Simulationen bei β = 1.010 auf Gittern der Gro¨ße L = 12, 14, 16 [78].
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Der Finite Fize Effekt der Confined Phase ist aufgrund der Exponentialterme in
Gl. (5.31) und (5.32) um mehrere Gro¨ßenordnungen kleiner als der Beitrag exp(∆FI)
der Coulomb Phase. Diese Aussage gilt nicht erst im Limes unendlich großer Volumi-
na, sondern bereits im Regime der von uns betrachteten Gittergro¨ßen. Wir na¨hern
daher im folgenden den Finite Size Effekt des gesamten Systems durch den Beitrag
der Coulomb Phase.
Eine Entwicklung von βeq um den Kontinuumswert
βeq(L) = βeq(∞) + δβ , (5.35)
ergibt fu¨r Gl. (5.33) unter Ausnutzung von Gl. (5.34)
EIδβ + ∆FI = EIIδβ . (5.36)
Die Energie Ei = ∂βFi steht fu¨r die innere Energie der jeweiligen Phase am Pha-
senu¨bergang βeq(∞). Mit dem Gap G = EI−EII6V , der Diskontinuita¨t in der Plaquette
Energie, ko¨nnen wir Gl. (5.36) umschreiben
δβ = −1
6
∆FI G
−1 L−4 . (5.37)
Damit erhalten wir die FSS Korrektur der Gleichgewichtskopplung:
βeq(L) = βeq(∞)− c4L−4 − c(1)4 L−6 +O(L−8) (5.38)
mit c4 =
1
6
(
f4 +
3
2
log(
2pi
e2R
)
)
G−1, (5.39)
c
(1)
4 =
1
6
f
(1)
4 G
−1 . (5.40)
5.5 Vergleich mit der Simulation
Das Resultat Gl. (5.38) weist auf einen Phasenu¨bergang erster Ordnung hin. Die
Differenz der inneren Energien fu¨r das unendlich ausgedehnte System ist von Null
verschieden Gl. (5.36). Wegen des verschwindenden Beitrags der Confined Phase
∆FII zur freien Energie fu¨r V → ∞ ist die Differenz der inneren Energien durch
den endlichen Term in ∆FI (Gl. (5.22)) gegeben. Die fu¨hrende Korrektur zur kriti-
schen Kopplung ist daher ∼ L−4.
Da ∆FII im Kontinuumslimes verschwindet, ergibt ∆FI des unendlich großen Sy-
stems am Phasenu¨bergang βT (Gl. (5.24)) einen Scha¨tzwert fu¨r die Asymmetrie des
Systems.
log(X) = ∆FI(βT , L = ∞) = 3.15 (8) . (5.41)
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Inspektion von Gl. (5.38) und Gl. (4.20) zeigt, dass c4 dem Koeffizienten des ersten
Borgs-Kotecky Korrekturterms B1 entspricht. In U¨bereinstimmung mit [73] leiten
wir aus Gl. (5.39) ab
B1 = − log(X)
6G
. (5.42)
Eine Mittelung der fettgedruckten Resultate fu¨r B1 in Tab. 4.1 ergibt zusammen
mit dem Wert des Gaps G aus Gl. (4.44)
log(X) = 3.21 (10) , (5.43)
als Scha¨tzwert der Asymmetrie im Rahmen des Borgs-Kotecky FSS. Wir konstatie-
ren volle U¨bereinstimmung mit log(X) = 3.18(12) aus [44] und mit dem unabha¨ngi-
gen Resultat der Sto¨rungstheorie auf dem Gitter in Gl. (5.41).
Die halbanalytische Vorhersage der fu¨hrenden Ordnung der Sto¨rungsentwicklung in
der renormierten Kopplung stimmt u¨berraschend gut mit dem Resultat der Finite-
size-scaling Analyse u¨berein. Das Auftreten eines Terms ∼ L−6 in Gl. (5.38) bein-
haltet allerdings eine Abweichung von der Borgs-Kotecky Vorhersage. Die Gro¨ße
dieser Abweichungen kann jedoch ohne die Kenntnis der Terme ho¨herer Ordnung in
der Sto¨rungsentwicklung nicht genauer quantifiziert werden. Solche Abweichungen
relativieren das heuristisch auf die U(1) Gitterichtheorie u¨bertragene BK-Verfahren
zu einem effektiven Verfahren. Abweichungen vom asymptotischen Skalenverhalten
in Form ho¨herer Korrekturterme bleiben pha¨nomenologischer Natur, solange keine
FSS-Theorie spezifisch fu¨r die jeweilige Gittertheorie hergeleitet werden kann.2
Entscheidend fu¨r die Ordnung des Phasenu¨bergangs ist der asymptotische Term
∼ L−4, welcher durch die in diesem Kapitel berechneten Kopplungskorrekturen
besta¨tigt wird. Damit stellt der nicht verschwindende L−6 Term unsere Schlussfol-
gerung eines endlichen Gaps und damit eines diskontinuierlichen Phasenu¨bergangs
keineswegs in Frage.
2Es ist in diesem Zusammenhang instruktiv, entsprechende Untersuchungen zum dreidimensio-
nalen 3-Zusta¨nde Pottsmodell [70] zu machen, welches ebenfalls einen Phasenu¨bergang schwach
erster Ordnung aufweist. Die Autoren stellen auch dort Abweichungen zur 1/V Entwicklung der
Korrekturen fest.
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Kapitel 6
Zusammenfassung
Ziel dieser Arbeit war es, die Ordnung des Phasenu¨bergangs in der u¨ber die Wilson-
wirkung definierten reinen U(1)-Gittereichtheorie in vier Dimensionen zu ermitteln.
Dazu wurde eine parallele Implementation des multikanonischen Hybrid Monte Car-
lo Algorithmus (MHMC) entwickelt, welche in der Lage ist, auch Systeme gro¨ßer 124
effektiv zu simulieren. Die durchgefu¨hrten Simulationen bis zur Gro¨ße 184 konnten
zeigen, dass es mit Hilfe des MHMC mo¨glich ist, das statistische Gewicht der in der
Na¨he des Phasenu¨bergangs unterdru¨ckten Konfigurationen zwischen Confined- und
Coulombphase anzuheben und ein Sample mit hinreichend konstanter Energiedichte
zu generieren. Die Messung der integrierten Autokorrelation zeigte die U¨berwindung
des exponentiellen Slowing down. Eine Untersuchung der Performanz des MHMC auf
zwei unterschiedlichen Rechner-Plattformen ergab, dass der parallele Algorithmus
gut mit der Zahl der verwendeten Prozessoren skaliert. Wir konnten die Erzeugung
der O(106 − 107) Konfigurationen je Gittergro¨ße mit Gewinn auf 8 ≤ p ≤ 64 Pro-
zessoren verteilen.
Um die Arbeitshypothese eines Phasenu¨bergangs schwach erster Ordnung von einem
U¨bergang zweiter Ordnung abgrenzen zu ko¨nnen, untersuchten wir das Skalieren von
zehn algebraisch unabha¨ngigen Momenten der Plaquettenergie auf den Volumina
V = L4 mit L = 6, 8, 10, 12, 14, 16, 18. Im Rahmen des Borgs-Kotecky Finite-size-
scaling (FSS) Szenarios, dessen Anwendung auf die U(1) Gittereichtheorie soweit
nur heuristisch motiviert ist, konnten wir einen pra¨zisen und stabilen Scha¨tzwert
fu¨r die kritische Kopplung βT = 1.0111331(21) bestimmen. Die Genauigkeit des Re-
sultats konnte mit einem relativen Fehler von 2 · 10−6 gegenu¨ber der Literatur um 2
Gro¨ßenordnungen verbessert werden. Die Stabilita¨t der kritischen Kopplung (zum
einen bezu¨glich der maximalen Ordnung der Korrekturterme des Fitansatzes als
auch bezu¨glich der gewa¨hlten Observable) weist diese Messung als solide Grundlage
fu¨r die Analyse des Phasenu¨bergangs aus. Die Untersuchung der pseudokritischen
Kopplung einer Observablen mit nur exponentiellen FSS-Korrekturen besta¨tigte den
Wert der kritischen Kopplung mit vergleichbarer Genauigkeit und unabha¨ngig vom
obigen Fitansatz.
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Der Borgs-Kotecky Zugang fu¨r die Kumulantenextrema lieferte akzeptable Genauig-
keit und Stabilita¨t sowohl fu¨r die spezifische Wa¨rme als auch fu¨r die beiden Binder
Kumulanten. Die ho¨heren Ableitungen der freien Energie κ4,5,6 zeigten ein durch
schnellere Konvergenz verbessertes Skalenverhalten. Von besonderer Bedeutung fu¨r
die Bestimmung der Ordnung des Phasenu¨bergangs ist der aus dem FSS resultie-
rende Wert der latenten Wa¨rme im Kontinuumslimes G = 0.026721(59) und der
Wert des Minimums der Binder Kumulante U4 fu¨r das unendlich ausgedehnte Sy-
stem U = −5.816(27) 10−4.
Weder die Kopplungen noch die Extrema der Kumulanten selbst ließen sich auf der
Grundlage unserer Daten durch einen asymptotischen Fitansatz zweiter Ordnung
hinreichend beschreiben. In keinem Fall konnte Stabilita¨t der Kopplung des Kumu-
lanten oder des kritischen Exponenten erlangt werden.
Die Hypothese eines diskontinuierlichen Phasenu¨bergangs wurde u¨ber eine
”
direk-
te“ Messung des Energiegaps G˜ des unendlich großen Systems weiter erha¨rtet. Dazu
wurden unsere Simulationen der Systeme L ≤ 18 um metastabile Simulationen der
Systeme L = 20, 22, 24, 28, 32 exakt am Phasenu¨bergang βT erga¨nzt. Wir ermitteln
die Positionen der Energiedichtepeaks ei(L) in der Coulomb- und in der Confined
Phase. Ein exponentieller Fit erlaubt die Bestimmung des Gaps G˜ = e1(∞)−e2(∞).
Wir konstatieren fu¨r G˜ = 0.026685(54) und fu¨r den Wert der Binder Kumulan-
ten U˜ = −5.777(16) 10−4 U¨bereinstimmung mit den jeweiligen Werten der Borgs-
Kotecky FSS G und U . Entscheidend fu¨r die Beantwortung der Frage nach der
Ordnung des Phasenu¨bergangs ist die Besta¨tigung, dass der Wert des Gaps im
Grenzwert unendlich großer Systeme von Null verschieden ist. Wir betonen, dass
dieses Ergebnis auf der Annahme genauer Kenntnis von βT beruht. Insofern ko¨nnen
wir schließen, dass unsere Daten ein sehr konsistentes Bild eines Phasenu¨bergangs
erster Ordnung liefern.
Die von Burkhard Bunk durchgefu¨hrte Berechnung der freien Energien in Coulomb-
und Confined Phase in erster Ordnung Sto¨rungstheorie auf dem Gitter erlaubt in
Kombination mit einer Extrapolation der renormierten Kopplung die halbanalyti-
sche Berechnung eines Scha¨tzwertes fu¨r die Asymmetrie log(X) = 3.15(8). Dieser
Wert stimmt mit unserem numerischen Resultat des 1/V -Korrekturterms der Kopp-
lung von log(X) = 3.21(10) hervorragend u¨berein. Diese Form der Sto¨rungstheorie
auf dem Gitter besta¨tigt u¨berdies das asymptotische Skalieren der Kopplung erster
Ordnung ∼ L−4.1 Wir resu¨mieren, dass die halbanalytische Sto¨rungstheorie auf dem
Gitter mit dem Borgs-Kotecky FSS konsistente Resultate in fu¨hrenden Ordnung des
Skalenverhaltens der kritischen Kopplung liefert.
Die im Kontinuumslimes von Null verschiedene latente Wa¨rme G˜ ist als numerischer
Nachweis der Diskontinuita¨t des Phasenu¨bergangs in der fundamentalen Darstellung
der 4d kompakten U(1) Gittereichtheorie zu werten.
1Bemerkenswert ist, dass dies nur in der vierdimensionalen U(1) gilt. In Dimensionen 6= 4
tauchen fu¨hrende Terme ∼ log(L) auf.
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Anhang A
Datenanalyse
A.1 Integrierte Autokorrelation
Um den statistischen Fehler des gescha¨tzten Ensemblemittelwertes
µˆO =
1
N
N∑
i=1
Oi , (A.1)
zu ermitteln, mu¨ssen wir der Korrelation des Samples Oi = O(φi) der Markov-
kette {φi}, i = 1, . . . , N Rechnung tragen. Zuna¨chst ein Hinweis zur Nomenkla-
tur: µ, C(t) und τint sind reelle Zahlwerte der tatsa¨chlichen statistischen Gro¨ßen,
wa¨hrend es sich bei deren Approximation (Scha¨tzwert) um Zufallsvariablen handelt.
Diese Scha¨tzwerte sind durch Hu¨te gekennzeichnet. Wir verstehen in U¨bereinstim-
mung mit Gl. (3.38) aus Kapitel 3.2.2 unter 〈 〉 den tatsa¨chlichen Erwartungswert
des jeweiligen Operators.
Die Varianz des gescha¨tzten Ensemblemittelwertes berechnet sich zu
σ2µˆO = 〈µˆ2O〉 − 〈µˆO〉2 wobei 〈µˆO〉 = µO
=
1
N2
〈
N∑
i,k=1
OiOk〉 − µ2O
=
1
N2
N∑
i,k=1
(〈OiOk〉 − µ2O)
=
1
N2
N∑
i,k=1
CO(i− k)
=
1
N
N−1∑
t=−(N−1)
(
1− |t|
N
)
CO(t)
≈ 1
N
2τint(O) CO(0) fu¨r N À τ . (A.2)
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Hierbei ist τ die fu¨r den exponentiellen Abfall der normierten Autokorrelationsfunk-
tion ρO(t) ∼ exp(−|t|/τ) charakteristische Zeit τexp(O) ≈ τint(O).
Um das Resultat aus Gl. (A.2) fu¨r die Fehlerberechnung anwendbar zu machen,
mu¨ssen wir sinnvolle Scha¨tzwerte fu¨r die apriori unbekannten Gro¨ßen CO(t) und
τint(O) finden. Wir fordern fu¨r einen Scha¨tzwert, dass dessen Varianz im Limes
N →∞ verschwindet. Der naheliegende Scha¨tzwert der Autokorrelationsfunktion
CˆO(t) =
1
N − |t|
N−|t|∑
i=1
(Oi − µˆO)(Oi+|t| − µˆO) , (A.3)
erfu¨llt diese Forderung. Analog la¨sst sich auch die normierte Autokorrelationsfunk-
tion ρˆO(t) = CˆO(t)/CˆO(0) abscha¨tzen. Hingegen fu¨hrt der naive Ansatz
τˆint,naiv(O) =
1
2
N−1∑
t=−(N−1)
ρˆO(t) , (A.4)
zu einer nichtverschwindenden Varianz und stellt damit eine unbrauchbare Abscha¨tzung
dar [79]. Wa¨hlt man jedoch, wie in Ref. [80] vorgeschlagen, fu¨r den symmetrischen
Summationsbereich einen cutoff M , der das Rauschen von ρˆO(t) bei grossem |t|
unterdru¨ckt, so kann τint selbstkonsistent approximiert werden durch
τˆint,M(O) =
1
2
M∑
t=−M
ρˆO(t) . (A.5)
Selbstkonsistent meint hier, dass das Ergebnis fu¨r hinreichend hohes N stabil ge-
genu¨ber Variation von M in einem sinnvoll gewa¨hlten Bereich ist. Wir wa¨hlen ganz-
zahlige Werte aus dem Intervall
M ∈ [4τˆint,M, 8τˆint,M] . (A.6)
Die Varianz des so berechneten Scha¨tzwertes τˆint,M kann approximiert werden durch
[79]:
σ2(τˆint,M) ≈
2(2M + 1)
N
τˆ 2int,M . (A.7)
Es sei angemerkt, dass die Wahl gro¨ßerer Werte von M in der Bestrebung, τint
genauer bestimmen zu ko¨nnen, nur in Verbindung mit einer sehr viel la¨ngeren Mar-
kovkette sinnvoll ist (τˆint,M < M ¿ N).
A.2 Jackknife Fehleranalyse
Die Analyse korrelierter Daten kann ohne die zumeist numerisch schwer zuga¨ngliche
Auswertung der Kovarianzmatrix durch die Analyse von Teilensembles der Gesamt-
statistik erfolgen.
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Wir bilden aus einem bestehenden Sample S = {φ1, φ2, . . . , φN} von N Konfigura-
tionen Nblk Subsamples Si durch Auslassung von Blo¨cken der La¨nge l = N/Nblk
Si = {φ1, . . . , φl·(i−1), φl·(i+1), . . . , φN} . (A.8)
Die Messung einer Observablen O auf dem Subsample i bezeichnen wir mit Oi. Der
Mittelwert des Gesamtsamples ergibt sich zu
µˆO =
1
Nblk
Nblk∑
i=1
Oi . (A.9)
Dessen Fehler kann fu¨r hinreichend großes l durch
∆l =
√√√√Nblk − 1
Nblk
Nblk∑
i=1
(Oi − µˆO)2 , (A.10)
gescha¨tzt werden. Der Fehler steigt in der Regel mit der Blockla¨nge l an. Erst ab
einer Blockla¨nge lmin la¨uft der Fehler der geblockten Daten in ein Plateau.
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Anhang B
Modensummen
B.1 ζ–Funktion Regularisierung
B.1.1 Definitionen
Wir betrachten eine Box der Gro¨ße L1 ×L2 × ...×Ld mit periodischen Randbedin-
gungen in allen Richtungen µ = 1, ..., d. Das Volumen dieser Box defininiere L
Ld ≡ L1 · · ·Ld. (B.1)
Die mo¨glichen Impulse eines Systems dieser Geometrie sind abza¨hlbar infinit
pk =
2pink
Lk
, nk ∈ Z. (B.2)
Modensummen, wie ∑
p
′
log p2, (B.3)∑
p
|p|, (B.4)
sind daher nur formale Ausdru¨cke, die regularisiert werden mu¨ssen.
Wir definieren die generalisierte ζ–Funktion
ζd(s;L1 . . . Ld) ≡
∑
p
′
(p2)−s, (B.5)
die fu¨r hinreichend großen Re s analytisch ist. Eine analytische Fortsetzung liefert
die regularisierten Modensummen [81]
−ζ ′d(0;L1 . . . Ld) =
∑
p
′
log p2, (B.6)
ζd(−1/2;L1 . . . Ld) =
∑
p
|p|. (B.7)
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B.1.2 Integraldarstellung
Exponenziere (p2)−s und fu¨hre die Summation der Moden mit Hilfe von Gl. (B.72)
und Gl. (B.88) aus:
ζd(s;L1 . . . Ld) =
1
Γ(s)
∑
p
′
∫ ∞
0
dt ts−1e−tp
2
=
1
Γ(s)
∫ ∞
0
dt ts−1
[∏
k
Ω(4pit/L2k)− 1
]
=
1
Γ(s)
(
L2
4pi
)s ∫ ∞
0
dt ts−1
[∏
k
Ω
(
L2
L2k
t
)
− 1
]
. (B.8)
Da Ω(t) ' t−1/2 fu¨r t → 0 (Gl. (B.87)), ist die Integraldarstellung gu¨ltig im Be-
reich Re s > d/2. Addition/Subtraktion von Termen verbessert die Konvergenz des
Integrals bei kleinem t:
∫ ∞
0
dt ts−1
[∏
k
Ω
(
L2
L2k
t
)
− 1
]
=
∫ ∞
0
dt ts−1
[∏
k
Ω
(
L2
L2k
t
)
− t−d/2θ(1− t)− θ(t− 1)
]
+
∫ 1
0
dt
[
ts−1−d/2 − ts−1]
⇒ ζd(s;L1 . . . Ld) = 1
Γ(s)
(
L2
4pi
)s { 1
s− d/2 −
1
s
(B.9)
+
∫ ∞
0
dt ts−1
[∏
k
Ω
(
L2
L2k
t
)
− t−d/2θ(1− t)− θ(t− 1)
]}
Damit ist der Pol s = d/2 isoliert und die analytische Fortsetzung nach s ≈ 0
offensichtlich:
1
Γ(s)
= s+O(s2) (B.10)
1
sΓ(s)
=
1
Γ(1 + s)
= 1 + CE s+O(s2) (B.11)
⇒ −ζ ′d(0;L1 . . . Ld) =
2
d
+ log
L2
4pi
+ CE
−
∫ ∞
0
dt
t
[∏
k
Ω
(
L2
L2k
t
)
− t−d/2θ(1− t)− θ(t− 1)
]
= 2 logL− fd(L1 . . . Ld) (B.12)
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mit
fd(L1 . . . Ld) ≡ log 4pi − CE − 2
d
+
∫ ∞
0
dt
t
[∏
k
Ω
(
L2
L2k
t
)
− t−d/2θ(1− t)− θ(t− 1)
]
(B.13)
= log 4pi − CE − 2
d
+
∫ 1
0
dt
t
[∏
k
Ω
(
L2
L2k
t
)
− t−d/2
]
+
∫ 1
0
dt
t
[
td/2
∏
k
Ω
(
L2k
L2
t
)
− 1
]
CE ist Eulers Konstante. Fu¨r die letzten Schritt wurde das Integrationsintervall bei
t = 1 aufgesplittet und vermittels t→ t−1 der Bereich [1,∞) nach [0, 1] abgebildet.
Benutze anschliessnd Gl. (B.86). Das Resultat Gl. (B.12) bleibt unvera¨ndert, wenn
ho¨here Terme der Entwicklungen Gl. (B.10) und (B.11) beru¨cksichtigt werden, da
diese fu¨r s = 0 nicht beitragen.
Γ(−1/2) = −2√pi (B.14)
⇒ ζd(−1/2;L1 . . . Ld) = −L−1gd(L1 . . . Ld) (B.15)
mit
gd(L1 . . . Ld) ≡ 2d
d+ 1
+
∫ ∞
0
dt t−3/2
[∏
k
Ω
(
L2
L2k
t
)
− t−d/2θ(1− t)− θ(t− 1)
]
=
2d
d+ 1
+
∫ 1
0
dt t−3/2
[∏
k
Ω
(
L2
L2k
t
)
− t−d/2
]
+
∫ 1
0
dt t−1/2
[
td/2
∏
k
Ω
(
L2k
L2
t
)
− 1
]
=
∫ ∞
0
dt t−3/2
[∏
k
Ω
(
L2
L2k
t
)
− t−d/2
]
(B.16)
Fu¨r eine hyperkubische Box Lk = L erhalten wir
fd = log 4pi − CE − 2
d
+
∫ 1
0
dt
t
(1 + td/2)
[
Ω(t)d − t−d/2] (B.17)
gd =
2d
d+ 1
+
∫ 1
0
dt
t
(t−1/2 + t(d+1)/2)
[
Ω(t)d − t−d/2] (B.18)
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d fd gd
1 0 1.047198
2 1.054688 1.437746
3 1.453847 1.675074
4 1.701216 1.864154
Tabelle B.1: fd und gd fu¨r eine hyperkubische Box
B.1.3 d = 1
Im eindimensionalen Fall besta¨tigen wir
ζ1(s;L) = 2
(
L
2pi
)2s
ζR(2s) (B.19)
⇒ −ζ ′1(0;L) = −4ζR(0) log
L
2pi
− 4ζ ′R(0)
= 2 logL (B.20)
⇒ f1 = 0 (B.21)
ζ1(−1/2;L) = 4pi
L
ζR(−1)
= − pi
3L
(B.22)
⇒ g1 = pi/3. (B.23)
B.2 Gitter-Regularisierung
B.2.1 Definitionen
Wir definieren ein periodisches Gitter der Gro¨ße L1×L2× ...×Ld mit Gitterabstand
a. Das Volumen definiert wie im Falle der Box im Kontinuum L:
Ld ≡ L1 · · ·Ld (B.24)
Auf dem Gitter darstellbare Impulse:
pk =
2pink
Lk
, nk = 0 . . . (Lk − 1) (B.25)
Die Modensummen ∑
p
′
log
∑
k
2(1− cos pk), (B.26)∑
p
′
²(p), (B.27)
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sind mit (Ld − 1) Termen endlich. ²(p) ≥ 0 ist definiert u¨ber:
sinh2
²(p)
2
≡
∑
k
sin2
pk
2
(B.28)
⇒
∑
k
2(1− cos pk) = 2 cosh ²(p)− 2 (B.29)
⇒
∫
dpd+1
2pi
log
d+1∑
k=1
2(1− cos pk) = ²(p). (B.30)
Die letzte Zeile folgt aus Gl. (B.107).
Fu¨hre generalisierte ζ–Funktionen ein:
ζd(s;L1 . . . Ld) ≡
∑
p
′
(∑
k
2(1− cos pk)
)−s
(B.31)
⇒ −ζ ′d(0;L1 . . . Ld) =
∑
p
′
log
∑
k
2(1− cos pk) (B.32)
ξd(s;L1 . . . Ld) ≡
∑
p1...pd
′
∫
dpd+1
2pi
(
d+1∑
k=1
2(1− cos pk)
)−s
(B.33)
⇒ −ξ′d(0;L1 . . . Ld) =
∑
p
′
²(p). (B.34)
B.2.2 Integraldarstellung
Exponenziere [
∑
k 2(1 − cos pk)]−s und fu¨hre die Summation der Moden mit Hilfe
von Gl. (B.101) aus
ζd(s;L1 . . . Ld) =
1
Γ(s)
∑
p
′
∫ ∞
0
dt ts−1e−t
P
k 2(1−cos pk)
=
1
Γ(s)
∫ ∞
0
dt ts−1
[∏
k
Ω(4pit/L2k;Lk)− 1
]
. (B.35)
Das Integral ist fu¨r s ≈ 0 nicht ohne weiteres zu berechnen, da Ω(0;Lk) = Lk at
t = 0, see (B.96). Eine passende Subtraktion ist durch den ν = 0 Term der Summe
(B.92) gegeben:
Ω(4pit/L2k;Lk) = LkI˜0(2t) +O(tLk)
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Daru¨ber kann im Fall 0 < s < d/2 ein bulk Beitrag herausgezogen werden.
ζbulk(s;L1 . . . Ld) = L
d 1
Γ(s)
∫ ∞
0
dt ts−1I˜0(2t)
d (B.36)
= Ld
1
Γ(s)
{
1
s
+
∫ ∞
0
dt ts−1
[
I˜0(2t)
d − θ(1− t)
]}
(B.37)
⇒ −ζ ′bulk(0;L1 . . . Ld) = bdLd
mit
bd = −CE −
∫ ∞
0
dt
t
[
I˜0(2t)
d − θ(1− t)
]
= −CE −
∫ 1
0
dt
t
[
I˜0(2t)
d + I˜0(2/t)
d − 1
]
(B.38)
d bd
1 0
2 1.166244
3 1.673389
4 1.999708
Tabelle B.2: Bulk Koeffizienten bd
Skaliere im subtrahierten Integral B.35 um (t→ L2t/(4pi)) und addiere/subtrahiere
einen weiteren Term:
ζd(s;L1 . . . Ld) = ζbulk(s;L1 . . . Ld)
+
1
Γ(s)
(
L2
4pi
)s ∫ ∞
0
dt ts−1
[∏
k
Ω
(
L2
L2k
t;Lk
)
− LdI˜0(L2t/(2pi))d − 1
]
= ζbulk(s;L1 . . . Ld)
+
1
Γ(s)
(
L2
4pi
)s ∫ ∞
0
dt ts−1
[∏
k
Ω
(
L2
L2k
t;Lk
)
− LdI˜0(L2t/(2pi))d − θ(t− 1)
]
− 1
Γ(s)
(
L2
4pi
)s
1
s
⇒ −ζ ′d(0;L1 . . . Ld) = bdLd
+ log
L2
4pi
+ CE
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−
∫ ∞
0
dt
t
[∏
k
Ω
(
L2
L2k
t;Lk
)
− LdI˜0(L2t/(2pi))d − θ(t− 1)
]
= bdL
d + 2 logL− f latd (L1 . . . Ld) (B.39)
mit f latd (L1 . . . Ld) = log 4pi − CE
+
∫ ∞
0
dt
t
[∏
k
Ω
(
L2
L2k
t;Lk
)
− LdI˜0(L2t/(2pi))d − θ(t− 1)
]
(B.40)
ξd(s;L1 . . . Ld) wird analog umgeschrieben:
ξd(s;L1 . . . Ld)
=
1
Γ(s)
∫ ∞
0
dt ts−1I˜0(2t)
[∏
k
Ω(4pit/L2k;Lk)− 1
]
( Re s > 0)
= Ld
1
Γ(s)
∫ ∞
0
dt ts−1I˜0(2t)
d+1 (0 < Re s < (d+ 1)/2)
− 1
Γ(s)
∫ ∞
0
dt ts−1I˜0(2t) (0 < Re s < 1/2)
+
1
Γ(s)
∫ ∞
0
dt ts−1I˜0(2t)
[∏
k
Ω(4pit/L2k;Lk)− LdI˜0(2t)d
]
( Re s < 1/2)
= Ld
1
Γ(s)
∫ ∞
0
dt ts−1I˜0(2t)
d+1 − 1
Γ(s)
∫ ∞
0
dt ts−1I˜0(2t)
+
1
Γ(s)
(
L2
4pi
)s ∫ ∞
0
dt ts−1I˜0(L
2t/(2pi))
[∏
k
Ω
(
L2
L2k
t;Lk
)
− LdI˜0(L2t/(2pi))d
]
Vergleich mit ζbulk ergibt
− d
ds
[
1
Γ(s)
∫ ∞
0
dt ts−1I˜0(2t)
d+1
]
s=0
= bd+1
− d
ds
[
1
Γ(s)
∫ ∞
0
dt ts−1I˜0(2t)
]
s=0
= b1 = 0.
⇒ −ξ′d(0;L1 . . . Ld) = bd+1Ld − L−1glatd (L1 . . . Ld) (B.41)
mit
glatd (L1 . . . Ld) =
∫ ∞
0
dt
t
LI˜0(L
2t/(2pi))
[∏
k
Ω
(
L2
L2k
t;Lk
)
− LdI˜0(L2t/(2pi))d
]
(B.42)
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B.2.3 Kontinuumslimes und Korrekturen
Die folgende Diskussion basiert auf den asymptotischen Entwicklungen (B.95) und
(B.98). Im Kontinuumslimes Lk → ∞, bei festgehaltenem Lk/L konvergieren die
Gro¨ßen f latd Gl. (B.40) und g
lat
d Gl. (B.42) gegen die ζ–Funktionen Ergebnisse (B.13)
and (B.16).
Beweis:
Ω
(
L2
L2k
t;Lk
)
→ Ω
(
L2
L2k
t
)
LI˜0(L
2t/(2pi)) → t−1/2
⇒ f latd (L1 . . . Ld) → log 4pi − CE
+
∫ ∞
0
dt
t
[∏
k
Ω
(
L2
L2k
t
)
− t−d/2 − θ(t− 1)
]
= log 4pi − CE − 2
d
+
∫ ∞
0
dt
t
[∏
k
Ω
(
L2
L2k
t
)
− t−d/2θ(1− t)− θ(t− 1)
]
glatd (L1 . . . ld) →
∫ ∞
0
dt t−3/2
[∏
k
Ω
(
L2
L2k
t;Lk
)
− t−d/2
]
Bei endlichem Gitterabstand erhalten wir Korrekturen in Potenzen von a2, also L−2:
Ω
(
L2
L2k
t;Lk
)
= Ω
(
L2
L2k
t
)
+ Ω(1)
(
L2
L2k
t
)
L−2k +O(L−4k ) (B.43)
LI˜0(L
2t/(2pi)) = t−1/2
(
1 +
pi
4
t−1L−2
)
+O(L−4) (B.44)
⇒ f latd (L1 . . . Ld) = fd(L1 . . . Ld) + f (1)d (L1 . . . Ld)L−2 +O(L−4) (B.45)
glatd (L1 . . . Ld) = gd(L1 . . . Ld) + g
(1)
d (L1 . . . Ld)L
−2 +O(L−4) (B.46)
Fu¨r den uns interessierenden isotropischen Fall (Lk = L) ergibt sich der jeweils erste
Korrekturterm zu:
f
(1)
d = d
∫ ∞
0
dt
t
[
Ω(t)d−1Ω(1)(t)− pi
4
t−d/2−1
]
(B.47)
g
(1)
d =
∫ ∞
0
dt t−3/2
[
dΩ(t)d−1Ω(1)(t) +
pi
4
t−1Ω(t)d − pi
4
(d+ 1)t−d/2−1
]
(B.48)
B.2.4 d = 1
Unter Ausnutzung von Gl. (B.105) berchnen wir die exakte eindimensionale Moden-
summe zu ∑
p
′
log 2(1− cos p) = 2 logL, (B.49)
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d f
(1)
d g
(1)
d
1 0 0.344514
2 0.501531 1.118962
3 1.484069 2.473944
4 3.122151 4.733497
Tabelle B.3: f
(1)
d and g
(1)
d fu¨rdie hyperkubische Box
und besta¨tigen
⇒ b1 = 0,
f lat1 = 0.
Die Euler–MacLaurin Formel (B.106) erlaubt eine asymptoische Entwicklung von
glat1 (L) :
∑
p
²(p) = L
∫ 2pi
0
dp
2pi
²(p)
+
1
pi
∞∑
k=1
(−)kL1−2kζR(2k)
[
²(2k−1)(0)− ²(2k−1)(2pi)]
²(p) = 2 arsinh sin(p/2)
= ²(2pi − p)
= p− 1
12
p3 +
1
96
p5 + ...
⇒ glat1 (L) =
2
pi
∞∑
k=1
(−)k+1L2−2kζR(2k)²(2k−1)(0)
=
pi
3
+
pi3
90
L−2 +
pi5
378
L−4 +O(L−6) (B.50)
⇒ g(1)1 = pi3/90 (B.51)
Eine alternativ Herleitung (basierend auf Gl. (B.107), Gl. (B.103), und Gl. (B.71))
besta¨tigt: ∑
p1
²(p1) =
∑
p1
∫
dp2
2pi
log(4− 2 cos p1 − 2 cos p2)
=
∫
dp2
2pi
[
²(p2)L1 + 2 log
(
1− e−²(p2)L1)]
⇒ glat1 (L) = −2L
∫
dp
2pi
log
(
1− e−²(p)L) (B.52)
= − 2
pi
L
∫ pi
0
dp log
(
1− e−²(p)L)
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= − 2
pi
L
∫ ²(pi)
0
d²
dp
d²
log
(
1− e−²L)
= −2L log (1− e−²(pi)L)
+
2
pi
L2
∫ ²(pi)
0
d²
p(²)
e²L − 1
²(pi) = 2 arsinh 1
= 2 log(1 +
√
2)
p(²) = 2 arcsin sinh(²/2)
= ²+
1
12
²3 +
1
96
²5 + ...∫ ²(pi)
0
d²
²2k−1
e²L − 1 =
∫ ∞
0
d²
²2k−1
e²L − 1 +O(e
−²(pi)L)
= L−2kΓ(2k)ζR(2k) +O(e−²(pi)L)
⇒ (B.50)
B.2.5 d = 2
b2 ist proportional zur Catalanschen Konstante G:
b2 =
∫
d2p
(2pi)2
log(4− 2 cos p1 − 2 cos p2)
=
∫
dp1
2pi
²(p1)
=
4
pi
G (B.53)
unter Benutzung von Gl. (B.107) und (B.108).
B.3 ζ–Funktion Regularisierung im massiven Fall
B.3.1 Definitionen
ζd(s;L1 . . . Ld) ≡
∑
p
(m2 + p2)−s (B.54)
p = 0 ist in der Summe enhalten.
B.3.2 Integraldarstellungen
ζd(s;L1 . . . Ld) =
1
Γ(s)
∑
p
∫ ∞
0
dt ts−1e−t(m
2+p2)
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=
1
Γ(s)
∫ ∞
0
dt ts−1e−tm
2
∏
k
Ω(4pit/L2k)
=
m−2s
Γ(s)
∫ ∞
0
dt ts−1e−t
∏
k
Ω
(
4pit
m2L2k
)
= (mL)d(4pi)−d/2
m−2s
Γ(s)
∫ ∞
0
dt ts−1−d/2e−t
∏
k
Ω
(
m2L2k
4pit
)
= (mL)d(4pi)−d/2m−2s
Γ(s− d/2)
Γ(s)
+ (mL)d(4pi)−d/2
m−2s
Γ(s)
∫ ∞
0
dt ts−1−d/2e−t
[∏
k
Ω
(
m2L2k
4pit
)
− 1
]
= (mL)d(4pi)−d/2m−2s
Γ(s− d/2)
Γ(s)
+ (mL)d(4pi)−d/2
m−2s
Γ(s)
∫ ∞
0
dt ts−1−d/2e−t
∑
{ν}
′
exp
(
−m
2
4t
∑
k
ν2kL
2
k
)
Abku¨rzung:
X ≡ (ν1L1, . . . , νdLd) (B.55)
⇒ X2 =
∑
k
ν2kL
2
k
∫ ∞
0
dt ts−1−d/2e−t exp
(
−m
2X2
4t
)
= (m|X|/2)s−d/2
∫ ∞
0
dt ts−1−d/2 exp
(
−m|X|
2
(t+ t−1)
)
= (m|X|/2)s−d/2 2Kd/2−s(m|X|)
⇒ ζd(s;L1 . . . Ld) = (mL)d(4pi)−d/2m−2s Γ(s− d/2)
Γ(s)
+ 2(mL)dm−2s
(4pi)−s
Γ(s)
∑
X
′
(2pim|X|)s−d/2Kd/2−s(m|X|)
(B.56)
Kν(z) ist die modifizierte Bessel Funktion zweiten Typs [82].
⇒ −ζ ′d(0;L1 . . . Ld) = (mL)d(4pi)−d/2γd
− (mL)d(4pi)−d/2
∫ ∞
0
dt t−1−d/2e−t
[∏
k
Ω
(
m2L2k
4pit
)
− 1
]
(B.57)
= (mL)d(4pi)−d/2γd
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− 2(mL)d
∑
X
′
(2pim|X|)−d/2Kd/2(m|X|) (B.58)
mit
γd ≡ − d
ds
[
m−2s
Γ(s− d/2)
Γ(s)
]
s=0
(B.59)
=

2
√
pi d = 1
−2 logm+ 1 d = 2
−4
3
√
pi d = 3
logm− 3
4
d = 4
(B.60)
Entwickle den finite size Effekt in erster Ordnung:
−ζ ′d(0;L1 . . . Ld) ' (mL)d(4pi)−d/2γd
− 2(mL)d 2pi
∑
k
(2pimLk)
−(d+1)/2e−mLk (B.61)
B.3.3 d = 1
ζ1(s;L) =
1
2
√
pi
Γ(s− 1/2)
Γ(s)
m1−2sL
+
2√
pi
1
Γ(s)
L
∞∑
ν=1
(
Lν
2m
)s−1/2
K1/2−s(mLν) (B.62)
⇒ −ζ ′1(0;L) = mL+ 2 log(1− e−mL) (B.63)
B.4 Gitter Regularisierung im massiven Fall
B.4.1 Definitionen
ζd(s;L1 . . . Ld) ≡
∑
p
[
m2 +
∑
k
2(1− cos pk)
]−s
(B.64)
endliche Summe mit Ld Termen inklusive p = 0.
B.4.2 Integraldarstellung
ζd(s;L1 . . . Ld) =
1
Γ(s)
∑
p
∫ ∞
0
dt ts−1e−t[m
2+
P
k 2(1−cos pk)]
=
1
Γ(s)
∫ ∞
0
dt ts−1e−tm
2
∏
k
Ω(4pit/L2k;Lk) (B.65)
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Bulk Beitrag:
ζbulk(s;L1 . . . Ld) = L
d 1
Γ(s)
∫ ∞
0
dt ts−1e−tm
2
I˜0(2t)
d
= Ld
1
Γ(s)
∫ ∞
0
dt ts−1I˜0(2t)
d
− Ld 1
Γ(s)
∫ ∞
0
dt ts−1(1− e−tm2)I˜0(2t)d (B.66)
⇒ −ζ ′bulk(0;L1 . . . Ld) = bd(m)Ld
mit bd(m) = bd +
∫ ∞
0
dt
t
(1− e−tm2)I˜0(2t)d (B.67)
⇒ −ζ ′d(0;L1 . . . Ld)
= bd(m)L
d −
∫ ∞
0
dt
t
e−tm
2
[∏
k
Ω(4pit/L2k;Lk)− LdI˜0(2t)d
]
= bd(m)L
d −
∫ ∞
0
dt
t
e−t
[∏
k
Ω
(
4pit
m2L2k
;Lk
)
− LdI˜0(2t/m2)d
]
(B.68)
B.4.3 Kontinuumslimes
Lk →∞, m→ 0, mLk fest.
Ω
(
4pit
m2L2k
;Lk
)
→ Ω
(
4pit
m2L2k
)
= mLk(4pit)
−1/2Ω
(
m2L2k
4pit
)
LI˜0(2t/m
2) → mL(4pit)−1/2
⇒ −ζ ′d(0;L1 . . . Ld) → bd(m)Ld
− (mL)d(4pi)−d/2
∫ ∞
0
dt t−1−d/2e−t
[∏
k
Ω
(
m2L2k
4pit
)
− 1
]
Der bulk Beitrag b(m) fu¨r kleine m ist in (B.112) ff diskutiert. Das Ergebnis weicht
vom ζ–Funktionsresultat (erster Term in Gl. (B.57)) um ein Polynom in m2 ab. Auf
der anderen Seite sitmmt der finite size effect (zweiter Term in Gl. (B.57)) mit dem
Kontinuumslimes des Gitterresultats u¨berein.
B.4.4 d = 1
Mit Hilfe von Gl. (B.103) ist die exakte eindimensionale Modensumme∑
p
log[m2 + 2(1− cos p)] = ML+ 2 log(1− e−ML)
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mit coshM ≡ 1 +m2/2, M > 0
⇔ sinh(M/2) = m/2
M ist die Polmasse.
⇒ b1(m) = M
= 2 arsinh(m/2). (B.69)
B.5 Riemannsche ζ–Funktion
ζR(s) ≡
∑
n≥1
n−s Re s > 1 (B.70)
=
1
Γ(s)
∫ ∞
0
dt
ts−1
et − 1 (B.71)
Γ(ν)
µν
=
∫ ∞
0
dt tν−1e−νt, Reµ, Re ν > 0 (B.72)
Γ(
s
2
) ζR(s) = pi
s− 1
2 Γ(
1− s
2
) ζR(1− s) (B.73)
siehe [83], 1.12(25),(26).
Pol:
ζR(1 + ²) =
1
²
+ CE +O(²) (B.74)
einige Funktionswerte:
ζR(0) = −1
2
(B.75)
ζ ′R(0) = −
1
2
log 2pi (B.76)
ζR(2) =
pi2
6
(B.77)
ζR(4) =
pi4
90
(B.78)
ζR(6) =
pi6
945
(B.79)
ζR(−1) = − 1
12
(B.80)
ζR(−3) = 1
120
(B.81)
ζR(−2n) = 0 n ∈ N (B.82)
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B.6 Kontinuumssummen
Impulse:
p =
2pin
L
, n ∈ Z
Poisson-Summen: ∑
n
f(n) =
∞∑
ν=−∞
∫ ∞
−∞
dn e2piiνnf(n) (B.83)
∑
p
f(p) =
∞∑
ν=−∞
L
∫ ∞
−∞
dp
2pi
eiνLpf(p) (B.84)
Definition:
Ω(t) ≡
∞∑
n=−∞
exp(−pin2t) (B.85)
= t−1/2 Ω(t−1) (B.86)
Ω(t) =
{
t−1/2
(
1 +O(e−pi/t)) t→ 0
1 +O(e−pit) t→∞ (B.87)
Kern: ∑
p
e−tp
2
= Ω(4pit/L2) (B.88)
B.7 Gitter Summen
L = Na
Impulse:
p =
2pin
L
, n = 0 . . . (N − 1)
Poisson-Summation: ∑
p
f(p) =
∞∑
ν=−∞
L
∫ 2pi/a
0
dp
2pi
eiνLpf(p) (B.89)
mit f(p) = f(p+ 2pi/a).
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Definition:
Ω(t;N) ≡
N−1∑
n=0
exp
(
−tN
2
4pi
2(1− cos 2pin
N
)
)
(B.90)
=
N−1∑
n=0
exp
(
−tN
2
pi
sin2
pin
N
)
(B.91)
Ω(t;N) =
∑
p
exp
(
−tN
2
4pi
2(1− cos pa)
)
=
∑
ν
N
∫ 2pi
0
dϕ
2pi
exp
(
iνNϕ− tN
2
4pi
2(1− cosϕ)
)
= N
∑
ν
I˜νN
(
N2
2pi
t
)
(B.92)
mit
I˜ν(z) ≡ Iν(z) e−z (B.93)
wobei Iν(z) die modifizierte Bessel Funktion[82] ist.
Kleine und große Argumente:
I˜0(z) = 1− z + 3
4
z2 +O(z3) (B.94)
= (2piz)−1/2
{
1 +
1
8
z−1 +
9
128
z−2 +O(z−3)
}
(B.95)
Ω(0;N) = N (B.96)
Ω(t;N) = 1 +O(e−ct), t→∞ (B.97)
mit c =
N2
pi
sin2
pi
N
Ω(t;N) fu¨r große N :
(entwickle den Exponenten in Gl. (B.91))
N2
4pi
2(1− cos 2pin
N
) = pin2
{
1− 1
12
(
2pin
N
)2
+O(N−4)
}
⇒ Ω(t;N) = Ω(t) + Ω(1)(t)N−2 +O(N−4) (B.98)
mit Ω(1)(t) =
pi3
3
t
∞∑
n=−∞
n4 exp(−pin2t) (B.99)
=
pi
3
tΩ′′(t)
=
pi
4
t−3/2
∞∑
ν=−∞
(
1− 4piν2t−1 + 4
3
pi2ν4t−2
)
exp(−piν2/t)
(B.100)
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Kern: ∑
p
e−t 2a
−2(1−cos pa) = Ω(4pit/L2;L/a) (B.101)
Produkte und Summen:
N−1∏
n=0
(z − e±2piin/N ) = zN − 1
⇒
N−1∏
n=0
[2 coshα− 2 cos(2pin/N)] =
N−1∏
n=0
[e−α(eα − e2piin/N )(eα − e−2piin/N )]
= e−Nα(eNα − 1)2
= 4 sinh2(Nα/2) (B.102)
⇒
N−1∑
n=0
log[2 coshα− 2 cos(2pin/N)] = Nα+ 2 log(1− e−Nα) (B.103)
N−1∏
n=1
(1− e±2piin/N ) = (z − 1)−1
N−1∏
n=0
(z − e±2piin/N )
∣∣∣
z=1
=
zN − 1
z − 1
∣∣∣
z=1
= N
⇒
N−1∏
n=1
[2− 2 cos(2pin/N)] =
N−1∏
n=1
(2− e2piin/N − e−2piin/N )
=
N−1∏
n=1
[(1− e2piin/N )(1− e−2piin/N )]
= N2 (B.104)
⇒
N−1∑
n=1
log[2− 2 cos(2pin/N)] = 2 logN (B.105)
Fu¨r eine in (0, 2pi) glatte Funktion f(ϕ) kann die folgende Variante der Euler–
MacLaurin Summenformel hergeleitet werden:
N−1∑
n=0
f(2pin/N) =
∞∑
ν=−∞
N
∫ 2pi
0
dϕ
2pi
eiνNϕf(ϕ)
= N
∫ 2pi
0
dϕ
2pi
f(ϕ)
+ 2N
∞∑
ν=1
∫ 2pi
0
dϕ
2pi
cos(νNϕ)f(ϕ)∫ 2pi
0
dϕ eiνNϕf(ϕ)
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=
1
iνN
[f(2pi)− f(0)] + i
νN
∫ 2pi
0
dϕ eiνNϕf ′(ϕ)
= . . .
=
n−1∑
k=0
(
i
νN
)k+1
[f (k)(0)− f (k)(2pi)]
+
(
i
νN
)n ∫ 2pi
0
dϕ eiνNϕf (n)(ϕ)
⇒
N−1∑
n=0
f(2pin/N) = N
∫ 2pi
0
dϕ
2pi
f(ϕ)
+
1
pi
n∑
k=1
(−)kN1−2kζR(2k)
[
f (2k−1)(0)− f (2k−1)(2pi)]
+ (−)nN1−2n2
∞∑
ν=1
ν−2n
∫ 2pi
0
dϕ
2pi
cos(νNϕ)f (2n)(ϕ)
(B.106)
falls f(+0) 6= f(2pi − 0), ist der Mittelwert zu verwenden:
f(0) =
1
2
[f(+0) + f(2pi − 0)]
B.8 Gitter-Integrale
∫ 2pi
0
dp
2pi
log(2 coshα− 2 cos p) = α (α ≥ 0) (B.107)
∫ 2pi
0
dp
2pi
2 arsinh sin(p/2)
=
4
pi
∫ pi/2
0
dϕ arsinh sinϕ
=
4
pi
∑
k≥0
(−)k (2k)!
22k(k!)2(2k + 1)
∫ pi/2
0
dϕ sin2k+1 ϕ
=
4
pi
∑
k≥0
(−)k (2k)!
22k(k!)2(2k + 1)
Γ(k + 1)Γ(1/2)
2Γ(k + 3/2)
=
4
pi
∑
k≥0
(−)k
(2k + 1)2
=
4
pi
G (B.108)
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B.9 Massiver Gitter-Propagator
Gd(x,m) =
∫
ddp
(2pi)d
eip·x
m2 +
∑
k 2(1− cos pk)
=
∫ ∞
0
dt e−tm
2
∏
k
I˜xk(2t) (B.109)
Gd(0,m) =
∫ ∞
0
dt e−tm
2
I˜0(2t)
d (B.110)
Gd(0, 0) =
∫ ∞
0
dt I˜0(2t)
d (d > 2) (B.111)
bd(m) ≡
∫
ddp
(2pi)d
log[m2 +
∑
k
2(1− cos pk)]
= bd +
∫ m2
0
dµ2Gd(0, µ)
= bd +
∫ ∞
0
dt
t
(1− e−tm2)I˜0(2t)d (d > 0) (B.112)
B.9.1 0 < d < 2∫ ∞
0
dt e−tm
2
I˜0(2t)
d = (4pi)−d/2
∫ ∞
0
dt e−tm
2
t−d/2
+
∫ ∞
0
dt e−tm
2
[
I˜0(2t)
d − (4pit)−d/2
]
= (4pi)−d/2Γ(1− d/2)md−2
+
∫ ∞
0
dt
[
I˜0(2t)
d − (4pit)−d/2
]
−
∫ ∞
0
dt (1− e−tm2)
[
I˜0(2t)
d − (4pit)−d/2
]
= (4pi)−d/2Γ(1− d/2)md−2
+
∫ ∞
0
dt
[
I˜0(2t)
d − (4pit)−d/2
]
+O(md)
(B.113)
⇒
∫ ∞
0
dt
t
(1− e−tm2)I˜0(2t)d = (4pi)−d/2Γ(1− d/2)2
d
md +O(m2)
= −(4pi)−d/2Γ(−d/2)md +O(m2) (B.114)
B.9.2 d = 2
d = 2− 2²
(4pi)−d/2Γ(1− d/2)md−2 = (4pi)−d/2(²−1 − CE + . . .)(1− 2² logm+ . . .)
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= (4pi)−d/2(²−1 − CE − 2 logm+ . . .)∫ 1
0
dt (4pit)−d/2 = (4pi)−d/2²−1
⇒
∫ ∞
0
dt e−tm
2
I˜0(2t)
2 = − 1
2pi
logm+ const +O(m2 logm) (B.115)
mit const = −CE
4pi
+
∫ ∞
0
dt
[
I˜0(2t)
2 − θ(t− 1)
4pit
]
= 0.275795
⇒
∫ ∞
0
dt
t
(1− e−tm2)I˜0(2t)2 = (− 1
2pi
logm+ const)m2 +O(m4 logm)(B.116)
mit const =
1− CE
4pi
+
∫ ∞
0
dt
[
I˜0(2t)
2 − θ(t− 1)
4pit
]
= 0.355372
B.9.3 2 < d < 4∫ ∞
0
dt e−tm
2
I˜0(2t)
d =
∫ ∞
0
dt I˜0(2t)
d
−
∫ ∞
0
dt (1− e−tm2)I˜0(2t)d
= Gd(0, 0)
−
∫ ∞
0
dt (1− e−tm2)(4pit)−d/2
−
∫ ∞
0
dt (1− e−tm2)
[
I˜0(2t)
d − (4pit)−d/2
]
= Gd(0, 0)
+(4pi)−d/2Γ(1− d/2)md−2
−m2
∫ ∞
0
dt t
[
I˜0(2t)
d − (4pit)−d/2
]
+
∫ ∞
0
dt (e−tm
2 − 1 + tm2)
[
I˜0(2t)
d − (4pit)−d/2
]
(B.117)
⇒
∫ ∞
0
dt
t
(1− e−tm2)I˜0(2t)d = Gd(0, 0)m2 − (4pi)−d/2Γ(−d/2)md +O(m4)
(B.118)
B.9.4 d = 4
d = 4− 2²
(4pi)−d/2Γ(1− d/2)md−2 = (4pi)−d/2Γ(−1 + ²)m2−2²
= (4pi)−d/2m2(−²−1 + CE − 1 + . . .)
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(1− 2² logm+ . . .)
= (4pi)−d/2m2(−²−1 + CE − 1 + 2 logm+ . . .)∫ 1
0
dt t(4pit)−d/2 = (4pi)−d/2²−1
⇒
∫ ∞
0
dt e−tm
2
I˜0(2t)
4 = G4(0, 0) + (
1
8pi2
logm+ const)m2 (B.119)
+O(m4 logm)
mit const =
CE − 1
16pi2
−
∫ ∞
0
dt t
[
I˜0(2t)
4 − (4pit)−2θ(t− 1)
]
= −0.030346
⇒
∫ ∞
0
dt
t
(1− e−tm2)I˜0(2t)4 = G4(0, 0)m2 + ( 1
16pi2
logm+ const)m4 (B.120)
+O(m6 logm)
mit const =
CE − 3/2
32pi2
− 1
2
∫ ∞
0
dt t
[
I˜0(2t)
4 − (4pit)−2θ(t− 1)
]
= −0.016756
B.9.5 Zusammenfassung
In Dimensionen d 6= 2, 4, . . . kann Gd(0,m) in zwei Reihen entwickelt werden:
Gd(0,m) = (4pi)
−d/2Γ(1− d/2)md−2
[
1− m
2
8
+
d+ 8
d+ 2
m4
128
+ . . .
]
+ a0(d) + a1(d)m
2 + a2(d)m
4 + . . .
fu¨r d = 1:
[. . .] =
(
1 +
m2
4
)−1/2
ai(1) = 0
allgemein:
a0(d) = Gd(0, 0) =
∫ ∞
0
dt I˜0(2t)
d ( Re d > 2)
= (4pi)−d/2
2
d− 2
+
∫ ∞
0
dt [I˜0(2t)
d − (4pit)−d/2θ(t− 1)] ( Re d > 0) (B.121)
a1(d) = −
∫ ∞
0
dt tI˜0(2t)
d ( Re d > 4)
= −(4pi)−d/2
(
2
d− 4 +
d
8(d− 2)
)
−
∫ ∞
0
dt t
[
I˜0(2t)
d − (4pit)−d/2(1 + d
16
t−1)θ(t− 1)
]
(B.122)
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( Re d > 0)
d a0(d) a1(d)
0 1/8 −1/32
1 0 0
2 ∞ ∞
3 0.252731 −0.012164
4 0.154933 ∞
5 0.115631 −0.019349
Tabelle B.4: a0(d) and a1(d)
In geraden Dimensionen stimmen die beiden Reihen u¨berein. Die Koeffizienten ent-
wickeln Pole, die sich in der Summe wegheben und logaritmische Beitra¨ge produzie-
ren.
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