Perspective: Computational chemistry software and its advancement as illustrated through three grand challenge cases for molecular science The Journal of Chemical Physics 149, 180901 (2018) Besides dictating the equilibrium phase diagram, the rugged free-energy landscape of AB block copolymers gives rise to a multitude of non-equilibrium phenomena. Self-consistent field theory (SCFT) can be employed to calculate the mean-field free energy, F[φ target A ], of a non-equilibrium unstable state that is characterized by a given spatial density distribution, φ target A , in the incompressible system. Such a free-energy functional is the basis of describing the structure formation by dynamic SCFT techniques or the identification of minimum free-energy paths via the string method. The crucial step consists in computing the external potential fields that generate the given density distribution in the corresponding system of non-interacting copolymers, i.e., the potential-to-density relation employed in equilibrium SCFT calculations has to be inverted (reverse SCFT calculation). We describe, generalize, and evaluate the computational efficiency of two different numerical algorithms for this reverse SCFT calculation-the Debye-function algorithm based on the structure factor and the field-theoretic umbrella-potential (FUP) algorithm. In contrast to the Debye-function algorithm, the FUP algorithm only yields the exact mean-field values of the given target densities in the limit of a strong umbrella potential, and we devise a two-step variant of the FUP algorithm that significantly mitigates this issue. For Gaussian copolymers, the Debye-function algorithm is more efficient for highly unstable states that are far away from the equilibrium, whereas the improved FUP algorithm outperforms the Debyefunction algorithm closer to metastable states and is easily transferred to more complex molecular architectures. Published by AIP Publishing. https://doi
I. INTRODUCTION
A block copolymer is fabricated by covalently linking two or more chemically different homopolymers together into a single macromolecule. [1] [2] [3] [4] Due to these covalent linkages, the separation between chemically distinct blocks cannot be macroscopic but is restricted by the size of a molecule, 10-100 nm. 1 Thus, block copolymers spontaneously selfassemble into a multitude of dense, periodically ordered mesostructures. This fascinating, characteristic ability and the corresponding potential applications [4] [5] [6] [7] [8] [9] have attracted abiding attention. Both the stability of self-assembled mesostructures and the selection of the thermodynamically stable, equilibrium mesophase in the bulk are governed by a subtle interplay of the interfacial tension between different domains and the conformational stretching entropy. [10] [11] [12] [13] Zhang and Wang pointed out that the free-energy landscape of AB block copolymers is highly rugged, 14, 15 i.e., besides the thermodynamically stable, equilibrium mesophase-the global free-energy minimum-it additionally features a multitude of local free-energy minima, i.e., metastable states such as grain boundaries, [16] [17] [18] localized defects, 15, 18, 19 or metastable, periodically ordered mesostructures, e.g., hexagonally perforated lamellae, 11, 20 cubic single-diamond networks (DIA), 21, 22 Schoen's I-WP networks, [22] [23] [24] and Schoen's F-RD networks. 22, 23, 25 Moreover, these metastable states are separated by free-energy barriers that typically scale like √N k B T , 9, 26 where k B T denotes the thermal energy scale andN denotes the invariant degree of polymerization. Thus, large values ofN-typically on the order 10 3 -10 4 in experiments-impart protracted lifetimes of minutes or hours onto these metastable states, into which the kinetics of structure formation temporarily becomes trapped. Therefore, the experimentally observed morphologies often depend on the kinetics of structure transformation and tailoring the processing is a versatile strategy to direct the self-assembly. 22, 24 In order to exploit process-directed selfassembly, the knowledge of the free-energy landscape is a crucial prerequisite.
We define the free-energy landscape by a functional, F, that associates with each state of the copolymer system a free-energy value. In the following, we assume that a state of a linear AB diblock copolymer system is completely characterized by the spatial density distribution of the segment species, φ , 27 and all other degrees of freedom, such as the molecular conformations, are assumed to be in "local equilibrium" with the instantaneous densities. 28, 29 This assumption may fail, e.g., during the early stages of phase transformation after a rapid change of thermodynamic parameters ("quench") 24, 30, 31 or under flow conditions, 32 but such a density-characterized freeenergy landscape is routinely invoked dynamic self-consistent field theory (DSCFT), 29, [33] [34] [35] [36] [37] [38] [39] external potential dynamics (EPD), 34, 36 and calculations of the most likely paths of phase transformation-the minimum free-energy path (MFEP)-by SCFT 15, 19, [40] [41] [42] or the relaxation path from an unstable state after a quench. 22, 31 In order to compute the free-energy functional, F[φ target A ], and its derivatives within mean-field approximation, 43, 44 we have to compute the external potential fields, w A and w B , that make the average densities of a system of independent copolymers subjected to the external potential fields coincide with the given φ target A and φ target B = 1 − φ target A that characterize the state of the original incompressible copolymer system. In the following, we refer to finding these external potential fields that are conjugated to the given target densities as "reverse SCFT" calculation. This contrasts the "normal SCFT" procedure for equilibrium properties that involves (multiple) computations of the average densities of a system of mutually non-interacting copolymers from given external potential fields.
Only few studies have focused on the construction of efficient numerical algorithms [45] [46] [47] for reverse SCFT. In the present manuscript, we describe, generalize, and evaluate two different numerical algorithms:
• The Debye-function algorithm extends an efficient numerical algorithm proposed by Ceniceros and Fredrickson 47 for homopolymers to invert the relation between external potential fields and densities of the mutually non-interacting copolymer system.
• The field-theoretic umbrella-potential (FUP) algo-
rithm mollifies the constraint of the fixed target densities. It is an approximate algorithm 15, 48 but (i) permits the employment of the iteration scheme that is similar to that employed in normal SCFT calculation and thus can be straightforwardly integrated into existing SCFT codes and (ii) can also be used in conjunction with particle-based simulations. [49] [50] [51] [52] Our paper is arranged as follows: In Sec. II, first, we construct a free-energy functional to describe the densitycharacterized free-energy landscape of block copolymers and briefly review the normal SCFT calculation. Subsequently, the two different numerical algorithms for reverse SCFT calculation are presented. In Sec. III, we illustrate the applications of different algorithms for reverse SCFT calculation and evaluate the computational efficiency of different algorithms. Finally, in Sec. IV, a brief summary concludes our manuscript.
II. THEORETICAL APPROACHES AND COMPUTATIONAL TECHNIQUES

A. Mean-field free-energy landscape
We consider an incompressible melt of n flexible linear AB diblock copolymers in a volume V within the standard Gaussian chain model. 53 The product, χN, of the Flory-Huggins interaction parameter, χ, and the number, N, of segments per copolymer molecule quantifies the incompatibility between blocks A and B. f A = 1 − f B denotes the volume fraction of A-segments. Both segments, A and B, have the same statistical segment length, b 0 . All length scales are measured in units of the polymer's end-to-end distance, 11, [54] [55] [56] and obtain
The auxiliary functional,
, takes the form 
with the functional,
The functional integrals over the auxiliary fields, W A and W B , in Eq. (3) cannot be analytically performed. Within the mean-field approximation, we evaluate these integrals via the saddle-point approximation. Denoting the saddlepoint values of the auxiliary fields by lower-case letters, we obtain
is the mean-field free-energy landscape. w A and w B are determined by
where the abbreviation, φ * A (r|w A , w B ), denotes the average Adensity of a system of mutually non-interacting copolymers subjected to the potential fields, w A and w B . These potentialto-density relations, φ * A (r|w A , w B ) and φ * B (r|w A , w B ), are well known from normal SCFT.
In order to compute the mean-field free-energy functional, F[M], we have to invert these potential-to-density relations, i.e., let the density-to-potential relations, w * A (r|M) and w * B (r|M), denote the potential fields that yield the average Adensity, (1 + M)/2, and constant average total density in the system of non-interacting copolymers; then, the mean-field free-energy functional takes the form
Thus, the main computational task of reverse SCFT is to numerically obtain these density-to-potential relations.
The solutions of equilibrium SCFT identify local extrema on the free-energy landscape. These metastable states or saddle-points are characterized by the condition δF/δM(r)| M=m = 0. Using Eq. (7), we obtain
Since w * A (r|M) in Eq. (5) obeys the saddle-point condition, δG/δw * A = 0, and likewise δG/δw * B = 0, the two terms of Eq. (9) within the bracket vanish and extremal states, m(r), of the mean-field free-energy landscape are characterized by
in addition to the previous saddle-point conditions, Eqs. (5) and (6) . These three equations constitute the set of self-consistent equations well known from equilibrium SCFT.
Inverting the potential-to-density relation, Eq. (9) also immediately yields the mean-field exchange chemical potential
which is important for DSCFT or the calculations of MFEPs.
B. Debye-function algorithm
The set of implicit Eqs. (5) and (6) 
and calculate
. (17) We can find the location, w + , w − , of the maximum of G by a simple, up-hill, iterative procedure
where the superscript, i, denotes the iteration step. In the following, we refer to this first-order explicit iterative procedure as the explicit algorithm. The stability of this explicit algorithm can be improved by adopting a semi-implicit scheme. Here we follow Ref. 47 and linearize the potential-to-density relations
and similarly for φ * − ,
represents the correlation function of the fields, φ + (r) and φ + (r ), in a system of independent copolymers subjected to the external potential fields, w + and w − . Calculating such correlations in a spatially inhomogeneous system is a formidable task. 57-61 Therefore, we crudely approximate g ++ (r, r ) by the corresponding, translationally invariant function, g 0 ++ (r − r ), in the absence of external potential fields, w + = w − = 0. g 0 ++ can be expressed through correlation functions of the different blocks of the copolymer,
Similarly, we obtain g 0
Indicating the Fourier transform with wavevector k by a hat, the block correlations for a linear Gaussian AB diblock copolymer are given by the Random Phase Approximation (RPA)-like Debye functions
with x = (kR e0 ) 2 /6, which are well-known from Leibler's Random Phase Approximation (RPA). 62 The corresponding algorithm is denoted as the Debye algorithm. For more complex molecular architectures, the block correlations may not be readily available, and we may employ the following simple expressions:
that capture the leading behavior in the limits x → 0 and x → ∞ for arbitrary molecular architectures. In the following, Eqs. (28)- (30) are called approximate Debye functions, and the resulting numerical scheme is denoted as the approximate Debye algorithm. Defining the convolution g 0 ++ * w = ∫ dr g 0 ++ (r −r )w(r ), we follow Ceniceros and Fredrickson 47 and write a semiimplicit analog of Eq. (19) in the form
The convolution is conveniently computed in Fourier space, and we obtain
This yields the final semi-implicit update
Note that these equations only apply to k 0 because the irrelevant spatial averages, w A (k = 0) and w B (k = 0), are fixed by convention. By the same token, we obtain for the exchange potential field the semi-implicit analog of Eq. (20)
Since the equation for w + is stiffer than that for w − , we first update w + according to Eq. (33) and then employ this new pressure potential field in the iteration step for w − , 47 yielding the final semi-implicit update
This variant may increase stability and accelerate convergence, but the additional calculation of φ − (k|w i+1 + , w i − ) with the updated pressure potential field approximately doubles the computational costs.
C. Field-theoretic umbrella-potential (FUP) algorithm
The idea of the field-theoretic umbrella-potential (FUP) algorithm consists in mollifying the δ-functions in Eq. (1), which constrain the densities, by a Gaussian restraint. 15, 48, 51 The restrained free-energy functional,
with the two additional terms
The first term, H fup , denotes the field-theoretic umbrella potential (FUP) that restrains deviations of the auxiliary fields, Φ A and Φ B , from the reference order parameter, M fup . A natural choice for the reference state is M fup = M, but we will also discuss alternative choices below. The parameter, λN, quantifies the strength of the restraint. In the limit of λN → ∞, the restraint is an accurate representation of the δ-constraint in Eq. (1). The second term, H comp , has been added to strictly enforce incompressibility at finite values of λN. We note that for λN = 0, we simply recover equilibrium SCFT.
From Eq. (36), we compute the exchange chemical potential of the FUP free-energy landscape
where · · · denotes the average over the auxiliary fields. For a given M fup (r), we evaluate the restrained freeenergy functional, F fup [M fup ], within mean-field approximation. Analogously to equilibrium SCFT, the functional integrals in Eq. (36) are approximated by a saddle-point integration, and the 5 saddle-point values of the auxiliary fields are given by the set of self-consistent equations
Only the terms proportional to λN in Eqs. (43) and (44) differ from the well-known SCFT equations in equilibrium. Thus, the FUP algorithm can be straightforwardly implemented in existing SCFT programs. The first two equations are the potential-to-density relations that can be expressed via chain propagators. We solve the concomitant modified diffusion equations for the chain propagators by the pseudo-spectral method. 63, 64 From the last two equations, we eliminate ξ, yielding ξ = [w + − χN]/2, and for the exchange potential field
We solve the self-consistent equations for the potential fields, Eqs. (43) and (44), via a Picard iteration scheme 65, 66 
and a similar expression holds for w B . The superscript, i, denotes the iteration step. By rewriting the above equations as an iteration scheme for w + and w − , we obtain
In the limit λN → ∞, we formally recover Eqs. (19) and (20) of the Debye-function algorithm with ∆τ = γ and M fup = M, i.e., the explicit algorithm. Given the saddle-point values of the auxiliary fields, we calculate the mean-field FUP free-energy landscape
In the same spirit, we replace the average over the fluctuating auxiliary fields by the saddle-point values in Eq. (39) and obtain the mean-field approximation of µ fup
where we have used Eqs. (43) and (44) in the last line. These expressions for the free-energy landscape and the exchange chemical potential involve two approximations: (i) the mollifying of the δ-constraint in Eq. (1) and (ii) the mean-field approximation.
The saddle-point values of the potential fields, w A and w B , generate the average densities, φ A and φ B , in the system of non-interacting copolymers according to Eqs. (40) and (41) . φ A and φ B comply with the incompressibility constraint, however, Eq. (50) demonstrates that the density difference, φ − , deviates from the reference state, M fup , by terms of order O(1/λN). Thus, the solution found by the FUP algorithm does not exactly fulfill Eqs. (5) and (6), and therefore it only provides an approximation for the mean-field exchange chemical potential of the given reference state, M fup . Since the algorithm exactly inverts the potential-to-density relation at the nearby state, M approx = φ − , however, we obtain the exact meanfield exchange chemical potential at state M approx according to Eqs. (12) and (51) 
In the Appendix, we demonstrate that this relation also holds beyond mean-field approximation up to order O(1/(λN) 2 ). Thus, the error of the FUP algorithm in calculating the meanfield chemical potential stems from calculating the mean-field
This calculation demonstrates that for the FUP algorithm the error of the chemical potential, ∆µ fup , is of the same order in 1/λN as the deviation, ∆M(r). For the natural choice,
according to Eq. (50). This consideration also suggests that we can reduce the inaccuracy of the FUP algorithm by choosing a reference state, M fup M, in Eq. (37) such that M approx = φ A − φ B coincides with the state M at which we seek to compute the mean-field exchange chemical potential, µ(r|M). This can be achieved by the following two-step procedure:
. This computation yields M approx (r) and µ fup (r|M) = µ(r|M approx ), which differ from M(r) and µ(r|M), respectively, by terms of order O(1/λN). (ii) Choose the new reference state in Eq. (37)
with M approx (r) from the previous step (i), and compute
with
In the following, we refer to the two calculations with M fup = M and M fup = M according to Eq. (55) as the onestep FUP algorithm (one-step algorithm) and two-step FUP algorithm (two-step algorithm), respectively.
III. RESULTS
A. Non-equilibrium states
In order to illustrate the calculation of the spatially varying exchange chemical potential, µ(r|M), for an unstable state, M, of a diblock copolymer melt, we investigate the unstable states fabricated by an alchemical transformation. 22 We consider an ACB triblock, where the middle C-block can instantaneously switch the chemo-physical properties of its segments from A to B. This transformation is simply 32 at fixed molecular conformations. The so-generated starting state is unstable. The bottom-left insets in Fig. 1 illustrate these alchemical transformations. The unstable state will relax toward the nearest, metastable mesostructure, i.e., Schoen's F-RD or Schoen's I-WP network mesostructures for f A0 = 6 32 or f A0 = 7 32 , respectively. 22 These two examples are typical, representative, but non-trivial out-of-equilibrium transformations that have been studied in our previous work. 22 The MFEP of the relaxation from the starting, unstable state to the complex, metastable mesostructure is depicted in Fig. 1 for the two examples considered; the configurations along the path correspond to the minimization of the free energy according to Allen-Cahn dynamics. 67, 68 The MFEP, obtained via the string method, 50, 52, 69, 70 is described by a sequence of states or morphologies M α (r)-the string-that are indexed by a contour parameter 0 ≤ α ≤ 1. The increment of the contour parameter between two neighboring morphologies, M α (r) and M α (r), along the string is proportional to the square root of
To illustrate the different algorithms, we choose two states along each MFEP. In the vicinity of the unstable, starting state, α ≈ 0.015, max r |µ(r|M)| ≈ 3, and we denote these chosen states by far-from-equilibrium (FFE) states. In the ultimate vicinity, α ≈ 0.9985, of the metastable mesostructures, max r |µ(r|M)| ≈ 0.01, and these chosen states are denoted by close-to-metastability (CTM) states. The iterative algorithms require initial guesses for the potential fields, w A and w B , and we use the external potential fields that characterize the starting, unstable state at α = 0 or the metastable mesostructure at α = 1 for far-from-equilibrium and close-to-metastability states, respectively. 
B. Error analysis of the field-theoretic umbrella-potential (FUP) algorithm
The FUP algorithm becomes exact within the mean-field approximation in the limit λN → ∞. Whereas, in principle, this limit can be analytically taken in SCFT calculationsin this limit, the FUP algorithm, Eqs. (47) and (48), formally reduces to the explicit algorithm given by Eqs. (19) and (20)extremely large values of λN cannot be utilized in particlebased simulations because the underlying particle dynamics arrests. Here we use SCFT calculations, where the exact mean-field value of the chemical potential is available via the Debye-function algorithm, to quantify the accuracy of the FUP algorithm for far-from-equilibrium and close-to-metastability states as a function of λN.
According to Eq. (52), the inaccuracy of the FUP algorithm is related to the deviation between the order parameter M approx , to which the calculation converges, and M that characterizes the non-equilibrium state of interest. In Fig. 2 , we present the normalized deviation
as a function of λN for the one-step and two-step algorithms. M approx is the order parameter at the end of the calculations, i.e.,M approx = M approx for the one-step algorithm and M approx = M approx for the two-step algorithm, respectively. In agreement with Eq. (54), all data of the one-step algorithm collapse onto the asymptotic master curve q = 2/λN; there are only very minor deviations at small values of λN.
The data for the two-step algorithm, in turn, are compatible with a 1/(λN) 2 -scaling for large strengths of the FUP, in accord with Eq. (58) . In this case, however, the deviations from the asymptotic behavior are somewhat larger than those for the one-step algorithm. Nevertheless, even for the smallest value, λN = 100, utilized in our study, the deviation, q, is about an order of magnitude smaller for the two-step algorithm than for the one-step algorithm (at fixed λN). We define the average "relative" error of the chemical potential obtained by the FUP algorithms by
where the numerator quantifies the root mean-squared deviations of the FUP algorithm from the exact mean-field exchange chemical potential, whereas the denominator characterizes the root mean-squared spatial fluctuations of the exact mean-field exchange chemical potential. Note that the spatial average of the exchange chemical potential vanishes and, thus, the denominator vanishes in a metastable state with a spatially constant chemical potential. Figure 3 presents the average relative error, p, as a function of λN for the four different non-equilibrium states. As anticipated by Eq. (53), the error of the chemical potential scales like the deviation betweenM approx and M, and we obtain p ∼ 1/λN and p ∼ 1/(λN) 2 for the one-step algorithm and the two-step algorithm, respectively. This observation is important because (i) the new twostep algorithm reduces the order of the error and we obtain a reduction of the error by one or two orders of magnitude for the values of λN employed in our calculations. Moreover, (ii) a single two-step algorithm calculation at a fixed value of λ 0 N allows for an estimate of the error of the chemical potential of the one-step algorithm in the absence of the knowledge of the exact mean-field exchange chemical potential. This enables us to select an appropriate value for the strength of the FUP for the one-step algorithm. To this end, we replace µ(r|M) in Eq. (62) by the result of the two-step algorithm, µ fup (r| M), which is correct up to terms of order (λ 0 N) −2 , and we obtain the error λ 0 N is sufficiently large for the one-step algorithm to reach the asymptotic scaling, the strength of the FUP to achieve a relative accuracy, p, in the one-step algorithm is given by λN ≈ λ 0 N p(λ 0 N)/p. Such an estimate will be useful in the application of the FUP algorithm to particle-based models where one strikes a balance between systematic and statistical errors in the calculation of the chemical potential.
C. Performance analysis
In the following, we analyze the computational costs of the algorithms applied to the four non-equilibrium states. Since the computation of the potential-to-density relation, φ * + and φ * − , involves solving the modified diffusion equations for the chain propagators, it dominates the central processing unit (CPU)-time requirement. Thus, the computational cost is proportional to the number, N iter , of iterations necessary to achieve convergence. We note that if we use the updated pressure potential field w i+1 + (instead of w i + ) to update w i − according to Eq. (35), we need to calculate the densities, φ − (k|w i+1 + , w i − ), which involves an additional solving of the modified diffusion equations and thereby roughly doubles the cost of an iteration.
In all calculations, the modified diffusion equations are solved via the pseudo-spectral method 63,64 using a chain contour discretization of ∆s = 1/128 and a spatial resolution of ∆L = L 0 /64. The Debye-function algorithm solves Eqs. (5) and (6), and the iteration terminates if the deviations of φ * + and φ * − from their target values 1 and M, respectively, at any point in space are less than η. Likewise, the FUP algorithm seeks for the solution of Eqs. (43)- (45), and numerical convergence is defined by the criterion that local deviations nowhere exceed the threshold, η. We consider the accuracies η = 10 −6 , 10 −8 , and 10 −10 . Table I presents the computational cost of reverse SCFT calculations using the FUP algorithm and the Debye-function algorithm for the case of the far-from-equilibrium FCC state. For the FUP algorithm, we have varied the strength, λN, and 4.5 ≤ γ ≤ 5. Increasing γ further will result in an instability of the algorithm. For the Debye-function algorithm, we have varied the increment, ∆τ. For the approximate Debye algorithm, we encounter numerical instabilities at larger ∆τ.
For the FUP algorithm, we observe that the required N iter increases with the strength, λN. Upon increasing λN from 100 to 1000, we observe that the number of iterations increases by roughly a factor, 4, both for the one-step algorithm as well as for the two-step algorithm. This increase is slightly larger for high accuracy than for lower ones.
The two-step algorithm needs almost twice as many iterations than the one-step algorithm, although the initial guess for the potential fields in the second step stems from the converged result of the first step, i.e., the one-step algorithm. The ratio of the required N iter decreases only very gradually upon increasing λN, although the difference between M approx in the first step and M approx in the second step decreases like 1/λN. This behavior indicates that for the chosen values of λN and the starting, unstable state, M init , from which the initial guess to start the iteration is obtained, the difference between M init and M approx is not significantly larger than the difference between M approx and M approx , which is quantified in Fig. 4 .
In Fig. 4 , we utilize q
to characterize these two differences. For large λN, q trends to approach a plateau value because M approx → M but the difference between M init and M is independent from λN. In turn, q collapses onto the asymptotic master curve q = 2/λN for the far-from-equilibrium states studied. Table I on the quality of the approximation for the structure factors of density and composition fluctuations. Indeed, if we use the even cruder approximation of the approximate Debye algorithm, we cannot use values larger than ∆τ = 40. Thus, the employment of the RPA-like correlations in the Debye algorithm allows for a significantly more stable algorithm. In the case that the approximate Debye algorithm is stable, it requires a comparable amount of iteration steps as the Debye algorithm at the same value of ∆τ. Similar phenomena are also observed for the situation of the far-from-equilibrium BCC state, as illustrated in Table II . There are only two notable differences compared to the farfrom-equilibrium FCC state: (i) For both FUP algorithms, the increase of N iter with λN is even more pronounced and (ii) the approximate Debye algorithm remains stable for all values of ∆τ that we have investigated and, in fact, is slightly more efficient than the Debye algorithm. The latter observation indicates that the advantage of the Debye algorithm versus the approximate Debye algorithm depends on the specific morphology of the unstable state-both algorithms utilize (rather crude) approximations for the structure factor of the spatially inhomogeneous system.
Since the computational cost of the FUP algorithm increases with λN, we choose the smallest strength of the FUP such that the relative error, p, of the chemical potential is below 0.01. According to Fig. 3 , these field strengths are λN = 1192 and 226 for the one-step algorithm and the two-step algorithm applied to the far-from-equilibrium FCC state and λN = 4598 and 1009 for the one-step algorithm and the two-step algorithm applied to the far-from-equilibrium BCC state, respectively. The required N iter are compiled in Table III and compared to the Debye-function algorithm, where the values of ∆τ are adjusted as large as possible and further increase of ∆τ will result in an instability of the algorithm.
At fixed λN, the two-step algorithm requires almost twice as many iterations than the one-step algorithm for our choice of the initial guess. However, the two-step algorithm achieves p < 0.01 at a smaller value of λN and the required N iter increases with the strength of the FUP. Table III demonstrates that the two-step algorithm outperforms the one-step algorithm, in particular, at small η, and we anticipate that it becomes even better for smaller relative errors, p.
The Debye algorithm, however, requires about an order of magnitude fewer iterations and yields the chemical potential without approximation. Thus, it is clearly preferred in the case of far-from-equilibrium states. Even the approximate Debye algorithm that employs extremely simplified estimates for the correlation function still outperforms the FUP algorithms and is comparable to the Debye algorithm. These results consistently apply to both far-from-equilibrium states independent from their symmetry.
Table III also provides the data for the explicit algorithm. Since the explicit algorithm is the formal limit of the one-step algorithm for λN → ∞ and N iter increases with the strength of the FUP, the required N iter of the explicit algorithm always exceeds that of the one-step algorithm. Compared to the Debye algorithm as well as the approximate Debye algorithm, the explicit algorithm requires much larger N iter , emphasizing the necessity of employing the Debye functions for the case of far-from-equilibrium states.
The trends of the required N iter for calculating the chemical potential of the far-from-equilibrium FCC state as a function of accuracy, η, using different algorithms are shown in Fig. 5 . With the increment of λN, the required N iter of the one-step algorithm increases and approaches the value of the explicit algorithm in Table III because the explicit algorithm is the formal limit of the one-step algorithm for λN → ∞, whereas the required N iter of the Debye algorithm decreases and tends to adopt a plateau value according to Eqs. (33) and (35) . The case of the far-from-equilibrium BCC state behaves similarly.
In the following, we perform the same analysis for the close-to-metastability F-RD and I-WP states, which are close to the metastable mesostructures at the end of the relaxation path. The required N iter to achieve the accuracy, η, is compiled in Tables IV and V. For the FUP algorithms, we vary the strength, λN, that controls the relative error, p, of the FUP algorithm, whereas the impact of the tuning parameter, ∆τ, is studied for the Debye-function algorithms.
The general trends are similar to the far-from-equilibrium states: (i) The required N iter increases with the strength, λN, of the FUP. (ii) For the Debye algorithm, N iter decreases as we increase the increment, ∆τ. The approximate Debye algorithm becomes numerically unstable for large ∆τ for the close-to-metastability F-RD state, which shares the Q225 symmetry and larger periodicity with the far-fromequilibrium FCC state, however, at the same increment, ∆τ, the approximate Debye algorithm is competitive with the Debye algorithm.
In the close-to-metastability states, however, the two-step algorithm requires significantly less than twice as many iterations as the one-step algorithm, particularly for large λN. This indicates that the initial guess is farther away from the non-equilibrium state (compared to the difference between M approx and M approx ) than in the examples of the far-fromequilibrium states. This depends on the choice of the initial FIG. 5 . Required N iter for calculating the chemical potential of the far-from-equilibrium FCC state as a function of accuracy, η. Data for the one-step algorithm (O), the two-step algorithm (T), the explicit algorithm (E), and the Debye algorithm (D) are presented. λN is employed for the FUP algorithm, whereas ∆τ is used for the Debye-function algorithm. (57)]. Thus, most of the iterations are required for the convergence in the first step, whereas the second step is merely a refinement. Moreover, the Debye-function algorithms generally require a larger number of iterations for the close-tometastability states compared to the far-from-equilibrium ones. The opposite holds true for the FUP algorithms. This behavior can be partially rationalized by multiple factors: (i) the quality of the initial guess, (ii) in the far-fromequilibrium states, deviations of the local composition during the iteration typically give rise to larger thermodynamic forces than in the close-to-metastability states, and (iii) the unstable, far-from-equilibrium FCC and BCC states (after the alchemical transformation) are less strongly segregated than the closeto-metastability F-RD and I-WP states. Thus, the approximation of the correlation functions by those in the spatially homogeneous, disordered state is less of an approximation for the far-from-equilibrium states than for the close-to-metastability states.
Using the same relative error threshold, p < 0.01, we compare the different algorithms for the non-equilibrium, close-tometastability states in Table VI . For the close-to-metastability F-RD state, the computational requirements of the two-step algorithm are the lowest, whereas the approximate Debye algorithm has the worst performance because the employment of the approximate Debye functions limits the utilized value of ∆τ to be small. Although the value of ∆τ can be large when using the RPA-like Debye functions, its computational efficiency remains worse than that of the one-step algorithm. For the close-to-metastability I-WP state, the approximate Debye algorithm is slightly better than the Debye algorithm, however, both of them are worse than the one-step algorithm and the twostep algorithm. Thus, for both of these two non-equilibrium, close-to-metastability states, the FUP for the given error p < 0.01 outperforms the Debye-function algorithm. Although the explicit algorithm works more efficiently for larger values of η (10 −6 for the close-to-metastability F-RD state, while 10 −6 and 10 −8 for the close-to-metastability I-WP state) compared to the Debye algorithm and the approximate Debye algorithm, for smaller η, the employment of the Debye functions can still make the Debye algorithm and the approximate Debye algorithm more efficient than the explicit algorithm. Figure 6 presents the required N iter using different algorithms for calculating the chemical potential of the closeto-metastability F-RD state as a function of accuracy, η, which is similar to the observation in Fig. 5 . The results for the close-to-metastability I-WP state exhibit a similar trend.
In the Appendix, we demonstrate that the reduction of the systematic error to the order 1/(λN) 2 in the two-step algorithm also holds beyond mean-field theory and thus the two-step algorithm is a promising strategy for particle-based simulations where no analog of the Debye-function algorithm is available.
IV. CONCLUSION
In order to quantify the free-energy landscape within the SCFT, one has to invert the potential-to-density relation to compute the spatially varying chemical potential and free energy associated with a non-equilibrium state. The chemical potential is a basic ingredient for various techniques, e.g., dynamic SCFT, 29,33-39 the computation of MFEPs via the improved string method, 69 or alternative techniques for computing the barriers for transforming one metastable state into another. 71 Since the density-to-potential relation is a nonlinear and nonlocal problem that involves the computationally demanding solution of the modified diffusion equations for the chain propagators, there is a need for efficient and stable numerical techniques.
We have evaluated two complementary techniques to compute the chemical potential in a non-equilibrium state: (i) the Debye-function algorithm that is an extension of a technique proposed by Ceniceros and Fredrickson 47 and (ii) the field-theoretic umbrella-potential (FUP)-sampling that can also be used in particle-based systems. The former technique yields the exact mean-field value of the chemical potential but necessitates the RPA-like structure factors, which may not be readily available for complex chain architectures. The latter technique has a systematic error that scales inversely with the strength, λN, of the umbrella potential, but it can be straightforwardly integrated into existing SCFT codes because it merely adds an interaction term. Here we have devised a two-step procedure that reduces the error to the order 1/(λN) 2 .
Using systems that are highly unstable and far away from the equilibrium as well as systems in the vicinity of a metastable free-energy minimum, we have evaluated the performance of the two algorithms in detail. Generally, the exact Debye-function technique is preferred because it does not introduce a systematic error in µ and we observe that it outperforms the FUP algorithm for the highly unstable states that have been studied. The FUP algorithm becomes competitive in the vicinity of metastable states and the new two-step version significantly reduces the systematic error, making the algorithm a valuable tool for not only SCFT calculations but also particle-based simulations. Thus, we are confident that the two algorithms will find ample applications for studying multicomponent polymer systems out of equilibrium by SCFT and particle-based simulations.
A hybrid scheme of the FUP algorithm and the Debyefunction algorithm can take advantage of these two algorithms and simultaneously avoid their weaknesses. First the FUP algorithm can be utilized to make the solution quickly get close to the target state, M, and then the Debye-function algorithm can be employed to refine the solution obtained from the FUP algorithm such that the exact M can be captured.
APPENDIX: BEYOND MEAN-FIELD APPROXIMATION
Since the FUP algorithm additionally finds applications in particle-based simulations, where there is no analog of the Debye-function algorithm, we show in this appendix that the relation Eq. (52) is correct up to second order in the inverse strength of the FUP even if we account for Gaussian fluctuations. Thus, the two-step algorithm provides a chemical potential that is accurate up to order O 1/(λN) 2 even beyond the mean-field approximation.
In analogy to Eqs. (1) and (36), we define the free-energy landscape, F[M], and its restrained equivalent, F fup [M fup ], for a particle-based model according to 
where the integral runs over all particle configurations {r} andM(r|{r}) is the order-parameter field at position r that corresponds to the particle configurations {r}. The Hamiltonian H({r}) denotes the energy of a particle-based configuration comprising bonded and non-bonded interactions. The additional FUP takes the form
From the restrained free-energy functional, we obtain the chemical potential
where · · · fup denotes the average of particle configurations according to Eq. (A2). This relation explains how to obtain µ fup (r|M fup ) via restrained particle-based simulations. Using Eq. (A1), we can also rewrite the restrained freeenergy functional in the form 
with X(r) = ∆M(r) + dr H −1 (r, r |M fup ) µ(r |M fup ). Since X(r) fup = 0, we obtain for the chemical potential within the Gaussian approximation for fluctuations of ∆M ∆M fup = − dr H −1 (r, r |M fup ) µ(r |M fup ),
or according to Eq. (A6) (A13)
