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Summary
In today’s medicine, arguably the main objective is to provide the highest possible 
quality of medical care to patients. The provision of high-quality medical care is usu­
ally associated with the patients being monitored within medical establishments by 
specialist practitioners. However, there is a considerable number of medical condi­
tions for which expert medical personnel is limited, or patients may be forced to be 
away jfrom such experts for long periods of time. One of the most common cases 
where patients are forced to stay away from expert medical help for long periods of 
time is that of people suffering from spinal injmy.
Spinal injury affects tens of millions of people ardund the world, and has very severe 
consequences to patients; these include paralysis (of legs and, possibly, arms as well), 
loss of sensation, incontinence, etc. However, the medical centres around the world 
that can provide specialised care to such patients is very small, and they are concen­
trated in a very small number of areas around the globe. Therefore, providing efficient, 
quality care to patients suffering from spinal injury is a very important issue in the 
medical community.
This observation has led us to the design and development of a Decision Support Sys­
tem that will act as a consultation and caring tool for such patients. The resulting sys­
tem, called Dimitra-PRO, is based on probabilistic tools (more specifically, Bayesian 
Networks) to deliver a diagnosis about the possible conditions such patients may suf­
fer from, given the symptoms they exhibit. Prior information is extracted from all 
possible sources of domain knowledge (literature, questioning experts and personal 
experience), and is modelled appropriately.
In the context of this work, an important breakthrough in the applicability of Bayesian 
Networks (BNs) in real-world scenarios has also been made. So far, BNs have lim­
ited support for representing continuous random variables; if any are used, they are 
required to follow a Gaussian distribution in order to perform exact inference in a BN, 
otherwise discretisation is applied. In this thesis, we show that it is now possible to use 
any ftinction that can be used as probability distribution function for nodes, without 
applying any kind of approximation, to perform exact inference in Bayesian Networks 
containing a random mixture of discrete and continuous nodes. BNs are now capable 
of modelling dependencies between discrete and continuous variables without the need 
to apply discretisation for continuous variables. By applying this paradigm in the case 
of Dimitra-PRO, it is experimentally demonstrated that the proposed method for repre­
senting continuous random variables in BNs outperforms discretisation of these nodes, 
thus enabling us to deliver a more accurate prognosis about the patients’ condition — 
which, in turn, satisfies our demand for providing the highest possible quality of care 
to them.
Key words; Medical Diagnosis, Decision Support Systems, Bayesian Networks, Hy­
brid Networks, Knowledge-Based Systems, Data Mining, Spinal Injury, Quadriplegics, 
Paraplegics
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Chapter 1
Introduction
1.1 Medical Decision Support Systems
The quality of medical care has been a key issue for both practitioners and patients at 
all times; nowadays though, it is more than ever before seen as a target that needs to 
be met, since we have come to expect both the highest standard and the best practice 
guidelines in all fields of medicine. Decision Support Systems (DSS) are tools that can 
ensure such quality care, as long as we integrate them into the daily routine of both 
medical personnel and the. Investigations for the use of DSS for assisting in medical 
diagnosis date back to the late 1950s. The systems that have been developed so far use 
a variety of modelling approaches and can be broadly divided in two main categories:
• The rule-based approach, in which inference is performed based on a set of 
nodes. In such systems, uncertainly is usually addressed through heuristic meth­
ods, a fact that makes them ineffective in a large number of real-life scenarios 
[36] [12].
• The probabilistic approach, which intrinsically addresses uncertainty and has 
the advantage of mathematical consistency and higher levels of accuracy in its
1
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output [78] [77] [5][72].
6 The aim of this thesis is to generate a Decision Support System that will be capable of 
modelling real medical data that are related to the domain of caring for people suffering 
from paralysis due to damage to their spinal cord. In order to do so, we will be using a 
probabilistic reasoning framework to achieve better diagnostic performance — and, 
in doing so, we will introduce some novel techniques for performing probabilistic 
reasoning. The final result of this work will be the Dimitra-Pro Decision Support 
System, a consultation system for the special caring procedure that has to be followed 
for wheelchair users with spinal injury. First of all though, we will shortly discuss the 
use of probabilistic reasoning tools in the development of DSS.
1.2 Bayesian Networks for DSS
As a first step, this thesis examines the work that has been done in the area of medical 
diagnosis, with an emphasis on the approaches that employ probabilistic reasoning for 
diagnosis. In examining such approaches, one must note in particular the introduction 
of Bayesian Networks (BNs) in the 1980s. BNs have been used as a formalism for 
representing and reasoning in problems involving uncertainty via the use of graphi­
cal models; within such structures, probability theory is adopted as a basic framework 
[80]. Since the late 1980s, researchers have been exploring the feasibility and per­
formance of Bayesian Networks in the context of medical applications. The BN for­
malism offers a natural way to represent the uncertainty involved in medicine when 
attempting to deliver a diagnosis [68]. This is due to the fact that the dependencies 
between signs * or symptoms  ^ and possible diagnoses, as well as the probabilistic 
interaction among the data, can be easily described in a Bayesian Network. As the
‘In medical terminology, signs are direct observation made by a health care provider with regard to 
a patient’s condition.
I^n medical terminology symptoms are the patient’s own descriptions o f higher ailments.
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formalism offers this natural representation, any probabilistic statement that may con­
cern both individual and combinations of variables can be computed from a properly 
structured BN.
However, one of the major issues that have prevented the widespread use of the BN 
framework for reasoning in complex domains is the fact that continuous variables are 
not handled in a unified and elegant manner. In every domain in the real world, han­
dling continuous data efficiently is a crucial parameter for the development of a good 
decision-making system; this clearly applies to medical applications as well. Bayesian 
Networks are most frequently used in situations where all input data are discrete by 
nature. If continuous data are used at all, they are typically assumed to follow a para­
metric or semi-parametric family of distributions — for example a single Gaussian or 
a mixture of Gaussian distributions is used to facilitate to modelling of the data. If the 
data cannot be considered to follow a Gaussian mixture model, the process of discreti­
sation is usually applied; in this case, each continuous data variable is replaced by a set 
of discrete ones so as to fully cover the range of values that can be found in the original 
data and approximate the probability distribution of the data as close a possible.
As can be seen in [38], each of these strategies has its advantages and disadvantages. 
Using a parametric distribution, we formulate the data by making strong assumptions 
about their nature. Obviously, if these assumptions correspond to the domain knowl­
edge well, then the model can be a good approximation of the data. On the other hand, 
discretisation is a procedure that is difficult to illustrate by means of a specific para­
metric distribution, and is very much a case-specific process (as no general methods 
for achieving a good data space partitioning have been proposed in the literature yet) 
and, more importantly, suffers from inaccuracy in the inferred result due to loss of 
information in the process itself.
It is only very recently that attempts to fully incorporate probability distributions other 
than the Gaussian in the inference process for BNs have been proposed in the literature. 
Initially, tiiese attempts were focused on extending BN-based reasoning for specific
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distributions [74]. Later on, more generic approaches have been proposed [96][95] and 
demonstrated in real-world examples [73] [17] [18]. Still though, the methods used to 
perform inference suffer from lack of flexibility, and their effectiveness relies on the 
ability of the system designer to achieve good approximations of the input distributions 
using a specific family of fimctions. Therefore, a methodology that would allow for 
automated and accurate fimction fitting for any type of distribution would be highly 
desirable in this context.
Such a methodology would also be of great benefit in applications such as medical 
diagnosis, as, in medical domains, variables can by nature be either discrete or contin­
uous. A method that enables any type of continuous random variable to be accurately 
represented within a BN would become a crucial component for the successful deploy­
ment of any medical diagnosis system — because an inaccurate diagnosis due to poor 
modelling can be very dangerous for patients’ health. As mentioned above, people 
tend to discretise the continuous variables in order to simplify the whole procedure — 
a process that clearly leads to loss of domain knowledge. However, given the current 
state of the art, such a step is necessary if we wish to perform BN-based reasoning — 
since, if this is not done, the conditional probability representation of such mixed-mode 
data is not fiilly defined [37] [61].
Therefore, this thesis aims at modelling the dependencies among discrete and contin­
uous variables without the need to perform discretization for the continuous ones. A 
novel approach is introduced for dealing with continuous variables that bypasses the 
shortcomings of the approaches outlined above. This approach is based on the premise 
that any function that can be used as a probability distribution function for a node can 
be modelled without applying any kind of discretization, thus allowing us to perform 
exact inference in Bayesian Networks containing a random mixture of discrete and 
continuous nodes. Moreover, it is experimentally demonstrated that these networks 
are capable of modelling real medical data by applying this paradigm in a new appli­
cation of Decision Support Systems (DSS) in medical field: the Dimitra-Pro system.
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1.3 Motivations and Aims for Implementing the Carer 
Advisor
Research on the caring procedure required for wheelchair users with spinal injury has 
shown that early administration of expert care to patients would considerably reduce 
the numbers of complications due to these injuries [71]. Hence, the motivations for 
creating an online carer advisor fall into two categories: those from the carers’  ^stand­
point and those from the patients’ standpoint.
• Carers’ standpoint. Despite the fact that the number of paraplegics and quadriplegics 
 ^ (tetraplegics) around the world is in the tens of millions, there are very , few 
people in the world who can take care of such people properly, and even fewer 
medical centres where expert treatment to such patients can be provided. There­
fore, most of the people who act as carers for such patients are not fully trained
for this kind of work beforehand; they have to leam how to do it as they go along. 
Moreover, they will usually be located at the patients house, which implies that 
no other experienced medical staff will be around if anything goes wrong. This 
would mean that the proposed system would be an invaluable tool to which they 
can reliably turn to for assistance and, possibly, for initial training as well.
• Patients’ standpoint. The patient will certainly gain more confidence from the 
existence of such a system, as he/she will feel there is always a helping hand out
^According to the Oxford English Dictionary the term carer refers to a person whose occupation is
the care of the sick, aged, disabled, etc.; one who looks after a disabled or elderly relative at home, esp.
one who is therefore unable to work
According to the Oxford English Dictionary, the term ’paraplegic’ refers to a person who ’has
paralysis of the lower hmbs and a part or the whole o f the trunk, resulting from an affection of some
part (thoracic, lumbar or sacral region) of the spinal cord
^According to the Oxford Enghsh Dictionary the term tétraplégie refers to someone who has suffered
a transverse lesion of the spinal cord in the upper cervical region so that the simultaneous paralysis and
anesthesia affect the four extremities and trunk
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there for him/her and that there is a place to go for a second opinion on his/her 
problems. They will also feel that they can have at least some control over them­
selves and over how well the carer does his/her job -  a factor most prominent 
in the case of quadriplegics (tetraplegics), as they are 100% dependent on their 
carer. Finally, since the patients themselves are usually quite knowledgeable 
about their condition and the caring procedure required, they can train their own 
carer according to what they have learnt themselves from their doctors, using the 
proposed system as a guideline.
Therefore, the aims of implementing this carer advisor system are the following:
• Developing a means that allows us to achieve reliable diagnosis for patients with 
spinal injury. Apart from the obvious improvement in patients’ medical care that 
this will entail, it will also instill more confidence in managing their condition in 
their everyday lives.
• It will allow carers who have not been thoroughly trained with patients suffering 
from such conditions to take care of these patients effectively, as they can rely on 
this system to assist them in discovering what is wrong with the patient. More­
over, in the initial stages of the carer becoming accustomed to such patients, the 
system can also be used as a tool that will provide on-the-job training for the 
conditions associated with them.
1.4 Scientific Contributions
In this work, a number of issues related with the effective implementation of medical 
diagnosis systems are going to be discussed and evaluated, leading to some scientific 
contributions regarding this area. Initially, this thesis formulates the process that must 
be followed for treating patients who suffer from paralysis due to spinal injury. To
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date, this was an issue that has not been covered in the relevant literature; therefore, 
in order to achieve the creation of an automated diagnosis system, one needs to first 
accumulate and organise the relevant knowledge. In cases such as this, the knowledge 
acquisition process shows itself to be an equally challenging problem to that of deploy­
ing the accumulated knowledge via a reasoning framework to develop an automated 
decision-making tool. Therefore, to design an effective diagnostic system for medical 
conditions, one needs to:
• Establish the knowledge required for building the system. In what follows, we 
will demonstrate that there are three main components that comprise a medical 
diagnosis system — identifying the domain, accumulating the knowledge and 
demonstrating the validity of this knowledge in the real world.
• Establish the theoretical framework on which inference will be based. Given 
the uncertain nature of the domain considered in this thesis, one will have to 
resort to non-rule-based methods for diagnosis. This naturally leads us to the 
use of probabilistic approaches (such as BNs) in order to perform reasoning 
for this application. While the application of BN theory seems to offer a rel­
atively straightforward solution to the medical diagnosis problem, we will see 
that there are certain aspects of the theory that prevent us from being able to 
achieve maximum precision and accuracy for the diagnosis. Therefore, we will 
have to overcome these issues by introducing a novel firamework for performing 
local probability computations within BNs, in a way which will allow for both 
automatic and much more accurate diagnosis than the state-of-the-art algorithms 
can offer.
•  Demonstrate the usability of the overall system in real-world scenarios.
The major contributions achieved in this work are summarised below:
ÎA. Scientiûc Contributions
• Firstly, a model for the caring process o f patients with spinal injury has been 
created. The main steps of this process are the following:
-  Initially, we have to identify the conditions that are associated specifically 
with such patients, and the reasons why the caring process for them has to 
be differentiated to that of other people. As per the spinal injury-related 
conditions, they stem from the fact that patients do not generally possess 
control of their voluntary bodily frinctions, and they do not have full sen­
sation regarding those parts of their bodies. Therefore, the techniques for 
detecting medical conditions for such patients have to be adapted to ac­
count for this problem.
-  Next, we have to incorporate the knowledge that is already available for 
providing care to these patients. Medical knowledge for such cases is 
sparse; there is quite limited literature regarding the caring procedure that 
must be followed; human medical care experts for spinal injury patients are 
also very few in number, and they are usually concentrated in rehabilitation 
centres specialising in such cases. The fact that these centres are located 
in only a few places in the world seriously limits the accessibility to this 
knowlege; and, while this has caused added difficulties in accumulating the 
required knowledge, it demonstrates the need for a thorough knowledge 
acquisition process.
-  Finally, the accumulated knowledge has to be validated. A multi-stage 
process is required to this end; first, the knowledge required to generate a 
simple, rule-based system was considered; then, the experts were brought 
in to amend this knowledge as they saw fit, and provide us with their like­
lihood estimates for given scenarios; finally, after no further changes to the 
model structure were required, robust statistical measurements were ap­
plied to the experts’ likelihood estimates in order to generate the relevant 
probability measurements for use within a probabilistic reasoning diagnos-
1.4. Scientiûc Contributions
tic framework,
• Secondly, in order to facilitate accurate probabilistic reasoning in the given do­
main, an automated method for supporting near-exact reasoning in BNs con­
taining nodes with arbitrary probability distribution functions is also presented 
in this work. As we will see, this method is based on combining the particle 
filter theory with the Shenoy-Shafer framework for evidential reasoning, thus 
enabling us to efficiently perform probability calculations with any combination 
of node types (discrete or continuous) within a BN. The main components of this 
work are the following:
-  Firstly, it is established that particle filters (in their general form, as weighted 
sums of Gaussians) can be used to approximate arbitrary probability dis­
tribution functions to any desirable level of accuracy, provided that a large 
enough number of particles is assumed. The benefit from this step is the 
fact that the process for generating weights for individual Gaussians to de­
scribe a distribution using a particle filter is an automatic process; therefore, 
if the target distribution is known beforehand, weight generation is a trivial 
process — as opposed to attempting function fitting on arbitrary functions 
using other methods.
-  Secondly, we demonstrate that reasoning based on the Shenoy-Shafer frame­
work for probability propagation in BNs can be carried out if we consider 
probability distribution functions expressed as sums of Gaussians (contain­
ing an arbitrary number of terms). The minimum requirements are outlined 
and proved, thus showing that the Shenoy-Shafer framework can be used 
for reasoning in cases where node distributions are expressed as sums of 
Gaussians.
-  Thirdly, the two previous concepts are joined to deliver a very powerful au­
tomated framework that can perform reasoning in any type of BN featuring
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arbitrary node configurations; nodes described as sums of Gaussians can 
be used within the Shenoy-Shafer framework to propagate local probabil­
ity estimates to the whole network, thus enabling calculations even in cases 
where state-of-the-art algorithms would be faced with insurmountable dif­
ficulty.
• Finally, this work has been evaluated by creating a network that allows us to 
automatically diagnose the various conditions associated with patients suffering 
from paralysis due to spinal injury, given the set of signs and/or symptoms that 
they exhibit. The results produced by the network on several real-world sce­
narios clearly demonstrate that the proposed reasoning framework, along with 
the knowledge related to this particular domain, is capable of delivering a high- 
quality diagnostic performance across different patients suffering from various 
conditions and exhibiting different symptoms in each case.
Parts of the work described in this thesis have already been published in relevant inter­
national conferences and journals [9] [10] [8].
1.5 Outline of this Thesis
In what follows, we present the work covered by this thesis as follows:
• In Part I, we begin by reviewing the relevant literature about probabilistic reason­
ing in Chapter 2. Having identified serious theoretical shortcomings in incorpo­
rating continuous random variables in BN-based reasoning, Chapter 3 presents 
a novel method for performing probabilistic reasoning in Bayesian Networks, 
which allows inference of arbitrary accuracy in networks of any topology. At 
this point, we also evaluate the performance of the proposed method for proba­
bilistic reasoning against other popular and state-of-the-art BN tools.
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• In Part II, we start by presenting a number of systems designed for assisting 
medical diagnosis in various domains in Chapter 4. Following the discovery that 
the diagnostic and caring procedure for patients suffering from injury to their 
spinal cord has received minimal research interest, we then cover the medical 
knowledge regarding such patients in detail in Chapter 5.
» In Part III, we combine the concepts presented in 3 and Chapters 5 in order to de­
velop Dimitra-Pro, a highly accurate Bayesian Network for the caring procedure 
of patients suffering from spinal injury. This process is described in Chapter 6. 
We then proceed to Chapter 7, where we present the results of the Dimitra-Pro 
system on real-world data.
• Finally, in Part IV, we discuss the progress made and possible areas of devel­
opment in the future for both of the main components of this work — the rep­
resentation of continuous distributions in BNs and the knowledge base used to 
construct the Dimitra-Pro model.
Part I
Probabilistic Reasoning
12
Chapter 2
Literature Review
In this chapter, we will review the work that has been carried out in the area of proba­
bilistic reasoning. Firstly, in Section 2.1 we will examine the mathematical apparatus 
present in the context of temporal probabilistic reasoning (such as Gaussian Mixture 
Models (GMMs) and Hidden Markov Models (HMMs), Kalman Filter (KIF) and its 
extensions, and Particle Filters (PFs)) on a single random variable (a summary of com­
monly used abbreviations can be found in Appendix A). We will see that it is important 
to distinguish between random variables following the normal distribution and all the 
others, as the mathematical exploitation of the former is far more straightforward than 
that of the latter. Then, in Section 2.2, we will introduce the concept of Bayesian Net­
works (BNs) for applying probabilistic reasoning on any number of random variables, 
the dependencies among which are more complex than those the basic tools described 
in Section 2.1 are designed for. We will also comment on how inference is performed 
in BNs. Finally, in Section 2.2.2 we will examine the manner in which distributions 
are represented in BNs, and what the basic reasoning infrastructure for this case is. 
At this point, we will introduce the Shenoy-Shafer framework for evidential reasoning 
in detail, and provide a number of important algorithms that are widely used to solve 
the inference problem under this framework. Finally, we will establish that there is 
an important gap in the way arbitrary continuous distributions are represented for use
13
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within the BN theory; this issue will be addressed in detail in Chapter 3.
2.1 Basic Principles and Probabilistic Tools
Probabilistic reasoning for a single random variable is based on introducing the concept 
of state-space models. This dictates the presence of some underlying (hidden) state of 
the world that gives rise to a set of observations. Apparently, as the hidden state is 
a time-varying process, so are the observations that arise from it. However, we can 
still consider these observations to be a function of the hidden state; therefore, our 
objective is to interpret these observations and infer the hidden state of the system from 
them. Given this notation, we are looking at calculating P{Xt\x\, , x,_i, zi, • • •, z^ _i).
Therefore, we will require the following:
• A prior density, f  (Zi).
• A state transition function, P{Xt\Xt-\),
• A  mapping function between states and observations, P{Zt\Xt).
Inference in state-space models is usually based on a clever implementation of the 
Bayes rule in each case — if we can extract the conditional probabilities shown above, 
the application of the Bayes rule will yield the desired probability P{Xt\Zt). In the 
context of medical diagnosis, the state of a probabilistic model would map a certain 
condition, and the observations would be the relevant signs/symptoms for this condi­
tion. In this section, we will analyse the basic tools that allow us to represent a single 
distribution. These are the following:
• Gaussian Mixture Models (GMMs) — expressed, in their most general form, as 
Hidden Markov Models (HMA^).
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• Optimal linear estimation and filtering (i.e. the Kalman Filer (KF)) and some of 
its (sub-optimal) extensions to accommodate non-linear prediction to some ex­
tent — the Extended Kalman Filter (EKF) and Unscented Kalman Filter (UKF).
• Non-linear, sampling-based filtering, i.e. the Particle Filter (PF) — which han­
dle non-linearities in a very different, and much more elegant, manner than 
Kalman filter variants.
2.1.1 Gaussian Mixture Models and HMMs
GMMs [101] are used for representing distributions where a finite number of compo­
nents are expressed, each of them following a Gaussian distribution N{x;p, E). These 
components are the mixands in the overall probability distribution. Let us assume that 
there are L such components in a mixture. In this case, we can express the overall 
distribution as ^
(2 .1)
;=1
where
= 1 (2.2)
1=1
In order to make GMMs usable in practice, one needs to be able to determine the shape 
of each of its components, i.e. the mean covariance matrix and weight of 
each mixand. These can be calculated via the use of the Expectation-Maximisation 
(EM) algorithm [30], which is an iterative algorithm that maximises the log-likelihood 
of the given incomplete data (that is, without their corresponding labels) with respect 
to the distribution parameters.
The EM algorithm can be initialised using random values, and will converge to a local 
maximum of the relevant log-likelihood fimction. GMMs are the simplest represen­
tation of the labelling problem, where a certain, finite number of distinct components 
exists, each following a Gaussian distribution, and the observation process may select
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any of those components at any time. Therefore, the value of GMMs lies exactly in 
generating a small number of labels from a much larger dataset; it is therefore a very 
useful tool for clustering large datasets.
Nevertheless, it is clear that temporal structure is irrelevant for GMMs. If some kind of 
temporal structure to the component selection process needs to be enforced, it is more 
naturally expressed by introducing a reasoning structure known as Hidden Markov 
Models (HMMs). In this case, while each component (called state in the context of 
HMMs) emits observations via a Gaussian distribution, the sequence of state transition 
is now governed by a state transition table. In the general case, that implies that 
not all state transitions are allowed; and, in any case, a probability measure of any 
state transition is explicitly defined. However, we cannot witness the state transition 
process itself; we have to infer it via the observations. Again, in this case, the EM 
algorithm (also known in the HMM community as the Baum-Welch algorithm) yields 
the appropriate parameters for the HMM in a manner similar to that of a simple GMM 
— the only difference is the fact that we need to calculate the state transition table 
as well. For both types of models, the Viterbi algorithm [104] is used to infer the 
optimal state sequence. Therefore, the inference problem when single distributions are 
expressed as mixtures of Gaussians has a well-defined solution.
2.1.2 The Kalman Filter and its Extensions
A natural method for representing continuous state-space models is the Kalman Filter 
[57]. Its purpose is to recursively compute the posterior distribution of a continuous 
random variable based on the assumption that it is Gaussian. Moreover, we assume that 
any process or observation noise (v/ and €/ respectively) are uncorrelated, zero-mean 
white noise sequences, and that tiie equations for the relationship between the states x, 
and the measurements z, at any time point t are linear. Therefore, these equations can 
be written as
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Xt = FfXt..i + Gvt-i (2.3)
Zt = HtXi + et (2.4)
where:
• V; and 6/ are uncorrelated, zero-mean white Gaussian noise sequences at time t 
with covariance matrices Q and R respectively.
• Ft and Ht are matrices defining the linear functions that govern the modelled 
process at time t.
• G is the matrix that maps the noise process to the states.
The KF acts as a two-pass system for a given time step. Firstly, it predicts the obser­
vation at the next step using its current state and previous observation. Then, after the 
measurement at time t becomes available, the posterior distribution at time t (which 
is also Gaussian) is updated.lt can be proven that the KF is the optimal linear es­
timator; that is, if a state model is linear and the variables involved are continuous 
and follow Gaussian distributions, the KF statistically yields the best estimation of the 
variable value at a given time step (in a least-squares sense). This fact has encouraged 
researchers from a wide range of disciplines to adopt KFs as a solution in areas as 
diverse as automatic control (e.g. vehicle localisation [86] and navigation [50]), target 
tracking [44], signal enhancement (especially speech) [79] and econometrics [11] (to 
predict the state of market elements, such as demand for international reserves or stock 
prices) to name but a few.
However, the assumption of model linearity and the fact that the can be modelled 
as a Gaussian also represents the main limitation of the KF. If the observed variable 
cannot be assumed to follow a Gaussian distribution or the system model cannot be 
approximated well by a set of linear equations, the KF will generally fail to estimate
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it reliably. Therefore, extensions to the basic KF have been proposed and extensively
used in the literature. In the remainder of this section, we will examine the two most
popular variants, the Extended and Unscented Kalman filter, which were specifically 
designed to accommodate deviations from linear system behaviour, and have been 
applied to problems similar to those of the baseline filter.
2.1.2.1 Extended Kalman Filter
If the process to be estimated or the relationship between the measurement and the state 
is non-lmear, then the conditions required for the KF are no longer valid. The EKF [4] 
linearises about the current mean and covariance using Taylor approximations. The 
state and observation equations are now described by the equations
Xt = ftiXfuVt.i) (2.5)
^t — ht(Xf, 6f) (2.6)
where ft and hf are, in the general case, non-linear functions, v and e are zero-mean 
white Gaussian noise processes, as in the KF. To derive the EKF, we approximate to 
achieve accuracy up to the first order of the Taylor series; therefore, the linearisation 
process is to include only the first derivatives as important terms in the EKF state-space 
equations, and model all other terms as an extra noise term.
Having linearised the system equations, the mathematical formulation for the EKF is 
very similar to the standard KF. However, the exact formulation of the prediction and 
update equations will be omitted at this stage.
2.1.2.2 The Unscented Kalman Filter
The Unscented Kalman filter (UKF) [56] is another estimator for non-linear and/or 
non-Gaussian processes. It uses a set of discretely sampled points to parametrise the
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mean and covariance. This technique does not require the linearisation encountered in 
the EKF and it has been analytically shown that its performance is superior to that of 
the extended KF.
The idea behind the selection of the sample points (also known as the unscented trans­
form) is that it is easier to approximate a Gaussian distribution than an arbitrary non­
linear function. The sample points for the estimation of the state vectors are are de- 
terministically selected via the unscented transform formulas so that their mean and 
covariance matrix coincides with that of the state matrix — and each point is assigned 
a certain weight. The same process is followed for the observation vector as well.
In the Unscented Kalman Filter, the mean and covariance are calculated accurately 
up to the second order, whereas the EKF is only accurate up to first order — which 
is one of the main reason for the superior performance of the UKF. Moreover, in the 
UKF, it is the distribution that is being approximated — instead of the state function 
used in the EKF. As numerically stable and efficient methods can be used to compute 
the sigma points, there is no need to calculate complicated Jacobian matrices — as 
is the case with the extended filter. Given both these advantages, it is reasonable to 
consider the UKF as a superior solution to the Extended filter for estimating non- 
Gaussian processes.
2.1.3 The Particle Filter
A completely different approach to the KF for statistically estimating the distribution 
of a random variable is the Particle Filter (PF). This is, in &ct, a sequential Monte 
Carlo method based on point mass (or particle) representations of probability densities 
with weighting of the particles corresponding to the probability distribution. The basic 
concept is to develop a recursive Bayesian filter by Monte Carlo simulations — a 
concept very much removed from the assumption that we can achieve the linearisation 
of the distribution estimation problem for a state-space model. The Bootstrap Filter
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(BF) was proposed by Gordon [43] for implementing recursive Bayesian filters with 
empirical representations of the probability densities. The density of the state vector 
is represented by particles, which are updated and propagated by the algorithm. The 
idea is to eliminate low-importance particles and spawn particles of high importance. 
[6] gives a tutorial on particle filters and its variants, and a review of Sequential Monte 
Carlo methods with applications is presented in [33]. This section describes sequential 
importance sampling and its relation to particle filtering algorithms.
2.1.3.1 Sequential Importance Sampling and Resampling
A common technique for approximating a probability distribution is via Importance 
Sampling. If we wish to draw samples firom a probability distribution p{x) oc ;r(jc) 
which is difficult to sample from, we may find that it is possible to sample from 7t{x). 
Let w(x) be an importance density which generates N  samples w,, 1 < z < A form; 
thus, we will have w,- = 1. Then, a weighted approximation to p{x) is given by
N
P(x) » (2.7)1=1
(2.8)
where is the normalised weight of the particle at position
The importance sampling distribution ;r(jC/|Z/) at time t is given by
t
n{xt\Zt) -  n{xQ) 7T (xftjx/c-i, zf) (2.9)
k=\
The weights can be calculated recursively (up to a normalising constant) by
„(0 _  ,,,(0
7l(jlf\p%,Zt)—  (2.10)
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Applying this technique sequentially when the prior distribution is the importance sam­
pling distribution TTq
t
n{xt\zt) = pixt) -  7ïq{xq) j~ | p  \xu~ 1 ) (2.11)
U = \
means that the weights wf ^ will then satisfy
w f ^  w%p (zt\pf) (2.12)
Therefore, we only need to calculate the likelihood function p{zt\}j^ i^ ).
However, this baseline technique suffers from a problem called degeneracy; that is, af­
ter a few iterations, most of the particles end up having negligible weights. This prob­
lem is resolved by resampling from the weighted distribution to obtain an unweighted 
particle set which approximates the posterior distribution.
2.1.3.2 The Particle Filter Algorithm
The PF or BF was proposed by Gordon [43] for implementing recursive Bayesian fil­
ters. The density of the state vector is represented by the discrete samples, or particles. 
A description of the algorithm is given below.
• Initialisation Step: At t = 0. In the initialisation step, we assume that we can 
sample N  particles directly from the prior ;ro, each one is assigned a mass of 
= 1/A, hence
0^ = ^  2  <5(:r -  //Jf ) (2.13)
f=i
where ô represents the Dirac delta function. We have assumed that we can sam­
ple directly from ttq by the Glivenko-Cantelli theorem, which states that empiri­
cal distributions converge to their true distributions. Having initialised the filter, 
we can now set  ^= 1 and start the normal filter loop.
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•  Step 1: Prediction Step at t > 1. A predicted state for each particle is
obtained by projecting it with the Markov transition kernel , ■),
A®, = /- ( Æ .- )  (2.14)
The resulting set of particles yields a discrete approximation to prior probability 
density p  {x,\Zt-\).
• Step 2: Update Step att>  1. When the new measurement Zt is obtained, weights 
for the posterior distribution are updated for the particles by using the prior like­
lihood function g(z^ |/u[|,_j).
The posterior distribution p{xt\Zt) = Ut is represented by the measure,
N
)■ (2.16)1=1
Step 3: Resampling Step at t>  1. N  new particles, ^ f , i  = 1 ,..., A are created 
by resampling from i -  1 ,..., A according to their weights. This implies 
that particles with large weights will tend to be resampled more often than those 
with low weights — while particles with low weights may even be eliminated. 
This creates an unweighted representation of the posterior distribution Ttt,
(2.17)
i=l
Therefore, the estimated state Xt is approximated by
N
= (2-1*)^  1=1
representing the approximation to the true expectation given by the particles. 
Finally, we set f = r + 1 and repeat the loop from Step 1.
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It has to be mentioned here that this baseline algorithm, while sufficient in a large 
number of cases, is limited in practice due to issues regarding the convergence of the 
resulting approximation to the true probability distribution. Overcoming this problem 
has been the objective of a considerable body of work [33] [32] [42] and a number 
of methods have been proposed to enhance the applicability of particle filters in real- 
world scenarios.
In Chapter 3, we will describe a method for approximating distributions based on par­
ticle filters. We will see, however, that only one iteration of the algorithm described 
here (using a very large number of particles) will be applied in that case; therefore, the 
problems related to degeneracy in this algorithm are largely irrelevant in that applica­
tion.
2.2 Reasoning in Complex Domains - Bayesian Networks
All the algorithms reviewed in the previous section are relevant when we attempt to 
extract the probability distribution of a single random variable. However, when we 
are interested in modelling the relationships between a set of variables and extracting 
likelihoods for multiple complex events related to more than one variables, these tools 
are not suited to the problem. In order to perform such tasks, a different class of 
probabilistic reasoning tools is available; these are the belief networks.
Belief networks, also known as Bayesian networks (BNs) or causal probabilistic net­
works, have been introduced in the 1980s as a formalism for representing and reason­
ing with models of problems involving uncertainty, adopting probability theory as a 
basic fi-amework [80]. Essentially, BNs are graphical representations of probabilistic 
dependencies among a set of variables. More specifically, a BN is a directed acyclic 
graph consisting of nodes and arrows. Each node represents a random variable and the 
arrows represent causal relationships between the variables linked. Every BN repre­
sents a joint probability distribution over the set of random variables corresponding to
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Xl
Season of the year
Nj^ater qifinkler is my
X*
Ground is wet
It's raining out y
c  ^ ^V^ Ground is slipperyy
Figure 2.1 : A Bayesian network representing causal influences among five variables
its nodes. As the formalism offers this natural representation, any probabilistic state­
ment that may concern both individual variables and their possible combinations can 
be computed firom a given BN.
Figure 2.1 (as it appears in [75]) shows the directed acyclic graph for a BN with five 
variables, Xi, Xi.jXj,fCi, and X$ and five directed links, two fi*om Xi to X 2  and Aj, one 
from X2  to X4 , one from X3 to X4 , and one from X4  to X5. Variables in BNs correspond 
to real-world events, and each variable can be represented as a finite number of mutu­
ally exclusive values. For example, the variable Season o f the year from Figure 2.1 
corresponds to the real-world event that the year consists of four seasons and could 
be represented by four mutually exclusive values, autumn, winter, spring and summer. 
An arrow from variable X4  Ground is wet to X 5 Ground is slippery states the fact that 
X4  {Ground is wet) ‘causes’ X5 {Ground is slippery) — or witnessing X 5 depends on 
witnessing A4) — with a certain probability p. A variable in a BN that has no incoming 
arrows has an associated set ofprior probabilities for each of the values that represents 
it. Regarding a variable that has an incoming arrow from one or more variables (these 
are its parents) has a set of conditional probabilities that represent the probability that 
it takes on each of its values given all possible combinations of its parents’ values. 
Following the example in Figure 2.1 we can specify the prior probabilities of the Sea­
son o f the year assuming that is represented with the values Autumn, Winter, Spring or
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Summer, where
P(Season o f the year = Autumn)=0.25 
P (Season o f the year -  Winter)=0.25 
P(Season o f the year = Spring)=0.25 
P (Season o f the year = Summer)-0.2 5
and the conditional probababilities for its child node Water sprinkler is on assuming 
that is represented with the values yes or no as following:
PfWater sprinkler is on = yes\Season o f the year = Autumn) = 0.40 
PQVater sprinkler is on = no\Season o f the year -  Autumn) = 0.60 
P(Water sprinkler is on = yes\Season o f the year = Winter) = 0.20 
P(Water sprinkler is on -  no\Season o f the year -  Winter) -  0.80 
P(Water sprinkler is on = yes\Season o f the year = Spring -  0.60 
P(Water sprinkler is on = no\Season o f the year — Spring = 0.40 
P(Water sprinkler is on = yes\Season o f the year = Summer) — 0.90 
P{Water sprinkler is on = no\Season o f the year -  Summer) = 0.10 
The probabilities specified in BNs can be subjective or based on empirical data.
As mentioned above, a directed arrow between a parent node and a child node de­
picts the dependence relation between the two nodes. The absence of a directed link 
between the two nodes describes that the two nodes are conditionally independent. 
Following the example in Figure 2.1, the Water Sprinkler is on* variable is condi­
tionally independent of the Tt is raining out’ one, given the ‘Season o f the year’ (i.e. 
P{X2 \X-i,Xi) -  P(X2 \X\)). Similarly, the ‘It is raining out' variable is conditionally 
independent of ‘Water Sprinkler is on ' given the ‘Season o f the year ' (or, in mathemat­
ical notation, P{X-i\X2 ,X\) = This means that, if the value of the ‘Season o f
the year ' variable is known, a change in the probability of the ‘Water Sprinkler is on ’ 
variable has no effect on the probability of the ‘It is raining out’ one and vice versa. 
If, however, the value of the ‘Season o f the year ’ is not known, a change in the ‘Water 
Sprinkler is on ’ probability would result in a change to the ‘Season o f the year’ pxoh-
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ability. Due to its dependence on Season o f the year though, there would also be a 
change in the probability of the It is raining out node.
The presence (or absence) of arrows between the nodes in BN allow us to define the 
dependence (or independence) relations among domain events to be explicitly mod­
elled. This also enables inference to be performed when there is only partial knowledge 
available about the domain. In other words, a BN comprises a complete mechanism 
for representing probabilistic relationships among random variables, and performing 
inference given relevant evidence.
From the foregoing discussion, we can see that there are two crucial elements in the 
design of a BN:
• Defining an apparatus which enables reasoning in such graphical structures. We 
will see that methods enabling exact inference to take place have been proposed; 
however, since practical limitations restrict their applicability in some real-world 
scenarios, scope for developing approximate inference techniques also exists.
•  Representing the relevant probabilities for a given network in a manner con­
ducive to the reasoning apparatus for inference to materialise. We will see that 
this is an extremely important issue, as different fi-ameworks for probabilistic 
reasoning impose different kinds of limitations on the types of distributions they 
are applicable on.
In the remainder of this section, we will focus on these two issues — with particular fo­
cus on components that have motivated us to introduce the work that will be presented 
in Chapters.
2,2.1 Inference in the general BN
Inference an extremely important component in the course of creating a model of a 
real scene [74]. To perform inference on a given context, one must take under consid­
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eration the topology of the graph; this will provide us with the evidence required so as 
to determine which states are dependent on each other; therefore, a joint probability 
distribution for these states is to be inferred. In BNs, if xi, • • ■ ,x„ are the values of 
the random variables represented as nodes in the graph, and for some node Xj (with 
value %;) where its parent nodes have a set of values denoted by ParentValues{X(), the 
required joint distribution is given by the formula
P{x\ , ' , %» )  = Y \  P{Xi\ParentValues{Xi}) (2.19)
i
To make this discussion clearer, we will again consider the model graph of Figure 2.1. 
In this case, we can see that, for example, (Ai) is not directly linked to either (Xt) or 
(Xs); therefore, we will not be considering them to be correlated. In this model, we 
will have that
P{XuX2, Xi , X4, Xs)  =  P(Xi)P(X2lXi)B(X3|Xi)P(X4|X2,X3)P(X5lX4) (2 .20 )
A large number of methods that attempt to intelligently implement the Bayes rule for 
reasoning in such structures have been proposed; the earliest one was that of Pearl 
[80] [58] in early 1980s. Other researchers have also attempted to solve the problem 
in a similar manner [91] [92] [47] [107] [94] [66] [26] [31] [93] [25] [27] [28] [22]. 
However, the most widely used propagation algorithm for performing exact inference 
in BNs was proposed by Lauritzen and Spiegelhalter and is known as the clique-tree 
propagation algorithm or as the clustering algorithm [63]. This algorithm has been 
modified and extended by other researchers; some of this work can be found in [54] 
(the HUGIN algorithm) and [70] (the lazy propagation algorithm).
However, there are cases where the model graph is so complex that, while it is possible 
in theory to perform inference for a given model, it is not feasible to do so in practice. 
In the literature, this is known as intractable inference [75]. The reason for this is the
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fact that, in case the graphical model of such a network contains cycles, the direction­
ality of the arcs within the cycles is ignored. Hence, application of the Bayes rules for 
probability calculation is not always possible in practice, especially when many such 
loops are present; in the term used in [21] (where this fact has been proved), this is 
NP-hard — since it cannot be completed in polynomial time. To counter such issues, 
a number of methods designed to approximate the inference results provided by the 
application of the Bayes rule have been proposed [46] [16] [40] [23] [24] [41] [14] 
[49] [15] [52] [34] [106] [51] [55] [83] [82] [90] [48] [89] [88]; still though, even 
when applying these methods, inference can be proven to be NP-hard in the general 
case for extremely complex BN structures (see [62] for a proof of this). Therefore, 
it would be extremely interesting if we could come up with a framework that would 
allow us to perform exact inference within a BN structure, in a way that calculations 
are tractable. This has been done by Shenoy and Shafer [96], who have devised a 
framework for exact inference in BNs whereby only local calculations are required — 
therefore, tractability is very much guaranteed. Due to the importance of this frame­
work in our work, we will examine it in detail in the following section,
2.2.1.1 The Shenoy-Shafer framework
We have seen that the most popular algorithm that facilitates exact inference within 
BNs is the clique-tree propagation algorithm proposed by Lauritzen and Spiegelhal­
ter in [63]. However, the computational overhead of this method, especially when the 
required distributions are conditioned on many variables, makes this approach imprac­
tical — which is also the case with other similar methods for exact inference, such as 
HUGIN-based inference [2]. The reason for this problem is the fact that, for all these 
methods, the joint probabilities for sets of directly connected nodes (also known as 
cliques) need to be calculated before actual inference takes place. As this is the part of 
the algorithm that exhibits by far the highest level of complexity, it is highly desirable 
that we manage the same result by somehow doing without it. The ideal solution would
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be to only require local computations for each node; in such a case, the complexity of 
inference would be limited by the complexity of representing the distribution of each 
node.
This is exactly what the Shenoy-Shafer framework achieves; it is an apparatus for 
inference in hybrid BNs whereby only local computations are required. Therefore, 
following this framework is a far simpler (and, most importantly, less computationally 
intensive) way of performing inference in BNs, This framework was proposed in [96] 
and enables exact local computation of marginals and propagating belief functions. 
Based on a graph-theoretic background, the Shenoy-Shafer framework argues that, if 
certain criteria regarding the distributions of the random variables involved in a BN 
are satisfied, one can replace the computation of joint distributions over cliques that 
is the cornerstone of the Lauritzen-Spiegelhalter method by simply calculating local 
marginals for each node, and propagating them to the rest of the clique.
However, as laid out in [96], the Shenoy-Shafer framework is based on the assumption 
that the probability distribution functions used within a BN ensure that some basic 
operations relevant to the generation of joint and marginal distributions are possible. 
To introduce these operations, we will first introduce the relevant notation. From the 
directed acyclic graph that represents a BN (each node of which is a random variable), 
let us assume a multi-dimensional set of random variables X included in this graph. 
For this variable, the set of discrete components is denoted by Y, while the set of 
continuous ones is denoted by Z. Apparently, Y U Z = X and Y n Z  = 0, For variable 
Xi, we will denote its value by x,-, and the set of all possible values it can assume by 
flxj. Also, for any Xi e Oxj and a component set X' c  X, the symbol denotes the 
element of Q.x' obtained from x  if we only retain the component values included in X'. 
Finally, a potential (f> defined for %  is a mapping -» RJ, where RJ is the set of 
non-negative real numbers. We can easily see that (within the context of probabilistic 
reasoning) the concept of potentials accommodates any possible distribution function, 
continuous or discrete.
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Having these concepts in mind, the three basic operations that are necessaiy for per­
forming probabilistic inference over a distribution specified inside a Bayesian network 
are the following:
• Restriction: Let 0 be a potential over X = (Y, Z). Assume a set of variables 
X' = (Y',Z') Ç X whose values are fixed = x' -  ( / , / ) ) .  The 
restriction of ^  to the values (y', 2f) is a new potential defined on £2x\x' according 
to the following expression:
for all TV e Qx\X' such that x e fix, = tv and = x'. In other words, the
restriction is the potential obtained replacing every occurrence of X' by value x \  
In practice, this is equivalent to the introduction of evidence to a given node; the 
evidence is contained in x'.
• Marginalization: Let 0 be a potential over X = (Y, Z). The marginal of ^  for a 
set of values X = (Y', Z') ç  X is the potentail computed as
^  ( r  ^(y,ÿ,z',z)dz")6^£2y^y/
, where Z" = Z \Z \ Observe that this fimction is defined on Ox' Clearly, this is 
the usual marginalisation process over the set of components X \
• Combination: Let <ffi and 02 be potentials over X, = (Yi,Zi) and X2 = (Y2,Z2) 
respectively. The combinations of 01 and 02 is a new potential defined over 
X = X; U X2 computed as
0(x) = 0 i ( x ^ i ) '  02(x ^^ )
for all X € Ax. In practice, this is useful for concatenating the messages received 
from neighboring nodes in order to generate a joint distribution for the current 
node.
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If the probability distribution functions of continuous nodes in a BN can be subjected 
to these operations as described in the Shenoy-Shafer framework, then inference in 
BNs can be simplified to only performing local computations within each node. Based 
on this framework, alternative approaches for representing distributions of continuous 
random variables for performing inference in BNs have been presented; one example 
is the use of MTEs [18, 17] for approximating random variables with non-Gaussian 
continuous probability distributions and performing inference in networks containing 
such variables. To examine how inference in BNs using the Shenoy-Shafer framework 
is performed, we will first introduce the following basic concepls.
Valuations Given a set of variables X (its set of possible values being Hx), a valu­
ation (in the context of probabilistic reasoning) is the probability distribution function 
of the related variables — which is a non-negative, real-valued function defined over 
the set of possible configurations (i.e. values) fix-
Valuation Networks A valuation network (VN) is a graph structure that contains 
both variables and valuations. To construct this graph, we do the following steps:
• Take the original BN graph.
• Insert a valuation node for each original node, and make all incoming arcs to 
any node go through their respective valuation node instead. Then, connect the 
valuation and the variable with an undirected link. For nodes which only have 
outgoing links, we simply need to introduce the valuation node.
• Omit the directions of all arcs in the VN.
Given a VN, we can combine valuation to extract the joint valuation for all variables 
in the network. Therefore, performing inference is reduced to marginalising the joint 
valuation with respect to each variable of interest.
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The fusion algorithm The fusion algorithm operates on VNs and allows us to com­
pute marginals for all relevant variables via local computations only. The algorithm 
was first described in [97] (where it was, somewhat descriptively, termed as 'peeling') 
and its use within the Shenoy-Shafer framework was extensively discussed in[98]. The 
fusion algorithm operates in the following manner:
1. Select a node to remove from the VN. This can be done randomly (since the final 
result will be the same, given the axioms discussed previously) or using relevant 
heuristics (to minimise the computational cost), but it cannot be the node we 
wish to extract the marginal for.
2. Compute the combined valuation of all valuations involved.
3. Replace selected node and all valuations connected to it with the combined val­
uation marginalised on all variables connected to any valuation used in the pre­
vious step.
4. Repeat Steps 1 to 3 on the reduced VN until only the node we wish to extract the 
marginal for is left.
As we can see, while this algorithm is very simple, it can be quite inefficient if we 
need to perform inference for multiple nodes. Therefore, it would be very useful if one 
could come up with a structure that would enable some kind of caching the calculations 
already carried out. It has been shown that such a structure exists, and it is the join tree.
The join tree structure The join tree structure is a graphical structure that satisfies 
the following properties:
• Each node of the join tree consfets of a subset of the random variables found 
within the original BN graph.
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• If a random variable exists in two different nodes of a join tree, then this random 
variable also exists in at least every node that lies in the path that connects the 
two aforementioned nodes. This is the property of join trees that enables caching 
of computations to take place.
In join trees, we define that one node from the original BN graph will have no inward 
neighbor and will not send a message to any node. This node is defined as the root 
node in the join tree, which is said to be a rooted join tree. Instead, the root node 
simply combines all messages it receives from its outward neighbors and reports the 
result as its marginal distribution. Given such a definition, the rooted join tree which 
uses that particular node as its root can be generated from the original BN graph and 
distributions using Algorithm 1, which is described below.
A lgorithm  1: The algorithm for constructing a join tree-
input: Y (set of variables), 0  (set of subsets of variables for which
valuations exist), X  (variable we are looking to get a marginal for)
Output: N  (output tree nodes), E  (oulput tree edges)
1 Set Y» <- -  {.Y} (variables in *F that have not yet been deleted);
2 Set 0„ <— 0  (subsets in 0  that have not yet been arranged); Set V <— 0 ;
3 SetE <- 0 ;
4 w hile |0„| > 1 do
5 Pick a variable Y e *P„;
6 Set 5 IJ {Si € 0„ |F € ;
7 S e t N ^ N [ J { S i ^ ^ u \ Y € S i } { J { s } [ J { s - { Y ] } ;
8 Set E <- E U {{si, s) Is,- E [0„ -  {s}], F g s,-} IJ 5 -  {¥}} ;
9 S e t W u ^ ^ u - { Y ] ;
10 Set 0„ <— [0„ — {Sj € 0„ |F € s j]  U {s -  {F}} ;
11 end
12 iV <- V U 0 „;
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Figure 2.2: An example of a hybrid BN. Circles represent discrete nodes and rectangles 
represent continuous ones.
2.2.2 Representing distributions in Bayesian Networks
A BN may contain both discrete and continuous variables. Figure 2.2 illustrates an 
example of a simple hybrid network. The discrete variables in the network are depicted 
as circles and the continuous variables as rectangles. From this example the following 
types of dependencies between the nodes of the network can be identified.
1. Discrete child node with discrete parent node (B -» C).
2. Continuous child node with continuous parent node (A —> E).
3. Continuous child node with discrete parent node (C —> D).
4. Discrete child node with continuous parent node (A C).
For any directed graphical model the conditional distribution of each node given its 
parents nodes must be defined. Many strategies have been proposed in the literature, in 
order to tackle the problem of representing the conditional distribution of any type of 
dependency between the nodes in a BN. Each of these strategies are discussed below.
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• Discrete child node with discrete parent node. Assume X is a discrete variable 
and E>i... E>/t are the discrete values from a finite set of its parents node, then the 
P{X\D\... Dk) can be represented as a table (CPT), that states the probability of 
values for X  for each joint assessment to . . .  £>*. For example, if all variables 
are binary (these are the variables where YES or NO is enough for an answer) 
the table will be constructed for 2* distributions. For the case, where a single 
child node has multiple parents a multidimensional table must be constructed. 
For example, if a binary child node has 10 discrete parent nodes and each of 
these is represented by 4 discrete values then we will have to construct a table 
for 2,097,152 distributions.
Constructing a multidimensional table as described above, and most importantly 
acquiring all these numeric information in order to create the network, is a draw­
back for the BN theory, as most of the time the additional qualitative (or numeric) 
information which is essential for creating the network is not always readily 
available. For example, it is not always clear how different combinations of dis­
eases can determine the absence or presence of a symptom. Most of the time, 
what is available is only the likelihood of a particular symptom being present or 
absent for each disease, disregarding the presence of other diseases.
Many methods for overcoming this problem in constructing BNs have been pro­
posed in the literature. The most widely used is the noisy-OR. gate [80]. Let us 
consider a binary child node /  that can assume values and f~  (in the sense of 
positive or negative result), and has n binary parents d^... d„, each of which may 
assume values d^ and dj, I < i < n. Under the assumption of causal indepen­
dence — that means that the effects from the discrete parent nodes to the child 
node occur independently of one another and independently of any other events 
that may effect the child node to occur — we can construct the CPT for the child 
node by only acquiring n conditional probabilities (each of them representing the 
probability of the symptom appearing when only one parent is present) instead
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of 2". The rest can be obtained by the following formula [99]:
= 1 -  n  [1 -  P ir\o « ‘y  4 )]  (2.21)
where H is a hypothesis that a particular set of parents df for node /  are present 
and is the subset of H  that contains values df.
• Continuous child node with continuous parent node. In contrast with discrete 
variables, when a variable (X) is continuous and are real values there
is no representation that can depict all the possible densities. A very power­
ful way for representing these variables, which is widely used in literature, is 
the choice of multivariate continuous distributions, namely the use of Gaussian 
distributions. These variables can be represented in a BN by using linear Gaus­
sian conditional densities. In this representation, the conditional density of the 
continuous variable given its parent is given by the following formula [39] [64]:
P(X\Di, •••,£>,) = >V{flo + L  (2.22)
i
That means that X  is normally distributed and if all the variables in a network 
are represented as linear Gaussian distributions then the joint distribution is a 
multivariate Gaussian [63]. If the variables cannot be considered to follow a 
Gaussian mixture model, the process of discretisation is applied; in this case, 
each continuous variable is replaced by a set of discrete ones so as to fully cover 
the range of values that can be found in the original data and approximate the 
probability distribution of the data as close as possible. The main difficulty in 
this case is that the BN designer has to come up with a conditional probability
table for each combination of the current node and its parent(s) values.
It is worth mentioning at this point that the existing BN software (such as AGENA 
[1] and HUGIN [2]), use what they call expressions in order to automate the 
construction of conditional probability tables for discretised continuous nodes
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that follow a certain, standard distribution (such as a Normal, Binominal, Beta, 
Gamma, etc.). They also employ arithmetic operators, standard mathematical 
functions, and logical operators for enhancing their representational capabilities. 
However, even in this case, the BN designer assumes that the conditional prob­
ability distribution for a variable follows (at least approximately) a certain form 
of function or distribution — while still suffering from the loss of information 
that the discretisation process itself entails.
Recently, it has been proved that any type of distribution that satisfies the axioms 
of the Shenoy-Shafer framework [96] can be used to represent the conditional 
distributions between continuous nodes. An application of the Shenoy-Shafer 
framework is the use of Mixture of Truncated Exponentials (MTEs) [17] [18], 
where the real probability distribution of a continuous random variable p(x) is 
approximated by
N
p(x) = y ^ a r e -  (2.23)
i=l
where N is the number of components used for the approximation.
In both cases, the desired conditional probability has to be approximated. In 
the first case using a single Gaussian and in the second case using a MTE. The 
approximating using the MTE is expected to be better because the desired dis­
tribution can be approximated using as many segments as required.
# Continuous child node with discrete parent node. In this case, the conditional 
probability of the child node given its parents is typically a conditional Gaus­
sian distribution for each of the states of the parent node. Lately, MTE-based 
approximation is also applicable in this type of dependency. In such cases, as 
well as when both parent and child nodes are continuous, MTE can deliver bet­
ter approximations, especially in the case where the desired distribution is very 
different in shape to the Gaussian distribution.
•  Discrete child node with continuous parent node. In this case, the most common
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method used is the discretisation of the continuous parent node; as a result, the 
BN designer faces all the difficulties that were mentioned above in order to con­
struct the conditional probability table. This is due to the fact that the BN theory 
so far does not provide us with a method that allows us to propagate evidence in 
such topologies. Still though, attempts to use the logistic function in the case of 
a discrete variable with continuous parent has been carried out by Murphy [74]. 
If we assume X is a discrete variable with values x\. . .x„  and Z = Z i ... Z* are 
its continuous parents with values z \ . ..z*, the logistic function for representing 
the conditional probability of the discrete child node given its parents is defined 
as:
= (2.24)
where determines the steepness of the curve as per parent node i and pos­
sible discrete value n, and g,- is its offset (as per the parent node). A large 
corresponds to a hard threshold (steep curve) and a small corresponds to 
soft threshold. Essentially, in this work, the logistic is initially converted into 
the closest-fitting Gaussian — which allows for exact inference to take place. 
Then, by iteratively adjusting the parameters of the node potential, it is possible 
to achieve a good approximation for the inference problem. Therefore, inference 
can take place in such cases — which makes representing distributions with lo­
gistic functions also feasible.
Lastly, the MTE based approximation is also applicable in this case. Based on 
the Shenoy-Shafer framework, this is done by performing local computations, 
as seen in [18]. While the use of local computations allows us to overcome the 
problem of inference presented in the baseline BN theory, it is still limited by the 
fact that the BN designer must perform the approximation of the continuous PDF 
to an MTE-based distribution by hand — thus, while this method does allow us
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to perform inference, it is difficult to implement in practice.
At this point, it is obvious that, in the general case, using continuous random variables 
within BNs requires considerable skill by the BN designer — both in setting up a 
network topology that makes reasoning using the classical BN theory possible, as well 
as selecting a good way of approximating the real continuous distribution (either by 
using Gaussians according to the standard BN theory, or other distributions where 
approximations have been devised).
Therefore, it is clear that a solution similar to that used within the Shenoy-Shafer 
framework is much more appropriate if we wish to extend BN-based reasoning to 
domains where complex relationships among random variables exist. Such a solution 
would have to be separated in two levels:
• An apparatus which will enable unified handling of discrete and continuous ex- 
perssions — where continuous expressions are assumed to fulfill the criteria set 
out by the Shenoy-Shafer framework, while the discrete expressions do so by 
definition. For discrete variables, the main issue lies in finding a formulation 
that allows them to be easily combined with continuous variables. This will be 
presented in the following section.
• A method for representing continuous distributions of any kind in a simple, uni­
fied manner. We have seen that MTEs can be used to approximate continuous 
distributions; however, due to the nature of their formulation, their applicability 
is limited to known distributions with simple analytical formulations. In the fol­
lowing chapter, we will propose a method for extracting representations of con­
tinuous distributions in a unified manner, which can achieve an arbitrary level of 
accuracy in approximating any continuous disfribution.
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2,2 2.1 Representing distributions within the Shenoy-Shafer framework
In [87], a structure that enables unified handling of discrete and continuous expers- 
sions was proposed: the so-called mixed trees.The formal definition of mixed trees as 
provided in this work is as follows: A tree 7" is a mixed tree if it meets the following 
conditions:
• Every node that is not a leaf represents a random variable (either discrete or 
continuous).
• Each arc outgoing fi*om a continuous variable Z is labeled with an interval of 
values of Z in a way so that the domain of Z is the union of the intervals corre­
sponding to the totality of arcs outgoing from Z.
• Every discrete variable has a number of outgoing arcs equal to its number of 
states — with each arc obviously corresponding to a single state.
• Each leaf node contains a potential value defined on variables in the path from 
the root to that leaf.
The functionality of mixed trees is to represent multi-part potentials. Each unique 
traversal of the mixed tree from root to leaf determines a single subspace over the 
space where the potential is defined. Moreover, the function stored in the leaf of a 
branch is the definition of the potential in the corresponding subspace. Finally, we 
define that, for any node in the mixed tree (whether it is a leaf or not), its content 
(potential for leaves, variable label for other nodes) is called the label of the node.
We will now present how the three basic operations required by the Shenoy-Shafer 
fi-amework are applicable on potentials described using mixed trees.
Restriction To perform restriction, the concept of the restricted tree is used. If T is a 
mixed tree and X is a variable within T, we perform the following operations to derive 
the restricted tree:
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• If X is discrete, the restricted tree of T for a value x e Dx, denoted as
is the tree obtained from T by replacing each node labeled with X by its child 
corresponding to value x.
• If X is continuous, the restricted tree of T for an interval (a, b) e £lx, denoted as 
j ’R(xe(a,b))^  is the tree obtained from T repeating the following procedure for each 
node labeled withX:
-  If there is an outgoing arc of X labeled with an interval that contains (a, b \ 
then replace X by the child of X corresponding to friat arc.
-  Otherwise, remove all the children of X corresponding to intervals whose 
intersection with {a, b) is empty, and replace the labels of the remaining 
arcs by their intersection with (a, b).
From the foregoing analysis, it is obvious that the resulting tree is also a mixed tree.
Combination In this case, Algorithm 2 is employed. This algorithm fully handles 
the combination process. Similarly to this algorithm, we can also define SUM(7’i, Ta) 
as having the same implementation with COMBBVECTi, T2 ) apart from line 4 (as 
shown in COMBINE(7'i, 7%)), where multiplication is replaced by summation. This 
function will be used in the marginalisation process, which we will study next.
Marginalisation As a variable is marginalised out from a potential by summing over 
all its possible values (if it is discrete) or by integrating over its entire domain (if it is 
continuous), the process is carried out using the Algorithm 3.
In this algorithm, the following two recursive routines were used:
• SUM-OUT(r,X)
• INTEGRATE_OüT(r,X,(û,ô))
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Algorithm 2: COMBINE(7’,,r2)
Input: Two mixed trees Ti, Ti.
Output: The mixed tree that stems from the combination of T\,T 2 .
1 Create a node Tr without label;
I  Let Li and Eg be the labels of the root nodes of Ti and T2  respectively;
3 if Li and L2  are MTE potentials then
4 Make E, • E% be the relevant TV label;
5 end
6 i f  El is an MTE potential, but L2  is a variable then
7 Make E2 be the label of TV;
8 foreach Sub-tree T extracted as a child o f the root node ofT^ do
9 Set Th = COMBINE(T|, J )  as a child of T/,
10 end
II end
12 if El is a variable then
13 Let X  be that variable;
14 Make it the label of T/,
15 i f  X  discrete then
16 foreach x E 0% do
17 Set Tk = COMBINE(rf as a child of 7,;
18 end
19 end
20 i f  X  continuous then
21 foreach Interval {a, b) belonging to outgoing arcs o f X  do
1 1 Set Th = COMBINE(7f pR(xe(a,b))y  ^child of T/,
23 end
24 end
25 end
26 Return 7.;
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Algorithms: MARGINALISE-OUT(7,X)________________________
Input: A mixed tree T and a variable X  to be removed from the tree.
Output: The mixed tree that stems from the removal of X  of T.
1 if X is discrete then
T, = SUM-OUT(7,X);
3 else
4 Let {a, b) be the range of values of X;
s Tr = INTEGRATE_OUT(r, X, {a, b));
6 end
7 Return r.;
These are described in Algorithms 4 and 5 reaspectively.
Having applied these processes, we can now proceed to applying the Shenoy-Shafer 
framework. However, in order to apply the framework to arbitrary continuous distri­
butions, we need a methodology to represent them in a unified manner. This will be 
presented in the following chapter.
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A lgorithm  4 : SU M -O U T (7 ,X )
Input: A mixed tree T and a variable X  to be removed from the tree. 
Output: The mixed tree that stems from the removal of X  from T, after 
summing all sub-trees corresponding to children of X.
1 Let L be the label of the root node of 7, and Xl the variable corresponding 
to that label;
2 HXl discrete then
3
4
5
6
7
8 
9
10
11
12
13
14
15
i i X i  = X  then
Let 7 i, ■ • •, 7j be the children of the root node of 7  (s is the number 
of states fbrX);
Set Tr = 7i; 
for I = 2 • • ' s  do 
7, = SUM(7„7f);
end  
else
Create a node TV withX^ as its label;
Tr =  IN T E G R A T E .O U T (7 ,X , {a, 6)); 
foreach x  € klxj^  do
I Set Th = SUM_OUT(7^<^^=^>, X) as the next child of 7,; 
end  
end
16 else
17 Create a node Tr with X i as its label;
18 foreach Interval (a, b) that corresponds to outgoing arcs for X l do
19 Set Th = SUM_OUT(7 (^^^^<«’*», X) as the next child of 7,;
20 end
21 end
22 Return 7.;
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Algorithms: INTEGRATE_OUT(7,X)
Input: A mixed tree T, a variable X  to be removed for an interval (a, b) from the tree. 
Output: The mixed tree that stems from the removal of X  within the interval (a, b) from T.
1 Let L be the label of the root node of T;
2 if L is a potential <f> then
3 I Create a node Tr with label <}){x)dx\
4 else
5 I Let Xl be the variable corresponding to that label;
6 end
7 if Y i discrete then
8 Make X i  the label of Tr\
9 foreach child Th o f the root node ofT  do
10 I Set T' = INTEGRATE_OUT(r/„ X, {a, b)) as a child of T/,
11 end
12 else
13
14
15
16
17
18
19
20 
21
else
22
23
24
25
26
27
28
29
30 end
31 Return T,
îÎ X l = X  then
Let {a, b) be the range of values of X\
Tr = INTEGRATE.OUT(r,X, (a, b))\
Set the label of Tr to a null potential;
foreach Interval (or,j0) that corresponds to outgoing arcs fo r  X l do 
Set Th as the corresponding tree to this arc;
Set (o',/?') = (a, b) Ç\(pe,p)\ 
if  (a \p ')  #  0  then
Set Tr = SUM(n„ INTEGRATE_OUT(r,„X, as the next child
ofr,;
end
end
Make Xl the label of T/, 
foreach child Tj, o f  the root node o fT  do 
I Set T' = INTEGRATE_OUT(r/„ X, (a, b)) as a child of Tr, 
end
end
Chapter 3
Proposed Method
3.1 Overview
As we have seen, BNs provide a compact, intuitive and powerful method for repre­
senting interactions between multiple random variables. The extraction of multivari­
ate probability distributions in networks where only discrete or continuous nodes are 
present (the latter expressed in form of Gaussian distributions only) can be done ex­
actly in closed form, and this allows a large number of problems where probabilistic 
reasoning is required to be addressed. However, problems arise when we attempt to use 
both types of variables (discrete and continuous) in the same graph. In such cases, the 
limitations within the BN theory dictate that, in order to perform exact inference, all 
continuous variables must be expressed as Gaussian distributions, and that continuous 
nodes cannot have discrete children.
To counter this problem, a large body of work has been carried out — as we have 
seen in Section 2.2.1, Initially, the method of discretising continuous nodes that follow 
different types of distributions or their placement in a particular network would not 
allow for applying reasoning on it has been investigated [76]. While this seems to be 
an adequate workaround to the weaknesses of the standard BN theory, it suffers from
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a number of important drawbacks:
• It requires a suitable discretisation strategy to be discovered for every case — 
therefore, the discretisation process relies heavily on the ability of the BN de­
signer to understand the requirements of the particular domain being modelled.
• In any case, it leads to approximations in the results of reasoning— which can be 
quite crude even if the discretisation process for the continuous nodes is suitable 
to the particular network. This is particularly important when both precision 
and accuracy in the network inference are required — as is the case in medical 
applications.
In this chapter, we will focus on developing a generic method that will allow us to 
perform inference in hybrid BNs of any complexity and topology up to an arbitrary 
level of accuracy. To achieve this, we will be working along the following lines:
• We are looking to develop a method that enables BN-based reasoning for any 
type of network structure and variable distribution. From the foregoing literature 
survey (Chapter 2), it has been established that the Shenoy-Shafer framework 
for reasoning in BNs enables reasoning in any BN topology, since it is based on 
local calculations and it does not restrict the type of probability distribution used 
among the different random variables : discrete, continuous following Gaussian 
distributions, or continuous following any other distribution.
• However, while the Shenoy-Shafer framework theoretically enables such reason­
ing, there are still some requirements that potentially limit its use for representing 
arbitrary distributions in BNs. The most important problem is that the Shenoy- 
Shafer framework requires that the distributions used follow certain conditions; 
this rules out the direct use of arbitraiy probability distribution function within 
the framework. However, if we manage to somehow represent the original dis­
tributions in a different manner (one that will allow the use of this framework)
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we will immediately have a very powerfiil apparatus enabling highly accurate 
probabilistic reasoning in a much wider range of domains than what is currently 
possible. From the foregoing literature survey, we can see that very little work 
has been carried out in the way of representing arbitrary distributions in a uni­
fied manner for use within the Shenoy-Shafer framework thus far — and the 
approaches examined suffer in that th ^  do not generalise well.
Looking at the problem of representing distributions for use within the Shenoy-Shafer 
framework from the viewpoint of probability theory, the obvious choice would be to 
use mixtures of Gaussians to this end. However, there are three crucial issues to be 
addressed at this point:
• Firstly, we need to establish that the use of mixtures of Gaussians within the 
Shenoy-Shafer framework is permissible. That is, we need to discover whether 
we can formulate a mixture of Gaussians in such a way that it is easy to prove 
that such distributions fulfill the conditions set out by the fi'amework to enable 
reasoning in BNs.
• Secondly, we need to establish the quality of approximation that can be achieved 
if we represent a continuous distribution as a mixture of Gaussians. Given the 
fact that methods such as discretisation have been extensively evaluated in the 
literature and used by BN designers for many years, it would be of little practical 
interest to develop a method that would only have the potential to marginally 
improve on what is currently achievable.
• Finally, we need to establish an easy method via which these individual weights 
are going to be calculated. There have been some attempis in the literature to 
exploit the Shenoy-Shafer framework in a manner similar to the one that will 
be proposed later in this chapter [19]; however, the main stumbling block for 
applying them in practice is the complexity required in the calculation of the 
necessary parameters.
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We can therefore see that there are some important questions to be answered; therefore, 
the following strategy will be followed in this chapter:
• The first problem (that of demonstrating that mixtures of Gaussians are a per­
missible type of distribution within the Shenoy-Shafer framework) will be ad­
dressed directly in this text. Having examined the requirements set out in the 
Shenoy-Shafer fi'amework in Section 2.2.1.1, we will prove in Section 3.2 that, 
if mixtures of Gaussians are used to represent distributions, these requirements 
are met.
• With regard to the quality of approximation achievable by such mixtures, we will 
revisit the result known as the Wiener theorem of approximation in Section 3.3.
This theorem dictates that we can approximate any continuous PDF to any level 
of accuracy we wish by using an appropriately selected mixture of Gaussians. In 
fact, the Wiener theorem is even more generic in that it refers to approximating 
any function with a mixture of other functions.
• With regard to the calculation of the appropriate weights, we will revisit the 
function of PFs in Section 3.4. Although they are traditionally viewed as tools 
that enable approximation of continuous distributions via discrete sampling, we 
will present a new trick that will demonstrate a way in which they can be easily Iadapted to accommodate continuous distributions in exactly the same manner |
as they produce discrete ones. Moreover, we will demonstrate that the result of |
this trick is that the continuous approximation a particle will output will assume
the form of a Gaussian mixture; therefore, this approximation will be directly
usable within the Shenoy-Shafer framework as a representation of the original
distribution.
The result of the process described in the remainder of this chapter will be a novel 
method of performing near-exact inference in hybrid BNs of any complexity and topol­
ogy, which facilitates two well-known techniques (the Shenoy-Shafer framework for
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inference in BNs and particle filtering for approximating distributions) and enables the 
representation of arbitrary continuous distributions as mixtures of Gaussians — allow­
ing approximation to any level of accuracy required, as demonstrated by the Wiener 
theorem. No prior assumptions with regard to any properties of distributions involved 
are made; therefore, the method is completely generic in that respect.
3.2 Mixtures of Gaussians and the Shenoy-Shafer frame­
work
From the analysis in Section 2.2.1.1, we can clearly see that the Shenoy-Shafer archi­
tecture can be used as a basis for reasoning in BNs where continuous nodes following 
arbitrary distributions are present. However, we need to establish that this way of rep­
resenting the distributions of any continuous node using sums of Gaussians (which will 
be extracted fi'om the PFs as outlined in Section 3.4) is usable within this framework. 
Therefore, we will have to ensure that the three requirements set out in the previous 
section are satisfied using sums of Gaussians as potential functions. In this section, we 
aim to prove that a PF-approximated probability density function can be used within 
the Shenoy-Shafer framework for inference in BNs.
To do that, we examine each case separately:
• Restriction: It is important to see that, if we replace any random variable with a 
certain value within a sum of Gaussians, the result will still be a sum of Gaus­
sians — of a smaller dimension to the original Gaussians. In mathematical terms, 
if we set Z v —> 1 F zr ^ (%-/!(} ^ = '  (3.1)
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and we assume that we can arrange the pi vectors in such a way that
Pi -
known
: y \ ^  n ^  Nknown
knownpi^
unknown [li\
: * Hknown ^ — Ntotal
unknownjii^
(3.2)
and set the corresponding values for the Z, matrices based on this re-aiTangement, 
it is clear to see that each Gaussian in the mixture is a separable product; there­
fore, the parameters replaced with known values will form a multiplicative con­
stant for each term, while the unknown terms will remain as they are. Therefore, 
the result is still going to be a weighted sum of Gaussians, as each of the original 
Gaussians will be reduced to another Gaussian of a smaller dimensionality.
• Marginalization: Again, marginalisation is equivalent to summing the integrals 
over the variables that have been marginalised. If we assume the same layout for 
the Pi vectors and E,- matrices as in the previous example, we will have that
j 1 (3.3)
■Vin,
Since each of the integrals is a single Gaussian and each of them is separable 
with respect to each of its dimensions, it is trivial to prove that the output will 
again be a single Gaussian — and summing up over all Gaussians still yields a 
sum of Gaussians, again of a smaller dimension. Hence, this requirement is also 
met.
Combination: Finally, it is also trivial to demonstrate that combining (i.e. mul­
tiplying) sums of Gaussians will yield a new sum of Gaussians — in the general 
case, of higher dimensionality to the original ones.
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Therefore, it is easy to see that sums of Gaussians can represent potential functions 
under the Shenoy-Shafer framework, and can thus be used for inference in BNs. In 
the next section, we will see that approximating any continuous distribution using a 
mixture of Gaussians enables us to achieve an arbitrary level of accuracy when com­
pared to the original distribution, provided that a large enough number of mixands is 
used. Therefore, representing continuous distributions as mixtures of Gaussians has 
the potential to enable near-exact reasoning in all hybrid BNs.
3.3 The Wiener theorem on Approximation
As we have seen, mixtures of Gaussians can be used within the Shenoy-Shafer frame­
work to enable reasoning in hybrid BNs of any complexity and topology, where we 
assume that continuous random variables assume such distributions. However, the 
crucial issue now is to develop an appropriate framework for generating approxima­
tions for continuous probability density functions that can be as accurate as we need 
them to be. The basis of this approach is the utilisation of the Wiener theorem on 
approximation [3]. The Wiener theorem can has been derived to address the problem 
formulated below. Let us consider a set M  in the space L, L being the space of abso­
lutely integrable functions over the space of real numbers R. Also, let us consider all 
possible functions of the form
Casfa{x + /lorjg) (3.4)
where and are any real numbers and fa lies in M . Every fimction in the 
form defined in (3.4) lies in L and the totality of these functions constitutes a linear 
manifold in L — and the closure of this set will be denoted as Im - Given this notation, 
the problem is to discover necessary and sufficient conditions for M  so that Im -  L. 
In practice, this would mean that an arbitrary function g(x) e L can be approximated
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by a function h(x) of the form described by (3,4) so that
|g(x) -  h(x)\dx < € (3.5)
for any e > 0. The Wiener theorem states that Im = L i f — and only i f — no point 
xo € L exists such that the Fourier transforms of all functions in M  are zero. To prove 
this theorem, the necessity and the sufficiency of the aforementioned condition have to 
be proved. This can be found in [3].
The practical repercussions of this theorem are the following;
• Provided that we use a large enough number of sample points it is possible 
to use any type of well-known parametric function for approximating continuous 
distributions. Therefore, for the problem of approximating continuous distribu­
tions in a manner compatible with the requirements set out by the Shenoy-Shafer 
framework, we are not limited in our choice of base functions in any shape or 
form.
• Any continuous function can be approximated. Therefore, we need not examine 
whether the approximation is possible in itself — all we need to discover is a 
process that can reliably deliver such an approximation for the type of functions 
chosen in this context.
As we have already seen in Section 3.2, expressing continuous distributions in form of 
mixtures of Gaussians satisfies the requirements of the Shenoy-Shafer framework. The 
Wiener theorem guarantees that it is possible to substitute arbitrary continuous distri­
butions with mixtures of Gaussians, provided a large enough number of Gaussians is 
used. All we need to demonstrate now is that there exists a reliable tool for calculating 
a set of sampling points Xafi and relevant mixture weights that approximates the 
continuous distribution well. In the following section, we will prove that this is the 
case — by demonstrating a slight modification that enables particle filters to address 
this problem.
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3.4 Particle filtering for approximating distributions
As we have seen in the previous section, the Wiener theorem makes it possible to 
approximate any type of probability distribution function to an arbitrary level of accu­
racy simply by performing a summation within a class of functions /(x  + xq) of the 
same type, where each member of the class is offset by a different amount xq in the 
X axis and weighted appropriately. However, the theorem itself does not provide any 
method in order to either decide the types of functions to be used for performing the 
approximation or to calculate the weighting factors to be used in the approximation.
As we have seen in Section 2.1.3 though, PFs have been devised in order to ap­
proximate arbitrary distributions by sequentially applying importance resampling in 
a MCMC. If we consider a probability distribution p{x\z) that we are trying to approx­
imate, and are given a set of available measurements z\ .k at time k, that means that 
we need to seek estimates x* at that time — assuming that xo is given to begin the 
approximation process. If:
• Ns is the number of sample points
• is the set of those points and
• is the set of associated weights for these points
then the discrete weighted approximation to the true distribution can be written as
Ap{Xk\Zx:k) »  2 j  -  4:ft) P .6 )f=I
where xj,.^  are samples off the original p{xk\z\..k). Given a large enough Ns, the true 
p{xk\z\:k) can be approximated at an arbitrary level of accuracy.
However, in this formulation, we can easily see that the PF is a discrete tool; there­
fore, approaching its output as a continuous function is fundamentally problematic.
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Nonetheless, it can easily be seen that, if we assume that we have a set of cr,)
where cr, —> 0, Vz, we can easily see that
lim N(x; p, cr) = <5(jc -  p) (3.7)
Therefore, expressing a probability distribution as
P(x) -  2  WiJV(x;Pi, cr,) (3.8)
i
under the condition above yields that
p(x) 2  W;<^(% -  P i )  (3.9)
i
which is exactly the expression that particle filters employ in their approximation pro­
cess. Moreover, it can easily be proven that, for any probability distribution function, 
we will have
^ w ,  = l (3.10)
i
as the following hold
p(x)dx =  1 
Ç  W;6(% -  Pi)dx = 1
X oo
S(x -  pi)dx =1 (3.11)
00
and, by definition, V/x, e R, S(x -  pi)dx -  1. Therefore, if we make the sampling
dense enough, we can consider the series Pi to be a continuous function w(p). In this
case, instead of the sum equality of Equation 3.10, we can write
w(p)dp = 1 (3.12)
The way in which PFs are used to approximate continuous distributions by using the 
assumption that the original delta functions are replaced with Gaussians of small vari­
ance is illustrated in Figure 3,1.
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I i=l,...,N=15 partkies
Likelihood
Weighting
Resampling
Propagation
Figure 3.1: Approximation process for Particle Filters (Adapted from [103])
Taking these findings into account, we can conclude that if the densities are modelled 
as a finite Gaussian mixture with small covariance matrices, then parallel updates will 
yield good approximations to the updated densities. Hence, evaluating the conditional 
probability distributions in nodes, where distributions are expressed as Gaussian sums, 
is equivalent to replacing the node with a bank of parallel EKF under the assumption 
that the covariance matrices are small.In practice, this means that, in the overall BN, 
message passing can be seen as the result of a parallel update on a bank of networks 
that act as mixands, which are to be treated in the same way as in any typical Gaus­
sian mixture model. Given the fact that learning particle filter weights and performing 
inference is a trivial process, and that the approximation accuracy can be as good as 
required in any given domain, this method of representing continuous probability dis­
tributions is a very attractive proposition in the context of performing inference in BNs. 
The only important issue with this method lies in the computational complexity of this 
implementation; this could conceivably render the use of this approach problematic
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in some cases, especially when the analytic formula describing the continuous distri­
bution is complex. However, there are two tricks that greatly help us alleviate this |
problem: |
I
# Since the distribution is considered to be known, we can sample it as much as !
we like. Therefore, our strategy is to extract a very large number of samples (so,
statistically speaking, the histogram of those samples will converge to the actual
distribution) and run a single iteration of the PF algorithm illustrated above on
a very large number of particles; therefore, we achieve both accuracy in the |
calculation of individual weights (as we have a very large number of samples) '
and no problems with degeneracy of the approximation — as we effectively do
not allow particles to be annihilated. j
• Since it has been proven that a suitable approximation to the distribution exists |
Iin all cases (even if it can be hard to discover) but is not explicitly required during I
the inference process within the Shenoy-Shafer framework, it is conceivable that 
we can completely skip the whole PF-based approximation process and use the 
original distribution directly for inference. Therefore, we have both a huge sav­
ing in computational overhead (as this alleviates the need for the time-consuming 
sampling and weight calculation processes) and an improvement in accuracy — 
as this is now clearly exact inference. I
Taking these steps ensures that the computational issues associated with PF-based rep- j
resentation of continuous distribution for inference using the Shenoy-Shafer frame­
work is minimal.
3.5 Formulation of the proposed method
Given the concepts presented in the previous sections, we can now formulate the com­
plete algorithm for inference in hybrid BNs using the Shenoy-Shafer framework as a
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basic infrastructure for reasoning, and all continuous distributions expressed as mix­
tures of Gaussians through approximation with the use of PFs. This algorithm is laid 
out in detail in Algorithm 1. The algorithm consists of two steps:
• Extracting the sum-of-Gaussians representation of all continuous nodes using 
the PF on a large number of samples for each variable.
• Performing inference on the network
We will first describe the particle filter algorithm in Algorithm 6
Algorithm 6: The base PF algorithm (as used in our method)
Input: Set of samples Sx  (of large size; Nsx ^ 10000) from target
distribution, variance cr^  for expressing resulting distribution 
Output: Set of particles of size Np^ > 10000
1 Initialise a particle set Px using uniform weighting (particle positions: /x,);
2 Predict new particle state by applying the Markov transition kernel to the 
current state;
3 Update particle weights w,-, 1 < z < Np^ using the sample set $ x  and 
equation Normallise weights w f\  Use the
expression p{x) = w,//(x;/x,, cr) as the desired approximation;
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A lgorithm  7 : The proposed method for performing inference in hybrid BNs
using PF-generated approximations for continuous PDFs within the Shenoy-
Shafer framework.__________________________________________________
Input: BN topology and relevant distributions; evidence (if any)
Output: Distributions for all BN nodes given the evidence
1 foreach {Continuous Node X) do
2 Acquire set of samples Sx, of large size (Ns^ > 10000);
3 Define set of particles Px, of size Np^ > 10000;
4 Set a small value cf  ^for particle variance (cr < 10“^ )^;
5 Run one iteration of particle filter for S x  to extract Px (as in 
Algorithm 6);
6 end
7 (breach (Node X) do
8 i f  (Evidence is entered) then
9 Propagate to all connected nodes for generating marginals;
10 Mark as updated;
11 while Nodes were updated in previous pass do
12 (breach (Newly updated node X) do
13 Propagate to all connected, non-updated nodes Y for 
generating marginals;
14 if Y continuous then
15 Represent continuous PDF using relevant set of particles
16
17
18
19
20 
21 
22
Y ,
end
Generate marginal for node with the message received; 
Mark node as newly updated;
end
Mark node as completed update;
end
end
23 end
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3.6 Performance of the proposed method for represent­
ing continuous variables in hybrid BNs
3.6.1 Overview
In this section, we will provide an experimental evaluation of the accuracy that can be 
achieved by the method proposed in the previous sections of this chapter both in terms 
of approximating distributions and in reasoning results. We will apply this reasoning 
architecture to a number of simple, ‘toy’ problems that have been used previously in 
the literature [18] to explore its merits when compared with methods described in the 
literature that are similar in concept to our method [18], or others that are widely used 
in commercial BN applications [1]. In [18], these networks are labelled as the 'quality 
control\ ‘bank’ and ‘extended crop’ examples. The merits of testing the proposed 
reasoning infrastructure on a simpler network are the following;
• While it is possible to use a complex network structure to evaluate the perfor­
mance of the proposed method, it is much easier to implement and test smaller 
networks to do so — especially since our aim at this stage is simply to make a 
comparative evaluation for a set of different reasoning infrastructures.
• There are already published results regarding the performance (i.e. accuracy) of 
the other methods for the ‘toy’ networks. Therefore, we have a means of ensur­
ing that we can validate die results from our implementation of all the methods 
compared, in those cases where our own implementation of these methods is 
required.
• The networks selected for the evaluation contains all types of node dependency 
that can appear within a BN — most importantly, that of a discrete child node 
with a continuous parent. Moreover, the networks contain a number of different 
distribution types; what this can show, as we will see below, is the ease with
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which different types of continuous distributions (some of them quite complex) 
can be represented using our method.
This work will be presented in Section 3.6.3. We will see that the proposed method 
outperfom^ all currently known methods in terms of approximating continuous distri­
butions for inference in hybrid BNs, and does so in a elegant, unified manner (unlike, 
for example, [18]).
3.6.2 Implementation issues
At this point, it is useful to revisit the algorithm proposed earlier in this chapter and 
summarised in Algorithm 7. The particle filter implementation used in order to extract 
the required weights was that of Nando de Freitas (found as the Unscented Particle 
Filter at www. c s . ubc. ca/~nando/sof tw are. html). Given the weights for the con­
tinuous distributions, marginalisation of continuous variables was possible within our 
module; having performed this step, it was also possible to enable the actual inference 
process on a step by step basis within our module — thus implementing the Shenoy- 
Shafer framework for enabling reasoning in complex domains using local computa­
tions only.
3.6.3 Experimental evaluation of the proposed method
In this section, we will evaluate the performance of this method against other repre­
sentation methods widely used in the BN community. More specifically, we will be 
evaluating the performance of the proposed method against dynamic discretisation (as 
implemented in the commercially available AgenaRisk software package [1] and the 
Shenoy-Shafer framework using Mixtures of Truncated Exponentials (MTEs) for rep­
resenting continuous distributions [18]. The HUGIN software package [2] was not 
used in this comparison for the following reasons;
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• It would only be capable of addressing this network if discretisation was applied, 
since it cannot handle discrete children of continuous parents.
• If discretisation is to be applied, the results would obviously be identical to those 
of AgenaRisk — so it would not add anything to this discussion.
3.6.3.1 The Quality Control network
To this end, we will start by using a simple example of a ‘Quality Control’ network, 
as shown in [18]. The topology of this network is shown in Figure 3.2. As for the
System State 
(A)
^Success . £>' Parameter Accepted Units (X)
Figure 3.2: The Quality Control Network 
numerical data for each node, we have the following data:
• For node A (discrete): We have the probability table shown in Table 3.1
Value Probability
0 (poor) 0.05
1 (average) 0.15
2 (good) 0.80
Table 3.1: Values of node A
e For node P (continuous): We have the conditiomls shown in Table 3.2 (we will 
denote as !B(x; a,P) the beta distribution with parameters a,p  which is defined 
when X  € [0,1])
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Value of A p{P\A)
0 (poor) S(x;1.3,2.7)
1 (average) % 2 , 2 )
2 (good) B{x;2.7,1.3)
Table 3.2: Values of node P
• For node X  (discrete): This is a binomial distribution representing the number of 
successful selections in 5 trials, each of which is successful with probability P 
(from the node above)
In this example, we can see that we have all the cases of continuous-to-discrete node 
propagation — which is the most problematic in classic BN theory. We also have 
clearly non-Gaussian distributions — the beta distribution is skewed in the general 
case, making it very awkward to be approximated by a Gaussian distribution. In such 
cases, BN designers would normally discretise the continuous node — an approach 
that leads to loss of accuracy. Using the method proposed in Chapter 3 for represent­
ing the continuous distributions found in node P, the weighting functions in each case 
are depicted in Figure 3.3. In all cases, and since the shape of the weighting distri­
bution Wi depends on the choice of the (a,0) pair, we have S(p; a,0) ^  /3(p; a,/3) = 
Wi(t; a,^)N{p; t, cr)dt for î = 0,1,2 and the corresponding (or,y8) parameter pairs, 
while we also set cr = 0.01.
For a simple network such as this, it is also easy to demonstrate the full join tree used. 
This is shown in Figure 3.4.
For this join tree, let us assume that we provide evidence to node X, that X  = 1. In this 
case, we have the following derivations:
T}2 =  x ® O x  m ( p )  = 5p(l - p f , p  G (0,1) (3.13)
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Again, in all cases, p  e (0,1).
5/7(1-p/y8(p; 1.3,2.7) ,X = 0 
5p{l - pf/3(p;2,2) , A ^ 1  
5/7(1- P # ( p ;  2.7,1.3) ,v4 = 2
(3.14)
Tj -  a® [[;r ® ((% ® Ox) i  P ) ]  W ]  => miP', A )  =
0.05 X‘ 5p(l-P)'*;8(p; 1.3,2.7) ,^  = 0
0.15 f  5M l-f)"j8(p;2.2) , A = l
0.8 X' 5f(l - p f ^ i 2.7,1.3) ,A = 2
(3.15)
If we perform the calculations, the results for node A can be seen in Table 3.3.
Ground Truth Proposed Method MTE [18] AgenaRisk
0 (poor) 0.1199393 0.11993 0.11930 0.11990
1 (average) 0.2482061 0.24821 0.24770 0.24817
2 (good) 0.6318547 0.63186 0.63300 0.63193
Table 3.3: Comparison results for the Qualify Control network. Ground truth is from 
MATLAB calculations using the quad function (adaptive Simpson quadrature) with an 
absolute error tolerance of 10"^ ®.
We can see that the inference results achieved by the proposed method are (as ex­
pected) close, but not identical, to those of other methods. The most important issue 
here, however, is the quality of approximation achieved by the proposed method to the 
continuous beta distributions, especially in terms of its stability to different distribution 
parameters. To measure the ‘difference’ between two continuous distributions P  and 
Q, we will introduce the Kullback-Leibler (KL) divergence {Pkl) [60] at this point. 
This is a very commonly used metric for measuring similarity between distributions 
— the lower the KL divergence of a pair of distributions, the more similar they are.
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This metric takes the form of a single, non-negative number and is defined as follows;
(3.16)■Dkl(PHQ) = r  p(x) log 4 ^  dxq{x)
where p  and q are the densities of P and Q respectively and the limits of integration 
have been set to ±co for the sake of generality. However, we can only compare two 
continuous distributions to one another (or two discrete distributions with compatible 
sampling spaces, if we replace integration with summation) in this way; it is not pos­
sible to compare a continuous distribution to a discrete one. Therefore, we cannot 
compare the outcome of the proposed method against the discrete distribution of the 
AgenaRisk package in this manner.
The KL divergence metrics for the continuous distributions of this problem can be seen 
in Table 3.4.
(or,j0) = (1.3,2.7) {a,!3) = (2,2) ia,p) = (2.7,1.3)
MTE [18] 3.3 X 10-4 2.62118 X 10-® 3.3 X 10-4
Proposed Method 7.0584 X 10-^ 1.549 X 10"® 7.0584 X 10-®
Table 3.4: Kullback-Leibler divergence measures for the approximation of distribu­
tions for node P in continuous inference methods. Since the proposed method yields a 
continuous distribution, comparison with AgenaRisk is not applicable.
What is worth noting is the fact that, while the approximation achieved by the proposed 
method has been selected to be almost as accurate as that of MTEs for S{x; 2,2), this 
distribution is symmetric; that is, its skewness (calculated for S(jc; by the for­
mula /i3 = is equal to zero. For skewed distributions, the accuracy of
the approximation achieved by MTEs deteriorates dramatically; in the other two c^es, 
where skewness is equal to ±0.557, the difference in KL divergence between the two 
methods for the same distribution is two orders of magnitude. However, in our method, 
and using the same partitioning for the same sampling space (as x e [0,1]), the KL di­
vergence does not change dramatically across different sets of parameters. Therefore,
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we can see that our method is superior to MTEs both in terms of approximation qual­
ity and in terms of stability when approximating random distributions, where heavy 
skewness and other unusual characteristics can be found. If we add to that the fact that 
it is easy to apply to any continuous distribution without the need for devising com­
plex approximation strategies that are only applicable to certain types of distributions 
(as is the case in MTEs), we can see that the proposed method is a much more attrac­
tive proposition to facilitate near-exact inference in hybrid BNs than any other method 
known to date.
3.6.S.2 The Bank network
The conclusions we reached using the Quality Control network are even more evident 
in the second example network we have used — the ‘Bank’ example. This network 
has been discussed in the literature ([18]) and is slightly more complex than the Qual­
ity Control network. However, no results have been published with regard to inference 
performance — only results pertaining to the accuracy of approximation for the contin­
uous distributions exist. Therefore, a performance evaluation for the network as such 
is not going to add to this discussion; however, since [18] also uses the Shenoy-Shafer 
framework for reasoning, it is safe to assume that, if our method achieves a better qual­
ity of approximation compared to that in [18], more accurate inference is also achieved 
by default. The topology of the ‘Bank’ network is shown in Figure 3,5; the relevant 
node distributions are described in Table 3.5.
Variable Parent state/region Values
Arrivals(i?) Poisson{\2)
Service(»S') M3,0.25)
Time(T) r s r(r,5)
Service(5) t Sigmoid{steepness = - \ , o f f s e t  = 5)
Table 3.5: Distributions used for the Bank network (taken from [18])
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Again, we will be using the KL divergence between the real and approximated distribu­
tions to determine the accuracy of approximation in every case. The KL divergence for 
the distributions used in this domain are summarised in Table 3.6. From these results, 
we can see that, in all cases, our method consistently performs better at approximating 
arbitrary distributions (and, consequently, is expected to deliver more accurate infer­
ence results) than other state-of-the-art methods presented in the literature that use the 
Shenoy-Shafer framework for probabilistic inference.
Variable
Distribution KL divergence
Distribution type Parameter values MTE [18] Our method
Arrivals(iî) Poisson{\2') N/A
Service((S) M3,0.25) 0.000346 0
Time(T) (r, s) = (6,1) 2.095 X 10-3 1.033 X 10-4
Time(T) r(r, s) (r,s) = (S, 1) 8.56 X 10-4 6.793 X 10-®
Time(T) (r,s) = (11,1) 2.83 X 10-4 4.843 X 10-®
Service(iS') Sigmoid{steepness = - \ , o f f s e t  = 5) N/A (Replacing binary node)
Table 3.6: KL divergence for the distributions in the Bank network from the proposed 
method and the MTEs method
3.6.3 3 The Extended Crop network
The conclusions we reached using the Bank network are even more evident in the 
last example network we have used — the ‘Extended Crop ’ example. This is a more 
complex network; therefore, more computational effort is required, as the size of the 
network is closer to that of real-scale problems. It also contains a number of different 
types of distributions- The topology of this network is shown in Figure 3.6, and the 
distributions used in this network are as detailed in Table 3.7.
Again, no results have been published with regard to inference performance — only
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Variable Parent state/region Values
Poiicy(A) (0.5,0.5)
Rain(/Î) (0.35,0.6,0.05)
i? = 0 vT=0 (0.4,0.6)
R = 0 %=1 (0.3,0.7)
R = 1 % =0 (0.95,0.05)Subsidyfâ') R = 1 %= 1 (0.95,0.05)
R = 2 x = o (0.5,0.5)
R = 2 X =  1 (0.2,0.8)
R = 0 V (3 ,l/V 5)
Crop(C) R = 1 V (5 ,l)
R = 2 AT(2,0.5)
5 = 0 1.25 < c  <4.625 LogNorm alQ .3,0.5)
5 = 0 4.625 < c < 8 LogNormalÇL, 0.5)Price(P) 5 = 1 1.25 < c <  4.625 LogNormalQ, 1/ y/2)
5 = 1 4.625 :< c < 8 L ogN orm al(2n 5 ,\l
Buy(B) P S igmoid(steepness = - 1 ,  o f f s e t  —  30)
5  = 0 C„ <C<C„+i,M = 0, 1,2 AT(-0.5£s^ -1 ,100)
( [ c o . . .C 3 ]  = [0.5 3 5.5 8])Profit(y) 5 = 1 C„ < C <  C„+i ^ P m < C <  pm+i V ((^ = ^  -  0.5)&d^ -  1,100)
(LPO • . .53 ] =  [e'^ ®e^ 41g2.14g3.5j^
Table 3.7: Distributions used for the Extended Crop Network (taken from [18])
results pertaining to the accuracy of approximation for the continuous distributions ex­
ist in [18]. Therefore, we can only present a comparative evaluation of our method for 
approximating arbitrary distributions and not a complete evaluation for the inference 
capabilities of our method. Using (as previously) the KL divergence as a measure of 
quality for approximating distributions using MTEs and our method, we have the re­
sults shown in Table 3.8. From these results, we can easily see that our method for 
approximating continuous distributions consistently achieves superior results to other 
relevant methods presented in the literature.
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Variable
Distribution KL divergence
Distribution type Parameter values MTE [18] Our method
Policy(^ Discrete N/A
Rain(R) Discrete N/A
Subsidy(5) Discrete N/A
Crop(C) Normal
0x,o-) = (3, l / \ 5 )  
(p., a-) = (5,1)
(/i, 0-) = (2,0.5)
0.000346
0.000346
0.000346
0
0
0
Price(5) LogNormal
(ji, (t) = (2.5,0.5) 
ip, cr) = (2,0.5) 
ip,cr) =  i X U y l 2 )
ip,cr) =  i in 5 ,\l> jî)
3.3 X 10-'^
3.3 X 10-4
9.9 X 10-5
9.9 X 10-5
4.777 X 10-6
4.777 X 10-6
4.3 X 10-6
4.3 X 10-6
Buy(5) Sigmoid isteepness,offset) = (-1,30) N/A (Replacing binary node)
Profit(F) Normal Various 0.000346 0
Table 3.8: KL divergence for the distributions in the Extended Crop network from the 
proposed method and the MTEs method
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(a) A = 0 -  wo(p) for S (p ;2 .7 ,1.3)
(b) = 1 -  wi(/?) for S (p; 2 ,2 )
(c) = 2 -  W2 (p) for S(p; 1.3,2.7)
Figure 3.3: Weighting functions for beta distribution of node P
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Propagation dlrecHon
where a ,n ,x  them ar^deof A,r e sp ec t iv e ly ,  
anti Ojf tiie evidence entered (X  = l)
Figure 3,4: Join tree with basic propagation for the Quality Control network.
Arrivals (R) /  \  i Sercives (S) y
% Tims (T) ;
Hire (H) j
Figure 3.5: The Bank Network
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Rain (R)Policy (X)
Subsidy (9)
sProfit (Y) }Buy (B)
Figure 3,6: The Extended Crop Network
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3.7 Conclusions
In this chapter, we have presented a novel method for representing arbitrary continu­
ous distributions within a hybrid BN that enables near-exact inference for any type of 
node configuration when used in conjunction with the Shenoy-Shafer framework for 
propagating evidence in such networks. This representation is based on mixtures of 
Gaussians, and it has been demonstrated that it is easy to extract such representations 
through the use of the baseline particle filter algorithm. The main advantages of this 
method are the following:
• It is inherently generic; it can be effectively applied to any distribution, regard­
less of how complex its analytic formulation is.
• Unlike other methods proposed in the literature, it does not require any type of 
prior knowledge with regard to the shape of the distribution being approximated; 
all that can be useful is the range in which the distribution is defined — and 
this only comes into consideration if we wish to shorten the computation time 
required for calculating the approximation within the particle filter.
• It is highly accurate; although there is the possibility that calculating the best ap­
proximation for a distribution which is hard to describe (and for which we have 
little a priori knowledge) can lead to a considerable computational overhead if 
we do apply the PF-based approximation process, it has been proven that an ar­
bitrary level of accuracy can be achieved by using this method for approximating 
continuous distributions. However, we have seen that we can skip this step alto­
gether, and use the actual distribution directly instead; therefore, exact inference 
using this method is also possible.
We can see that this method combines a number of highly desirable properties for 
representing continuous probability distribution functions efficiently. In Chapter 7, we
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will also see how this method performs in the case of a much more complex, real- 
world network structure, where some of the nodes follow very complex continuous 
distributions.
Part II
Medical Diagnosis
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Chapter 4 
Computer-assisted medical diagnosis: 
Current Status
Investigation into the use of the computer as a tool for assisting medical diagnosis dates 
back to the late 1950s. This section will examine a significant part of the work that has 
been done in this area, mostly with resepct to approaches that employ probabilistic 
reasoning for medical diagnosis.
4.1 Analysis of reasoning process for medical diagnosis
In 1959, Ledley and Lusted [65] [77] published an analysis of the reasoning process 
required for medical diagnosis. They stated that, in order for computers to be able to 
assist medical diagnosis, the reasoning processes of experts (i.e physicians) must be 
modelled appropriately; and that the experts’ reasoning processes could best be cap­
tured if elements such as symbolic logic, probability theory and value theory would be 
combined. To achieve this, they outlined the logical principles involved in diagnosing 
diseases fi:om findings, and pointed out the significance of considering combinations of 
diseases and combinations of findings in diagnosis. Then, they demonstrated that the
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use of the Bayes theory enables us to compute the probabilities of each of the possible 
diagnoses resulting from their use of symbolic logic. Finally, based on the probabil­
ities of the diagnoses calculated in the previous step, they introduced a technique for 
choosing particular methods of treatment appropriate for each case.
4.2 Congenital heart disease
One of the first approaches to perform diagnostic reasoning using Bayesian theory 
was the work by Warner et.al. [105] [77]. In this, a probabilistic model of medical 
diagnosis that was applied to the problem of diagnosing congenital heart disease was 
described. Calculations of the prior and conditional probabilities were based on a 
small number of cases which the authors presumed '‘an insufficient number o f cases to 
accurately represent the true incident in the case o f a certain disease’. Moreover, in 
order to reduce the complexity of computations, the authors assumed that, for a given 
disease, the findings are independent of each other, and that only one disease could 
be present from a given set of findings. Later approaches on probabilistic reasoning, 
like those presented by Pearl [80] or Lauritzen and Spiegefiialter [63], show that when 
the knowledge of a domain is causally structured, (as is the case Bayesian Networks), 
such assumptions are not necessarily valid. If, in a Bayesian Network, the value of the 
disease node is not known and the value of a specific finding for a disease is observed, 
this observation affects the belief for the rest of the findings associated with the disease. 
Moreover, Bayesian Networks are capable of modelling cases where more than one 
disease can be present at the same time for a given set of findings,
4.3 Abdominal Pain
The problem of diagnosing abdominal pain by classifying it into seven disease states 
was tackled by deDombal et at. [29]. In this work, the prior probabilities of diseases
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were ignored, and conditional probabilities were acquired from a database of abdomi­
nal pain cases. As in, the case of congenital heart disease, independence assumptions 
with respect to the findings were made.
4A Nestor
Nestor [77] is a computer-aided diagnostic system for the problem of diagnosing dis­
eases that cause hypercalcemia. In this work, a novel approach of bringing together 
probabilistic reasoning, causal and associational probabilistic knowledge was pro­
posed.
4.5 MUNIN
MUNIN [5] is a system for the diagnosis of muscle and nerve diseases. This work 
combined causal and probabilistic knowledge and used algorithms for the propagation 
of probabilities through a causal network.
4.6 DXplain
DXplain [67] is a decision support system for general medicine which uses clinical 
findings such as signs, symptoms and laboratory data, in order to produce a ranked list 
of diagnoses. Moreover the system provides to the user explanation for why each of 
these diseases might be present, and suggests further clinical information that would 
be usefiil to collect for each of the diseases. DXplain knowledge base consists of 
4500 clinical manifestations and over 2000 different diseases. It was developed at the 
Massachusetts General Hospital over ten years ago and has been used by thousands of 
users since then as a stand-alone version and as well as over the Internet. The database
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and the system is continually being improved and adapted as a result of comments 
from the users. Lastly, the system is used at a number of hospitals and medical schools 
mostly for clinical education but also for clinical consultation.
4.7 mad
Iliad uses Bayesian reasoning to calculate the posterior probabilities of various diag­
noses under consideration, given the findings present in a case. Iliad which was devel­
oped primarily for diagnosis in Internal Medicine, now covers about 1500 diagnoses in 
this domain, based on several thousand findings. The Iliad shell has also been used to 
develop knowledge bases for diagnosis in other domains. Iliad was developed initially 
for the Apple Mac; a version for the PC-AT running windows has also been released.
4.8 QMR-DT
QMR-DT [72] is a large scale probabilistic graphical model built on statistical and 
expert knowledge, and consists of a combination of statistical and expert knowlegde 
for approximmately 750 diseases and approximately 5000 signs and symptoms. In 
this work, the diagnostic inference involves computing the posterior probabilities of 
the diseases given a set of observed signs and symptoms. Conditional independence 
assumptions with respect to the two-level inference engine structure were made. In 
particular, the diseases were assumed to be marginally independent and the findings 
assumed to be conditionally independent.
Every disease profile included in the QMR knowledge base is the result of an extensive 
review of the primary medical literature. Consultation with experts is used to resolve 
any inconsistencies or deficiencies found in published reports. QMR is used in in- 
hospital and office practice.
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4.9 GIDEON
GIDEON [35] [59] [69] [13] is a system for the diagnosis and reference of all the 
worlds* tropical and infectious disease’s, epidemiology, microbiology and antimicro­
bial chemotherapy. The data in GIDEON are derived from all peer-reviewed journals in 
the fields of infectious diseases, pediatrics, internal medicine, tropical medicine, travel 
medicine, antimicrobial pharmacology, and clinical microbiology. GIDEON consists 
of 4 basic modules
1. Diagnosis Module, The system generates a Bayesian ranked differential diag­
nosis based on signs, symptoms, laboratory testing, dermatological profile and 
countiy of origin.
2. Epidemiology Module. With this module the user can retrieve a disease’s epi­
demiological parameters, access the status of any disease in the current country, 
get a list of the worldwide distribution, review the status of the current disease in 
any country and the possibility to access a list of alternative names for a disease,
3. Therapy Module. This module provides detailed information about choices in 
drug therapy, including susceptibility, toxicity and drug interaction data, not only 
on familiar antimicrobials. A list of all commercially available antimicrobials 
worldwide is included.
4. Microbiology Module. For purpose of identification and characterization, this 
module provides full laboratory characteristics including biochemical test results 
and cultural characteristics, for almost 900 organisms. The user can identify and 
compare organisms through an encyclopedia of information.
In a blind trial done for 495 patients the system deliver correct diagnosis for the 
94.7% of the cases (sensitivity) and displayed as the first disease in the list 75% 
(specificity).
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GIDEON is commercially available from 1994 and is used in 1500 sites and 
45 countries by health ministries, military installations, travel clinics,library and 
students teaching modules, clinical depaitments and labotories.
4.10 DIMITRA
The DIMITRA system, developed by the author of this report, is a rule based expert 
system for the caring procedure that has to be folllowed for all wheelchairs users with 
spinal injuries. Details about the system can be found in [7] [9]. The system is consid­
ered to be of value for virtual healthcare in the home, because it is designed for remote 
access by carers and their patients. DIMITRA system integrates diagnostic reasoning 
and action (i.e treatment). The system uses a rule-based reasoning engine to identify 
diagnostic and therapeutic goals appropriate to a particular patient’s state.
However, since uncertainty is inherent in conventional medical diagnosis, the work 
presented in this thesis began as an attempt to enhance the DIMITRA system by means 
of employing probabilistic reasoning (hence the name, Dimitra-Pro) in order to facili­
tate expansion of the knowledge base to incorporate such information. To this end, we 
will present the medical knowledge related to patients suffering from spinal injury in 
Chapter 5. Given our choice to use probabilistic reasoning to facilitate inference in the 
Dimitra-Pro system. Chapter 6 describes in (ktail how the complete system has been 
designed.
Chapter 5
The Spinal Injury Caring Procedure
5.1 The Spinal Injury
Spinal cord injury is defined in [71] as any damage to the spinal cord that results in 
a loss of fimction, such as mobility or feeling. These injuries may be caused by the 
dislocation of two or more vertebrae, or by fractured vertebrae which damage the spinal 
cord. There are many causes of spinal cord injuries, ranging firom sudden damage 
caused by a car accident to gradiml damage caused by a tumour. The result of such 
injuries is that the motor pathway (from the brain to the rest of the body) or the sensory 
pathway (following the opposite direction) or both have been disrupted. Therefore, 
motor messages firom the brain cannot travel past the damaged area of the spinal cord 
to tell the muscles to move; thus the patient is paralysed below the level of the injmy. 
In the same way sensory messages coming fi'om below the level of the injury cannot 
get past the damaged part of the spinal cord — as a result, the patient is unable to feel.
Spinal injury can be at different levels and causes varying degrees of paralysis. If the 
patient has a damaged cervical region, the mobility/sensation of his/her arms and legs 
will be affected and the person is said to be a quadriplegic (tétraplégie). If the patient 
has damage to any other region of the spinal cord (thoracic, lumbar or sacral) he/she is
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said to be a paraplegic, as only the mobility/sensation of his/her legs will be affected.
Figure 5.1 depicts the level of the injury and the extent of the patient’s paralysis. The 
impact of spinal injury among patients can be very different; some patients can walk 
with crutches and callipers; some are wheelchair users but with a range of abilities, 
from having full use of their hands and arms to having very little use of either.
Spinal injury can be divided into two types of injury — complete and incomplete. 
A complete injury means that there is no function below the level of the injury; no 
sensation and no voluntary movement. Both sides of the body are equally affected. 
An incomplete injury means that there is some function below the primary level of the 
injury. A person with an incomplete injury may be able to move one limb more than 
another, may be able to feel parts of the body that cannot be moved, or may have more 
functioning on one side of the body than the other. Advances in treatment of acute 
spinal cord injury have resulted in complete injuries becoming less common. Paralysis 
due to spinal injury will always affect the following three areas;
• the bladder — which leads to incontinence
• the bowel — causing faecal incontinence
• the skin — by losing the ability to feel any pain or discomfort and no longer 
being able to control body temperature.
However, there are other conditions that arise only when certain areas of the spinal 
cord have been injured. By far, the most important (and potentially life-threatening) of 
these conditions is Autonomic Dysreflexia Syndrome. Due to its severity, the following 
characterisation of patients is adopted in caring;
• High level patients are those with injured at either the cervical or the upper tho­
racic (Tl-6) regions of their spinal cord. These patients are susceptible to Auto­
nomic Dysreflexia attacks.
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Figure 5.1: Level of the injury and its respective extent of paralysis. Note that, the 
higher the spinal injury, the more muscles become paralysed. Adapted from [71]
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• Low level patients are those with injuries at all other regions. These patients 
cannot suffer from this syndrome.
Consequently, the diagnosis for the care required in each case is a combination of the 
level of the injury and the reported symptoms. This analysis also illustrates that the 
caring procedure for spinal injury patients needs to be focused on four sections. These 
sections are:
1. Bladder management
2. Bowel management
3. Skin management
4. Prevention of Autonomic Dysreflexia Syndrome.
At this point, it has to be mentioned that there are other additional issues that affect 
these patients. Such problems include spasticity and disruption of sexual function, and 
these conditions are not included in the proposed caring procedure. The reason for this 
omission is the fact that, although these conditions are common to such patients, they 
are non-reversible and not associated with any other clinical symptoms or conditions. 
Because of this, the patients are trained to address such problems via a consultation 
session with a doctor during their rehabilitation period.
Moreover, the knowledge incorporated within the Dimitra-Pro system (as described 
in this chapter) does not include knowledge for patients suffering from spinal injury 
that require ventilation support. This is the main remedy required for patients facing 
breathing or cardiovascular problems — which is the case for patients injured at a very 
high level (C2-C4). Therefore, the medical conditions associated with these patients 
are not included in the proposed caring procedure.
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The diagnostic strategy for tackling the conditions listed above is depicted in Fig­
ure 5,2. Each section of the caring procedure has several medical conditions associ­
ated with it and each medical condition consists of several signs and symptoms. These 
conditions with the associated signs and symptoms are presented below:
1. Bowei Care: Problems associated with bowel care are: constipation, overly 
soft stools, diart'hoea, haemorrhoids and anal fissure. Figure 5.3 depicts the 
conditions associated with bowel care.
• Constipation: Symptoms associated with constipation are: passing no 
stool, passing small amounts o f hard stool, abdominal distension, increased 
spasm, nausea, vomiting.
•  Overly Soft Stool: Symptoms associated with overly soft stool are: diffi­
culty in expelling the stool, difficulty in removing the stool, irregular bowel 
emptying, wind pain, bloated stomach,
• Diarrhoea: symptoms associated with the diarrhoea are: frequent loose, 
watery stools, offensive stools, sudden and/or explosive bowel emptying, 
abdominal cramps, increased spasm.
• Haemorrhoids: Symptoms associated with haemorrhoids are: fresh blood 
while bowel emptying, jresh blood after bowel emptying, increased spasm, 
itchy feeling around the anus, pain around the anus.
• Anal Fissure: Symptoms associated with anal fissure are: slight bleeding 
in the lining o f the anus, increase in spasms, pain around the anus.
2. Bladder Care: Problems associated with bladder care are: full bladder, urine 
infection and stone formation. The conditions associated with bladder care are 
illustrated in figure 5.4.
•  Full bladder: Symptoms associated with full bladder are: reduced urine
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Figure 5.2: The diagnostic strategy of DIMTRA and Dimitra-Pro
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Figure 5,3: The conditions associated with the patients’ bowel care.
Urine Infection Stone Formfttion
Figure 5.4: The conditions associated with patients’ bladder care.
output, full or heavy feeling in lower abdomen, increased spasm, lower 
abdomen becomes distended, shaking.
•  Urinary infection: Symptoms associated with urinary infection are: high 
temperature, shivering, cloudy urine, pink urine, red urine, offensiv^foul 
smelling urine, passing small amounts o f urinefrequently, increased spasm, 
uncontrolled shakes.
•  Stone Formation: Symptoms associated with stone formation are: feel­
ing o f being unwell, recurring bladder infections, pink urine, difficulty in 
passing urine, passing small amounts o f urine, increase in spasms.
3. Skin Care:Problems associated witii skin care are: recognizing the existence o f 
a pressure sore, recognizing the different types o f pressure sore, hypothermia and 
hyperthetTnia. Figure 5.5 shows the conditions associated with skin care.
• Recognise the existence of a pressure sore: the indication for the exis­
tence of a pressure sore is a visible red blush that fades in more than five
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Figure 5.5: The conditions associated with patients’ skin care,
(5) minutes. If this blush fades within two (2) or three (3) minutes, there is 
no pressure sore.
• Recognise the different types of broken area: In order to recognise the 
different types of broken area the existence of a pressure sore must be de­
tected. The types of broken area, are divided into four (4) categories;
-  A skin graze, blister or dry scab may form over the pressure sore.
-  A red or bluish area around the pressure sore.
-  A hole or broken area appears.
-  The whole area may develop a hard black scab.
•  Hypothermia: the symptoms associated with hypothermia are: body tem­
perature below 35®C, feeling unwell, becoming drowsy, shaking, passing 
small amounts o f urine, look pale, tinge bluish. Hypothermia can be caused 
by urinary infection or an infected pressure sore (broken area).
• Hyperthermia: the symptoms associated with hypothermia are: body tem­
perature above 31^C, feeling unwell, shaking, nauseating, vomiting. Hy­
perthermia can be caused by urinary infection or an infected pressure sore 
(broken area).
4. Autonomic Dysreflexia Syndrome: The Autonomic Dysreflexia syndrome oc­
curs in patients with higher level spinal cord injury; that is cervical or upper
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thoracic region (T1 - T6). The symptoms associated with Autonomic Dysre­
flexia syndrome are: high blood pressure, blotchy face, anxiety, apprehension, 
goose pimples, headache, sweating. This syndrome can be caused whenever one 
or more of the following problems occur: full bladder, stone formation, urine in­
fection, constipation, overly soft stool, diarrhoea, haemorrhoids, anal fissure,or 
the existence of a broken area.
5.1.1 An example of the care procedure
An example of the care procedure that needs to be followed by the carers for quadriplegic 
wheelchair users suffering from spinal injury is presented below : The patient was in­
volved in a road traffic accident where she sustained a C6 fracture and C6/7 disloca­
tion. The fracture was surgically stabilised and decompressed. The patient also had 
a tiacheotomy, which has now been removed and has undergone a full rehabilitation 
programme. Her nursing care is currently as follows:
• Bladder Management. The patient uses size 16 Argyll supra pubic catheter 
with a 10ml balloon, which is replaced every 3 weeks. The catheter is attached 
to a 75ml leg bag during the day and a 2000ml night bag at night. The patient 
is totally dependent on these procedures. The patient is aware of the signs and 
symptoms of a bladder infection and is able to instruct others on how to take a 
urine sample. Also, she is aware of the need to drink 2-3 litres of water per day 
to help prevent bladder problems.
• Bowel Management. The patient has a daily bowel regime; she takes aperients 
in the evening, and she getting up in the morning onto a shower chair and having 
2 glycerine suppositories inserted. After the patient has had a result, the rectum 
is checked with a well lubricated gloved finger. This is done to insure the rectum 
is empty and to prevent bowel accidents during the day. The patient requires the
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assistance of one person for this procedure. The patient is aware of the need to 
eat a well balanced diet to help prevent bowel problems.
• Skin Management. The patient has no problems with her skin at the moment, 
she sleeps on a pressure-relieving mattress and is turned every 6 hours during 
the night. One pillow is inserted behind her back and one between her knees 
and ankles to help prevent pressure. When the patient is up in her wheelchair 
she sits on a pressure-relieving cushion. The patient does relieves pressure by 
leaning forward in the wheelchair. The patient is aware of the need to check 
her skin every morning and evening and requires the assistance of one person to 
do this. If a red mark appears she knows what action to talce to prevent further 
deterioration,
• Autonomic Dysreflexia. Due to level of the injury such a patient is prone to 
dysreflexic attacks which can be a life-threatening problem. This patient has had 
a dysreflexic attack due to her bladder not draining properly.
This case description illustrates the application of the knowledge presented earlier in 
this section in a real-world case.
5.2 Discovering the relationships between diagnoses and 
signs or symptoms
The knowledge and the diagnostic strategy presented above identifying the relation­
ships between the diagnoses and signs/symptoms were acquired using the following 
methods;
• Relevant literature [84] [71], that is specialised books concentrating on the car­
ing procedure to be followed regarding wheelchair users with spinal injury.
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• Observation, of all four main areas of care methodology, that includes personal 
interaction during practical sessions of the specialists nurses with spinal cord 
injury patients.
• Lastly, and most importantly, the knowledge base of the DIMITRA rule-based 
on-line expert system specialising in the caring procedure that has to be fol­
lowed from wheelchair users with spinal injury. [9]. DIMITRA was an initial 
attempt by the author to acquire the knowledge related to patients suffering from 
spinal injury and encapsulate it in form of a rule-based expert system. However, 
the knowledge acquisition process for DIMITRA was only based on literature 
and personal experience; Dimitra-Pro extended this by adding to this knowledge 
exteacted from direct interaction with medical experts, especially while trying to 
quantify the effect of various signs and symptoms for diagnosing related med­
ical conditions. Therefore, the amount of medical knowledge embedded in the 
Dimitra-Pro system is more extensive compared to that of DIMITRA.
In rule-based systems, attributes such as diagnoses or signs are placed in relation with 
each other by means of production rules. In the DIMITRA diagnostic expert system, 
all of these relations concern associations between the medical conditioiK and signs 
or symptoms. An example of a production rule selected from DIMITRA is presented 
below.
IF Passing no stool 
Nausea 
THEN Constipation Detected
This production rule consists of two conditions and one conclusion, which is drawn 
only if all conditions are satisfied. Converting the above production rule into a causal 
graph structure we will have Figure 5.6.
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Figure 5,6: An example of converting a production rule into a causal graph.
The same process was used for the approximately 900 production rules that comprise 
the DIMITRA’s knowledge base. The process of developing the rule-based system into 
an acyclic graph suitable for inference using the BN theory yields the graph depicted in 
Figure 5.7. This graph corresponds to the diagnostic strategy for quadriplegic patients. 
Given that the signs, symptoms and conditions affecting paraplegic patients are strictly 
a subset of the corresponding ones for quadriplegic patients, this networks covers all 
patients with spinal injury.
5.3 Discussion
In this chapter, the knowledge behind the creation of a DSS that performs diagnostic 
reasoning for patients suffering from spinal injury has been presented. The sources 
of this knowledge have been identified, and the acquisition and interpretation of it in 
order to generate the appropriate representation of the domain have been presented.
However, what has been mentioned so far is related to the qualitative aspect of for­
mulating the domain knowledge only. This approach is sufficient if we only wish to 
create a rule-based system, in order to support diagnosis for this domain. However, it 
is our intention to enhance the diagnostic capabilities offered by the rule-based DIMI-
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Figure 5,7: The graph structure of the Dimitra-Pro model.
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TRA system via fecilitating probabilistic reasoning to create the Dimitra-Pro system. 
To do this, there are issues concerning the quantitative influences among sings/symp­
toms and diagnoses that need to be addressed. This constitutes additional knowledge 
that needs to be acquired from the medical experts. The process followed to extract 
this knowledge will be thoroughly described in Chapter 6, as this process is specific 
to our choice of reasoning infrastructure in order to realise this system — in our case, 
Bayesian Networks.
Part III
The Dimitra-Pro system
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Chapter 6
The Dimitra-Pro System
In previous chapters, we have discussed the issues associated with applying probabilis­
tic reasoning in medical applications. We have seen that, in the context of probabilistic 
reasoning in complex domains, where multiple random variables are involved and rea­
soning should be feasible for all of them under any network topology and combination 
of evidence, there were still important issues to be addressed; most importantly, the 
fact that reasoning in hybrid Bayesian Networks was limited under the existing theory. 
This has led us to develop a novel framework for performing inference in such cases, 
that overcomes these problems.
Moreover, we have seen that, while spinal injury is a very serious medical condition 
affecting millions of people around the world, it has not received researchers’ attention 
that would lead to the development of automated decision support systems. This has 
already been done with other serious medical conditions, most notably cancer. This 
fact has led us to acquire the medical knowledge related to patients with spinal injury 
in a way that can be introduced to an automated decision support system to reason 
about dieir condition.
In this chapter, we will describe the creation of the Dimitra-Pro system — a decision 
support system based on probabilistic reasoning for the the diagnosis and caring pro­
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cedure of people suffering from spinal injury. The Dimitra-Pro system is essentially 
a Bayesian Network, which has been built based on the medical knowledge presented 
in Chapter 5. In this network, there is a mixture of continuous and discrete variables; 
therefore, the method for representing continuous random variables for near-exact in­
ference which is described in Chapter 3 has also been used. In what follows, we will 
discuss the basic assumptions which were used for creating the network, its topology 
and the methods used to extract the values of the conditional probabilities required for 
the creation of this network.
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6.1 The Dimitra-Pro network
The Dimitra-Pro model is built on a belief network representation. The network con­
sists of a three-level belief network as shown in Figure 6.1. The lowest level contains 
the n signs and symptoms (^i . . .  s„) associated with the four sections of the caring 
procedure which may (or may not) be observed in a patient. The second level con­
tains the c medical conditions or diagnoses (d i. . . dc) which may be present or not. 
The third level includes the m medical conditions solely associated with Autonomic 
Dysreflexia {a \... a,„) which can only be present if one or more of the second level 
medical conditions are present. An arrow showing probabilistic dependency between 
nodes representing a medical condition and sign or symptom exists in the Dimitra-Pro 
network if a rule for the given combination of c, a and s exists in the knowledge base 
of the DIMITRA, The Dimitra-Pro network consists of 21 medical conditions and 49 
signs or symptoms, with 78 arrows depicting dependencies between them.
Figure 6.1: The three-level belief network representation of the Dimitra-Pro. The 
medical conditions associated with autonomic dysreflexia are labelled a i ... am, the 
diagnoses associated with the four sections of the caring procedure are labelled d \. . .d c  
and the signs and symptoms are labelled ...  s„.
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6.1.1 The Dimitra-Pro model assumptions
In order to reduce the representational and computational complexity of the proposed 
model, several assumptions were made. It is worth mentioning at this point that, in 
most cases, medical knowledge seems to confirm these assumptions, whereas in other 
cases is inconclusive. These assumptions include the marginal independence of medi­
cal conditions (Section 6.1.1.1) and the conditional independence of signs and symp­
toms (Section 6.1.1.2). Lastly, the influence of multiple medical conditions on a single 
finding is modelled assuming causal independence.
6,1.11 Marginal independence of medical conditions associated with autonomic 
dysreflexia
The absence of arrows among the medical conditions associated with the Autonomic 
Dysreflexia nodes of the belief network presented in Figure 6.1 assumes that medi­
cal conditions are marginally independent. Under this assumption, if we formulate 
a hypothesis H  representing a certain combination of Autonomic Dysreflexia-related 
medical conditions a, we can calculate its probability given the prior probabilities of 
the states of each condition in i/using the formula:
= (6.1)
i
where a t  is the event that medical condition a i  is present, and o: is the event that a i  
is not present. There is no medical evidence to challenge the assumption of marginal 
independence between apparently unrelated medical conditions such as ‘autonomic 
dysreflexia due to diarrhoea’ and ‘autonomic dysreflexia due to urine infection’. On the 
other hand, some medical conditions combinations are clearly dependent. For example 
the belief of ‘autonomic dysreflexia due to haemorrhoids’ is increased with ‘autonomic 
dysreflexia due to constipation’.
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Blood after 
bowel emptying
Blood while 
bowel 
emptying
Haemorrhoids
Figure 6.2: A belief network representing conditional independence of the signs ‘blood 
while bowel emptying’ and ‘blood after bowel emptying’ given that ‘haemorrhoids’ is 
present.
6.1.1.2 Conditional Independence of signs or symptoms
The absence of arrows between signs or symptoms nodes in the belief network of 
Figure 6.1 denotes the assumption of conditional independence between the signs and 
symptoms given any medical condition hypothesis H.
An example of a belief network in which the conditional independence assumption 
is valid is depicted in Figure 6.2. Suppose that the only medical condition known 
to be present in a particular patient is ‘haemorrhoids’ (condition ci). A certain belief 
that the patient had ‘blood while the bowel was emptying’ (symptom ) then exists. 
If we now ^sume that the carer did indeed notice ‘blood after the bowel was emp­
tying’ (symptom ^2), adopting the conditional independence assumption implies that 
this additional information does not alter the belief that the patient had ‘haemorrhoids’ 
and ‘blood while bowel emptying’ given that the patient suffers from haemorrhoids. 
Therefore, we can compute:
=  F ’( s i | c i )  • f ( & 2 k i ) (6,2)
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6.1.1.3 Tÿpes of variables
Two types of nodes were used for the description of all nodes in the network. These 
types are:
# Discrete nodes'. This type is appropriate for nodes where the answer can be 
selected from a small set of discrete choices. For each possible choice, a con­
fidence measure is attached to the node. The assumption used to simplify the 
probabilistic transformation of the Dimitra-Pro network is that the discrete vari­
ables are binary (like YES/NO answers). That means that the diagnoses can be 
present, or not present, and the observed signs or symptoms can be present or 
not present. This assumption simplifies the application of the noisy-OR gate for 
inference [20] [45] [81].
• Continuous nodes: This type suits nodes where continuous domain measure­
ments are to be taken - such as temperature. For such nodes, a conditional prob­
ability distribution is attached to the node so that the continuous measurement (in 
this case, the patient’s temperature) received at the input can be converted into 
a real number representing a probability measurement of the symptom. In our 
example, we would expect that the lower the measurements of the patient’s tem­
perature, the higher file confidence measure for hypothermia must be - but also 
the lower the temperature confidence will be. However, a normal temperature 
would have to yield a low confidence measure for both symptoms.
6.1.1.4 Causal Independence
In order to model the effects of multiple diagnoses on a single sign or symptom, the 
assumption of causal independence [80] was made. That means that the effects of the 
diagnoses on the signs or symptoms occur independently. This assumption enables the 
use of the noisy-OR gate [20] [45] [81] in order to perform inference in the network.
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Figure 6.3: A belief network depicting the causal independence assumption of the 
noisy-OR gate.
Under the assumption of the noisy-OR gate, representing the full set of conditional 
probabilities for all states of a sign given any possible state of the sign’s parents can 
be simplified. For example consider a belief network with binary signs b which has 
binary parents , /?2. •. p«. To construct the complete conditional probability table for 
the binary sign b the need to acquire 2" conditional probabilities. By assuming the 
causal independence the need of acquiring only n conditional probabilities simplifies 
the procedure.
Figure 6.3 depicts a belief network for a noisy-OR influence of two medical condi­
tions, the diarrhoea {d) and constipation (c) on a single sign, the increased spasms 
(z). Assuming causal independence, the influence of diarrhoea and constipation on in­
creased spasms can be can be modelled using the noisy-OR gate in Dimitra-Pro [45] 
as follows:
P{r\(tandc^) = f(r|üT) • P(z"|c+) (6.3)
where t  denotes the absent of the increased spasms, denotes the presence of the
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diarrhoea and the presence of constipation. Since all the discrete nodes in the belief 
network were modelled as binary variables equation 6.3 can be rewritten as:
PQ^ld^andc^) = 1 -  [1 -  P(P|^)][1 -  P(P|c+)] (6.4)
where P denotes presence of the increased spasms.
All the conditional probabilities that obtained using the noisy-OR gate are presented 
in Appendix D
6.2 Probabilities used in the Dimitra-Pro belief network
In Dimitra-Pro, conditional probabilities of signs and symptoms given specific diag­
noses were elicited firom 11 experts, all qualified staff nurses from the Stoke Mandev- 
ille Hospital, using questionnaires. Experts were asked to indicate the assessments for 
all conditional probabilities pertaining to each single variable given a single condition­
ing context. In communicating a conditional probability to our domain, we do not use 
mathematical notation— the requested probability is translated into a fragment of text 
instead. To support the experts in their assessment task, a verbal numerical sliding 
response scale [102] was provided. An example question with response scale is illus­
trated in Figure 6.4. A sample of the questionnaires provided to the experts can be 
found in Appendix B.
The desired conditional probabilities of the discrete (binary) signs and symptoms given 
the diagnoses are calculated using the trimean measure across questionnaires [85]. 
The trimean was selected due to its ability to both robustly represent the most likely 
value within a list, and also because to deliver a more accurate estimate of the most 
likely value when the examined data set exhibits a considerable skew either side of the 
median value. Therefore, it is a very useful measure when dealing with the extraction 
of parameters that do not follow a symmetric distribution, such as (in this domain) the 
probability of a patient suffering from hyperthermia given his/her temperature. Given
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100 - (almost)certain
85 - -  probable
75 - — expectedConsider a tétraplégie
patient with Full SO - -  flfty-flftyBladder. How likely is
it the reduced urine
output symptom? 25 - — uncertain
IS - —improbable
0 - _ (almost) impossible
Figure 6.4: The verbal numerical sliding response scale. On the left is a fragment of 
text that describes the requested conditional probability from the experts. On the right 
is the response scale with both verbal and numerical anchors.
an ensemble of 4« + 3 samples (n > 0) sorted in ascending order, the trimean is given 
by the formula
H l + 2M  + H r (6J)
where M  is the median (sample [2k + 2]), and Hl>Hr are called hinges and are calcu­
lated by
_ sample\n + 1] + sample[n + 2]H r  — -  ( 0 .6 )
and
H r sampleYhn + 2] + sample\hn + 3] (6.7)
Appendix C lists all the conditional probabilties used in the Dimitra-Pro Bayesian 
Network.
For the discrete nodes of the network, the trimean values were directly used to generate 
the CPTs. For continuous nodes, the trimean values were instead used as reference 
points for developing continuous fimctions via cubic spline interpolation [100]. As 
the spline output itself may assume negative values, we then modify the output so tW  
the resulting function is always non-negative — which is a key requirement for any 
function to be considered as a probability density. We also ensure that, if 5'(jc) is the
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spline output, J  S(x)dx = 1 (6.8)
another key requirement for the spline output 1» be considered as a probability distri­
bution function. This is the function used as the final p d f (probability density function) 
for the network.
Chapter 7 
Diagnostic performance of the 
Dimitra-Pro network
In order to examine the capability of the Dimitra-Pro network to model the caring 
procedure to be followed for people with spinal cord injury using the method proposed 
in Chapter 3, we have carried out two different types of experiments. These will be 
described below, along with detailed tables describing the performance of the system 
in each case.
7.1 Approximation of continuous PDFs with mixtures 
of Gaussians
In the Dimitra-Pro network, the only continuous nodes are the following:
• Temperature
• Systolic blood pressure
• Diastolic blood pressure
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The distributions for the conditional probabilities associated with these continuous 
nodes are quite complex to model. For example, the distribution of the conditional 
probability for the presence of hyperthermia given the patient’s temperature is given 
by Figure 7.1.
'S . “
■t (Temperature)
Figure 7.1: The probability distribution function (PDF)
{^^p{Hyperthermia\Temperature^ for p{Hyperthermia\Temperature) using a 
decomposition with a  -  0.09.
We can see that this is a complex distribution; therefore, any attempt to approximate 
this using methods such as MTEs will be very hard to successfully carry out. However, 
it is much easier to apply the proposed method in order to approximate this function 
very effectively using a mixture of Gaussians. For the selection of cr = 0.09 used for 
the decomposition, the weighting function that achieves the approximation
/ -K »  poo
p{Hyperthermia\T emperature) = I I w{T)N{t\T,&)dtdT%/—OO \J —oo
is shown in Figure 7.2.
(7.1)
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I
t
T (Temperature)
Figure 7.2: Weights of Hyperthermia w ( t )
While we can clearly see that the weight function is a very complex one, this is not 
an issue for our approach; this is automatically produced by the PF-based approxi­
mation process. At this point, we will also note that, for the Dimitra-Pro network, 
it is impossible to illustrate the join tree that results from the network; therefore, we 
will demonstrate (in detail) the propagation process for a single scenario from those 
presented in the following section (to be more specific, case 18 from Table 7.2) using 
valuation networks in Appendix E, and showing the relevant marginalisation results in 
Appendix F.
7.2 Diagnostic performance
In this part of the experimental evaluation, two different experiments were carried out. 
These experiments are as follows:
Firstly, the network was deployed in test mode as a 24-hour consultation tool
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on a single tétraplégie patient for a period of 8 months. The conditions (and 
their respective symptoms) are summed up in Table 7.1. To perform this test, 
we have used a qualified carer’s assessment of the situation as a ground truth 
diagnosis. It is very important to note here that the carer whose assessment 
was used as ground truth was not one of the experts called upon to provide the 
knowledge based on which the system was built. This is crucial, as we must 
establish that the knowledge embedded in the Dimitra-Pro model generalises 
well, beyond any possible discordances in the assessments of individual experts. 
Therefore, since the carer used in this experiment is also qualified, the system 
must present minimal discordances between this set of ground truth assessments 
and the diagnoses it outputs in order to be considered a reliable diagnostic tool. 
Again, we can see that the system delivered correct diagnoses with regard to 
the conditions the patient has suffered. As far as the severity is concerned, the 
system tends to be more alert to the possibility of Autonomic Dysreflexia than 
human carers seem to be. However, given that Autonomic Dysreflexia can be a 
life-threatening condition for such patients, it is not unreasonable to introduce a 
slight bias towards detecting the presence of this condition as a way of erring to 
file side of caution. This is evident in the first case and last cases described in 
Table 7.1.
No, Level Patient Carer Carer System Posterior
Observations Observations Dic^nosis Diagnosis Probability
1 High Nausea No stool passed Constipation-» Constipation 0.97747
Abdominal autonomic dysreflexia Constipation—»
distenUon Constipation autonomic dysreflexia 0.83424
Vomiting Haemonrhoids 0.5
Haemorrhoids—»
autonomic dysreflexia 0.5
Hypothermia 0.49
Hyperthermia 0.5
Diarrhoea 0.5
Pressure Sore 0.5
2 Nausea No stool passed Constipation-» Constipation 0.89917
Vomiting autonomic dysreflexia Constipation-»
continued on next page
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continued from previous page
No. Level Patient
Observations
Carer
Observations
Carer
Diagnosis
System
Diagnosis
Posterior
Probability
Headache 
Blotchy face 
High blood pressure
Constipation autonomic dysreflexia 0.8
Autonomic Dysreflexia 0.99
Haemorrhoids
Diarrhoea
Pressure Sore
Anal Fissure
0.5
0.5
0.5
0.5
High Shaking Smelling urine 
Cloudy urine
Urine infection Urine infection
Full bladder
Constipation
Anal Fissure
Stone Formation
Pressure Sore
Diarrhoea
Hyperthermia
Hypothermia
0.97131
0.55
0.5
0.5
0.5
0.5
0.5
0.77
0.46
High Reduced urine output
Shaking
Cold bands
Blotchy &ce 
Blocked catheter
Full bladder—» 
autonomic dysreflexia
Full bladder
Autonomic dysreflexia
Full bladder—» 
autonomic dysreflexia
Urine infection
Constipation-» 
autonomic dysreflexia
Urine Infection-» 
autonomic dysreflexia
Anal Fissure-» 
autonomic dysreflexia
Stone Formation-  ^
autonomic dysreflexia
0.96
0.99
0.86
0.53
0.5
0.5
0.5
0.5
High Sudden bowel 
emptying
Watery stool Diarrhoea Diarrhoea
Constipation
Anal Fissure
Haemorrhoids
Pressure Sore
Stone Formation
Full Bladder
Urine infection
0.96
0.5
0.5
0.5
0.5
0.5
0.5
0.5
High Reduced urine 
ou^ut
Increased spasms
Cathether
blocked
Full bladder Full bladder
Constipation
Stone Formation
0.95
0.5
0.5
continued on next page
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continued ûom previous page
No. Level Patient
Observations
Carer
Observations
Carer
Diagnosis
System
Diagnosis
Posterior
Probability
Anal Fissure
Hyperthermia
Hypothermia
Urine Infection
0.5
0.5
0.5
0.5
High None Visible blood 
while bowel emptying
Haemorrhoids 
Haemorrhoids-* 
autonomic dysreflexia
Haemorrhoids
Haemorrhoids-* 
autonomic dysreflexia
Constipation
Diarrhoea
Anal Fissure
Full Bladder
Stone Formation
Urine Infection
Constipation-* 
Autonomic dysreflexia
Anal Fissure-* 
Autonomic dysreflexia
Full Bladder—* 
Autonomic dysreflexia
Stone Formation-* 
Autonomic dysreflexia
0.78
0.65
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
High None Visible blood 
while and afler 
bowel emptying
Haemorrhoids 
Haemorrhoids-* 
autonomic dysreflexia
Haemorrhoids
Haemorrhoids-* 
autonomic dysreflexia
Constipation
Diarrhoea
Anal Fissure
Full Bladder
Urine Infection
Stone Formation
Constipation-* 
autonomic dysrefleria
Anal Fissure-* 
autonomic dysreflexia
Full Bladder—* 
autonomic dysreflexia
Stone Formation-* 
autonomic dysreflexia
0.9
0.72
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
High Blotchy face 
Headache
Visible blood 
while and afler
Haemorrhoids
Haemorrhoids-*
Haemorrhoids
Haemorrhoids—*
0.9
continued on next page
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No. Level Patient
Observations
Carer
Observations
Carer
Diagnosis
System
Diagnosis
Posterior
Probability
bowel emptying autonomic dysreflexia autonomic dysreflexia
Constipation
Diarrhoea
Anal Fissure
Full Bladder
Urine Infection
Stone Formation
Constipation-* 
autonomic dysreflexia
Anal Fissure—» 
autonomic dysreflexia
Full Bladders 
autonomic dysreflexia
Stone Formation—* 
autonomic dysreflexia
0.72
0.5
0.5
0.5
0.5
0.49
0.5
0.5
0.5
0.5
0.5
10 High Blotchy face 
Headache
None Autonomic dysreflexia Autonomic dysreflexia
Hyperthermia
Hypothermia
0.99
0.51
0.5
High Blotchy face 
Headache 
Bloocked ca&eter
Reduced urine ouQmt Full bladder-* 
autonomic dysreflexia
Full bladders 
autonomic dysreflexia
Full bladder
Autonomic dysreflexia
Haemonhoids-* 
autonomic dysreflexia
Constipation
Haemorrhoids
Diarrhoea
Anal Fissure
Urine Infection
Stone Formation
Constipation-* 
aiUonomic dysreflexia
Anal Fissure-* 
autonomic dysreflexia
Stone Formation-  ^
autonomic dysreflexia
Hyperthermia
Hypothermia
0.83
0.95
0.99
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.51
0.5
12 High Skin graze None Suspicion 
of pressure sore
Pressure sore
Constipation
0.66
0.5
continued on next page
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continued ûom previous page
No. Level Patient
Observations
Carer
Observations
Carer
Diagnosis
System
Diagnosis
Posterior
Probability
Diarrhoea
Anal Fissure
Stone Formation
Urine Infection
Hyperthermia
Hypothermia
0.5
0.5
0.5
0.5
0.5
0.5
13 High Skin graze Hole oozes fluid Pressure sore 
detected
Pressure sore
Constipation
Diarrhoea
Anal Fissure
Stone Formation
Urine Infection
Hyperthermia
Hypothermia
0.86
0.5
0.5
0.5
0.5
0.5
0.5
0.5
14 High Ingrown nail Suspicion of 
pressure sore
Pressure sore
Constipation
Diarrhoea
Anal Fissure
Stone Formation
Urine Infection
Hyperthermia
Hypothermia
0.7
0.5
0.5
0.5
0.5
0.5
0.5
0.5
15 High Ingrown nail Hole oozes fluid Pressure sore 
detected
Pressum sore
Constipation
Diarrhoea
Anal Fissure
Stone Formation
Urine Infection
Hyperthermia
Hypothermia
0.88
0.5
0.5
0.5
0.5
0.5
0.5
0.5
16 High Anxiety
Apprehension
Blotdiy face 
Systolic: 18 
Diastolic: 10
Autonomic Dysreflexia Autonomic Dysreflexia 0.99
Constipation—* 
autonomic dysreflexia 0.5
Anal Fissure-* 
autonomic dysreflexia 0.5
Stone Formation-* 
autonomic ^sreflexia 0.5
Haemonrhoids-* 
autonomic dysreflexia 0.5
continued on next page
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continued from  previous page
No. Level Patient
Observations
Carer
Observations
Carer
Dicgnosis
System
Diagnosis
Posterior
Probability
Full Bladder—» 
autonomic dysreflexia 0.5
Pressme Sore—» 
autonomic dysreflexia 0.5
Urine Infectiona—» 
autonomic dysreflexia 0.5
17 High Red bluish last 
more that 2-3 minutes
None Pressure sore 
expected
Pressure sore 0.78
Constipation 0.5
Diarrhoea 0.5
Anal Fissure 0.5
Urine Infection 0.5
Stone Formation 0.5
Hyperthermia 0.5
Hypothermia 0.5
Table 7.1: Results of the DIMITRA-Pro network used as 24-hour consultation tool for 8 
monflis. The arrow indicates ‘leads to’.
• Having tested the diagnostic accuracy of the system at the first level, it has then 
been evaluated with regard to its accuracy in determining both the presence and 
the severhy of possible conditions given a set of signs or symptoms each time. 
Again, as in the previous case, a qualified carer’s assessment of the patient’s 
condition (the carer being a person not among the experts used to generate the 
system’s knowledge base) was used as the ground truth diagnosis. The results 
of this test are illustrated in Table 7.2. We can see that, in all cases, the system 
yields a reliable diagnosis of the condition coupled with a good estimate of its 
severity.
No. Level Patient
Observations
Carer
Observations
Carer
Diagnosis
System
Diagnosis
Posterior
Probability
18 High None Temperature: 37.5°C Hyperthermia Hyperthermia 0.9
Hypothermia 0.11
Urine Infection 0.78
19 High Shaking Temperature: 38“C Hyperthermia Hyperthermia 0.99
Hypothermia 0.29
continued on next page
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No. Level Patient
Observations
Carer
Observations
Carer
Diagnosis
System
Dia^osis
Posterior
Probability
Urine Infection 0.78
20 High None Temperature: 38"C Hyperthermia Hyperthermia 0.99
Hypothermia 0.11
Urine Infection 0.78
21 High Increased ^asms Reduce Urine Ou^ut Suspicion of Full Bladdra 0.57
fiill bladder Constipation 0.5
Diarrhoea 0.49
Stone Formation 0.51
Anal Fissure 0.51
Haemorrhoids 0.51
Urine Infection 0.51
22 High Increased qiasms Reduce Urine Ou^ut Suspicion of Fhll Bladder 0.61
Shaking Ml bladder Hyperthermia 0.55
Hypothermia 0.48
Urine Infection 0.55
Pressure Sore 0.5
23 High Nausea No stool passed Sev^e constipation Constipation 0.97
Increased spasms Diarrhoea 0.48
Vomiting Haemorrhoids 0.5
Abdomina Full Bladder 0.5
distension Stone Formation 0.52
Anal Fissure 0.51
Pressure Sore 0.5
24 High Nausea No stool passed Suspicion of constipation Constipation 0.87
Increased qiasms Hypotiiermia 0.49
Hyperthermia 0.5
Stone Formation 0.53
Haemorrhoids 0.5
Anal Fissure 0.51
Diarrhoea 0.49
25 High None Watery stool Possible diarrhoea Diarrhoea 0.86
Constipation 0.5
Haemorrhoids 0.5
Pressure Sore 0.5
26 High None Frequent loose stool Expected diarrhoea Diarrhoea 0.79
Constipation 0.5
Haemorrhoids 0.5
Presstue Sore 0.5
27 High None Frequent loose stool Severe diatrhoea Diarrhoea 0.95
continued on next page
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continued from previous page
No. Level Patient
Observations
Carer
Observations
Carer
Diagnosis
System
Diagnosis
Posterior
Probability
Watery stool Constipation 0.5
Haemorrhoids 0.5
Pressure Sore 0.5
28 Low Heavy feeling None Full Bladder detected Full Bladder 0.95
in the lower abdominal Constipation 0.5
Blocked catheter Urine Infection 0.49
Pressure Sore 0.48
Autonomic dysreflexia 0.47
29 Low Pink urine None Stone formation Urine infection 0.52
Increased spasms or Urine Infection Stone Formation 0.58
further tests required) Constipation 0.5
Anal Fissure 0.47
Full Bladder 0.46
Diarrhoea 0.49
Haemorrhoids 0.47
Autonomic dysreflexia 0.43
Pressure Sore 0.47
30 Low Smelling urine None Possible urine infection Urine infection 0.84
Increased spasms Constipation 0.5
Anal Fissure 0.46
Diarrhoea 0.49
Stone Formation 0.45
Haemorrhoids 0.46
Autonomic dysreflexia 0.42
Pressure Sore 0.47
31 Low Smelling urine None Urine infection Urine infection 0.96
Increased spasms detected Constipation 0.5
Cloudy urine Diarrhoea 0.49
Anal Fissure 0.45
Full Bladder 0.44
Haemorrhoids 0.46
Autonomic dysreflexia 0.42
Stone Formation 0.45
Pressure Sore 0.47
32 Low Red bluish last None Pressure sore Pressure Sore 0.75
more than 2-3 minutes expected Autonomic dysreflexia 0.43
Constipation 0.5
33 Low Temperature: 38°C Can be flu or Urine infection 0.78
Increased spasms Urine infection Hyperthermia 0.99
continued on next page
7.2. Diagnostic performance 118
continued from previous page
No. Level Patient
Observations
Carer
Observations
Carer
Diagnosis
System
Diagnosis
Posterior
Probability
(further test required) Hypothermia 0.29
Hyperthermia Constipation 0.5
Diarrhoea 0.49
Anal Fissure 0.46
Haemorrhoids 0.46
Autonomic dysreflexia 0.42
Pressure Sore 0.47
34 Low Passing no stool None Constipation expected Constipation 0.84
Diarrhoea 0.5
Haemorrhoids 0.45
Autonomic dysreflexia 0.41
Anal Fissure 0.44
Table 7.2: Results of the DIMITRA-Pro network for several real world cases.
Overall, the network was tested on a total of 34 cases — 17 in the first stage and 17 in 
the second.
At this point, we have to clarify that we consider that a diagnosis is positive (that is, the 
condition is present) for the Dimitra-Pro system when the probability of its occurence 
is sttictly greater than 50%, while a negative {notpresent) diagnosis is one where the 
posterior probability is strictly less than 50%. Any diagnosis for which the probability 
of occurence is exactly 50% is considered as an inconclusive diagnosis; that is, none 
of the current evidence is considered relevant to it. Usually, in practice, this means that 
such diagnoses can simply be disregarded as they are not helpful. The choice for setting 
the threshold to 50% was made in the sense that we should expect the likelihood of a 
condition being present to be higher than that of it not being present in order to assume 
its presence in reality. Given this rationale, 50% was a natural choice. In practice, 
one could slightly decrease this threshold to ensure that false negatives are kept to a 
minimum; however, this would give rise to much more Mse positives. Conversely, 
increasing the threshold would provide us with fewer false positives, but more false 
negatives. Identifying the optimal trade-off point is in itself an issue; however, here
7.2. Diagnostic performance 119
50% seems a reasonable choice at this stage.
From the results shown in Tables 7.1 and 7.2 and the threshold selected as described 
above, we can now extract detailed statistics regarding the diagnostic performance of 
the Dimitra-Pro system. Grouping the results by diagnosis, we have the results shown 
in Table 7.3.
From the detailed results shown in Table 7.3, we can articulate the performance of the 
Dimitra-Pro network in terms of the number of the ‘true positives’ (TP), ‘true negative’ 
(TN), ‘false negatives’ (FN) and ‘false positives’ (FP).
Sensitivity
The sensitivity (or true-positive rate (TPR)) of a diagnostic system is its ability to
diagnose a disease when it is present. Sensitivity can be expressed as
TP 
TP + FN
where
• TP is the number of cases in which the diagnostic system says disease is present 
when it truly is present.
•  FN is the number of cases in which the diagnostic system says disease is not 
present when it is in fact present.
•  TP+FN is the total number of cases in which disease is present.
Specificity
The specificity (or true-negative rate) of a diagnostic system is its ability to detect the
absence of disease. Specificity can be expressed as
TN 
TN + FP
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where
• TN is the number of cases in which the diagnostic system says disease is absent 
when it truly is absent.
• FP is the number of cases in which the diagnostic system says disease is present 
when it is in fact absent.
• TN+FP is the total number of cases in which disease is absent.
From the results in Table 7.3, we have the following results:
• Sensitivity: Sen = = ^  = 100%
• Specificity: Spec = = 91.370%
From these results, we can see that both performance measures of the Dimitra-Pro 
system are very promising. Moreover, given the nature of the application domain, it 
is much more important to avoid missing existing conditions rather than producing 
false alarms. With this in mind, the system can be considered to deliver excellent 
performance — there are no conditions missed, and the false alarms (which tend to 
affect our confidence towards the system diagnosis) are very few. Moreover, it has 
been noted that most false alarms originate fi*om cases where multiple diagnoses have 
been made, one of which is clearly dominant; therefore, all other conditions diagnosed 
have only been marginally inferred — and, as such, are only secondary issues for the 
given scenario. Finally, by using as ground truth the independent assessment provided 
by a different carer, it was demonstrated that the system incorporated the knowledge 
of the set of experts used very well; for the vast majority of the cases examined, the 
output of the Dimitra-Pro system was identical to the carer’s assessment.
It has also been mentioned that the Dimitra-Pro system is the evolution of the older, 
rule-based DIMITRA system [7] [9] which focused on the same medical domain.
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While a comparison in the performance of these two systems could be of interest to 
the reader, there is a number of reasons that reduce the value of this comparison:
• As discussed in Section 5.2, the knowledge base of DIMITRA was solely gen­
erated from relevant literature and the author’s personal experience, and it was 
only intended to be used as a qualitative tool. The relevant literature is quite 
sparse, and is only used as a baseline tool for educating people to the medi­
cal issues regarding patients with spinal injury in a qualitative manner; a large 
amount of knowledge in the area (especially when quantitative measures are re­
quired) comes from the experience of working with individual patients. In the 
Dimitra-Pro system, the author’s knowledge via personal experience and ex­
posure to relevant literature was enhanced by interaction with medical experts, 
who have greatly assisted in generating a more complete diagnostic model. As 
the knowledge base of the DIMITRA system is only a subset of that of Dimitra- 
Pro, a comparison of the performance for the two system will clearly be a priori 
unfavourable to DIMITRA.
• A crucial part of the scope of this work is to present the network that is the 
Drmitra-Pro system as a complete tool that will encompass both qualitative data 
regarding the selected medical domain as well as quantitative relationships among 
the various components of this network. To enable quantitative calculations, it 
soon became clear that a novel apparatus for reasoning in hybrid BNs was re­
quired in order to address the complex continuous distributions encountered in 
this domain; this led to the development of the method proposed in Chapter 3 — 
and the overall Dimitra-Pro diagnostic system (i.e. the combined hybrid BN/in- 
ference algorithm package) was the main objective of this work. Therefore, 
although DIMITRA and Dimitra-Pro were created with the same problem in 
mind, they are very different in concept and design — and a comparison of the 
two simply in terms of performance would be misleading in this context.
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Diagnosis No. o f Cases True
Positive
False
N^ative
True
Negative
False
Positive
Constipation 27(1 A3,5,6,7,8A1J.12
,13,14,15,17,21.23.24,25 
f6,27,28W 0,31.32,33,34
5 (1,2.23,2434) 22 (3,5,6,7,83,11,12, 
13,14,15,17,21,2536,
2738,2930313233)
Constipation -* 
autonomic dysreflexia
8 (1*4,7,8,9,11,16) 2  (1,2) 6(4,7,83,11,16)
Haemonhoids 18 (1,2*7.8,9,11,21,23,24.25, 
26,27,29.30.31,33,34)
3 (7,8,9) 14 (1,2,5,11.233435,26, 
2739,303133,34)
Haemorrhoids —> 
autonomic dysreflexia
6(1.7,8,9,11,16) 3 (7,8,9) 3 (1,11,16)
Pressure Sore 20 (1,2,3*12,13,14,15,17^2,23, 
25,26,27,28,29,3031.3233)
6  (12,13,14,15,17,32) 14 (1,2,3,532,2333, 
26,27,28,2930,3133)
Pressure Sore-» 
autonomic dysreflexia
1(1) 1 (16)
Anal Fissure 21 (233,6.7,8,9,11,12,13,14,15,
17.2133,24,293031.3334)
18 (2,3,5,6.7,8,9,11,12,13,
14,15,173930313334)
3 (2133,24)
Anal Fissure-» 
autonomic dysreflexia
6(4,7,8,9,11,16) 6(4,7,83,11,19
Urine Infection 23 (3,4*6,7,8,9,11,12,13,14,15, 
17,18,19,20,21,2238,293031)
5 (3,2930,31,33) 12 (5,6,7,83,11,12, 
13,14,15,17,28)
6 (4,18,19,20,2132)
Urine Infection-» 
autonomic dysreflexia
2  (4,16) 2  (4,16)
Full Bladder 6(3,4,5,6,7,8,9,11,
21,22,23,28,2931)
6  (4,6,113132,28) 7 (5,7,8333,29,31) 1(3)
Full Bladder-» 
autonomic dysreflexia
6  (4,7,8,9,11,16) 2 (4,11) 4  (7,8,9,16)
Stone Formation 18(33,6,7,8.9,11,12,13,14,
15,1731.23,243930,31)
1(1) 14 (3,5,6,7,83,11,12,13, 
14,15,173031)
3 (2133,24)
Stone Formation-  ^
autonomic dysreflexia
6 (4,7,8,9,11,16) 6 (4,7,8,9,11,16)
Hypothermia 16(13,6,10,11,12,13,14,
15,17,18,19,20,22,24,33)
16 (1,3,6,10,11,12,13,14, 
15,17,18,1830,2234,33)
Hyperthermia 16(13.6,10,11,12,13,14,15.
17,18,19,20,223433)
4  (18,19,2033) 8 (1,6,12,13,14, 
15,17,24)
4(3,10,11,22)
Dianhoea 23 (133,5.7.8,9,11,12, 
13.14,15,17,213334,2536.
27,293031 ,3334)
4  (5,25,26,27) 20 (1,23 ,7,8,9,11,12, 
13,14,15,1731,2334, 
29,30,313334)
Autonomic Dysreflexia 12(2,4,10,11,16,28,29
3031 ,323334)
5 2,4,10,11,16 7 (28393031323334)
Table 7.3: Detailed diagnostic performance of the Dimitra-Pro network. The subscripts 
denote the indices from Table 7.1 and 7.2 which are relevant to each case. (The arrow 
indicates —> ‘leads to’.)
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Chapter 8
Conclusions -  Future Work
In this work, we have investigated the requirements that arise when we attempt to de­
sign a reasoning system using probabilistic methods to perform inference in real-world 
scenarios. These requirements have been thoroughly examined and addressed in pre­
vious chapters of this thesis, and novel methodologies for designing and implementing 
such systems have been presented. Moreover, an example application demonstrating 
the efficiency of the proposed methods in a sensitive real-world scenario has been de­
veloped and evaluated. In this chapter, we will shortly review what has been discussed 
in the previous chapters, and what can be done in order to extend and improve all 
aspects of this work in the future.
8.1 Contributions
The main contributions presented in this work, which relate to the design and develop­
ment of a real-world decision support system, are the following.
•  A model for representing the knowledge pertaining to the medical conditions 
specifically affecting people who suffer from spinal cord injury has been devel­
oped. To do so, the relevant knowledge was elicited from personal experience
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from such patients, their medical reports and other individual situations they ex­
perienced, medical experts’ knowledge (elicited both via communication in per­
son and questionnaires) and relevant literature on patients’ care (which is largely 
confined to rehabilitation centres that specialise on care for such patients). All 
the data obtained have been subjected to well-known statistical methods in order 
to arrive to a numerically robust description (in terms of developing probabilis­
tic representations for correlated signs/symptoms and medical conditions) of the 
diagnostic procedure followed for such patients.
•  A novel method for representing continuous random variables in order to per­
form near-exact inference in hybrid Bayesian Networks has also been proposed. 
The main advantage of this method lies in the fact that is both inherently generic 
to any type of continuous distribution and allows for very high levels of inference 
accuracy to be achieved. These are highly desirable attributes, yet no method for 
representing continuous random variables to date has managed 1o combine them. 
The basis of this method is the combination of particle filtering (and, by implica­
tion, the Wiener theorem on approximation) and the Shenoy-Shafer framework 
for evidential reasoning by only applying local computations to each node within 
a BN, when the nodes follow certain requirements. It has been demonstrated 
in both simple experimental and more complex real-world scenarios that this 
method, while being simple in ils inception and application, yields fer superior 
results to any other existing method that can be applied in hybrid BN reasoning.
• Finally, based on the model constructed for the diagnostic procedure used for 
patients suffering from spinal cord injury and the proposed method for repre­
senting continuous distributions, a system that can be used as an on-line consul­
tation tool for such patients has been developed. Benefiting from the capabilities 
offered by our novel representation fiumework, it has been demonstrated that the 
Dimitra-Pro system outperforms all other available solutions to date for applying 
probabilistic reasoning in such domains.
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8.2 Future Work
Inevitably, the work proposed here is by no means complete. There are a number 
of areas in which this work can be extended and improved. In this section, we will 
outline these open areas for each of the main component blocks and the overall system 
presented in Chapters 5,3 and 6.
•  The model for the described in Chapter 5 and implemented in this work can be 
improved in terms of both its performance and flexibility by tackling the follow­
ing issues:
-  As the model currently stands, it cannot deal with patients suffering from 
spinal injury that require ventilation support as part of their treatment regime. 
The knowledge encapsulated in this model reflects the medical conditions 
associated with all paraplegics and the majority of quadriplegic patients; 
however, as patients with ventilation support are the most sensitive and 
complicated cases, this model needs to cover such cases as well.
-  The knowledge encoded in the model implemented as the Dimitra-Pro sys­
tem only covers the diagnostic part for the conditions associated with spinal 
injury sufferers who do not require ventilation support; it does not cover the 
therapeutic approach recommended in each case. As seen in other pieces 
of work where troubleshooting is performed via Bayesian Networks [53], 
this is an important direction to which the work presented in this thesis can 
be extended.
• With regard to the method proposed in Chapter 3 for approximating continuous 
random variables that follow arbitrary probability distribution functions within 
the context of performing inference in hybrid Bayesian Networks, addressing 
the following issues can lead to an improvement in the usability of this work:
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-  After this issue has been addressed, it would be highly desirable to produce 
a probabilistic reasoning toolkit that will enable people who possess little 
expertise in Bayesian Networks and probabilistic reasoning to generate rea­
soning structures for arbitrary classes of problems. Such a toolkit should 
allow the user to define network parameters (i.e. random variables) and 
their dependencies in an intuitive, user-fnendly manner, while requiring 
little (ideally none) user interaction for optimising the inference accuracy 
and the performance for the given problem.
• Finally, within the framework of the Dimitra-Pro decision support system for 
patients suffering from spinal injury, which was presented in Chapter 6, there are 
some more specific areas where improvements can be made. Such improvements 
are outlined below:
-  The Dimitra-Pro network does not provide caring advice for the medical 
conditions specific to patients where ventilation support is required. Such 
patients are normally victims of spinal injury high at the cervical region (C4 
and above) and suffer from all the other conditions outlined in the previous 
chapter, plus all the problems associated with the me of a ventilator, such 
as respiratory infections.
-  The system only illustrates some standard symptoms appearing in all spinal 
injury patients, and how they map to injury-specific medical conditions. 
However, this does not take into account individuals’ responses to certain 
problems. For example, there was one patient who, when suffering from 
full bladder due to the catheter not draining properly, had unusually cold 
hands; this did not occur to other patients suffering from a full bladder. 
This level of personalisation in medical care, while possible for human 
observers due to their ability to familiarise themselves to individuals’ med­
ical histories and use them as an additional aid in diagnosis, is not currently 
available within the Dimitra-Pro system — and it would benefit the system
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usability if it was introduced.
-  It would be very interesting to evaluate the system performance on patients 
in real time. This could be done by introducing sensors attached to the pa­
tient in order to measure bodily functions; for example, we could use a 
wheelchair fitted with a thermometer, a blood pressure meter and a seating 
pressure meter in order to detect conditions such as hyperthermi^ypother- 
mia, autonomic dysreflexia and pressure sores, respectively. The ultimate 
goal of this would be to use the data retrieved fi’om the sensors attached to 
the wheelchair as input to the Dimitra-Pro system in order to perform early 
detection of such conditions.
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Appendix A
Notation and abbreviations
A summary of the most frequently used notation and abbreviations appears in the table
below.
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Meaning Abbreviation
Decision Support Systems DSS
Bayesian Network(s) BN(s)
Gaussian Mixture Models GMMs
Expectation-Maximisation EM
Hidden Markov Model(s) HMM(s)
Kalman Filter KF
Extended Kalman Filter EKF
Unscented Kalman Filter UKF
Probability Density Function(s) PDF(s)
Bootstrap Filter BF
Particle Filter(s) PF(s)
Monte Carlo Markov Chain MCMC
Conditional Probability Table(s) CPT(s)
Mixture of Truncated Exponentials MTEs
Table A. 1 : List of abbreviations
Appendix B
A sample of the questionnaire
This section provides a sample of the questionnaire that has been given to the experts 
(the qualified staff nurses of the Spinal Injury Center, Stoke Mandeville Hospital ) for 
the elicitation of the conditional probabilities. It is divided into four sections; the bowel 
care section, the bladder section, the skin care section and the autonomic dysreflexia 
section.
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Bowel Care
Overly Soft Stool
Consider a patient with Overly Soft Stool. How likely is it that the patient has the 
following symptoms?
Irregular bowel emptying
100 85 75 50 25 IS 0
Difficulty in expelling stools
100 85 75 50 25 IS 0
Bloated Stomach
100 85 75 SO 25 15 0
Wind Pain
100 85 75 SO 25 15 0
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Diarrhoea
Consider a patient with Diarrhoea. How likely is it that the patient has the following 
symptoms?
Frequent Loose
Abdominal Cramps
Watery Stool
Bowel Emptying may be sudden 
and ejqtlosive
Increased Spasms
100 85 75  25 15
J â  25 IS
100 05 75  25 15
100 05 75 JSL .25 iS  fi_
100 85 75 .52______25 IS
Diarrhoea-Autonomic Dysreflexia
For patients with spinal cord injury in lesions of T6 and above.
Consider a patient with 
Diarrhoea. How likely is it that 
this will cause Autonomic 
Dysreflexial
100 85 75 50 25 15 0
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Anal Fissure
Consider a patient with Anal Fissure. How likely is it that the patient has the following 
symptoms?
Pain around anus
100 85 75 SO 25 15 0
Slight bleeding in the lining o f  
anus
100 85 75 50 25 15 0
Increased Spasms
100 85 75 50 25 15 0
Anal Fissure-Autonomic Dysreflexia
For patients with spinal cord injury in lesions of T6 and above.
Consider a patient with Anal 
Fissure. How likely is it that this 
will cause Autonomic 
Dysreflexia"!
100 85 75 SO 25 15
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Haemorrhoids
Consider a patient with Haemorrhoids How likely is it that the patient has the following 
symptoms?
Blood while bowel emptying
Blood after bowel emptying
Pain around the anus
Itch felling around anus
Increased Spasms
JLMLg5...75 Sfl 25 .15 JL
100 85 75 JWL 25 IS
100 05 75 JS& 25 15 Û.
100 «5 75 SO 25 jg Ü.
IW 85 75 -25_^5 a .
Haemorrhoids-Autonomic Dysreflexia
For patients with spinal cord injury in lesions of T6 and above.
Consider a patient with 
Haemorrhoids. How likely is it 
that this will csase Autonomic 
Dysreflexia"!
100 85 75 50 25 15
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Constipation
Consider a patient with Constipation How likely is it that the patient has the following 
symptoms?
Abdominal Distension
Passing no stools
Vomiting
Increased Spasms
Nausea
J-QO-85 75 50 25 15 0
100 05 7S Jâ  25 IS ft.
100 85 75 50 25 15 0
100 85 75 50 25 15 0T
100 85 75 50 25 15 0
Constipation-Autonomic Dysreflexia
For patients with spinal cord injury in lesions of T6 and above.
Consider a patient with 
Constipation. How likely is it 
that this will cause Autonomic 
Dysreflexia"!
100 85 75 50 25 15 0
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Bladder Care
Urine Infection
Consider a patient with Urine Infection How likely is it that the patient has the follow­
ing symptoms?
Smelling Urine
100 85 75 50 25 15 0
Cloudy Urine
100 85 75 50 25 15 0
Shivering
100 85 75 50 25 15 0
Hypothermia
100 as 75 so 25 15 fl.
Hyperthermia
100 as 75 so 25 IS
Passing Small Amount o f Urine
100 85 75 50 25 15 0
Increased Spasms
-lfflOLJBS-35 50_____ 25 IS____fi_
Pink Urine
,100 ,85 75 S! 25 15___ 0_
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Urine Infection-Autonomic Dysreflexia
For patients with spinal cord injury in lesions of T6 and above.
Consider a patient with Urine 
Infection. How likely is it that 
this will cause Autonomic 
Dysreflexia"!
100 85 75 50 25 15 0
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Full Bladder
Consider a patient with Full Bladder How likely is it that the patient has the following 
symptoms?
Reduced Urine Output
Heavy feeling in the lower 
abdomen
Increased Spasms
Shaking
100 85 75____ 50____ 25 15____ Q_
■.100-8S-7S____ 50____ 25 15___ 0_
100 85 75 50 25 15 0
100 85 75 SO 25 15___ 0_
Full Bladder-Autonomic Dysreflexia
For patients with spinal cord injury in lesions of T6 and above.
Consider a patient suffering firom 
Full Bladder. How likely is it 
that this will cmsQ Autonomic 
Dysreflexial
100 85 75 SO 25 15 0
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Stone Formation
Consider a patient with Stone Formation How likely is it that the patient has the fol­
lowing symptoms?
Recurring from bladder 
infections
100 85 75 SO 25 15 0
Increased Spasms
100 85 75 50 25 IS 0
Passing small amounts o f urine
100 85 75 50 25 IS 0
Nausea
100 85 75 SO 25 15 0
Pink Urine
100 85 75 50 25 15 0
Stone Formation-Autonomic Dysreflexia
For patients with spinal cord injury in lesions of T6 and above.
Consider a patient with Stone 
Formation. How likely is it that 
this will cause Autonomic 
Dysreflexial
100 85 75 50 25 IS 0
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Skin Care
Hyperthermia
Consider a patient with Hyperthermia How likely is it that the patient has the following 
symptoms?
Vomiting
too  85 75 50 25 15 0
High Temperature
100 85 75 50 25 15 0
Nausea y  y
100 85 75 50 25 15 0
Shaking
100 85 75 50 25 15 . _ 0 _
Headache
100 85 75 SO 25 15 0
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Please match the temperature measurements provided to the perceived probability 
scale for diagnosing the condition of Hypeiihermia. For example the temperature mea­
surement 36.9 matches to the ûûy-ûûy (50) of the probability scale.
The probability scale is:
100 85 75 50 25 15 0
Temperature
measurements 36.5 36.6 36.7 36.8 36.9 37 37.1 37.2 37.3 37.4
Probability scale
Temperature
measurements 37.5 37.6 37.7 37.8 37.9 38 38.1 38.2 38.3 38.4
Probability scale
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Hypothermia
Consider a patient with Hypothemiia How likely is it that the patient has the following 
symptoms?
Bluish tinge
100 85 75 50 25 15 0
Become drowsy
100 85 75 50 25 15 0
Look pale
100 85 75 50 25 15 0
Low Temperature
100 85 75 50 25 15 0
Passing small amount of urine
100 85 75 50 25 15 0
Nausea y y y y y y ^
100 85 75 50 25 IS  0
Shaking
’ 100 85 75 50 25 IS 0
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Please match the temperature measurements provided to the perceived probability 
scale for diagnosing the condition of Hyperthermia. For example the temperature mea­
surement 36.9 matches to the ûûy-ûûy (50) of the probability scale.
The probability scale is:
100 OS 75 SO 25 15 0
Temperature
measurements 34.7 34.8 34.9 35 35.1 35.2 35.3 35.4 35.5 35.6
Probability
scale
Temperature
measurements 35.8 35.9 36 36.1 36.2 36.3 36.4 36.5 36.6 36.7
Probability
scale
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Pressure Sore Detection
Consider a patient that has been detected with Pressure Sore. How likely is it that the 
patient has the following symptoms?
Blister
100 85 75 50 25 15 0
Red blush last more than 2-3 
minutes
100 85 75 50 25 15 0
Burn
100 85 75 50 25 IS  0
Skin graze
100 85 75 50 25 15 0
Bruises
100 85 75 50 25 15 0
Cuts
. _ _ 100 85 75 SO 25 15 0
Hole oozes fluid
100 85 75 SO 25 IS  0
Ingrown nail
100 85 75 SO 25 IS 0
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Pressure Sore-Autonomic Dysreflexia
For patients with spinal cord injury in lesions of T6 and above.
Consider a patient with 
Pressure Sore. How likely is it 
that this will canse Autonomic 
Dysreflexial
100 85 75 50 25 15 0
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Autonomic Dysreflexia
Consider a patient with spinal cord injury in lesions T6 and above, that has an Au­
tonomic Dysreflexia. How likely is it that the patient has the following sysmptoms?
Headache
100 85 7S  2S _1S -
Blotchy Face
100 85 75 ..511______25 15____ a .
High Blood Pressure >
100 85 75 .Æ1______25 15
Goose Pimples
100 85 75  25 IS
Anxiety
 100 85 75 5fi 25 15 Q______
Apprehension
100 85 75 A h  25 15
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Consider a patient with spinal cord injury in lesions T6 and above. 
Please match the blood pressure measurements provided to the perceived probability 
scale for diagnosing the condition of Autonomic Dysreflexia. For example the temper­
ature measurement 100/50 matches to the ûfty-ûfty (50) of the probability scale.
The probability scale is:
100 85 75 50 25 15
Blood
Pressure
measurements
80/30 80/40 80/50 90/40 90/50 90/60 100/40
Probability
scale
Blood
Pressure
measurements
100/50 100/60 110/50 110/60 120/60 120/70 130/60
Probability
scaie
Blood
Pressure
measurements
130/70 140/60 140/70 140/80 150/70 150/80 160/70
Probability
scale
Blood
Pressure
measurements
160/80 160/90 170/80 170/90 180/90 190/90 200/100
Probability
scale
Appendix C
Conditional Probabilities
This section describes the conditional probabilities that where elicited from the 11 
experts using the questionnaires discussed in Appedix B and lists all the conditional 
probabilities used in the Dimitra-Pro Network after the calculation of the trimean.
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Appendix D
Noisy-OR Gate
This section describes all the conditional probabilities that obtained using the noisy- 
OR gate.
Parent Nodes Abbreviation Initial Likelihood
{positivé)
Autonomic Dysreflexia due to Urine Infection ADUI 0.99
Autonomic Dysreflexia due to Stone Formation ADSF 0.99
Autonomic Dysreflexia due to Full Bladder ADFB 0.99
Autonomic Dysreflexia due to Pressure Sore ADPR 0.99
Autonomic Dysreflexia due to Constipation ADC 0.99
Autonomic Dysreflexia due to Anal Fissure ADAF 0.99
Autonomic Dysreflexia due to Diarrhoea ADD 0.99
Autonomic Dysreflexia due to Haemorrhoids ADH 0.99
Table D.l : Initial extracted likelihood for the Autonomic Dysreflexia node.
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Table D.2: Noisy-OR likelihood gate for the Autonomic Dysre­
flexia node.
Parent Nodes Noisy-OR Likelihood Likelihood (Round)
ADSF,ADUI 0.999 1
ADFB,ADUI 0.999 1
ADFB,ADSF 0.999 1
ADPS,ADUI 0.999 1
ADPS,ADSF 0.999 1
ADPS,ADFB 0.999 1
ADC,ADUI 0.999 1
ADC,ADSF 0.999 1
ADC,ADFB 0.999 1
ADC,ADPS 0.999 1
ADAF,ADUI 0.999 1
ADAF,ADSF 0.999 1
ADAF.ADFB 0.999
ADAF,ADPS 0.999 1
ADAF,ADC 0.999 1
ADD,ADUI 0.999 1
ADD,ADSF 0.999 1
ADD,ADFB 0.999 1
ADD,ADPS 0.999 1
ADD,ADAF 0.999 1
ADH,ADUI 0.999 1
ADH,ADSF 0.999 1
ADH,ADFB 0.999 1
ADH,ADPS 0.999 1
ADH,ADC 0.999 1
Continued on next page
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Table D.2 -  continued from previous page
Parent Nodes Noisy-OR Likelihood Likelihood (Round)
ADH,ADAF 0.999 1
ADH,ADD 0.999 1
ADFB,ADSF,ADUI 0.999 1
ADPS,ADSF,ADUI 0.999 1
ADPS,ADFB,ADUI 0.999 1
ADPS,ADFB,ADSF 0.999 1
ADC,ADSF,ADUI 0.999 1
ADC,ADFB,ADUI 0.999 1
ADC,ADFB,ADSF 0.999 1
ADC,ADPS,ADUI 0.999 1
ADC,ADPS,ADSF 0.999 1
ADC,ADPS,ADFB 0.999 1
ADAF,ADSF,ADU1 0.999 1
ADAF,ADFB,ADUI 0.999 1
ADAF,ADFB,ADSF 0.999 1
ADAF,ADPS,ADU1 0.999 1
ADAF,ADPS,ADSF 0.999 1
ADAF,ADPS,ADFB 0.999 1
ADAF,ADC,ADUI 0.999 1
ADAF,ADC,ADSF 0.999 1
ADAF,ADC,ADFB 0.999 1
ADAF,ADC,ADPS 0.999 1
ADD,ADSF,ADUI 0.999 1
ADD,ADFB,ADUI 0.999 1
ADD,ADFB,ADSF 0.999 1
ADD,ADPS,ADUI 0.999 1
ADD,ADPS,ADSF 0.999 1
Continued on next page
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Table D.2 -  continued from previous page
Parent Nodes Noisy-OR Likelihood Likelihood (Round)
ADD,ADPS,ADFB 0.999 1
ADD,ADAF,ADUI 0.999 1
ADD,ADAF,ADSF 0.999 1
ADD,ADAF,ADFB 0.999 1
ADD,ADAF,ADPS 0.999 1
ADH,ADSF,ADUI 0.999 1
ADH,ADFB,ADUI 0.999 1
ADH,ADFB,ADSF 0.999 1
ADH,ADPS,ADUI 0.999
ADH,ADPS,ADSF 0.999 1
ADH,ADPS,ADFB 0.999 1
ADH,ADC,ADUI 0.999 1
ADH,ADC,ADSF 0.999 1
ADH,ADC,ADFB 0.999 1
ADH,ADC,ADPS 0.999 1
ADH,ADAF,ADUI 0.999 1
ADH,ADAF,ADSF 0.999 1
ADH,ADAF,ADFB 0.999 1
ADH,ADAF,ADPS 0.999 1
ADH,ADAF,ADC 0.999 1
ADH,ADD,ADUI 0.999 1
ADH,ADD,ADSF 0.999 1
ADH,ADD,ADFB 0.999 1
ADH,ADD,ADPS 0.999 I
ADH,ADD,ADAF 0.999 1
ADPS,ADFB,ADSF,ADUI 0.999 1
ADC,ADFB,ADSF,ADUI 0.999 1
Continued on next page
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Table D.2 -  continued from previous p%e
Parent Nodes Noisy-OR Likelihood Likelihood (Round)
ADC,ADPS,ADSF,ADUI 0.999 1
ADC,ADPS,ADFB,ADUI 0.999 1
ADC,ADPS,ADFB,ADSF 0.999 1
ADAF,ADFB,ADSF,ADUI 0.999 1
ADAF,ADPS,ADSF,ADUI 0.999 1
ADAF,ADPS,ADFB,ADUI 0.999 1
ADAF,ADPS,ADFB,ADSF 0.999 1
ADAF,ADC,ADSF,ADUI 0.999 1
ADAF,ADC,ADFB,ADUI 0.999 1
ADAF,ADC,ADFB,ADSF 0.999 1
ADAF,ADC,ADPS,ADUI 0.999 1
ADAF,ADC,ADPS,ADSF 0.999 1
ADAF,ADC,ADPS,ADFB 0.999 1
ADD,ADFB,ADSF,ADUI 0.999 1
ADD,ADPS,ADSF,ADUI 0.999 1
ADD,ADPS,ADFB,ADUI 0.999 1
ADD,ADPS,ADFB,ADSF 0.999 1
ADD,ADAF,ADSF,ADUI 0.999 1
ADD,ADAF,ADFB,ADUI 0.999 1
ADD,ADAF,ADFB,ADSF 0.999 1
ADD,ADAF,ADPS,ADUI 0.999 1
ADD,ADAF,ADPS,ADSF 0.999 1
ADH,ADFB,ADSF,ADUI 0.999 1
ADH,ADPS,ADSF,ADUI 0.999 1
ADH,ADPS,ADFB,ADUI 0.999 1
ADH,ADPS,ADFB,ADSF 0.999 1
ADH,ADC,ADSF,ADUI 0.999 1
Continued on next page
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Table D.2 -  continued from previous page
Parent Nodes Noisy-OR Likelihood Likelihood (Round)
ADH,ADC,ADFB,ADUI 0.999 1
ADH,ADC,ADFB,ADSF 0.999 1
ADH,ADC,ADPS,ADUI 0.999 1
ADH,ADC,ADPS,ADSF 0.999 1
ADH,ADC,ADPS,ADFB 0.999 1
ADH,ADAF,ADSF,ADUI 0.999 1
ADH,ADAF,ADFB,ADUI 0.999 1
ADH,ADAF,ADFB,ADSF 0.999 1
ADH,ADAF,ADPS,ADUI 0.999 1
ADH,ADAF,ADPS,ADSF 0.999 1
ADH,ADAF,ADPS,ADFB 0.999 1
ADH,ADAF,ADC,ADUI 0.999 1
ADH,ADAF,ADC,ADSF 0.999 1
ADH,ADAF,ADC,ADFB 0.999 1
ADH,ADAF,ADC,ADPS 0.999 1
ADH,ADD,ADSF,ADUI 0.999 1
ADH,ADD,ADFB,ADUI 0.999 1
ADH,ADD,ADFB,ADSF 0.999 1
ADH,ADD,ADPS,ADUI 0.999 1
ADH,ADD,ADPS,ADSF 0.999 1
ADH,ADD,ADPS,ADFB 0.999 1
ADH,ADD,ADAF,ADUI 0.999 1
ADH,ADD,ADAF,ADSF 0.999 1
ADH,ADD,ADAF,ADFB 0.999 1
ADH,ADD,ADAF,ADPS 0.999 1
ADC,ADPS,ADFB,ADSF,ADUI 0.999 1
ADAF,ADPS,ADFB,ADSF,ADUI 0.999 1
Continued on next page
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Table D.2 -  continued from previous page
Parent Nodes Noisy-OR Likelihood Likelihood (Round)
ADAF,ADC,ADFB,ADSF,ADUI 0.999 1
ADAF,ADC,ADPS,ADSF,ADUI 0.999 1
ADAF,ADC,ADPS,ADFB,ADXn 0.999 1
ADAF,ADC,ADPS,ADFB,ADSF 0.999 1
ADD,ADPS,ADFB,ADSF,ADUI 0.999 1
add^ af,adfb ,adsf,adui 0,999 1
ADD,ADAF,ADPS,ADSF,ADUI 0.999 1
ADH,ADPS,ADFB,ADSF,ADUI 0.999 1
ADH,ADC,ADFB,ADSF,ADUI 0.999
ADH,ADC,ADPS,ADSF,ADUI 0.999 1
ADH,ADC,ADPS,ADFB,ADUI 0.999 1
ADH,ADC,ADPS,ADFB,ADSF 0.999 1
adh ,adaf,adfb,adsf,adui 0.999 1
ADH,ADAF,ADPS,ADSF,ADUI 0.999 1
ADH,ADAF,ADPS,ADFBADUI 0.999 1
adh ,adaf,adps,adfb,adsf 0.999 1
ADH,ADAF,ADC,ADSF,ADUI 0.999 1
adh ,adaf,adc,adfb ,adui 0.999 1
adh ,adaf,adc,adfb ,adsf 0.999 1
ADH,ADAF,ADC,ADPS,ADUI 0.999 1
ADH,ADAF,ADC,ADPS,ADSF 0.999 1
ADH,ADAF,ADC,ADPS,ADFB 0.999 1
ADH,ADAF,ADC,ADPS,ADSF 0.999 1
adh ,adaf,adc,adps,adui 0.999 1
a d h a d d ,adfbadsf,adui 0.999 1
ADH,ADD,ADPS,ADSF,ADUI 0.999 1
ADH,ADD,ADPS,ADFB,ADUI 0.999 1
Continued on next page
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Table D.2 -  continued from previous page
Parent Nodes Noisy-OR Likelihood Likelihood (Round)
ADH,ADD,ADPS,ADFB,ADSF 0,999 1
adh ,add ,adaf,adsf,adui 0,999 1
adh ,add ,adaf,adfb ,adui 0.999 1
adh ,add ,adaf,adfb ,adsf 0.999 1
ADH,ADD,ADAF,ADPS,ADUI 0.999 1
adh ,add ,adaf,adps,adsf 0.999 1
ADH,ADD,ADAF,ADPS,ADFB 0.999 1
ADAF,ADC,ADPS,ADFB,
ADSF,ADUI 0.99999 1
ADH,ADC,ADPS,ADFB,
ADSF,ADUI 0.99999 1
adh ,adaf,adps,adfb,
ADSF,ADUI 0.99999 1
adh ,adaf,adc ,adfb ,
ADSF,ADUI 0.99999 1
ADH,ADAF,ADC,ADPS,
ADSF,ADUI 0.99999 1
adh ,adaf,adc ,adps,
ADFB,ADUI 0.99999 1
ADH,ADD,ADPS,ADFB,
ADSF,ADUI 0.99999 1
ADH,ADD,ADAF,ADFB,
ADSF,ADUI 0.99999 1
adh ,add ,adaf,adps,
ADSF,ADUI 0.99999 1
adh ,add ,adaf,adps,
ADFB,ADUI 0.99999 1
Continued on next page
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Table D.2 -  continued from previous page
Parent Nodes Noisy-OR Likelihood Likelihood (Round)
adh ,add ,adaf,adps.
ADFB,ADSF 0.99999 1
ADH,ADD,ADAF,ADPS,
adfb ,adsf,adui 0.9999999 1
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Parent Nodes Abbreviation Initial Likelihood
(positive)
Stone Formation SF 0.72
Full Bladder FB 0.74
Urine Infection UI 0.83
Anal Fissure AF 0.83
Diarrhoea D 0.71
Haemorrhoids H 0.74
Constipation C 0.83
Table D.3: Initial extracted likelihood for the Increased Spasms node.
Table D.4: Noisy-OR likelihood gate for the Increased 
Spasms node.
Parent Nodes Noisy-OR Likelihood Likelihood (Round)
FB,SF 0.9272 0.93
UI,SF 0.9524 0.96
UI,FB 0.9558 0.96
AF,SF 0.9524 0.96
AF,UI 0.9711 0.98
AF,FB 0.9558 0.96
D,SF 0.9188 0.92
D,UI 0.9507 0.96
D,FB 0.9246 0.93
D,AF 0.9507 0.96
H,SF 0.9272 0.93
H,UI 0.9558 0.96
Continued on next page
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Table D.4 -  continued from previous page
Parent Nodes Noisy-OR Likelihood Likelihood (Round)
H,FB 0.9324 0.94
H,AF 0.9558 0.96
H,D 0.9246 0.93
C,SF 0.9524 0.96
QUI 0.9711 0.98
QFB 0.9558 0.96
QAF 0.9711 0.98
C,H 0.9558 0.96
UI,FB,SF 0.987624 0.99
AF,UI,SF 0.991908 1
AF,FB,SF 0.987624 0.99
AF,FB,UI 0.992486 1
D,UI,SF 0.986196 0.99
D,FB,SF 0.978888 0.98
D,FB,UI 0.987182 0.99
D,AF,SF 0.986196 0.99
d ,af,u i 0.991619 1
D,AF,FB 0.987182 0.99
H,UI,SF 0.987624 0.99
H,FB,SF 0.981072 0.99
H,FB,UI 0.988508 0.99
H,AF,SF 0.987624 0.99
H,AF,UI 0.992486 1
H,AF,FB 0.988508 0.99
HASF 0.978888 0.98
Continued on next page
183
Table D.4 -  continued from previous page
Parent Nodes Noisy-OR Likelihood Likelihood (Round)
H,D,UI 0.987182 0.99
H,D,FB 0.980396 0.99
H,D,AF 0.987182 0.99
C,UI,SF 0.991908 1
C,FB,SF 0.987624 0.99
C,FB,UI 0.992486 1
C,AF,SF 0.991908 1
C,AF,UI 0.995087 1
c ,a f ,fb 0.992486 1
C,H,SF 0.987624 0.99
C,H,UI 0.992486 1
c ,h ,fb 0.988508 0.99
c ,h ,a f 0.992486 1
af ,f b ,u i,sf 1 1
D,FB,UI,SF 1 1
D,AF,UI,SF 1 1
D,AF,FB,SF 1 1
D,AF,FB,UI 0.99 0.99
H,FB,UI,SF 0.99 0.99
h ,af,u i,sf 1 1
H,AF,FB,SF 0.99 0.99
H,AF,FB,UI 0.99 0.99
H,D,UI,SF 0.99 0.99
H,D,FB,SF 1 1
H,D,AF,SF 0.99 0.99
Continued on next page
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Table D.4 -  continued from previous page
Parent Nodes Noisy-OR Likelihood Likelihood (Round)
h ,d ,a f ,u i 1 1
H,D,AF,FB 0.99 0.99
H,D,FB,UI 0.99 0.99
C,FB,UI,SF 0.99 0,99
C,AF,UI,SF 1 1
C,AF,FB,SF 1 1
C,AF,FB,UI 1 1
C,H,UI,SF 1 1
c ,h ,f b ,sf 0.99 0.99
C,H,FB,UI 0.99 0.99
c ,h ,af,sf 1 1
C,H,AF,UI 1 1
C,H,AF,FB 1 1
d ,af,f b ,u i,sf 0.99 0.99
H,AF,FB,UI,SF 0.99 0.99
h ,d ,f b ,u i,sf 0.99 0.99
H,D,AF,UI,SF 1 1
H,D,AF,FB,SF 0.99 0.99
h ,d ,f b ,u i,sf 0.99 0.99
c ,af ,f b ,u i,sf 1 1
C,H,FB,UI,SF 1 1
c ,h ,af ,u i,sf 1 1
C,H,AF,FB,SF 0.99 0.99
C,H,AF +FB,UI 1 1
h ,d ,af,u i,fb 1 1
Continued on next page
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Table D.4 -  continued from previous page
Parent Nodes Noisy-OR Likelihood Likelihood (Round)
C,H,AF,FB,UI,SF 1 1
D,AF,H,UI,FB,SF 1 1
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Parent Nodes Abbreviation Initial Likelihood
(positive)
Hyperthermia HE 0.56
Constipation C 0.53
Table D.5: Initial extracted likelihood for the Vomiting node. 
Table D.6: Noisy-OR likelihood for the Vomiting noàQ.
Parent Nodes Noisy-OR Likelihood Likelihood (Round)
C,H 0.7932 0.8
Parent Nodes Abbreviation Initial Likelihood
(positive)
Stone Formation SF 0.68
Urine Infection UI 0.44
Table D.7: Initial extracted likelihood for the Pink Urine node.
Table D.8: Noisy-OR likelihood for the Pink Urine node.
Parent Nodes Noisy-OR Likelihood Likelihood (Round)
UI,SF 0.8208 0.83
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Parent Nodes Abbreviation Initial Likelihood
(positive)
Urine Infection UI 0.58
Stone Formation SF 0.69
Hypothermia HO 0.5
Table D.9: Initial extracted likelihood for the Passing Small Amounts o f Urine node.
Table D.IO: Noisy-OR likelihood for the Passing Small 
Amounts o f Urine node.
Parent Nodes Noisy-OR Likelihood Likelihood (Round)
SF,UI 0.8698 0.87
HO,UI 0.79 0.79
HO,SF 0.845 0.85
HO,SF,UI 0.9349 0.94
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Parent Nodes Abbreviation Initial Likelihood
{positive)
Stone Formation SF 0.68
Hypothermia HO 0.63
Hyperthermia HE 0.71
Constipation C 0.83
Table D. 11 : Initial extracted likelihood for the Nausea node.
Table D.12: Noisy-OR likelihood for the Nausea node.
Parent Nodes Noisy-OR Likelihood Likelihood (Round)
HO,SF 0.8816 0.89
HE,SF 0.9072 0.91
C,SF 0.9456 0.95
C,HO 0,9371 0.94
C,HE 0.9507 0.96
C,HO,8F 0.979872 0.98
C,HE,SF 0.984224 0.99
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Parent Nodes Abbreviation Initial Likelihood
(positive)
Urine Infection UI 0.58
Full Bladder FB 0.71
Hypothermia HO 0.54
Hyperthermia HE 0.83
Table D. 13 : Initial extracted likelihood for the Shaking node. 
Table D.14: Noisy-OR likelihood for the Shaking node.
Parent Nodes Noisy-OR Likelihood Likelihood (Round)
FB,UI 0.8782 0.88
HO,UI 0.8068 0.81
HO,FB 0.8666 0.87
HE,UI 0.9286 0.93
HE,FB 0.9507 0.95
HO,FB,UI 0.943972 0.94
HE,FB,UI 0.979294 0.98
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Parent Nodes Abbreviation Initial Likelihood
(positive)
Anal Fissure AF 0.78
Haemorrhoids H 0.74
Table D. 15: Initial extracted likelihood for the Shaking node.
Table D.16: Noisy-OR likelihood for the Pain Around Anus 
node.
Parent Nodes Noisy-OR Likelihood Likelihood (Round)
AF,H 0.9428 0.94
Parent Nodes Abbreviation Initial Likelihood
(positive)
Hyperthermia HE 0.74
Autonomic Dysreflexia AD 0.94
Table D.17: Initial extracted likelihood for the Headache node.
Table D.l 8: Noisy-OR likelihood for the Headache node.
Parent Nodes Noisy-OR Likelihood Likelihood (Round)
HE,AD 0.9844 0.98
Appendix E 
An example of the fusion algorithm
As we have already mentioned in Chapter 7, it is not possible to show the join tree 
produced for the Dimitra-Pro network and use that as a basis for explaining the prop­
agation process. Instead, we have opted to demonstrate the fusion algorithm for this 
case. To employ the fusion algorithm, we have used the following deletion sequence:
1. Blood after bowel emptying
2. Blood while bowel emptying
3. Itchy feeling around anus
4. Pain around anus
5. Slight bleeding in the lining of anus
6. Watery stool
7. Abdominal cramps
8. Frequent loose
9. Bowel emptying may be in sudden
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10. Bloated stomach
11. Difficulty in expelling stools
12. Irregular bowel emptying
13. Wind pain
14. Abdominal distention
15. Passing none stools
16. Increased spasms
17. Nausea
18. Vomiting
19. Shaking
20. Passing small amounts of urine
21. Temperature
22. Bluish tingle
23. Become drowsy
24. Look pale
25. Blister
26. Red bluish last more than 2-3 minutes
27. Bum
28. Skin graze
29. Bruises
193
30. Cuts
31. Ingrown nail
32. Hole oozes fluid
33. Cloudy urine
34. Smelling urine
35. Shivering
36. Recurring from bladder infections
37. Pink urine
38. Blocked catheter
39. Reduced urine output
40. Heavy feeling in the lower abdominal
41. Level of the injury
42. Apprehension
43. Goose pimples
44. Blotchy face
45. Headache
46. Anxiety
47. Systolic blood pressure
48. Diastolic blood pressure
After removing all these nodes from the initial valimtion network, we will have 
the following simplified VN, for which marginals are shown in Appendix F,
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a -®
49, Haemorrhoids
195
50. Anal fissure
196
51. Diarrhoea
197
lizji
198
52. Overly soft stool. However, at this point, we note that this node is not connected 
to the rest of the network. Therefore, we will not remove it, as it is irrelevant to 
the result of all other nodes.
199
53. Constipation
54. Hypothermia
200
!
55. Pressure sore detection
201
56. Urine infection
202
A
57. Stone formation
203
58. Full bladder
204
ill
I
59. High blood pressure
205
IS
tfefe
60. Autonomie dysreflexia
206
p
61, Autonomie dysreflexia due to anal fissure
207
li
III
208
62. Autonomie dysreflexia due to constipation
îïi
209
63. Autonomie dysreflexia due to haemorrhoids
i
w
64. Autonomie dysreflexia due to diarrhoea
210
— I M
65. Autonomie dysreflexia due to full bladder
211
IM
212
66. Autonomie dysreflexia due to urine infection
213
67. Autonomie dysreflexia due to pressure sore
214
68. Autonomie dysreflexia due to stone formation
Therefore, the only node left is hyperthermia, for which we extract the result shown in 
case 18 in Chapter 7.
Appendix F
Marginalization
In this appendix, we present the marginalization results for the process of reducing the 
valuation network for the Dimitra-Pro network, as presented in Appendix E.
Table F.l: 2 j  {Haemorrhoids]
Haemorrhoids Not Present Present
0.5 0.5
Table F.2: 3 j  {Haemorrhoids}
Haemorrhoids Not Present Present
0.5 0.5
Table F.3: 4 j  {Haemorrhoids]
Haemorrhoids Not Present Present
0.5 0.5
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Table F.4: 5 j  {Haemorrhoids, AnalFissure}
Anal Fissure Not Present Present
Haemorrhoids Not Presen Present Not Present Present
0.25 0.25 0.25 0.25
Table F.5: 6 j  {AnalFissure}
Anal Fissure Not Present Present
0.5 0.5
Table F.6: 8 j. {Diarrhoea}
Diarrhoea Not Present Present
0.5 0.5
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Tabic F. 7: 9 j  {Diarrhoea)
Diarrhoea Not Present Present
0.5 0.5
Table F. 8: 10 X {Diarrhoea}
Diarrhoea Not Present Present
0.5 0.5
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Table F.9: 11 j  {Diarrhoea}
Diarrhoea Not Present Present
0.5 0.5
Table RIO: 13 j  {OverlySoftStooï]
Overly Soft Stool Not Present Present
0.5 0.5
Table F. 11: 14 j  {OverlyS o ftS  tool)
Overly Soft Stool Not Present Present
0.5 0.5
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Table F. 12: 15 j  {OverlySoftStooï}
Overly Soft Stool Not Present Present
0.5 0.5
Table F. 13: 16 j  {OverlySoftStooï}
Overly Soft Stool Not Present Present
0.5 0.5
Table F. 14: 18 J, {Constipation}
Constipation Not Present Present
0.5 0.5
Table F. 15: 19 j  {Constipation)
Constipation Not Present Present
0.5 0.5
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21 i  [Constipation, Diarrhoea, AnalFissure, Haemorrhoids, FullBladder, S  toneFormation, U rin eln f ection] 
Ail 128 elements of the array have a value of 1/128 = 0.0078125
Table F.l6: 22 j  [Constipation,Hyperthermia,StoneFormation,Hypothermia}
Hyperthermia Not Present
Hypothermia Not Present Present
Stone Formation Not Present Present Not Present Present
Constipation N P N P N P N P
0.0625 0.0625 0.0625 0.0625 0.0625 0.0625 0.0625 0.0625
Table F.l7: 22 I {Constipation,Hyperthermia,StoneFormation,Hypothermia) {con- 
tinued)
Present
Not Present Present
Not Present Present Not Present Present
N P N P N P N P
0.0625 0.0625 0.0625 0.0625 0.0625 0.0625 0.0625 0.0625
Table F.l8: 23 j  {Constipation,Hyperthermia)
Hyperthermia Not Present Present
Constipation Not Presen Present Not Present Present
0.25 0.25 0.25 0.25
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Table F. 19: 25 j  {Hyperthermia, Hypothermia, FullBladder, Urineln f  ection}
Hyperthermia Not Present
Hypothermia Not Present Present
Full Bladder Not Present Present Not Present Present
Urine Infection N P N P N P N P
0.0625 0.0625 0.0625 0.0625 0.0625 0.0625 0.0625 0.0625
Table F.20: 25 I  {Hyperthermia, Hypothermia, FullBladder, Urineln f  ection) {con.- 
tinued)
Present
Not Present Present
Not Present Present Not Present Present
N P N P N P N P
0.0625 0.0625 0.0625 0.0625 0.0625 0.0625 0.0625 0.0625
Table F.21: 26 j  {Hypothermia, S toneFormation, Urineln f  ection)
Hypothermia Not Present Not Present
Stone Formation Not Present Present Not Present Present
Urine Infection N P N P N P N P
0.125 0.125 0.125 0.125 0.125 0.125 0.125 0.125
For observation Ob (which is relevant to random variable 27, which is to be marginalised 
out), we have that it is a continuous delta function centered at 37.5. Therefore, the final 
result is as follows:
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Table F.22: 11 ® Ob I  {Hypothermia, Hyperthermia)
Hyperthermia Not Present Present
Hypothermia Not Present Present Not Present Present
0 0 0.9985 0.0015
Table F.23: 29 j  {Hypothermia)
Hypothermia Not Present Present
0.5 0.5
Table F.24: 30 j  {Hypothermia)
Hypothermia Not Present Present
0.5 0.5
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Table F.25: 31 |  {Hypothermia}
Hypothermia Not Present Present
0.5 0.5
Table F.26: 33 j  {Pressuresore]
Pressure Sore Not Present Present
0.5 0.5
Table F.27: 34 j  {Pressuresore)
Pressure Sore Not Present Present
0.5 0.5
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Table F.28: 35 j  {Pressuresore)
Pressure Sore Not Present Present
0.5 0.5
Table F.29: 36 ], {Pressures ore)
Pressure Sore Not Present Present
0.5 0.5
Table R30: 37 j  {Pressuresore)
Pressure Sore Not Present Present
0.5 0.5
Table E31: 38 j  {Pressuresore]
Pressure Sore Not Present Present
0.5 0.5.
Table F.32: i19 i  {Pressures ore}
Pressure Sore Not Present Present
0.5 0.5
Table F.33: ^0 1 {Pressures ore]
Pressure Sore Not Present Present
0.5 0.5
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Table F.34: 42 j  {Urinelnf ection)
Urine Infection Not Present Present
0.5 0.5
Table F.35: 43 j  {Urineln f  ection)
Urine Infection Not Present Present
0.5 0.5
Table F.36: 44 j  {Urinelnf ection)
Urine Infection Not Present Present
0.5 0.5
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Table F.37: 45 j  {StoneFormation}
Stone Formation Not Present Present
.0.5 0.5
Table F.38: 46 j  {S toneFormation, Urineln f  ection}
Stone Formation Not Present Present
Urine Infection Not Presen Present Not Present Present
0.25 0.25 0.25 0.25
Table F.39: 49 j  {FullBladder}
Full Bladder Not Present Present
0.5 0.5
Table F.40: 50 j  {FullBladder}
Full Bladder Not Present Present
0.5 0.5
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Table F.41: 51 j  {FullBladder]
Full Bladder Not Present Present
0.5 0.5
For node 52 (Level of injury) we have
S52
AD Not Present Present
Low 0.99 0.01
High 0.01 0.99
For observation Oa (which is relevant to random variable S52 shown below).
Oa
Low 0
High 1
the fiision gives
and marginalising yields
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S52
AD Not Present Present
Low 0 0
High 0.01 0.99
Table F.42: 52 I  {AD)
AD Not Present Present
0.01 0.99
At this point, we have provided all the marginal distributions extracted at the point 
shown in Figure 48. Following the same process, we can also demonstrate the results 
for the rest of the process for the reduced valuation networks shown in the remainder 
of Appendix E — however, in the interest of space, we will omit these results.
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Table F.43: 53 j  MD}
AD Not Present Present
0.5 0.5
Table F.44: 54 j  {AD}
AD Not Present Present
0.5 0.5
Table R45: 56 XMD}
AD Not Present Present
0.5 0.5
TalDie F.46: 57 i  {Hyperthermia, AD]
AD Not Present Present
Hyperthermia Not Present Present Not Present Present
0.25 0.25 0.25 0.25
Table F.47: 58 j  MD}
AD Not Present Present
0.5 0.5
Table F.48: 68 j  {55}
855 Not Present Present
0.5 0.5
Table F.49: 69 j  {55}
855 Not Present Present
0.5 0.5
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