Abstract. In this note we focus on the discrete fractional integrals as a natural continuation of our previous work about nonlocal fractional derivatives, discrete and continuous. We define the discrete fractional integrals by using the semigroup theory and we study the regularity of discrete fractional integrals on the discrete Hölder spaces, which it is known in the differential equations field as the discrete Schauder estimates.
Introduction
Fractional calculus extends the definitions of derivatives and integrals to noninteger orders. It was born in 1695, with a letter from L' Hôpital to Leibniz, where he asked what would be the derivative of order 1/2. After this moment, a lot of authors have worked in this field, and in the last century, the interest in fractional operators and fractional differential equations has grown exponentially because of the big amount of applications it has.
In this note we will focus on discrete fractional operators, in particular on the discrete fractional integrals as a continuation of our recent work [2] . We will define the discrete fractional integrals by the semigroup theory approach and we will take some advantages of the method to get some regularity results. This point of view to treat discrete fractional operators has been recently used in [5] , [6] and [7] , among others works. Of course, in the last years the discrete fractional integrals have also been considered in a lot of papers (see for instance [1, 3, 8] and references therein), but not from the point of view of the semigroup theory as fractional powers.
For f : Z → R , we define "the discrete derivative from the right" and "the discrete derivative from the left" as the operators given by the formulas
As we did in [2] , we shall use semigroup language as an alternative approach to discrete fractional integrals. Given the function G t (n) = e −t t n n! , n ∈ N 0 , we prove in [2, Proposition 2.2] that the operators
are markovian semigroups on p (Z), 1 ≤ p ≤ ∞, whose infinitesimal generators are −δ right and −δ left , respectively. In addition, we proved that u(n, t) = T t,+ f (n) solves the first order Cauchy problem ∂ t u(n, t) + δ right u(n, t) = 0, n ∈ Z, t ≥ 0, u(n, 0) = f (n), n ∈ Z, and v(n, t) = T t,− f (n) satisfies the analogous Cauchy problem for δ left .
We recall to the reader the following Gamma function formulas for an operator L,
where 0 < α < 1 and e −tL is the associated semigroup, see [4, 9, 10, 12] . In particular, we have that the powers of order α of the discrete derivatives can be written by
whenever the integrals converges, and the corresponding formula for (δ left ) α , −1 < α < 1.
In order to get regularity results for the discrete fractional integrals in a more general setting, we will consider our operators on a mesh of step length h > 0 instead of the integers mesh, that is, our functions will be defined on Z h = {jh : j ∈ Z}, for h > 0. Hence, for u : Z h → R, with h > 0, the first order difference operators on Z h are given by
In [2] we also prove that {T t h ,± } t≥0 are the associated semigroups on p (Z h ). The main results of this note are the discrete Schauder estimates for the discrete fractional integrals. Schauder estimates are very useful in the field of differential equations because they concern the regularity of solutions to partial differential equations. Recently, Schauder estimates have been used to get the regularity of fractional operadors in the adapted Hölder spaces, see for instance [11] .
In our case, we need some special discrete Hölder spaces, called C k,β h . These spaces were introduced in [7] . To see the definition of these spaces, see Section 3. Theorem 1.1 (Discrete Schauder estimates). Let 0 < β, α < 1, and u ∈ −α,h , see (2.4).
where l is the integer part of k + β + α and
The positive constants C are independent of h and u.
The approach via semigroup theory.
Let α ∈ R. Along this paper we denote
and Λ −α (0) = 1. Note that if α ∈ R \ {0, −1, −2, . . . } we have that Λ −α (m) = m+α−1 m for m ∈ N 0 . Here we highlight some properties of this kernel. Also, if 0 < α < 1, then Λ −α is decreasing as a function of n, while if −1 < α < 0, we have
Also, the kernel (Λ −α (n)) n∈N 0 could be defined by the generating function, that is,
and therefore we have
In the following, we will use the asymptotic behaviour of the sequences Λ −α . It is known that for every α ∈ R \ {0, −1, −2, . . . },
In the case α ∈ {0, −1, −2, . . .}, Λ −α (n) = 0 for n > −α. To see more properties of {Λ −α (n)} n∈N 0 in a general setting, see [13] .
As it was done in [7] , we also need to consider our functions in a particular space in order to assure the convergence of our operators. For 0 < α < 1, we define the space −α,h as follows:
Hence, by using (1.1), for 0 < α < 1, and f ∈ −α,1 , we have
where the interchange of the sum and the integral is justified because of the integral converges absolutely. By a similar way we also get
Observe that, as we did in [2] , by proceeding similarly we get
Now we will consider our functions on Z h = hZ, for h > 0. Let u : Z h → R. Then, for 0 < α < 1, we can write (2.5)
whenever the series converge. In general, for any α > 0, it is defined
where m = [α]. In addition, in our case, by (2.2) we have that formulas (2.5) and (2.6) are valid for every α > 0. Also, by (2.2) we have
Furthermore, for α, β ∈ R, we have
for u such that the series involved in the identity converge.
Regularity results of Discrete Fractional Integrals
Following the notation in [2] and [7] , for l, s ∈ N 0 , we denote δ For simplicity, we only write the following theorem for (δ right ) −α since it is analogous for (δ left ) −α .
To prove this theorem we need a lemma about the kernel Λ −α .
Lemma 3.3.
(1) For every j ∈ N 0 , and α ∈ R, Λ −α (j + 1) − Λ −α (j) = Λ −(α−1) (j + 1). (2) For every n, l ∈ Z, with n > l, and 0 < α < 1,
Proof. At first we prove (1) .
We have that
Now we prove (2). Let n, l ∈ Z, with n > l, and 0 < α < 1. By using the identity in (1) we obtain
Again, as
. . .
Thus, using again identity on (1) we get
and the result follows.
Now we can prove Theorem 1.1.
Proof of Theorem 1.1. Let n, l ∈ Z, we assume n > l without loss of generality. First let u ∈ C 0,β h and α + β < 1. By using Lemma 3.3 (2) we can write
On the one hand, by using estimate (2.3) and the hypothesis on u, we get
Before doing the estimation for I, observe that, as n > l, by (2.3) we have that
Also, by using Lemma 3.3 (1) and (2.3) we get that
Hence, by using the comments above, the hypothesis on u and (2.3), we obtain that
Now suppose that u ∈ C 
