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Strukturalno modeliranje (eng. Structural Equation Modeling) je multivarijatna metoda
statisticˇke analize koja se koristi za analizu strukturiranih odnosa. Metoda je kombinacija
faktorske analize, visˇestruke regresijske analize i analize putanje (eng. Path analysis). Fo-
kus strukturalnog modeliranja je najcˇesˇc´e u hipotetskim strukturama koje su predstavljene
latentnim konstruktima. Metodom ispitujemo strukturirane odnose izmedu izmjerenih va-
rijabli i latentnih konstrukata.
U Poglavlju 1 detaljno c´emo opisati metodu strukturalnog modeliranja. Ovaj dio rada
je teorijske prirode gdje opisujemo metodu prolazec´i njenom svrhom i upotrebom. Razmo-
trit c´emo vrste istrazˇivacˇkih problema koje metoda mozˇe rjesˇavati i navesti matematicˇku
pozadinu samog strukturalnog modeliranja.
Za evaluaciju primjera modela strukturalnog modeliranja koristit c´emo javno dostupne
rezultate PISA istrazˇivanja (eng. The Programme for International Student Assessment)
provedenog 2009. godine. U Poglavlju 2 opisat c´emo uzorak ucˇenika iz Hrvatske koji
su sudjelovali u istrazˇivanju cˇije rezultate koristimo i iznijeti opisnu statistiku korisˇtenih
varijabli.
U Poglavlju 3 metodom strukturalnog modeliranja analiziramo navedene rezultate PISA
istrazˇivanja koristec´i statisticˇki program SAS. Analizirat c´emo ideju da tehnike samokon-
trole mogu doprinijeti uspjehu cˇitanja. Takoder, bavit c´emo se i utjecajem korisˇtenja tehno-
logije za cˇitanje na rezultate testova cˇitanja i povezanosˇc´u iste sa samokontrolom. Modele
strukturalnog modeliranja koristimo kako bismo objasnili odnose izmedu korisˇtenja tehno-
logije, samokontrole, stava prema cˇitanju i samih rezultata testova cˇitanja. Pri zavrsˇetku




1.1 Opis, svrha i upotreba
Strukturalno modeliranje obuhvac´a skup razlicˇitih statisticˇkih metoda koje ispituju odnose
izmedu jedne ili visˇe nezavisnih varijabli te jedne ili visˇe zavisnih varijabli. Sve proma-
trane varijable mogu biti diskretne ili neprekidne. Strukturalno modeliranje obuhvac´a i
standardne tehnike modeliranja i analize, simultano (istovremeno) modeliranje, analizu ko-
varijance, analizu putanje (eng. Path analysis) i konfirmatornu faktorsku analizu. Analiza
putanje i konfirmatorna faktorska analiza su posebni tipovi strukturalnog modeliranja.
Korisˇtenjem strukturalnog modeliranja dolazimo do rjesˇenja koji zahtijevaju visˇestruku
regresijsku analizu. Primjerice, strukturalno modeliranje je produkt kombiniranja eksplo-
rativne faktorske analize s visˇestrukom regresijskom analizom. Kao najjednostavniji pri-
mjer, pogledajmo odnos izmedu jedne mjerene varijable (npr. uspjesˇnost na fakultetu) i
drugih mjerenih varijabli (prosjek ocjena studenta, spol studenta, prosjecˇna dnevna konzu-
macija kofeina). Ovaj jednostavan model je primjer visˇestruke regresije koji je predstavljen
na slici 1.1. Sve mjerene varijable su prikazane u pravokutnicima koji su povezani lini-
jama. Linije prikazuju moguc´nost predvidanja uspjesˇnosti na fakultetu (zavisna varijabla)
pomoc´u prosjeka ocjena studenta, spola studenta i prosjecˇne dnevne konzumacije kofeina
(nezavisne varijable). Dvosmjerne linije prikazuju korelaciju izmedu nezavisnih varijabli.
Prisutnost reziduala naglasˇava nedostatke predvidanja.
Nesˇto kompliciraniji model predstavljen je na slici 1.2. U ovom modelu, uspjesˇnost
na fakultetu je latentna varijabla koja nije izravno mjerena vec´ neizravno procijenjena ko-
ristec´i broj publikacija, ocjene i evaluacije fakulteta (tri mjerene varijable). Uspjesˇnost na
fakultetu se predvida pomoc´u spola studenta (mjerena varijabla) i uspjesˇnosti na preddi-
plomskom studiju, drugog faktora koji je procijenjen pomoc´u prosjeka ocjena, rezultata
standardiziranih testova i preporuka fakulteta (dodatne tri mjerene varijable).
Slike 1.1 i 1.2 su primjeri dijagrama putanje (eng. Path diagram). Navedeni dijagrami
2
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Slika 1.1: Dijagram putanje visˇestruke regresije
Slika 1.2: Dijagram putanje strukturalnog modela. Oznake G predstavljaju gresˇke (eng.
Errors) varijabli prema kojima su usmjerene.
su iznimno vazˇni za strukturalno modeliranje s obzirom na to da jasno prikazuju pretpos-
tavljeni skup odnosa medu varijablama tj. sami model. Od velike su pomoc´i prilikom
pojednostavljivanja ideja o vezama izmedu varijabli i mogu biti izravno prevedeni u jed-
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nadzˇbe potrebne za analizu podataka.
U razvijanju dijagrama potrebnih za strukturalno modeliranje koristi se nekoliko pre-
definiranih postavki. Za prikaz mjerenih varijabli koriste se cˇetverokuti ili pravokutnici.
Varijable koje nisu izravno mjerene vec´ imaju dva ili visˇe indikatora zovu se faktori, ili
pak latentne varijable ili konstrukti. Faktori su prikazani pomoc´u krugova ili elipsa. Veze
izmedu varijabli prikazuju se linijama koje mogu biti jednosmjerne (usmjerene su prema
zavisnoj varijabli) i dvosmjerne (predstavljaju neispitanu vezu, tj. postoji korelacija izmedu
varijabli koje spajaju bez definiranog smjera utjecaja).
U modelu na slici 1.2 uspjesˇnost na fakultetu je faktor (latentna varijabla) koja se
predvida pomoc´u spola (mjerena varijabla) i uspjesˇnosti na preddiplomskom studiju (fak-
tor). Primijetimo da su uspjesˇnost na preddiplomskom studiju i spol povezani dvosmjer-
nom linijom. Takva linija nam govori da izmedu ovih varijabli postoji povezanost, no
nemamo procjenu smjera utjecaja - ne znamo koja varijabla utjecˇe na koju. Takoder primi-
jetimo smjer linija koje povezuju uspjesˇnost fakulteta (faktor) s brojem publikacija, ocje-
nama i evaluacijama fakulteta - faktor predvida mjerene varijable. Jasno, pretpostavka je
da uspjesˇnost fakulteta utjecˇe na broj publikacija, ocjene i evaluacije fakulteta od strane
studenata. Nije moguc´e izravno izmjeriti navedeni faktor, no mozˇemo mjeriti nekoliko
indikatora uspjesˇnosti. Nadamo se da mozˇemo pristupiti stvarnoj uspjesˇnosti studenata
mjerec´i vec´i broj mjerljivih indikatora. Koristimo jednaku logiku kao u faktorskoj analizi.
Na slici 1.2 prosjek ocjena studenta, rezultati standardiziranih testova, preporuke fa-
kulteta, uspjesˇnost na fakultetu, broj publikacija, ocjene i evaluacije fakulteta su zavisne
varijable. Sve navedene su povezane s nekom od ostalih varijabli jednosmjernom linijom
koja je usmjerena prema njoj samoj. U ovom modelu spol i uspjesˇnost na preddiplomskom
studiju su nezavisne varijable s obzirom na to da nemaju jednosmjernih linija usmjerenih
prema njima. Primijetimo da sve zavisne varijable, i mjerene i faktori, imaju prema sebi
usmjerene linije s oznakama ”G” (gresˇka, eng. Errors). Kao i u visˇestrukoj regresiji, nisˇta
ne mozˇemo predvidjeti savrsˇeno i uvijek postoji rezidual ili gresˇka. U strukturalnom mo-
deliranju reziduali koji nisu procijenjeni preko nezavisnih varijabli su ukljucˇeni u dijagram
na ovaj nacˇin.
Dio modela koji uspostavlja odnos mjerenih varijabli prema faktorima ponekad se zove
mjerni model. U ovom primjeru, dva faktora (uspjesˇnost na preddiplomskom studiju i us-
pjesˇnost na fakultetu) te njihovi pripadni indikatori cˇine mjerni model. Pretpostavljeni od-
nosi izmedu faktora, u ovom primjeru veza izmedu uspjesˇnosti na preddiplomskom studiju
i uspjesˇnosti na fakultetu, zove se strukturalni model.
Primijetimo da oba navedena modela ukljucˇuju pretpostavke o odnosima izmedu vari-
jabli (kovarijance), no ne i o srednjim vrijednostima te njihovim razlikama. Takve razlike
povezane s grupnom pripadnosˇc´u takoder se mogu testirati unutar okvira strukturalnog mo-
deliranja. U sklopu strukturalnog modeliranja mogu biti analizirani eksperimenti sa i bez
strukture srednjih vrijednosti.
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Prilikom jednostavnih eksperimenata istrazˇivacˇi su cˇesto visˇe zainteresirani za procese
koji su nesˇto kompleksniji od onoga sˇto pruzˇaju standardne analize. Promotrimo dijagram
na slici 1.3.
Slika 1.3: Dijagram putanje eksperimenta. Oznake a, b i c predstavljaju putanje s pripa-
dajuc´im koeficijentima γ21, γ11 i β21, dok oznake G1 i G2 predstavljaju gresˇke pripadnih
varijabli.
Na pocˇetku semestra studenti su nasumicˇno podijeljeni u dvije skupine koji su bile pod
razlicˇitim okolnostima, grupa koja je trenirala tehnike ucˇenja i kontrolna grupa na cˇekanju.
X1 je kontrolna pomoc´na (eng. Dummy) varijabla koja oznacˇava pripadnost grupi (0 =
kontrolna grupa na cˇekanju, 1 = grupa koja trenira tehnike ucˇenja). Konacˇni rezultati testa
su zabiljezˇeni na kraju semestra. ANOVA u osnovi testira putanju a. Postavlja se pitanje
”Je li ispravno pretpostaviti da jedino pripadnost grupi cˇini razliku u rezultatima?” Mozˇda
i nije. Mozˇda treniranje tehnika ucˇenja povec´ava razinu motivacije studenata koja rezultira
boljim ocjenama. Odnos izmedu tretmana i rezultata testova bi bio posredovan razinom
motivacije. Ovo je sada nesˇto drugacˇija pretpostavka nego sˇto je postavljena u ANOVI,
ANCOVI ili hijerarhijskoj regresiji. ANOVA-om ispitujemo jednostavno pitanje: ”Pos-
toji li statisticˇki znacˇajna razlika izmedu tretirane i kontrolne grupe u rezultatima testa?”
ANCOVA-om pak ispitujemo: ”Postoji li statisticˇki znacˇajna razlika izmedu grupa nakon
sˇto je zavisna varijabla kontrolirana kovarijacijom (npr. razinom motivacije)?” Ova pita-
nja su razlicˇita od hipoteze postavljene dijagramom na slici 1.3 koji ukljucˇuje proces a
i neizravan ucˇinak. Neizravan ucˇinak mozˇemo testirati ispitujuc´i produkt putanja b i c.
Ovaj primjer koristi samo mjerene varijable i zove se analiza putanje. Medutim, hipotezu
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o posredovanju mozˇemo testirati koristec´i i latentne i mjerene varijable.
Prvi korak strukturalnog modeliranja je specifikacija modela. Stoga je ova metoda visˇe
konfirmatorna nego eksplorativna. Model je procijenjen, evaluiran i potencijalno modifi-
ciran. Cilj analize mozˇe biti testiranje modela, testiranje specificˇnih hipoteza o modelu,
prilagodba postojec´eg modela ili pak testiranje skupa povezanih modela.
Postoji puno prednosti korisˇtenja strukturalnog modeliranja. Kada testiramo odnose
izmedu faktora, u pripadnim vezama su uklonjene procijenjene gresˇke i zastupljena je
samo zajednicˇka varijanca. Na pouzdanost mjerenja u sklopu analize mozˇemo racˇunati
zahvaljujuc´i procjeni i uklanjanju gresˇke mjerenja. Dodatno, kao sˇto smo vidjeli na slici
1.2, mozˇemo ispitati i slozˇene veze. Kada zˇelimo ispitati slozˇenu i visˇedimenzionalnu
strukturu, strukturalno modeliranje je jedina analiza koja omoguc´ava potpuno i simultano
testiranje svih odnosa medu varijablama.
1.2 Vrste istrazˇivacˇkih problema
Skup podataka cˇini empirijska matrica kovarijanci, a model daje procijenjenu populacijsku
matricu kovarijanci. Glavno pitanje koje postavljamo u sklopu strukturalnog modeliranja
je: ”Daje li model procijenjenu populacijsku matricu kovarijanci koja je konzistentna s
empirijskom (promatranom) matricom kovarijanci?” Nakon sˇto procijenimo prikladnost
modela, pojavljuju se razlicˇita druga pitanja o specificˇnim aspektima modela.
Adekvatnost (prikladnost) modela
Parametri (koeficijenti, varijance, kovarijance nezavisnih varijabli) se procjenjuju kako bi-
smo mogli kreirati procijenjenu populacijsku matricu kovarijanci. Ako je model dobar,
dobit c´emo procijenjenu matricu koja je bliska uzoracˇkoj matrici kovarijanci. ”Bliskost”
primarno evaluiramo χ2 statisticˇkim testom i prikladnim indeksima. Vratimo se na model
uspjesˇnosti na fakultetu prikazanom na slici 1.2. Je li procijenjena populacijska matrica ko-
varijanci generirana modelom konzistentna s empirijskom matricom kovarijanci, nastaloj
na temelju podataka?
χ2 test
Vrijednost χ2 statistike racˇunamo formulom 1.1 (vidi [1]),
χ2 = (N − k) fmin, (1.1)
gdje je N velicˇina uzorka, k broj nezavisnih grupa u uzorku i fmin vrijednost funkcije
modela F u njenom minimumu. Funkcija modela F dana je formulom 1.2 (vidi [2]),
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F = tr(S Σ−1) − p + ln(|Σ|) − ln(|S |) + (x¯ − µ)′Σ−1(x¯ − µ), (1.2)
gdje je S uzoracˇka matrica kovarijanci, Σ procijenjena matrica kovarijanci, p broj
korisˇtenih varijabli, x¯ vektor s uzoracˇkim aritmeticˇkim sredinama i µ vektor s procije-
njenim aritmeticˇkim sredinama.
Statisticˇki znacˇajna χ2 vrijednost u odnosu na stupnjeve slobode (d f , eng. Degrees
of freedom) govori da se uzoracˇka i procijenjena matrica kovarijanci razlikuju. Statisticˇki
neznacˇajna χ2 vrijednost pokazuje da su te dvije matrice slicˇne. χ2 statistika je osjetljiva na
velicˇinu uzorka kao i na odstupanje od multivarijatne normalnosti promatranih varijabli.
NFI
NFI indeks (eng. Normed Fit Index, Bentler-Bonett Index) prva je mjera adekvatnosti
korisˇtena u literaturi. Za racˇunanje NFI vrijednosti koristi se nezavisni model, model u
kojem nema medusobne povezanosti varijabli. Takav model za stupnjeve slobode ima raz-
liku broja podataka i broja procijenjenih varijanci. Racˇunamo ga formulom 1.3 (vidi [8]).
NFI =
χ2nez. model − χ2model
χ2nez. model
. (1.3)
Vrijednosti izmedu 0.90 i 0.95 smatraju se rubnim dok one iznad 0.95 ukazuju na dobru
adekvatnost modela. Nedostatak indeksa implicira cˇinjenica da dodavanje parametara ne
umanjuje njegovu vrijednost. Time vec´i broj parametara ukljucˇenih u model povec´ava
vrijednost indeksa.
TLI
TLI indeks (eng. Tucker-Lewis Index, Non-Normed Fit Index) prvotno je razvijen za po-
trebe faktorske analize nakon cˇega je prilagoden i za korisˇtenje u strukturalnom modeli-
ranju. Izracˇunava se koristec´i χ2 statistiku i d f stupnjeve slobode promatranih modela.
Vrijednost TLI indeksa racˇunamo formulom 1.4 (vidi [8]),
TLI =
χ2nez. model − d fnez.modeld fmodel χ
2
model
χ2nez. model − d fnez. model
, (1.4)
gdje d fnez.model i d fmodel predstavljaju stupnjeve slobode navedenih modela.
Raspon indeksa je od 0 do 1 gdje 1 oznacˇava savrsˇenu adekvatnost. TLI indeks je
osjetljiv na dodavanje novih parametara sˇto ga cˇini naprednijim u odnosu na NFI.
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RMSEA
RMSEA (eng. Root Mean Square Error of Approximation) procjenjuje nedostatak priklad-











N − k , 0
)
, (1.5)
gdje je k broj nezavisnih grupa u uzorku, fmin vrijednost funkcije modela F dane for-
mulom 1.2 u njenom minimumu, dmin pripadni stupnjevi slobode i N velicˇina uzorka.
Prema [6], RMSEA vrijednosti manje ili jednake od 0.06 ukazuju na prikladan model.
Indeks nije pogodan za korisˇtenje u analizama malih uzoraka. Trenutno se najvisˇe koristi
za procjenu adekvatnosti modela.
CFI
CFI indeks (eng. Comparative Fit Index) je prikladan za korisˇtenje jedino prilikom us-
poredbe dvaju razlicˇitih modela. Vrijednost CFI indeksa racˇunamo formulom 1.6 (vidi
[1]),
CFI = 1 − max ((N − k) fmin − dmin, 0)
max ((N − k) f0 − d0, 0) , (1.6)
gdje je N velicˇina uzorka, k broj nezavisnih grupa u uzorku, fmin vrijednost funkcije
modela F dane formulom 1.2 u njenom minimumu, dmin pripadni stupnjevi slobode, f0 vri-
jednost funkcije nezavisnog modela F u njenom minimumu i d0 pripadni stupnjevi slobode.
Jedna od prednosti CFI indeksa je da se mozˇe izracˇunati za savrsˇeni model s kojim se
kasnije mogu usporedivati razvojni modeli.
RMR
RMR indeks (eng. Root Mean Square Rezidual Index) koristi korijen aritmeticˇke sredine
razlika izmedu elemenata uzoracˇke i procijenjene matrice kovarijanci. S obzirom na to
da nema intervale prihvatljivosti, prikladan je za korisˇtenje pri usporedbi dvaju modela.
Za procjenu adekvatnosti modela pogodan je standardizirani RMR indeks cˇije su pozˇeljne
vrijednosti one manje od 0.05.
RMR indeks racˇunamo formulom 1.7 (vidi [8]),









si j − σˆi j
)2
p (p + 1)
, (1.7)
gdje su si j uzoracˇke kovarijance (varijance), σˆi j procijenjene kovarijance (varijance) i
p broj korisˇtenih varijabli.
GFI
GFI indeks (eng. Goodness of Fit Index) temelji se na omjeru sume kvadriranih razlika
izmedu uzoracˇke i procijenjene matrice i uzoracˇke varijance. Indeks mjeri kolicˇinu ko-
varijance uzoracˇke matrice koju reproducira procijenjena matrica. GFI indeks racˇunamo










gdje je s vektor uzoracˇkih kovarijanci (varijanci), σˆ vektor procijenjenih kovarijanci
(varijanci) i Σ procijenjena matrica kovarijanci.
Naprimjer, iznos GFI indeksa 0.98 znacˇi da procijenjena matrica predvida 98% uzoracˇke
matrice.
Testiranje modela
Svaki model generira svoju vlastitu matricu kovarijanci. Zanima nas: ”Koji model stvara
populacijsku matricu kovarijanci koja je najkonzistentnija s uzoracˇkom matricom kovari-
janci?” Modeli koji predstavljaju konkurentske teorije se procjenjuju, medusobno suprot-
stavljaju i evaluiraju.
Utjecaj nezavisnih varijabli na varijancu zavisnih
R2 statistikom dobivamo odgovore na pitanje koliko nezavisne varijable utjecˇu na varijancu
zavisnih varijabli. Naprimjer, koliko je varijanca uspjesˇnosti na fakultetu pod utjecajem
spola i uspjesˇnosti na preddiplomskom studiju? Koja varijabla ukljucˇena u analizu najvisˇe
utjecˇe na varijancu?
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Pouzdanost indikatora
Koliko su pouzdane mjerene varijable? Naprimjer, je li mjera evaluacija fakulteta pouz-
dana? Pouzdanost mjerenih varijabli i interna konzistentnost mjera pouzdanosti su izve-
dene iz strukturalnog modeliranja.
Procjena parametara
Procjene parametara su od egzistencijalne vazˇnosti za strukturalno modeliranje s obzirom
da se koriste za generiranje procijenjene populacijske matrice kovarijanci za model. Koji je
koeficijent putanje (veze) za odredeni odnos? Naprimjer, koji je koeficijent za predvidanje
uspjesˇnosti na fakultetu pomoc´u uspjesˇnosti na preddiplomskom studiju? Razlikuje li se
koeficijent s testom statisticˇki znacˇajno od 0? Unutar modela, koja je relativna vazˇnost
razlicˇitih putanja (veza)? Naprimjer, je li za predvidanje uspjesˇnosti na fakultetu vazˇnija
uspjesˇnost na preddiplomskom studiju ili pak spol? Procjene parametara takoder mozˇemo
usporedivati koristec´i strukturalno modeliranje. Testiranje iskljucˇivo jedne veze nazivamo
testom izravnog ucˇinka (eng. Direct effect).
Posredovanje
Utjecˇe li nezavisna varijabla na odredenu zavisnu varijablu izravno ili neizravno kroz po-
srednicˇku varijablu? Na primjeru prikazanom na slici 1.3 je veza izmedu trenirane grupe
i rezultata testa posredovana razinom motivacije. S obzirom na to da je motivacija po-
srednicˇka varijabla, ovakav test nazivamo testom neizravnog ucˇinka (eng. Indirect effect).
Razlike medu grupama
Razlikuju li se dvije ili visˇe grupa u njihovim matricama kovarijanci, regresijskim koefi-
cijentima ili aritmeticˇkim sredinama? Naprimjer, ako eksperiment prikazan na slici 1.3
primijenimo posebno na studente i posebno na srednjosˇkolce, hoc´e li isti model jednako
odgovarati objema starosnim grupama? Analizu razlika medu grupama mozˇemo raditi s ili
bez artimeticˇkih sredina.
Longitudinalne razlike
Razlike unutar i izmedu ljudi mogu biti ispitivane i tijekom vremena. Pripadni vremen-
ski interval mogu biti godine, dani, mikrosekunde... Na primjeru eksperimenta, kako, ako
uopc´e i utjecˇu, treninzi mijenjaju rezultate i motivaciju za vrijeme nekoliko razlicˇitih vre-
menskih tocˇaka tijekom semestra? Iako postoji visˇe razlicˇitih pristupa, novi zanimljivi
pristup analizi longitudinalnih podataka zove se modeliranje krivulje latentnog rasta (eng.
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Latent Growth Curve Modeling). Ono sˇto ovaj pristup cˇini inovativnim je prihvac´anje
uzorka individualnog rasta. Nekoliko hipoteza se testira ovom analizom. Koliko zavisna
varijabla govori o nezavisnoj i kako se mijenja u visˇe vremenskih tocˇaka? Je li promjena
linearna? Kvadratna? Mijenjaju li se promjene u mjerenim varijablama na jednak nacˇin?
Modeliranje na visˇe razina
Nezavisne varijable prikupljene na razlicˇito grupiranim razinama mjerenja (npr. studenti
unutar jednog razreda, studenti unutar jedne sˇkole) koriste se za predvidanje zavisne varija-
ble na istoj razini ili na razlicˇitim razinama mjerenja. Naprimjer, koristec´i visˇestruki grupni
model mozˇemo istrazˇiti utjecaj intervencija na odredene razrede kroz obiljezˇja djece, raz-
reda i sˇkole. U ovom primjeru, djeca su grupirana u razrede koji su grupirani unutar sˇkola.
1.3 Ogranicˇenja strukturalnog modeliranja
Teorijski problemi
Strukturalno modeliranje je konfirmatorna metoda za razliku od eksplorativne faktorske
analize. Najcˇesˇc´e se koristi za testiranje teza. Strukturalno modeliranje se ne mozˇe raditi
bez prethodnog znanja i hipoteza o potencijalnim odnosima izmedu varijabli. To je vje-
rojatno jedna od najvec´ih razlika i prednosti strukturalnog modeliranja u odnosu na druge
metode. Planiranje, vodeno tezama, je fundamentalna postavka bilo kakve analize unutar
strukturalnog modeliranja.
Iako je strukturalno modeliranje konfirmatorna metoda, postoji puno nacˇina za testira-
nje mnosˇtva razlicˇitih modela koji testiraju odredenu hipotezu i pronalaska onih pogodni-
jih nakon sˇto je sam model procijenjen. Ako su razlicˇite modifikacije modela testirane u
pokusˇaju pronalaska one koja najbolje odgovora za analizu, mora se pristupiti eksplora-
tivnoj analizi podataka i prikladnim koracima koji moraju biti provedeni kako bi izbjegli
gresˇke. Potraga za najboljim modelom je prikladna pod uvjetom da se razina znacˇajnosti
promatra oprezno i da se validira drugim uzorkom kad god je to moguc´e.
Provedba strukturalnog modeliranja kao eksplorativne metode bez kontroliranja potreb-
nih koraka dovela je do pojave losˇih komentara o istom. Takoder, strukturalno modeliranje
se na krivi nacˇin povezivalo i s uzrocˇnim modeliranjem (eng. Causal Modeling). Ne pos-
toji nisˇta uzrocˇno, u smislu zakljucˇivanja uzrocˇnosti, vezano uz strukturalno modeliranje.
Pripisivanje uzrocˇnosti je problem projektiranja veza, a ne statisticˇki problem.
Nazˇalost, ponekad se uz strukturalno modeliranje vezˇe isljucˇivo neeksperimentalno i
korelacijsko projektiranje sˇto cˇini preogranicˇavajuc´i pristup. Strukturalno modeliranje, kao
regresija, mozˇe se primjenjivati i za eksperimentalno i neeksperimentalno projektiranje.
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Postoje odredena upozorenja o generaliziranju rezultata koji se odnose na strukturalno
modeliranje kao sˇto postoje i za druge statisticˇke metode. Rezultati se mogu generalizi-
rati jedino na isti tip uzorka koji je bio korisˇten za procjenu i test modela strukturalnim
modeliranjem.
Prakticˇni problemi
Velicˇina uzorka i podatci koji nedostaju
Kovarijance, kao i korelacije, su manje stabilne kada se procjenjuju na malim uzorcima, a
strukturalno modeliranje se temelji na kovarijancama. Procijenjeni parametri i χ2 test po-
godnosti modela su takoder vrlo osjetljivi na velicˇinu uzorka. Strukturalno modeliranje je,
kao i faktorska analiza, metoda za provodenje na velikim uzorcima. Umjesto razmisˇljanja
o velicˇini uzorka za mjerenu varijablu, puno je korisnije razmisˇljati koliki uzorak imamo
po procijenjenom parametru (prema [4], u strukturalnom modeliranju ne postoji linearna
veza izmedu broja varijabli i broja procijenjenih parametara).
U radu [7] konstruirana je tablica minimalnih velicˇina uzoraka potrebnih za test kvali-
tete prikladnosti. Tablice velicˇine uzorka procjenjuju na temelju stupnjeva slobode i jacˇine
utjecaja.
Sˇto se ticˇe podataka koji nedostaju (eng. Missing data), problemi se pojavljuju kod uk-
lanjanja i procjenjivanja istih. Prednost korisˇtenja strukturalnog modeliranja je da odredene
tehnike obrade podataka koji nedostaju mogu biti ukljucˇene u model. Odredeni programski
paketi imaju ukljucˇene procedure za procjenu podataka koji nedostaju.
Visˇestruka normalnost
Vec´ina procjenjujuc´ih tehnika koje se koriste u sklopu strukturalnog modeliranja pretpos-
tavljaju visˇestruku normalnost. Za odredivanje opsega i oblika nenormalno distribuiranih
podataka ocˇitavamo mjerene varijable za netipicˇne vrijednosti, za jednostruke i visˇestruke,
te mjere asimetricˇnosti (eng. Skewness) i mjere spljosˇtenosti (eng. Kurtosis) za mjerene
varijable.
Ako postoji znacˇajna mjera asimetricˇnosti, mozˇemo pokusˇati s transformacijama. U
svakom slucˇaju, i nakon transformacija takve varijable su cˇesto i dalje s visokom vri-
jednosˇc´u mjera asimetricˇnosti ili pak mjera spljosˇtenosti.
Ako transformacije ne povrate normalnost, ili ako od varijable ne ocˇekujemo normalnu
distribuiranost unutar populacije, mozˇemo koristiti metode procjenjivanja koje pretpostav-
ljaju nenormalnost.
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Linearnost
Tehnike strukturalnog modeliranja ispituju jedino linearne veze izmedu varijabli. Linear-
nost izmedu latentnih varijabli je tesˇko procijeniti, no linearnost veze izmedu parova mje-
renih varijabli mozˇemo procijeniti preko pregleda rasprsˇenja, koristec´i grafove rasprsˇenja
(eng. Scatterplot). Ako u hipotezu ukljucˇujemo nelinearne veze izmedu mjerenih varija-
bli, ove veze ukljucˇujemo potencirajuc´i mjerene varijable na potencije, kao u visˇestrukoj
regresiji. Naprimjer, ako je veza izmedu uspjesˇnosti na fakultetu i prosjecˇne dnevne kon-
zumacije kofeina kvadratna (ako malo kofeina nije dovoljno, nekoliko cˇasˇa je dobro, ali
je visˇe od nekoliko sˇtetno), koristimo kvadriranu vrijednost prosjecˇne dnevne konzumacije
kofeina.
Odsustvo multikolinearnosti i singulariteta
Kao i vec´ina drugih tehnika, strukturalno modeliranje zahtijeva invertirane matrice. Pri
tome, ako je neka od varijabli linearna kombinacija preostalih ili su pak visoko koreli-
rane, potrebne matrice ne mozˇemo invertirati. Ako je to moguc´e, trebamo ispitati deter-
minantu matrice kovarijanci. Izrazito mala determinantna daje naslutiti problem s multi-
kolinearnosˇc´u ili singularitetom. Sve u svemu, programi strukturalnog modeliranja daju
poruke upozorenja ako je matrica kovarijanci singularna. Ako dobijemo takvu poruku,
provjeravamo skup podataka s kojim raspolazˇemo. Cˇest je slucˇaj da su linearne kombina-
cije varijabli nenamjerno ukljucˇene. Tada jednostavno uklonimo varijablu koja uzrokuje
singularitet. Ako stvarni singularitet postoji, kreiramo kompoziciju varijabli koju potom
koristimo u analizi.
Reziduali
Nakon procjene modela, reziduali bi trebali biti mali i centrirani oko nule. Distribucija
frekvencija kovarijanci reziduala treba biti simetricˇna. Govorec´i o rezidualima u smislu
strukturalnog modeliranja, mislimo na kovarijance reziduala, a ne na iznose reziduala kako
cˇesto mislimo u drugim metodama. Programi strukturalnog modeliranja omoguc´avaju ana-
lizu reziduala. Nesimetricˇno rasporedeni reziduali u distribuciji frekvencija mogu voditi na
zakljucˇak o modelu koji nije dovoljno prikladan, modelu koji samo neke kovarijance dobro
procjenjuje. Ponekad se znaju pojaviti jedan ili dva reziduala koji su prilicˇno veliki iako
je model pogodan i reziduali se cˇine simetricˇno centrirani oko nule. Kada se susretnemo s
velikim rezidualima, korisno je primijeniti LM (eng. Lagrange Multiplier) test i razmotriti
dodavanje novih putanja (veza) u model.
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1.4 Osnovne jednadzˇbe strukturalnog modeliranja
Pocˇetna ideja strukturalnog modeliranja je da pretpostavljeni model ima temeljne parame-
tre koji odgovaraju regresijskim koeficijentima te varijancama i kovarijancama nezavisnih
varijabli u modelu (vidi [4]).
Parametri se procjenjuju iz uzoracˇkih podataka te se zatim kombiniraju pomoc´u alge-
bre kovarijanci kako bi se generirala procijenjena matrica kovarijanci. Procijenjena popu-
lacijska matrica kovarijanci se zatim usporeduje sa uzoracˇkom matricom kovarijanci i u
najboljem slucˇaju njihova razlika je vrlo mala i nije statisticˇki znacˇajna.
Algebra kovarijanci je alat koji nam pomazˇe u izracˇunavanju varijanci i kovarijanci u
strukturalnom modeliranju. Operacije s matricama koristimo s obzirom na to da algebra
kovarijanci postaje prilicˇno kompleksna kako modeli postaju kompliciraniji. Algebra ko-
varijanci nam koristi pri demonstraciji kombiniranja procjena parametara pri generiranju
procijenjene populacijske matrice.
U nastavku navodimo tri osnovne jednadzˇbe algebre kovarijanci gdje je c konstanta, a
Xi slucˇajna varijabla:
COV(c, X1) = 0, (1.9a)
COV(cX1, X2) = cCOV(X1, X2), (1.9b)
COV(X1 ± X2, X3) = COV(X1, X3) ±COV(X2, X3). (1.9c)
Iz prve jednadzˇbe imamo da je kovarijanca izmedu slucˇajne varijable i konstante jed-
naka nuli. Takoder, kovarijanca izmedu dvije varijable pri cˇemu je jedna pomnozˇena kons-
tantom je jednaka umnosˇku konstante i kovarijanci pripadajuc´ih varijabli. Kovarijanca
izmedu sume (razlike) dviju varijabli i trec´e varijable je jednaka sumi (razlici) kovarijance
prve i trec´e varijable te kovarijance druge i trec´e varijable.
Koristimo sliku 1.3 za ilustraciju nekih nacˇela algebre kovarijanci.
U strukturalnom modeliranju, kao i u visˇestrukoj regresiji, pretpostavljamo da reziduali
ne koreliraju medusobno niti s drugim varijablama u modelima. U ovom modelu, razina
motivacije (Y1) i rezultati testa (Y2) su zavisne varijable. Podsjetimo se da su zavisne vari-
jable sve one koje prema sebi imaju usmjerenu jednosmjernu strelicu u dijagramu putanje.
Tretirana grupa (X1) bez jednosmjerne strelice usmjerene prema sebi je nezavisna varija-
bla. Za specifikaciju modela pisˇemo razlicˇite jednadzˇbe za razlicˇite zavisne varijable. Za
pocˇetak, definiramo jednadzˇbu za razinu motivacije:
Y1 = γ11X1 + ε1. (1.10)
Razina motivacije je ponderirana funkcija tretirane grupe kojoj dodajemo gresˇku. Pri-
mijetimo da ε1 iz jednadzˇbe odgovara pripadajuc´oj gresˇci G1 sa slike 1.3. Za rezultate testa
definiramo:
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Y2 = β21Y1 + γ21X1 + ε2. (1.11)
Vidimo da su rezulati testa zbroj ponderiranih funkcija tretmana grupe i razine motiva-
cije kojem dodajemo pripadajuc´u gresˇku.
Za racˇunanje kovarijance izmedu tretmana grupe (X1) i stupnja motivacije (Y1) primje-
njujemo jednadzˇbu za Y1:
COV(X1,Y1) = COV(X1, γ11X1 + ε1). (1.12)
U nastavku slijedi:
COV(X1,Y1) = COV(X1, γ11X1) + COV(X1, ε1). (1.13)
Zadnji cˇlan jednadzˇbe je jednak nuli s obzirom na pretpostavku da nema kovarijance
izmedu gresˇaka i drugih varijabli. Sada iz (1.9) imamo:
COV(X1,Y1) = γ11COV(X1, X1). (1.14)
Kovarijanca varijable same sa sobom je varijanca pa slijedi:
COV(X1,Y1) = γ11σ2x1 x1 . (1.15)
Dakle, procijenjena populacijska kovarijanca varijabli X1 i Y1 jednaka je umnosˇku ko-
eficijenta putanje i varijance od X1.
Pricˇamo o populacijskoj kovarijanci izmedu X1 i Y1 procijenjenjoj prema modelu. Ako
je model dobar, produkt γ11σ2x1 x1 daje kovarijancu koja je jako slicˇna uzoracˇkoj kovarijanci.
Na jednak nacˇin racˇunamo kovarijancu izmedu Y1 i Y2:
COV(Y1,Y2) = COV(γ11X1 + ε1, β21Y1 + γ21X1 + ε2)
= COV(γ11X1, β21Y1) + COV(γ11X1, γ21X1) + COV(γ11X1, ε2)
+ COV(ε1, β21Y1) + COV(ε1, γ21X1) + COV(ε1, ε2)
= COV(γ11X1, β21Y1) + COV(γ11X1, γ21X1),
(1.16)
s obzirom na to da gresˇke ε1 i ε2 ne koreliraju ni s jednom od ostalih varijabli.
Sve procijenjene kovarijance u modelu mogu biti izvedene na isti nacˇin, ali, kao sˇto
je to vidljivo vec´ na manjem primjeru, algebra kovarijanci brzo se mozˇe zakomplicirati.
Poanta ovog primjera je da koristimo algebru kovarijanci kako bismo procijenili parametre
koje potom koristimo za procjenu populacijske matrice kovarijanci.
Visˇe o samoj teorijskoj pozadini strukturalnog modeliranja mozˇe se pronac´i u [8].
Poglavlje 2
Podatci i opisna statistika: PISA 2009
2.1 Izvor podataka
Za potrebe ovog diplomskog rada koristit c´emo javno dostupne rezultate PISA testova.
Projekt PISA (eng. The Programme for International Student Assessment) ukljucˇuje
medunarodna istrazˇivanja koja provodi organizacija OECD (eng. The Organisation for
Economic Co-operation and Development) u zemljama cˇlanicama i onima koje to nisu.
Svrha istrazˇivanja je procjena znanja i vjesˇtina ucˇenika u dobi od oko 15 godina. Podrucˇja
u kojima se ucˇenici procjenjuju su matematika, znanost i cˇitanje, a ispituju se na temelju
znanja i rjesˇavanja problemskih zadataka.
Istrazˇivanja su osnovana s ciljem ocjenjivanja razine obrazovanja medu mladima u
glavnim industrijskim zemljama. Prvo PISA istrazˇivanje je provedeno 2000. godine, a
od tada se provode svakih 3 godine. Zahvaljujuc´i tome imamo usporedive podatke koje
zemljama sudionicima daju priliku za poboljsˇanje svoje obrazovne politike i ishoda. Zad-
nji dostupni rezultati PISA istrazˇivanja su iz 2015. godine.
Metodu strukturalnog modeliranja provest c´emo na rezultatima PISA istrazˇivanja iz
2009. godine. U sklopu PISA istrazˇivanja 2009. ukupno je testirano oko 470 000 ucˇenika u
65 zemalja sudionica sˇto cˇini reprezentativni uzorak za oko 26 milijuna petnaestogodisˇnjih
ucˇenika. U vec´ini zemalja procjenjivanje se provodilo na uzorku od priblizˇno 4 500 do 10
000 ucˇenika, pri cˇemu je najmanji uzorak ostvaren u Lihtensˇtajnu (329 ucˇenika), a najvec´i
u Meksiku (38 250 ucˇenika).
2.2 Opis uzorka
U ovom odjeljku bavit c´emo se pregledom i opisnom analizom uzorka na kojem c´emo pri-
mijeniti metodu strukturalnog modeliranja. Koristimo rezultate PISA istrazˇivanja prove-
denog 2009. godine na ucˇenicima u Republici Hrvatskoj. Istrazˇivanje je provedeno u raz-
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doblju od 9. ozˇujka do 19. travnja 2009. godine na uzorku od 4 994 ucˇenika rasporedenih
u 156 srednjih i 2 osnovne sˇkole. Testirani su ucˇenici rodeni 1993. godine.
Kako bi dobiveni podatci bili pouzdani i usporedivi na medunarodnoj razini, puno
pazˇnje se pridodaje reprezentativnosti uzorka svih zemalja sudionica. Ostvarivanje re-
prezentativnosti uzorka odvija se u dvije etape. Prvu etapu cˇini odabir sˇkola koji se ge-
nerirao eksplicitnom i implicitnom stratifikacijom. Eksplicitnu stratifikaciju su uvjetovali
dominantni program sˇkole i stupanj urbanizacije naselja u kojem se sˇkola nalazi dok je
implicitnu stratifikaciju cˇinila podjela sˇkola s obzirom na zˇupanije. U drugoj etapi generi-
ranja reprezentativnog uzorka odabiru se ucˇenici iz prethodno odabranih sˇkola. S obzirom
na to da razlike izmedu obrazovnih sustava sudionika istrazˇivanja onemoguc´avaju odabir
ucˇenika na temelju kategorija razreda, uzorak se definira na temelju dobi ucˇenika. Suk-
ladno tome, uzorak u svim zemljama cˇine ucˇenici u dobi od 15 godina i 3 mjeseca do 16
godina i 2 mjeseca. Visˇe detalja o metodologiji odabira sudionika istrazˇivanja mozˇe se
pronac´i u [3].
Za testiranje je predviden uzorak od 5 471 ucˇenika, od cˇega je testiranju prisustvovalo
5 033 ucˇenika. Konacˇno ostvaren uzorak Republike Hrvatske cˇine 4 994 ucˇenika. Sve
medunarodne i nacionalne analize su izvrsˇene na navedenom uzorku.
U nastavku prikazujemo osnovna obiljezˇja ucˇenika koji su sudjelovali u istrazˇivanju.
Korisˇteni graficˇki prikazi generirani su u statisticˇkom programu R. Kao sˇto smo vec´ i
naveli, uzorak cˇine ucˇenici u dobi od 15 godina i 3 mjeseca do 16 godina i 2 mjeseca.
Histogram koji prikaziva frekvencije ispitanika prema starosti nalazi se na slici 2.1.
Slika 2.1: Histogram starosti ispitanika
Na slici 2.2 prikazana je podjela uzorka po spolu. Ukupno ostvareni uzorak cˇini 46.88%
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zˇena i 53.12% musˇkaraca.
Slika 2.2: Podjela po spolu
Na slici 2.3 prikazana je zastupljenost ucˇenika prema dominantom programu sˇkole
koju pohadaju. Dominantni programi zahvac´eni PISA istrazˇivanjem 2009. godine su Os-
novna sˇkola, Program za nizˇu strucˇnu spremu, Umjetnicˇki program, Industrijski program,
Obrtnicˇki program, Gimnazija i Strukovni cˇetverogodisˇnji program cˇiji polaznici cˇine cˇak
46.14% uzorka.
Slika 2.3: Zastupljenost dominantnih programa sˇkola
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Osnovna sˇkola je najmanje zastupljen program sˇto je u skladu s cˇinjenicom da vec´ina
redovnih ucˇenika u ciljanoj dobi istrazˇivanja pohadaju srednju sˇkolu. U vrijeme istrazˇivanja,
2 sudionika su pohadala osnovnu sˇkolu, 3 892 sudionika 1. razred srednje sˇkole, dok je
njih 1 100 tada pohadalo 2. razred srednje sˇkole.
Ukupno 158 sˇkola na podrucˇju Republike Hrvatske je sudjelovalo u istrazˇivanju. Na
histogramu na slici 2.4 prikazan je broj sˇkola prema broju predstavnika (ucˇenika). Iz
prilozˇenog je vidljivo da je najvec´i broj sˇkola sudionika imao 31-35 predstavnika.
Slika 2.4: Prikaz broja sˇkola prema broju predstavnika
2.3 Upitnik
Kao sˇto smo vec´ naveli, pri evaluaciji modela koristimo pitanja iz PISA istrazˇivanja i re-
zultate testova cˇitanja.
Za potrebe ovog rada koristimo tri pitanja sa pripadajuc´im potpitanjima. Pitanje 24
sadrzˇi 11 potpitanja koja se odnose na ucˇenikov stav prema cˇitanju. Odgovori na navedena
potpitanja su na skali 1-4. Pitanje 26 sadrzˇi 7 potpitanja koja se odnose na navike cˇitanja
koristec´i tehnologiju. Odgovori na navedena potpitanja su na skali 1-5. Pitanje 27 sadrzˇi
inicijalno sadrzˇi 13 potpitanja koja se odnose na navike ucˇenja ucˇenika, no u ovom radu
koristit c´emo samo njih 8 koji su vezani uz samokontrolu. Odgovori na navedena potpitanja
su na skali 1-4.
Uz tekst svakog potpitanja navodimo i oznake varijabli koje c´emo koristiti u nastavku
rada. Takoder, pored teksta pitanja navedene su i oznake na dijagramu putanje koje c´emo
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koristiti za prikaz dijagrama putanje modela. Oznake na dijagramu putanje predstavljaju
skrac´eni sadrzˇaj potpitanja. Sadrzˇaj pitanja i potpitanja nalazi se u nastavku:
PITANJE 24
U kojoj mjeri se slazˇesˇ ili ne sa sljedec´im tvrdnjama u vezi sa cˇitanjem? Ponudeni odgovori su:
1-”Uopc´e se ne slazˇem”, 2-”Ne slazˇem se”, 3-”Slazˇem se”, 4-”U potpunosti se slazˇem”.
Varijabla Tekst potpitanja Oznaka na dijagramu putanje
ST24Q01 Cˇitam samo ako moram Cˇitam samo ako moram
ST24Q02 Cˇitanje je jedan od mojih omiljenih hobija Omiljeni hobi
ST24Q03 Volim pricˇati o knjigama s drugim osobama Rasprava o knjigama
ST24Q04 Tesˇko mi je procˇitati knjigu do kraja Tesˇko je procˇitati knjigu do kraja
ST24Q05 Sretan/na sam kada dobijem knjigu na poklon Volim dobiti knjigu kao poklon
ST24Q06 Za mene osobno, cˇitanje je trosˇenje vremena Trosˇenje vremena
ST24Q07 Uzˇivam kada idem u knjizˇaru ili biblioteku Uzˇivam u posjetu knjizˇnici
ST24Q08 Cˇitam samo da dobijem potrebne informacije Izvor potrebnih informacija
ST24Q09
Ne mogu mirno sjediti i cˇitati duzˇe od par mi-
nuta
Ne mogu dugo sjediti i cˇitati
ST24Q10
Volim izraziti misˇljenje o knjigama koje sam
procˇitao
Volim izraziti misˇljenje o knjizi
ST24Q11 Volim razmjenjivati knjige s prijateljima Volim razmjenu knjiga
PITANJE 26
Koliko cˇesto se bavisˇ sljedec´im aktivnostima u vezi sa cˇitanjem? Ponudeni odgovori su: 1-”Ne
znam sˇto je to”, 2-”Nikada ili skoro nikada”, 3-”Nekoliko puta mjesecˇno”, 4-”Nekoliko puta
tjedno”, 5-”Nekoliko puta dnevno”.
Varijabla Tekst potpitanja Oznaka na dijagramu putanje
ST26Q01 Cˇitanje elektronske posˇte (e-mail) Cˇitanje e-mailova
ST26Q02 Online chat Online chat
ST26Q03 Cˇitanje vijesti na internetu Cˇitanje vijesti online
ST26Q04




Trazˇenje informacija na internetu kako bih
naucˇio nesˇto o odredenoj temi
Odredene teme
ST26Q06




Trazˇenje prakticˇnih informacija na internetu
(npr.rasporedi, dogadaji, obavijesti, upute)
Prakticˇne informacije
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PITANJE 27
Kada ucˇisˇ, koliko cˇesto radisˇ nesˇto od navedenog? Ponudeni odgovori su: 1-”Skoro nikada”, 2-
”Ponekad”, 3-”Cˇesto”, 4-”Skoro uvijek”.
Varijabla Tekst potpitanja Oznaka na dijagramu putanje
ST27Q01




Kada ucˇim, pocˇinjem tako sˇto se trudim shva-
titi sˇto tocˇno trebam naucˇiti
Otkrivanje bitnog sadrzˇaja
ST27Q03




Kada ucˇim, trudim se povezati nove informa-
cije s prethodnim znanjem iz drugih predmeta
Povezivanje informacija
ST27Q05




Kada ucˇim, provjeravam razumijem li ono sˇto
sam procˇitao
Provjera razumijevanja
ST27Q07 Kada ucˇim, cˇitam tekst ponovno i ponovno -
ST27Q08
Kada ucˇim, trudim se shvatiti kako te infor-
macije mogu biti iskorisˇtene van sˇkole
-
ST27Q09
Kada ucˇim, trudim se shvatiti koje pojmove
josˇ nisam u potpunosti razumio
Definiranje nejasnog sadrzˇaja
ST27Q10
Kada ucˇim, trudim se bolje razumjeti gradivo
tako sˇto ga povezujem s vlastitim iskustvom
Povezivanje s iskustvom
ST27Q11
Kada ucˇim, trudim se biti siguran da c´u za-
pamtiti najvazˇnije stvari u tekstu
Vazˇne informacije
ST27Q12
Kada ucˇim, trudim se shvatiti kako se infor-




Kada ucˇim i ne razumijem nesˇto, potrazˇim
dodatne informacije da bih to razjasnio
Dodatne informacije
Jedina neprekidna varijabla koju koristimo je Ostvareni rezultat u cˇitanju. PISA is-
trazˇivanje inicijalno sadrzˇi 5 rezultata testova cˇitanja koja su razlicˇita s obzirom na ponderi-
ranje, a Ostvareni rezultat u cˇitanju je varijabla dobivena kao prosjek navedenih 5 rezultata.
Oznaka pripadne varijable koju c´emo koristiti u nastavku rada je AVGREAD.
2.4 Opisna statistika
U nastavku je prikazana opisna statistika podataka koje koristimo pri evaluaciji modela.
Postotci odgovora ordinalnih varijabli su prikazani u tablici 2.1.























ST24Q01 15% 39% 36% 10% 4 979 15
ST24Q02 29% 50% 17% 4% 4 972 22
ST24Q03 26% 40% 28% 6% 4 964 30
ST24Q04 21% 43% 28% 8% 4 976 18
ST24Q05 25% 34% 34% 6% 4 965 29
ST24Q06 28% 45% 18% 8% 4 966 28
ST24Q07 21% 41% 32% 7% 4 957 37
ST24Q08 10% 32% 42% 16% 4 963 31
ST24Q09 32% 43% 18% 7% 4 969 25
ST24Q10 15% 30% 40% 15% 4 967 27
ST24Q11 27% 38% 26% 8% 4 973 21
ST26Q01 1% 21% 19% 30% 30% 4 964 30
ST26Q02 1% 20% 9% 19% 51% 4 957 37
ST26Q03 1% 24% 23% 28% 24% 4 955 39
ST26Q04 1% 23% 36% 26% 13% 4 966 28
ST26Q05 1% 8% 32% 36% 24% 4 961 33
ST26Q06 3% 56% 20% 11% 10% 4 958 36
ST26Q07 2% 28% 37% 22% 11% 4 968 26
ST27Q01 3% 23% 41% 33% 4 979 15
ST27Q02 3% 16% 41% 41% 4 972 22
ST27Q03 3% 20% 42% 35% 4 954 40
ST27Q04 8% 35% 35% 22% 4 966 28
ST27Q05 27% 35% 22% 15% 4 968 26
ST27Q06 5% 26% 40% 30% 4 955 39
ST27Q07 6% 26% 38% 30% 4 954 40
ST27Q08 18% 44% 26% 11% 4 960 34
ST27Q09 8% 39% 39% 14% 4 963 31
ST27Q10 11% 36% 36% 16% 4 943 51
ST27Q11 2% 17% 44% 37% 4 949 45
ST27Q12 17% 45% 28% 10% 4 968 26
ST27Q13 14% 40% 30% 17% 4 977 17
Tablica 2.1: Opisna statistika ordinalnih varijabli
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Sadrzˇaj navedenih varijabli detaljno je opisan u odjeljku 2.3. Opisna statistika nu-












AVGREAD 141.31 715.66 475.54 84.70 4 994 0
Tablica 2.2: Opisna statistika varijable Ostvareni rezultat u cˇitanju
U evaluaciji navika cˇitanja, ucˇenici su u najvec´oj mjeri izjavili da Cˇitaju samo da dobiju
potrebne informacije, Cˇitaju samo ako moraju te da cˇitaju jer Vole izraziti misˇljenje o
knjigama koje su procˇitali. Najmanji broj njih je naveo da im je cˇitanje Omiljeni hobi.
Sˇto se navika korisˇtenja tehnologije za potrebe cˇitanja ticˇe, ucˇenici ju najcˇesˇc´e koriste
za Online chat, Cˇitanje elektronicˇke posˇte i Cˇitanje vijesti na internetu. Oni nisu skloni
korisˇtenju tehnologije za Sudjelovanje u grupnim diskusijama ili forumima na internetu.
Tijekom ucˇenja, najcˇesˇc´e Pocˇinju tako sˇto se trude shvatiti sˇto tocˇno trebaju naucˇiti i
Trude se biti sigurni da c´e zapamtiti najvazˇnije stvari u tekstu.
U tablici 2.1 vidimo da na evaluiranim potpitanjima postoji znacˇajan broj podataka koji
nedostaju. Tim podatcima se bavimo u sljedec´em odjeljku.
2.5 Nadopunjavanje podataka koji nedostaju
Podatci koji nedostaju (eng. Missing data) u odredenom uzorku mogu stvarati probleme
pri obradi podataka. Takvi podatci otezˇavaju statisticˇku analizu u znacˇajnoj razini. Ako
jednostavno uklonimo ispitanike koji na neke od pitanja nisu odgovorili, mozˇemo izgubiti
znacˇajnu kolicˇinu iskoristivih podataka, odgovore koji su regularno odgovoreni.
Kako bismo izbjegli scenarij gubljenja iskoristivih podataka, koristimo paket Amelia II
koji se nalazi unutar statisticˇkog programa R.
Amelia II
Amelia II omoguc´ava korisnicima popunjavanje nepotpunih podataka kako bi analize po-
trebnih promatranja mogle koristiti sve dostupne informacije. Na taj nacˇini izbjegavaju se
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pomak i netocˇnost rezultata uzrokovani uklanjanjem svih nepotpunih opservacija. Popu-
njavanje podataka radi na temelju visˇestrukih imputacija. Visˇestruke imputacije se koriste
za analizu nepotpunih multivarijatnih podataka. Program iz nepotpunih podataka kreira
m razlicˇitih potpunih skupova podataka koristec´i potrebne statistike gdje pocˇetni podatci
ostaju nepromijenjeni, a podatci koji nedostaju se popunjavaju.
U nastavku donosimo R kod za nadopunjavanje podataka koji nedostaju. Za potrebe
nadopunjavanja sve ordinalne varijable postaju numericˇke. Datoteka WORK.HRVATSKA
sadrzˇi inicijalne rezultate testova koje koristimo za strukturalno modeliranje.
r e q u i r e ( Amelia )
a m e l i a ( x = WORK.HRVATSKA, m = 1 , i d v a r s = c ( ”CNT” , ”TESTLANG” , ”VER STU ” ) ,
t s = NULL, cs = NULL, p r i o r s = NULL, l a g s = NULL, empr i = 0 ,
i n t e r c s = FALSE , l e a d s = NULL, s p l i n e t i m e = NULL, l o g s = NULL,
s q r t s = NULL, l g s t c = NULL, o r d s = NULL, noms = NULL, bounds = NULL,
max . r e s a m p l e = 1000 , t o l e r a n c e = 1e 0 4 )
Opisna statistika nadopunjenih podataka nalazi se u tablici 2.3.












ST24Q01 0.39 4.00 2.41 0.87 4 994 0
ST24Q02 0.41 4.00 1.97 0.79 4 994 0
ST24Q03 -0.26 4.00 2.13 0.86 4 994 0
ST24Q04 0.55 4.13 2.23 0.87 4 994 0
ST24Q05 0.10 4.42 2.22 0.90 4 994 0
ST24Q06 -0.08 4.00 2.07 0.89 4 994 0
ST24Q07 0.73 4.00 2.26 0.87 4 994 0
ST24Q08 1.00 4.60 2.64 0.86 4 994 0
ST24Q09 1.00 4.14 2.00 0.89 4 994 0
ST24Q10 0.78 4.28 2.54 0.92 4 994 0
ST24Q11 -0.07 4.30 2.15 0.91 4 994 0
ST26Q01 1.00 5.48 3.66 1.14 4 994 0
ST26Q02 1.00 6.64 4.00 1.21 4 994 0
ST26Q03 0.97 5.00 3.51 1.12 4 994 0
ST26Q04 0.12 5.00 3.25 1.00 4 994 0
ST26Q05 0.96 5.00 3.73 0.93 4 994 0
ST26Q06 0.16 5.00 2.68 1.04 4 994 0
ST26Q07 1.00 5.00 3.11 1.00 4 994 0
ST27Q01 0.96 4.34 3.03 0.82 4 994 0
ST27Q02 0.35 4.21 3.19 0.79 4 994 0
ST27Q03 1.00 5.03 3.09 0.81 4 994 0
ST27Q04 0.77 4.24 2.72 0.90 4 994 0
ST27Q05 0.60 4.56 2.26 1.02 4 994 0
ST27Q06 -0.34 4.62 2.94 0.86 4 994 0
ST27Q07 1.00 4.38 2.91 0.90 4 994 0
ST27Q08 0.38 4.27 2.31 0.89 4 994 0
ST27Q09 1.00 4.00 2.60 0.83 4 994 0
ST27Q10 0.67 4.02 2.57 0.89 4 994 0
ST27Q11 1.00 4.90 3.16 0.78 4 994 0
ST27Q12 1.00 4.19 2.30 0.87 4 994 0
ST27Q13 0.65 4.00 2.49 0.93 4 994 0
AVGREAD 141.31 715.66 475.54 84.70 4 994
0
Tablica 2.3: Opisna statistika nadopunjenih podataka
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Nadopunjene podatke koristimo u nastavku ovog rada pri evaluaciji modela.
Poglavlje 3
Evaluacija modela u SAS-u
3.1 Strukturalno modeliranje u SAS-u
Za obradu modela u ovom diplomskom radu koristimo statisticˇki paket SAS. Rijecˇ je o
programskom paketu razvijenom 1976. godine od strane SAS Instituta za naprednu i mul-
tivarijatnu analizu, poslovnu inteligenciju, upravljanje podacima i prediktivnu analitiku.
Strukturalno modeliranje u SAS-u je podrzˇano procedurom CALIS.
CALIS proceduru koristimo za analizu kovarijance, prilagodbu sustava linearnih struk-
turalnih jednadzˇbi i analizu putanje. Ovi pojmovi su visˇe ili manje slicˇni, ali naglasˇavaju
razlicˇite aspekte analize. Analiza kovarijance odnosi se na formulaciju modela za varijance
i kovarijance medu skupom varijabli i prilagodbi modela prema promatranoj matrici kova-
rijance. U linearnim strukturalnim jednadzˇbama model je formuliran kao sustav jednadzˇbi
koje se odnose na nekoliko slucˇajnih varijabli s pretpostavkama o varijancama i kovarijan-
cama. U analizi putanje, model je formuliran kao dijagram putanje u kojem strelice, koje
povezuju varijable, predstavljaju varijance, kovarijance i regresijske koeficijente (koefici-
jenti putanja). Modeli putanja i linearni modeli strukturalnih jednadzˇbi mogu se pretvoriti
u modele matrice kovarijance i mogu se prilagoditi metodama analize kovarijance. Sve ove
metode podrzˇavaju upotrebu hipotetskih latentnih varijabli i mjerenje pogresˇaka u mode-
lima.
CALIS procedura
Procedura omoguc´ava analizu modela strukturalnog modeliranja. Analizira odnose izmedu
grupa varijabli koje mogu biti mjerene ili hipotetske latentne. CALIS procedura unutar
SAS programa omoguc´ava:
• procjenu parametara i test hipoteza za visˇestruke i multivarijatne linearne regresije,
linearne modele mjerenja pogresˇaka, analizu putanje i kauzalno modeliranje, modele
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simultanih jednadzˇbi, eksplorativnu i faktorsku analizu, kanonsku korelaciju i sˇirok
raspon drugih modela (ne)linearnih latentnih varijabli
• procjenu parametara koristec´i metode najmanjih kvadrata i maksimalne vjerodostoj-
nosti
• specifikaciju modela koristec´i razlicˇite modularne jezike (FACTOR, LINEQS, LI-
SMOD, MSTRUCT, PATH, RAM, REFMODEL)
• korisˇtenje razlicˇitih algoritama za optimizaciju (npr. Levenberg-Marquardt)
• korisˇtenje razlicˇitih metoda za automatsko generiranje pocˇetnih vrijednosti potrebnih
za optimizaciju procesa
• odredivanje slobodnih parametara
• analizu linearne zavisnosti u matrici za otkrivanje neidentificiranih modela
• analizu visˇe grupa varijabli
• odredivanje linearnih i nelinearnih jednadzˇbi i nejednakosti s obzirom na parametre
u nekoliko razlicˇitih varijacija ovisno o unesenim varijablama
• racˇunanje Lagrangeovog multiplikatora
• generiranje skupa podataka s optimalnim procjenama parametara
• generiranje skupa podataka koji sadrzˇi reziduale i faktore opterec´enja za eksplora-
tivnu analizu
• analizu visˇe uzoraka jednake velicˇine koristec´i dijagonalne podmatrice
• analizu reziduala na razini slucˇaja ili promatranja
• robusnu procjenu temeljenu na ponderiranju reziduala
• racˇunanje indeksa prikladnosti
• racˇunanje ponderiranih kovarijanci i korelacija
• generiranje ispisa rezultata prikladnog bilo kojoj izlaznoj tablici
• kreiranje razlicˇitih vrsta dijagrama
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U ovom radu pomoc´u CALIS procedure analizirat c´emo tri modela strukturalnog modeli-
ranja. Modeli koji koristimo za strukturalno modeliranje generirani su u radu [5].
Svaki od modela c´emo prvo opisati i kontekstualizirati. Zatim c´emo navesti SAS pro-
gramski kod i izlazne podatke korisˇtene SAS procedure. Izlazne podatke c´emo prikazati
u obliku ispisa rezultata iz SAS-a. Komentirat c´emo rezultate svih modela i u konacˇnici
usporediti evaluirane modele.
Podatci koje obradujemo nalaze se u datoteci WORK.HRVATSKA.FULL. Pri generira-
nju latentnih varijabli u SAS kodu koristit c´emo oznaku Tech za varijablu koja predstavlja
korisˇtenje tehnologije za cˇitanje, Self za varijablu koja predstavlja samokontrolu i oznaku
Attit za varijablu koja predstavlja stav ucˇenika prema cˇitanju. Oznake koje c´emo koristiti
u prikazu dijagrama putanje za navedene varijable su redom Online ucˇenje, Samokontrola
i Stav prema cˇitanju .
3.2 Model 1
Dijagram putanje
U Model 1 ukljucˇujemo latentne varijable Samokontrola i Stav prema ucˇenju. Obje latentne
varijable su korisˇtene za procjenu Ostvarenog rezultata u cˇitanju. Na slici 3.1 nalazi se
pripadni dijagram putanje. U nastavku navodimo pripadni SAS kod kojim provjeravamo
adekvatnost modela za procjenu Ostvarenog rezultata u cˇitanju.
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Slika 3.1: Dijagram putanje strukturalnog Modela 1. Oznake s272-s2713, S 241-s2411, s,
a i R predstavljaju gresˇke varijabli prema kojima su usmjerene.
SAS kod Modela 1
p roc c a l i s d a t a=WORK. HRVATSKA FULL;
p a t h
S e l f > ST27Q02 = s2 ,
S e l f > ST27Q04 = s4 ,
S e l f > ST27Q05 = s5 ,
S e l f > ST27Q06 = s6 ,
S e l f > ST27Q09 = s9 ,
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S e l f > ST27Q10 = s10 ,
S e l f > ST27Q11 = s11 ,
S e l f > ST27Q13 = s13 ,
A t t i t > ST24Q01 = a1 ,
A t t i t > ST24Q02 = a2 ,
A t t i t > ST24Q03 = a3 ,
A t t i t > ST24Q04 = a4 ,
A t t i t > ST24Q05 = a5 ,
A t t i t > ST24Q06 = a6 ,
A t t i t > ST24Q07 = a7 ,
A t t i t > ST24Q08 = a8 ,
A t t i t > ST24Q09 = a9 ,
A t t i t > ST24Q10 = a10 ,
A t t i t > ST24Q11 = a11 ,
S e l f > A t t i t = sa ,
S e l f > AVGREAD = sR ,
A t t i t > AVGREAD = aR ;
pva r
ST27Q02 = s272 ,
ST27Q04 = s274 ,
ST27Q05 = s275 ,
ST27Q06 = s276 ,
ST27Q09 = s279 ,
ST27Q10 = s2710 ,
ST27Q11 = s2711 ,
ST27Q13 = s2713 ,
ST24Q01 = s241 ,
ST24Q02 = s242 ,
ST24Q03 = s243 ,
ST24Q04 = s244 ,
ST24Q05 = s245 ,
ST24Q06 = s246 ,
ST24Q07 = s247 ,
ST24Q08 = s248 ,
ST24Q09 = s249 ,
ST24Q10 = s2410 ,
ST24Q11 = s2411 ,
S e l f = s ,
A t t i t = a ,
AVGREAD = R ;
f i t i n d e x n o i n d e x t y p e on ( on ly )= [ c h i s q d f p r o b c h i BENTLERNFI BENTLERNNFI
RMSEA CFI b e n t l e r c f i RMSR SRMSR GFI ] ;
run ;
Ispis rezultata navedenog SAS koda za evaluaciju adekvatnosti Modela 1 nalazi se na
slikama 3.2 - 3.15.
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Slika 3.2: Popis varijabli i putanja za Model 1 (ispis iz SAS-a)
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Slika 3.3: Popis varijabli i putanja za Model 1, nastavak (ispis iz SAS-a)
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Slika 3.4: Popis varijabli i putanja za Model 1, nastavak (ispis iz SAS-a)
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Slika 3.5: Opisna statistika analiziranih varijabli za Model 1 (ispis iz SAS-a)
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Slika 3.6: Pocˇetna procjena parametara za Model 1 (ispis iz SAS-a)
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Slika 3.7: Pocˇetna procjena parametara za Model 1, nastavak (ispis iz SAS-a)
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Slika 3.8: Rezultati Levenberg-Marquardt optimizacije za Model 1 (ispis iz SAS-a)
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Slika 3.9: Rezultati Levenberg-Marquardt optimizacije za Model 1, nastavak (ispis iz SAS-
a)
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Slika 3.10: Rezultati testa adekvatnosti Modela 1 (ispis iz SAS-a)
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Slika 3.11: Procjena parametara i putanja Modela 1 (ispis iz SAS-a)
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Slika 3.12: Procjena parametara i putanja Modela 1, nastavak i korelacije Modela 1 (ispis
iz SAS-a)
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Slika 3.13: Korelacije Modela 1 (ispis iz SAS-a)
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Slika 3.14: Procjena parametara i putanja Modela 1, nastavak (ispis iz SAS-a)
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Slika 3.15: Procjena parametara i putanja Modela 1, nastavak (ispis iz SAS-a)
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Rezultati
Na slici 3.16 prikazan je dijagram putanje strukturalnog Modela 1 s pripadnim koeficijen-
tima putanje koje smo dobili strukturalnim modeliranjem.
Slika 3.16: Dijagram putanje strukturalnog Modela 1 s pripadnim koeficijentima putanje.
Oznake s272-s2713, S 241-s2411, s, a i R predstavljaju gresˇke varijabli prema kojima su
usmjerene.
U tablici 3.1 navodimo glavne pokazatelje testa adekvatnosti modela.
Pokazatelji adekvatnosti TLI (0.888) i RMSEA (0.066) ne upuc´uju nas na dobru adek-
vatnost modela. Kako smo prethodno naglasili u odjeljku 1.2, statisticˇki znacˇajna p-
vrijednost χ2 testa ne pomazˇe nam u procjeni adekvatnosti s obzirom na to da je velicˇina
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MODEL χ2 d f NFI TLI RMSEA CFI SRMR GFI
Model 1 3725.70 166 0.888 0.876 0.066 0.892 0.050 0.918
Tablica 3.1: Pokazatelji testa adekvatnosti Modela 1
korisˇtenog uzorka 4 994 opservacije. Vrijednosti χ2 testa su pogodnije pri usporedbi mo-
dela koju c´emo komentirati u odjeljku 3.5 gdje c´emo koristiti omjere χ2 vrijednosti i pri-
padnih stupnjeva slobode df.
Vidimo da latentna varijabla Samokontrola ne korelira statisticˇki znacˇajno s Ostvare-
nim rezultatom u cˇitanju (p − vri jednost = 0.66) i kao takva nije dobar izravan prediktor
zavisne varijable. Pri evaluaciji narednih modela pripadnu vezu c´emo ukloniti. Iako varija-
bla Samokontrola nije dobar izravan prediktor Ostvarenih rezultata u cˇitanju, zadrzˇavamo
ju u sljedec´im evaluacijama s obzirom na to da mozˇe utjecati na zavisnu varijablu po-
sredovanjem kroz druge prediktore. Sve preostale putanje su se pokazale kao statisticˇki
znacˇajne.
3.3 Model 2
Model 2 razvijamo na temelju rezultata testa adekvatnosti Modela 1. Kako smo vec´ naveli,
veza izmedu Samokontrole i Ostvarenog rezultat u cˇitanju nije se pokazala kao statisticˇki
znacˇajna i uklonjena je. Varijablu Samokontrola zadrzˇavamo pri evaluaciji Modela 2 jer
mozˇe posredovanjem kroz preostale latentne varijable procjenjivati Ostvarene rezultate u
cˇitanju.
Model nadogradujemo novom latentnom varijablom Online cˇitanje. Varijabla je odredena
potpitanjima PITANJA 26 cˇiji je tocˇan sadrzˇaj naveden u odjeljku 2.3. Potpitanja se odnose
na navike korisˇtenja tehnologije za potrebe cˇitanja.
Na ovaj nacˇin ispitujemo adekvatnost modela za procjenu Ostvarenog rezultata u cˇitanju
koristec´i tri latentne varijable Online ucˇenje, Samokontrolu i Stav prema ucˇenju.
U nastavku donosimo obradu Modela 2 u SAS-u, pripadni ispis rezultata iz SAS-a i re-
zultate koji ukljucˇuju dijagram putanje strukturalnog Modela 2 s pripadnim koeficijentima
putanje.
SAS kod Modela 2
p roc c a l i s d a t a=WORK. HRVATSKA FULL;
p a t h
Tech > ST26Q01 = t1 ,
Tech > ST26Q02 = t2 ,
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Tech > ST26Q03 = t3 ,
Tech > ST26Q04 = t4 ,
Tech > ST26Q05 = t5 ,
Tech > ST26Q06 = t6 ,
Tech > ST26Q07 = t7 ,
S e l f > ST27Q02 = s2 ,
S e l f > ST27Q04 = s4 ,
S e l f > ST27Q05 = s5 ,
S e l f > ST27Q06 = s6 ,
S e l f > ST27Q09 = s9 ,
S e l f > ST27Q10 = s10 ,
S e l f > ST27Q11 = s11 ,
S e l f > ST27Q13 = s13 ,
A t t i t > ST24Q01 = a1 ,
A t t i t > ST24Q02 = a2 ,
A t t i t > ST24Q03 = a3 ,
A t t i t > ST24Q04 = a4 ,
A t t i t > ST24Q05 = a5 ,
A t t i t > ST24Q06 = a6 ,
A t t i t > ST24Q07 = a7 ,
A t t i t > ST24Q08 = a8 ,
A t t i t > ST24Q09 = a9 ,
A t t i t > ST24Q10 = a10 ,
A t t i t > ST24Q11 = a11 ,
S e l f > Tech = s t ,
S e l f > A t t i t = sa ,
Tech > AVGREAD = tR ,
A t t i t > AVGREAD = aR ;
pva r
ST26Q01 = s261 ,
ST26Q02 = s262 ,
ST26Q03 = s263 ,
ST26Q04 = s264 ,
ST26Q05 = s265 ,
ST26Q06 = s266 ,
ST26Q07 = s267 ,
ST27Q02 = s272 ,
ST27Q04 = s274 ,
ST27Q05 = s275 ,
ST27Q06 = s276 ,
ST27Q09 = s279 ,
ST27Q10 = s2710 ,
ST27Q11 = s2711 ,
ST27Q13 = s2713 ,
ST24Q01 = s241 ,
ST24Q02 = s242 ,
ST24Q03 = s243 ,
ST24Q04 = s244 ,
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ST24Q05 = s245 ,
ST24Q06 = s246 ,
ST24Q07 = s247 ,
ST24Q08 = s248 ,
ST24Q09 = s249 ,
ST24Q10 = s2410 ,
ST24Q11 = s2411 ,
S e l f = s ,
A t t i t = a ,
Tech = t ,
AVGREAD = R ;
f i t i n d e x n o i n d e x t y p e on ( on ly )= [ c h i s q d f p r o b c h i BENTLERNFI BENTLERNNFI
RMSEA CFI b e n t l e r c f i RMSR SRMSR GFI ] ;
run ;
Ispis rezultata navedenog SAS koda za evaluaciju adekvatnosti Modela 2 nalazi se na
slikama 3.17 - 3.31.
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Slika 3.17: Popis varijabli i putanja za Model 2 (ispis iz SAS-a)
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Slika 3.18: Popis varijabli i putanja za Model 2, nastavak (ispis iz SAS-a)
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Slika 3.19: Popis varijabli i putanja za Model 2, nastavak (ispis iz SAS-a)
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Slika 3.20: Opisna statistika analiziranih varijabli za Model 2 (ispis iz SAS-a)
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Slika 3.21: Pocˇetna procjena parametara za Model 2 (ispis iz SAS-a)
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Slika 3.22: Pocˇetna procjena parametara za Model 2, nastavak (ispis iz SAS-a)
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Slika 3.23: Pocˇetna procjena parametara za Model 2, nastavak (ispis iz SAS-a)
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Slika 3.24: Rezultati Levenberg-Marquardt optimizacije za Model 2 (ispis iz SAS-a)
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Slika 3.25: Rezultati Levenberg-Marquardt optimizacije za Model 2, nastavak (ispis iz
SAS-a)
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Slika 3.26: Rezultati testa adekvatnosti Modela 2 (ispis iz SAS-a)
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Slika 3.27: Procjena parametara i putanja Modela 2 (ispis iz SAS-a)
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Slika 3.28: Procjena parametara i putanja Modela 2, nastavak (ispis iz SAS-a)
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Slika 3.29: Korelacije Modela 2 (ispis iz SAS-a)
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Slika 3.30: Procjena parametara i putanja Modela 2, nastavak (ispis iz SAS-a)
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Slika 3.31: Procjena parametara i putanja Modela 2, nastavak (ispis iz SAS-a)
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Rezultati
Slika 3.32: Dijagram putanje strukturalnog Modela 2 s pripadnim koeficijentima putanje.
Oznake s272-s2713, S 241-s2411, s261-s267, t, a i R predstavljaju gresˇke varijabli prema
kojima su usmjerene.
Na slici 3.32 prikazan je dijagram putanje strukturalnog Modela 2 s pripadnim koefi-
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cijentima putanje koje smo dobili strukturalnim modeliranjem. U tablici 3.2 navodimo
glavne pokazatelje testa adekvatnosti Modela 2.
MODEL χ2 d f NFI TLI RMSEA CFI SRMR GFI
Model 2 6093.22 318 0.871 0.863 0.060 0.876 0.050 0.904
Tablica 3.2: Pokazatelji testa adekvatnosti Modela 2
Kao i u prethodnom modelu, pokazatelji adekvatnosti TLI (0.863) i RMSEA (0.060)
ponovno nas ne upuc´uju na dobru adekvatnost modela sˇto nas vodi do generiranja novog
modela (visˇe u nastavku). Sˇtovisˇe, iznosi pokazatelja adekvatnosti pokazuju manju adek-
vatnost Modela 2 od prethodnog modela.
U Modelu 2 sve korisˇtene veze (putanje) pokazuju statisticˇku znacˇajnost. Kao najbolji
prediktor varijable Ostvareni rezultat u cˇitanju pokazala se latentna varijabla Stav prema
cˇitanju. Varijabla Samokontrola statisticˇki znacˇajno je povezana s rezultatima testova po-
sredovanjem kroz druge varijable.
Na jednak nacˇin pristupamo generiranju Modela 3 kao u radu [5] koji nam sluzˇi kao
izvor modela za evaluaciju.
3.4 Model 3
S obzirom na to da pokazatelji adekvatnosti ne ukazuju na dobru adekvatnost prethodno
obradenih modela, prilagodavamo Model 2 u nastojanju optimizacije istog.
U Modelu 2 generirali smo latentnu varijablu Online ucˇenje na temelju svih potpi-
tanja PITANJA 26. Dva od navedenih potpitanja ne odnose se na samostalne navike
korisˇtenja tehnologije vec´ na grupno-zabavne sadrzˇe. Radi se o potpitanjima koji se odnose
na korisˇtenje tehnologije za Online chat i Sudjelovanje u grupnim diskusija ili forumima
na internetu. Navedene varijable u Modelu 3 iskljucˇujemo i na jednak nacˇin pristupamo
obradi Modela 3.
U nastavku donosimo SAS kod testa adekvatnosti Modela 3 i pripadni ispis rezultata
iz SAS-a. Nakon komentiranja rezultata testa adekvatnosti Modela 3, usporedit c´emo sve
evaluirane modele.
SAS kod Modela 3
p roc c a l i s d a t a=WORK. HRVATSKA FULL;
p a t h
Tech > ST26Q01 = t1 ,
Tech > ST26Q03 = t3 ,
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Tech > ST26Q04 = t4 ,
Tech > ST26Q05 = t5 ,
Tech > ST26Q07 = t7 ,
S e l f > ST27Q02 = s2 ,
S e l f > ST27Q04 = s4 ,
S e l f > ST27Q05 = s5 ,
S e l f > ST27Q06 = s6 ,
S e l f > ST27Q09 = s9 ,
S e l f > ST27Q10 = s10 ,
S e l f > ST27Q11 = s11 ,
S e l f > ST27Q13 = s13 ,
A t t i t > ST24Q01 = a1 ,
A t t i t > ST24Q02 = a2 ,
A t t i t > ST24Q03 = a3 ,
A t t i t > ST24Q04 = a4 ,
A t t i t > ST24Q05 = a5 ,
A t t i t > ST24Q06 = a6 ,
A t t i t > ST24Q07 = a7 ,
A t t i t > ST24Q08 = a8 ,
A t t i t > ST24Q09 = a9 ,
A t t i t > ST24Q10 = a10 ,
A t t i t > ST24Q11 = a11 ,
S e l f > Tech = s t ,
S e l f > A t t i t = sa ,
Tech > AVGREAD = tR ,
A t t i t > AVGREAD = aR ;
pva r
ST26Q01 = s261 ,
ST26Q03 = s263 ,
ST26Q04 = s264 ,
ST26Q05 = s265 ,
ST26Q07 = s267 ,
ST27Q02 = s272 ,
ST27Q04 = s274 ,
ST27Q05 = s275 ,
ST27Q06 = s276 ,
ST27Q09 = s279 ,
ST27Q10 = s2710 ,
ST27Q11 = s2711 ,
ST27Q13 = s2713 ,
ST24Q01 = s241 ,
ST24Q02 = s242 ,
ST24Q03 = s243 ,
ST24Q04 = s244 ,
ST24Q05 = s245 ,
ST24Q06 = s246 ,
ST24Q07 = s247 ,
ST24Q08 = s248 ,
ST24Q09 = s249 ,
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ST24Q10 = s2410 ,
ST24Q11 = s2411 ,
S e l f = s ,
A t t i t = a ,
Tech = t ,
AVGREAD = R ;
f i t i n d e x n o i n d e x t y p e on ( on ly )= [ c h i s q d f p r o b c h i BENTLERNFI BENTLERNNFI
RMSEA CFI b e n t l e r c f i RMSR SRMSR GFI ] ;
run ;
Ispis rezultata navedenog SAS koda za evaluaciju adekvatnosti Modela 3 nalazi se na
slikama 3.33 - 3.47.
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Slika 3.33: Popis varijabli i putanja za Model 3 (ispis iz SAS-a)
POGLAVLJE 3. EVALUACIJA MODELA U SAS-U 70
Slika 3.34: Popis varijabli i putanja za Model 3, nastavak (ispis iz SAS-a)
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Slika 3.35: Popis varijabli i putanja za Model 3, nastavak (ispis iz SAS-a)
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Slika 3.36: Opisna statistika analiziranih varijabli za Model 3 (ispis iz SAS-a)
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Slika 3.37: Pocˇetna procjena parametara za Model 3 (ispis iz SAS-a)
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Slika 3.38: Pocˇetna procjena parametara za Model 3, nastavak (ispis iz SAS-a)
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Slika 3.39: Pocˇetna procjena parametara za Model 3, nastavak (ispis iz SAS-a)
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Slika 3.40: Rezultati Levenberg-Marquardt optimizacije za Model 3 (ispis iz SAS-a)
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Slika 3.41: Rezultati Levenberg-Marquardt optimizacije za Model 3, nastavak (ispis iz
SAS-a)
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Slika 3.42: Rezultati testa adekvatnosti Modela 3 (ispis iz SAS-a)
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Slika 3.43: Procjena parametara i putanja Modela 3 (ispis iz SAS-a)
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Slika 3.44: Procjena parametara i putanja Modela 3, nastavak (ispis iz SAS-a)
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Slika 3.45: Korelacije Modela 3 (ispis iz SAS-a)
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Slika 3.46: Procjena parametara i putanja Modela 3, nastavak (ispis iz SAS-a)
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Slika 3.47: Procjena parametara i putanja Modela 3, nastavak (ispis iz SAS-a)
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Rezultati
Slika 3.48: Dijagram putanje strukturalnog Modela 3 s pripadnim koeficijentima putanje.
Oznake s272-s2713, S 241-s2411, s261-s267, t, a i R predstavljaju gresˇke varijabli prema
kojima su usmjerene.
Slika 3.48 prikazuje dijagram putanje strukturalnog Modela 3 s pripadnim koeficijen-
tima putanje, a tablica 3.3 sadrzˇi pokazatelje adekvatnosti Modela 3.
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MODEL χ2 d f NFI TLI RMSEA CFI SRMR GFI
Model 3 4424.77 269 0.894 0.889 0.056 0.900 0.047 0.922
Tablica 3.3: Pokazatelji testa adekvatnosti Modela 3
Testom adekvatnosti evaluirani Model 3 pokazao se kao pogodan za analizu rezultata
cˇitanja na uzorku ucˇenika iz Hrvatske.
Nakon uklanjanja varijabli Online chat i Sudjelovanje u grupnim diskusija ili foru-
mima na internetu, dobivamo pogodnu vrijednost testa adekvatnosti RMSEA (0.056). Sve
korisˇtene veze (putanje) statisticˇki su znacˇajne.
Iako su neke pogodne, sve vrijednosti pokazatelja testa adekvatnosti nisu u optimalnim
intervalima sˇto nas upuc´uje na zakljucˇak da se ne radi o savrsˇenom modelu za korisˇtenje
na rezultatima testova ucˇenika iz Hrvatske.
3.5 Usporedba rezultata
U tablici 3.4 prikazane su vrijednosti pokazatelja adekvatnosti svih evaluiranih modela.
MODEL χ2 d f NFI TLI RMSEA CFI SRMR GFI
Model 1 3725.70 166 0.888 0.876 0.066 0.892 0.050 0.918
Model 2 6093.22 318 0.871 0.863 0.060 0.876 0.050 0.904
Model 3 4424.77 269 0.894 0.889 0.056 0.900 0.047 0.922
Tablica 3.4: Pokazatelji testa adekvatnosti Modela 1,2 i 3
Za usporedbu evaluiranih modela, fokusiramo se na pokazatelje CFI i omjere χ2 vri-
jednosti i pripadnih stupnjeva slobode d f koji su pogodni za usporedivanje modela.
Vrijednosti CFI indeksa za evaluirane Modele 1,2 i 3 redom iznose 0.892, 0.876 i 0.900.
Vrijednosti navedenih omjera χ2 testa iznose redom 22.44, 19.16 i 16.45.
Vrijednosti oba pokazatelja za sva tri modela jasno pokazuju da je Model 3 najprik-
ladniji model za rezultate testova provedenih na ucˇenicima iz Hrvatske sˇto je u skladu sa
zasebnim pokazateljima adekvatnosti evaluiranih modela.
Rezultati Modela 3 daju naslutiti da postoji veza izmedu Samokontrole i ostalih latent-
nih varijabli. Samokontrola bolje predvida Stav prema cˇitanju nego Online cˇitanje i ima
indirektan efekt na Ostvareni rezultat u cˇitanju kroz preostale dvije latentne varijable. Pos-
toji veza izmedu Ostvarenog rezultata u cˇitanju i latentnih varijabli Online cˇitanje i Stav
prema cˇitanju iako pripadni koeficijenti nisu visoki.
Ucˇenici koji su skloniji korisˇtenju tehnologije za cˇitanje i imaju pozitivan stav prema
istom imaju vec´e sˇanse za ostvarivanje boljih rezultata na testovima cˇitanja.
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Sazˇetak
Strukturalno modeliranje (eng. Structural equation modeling) je multivarijatna metoda sta-
tisticˇke analize koja se koristi za analizu strukturiranih odnosa generiranih izmedu izmje-
renih varijabli i latentnih konstrukata. Pozadinu strukturalnog modeliranja cˇine faktorska i
visˇestruka regresijska analiza te analiza putanje. U ovom radu je opisana navedena metoda
i obraden primjer strukturalnog modeliranja.
Za evaluaciju korisˇtenih modela koristimo rezultate PISA istrazˇivanja provedenog 2009.
godine na ucˇenicima iz Hrvatske. U sklopu obradenog primjera strukturalnog modeliranja
analiziramo veze izmedu latentnih konstrukata samokontrole tijekom cˇitanja, korisˇtenja
tehnologije za cˇitanje i stava prema cˇitanju te ispitujemo njihov utjecaj na rezultate testova
cˇitanja.
Evaluacijom adekvatnosti triju modela definiran je najpogodniji model za obradu nave-
denih podataka. Samokontrola tijekom cˇitanja ima neizravan utjecaj na ostvarene rezultate
u cˇitanju kroz korisˇtenje tehnologije za cˇitanje i stav prema cˇitanju. Preostali evaluirani
latentni konstrukti utjecˇu izravno na ostvarene rezultate testova cˇitanja. Rezultati analize
pokazuju da postoji korelacija izmedu samokontrole tijekom cˇitanja i korisˇtenja tehnologije
za cˇitanje kao i korelacija izmedu samokontrole tijekom cˇitanja i stava prema cˇitanju.
Summary
Structural equation modeling is a multivariate statistical analysis method used to analyze
structured relationships generated between measured variables and latent constructs. The
basis of structural equation modeling is consisted of factor analysis, multiple regression and
path analysis. This thesis outlines the method and evaluates a structural equation modeling
example.
The results of the PISA 2009 survey conducted on Croatian students are used for the
evaluation of models. Within the evaluated example, we analyze the relationships between
latent constructs of self-control during reading, using technology for reading and reading
attitude, in addition to examining their impact on reading test results.
The best-fit model for processing the mentioned data is defined through the model-fit
evaluation of three models. Self-control during reading has an indirect impact on reading
results by using technology for reading and reading attitude. The remaining evaluated
latent constructs directly affect reading test results. The results of the analysis reveal a
correlation between self-control during reading and using technology for reading as well
as a correlation between self-control during reading and reading attitude.
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