We prove a localisation theorem for the type A n−1 rational Cherednik algebra H c = H 1,c (A n−1 ) over F p , an algebraic closure of the finite field. In the most interesting special where c ∈ F p , we construct an Azumaya algebra H c on Hilb n A 2 , the Hilbert scheme of n points in the plane, such that Γ(Hilb n A 2 , H c ) = H c . Our localisation theorem provides an equivalence between the bounded derived categories of H c -modules and sheaves of coherent H c -modules on Hilb n A 2 , respectively. Furthermore, we show that the Azumaya algebra splits on the formal completion of each fiber of the Hilbert-Chow morphism. This provides a link between our results and those of Bridgeland-King-Reid and Haiman.
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The p-center of Symplectic reflection algebras 1 Introduction 1.1 Let c ∈ Q be a rational number, and H 1,c (A n−1 ) the rational Cherednik algebra of type A n−1 with parameters t = 1 and c, that has been considered in [EG] (over the ground field of complex numbers).
For all primes p ≫ n, we can reduce c modulo p. Thus, c becomes an element of the finite field F p . We let k = k p be an algebraic closure of F p , and let H c := H 1,c (A n−1 , k p ) be the Cherednik algebra, viewed as an algebra over k p . Unlike the case of characteristic zero, the algebra H c has a large center, called the p-center. The spectrum of the p-center is isomorphic to [(A 2 ) n /S n ] (1) , the Frobenius twist of the n-th symmetric power of the plane A 2 .
1.2
We consider Hilb n A 2 , the Hilbert scheme (over k p ) of n points in the plane, see e.g. [Na1] . There is a canonical Hilbert-Chow map Υ : Hilb n A 2 → (A 2 ) n /S n that induces an algebra isomorphism Γ(Hilb n A 2 , O Hilb n A 2 ) ∼ = k (A 2 ) n /S n .
(1.2.1) Let Hilb (1) denote the Frobenius twist of Hilb n A 2 . We introduce an Azumaya algebra H c on Hilb (1) of rank rk H c = n! · p 2n . For all sufficiently large primes p, we construct a natural algebra isomorphism (a version of the Harish-Chandra isomorphism from [EG] )
The restriction of this isomorphism to the subalgebra Γ(Hilb (1) , O Hilb (1) ) yields, via (1.2.1), the above mentioned isomorphism between the algebra k (A 2 ) n /S n (1) and the p-center.
Remark 1.2.3. More generally, for any c ∈ k, not necessarily an element of F p , there is an Azumaya algebra on the Calogero-Moser space with parameter c p − c such that an analogue of isomorphism (1.2.2) holds for the Calogero-Moser space instead of the Hilbert scheme. This case is somewhat less interesting since the Calogero-Moser space is affine while the Hilbert scheme is not. ♦ One of our main results (Theorem 8.3 .
2) reads
Theorem 1.2.4. Fix a rational number c ∈ Q, c ≥ 1 or c = 0. Then, for all sufficiently large primes p, the functor RΓ :
is a triangulated equivalence between the bounded derived categories of sheaves of coherent H c -modules and finitely generated H c -modules, respectively, whose inverse is the localisation functor M → H c L ⊗ Hc M . Moreover, we have H i (Hilb (1) , H c ) = 0, ∀i > 0.
1.3
Now, fix ξ ∈ [(A 2 ) n /S n ] (1) , a point in the Frobenius twist of (A 2 ) n /S n . We write Hilb
(1) ξ = Υ −1 (ξ) for the corresponding fiber of the Frobenius twist of the Hilbert-Chow map, and let Hilb (1) ξ = Υ −1 (ξ) denote its formal neighborhood, the completion of Hilb (1) along the subscheme Hilb
(1) ξ . The theorem below, based on a similar result by Bezrukavnikov-Kaledin [BK] , says that the Azumaya algebra H c splits on the formal completion of each fiber of the Hilbert-Chow map, that is, we have the following result (see Theorem 8.4.1) Theorem 1.3.1. For each ξ ∈ [(A 2 ) n /S n ] (1) , there exists a vector bundle V ξ on Hilb (1) ξ such that one has H c Hilb
Given ξ as above, let m ξ be the corresponding maximal ideal in the p-center of H c , and let D b (H c -Mod) ξ be the full subcategory D b (H c -Mod) formed by the objects whose cohomology modules are annihilated by a high enough power of m ξ . On the other hand, let D b (Coh(Hilb (1) )) be the bounded derived category of coherent sheaves on Hilb (1) , and let D b (Coh(Hilb (1) )) ξ be the full subcategory of D b (Coh(Hilb (1) )) formed by the objects whose cohomology sheaves are supported on a formal neighborhood of Hilb (1) ξ . Theorems 1.2.4-1.3.1 imply the following Corollary 1.3.2. The category D b (H c -Mod) ξ is equivalent to D b (Coh(Hilb (1) )) ξ .
1.5
It seems certain that our results in characteristic p have their characteristic zero counterparts for the double-affine Hecke algebra of type A n−1 , specialized at a root of unity, cf. [Ch] ; in that case one has to replace Hilb n A 2 by Hilb n (C * × C * ), cf. [Ob] .
Also, it is likely that the results of the present paper can be generalized to the case of symplectic reflection algebras associated with wreath products Γ n = S n ⋉ Γ n , where Γ is a finite subgroup in SL 2 (k), see [EG, §11] . More generally, we are going to study Azumaya algebras arising via quantum Hamiltonian reduction from the general Nakajima quiver varieties, cf. [Na2] , (of which wreath-products are special cases). Our technique is ideally suited for such a generalization, that has been, in effect, suggested earlier by Bezrukavnikov and Nakajima. We are going to explore these topics elsewhere. ideas concerning applications of the technique of crystalline differential operators (in characteristic p) to representation theory. Without his help at several crucial places this paper would have never been completed. In addition, it will become obvious from what follows that our work was enormously influenced by the papers [BMR] and [BK] .
We are also grateful to I. Gordon for informing one of us about his unpublished results [G] .
2 Crystalline differential operators.
2.1
Throughout this paper we are working over the ground field k, an algebraically closed field of characteristic char k = p > 0. We write Fr : k → k, k → k p for the Frobenius automorphism. Given a k-vector space E, it is convenient to introduce E (1) , a vector space with the same underlying additive group as E, but with a 'twisted' k-linear structure given by k • e := F −1 (k) · e, ∀k ∈ k, e ∈ E. Note that if A is a k-algebra, then the map A → A, a → a p is an additive but not k-linear map, that becomes k-linear if considered as a map A (1) → A.
Given a map f : E → F between two k-vector spaces, we say that f is • p-linear, if f (k · e) = k p · f (e) for any k ∈ k, e ∈ E, i.e., if the corresponding map E (1) → F is k-linear; • p-graded if both vector spaces are equipped with Z-gradings E = E(i), F = F (i), and we have f (E(i)) ⊂ F (p · i) for all i.
2.2
Let X be a smooth algebraic veriety over k with structure sheaf O X . Write k[X] for the corresponding algebra of global sections. We let X (1) denote an algebraic variety with the same structure sheaf as X but with the 'twisted' k-linear structure. Thus, O X (1) := (O X ) (1) , and there is a canonical morphism Fr : X → X (1) called Frobenius morphism, such that the map f → f p on regular functions becomes identified with the natural sheaf imbedding Fr q O X (1) ֒→ O X . We write T X for the tangent sheaf on X, and let T * X denote the total space of the cotangent bundle. There is a canonical isomorphism T * [X (1) ] ∼ = [T * X] (1) , and we will use the notation T * X (1) for these two isomorphic varieties, and π : T * X (1) → X (1) for the natural projection. The space T * X, resp. T * X (1) , has a canonical symplectic structure, which makes k[T * X] a Poisson algebra.
Let D X denote the sheaf of crystalline differential operators on X, that is, a sheaf of algebras generated by O X and T X . Let D(X) := Γ(X, D X ) denote the corresponding algebra of global sections. More generally, given a locally-free coherent sheaf (= vector bundle) L on X, let D X (L) := L O X D X O X L ∨ be the sheaf of differential operators on L, and D(X, L) := Γ(X, D X (L)) the algebra of its global sections.
2.3
The sheaf D X is known to have a large center. Specifically, for any vector field ξ ∈ T X , the p-th power of ξ acts as a derivation, hence, gives rise to another vector filed, ξ [p] ∈ T X . The assignment ξ → ξ p − ξ [p] extends to a canonical algebra imbedding
(of sheaves on X (1) ) whose image, to be denoted Z X (1) ⊂ Fr qD X , equals the center of Fr qD X . Therefore, the isomorphism π qO T * X (1) ≃ Sym T X (1) makes Fr qD X a sheaf of π qO T * X (1) -algebras. This way, we may (and will) view Fr qD X as a coherent sheaf on T * X (1) , to be denoted D (1) . It is easy to describe the restriction of the sheaf D (1) to the zero section X (1) ⊂ T * X (1) . To this end, consider the natural action of the algebra Fr qD X on Fr qO X , a locally-free sheaf on X (1) of rank = dim X. The action of Fr qD X induces an algebra isomorphism, cf. [BMR] :
2.4 The Distribution sheaf. Following [BMR] , we introduce the following scheme Λ := X × X (1) T * X (1) , that may be thought of as the conormal bundle to the graph of Frobenius map Fr : X → X (1) . Let pr Λ→T * X (1) : Λ → T * X (1) be the second projection. A crucial observation made in [BMR] is that, pr * Λ→T * X (1) (D (1) ) is a sheaf of algebras on Λ which is canonically isomorphic, as an algebra, to the sheaf of endomorphisms of a vector bundle on Λ; in particular, D (1) is a (non-split whenever dim X > 0) Azumaya algebra on T * X (1) .
To explain this, consider the first projection pr Λ→X : Λ → X. It follows from definitions that we have canonical algebra isomorphisms
We introduce a distribution sheaf C Λ as a sheaf of O Λ -modules defined uniquely by the requirement, cf. [BMR] , that:
(2.4.1)
It was explained in [BMR] that C Λ is a locally-free coherent sheaf on Λ of rank = dim X.
It is instructive to describe the geometric fiber of C Λ at λ := (x, α) ∈ Λ, where x ∈ X and α ∈ T * X (1) is a covector at Fr(x) ∈ X (1) . This geometric fiber C Λ,λ is defined as follows.
Let m x ⊂ O X be the maximal ideal of the point x ∈ X, and put D X,x := D X /D X ·m x . Clearly, D X,x is a left D X -module. Transporting the structure, we get an Fr qD X -module Fr qD X,x = (Fr qD X )/(Fr qD X · Fr qm x ). Now, let k α be the 1-dimensional Z X (1) -module corresponding to the point α ∈ T * X (1) = Spec Z X (1) . The fiber of C Λ at λ ∈ Λ is given by the formula
This is a vector space of dimension dim C Λ,λ = dim X equipped with a left D (1) -module structure. Moreover, it is easy to verify that the left D (1) -action on the fibers of C Λ induces a canonical algebra isomorphism, see [BMR] :
It follows, in particular, that D (1) is an Azumaya algebra on T * X (1) .
2.5
The sheaf D X comes equipped with a standard increasing filtration D ≤k X , k = 0, 1, . . . , by the order of differential operator. For the associated graded sheaf, one has a graded algebra isomorphism gr D X ∼ = Sym T X = π qO T * X . The filtration on D X induces a filtration on Fr qD X and also the filtration Z ≤i X (1) := Fr qD ≤i X ∩Z X (1) on the central subalgebra Z X (1) . Observe that the latter algebra already has a natural grading obtained, via the isomorphism Z X (1) = Sym T X (1) , from the standard grading on the Symmetric algebra. With this grading, one has a p-graded algebra isomorphism Sym T X (1) ∼ −→ gr Z X (1) , cf. Sect 2.1, i.e. we have Sym i T X (1) −→ gr p·i Z X (1) , ∀i. Now, view Fr qD X as an Z X (1) -algebra. Thus, gr(Fr qD X ) becomes an gr Z X (1) -algebra that may be viewed, by the isomorphism Spec(gr Z X (1) ) = T * X (1) , as a G m -equivariant coherent sheaf on T * X (1) . On the other hand, consider the Frobenius morphism Fr T * X : T * X → [T * X] (1) and view Fr T * X q O T * X as a G m -equivariant coherent sheaf of algebras on T * X (1) , a G m -variety. With this understood, there is a natural G m -equivariant algebra isomorphism gr Fr qD X ≃ Fr T * X q O T * X .
(2.5.1) 2.6 The Rees algebra. Let D be an associative algebra, and write
where t is an indeterminate. We put a grading on D[t] by assigning D grade degree zero, and setting deg t = 1. Recall that, given an increasing filtration 0
one defines the Rees algebra of D as the following graded subalgebra:
There are standard isomorphisms
where, for any k[t]-algebra R and s ∈ k, we use the notation R| {s} := R/(t − s)R.
Conversely, given a flat Z ≥0 -graded k[t]-algebra R = i≥0 R(i), set D := R| {1} = R/(t − 1)R. This is a k-algebra equipped with a canonical increasing filtration D i , i = 0, 1, . . . , and with a canonical graded algebra isomorphism gr D ∼ = R| {0} = R/tR.
The filtration on D is defined in the following way. Put
From the definition of D, we get an isomorphism φ :
The above mentioned increasing filtration on D is defined by
Assume next that D = i≥0 D(i) is a graded algebra, and view it as a filtered algebra with filtration being induced by the grading, that is, defined by D i := j≤i D(j). Then, we have
We see that, for a graded algebra D, one has the following graded algebra isomorphism
2.7 The sheaf RD (1) . We apply the Rees algebra construction to Fr qD X , viewed as a sheaf of filtered algebras. Thus, we get a sheaf Rees Fr qD X of graded O X (1) -algebras. In Rees Fr qD X , we also have a central subalgebra Rees Z X (1) ⊂ Rees Fr qD X . By (2.6.3), the canonical grading on Z X (1) provides a p-graded algebra isomorphism Rees Z X (1) ≃ k[t] ⊗ Z X (1) . Thus, we obtain the following canonical algebra maps
(2.7.1) The composite map in (2.7.1) will be denoted z R D . It is a p-graded map, that may be thought of as a noncommutative counterpart of the algebra map
(2.7.2)
Specializations of the maps (2.7.2) and (2.7.1) at t = 0 coincide, and both reduce to a p-graded algebra map z X | t=0 : ξ → ξ p . On the other hand, specializing the map z R D at t = 1 one recovers the map (2.3.1).
More geometrically, the algebra map z X corresponds to a morphism of algebraic varieties
(2.7.4)
We will often identify Rees Fr qD X , a graded Rees Z X (1) -algebra, with a coherent sheaf of algebras on Spec(Rees Z X (1) ), that is, on A 1 ×T * X (1) . The resulting sheaf on A 1 ×T * X (1) , to be denoted RD (1) , is easily seen to be flat over A 1 , the first factor in A 1 × T * X (1) . Moreover, (2.6.3) yields the following isomorphisms of sheaves of algebras on T * X (1) :
Further, the grading on the Rees algebra Rees Z X (1) makes Spec(Rees Z X (1) ) a G mvariety. It follows from formula (2.6.3) that the natural G m -action on Spec Rees Z X (1) corresponds, via (2.7.4), to the G m -diagonal action on A 1 × T * X (1) . The sheaf RD (1) on A 1 × T * X (1) comes equipped with a canonical G m -equivariant structure.
3 Hamiltonian reduction in characteristic p 3.1 Lie algebras in characteristic p. Let A be a connected linear algebraic group over k. Write A (1) for the Frobenius twist of A, cf. §2, an algebraic group isomorphic to A and equipped with an algebraic group morphism Fr : A → A (1) , called the Frobenius morphism. The kernel of this morphism is an infinitesimal group scheme A 1 ⊂ A, called Frobenius kernel. By definition, one has an exact sequence:
The Lie algebra a := Lie A may be viewed as the vector space of left invariant vector fields on A. This vector space comes equipped with a natural structure of p-Lie algebra, i.e., we have a p-linear bracket preserving map a → a, x → x [p] . This way, the bracket on a makes the Frobenius twisted vector space a (1) a Lie algebra, so that the map x → x [p] becomes a k-linear Lie algebra morphism a (1) → a.
Let Sym a, resp. Ua, be the symmetric, resp. enveloping, algebra of a. The group A acts on Sym a and Ua by algebra automorphisms via the adjoint action.
We have the following canonical A-equivariant injective p-graded algebra map, analogous to (2.7.2):
(3.1.1)
The above map has a non-commutative counterpart. Specifically, the standard increasing filtration U qa on the enveloping algebra gives rise to a graded algebra Rees Ua = i≥0 t i · U i a, and we have the following injective Ad A-equivariant p-graded algebra homomorphism
The image of the map z R U is an Ad A-stable subalgebra contained in the center of Rees Ua.
Specializations of the maps z a and z R U at t = 0 coincide, and both reduce to the p-graded algebra map z a | t=0 : Sym a (1) ֒→ Sym a, x → x p . On the other hand, specializing the map z R U at t = 1, one obtains an algebra imbedding z U := z R U | t=1 : Sym a (1) ֒→ Ua. The image Z(a) := z U (Sym a (1) ) of this imbedding is a central subalgebra in Ua generated by the elements {x p − x [p] } x∈a , usually referred to as the p-center of Ua, cf. e.g. [Ja] . Thus, the map in (3.1.2) may be identified with the composite of the following chain of algebra homomorphisms, completely analogous to those in (2.7.1):
The adjoint action on Z(a) of the Frobenius kernel A 1 ⊂ A is trivial, hence, the Aaction on Z(a) factors through A (1) .
Twists and duality.
Let a * denote the k-linear dual of a, and write a 1, * := (a (1) ) * for the k-linear dual of a (1) . For any linear function λ ∈ a * , the assignment x → λ(x) p gives a p-linear map a → k, that is, k-linear function on a (1) , to be denoted λ (1) . This way, one obtains a p-linear map a * → (a (1) ) * , λ → λ (1) . The latter map may be also thought of as a canonical k-vector space isomorphism (a * ) (1) ∼ −→ (a (1) ) * , λ → λ (1) . On the other hand, given λ ∈ a * , we may form the following composite map x → x [p] → λ(x [p] ), which is also a p-linear map a → k, to be denoted λ [1] . This gives another p-linear map a * → (a (1) ) * , λ → λ [1] .
It is convenient to view the two maps above as members of a 1-paramater family of maps. Specifically, we define the following p-linear map of k-vector spaces
(3.2.1) This is a Lie algebra analogue of the map (2.7.3). The map κ a is induced, via the canonical isomorphisms k[t] ⊗ Sym a ∼ = k[A 1 × a * ] and Sym a (1) ∼ = k[a 1, * ], by the algebra homomorphism (3.1.1). Further, specializing (3.2.1) at t = 1 one obtains the following Lie algebra analogue of Artin-Schrier map that will play an essential role later in this paper
Let X * (A) := Hom(A, G m ) be the character lattice of A. The differential of a character f : A → G m at 1 ∈ A gives a linear function x → x(f )(1) on the Lie algebra a. We denote this linear function by dlog f , so that the assignment f → dlog f yields an additive group homomorphism dlog : X * (A) → a * .
Fix f ∈ X * (A) and put φ := dlog f ∈ a * . Observe that, for any x ∈ a, viewed as a left invariant vector field on A, we have x(f ) = φ(x) · f . It follows that the p-th power of x, viewed as a left invariant differential operator on A of order p, acts on a character f ∈ X * (A) as multiplication by the constant φ(x) p ∈ k. On the other hand, this differential operator is a derivation, which corresponds to the left invariant vector field x [p] . Thus, we also have x [p] (f ) = φ(x [p] ) · f . Combining together the equations above, we deduce
(3.2.3)
3.3
Let χ ∈ a * be a fixed point of the coadjoint A-action on a * . Thus, χ : a → k is an Ad A-invariant Lie algebra homomorphism. We extend χ to an algebra map Ua → k, and consider the following composite homomorphism
Definition 3.3.2. Let I χ := Ker(Ua → k) denote the kernel of χ, the two-sided ideal in Ua generated by the elements {x − χ(x)} x∈a . We set
Also, write I ϕ ⊂ Sym a (1) = k[a 1, * ] for the ideal generated by the elements {y −ϕ(y)} y∈a (1) , i.e., the maximal ideal corresponding to a point ϕ ∈ a 1, * .
Formula (3.3.1) shows that I
χ is a maximal ideal in Z(a) that goes, under the isomorphisms k[a 1, * ] ∼ = Sym a (1) ∼ = Z(a), to the maximal ideal in k[a 1, * ] corresponding to the point κ(χ) ∈ a 1, * , that is, to the ideal I κ(χ) . Thus, we have
3.4 Restricted enveloping algebras. We form an ideal Ua·I
(1) χ ⊂ I χ , which is clearly an A-stable two-sided ideal in Ua. The algebra u χ (a) := Ua/Ua · I (1) χ has dimension dim u χ (a) = p dim a , and is called the 'χ-restricted' enveloping algebra. By definition there is an exact sequence
(3.4.1)
The A 1 -action on Z(a) being trivial, it preserves the ideal Ua · I
(1) χ , hence induces a well-defined A 1 -action on u χ (a) by algebra automorphisms. We set
(3.4.2)
Thus, i χ is an A 1 -stable two-sided ideal in u χ (a), generated by the elements {x − χ(x)} x∈a .
In the special case χ = 0, the restricted enveloping algebra, u 0 (a) := Ua/Ua · I
(1) 0 , inherits from Ua the structure of a Hopf algebra. This Hopf algebra is dual to k[A 1 ], the coordinate ring of the Frobenius kernel A 1 .
For any χ, the map ad x : u → x · u − u · x, x ∈ a, u ∈ u χ (a), extends to a welldefined u 0 (a)-action on u χ (a), that is, to an algebra map ad : u 0 (a) −→ End k u χ (a) . This u 0 (a)-action corresponds to the adjoint action on u χ (a) of the Frobenius kernel A 1 .
Moment maps. Let
A be a linear algebraic group as in sect.3.1, and let A×X → X be an algebraic action on X, a smooth k-variety. Any element x ∈ a gives rise to an algebraic vector field ξ x on X. We may view ξ x as a regular function on T * X. This way, the assignment x → ξ x extends uniquely to an A-equivariant Poisson algebra map µ alg : Sym a → k[T * X]. Since Sym a ∼ = k[a * ], this algebra map induces an A-equivariant morphism µ : T * X → a * , called the moment map, such that the algebra map µ alg becomes the pull-back via µ.
The following natural diagram commutes
The corresponding commutative diagram of induced algebra morphisms reads:
Sym a (1)
The assignment x → ξ x also gives a Lie algebra morphism a −→ T X that extends uniquely to an A-equivariant associative algebra homomorphism µ U : Ua → D X .
Remark 3.5.2. More generally, given an A-equivariant vector bundle L, one defines similarly an associative algebra homomorphism µ U : Ua → D(X, L). ♦
The morphism µ U is compatible with the natural filtrations, hence, extends to a canonical graded algebra homomorphism µ R : Rees Ua −→ Rees D X , that may also be interpreted as a map Rees Ua −→ π qRD (1) , cf. Sect. 2.7.
We have the following non-commutative analogue of (3.5.1):
Rees Ua µ R / / Rees(Fr qD X ) = π qRD (1) .
(3.5.
3)
The top row in this diagram is the same as in (3.5.1). The map µ R in the bottom row specializes at t = 1 to the map µ R | t=1 = µ U : Ua → D X considered earlier, and specializes at t = 0 to the map µ R | t=0 = µ alg . The vertical maps in diagram (3.5.3) are the p-graded algebra morphisms considered earlier.
From commutativity of diagram (3.5.3) for t = 1 and formula (3.3.3), we deduce that the canonical isomorphism Z X (1)
T * X (1) . We introduce the following subscheme in T * X (1) : T 1, * χ := zero scheme of µ U (I (1) χ ) = zero scheme of µ alg (I κ(χ) ) = µ (1) −1 (κ(χ)), (3.5.4) the scheme-theoretic fiber of the moment map µ (1) : T * X (1) → a 1, * over the point κ(χ), cf. (3.2.2).
3.6 Quantum Hamiltonian reduction. Let D be any associative, not necessarily commutative, k-algebra equipped with an algebraic action of the group A by algebra automorphisms and with an A-equivariant algebra map ρ : Ua → D such that the adjoint a-action on D, given by ad
It is easy to verify that multiplication in D descends to a well-defined associative algebra structure on (D/D·ρ(I)) A , the space of A-invariants in D/D·ρ(I).
Abusing notation, from now on we will write D·I instead of D·ρ(I).
Remark 3.6.1. The algebra (D/D·I) A may be thought of as a 'Hamiltonian reduction' of D with respect to I. ♦
Observe also that, if u ∈ D is such that u mod(D·I) ∈ (D/D·I) A , then the operator of right multiplication by u descends to a well-defined map
Let χ : a → k be an Ad A-invariant Lie algebra morphism, and u χ (a) the corresponding χ-restricted enveloping algebra. Recall that this algebra comes equipped with the adjoint action of A 1 , the Frobenius kernel. Now let D be an associative algebra equipped with A 1 -action, and ρ : u χ (a) → D an A 1 -equivariant algebra morphism. One shows similarly that, given an A 1 -stable two-sided ideal i ⊂ u χ (a), there is a natural associative algebra structure on (D/D·i) A 1 . In the special case i = i χ , see (3.4.2), the algebra (D/D·i χ ) A 1 may be thought of as a quantum hamiltonian reduction of D with respect to the action of A 1 , an 'infinitesimal' group-scheme.
3.7 Hamiltonian reduction of differential operators. We keep the setup of Sect. 3.5. Thus, we have an Ad A-invariant homomorphism χ : a → k, the corresponding ideal I
(1)
is the restriction of the sheaf D (1) to T 1, * χ , the scheme-theoretic fiber of the moment map, see (3.5.4). Thus, D
(1) χ is a coherent sheaf of associative algebras on the subscheme T 1, * χ . By construction, the map Ua → D(X) = Γ(T * X (1) , D (1) ) descends, in view of exact sequence (3.4.1), to an A 1 -equivariant algebra homomorphism
(3.7.2)
Recall the two-sided ideal i χ ⊂ u χ (a), see (3.4.2), and form a sheaf
This is a sheaf on T 1, * χ that may be thought of as a Hamiltonian reduction of the algebra D (1) χ with respect to the action of A 1 . The construction of Sect. 3.6 applied to D := D (1) χ and to the homomorphism (3.7.2), gives E χ the natural structure of a coherent sheaf of associative algebras on the scheme T 1, * χ ⊂ T * X (1) . Observe further that the A-action on D (1) factors, when restricted to A 1 -invariants, through the quotient A (1) = A/A 1 . Thus, the sheaf E χ acquires an A (1) -equivariant structure.
On the other hand, rather than performing the Hamiltonian reduction of D
(1) χ with respect to the A 1 -action, one may perform the Hamiltonian reduction of D (1) , a larger object, with respect to the action of A, a larger group, that is, to consider A-invariants in D (1) D (1) ·π q I χ (recall that, abusing notation, we write D X ·I χ for the left ideal generated by the image of I χ under the map µ U : Ua → D X , and use similar notation in other cases, e.g., for the ideal D (1) ·π q I χ above). The elementary result below is a manifestation of the general principle saying that Hamiltonian reduction can be performed in stages: to make a Hamiltonian reduction with respect to A, one can first perform Hamiltonian reduction with respect to A 1 , and then make reduction with respect to A (1) = A/A 1 .
Lemma 3.7.4. There is a canonical algebra isomorphism
Proof. To simplify notation, we write D (1) · I χ instead of D (1) · π q I χ and use similar shorthand notation for I
Taking A 1 -invariants on both sides, we deduce an isomorphism (of sheaves of associative algebras on T 1, * χ ):
Applying the functor Γ(X (1) , −) A (1) to A (1) -equivariant sheaves in (3.7.5), we obtain a chain of canonical algebra isomorphisms
.
The Lemma follows.
3.8 The case of free A-action. Assume now that the A-action on X is free and, moreover, there is a smooth geometric quotient variety Y , and a smooth morphism pr Y : X ։ Y whose fibers are exactly the A-orbits, see [GIT] . Let I + ⊂ Ua denote the augmentation ideal, and write D X · I + = D X · a for the left ideal generated by the image of I + under the homomorphism µ U : Ua → D(X).
Applying the construction of sect. 3.1 to the algebra D := D X and the left ideal D X ·I + (generated by µ U (I + )) one gets an associative algebra D X /D X · I + A .
It is well-known that the algebra of differential operators on Y can be expressed in terms of differential operators on X as follows
More generally, fix an algebraic homomorphism χ :
There is a χ-twisted version of (3.8.1) that provides a canonical isomorphism
Taking global sections on each side of the isomorphism and using (3.7.4), one obtains a chain of algebra isomorphisms:
The isomorphism above makes sense, in effect, in a slightly more general setting where χ : a → k is an Ad A-invariant character that does not necessarily exponentiate to an algebraic group homomorphism A → G m . Although, generally, the sheaf O(χ) is not defined in such a case, the corresponding sheaf D Y (χ) of twisted differential operators is always well-defined, cf. [BB] , and the isomorphism in (3.8.2) still holds.
Remark 3.8.3. The algebra D(Y, χ) may be thought of as a quantization of the commutative algebra k[µ −1 (χ)] A , the coordinate ring of the Hamiltonian reduction of T * X with respect to the 1-point orbit {χ} ⊂ a * and the moment map µ : T * X → a * . ♦ 4 Azumaya algebras via Hamiltonian reduction 4.1 Main result. Let X be a smooth A-variety. Below, we are going to extend considerations of section 3.8 to a more general case where the A-action on X is not necessarily free, but the corresponding Hamiltonian A-action on T * X is 'close to being free'. We consider the moment map µ : T * X → a * , and the scheme-theoretic fiber
From now on, we make the following
which is a reduced smooth locally-closed connected subvariety in T * X such that • The differential of the moment map µ : T * X → a * is surjective at any point of M;
• The A-action on M is free, moreover, there is a smooth geometric quotient variety M and a smooth morphism M → M which is a principal A-bundle whose fibers are precisely the A-orbits in M, see [GIT] ; The assumptions above insure that the standard symplectic structure on T * X induces a symplectic structure on M . Thus, the manifold M may be thought of as a Hamiltonian reduction of T * X at 0. Now, let χ ∈ a * be an Ad A-stable character χ : a → k, such that κ(χ) = 0. Recall the notation T 1, *
We are going to define a coherent sheaf A χ on M (1) that will be an Azumaya O M (1)algebra of rank p dim M , to be called the quantum hamiltonian reduction of D X at κ(χ). The construction goes as follows.
We restrict E χ = (D (1)
Definition 4.1.2. Let A χ be the following coherent sheaf of associative algebras on M (1) :
Assume next that we are given two A-fixed points χ, ψ, such that the character χ − ψ :
In particular, the Basic assumption holds for χ if and only if it holds for ψ, and we may view the set M as a geometric quotient of an open subset of either T 1, * χ or T 1, * ψ . The result below that will play a key role in subsequent sections, is a generalization of [BK, Proposition 4.8] . We are grateful to R. Bezrukavnikov for his ideas which are used in the proof below.
Theorem 4.1.3. Fix an A-fixed point χ ∈ a * such that κ(χ) = 0 and such that the Basic Assumptions 4.1.1 hold. Then we have
has finite homological dimension then the functors below give mutually inverse equivalences of bounded derived categories of sheaves of coherent A χ -modules and finitely generated A χ -modules, respectively:
another point satisfying all the assumptions above and such that χ − ψ ∈ dlog(X * (A)). Then the corresponding Azumaya algebras A χ and A ψ are Morita equivalent (but not necessarily isomorphic).
The rest of this section is devoted to the proof of the Theorem. As will be explained in Sect. 4.4 below, part (iii) of Theorem 4.1.3 is entirely due to Bezrukavnikov-Kaledin [BK, Proposition 2.2] . A result similar to part (iv) of the theorem is also contained in an updated version of [BMR, §2.3 .1].
Remark 4.1.4. The assumption of the Theorem that κ(χ) = 0 may be relaxed, as will be explained elsewhere. ♦ 4.2 Deformation construction. We are going to apply the Rees algebra formation to all the objects involved in the construction of the algebra A χ . In more detail, the standard filtration on Ua induces a filtration on the p-center, so we have a central graded subalgebra Rees Z(a) ⊂ Rees Ua. Further, associated with the ideal I χ , we have a graded ideal Rees I χ ⊂ Rees Ua. Thus, Rees Z(a) ∩ Rees I χ is a graded ideal in Rees Z(a). A Rees algebra analogue of formula (3.1.2) says that this ideal is generated by the following set
(4.2.1)
Further, we consider the p-graded algebra homomorphism
which is a k[t]-linear extension of the homomorphism considered in (3.1.2). We put
The map z R U restricts to a p-graded isomorphism RI
χ ) may be viewed as an ideal in O A 1 ×T * X (1) . A Rees algebra analogue of formula (3.5.4) shows that, if κ(χ) = 0, then the subscheme in A 1 × T * X (1) corresponding to the ideal µ R (RI
(1) . One checks further, going through the identifications used above, that
(1) arising from the natural grading and A (1) -action on RI
(1) χ is the one where the group G m acts diagonally, and the group A (1) acts only on the factor [µ −1 (0)] (1) .
Next, we mimick formulas (3.7.1) and (3.7.3) and put
, and we put
, a G m -equivariant sheaf of associative algebras on A 1 × M (1) , viewed as a G m -variety with diagonal action. The sheaf RA χ is flat over the A 1 -factor, and it is clear from the construction and isomorphisms (2.7.5) that, for any s ∈ A 1 {0}, we have a natural isomorphism RA χ {s}×M (1) ∼ = A χ . Next, we study the restriction of the sheaf RA χ to the special fiber s = 0. To this end, we consider an ideal O T * X · π q gr µ U (I χ ) ⊂ O T * X . The zero scheme of this ideal clearly equals µ −1 (χ). Hence, the zero scheme of the ideal (1) . By the Basic Assumptions, the differential of µ is surjective at any point of the open subset M ⊂ µ −1 (0). It follows that the ideal Fr q O T * X · π q gr µ U (I χ ) is reduced at any point of the open subset M (1) ⊂ T 1, * χ , and we have (
Thus, since RA χ is flat over A 1 , from formula (3.7.5) we deduce
Thus, we have proved
Applying formula (2.6.2) to the algebra R := R and using (4.2.5), we get a natural increasing filtration on the algebra Γ(M (1) , A χ ) such that for the associated graded algebra, to be denoted gr R Γ(M (1) , A χ ), we have gr R Γ(M (1) , A χ ) = R {0} = R/tR. On the other hand, the G m -action induces a grading on the algebra Γ(M , O M ) = Γ(M (1) , Fr qO M ). As a first step towards the proof of Theorem 4.1.3, we establish the following result Lemma 4.2.6. (i) The sheaf A χ is locally free, and H i (M (1) , A χ ) = 0 for all i > 0.
(ii) There is a graded algebra isomorphism
In the course of the proof below, we will repeatedly use the following elementary result Proof of Lemma 4.2.6. We consider the following diagram
aff .
(4.2.8) Formula (4.2.5) says thatĩ * RA χ ∼ = Fr qO M . Thus, RA χ is a G m -equivariant sheaf on A 1 × M (1) such that its restriction to the subvariety {0} × M (1) is a locally free sheaf. It follows that the sheaf RA χ must be itself locally free. Indeed, every point in any G mvariety is known to have a G m -stable affine Zariski open neighborhood. Applying this to the G m -action on M (1) and taking global sections over a G m -stable affine neighborhood, we see that our claim reduces to Lemma 4.2.7. Thus, we have proved that the sheaf RA χ , hence its restriction to {1} × M (1) , is a locally free sheaf. But RA χ {1}×M (1) = A χ , thus, the first claim of part (i) of the Lemma is proved.
Recall further that the variety M is symplectic, hence it has trivial canonical bundle. Therefore, by the Grauert-Riemenschneider theorem (see [EV] for char k > 0 case), the higher direct image sheaves R q f * O M vanish for all q > 0. Therefore, from the commutative square on the left of (4.2.8) we deduce
aff , let X s,m :=f −1 (s, m) be the corresponding fiber of the mapf . For each integer q > 0, we consider the following integer-valued function:
This is an upper semicontinuos function on A 1 × M
aff , by the Semicontinuity Theorem, cf. [Har, III, 12.8] . It follows, since the G m -action on M is attracting, that the function h q attains its maximum at a point of the form (0, m) ∈ {0} × M (1) . But for any such point, we have h q (0, m) = 0 by (4.2.9). Therefore, h q ≡ 0, for any q > 0. Thus, the higher (derived) direct image sheaves R qf * RA χ vanish for all q > 0, by [Har, III, 12.9] . Now, the (ordinary) direct image sheaff * RA χ is by construction flat over A 1 . Therefore, the vanishing of the higher direct images implies that the Proper Base Change theorem for the Cartesian square on the right of diagram (4.2.8) involves no higher derived functors. Thus, using Base Change and the definition of affinization we obtain aff ]-module. We conclude that the sheaff * RA χ , hence its restrictioñ f * RA χ {1}×M (1) = A χ , is locally free. Moreover, we obtain gr R Γ(M (1) , 
We form the following associative algebras, cf. Sect. 3.6:
The algebra imbeddings above give the following space a natural D χ -D ψ -bimodule structure
where the superscript 'ψ−χ' denotes the (ψ−χ)-weight component of the natural (adjoint) A-action. Further, write E χ := {e ∈ E x(e) = χ(x) · e, ∀x ∈ a} for the χ-weight space of Ua, which is an D χ -module, and define E ψ similarly. Observe that the natural D-bimodule structure on the algebra D, via left and right multiplication, descends to a D-D χ -bimodule structure on the vector space Hom k (E χ , E).
We leave verification of the following elementary result to the reader. (ii) We have the following D χ -D ψ -bimodule isomorphisms
The composite map induces, for χ = ψ, an algebra isomorphism
Proof of Theorem 4.1.3. We have
. The sheaf A χ in the left hand side of this equality is locally free, by Lemma 4.2.6(i). It follows that the sheaf E χ M (1) is also locally free, specifically, we have an isomorphism of sheaves of O M (1) -algebras:
Now, let x ∈ M (1) and writex := ̟(x) ∈ M (1) for its image. Let E x , resp. Ax, denote the geometric fiber at x, resp. atx, of the corresponding locally free sheaf. We deduce from (4.4.1) that there is an algebra isomorphism
(4.4.2)
Thus, to prove that A χ is an Azumaya algebra, it suffices to show that E x is a matrix algebra, for any x ∈ M (1) . By definition, we have E x = (D (1)
x is the geometric fiber at x of the sheaf D (1) .
We know that D (1) is an Azumaya algebra on T * X (1) . Hence, there is a vector space E and an algebra isomorphism D (1) x ∼ = End k E. Using this, from the last statement of Lemma 4.3.2 we deduce the following algebra isomorphisms
Thus, E x is a matrix algebra, as claimed. This proves that A χ is an Azumaya algebra.
To complete the proof of part (i) of the Theorem, we use Lemma 3.7.4 to obtain the following chain of canonical algebra maps
The composite map provides the algebra map claimed in part (i) of Theorem 4.1.3. Part (ii) of the Theorem follows directly from the cohomology vanishing in Lemma 4.2.6(i).
Next, we prove (iv). To this end, we first show that E χ and E ψ are Morita equivalent Azumaya algebras on M (1) . Let D (1) M denote the restriction of the Azumaya algebra D (1) to the subset M (1) ⊂ T 1, * χ = T 1, * ψ . We put χ E ψ := Hom D (1)
. It is clear that χ A ψ is a coherent sheaf of A χ -A ψ -bimodules. We claim that χ E ψ is a locally free sheaf on M (1) , and χ A ψ is a locally free sheaf on M (1) .
To prove the claim we mimic the argument in the proof of Lemma 4.2.6(i). Specifically, we observe that the standard increasing filtration on π qD (1) induces a natural increasing filtration on π q( χ E ψ ). Therefore, using the Rees algebra construction, we may form a G m -equivariant sheaf R( χ E ψ ) on A 1 × M (1) . Now, arguing as in Lemma 4.2.6, we show first that 
is a locally free sheaf on M (1) and, moreover, we have a natural isomorphism
This way, one proves that χ E ψ is a sheaf of A (1) -equivariant, locally projective (E χ -E ψ )bimodules. In particular, the Azumaya algebras E χ and E ψ are Morita equivalent.
To analyze the structure of χ A ψ , fix a point x ∈ M (1) , and write D
(1) x ∼ = End k E.
We have shown at the beginning of the proof that for the geometric fibers (at x) of the Azumaya algebras E χ , resp., E ψ , one has the following formulas
Next, setx := ̟(x) ∈ M (1) . Using (4.4.4), from Lemma 4.3.2(ii) we deduce the following (A χ )x -(A ψ )x-bimodule isomorphisms, cf. (4.3.1):
We conclude that the sheaf χ A ψ is a sheaf of projective A χ -A ψ -bimodules, hence, it provides a Morita equivalence between the Azumaya algebras A χ and A ψ .
It remains to prove part (iii) of Theorem 4.1.3. This is a special case of the following more general result [BK, Proposition 2.2] .
Proposition 4.4.5 (Bezrukavnikov-Kaledin) . Let M be a smooth connected variety over k with the trivial canonical class, and such that the morphism M → M aff is proper. Let A be an Azumaya algebra on M such that H i (M , A ) = 0, ∀i > 0 and, moreover, the algebra A := Γ(M , A ) has finite homological dimension.
Then, the following functor provides an equivalence beteen the bounded derived categories of sheaves of coherent A -modules and finitely-generated A-modules, respectively:
The proof of this Proposition exploits the technique of Serre functors, and is similar in spirit to the proof of [BKR, Theorem 2.4] .
Part (iii) of our Theorem follows from the Proposition since for any A -module F , one
This completes the proof of the Theorem 4.1.3.
A Harish-Chandra homomorphism
5.1 Frames in a vector space. In this section, we let k be an arbitrary algebraically closed field, either of characteristic zero or of characteristic p.
Let V be an n-dimensional vector space over k. In case the field k has finite characteristic we assume throughout that char k > n ≥ 2.
We introduce the following definition.
Definition 5.1.1. An ordered n-tuple (ℓ 1 , . . . , ℓ n ) of 1-dimensional subspaces in our fixed n-dimensional vector space V is said to be a frame if one has V = ℓ 1 . . . ℓ n .
Let Fr denote the variety of all frames in V . The Symmetric group S n acts on Fr by renumbering the members of the n-tuple.
We put G = GL(V ). The action of G on V induces a transitive G-action on Fr that commutes with S n -action. The isotropy group in G of a frame L = (ℓ 1 , . . . , ℓ n ) ∈ Fr is a maximal torus T ⊂ G, formed by the maps g ∈ GL(V ) which preserve each of the lines ℓ i , i = 1, . . . , n. Thus, there is a (non-canonical) isomorphism Fr ∼ = G/T . Given a vector v ∈ V and a frame L = (ℓ 1 , . . . , ℓ n ) ∈ Fr, there are uniquely determined elements v i ∈ ℓ i , i = 1, . . . , n, such that v = v 1 + . . . + v n . We say that v and L are in general position if none of the elements v i vanishes.
Let g = Lie G = gl(V ) be the Lie algebra of G, and g rs ⊂ g the Zariski open dense subset of semisimple regular elements. The group G acts on g via the adjoint action, and preserves the set g rs .
Let x ∈ g rs . The n-tuple L = (ℓ 1 , . . . , ℓ n ) formed by the eigen-spaces of x is a frame, which is uniquely defined up to permutations. The isotropy group of L is equal to T x , the centralizer of x in G. We say that a vector v ∈ V and the element x ∈ g rs are in general position if so are v ∈ V and L (this property is clearly independent of the choice of order of the lines ℓ i ).
Let V • ⊂ V denote the set of all nonzero elements. Fix a pair x ∈ g rs and v ∈ V • . Let P v ⊂ G be the isotropy group of v. Write Ad G(x) for the conjugacy class of x in g. Thus, we have Ad G(x) ∼ = G/T x and V • ∼ = G/P v . We leave the proof of the following elementary result to the reader The group G acts diagonally on Fr × V . We consider the product Fr × V × h reg as a G × W -variety, where the group G acts through its action on the factor Fr × V , and the group W acts through the W -diagonal action on Fr × h reg .
We define a map ν : Fr × V × h reg −→ g rs × V , by assigning to a triple v ∈ V , h = (h 1 , . . . , h n ) ∈ h reg ⊂ k n and L = (ℓ 1 , . . . , ℓ n ) ∈ Fr the pair (x, v) ∈ g rs × V , where x = ν(h, L) : V → V is the linear map that acts on the line ℓ i as multiplication by h i ∈ k, for all i = 1, . . . , n. One has the following diagram:
t h h h h h h h h h h h h h h h h h h h h
where the map pr 12 denotes the projection to the first two factors, and the map pr h is the third projection. The latter map is clearly W -equivariant. The map ν intertwines the G-action on Fr × V × h reg with the natural diagonal G-action on g rs × V . Furthermore, the group W acts along the fibers of ν and makes this map a Galois covering with Galois group W , cf. e.g. [CG, Ch. 3 ] for a similar Grothendieck-Springer diagram.
We also consider G-diagonal action on g × V , and let U ⊂ g rs × V denote the set of all pairs (x, v) ∈ g rs × V • such that x and v are in general position. It is clear that U is a G-stable Zariski open dense subset of g × V .
Then, x and v are in general position if and only if we have
Proof. Part (i) is immediate from Lemma 5.1.2(5) and the isomorphisms Fr ∼ = G/T x ∼ = Ad G(x). Part (iii) follows from (i), and part (ii) follows from definitions.
Part (ii) of the Corollary implies that the set U is equal to ν((Fr×V ) • ×h reg ), moreover,
We restrict diagram (5.2.1) to the open subset (Fr × V ) • × h reg ⊂ Fr × V × h reg , and obtain a diagram:
Thus, the projection pr • h in (5.2.3) is a W -equivariant principal G-bundle.
5.3
The 'radial part' homomorphism. We consider the vector space E := g × V , and the polynomial algebra k[E ]. The group G acts diagonally on E, hence, on the algebra k[E ]. We observe that the first projection Recall the open subset U ⊂ E = g × V . The action of G on U induces an algebra map Ug → D(U ). We fix c ∈ k, and perform the Hamiltonian reduction of the sheaf D U , of crystalline differential operators on U , at the point χ c . This way, we get an associative algebra Γ(U, D U /D U · I c ) G , which inherits an increasing filtration from the standard filtration on D U . Let ∆ g denote the second order Laplacian on g associated to a nondegenerate invariant bilinear form. We will identify ∆ g with the operator ∆ g ⊗ 1 ∈ D(g) ⊗ D(V ) = D(E) acting trivially in the V -direction. Restricting the latter differential operator to U , we may view ∆ g as an element of the algebra Γ(U, D U /D U ·I c ) G .  Write x 1 , . . . , x n for coordinates in h = k n , Proposition 5.3.2. For any c ∈ k, there is a natural filtration preserving algebra isomor-
on zero order differential operators, and such that Ψ c (∆ g ) = L c , where
is the Calogero-Moser operator with rational potential, corresponding to the parameter c.
Proof. Set X := (Fr × V ) • , and consider the map X = (Fr × V ) • −→ Y = pt, which is a principal G-bundle by Corollary 5.2.2. We apply formula (3.8.2) to this bundle map and to the character
Recall next that the map ν • : X × h reg → U in (5.2.3) is a Galois covering with Galois group W . Therefore, pull-back via ν • gives rise to canonical isomorphisms
The map (ν • ) q takes the ideal D U ·I c into (D X ·I c )⊠D h reg , hence we deduce an isomorphism
We compose the latter map with the map (5.3.4) (restricted to W -invariants) to obtain an algebra isomorphism
Finally, let R + be the set of positive roots of our root system R ⊂ h * of type A n−1 , and set δ := α∈R + α. We conjugate the map Ψ ′ c in (5.3.5) by δ. That is, for any u ∈ Γ(U, D U /D U · I c ) G , let Ψ c (u) be a differential operator on h reg given by Ψ c (u The equation Ψ c (∆ g ) = L c is verified by a direct computation similar to one in the proof of [EG, Proposition 6.2] . We leave details to the reader. 6 The rational Cherednik algebra of type A n−1 .
6.1 Basic definitions. Let Z[S n ] denote the group algebra of S n . Write s ij ∈ S n for the transposition i ↔ j. We consider two sets of variables x 1 , . . . , x n , and y 1 , . . . , y n , and let S n act on the algebras Z[x 1 , . . . , x n ] and Z[y 1 , . . . , y n ] by permutation of the variables.
We define the rational Cherednik algebra of type A n−1 as a Z[c]-algebra, H, with generators x 1 , ..., x n , y 1 , ..., y n and Z[S n ], and the following defining relations, see [EG] : We keep our standing assumption char k > n, and write e = 1 n! g∈W g ∈ k[S n ] ⊂ H c for the symmetrizer idempotent. Let eH c e ⊂ H c be the Spherical subalgebra, see [EG] .
Recall the tautological representaion of S n on h = k n , and identify the variables x 1 , . . . , x n , resp. y 1 , . . . , y n , with coordinates on h, resp. on h * . The algebras H c and eH c e come equipped with compatible increasing filtrations such that all elements of W and x i ∈ h * ⊂ H c have filtration degree zero, and elements y i ∈ h ⊂ H c have filtration degree 1.
The Poincaré-Birkhoff-Witt theorem for rational Cherednik algebras yields graded algebra isomorphisms gr H c ∼ = k[h * × h]#W, and gr(eH c e) ∼ = k[h * × h] W .
(6.1.2) 6.2 Dunkl representation. The group W = S n acts naturally on the algebra D(h reg ) of crystalline differential operators on the open set h reg ⊂ h, and we let D(h reg ) W ⊂ D(h reg ) be the subalgebra of W -invariant differential operators. The standard increasing filtration on the algebra of differential operators induces an increasing filtration on the subalgebra D(h reg ) W , and we have gr
According to Cherednik, see also [EG] , [DO] , there is an injective algebra homomorphism, cf. [EG] : [EG] . Further, the map Θ c in (6.2.1) is known to be filtration preserving, and it was proved in [EG] We will need the following analogue of the surjectivity part of [EG, Corollary 7.4 ].
Proposition 6.3.1. Let k = Q be the field of rational numbers. Then, for all c ∈ k, the algebra B c is contained in the image of the following composite map
Proof. We repeat the argument used in [EG] , which is quite standard. Specifically, the algebra B c contains a subalgebra C c ⊂ B c formed by so-called Calogero-Moser integrals. The algebra C c is a commutative algebra containing the Calogero-Moser operator L c , and isomorphic to (Sym h) W , due to a result by Opdam. Moreover, the associated graded map corresponding to the imbedding C c ֒→ B c induces an isomorphism, cf. (6.2.2):
gr
Observe next that the imbedding g
3. Thus, we identify (Sym g) G with (Sym E) G , and view the latter as a subalgebra in D(E) G formed by constant coefficient differential operators. Clearly, this is a commutative subalgebra that contains ∆
The homomorphism Ψ c of Proposition 5.3.2, hence Ψ c , takes the algebra (Sym g) G , viewed as subalgebra in Γ(E, D E /D E · I c ) G , to a commutative subalgebra of D(h reg ) W containing L c . Further, one proves by a standard argument that Ψ c (Sym g) G ⊂ C c , cf. e.g. [BEG] , moreover, the induced map gr Ψ c : gr(Sym g) G −→ gr C c = (Sym h) W is the Chevalley isomorphism (Sym g) G ∼ −→ (Sym h) W . It follows that the map Ψ c induces an isomorphism (Sym g) G ∼ −→ C c . Now the algebra B c is known to be generated by the two subalgebras k[h * ] W and C c (since gr B c = k[h * × h] W , viewed as a Poisson algebra with respect to the natural Poisson structure on h * × h = T * h, is known to be generated by the two subalgebras k[h * ] W and k[h] W ). By Proposition 5.3.2, we have Ψ c (k[E ] G ) = k[h * ] W and as we have explained above, one also has Ψ c (Sym g) G = C c . We conclude that B c is equal to the subalgebra in D(h reg ) W generated by Ψ c (k[E ] G ) and Ψ c (k[E ] G ), hence, is contained in the image of the map Ψ c .
7 An Azumaya algebra on the Hilbert scheme 7.1 Nakajima construction reviewed. We keep the notations of §5. In particular, we have a vector space V over k, such that char k > n ≥ 2, where n = dim V. We put G := GL(V ) and g := Lie G = gl(V ). We will freely identify g * with g via the (integral) pairing g × g → k, (x, y) −→ 1 n tr(x · y). The group G acts naturally on V and also on g, via the adjoint action. We consider the G-diagonal action on the vector space E = g × V , and the corresponding Hamiltonian G-action on the cotangent bundle: T * E = E * × E ∼ = g × g × V * × V. The moment map for this action is given by the formula
(7.1.1)
Recall the notation introduced in 5.3.1. Observe that the Lie algebra homomorphism χ c = c · tr ∈ g * corresponds, under the identification g * ∼ = g, to the element c · Id V ∈ g.
Following Nakajima, we introduce the set
This is an affine algebraic variety equipped with a natural GL(V )-action. If c = 0, then M c is known, see [Na1] , [Wi] , to be smooth, moreover, the G-action on M c is free. The quotient M c := M c /G is a well-defined smooth affine algebraic variety of dimension 2 dim V , called Calogero-Moser space. It was first considered in [KKS] , and studied in [Wi] , cf. also [Na1] . By definition, M c is the Hamiltonian reduction of T * E with respect to the 1-point G-orbit χ c ∈ g * . The standard symplectic structure on the cotangent bundle thus induces a symplectic structure on M c .
If c = 0, then the set M 0 is not smooth, and G-action on M 0 is not free. Let M s 0 be the subset of 'stable points' formed by quadruples (x, y,v, v 
is a cyclic vector for (x, y), i.e., such that there is no nonzero proper subspace V ′ ⊂ V that contains v and that is both xand y-stable. Then, M s 0 is known to be a smooth Zariski open G-stable subset in M 0 . Moreover, the differential of the moment map µ, see (7.1.1), is known, cf. [Na1] , to be surjective at any point of M s 0 , and the G-action on M s 0 is free. The following description of Hilb n A 2 , the Hilbert scheme of zero-dimensional length n subschemes in the affine plane A 2 , is essentially due to Nakajima [Na1] .
Proposition 7.1.2. There exists a smooth geometric quotient morphism M s 0 → Hilb n A 2 .
Remark 7.1.3. It is known that Hilb n A 2 is a smooth connected (non-affine) algebraic variety of dimension 2 dim V . ♦ Thus, the Hilbert scheme Hilb n A 2 may be viewed as a 'Hamiltonian reduction' of T * E at the 1-point G-orbit {0} ⊂ g * . In particular, Hilb n A 2 has a natural symplectic structure.
It is known that for any quadruple (x, y,v, v) ∈ M 0 , the operators x, y can be put simultaneously in the upper-triangular form. Hence, the diagonal components of these two operators give a pair of elements diag x, diag y ∈ h, well defined up to simultaneous action of W = S n . The assignment (x, y,v, v) −→ (diag x, diag y) clearly descends to a morphism Υ : Hilb n A 2 → (h ⊕ h)/W , called Hilbert-Chow morphism. It is known that the Hilbert-Chow morphism induces an isomorphism We introduce the following simplified notation for the scheme-theoretic fiber of the moment map µ (1) : T * X (1) → g 1, * over the point κ(χ c ):
This trivially follows from definitions since a vector v ∈ V which is cyclic for x ∈ g is necessarily also cyclic for any pair of the form (x, y) ∈ g × g.
Thus, we have the diagram
. We obtain the following chain of algebra homomorphisms
We let Ψ A c be the composite homomorphism.
8 Localization functor for Cherednik algebras 8.1 From characteristic zero to characteristic p. We begin by reminding the general technique of transferring various results valid over fields of characteristic zero to similar results in characteristic p, provided p is sufficiently large. We fix c = a/b ∈ Q with b > 0. For any prime p = b, reducing modulo p, we may (and will) treat c = a/b as an element of F p . We let k p ⊃ F p denote an algebraic closure of F p , and consider the corresponding k p -algebras H c and eH c e.
We begin with the following characteristic p analogue of Proposition 6.3.1. Proof. For c = a/b ∈ Q, we consider the ring Z[ 1 n! , c] = Z[ 1 n! , 1 b ] obtained by inverting n! and b. The algebras Γ(E, D E /D E ·I c ) G and D(h reg ) W , are both defined over Z, hence have natural Z[ 1 n! , c]-integral structures. We will denote the corresponding Z[ 1 n! , c]-algebras by the same symbols. Therefore, we may (and will) consider the 
where j denotes the inclusion. Proposition 6.3.1 says that
. Since all the algebras involved are finitely generated, it follows that there exists an integer q ∈ Z such that
Thus, for all primes p > n which do not divide q, reducing the above inclusion modulo p, we get
. The Lemma is proved.
We now consider the algebras H c and eH c e over the ground field Q of the rational numbers, and let H c eH c be the two-sided ideal in H c generated by the idempotent e.
We will use the following unpublished result of I. Gordon, [G] . We are going to deduce a similar result in characteristic p, which reads The proof of the Corollary will exploit the following standard result of commutative algebra, [Gr] , Expose IV, Lemma 6.7. To prove the Claim, consider the standard increasing filtration F q on H and the induced filtration F q(H/HeH) on the quotient algebra H/HeH. 1 The associated graded gr F (H/HeH), is a finitely generated commutative Z[ 1 n! ][c]-algebra. Clearly, it suffices to show that this algebra vanishes generically over Spec Z[ 1 n! ][c]. To this end, observe that gr(H/HeH) is a finitely generated module over the graded algebra gr(H), which is a quotient of the smash-product algebra
Generic Flatness Lemma. Let
(here we regard h as a free rank n module over Z[ 1 n! ][c]; its dual h * is also free of rank n; by the Poincare-Birkhoff-Witt theorem proved in [EG] , the algebra gr(H) and the above smash-product become isomorphic after tensoring with Q). We deduce that gr(H/HeH) is a finitely generated module over the commutative algebra Z[ 
where 1 H denotes the unit of the Z[ 1 n! ][c]-algebra H. We may specialize this equation at any rational value c = a/b ∈ Q to obtain a similar equation for the corresponding Z[ 1 n! , 1 b ]algebras. If c > 1 or c = 0, then, according to Claim 8.1.4, we may further assume that f (c) = k/l = 0. Now, let p be a prime such that p > max{n, k, l}. Reducing (the specialization of) equation (8.1.5) modulo p, for the corresponding F p -algebras we get f (c)·1
i . Thus, we have proved that 1 Hc ∈ H c eH c , and the first statement of the Corollary follows. It is well-known that this implies the last statement of the Corollary as well.
8.2 Localization of the Spherical subalgebra. We have the following A c -version of Proposition 6.3.1. Proof of this Theorem will be given later in this section.
Remark 8.2.2. A similar construction also produces an isomorphism Ψ A c :
The proof of this generalization is similar to the proof of Theorem 8.2.1, but involves twisted differential operators and twisted cotangent bundles. It will be presented elsewhere. ♦
Composing the isomorphism of Theorem 8.2.1 with the inverse of the Dunkl representation (6.2.1), we obtain the following Azumaya version of the Spherical Harish-Chandra isomorphism considered in [EG] 
Thus, we have proved part (i) of the following theorem, which is one of the main results of the paper We deduce that both ı and  must be surjective and, therefore, Im gr Ψ A c = gr B c . Now, the inclusions in (8.2.6) show that we must have Im(Ψ A c ) = B c and, moreover, the map Ψ A c gives an isomorphism Γ Hilb (1) 
8.3 Localization of the algebra H c . We introduce the following localization functor
. Since RΓ(A c ) = eH c e, and the functor RΓ is an equivalence by Theorem 8.2.4, we conclude that L oc(eH c e) = A c .
Observe next that eH c is a projective eH c e-module, by Corollary 8.1.3. Hence we conclude that R c := L oc(eH c ) = A c ⊗ eHce eH c is a locally free sheaf of A c -modules. It is easy to see by looking at the restriction of R c to the generic locus of Hilb (1) that R c is a vector bundle on Hilb (1) of rank n! · p 2n .
We put H c := End Ac (R c ). This is clearly an Azumaya algebra on Hilb (1) again, and we have rk H c = n! · p 2n . The left H c -action on each fiber of the sheaf R c induces a natural algebra map
The second main result of the paper reads Theorem 8.3.2. Fix c ∈ Q ≥1 or c = 0. Then, for all sufficiently large primes p, we have (i) The map (8.3.1) is an algebra isomorphism, moreover, RΓ i (Hilb (1) ,
Proof. We have
The Ext-group on the right vanishes for all i > 0 since eH c is a projective eH c e-module.
In the case i = 0, we have the following isomorphisms This proves the first statement of part (i). The cohomology vanishing statement follows from Theorem 4.1.3(ii). To prove part (ii) we use the following commutative diagram
Since the left vertical arrow is an equivalence by Theorem 8.2.4, it follows that the right vertical arrow is an equivalence as well. The functor RΓ is a right adjoint of L oc, hence, it must also be an equivalence, which is a quasi-inverse of L oc. 
The above vector bundle V ξ , resp. W ξ , is called a splitting bundle for H c , resp. for A c . The rank of a splitting bundle is equal to the rank of the corresponding Azumaya algebra. In particular, the rank of a splitting bundle for H c equals n!·p 2n .
Remark 8.4.2. Conjecture 1.3.3 formulated in the Introduction would imply, in particular, that, for ξ = 0, the vector bundle Fr * (R c Hc V 0 ) is independent of the choice of prime p ≫ 0.
In view of Theorem 4. To this end, using the strategy of [BK] , we invoke a theorem of Gabber [Ga] , saying that, for any affine scheme Y , one has Br(Y ) ∼ = H 2 et (Y, G m ) torsion , the torsion part of the secondétale cohomology of Y with coefficients in the multiplicative group. It is a simple matter to see that the norm-map associated to the projection q : [h×h] (1) −→ [(h×h)/W ] (1) gives rise to a morphism onétale cohomology, cf. [BK] :
Now let D (1) := Fr qD h be the standard Azumaya algebra on T * h (1) = [h × h] (1) , arising from the sheaf of crystalline differential operators on h, cf. §2. The sheaf D (1) has a natural W -equivariant structure, hence the corresponding class [D (1) ] is a W -invariant class in the Brauer group, that is an element of
The Theorem would follow provided we show that Υ * β = [A c ]. We first prove a weaker claim that 
To complete the proof of (8.4.4), we use Theorem 4.1.3(iv) and deduce that, for all c ∈ F p , the corresponding Azumaya algebras A c are Morita equivalent, hence represent the same class in Br(Hilb (1) ). Thus, we may assume without loss of generality that c = 0. In that case the corresponding algebra eH c e is isomorphic to D(h) W . Furthermore, going through the Hamiltonian reduction construction of the Azumaya algebra A 0 , it is easy to verify that we have an Azumaya algebra isomorphism (Υ S ) * B ∼ = A 0 S • . This yields an equality of the corresponding classes in Br(S • ), and (8.4.4) follows.
To complete the proof of the Theorem we recall the well-known result saying that restriction to a Zariski open dense subset induces an injective morphism of the corresponding Brauer groups. Thus, we have an injection Br(Hilb (1) ) ֒→ Br(S • ), α → α S • , and we have shown above that (Υ * β) S • = [A 0 ] S • . Hence, Υ * β = [A 0 ] = [A c ], ∀c ∈ F p , and the Theorem is proved. 9 Induction functor and comparison with [EG] In this subsection, we let k be an arbitrary algebraically closed field, either of characteristic zero or of characteristic p.
9.1
Let P be a linear algebraic group with Lie algebra p, and D an associative algebra equipped with a P -action by algebra automorphisms and with a P -equivariant algebra map ρ : Up → D, as in Sect. 3.6. Recall our convention to write D · J instead of D · ρ(J).
Definition 9.1.1. Given a two-sided ideal J ⊂ Up, let Ind(D↑J) ⊂ D denote the annihilator of the left D-module D/D · J. This is a two-sided ideal in D, called the ideal induced from J.
It follows from the definition that Ind(D↑J) is the maximal two-sided of D contained in the left ideal D · J.
Assume next that P is an algebraic subgroup in another connected linear algebraic group G. Set g := Lie G, and let Ug be the corresponding enveloping algebra. Thus, p ⊂ g and Up ⊂ Ug. Given a two-sided ideal J ⊂ Up, as above, we may form an induced ideal Ind(Ug↑ J) ⊂ Ug. Now, let G act on an associative algebra D, and let Ug → D be a G-equivariant algebra map. We consider the composite map Up ֒→ Ug → D. Let J ⊂ Up be a two-sided ideal and Ind(Ug↑J) ⊂ Ug the corresponding induced ideal. Since J ⊂ Ug · J we have D · Ind(Ug↑J) ⊂ D · J. Hence, the projection D/D·Ind(Ug↑J) ։ D/D·J induces an algebra map (D/D·Ind(Ug↑J)) G −→ (D/D·J) P .
(9.1.2)
9.2
We recall the setup of section 7.1, so V is an n-dimensional vector space over k, and we put G = GL(V ) and g = gl(V ). We also fix c and let χ c := c · tr : g → k be the corresponding Lie algebra character From now on, we fix a non-zero vector v ∈ V . Let P be the parabolic subgroup of G formed by the maps V → V that preserve the line kv. Thus G/P ∼ = P(V ), the n − 1dimensional projective space associated to V . We put p := Lie P , and write χ p c := χ c p for the character χ c restricted to the subalgebra p ⊂ g. Thus χ p c ∈ p * is a P -fixed point for the coadjoint action of P on p * .
We extend χ p c to an associative algebra homomorphism χ p c : Up → k, and let J c := Ker(Up → k), denote the corresponding two-sided ideal generated by the elements {x − c · tr(x)} x∈p , see Definition 3.3.2. Also, write Ind c := Ind(Ug↑J c ) for the two-sided ideal in Ug induced from J c . It is known that Ind c is a primitive ideal in Ug, moreover, it is exactly the primitive ideal considered in [EG] .
The adjoint action of G on g gives rise to an associative algebra homomorphism ad : Ug → D(g). Thus, we may consider the homomorphism (9.1.2) in the special case D := D(g), J := J c . As usual, we abuse the notation and write D(g)·Ind c instead of D(g)·ad Ind c for the corresponding left ideal in D(g).
We propose the following Conjecture 9.2.1. For any c ∈ k, the following canonical map is an algebra isomorphism:
(9.2.2)
9.3
In chapter 7 of [EG] , the authors have constructed, for any c ∈ k, an algebra homomorphism, called the deformed Harish-Chandra homomorphism: such that one has Φ c (∆ g ) = L c , the Calogero-Moser operator. The reader should be warned that the map referred to as the deformed Harish-Chandra homomorphism in [EG] was actually a map D(g rs ) G −→ D(h reg ) W . However, it has been shown in [EG] that the latter map vanishes on the two-sided ideal D(g rs ) · Ind c G = D(g rs ) · Ind c ∩ D(g rs ) G , hence, descends to a well-defined homomorphism D(g rs ) D(g rs ) · Ind c G = D(g rs ) G D(g rs ) · Ind c G −→ D(h reg ) W , (9.3.2)
where the equality on the left exploits semisimplicity of the ad G-action on D(g rs ).
The construction of [EG] can be also carried out over a field k of characteristic p. In that case, the adjoint G-action on D(g rs ) is not semisimple, so the equality on the left of (9.3.2) does not hold, in general. A more careful analysis of the construction of [EG] , similar to that of Section 5 of the present paper, shows that it actually produces, without any semisimplicity assumption, a homomorphism of the form (9.3.1).
9.4
Recall the open subset U ⊂ g rs × V • formed by all pairs (x, v) in general position, see Sect. 5.1. Let g • ⊂ g rs be the set of all elements x ∈ g = gl(V ) which are in general position with our fixed vector v ∈ V . Clearly, g • is an Ad P -stable Zariski open dense subset of g. Recall also the two-sided ideal I c ⊂ Ug introduced in Sect. 5.3.
The following result provides a relation between the Harish-Chandra homomorphism Ψ c of Proposition 5.3.2, and the homomorphism (9.3.1). 
Further, it is clear that the map (x, t) → (x, t · v) gives a P -equivariant isomorphism g • × G m ∼ −→ U v . Thus, we obtain the following diagram We compose this map with the isomorphism (3.8.2) applied to X, Y := G × P U v , and to the P -bundle map in diagram (9.4.2). This way, we get a chain of algebra morphisms F ′ c : Γ(g • ) P −→ D(X) P −→ D(X D X /D X ·J c ) P −→ D(U, χ c ). (9.4.3)
One can show, using the equality Ind(Ug↑J c ) = ∩ g∈G Ad g(Ug · J c ), that a suitably refined version of the above construction produces a well-defined algebra map
Furthermore, one verifies that composing the map F ′′ c with the natural restriction map Γ(g rs , D rs g /D rs g · J c P −→ Γ(g • , D g • /D g • · J c P one obtains a homomorphism F c that makes the diagram of the Proposition commute.
10 Appendix: The p-center of symplectic reflection algebras by Pavel Etingof
Let k be an algebraically closed field of characteristic p > 0, V a finite-dimensional symplectic vector space over k, and Γ ⊂ Sp(V ) a finite subgroup. We assume that p is odd and prime to |Γ|. Write S ⊂ Γ for the set of symplectic reflections in Γ. Let H t,c (V, Γ) be the symplectic reflection algebra with parameters t and c ∈ k[S] Γ , as defined in [EG] . The algebra H t,c comes equipped with an increasing filtration such that gr H t,c ≃ SV #Γ. Let Z t,c be the center of H t,c , equipped with the induced filtration.
The main result of this appendix is the following theorem.
