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We introduce the concept of pseudo polar-derivatives of abstract polynomials 
from E to K (E being a vector space over an algebraically closed field K of charac- 
teristic zero) which generalizes to vector spaces the well-known concept of polar 
derivatives (cf. [4, pp. 44 and 521) for ordinary polynomials from C to C (the field 
of complex numbers). Herein we employ supergeneralized circular regions, a vector 
space analogue of classical circular regions in the complex plane, to determine the 
location of null-sets of pseudo polar-derivatives of abstract polynomials. Our main 
theorem of this paper generalizes the corresponding classical version due to 
Laguerre [4, Theorems (13, l)-( 13,2)] and a field analogue due to Servos [9, 
Corollary (4.2), p. 3601. Some interesting examples are also discussed to throw light 
on some relevant facts. 6 1989 Academic Press, Inc. 
1. INTRODUCTION 
Throughout the present paper E denotes a vector space over K, an 
algebraically closed field of characteristic zero. A mapping P: E -+ K is 
termed an abstract polynomial (q.) of degree n if, for each x, y E E, 
" 
P(x + PY) = 1 Ak(X, Y)Pk? VPEK, (1.1) 
k=O 
where the A,(x, y) E K are independent of p and A,(x, y) f 0. We denote 
by Pn the class of’ all nth degree a.p.‘s. We know that ,4,(x, y) (resp. 
A,(x, y)) is independent of y (resp. X) and that A,(& y) is an a.p. of degree 
n - k in x (for fixed y) and an abstract homogeneous polynomial of degree 
k in y (for fixed x). For details we refer to [S, pp. 303-304; 2, pp. 760-761; 
7, pp. 84&843]. Obviously, since A,(x, y) E A,(O, y) # 0 for some y, the 
set 
F(P)={~EEI~#O,A,(O,~)#O}#~, Plzc$ (n2 1). (1.2) 
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We also write 
Z(P) = {XE E 1 P(x) = 0}, VPEYn 
and call it the null-set of P. Given P E gn via ( 1.1) and an h E F(P), we 
define for each k = 1, 2, . . . . n, the k th pseudo-derivative Pp’ of P (relative 
to h) by 
Pjlk’(x) = (k!)A,(X, h), VXEE, 
the first members being denoted also by Pi, Pi, etc. We know (cf. [7, 
Proposition 2.3 and Remark 2.41 with E = K) that if P E gn then Pik) E 9”‘,- k 
for all k with 
h0’(P)*hfF’(PjIC)) and (pi4-‘);, = p(k+ 1) h f Vk; (1.3) 
and, furthermore, if P is given by (1.1) then (cf. [7, Eq. (2.7)]) 
Pik’(x+ph)= i j(j-l)...(j-k+ l)Aj(x, h)p’-k, V~EK. (1.4) 
j=k 
Two nonconstant a.p.‘s P and Q are said to be faithful if F(P) n 
F(Q) # 4. Existence of such polynomials is not hard to look for in view 
of (1.3). For example, every pair from P, PL, Pi, . . . . Pp-‘) is faithful, 
provided P E gn with n > 2. (Here the Pp’ and P are a.p.‘s of degrees (n - k) 
and n, respectively.). Other more interesting examples of faithful abstract 
polynomials (not connected with the same P) can also be found in 
Example 4.3 by varying L, n, and the ;1,. 
We write E=Eu (w> (resp. K=Ku (a)), where o (resp. 00) has the 
properties of a vector (resp. scalar) infinity and we shall not distinguish 
between w  and cc when E = K (cf. [7, p. 834; 9, pp. 352 and 3721). We 
know (cf. [l, pp. 3840; 6, pp. 248-2551) that K= K,,(i) = (a+ ib: a, 
b E K,}, where K0 is a maximal ordered subfield of K and i2 + 1 = 0. If 
K, = R (the field of reals) then K= C (the field of complex numbers). Now, 
for z E K, the notations Z, Re z, Im z, and Izl are analogously defined as in 
C. The notion of K,-convexity in K is similarly clear. A subset A of K, is 
called a generalized circular region (g.c.r.) of K, if it satisfies the following 
two conditions: (1) o E A if A is not K,-convex; and (2) q<(A) is K,-convex 
for every [E K- A, where cpr(z) = l/(z - i) for z E K,. The family of all 
g.c.r.‘s is denoted by D(K,). It is easy to see that 4, K, K,, and singletons 
{z} (and their complements in K, ) are trivial members of K, . The 
nontrivial members of D(C,) are the open interior (or exterior) of a circle 
or an open half-plane, adjoined with a (possibly empty) connected subset of 
the boundary. Open or closed members of D(C,) are called classical c.r.‘s. 
Full details can be found all together in [8, pp. 527-528; 9, pp. 378-3811. 
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2. PRELIMINARIES 
Given a subset S c E,, we define 
G&G Y) = {P E Kc I x + PY E S>, Vx, y E E. (2.1) 
We say that SED*(E,) if G,(x, y) E D(K,) for all x, ye E. Members of 
D*(E,) are called supergeneralized circular regions (sg.c.r.) of E,. Clearly, 
q4, E, E, are trivial memers of D*(E,). Since G,(x, 0) is K or 4 according 
as x E S or x $ S (cf. properties of w  and co ), we have 
~0 4 G,(x, 0) E DW, h VXEE 
and 
~0 E Gs(x, Y) for xeE and yeE-(0) iff YES. (2.2) 
Therefore 
SE D*(&) iff G,(x,~)ED(K,) VXEE, GEE-{O}. (2.3) 
The following proposition shows that there are abundantly many sg.c.r.‘s 
which are nontrivial (e.g., different from 4, E, E,, and singletons {x} and 
their complements in E,) and that the family D*(E,) of sg.c.r’s of E, is a 
natural generalization to vector spaces (having arbitrary dimension, finite 
or otherwise) of the concept of generalized circular regions of K, or C, 
as introduced by Zervos (including the classical circular regions considered 
in complex analysis). 
PRoposIT10~ 2.1. We have the following: 
(a) If SE D*(E,), then a+ASE D*(E,,) for all elements aE E and 
II E K; 
(b) Every maximal subspace of E belongs to D*( E,) and hence, by 
(a), all its translations (e.g., hyperplanes) are also in D*(E,); 
(c) D*(K,) = D(K,) and, hence, D*(C,) E D(C,). 
Proof (a) The proof is trivial for 1=0 due to the fact that 
a + AS = {a}. If 1 #O, then the proof follows from the following observa- 
tion that 
G,+Ax, Y) = GJ(x - a)/4 Y/A) E D(K, ), Vx, y E E. 
(b) Let S= {x E E: L(x) = 0} be the maximal subspace of E defined 
by a nontrivial linear functional L: E -+ K. It is not hard to check that if 
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y E S then G,(x, y) = K or 4 according to whether x E S or x 4 S, and that 
if y#S then 
G&v Y) = Kc - { -GWLY)). 
In all cases, therefore, G,(x, y) E D(K,) and so SE D*(E,). The rest of the 
statement in (b) follows from (a). 
(c) Let E=K and write w  00. If SED(K,) then SED*(K,) 
because G,(x, v) = f(S) E D(K,) f or all x, y E E (y # 0), where 
f(a) = (a - x)/y (for CJ E K,) defines a homographic transformation of K, 
(cf. [8, Proposition 1.11). Conversely, if SED*(K,) we show that 
SED(K,). To this effect, we let b$ S and observe that Gs(b, l)eD(K,) 
and pb(S)=cpC(Gs(b, 1)) for c=O. Since b= b+O. 1 #S, we see that 
c = 0 # G,(b, 1) and qr(G,(b, 1)) = qb(S) is K,-convex by definition of 
D(K,). Finally, if S is not K,,-convex then it is not difficult to see that 
G,(x, y) E D(K,) is not KO-convex for all x, YE E(y ZO). Hence 
o E G,(x, y) by definition of D(K,). This, in turn, means that o E S 
(cf. (2.2) with o E cc). All this implies that SE D(K,) by definition. This 
completes the proof of(c). 
3. PSEUDO POLAR-DERIVATIVES 
We shall assume that all a.p.‘s are of degree at least one. Given faithful 
a.p.‘s P E gn, Q E 9* and a scalar 2 E K - {0}, we define the scalar multiple 
IP, the sum P + Q, the difference P - Q, and the product P . Q in the usual 
manner as in composition of maps. It is easy to verify the following: 
/IPEP” and F(2P) = F(P); 
pQ~-%,,m and F(PQ) = W) n F(Q); (3.1) 
P+QeP’, and W f Q) 2 F(P) n F(Q), 
where N<max{m, n}. 
DEFINITION 3.1. Given faithful a.p.‘s P E 9$ and Q E pi, we define 
PI,, = PJQ; .I = nPQA - QPL VheF(P)nF(Q) (3.2) 
and call P,,, the pseudo polar-derivative of P (relative to h) with pole Q. 
Note that h E F(Qb) n F(Pb) by (1.3), and the definition of P,., makes sense 
in view of (3.1) and ~EF(P,,~). 
If Peg” is given by (1.1) and Q~9i is given by Q(x+PJJ)= 
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Bob, Y) + B,(x, YIP with h E F(P) n F(Q), then Q(x) = Bob, h), QKx) = 
B,(x,h)=B,(O,h)#Oforallx~E,and(cf. (1.4)withk=l) 
Pdx + oh) = PwAQ; x + ph) 
= nP(x + ph)Qk(x + ph) - Q(x + ,oh)P;(x + ph) 
- CBOCxT h, + Bl(02 h)Pl 
( 
i jAjtx, h)P’-’ . (3.3) 
j= 1 > 
Here the coefficient of p” is zero in (3.3) and so P,,, is an a.p. of degree at 
most n- 1 with F(P)nF(Q)cF(P,,,). 
In what follows, we show that the notions of pseudo polar-derivatives of 
a.p.‘s from E to K and polar-derivatives of ordinary polynomials from K to 
K (cf. [4, p. 443) coincide when E = K. If f: K -+ K is an n th degree 
(ordinary) polynomial and [E K, we define 
f,(z) -f1(L 2) = nf(z) + (i -z)f’(z) for ZE K, (3.4) 
where f' is the formal derivative of f, and call fi = fi([, .) the polar- 
derivative off with pole i (cf. [8, pp. 528-5291 or [4, p. 441). 
PROPOSITION 3.2. Zf E = K, then 
(i) P E P* if and only if P is an ordinary polynomial of degree n from 
K to K. 
(ii) Zf PEG then F(P)=K-(0) and Pj,k’=hkP(k) for all h#O, 
where Pck’ is the formal derivative of P treated as ordinary polynomial. In 
particular Pik’ = Pck’ when h = 1 and if, in addition, K= C then Pp’ becomes 
the usual derivative of P as defined via calculus. 
(iii) If P E S?m and Q E: 9: are faithful, then 
P,.,iQ; .) = hQ’ . p,(k ‘1, Vh#O, 
where P,(A, .) is the polar-derivative of P defined via (3.4) with pole 
A= - Q(O)/Q’(O) and the two notions coincide. 
Proof (i) Let Pe9$ be given by (1.1) and hEF(P), then h#O, 
E=K= {p. 1 ) ~EK}, and O#A,(O, h)=h”.A,(O, 1). So A,(O, l)#O and 
AJO, p)=A,(O, p. l)=p”.A,(O, l)#O for p#O. This means that 
F(P) = K- (0). Next, 
p(p)=p(o+p.l)= i A,(& l)pk, VPEK. 
k=O 
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That is, P is an ordinary polynomial from K to K and we are done with 
the direct implication in (i). The converse part has already been proved in 
[7, Remark 2.4(111)], and (i) is thus established. 
(ii) The proof is obvious in view of (i) and [7, Remark 2.4(111)]. 
(iii) Let PE 9n and Q E pi; then P and Q are ordinary polynomials 
of degrees n and 1, respectively (cf. (i)). Let Q(P) = b, + b,p. Then 
b, = Q(O), b, = Q’(P) = Q’(0) # 0 for all p E K, and we have (for all h # 0) 
PI,~) = PLAQ; PI> VPEK, 
= np(~)Qi(O - Q(P)~‘~(P), 
= hCnpb)Q’(~)- Q(P)P’(P)I, by (ii), 
= hQ’(o)Cnp(~) - (P -~P’b)l> 
= ~Q’(P) .P,(A P), Vp E K (since Q’(P) = b, 
for all p). 
That is, PJQ; .) = hQ’. P,(A, .). If h = 1 and Qk E Q’ E 1 (for example, 
take Q(p)= (p-n)), then PIJQ; .)=fi(& .) with P-fand we are done. 
This completes the proof. 
4. THE MAIN THEOREM 
After introducing the basic concepts, we are now ready to prove the 
main theorem of this paper concerning the location of the null-sets of 
pseudo polar-derivatives PIJQ; .) of a.p.‘s in terms of sgc.r.‘s of E,. We 
then deduce, among other results, two important theorems due to Laguerre 
and to Zervos as applications of the main theorem. Some interesting 
examples will also be discussed. 
THEOREM 4.1. Given faithful a.p.‘s PE LZ?~ and Q EP~;, let P,,, = P,,*(Q; -) 
denote the pseudo polar-derivatives of P given by (3.2). Zf SE D*(E,) such 
that Z(P) s S and Z(Q) n S = 4 then 
Z(P,,tJ c s, Vh E F(P) n F(Q). 
Proof: Suppose on the contrary that P,,,(x) =0 for some x$ S and 
h E F(P) n F(Q). Let P be given by (1.1) and Q be given by Q(z + py) = 
B,(z, y) + B,(z, y)p for every z, y E E. Then B,(z, h) = B1(O, h) = Qj,(z) # 0 
for all z E E and A,(z, h) E A,(O, h) # 0 for all z E E. Now 
PI&) = nP(x). Q;l(x) - Q(x). Pi(x) = 0, Q;(x) = B,(O, h) # 0, (4.1) 
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where neither Q(X) nor &(x) can vanish. For, otherwise, P(x) would 
vanish due to (4.1), contradicting the choice of x outside S. (Recall that 
Z(P) E S.) Since Q(x) = I&(x, h) # 0 and P(x) # 0, Eq. (4.1) gives 
f’L(x) QXx, B,(xt h) (l/n).-=---=---- 
P(x) Q(x) B,(x, A)#" co. (4.2 1 
Since K is algebraically closed, we can write 
P(x + PA) = i A,(& NPk, 
k=O 
cjol [P-Pj(x,h)l, VPEK, 
where pj- p,(x, h) E K and are independent of p. Comparing various 
powers of p in the two expressions for P(x + ph), we obtain 
P;(x)=A,(x,h)=(-l)“-‘d(n-l,n), 
P(x) = A,(x, h) = (- l)“d(n, n), 
where d(k, n) denotes the sum of all possible products of pI, p2, . . . . p,, 
taken k at a time. Consequently, 
(4.3) 
and (cf. (4.2) and (4.3)) we have 
(l/n). i l/p,= +$+o, 00. 
J=l 0 3 
(4.4) 
Observe that x + pjh E Z(P) E S for all j and, hence, definition of D*(E,) 
implies that pj E G,(x, h) % G (say) belongs to D(K,). Since x 4 S, clearly 
04 G and pj# 0, co. Definition of D(K,) implies that, for c = 0, 
cp[(p,) = l/pie q,(G) for all j, where vi(G) is K,-convex, and hence (due 
to (4.4)) 
(l/n). i: ll~j~cp,(G)> <=o. 
j= I 
That is, there exists an element p E G (p # 0, co) such that 
-B,(x, h)/B,(x, h) = l/p, implying that -B,(x, h)/B,(x, h) E G. Therefore 
x- {B,(x,h)/B,(x,h)}h=z (say)ES such that 
Q(z) = Bo(x, h) - B,(x, h). {&Ax, h)/B,(x, h)} = 0, 
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contradicting the hypothesis Z(Q)n S=4. Hence Z(P,,,)c S for all 
h E F(P) n F(Q), and the theorem is established. 
For E= K, Theorem 4.1 gives the following result due to Zervos [9, 
Corollary (4.2), p. 3601. 
COROLLARY 4.2. Given c E K and an n th degree ordinary polynomial f 
from K to K, let fi(z) s fi({, z) denote the polar-derivative off with pole 5 
as given by (3.4). Zf A E D(K,) such that Z(f) E A, then Z(fi) E A for all 
(#A. 
Proof: For any 5 #A, define Q(Z) = z - [ for z E K. By Proposition 3.2, 
the a.p.‘s P =f E gn and Q E g1 (with E = K) which are faithful and for 
which PI,h(Q; .) = hQ’ . P,(1, .) for every h # 0, where 1= - Q(O)/Q’(O) = [ 
and Q’(z) z 1. Therefore, for h = 1, 
PdQ; z) = P,(L z) -fi(i, z), VZEK. 
Since E = K, Proposition 2.1(c) says that A E D(K,) = D*(K,). In our case, 
since Z(Q) n A = 4 and Z(P) c A, Theorem (4.1) finally implies that 
Z(f,) & A. This completes the proof. 
For K= C the above corollary is an improvement upon Laguerre’s 
theorem (cf. [4, Theorem (13, l)] in the sense that we use g.c.r.‘s in D(C,) 
while he takes the classical c.r.‘s (cf. Section 1). The following example 
proves the validity of hypotheses in Theorem 4.1. In fact, it gives a general 
method of constructing an infinite variety of a.p.‘s and sg.c.r.‘s satisfying the 
hypotheses of Theorem 4.1. Although the same result can be achieved by 
many other types of construction methods that have appeared [7], we 
prefer the present technique because of its new flavor. 
EXAMPLE 4.3. Let dim E 2 2 and let L: E 4 K be a nontrivial linear 
functional with L(v) = 1 for some v E E (it is possible). For a given 
A E D(K,,,), if we define 
S= {xEE: L(x)EA), 
then, for each x, y E E, 
G,(x, Y)= {PEK,:J+PP~A}, where 1= L(X), p= L(y). 
If p= 0 then Gs(x, y) is K or 4 according to whether 1~ A or I $ A (i.e., 
according to whether x E S or x $ S). Hence G,(x, y) E D(K,) for all x and 
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y for which p = L(y) = 0. In case p # 0, we see that A+ pp E A if and only 
if p E pL-‘(A -1) =f(A), where 
Now, f is a homographic transformation of K, because p # 0, so that 
LED (cf. [8, p. 5281). Hence Gs(x, y) =~(A)ED(K,) for all 
x, y E E for which ,U = L(y) # 0. Therefore SE D*(E,) by definition. 
Next, choose arbitrary but fixed elements Aj6 A, j= 1, 2, . . . . n, and define 
P(x) = fi [L(x) - Aj]. 
j= I 
If S(n, k) denotes the sum of all possible products of L(x) - ij taken k at 
a time, then 
where the coefficients 
A,(x, h) = S(n, n-k) {L(~z)}~ 
are independent of p such that 
4(x, h) = (L(W)” f 0 (since L(u) = 1 # 0). 
Therefore PEAR such that F(P)= E-L-‘(O) #4 (cf. (1.2)) and Z(P)ES 
with SED*(E,). Further, for any given A# A, define Q(x) = L(x) - A for 
XE E. Obviously, as in the case of P, we easily see that Q ~9~ with 
F(Q)=E--L-‘(O) such that Z(Q)nS=qS and F(P)nF(Q)= 
E - L -’ { 0 > # 4. Thus, hypotheses of Theorem 4.1 are satisfied by P, Q, 
and S. Finally, note that the arbitrary nature of L, A,,, 1, and A provides 
an infinite latitude for choices of such polynomials. 
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5. CONCLUDING REMARKS 
If PEPS’,, Q E Pi are faithful then (cf. (3.3)) P,,,E Pm (m < n - 1) for all 
heF(P)nF(Q). In fact, P,,h~9nn--1 if 
B,(x, h).A.-1(x, h)-nB,(x,h).A,(x, h)#O for some x E E. 
Or, equivalently, 
Q;l(x)Pj,- l’(x) - Q(x) Pr’(x) # 0 for some x E E. 
That is, P,,, = PJQ; .) E Pn _ , if the a.p. Q satisfies the property that 
(Q;l Pp- ‘) - QPP’) does not vanish for some x E E. (5.1) 
Given faithful a.p.‘s P E 9n and Q E Pi (k < n - 1 ), we define the sequence 
Pk,h=Pk,h@l~ Qz, .-a~ Qk ; .) of pseudo polar-derivatives of P by 
Pk,h= (n-k+ l)Pk-&Qk);,- Qk(Pk-,,h&, l<kfn-1 (5.2) 
for all ~EF(P)~F(Q,)~F(Q,)~ . . . nF(Q,) and k=l,2,...,n-1, with 
PO,h = P. Here Pk,, is an a.p. of degree at most n-k for each k. In fact, 
Pk,h E pnln-k if the corresponding poles Qi, Qz, . . . . Qk each satisfy a relation 
of type (5.1). That is, the a.p.‘s Pk,h E Pn _ k for all k if the poles Q 1, Qz, . . . . 
Qk satisfy the relations 
(Qk);l(Pk-I,h)nh-k-Qk(Pk--I,h)~-k+l does not vanish for some x E E (5.3) 
for all k = 1, 2, . . . . n - 1. Thus, if the Qk’s satisfy the relations (5.3), then 
each Pk,h E Pn _ k and so the kth pseudo polar-derivative P,,, of P is indeed 
the first pseudo polar-derivative of P& I,h with pole Qk. That is, (5.2) does 
define successive pseudo polar-derivatives of P, provided the poles satisfy 
the relations (5.3). 
In view of the above discussion, successive applications of Theorem 4.1 
immediately furnish the following result. For k = 1, it reduces to 
Theorem 4.1. 
THEOREM 5.1. Let P,,, denote the kth pseudo polar-derivative (cf: (5.2)) 
of P (relative to h) with poles Q,, Q2, . . . . Qk SatiSfying the relations (5.3). If 
SE D*(E,) such that Z(P) E S and Z( Qj) n S = 4 for 1 <j < k, then 
Wk./J E x Vk = 1, 2, . . . . n - 1. 
Now, to specialize Theorem 5.1 for the case when E = K, we write P = f 
and SE A (for notational correspondence) and take Qk(z) = z- Ik with 
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ik $A. Then (cf. Proposition 3.2) as in the proof of Corollary 4.2. we 
observe that (for h= 1) P,,JQ,; z) =f,([i .z), and by (5.2) again 
f’,,,(Q,, QA z)= (n- l)fi(T,v z)- (z-Cd(fi(i,t z))’ 
=f*(117 rz, z) (say). 
We continue, similarly, with (5.2) till we get (for h = 1) 
Pk,h(Z)=(n--++l)fk-,(z)-(z-~k)f;-.,(z) 
=fk(z) (say), with f&z) = ,f(z) 
=f!si,, (2, ...? Lz). (5.4) 
These polynomials fk(cl, cz, . . . . ik, z) = fk(z), defined by (5.4), are called 
(cf. [4, p. 521) successive polar-derivatives off with poles ck. We easily note 
again that each fk(z) is a polynomial of degree at most n -k. In order that 
each fk(z) (i.e., each Pk,h with h = 1) be exactly of degree n - k, we have to 
give the conditions (5.3) for the case when E = K. In this case, when h = 1, 
(5.3) reduces indeed to the conditions (by (5.4) and Proposition 3.2) 
.f~:;'(z)-(z- oJfyI-:+')(z)#O for some z E K, (5.5) 
for all k = 1 2 3 3 ..a, n - 1. If we write (since f E 9” and fk E Yn _ k) 
f(z)= i a/, 
j=O 
n-k+1 
fk-I(Z)= C ak-I,jZi for k = 1, 2, . . . . n 
/=O 
with f. - f, so that a ,,, = aj for all j. A simple calculation tells us that (5.5) 
is equivalent to the conditions 
(n-k+l)ak-,..~k+,.ik+ak-,,...k#O (5.6) 
for k = 1, 2, ..,, n. This condition simply asserts that each ik must avoid only 
one position if it is outside A. Finally, we observe that all polynomials P 
and Qk are faithful (cf. Proposition 3.2) such that Z(Qk) n A # 4 and 
Z(P) G A (the hypothesis of Theorem 5.1). Hence, Theorem (5.1) gives, for 
E = K, the following result. 
COROLLARY 5.2. Let fk(z) denote the k th polar-derivative (cf: (5.4)) of an 
n th degree ordinary polynomial f from K to K with poles [, , cz, . . . . ck E K 
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satisfying the conditions (5.6). Zf A E D(K,) such that Z(f) c A and 
Cl, 52, -**, L $ A, then 
Z(f/c)sA> Vk = 1, 2, . . . . n - 1. 
Finally, we must point out that, for K= C, Corollary 5.2 is essentially a 
result in Marden [4, Theorem (13,2)] with the additional (but not too 
restrictive) conditions (5.6) placed on the poles ck. (Recall that each ik 
has only to avoid one position if this position is outside A. In fact 
Theorem (13,2) in Marden [S] was proved under the assumption (cf. [4, 
p. 52, line 61) that each fk(z) is a polynomial of degree n-k. This is not 
true (for example, see fi(z).) However, he might have worked under some 
traditional interpretation of the situation without ever mentioning it. One 
that I know is the following: If fk(z) is an ordinary polynomial of degree 
m (m < n - k) we can treat f(z) to be of degree n - k (with leading coef- 
ficient zero) and interpret that fk(z) has m finite zeros and (n - k - m) coin- 
cident zeros at co. The difficulty with this understanding, however, would 
force the classical c.r.‘s A of C, (in Corollary 5.2) to have cc in them: We 
must then consider only closed half-planes (with co) or closed exteriors of 
circles (with cc), excluding thereby the possibility that A can be a closed 
interior of a circle. With this understanding, Marden’s Theorem (13,2) [4] 
is correct. In the absence of such an understanding, however, the claim that 
his theorem no longer holds, in the case when any fk(z) happens to be a 
polynomial of degree less than n-k and A is a closed interior of a circle, 
is confirmed by the following counterexample. 
COUNTEREXAMPLE 5.3. We construct an example to show that Marden’s 
theorem under discussion does not hold for fk+ 1(z) if A is a closed disc 
such that deg fk < n - k, Z( fk) E A, and ck + 1 # A. To simplify the situation, 
we may put fk=g, n-k==, and c k + i = 5, and observe (cf. (5.4)) that 
fk+ ,(z) = mg(z) + (c-z) g’(z) =g,(c, z) -g,(z) is the polar-derivative of g 
with deg g < m. Therefore, we will be done if we show the existence of a 
polynomial g and a closed disc A such that Z(g) c A and deg g < m, but 
Z(gr) S A for some c 4: A. To this effect, we proceed as follows: Let 
g(z)=z*-2z, A={zEC: lz-ll<l}, m=3, and (=3. Then degg<m, 
5 4 A, and Z(g) c A. But it is easy to verify that 
gl(z) = w(z) + (5 -z) g’(z) 
=z2+2z-6 
=o if z = - 1 + 7’12, 
where - 1 - 7’j24 A. That is, Z(gl) s?A A for [ = 3 4 A, and our claim is 
established 
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Remark 5.4. (I) Our version (Corollary 5.2) of Marden’s result 
embraces clarity and precision (without unnecessarily sacrilicing some of 
the cr.%) and utilizes g.c.r.‘s rather than only the classical c.r.‘s (cf. 
Section 1) considered by him. 
(II) Finally, let us clarify that Theorem 5.1 on successive pseudo polar- 
derivatives does hold well without the condition (5.3) (i.e., without requiring 
each P,%, to be of degree exactly (n-k)), provided we stick to the follow- 
ing convention parallel to the complex case as (possibly) used by Marden: 
If P is given by (1.1) with n < m (i.e., P E Pn) we can still treat P in the form 
P(x + PY) = i Ak(X, Y)Pk, VPEK (5.7) 
k=O 
where A,(x, y) ~0 for k>n, with the tacit assumption that o E Z(P). 
Therefore, if h E F(P) then A,(x, h) = A,(O, h) # 0 and Ak(x, h) = 
A,(O, h)=O for all k>n and XE E. If we now write (5.7) in factored form 
P(x+ph)=A: i (p-pi), where p, = p,(x, h), A,, = A,(O, h), 
J=I 
we assume that (for each x) P(x+ ph) has n finite zeros x +p,h for 
1 <j< n and (m-n) coincident zeros o =x + m .h. That is, we assume 
that P is an a.p. of degree m and assume that x + p,h E Z(P) 
(j= 1, 2, ‘..) m), with pl, p2, . . . . p,EKwhile P,=CC for n<j<m. 
With this assumption, we claim that Theorem 4.1 holds also when PEP, 
with m d n. This is confirmed as follows: For m = n it is Theorem 4.1 
already proved. If m < n, we proceed exactly as in the proof of Theorem 4.1, 
with n replaced by m all along, until we reach the step (4.3) (of course with 
n replaced by m) where p,, p2, . . . . pm E K and pj = co for j > m (cf. the above 
convention). This means l/p, = 0 for j > m and so we still have 
P;(x) 
-= -,I, l/p,= - i l/P,, 
P(x) , == 1 
where pj # 0, cc for 1 <j < m. That is, (4.3) holds for P E Pm whether m < n 
or m = n. Now the rest of the proof remains the same with no change at 
all. This establishes our claim about Theorem 4.1. Therefore it really does 
not matter if, in Theorem 5.1, each Pk,h E P:, with m <n -k. Now suc- 
cessive applications of Theorem 4.1 (with P E Pm, m < n) immediately prove 
that Theorem 5.1 holds without the condition (5.3) under the convention 
explained above. 
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