Abstract
Introduction
State space traversal is the main computational bottleneck for most verification techniques. For invariant checking, all reachable states of the system are calculated and the desired invariants are tested to hold in all of them. If the system fails to satisfy the invariants, it is necessary to identify a counter-example that reproduces the sequence of actions that the system performs before failing. The computational complexity (the state explosion problem) of invariant checking is revealed when large systems or systems that exhibit high degrees of concurrency are analyzed.
The verification community has developed efficient traversal methods [4] . However most of them are designed to improve the traversal process for synchronous systems, and do not have necessarily direct application to asynchronous concurrent systems (systems that may £ This work has been funded by the Ministry of Education of Spain under contract CICYT TIC2001-2476-C03 and grant AP2001-2819.
include asynchronous circuits, Petri nets, distributed systems, etc.). In synchronous systems, transition relations (TRs) are usually partitioned as conjunctions when it is impossible to represent the TR as a monolithic object. Generally, we can understand that there exist two types of optimization techniques for traversal: scheduling the application of the transition relation parts, or scheduling the order in which states are explored. The application of both strategies is basically orthogonal.
When we have a conjunctively partitioned TR, the sequence of application of each part should be scheduled in order to reduce the BDD sizes for intermediate results. The application order in this case is important because the way the variables are quantified depends on it, affecting the size of the representation. This is usually referred as the quantification schedule problem [3] . Traversal techniques based on the quantification schedule of the TR have no practical application for asynchronous concurrent systems. In this latter case we usually have a disjunctive collection of TRs, each one describing the behavior of some component. Each individual TR is applied assuming interleaved semantics.
Classical traversal algorithms use Breadth First Search (BFS) state exploration schemes. However, it is well known that the BDD size of the intermediate reached states may be too large to be represented. In order to avoid that problem, alternative exploration schemes have been derived, most of them scheduling the state exploration mixing Breadth and Depth First Search schemes. The objective of scheduling the order in which states are explored is to manipulate intermediate results with dense representation (i.e. with a high "states versus size" ratio). Effective schedules have been derived by looking at the structure of the BDDs themselves, by exploring dense sets and postponing sparse sets to latter iterations of the traversal, when the probabilities of BDD recombination are higher. As we will see, scheduling the state exploration has also a direct application on asynchronous concurrent systems. However, the interleaved nature of this type of systems requires much more specialized scheduling schemes.
The objective of this paper is to show the special characteristics of asynchronous concurrent systems and motivate the necessity of developing specialized traversal algorithms for them. To fulfill this objective we will perform a comparative study between some of the existing traversal strategies for synchronous systems and a number strategies specially developed for asynchronous systems. A number of tools have been selected for that comparison. On one side NuSMV [8] and VIS [23] . and on the other side TranSyT [22] , a formal verification tool specialized for asynchronous systems. Results will highlight the importance of properly selecting the verification tool according to the type of system being analyzed. We will show that, in general, verification time can be greatly reduced, and in some cases specialized techniques will dictate the difference between enabling an efficient verification or surpassing the available computation capacity.
The remainder of the paper is organized as follows. Section 2 introduces and categorizes the existing research related to state traversal methodologies. Those aspects that are more relevant when comparing synchronous versus asynchronous oriented traversal algorithms will be highlighted. Section 3 provides background on the model used for asynchronous concurrent systems and on the peculiarities of their reachability analysis. The selected comparison scheme and detailed descriptions of the traversal algorithms are described in Section 4. Experimental results on the application of the selected traversal algorithms on a number of benchmarks will be presented and analyzed in Section 5. Finally, Section 6 concludes the paper.
Traversal Strategies for Synchronous and Asynchronous Systems
Soon after the introduction of the first BDD-based symbolic traversal algorithms (e.g. [3] ), the need was recognized to seek alternative reachability schemes for some systems to overcome the bottleneck produced by the BDD size explosion. Major research has been carried out along these years on several traversal strategies mostly oriented to synchronous systems.
As early as in Burch et al. [14] it was understood that traversal strategies designed for synchronous systems were not necessarily useful when applied to asynchronous systems. Two major elements concentrate the differences between synchronous versus asynchronous system symbolic analysis: (1) the inherent disjunctive structure of the TR for asynchronous systems, in opposition to the conjunctive structure of synchronous systems; and (2) the interleaving of concurrent actions in asynchronous systems, in opposition to the non-interleaved nature of synchronous systems.
In this section we will provide an overview of the major traversal schemes derived so far, classifying them according to the type of strategy and describing its applicability to asynchronous system verification. We will organize this overview in three separate types of strategies:¯C onjunctive Transition Relation Schedulinḡ Disjunctive Transition Relation Schedulinḡ State Exploration Scheduling Note that an additional strategy type could be included if we take into account the recently developed hybrid simulationtraversal reachability strategies, e.g. [10] . We believe that this is out of our scope -a different comparison should be organized for those approaches.
Conjunctive Transition Relation Scheduling
Conjunctive organization of the TR is the dominant methodology in BDD-based symbolic traversal. Both synchronous and asynchronous systems can be organized in such a way. The relation is partitioned as: 
Generalizing this concept, TRs can be organized as an unrestricted conjunction of clusters. Cluster creation, from the classic point of view, has three phases. It starts from a set of conjunctive functions without structure, and then is followed by a ordering, clustering and, again, ordering process. The resulting clusters intend to exploit early quantification and variable locality, i.e. variables should enter the intermediate Image computation as late as possible and leave it as soon as possible, thus keeping the active set of variables in the intermediate steps small.
Traditionally, approaches to the conjunction scheduling problem follow a coarse grain method. Coarse-grain methods typically start from entire next-state functions and try to cluster them with the objective of determining an schedule that can eliminate variables as early as possible from the intermediate image computation product [11, 24, 13, 18] . Only when the next-state function of a variable is too large cut-points are applied to partition its cluster. An alternative fine-grain approach has been introduced in [15] in which instead of starting the clustering problem from next-state functions, it starts from single gates or small sub-circuits, and then carefully clustered to minimize the number of variables that are alive during image computation.
Disjunctive Transition Relation Scheduling
Disjunctive organization of the TR of a system was early identified as a source of optimization for asynchronous systems in [14, 3] Disjunctive partitions for synchronous systems are generally build around the Shannon expansion theorem. Splitting through a variable potentially reduces the size of the two resulting BDDs and effectively reduces the support of the functions. BDDs can be recursively decomposed until they meet the desired size constraints.
Narayan et al. [20, 21] presents strategies for such type of partitioning and characterizes their canonicity properties. They present a reachability algorithm in which each partition is identified by a characteristic function, and those functions are kept constant along the traversal.
Cabodi et al. [6] present a similar traversal strategy. However, partitions are not kept constant, but redesigned at each traversal iteration.
Both Narayan and Cabodi exploit a disjunctive partition of the state space by defining a characteristic function for each partition. Such function can be used to simplify the TR at each partition. However, they never exploit this information as a means to improve the reachability speed provided by a BFS reachability scheme.
Finally, Moon et al. [19] explored the combination of both conjunction image computation and function splitting.
State Exploration Scheduling
Some authors have studied the influence of ordering the application of the TR to avoid the BDD explosion problem. Their goal is to schedule the exploration of the state space by taking only selected portions of the TR, or by delaying the exploration of certain states.
In [5] Cabodi et al. suggest that the information from a disjunctive partitioning can be further exploited when counters are present. Using structural information from the circuit, the TR from a particular counter Ì Ô can be obtained, apply iterative squaring on it Ì £ Ô , and use it along the traversal process to reduce its sequential exploration depth.
In [25] Ravi and Somenzi proposed a high density traverse, which does not use the set of newly reached states as the from set for the next iteration. Instead it uses a subset of the newly reached states that has a more compact representation. This is a partial traverse, so afterward must be completed. [33] attempts to improve the subsetting mechanism by differentiating control and data-path, and keeping subsets that preserve all possible control behaviors.
In [7] Cabodi et al. use activity profiles for each BDD node in the TRs and prune the BDDs to perform a partial traversal, completed again, in the end. The activity profiles are obtained in a preliminary learning phase.
In [12] Hett et al. propose a sequence of partial traverses that combine subsets of the newly reached states and dynamic TR pruning. Both manipulations are applied using the Hamming distance as the main heuristic function.
In [26, 2] Ravi et al. allow the user to provide hints to guide symbolic search and alleviate the BDD explosion problem. Each hint indicates which portion of the TR should be used at each step to avoid a BDD blowup. Userdefined hints are used to simplify the TR, but require the user to understand the design and also predict the BDD behavior.
State space exploration using guided techniques has become subject of wide interest. These techniques tackle the guidance of reachability analysis toward failure detection rather than to complete state space computation. Several techniques have been introduced to guide the search toward uncovered regions of the state space.
Ganai et al. [10] introduced a combination of adaptive simulation with retrograde analysis. Adaptive simulation is based on random simulation with a backtracking mechanism to avoid getting stuck during the search. Retrograde analysis involves a combination of forward analysis with pre-images from the failure states.
Both Ganai et al. [10] and Yang et al. [32] suggest the manual insertion of guide-posts. User defined guide-posts are variables inserted in the system, which if activated during the traversal indicate that we are in the right way to find a failure. In [31] an automatic guide-post insertion mechanism is proposed. Kuehlmann et al. [16] suggest using the state reachability probability as a guide for state prioritizing. Again, Ganai et al. [9] propose a rarity-based guide that tracks latch toggle activity to improve state coverage.
Model Background

Modeling asynchronous systems
The main formalism that we will use to reason about concurrent systems is the finite transition system. A finite transition system (TS) [1] is a 4-tuple Ë ¦ Ì Ë Ò , where Ë is a finite set of states, ¦ is a non-empty alphabet of events, Ì is a transition relation such that Ì Ë ¢ ¦ ¢ Ë, and Ë Ò are the initial states Ë Ò Ë. 
A TS is a formalism oriented to modeling asynchronous systems that emphasizes the execution of abstract events. The concurrent execution of events is described by means of interleaving; that is, weaving the execution of events into sequences. Given the significance of individual events, the transition relation of a TS can be naturally partitioned into a disjoint set of relations, one for each event ¾ ¦:
We will use the VME bus protocol example in Figure 1 as motivation. Figure 1 (a) shows the Petri net like specification used for synthesis. The verification of this component is carried out by composing the derived implementation and the mirror image of the specification and then checking that no hazards, dead-locks, etc. exists [27] .
Reachability analysis
To represent events symbolically we use a set of Boolean variables Î that encode the states in the TS and a Boolean relation Ì´Î Î ¼ µ to encode the TR. The set of reachable states Ë´Î µ that is reachable in any number of steps from the initial states Ë Ò´Î µ is defined as the least fix-point of the following recurrence: by the maximum number of steps from the initial state to the first occurrence of each of the reachable states (called the sequential depth of the TS).
The state generation ratio of this technique is limited due to several factors. The sequential depth in asynchronous systems is usually large because all internal nodes in circuits should be considered (only latches are considered in synchronous systems). The overall TR, either monolithic or in some partitioned form, will be applied at every step of the BFS process, even though only a few events are fireable at each step. BFS state exploration never takes into account the interleaved nature of asynchronous systems and the causality relations that exist between the various events.
Our conclusion is that a coarse-grained application of the TR, even if partitioned, leads to a high overhead penalty with a little state generation ratio. In order to alleviate this problem we suggest an alternative state exploration scheme, named chaining (see Section 4) , that is based on two key observations:
¯A fine-grained utilization of the TRs associated to individual or groups of events will provide a better state generation versus computation effort ratio, because TRs will be only applied when they are bound to generate new states.
An alternative BFS/DFS state exploration scheme will improve the exploration of the state space, because it can be better adapted to its interleaved nature.
Chaining applies individual TRs of events in a predetermined order such that the number of new states generated at each step is maximized. After the application of the TR of an event, the newly generated states are immediately used as domain for the next event in order, hence coining the term chaining. Figure 2 shows the general concept for two TRs and . If and are applied to the same set FROM in a BFS style, a certain number of states is reached (see Figure 2 (a) and (b)). However, chaining would apply to FROM and generate a new set of states (FROM + TO(A) in Figure 2 (c)), and afterward apply to this set (in Figure 2(d) ). The number of reached states increases with almost the same computational effort. In practice, chaining can significantly reduce the number of iterations and cost of the BFS algorithm [27, 28] .
The method is specially effective if the appropriate TR application order of the events is selected. Figure 1 illustrates the differences between BFS and chained traversal in the read cycle of the VME example. Figure 1(b) shows that BFS traversal requires ½¼ applications of the full TR, that contains 10 individual TR parts (thus requires ½¼¼ individual TR applications), even though in many iterations just one event is firable. Figure 1(c) shows that chained traversal requires the application of ½½ individual TRs (in the optimal case). The event order is indicated in the figure itself. Actual results from the composed VME system (specification + implementation) are even more significant. BFS requires ¿ iterations to complete, requiring the application of ½ ½¾ individual TRs; a chained traversal reduces this value to ½ iterations, with applications of TRs. Figure 3 introduces a general view of our chained traversal scheme. All algorithms for asynchronous systems introduced in Section 4 fit into the same scheme. First, the granularity of the TR is selected, either directly using the TRs of individual events or creating clusters. Once TRs are selected, the traversal itself can start. Two nested loops are used. The external loop develops the BFS-like state exploration, identifying frontier sets, detecting fixpoints and setting up the context for the inner loop. The internal loop exploits the chaining strategy and the selected fine-grained TRs. First, a TR is selected according to the current frontier set and other available contextual information. The TR is applied, potentially generating new states. These states are immediately accumulated into the frontier set (chaining), and the contextual information is updated. When, ac- cording to the context and the available frontier set, chaining is no longer useful, the inner loop is finished in order to build a new frontier set.
NuSMV, VIS and TranSyT Algorithms
In this section we will give a brief overview of the traversal methods implemented in three different verification tools: NuSMV, VIS and TranSyT. NuSMV is a well known verification tool [8] basically aimed to synchronous verification, although its language allows the specification of asynchronous concurrent systems. VIS [23] , it is also a well known tool but its input language is much more synchronous circuit oriented, although it is possible to translate deterministic asynchronous systems to this kind of representation. On the other hand, TranSyT [22] is completely oriented to concurrent system verification. All tools use the same underlying data structure [30] , but have exponential different running times when computing the reachability set of several concurrent systems (see Section 5) .
When talking about verification tools for concurrent systems, it must be noted that Ciardo et al. achieved very impressive results for rather regular examples using a more general data structure (MDDs) in conjunction with a "saturation" algorithm. Their method, however, is aimed to analyze Petri Nets and needs the user to specify a partitioning suitable for the problem. As a result, the tool they developed, named SMART [17] , is not fully automated, and this is specially true when analyzing circuits. Although all the problems derived from the conversion of a circuit into an input file that SMART can accept have a well defined algorithmic solution, this paper shows that exponential wins can also be achieved with respect to conjunctive traversal methods, by only changing the way in which the traversal is performed, thus obtaining ease of use as well as faster analysis. Because we intend to compare traversal methods, we only compared tools based on the same data structure, so SMART was not included in the result tables. NuSMV has parameters that may affect to a great extent the partitioning. For instance, one may enforce NuSMV to group TRs according to their affinity as defined in [18] : the proportion of the number of variables two transitions share over the total number of their variables. NuSMV uses affinity in methods Threshold and IWLS95. Monolithic This method simply tries to build a monolithic TR from the bit relations. Although this method guarantees the minimum number of BDD operations during traversal, to build a monolithic TR starts to be an unfeasible task for intermediate-sized designs. In most of the examples shown in Section 5 monolithic TR building did not even finish in the given time. Threshold TRs are conjoined in clusters, until the size (in BDD nodes) of the cluster exceeds a certain threshold. If affinity is used, then TRs are first ordered, thus TRs with highest affinity are clustered first. The user may specify this threshold (default value is 1000). Resulting clusters are not ordered after this process. IWLS95 [24] First, TRs are ordered using a heuristic, and then conjoined in clusters until a threshold is reached. By default this ordering is deactivated in NuSMV so, in fact, the clustering produced by this method is the same as the Threshold. However, afterward the clusters are ordered using the same heuristic. The heuristic used in both orderings is a combination of weighted factors, and the weights are also user-modifiable parameters.
NuSMV image computation methods
The factors considered are the following: the number of variables that can be existentially quantified, the number of present state and primary input variables in its support, the number of present state and primary input variables not yet quantified, the number of next state variables introduced by its application, the number of next state variables not yet introduced, the maximum BDD index of the variable to quantify in its support and the maximum BDD index of the variables that remain to quantify out.
VIS image computation methods
VIS offers two different traversal methods. The first one, like NuSMV, can be used with any valid conjunctive decomposition of the TR. VIS implements three methods to perform this conjunctive decomposition and order the application of the clusters. The methods are named as: Monolithic, IWLS95 and MLP. The first two are equivalent to their NuSMV counterparts, so we will just explain MLP. The second travesal method uses a hybrid approach, dynamically deciding whether to use TRs or transition functions. Note that VIS implements other techniques that are orthogonal to the method used. In particular they provide the hints [26] mechanism as well as high density traversals [25] . As hints demand user interaction we chose not to use it. On the other hand, we ran all the methods with and without high density traversal. MLP [18] TRs are ordered in a way such that the dependency matrix between relations and variables tends to be triangular. This is done in order to try to achieve a minimum average lifetime for the variables. Once ordered, TRs are clustered based on their affinity. Hybrid [19] VIS dynamically adapts to what is happening during the traversal process. Depending on the structure of the dependency matrix, one should better conjoin or split. If the dependency matrix tends to be triangular, then conjunction is used, otherwise a variable is chosen and then TRs are split accordingly. This process, in general, produces problems with easier conjunctions. Based on this observation, the method switches from conjunction to split and the other way round depending on the dependency matrix and how previous decisions performed. In the conjunction phase one can use either IWLS95 or MLP. We chose IWLS95. High density [25] Tries to prevent the methods from having to handle too big BDDs. If during the computation of some BDD, the size of the partially computed BDD exceeds a given threshold, the computation is stopped, a dense subset of states is chose (with a much smaller representation) and the process is resumed. When no new states are discovered, the process is started again with a larger threshold, and this is done iteratively until all states are discovered.
TranSyT image computation methods
In contrast with the methods used in NuSMV and VIS, TRs of concurrent systems are more easily represented with disjunctive partitioning. Then, it is also important to schedule the application of the TR parts, specially when the chaining technique is used (see Section 3). The methods described below are heuristics [28] that derive good scheduling orders to minimize the number of the TR applications needed. Basic chaining [27] This method uses chaining, but uses the same static event scheduling as plain BFS, that is, the order of event definition in the input file. Useful as a ground basis to compare the amount of reduction due to the chaining technique itself and the amount due to the selected scheduling. In some examples (notably buffers or FIFOs) it may achieve very good results as the order of event definition in the system description is almost optimal.
Token traversal Causality analysis between events is performed. An event is said to be a causal successor of event if potentially there exists some state where the activation of enables . This information may be derived directly from the TRs of the events and is stored in a matrix.
A vector of integers is used to determine which event would be fired next. Each event is assigned a place in the vector, and the places of events that are initially fireable are set to 1, the others are set to 0. The algorithm choses the event with the highest value and fires it. In case of a tie, it nondeterministically choses one of them.
After an event is fired, it adds the resulting new states to the reached set and the from set (chaining technique) and clears the position of the event. If no new states were produced no further action is done, otherwise, the vector places of the events that are causal successors of the one fired, increment their value by one.
When all the vector has zeros, the frontier set is computed and all the process starts again. This process continues until the frontier set becomes the empty set, which means that a fixpoint has been reached.
We must stress that this approach (as well as the others presented in this section) are dynamic, in the sense that the scheduling may change during the traversal process in response to the states discovered so far.
Weighed token traversal
A variation of the former method with two changes: (1) instead of placing a one when the event is fireable, we put the exact number of states in which it is fireable; (2) when an event is fired, we compute the new states it produced, and increment the vector places of its causal successor events by the same amount as the number of these new states in which this particular causal event is fireable. This method selects more carefully the next firing event at the cost of performing more BDD operations. Dynamic event-clustered traversal This method keeps track, for each event, of how many new states have been discovered in which it can be fired. The algorithm always selects the event with more states to fire from. This states can be stored in a particular from set for the event or, if its BDD size is bigger than the reached set, we use this latter set as the from set, in order to save space. The selected event is fired, its from set is cleared and the new states produced are distributed over the from sets of the rest of the events. When all the from sets are empty, a fixpoint has been reached.
Comparative Evaluation
Comparison Parameters
We conducted a number of traversal experiments (all available in [29] ) with and without dynamic reordering activated. In all cases a suitable variable order was derived. We used the same initial variable order and dynamic reordering parameters in all tools. We ran several sets of benchmarks. Some of them are scalable, in the sense that they are built by adding instances of the same component. For each benchmark we have a general table where information about the benchmarks is given, and two result tables, one for traversal without reordering and one with dynamic reordering on.
In Table 1 we give the number of variables needed to encode the benchmark and the number of reachable states. We also give the number of parts (TR P) in which the TR was split when using NuSMV, VIS or TranSyT. The number of parts using TranSyT corresponds exactly to the number of events defined in the system. Information about the TR sizes for all partitioning schemes is given (TR S). Note that we used several partitioning schemes in VIS, so two table entries are used (Hybrid and IWLS share the same partitioning).
The factors compared were the CPU time needed to complete the reachability analysis and the maximum representation size needed by the tool, in terms of thousands of BDD nodes. This corresponds to the peak number of live nodes in the BDD manager. In the fixed order tables, we also include the iterations needed by the algorithm to finish the traverse, but this numbers are really only directly comparable between BFS and BFS with chaining methods, as other methods have different concepts of "iteration". For this reason we also included the number of events fired. This is the number of parts of a TR that have been applied to complete the process. In NuSMV and VIS this corresponds to the number of iterations multiplied by the number of clusters created. When dynamic reordering was allowed, we also evaluated the impact of reordering in the results, including the number of reorderings triggered during traversal as well as the time consumed in this task.
The experiments were conducted on a Pentium IV with 1 Gb of memory, using Linux. The processes were limited to use an hour of elapsed time. If in this time, the verification process was not finished this is marked by a dash in the appropriate entry of the table.
Experimental results
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Discussion
Available results demonstrates that for asynchronous systems the selection of a conjunctive partitioned TR is clearly inappropriate. Table 1 shows several orders of magnitude in the number of BDD nodes required to represent TRs. This is true because in a disjunctive partition all variables that should not change the state can be eliminated from the support of the TR, and also from the set of variables that should be quantified. Adding these "equivalence" factors in the conjunctive representation complicates the BDD representation. Tables 2, 3 show that even a BFS traversal scheme can be reasonably efficient if used in combination with a disjunctive representation of the TR. CPU times are far from being efficient, but at least mid-size examples can be completed. Using the chaining technique drastically improves the traversal process consistently across all benchmarks. It is not clear, however, the particular heuristic that will provide better result on each example. Further analysis is required in order to try to classify systems according the traversal strategy to be applied.
It is interesting to note that TranSyT performs consistently well with a good starting variable order and with or without automatic reorder activated. However, NuSMV and VIS perform significantly better when automatic reordering is available. We believe that this is because the initial variable orders were designed to minimize the size of the reachability sets, and in both NuSMV and VIS the size of the TR is the dominant BDD factor.
Conclusions
This paper justifies the significant differences that exists between synchronous and asynchronous systems and their impact during BDD-based symbolic traversal. After describing the most relevant traversal strategies that exists nowadays, we have applied some of them several benchmarks. We have shown that the results are extremely disappointing, with huge BDD size and extremely long CPU times even for small systems. The paper also reviews some of the existing traversal strategies specially designed for asynchronous systems. Comparison on the same set of benchmarks is clearly favorable on the specialized traversal strategies, hence justifying their development. Future research should study if the chaining strategy is also applicable to synchronous systems with coarse-grained disjunctive TRs or to Globally Asynchronous Locally Synchronous systems. (W)  --70  --------------------80  --------------------90  --------------------100  --------------------IPCMOS-C  1 
