In this paper we consider permutations of sequences of partitions, obtaining a result which parallels von Neumann's theorem on permutations of dense sequences and uniformly distributed sequences of points.
Introduction
S. Kakutani studied in [K] 
or, equivalently, if the sequence of discrete measures
Since our methods allow to construct new u.d. sequences of points, we think these connections are interesting in view of possible applications to the quasi-Monte Carlo method, which is in the last decades the main motivation for the study of u.d. sequences of points (see [N] ).
We continue to compare the two theories in the present paper, where we are concerned with the property analogous to the one studied by von Neumann in [vN] , where it is proved the following theorem. Theorem 1.3 If {x n } is a dense sequence of points in [0, 1], then there exists a rearrangement of these points, {x n k }, which is uniformly distributed.
As we shall see, there is a remarkable difference between von Neumann's result and its extensions to Borel measures on [0, 1] and the corresponding result we obtain for sequences of partitions (Theorem 2.2). We shall comment on that in the last section of this paper.
One of the consequences of von Nemann's result is that there are many u.d. sequences of points.
Our purpose is analogous: we want to show that there are many u.d. sequences of partitions. Before we proceed, we need to define the concepts of permutation of a partition and that of density of a sequence of partitions. Definition 1.4 Given a partition π = {[t i−1 , t i ], 1 ≤ i ≤ k}, we denote by l i = t i − t i−1 the lenght of its i-th interval. The diameter of π, denoted by diam π, is equal to max 1≤i≤k l i . Definition 1.5 Given a sequence of partitions {π n }, we say that it is dense if lim n→∞ diam π n = 0.
We will denote by π! the set of all the permutations of π.
Of course, if π splits [0, 1] in k parts, π has at most k! permutations: if π has two or more intervals of the same length, the number of permutations is smaller than k! . The extreme case is when all the intervals of π have the same lenght. Then π! coincides with the singleton {π}.
In the sequel we shall use the well known fact that uniform distribution of partitions can be tested by means of suitable families of functions and sets (see, for instance, [KN] , Section 1 of Chapter 1 and for more general probability spaces, [DT] , Section 2.1). 
To simplify notation, we shall use in the sequel the following notation:
denoting the measure defined in (2) by the same symbol π n which is used for the corresponding partition.
The main result
We begin this section by showing that density is a necessary condition for the uniform distribution of a sequence of partitions.
Proposition 2.1 Any uniformly distributed sequence of partitions {π n } is dense.
Proof. Suppose the contrary. Then there exists an ε > 0 such that, for infinitely many indices, diam π n ≥ ε. Denote by n k these indices and select for each n k an interval I n k belonging to π n k having length at least ε. Let m be a positive integer such that 1 m is smaller than ε and consider the points x i = i 2m , for 0 ≤ i ≤ 2m. Then each I n k contains at least two of them and therefore it contains at least one of the intervals J i = [x i−1 , x i ], for 1 ≤ i ≤ 2m. It follows that at least one of these intervals J i (denote it by J) is contained in infinitely many I n k 's. Let now f be a continuous function having non vanishing integral, whose support is contained in J. Then the sequence
does not converge to 1 0 f (t)dt when n tends to infinity, since A n k = 0 for all k. This contradicts the uniform distribution of {π n }. ⋆
The density is necessary for uniform distribution, but it is of course not sufficient. However, we have the following result, which is the main result of this paper.
Theorem 2.2 If {π n } is a dense sequence of partitions, then there exists a sequence of partitions {σ n }, with σ n ∈ π n !, which is uniformly distributed.
Proof. Let {π n } be a dense sequence of partitions, and let k(n) denote the number of intervals of π n .
Since the binary intervals
2 s ] are a determining family, the conclusion will be acheaved constructing, for each n, a permutation σ n of π n such that lim
for any s ∈ IN and any 1 ≤ h ≤ 2 s (see Definition 1.7 and formula (3)). For any s ∈ IN , there exists n s ∈ IN such that diam π n ≤ 1 4 s for all n ≥ n s . Of course, if k(n) is the number of intervals of π n , we have that k(n) ≥ 4 s for all n ≥ n s . We may select a subsequence {n s } so that n s+1 > n s for all s ∈ IN.
When n < n 1 , we just take σ n = π n . Suppose now s > 1 and let us construct, for each n such that n s ≤ n < n s+1 , a permutation σ n of π n such that σ n (I t h ) is close to 1 2 t for all t ≤ s, in a sense which will be made precise later.
First, order the intervals of the partition π n with respect to their increasing length.
Then we shift to the right the first interval of π n so that its right endpoint is 1 and we move correspondingly the block of all the other intervals to the left. In this way the number of the intervals contained in I 1 1 remains unchanged or decreases by one unit. We repeat this procedure until we obtain a permutation of π n , denoted by π
Now we consider t = 2 and the corresponding dyadic intervals I In the same way we reorder all the intervals of π 
Since the lower and upper estimates in (5) do not depend on h, and we are assuming that n s ≤ n < n s+1 , in the sequel we will write α 2 s instead of α 2 h (n), to simplify notation.
We denote by π 2 n the permutation of π ; therefore for h = 1, 2 we can write (k(n)π
If we put α
, taking (4) into account we get
Let us make one more step in order to indicate how to procede for any t ≤ s.
Denote by J 2 ) whose intervals are distributed proportionally (up to one unit) to certain coefficients α 3 h (n) (which are determined as before), all of which satisfy the inequalities
Here we note again that, as in formula (5), the estimates do not depend on h, and n is fixed, so in the sequel we shall write α 3 s instead on α 3 h (n). We note, as in the previous step, that π 3 n does not move intervals of π 2 n among the dyadic intervals I 2 h , with 1 ≤ h ≤ 2 2 . We easily get
If is clear now that the same procedure can be repeated for all t ≤ s and that we can construct partitions π t n ∈ π t−1 n ! such that (6) where α t s , with 2 ≤ t ≤ s, are the proportionality coefficients which satisfy
and
Moreover, (6) implies the following estimates
Now we observe that the partition π t n does not move the intervals of π
t−1 . Let us put σ n = π s n and observe that the condition n s ≤ n < n s+1 implies that n → ∞ if and only if s → ∞.
If we divide the terms of (8) by k(n) and substitute π t n by σ n , we obtain
where
We will provide now estimates for L s (t) − 1 2 t and for R n,s (t). To this purpose we observe that from (7) we get for all 1 ≤ t ≤ s
If we substitute all the terms in the brackets of the previous formula by the smallest of them, we get
We note that
and elementary calculation shows that the sequence of these upper bounds, which depend only on s, tends to 1 when s tends to infinity. Then, for all 1 ≤ t ≤ s we have
and, consequently, L s (t) − 1 2 t → 0 when s tends to infinity. Moreover, for R n,s (t) we have the following estimate:
for all 1 ≤ t ≤ s, therefore R n,s (t) is bounded by a sequence which tends to zero when s tends to infinity. Substituting (10) and (11) in formula (9), we get
Putting all things together, we can conclude therefore that σ n (I t h ) → 1 2 t when n → ∞ for all t ∈ I N. ⋆
Conclusions
We have constructed the u.d. sequence {σ n } from a dense sequence {π n } by a precise algorithm which could be, in concrete situations, implemented step by step. On the other hand it would be interesting to have besides our result also a probabilistic statement expressed by the following Conjecture If {π n } is a dense sequence of partitions and if each σ n is taken at random from π n ! for any n ∈ IN, then {σ n } is uniformly distributed with probability 1.
The (possible) confirmation of the correctness of this conjecture would not diminish the value of the result presented in this paper. If it is allowed to compare the questions we are treating with much more important ones, we all agree that the Borel theorem on normal numbers does not diminish the interest for finding concrete examples of such numbers.
It is interesting to note also an essential difference between the theorem due to von Neumann and our result. It is well known that the conclusion of Theorem 1.3 holds if the measure λ is substituted by any Borel probability on [0, 1] (see for instance Section 4 of Chapter 2 and, for a more general setting, Section 2 of Chapter 3, of [KN] and the bibliography cited there). This is not the case with our result, as it can be easily seen by taking a sequence of partitions {π n }, where each π n splits [0, 1] in intervals of equal length. Then for any n ∈ IN the set of permutations π n ! is a singleton and λ is the only possible limit. This is of course an extreme case and it is not difficult to see by examples that in many cases, if {π n } is a dense sequence of partitions, the corresponding set M of all the probabilities which are limits of sequences {σ n }, with σ n ∈ π n !, contains more than just λ.
This observation rises questions about the size of the set M (could it contain in some cases all the Borel measures?) and its geometric and topological properties (is it convex, is it closed?).
The conjecture and the questions about M will be addressed in subsequent papers.
