The Durfee conjecture, proposed in 1978, relates two important invariants of isolated hypersurface singularities by a famous inequality; however, the inequality in this conjecture is not sharp. In 1995, Yau announced his conjecture which proposed a sharp inequality. The Yau conjecture characterizes the conditions under which an affine hypersurface with an isolated singularity at the origin is a cone over a nonsingular projective hypersurface; in other words, the conjecture gives a coordinate-free characterization of when a convergent power series is a homogeneous polynomial after a biholomorphic change of variables. In this paper, we have proved that if
Introduction
Let Δ n be an n-dimensional real right-angled simplex defined by the inequality
where x 1 ≥ 0, . . . , x n ≥ 0 and a 1 ≥ a 2 ≥ · · · ≥ a n ≥ 1. Define P n to be the number of positive integral points in Δ n , as shown below:
Define Q n to be the number of nonnegative integral points in Δ n , as shown below:
The problem of obtaining the numbers P n and Q n has occupied mathematicians for decades, simply because a sharp upper estimate of the former would benefit those in singularity theory and a sharp upper estimate of the latter would benefit those in number theory. Granville [3] has stated that an estimate of Q n would help with finding large gaps between primes, and research done by Xu and Yau [19, 21] on the Durfee conjecture has shown that an estimate of P n does aid mathematicians in singularity theory. These two different numbers are tied together through the equation P n (a 1 , a 2 , . . . , a n ) = Q n (a 1 (1 − a), a 2 (1 − a), . . . , a n (1 − a)),
an . Thus, if one discovers a new estimate for P n , a new estimate for Q n will also be present.
In 1899, Pick [15] discovered a formula for Q 2 :
where ∂ is the boundary of the simplex and |∂ ∩ Z n | is the number of integral points on the boundary. In 1951, Mordell [13] discovered the formula for Q 3 using Dedekind sums, but the real breakthrough occurred when Ehrhart [2] proved a polynomial of degree n could calculate the number of nonnegative lattice points in n-dimensional simplex. However, his formula is only effective when the coefficients of every term are known. Starting in 1939, attempts were made to find lower and upper bounds for Q n instead of a precise formula. It was later discovered by Lehmer [5] that if a = a 1 = a 2 = · · · = a n ,
From that formula, it is very natural to introduce the following definition for a sharp estimate R n of Q n [18] . The estimate is sharp if
In other words, any upper or lower bound is only considered to be a sharp estimate if and only if the exact number of lattice points in n-dimensional simplex is attained when a = a 1 = a 2 = · · · = a n ∈ Z. Let (V, 0) be an isolated hypersurface singularity defined by holomorphic function f : (C n+1 , 0) → (C, 0). Let π : M → V be a resolution of the singularity at 0. Define the geometric genus of the singularity (V, 0) to be p g = dim H n−1 (M, O) . Let ω be a holomorphic n forms on V − {0}. ω is said to be L 2 integrable if W −{0} ω ∧ ω < ∞ for sufficiently small relatively compact neighborhood W of 0 in V . Let L 2 (V − {0}, Ω n ) be the set of all L 2 integral holomorphic n forms V − {0}, which is a linear subspace of Γ(V − {0}, Ω n ). Then it was proved that p g = dim Γ(V − {0}, Ω n )/L 2 (V − {0}, Ω n ) (see [23] ). The Milnor number of the singularity (V, 0) is defined as μ = dim C{z 0 , z 1 , . . . , z n }/(f z0 , f z1 , . . . , f zn ).
The multiplicity of the singularity is defined to be the order of the lowest nonvanishing term in the power series Taylor expansion of f at 0. In singularity theory, Durfee [1] formed his famous conjecture. The conjecture states that for an isolated singularity (V, 0) defined by a weighted homogeneous polynomial f (z 0 , z 1 , z 2 , . . . , z n ), [12] can be expressed as (w 0 − 1) (w 1 − 1) . . . (w n − 1). As a consequence of the theorem of Merle-Teissier [14] , we know that in case of isolated singularity defined by a weighted homogeneous polynomial, computing the geometric genus is equivalent to counting the number of positive integral points in a tetrahedron. The next sharp estimate to be constructed was the GLY conjecture, formulated by Lin et al. [9] . It has two different parts: the sharp estimate and the rough estimate. However, before we state it, it is convenient to introduce the Sterling numbers first: 
Let a 1 , a 2 , . . . , a n be positive real numbers. We shall denote
Observe that A n n−k is a polynomial in a 1 , a 2 , . . . , a n of degree n − k.
Conjecture 1.1 (Granville-Lin-Yau (GLY) conjecture [9, 18]). Let
where equality holds if and only if a 1 = a 2 = · · · = a n = integer.
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, and equality holds if and only if a 1 = a 2 = · · · = a n ∈ Z + .
The GLY conjecture was proven by Xu and Yau for n = 3 [20] and n = 4 [22] , for n = 5, see [4] , [6] and [8] , Wang and Yau for 3 ≤ n ≤ 6 [18] , where β(n) = n − 1 for 3 ≤ n ≤ 6. The rough GLY upper estimate for all n was proven in [24] .
In particular, the following theorems will be used frequently.
, and P 4 be the number of positive integral solutions of 
and equality is attained if and only if
and equality is attained if and only if a = b = c = d = integer.
The GLY conjecture was the first major step towards proving the following conjecture made by Yau in 1995 [24] : 
), and equality holds if and only if f is a homogeneous polynomial.
This conjecture is a sharp estimate that holds without the restriction of the sharp GLY estimate, a n ≥ β(n), and it also has some important applications in geometry.
The Yau conjecture was already proven for the cases n = 3 [20] and n = 4 [10] . In this paper, we aim to prove the Yau conjecture for n = 5, which is stated below. 
, and equality holds if and only if f is a homogeneous polynomial.
As a corollary of Theorem 1.4, we have the following coordinate-free characterization of homogeneous polynomials with isolated singularities. 
It was observed by Saeki [16] (also see [20] ) that the multiplicity v is inf{n ∈ Z + : n} ≥ inf{w 0 , w 1 , w 2 , w 3 , w 4 }, where w i is a weight of x i in f . Therefore, proving our Main Theorem, Theorem 1.4 above, is akin to proving the following theorem about the number of integral points within a fivedimensional simplex, in view of the Theorem 2.5 in Section 2.5 of this paper. + : Although the idea of the proof of our theorem is very simple, our proof is quite delicate. We try to estimate P 4 on hyperplanes parallel to the xyzvplane by using the upper bounds in the four-dimensional case provided by Theorems 1.1 to 1.3 above and sum these estimates up to get P 5 . In order to avoid the negative amount difficulty in f 4 (a, b, c, d) and g 4 (a, b, c, d) which may happen when d < 3, we need a careful analysis of the last two or three hyperplanes. For this reason, Theorems 1.1 to 1.3 are needed to deal with the problem. Our main theorem follows from a careful analysis of this sum. All the computations in this paper are done by Maple V.
By level w = k, we shall mean the intersection of the tetrahedron in Theorem 1.5 with the hyperplane w = k. In our tetrahedron, w = k points are in following four-dimensional tetrahedron
We can use Theorem 1.1 to bound the number of positive integral solutions In order to do this, we will split up the proof into five main cases, depending on the value of e, and utilize Theorems 1.1 to 1.3 carefully in each case:
We slice the five-dimensional simplex into the hyperplanes, w = 1, w = 2, . . . , w = e − β − 1 and w = e − β. It is obvious there are no positive integral solutions at level w = e − β. At level w = e − β − 2, the defining inequality of the simplex becomes In this case, there may exist positive integral solutions on level w = e − β − 1.
Proof of the main Theorem 4

Case I
We will first analyze the case that occurs when e ≥ 5 and e is an integer. 
The inequality above has been taken from the main theorem of [7] . Before we go any further, we should note the interesting properties of P 4 that the lemma below points out. 
The theorem below is basically the Yau conjecture for n = 5 with the property that e is an integer. 
. Then,
with equality if and only if 
Note that Δ 1 is symmetric with respect to A, B, C and D. We can then apply a method that we call the "partial differentiation test": we calculate the partial derivative with respect to all the variables first and then partial differentiate with respect to one less variable for each consecutive step until we have the expressions for the first-order partials, which are
As long as we show that those first-order partials are positive throughout the domain and that the function is positive at the minimum, we can conclude that the function, and therefore the difference, is positive throughout the domain.
First,
for all e > 1. Then, it follows that
∂A∂B∂C is an increasing function of D for e > 1, D ≥ 1, and at the minimum D = 1,
for e > 31 8 , so
∂A∂B is symmetric with respect to C and D,
∂A∂B∂D must also be positive on the domain C ≥ 1, e > 31 8 . Then, from knowing that both
∂A∂B∂C and
∂A∂B∂D are positive,
∂A∂B is increasing with respect to C and D for C ≥ D ≥ 1 and e > 31 8 . At the minimum C = D = 1,
or e ≥ 5, so
∂A is symmetric with respect to B, C and D, both
∂A∂C and
∂A∂D must also be positive on the respective domains of B ≥ 1, D ≥ 1, e ≥ 5 and B ≥ 1, 
for e ≥ 5. Then, we know that Δ 1 is increasing with respect to A for B ≥ 1, C ≥ 1, D ≥ 1 and e ≥ 5. Because Δ 1 is symmetric with respect to A, B, C and D, Δ 1 must also be increasing with respect to B, C and D for the respective domains of
and e ≥ 5, and therefore the RHS of Theorem 2.1 is greater than or equal to the RHS of Proposition 2.1. 
Case
+ z c + v d + w e ≤ 1, i.e., P 5 = #{(x, y, z, v, w) ∈ Z 5 + : x a + y b + z c + v d + w e ≤ 1}. Define μ = (a − 1)(b − 1)(c − 1)(d − 1)(e − 1). Then, if P 5 > 0, 120P 5 ≤ μ − (5v 4 − 25v 3 + 40v 2 − 19v − 1)| v=2 = (a − 1)(b − 1)(c − 1)(d − 1)(e − 1) − 1
with equality if and only if
Proof. In this case, e ∈ (1, 2] and there are two levels to consider, k = 1 and k = 2. When k = 2, the inequality
e ≤ 1 has no positive solutions, and when k = 1, the set of positive solutions to the inequality contains the point (1, 1, 1, 1, 1) if we assume P 5 > 0. If 
If we let Δ 2 be the difference by subtracting the RHS of Theorem 2.2 from the RHS of the above inequality; then substituting a =
, then all we have to do is apply the partial differentiation test for the expression
. We see that
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∂A∂B∂C is an increasing function of D on D ≥ 1, α ∈ (0, 1) with a minimum at D = 1.
for all α ∈ (0, 1). It follows that
∂A∂B∂C > 0 for all D ≥ 1, α ∈ (0, 1), and because
∂A∂B is symmetric with respect to C and D, we also know
∂A∂B is an increasing function with respect to C, D for all C ≥ 1, D ≥ 1, α ∈ (0, 1), and its minimum occurs at C = D = 1.
), and because
∂Δ3
∂A is symmetric with respect to B, C and D, we also know
and
∂A is an increasing function with respect to B,
. By the property that Δ 3 is symmetric with respect to A, B and C, we also have
, and therefore, Δ 3 is an increasing function with respect to A, B and C. Meanwhile,
for all α ∈ (0, 1), so
∂D 2 is an increasing function of D for all D ≥ 1, α ∈ (0, 1) with a minimum at D = 1.
∂D 2 > 0 on the domain of D ≥ 1, α ∈ (0, 1), and therefore,
∂D is an increasing function of D for all D ≥ 1, α ∈ (0, 1). Furthermore,
∂D is an increasing function with respect to A, B, C and D for
∂D is symmetric with respect to A, B and C. Then, the minimum of
for all α ∈ (0, 1), and therefore, 1) . Thus, the minimum of Δ 3 occurs at A = 4, B = 3, C = 2, D = 1: + :
with equality if and only if
Proof. In this case, e ∈ (2, 3], and there are two levels to consider: k = 1, and k = 2. Because of the criterion P 5 > 0, we know the level k = 1 contains positive integral solutions, but due to the fact that we cannot draw any conclusions about the level k = 2, we have two different subcases to consider:
For subcase (a), the proof is almost exactly the same as the proof presented in Case V. Because P 5 > 0, the set of positive integral solutions includes the point (1, 1, 1, 1, 1) , and let
, since e ∈ (2, 3] . Let A = aα, B = bα, C = cα and D = dα; then, the following restrictions apply:
, so we only need to show that the difference by subtracting the estimate provided in Case V by [11] from the RHS of Theorem 2.3, which is equal to
For subcase (b), P 4 (2) > 0, which implies that (1, 1, 1, 1, 2) is the smallest positive integer solution to the level k = 2. Then, we have [11] , we get the following:
It is sufficient to show that the RHS of the inequality above is strictly less than the RHS of Theorem 2.3. Let Δ 4 be the difference between the latter, substituting a =
1−α1 , ν = 3 and the former.
Now, we apply the partial differentiation test to Δ 5 on the domain A ≥ 4,
∂A∂B∂C is an increasing function of D on D ≥ 1 and α 1 ∈ (0, 1) with its minimum at D = 1.
∂A∂B∂C > 0 for D ≥ 1 and α 1 ∈ (0, 1). Because
∂A∂B∂D > 0 for C ≥ 1 and α 1 ∈ (0, 1), and
∂A∂B is an increasing function of C and D for C ≥ D ≥ 1 and α 1 ∈ (0, 1) with its minimum at C = D = 1. 5 ). Due to the fact that Δ 5 is symmetric with respect to A, B and C, we also have 5 ). In the meantime,
∂D 2 is an increasing function of D for D ≥ 1 and α 1 ∈ (0, 1) with its minimum at D = 1. + :
Proof. In this case, there are four levels that might contain positive integral solutions: k = 1, k = 2, k = 3 and k = 4. When k = 4, the defining inequality of the five-dimensional simplex becomes
e ≤ 1, which has no positive integral solutions. Because P 5 > 0, we know k = 1 must have points, but the nature of the levels k = 2 and k = 3 are unknown, and therefore, we have to consider three different subcases:
In subcase (a), we will apply the GLY conjecture for n = 4 on the level k = 1 to estimate P 4 (1). This estimate is given by the expression below, which is also present as Theorem 2. 
] since e ∈ (3, 4] , and let A = aα, B = bα, C = cα and D = dα. Then, the following restrictions apply:
We can apply the GLY conjecture to the above region because D ≥ α 1−α ∈ (2, 3], satisfying the condition of Theorem 2.1 from [8] that the smallest weight has to be greater than or equal to 2.
Let Δ 6 now be defined as the difference by subtracting the RHS of the above inequality from the RHS of Theorem 2.4. Then, we only need to show that Δ 7 > 0 by the partial differentiation test.
]. Then, is symmetric with respect to C and D, we also know
(From symmetry, we also know that
], a fact that will come in handy later in the proof.) Therefore,
∂A∂B is an increasing function with respect to C and D for all C ≥
]. It follows that 
∂Δ7
∂A is symmetric with respect to B and C, we also know
]. We now need to show that
]; we already know that it is an increasing function on the domain because
∂A∂B∂D > 0 and
∂A∂C∂D > 0 for their respective domains so we only need to check the value of
∂A∂D at its minimum of B = 3,
∂A∂D > 0 on the domain. (By symmetry, we also know
∂B∂D > 0 and
∂C∂D > 0 on their respective domains, which will help later in the proof.) Therefore,
∂A is an increasing function with respect to B, C, 
]. By the property that Δ 7 is symmetric with respect to A, B, C, we also have 
∂C∂D > 0 on their respective domains, we know that ]. For subcase (b), the proof is similar to the proof in subcase IV(b). Because P 4 (2) > 0, (1, 1, 1, 1, 2) is the smallest positive solution for the level k = 2, and so, let α 1 be defined by
, since e ∈ (3, 4] . Let A = aα 1 , B = bα 1 , C = cα 1 and D = dα 1 ; then the following restrictions apply: 
For subcase (c), P 4 (3) > 0, so (1, 1, 1, 1, 3) is the smallest positive solution on the level k = 3. Let α 2 be defined by
, since e ∈ (3, 4] , and let A = aα 2 , B = bα 2 , C = cα 2 and D = dα 2 . Also, notice that A ≥ 4, B ≥ 3, C ≥ 2, D ≥ 1, for the same reasons listed in Case V. Then, from the estimate provided in [11] , we know that
It is sufficient to show that the RHS of the inequality above is strictly less than the RHS of Theorem 2.4. Let Δ 8 be the difference by subtracting the RHS of the inequality above from the RHS of Theorem 2.4, substituting
1−α2 , ν = 4, and the former.
Now, we apply the partial differentiation test on Δ
∂A∂B∂C is an increasing function of D for D ≥ 1 and α 2 ∈ (0, 2 5 ), with a minimum at D = 1:
∂A∂B is symmetric with respect to C and D, we also know that
∂A∂B∂D > 0 for C ≥ 1 and α 2 ∈ (0, 2 5 ), and thus,
∂A∂B is an increasing function of C and D for C ≥ D ≥ 1 and α 2 ∈ (0, 2 5 ) with a minimum at C = D = 1. 5 ). Due to the fact that ∂Δ9 ∂A is symmetric with respect to B, C and D, we also know that
and 
). Because Δ 9 is symmetric with respect to A, B and C, we also know that
In the meantime, we also have
∂D 2 is an increasing function of D for D ≥ 1 and α 2 ∈ (0, 2 5 ), with a minimum at D = 1. 
Coordinate-free characterization of homogeneous polynomials 685 for α 2 ∈ (0, 2 5 ), so it follows that Δ 9 is an increasing function of D for D ≥ 1 and α 2 ∈ (0, 2 5 ). We also know that Δ 9 is an increasing function of A, B and C for A ≥ B ≥ C ≥ 1 and α 2 ∈ (0, 2 5 ), and therefore we only need to check if Δ 9 > 0 at the minimum A = 4, B = 3, C = 2, D = 1.
Case II
We will now analyze the case that occurs when e > 4, e / ∈ Z + . We must also keep in mind the hypothesis that the non-integral portion of e, β has to be either Proof. Case 1 : w i1 = w i2 = · · · = w in . This means f is homogeneous, which implies that w i1 = · · · = w in are integers, and that contradicts our initial assumption that w in is not an integer.
Because f has an isolated singularity at the origin and by the lemma in [17] , there exists a j ∈ {1, 2, . . . , n − 1} such that x ij · x αn in ∈ supp(f ). Therefore,
in , where wt(x ij ) = w ij and 1 ≤ j ≤ n. Then,
∈ supp(f ), and in particular, x αn in / ∈ supp(f ). Because f has an isolated singularity at the origin and by the lemma in [17] , there exists a t such that x it x αn in ∈ supp(f ), where 1 ≤ t ≤ j. Therefore,
and therefore the theorem is proved. 
Proof. By level w = k, we shall mean the intersection of the tetrahedron in Theorem 2.6 with the hyperplane w = k. The points within this intersection for level w = k are in following four-dimensional tetrahedron 
For a fixed a, b, c, d and e. g(a, b, c, d, e, n) is a function of n and we denote it by g(n).
We slice the five-dimensional simplex into the hyperplanes, w = 1, w = 2, . . . , w = e − β − 1 and w = e − β. It is obvious there are no positive integral solutions on level w = e − β. At level w = e − β − 2, the defining inequality of the simplex becomes (a) The level w = e − β − 2 = 2 has no positive integral solutions: P 4 (2) = 0.
(b) The level w = e − β − 2 = 2 has positive integral solutions: P 4 (2) > 0.
In Case (A5) the RHS of (2.1) becomes
For subcase (a), the proof is almost exactly the same as the proof presented in Case IV. Because P 5 > 0, the set of positive integral solutions includes the point (1, 1, 1, 1, 1) , and let 
Let Δ 16 = RHS of (2.3) − RHS of (2.4), and substitute A = 1−α ∈ (2, 2.9), we obtain the following: 5!P 5 = 5!(P 4 (1) + P 4 (2)) (2.5) 
Case (B)
. 
