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Abstract
By introducing simple topological constraints and applying a binary de-
composition method, we show the existence of a set of prograde double-
double orbits for any rotation angle θ ∈ (0,pi/7] in the equal-mass four-body
problem.
A new geometric argument is introduced to show that for any θ∈ (0,pi/2),
the action of the minimizer corresponding to the prograde double-double or-
bit is strictly greater than the action of the minimizer corresponding to the
retrograde double-double orbit. This geometric argument can also be applied
to study orbits in the planar three-body problem, such as the retrograde orbits,
the prograde orbits, the Schubart orbit and the He´non orbit.
1 Introduction
In 2003, Vanderbei [13] successfully applied his optimizing program to the N-body
problem and found many periodic orbits numerically. In his list, there is an inter-
esting class of orbits in the parallelogram four-body problem with equal-masses,
which he named as double-double orbits. Actually, he found two sets of double-
double orbits: retrograde double-double orbit and prograde double-double orbit. A
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†duokuiyan@buaa.edu.cn
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double-double orbit is called retrograde if one pair of the two adjacent masses re-
volves around each other in one direction while their mass center revolves around
the mass center of the other pair in a different direction. A double-double orbit is
called prograde if both revolutions follow the same direction. Sample pictures of
retrograde and prograde double-double orbits are shown in Fig. 1.
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Figure 1: Two sets of double-double orbits with equal masses: the one on the left is
called retrograde double-double orbit; the one on the right is prograde double-
double orbit. In each subfigure, θ is the angle between the collinear configuration
at t = 0 and the rectangular configuration at t = 1, where the paths connecting the
two configurations are highlighted. Both pictures are for θ = pi/10.
As in Fig. 1, the highlighted dotted lines in the two subfigures represent the
starting configurations of the two orbits. Both starting configurations are collinear:
the four bodies lie on the x-axis at t = 0. And at t = 1, the four bodies form a
rectangle in each subfigure (Fig. 1 (a) and (b)). Actually, the two rectangles in
Fig. 1 (a) and (b) share a common symmetry axis: a counterclockwise θ rotation
of the x-axis. For each given θ ∈ (0,pi/2), it is known that the two sets of double-
double orbits exist numerically. Both of the highlighted paths in Fig. 1 (a) and (b)
can be found as local action minimizers connecting a collinear configuration on
the x-axis at t = 0 and a rectangular configuration at t = 1 with given symmetry
axes. For each given value of θ ∈ (0,pi/2), numerical fact implies that the action
A =
∫ 1
0
Ldt =
∫ 1
0
(K+U)dt of the highlighted path in Fig. 1 (b) is strictly greater
than the action of the highlighted path in Fig. 1 (a).
The mathematical existence of the double-double orbits has also been studied.
In 2003, Chen [4, 5] successfully applied the variational method and showed the
existence of the retrograde double-double orbits. Later, Ferrario and Terracini [9]
introduced a general variational argument and showed the existence of many inter-
esting periodic orbits in the N-body problem. The retrograde double-double orbits
can be seen as one of their many applications. Actually, they ([4, 9]) showed that in
2
the parallelogram equal-mass four-body problem, there exists a set of collision-free
action minimizer connecting a collinear configuration and a rectangular configura-
tion. This set coincides with the set of retrograde double-double orbits. However,
the existence of the prograde double-double orbits is still open. One of the main
challenges is to exclude possible collision singularities of the minimizer under spe-
cific topological or symmetry constraints.
One goal of this paper is to show the existence of prograde double-double orbits
for an interval of θ. Instead of using local deformation argument [1, 2, 9, 15], we
introduce simple topological constraints to a two-point free boundary value prob-
lem and apply a level estimate argument to exclude possible collisions in the corre-
sponding minimizers. Let the masses bem1=m2=m3=m4= 1. Let qi =(qix, qiy)
be the coordinate of mass mi (i = 1,2,3,4) and let q =

q1
q2
q3
q4
 be the position ma-
trix. We set V to be the symmetric subspace corresponding to the parallelogram
four-body problem:
V =
{
q ∈ R4×2
∣∣q1 =−q4, q2 =−q3} . (1.1)
The following topological constraints are introduced. At t = 0, we define a set
V0 =
Qs =

−a1−a2 0
−a1 0
a1 0
a1+a2 0

∣∣∣∣∣a1 ≥ 0, a2 ≥ 0
 , (1.2)
which is a collinear configuration on the x-axis. InV0, the orders of the four bodies
on the x-axis satisfy
q1x(0)≤ q2x(0)≤ q3x(0)≤ q4x(0).
For given θ ∈ (0,pi/2), the configuration subset at t = 1 is defined by V1(θ):
V1(θ) =
Qe =

−b1 −b2
−b1 b2
b1 −b2
b1 b2
R(θ)
∣∣∣∣∣b1 ≥ 0, b2 ≥ 0
 , (1.3)
where R(θ) =
[
cos(θ) sin(θ)
−sin(θ) cos(θ)
]
and θ ∈ (0,pi/2). Geometrically, if Qe ∈V1(θ),
the horizontal rectangle Qe ·R(−θ) satisfies
q1x(1) = q2x(1) < 0, q1y(1) ≤ q2y(1), q3 =−q2, q4 =−q1.
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In other words, the horizontal rectangle Qe · R(−θ) satisfies the following con-
straints: body 4 is in the first quadrant, body 2 is in the second quadrant, body 1 is
in the third quadrant and body 3 is in the fourth quadrant. Actually, the definition
of the topological constraints in V0 and V1(θ) is motivated by the highlighted path
in Fig. 1 (b). The orders of the four bodies in Qs ∈V0 and Qe ∈V1(θ) coincide with
the orders in Fig. 1 (b).
Let Σ(θ) be the subset in H1([0,1],V ) connecting V0 and V1(θ):
Σ(θ) =
{
q ∈H1([0,1],V )
∣∣∣∣q(0) ∈V0, q(1) ∈V1(θ)} .
For any given θ ∈ (0,pi/2), a standard argument shows the existence of an action
minimizer q˜(t) in Σ(θ), such that
A(q˜) = inf
q∈Σ(θ)
A(q) = inf
q∈Σ(θ)
∫ 1
0
(K+U)dt, (1.4)
where K =
1
2
4∑
i=1
|q˙i|2 andU =
∑
1≤i< j≤4
1
|qi−q j| with | · | as the standard Euclidean
inner product. By the celebrated results of Marchal [11] and Chenciner [1], we are
left to exclude the possible boundary collisions in q˜(t)(t ∈ [0,1]). The topological
constraints in our setting are helpful in finding good lower bound of action for
paths with boundary collisions. By introducing a binary decomposition method
[5, 7, 8, 14] and carefully defining new test paths, we can show that
Lemma 1.1. For each given θ ∈ (0,pi/7], the action minimizer q˜(t)(t ∈ [0,1]) is
collision-free.
Lemma 1.1 is shown by Lemma 4.2 and Lemma 5.1. The next step is to extend
the minimizer q˜(t)(t ∈ [0,1]) to a periodic or quasi-periodic orbit.
Theorem 1.2. For each given θ ∈ (0,pi/7], the corresponding minimizing path
q˜(t)(t ∈ [0,1]) can be extended to a periodic or quasi-periodic orbit.
The proof of Theorem 1.2 can be found in Theorem 6.1. Numerically, the
periodic orbit in Theorem 1.2 is exactly the prograde double-double orbit (as in
Fig. 1 (b)). In what follows, we show that q˜(t)(t ∈ [0,1]) must be different from
the retrograde double-double orbits.
By Chen’s work [3], the retrograde double-double orbits can be characterized
as an action minimizer connecting a collinear configuration and a rectangular con-
figuration. It is shown [3] that for any θ ∈ (0,pi/2), there exists a collision-free
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action minimizer q∗ = q∗(t)(t ∈ [0,1]), such that
A(q∗) = inf
q∈Σ(θ)∗
A(q) = inf
q∈Σ(θ)∗
∫ 1
0
(K+U)dt, (1.5)
where
V˜1(θ) =
Qe =

−b1 −b2
−b1 b2
b1 −b2
b1 b2
R(θ)
∣∣∣∣∣b1 ∈ R, b2 ∈ R
 , (1.6)
and
Σ(θ)∗ =
{
q ∈ H1([0,1],V )
∣∣∣∣q(0) ∈V0, q(1) ∈ V˜1(θ)} .
A new geometric argument is introduced to show that for any θ ∈ (0,pi/2),
our action minimizer q˜(t)(t ∈ [0,1]) is different from the action minimizer q∗ =
q∗(t)(t ∈ [0,1]) in [3]. Furthermore, by introducing a new coordinate and analyzing
the geometric properties, we can show the following interesting result:
Theorem 1.3. Assume θ ∈ (0,pi/2). The actions of the two minimizers satisfy
A(q˜)> A(q∗).
Furthermore, the minimizer q∗ satisfies that q∗1(t)− q∗2(t) is in the closed second
quadrant and q∗1(t)+q
∗
2(t) is in the closed third quadrant for all t ∈ [0,1].
Indeed, the geometric argument in this paper can be applied to study several
orbits in the planar three-body problem.
A direct application is to analyze the properties of the retrograde orbits and the
prograde orbits with mass M = [1, 1, m]. It is known [6, 7] that, for each given
θ ∈ (0,pi/2), both orbits can be characterized as action minimizers connecting a
collinear configuration and an isosceles configuration. In the collinear configura-
tion, the three bodies lie on the x-axis with order constraints q3x(0) ≤ q2x(0) ≤
q1x(0). In the isosceles configuration, q3(1) is the vertex of the isosceles, while its
symmetric line is a θ counterclockwise rotation of the x-axis.
Let Pr,θ be the minimizing path of the retrograde orbit and Pp,θ be the minimiz-
ing path of the prograde orbit. By introducing a Jacobi coordinate Z1 = q1− q2,
Z2 = q3− q1+q22 , we can show that for each given θ ∈ (0,pi/2), the action A =∫ 1
0
(K+U)dt of the two minimizers satisfies
A(Pp,θ)> A(Pr,θ).
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Furthermore, in the minimizer Pr,θ corresponding to the retrograde orbit, Z1(t)
must stay in the closed fourth quadrant and Z2(t) must stay in the closed third
quadrant for all t ∈ [0,1].
Another application is to study the variational properties of the Schubart orbit
and the He´non orbit with equal massM = [1, 1, 1]. Let
QS =
q(0) =
−2a1−a2 0a1−a2 0
a1+2a2 0
 ∣∣∣∣a1 ≥ 0, a2 ≥ 0
 ,
QE =
q(1) =
 0 −2b1−b2 b1
b2 b1
 ∣∣∣∣b1 ∈ R, b2 ∈ R
 .
Together with T. Ouyang and Z. Xie, we [12] successfully applied the geometric ar-
gument to show that the action minimizer P0 connecting QS and QE must coincide
with either the Schubart orbit or the He´non orbit.
The paper is organized as follows. Section 2 introduces a standard coercivity
result. As one of its applications, it implies the existence of the minimizer q˜(t)(t ∈
[0,1]) in our case. Section 3 extends the minimizer when one of the boundaries
is collision-free. Section 4 shows the lower bound of the action A(q˜(t)) when
q˜(t)(t ∈ [0,1]) has boundary collisions. Section 5.1 defines a test path Ptest =Ptest,θ
for each θ ∈ (0,pi/7] such that the action of the test path Atest = A(Ptest) is strictly
smaller than the lower bound of action of paths with boundary collisions. We then
extend the collision-free minimizer q˜(t)(t ∈ [0,1]) to a periodic or quasi-periodic
orbit in Section 6. In the end, we show some geometric properties of the two
minimizers q˜(t)(t ∈ [0,1]) and q∗(t)(t ∈ [0,1]) of [3] in Section 7.
2 Variational settings and coercivity
In this section, we introduce a standard theorem which can be applied to our case.
Actually, these coercivity results can also be found in [5, 6]. Let qi = (qix, qiy) be
the coordinate of body mi (i= 1,2,3,4). The position matrix is denoted by
q=

q1
q2
q3
q4
=

q1x q1y
q2x q2y
q3x q3y
q4x q4y
 .
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We define
V :=
{
q ∈ R4×2
∣∣∣∣q1 =−q4, q2 =−q3} ;
V0 :=
Qs =

−a1−a2 0
−a1 0
a1 0
a1+a2 0

∣∣∣∣∣a1 ≥ 0, a2 ≥ 0
 ;
V1(θ) :=
Qe =

−b1 −b2
−b1 b2
b1 −b2
b1 b2
R(θ)
∣∣∣∣∣b1 ≥ 0, b2 ≥ 0
 ;
Σ(θ) :=
{
q(t) ∈ H1([0,1],V )
∣∣∣∣q(0) ∈V0, q(1) ∈V1(θ)} ,
where R(θ) =
[
cos(θ) sin(θ)
−sin(θ) cos(θ)
]
and θ ∈ (0,pi/2). The following minimizing
problem is studied:
Am = inf
q∈Σ(θ)
A(q) = inf
q∈Σ(θ)
∫ 1
0
(K+U)dt, (2.1)
where K =
1
2
4∑
i=1
|q˙i|2 andU =
∑
1≤i< j≤4
1
|qi−q j| with | · | as the standard Euclidean
inner product. In order to show the coercivity of (2.1), we introduce a general
theorem.
Theorem 2.1. Let S be a n-dimension Eculidean space Rn. S0 and S1 are finite-
dimensional subspaces of S such that S0 ∩ S1 = {0}. Let X0 ⊂ S0 and X1 ⊂ S1 be
two closed subsets of S. Let ΣX ⊂ χ ≡ H1([0,1],S) be a weakly closed subset of χ
such that q(0) ∈ X0 and q(1) ∈ X1 for any q(t) ∈ ΣX , then the minimizing problem
inf
q∈ΣX
A
attains its minimum in ΣX .
The coercivity of (2.1) is a direct application of Theorem 2.1. For given θ ∈
(0,pi/2), let
S0 =
Qs =

−a1−a2 0
−a1 0
a1 0
a1+a2 0

∣∣∣∣∣a1, a2 ∈ R
 ,
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and
S1 =
Qe =

−b1 −b2
−b1 b2
b1 −b2
b1 b2
R(θ)
∣∣∣∣∣b1, b2 ∈ R
 .
It is clear that S0 and S1 are linear subspaces in V satisfying S0 ∩ S1 = {0}. Note
that V0 ⊂ S0 and V1(θ) ⊂ S1 are closed subsets of the configuration space V . Σ(θ)
is a weakly closed subset of H1([0,1],V ) (this follows from the compactness of
the embedding H1([0,1],V ) →֒C0([0,1],V )). By Theorem 2.1, there exists some
q˜ ∈ Σ(θ), such that
A(q˜) = inf
q∈Σ(θ)
A(q) = inf
q∈Σ(θ)
∫ 1
0
(K+U)dt.
For readers’ convenience, we give a proof of Theorem 2.1. A similar proof can
also be found in [6]. The following standard result is needed for the proof:
Lemma 2.2. Let B be a reflexive Banach space and M ⊂ B be a weakly closed
subset. Suppose F : B→ R∪{+∞} satisfies:
(a) F is coercive on M with respect to the norm of B; that is, F(x) → +∞ as
‖x‖ →+∞, x ∈M;
(b) F is weakly sequentially lower semicontinuous on M.
Then F is bounded below on M and attains its minimum on M.
In order to prove Theorem 2.1, we need to verify the assumptions in Lemma
2.2. Actually, coercivity is ensured by the boundary conditions in our path space
and the weakly sequentially lower semi-continuuity can be easily shown.
Proof of Theorem 2.1:
Claim: There exists a constant c such that |q(0)− q(1)| ≥ c|q(0)| holds for
any q ∈ Σ(θ)X .
Let u ∈ S0,v ∈ S1 and |u| = |v| = 1, f (u,v) = 〈u,v〉 = cos(u,v). Note that S0
and S1 are finite dimension vector spaces. Assume the dimensions of S0 and S1
are m and n respectively. So f is a continuous function from S0×S1 to [−1,1]. It
must attain its minimum and maximum and clearly inf f = −sup f . If sup f = 1,
it means that u = v, which contradicts the assumption that S0 ∩ S1 = {0}. Thus
sup f < 1. That is to say, for any nonzero vector q(0) ∈ S0 and q(1) ∈ S1, the angle
between them has a low bound θ0 > 0. We have
|q(0)−q(1)| ≥ |q(0)|sin(q(0),q(1)) ≥ sinθ0|q(0)| = c|q(0)|.
Hence, the claim holds.
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For any q(t) ∈ χ, we consider the displacement function
δ(q) := max
t1,t2∈[0,1]
|q(t1)−q(t2)|.
This function measures the total displacement of the configuration in [0,1]. By our
claim above,
δ(q)≥ |q(0)−q(1)| ≥ c|q(0)|.
Therefore
|q(t)| ≤ |q(0)|+δ(q) ≤ (1+ c)δ(q), ∀t ∈ [0,1].
It follows that ∫ 1
0
|q(t)|2dt ≤ (1+ c)2δ(q)2.
By Cauchy-Schwartz inequality, there holds∫ 1
0
|q˙(t)|2dt ≥ (∫ 1
0
|q˙(t)|dt)2 ≥ δ(q)2.
It implies that ∫ 1
0
|q(t)|2dt ≤ (1+ c)2
∫ 1
0
|q˙(t)|2dt.
Hence,
‖q‖2 =
∫ 1
0
(|q(t)|2+ |q˙(t)|2)dt ≤C∫ 1
0
|q˙(t)|2dt ≤ 2CA(q),
where C = (1+ c)2+1. This implies that the functional A is coercive.
Now it remains to verify that A is sequentially lower semicontinuous in the
weak topology. Let q(n) =

q
(n)
1
q
(n)
2
q
(n)
3
q
(n)
4
 be a sequence in ΣX which converges weakly
to q. By passing to a subsequence if necessary, we can assume that A(q(n)) is
bounded: A(q(n))< c0 <+∞.
Let q
(n)
i j := |q(n)i − q(n)j |, then q(n)i j converges uniformly to qi j(since the embed-
ding χ →֒C0([0,1],V )). The sequence 1|q(n)i j | is bounded in L
1[0,1], thus the measure
of the collision set ∆ on which qi j = 0 is 0. The sequence
1
|q(n)i j |
converges to 1|qi j |
pointwise, then by Fatou’s lemma,∫ 1
0
1
|qi j|dt ≤ liminfn→∞
∫ 1
0
1
|q(n)i j |
dt
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Clearly the sequence q(n) converges to q in L2([0,1],V ). We use the fact that
the norm is weak sequentially lower semicontinuous:
‖q˙‖2
L2
= ‖q‖2
H1
−‖q‖2
L2
≤ liminf
n→+∞ ‖q
(n)‖2
H1
−‖q‖2
L2
= liminf
n→+∞ ‖q˙
(n)‖2
L2
.
Thus
A(q) =
1
2
‖q˙‖2L2 +
∑
i< j
∫ 1
0
1
|qi j|dt
≤ liminf
n→+∞
1
2
‖q˙(n)‖2
L2
+
∑
i< j
liminf
n→+∞
∫ 1
0
1
|q(n)i j |
dt
≤ liminf
n→+∞ A(q
(n)).
By Lemma 2.2, the minimizing problem
inf
q(t)∈ΣX
A
attains its minimum in ΣX . The proof is complete.
3 Possible extensions of the minimizer q˜(t)
By Section 2, for each given θ ∈ (0, pi
2
), there exists some minimizing path q˜ =
q˜1
q˜2
q˜3
q˜4
 ∈ Σ(θ), such that
A(q˜) = inf
q∈Σ(θ)
A(q) = inf
q∈Σ(θ)
∫ 1
0
(K+U)dt.
Note that the path q˜(t) ∈ V , it follows that for any t ∈ [0,1], q˜1(t) = −q˜4(t) and
q˜2(t) =−q˜3(t). Furthermore, the boundary configurations q˜(0) and q˜(1) satisfy
q˜(0) =

−a11−a21 0
−a11 0
a11 0
a11+a21 0
 ∈V0, q˜(1) =

−b11 −b21
−b11 b21
b11 −b21
b11 b21
R(θ) ∈V1(θ), (3.1)
where a11,a21,b11,b21≥ 0. By the celebrated works of Marchal [11] and Chenciner
[1], it is known that q˜(t) is collision-free in (0,1). The only possible collisions are
on the boundaries q˜(0) and q˜(1). If one of the boundaries is free of collision, we
show that the minimizing path q˜= q˜(t)(t ∈ [0,1]) can be extended.
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Lemma 3.1. If q˜(0) has no collision, q˜(t)(t ∈ [0,1]) can be smoothly extended to
t ∈ (−1,1].
Proof. The proof basically follows by the first variational formulas. When q˜(0) has
no collision, the path q˜(t)(t ∈ [0,1]) is smooth at t = 0. Furthermore, q˜(t) t ∈ [0,1)
is a classical solution. Since q˜(t)(t ∈ [0,1]) is an action minimizer of (2.1), we
apply the first variational formulas on the boundary q˜(0):
˙˜q1x(0) = ˙˜q4x(0), ˙˜q2x(0) = ˙˜q3x(0).
By the symmetry, we have
˙˜q1(t) =− ˙˜q4(t), ˙˜q2(t) =− ˙˜q3(t), ∀ t ∈ [0,1).
It follows that
˙˜q1x(0) = ˙˜q4x(0) = ˙˜q2x(0) = ˙˜q3x(0) = 0. (3.2)
We then define the extension of q˜(t)(t ∈ [0,1]) as follows:
q˜(t) =

(q˜1(t)
T , q˜2(t)
T , q˜3(t)
T , q˜4(t)
T )T , t ∈ [0,1];
(q˜1(−t)T , q˜2(−t)T , q˜3(−t)T , q˜4(−t)T )TB, t ∈ [−1,0],
(3.3)
where B =
[
1 0
0 −1
]
. It is clear that the definition of q˜(t) in (3.3) is smooth at
t = 0. By the uniqueness of solutions of ODE system, q˜(t) in (3.3) is the extension
of q˜(t)(t ∈ [0,1]). The proof is complete.
Lemma 3.2. If q˜(1) has no collision, q˜(t)(t ∈ [0,1]) can be smoothly extended to
t ∈ [0,2).
Proof. Recall that at t = 1, q˜(1) ∈V1(θ), where
V1(θ) =
Qe =

−b1 −b2
−b1 b2
b1 −b2
b1 b2
R(θ)
∣∣∣∣∣b1 ≥ 0, b2 ≥ 0
 . (3.4)
By assumption, q˜(t) is a classical solution in (0,1]. Furthermore, by the symmetry,
we have
˙˜q1(t) =− ˙˜q4(t), ˙˜q2(t) =− ˙˜q3(t), ∀ t ∈ [0,1]. (3.5)
The symmetry identities (3.5) and the first variational formulas imply that
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˙˜q1x(1)cosθ+ ˙˜q1y(1)sinθ = − ˙˜q2x(1)cosθ− ˙˜q2y(1)sinθ,
˙˜q3x(1)cosθ+ ˙˜q3y(1)sinθ = − ˙˜q4x(1)cosθ− ˙˜q4y(1)sinθ, (3.6)
˙˜q1x(1)sinθ− ˙˜q1y(1)cosθ = ˙˜q2x(1)sinθ− ˙˜q2y(1)cosθ,
˙˜q3x(1)sinθ− ˙˜q3y(1)cosθ = ˙˜q4x(1)sinθ− ˙˜q4y(1)cosθ.
The matrix form of (3.6) is
˙˜q1(1) =− ˙˜q2(1)BR(2θ), ˙˜q4(1) =− ˙˜q3(1)BR(2θ), (3.7)
where B =
[
1 0
0 −1
]
and R(2θ) =
[
cos(2θ) sin(2θ)
−sin(2θ) cos(2θ)
]
. Then we can extend
q˜(t)(t ∈ [0,1]) as follows:
q˜(t) =

(q˜1(t)
T , q˜2(t)
T , q˜3(t)
T , q˜4(t)
T )T , t ∈ [0,1];
(
q˜2(2− t)T , q˜1(2− t)T , q˜4(2− t)T , q˜3(2− t)T
)T
BR(2θ), t ∈ [1,2].
(3.8)
It is easy to check that q˜(t) in (3.8) is C1 at t = 1. Hence, by the uniqueness of
solutions of ODE system, q˜(t) in (3.8) is the extension of q˜(t)(t ∈ [0,1]). The
proof is complete.
4 Lower bound of action of paths with boundary colli-
sions
In Section 2, it is shown that, for each given θ ∈ (0, pi
2
), there exists a minimizing
path q˜θ := q˜ ∈ Σ(θ). In this section, we give a lower bound of Am = A(q˜) =
infq∈Σ(θ) A(q) when q˜(t) = q˜θ(t) has boundary collisions on q˜(0) or q˜(1). We
apply a binary decomposition method [5, 7, 14] to estimate the lower bound. For
readers’ convenience, we introduce the estimates of Keplerian action [7, 10] first.
Given θ ∈ (0,pi], T > 0, consider the following path spaces:
ΓT,θ :=
{
~r ∈ H1([0,T ],R2) : 〈~r(0),~r(T )〉= |~r(0)||~r(T )|cosθ} ,
Γ∗T,θ :={~r ∈ ΓT,θ : |~r(t)| = 0 for some t ∈ [0,T ]} .
The symbol 〈·, ·〉 stands for the standard scalar product in R2 and | · | represents the
standard norm inR2. Define the Keplerian action functional Iµ,α,T :H
1([0,T ],R2)→
R∪{+∞} by
Iµ,α,T (~r) :=
∫ T
0
µ
2
|~˙r|2+ α|~r| dt.
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Theorem 4.1. Let θ ∈ (0,pi], T > 0, µ> 0, α > 0 be constants. Then
inf
~r∈ΓT,θ
Iµ,α,T (~r) =
3
2
(
µα2θ2T
) 1
3 , (4.1)
inf
~r∈Γ∗
T,θ
Iµ,α,T (~r) =
3
2
(
µα2pi2T
) 1
3 . (4.2)
Let the mass of the four bodies be [m1, m2, m3, m4] = [1, 1, 1, 1]. By symmetry,
the action functional A : H1([0,1],V )→ R∪{+∞} is defined by
A(q) :=
∫ 1
0
K(q˙)+U(q)dt,
where
K(q˙) =
1
2
(|q˙1|2+ |q˙2|2+ |q˙3|2+ |q˙4|2)= |q˙1|2+ |q˙2|2
is the kinetic energy of the path q= q(t) =

q1(t)
q2(t)
q3(t)
q4(t)
, and
U(q) =
∑
1≤i< j≤4
1
|qi−q j|
=
2
|q1−q2| +
2
|q1+q2| +
1
|2q1| +
1
|2q2|
is the potential energy. The action functional A(q) can be rewritten as
A(q) =
∫ 1
0
1
4
|q˙1− q˙2|2+ 2|q1−q2| dt+
∫ 1
0
1
4
|q˙1+ q˙2|2+ 2|q1+q2| dt
+
∫ 1
0
1
2
|q˙1|2+ 1
2|q1| dt+
∫ 1
0
1
2
|q˙2|2+ 1
2|q2| dt.
(4.3)
Let A12 :=
∫ 1
0
1
4
|q˙1 − q˙2|2 + 2|q1−q2| dt, A13 :=
∫ 1
0
1
4
|q˙1 + q˙2|2 + 2|q1+q2| dt, A14 :=∫ 1
0
1
2
|q˙1|2+ 12|q1| dt and A23 :=
∫ 1
0
1
2
|q˙2|2+ 12|q2| dt. It follows that
A(q) = A12+A13+A14+A23. (4.4)
Actually, if q˜(t) has a total collision at t = 0 or t = 1, by Theorem 4.1, we have
Am = A(q˜)≥ 3
(
2pi2
) 1
3 +3
(
pi2
4
) 1
3
≥ 12.16. (4.5)
In what follows, we give a lower bound of action when q˜(t)(t ∈ [0,1]) has collision
singularities in the case when θ ∈ (0, pi
6
).
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Lemma 4.2. Let θ ∈ (0, pi/6). If the minimizing path q˜(t) = q˜θ(t)(t ∈ [0,1]) has
boundary collisions, then its action A = A(q˜) satisfies
A ≥ 3
2
[(
2pi2
) 1
3 +
(
2θ2
) 1
3 +θ
2
3
]
.
Proof. We recall the definition of q˜(0) and q˜(1):
q˜(0) =

−a11−a21 0
−a11 0
a11 0
a11+a21 0
 , q˜(1) =

−b11 −b21
−b11 b21
b11 −b21
b11 b21
R(θ), (4.6)
where a11,a21,b11,b21 ≥ 0. Note that for all t ∈ [0,1], q˜1(t) =−q˜4(t) and q˜2(t) =
−q˜3(t). The possible boundary collisions are
1. At t = 0: q˜1 = q˜2; q˜2 = q˜3; q˜1 = q˜2 = q˜3 = q˜4;
2. At t = 1: q˜1 = q˜2; q˜1 = q˜3; q˜1 = q˜2 = q˜3 = q˜4.
We discuss them case by case under the assumption: θ ∈ (0, pi/6). Actually, we
only need to consider possible binary collisions.
Case 1: q˜1 and q˜2 collide at t = 0 (q˜1(0) = q˜2(0)).
Assume that the angle from the vector
−−−−−−−→
q˜2(1)q˜3(1) = q˜3(1)− q˜2(1) counter-
clockwisely rotating to the vector
−−−−−−−→
q˜2(1)q˜4(1) = q˜4(1)− q˜2(1) is α. By the defini-
tion of q˜(1), it implies that α ∈ (0,pi/2). By Theorem 4.1,
A12 ≥ 3
2
(
1
2
4pi2
) 1
3
=
3
2
(
2pi2
) 1
3 .
For t ∈ [0,1], the vector −−→q˜1q˜3(t) = q˜3(t)− q˜1(t) rotates an angle θ, by Theorem 4.1,
A13 ≥ 3
2
(
1
2
4θ2
) 1
3
.
Similarly, we have
A23 ≥ 3
2
(
1
4
(θ−α)2
) 1
3
, A14 ≥ 3
2
(
1
4
(θ+α)2
) 1
3
. (4.7)
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Note that for the concave function f (x) = x
2
3 , it follows that for any a,b ∈ R, we
have
a
2
3 +b
2
3 ≥ (|a|+ |b|) 23 ≥max
{
(a+b)
2
3 ,(a−b) 23
}
.
It follows that
A = A12+A13+A14+A23
≥ 3
2
[(
2pi2
) 1
3 +
(
2θ2
) 1
3 +
(
1
4
(θ−α)2
) 1
3
+
(
1
4
(θ+α)2
) 1
3
]
≥ 3
2
[(
2pi2
) 1
3 +
(
2θ2
) 1
3 +θ
2
3
]
. (4.8)
Case 2: q˜2 and q˜3 collide at t = 0 (q˜2(0) = q˜3(0)), and q˜(t) has no collision at
t = 1.
By the extension formula (3.8) in Lemma 3.2, q˜1(2) = q˜4(2). Then by Theorem
4.1,
2(A23+A14)≥ 3
(
1
4
2pi2
) 1
3
=
3
2
(
4pi2
) 1
3 .
For t ∈ [0,1], the vector −−→q˜1q˜2(t) rotates an angle θ + pi/2, while the vector−−→
q˜1q˜3(t) rotates an angle θ. By Theorem 4.1, the following estimates hold:
A12 ≥ 3
2
(
2(θ+
pi
2
)2
) 1
3
, A13 ≥ 3
2
(
2θ2
) 1
3 .
Hence, in this case, the action A satisfies
A = A12+A13+A14+A23
≥ 3
2
[(
pi2
2
) 1
3
+
(
2θ2
) 1
3 +
(
2
(
θ+
pi
2
)2) 13]
. (4.9)
Case 3: q˜1 and q˜2 collide at t = 1 (q˜1(1) = q˜2(1)).
By Theorem 4.1, the action A satisfies
A = A12+A13+A14+A23
≥ 3
2
[(
2pi2
) 1
3 +
(
2θ2
) 1
3 +
(
1
4
θ2
) 1
3
+
(
1
4
θ2
) 1
3
]
=
3
2
[(
2pi2
) 1
3 +2
(
2θ2
) 1
3
]
. (4.10)
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Case 4: q˜1 and q˜3 collide at t = 1 (q˜1(1) = q˜3(1)).
By Theorem 4.1, the action A satisfies
A = A13+A12+A14+A23
≥ 3
2
[(
2pi2
) 1
3 +
(
2
(
θ+
pi
2
)2) 13
+
(
1
4
(
θ+
pi
2
)2) 13
+
(
1
4
(pi
2
−θ
)2) 13]
≥ 3
2
[(
2pi2
) 1
3 +3
(
1
4
(
θ+
pi
2
)2) 13
+
(
1
4
(pi
2
−θ
)2) 13]
. (4.11)
Note that θ ∈ (0, pi
6
), by comparing the lower bounds ((4.8) to (4.11)) in the four
cases, the smallest value is 3
2
[(
2pi2
) 1
3 +
(
2θ2
) 1
3 +θ
2
3
]
. It follows that
A ≥ 3
2
[(
2pi2
) 1
3 +
(
2θ2
) 1
3 +θ
2
3
]
. (4.12)
The proof is complete.
5 Definition of test paths
In Section 4, we prove that if the minimizing path q˜(t)(t ∈ [0,1]) has boundary
collisions, its action satisfies
A = A(q˜)≥ 3
2
[(
2pi2
) 1
3 +
(
2θ2
) 1
3 +θ
2
3
]
.
Let
g1(θ) =
3
2
[(
2pi2
) 1
3 +
(
2θ2
) 1
3 +θ
2
3
]
.
In this section, we define a test path Ptest = Ptest,θ for each θ ∈ (0,pi/7], such that
its action A(Ptest) is strictly less than g1(θ).
Lemma 5.1. For each θ ∈ (0,pi/7], there exists a test path
Ptest = Ptest,θ ∈ Σ(θ)≡
{
q(t) ∈ H1([0,1],V )
∣∣∣∣q(0) ∈V0, q(1) ∈V1(θ)} ,
such that
A(Ptest)< g1(θ).
16
Proof. The test paths are defined by piecewise smooth linear functions. For a given
θ ∈ (0,pi/7], let q¯(t)(t ∈ [0,1]) be the postion matrix of the test path Ptest = Ptest,θ.
By symmetry, we only define the paths for q¯1 and q¯2, while q¯3 =−q¯2 and q¯4 =−q¯1.
The action functional satisfies
A(q¯) =
∫ 1
0
| ˙¯q1|2+ | ˙¯q2|2+ 2|q¯1− q¯2| +
2
|q¯1+ q¯2| +
1
2|q¯1| +
1
2|q¯2| dt.
Recall that
V0 =
Qs =

−a1−a2 0
−a1 0
a1 0
a1+a2 0

∣∣∣∣∣a1 ≥ 0, a2 ≥ 0
 ,
and
V1(θ) =
Qe =

−b1 −b2
−b1 b2
b1 −b2
b1 b2
R(θ)
∣∣∣∣∣b1 ≥ 0, b2 ≥ 0
 .
The test path Ptest is defined in two steps. First, we can define a test path for a
fixed angle θ = θ0. At time t = t j =
j
10
( j = 0,1,2, . . . ,10), the position matrices
q˜( j
10
) of the action minimizer q˜(t)(t ∈ [0,1]) are found by a Matlab program of T.
Ouyang. In the test path Ptest = Ptest,θ0 , we assume that
q¯(t j) = q¯(
j
10
) = q˜(
j
10
).
For t ∈ [t j, t j+1], the path will be the linear connection between q¯(t j) and q¯(t j+1)( j=
0,1,2, . . . ,9). Furthermore, we assume the bodies move at constant speeds in the
time interval [ j
10
, j+1
10
] ( j = 0,1,2, . . . ,9). That is for each j ( j = 0,1,2, . . . ,9),
q¯(t) = q¯(t j)+10
(
t− j
10
)
[q¯(t j+1)− q¯(t j)] , t ∈
[
j
10
,
j+1
10
]
. (5.1)
Once the 11 matrices q˜(t j) = q˜(
j
10
)(i = 0,1,2, . . . ,10) are given, the action value
Atest = A(Ptest) can be calculated accurately. By the definition of Ptest = Ptest,θ0 ,
Atest will be close to the minimum action A (q˜). Note that g1(θ) is the lower bound
of action of paths with boundary collisions. If
Atest < g1(θ0),
it implies that the minimizer q˜(t)(t ∈ [0,1]) has no collision singularity in the case
when θ = θ0.
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The next step is to define a test path for an interval of θ= θ0. Assume at θ= θ0,
the test path defined in the first step satisfies Atest < g1(θ0). Then it is reasonable
to expect that in a small interval of θ0, one can perturb the test path Ptest = Ptest,θ0 ,
such that the inequality Atest < g1(θ) still holds. In this paper, the perturbed path
is defined as follows.
We fix Ptest,θ0(t ∈ [0, 910 ]). For t ∈ [ 910 ,1], we perturb the last point q¯(t10) = q¯(1)
in Ptest such that it satisfies the boundary condition
q¯(1) ∈V1(θ) =
Qe =

−b1 −b2
−b1 b2
b1 −b2
b1 b2
R(θ)
∣∣∣∣∣b1 ≥ 0, b2 ≥ 0

and connects it with q¯(t9) = q¯(
9
10
) by straight lines with constant speeds. Set q˜i, j =
q˜i(
j
10
), where i= 1,2 and j = 0,1,2, . . . ,10. By assumption,
q˜(0) =

−a11−a21 0
−a11 0
a11 0
a11+a21 0
 ∈V0, q˜(1) =

−b11 −b21
−b11 b21
b11 −b21
b11 b21
R(θ0) ∈V1(θ). (5.2)
q¯(1) of the perturbed path Ptest = Ptest,θ is defined as follows:
q¯(1) =

−b11 −b21
−b11 b21
b11 −b21
b11 b21
R(θ), (5.3)
where b11,b21 are values in q˜(1) ( defined by (5.2)) of the minimizer q˜(t) = q˜θ0(t)
and θ is in a small interval of θ0.
Let A j+1 be the action of the linear path connecting q¯(
j
10
) and q¯( j+1
10
), ( j =
0,1,2, . . . ,9). Then the action A(Ptest) satisfies
A(Ptest) =
9∑
j=0
A j+1.
Indeed, one can directly calculate each action A j+1 ( j = 0,1,2, . . . ,9), which are
determined by the 11 position matrices q¯(tk)(k = 0,1,2, . . . ,10). For t ∈ [ j10 , j+110 ],
let K j+1 be the corresponding kinetic energy and U j+1 be the potential energy. It
follows that
A j+1 =
∫ j+1
10
j
10
K j+1 dt+
∫ j+1
10
j
10
U j+1 dt, j = 0,1,2, . . . ,9.
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Note that the linear path has a constant velocity in [ j
10
, j+1
10
]. By (5.1), it follows
that the kinetic energy is
K j+1 =
2∑
i=1
| ˙¯qi(t)|2 = 100
2∑
i=1
∣∣q¯i,( j+1)− q¯i, j∣∣2.
It implies that∫ j+1
10
j
10
K j+1 dt = 10
2∑
i=1
∣∣q¯i,( j+1)− q¯i, j∣∣2, j = 0,1,2, . . . ,9. (5.4)
The potential energy is
U j+1 =
2
|q¯1(t)− q¯2(t)| +
2
|q¯1(t)+ q¯2(t)| +
1
|2q¯1(t)| +
1
|2q¯2(t)| , t ∈ [
j
10
,
j+1
10
],
where j = 0,1,2, . . . ,9 and q¯i(t)(i = 1,2) for t ∈ [ j10 , j+110 ] is defined by (5.1). Let
u= 10(t− j
10
). Then
∫ j+1
10
j
10
1
|q¯i(t)− q¯k(t)| dt
=
1
10
∫ 1
0
1
|q¯i, j− q¯k, j+u
(
q¯i,( j+1)− q¯i, j+ q¯k, j− q¯k, j+1
) | du. (5.5)
Note that the integral (5.5) always has the form
∫ 1
0
du√
(a+bu)2+(c+du)2
and it
can be integrated as follows.∫ 1
0
1√
(a+bu)2+(c+du)2
du
=
1√
b2+d2
ln
ab+ cd
b2+d2
+u+
√
(a+bu)2+(c+du)2
b2+d2
∣∣∣∣∣
1
0
(5.6)
Hence, by (5.4), (5.5) and (5.6), once the coordinates of q¯i, j = q¯i(
j
10
)(i = 1,2; j =
0,1,2, . . . ,10) are given, the action A j+1 ( j= 0,1,2, . . . ,9) can be calculated accu-
rately. Therefore, the action A(Ptest) =
9∑
j=0
A j+1 can also be calculated accurately.
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It is clear that A(Ptest) is a function of θ and to exclude possible boundary colli-
sions in the minimizer q˜(t), we need to prove that for θ in a certain interval of θ0,
the following inequality holds:
A(Ptest)< g1(θ) =
3
2
[(
2pi2
) 1
3 +
(
2θ2
) 1
3 +θ
2
3
]
. (5.7)
In order to make the inequality (5.7) true, we will choose 8 values of θ0 and
define 8 different test paths. For each given θ0, a test path Ptest can be defined in an
interval of θ0 by the values of q¯(t j) = q¯(
j
10
)( j = 0,1,2, . . . ,10). The definition of
Ptest then follows by Eqn. (5.1). It is clear that the position matrix of the test path
q¯(t) ∈ Σ(θ).
For convenience, the data of the 8 test paths are given in the Appendix. In order
to compare the action of the test path A(Ptest) = A(Ptest,θ) with the lower bound
of action g1(θ) of paths with boundary collisions, we draw eight different pictures
in the Appendix. In each figure, the horizontal axis is θ/pi and the vertical axis is
the action value A . The inequality
A(Ptest)< g1(θ) =
3
2
[(
2pi2
) 1
3 +
(
2θ2
) 1
3 +θ
2
3
]
always holds for any θ ∈ (0,pi/7]. Therefore, the minimizing path q˜(t)(t ∈ [0,1])
has no collision singularity for θ ∈ (0,pi/7]. The proof is complete.
6 Periodic extension
In this section, we extend the collision free minimizing path q˜(t)(t ∈ [0,1]) to a
periodic or quasi-periodic orbit. The following theorem holds for θ ∈ (0,pi/7].
Theorem 6.1. For each given θ ∈ (0,pi/7], the corresponding minimizing path
q˜(t)(t ∈ [0,1]) can be extended to a periodic or quasi-periodic orbit.
Proof. The proof follows by Lemma 3.1 and Lemma 3.2. Note that when θ ∈
(0,pi/7], by Lemma 5.1, the minimizing path q˜(t)(t ∈ [0,1]) is collision-free. By
the uniqueness of solutions of initial value problem in an ODE system, q˜(t)(t ∈
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[0,1]) can be extended. The extension formula is defined as follows
q˜(t) =

(q˜T1 (t), q˜
T
2 (t), q˜
T
3 (t), q˜
T
4 (t))
T , t ∈ [0, 1],
(q˜T2 (2− t), q˜T1 (2− t), q˜T4 (2− t), q˜T3 (2− t))TBR(2θ), t ∈ [1, 2],
(q˜T2 (t−2), q˜T1 (t−2), q˜T4 (t−2), q˜T3 (t−2))TR(2θ), t ∈ [2, 4],
q˜(t−4k)R(4kθ), t ∈ [4k, 4k+4],
(6.1)
where B=
[
1 0
0 −1
]
and k ∈ Z.
It follows that
q˜(t+4) = q˜(t)R(4θ), t ∈ R.
Note that q˜(t) ∈ Σ(θ). By Lemma 3.1 and Lemma 3.2, the velocities ˙˜q at t = 0 and
t = 1 satisfy
˙˜q1x(0) = ˙˜q2x(0) = ˙˜q3x(0) = ˙˜q4x(0) = 0,
˙˜q1(1) =− ˙˜q2(1)BR(2θ), ˙˜q4(1) =− ˙˜q3(1)BR(2θ). (6.2)
A direct computation implies that q˜(t) isC1 for all t ∈ R and it satisfies
q˜1(t) =−q˜4(t), q˜2(t) =−q˜3(t), ∀ t ∈ R.
It follows that q˜(t) in (6.1) is a classical solution of the Newtonian equation. If
θ/pi ∈ (0,1/7] is rational, we set θ
pi
=
k1
l1
, where integers k1, l1 are relatively prime.
It follows that q˜(t+ 4l1) = q˜(t). Hence, q˜(t) is periodic. If θ/pi ∈ (0,1/7] is irra-
tional, then q˜(t) is a quasi-periodic orbit. The proof is complete.
7 Geometric properties of an minimizer
In the last section, we introduce a new geometric argument to show that for each
θ ∈ (0,pi/2), the path q˜(t)(t ∈ [0,1]) in this paper can NOT be a part of the retro-
grade double-double orbit.
Note that the action minimizer q˜= q˜(t)(t ∈ [0,1]) connects the two boundaries
V0 and V1(θ) in the parallelogram equal-mass four-body problem. It satisfies
A(q˜) = inf
q∈Σ(θ)
A(q) = inf
q∈Σ(θ)
∫ 1
0
(K+U)dt, (7.1)
21
where
Σ(θ) =
{
q ∈H1([0,1],V )
∣∣∣∣q(0) ∈V0, q(1) ∈V1(θ)} ,
V0 =
Qs =

−a1−a2 0
−a1 0
a1 0
a1+a2 0

∣∣∣∣∣a1 ≥ 0, a2 ≥ 0
 , (7.2)
and
V1(θ) =
Qe =

−b1 −b2
−b1 b2
b1 −b2
b1 b2
R(θ)
∣∣∣∣∣b1 ≥ 0, b2 ≥ 0
 , (7.3)
with R(θ) =
[
cos(θ) sin(θ)
−sin(θ) cos(θ)
]
and θ ∈ (0,pi/2). We define another boundary set
V˜1(θ) as follows:
V˜1(θ) =
Qe =

−b1 −b2
−b1 b2
b1 −b2
b1 b2
R(θ)
∣∣∣∣∣b1 ∈ R, b2 ∈ R
 . (7.4)
Let
Σ(θ)∗ =
{
q ∈ H1([0,1],V )
∣∣∣∣q(0) ∈V0, q(1) ∈ V˜1(θ)} .
It is clear that V˜1(θ) is a two-dimensional vector space and V1(θ) ⊂ V˜1(θ). By
Section 2, there exists an action minimizer q∗ = q∗(t)(t ∈ [0,1]), such that
A(q∗) = inf
q∈Σ(θ)∗
A(q) = inf
q∈Σ(θ)∗
∫ 1
0
(K+U)dt. (7.5)
Before stating the results in this section, we first introduce a coordinate transfor-
mation. Note that in the parallelogram equal-mass four-body problem, we assume
q1 =−q4 and q2 =−q3. Recall that the potential function U can be written as
U =
∑
1≤i< j≤4
1
|qi−q j| =
2
|q1−q2| +
2
|q1+q2| +
1
|2q1| +
1
|2q2| .
And the kinetic energy is
K =
1
2
(|q˙1|2+ |q˙2|2+ |q˙3|2+ |q˙4|2)= |q˙1|2+ |q˙2|2.
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Let Z1 = q1−q2 and Z2 = q1+q2. It follows that
U ≡U(Z1, Z2) = 2|Z1| +
2
|Z2| +
1
|Z1+Z2| +
1
|Z1−Z2| , (7.6)
and
K ≡ K(Z1, Z2) = 1
2
|Z˙1|2+ 1
2
|Z˙2|2. (7.7)
For convenience, we denote Z1 = Z1(t) and Z2 = Z2(t) the new coordinates of the
minimizer q˜(t)(t ∈ [0,1]), and denote Z∗1 = Z∗1(t) and Z∗2 = Z∗2(t) the new coor-
dinates of the minimizer q∗(t)(t ∈ [0,1]). In the standard Cartesian xy-coordinate
system, the i-th quadrant is denoted by Qi and its closure by Qi (i=1,2,3,4). For
example, Q1 = {(x,y) |x > 0, y> 0} and Q1 = {(x,y) |x ≥ 0, y≥ 0}.
In this section, we study the geometric properties of the minimizer by analyzing
its new coordinates. If both Z1 and Z2 are nonzero, we can define an angle ∆ =
∆(Z1,Z2) ∈ [0,pi/2] to represent the angle between the two straight lines spanned
by Z1 and Z2. The formula is given as follows. The angle β = β(Z1,Z2) between
the two vectors is defined by
β(Z1, Z2) = arccos
〈Z1, Z2〉
|Z1|||Z2| ,
whenever both Z1 6= 0 and Z2 6= 0 hold. Then we define the angle ∆ = ∆(Z1, Z2) by
∆(Z1, Z2) =

β, if β ≤ pi
2
;
pi−β, if β > pi
2
.
(7.8)
It is clear that ∆ = ∆(Z1, Z2) ∈ [0,pi/2].
Actually, for a given t ∈ (0,1), if Zi = Zi(t) 6= 0 (i = 1,2), a formula of the
potential energyU in terms of |Z1|, |Z2| and ∆ can be derived by the law of cosines:
U =
2
|Z1| +
2
|Z2| +
1
|Z1+Z2| +
1
|Z1−Z2|
=
2
|Z1| +
2
|Z2| +
1√
|Z1|2+ |Z2|2+2|Z1||Z2|cos(∆)
+
1√
|Z1|2+ |Z2|2−2|Z1||Z2|cos(∆)
.
(7.9)
By formula 7.9, we can denote the potential energy U byU(|Z1|, |Z2|, ∆) or
U(|Z1(t)|, |Z2(t)|, ∆(t)). A simple calculation shows:
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Proposition 7.1. Fix |Z1| 6= 0 and |Z2| 6= 0 and assume that the potential energy
U =U(|Z1|, |Z2|, ∆) is finite. ThenU(|Z1|, |Z2|, ∆) is a strictly decreasing function
with respect to ∆.
Proof. Fixing |Z1| and |Z2| and taking the derivative of U =U(|Z1|, |Z2|, ∆) with
respect to ∆, it follows that
dU(|Z1|, |Z2|, ∆)
d∆
=
|Z1||Z2|sin(∆)
[|Z1|2+ |Z2|2+2|Z1||Z2|cos(∆)]
3
2
− |Z1||Z2|sin(∆)
[|Z1|2+ |Z2|2−2|Z1||Z2|cos(∆)]
3
2
.
Note that ∆ ∈ [0, pi
2
]. It implies that
dU(|Z1|, |Z2|, ∆)
d∆
≤ 0,
and
dU(|Z1|, |Z2|,∆)
d∆
= 0 if and only if ∆ = 0 or ∆ = pi/2. The proof is complete.
It is known that [1, 11] the two action minimizers q˜(t)(t ∈ [0,1]) and q∗(t)(t ∈
[0,1]) are collision-free in (0,1). It implies that the potential energy U of both
minimizers are finite for all t ∈ (0,1) and
Z1(t) 6= 0, Z2(t) 6= 0, Z∗1(t) 6= 0, Z∗2(t) 6= 0, ∀ t ∈ (0,1).
Given θ ∈ (0,pi/2), the new coordinates Z1 and Z2 of the action minimizer
q˜(t)(t ∈ [0,1]) satisfy: both Z1(0) and Z2(0) stay on the negative x-axis, while
Z1(1) ∈ Q4 and Z2(1) ∈ Q3. A sample picture is shown in Fig. 2.
Let Zi = (Zix, Ziy)(i= 1,2). A new path (Z˜1, Z˜2) = (Z˜1(t), Z˜2(t))(t ∈ [0,1]) is
defined by
Z˜1(t) = (−|Z1x(t)|, |Z1y(t)|), Z˜2(t) = (−|Z2x(t)|,−|Z2y(t)|). (7.10)
By 7.10, Z˜1(1) = −Z1(1) ∈ Q2, while Z˜2(1) = Z2(1) and Z˜i(0) = Zi(0)(i = 1,2).
Since the vectors Z1(1) and Z2(1) are perpendicular, it implies that Z˜1(1) and Z˜2(1)
are also perpendicular. It follows that the new path (Z˜1, Z˜2)= (Z˜1(t), Z˜2(t)) at t = 1
forms a rectangular configuration and it is in the boundary space V˜1(θ). Hence, the
new path (Z˜1, Z˜2) is in the functional space Σ(θ)
∗. A sample picture of Z1(t) and
Z˜1(t) is given in Fig. 3.
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Figure 2: The positions of Zi(0) and Zi(1)(i = 1,2). Z1(0) and Z1(1) are in blue,
while Z2(0) and Z2(1) are in red.
Similar to the definition of ∆ = ∆(Z1, Z2) in (7.8), we set ∆˜ = ∆(Z˜1, Z˜2) to be
the angle between the two straight lines spanned by two nonzero vectors Z˜1 and Z˜2.
That is,
∆(Z˜1, Z˜2) =

β˜, if β˜ ≤ pi
2
;
pi− β˜, if β˜ > pi
2
,
(7.11)
while β˜ = arccos 〈Z˜1, Z˜2〉|Z˜1|||Z˜2| .
Note that for any t ∈ (0,1), |Z˜i(t)| = |Zi(t)| 6= 0(i = 1,2). It implies that both
∆ and ∆˜ are well-defined for t ∈ (0,1). With the help of Proposition 7.1, we can
show that
Lemma 7.2. For any t ∈ (0,1),
U(|Z1(t)|, |Z2(t)|, ∆(t))≥U(|Z˜1(t)|, |Z˜2(t)|, ∆˜(t)),
while the equality holds if and only if Z1(t) and Z2(t) are in two adjacent closed
quadrants.
Proof. We first show that for any t ∈ (0,1),
∆˜(t) = ∆(Z˜1(t), Z˜2(t))≥ ∆(t) = ∆(Z1(t), Z2(t)).
Denote α1(t) ∈ [0, pi2 ] the angle between the x-axis and the straight line spanned by
Z1(t), α2(t) ∈ [0, pi2 ] the angle between the x-axis and the line spanned by Z2(t).
Their explicit formulas are:
α1(t) = ∆(Z1(t),~s) =min
{
arccos
〈Z1(t),~s〉
|Z1(t)| , pi− arccos
〈Z1(t),~s〉
|Z1(t)|
}
,
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Figure 3: A sample picture of Z˜1 = Z˜1(t)(t ∈ [0,1]) generated by Z1 = Z1(t)(t ∈
[0,1]), which satisfies Z˜1(t) = (−|Z1x(t)|, |Z1y(t)|).
α2(t) = ∆(Z2(t),~s) =min
{
arccos
〈Z2(t),~s〉
|Z2(t)| , pi− arccos
〈Z2(t),~s〉
|Z2(t)|
}
,
with~s= (1,0). It follows that
∆˜(t) =min{[α1(t)+α2(t)], pi− [α1(t)+α2(t)]} .
If α1(t)+α2(t)≤ pi2 , then
min{[α1(t)+α2(t)], pi− [α1(t)+α2(t)]} = [α1(t)+α2(t)]≥ |α1(t)−α2(t)|.
If α1(t)+α2(t)>
pi
2
, then
min{|α1(t)+α2(t)|, pi−|α1(t)+α2(t)|}= pi− [α1(t)+α2(t)]
≥ pi
2
−min{α1(t), α2(t)}
≥ |α1(t)−α2(t)|.
Thus we always have
∆˜(t)≥ |α1(t)−α2(t)|, (7.12)
and the equality holds if and only if α1(t) = 0 or pi/2 or α2(t) = 0 or pi/2. By
our definition, if Z1(t) and Z2(t) are in two adjacent closed quadrants, ∆(t) =
min{[α1(t)+α2(t)], pi− [α1(t)+α2(t)]}; otherwise, ∆(t) = |α1(t)−α2(t)|. Note
that
∆˜(t) =min{[α1(t)+α2(t)], pi− [α1(t)+α2(t)]}.
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It follows that in both cases, we have
∆˜(t)≥ ∆(t),
and the equality holds if and only if Z1(t) and Z2(t) are in two adjacent closed
quadrants.
Note that both Z1 and Z2 are nonzero for t ∈ (0,1), and U(Z1(t), Z2(t)) =
U(|Z1(t)|, |Z2(t)|, ∆(t)) is always finite for any t ∈ (0,1). Therefore, for every
t ∈ (0,1), U(Z˜1(t), Z˜2(t)) =U(|Z˜1(t)|, |Z˜2(t)|, ∆˜(t)) stays finite. By Proposition
7.1, it follows that
U(|Z1(t)|, |Z2(t)|, ∆(t))≥U(|Z˜1(t)|, |Z˜2(t)|, ∆˜(t)),
while the equality holds if and only if Z1(t) and Z2(t) are in two adjacent closed
quadrant. The proof is complete.
The following two propositions are introduced to prove the two theorems in
this section.
Proposition 7.3. Let (Z1, Z2)∈H1([0,1],χ) be the solution of the Newtonian equa-
tion for t ∈ (0,1). If there exists some t0 ∈ (0,1) such that both Z1(t0) and Z2(t0)
are tangent to the axes, then Z1(t) and Z2(t) must stay on the axes for all t ∈ [0,1].
Proof. The proof follows by the analytic property of solutions of the Newtonian
equation. Without loss of generality, we assume Z1(t0) is tangent to the x-axis, that
is
Z1y(t0) = 0, Z˙1y(t0) = 0.
If Z2(t0) is tangent to the y-xis, then
Z2x(t0) = 0, Z˙2x(t0) = 0.
In this case, (Z1, Z2) is in an invariant set {(q1, q2) |q1y = q2y, q1x = −q2x, q˙1y =
q˙2y, q˙1x =−q˙2x}= {(Z1, Z2) |Z1y(t)= 0, Z˙1y(t)= 0, Z2x(t)= 0, Z˙2x(t)= 0}. Hence,
Z1(t) stays on the x-axis and Z2(t) stays on the y-axis for all t ∈ (0,1).
If Z2(t0) is tangent to the x-xis, then
Z2y(t0) = 0, Z˙2y(t0) = 0.
In this case, (Z1, Z2) is in an invariant set {(q1, q2) |q1y = q2y = 0, q˙1y = q˙2y =
0} = {(Z1, Z2) |Z1y(t) = 0, Z˙1y(t) = 0, Z2y(t) = 0, Z˙2y(t) = 0}. Hence, both Z1(t)
and Z2(t) are on the x-axis for all t ∈ (0,1).
Therefore, by the continuity of Z1(t) and Z2(t), they must be on the axes for all
t ∈ [0,1]. The proof is complete.
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Proposition 7.4. If there exists a subinterval [t1, t2]∈ (0,1) such that Z1(t) or Z2(t)
is on the axes for all t ∈ [t1, t2], then both Z1(t) and Z2(t) must be on the axes for
all t ∈ [0,1].
Proof. Without loss of generality, we assume Z1(t) stays on the x-axis for t ∈
[t1, t2]. That is, for all t ∈ [t1, t2],
q1y(t) = q2y(t), q˙1y(t) = q˙2y(t), q¨1y(t) = q¨2y(t).
By the Newtonian equations of q1y and q2y, it follows that
q1y(t)
4|q1(t)|3 =
q2y(t)
4|q2(t)|3 , ∀ t ∈ [t1, t2].
Hence,
q1y(t) = 0, or |q1(t)|= |q2(t)|, ∀ t ∈ [t1, t2].
Since Z1(t) 6= 0 for all t ∈ (0,1), it implies that
q1y(t) = 0, or q1x(t) =−q2x(t), ∀ t ∈ [t1, t2].
That is,
Z2y(t) = 0, or Z2x(t) = 0, ∀ t ∈ [t1, t2].
Note that Z2(t) 6= 0 for t ∈ [t1, t2]. By the smoothness of Z2(t) in [t1, t2], it implies
that Z2 must be on of the axes for all t ∈ [t1, t2]. By Proposition 7.3, Z1(t) and Z2(t)
must stay on the axes for all t ∈ [0,1].
Next, we apply Proposition 7.3, Proposition 7.4 and Lemma 7.2 to study the
properties of the two minimizers q˜(t)(t ∈ [0,1]) in (7.1) and q∗(t)(t ∈ [0,1]) in
(7.5).
Theorem 7.5. Assume θ ∈ (0,pi/2). The actions of the two minimizers q˜(t)(t ∈
[0,1]) and q∗(t)(t ∈ [0,1]) satisfy
A(q˜)> A(q∗).
Proof. Recall that (Z1(t), Z2(t))(t ∈ [0,1]) is the path corresponding to q˜(t)(t ∈
[0,1]) and (Z∗1(t), Z
∗
2(t))(t ∈ [0,1]) corresponds to q∗(t)(t ∈ [0,1]). By the defini-
tion (7.10) of Z˜1 and Z˜2, it implies that Z˜1(t) ∈Q2 and Z˜2(t) ∈Q3 for all t ∈ [0,1].
The kinetic energy satisfies
K(Z1(t),Z2(t)) = K(Z˜1(t), Z˜2(t)), ∀ t ∈ (0,1). (7.13)
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And by Lemma 7.2,
U(|Z1(t)|, |Z2(t)|,∆(t)) ≥U(|Z˜1(t)|, |Z˜2(t)|, ∆˜(t)), ∀ t ∈ (0,1). (7.14)
Note that (Z˜1, Z˜2) is in the functional space Σ(θ)
∗. (7.13) and (7.14) imply that
A(q˜) = A(Z1,Z2)≥ A(Z˜1, Z˜2)≥ A(q∗). (7.15)
It is known [3] that the minimizer q∗(t) is collision-free for t ∈ [0,1]. If the mini-
mizer (Z1,Z2) has a collision on the boundary, it follows that
A(Z1,Z2) = A(q˜)> A(q
∗).
Next, we consider the case when (Z1,Z2) is free of collision in [0,1]. That is,
Zi(0) 6= 0 and Zi(1) 6= 0(i= 1,2). By the definition of the boundary setsV0 in (7.2)
and V1(θ) in (7.3), it implies that Z1(1) ∈ Q4 and Z2(1) ∈Q3.
We then show the inequality A(q˜(t)) > A(q∗(t)) by contradiction. If not, by
inequality (7.15), it follows that
A(q˜) = A(Z1,Z2) = A(Z˜1, Z˜2) = A(q
∗). (7.16)
Hence, both (Z1(t),Z2(t)) and (Z˜1(t), Z˜2(t)) are smooth solutions of the Newtonian
equations for t ∈ [0,1]. It implies that all of the crossings of Zi(t) with the axes
must be non-transversal. Since Z1(0) 6= 0 is on the negative x-axis and Z1(1) ∈Q4,
it follows that there exists some t0 ∈ (0,1), such that Z1 = Z1(t) crosses the y-axis
non-transversally at t = t0.
If Z2(t0) is on the axes, then it either crosses the axes non-transversally or
tangent to the axes. By Proposition 7.3, it implies that both Z1 and Z2 stay on
the axes for all t ∈ [0,1]. Contradiction to the boundary condition Z1(1) ∈ Q4!
Therefore, Z2(t0) is away from the axes.
By continuity, there exists a small enough ε0 > 0, such that Z2 stays strictly
inside the same quadrant for all t ∈ [t0− ε0, t0+ ε0]. However, Z1(t) stays in two
adjacent quadrants in the two intervals: [t0− ε0, t0] and [t0, t0+ ε0]. By Lemma 7.2,
A(Z1, Z2) = A(Z˜1, Z˜2) if and only if Z1(t) and Z2(t) are in two adjacent closed
quadrants for all t ∈ (0,1). Hence, Z1(t) must be on the axes in one of the two
intervals: [t0− ε0, t0] and [t0, t0+ ε0]. By Proposition 7.4, it follows that both Z1(t)
and Z2(t) stay on the axes for all t ∈ [0,1]. Contradiction to the fact that Z1(1)∈Q4!
Therefore, A(q˜(t))> A(q∗(t)). The proof is complete.
Actually, by applying similar arguments as in the proof of Theorem 7.5, we
can show that in the minimizer q∗, the boundary configuration q∗(1) must be in the
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subset V2:
V2 =
Qe =

−b1 −b2
−b1 b2
b1 −b2
b1 b2
R(θ)
∣∣∣∣∣b1 ≥ 0, b2 ≤ 0
 . (7.17)
Since q∗(t) is collision-free in [0,1], it implies that
Z∗1(1) = q
∗
1(1)−q∗2(1) ∈Q2, Z∗2(1) = q∗1(1)+q∗2(1) ∈ Q3.
Theorem 7.6. Let (Z∗1 , Z
∗
2) = (Z
∗
1(t), Z
∗
2(t))(t ∈ [0,1]) be the new coordinate of
the minimizer q∗(t)(t ∈ [0,1]) in (7.5). Then Z∗1(t) ∈ Q2 and Z∗2(t) ∈ Q3 for all
t ∈ [0,1].
Proof. Note that the boundaries of (Z∗1 , Z
∗
2) = (Z
∗
1(t), Z
∗
2(t))(t ∈ [0,1]) satisfy
Z∗1(0) ∈ Q2, Z∗1(1) ∈ Q2, Z∗2(0) ∈ Q3, Z∗2(1) ∈Q3.
By (7.10), Z˜∗1(t) = (−|Z∗1x(t)|, |Z∗1y(t)|) and Z˜∗2(t) = (−|Z∗2x(t)|, −|Z∗2y(t)|). It is
clear that Z˜∗1(t) ∈ Q2 and Z˜∗2(t) ∈Q3 for all t ∈ [0,1]. Next, we show that
Z∗1(t) = Z˜
∗
1(t), Z
∗
2(t) = Z˜
∗
2(t), ∀ t ∈ [0,1]. (7.18)
By the definition of (Z˜∗1 , Z˜
∗
2) = (Z˜
∗
1(t), Z˜
∗
2(t))(t ∈ [0,1]), this new path is also in the
functional space Σ(θ)∗. Note that (Z∗1 , Z
∗
2) = (Z
∗
1(t), Z
∗
2(t))(t ∈ [0,1]) minimizes
the action functional A in (7.5), which implies that
A(Z∗1 , Z
∗
2)≤ A(Z˜∗1 , Z˜∗2). (7.19)
On the other hand, note that the kinetic energy satisfies∫ 1
0
K(Z∗1 , Z
∗
2)dt =
∫ 1
0
K(Z˜∗1 , Z˜
∗
2)dt,
where K(Z1,Z2) is defined in (7.7). By Lemma 7.2,∫ 1
0
U(Z∗1 , Z
∗
2)dt ≥
∫ 1
0
U(Z˜∗1 , Z˜
∗
2)dt,
while the equality holds if and only if Z∗1(t) and Z
∗
2(t) are in two adjacent closed
quadrant. It implies that the action of the two paths satisfy
A(Z∗1 , Z
∗
2)≥ A(Z˜∗1 , Z˜∗2). (7.20)
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By (7.19) and (7.20), it follows that
A(Z∗1 , Z
∗
2) = A(Z˜
∗
1 , Z˜
∗
2). (7.21)
Therefore, both paths
(Z∗1 , Z
∗
2) = (Z
∗
1(t), Z
∗
2(t))(t ∈ [0,1]) and (Z˜∗1 , Z˜∗2) = (Z˜∗1(t), Z˜∗2(t))(t ∈ [0,1])
minimize the action functional in (7.5). By [1, 11], both paths are collision-free in
(0,1).
If (7.18) does NOT hold, then there exists some t0 ∈ (0,1) such that Z∗1(t0) or
Z∗2(t0) crosses one of the axes. Without loss of generality, we assume that Z
∗
1(t0)
crosses one of the axes. Note that both Z∗1(t) and Z˜
∗
1(t) are smooth at t = t0, it
implies that this crossing must be non-transversal. If Z∗2(t0) is away from the axes,
then there exists a small ε0 > 0, such that Z
∗
2(t) stays in the same quadrant for
all t ∈ [t0− ε0, t0+ ε0]. However, when t ∈ [t0− ε0, t0+ ε0], Z∗1(t) will be in two
adjacent quadrants.
By Lemma 7.2, A(Z∗1 , Z
∗
2) = A(Z˜
∗
1 , Z˜
∗
2) implies that Z
∗
1(t) and Z
∗
2(t) are in two
adjacent closed quadrant for all t ∈ [0,1]. It follows that Z∗1(t) is on the axes in one
of the two intervals: [t0− ε0, t0] and [t0, t0+ ε0]. By Proposition 7.4, both Z∗1(t) and
Z∗2(t) are on the axes for all t ∈ [0,1]. Contradict to the assumption that Z∗2(t0) is
away from the axes! Hence, Z∗2(t0) must be on the axes.
If Z∗2(t0) crosses the axes, by the smoothness of Z
∗
2 and Z˜
∗
2 at t = t0, the cross-
ing should be non-transversal. If Z∗2(t0) only touches the axes, it is clear that it
should be tangent to it. Hence, both Z∗1(t0) and Z
∗
2(t0) are tangent to the axes. By
Proposition 7.3, it follows that both Z∗1(t) and Z
∗
2(t) are on the axes for all t ∈ [0,1].
Contradiction to Z∗1(1) ∈ Q2, Z∗2(1) ∈ Q3!
Therefore,
Z∗1(t) = Z˜
∗
1(t), Z
∗
2(t) = Z˜
∗
2(t), ∀ t ∈ [0,1],
which implies that Z∗1(t) ∈ Q2 and Z∗2(t) ∈ Q3 for all t ∈ [0,1]. The proof is
complete.
Appendix: Data of the 8 test paths
In the appendix, we give the data of the 8 test paths Ptest = Ptest,θ and draw 8
pictures of their action A(Ptest) comparing to the lower bound of action g1(θ) for
minimizers with boundary collisions.
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In the following tables (from Table 1 to Table 8), the position coordinates of
q¯i, j = q¯i(
j
10
)(i= 1,2; j = 0,1,2, . . . ,10) of Ptest = Ptest,θ are given for each interval
of θ, where the positions q¯3, j, q¯4, j ( j = 0,1,2, . . . ,10) satisfy
q¯3, j =−q¯2, j, q¯4, j =−q¯1, j.
To cover the interval θ ∈ (0, pi/7], we take 8 different θ0. For each interval corre-
sponding to θ0, we define a test path as in Table 1 to Table 8.
1. θ0 = 0.004pi : a test path Ptest = Ptest,θ is defined for θ ∈ (0, 0.008pi], where
Ptest is defined by connecting the adjacent points q¯i(
j
10
) (i=1,2,3,4, j=1,2,. . . ,
10) in Table 1, where q¯3 =−q¯2 and q¯4 =−q¯1;
θ0 = 0.004pi, θ ∈ (0, 0.008pi]
t q¯1 q¯2
0 (−15.1518, 0) (−14.2200, 0)
0.1 (−15.146042,−0.091279146) (−14.225735, 0.054329153)
0.2 (−15.128907,−0.18076174) (−14.242800, 0.10686181)
0.3 (−15.100813,−0.26669405) (−14.270778, 0.15584427)
0.4 (−15.062445,−0.34740702) (−14.308983, 0.19960753)
0.5 (−15.014739,−0.42135648) (−14.356480, 0.23660749)
0.6 (−14.958863,−0.48716069) (−14.412101, 0.26546247)
0.7 (−14.896186,−0.54363450) (−14.474476, 0.28498734)
0.8 (−14.828251,−0.58981914) (−14.542064, 0.29422344)
0.9 (−14.756734,−0.62500716) (−14.613186, 0.29246336)
1 (−14.690399,−0.46419802)R(θ) (−14.690399, 0.46419802)R(θ)
Table 1: The positions of q¯i, j = q¯i(
j
10
)(i = 1,2, j = 0,1,2, . . . ,10) in the path
Ptest = Ptest,θ corresponding to θ ∈ (0, 0.008pi].
2. θ0 = 0.018pi : a test path Ptest = Ptest,θ is defined for θ ∈ [0.008pi, 0.028pi],
where Ptest is defined by connecting the adjacent points q¯i(
j
10
) (i=1,2,3,4,
j=1,2,. . . , 10) in Table 2, where q¯3 =−q¯2 and q¯4 =−q¯1;
3. θ0 = 0.03pi : a test path Ptest = Ptest,θ is defined for θ ∈ [0.028pi, 0.034pi],
where Ptest is defined by connecting the adjacent points q¯i(
j
10
) (i=1,2,3,4,
j=1,2,. . . , 10) in Table 3, where q¯3 =−q¯2 and q¯4 =−q¯1;
4. θ0 = 0.05pi : a test path Ptest = Ptest,θ is defined for θ ∈ [0.034pi, 0.065pi],
where Ptest is defined by connecting the adjacent points q¯i(
j
10
) (i=1,2,3,4,
j=1,2,. . . , 10) in Table 4, where q¯3 =−q¯2 and q¯4 =−q¯1;
5. θ0 = 0.08pi : a test path Ptest = Ptest,θ is defined for θ ∈ [0.065pi, 0.09pi],
where Ptest is defined by connecting the adjacent points q¯i(
j
10
) (i=1,2,3,4,
j=1,2,. . . , 10) in Table 5, where q¯3 =−q¯2 and q¯4 =−q¯1;
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θ0 = 0.018pi, θ ∈ [0.008pi, 0.028pi]
t q¯1 q¯2
0 (−5.8458, 0) (−4.9361, 0)
0.1 (−5.8396919,−0.10432174) (−4.9420342, 0.043361970)
0.2 (−5.8215282,−0.20668454) (−4.9596764, 0.084766386)
0.3 (−5.7917856,−0.30518228) (−4.9885502, 0.12230858)
0.4 (−5.7512441,−0.39801280) (−5.0278764, 0.15418793)
0.5 (−5.7009650,−0.48352589) (−5.0765944, 0.17875591)
0.6 (−5.6422617,−0.56026667) (−5.1333916, 0.19455952)
0.7 (−5.5766644,−0.62701339) (−5.1967388, 0.20037900)
0.8 (−5.5058791,−0.68280867) (−5.2649309, 0.19525917)
0.9 (−5.4317422,−0.72698371) (−5.3361320, 0.17853356)
1 (−5.3905192,−0.45523850)R(θ) (−5.3905192, 0.45523850)R(θ)
Table 2: The positions of q¯i, j = q¯i(
j
10
)(i = 1,2, j = 0,1,2, . . . ,10) in the path
Ptest = Ptest,θ corresponding to θ ∈ [0.008pi, 0.028pi].
θ0 = 0.03pi, θ ∈ [0.028pi, 0.034pi]
t q¯1 q¯2
0 (−4.2855, 0) (−3.3909, 0)
0.1 (−4.2791142,−0.11069104) (−3.3969393, 0.038371747)
0.2 (−4.2601331,−0.21930061) (−3.4148818, 0.074666326)
0.3 (−4.2290790,−0.32380829) (−3.4442064, 0.10686782)
0.4 (−4.1868040,−0.42231316) (−3.4840637, 0.13308021)
0.5 (−4.1344625,−0.51308748) (−3.5333025, 0.15158123)
0.6 (−4.0734756,−0.59462386) (−3.5905049, 0.16086951)
0.7 (−4.0054892,−0.66567464) (−3.6540287, 0.15970405)
0.8 (−3.9323262,−0.72528309) (−3.7220540, 0.14713539)
0.9 (−3.8559370,−0.77280625) (−3.7926332, 0.12252826)
1 (−3.8376110,−0.44877012)R(θ) (−3.8376110, 0.44877012)R(θ)
Table 3: The positions of q¯i, j = q¯i(
j
10
)(i = 1,2, j = 0,1,2, . . . ,10) in the path
Ptest = Ptest,θ corresponding to θ ∈ [0.028pi, 0.034pi].
θ0 = 0.05pi, θ ∈ [0.034pi, 0.065pi]
t q¯1 q¯2
0 (−3.1696, 0) (−2.3003, 0)
0.1 (−3.1627095,−0.11876142) (−2.3064958, 0.032933599)
0.2 (−3.1422468,−0.23520781) (−2.3248765, 0.063565376)
0.3 (−3.1088297,−0.34710502) (−2.3548308, 0.089675244)
0.4 (−3.0634571,−0.45237514) (−2.3953692, 0.10920087)
0.5 (−3.0074674,−0.54916175) (−2.4451653, 0.12030341)
0.6 (−2.9424861,−0.63588248) (−2.5026068, 0.12142021)
0.7 (−2.8703679,−0.71126796) (−2.5658520, 0.11130378)
0.8 (−2.7931366,−0.77438823) (−2.6328896, 0.089047953)
0.9 (−2.7129249,−0.82466824) (−2.7015971, 0.054103098)
1 (−2.7343443,−4.3956085e− 01)R(θ) (−2.7343443, 0.43956085)R(θ)
Table 4: The positions of q¯i, j = q¯i(
j
10
)(i = 1,2, j = 0,1,2, . . . ,10) in the path
Ptest = Ptest,θ corresponding to θ ∈ [0.034pi, 0.065pi].
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θ0 = 0.08pi, θ ∈ [0.065pi, 0.09pi]
t q¯1 q¯2
0 (−2.4188, 0) (−1.5888, 0)
0.1 (−2.4110407,−0.12842593) (−1.5952285, 0.028061987)
0.2 (−2.3880438,−0.25409459) (−1.6142407, 0.053403695)
0.3 (−2.3506306,−0.37438071) (−1.6450374, 0.073439868)
0.4 (−2.3001048,−0.48690627) (−1.6863483, 0.085837874)
0.5 (−2.2381675,−0.58962746) (−1.7365132, 0.088605895)
0.6 (−2.1668220,−0.68088937) (−1.7935727, 0.080147754)
0.7 (−2.0882795,−0.75945148) (−1.8553595, 0.059287837)
0.8 (−2.0048754,−0.82449143) (−1.9195791, 0.025273911)
0.9 (−1.9189986,−0.87559567) (−1.9838788,−0.022233220)
1 (−2.0024358,−0.42821223)R(θ) (−2.0024358, 0.42821223)R(θ)
Table 5: The positions of q¯i, j = q¯i(
j
10
)(i = 1,2, j = 0,1,2, . . . ,10) in the path
Ptest = Ptest,θ corresponding to θ ∈ [0.065pi, 0.09pi].
6. θ0 = 0.105pi : a test path Ptest = Ptest,θ is defined for θ ∈ [0.09pi, 0.115pi],
where Ptest is defined by connecting the adjacent points q¯i(
j
10
) (i=1,2,3,4,
j=1,2,. . . , 10) in Table 6, where q¯3 =−q¯2 and q¯4 =−q¯1;
θ0 = 0.105pi, θ ∈ [0.09pi, 0.115pi]
t q¯1 q¯2
0 (−2.0714, 0) (−1.2762, 0)
0.1 (−2.0627869,−0.13555195) (−1.2828633, 0.025872842)
0.2 (−2.0373204,−0.26785892) (−1.3024968, 0.048567515)
0.3 (−1.9960769,−0.39388341) (−1.3340701, 0.065120003)
0.4 (−1.9407255,−0.51096381) (−1.3759829, 0.072953603)
0.5 (−1.8733764,−0.61692062) (−1.4262070, 0.069986974)
0.6 (−1.7964262,−0.71009881) (−1.4824331, 0.054675903)
0.7 (−1.7124226,−0.78936084) (−1.5421998, 0.026004440)
0.8 (−1.6239615,−0.85405132) (−1.6029917,−0.016552740)
0.9 (−1.5336164,−0.90395216) (−1.6623084,−0.073077108)
1 (−1.6702821,−0.42090108)R(θ) (−1.6702821, 0.42090108)R(θ)
Table 6: The positions of q¯i, j = q¯i(
j
10
)(i = 1,2, j = 0,1,2, . . . ,10) in the path
Ptest = Ptest,θ corresponding to θ ∈ [0.09pi, 0.115pi].
7. θ0 = 0.125pi : a test path Ptest = Ptest,θ is defined for θ ∈ [0.115pi, 0.131pi],
where Ptest is defined by connecting the adjacent points q¯i(
j
10
) (i=1,2,3,4,
j=1,2,. . . , 10) in Table 7, where q¯3 =−q¯2 and q¯4 =−q¯1;
8. θ0 = pi/7 : a test path Ptest = Ptest,θ is defined for θ ∈ [0.131pi, 0.143pi],
where Ptest is defined by connecting the adjacent points q¯i(
j
10
) (i=1,2,3,4,
j=1,2,. . . , 10) in Table 8, where q¯3 =−q¯2 and q¯4 =−q¯1;
In what follows, we draw eight pictures of the action A(Ptest) of the test path
Ptest = Ptest,θ and the lower bound g1(θ) in different intervals of θ.
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θ0 = 0.125pi, θ ∈ [0.115pi, 0.131pi]
t q¯1 q¯2
0 (−1.8747, 0) (−1.1084, 0)
0.1 (−1.8653084,−0.14102665) (−1.1152970, 0.025082411)
0.2 (−1.8376112,−0.27831768) (−1.1355368, 0.046526278)
0.3 (−1.7929705,−0.40844171) (−1.1678315, 0.061008716)
0.4 (−1.7334462,−0.52850073) (−1.2102297, 0.065759036)
0.5 (−1.6615594,−0.63624643) (−1.2603383, 0.058677054)
0.6 (−1.5800686,−0.73009218) (−1.3155326, 0.038342913)
0.7 (−1.4917988,−0.80905691) (−1.3731187, 0.0039570466)
0.8 (−1.3995301,−0.87268087) (−1.4304397,−0.044747959)
0.9 (−1.3059394,−0.92094300) (−1.4849323,−0.10759299)
1 (−1.4863528,−0.41714747)R(θ) (−1.4863528, 0.41714747)R(θ)
Table 7: The positions of q¯i, j = q¯i(
j
10
)(i = 1,2, j = 0,1,2, . . . ,10) in the path
Ptest = Ptest,θ corresponding to θ ∈ [0.115pi, 0.131pi].
θ0 = pi/7, θ ∈ [0.131pi, 0.143pi]
t q¯1 q¯2
0 (−1.7349, 0) (−0.9955, 0)
0.1 (−1.7247204,−0.14586180) (−1.0026649, 0.025062574)
0.2 (−1.6947882,−0.28744790) (−1.0235916, 0.045977949)
0.3 (−1.6468072,−0.42091637) (−1.0566833, 0.059050379)
0.4 (−1.5832849,−0.54315955) (−1.0995868, 0.061346424)
0.5 (−1.5071821,−0.65191650) (−1.1495198, 0.050808846)
0.6 (−1.4216133,−0.74573079) (−1.2035518, 0.026209663)
0.7 (−1.3296454,−0.82382617) (−1.2587950,−0.012980827)
0.8 (−1.2341931,−0.88596482) (−1.3125040,−0.066741588)
0.9 (−1.1379838,−0.93232697) (−1.3621100,−0.13462543)
1 (−1.3582328,−0.41523306)R(θ) (−1.3582328, 0.41523306)R(θ)
Table 8: The positions of q¯i, j = q¯i(
j
10
)(i = 1,2, j = 0,1,2, . . . ,10) in the path
Ptest = Ptest,θ corresponding to θ ∈ [0.131pi, 0.143pi].
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Figure 4: In each subfigure, the horizontal axis is θ/pi, and the vertical axis is
the action value A . The graphs of g1(θ) (the lower bound of action of paths with
boundary collisions) and the graphs of A(Ptest) (action of the test paths) are shown
for different intervals of θ.
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