Ir brachytherapy sources are derived from measurements using graphite-wall, air-ionization, cavity chambers, based on Bragg-Gray theory. The final value of the air kerma (or exposure) depends on the values assigned to a number of factors involved in the conversion of the measured results to air kerma (or exposure).
Kerma, K, is defined [1] as the quotient of dE tr by dm, where dE tr is the sum of the initial kinetic energies of all the charged particles liberated by uncharged particles (in our case, photons) in a mass dm of material. Thus, (1) The exposure, X, is defined [1] as the quotient of dQ by dm, where dQ is the absolute value of the total charge of the ions of one sign produced in air when all the electrons and positrons liberated or created by photons in air of mass dm are completely stopped in air. Thus, (2) The SI unit of exposure is C kg -1 ; however, the older unit of Roentgen (R) is still used by some, where 1 R = 2.58 × 10 -4 C kg -1 . The quantities exposure and air kerma can be related through use of the mean energy per unit charge, W/e, where W is the mean energy expended in air per ion pair formed when the initial kinetic energy of a charged particle is completely dissipated in the air, and e is the elemental charge. Then (3) The quantity g is the fraction of the kinetic energy of electrons (and positrons) liberated by the photons that is lost in radiative processes (mainly bremsstrahlung) in Volume 108, Number 5, September-October 2003 air. In Eq. (3), ḡ is the mean value of g averaged over the distribution of the air kerma with respect to the electron energy. The values for ḡ adopted by NBS-NIST for the conversion to air kerma have been 0.0032 for 60 Co, 0.0016 for 137 Cs and 0.0000 (by omission) for 192 Ir. The value of W/e for dry air currently adopted by the international measurement system is 33.97±0.05 J/C [2] .
Bragg-Gray cavity theory [3] relates the ionization per unit mass in a small gas cavity to the energy absorbed per unit mass in the surrounding medium: (4) where D m is the absorbed dose in the medium surrounding the cavity, J g is the ionization per unit mass in the cavity, W g is mean energy expended in the gas to produce an ion pair, and mean electron-fluence-weighted electron mass stopping power of the medium to that of the gas. This relation is valid provided that the medium (or wall) is thick enough to exclude secondary electrons generated in material other than the medium (wall) from entering the cavity, and that the cavity is small enough so as not to perturb the secondary electron fluence.
The absorbed dose in the gas, in the absence of the medium (wall) is (5) where is the ratio of the mean photonenergy-fluence-weighted photon mass energy-absorption coefficient of the gas to that of the medium. Combining Eqs. (2) to (5), one obtains the absorbed dose (and closely related quantities) in the gas from ionization measurements with a cavity chamber under conditions that now assure the requisite chargedparticle equilibrium. For graphite as the wall material and air as the cavity gas, one can then write for the air kerma K air : (6) where Q air is the measured ionization charge, V is the cavity volume, ρ air is density of the (dry) air in the cavity, and k i are the correction factors required to correct the measured charge for experimental perturbations. Note that for later convenience, we adopt for the ratio of spectrum-weighted averages the shorthand notation Eq. (6) include k sat for the loss of collected ionization due to recombination, k stem for the effects of chamberstem scatter, k h for the effects of water vapor in the air (humidity), and k wall for the effects of photon attenuation and scatter in the chamber wall.
The goal of such measurements is to directly realize the air kerma (or exposure) at a point in the gamma-ray field. The chamber (mainly its walls) perturbs such a measurement. The wall correction is intended to account for the effects of attenuation of the incident primary photons in the chamber wall (and cavity air) and to remove the contribution to the recorded ionization from any photon interaction other than the first interaction in the chamber wall (or cavity air). Thus the application of k wall renders the measurement as that corresponding to a point in air in the absence of the chamber. The empirical method to estimate k wall has been to measure the ionization charge (or current) as a function of wall thickness for a fixed cavity size (but for wall thicknesses no smaller than the minimum required to exclude secondary electrons generated from outside the wall). The results are then linearly extrapolated to zero wall thickness, obtaining k extrap , under the assumption that attenuation and scattering are thus eliminated. A further correction, k CEP , is applied to account for the depth in the wall at which the electrons entering the cavity are produced. The final experimental wall correction is then For more than a decade, work at National Research Council (NRC), Canada [4] [5] [6] [7] [8] has suggested that the u s e o f based on linear extrapolation is incorrect, and proposed instead the use of results from Monte Carlo photon-electron transport calculations. At the 14th meeting in May 1999 of the Consultative Committee on Ionizing Radiation, Section I [CCRI(I)], of the International Committee on Weights and Measures, a working group was established to study the implications of using k wall correction factors from Monte Carlo calculations. The members of the working group included representatives from NIST and a number of other NMIs. Of primary concern are the Co gammaray beams were reported to the 15th meeting of the CCRI(I) in May 2001. The present report gives the final results, intended as the basis for the formal revision of NIST gamma-ray air-kerma standards. The implementation of the changes is scheduled for the near future, upon formal notification of all concerned parties.
Our primary-standard measurements are made using a suite of spherical, graphite-wall, air-filled, cavity chambers. Representative chambers are shown in Fig. 1 . The chambers, their use, and their results have been rather completely described by Loftus [9, 10] , Loftus and Weaver [11] , and Weaver, Loftus and Loevinger [12] . Earlier (and essentially unpublished) modifications to the factors used by NBS in exposure standards, based on recommendations of the 11th meeting in April 1985 of the Consultative Committee on Ionizing Radiation, Section I [CCEMRI(I)], of the International Committee on Weights and Measures, were made effective on 1 January 1986. Those modifications, made in light of then-newer information on photon mass energy-absorption coefficients [13] , on electron mass electronic (collision) stopping powers [14, 15] , and on humidity corrections to air-ionizationchamber results [16] , are given in Table 1 .
The modified Loftus-Weaver correction factors are summarized in Table 2 . The chamber designations indicate the nominal cavity volume in cm 3 of the chamber; the three 50 cm 3 chambers have different wall thicknesses. Note that in Table 2 the factor the product of the "extrapolated" wall-attenuation factor and the correction for the "center of electron production" (k CEP = 0.9950), as given by Loftus and Weaver [10] . Although the 1986 NBS adjustment factors were given only to three significant figures, the use of four significant figures by Loftus and Weaver has been retained for the modified stopping-power and the energy-absorption ratios given in Table 2 .
In what follows, Monte Carlo calculations for the NBS-NIST graphite-wall, air-ionization, cavity chambers and the analyses of results are described. Although k wall is the main subject of this work, the information used in that determination provides the opportunity to re-evaluate (and largely confirm) also the , , , a n d . Fig. 1 . NBS-NIST standard graphite-walled, air-ionization cavity chambers.
Monte Carlo Calculations
NRC's work has been based on use of the EGS4 electron-photon Monte Carlo transport code, and other national metrology institutes have indicated the use of this code as well as MCNP, and PENELOPE. As NIST developed the ETRAN Monte Carlo code, which provides the physics engine for the Integrated Tiger Series (ITS) codes and, in turn, the electron-transport algorithms for MCNP4, it was decided to use the ACCEPT module from ITS version 3.0 [17] for the bulk of the calculations. This choice was made both because the first author of this report understands the ITS code better and because it might provide independent results for comparison to those from EGS and other Monte Carlo codes. In addition to a few minor updates to ITS3, the ACCEPT code was modified to include correlated scoring of the energy deposited by (a) all secondary electrons and their progeny from primary and scattered photons, i.e., the usual total energy deposition, denoted here as 〈ε〉 = 〈ε 0 + ε s 〉, where ε s is the energy deposition from all secondary electrons and their progeny produced by photons scattered in the chamber; (b) all secondary electrons and their progeny from only the primary photons, i.e., "first-collision" energy deposition, denoted here as 〈ε 0 〉; and (c) the first-collision energy deposition, corrected for attenuation of the primary photon, i.e., "unattenuated firstcollision" energy deposition, denoted here as 〈e +µt ε 0 〉. All scores (a, b, and c) are done simultaneously in each history, so the results are completely correlated, which greatly reduces the statistical uncertainty in the various ratios. It is instructive to separate the theoretical wall correction into two factors:
In Eq. (7), k sc gives the fractional contribution to the energy deposited in the cavity gas from primary photons, and k at corrects for the attenuation of the primary photons.
Calculations were done for the six NBS-NIST chambers used in our standard measurements. The chambers were modeled as perfect spherical shells of graphite surrounding dry air at 22°C, 101.325 kPa (i.e., no internal electrode or external stem). Geometrical parameters used for the chambers are given in Table 3 . The Spencer-Attix cut-off energy ∆ listed in Table 3 , to be used later, is the energy of an electron whose practical range in air is equal to the mean chord length through the cavity. For the spherical chambers, the mean chord length is 4r/3, where r is cavity radius. The practical range has been assumed to be 0.84 of the csda 1 range for air (to approximately account for multipleelastic-scattering detours), and the range-energy data in [15] for dry air (at 22°C) has been used to estimate the csda range. 
1 Evaluated in the continuous-slowing-down approximation [15] .
The chambers were assumed to exist in vacuum and to be irradiated by a parallel 2 beam of gamma rays whose circular cross section was of a diameter equal to the outside diameter of the chamber. In order to produce results that could be used for arbitrary beam spectra, calculations for each chamber were done for mono-energetic photon beams with energies (1.33, , depending on the incident energy and chamber dimensions. The increase in sample size for the lower incident energies was to compensate, at least partially, for the reduced contribution from the lowenergy secondary electrons produced in the graphite wall penetrating into the cavity. All photon and electron histories were followed until their energy fell below 10 keV. The results for the energy deposited in the chamber air cavities had relative statistical standard deviations of 0.2 % to 0.6 %. However, because the wall-correction factors (and their components) for a particular chamber are evaluated as a ratio of correlated results, the relative statistical standard deviations are only about 0.05 % to 0.1 %.
Calculated Wall Corrections for Monoenergetic Photons
The calculated k wall and its components k at and k sc are plotted as a function of photon energy in Fig. 2 for the 50 cc-1 chamber. Table 4 gives the calculated values of k wall as a function of incident photon energy for all of the chambers considered. Curves of k wall vs incident photon energy are plotted in Fig. 3 for selected chambers to help illustrate differences due to changes in geometry.
These results are compared with those from test calculations with the MCNP4C code [18] for the cases of 1.25 MeV and 0.662 MeV mono-energetic photon beams incident on the chambers. For these comparisons, MCNP4C was run using identical input geometry but somewhat cruder electron-transport steps (the default choice). The comparison is presented in Table 5 , which generally shows agreement to within the combined statistical uncertainties of the results obtained with the two codes (these Type A uncertainties are for a coverage factor of unity, i.e., estimated to correspond to a 67 % confidence level). Although perhaps not surprising, as the codes have similar electron-transport physics, the good agreement does tend to validate the independent code changes required to effect the correlated-sampling scheme outlined above.
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Volume 108, Number 5, September-October 2003 Journal of Research of the National Institute of Standards and Technology 2 A sphere is an isotropic detector for any angular distribution uniform over its surface. A point-isotropic source at some distance, however, has angles of incidence correlated with the entry-point location on the chamber. For a source-detector distance of >100 cm corresponding to a typical 60 Co or 137 Cs calibration, one might expect the beam to be nearly parallel. Rogers and Treurniet [8] , using Monte Carlo calculations, report axial non-uniformity corrections for NIST chambers of less than 0.05 %, except for the 1cc chamber in a 137 Cs beam for which they indicate a correction of -0.12 ± 0.06 %. This small correction will be neglected for our purposes. 3 First collisions in the cavity air were included in the scores, even though such events are not part of simple cavity theory. From simple considerations of the mean chord lengths in both the graphite shell and air cavity, it is estimated that for the higher-energy incident photons the number of primary photon interactions in the air cavity is less than 0.1 % of those in the graphite shell. This rather small contribution is not expected to significantly affect the results for 
Assumed Photon Spectra for NIST Gamma-Ray Sources
Our final results require integration of monoenergetic results over relevant photon-fluence spectra for our gamma-ray beams. Only somewhat limited information is generally available. Spectra for 60 Co gammaray fields can be found in Ehrlich et al. [19] who measured NBS spectra from the Eldorado Super G unit with the AECL G754 4 variable collimator (in Room B034 of the NIST Bldg. 245). These spectra are assumed applicable to the similar Theratron Model F unit with the parallel-side, variable collimator (in our Room B036) also used for calibrations. The relevant spectra in Ehrlich et al. are listed for collimator settings used to produce a square field at a source-to-surface distance (SSD) of 80 cm. The reported spectra for 5 cm × 5 cm, 8 cm × 8 cm, 10 cm × 10 cm, and 2 cm × 25 cm fields have scattered-photon continua representing 14.1 %, 17.6 %, 20.0 %, and 24.0 % of the total number of incident photons, respectively. The NIST calibration fields are now at an SSD of 100 cm and, for test purposes, 150 cm, so the 8 cm × 8 cm and the 10 cm × 10 cm fields would seem perhaps most relevant. However, more recent Monte Carlo calculations of photonfluence spectra [20, 21] consistently suggest scatter contributions of from 28 % to about 35 % for square fields of sides 5 cm to 25 cm measured at an SSD of 100 cm. Therefore, the Mora et al. spectrum [20] for a 10 cm × 10 cm at an SSD of 100 cm was included, with Co spectra are shown in Fig. 4 . In addition, simple line spectra were also considered: monoenergetic 1.25 MeV photons, and equal-probability 1.17 MeV and 1.33 MeV photons. Thus, the spectra considered range from 0 % scatter to 35 % scatter.
Spectra for 137
Cs gamma-ray beams are given by Costrell [22] , measured for eight different source geometries. For the purposes of this report, his spectra were combined (when similar) and adjusted to form five spectra with scattered-photon contributions of 15 ). This 0.5 mm diameter cylinder is then fitted into a cylindrical nylon annular catheter whose wall is 0.15 mm thick (density 1.14 g/cm 3 ). Reference air-kerma rate is determined in air at a distance of 1 m from the source axis in the plane that perpendicularly bisects the axis. The photon spectrum at the measurement point was estimated by assuming the photon-emission probabilities for 192 Ir decay given in Table 6 , and calculating the attenuated spectrum reaching the measurement point. This calculation takes into account the attenuation along all photon paths through the various materials by integrating over all source points in the cylindrical core. Decay probabilities were taken from the National Nuclear Data Center [23] and the Lund/LBNL Nuclear Data Search [24] ; photon total attenuation coefficients were taken from Berger and Hubbell [25] . The hardened line spectrum at a distance of 1 m in air from the encapsulated source is given also in Table 6 , and shows that the low-energy L-shell x rays with energies up to ≈14 keV are essentially absorbed completely. The mean energy Co calibrating beams. The legend gives nominal sizes of square fields (in cm) by Ehrlich et al. [19] for a SSD of 80 cm and by Mora et al. [20] for a SSD of 100 cm. The vertical arrows indicate δ-functions at the photon energies 1.17 MeV and 1.33 MeV. The spectra are normalized to unit area.
per disintegration is 350.3 keV, while that at the measurement distance of 1 m is 361.4 keV. This adopted line spectrum at 1 m ignores a continuum spectrum due to bremsstrahlung production by emitted beta particles (and conversion electrons) stopped in the seed and to Compton scattering of the transmitted photons in the air. For the ratios of interest in this work, it is expected that the results are strongly governed by the line spectrum.
Comparison of Calculated Relative Response with Measured Results
The calculated absorbed-dose rates in the air cavity, as a function of the wall thickness of the 50-series chambers is shown in Fig. 6 , where they are compared with the experimental data that Loftus and Weaver used in the extrapolation (k extrap ) for their experimental wall correction. Although agreement is good, the relatively large uncertainties of the Monte Carlo results preclude a more definitive confirmation of the calculations; additional calculations with larger numbers of Monte Carlo histories could be done to further address this point.
Ratios of Photon Mass EnergyAbsorption Coefficients
Integrating the incident fluence spectra over the relevant photon mass energy-absorption coefficients from Seltzer [26] and Hubbell and Seltzer [27] , the airto-carbon ratios obtained for the Table 7 . For each of these radionuclides, the results obtained for the various spectra assumed in this report vary by only a maximum of 0.02 % from the value given for that radionuclide in Table 7 . The very small differences from the NBS-NIST 1986 values as shown in Table 7 is within that due to round-off from the use of three significant figures in the adjustment factors given in Table 1 . Note, however, that values for the photon mass energyabsorption coefficients used here [26] Co calibrating beams. The legend gives the scatter contribution of the spectra derived from results of Costrell [22] . The vertical arrow indicates a δ -function at the photon energy 0.662 MeV. The spectra are normalized to unit area. significant respects from those used for the 1986 ratios [13] and that the assumed incident photon spectra are also no doubt different; clearly much of these differences disappear in the ratio of mass energyabsorption coefficients for two materials of not too dissimilar composition. These results suggest that a conservative estimate for the relative standard uncertainty of
The radiative losses summarized in the parameter ḡ are evaluated for the determination of the photon mass energy-absorption coefficient. For the data used here [26] , the radiative yields include a small correction that takes into account the fluctuations in energy-loss suffered by an electron in the course of slowing down, in contrast to the usual assumption of the continuousslowing-down approximation. Although the effect on the relevant quantity, 1 -ḡ , is quite small, the results obtained for the various assumed spectra are listed in Table 8 . The ḡ values adopted here are 0.0033 for 
Stopping-Power Ratios
Electron fluence spectra Φ (T), as a function of electron kinetic energy T, in the air cavity and in the graphite walls, including all electrons set in motion by primary and scattered photons, were obtained in all the calculations. Examples of the calculated electron fluence spectra in the air cavity are illustrated in Fig. 7 for monoenergetic photons incident on the 50cc-1 chamber. Graphite-to-air stopping-power ratios were then evaluated according to Spencer-Attix cavity theory [28] with the Nahum [29] track-end term: (8) where T 0 is the kinetic energy of the most energetic electron set in motion, L(T,∆) is the restricted electronic stopping power [15] , S is the unrestricted electronic stopping power [15] , and ∆ is the appropriate cut-off energy for each chamber as described in Sec. 2 and listed in Table 3 . The stopping-power ratio defined in Eq. (8) is essentially the ratio of absorbed doses in graphite and in air calculated from the electron-fluence spectrum in the cavity. The calculation of electronic stopping powers for a medium is straightforward [15] once parameters are chosen that define two non-trivial terms in the Bethe stopping-power formula: the mean excitation energy, I, and the density-effect correction, δ. For a distributed incident photon spectrum, monoenergetic results for the numerator and the denominator in eq. (8) are each integrated over the incident photon spectrum before the ratio is taken. Results for the various chambers and assumed spectra are summarized in Table 9 , based on currently recommended values of I and parameters that determine δ.
Graphite is not a simple homogeneous material. It consists of weakly bound sheets of carbon crystals with a crystallite density of approximately 2.265 g/cm 3 . Bulk graphite is porous and can be assumed to consist of these carbon crystals and voids (air). If bulk graphite is treated as a simple mixture of carbon crystals and air, then a bulk density of 1.73 g/cm 3 would imply a fraction by weight for air of 0.0164 %. The ICRU [15] has recommended the use of the bulk density for a material in calculation of the density effect, but-for purposes of illustration-considers also treating inhomogeneous materials as a mixture. Applied to the case of graphite, the mixture approach gives values of the electronic stopping power that are the same to four significant figures as those for pure graphite with the crystallite density of 2.265 g/cm 3 . This is consistent with the suggestion of Rogers et al. [30] who find better agreement with the measured energy loss of 6 MeV to 28 MeV electrons in graphite when they use a density of 2.26 g/cm 3 instead of 1.70 g/cm 3 for the calculation of the density-effect correction.
The value recommended by the International Commission on Radiation Units and Measurements (ICRU) [15] for the mean excitation of carbon (graphite) is 78.0 ± 7.0 eV. Since that critical evaluation, a value of 86.9 ± 1.7 eV has been extracted by Bichsel and Hiraoka [31] on the stopping-power ratios due to some possible changes of graphite parameters are illustrated in Table  10 , considering the change of density from 1.73 g/cm 3 to 2.265 g/cm 3 and the change of mean excitation energy from 78.0 eV to the Bichsel-Hiraoka value of 86.9 eV, along with an intermediate value 5 of 82.4 eV.
T S S L T T T S
As can be seen in Table 10 , the change of the assumed density of graphite to the crystallite density of 2.265 g/cm 3 in the calculation of the density effect lowers our calculated stopping-power ratios by ≈0.21 % for Ir. However, until there is international consensus on a recommended new value for the mean excitation and on a different method to evaluate the density effect for graphite, NIST will continue to use the current value (I graphite = 78.0 eV, density of 1.73 g/cm 3 ) in calculations of factors used in our standards. The differences in the graphite-to-air stopping-power ratios from our calculations using the current standard values, compared to the modified Loftus-Weaver values given in Table 2 , are listed in Table 11 . If the stopping-power ratios are evaluated using the electron-fluence spectra established in the graphite wall 6 rather than the air cavity, the new ratios would be reduced by only from 0.01 % to 0 04 %.
Anticipating a re-evaluation of I graphite and densityeffect parameters, and international consensus on their values, NIST is temporarily increasing the stated uncertainty of the stopping-power ratio to accommodate possible future changes. Therefore, relative standard uncertainties estimated to be 0.57 % for 6 Using the fluence spectra in a thin graphite-shell region at the graphite-air interface would perhaps be more consistent with cavity theory. 
Humidity Corrections
The vented ionization chambers are filled with ambient air, which in usual laboratory conditions contain a quantity of water vapor. The correction for the influence of humid air (i.e., to correct the measurement to that of kerma for dry air for which the analysis of Bragg-Gray theory is routinely done) is given [16] by (9) The density of humid air was calculated using the equations of Giacomo 7 [32] , which take into account the small CO 2 content, the compressibility of the air-watervapor mixture, and the enhancement factor (that expresses the fact that the effective saturation vapor pressure of water in air is greater than the saturation vapor pressure of pure vapor phase over a plane of pure liquid water). The variation of W humid air /W dry air as a function of the partial pressure of water vapor was taken from the curve in ICRU [16] based on the results of Niatel [35] . In general, the result for k h is a complicated function of temperature, pressure, relative humidity, and secondary-electron spectrum (hence of the primary photon spectrum and the geometrical details of the chamber). The electron fluence spectra in the chamber air cavities used to calculate the power ratios have been used also to calculate the ratios for the humidity correction. Our results show negligible dependence on the assumed incident photon spectrum (for 60 Co, 137 Cs, or 192 Ir sources) and on the geometric variations among the NBS-NIST standard detectors, so that the humidity correction becomes a function of only relative humidity, temperature, and pressure. Humidity corrections are plotted in Fig. 8 for the range of conditions considered in our calculations.
The equation appears to be in essential agreement with the work of Jones [33, 34] . It is perhaps helpful to present results simply as a function of the fraction by weight of water vapor assumed in the humid air. The resultant factors are listed in Table 12 , covering the range of conditions likely to be of interest in the laboratory. The relationship between the fraction by weight of water vapor and ambient atmospheric conditions is illustrated in Table  13 . As can be seen, laboratory conditions typically correspond to a range of water-vapor content of from about 0.25 % to 1.5 % by weight. Calibration conditions in the NIST laboratories are at temperatures between 22°C and 24°C, atmospheric pressures 98.66 kPa (740 mm Hg) and 103.99 kPa (780 mm Hg), and relative humidities between 20 % and 50 %. For these conditions, one would predict a value for the humidity correction k h of from 0.9969 to 0.9973, with a mean reference value of 0.9971 (see the horizontal lines in Fig. 8 ). This reference value is nearly the same as that adopted in 1986, but applies to a somewhat more restricted range than that earlier indicated (which was for relative humidities from 10 % to 70 %; temperatures and pressures unstated).
For NIST conditions, the value of 0.9971 for k h has a relative standard uncertainty estimated to be about 0.06 %, due mainly to the uncertainty of W humid air / W dry air .
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The Monte Carlo wall correction is evaluated as the ratio of the "unattenuated first-collision" energy deposition in the cavity to that from all particles (the "usual" total energy deposition), i.e., a distributed spectrum, numerator and denominator are each evaluated through the appropriate integral over the spectrum before the ratio is obtained. The Monte Carlo values for the NBS-NIST chambers are listed in Table 14 for our assumed spectra. 
Possible Deviations From Cavity Theory
Cavity theory is based on the assumption that photons interact only in the surrounding medium, with the gas-filled cavity representing a negligible perturbation. For realistic chambers with cavities of significant volume and for primary photons of lower energies, for which the probability of interacting in the gas might be non-negligible, the use of Bragg-Gray and SpencerAttix cavity theory has been questioned. With particular concern for 192 Ir, Borg et al. [36] studied various aspects of Spencer-Attix cavity theory using extensive Monte Carlo calculations and concluded that the theory can be applied to 192 Ir with an accuracy of about 0.1 % to 0.2 %. We have looked at deviations from Spencer-Attix theory using the correlated-sampling scheme in which results were scored separately for primary photons first interacting in the wall and first interacting in the cavity air. In this case, we assume a modified relationship governing the air kerma: 
where Q 1 is the ionization in the cavity air and the wall correction for the primary photons first interacting in the graphite wall, and Q 2 is the ionization in the cavity air and the wall correction for primary photons first interacting in the cavity air; α is simply Q 2 /(Q 1 +Q 2 ) = Q 2 /Q air , the fraction of the cavity ionization produced by primary photons first interacting in the cavity air. Then, by introducing a cavity-theory correction factor, k cav , and equating K' air = k cav K air , we define k cav as the ratio of Eqs. (10) and (6): (11) where is the "standard" wall correction, calculated without separating out first interactions in the cavity gas by primary photons. Note that all factors in Eq. (11) are the results of integrating the appropriate quantities over the assumed spectrum.
The relevant chamber for the 192 Ir-source measurements is the 50cc-1, the only chamber for which this dual scoring was done. The results for our assumed spectra are listed in Table 15 . As can be seen in Table 15 Ir seed source is 0.15 %, in very good agreement with the conclusion (0.1 % to 0.2 %) of Borg et al. [36] from their independent investigations.
Adopted Wall Corrections
The small differences in the wall corrections calculated for different assumed spectra are numerically significant because they are the result of integrations over the same monoenergetic results. However, as can be seen in Table 14 , the calculated wall corrections are rather insensitive to the assumed spectra, varying only by about 0.1 % among assumed spectra that include a significant scatter contribution and by no more than 0.2 % even if the monoenergetic 1.25 MeV line is included among the 60 Co spectra. The adopted wall corrections and their differences from the LoftusWeaver adjusted linear-extrapolation values are given in Table 16 .
Based on a statistical relative standard deviation of 0.1 %, a remaining spectrum relative uncertainty of ≈0.1 %, and a modeling relative uncertainty of ≈0.1 %, the relative standard uncertainty of the adopted wall corrections is estimated to be about 0.17 %. 
Implications for NIST Exposure and Air-Kerma Primary Standards
Earlier recommendations of Bielajew and Rogers [37] , based on EGS Monte Carlo calculations for the NBS-NIST chambers, suggest an increase in wall corrections of 0.89 %, 0.81 %, 0.92 %, 0.84 %, 0.97 %, and 0.94 % for the 1cc, 10cc, 30cc 50cc-1, 50cc-2, and 50cc-3 chambers, respectively. More recently, using EGSnrc Monte Carlo calculations, Rogers and Treurniet [8] suggest an increase in k wall for a 60 Co beam of 1.00 % and 0.96 %, for the NIST 30cc and 50cc-1 chambers 8 , respectively. The values from these two calculations agree with each other and with the NIST results given here to within about 0.1 %, a difference no larger than the statistical uncertainty estimated for the NIST results. This level of agreement, along with that between our ACCEPT and MCNP results indicated in Table 5 , suggest that calculations of wall corrections as ratios of correlated results are rather insensitive to differences among the transport algorithms and radiationinteraction data used in current Monte Carlo codes.
Our present results, given in Tables 7, 8 , 11, 12 and 16, lead to the following changes in NIST air-kerma standards: +0.87 % to +1.11 % (depending on the chamber) for 60 Co, +0.64 % to +1.07 % (depending on the chamber) for 137 Cs, and -0.06 % for the single chamber used in the measurement of the standardized 192 Ir source. NIST has a number of fixed gamma-ray sources used to calibrate instruments in terms of airkerma; these are listed in Table 17. The two   60 Co vertical beams, in Rooms B034 and B036, are being re-measured with an appropriate subset of standard chambers. Small changes are expected as a result of changing to a commonly accepted field size. The results of these measurements will first be analyzed using the current 1986 values of the Bragg-Gray and correction factors, to isolate the effects of geometry and measurement-technique changes. The primary standard will then be adjusted to reflect the adoption of the new factors described in this report. For the remaining beams, the numerical changes in the adopted factors will be used in the switch to the new standard until a program of re-measurement can be completed. This will be based on the following scheme. 8 There appears to be some confusion in Table 1 of Rogers and Treurniet [8] : the graphite wall thicknesses and outer radii are listed correctly, but they give inner radii that are the sum of the outer radii and the wall thicknesses instead of the difference. It is assumed that this is simply a typographic error. Over the last few decades, NBS-NIST primary airkerma standards have been based on the historical weighted mean of results given by Loftus and Weaver [11] . Their Table 13 gave the factor required to bring the measurement for each chamber into agreement with the weighted-mean value. Those factors have continued to be used, applied to measurements involving only a subset of the original suite of chambers. Using the results calculated here, a new relationship can be established. Loftus and Weaver determined the weightedmean exposure rate as (12) where the relative weight ω i is based on the measurement uncertainty for the ith chamber. The correction factor for the jth chamber is (13) Introducing the chamber-specific changes R i from the Monte Carlo calculations, mainly due to the wall corrections, (14) and (15) is then the final change in the primary standard for exposure (and air-kerma) rate. This change determines the new relationship of the individual chambers to the new standard: (16) Results for the factors are given in Table 18 . Two evaluations were done: (a) using only the changes in the wall corrections given in Table 16 , and (b) including also the small changes in the photon mass energyabsorption ratio (from Table 7 ), in (from Table 8 ), in the electron mass stopping-power ratios (from Table 11 ), and in the humidity correction (+0.01 %).
In earlier work, Bielajew and Rogers [37] and Rogers and Treurniet [8] employed their Monte Carlo calculations done for many of the chambers used by the major metrology institutions to assess the new relationship among standards after adoption of new correction factors (primarily k wall ). From their calculations, Rogers and Treurniet 9 [8] suggest a shift of the BIPM
60
Co air-kerma standard (the international reference value) by the factor 1.0046. Accepting their results for the BIPM standard and a change by the factor 1.0088 from Table 18 as representative for the NIST standard, the ratio of the current NIST standard to the current BIPM standard for 60 Co air-kerma of without the inclusion of the small changes in electron stopping-power and photon energy-absorption ratios that would presumably affect both standards. Thus, the NIST-BIPM level of agreement for 60 Co air-kerma can be expected to remain at about the 0.2 % level with the adoption of our new wall corrections; only the sign would change. 
