We review complexity results for minimizing polynomials over the standard simplex and unit hypercube. In addition, we derive new results on the computational complexity of approximating the minimum of some classes of functions (including Lipschitz continuous functions) on the standard simplex. The main tools used in the analysis are Bernstein approximation and Lagrange interpolation on the simplex combined with an earlier result by De Klerk, Laurent and Parrilo [A PTAS for the minimization of polynomials of fixed degree over the simplex, Theoretical Computer Science, to appear.]
Introduction
In this paper we study the computational complexity of approximating the minimum value of a function on the standard simplex. Thus we study the problem:
where ∆ m is the standard (or unit) simplex
This relatively simple optimization problem has several applications. If the function is quadratic, the applications already include portfolio optimization, population dynamics, genetics, finding maximum stable sets in graphs, and lower bounding the crossing number of certain classes of graphs.
There are not as many applications yet for more general functions, but one example is the training of neural networks (Beliakov and Abraham [5] ). In this case the function is Lipschitz continuous, but transcendental. Another example is the minimization of the expected shortfall of a portfolio [1, 7] . A third example is to compute the Lebesgue constant associated with a given set of interpolation nodes on a simplex; this is important in finite element methods (Hesthaven [23] ). Here the function in question is the sum of absolute values of polynomials (see also §5).
We will prove the existence of polynomial-time -approximation algorithms (in a well-defined sense) for minimizing Lipschitz continuous functions as well as functions with bounded Hessians or suitably bounded higher order derivatives on the simplex. This will be done by approximating the function in question by a polynomial using Bernstein approximation or Lagrange interpolation, and, in the case of Lagrange interpolation, subsequently applying the polynomial-time approximation scheme (PTAS) for minimizing polynomials of fixed degree over the simplex due to De Klerk, Laurent and Parrilo [12] . The Bernstein approximations will in fact only be used to analyze the simple algorithm that evaluates f on a regular grid on the simplex, and returns the smallest value.
Some practical algorithms for optimization of Lipschitz continuous functions on the simplex have been investigated (see e.g. Bagirov and Rubinov [4] ), but these algorithms are not known to have the polynomialtime -approximation property. It is therefore the purpose of this paper to show that it is meaningful to search for practical polynomial-time -approximation algorithms for problem (1.1).
Complexity of approximating minima
Consider the generic optimization problem:
for some continuous f : K → IR and compact convex set K ⊂ IR m , and let
In this paper we will consider the case where K is the standard simplex ∆ m , but we will also review known results for the hypercube [0, 1] m .
The next definition has been used by several authors, including Ausiello, d'Atri and Protasi [3] , Bellare and Rogaway [6] , Bomze and De Klerk [8] , De Klerk, Parrilo and Laurent [12] , Nesterov et al. [27] , and Vavasis [29] . Definition 1.1 A value ψ approximates f with relative accuracy
Then one also says that ψ is an -approximation of f . The approximation is called implementable if ψ = f (x ) for some x ∈ S.
If we replace condition (1.3) by the condition
then we speak of an -approximation of f in the weak sense.
The following definition is from De Klerk, Laurent and Parrilo [12] , and is consistent with the corresponding definition in combinatorial optimization.
Definition 1.2 (PTAS/FPTAS)
If a problem allows an implementable approximation ψ = f (x ) for each ∈ (0, 1], such that x ∈ S can be computed in time polynomial in m and the bit size required to represent f , we say that the problem allows a polynomial time approximation scheme (PTAS).
If, in addition, the computational time is bounded by a polynomial in 1/ , one speaks of a fully polynomial time approximation scheme (FPTAS).
Known complexity results
If K = ∆ m , then computing f is an NP-hard problem, already for quadratic polynomials, as it contains the maximum stable set problem as a special case. Indeed, let G be a graph with adjacency matrix A and let I denote the identity matrix; then the maximum size α(G) of a stable set in G can be expressed as
by the theorem of Motzkin and Straus [26] .
Bomze and De Klerk [8] showed that, for K = ∆ m and f quadratic, problem (1.2) allows a PTAS. This result was extended to polynomials of fixed degree by De Klerk, Laurent, and Parrilo [12] . On the other hand, this problem cannot have a FPTAS, unless NP=ZPP, due to inapproximability results for the maximum stable set problem by Håstad [21] .
Another negative result is due to Bellare and Rogaway [6] , who proved that if P = NP and ∈ (0, 1/3), there is no polynomial time -approximation algorithm in the weak sense for the problem of minimizing a polynomial of total degree d ≥ 2 over the set
If K = [0, 1] m and f quadratic, then problem (1.2) contains the maximum cut problem in graphs as a special case. Indeed, for a graph G = (V, E) with Laplacian matrix L, the size of the maximum cut is given by
where e is the all-ones vector.
For the maximum cut problem there is a celebrated (1-0.878)-approximation result due to Goemans and Williamson [20] , and related approximation results for quadratic optimization over a hypercube were given by Nesterov et al. [27] . On the negative side, the maximum cut problem cannot be approximated within = 1/17 (Håstad [22] ), and it follows that problem (1.2) does not allow a PTAS for any class of functions that includes the quadratic polynomials if K = [0, 1] m . So, in a well-defined sense optimization over the unit hypercube is much harder than over the simplex.
New results
We prove some new approximability results in the spirit of the aforementioned papers. In particular, we consider three classes of (multivariate) functions that satisfy suitable "smoothness" conditions on the standard simplex.
Notation
We equip the space of continuous functions C(K) on on a compact convex set K with the usual supremum norm:
We will need the following notation to express bounds on (higher order) derivatives. We denote by C k (K) the k times continuously differentiable functions on K (or on an open set containing K), and define the following semi-norm on C k (K):
where D k h f is obtained by taking the derivative of f in the direction h successively k times. Finally, recall that the modulus of continuity of f ∈ C(K) is defined as
and satisfies:
Three function classes
We now introduce three classes of functions that allow polynomial-time -approximations for the problem min x∈∆m f (x). We will always make the following assumption.
Assumption 1
We assume that f is a computable function, and f (x) may be computed in time polynomial in the bit size of x and in the bit size needed to represent f .
In what follows, we assume that the constants involved in defining the function classes are independent of the number of variables m.
The first class of functions meet the Lipshitz condition of given order α > 0 with respect to a given constant L > 0:
The second class of functions we consider have second order derivatives bounded by a given L > 0 on
The third and last class of functions have suitably bounded higher order derivatives, and is defined in terms of two given constants L > 0 andk ∈ N as follows:
Note that this class includes the m-variate polynomials of total degree at mostk, since in this case
Note, however, that polynomials of fixed degree on the simplex do not necessarily belong to the classes (1.5) or (1.6): The Markov inequality for an m-variate polynomial of total degree d defined on a convex body K states that
where ω min (K) is the minimum distance between two distinct parallel supporting hyperplanes of K (see e.g. Kroó [24] ). For example, if K is the m-dimensional simplex This means that the class of m-variate polynomials of fixed total degree on the simplex is not a subset of the class (1.5) or (1.6).
Main result
We show that, for any > 0 there exists a polynomial-time -approximation in the weak sense for the problem of minimizing a function from the classes (1.5) and (1.6) over ∆ m . Moreover, we prove the existence of a PTAS for problem (1.1) for functions from the class (1.7).
We use the properties of multivariate Bernstein operators and Lagrange interpolation on the simplex, as well as the main result in [12] to derive the new results. Our review of multivariate Bernstein operators will be self-contained, since the results we need are somewhat scattered throughout the literature, and even then not always in the required form. More information on Bernstein operators may be found in [2, 13, 14, 15, 16, 25, 30 ]. We will not give proofs for the results on Lagrange interpolation, as these may be found in the two papers [9, 31] . More information on multivariate Lagrange interpolation is given in [19, 28] .
Positive linear operators
The results on Bernstein operators presented in the next section may be derived in a simple way by using the framework of positive linear operators, and we review their basic properties here. Definition 2.1 A linear operator U acting on C(K), where K ⊂ IR m is convex and compact, is called
We write f ≥ 0 as shorthand for f (x) ≥ 0 ∀x ∈ K . Note that
The following result is taken from Waldron [30] , but this 'Korovkin-type' analysis is in fact much older (cf. Theorem 4.4 in [13] , Chapter 5 in [2] , and the references therein).
Theorem 2.1 Let U : C(K) → C(K) be a positive linear operator that preserves constants, and let f ∈ C 2 (K) (or twice continuously differentiable on an open set containing
m).
One has
In particular, if U also preserves linear functions, i.e. U φ 1,i = φ 1,i then one has
Proof. Fix y ∈ K. By Taylor's theorem, for every x ∈ K one has
Applying the operator U on both sides we get
Evaluating the inequality at x = y completes the proof. 2
If we do not assume that f ∈ C 2 (K), but merely that f is continous on K, then we have the following result in terms of the modulus of continuity of f (as opposed to the norm of the Hessian). The proof is simple, and we again include it for completeness. Then for every f ∈ C(K), x ∈ K, and δ > 0 one has
Proof. Fix f ∈ C(K), x ∈ K and δ > 0. For any y ∈ K such that x − y > δ one has (by the definition of ω(f, δ)):
Obviously, the same inequality holds if x − y ≤ δ.
Applying U on both sides and evaluating the resulting inequality at y = x yields the required result. 2
These theorems are useful in the following setting. We will study a sequence of positive operators U n that preserve affine functions, and such that
(2.10) By the theorems above, this implies that U n f → f uniformly. The rate of convergence is determined by the rate of convergence in (2.10).
3 Bernstein operators on a simplex
Univariate Bernstein operators
Let f ∈ C 2 [0, 1], and define the Bernstein basis for the univariate polynomials of degree at most n by
Consider the Bernstein approximation of f with respect to this basis:
One can use Theorem 2.1 to show that B n (f ) converges uniformly to f . To this end, it is simple to verify (or see [13] , Chapter 1, for a proof) that B n is a positive linear operator that preserves constants, and
where φ 1 (x) = x, φ 2 (x) = x 2 , as before.
In other words, B n preserves linear functions as well. By Theorem 2.1, an error bound is therefore given by
For a discussion of these historical results see [25] , and for recent developments [18] .
Multivariate Bernstein operators
Let f ∈ C 2 (∆ m ). The Bernstein approximation of f of order n on ∆ m is the polynomial
where The following property of the Bernstein operator is sometimes called the stability property.
Lemma 3.1 One has
Proof. For any fixedx ∈ ∆ m , B n (f )(x) is given as a convex combination of the values f (x) (x ∈ ∆(m, n)). 14) to find that α∈I(m,n)
To see this, one may use the multinomial identity
The significance of the stability property is that min x∈∆(m,n) f (x) is at least as good an approximation of f as min x∈∆m B n (f )(x) is. We therefore need not minimize B n (f ) in practice -we only use B n (f ) in our analysis to prove error bounds for the simple approximation of f given by min x∈∆(m,n) f (x).
Similarly to the univariate case, one can show that B n preserves linear functions and gives an O(1/n)-error for quadratic functions (see (3.12) ). We include a proof for completeness. Lemma 3.2 Let f ∈ C 2 (∆ m ) and B n (f ) as defined in (3.13). Then Proof. By (3.13), we have
where e i is the ith standard unit vector, and for the last equality we used the multinomial identity (3.14).
Similarly,
One therefore has the following approximation result, by Theorem 2.1, and we include a proof for completeness.
Theorem 3.1 (see e.g. Waldron [30] ) Let f ∈ C 2 (∆ m ) and B n (f ) as defined in (3.13). One has
Proof. By Theorem 2.1, we only have to give an upper bound on
Consider therefore the convex optimization problem
The KKT conditions for this problem are necessary and sufficient for optimality, and it is easy to verify that a KKT point is given by
If we only assume that f is continuous on ∆ m then we can use Theorem 2.2 to derive the following result. 
Proof. By Theorem 2.2, we have, for any δ > 0,
where we have used (3.16) and (3.17) to obtain the last inequality. The required result now follows by setting
Complexity analysis using Bernstein approximation
We now use the results of the last section to derive complexity results for optimization over ∆ m . In particular, we derive polynomial-time -approximation procedures (in the weak sense) for the function classes (1.5) and (1.6). f (x).
Proof. By Theorem 3.2 one has
where the last inequality is due to f ∈ Lip L (α). Using this bound together with the stability property (Lemma 3.1), one has
Finally, note that computing min x∈∆(m,n) f (x) requires n+m n evaluations of f , and that n+m n is a polynomial in m if we choose n = 2L 1/2α . 2
We have a similar result for functions from the class (1.6) (suitably bounded second derivatives).
Theorem 4.2 Let > 0 be given and assume f belongs to the class (1.6) and satisfies Assumption 1. Then for
an implementable polynomial-time approximation (in the weak sense) of f is given by
Proof. The proof is identical to that of the previous theorem, except that Theorem 3.1 is now required (as opposed to Theorem 3.2). 2
Note again that the Bernstein approximations were only used to derive error bounds for the simpler approximation of f given by min x∈∆(m,n) f (x). A natural question therefore is whether it is possible to derive the results of this section without using Bernstein approximations. This however does not seem to be straightforward.
Lagrange interpolation on the simplex
In addition to Bernstein approximation, we consider Lagrange interpolation on the standard simplex using the interpolation points ∆(m, n). This interpolation problem is known to be poised, i.e. the Lagrange interpolant of degree n is uniquely determined by the values f (θ) (θ ∈ ∆(m, n)) (see §2.2 in the survey by Gasca and Sauer [19] , and the references given there).
The fundamental Lagrange polynomial associated with an interpolation point θ will be denoted by l θ . In other words, for x ∈ ∆(m, n) we have
Note that we may write the Lagrange interpolant as
The associated Lebesgue constant max x∈∆m θ∈∆(m,n) |l θ (x)| can be bounded from above as follows.
Theorem 5.1 (Bos [9] ) One has
The last result may be used to give an error bound for Lagrange interpolation on the simplex using the interpolation points θ ∈ ∆(m, n). To this end, we require the following result. One has 19) where conv(Θ) denotes the convex hull of Θ.
Using the bound (5.18) on the Lebesgue function and the fact that the diameter of ∆ m is √ 2, we obtain the following corollary.
Proof. The first inequality follows from (5.19) by using (5.18), as well as conv(Θ) = ∆ m , and the observation that θ − x ≤ √ 2 if x ∈ ∆ m and θ ∈ ∆(m, n). The second inequality of the corollary requires the following version of Sterling's formula:
that implies
Complexity analysis using Lagrange interpolation
One may use the results of the last section to derive further complexity results for optimization over ∆ m . The idea is as follows:
1. First approximate f on ∆ m via Lagrange interpolation.
Minimize the Lagrange interpolant approximately in polynomial time.
First of all we relate the degree of the Lagrange interpolant to the error.
Lemma 6.1 Assume > 0 given and that f belongs to the class (1.7) and meets Assumption 1. For
Proof. The proof follows immediately from Corollary 5.1 and the definition of the function class (1.7). 2
We also need to verify that one may evaluate L ∆(m,n) (f ) in polynomial time.
Lemma 6.2 For fixed n, one may compute L ∆(m,n) (f )(x) in time polynomial in m, the bit size of x, and the bit size needed to represent f .
Proof. We may compute L ∆(m,n) (f )(x) using
if we know the fundamental Lagrange polynomials l θ (θ ∈ ∆(m, n)). Note that the fundamental Lagrange polynomials form an orthogonal basis of the m-variate polynomials of total degree at most n, with respect to the inner product p, q :=
We may therefore use the Gram-Schmidt procedure to convert the standard monomial basis into the basis l θ (θ ∈ ∆(m, n)). This procedure requires a number of operations polynomial in m+n n
. Moreover, the intermediate bit sizes during the Gram-Schmidt procedure remain suitably bounded, since only summation, multiplication, and division is performed.
Also note that the coefficients of L ∆(m,n) (f ) with respect to the basis l θ (θ ∈ ∆(m, n)) are the values f (θ) (θ ∈ ∆(m, n)), which are bounded in absolute value by a polynomial in m, and the bit size required to represent f , by Assumption 1.
2
To approximately minimize the Lagrange interpolant, we need the following results due to De Klerk, Laurent, and Parrilo [12] De Klerk, Laurent, and Parrilo [12] showed that both these sequences of bounds converge to p as follows. 
where
One can verify that
which implies that lim r→∞ w r (d) = 1.
We are now in a position to derive an -approximation algorithm for minimizing f for the class (1.7) over ∆ m .
Theorem 6.2 Assume that ∈ (0, 1] is given and that f belongs to the class (1.7) and meets Assumption 1. Let
Proof. The choice of n in (6.22) guarantees that 
where the last two inequalities follow from (6.24) and ≤ 1 respectively. Using (6.24) once more, we have that min x∈∆m L ∆(m,n) (f )(x) ≤ f + 2 (f − f ), and the required bound (6.23) follows.
Note that the computation of min 
Remarks
The approximation algorithm in Theorem 6.2 involves evaluating the Lagrange interpolant on a suitable regular grid (see (6.23)). It is also possible (and more practical) to use linear programming (LP) (or semidefinite programming (SDP)) to compute an -approximation of the minimum of the interpolant; The LP approach requires the bound (6.20) from Theorem 6.1, and stronger SDP-based bounds are discussed in [12] .
The definition of the class of functions (1.7) is determined by the error bound for Lagrange interpolation of a regular grid as given in Corollary 5.1. This error bound depends on the choice of interpolation nodes. It is well-known that the regular grid is not a good choice, since the associated Lebesgue constant grows exponentially with the number of nodes n (see (5.18) ). For low dimensional simplices, better choices of interpolation nodes are known, like Chebyshev nodes for the one-dimensional case. For Chebyshev nodes the Lebesgue constant grows like log n. Unfortunately, very little is known for general dimension, and the regular grid is the only case where a useful upper bound on the Lebesgue constant is available; see [23] for a detailed discussion of these issues.
Conclusion
Our approximation algorithms fall in the category of derivative free optimization methods, i.e. methods for optimization of functions where the gradient does not exist or is too expensive to compute in practice. (For a review of these methods see [10] and the references therein.) Thus our results in Theorems 4.1, 4.2, and 6.2 may be viewed as existence proofs for derivative free optimization methods that give polynomial-time approximation guarantees for minimization of certain classes of functions over the simplex.
The algorithms in Theorems 4.1 and 4.2 simply involved evaluating f on a regular grid on the simplex, and are not really practical, since the required number of function evaluations becomes prohibitively large if high accuracy is required. Algorithms based on approximate minimization of a Lagrange interpolant seem more promising from the practical point of view. Indeed, a recent study showed that using Lagrange interpolation at the Chebyshev nodes, in conjunction with semidefinite programming to minimize the interpolant, works well in the one dimensional case [11] .
Thus, we hope that our observations will lead to some practical algorithms for optimization over the simplex that retain polynomial-time approximation guarantees.
