Lattice models of amphiphile and solvent mixtures. by Brindle, David.
Lattice models of amphiphile and solvent mixtures.
BRINDLE, David.
Available from Sheffield Hallam University Research Archive (SHURA) at:
http://shura.shu.ac.uk/19397/
This document is the author deposited version.  You are advised to consult the 
publisher's version if you wish to cite from it.
Published version
BRINDLE, David. (1991). Lattice models of amphiphile and solvent mixtures. 
Doctoral, Sheffield Hallam University (United Kingdom).. 
Copyright and re-use policy
See http://shura.shu.ac.uk/information.html
Sheffield Hallam University Research Archive
http://shura.shu.ac.uk
Sheffield City Polytechnic Library
REFERENCE ONLY
ProQuest Number: 10694278
All rights reserved
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a com ple te  manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
uest
ProQuest 10694278
Published by ProQuest LLC(2017). Copyright of the Dissertation is held by the Author.
All rights reserved.
This work is protected against unauthorized copying under Title 17, United States C ode
Microform Edition © ProQuest LLC.
ProQuest LLC.
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 48106- 1346
LATTICE MODELS OF AMPHIPHILE AND SOLVENT MIXTURES
DAVID BRINDLE, BSc
A thesis submitted in partial fulfilment of the requirements 
of the Council for National Academic Awards for the degree of
Doctor of Philosophy
August 1991
Division of Applied Physics, Sheffield City Polytechnic 
in collaboration with Albright and Wilson Ltd., Whitehaven.
ABSTRACT
Materials based on amphiphilic molecules have a wide range of indus­
trial applications and are of fundamental importance in the structure 
of many biological systems. Their importance derives from their beha­
viour as surface-active agents in solubilization applications and 
because of their ability to form systems with varying degrees of 
structural order such as micelles, bilayers and liquid crystal phases. 
The nature of the molecular ordering is of importance both during the 
processing of these materials and in their final application.
A Monte Carlo simulation of a three dimensional lattice model of an 
amphiphile and solvent mixture has been developed as an extension of 
earlier work in two dimensions. In the earlier investigation the 
simulation was carried out with three segment amphiphiles on a two 
dimensional lattice and cluster size distributions were determined for 
a range of temperatures, amphiphile concentrations and intermolecular 
interaction energies.
In the current work, a wider range of structures are observed includ­
ing micelles, bilayers and a vesicle. The structures are studied as a 
function of temperature, chain length, amphiphile concentration and 
intermolecular interaction energies. Clusters are characterised ac­
cording to their shape, size and surface roughness. A detailed temper- 
ature-concentration phase diagram is presented for a system with four 
segment amphiphiles. The phase diagram shows a critical micelle con­
centration (c.m.c) at low amphiphile concentrations and a transition 
from a bicontinuous to lamellar region at amphiphile concentrations 
around 50%. At high amphiphile concentrations, there is some evidence 
for the formation of a gel. The results obtained question the validity 
of current models of the c.m.c.
The Monte Carlo simulations require extensive computing power and the 
simulation was carried out on a transputer array, where the parallel 
architecture allows high speed. The development of a suitable parallel 
algorithm is discussed.
A mean field model of a bilayer is presented which has similar inter­
action potentials as the Monte Carlo model. The ordering of the bilay­
er is examined as a function of chain length, bilayer thickness, 
temperature and inter molecular interaction energies. In this approxi­
mation a phase transition to the ordered bilayer is observed.
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1 INTRODUCTION
Materials based on amphiphilic molecules have applications in a wide 
range of manufacturing and service industries where they behave as 
surface-active agents in solubilization processes. They are able to 
form systems with varying degrees of structural order such as mi­
celles, bilayers and other lyotropic liquid crystal phases. The nature 
of the molecular ordering is of importance both during the processing 
of these materials and in their final application.
Although much experimental work has been performed in order to cha­
racterise the structures appearing in the various phases of aqueous- 
amphiphile systems, the relative importance of the fundamental driving 
forces of ordering have yet to be put on a sound basis. One way of 
contributing to this objective is to model an amphiphile and solvent 
system. The fundamental driving forces of ordering are more clearly 
observable in a model with idealised molecular structures and poten­
tials. However the model should be detailed enough to show the molecu­
lar ordering seen in real systems. Computer simulations of models with 
simplified molecules are able to show self-assembly of amphiphiles.
1.1 AIMS
The aims of the project were:
1. To develop a simple three dimensional lattice model of an amphi- 
phile-solvent mixture which displays the essential features of real 
lyotropic systems. The model, which is developed as an extension of 
earlier work in two dimensions [Care 1987a,b], is examined using Monte
1
Carlo simulation and by a mean field approximation for comparison.
2. To investigate the types of phases that the model is able to pro­
duce when monomers are allowed to freely assemble into the preferred 
structure and to develop ways of characterising these phases. The 
model is to be investigated for evidence of a critical micelle concen­
tration. The effects of chain length, amphiphile concentration, inter­
molecular potentials and temperature on the phase diagram are also to 
be investigated.
3. To compare the phase diagram exhibited by the model with that 
observed experimentally.
1.2 OVERVIEW OF CHAPTERS
Chapter 2 is an introduction to amphiphiles and lyotropic liquid 
crystal structures. An introduction into the concept of a critical 
micelle concentration is also given.
Chapter 3 is a review of simulations and statistical mechanical models 
of amphiphile and solvent systems. The review pays special attention 
to simulations and lattice models as these are most relevant to the 
work presented in the following chapters. Similarly little attention 
is given to results of dynamic properties as these are not available 
from Monte Carlo simulations. Mean field models are reviewed separate­
ly in chapter 6 as they have a direct bearing on the model proposed 
there.
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Chapter 4 introduces the proposed model and gives details of the Monte 
Carlo simulation. This includes a description of the development of a 
parallel simulation algorithm and of the configurational properties 
measured.
Chapter 5 presents the results from the Monte Carlo simulation. The 
results of a preliminary investigation into the effect of changing the 
system parameters, ie. chain length, amphiphile concentration, molecu­
lar interaction potentials and temperature are presented. A tempera- 
ture-concentration phase diagram is presented for a system containing 
amphiphile with a chain length of 4. The evidence for the different 
phase regions, and for the existence of a critical micelle concentra­
tion, is discussed.
The first part of Chapter 6 reviews previous mean field models of 
amphiphilic systems. The review presents the separate approaches of 
lattice and off-lattice mean field models. Ideas from both these areas 
are used to present an adapted lattice model in which there are amphi- 
phile-solvent interactions. These interactions are similar to those 
used in the Monte Carlo simulation and cause the mean field model to 
show evidence of a phase transition to a bilayer on cooling. A com­
parison is made between this transition and the equivalent transition 
obtained from the Monte Carlo simulation.
Finally, Chapter 7 summarises the work presented here and reports the 
conclusions, and Chapter 8 discusses possible future work.
2 AMPHIPHILIC SYSTEMS
2.1 THE AMPHIPHILE
An amphiphile is typically a hydrocarbon which has two distinct parts. 
When immersed in a solvent, one section has an affinity for the sol­
vent and is said to be solvophilic whilst the other section is solvo- 
phobic i.e. is repelled by the solvent. When, as is most common, the 
solvent is water, the terms hydrophilic and hydrophobic are used. 
Typically the solvophobic part is a hydrocarbon chain and the solvo­
philic section is polar or ionic and shorter than the hydrocarbon 
chain. The hydrophilic section is usually called the head and the 
hydrophobic section is called the tail.
Each amphiphile may only contain one polar head, but there may be 
several tails which may be either hydrocarbon or fluorocarbon and 
linear or branched. Amphiphiles with a single chain are most common. 
The minimum polarity for a head group is a single CHgOH group.
Amphiphiles are normally classified according to the nature of the 
head group. They can be anionic, cationic, nonionic or zwitterionic. 
Some common examples of each are given below. [Ottewill 1983]
Anionic
Sodium dodecyl sulphate (SDS) 
Sodium dodecanoate
n U  O A _ H n+
Cationic
Dodecyltrimethylammonium bromide (DTAB) c12H25N> 3 Br' 
Hexadecyltrimethylammonium bromide (HTAB) C16H25N+Me3Br
4
Nonionic
Dodecylhexaoxyetheylene glycol monoether 012^5 [OCH2CH2 J 6 )°H 
Dodecyl sulphinyl ethanol C-L2H25SOCH2CH2OH
Zwitterionic
3-dimethyldodecylamine propane sulphonate C12H25-N+-C2H4CH2S03
!Me2
Anionics are the most widely used surfactants because of cost and 
performance. Cationics are expensive, but their germicidal action 
makes them useful for some applications [Ottewill 1983]. An advantage 
enjoyed by nonionics is that the lengths of both solvophilic and 
solvophobic groups can be varied, thus changing the physical proper­
ties of the surfactant system which extends their application.
When amphiphiles, are immersed in a nonpolar/polar liquid mixture they 
will tend to aggregate at the liquid interface with the tails in the 
nonpolar medium and the heads in the polar medium. This is often 
explained as limiting the solvophobic interaction between the tail and 
polar medium. However, it is better viewed as increasing the solvo­
philic interaction between the surfactant heads and the polar liquid, 
as the solvophobic interaction is often slightly attractive but much 
less so than the solvophilic interaction. (See Tanford (1980)). The 
surface aggregation effect is also seen at an air/water interface, 
figure 2.1a.
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Figure 2.1 : (a) surface aggregation at an air/water interface
(b) schematic representation of the micellar system
At a certain concentration of the amphiphiles in the solvent, aggre­
gates of amphiphiles will form within the bulk solvent, see figure 
2.1b. These aggregates are termed ’'micelles” and first appear within a 
narrow concentration range called ’’the critical micelle 
concentration”, or c.m.c. Evidence for this formation of aggregates 
can be obtained by monitoring a range a physical properties as shown 
in figure 2.2 [Lindman 1983].
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Figure 2.2 : The critical micelle concentration [Lindman 1983]
Micelle formation does not represent the formation of a new macroscop­
ic phase, and is therefore not characterised by a single critical 
transition point. The use of the term c.m.c. can therefore be mislead­
ing. In some systems, e.g. bile salts where hydrophilic and hydropho­
bic groups are not well separated [O’Connor 1984], micelle sizes are 
known to increase over a relatively wide concentration range and it
may be better not to use the term at all. However, when there is only
a narrow range, the use of a c.m.c. to characterise the system becomes 
convenient. It must also be understood that no unique experimental 
definition exists for the c.m.c. Values measured will depend upon the 
experimental technique used.
Two classes of thermodynamic models proposed to describe micelle 
formation are the phase separation models and the equilibrium models.
The phase separation model is useful even though, as described above,
micellar systems are one phase systems. This is because the micellar 
association is thought to be highly cooperative. The relation between
7
the monomeric concentration in solution and the total amphiphile 
concentration for true phase separation is shown in figure 2.3(a). The 
figure displays a sharp transition at the c.m.c.
E 1.5
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Total added concentration  
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To ta l am phiphile concentration  
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Figure 2.3 : Relation between the concentration of monomers and total 
amphiphile concentration for (a) phase separation (b) 
mass action model [Tanford 1980]
\
An example of an equilibrium model is the mass action model. In this 
model, it is assumed that m monomers are in thermal equilibrium with a 
single micellar aggregate, Mm , of size m.
where the f ’s are the activity coefficients and Xm is the fraction of 
monomers in an aggregate of size m. Figure 2.3(b) shows the monomer 
versus total amphiphile concentration as given by equation (2 .2 ) with
(2.1)
The equilibrium constant for this system is given by
(2.2)
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the activity coefficients set to unity and m=50 [Wennerstrom & Lindman 
1979]. It is seen that the mass action model predicts a smooth transi­
tion through the c.m.c region as obtained experimentally. For this 
reason equilibrium models are generally preferred.
As a consequence of the marked cooperativity thought to characterise 
micelle formation, the micelle size distribution is predicted to show 
a minimum and a maximum. This is shown schematically in figure 2.4 
[Wennerstrom & Lindman 1979].
x
Figure 2.4 : Schematic size distribution curve for a typical micelle 
forming amphiphile. The aggregate concentration Xn is 
plotted on a logarithmic scale versus the aggregation 
number n.
The maximum occurs for aggregation numbers typically between 50 and 
100. The presence of the minimum in the size distribution has been 
suggested as a criterion for proper micelle formation [Wennerstrom & 
Lindman 1979]. It is important to note, however, that the size distri­
bution is never available experimentally. Only the number average or 
weight average micelle size and the total amphiphile in micelle form
9
are measured.
The c.m.c varies with changing physical and chemical conditions. There 
is a strong decrease in the c.m.c as the tail length increases. This 
decrease is logarithmic and is much more rapid for nonionic than for 
ionic surfactants; ionics generally having a higher c.m.c than nonion­
ics. Fluorocarbon tail surfactants have lower c.m.c. values than the 
corresponding hydrocarbon tail surfactants. The effect of temperature 
and pressure is only slight; the c.m.c often having a minimum around 
room temperature.
In dilute solutions micelles have very little interaction with each 
other. However, as the concentration is increased above the c.m.c, the 
number of micelles increases causing interactions between the micelles 
which result in a dramatic alteration in solution properties. The 
disordered micellar solution changes to an ordered liquid crystalline 
phase or mesophase. Unlike the micellar solutions, the liquid crystal­
line phases usually have high viscosity, although at the molecular 
level the mobility is high, being not much slower than that of ordi­
nary liquids. An exception to this are solvent rich lamellar phases 
which can have low viscosities. Changes of phase can also be induced 
by adding a third component, e.g. alcohol or electrolyte.
2.2 LIQUID CRYSTAL PHASES
A good review of the different liquid crystal phases is given in Tiddy 
(1985). Although commonly referred to as liquid crystal phases, the 
different structures observed are in reality mesophases. The simplest
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lyotropic liquid crystal systems are those composed of the surfactant 
and water i.e. a binary system. The models presented in this thesis 
are restricted to such binary models. There are three frequently 
occurring liquid crystal phases in such systems: the hexagonal phase, 
the cubic mesophase and the lamellar phase. As with micelles, the 
hexagonal phase and cubic mesophases may be normal or reversed. The 
liquid crystal phases are shown schematically below. Reversed micelles 
occur when some surfactants, mixed with a little water, are dissolved 
in excess oil. They have similar properties to normal micelles.
nomal
reversed
n o m a 1
reversed
(a) (b) (c)
Figure 2.5 : (a) Hexagonal phase (normal and reversed)
(b) Cubic mesophase (normal and reversed)
(c) lamellar phase
The lamellar liquid crystal phase (Fig 2.5c) consists of ordered 
bilayers separated by water layers which can vary in thickness from 10 
> 100 A according to surfactant type and composition. The layered
nature of the phase can often be seen when pouring the sample, and 
gives a characteristic parabolic focal conic texture when viewed under 
crossed polarised light.
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The hexagonal phase (figure 2.5a) is made up out of long, hexagonally 
packed cylindrical micelles. It is characterised by a very high vis­
cosity, and shows a characteristic speckled effect when viewed under 
polarised light.
The cubic mesophase occurs between other liquid crystal phases; an 
example of which is the face-centred cubic structure shown in figure 
2.5b. While it is certain that two very distinct classes of cubic 
mesophase occur, their exact structures remain to be fully elucidated. 
One group occurs at compositions between micellar solutions and 
hexagonal phases. Another is formed at compositions between lamellar 
and hexagonal phases. In both groups, at least two different varieties 
are known to exist [Tiddy 1982][Adam 1984][Walsh 1983], However, the 
exact structures remain to be solved. The cubic mesophases are opti­
cally isotropic and have extremely high viscosity, being higher than 
both lamellar and hexagonal phases.
Other lyotropic liquid crystal phases known to exist include nematic 
phases, gels and vesicle and liposome dispersions. Nematic phases were 
first reported by Lawson & Flautt (1967). They occur in a minority of 
surfactant-water systems between micellar and hexagonal or between 
micellar and lamellar phases. They are optically birefringent and 
their viscosity is much lower than that of other lyotropic mesophases. 
Gels consist of lamellar structures where the surfactant chains are 
partially frozen in all-trans conformation and occur at temperatures 
below those at which lamellar phases occur. They have hexagonal pack­
ing. Vesicle and liposome dispersions may be formed by mixing lamellar 
phases with excess water. Liposomes are multi-bilayer walled spheroids
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which comprise the disperse phase of a water-continuous lamellar/water 
emulsion. This is obviously a two phase system. Vesicles are roughly 
spherical with a surface comprising of a single curved bilayer. Their 
diameters lie in the range 250A to ~ 1 micron. Most vesicle solutions 
are unstable, reverting eventually to a lamellar phase dispersion. It 
is a matter of controversy as to whether small vesicles (diam. » 250A) 
can ever be at thermodynamic equilibrium [Tiddy 1985].
In addition to the phases described above, intermediate phases which 
are birefringent and form at compositions between hexagonal and lamel­
lar have been suggested. However, many of these require further work 
to establish that they differ significantly from those of the well- 
established phases.
2.3 PHASE DIAGRAMS
In many cases it is convenient to portray the different phases using a 
phase diagram. Figure 2.6 shows a typical phase diagram of the binary 
water-(dodecane-pentaoxyethylene dodecylether) system [Harusawa et al 
1974]. At temperatures below 20°C there is a transition from an iso­
tropic solution, through a hexagonal phase to a lamellar region as the 
amphiphile concentration is increased. This is typical of many sur­
factant systems. The region is the micellar region and the region 
L£ is the surfactant solution in which water is dissolved. The solid 
region occurs because the melting point of the surfactant is 21.5 °C.
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Figure 2.6 : binary phase diagram of C-^Eg-^O [Harusawa 1974]
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3 SIMULATION AND STATISTICAL MECHANICAL MODELS OF MICELLES AND LYOTROPIC LIQUID CRYSTAL PHASES
3.1 INTRODUCTION
Statistical mechanical models involve the determination of macroscopic 
thermodynamic parameters from a microscopic model of a system. This 
frequently involves the derivation of the partition function for an 
appropriate ensemble. The canonical ensemble, for example, is the 
appropriate ensemble for a closed, isothermal (constant NVT) system, 
and the canonical partition function, Q, is frequently used to calcu­
late the Helmholtz free energy, F, of such a system where
F = - kT In Q (3.1)
The partition function can also be used to derive any other thermody­
namic property.
This chapter is a review of statistical mechanical models of micelles 
and lyotropic liquid crystal phases. For these systems, as with many 
others, it is not possible to calculate the exact partition function 
analytically. Approximate solutions of the partition function have 
been made using analytical and mean field approximations. Other tech­
niques, e.g Monte Carlo and molecular dynamics simulations estimate 
thermodynamic averages without explicitly deriving the partition 
function.
The mean field approximations are reviewed separately in Chapter 6.
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3.1.1 Model Classification
Statistical mechanical treatments of amphiphilic systems may be clas­
sified according to their description of the amphiphilic chains and 
whether they consider single or multiple clusters. In addition the 
systems may be confined to a lattice. Figure 3.1 shows a classifica­
tion hierarchy.
Lattice
SINGLECHAIN
Off-Lattice
SingleClusterMultipleCluster
MULTIPLECHAIN
STATISTICAL MECHANICAL MODELS
PHENOMENOLGICAL & DECORATED LATTICE MODELS
Figure 3.1 : Hierarchy of model classification.
Some treatments undertake simulations with many amphiphilic chains
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present whereas others consider a single amphiphile in an idealised
mean field appropriate to a given cluster geometry.
In many of the models the system may be either on or off lattice.
Lattice models are often used as they have advantages over other types 
of model in that they are computationally less expensive and are 
easier to analyse. They have been previously shown to be successful 
for studying phase transitions, examples being magnetic materials, 
binary alloys, ferroelectrics and liquid crystals [Binder 1979,1987].
Lattice models are relatively simple but few are exactly soluble by 
analytical methods [Baxter 1982]. Those that cannot be solved exactly 
may be solved either by using analytical approximations such as the 
Bragg-Williams or quasi-chemical approximations, or by computer simu­
lation. For a clear explanation of the Bragg-Williams and quasi­
chemical theories, see chapter 14, Hill (1962).
Statistical mechanical models of amphiphiles may also be classified 
according to whether they consider single or multiple aggregates. The 
distinction is important as single aggregate models have constraints
on the aggregate geometry, whereas multiple aggregate models allow 
self assembly of aggregates from a random starting configuration. 
Multiple aggregate models also allow system properties to be deter­
mined in addition to single cluster and chain properties.
There is much literature on models of amphiphilic systems and to 
review all models in detail here is impractical. The models of most 
relevance are the simulations and lattice models and thus these are 
considered in most detail.
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3.2 MODEL PROPERTIES
Simulations and statistical mechanical models permit various proper­
ties of the amphiphilic systems to be derived as a function of temper­
ature, amphiphile concentration, the amphiphile chain length, head 
type and amphiphile-solvent interactions. The properties derived from 
these models may concern the system as a whole, the micelle structure 
or the chains themselves. Properties obtained from a given model are 
compared with those obtained from other models and where possible with 
experiment.
3.2.1 System Properties
The cluster size distribution, the critical micelle concentration 
(c.m.c) and the phase diagram of a system may be found. These proper­
ties have been determined by a wide range of experimental techniques. 
It is difficult for simulation techniques to examine the c.m.c. be­
cause of the low concentrations involved.
3.2.2 Bond Order Parameters
The most common characteristic of chain organisation in amphiphilic 
aggregates are the "P2M order parameters of the bonds along the chain. 
The order parameter of the bond is given by
sk = <P2 (cos0k )> = <3/2 cos20k - l/2> (3.2)
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where 9^ is the angle the bond makes with the normal of the aggre­
gate surface. Sj. is thus a measure of how the chain bonds orientate
with respect to the normal of the aggregate. When = 0 all bond
directions are equiprobable. For 1 > > 0 there is preferential
ordering along the normal to the aggregate surface, whilst for -0.5 < 
Sj. < 0 there is preferential ordering parallel to the surface. Order 
parameters in alkyl chains can be measured experimentally by various 
magnetic resonance techniques for different aggregates. Alternatively 
0j, may be measured with respect to the first bond in the chain.
Bond order parameters, S(r), may also be measured as a function of the 
distance, r, from the aggregate centre.
S(r) = <3/2 cos20 - l/2> (3.3)
where 0 is the angle formed by the bond vector between chain segment
centres and the radius vector from the aggregate centre of mass to the 
bond centre.
3.2.3 Density Profiles
The number density of CHg groups, />(r), as a function of the distance 
r from the aggregate centre of mass is readily obtained from the 
results of simulations. It can be used to predict the scattering 
amplitudes of methyl tail groups which have been measured experimen­
tally by small angle neutron scattering experiments (e.g. Bendedouch 
et al (1983), Cabane et al (1985)). The scattering function, A(q), of 
scattering vector, q, is given by the sine Fourier transform of the 
CHg density multiplied by r
19
A(q)/A(0) = 1/q /0(r) sin(qr) r drJ r (3.4)
3.2.4 Principal Moments Of Inertia
The size and shape of aggregates is often described in terms of the 
principal components of the moments of the inertia tensor I, where
If the three components Ix , Iy and Iz are equal the aggregate is 
spherical. The ratio of the largest to smallest moments has been used 
as a measure of aggregate shape fluctuation (e.g. Woods et al (1986)).
3.3 SIMULATIONS
The two distinct classes of simulations used to model amphiphilic 
systems are molecular dynamics and Monte Carlo simulations. In molecu­
lar dynamics, the equations of motion of a system of interacting 
particles are solved and equilibrium properties are determined from 
time averages taken over a sufficiently long time interval.
Monte Carlo simulations allow the estimation of expectation values of 
time independent configurational properties of systems in thermal 
equilibrium with their surroundings.
For a system observed in the canonical, (constant NVT), ensemble in a 
state x with energy U(x), the expectation value of a configurational
20
r
(3.5)
property, <A>, is given by
Sx A(x)exp{-U(x)/kT} dx
<A> (3.6)
Sx exp{-U(x)/kT} dx
where k is the Boltzmann factor and T is the temperature in Kelvin. 
The denominator normalises the expectation value and is the partition 
function, Q.
In most cases equation (3.6) cannot be calculated analytically. Monte 
Carlo techniques allow the determination of expectation values without 
calculating the partition function. The technique uses importance 
sampling in which random numbers are sampled from a non-uniform dis­
tribution which allows the function evaluation to be concentrated in 
the regions of phase space which make important contributions to the 
integral.
The method developed by Metropolis et al (1953) sets up a Markov chain
of states of the liquid such that its limiting distribution is the
Boltzmann distribution. A Markov chain is a sequence of trials in
which the outcome of each trial depends only on the outcome of the
preceding trial. It is described in terms of a transition probability 
matrix, n, whose elements, it — , are the probability of moving from a 
state i to a state j. The elements have the following properties:
(3.7)
(3.8)
where p^ is the probability of the system being in a state i. tc is the 
transition matrix for an ergodic chain in which every state can even­
tually be reached from another state.
It is possible to determine elements of the transition matrix which 
satisfy the above equations by using the unnecessarily strong condi­
tion of microscopic reversibility:
The Metropolis Monte Carlo Method satisfies (3.8) and (3.9) using a 
sampling scheme described in section 4.3.1.
The set of configurations are sampled from phase-space such that the 
configurations are weighted according to the Boltzmann distribution. 
Thus equation (3.6) may be written
1 M
<A> = — 2 AJ (3.10)
M j=l
where M is the number of configurations sampled and A^ is the value of
the property of interest i in the configuration. M should be large
to reduce the uncertainty in <A>.
Molecular dynamics has the major advantage that it allows the study of
time dependent processes. However, in some studies, the Monte Carlo 
method may be preferable because it is able to equilibrate much quick­
er than the equivalent molecular dynamics simulation using techniques
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not permitted in the latter case. In some systems, e.g. lattice mod­
els, it is not possible to use molecular dynamics.
3.3.1 Molecular Dynamics
In recent years the increase in available computing power has lead to 
attempts to model relatively realistic models of micelles and bilay­
ers. These exclusively consider single clusters and are mostly studied 
off-lattice by molecular dynamics simulations.
Even with today’s powerful computers it is not feasible to simulate 
the self-assembly micelles in an amphiphile and solvent system using 
realistic molecular potentials. Thus prior assumptions have to be made 
about the geometry of the clusters. Typically the amphiphiles are 
restricted to a planar structure (bilayer) or sphere (micelle) and the 
head groups are usually confined to an outer shell of the plane or 
sphere. In more recent works greater freedom is given to the motion of 
the head groups.
Molecular dynamics simulations can provide both static and dynamic
results. Since we are reviewing them here primarily for comparison 
with lattice models, which do not provide dynamic results, we concen­
trate on static properties. Static results include the behaviour of 
the order parameters, the radial distribution of the head groups and
the density profile across the aggregate.
Molecular dynamics simulations have been applied to rough models of
monolayers [Cotterill 1976] [Toxvaerd 1977] [Kox et al 1980]. Van der
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Ploeg & Berendsen (1982)(1983) extended these simulations to a realis­
tic representation of a lipid bilayer. They modelled the decanoate 
decanol - water system which has been thoroughly investigated by x- 
rav diffraction and NMR techniques [Seelig 1977].
In the 1982 model a system is considered consisting of two layers of 
16 decane molecules each; periodic in two dimensions. This system is 
shown to be too small to exclude artifacts produced by the periodic 
boundaries. To overcome this, the 1983 work models a bilayer of 2 x 64 
decane molecules in a unit cell 2 x 2 nm.
The molecules are described by a united atom model (mass CH£ = 14u,
CH3 = 15u) with explicit potentials for non-bonded interactions up to 
1 nm range, bond angle distortion and dihedral angle rotation. Head 
groups are of a larger size and mass (44 u) and are bound by a harmon­
ic potential to their average position in each layer. This is meant to 
represent a rough mean force potential for hydrophilic head groups
(COO- ) in contact with water. A small external force is exerted on the
head groups in order to impose an external pressure of 10 Pa. Ver-
let’s algorithm [Verlet 1976] is used for integration of Newton’s
equations of motion, using the SHAKE algorithm [Ryckaert et al 1977]
to conserve bond length constraints.
The simulation is run at two different temperatures (300 and 325 K) 
and two different values of surface area per head group (0.25 and 
0.276 nnuj). The initial configurations are obtained from the 1981
system, copying it four times, followed by an equilibration run of 80 
ps to get rid of any correlations between the four quadrants. The 
simulation is then run for a further 80 ps.
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Figure 3.2 shows order parameters for the four simulations. The SCD
order parameters describe the C-H bond directions relative to the
normal of the bilayer plane. Good agreement is given with the deutron
magnetic resonance experiments of Seelig & Niederberger (1974) for a
ohead group surface area of 0.25 nm .
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Figure 3.2 : Order parameters for each carbon atom in MD simulations 
of 2x64 decane molecules. Lines A have surface area per 
group A =0.25nm and T=300K. Lines B have A =0.276nm 
and T=308K. [van der Ploeg & Berendsen 1983]. Data points 
(+) are the deuteron magnetic resonance experiments of 
Seelig & Niederberger (1974)
The Scjia|n order parameter is for the vector from to where
i is the carbon number incrementing from i=l at the head. It relates 
to the local ordering of the long molecular axis relative to the 
normal of the bilayer plane. The figure shows that chain segments 
nearest the head group are best aligned to the plane normal. Both 
Schain anc* ^CD s^ow only a slight dependence on temperature but de­
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crease strongly with increasing surface area.
The density of CH2 groups is not homogeneous over the bilayer. Figure
3.3 shows a density profile with a distinct trough in the middle of 
the bilayer. There is some evidence for this density dip from x-ray 
diffraction measurements [Levine et al 1968,1971] [Caspar & Kirschner 
1971].
DENSITY/C-atoms n m
Z/nm
Figure 3.3 : Density profile over the depth of the bilayer [van der 
Ploeg & Berendsen 1983].
The bilayer membrane model, described above, was adapted to describe 
the internal structure of a micelle by Haile & O ’Connell (1984), Woods 
et al (1986). The Haile model consists of 40 (later 52) thirteen 
member alkane chains, including the head group. Each member of the 
chain may be considered to be a soft sphere which interacts with 
intermolecular forces through a Lennard-Jones pair potential, and 
interacts with intramolecular forces through harmonic potentials for
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bond vibration and bond angle bending. The hydrocarbon-solvent inter­
action is modelled by confining the aggregate to a spherical shell of
—  1 2radius 20 A, using a repulsive r potential acting between the shell 
and hydrocarbon tail groups.
In the Haile 1984 model the head groups are fixed in a spherical shell
and there are no explicit head-head and head-solvent interactions. In
the later work, the head-solvent and head-head interactions are in­
cluded and the head groups allowed to move freely on the surface of 
the repulsive shell. Here only the later model [Woods et al 1986] is 
referred to, although the simulation technique in the earlier work was 
similar.
The head-solvent interaction is a harmonic potential acting normal to 
the shell surface
uHS(r ) = ?e(r* - l)2 (3.11)
The Lennard-Jones energy parameter, e, is set at 419 J/mol, and r =
r/rm is the reduced distance between the head group and the shell, 
with rffi = 4 A, the distance to the minimum in the Lennard-Jones poten­
tial. The harmonic force constant, y, is set to 30 allowing the head 
group to fluctuate between 2.5 and 8 A from the shell at the run 
temperature of 300 K.
The head-head interactions are of the form
uHH(r) = €[r*‘3 + r*‘12] (3.12)
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which includes both dipole-like repulsion and excluded volume effects.
Initially the head groups are fixed on a spherical shell, of radius 32 
A, with the hydrocarbon chains fully extended and pointing towards the 
centre of the micelle and value of the bond rotational potential is 
set to one-tenth of its final value. The density of the micelle is 
then slowly increased by shrinking the micelle to a radius of 16 A, 
corresponding to the liquid alkane density. After collapsing the 
system is allowed to relax.
The final part of the initialisation is to finely tune the radius of 
the confining spherical shell to satisfy the criterion of mechanical 
equilibrium on the shell. In all the initialisation takes 40000 time 
steps with further 40000 time steps of full simulation to reach equi­
librium. Each time step corresponds to 0.002 ps of real time.
Results are obtained relating to both local structure and to confor­
mational structure. For local structure this includes singlet distri­
bution functions, average positions of groups, and distribution of 
tail groups. The conformational structure is reported in terms of 
gauche bond distributions and bond orientation.
The singlet distribution function is determined from the simulation 
using the relationship
p^(r) = <N^(r)> / 4rcr^  Ar (3.13)
where i refers to the chain segment number, r is the radius of a
spherical shell of thickness Ar measured relative to the centre of 
mass of the aggregate and <N^(r)> is the time averaged number of 
segments of type i at a radius r. The singlet distribution function is 
a probability density and is used to provide primary measures of local 
structure within the aggregate for the CHg and head groups. It is
related to P^(r), the probability of a group of type i being found at 
radius r by
p^r) 4irr2Ar / N = P^(r) (3.14)
where N is the total number of molecules in the aggregate. Figure 3.4 
shows a plot of r /^0^(r) vs. r [Woods et al 1986], (Note this is 
proportional to P^(r). The results show that groups away from the head 
group have an increasingly ill defined most probable position. Indeed, 
groups 12 and 13 show a nearly uniform probability for being at any 
point beyond a few angstroms from the centre.
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Figure 3.4 : Group probability distributions from the model of Woods 
et al (1986)
The Fourier transform of the singlet distribution for methyl tail 
groups is used to determine the scattering amplitude of the tail 
groups, see equation 3.4. There is good qualitative agreement with 
scattering amplitudes measured by Bendedouch et al (1982) using small 
angle neutron scattering.
Bond order parameters (equation 3.3) are calculated as a function of
the radius r of the aggregate and for each segment in the chain. As
shown in figure 3.5 [Woods et al 1986J, preferential ordering is found 
at the micelle centre and at the chain-solvent interface. The former 
is a geometrical effect as only chains with tail bonds parallel to the 
micelle radius can reach the centre. The latter ordering is due in
part to the effects of the confining shell.
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Figure 3.5 : Bond order parameters [Woods et al 1986]
The segment bond order is shown to be highest for bonds nearest the
head groups decreasing towards the tails. This behaviour was similar
to that found from NMR measurements [Walderhaug et al 1984].
The fluctuation in shape of the aggregate with time is determined by
evaluating the principal components of the inertia tensor I; Iv , Iv ,x y
Iz. The ratio of the largest to smallest principal component is exam­
ined with time. The fluctuations are shown to be rapid but small, 
although the confinement of the chains to a spherical volume sup­
presses high fluctuations.
In contrast to the traditional description of intramicellar struc­
ture, it is found that only a very small fraction of the hydrocarbon
chains are in an all-trans conformation.
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The work of Ploeg et al (1983) and Woods et al (1986) is limited 
because prior assumptions are made about the structure in that the 
head groups are confined to an "average plane". This assumption is 
likeJy to be more significant in the model of the micellar system than 
in that of the bilayer where the surface interface is smaller.
The work of Jonsson et al (1986) has attempted to overcome the problem 
of confining heads to a plane by explicitly including water molecules 
and counterions. Their simulation is of a sodium octanoate micelle 
consisting of 15 amphiphiles with surrounding water and counterions. 
The main difference between their work and the work of Haile and 
coworkers is that the micelle is kept in place by the surrounding 
water rather than by a spherical shell. This inclusion of surrounding 
molecules, however, results in an increase in computing time by an 
order of magnitude.
The micelle is initialised to a structure with the chain in an all- 
trans position, extending radially from the centre. The 1094 water 
molecules are placed on the bases of a primitive cubic lattice sur­
rounding the amphiphiles. Fifteen randomly chosen water molecules are 
then exchanged for 15 sodium ions.
The water molecules are represented by the empirical simple point 
charge of Berendsen et al (1981). The authors claim this gives inade­
quate screening of the ionic interactions of the system which impairs 
the proper aggregation of the amphiphiles. To overcome this runs are 
made with the ionic interactions of the Na+ and COO- ions reduced to 
half their real values. These runs are referred to as RC (reduced 
charge) as opposed to FC (full charge).
Figure 3.6 [Jonsson et al 1986] shows the total carbon density as a 
function of the distance from the aggregate centre obtained from both 
RC and FC runs. The hydrocarbon density decays smoothly from its 
maximum value down to zero suggesting that the micelle has a rough 
surface.
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Figure 3.6 : Total carbon density for FC (dashed line) and RC solid) 
line) models [Jonsson et al 1986]
The average radius of the micelle is calculated to be 11,9 ± 1.0 A in 
the FC case and 9.5 ± 1.7 A in the RC model. Using neutron scattering 
experiments the average radius of a SDS micelle has been measured at
18.4 A with a 10% standard deviation [Cabane et al 1985], However the 
micelle in the experiment contains a greater number of chains, which 
are also longer than those used in the simulation.
Figures 3.7(a)(b) show the density of the different hydrocarbon groups
as a function of distance from the centre of the micelle [Jonsson et 
al 1986].
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Figure 3.7 : Probability distribution for different carbon atoms for 
(a) FC model and (b) RC model [Jonsson et al 1986]
In the RC case, which the authors consider to be most realistic, there 
are distinct peaks for the different distributions, although each 
distribution is broad cf. Woods et al (1986). The average radial 
positions of the first five positions are shown to be similar to those 
expected for a close packed micelle. As with Haile et al (1984) scat­
tering amplitudes for methyl tail groups are calculated and give good 
correspondence with the SANS results of Bendedouch et al'(1983).
The same sodium octanoate micelle in aqueous solution system was later 
modelled by Watanabe et al (1988). Their system is the same size as 
Jonsson’s, but equilibrated differently. The octanoate ions are ini­
tially equilibrated without solvent by constraining the head groups
onto the surface of the sphere and reducing the sphere radius in a
similar way to Haile et al (1984). The solvent is prepared independ­
ently by equilibrating 1331 water molecules in a box with side length
43.2 A. The micelle is then inserted into the centre of the box,
removing all overlapping water molecules. Next, fifteen sodium ions
are substituted for water molecules and the whole system equilibrated 
with head groups constrained in a spherical shell. At this point the 
full simulation commenced.
The results of Watanabe et al (1988), are in good agreement with the 
work of Woods et al (1986), who did not explicitly include the sol­
vent, but differed from those of Jonsson et al (1986). It appears that 
the results depend more on the equilibrium method than on the inclu­
sion of water molecules. The probability distribution of the different 
carbon atoms with respect to the micelle centre is shown in figure 3.8 
[Watanabe et al 1988].
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Figure 3.8 : Probability distribution of different carbon atoms 
[Watanabe et al 1988J
The authors claim that Jonsson’s use of scaled charges to account for 
the inadequate screening of the SPC water is not justified. The claim 
is made on the basis of a calculation of the dielectric permitivity of 
the SPC water that Jonsson claimed is too low to yield adequate 
screening of the ionic interactions.
Karaboni and O ’Connell (1990) did a molecular dynamics simulation 
similar to that of Woods et al (1986) to study the effects of various 
intermolecular potentials. Two significant developments were made to 
the 1986 model. The first of these is that a finite energy barrier is 
imposed on the hydrocarbon chains equal to the energy of solubiliza­
tion of hydrocarbon segments in water and is negligible inside the 
core
u*s(r) = K/ll + p(r*/r*s )T) (3.15)
where k controls the heig'ht of the barrier, and p = 0.76 and x = -46 
control the steepness. This potential is considered more realistic 
than the infinite wall and allows chain segments with sufficient 
energy to leave the aggregate.
The second development was to replace the harmonic head-solvent inter­
action with a finite energy potential
where the values a=0.76 and X=-46 are chosen to provide a sharp barri­
er transition and 13 is used to control the barrier height. The harmon­
ic potential used previously was thought to be unrealistic because the 
head group feels increasing repulsion in both directions from the core 
boundary.
Simulations were performed with different chain-solvent and head- 
solvent interaction potentials. The different interaction potentials 
produced noticeable effects on the head group distributions, but there 
were little differences for segments along the chain. The tail distri­
butions agree with both experimental data and with the results of the 
molecular dynamics simulations of Jonsson et al (1986) and Watanabe et 
al (1988). The first bond in the chain tends to be preferentially 
ordered, while the others show little order. This agrees with the NMR 
data of Chevalier & Chachaty (1985). Even though the micelles are 
partially confined to a sphere, their shape is to some degree non- 
spherical.
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The molecular dynamics simulation of an amphiphile and solvent system 
by Gunn & Dawson (1989) takes a different approach from the above 
molecular dynamics simulations and strictly speaking is not a multiple 
chain model as the amphiphiles are represented by ellipsoids. The 
solvent molecules are represented by spheres. The group do not try to 
model accurate inter- and intra molecular potentials and claim to show 
self-assembly to a bilayer.
300
240
180
120
60
V(K)
-60
-120
-180
-240
-300 20
r
Figure 3.9 : Plots of the two extremes of amphiphile-water potential, 
the hydrophilic case (solid line) and the hydrophobic 
case (dashed line). [Gunn & Dawson 1989]
Amphiphile-amphiphile, amphiphile-solvent and solvent-solvent poten­
tials are represented by Lennard-Jones type functions. The anisotropic 
shape of the amphiphile molecules is achieved by making the function 
parameters dependent on the orientation of the molecules. An extra 
term was added to the amphiphile potential to favour solvation at one
end of the amphiphile. Figure 3.9 shows the form of the amphiphile- 
solvent potential in both hydrophilic and hydrophobic cases.
The simulations were carried out with 500 amphiphiles and 10,000 
solvent molecules. Initially the molecules were placed on a cubic 
lattice with a bilayer geometry and assigned random initial veloci­
ties. The system was then run until the cubic structure was destroyed. 
This disrupted configuration was used for the starting point of the 
simulation. Figure 3.10 shows schematic plots of the amphiphiles only 
from snapshots of simulations at different temperatures and amphi- 
phile-amph.iphi.]e potentials.
Figure 3.10 : Schematic plots of amphiphile organisation [Gunn & 
Dawson 1989]
The figures show good alignment in the bilayer with strong amphiphile- 
amphiphile potentials and low temperatures. The bilayer becomes more
disordered with higher temperature and when using a weak potential.
With the exception of the Gunn & Dawson model described above, molecu­
lar dynamics models have attempted to model bilayers and micelles with 
realistic molecular structures and interactions. These models have 
shown good agreement with experimental results. However, the head- 
solvent interactions are difficult to model and, particularly in the 
simulation of micelles, the results of the simulation are dependent on
the method of equilibration used.
3.3.2 Monte Carlo Simulations
Unlike the molecular dynamics simulations described above, Monte Carlo 
(MC) simulations have mainly not attempted to use realistic poten­
tials. They can be single micelle or multi micelle simulations.
An example which does try to use realistic potentials is the work of 
Vacatello k Yoon (1990). They consider a Monte Carlo study of a mi­
celle similar to that described in the molecular dynamics simulations 
of Woods et al (1986). The micelle is spherical with 52 amphiphiles 
represented as sequences of Nc = 13 units connected according to the 
RIS model. The amphiphiles are confined to a spherical region by the 
repulsive interactions of the tail group units with a solvent field.
The total chain energy is the sum of the intra-chain interactions, the
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inter-chain interactions and the chain-solvent interactions. The
intra-chain interactions consist of the gauche bond energy, ngEg> 
where rig is the number of gauche bonds and Eg=2100 J/mol is the energy 
of a gauche bond, and of nonbonded interactions between CH2 groups
separated by more than three bonds given by
Enb(d) = - Em [(dra/d)12-2(dm/d)6 )] (3.17)
where d is the distance between units, dm=0.4 nm is the value of d for 
which Enk is a minimum and Em=580 J/mol is that minimum energy.
The inter-chain interactions are those used by Woods et al (1986). The 
chain-solvent repulsion is a function of the distance r from the 
micelle centre
Ecs = e(r*/(Rs-r))12 (3.18)
and the head groups are forced on the outside of the micelle by the
potential
Ehs=Y6(((Ks-r)/r)*-l)2 (3.19)
where e=419 J/mol, 7=30 and r =0.4 nm are as in Woods et al (1986). 
The values are chosen empirically to produce a reasonable distribution 
of head groups along the micelle radius. The dipole-like head-head 
repulsions of Woods et al (1986) are not used as their effect is small 
and obscured by the fact that the solvent is not explicitly modelled.
The system is initialised as a sphere with large radius Rg = lOnm in
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which the chains are randomly placed. This is equilibrated at 300K and 
Rg is reduced successively until it reaches 2.0 nra, equilibrating at 
each reduction. After equilibration of the Rg = 2.0 nm micelle config­
urations are sampled of 50 cycles of moves, where a cycle consists of 
8000 attempts to translate an amphiphile, 8000 attempts to rotate an 
amphiphile and 80000 attempts a reflecting a gauche bond.
Figure 3.11 shows the variation of C-C bond order parameters with 
distance from the micelle centre. They show fairly good agreement in 
the micelle core with the results of Woods et al (1986), although in 
the outer shell these results show the order parameter to be small, 
whereas Woods et al (1986) predict a comparatively large increase in 
the order parameter.
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Figure 3.11 : The bond order parameters in the micelle 
[Vacatello & Yoon 1990]
Haan & Pratt (1981), Owenson & Pratt (1984) also model a single mi­
celle. They considered a diamond lattice with aggregates of ~ 20-50 
chains. The initial configuration of the aggregate was placed in a 
simple ordered arrangement in which all chains had at least one site 
in nearest neighbour contact with another. All vacant sites on the 
lattice were occupied by solvent molecules. The energy of the aggre­
gate was given by
U = nrprjiRrprji + ri'pjH^ TH * nHH^HH ng^g (3.20)
where n^,, E^, n ^ ,  E ^ ,  n ^  and are the numbers and energies of 
tail-tail, tail-head and head-head nearest neighbour bonds, and ng is 
the number of gauche bonds of energy Eg.
Analytical calculations they carried out lead them to suggested that 
the stability of finite micellar aggregates is due mainly to the long 
range of repulsive interaction between the head groups. Figure 3.12 
[Haan & Pratt 1981] shows the density profiles obtained for heads 
(lower curve) and total density (upper curve). The head site distribu­
tion was shown to be much broader that commonly assumed and the aggre­
gate had a compact centre. These factors suggest micelles with a dry 
hydrophobic core but with substantial surface roughness fluctuations.
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Figure 3.12 : Density profile for (a) heads and (b) total density 
[Haan & Pratt 1981].
Although more simplified calculations are used, the head group and 
total density profiles of Pratt et al are in good agreement with the 
molecular dynamics simulations of Watanabe et al (1988).
The principal values of the momenta of inertia were calculated to 
examine the average aggregate shape. These are shown in table 3.1, 
where I p  12 an^ 13 are the principal values in descending order and 
indicate that the aggregates were highly irregular.
N = 20 N = 30 N = 40
3.35 X 
1.76 X 
1.10 X
10;
10;
10'
6.95 X 10  ^
3.51 X 102 
2.07 X 102
3.29 X 10  ^
6.45 X 102 
4.32 X 102
Table 3.1 : Principal values of moments of inertia for aggregates of 
20, 30 and 40 chains. [Haan & Pratt 1981]
In the case of multiple micelle MC, realistic potentials are not
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attempted, but the molecules are allowed to self assemble into the 
microstructure they prefer. Only three groups are known to be taking 
this approach; Care (1987a,b) (see chapter 4), Larson et al 
(1985),(1988) and Kazakov & Kazakova (1990a,b).
Larson et al have simulated oil-water-amphiphile systems in 2 and 3 
dimensions [Larson et al 1985][Larson 1988]. The amphiphiles had an 
equal number of head and tail sites (either 2 or 4) and the oil and 
water molecules occupied single sites on a square lattice. The poten­
tials assigned to the head units were the same as those assigned to 
the water and the potentials of the tail units were equal to those of 
the .oil. The net energy of mixing was thus given by a multiple of
W = ELH - 1/2El l - 1/2Ehh (3.21)
where E ^ ,  Ej^ and E ^  are the interaction energies of hydrophilic- 
lyophilic, lyophilic-lyophilic and hydrophilic- hydrophilic interac­
tions respectively.
Of particular interest here are the results obtained for a run in 3D 
in which water was omitted resulting in a two phase system [Larson 
1988]. Because of the symmetry of the model the results were the same 
as would be found for the 2 phase amphiphile-water system. Results 
were reported for amphiphile concentrations between 80% and 30% on a 
lattice of 15 X 15 X 15 sites.
At 80% concentration the author reported that the lattice had a lamel­
lar structure in which most slices through the lattice were similar to
figure 3.13a. Decreasing the amphiphile concentration to 60% produced 
a transition to a state in which most slices of the lattice displayed 
discrete patches of head groups, figure 3.13b, which connected to each 
other forming cylinders. For amphiphile concentrations of 40% and 30% 
spherical aggregates were observed. The results thus suggested a 
transition from lamellar to cylindrical then spherical phases as the 
amphiphile concentration was reduced. (In the three phase system only 
lamellar morphologies were observed).
(») (b)
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Figure 3.13 : Typical slices through the lattice with (a) 80% 
amphiphile concentration and (b) 70% amphiphile 
concentration [Larson 1988J.
NB. The dashed squares in figures 3.13a an 3.13b contain the simulated 
region; the rest of the image being formed by periodic translations.
Larson has successfully shown the self assembly of ordered solution 
structures using a simple lattice model, but these structures have not 
been fully characterised. The structures are identified by inspection
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of the lattice at equilibrium and no quantitative information is given 
on the size and shape of the clusters or on the conformation of the 
chains.
Care (1987a)(1987b) determined the cluster size distribution of an 
amphiphile and solvent mixture as a function of temperature and head- 
solvent interaction for a 128 X 128 square lattice with three segment 
amphiphiles using the model described in chapter 4. The potential 
energy of the system may be written
U/kT = 13(nipg + ynns t (3.22)
where npjg, n-pg, n ^  are the total number of head-solvent, tail-solvent 
and head-head bonds. The parameter 13 is the ratio of the tail-solvent 
bond energy to kT, y is the ratio of the head-solvent to tail-solvent 
bond energy and 5 is the ratio of the head-head to tail-solvent bond 
energy.
In the results presented the head-head bond interaction was omitted (? 
= 0). A random initial configuration was obtained at a high tempera­
ture which was reduced in steps of (3-  ^ = 0.02 to a low temperature 
configuration* At each temperature 500 MC steps were discarded as 
thermalisation and 1500 MC steps were used to obtain data. Each MC 
step consisted of 5 X 10^ attempted moves.
Al
Figure 3.14 : Typical low temperature configuration for solvophilic 
head-solvent interactions (*y=-0.7) [Care 1987b]
It was found that a sufficiently solvophilic head-solvent interaction 
resulted in a large number of micelle-like clusters at low tempera­
tures. This is shown in figure 3.14 [Care 1987b], The micelles ob­
served were more irregular and had a higher polydispersity than is 
commonly assumed for micelle systems.
Figures 3.15 (a-h) show the cluster size distribution obtained for y = 
-1.6 and -0.6 at different temperatures [Care 1987b]. Figure 3.15(g) 
clearly shows both a minimum and maximum in the micelle size distribu­
tion. This is considered an indication of true micelle behaviour 
[Wennerstrom & Lindman 1978], but was found not to be as sharply 
defined as current models predict. It was suggested by Care (1987b) 
that the micelle size is determined by competition between a reduction 
in energy associated with an ordered micelle and i  increase in entropy 
associated with a disordered structure. Figure 3.15(h) shows the onset 
of freezing.
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The results of Care ( 1987b) have modelled the self assembly of mi­
celle-like aggregates. However the validity of the results is reduced 
because only short chains are considered and, as with the similar 
simulation of Kazakov & Kazakova (1990), the simulation was carried 
out on two dimensional lattice.
The single micelle Monte Carlo model of Owenson & Pratt (1984) sug­
gests that a lattice model can predict chain conformations similar to 
those predicted by the more complex molecular dynamics simulations, 
although Vacatello & Yoon (1990) suggest that the results of their MC 
simulation indicate that solvent molecules should be explicitly in­
cluded in future work.
Monte Carlo simulations which describe the amphiphile and solvent 
molecules by a simple lattice model have shown self assembly to dif­
ferent surfactant structures [Larson 1988], However there is still 
much work to be done to properly characterise these structures and to 
investigate the fundamental driving forces for their formation.
3.4 STATISTICAL MECHANICAL MODELS
Statistical mechanical treatments include analytical approximations, 
mean field approximations and phenomenological models. Models based on 
a mean field approximation are reviewed in Chapter 6.
3.4.1 Analytical Treatments
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Care (1989) has derived the cluster partition function for the above 
model using' analytical approximations. As with his Monte Carlo simula­
tion head-head interactions were omitted. It was shown that the clus­
ter partition function for n monomers is given by
+
Qn (T) = tq(T))n Z_ SS gn (p,nHS ) e~l3(P~nHS) e“0 w HS (3.23) 
p=p" nHS=0
where gn (P»nHS^ total number of clusters of size n with p
surface bonds and n^g head-solvent bonds, y is the ratio of the head- 
solvent bond energy to tail-solvent bond energy and 13 is the ratio of 
tail-solvent bond energy to kT. The term q(T) is the non-configura- 
tional partition function for each monomer.
The central problem was the determination of gn (p,npjg). This was 
written as
Sn (P>nHS> = dns(P) cn (P'nHS> <3’24>
where dng(p) is the number of possible clusters of size ns with p 
surface bonds, and cn(p,njjg) is the number of ways of arranging n 
monomers on a cluster of ns sites and p surface bonds to give n^g 
head-solvent bonds. As dng(p) is only tabulated for small n, a piece- 
wise linear approximation was made. The combinational term cn (P>nHg) 
was estimated assuming that the bonds within a cluster were independ­
ent. The term then becomes the product of the number of ways of ar­
ranging n^g head-solvent bonds among p surface sites and the remaining 
head bonds among the internal bonds.
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Figure 3.16 : Variation of mole fraction of monomers in clusters of 
size n, Xn , with n. The monomers have chain length s=4
and the reduced temperature 0” =0.18. [Care 1989]
The cluster partition function of equation 3.18, with the above ap­
proximations, yielded a cluster size distribution showing a micellar
phase for sufficiently solvophilic head-solvent interactions. The 
cluster size distribution for various values of y is shown in figure 
3.16. The y = -1.0 case clearly shows both the minimum and maximum in
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cluster size indicative of micellar systems. The micelle size was 
shown to be limited by entropy alone. The model exhibited a c.m.c 
which decreased with increasing amphiphile chain length in agreement 
with experiment. However the temperature dependence of the c.m.c in 
the model was much stronger than that observed experimentally and the 
predicted c.m.c are unphysically small.
Statistical mechanical treatments of micelle formation, (e.g. Hoeve & 
Benson (1957), Aranow (1963), Poland & Scheraga (1965)), have investi­
gated the contributions necessary to the Helmholtz free energy func­
tion to yield a free energy minimum at some limiting degree of aggre­
gation. In each case, this involved making assumptions as to the form 
of the partition function in the canonical ensemble.
These models are in essence fairly similar. However, the results of 
Poland and Scheraga (1965) give best agreement with experiment and are 
therefore examined in more detail here.
Poland and Scheraga consider the micelle to be formed from monomers 
having uncharged polar heads which lie on the surface of a sphere. The 
interior of the sphere is made up of the amphiphile tails which are 
assumed to have similar properties to the liquid hydrocarbon. The 
tails are partially coiled and interact with each other by means of 
hydrophobic bonds. It is also assumed that the polar heads serve only 
to solubilize the detergent molecules in water and do not contribute 
to the free energy of the micelle. Ignoring the fact that there will 
be a distribution of micelle sizes, the partition function for the 
solution is given by :
Q = Q(s)N/s 
(N/s)!
(3.25)
where s is the number of monomers in the micelle, Q(s) is the parti­
tion function for a single micelle and N is the number of monomers in 
the system.
Poland and Scheraga express Q(s) as the product of three partition 
functions representing contributions from (i) the external energy 
levels of the micelle itself, (ii) from the interaction of the micelle 
with the solvent, and (iii) from the internal energy levels of the
micelle.
Q(s) = Q(s)extQ(s)solvQ(s)int (3.26)
The external partition function, Q(s)ext, is taken as the product of 
the classical partition functions for the translation and rotation of 
the micelle as a whole. It is shown that
Q(s)ext = (3it4(32/5)3/2v0m03 (kT)3 )Vfs4 (3.27)
where Vj> is the free volume, and Vq and mQ are the volume and mass of 
a surfactant monomer. The values of vq and mQ are calculated from 
Courteauld’s space filling models by taking the volume of a CH2 group
Oto be 21 A and its mass 14. Vf is taken to be a small fraction (about 
— 910 ) of the total system volume V. k is the Boltzmann factor, T is
54
absolute temperature and h is Planck’s constant.
The solvent interaction partition function was given by 
Q(s)soiv = exPl ( s )h$/^T] (3.28)
where is the free energy of formation of a hydrophobic bond per
monomer, and 0 (s)^ is the fraction of the total hydrocarbon surface 
involved in hydrophobic bonding. R is the gas constant. The authors 
show that Q(s)ex£ and Q(s)soiv are n°t sufficient to account for 
stable micelles at large values of s. It is necessary to include the 
internal partition function.
Q(s)int corresponds to the internal freedom of the micelle arising 
from the motions of the hydrocarbon tails. The term ln Q(s )soiv
already contains the contribution due to the internal rotation of the 
tails, so this is not included here. Following Hoeve & Benson (1957), 
it is assumed that the translational motion of the monomers within the 
micelle could be treated very much like an imperfect gas in terms of a 
free volume expression. The internal partition function is shown to 
approximate to the form
(1/s) ln Q(s)int = A - (1/3) ln s (3.29)
where, A = (internal free energy per monomer)/RT, and is treated as an 
unknown parameter.
Combining the three partition functions allows the calculation of the 
variation of free energy with micelle size which gives good empirical
agreement, with experiment. The model also yields the correct trends 
for the variation of micelle size with concentration and temperature 
and of the variation of the c.m.c with temperature. The results can 
only be considered empirical as they, depend on the "fixing" of an 
unknown constant using experimental results. For example in the 
variation of the c.m.c with temperature for CgEg, the unknown constant 
was found by inserting the experimental c.m.c of Corkill et al (1964) 
at 30°C. A comparison of the calculated and experimental c.m.c at 
different temperatures is shown below.
-log c.m.c -log c.m.c
(exptl.) T / °C (calcd.) T / °C
2.35 18 2.34 20
2.46 30 2.46 30
2.55 40 2.56 40
Table 3.2 : Dependence of cmc on temperature [Poland & Scheraga 1965]
The statistical mechanical treatments of micelle formation of Hoeve & 
Benson (1957), Aranow (1963), Poland & Scheraga (1965)) contain in­
creasing levels of detail. However they are not quantitatively suffi­
ciently accurate to be of great practical importance in describing 
micelle formation.
3.4.2 Phenomenological And Decorated Lattice Models
In the phenomenological approach e.g. Talmon & Prager (1978), de 
Gennes et al (1982), Widom (1984), oil and water are considered to be 
continuum liquids in which the interface is described either as a 
flexible sheet or in a microscopic manner similar to that of insoluble
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Langmuir monolayers.
For a given composition of oil, water and surfactant, the free energy 
is calculated and a phase diagram is generated. The oil/water domains 
are often described in terns of a course grained lattice.
A model developed by Taylor et al (1988)(1989) combines a lattice
statistics calculation of the excluded volume effects of a polydis- 
perse system of hard spheres, rods and plates with a phenomenological 
description of amphiphilic assemblies.
The system is confined to a 3-dimensional cubic lattice. An amphiphile 
monomer is described by a cube of edge length one whose edges lie 
parallel to the orthogonal axes of the lattice. Spherical aggregates 
are approximated as D x D x D cubes of monomers, rod-like aggregates 
a s D x D x  1 (1 > D) arrays of monomers and plate-like aggregates as D 
x lx x 12 (lx 12 > D) arrays of monomers.
The contribution to the free energy arising from the system configura­
tion is described in terms of the number concentrations of monomers, 
cQ , quasispherical aggregates, cg, and of aggregates of dimensions 
{D,l-pl2,} (1^>D), (12>D) in the three lattice dimensions by
where is the total particle cross-sectional area per unit volume 
perpendicular to the lattice axis i, and X- is the total particle edge 
length per unit volume parallel to the lattice axis i, I is a parame­
ter dependent on the volume fraction of the amphiphiles, vp, and the 
mesh size, €. It is given by
5 = [1 - 31n e + ln(l - vp )] (3.31)
The free energy contribution due to interactions between monomers in 
an aggregate is obtained from a phenomenological model. The associated 
free energy gain in placing a monomer into a given aggregate geometry 
is considered. Thus,
3  CD 00
f = -c <1 D2 - 2 2 2 c - i i f ^ D 3assoc s o  . . .  , ll 1 1 oi=l 1X=D 12=D+1 1 2
+ $ 1D2((11 - D) + (12 - D)] (3.32)
+ - D)(l2 - D) }
where the average free energy of monomers in spherical, cylindrical 
and planar geometries are given by -$QkT, -3>^kT and -$2kT respective­
ly.
The total free energy of the system, in units of kT, is given by
** “ ^config + ^assoc (3.33)
Minimising f with respect to all possible particle size and orienta­
tion distributions {cQ , cg , subject to the constraint that vp
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is a constant gives the equilibrium distribution function of the
system
p(1-D)p (1-D)q (1-d)(1-D)
s i + 1 i 2+1 i 0 < (PpQi) < 1 (3.34)
where is the probability for 1 dimensional growth parallel to
lattice axis i and is the probability for 2 dimensional growth
perpendicular to lattice axis i.
The minimisation of the free energy may be carried out over {cc , P^,
} parameter phase space varying cs to satisfy the constraint on
The equilibrium state is characterised according to the system orien­
tation symmetry as follows
isotropic
axial symmetry
Qi < Qj -  Qk
planar symmetry
biaxial symmetry
The particle size distribution is characterised by the average aggre­
gate dimensions <lmax>> <^mid> anc* <^min>’ maximum> middle and
minimum aggregate edge lengths averaged over all aggregates in the
system. Also the average anisotropy is given by < 1ma.x/imin> *
Figure 3.17 shows phase diagrams for the model with D=4, $o=24.0 and 
e=0.1 for different values of 4>2-($l which controls the competition 
between aggregate growth in one and two dimensions. The figures show 
that for > $2 rod-like aggregates dominate while for < $2 plate- 
like aggregates are dominant.
0.0 $2 = $1
0*0*| 0.2**
1 p
0.4 ■0-0
o*04
•e*
*2 — 4* 1= + .001
o
*04
0.0 0.2 0.4 0.6 0.8 1.0
$2- $ , = - 1.0
O.Q 1.0
Figure 3.17 : Phase boundaries for different values of $2"^1* Phases 
are identified as I for isotropic micellar, A for axial 
anisotropic, and P for planar anisotropic. Regions of 
phase coexistence are shaded. [Taylor et al 1989]
In decorated lattice models, the amphiphiles, oil and water are mo­
delled by a single site or single bond. This simplification allows 
mapping onto systems in which the solutions are already known. Some of 
these models are reducible to the spin - 1/2 I sing model and can be 
solved exactly [Wheeler 1975] [Alexander 1978] [Widom 1986]. Others
are solved by mean field or MC approximations [Chen et al 1988] 
[Gompper & Schick 1989], These models have the advantage that they can 
provide very detaiied phase diagrams, but are restricted because of 
the unrealistic molecuiar structure of the components.
This type of model is of interest here because it has been extended to
apply to micellar systems. For example, Robledo (1987) extended a
Widom-type model [Widom 1986] which he solved in a mean field fashion. 
Widom-type models describe a lattice of bifunctional molecules; A-A, 
B-B, A-B. The molecules are confined to the bonds of the (simple
cubic) lattice, filling every bond once. Only molecular ends of the
same type are allowed to meet at a given lattice site and there are no
repulsions or attractions between these ends. These restrictions make 
the model equivalent to a spin-1/2 Ising model.
Robledo extended this model, allowing finite end-end interactions 
between different molecules. Two species a-b and A-A were considered 
in which the amphiphile a-b has molecular ends that differ from those 
of the solvent A-A. The system has six different inter-molecular 
potentials : eAA, eAa, e^, eaa, and 6^ .  Thus the model is no
longer represented by a spin-1/2 Ising model, but by spin-1, which has
a strong affect on the phase behaviour.
The global phase behaviour of the binary A-A + a-b mixture is examined 
under a mean-field approximation when two interpenetrating sublattices 
are condensed. This enables use of the global phase diagram of the 
Furman-Dattagupta-Griffiths (FDG) three-component model. The lattice 
is shown below, figure 3.18(a), and consists of two primary lattices P 
and Q and two secondary lattices o and x.
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Figure 3.18 : (a) Sublattice arrangement for primary (P & Q) and
secondary (o & x) sites, (b) Spin values of molecular 
orientations in the two sublattices [Robledo 1987]
The bonds of the molecules are centred on the secondary sites and the 
end-to-end interactions occur at the primary sites. The model re­
stricts non-zero interaction potentials to pairs of molecules placed 
on perpendicular neighbouring bonds.
The Ising spins are at the secondary sites of the lattice (bonds) and 
are assigned the values S=0, 1 and -1 according to the molecular
occupations shown in figure 3.18(b). Reversing the assignment of the 
orientation for the different secondary sublattices ensures uniquely 
determined contributions to the total energy. The energy values for 
each configuration are given in table 3.3 below.
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Table 3.3 : Sin-spin interaction energies
This system is equivalent to the spin-1 Hamiltonian
H = -J S {S- - K sfsf - C (sfSj + S^J) + A sf (3.35)
with fields
J = ^Gab " *(Gaa + Gbb)
K = Gab + GAa " GAA ” *Gab " * (Gaa + Gbb> (3.36)
±C = ^ (GAb"GAA) " * (Gaa “ Gbb>
A = *<eAb " gAA> + *<GAa - GAA> - I1
where p is the chemical potential difference between the two species 
and C is a staggered field which is positive if the spin pair belong 
to primary sites P and negative for sites Q.
Equations (3.36) can be mapped onto the FDG model of a ternary mixture
of components x, y and z with interaction energy parameters a, b and
c, and chemical potential differences Px_z and Py_z* In this mapping,
x and y represent the two orientations of the amphiphile a-b and z the
solvent A-A. If the additional constraint that pv__ = p,r _ is added,X z y**z
the relationships below are derived
ap - bQ - eAb 2(^AA + Sbb)
bP = aQ = eAa - *<eAA + eaa> (3.37)
CP = CQ = eab " ^ (eaa + ebb}
**x-y ” **y-z 11 + ^(2gaa - sbb - eaa) = p
Using these relationships, the phase behaviour of the system is given 
by the symmetrical sections of the FDG model. Figure 3.19 shows a 
typical phase diagram. It exhibits an ordered AA-rich phase and an 
isotropic region.
ab-rich
SUBLATTICE 
ORDER t
AA-rich
ISOTROPIC
T
Figure 3.19 : A typical phase diagram in the (p,T) for the ab + AA 
mixture. [Robledo 1987]
The phenomenological and decorated lattice models have produced phase 
diagrams which show evidence of ordered phases. However, the practical 
use of these models is limited to describing those features of the
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system which do not depend upon the details of the chain length or the 
nature of the chain packing because they do not consider the amphi­
phile chains to have any structure. The effect of an extended chain 
plays an important part in the behaviour of surfactant systems.
4 THE MONTE CARLO SIMULATION
4.1 INTRODUCTION
A Monte Carlo simulation of a three dimensional lattice model of an 
amphiphile-solvent mixture in the canonical ensemble has been de­
veloped as an extension of earlier work in two dimensions [Care 
1987a,b] who determined the cluster size distribution for a range of 
temperatures, amphiphile concentrations and intermolecular interaction 
energies. Larson (1988) has done similar work in three dimensions and 
observed spherical, cylindrical and bilayer structures. These struc­
tures, and others, have been observed in the present work. However in 
this work the clusters are characterised according to their size, 
shape and surface roughness. This characterisation is an important 
extension of the work of Larson who only observed the structures in a 
single configuration. The method allows characterisation of phase 
transitions.
This section introduces the model used and describes the important 
features of the program. As Monte Carlo simulations are computer 
intensive, the parallel computer architecture of transputers was used 
and the code was written in occam. The parallelisation of the problem 
is important and is discussed here.
4.2 THE MODEL
A lattice model of an amphiphile and solvent mixture is being consid­
ered. It represents an incompressible solution of amphiphiles and 
Ng solvent molecules. The molecules occupy the sites of a regular
0 0 0 0 + 0 0 0 0 0OBOOfOOOOOoiooioofoo0 +0 0 0 0 0 + 0 0oi#ooi##oooooooooooo o
so I went
anph iph i la
Figure 4.1 : Example lattice
lattice with co-ordination number c. Periodic boundary conditions 
apply. Each amphiphile is represented by a flexible chain of s adja­
cent sites with one site on the end of the chain representing the 
solvophilic head and the remaining (s—1) sites representing the flexi­
ble solvophobic tail. The remaining sites in the lattice each repre­
sent a solvent molecule. There are no unoccupied sites. Figure 4.1 
shows an example lattice with co-ordination number 4. The total number 
of sites on the lattice is M = sNA + Ng . Only nearest neighbour inter­
actions are assumed and the potential energy of the system may then be 
written
where nTS’ nHS are the total number of head-head, tail-solvent
and head-solvent bonds; Ej^, E^g and E^g are the corresponding inter­
action energies. E* is the energy associated with the conformation of
U ~ nHHEHH + nTSETS + nHSEHS + SiEc (4.1)
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J. vthe i molecule. It can be shown [Care 1987a] that (4.1) is the most 
general form of potential for nearest neighbour interactions. It is 
thought that chain stiffness will have little effect on the ordering 
of the system [Szleifer et al 1986] and we assume the chains to be 
fully flexible. Hence, the potential energy of the system reduces to
LJ = I3(nrpg + "VUjjg + ^nHH) (4.2)
kT
where B = Erpg/kT, y = E^g/E-pg and 5 = E^/Erpg. In order to represent 
amphiphilic behaviour the tail-solvent interaction is chosen to be
solvophobic (/S > 0 ) and the head-solvent interaction is chosen to be
solvophilic (y < 0). For y > 0, the model shows the complete phase
separation of two immiscible liquids at low temperatures.
It is often assumed that the head-head repulsion is responsible for 
limiting the micelle size. However, the results of Care (1987b) show 
low temperature configurations of micelles with limited head-head 
interaction, suggesting that this is unlikely to have a significant 
effect for short range head-head interactions. Following Care, the 
simulations assume zero head-head interaction, 5=0. Equation (4.2) 
thus reduces to
U — B(n-pS + ynng) (4.3)
kT
This simplified form facilitated the use of several programming tech­
niques to minimise the program execution time, while still retaining 
the essential features of an amphiphilic system.
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4.3 THE SIMULATION
The model is simulated using the Metropolis (1953) Monte Carlo (MC) 
technique in the canonical, constant NVT, ensemble.
4.3.1 The Metropolis Algorithm
The generation of each configuration is an important part of the 
program and is done using the Metropolis MC algorithm. A random move 
is attempted on a particle in the system and the change in internal 
energy, AU, of the system due to this move is calculated. If AU<0 the 
move is accepted, otherwise the move is accepted according to a Boltz­
mann distribution. The Boltzmann probability is given by
w = exp{-AU/kT} (4.4)
In order to ensure that each successive generated configuration is 
sufficiently different to the previous one for the purposes of calcu­
lating thermal averages, moves are attempted on several particles 
before calculating new configurational properties. The number of moves 
attempted for each configuration is known as a Monte Carlo step. In 
the present work a Monte Carlo step is equal to the number of parti­
cles in the system so that, on average, an attempted move is made on 
each particle once during each Monte Carlo step. Larger intervals may 
be adopted if equilibration is slow. The pseudo-code for a general 
form of this algorithm is shown below.
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pseudo-code : metropolis algorithm 
begin
set moves = 0
while (moves < me step)
attempt to move particle in system
set AU = internal energy difference due to move
if (AU < 0) then
accept move
else
set w = exp{-AU / kT}
set z = random number with uniform distribution (0 ,1)
if (z < w) then
accept move
else
reject move 
end if
end if
set moves = moves + 1 
end while
end
The simulation described here usually starts from a random configura­
tion of amphiphiles on the lattice at a high temperature, and is 
cooled in small temperature steps until a low temperature configura­
tion is reached. The starting configuration of the current temperature 
is the final configuration at the previous temperature. The simulation 
has also started from an ordered low temperature configuration and 
heated to check for hysteresis, which is evidence of a first order 
transition. An algorithm for the simulation is shown below.
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pseudo-code : the simulation 
begin
set temperature = high temperature 
generate random lattice configuration
while (temperature > low temperature)
set thermalisat ion step = 0
while (thermalisation step < no. of thermalisation steps) 
do a monte carlo step
set thermalisation step = thermalisation step + 1 
end while
set configuration = 0
while (configuration < configurations in average)
do a monte carlo step
include configuration in averaging 
set configuration = configuration + 1
end while
do ensemble averaging
set temperature = temperature - temperature step 
end while 
end
At each temperature a number of Monte Carlo steps are rejected to 
allow the system to equilibrate before any ensemble averaging takes 
place. The number of steps required for thermalisation was investigat­
ed by plotting the variation in the mean cluster size with the number 
of Monte Carlo steps for runs with various, s, y, and 13. The mean 
cluster size was seen initially to change sharply, but began to fluc­
tuate around a mean value after about 5,000 Monte Carlo steps. No 
further change was seen after continuing up to 100,000 Monte Carlo 
steps, indicating that the system had equilibrated after 5,000 Monte 
Carlo steps at the temperatures reported in this work. In practice, 
between 20,000 and 50,000 Monte Carlo steps were rejected for thermal­
isation .
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Of particular interest is the change in internal energy when the 
system is perturbed from a state i to another state j. This is given 
by
AU/kT = B(AnTS + 7AnHg) (4.5)
where Anrpg is the number of tail-solvent bonds in state j minus the 
number of tail-solvent bonds in state i, and Anjjg is the difference in 
the number of head-solvent bonds.
4.3.2 Describing The Amphiphiles
An important feature of the present model is that the amphiphiles 
consist of connected sites. It is necessary to describe the amphi­
philes in a manner which retains this connectivity and also allows 
their nearest neighbour sites to be determined easily in the calcula­
tion of the internal energy change. To achieve, this, the amphiphiles 
are stored both on a lattice and in a separate table.
The lattice is an array whose elements contain values which describe 
the occupancy of the sites as in the model lattice. It does not con­
tain any information about the connectivity of the chains, but enables 
us easily to determine whether a given site is occupied by a solvent, 
head or tail segment.
The connectivity of the amphiphiles is stored in a table. For each 
amphiphile of length s, the table holds the absolute lattice positions 
of the head and of the (s-1) tail segments. It does not store the
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positions of solvent sites.
The table is used when randomly selecting amphiphiles and to determine 
the location of the amphiphile’s nearest neighbour sites on the lat­
tice. It is also used when calculating the ensemble averages of the 
bond order parameters, which depend on the chain connectivity.
In principle, it is not necessary to store the amphiphile and solvent 
sites in the form of the lattice, but determining the nature of near­
est neighbour sites from the table would be very time consuming. The 
lattice is also very useful when determining cluster statistics.
To reduce the memory requirements of simulating large lattices, multi­
spin coding techniques are used. Thus since each lattice site has only 
3 possible states; head, tail or solvent, each site is represented by 
2 bits: head=10, tail=01 and solvent=00. Rather than using the 3 co­
ordinate system to address the lattice sites, the sites are indexed
from 1 to M. This method of indexing reduces the storage needed for
the table of amphiphile conformations as each amphiphile of length s
can be described by s integers which are the indices to the positions 
of the head segment and (s-1) tail segments.
After each temperature step in the simulation, the amphiphile table is 
stored on disk. This can be used either to regenerate the lattice to 
continue the simulation or for graphics. Storing the lattice directly 
would be wasteful of memory as the solvent sites are effectively
redundant.
4.3.3 Random Number Generation
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An important feature of the Monte Carlo (MC) algorithm, in respect of 
coding, is the generation of random numbers. For each attempted move 
three random numbers are generated. The first two are used to randomly 
select an amphiphile and the type of move to be attempted with that 
amphiphile on the lattice. The third random number is generated in 
cases where the acceptance of the move is with a Boltzmann probabili­
ty. It is therefore essential to use a fast random number generator 
with the maximum possible cycle length.
Maximum-length binary sequences generated by linear-feedback shift 
registers are often used to produce random numbers for simulation. The 
statistics of maximum length sequences are fairly well understood and 
they can be generated quickly as only the logic exclusive-or operation 
is involved.
The linear-feedback shift register of Kirkpatrick and Stoll (1981) was 
implemented. A table is generated of 521 random integers between 1 and
Ol2 (maximum machine integer) using a simple random number generator. 
If x is the table of 521 random numbers, then the k*'*1 random number in 
the sequence is given by
xk = xk-32 ® xk-521 (4’6 >
where the table is assumed to be cyclic.
The statistical properties of maximum length sequences generated by 
linear-feedback shift registers are investigated by Compagner & Hol­
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land (1987). They judge non-randomness by considering the complete 
hierarchy of correlation numbers of any order. Although persistent 
deviations from pure randomness exist, both the pair correlations 
between bits of the sequence and the number of runs of a certain size 
are almost what they should be. All maximum length sequences of the 
same length are found to be equally random, although their suitability 
depends on their particular application.
In the present application three random numbers are used for each 
attempted move. Kirkpatrick & Stoll (1981) have tested the uniformity 
of successive triples generated by their algorithm. Each triple of 
random numbers was assigned to a cell (i,j,k) in a unit cube with a 
resolution of 32x32x32 cells. The cell to cell variation was measured
pby the x -like quantity
L
<p = L-3 2 [n( i, j ,k)-n0]2/n0 (4.7)
cells 
i,j ,k=l
where n(i,j,k) is the number of triples falling into cell (i,j,k) and 
nQ is the mean number of triples per cell. For independently distrib-
fjuted triples <p~l. Taking several samples of 10 numbers each a value 
of <p=1.00 ± 0.005 was obtained for this generator.
4.3.4 Moving The Amphiphile
A restriction imposed on a move made in a Metropolis MC simulation is 
that the conditions of a Markov chain are obeyed. The probability of a 
move from state i to state j must equal the probability of the reverse
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move
p(aij) = P(a^i) (4.8)
This restriction means that moving flexible molecules in MC is more 
difficult than moving rigid molecules. A further restriction imposed 
on the movement of the amphiphiles is that the system must be ergodic 
i.e. it must be possible to sample all regions of phase space.
Care (1987b) simulated short chains (s=3) at low densities. The chains 
were allowed to move by translation or by changing to a new conforma­
tion. The probabilities for change to each of the possible conforma­
tions were equal to ensure that equation (4.8) was satisfied. This 
approach is, however, inapplicable at high densities as the rejection 
rate would be too high due to frequent hard-core interactions.
A better method at high densities was suggested by Wall & Mandel 
(1975). The chains are moved by reptation which involves moving one 
end of the chain to a nearest neighbour site on the lattice with all 
other segments of the chain moving forward along the old contour. The 
end of the chain must move onto a solvent site as hard core interac­
tions are not permitted. In this implementation, if the head of the 
amphiphile attempts to move onto a site occupied by the last segment 
of its own tail, it is not considered a hard core interaction as this 
site is no longer occupied by the tail at the end of the move. The 
same is true for a move made in the reverse direction.
Reptation is equally valid for all chain lengths, but is not as effi­
cient as allowing complete molecule translation at low densities. It
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has been used previously in the simulation of multiple chains e.g.
Bishop et al (1980), Larson (1988).
4.3.5 The Internal Energy Change
In practice, it is not necessary to calculate the internal energy 
change due to an attempted move. To save processing time, only the
change in the number of head-solvent bonds, Arijjg, and tail-solvent
bonds, An-pg, are counted. These alone are needed to determine the
Boltzmann weighting factor, as shown below. As only reptation moves 
are allowed there are changes in the nearest neighbour environment of 
only 3 lattice sites, independent of chain length. This easily shown 
with a two dimensional example.
Consider a chain lying on the lattice as shown below. The head group 
is represented by H and each tail segment by T. The chain is to be 
moved head first into the site marked S, which must be a solvent site. 
The nearest neighbour sites affected by the move are labelled a-n, but 
their type remains unspecified.
. b d f h j 1 . .
a T T T T H S n .  
. c e g i k m . .
After the move has taken place the lattice will be as below. The site 
previously occupied by the end of the tail becomes a solvent site.
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. . b d f h j 1 . .. a S T T T T H n .
. . c e <5*r.> i k m . .
If xy signifies a bond between a sites of type x and y, then the 
nearest neighbour bonds of interest before the move are given by
B = T(a+b+c) + T(d+e+f+g+h+i) + H(j+k) + S(l+m+n) (4.9)
and after the move by
A = S(a+b+c) + T(d+e+f+g+h+i) + T(j+k) + H(l+m+n) (4.10)
Of interest is the difference between the nearest neighbour bonds 
before and after the move. Subtracting (4.9) from (4.10) gives
A - B = (S-T)(a+b+c) + (T-H)(j+k) + (H-S)(1+m+n) (4.11)
Using equation (4; 11) it is possible to determine An^g and An-pg for 
the attempted move given information about the sites a,b,c,j,k,l,m and 
n. This information can be obtained from the lattice. Equation (4.11) 
is equally valid for the reverse move, (tail first), if both sides are 
multiplied by -1. It can easily be extended to 3 dimensions.
4.3.6 The Boltzmann Weighting Factor
To increase the speed of the simulation all possible Boltzmann weight­
ing factors were calculated a priori and placed in a look-up table. 
Substituting equation (4.5) into (4.4) gives
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w = exp{-B (An-pg + ‘YAnpjg) } (4.12)
where w is the Boltzmann factor. The values of An-pg and Anpjg, when 
only reptation moves are allowed, fall in tightly bound ranges; in 3- 
dimensions -10 < An-pg < 10 and -10 < An^g < 10. A simple hashing 
algorithm is used to calculate a unique index for each combination of 
An-pg and An^g, and the appropriate Boltzmann factor is placed in the 
look-up table at this index. Thus, for a given move on the lattice the 
index is calculated using the hashing formula and the Boltzmann proba­
bility is read directly from the table.
4.3.7 Accepting The Move
Accepting an energetically favourable move involves both updating the 
lattice and updating a table of amphiphile conformations. The sites on 
the lattice are specified by a 2 bit binary number, therefore it is 
possible to change the occupancy of a site by simple logical opera­
tions. As reptation moves are used it is only necessary to update 3 
sites on the lattice and the positions of the two ends of the chain in 
the conformation table.
4.3.8 Data Analysis
The results of Larson (1988), suggest we should expect a range of 
structures from the simulation e.g. spheres, cylinders and bilayers. 
This was indeed the case so methods of numerically characterising 
these different structures were developed; namely the cluster size
79
distribution and the principal moments of inertia. Other properties
measured are the surface roughness and the bond order parameters. Each 
of these are discussed separately below, but they all depend on being 
able to count the number and size of clusters.
The cluster counting routine is a version of the ’ant in the laby­
rinth’ algorithm [Dewar & Harris 1987], The lattice is scanned until a 
site occupied by a head or a tail segment is found. Using the ’ant’
analogy, the ant sits on this site and lays eggs on each of its near­
est neighbour sites that are occupied by an amphiphile segment. These 
eggs hatch and lay more eggs on amphiphile sites not previously visit­
ed. This process is repeated until there are no longer any free sites 
in the cluster. Counting the number of ants determines the cluster 
size. The cluster is then deleted from the lattice and the lattice 
again scanned to find another cluster.
4.3.9 Cluster Size
At low concentrations we are interested in the cluster size distribu­
tion as the existence of a maximum and a minimum in the distribution 
has been suggested as an effective indicator of a micellar region.
At higher concentrations, such as in the bilayer region, the cluster 
size distribution is very narrow. The mean cluster size is of more 
interest here. Plotting contours of the ratio of the mean cluster size 
to the total number of amphiphiles, N^, on a temperature-composition 
diagram has helped determine the phase boundary of a lamellar region.
The number-average cluster size, n, and the root-mean-square devia-
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tion, a, of the cluster size distribution are given by
00
1i=l
n (4.13)
00
“ "1 i=l
and
00
i = l
o2 _ (4.14)
00
where n^ is the total number of clusters containing i amphiphiles and 
a is a measure of the width of the cluster size distribution.
Assuming each observed cluster is an independent sample taken from 
some underlying cluster size distribution, the standard error, 6 ,^ in 
n is given by
Following Care (1987b), the uncertainty of the Monte Carlo results may 
be estimated by comparing the standard error, 6j, with the error, 62* 
obtained by dividing the data collecting MC steps into p blocks of q 
steps such that pq is the total number of MC steps at each tempera­
ture. Typically p=500 and q=50. The number average cluster size after 
each q steps is and an alternative estimate of the number-average 
cluster size is given by n ’, where
o
(4.15)
2
8 1
CD
(4.16)
P
and the error, 62j in n ’ is
00 22 (nj - n ’ )2 
62 = j=l (4.17)
p(p-l)
The values of the errors in n and n ’ should be similar provided that
to the persistence of clusters through several configurations.
The size of the choice of the subblock, p, is discussed by Bishop & 
Frinks (1987). They conclude statistical efficiency cannot be calcu­
lated accurately for either small or large values of p. The subblocks 
are correlated when p is too small and when p is too large there are 
too few subblocks for accurate analysis.
4.3.10 Principal Moments Of Inertia
The size and shape of aggregates are often described in terms of the 
principal components of the moments of the inertia tensor I. The 
inertia tensor is found to have diagonal components
the n'1 are independent. Failure of this condition indicates that there 
is strong correlation between successive n*^ and corresponds physically
00
i = l <* = x,y, z (4.18)
8 2
the subscript i referring to the mass m^. The diagonal components are 
given by the products of inertia
CD
■<*13 = ~.2 miociRi = 1 (3oc’ * = x >y>zi = l 13 = x,y,z (4.19)
oc ^ (3
For any point in a rigid body, a set of Cartesian axes exist for which 
the inertia tensor will be diagonal. These axes are the principal axes 
and the corresponding diagonal elements are the principal moments of 
inertia, Ix , I and I z. The principal moments of inertia are the 
eigenvalues of I, and are found by solving
*xx ” *x *xy
*xy *yy ” *y 
*xz *yz
The summations Ixx, I , Ixz etc. are done in the cluster counting 
routine, (see section 4.3.8). In cases where the cluster completely 
spans the lattice in one or more directions, periodic boundary condi­
tions mean there is no ’edge’ to the cluster. The cluster perimeter is 
determined by the order in which sites are found by the ’ant in a 
labyrinth’ algorithm.
We are interested in distinguishing between spheres, cylinders and 
planes and consider the principal moments of inertia for a sphere, a 
thin rod and a circular disk
xz
yz
*zz *z
= 0 (4.20)
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Ix = I y = T z = (2/5)MR2 : sphere
Ix = I = 0, Iz = (1/12)ML2 : rod (4.21)
lx = Iy = (1/4)MR2 , Iz = (1/2)MR2 : disk
Measuring the principal moments of inertia from the simulation in­
volves averaging over many clusters of different sizes and orienta­
tions. We therefore sort the moments of each cluster into ascending 
order and normalise them to sum to unity. Thus
!L + + !S = h  * * Js <4 -22>
where IL, IM , Ig are the largest, middle and smallest principal mo­
ments of inertia of a cluster in the ensemble.
The mean principal moments, T^, 1^ and Ig, are weighted by the cluster 
size, i
00
2 il 
i = l Oci oc = L,M,S (4.23)
GO
2 I 
i = l Oci
Similarly to 4.14 and 4.15 the root-mean-square deviation and standard 
error are given by
o =
2 i2I 
i=l oci
00
2 n: 
i=l
(4.24)
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and
a 2
00 (4.25)
For the normalised principal moments of inertia, equations (4.21) 
become
The ratio of the smallest to the largest moment (sphere=l, rod=0, 
disk=0.5) are plotted on contour diagrams to show change in structure 
with respect to temperature and concentration. These ratios were used 
as a measure of aggregate shape fluctuation in the molecular dynamics 
simulation of micelles of Woods et al (1986).
4.3.11 Surface Roughness
The surface roughness of micelles has been an area of contention and 
is also something which can be determined from the simulation. A 
convenient representation of the surface roughness is the ratio of the 
number of amphiphile-solvent bonds to the number of amphiphile sites 
in contact with solvent. Three forms of the surface roughness are 
determined : the total surface roughness, P^otal’ anc* corresP°nd-
ing contributions from the head and tail sites, P^ea(^  and which
Ig = Ijyj = IL = 1/3 : sphere
xs = tm = °> ’l = 1 : rod (4.26)
Ig = IM = 1/4, 1^ = 1/2 : disk
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are referred to as the head roughness and the tail roughness. The 
three surface roughness terms are defined in equations 4.27(a-c) below
total number of amphiphile-solvent bonds
^total “ ' — —  ! T T  " (4.27a)total amphiphile sites with solvent contact
total number of head-solvent bonds
^head ” " ~ ~ i " ’ (4.27b)total head sites with solvent contact
total number of tail-solvent bonds
^tail “ (4.27c)total tail sites with solvent contact
As with the principal moments of inertia, the surface roughness is 
weighted by cluster size and the root-mean-square deviation and stand­
ard error are measured.
a =
00
2 i2/0 
i = l xi
- < V 2 (4.28)
x= total,head,tail
and
6 =
a
2 nA 
i = l
- 1
(4.29)
4.3.12 Bond Order Parameters
Bond order parameters which describe the orientation of the chain
8 6
bonds with respect to the first bond where calculated in some cases. 
This was largely for comparison with mean field models, rather than 
structure characterisation. The bond order parameter Sk , is given by
Sk = <3/2 cos20k - l/2> (4.30)
+■ Viwhere 0k is the angle between the first and k bonds. When Sk = 0 all 
bond directions are equally probable. For 1 > Sk > 0 there is prefer­
ential ordering in the direction of the first bond, whilst for -0.5 < 
Sk < 0 the k*'*1 bond prefers to order in the direction of the normal to 
the first bond.
4.4 CHOICE OF PARALLEL ALGORITHM
Monte Carlo simulations are demanding of computer resources. The use 
of parallel computing is seen as a convenient way of obtaining the 
necessary computer power. Parallel computers are defined as computers 
having processors working simultaneously under the control of an 
application programme [Fincham 1987]. Such computers can be broadly 
classified as either SIMD (Single Instruction stream/Multiple Data 
stream) or MIMD (Multiple Instruction stream/Multiple Data stream).
SIMD machines run the same code on each processor, although the data 
on each may be different. An example of a SIMD computer is the Digital 
Array Processor (DAP). Lattice simulations are suited to the DAP as 
lattice sites can be identified directly with processing elements, 
although, in our case, the existence of the amphiphile chains will 
make the algorithm complex in practice.
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Unlike SIMD, MIMD machines are able to run different code on each 
processor simultaneously. This makes them very versatile, providing 
the opportunity to use different techniques in exploiting parallelism. 
An example of a MIMD machine uses Inmos transputers, This is a high 
performance microprocessor designed specifically for concurrent proc­
essing. Each transputer has four links enabling "arrays" of transput­
ers to be connected together in various topologies. Each transputer 
processes its own code, communicating data to and from other proces­
sors via the bi-directional links as necessary. The transputer also 
has the advantage of its own concurrent programming language based on 
the occam model of concurrency. The transputer is being used to pro­
vide the computing power required in the simulation considered here 
both because of its suitability and because it is readily available.
In many problems suitable for parallel programming there are several 
distinct ways to obtain concurrency and it is not always obvious which 
method will be best suited to the particular problem. As very signifi­
cant speed increases can be obtained by optimising the parallelism, it 
is necessary to evaluate the different options available before start­
ing to write the code.
There are three common categories of parallel algorithms which are 
used in scientific computing; processor farms, geometric parallelism 
and algorithmic parallelism. Both the geometric and algorithmic meth­
ods of parallelism take advantage of the inherent parallelism in the 
Metropolis Monte Carlo technique.
In the Monte Carlo simulation a molecule is taken at random and an
8 8
attempted move is made. The move is accepted or rejected according to 
the change in energy of the system. As we have only nearest neighbour 
interactions this energy change can be calculated by examining only a 
small part of the lattice. Thus, in principal, there is no reason why 
moves may not be attempted on two or more non-interacting molecules 
concurrently.
In considering parallel algorithms and architectures a distinction is 
made between processes and processors. In the occam model a system is 
decomposed into parallel processes. Each processor (transputer) is 
able to run one or more processes.
4.4.1 Processor Farm
In order to run a Metropolis Monte Carlo simulation on a processor 
farm, each processor runs the same programme but with different start­
ing conditions. If the time for thermalisation is T^ and the produc­
tion time on a single processor is Tp , the total effective simulation 
time on a farm of N processors is Tp where
Tp = Tt + Tp/N (4.31)
This method has the advantage that only a small time is spent on 
communications, but the fixed thermalisation time limits the value of 
the method.
4.4.2 Geometric Parallelism
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If geometric parallelism is used for this problem, the lattice is 
divided into cells and each cell is assigned to a different processor. 
The transputers must communicate in order to move amphiphiles which 
lie at the boundary of two or more cells. The simulation time for N 
processors in a geometric array will be
where Eff is the efficiency of the geometric algorithm and is a func­
tion of N. Note that 0 < Eff <1.
I f we assume that T^ . = Tp, the geometric algorithm will be superior to 
the farm method provided
Unfortunately, for the model considered here, the amphiphiles will 
form clusters and this may cause severe load matching problems in a 
geometric array. Thus one transputer may be responsible for the Monte 
Carlo moves of significantly more amphiphiles than its neighbouring 
transputers. To overcome these problems a form of algorithmic paral­
lelism was considered.
4.4.3 Algorithmic Parallelism
1 (Tt + Tp )
(4.32)
N Eff
Eff > (2/N + 1) (4.33)
The simulation algorithm was decomposed such that the selection of the 
amphiphiles, the testing of the Monte Carlo criterion and the subse­
quent updating of the amphiphiles on the lattice were separate proc­
esses. The lattice was placed on a single transputer along with the 
selection and update processes, whilst the MC process was replicated 
on a farm of transputers. Each selected amphiphile was taken from the 
lattice along with its nearest neighbour sites and was sent to a 
vacant MC process, where a move was attempted. The updated section of 
the lattice was then returned to update the main lattice. Assuming 
enough transputers in the MC farm, the program speed would be limited 
by the time taken to remove and add amphiphiles to the lattice.
In practice, there were overheads involved with the selection of 
amphiphiles as amphiphiles with an overlapping region of nearest 
neighbour interaction could not be processed simultaneously. This 
meant that the selection process took a large amount of time compared 
to the time taken to do the MC test. For this reason the program was 
abandoned and an algorithm based on the processor farm method de­
scribed above was adopted.
4.5 IMPLEMENTATION OF PARALLEL SYSTEM
The transputers are configured, as shown in figure 4.2, such that the 
farm consists of replicated pairs of processes, numbered 1 to P, where 
P is the number of simulations that may be run concurrently. Each pair 
of transputers is initialised with unique starting conditions and is 
responsible for the MC simulation and the statistics of a single, 
complete simulation.
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1 I i M  4jstat ist icsj i Monte1 j j Carlo
j P j I ■ P
1{statist icsj Monte-------- Cario
1 P-l j 1 P-1
istatistics MonteCarlo
host
Figure 4.2 : the transputer configuration
At present P = 15, but may easily be increased if more transputers 
become available as P is merely a constant in the program.
4.5.1 The Monte Carlo Process
A data flow diagram of the MC process is shown in figure 4.3. The
input buffer receives data from the host which is tagged with the
processor identity. If the identity tag matches the number of the
processor the data is passed to the main process, otherwise it is 
passed on to the next MC processor in the farm. At each temperature 
the MC process periodically dumps its lattice to the statistics rou­
tine where cluster counting and averaging takes place. Optimal load
balancing occurs when time period between successive dumps of the 
lattice equals the time taken for the statistics process to analyse
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the lattice.
to
&  Monte 
Carlo 
process
to
stat ist ics MONTE C A RLO
Ma in
Input
Buffer
Figure 4.3 : Data flow diagram of the Monte Carlo process
In addition to new initial conditions, the MC processes receive user 
requests for information on the progress of the simulation. This 
information is passed back to the host via the statistics processor.
4.5.2 The Statistics Process
The statistics processor, as shown in figure 4.4, has three main 
processes. The input buffer diverts lattices from the MC process to 
the main process, where the cluster counting takes place. Other data 
is passed directly to the output buffer. The output buffer also re­
ceives statistics from the main process and from the previous statis­
tics process in the farm, which it passes to the host. Averaged sta­
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tistics are dumped to the host for filing at the end of each tempera­
ture step. In addition, the state of the lattice and random tables are 
dumped, enabling the system to be restarted from any temperature.
from
previous 
statistics 
process STATISTICS
Ma in from 
Monte 
Car lo 
processInput
Buffer
Output
Buffer
Figure 4.4 : Data flow diagram of the statistics process 
4.5.3 The Host Process
The host processor provides the user interface to the farm and is 
responsible for file handling. The main processes involved are shown 
in figure 4.5. The control process is menu driven and allows the user 
to initialise and interrogate processes. It is linked to the lattice 
and random filers to enable MC processes to be initialised from previ­
ous configurations. The input buffer filters all data from the farm 
and distributes it to the appropriate filing process, or to the 
screen, via the control process.
I Lattice 
I Datafron
farm farm
/ Lattice HOST
to screen
fron keyboard
Random
FilerStat ist ics
Random
NumbersStatistics
Figure 4.5 : Data flow diagram of the host process
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5 THE MONTE CARLO RESULTS
5.1 INTRODUCTION
The model described in Chapter 4 has a number of parameters which can 
be investigated : the head-solvent interaction y, the reduced tempera­
ture 13 the number of amphiphiles N, and the chain length s. Howev­
er, the simulations have a long run time as they are slow to equili­
brate particularly at high amphiphile concentrations where there is a 
low success rate of attempted moves. For this reason, only a small 
region of the parameter space of the model has been investigated in 
detail.
Initially the model was simulated in 2-dimensions on a square lattice 
of 128 x 128 sites, populated with 512 amphiphiles with chain length 
s=3 and the results compared with those of Care (1987b). Having estab­
lished agreement between our results and the results of Care (1987b), 
the equivalent 3-dimensional system was examined for similar values of 
y. All further runs were made in 3 dimensions.
The s=3 system showed evidence of both micelles and a bilayer. Encour­
aged by these results, a preliminary investigation was made giving a 
general appreciation of how the model behaves. These simulations were 
at fairly low concentrations and revealed a variety of structures such 
a micelles, cylinders, single bilayers and a vesicle-like structure. 
The structures were sensitive to changes in s and y.
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same units used on all figures.
The majority of the work presented here concerns the detailed examina­
tion of the s=4 system, particularly with y=-2.0. This system was 
simulated over a wide range of amphiphile concentrations, for tempera­
tures between (3“1 = 1.5 and (3-l = 0.8. At low concentrations the most 
common low-temperature structures were cylinders, with a micellar 
region in the mid-temperature range. At high concentrations (~ 50%) a 
lamellar region comprising of several bilayers was found at low tem­
peratures. Unlike the preliminary work, these structures were cha­
racterised by examining their principal moments of inertia as well as 
their mean cluster sizes and cluster size distribution curves. The 
ratio of the smallest to the largest principal moments of inertia were 
plotted as a function of temperature and amphiphile concentration to 
construct a phase diagram of the s=4, y=-2.0 system. Similar diagrams 
were plotted using the mean cluster size and the surface roughness, as 
defined in Chapter 4, equation (4.27).
5.2 TESTING THE SIMULATION IN 2-D
To check that the simulation was working correctly, results from the 
2-D work of Care (1987b) were reproduced. Cluster size distributions 
were obtained for systems of 512 amphiphiles with a chain length s=3 
on a lattice of dimensions 128 x 128 sites. Values of the head-solvent 
interaction, y ranging between 1.0 and -1.7 were considered and the 
simulations were cooled from f3~^=1.4 to I3_^=0.4 in steps of 0.02. At
neach temperature 2.56 x 10 attempted moves were made to thermalise
nthe system and a further 7.68 x 10 attempted moves were used to 
obtain data. The initial configuration at 13 ""^ = 1.4 was generated ran­
domly. At all other temperatures the initial configuration is the 
final configuration of the previous temperature.
The uncertainty in the Monte Carlo results was estimated by comparing 
the standard error in the mean cluster size, 8  ^ (equation 4.15), with 
the standard error, &2 obtained by dividing the data into blocks, 
(equation 4.17). Over the temperature range considered 8  ^ and 62 are 
similar indicating that the clusters are not persistent through sever­
al configurations. The fractional errors corresponding to 8j and 82 do 
not exceed 0.8% for these results.
When the head was solvophobic the amphiphiles condensed to a single 
cluster at low temperatures in which the heads were distributed ap­
proximately evenly throughout the cluster. For negative y, cluster 
size distributions were obtained with a minimum and maximum, charac­
teristic of a micelle formation. The cluster size distributions for y 
= -0.6 and -1.6 are shown in figure 5.1. Figures 5.1(g) clearly shows 
a minimum and maximum in the cluster size distribution. Although the 
minimum is shallow, its position is reproducible. The results compare 
well with those of Care (1987b), see figure 3.14, but are less well 
defined. The poorer statistics may be due to the reduced efficiency 
incurred when moving the amphiphiles by reptation only.
There was also evidence for the formation of small bilayer-type clus­
ters for y < -1. Encouraged by these results, the simulation was run 
in three dimensions over the same range of y.
5.3 COMPARISON OF 2-D AND 3-D
The parameters for these initial 3-D simulations were chosen to be
approximately equivalent to those used in the 2-D simulations de­
scribed above. The simulations were carried out for 512 amphiphiles, 
with chain length s=3, on a 32x32x32 lattice. Values of the head- 
solvent potential y ranging between 1.0 and -1.7 were considered and 
the simulations were cooled from B-^=2.0 to B~^=0.8 in steps of 0 .02. 
The starting configuration at the highest temperature was generated 
randomly and the starting configuration for each new temperature was
nthe last configuration from the previous temperature. 2.56x10 at-
Qtempted moves were discarded as thermalisation and 1.024x10 attempted 
moves were used to collect data.
The standard errors in the mean cluster size 6  ^and 62, (equations
4.15 & 4.17), are similar except at very low temperatures where is 
significantly smaller than 6 .^ This is because the cluster configura­
tion becomes almost ’frozen’ and hence, although the spread of cluster 
sizes in a configuration is significant, there is little change in 
this spread over successive blocks of configurations.
For y between 1.0 and -0.6, condensation into a single cluster was
observed with no evidence of micelle formation in the cluster size 
distribution. Evidence of a micellar size distribution, however, was 
observed at y = -1.0. Figure 5.2(a-c) shows size distribution curves 
(y = -1.0) at different temperatures. At reduced temperature 0"*^  =
0.94 a weak minimum and maximum were observed, (figure 5.2(b)). On 
lowering past this point, the system quickly starts to ’freeze’
which is indicated by noise in the cluster size distribution curve, 
(figure 5.2(c)).
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Figure 5.3 : Cluster size distributions from 3D simulation; 
y  -  -1.6
Following the pattern of the two dimensional simulation, it seemed 
likely that a curve similar to figure 5.2(b) would occur as the head- 
solvent interaction was made more solvophilic. This did not happen as 
indicated by figure 5.3(a) which shows the most prominent minimum and 
maximum obtained for y = -1.6. However, when the temperature was 
lowered further, the system formed two large clusters of about 100 and 
400 monomers. Figure 5.3(b) shows the cluster size distribution for y 
= -1.6 at = 0.84. The apparent cluster of about 500 monomers is
due to the two smaller clusters touching each other during the statis­
tical averaging.
Examination of the large clusters revealed castellated bilayer struc­
tures which occupied four planes of the lattice. Figure 5.4 represents 
successive slices through the lattice in the z-direction, reading form 
top left to bottom right. A distinct bilayer is clearly seen as a 
layer of heads followed by two layers of tail sites and another layer 
of head sites. This result, which is similar to results obtained by 
Larson (1988) at much higher amphiphile concentrations, is significant 
as it represents the self assembly of a bilayer from a random initial 
configuration.
Figure 5.4 : Sections of the lattice at 7 = -1.6 and 13 =0.84
showing the castellated bilayer, (red = head sites, 
yellow = tail sites and blue = solvent sites)
5.4 PRELIMINARY INVESTIGATION
In the preliminary investigation only the cluster size and surface 
roughness were measured, therefore the different structures were 
identified by viewing individual ’snap-shots’ of the lattice at the 
end of each temperature step. Chains of lengths s=4, 5, 6 and 8 were 
considered. At each chain length simulations were made on a cubic 
lattice of 32x32x32 sites with N=512 amphiphiles and with head-solvent 
interaction y=-1.0 and -1.5. The systems were cooled in fairly large 
steps of 0.1 in reduced units. The starting configuration of the first 
temperature was generated randomly and for each new temperature was 
the final configuration of the previous temperature. A Monte Carlo
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step was defined to be 512 attempted moves which means that on average 
a single move is attempted on each amphiphile per Monte Carlo step.
50,000 Monte Carlo steps were discarded for thermalisation and 200,000 
Monte Carlo steps were used to collect data.
The cluster size distribution and mean cluster surface roughness, 
(equation 4.27), were determined at each temperature. The standard 
error, , (equation 4.15) was determined for the mean cluster size, 
but for these preliminary results a measure of the error in the sur­
face roughness was not determined. As the simulation is cooled, the
standard error in the mean cluster size generally increases to a
maximum of about 7% at low temperatures. In some of the runs, (y=- 
1.0), 6  ^reaches a maximum at a low temperature. As the system is
cooled further 6  ^ rapidly falls to zero. This is because the system 
cools to a single aggregate and the variation in cluster size is
therefore zero.
There is no evidence of a micellar region for the chain lengths s>4 at 
the values of y considered. However a minimum in the cluster size 
distribution curve is observed for chain length, s=4, with y=-1.5. The 
behaviour of the s=4 system with the less solvophilic head-solvent 
interaction, y=-1.0, was unexpected by comparison with the s=3 system. 
It cools to a castellated bilayer structure, similar to the s=3 bilay­
er, but has 3 layers of tail sites between the planes of heads, in­
stead of 2. The heads were also less ordered than in the s=3 system.
I 0 t>
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The s=5 system produced a bilayer at both y=-1.5 and y=-1.0. The 
bilayer has a rough surface and is more flexible than those seen for 
shorter chains. The extra length allows the bilayer planes to lie off 
the principal lattice planes. The increasing flexibility and roughness 
of the bilayers continues at s=6 and s=8 with y=-1.5. However when y=-
1.0 , these longer chains yield different low temperature configura­
tions. The s=8 , y=-1.0 system cooled to a large cylinder, while the 
s=6 , y=-1.0 system cooled to a vesicle. This is surprising as it is 
usually thought that a mixture of chain lengths are required to facil­
itate the layer curvature needed in a bilayer. One possible reason for 
seeing them here is that the chains are fully flexible and could mimic 
a mixed system by folding some of the tails.
Figure 5.5 shows successive cross sections through the vesicle. The 
vesicle is a roughly spherical shell with a solvent interior. The head 
groups mainly lie at the inner and outer surfaces of the vesicle.
Figure 5.6 shows the variation in mean cluster sizes with temperature 
for the different chain lengths with y=-1.0. In each case, the mean 
cluster size increases as the system cools. Decreasing the chain 
length lowers the temperature at which larger clusters are formed and 
makes the transition between small and large clusters steeper. Howev­
er, it must be noted that the simulations were run with a constant 
lattice size and a constant number of amphiphiles. Thus the s=8 system 
will have twice the amphiphile concentration of the s=4 system and 
some of the trends seen may be due to these changes concentration.
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The transition between small and large clusters has an observable 
effect on the surface roughness, figure 5.7. The figure shows that the 
surface roughness decreases as the monomers pack into larger clusters. 
This would be expected as the monomer tails have maximum surface 
contact with the solvent. At low temperatures there is a slight upturn
in the surface roughness. This is possibly due to the head groups
becoming fully solvated.
These early results indicate that the model can predict the formation 
of several different recognisable structures. Different structures 
have been seen for changes in chain length and head-solvent interac­
tion, however a change from one recognisable structure to another has 
not been observed on cooling a system with fixed y and s. The model 
appears to be very sensitive to the value of y chosen, but the depend­
ency is not yet fully understood.
The effect of y is examined more closely for systems with a chain 
length of 4. The low temperature configurations observed so far, apart 
from the micelles, have all been single structures. It is preferable 
to model multi-bilayer systems, as seen in lamellar phases, rather
than a single bilayer. Therefore the s=4 system is examined at higher
concentrations.
5.5 HEAD-SOLVENT POTENTIAL, y
The effect of increasing the head-solvent interaction was examined 
both at low amphiphile concentration ((5.25%) and at high concentration 
(50%).
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5.5.1 Low Concentration
Figure 5.8 shows the mean cluster size as the system is cooled for y=-
1.0, -1.5 and -2.0. There is a clear difference between the y=-1.0 
case and y=-1.5 and -2.0 cases. The more solvophilic interactions show 
evidence of a micellar region before freezing out into large clusters.
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Figure 5.8 : Variation in mean cluster size with temperature, 
s=4, y=-l.0 ,-1.5,-2.0
The ^=-2.0 system shows a clearer minimum in its cluster size distri­
bution curve.
The y=-1.0 run confirms the preliminary examination in that it does 
not form micelles, as may have been predicted from comparison with the 
equivalent s=3 system. Figure 5.8 shows that the mean cluster size 
rises much quicker with y=-1.0 than y=-1.5 or -2.0.
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temperature; 'y=—1.0, s=4, (a) and (b) represent 
different starting configurations
Examination of the principal moments of inertia, figure 5.9(a), re­
veals that on cooling the structure initially oscillates between a 
rough bilayer and a cylinder, finally settling as a cylinder at low 
temperatures.
Figure 5.9(b) shows the same system with a different random start. The 
oscillation between bilayer and cylinder continues at lower tempera­
tures and the final low temperature configuration is better described 
as a rough bilayer rather than a bilayer.
Figure 5.10 displays the variation of the number of head-solvent 
bonds, for head sites in contact with solvent, as a function of tem­
perature. This "head roughness" becomes progressively closer to 5, 
(which is the maximum value for a lattice with coordination number 
c=6 ), as y is made increasingly solvophilic and is virtually saturated 
when y=-2.0. This saturation point is not reached in the 7=-1.0 case, 
possibly accounting for the difference seen in the final configuration 
when starting from different random configurations.
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Figure 5.10 : Variation of "head roughness" with temperature; 
Y=-l.0,-1.5,-2.0 and s=4
It is evident, that the s=4, y=-1.5 and ^=-2.0 cases are similar to 
the s=3, y =-1.0 case as this is where micelles are found. The s=4, y=-
1.0 results describe a region where the head-solvent interaction is 
too weak to promote micelles. They are equivalent to the large cluster 
seen for s=3, y=-0.6. This increase in the head solvent interaction 
needed to yield an equivalent phase (mesophase) can be explained by 
noting that the internal energy of the system depends on a balance 
between the tail-solvent repulsion and the head-solvent attraction. 
Longer tails therefore necessitate greater head-solvent attraction. 
Following the analogy with the s=3 results, it is expected that making 
>• more negative than y=-2.0 would cause the amphiphiles to assemble 
into a well ordered bilayer.
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5.5.2 High Concentration
At amphiphile concentrations around 50%, the s=4 y=-2.0 system under­
goes a transition from a large amorphous cluster to a lamellar phase. 
Figure 5.11 shows the moments of inertia for such a transition.
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Figure 5.11 : Variation of the principal moments of inertia with 
temperature (50% amph. conc.); y=-2.0, s=4
If however, y is made too negative, the system does not undergo the 
transition (figure 5.12) as the head-solvent bonds become saturated in 
the amorphous cluster at high temperature and these interactions 
dominate the internal energy expression.
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Figure 5.12 : Variation of principal moments of inertia with 
temperature (50%); ^=-5.0, s=4
Figure 5.13 shows the early saturation of the head-solvent bonds and 
the lack of change in the tail-solvent interaction.
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Figure 5.13 : Surface roughness terms versus temperature (50); 
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5.5.3 Summary
The value of y is critical. If the value chosen is too low the heads 
do not become fully solvated and the amphiphiles are not able to reach 
their preferred structure. If y is too high the will be rapid solva­
tion of the heads at the expense of the ordering of the tails. When 
y=-2.0, s=4 a micellar region is observed at low concentrations and a 
lamellar region at high concentrations. Thus this system was chosen 
for detailed investigation over the full concentration range.
5.6 THE s=4, y--2.0 SYSTEM
The s=4, y=-2.0 system has been studied in detail for amphiphile 
concentrations ranging from 0.78% to 75%. In most of these simulations
the system was cooled from I3“  ^= 1.4 to B“^=0.8 in steps of fT^=0.02. 
Table Al, (Appendix A), lists the run conditions of the simulations 
used to construct a temperature-concentration phase diagram. In most 
runs each temperature step involved 20,000 Monte Carlo Steps rejected 
for thermalisation and 200,000 Monte Carlo steps used to collect data. 
(A Monte Carlo step is taken to be N moves, where N is the number of 
amphiphiles in the system.)
Distinct regions of the phase diagram have been found, but the transi­
tion between the mesophases is not sharp in each case. These regions 
include micellar, cylindrical, bicontinuous and multiple bilayer 
regions and are characterised by shape, size and surface roughness.
5.6.1 The Micellar Region
The existence of a micellar region is initially determined from the 
cluster size distribution curves. As stated previously, a minimum in 
the cluster size distribution curve has been proposed to be evidence 
of micelle formation [Wennerstrbm & Lindmann 1979]. This minimum is 
predicted to be deep, as shown in figure 2.4 (Chapter 2) where the 
aggregate concentration is plotted on a logarithmic scale. However, 
the minima obtained in this model are weaker than those predicted by 
usual interpretations of experimental data. Also the distribution in 
cluster sizes obtained from the simulation is broader than commonly 
accepted. The c.m.c values determined by observing a minimum in the 
cluster size distribution curve are compared with those determined by 
plotting the monomer concentration against the total amphiphile con­
centration as in figure 2.3 (Chapter 2).
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At high temperatures the cluster size distributions fit the Fischer 
model of condensation [Fischer 1967], As the system is cooled a shoul­
der is formed, which on further cooling becomes a peak. The tempera­
ture at which this shoulder occurs was initially taken as the upper 
temperature boundary of the micellar region. The lower temperature 
boundary of the micellar region is assumed to occur at the temperature 
when the cluster size distribution curve is no longer smooth. This 
indicates that permanent clusters have started to form. Sample cluster 
size distribution curves from within the micellar region are shown in 
Appendix A, figures A1-A12. The figures are scaled such that the areas 
under a distribution curve equals the total amphiphile (% volume) 
concentration.
Figures A1-A5 show the temperature dependence on the cluster size 
distribution for a total amphiphile concentration of 3.125%. The 
cluster size distribution curve at B-^=1.24 shows a shallow shoulder 
starting to occur at a cluster size of about 10 amphiphiles. The 
clusters are in equilibrium with a large number of monomers. As the 
system is cooled to 0-  ^= 1.16 there is a reduction in the number of 
monomers and a corresponding increase in the number of clusters of 
about size 25 amphiphiles. On further cooling the width of the distri­
bution becomes broader and less smooth (figure A5).
Figures A6-A12 show the effect of amphiphile concentration on the 
cluster size distribution curves at a fixed temperature of fl_^=1.24. 
At the lowest amphiphile concentration considered, (0.78%), a distin­
guishable minimum is not formed. This concentration must therefore be 
considered to be below the c.m.c. for the model at 0” ^ = 1. 2 4. Increas­
ing the amphiphile concentration reduces the monomer concentration and 
increases the height and width of the distribution. The distributions 
also become increasingly less smooth. At 20% amphiphile concentration, 
figure A12, there is no longer a maximum in the distribution.
As the minima observed in the cluster size distribution curves are 
shallow, the curves do not give a very sensitive measure of the c.m.c. 
Thus the variation in the concentration of monomers with total amphi­
phile concentration was plotted as shown in figure 5.14.
Figure 5.14 : variation in monomer concentration with total amphiphile 
concentration for the s=4, y = -2.0 system
Temperatures above 0~^=1.1 show evidence of a c.m.c. As indicated by 
the solid lines for f3— ^ = 1.24, there is an initial increase in the 
monomer concentration with increasing total amphiphile concentration 
up to about 1% amphiphile concentration. It is reasonable to assume 
this region is linear as there will be very little interaction between
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monomers at such low concentrations. Above this limiting concentra­
tion, which is the c.m.c, there is a significant decrease in the 
monomer concentration with added amphiphile. The slope of the decreas­
ing concentration becomes increasingly negative with increasing tem­
perature. At the temperature B~^ = l.l it is possible that the c.m.c is 
below the minimum amphiphile concentration (0.78%) considered.
The c.m.c is seen to increase with temperature. However, as with 
experimental results, the dependence of the c.m.c on temperature is 
only slight. In contrast to experimental results the monomer concen­
tration appears to undergo a sharp transition at the c.m.c. It is also 
noticeable that the negative slopes in figure 5.14 converge at an 
amphiphile concentration of about 35%. This suggests that the concen­
tration at which it is no longer favourable for the amphiphiles to 
exist as monomers is independent of temperature.
The shape of the curves in figure 5.14 are significantly different 
from that of the thermodynamic model described in Chapter 2, figure 
2.3. However there is experimental evidence to support the results 
obtained from the simulation. Johnson et al (1987) used an electro­
static cell model proposed by Jonsson & Wennerstrom (1981) to evaluate 
calorimetric results. They found it necessary to take into account the 
decreasing monomer concentration after the c.m.c in order to derive 
correct values for the enthalpy of micelle formation for ionic sodium 
dodecyl sulphate (SDS) amphiphiles.
Differential enthalpies of a dilution of 28wt% aqueous SDS solution 
were measured accurately using a titration microcalorimeter. Titration 
curves were obtained at three different temperatures at concentrations
around the c.m.c. These titration curves were compared with theoreti­
cal curves determined from the cell model.
In the electrostatic cell model the micellar solution is divided into 
spherical cells which each contain a spherical micelle and the appro­
priate amount of water and electrolyte to give the desired overall 
concentration. It is necessary to specify some of the properties of 
the system to be studied. These include the temperature, the amphi­
phile volume, the c.m.c, the number of monomers in the micelle and the 
counterion valance. The model is solved using the Poisson-Boltzmann 
equation to give the monomer concentration at various values of the 
concentration of amphiphile in the micellar state. The chemical poten­
tials for the amphiphile in water and in a micelle are determined.
When monomer concentrations were calculated assuming a constant number 
of monomers in micelles, the theoretical titration curves did not give 
satisfactory agreement with experimental results. A much better fit 
was obtained by assuming the number of monomers in a micelle increased 
above the c.m.c. Figure 5.15 shows a comparison between calculated and 
experimental titration curves at 35cC.
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Figure 5.15 : Comparison between calculated and experimental titration 
curves at 35‘'C [Johnson et al 1987].
The variation of the cell model monomer concentration with total SDS 
concentration is shown in figure 5.16. As in figure 5.14, the monomer 
concentration decreases significantly with increasing total amphiphile 
concentration above the c.m.c. Thus the concentration of amphiphile in 
micelles increases more rapidly than the total amphiphile concentra­
tion.
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Figure 5.16 : Concentration of SDS in monomer (a) and micellar (b)
states as a function of total concentration calculated 
from the electrostatic cell model [Johnson et al 1987]
There is thus evidence to support the variation in monomer concentra­
tion with total amphiphile concentration obtained from the Monte Carlo 
simulation. The modelling of experimental results by Johnson et al 
(1987) also supports the result that the mean micelle aggregation 
number increases with increasing amphiphile concentration.
The simulation shows that the narrow distribution in micelle sizes and 
the deep minimum in the cluster size distribution curves are not 
necessary consequences of experimental results. It has been shown that 
the observed behaviour of the monomer concentration around the c.m.c 
may be a result of a system with a broad distribution in micelle sizes 
and only a weak minimum in the cluster size distribution curve.
5.6.2 The Phase Diagram
Plotting the ratio of the smallest to largest principal moments of
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inertia as contours on a temperature-amphiphile concentration diagram 
proved to be a successful technique for deriving the phase diagram, 
figure 5.17(a). The figure has four regions marked (A-D) representing 
different types of amphiphile aggregation. Region (A) is a region of 
small quasi-spherical clusters, which includes the micellar region. In 
region (B) the aggregates are large cylinders. On cooling from region 
(C) to region (D) there is a transition from a bicontinous structure 
to a lamellar phase. The hashed region marks the extent of the micel­
lar region as determined from figure 5.16 and the cluster size distri­
bution curves.
Evidence of these regions is presented by considering the behaviour of 
the principal moments of inertia, the mean cluster size and the sur­
face roughness, which are shown in figure A13-A34 (Appendix A). 
Photographs of sample lattice configurations are also presented.
5.6.3 The Principal Moments Of Inertia
The standard errors for the three principal moments of inertia were 
calculated according to equation 4.23. The standard errors generally 
increased on cooling, but never rose above 0 .2% of the mean values. 
This is probably an underestimate of the errors involved.
Figures 5.17(a) (b) are plots of the ratio of the smallest to the 
largest principal moments of inertia as a function of temperature and 
amphiphile concentration. Figure 5.17(b) is the same as figure 5.17(a) 
except that the contours are plotted on a vertical scale. The differ­
ent regions (A-D) are shown in different colours; the colours being
the same in both diagrams.
The values of the contours range from 0.2 region (B), representing 
cylindrical clusters, to 0.9 region (C) which describes a cluster with 
little preferential growth along one particular axis or another. In 
region (D), the contour levels ~ 0.5, suggesting planar clusters which 
is consistent with a lamellar region. The contours in the region (A) 
have values around 0.35 which suggests aggregates with moments of 
inertia somewhere between those of a cylinder and those of a plane.
Figure 5.17(b) indicates that there are a sharp transitions when 
cooling from the bicontinuous region (C) to the lamellar region (D) 
and when increasing the concentration from region (A) to regions (C) 
and (D). The order of the former transition is discussed in the next 
section and the latter transition is similar to the perculation point 
seen in perculation theories.
The micellar region is not identified by the contours in figure 
5.17(a) suggesting that a tightly confined shape is not a necessary 
condition for micellar stability.
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Figure 5.17 i The dependence of the ratio of the largest to smallest 
principal moments of inertia (contour lines) on reduced 
temperature (y axis) and amphiphile concentration 
(x axis). ((a)=2D, (b)=3D)
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Figure 5.18 : The dependence of the mean cluster size (contour lines) 
on reduced temperature (y axis) and amphiphile 
concentration (x axis). ((a)=2D, (b)=3D)
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5.6.4 The Mean Cluster Size
At low amphiphile concentrations, there is good agreement between the 
standard errors 6  ^ and (equations 4.15 & 4.17) indicating that the 
statistics are good. As a percentage the standard error, 6j, is about 
0.5%. At lower temperatures 6? ~ 0 and significantly less than 6^
which suggests persistence of clusters. At amphiphile concentrations 
around 50% there is a transition from a bicontinuous to lamellar 
region. In both these regions there is a persistence of clusters, 
however the percentage value of the standard error, 6 ,^ in the mean 
cluster size is less than 7%.
A comparison of the mean cluster size and the alternative estimate of 
the mean cluster size, (equations 4.13 & 4.16), within the micellar 
region is shown in figures A14-A17. The agreement between the two 
estimates is best at lower concentrations and higher temperatures.
As expected, the micellar region shows some consistency in mean clus­
ter size as indicated in figure 5.18(a). The plot shows contours of 
equal mean cluster size on the temperature-amphiphile concentration 
diagram. The diagram is limited to concentrations up to 30% as finite 
size effect start to dominate at higher concentrations as the cluster 
sizes begin to approach the number of monomers in the system. The 
figure shows that the micelles have a mean of about 10 monomers (or 40 
lattice sites).
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Figure 5.19 : The dependence of the ratio of the mean cluster size to 
the total number of monomers (contour lines) on reduced 
temperature (y axis) and amphiphile concentration 
(x axis). ((a)=2D), (b)=3D)
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Figure 5.18 also shows that region (B), figure 5.17, contains large 
clusters and examination of sample lattice configuration does indeed 
confirm the existence of large cylindrical aggregates
To overcome some of the problems of large errors in the mean cluster 
size at high amphiphile concentrations an equivalent plot to figure 
5.18 was made using the ratio of the mean cluster size to the number 
of amphiphiles in the system as the contours, figure 5.19. This plot 
reveals that when the system is cooled from region (C) of figure 5.17 
to region (D), there is a transition from a single cluster to multiple 
clusters. This is consistent with the proposal that region (D) is a 
multiple bilayer region. The order of the transition was investigated 
by examining the system for hysterisis.
Figure 5.20 shows the variation of the mean cluster size with tempera­
ture at an amphiphile concentration of 50.0%. The line with the square 
symbols represents a system cooled from an initial random configura­
tion at f3— ^ = 1.4 to a low temperature configuration at (3-^=0.9. The 
system was reheated from this low temperature configuration up to 13" 
^■=1.4. The resulting mean cluster sizes are represented by crosses on 
the graph.
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Figure 5.20 : Hysteresis in the mean cluster size for the y=-2.0, 
s=4, N=512 system (amphiphile % conc.=50%)
The figure shows that there is substantial hvsterisis in the mean 
cluster size due to cooling and heating the system. The presence of 
hysterisis is evidence of a first order transition.
5.6.5 The Surface Roughness
The standard errors, 8, measured for the mean surface roughness, 
(equations 4.27(a-c)), are less than 0.2% for all for the temperatures 
and concentrations considered. They increase slightly on cooling but 
change little with concentration.
Further information about the system is available from a contour plot 
of the surface roughness, figure 5.21. The figure indicates that the 
region (A) has a fairly high surface roughness and that the micellar
o system cooled 
X system heated
X
region is reasonably well bound by the contours. The figure also shows 
some evidence of the transition from region (C) to region (D). A 
clearer picture emerges by considering the separate contributions of 
the head sites and tail sites individually
Figure 5.22 considers the mean number of head solvent bonds for head 
groups in contact with the solvent. The contour levels are thus con­
strained to lie between 1.0 (minimal head-solvent contact) and 5.0 
(total head saturation). Generally it is clear that the head solvent 
contact increases as the system is cooled. This is because a high 
head-solvent contact helps to minimise the internal energy of the 
system. The increase in head-solvent, interaction upon cooling is most 
prominent when moving from region (C) to region (D). There is a tran­
sition from moderate solvation to almost total solvation of the head 
groups.
Examination of the equivalent diagram for tail sites, figure 5.23, 
reveals the opposite behaviour. The number of solvent sites in contact 
with tail sites decreases with cooling and with increasing amphiphile 
concentration. It is evident that the micellar region is bounded by 
tail roughness contours. It is also clear that the transition from 
region (C) to (D) is one of moderate (~1.6) to very low (~1.1) tail 
roughness.
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Figure 5.21 : The dependence of the surface roughness (contour lines)
on reduced temperature (y axis) and amphiphile
concentration (x axis). ((a )=2D, (b)=3D)
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Figure 5.22 : The dependence of the head roughness (contour lines)
on reduced temperature (y axis) and amphiphile
concentration (x axis). ((a)=2D, (b)=3D)
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Figure 5.23 : The dependence of tail roughness (contour lines)
on reduced temperature (y axis) and amphiphile
concentration (x axis). ((a)=2D, (b)=3D)
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5.6.6 Comparison With Experiment
The model phase diagram exhibits much of the phase behaviour of real 
systems. A typical phase diagram is that of the binary water-(dodecane 
- pentaoxyethvlene dodecyl ether) system [Harusawa e t  a l 1974], shown 
in figure 2.6, Chapter 2.
At low amphiphile concentrations the - water phase diagram shows
an isotropic solution. The region marked LI is the micellar region 
which is consistent with the micellar region obtained from the simula­
tion. At high amphiphile concentration (>50%) there is a lamellar
region. This is again in agreement with the simulation.
At moderate amphiphile concentrations the C22E5 - water system has a 
hexagonal phase at low temperatures. The simulation produces large 
cylindrical aggregates in this region, but the systems studied were
not large enough to draw any conclusions about the packing of the
cylinders. Similarly the simulation some evidence of the L2 region of 
figure 2.6 , but the simulation statistics are very poor at the high 
amphiphile concentrations of this region.
5.6.7 Effect Of Lattice Dimensions
The simulations at concentrations around 25% were run on lattices in 
which the dimensions were not. equal. This is because the simulation
code was written, for the sake of efficiency, with the restriction
that the lattice dimensions must be an exact power of two. At amphi­
phile concentrations around 25%, it is necessary to use a large lat­
tice in order to have a sufficiently high number of amphiphiles if the
1 ft
lattice dimensions are equal. Such simulations run very slowly and are 
difficult to run with the available memory on the transputers. Thus 
lattices with unequal dimensions were used.
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Figure 5.24 : Principal moments of inertia on different shaped 
lattice. Amphiphile concentration=25%, s=4, y=-2, 
Dimensions : [run 1] 32x16x16, [run 2] 32x32x32
0 .
Figure 5.24 show a comparison between the principal moments of inertia 
of two simulations at 25% amphiphile concentration with a chain length 
s=4 and head-solvent potential y=-2.0. In [run 11 512 amphiphiles
occupied a lattice with dimensions 32x16x16, whereas in [run 2] 2048 
amphiphiles occupied a 32x32x32 lattice. All other conditions were the
same.
The figure indicates good agreement between the two cases suggesting 
that the lattice shape does not have a significant affect on the shape 
of the clusters at the amphiphile concentration considered.
5.6.8 Summary
The micelles have mean cluster sizes between 5 and 12 monomers and are 
non-spherical with moments of inertia which suggest their shape is 
between a cylinder and a plane. The micelles have a rough surface,
with surface roughness values lying between approximately 3.0 and 3.1. 
The head-solvent interaction is moderately high, but the heads are not 
fully solvated. The micelle size increases with concentration and they 
do not show a deep minimum in their cluster size distribution curves. 
Example micelles are shown in figure 5.25.
At low temperatures and amphiphile concentrations around 25%, the
clusters have condensed into large cylinders. The cylinders are be­
tween about 100 and 200 monomers in size, which accounts for about 1/5 
to 1/2 of the total number of amphiphiles in the system. The clusters 
are not very rough, although the head groups are almost completely
solvated. A cross-section of the cylindrical aggregates is shown in 
figure 5.26.
At amphiphile concentrations above about 45% the amphiphiles form a 
large connected cluster at high temperatures, in which many of the 
faces of the head groups are obscured from the solvent. Examination of 
sample lattice configurations suggests that this structure is bicon- 
tinuous.
At low temperatures the large single cluster of the bicontinuous
region divides into smaller clusters (e.g. 3), with a planar geometry.
The head-solvent contact is at a maximum and the tail-solvent contact
is minimised. This region is a lamellar region. Figure 5.27 shows a
sample lattice configuration at an amphiphile concentration of 50%. As 
the amphiphile concentration is increased the hi layers become wider 
until, at 75% amphiphile concentration, they merge (figure 5.28). It 
is possible that the model may show a gel region for amphiphile con­
centrations above 75%, but it is difficult to run the simulation at 
such high temperatures because the packed lattice severely restricts 
the movement of the amphiphiles.
Figure 5.25 : Sample lattice section in the micellar region. s=4, 
N=512, 7=-2.0, B =1.26, amphiphile conc.=6.25%
Figure 5.26 : Sample lattice section in the cylindrical region. s=4, 
N=512, y=-2.0, B =0.9, amphiphile conc.=25%
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Figure 5.27 : Sample lattice section in the lamellar region. s=4, 
N=512, 7=-2.0, B”^=0.9, amphiphile conc.=50%
Figure 5.28 : Sample lattice section in the lamellar region. s=4 
N=768, y=-2.0, B- =0.9, amphiphile conc.=75%
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6 MEAN FIELD MODEL
6.1 INTRODUCTION
Mean field models of amphiphilic systems determine the best conforma­
tional probability distribution of a single chain by considering the 
packing constraints imposed by its neighbours in a mean field approxi­
mation. They are often referred to as single chain theories. As only 
the singlet probability distribution function, pdf, is provided by 
these theories, the thermodynamic properties can only be evaluated 
approximately. The packing constraints imposed by a particular geome­
try may be simplified by placing the chains on an appropriate lattice.
Chains confined to a particular geometry (e.g. bilayer, cylinder or 
sphere) are subject to packing constraints imposed by the presence of 
neighbouring chains. This results in a distribution in probabilities 
over different chain conformations which can be used to calculate any 
desired chain property as well as estimate thermodynamic properties 
such as the conformational free energy per chain.
In this section a review is made of the theory needed for a calcula­
tion which allows comparison between simulation and mean field ap­
proaches to modelling bilayers. The review considers both lattice and 
off-lattice mean field models as the new calculation combines features 
of the two approaches.
A mean field model is presented in which tail segments at the surface 
experience a hydrophobic free energy cost and head groups experience a 
hydrophilic free energy reduction proportional to their exposure to
1^1
the solvent. The model is a lattice model similar to that described by 
Ben-Shaul et al (1984) with additional interaction parameters equiva­
lent to those used in the Monte Carlo simulation. The model shows a 
temperature dependent head roughness.
Results of the mean field model are obtained over a range of tempera­
tures and compared with those of the Monte Carlo simulation (Chapter 
5). Plots of the head roughness, equation (4.27b), against temperature 
suggest a phase transition to a bilayer, indicated by a point of 
inflection as seen in the Monte Carlo work. This is novel behaviour in 
a mean field lattice model of a bilayer. Models of monolayers which do 
not consider the effects of surface roughness have been reported with 
intermolecular potentials between the chains and solvent e.g. Cantor & 
Mcllroy (1989).
6.2 LATTICE MODELS
Lattice models have been studied extensively by the groups of Ben- 
Shaul et al and Dill et al [Dill & Flory 1980a,b] [Ben-Shaul et al 
1984,1985a,b] [Szleifer et al 1985] [Dill et al 1988] [Naghizadeh & 
Dill 1988]. Systems of N identical amphiphilic chains are considered. 
The amphiphiles consist of s segments connected by s-1 flexible bonds, 
with the first site designated as the head group and the remaining s-1 
sites represent the hydrocarbon tail. The amphiphiles are placed on 
the lattice with each segment occupying a single lattice site.
Spherical and cylindrical lattices are used to represent micelles, and
cubic lattices are used for bilayers or monolayers. The chains are
placed on the lattice with their heads on the surface and their tails 
occupying the lattice core. The hydrocarbon core is divided up into L 
equally spaced layers, parallel to or concentric with the aggregate 
surface.
(a)
€-1=0
€-1 =  1
(b)
€-1=2
Figure 6.1 : Equivalent Schematic representations of a monolayer
(a) heads lie on surface layer and do not contribute to 
packing constraints, (b) heads lie in layer i=l and 
are considered in packing.
Figures 6.1(a),(b) show alternative schematic ways of representing a 
monolayer, similar to that suggested by Dill & Flory (1980). In figure 
6 .1(a), the head groups sit in a surface layer, i=0 , with their first 
bond downwards to layer i=l. The packing constraints apply to layers
l<i<L only, and are thus equivalent to those of figure 6.1(b) in which 
the head segment replaces the first tail segment of the chain. Chains 
in representation 6.1(b) are one segment shorter than those in 6.1(a). 
To keep the notation consistent for both representations n is defined 
to be the number of chain segments contributing to the packing con­
straints. In figure 6.1(a) n=s, while in 6.1(b) n = s-1.
Ben-Shaul et al (1984) developed expressions for the chain conforma­
tional probabilities using the maximal entropy principle. According to 
the maximal entropy principle, the pdf of chain conformations, P(a), 
is that which maximises the entropy function
S = -k Sa P(a)ln[P(a)/g(a)] (6.1)
subject to appropriate constraints on P(a), where g(a) is the degen­
eracy of chain conformation a, and k is the Boltzmann constant.
The constraints are the normalising condition
2a P(a) = 1 (6.2)
and the packing constraints imposed by the aggregate geometry.
To include packing constraints the number of lattice sites in each 
layer of the particular geometry is considered. Ben-Shaul et al (1984) 
expressed these as
= Mi plane
= 3n[2(L - i) + 1] cylinder (6.3)
M| = 4[3(L - i) + 3(L - i) + 1] sphere
where M| is the number of sites in layer i and h is the height of the 
cylinder in lattice sites. These equations are derived by considering 
the volume occupied by the it 1^ layer as shown in figure 6.2.
layer
CYLINDER :
a  = nh (b2 -  a2), a = L -  k,
b = L -  k + 1
Vk= TTh (2(L-k) + 1)
~ 3h (2<L-k) + 1)
SPHERE :
U = (4/3)n (b3 -  a3 ), a = L -  k,
K b = L -  k + 1
Vk= (4/3)11 (3 a  -  k)Z + 3CL -  k) + 1)
= 4 (3(L -  k )Z + 3 a  -  k) + 1)
Figure 6.2 : Volumes occupied by layers in cylindrical and 
spherical aggregates
Assuming uniform (liquid hydrocarbon) density in the aggregate core,
each lattice site is occupied by a chain segment. Hence, the average
number of segments per chain in layer i, <0j>, is expressed as
<0|> = 2a P(a)0i(a) = mi? i = (6.4)
where 0^(a) is the number of segments in layer i of conformation a and
mi = ^i/N. N is the number of amphiphiles. These equations provide L 
constraints on P(a), but only L-l of these are linearly independent as 
2^<0j> = n, where n is the chain length.
The distribution which maximises S subject to the normalisation condi­
tion and the L - l  packing constraints is
L-l L-l 0.(a)
P(a) = g(a) exp[- 2 X ^ ^ a J J / Q  = g(a) IT oo / Q 
i=l i=l
(6.5)
L-l L-l 0 .(a)
Q = 2 g( a) exp[- 2 X,0 -(a)] = 2a g(a) IT tx- 
i=l ' i=l
where cx^  = exp(-X^), X^ are the Lagrange multipliers conjugate to the 
m^’s and Q is the conformational partition function of the chain in 
the aggregate.
All amphiphile conformations may be generated systematically using a 
computer program enabling the determination of 0^(a) and g(a). The 
L-l simultaneous non linear equations
L-l 0|(a)
2a gTaHmj, - d^a)] TT = 0 ,  i = 1,...,L-1 (6.6 )
i = l
may then be solved numerically to give the (x^ ’s. Once solved, the (X^ ’s
are substituted into equation 6.5 to determine the pdf P(a), which in
turn is used to yield the partition function and bond conformation 
averages. In the work presented the L-l non linear equations are 
solved by Newton-Raphson iteration.
In practice the 0^(a) and g(a) are only determined approximately for 
long chains as the method used does not exclude all hard core interac­
tions between chain segments. For a given chain length, n, in which 
the chain segments are numbered 1 to n, Ben-Shaul et al (1985b) gener­
ate all chain conformations of the form {a} = {i^,ig»...ji^j.••>in )> 
where i^ is the layer in which segment k is placed. The degeneracy of 
each conformation is calculated assuming four possible bond positions 
between lateral sites and a single bond between sites connected verti­
cally. The method is only correct for hard core interactions between 
chain segment k and segment k-1 and is therefore not exact for chains 
longer than 4 segments.
Having determined the chain conformations {a}, it is necessary to 
express the packing constraints. The number of downward, lateral and 
upward transitions in layer i due to each chain conformation, d^(a), 
r^(a) and u^(a) are counted using the set {a}. Equation 6.4 is reex­
pressed as
<0^> = <d|> + <Tj> + <u^> = m^ (6.7)
where <d^>, and <u^> are the average number of downward, lateral
and upward transitions per chain in layer i. Each of these averages 
can be expressed in terms of P(a) i.e.
<di> = Sa P(a)di(a)
<rA> = Za P(a)ri(a) (6.8 )
<u^> = Za P(a)u^(a)
Expressing the packing constraints in this way enables chain conforma­
tional averages to be calculated. For example, the distribution of 
chain ends is given by the probability of finding the nt 1^ chain seg­
ment in layer i, t^. This can be expressed as
ti = (<di> + <ui>) + (<di+1> + <ui_1>) (6.9)
Figure 6.3 [Ben-Shaul et al 1985b] shows example chain distributions 
for a chain of length n=7 in different aggregate geometries.
0.8
0.6
0.4
Layer i
Figure 6.3 : Probabilities of chain termination of 7-segment chains in 
(a) a bilayer of half-thickness, L=6 , (squares), (b) a 
cylinder, L=7, (triangles) and (c) a sphere, L=7, 
(circles). [Ben-Shaul et al 1985b]
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Dill et al expressed the constraints on the system in a slightly 
different way. They apply the conservation of length
Zi (d^(a) + r^ (a) + Uj(a)) = n (6.10)
together with the constraint of chain connectivity which enables the 
use of a matrix method to generate the chain conformations. Again a 
maximal entropy approach was used to determine the pdf of chain con­
formations, although in the original work of Dill & Flory (1980)(1981) 
this was not necessary as chain reversals were ignored which fully 
constrained the system. Dill et al estimate the surface density term, 
m-p from experimental data. Their value is primarily dependent on the 
temperature, solvent and chemical structure of the chains.
Figure 6.4 shows layer order parameters calculated for a monolayer 
with different values of surface density. [Dill & Flory 1980]. The 
layer order parameter for layer i, S p  is defined as
where 0  ^ is the angle of a bond in layer i with respect to the normal 
of the layer surface. The brackets <...> indicate averaging over all 
conformations. On a cubic lattice there are only two possible bond 
angles, 0° and 90°, and thus equation 6.11 reduces to
S i = <3/2 Cos2(0i) - l/2> (6 .11)
Si = 1 - 3/2SaP(a)ri(a) (6 .1 2 )
where £„P(a)rj(a) is the fraction of sites in layer i occupied viacI 1
lateral bond placements.
Layer number from polar heads
Figure 6.4 : Layer order parameters for a monolayer with n=25 :
m2=0.60(---), mi=0.80 (----), m^=0.95(-•-)
[Dill & Flory 1980]
It is seen that the layer order is dependent on the surface density 
chosen, which is effectively determining the layer thickness, L. The 
figure indicates that the layer order parameter remains constant over 
the initial layer. This is probably due to the exclusion of chain 
reversals.
In the case of interdigitating bilayers [Ben-Shaul et al 1985a], the 
expression for P(a), equation 6.5, remains valid provided the 0^(a) 
are replaced by
0^(a) = 0^(a) + 02L-i+l(a ) (6.13)
Ben-Shaul et al also pointed out that the formulation could be extend-
150
ed to include chain conformation energies.
L-l
P(a) = g (a )exp[-E{a )/kT - U j  0i(a)] / Q
i = l
(6.14)
where E(a) is an internal energy which is dependent solely on the 
conformation, a, of the chain. It is proportional to the number of 
kinks in the chain and is equivalent to a gauche bond energy cost. The 
internal energy is expressed as
where x is the energetic cost assigned to each kink in the tail, xQ is 
the energetic cost assigned to a kink in the first bond kQ (a) = 0 or 1 
if there is or is not a kink between zeroth and first bonds. k(a) is 
the number of internal kinks in conformation a. Equation 6.5 now 
becomes
where w = exp(-x/kT) and wQ=exp(-xQ/kT).
Figure 6.5 displays bond order parameters for bilayers of different 
thickness [Szleifer et al 1985] and shows the effect of interdigita- 
tion. The bond order parameters are similar to the layer order parame­
ters but consider the order along the chain as opposed to the order 
through the aggregate. The bond order parameter, Sk , is defined as
E(a) = k0 (a)xQ + k(a)x (6.15)
P(a) = g(a)wQ^^a ^ w ^ ^ / Q (6.16)
Sk = <3/2 Cos2(0k ) - l/2> (6.17)
where 0k is the angle of a bond in layer i with respect to the normal 
of the layer surface. On a cubic lattice, equation 6.17 reduces to
Sk = 3/2P£ - 1/2 (6.18)
where Pk is the overall probability of finding the kt 1^ bond parallel 
to the normal of the layer surface.
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Figure 6.5 : Bond order parameters for a planar bilayer with kink
energy parameters xQ=0.7, x=0.3. The dashed curves refer 
to chains prevented from crossing the midplane (no 
interdigitation). [Szleifer et al 1985]
Interdigitation in bilayers is shown to be significant, but that chain 
stiffness effects were found to play a secondary role to packing 
constraints.
Gruen (1985a,b) extended the single chain models to include a more
realistic model of the amphiphile chain, which involved taking it off- 
lattice.
6.3 OFF LATTICE MODELS
An off-lattice single chain model was described by Gruen (1985a,b) and 
similar models have been used by others in recent years e.g Szleifer 
et al (1986) (1988) and Ben-Shaul et al (1987). As with the lattice 
models, described above, the amphiphiles are constrained to a hydro- 
phobic core. The amphiphilic molecules are of the form X-(CH2 )n_i-CH3 
where X denotes the hydrophilic head. The chain conformations, a, are 
obtained by randomly sampling from bond sequences generated according
to the rotational isomeric (RIS) scheme [Flory 1969]. In the RIS
model, the conformation of a chain is fully specified by the sequence 
of trans/gauche bonds along the backbone and the three Euler angles 
describing the orientation of the chain relative to the interface. It 
is necessary that the sample of conformations is large enough for 
properties of the sample to be almost independent of the sample used.
As with the lattice models described above, the chains are placed on 
planar, spherical or cylindrical geometries to represent the hydropho­
bic core of a bilayer or spherical or cylindrical micelle. The hydro- 
phobic cores are divided into layers, i=l to 7, parallel to or concen­
tric; with the aggregate surface.
The model is constrained such that when the ensemble average is taken
over all conformations, the aggregate is packed at liquid hydrocarbon
density. Head group positions are randomly sampled within a small
interval normal to the interface, thus allowing some chain conforma-
tions with part of the chain outside the hydrophobic core, but these 
conformations are subject to a hydrophobic free energy cost.
In describing the packing constraints, Gruen (1985a,b) takes into
account that the volume of the chain terminal, CHg, segment has great­
er volume than a CH2 segment. The packing constraints are described by 
the product where is associated with layer i and is
adjusted to comply with the packing constraints. Vj is the ratio of
the volume of the j segment over the volume of a CH2 group. Vj = l
except for the methyl group.
The probability of a chain in conformation a, P(a), is given by
VJP(a) = (nj(a±) ) exp[-E(a)/kT] / Q (6.19)
where k is the Boltzmann constant, Q is the partition function and
E(a) is the energy of conformation a. E(a) is given by
E(a) = Eint(a) + Sj W j ( a )  (6.20)
E^n^(a) is the internal energy of the chain (cf. equation 6.15) and is
of the form
E i n t(a ) = ng(a>Eg (6‘21>
where ntf(a) is the number of gauche bonds in conformation a, and Etf is
the energy of a gauche bond.
The hydrophobic free energy cost for chains protruding outside the 
core is modelled by the term It is assumed
w.j (a) - H ®HC(rj) )f j(a)FHC_w (6 .2 2 )
where iR the vnlninp frartinn nf the hvdronarbnn at r-: f -(a) 
is the fractional increase in the chain water contact due to the 
position of chain segment j and is the free energy cost of
transferring CH2 groups from bulk hydrocarbon to water. ^HC(r) is 
modelled as
where A and 1 are adjustable parameters.
The results are generated by an iterative technique. After each itera­
tion, the partition function for the chain is evaluated and ensemble 
averages are calculated.
Extensive comparison was made with the molecular dynamics simulation 
of van der Ploeg and Berendsen (1983) and with experiment. Good quan­
titative agreement was achieved, but this required some parameter 
adjustment. In Gruen (1985b), the results are fitted to experimental 
data by multiplying the pdf by a factor (sin9)x , where 0 is the angle 
of the bond between the head group and the first chain segment with 
the z axis, and x is an adjustable parameter depending on the amphi- 
phile in question.
$HC(r) = Aexp(-r / 1) (6.23)
Szleifer et. al (1986), also use the RIS description of amphiphile
chains, but model surface roughness differently. They introduce a 
density profile, {p^}, into the packing constraints. Equation 6.4 now 
becomes
<0 j> = ^ 114, i=l, . . . ,L (6.24)
where p^ is the average segment density in layer i of the hydrophobic
core. Layers towards the centre of the core had density p^ = 1, whilst
those near the surface were given densities 0 < p^ < 1. The model also
includes a gauche bond energy cost, .^(a).
Equations 6.6 are reexpressed as
L 0|(a)
Sa[0i(a) - p ^ j w f a )  JIC4  = 0, i=l, . .. L-l (6.25)
i = l
where w(a) is related to the internal energy of the chain, E^n .^(a), by
«(a) = exp(-Eint(a)/kT) (6.26)
Results are obtained as with the lattice models without the need for 
ensemble averaging.
By adjusting the density profile accordingly, Szleifer et al achieved 
good agreement with experimental results and with Gruen (1985a,b). 
They also compared chains with a gauche bond energy against flexible 
chains and found that the effect of the internal energy on the bond 
order profile was qualitative rather than quantitative. They concluded
that the qualitative nature of the results using RIS model chains were 
identical to those derived for the approximate lattice model chains.
A further development has been to study aggregates with chains of 
mixed lengths [Ben-Shaul et al 1987] [Szleifer et al 1988]. Bending 
energies for bilayers with chains of different lengths were calculat­
ed. Their results indicate that the bending energy of a bilayer with 
chains of two different lengths is less than that of bilayers occupied 
solely by either of the two chain lengths used. See figure 6.6.
O pure, n = 12 
□  pure, n = 6 
A m ixed,Xs = 0.5
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Figure 6.6 : Bending energy k vs. area per molecule for two single 
component bilayer systems and their equimolar mixture. 
[Szleifer et al 1988]
6.4 EXTENSION TO MODEL
It has been observed in the reported Monte Carlo simulation of an 
amphiphile and solvent system, that the transition from a bicontinuous 
region to a lamellar region can be characterised by the change in
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surface roughness, particularly the head roughness.
At high temperatures, in the bicontinuous region, the heads remain 
partly buried in the hydrophobic core but on cooling to the lamellar 
region the head groups are forced out of the surface and are fully 
solvated. In figure 6.7 the temperature dependence of the second 
differential of the head roughness for the s=4, N=512, y=-2.0 system 
is plotted with the temperature dependency of the mean cluster size 
for the same system. (See figures A26, Appendix A).
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Figure 6.7 : Phase transition of the s=4, y=-2.0, 50% amphiphile 
concentration system on cooling (crosses represent 
d /0^/d(fl-^)“'j where is the head roughness and squares 
represent the mean cluster size.
The phase transition is seen as the main point of inflection on the 
temperature-head roughness plot. (At a point of inflection the second 
differential crosses th y=0 axis.) The tail-solvent interaction re­
mains minimal in both bicontinuous and lamellar regions.
A mean field model is presented which has a temperature dependent 
surface roughness similar to that of the simulation. An important 
variation from previous mean field lattice models is that the head 
groups are allowed to lie in either layers 0 or 1 of the lattice, 
where they experience different exposure to solvent. Figure 6.8 is a 
schematic representation of the lattice.
t i = Qfi=1f i = 2f i = L
Figure 6.8 : Schematic representation of lattice
For simplicity, it is desirable that the hydrophobic free energy costs 
and reductions acting on a given chain are a function of the chain 
conformation, a, only. This can be achieved by making the following 
assumptions which are consistent with results from our Monte Carlo 
simulations made :
(i) Layer i=0 contains only head sites.
(ii) Each head site in layer i=0 is fully solvated.
(iii) Layers 1 < i < L are fully packed, i.e they have no vacant 
sites.
(iv) Layer i=l contains both head and tail sites.
+ l. i if. j1 1 1 1 IB 1 Ml■lad 1 1 LI I 1—1 1  I"+i !■ 1 ii iM B
----  LE—-E-HL“i i ■ nil -J-1 r l m■■ 4i + map i i  * ■
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(v) Layers 2 < i < L are occupied by tail sites only.
The solvent sites are not modelled explicitly, but are assumed to 
occupy all sites in layer i=0 not occupied by head segments.
The internal energy of conformation, a, U(a) is modelled by
U(a) = ^TS^^^^"TS (6.2/)
Epjg and E-pg are the interaction energies associated with single near­
est neighbour head-solvent and tail-solvent bonds, npjg(a) and nrpg(a) 
are the number of head-solvent, and tail-solvent bonds associated with 
conformation, a. Chain conformations with a head group in layer i=0 
have npjg(a)=5 and those in layer i = l have n^g(a) = l. The value of 
iiqig(a ) is eciuivalent to the number of tail segments of conformation, 
a, lying in layer i = l, except for those with heads in layer i=l. In 
such cases it is the number of tail segments in layer i=l minus one.
In reduced units, equation (6.27) becomes
U(a)/ kT = fi(nTg(a) + ynHg(a)) (6.28)
where fl = Efpg/kT and y = Epjg/Erpg. The L-l packing constraints are 
described by a modification of equations 6.6 to include equation 6.28
where g ’(a) may be thought of as an effective degeneracy and is given
by
g ’(a) = g(a) exp(-U(a)/kT) (6.30)
Similarly, by analogy with equation 6.5, the probability of a confor­
mation, a, P(a) is
L-l L-l 0i(a)
P(a) = g ’ (a ) exp[- 2 X ^ l a H / Q  = g ’(a) IT <x ,  / Q
i=l i=l
(6.31)
L-l L-l 0 i ( a )
Q = 2a g ’ (a ) exp[- 2 X ^ f a ) ]  = 2a g ’(a) II ex, 
i=l i=l
6.5 THE PROGRAM
The extended mean field model was coded in Fortran. A top level algo­
rithm is given below.
pseudo code : mean field model of surface roughness 
begin
input chain length(n), number of layers(L) 
input y, 0
generate all chain conformations for given chain length 
set a = 0
while (a < number of conformations) 
set a = a + 1
calculate degeneracy of conformation a
determine number of segments in each layer due to conformation a 
weight degeneracy of conformation a by exp{-B(nrpg(a)+yn^g(a)}
end while
I ip)
determine probability of each conformation
calculate head roug'hness (or any other thermodynamic property) 
end
6.5.1 Generating Chain Conformations
To model a rough surface two distinct sets of chain conformations are 
used. We consider all chain conformations with the head segment in 
layer i=0 to be of type-A and those with the head segment in layer i=l 
to be type-B chains.
*i=0
fi=i
f
(a) (b) (c)
Figure 6.9 : Distinct chain conformations: (a) type-A with head group 
in layer i=0, (b) type-B with head group in layer i=1,
(c) type-A equivalent conformation of (b)
Figure 6.9 shows an example of the two chain types. In order to be 
consistent with the Monte Carlo simulation, the head group size is set 
equal to the size of a tail segment. Thus the packing constraints of a 
type-B chain of length n are equivalent to a type-A chain of length 
( n + 1 ) .
All possible two dimensional chain conformations for chain lengths n
Ife*
and (n+1) are generated in the form { a^ } = {ij ^2 ,. . . , i^,. . . , ifi} and 
{ag} = {il., i2, . . . , i^,. . . , i , in+| }, where is the layer in which the 
k ^ 1 segment is placed. A recursive algorithm is used which ensures all 
possible chain conformations are generated. Chain conformations in 
which there are immediate reversals, i.e. an upward bond directly 
succeeds a downward bond, are rejected.
6,5.2 Determining The Degeneracies
The chain conformations are degenerate because a lateral site place­
ment in a given layer can be in any of four directions for a cubic 
lattice. For each chain conformation , a^ or ag, the degeneracies g(a^) 
and g(ag) are determined by multiplying the individual degeneracies 
due to each bond in the conformation. Consider the chain conformation 
shown below.
{a} = {1 1 2 3 3 3 3} 
degeneracy = 4xlxlx4x3x3 = 144
The first two tail segments lie in layer i=l; thus the bond between 
them is a horizontal one, which has a degeneracy of 4. The next two 
bonds are downward bonds reaching layer i=3. These vertical bonds are 
not degenerate. The remaining three sites in the chain are all in 
layer i=3, which implies there are three consecutive horizontal bonds. 
The first of these bonds is assigned a degeneracy of 4 as there are 
four possible lattice directions it can occupy. In the case of the 
second horizontal bond one of the four directions is occupied by the 
previous site, thus this bond has a degeneracy of three. The determi­
nation of the correct degeneracy for further successive horizontal
bonds becomes increasingly complicated and is usually evaluated by 
making approximations [Ben-Shaul 1985b], Thus hard core interactions 
are ignored between sites separated by a segment or more, and each 
successive horizontal is assigned bond a degeneracy of 3.
6.5.3 Conformational Probabilities
The conformation probabilities are found by solving for the oc^ ’s in 
equation 6.29 and substituting in equation 6.31. The oc^ ’s are found by 
Newton-Raphson iteration as shown in Appendix B.
6.5.4 Head Roughness
The main property of interest is the mean head roughness, This
is defined to be consistent with equation 4.27b as follows
= 2^ P(a)n^g(a) (6.32)
where ^he number of head-solvent bonds associated with
conformation a.
6.6 RESULTS
The model is examined to show the variation with temperature of the 
amphiphile chain length, bilayer thickness and head-solvent interac­
tion on the bilayer. The model is also compared to results from the 
Monte Carlo simulation for a bilayer with chain length s=6.
6.6.1 The Head-Solvent Interaction, y
The mean field model was solved over a range of temperatures for 
bilayers with half thickness L=4 occupied by chains of length s=6. The 
head roughness was determined with three different head-solvent poten­
tials, y=-0.5, -1.0 and -2.0. The results are. shown below in figure 
6.10.
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Figure 6.10 : Temperature dependence of head roughness for various 
y. n=6, L=5.
The point of inflection marking the transition to a bilayer is clearly 
seen. Doubling y almost exactly doubles the temperature at which the 
point of inflection occurs. This is because the head roughness is 
effectively a measure of the average number of head solvent bonds per 
amphiphile.
6.6.2 Effect Of Chain Length
The variation of head roughness with temperature for chains of lengths
n=6 and 7 was investigated for a bilayer half thickness, L=5 and head-
solvent potential, y=-1.0. The variation was only slight; the head
roughness is lower at high temperatures for the longer chain amphi-
philes. At high temperatures the tail-solvent interactions are less
significant and conformations of chains are possible with some tail- 
solvent contact.
6.6.3 The Bilayer Thickness
The temperature dependence of the head roughness was examined for
amphiphiles of length n=6 and head-solvent potential, ^ =-1.0, for
bilayers with widths L=2, 3, 4 and 5. The variation of head roughness 
with L was negligible. This is because the tail-solvent interactions 
are not significant and the head roughness depends only on the value 
of y and the temperature. Although the head roughness values vary
little with the bilayer thickness the chain conformations are dis­
tinctly different. This is shown in figure 6.11.
1.00
O. 75 
0.50  
^  0*25
0.00  
-0 .25  
-0 .50
Figure 6.11 : Bond order parameters from mean field calculations of 
bilayers. n=6, y=-l.0, B- -0.75
The figure shows that bond 0, (the bond between the head group and 
first tail group), is well ordered. It lies perpendicular to the 
surface of the bilayer. The bond order decreases moving down the 
chain. The thicker bilavers force order on bonds lower down the chain 
than thinner ones.
6.6.4 Comparison With Simulation
The mean field model of a bilayer described cannot be applied to 
bilayers with half-thickness L < 2. This prevents a direct comparison 
with the results from the Monte Carlo simulation for the chain length 
s=4, which was studied in most detail, as the bilayers produced have a 
maximum thickness, 2L = 3.
To enable a direct comparison between mean field and Monte Carlo 
models, results were obtained using the simulation for the n=6, y=-2.0
system at an amphiphile concentration (60%), which yields a bicontinu- 
ous to lamellar phase transition. The resulting' bilayers have half­
thickness L=2 and can thus be compared with the mean field model. 
Figure 6.12 shows the variation of head roughness with temperature for 
the n=6, y=-2.0 system as obtained from the simulation. The crosses 
indicate the temperature dependence of the mean cluster size and show 
the phase transition temperature.
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Figure 6.12 The temperature dependence of the head roughness 
(squares) and the mean cluster size (crosses) from a 
simulation bilayer with n=6, L=2 and y=-2.0.
0.2 5.0
0.1
0.0
ic.w
^  - 0.1 
\
I9*11 - 0.2
3.0
N
-0.3 2.0
-0.4
-0.5 1.010
reduced tenperature, p *
Figure 6.13 : Mean field temperature dependence of the head roughness 
(squares) and its second differential (solid line). n=6, 
7=-2.0, L=2.
The equivalent system is examined in the mean field approximation and 
the resulting head roughness is shown in figure 6.13. The figure shows 
a similar point of inflection, but it occurs at a higher temperature. 
Interestingly, decreasing the magnitude of the head-solvent interac­
tion to 7=-1.0 shifts the point of inflection to approximately coin­
cide with that produced by the simulation. This is shown below in 
figure 6.14.
reduced temperature, p-*
Figure 6.14 : Mean field temperature dependence of the head roughness 
(squares) and its second differential (solid line). n=6, 
y=-1.0, I.=2.
The reason for the difference in the phase transition temperature 
obtained, with the same n, L and y, from the simulation and from the 
mean field calculation is unclear. However, it should be noted the 
simulations model multiple bilayers and that the temperature of the 
transition to the bilavers is dependent on the total amphiphile con­
centration; a parameter not included in the mean field calculation.
Figure 6.15 compares the order parameters of simulation and mean field 
models at high and low temperatures. The mean field results use a 
value of y scaled such that the transition to the bilayer occurs at 
approximately the same temperature that in the simulation.
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Figure 6.15 : Order parameters from simulation and mean field models 
at high and low temperatures.
The order parameters derived from the mean field model are in reasona­
ble agreement with those of the simulation, although the mean field
model is not able to predict the almost complete lack of order shown 
in the simulation results for bond, k=l. In both approaches the order 
parameters indicate greater chain order at the lower temperature.
6.7 SUMMARY
The phase transition temperature to an ordered bilayer of a mean field 
model has been determined as being the point of inflection of a plot 
of head roughness against temperature. For a given head-solvent poten­
tial, y, the phase transition temperature predicted by the mean field 
model is approximately twice that observed in the simulation. Good 
agreement for the variation of head roughness with temperature is
achieved by solving the mean field model with a value of head-solvent 
interaction set to half of that used in the simulation. However, the
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□ s inu lation , p- l=l .4
- x near field, p” l-1.4 -
❖ simulation, p- -^=0.9
+ mean field, p~*=0.9
+
X o¥□
a $ $
■ * ■ ■ »
reason for this is unclear. Reasonable agreement is obtained between 
bond order parameters of the simulation and mean field model, although 
the mean field approach tends to ’smooth out’ the fine detail.
7 SUMMARY AND CONCLUSIONS
A three dimensional lattice model of an araphiphile-solvent mixture has 
been developed which displays the essential features of real lyotropic 
systems. Monte Carlo simulations have been used to investigate the 
effect of the model parameters i.e the head-solvent interaction, Y,  
the reduced temperature, ft the amphiphile concentration and the 
chain length, s on a range of observables. The chains are completely 
flexible. The amphiphile concentration was controlled by varying the 
number of amphiphiles in the system, N, or by changing the size of the 
lattice. Because of the large number of parameters in the model it has 
not been possible to examine all the parameter space in detail.
In most of the simulations the amphiphiles were allowed to self-assem- 
ble by cooling from a high temperature random configuration to a low 
temperature ordered configuration. Aggregates observed include small 
roughly spherical micelles, large cylindrical micelles, ordered multi­
ple bilayers and a vesicle.
The different structures obtained from the simulations are classified 
according to their size, shape and surface roughness. The ratio of the 
smallest to the largest principal moments of inertia has been shown to 
be a useful way of characterising amphiphilic aggregates according to 
their shape. The ratio provides a clear distinction between spherical, 
cylindrical and planar structures. Contour maps of this parameter 
plotted as a function of reduced temperature and amphiphile concentra­
tion are a good way of showing the phase diagram. The measurement of 
cluster size is particularly important in determining a micellar
region as micelles are characterised by a minimum in their cluster 
size distribution.
The temperature-concentration phase diagram has been determined for 
amphiphiles with chain length s=4 and head-solvent interaction, y=- 
2.0. This value of head-solvent interaction was chosen because it is 
sufficiently solvophilic for micelle formation at low amphiphile 
concentrations and for the formation of multiple bilayers at high 
amphiphile concentrations. The phase diagram shows many of the fea­
tures associated with real systems, particularly a critical micelle 
concentration and a lamellar region.
Small micelles are observed at low amphiphile concentrations. The 
micelles have mean cluster sizes between 5 and 12 monomers and are 
non-spherical with moments of inertia which suggests their shape is 
between a cylinder and a plane. The micelles have a rough surface, but 
the heads are not fully solvated. In contrast to common models of 
micelle formation, the micelle size increases significantly as the 
amphiphile concentration is increased above the critical micelle 
concentration and only a weak minimum is observed in their cluster 
size distribution curves. The cluster size distribution is also broad­
er than that assumed in thermodynamic models. It is shown that a head- 
head repulsion is not necessary for limiting micelle size. Growth of 
the simulation micelles appears to be limited by entropy.
At high amphiphile concentrations («>45%).there is a transition from a
bicontinuous structure to a multiple bilayer region as the system is
cooled. This is a sharp transition and the existence of hysterisis
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when the system is cooled and then reheated, observed in plots of the 
temperature dependence of the mean cluster size, suggests this transi­
tion may be first order. A plot of the temperature dependence of ratio 
of the number of head-solvent bonds to the number of head sites in
contact with solvent sites, referred to as the head roughness, shows a 
point of inflection at the transition temperature of the bicontinuous
to lamellar regions.
Some other regions have been investigated in a preliminary way and the 
following has been noted.
The model is particularly sensitive to the value of the head-solvent 
interaction, y. When y is solvophobic and there is a low amphiphile 
concentration, the amphiphiles condense into a single cluster on 
cooling in which the head groups are evenly distributed throughout the 
cluster.
At low concentrations for slightly solvophilic and moderately solvo- 
philic values of y, (e.g. -1.0 > y > -0.5 for s=4), the system again 
undergoes a phase separation in which the amphiphiles form a single 
large cluster. However the chains pack with most of the head groups on 
the surface of the cluster. This ordering of the head groups increases 
with shorter chains and more solvophilic head-solvent interactions.
At amphiphile concentrations less than approximately 15%, systems with 
chains of length s=3 and s=4 have formed small micelle-like clusters 
when y is strongly solvophilic e.g y=-2.0. It is likely that micelles 
would occur with longer chain lengths, but the model has not been 
simulated using long chains with sufficiently high head-solvent inter­
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actions. Increasing the chain length will require increasingly solvo­
philic values of y if micelles are to be observed. This is because 
increasing the chain length increases the tail-solvent interactions 
and these repulsions dominate the simulation at the expense of the 
head-solvent interactions which are not able to equilibrate fully.
At high amphiphile concentration, (above * 50% by volume), chains of 
length s=4 cool to form multiple bilayers w h e n  head-solvent inter­
action, y=-2.0. In the bilayers the head groups are almost totally 
solvated, thus y must be sufficiently solvophilic. However, if y is 
too solvophilic, (e.g y=-5.0), the head groups quickly become fully 
solvated at high temperatures and there is no further ordering of the 
tails on cooling. The possibility of obtaining multiple bilayers using 
amphiphiles with chain lengths other than s=4 has not been investigat­
ed. For longer chains the simulations would require a larger lattice 
than those considered here and would thus be more expensive in comput­
er resources.
A mean field lattice model of a bilayer has been developed which has 
similar interaction energies to the Monte Carlo model. The model has 
temperature dependent head-solvent and tail-solvent interactions at 
the bilayer surface and shows a transition to an ordered bilayer on 
cooling. The transition temperature is given by the temperature at 
which the main point of inflection occurs in a plot of the head rough­
ness against temperature.
For a given head-solvent potential, y, the phase transition tempera­
ture predicted by the mean field model is approximately twice that
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observed in the simulation. Good agreement for the variation of head 
roughness with temperature is achieved by solving the mean field model 
with a head-solvent interaction set to half of that used in the simu­
lation. However, the reason for this is unclear. Reasonable agreement 
is obtained between bond order parameters of the simulation and mean 
field model, although the simulation tends to ’smooth out’ the fine 
detail.
The inclusion of the tail-solvent interactions in the mean field 
calculation had a negligible effect on the chain ordering in the 
bilayer. The interactions remained at their minimum value except at 
very high temperatures where the energy cost of having an increased 
tail-solvent interaction is small.
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8 FUTURE WORK
The phase diagram obtained for amphiphiles with a chain length of 4 
could be improved by studying larger systems for longer runs. This is 
particularly the case at high amphiphile concentrations and low tem­
peratures where the simulation statistical errors are greatest. Study­
ing a larger system may provide evidence for a hexagonal phase.
The micelles observed in the current work show a wide cluster size 
distribution. A sharper distribution may be obtained by including a 
long range head-head repulsion term. Including this term may give a 
better representation of amphiphiles with ionic head groups. Alterna­
tively systems could be studied in which the head group is larger than 
a tail segment.
In the current work interesting structures such as ’curly bilayers’ 
and a vesicle have been observed for systems with longer chain amphi­
philes. A possible area of future work would be to examine in detail 
the factors which cause curvature in bilayers. A phase diagram which 
included a vesicle would be of great interest as the self-assembly of 
a vesicle by computer simulation has not been shown previously and 
there is still much to learn about the mechanism of their formation. 
To this end, it would be of interest to run simulations with mixed 
amphiphile chain lengths as this is known to cause bending in bilay­
ers. It could be achieved with only minor alterations to the existing 
simulation code.
A further refinement would be to simulate the amphiphiles off-lattice 
using molecular dynamics. This would remove any artifacts caused by
1 "70 1/0
the lattice and allow dynamic information to be obtained. This should 
also allow better comparisons to be made with experiment, but will be 
at the limit of what is possible with current computers.
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anphipnile 
i vol. conc.
N lattice
diaensior.s
reduced teaperature
inii. i final i step1 i
thersaiisation 
M.C steps
data collecting 
K.C steps
No of data 
ducps
0.78 512 64x64x64 1.5 0.8 0.02 50 000 200 000 100
3.125 1024 64x64x64 ! 1.5 0.8 0.02 50 000 200 000 100
6.25 512 32x32x32 1.3 0.7 0.02 20 000 200 000 200
10.0 810 32x32x32 j 1.4 0.9 0.02 20 000 200 000 200
12.5 1024 32x32x32 i 1.4 0.7 0.02 20 000 200 000 200
15.0 1220 32x32x32 0.9 0.02 20 000 200 000 20020.0 410 32x16x16 1.4 0.8 0.02 20 000 200 000 200
25.0 512 32x16x16 1.4 0.9 0.02 20 000 200 000 200
30.0 614 32x16x16 1.4 0.9 0.02 20 000 200 000 200
35.0 717 32x16x16 1.4 0.7 0.02 20 000 200 000 200
40.0 619 32x16x16 1.4 0.9 0.02 20 000 200 000 200
45.0 460 16x16x16 1.4 0.9 0.02 20 000 200 000 200
48.0 492 16x16x16 1.4 0.8 0.02 20 000 200 000 200
50.0 512 16x16x16 1.4 0.9 0.02 20 000 200 000 200
52.5 538 16x16x16 1.4 0.9 0.02 20 000 200 000 200
55.0 563 16x16x16 1.4 0.8 0.02 20 000 200 000 200
57.5 589 16x16x16 1.4 0.9 0.02 20 000 200 000 200
60.0 614 16x16x16 1.4 0.9 0.02 20 000 200 000 200
62.5 640 16x16x16 1.4 0.9 0.02 20 000 200 000 200
65.0 666 16x16x16 1.5 0.9 0.02 20 000 200 000 200
70.0 717 16x16x16 1.5 0.9 0.02 20 000 200 000 200
75.0 768 16x16x16 1.4 0.9 0.02 20 000 200 000 200
table A1 : Run conditions for the s=4, "y=-2.0 phase diagram. A Monte 
Carlo (M.C) step involves N attempted moves, where N is 
bhe number of amphiphiles. The number of data dumps is 
the number of configurations used to sample data.
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Figure A1 : Variation of concentration of monomers in clusters of 
size i, X p  with i. Amphiphile concentration=3.125% 
chain length=4, y=~2 .0 and 13 =1.5
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Figure A2 : Variation of concentration of monomers in clusters of
size i, X|, with i. Amphiphile concentration=3.125%,
chain length=4, y = - 2 . 0  and f3 =l. 38
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Figure A3 : Variation of concentration of monomers in clusters of 
size i, X^, with i. Amphiphile concentration=3.125%, 
chain length=4, 7=-2.0 and B =1.24
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Figure A4 : Variation of concentration of monomers in clusters of
size i, X p  with i. Amphiphile concentration=3.125%,
chain length=4, Y=~2.0 and B =1.16
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Figure A5 : Variation of concentration of monomers in clusters of 
size i, Xj, with i. Amphiphile concentration=3.125% 
chain length=4, y =-2,0 and B”^=1.10
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Figure A6 : Variation of concentration of monomers in clusters of
size i, X^, with i. Amphiphile concentration^. 78%,
chain length=4, y =~2.0 and ft =1.24
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Figure A7 : Variation of concentration of monomers in clusters of 
size i, X^, with i. Amphiphile concentration=3.125% 
chain length=4, v=-2.0 and ft =1.24
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Figure A8 : Variation of concentration of monomers in clusters of
size i, X p  with i. Amphiphile concentration=6.25%,
chain length=4, y = - 2 .0 and 13 =1.24
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Figure A9 : Variation of concentration of monomers in clusters of 
size i, X p  with i. Amphiphile concentration=10.0%, 
chain length=4, ^=-2.0 and B =1.24
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Figure A10 : Variation of concentration of monomers in clusters of
size i, X^, with i. Amphiphile concentration=12.5%,
chain length=4, y = - 2 .0 and B =1.24
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Figure All : Variation of concentration of monomers in clusters of
s:
chain
;ize i, X^, with i. Amphiphile concentration=15.0%, 
:ha  length=4, y=-2.0 and B =1.24
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Figure A12 : Variation of concentration of monomers in clusters of
size i, X p  with i. Amphiphile concentration=20.0%,
chain length=4, y - - 2 .0 and (3 =1.24
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Figure A13 : Behaviour of the s=4, ^=-2.0, 0.78% amphiphile conc.
system on cooling, (a) mean cluster size against 
reduced temperature (b) principal moments of inertia 
against reduced temperature
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Figure A14 : Behaviour of the s=4, 'y=-2.0, 3.125% amphiphile conc.
system on cooling, (a) mean cluster size against 
reduced temperature (b) principal moments of inertia 
against reduced temperature
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Figure A15 : Behaviour of the s=4, y=-2.0, 6.25% amphiphile conc.
system on cooling', (a) mean cluster size against 
reduced temperature (b) principal moments of inertia 
against reduced temperature (c) surface roughness 
ag a i n s t temperature.
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Figure A16 : Behaviour of the s=4, y=-2.0, 10.0% amphiphile conc.
system on cooling, (a) mean cluster size against 
reduced temperature (b) principal moments of inertia 
against reduced temperature (c) surface roughness 
ag'a i ns t ternperatu re.
-12
(a) i 1 T"-- -----  I - -[ ' ---■
\ c  a  D
- x •' □ j I
x  | a  : rtean cluster size j
°  a i *  : alternative estimate of j
i
nean cluster size j
□
X °  n  rr CX v
-
□ -
X □
x □x  □X □ -
"
1 1 1
X ^ v C 0 p n n■' 5 5 °  5  o  s  t
I I8 0.9 1.0 1.1 1.2 1.3 1.
reduced tenperature. p-1
(b)
D U D o c D o Q n D n p n u j j ^ j j ^ n ^ ^ D D j j j j
x  ^ w v >• *' v' >S X .VX' V •„ x -X y  . y V -v- . , , - v • • v* • • v vy  •*• X  X  X  X  ^  X  y  X  X
c 0.3
ci 0.2
.» 0.1
(c)
0.9 1.0 1.1 1.2
reduced tenperature, p~^
*x >; >• X X X x X x. X X x V x X X X X X
Ji 3 i n n c c n G E G G c o Q O □ D c  n c
□ c n o □ J
i c-
'totaI j h^ead | /Jtail
0.9 1.0 1.1 1.2
reduced tenperature, p-^
1.4
Figure A17 Behaviour of the s=4, y--2.0, 12.5% amphiphile conc. 
system on cooling, (a) mean cluster size against 
reduced temperature (b) principal moments of inertia 
against reduced temperature (c) surface roughness 
a gains t t, e m p era 1; u re.
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Figure A18 : Behaviour of the s=4, y=-2.0, 15,0% amphiphile conc.
system on cooling, (a) mean cluster size against 
reduced temperature (b) principal moments of inertia 
against reduced temperature (c) surface roughness 
a g a i n s t temperature.
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Figure A19 : Behaviour of the s=4, y =-2.0, 20.0% amphiphile conc.
system on cooling, (a) mean cluster size against 
reduced temperature (b) principal moments of inertia 
against reduced temperature (c) surface roughness 
against temperature.
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Figure A20 : Behaviour of the s=4, y =-2.0, 25.0% amphiphile conc.
system on cooling, (a) mean cluster size against 
reduced temperature (b) principal moments of inertia 
against reduced temperature (c) surface roughness 
against temperature.
(a)
(b)
(c)
v. 400
“ 200
0.3
J 0.1us.
1.0 1.1 1.2
reduced tenperature, p-^
Q ^ P Q Q i j ^ c j c c c i D n n o Q g D i  
x v y x x x :< x x x x x x x x x i
^ O Q O ^ O q -Oq. O O
1.0 1.1
reduced tenperature, p"
1.21
□ □ C Q D D O D n a D o a o D a c n D D a c D t
- -i 0 o c
□ t^ota1
> h^ead0 t^ail
1.0 1.1
reduced tenperature, p"
1.21
Figure A21 : Behaviour of the s=4, v=-2.0, 30.0% amphiphile conc.
system on cooling', (a) mean cluster size against 
reduced temperature (b) principal moments of inertia 
against reduced temperature (c) surface roughness 
against temperature.
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Figure A22 : Behaviour of the s=*l, >--2.0, 35.0% amphiphile conc.
system on cooling-, (a) mean cluster size against 
reduced temperature (b) principal moments of inertia 
against reduced temperature (c) surface roughness 
a g a L n s t. temperatu r e.
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Figure A23 : Behaviour of the s=4, 7=-2.0, 40.0% amphiphile conc.
system on cooling', (a) mean cluster size against 
reduced temperature (b) principal moments of inertia 
against reduced temperature (c) surface roughness 
against temperature.
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Figure A24 : Behaviour of the s=4, v=-2.0, 45.0% amphiphile conc.
system on cooling’, (a) mean cluster size against 
reduced temperature (b) principal moments of inertia 
against reduced temperature (c) surface roughness 
against temperature.
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Figure A25 : Behaviour of the s=4, y=-2,0, 48.0% amphiphile conc.
system on cooling, (a) mean cluster size against 
reduced temperature (b) principal moments of inertia 
against reduced temperature (c) surface roughness 
against temperature.
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Figure A26 : Behaviour of the s=4, •y=—2.0, 50.0% amphiphile conc.
system on cooling, (a) mean cluster size against 
reduced temperature (b) principal moments of inertia 
against reduced temperature (c) surface roughness 
against temperature.
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Figure A27 : Behaviour of the s=4, y =-2.0, 52.5% amphiphile conc.
system on cooling', (a) mean cluster size against 
reduced temperature (b) principal moments of inertia 
against reduced temperature (c) surface roughness 
a g a i n st. temper a t u r e .
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Figure A28 : Behaviour of the s=4, v=-2.0, 55.0% amphiphile c-onc.
system on cooling', (a) mean cluster size against 
reduced temperature (b) principal moments of inertia 
against reduced temperature (c) surface roughness 
a g a i n s t t e m p e r a t u r e .
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Figure A29 : Behaviour of the s=4, y=-2.0, 57.5% amphiphile conc.
system on cooling, (a) mean cluster size against 
reduced temperature (b) principal moments of inertia 
against: reduced temperature (c) surface roughness 
agai nst. temperature.
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Figure A30 : Behaviour of the s=4, y =-£.0, 60% amphiphile conc.
system on cooling, (a) mean cluster size against 
reduced temperature (b) principal moments of inertia 
against reduced temperature (c) surface roughness 
against. temperature.
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Figure A31 : Behaviour of the s=4, y=-2.0, 62.5% amphiphile conc.
system on cooling, (a) mean cluster size against 
reduced temperature (b) principal moments of inertia 
against reduced temperature (c) surface roughness 
agairist; temperature.
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Figure A32 : Behaviour of the s=4, y=-2.0, 65.0% amphiphile cone, 
system on cooling, (a) mean cluster size against 
reduced temperature (b) principal moments of inertia 
against reduced temperature (c) surface roughness 
against temperature.
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Figure A33 : Behaviour of the s=4, y=-2.0, 70.0% amphiphile conc.
system on cooling, (a) mean cluster size against 
reduced temperature (b) principal moments of inertia 
against reduced temperature (c) surface roughness 
a g a ins t ternpe ra t u r e .
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Figure A34 : Behaviour of the s=4, y =-2.0, 75.0% amphiphile conc.
system on cooling', (a) mean cluster size against 
reduced temperature (b) principal moments of inertia 
against reduced temperature (c) surface roughness 
against temperature.
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In the mean field model, Chapter 6, it is necessary to determine the 
roots, oc., of L-l simultaneous equations. For simplicity, equations 
(6.29), Chapter 6, are expressed as
F i (<Xi, ocg , . ..,ocL_j) = 0, i = l,. . . , L-l (Bl)
The Newton-Raphson iteration gives successively better estimates of 
the 0C| using' the relationship
X = F ’ 1 F (B2)
F1 F* =
bF^/boc^ bF^/boc^ . . .  SFj/aoc^j
f2 bF^/bocj bF^/boc2 . . .  6 F 2 / 6 ocl _ 1
FL-1_ 6FL-l/d*l • • 6L-l/&otL-l
and
X =
°C 1 - oclj 
“ 2 "  a l 2
“L-l °‘1L-1
X is a vector of errors given by the difference of the current esti­
mates of (Xj and their predicted improved estimates, cxl^ . Pseudo-code 
for estimating the (*• is given below.
2L
pseudo code : Solving <x- 
begin
input initial estimates oc^
set err^ = 0
while (err^ ^ 0)
determine F 
determine F ’ 
determine F ,_
set X = F ,_1F
set oc. = <xl^  
set ocl^  = °o - 
set err| = oc^ /ocl ^
end while
end
The inverse matrix F ’-  ^ is determined from F using Gaussian Elimina­
tion with partial pivoting.
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