Groundwater is a key factor in the formation, occurrence and development of landslides in reservoir bank. Long-term prediction of the underground water level is not only the prerequisite for long-term prediction of slope stability in reservoir bank, but also the key for ensuring the safe operation of the reservoir [1] . According to statistics, more than 90% of the rocky slopes damage and groundwater are related, and 30%e40% of 
Introduction
Groundwater is a key factor in the formation, occurrence and development of landslides in reservoir bank. Long-term prediction of the underground water level is not only the prerequisite for long-term prediction of slope stability in reservoir bank, but also the key for ensuring the safe operation of the reservoir [1] . According to statistics, more than 90% of the rocky slopes damage and groundwater are related, and 30%e40% of the dam accident damage caused by the groundwater flow [2] . The Three Gorges Dam begins to store high water level in October each year and to flood the low water level at next flood season, and the reservoir level since 2009 started to keep 145 me175 m fluctuations. The significant and cyclical fluctuations of water level coupled with the impact of heavy rainfall produce dramatic changes in the groundwater power field of landslide area, thereby threatening a large number of landslides stability located in both sides of reservoir [3] . Therefore, the dynamic prediction of groundwater level plays a key role in the evaluation of landslide stability.
The groundwater level in the landslide has a complex nonlinear relationship between the natural and anthropogenic factors with uncertain characteristics of randomness and fuzziness, so it is difficult to express a deterministic model [4] . Jiang et al. [5] built radial basis function-neural network model, which was to predict the groundwater level of Huanglashi landslide. Liu [6] built a dynamic prediction model of underground water level by the genetic algorithm (GA) and the back propagation neural network (BPNN) which was used in a specific water resource spot. Peng et al. [7] analyzed the response relationship between influential factors and ground water level, and used a nonlinear genetic algorithm and support vector regression (GA-SVR) model to predict the values of ground water level in landslides. Sangrey [8] using deterministic methods and numerical simulation studied the groundwater level change with external factors (rainfall, reservoir storage, etc.). Such studies have achieved good results.
However, neural network method has the problems of local minima and selection initial weights. Although some methods such as genetic algorithms, support vector machines can avoid local minima, they generally require a huge amount of computation [9, 10] . In contrast, the decision tree method can easily handle changing data and filter out scientifically important variables for classification and regression. At the same time, the method can be achieved simply with short training time and generated easily understandable rules.
Decision tree classification and regression tree algorithm (CART) is being explored in terms of statistical analysis and data mining, which can use the form of regression equation to predict continuous variables and effectively deal with nonmodeling and solving linear problems [11e13]. Based on this, the groundwater level monitoring data of Shuping landslide in Three Gorges Reservoir area was used to analyze the response relationship between landslide groundwater level change and reservoir water, rainfall and other factors, and then the CART prediction model was established to dynamically predict the landslide groundwater level through the influence factors.
2.
Model theory
CART building
CART, a recursive partitioning method, builds classification and regression trees for predicting continuous dependent variables (regression) and categorical predictor variables (classification). The classic CART algorithm was popularized by Breiman et al. [14, 15] .
In the case of a categorical variable, the number of possible splits increases quickly with the number of levels of the categorical variable. Thus, it is useful to tell the software the maximum number of levels for each categorical variable. In choosing the best splitter, the program seeks to maximize the average "purity" of the two child nodes. In CART, Gini coefficient is used to measure the "purity", and its mathematical definition is:
where t, k and p are the node, the number of categories in output variables, and the probability when the sample output variables take the probability of j for the node t. It reaches its minimum (zero) when all cases in the node fall into a single target category.
CART uses Gini coefficient to measure reduction of the heterogeneity, and its mathematical definition is:
where G(t) and N are the Gini coefficient of output variables and sample size before grouping, G(t r ), N r , G(t l ) and N l are respectively the Gini coefficient and sample size of right subtree, the Gini coefficient and the sample size of the left subtree after grouping. We can get point of division whose heterogeneity decreasing the fastest by repeating the method. In the regression tree (continuous dependent variable), strategy of determining the optimal grouping variable is the same as the classification tree, and the main difference is variance as the measure indicator for output variable heterogeneity. Its mathematical definition is:
where t, N, y i (t) and yðtÞ are the node, the sample size for the node t, the output in a variable's value for t, and the average of the output variables for the node t. Therefore, the measure of heterogeneity decreasing is variance reduction, its mathematical definition is:
where R (t) and N are the variance of output variable and sample size before grouping, R(t r ), N r , R(t l ) and N l are respectively the variance and sample size of right subtree, the variances and the sample size of the left subtree after grouping. To achieve maximum of DR(t) variable should be the best grouping variable. The method for determining the best point of division is the same as the classification tree.
CART pruning
Due to the complete decision tree on the feature of training samples is described too accurate, it loses general representation and cannot be used in the classification or prediction of new data. This phenomenon is called over-fitting. Pruning is a technique to overcome this problem, and it can increase the accuracy of the decision tree by 25% [16] .
CART uses the minimum cost complexity pruning method (MCCP) as pruning algorithm, which is a trim and inspection process. In the process of pruning, we calculate the prediction accuracy of the current decision tree for the test sample, finally get an optimal tree with the balance of complexity and error rate. This method relies on a complexity parameter, denoted as a [17] , which is gradually increased during the pruning process. The error of decision tree is regarded as the cost, and the complexity of the decision tree T can be expressed as:
where R(T), T and a are classification error on testing sample set, the number of leaf nodes, and the complexity for each increasing of the leaf node, respectively.
Analysis of landslide groundwater level characteristics
Shuping landslide belongs to an ancient landslide accumulation body, and distributes from north to south. The terrain slope is about 20 e30 . The development of Shuping landslide is in the south wing of Shaxi Town anticline, consisted of mudstone, siltstone and marlstone in Badong formation of Triassic (Fig. 1 ). Upper part of the landslide is mainly composed of broken stone, while the lower part of it is mainly composed of silty clay. East side of Shuping landslide is accumulative-formation slope and the rock contact zone. The main ingredients for the slip soil are silty clay and gravel breccia. The west side of the landslide contains two layers of sliding zone. Shallow sliding zone is located in the diluvial layer consisted of breccia soil (Fig. 2) . There are two kinds of groundwater in the landslide area: (1) Pore water of loose debris, loose aquifer medium for quaternary colluvial deposits, with weakemedium permeability and weak water yield property; (2) Bedrock fissure water, aquifer medium is mainly argillaceous siltstone and brown gray marl, with weak permeability and weak water yield property. Groundwater in the slide body mainly is stagnant water. The level and flow with great dynamic change influenced by season obviously. Main source of groundwater is atmospheric rainfall and the three gorges reservoir, and eventually drains into the Yangtze River in the form of springs.
The water quantity of the atmospheric precipitation and surface water seeping into the underground is little. When in the case of a long-time rain, part of the groundwater may infiltrate into deep sliding body. A small amount of groundwater will be concentrated near the sliding zone and soften the sliding zone. Fig. 1 e The sketch map of Shuping landslide location. 
Groundwater of landslide body keep close hydraulic connection between the reservoir water. The runoff intensity is related to the range of the reservoir water level. When the permeability of the landslide is poor and the water level of reservoir with sudden drawdown, groundwater will discharge to the reservoir, resulting in rapid growth of the hydrostatic pressure at the slope foot, easy leading to the instability of the landslide. Therefore, dynamic prediction of groundwater level based on the analysis of relationship between groundwater change and the factors such as rainfall and water level response is significant.
In this paper, the groundwater level data of the monitoring point SZK1 in the front of Shuping landslide was analyzed, and the curves of groundwater depth, water level and rainfall were shown in Fig. 3 (the value of groundwater depth was negative). In the figure, the fluctuation of groundwater level and the reservoir water level was consistent basically, when the reservoir water level raised and dropped, the groundwater level would uplift and lower correspondingly. The above analysis shows that the front of groundwater dynamic changes of Shuping landslide affected by the combined effects of reservoir water level and rainfall. There is a complex nonlinear response relationship between groundwater level and influencing factors. 
4.

Prediction of groundwater level
In the paper, the rainfall, reservoir water level and groundwater monitoring data of point SZK1 from 2005 to 2007 were analyzed. The groundwater depth (Y) was the prediction object, while rainfall and reservoir water level were the main factors. The forecasting process was shown in Fig. 4 . First, the affecting factors related rainfall and reservoir water were selected (X) as the training set of CART model {Y: X}. Then, the optimal CART model was generated through growing and pruning algorithms based on the model complexity and assessment accuracy. Finally, the groundwater depth was predicted by the optimal CART pruning model.
4.1.
Selection of impact factors
The dynamic change of groundwater was less affected by rain, mainly related with the long continuous rainfall and there was a certain lag. So ten rainfall factors were selected such as the maximum daily rainfall (R1), rainfall before 1 day (R2), rainfall before 2 days (R3), rainfall before 3 days (R4), rainfall before 4 days (R5), rainfall before 5 days (R6), rainfall before 6 days (R7), rainfall before 7 days (R8), monthly rainfall (R9) and two monthly rainfall (R10). ② Reservoir water: There was strong correlation between groundwater and water level fluctuations, so two factors of the month water level (W1) and water level changes (W2) were selected. ③ Correlation calculation: The values of Pearson correlation coefficient between 12 influencing factors and groundwater level (GD) (results in Table 1 ) indicated that the month water level (W1), water level changes (W2), rainfall before 7 days (R8) were significantly associated with the groundwater level (with *). Meanwhile, there was a certain correlation between monthly rainfall (R9) and two monthly rainfall (R10) with the groundwater level. And there is a strong coupling and redundancy in the factors (Table 1) .
Growth and pruning of CART
① The groundwater depth data set and 12 factors about rainfall and reservoir water were divided into two parts, the data from First, 80% of the training samples were randomly selected to generate fully grown tree. The maximum tree depth and the smallest impurity change controlling tree growth were 4 and 0.0005. Then the initial decision tree was pruned to get a series of pruned trees by the minimum cost complexity pruning method. Finally, we used the remaining 20% of training samples to evaluate the prediction accuracy of each pruned tree and set the multiplier of the standard error to 1. Then the optimal pruning tree model was selected combining with the assessment of complexity and accuracy (Fig. 5) . Each path of the decision tree can generate a rule for the prediction of groundwater, such as the rule generated by the path consisting of nodes 0-2-6-14 as follows: If month water level >148.20 m and two monthly rainfalls >101.20 mm, then groundwater depth ¼ 24.595 m.
③ The important factors of affecting groundwater changes were summed through the optimal pruning tree.
Through the analysis of the optimal tree pruning, we found that the month water level (W1), water level changes (W2), rainfall before seven days (R8) and two monthly rainfall (R10) were important factors leading to the changes of groundwater level, which is the same as the previously screened by calculating the correlation coefficient. It proves CART model can automatically ignore the attribute variables with no contribution for the target variable, remove the correlation between variables, reduce redundant information and provide a reference for judging the importance of the attribute variables.
④ The test samples were predicted using the optimal CART model, and the validity and predictive power of the model were tested.
Results and analysis
CART models before pruning and after pruning were used to learn from the training samples, the groundwater depth fitting curves map is shown in Fig. 6 . It shows that the trends between fitted and measured values of CART models before and after pruning are basically the same. The average absolute error of CART models before pruning and after pruning respectively are 0.19 m and 0.52 m, and the relative error are 0.58% and 1.58%. This result indicates the CART model has a good fit capability.
Both models were used to predict the test sample in AugusteNovember 2007, the predicted results and errors are shown in Table 2 . The average absolute error and the mean relative error indicate that the optimal CART model after Fig. 4 e CART model for groundwater prediction. 
pruning with the higher prediction accuracy has a strong generalization ability, its average absolute error and relative error respectively are 0.28 m and 1.15%.
In order to verify the applicability of CART model, the PSO-SVR [18, 19] model was built with the same data set to predict landslide groundwater depth. First, the initial parameters of particle swarm optimization (PSO) contained the learning factors (c 1 ,c 2 ), the inertia weight (w) and the maximum number of iterations were 2, 20 and 200. Then, the penalty factor parameter (C) and the RBF kernel function parameter (g) of the support vector machine (SVM) were searched, which were 60.916 and 0.094. Finally, the best model parameters were used to learn from the training samples and to build a nonlinear response model for landslide groundwater depth Fig. 5 e The optimal pruning tree for groundwater prediction of Shuping landslide.
and influence factors. The model fitting and prediction value and error for training sample and test data are shown in Fig. 6 and Table 2 . By comparison, fitting and prediction error of PSO-SVR model is the largest in the three models, mainly because the factor set used to build SVM model has strong coupling and information redundancy, which interfere the model prediction strategy and reduce the ability of the model fitting and generalization.
Conclusions
By analyzing the response relationship between the groundwater of Shuping landslide and changes of rainfall, water level and other factors, the groundwater level prediction model of landslide based on influencing factors was built using the CART algorithm. In this process, the optimal binary tree which reflects the complex mapping relationship between the groundwater level and the influencing factors was generated. Then the important factors affecting the groundwater of Shuping landslide were selected and the groundwater level prediction rule set was summarized. The prediction results show that CART model can remove the correlation between variables, reduce redundant information and improve prediction accuracy and efficiency. Compared to the PSO-SVR model, CART model with better fit and predictive ability of generalization can be used to predict landslide groundwater level. 
