In [Z. Hu, R. Li, and Z. Qiao. Acceleration for microflow simulations of high-order moment models by using lower-order model correction. J. Comput. Phys., 327:225-244, 2016], it has been successfully demonstrated that using lower-order moment model correction is a promising idea to accelerate the steady-state computation of high-order moment models of the Boltzmann equation. To develop the existing solver, the following aspects are studied in this paper. First, the finite volume method with linear reconstruction is employed for high-resolution spatial discretization so that the degrees of freedom in spatial space could be reduced remarkably without loss of accuracy. Second, by introducing an appropriate parameter τ in the correction step, it is found that the performance of the solver can be improved significantly, i.e., more levels would be involved in the solver, which further accelerates the convergence of the method. Third, Heun's method is employed as the smoother in each level to enhance the robustness of the solver. Numerical experiments in microflows are carried out to demonstrate the efficiency and to investigate the behavior of the new solver. In addition, several order reduction strategies for the choice of the order sequence of the solver are tested, and the strategy m l−1 = m l /2 is found to be most efficient.
Introduction
In the past few decades, the simulation of the Boltzmann equation has attracted a great deal of attention in a variety of high-tech fields such as rarefied gas dynamics in astronautics and fluid mechanics in micro-electro-mechanical systems, where the mean free path of fluid molecules becomes comparable to the characteristic length of the problem. Because of the inherent high dimension of variables and the complicated expression of the binary collision operator, an accurate and efficient simulation of the Boltzmann equation still encounters great challenges even for the computers nowadays. Lots of work has been done to overcome these difficulties. One of the important efforts is to reduce the computational cost of the collision operator by employing simplified collision operators instead of the original one [1, 18, 20, 29] , or developing fast algorithms for it via spectral methods [14, 33] .
Another famous work is the Grad moment method first proposed in [15] , which tries to reduce the degrees of freedom in velocity space without loss of accuracy by using a certain Hermite spectral expansion with parameters adaptive to the local physical quantities of the fluid. The derived system of equations is a semi-discretization of the Boltzmann equation from numerical point of view, yet it is usually regarded as the Grad moment model, or macroscopic transport model in today's literature, see e.g. [30] . This model is actually hierarchically extended with respect to the expansion order, and is expected to converge to the underlying Boltzmann equation rapidly as the expansion order increases. Unfortunately, the original Grad moment models are found to be lack of hyperbolicity [4] and may yield unphysical subshocks [16] . A number of methods have been proposed to regularize the Grad moment models [3, 5, 7, 12, 24, 26, 31] . Among them, a systematic approach to guarantee the global hyperbolicity of the moment model up to arbitrary order was introduced in [3, 5] , which makes the practical application of high-order moment models possible. The resulting hyperbolic moment models are of interest to us in the current paper.
In [7] [8] [9] [10] , a systematic numerical method, abbreviated as the NRxx method, has been developed for the regularized moment model of arbitrary order. The unified framework of the NRxx method makes the numerical implementation of the high-order moment model without much difficulties. However, the developed time-stepping NRxx method turns out to be inefficient, when steady-state simulations or models with a sufficiently large order are taken into consideration. It can be seen in [9, 33] that steady-state simulations of the moment model with the order larger than 20 may need to be applied for numerical purpose. In such a situation, the moment model would include thousands of nonlinear equations, which are deeply coupled with each other. This immediately leads to an enormous amount of computational cost, especially for the steady-state computation in which a long time simulation is always required. Due to the importance of steady-state simulations in microflows and the frequent employment of high-order moment models, we are mainly concerned in this paper about the acceleration of simulations in such cases.
Observing the fact that almost all equations of a moment model are contained in the moment model with a larger order, it might be possible to accelerate the computation of the high-order moment model by using a lower-order moment model. A natural way is to employ the solution of the lower-order moment model to provide the initial guess in the computation of the high-order moment model. Unfortunately, it is found from our investigation that this approach does not help much in improving the convergence of the simulation, although the convergence history would become smoother. Inspired by the well-known multigrid method [2, 17] , which could accelerate the convergence of a basic iteration greatly by reducing error components from the problem at various levels, it might be feasible to improve the computational efficiency of high-order moment models by adopting a lower-order moment model correction as the coarse grid correction in multigrid method. Following the framework of nonlinear multigrid method [17] , a nonlinear multi-level moment (NMLM) solver for the high-order moment model could then be obtained by providing appropriate transformation operators between the moment models with different orders. Such an idea could be as effective as expected also based on the following observation: the resulting NMLM solver would not only be viewed as a multigrid solver of velocity space for the Boltzmann equation, but also coincide to some extent with the p-multigrid method [13, 19] or spectral multigrid method [25, 28] , by recalling the derivation of the moment model. In fact, this idea has been first proposed and numerically investigated in our previous paper [22] . To the best of our knowledge, it might be the first effort on developing multigrid method of velocity space for the Boltzmann equation. It is shown in [22] that a significant improvement in efficiency of the steady-state computation could be obtained even for the moment model with a relatively small order such as 4 and 5, which indicates the idea of using lower-order moment model correction is quite promising to accelerate the simulation.
Although the solver in [22] worked well in the computation of steady states of high-order moment models, there is still room left for further improvement, from both the accuracy and the efficiency points of view. First of all, since the piecewise constant approximation is used in the spatial discretization, the numerical solution is of first order only, which is too diffusive to deliver numerical solution with high resolution. Then from the numerical experiments in [22] , it is found that the stability of the solver is sensitive to the correction from the lower level, i.e., the convergence of the solver will be negatively affected if the correction from the lower level is directly used, while the situation can be improved effectively by rescaling the correction. Furthermore, different smoothing and order reduction strategies are tested in a variety of benchmark problems, and numerical results highlight some insight on designing quality method.
Based on the above consideration and observation, in this paper, we further develop the solver proposed in [22] , from the following aspects,
• The finite volume method with linear reconstruction is employed for spatial discretization of the target moment model, so that the degrees of freedom in spatial space could be reduced greatly while still being able to give accurate results in comparison to the first-order discretization which has been utilized in [22] . Following the basic idea of the NRxx method, the derived discretization will have a unified form with respect to the order of the model, thus can also be solved under a unified framework for the moment model up to an arbitrary order.
• To enhance the stability of the resulting NMLM solver when a lot of levels are involved, a relaxation parameter is introduced in the step of updating the solution after each lowerorder moment model correction is obtained. The computation of this correction step is also simplified a lot, so is much faster than the original way used in [22] .
• A second-order time-stepping scheme, namely, Heun's method, is used as the smoother of the NMLM solver. Based on our numeircal experience, there are several advantages by using Heun's method. Comparing to the SGS-Newton iteration proposed in [21] , Heun's method can be implemented much easier, while comparing to the SGS-Richardson iteration proposed in [22] , Heun's method exhibits better performance, especially when a large Knudsen number is considered. It is worth mentioning that Heun's method would enhance the robustness of the NMLM solver.
• Numerical experiments of three benchmark spatially one-dimensional problems are carried out to investigate the performance and behavior of the new NMLM solver. Various order reduction strategies, including
, and m l−1 = m l /2 , are taken into account for the choice of the order sequence of the NMLM solver. It is shown that the convergence rate of the NMLM solver is effectively improved as the total levels increases. Among the order reduction strategies we have tested, it turns out that the best strategy is m l−1 = m l /2 .
The numerical experiments successfully show that both the numerical accuracy of the solution and the computational efficiency of the solver are improved significantly, compared with the ones in [22] . The rest of this paper is arranged as follows. A brief review of the underlying model equations in microflows as well as the related spatial discretization is given in Section 2. The details of the nonlinear multi-level moment solver are then described in Section 3. Numerical experiments are carried out in Section 4 to show the performance and behavior of the proposed nonlinear multi-level moment solver. At last, some concluding remarks are given in Section 5.
The governing equations and their discretization
In this section, we briefly review the Boltzmann equation in steady state, and the globally hyperbolic moment models, then introduce a unified spatial discretization with linear reconstruction for the given models.
The steady-state Boltzmann equation
In the gas kinetic theory, the Boltzmann equation is used to describe the evolution of gas molecules. It has the form
when the steady state of the fluid has been achieved. Here f (x, ξ) is the molecular distribution function, in which x ∈ Ω ⊂ R D (D = 1, 2, or 3) and ξ ∈ R 3 are the spatial position and the particle velocity respectively. The vector F stands for the acceleration of molecules due to external force fields, and the right-hand side Q(f ) is the collision term. Upon the collision number assumption (cf. [11, 18] ), it is given by
, and the pairs (ξ, ξ * ) and (ξ , ξ * ) are the preand post-collision velocities of a colliding pairs of particles, with the unit vector n ∈ S 2 + directed along the line joining the centers of them. The collision kernel B is a non-negative function depending on the potential between gas molecules.
Such a binary collision term causes a great challenge in numerical simulation. Simplified collision models, such as the BGK-type relaxation models [1, 20, 29] and the linearized collision model [18] , have been proposed to replace it while still being able to predict the major physical features of interest in a variety of situations.
The BGK-type collision term reads
where ν is the average collision frequency assumed independent of the particle velocity, and f E is the equilibrium distribution function which depends on the specific choice of model:
• For the ES-BGK model [20] , it is an anisotropic Gaussian distribution defined by
where m * is the mass of a single gas molecule, and Λ = (λ ij ) is a 3 × 3 matrix with
in which δ ij is the Kronecker delta symbol, and Pr is the Prandtl number.
• For the Shakhov model [29] , it reads
where f M is the local Maxwellian given by
In the above equations, ρ, u, θ, σ, and q are macroscopic physical quantities known as density, mean velocity, temperature, stress tensor, and heat flux, respectively. They can be computed from the distribution function f as follows
It is noticed that when Pr = 1, both the ES-BGK model and the Shakhov model reduce to the simplest BGK model [1] , in which f E is chosen as the local Maxwellian, i.e., f E ≡ f M . In this paper, we adopt the BGK-type collision term as an example to illustrate our algorithm. However, it is pointed out that the framework of the present algorithm is also suitable for some other collision models, as can be seen below.
The moment model of order M
To obtain the steady-state moment models for the Boltzmann equation (1), we first expand the distribution function f into a series as
where f α (x) are the coefficients, and H 
in which |α| = α 1 + α 2 + α 3 , and He n (·) is the Hermite polynomial of degree n, i.e.,
The parametersũ andθ in the basis functions are selected respectively as the local mean velocity u and the local temperature θ, which are determined from f itself via (7) . With this choice, we also have the following relations
from (7), where e 1 , e 2 , e 3 represent the multi-indices (1, 0, 0), (0, 1, 0), (0, 0, 1), respectively. Based on the derivation of the globally hyperbolic moment system proposed in [3, 5, 8] , we then get a system of equations for u, θ, and f α , |α| ≤ M , which is called the moment model of order M , as follows
where F d is the dth component of the acceleration F , and Q α are the coefficients in the expansion of the collision term under the same basis functions as f , namely,
For the BGK-type collision term (3), we have
where the analytical computational formula of f E α can be found in [8] and [9] for the Shakhov model and the ES-BGK model respectively. For the binary collision operator (2) as well as the linearized collision model [18] with some special kernel B, the computation of Q α can be found in [33] .
Since the moment model (11) contains the classic hydrodynamic equations when M ≥ 2, it is usually viewed as the macroscopic transport model or the extended hydrodynamic model in the literature. While from numerical point of view, it can be also viewed as a semi-discretization of the Boltzmann equation in the velocity space, by noting that the solution of it forms an approximation of the distribution function by
This makes it much easier to develop numerical solvers for the moment model of arbitrary order under a unified framework. Meanwhile, any solver developed for the moment model can be also regarded as a solver for the underlying Boltzmann equation.
Obviously, the moment model (11) is a nonlinear system coupling all moments, including the mean velocity u, the temperature θ, and the coefficients f α , together. And it is easy to show that the number of equations in a moment model of order M is
With the additional relations (10), we have that the total number of independent variables is the same. It follows that the system is very large, e.g., M 10 = 286 and M 26 = 3654, resulting a huge computational cost for a general designed numerical method, when a high-order moment model is taken into account. However, a high-order moment model such as M = 10 is commonly employed in practical simulations, as can be seen in [9, 33] , where we can even see that the moment model with M = 26 or larger order is necessary for some cases.
In the following, we use g ∈ F
to denote a truncated expression of a series similar to (13) , where
is a linear space spanned by H
(ξ) for all α with |α| ≤ M .
Spatial discretization with linear reconstruction
From now on, we restrict ourselves to spatially one-dimensional case for simplicity. Following the framework of the NRxx method, which was developed in [7] [8] [9] [10] , we can obtain a unified finite volume discretization for the moment model (11) of an arbitrary order. The main idea is to treat all moments together as the truncated expansion (13), instead of dealing with them individually.
Suppose
, and f R i (ξ) are the discrete distribution function, respectively, on the center, the left boundary, and the right boundary of the ith grid cell [x i , x i+1 ]. Then the finite volume discretization of the Boltzmann equation (1) over the ith cell reads
where ∆x i = x i+1 − x i is the length of the ith cell, F (·, ·) is the numerical flux defined at the boundaries of the cell, and G(·) represents the discretization of the acceleration and collision terms of the Boltzmann equation (1) . Let us further assume that
, that is,
where u i and θ i are the local mean velocity and the local temperature, respectively, such that the relation (10) holds for the coefficients f i,α . Then by projecting all terms of (15), numerical
, and matching the resulting coefficients in (15) for the same basis function H
(ξ), we can obtain a system which equivalently is a discretization of the moment model (11) over the ith cell. Apparently, the set of u i , θ i and f i,α constitutes the solution of the moment model (11) on the ith cell. Consequently, we would simply say
is the solution of the moment model on the ith cell below. For the left boundary distribution function f L i (ξ) and the right boundary distribution function f R i (ξ) of the ith cell, which are assumed to belong to F
, respectively, it is enough to give the computational formulae for parameters
By linear reconstruction, they are calculated by
where g i , g i and g i,α are reconstructed slopes of the corresponding moments in the ith cell. A first-order discretization can be obtained by setting all slopes to be 0. While in this paper we consider a second-order discretization by employing
in which u i±1 , θ i±1 and f i±1,α are the solution of the moment model on the (i ± 1)th cell. Finally, from the explicit form of the moment model (11), it is not difficult to deduce that the expansion coefficients of
is usually required a transformation between two spaces, F
is always involved. Such a transformation is the core of the NRxx method, and has been provided in [6, 7] . In our algorithm presented below, this transformation will also be employed frequently without being explicitly pointed out. Additionally, the numerical flux used in [9] is adopted in our experiments for comparison.
The nonlinear multi-level moment solver
This section is devoted to develop an efficient solver for a given high-order moment model (11) with the unified second-order discretization (15) , by using the lower-order moment model correction. We first introduce a basic iteration to solve the moment model of a certain order, then illustrate the main ingredients of a nonlinear multi-level moment solver for the high-order moment model.
Basic iteration
We would like to rewrite the discretization (15) over the ith cell into the form
where R i (f ) is the local residual on the ith cell given by
and
is a known function introduced to make (18) suitable for a slightly more general problem. For the discretization (15), we have r i (ξ) ≡ 0. It is clear that the above discretization gives a nonlinear system coupling all unknowns, i.e., u i , θ i and f i,α , with i = 0, 1, . . . , N − 1, and |α| ≤ M , together. As stated in [22] , it is quite difficult to design an efficient iteration for such a nonlinear system based on the Newton-type method, especially for the case that the order M is sufficiently large. Alternatively, a simple relaxation method, referred to the SGS-Richardson iteration, was proposed in [22, 23] for the discretization (18) without linear reconstruction. It turns out that the SGS-Richardson iteration could also work for the secondorder discretization (18) . Nevertheless, we would employ Heun's method instead of it in the current implementation for better performance in the situation when the acceleration by using lower-order moment model correction is considered.
Given an approximate solution
and then get the new approximate solution f
where the parameter ω is selected according to the CFL condition
in which λ max,i is the largest value among the absolute values of all eigenvalues of the hyperbolic moment model (11) on the ith cell. Similar to the SGS-Richardson iteration, each calculation of (20) and (21) does numerically consist of two steps. As an example, for (20) , we first find an approximation
, such that its expansion coefficients f * * i,α in terms of the basis functions H
where f n i,α , r i,α , and R i,α represent expansion coefficients respectively of f n i (ξ), r i (ξ) and R i (f n ) in terms of the same basis functions. Then we calculate u * i and θ * i from f * * i (ξ), and project
to obtain f * i (ξ). A single level solver, for the moment model (11) of a certain order on a given mesh, is then obtained by performing Heun's method repeatedly until the norm of the global residualR with
is smaller than a given tolerance, which indicates the steady state has been achieved. Here, the same norm as in [22] is adopted in our numerical experiments.
Lower-order moment model correction
In order to improve the efficiency of steady-state computation when the moment model with a high order M is involved, we now turn to consider the acceleration strategy using the lowerorder moment model correction, as proposed in [22] . The key point is to establish an appropriate relationship between the high-order problem and the lower-order problem.
For convenience, the underlying problem resulting from the discretization (18) of a high order M is rewritten into a global form as
Suppose we get an approximate solution for the above problem and denote it byf M with its ith
. Then following [22] , the lower-order problem can be defined by
where I m M andĨ m M are the restriction operators transferring functions from the high M th-order function space into a lower mth-order function space, and usually do not require the same. The lower-order operator R m is the same discretization operator as the high-order counterpart R M , except that R m is applied on the moment model of a lower order m. As a result, the lower-order problem (23) can be solved by the same method as the high-order problem (22) . Once the solution f m of the lower-order problem (23) is obtained, the solution of the high-order problem (22) could be then corrected byf
where I M m is the prolongation operator transferring functions from the mth-order function space to the M th-order function space, and τ ∈ (0, 1] is a relaxation parameter introduced to enhance the stability of the final solver. For the case τ = 1, it reduces to the correction employed in [22] .
Restriction and prolongation
Currently, only the case that both high-order problem (22) and lower-order problem (23) are defined on the same spatial mesh is taken into consideration. For such a case, it is sufficient to give the definition of the restriction and prolongation operators on an individual element of the spatial mesh. Hence, we omit the index i of the spatial element below without causing confusion.
It is not easy to design proper restriction and prolongation operators directly based on the high-order moment set {u M , θ M , f M,α , |α| ≤ M }, and the lower-order one {u m , θ m , f m,α , |α| ≤ m}. With the help of the unified expression (16) combining all moments together, however, these transferring operators could be constructed and implemented very simple and efficient following the idea of the p-multigrid method [13, 19] .
Note that the high-order solutionf M as well as the associated residual
. And the initial discretization of the lower-order problem
withū m =ū M andθ m =θ M , as explained in [22] . It follows that the basis functions of F 
. Using the orthogonality of the basis functions, we thus define both the solution restriction operatorĨ m M and the residual restriction operator I m M as the truncation operator that simply gets rid of the part in terms of the basis functions H
In the following, we will give the implementation of the correction step used in this paper, in which the prolongation operator will also be described in detail. First of all, the correction step in [22] can be summarized as
, by calling the transformation
2. Retruncate the lower-order correction from F
, by remaining the coefficients with |α| ≤ m unchanged, and setting the coefficients with |α| > m to be 0.
3. Add the right-hand side of (24) 
Instead of the above three steps in [22] , we propose the following strategy for the correction
The motivation for proposing the new correction is based on the following observation.
For the case τ = 1 in [22] , it is found that the coefficients of the right-hand side (24), corresponding to the basis functions H
, since we havē
As the macroscopic velocityû M and temperatureθ M depend only on theū M ,θ M and expansion coefficients with |α| ≤ 2 from (7) and (8), we can deduce thatû M = u m andθ M = θ m if the lower order m ≥ 2. Therefore, the correction step can be implemented more efficient by avoiding the transformation between different function spaces, and simply settingf M aŝ
Although the abovef M,α with m < |α| ≤ M is slightly different from the previous calculation, the performance of the final solver is similar in our numerical experiments. It is noted that only τ = 1 can be handled in [22] , while our new correction strategy can be applied to the more general cases when τ = 1.
Multi-level algorithm
If the lower-order problem (23) still has a relatively large order, it is straightforward to solve it by employing a much lower-order moment model correction as illustrated in previous subsections. A nonlinear multi-level moment (NMLM) iteration for the underlying discretization problem (15) For the lowest-order solver, the Heun method is applied again by noting that the lowest-order problem is analogous to the problem on the other order levels. As the lowest-order problem is indeed not necessary to be solved accurately, only s 3 steps of Heun's method will be performed in each calling of the lowest-order solver, to make the final NMLM solver more efficient. Here s 3 is a positive integer a little larger than the smoothing steps s 1 + s 2 .
Another technical issue is the choice of the order sequence m l , l = L, L − 1, . . . , 1, 0, of the NMLM solver. Three order reduction strategies, i.e., m l−1 = m l − 1, m l−1 = m l − 2, and m l−1 = m l /2 , have been numerically investigated in [22] . It turns out that all three order reduction strategies could usually accelerate the steady-state computation, and the most efficient strategy should be m l−1 = m l /2 , the second should be m l−1 = m l − 2, and the third should be m l−1 = m l − 1. In the next section, we will investigate the performance of all these three order reduction strategies again on the proposed new NMLM solver.
From our observation, the convergence rate and the efficiency of the NMLM solver usually become better as the total levels increases. However, the choice τ = 1 in the correction step (25) to some extent introduces instability of the NMLM solver when too many levels is employed, and a too small τ , e.g., τ = 0.5 would also make the NMLM solver inefficient. As the optimal τ is difficult to be determined and need to be further studied, we currently set τ = 0.9 throughout our numerical experiments.
Numerical experiments
Three numerical examples, i.e., the planar Couette flow, the force driven Poiseuille flow and the Fourier flow, are given in this section to illustrate the main features of the proposed NMLM solver. The dimensionless case with the molecular mass m * to be 1 is considered without loss of generality. To complete the problem, the Maxwell boundary conditions derived in [8] for the moment model are employed for all examples. Since such boundary conditions could not determine a unique solution for the steady-state moment model (11) as mentioned in [21] , the solution is corrected as in [21, 27] at each NMLM iteration, to recover the consistent steady-state solution with the time-stepping scheme and the solvers proposed in [21] and [22] .
In all numerical tests, the V -cycle NMLM solver with s 1 = s 2 = 2 and s 3 = 5 is performed under CentOS system on an Xeon workstation with a 12-core processor and core speed 3.00GHz. All computations are starting at the global Maxwellian with
The tolerance indicating the achievement of steady state is set to be 10 −8 . We have observed that the behavior of the NMLM solver are very similar for the BGK-type collision models. Hence only results for the ES-BGK collision model with the Prandtl number Pr = 2/3 are presented below.
The planar Couette flow
We first consider the planar Couette flow, a frequently used benchmark test in microflows. The same settings as in [9, 21] are adopted in our tests. To be specific, the gas of argon is considered in the space between two infinite parallel plates that is separated by a distance of L D = 1. Both plates have the temperature θ W = 1, and move in the opposite direction along the plate with a relative speed u W = 1.2577. The dimensionless collision frequency ν is given by
where Kn is the Knudsen number, and w is the viscosity index set to be 0.81. There is no external force acting on the gas, i.e., F ≡ 0, so the gas is only driven by the motion of the plates and would finally reach a steady state. Numerical solutions of the moment models (11) for density ρ, temperature θ, shear stress σ 12 and heat flux q 1 on the uniform grid with N = 200 cells are listed in Figure 1 and 2 for Kn = 0.1199 and 1.199 respectively. The solutions obtained by the discrete velocity method [27] are provided as a reference. We omit the discussion on the accuracy and convergence of our results with respect to M here, since we are actually reproducing the results obtained in [9] , where the validation of them has been investigated in detail. We would just like to mention that the moment model of order M = 10 is sufficient to give satisfactory results for Kn = 0.1199, while in the case Kn = 1.199 the moment model up to order M = 23 or 26 is necessary. Moreover, a careful comparison shows that the present second-order spatial discretization with N = 200 gives a slightly better results than those obtained in [9, 21] by the first-order spatial discretization with N = 2048, which indicates a remarkable improvement in efficiency is obtained. Now we turn to investigate the efficiency and behavior of the NMLM solver proposed in previous sections. As we have done in [22] , the NMLM solvers with various levels and order reduction strategies for the above Couette flow are performed on three uniform grids with N = 100, 200 and 400, respectively. Due to the similar features of the NMLM solver with respect to M , only partial results are provided here.
In the case of Kn = 0.1199, the total number of iterations and the elapsed CPU seconds, spent by the steady-state computation of the solver, as well as the comparison to their counterparts of the single level solver, are listed in Table 1 for M = 4, 5 and in Table 2-3 and 10 respectively. It can be observed that the NMLM solver, in comparison to the single level solver, could accelerate the steady-state computation a lot for all tests. In more detail, the total number of the NMLM iterations, for the same M and the same order reduction strategy, decreases as the total levels of the solver increases, which indicates the convergence rate is improved. Consequently, the elapsed CPU time is reduced as the total levels increases. For the NMLM solver with the same total levels, the convergence rate of the order reduction strategy m l−1 = m l /2 is better than the strategy m l−1 = m l − 2, and the latter strategy is better than the strategy m l−1 = m l − 1. Apparently, the computational cost of each NMLM iteration for these three order reduction strategies is in the ascending sort, since smallest order is employed in each level of the lower-order moment model correction for the strategy m l−1 = m l /2 , while largest order is used in each level for the strategy m l−1 = m l − 1. Therefore, among these three At last, it can also be observed from Table 1-3 that the behavior of the NMLM solver with respect to the spatial grid number N is just like the one of the single level solver, that is, the total number of NMLM iterations doubles and the elapsed CPU time quadruples, as N doubles.
As the Knudsen number increases to Kn = 1.199, the moment model with a larger order needs to be considered. A partial numerical results can be found in Table 4 for M = 23 and in Table 5 for M = 26, respectively. The corresponding convergence histories on the uniform grid with N = 200 are shown in Figure 6 -7. Like the case of Kn = 0.1199, it can be observed that the NMLM solver behaves similarly to the corresponding single level solver, as the grid number N increases. The convergence rate of the NMLM solver with the same order reduction strategies is also improved as the total levels increases. The elapsed CPU time is consequently reduced except for the tests with M = 26 and m l−1 = m l − 2, which is acceptable by noting that the convergence rate is improved a little, and the computational cost of lower-order moment model correction at each level could not be neglected, since the order sequence 26, 24, 22, . . . is adopted. Moreover, oscillation of the residual at the beginning iterations and degeneracy of the convergence rate are observed for the single level solver, i.e., Heun's method. This makes the residual oscillate more wildly and the convergence rate also be degenerated for the NMLM solver, especially for the solver with the strategy m l−1 = m l /2 , for which the convergence rate, in contrast to the case of Kn = 0.1199, is now worse than the strategy m l−1 = m l − 2. Nevertheless, due to the great reduction of the computational cost at each NMLM iteration, the strategy m l−1 = m l /2 is finally more efficient than the strategy m l−1 = m l − 2. As can be seen, more than 50% of the total computational cost, compared with the single level solver, is saved by the 4-level NMLM solver with the strategy m l−1 = m l /2 in all tests for M = 23 and 26. In addition, to seek the balance between the convergence rate and the computational cost of each NMLM iteration, a new order reduction strategy, namely, m l−1 = m l − 4, is tested for M = 23. As shown in Figure 6 , it is found that the convergence rate of this strategy is better than the strategy m l−1 = m l /2 , and the elapsed CPU time of the 6-level NMLM solver with the former strategy is a slightly less than the 4-level NMLM solver with the latter strategy. Finally, the behavior of the total number of iterations with respect to the order of the moment model M is investigated. The results are shown in Figure 8 . It can be seen that in the case of Kn = 0.1199, the total number of iterations increases almost linearly with the same ratio for all tests, as M increases. While in the case of Kn = 1.199, sawtooth polylines are observed for all tests. To be specific, the single level solver for odd M performs much better than the solver for successor even M , and the growth rate of the total number of iterations with respect to odd or even M is nearly the same. This shows better performance of Heun's method than the SGS-Richardson iteration, in comparison to the results presented in [22] . For the multi-level NMLM solver, the different performance for odd or even M becomes more obvious, especially for the strategy m l−1 = m l /2 . The underlying reason remains to be further studied. However, we can observe that the growth rate of the total number of iterations for the multi-level NMLM solver with respect to even M is greater than the corresponding growth rate with respect to odd M , but still be almost not greater than the growth rate of the single level solver. As a result, the NMLM solver becomes more efficient for the moment model of odd M than that of even M .
The force driven Poiseuille flow
The second example is the force driven Poiseuille flow which has been investigated in the literature, see e.g. [8, 34, 35] . The gas lies between two infinite parallel plates which are stationary and have the same temperature of θ W = 1. It is driven by an external constant force and has a steady state as time goes. In our simulation, the distance of the two plates is assumed to be L D = 1, and the acceleration due to the external force is set to be F = (0, 0.2555, 0) T . The collision frequency for the variable hard sphere model, that is, Table 1 : Performance of the NMLM solver for the Couette flow with Kn = 0.1199 and M = 4, 5. Table 2 : Performance of the NMLM solver for the Couette flow with Kn = 0.1199 and M = 10 (part I). Table 3 : Performance of the NMLM solver for the Couette flow with Kn = 0.1199 and M = 10 (part II). Table 4 : Performance of the NMLM solver for the Couette flow with Kn = 1.199 and M = 23. with the viscosity index w = 0.5 and the Knudsen number Kn = 0.1 is adopted. With these settings, the steady-state solutions for density ρ, temperature θ, normal stress σ 11 and heat flux q 2 , obtained by the NMLM solver on the uniform grid with N = 200, are shown in Figure 9 , which coincide well with the steady-state solutions presented in [21] , where the first-order spatial discretization with N = 2048 is employed.
For the efficiency and behavior of the proposed NMLM solver, the tests with various levels and order reduction strategies are performed on three uniform grids with N = 100, 200 and 400 for the moment model with the order from M = 4 to 10. As the Couette flow, only partial numerical results are presented here. Specifically, the total number of iterations and the elapsed CPU seconds are given in Table 6 for M = 4, 5 and in Table 7 
(a) Kn = 0.1199 in Figure 10 -12. The total number of iterations in terms of M is presented in Figure 13 
The Fourier flow
The last benchmark test is the Fourier flow which also investigates the motion of the gas between two infinite parallel plates with a distance of L D = 1. In contrast to the previous examples, both plates are stationary, while their temperatures are different. The gas is driven by the difference of temperatures between the two plates, and could reach a steady state in the absence of external force, that is, F ≡ 0. To reproduce the results in [9, 32] , the gas of helium with the viscosity index w = 0.657 and the Knudsen number Kn = 0.1044 for the collision frequency (28) to be 0.2894 and 1.0769 respectively. Numerical solutions for density ρ and temperature θ, obtained by the NMLM solver on the uniform grid with N = 200, are shown in Figure 14 . The solutions obtained by the DSMC (Direct Simulation of Monte Carlo) method [32] are provided as a reference. It can be observed that the solutions of the moment model converge and match the DSMC solution well as the order M increases.
As for the performance of the NMLM solver, the tests with various levels and order reduction strategies are also performed on three uniform grids with N = 100, 200 and 400 for the moment model with the order from M = 4 to 10. Due to the same reason, only partial numerical results are presented here. That is, the total number of iterations and the elapsed CPU seconds for M = 10 are given in Table 9 -10. The corresponding convergence histories of the tests on the Table 6 : Performance of the NMLM solver for the Poiseuille flow with M = 4, 5. Table 7 : Performance of the NMLM solver for the Poiseuille flow with M = 10 (part I). Table 8 : Performance of the NMLM solver for the Poiseuille flow with M = 10 (part II).
uniform grid with N = 200 are displayed in Figure 15 . And the total number of iterations in terms of M is plotted in Figure 13 proposed NMLM solver is indeed able to accelerate the steady-state computation significantly. 
Concluding remarks
A steady-state solver for microflows with high-order moment model was successfully proposed in this paper, which significantly improved the efficiency of the one in [22] from the following approaches:
• Linear reconstruction is adopted for high-resolution spatial discretization, so that remarkable reduction for degrees of freedom in spatial space is obtained without loss of accuracy.
• A relaxation parameter is introduced in the correction step to enhance the stability of the Table 9 : Performance of the NMLM solver for the Fourier flow with M = 10 (part I). solver such that more levels can be applied in the solver.
• The computation of the correction step is also simplified a lot in comparison to the way used in [22] .
