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Abstract
In this article, we discuss the boundedness of (k + 1)-linear fractional integrals with
variable kernels on product Lp spaces. Our results improved some known results.
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1. Introduction
It is well known that multilinear theory plays an important role in harmonic analysis
and mathematicians pay much attention to it, see [1,2] for more details. In 1992, Gra-
fakos [1] first proved that the multilinear fractional operator Imβ (f )(x) is bounded from
Lp1 × · · · × Lpm spaces to Lr space with 1/r + a/n = 1/s, where 1/s = 1/pl + ··· + 1/pm
and s satisfies n/(n + a) ≤ s <n/a with multilinear fractional Imβ (f )(x) defined as follow-
ing:






fi(x − θiy)dy, (1:1)
for fixed nonzero real numbers θi(i = 1, ..., m) and 0 <b <n.
Later, Ding and Lu [3] improved Grafakos’s results to the case when Imβ (f )(x) has a









fi(x − θiy)dy, (1:2)
Ding and Lu proved that Imβ,0(
f )(x) is bounded from Lp1 × · · · × Lpk spaces to Lq
spaces with 1/p1 + ...... + 1/pk - 1/q = b/n. Obviously, Ding and Lu’s results improved
the main results in [1].
In 1999, Kenig and Stein [2] studied a new kind of multilinear fractional integral
associated with the bilinear fractional integrals operators, they defined the (k + 1)-lin-
ear fractional integrals as following,
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y1, ..., yk, x
))




y1, ..., yk, x
)) dy1, ..., dyk∣∣(y1, ..., yk)∣∣nk−α , 0 < α < kn,
where for a fixed k Î N and 1 ≤ i, j ≤ k + 1, a linear mapping ℓj : R
n(k+1) ® Rn, 1 ≤ j
≤ k + 1 is defined by
j (x1..., xk, x) = A1jx1 + · · · + Akjxk + Ak+1,jx. (1:3)
Here, Aij is an n × n matrix and a (k + 1)n × (k + 1)n matrix A = (Aij) (i = 1, ..., k +
1, j = 1, ..., k + 1,) satisfies the following assumptions:
(I) For each 1 ≤ j ≤ k + 1, Ak+1,i is an invertible n × n matrix.
(II) A is an invertible (k + 1)n × (k + 1)n matrix.










A,m 1 ≤  ≤ k, 1 ≤ m ≤ k,m < j0
A,m+1 1 ≤  ≤ k, 1 ≤ m ≤ k,m < j0. .
Obviously, when k = 1 and A11 = I, A21 = I, A12 = -I, A22 = I, Ia,A (f1, f2)(x) becomes












f1(x + t)f2(x − t) dt|t|n−α . (1:4)
In [2], Kenig and Stein proved that Ba(f1, f2)(x) is bounded from Lp1 × Lp2 to Lq with
1/p1 + 1/p2-1/q = a/n for 1 ≤ p1, p2 ≤ ∞. Later, Ding and Lin [4] considered the fol-








f1(x + t)f2(x − t)0(t) dt|t|n−α ,
where Ω0(y’) is a rough kernel belongs to L
s(Sn-1)(s > 1) without any smoothness on
the unit sphere.
Ding and Lin proved the following theorem,
Theorem A ([4])
Assume that 0 < α < n, 1 < s′ < nα, 1/p1 + 1/p2 - a/n, 1/q = 1/p1 + 1/p2 - a/n, and
that s < min{p1, p2}, then for 1 ≤ p1, p2 ≤ ∞, we have∥∥Bα,0 (f1, f2)∥∥Lq ≤ C∥∥f1∥∥Lp1∥∥f2∥∥Lp2 .
For the research of partial differential equation, mathematicians pay much attention
to the singular integral (or fractional integral) with a variable kernel Ω(x, y), see [5,6]
for more details. A function Ω(x, y) is said to be belonged to L∞(Rn) × Lq(Sn-1) if the
function Ω(x, y) satisfies the following conditions:
(i) Ω(x, lz) = Ω(x, z) for any x, z ÎRn and l > 0.




∣∣(x, z′)∣∣qdσ (z′))1/q < ∞.
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f1(x + t)f2(x − t)(x, t)|t|n−α dt, (1:5)
they proved the following result,
Theorem B([7])
Let 1/p = 1/p1 + 1/p2 - a/n and Ω(x, y) Î L∞(Rn) × Ls(Sn-1) with s’ < min{p1, p2} and
s > nn−α, then∥∥Bα, (f1, f2)∥∥Lp ≤ C∥∥f1∥∥Lp1∥∥f2∥∥Lp2 .
Obviously, Chen and Fan’s result improved the main results in [4] and the method
they used is different from [4].
In this article, we will consider the (k + 1)-linear fractional integral with a multiple
variable kernel 
(
x, y). Before state the main results in this article, we first introduce a
multiple variable function 
(




x,λy) =  (x, y) for any l > 0.




∣∣(x, y′)∣∣rdσ (y′)) < ∞..
Now, we define the (k + 1)-linear fractional integral with a multiple variable kernel
















y1, ..., yk, x
))




y1, ..., yk, x
)) (x, y)∣∣(y1, ..., yk)∣∣nk−α , dy1, ..., dyk,
where the linear mapping ℓj is defined as in (1.3) and the corresponding matrix A
satisfies the assumptions (I), (II) and (III). What’s more, we assume that for each 1 ≤ j0
≤ k + 1, Aj0 is an invertible kn × kn matrix.
Our main results are as following,
Theorem 1.1.




for r > nknk−α and
0 <a <kn, then




with 1/p = (k + 1)/r’ - a/n.
Theorem 1.2.




for r’ < min{p1,
..., pk+1}, r > nknk−α and 0 <a <kn, then
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with 1/q = 1/p1 + ...... + 1/pk+1 - a/n.
Remark 1.3.
As far as we know, our results are also new even in the case that if we replace (x, y)






Obviously, our results improved the main results in [2,4,7].
2. Proof of Theorem 1.1
In this section, we will give the proof of Theorem 1.1. First we introduce some defini-
















y1, ..., yk, x
))
dy,
thus we have the following conclusion.
Lemma 2.1.
Let (x, y) be as in Theorem 1.1 and assume (I), (II) and (III) hold, then








































Then by the estimate in page 8 of [2], we have
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So far, the proof of Lemma 2.1 has been finished.
Lemma 2.2.
Under the same conditions as in Theorem 1.1, for
Iα,
(f) (x) = ∫
Rnk
(x, y)∣∣(y1, ..., yk)∣∣kn−α f1(x − y1) · · · fk(x − yk)dy,




for 1 < r′ < kn
α
and 0 <a <kn.
Let 1/s = 1/r1 + ...... 1/rk -a/n > 0 with 1 ≤ ri ≤ ∞, then,














Proof. In [8], Lemma 2.2 was proved in the case 
(
x, y) = 0 (y) ∈ Lr (Snk−1). When
consider the case if the multiple kernel function is a multiple variable kernel, by the
similar argument as in [3,8], we can prove Lemma 2.2. Here we state the main steps to
prove Lemma 2.2 for the completeness of this article.
First, we introduce the multilinear fractional maximal functionMα
(f) (x) and mul-












∣∣fi(x − yi)∣∣ dy.
M,α









∣∣fi(x − yi)∣∣ dy.
By Hölder’s inequality, we can easily get the boundedness of Mα
(f) (x) on product
Lp spaces and the following fact is also obvious by a simple computation,
M,α
(f) (x) ≤ C‖‖L∞(Rn)×Lr(Snk−1)[Mαs′ (∣∣f1∣∣s′ , ∣∣f2∣∣s′ , ..., ∣∣fk∣∣s′) (x)]1/s′
which implies the boundedness of M,α
(f) (x) on product Lp spaces.
Then by a classical augment as in [3,8], we have the following point estimate for∣∣∣Iα, (f) (x)∣∣∣ ≤ C[M,α+ε (f) (x)] 12 [M,α−ε (f) (x)] 12 ,,
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∣∣∣Iα, (f) (x)∣∣∣ ≤ C[M,α+ε (f) (x)] 12 [M,α−ε (f) (x)] 12 , (2:1)
So, by inequality (2.1) and the boundedness of M,α
(f) (x) on product Lp spaces, we
get Lemma 2.2 easily.












y1, ..., yk, x


























y1, ..., yk, x
)) · · · fk+1 (k+1 (y1, ..., yk, x)) dy.








y1, ..., yk, x



























Now using the linear change of variables as in page 14 of [2], that is for each 1 ≤ j ≤

















= f ′j (x − yj)












Zhang et al. Journal of Inequalities and Applications 2012, 2012:42
http://www.journalofinequalitiesandapplications.com/content/2012/1/42
Page 6 of 9
For the estimate of H(x), first by Lemma 2.1, we have



















































































































Now we may assume that














So far, the proof of Theorem 1.1 has been finished.
3. Proof of Theorem 1.2
For any p1 that is larger than and sufficiently close to r’, by the proof of Theorem 1.1,
we get
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∥∥Iα,A (f1, ..., fk+1)∥∥Lq1,∞ ≤ C∥∥f1∥∥Lp1 · · · ∥∥fk∥∥Lp1∥∥fk+1∥∥Lp1
with 1/q1 = (k + 1)/p1 - a/n. On the other hand, by Lemma 2.2 and the same linear
change of variables as in Section 2, we have∥∥Iα,A (f1, ..., fk+1)∥∥Lq2 ≤ C∥∥f1∥∥Lp1 · · · ∥∥fk∥∥Lp1∥∥fk+1∥∥L∞
with 1/q2 = k/p1 - a/n.
Then by interpolation, we have∥∥Iα,A (f1, ..., fk+1)∥∥Lq3,∞ ≤ C∥∥f1∥∥Lp1 · · · ∥∥fk∥∥Lp1∥∥fk+1∥∥Lpk+1
with 1/q3 = k/p1 + 1/pk+1 - a/n and p1 ≤ pk+1.
Again, by Lemma 2.2 and the same linear change of variables as in Section 2, we
have ∥∥Iα,A (f1, ..., fk+1)∥∥Lq4 ≤ C∥∥f1∥∥Lp1 · · · ∥∥fk−1∥∥Lp1∥∥fk∥∥L∞∥∥fk+1∥∥Lpk+1
with 1/q4 = (k - 1)/p1 + 1/pk+1 - a/n
Then by interpolation, we have,∥∥Iα,A (f1, ..., fk+1)∥∥Lq5,∞ ≤ C∥∥f1∥∥Lp1 · · · ∥∥fk−1∥∥Lp1∥∥fk∥∥Lpk∥∥fk+1∥∥Lpk+1
with 1/q5 = (k- 1)/p1 + 1/pk + 1/pk+1 - a/n and p1 ≤ min{pk, pk+1}.
Again using the above methods can we easily get




for any p1 ≤ min{p2,... ,pk+1} with 1/q = 1/p1 + · · · 1/pk+1 - a/n.
Similarly, for any pi(1 ≤ i ≤ k + 1) that is larger than and sufficiently close to r’, we
can also get




for any pi ≤ min{p1,..., pi-1, pi+1,...pk+1} with 1/q = 1/p1+· · · 1/pk+1 -a/n.
Now, we obtain Theorem 1.2 by multilinear interpolation from [2,9].
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