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ABSTRACT
Amyotrophic Lateral Sclerosis (ALS) is a neurodegenerative disease
characterized by a rapid motor decline, leading to respiratory failure
and subsequently to death. In this context, researchers have sought
for models to automatically predict disease progression to assisted
ventilation in ALS patients. However, the clinical translation of
such models is limited by the lack of insight 1) on the risk of error
for predictions at patient-level, and 2) on the most adequate time to
administer the non-invasive ventilation. To address these issues, we
combine Conformal Prediction (a machine learning framework that
complements predictions with confidence measures) and a mixture
experts into a prognostic model which not only predicts whether
an ALS patient will suffer from respiratory insufficiency but also
the most likely time window of occurrence, at a given reliability
level. Promising results were obtained, with near 80% of predictions
being correctly identified.
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1 INTRODUCTION
Amyotrophic Lateral Sclerosis (ALS) is a neurodegenerative disease,
commonly characterized by loss of movement due to the degenera-
tion of motor neurons in the brain and spinal cord [2]. Its severe
nature and fast progression result in short survival times, averaging
3 to 5 years [2]. Death in ALS patients is usually associated with
respiratory failure [5]. Therefore, treatments designed to manage
respiratory system related symptoms, such as the administration of
Non-Invasive Ventilation (NIV), have shown to improve prognosis
and extend survival time [1].
In this context, an early prediction of patients’ need for assisted
ventilation would have significant implications for patients’ quality
of life and health costs. Machine Learning-based approaches have
been followed to tackle this problem [3, 8]. Carreiro et al. [3] devel-
oped a supervised learning approach to predict the need for NIV in
ALS patients within specific time windows. Furthermore, Pires et al.
[8] attempted to improve these predictive models by tackling the
heterogeneity in ALS patients, using stratified disease progression
groups.
Despite the promising results of these prognostic models, their
translation into clinical practice is hampered by the lack of insight
on the risk of error for predictions at instance-level (in this case,
at patient-level). In other words, for prognostic models to become
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actionable in the clinicians’ decision-making process, they must
provide not only the most likely prediction for a given patient but
also an indication of how reliable that prediction is.
Conformal Prediction (CP) is a machine learning framework
built on top of standard classifiers that, for a given test instance,
computes a p-value for each possible class, which can be used as
a confidence measure (indicating the likelihood of that prediction
being correct), or to produce a prediction set guaranteed to include
the true label, at that confidence level. CP has been successfully
applied in health-related domains [4, 6].
In this work, we evaluate the feasibility of the CP framework to
target the reliability of predictions at patient-level when predicting
NIV for ALS patients. In particular, we propose a prognostic model
using a mixture of experts (i.e., models learned with different time
windows) which not only predicts whether a given patient will
suffer from respiratory insufficiency but also outputs the most
likely time window of occurrence, at a given reliability level. To the
best of our knowledge, there are no previous studies on CP on ALS
prediction, making it a relevant case study. Furthermore, we use a
different way of building learning examples using time windows
when compared with previous literature [3, 8], by narrowing the
time width of prediction.
2 DATASET AND METHODS
2.1 Data
We used a cohort of 1360 ALS patients, followed in the ALS clinic
of the Translational Clinical Physiology Unit, Hospital de Santa
Maria, Lisbon, from 1992 until March 2019. It comprises 27 variables,
comprising demographic, clinical (including respiratory tests and
neurophysiological data), and genetic data. This data is collected
from every participant at the baseline assessment, as well as on
their quarterly follow-up consultations. For a detailed description
of these variables we refer to [8].
2.1.1 Creating learning examples. Since data may not all be col-
lected in the same day, a preprocessing step is required to merge
all features into a single observation, called here as a snapshot,
reflecting the summary of the patient condition around that ap-
pointment’s time. We followed the approach proposed in [3], a
bottom-up hierarchical clustering with constraints strategy to clus-
ter temporally-related tests. In the end, we can have multiple snap-
shots per patient regarding different appointments.
Then, we stratified the created patients’ snapshots regarding
their time of progression to respiratory insufficiency. These corre-
spond to the learning examples used to train the prognostic models.
This learning approach using time windows was already used in
[3, 8], and allows to answer the question of "Will an ALS patient
require NIV k days after the medical assessment?". However, these
time windows are inclusive, in the sense that prognostic models
built for a 365-days time window, for instance, might include cases
requiring NIV either at 90 or 180 days after the assessment. For
clinicians, it would be more informative if we could narrow the
time window of prediction, for instance, to the temporal distance
between appointments (in this case, three-months intervals), thus
moving to the question "Will an ALS patient require NIV within
k and k+90 days after the medical assessment?". In previous work
[3, 8], time windows of 90, 180, and 365 days (3, 6, and 12 months
respectively) were used, as recommended by clinicians. In this con-
text, we predict the need for NIV at up to 90 days, from 90 days to
180 days, and from 180 days to 365 days.
2.2 Cross Conformal Prediction
Let us assume thatwe are given a training set (x1,y1), ..., (xn−1,yn−1),
where xi ∈ X is a vector of attributes and yi ∈ Y is the class la-
bel (binary classification problem). Given a new test example (xn )
we aim to predict its class and assess the level of uncertainty of
such prediction. Intuitively, we assign each class yn ∈ Y to xn , at
a time, and then evaluate how (dis)similar the example (xn ,yn ) is
in comparison with the training data, using a (non-)conformity
measure. This (non-)conformity measure is a function that assesses
the (dis-)similarity between examples by means of a numerical
(non-)conformity score (αn ), and is generally based on the underly-
ing classifier. To evaluate how different xn is from the training set
we compare its non-conformity score with those of the remaining
training examples x j , j = 0, ...,n − 1, using the p-value function:
p(αn ) =
|{j = 1, ...,n : α j ≥ αn }|
n
, (1)
where αn is the non-conformity score of xn , assuming it is as-
signed to the class label yn . If the p-value is small, then the test
example (xn ,yn ) is non-conforming, since few examples (xi ,yi )
had a higher non-conformity score when compared with αn . If
the p-value is large, xn is very conforming, since most examples
(xi ,yi ) had a higher non-conformity score when compared with
αn . CP is valid under the randomness (i .i .d) assumption [10]. Once
p-values are computed, CP can be used in one of the following
ways: i) Using forced predictions (FP): predicts the class with the
highest p-value and output its credibility (the largest p-value) and
confidence (complement to 1 of the second highest p-value), or ii)
Using prediction regions (PR): For a given confidence level (1 − ϵ),
outputs the prediction region - T ϵ : set of all classes with p(αn ) > ϵ .
For each test example, and each possible class label, the clas-
sifier is rerun using all training examples along with the new
test example, constraining its applicability on large datasets. To
overcome this computational inefficiency problem, an inductive
version of this framework has emerged. In this case, the train-
ing set (x1,y1), ..., (xn−1,yn−1) is divided into the proper train-
ing set training set (x1,y1), ..., (xm ,ym ) and the calibration set
(xm+1,ym+1), ..., (xn−1,yn−1), wherem < n−1. The proper training
set is used to train the underlying classifier, whereas the p-values
are computed using only examples in the calibration set. Later on,
a new approach named Cross Conformal Prediction (CCP) [9] was
proposed to cope with the loss of informational efficiency of induc-
tive CP. It consists in splitting the training set into k folds, where
one of the k folds is used as a calibration set while the remaining
k-1 folds are merged to form the proper training data.
2.3 Prognostic model using a mixture of
experts
Figure 1 depicts the supervised learning approach proposed in this
work: a prognostic model in ALS using a mixture of experts. Given
a new ALS patient, we predict whether he (or she) will progress to
respiratory insufficiency in one of three time windows (M90d : up to
90 days,M90−180d : from 90 to 180 days, orM180−365d : from 180 to
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Figure 1: Workflow of the proposed prognostic model using
mixture of experts to predict NIV in ALS patients.
365 days) or remain stable up to the limit of each timewindow (these
are the base models). Therefore, we end up with three predictions
and the respective reliability measure. In the next step, one must
define an aggregation rule to combine those predictions into a final
one. In this work, we decided to predict the class with the highest
reliability (in this case, measured by the CP credibility). As such, the
proposed prognostic model not only predicts whether a given ALS
patient will require NIV, but also when is it more likely to happen.
Moreover, a measure reflecting the reliability of the predicted class
is outputted. If all predictions are below the predefined reliability
threshold, we consider that case as unpredictable (No prediction).
In a broader sense, we can say our prognostic model addresses a
multi-class problem.
2.4 Classification settings
In the evaluation of the proposed prognostic model, an outer 5-fold
cross-validation (CV) was performed on top of the inner 5 folds
of the CCP. The folds were picked randomly, maintaining class
proportions. For each outer fold, we created an overall validation
set by merging the testing sets from each base model (regarding
different time windows).
We tested three reliability thresholds (τ=0.80, 0.90, 0.95) con-
sidered useful in clinical practice. To evaluate the classification
performance of the base models M90d , M90−180d , and M180−365d ,
we assessed the Area under the ROC curve (AUC), sensitivity, and
specificity, using the testing sets created per time window (from
the outer fold). Then, to evaluate the prognostic model using a
mixture of experts, we output the number of correct and incorrect
predictions made, using the validation set.
We tested different classifiers within the CCP framework, using
the credibility to reflect the uncertainty of predictions (Forced Pre-
dictions), and the standard classifiers alone, without predictions
uncertainty, for the sake of comparability. Namely, we tested the
following classifiers: Naïve Bayes, Support Vectors Machines with
the polynomial (SVM Poly) and RBF kernel (SVM RBF), Logistic
Regression, and Decision Tree with J48 algorithm.
Class imbalance was tackled by Random Undersampling and
SMOTE as suggested in [8]. Particularly, we first randomly under-
sample the majority class until a balance of 60/40% is achieved, and
then, SMOTE was used to reach a 50/50% class proportion.
Moreover, the most relevant set of features was selected by the
feature selection ensemble algorithm proposed in [7]. This feature
selection approach starts by ranking features according to their
relevance as assessed by a consensus of different feature selection
algorithms and then select the top-ranked features which maximize
both predictability and stability performances.
The proposed prognostic model was implemented in Java using
WEKA’s functionalities (version 3.8.0).
3 RESULTS AND DISCUSSION
The data used in this work is described in Section 2.1 and summa-
rized in Table 1. Patients who required assisted ventilation within
a given time windows are labelled as "Evol", while those who did
not needed NIV are labelled as "No Evol" in this study. The number
"No Evol" patients decreases with the time width. This is justifi-
able by the fast decline nature of ALS. Most "Evol" patients require
NIV within either the first 3 months or between the first 6 and 12
months.
Table 1: Details on ALS dataset for time windows of 90 to
365 days. Class imbalance (per time window) is shown as %
within brackets.
Evol (E=1) No Evol (E=0)
up to 90 days 594 (18%) 2750 (82%)
90 to 180 days 373 (15%) 2186 (85%)
180 to 365 days 469 (24%) 1456 (76%)
From all the tested classifiers, the best results for the prognostic
models using a mixture of experts was achieved with the SVM Poly.
Therefore, and due to space constraints, we report the results using
this classifier.
3.1 Learning the base models
Tables 2 and 3 show the classification performance of the base mod-
els (M90d ,M90−180d , andM180−365d ) built with the standard SVM
Poly and with Conformal predictors (CPs) coupled with the SVM
Poly, respectively. Both the standard classifier and CPs (with τ=0)
struggle to accurately identify patients who need NIV, as shown
by the low sensitivity values obtained across all time windows.
This was already the trickiest class to predict in previous works
[3, 8]. Notwithstanding, the sensitivity greatly improves when con-
sidering predictions made at high-reliability levels (in this case,
predictions with high-credibility values), at the cost of giving a
prognostic for a limited number of patients. Using CCPs proved
to be useful when predicting NIV in ALS patients, with promising
AUC, sensitivity, and specificity values, for high credibility-values,
mainly when predicting short (M90d ) and long-term (M180−365d )
progressions to respiratory failure.
3.2 Prognostic model using a mixture of
experts
Table 4 reports the predictive performance of the proposed prognos-
tic model using a mixture of experts, per reliability-threshold. We
aim at simulating a real-world situation, at which, given a new ALS
patient, we predict whether he (or she) will need NIV, and the most
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Table 3: Classification performance of the base models
trained with Cross Conformal Predictors coupled with SVM
with polynomial kernel within a randomized 5-fold CV
scheme, per time windows and reliability threshold.
M90d AUC Sensitivity Specificity
All 0.801±0.02 0.665±0.06 0.788±0.02
0.80 0.878±0.03 (34%) 0.863±0.07 (34%) 0.869±0.01 (34%)
0.90 0.878±0.02 (19%) 0.901±0.04 (19%) 0.845±0.01 (19%)
0.95 0.899±0.03 (9%) 0.929±0.04 (9%) 0.871±0.03 (9%)
M90−180d AUC Sensitivity Specificity
All 0.706±0.004 0.587±0.07 0.751±0.02
0.80 0.806±0.05 (29%) 0.759±0.15 (29%) 0.833±0.03 (29%)
0.90 0.818±0.04 (18%) 0.846±0.07 (18%) 0.808±0.07 (18%)
0.95 0.842±0.07 (9%) 0.869±0.09 (9%) 0.794±0.04 (9%)
M180−365d AUC Sensitivity Specificity
All 0.766±0.04 0.669±0.05 0.741±0.03
0.80 0.882±0.04 (33%) 0.842±0.06 (33%) 0.867±0.03 (33%)
0.90 0.875±0.03 (20%) 0.973±0.04 (20%) 0.847±0.04 (20%)
0.95 0.886±0.03 (9%) 1.0±0.0 (9%) 0.836±0.03 (9%)
likely time window of occurrence. The fact of patients not being
exclusive of one time windows (i.e., an ALS patient may be "No
Evol" in a shorter time windows and become "Evol" on a broader
time window), hinders the computation of confusion matrix-based
evaluation metrics (such as sensitivity or specificity) since the gold
standard is not unique. Nevertheless, we evaluate the number of
1) patients correctly identified as needing NIV in the correspond-
ing time window (labelled as "Evol as Evol"), 2) patients correctly
identified as not requiring NIV in the corresponding time window
(labelled as "noEvol as noEvol"), and 3) the number of misclassi-
fications due to either a wrong prediction or in an incorrect time
window.
Comparing with Table 3, we noticed a significant increase in
the number of predictions made by the prognostic model using a
mixture of experts. This suggests that basemodels complement each
other, and patients who may be hard to classify in one model (and
time window) are more similar to the training examples of other
models (and time window). The percentage of correct predictions
is near 80% across all time windows. While this performance must
be enhanced to be translated to clinical settings, we recall that this
model is handling a hard classification task, similar to a multi-task
problem.
Table 2: Classification performance of the base models
trained with SVMwith polynomial kernel within a random-
ized 5-fold CV scheme, per time windows.
AUC Sensitivity Specificity
M90d 0.794±0.02 0.682±0.09 0.767±0.02
M90−180d 0.684±0.02 0.560±0.04 0.735±0.02
M180−365d 0.752±0.03 0.657±0.05 0.712±0.03
Table 4: Classification performance of the prognostic model
using mixture of experts trained with Cross Conformal Pre-
dictors coupled with SVM with polynomial kernel within a
randomized 5-fold CV scheme, per reliability threshold.
Evol noEvol No. (%) of % of
τ as Evol as noEvol misclassifications predictions
All 561 5478 1789 (23%) 100%
0.80 561 5478 1789 (23%) 100%
0.90 542 5429 1714 (22%) 98%
0.95 410 4892 1266 (19%) 84%
4 CONCLUSIONS
Early Administration of NIV in ALS patients leads to better prog-
nosis and extended survival times. In this context, we propose a
prognostic model to predicts whether, and when, ALS patients
would need assisted ventilation, at a given reliability threshold.
Such models can be useful to support clinical decisions. High cred-
ible predictions can reinforce the decision of prescribing, or not,
NIV, and eventually select patients for clinical trials.
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