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Resumen 
 
En este proyecto nos centramos en el estudio concreto de una empresa cliente 
que realiza una migración de su sistema de telefonía tradicional analógica 
hacia una convergencia entre la nueva red de telefonía IP que se 
implementará y su red de datos actual. 
 
Analizaremos la situación inicial del cliente, sus motivaciones de cambio, 
recogeremos las especificaciones particulares y diseñaremos y presentaremos 
una solución. 
 
Este documento contiene los resultados obtenidos al realizar una auditoría de 
redes LAN y WAN de las diferentes sedes de nuestro cliente.  
A lo largo del documento, se explicarán los métodos utilizados para la 
obtención de datos tanto a nivel LAN como WAN, los esquemas de las 
topologías de red estudiadas, así como los resultados obtenidos para cada 
una de las delegaciones y entornos estudiados.  
 
Una vez mostrados los resultados del estudio, se intentarán aportar soluciones 
tanto para mejorar el funcionamiento de la actual red de cliente coma para 
albergar en ésta la nueva infraestructura de telefonía IP. Siguiendo estas 
propuestas, se ofrecerá una valoración económica para su aplicación, y se 
sugerirán nuevas líneas de investigación para continuar mejorando la 
estructura.  
 
Un resumen de las distintas tecnologías y protocolos que se recogen en este 
proyecto son: ADSL, VoIP, ToIP, RDSI, PSTN, CCM, VLANs, IPSec, DHCP, 
SCCP, MGCP, QoS, G.711, G.729. 
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Overview 
 
 
This project is focused on the study of a specific company client who migrates 
its analogical telephone system towards a convergence between the new IP 
telephony that will be implanted, and this current network of information. 
We will analyze our client initial situation and its motivations of change. With 
this information, we will collect the characteristic specifications and will design 
and present the solution. 
 
This document contains the obtained results of an audit of LAN and WAN 
networks of the different headquarters of our client. 
 
Along the document, will be explained all the methods used for the obtaining of 
information so much to level LAN as WAN, the schemes of the studied network 
topologies , as well as the results obtained for each of the studied  delegations 
and environments. 
 
Once showed the results of the study, solutions will try to be contributed so 
much to improve the functioning of the client's current network, as to shelter in 
this one the new infrastructure of IP telephony . Following these offers, it will be 
offered an economic valuation, for its application, and new lines of investigation 
will be suggested to continue improving the structure.  
 
 A summary of the different technologies and protocols that are gathered in this 
project they are: ADSL, VoIP, ToIP, RDSI, PSTN, CCM, VLANs, IPSec, DHCP, 
SCCP, MGCP, QoS, G.711, G.729. 
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CAPÍTULO 1. INTRODUCCION 
 
 
En el presente proyecto se aborda el diseño e implementación de una red de 
comunicaciones para una entidad financiera, que unifique sus redes de datos y 
voz y, en la que además se pueda garantizar la seguridad en las operaciones 
realizadas entre las diferentes sucursales. 
 
Nuestro cliente consta de unas 500 sedes distribuidas a lo largo de todo el 
territorio nacional y un edificio central situado en la ciudad de  Barcelona. 
La distribución global de las sedes se puede observar en el siguiente mapa: 
 
 
 
Figura 1.1. Mapa de oficinas 
 
 
Se pretende diseñar una red multi-servicios que ofrezca a nuestro cliente una 
solución global para sus comunicaciones, lo cual tendrá impacto en los costes 
de infraestructura y mantenimiento de la red, reduciéndolos notoriamente. 
 
 
 
 
 
Diseño e implementación de una red multiservicios   8 
1.1. Evolución hacia las redes convergentes 
 
Hasta hace pocos años en las empresas se disponía de redes específicas para 
las distintas aplicaciones implementadas en la compañía. Habitualmente se 
disponía de una red de datos y otra de telefonía. En la figura 1.2 se muestra 
una topología básica de estas redes específicas. 
 
 
Figura 1.2. Redes especificas 
 
Como se observa en la ilustración 1.2, se dispone de dos tipos de redes para 
una única sede: 
- Una red de telefonía PSTN –Public Switched Telephony Network-, que hace 
uso de la red telefónica pública conmutada analógica o digital para conectar los 
teléfonos de ambas sedes. 
- Una red de datos WAN –Wide Area Network-, que realiza la unión de los 
distintos dispositivos de datos de las dos sedes. 
 
En esta topología, las redes de voz son redes de conmutación de circuitos, 
pudiendo hacer uso de tantos canales de comunicación como los contratados 
con los Operadores. Es decir, cuánto más líneas queramos tener conectadas a 
nuestra centralita, más accesos básicos son necesarios emplear en una 
comunicación, y por consiguiente, mayor el número de recursos a solicitar al 
proveedor del servicio.  
 
En el caso de la red de datos se dispone de un ancho de banda conforme a lo 
contratado con el Proveedor de Servicio. Este ancho de banda es utilizado para 
todo el tráfico de datos de una sede y éste es enviado a los routers sin priorizar 
ningún tipo de datos. 
 
No resulta práctico disponer de varias redes y varios dispositivos específicos 
agrupados por distintos tipos de aplicaciones que se emplean en la empresa, 
es decir, una red de circuitos y dispositivos de datos y otra de voz. 
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Como habitualmente estas redes son configuradas y mantenidas por distintas 
empresas de servicios, esto deriva en la duplicación de equipos y contratos de 
mantenimiento, y por lo tanto costes finales a pagar por el cliente. Sin olvidar 
que resulta mucho más difícil unificar servicios e integrar distintas aplicaciones. 
 
Para evitar esta situación, un primer paso es intentar compartir el acceso a la 
red WAN entre los datos y la voz, de esta forma se ahorran los costes de los 
circuitos contratados para las redes PSTN en cada sede. En este escenario 
todas las aplicaciones de datos y voz competirían en por el acceso al ancho de 
banda WAN ofrecido por el Operador, sin priorizar ni reservar caudal destinado 
a determinadas aplicaciones.  
El problema que se origina cuando todas las aplicaciones compiten por un 
mismo ancho de banda es que algunas de ellas no obtendrán una garantía de 
calidad suficiente que satisfaga sus necesidades. Es el caso de las 
aplicaciones de voz, las cuales necesitan un ancho de banda mínimo 
garantizado y una latencia máxima para que se puedan mantener 
conversaciones correctamente. 
A simple vista, la solución podría ser contratar un mayor ancho de banda con el 
Operador, pero nuevamente se estaría incrementando el coste. Por otra parte, 
en este escenario a pesar de compartir el acceso WAN por todas las 
aplicaciones de cada sede, dentro de éstas sigue existiendo una red para los 
dispositivos de datos y otra para los de voz. 
 
La solución y evolución lógica a estos problemas han sido las redes 
convergentes. En éstas, como su nombre lo indica, convergen las distintas 
aplicaciones y redes en una única red WAN que integra las distintas redes. En 
la figura 1.3 se muestra un ejemplo donde se juntan todas las comunicaciones 
de datos y voz en una única red WAN. Esta unificación reduce notablemente el 
número de equipos en la red, por lo tanto, también el gasto en implementación, 
mantenimiento con los proveedores de equipos y el número de líneas con los 
Operadores. 
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Figura 1.3. Redes convergentes. 
 
 
El gran problema que se genera al hacer uso de redes convergentes es que 
todos los equipos y aplicaciones competirán por el acceso al medio y, por lo 
tanto, se debe de disponer de alguna tecnología que organice las 
comunicaciones. 
Éste es el punto donde aparece el concepto de QoS –Quality of Service-, que 
implementada en la red organiza y prioriza correctamente el tráfico de datos y 
voz que circula por los enlaces, switches y routers. 
 
 
1.2. Requerimientos y objetivos del proyecto 
 
Nuestro cliente requiere actualizar toda la infraestructura de su red de 
comunicaciones, unificando la red de datos y voz en una sola red multi-
servicios integrada. Con esto, se pretende reducir costes de mantenimiento de 
equipos y redes y dotar de una mayor optimización su propia red. 
 
Además el cliente pretende actualizar toda su red de voz, dejando atrás la 
tradicional red analógica de voz para implementar en todas sus sedes una 
tecnología más actual y fiable como lo es la voz sobre IP. 
 
En un primer punto de este proyecto se analizará el estado actual de las redes 
de datos y voz de nuestro cliente, abordando las limitaciones de éstas mismas 
que hacen que sea necesario un profundo cambio de gran parte de la red de 
comunicaciones del cliente. 
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El diseño de la red engloba comunicaciones de datos y voz. En primer lugar se 
abordará el diseño de los equipos y redes de datos para, a continuación, poder 
ofrecer una solución de voz que aprovechará las nuevas infraestructuras y 
equipos de datos instalados.  
 
En cuanto a la parte de la implementación de la red de datos, todos los routers 
de todas las delegaciones realizarán funciones de switching, por lo que se 
reducirá el número de dispositivos finales a instalar, para esto se sustituirán los 
antiguos routers Teldat por modelos más actuales Teldat que incorporan en el 
propio dispositivo tarjetas FastEthernet 10/100Mbps que permitirán que nuestro 
nuevo router pueda realizar también funciones de switching. 
 
La solución global de voz será gestionada por un Cisco Call Manager ubicado 
en la sede central de Barcelona, el resto de sedes dispondrán de teléfonos IP 
administrados remotamente desde el propio Call Manager. Además se 
colocarán también equipos Cisco en el edificio central de Barcelona que harán 
las funciones de gateways centralizados para cubrir el tráfico de voz de todas 
las delegaciones de nuestro cliente, de manera que nos podremos ahorrar el 
coste de la instalación y mantenimiento de tener un Gateway de voz por cada 
oficina. 
 
Otro objetivo importante del proyecto será garantizar una calidad de servicio en 
base al tipo de aplicación que circula por la red. De esta forma, se garantiza 
que las comunicaciones de voz siempre tengan prioridad sobre las de datos.  
 
Con el propósito de poder tener una estimación del tráfico de voz y datos de las 
oficinas, se analizará el tráfico en dos pilotos creados específicamente con este 
propósito. El software utilizado con tal propósito es el CACTI, un programa que 
nos permite realizar la gestión de red mediante SNMP - Simple Network 
Management Protocol -. 
La versión de CACTI utilizada es la 0.8.7b-2.1 
A partir de los resultados obtenidos del estudio del tráfico en estos dos pilotos 
podremos observar las posibles deficiencias a nivel de tráfico, tanto si en algún 
momento éste se llegase a saturar como si por el contrario, el enlace estuviese 
demasiado infrautilizado. 
 
El resto de la estructura presentada en este proyecto es el siguiente; en el 
capítulo 3 analizaremos con detalle el tráfico de voz y datos de las oficinas a 
través de dos pilotos creados con diferente carga de tráfico. En el capítulo 4 
mostraremos el diseño e implementación de la solución adoptada. Finalmente  
mostraremos las conclusiones de dicho proyecto y analizaremos algunas 
posibles propuestas de mejora para el futuro. 
 
Por último, se hace realiza un resumen de las ventajas más destacadas que el 
nuevo sistema ofrece a nuestro cliente. 
 
- Reducción de costes 
o Dispondremos de una única plataforma de Hardware tanto para 
voz como para datos, al actuar los teléfonos como un pequeño 
switch. La conexión se realiza del router al teléfono y del teléfono 
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al pc. Sólo será necesario disponer de un único cable de red por 
usuario. 
o Sustitución de los antiguos routers y switches situados en cada 
sede por routers que realizarán también funciones de switching. 
o Integración de VoIP en todas las sedes, por lo que nuestro cliente 
se ahorrará los costes de alquiler y mantenimiento de las antiguas 
centralitas analógicas. 
o Utilización de gateways centralizados con accesos PRI a la red 
PSTN en el edificio central que permiten el ahorro de tener que 
disponer de un Gateway remoto en cada sede. 
 
- Simplificación de las comunicaciones y mayor flexibilidad 
o Integración de la red de datos y la de voz en una única red 
multiservicios. 
o El cliente dispone de un entorno de gestión sencillo e intuitivo 
como es el Cisco Call Manager que le permite realizar de manera 
autónoma y sencilla tareas como añadir nuevas extensiones al 
sitema, configuración de desvíos, configuración del grupo de salto 
de cada oficina, etc… 
o Creación de multitud de configuraciones personalizadas para 
cada usuario, como  marcaciones rápidas, desvíos entre 
extensiones, etc… 
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CAPÍTULO 2. ESTADO ACTUAL DE LA RED 
 
2.1. Arquitectura actual de la red de datos y voz del cliente 
 
Nuestro cliente, al igual que la mayoría hasta hace unos pocos años, disponen 
actualmente de una red propia para transmitir datos y otra distinta para 
telefonía.  
Tal y como mostraremos más adelante, una única sede dispone de dos redes 
completamente diferenciadas: 
- Una red de telefonía PSTN - Public Switched Telephone Network  - , que hace 
uso de la red telefónica pública conmutada analógica o digital para conectar los 
teléfonos de las diversas sedes. 
- Una red de datos WAN - Wide Area Network -, que realiza la unión de los 
distintos dispositivos de datos de las sedes (impresoras, cajeros, PC´s….) 
 
La red actual de nuestro cliente está formada por unas 500 oficinas repartidas a 
lo largo y ancho de todo el territorio nacional, de las cuales unas 100 oficinas 
disponen de accesos FR – Frame Relay -  y unas 400 de accesos ADSL - 
Asymmetric Digital Subscriber Line -. Tambien se dispone de un edificio central 
en el que están alojados los servidores de nuestro cliente en la provincia de 
Barcelona. 
En cuanto a la telefonía, cada oficina está conectada a la red RTC – Red 
Telefónica Conmutada - mediante dos TRs, que proporcionan la posibilidad de 
realizar 4 llamadas simultáneas. 
Para más información sobre las tecnologías ADSL, FR y RTC consultar anexos 
A, B y E. 
 
2.1.1. Sedes con acceso ADSL 
 
En las oficinas con acceso ADSL cada sede tiene contratada una modalidad de 
ADSL AVANZADO que proporciona un ancho de banda asimétrico de 4Mbps 
de tráfico de bajada y 512Kbps de subida.  
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Figura 2.1. Sedes con acceso ADSL 
 
Si nos referimos a la parte de datos de este tipo de sedes, encontramos que la 
acometida de la línea de acceso ADSL acaba en un splitter que nos permite 
filtrar la parte de voz y la parte de datos de la tecnología ADSL y de esta 
manera evitar interferencias en la señal. 
Un splitter logra filtrar la parte de voz y datos de la señal ADSL debido a que 
cada una de éstas opera en un rango de frecuencias diferente, de modo que el 
splitter puede agruparlas de modo que ninguna de ellas cree interferencias 
sobre la otra. 
Los filtros separadores o splitters, deben colocarse necesariamente en los dos 
extremos de la línea telefónica, uno en el lado de la central y el otro en el el 
domicilio del usuario.  
 
 
 
 
Figura 2.2. Rango frecuencias ADSL 
 
En el rango de frecuencias más bajo del ADSL podríamos conectar cualquier 
dispositivo de voz analógico, como bien podría ser un teléfono clásico o bien un 
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fax. En nuestro caso en la salida PAS_B del splitter conectaremos la alarma de 
la oficina. 
A la salida PAS_T del splitter (la salida de datos) irá conectado un latiguillo RJ-
11 que nos permite conectar nuestro router Teldat ATLAS 150 a la línea ADSL. 
Cada router dispone de una interfaz LAN a la cual irá conectado un switch 
Cisco Catalyst 2960 10/100 de 24 puertos, al cual tenemos conectados todos 
los equipos de datos de la oficina (PC´s, cajeros, impresoras y servidor). 
En cuanto a la red de voz se refiere, cada oficina dispondrá de dos accesos 
RDSI – Red Digital de Servicios Integrados - formado por dos canales de 
64kbps cada uno que permiten la posibilidad de realizar 4 llamadas 
simultáneas. Este acceso RDSI que permite la comunicación a nivel de voz de 
la oficina además hace funciones de respaldo a la línea ADSL de la oficina en 
caso de que ésta fallase. 
Entre una de las TRs y la centralita Ericsson encontramos un router GSM – 
Global System Mobile - de Vodafone que permitirá dar salida a las llamadas 
realizadas a móviles desde la oficina también a través de la red RTC y que 
permitirá tarificar estas llamadas de una manera especial. 
2.1.2. Sedes con acceso FR 
 
Este tipo de sedes con acceso FR de 2Mbps de ancho de banda de subida y 
bajada, son muy parecidas a las comentadas anteriormente, con la principal 
diferencia que las líneas FR no disponen de una banda frecuencial que se 
pueda utilizar para conectar algún dispositivo de voz, por lo que será necesario 
contratar un acceso básico con una numeración propia donde poder conectar la 
alarma. 
Por lo demás el esquema de red es bastante parecido al anterior, con la 
principal diferencia que este tipo de sedes no dispone de router Vodafone 
propio, por lo que las llamadas a móviles no tendrán ningún tipo de tarificación 
especial. 
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Figura 2.3. Esquema de red con acceso FR 
 
2.1.3. Sede central de Barcelona 
 
En este apartado analizaremos la situación actual del edificio central situado en 
la ciudad de Barcelona. 
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Figura 2.4. Esquema edificio central 
 
Cisco Catalyst 3560 24p 
 
Tal y como podemos ver, el primer equipo que podemos observar, y que realiza 
la función de interconexión entre la red de la sede central de Barcelona y la red 
VPN-IP del operador, es un Cisco Catalyst 3560 de 24 puertos FastEthernet 
que realizará las funciones de switching entre el resto de equipos que forman la 
red del edificio (centrales IPsec y central RDSI) y que será la puerta de enlace 
de la LAN del edificio con la red VPN-IP. Además de los 24 puertos 
FastEthernet, el Catalyst dispone de dos puertos GigaEthernet donde 
tendremos conectados dos enlaces Macrolan de 1Gbps cada uno. Según la 
manera en que está configurado el switch, el único enlace que cursa tráfico es 
el GigabitEthernet0/1, de manera que el segundo enlace estará a la espera de 
que el primero caiga para que mediante el protocolo STP - Spanning Tree 
Protocol - levante y sea éste el que curse todo el tráfico. 
 
Centrales IPSEC 
 
Detrás del Catalyst, y conectados en los puertos FastEthernet0/2,3 y 4, cliente 
dispone de 3 routers Cisco 7200 que hacen funciones de concentradores de 
túneles IPsec; de manera que los routers situados en cada una de las sedes de 
cliente establecen un túnel IPsec con uno de los 3 centrales al cual estará 
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asociado por la configuración del propio router, de manera que toda la 
información que viaja por la red estará cifrada. 
La posibilidad de cifrar datos responde a la necesidad de nuestro cliente de 
garantizar la confidencialidad, integridad y autenticidad de los datos que 
intercambian entre sus distintas sedes. Para ello se utiliza un encriptado en 
modo túnel 3DES y secreto compartido, que permitirá asegurar que todo el 
tráfico enviado por este túnel no ha sufrido ningún tipo de alteración, no ha sido 
leído por un tercero y, lo que es más importante, el tráfico viene de su emisor 
original. No se encriptará el tráfico clasificado Multimedia ni el destinado a 
Internet para evitar un procesado innecesario de datos, con la consiguiente 
ralentización. Más adelante se entrará con más detalle en el proceso de 
encriptación de los paquetes. 
A la hora de establecer los túneles IPsec hemos de definir la topología que 
estos van a seguir, pudiendo ser esta en estrella o completamente mallada.  
En la topología en estrella, cada una de las diferentes delegaciones acceden 
de forma segura a uno de los 3 concentradores de túneles de que dispone 
nuestro cliente, de manera que será necesario configurar un crypto-map en 
cada una de las sedes hacia el central IPsec, y en éste uno por cada una de las 
sedes que vayan a establecer un túnel contra él. 
En cambio, si la topología es completamente mallada, cada una de las sedes 
tendrá que tener configurado un crypto-map por cada una de las sedes con las 
que vaya a tener túneles establecidos, por tanto, si se añade una nueva sede, 
sería necesario reconfigurar el resto de equipos de la red de nuestro cliente. 
Parece evidente por tanto, que estando compuesta la red de nuestro cliente por 
unas 500 oficinas, la opción más interesante es la topología en estrella, tanto 
desde el punto de vista de la simplicidad como de la eficiencia, ya que si 
diésemos de alta una nueva oficina habría que configurar 500 sedes si la 
tecnología fuese mallada, en cambio, al ser en estrella, únicamente tendríamos 
que dar de alta esta nueva oficina en el central IPsec correspondiente. 
De todas formas en los annexos veremos con mayor detenimiento el cifrado 
IPsec, que nos facilitará la comprensión de los conceptos explicados 
anteriormente. 
Cada uno de los tres centrales tendrá asociado unas 175 oficinas, de manera 
que toda la carga de las 500 oficinas quedará balanceada entre los tres 
equipos. En caso de caída de alguno de los tres equipos, los otros dos 
centrales IPsec asumirán la carga del central caído. 
 
Central RDSI 
 
Por último y conectado en el puerto FastEthernet0/1 del Catalyst 3560 
encontraremos el central de backup RDSI (el equipo Cisco 7200 rotulado como 
backup en la Figura 2.4. Esquema edificio central). 
Tal y como comentamos en el apartado de “sedes con acceso ADSL”, cada 
oficina dispone de un respaldo RDSI que cursará todo el tráfico de la oficina en 
caso de que el router detecte una caída física del enlace principal. 
En este caso, el router realizará una llamada RDSI contra el central de backup 
RDSI situado en el edificio central. El central contiene la tecnología necesaria 
para la finalización de las llamadas RDSI. El único inconveniente de este 
sistema es que al solo disponer de un central, en caso de caída, todas las 
oficinas se quedarían sin respaldo. 
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El router central dispone de un puerto PRI - Interfaz de Acceso Primario-, al 
que se conecta un primario, y al cual llamarán el resto de routers de las 
diferentes sedes cuando detecten que su línea principal ha caído. El central 
comenzará a anunciar el rango de IPs de esta a través de su conexión 
principal, cursándose todo el tráfico de/hacia dicha sede por la conexión que el 
router central RDSI tiene contra la VPN, es decir, a través del catalyst. 
 
 
Figura 2.5. Backup RDSI en oficina 
 
 
2.1.4. Plan detallado de direccionamiento IP 
 
2.1.4.1. Introducción 
 
En este apartado se define la estructura para el direccionamiento IP de LAN – 
Local Area Network - que actualmente está utilizando nuestro cliente en sus 
diferentes sedes y en su edificio central de Barcelona. 
Esta estructura consiste en agrupar los 32 bits que forman una dirección IP en 
4 bloques, obtenidos a partir de la abstracción de la estructura corporativa de 
que dispone la red de nuestro cliente. Los 4 bytes que componen una dirección 
IP, en general no coinciden con estos 4 bloques, tal y como se detalla 
posteriormente en este documento. 
El modelo propuesto es el formado por los siguientes campos: 
Organización.entorno.localización.máquina 
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En la siguiente tabla que se presenta a continuación se concreta un poco más 
esté modelo general: 
 
ORGANIZACIÓN ENTORNO LOCALIZACIÓN MÁQUINA 
Organización entorno 
edificio máquina o 
interface oficina 
 
La manera de agrupar los 32 bits de que se dispone en estos 4 campos es 
variable y depende de las características que ha de reunir cada uno de los 
entornos. 
Por ejemplo, para la red de oficinas de nuestro cliente se le asignará la red 
200.0.0.0 con máscara 248.0.0.0, dentro de este rango se asignarán las IPs de 
la siguiente manera: 
 0  Reservada (IP de red) 
 2 – 203  Libres (reservadas para equipos de la LAN de la oficina) 
 204 – 223  reservadas para la asignación dinámica de portátiles 
 224 – 239  reservada para la asignación estándar de usuario 
(máquinas de pruebas) 
 240 – 254  reservada para uso administrativo y elementos de red 
 243  Ip de loopback (cifrado) 
 244  Interfaz RDSI en LAN 
 255  reservada (broadcast) 
 
2.1.4.2. Plan de direcciones del entorno de oficinas 
 
En el entorno de oficinas de nuestro cliente, el formato de la dirección IP sería 
el siguiente: 
OOOOOEEE.EELLLLLL.LLLLLLLL.MMMMMMMM 
Cada agrupación de letras se codificaría de la siguiente manera: 
 
CODIGO DE ORGANIZACIÓN: 
 
Con OOOOO se representa el código de organización, en el caso concreto de 
nuestro cliente se ha escogido 11001 para los 5 primeros bits de la dirección, 
de esta manera se representa el tramo de direcciones entre la dirección 
200.X.X.X y la dirección 207.X.X.X, aunque actualmente en todas las oficinas 
se les ha asignado la 200.X.X.X. 
Estos primeros 5 bits son invariables para toda dirección IP que pertenezcan a 
nuestro cliente. 
 
CODIGO DE ENTORNO: 
 
Con EEEEE se representa el código de entorno y en el caso de nuestro cliente 
se escoge el código 0000. Este código se mantiene para todas las oficinas de 
nuestro cliente. 
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CODIGO DE LOCALIZACIÓN: 
 
Con LLLLLLLLLLLLLL se representa el código de localización y éste se obtiene 
al codificar en binario, con 14 bits, el número de oficina que corresponda. 
De esta manera desde la oficina número 1 hasta la oficina número 255, el 
segundo byte de la dirección sería un 0 y el número de la oficina aparecería en 
el tercer byte, es decir, la estructura de la dirección seria: 200.0.N.X. Donde la 
letra N representa el número de la oficina. 
De la oficina 256 hasta la 511, el segundo byte de la dirección IP seria un 1, y 
el tercero correspondería a los últimos 8 bits del número de oficina en binario. 
Una manera más rápida de hacer el cálculo sería hacer una sencilla resta: al 
número de oficina restarle 256. Por ejemplo, a la oficina número 500 le 
correspondería la dirección 200.1.244.X. (donde el 244 proviene del resultado 
de la operación 500-256). 
De la oficina 512 hasta la 767, el segundo byte seria un 2 y el tercer byte seria 
el que se obtendría al restar al número de oficina 512. Por ejemplo, la oficina 
700 seria la 200.2.188.X 
De la oficina número 768 hasta la 1023, el segundo byte es un 3 y el tercer 
byte, se obtiene de restar al número de oficina 768. Por ejemplo la oficina 800 
seria la 200.3.32.X 
Así sucesivamente, para un número N de oficinas, podemos obtener la IP de la 
oficina de una manera muy sencilla, y con un amplio abanico de IPs ante 
posibles ampliaciones futuras. 
 
CODIGO DE MAQUINA O INTERFACE: 
 
En cuanto a los bits que codifican cada host en una determinada subred, como 
política general, la asignación propuesta en la siguiente: 
 0  Reservada (red) 
 1  Interface del router 
 2 – 4  Equipos de segundo nivel (hub/switch) 
 9 – 10  Equipos multifunción 
 11  Servidor de primer dominio (oficinas que solo dispongan de un 
servidor) 
 12 – 30  Equipos de LAN del primer dominio (PCs que cuelguen de un 
servidor de primer dominio) 
 31  Servidor de segundo dominio 
 32 – 40  Equipos de LAN del segundo dominio (PCs que cuelguen de 
un servidor de segundo dominio) 
 51 – 54  Cajeros automáticos 
 63  Reservada (broadcast) 
A continuación observaremos un ejemplo en el que podemos contemplar la 
asignación de IPs en la subred LAN de una oficina concreta. 
Si codificamos la dirección de la oficina número 94 (o0084), suponiendo que 
dispone de 2 dominios (2 servidores), 1 LAN y 6 equipos por dominio, dos 
equipos multifunción y dos cajeros, su plan de red quedaría de la siguiente 
manera: 
La subred de la oficina tendría la dirección 200.0.94.0 con máscara 
255.255.255.192 
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La interface Ethernet del router seria la dirección 200.0.94.1 y el switch 
dispondría de la dirección 200.0.94.2. 
Al servidor de primer dominio le correspondería la dirección 200.0.94.11 y al 
primer equipo de este dominio se le asignaría la dirección 200.0.94.12, al 
segundo la 200.0.94.13, y así sucesivamente. 
El servidor del segundo dominio tendría la dirección 200.0.94.31, y a los 
equipos de este dominio se le asignaría las IPs consecutivas, es decir, la 
200.0.94.32 el primero, la 200.0.94.33 el segundo y así sucesivamente. 
A los equipos multifunción se les asignaría las IPs 200.0.94.9 y 200.0.94.10 
respectivamente, y a los cajeros automáticos 200.0.94.51 y 200.0.94.52. 
 
 
Subred 
Direccion 
IP Asignación 
LAN 
200.0.94.0 Subred de la oficina, con máscara 255.255.255.192 
200.0.94.1 Interface LAN del router 
200.0.94.2 Switch 
200.0.94.3 reservada hasta la .8 para elementos de interconnexión 
200.0.94.9 Equipo multifuncion 
200.0.94.10 Equipo multifuncion 
200.0.94.11 Servidor de primer dominio 
200.0.94.12 
Equipos asociados al servidor de primer dominio. Reservadas hasta la 
.30 
200.0.94.31 Servidor de segundo dominio 
200.0.94.32 
Equipos asociados al servidor de segundo dominio. Reservadas hasta la 
.50 
200.0.94.51 Cajero automático 
200.0.94.52 Cajero automático 
 
Se le asignará una MAC ficticia a cada dispositivo de datos de la oficina, de 
manera que el servidor DHCP de cliente pueda asignarle siempre una IP 
acorde con los criterios indicados anteriormente.   
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CAPÍTOL 3. RESULTADOS DE ANALISIS WAN Y LAN 
 
Este tercer capítulo, muestra los resultados más destacables obtenidos a partir 
del análisis a nivel WAN– Wide Area Network -  y LAN de la red de nuestro 
cliente. Se explican los valores estudiados, y se muestran aquellos que 
aportaban datos relevantes. 
 
Diferenciaremos las sedes de nuestro cliente en dos tipologías distintas; las 
sedes de tipología 1 (sedes con una media de 10 puestos de trabajo) y las 
sedes de tipología 2 (sedes con una media de 5 puestos de trabajo), ya que el 
tráfico requerido por estos dos tipos de sedes será distinto. 
 
Para poder estudiar el tráfico VoIP que cursarán las sedes una vez se proceda 
a la migración de las oficinas a la nueva tecnología, se han creado dos pilotos 
en los que se analizará tanto el tráfico de voz como de datos. 
 
Existen diversas soluciones freeware para monitorizar equipos tales como 
Nagios, Cacti, etc.,hasta otras con implicaciones económicas como Sitescope, 
HP Openview, etc.Tal y como hemos comentado en el capítulo anterior, el 
software que se utilizará en este proyecto será CACTI, que nos permitirá 
analizar el tráfico en diferentes interfaces de los equipos situados en las 
diferentes sedes, tanto tráfico de salida del equipo como de entrada. 
Para más información sobre el software cacti consultar anexo G – EL 
SOFTWARE CACTI. 
 
Todos los routers de nuestras oficinas dispondrán de una línea principal y otra 
de backup que conmutará en caso de que la línea principal falle, aunque en 
este capítulo sólo analizaremos el tráfico en la línea principal, ya que es la que 
normalmente está activa. 
 
Además analizaremos el tráfico en el router situado en la sede central de 
nuestro cliente en Barcelona. 
 
3.1.      Esquema de los pilotos 
 
3.1.1.     Esquema del piloto sede tipo 1 
  
En la siguiente ilustración podemos observar la distribución de los diferentes 
equipos que componen la LAN de nuestro cliente en los diferentes puertos del 
router, mostrando la organización que tendrán los equipos en las sedes tipo 1. 
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Figura 3.1. Modelo LAN sede tipo 1 
 
El modelo de router utilizado para crear el piloto de las sedes tipo 1 será un 
router modular Teldat ATLAS 360, que dispondrá de 2 interfaces GIGABIT-ETH 
dual, una tarjeta Switch 16 puertos FastEthernet con PoE- PowerOver Ethernet 
- externo, una tarjeta 4 puerto switch y una extensión tarjeta switch a 4 puertos 
más. 
 
 
La asignación de puertos en esta tipología será la siguiente: 
 
Interfaz GigabitEthernet0/1 Acceso macrolan 10Mbps principal 
Interfaz GigabitEthernet0/2 Acceso macrolan 2Mbps backup 
Tarjeta FastEthernet 10/100Mbps 16 puertos  Teléfonos IP 
Tarjeta FastEthernet 10/100Mbps 4 puertos más tarjeta extensión 4 
puertos más. 
 Puerto 1 y 5 Equipo multifunción  
 Puerto 2 y 6 ATAs 
 Puerto 3 y 7 Cajeros y/o actualizador de libretas 
 Puerto 4 y 8 Servidores 
 
En esta tipología las oficinas dispondrán únicamente de 10 ToIP- 
Telephoneover IP -, 1 equipo multifunción, 1 ATA, 2 cajeros y 1 servidor, por lo 
que el resto de puertos se podrán reservar para futuras ampliaciones de 
puestos de trabajo. 
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3.1.2.     Esquema del piloto sede tipo 2 
 
 
Ahora observaremos la distribución de los diferentes equipos que componen la 
LAN de nuestro cliente en los diferentes puertos del router, simulando la 
organización que tendrán los equipos en las sedes tipo 2. 
 
 
 
Figura 3.2. Modelo LAN sede tipo 2 
 
El modelo de router que utilizaremos para esta tipología será un TELDAT C9+. 
Este router dispone de una tarjeta FastEthernet de 16 puertos, de los cuales los 
8 primeros puertos serán alimentados por una fuente PoE externa. Además 
dispone de  una interfaz ADSL donde conectaremos la línea ADSL de backup. 
La asignación de puertos en esta tipología será la siguiente: 
 
Tarjeta FastEthernet 10/100Mbps 16 puertos  Teléfonos IP 
 Puerto 1 y 8Puertos con alimentación PoE donde irán conectados los 
ToIP, que harán de “puente” con los PCs de la oficina 
 Puerto 9ATA 
 Puerto 10Servidor 
 Puerto 11 y 12Impresoras 
 Puerto 13,14 y 15 Cajeros y/o actualizador de libreta 
 Puerto 16 Acceso macrolan 2Mbps principal 
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En esta tipología las oficinas dispondrán únicamente de 5ToIP, por lo que 
dispondremos de 3 puertos PoE más en caso de posibles ampliaciones de 
puestos de trabajo o para poder ser utilizados en caso de la avería de alguno 
de los otros puertos. 
3.2.      Tráfico WAN 
 
Para auditar los enlaces WAN, se han realizado capturas en las líneas durante:  
- Un periodo de una semana en la sede central de Barcelona.  
- Diez días en dos de las delegaciones de nuestro cliente. Dichas 
sedes  realizaran las funciones de piloto para poder extrapolar las 
conclusiones extraídas al resto de sedes. 
 
Durante el período de análisis, se ha determinado la distribución del tráfico en 
función de los tráficos más utilizados, como por ejemplo:  
- Tráfico multimedia (VoIP, multiconferencias…) 
- Tráfico corporativo 
- Tráfico WAN 
 
Dicho tráfico será analizado tanto en sedes del tipo 1 como en las de tipo 2. 
 
 
3.2.1.     Análisis de tráfico en sedes tipo 1 
 
En este primer subapartado se muestran los tráficos obtenidos en diferentes 
interfaces de routers de sedes tipo 1 durante un día de trabajo normal. 
Las interfaces en las que analizaremos el tráfico obtenido serán la de voz y la 
del enlace principal. No se analizará el tráfico de datos debido a que éste será 
el mismo que antes de la migración a VoIP, y por tanto, no necesitamos 
monitorizar este tráfico puesto que ya lo conocemos. 
 
Todos estos datos serán extraídos analizando con la aplicación CACTI el 
puerto GigabitEthernet0/1, que es donde está conectada en enlace Macrolan 
principal (ver figura 3.1) 
 
Este tipo de oficina dispondrá de un enlace Macrolan de 10Mbps simétricos 
para la subida y la bajada para su línea principal, aunque el caudal contratado 
únicamente será de 5Mbps, y un enlace Macrolan de 2Mbps como enlace de 
backup. 
 
 
3.2.1.1.     Tráfico de voz 
 
A continuación observaremos todo el tráfico de VoIP cursado durante 24 horas 
por una oficina. 
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Figura 3.3. Tráfico voz sedes tipo 1 
 
Para poder obtener estas gráficas analizaremos el tráfico en el puerto 
GigabitEthernet0/1, pero filtrando las tramas etiquetadas con la vlan21, que es 
la vlan– Virtual LAN - de voz. 
Como podemos observar en esta gráfica, el grueso del tráfico entrante y 
saliente de voz de la oficina se limita a las horas en las que se haya personal 
trabajando en la sede.  
Estas gráficas fueron extraídas un jueves, día en que las oficinas de nuestro 
cliente también abren por la tarde, más exactamente, de 08:00 a 14:30 y de 
16:30 a 20:00. Si nos fijamos en la gráfica podemos apreciar que es 
exactamente el rango de horas en el que se aprecia tráfico de voz en la oficina. 
 
Tal y como podemos observar el pico máximo de tráfico se encuentra situado 
en unos 113Kbps aproximadamente, esto quiere decir que en el momento de 
máximo tráfico de voz la oficina estaba cursando aproximadamente 5 llamadas 
simultaneas, ya que tal y como veremos más adelante en ancho de banda 
consumido por una llamada bajo el códec G.729, que es el códec que utilizan 
nuestras oficinas para llamadas hacia el exterior, es de 24Kbps. 
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3.2.1.2.     Tráfico WAN 
 
En este último apartado analizamos el tráfico total de la oficina. 
 
 
 
Figura 3.4. Tráfico WAN sedes tipo 1 
 
En este caso se analiza todo el tráfico saliente y entrante por el puerto Giga, 
tanto el de voz como el de datos. 
La forma de distinguir un enlace con un correcto funcionamiento de otro 
saturado, y que necesitaría un mayor ancho de banda para dar un servicio 
adecuado, son los picos de las gráficas.  
Un enlace saturado, nos muestra unas formas planas en la parte superior de la 
gráfica, que nos indica, que realmente, el enlace está alcanzando su tope en 
momentos puntuales. 
 
En este caso observamos un pico de tráfico de entrada, situado a las 08:00 
aproximadamente, que coincide con la hora en que el servidor de la oficina es 
encendido, y que al arrancar descargue actualizaciones pendientes de los 
servidores que nuestro cliente tiene alojados en el edificio central. 
 
Dicha carga de tráfico puede llegar a saturar el enlace, pero únicamente en un 
breve periodo de tiempo. Además los picos registrados se producen en horario 
en que no afecta demasiado al trabajo de la oficina. 
Observamos que el mayor pico de todo el tráfico WAN de esta oficina es de 
unos 5Mbps; 
4,83Mbps / 5Mbps = 0,96696,6% 
 
De estos datos podemos extraer que, ni en el momento de máximo tráfico de 
esta oficina se llega a saturar el enlace. 
Si seguimos analizando la gráfica comprobamos que el siguiente mayor pico de 
tráfico ya entra dentro de valores razonables para el correcto funcionamiento 
de la línea. 
2Mbps / 5Mbps = 0,440% 
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También se puede observar que el tráfico de entrada al router es mayor que el 
de salida, esto es debido a que muchas de las operaciones realizadas desde la 
oficina son simples peticiones hacia la red, y en cambio, el tráfico de respuesta 
a estas peticiones es de un tamaño mucho mayor, por lo que es normal que el 
tráfico de entrada al router sea superior al de salida. 
En las siguiente ilustracion se muestra una visión mucho más real del tráfico 
que cursa una oficina durante una jornada laboral. 
En la primera ilustración podemos observar como en mayor momento de tráfico 
de la jornada la línea apenas alcanza el 50% del ancho de banda todal. 
 
2,26 Mbps / 5 Mbps = 0,452 45,2% 
 
 
Figura 3.5. Tráfico WAN sedes tipo 1 
 
3.2.2.     Análisis de tráfico en sedes tipo 2 
 
En éste subapartado analizaremos el tráfico en las sedes de tipo 2, es decir, en 
sedes con 5 o más puestos de trabajo. 
 
Este tipología de oficina dispondrá de un enlace Macrolande 2Mbps simétricos 
para la subida y la bajada, y como línea de backup se empleará el mismo 
ADSL que antes de la migración a la nueva tecnología funcionaba como línea 
principal, de 4Mbps de bajada y 512Kbps de subida, las dos líneas contratas 
con el proveedor de servicios Telefónica. 
En las oficinas en que la línea principal era una línea FR, ésta se dará de baja y 
se instalará en la oficina una nueva línea ADSL. 
 
 
3.2.2.1.     Tráfico de voz 
 
En este apartado analizamos el tráfico de la VLAN 21, es decir, de la VLAN que 
transporta el tráfico de voz. 
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Figura 3.6. Tráfico voz sedes tipo 2 
Como podemos observar el tráfico de entrada y salida etiquetado con la vlan 21 
es prácticamente el mismo. Esto es debido a que el tráfico de la vlan 21 es el 
tráfico de voz, y como es evidente, este tráfico se realiza entre dos 
interlocutores. La diferencia existente entre el tráfico de salida y entrada es 
debida al envio de faxes. Dicho tráfico también es considerado tráfico de voz, y 
por tanto, es transportado en la vlan de voz. 
También se puede apreciar que el tráfico de voz está limitado a la franja horaria 
en que hay personal trabajando de la oficina, es decir de 08:00 – 20:00, 
situando el punto de mayor tráfico alrededor de las dos del mediodía, en que se 
alcanzan picos de hasta 80Kbps aproximadamente. Con esto podemos ver que 
durante este día, el máximo número de llamadas simultáneas de la oficina ha 
sido de 3 llamadas. 
 
3.2.2.2.     Tráfico WAN 
 
En el siguiente gráfico podremos apreciar el tráfico WAN cursado por el router 
de una sede de tipo 2. 
 
 
 
Figura 3.7. Tráfico WAN sedes tipo 2 
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Figura 3.8. Tráfico WAN sedes tipo 2 
 
 
En el gráfico anterior podemos observar el punto de mayor tráfico en el EDC de 
las oficinas en todo el día. 
 
  1,78Mbps / 2Mbps = 0,8989% 
  1,89Mbps / 2Mbps = 0,945 94,5% 
 
Y que los siguientes picos de tráfico apenas alcanzan el mega y medio, siendo 
la media de tráfico de unos 100-150Kbps aproximadamente. 
 
Parece evidente pues, que la elección de una línea Macrolan de 2Mbps 
simétricos es la más adecuada si queremos que el intervalo de saturación de la 
línea en ciertos momentos sea nulo o que al menos afecte lo menos posible al 
trabajo en la oficina. 
 
Los picos apreciados anteriormente fueron debidos a la actualización del 
firmware de los 5 ToIP– Telephoneover IP – Cisco de las oficinas. Dicha 
actualizacion fue programada por error a las 11:00, cuando realmente se quería 
realizar a las 23:00, para no afectar al trabajo en la oficina. 
 
 
3.2.3.     Análisis de tráfico en la sede central de Barcelona 
 
En el último apartado, donde analizaremos tráfico real en equipos de nivel IP 
de nuestro cliente, observaremos el tráfico cursado por el equipo situado en el 
edificio central de nuestro cliente en Barcelona. 
 
Podremos observar el tráfico total de datos de las diferentes sedes que 
constituyen la red de nuestro cliente a partir de la monitorización de nuestro 
equipo central, el catalyst 3560, donde están conectados los tres centrales 
IPsec - Internet Protocolsecurity - de que dispone nuestro cliente. 
El equipo analizado será el Cisco Catalyst 3560, que como ya adelantamos en 
el anterior capítulo dispone de un enlace Macrolan de 1Gbps como enlace 
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principal y otro idéntico que hace funciones de backup en caso de caída del 
primero. 
 
Este equipo no se trata de un piloto creado para analizar el tráfico de las sedes, 
sino que es un equipo que ya está en servicio actualmente. Es todo el tráfico de 
datos efectuado por todas las oficinas de nuestro cliente. 
 
3.2.3.1.     Tráfico WAN 
 
A continuación podremos observar el tráfico total que cursa el equipo por la 
línea principal durante 24 horas. 
 
 
 
Figura 3.9. Tráfico WAN en edificio central 
 
Y por último observamos el tráfico de este mismo equipo pero durante toda una 
semana. 
 
 
Figura 3.10. Tráfico WAN semanal en edificio central 
 
En este gráfico podemos observar claramente un pico producido el día 23 a las 
00:00 aproximadamente producido por una actualización masiva de software 
de todos los terminales de las diferentes sedes del cliente. Dichos servidores, 
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propiedad de nuestro cliente, se encuentran en su propia red y están situados 
detrás de los 3 centrales IPsec, de forma que todo el tráfico que sale de dichos 
servidores y se dirige hacia la los equipos en las diferentes sedes, permanece 
durante todo el trayecto por la red encriptado, de manera que hasta que no 
llega hasta el propio router de la sede, estos paquetes no son desencriptados. 
Tal y como hemos podido ver el momento de tráfico máximo del enlace en toda 
una semana es de 81.81Mbps, y se debió a una actualización realizada durante 
la madrugada, por lo que podemos ver que este enlace está muy infrautilizado. 
 
81.81Mbps / 1Gbps = 0.081  8,1% 
 
La utilización del enlace no llega ni al 10% en el momento de máxima carga de 
toda la semana. Además el cliente dispone de otro enlace de 1Gbps que 
únicamente se utiliza en caso de caída del enlace principal. 
Cabe destacar que el tráfico mostrado en la anterior gráfica pertenece 
exclusivamente al tráfico de datos de nuestro cliente. Tras la implantación y 
puesta en marcha de éste proyecto, parte del tráfico de voz de las oficinas 
pasará por dicho enlace. 
Para poder analizar, de una manera aproximada, cuál será el tráfico de voz 
total de todas las oficinas, analizaremos el tráfico WAN en dos de los pilotos en 
horario de oficina, para poder analizar el tráfico medio de voz de una oficina y 
poder extrapolar los datos al resto de sedes. 
Para poder extraer estos datos analizaremos el tráfico en una sede de tipo1 y 
otra de tipo 2. 
 
Los resultados han sido los siguientes. 
 
 
Oficina tipo 1: 
 
 
 
Figura 3.11. Tráfico WAN diario en horario laboral en oficina tipo 1 
 
Observamos un tráfico máximo de voz de 167.76kbps. 
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Oficina tipo 2: 
 
 
 
Figura 3.12. Tráfico WAN diario en oficina tipo 2 
 
Ahora podemos observar que el tráfico medio ha disminuido 
considerablemente, situándose en unos 80kbps aproximadamente. Éste hecho 
es debido a que los puestos de trabajo en esta oficina son aproximadamente la 
mitad de los que hay en la oficina vista anteriormente. 
Si consideramos que nuestro cliente dispone de unas 100 oficinas de tipo1 y 
400 de tipo2, podemos extraer la conclusión de que el tráfico medio de nuestro 
cliente es de unos 81Mbps aproximadamente, que es prácticamente el mismo 
tráfico que observamos anteriormente monitorizando únicamente el tráfico de 
datos. 
 
(168kbps*100oficinas)+(80kbps*400oficinas) = 48,8Mbps 
 
Incluso despúes de incluir el tráfico de voz de todas las oficinas en el equipo 
central, observamos que el circuito Gigabit se encuentra lejos de su capacidad 
màxima 
   
48.48Mbps + 81.81Mbps = 130.29Mbps 
 
130.29Mbps / 1Gbps = 0.13029 13,1% 
 
Tras la extracción de estos datos se decide que el actual caudal contratado con 
el ISP se encuentra demasiado infrautilizado, y que sería necesario disminuir el 
ancho de banda del enlace en el equipo central. 
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3.2.4.     Conclusiones del análisis 
 
 
En el caso particular del enlace entre la sede central de Barcelona y la MAN de 
Barcelona cabe destacar que, tal y como hemos visto, la capacidad del enlace 
está marcadamente infrautilizada, y que será necesario realizar un downgrade 
del caudal que tenemos contratado. 
 
En cuanto a la capacidad del enlace en las sedes en las que hemos hecho el 
estudio podemos observarque en ningún momento el tráfico de la oficina 
alcanza el límite garantizado de capacidad por el ISP en horario de trabajo, 
siendo ésta una petición explícita de nuestro cliente en las diferentes sedes, ya 
que éstas tratan con un tráfico tan sensible al retardo y al jitter como lo es la 
voz sobre IP, en la que la pérdida de paquetes debido a una posible saturación 
del enlace podría afectar críticamente las conversaciones de los empleados 
con los cliente, afectando notablemente el trabajo en la oficina. 
 
El único punto crítico para el tráfico cursado por las oficinas es el momento en 
que la línea principal pueda fallar y el router conmute a la línea de backup. Está 
línea tiene un caudal mucho menor que la línea principal y podría provocar que, 
en momentos puntuales de mucha carga de tráfico en la sede, en enlace se 
saturase. Para esto podemos limitar el número de llamadas simultáneas de 
ésta oficina, de manera que garanticemos la calidad de las llamadas que se 
puedan realizar. 
En estos casos se limitará el número de llamadas simultánea de cada oficina a 
una llamada. La manera de realizarlo será disminuyendo el location en la 
configuración del Cisco Call Manager de cada oficina,  pero todo esto o 
podremos ver con mucho más detalle en apartados posteriores, donde 
entraremos con más profundidad en el tema de la VoIP. 
 
Tras reuniones con cliente se pacta una serie de requisitos que debe cumplir la 
WAN  de cliente: 
- El retardo a través de la WAN de cliente, no superara los 100 
milisegundos. Este retardo es el tiempo de transmisión entre los 
routers de acceso a la WAN de dos dependencias cualesquiera 
(retardo de tránsito entre los nodos de la red dónde se conectan las 
dependencias de cliente + retardo de transmisión en el acceso del 
router de la dependencia al nodo de red). 
- La tasa máxima de pérdida de paquetes diaria a través de la WAN 
debe ser inferior al 1%. 
- El Jitter debe tener un valor inferior a 30 milisegundos. 
- La disponibilidad de la WAN de cliente debe ser superior al 95% 
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La siguiente imagen muestra un ping entre el un PC situado en el edificio 
central de Barcelona y el router de una de las sedes. En esta imagen podemos 
comprobar que se cumplen las condiciones marcadas anteriormente. 
 
 
 
Figura 3.13. Tiempos respuesta WAN 
 
 
3.3.      Tráfico LAN 
 
En este capítulo, se mostrarán los hechos más destacables encontrados 
durante el análisis LAN de la sede piloto. Estos datos, han sido obtenidos 
mediante la revisión de las configuraciones de los diferentes equipos de 
electrónica de red. 
 
 
3.3.1.     Análisis LAN 
 
Puertos mal configurados 
 
Tal y como se había comentado anteriormente, a continuación se muestra un 
ejemplo de puerto de switch configurado incorrectamente. El cajero conectado 
a la boca 10 de este router, estaba trabajando a 10 Mb y Half Dúplex, mientras 
que el puerto del router estaba forzado a 100 Full. Si la tarjeta de red estaba 
configurada a una velocidad o modo y el puerto a otra distinta, no solo habran 
colisiones y cuellos de botella, sino que el equipo directamente podría no tener 
conectividad a nivel de red. 
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Figura 3.14. Listado puertos ethernet 
 
Cableado defectuoso 
 
Se ha de comprobar que los tramos de cableado nunca sean superiores a 100 
metros de longitud sin que la señal sea regenerada (mediante un repetidor, 
hub, etc.) Esto provocaría un aumento de retransmisiones, errores, lentitudes, 
etc.  
 
La siguiente captura fue tomada en la delegación piloto. La longitud del cable 
ethernet, no era superior a los 100 m., pero la calidad del mismo era nefasta, 
ya que el cableado no era RJ-45 cat5e, y el grimpado en uno de los extremos 
era defectuoso.Se pueden apreciar esos errores en la siguiente captura. 
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Figura 3.15. Puerto con errores 
 
A continuación se muestra la captura en el mismo puerto pero una vez 
sustituido el cableado por cable categoria cat5e y realizado el grimpado de 
nuevo. 
 
 
 
Figura 3.16. Puerto sin errores 
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Puertos deshabilitados lógicamente 
 
Realizando pruebas para comprobar el motivo de que uno de los teléfonos IP 
conectados al router no funcionaba,  nos encontramos con el puerto 5 del 
routerse encontraba lógicamente deshabilitado, para que no pudiesen dar 
servicio, ya que teoricamente, en este puerto no había ningún equipo 
conectado. Tras conectarnos para gestionar el router, descubrimos que al 
habilitar este puerto, éste volvió a linkar y que el teléfono comenzó a registrarse 
en el Call Manager. 
 
Fácil acceso a gestión de electrónica de red:  
 
Otro error de configuración apreciable a simple vista, es que la mayoría de 
elementos de red, se encuentran desprovistos de cualquier tipo de filtro de 
seguridad que limiten su gestión. Ni se han aplicado access-list que puedan 
limitar su gestión a nivel de IP, ni tan siquiera disponen de un password que 
aumente su dificultad de acceso. 
 
 
3.3.2.     Conclusiones del análisis 
 
De carácter general podemos observar los siguientes detalles:  
- Es necesario analizar la configuración de los puertos de electrónica 
de red para evitar problemas de colisiones y errores.  
- La segmentación de la red en diferentes VLAN’s según las 
necesidades de cada segmento, reducirían el impacto del Broadcast 
en la red.  
- Aumentar la seguridad de acceso a los diferentes equipos de 
electrónica de red, bien a través de listas de acceso, como con la 
utilización de contraseñas.  
- Repasar la canalización del cableado, ya que en varias ocasiones, se 
ha detectado, que éste se encuentra canalizado junto al cableado 
eléctrico de cada sede, con los consiguientes problemas que puede 
acarrear.  
- Buscar una alternativa viable para sustituir los enlaces Ethernet que 
se han observado con longitudes superiores a los 100 m, como por 
ejemplo, la implantación de equipos que sea capaces de regenerar la 
señal (repetidores, hubs…) 
- Repasar la calidad de todo el cableado de las delegaciones.  
 
Los requisitos que debe cumplir la LAN de cliente son los siguientes: 
- Debe ser una red Ethernet. 
- Es necesario disponer de “Switches” (nunca Hubs) con herramientas 
de QoS, (clasificación, y priorización). Opcionalmente puede 
requerirse alimentación en línea IEEE 802.3af. 
- Respecto a la Categoría del cableado: Puede utilizarse cables UTP 
de categorías 3 o 5, Sin embargo para utilizar “Switches” con 
capacidad para  la velocidad de 100Mbps es requerido cable 
categoría 5. 
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- Se requiere la utilización de VLAN separadas para los servicios de 
voz y datos. Por ello los “switches” de cliente deben soportar IEEE 
802.1Q para soporte de etiquetado VLAN. 
- Se requiere en los “switches” mecanismos de QoS que realicen la 
adecuada gestión del tráfico y minimicen los efectos de pérdida de 
paquetes, retardos y variación de retardo (jitter).   
- Estos mecanismos consisten en la clasificación del tráfico, gestión de 
colas y reparto del ancho de banda y están definidos para las redes 
ethernet en el estándar 802.1p para soporte de mecanismos de 
priorización. A nivel HW, es recomendable que los switches tengan al 
menos una cola de alta prioridad, y que sobre esta pueda mapearse 
el tráfico de la VLAN dedicada a las aplicaciones de voz. Los 
mecanismos de gestión de colas, se aplicarán en función de la 
clasificación realizada a nivel 2 (CoS con 802.1p) o a nivel 3 (DSCP o 
IP precedente). 
- Si se conectan teléfonos IP o “Teléfonos sobre de PC” a la LAN, se 
requiere que el retardo total (retardo codificación/decodificación de 
señal de audio + retardo de buffers para Jitter + retardo por la 
transmisión a través de la LAN + retardo por la transmisión a través 
de la WAN + etc..) entre dos terminales de voz de la misma o de 
diferente dependencia, no supere los 150 milisegundos. 
3.4.      Tráfico PSTN 
 
En esta apartado se dimensionan los enlaces a la red PSTN que deben 
añadirse para el buen desempeño del trabajo de los empleados. Se ha 
realizado el cálculo de tráfico en función de una serie de medidas realizadas en 
las oficinas pilotos a lo largo de toda una semana, obteniendo de estos 
estudios tanto el número de llamadas media realizada en dicha oficina como la 
duración media de éstas. 
En el siguiente estudio solo se reflejan las llamadas a la red pública, es decir, 
las llamadas entre personal de una misma oficina o bien entre distintas oficinas 
de nuestro cliente no están reflejadas en dicho estudio, debido a que el tráfico 
de estas llamadas se cursarán por el enlace WAN de las oficinas. 
 
Después de dicho estudio obtenemos los siguientes resultados: 
 
Sedes tipo 1: 
 
En la sede de tipo 1 trabajan unas 10 personas con acceso al teléfono. En la 
hora cargada se estima que deben cursarse 26 llamadas que incluyen todas las 
llamadas desde la sede hacia la red PSTN. La duración media de las llamadas 
es de 230 segundos. 
 
Con 26 llamadas en la hora cargada y con 230 segundos de media, el tráfico 
en Erlangs es de: 
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A = λ · tm= (26 llamadas / hora) · (1hora / 3600 segundos) · 230 segundos = 
1.66 Er 
 
Consultando las tablas de Erlang y utilizando como factor de calidad una 
pérdida de bloqueo del 1% el número de líneas requeridas es de 5. 
 
 
Sedes tipo 2: 
 
En esta sede trabajan unas 5 personas con teléfono propio. Se realizan las 
mismas medidas que anteriormente y comprobamos que en el instante con 
mayor índice de llamadas del dia se cursan 11 llamadas de una duración media 
de 240 segundos. 
 
A = λ · tm= (11 llamadas / hora) · (1hora / 3600 segundos) · 240 segundos = 
0.73 Er 
 
Consultando las tablas de Erlang y utilizando como factor de calidad una 
pérdida de bloqueo del 1% el número de líneas requeridas es de 3. 
 
 
Con estos datos obtenemos las necesidades de una única oficina; ahora 
debemos extrapolar los resultados al resto de oficinas: 
 
5 circuitos * 100 oficinas tipo1 = 500 circuitos 
3 circuitos * 400 oficinas tipo 2 = 1200 circuitos 
 
Según estos cálculos necesitaríamos 1700 circuitos para poder cubrir las 
necesidades de todas las oficinas si en todas ellas se produjese el instante de 
máxima carga de voz en el mismo momento. 
 
Esta conjetura es bastante inusual, por lo que decidimos realizar el 
dimensionado en base a un promedio obtenido a partir de diversos cálculos a lo 
largo de toda una semana. 
 
Después de realizar este estudio obtenemos que los datos de tráfico medios 
para una oficina tipo 1 es de 0,64 Er y para una tipo 2 de 0,25 Er. 
Si volvemos a aplicar como factor de calidad una probabilidad de bloqueo del 
1% obtendremos que seran necesarios 3 y 2 circuitos, respectivamente. 
 
3 circuitos * 100 oficinas tipo1 = 300 circuitos 
2 circuitos * 400 oficinas tipo 2 = 800 circuitos 
 
De este modo, la red debe constar aproximadamente de 1100 líneas de 
teléfonos hacia el exterior.  
 
La solución adoptada incluye 6 gateways centralizados con 6 accesos 
primarios XDSI PRI cada uno, que harán un total de 1080 circuitos. 
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De dicho estudio también obtenemos las siguientes estadísticas:
 
 
 
 
 
 
 
 
- 66% de éste tráfico es ha
móviles)
- 17% de tráfico corporativo hacia la misma sede
- 17% de tráfico coorporativo hacia otras sedes.
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CAPÍTULO 4. SOLUCION PROPUESTA 
 
4.1.      Introducción 
 
Nuestro cliente dispone actualmente de una red VPN IP con accesos ADSL y 
backup RDSI en sus 500 oficinas. Dicha red se va a migrar a un entorno 
Macrolan con accesos de 2Mbps y backup por ADSL VPNIP de 4Mbps de 
bajada y 512kbps de subida en las sedes tipo 2, que son unas 400 
aproximadamente, y unas 100 sedes con acceso Macrolan de 10Mbps con 
backupMacrolan de 2Mbps. Sobre dicha infraestructura se dispondrá la red 
ToIP con tecnología Cisco. 
La red dispone de servidores Call Manager en la sede central del cliente en 
Barcelona y terminales IP en la red de oficinas. No se dispone de gateways 
locales y el tráfico se enruta hacia la red pública a través de primarios físicos, 
por lo que es necesario portar los números actuales a los nuevos accesos. 
La instalación se realizará en los siguientes pasos: 
- Instalación de oficinas piloto (call managers, teléfonos,…) 
- Migración red de datos. 
- Instalación de ToIP 
La migración se ha de completar en un período máximo de 15 meses (Junio 
2011 – Septiembre 2012). 
La propuesta que se incluye en el presente proyecto está basada en las 
distintas funcionalidades que ofrece la Telefonia IP. Se contempla la utilización 
de la solución de CISCO para el desarrollo de la propuesta. 
Se presenta a continuación la solucion necesaria para dotar al cliente de un 
sistema de Telefonía IP basado en los siguientes componentes: 
- Servidor / Centralita IP redundante (Call Manager) 
- Gateway´s 
- Router – Switch con alimentación PoE en las 500 oficinas 
- Teléfonos IP (Gama media y gama baja) 
Para más información sobre dichos equipos ver annexo H. 
Queda fuera de esta propuesta el cableado en las oficinas. 
El sistema propuesto tiene las siguientes características: 
- Plataforma homogénea para voz y datos 
- Sistema modular y muy escalable que permite crecer con mucha 
facilidad, tanto en centros como extensiones del propio centro. 
- Sistema de alta fiabilidad 
- Sistema abierto basado en cumplimiento de protocolos estándar. 
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4.2.      Requerimientos del cliente 
 
La solución contempla la instalación de un sistema completo de ToIP “full ip”. 
No hay gateways locales y la conexión con la red pública se realiza de forma 
centralizada mediante primarios que se instalarán en la sede central de 
Barcelona. El cliente quiere mantener la numeración actual de las sedes, por lo 
que habrá que trasladar la numeración a los primarios de Barcelona. 
Se han definido 2 tipos de oficina según los requerimientos de voz, basados en 
el número de usuarios. La siguiente tabla muestra un resumen del escenario de 
oficinas. 
 
Tipo Cantidad Acceso Ppal Backup Router 
1 100 Macrolan 10 Mbps Macrola 2 Mbps Teldat 360 
2 400 Macrola 2 Mbps ADSL 4Mbps / 512K Teldat C9+ 
 
 
Las oficinas dispondrán de terminales Cisco de gama baja (7911) y un terminal 
de gama alta (7941), así como un ATA. 
. 
4.3.      Solución propuesta voz y datos 
 
4.3.1.     Arquitectura de la red de datos y voz 
 
La propuesta indicada en este proyecto contempla la migración de los accesos 
actuales ADSL y backup RDSI de la red VPNIP a accesos Macrolan de 2Mbps 
y 10Mbps con backup ADSL, el cual se aprovechará la misma línea que antes 
era línea principal en diversas sedes como línea de backup en la nueva 
propuesta, tras algunos cambios de configuración que se deberán de realizar 
en red, de manera que los accesos ADSL estén configurados en red como 
backup de la línea principal. En caso de caída del ciruito principal será 
necesario aplicar algún mecanismo de control de admisión de llamadas 
(CAC) para evitar la degradación de la calidad de llamadas en caso de 
contingencia (oficina trabajando por línea secundaria ADSL). Los accesos 
centrales de Barcelona se mantienen con accesos Macrolan de 1Gbps, pero 
limitando el caudal contratado a 400Mbps en vez de los 1000 contratados 
actualmente. 
 
4.3.1.1.     Tipologías básicas 
 
Sedes Tipo 1 
 
Se trata de 100 accesos de 10Mbps Servicio Macrolan con caudales de 
2Mbps de calidad Plata para Datos, 2Mbps de Caudal Oro y 1Mbps de calidad 
multimedia para voz, para un total de 5Mbps de ancho de banda real 
contratado. Las sedes dispondrán de un backupMacrolan de 2Mbps. Como 
EDC se dispondrá de un equipo Teldat Atlas 360, que dispone de 24 puertos 
de switch, 16 de ellos con PoE. Además el equipo dispone de dos 
puertosGigabitEthernet donde irán conectados los dos accesos Macrolan. 
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En caso de caída del enlace principal se activaría de forma automática el 
backupMacrolan 2Mbps para el tráfico de voz y datos de la oficina. 
 
 
 
 
 
 
Figura 4.1. Modelo LAN Sede Tipo 1 
 
Sedes Tipo 2 
 
Se trata de 400 accesos de 2Mbps Servicio Macrolan con caudales de 1Mbps 
de calidad Plata para Datos, 512Kbps de Caudal Oro y 512Kbps de calidad 
multimedia para voz. Las sedes dispondrán de un backupADSL Advance de 4 
Mbps/512 Kbps, de los cuales reservaremos 125Kbps para tráfico multimedia, 
125kbps para tráfico oro y el resto, 250kbps aproximadamente, será caudal 
plata.. Como EDC se dispondrá de un equipo TeldatC9+. Dicho equipo dispone 
de 16 puertos de switch (1 para WAN), 8 de ellos con PoE. 
Es muy importante que la configuración de QoS en el router sea igual o similar 
a la configuración que el operador de red nos haya asignado en la red, ya que 
si no se podrían producir los temidos cuellos de botella, término que se aplica 
en situaciones donde estamos inyectando desde nuestro equipo una cantidad 
de tráfico que la red no es capaz de asumir. 
En caso de caída del enlace principal se activaría de forma automática el 
backupADSL para el tráfico de voz y datos de la oficina. 
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Figura 4.2. Modelo LAN Sede Tipo 2 
 
Todos los equipos incluyen solución de encriptación. 
 
Sede Central / CPD 
 
En el CPD de Barcelona se mantiene la estructura actual de dos accesos 
diversificados Macrolan de 1 Gb en un equipo Cisco 3560, de forma que ante 
una caída de la fibra en la sede central, el tráfico se enruta mediante la 
configuración BGP hacia el otro enlace de fibra. Se configura un caudal 
nacional de 200 Mbps plata, 100 Mbps de caudal oro y 100 Mbps de caudal 
Multimedia. Se dispone de un caudal de 400Mbps sobre un enlace físico de 1 
Gb. 
Se dispone de tres equipos Cisco 7204VRX en la sede central para terminar los 
túneles IPSEC, actuando cada equipo como backup del siguiente, es decir, si 
cayese el central IPSEC1 el IPSEC2 cursaría su propio tráfico y el del IPSEC1. 
Estos equipos de gama alta de Cisco son capaces de proporcionar sesiones 
BGP-4 full routing, NAT, etc…, prestaciones habituales en servicios de Internet 
y que, aunque no necesarios en este momento, el equipo está preparado para 
soportarlos. 
Desaparece el central RDSI debido a que todos los accesos backup RDSI 
desaparecen de las oficinas tras la migración de éstas. 
Además se incorpora el servicio DIBA para dar acceso a Internet a todo el 
conjunto de oficinas de nuestro cliente. 
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Figura 4.3. Modelo LAN datos CPD Barcelona 
 
 
La siguiente ilustración muestra el esquema de voz de nuestro cliente. 
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Figura 4.4. Modelo LAN voz CPD Barcelona 
 
4.3.1.2.     Direccionamiento IP 
 
 4.3.1.2.1.     Oficinas 
 
 
El direccionamiento IP de la red de datos de las oficinas se mantiene. 
Actualmente se está utilizando la red: 
 
200.0.0.0 
 
La configuración actual, tanto en loopback IPSEC como de gestión se traslada 
al nuevo router. La asignación de IPs para los equipos de datos (PCs, 
impresoras, servidores y cajeros) continuará siendo realizada por dos 
servidores DHCP que cliente tiene alojados en el edificio central de Barcelona. 
 
En la siguiente ilustración podemos observar el intercambio de información 
entre router y servidor DHCP para la obtención de IPs para los equipos de la 
LAN de la oficina. 
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Figura 4.5. Proceso asignación IPs 
 
Tal y como podemos observar el router hace una petición de direccionamiento 
a los dos servidores DCHP de cliente, y estos les responden asignadole una IP 
al PC. 
La asignación de IPs por parte de dichos servidores está normalizada, es decir, 
se asignará una MAC ficticia a cada dispositivo, de manera que dicho servidor 
asigne siempre la misma IP a todos los equipos de la misma familia en 
diferentes sedes. 
Por ejemplo, todos los servidores de nuestro cliente dispondrán de la IP 
acabada en .11, impresoras en .9 y .10,…. Tal y como ya vimos en el apartado 
de direccionamiento LAN. 
Para la nueva red de ToIP se dispondrá de un direccionamiento privado nuevo, 
en concreto la red: 
10.210.0.0 / 15 
La asignación de las IPs a las oficinas se hará según el siguiente criterio: 
10.21x.yxx.0 
xyxx es el número de la oficina, desde la 0000 a la 9999 (actualmente hay unas 
500 oficinas). El número de oficina se determina con xxx (de 000 a 999) y el 
primer dígito del tercer octeto (y) será 0 o 1 determinando los millares. Algunos 
ejemplos: 
 
Oficina 0250  10.212.50.0 / 24 
Oficina 1147  10.211.147.0 / 24 
Oficina 0020  10.210.20.0 / 24 
 
Con este direccionamiento nos aseguramos cubrir las necesidades de 
direccionamiento IP para equipos en futuras ampliaciones de teléfonos IP y 
ATA´s, ya que disponemos de 253 IPs que pueden ser asignadas a equipos de 
voz dentro de una misma oficina. 
El servidor DHCP del router Teldat será el encargado de asignar las IPs a 
todos los dispositivos de voz de las oficinas. El CCM será el encargado de 
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mantener esas IPs a esos equipos y de facilitar la configuración de los 
teléfonos gracias a la opción 150 del Cisco Call Manager. 
Para disponer este nuevo direccionamiento de voz se ha de configurar 2 
VLANs en la oficina: 
Vlan 20  Red de Datos 
 Vlan 21  Red de VoIP 
La asignación de IPs en la red de voz seguirá este criterio: 
 10.21x.yxx.1  IP de Gateway (router) 
 10.21x.yxx.100 IP de ATAs 
 10.21x.yxx.10-99 IPs asignadas a telefónosIPs 
 
En la siguiente ilustración podemos observar la asignación de IPs por parte del 
Call Manager a todos los teléfonos de la oficina o0034. 
Por motivos de monitorización de los ATAs, la asignación de IP de éste la 
realizará el propio EDC, de manera de que la IP del ATA sea fija, y que ésta no 
cambie cada vez que el router se reinicie y todos los teléfonos de la oficina 
vuelvan a requerir la asignación de una IP. 
 
 
Figura 4.6. Registro de extensiones en Cisco Call Manager 
 
 
  4.3.1.2.2.     CPD Barcelona 
 
El direccionamiento 10.17.0.0 se reserva para los equipos call manager de la 
sede central. 
En la oficina central se configurará un nuevo interfaz para la voz en el equipo 
Cisco 3560 con 2 Vlans: 
 
 Vlan 21  Red de gateways10.220.0.0/24 
Vlan 22  Red de Call Manager 10.17.0.0/24 
 
Con este direccionamiento nos aseguramos cubrir las necesidades de 
direccionamiento IP para equipos en futuras ampliaciones de equipos centrales 
de voz. 
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Red de Gateways: 
 
En la sede central encontraremos 6gateways, con 6 primarios cada uno, que 
permitirán realizar hasta 900 llamadas simultáneas. 
 6 GW * 6 primarios/GW * 30 llamadas/primario = 1080 llamadas. 
Sobre la Vlan 21 se dispondrán los gateways de voz de nuestro cliente. Se 
configura el siguiente direccionamiento sobre la red asignada 10.220.0.0 
 
 10.220.0.1 Cisco 3560 (VLAN 21) 
 10.220.0.11 equipo GW1 
 10.220.0.12 equipo GW2 
 10.220.0.13 equipo GW3 
 10.220.0.14 equipo GW4 
 10.220.0.15 equipo GW5 
 10.220.0.16  equipo GW6 
 
En la propuesta no se configura ningún tipo de mecanismo de respaldo para 
estos equipos, de manera que si uno de los primarios cayera, nuestro cliente 
podría realizar 180 llamadas simultáneas menos. 
 
Red de Call Managers: 
 
Sobre la VLAN 22 se dispondrán los servidores Call Manager. Se configura el 
siguiente direccionamiento sobre la red asignada 10.17.0.0. 
 
10.17.0.1 Cisco 3560 (VLAN 22) 
 10.17.0.178  CCM Publisher 
 10.17.0.179  CCM Subscriber P1 
 10.17.0.180  CCM Subscriber B2 
 10.17.0.181  CCM Subscriber P2 
 10.17.0.182  CCM Subscriber B1 
 
 
4.3.2.     Dimensionamiento de la ToIP 
 
Como se ha detallado anteriormente, hay 2 tipos de oficina con el siguiente 
número de canales. 
 
Tipo Cantidad Acceso Ppal Backup 
Router 
WAN 
1 100 
Macrola 10 
Mbps Macrola 2 Mbps Teldat 360 
2 400 Macrola 2 Mbps ADSL 4Mbps / 512K Teldat C9+ 
 
Todas las comunicaciones se realizan con códec G.729 a excepción de las 
llamadas internas y las llamadas del fax a través del ATA, que serán G.711. 
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En el CPD de nuestro cliente en Barcelona se localizarán 6Gateways con 6 
primarios conectados a cada equipo, tal y como indica la recomendación del 
fabricante. 
Esto permitirá a nuestro cliente realizar hasta 1080 llamadas simultáneas.  
No se implementará ningún tipo de mecanismo de redundancia, de modo que 
si alguno de los gateways cayese, ese tráfico no pasaría a cursarse por ningún 
otro equipo. 
 
A la hora de establecer el CapacityPlanning más adecuado, nos fijaremos 
principalmente en los siguientes aspectos: 
- Número de dispositivos (teléfonos y ATAs), para establecer el 
número de registros total. 
- Número de oficinas, para la configuración del control de admisión de 
llamadas. 
- Configuración del sistema TFTP. 
- Configuración del servicio de música en espera (MoH) 
- El número de gateways que se soportarán. 
 
Con respecto a MoH, no existen restricciones al hecho de que este servicio se 
ejecute en el Publisher o en los Subscriber. Si habrá que tener en cuenta, sin 
embargo, el tipo de stream de audio que se va a utilizar (unicast o multicast) a 
la hora de determinar el número de sesiones MoH simultáneas que podemos 
ejecutar en nuestra plataforma. 
Concretamente, un equipo 7845 soporta hasta 500 sesiones, 
independientemente del códec utilizado. Es necesario saber que un servidor 
MoH unicast creará una sesión por dispositivo que solicite dicho servicio, y que 
un servidor MoH multicast sólo creará una sesión por códec utilizado y por 
cada fuente de audio utilizada. 
Se configurará MoH en los dos Subscribers principales, por lo que se podrán 
albergar un total de 1000 sesiones simultáneas. 
 
Con respecto al número de trunks y gateways que debe soportar la plataforma 
no habrá ningún tipo de problema de dimensionamiento, ya que la versión que 
utilizaremos (v6.1.5) soporta unos 600. 
 
Nos fijaremos en los tres primeros aspectos (número de dispositivos, número 
de oficinas y configuración TFTP), que son los que más restricciones imponen 
al diseño. 
 
 
4.3.2.1.     Número de dispositivos (Telefonos y ATAs) 
 
Para poder realizar el dimensionamiento de la red en base a los equipos de 
VoIP que se soportarán en nuestro clúster necesitamos realizar un análisis 
“grosso modo” de los equipos que habrá en cada oficina. 
Tal y como hemos podido ver con anterioridad nuestro cliente consta de 500 
sedes, de las cuales 100 albergarán 10 o más teléfonos IP y 400 sedes con 5 o 
más teléfonos. Además cada sede del total de 500 dispondrá de un equipo 
adaptador análogico – digital ATA. 
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Por lo tanto nuestro clúster de call managers deberá soportar un total de al 
menos 3500 extensiones. 
 
Con respecto al número de registros, aunque los equipos 7845 soportan un 
máximo de 7500 dispositivos cada uno (tal y como podemos ver en el annexo L 
– EQUIPAMIENTO UTILIZADO), utilizaremos dos subscribers principales, de 
manera que el esquema sea robusto y escalable ante futuribles ampliaciones 
de terminales, sedes o ante posibles fusiones futuras entre entidades 
bancarias. En el caso de buscar una redundancia 1:1, necesitaremos dos 
servidores más como subscribers de backup. 
 
La carga de todos los equipos y servicios que se deben registrar en los call 
manager (teléfonos IP, ATAs, gateways, locations….) se balanceará entre los 
dos Subscribers principales, de manera que los dos equipos se repartirán la 
carga. 
En estos subscribers de backup aprovecharemos para albergar otros servicios 
tal y como podremos ver más adelante. 
Como apunte indicar, que todos los teléfonos se darán de alta en el Publisher, 
de manera que el resto de Subscribers puedan leer de la base de datos de 
éste. 
 
4.3.2.2.     Configuración del control de admision de llamadas (CAC)  
 
Actualmente este aspecto no representa ningún obstáculo en el diseño de la 
red, ya que el número máximo de locations (elementos del CCM que controlan 
la admisión de llamadas de una localización) en un clúster v.6.x es de 1000 
Location por clúster, independientemente del hardware en el que se soporten. 
Además no será necesario configurar ningún tipo de control de admisión de 
llamadas en las oficinas que se encuentren trabajando por la línea principal, 
debido a que el caudal reservado para tráfico multimedia garantiza la óptima 
realización de las llamadas de todas las extensiones de la oficina. Únicamente 
será necesario configurar un Location en caso que una oficina tipo 2 se 
encuentre trabajando por la línea de respaldo ADSL. A continuación lo veremos 
de una forma más sencilla: 
 
Tal y como hemos visto anteriormente, tanto para los accesos de 10Mbps 
como para los de 2Mbps, tenemos configurado un tráfico multimedia de 1Mbps 
y 512Kbps respectivamente. 
Para llamadas externas aplicaremos el códec G.729 que ocupa 25Kbps de 
ancho de banda. Si suponemos que existen como máximo, unos 10 telefonos 
por oficina, tenemos un total de 250Kbps, por lo que el caudal multimedia 
configurado será suficiente. 
 
 10 ToIP/oficina * 25Kbps/llamada = 250Kbps 
250Kbps + 90Kbps/llamada_fax = 340Kbps 
 
En definitiva, podremos realizar las 10 llamadas y el envío/recepción de un fax 
simultáneamente. 
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La situación varía en caso de que la oficina se encuentre trabajando por la 
línea secundaria ADSL, ya que en este caso la velocidad de subida nos limita 
gravemente el tráfico de voz en la oficina, ya que únicamente dispondremos de 
125Kbps de caudal multimedia configurado, lo que nos permitirá la realización 
de una llamada y el envío/recepción de un fax simultáneamente. 
 
 25Kbps + 90Kbps/llamada_fax = 115Kbps 
 
Con una correcta configuración del CAC en función de las QoS configuradas 
podemos conseguir evitar descartes y paquetes overflow en el tráfico de voz, 
tal y como se muestra en la siguiente figura. 
 
 
Figura 4.7. Tráfico de voz sin descartes 
 
 
Como podemos observar los paquetes descartados y los paquetes que 
exceden el flujo configurado son nulos. 
 
4.3.2.3.     Configuración del servicio TFTP  
 
El servicio TFTP es el más crítico; a partir de 1250 teléfonos la recomendación 
es tener un servidor TFTP dedicado que no realice ninguna otra función, ya que 
éstas podrían verse afectadas si hay una petición masiva de ficheros 
(configuraciones, tonos, listas de servidores certificados, etc…) 
 
A continuación se establecerán los escenarios que se consideran más 
adecuados por orden de preferencia teniendo en cuenta la casuística del 
cliente y las recomendaciones del fabricante y llegando a un compromiso con el 
crecimiento de la plataforma. 
 
- Añadir un servidor TFTP dedicado al clúster y utilizar un Subscriber 
de backup como TFTP de backup. Establecer redundancia 1:1, de 
manera que cada Subscriber principal soporte unos 1750 
dispositivos. 
 
Esta opción es la más estable de las que se van a presentar. En total 
tendríamos 6 servidores. Con esta arquitectura se cumple la recomendación de 
que el TFTP sea dedicado y conseguimos el mayor nivel de redundancia. No 
se ve necesario balancear la carga de extensiones entre los cuatro 
Subscribers, ya que una plataforma 7845 debería soportar sin problemas 3000 
dispositivos y, aunque no es dedicado. 
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- Utilizar dos Subscribers principales con 1750 dispositivos cada uno y 
redundancia 2:1. El servidor sobrante se destinaría a TFTP dedicado 
y el Subscriber de backup sería también TFTP de backup. 
 
En total nos quedaríamos con 5 servidores y cumpliríamos la recomendación 
de tener un servidor TFTP dedicado.  
 
- Utilizar dos Subscribers principales con 1750 dispositivos cada uno, y 
redundancia 1:1. Los Subscribers de backup actuarían como 
servidores TFTP. 
 
Esta última es la opción que escogeremos para nuestro proyecto. Pese a no 
disponer de ningún servidor TFTP dedicado, aprovecharemos los dos 
Subscribers de backup para que hagan las funciones de servidor TFTP. 
A continuación se muestra una tabla en la que podremos observar las 
funciones de cada servidor: 
 
 
Publisher Subscriber Principal 1 P1 
Subscriber Principal 2 
P2 SubscriberBackup 1 B1 SubscriberBackup 2 B2 
          
  250 oficinas 250 oficinas Backup 250 oficinas P1 Backup 250 oficinas P2 
      TFTP TFTP 
  Música espera Música espera     
 
 
Se han configurado las 500 oficinas de nuestro cliente (3500 extensiones) en 
P1 y P2 con backup B1 y B2. B1 y B2 hacen a su vez de servidor TFTP. 
Además P1 y P2 soportan también la música en espera. 
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CONCLUSIONES Y LINEAS FUTURAS 
 
Este proyecto ha tratado el estudio de las necesidades que han motivado a un 
cliente a migrar sus sistemas de telefonía tradicionales analógicos hacia una 
convergencia entre la nueva red de telefonía IP y su red de datos actual. 
 
Los objetivos marcados al inicio del presente proyecto se han alcanzado 
satisfactoriamente. Una vez se ha realizado una auditoría para saber qué 
servicios deseaba implementar el cliente en su nueva red, se ha abordado el 
diseño de una red global de comunicaciones para 500 sedes y un edificio 
central y se han aprovechado los nuevos dispositivos de datos para que éstos 
actúen también como gateways de voz. Gracias a este planteamiento, se han 
reducido los costes por dos motivos; el primero porque se han empleado 
dispositivos Teldat comunes para el tráficos de datos y voz y el segundo 
porque estas comunicaciones aprovechan los mismos accesos de red WAN del 
Operador. Además, esto garantiza reducir los costes de mantenimiento en el 
futuro porque se ha pasado de dos redes independientes, una de datos y otra 
de voz, a una única red convergente lo cual hará mucho más fácil unificar 
futuras aplicaciones y servicios. 
 
En cualquier caso, y así se ha considerado en este proyecto, en la propuesta 
de una solución de comunicaciones es importante, independientemente de la 
estructura de ésta, valorar posibles estrategias de backup en caso de caída del 
servidor. Como norma general, esta infraestructura e inversión dependerá de la 
criticidad de las comunicaciones en la empresa. 
 
Se ha elegido una solución basada en una arquitectura centralizada, 
implementado una solución de voz redundante, instalando un clúster Cisco Call 
Manager de 5 equipos que ofrece servicio en caso de caída de losCall Manager 
Principales a los dos backups. Para los Gateways de voz también se ha optado 
por una solución centralizada, de manera que todo el tráfico de voz de las 500 
sedes es encaminado gracias a 6 Gateways de voz situdados en el edificio 
central. 
 
Hemos presentado una solución que ha cumplido con los requerimientos 
demandados por cliente para migrar sus sistemas de telefonía tradicionales 
analógicos hacia una convergencia entre la nueva red de telefonía IP y su red 
de datos actual y que, además, hemos implementado y validado deacuerdo a 
una planificación técnica que ha cumplido con las expectativas generadas, 
reduciendo notariamente los costes de mantenimiento que cliente tenía 
anteriormente. 
 
Tras la realización de la auditoría, podemos decir que se ha alcanzado uno de 
los  objetivos deseados, es decir, el de detectar posibles deficiencias en la red. 
 
A nivel de tráfico WAN, podemos afirmar, que ciertas de las sedes, padecen las 
consecuencias de la baja capacidad de sus líneas ADSL y FR, con ciertos 
momentos de saturación de la línea. Ésta baja capacidad podría haber sido 
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crítica tras la migración de las oficinas a la VoIP, por eso se decide tras la 
auditoría aumentar la capacidad de los enlaces en cada una de las oficinas. 
 
A continuación se muestra los beneficios del aumento de la capacidad de la 
línea en las dos tipologías de oficinas: 
 
Tipología 1: 
 
En la siguiente imagen podemos apreciar los efectos negativos de la línea 
debido a la baja capacidad de la línea FR actual en algunos momentos 
precisos de la jornada. 
Debemos recordar que los circuitos FR existentes actualmente en las oficinas 
tipo1 disponen de un caudal de 2Mbps de subida y bajada. 
 
 
 
Figura 4.8. Tráfico WAN en oficina tipo 1  
 
 
 
4,83Mbps / 2Mbps = 2,415241,5% 
 
2Mbps / 2Mbps = 1 100% 
 
 
Se puede apreciar que durante unos 30 minutos aproximadamente, la oficina 
está padeciendo una saturación en la línea FR, que además, coincide con el 
horario laboral de la oficina, ocasionando graves problemas de pérdida de 
paquetes y errores tanto en el servicio de datos como de voz. Y si continuamos 
observando podremos apreciar otro momento de posible saturación situado a 
las 10:00 en que la línea se encuentra trabajando al límite de sus posibilidades. 
 
Tras la instalación de los circuitos Macrolan, en este caso con caudal de 
5Mbps, al tratarse de una oficina tipo1, podemos comprobar que estos 
problemas quedan subsanados, incluso en los momentos de mayor tráfico de la 
oficina. 
 
4,83Mbps / 5Mbps = 0,966 96,6% 
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El motivo de la elección de circuitos Macrolan 10Mbps con un caudal contrato 
de 5Mbps es el SLA contratado por nuestro cliente, en el que se fija una 
disponibilidad total de las líneas cercanas al 95% en horario de apertura de 
oficinas, es decir, de 8:00 a 15:00 horas. 
 
Tipología 2: 
 
Si nos volvemos a fijar en los cálculos realizados en el apartado 4.3.2.2. 
Configuración del control de admisión de llamadas (CAC) respecto al ancho de 
banda necesario para realizar una llamada bajo el códec G.729, observaremos 
que con la llegada de la VoIP sobre líneas ADSL, la oficina únicamente podría 
realizar una llamada simultánea. Éste es uno de los principales motivos por los 
que se decide aumentar el ancho de banda de los enlaces. 
 
 
 
A nivel LAN, sobre todo, se han descubierto errores básicos de configuración 
tales como mala negociación de puertos entre dispositivos, puertos 
deshabilitados administrativamente, mal estado del cableado, etc…  
 
Personalmente este proyecto me ha complementado bastante en las distintas 
áreas en las que he tenido que trabajar, ya que me ha dado una visión 
muchomás amplia y global de lo que significa un proyecto de ingeniería de 
estas dimensiones. 
 
He tenido la oportunidad de conocer y trabajar con distintas herramientas hasta 
ahora desconocidas que me han facilitado mucho la tarea de 
recopilar,organizar y mostrar toda la información disponible. 
 
 
Finalmente como línea futura del presente proyecto apuntar la posibilidad de 
migrar la solución propuesta a servicios más avanzados de mensajería 
unificada. El sistema de mensajería unificada se basa en un potente servidor 
que proporciona avanzados servicios de comunicación basados en la 
convergencia y los integra con las aplicaciones de escritorio que se utilizan 
diariamente, mejorando así el servicio al cliente y la productividad. Se puede 
escuchar el correo electrónico a través del teléfono, comprobar los mensajes 
de voz desde Internet y reenviar faxes a cualquier lugar donde se encuentre. La 
propuesta incluiría un servicio de mensajería unificada de 500 licencias en total 
(para los directores de oficina). 
 
Tambien se preveé la instalación de un equipo tarificador para 3000 
extensiones que permita realizar una tarificación más exacta de las llamadas 
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ANEXO A. INTRODUCCION AL SERVICIO VPNIP 
 
La meta de una VPN es proporcionar conectividad a los clientes sobre una red 
compartida con las mismas políticas de servicio y seguridad de una red 
privada. 
 
El servicio VPN-IP se basa en la creación de túneles MPLS, consiguiéndose 
crear una nube virtual privada dentro de una red pública, en vez de una unión 
entre dos extremos como se conseguiría empleando túneles IP. 
Las redes VPN-IP nos ofrecerán: 
- Tráfico solo visible para las sedes pertenecientes a la VPN - Virtual Path 
Network -. 
- Direccionamiento independiente para cada una de las VPNs. 
- Posibilidad de emplear distintos tipos de acceso según las necesidades de 
nuestro cliente. 
- Posibilidad de priorizar o garantizar cierto de nivel de tráfico, por ejemplo 
para determinadas aplicaciones (QoS). Para ello se definen tres calidades 
para el tráfico de cliente: Multimedia, Oro y Plata. 
- Existencia de alternativas para proporcionar redundancia a los accesos 
VPN-IP. 
- Posibilidad de utilizar cifrado entre distintas sucursales. 
Las dos clases de acceso a la red VPN-IP más utilizadas son ATM - 
Asinchronous Transfer Mode - y FR - Frame Relay -. 
 
Figura A.1. Red VPN-IP 
 
Acceso FR 
 
El servicio Frame Relay está basado en el protocolo del mismo nombre, que 
proporciona comunicaciones de datos con velocidades desde 64Kbps a 2Mbps, 
en puertos E1, hasta 3,84Mbps, con puertos V-35, y de hasta 52Mbps, con 
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puertos HSSI, por conmutación de tramas entre la interfaz de los equipos de 
usuario, como routers, bridges, host … y los equipos de la red. 
Este servicio proporciona conexiones de altas prestaciones. La capacidad de 
enviar en ciertos periodos de tiempo un gran volumen de tráfico (“tráfico a 
ráfagas”) aumenta la eficiencia de las redes basadas en FR. 
Se trata de un servicio orientado a conexión, tanto en su modalidad de 
conexión permanente mediante CVPs - Circuitos Virtuales Permanentes -, 
como en la de conexión conmutada con CVCs - Circuitos Virtuales 
Conmutados -. Los CVPs son cofigurados en el momento de contratar el 
servicio mientras que los CVCs permiten establecer conexiones dinámicas bajo 
demanda. 
FR multiplexa/desmultiplexa diferentes flujos de datos de usuario dentro de una 
misma conexión física (NRI). Cada flujo de datos se denomina DLC - Data Link 
Connection -   o CVP. Para identificar las distintas DLCs dentro de una 
conexión física, se le asigna a cada una de ellas un identificativo (DLCI). 
Durante la fase de transferencia de datos, todas las tramas pertenecientes a la 
misma DLC utilizarán el mismo DLCI en la cabecera de cada trama. Además 
permiten el establecimiento de varias conexiones lógicas hacia diferentes 
destinos sobre un mismo puerto de acceso. 
 
 
 
Figura A.2 Identificación tramas FR 
 
 
 
 
 
Otros dos conceptos asociados al protocolo FR muy importantes son el CIR y 
el EIR: 
El CIR - Commited Information Rate – es la tasa de transferencia de 
información que la red ha acordado transportar a través de una conexión bajo 
condiciones normales, expresada en bps - bits por segundo -. Esta asignación 
se hace por CVP. 
El EIR - Excess Information Rate – es la tasa añadida (por encima del CIR) de 
transferencia de información que la red ha acordado transportar a través de 
una conexión si tiene ancho de banda disponible para ello, también expresada 
en bps. 
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Figura A.3. CIR y EIR 
 
 
 
Acceso ATM 
 
La tecnología ATM también utiliza un protocolo de encaminamiento orientado a 
conexión, mediante el cual, se puede establecer circuitos virtuales. Los 
circuitos Virtuales puedes ser: 
- Canales Virtuales (VC) O Caminos Virtuales (VP). 
- De tipo Permanente (P) o Conmutado (C). 
 
Permanentes (PVPs o PVCs): 
- Ruta estática configurada salto a salto. 
- Permanente o aunque no esté en uso, consumiendo recursos de red. 
 
Semi-permanentes (soft-PVPs o soft-PVCs): 
- Configuración solo de los extremos finales. La ruta se establece 
automáticamente. 
- Funcionamiento igual a los permanentes con posibilidad de reenrutamiento 
en caso de fallo y optimización. 
Conmutadas (SVPs y SVCs): 
- No requieren configuración. Los nodos de la red no originan ni terminan las 
conexiones, solo las enlazan automáticamente. 
- Conexiones se establecen y liberan según uso. 
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Figura A.4. Identificación ATM 
 
Otros parámetros de tráfico asociados a la tecnología ATM importantes son 
PCR, SCR y MBS: 
- PCR (Tráfico de Pico): Tasa máxima de transmisión de celdas durante una 
ráfaga de gran intensidad de tráfico. 
- SCR (Tráfico Sostenido): Tasa media de transmisión de celdas. 
- MBS (Tráfico Máximo de Ráfaga): Número máximo de celdas que se 
pueden transmitir a la Tasa de Pico. 
 
Figura A.5. Parámetros en clase de servicio rt (tiempo real) y nrt. 
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ANEXO B. INTRODUCCION A LA RED RTC 
 
La RTC - Red Telefónica Conmutada – es la red donde se conectan todos los 
terminales de cliente, sea de forma directa (bucle de abonado) o utilizando una 
PBX (Centralita de cliente). La función principal de esta red es la de facilitar la 
conexión entre equipos conectados a ella, y para esto, está formada por 
equipos de transmisión y conmutación (conmutadores de circuitos y 
multiplexadores), necesarios para transportar las comunicaciones de voz. Las 
líneas se conectan a esta red a través del bucle de abonado que termina en un 
repartidor de la central. 
En un principio todos los elementos de red eran analógicos, realizándose la 
multiplexación por frecuencia. Poco a poco la red se ha ido digitalizando; en un 
primer paso de introdujeron conversores analógicos/digital a la salida de los 
conmutadores y se empezaron a utilizar técnicas de multiplexado por división 
de tiempo. Más tarde se digitalizó la conmutación y por último el bucle de 
abonado, apareciendo así las líneas RDSI - Red Digital de Servicios Integrados 
-. 
 
Figura B.1. Esquema red RTC  
 
Accesos digitales 
 
Existen 3 tipos de accesos digitales a la RTC: 
- RDSI: Comunicaciones digitales extremo a extremo 
o TR1 Normal : Dispone de 2 puertos RJ-11 
o TR1 Mixto: permite conectar teléfonos digitales y analógicos, gracias 
a un adaptador que tienen incluido. Con ello dispongo de 2 puertos 
RJ-45 (digitales) y 2 RJ-11 (analógicos) 
 
- T1: 23 canales B para tráfico de voz + 1 canal D para señalización. Se 
utiliza en USA y Japón. Dependiendo de la señalización que se use se 
pueden realizar hasta 24 conversaciones simultaneas. 
 
- E1: 30 canales B para tráfico de voz + 2 canal D para señalización. Se 
utiliza en Europa. Dependiendo de la señalización que se use se pueden 
realizar hasta 32 conversaciones simultaneas. 
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Figura B.2. Red RDSI 
 
Señalización 
 
 Q.931 
 
El protocolo estándar de señalización para líneas RDSI es el Q.931. Es un 
protocolo de nivel 3 que se sustenta sobre el Q.921 (LAPD), que le proporciona 
el nivel de enlace. Podemos encontrar 2 tipos de interfaces RDSI: 
- BRI: dispone de 2 canales B (datos, 64kbps) y uno de señalización, D 
(16Kbps). 
- PRI: en Europa disponen de 30 canales B y 2 canales D. 
Realiza funciones de verificación de compatibilidad, presentación de números, 
establecimiento de la llamada, selección del tipo de conexión (conmutación de 
paquetes o circuitos), generación de corrientes y tonos de llamada,… 
 
 
Figura B.3. Establecimiento de una llamada 
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SS7 
SS7 es el protocolo que se utiliza entre conmutadores de la red del proveedor 
(RTC).  
Es un sistema de señalización avanzado que incluye funciones y protocolos 
para el establecimiento, encaminamiento y control de la llamada (facturación, 
intercambio de información,…) 
Información, como los dígitos del número, pueden ser transferidos directamente 
entre los elementos de control. 
La señalización se realiza fuera de banda, es decir, por canales específicos, 
separados de los canales portadores, dando mayor seguridad. 
 
QSIG 
 
Éste es el protocolo estándar de señalización para conectar Sistema 
Telefónicos Privados (PBX) entre si o con la central pública. 
Apareció como solución a los problemas de interconexión entre PBXs de 
distintos fabricantes, ya que cada fabricante suele tener su propio protocolo de 
señalización. 
Utiliza canales específicos para la señalización, basándose en la señalización 
Q.931. 
 
 
Centralitas 
 
PBX – Private Branch eXchange – es el servicio por el cual una cantidad N de 
líneas o números se agrupan en un único número o pequeño rango de 
números para facilitar su accesibilidad desde la Red Pública. La centralita evita 
que el cliente tenga que contratar tantas líneas físicas como teléfonos quiera 
tener. 
Se encarga e encaminar todas las llamadas del cliente, tanto dentro de la 
oficina, como hacia el exterior. Además dispone de facilidades adicionales para 
dar servicios extra al cliente (tarificación, call center,…) 
Si la centralita dispone de extensiones RDSI existe la posibilidad de, además 
de utilizarlas para comunicaciones de voz, de utilizarlas para comunicaciones 
de datos. Ofrecen mayor calidad de voz. 
Es posible tener en una centralita terminales inalámbricos. Tienen una base 
donde se conecta la línea y tienen una cobertura desde 25 a 100 metros, 
pudiendo cada base dar soporte para comunicaciones inalámbricas a varios 
terminales. 
Es posible que haya terminales GSM dentro del rango interno de la centralita. 
Es necesario que exista uno o varios enlaces en la PBX conectados contra la 
red de móviles. A través de estos enlaces se enrutaran las llamadas a estos 
terminales, encargándose el operador de móviles de hacer la conexión final. 
Este enlace también servirá para progresar las llamadas hacia el resto de 
números de ese proveedor, saliendo más barato que si lo hiciéramos a través 
de la red pública (RTC). 
 
Toda PBX tiene que tener definido un rango de números tanto internos como 
externos que va a utilizar en sus comunicaciones: 
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– Externo: numeración a 9 dígitos* que nos da el proveedor al contratar 
cualquier acceso a la Red RTC. Con esta numeración podemos realizar y 
recibir llamadas por la RTC. 
–  Interno: numeración propia de nuestra organización a la que solo 
podemos llamar dentro de nuestra PBX o desde PBXs interconectadas entre si. 
Suelen ser números de 4 o 5 dígitos. 
 
La PBX se encargara de interrelacionar la numeración interna con la externa, 
para así permitir a las extensiones internas de cliente poder llamar por la RTC 
utilizando la numeración externa. 
 
Las funciones más características de las centralitas son el enrutado de las 
llamadas, asignación de los permisos de una extensión (llamadas 
internacionales, móviles, metropolitanas,…), mostrar número llamante, permitir 
realizar desvíos, transferencia de llamadas, llamada en espera, configuración 
del grupo de captura y de salto, tarificación, música en espera, posibilidad de 
realizar multiconferencias, … 
 
 
Figura B.4. Enrutado de llamadas mediante centralita 
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ANEXO C. TECNOLOGÍAS DE DATOS 
 
PROTOCOLOS DE ENCAMINAMIENTO 
 
Un router, como su propio nombre indica, es un dispositivo hardware 
específicamente diseñado para encaminar el tráfico entre redes que trabajan 
en la capa 3, es decir, analiza la información de esta capa que contiene el 
tráfico que circula a través de él. Por lo tanto, un router trabaja encaminando 
paquetes y decidiendo dónde enviar éstos en base a las direcciones IP de capa 
3 que contienen las cabeceras de los paquetes que recibe.  
 
La primera pregunta que nos debemos hacer para entender el concepto de 
routing, es la siguiente; ¿qué es un interfaz?, de forma global, lo más fácil para 
definir que es un interfaz, consiste en explicar que es un dispositivo dentro del 
router, que permite el entendimiento con otros dispositivos ajenos al router, de 
una forma reglada, gracias a los normas, protocolos o encapsulados descritos 
por entidades reguladoras. 
En los equipos TELDAT, existen tres tipos de interfaces: 
• Interfaz físico o genérico. 
• Interfaz virtual. 
• Subinterfaces. 
 
Interfaz físico o genérico: 
 
Llamado así, por ser un tipo de interfaz asignado a un determinado 
conector/interfaz del equipo y no tiene la posibilidad de ir sobre otro tipo de 
interfaces o tipo de conectores. 
 
 
 
 
Interfaz virtual: 
 
Es un interfaz que puede ir sobre un conector, interfaces genéricos o sobre el 
propio router. 
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Subinterfaz: 
 
Son interfaces que se encuentran dentro de un interfaz genérico. 
 
 
 
 
Cuando se recibe un paquete, se analiza la dirección IP del equipo origen y del 
equipo  destino. El router ignora qué protocolos y aplicaciones hay en las capas 
superiores, no le importa si es tráfico de correo, video, voz, web, etc. Porque no 
lo tiene en cuenta a la hora de elegir el interfaz por donde deberá de salir el 
paquete entrante. 
Una vez extraída la dirección IP destino que debe alcanzar el paquete que ha 
llegado por uno de sus interfaces, a continuación analiza una tabla de rutas 
para comprobar si existe alguna ruta hacia la red destino. La tabla de rutas es 
una base de datos que contiene información que se obtiene por 3 medios 
distintos. 
 
- A través de los interfaces conectados 
- A través de rutas estáticas 
- A través de protocolos de encaminamiento dinámico 
 
Interfaces conectados 
 
Como ya se ha comentado, un router posee sus distintos interfaces integrados 
en el propio chasis del dispositivo y en los distintos módulos integrados en éste. 
Todos los interfaces activos en un router disponen de una dirección IP porque  
trabajan en la capa 3. Por lo tanto, se tienen tantas redes conectadas como 
interfaces operativos y configurados con una dirección IP existan en el router. 
Por ejemplo, si se configura la dirección IP 192.168.1.1 con una máscara de 
red de 24 bits en un interfaz Fast Ethernet que está en el puerto 1 del módulo 
1. En la tabla de rutas se observaría lo siguiente: 
 
192.168.0.0/24 is subnetted, 1 subnets 
C 192.168.1.0 is directly connected, FastEthernet 1/1  
 
Esta información indica la existencia de una ruta hacia la red 192.168.1.0/24, 
físicamente conectada al interfaz Fast Ethernet 1/1.  
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Rutas estáticas 
 
Para añadir rutas estáticas IP de red o subred a la tabla de encaminamiento, 
usaremos el comando route.  
El destino se especifica por una dirección IP (red, subred, host) junto con una 
máscara. Por ejemplo si el destino es una red clase B y el tercer byte de una 
dirección IP se usa como porción de una subred, la máscara podría ponerse a 
255.255.255.0. La ruta hacia el destino se especifica por la dirección IP del 
siguiente salto y el coste de routing del paquete hacia su destino. 
El siguiente salto puede ser: 
- Una dirección IP perteneciente a una red directamente conectada a un 
interfaz local. 
- Un interfaz. Si se especifica un interfaz de salida, se puede especificar 
además la dirección IP del siguiente salto a través de dicho interfaz. 
- Una dirección IP accesible a través de otra ruta de la tabla de rutas (rutas 
indirectas): routing recursivo. 
Para cada ruta configurada se permite especificar, además del siguiente salto, 
los siguientes parámetros: 
distance <10-255>; Permite especificar la distancia administrativa de la 
ruta. 
T rack nsla-advisor <1-65535>; Activa la ruta solo si la sonda nsla 
configurada está activa. 
 
 
 
Para saber que camino va usar el tráfico IP, con la tabla de rutas que está 
usando un router en ese momento, tendremos que utilizar el comando route. Si 
la ruta existe, se muestran las direcciones, los saltos, así como información 
detallada de la tabla de routing. 
 
 
 
Otra variante del routing estático convencional es el policy routing, permite la 
opción de enrutar un tipo de tráfico seleccionado, por un interfaz que no es el 
predestinado para esa dirección. 
 
La forma de realizar este routing es la siguiente: 
1. Con una lista de acceso seleccionamos el tráfico que queremos que salga 
por otro interfaz, distinto al que la ruta le envia. 
2. Usamos la facilidad del mapa rutas, para indicar que los paquetes que 
cumplan con la lista de acceso, salgan por un nuevo interfaz. 
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3. Aplicamos la facilidad al interfaz que queremos aplicarle con el comando “ip 
policy route-map” Este comando habilita Policy Routing para los paquetes 
recibidos por el interfaz concreto que se está configurando. También define el 
route map a emplear con dichos paquetes. 
 
Vamos a analizar un ejemplo de configuración de policy router; vamos a 
suponer que un router envía todo su tráfico por una línea ADSL, queremos que 
ese tráfico siga saliendo por ahí, pero el tráfico generado por un Telnet desde 
la red LAN 172.24.0.0 sea redirigido a otro router por la Ethernet0/1. 
 
En primer lugar tenemos que seleccionar el tráfico que queremos escoger, en 
este caso lo que queremos hacer es seleccionar todo el tráfico que sea TCP y 
con destino al puerto de TELNET, en este caso el puerto 23. 
 
 
 
Una vez seleccionado el tráfico, el siguiente paso consiste en indicar que 
acción vamos a realizar con ese tráfico, en este caso lo vamos a reenviar a un 
router que se encuentra en la red de la Ethernet0/1. 
 
 
 
Por último debemos indicar a que interfaz le vamos a aplicar el policy router. 
 
 
 
 
 
 
 
Rutas dinámicas 
 
En el siguiente apartado analizaremos dos de los protocolos más usados en las 
redes multiservicio, el protocolo RIP - Routing Information Protocol - y el 
protocolo BGP - Border Gateway Protocol -, haciendo especial hincapié en este 
último, ya que será el que utilizaremos en la red de nuestro cliente. 
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Protocolo RIP 
 
RIP es un protocolo basado el algoritmo de vector de distancia o de Bellman-
Ford que permite a los routers intercambiar su información sobre posibles 
destinos para calcular las rutas a lo largo de toda la red. Los destinos pueden 
ser redes o valores especiales que representan rutas por defecto. RIP no altera 
los datagramas IP y los encamina basándose únicamente en el campo de 
dirección destino.  
El algoritmo de vector de distancia hace que los routers difundan 
periódicamente sus tablas de routing a todos sus routers vecinos. De esta 
forma, el router, al conocer las tablas de todos sus vecinos, puede decidir por 
donde debe enviar cada paquete. 
 
Con la aparición de OSPF - Open Shortest Path First - se empezó a pensar que 
RIP estaba obsoleto. Aunque es cierto que los nuevos protocolos de routing 
son superiores en prestaciones al RIP, éste sigue teniendo algunas ventajas.  
La principal es que en redes pequeñas, RIP-2 añade muy poca sobrecarga 
(overhead) en términos de ancho de banda usado, y que es más fácil y rápido 
de configurar. Además, actualmente existen muchos más dispositivos 
ejecutando RIP que otros protocolos de routing. 
RIP-1 no consideraba los sistemas autónomos, la interacción IGP/EGP, el 
“subnetting” (redes divididas en subredes) ni la autenticación. La falta de la 
máscara de subred en los paquetes RIP-1 planteaba un serio problema puesto 
que era necesaria para poder determinar la ruta de subredes. Actualmente los 
routers con RIP-1 suponen la máscara de subred igual a la del interfaz por la 
que ha entrado el paquete RIP-1 y de ahí que pongan como condición 
imprescindible que todas las subredes de una misma red tengan la misma 
longitud.  
Para solucionar está problemática apareció el protocolo RIP-2. RIP-2 es una 
extensión de RIP-1. Utiliza el mismo formato de mensaje pero extiende el 
significado de alguno de los campos. 
 
El Router Teldat soporta una implementación completa del protocolo de routing 
RIP- 
2, tal y como se especifica en las recomendaciones RFC 1723 y RFC 1388. 
Esta versión es compatible con los routers que ejecuten la Versión 1 de RIP. La 
información de RIP se intercambia entre routers que ejecuten las dos distintas 
versiones, aunque para ello hay que configurar el router con RIP-2 de una 
manera determinada.  
RIP-2 está diseñado para proporcionar servicios no disponibles con el protocolo 
RIP-1. 
 
Sus características avanzadas incluyen: 
• Autenticación, actualmente contraseña en claro. Proporciona seguridad 
adicional al routing. 
• Campo Rute Tag, atributo asignado a cada ruta para poder separar las rutas 
internas con las externas y así tener un método para la interacción IGP/EGP. 
• Máscaras de subred de longitud variable. Permiten fraccionar una dirección IP 
en subredes de tamaño variable, conservando el espacio de dirección IP. 
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• Siguiente salto, para eliminar paquetes encaminados con número de saltos 
extra. 
• Multicast en vez de broadcast para eliminar cargas innecesarias en aquellos 
dispositivos que no están procesando paquetes RIP-2. La dirección multicast 
asociada a RIP-2 es 224.0.0.9. Para seguir manteniendo la compatibilidad con 
RIP-1 el uso de multicast será un parámetro configurable. 
 
El protocolo RIP se desarrolló para utilizarse en redes homogéneas de tamaño 
pequeño. Por esta razón el RIP tiene las siguientes limitaciones: 
• El número máximo de saltos es de 15. 
• El RIP es un protocolo lento en encontrar nuevas rutas cuando se produce un 
cambio en la red. 
• Este protocolo de routing utiliza métrica fija para comparar rutas alternativas, 
no es apropiado para routers que calculan el coste de la ruta con parámetros 
calculados en tiempo real. 
 
 
Protocolo BGP 
 
El protocolo BGP (Border Gateway Protocol) se estableció como un estándar 
de Internet en 1989 y fue definido originalmente en la RFC 1105, adoptándose 
como un protocolo para la comunicación entre dominios dentro de la 
comunicación EGP. La versión actual es la BGP-4, que se adoptó en 1995 y ha 
sido definida en la RFC 1771.  
 
BGP-4 soporta CIDR (Classless Inter Domain Routing) y es el protocolo de 
enrutamiento que actualmente se usa de forma mayoritaria para encaminar la 
información entre sistemas autónomos, ya que ha demostrado ser fácilmente 
escalable, estable y dotado de los mecanismos necesarios para soportar 
políticas de encaminamiento complicadas. A partir de ahora cuando se nombre 
al protocolo BGP, se está haciendo mención de la versión BGP-4.  
 
El protocolo BGP utiliza el protocolo TCP para establecer una conexión segura 
entre dos extremos BGP en el puerto 179. Una sesión TCP se establece 
exactamente entre  cada par para cada sesión del BGP. Ninguna información 
de encaminamiento puede ser intercambiada hasta que se ha establecido la 
sesión TCP. Esto implica la existencia previa de conectividad IP para cada par 
de extremos BGP.  
 
Para dotarlo de mayor seguridad, se pueden usar firmas MD5 para verificar 
cada segmento TCP. Se dice que BGP es un protocolo de encaminamiento 
vectorial, porque almacena la información de encaminamiento como 
combinación entre el destino y las características de la ruta para alcanzar ese 
destino. El protocolo utiliza un proceso de selección determinista de la ruta para 
seleccionar la mejor dentro de las múltiples rutas factibles, usando las 
cualidades de la ruta como criterios. Las características como por ejemplo el 
retardo, la utilización del enlace o el número de saltos no se consideran dentro 
de este proceso. 
El proceso de selección de la ruta es la clave para comprender y establecer las 
políticas del protocolo BGP y se analizarán más adelante. Al igual que la 
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mayoría de los protocolos del tipo IGP, BGP envía solamente una actualización 
completa del encaminamiento una vez que se establece una sesión BGP, 
enviando posteriormente sólo cambios incrementales. BGP únicamente 
recalcula la información de encaminamiento concerniente a estás 
actualizaciones, no existiendo proceso que actualice toda su información de 
encaminamiento como los cálculos del SPF en el OSPF o el IS-IS.  
Aunque la convergencia IGP puede ser más rápida, un IGP no está preparado 
para soportar el número de las rutas empleadas en el encaminamiento ínter-
dominio. Un IGP también carece de las cualidades de ruta que el BGP lleva, y 
que son esenciales para seleccionar la mejor ruta y construir políticas de 
encaminamiento.  
BGP es el único protocolo adecuado para el uso entre sistemas autónomos, 
debido a la ayuda inherente que las políticas sobre rutas proporcionan para el 
encaminamiento. Estás políticas permiten que se acepte o rechace la 
información de cambio de encaminamiento antes de que se utilice para tomar 
decisiones de envío. Está capacidad da a los operadores de red un alto grado 
de protección contra información de encaminamiento que puede ser no 
deseada, y así controlar la información de encaminamiento según sus 
necesidades particulares. BGP opera en dos modos: EBGP e IBGP. EBGP 
(BGP exterior) se utiliza entre distintos sistemas autónomos, e IBGP (BGP 
interior) se utiliza entre routers BGP dentro del mismo sistema autónomo. 
El protocolo BGP utiliza las siguientes reglas para elegir la mejor ruta o salto a 
un determinado destino: 
• La ruta con la menor Preferencia (Distancia Administrativa) es la elegida. 
• Si dos rutas tienen la misma Preferencia, se elige la ruta con la menor 
Preferencia2 (tie-breaker). 
• Si las dos rutas se han aprendido por BGP se aplican los siguientes criterios: 
- Se prefiere la ruta con mayor Métrica2 (LOCAL_PREF). Si no se ha 
asignado valor de Métrica2 (aparece none) se considera el valor 
máximo. 
- Una ruta con información de AS-path es preferida frente a otra sin 
ASpath. 
- Entre dos rutas con AS-path, provenientes del mismo AS, y con 
información de Métrica, se prefiere aquella que tiene menor valor de 
Métrica (MULTI_EXIT_DISC). 
- Entre dos rutas con AS-path distintos, se prefiere la de origen IGP, y si 
no la de origen EGP. 
- Entre dos rutas con AS-path distintos y con mismo origen, se prefiere la 
de AS-path de menor longitud. 
• Una ruta aprendida desde IGP es preferida a una aprendida desde EGP. La 
ruta menos preferida es la que se obtiene indirectamente de un IGP que la ha 
obtenido de un EGP. 
• Si ambas rutas se aprendieron del mismo protocolo y el mismo AS, se usa la 
que tenga la menor Métrica. 
• Se prefieren las rutas instalables en la tabla de rutas activas del equipo frente 
a las rutas no instalables. 
• Se prefiere la ruta que tenga siguiente salto con el valor de dirección IP más 
bajo. 
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Configuración ruta por BGP 
 
Los pasos a seguir para configurar el protocolo BGP son: 
• Obligatorio:  
- establecer la dirección IP que identifica al equipo (comando router-id del 
protocolo IP) 
- habilitar el protocolo BGP (comando enable) 
- establecer el número de Sistema Autónomo del equipo (comando as) 
- definir las conexiones BGP (comando group) 
• Opcional:  
- definir las políticas de importación y exportación de rutas (comandos 
import y export) 
-  definir las políticas de agregación y generación de rutas (comandos 
aggregate y generate) 
-  configurar métrica y preferencia por defecto de las rutas (comandos 
default-metric y preference) 
-  definir direcciones prohibidas (comando martians) 
-  habilitar la instalación de rutas multicamino (comando multipath) 
-  
A continuación se describen todos estos comandos de configuración. 
  
 
Establecer la dirección IP que identifica al equipo 
El comando router-id, que establece la dirección IP que identifica al equipo, es 
accesible desde el menú de configuración del protocolo IP. Si no se configura 
el identificador del equipo mediante este comando (o si se configura una 
dirección IP que no se ha asignado a ningún interfaz) se toma la dirección 
configurada mediante el comando internal-ip-address del protocolo IP. 
 
 
 
 
Habilitar el protocolo BGP 
El comando “Enable” habilita el protocolo BGP. Si no se especifica este 
comando, cualquier configuración de BGP es inocua. 
 
 
 
 
Establecer el número de Sistema Autónomo del equipo 
Este comando define el número de AS (Sistema Autónomo) en el que se 
encuentra el equipo. Opcionalmente se puede indicar el número máximo de 
veces que puede aparecer este AS en un AS path. 
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Definir las conexiones BGP. 
El comando “Group”, da acceso a la configuración del grupo de conexiones 
BGP con un mismo sistema autónomo. Existen 2 tipos: 
 
 
 
 
Definir las políticas de importación y exportación de rutas. 
El comando Export define qué rutas se exportan por BGP. 
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El comando “Import” define qué rutas aprendidas por BGP se importan. 
 
 
 
 
 
 
Definir las políticas de agregación y generación de rutas 
La agregación de rutas es un mecanismo para generar una ruta más genérica 
dada la presencia de una ruta específica. El equipo no realiza ninguna 
agregación que no se configure explícitamente mediante el comando 
aggregate. Las rutas agregadas mediante este comando sólo se emplean en 
las conexiones BGP al anunciar rutas, y no se emplearán para enrutar 
paquetes en el propio equipo. 
 
 
 
 
 
 
 
Diseño e implementación de una red multiservicios   79 
 
 
 
 
 
 
 
La generación de rutas permite crear automáticamente una ruta dada la 
presencia de otra ruta. La ruta generada hereda los siguientes saltos y AS path 
de la ruta seleccionada de menor valor de preferencia (más prioritaria). 
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Configurar métrica y preferencia por defecto de las rutas 
El comando “Preference” define la preferencia pref para las rutas aprendidas 
por BGP. 
 
 
 
Mediante el comando “default-metric” se define la métrica a emplear al anunciar 
rutas por BGP, es decir, el valor del atributo MULTI_EXIT_DISC. Por defecto 
no se propaga ninguna métrica. Las métricas que se configuren en conexiones 
o en políticas de exportación tienen preferencia sobre el valor configurado 
mediante defaultmetric. 
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Definir direcciones prohibidas 
El comando “martians” define direcciones ip a descartar, de modo que toda la 
información de routing correspondiente a estás direcciones se ignora. A veces 
un sistema mal configurado envía direcciones de destino obviamente inválidas. 
Estás direcciones inválidas, llamadas martians, pueden ser rechazadas por el 
software. El comando martians permite configurar la lista de direcciones 
martian. 
 
 
 
Habilitar la instalación de rutas multicamino 
El comando “Multipath” habilita el multipath en BGP. Si no se especifica este 
comando sólo se instala un camino en la tabla de rutas activas, aunque BGP 
tenga varios equivalentes. 
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Distancia administrativa 
 
En las tablas de encaminamiento de muchos routers se encuentran rutas de 
interfaces conectados físicamente, rutas estáticas y rutas de uno ó más 
protocolos de encaminamiento dinámico. Por lo tanto, podría suceder que un 
destino remoto se pudiera “alcanzar” de varias formas distintas. Para decidir en 
ese hipotético caso por qué ruta acceder al destino, se crearon las distancias 
administrativas. Éstas no son más que un número arbitrario que se asigna a 
cada forma de encaminamiento, cuánto más bajo es este número mayor 
prioridad tiene la ruta. 
 
A continuación se adjunta una tabla con los valores por defecto de la distancia 
administrativa en función del tipo de ruta: 
 
 
Si, por ejemplo, se tuviera una ruta estática y otra con protocolo RIP hacia un 
mismo destino, por defecto, se emplearía el siguiente salto indicado por la ruta 
estática por tener ésta una menor distancia administrativa. Pero en caso de que 
se eliminara la ruta estática, automáticamente la ruta calculada por RIP pasaría 
a ser la prioritaria. 
 
 
 
POLÍTICAS DE SEGURIDAD 
 
Listas de acceso 
 
Los routers se sirven de listas de control de acceso (ACL) para identificar el 
tráfico que pasa por ellos. Las listas de acceso pueden filtrar el flujo de 
paquetes o rutas que pasan por los interfaces del router. Una lista de acceso IP 
es un listado secuencial de condiciones de permiso o prohibición que se 
aplican a direcciones IP origen o destino, puertos origen o destino, o a 
protocolos IP de capa superior tales como IP, TCP. Pueden separar el tráfico 
en diferentes colas según sea su prioridad. Tipos de listas de acceso: 
- Estándar (1-99): comprueban las direcciones de origen de los paquetes que 
solicitan enrutamiento. 
- Extendidas (100-1999): comprueban tanto la dirección de origen como la de 
destino de cada paquete, también pueden verificar protocolos específicos, 
números de puertos y otros parámetros. 
Las listas de acceso se pueden aplicar tanto de entrada (evita la sobrecarga de 
router), como de salida. 
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Una lista de control de acceso por sí misma no supone un filtro para limitar el 
flujo de paquetes en el router. Las Listas de Control de Acceso deben estar 
asociadas necesariamente a un protocolo o funcionalidad del router. El 
protocolo que utiliza una 
Lista de Control de Acceso, la utiliza como una herramienta que le permite 
establecer filtros de tráfico. 
Las Listas de Control de Acceso indican al protocolo asociado el resultado de la 
búsqueda dentro de las entradas. El resultado de la búsqueda a la recepción 
de un paquete puede ser: 
 
 
Figura C.1. Filtrado paquete IP 
 
 
Es el protocolo asociado el que determina lo que debe hacer con el paquete IP, 
a tenor del resultado de la aplicación de la Lista de Acceso. 
 
 
 
 
Vamos a ver un ejemplo de cómo seleccionar todo lo que nos llegue de una red 
determinada. Por ejemplo queremos seleccionar el tráfico que nos llega de la 
red 192.168.2.0, para ello fabricaremos la siguiente lista de acceso: 
 
 
 
Como se puede ver se ha configurado una sola entrada en la que permite el 
tráfico de esa red. 
El siguiente paso es aplicar esa lista de acceso a algo El comando list muestra 
la información de configuración de la Listas de Control de Acceso que están 
activas. Como dato estadístico interesante, aparece el número de ocurrencias 
que se han dado en una entrada, es decir el número de veces que un paquete 
ha coincido con las sentencias de la entrada (Hits). 
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El router dispone una caché que mantiene las últimas direcciones encontradas, 
con el fin de que el periodo de búsqueda dentro de las Lista de Acceso se 
minimice. En algunos listados se indican las entradas de cada Lista que están 
introducidas en la caché. 
Si lo que queremos es monitorizar todo el tráfico, que cumple las condiciones 
impuestas por las listas de acceso configuradas, las podremos ver con el 
comando list. 
Tenemos tres opciones, ver todo con la opción all, ver solo lo que está en 
cache cache o las entradas con sus HITS “entries”. 
 
 
Controles de acceso IP 
 
Existen otros controles de acceso, estos controles se realizan directamente 
sobre el protocolo IP, por lo tanto son muy restrictivos al aplicarse ese control 
sobre todos los interfaces. Se aconseja no usar al no ser que lo que se 
pretenda es hacer un control de acceso, del protocolo IP, en todas las bocas 
del router. 
 
El primer paso es habilitar el control de acceso, para ello ejecutaremos el 
siguiente comando. 
 
 
 
Los controles de acceso, con el fin de evitar que generen algún problema por 
descuido y puedan crear problemas por todos los interfaces, solo se pueden 
configurar de forma no dinámica. 
 
 
 
 
Vamos a poner un ejemplo de configuración, vamos a suponer que un cliente 
solo quiere permitir el tráfico entre dos redes, en este caso la red 192.168.1.0 y 
192.168.2.0 y el resto de tráfico excluirlo. 
El cliente tiene configurar que permite los paquetes de salida de la red 
192.168.1.0 a la red 192.168.2.0 y los paquetes de entrada de la red 
192.168.2.0 a la 192.168.1.0. Como se puede ver hay que tener presente el 
tráfico de vuelta. En este caso, no hace falta configurar, ni puertos, ni 
protocolos aunque el router permite esa configuración. El ejemplo quedaría de 
la siguiente forma: 
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Ipsec 
 
La facilidad de cifrado en las comunicaciones a través de la red aparece por la 
necesidad de proporcionar al usuario intercambio de datos asegurándoles 
confidencialidad, integridad y autenticidad. El cifrado que se va a proporcionar 
es IPsec en modo túnel con secreto compartido y 3DES. 
Dentro de IPsec existen los siguientes componentes: 
- Protocolos de seguridad: 
o AH (IP Authentication Header): garantiza la integridad y 
autenticación de los datagramas IP. No garantiza 
confidencialidad. 
o ESP (IP Encapsulating Security Payload): proporciona 
confidencialidad, para ello especifica el modo de cifrar los 
datos que se desean enviar y cómo este contenido cifrado se 
incluye en un datagrama IP. 
- Un protocolo de gestión de claves Internet Key Exchange (IKE) que 
permite a dos nodos negociar las claves y todos los parámetros 
necesarios para establecer una conexión AH o ESP. 
 
Protocolos de seguridad 
 
En el siguiente apartado podremos ver el funcionamiento de los dos protocolos 
de seguridad antes nombrados: 
 
Protocolo AH: 
 
- El mensaje original se utiliza para, que con un algoritmo en base a 
una clave AH que solo conocerán el emisor y el receptor obtener un 
código que será la huella dactilar del mensaje. 
- Esta huella se copiara en el campo AH del datagrama, siendo el 
mensaje, el original, sin ningún tipo de modificación. 
- Cuando el mensaje llega al receptor este vuelve a calcular la huella 
en base a su clave AH, que será la misma que la del receptor. Si el 
resultado que le da es igual a la huella que ha llegado en el 
datagrama, esto indicara que los datos no han sido alterados y por lo 
tanto son auténticos. 
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Figura C.2. Funcionamiento protocolo AH 
 
Protocolo ESP: 
 
- El mensaje es tratado con un algoritmo en base a una case ESP que 
creará un nuevo mensaje cifrado. 
- Este mensaje será el que se envié en el datagrama. 
- En el receptor se procederá a la inversa; se cogerán los datos del 
datagrama y se trataran con el mismo algoritmo y con la misma clave 
ESP que el emisor. El resultado será el mensaje original. 
- Nadie podrá leer el mensaje sin conocer el algoritmo y la clave ESP. 
 
 
 
Figura C.3. Funcionamiento protocolo ESP 
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Modos de funcionamiento 
 
Existen 2 modos de funcionamiento con IPsec: 
- El modo transporte. En este modo el contenido transportado dentro 
del datagrama AH o ESP son datos de la capa de transporte. La 
cabecera IPsec se inserta inmediatamente a continuación de la 
cabecera IP y antes de los datos de los niveles superiores que se 
desean proteger. 
- El modo túnel. En éste el contenido del datagrama AH o ESP es un 
datagrama IP completo, incluida la cabecera IP original. Se toma un 
datagrama IP al cual se añade inicialmente una cabecera AH o ESP, 
posteriormente se añade una nueva cabecera IP que es la que se 
utiliza para encaminar los paquetes a través de la red. 
 
 
Figura C.3. Funcionamiento modo transporte y túnel 
 
Protocolo de gestión de claves 
 
El protocolo IKE va a tener 2 funciones fundamentales en el establecimiento de 
la conexión cifrada: 
- Establecimiento de los SAs (asociaciones de seguridad), que son 
canales de comunicación unidireccional que conectan dos nodos, a 
través del cual fluyen los datagramas protegidos mediante 
mecanismo criptográficos acordados previamente. 
- Gestionar que ambos nodos estén de acuerdo tanto en los algoritmos 
criptográficos a emplear como en los parámetros de control. 
El objetivo principal de IKE consiste en establecer una conexión cifrada y 
autenticada entre dos entidades, a través de la cual se negocian los 
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parámetros necesarios para establecer una asociación de seguridad IPsec. 
Dicha negociación se lleva a cabo en dos fases: 
1.- Ambos nodos establecen un canal seguro y autenticado. Dicho canal seguro 
se consigue mediante el uso de un algoritmo de cifrado simétrico y un algoritmo 
HMAC. Este procedimiento no garantiza la identidad de los nodos, para ello es 
necesario un paso adicional de autenticación. 
2.- En la segunda fase, el canal seguro IKE es usado para negociar los 
parámetros de seguridad específicos asociados. Durante esta fase se negocian 
las características de la conexión ESP o AH y todos los parámetros necesarios. 
El sistema receptor aceptará la primera conexión que coincida con los 
parámetros de seguridad que tenga definidos. 
Existen varios métodos de autenticación, los dos más comunes: 
- Secreto compartido: cadena de caracteres que únicamente 
conocen los dos extremos que quieren establecer una comunicación 
IPsec. Mediante el uso de funciones hash cada extremo demuestra al 
otro que conoce el secreto sin revelar su valor; así los dos se 
autentican mutuamente. 
- Certificados digitales X509v3: permite distribuir de forma segura la 
clave pública de cada nodo, de modo que éste puede probar su 
identidad mediante la posesión de la clave privada y ciertas 
operaciones de criptografía pública. La utilización de certificados 
requiere de la aparición de un elemento más en la arquitectura IPsec; 
la PKI (Infraestructura de Clave Pública). 
  
Algoritmos de cifrado y autenticación 
 
Los algoritmos de cifrado más conocidos son los siguientes: 
- DES (Data Encription Standard): algoritmo simétrico, la misma clave 
y el mismo algoritmo son usados para cifrar y descifrar. Los datos 
son cifrados en bloques de 64 bits usando una clave de 56 bits. 
- 3DES: algoritmo de cifrado simétrico basado en DES que consiste en 
la concatenación de 3 algoritmos DES con tres claves diferentes, 
resultando una longitud de clave de 168 bits. Actualmente se 
considera un algoritmo muy seguro. 
- RC5: algoritmo simétrico de RSA (algoritmo de clave privada) con 
clave de longitud variable. 
Las funciones de autenticación o funciones hash se emplean para proporcionar 
la autenticación de los paquetes. Las funciones hash más empleadas son: 
- MD5: algoritmo de hash que toma como entrada un mensaje de 
longitud arbitraria y produce un extracto de longitud fija de 128 bits. 
- SHA: algoritmo de hash que produce un extracto de 160 bits. Es más 
resistente que el anterior pero más lento. 
- HMAC: función hash que se emplea para firmar los mensajes, existe 
una clave común para verificar la autenticidad de esta firma digital y 
se puede usar conjuntamente con las anteriores. 
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Parámetros a configurar en el EDC 
 
Crypto-map: En este bloque de configuración se define la estructura de la 
conexión. Habrá un crypto-map por cada conexión que se quiera realizar (IPsec 
estático). En cada uno se define: 
- Destino del túnel. 
- Nombre de la transformada IPsec que se va a utilizar. 
- Caracterización del tráfico a cifrar, por referencia una Access-list. 
- Origen ip que asumirán los paquetes cifrados. 
 
Transformada IPsec: aquí se definen los protocolos estándar a emplear en la 
negociación IPsec y que una vez consensuados entre los 2 EDCs servirán para 
el cifrado de paquetes. 
 
Access-list: las funciones del Access-list en el crypto-map son: 
- Selecciona tráfico a cifrar 
- Cada entrada en la Access-list genera su propia SA (Asociación de 
seguridad) 
- Procesa el tráfico entrante, descartando el que llega no cifrado y 
debería estarlo (si está definido en salida como cifrable, lo tendrá que 
estar a la entrada). 
- Determina si una petición entrante de SA recibida desde otro peer, 
debe ser aceptada o no, en base a los datos aportados en la 
negociación IKE. La entrada del Access List del peer remoto tiene 
que estar coordinada con alguna de las entradas del Access-list local. 
 
Secreto compartido: clave que utilizará para la autenticación en el momento 
de la generación del túnel. Ambos extremos tendrán que tener el mismo 
secreto para que el túnel IPsec se pueda establecer. 
 
 
 
CLASES DE SERVICIO 
 
Tendrá mucha importancia el orden en que se realice la implementación de las 
clases de servicio y el cifrado. 
- Primero siempre se realizara la clasificación y marcado de los 
paquetes en entrada en el EDC. 
- Después se realizará el cifrado si machea con la lista de acceso de 
cifrado. 
 
Es muy importante hacerlo en este orden ya que si no las clases de servicio no 
funcionarán. Al ser el funcionamiento IPsec en modo túnel, las ip de origen y 
destino son nuevas cuando se cifran los datos, por lo que si se hiciera antes de 
las QoS, estas no funcionarían. 
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No se cifra el tráfico multimedia ya que podría afectar al retardo de los 
paquetes ni el tráfico Internet, ya que no existe la posibilidad de descifrar el 
paquete en el destino. 
 
 
Figura C.4. Aplicación QoS 
 
 
 
Topologías 
 
A la hora de establecer los túneles IPsec, tendríamos que definir la topología 
que estos van a seguir. Esta topología puede ser: 
- En estrella. 
- Completamente mallada. 
 
Topología en estrella: 
 
Si la topología que siguen los túneles es en estrella, es decir, cada una de las 
diferentes delegaciones acceden de forma segura a una única aplicación o 
máquina, situada en otra delegación como bien podría ser nuestra sede central 
de Barcelona. Será necesario configurar un crypto-map en cada una de las 
delegaciones hacia la sede central, y en ésta uno por cada una de las 
delegaciones que vayan a establecer un túnel contra ésta. 
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Figura C.5. Topología en estrella 
 
Completamente mallada: 
 
Si la topología de túneles es completamente mallada, cada una de las sedes 
tendrá que tener configurado un crypto-map por cada una de las sedes con las 
que vaya a tener túneles establecidos, por tanto, si se añade una nueva sede, 
será necesario reconfigurar el resto de equipos del cliente. 
 
 
 
Figura C.6. Topología mallada 
 
 
Tal y como comentamos en apartados anteriores, estando compuesto nuestro 
cliente por unas 500 oficinas, la opción más adecuada desde el punto de vista 
de la eficiencia y la flexibilidad, es la de topología en estrella. 
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ANEXO D. QoS 
 
INTRODUCCION A LAS QoS 
QoS es la herramienta de la cual se dispone en una red para proveer una 
calidad de servicio mejorada a un determinado grupo de usuarios y 
aplicaciones, en detrimento de otros. La QoS permite controlar y predecir una 
amplia variedad de aplicaciones y de tipos de tráfico de red, de esta forma, se 
puede personalizar una red con las necesidades específicas de cada empresa.  
 
Los principales problemas a los que se enfrenta la calidad de servicio son: 
 
- Latencia o retardo, que es el tiempo que tarda un paquete en llegar 
desde el origen al destino. Es un problema que suele aparecer en 
enlaces lentos o congestionados. Valor ideal: < 150ms. 
- El Jitter, que es la variación en el tiempo en la llegada de los 
paquetes, causada por congestión de red, pérdida de sincronización 
o por las diferentes rutas seguidas por los paquetes para llegar al 
destino. Valor ideal: < 100ms. 
 
La solución es utilizar un buffer en el que los paquetes se almacenan según 
llegan y se reordenan. Este buffer funciona como un esquema de cola en el 
que los datos más antiguos son los primeros en salir. Si llega un paquete más 
antiguo del que ya ha salido, se descarta. 
Un tamaño de buffer jitter pequeño hace que el retardo sea pequeño, pero se 
corre el riesgo de perder paquetes que lleguen fuera de tiempo. 
Un tamaño grande hace que el retardo sea superior pero la pérdida de 
paquetes sea inferior. 
 
 
 
Figura D.1. Ejemplo jitter 
 
- Pérdida de paquetes que se suelen dar, principalmente, por 
descartes realizados al no llegar a tiempo al receptor. El mayor 
problema lo tenemos cuando las pérdidas se producen a ráfagas, ya 
que no podremos reconstruir la información original. Valor ideal:< 1%. 
- El Eco, que es la reflexión retardada de la señal acústica original. El 
problema se acentúa cuanto mayor es el retardo e intensidad. 
Valores ideales: < 65ms y atenuación entre 25 y 30 dB. 
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Las comunicaciones VoIP hacen uso del protocolo de capa 4 UDP porque las 
retransmisiones del protocolo TCP añaden una gran latencia y, por 
consiguiente, no permiten cumplir con los objetivos marcados. Las 
comunicaciones de voz no pueden tolerar más de 150 ms de latencia y han de 
garantizar como máximo la pérdida del 1% de los paquetes. 
 
Existen 3 pasos básicos previos antes de configurar la QoS en una red, estos 
pasos son parte de la auditoría de la red, son los siguientes: 
- Identificar los tipos de tráfico y sus requerimientos específicos. Por ejemplo: 
tráfico de datos y de voz. 
- Agrupar el tráfico en clases con requerimientos QoS similares. Como podría 
ser: al tráfico de voz se le asigna en la clase voz y el tráfico de datos se divide 
en 3 distintas clases en función de las aplicaciones, los protocolos y puertos. 
En este último caso; se asigna la clase de aplicaciones críticas, la clase de 
tráfico interactivo y una última para el tráfico Best-Effort. 
- Definir las políticas QoS para cada una de las clases: para voz; máxima 
prioridad y latencia controlada, para aplicaciones de datos críticas; segunda 
mayor prioridad y ancho de banda garantizado, para tráfico interactivo; tercera 
mayor prioridad y latencia controlada, para Best-Effort; se asigna el ancho de 
banda libre no empleado por las clases anteriores. 
 
 
Es muy importante definir qué significa una política o tráfico Best-Effort. Éste, 
como su propio nombre indica, hará lo que pueda, esto quiere decir que no 
tiene ningún tipo de prioridad –en realidad sí tiene un tipo: la última-, tampoco 
tiene ningún ancho de banda reservado y por supuesto, tampoco ninguna 
latencia controlada. Es un tipo de tráfico que se envía cuando se puede, si es 
que hay ancho de banda disponible, en caso contrario, queda almacenado en 
colas de espera de los interfaces de los distintos dispositivos de red o es 
directamente eliminado para no saturar las colas. 
 
 
 
MODELOS DE QoS 
 
Existen 3 modelos para implementar QoS en una red: 
 
- Best-Effort: no se reserva ancho de banda, no existen prioridades y no se 
puede garantizar, ni la latencia, ni la entrega de los paquetes. Se emplea 
cuando no importa cuándo y cómo deben llegar éstos. Es el modelo 
actualmente predominante en Internet. 
- IntServ - Integrated Services -: Se emplea como suplemento del anterior para 
poder garantizar cierto ancho de banda y latencia para aplicaciones 
específicas. 
Este modelo espera que sean las aplicaciones quienes indiquen qué 
necesidades tienen. Con su uso, la entrega de paquetes está garantizada, sin 
embargo, se limita mucho la escalabilidad futura de la red. 
- DiffServ - Diferenciated Services -: Este modelo es capaz de reconocer los 
paquetes sin que sea necesario que las aplicaciones los señalicen. Es un 
modelo que permite una gran escalabilidad. 
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En este proyecto se va a hacer uso del modelo DiffServ. Las principales 
características son las siguientes. 
- El tráfico de red es identificado por clases. 
- Las políticas QoS de la red aseguran el tratamiento diferenciado de las 
distintas clases de tráfico. 
- Se elige un nivel de servicio por cada clase de tráfico –ancho de banda y 
prioridad específica. 
 
 
PROCESO DE UN PAQUETE IP PARA APLICARLE QoS 
Para que un router soporte QoS, el sistema de reenvio debe decidir cuando 
enviarse cada paquete. Para ello, cada paquete pasará por estos tres estados: 
- Clasificación y búsqueda en la tabla de rutas: Para identificar el paquete 
y porqué interfaz debe encaminarse. 
- Función Policía o Conformado y Marcado: Para tratar los paquetes que 
llegan con adelanto. 
- Encolado y Planificación: Para reenviar el paquete o descartarlo, según 
las normas establecidas. 
 
 
 
Figura D.2. Proceso de un paquete IP para el marcado de QoS 
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Clasificación  
 
La clasificación nos va indicar de qué forma se va a tratar este paquete con 
posterioridad (a qué clase de tráfico pertenece). 
Existen varias formas de clasificar el tráfico, pero la que vamos a ver es la que 
permite una mayor granularidad en la distinción del tráfico: La clasificación 
Multicampo o MF. 
Este tipo de clasificación nos permite identificar el tipo de tráfico según alguno 
de los cinco campos que identifican el flujo IP: 
- Dirección IP Origen / Destino 
- Protocolo TCP/UDP 
- Puerto 
Según las reglas de clasificación que hayamos implementado en los equipos, 
haremos que un datagrama IP pertenezca a una clase o a otra, permitiendo 
tratar de forma diferente cada uno de estos datagramas según la clase. 
Para que el resto de equipos de la red sean capaces de distinguir la clase a la 
que pertenece un determinado paquete IP sin necesidad de volver a clasificarlo 
(sería necesario que todos los routers de la red supiesen las reglas de 
clasificación para cada uno de los clientes), se utiliza el MARCADO. 
 
Marcado 
 
Una vez clasificado un paquete, lo que se hace es hacerle una marca para que 
el resto de los equipos de la red sepan a qué clase pertenecen. 
Este marcado consiste en dar un valor a un campo determinado del datagrama 
IP (Campo ToS) según la clase a la que pertenezca.  
 
Figura D.3. Campo ToS 
Esta “marca” que hacemos en cada uno de los datagramas IP no se 
modificarán en todo el trayecto entre origen y destino, y permitirán a los 
equipos intermedios en el trayecto tratar cada uno de estos paquetes según su 
clase sin necesidad de que estos equipos conozcan todas y cada una de las 
reglas de clasificación de cada una de las sedes de cada cliente. 
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Conformado del tráfico 
 
La función policía consiste básicamente en “vigilar” que el tráfico generado por 
el cliente para cada una de las clases, no sobrepasa los niveles máximos 
acordados o contratados, es decir, que el cliente no envía tráfico a mayor 
velocidad que la que tiene contratada. 
Estas restricciones pueden ser más o menos suaves, haciendo que el tráfico 
por exceso se descarte directamente (Policing), se marque como una clase de 
calidad inferior o se almacene para ser transmitido más tarde (Shaping). 
 
Figura D.4. Conformado del tráfico 
Encolado 
 
A la hora de utilizar Calidades de Servicio, se va a configurar una cola distinta 
para cada una de dichas clases, de esta forma tendremos cada tipo de tráfico 
separado y podremos actuar sobre estos por separado. 
Las funciones del Gestor de Colas son: 
- Encolar un paquete donde se indique (según su clasificación) o 
tirarlo/remarcarlo si la cola está llena. 
- Desencolar un paquete cuando sea solicitado por el planificador para 
transmitirlo por el interfaz, ya que es el planificador el que se encarga 
de determinar qué clase de tráfico se va a transmitir en cada 
momento, es decir, lleva un control de la cantidad de tráfico 
transmitida para cada una de las clases y conoce cuales son las 
restricciones de cada clase. 
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Figura D.5. Proceso Encolado 
Cada interfaz de un nodo que permita QoS debe tener un planificador 
que indique que cola se debe servir en cada momento. El planificador 
puede determinar esta cola atendiendo a la velocidad máxima y/o 
mínima de cada una de las clases de servicio. Para ello se emplean 
varios algoritmos. 
 
Algoritmo de Encolado de Prioridad (PQ) 
Cada una de las colas tiene una prioridad fija. Se va sirviendo el tráfico de la 
más prioritaria hasta que se queda vacía. Posteriormente se continuaría con la 
siguiente más prioritaria. Se servirá unan cola siempre y cuando las más 
prioritarias estén vacías. 
Ventajas: 
- Sencillo de implementar. 
- Permite dar un servicio de bajo retardo a una cola. 
Inconvenientes: 
- Puede provocar inanición en las colas menos prioritarias. Para evitar 
eso, sería necesario evitar que las más prioritarias superen un cierto 
nivel de tráfico. 
 
Figura D.6. Proceso algoritmo de encolado de prioridad 
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Algoritmo Round Robin 
 
Se sirven las colas de forma circular, es decir, un paquete por cada cola. Las 
colas sin tráfico se saltan. 
 
Figura D.7. Proceso algoritmo Round Robin 
 
Ventajas: 
- Es muy sencillo de implementar. 
Inconvenientes: 
- Con tamaños aleatorios de paquetes no se consigue una asignación 
precisa de ancho de banda. Para solucionar este inconveniente, se 
suelen emplear algoritmos Weighted Fair Queuing (WFQ) 
 
Algoritmo Weighted Fair Queuing (WFQ) 
Nos permiten asignar un ancho de banda específico a una clase en particular, 
según el porcentaje del ancho de banda total o una capacidad máxima en 
Kbps. 
 
Figura D.8. Proceso algoritmo WFQ 
 
Este algoritmo no da prioridad a una clase frente a otra, ya que está basado en 
Round Robin, sino que permite garantizar un ancho de anda mínimo de 
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transmisión (en lugar de coger un paquete de cada cola, puede coger 
cantidades distintas de cada una, garantizando de esta manera anchos de 
banda distintos). 
 
Combinación de algoritmos 
 
Existe la posibilidad de combinar varios de los algoritmos explicados 
anteriormente, lo que permite poder garantizar caudales para las colas y 
además priorizar unas con respecto a otras para minimizar el retardo. 
Un ejemplo sería, una gestión de colas del tipo WFQ, en la que se prioriza una 
de las colas con respecto a todas las demás. Es lo que se llama, cola de baja 
latencia. 
Low Latency Queuing : LLQ = PQ + WFQ 
 
Figura D.9. Proceso algoritmo combinado 
 
 
 
SISTEMA DE RESERVA DE ANCHO DE BANDA PARA 
EQUIPOS TELDAT 
 
El Sistema de Reserva de Ancho de Banda (Bandwidth Reservation System -
BRS-) es una facilidad que permite aplicar funcionalidades de Calidad de 
Servicio (QoS) en los interfaces de salida del equipo. En concreto el BRS 
integra las siguientes funcionalidades: 
• Clasificación del tráfico 
• Marcado de tráfico 
• Reparto de ancho de banda 
• Priorización 
• Limitación de ancho de banda (traffic shaping) 
 
Su funcionamiento es el siguiente: 
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Clasificación del tráfico 
 
El Sistema de Reserva de Ancho de Banda se encarga de separar los flujos de 
datos y aplicarles distintas políticas de Calidad de Servicio, priorizando, 
balanceando, limitando y marcando cada tipo de tráfico según los criterios 
configurados. Para ello es necesario identificar cada tipo de tráfico y clasificarlo 
correspondientemente. Está clasificación se puede realizar mediante los 
siguientes mecanismos: 
• Con filtros específicos 
• Con listas de acceso 
• Por protocolo 
El tráfico que no se clasifique mediante ninguno de estos criterios se separa en 
función de si se ha generado localmente o no, enviándolo a la clase local o a la 
clase por defecto. 
 
Marcado de tráfico 
 
A menudo interesa marcar los paquetes de distintos tipos de tráfico para que el 
resto de la red los pueda distinguir, y así tratarlos de acuerdo a su naturaleza. 
El Sistema de Reserva de Ancho de Banda permite realizar este marcado de 
las siguientes maneras: 
• Al clasificar el tráfico, con el comando ACCESS-LIST <n> <clase> <prioridad> 
SET <tipo de marcado y valor a marcar>. 
• Todo el tráfico clasificado en una clase, y que no haya sido previamente 
marcado con el comando ACCESS-LIST. Se configura con el comando CLASS 
<clase> SET <tipo de marcado y valor a marcar>. 
• Tráfico que desborda de una clase, con el comando CLASS <clase> EXCEED 
MARK-DSCP-CONTINUE <valor a marcar>. 
El marcado de un paquete se puede realizar sobre el campo Type of Service de 
la cabecera IP de dicho paquete, sobre el campo COS de la cabecera VLAN 
802.1Q en el caso de subinterfaces Ethernet y sobre el bit Cell Loss Priority de 
la cabecera de celda ATM (marcado que solo tiene efecto si el paquete se 
transmite por un interfaz ATM). 
 
Reparto de Ancho de Banda 
 
El Sistema de Reserva de Ancho de Banda (Bandwidth Reservation System -
BRS-) permite decidir qué paquetes descartar cuando la demanda (tráfico) 
sobrepase la oferta (throughput) en una conexión de red. 
La Reserva de Ancho de Banda es realmente una salvaguarda. En términos 
generales, una red no debe intentar utilizar un valor de velocidad de línea 
mayor del 100 % del que tiene asignado. Si lo hace, la conclusión es que con 
toda probabilidad se necesita una línea más rápida. En cualquier caso, dado 
que el tráfico de datos suele presentarse a ráfagas, la tasa de transmisión 
solicitada puede llegar a sobrepasar el 100 % por un corto periodo de tiempo. 
En estos casos, se activa la reserva de ancho de banda y se asegura la 
distribución del tráfico de mayor prioridad (esto es, no se descarta). Si el tráfico, 
a lo largo de mucho tiempo, supera la capacidad de la línea se acabarán 
descartando paquetes, pero de forma que se cumplan los porcentajes de ancho 
de banda asignados a las distintas clases. 
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Cuando varias clases de tráfico de la misma prioridad compiten por el ancho de 
banda de la línea, éste se reparte entre dichas clases de forma proporcional a 
los valores configurados. El ancho de banda que no emplee una clase se 
reparte igualmente entre las demás clases, también de forma proporcional a los 
mismos valores configurados. 
 
 
 
Priorización 
 
La reserva de ancho de banda asigna porcentajes del ancho de banda de 
conexión total a clases de tráfico específicas (definidas por el usuario). Una 
clase de BRS es un grupo de paquetes que se identifican mediante el mismo 
nombre. 
El subsistema de BRS permite priorizar unas clases de tráfico sobre otras, 
entendiendo por priorización el que distintos tipos de tráfico sean procesados 
antes que otros de una manera estricta y no reservando un porcentaje de 
ancho de banda determinado. 
Existen dos tipos de priorización, priorización inter-clase y priorización intra 
clase. 
• Priorización inter-clase: A cada clase de tráfico se le asigna un porcentaje de 
ancho de banda y una prioridad. Dicha prioridad puede tomar los siguientes 
valores siendo el valor por defecto NORMAL: 
_ REAL-TIME 
_ HIGH 
_ NORMAL (valor por defecto) 
_ LOW 
• Priorización intra-clase: Cada clase BRS tiene cuatro colas, una para cada 
prioridad con la que se pueden asociar listas de acceso o etiquetas a una clase 
determinada. Cuando se decide que clase va a transmitir a continuación (ver 
apartado anterior) se examinan las colas de dicha clase en el siguiente orden: 
_ URGENT 
_ HIGH 
_ NORMAL (el valor por defecto) 
_ LOW 
 
Limitación de Ancho de Banda - Traffic-shaping 
 
Los routers Teldat permiten efectuar traffic-shaping sobre todos los interfaces 
que soportan BRS. El traffic-shaping permite limitar el throughput máximo de un 
interfaz, de un pvc o de una clase de tráfico en concreto. 
 
 
 
Configuración 
 
Para acceder a los comandos de configuración del Sistema de Reserva de 
Ancho de Banda (Bandwidth Reservation System -BRS-) y configurar el BRS 
en el router se deben seguir los siguientes pasos: 
1. En el prompt Config> teclear FEATURE BANDWIDTH-RESERVATION. 
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2. En el prompt BRS Config> teclear NETWORK seguido por el nombre del 
interfaz que se quiere configurar para BRS. 
3. En el prompt BRS <interfaz> Config> teclear el comando ENABLE. 
4. En el prompt BRS <interfaz> Config> configurar los parámetros de Reserva 
de Ancho de Banda para el interfaz seleccionado utilizando los comandos de 
configuración apropiados. 
5. Guardar la configuración y reiniciar el router. 
 
Hay varios comandos para aplicar QoS en equipos Teldat, aunque en éste 
apartado únicamente utilizaremos el referente a las Access-list, ya que será el 
que utilizaremos durante este proyecto. 
 
Access-list 
 
Utilice el comando ACCESS-LIST para asignar una lista de acceso a una clase, 
con una determinada prioridad. El tráfico que pertenezca a dicha lista de 
acceso es clasificado como perteneciente a la clase/prioridad a la que esté 
asignada. Las listas de acceso se asocian a una clase con una prioridad 
determinada, siendo la prioridad por defecto Normal. A la hora de elegir el 
siguiente paquete a enviar para una clase en concreto se buscan paquetes con 
prioridad Urgent, si no los hay con prioridad High, si no los hay con prioridad 
Normal, etc. Los cuatro tipos de prioridades son: 
• Urgent 
• High 
• Normal (prioridad por defecto) 
• Low 
Las listas de acceso se comprueban en el mismo orden en que se configuraron 
los comandos ACCESS-LIST, es decir, tal como aparecen al mostrar la 
configuración. Es importante tener este dato en cuenta cuando un mismo 
paquete encaja en más de una lista de acceso. 
También se puede indicar que todos los paquetes que encajen en dicha lista 
sean marcados especificando la opción set seguida del tipo de marcado y el 
valor a marcar. 
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ANEXO E. TECNOLOGÍAS DE ACCESO AL MEDIO 
 
ADSL 
 
Introducción a la tecnología ADLS 
ADSL son las siglas en inglés de Asimetric Digital Subscriber Line que 
corresponden a Línea de Abonado Digital Asimétrica. 
ADSL es una modalidad dentro de la familia xDSL (HDSL, SDSL, etc.) 
Es una tecnología que, basada en el par de cobre de la línea telefónica normal, 
la convierte en una línea digital de alta velocidad para ofrecer servicios de 
banda ancha. ADSL es una tecnología de módem que permite enviar 
simultáneamente tanto voz como datos por la línea de cobre convencional. 
Para ello establece tres canales independientes: 
 
o Dos canales de alta velocidad (uno de recepción de datos y otro de envío de 
datos). 
o Un tercer canal para la comunicación normal de voz (servicio telefónico 
básico). 
 
Los caudales de transmisión en los sentidos usuario-red y red-usuario son 
diferentes (asimétricos), pudiéndose alcanzar hasta 25 Mbit/s en sentido red-
usuario y hasta 3 Mbit/s en sentido usuario-red, aunque la modalidad elegida 
para este proyecto será la de 4Mbps de bajada y 512kbps de subida. 
 
Este hecho explica que ADSL pueda coexistir en un mismo bucle de abonado 
con el servicio telefónico, cosa que no es posible con un módem convencional 
pues opera en banda vocal, la misma que la telefonía. Con ADSL es posible 
sobre la misma línea, hacer, recibir y mantener una llamada telefónica 
simultáneamente a la transferencia de información, sin que se vea afectado en 
absoluto ninguno de los dos servicios.  
La tecnología ADSL emplea los rangos de frecuencia que no son utilizados (en 
telefonía desde los 3.400 Hz y en accesos básicos RDSI desde los 80 kHz) 
operando por encima de estás frecuencias y hasta los 2.2 MHz 
aproximadamente (dependiendo del estándar de ADSL que se emplee). 
 
ADSL es una tecnología asimétrica, lo que significa que las características de 
la transmisión no son iguales en ambos sentidos: la velocidad de recepción de 
datos es mucho mayor que la de envío, lo cual hace de esta tecnología el 
instrumento idóneo para acceso a los denominados servicios de información, y 
en particular la navegación por Internet. Normalmente, el usuario recibe más 
información de Internet de la que envía, lee más correo electrónico del que 
escribe y ve más vídeo del que produce. 
 
Para completar un circuito ADSL sólo es necesario colocar un par de equipos 
ADSL, uno a cada lado de la línea telefónica de par trenzado. Uno se sitúa en 
casa del usuario, conectado a un PC o dispositivo set-top box, y el otro u otros 
(batería de módems) se ubican en la central telefónica local de la que depende 
el usuario. 
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Figura E.1. Línea ADSL 
 
 
Al tratarse de una modulación en la que se transmiten diferentes caudales en 
los sentidos Usuario -> Red y Red -> Usuario, el equipos ADSL situado en el 
extremo del usuario (ATU-R o "ADSL Terminal Unit-Remote) es distinto del 
ubicado al otro lado del bucle, en la central local (ATU-C o "ADSL Terminal 
Unit-Central"). 
En la figura se observa que además que delante de cada uno de los módems 
se ha de colocar un dispositivo (filtro) denominado "splitter". 
Tal y como ya indicamos en apartados anteriores del trabajo, este dispositivo 
no es más que un conjunto de dos filtros: uno paso alto y otro paso bajo. La 
finalidad de estos filtros es la de separar o combinar las señales de frecuencias 
alta (ADSL) y baja (Voz), dependiendo del sentido de la transmisión. 
Al mismo tiempo protege a la señal del servicio telefónico (teléfono o 
conmutador de la central), de las interferencias en la banda de voz producidas 
por los módems ADSL (ATUs) y, del mismo modo, a éstos de las señales del 
servicio telefónico. 
 
 
Figura E.2. Funcionamiento splitter 
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La implementación básicamente consiste en el empleo de múltiples portadoras 
(multitonos) y no sólo una, que es lo que se hace en los módems de banda 
vocal. Cada una de estas portadoras (denominadas subportadoras) es 
modulada en Cuadratura y Amplitud (modulación QAM) por una parte del flujo 
total de datos que se van a transmitir. Estas subportadoras están separadas 
entre sí 4,3125 KHz, y el ancho de banda que ocupa cada subportadora 
modulada es de 4 KHz. 
 
 
Figura E.3. Rangos de frecuencia ADSL 
 
 
El reparto del flujo de datos entre subportadoras se hace en función de la 
estimación de la relación Señal/Ruido en la banda asignada a cada una de 
ellas. Cuanto mayor es esta relación, tanto mayor es el caudal que puede 
transmitir por una subportadora, en definitiva el sistema se adapta a la 
respuesta del canal (en la Fig. Relación bits/canal) Está estimación de la 
relación Señal/Ruido se hace al comienzo, cuando se establece el enlace entre 
el ATU-R y el ATU-C, por medio de una secuencia de entrenamiento 
predefinida. La técnica de modulación usada es la misma tanto en el ATU-R 
como en el ATU-C. La única diferencia estriba en que la estimación de la 
relación Señal/Ruido en la banda asignada a cada una de ATU-C dispone de 
hasta 512 subportadoras, mientras que el ATU-R sólo puede disponer como 
máximo de 64. 
 
 
 
Sea cual sea la técnica de modulación utilizada, el estándar ANSI T1.413 
especifica que ADSL debe utilizar Multiplexación por División en la Frecuencia 
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(FDM) o Cancelación de Eco para conseguir una comunicación full-duplex. 
Ambas técnicas reservan los subcanales más bajos para la voz analógica. 
El estándar ANSI T1.143 ha adoptado DMT (Discrete Multitone – Multitonos 
Discretos) como la técnica de modulación en ADSL. DMT demuestra mayor 
inmunidad  al ruido, mayor flexibilidad en la velocidad de transmisión y mayor 
facilidad para adaptarse a las características de la línea que otros métodos. 
Todo ello se traduce en fiabilidad en largas distancias de línea. 
 
La multiplexación por División en la Frecuencia (FDM) divide el rango de 
frecuencias en dos bandas, una de upstream (sentido ascendente) y otra de 
downstream (sentido descendente), lo que simplifica el diseño de los módems, 
aunque reduce la capacidad de transmisión en sentido descendente, no tanto 
por el menor número de subportadoras disponibles como por el hecho de que 
las de menor frecuencia, aquéllas para las que la atenuación del par de cobre 
es menor, no están disponibles. 
 
 
Figura E.4. Rango de subportadoras  
 
 
La Cancelación de Eco elimina la posibilidad de que la señal en una dirección 
sea interpretada como "una señal producida por una persona" en la dirección 
opuesta, y por tanto devuelta en forma de eco hacia el origen. Por tanto separa 
de las señales correspondientes a los dos sentidos de transmisión, permitiendo 
mayores caudales a costa de una mayor complejidad en el diseño de los 
módems. 
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Figura E.5. Rango de subportadoras en sentido ascendente y descendente 
 
 
La atenuación en la línea crece con la longitud del cable y la frecuencia, y 
decrece al aumentar el diámetro del cable. Esto explica que el caudal máximo 
que se puede conseguir mediante los módems ADSL varíe en función de la 
longitud del bucle y las características del mismo. 
Las velocidades de transmisión dependen de la longitud y diámetro del cable, 
pero también influyen: 
o Presencia de ramas multipladas. 
o Estado de conservación del bucle. 
o Acoplamiento de ruido.  
o Diafonía introducida por otros servicios (RDSI, xDSL). 
 
La capacidad de transmisión decrece al aumentar la longitud del bucle. 
Al disminuir el diámetro del bucle también decrece la longitud máxima de 
alcance. 
La presencia de ruido externo provoca la reducción de la relación Señal/Ruido 
con la que trabaja cada una de las subportadoras, y esa disminución se 
traduce, como habíamos visto al hablar de la modulación, en una reducción del 
caudal de datos que modula a cada subportadora, lo que a su vez implica una 
reducción del caudal total que se puede transmitir a través del enlace entre el 
ATU-R y el ATU-C. 
 
El ADSL necesita una pareja de módems por cada usuario: uno en el domicilio 
del usuario (ATU-R) y otro (ATU-C) en la central local a la que llega el bucle de 
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ese usuario. Esto complica el despliegue de esta tecnología de acceso en las 
centrales. Para solucionar este problema surgió el DSLAM ("Digital Subscriber 
Line Access Multiplexer"): un chasis que agrupa gran número de tarjetas, cada 
una de las cuales consta de varios módems ATU-C, y que además realiza las 
siguientes funciones: 
• Concentra en un mismo chasis los módems de central de varios usuarios. 
• Concentra (Multiplexa/demultiplexa) el tráfico de todos los enlaces ADSL 
hacia una red WAN. 
• Realiza funciones de nivel de enlace (protocolo ATM sobre ADSL) entre el 
módem de usuario y el de central. 
 
 
 
 
Figura E.6. DSLAM 
 
 
Es necesario un protocolo de nivel de enlace entre el ATU-R y el ATU-C. 
Las redes de comunicaciones emplean el protocolo ATM ("Asynchronous 
Transfer Mode") para la conmutación en banda ancha. La transmisión ATM se 
puede realizar sobre un gran número de medios físicos, entre ellos, fibras 
ópticas y líneas de cobre. En este último caso, la solución más adecuada es el 
empleo de células ATM para transmitir la información sobre el enlace ADSL. 
 
 
 
Figura E.7. Modelo OSI para ADSLs 
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o Es deseable la posibilidad de poder definir sobre el enlace ADSL múltiples 
conexiones para diferentes servicios. 
o Es necesario un protocolo de nivel de enlace con mecanismos de Calidad de 
Servicio (Quality of Service). 
 
No todas las fuentes de información tienen los mismos requisitos para ser 
transportadas. El tráfico de voz, por ejemplo, requiere un retardo mínimo, 
mientras que los datos no son tan exigentes en este aspecto. En ATM existen 
procedimientos de control que garantizan la calidad necesaria para los distintos 
tipos de información transferida. Las conexiones ATM entre origen y destino, se 
establecen ya configuradas para garantizar el nivel de calidad contratado, lo 
que permite una mayor eficiencia debido a que cada aplicación solicita a la red 
la calidad y servicio estrictamente necesarios, lo que se traduce en un mayor 
aprovechamiento de recursos. 
Con el empleo de ATM, la información, sin importar su origen, se fragmenta en 
células (paquetes de información de tamaño constante) que se transmiten 
independientemente unas de otras. Los equipos y circuitos de transmisión, 
pueden así transportar células provenientes de fuentes distintas. 
 
 
 
Figura E.8. Central ADSL 
 
 
Teniendo en cuenta estas ventajas que nos ofrece el protocolo ATM la solución 
que se ha tomado para ofrecer servicios es el envío de células ATM sobre el 
enlace ADSL (entre el ATU-R y el ATU-C situado en el DSLAM). 
 
 
 
 
 
 
 
Diseño e implementación de una red multiservicios   110 
Configuración ADLS 
 
Para configurar una línea ADSL lo único que debemos hacer es configurar el 
comando 
“OPEN-MODE”, que indica a la configuración el estándar de conexión que se 
va a emplear en la apertura. El comando que se debe usar es: 
 
 
 
 
 
Se puede configurar el equipo en modo, pero para garantizar la compatibilidad, 
siempre que sea posible, evite los modos “multimodo”, puesto que si el DSLAM 
también está en multimodo, el modo resultante es impredecible. 
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SERVICIO MACROLAN 
 
MacroLAN es un servicio del operador Telefónica en el que se hace routing del 
tráfico IP del cliente entre distintas sedes. 
MacroLAN se sustenta de Redes Ethernet de Telefónica de España (MAN) 
como medio de acceso a la Red de Banda Ancha y requiere de accesos 
Ethernet ópticos proporcionados por el proveedor del servicio. 
Macrolan es un servicio en el que parte de la infraestructura (EDC y circuito de 
acceso a la MAN) es exclusiva del cliente, mientras que otra parte es 
compartida por varios usuarios. Las técnologías empleadas para garantizar el 
aislamiento de tráfico entre clientes es distinta en función del entorno que se 
considere: 
- En el entorno metropolitano/provincial se utiliza tecnología de LAN Virtual 
(VLAN según IEEE 802.1Q) asignando una VLAN distinta según la 
provincia donde se encuentre nuestra sede. 
- En el entorno nacional (red IP) se implementan además Redes Privadas 
Virtuales. 
La combinación de ambas tecnologías permite el aislamiento de tráfico entre 
clientes y del tráfico hacia Internet. 
 
Figura E.9. Red MAN e IP 
 
Velocidades: 
- 10 Mbps Ethernet (Full – Duplex) 
- 100 Mbps FastEthernet (Full – Duplex) 
- 1000 Mbps GigabitEthernet (Full – Duplex) 
Interfaces: 
- Ethernet 10 Base-T (RJ-45) 
- FastEthernet 100 Base-TX (RJ-45) 
- GigabitEthernet 1000 Base-SX (SC/PC) 
Protocolos soportados: 
- Cualquier protocolo sobre Ethernet (etiquetado con 802.1Q) 
 
En MacroLAN se definen tres clases de servicio contratables por el cliente y 
una adicional para el tráfico de gestión del EDC que es transparente al cliente. 
- Clase de Servicio Multimedia: Orientada al tráfico de cliente muy sensible 
al retardo y al jitter (VoIP, Multimedia, etc…), al cual se le da máxima 
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prioridad. Ofrece unos SLAs (Acuerdos de Nivel de Servicio) más exigentes 
que los del resto de Clases. 
- Clase de Servicio Oro: Orientado al tráfico Intranet del cliente de 
aplicaciones críticas. Garantiza un caudal a este tipo de tráfico y da unos 
SLAs más exigentes de retardo y pérdida de paquetes que los de la Clase 
de servicio Plata. 
- Clase de Servicio Plata: Orientado al tráfico Intranet de cliente, al que se 
le garantiza un caudal determinado. El la clase por defecto cuando un 
cliente no contrata QoS. 
- Clase de Servicio Gestión: Clase de servicio asociada al tráfico de gestión 
de los EDCs. 
Los mecanismos que el EDC debe implementar para ofrecer QoS diferenciadas 
son los siguientes: 
- Clasificación del Tráfico procedente de la LAN del cliente, asociando cada 
paquete a la Clase de Servicio correspondiente. 
- Marcado de los paquetes a nivel 3 en el campo ToS del paquete IP para 
que la red IP/MPLS lo trate de manera oportuna y marcado de los 
paquetes a nivel 2 empleando el campo CoS de la cabecera 802.Q (bits 
802.1P) para que la red MAN ejecute el tratamiento oportuno. 
- Priorización y Gestión de Colas para garantizar las prioridades y los 
caudales solicitados por el cliente. 
- Control Agregado del Caudal permitiendo reutilizar hacia la MAN los 
caudales bacantes del resto de clases de servicio, excepto la Clase 
Multimedia, que debido a sus restricciones tiene limitado su caudal. 
 
SERVICIO DATAINTERNET BANDA ANCHA (DIBA) 
 
Introduccion servicio Datainternet 
 
El servicio DataInternet es un servicio que proporciona conexión a Internet sin 
restricciones, utilizando para ello la Red Multiservicio de Telefónica. 
Dicho servicio se ofrece sobre muy diversas tecnologías de acceso: 
- Frame-Relay 
- ATM 
- ADSL 
- IP Nativo 
- Fibra Óptica (Modalidad Datainternet Banda Ancha o DIBA). 
Permite caudales asimétricos siempre que se cumpla la condición que el 
caudal ascendte sea mayor o igual al caudal descendente. 
Las velocidades válidas para cada uno de los accesos serías las siguientes: 
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Figura E.10. Velocidades contratables para DataInternet 
 
En nuestro caso contrataremos un enlace de fibra óptica con un caudal de 
80Mbps sobre un medio físico de 100Mbps. 
 
Datainternet Banda Ancha (DIBA) 
 
DataInternet Banda Ancha (DIBA) incorpora accesos Ethernet, FastEthernet y 
GigaEthernet al servicio Datainternet. Dicho servicio se basa en el uso de 
Redes de Área Metropolitana (MAN) de Banda Ancha, que estará conectada a 
la red IP/MPLS de datos. 
En esta modalidad del servicio Datainternet se soportan las mismas facilidades 
que se ofrecen para el resto de accesos: 
- Servicio de Resolución de Nombres (DNS) 
- Distinta tarifas: tarifa plana, tarifa por uso o mixta. 
- Alta fiabilidad: Opciones de redundacia de EDC, de línea o de conexión 
(backup o balanceo) 
- NAT/PAT: Posibilidad de hacer NAT/PAT en el EDC… 
Los distintos EDCs tienen que ser capaces de facilitarnos los siguientes 
soportes: 
- Soporte de interfaces Ethernet/FastEthernet con encapsulado 
802.1Q(dot1q) 
- Soporte NAT/PAT 
- Soporte de BGP Full-Routing 
- Funcionalidades de QoS. 
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Según estas necesidades se decide que el router de acceso más idóneo es un 
equipo del fabricante Cisco System de la serie 7204 VRX, ya que son equipos 
capaces de proporcionar sesiones BGP-4 full routing, NAT, etc.. 
 
Configuración del NAT: 
 
Configuraremos los interfaces inside y outside: 
(config)# interface <Puerto LAN Cliente> 
(config-if)# ip nat inside 
 
(config)# interface <Puerto Acceso Red>.<ID VLAN DIBA> 
(config-if)# ip nat outside 
 
Creamos una lista de acceso para seleccionar las direcciones locales sobre las 
que vamos a hacer NAT, es decir,  las direcciones LAN  de todas las oficinas 
de nuestro cliente. 
Access-list <nº ACL standard> remark Direcciones con a acceso a Internet 
Access-list <nº ACL standard> permit <Rango LAN Cliente><wildcard> 
. . . 
Access-list <nº ACL standard> deny any 
 
A continuación definimos el pool de direcciones que vamos a utilizar para 
traducir. 
Ip nat pool <nombre del pool> <dir ip incial> <dir ip final> prefix-length 
<máscara en bits> 
 
Asignamos el pool a la lista de acceso creada anteriormente. Lo que esté 
permitido en la lista de acceso, se traducirá al pool indicado 
 
Ip nat inside source list <nº ACL standard> pool <nombre del pool> overload  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Diseño e implementación de una red multiservicios   115 
ANEXO F. TECNOLOGÍAS DE VOZ 
 
ELEMENTOS FUNCIONALES DE LAS SOLUCIONES DE 
TELEFONÍA 
 
Los elementos que integran la solución de Telefonía IP Cisco Call Manager en 
la solución propuesta para nuestro cliente son los siguientes: 
 
- Gestor de llamadas o Call Manager: La principal función de este 
elemento de la solución es la de gestionar de manera centralizada la  
conmutación de llamadas de telefonía y multimedia. Proporciona la 
inteligencia centralizada a través del directorio de usuarios y la 
gestión de recursos de la red (Gateways y Teléfonos) y resuelve la 
señalización entre todos los elementos. Adicionalmente proporciona 
interfaces de administración para las funciones principales de la 
solución y dispone de un primer nivel de gestión para conocer el 
estado de los elementos que forman parte de la red de telefonía IP. 
- Gateway central o trunking-gateway: El elemento Gateway que se 
instala en dependencias centrales realiza exclusivamente funciones 
de Gateway centralizado, proporcionando la salida principal de la red 
de telefonía IP a la red pública directamente, mediante N  interfaces 
digitales PRI. Este tipo de Gateway será controlado por el Servidor 
Cisco CallManager mediante el protocolo de gestión de Gateway: 
MGCP - Media Gateway Control Protocol -. 
- Teléfonos IP: Existen varios tipos de terminales telefónicos IP e 
incluso tienen cabida en la solución  teléfonos convencionales 
conectados a través de adaptadores ATA. En el caso específico de 
nuestro se conectará un dispositivo analógico como es el fax al ATA. 
 
 
INTRODUCCIÓN AL CISCO CALL MANAGER 
El dispositivo principal en la tecnología VoIP desarrollada por Cisco es el Cisco 
Call Manager. Este dispositivo lleva a cabo todo el procedimiento de las 
llamadas, las peticiones y las contestaciones a los dispositivos que requieren 
su utilización. 
 
Una vez hayan sido instalados los Call Managers (CCM) (Publisher y 
Suscribers), se puede acceder a la configuración por cualquiera de ellos (vía 
web), ya que la información introducida se actualizará automáticamente a los 
todos los CM. De todas formas, la recomendación para un óptimo 
funcionamiento es: 
Acceder al Cisco Call Manager Publisher (CCM_P) para configuración, ya que 
éste tiene la BBDD SQLServer principal, el resto de CCM subscribers se 
actualizan desde la BD del CCM Publisher. 
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Configurar los teléfonos y gateways para que funcionen habitualmente con el 
Cisco Call Manager Subscriber Principal (CCM_S1), teniendo como backup 
por orden el resto de Subscribers (CCM_S2, ..)  y finalmente el CCM_P. De 
esta manera, si es necesario realizar actuaciones críticas sobre el CCM 
(parada de servicios, cambios de software que implique rearranque de la 
máquina, etc.), se harán directamente del CCM_P, mientras que todo el 
servicio de telefonía seguirá funcionando con el CCM_S1. 
 
Se definirán tantos CCM_S como sean necesarios según el dimensionado de la 
solución diseñada para el cliente.  Sobre dichos equipos se registrarán tanto los 
Teléfonos IP como los Gateways.  
En apartados posteriores veremos la solución adoptada para nuestro cliente 
según las necesidades de éste. 
 
Para el funcionamiento de los mecanismos de backup de servidores de Call 
Manager todos los teléfonos IP y gateways envían a los Call Managers 
(primario y backups) mensajes de keepalive. Si se pierde un mensaje 
Keepalive y no se recibe respuesta a las siguientes retransmisiones de dicho 
mensaje el teléfono IP  que  no obtiene respuesta del Call Manager principal se 
intenta registrar ahora en el Call Manager de backup. El intervalo de tiempo 
entre mensajes keepalive enviados desde los teléfonos IP al Cisco Call 
Manager Backup es de 60 segundos. 
El Cisco Call Manager es solamente un software propietario de Cisco Systems, 
por lo que necesita un hardware donde poder ser ejecutado. Existen dos 
soluciones aceptadas por Cisco para dicha tarea: 
- Servidores HP e IBM: Estos servidores son adaptados por ambos 
fabricantes para que sus respectivos sistemas operativos sólo 
dispongan de las cuentas y servicios necesarios para que el software 
Call Manager funcione correctamente.  
La base de datos principal en los equipos con sistema operativo 
Windows es SQL y en los equipos con Red Hat Linux es Informix. 
 
- Routers Cisco: Está solución será la que adoptaremos en nuestro 
proyecto, utilizando Cisco 7200 series, y en el que el Cisco Call 
Manager correrá sobre Linux. 
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Señalización e intercambio de información en una llamada 
de voz 
 
En la siguiente ilustración podemos observar el intercambio de información 
entre el call manager y los dos ToIPs en una llamada interna.  
 
Figura F.1. Intercambio información ToIPs -  CCM 
 
El teléfono 1 descuelga el teléfono y marca el número de teléfono teléfono 2. 
Los dígitos marcados son enviados al CCM para procesar la llamada. CCM 
encuentra la dirección y determina a donde enrutar la llamada. 
 
Utilizando el protocolo Skinny (SCCP), el Call Manager señaliza al teléfono 1 
para que se escuche el tono. teléfono 1 escucha el tono y continuación el 
sonido del nodo extremo sonando, el tono de llamada. 
 
CCM señaliza al nodo extremo para que empiece a sonar. 
 
Cuando el nodo extremo descuelga el teléfono se abre una sesión RTP entre 
los dos nodos. 
 
Teléfono 1 y 2 pueden ahora pueden iniciar la conversación. 
 
Los teléfonos IP no necesitaran comunicar con CCM hasta que uno de los 
nodos solicite una funcionalidad, como la transferencia o conferencia. 
 
 
En el caso en que la llamada de la extensión 1001301 se dirigiese hacia un 
teléfono situado fuera de la red de nuestro cliente, el call manager establecería 
la conexión con el Gateway por defecto mediante el protocolo MGCP, y sería 
éste el encargado de cursar la llamada a través de la red PSTN. 
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Conceptos empleados en el CCM 
 
En este apartado se describen algunos conceptos imprescindibles para 
comprender el funcionamiento de un teléfono dentro de un Call Manager. Estos 
conceptos específicos del Call Manager resultan vitales para comprender cómo 
funciona la arquitectura de voz desarrollada en el proyecto. 
En los próximos sub-apartados se van a definir los distintos conceptos 
empleados en un Call Manager. Es importante realizar una división en bloques 
para poder comprender como éstos se relacionan entre sí. En cada bloque se 
insertará una captura de pantalla para mostrar visualmente la configuración de 
cada concepto. 
 
 
Region 
Una región es el punto del Cisco Call Manager donde se define el códec de las 
comunicaciones de voz y el ancho de banda para las comunicaciones de video 
de los dispositivos que forman parte de él. Una región suele estar vinculada a 
una sede, a un departamento o a un grupo de trabajo. En la siguiente 
ilustración se puede observar los códecs más utilizados en la actualidad. 
 
 
 
Figura F.2. Tabla códecs 
 
 
En apartados posteriores veremos con más profundidad las diferencias entre 
los dos códecs. 
 
 
Location 
Para las comunicaciones de voz, el concepto de location está asociado al de 
region, la diferencia radica en que en la region se define el codec que se 
emplea y en el location se establece el máximo ancho de banda permitido para 
realizar llamadas entre sus miembros. 
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Gracias a las locations y a las regions, se pueden implementar medidas para 
restringir el número máximo de llamadas posibles, evitando que se degrade el 
servicio, es lo que se denomina con el acrónimo CAC –Control de Acceso y 
Admisión-. 
 
 
Device Pool 
Es una especie de contenedor de parámetros. De esta forma, todos los 
teléfonos que se desea que empleen parámetros similares son asociados a un 
Device Pool específico.  
 
Algunos de los parámetros que se configuran en un Device Pool son la region, 
el location, el Calling Search Space –se verá más adelante-, el Media Resource 
Group List –es un grupo de recursos donde se definen una serie de 
herramientas, como conferencias, música en espera, etc.-, el Network Locale - 
es donde se definen parámetros de los tonos y cadencias de los teléfonos- y la 
hora que emplean todos los dispositivos que forman parte del Calling Search 
Space.  
 
 
Partition 
Las partitions incluyen asociaciones lógicas de números de extensiones y de 
Route Patterns –los prefijos para las llamadas salientes- los cuales deberán 
poder alcanzarse desde un teléfono que forme parte de la partition.  
 
Se asocian dispositivos y partitions a la hora de crear un número de extensión 
para un teléfono o una Route Pattern para que los usuarios de una sede 
empleen un prefijo telefónico para poder llamar hacia el exterior. 
 
Calling Search Space 
Se trata de un concepto que implica un área de búsqueda de recursos de 
llamada. Cuando se crea una extensión para ser usada por un teléfono, se ha 
de indicar a qué Calling Search Space –CSS en adelante- pertenece, dentro 
del CSS se definen qué partitions forman parte de éste. Por lo tanto, existe una 
relación entre el número de extensión, el CSS y la partition. Al asignar un CSS 
a una extensión, ésta sólo podrá alcanzar las extensiones de las partitions 
incluidas en su CSS.  
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CODIFICACIÓN DE LA VOZ. CÓDECS G.729 Y G.711 
La señal de audio ha de ser digitalizada, comprimida y codificada antes de ser 
transmitida por la red IP. Para ello se utilizan algoritmos matemáticos 
implementados en software llamados códecs (acrónimos de codificador-
decodifificador aunque actualmente se le atribuye también las funciones de 
compresor-descompresor). Existen diferentes modelos de códecs de audio 
utilizados en VoIP, y dependiendo del algoritmo escogido en la transmisión, 
variará la calidad de la voz, el ancho de banda necesario y la carga 
computacional. El objetivo principal de esta tecnología es encontrar un 
equilibrio entre eficiencia y calidad de la voz. Aunque el sistema auditivo 
humano es capaz de captar las frecuencias comprendidas entre 20Hz y 20kHz, 
la gran mayoría de códecs procesan aquella información dentro de la banda de 
400Hz – 3,5kHz ya que a la hora de reconstruir la señal, esta sigue siendo 
inteligible.  
Dependiendo del códec seleccionado para la transmisión de los paquetes de 
voz sobre IP, el ancho de banda consumido será diferente. Existen varias 
posibilidades, pero los dos más habituales son el G.711 y el G.729. El G.711 
tiene una mejor calidad de voz (consume más ancho de banda), y el G.729 
tiene una calidad aceptable para tráfico de voz (consume menos ancho de 
banda).  
 
G.711 
 
G.711 es un estándar de la ITU-T para la compresión de audio. Este estándar 
es usado principalmente en telefonía y fue liberado para su uso en el año 1972. 
Representa señales de audio con frecuencias de la voz humana, mediante 
muestras comprimidas de una señal de audio digital con una tasa de muestreo 
de 8000 muestras por segundo (8KHz de frecuencia).  
El codificador G.711 proporcionará un flujo de datos de 64Kbit/s. 
El ancho de banda IP, es decir una vez que son añadidas las cabeceras IP, es 
de 90Kbit/s. 
Las técnicas de compresión utilizadas por cada códec específico se basan 
principalmente en la calidad percibida por el oído humano. La diferencia entre 
una llamada de datos convertida a señales vocales con una llamada de voz 
entre personas, es que el equipo de datos necesita una mayor calidad en la 
señal. Cuando se aplican técnicas de compresión subjetivas, la calidad real de 
la señal disminuye, haciendo que los faxes y modems no funcionen 
adecuadamente. 
Por esto es necesario diferenciar el tipo de terminales analógicos que van a 
formar parte de una comunicación para que, en el caso de que sea un terminal 
de datos, se utilice un códec adecuado como G.711. 
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G.729 
 
G.729 fue definido por la ITU-T y comprime la voz en trozos de 10 
milisegundos. La música o los tonos tales como los DTMF (Dual-Tone Multi-
Frequency) o de fax no pueden ser transportados confiablemente con este 
codec, utilizaríamos así G.711 o métodos de señalización fuera de banda para 
transportar esas señales. 
Se usa mayoritariamente en aplicaciones de VoIP o ToIP por sus bajos 
requerimientos en ancho de banda. 
El estándar G.729 opera a una tasa de 8kbit/s, pero existen extensiones las 
cuales suministran también tasas de 6,3kbit/s y de 11,8kbit/s para peor o mejor 
calidad en la conversación respectivamente. 
El ancho de banda IP es de 24kbit/s. 
 
 
PROTOCOLOS DE SEÑALIZACIÓN 
Cuando los paquetes VoIP cruzan la red IP, estos son transportados mediante 
el RTP - Real - Time Transport Protocol - y RTCP - RTP Control Protocol - y se 
utiliza UDP  - User Datagram Protocol - como protocolo de transporte. RTP 
utiliza mecanismos para la sincronización de los frames de la voz como los 
timestamps y números de secuencia. 
RTCP provee mecanismos para informar de la calidad de la voz de las 
llamadas mediante medidas de retraso, jitter y paquetes perdidos. VoIP no 
utiliza TCP como protocolo de transporte debido a que TCP, que garantiza las 
retransmisiones, introduce para ello mecanismos de acuse de recibo, lo que 
conlleva retrasos intolerables en el tráfico de voz. 
 
VoIP usa, además de los citados protocolos (RTP/UDP/IP) para el transporte 
de llamadas, otros protocolos de señalización para el establecimiento y la 
desconexión de las llamadas, para transmitir la información de búsqueda de 
usuarios, y para el intercambio de algoritmos de compresión de la voz. Los 
protocolos más usuales son H.323, MGCP - Media Gateway Control Protocol -, 
SIP - Session Initiation Protocol -, y SCCP - Skinny Client Control Protocol - 
propietario de Cisco. Los protocolos empleados en el presente proyecto son el 
MGCP y el SCCP. 
 
H.323 
 
H.323 es un conjunto de estándares que especifica los componentes, 
protocolos y procedimientos para establecer una comunicación multimedia a 
través de redes que no garantizan calidad de servicio, sin importar su topología 
ya que se puede aplicar sobre LAN, MAN y/o WAN, y aplicada sobre protocolos 
de red como IP. 
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Componentes: 
 
Terminales 
 
Equipo usado para comunicaciones multimediabidireccionales en tiempo real 
con otro terminal. 
 
 
Gateway 
 
Conecta una red H.323 con otra distinta, como por ejemplo RTC/RDSI. Por 
tanto, se encarga de traducir la señalización existente en las comunicaciones 
H.323 a la señalización de la red interconectada (p.e. Q.931) y viceversa. 
 
Gatekeeper 
 
Posee todas las direcciones de red de todos los terminales registrados en dicha 
red (sería el cerebro de una red H.323). Este componente crea una asociación 
“dirección de red-alias”, facilitando las comunicaciones (cada terminal puede 
tener una dirección de red distinta, por ejemplo si se utiliza DHCP). 
 
MCU 
 
Proporciona soporte para conferencias de tres o más terminales. Todos los 
terminales establecen una conexión con la MCU que es quien gestiona los 
recursos de la conferencia: codec y manejo del flujo de datos. 
Los terminales, pasarelas y MCUs se llaman endpoints. 
Protocolos: 
 
Codec 
 
Se puede utilizar G.711 (64kbps), G.722, G.723, G.728 y G.729 (8kbps). 
 
RAS (Registry, Admissions and Status) 
 
Es el protocolo usado para la comunicación entre terminales y gatekeepers 
según H.225.0. Es usado para establecer el registro, control de admisiones y 
cambios de ancho de banda entre un terminal y un gatekeeper. 
Se utilizará un canal RAS a través del cual se efectuará el envío de estos 
mensajes. Este canal de señalización se abrirá antes que cualquier otro. 
 
Señalización de llamadas 
 
Se usa para establecer una conexión entre dos terminales. Esto se consigue 
intercambiando mensajes Q.931 por el canal de señalización de llamadas. 
Este canal se abre entre dos terminales o entre un terminal y un gatekeeper. 
 
Señalización de control 
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Se usa para intercambiar mensajes de control extremo a extremo según la 
recomendación H.245: 
- Intercambio de características de los terminales. 
- Apertura y cierre de canales lógicos. 
- Mensajes de control de flujo. 
- Indicaciones. 
RTP: Real-Time Transport Protocol 
 
Como H.323 es usado en redes sin QoS como IP, se utiliza este protocolo para 
proporcionar características de tiempo real que estas redes no poseen. 
RTP se implementa sobre UDP aportando números de secuencia y marcas de 
tiempo 
 
 
SIP 
 
SIP es un protocolo desarrollado por el IETF en 1999 para el control de 
llamadas multimedia y la implementación de servicios telefónicos avanzandos. 
 
Es un protocolo de señalización de nivel de aplicación utilizado para iniciar, 
modificar y finalizar sesiones con uno o más participantes. Estas sesiones 
incluyen conferencias multimedia de Internet, llamadas telefónicas y 
distribución multimedia en Internet. 
Las invitaciones SIP son usadas para iniciar sesiones y llevan descripciones de 
sesiones que permiten a los participantes ponerse de acuerdo sobre un 
conjunto de medios compatibles. 
Soporta movilidad de usuarios mediantes proxys y redirección de peticiones. 
SIP no está ligado a ningún protocolo en particular de control de conferencia y 
está diseñado para ser independiente del protocolo de transporte. 
 
Existen dos mecanismos básicos para la participación en una sesión 
multimedia: 
- Invitar al terminal deseado a participar en una sesión. 
- Anunciar la sesión mediante mecanismo como email, web.. 
 
El modelo de protocolo es de tipo cliente-servidor, muy parecido a HTTP, en el 
que no existe un único elemento de control para el establecimiento de 
comunicaciones, sino que existen una serie de servidores que cuentan con un 
grupo de clientes y conocen la manera de encaminar hacia los clientes de los 
demás servidores gracias al DNS. 
A diferencia de HTTP, los roles de cliente y servidor en SIP suelen residir en un 
único terminal con dos partes: 
- UAS: Servidor de Agente de Usuario, recibe peticiones. 
- UAC: Cliente de Agente de Usuario, inicia las peticiones. 
Al igual que H.323, se utiliza RTP y los mismos códecs. 
Existen cisco elementos en el establecimiento y finalización de llamadas: 
- Localización de usuarios. 
- Capacidades de usuario a ser utilizadas. 
- Disponibilidad del usuario. 
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- Establecimiento de llamada. 
- Gestión de llamada: transferencia y terminación. 
 
Componentes: 
 
Servidor de registro 
 
Mantiene la localización actual de un usuario. 
 
Agente de llamada 
 
- Localiza a un usuario mediante la redirección de la llamada. 
- Implementa servicios de redirección como reenvío si ocupado, si no 
contesta, etc… 
- Implementa el filtrado de llamada en función del origen o del instante de la 
llamada. 
- Almacena información de administración de llamadas. 
- Realiza cualquier función de gestión. 
A continuación observamos el establecimiento de llamada a través de servidor 
proxy. 
 
Figura F.3. Flujo de mensajes para protocolo SIP 
 
 
MGCP 
 
MGCP es otro estándar de señalización para VoIP desarrollado por la IETF. 
MGCP está basado en un modelo maestro/esclavo donde el Call Agent es el 
encargado de controlar al Gateway. De esta forma se consigue separar la 
señalización de la transmisión de la información, simplificando la integración 
con el protocolo SS7. 
 
A diferencia de H.323, MGCP no transporta señalización de llamada sino que 
controla el comportamiento del gateway a más bajo nivel, hasta nivel físico. 
Es un protocolo de tipo maestro-esclavo que permite control de llamadas 
utilizando un CCM para tomar el control de, por ejemplo, un puerto específico 
del GW. 
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Esto también posibilita el control total del plan de numeración desde el CCM, ya 
que controla tanto puertos analógicos como digitales 
 
Los componentes principales de MGCP son: 
 
• MGCP Gateway (MG). Es la interfaz entre una red de telefonía tradicional o 
una 
PBX y una red VoIP. Puede ser un router como los utilizados en este proyecto, 
un Cisco de la serie 37xx. 
• Media Gateway Controller (MGC). Controla los mensajes de estado durante 
la llamada. También se conoce como agente de control (CA). Cisco Call 
Manager actúa como un CA para proveer las funciones de procesamiento de 
llamadas y control del MG. 
 
Los mensajes MGCP son enviados entre CA y MG a través de UDP/IP por el 
puerto 2427. El tráfico de voz es transportado a través de RTP/UDP/IP. MGCP 
es independiente del medio de transporte y puede ser usado para controlar 
ATM o el gateway de los circuitos conmutados. 
 
MGCP utiliza comandos simples en el proceso de negociación entre MG y AC y 
usa el protocolo UDP para transmitir sus mensajes. Los mensajes pueden ser: 
CRCX para la creación de la conexión, MDCX para la modificación de la 
conexión, DLCX para suprimir la conexión, RQNT para la notificación de la 
petición, NTFY para notificar 
 
En nuestro caso utilizaremos este protocolo para la señalización entre los 
gateways de voz y los Cisco Call Manager. 
 
 
 
 
Figura F.4. Registro GW en CCM bajo protocolo MGCP 
 
 
SCCP 
 
Este protocolo, del que es propietario Cisco, está basado en un modelo cliente-
servidor. 
Cisco Call Manager, que en este contexto es el servidor, posee toda la 
inteligencia, mientras que los teléfono IP, que son los clientes, poseen sólo un 
mínimo de inteligencia. Cisco Call Manager debe conocer por tanto las 
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características del cliente, controlar el establecimiento de las llamadas, suprimir 
las llamadas, enviar las notificaciones de la señalización, etc. 
 
SCCP será el protocolo de señalización que utilizaremos en nuestro proyecto 
entre el call manager y los teléfonos IP. 
 
 
 
 
Figura F.5. Registro ToIP en CCM bajo protocolo SCCP 
 
 
 
SEPARACIÓN DE LOS TRÁFICOS DE VOZ Y DATOS 
(802.1Q) 
 
La separación en la LAN de los tráficos voz y datos es muy recomendable por 
las siguientes razones: 
• Protección de los elementos de voz frente a ataques desde 
redes de datos internos/externos. 
• Asegurar un buen funcionamiento de los mecanismos de QoS 
tanto a nivel 2 como a nivel 3. 
• Facilitar la gestión de la infraestructura, además de la gestión 
del direccionamiento y de la QoS. 
Puede afirmarse que realizar la separación de las redes lógicas de Voz y Datos 
contribuye al establecer el modelo que facilita el adecuado funcionamiento de 
las comunicaciones de voz (Telefonía IP). 
 
Para conseguir la separación efectiva de las redes de Voz y Datos se 
recomienda la utilización de VLANs separadas. Los requisitos que deben 
cumplir el switch de nuestro cliente es: 
− 802.1Q para soporte de etiquetado VLAN 
De manera que podamos diferenciar y etiquetar el tráfico de datos y voz, para 
poder tratarlo y aplicarle las QoS necesarias al tipo de tráfico que estemos 
tratando. 
Todos los elementos exclusivos de los servicios de voz utilizarán la misma 
VLAN de voz, es decir, los Call Managers, los teléfonos IP y los Gateways de 
Telefonía. 
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Sobre las conexiones de datos existentes se pueden conectar teléfonos con 
switch integrado, de manera que el teléfono se conecta al router de nuestro 
cliente por el puerto 10/100 SW del telefono, y el PC se conecta al puerto 
10/100 PC del teléfono. 
Tiene como ventaja que no es necesario ampliar el número de puertos del 
switch de cliente, y como desventaja que los teléfonos que incluyen un puerto 
de switch son ligeramente más caros. 
 
 
Figura F.6. Conexión switch – ToIP - PC 
 
TECNOLOGÍA PoE (802.3af) 
Los teléfonos IP podrán ser alimentados a través de la propia línea Ethernet, 
evitando así el uso de adaptadores externos. Para ello, el Switch tendrá la 
capacidad de inyectar la alimentación a los equipos o Teléfonos IP que los 
requieran. Existe diferentes normas para realizar la alimentación en línea, pero 
la norma estándar es la 802.3af.  
 
Por lo tanto, de manera general se recomienda el uso de Switches y Teléfonos 
IP que soporten la norma estándar 802.3af de alimentación en línea vía LAN.  
 
Para el caso de la Telefonía IP de Cisco, la gran mayoría de los Teléfonos IP 
de Cisco soportan la solución propietaria de Cisco PoE (incompatible con el 
estándar 802.3af.), si bien ya existen modelos de Teléfonos capaces de 
soportar ambas normas, propietaria y estándar.  Como es lógico, la solución de 
alimentación en línea de Cisco, sólo es soportada por los Switches de Cisco. 
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ANEXO G. EL SOFTWARE CACTI 
 
El CACTI es un programa que nos permite realizar la gestión de red mediante 
SNMP - Simple Network Management Protocol -. 
La versión de CACTI instalada es 0.8.7b-2.1 
 
Configuración básica para sedes de nuestro cliente 
En este apartado, se explica de forma breve, cómo configurar el analizador de 
tráfico CACTI, para realizar la monitorización del tráfico de nuestro cliente. 
Las configuraciones se hacen desde una interfaz WEB, pudiéndonos logear 
como administrador o bien como simple usuario. 
Deberemos seguir los siguientes pasos:  
 
1. Nos logeamos como usuario administrador, elegimos la pestaña CONSOLE.  
 
 
 
 
Figura G.1. Logueo en CACTI 
 
 
2. Entramos a DEVICES, y clicamos ADD.  
 
 
 
Figura G.2. Añadimos nueva sede 
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3. Rellenamos los datos que se indican en la gráfica y la creamos.  
 
 
 
Figura G.3. Creamos nueva sede 
 
En este punto tenemos que elegir las interfaces que queremos monitorizar y 
clickar en CREATE. 
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 Figura G.4. Interfaces para monitorizar 
 
Este punto nos permitirá poder analizar más adelante diferentes tipos de tráfico 
de una sede, como por ejemplo, tráfico de datos y de voz, o tráfico en la línea 
principal y en la de respaldo. 
 
4. Ahora, tenemos que crear la sede en la estructura de árbol. Para esto vamos 
a GRAPH TREES. Para crear la nueva sede entramos en el tipo que toca y 
clicamos ADD.  
 
 
 
Figura G.5. Estructura de árbol 
 
 
Escribimos la sede, CREATE y SAVE. 
 
 
Figura G.6. Creamos sede y grabamos 
 
 
5. Vamos a GRAPH MANAGEMENT y buscamos la sede que hemos creado. 
Elegimos todas las gráficas de la sede clicando en los check box de cada 
gráfica.  
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Figura G.7. Añadimos interfaces a las graficas 
 
En CHOOSE AN ACTION, tenemos que escoger a que tipo pertenece la sede y 
clicar en GO. 
 
 
Figura G.8. Asociamos la sede a su grupo 
 
 
 
 
Una vez clickado en GO, tenemos que elegir en DESTINATION BRANCH la 
sede creada. 
 
 
Figura G.9. Finalización alta en CACTI 
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6. Una vez hecho todos estos pasos ya tendremos nuestro CACTI 
monitorizando estas líneas. Ahora toca ir a GRAPHS, desplegar la sede que 
toca, clicar en ella y ya tenéis las gráficas creadas.  
 
 
 
Figura G.10. Piloto creado 
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ANEXO H. EQUIPAMIENTO UTILIZADO 
 
La propuesta que se incluye en el presente proyecto está basada en las 
distintas funcionalidades que ofrece la Telefonia IP. Se contempla la utilización 
de la solución de CISCO para el desarrollo de la propuesta. 
Se presenta a continuación necesaria para dotar al cliente de un sistema de 
Telefonía IP basado en los siguientes componentes: 
- Servidor / Centralita IP redundante (Call Manager) 
- Gateway´s 
- Router – Switch con alimentación PoE en las 500 oficinas 
- Teléfonos IP (Gama media y gama baja) 
Queda fuera de esta propuesta el cableado en las oficinas. 
El sistema propuesto tiene las siguientes características: 
- Plataforma homogénea para voz y datos 
- Sistema modular y muy escalable que permite crecer con mucha 
facilidad, tanto en centros como extensiones del propio centro. 
- Sistema de alta fiabilidad 
- Sistema abierto basado en cumplimiento de protocolos estándar. 
A continuación se describen los equipos que constituyen el sistema propuesto. 
 
Servidor / Centralita IP  
 
El componente básico de la solución de Telefonia IP es el servidor o centralita 
IP (call manager). Se encarga del procesamiento de llamadas, y proporciona 
todas las funcionalidades básicas y extendidas de telefonía corporativa a los 
dispositivos (teléfonos IP, gateways, aplicaciones multimedia, etc). 
Es también donde se realiza toda la configuración necesaria para establecer 
los distintos perfiles de cada usuario, determinando que tipo de llamadas están 
permitidas y las que no lo están. Se encarga también de la manipulación del 
número A y/o número B, si es que ésta fuera necesaria. El plan de numeración 
se define en este servidor. 
Estos servidores se configuran formando un clúster de alta disponibilidad 
mediante el cual se ofrece el nivel de redundancia adecuado. Un clúster se 
define como un grupo servidores con una misma configuración, y se podrían 
tener, dependiendo del fabricante, decenas de servidores de un mismo grupo o 
clúster. En cuanto a la redundancia, se puede configurar para que todos los 
servidores estén activos y repartiéndose la carga o en modo backup. 
 
  
Dependiendo de las capacidades que requiera cada instalación, Cisco ofrece 
varias opciones de hardware para optimizar las capacidades de procesamiento, 
con capacidades que van desde los 100 usuarios hasta plataformas de 1000, 
2500, 5000 y 7500 usuarios, creciendo aún más  en entornos de clusters. 
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El dimensionamiento del Call Manager en líneas generales se realiza en base 
al número máximo de terminales soportados.  Para un dimensionamiento más 
ajustado se usa un parámetro denominado “device weight” resultante de la 
suma de los distintos pesos que los distintos dispositivos de voz que 
intervienen en la arquitectura tienen. 
Los dispositivos que hay que tener en cuenta son en general todos aquellos 
que se registran en el CallManager o que se definen para cierto tipo de 
servicios como son Teléfonos IP, Teléfonos IP software, Gateways H.323, 
Gateways MGCP, Puertos CTI, Clientes H.323, Recursos de Transcoding, 
Recursos de multiconferencia, Streamings de música en espera (MoH) y 
Puertos de Voice Mail. 
A continuación se enumeran y explican brevemente las funciones básicas de 
un Cisco Call Manager: 
 
 Procesamiento de Llamada: Se refiere al proceso completo de 
enrutamiento, iniciación y terminación de llamadas. Esto incluye los 
procesos de tarificación y recolección de estadísticas en la llamada. 
 Control de dispositivos y señalización: Cisco CallManager activa 
señalización sobre todas las conexiones de dispositivos involucrados en 
la llamada como: teléfonos, Gateways etc, para activar o desactivar 
conexiones. 
 Administracion del plan de marcado: El plan de marcado, es un 
conjunto de tareas configurables que Cisco CallManager utiliza para el 
enrutamiento de llamadas. Cisco CallManager tiene la habilidad de crear 
“planes de marcado seguros” para ciertos usuarios. 
 Control de funcionalidades: Cisco CallManager ofrece servicios de 
transferencia de llamadas, marcado rápido, remarcado, llamada en 
espera, conferencias etc, en teléfonos IP y Gateways.  
 Servicios de Directorio: Cisco CallManager usa DC-Directory (LDAP). 
Este directorio almacena la información de autenticación y autorización 
de los usuarios. Esto es una característica estándar de Cisco 
CallManager (no requiere una instalación o configuración especial), y 
puede integrarse al servicio de directorio LDAP de la empresa. 
 Aplicación Externas para programación de intefaces:  Cisco 
CallManager proporciona una interface de programación que 
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aplicaciones externas pueden aprovechar como: Cisco IP Interactive 
Voice Response (IVR), Cisco Personal Assistant y Cisco CallManager 
Attendant Console.   
La solución propuesta contempla un clúster de 5 servidores Cisco 7845H, 
dimensionados para soportar todos los usuarios de la red de oficinas, así como 
un posible crecimiento futuro. 
 
Gateway 
 
La solución contempla la instalación de un sistema completo de ToIP “full ip”. 
No hay gateways locales y la conexión con la red pública se realiza de forma 
centralizada mediante primarios que se instalarán en la sede central de 
Barcelona. Se situarán en la sede central 6 routers CISCO 2851 con 6 
primarios E1 cada uno, que harán las funciones de gateways centralizados. 
 
 
 
Tal y como podemos ver en la tabla anterior, el número máximos de enlaces E1 
recomendados para equipos 2851 es de 6 primarios, de manera que los routers 
no superen el 75% de la CPU y, por tanto, no sufran pérdida de rendimiento.  
 
 
Switches con alimentación PoE 
 
Tal y como se ha descrito en el apartado de red de datos, la oferta contempla la 
instalación de routers-switches en las 500 oficinas del cliente. Este elemento es 
totalmente necesario, dado que la voz y los datos conviven en un único 
entorno. Dichos switches están previstos de alimentación sobre Ethernet (PoE), 
de forma que la conexión con el teléfono IP sea simplemente un cable 
Ethernet. 
Sobre dicha conexión se configura el protocolo 802.1p, que prioriza el tráfico de 
voz sobre el de datos. Los routers-switches propuestos (Teldat C9+ y Atlas 
360) soportan este protocolo. La propuesta incluye switches de 16 puertos y 8 
PoE para oficinas tipo 2 y de hasta 24 puertos y 16 PoE para oficinas tipo 1. 
Para conseguir la separación efectiva de las redes de Voz y Datos utilizaremos VLANs 
separadas. Los requisitos que deben cumplir el nuestro router es: 
− 802.1Q para soporte de etiquetado VLAN 
De manera que podamos diferenciar y etiquetar el tráfico de datos y voz, para poder 
tratarlo y aplicarle las QoS necesarias al tipo de tráfico que estemos tratando. 
Todos los elementos exclusivos de los servicios de voz utilizarán la misma VLAN de 
voz, es decir, los Call Managers, los teléfonos IP y los Gateways de Telefonía. 
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Sobre las conexiones de datos existentes se pueden conectar teléfonos con switch 
integrado, de manera que el teléfono se conecta al router de nuestro cliente por el 
puerto 10/100 SW del telefono, y el PC se conecta al puerto 10/100 PC del teléfono. 
Tiene como ventaja que no es necesario ampliar el número de puertos del switch de 
cliente, y como desventaja que los teléfonos que incluyen un puerto de switch son 
ligeramente más caros. 
 
Figura H.1. Conexionado SW-ToIP-PC 
 
Teléfonos IP 
 
La propuesta incluye 2 modelos de teléfono; un modelo de gama media para el 
director de la oficina (500) y un modelo de gama baja para el resto de personal, 
calculadas entrono a 2500 extensiones. 
 
Teléfono de Gama baja 
El teléfono de gama baja propuesto es el modelo Cisco 7911G ó similar. Estos 
equipos son efectivos en cuanto a coste que proveen un conjunto amplio de 
funcionalidades. 
- Pantalla de acceso intuitivo a servicios y funciones de llamada 
- Soporte para IEEE Standard 802.3af inline power y Cisco inline 
power 
- Soporte MIC (Manufacturing Installed Digital Certificates) 
- Cuatro teclas programables que presenten dinámicamente opciones 
de usuario 
- Tecla de desplazamiento para movimiento por la información 
presentando en pantalla 
- Acceso al sistema de mensajería vocal 
- Mostrar llamadas perdidas, realizadas y recibidas 
- Tecla “Retención”, para iniciar la retención de una llamada 
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- Llamada en espera 
- Transferencia de llamada 
- Conferencia (tres participantes) 
- Remarcación 
- Acceso al buzón de voz 
- Monitorización de la llamada (solo altavoz, no micrófono) 
- Compresión G.711 y G.729a 
- Conmutador Ethernet de 2 puertos 10/100BASE-T 
- Capacidad de designar VLANs separadas (802.1Q) para cada puerto 
- Actualización software vía TFTP 
- Parámetros de red vía DHCP 
- Programación de generación de ruido confortable y detección de la 
actividad de voz (VAD) basadas en el sistema 
 
Teléfono de Gama media 
El teléfono de gama media propuesto es el modelo Cisco 7941G ó similar. 
Estos equipos tienen además de las características descritas en el modelo de 
baja gama un conjunto amplio de funcionalidades. 
Se trata de terminales de una sola línea y teclas programables para guiar al 
usuario sobre las funcionalidades y funciones utilizando la pantalla LCD del 
dispositivo. La capacidad de representación gráfica del display permite 
presentar al usuario información de la llamada en curso, acceso a servicios, 
etc. El teléfono soporta igualmente alimentación directa desde el switch de la 
LAN. 
Las características genéricas incluidas en estos terminales son: 
 
- Pantalla de 88 x 27 píxels (depende de modelo) 
- Softkeys configurables 
- Acceso al Voicemail, llamadas perdidas, recibidas, etc… 
- Llamadas en espera 
- Aplicaciones XML 
- Identificación de llamada entrante con Call-ID mas nombre si está 
disponible 
- Call waiting 
- Call forward (redirección de llamadas entrantes a otro número, 
interno o externo) 
- Call transfer (transferencia de las llamadas entrantes a otro número 
interno o externo) 
- Three – way calling (conferencia a tres) 
- Rellamada 
- Call hold (llamada en espera) 
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Adaptadores para equipos de telefonía tradicional / fax 
 
El cisco ATA 186 es un dispositivo que sirve de interfaz para los terminales 
analógicos (teléfonos) con las redes de Telefonía IP (LAN). De esta manera, 
los terminales analógicos se convierten en terminales IP. 
Se incluye en el proyecto 500 unidades de adaptadores para extensiones de 
Telefonía Tradicional o Fax. Dichos equipos se denominan ATA. 
 
 
DISPOSITIVOS HARDWARE UTILIZADOS 
 
En el siguiente apartado podremos ver un listado de los nuevos equipamientos 
que serán necesarios instalar, tanto en sedes de nuestro cliente como en su 
edificio central, para poder llevar a cabo la migración de toda la red de cliente. 
 
DISPOSITIVOS DE DATOS 
 
Tal y como hemos podido ver anteriormente, utilizaremos dos dispositivos del 
fabricante Teldat para las funciones de routing en las sedes de nuestro cliente. 
La elección de uno u otro se hará en base a las necesidades de puestos de 
trabajo de cada oficina. 
 
En primer lugar veremos las características y el despiece necesario del equipo 
ATLAS 360, equipo que utilizaremos en oficinas con 10 o más puestos de 
trabajo, para a continuación ver el equipo TELDAT C9+, que utilizaremos en 
oficinas con 5 o más empleados. 
 
 
 
 
ATLAS 360 
 
La familia de routers ATLAS x60 son equipos modulares que incorporan cifrado 
hardware y están pensados para la convergencia de las redes al soportar 
Telefonía IP y la posibilidad de codificar vídeo. 
 
Teldat apuesta con la familia ATLAS X60 por las tecnologías inalámbricas; 
tanto de red local con la funcionalidad de punto de acceso inalámbrico, como 
de red de área extensa, al soportar tarjetas de interfaces GSM, GPRS, EDGE, 
UMTS, HSDPA, CDMA2000, EV-DO y WiMAX.  
 
Los routers ATLAS X60 ejecutan el CIT o Código de Internetworking de Teldat, 
que corre en toda la gama de routers de Teldat y se caracteriza por la gran 
variedad de funcionalidades que soporta, especialmente orientadas a satisfacer 
las necesidades de acceso a las redes corporativas de datos. Destacan en el 
CIT las capacidades de gestión, la posibilidad de implementar mecanismos de 
calidad de servicio (QoS) tanto a nivel de enlace como a nivel de red, los 
mecanismos de seguridad y la posibilidad de creación de Redes Privadas 
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Virtuales, mediante IPSec o L2TP, así como la gran variedad de protocolos y 
funcionalidades de routing IP. 
 
La familia de routers ATLAS X60 se pueden ampliarse con hasta 4 tarjetas PCI 
que permiten aumentar la gama de interfaces presentes en el equipo. 
 
 
 
 
Figura H.2. Vista frontal ATLAS 360 
 
 
La versión de IOS utilizada será la 10.7.48. 
 
Especificaciones técnicas 
Tensión de alimentación: AC 110v – 220v; 50/60Hz 
Potencia consumida: En torno a 25 watt sin tarjetas de expansión (Fuente 
AC: 80 W) 
Temperatura de funcionamiento: 5ºC a 55 ºC 
Dimensiones (Altura x Anchura x Fondo): 44 x 442 x 392 mm. Equipo 
instalable en rack 19”. 
Peso: 4,5 Kg 
 
Configuración base 
 
La configuración base de ATLAS 360 se forma con el despiece que se adjunta 
a continuación: 
 
 Descripción Cantidad 
ATLAS   360 
 ROUTER ATLAS 360: 2 GIGABIT-ETH dual, 
1Gbyte DDRAM, 64 MB FLASH, 4 slot de 
ampliación PCI, 1 slot mini PCI, 1 SWC 
(Switch Card) 
100 
Latiguillo 2ms Ethernet 
 Latiguillo 2m UTP clase 5, RJ45-RJ45 recto 
de 2 metros 
100 
Las dimensiones del equipo son: 44 x 442 x 392  mm (alto x ancho x fondo)  
 
La configuración básica en el modelo ATLAS 360 es suficiente para su 
aplicación en los entornos MacroLAN definidos en el servicio, ya que ésta 
contiene los interfaces necesarios. 
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El despiece incluye: 
 
Chasis con 128 MB de RAM y 16 MB de Flash 
Cripto-procesador integrado (no se utiliza actualmente en el servicio) 
Cable de alimentación europeo 
Software base 
1 latiguillo 2m Ethernet recto de 2 mts. 
 
Modulos de Ampliación 
 
A continuación se especifican los módulos de ampliación. 
 
 
 Descripción Cantidad 
Tarjetería 
Tarjeta  ADSL 2+ multinorma (ADSLoRTC, ADSL2+oRTC Anexo A y Anexo M) 
 Tarjeta  ADSL2+ multinorma: ADSL sobre RTC, ADSL2+ sobre 
RTB  Anexo A y Anexo M. Insertable en slot tipo PCI 
100 
Tarjeta Switch 16 puertos Fast Ethernet con POE  
 Tarjeta Switch 16 puertos FastEthernet con POE Externo 100 
Tarjeta Switch Fast-Ethermet – ATLAS 
 Tarjeta Switch Fast-Ethermet de 4 puertos 100 
Tarjeta Switch Fast-Ethermet ampliación a 8 puertos – ATLAS 
 Tarjeta Switch Fast-Ethermet ampliación a 8 puertos 100 
 
 
 
Figura H.3. Módulo switch 4 x FastEthernet 
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Licencias software 
 
A continuación se especifican las Licencias Software para la funcionalidad 
IPsec  
 
 Descripción Cantidad 
Licencia IP/IPSec-ATLAS 360 
 Licencia Software ATLAS 360 IPSEC 100 
 
 
 
C9+ 
 
TELDAT, ha realizado una evolución técnica sobre los equipos TELDAT C, 
mejorando 
y actualizando las prestaciones que presentaba esta gama, a esta nueva gama 
se le ha dado a conocer como TELDAT C+. 
Esta gama de routers, permite la conexión a redes ADSL y ADSL2+. 
 
El Teldat C9+ es un router compacto, esto quiere decir que estos routers han 
sido creados especialmente para este funcionamiento y cada tipo de router 
tiene una funcionalidad distinta. 
 
Existen una gran variedad de dispositivos dentro de la familia de router C+, en  
(C1,C2,C4,C9…), aunque en nuestro caso únicamente comentaremos el router 
TELDAT C9+, que es el que utilizaremos para nuestro proyecto. 
 
 
El TELDAT C9+ es un router compacto de Teldat, equipado con: 
1 interfaz  ADSL 2+. 
1 interfaz RDSI 
Ranura SWC (Switch Card) para Switch de 16 puertos, con opción de 
PoE (Power over Ethernet). 
Cifrado HW en placa base. 
Fuente interna. 
 
A nivel  de capacidad de memoria dispone de:  
512 MB de DDRAM 
10 MB de Flash 
 
La versión de IOS utilizada será la 10.7.54. 
 
 
 
 
 
 
Descripción 
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Teldat C9+ 
Características Suministro 
Memoria SDRAM: 8 MB 
Memoria FLASH : 10 MB 
Puerto ADSL 2+ Multinorma 
Switch Ethernet:: 
 16 puertos 10/100 Base-T con autocrossover,  soporte VLAN 
 Opción PoE con Kit adicional 
Puerto BRI activable por Licencia 
Codec G.711 
Fuente Externa de alimentación  
 IN: 110-220V AC 50/60Hz 
 OUT:+-12V 
1 x Consola, RJ45 
Dimensiones: 45 x 415 x 31 mm 
Peso aproximado: 1,5 Kg 
El router TeldatC9+ 
Fuente externa AC: AC 110v - 220v; 50/60Hz 
El cable de alimentación europea 
Un latiguillo 2m RJ-11 para el ADSL 
Un latiguillo 2m RJ-45 para la LAN 
Un adpatador RJ-45 DB9 para la consola 
Software Base 
 
 
 
Figura H.4. Vista Trasera Teldat C9+ 
 
Catálogo 
EDCs 
Teldat C9+ TELDAT C9+: ROUTER IP, 1 ADSL2+ + 1 SWITCH 16 
PUERTOS ETH 10/100 
 
Paquetes Software 
Licencia IPSec - Teldat C9+] LICENCIA SOFTWARE IPSEC PARA FAMILIA TELDAT C9+ 
 
 
Fuentes de Alimentación 
[Kit PoE Fuente 120w  8 puertos - Teldat C9+] KIT POE 802.3AF, FUENTE 120W - 8 PUERTOS PARA 
TELDAT C8+/C9+ 
 
Accesorios 
[Kit de Rack – Atlas] Kit de Rack de 19" 
 
Cables 
[Cable RDSI – Teldat] CABLE PLANO RJ45M-RJ45M RDSI/CONSOLA, 2M 
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DISPOSITIVOS DE VOZ 
 
En este apartado veremos las características de los diferentes dispositivos de 
voz que utilizaremos tanto en las diferentes oficinas, como en la sede central 
de Barcelona, es decir, veremos los terminales IP (Cisco 7911, 7941 y  ATA), 
los Cisco Call Manager (Cisco 7845) y los Gateways de voz (Cisco 2851). 
 
Terminales IP 
 
Los terminales IP de Cisco utilizan los códecs de compresión de aúdio G.711 y 
G.729. 
Pueden trabajar con señalización SIP y SCCP (Skinny Client Control Protocol). 
Soportan DHCP y BootP. Las direcciones IP de los teléfonos son asignadas 
automáticamente por DHCP, aunque también puede asignarse de forma 
estática en los parámetros de configuración del teléfono. 
Están programados para generar ruido de confort y supresión de silencios. 
 
Alimentación por la conexión de datos modo estándar IEEE802.3af. Necesita 
tarjetas de alimentación en los switches que cumplan con dicho estándar. 
Utiliza los pines 4, 5, 7, y 8 subministrando –48V. 
 
El Servidor DHCP, asignará al Teléfono IP, además de una dirección IP del 
Pool reservado a la VLAN de VOZ, la dirección IP del Servidor TFTP, del cual 
deberá obtener la configuración del Teléfono IP asociada a su dirección MAC. 
Dicha asignación se realiza en base a la opción 150 del servidor DHCP. 
 
 
 
Cisco IP Phone 7911 
 
Este modelo es uno de los terminales IP de gama baja de Cisco Systems. 
Si realizamos una estimación de los puestos de trabajo de las oficinas de 
nuestro cliente, extraemos que necesitaremos alrededor de unos 2500 ToIP 
modelo Cisco IP Phone 7911 
4 empleados * 400 oficinas tipo 2 = 1600 ToIPs 
9 empleados * 100 oficinas tipo 1 = 900 ToIPs 
Total = 2500 ToIPs 
No se tienen en cuenta los directores de oficina debido a que éstos tendrán un 
modelo de gama superior con mayores prestaciones. 
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Figura H.5. Cisco IP Phone 7911 
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Figura H.6. Tríptico funcionamiento Cisco IP Phone 7911 
 
 
 
 
 
 
 
 
Cisco IP Phone 7941 
Este modelo es uno de los terminales IP de gama media de Cisco Systems. 
Necesitaremos un total de 500 teléfonos Cisco IP Phone 7941,   uno por cada 
director de oficina. 
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Figura H.7. Cisco IP Phone 7941 
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Figura H.8. Tríptico funcionamiento Cisco IP Phone 7941 
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Cisco ATA 186 
 
El cisco ATA 186 es un dispositivo que sirve de interfaz para los terminales 
analógicos (teléfonos) con las redes de Telefonía IP (LAN). De esta manera, 
los terminales analógicos se convierten en terminales IP. 
El ATA-186 presenta las siguientes características: 
• Dos puertos de voz (RJ-11, FXS) para conectar terminales analógicos. 
• Un conector RJ-45 para conexión a un Hub o Switch 10/100BaseT. 
• Soporta los “codecs” de audio: G711, G723, G729. 
• Soportan las siguientes prestaciones de telefonía: repetición de 
marcación del último número marcado, marcación rápida, desvío de llamadas, 
llamada en espera, consulta, transferencia, conferencia, mensajería de vos, 
indicación de llamada en espera. 
• Descarga de fichero de configuración del servidor TFTP, para provisión 
automática. Alternativamente se puede configurar el equipo accediendo vía 
web (a través de un servidor web incluido en el equipo), o bien por medio de 
señales DTMF realizadas desde un terminal analógico conectado al equipo. 
• Asignación automática de direccionamiento IP por DHCP. 
• El alta en el Call manager puede ser por auto-registro (El CUCM asigna 
automáticamente dos números de directorio a la MAC del ATA), o manual 
configurando las dos extensiones mediante la herramienta de configuración del 
CUCM (se quiere elegir la asignación de los números de directorio). 
• Los puertos del ATA funcionan como dos clientes SCCP, que se 
registran en el Call Manager.Losl procedimiento de registro es igual que para 
los teléfonos IP.   
• Soporta 802.1 P/Q (CoS y VLAN) 
• Soporta CDP (“Cisco Discovery Protocol”)  
• Canceladores de eco, supresión de silencios e inserta ruido de confort. 
• Buffer Jitter dinámico. 
• Se va utilizar SCCP para su conexión al Call Manager, aunque también 
soporta los protocolos: H.323, SIP. 
 
 
 
 
Figura H.9. Adaptador Cisco ATA 186 
 
Será necesario instalar un total de 500 adaptadores del tipo Cisco ATA 186, 
uno por cada oficina. 
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En la siguiente tabla mostramos el total de terminales IP que serán necesarios 
instalar en las sedes de cliente: 
 
Código Descripción Cantidad 
Adaptador ATA186-I1 
ATA186-I1 Cisco ATA 186 2-Port Adaptor With Switch, 600 Ohm Impedance  500 
ATACAB-EU ATA Power Supply Cable for Continental Europe 500 
CAB-ACE Power Cord Europe 500 
CP-7941G 
CP-7941G Cisco IP Phone 7941G, Global 500 
SW-CCM-UL-7941 CallManager Unit license for single 7941 IP phone 500 
CP-7911G 
CP-7911G Cisco IP Phone 7911G 2500 
SW-CCM-UL-7911 CallManager Unit license for single 7911 IP phone  2500 
 
 
Gateways de voz 
 
La densidad de interfaces PRI y BRI de la familia de router Cisco 2800, así 
como el performance de esta nueva familia de routers, convierten a esta 
plataforma en la más adecuada para proveer a la solución de este tipo de 
interfaces. 
 
 
En todos los casos, los equipos disponen de varios  interfaces HWIC  con 
soporte tanto de interfaces PRI como BRI.  El número de dicho tipos de 
interfaces variará según el modelo de router escogido.  Adicionalmente, en los 
modelos superiores la densidad de dicho tipos de puertos se ve incrementada 
debido al soporte de módulos adicionales NM y EVM.   
 
Es importante destacar que los equipos irán  equipados con tarjetas de 
interfaces BRI y PRI sobre los slots HWIC (o VWIC).  En todos los casos, se 
dispondrá de cuatro slots por equipos para ocupar con dicho tipo de interfaces.   
 
 
En nuestro caso no tendremos accesos BRI, sino que únicamente 
dispondremos de 6 enlaces E1, que es el máximo que nos permite el Cisco 
2851. 
 
 
 
Las recomendaciones anteriores están hechas para que los routers no superen 
el 75% de la CPU y, por tanto, no sufran pérdida de rendimiento. 
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El Cisco 2851 es un router de la familia 2800 equipado, a nivel de interfaces, con: 
 
2 puertos Ethernet 10/100/1000 
4 slots (admiten módulos HWIC,WIC, VIC o VWIC) 
1 slot para módulos de red (admite módulos:NM, NME, NME-X, NMD y NME-
XD) 
2 AIM (Advanced Interface Module) internos 
Encriptación hardware integrada 
1 puerto de consola 
1 puerto asíncrono auxiliar 
2 puertos USB 
 
Está equipado, a nivel de memoria, con: 
 
256 MB de memoria DRAM, ampliable hasta 1GB 
64 MB de memoria FLASH, ampliable hasta 256 
 
Figura H.10. Frontal Cisco 2851 
 
 
 
 
 
 
 
Especificaciones Técnicas 
 
Corriente máxima fuente de alimentación: 2A (230 VAC) 
Tensión de Alimentación: 100-240 VAC 
Temperatura de funcionamiento: -32° to 104°F (0° to  40°C) 
Dimensiones (Altura x Anchura x Fondo): 8,89 x 43,82 x 41,66 cm 
Ocupación en rack: 2RU 
Peso (máximo): 11.4 Kg 
Consumo sin soporte de IP phones: 280W 
Consumo con soporte de IP phone: 370W 
Ruido 44 dBA para funcionamiento normal y 53 dBA, con ventilador a máxima 
velocidad 
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Capacidad como Gateway de hasta 6 E1s 
 
 Descripción Cantida
d 
Cisco 2851 
 2851 w/ AC PWR, 2GE, 4HWIC, 3PVDM,1NME-XD,2AIM,IP 
BASE,128F/512D 
5 
 2851 Voice Bundle,PVDM2-48,SP Serv,64F/256D 5 
 Power Cord Europe 5 
Tarjetas de interface red telefónica (VWIC, VIC o NM) 
VWIC 2 puertos E1 
 1-Port Serial WAN Interface Card2-Port RJ-48 Multiflex Trunk - E1 15 
 
 
 
Servidores de control de llamada Call Manager Server 
La escalabilidad del Call Manager viene dada por la plataforma hardware que lo 
soporte.   
Dependiendo de las capacidades que requiera cada instalación, Cisco ofrece 
varias opciones de hardware para optimizar las capacidades de procesamiento, 
con capacidades que van desde los 100 usuarios hasta plataformas de 1000, 
2500, 5000 y 7500 usuarios, creciendo aún más  en entornos de clusters. 
 
 
En nuestro caso, y según las necesidades de nuestro cliente que ya vimos en 
el apartado anterior, se ha optado por montar un clúster de 5 Call Managers 
modelo Cisco 7845 (1 Publisher y 4 Susbcribers). 
 
 
 
 
Figura H.11. Vista frontal Cisco 7845 
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 Descripción Cantidad 
Servidor de llamadas 
 HW Only MCS-7845-H1 with 4096MB RAM  Four 72GB SCSI 
HD  
5 
 SW CallMgr 6.1, MCS 7845  5 
 CallManager Server 6.X User License, 2500 Users, MCS-
7845  
5 
 
 
Para la configuración de seguridad es necesaria una mochila USB. La mochila 
(eToken) contiene el certificado X.509v3 de Cisco y se usa para generar el 
archive CTL (Certificate Trust List) para los teléfonos así como para configurar 
el modo de seguridad del Cluster.  
El código de equipo se presenta a continuación: 
 
 Descripción Cantidad 
Mochila USB 
 Hardware Security Key for CCM Admin, Release 4.0 or 
Greater 
5 
 
 
ANEXO I. GLOSARIO DE TERMINOS 
 
AAA  Authentication, Authorization & 
Accounting (Autenticación, 
autorización y Contabilidad)  
ADSL  Asymmetric Digital Subscriber Line  
AH  Authentication Header  
ARP  Address Resolution Protocol  
AS  Autonomous System  
ATM  Asynchronous Transfer Mode  
ATU-r  ADSL Terminal Unit – Remote 
(modem ADSL).  
BGP  Border Gateway Protocol  
 
BRI  Basic Rate Interface.  
CDR  Call Detail Record  
CPU  Central Processing Unit  
CRC  Cyclic Redundance Check  
CVC  Circuito Virtual Conmutado  
CVP  Circuito Virtual Permanente  
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DES  Data Encryption Standard.  
DHCP  Dynamic Host Configuration 
Protocol  
DLCI  Data Link Code Identifier  
DNS  Domain Name System  
DSL  Digital Subscriber Line  
DSLAM  Digital Subscriber Line Access 
Multiplexer  
EDC  Equipo en Domicilio de cliente  
FR  Frame Relay  
FTP  File Transfer Protocol  
GbE  Gigabit Ethernet  
ID  Identificador  
IKE  Internet Key Exchange  
IOS  Internet Operating System  
IP  Internet Protocol.  
IPSec  IP Security Extensions  
ISAKMP  Internet Security Association and 
Key Management Protocol  
ISDN  Integrated Service Digital Network  
ISO  The International Standards 
Organization.  
ISP  Proveedor de Servicios de Internet 
(PSI)  
ITU  International Telecommunications 
Union  
ITU-T  International Telecommunication 
Union (formerly the CCITT).  
L2TP  Layer 2 Tunneling Protocol.  
LAN  Local Area Network  
LLC  Logical Link Layer  
MAC  Medium Access Control  
MAN  Metropolitan Area Network  
MPLS  Multi Protocol Label Switching  
NAT  Network Address Translation  
OSPF  Open Shortest Path First  
PABX  Private Branch Exchange.  
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PC  Personal Computer  
PE  Provider Edge  
PPP  Point-to-Point Protocol  
PPPoA  Point-to-Point Protocol Over ATM  
PPPoE  Point to Point Protocol over Ethernet  
PPPoE  Point-to-Point Protocol Over 
Ethernet  
PRI  Primary Rate Interface  
PSI  Proveedor de servicios de Internet  
PSTN  Public Switched Telephon Network.  
PTR  Punto de Terminación de Red  
PVC  Permanent Virtual Circuit  
QoS  Quality Of Service  
QSIG  Unified International corporate 
network signalling standard.  
RADIUS  Remote Access Dial-In User Service  
RAM  Random Access Memory  
RAS  Remote Access Server  
RDSI  Red Digital de Servicios Integrados  
RIP  Routing Information Protocol  
RPV  Red Privada Virtual (Idem. VPN en 
inglés)  
RTB  Red Telefónica Básica  
RTC  Red Telefónica Conmutada  
SNMP  Simple Network Management 
Protocol.  
STP  Spanning Tree Protocol  
TOS  Type Of Service  
UDP  User Datagram Protocol  
VBR  Variable Bit Rate  
VBR-nrt  Variable Bit Rate Non Real-Time  
VCC  Virtual Channel Connection  
VCI  Virtual Channel Identifier.  
VLAN  Virtual Local Area Network  
VP  Virtual Path  
VP/VC  Virtual Path/ Virtual Channel  
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VPI  Virtual Path Identifier.  
VPN  Virtual Private Network  
VRRP  Virtual Router Redundancy Protocol  
WAN  Wide Area Network  
WFQ  Weighted Fair Queuing  
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ANEXO J. CONFIGURACION DE EQUIPOS TELDAT 
 
Este annexo presenta las plantillas de configuración de los EDC´s de Teldat 
para su utilización como EDC’s. 
Cabe destacar que las configuraciones mostradas más adelante son solo 
plantillas genéricas que sirvan de referencia para la creación de una plantilla 
única y exclusiva para los routers de cada sede, debido a que alguno de los 
datos de configuración serán diferentes en cada caso (IPs de LAN, IPs 
públicas, VLANs nacionales….) 
Antes de empezar a mostrar la configuración de los equipos, es necesario tener 
presente un aspecto de los equipos Teldat, y es que los equipos Teldat 
disponen de dos modos de configuración: modo estático y modo dinámico. 
− Modo estático. Todos los cambios efectuados en la configuración 
sólo serán activos cuando se resetee el equipo. Antes del reseteo, los 
cambios efectuados deben guardarse con el comando “save”. Modo p 
4. 
  
− Modo dinámico. Para que los cambios efectuados sean activos, no 
es necesario resetear el equipo. En este modo de configuración no se 
pueden efectuar los cambios relativos a los protocolos BGP y OSPF. 
Los cambios efectuados en la modalidad dinámica deben ser 
guardados en la configuración de arranque. Modo p 5. 
 
Todos los cambios realizados en la configuración del router se realizarán en 
modo estático, por lo que será necesario reiniciar el equipo para que los 
cambios hagan efecto. 
 
CONFIGURACIÓN INICIAL 
 
Borrado inicial de la configuración 
 
Se accederá al equipo por consola. Una vez que se ha accedido al equipo, se 
deberá eliminar la configuración que posea, con el objetivo de partir de un 
entorno controlado a la hora de configurar. Para eliminar la configuración del 
equipo se introducirá el siguiente comando: 
 
Config> no configuration 
 
Creación de log de errores 
 
Crearemos un log donde quedarán constancia de posibles errores a la hora de 
cargar la plantilla 
 
Config> log-command-error 
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Configuración de zona horaria 
 
Desde el modo de configuración, se configura la zona horaria y los parámetros 
del cambio de horario de verano. 
 
Config> time summer-time recurring 5 sun mar 02:00 5 sun oct 03:00 
 
Nombre del equipo 
 
Asignación del nombre del EDC. Desde el modo de configuración: 
 
Config> set hostname <nombre_EDC> 
 
Donde nombre_EDC sera un nombre único y exclusivo para cada EDC. 
 
Interfaz loopback de gestión 
 
Si la gestión del equipo se realiza a través de dirección loopback, hay que crear 
la interfaz correspondiente. 
 
• Se crea la interfaz loopback de gestión y se le asigna la dirección 
de gestión del EDC. 
 
Config> add device loopback600 
Config> network loopback600 
 
-- Loopback interface configuration -- 
loopback600 config> ip address <IPGestión> 255.255.255.255 
loopback600 config> exit 
 
• Se configura la dirección de loopback para la gestión. 
 
Config> protocol ip 
 
-- Internet protocol user configuration -- 
IP config> management-ip-address <IPGestión>  
IP config> exit 
 
Donde IPGestión será una IP asignada única y exclusivamente para la gestión 
en remoto de cada EDC. 
 
 
Parámetros de gestión 
 
• Se configuran varios parámetros relacionados con la gestión del 
equipo. 
 
Config> set contact-person <Persona_de_Contacto> 
Config> set host-location <Localización_EDC> 
Config> set inactivity-timer <Tiempo> 
 
Donde: 
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<Tiempo> Es el tiempo sin actividad tras el cual la sesión será 
deshabilitada. Se configura con el valor 5. 
 
• Se configura la lista de acceso 150 que delimita los rangos de 
direcciones IP con derecho de acceso Telnet y FTP al equipo. 
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Config> feature access-lists  
 
-- Access Lists user configuration -- 
Access Lists config> access-list 150  
 
//Permitimos el acceso vía telnet al Centro de Gestion del cliente 
 
Extended Access List 150> entry 10 default 
Extended Access List 150> entry 10 permit 
Extended Access List 150> entry 10 source address <CentroGestión_1> 
<Máscara_1> 
Extended Access List 150> entry 10 destination port-range 23 23  
Extended Access List 150> entry 10 protocol-range 6 6 
 
//Permitimos el acceso vía telnet desde las máquinas GestiAp 
 
 
Extended Access List 150> entry 20 default 
Extended Access List 150> entry 20 permit 
Extended Access List 150> entry 20 source address 192.168.134.0 255.255.255.0 
Extended Access List 150> entry 20 destination port-range 23 23  
Extended Access List 150> entry 20 protocol-range 6 6 
 
Extended Access List 150> entry 30 default 
Extended Access List 150> entry 30 permit 
Extended Access List 150> entry 30 source address 213.0.254.0 255.255.255.192 
Extended Access List 150> entry 30 destination port-range 23 23  
Extended Access List 150> entry 30 protocol-range 6 6 
 
Extended Access List 150> entry 40 default 
Extended Access List 150> entry 40 permit 
Extended Access List 150> entry 40 source address 213.0.187.192 
255.255.255.192 
Extended Access List 150> entry 40 destination port-range 23 23  
Extended Access List 150> entry 40 protocol-range 6 6 
 
//Deniega el acceso a cualquier otro host que no se haya especificado 
anteriormente 
 
Extended Access List 150> entry 45 default 
Extended Access List 150> entry 45 permit 
Extended Access List 150> entry 45 source address <IP_WAN_ADSL> <Máscara_ADSL> 
Extended Access List 150> entry 45 protocol tcp 
 
//Deniega el acceso a cualquier otro host que no se haya especificado 
anteriormente 
 
 
Extended Access List 150> entry 50 default 
Extended Access List 150> entry 50 deny 
Extended Access List 150> entry 50 destination port-range 23 23  
Extended Access List 150> entry 50 protocol-range 6 6 
 
//Permitimos el acceso vía ftp al Centro de Gestion del cliente y GestiAps 
 
 
Extended Access List 150> entry 60 default 
Extended Access List 150> entry 60 permit 
Extended Access List 150> entry 60 source address <CentroGestión_N> 
<Máscara_N> 
Extended Access List 150> entry 60 destination port-range 21 21 
Extended Access List 150> entry 60 protocol-range 6 6 
 
Extended Access List 150> entry 70 default 
Extended Access List 150> entry 70 permit 
Extended Access List 150> entry 70 source address 192.168.134.0 255.255.255.0 
Extended Access List 150> entry 70 destination port-range 21 21 
Extended Access List 150> entry 70 protocol-range 6 6 
 
Extended Access List 150> entry 80 default 
Extended Access List 150> entry 80 permit 
Extended Access List 150> entry 80 source address 213.0.254.0 255.255.255.192 
Extended Access List 150> entry 80 destination port-range 21 21 
Extended Access List 150> entry 80 protocol-range 6 6 
 
Extended Access List 150> entry 90 default 
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Extended Access List 150> entry 90 permit 
Extended Access List 150> entry 90 source address 213.0.187.192 
255.255.255.192 
Extended Access List 150> entry 90 destination port-range 21 21 
Extended Access List 150> entry 90 protocol-range 6 6 
 
//Permitimos el acceso vía telnet a través del PE asignado a la oficina 
 
 
Extended Access List 150> entry 100 default 
Extended Access List 150> entry 100 permit 
Extended Access List 150> entry 100 source address <IP_PE_1> 255.255.255.192 
Extended Access List 150> entry 100 destination port-range 23 23 
Extended Access List 150> entry 100 protocol-range 6 6 
 
Extended Access List 150> move-entry 100 50 
 
//Permitimos el acceso vía telnet a través del PE de backup asignado a la 
oficina 
 
 
Extended Access List 150> entry 110 default 
Extended Access List 150> entry 110 permit 
Extended Access List 150> entry 110 source address <IP_PE_2> 255.255.255.192 
Extended Access List 150> entry 110 destination port-range 23 23 
Extended Access List 150> entry 110 protocol-range 6 6 
 
Extended Access List 150> move-entry 110 50 
 
 
//Deniega la gestión via web 
 
 
Extended Access List 150> entry 130 default 
Extended Access List 150> entry 130 deny 
Extended Access List 150> entry 130 destination port-range 80 80 
Extended Access List 150> entry 130 protocol-range 6 6 
 
//Deniega cualquier otra cosa 
 
Extended Access List 150> entry 140 default 
Extended Access List 150> entry 140 permit 
 
Extended Access List 150> exit 
Access Lists config> exit 
 
Donde: 
<CentroGestión_N> <Máscara_N> Es el rango de direcciones IP del centro 
de gestión y su máscara, respectivamente. En en nuestro caso el centro de 
gestión será la red 172.26.36.0 con mascara 255.255.255.192. 
y 
<IP_WAN_ADSL> <Máscara_ADSL> la dirección pública y la máscara 
asignada por nuestro proveedor de servicios a la línea ADSL 
 
• Se aplica la lista de acceso 150 a nivel IP. 
 
Config> protocol ip 
 
-- Internet protocol user configuration -- 
IP config> local access-group 150 in 
IP config> exit 
 
• Se configura el número de accesos FTP simultáneos. 
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Config> set ftp 
 
-- FTP user configuration -- 
FTP config> clients 5 
FTP config> exit 
 
• Se deshabilita el servidor HTTP. Dependiendo de la versión de SW, 
la funcionalidad de HTTP puede no estar disponible. En dicho caso, 
los siguientes comandos darían error porque no serían reconocidos 
por el router; se pueden ignorar dichos errores. 
 
Config> set http 
 
-- HTTP user configuration -- 
HTTP config> no port 
HTTP config> exit 
 
CONFIGURACIÓN SNMP 
 
En la configuración SNMP, se dota al equipo de dos nombres de comunidad: 
 
 Gestion: con acceso de sólo lectura y envío de traps. 
 Escritura: con acceso de lectura/escritura y envío de traps. 
 
Las direcciones IP de acceso que se configuran dentro de SNMP serán las 
autorizadas a hacer peticiones al router para la comunidad especificada. Si no 
se especifica ninguna dirección IP, las peticiones serán aceptadas desde 
cualquier host. Estas direcciones también especifican los hosts que recibirán 
los traps. Si no se especifica ninguna dirección IP no se generará ningún trap. 
Cuando se especifique una dirección IP con una máscara de red que no sea de 
host, entonces el router aceptará peticiones de cualquier equipo perteneciente 
a la misma red que la dirección IP configurada y los traps solamente se 
enviarán a la dirección IP concreta que se configure. 
 
• Se define la dirección IP de gestión del equipo. 
 
Config> protocol ip 
 
-- Internet protocol user configuration -- 
IP config> management-ip-address <IPGestión> 
IP config> exit 
 
Donde: 
<IPGestión> Es la dirección IP de gestión del EDC. 
 
• Se deshabilita la configuración por defecto. 
 
Config> protocol snmp 
 
-- SNMP user configuration -- 
SNMP config> enable 
SNMP config> no default-config 
SNMP config> exit 
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• Se especifican las comunidades de lectura  y lectura/escritura y los 
rangos de direcciones con acceso SNMP. 
 
Config> protocol snmp 
 
-- SNMP user configuration -- 
SNMP config> community <Comunidad_Escritura> default 
SNMP config> community <Comunidad_Escritura> access write-read-trap 
SNMP config> community <Comunidad_Escritura> subnet <CentroGestión> <Máscara> 
SNMP config> community <Comunidad_Escritura> subnet 192.168.134.0 
255.255.255.0 
SNMP config> community <Comunidad_Escritura> subnet 213.0.254.0 
255.255.255.192 
SNMP config> community <Comunidad_Escritura> subnet 213.0.187.192 
255.255.255.192 
SNMP config> community <Comunidad_Lectura> default 
SNMP config> community <Comunidad_Lectura> subnet <CentroGestión> <Máscara> 
SNMP config> community <Comunidad_Lectura> subnet 192.168.134.0 255.255.255.0 
SNMP config> community <Comunidad_Lectura> subnet 213.0.254.0 255.255.255.192 
SNMP config> community <Comunidad_Lectura> subnet 213.0.187.192 
255.255.255.192 
SNMP config> exit 
 
• Se habilita el envío de traps y se configura la dirección IP de la 
estación receptora de los traps. 
 
Config> protocol snmp 
 
-- SNMP user configuration -- 
SNMP config> host <IPDestinoTraps> trap version v1 <Comunidad_Lectura> cold-
start enterprise-specific link-down link-up warm-start 
SNMP config> trap sending-parameters reachability-checking ip-route 
SNMP config> exit 
 
Donde: 
<CentroGestión> <Máscara> Es el rango de direcciones IP del 
centro de gestión. Tal y como indicamos anteriormente el centro 
de gestión será la red 172.26.36.0 con máscara 255.255.255.192. 
<Comunidad_Lectura> Es el nombre de comunidad SNMP 
configurada exclusivamente con permisos de sólo lectura de 
variables MIB. El nombre de la comunidad será avsvMda 
<IPDestinoTraps> Dirección IP de la estación o estaciones del 
cliente a la que enviamos los traps generados. El host encargado 
de recibir los traps estará dentro de la red del Centro de Gestión 
de cliente, y tendrá la IP 172.26.36.31. 
 
CONFIGURACIÓN DE PUERTOS 
 
Configuración de los puertos de acceso a la red de Banda 
Ancha 
 
La conexión es a través de interfaces 10/100/1000. La velocidad y el modo 
dúplex se configurarán de acuerdo a la configuración acordada con el 
proveedor de la conexión. La recomendación es desactivar la auto-negociación, 
configurar la velocidad a 10, 100 ó 1000 en función de la velocidad contratada y 
el modo dúplex a full. Además se activan los puertos. 
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Config> network <PuertoAccesoRed> 
 
-- Ethernet Interface User Configuration – 
<PuertoAccesoRed> config> no auto-negotiation 
<PuertoAccesoRed> config> duplex full 
<PuertoAccesoRed> config> speed 10mbps 
<PuertoAccesoRed> config> no shutdown 
<PuertoAccesoRed> config> exit 
 
Donde: 
<PuertoAccesoRed> Es el puerto de conexión a la red. Como 
PuertoAccesoRed se utilizará el puerto Ethernet 0/1 en los equipos 
ATLAS 360. Como el caudal contratado máximo es de 4Mbps 
configuraremos la interfaz a 10full. 
 
Configuración de puertos de conexión de cliente 
 
La conexión es a través de interfaces 10/100/1000. Se desactivara auto-
negociación y forzaremos a 10/100 Mbps y full o halfdúplex dependiendo del 
equipo que queramos conectar. Además se habilitan los puertos. 
 
Config> network <PuertoAccesoCliente> 
 
-- Config of the Ethernet Interface -- 
<PuertoAccesoCliente> config> no auto-negotiation 
<PuertoAccesoCliente> config> duplex <full/half> 
<PuertoAccesoCliente> config> speed <10mbps/100mbps/1000mbps> 
<PuertoAccesoCliente> config> no shutdown 
<PuertoAccesoCliente> config> exit 
 
Donde: 
<PuertoAccesoCliente> Será el puerto de conexión del cliente. 
Se utilizará el puerto Ethernet 0/0 en los equipos Teldat C9+ y 
Ethernet4/0 y Ethernet 0/2 en los Atlas 360. 
Los puertos donde hayan ToIP, PCs e impresoras se configuraran 
a 10full, servidores a 100full y cajeros a 10half, tal y como 
pudimos ver en apartados anteriores. 
 
CONFIGURACIÓN DE VLANs 
 
Creación y configuración de la VLAN Nacional 
 
Para escenarios con accesos Macrolan se deben crear y configurar  las VLAN’s 
Nacionales, que serán parte común en las configuraciones de todos los 
escenarios, independientemente del protocolo de routing que se utilice. 
• Se crea la subinterfaz asociada a la VLAN Nacional. 
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; Agrega la subinterfaz de la VLAN de Servicio 
Config> add device eth-subinterface <PuertoAccesoRed> <IDVLANNacional> 
 
; Configura los parámetros de la VLAN de Servicio 
Config> network <PuertoAccesoRed>.<IDVLANNacional> 
 
-- Config of the Ethernet Subinterface -- 
<PuertoAccesoRed>.<IIDVLANNacional> config> description Vlan_Nacional 
<PuertoAccesoRed>.<IDVLANNacional> config> encapsulation dot1q 
<IDVLANNacional> 
<PuertoAccesoRed>.<IDVLANNacional> config> exit 
 
Donde: 
<PuertoAccesoRed> Es el puerto de conexión con la MAN. Siendo 
éste el Ethernet0/0 en equipos C9+ y Ethernet0/1 para los 
Atlas360.  
<IDVLANNacional> Es el identificador de VLAN asignado a la VLAN 
de Servicio por el proveedor del servicio de transporte 
metropolitano, por ejemplo, para oficinas en la provincia de 
Barcelona con proveedor Telefonica será la VLAN 590. 
 
• Se configura la dirección IP de la interfaz lógica. 
 
Config> network <PuertoAccesoRed>.<IDVLANNacional> 
 
; -- Ethernet Subinterface Configuration –  
<PuertoAccesoRed>.<IDVLANNacional> config> ip address <IDVLANNacional> 
<Máscara> 
<PuertoAccesoRed>.<IDVLANNacional> config> exit 
 
Donde: 
<IPVLANNacional> Es la dirección IP sobre la VLAN Nacional, es 
decir, la IP de WAN. 
<Máscara>  Es la máscara utilizada sobre la VLAN Nacional.  
Tanto la IP de WAN como la máscara son datos que serán 
facilitados por nuestro proveedor de servicios, en este caso 
Telefonica. 
 
Creación y configuración de VLANs de cliente 
 
Para la conexión del cliente cuando se utiliza la tarjeta switch, es necesario 
crear VLANs asociadas a los puertos switch de conexión con el cliente. Para 
que el Tag de la VLAN no sea propagado por la infraestructura LAN del cliente 
se aplicará el comando “tag-removal” de esta manera el TAG de la VLAN solo 
tiene aplicación dentro de la tarjeta switch del EDC. 
• Se crea la subinterfaz asociada a la VLAN de Cliente. 
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; Agrega la subinterfaz de la VLAN de Cliente01 
Config> add device eth-subinterface <PuertoAccesoRedSwitch> <IDVLANSCliente01> 
 
; Configura los parámetros de la VLAN de Cliente01 
Config> network <PuertoAccesoRedSwitch>.<IDVLANCliente01> 
 
-- Config of the Ethernet Subinterface -- 
<PuertoAccesoRedSwitch>.<IDVLANCliente01> config> description Vlan_Cliente01 
<PuertoAccesoRedSwitch>.<IDVLANCliente01> config> encapsulation dot1q 
<IDVLANCliente01> 
<PuertoAccesoRedSwitch>.<IDVLANCliente01> config> exit 
 
Donde: 
<PuertoAccesoRedSwitch> Es el puerto de conexión con el 
cliente, que en caso de tarjetas switch del Atlas C9+ se comparte 
con la conexión con la MAN; no así en las tarjetas opcionales de 
los equipos  Atlas 360. 
<IDVLANCliente01> Es el identificador de VLAN asignado a la 
VLAN de Cliente solo va a tener sentido dentro de la tarjeta switch 
del EDC si se aplica el comando Tag-removal. Necesitaremos 
crear dos identificadores de VLAN diferentes, la VLAN 20 para el 
tráfico de datos y la VLAN 21 para el tráfico de voz. 
• Se configura las características del puerto de la tarjeta switch que 
tiene conexión con la LAN del cliente. 
• En el caso de haber declarado puertos del switch como “puertos 
aislados” implica la imposibilidad de ser usados dentro de la 
“Feature VLAN” 
 
feature vlan  
; -- VLAN configuration --  
   enable  
;  
//define los puertos que estan en cada VLAN 
   vlan <IDVLANCliente01> <PuertoAccesoRedSwitch> port <Puerto Switch 
Cliente01> 
 
   vlan <IDVLANCliente01> <PuertoAccesoRedSwitch> port internal  
;  
//filtra los datos hacia la VLAN que le corresponde a cada puerto 
 
   ingress-filter <PuertoAccesoRedSwitch> port <Puerto Switch Cliente01> 
; 
//fuerza la entrada de datos por la VLAN a la que corresponda 
 
   Tag-default <PuertoAccesoRedSwitch> port <Puerto Switch Cliente01> 
<IDVLANCliente01> 
; 
//quita el marcado de la VLAN X a los datos que salen de los puertos indicados 
 
   Tag-removal <PuertoAccesoRedSwitch> port <Puerto Switch Cliente01> vlan < 
IDVLANCliente01> 
;  
   tag-insertion <PuertoAccesoRedSwitch> port internal  
;  
exit  
 
Donde: 
<PuertoAccesoRedSwitch> Puerto de Conexión con la LAN del 
Cliente donde esta instalada la tarjeta Switch. 
<Puerto Switch Cliente01> Puerto del Switch de la tarjeta 
anteriormente nombrada. 
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<IDVLANCLIENTE01> Es el identificador de VLAN asignado a la 
VLAN de Cliente01  al utilizarse el comando tag-removal sólo 
tiene sentido a nivel local del EDC. 
 
• Configuración IP de la interfaz lógica de conexión del Cliente 
 
Config> network <PuertoAccesoRedSwitch>.<IDVLANCliente01> 
 
-- Config of the Ethernet Subinterface -- 
<PuertoAccesoRedSwitch>.<IDVLANCliente01> config> ip address <IPVLANCliente01> 
<Máscara> 
<PuertoAccesoRedSwitch>.<IDVLANCliente01> config> exit 
 
Donde: 
<IDVLANCliente01> Es el identificador de VLAN asignado a la 
VLAN de Cliente01, solo tendrá validez dentro del EDC si se ha 
aplicado el comando tag-removal.  
<IPVLANCliente01> Es la dirección IP sobre la VLAN de 
Cliente01. Habrá que configurar tantas IPs como VLAN tengamos 
creadas, por tanto configuraremos en cada EDC 2 IPVLAN, una 
para la LAN de voz y otra para la de datos. 
<Máscara>  Es la máscara utilizada sobre la VLAN de Cliente01. 
Para la LAN de datos la máscara será 255.255.255.192 y para la 
de voz será 255.255.255.0 
 
 
En el caso de la VLAN 20 además de los pasos descritos anteriormente 
deberemos especificar el servidor DHCP de donde obtendrán las IPs los 
equipos asociados a la VLAN de datos, ya que éstos no obtendrán el 
direccionamiento directamente del router de dicha sede, sino que lo harán a 
través de un servidor DHCP especifico situado en las depencias de cliente en 
la sede central de Barcelona. 
Network ethernet0/0.20 
; 
Ip dhcp-relay server 47.193.27.3 
Ip dhcp-relay server 47.193.27.3 source-address IPVLANDatos 
; 
 
Siendo la IPVLANDatos la IP de Lan de cada sede. 
 
CONFIGURACIÓN DE CALIDAD DE SERVICIO 
 
Para poder realizar el marcado del campo CoS de las tramas Ethernet, y poder 
implementar QoS dentro de la MAN, es necesario que la versión de ios del 
EDC sea la en 10.7.x y para EDC´s con doble acceso macrolan la versión 
mínima es la 10.7.35. 
El comando “mark-dscp” desaparece y es sustituido por “set tos-octect”. Las 
configuraciones de calidad de servicio que siguen están basadas en la nueva 
versión de IOS. Si se usa una versión anterior, aparte de no poderse marcar el 
CoS, hay que tener el cuidado de utilizar el comando obsoleto “mark-dscp”, en 
vez del nuevo “set tos-octect”. 
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Clasificación del tráfico de cliente 
 
Se crean las listas de acceso para clasificar el tráfico Multimedia, Oro y Plata 
del cliente. Para la clasificación del tráfico Multimedia se utilizará la lista de 
acceso 110, para el tráfico Oro la 120 y para el tráfico Plata se define la lista de 
acceso 160 para que el tráfico restante sea incluido en la clase de servicio 
Plata. 
Las QoS siempre se aplican en salida, por lo que únicamente será necesario 
definir la red de origen de los datos. 
 
Config> feature access-lists  
 
-- Access Lists user configuration -- 
Access Lists config> access-list 110  
 
Extended Access List 110> entry 1 default 
Extended Access List 110> entry 1 permit 
Extended Access List 110> entry 1 source address <ip_origen> <Máscara> 
Extended Access List 110> exit 
 
Access Lists config> access-list 120  
 
Extended Access List 120> entry 1 default 
Extended Access List 120> entry 1 permit 
Extended Access List 120> entry 1 source address <ip_origen> <Máscara> 
Extended Access List 120> exit 
 
Access Lists config> access-list 160  
 
Extended Access List 160> entry 1 default 
Extended Access List 160> entry 1 deny 
Extended Access List 160> entry 1 source address <IPVLANServicio> 
255.255.255.255 
Extended Access List 161> entry 2 default 
Extended Access List 161> entry 2 permit 
Extended Access List 161> exit 
Access Lists config> exit 
 
 
Donde: 
<IPVLANServicio> Es la dirección IP WAN del EDC  
<ip_origen><máscara> Es la dirección IP origen del tráfico que 
se quiere clasificar. Para el Access List 110 la ip_origen será la IP 
de la lan de voz (10.21X.X.X) con máscara 255.255.255.0, en 
cambio para la 120 será la IP de la LAN de datos (200.X.X.X) con 
máscara 255.255.255.192. 
 
Configuración de las garantías de tráfico 
 
• Se varía el tamaño de los buffers de los interfaces Ethernet. 
 
Config> network <PuertoAccesoRed> 
 
<PuertoAccesoRed> config> input-buffers 127 
<PuertoAccesoRed> config> exit 
 
 
• Si se trata de Macrolan doble acceso, se varía el tamaño de los 
buffers de la siguiente manera. 
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Config> network <PuertoAccesoRed> 
 
<PuertoAccesoRed> config> input-buffers 256 
<PuertoAccesoRed> config> exit 
 
Config> network <PuertoAccesoRedBackup>   
 
<PuertoAccesoRedBackup> config> input-buffers 256 
<PuertoAccesoRedBackup> config> exit 
 
 
Dónde 
 
  <PuertoAccesoRed> será la ethernet0/0 para los casos donde 
tengamos un C9 con un solo macrolan y, ethernet0/1 y ethernet0/0, para lo 
principal y secundaria respectivamente, para sedes con dos accesos 
macrolanes en un ATLAS 360. 
• El tráfico de clase Multimedia es tratado con prioridad estricta y es 
limitado al valor contratado por el cliente. Al tráfico de la clase de 
servicio Local (Gestión) se le configura peso 1 (peso mínimo) y se 
le marca con IP Precedence y CoS 7. A las clases de servicio Oro y 
Plata se les garantiza un determinado caudal mediante la 
configuración de pesos relativos.  
 
Config> feature bandwidth-reservation 
 
-- Bandwidth Reservation user configuration -- 
BRS config> network <PuertoAccesoMAN> 
 
BRS [i <PuertoAccesoMAN>] Config> class local 1 
BRS [i <PuertoAccesoMAN>] Config> class local set tos-octet 224 
BRS [i <PuertoAccesoMAN>] Config> class local set cos 7 
BRS [i <PuertoAccesoMAN>] Config> class default 1  
BRS [i <PuertoAccesoMAN>] Config> class default set cos 7 
BRS [i <PuertoAccesoMAN>] Config> class Plata <Peso_Plata> 
BRS [i <PuertoAccesoMAN>] Config> class Oro <Peso_Oro> 
BRS [i <PuertoAccesoMAN>] Config> class Voz 100 real-time 
BRS [i <PuertoAccesoMAN>] Config> class Voz rate-limit <CaudalMultimedia> 
BRS [i <PuertoAccesoMAN>] Config> exit 
BRS config> exit 
 
Donde: 
 <PuertoAccesoMAN>: Puerto donde aplicamos la QoS. Siempre se 
aplicará en el puerto por el que accedemos al exterior. 
<CaudalMultimedia> Es el caudal Multimedia contratado por el 
cliente, expresado en Kbps. (Teniendo en cuenta que 
1Mbps=1024Kpbs) 
<Peso_Plata> Es el peso configurado para garantizar un 
determinado caudal para la clase de servicio Plata. 
<Peso_Oro> Es el peso configurado para garantizar un 
determinado caudal para la clase de servicio Oro. 
 
Para las clases de servicio Oro, Plata y Bronce, los pesos configurados deben 
garantizar los caudales contratados por el cliente. La relación entre los pesos 
se obtiene de la siguiente manera: 
 
<Peso_Plata> = 100 * <CaudalPlata> / <CaudalContratado> 
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<Peso_Oro> = 100 * <CaudalOro> / <CaudalContratado> 
 
Donde: 
<CaudalContratado> Es el caudal contratado por el cliente, 
expresado en bps.  
<CaudalPlata> Es el caudal Plata contratado por el cliente, 
expresado en bps. 
<CaudalOro> Es el caudal Oro contratado por el cliente, 
expresado en bps. 
 
En los escenarios con Backup degradado los valores de Caudal en los accesos 
principal y backup serán diferentes.  
En el apartado “Requerimientos de cliente” se pueden observar los diferentes 
caudales contratados en red al operador de telecomunicaciones. 
Es muy importante configurar las calidades en el EDC de cliente con los 
mismos valores que se ha contratado en red, de manera de poder evitar 
posibles cuellos de botella. 
• Se realiza la clasificación y marcado del tráfico. El campo ToS de la 
cabecera IP es marcado en función de la clase de servicio donde es 
incluido el tráfico. También se marca el campo CoS de nivel 2.  
 
Config> feature bandwidth-reservation 
 
-- Bandwidth Reservation user configuration -- 
BRS config> network <PuertoAccesoMAN> 
 
BRS [i <PuertoAccesoMAN>] Config> access-list 110 Voz normal set tos-octet 160 
BRS [i <PuertoAccesoMAN>] Config> access-list 110 Voz normal set cos 5 
BRS [i <PuertoAccesoMAN>] Config> access-list 120 Oro normal set tos-octet 96 
BRS [i <PuertoAccesoMAN>] Config> access-list 120 Oro normal set cos 3 
BRS [i <PuertoAccesoMAN>] Config> access-list 160 Plata normal set tos-octet 32 
BRS [i <PuertoAccesoMAN>] Config> access-list 160 Plata normal set cos 1 
BRS [i <PuertoAccesoMAN>] Config> exit 
BRS config> exit 
 
 
Es importante que las sentencias de clasificación del tráfico mantengan el 
orden indicado. Si debido a modificaciones de la configuración se modificara el 
orden relativo de las clasificaciones, se pueden volver a llevar a su posición 
eliminándolas de la configuración y volviéndolas a introducir de nuevo. 
 
Configuración del Shaping Global 
 
Se limita el caudal total al contratado por el cliente. 
 
Config> feature bandwidth-reservation 
 
-- Bandwidth Reservation user configuration -- 
BRS config> network <PuertoAccesoMAN> 
 
BRS [i <PuertoAccesoMAN>] Config> rate-limit <CaudalContratado> 
BRS [i <PuertoAccesoMAN>] Config> exit 
BRS config> exit 
 
Siempre se configurará el rate-limit con el máximo caudal que nos permita la 
línea, pero sin excederse, debido a que de esta manera saturaríamos la línea. 
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NOTA:  
Los caudales a configurar en los rate-limit se indicarán en Kbps (Teniendo en 
cuenta que 1Mbps=1024Kpbs) 
 
 
CONFIGURACIÓN FACILIDAD DE CIFRADO 
 
Configuración general 
 
Se configura la dirección loopback de cifrado y se activa IPSec. 
 
;INTERFAZ DE LOOPBACK DEFINIDA COMO ORIGEN DE LOS TUNELES IPSEC 
; 
add device loopback 55 
; 
network loopback55 
; -- Loopback interface configuration -- 
   ip address <IPCifrado> 255.255.255.255 
   exit 
; 
protocol ip  
; 
   ipsec  
; -- IPSec user configuration -- 
; 
      enable  
      advanced renegotiation-time 20 
   exit 
; 
exit 
 
Donde: 
<IPCifrado> Es la dirección loopback para el cifrado. Siempre 
será la IP de LAN acabada en .243. 
 
La dirección loopback de cifrado debe ser anunciada hacia la MAN de igual 
forma que la loopback de gestión. 
 
IPSec con túneles dinámicos 
 
Se configura autodescubrimiento TED y resto de parámetros IPSec. 
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feature access-lists  
; -- Access Lists user configuration  
; 
; Lista de acceso para túnel dinámico (ver el siguiente apartado) 
; 
exit 
; 
protocol ip 
; -- Internet protocol user configuration -- 
; 
   ipsec 
; -- IPSec user configuration -- 
; 
      enable 
; 
; Asignamos lista_acceso_extendida_ipsec_dinámico_TED 
; 
      assign-access-list 187  
; 
; Los templates de los túneles dinámicos serán los últimos en crearse.  
; 
;     TEMPLATE ISAKMP TED  
      template 60000 default 
      template 60000 isakmp tdes md5 
      template 60000 source-address <IPCifrado>   
      template 60000 discover 
      template 60000 life duration seconds 21600 
      template 60000 keepalive dpd 
; 
;     TEMPLATE IPSEC TED  
      template 60001 default 
      template 60001 dynamic esp tdes sha1 
      template 60001 source-address <IPCifrado>  
      template 60001 life type both  
      template 60001 life duration seconds 18000 
; 
; Se deben asociar las listas de acceso de los túneles dinámicos al template 
correspondiente 
; 
      map-template 187 60001 
      key preshared ip 0.0.0.0 plain <Secreto compartido> 
   exit 
; 
exit 
 
Donde: 
<IPCifrado> Es la dirección loopback para el cifrado. 
<Secreto compartido> Es el secreto compartido utilizado por 
todos los EDC’s de cliente. 
 
Cifrado todo el tráfico excepto multimedia e Internet (NAT) contra 
un servidor 
Existen diversas maneras de seleccionar el tráfico que irá cifrado para todas las 
sucursales de nuestro de cliente, en nuestro caso configuraremos el equipo 
para que todo el tráfico vaya cifrado excepto el tráfico multimedia y el tráfico 
Internet, y que el cifrado sea contra un servidor alojado en las dependencias 
centrales de nuestro cliente. 
 
La siguiente lista sirve para cifrar todo el tráfico de la sede cuando ésta tiene 
salida a Internet. Esta solución es válida solo si la salida a Internet es mediante 
un NAT y el destino es, por tanto, direccionamiento publico.  
 
Además todo el tráfico se cifrará contra un servidor principal alojado en la 
central de cliente que hará funciones de concentrador de túneles. Tambien se 
configurará un servidor de backup por si el principal fallase. 
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feature access-list 
; -- Access Lists user configuration  
; 
   access-list 187 
; 
; NO SE CIFRAN PAQUETES PROPIA LAN       
; 
      entry 1 default 
      entry 1 deny 
      entry 1 source address <RedCliente_A> <Máscara> 
      entry 1 destination address <RedCliente_A> <Máscara> 
; 
; NO SE CIFRA EL TRÁFICO MULTIMEDIA. 
; 
      entry 2 default 
      entry 2 deny 
      entry 2 source address <RedVozCliente_A> <Máscara> 
 
; NO SE CIFRA EL TRÁFICO INTERNET. 
 
      entry 3 default 
      entry 3 deny 
      entry 3 source address <RedCliente_A> <Máscara> 
      entry 3 destination address <rango_público> <Máscara> 
   exit 
; 
 
; SE CIFRA EL TRÁFICO DATOS. 
; 
      entry 4 default 
      entry 4 permit 
      entry 4 source address <RedCliente_A> <Máscara> 
      entry 4 destination address <IPServer> 255.255.255.255 
      entry 4 backup-destination address <IPServerBackup> 255.255.255.255 
 
; En el destino se deberá configurar la lista de acceso inversa, 
; con origen la dirección del servidor y destino la red A 
 
 
 
exit 
 
Donde: 
<RedCliente_A> Red de cliente perteneciente a la sede local. 
<RedVozCliente_A> Red de voz de cliente perteneciente a la 
sede local. 
<Máscara> Máscara de la red correspondiente. 
<rango_público> Rango de direcciones públicas utilizadas por el 
cliente. Éste rango será facilitado por nuestro proveedor de 
servicios, que tal y como habíamos comentado con anterioridad 
es Telefonica. 
<IPServer> Dirección del servidor en la sede remota. 
<IPServerBackup> Dirección del servidor backup en la sede 
remota 
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CONFIGURACIÓN ROUTING 
 
Configuración routing hacia la MAN (BGP) 
 
Se configura el Router-Id del equipo. 
 
Config> protocol ip 
 
-- Internet protocol user configuration -- 
IP config> router-id <Router-Id> 
IP config> exit 
 
Donde: 
<Router-Id> Es la dirección IP que se utilizará como identificador 
del EDC en el dominio BGP. Utilizaremos la dirección IP asociada 
a la gestión del EDC. 
 
Se habilita el protocolo y se define el sistema autónomo donde se encuentra. 
Además, se modifica la distancia administrativa del BGP a 90 y se habilita la 
funcionalidad de multipath.  
 
Config> protocol bgp 
 
-- Border Gateway Protocol user configuration -- 
BGP config> enable 
BGP config> as <AS_Propio> 
BGP config> multipath 
BGP config> preference 90 
BGP config> exit 
 
Donde: 
<AS_Propio> Es el número de sistema autónomo usado en el 
EDC. 
 
Se controlarán los anuncios que hace el EDC hacia la Red de Banda Ancha. 
Debemos saber las redes a las que se pretende dar visibilidad en la red MPLS. 
Con esta información se creará la prefix-list 2 para filtrar los anuncios BGP 
realizados desde el EDC. 
 
; Lista de acceso 2 para filtrar los anuncios BGP realizados desde el EDC 
Config> feature prefix-lists  
 
-- Prefix Lists user configuration -- 
Prefix Lists config> prefix-list 2  
 
Prefix List 2> entry 1 default 
Prefix List 2> entry 1 permit 
Prefix List 2> entry 1 prefix <RedCliente_1> <Máscara_1> 
 
Prefix List 2> entry 2 default 
Prefix List 2> entry 2 permit 
Prefix List 2> entry 2 source <RedCliente_2> <Máscara_2> 
… 
Prefix List 2> entry N default 
Prefix List 2> entry N permit 
Prefix List 2> entry N source <RedCliente_N> <Máscara_N> 
Prefix List 2> exit 
Prefix Lists config> exit 
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Donde: 
<RedCliente_N> Son redes a las que queremos dar visibilidad en 
la MAN. En total se se anunciarán un total de tres redes: la LAN 
de voz, la de datos y gestión. 
 
Se creará un route-map para aplicar en salida. La prefix-list 2 delimita las redes 
de cliente anunciadas por el EDC. 
 
Config> feature route-map  
 
-- Route maps user configuration -- 
Route map config> route-map BGPOUT 
 
Route map BGPOUT> entry 1 default 
Route map BGPOUT> entry 1 permit 
Route map BGPOUT> entry 1 match ip prefix-list 2 
Route map BGPOUT> exit 
Route map config> exit 
 
A continuación se definen los peers que modelizan las sesiones BGP del EDC 
con los PE’s a través de la VLAN de Servicio. 
 
Config> protocol bgp 
 
-- Border Gateway Protocol user configuration -- 
BGP config> group type external peer-as <AS_Remoto> 
 
-- BGP group configuration -- 
Group config> option metric-out 100 
Group config> peer <IP_PE_1> 
Group config> peer <IP_PE_1> out-route-map BGPOUT 
Group config> peer <IP_PE_1> hold-time 30s 
Group config> peer <IP_PE_2> 
Group config> peer <IP_PE_2> out-route-map BGPOUT 
Group config> peer <IP_PE_2> hold-time 30s 
Group config> exit 
BGP config> exit 
 
Donde: 
<AS_Remoto> Es el número de sistema autónomo usado en el 
PE. En el caso de la red de TDE será el 3352. 
<IP_PE_1> Es la dirección IP del PE1. 
<IP_PE_2> Es la dirección IP del PE2. 
La agregación de rutas es un mecanismo para generar una ruta más genérica 
dada la presencia de una ruta específica. El equipo no realiza ninguna 
agregación que no se configure explícitamente mediante el comando 
aggregate. Las rutas agregadas mediante este comando sólo se emplean en 
las conexiones BGP al anunciar rutas, y no se emplearán para enrutar 
paquetes en el propio equipo. 
 
Config> protocol bgp 
 
-- Border Gateway Protocol user configuration -- 
BGP config> aggregate < IP_Red_Datos > mask <Máscara_IPdatos> < IP_Red_Datos > 
mask <Máscara_IPdatos> refines 
 
BGP config> exit 
 
Se importan a la tabla de rutas activas las rutas aprendidas desde el AS 
remoto. 
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Config> protocol bgp 
 
-- Border Gateway Protocol user configuration -- 
BGP config> import as <AS_Remoto> all 
BGP config> exit 
 
Y por último se definen que rutas se exportan por BGP 
 
Config> protocol bgp 
 
-- Border Gateway Protocol user configuration -- 
BGP config> export as <AS_Remoto> prot direct <IP_Red_Voz> mask 
<Máscara_IPvoz> 
BGP config> export as <AS_Remoto> prot aggregate <IP_Red_Datos> mask 
<Máscara_IPdatos> 
BGP config> export as <AS_Remoto> prot direct <IP_Gestion> mask 
<Máscara_IPgestion> 
 
BGP config> exit 
 
 
 
Donde: 
<AS_Remoto> Será el 3352, tal y como hemos indicado 
anteriormente. 
<IP_Red_Voz>,<Máscara_IPvoz>  Es la dirección IP de la red de 
voz y la mascará de ésta siempre será la 255.255.255.0 
<IP_Red_Datos>,<Máscara_IPdatos>  Es la dirección IP de la 
red de datos y la mascará de ésta siempre será la 
255.255.255.192 
<IP_Gestion>,< Máscara_IPgestion>  Es la dirección IP de 
gestión del EDC y la mascará de ésta siempre será la 
255.255.255.255 
 
CONFIGURACIÓN DHCP 
 
Habilitamos el servidor DHCP del router 
 
Config> protocol dhcp 
 
-- DHCP configuration -- 
DHCP config> server 
-- DHCP Server configuration -- 
DHCP config> enable 
 
Asignamos las IPs a los telefonosIP y la ruta del CCM para poder descargar la 
configuración. Ademas asignamos una IP fija al ATA en función de su dirección 
MAC. 
DCHP config> subnet TelefonosIP 0 network <IP_Red_Voz> <Máscara_Voz> 
DHCP config> subnet TelefonosIP 0 range <PrimeraIPvoz> <ÚltimaIPvoz> 
DCHP config> subnet TelefonosIP 0 router <IP_LAN_Voz>  
DCHP config> subnet TelefonosIP 0 option 150 hex <IP_CCM>  
 
 
DHCP config> host ATA 0 ethernet <MAC_ATA>  
DHCP config> host ATA 0 fixed-ip <IP_ATA>  
 
 
Diseño e implementación de una red multiservicios   176 
 
 
 
Donde: 
<IP_Red_Voz>,<Máscara_IPvoz>  Es la dirección IP de red de 
voz y la mascará de ésta siempre será la 255.255.255.0 
<PrimeraIPvoz>,<ÚltimaIPvoz>  Estas direcciones siempre 
serán la IP de red acabada en .10 y .99 respectivamente. El CCM 
asignará IPs a los TelefonosIP de esta oficina dentro de este 
rango 
<IP_LAN_voz>Es la dirección IP de red de voz pero acabada en 
.1, es decir, la LAN de voz. 
<IP_CCM> Es la dirección IP del Cisco Call Manager en formato 
hexadecimal. 
<MAC_ATA> Es la dirección MAC del ATA 
<IP_ATA>  Es la dirección IP que le asignamos al ATA. Siempre 
será la IP de red de voz acabada en .100. 
 
Por último, indicamos que servidores DHCP asignarán las IPs a los equipos de 
datos de la oficina 
 
   network ethernet0/0.20 
; -- Ethernet Subinterface Configuration -- 
      description "VLAN DATOS"  
; 
      ip address <IP_LAN_Datos> <Máscara_IPDatos> 
; 
; 
; 
      ip dhcp-relay server <ServidorDHCP1> 
      ip dhcp-relay server <ServidorDHCP1>source-address <IP_LAN_Datos> 
      ip dhcp-relay server <ServidorDHCP2> 
      ip dhcp-relay server <ServidorDHCP2>source-address <IP_LAN_Datos> 
 
Donde: 
<IP_LAN_Datos>,<Máscara_IPdatos>  Es la dirección IP de 
LAN de datos y la máscara de ésta siempre será la 
255.255.255.192 
<ServidorDHCP1>,<ServidorDHCP2>  Son las direcciones IP de 
los servidores DHCP de nuestro cliente, 47.193.27.3 y 
103.197.4.3 respectivamente. 
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ANEXO K. ACTIVACION DE LA SOLUCION DE 
TELEFONIA IP CISCO 
 
El presente anexo recoge los pasos básicos para la activación de la facilidad de 
Telefonía IP: Cisco CallManager. 
El clúster de nuestro cliente estará formado por un Publisher, que albergará la 
BBDD principal y 4 subscribers que albergarán diferentes servicios propios del 
Call Manager. 
El peso de los registros de todos los terminales de la oficina recaerá en 2 de los 
subscribers, los otros dos actuarán como backup en caso de caída de éstos. 
La versión utilizada en los CCM será la 6.1.5. 
 
ACTIVACIÓN DEL CALL MANAGER 
 
Una vez hayan sido instalados los Call Managers (CCM) (Publisher y 
Suscribers), se puede acceder a la configuración de cualquiera de ellos (vía 
web), ya que la información introducida se actualizará automáticamente a los 
todos los CM. De todas formas, la recomendación para un óptimo 
funcionamiento es: 
 
Acceder al Cisco Call Manager Publisher (CCM_P) para configuración, ya que 
éste tiene la BD SQLServer principal, el resto de CCM subscribers se 
actualizan desde la BD del CCM Publisher. 
 
Configurar los teléfonos y gateways para que funcionen habitualmente con el 
Cisco Call Manager Subscriber Principal (CCM_S1), teniendo como backup 
por orden el resto de Subscribers (CM_S2, ..)  y finalmente el CCM_P. De esta 
manera, si es necesario realizar actuaciones críticas sobre el CCM (parada de 
servicios, cambios de software que implique rearranque de la máquina, etc.), se 
harán directamente del CCM_P, mientras que todo el servicio de telefonía 
seguirá funcionando con el CCM_S1. 
En nuestro caso los telefónos y gateways se registraran en los dos Subscribers 
principales balanceando la carga en ambos, y los otros dos Subscribers de los 
que dispondremos serán los  backup de éstos 
 
Comprobaciones iniciales 
 
En el EDC de la Sede Central es necesario realizar las siguientes actuaciones 
para proveer de conectividad a los equipos CCM desde el edificio central y del 
resto de sedes. 
 
- Creación de una VLAN adicional en el EDC para la red de equipos 
Cisco Call Manager. Tal y como vimos en la memoria el ID VLAN 
asignado para los equipos CCM será el 22. 
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- Creación de la VLAN de Voz en el EDC para la red que contendrá a 
los Gateways MCGP en la Central y los Teléfonos IP. Dicha VLAN 
será la 21. 
- Exportación de dichas rutas en el protocolo BGP para su exportación 
al resto de sedes de nuestro cliente. 
 
Configuración Cluster Call Manager 
 
La configuración por defecto del Cisco Call Manager es en modo Clúster. 
Se definirá un CCM_P, sobre dicho equipo se actuará por defecto para la 
configuración del Cisco Call Manager. Respecto a la Telefonia IP dicho equipo 
será en cualquier caso el último equipo sobre el que se registraran los 
Telefonos IP y gateways. 
Se definirán 4 equipos CCM_S. Dos de estos equipos serán los principales 
(Subscriber principal 1 y 2) y dos backups (Subscriber backup 1 y 2). Sobre 
dichos equipos principales se registraran el total de ToIPs. En caso de caída de 
éstos dos equipos, los calls managers de backup registrarían los teléfonos de 
las oficinas.  
 
Descripcion IP 
10.17.0.178 CCM Publisher 
10.17.0.179 CCM Subscriber P1 
10.17.0.180 CCM Subscriber B2 
10.17.0.181 CCM Subscriber P2 
10.17.0.182 CCM Subscriber B1 
 
A continuación se definen los pasos para la configuración del clúster: 
- El primer paso a ejecutar es crear todos los equipos que formaran el 
clúster mediante la dirección IP del servidor, tanto del Publisher como 
de los Subscribers. 
Entrando en el CCMAdmin se crearán los nuevos equipos 
CCMAdmin>System>Server> 
Host Name/IP Address= dirección IP del CCM, siendo dichas IPs las 
que hemos visto anteriormente en la tabla 
Además añadiremos la descripción indicando la funcionalidad del 
CCM como: Publisher /Subscriber Principal/Subscriber Backup,… 
- A continuación crearemos el clúster de CCM con los equipos 
instalados. 
Para ello accedemos al CCMAdmin: 
CCMAdmin>System>Cisco Call Manager> 
Chequeamos la existencia de todos los Cisco Call Manager y 
entramos en cada uno de ellos y comprobamos que esta 
deshabilitado el Autoregistro de terminals. 
- El último paso será definir la forma en que va a funcionar el clúster. 
CCMAdmin>System>Cisco CallManager Group 
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Utilizando el grupo definido (“Default”), se seleccionan los  equipos 
del grupo en el siguiente orden: 
1. Cisco Call Manager Subscribers principales 
2. Cisco Call Manager Subscriber Backups 
3. Cisco Call Manager Publisher. 
 
(Nota la selección se realiza en el cuadro de dialogo mediante flechas 
para pasar los CCM al cuadro de la derecha  y el orden de prioridad se 
selecciona con las flechas ascendente y descente). 
 
 
Activación / desactivación de servicios 
 
Cisco Unified Call Manager debe tener una configuración mínima antes de 
configurar ningún otro dispositivo: 
- Decidir entre trabajar con nombres (DNS) o IPs. 
- Habilitar los servicios del Cisco Unified Call Manager, TFTP y CTI 
Manager. 
- Configurar los services parameters y Enterprise parameters. 
Para habilitar los servicios de Cisco Unified Call Manager: 
- Acceder a Cisco Manager Administration Serviceability Tool 
- Ir a Tools > Service Activacion. 
- Seleccionar el servidor. (Cisco TFTP, Cisco MOH Audio 
Translation,…) 
- Habilitar los servicios necesarios. 
- Ir a Tools > Control Center – Feature Services y seleccionar el 
servidor. 
- Verificar que los servicios configurados están corriendo. 
Desde el Control Center – Feature Services podemos seleccionar que servicios 
activos parar, arrancar o reiniciar. 
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Figura K.1. Service Action 
 
Preconfiguración del Sistema de Telefonía CCM 
 
Para facilitar la activación de los diferentes elementos que se van a instalar con 
posterioridad, es necesario establecer una serie de parámetros por defecto 
para todo el CCM, de esta manera garantizamos el correcto funcionamiento de 
la telefonía y agilizamos su provisión. 
 
Date/Time Group 
Es necesario configurar la fecha y hora del sistema de telefonía. Para ello, se 
configurará la hora correcta en el CCM. 
CCMAdmin>System>Date/Time Group 
Accedemos a CMLocal (ya definido) y se define el formato de 
fecha/hora que se verá en el teléfono: 
Date Format = D/M/Y  
Time Zone= (GMT +1) Madrid [update] 
Se crea un nuevo grupo horario para Canarias (mediante el enlace “Add a new 
Date/Time Group”) 
Group Name =Canarias 
Time Zone= (GMT) Greenwich 
Date Format =D/M/Y 
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Region 
Se define la “Region” para la negociación de códecs. El uso de las regiones 
indica el Codec que van a utilizar los dispositivos en las conversaciones dentro 
de una Region y el Codec que van a utilizar dichos dispositivos en las 
conversaciones con los dispositivos de otras Regiones. 
Se definen los códecs de manera que se hablará G.729 en las comunicaciones 
por la RPV y G.711 en las comunicaciones dentro de la LAN de cada oficina. 
Para ello, es necesario definir una Región por cada Oficina/Sede y especificar 
el uso del Codec G.711 dentro de la Región y el uso del Codec G.729 con el 
resto de Regiones. 
 
En el proyecto se definirá una región por cada sede de nuestro cliente, 
manteniendo en la región la nomenclatura de cada sede, es decir, la oficina con 
código o0036 tendrá la región asociada R_0036, tal y como podemos observar 
en la siguiente figura. 
 
 
Figura K.2. Configuracion Region 
 
 
Tal y como hemos podido ver en la gráfica anterior, en cada Region no se 
indica específicamente el códec utilizado, sino que apunta a Use System 
Default. 
Esto es debido a que en System > Service Parameter Configuration  
indicaremos el códec que se debe utilizar según el tipo de llamada que se 
desee realizar. 
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Figura K.3. Definicion códecs  
 
 
Tal y como podemos observar se aplicará el códec G.711 para las llamadas al 
exterior y el G.729 para llamadas internas en la misma oficina. 
 
Para configurar la Region de una oficina en particular nos iremos a 
 
CCMAdmin>System> Region 
 
Pulsaremos “Add new Region”  y en el campo “Region Name” introduciremos el 
nombre elegido, asociaremos el códec a Use System Default y pulsaremos el 
botón Insert 
 
Device Pool 
Define las propiedades que van a tener un grupo de Dispositivos (Teléfonos IP, 
Gateways) 
 
Por defecto tendremos el grupo “Default” vamos a pulsar “Add a New Device 
Pool”  en Device Pool Name pondremos el nombre del Device Pool. Los 
nombres de Device Pool que se crearán serán los seleccionados para el 
cliente. Necesitaremos crear un Device Pool por cada Region que hayamos 
definido, por lo cual dispondremos de un DP por cada sede de nuestro cliente, 
y todos los teléfonos IP de dicha sede tendrán las mismas propiedades (región, 
location, MoH…) 
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Figura K.4. Configuracion Device Pool 
 
Algunos de los parámetros que se configuran en un Device Pool son la region, 
el location, el Calling Search Space –se verá más adelante-, el Media Resource 
Group List –es un grupo de recursos donde se definen una serie de 
herramientas, como conferencias, música en espera, etc.-, el Network Locale - 
es donde se definen parámetros de los tonos y cadencias de los teléfonos- y la 
hora que emplean todos los dispositivos que forman parte del Calling Search 
Space.  
 
Enterprise Parameters 
Se definen parámetros del Sistema de Telefonía IP. Estos parámetros permiten 
clasificar el tráfico de de configuración del teléfono IP (DHCP, TFTP) así como 
el tráfico de señalización del teléfono IP (SCCP) con la precedencia del 
paquete IP al valor 5.  
Campos que es necesario modificar: 
CCMAdmin>System>Enterprise Parameters 
 Default Network Locale=Spain 
 Default User Locale= Spannish-Spain [Update] 
DSCP for SCCP  Phone configuration =  CS5 (precedence 5) DSCP 
(101000) 
DSCP for Cisco CallManager to device interface= CS5 (precedence 3) 
DSCP (011000) 
 
Diseño e implementación de una red multiservicios   184 
 
 
Figura K.5. Configuracion Enterprise Parameters 
 
Location 
Define la función de Control de Admisión de Llamadas (CAC) por Oficina/Sede.   
La configuración de una Location por Oficina/Sede permite definir el número de 
llamadas que pueden establecerse desde una Oficina/Sede por la RPV. La 
localización es fundamental para el control de admisión ya que para cada 
localización se define el número máximo de llamadas de voz por WAN (con 
otras localizaciones). Los teléfonos y gateways que comparten LAN, tienen la 
misma localización. 
 
Si estamos utilizando en las comunicaciones entre Oficinas/Sedes por la RPV 
el Codec G.729, el ancho de banda estimado por el Cisco Call Manager para 
dichas comunicaciones es de 24 Kbps. 
Por lo tanto, para definir el valor de la location a reservar para una Oficina/Sede 
multiplicaremos el nº de llamadas permitidas para dicha Oficina/Sede por 24 
Kbps. 
Las localizaciones se definen en: 
CCMAdmin>System>Location> <Add a new Location> 
  Location name = <Nombre Location_Kbps> 
   Bandwith = (número de canales permitidos x 24) 
 
Tal y como vimos en la memoria del proyecto, con la configuracion de QoS 
utilizada tenemos ancho de banda suficiente para permitir el total de llamadas 
en cada oficina, por lo que solo será necesario configurar el Location en caso 
de que la oficina se encuentre trabajando por la linea de backup ADSL, en cuyo 
caso se habrá de configurar a 25Kbps. 
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Figura K.6. Configuracion Location 
 
Gracias a las locations y a las regions, se pueden implementar medidas para 
restringir el número máximo de llamadas posibles, evitando que se degrade el 
servicio, es lo que se denomina con el acrónimo CAC –Control de Acceso y 
Admisión-. 
 
 
ACTIVACIÓN DE GATEWAYS (PLAN DE MARCACION) 
 
Visión global 
 
Después de añadir teléfonos y gateways al clúster, se debe crear un plan de 
marcación para permitir que las llamadas alcancen los destinos fuera del 
clúster. Por defecto, pueden hacerse llamadas a destinos dentro del mismo 
clúster con éxito. Esto es porque todos los números del directorio que se 
registran al clúster de Call Manager pasan a formar parte del plan de marcación 
del clúster. Sin embargo, para que Call Manager dirija una llamada a un destino 
fuera del clúster, se debe proporcionar información adicional que constituirá el 
plan de marcación externo de Call Manager. 
La selección del camino que debe seguir la llamada es un elemento esencial en 
un plan de marcación. La llamada es encaminada sobre la base del número 
marcado, muy similar al enrutamiento IP. 
Existen tres tipos distintos de encaminamiento de las llamadas: 
- Encaminamiento interno (OnNet) 
- Encaminamiento externo (OffNet) 
- Encaminamiento a la Red Pública (OffNet) 
La manipulación de digítos está íntimamente relacionada con el enrutamiento 
de la llamada. Se utiliza para configurar correctamente el número llamante y 
llamado, además es necesaria para código de cliente y marcación corta y 
puede resolver solapamiento de números de directorio. 
Existen cuatro opciones de manipulación de dígitos: 
- Instrucciones de descarte de dígitos (DDI) 
- Máscara de transformación de la parte llamada/llamante 
- Máscara de traducción 
- Dígitos Prefijo 
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Los privilegios de llamada definen los destinos a los que el usuario puede 
llamar. Es Es utilizado para controlar el gasto telefónico, restringir el tráfico 
internacional, etc... 
 
Se implementa con Particiones y Calling Search Space 
 
Cuando se realiza una llamada desde un teléfono IP de Cisco, CCM analiza los 
dígitos marcados. Si este número coincide con un número de directorio DN 
registrado en el clúster CCM, éste dirige la llamada al teléfono de destino 
asociado con el DN. Este tipo de llamadas son las llamadas internas u on-
cluster. CCM gestiona las llamadas internas sin necesidad de enrutarlas a un 
Gateway externo. 
 
Cuando un teléfono IP de Cisco marca un número que no está registrado como 
DN, CCM supone que es una llamada externa u off-clúster. CCM busca la tabla 
de rutas externas para determinar dónde dirigir la llamada. CCM utiliza el 
concepto de tablas Router Pattern y Translation Pattern para determinar 
dónde y como enrutar una llamada externa. Estas tablas son muy similares a 
las de routing que un router mantiene para encaminar los datos. 
 
Se pueden crear planes de rutas basados en arquitecturas de tres niveles que 
permiten múltiples capas para dirigir una llamada así como la manipulación de 
dígitos. Los Route Pattern emparejan con números marcados y seleccionan un 
Route List que a su vez selecciona caminos disponibles para las llamadas 
salientes basándose en prioridades. 
Estos caminos en Cisco se llaman Route Groups, y es un concepto similar al 
grupo de enlaces de una centralita tradicional. Se puede pensar en un Router 
Pattern como una ruta estática con múltiples caminos que permiten priorizar. 
 
Además, para facilitar múltiples caminos para un determinado número 
marcado, el plan de marcación permite la manipulación de dígitos en cada 
camino, según los requerimientos de la red externa. Esta manipulación se 
realiza añadiendo, cambiando o eliminando dígitos del número inicialmente 
marcado.  
También se posibilita la transformación del número llamante, en aras de 
identificar a la parte llamante de la forma adecuada, según sea el camino que 
la llamada toma para salir del clúster. 
 
El flujo de la llamada externa comienza en un patrón y finaliza en el Gateway. 
Sin embargo, la creación de los componentes requeridos se realiza en el orden 
opuesto. 
Esto es porque cuando un route group señala un Gateway, el Gateway 
apuntado ya debe existir. Por lo tanto, el Gateway debe configurarse primero, 
seguido por el Route Group, después el Route List, y por último, pero no por 
ello menos importante, el Route Pattern. 
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Proceso de una llamada externa 
 
A continuación se detalla el proceso de llamada de una extensión de una 
oficina a un cliente particular: 
1- El llamante marca el número de teléfono de un cliente de la oficina. 
2- Call Manager mira estos dígitos y encuentra un patrón con el que 
coinciden. Si encuentra patrones múltiples que emparejan, usa el más 
directo (aquel que tiene menos coincidencias posibles). 
3- El Route Pattern asociado al número marcado apunta a una lista de 
rutas que a su vez apunta a uno o más grupo de rutas. 
4- La lista de rutas envía la llamada al primer grupo de rutas de la lista. 
5- El grupo de rutas apunta a uno o más gateways y se envía la llamada al 
primero de los gateways en el grupo. 
6- Si el Gateway es incapaz de ocuparse de la llamada, el grupo de rutas 
envía la llamada al siguiente Gateway en la lista. 
7- Si no existen más gateways en el grupo o si el último Gateway en el 
grupo es incapaz de dirigir la llamada, la llamada se devuelve a la lista 
de rutas y la lista de rutas envía la llamada al siguiente grupo de rutas en 
la lista. 
8- El siguiente grupo de rutas envía la llamada al primer Gateway en el 
grupo 
9- Después de que la llamada alcanza un Gateway que puede ocuparse de 
ella, la llamada se envía fuera del sistema usando ese Gateway. 
10- Si ningún Gateway está disponible, la llamada falla. 
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Figura K.7. Flujo de llamada externa 
 
 
Route Group 
 
Un Route Group permite designar el orden en que se van a seleccionar los 
gateways y trunks, permitiendo priorizar la selección de una lista de gateways y 
puertos para llamadas salientes. Los pasos a seguir para crear un route group 
son los siguientes: 
1- En Cisco Call Manager Administration, elegir Call Routing > Route/Hunt 
> Route Group. 
2- Pulsar el botón Add New. 
3- Se despliega una pantalla en la que introduciremos un nombre 
descriptivo en el campo Route Group Name. 
4- En la lista desplegable de la casilla Distribution Algorithm, escoger cómo 
Call Manager distribuirá las llamadas. 
a. Si se desea que Call Manager envíe la llamada al primer Gateway 
disponible en la lista, escoger Top Down. 
b. Cuando se escoge Circular, la llamada se dirige al Gateway que 
en la lista aparece a continuación del Gateway al que se ha 
dirigido la llamada más reciente. 
5- En la casilla Available Devices, seleccionar el Gateway que se quiere 
agregar a este grupo de rutas. 
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Previamente habrá sido necesario configurar todos los Gateways que 
queremos que formen parte de nuestro clúster. 
 
 
 
Figura K.8. Configuracion Gateway 
 
6- Ciertos gateways permiten escoger qué puertos del Gateway se quieren 
usar para este grupo de rutas. En el campo Port(s), seleccionar los 
puertos en este Gateway que se deben agregarse a este grupo de rutas. 
7- Pulsar el botón Add to Route Group. Repetir los pasos 5 a 7 para los 
gateways que se desean añadir a este grupo. 
8- Después de que se han seleccionado todos los gateways deseados, 
estos aparecen en el área Selected Devices. El orden en que estos 
aparecen en esta caja determina el orden en que se distribuyen las 
llamadas.  
9- Se puede quitar un Gateway del grupo de rutas resaltando el Gateway y 
pulsando el botón de flecha abajo situado debajo de la caja Selected 
Devices. La entrada aparece entonces en la caja Removed Devices. 
10- Pulsar el botón Save para añadir o actualizar este grupo de rutas. 
 
Route List 
 
Un Route List asocia un conjunto de Route Group en el orden de prioridad 
especificado. Un Route List se asocia con uno o más Route Pattern y 
determina el orden en que se seleccionan los Route Group. El orden controla el 
progreso de la búsqueda para encontrar dispositivos disponibles para las 
llamadas salientes. 
Los pasos a seguir para crear una Route List son los siguientes: 
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1- En Cisco Call Manager Administration, elegir Call Routing > Route/Hunt 
> Route List. 
2- Pulsar el botón Add New. 
3- Introducir un nombre suficientemente descriptivo en el campo Name. El 
nombre debe ser único en el plan de enrutamiento. 
4- En la lista desplegable del campo etiquetado como Cisco CallManager 
Group, seleccionar el grupo de Call Manager que se usará para 
determinar donde se registra el Route List. 
5- Pulsar el botón Save. Una ventana informa que al menos se debe añadir 
un grupo de rutas en esta lista de rutas. Pulsar el botón OK. 
6- Se despliega una pantalla. Nótese que debajo del grupo de CallManager 
hay una casilla etiquetada como Enable this Route List. Por defecto está 
marcada, lo que significa que el grupo de rutas está activo.  
7- Para añadir un grupo de ruta a esta lista, pulsar el botón Add Route 
Group. 
8- Se muestra la pantalla Route List Details Configuration. Desde el menú 
desplegable del campo Route Group, seleccionar el grupo de rutas 
deseado. 
En nuestro caso utilizaremos únicamente dos Route List; RL_PSTN para las 
llamadas externas y RL_MarcAbr para marcaciones abreviadas. 
 
 
 
Figura K.9. Concepto Route List 
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Figura K.10. Configuracion Route List 
 
Route Pattern 
 
Cuando se marcan los dígitos éstos se envían al CallManager, éste debe poder 
emparejar esos dígitos con un patrón. Un patrón simplemente es un juego de 
números o comodines que Call Manager empareja con el número marcado. Si 
no hay un patrón configurado en Call Manager con que emparejar los dígitos 
marcados, la llamada falla. 
Un route pattern comprende un string de dígitos y un conjunto de órdenes de 
manipulación de dígitos que dirige la llamada a un route list o a un Gateway. 
Los route pattern aportan flexibilidad al diseño de la red. Junto al route list 
dirigen la llamada a un determinado dispositivo y añaden, eliminan o modifican 
determinados dígitos del patrón. 
 X -> Este comodín empareja cualquier dígito de 0 a 9. Ejemplo 52XXX 
empareja con marcaciones de 52000 a 52999. 
 ! -> El signo de admiración empareja cualquier dígito, o cualquier 
número de dígitos. Ejemplo 55! empareja cualquier número que empieza 
con 55. Los resultados de usar (!) son casi ilimitados. 
 [] -> Los dígitos dentro de los corchetes representan un rango de 
números que pueden emparejar con un solo dígito. Ejemplo 55[2-5] 
empareja con 552, 553, 554 y 555. 
 [^] -> Los dígitos encontrados dentro de los corchetes que incluyen un 
(^) representa un rango de números que serán excluidos al emparejar 
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con un dígito. Ejemplo 55[^2-5] empareja con 550, 551, 556, 557, 558, 
559, 55* y 55#. 
 . -> El punto se usa en la manipulación de dígitos. Se usa para 
determinar qué dígitos serán descartados. Por ejemplo, si se utiliza la 
instrucción de eliminación de dígitos PreDot con el modelo 0.!, el 0 se 
descarta porque va delante (Pre) del punto (Dot). Si se marca el número 
0912485551 el 0 se descarta, quedando 912485551. 
 * -> El asterisco es un dígito válido que puede marcarse desde un 
teléfono por lo que puede ser parte de un modelo. El asterisco se usa 
como un comodín en muchas aplicaciones, pero no cuando forma parte 
de un patrón de CallManager. Ejemplo 543* sólo empareja 543*. 
 # -> La almohadilla (#) es también un dígito válido que puede marcarse. 
La almohadilla sólo debe usarse como el último dígito de un patrón. Se 
pueden usar instrucciones de descarte con este patrón, para eliminar (#) 
antes de mandar la llamada saliente. Ejemplo 542342# empareja sólo 
con 542342#. Esto es útil cuando se usa el (!) en un patrón. 
Normalmente (#) se usa después de (!) en un modelo. 
 
 
Los pasos a seguir para crear una route pattern son los siguientes. 
1- En CCMAdministrator, elegir Call Routing > Route/Hunt > Route 
Pattern. 
2- Pulsar el botón Add New. Se despliega una pantalla en la que 
introduciremos el conjunto de dígitos y comodines que configuran 
el route pattern en el campo Route Pattern. 
3- En el campo Route Partition determina qué dispositivos pueden 
acceder a este objeto. 
4- En el campo Description, introducir una descripción que 
identifique este route pattern. 
5- Determine el nivel de preferencia de este patrón en el campo 
MLPP Precedence, por defecto lo dejaremos como 
predeterminado. 
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6- De la lista desplegable del campo Gateway/Route List, 
seleccionar la lista de rutas (route list) a la que se enviará la 
llamada que empareje con este patrón de ruta. 
7- Para permitir que las llamadas que emparejen con este route 
pattern sean enrutadas, habilitar el botón Route this pattern. Para 
bloquear las llamadas, seleccionar el botón Block this pattern, 
debiendo elegir la razón por la que se desea bloquear este 
patrón. 
8- El campo Call Classification se indica si la llamada se considera 
como OffNet u OnNet. 
9- Al seleccionar la casilla Allow Device Override, el sistema utiliza la 
configuración del gateway o trunk group que utiliza la llamada 
saliente para indicar si es OffNet u OnNet 
10- En llamadas OffNet para tener un segundo tono de invitación a 
marcar después de que se han marcado los primeros dígitos, 
seleccionar la casilla Provide Outside Dial Tone. 
11- Si el dispositivo al que se está conectando requiere que cada 
dígito se envíe de uno en uno, seleccionar la casilla Allow Overlap 
Sending. 
12- Para dirigir una llamada en cuanto empareje con este patrón, 
habilitar Urgent Priority. 
13- En los campos siguientes se elige si este patrón necesita código 
de autorización, casilla Require Forced Authorization Code (FAC), 
con su correspondiente nivel, Authorization Level y código de 
cliente casilla Require Client Matter Code (CMC). 
14- Si se desea modificar la información del llamante, del llamado o 
de la parte conectada, configurar los campos que se encuentran 
debajo de la cabecera Calling Party Transformations. 
15- Pulsar el botón Save, en la pantalla que indica el reinicio del route 
list pulsar Aceptar. 
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Figura K.11. Concepto Route Pattern 
 
Se crearán tres tipos distintos de Route Patterns; para llamadas a móviles, a 
fijos y llamadas internacionales. 
 
 
 
Figura K.12. Listado de Router Patterns 
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Translation Pattern 
 
A veces, puede ser necesaria la manipulación de dígitos, tanto en los route 
patterns como en el ámbito de route group. Aquí es donde se pueden usar los 
translation patterns. Éstos permiten manipular los dígitos de la parte llamada y 
la llamante. Los route patterns también pueden cambiar CSS y la preferencia 
MLPP de una llamada. 
El cambio del número de extensión representa uno de los asuntos más 
comunes que los translation pattern pueden ayudar a resolver. 
A menudo cuando una empresa se traslada de ubicación, está obligada a 
asumir un nuevo rango de marcación DID telefónica en la nueva sede. Lo más 
probable es que el nuevo rango sea completamente diferente que el rango 
anterior. 
Cuando los últimos dígitos de un número DID de un usuario son también los 
dígitos del número de su extensión (cosa bastante normal), el usuario acaba 
con un nuevo número de extensión después del traslado.  
Como los empleados suelen usar el número antiguo de extensión, que ya no es 
válido, la llamada falla.  
Creando un translation pattern que empareje con la antigua extensión y la 
transforme en la nueva extensión, se reduce la frustración mientras los 
usuarios se habitúan al nuevo rango de numeración. 
Pongamos un ejemplo. 
Asumamos que el rango de las extensiones iniciales es 5000-5999, y que el 
nuevo rango es 7000-7999. La única parte del número de la extensión que 
cambia es el primer dígito, por lo que se crea un translation pattern 5XXX que 
cambia 5XXX a 7XXX. Cuando un usuario marca 5050, empareja con el 
translation pattern 5XXX y cambia el número llamado a 7050. Como 7050 es la 
nueva extensión, la llamada se dirige al teléfono. 
Los translation pattern utilizan los resultados de la transformación de la parte 
llamada como un conjunto de dígitos para un nuevo intento de análisis. El 
segundo intento puede emparejar de nuevo con un translation pattern. En este 
caso CCM aplica la transformación de la parte llamada y llamante de este 
patrón y utiliza el resultado para un nuevo análisis. Para prevenir bucles, CCM 
rompe la cadena después de la décima iteración. 
Los pasos siguientes muestran cómo crear y configurar un translation pattern: 
 
1- Desde CCMAdministrator, seleccionar Call Routing>Translation Pattern. 
2- Pulse el botón Add New. 
3- Aparece una pantalla similar a la mostrada en la figura. En el campo 
Translation Pattern, introducir el patrón al que se quiere emparejar la 
llamada. Por ejemplo, si se está intentando emparejar todas las 
llamadas a las extensiones de 2000 a 2999, introducir 2XXX. La sintaxis 
del campo es la misma que la vista para route pattern. 
4- El campo Partition determina qué dispositivos pueden acceder a este 
modelo. 
5- En el campo Description, introducir una descripción que ayude a 
identificar el objetivo de este translation pattern. 
6- En el campo Numbering Plan, escoger el plan de numeración apropiado. 
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7- De la lista desplegable del campo Route Filter, seleccionar el filtro de 
ruta que se va a aplicar a este patrón. Los filtros de ruta se utilizan para 
limitar que dígitos emparejan con el patrón y solo se utilizan cuando el 
patrón contiene el comodín (@). 
8- De la lista deplegable del campo Calling Search Space, seleccionar el 
CSS para este translation pattern. 
9- Determinar el nivel de prioridad que se asignará a este modelo de la lista 
deplegable del campo MLPP Precedente. 
10- Para permitir dirigir las llamadas que emparejen con este modelo, activar 
el botón Route this pattern. Para impedir enrutar las llamadas que 
emparejan con este modelo seleccionar el botón Block this pattern. 
Cuando se selecciona el botón que bloquea el modelo, se debe 
seleccionar una razón en la lista deplegable a la derecha del botón. 
11- Para proporcionar un segundo tono de invitación a marcar, marcar la 
casilla Provide Outside Dial Tone. 
12- El campo etiquetado como Use Calling Party's External Phone Number 
Mask determina si la máscara configurada en el número del directorio se 
usa para llamadas que se emparejan con este patrón. 
13- En el campo Calling Party Transform Mask, introducir cualquier máscara 
que se desee aplicar a la identidad del llamante. 
Nota: Aquí es donde la mayoría de la gente comete un error. A menudo los 
administradores introducen aquí el patrón al que se desea cambiar el número. 
Esto no es correcto. Este campo afecta a la identidad del llamante, no al 
número marcado. Para efectuar un cambio en el número marcado, cambiar al 
campo Called Party Transform Mask. Éste es un error común porque el campo 
Called Party Transform Mask no puede verse en la pantalla a menos que se 
efectúe un desplazamiento hacia abajo 
 
14- En el campo Prefix Digits (Outgoing Calls), introducir cualquier dígito que 
se desee añadir delante de la identificación del llamante. 
15- El campo Calling Line ID Presentation determina si la información de 
identificación del llamante es bloqueada para llamadas salientes que 
emparejen con este modelo. Para bloquear la identificación del llamante, 
seleccionar Restricted de la lista desplegable. Para permitir la identidad 
de llamante, seleccionar el valor Allowed de la lista desplegable. 
16- El campo Calling Name Presentation determina si la información del 
nombre del llamante es bloqueada para llamadas salientes que 
emparejen con este patrón. Para bloquear la identificación del nombre 
del llamante, seleccionar Restricted de la lista desplegable. Para permitir 
la identidad del nombre del llamante, seleccionar el valor Allowed de la 
lista desplegable. 
17- El campo Connected Line ID Presentation determina si la información de 
la línea conectada se visualiza en el teléfono de la parte llamante. Para 
bloquear la identificación de la línea conectada, seleccionar Restricted 
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de la lista desplegable. Para permitir la identidad de la línea conectada, 
seleccionar el valor Allowed de la lista desplegable. 
18- El campo Connected Name Presentation determina si la información del 
nombre de la parte conectada se visualiza en el teléfono de la parte 
llamante. Para bloquear la identificación del nombre de la parte 
conectada, seleccionar Restricted de la lista desplegable. Para permitir 
la presentación del nombre de la parte conectada, seleccionar el valor 
Allowed de la lista desplegable. 
19- El siguiente grupo de campos determina si la manipulación de dígitos se 
realiza sobre los dígitos marcados. De la lista desplegable del campo 
Discard Digits, seleccionar la instrucción de eliminación de dígitos que 
se desee aplicar a la llamada que empareje con este patrón. 
20- En el campo Called Party Transform Mask introducir la máscara que se 
desea usar para las llamadas que emparejen con este patrón. Este 
campo determina como se van a transformar los dígitos marcados. 
21- En el campo Prefix Digits (Outgoing Calls), introducir los dígitos que se 
deseen añadir delante del número marcado antes de enviarse a la lista 
de rutas. 
22- Pulsar el botón Save para implementar este translation pattern. 
En nuestro proyecto crearemos un Translation Pattern por cada DDI, es decir, 
por cada oficina crearemos dos TP, uno para el DDI cabecera del teléfono y el 
otro para el DDI del fax. Ademas se creará otro Translation Pattern para la 
marcación abreviada dentro de una misma oficina. 
 
 
 
Figura K.11. Translation pattern para la marcación abreviada 
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Categorías 
 
Después de que el sistema se configura para permitir realizar llamadas fuera 
del cluster, se necesita prevenir que ciertas llamadas puedan realizarse. 
Aunque se pueden utilizar los patrones de ruta para bloquear ciertos destinos, 
se necesita avanzar más y ver como ciertos destinos quedan bloqueados para 
algunos dispositivos, pero no para todos. 
También se necesita controlar que marcando lo mismo, usuarios de ciertas 
sedes utilicen recursos diferenciados de los usuarios de otras sedes. 
Para lograr esto se necesita configurar lo que se conoce como Calling Search 
Space (CSS) y Partitions.  
 
Partitions 
Una partition es un grupo de números de directorio (DNs) con similares 
categorías, y un CSS define que partitions son accesibles por un dispositivo en 
particular.  
Un dispositivo puede llamar solo a los DNs localizados en las partitions que 
forma parte de su CSS. Una partition comprende un agrupamiento lógico de 
DNs y pattern con características similares de accesibilidad.  
Los dispositivos que normalmente se sitúan en partitions son: DNs, route 
patterns y translation patterns. Los nombres de las partitions deben reflejar sus 
características: P_Moviles, P_PSTN, P_Internacional… 
A continuación se describen los pasos a la hora de crear un partition: 
1- Desde CCMAdministrator, seleccionar Call Routing > Class of Control > 
Partition. 
2- Pulsar el botón Add New. 
3- Se despliega una pantalla que ofrece un área en la que se puede 
introducir el nombre de la partition seguido por una descripción. Se debe 
poner una coma (,) entre el nombre y la descripción. En esta pantalla se 
pueden crear varias partitions a la vez, poniendo cada una en una nueva 
línea. La figura muestras un ejemplo de cómo agregar cinco partition de 
una vez. 
4- Después de introducir todas las partitions deseadas, pulsar el botón 
Save. 
5- Aparece una ventana informando de que se han añadido las partitions. 
 
En total definiremos una partición por cada oficina, además de tres creadas 
para llamadas a móviles, PSTN e internacionales. 
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Figura K.12. Configuracion Partition 
 
Calling Search Space 
Ahora que se han creado las partition, se puede empezar a crear CSS según 
se indica en los pasos siguientes: 
1- Desde CCMAdministrator, seleccionar Call Routing > Class of Control > 
Calling Search Space. 
2- Pulsar el botón Add New. Se despliega una pantalla como la mostrada 
en la figura. 
3- Introducir un nombre en el campo Name. El nombre debe ayudar a 
identificar el propósito de este CSS. 
4- Introducir una descripción en el campo Description. 
5- En la casilla Available Partitions se visualiza la lista de partitions 
disponibles. 
6- Resaltar la primera partition a la que se desea que el CSS tenga acceso 
y pulsar el icono de flecha descendente situado en la parte inferior de la 
casilla. Esto origina que la partition pase a la casilla Selected Partitions. 
7- Repetir el paso 6 para cada partition a la que se quiera que el CSS 
tenga acceso. Éstas deben agregarse en el orden en que se han ido 
seleccionado. 
8- Después de que todas las partitions se han agregado, se puede cambiar 
el orden en que se visualizan. Recordar que el orden en que se añaden 
determina que partition se utiliza en el caso de que un CSS contenga varias 
partitions que emparejen con el número marcado.  
9- Después de que todas las partitions deseadas se muestran en el orden 
correcto en la casilla Selected Partitions, pulsar el botón Save. 
Crearemos un Calling Search Space por cada sede de nuestro cliente. 
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Figura K.13. Configuracion CSS 
 
Grupo de Salto 
 
Un grupo de salto le permite designar el orden en el cual unas determinadas 
extensiones van a contestar las llamadas dirigidas a un número de cabecera. 
Cisco Unified CallManager puede distribuir la llamada en función de los 
miembros más disponibles o basándose en distintos algoritmos de distribución 
de la llamada. 
Para crear un grupo de salto necesitamos crear un Hunt Pilot, que es el 
número de cabecera (teléfono “virtual”) que identificará el grupo de salto. 
Se le asigna un Hunt List, que a su vez estará relacionado con un Line Group 
(grupo de teléfonos), que es donde se relacionan finalmente las extensiones. 
Line Group 
A continuación se describen los pasos para la creación de un line group: 
1- Desde CCMAdministrator, seleccionar Call Routing > Route/Hunt > Line 
Group. 
2- Pulsar el botón Add New. 
3- Asignarle un nombre al Line Group. 
4- Establecer el RNA Reversion Timeout, que será el temporizador (en 
segundos) para realizar el salto de extensión. Por defecto será de 30 
segundos, aunque podrá variar en función de las necesidades de cada 
oficina. 
5- Escoger un algoritmo de distribución (Distribution Algorithm).  
a. Top Down distribuye la llamada al primer miembro disponible del 
Line Group, siguiendo el orden en el que se han establecido. 
b. Circular distribuye la llamada al primer miembro disponible a partir 
de la última llamada. 
c. Longest Idle Time distribuye la llamada al miembro que más 
tiempo lleva inactivo, sin recibir una llamada. 
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d. Broadcast distribuye la llamada a todos los miembros del grupo, 
disponibles o no. Por defecto se utilizará este algoritmo en todas 
las oficinas, dejando fuera del grupo la extensión #01, que será la 
del director. 
6- Establecer entre las Hunt Options el comportamiento a seguir cuando un 
miembro del grupo esté ocupado o no conteste. 
7- Por último escogeremos las extensiones que formarán parte de nuestro 
Line Group y las colocaremos en orden dentro de la lista.  
 
 
Figura K.14. Configuracion LG 
 
Hunt List 
Los pasos para la creación de un Hunt List se describen a continuación: 
1- Desde CCMAdministrator, seleccionar Call Routing > Route/Hunt > Hunt 
List. 
2- Pulsar el botón Add New. 
3- Le damos un nombre y una descripción informativa. 
4- Aplicamos el Cisco Unified CallManager Group en el cual va a formar 
parte. 
5- Seleccionamos los Line Group que queremos englobar dentro de este Hunt List 
y que habremos creado anteriormente. 
6- Pulsamos sobre Save 
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Hunt Pilot 
 
1- Desde CCMAdministrator, seleccionar Call Routing > Route/Hunt > Hunt 
Pilot. 
2- Pulsar el botón Add New. 
3- Establecemos el número de teléfono que hará de cabecera en Hunt 
Pilot. 
4- Le asignamos la Partition en la que va a incluirse. 
5- Seleccionamos el Hunt List que hemos creado en la tarea anterior de 
entre los que aparecen en el desplegable. 
6- Tenemos la opción de elegir entre enrutar este patrón o bloquearlo. 
7- También podemos asignar desvíos sobre este número de cabecera, al 
igual que se hace sobre los DN.  
8- Pulsamos sobre Save.  
Administración de la plataforma Cisco IPT 
 
La plataforma Cisco IPT nos permite comprobar y gestionar una serie de 
funcionalidades básicas de CCM: 
- Comprobar software, hardware, CPU y estado de la memoria. 
- Comprobar y actualizar direcciones IP. 
- Realizar ping a otros elementos de la red. 
- Gestionar servidores NTP. 
- Actualizar software. 
- Cambiar versiones y reiniciar el sistema. 
Las funciones de administración de la plataforma pueden ser accedidas a 
través del GUI (Graphic User Interface) o del CLI (Command Line Interface). En 
nuestro proyecto toda la administración del CCM se hará a través de la interfaz 
gráfica, ya que es mucho más sencilla e intuitiva. 
Dentro del Cisco IPT encontramos una serie de menús. A continuación se 
muestran algunos de ellos: 
 
Menú “Show”: 
- Cluster: Muestra el hostname, IP address, alias y función del nodo. 
- Hardware: Muestra el modelo, número y tipo de procesadores, 
memoria total, … 
 
Figura K.15. Detalles Hardware 
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- Logs: Necesita tener instalado RTMT (Real-Time Monitoring Tool). 
- Network: Muestra el DHCP, MAC address, speed/dúplex de la NIC, 
IP address/máscara, etc… 
- Software: Muestra las versiones de SW active e inactive y las 
opciones del SW instalado. En nuestro caso la versión del CCM 
utilizada será la 6.1.5, tal y como podemos observar en la imagen. 
 
 
Figura K.16. Version software Cisco Call Manager 
 
- System: Muestra el hostname, time zone, utilización de CPU, uso de 
memoria, espacio en disco, etc… 
Menú “Settings”: 
- IP: Muestra o cambia la dirección IP del sistema o del First Node 
(Ethernet del CCM o del Publisher) 
- NTP Servers: Añade o elimina un servidor NTP o cambia la dirección 
IP del existente. 
- SMTP: Modifica el nombre o dirección de SMTP. 
- Time: Cambia la fecha y hora del sistema. 
Menu “Restart”: 
- Current Version: Reinicia el sistema en la partición actual sin cambiar 
de versión. 
- Shutdown System: Apaga el sistema. 
- Switch Versions: Apaga el sistema y reinicia utilizando la versión de 
software de la partición inactiva. 
Menu “Security”: 
- Certificate Management: Gestiona certificados, CTLs y CSRs.  
o También podremos subir, descargar, borrar y regenerar 
certificados desde su propio submenú. 
o A su vez podemos comprobar y cambiar la configuración de 
monitorización y notificación de tiempo de expiración de 
certificados. 
- IPSec Management: Gestiona las políticas de IPSec. 
o Muestra o actualiza las políticas IPSec. 
o Podemos establecer las nuevas políticas y asociaciones de 
IPSec. 
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Menu “Software Upgrades”: 
- Install/Upgrade: Instalar o actualizar software, tales como nuevas 
versiones de CCM o CSA (Cisco Security Agent). 
o Las opciones de instalación pueden ser a su vez 
actualizaciones del firmware de los teléfonos, firmware de los 
gateways, del dial plan, etc. 
- Upload TFTP Server File: Subir tonos de teléfono propios, tonos de 
callback propios y fondos de teléfono personalizados. 
 
ACTIVACIÓN DE TELÉFONOS IP 
 
Tal y como hemos comentado anteriormente el autoregistro permanecerá 
deshabilitado, de este modo la instalación de nuevos teléfonos IP no 
desencadenará el registro automático de los mismos en los equipos Cisco Call 
Manager, dicho registro se realizará de manera controlada, según los 
procedimientos descritos a continuación. 
Los teléfonos IP se instalarán en la LAN del Cliente con la configuración de 
fábrica. 
El Teléfono IP de Cisco es identificado por la dirección MAC del equipo, dicha 
dirección MAC aparece en una etiqueta  del teléfono. 
En la arquitectura LAN del Cliente, se creará por lo general una VLAN para el 
tráfico de Datos y otra VLAN para el tráfico de VOZ. 
Los teléfonos IP con switch interno conectados al Switch del cliente, podrán 
actuar como Switch para el PC del cliente. 
El teléfono IP, tratará de  buscar un Servidor DHCP para la asignación 
dinámica de la dirección IP al teléfono. El EDC facilitará al Cisco Call Manager 
el rango que podrá utilizar para proporcionar IPs a los teléfonos de una misma 
oficina, y será éste el que las proporciones. El Servidor DHCP, es decir, el Call 
Manager, asignará al Teléfono IP,  además de una dirección IP del Pool  
reservado a la VLAN de VOZ, la dirección IP del Servidor TFTP, del cual 
deberá obtener la configuración del Teléfono IP asociada a su dirección MAC. 
Dicha asignación se realiza en base a la opción 150 del servidor DHCP. 
El servidor TFTP se encontrará alojado en los dos Subscribers de backup. 
 
ACTIVACIÓN DE FACILIDADES DE TELEFONÍA 
 
Existen una serie de facilidades de servicio que ya aparecen activadas por 
defecto con la instalación del Call Manager, pero para otras será necesario 
establecer una serie de configuraciones para hacer uso de estas facilidades. 
A continuación se describen algunas facilidades que es necesario configurar: 
− Call Pickup 
− Extensión Movility 
− Retrollamada 
− Música en espera 
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Call Pickup 
 
Se trata de coger la llamada que va dirigida a una extensión perteneciente a un 
grupo de teléfonos. Esta funcionalidad va a asociada directamente a la 
agrupación de teléfonos cercanos. Cuando suena una llamada dirigida a un 
teléfono, pulsando la opción de captura de llamadas desde un teléfono del 
grupo, se captura la llamada. Se pueden capturar llamadas dirigidas a otros 
grupos tecleando el número de captura de dicho grupo. 
Crearemos un Call Pickup Group por cada sede, y cada extensión de una 
misma oficina la asociaremos a dicho Call Pickup. 
1- Desde CCMAdministrator, seleccionar Call Routing > Call Pickup Group 
2- Pulsar el botón Add New. 
3- En Call Pickup Group Name asignamos un nombre que identifique la 
oficina con el concepto de call pickup 
4- En Call Pickup Group Name pondremos 1 <codigo de oficina> 99, por 
ejemplo el call pickup group name de la oficina o0013 será el 1001399. 
5- Pulsamos sobre Save.  
 
Extensión Movility 
 
La función de Extension Mobility dentro del Cisco Unified CallManager permite 
a los usuarios acceder temporalmente a las funciones de su teléfono, tales 
como líneas, servicios y marcaciones rápidas desde cualquier teléfono que 
tenga habilitado para ello. 
Para conseguirlo es necesario crear un Device Profile adecuado para cada 
modelo de teléfono IP que vayamos a tener en nuestro cliente y luego asociar 
estos Device Profile al usuario deseado. 
 
A continuación se muestran los pasos necesarios para la creación de la 
facilidad de Cisco Extension Mobility: 
 
1- Desde CCMAdministrator, seleccionar Device > Device Settings > 
Device Profile. 
2- Pulsar el botón Add New. 
3- Elegimos el modelo de teléfono que queremos.  
4- Seleccionamos el protocolo que va a utilizar el teléfono para 
comunicarse con el CallManager (SCCP). 
5- Le damos un nombre y una descripción al Device Profile. 
6- Terminamos de configurar el resto de parámetros de forma similar a 
como haríamos con una extensión normal.  
7- A continuación hay que configurar la extensión haciendo click sobre Line 
[1] a la izquierda arriba. Si la extensión ya existía se autocompletarán el 
resto de parámetros igual que la extensión a la que hace referencia. 
8- Por último se crea el usuario en User management > End User. 
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9- Indicamos el usuario, su password y su PIN. Asimismo ponemos el 
nombre, apellidos y extensión que aparecerá en el Directorio 
Corporativo, así como el idioma. 
10- Podremos asociar un Device específico a este usuario para permitirle al 
usuario modificar ciertos parámetros de la configuración del teléfono. 
11- Asociamos el Device Profile que hemos creado al principio y salvamos 
los cambios. 
Retrollamada 
 
El teléfono A (TFA) llama al teléfono B (TFB) , que está comunicando, o 
simplemente no contesta a la llamada por no estar disponible. El teléfono A 
insta la retrollamada al CM, por lo que cuando B libere su comunicación en 
curso, o exista una indicación de que el usuario está disponible, se avisará 
automáticamente a TFA, para que reintente la llamada automáticamente. TFB 
debe ser un teléfono que dependa del CM. No funciona con llamadas externas. 
 
Música en espera 
 
La música en espera (MoH) se genera en el CM y se retransmite hacia los 
dispositivos ocupando un canal de voz en sentido CM -> Teléfono que 
escucha. Se inicia cada vez que un teléfono A retiene una llamada (Espera, 
Aparcado, en el inicio de una conferencia, etc). La música se ofrece al otro 
teléfono que estaba conectado con TFA. Se ofrece MoH a todos los teléfonos, 
incluidas las llamadas externas. El TFA (que provoca la MoH) es el que tiene 
configurada la música que va a escuchar el TFB, pudiendo ser distinta para 
cada usuario. 
La MoH es generada en el CM a partir de ficheros WAV ó incluso MP3, y se 
transforma automáticamente a todos los formatos de códec definidos en el CM 
(G711, G729). Se seleccionará uno u otro códec en función de la región del 
destino del MoH.  
Puede haber diferentes ficheros de música, y se pueden asignar a diferentes 
teléfonos. 
Se configura el servidor de MoH. Se puede ver el servicio de MoH, que por 
defecto está activado en todos los CM del Cluster, aunque en nuestro caso, los 
servidores de MoH correrán en los dos subscribers principales. 
La música en espera se asigna a cada Device Pool o a cada teléfono por 
separado.  
CCMAdmin>System> Device Pool> (selección del dispositivo mediante link 
izda.) 
ó 
CCMAdmin>Device>Phone> (selección de teléfono con [Find]) 
User Hold Audio Source = (MoH seleccionada de las disponibles 
mediante lista expandible) 
Network Hold Audio Source = (Se puede configurar otra música distinta 
cuando la causa de la espera la provoca la red). 
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DISASTER RECOVERY SYSTEM 
 
Cisco DRS proporciona funcionalidades de backup y restore para nuestro Cisco 
Unified CallManager (CUCM). Realiza backups de la información del clúster y 
permite elegir los nodos a restaurar, además, permite realizar los backups 
programados de forma automática o a petición del usuario, guardando los 
backups en un disco físico o en un servidor SFTP remoto. 
DRS se componente de dos agente distintos: 
- Master Agent: se encarga de almacenar la configuración, controlar el 
backup y el restore y se comunica con los dispositivos de 
almacenamiento (disco físico o servidor SFTP).  
- Local Agent: ejecuta las tareas de backup y restore. 
El Master Agent se ejecuta de forma automática en el First Node (Publisher) y 
los Local Agents lo hacen en todos los nodos del clúster. 
Cisco DRS realiza copia de seguridad de funcionalidades. Al seleccionar una 
funcionalidad se incluyen en dicha copia todos sus componentes. 
 
 
 
Para realizar un backup del CUCM se han de realizar los siguientes pasos: 
1- Configurar las funcionalidades de las que se va a hacer copia de 
seguridad, tal y como veíamos en la imagen anterior. 
2- Configurar el destino (disco físico o servidor SFTP); en este caso 
utilizaremos un servidor SFTP ubicado en el edificio central de 
Barcelona del cliente. 
3- Configurar un backup: 
a. Backup manual. 
b. Backup programado; se configurará para que se realice el backup 
cada viernes a las 22:30 horas. 
Si necesitásemos restaurar un backup habríamos de realizar los siguientes 
pasos: 
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1- Elegir la ubicación del fichero. 
2- Elegir el fichero de backup. 
3- Elegir las funcionalidades que deseamos restaurar.Elegir los nodos. 
Para restaurar un clúster entero, primero debe restaurarse el First Node 
y después el resto. 
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ANEXO L. IMPLANTACION DE LA NUEVA 
INFRAESTRUCTURA 
 
En este anexo se presenta el procedimiento de migración de 500 oficinas de 
cliente para la integración de la red de datos y voz en una única red 
multiservicios. 
En la elaboración de la propuesta se han tenido en cuenta las intervenciones 
que afectan al servicio de las sedes y la complejidad de los trabajos debido a 
los diferentes grupos que actúan interna y externamente. 
Se propone la migración en dos fases: 
 
FASE 1: Instalación. NUEVA INFRAESTRUCTURA  
 
Esta fase no tiene afectación en el servicio de la oficina. 
En esta fase, por un lado se recoge toda la información de la oficina a migrar y 
por otro lado, se realizan los trabajos de instalación de los accesos principal, 
backup (en los casos en que proceda) y el router, y el depliegue del CORE de 
ToIP (Sede central) procediendo a realizar las configuraciones previas 
necesarias. 
- Instalación, configuración y pruebas de los servidores Call Managers 
y Gateways en la sede central. 
- Configuración y pruebas en 2 pilotos instalados en la Sede Central. 
- Alta de Primarios Físicos y su conexión con los gateways de voz. 
Los datos a confirmar con la oficina a migrar son los siguientes: 
- Número de oficina. 
- Cantidad de teléfonos 7941 y 7911.  
- Cantidad de ATAs.  
- Flujo de llamadas de la oficina. 
- Extensiones.  
- Numeración que será portada. 
Una vez confirmados estos datos se realizarán las configuraciones pertinentes 
en la plataforma de telefonía. 
 
Requerimientos FASE 1: 
 
- Puntos de alimentación eléctricos con disponibilidad 24 horas: 
o Sedes tipo 1: 5 puntos (Router + Fuente PoE + 2 CdM + ATA) 
o Sedes tipo 2: 4 puntos (Router + Fuente PoE + CdM/UTR + 
ATA) 
- Espacio en Rack: 
Es necesario desponer de 1 bandeja y 5 U´s para el material a 
instalar. 
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FASE 2: Migración Datos y Voz 
 
Migración sin corte de servicio 
 
El día de la migración se debe realizar las siguientes tareas: 
1- Comprobar con el director de la oficina que el material que lleva es el 
solicitado por cliente. Aclarar que los teléfonos tienen que venir provistos 
de su cable de red. Para el caso de averías o necesidades añadidas, el 
técnico debe llevar dos teléfonos IP del tipo 7911G, dos del tipo 7941G, 
dos conversores analógicos a IP ATA 186 2P, dos latiguillos RJ45/cat-6 
y regletas de alimentación. Este material se retirará al final de la 
migración si no ha sido necesario. 
2- Comprobar con el director de la oficina que las funcionalidades, la 
presentación de nombres/extensiones y el flujo de llamadas, son los 
solicitados por cliente. 
3- Comprobar que no va a tener dificultades de ubicación de los nuevos 
teléfonos. 
4- Probar que todos los teléfonos se registran al conectarlos en las 
diferentes bocas PoE del router/switch Teldat. Si no registran, el técnico 
desplazado debe probar de probar el teléfono en otra boca, cambiar el 
cable y el teléfono. En caso de seguir sin registrar se debe revisar en 
remoto la configuración del router y los Call Manager. 
5- Una vez registrados los teléfonos, realizar con uno de ellos, una serie de 
llamadas para probar el correcto funcionamiento de éstos (llamada a la 
red PSTN, móviles, llamadas internas…) 
 
Migración con corte de servicio 
 
Esta fase tendrá lugar a partir de las 15:00h, horas en que las oficinas han 
cerrado de cara al público. Se deben realizar las siguientes tareas: 
1- Desconectar los cables que hay enchufados en el switch de cliente para 
volverlos a conectar en los módulos de switch existentes en el EDC 
Teldat, siguiendo la distribución de puertos indicada en el capítulo 3 de 
la memoria. 
2- Conectar los teléfonos IP en los puntos de red donde están conectados 
los PCs o otra disponible, etiquetarlos con su extensión y comprobar que 
se registran de nuevo los teléfonos sin ningún problema.  
3- Conectar los PCs a los puertos del microswitch que llevan los teléfonos 
IP y comprobar que tienen acceso a las aplicaciones corporativas. 
4- Desconectar el cable ADSL del router antiguo de cliente y conectarlo en 
el nuevo EDC Teldat. 
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5- Realizar la migración de la numeración en base a los formularios 
enviados por oficina, donde se especifican las líneas y DDI´s a portar. 
Después realizar las comprobaciones pertinentes de la fase de 
validación (comprobación de grupo de salto y de captura, comprobación 
de la numeración, envio de fax…).  
Los trabajos suponen una pérdida del servicio de voz de unos 15 
minutos aproximadamente. 
6- Se ha de realizar la retirada de equipos antiguos. En cada sede 
dispondrán de un número X de teléfonos analógicos que retiraremos 
para instalar los nuevos teléfonos IP. La retirada y sustitución se hará de 
acuerdo a los puestos de trabajo solicitados por cliente en el formulario. 
Todas las oficinas cuentan con una centralita analógica modelo 
ALCATEL OmniPCX 4X00 que retiraremos juntos a los terminales 
analógicos una vez se haya planificado y realizado una migración 
progresiva de los teléfonos para que la operatividad de los usuarios se 
vea afectada lo menos posible. 
El técnico también deberá retirar el router Teldat ATLAS 150 y el switch 
Cisco Catalyst 2960 24 puertos de que dispone la oficina. 
Todos los equipos forman parte de un programa de recompra con el que 
el cliente se verá beneficiado al no tener que hacerse cargo del 
equipamiento a sustituir. 
Notas: 
En caso de un funcionamiento incorrecto de estos elementos (accesos, Router, 
Fuente PoE) o de la migración de la numeración que afecten al servicio, se 
procederá a la marcha atrás de la migración de la sede. No se dará marcha 
atrás en caso de terminal IP defectuoso, incluído ATA, averías en backup o 
puertos defectuosos del router/switch que afecten como máximo a dos puestos 
de trabajo. 
 
 Requerimientos FASE 2: 
- Reconexión de cableado. 
- El cableado LAN de la oficina debe cumplir con los requisitos de Cat 
5 como mínimo. 
- Ubicación de Teléfonos: Será realizado por el técnico desplazado 
según indicaciones de cliente en cada uno de sus respectivos 
puestos de trabajo. 
- Responsable cliente:  
Es necesario disponer de un responsable de cliente en cada sede 
que tenga conocimiento de la infraestructura a instalar y de su 
ubicación física y que una vez finalizada esta fase, valide el buen 
funcionamiento de todos los servicios para dar por concluida la 
actuación. 
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VALIDACIÓN 
 
En este capítulo posterior a la fase de implantación validaremos la solución. 
Elaboraremos un plan de aceptación de la solución, en la que se certificará el 
funcionamiento correcto de la solución adoptada. 
Dicho plan se divide en dos etapas: pruebas preportabilidad y postportabilidad. 
 
PRUEBAS PREPORTABILIDAD 
 
Hemos elaborado un plan de aceptación para el sistema de telefonía IP. 
Consiste en una serie test que certifican ciertas funcionalidades con las que 
debe cumplir el sistema. 
Las pruebas de las que consta este plan son las siguientes: 
 
Detalle de la Prueba  Resultado  
Comprobación gestión equipo. OK  
Hacer 10000 pings a la IPWan de Macrolan.                                                                                       OK   
Comprobación Fuente POE. OK  
Realizar una siga de la ADSL comprobar que los parámetros sean 
correctos 
OK   
Configuración CCM  OK  
 
 
 
Una vez comprobado el estado del router y de las líneas se comprueba el 
correcto funcionamiento de las llamadas.  
Las pruebas se realizarán entre los teléfonos de la oficina y unos teléfonos 
maqueta especialmente montados para realizar las pruebas durante la 
migración. 
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Origen Destino Detalle de la Prueba  
Número A 
- 
Especificar 
extensión 
origen 
Número B 
- 
Especificar 
extensión 
destino 
Resultado 
(OK/NOK) 
Central CallManager 
Configurar el Hunt 
Pilot asociado a la 
oficina. 
- -  OK 
Telf. 
Oficina 
Telf. 
Maqueta 
Llamada entre 
oficinas por 
numeración interna. 
1003302  1050401    OK 
Telf. 
Oficina 
(#xx) 
Telf. 
Oficina 
(#xx) 
Llamada dentro 
oficina por 
numeración interna 
de 2 dígitos. 
 1003303  1003304   OK 
Llamada 
Fax 
Oficina 
Llamada 
Fax 
Maqueta 
El tecnico conectara 
un telefono analogico 
al puerto 1 del ATA y 
llamara al telefono 
analogico de maqueta 
1003309  1050409   OK 
Llamada 
Fax 
Maqueta 
Llamada 
Fax Oficina 
Se  llamara por el 
telefono analógico 
maqueta al número 
del FAX de la oficina 
(extension corta) 
1050409  1003309   OK 
Central SEDE 
Comprobar todos los 
teléfonos están  
configurados a 10Full. 
Entrar en http://<IP 
Telefono>  y en 
"Configuracio de 
xarxa" verificar que 
los dos puertos están 
en 10Full 
- - NOK  
 
Todos los teléfonos Cisco IP Phone vienen configurados de fábrica en modo 
autonegociación, por lo que se le indica al técnico desplazado encargado de la 
instalación de los teléfonos que los configure correctamente a 10 full, velocidad 
a la que también están configurados los puertos del router donde van 
conectados dichos teléfonos y las tarjetas de red de los PCs que iran 
conectados a estos teléfonos. 
Las pruebas anteriormente indicadas se realizan con los teléfonos conectados 
directamente al router. 
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PRUEBAS POSTPORTABILIDAD 
 
A continuación se muestran las pruebas realizadas tras la portabilidad de la 
numeración y con los teléfonos correctamente conectados en los puestos de 
trabajo indicados por el responsable de la oficina. 
 
Origen Destino Detalle de la Prueba  Número A  Número B  
Resu
ltado 
(OK
/NO
K) 
Telf. Analogico ADSL Telf. Maqueta 
Conectar telefono análogico 
al splitter y comprobar que 
hay comunicación. 
 933752248  934842030 OK  
Telf. Oficina PSTN 
Se ha de escuchar ring-back 
y establecerse conversación. 
933755472   934842030  OK 
Telf. Oficina PSTN-Móvil 
Se ha de escuchar ring-back 
y establecerse conversación. 
 933755472 636617422  OK  
Telf. Maqueta 
Telf. Oficina 
(DDI) 
Comprobar que al llamar al 
cabecera el grupo de salto 
configurado funciona 
correctamente 
934842030  933755472  OK  
Telf. Maqueta 
Telf. Oficina 
(DDI) Grupo 
Captura 
Llamar al cabecera y 
capturar la llamada desde 
una extensión que 
pertenezca al al grupo de 
captura. 
934842030   933755472  OK 
Telf. Maqueta 
Telf. Oficina 
(DDI) Grupo de 
Salto 
Llamar al cabecera y 
verificar que suenan todos 
los telefonos que están en el 
grupo de salto.  
934842030   933755472  OK 
Fax Maqueta Fax Oficina (DDI) 
Enviar FAX de final de 
Instalación.  
934793019 933755473   OK 
Fax Oficina Fax Maqueta 
Recibimos el FAX firmado 
por el delegado de la oficina 
confirmando que la 
migración ha terminado. 
933755473  934793019 OK  
 
Tras estas pruebas se comprueba el correcto funcionamiento de los equipos de 
datos (impresoras, cajeros, PCs…) y se da una breve explicación del 
funcionamiento de los nuevos teléfonos IP. 
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ANEXO M. VALORACION ECONOMICA 
 
En el siguiente anexo podremos apreciar la valoración economica de 
este proyecto. 
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