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Scale-freeOne of the important goals in systems biology is to infer transcription network based on gene expression
data. Validation of the reconstructed network often requires benchmark datasets, e.g. gene expression data,
which are usually unattainable. Synthetic datasets are therefore often needed to test the structure learning
algorithms in a fast and reproducible manner. However, due to the lack of knowledge about the gene
expression proﬁles, synthetic datasets may not resemble the biological reality. Here we present a
computational tool, namely, ReTRN (Real Transcriptional Regulatory Networks) for extracting subnetworks
from known transcription network and for generating corresponding gene expression data. By comparing
with other implementations, we demonstrate that the network generated by ReTRN possesses scale free
property, which resembles the biological reality. Moreover, ReTRN simultaneously generates gene
expression data reﬂecting the temporal relationship in gene expression. We conclude that ReTRN provides
a valid alternative to existing implementation and can be widely used in systems biology research.
© 2009 Elsevier Inc. All rights reserved.Introduction
The development of microarray technology has made it possible to
obtain a global picture of gene expression proﬁles under various
internal and external cues. These high throughput data provide
invaluable information for developing computational tools to infer
gene regulatory networks, which is one of themost important goals in
systems biology. Most of the real world transcription networks are
known to possess the scale-free topology [1]. The most important
characteristics of the scale-free networks is that the degree distribu-
tion follows the power law. The scale-free transcription networks
contain a small number of nodes with a large number of links and a
large number of nodes with very few links. The highly connected
nodes are identiﬁed as the “hub” genes that likely play important
regulatory roles. Different computational algorithms have been
proposed to simulate the transcription networks, such as Boolean
Networks [2,3], Gaussian Networks [4], Bayesian Networks [5,6], and
Dynamic Bayesian Networks [7], etc.
Validation of the reconstructed network requires prior knowledge
about the real transcription network and corresponding microarray
data, which are often unattainable or incomplete. As a consequence,
simulated datasets are frequently used for benchmark structure
learning algorithms. Several computational tools have been devel-
oped to generate network topology and simulate the correspondingll rights reserved.gene expression data, e.g. AGN(Artiﬁcial Gene Networks) [8],
GeneSim(Gene Simulator) [9], and SynTReN (Synthetic Transcrip-
tional Regulatory Networks) [10]. In SynTReN, simulated synthetic
source networks were used for subnetwork extraction. A randomly
selected node either with or without all of its neighbors are ﬁrst
selected as initial graph, and all the other neighbors are then added to
the graph in the iterative process. Only nodes with at least one link to
the current graph are retained.
In a living system, genes are ﬁrst transcribed into mRNAs, which
are then translated into proteins. Many proteins (e.g. transcription
factors) need to be post-translationally modiﬁed before exerting their
function. Therefore, a discrepancy of time at which the expression of
the regulatory genes (e.g. transcription factors) and the genes they
regulate often exist [15–18]. Such information has been used to guide
the reconstruction of gene regulatory networks. Genes show mRNA
change at earlier time points are considered as potential regulatory
genes whereas those show changes at later time points are potential
targets of the regulators [19]. In order to accurately evaluate topology
learning algorithms, simulation of synthetic gene expression data that
reﬂect the temporal relationship of gene pairs is critical. However, the
current implementations fail to take the temporal complexity issue
into consideration. To tackle this, we integrate real gene expression
data into the proposed network generator instead of the simulated
expression data. Contrast to SynTReN , our method uses previously
known transcription network as source network to extract subnet-
work, and our algorithm adds only parental nodes instead of all the
neighboring nodes (we call it parent addition) during the iteration
process to maximally retain the regulatory relationship between
Fig. 1. Average clustering coefﬁcient versus average path length for random graphs and the biological networks. ER: Erdös-Rényi model, WS: Watts-Strogatz model, BA: Barabási-
Albert model, Cluster addition: Subnetwork generated by cluster addition algorithm, Parent addition: Subnetwork generated by parent addition algorithm, Complete: Source
network of S. cerevisiae.
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that our method outperforms others and can be widely used in
systems biology research.
This software tool, namely ReTRN Real Transcriptional Regulatory
Network), is implemented in Matlab and can be downloaded from
supplementary ﬁle.
Result and discussion
Comparison with random graph models
Random graph models or scale free models, such as, Erdös-Rényi
(ER) [11], Watts-Strogatz or small-world (WS) [12], and Barabási-
Albert or scale-free models (BA) [13], have been commonly used to
generate synthetic regulatory networks. Using these 3 existing
models, 3 source transcription networks, each contains 300 nodes
(genes), are generated. Subnetworks are then extracted from the
source networks using SynTReN (cluster addition) [10] and ReTRN
(parent addition) respectively. The topological property of all the
generated networks are compared and contrasted (Fig. 1 and Fig. 2).Fig. 2. Average indegree versus average path length for random graphs and the biological ne
Cluster addition: Subnetwork generated by cluster addition algorithm, Parent addition:
S. cerevisiae.Average clustering coefﬁcient describes the clustering property
of the network. The larger the coefﬁcient, the more clustered and
modular the network appears to be. Average path length denotes
the average length between nodes and larger average length value
suggests that more intermediate nodes are needed in order to
connect two nodes. Average indegree represents the density of the
network.
As illustrated in Fig. 1, the average path lengths of the two
subnetworks generated using Cluster addition and Parent addition
model are much shorter than that of networks generated using other
models. The Average clustering coefﬁcients of the two networks are
more similar to the true value, while those for WS and BA model are
lower. ER model tends to dramatically increase the average clustering
coefﬁcient when the average path length is relatively low, which does
not resemble the topological characteristics of the real biological
network either. The results suggest that Cluster addition and Parent
addition model outperform the random graph models and approxi-
mate the statistical property of real biological networks.
The real biological network has lower average indegree value
(Fig. 2). Subnetworks generated using Cluster addition and Parenttworks. ER: Erdös-Rényi model, WS: Watts-Strogatz model, BA: Barabási-Albert model,
Subnetwork generated by parent addition algorithm, Complete: Source network of
Fig. 3. (a) An example network generated by ReTRN. The network contains 31 nodes and 107 edges. (b) Degree distribution plotting showing the scale free property of generated
network.
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performs better than other two models in terms of average path
length and average indegree, which are the lowest among the three
models. This indicates that it is difﬁcult to generate networks with
scale free topology using random graph models. Cluster addition and
Parent addition method outperform the BA model in terms of
network topological parameters.
Comparison between parent addition and cluster addition methods
Comparison of Cluster addition and Parent addition show that
both generate subnetworks with similar average path length as that
of the real network. Parent addition method generates subnetworks
better resemble the real network in terms of Average clustering
coefﬁcient, while Cluster addition model performed slightly better
with regard to the Average indegree value. However, parent
addition method tends to retain all the parental nodes (regulatory
genes) compared to cluster addition method. This feature is critical
because the expression of child nodes(gene) are often determined
by their parent nodes (regulatory genes), and coordination of
various regulatory genes are commonly found in all the cellular
processes (e.g. several transcription factors may interact with each
other to form regulatory complex). Missing one of the regulatory
genes (parent nodes) will signiﬁcantly affect the accurate inference
of regulatory relationship between genes. In parent addition
method, all the parent nodes are retained to avoid the regulatory
information loss.
Previous research suggest that biological networks possess scale-
free [14] property, which is indicated as most nodes having limited
number of connected edges whereas only few nodes being densely
connected. To examine the network topology, we use ReTRN to
generate a network with 31 nodes (genes) and 107 edges (regulatory
relationships between genes). As illustrated in Fig. 3a, the scale-free
topological feature of the network can easily be visualized.
The scale-free property of generated network can also be revealed
by a degree-distribution plotting. We use ReTRN to generate 100
networks and the degree distribution is illustrated in Fig. 3b. As seen,Fig. 4. Heat map of time course gene expression data generated by ReTRN. Corresponding g
time course, indicating they presumably either regulate other genes or being regulated by93.4% (27844/29816 of the nodes has degree value of 1∼10, while
6.6% of the nodes has degree value of N10.
We then retrieve the corresponding gene expression data of all the
nodes and conducted K-means clustering. Proﬁle plot and heatmap
analysis (Fig. 4) show that the entire genes exhibit altered expression
over the time course. This indicates that these genes are presumably
either regulating other genes or being regulated by others. Such
network topology is suitable for validation of structure learning
algorithms dealing with temporal complexity issue in gene
expression.
Comparison of simulated and real gene expression data
To further compare the feature of generated gene expression
data using ReTRN and SyNTRen, the temporal distribution of gene
expression is summarized in Fig. 5.
Here we deﬁne change point (CP) as the ﬁrst time point at
which the gene expression starts to change (fold change value
N1.2x or b0.7x). As illustrated in Fig. 5, majority of the CP for genes
in the SyNTRen-simulated dataset center at the ﬁrst 2 time points
(4800/5000=96%), with the highest portion of genes (4400/
5000=88%) showing transcript change at the ﬁrst time point. For
the ReTRN-extracted real gene expression data, however, only about
half of the genes (2790/4979=56%) show expression change at the
ﬁrst time point. This clearly demonstrates that ReTRN outperforms
SyNTRen in generating gene expression datasets with higher
temporal complexity.
In probability theory and information theory, the mutual infor-
mation (MI) of two random variables is a quantity that measures the
mutual dependence of the two variables. Mutual information can be
used to describe the correlation between gene expression levels, and
therefore infer the possible regulatory relationship between genes
[20–25]. The MI between all the possible given gene pairs in the 100
networkswere illustrated in Fig. 6. As shown,most of the gene pairs in
the real expression data have rather low MI value. On the other hand,
the MI values for gene pairs in the synthetic data are mostly either at
the high end or at the low end. Although it is easier to infer theene expression data is generated and all the genes exhibits altered expression over the
others.
Fig. 5. Distribution of change point (CP) for real gene expression data and synthetic data.
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biological reality and therefore is not reliable for validation of the
benchmark structure learning algorithms.
Conclusion
Validation of benchmarking structure learning algorithms requires
synthetic regulatory network and corresponding gene expression. The
difﬁculty of simulating such data using random graph model has been
well recognized. In the present work, we compare and contrast the
topology of networks generated using different network generators.
We demonstrate that random models are not suitable for generating
reliable network topology resemble the biological reality. We develop
a parent addition method to extract subnetwork from real transcrip-
tion network and achieve comparable results with previous imple-
mentation. Although the topology of the two networks generated by
parent addition and cluster addition are similar, it is important to
emphasize that parent addition method maximally preserve the
regulatory relationship in the derived subnetwork, and is more
suitable for validation of structure learning algorithms.Fig. 6. Distribution of mutual information (MI) for real gene expression data and
synthetic data.Generating corresponding gene expression data for the nodes in
the network is equally important. Current implementations for
simulation of gene expression data fail to take the temporal
complexity issue into consideration. ReTRN overcomes this limitation
by integrating real gene expression data instead of synthetic data. By
comparing the distribution of CP and MI of real gene expression data
and synthetic data, we demonstrate that synthetic data generated by
current implementation deviates greatly from biological reality.
In conclusion, ReTRN extracts reliable subnetworks from real
transcription network and simultaneously generates corresponding
gene expression data to address the temporal complexity issue in
gene expression. We believe that this software package can serve
as a useful tool for accurate validation of various structure learning
algorithms.
Materials and Methods
Source regulatory network
The source network,which is the documentedyeast gene regulatory
network, is downloaded fromYEASTRACT Error! Reference sourcenot
found.. This network contains 5129 genes and 20037 connecting edges
representing the regulatory relationship between genes.
Microarray data
We use yeast cell cycle microarray data downloaded from NCBI's
Gene Expression Omnibus [http://www.ncbi.nlm.nih.gov/geo]. This
dataset contains time series transcription expression proﬁles across
2 cell cycles. Data are collected every 5 minutes with dye-swap
duplicates. Bioinformatics toolkit in Matlab is used to normalize the
downloaded expression data. Gene expression with fold change of
b -0.7 fold or N1.2 fold compared towild type are used as cut-off values
for selecting up or down-regulated genes. The selected genes show
differential expression proﬁles in about 25% of all the time points.
Selecting subnetwork
We adopt the following strategy to select subnetworks. A
randomly selected node and all of its parents are selected as initial
354 Y. Li et al. / Genomics 94 (2009) 349–354graph. In each iteration, a randomly selected node and all of its
parental nodes are added to the graph and only nodes with at least
one link to the current graph are retained. Such selection ensures
that all the parental nodes present together with child nodes,
which is important for regulatory network inference. Because only
the parent nodes are selected instead of all neighbors, we name it
parent addition.
Mutual information
The Mutual information (MI) provides a well known measure
for dependencies in information theory, and has been widely-used
to analyze gene expression data. The MI measure requires the
expression patterns to be represented by discrete random
variables. Given two random variables X, Y with respective ranges
xi ∈ Ax, yj ∈ Aj and probability distributions functions P(X=xi) ≡
pi, P(Y=yj) ≡ pj, theMI between two expression patterns, represented
by random variables X and Y, is given by MI X;Yð Þ = Pi
P
j pijlog
pij
pipj
[26]. Mutual information was calculated with software provided
by [27].
Deﬁnitions of some network topological measurements
Average clustering coefﬁcient (bCN)
Average clustering coefﬁcient is deﬁned as bCN=
P
joV Cj = g,
where Cj is clustering coefﬁcient of node j, V represents the set of all
nodes with edges/arcs of the graph, and g is the number of nodes with
edges/arcs. The larger the coefﬁcient, themore clustered andmodular
the network appears to be.
Average path length (L)
Watts and Strogatz [28] deﬁned the average path length as
L Gð Þ=P j;kf goV ;j ≠ k d j; kð Þ= g2
 
, where d(j, k) is the shortest path
length from node j to node k, V represents the set of all nodes with
edges/arcs of the graph, and g is the number of nodeswith edges/arcs.
Average indegree (bkinN)
Average indegree is deﬁned as bkinN=
P
joV kin jð Þ = g, where kin(j) is
the number of incoming edges/arcs of node j, V represents the set of
all nodes with edges/arcs of the graph, and g is the number of nodes
with edges/arcs. Average indegree and average outdegree only
present in directed graph, and they are equal to each other.
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