This paper presents a practical approach to solve the simultaneous localization and mapping (SLAM) 
INTRODUCTION AND MOTIVATION
The incremental construction of an stochastic map of the environment while concurrently generating an estimate for the location of a mobile vehicle is known as the simultaneous localization and mapping (SLAM) problem. The process can be expressed as follows: starting from an arbitrary initial point, a mobile robot should be able to autonomously explore the environment with its on-board sensors, gain knowledge about it, build an appropriate map and localise itself relative to this map. The resulting model can then be employed by planning and navigational strategies to achieve the robot goal positions in an efficient manner. Whilst accomplishing this goal is still years away, it is a very active area of research and a number of robotics research groups are making substantial contributions in this area (see for example, [1] , [2] , [3] , [4] , [5] , [6] , [7] and the references therein).
Vision SLAM in particular has seen many advances in recent years due to the low cost, light weight and low power requirements of the sensor [8] , [9] , [10] . They provide a wealth of 3D information from the scene, matched only by few other sensors. It has also the added benefit of enabling roboticist to incorporate advances from the image processing community, in particular approaches to efficiently represent the salient regions of an image (such as the SIFT algorithm employed here), and reliable data association algorithms, active areas of research by the vision research community and an essential component of SLAM.
Monocular sensors can not directly retrieve depth information from the scene. Hence, the traditional Extended Kalman Filter (EKF) technique to solve the SLAM problem can not be readily applied with single cameras [11] . Special landmark initialization techniques have been proposed in the literature to overcome this, thus enabling a full Gaussian estimate of its estate and the application of EKF. This amount to either delayed landmark initialization, where multiple observations are combined from multiple poses [12] , or undelayed initialization, where each landmark is initialized in the form of multiple range hypothesis, and subsequent measurements will dictate the one to remain on the map, while the others are removed [13] . Stereo vision systems on the other hand can provide depth information from the surrounding area. The disparity map provided by a stereo system can be used to determine 3D coordinates to a point features in the environment. This has been used in [10] , although the approach is not globally consistent as the cross-correlations where simplified and not fully maintained for computational reasons. Other approaches rely on iterative minimization algorithms from vision techniques such as ICP to perform local 3D alignments to solve the SLAM problem [14] . However, camera calibration and stereo correlation in general are not robust or reliable enough to provide accurate depth maps within the sensor ranges, ready to be used in classic EKF.
In this paper we propose a simple solution to the problem in the form of a bearing-only SLAM implementation with undelayed landmark initialisation. This is accomplished by 0-7803-9399-6/05/$20.00 © 2005 IEEE assuming the initial location of a landmark as that provided by the stereo observation. Simulation results have shown that as long as the initial estimate is a good one, EKF can deal with the uncertainties associated [13] . It is to that purpose that the availability of two simultaneous bearing observations can be used. After landmark initialisation, the process is that of a bearing-only EKF implementation when only visual observations from one of the cameras is incorporated into the filter. It is worth pointing out that the approach is readily applicable to platforms with two (or more) general-purpose camera sets, not necessarily proper epipolar stereoscopic headsets, since the critical component is that of having more than one simultaneous observation to the feature to ascertain the required depth information. Calibration and set up of nonepipolar cameras is however even more complex and difficult to get right that stereo heads, and the work presented here makes use of a commercial off-the-shelf stereo headset.
The work presented here is currently being extended by the authors to make better use of the full range and bearing information from the pair of cameras, in an attempt to implement a practical, robust, full range and bearing multicamera-based SLAM implementation with invariant features extracted from the scene.
The remainder of this paper is organised as follows: Section 2 summarises the mathematical framework employed in the study of the SLAM problem. Section 3 reviews the relevant aspects of the SIFT algorithm, with a discussion of data association issues in SLAM. Then, the proposed methodology for the solution to the visual-based SLAM problem is presented in Section 4. Detailed experimental setup and results with real stereo data and robot odometry are provided in Sections 5 and 6 respectively. Finally, Section 7 summarises the contribution of this paper.
THE SLAM PROBLEM FORMULATION
This framework is provided here for completeness and to facilitate the discussion in the later sections. An interested reader is referred to [1] for a more comprehensive description. process noise errors with zero mean and covariance Q,(k). (1) where F,(k) is the state transition matrix, u,(k) a vector of control inputs, and v,(k) a vector of temporally uncorrelated
where Ipi is the dim(pi) x dim(pi) identity matrix and Opi is the dim(pi) x dim(pi) null matrix. Si(k + 1) = Hi(k)P(k + llk)HT(k) + R,(k + 1). (14) 3) Update: The state estimate and corresponding state estimate covariance are then updated according to:
x(k ±Ilk+ 1)=x(k+llk)+Wi(k±+)vi(k+1) (15) and P(k+lik+1) = P(k+llk)-Wi(k+l)Si(k+1)WT(k+1) (16) Where the gain matrix Wi(k + 1) is given by
The update of the state estimate covariance matrix is of paramount importance to the SLAM problem. It is shown in [1] that as the vehicle progresses through the environment the errors in the estimates of any pair of landmarks become more and more correlated. Furthermore, the entire structure of the SLAM problem critically depends on maintaining complete knowledge of the cross correlation between landmark estimates. The stochastic map of correlations must be maintained and updated as the robot is performing automatic mapbuilding. Minimizing or ignoring cross correlations is precisely contrary to the structure of the problem.
3. VISUAL FEATURE PROCESSING In the work proposed here an efficient mechanism to detect and represent stable local features was required. An immensely popular choice drawn from computer vision as a fundamental component of many image registration and object recognition is SIFT [10] , [15] . Whilst not the only one, a recent comparative study [16] of several local descriptors showed that the ranking of accuracy for different algorithms was relatively insensitive to the method employed to find the interesting points in the image, but was dependant on the representation used to model the image patch around the salient points. Their best matching results were obtained using the SIFT mechanism, which was identified as the most resistant to common image deformations. This made it the sensible choice for our research, and the work of other researchers working on SLAM also seem to agree with this judgement (see, for instance [8] and [0] B. Data association with SIFT All the above characteristics are evidenced in excellent matching performances, which make them an ideal candidate to the on-going problem in SLAM of robust data association. In particular when the pose estimate of the vehicle is in gross error, which means that despite the fact the vehicle might be in an area already mapped, loop closure with the traditional geometry-based nearest neighbour gating is not detected, resulting in wrong re-mapping and erroneous global locations [8] . Figure 2 shows the relative insensitivity of SIFT to changes in viewpoint from the same scene by correctly matching corresponding keypoints. Lines are not parallel as SIFT points of interest are not found on a planar surface. The good matching characteristics of SIFT descriptors is also applicable to image pairs obtained from the stereoscopic sensor, as seen in Figure 3 . This can be used in SLAM to eliminate features with spurious existence, and those which don't lie in the camera epipolar plane, and only surviving keypoints that appear in both left and right images are then allowed to be initialized and integrated in to the SLAM feature database. 4 . THE VISUAL-SLAM APPROACH The algorithm for visual-SLAM as proposed here can be described as follows: I) Initialization: set up a world coordinate frame at the initial robot location. well as the number of successful hits to a feature before it is included in the map (3 to 5 in our simulations), are arbitrary and at the moment based on a trade-off between map density and accuracy, and computational complexity. It is envisaged this will become a more relevant issue when the algorithm is implemented in the real platform, and active steps are currently being investigated to learn how to automatically adjust these parameters on the run. 9) Loop: go back to Step 5. 5 . EXPERIMENTAL SETUP To test the validity of the approach data was collected with an ActiveMedia Pioneer 2DX robot mounted with an stereoscopic camera, and a laser range finder for reference (see Section 5-B below). The robot was driven through an office environment while capturing real-life stereo images, odometric poses and laser scan measurements at around 4Hz. Stereo and pose logged data was then simulated by batch-processing the data through the algorithm described earlier in Figure 5 . Results from SLAM are shown in Figure 4 with a reference to (a laser EKF) ground truth, where it is apparent that whilst the robot path sequence still exhibits some error, it is nevertheless a vast improvement over the robot dead reckoning output. As maps are not post-processed, and features are projected in 2D, those in the ceiling often appear in open spaces. The authors are aware this scenario is not overly challenging for current laser-based SLAM solutions, yet the built-up spatial error accumulated over time is shown to be already important and serves to demonstrate the effectiveness of the approach. 
CONCLUSIONS AND FURTHER WORK
A solution to the SLAM problem with vision sensors in an unmodified indoor environment has been proposed using an extended Kalman filter. The approach presented here assumes the availability of simultaneous visual information from two cameras. However, only landmark bearing information from one of the camera is utilised in the filtering process. It is suggested that basic range information from the stereo pair is employed, along with bearing, only to provide the initial hypothesis of the new feature (2D) location to be estimated by the filter framework. This reduces filter complexity, particularly with a view to implementation in a real robot, but what is more relevant, eliminates the uncertainty introduced by stereo camera calibration, very sensitive to changes in the scene such as lighting conditions. Powerful data association based on SIFI descriptors, as proposed here, allows for a simple geometric gating on bearing error to enable loop closure even when feature density is high and nearest neighbour data association on its own is impractical. A map management to eliminate less informative landmarks has also been implemented. Further work is currently being undertaken to implement the approach in a real robot in real time. Initial encouraging results show the viability of the approach. Although experimental tests so far have been limited to smaller indoor area, there is a motivation to extend these to more challenging data sets. Further research is also concentrated on augmenting the filter to also incorporate range estimates from the stereo set into the filter. It will be interesting to compare results between the bearing-only implementation proposed here and a full stereoscopic-based range-and-bearing SLAM with the robust data association exhibited by SIFT or similar visual descriptors.
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