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Abstract. Here we give a new approach to the Paley–Wiener theorem in a Mellin
analysis setting which avoids the use of the Riemann surface of the logarithm and
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1 Introduction
The structure of the Paley–Wiener space of all continuous functions f ∈ L2(R)
having compactly supported Fourier transform is precisely described by the classical
Paley–Wiener theorem of Fourier analysis. This basic result characterizes the Paley–
Wiener spaces by the Bernstein spaces comprising all functions f ∈ L2(R) which
have an analytic extension to the whole complex plane and are of exponential type
(the type being connected with the bandwidth of the Fourier transform); see, e.g.,
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[7], [27], [22], [23], [17]. Moreover, it has a wide range of applications, especially
in sampling theory and related fields; see [17], [20], [24]. Numerous variants of this
theorem have been proved by several authors [1], [2], [26]. In particular, analogues
of the Paley–Wiener theorem were obtained for other integral transforms. Recently,
in [5] we have proved a version for Mellin transforms, by introducing the notion
of a Mellin–Bernstein space, comprising all functions f ∈ X2c := {f : R+ → C :
(·)(·)c−1/2 ∈ L2(R+)} which have an analytic extension to the Riemann surface
of the (complex) logarithm and satisfy some exponential-type condition. We gave
two different approaches, one involving purely complex analysis arguments and the
other one using “real” arguments based on the statement of a Mellin extension of
the classical Bernstein inequality also proved in [5]. Later on, in [6] we applied our
Paley–Wiener theorem in the Mellin setting to the study of the so-called Mellin
distance of functions belonging to certain functional spaces (like Lipschitz spaces,
Mellin–Sobolev spaces, and so on) from the Mellin–Bernstein space. This leads
to precise estimates of the approximation error in certain basic formulae valid in
Mellin–Bernstein spaces such as the exponential sampling formula and the Mellin
reproducing kernel formula; see, e.g., [9], [10], [3], [4]. The results in [6] extend the
corresponding ones in Fourier analysis (see [12], [13]) to the Mellin frame.
This paper is concerned with equivalent formulations of the Paley–Wiener the-
orem in the Mellin setting, its content being fully different from our papers [5]
and [6]. It is a new and simpler approach as it avoids the use of an abstract Rie-
mann surface and analytic branches. It employs the helicoidal surface as a model
of the Riemann surface of the (complex) logarithm and a notion of analytic func-
tions on it. These considerations lead us to a concept of “polar analyticity” which
enables us to introduce in a simple way Bernstein classes and Hardy spaces in a
Mellin setting. Moreover, the proofs of the main theorems are notably different
from those of [5]. Concerning the notion of polar analyticity of a function f at a
point (r0, θ0) ∈ H := {(r, θ) ∈ R+×R}, here discussed, we introduce it by means of
the limit (see Sec. 3, Definition 3)
lim
(r,θ)→(r0,θ0)
f(r, θ)− f(r0, θ0)
reiθ − r0eiθ0 .
Equivalently, polar-analytic functions can be described by the well-known Cauchy–
Riemann equations with respect to polar coordinates; see, e.g., [19], [14]. The
classical Hardy spaces are treated in many books; see, e.g., [22], [21], [15].
In Section 2, we give some basic notions concerning Mellin analysis and prelimi-
nary results, including the Paley–Wiener theorem in the Mellin setting stated in [5].
In Subsection 2.1, we illustrate the equivalent formulation in terms of the helicoidal
surface. In Sections 3 and 4, we study polar-analytic functions and Mellin–Bernstein
classes. The Paley–Wiener theorem is stated in Section 5. Sections 6 and 7 are de-
voted to the Hardy-type spaces in the Mellin frame and the study of the Mellin
distance of a function f belonging to a Hardy space from the Mellin–Bernstein
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class. In the final section, we apply the results to estimates of the approximation
error in the exponential sampling formula.
2 Basic notions and preliminary results
Let C(R+) be the space of all continuous functions defined on R+, and C(r)(R+) be
the space of all functions in C(R+) with a derivative of order r in C(R+). Analo-
gously, by C∞(R+) we denote the space of all infinitely differentiable functions. By
L1loc(R+), we denote the space of all measurable functions which are integrable on
every bounded interval in R+.
For 1 ≤ p < +∞, let Lp(R+) be the space of all Lebesgue measurable and
p-integrable complex-valued functions defined on R+ endowed with the usual norm
‖f‖p. Analogous notations hold for functions defined on R.
For p = 1 and c ∈ R, let us consider the space (see [8])
Xc = {f : R+ → C : f(·)(·)c−1 ∈ L1(R+)}
endowed with the norm
‖f‖Xc := ‖f(·)(·)c−1‖1 =
∫ +∞
0
|f(u)|uc−1du.
More generally, let Xpc denote the space of all functions f : R+ → C such that
f(·)(·)c−1/p ∈ Lp(R+) with 1 < p < ∞. In an equivalent form, Xpc is the space of
all functions f such that (·)cf(·) ∈ Lpµ(R+), where Lpµ(R+) denotes the Lebesgue
space with respect to the (invariant) measure µ(A) =
∫
A
dt/t for any measurable set
A ⊂ R+. Finally, for p = ∞, we define X∞c as the space comprising all measurable
functions f : R+ → C such that ‖f‖X∞c := supx>0 xc|f(x)| <∞. For p = 2 see [11].
The Mellin translation operator τ ch, for h ∈ R+, c ∈ R, f : R+ → C, is denoted
by
(τ chf)(x) := h
cf(hx) (x ∈ R+).
Setting τh := τ
0
h , we have (τ
c
hf)(x) = h
c(τhf)(x) and ‖τ chf‖Xc = ‖f‖Xc .
In the Mellin frame, the natural concept of a pointwise derivative of a function
f is given by the limit of the difference quotient involving the Mellin translation;
thus if f ′ exists,
lim
h→1
τ chf(x)− f(x)
h− 1 = xf
′(x) + cf(x).
This gives the motivation for the following definition (see [8]): The pointwise Mellin
differential operator Θc, or the pointwise Mellin derivative Θcf of a function f :
R+ → C and c ∈ R, is defined by
Θcf(x) := xf
′(x) + cf(x) (x ∈ R+)
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provided that f ′ exists a.e. on R+. The Mellin differential operator of order r ∈ N
is defined recursively by
Θ1c := Θc, Θ
r
c := Θc(Θ
r−1
c ).
For convenience, set Θr := Θr0 for c = 0 and Θ
0
c := I with I denoting the identity
operator. For instance, the first three Mellin derivatives are given by:
Θcf(x) = xf
′(x) + cf(x),
Θ2cf(x) = x
2f ′′(x) + (2c+ 1)xf ′(x) + c2f(x),
Θ3cf(x) = x
3f ′′′(x) + (3c+ 3)x2f ′′(x)
+(3c2 + 3c+ 1)xf ′(x) + c3f(x).
The Mellin transform of a function f ∈ Xc is the linear and bounded operator
defined by (see, e.g., [18], [16], [8])
Mc[f ](s) ≡ [f ]∧Mc(s) :=
∫ +∞
0
us−1f(u)du (s = c+ it, t ∈ R).
The inverse Mellin transform M−1c [g] of a function g ∈ L1({c} × iR), is defined by:
M−1c [g](x) :=
x−c
2pi
∫ +∞
−∞
g(c+ it)x−itdt (x ∈ R+),
where in general Lp({c} × iR), for p ≥ 1, will mean the space of all functions
g : c+ iR→ C with g(c+ i·) ∈ Lp(R+).
We have the following preliminary results (see [8], [3]):
Lemma 1 (Inversion Theorem in Xc) If f ∈ Xc is such that Mc[f ] ∈ L1({c} ×
iR), then
M−1c [Mc[f ]](x) =
x−c
2pi
∫ +∞
−∞
[f ]∧Mc(c+ it)x
−itdt = f(x) (a.e. on R+).
The following lemma will enable us to work in a practical Hilbert space setting.
Lemma 2 If f ∈ Xc and Mc[f ] ∈ L1({c} × iR), then f ∈ X2c .
More generally, for 1 < p ≤ 2, the Mellin transform Mpc of f ∈ Xpc is given by
(see [11])
Mpc [f ](s) ≡ [f ]∧Mpc (s) = l.i.m.ρ→+∞
∫ ρ
1/ρ
f(u)us−1du,
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for s = c+ it, in the sense that
lim
ρ→∞
∥∥∥∥Mpc [f ](c+ it)− ∫ ρ
1/ρ
f(u)us−1du
∥∥∥∥
Lp′ ({c}×iR)
= 0,
where p′ is the conjugate exponent of p, that is, 1/p+ 1/p′ = 1. In the following we
are interested in the case p = 2.
Analogously, we define the inverse Mellin transform of a function g ∈ X2c by
M2,−1c [g](x) = l.i.m.ρ→+∞
1
2pi
∫ ρ
1/ρ
g(c+ it)x−c−itdt,
and for any f ∈ X2c , there holds
M2,−1c [M
2
c [f ]](x) = f(x) (a.e. on R+);
see [11].
For functions in Xc∩X2c , we have the following important “consistency” property
of the Mellin transform (see [11]):
Lemma 3 If f ∈ Xc ∩X2c , then the Mellin transforms Mc[f ] and M2c [f ] coincide,
i.e., Mc[f ](c+ it) = M
2
c [f ](c+ it) for almost all t ∈ R.
Moreover, the following Mellin version of the Plancherel Theorem holds (see [11,
Lemma 2.6]):
Lemma 4 The operator M2c from X
2
c onto L
2({c} × iR) is bounded and norm pre-
serving, i.e., for f ∈ X2c , we have
‖f‖X2c =
1√
2pi
‖M2c [f ]‖L2({c}×iR).
2.1 The Mellin–Bernstein spaces via Riemann surfaces
We begin by introducing the following spaces:
Definition 1 Let B2c,T denote the space of all functions f ∈ X2c ∩ C(R+) such that
[f ]∧M2c (c + it) = 0 a.e. for |t| > T. Analogously, by B1c,T we denote the space of all
functions f ∈ Xc ∩ C(R+) such that [f ]∧Mc(c+ it) = 0 for all |t| > T.
These spaces are called Paley–Wiener spaces. By Lemma 2, we have B1c,T ⊂ X2c ,
and it is easily seen that B1c,T ⊂ B2c,T .
In [5] we have seen that a Mellin bandlimited function cannot be extended to
the whole complex plane as an entire function, but we have proved that it has an
analytic extension on the Riemann surface Slog of the logarithm.
Consider a function g analytic on Slog. Then g can be split into branches gk (k ∈
Z) that are analytic on the slit complex plane Ω := C \ R+. Furthermore, they are
connected on the slit by the following properties:
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(i) For x > 0 the limits
g+k (x) := limε→0+
gk(x+ iε) and g
−
k (x) := limε→0+
gk(x− iε)
exist and
g−k (x) = g
+
k+1(x), g
+
0 (x) = g(x) (x > 0). (1)
(ii) For x > 0, let Ux be an open disk in the right half-plane with center at x.
Then ψk : Ux → C with
ψk(z) :=

gk(z) for z ∈ Ux, =z < 0,
g−k (z) for z ∈ Ux ∩ R,
gk+1(z) for z ∈ Ux, =z > 0
is analytic.
The Mellin–Bernstein space B˜2c,T comprises all functions f ∈ X2c for which g(x) :=
xcf(x) has an analytic extension on Slog with branches gk on Ω satisfying the fol-
lowing (additional) conditions:
(iii) There exists a constant C > 0 such that for all k ∈ Z and θ ∈ [0, 2pi]
|gk(reiθ)| ≤ CeT |2pik+θ| (r > 0). (2)
(iv) For θ ∈ [0, 2pi], we have
lim
r→0
gk(re
iθ) = lim
r→∞
gk(re
iθ) = 0 (3)
uniformly with respect to θ.
In (2) and (3) the value gk(re
iθ) has to be defined as g+k (r) when θ = 0 and as g
−
k (r)
when θ = 2pi.
Now the Paley–Wiener theorem for the Mellin transform can be stated as follows
(see [5]):
Theorem 1 (Paley–Wiener) B˜2c,T = B
2
c,T .
A simple and convenient model for Slog is the helicoidal surface in R3 defined by
E := {(x1, x2, x3) ∈ R3 : x1 = r cos θ, x2 = r sin θ, x3 = θ, r > 0, θ ∈ R}.
The subset obtained by setting θ = 0 on the right-hand side can be interpreted as
R+. Just as C is an extension of R, we shall see that E takes a corresponding role
for R+ in Mellin analysis. For α, β ∈ R with α < β, we consider the surface
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Figure 1: The helicoidal surface as a model of the Riemann surface of the logarithm.
Eα,β :=
{
(x1, x2, x3) ∈ R3 : x1 = r cos θ, x2 = r sin θ, x3 = θ, r > 0, θ ∈ ]α, β[
}
and call it a segment of E. The projection of Eα,β into the (x1, x2)-plane may be
interpreted as a sector in C, given by
Sα,β := {x1 + ix2 ∈ C : x1 = r cos θ, x2 = r sin θ, r > 0, θ ∈ ]α, β[} .
When β − α ∈ ]0, 2pi], then this projection is a bijection. Indeed, given z ∈ Sα,β,
there exists a unique θ ∈ ]α, β[, denoted by θ := argαz, such that z = |z|eiargαz and
then (<z,=z, argαz) is the pre-image of z on Eα,β. Now, equivalently to the usual
abstract approach (see [5]), analytic functions on E may be introduced as follows.
Definition 2 A function f : E→ C is said to be analytic if for every segment Eα,β
with β − α ∈ ]0, 2pi] the function z 7−→ f(<z,=z, argαz) is analytic on Sα,β.
As an example, the function L defined by
L(r cos θ, r sin θ, θ) := log r + iθ (r > 0, θ ∈ R),
is analytic on E and coincides on R+ with the logarithm of real analysis.
Given α, the largest admissible β in the previous definition is α+ 2pi. For k ∈ Z,
all the sectors Sα+2kpi,α+2(k+1)pi coincide with the complex plane slit along the ray
z = reiα(r > 0) and the analytic functions induced by f on these sectors are the
analytic branches of f. In this setting, the Paley–Wiener theorem for Mellin band-
limited functions in the previous subsection may be restated as follows.
Theorem 2 (Paley–Wiener) A function ϕ ∈ X2c belongs to the Paley–Wiener
space B2c,T if and only if there exists a function f : E → C with the following
properties:
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(i) f is analytic on E;
(ii) f(r, 0, 0) = ϕ(r) (r > 0);
(iii) there exists a constant Cf such that
|f(r cos θ, r sin θ, θ)| ≤ Cfr−ceT |θ| (θ ∈ R);
(iv) limr→0 rcf(r cos θ, r sin θ, θ) = limr→∞ rcf(r cos θ, r sin θ, θ) = 0 uniformly with
respect to θ on all compact subintervals of R.
The proof is essentially the same as that of Theorem 3 in [5], using the restrictions
of the function f to the sectors S2kpi,2(k+1)pi as the analytic branches of f.
3 Analytic functions over the polar plane
In our previous approach with the helicoidal surface we have functions of three
variables x1, x2, x3 but we use them only as functions of the two variables r and θ.
Since there exists a bijection between the helicoidal surface and the right half-plane
understood as the set of all points (r, θ) with r > 0 and θ ∈ R, one may think
of considering functions defined on the right half-plane. However, these functions
will no longer be analytic in the classical sense. They are differentiable and satisfy
the Cauchy–Riemann equations transformed into polar coordinates. This approach
amounts to taking an analytic function, writing its variable in polar coordinates
z = reiθ and treating (r, θ) as if they were Cartesian coordinates.
Let H := {(r, θ) ∈ R+ ×R} be the right half-plane and let D be a domain in H.
Definition 3 1 We say that f : D → C is polar-analytic on D if for any (r0, θ0) ∈ D
the limit
lim
(r,θ)→(r0,θ0)
f(r, θ)− f(r0, θ0)
reiθ − r0eiθ0 =: (Dpolf)(r0, θ0)
exists and is the same howsoever (r, θ) approaches (r0, θ0) within D.
For a polar-analytic function f we define the polar Mellin derivative as
Θcf(r, θ) := re
iθ(Dpolf)(r, θ) + cf(r, θ).
1As far as the authors are aware, this modified notion of analyticity arising by treating the polar
coordinates as cartesian coordinates, has as yet not been presented. Our definition leads naturally
to the classical Cauchy-Riemann equations when written in their polar form, often treated in the
literature. Although other mathematicians may have come across this concept too, it seems that
it has not been used for practical purposes so far. In Mellin analysis it turns out to be very helpful
for an efficient approach, independent of Fourier analysis. In particular it leads to a precise and
simple analysis for functions defined over the Riemann surface of the complex logarithm, via the
helicoidal surface.
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Remark 1 It can be verified that f = u + iv with u, v : D → R is polar-analytic
on D if and only if u and v have continuous partial derivatives on D that satisfy the
differential equations
∂u
∂θ
= −r∂v
∂r
,
∂v
∂θ
= r
∂u
∂r
. (4)
Note that these equations coincide with the Cauchy-Riemann equations of an ana-
lytic function g defined by g(z) := u(r, θ) + iv(r, θ) for z = reiθ. For the derivative
Dpol we easily find that
(Dpolf)(r, θ) = e
−iθ
[
∂
∂r
u(r, θ) + i
∂
∂r
v(r, θ)
]
=
e−iθ
r
[
∂
∂θ
v(r, θ)− i ∂
∂θ
u(r, θ)
]
.
Also note that Dpol is the ordinary differentiation on R+. More precisely, if ϕ(·) :=
f(·, 0) then (Dpolf)(r, 0) = ϕ′(r).
Moreover, for θ = 0 we obtain the known formula for ϕ
Θcϕ(r) = rϕ
′(r) + cϕ(r).
When g is an entire function, then f : (r, θ) 7→ g(reiθ) defines a function f on H
that is polar-analytic and 2pi-periodic with respect to θ. The converse is also true.
However, there exist polar-analytic functions on H that are not 2pi-periodic with
respect to θ. A simple example is the function L(r, θ) := log r + iθ, which is easily
seen to satisfy the differential equations (4).
A connection with the analytic functions in classical sense can be established by
a suitable substitution (see the proof of Theorem 3 below). Using this, we find that
every polar-analytic function f has a series expansion of type
f(r, θ) =
∞∑
n=o
an(log r + iθ)
n,
convergent everywhere on H.
Now, for α, β ∈ R with α < β, we consider the set
Hα,β := {(r, θ) ∈ R+ × R : θ ∈]α, β[}
and call it a strip of H.
If f : H → C is polar-analytic but not 2pi-periodic with respect to θ, then we
can associate with f a function g that is analytic on the Riemann surface Slog of
the logarithm. The restriction of f to a strip Hα+2kpi,α+2(k+1)pi, where k ∈ Z, defines
an analytic function gk in the slit complex plane C \ {reiα : r > 0} by setting
gk(re
iθ) := f(r, θ). The functions gk for k ∈ Z are the analytic branches of g.
We now study line integrals for polar-analytic functions. Here a piecewise contin-
uously differentiable curve will be called a regular curve. The following proposition
will be useful in what follows.
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Proposition 1 Let f be a polar-analytic function on H and let (r1, θ1) and (r2, θ2)
be any two points in H. Then the line integral∫
γ
f(r, θ)eiθ(dr + irdθ) (5)
has the same value for each regular curve γ in H that starts at (r1, θ1) and ends
(r2, θ2). In particular, the integral vanishes for closed regular curves.
Proof. Recalling equations (4), we easily verify that
∂
∂θ
[
f(r, θ)eiθ
]
=
∂
∂r
[
f(r, θ)ireiθ
]
.
By a theorem of Schwartz, this implies that the integrand in (5) is an exact differ-
ential on H, that is, there exists a function F : H→ C such that
∂F
∂r
(r, θ) = f(r, θ)eiθ and
∂F
∂θ
(r, θ) = f(r, θ)ireiθ,
and so the integral in (5) is equal to F (r2, θ2)− F (r1, θ1). 2
4 The Mellin–Bernstein classes
In this section we introduce Mellin–Bernstein spaces in a somewhat different way
closer to the classical one of Fourier analysis.
Definition 4 For c ∈ R, T > 0 and p ∈ [1,+∞[ the Mellin–Bernstein space Bpc,T
comprises all functions f : H→ C with the following properties:
(i) f is polar-analytic on H;
(ii) f(·, 0) ∈ Xpc ;
(iii) there exists a positive constant Cf such that
|f(r, θ)| ≤ Cfr−ceT |θ| ((r, θ) ∈ H).
The above definition has two useful consequences, which are described in the fol-
lowing
Theorem 3 Let f ∈ Bpc,T with p ∈ [1,+∞]. Then the following statements hold:
(i) f(·, θ) ∈ Xpc for all θ ∈ R and ‖f(·, θ)‖Xpc ≤ eT |θ|‖f(·, 0)‖Xpc ;
(ii) limr→0 rcf(r, θ) = limr→+∞ rcf(r, θ) = 0 uniformly with respect to θ on all
compact subinterval of R.
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Proof. The function g : x + iy → f(ex, y) is defined on C. Writing f = u + iv
with real-valued functions u and v, we know that the differential equations (4) hold.
Therefore g satisfies the Cauchy–Riemann equations on C, and so g is an entire
function. Consequently
F : x+ iy 7−→ ec(x+iy)f(ex, y)
is also an entire function. Property (iii) of Definition 4 may now be rewritten in
terms of F as
|F (x+ iy)| ≤ CfeT |y|, (6)
which shows that F is an entire function of exponential type T. Moreover, property
(ii) of Definition 4 shows by a substitution of variables that∫ +∞
−∞
|F (x)|pdx = ‖f(·, 0)‖p
Xpc
exists. Now using [7, Theorem 6.7.1], we have∫ +∞
−∞
|F (x+ iy)|pdx ≤ epT |y|
∫ +∞
−∞
|F (x)|pdx (7)
for all y ∈ R and F (x)→ 0 as x→ ±∞. Therefore assertion (i) follows from (7) by
the substitution ex 7→ r and y 7→ θ.
Next we note that in view of (7), the convergence F (x) → 0 extends to F (x +
iy)→ 0 as x→ ±∞ pointwise for each y ∈ R. In connection with (6), a result in [7,
Theorem 1.4.9] guarantees that the convergence is even uniform with respect to y
on compact subintervals of R; also see [25, p. 170]. Writing this statement in terms
of f, we find that assertion (ii) is also true. 2
5 The Paley–Wiener theorem for B2c,T
We are ready to state and prove an alternative version of the Paley–Wiener theorem,
in terms of the Mellin–Bernstein space B2c,T .
Theorem 4 (Paley-Wiener) A function ϕ ∈ X2c belongs to the Paley–Wiener
space B2c,T if and only if there exists a function f ∈ B2c,T such that f(·, 0) = ϕ(·).
Proof. First, suppose that ϕ ∈ B2c,T . Then, by the inversion formula, we have
ϕ(r) =
1
2pi
∫ T
−T
[ϕ]∧M2c (c+ it)r
−c−itdt (r > 0).
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We now extend ϕ to the (r, θ)-plane with r > 0 and θ ∈ R, by replacing r with reiθ
on the right-hand side. Denoting this extension by f(r, θ), we have
f(r, θ) :=
1
2pi
∫ T
−T
[ϕ]∧M2c (c+ it)(re
iθ)−c−itdt. (8)
This imples that
|f(r, θ)| ≤ r
−ceT |θ|
2pi
∫ T
−T
|[ϕ]∧M2c (c+ it)|dt.
Hence (iii) of Definition 4 holds with
Cf :=
1
2pi
∫ T
−T
|[ϕ]∧M2c (c+ it)|dt =
1
2pi
∫ +∞
−∞
|[ϕ]∧M2c (c+ it)|dt.
Concerning polar analyticity of f, for a fixed point (r0, θ0) ∈ H, we consider the
difference quotient
f(r, θ)− f(r0, θ0)
reiθ − r0eiθ0 =
1
2pi
∫ T
−T
[ϕ]∧M2c (c+ it)
(reiθ)−c−it − (r0eiθ0)−c−it
reiθ − r0eiθ0 dt.
The limit (r, θ) → (r0, θ0) carried out inside the integral leads to an ordinary dif-
ferentiation of z−c−it with respect to z at the point z0 := r0eiθ0 . We have to justify
that the limit and the integration can be interchanged. In order to do that, let us
take a closed rectangle Q centered at the point (r0, θ0) such that Q ⊂ H. We note
that the function h : Q× [−T, T ]→ C, defined by
h(r, θ, t) :=
(reiθ)−c−it − (r0eiθ0)−c−it
reiθ − r0eiθ0 for (r, θ) 6= (r0, θ0),
and
h(r0, θ0, t) := −(c+ it)(r0eiθ0)−c−1−it,
is continuous and therefore its absolute value is bounded on Q× [−T, T ]. Hence the
desired interchange is guaranteed by Lebesgue’s theorem of dominated convergence.
Now we prove the reverse implication. Let f ∈ B2c,T . For any fixed t ∈ R, define
the function
g(r, θ) := e(c−1+it)(log r+iθ)f(r, θ),
which is polar-analytic in H.
Let us first assume that t > T. For R > 1, we define n := blogRc, where for any
real number a the symbol bac denotes the largest integer not exceeding a. We now
consider the regular curve γ which is the boundary of the rectangle in H defined by
[1/R,R]× [0, 2npi]. Then, using Proposition 1, one has∫
γ
g(r, θ)eiθ(dr + irdθ) = 0.
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This easily implies that∫ R
1/R
rc+it−1ϕ(r)dr =
∫ R
1/R
e(c−1+it)(log r+2npii)f(r, 2npi)dr
+
i
R
∫ 2npi
0
e(c−1+it)(− logR+iθ)+iθf
(
1
R
, θ
)
dθ − iR
∫ 2npi
0
e(c−1+it)(logR+iθ)+iθf(R, θ)dθ
=: I1 + I2 − I3,
where ϕ is the restriction of f to R+.
We now estimate the integrals on the right-hand side. Using (iii) of Definition 4,
we find that
|I1| ≤
∫ R
1/R
e(c−1) log re−2npit|f(r, 2pin)|dr
≤ Cf
∫ R
1/R
e−(t−T )2npi
dr
r
= Cfe
−(t−T )2npi logR2.
Thus, according to our choice of n, we obtain |I1| → 0 as R→ +∞.
As to I2, we easily see that
|I2| ≤
∫ 2npi
0
1
Rc
∣∣∣∣f ( 1R, θ
) ∣∣∣∣e−tθdθ ≤ ∫ +∞
0
1
Rc
∣∣∣∣f ( 1R, θ
) ∣∣∣∣e−tθdθ.
Now, since the integrand is dominated by Cfe
−(t−T )θ, which is integrable as a func-
tion of θ, by (ii) of Theorem 3 and the theorem of dominated convergence, we obtain
|I2| → 0 as R→ +∞. The same result is obtained for |I3|. Altogether we have
lim
R→+∞
∣∣∣∣∫ R
1/R
rc−1+itϕ(r)dr
∣∣∣∣ = 0.
This implies that [ϕ]∧M2c (c+ it) = 0.
When t < −T , we choose n := −blogRc and proceed analogously using the
boundary of the rectangle [1/R,R] × [−2npi, 0]. Hence ϕ(·) := f(·, 0) belongs to
B2c,T . 2
6 A Hardy space in Mellin analysis
In this section we apply our approach in order to define in a simple way a Hardy
space in the Mellin frame. For c ∈ R and p ∈ [1,+∞[, we recall that the norm in
Xpc is defined by
‖ϕ‖Xpc =
(∫ +∞
0
|ϕ(r)|prcp−1dr
)1/p
.
For a strip H−a,a with a > 0, we simply write Ha.
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Definition 5 Let a, c, p ∈ R with a > 0 and p ≥ 1. The Mellin–Hardy space Hpc (Ha)
comprises all functions f : Ha → C that satisfy the following conditions:
(i) f is polar-analytic on Ha;
(ii) f(·, θ) ∈ Xpc for each θ ∈ ]− a, a[;
(iii) there holds
‖f‖Hpc (Ha) := sup
0<θ<a
(‖f(·, θ)‖p
Xpc
+ ‖f(·,−θ)‖p
Xpc
2
)1/p
< +∞.
When a ∈ ]0, pi] we can associate with each function f ∈ Ha a function g analytic on
the sector Sa := {z ∈ C : | arg z| < a} by defining g(reiθ) := f(r, θ). The collection
of all such functions constitutes a Hardy-type space Hpc (Sa), which may be identified
with Hpc (Ha).
In [13] the authors considered a Hardy space Hp(Sa) of functions analytic on the
strip Sa := {z ∈ C : |=z| < a}. The Hardy space Hpc (Ha) has been designed in such
way that if g ∈ Hp(Sa) and
f(r, θ) := r−ce−icθg(log r + iθ),
then f ∈ Hpc (Ha) and conversely, if f ∈ Hpc (Ha) and
g(x+ iy) := ec(x+iy)f(ex, y),
then g ∈ Hp(Sa).
Using this correspondence, one can deduce the following propositions from the
analogous ones proved in [13].
Proposition 2 Let f ∈ Hpc (Ha) and let a1 ∈ ]0, a[. Then
|f(r, θ)| ≤ r−c
(
4
pi(a− a1)
)1/p
‖f‖Hpc (Ha)
for (r, θ) ∈ Ha1 .
The next proposition is a Nikol’ski-type inequality for the Hardy space Hpc (Ha).
Proposition 3 Let f ∈ Hpc (Ha) and let (tn)n∈Z be a sequence on R+ such that
tn+1/tn > e
2δ for all n ∈ Z with δ ∈ ]0, a[. Then(∑
n∈Z
tcpn |f(tn, 0)|p
)1/p
≤
(
2
piδ
)1/p
‖f‖Hpc (Ha).
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Proposition 4 Let f ∈ Hpc (Ha) and let a1 ∈ ]0, a[. Then
lim
r→0+
rcf(r, θ) = lim
r→+∞
rcf(r, θ) = 0
uniformly for θ ∈ [−a1, a1].
The following theorem will be needed for estimating the distance of a function
f ∈ Hpc (Ha) from the Mellin–Bernstein space Bpc,σ (see the next section). Here we
will restrict ourselves to p ∈ {1, 2}.
Theorem 5 Let p ∈ {1, 2} and f ∈ Hpc (Ha). Then for α ∈ ]0, a[, we have
|[f(·, 0)]∧Mpc (c+ it)| = e−α|t||[f(·, εα)|∧Mpc (c+ it)| (a.e. for t ∈ R),
where ε = 1 for t > 0 and ε = −1 for t < 0.
Proof. For f ∈ Hpc (Ha) let us consider the function g defined by
g(r, θ) := e(c−1+it)(log r+iθ)f(r, θ),
which is polar-analytic on Ha. For sake of simple notation, we do not indicate the
dependence of g on c and t explicitely.
First we assume that t > 0. For ρ > 1, let γ be the positively oriented rectangular
curve in H with vertices at (1/ρ, 0), (ρ, 0), (1/ρ, α) and (ρ, α). By Proposition 1, we
have ∫
γ
g(r, θ)eiθ(dr + irdθ) = 0.
This equation may be rewritten in terms of ordinary integrals as∫ ρ
1/ρ
g(r, 0)dr =
∫ ρ
1/ρ
g(r, α)eiαdr + I+
(
1
ρ
, t
)
− I+(ρ, t),
where
I+(r, t) =
∫ α
0
g(r, θ)ireiθdθ = irc+it
∫ α
0
e−(t−ic)θf(r, θ)dθ,
and so
|I+(r, t)| ≤ rc
∫ α
0
e−tθ|f(r, θ)|dθ.
Now, for p = 2 the integrals∫ ρ
1/ρ
g(r, 0)dr and
∫ ρ
1/ρ
g(r, α)eiαdr
converge in the L2-sense to the Mellin transforms
[f(·, 0)]∧Mpc (c+ it) and e−αteiαc[f(·, α)]∧Mpc (c+ it),
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respectively, while for p = 1 they converge uniformly.
For t < 0, we use the rectangular curve γ with vertices at (1/ρ, 0), (ρ, 0), (1/ρ,−α)
and (ρ,−α), and proceed analogously. In any case, we obtain for all t ∈ R,∫ ρ
1/ρ
rc−1+itf(r, 0)dr = e−α|t|eiεαc
∫ ρ
1/ρ
rc−1+itf(r, εα)dr + I
(
1
ρ
, t
)
− I(ρ, t), (9)
where
|I(r, t)| ≤ rc
∫ α
−α
e−|θt||f(r, θ)|dθ.
Using Proposition 4, we can show that ‖I(r, ·)‖Lp′ (R) exists for p′ ∈ {2,∞} and
approaches 0 as r → 0 or r → +∞. Hence (9) implies the assertion. 2
7 Estimates of the distance from Mellin–Bernstein
spaces
In [6] we introduced a notion of distance in terms of the Mellin transform. For c ∈ R
and q ∈ [1,+∞], let Gqc be the linear space of all functions f : R+ → C that have
the representation
f(x) =
1
2pi
∫ ∞
−∞
ψ(v)x−c−ivdv (x > 0),
where ψ ∈ L1(R) ∩ Lq(R). We endowed this space with the norm
[f ]q := ‖ψ‖Lq(R) =
(∫
R
|ψ(v)|qdv
)1/q
and the corresponding metric is defined by
distq(f, g) := [f − g]q, f, g ∈ Gqc.
Note that if f ∈ Bpc,σ, for p ∈ [1, 2], then f(·, 0) ∈ Gqc for any q ≥ 1, since its
Mellin transform has compact support, and therefore, from the uniqueness theorem
of Mellin transforms, one can take ψ(v) = [f(·, 0)]∧
Mpc
(c+ iv).
In polar form, we can define the class G˜qc as the space of all polar-analytic
functions on H such that f(·, 0) ∈ Gqc.
Another important subspace is the Mellin inversion class, denoted byMpc , with
p ∈ [1, 2], consisting of all functions f ∈ Xpc ∩C(R+) such that [f ]∧Mpc ∈ L1({c}× iR).
This class is contained in Gqc for q ∈ [1, p′] with p′ being the conjugate exponent of
p.
For p ∈ {1, 2}, the Mellin–Hardy space defined above contains the space Bpc,σ.
Moreover, using Proposition 2 and Theorem 5, we see that the restriction to the
positive real line of a function in the Hardy space is an element of Mpc .
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For a subspace A ⊂ Gqc we define
distq(f, A) := inf
g∈A
[f − g]q.
In [6] we obtained a representation formula for the distance of a function f ∈ Gqc
from the Paley–Wiener space Bpc,σ in the form
distq(f,B
p
c,σ) =
(∫
|v|≥σ
|ψ(v)|qdv
)1/q
(1 ≤ q <∞)
and if ψ is also continuous, then
dist∞(f,Bpc,σ) = sup
|v|≥σ
|ψ(v)|.
Moreover, in the same paper, we estimated the distance in case of Mellin inversion
classes, Lipschitz spaces and Mellin-Sobolev spaces.
Now, we define the distance distq(f,Bpc,σ) of a function f ∈ Hpc (Ha), with a > 0,
from the space Bpc,σ, by considering the restrictions to the positive real line of the
function f and the Mellin-Bernstein spaces Bpc,σ.
The following result gives estimates of the Mellin distance distq(f,Bpc,σ) for a
function f ∈ Hpc (Ha) with a > 0.
Theorem 6 Let f ∈ Hpc (Ha) with p ∈ {1, 2}. Then for q ∈ [1,∞], we have
distq(f,B
1
c,σ) ≤ 2‖f‖H1c (Ha)
(
2
aq
)1/q
e−aσ
dist2(f,B
2
c,σ) ≤ 2
√
pi‖f‖H2c (Ha)e−aσ.
Furthermore, for q ∈ [1, 2[,
distq(f,B
2
c,σ) ≤ 2
√
pi
(
2− q
qa
)(1/q)−(1/2)
‖f‖H2c (Ha)e−aσ.
Proof. For p = 1, let us consider the function f(·, αε) as in Theorem 5. It is easy to
see that
|[f(·, αε)]∧Mc(c+ it)| ≤ ‖f(·, αε)‖Xc ≤ 2‖f‖H1c (Ha).
Then, by Theorem 5,
distq(f,B
1
c,σ) =
(∫
|t|≥σ
|[f(·, 0)]∧Mc(c+ it)|qdt
)1/q
=
(∫ −σ
−∞
e−qα|t|
∣∣[f(·,−α)]∧Mc(c+ it)∣∣q dt+ ∫ ∞
σ
e−qα|t|
∣∣[f(·, α)]∧Mc(c+ it)∣∣q dt)1/q
≤ 2 ‖f‖H1c (Ha)
(
2
∫ ∞
σ
e−qαtdt
)1/q
= 2 ‖f‖H1c (Ha)
(
2
αq
)1/q
e−ασ
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for every α ∈ ]0, a[. Now the assertion follows for α→ a−.
Next, let p = 2. For q = 2 we may employ Theorem 5 in conjunction with
Lemma 4 to conclude that
dist2(f,B
2
c,σ) =
(∫
|t|≥σ
∣∣∣[f(·, 0)]∧M2c (c+ it)∣∣∣2 dt)1/2
=
(∫
|t|≥σ
e−2α|t|
∣∣∣[f(·, εα)]∧M2c (c+ it)∣∣∣2 dt)1/2
≤ e−ασ
(∫ −σ
−∞
∣∣∣[f(·,−α)]∧M2c (c+ it)∣∣∣2 dt
+
∫ ∞
σ
∣∣∣[f(·, α)]∧M2c (c+ it)∣∣∣2 dt)1/2
≤ e−ασ
√
2pi
(
‖f(·,−α)‖2X2c + ‖f(·, α)‖
2
X2c
)1/2
≤ e−ασ2√pi ‖f‖H2c (Ha) ,
and the assertion follows for α→ a−.
Finally, for q ∈ [1, 2[, we modify the previous proof by using Ho¨lder’s inequality
with the conjugate exponents µ = 2/(2− q) and ν = 2/q. This leads us to
distq(f,B
2
c,σ) =
(∫
|t|≥σ
e−qα|t|
∣∣∣[f(·, εα)]∧M2c (c+ it)∣∣∣q dt)1/q
≤
(∫
|t|≥σ
e−qµα|t|dt
)1/(qµ)(∫
|t|≥σ
∣∣∣[f(·, αε)]∧M2c (c+ it)∣∣∣qν dt)1/(qν).
The first integral on the right-hand side can be easily calculated. The integrand of
the second integral has the exponent 2. Therefore, we can use Lemma 4 as in the
previous paragraph. Thus we obtain
distq(f,B
2
c,σ) ≤ 2
√
pi ‖f‖H2c (Ha)
(
2− q
qα
)(1/q)−(1/2)
e−ασ,
and the assertion follows again by letting α→ a−. 2
8 Mellin–Hardy spaces and sampling
In this section we apply the estimates obtained in the previuos section in order to
study the remainder of the exponential sampling formula for functions f belonging
to a Mellin–Hardy space. We recall here some notions concerning the exponential
sampling; see [10], [3], [24].
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In the following, for c ∈ R, we denote by linc the function
linc(x) :=
x−c
2pii
xpii − x−pii
log x
=
x−c
2pi
∫ pi
−pi
x−itdt (x > 0, x 6= 1)
with the continuous extension linc(1) = 1. Thus
linc(x) = x
−csinc(log x) (x > 0).
Here, as usual, the sinc function is defined by
sinc(t) :=
sin(pit)
pit
for t 6= 0, sinc(0) = 1.
It is clear that linc 6∈ X1b for any b ∈ R. However, it belongs to the space X2c and its
Mellin transform in X2c -sense is given by
[linc]
∧
M2c
(c+ iv) = χ[−pi,pi](v),
where χA denotes the characteristic function of the set A.
For a function g ∈ B2c,piT the following exponential sampling formula holds for
the restriction of g to the positive real axis (see [10], [8]):
g(x) =
∑
k∈Z
g(ek/T )linc/T (e
−kxT ) (x > 0).
As an approximate version in the space M2c , we have (see [11, Theorem 5.5]):
Proposition 5 Let g ∈M2c . Then there holds the error estimate∣∣∣∣g(x)− n∑
k=−n
g(ek/T )linc/T (e
−kxT )
∣∣∣∣
≤ x
−c
pi
∫
|t|>piT
|[g]∧M2c (c+ it)|dt (x ∈ R+, T > 0).
Note that in general the series in Proposition 5 converges in the principal Cauchy
value sense. However, if f ∈ H2c (Ha), then by Proposition 3 one can deduce that the
series for g(·) := f(·, 0) is absolutely and uniformly convergent over any compact
subsets of R. In this case, introducing a remainder (RpiTg)(x) by writing
g(x) =
n∑
k=−n
g
(
ek/T
)
linc/T
(
e−kxT
)
+ (RpiTg) (x),
we have by Proposition 5 in conjunction with Theorem 4
|(RpiTg)(x)| ≤ x
−c
pi
dist1(g,B
2
c,piT ) (x > 0),
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or equivalently,
‖RpiTg‖X∞c ≤
1
pi
dist1(g,B
2
c,piT ).
Thus, as a consequence of Theorem 6, we obtain:
Corollary 1 Let f ∈ H2c (Ha). Then we have
‖RpiTf(·, 0)‖X∞c = O(e−apiT ) (T → +∞).
Other approximate formulae can be estimated analogously for Mellin–Hardy spaces,
as an example, the reproducing kernel formula and a sampling formulae for Mellin
derivatives; see [6].
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