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Abstract. In [S, KMS] the semi-infinite wedge construction of level 1 Uq(A
(1)
n )
Fock spaces and their decomposition into the tensor product of an irreducible
Uq(A
(1)
n )-module and a bosonic Fock space was given. Here a general scheme for
the wedge construction of q-deformed Fock spaces using the theory of perfect
crystals is presented.
Let Uq(g) be a quantum affine algebra. Let V be a finite-dimensional U
′
q(g)-
module with a perfect crystal base of level l. Let Vaff ≃ V ⊗ C[z, z−1] be the
affinization of V , with crystal base (Laff , Baff). The wedge space Vaff ∧ Vaff is
defined as the quotient of Vaff ⊗ Vaff by the subspace generated by the action of
Uq(g)[z
a ⊗ zb + zb ⊗ za]a,b∈Z on v ⊗ v (v an extremal vector). The wedge space∧r
Vaff (r ∈ N) is defined similarly. Normally ordered wedges are defined by
using the energy function H : Baff ⊗Baff → Z. Under certain assumptions, it is
proved that normally ordered wedges form a base of
∧r
Vaff .
A q-deformed Fock space is defined as the inductive limit of
∧r
Vaff as r →∞,
taken along the semi-infinite wedge associated to a ground state sequence. It is
proved that normally ordered wedges form a base of the Fock space and that the
Fock space has the structure of an integrable Uq(g)-module. An action of the
bosons, which commute with the U ′q(g)-action, is given on the Fock space. It
induces the decomposition of the q-deformed Fock space into the tensor product
of an irreducible Uq(g)-module and a bosonic Fock space.
As examples, Fock spaces for types A
(2)
2n , B
(1)
n , A
(2)
2n−1, D
(1)
n and D
(2)
n+1 at
level 1 and A
(1)
1 at level k are constructed. The commutation relations of the
bosons in each of these cases are calculated, using two point functions of vertex
operators.
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1. Introduction
Let g be an affine Lie algebra. The construction of integrable highest weight
modules for g has been studied extensively for more than 15 years, with appli-
cations to problems in mathematical physics like soliton equations and conformal
field theories. More recently, a further item was added to the list of interactions
between representation theory and integrable systems: the link between quantum
affine algebras, Uq(g), and solvable lattice models (see [JM] and references therein).
The link is twofold: (a) the R-matrices, which appear as the Boltzmann weights
of solvable lattice models, are intertwiners of level 0 Uq(g)-modules, and (b) the
irreducible integrable highest weight modules for Uq(g) appear as the spaces of the
eigenvectors of the corner transfer matrices. This suggests a construction of inte-
grable highest weight modules by means of semi-infinite tensor products of level 0
modules. In fact, in the crystal limit, such a construction was given for a large class
of representations known as the representations with perfect crystals [KMN1].
The idea of using Fock spaces of bosons or fermions goes back to earlier works
before the above link was found. In fact, the literature is vast. Let us mention some
of the works that are closely related to the present work. In [LW, KKLW], bosonic
Fock spaces were used to construct some level 1 highest weight modules of affine Lie
algebras using the fact that the actions of the principal Heisenberg subalgebras are
irreducible. In [DJKM] the level 1 highest weight modules of gl∞ were constructed
in the fermionic Fock space. By the boson-fermion correspondence one has the
action of bosons on the Fock space. The action of affine Lie algebras such as ŝln,
as subalgebras of gl∞, was then realized as the commutant of bosons of degree
divisible by n. Likewise, level 1 highest weight modules of other affine Lie algebras
g were constructed by realizing g as a subalgebra of go∞ (see also [JY]) or go2∞.
Under the influence of quantum groups, several developments were made further
in this direction. A q-deformed construction of the fermion Fock space was achieved
in [H]. In [MM], this was connected to the crystal base theory of Kashiwara [K1].
These works and the developments in solvable lattice models led to the semi-infinite
construction of affine crystals mentioned above.
Very recently, in [S], Stern gave a semi-infinite construction of the level 1 Fock
spaces for Uq(g) when g = ŝln. Subsequently, in [KMS], the decomposition of the
Fock spaces into the level 1 irreducible highest weight modules and the bosonic
Fock space, was given. In the present paper, we give a similar construction of Fock
spaces and their decomposition, for various cases in the class of representations
with perfect crystals. The case in [S, KMS] corresponds to the perfect crystal of
level 1 for A(1)n . Here we treat
level 1 A
(2)
2n , B
(1)
n , A
(2)
2n−1, D
(1)
n , D
(2)
n+1 and level k A
(1)
1 .
In order to handle these cases, we not only follow the basic strategy in [S, KMS],
but also develop some new machinery, where the R-matrix and crystal bases play
an important role.
In the following we recall the basic construction in [KMS] and compare it with
the newer version developed in this paper, by taking the examples of level l A
(1)
1 ,
3
l = 1, 2.
1.1. The kernel of R − 1. Let V be a finite-dimensional U ′q(g)-module, and
Vaff = V ⊗ C[z, z
−1] its affinization. The r-th q-wedge space is given by
r∧
Vaff = V
⊗r
aff /Nr,
where
Nr =
r−2∑
i=0
V ⊗iaff ⊗N ⊗ V
⊗(r−2−i)
aff
and the space N is a certain subspace of Vaff ⊗ Vaff . Namely, the q-wedge space
is defined as a quotient of the tensor product of Vaff modulo certain relations of
nearest neighbour type.
For the level 1 A
(1)
1 case, the space V is the 2-dimensional representation of
U ′q(ŝl2), V = Qv0⊕Qv1. In [S, KMS], the action of the Hecke algebra generator T
was given on Vaff ⊗ Vaff , and the space N was defined by
N = Ker(T + 1).
It was also noted that N = U ′q(ŝl2) · v0 ⊗ v0. In this paper, we define, in general,
N = U ′q(g)[z ⊗ z, z
−1 ⊗ z−1, z ⊗ 1 + 1⊗ z] · v ⊗ v, (1.1.1)
where v is an extremal vector in Vaff (see §3.1 for the definition). For l = 1, any
znvi (n ∈ Z, i = 0, 1) is extremal. For l = 2, we take
V = Qv0 ⊕Qv1 ⊕Qv2.
The extremal vectors are znv0 and z
nv2 (n ∈ Z). For l = 1, in the q = 1 limit, the
construction gives rise to ordinary wedges with anti-commutation relations
zmvi ∧ z
nvj + z
nvj ∧ z
mvi = 0.
For l = 2, this is not the case, e.g. v1 ∧ v1 6= 0, even in the q = 1 limit.
The definition (1.1.1) is appropriate for computational use. For theoretical use,
we have the following equivalent definition
N = Ker(R− 1).
Here R is the R-matrix acting on Vaff ⊗ Vaff (strictly speaking, the image of R
belongs to a certain completion of Vaff ⊗ Vaff).
The R-matrix satisfies the Yang-Baxter equation
R12R23R12 = R23R12R23,
commutes with the Uq(g)-action on Vaff ⊗ Vaff , satisfies
R(z ⊗ 1) = (1⊗ z)R, R(1⊗ z) = (z ⊗ 1)R,
and is normalized as
R(v ⊗ v) = v ⊗ v,
where v is an extremal vector.
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1.2. Energy function and the normal ordering rules. In [KMS], it was
shown that the q-wedge relations give a normal ordering rule of products of vectors.
Define um (m ∈ Z) by
znvi = u2n−i. (1.2.1)
It was shown that the vectors
um1 ∧ · · · ∧ umr (m1 < · · · < mr)
form a base of
∧r Vaff .
To describe the normal ordering rules in the general case, we use the energy
function
H : Baff ⊗Baff −→ Z.
The set Baff is the crystal of Vaff . For each element b in Baff , we have a correspond-
ing vector G(b) in Vaff . In this section we use the same symbol for b and G(b):
e.g. a general element of Baff for the level 1 A
(1)
1 case and that of Vaff are denoted
by znvi. The energy function H is such that
R
(
G(b1)⊗G(b2)
)
= zH(b1⊗b2)G(b1)⊗ z
−H(b1⊗b2)G(b2) mod qL(Vaff)⊗ L(Vaff),
where L(Vaff) is the free module generated by G(b) (b ∈ Baff) over A
def
= {f ∈
Q(q); f is regular at q = 0}.
For the level 2 A
(1)
1 case,
Baff = {z
mvi;m ∈ Z, i = 0, 1, 2}
and
H(zmvi ⊗ z
nvj) = −m+ n + hij
where the (hij)i,j=0,1,2 are given by

j = 0 1 2
i = 0 0 0 0
1 1 1 0
2 2 1 0
.
We show that the set of vectors
G(b1) ∧ · · · ∧G(br)
such that
H(bi ⊗ bi+1) > 0 (i = 1, . . . , r − 1) (1.2.2)
is a base of
∧r Vaff .
The vectors satisfying (1.2.2) are called normally ordered wedges. To show
that the normally ordered wedges span the q-wedge space, we need to write down
the basic q-wedge relations explicitly. This part of the work is technically much
involved. We do it case by case. The generality in handling examples in this paper
is narrower than that of [KMN2] because of this limitation.
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In [KMS] the linear independence of the normally ordered wedges is proved by
reduction to the q = 1 limit. Since the q = 1 result is not known for the general
case, we prove the linear independence directly by using the Yang-Baxter equation
for R and the crystal base theory.
1.3. Fock representations. In [KMS], the Fock spaces are constructed by means
of an inductive limit of
∧r Vaff . In the case of level 1 A(1)1 , we take the sequence
(um)m∈Z as in (1.2.1). The Fock space Fm is defined as the space spanned by the
semi-infinite wedges
uj1 ∧ uj2 ∧ uj3 ∧ · · ·
such that jk = m + k − 1 for sufficiently large k. The action of Uq(ŝl2) on Fm is
defined by using the semi-infinite coproduct. It was shown that Fm is the tensor
product
V (λm)⊗ C[H−].
Here V (λm) is the irreducible highest weight representation with the highest weight
λm, where
λm =
Λ1 if m ≡ 0 mod 2;Λ0 if m ≡ 1 mod 2,
and C[H−] is the Fock space of the Heisenberg algebra generated by Bn (n ∈ Z\{0})
that acts on Fm by
Bn =
∞∑
k=1
1⊗ · · · ⊗ 1⊗
k
∨
zn ⊗ 1⊗ · · · .
To construct the Fock spaces in the general case, we use the construction of
affine crystals developed in [KMN1]. We assume that V has a perfect crystal B of
level l. Then we can choose a sequence b◦m in Baff such that
〈c, ε(b◦m)〉 = l,
ε(b◦m) = ϕ(b
◦
m+1),
H(b◦m ⊗ b
◦
m+1) = 1
(see subsection 3.1 for the definition of ε(b) and ϕ(b)). In the case of level 2 A
(1)
1 ,
we have
b◦m =
zkvj if m is odd;zk+1−jv2−j if m is even, (1.3.1)
for some k ∈ Z and j ∈ {0, 1, 2} independent of m. Then we shall define the Fock
space Fm as a certain quotient of the space spanned by the semi-infinite wedges
G(b1) ∧G(b2) ∧G(b3) ∧ · · ·
such that bn = b
◦
m+n−1 for sufficiently large n. In particular, the Fock space contains
the highest weight vector
|m〉 = G(b◦m) ∧G(b
◦
m+1) ∧G(b
◦
m+2) ∧ · · ·
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with the highest weight
λm =
jΛ1 + (2− j)Λ0 if m is odd;(2− j)Λ1 + jΛ0 if m is even.
The quotient is such that if
H(b⊗ b◦m) ≤ 0
we require that
G(b) ∧ |m〉 = 0.
Here is a significant difference between level 1 A(1)n and other cases. For the former
if H(b⊗ b◦m) ≤ 0 then
G(b) ∧G(b◦m) ∧ · · · ∧G(b
◦
m′) = 0
for sufficiently large m′. But, this is not true in general. The correct statement is
that for any n we can find m′ such that the q-wedge G(b) ∧ G(b◦m) ∧ · · · ∧G(b
◦
m′)
is a linear combination of normally ordered wedges whose coefficients are O(qn) at
q = 0. Therefore, we need to impose the separability of the q-adic topology, taking
the quotient by the closure of {0}.
It is necessary to check that the action of Uq(g) given by the semi-infinite co-
product, is well-defined. A careful study of the q-wedges shows that
∆(∞/2)(fi)|m〉 = G(f˜ib
◦
m) ∧ |m+ 1〉, (1.3.2)
where
∆(∞/2)(fi) =
∞∑
n=1
1⊗ · · · ⊗ 1⊗
n
∨
fi ⊗ ti ⊗ ti ⊗ · · · .
In the case in [KMS], the action of ∆(∞/2)(fi) on each vector in Fm is such that
only finitely many terms in the sum are different from 0. This is not true in general.
For example, consider the case k = 1 and j = 1 in (1.3.1). We have f1v1 = [2]v2
([2] = q + q−1) and t1|m〉 = q|m〉. Therefore, we have
∆(∞/2)(f1)(v1 ∧ v1 ∧ v1 ∧ · · · ) = q[2](v2 ∧ v1 ∧ v1 ∧ · · · ) + q[2](v1 ∧ v2 ∧ v1 ∧ · · · )
+ q[2](v1 ∧ v1 ∧ v2 ∧ · · · ) + · · · · · · .
On the other hand, we have
v1 ∧ v2 + q
2v2 ∧ v1 = 0,
and hence
∆(∞/2)(f1)(v1 ∧ v1 ∧ · · · ) = v2 ∧ v1 ∧ v1 ∧ · · · ,
by summing up
1 + (−q2) + (−q2)2 + · · · =
1
1 + q2
in the q-adic topology.
In general, based on (1.3.2) we can show the well-definedness of the Uq(g)-action.
The decomposition of the q-Fock spaces into the irreducible Uq(g)-modules and
the bosonic Fock space goes the same as the level 1 A(1)n case. We carry out the
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computation of the exact commutation relations of the bosons in each case, by
reducing it to the commutation relations of vertex operators.
The plan of this paper is as follows. We list the notations in section 2. We
define the finite q-wedges in section 3 and prove that the normally ordered wedges
form a base. In section 4, we define the q-Fock space and the actions of Uq(g) and
the Heisenberg algebra. We give level 1 examples in section 5 for which we check
the conditions assumed in section 3. We compute the level 1 two point functions
in section 6 in order to find the commutation relations of the bosons. Section 7 is
devoted to a higher level example. We add four appendices. In Appendix A we
prove a proposition on crystal base which is necessary in this paper but was not
proved in [KMN1]. Appendix B is a proof that the Serre relations follow from the
integrability of representations. Appendix C is the computation of the two-point
correlation functions of the q-vertex operators in the D
(2)
n+1 case. In Appendix D
we consider the q → 1 limit for the A
(2)
2n case and compare it to the result in [JY].
Acknowledgement. We thank Eugene Stern for discussions in the early stage of
this work, and Masato Okado for explaining the method for the computation of
the result in Appendix C. This work is partially supported by Grant-in-Aid for
Scientific Research on Priority Areas, the Ministry of Education, Science, Sports
and Culture. J.-U. H. P. and C. M. Y. are supported by the Japan Society for the
Promotion of Science.
2. Preliminary
2.1. Notations. In this paper we use the following notations.
δ(P ) =
1 if a statement P is true0 if P is false.
g : an affine Lie algebra.
h : its Cartan subalgebra with dimension rank(g) + 1.
I : the index set for simple roots.
αi : a simple root ∈ h
∗ corresponding to i ∈ I.
hi : a simple coroot ∈ h corresponding to i ∈ I.
We assume that the simple roots and the simple coroots are
linearly independent.
W : the Weyl group of g.
( , ) : a W -invariant non-degenerate bilinear symmetric form on h∗
such that (αi, αi) ∈ 2Z>0.
〈 , 〉 : the coupling h× h∗ → C.
P : a weight lattice ⊂ h∗.
Q =
∑
i Zαi the root lattice.
Q± = ±
∑
i Z≥0αi.
δ : an element of Q+ such that Zδ = {λ ∈ Q; 〈hiλ〉 = 0}.
c : an element of
∑
i Z>0hi such that Zc = {h ∈
∑
i Zhi; 〈h, αi〉 = 0}.
We write
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δ =
∑
i aiαi and
c =
∑
i a
∨
i hi.
Pcl = P/Zδ.
cl : P → Pcl.
We assume for the sake of simplicity
Pcl
∼
→ Hom Z(⊕i∈IZhi,Z).
This implies {λ ∈ P ; 〈hi, λ〉 = 0 for any i ∈ I} = Zδ.
Λi : a fundamental weight in P ,
i.e. an element of P such that 〈hj ,Λi〉 = δij .
Λcli = cl(Λi), the fundamental weight in Pcl.
Note that Λi is determined modulo Zδ.
P 0 : the level 0 part of P , i.e. {λ ∈ P : 〈c, λ〉 = 0}.
P 0cl : the level 0 part of Pcl, i.e. cl(P
0).
Uq(g) : the quantized universal enveloping algebra
with {qh; h ∈ P ∗} as its Cartan part.
U ′q(g) : the quantized universal enveloping algebra
with {qh; h ∈ Pcl
∗} as its Cartan part.
Hence U ′q(g) is a subalgebra of Uq(g).
K = Q(q).
We consider Uq(g) and U
′
q(g) over K.
A = {f ∈ K; f has no pole at q = 0} .
U ′q(g)Z: the Z[q, q
−1]-subalgebra of U ′q(g) generated by the divided powers
e
(n)
i , f
(n)
i , ti and
{
ti
n
}
.
Uq(g)Z: the Z[q, q
−1]-subalgebra of Uq(g) generated by U
′
q(g)Z
and
{
qh
n
}
(h ∈ P ∗).
The quantized affine algebra Uq(g) is a K-algebra generated by ei, fi (i ∈ I) and
qh (h ∈ P ∗) with the commutation relations
qh = 1 for h = 0,
qh+h
′
= qhqh
′
for h, h′ ∈ P ∗,
qheiq
−h = q〈h,αi〉ei and q
hfiq
−h = q−〈h,αi〉fi,
[ei, fj] = δij
ti − t
−1
i
qi − q
−1
i
,
for i 6= j ∈ I∑
k(−1)
ke
(k)
i eje
(−〈hi,αj〉−k)
i = 0,∑
k(−1)
kf
(k)
i fjf
(−〈hi,αj〉−k)
i = 0.
Here
qi = q
(αi,αi)
2 and ti = q
(αi,αi)
2
hi.
2.2. Coproducts. There are several coproducts of Uq(g) used in the literature.
In this paper, we use a coproduct different from the ones used in [DJO, JM, K1, K2,
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KMN1]. In this subsection, we shall explain the relations among four coproducts:
∆+ :

qh 7→ qh ⊗ qh
ei 7→ ei ⊗ 1 + ti ⊗ ei
fi 7→ fi ⊗ t
−1
i + 1⊗ fi
(2.2.1)
∆− :

qh 7→ qh ⊗ qh
ei 7→ ei ⊗ t
−1
i + 1⊗ ei
fi 7→ fi ⊗ 1 + ti ⊗ fi
(2.2.2)
∆¯+ :

qh 7→ qh ⊗ qh
ei 7→ ei ⊗ 1 + t
−1
i ⊗ ei
fi 7→ fi ⊗ ti + 1⊗ fi
(2.2.3)
∆¯− :

qh 7→ qh ⊗ qh
ei 7→ ei ⊗ ti + 1⊗ ei
fi 7→ fi ⊗ 1 + t
−1
i ⊗ fi
(2.2.4)
Their antipodes are given by
a+ :

qh 7→ q−h
ei 7→ −t
−1
i ei
fi 7→ −fiti
(2.2.5)
a− :

qh 7→ q−h
ei 7→ −eiti
fi 7→ −t
−1
i fi
(2.2.6)
a¯+ :

qh 7→ q−h
ei 7→ −tiei
fi 7→ −fit
−1
i
(2.2.7)
a¯− :

qh 7→ q−h
ei 7→ −eit
−1
i
fi 7→ −tifi
(2.2.8)
For two Uq(g)-modules M1 and M2, let us denote by M1 ⊗+ M2, M1 ⊗− M2
M1⊗+M2 and M1⊗−M2 the vector space M1 ⊗K M2 endowed with the Uq(g)-
module structure via the coproduct ∆+, ∆−, ∆¯+ and ∆¯−, respectively.
We have functorial isomorphisms of Uq(g)-modules
M1 ⊗+ M2
∼
→ M2⊗−M1 (2.2.9)
M1 ⊗− M2
∼
→ M2⊗+M1 (2.2.10)
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by u1 ⊗ u2 7→ u2 ⊗ u1.
We have functorial isomorphisms of Uq(g)-modules
q−(·,·) :M1 ⊗+ M2
∼
→ M1 ⊗− M2 (2.2.11)
q(·,·) : M1⊗+M2
∼
→ M1⊗−M2 (2.2.12)
Here q−(·,·) sends u1 ⊗+ u2 to q
−(wt (u1),wt (u2))u1 ⊗− u2 and q
(·,·) sends u1⊗+u2 to
q(wt (u1),wt (u2))u1⊗−u2.
The tensor products ⊗+ and ⊗− behave well under upper crystal bases and ⊗−
and ⊗+ behave well under lower crystal bases. Namely, if (Lj, Bj) is an upper
crystal base of an integrable Uq(g)-module Mj (j = 1, 2), then (L1⊗A L2, B1⊗B2)
is an upper crystal base ofM1⊗+M2 andM1⊗−M2. Similarly, if (Lj , Bj) is a lower
crystal base of Mj , then (L1 ⊗A L2, B1 ⊗B2) is a lower crystal base of M1 ⊗− M2
and M1⊗+M2. If we use ⊗+ or ⊗−, the tensor product of crystal base is described
as follows. For two crystals B1, B2 and b1 ∈ B1, b2 ∈ B2,
wt (b1 ⊗ b2) = wt (b1) + wt (b2),
εi(b1 ⊗ b2) = max(εi(b1), εi(b2)− 〈hi,wt (b1)〉),
ϕi(b1 ⊗ b2) = max(ϕi(b1) + 〈hi,wt (b2)〉, ϕi(b2)),
e˜i(b1 ⊗ b2) =
e˜ib1 ⊗ b2 if ϕi(b1) ≥ εi(b2),b1 ⊗ e˜ib2 if ϕi(b1) < εi(b2),
f˜i(b1 ⊗ b2) =
f˜ib1 ⊗ b2 if ϕi(b1) > εi(b2),b1 ⊗ f˜ib2 if ϕi(b1) ≤ εi(b2).
If we use the other tensor products ⊗+ or ⊗−, we have to exchange the first and
the second factors in the formulas above. Namely the tensor product of crystals is
given as follows.
wt (b1 ⊗ b2) = wt (b1) + wt (b2),
εi(b1 ⊗ b2) = max(εi(b1)− 〈hi,wt (b2)〉, εi(b2)),
ϕi(b1 ⊗ b2) = max(ϕi(b1), ϕi(b2) + 〈hi,wt (b1)〉),
e˜i(b1 ⊗ b2) =
e˜ib1 ⊗ b2 if εi(b1) > ϕi(b2),b1 ⊗ e˜ib2 if εi(b1) ≤ ϕi(b2),
f˜i(b1 ⊗ b2) =
f˜ib1 ⊗ b2 if εi(b1) ≥ ϕi(b2),b1 ⊗ f˜ib2 if εi(b1) < ϕi(b2). (2.2.13)
In this article, we mainly use the tensor product ⊗+ and lower crystal bases.
The rule of the tensor product of crystals is therefore by (2.2.13). Note that ⊗+
is used in [DJO, JM] and ⊗− in [K2, KMN1].
11
3. Wedge products
3.1. Perfect crystal. Let us take an integrable finite-dimensional representation
V of U ′q(g). Let V = ⊕λ∈P 0clVλ be its weight space decomposition. Its affinization
is defined by
Vaff =
⊕
λ∈P
(Vaff)λ
where (Vaff)λ = Vcl(λ) for λ ∈ P . Let cl : (Vaff)λ → Vcl(λ) denote the canonical
isomorphism. Then Vaff has a natural structure of a Uq(g)-module such that cl :
Vaff → V is U
′
q(g)-linear (see [KMN1]).
Let z : Vaff → Vaff be the endomorphism of weight δ given by
(Vaff)λ
z
−−−→ (Vaff)λ+δ
≀
y ≀y
Vcl(λ) Vcl(λ+δ)
The endomorphism z is U ′q(g)-linear.
Taking a section of cl : P → Pcl, Vaff may be identified with V ⊗ C[z, z
−1] (see
section 5.1).
We assume that
(P): V has a perfect crystal base (L,B).
Let us recall its definition in [KMN1]. A crystal base (L,B) is called perfect of
level l ∈ Z>0 if it satisfies the following axioms (P1)–(P3).
(P1): There is a weight λ◦ ∈ P 0cl such that the weights of V are contained
in the convex hull of Wλ◦ and that dimVwλ◦ = 1 for any w in the Weyl
group W .
We call a vector in Vwλ◦ an extremal vector with extremal weight wλ
◦.
(P2): B ⊗B is connected.
(P3): There is a positive integer l satisfying the following conditions.
(i) For every b ∈ B, 〈c, ε(b)〉 = 〈c, ϕ(b)〉 ≥ l. Here we set
ε(b) =
∑
i∈I
εi(b)Λ
cl
i ∈ Pcl
ϕ(b) =
∑
i∈I
ϕi(b)Λ
cl
i ∈ Pcl (3.1.1)
with the fundamental weights Λcli ∈ Pcl.
(ii) Set Bmin = {b ∈ B; 〈c, ε(b)〉 = l} and (P
+
cl )l = {λ ∈ Pcl ; 〈c, λ〉 =
l and 〈hi, λ〉 ≥ 0 for every i ∈ I}. Then
ε, ϕ : Bmin → (P
+
cl )l are bijective.
Note that (P1) is equivalent to the irreducibility of V (see [CP]).
Note that the equality 〈c, ε(b)〉 = 〈c, ϕ(b)〉 in (P3) (i) follows from
ϕ(b) = wt (b) + ε(b)
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and the fact that V is a U ′q(g)-module of level 0.
Remark. The map ε(b) 7→ ϕ(b) (b ∈ Bmin) defines an automorphism of (P
+
cl )l. In
all the examples of perfect crystals that we know, this automorphism is induced
by a Dynkin diagram automorphism.
We have constructed Vaff out of V . Similarly we construct the crystal base
(Laff , Baff) of Vaff out of (L,B). We define similarly cl : Baff → B and z : Baff →
Baff .
We assume further that V has a good base {G(b)}b∈B in the following sense.
(G): V has a lower global base {G(b)}b∈B.
This means that the base {G(b)}b∈B satisfies the following conditions (cf. [K2]).
(i)
⊕
b∈B
Z[q, q−1]G(b) is a U ′q(g)Z-submodule of V .
(ii) b ≡ G(b) mod L/qL.
(iii) eiG(b) = [ϕi(b) + 1]iG(e˜ib) +
∑
Eib,b′G(b
′),
(iv) fiG(b) = [εi(b) + 1]iG(f˜ib) +
∑
F ib,b′G(b
′).
In both cases, the sum ranges over b′ that belongs to an i-string strictly longer than
that of b (⇔ εi(b
′) ≥ εi(b) or ϕi(b
′) ≥ ϕi(b) according to (iii) or (iv)). Moreover
the coefficients satisfy
Eib,b′ ∈ qq
−ϕi(b′)
i Z[q] ∪ q
−1q
ϕi(b′)
i Z[q
−1] (3.1.2)
F ib,b′ ∈ qq
−εi(b′)
i Z[q] ∪ q
−1q
εi(b′)
i Z[q
−1]. (3.1.3)
Remark. The reason why we choose a lower global base is explained in Theo-
rem 4.2.5 and the remark after Proposition 4.2.8.
We define the base {G(b)}b∈Baff of Vaff by cl(G(b)) = G(cl(b)). We have G(z
nb) =
znG(b) for n ∈ Z and b ∈ Baff .
3.2. Energy function. Let H be an energy function (see [KMN1]). Namely
H : Baff ⊗Baff → Z satisfies
(E1): H(zb1 ⊗ b2) = H(b1 ⊗ b2)− 1.
(E2): H(b1 ⊗ zb2) = H(b1 ⊗ b2) + 1.
(E3): H is constant on every connected component of the crystal graph
Baff ⊗Baff .
By (E1–3), H is uniquely determined up to a constant. We normalize H by
(E4): H(b⊗ b) = 0 for any (or equivalently some) extremal b ∈ Baff (i.e.
cl
(
wt (b)
)
∈ Wλ◦).
We know already its existence and uniqueness ([KMN1]). The existence is in fact
proved by using R-matrix. Let us explain their relation. There is a Uq(g)-linear
endomorphism (R-matrix) R of Vaff ⊗ Vaff such that
R ◦ (z ⊗ 1) = (1⊗ z) ◦R (3.2.1)
R ◦ (1⊗ z) = (z ⊗ 1) ◦R (3.2.2)
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and normalized by
R(u⊗ u) = u⊗ u for every extremal u ∈ Vaff . (3.2.3)
Strictly speaking, R is a homomorphism from Vaff⊗Vaff to its completion Vaff⊗̂Vaff .
It is proved in [KMN1] that R sends Laff ⊗ Laff to Laff⊗̂Laff and
R(G(b1)⊗G(b2))
≡ G(zH(b1⊗b2)b1)⊗G(z
−H(b1⊗b2)b2) mod qLaff⊗̂Laff (3.2.4)
for every b1, b2 ∈ Baff .
We know that R has finitely many poles. It means that there is a non-zero ψ ∈
K[z ⊗ z−1, z−1 ⊗ z] such that ψR sends Vaff ⊗ Vaff into itself. We assume that the
denominator ψ of R satisfies the following property.
(D): ψ ∈ A[z ⊗ z−1] and ψ = 1 at q = 0.
We take a linear form s : P → Q such that s(αi) = 1 for every i ∈ I, and define
l : Baff → Z
by l(b) = s(wt (b))+c for some constant c. With a suitable choice of c, l is Z-valued.
It satisfies
(i) l(zb) = l(b) + a for any b ∈ Baff . Here a is a positive integer independent of
b.
(ii) l(e˜ib) = l(b) + 1 if i ∈ I and b ∈ Baff satisfy e˜ib 6= 0.
We assume that it satisfies
(L): If H(b1 ⊗ b2) ≤ 0, then l(b1) ≥ l(b2).
3.3. Wedge products. We define L(V ⊗2aff ) by Laff ⊗A Laff . Let us set R˜ =
ψ(z ⊗ 1, 1 ⊗ z)R = Rψ(1 ⊗ z, z ⊗ 1). Then it is an endomorphism of V ⊗2aff and
L(V ⊗2aff ) is stable by R˜. We shall denote by the same letter R˜ the endomorphism
of L(V ⊗2aff )/qL(V
⊗2
aff ) induced by R˜. Then by (D) and (3.2.4) we have the equality
in L(V ⊗2aff )/qL(V
⊗2
aff )
R˜(b1 ⊗ b2) = z
H(b1⊗b2)b1 ⊗ z
−H(b1⊗b2)b2 for every b1,b2 ∈ Baff . (3.3.1)
Since R2 = 1, we have(
R˜− ψ(z ⊗ 1, 1⊗ z)
)
◦
(
R˜ + ψ(1⊗ z, z ⊗ 1)
)
= 0. (3.3.2)
Let us choose an extremal vector u ∈ Vaff . Then we define
N = Uq(g)[z ⊗ z, z
−1 ⊗ z−1, z ⊗ 1 + 1⊗ z] (u⊗ u) .
This definition does not depend on the choice of u, because an extremal vector u
of weight λ satisfies
(f
(n)
i u)⊗ (f
(n)
i u) = f
(2n)
i (u⊗ u) if 〈hi, λ〉 = n ≥ 0,
(e
(n)
i u)⊗ (e
(n)
i u) = e
(2n)
i (u⊗ u) if 〈hi, λ〉 = −n ≤ 0.
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By the definition, we have
f(z ⊗ 1, 1⊗ z)N ⊂ N
for any symmetric Laurent polynomial f(z1, z2). (3.3.3)
We put the following postulate.
(R): For every pair (b1, b2) in Baff with H(b1⊗b2) = 0, there exists Cb1,b2 ∈
N which has the form
Cb1,b2 = G(b1)⊗G(b2)−
∑
b′1,b
′
2
ab′1,b′2 G(b
′
1)⊗G(b
′
2) .
Here the sum ranges over (b′1, b
′
2) such that
H(b′1 ⊗ b
′
2) > 0 ,
l(b2) ≤ l(b
′
1) < l(b1) ,
l(b2) < l(b
′
2) ≤ l(b1) ,
and the coefficients ab′1,b′2 belong to Z[q, q
−1].
Later in Lemma 3.3.2, we see that ab′1,b′2 belong to qZ[q].
Since we have normalized the R-matrix by R(u⊗ u) = u⊗ u, we have
R˜(v) = ψ(z ⊗ 1, 1⊗ z)v for every v ∈ N . (3.3.4)
Hence R˜ sends N to itself.
We set
L(N) = N ∩ L(V ⊗2aff ).
Then by (D) and (3.3.4), we have the equality in L(V ⊗2aff )/qL(V
⊗2
aff )
R˜(b) = b for every b ∈ L(N)/qL(N). (3.3.5)
We define the wedge product by∧2Vaff = V ⊗2aff /N .
For v1,v2 ∈ V , let us denote by v1 ∧ v2 the element of
∧2Vaff corresponding to
v1 ⊗ v2. We set
L(
∧2Vaff) = L(V ⊗2aff )/L(N) ⊂ ∧2Vaff .
Now we shall study the properties of
∧2Vaff under conditions (P), (G), (D), (L)
and (R).
We conjecture that (P) and (G) imply the other conditions (D), (L) and (R).
Lemma 3.3.1. If
∑
H(b1⊗b2)>0 ab1,b2G(b1)⊗G(b2) belongs to Ker
(
R˜−ψ(z⊗1, 1⊗
z)
)
, then all ab1,b2 vanish.
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Proof. It is enough to show that for n ∈ Z
if ab1,b2 ∈ q
nA for all b1, b2, then ab1,b2 ∈ q
n+1A. (3.3.6)
By (D), (3.3.4) and (3.3.1), we obtain the identity in L(V ⊗2aff )/qL(V
⊗2
aff ),∑
H(b1⊗b2)>0
(q−nab1,b2)b1 ⊗ b2 =
∑
H(b1⊗b2)>0
(q−nab1,b2)z
H(b1⊗b2)b1 ⊗ z
−H(b1⊗b2)b2.
Since H
(
zH(b1⊗b2)b1 ⊗ z
−H(b1⊗b2)b2
)
= −H(b1 ⊗ b2) < 0, we obtain the desired
assertion (3.3.6).
A similar argument leads to the following result.
Lemma 3.3.2. If H(b1⊗ b2) = 0 and G(b1)⊗G(b2)−
∑
H(b′1⊗b
′
2)>0
ab′1,b′2G(b
′
1)⊗G(b
′
2)
belongs to N , then ab′1,b′2 ∈ qA.
We shall call a pair (b1, b2) of elements in Baff normally ordered and G(b1)∧G(b2)
a normally ordered wedge if H(b1 ⊗ b2) > 0. The axiom (R) may be considered as
a rule to write G(b1) ∧ G(b2) as a linear combination of normally ordered wedges
when H(b1⊗ b2) = 0. In order to treat the case H(b1⊗ b2) = −c < 0, we introduce
an element of N (see (3.3.3))
C ′b1,b2 = (1⊗ z
−c + z−c ⊗ 1)Cb1,zcb2 (3.3.7)
= (1⊗ zc + zc ⊗ 1)Cz−cb1,b2 .
Note that H(b1 ⊗ z
cb2) = H(z
−cb1 ⊗ b2) = 0.
Lemma 3.3.3. If H(b1 ⊗ b2) ≤ 0, then C
′
b1,b2 has the form
G(b1)⊗G(b2)−
∑
b′1,b
′
2
ab′1,b′2G(b
′
1)⊗G(b
′
2).
Here the sum ranges over (b′1, b
′
2) such that
H(b′1 ⊗ b
′
2) > H(b1 ⊗ b2) ,
l(b2) ≤ l(b
′
1) < l(b1) ,
l(b2) < l(b
′
2) ≤ l(b1) .
Moreover ab′1,b′2 belongs to Z[q].
Proof. Assume H(b1 ⊗ b2) = −c < 0. Set
C ′z−cb1,b2 = G(z
−cb1)⊗G(b2)−
∑
H(b′1⊗b
′
2)>0
ab′1,b′2G(b
′
1)⊗G(b
′
2).
Here the sum ranges over
l(b2) ≤ l(b
′
1) < l(z
−cb1) ,
l(b2) < l(b
′
2) ≤ l(z
−cb1) .
Then
C ′b1,b2 = G(b1)⊗G(b2) +G(z
−cb1)⊗G(z
cb2)
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−
∑
H(b′1⊗b
′
2)>0
ab′1,b′2
(
G(b′1)⊗G(z
cb′2) +G(z
cb′1)⊗G(b
′
2)
)
.
The desired properties can be easily checked.
By the repeated use of the proposition above, we obtain the following result.
Corollary 3.3.4. If H(b1 ⊗ b2) ≤ 0 then N contains an element Cb1,b2, which has
the form
G(b1)⊗G(b2)−
∑
b′1,b
′
2
ab′1,b′2G(b
′
1)⊗G(b
′
2).
Here the sum ranges over (b′1, b
′
2) such that
H(b′1 ⊗ b
′
2) > 0 ,
l(b2) ≤ l(b
′
1) < l(b1) ,
l(b2) < l(b
′
2) ≤ l(b1) .
and ab′1,b′2 ∈ Z[q].
By Lemma 3.3.1, Cb1,b2 is uniquely determined. Note that we shall see
ab′1,b′2(0) = −δ(b
′
1 ⊗ b
′
2 = z
H(b1⊗b2)b1 ⊗ z
−H(b1⊗b2)b2)
(see Lemma 3.3.8).
The following corollary is a consequence of the corollary above and Lemma 3.3.1.
Lemma 3.3.5. L(N) is a free A-module with {Cb1,b2}H(b1⊗b2)≤0 as its basis.
Proposition 3.3.6. (i) The normally ordered wedges form a base of
∧2Vaff .
(ii) L(
∧2Vaff) is a free A-module with the normally ordered wedges as a base.
Proof. Lemma 3.3.1 implies the linear independence of the normally ordered wedges
and Corollary 3.3.4 implies that they generate
∧2Vaff .
(ii) follows from (i) and Corollary 3.3.4.
Corollary 3.3.7. N = Ker
(
R˜− ψ(z ⊗ 1, 1⊗ z)
)
.
Proof. We know already that N is contained in Ker
(
R˜−ψ(z⊗1, 1⊗z)
)
. Since the
normally ordered wedges are linearly independent in V ⊗2aff /Ker
(
R˜−ψ(z⊗1, 1⊗z)
)
by Lemma 3.3.1,
∧2Vaff → V ⊗2aff /Ker (R˜ − ψ(z ⊗ 1, 1⊗ z)) is injective.
We define for n > 0
Nn =
n−2∑
k=0
(
V ⊗kaff ⊗N ⊗ V
⊗(n−k−2)
aff
)
⊂ V ⊗naff
and then ∧nVaff = V ⊗naff /Nn .
For u1, u2, . . . , un ∈ Vaff , we denote by u1∧u2∧· · ·∧un the image of u1⊗u2⊗· · ·⊗un
in
∧nVaff .
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There is a Uq(g)-linear homomorphism
∧ :
∧nVaff ⊗ ∧mVaff → ∧n+mVaff .
Let us set L(V ⊗naff ) = L
⊗n
aff and let L(
∧n Vaff) be the image of L(V ⊗naff ) in ∧n Vaff .
We call a sequence (b1, b2, . . . , bn) normally ordered if its every consecutive pair is
normally ordered, i.e. if H(bj ⊗ bj+1) > 0 for j = 1, . . . , n− 1. In this case we call
G(b1) ∧ · · · ∧G(bn) a normally ordered wedge. Set
L(Nn) =
n−2∑
k=0
L(Vaff)
⊗k ⊗A L(N)⊗A L(Vaff)
⊗(n−2−k) ⊂ L(V ⊗naff ).
Note that we have not yet seen L(Nn) ⊃ Nn ∩ L(V
⊗n
aff ), which will follow from
Lemma 3.3.11. In the formulae below, we have to pay attention to a difference
between modulo qL(Nn) and modulo qL(V
⊗n
aff ).
Lemma 3.3.8. (i) If H(b1 ⊗ b2) = 0 then
G(zab1) ∧G(z
bb2) ≡ −G(z
bb1) ∧G(z
ab2) mod qL(
∧2Vaff).
(ii) If H(b1 ⊗ b2) ≤ 0 then
Cb1,b2 ≡ b1 ⊗ b2 + δ(H(b1 ⊗ b2) < 0)z
H(b1⊗b2)b1 ⊗ z
−H(b1⊗b2)b2
mod qL(V ⊗2aff ).
(iii) If H(bj ⊗ bj+1) = 0 for j = 1, . . . , n− 1, then for any σ ∈ Sn,
G(za1b1) ∧G(z
a2b2) ∧ · · · ∧G(z
anbn)
≡ sgn(σ)G(zaσ(1)b1) ∧G(z
aσ(2)b2) ∧ · · · ∧G(z
aσ(n)bn)
mod qL(
∧nVaff).
Proof. By Lemma 3.3.3, (i) holds for a = b = 0. The general case is obtained by
operating za ⊗ zb + zb ⊗ za on G(b1)⊗G(b2) ≡ 0.
The other assertions follow from (i).
Proposition 3.3.9. Let a, c ∈ Z and n ∈ Z>0. Then for b1, . . . , bn ∈ Baff with
a ≤ l(bj) ≤ c, we have
G(b1)⊗ · · · ⊗G(bn) ∈
∑
Z[q]G(b′1)⊗ · · · ⊗G(b
′
n) + L(Nn)
where the sum ranges over normally ordered sequences (b′1, . . . , b
′
n) with a ≤ l(b
′
j) ≤
c and l(b′1) ≤ l(b1).
Proof.We shall prove this by induction on n and l(b1). By the induction hypothesis
on n, we may assume that (b2, . . . , bn) is normally ordered. If H(b1⊗ b2) > 0, then
we are done. Assume that H(b1 ⊗ b2) ≤ 0. Then by Corollary 3.3.4, we can write
G(b1)⊗G(b2) ≡
∑
b′1,b
′
2
ab′1,b′2G(b
′
1)⊗G(b
′
2) mod L(N)
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with H(b′1 ⊗ b
′
2) > 0 and l(b2) ≤ l(b
′
1) < l(b1) and l(b2) < l(b
′
2) ≤ l(b1). Then we
have
G(b1)⊗G(b2)⊗ · · · ⊗G(bn)
≡
∑
ab′1,b′2G(b
′
1)⊗G(b
′
2)⊗G(b3)⊗ · · · ⊗G(bn) mod L(Nn).
Since a ≤ l(b2) ≤ l(b
′
1) < l(b1), the induction proceeds.
This proposition says in particular that
∧nVaff is generated by the normally or-
dered wedges. In order to see their linear independence, we need the compatibility
of the relations, which follow from the Yang–Baxter equation for R.
Lemma 3.3.10. Assume H(b1 ⊗ b2) = H(b2 ⊗ b3) = 0. Then for a ≥ b ≥ c, we
have
(1 + δa,b)Czab1,zbb2 ⊗G(z
cb3)
+(1 + δb,c)Czbb1,zcb2 ⊗G(z
ab3) + (1 + δa,c)Czab1,zcb2 ⊗G(z
bb3)
≡ (1 + δb,c)G(z
ab1)⊗ Czbb2,zcb3
+(1 + δa,c)G(z
bb1)⊗ Czab2,zcb3 + (1 + δa,b)G(z
cb1)⊗ Czab2,zbb3
mod qL(N3).
Proof. We have the Yang-Baxter equation
R˜12 ◦ R˜23 ◦ R˜12 = R˜23 ◦ R˜12 ◦ R˜23.
Here R˜ij is the action of R˜ on the i, j-th components on V
⊗3
aff . Set ψ21 = ψ(1⊗ z⊗
1, z⊗ 1⊗ 1), etc. Since R˜+ψ(1⊗ z, z⊗ 1) sends L(V ⊗2aff ) to L(N), Rij +ψji sends
L(V ⊗3aff ) to L(N3). Also we have(
R˜ + ψ(1⊗ z, z ⊗ 1)
)
(G(zab1)⊗G(z
bb2))
≡ G(zbb1)⊗G(z
ab2) +G(z
ab1)⊗G(z
bb2)
≡ (1 + δa,b)Czab1,zbb2 mod q L(V
⊗2
aff ).
Since L(N) = N ∩L(V ⊗2aff ), the above congruence is also true modulo qL(N). Since
we have
R˜23 ◦ R˜12
(
G(zab1)⊗G(z
bb2)⊗G(z
cb3)
)
≡ G(zbb1)⊗G(z
cb2)⊗G(z
ab3) mod qL(V
⊗3
aff ),
etc., we have
(R˜12 + ψ21) ◦ R˜23 ◦ R˜12
(
G(zab1)⊗G(z
bb2)⊗G(z
cb3)
)
≡ (R˜12 + ψ21)
(
G(zbb1)⊗G(z
cb2)⊗G(z
ab3)
)
≡ (1 + δb,c)Czbb1,zcb2 ⊗G(z
ab3) mod qL(N3),
and similarly
(R˜23 + ψ23) ◦ R˜12
(
G(zab1)⊗G(z
bb2)⊗G(z
cb3)
)
≡ (1 + δa,c)G(z
bb1)⊗ Czab2,zcb3 mod qL(N3).
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They imply
R˜12 ◦ R˜23 ◦ R˜12
(
G(zab1)⊗G(z
bb2)⊗G(z
cb3)
)
≡ (1 + δb,c)Czbb1,zcb2 ⊗G(z
ab3)
− ψ21R˜23 ◦ R˜12
(
G(zab1)⊗G(z
bb2)⊗G(z
cb3)
)
≡ (1 + δb,c)Czbb1,zcb2 ⊗G(z
ab3)− (1 + δa,c)ψ21G(z
bb1)⊗ Czab2,zcb3
+ ψ21ψ32R˜12
(
G(zab1)⊗G(z
bb2)⊗G(z
cb3)
)
≡ (1 + δb,c)Czbb1,zcb2 ⊗G(z
ab3)− (1 + δa,c)G(z
bb1)⊗ Czab2,zcb3
+ (1 + δa,b)Czab1,zbb2 ⊗G(z
cb3)
− ψ21ψ32ψ31G(z
ab1)⊗G(z
bb2)⊗G(z
cb3).
Here ≡ is taken modulo qL(N3). Similarly we have
R˜23 ◦ R˜12 ◦ R˜23
(
G(zab1)⊗G(z
bb2)⊗G(z
cb3)
)
≡ (1 + δa,b)G(z
cb1)⊗ Czab2,zbb3 − (1 + δa,c)Czab1,zcb2 ⊗G(z
bb3)
+ (1 + δb,c)G(z
ab1)⊗ Czbb2,zcb3 − ψ32ψ31ψ21G(z
ab1)⊗G(z
bb2)⊗G(z
cb3).
Comparing these two identities, we obtain the desired result.
Lemma 3.3.11. The Q-vector space L(Nn)/qL(Nn) is generated by G(b1)⊗ · · ·⊗
G(bi−1)⊗Cbi,bi+1⊗G(bi+2)⊗· · ·⊗G(bn) where (b1, . . . , bn) ranges over the elements
in Bnaff such that (bi+1, . . . , bn) is normally ordered and H(bi ⊗ bi+1) ≤ 0.
Proof. L(Nn) is generated by G(b1) ⊗ · · · ⊗ G(bi−1) ⊗ Cbi,bi+1 ⊗ G(bi+2) ⊗ · · · ⊗
G(bn). Here H(bi⊗bi+1) ≤ 0 but (bi+1, . . . , bn) is not necessarily normally ordered.
We shall prove that such a vector can be written as a Q-linear combination of
vectors satisfying the conditions as in the lemma, by induction on n and descending
induction on i. Arguing by induction on n, we may assume i = 1. Write bk = z
ak b˜k
with H(b˜k ⊗ b˜k+1) = 0. Then a1 ≥ a2. By Lemma 3.3.8 (iii), we may assume that
a3 < a4 < · · · < an. If a2 < a3, there is nothing to prove. Assume a2 ≥ a3. Then
the preceding lemma implies
(1 + δa1,a2)Cza1 b˜1,za2 b˜2 ⊗G(z
a3 b˜3)
≡ −(1 + δa2,a3)Cza2 b˜1,za3 b˜2 ⊗G(z
a1 b˜3)− (1 + δa1,a3)Cza1 b˜1,za3 b˜2 ⊗G(z
a2 b˜3)
+ (1 + δa2,a3)G(z
a1 b˜1)⊗ Cza2 b˜2,za3 b˜3 + (1 + δa1,a3)G(z
a2 b˜1)⊗ Cza1 b˜2,za3 b˜3
+ (1 + δa1,a2)G(z
a3 b˜1)⊗ Cza1 b˜2,za2 b˜3 mod qL(N3).
Note that a3 is the smallest among (a1, . . . , an). After tensoring G(z
a4 b˜4) ⊗ · · · ⊗
G(zan b˜n), the first two terms can be written in the desired form by Lemma 3.3.8
(iii), and the last three terms can be written in the desired form by the hypothesis
of induction on i.
Theorem 3.3.12. The normally ordered wedges form a base of
∧n Vaff .
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Proof. The normally ordered wedges generate
∧n Vaff by Proposition 3.3.9. We shall
show that any linear combination of normally ordered tensors in Nn vanishes. Let
C be such a linear combination. Since
⋂
k q
kL(Nn) ⊂
⋂
k q
kL(
∧n Vaff) = 0, it is
enough to show that C ∈ L(Nn) implies C ∈ qL(Nn). By the preceding lemma,
we can write
C ≡
n−1∑
i=1
∑
(b1,...,bn)∈Ki
ai(b1, . . . , bn) G(b1)⊗ · · · ⊗G(bi−1)⊗ Cbi,bi+1
⊗G(bi+2)⊗ · · · ⊗G(bn) mod qL(Nn).
Here the coefficents ai(b1, . . . , bn) belong to Q and (bi+1, . . . , bn) is normally ordered
for (b1, . . . , bn)∈ Ki. In order to show the vanishing of ai(b1, . . . , bn), let us calculate
C modulo qL(V ⊗naff ).
C ≡
n−1∑
i=1
∑
(b1,...,bn)∈Ki
ai(b1, . . . , bn) b1 ⊗ · · · ⊗ bi−1
⊗ Cbi,bi+1 ⊗ bi+2 ⊗ · · · ⊗ bn mod qL(V
⊗n
aff ).
Since Lemma 3.3.8 (ii) implies
Cbi,bi+1 ≡ bi ⊗ bi+1 + δ(H(bi ⊗ bi+1) < 0)z
H(bi⊗bi+1)bi ⊗ z
−H(bi⊗bi+1)bi+1,
we have
C ≡
n−1∑
i=1
∑
(b1,...,bn)∈Ki
ai(b1, . . . , bn) b1 ⊗ · · · ⊗ bi−1
⊗
(
bi ⊗ bi+1 + δ(H(bi ⊗ bi+1) < 0)z
H(bi⊗bi+1)bi ⊗ z
−H(bi⊗bi+1)bi+1
)
⊗ bi+2 ⊗ · · · ⊗ bn mod qL(V
⊗n
aff ). (3.3.8)
We shall show ai(b1, . . . , bn) = 0 by the decending induction on i. Assume that
ak(b1, . . . , bn) = 0 for k > i. Note that H(bi ⊗ bi+1) ≤ 0, and H
(
zH(bi⊗bi+1)bi ⊗
z−H(bi⊗bi+1)bi+1
)
> 0 when H(bi ⊗ bi+1) < 0. We also note that (bi, . . . , bn) is not
normally ordered for (b1, . . . , bn) ∈ Ki but it is normally ordered for (b1, . . . , bn) ∈
Kk with k < i. By these observations, for (b1, . . . , bn) ∈ Ki, the coefficient of
b1⊗b2⊗· · ·⊗bn in the right hand side of (3.3.8) is ai(b1, . . . , bn) and b1⊗b2⊗· · ·⊗bn
does not appear in C. Hence ai(b1, . . . , bn) must vanish.
Corollary 3.3.13. L(
∧nVaff) is a free A-module with the normally ordered wedges
as a base.
In fact, the normally ordered wedges generate L(
∧nVaff) by Proposition 3.3.9
and are linearly independent by the theorem above.
Let B(
∧n Vaff) be the set of normally ordered sequences. Let us regard B(∧n Vaff)
as a subset of B⊗naff . Since it is invariant by e˜i and f˜i, we can endow B(
∧n Vaff)
with the structure of crystal induced by B⊗naff . We regard B(
∧n Vaff) as a basis of
L(
∧n Vaff)/qL(∧n Vaff). Then we have
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Proposition 3.3.14.
(
L(
∧n Vaff), B(∧n Vaff)) is a crystal base of ∧n Vaff .
The following lemma follows immediately from (3.3.3).
Lemma 3.3.15. Let f(z1, . . . , zn) be a symmetric Laurent polynomial. Then f(z⊗
1 ⊗ · · · ⊗ 1, 1 ⊗ z ⊗ 1 ⊗ · · · ⊗ 1, . . . , 1 ⊗ · · · ⊗ 1 ⊗ z) induces an endomorphism of∧nVaff .
4. Fock space
4.1. Ground state sequence. In this section we shall introduce a q-deformed
Fock space in a similar way to the A(1)n –case([KMS]).
We continue the discussion on the perfect crystal B of level l. Let us take a
sequence {b◦m}m∈Z in Baff such that
〈c, ε(b◦m)〉 = l,
ε(b◦m) = ϕ(b
◦
m+1)
and H(b◦m ⊗ b
◦
m+1) = 1 .
We call (· · · , b◦−1, b
◦
0, b
◦
1, . . . ) a ground state sequence. If we give one of b
◦
m, then
the other members of a ground state sequence are uniquely determined.
Since B is a finite set, there exist a positive integer N and an integer c such that
b◦k+N = z
cb◦k for every k. (4.1.1)
Take weights λm ∈ P of level l satisfying
λm = wt (b
◦
m) + λm+1
and cl(λm) = ϕ(b
◦
m) = ε(b
◦
m−1).
Set v◦m = G(b
◦
m) ∈ Vaff .
4.2. Definition of Fock space. Form ∈ Z, let us define first a (fake) q-deformed
Fock space Fm as the inductive limit (k → ∞) of
∧k−mVaff , where ∧k−mVaff →∧k+1−mVaff is given by u 7→ u ∧ v◦k. Intuitively Fm is the subspace of ∧∞Vaff
generated by the vectors of the form um ∧ um+1 ∧ · · · with uk = v
◦
k for k ≫ m.
Similarly we define L(Fm) as the inductive limit of L(
∧k−mVaff). We define the
vacuum vector |m〉 = v◦m ∧ v
◦
m+1 ∧ · · · ∈ Fm. Then any vector can be written as
v ∧ |m+ r〉 for some positive integer r and v ∈
∧rVaff . Note that v ∧ |m+ r〉 = 0
if and only if v ∧ v◦m+r ∧ · · · ∧ v
◦
m+s = 0 for some s > r.
Then we introduce the true (q-deformed) Fock space by
Fm = Fm/
( ⋂
n>0
qnL(Fm)
)
.
Let L(Fm) ⊂ Fm be the image of L(Fm), and |m〉 the image of |m〉.
We have the homomorphism
∧ :
∧rVaff ⊗ Fm+r → Fm.
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For a normally ordered sequence (bm, bm+1, . . . ) in Baff such that bk = b
◦
k for
k ≫ m, we call G(bm) ∧G(bm+1) ∧ · · · ∈ Fm a normally ordered wedge.
Theorem 4.2.1. The normally ordered wedges form a base of Fm.
In order to prove this theorem, we need some preparations.
Lemma 4.2.2. If l(b) > l(b◦m), then H(b⊗ b
◦
m+1) ≤ 0.
Proof. If l(b)≫ 0, then the assertion holds. Let us prove it by descending induction
on l(b). Assume that there is i ∈ I such that e˜i(b ⊗ b
◦
m+1) = (e˜ib) ⊗ b
◦
m+1 6= 0.
Then l(b) < l(e˜ib) and hence H(b⊗ b
◦
m+1) = H(e˜ib⊗ b
◦
m+1) ≤ 0 by the hypothesis
of induction. Hence we may assume that there is no such i. Then εi(b) ≤ ϕi(b
◦
m+1)
for any i, and hence b = zab◦m for some a ∈ Z. Since l(b) > l(b
◦
m), we have a > 0.
Therefore H(b⊗ b◦m+1) = 1− a ≤ 0.
Proposition 4.2.3. Assume H(b⊗b◦m) ≤ 0. Then for every n we can find m1 ≥ m
such that
G(b) ∧ v◦m ∧ · · · ∧ v
◦
m1
∈ qnL(
∧m1−m+2Vaff).
Proof. We shall prove this by induction on n and H(b⊗ b◦m).
Set H(b⊗ b◦m) = −c and
G(b) ∧ v◦m =
∑
a(b1, b2)G(b1) ∧G(b2).
Here the sum ranges over normally ordered pairs (b1, b2) such that
l(b◦m) ≤ l(b1) < l(b),
l(b◦m) < l(b2) ≤ l(b). (4.2.1)
By the preceding lemma H(b2 ⊗ b
◦
m+1) ≤ 0. Lemma 3.3.8 (i) implies
a(b1, b2) ≡ −δ
(
c < 0 and (b1, b2) = (z
−cb, zcb◦m)
)
mod qA.
We have
G(b) ∧ v◦m ∧ · · · ∧ v
◦
m1 =
∑
a(b1, b2)G(b1) ∧G(b2) ∧ v
◦
m+1 ∧ · · · ∧ v
◦
m1 .
Since l(b2) > l(b
◦
m), we have G(b2) ∧ v
◦
m+1 ∧ · · · ∧ v
◦
m1 ∈ q
n−1L(
∧
Vaff). Hence
a(b1, b2)G(b1) ∧ G(b2) ∧ v
◦
m+1 ∧ · · · ∧ v
◦
m1 belongs to q
nL(
∧
Vaff) except c < 0 and
(b1, b2) = (z
−cb, zcb◦m).
Assume that c < 0 and (b1, b2) = (z
−cb, zcb◦m). Then we have 0 ≥ H(z
cb◦m ⊗
b◦m+1) = 1− c > H(b⊗ b
◦
m). Hence a(b1, b2)G(b1)∧G(b2)∧ v
◦
m+1 ∧ · · · ∧ v
◦
m1
belongs
to qnL(
∧m1−m+2Vaff) by the hypothesis of induction on H(b⊗ b◦m).
Remark. Assume that c in (4.1.1) is positive (or equivalently, l(b◦m) tends to infinity
as m tends to infinity). Then H(b⊗ bm) ≤ 0 implies G(b) ∧ v
◦
m ∧ · · · ∧ v
◦
m1 = 0 for
m1 ≫ m. In fact by the same argument as above we have G(b) ∧ v
◦
m ∧ · · · ∧ v
◦
m1 ∈∑
b′
∧m1−m+1Vaff ∧G(b′) where b′ satisfies l(b◦m1) < l(b′) ≤ l(b).
Note that, under the condition of the proposition, G(b)∧v◦m∧v
◦
m+1∧· · ·∧v
◦
k = 0
for k ≫ m is false in general.
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A similar argument shows the following dual statement.
Proposition 4.2.4. Assume H(b◦m⊗b) ≤ 0. Then for every n we can find m1 ≤ m
such that
v◦m1 ∧ · · · ∧ v
◦
m ∧G(b) ∈ q
nL(
∧m−m1+2Vaff).
As an immediate consequence of Proposition 4.2.3, we obtain the following result.
Theorem 4.2.5. For any vector b ∈ Baff such that H(b ⊗ b
◦
m) ≤ 0, we have the
equality in Fm
G(b) ∧ |m〉 = 0 .
Proof of Theorem 4.2.1. Any vector in Fm can be written in the form v ∧ |m+ r〉
with v ∈
∧rVaff . We may assume that v is a normally ordered wedge G(bm)∧ · · ·∧
G(bm+r−1). If H(bm+r−1⊗ b
◦
m+r) > 0, then v∧|m+ r〉 is a normally ordered wedge
and otherwise v ∧ |m+ r〉 = 0 by Proposition 4.2.3.
The linear independence follows immediately from the corresponding statement
for the wedge space (Corollary 3.3.13).
By a similar argument, we have
Proposition 4.2.6. L(Fm) is a free A-submodule of Fm generated by the normally
ordered wedges.
Proposition 4.2.7.⋂
n>0
qnL(Fm) =
∑
H(b⊗b◦m+r)≤0
∧r−1Vaff ∧G(b) ∧ |m+ r〉
=
∑
l(b)>l(b◦m+r−1)
∧r−1Vaff ∧G(b) ∧ |m+ r〉.
Proof. The first equality follows from Theorems 4.2.1 and 4.2.5 and the last follows
from Lemma 4.2.2 and (4.2.1).
As a corollary of Theorem 4.2.5 we have the following result concerning vertex
operators.
Proposition 4.2.8. Let V (λm) be the irreducible Uq(g)-module with highest weight
λm and uλm its highest weight vector. Let Φ : Vaff ⊗ V (λm) → V (λm−1) be an
intertwiner. Then for any vector b ∈ Baff such that H(b⊗b
◦
m) ≤ 0, Φ(G(b)⊗uλm) =
0.
Proof. As proved in [DJO], the intertwiner is unique up to a constant. As seen in
the next two subsections, Fm has a Uq(g)-module structure and contains V (λm) as a
direct summand. By this embedding, the highest vector uλm of V (λm) corresponds
to |m〉. Therefore Φ is given as the composition:
Vaff ⊗ V (λm)→ Vaff ⊗ Fm → Fm−1 → V (λm−1).
Now the result follows from Theorem 4.2.5.
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Remark. It is known (see e.g. [DJO]) that Φ(v⊗uλm) = 0 for v ∈ (Vaff)λm−1−λm such
that v ∈
∑
i e
1+〈hi,λm−1〉
i Vaff . On the other hand, by the property of the lower global
base ([K2]), G(b) belongs to
∑
i e
1+〈hi,λm−1〉
i Vaff if and only if ϕi(b) > 〈hi, λm−1〉 for
some i. Therefore, Φ(G(b)⊗ uλm) = 0 for b ∈ (Baff)λm−1−λm other than b
◦
m−1.
This observation shows that we have to take a lower global base in order to
have Theorem 4.2.5. Theorem 4.2.5, as well as Proposition 4.2.8, does not hold
for an arbitrary choice of base other than the lower global base. In the course of
our construction of the Fock space, we have not used explicitly the property of
the lower global base. This is hidden in postulate (R). This postulate fails for an
arbitrary choice of base.
4.3. Uq(g)-module structure on the Fock space. Let us define the action of
Uq(g) on Fm. We define first the action of the Cartan part of Uq(g) by assigning
weights. We set wt (|m〉) = λm and wt (v ∧ |m+ r〉) = wt (v) + wt (|m+ r〉) for
v ∈
∧rVaff . This defines the weight decomposition of the Fock space.
Let B(Fm) denote the set of normally ordered sequences (bm, bm+1, . . . ) in Baff
such that bk = b
◦
k for k ≫ m. Then it has a crystal structure as in [KMN1]. More-
over B(Fm) may be considered as a base of L(Fm)/qL(Fm) by Proposition 4.2.6.
We write bm ∧ bm+1 ∧ · · · for (bm, bm+1, . . . ).
Proposition 4.3.1. (i) ch (Fm) = ch (V (λm))
∏
k>0(1− e
−kδ)−1.
(ii) The weights of Fm appear as weights of V (λm). In particular, any weight µ
of Fm satisfies s(µ) ≤ s(λm) (see the end of §3.2 for s : P → Q). Moreover,
s(µ) = s(λm) implies µ = λm.
(iii) For any µ ∈ P , dim(Fm)µ <∞.
(iv) (Fm)λm−nαi =
KG(f˜ni b◦m) ∧ |m+ 1〉 if 0 ≤ n ≤ 〈hi, λm〉,0 otherwise.
(v) If b ∈ Baff satisfies wt (b) = wt (b
◦
m)− nαi, then G(b) ∧ |m+ 1〉 = 0 unless
0 ≤ n ≤ 〈hi, λm〉 and b = f˜
n
i b
◦
m.
(vi) Any highest weight element of B(Fm) has the form z
amb◦m∧ z
am+1b◦m+1∧· · ·
with am ≤ am+1 ≤ · · · and ak = 0 for k ≫ m.
(vii) For bm ∧ bm+1 ∧ · · · ∈ B(Fm), bm = b
◦
m implies bk = b
◦
k for any k ≥ m.
Proof. By Proposition 4.6.4 in [KMN1] (see also Appendix A), we have
ch (V (λm)) = e
λm
∑
e
∑
n≥m
(wt (bn)−wt (b◦n))
where the sum ranges over the family B0 of sequences bm, bm+1, . . . in Baff such
that bn = b
◦
n for n≫ m and H(bn ⊗ bn+1) = 1 for any n ≥ m. On the other hand,
we have
ch (Fm) = e
λm
∑
e
∑
n≥m
(wt (bn)−wt (b◦n))
where the sum ranges over the family B of normally ordered bm, bm+1, . . . such that
bn = b
◦
n for n≫ m. We have
B = {(z−ambm, z
−am+1bm+1, . . . ) ;
(bm, bm+1, . . . ) ∈ B0, am ≥ am+1 ≥ · · · and an = 0 for n≫ m}.
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To obtain (i), it is enough to remark that z has weight δ.
The assertions (ii)–(vi) follow from (i) and Theorem 4.2.5. The assertion (vii)
follows from (vi) and
f˜i(z
amb◦m ∧ z
am+1b◦m+1 ∧ · · · ) = z
am f˜ib
◦
m ∧ z
am+1b◦m+1 ∧ · · · .
Now we shall define the action of ei and fi on Fm.
Taking {qnL(Fm)}n as a neighborhood system of 0, Fm is endowed with a so
called q-adic topology. Since
⋂
n q
nL(Fm) = 0 by construction, the q-adic topology
is separated. Since we useK = Q(q) as a base field, Fm is not complete with respect
to this topology. For any µ ∈ P , the completion of (Fm)µ is Q((q))⊗K (Fm)µ.
Proposition 4.3.2. For any vectors um, um+1, · · · ∈ Vaff such that uk = v
◦
k for
k ≫ m, ∑
k≥m
t−1i (um ∧ · · · ∧ uk−1) ∧ eiuk ∧ uk+1 ∧ · · · (4.3.1)
and ∑
k≥m
um ∧ · · · ∧ uk−1 ∧ fiuk ∧ ti(uk+1 ∧ · · · ) (4.3.2)
converge in the q-adic topology to elements of Q((q))⊗K Fm.
Proof. First note that (eiv
◦
k) ∧ |k + 1〉 = 0 because λk + αi is not a weight of Fk.
Hence, only finitely many terms survive in (4.3.1).
In order to prove the convergence of (4.3.2), we may assume that uk = v
◦
k for
every k ≥ m. Then
v◦m ∧ · · · ∧ v
◦
k−1 ∧ fiv
◦
k ∧ ti(v
◦
k+1 ∧ · · · ) = q
〈hi,λk+1〉
i v
◦
m ∧ · · · ∧ v
◦
k−1 ∧ fiv
◦
k ∧ |k + 1〉.
Since 〈hi, λk+1〉 takes only finitely many values, it is enough to show that v
◦
m ∧
· · · ∧ v◦k−1 ∧ fiv
◦
k ∧ |k + 1〉 converges in the q-adic topology. This follows from the
following lemma.
Lemma 4.3.3. Let C be an endomorphism of the K-vector space Vaff of weight
µ 6= 0. Assume that Cz = zC. Then for any m, v◦m ∧ · · · ∧ v
◦
k−1 ∧ Cv
◦
k ∧ |k + 1〉
converges to 0 in the q-adic topology when k tends to infinity.
Proof. Write
Cv◦k =
∑
ν
ck,νG(bk,ν).
Take N and c as in (4.1.1). Then we have also the periodicity bk+N,ν = z
cbk,ν
and ck+N,ν = ck,ν . Hence ck,ν is bounded with respect to the q-adic topology.
Therefore it is enough to show that v◦m∧· · ·∧v
◦
k−1∧G(bk,ν)∧|k + 1〉 converges to 0.
By Proposition 4.3.1 (vi), (b◦m, . . . , b
◦
k−1, bk,ν, b
◦
k+1, . . . ) is not normally ordered. It
means that eitherH(bk,ν⊗b
◦
k+1) ≤ 0 orH(b
◦
k−1⊗bk,ν) ≤ 0. IfH(bk,ν⊗b
◦
k+1) ≤ 0 then
G(bk,ν)∧|k + 1〉 vanishes. IfH(b
◦
k−1⊗bk,ν) ≤ 0, then v
◦
m−s∧· · · v
◦
k−1∧G(bk,ν)∧|k + 1〉
converges to 0 when s tends to infinity by Proposition 4.2.4. By shifting the indices,
v◦m ∧ · · · ∧ v
◦
k−1 ∧G(bk,ν) ∧ |k + 1〉 converges to 0.
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Let us set
fi|m〉 = fiv
◦
m ∧ ti|m+ 1〉+ v
◦
m ∧ fiv
◦
m+1 ∧ ti|m+ 2〉+ · · · (4.3.3)
Then it is an element of Q((q))⊗K Fm.
Lemma 4.3.4. fi|m〉 belongs to Fm.
Proof. Let us take c and N as in (4.1.1). We define the isomorphism ψm : Fm →
Fm+N by um∧um+1∧· · · 7→ z
cum∧z
cum+1∧· · · . Then fi|m〉 satisfies the recurrence
relation
fi|m〉 − v
◦
m ∧ v
◦
m+1 ∧ · · · ∧ v
◦
m+N−1 ∧ ψm(fi|m〉)
= fi(v
◦
m ∧ v
◦
m+1 ∧ · · · ∧ v
◦
m+N−1) ∧ ti|m+N〉 ∈ Fm.
Hence the result follows from the following lemma.
Lemma 4.3.5. For µ ∈ P\{λm}, the endomorphism of (Fm)µ given by w 7→
w − v◦m ∧ v
◦
m+1 ∧ · · · ∧ v
◦
m+N−1 ∧ ψm(w) is an isomorphism.
Proof. It is enough to show its injectivity. We show that w = v◦m ∧ v
◦
m+1 ∧ · · · ∧
v◦m+N−1 ∧ ψm(w) implies w = 0.
For bm ∧ bm+1 ∧ · · · ∈ B(Fm)µ, (b
◦
m−1, bm, bm+1, . . . ) is not normally ordered by
Proposition 4.3.1 (vii), and hence H(b◦m−1 ⊗ bm) ≤ 0. Proposition 4.2.4 implies
that v◦m−kN ∧· · ·∧v
◦
m−1∧G(bm)∧G(bm+1)∧· · · belongs to qL(Fm−kN) for k ≫ 0.
Shifting the indices, we conclude that
v◦m ∧ · · · ∧ v
◦
m+kN−1 ∧ ψm+(k−1)N · · ·ψm+Nψm
(
G(bm) ∧G(bm+1) ∧ · · ·
)
belongs to qL(Fm) for k ≫ 0. Therefore the homomorphism
C : w 7→ v◦m ∧ · · · ∧ v
◦
m+kN−1 ∧ ψm+(k−1)N · · ·ψm+Nψm(w)
sends L(Fm)µ to qL(Fm)µ for k ≫ 0. This shows the injectivity of the endomor-
phism id(Fm)µ −C.
Now we define
ei(v ∧ |m+ r〉) = eiv ∧ |m+ r〉,
fi(v ∧ |m+ r〉) = fiv ∧ ti|m+ r〉+ v ∧ fi|m+ r〉 (4.3.4)
for v ∈
∧rVaff . Then ei and fi are well-defined homomorphisms from Fm to Fm.
They satisfy
ei(v ∧ u) = eiv ∧ u+ t
−1
i v ∧ eiu
fi(v ∧ u) = fiv ∧ tiu+ v ∧ fiu (4.3.5)
for v ∈
∧rVaff and u ∈ Fm+r. In order to see that they define endomorphisms of
Fm, we need to show the following proposition (see Proposition 4.2.7).
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Proposition 4.3.6. Assume that b ∈ Baff satisfies l(b) > l(b
◦
m). Then we have the
equalities in Fm.
ei
(
G(b) ∧ |m+ 1〉
)
= 0, (4.3.6)
fi
(
G(b) ∧ |m+ 1〉
)
= 0. (4.3.7)
The first equality (4.3.6) follows from the fact that wt (b) + αi + λm+1 is not a
weight of Fm (following Proposition 4.3.1 (ii)).
Let us prove (4.3.7). First note that the same consideration on the weight implies
that
if l(b) > l(b◦m) and wt (b) 6= wt (b
◦
m) + αi, then (4.3.7) holds. (4.3.8)
Hence in order to prove (4.3.7), we may assume that
wt (b) = wt (b◦m) + αi. (4.3.9)
Sublemma 4.3.7. Under the condition ( 4.3.9), we can write
G(b) ∧ v◦m+1 ∧ · · · ∧ v
◦
m+r = u+
∑
a(b0, . . . , br)G(b0) ∧ · · · ∧G(br). (4.3.10)
Here u satisfies fi(u∧|m+ r + 1〉) = 0, the coefficients a(b0, . . . , br) belong to q
rA,
and the sum ranges over (b0, . . . , br) such that
wt (bj) =
wt (b◦m+j) for 0 ≤ j < rwt (b◦m+r) + αi for j = r . (4.3.11)
Proof. We shall prove this by induction on r. Assuming (4.3.10) for r, let us
prove (4.3.10) for r + 1. Since H(br ⊗ b
◦
m+r+1) ≤ 0 by Lemma 4.2.2, we can write
G(br) ∧ v
◦
m+r+1 =
∑
ab′,b′′G(b
′) ∧G(b′′). (4.3.12)
Here (b′, b′′) ranges over normally ordered pairs such that
l(b◦m+r+1) ≤ l(b
′) < l(br),
l(b◦m+r+1) < l(b
′′) ≤ l(br). (4.3.13)
If wt (b′′) 6= wt (b◦m+r+1)+αi, then we have G(b
′′)∧ |m+ r + 2〉 = 0 and fi(G(b
′′)∧
|m+ r + 2〉) = 0 by (4.3.13) and (4.3.8). Therefore fi(G(b0)∧· · ·∧G(br−1)∧G(b
′)∧
G(b′′) ∧ |m+ r + 2〉) = 0. If wt (b′′) = wt (b◦m+r+1) + αi, then wt (b
′) = wt (b◦m+r).
Moreover Lemma 3.3.8 (i) implies ab′,b′′ ∈ qA. Thus the induction proceeds.
We resume the proof of Proposition 4.3.6. We have
fi(G(b) ∧ |m+ 1〉) =
∑
a(b0, . . . , br)(
G(b0) ∧ · · · ∧G(br) ∧ fi|m+ r + 1〉
+
∑
0≤j≤r
G(b0) ∧ · · · ∧G(bj−1) ∧ fiG(bj) ∧
tiG(bj+1) ∧ · · · ∧ tiG(br) ∧ ti|m+ r + 1〉
)
.
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There is a constant s such that fiLaff ∈ q
sLaff , and fi|m+ r + 1〉 is bounded with
respect to the q-adic topology. Moreover, tiG(bj+1)∧· · ·∧ tiG(br)∧ ti|m+ r + 1〉 =
q
〈hi,λm+j+1〉+2δ(j<r)
i G(bj+1)∧· · ·∧G(br)∧|m+ r + 1〉 and 〈hi, λm+j〉 is bounded from
below. Hence there is a constant d independent of r such that
fi
(
G(b) ∧ |m+ 1〉
)
∈ qr+dL(Fm) for every r.
This implies the equality (4.3.7) in Fm. This completes the proof of Proposi-
tion 4.3.6.
Thus we have defined the action of ei and fi on Fm. Now we shall show the
commutation relations between them.
Proposition 4.3.8. On Fm we have
[ei, fj ] = δij(ti − t
−1
i )/(qi − q
−1
i ). (4.3.14)
Proof. First note that (4.3.5) implies
[ei, fj](v ∧ u) = [ei, fj ]v ∧ tju+ t
−1
i v ∧ [ei, fj]u. (4.3.15)
for v ∈
∧rVaff and u ∈ Fm+r. Hence, it is enough to prove that the equality (4.3.14)
holds when it is applied to the vacuum vector. If i 6= j then [ei, fj ]|m〉 = 0 because
λm + αi − αj is not a weight of Fm.
Now we shall show [ei, fi] = {ti}i. Here {x}i = (x− x
−1)/(qi − q
−1
i ).
Since [ei, fi]|m〉 has weight λm, there is cm ∈ K such that [ei, fi]|m〉 = cm|m〉.
Then by (4.3.15), we have
[ei, fi]|m〉 = [ei, fi]v
◦
m ∧ ti|m+ 1〉+ t
−1
i v
◦
m ∧ [ei, fi]|m+ 1〉
=
(
q
〈hi,λm+1〉
i [〈hi, λm − λm+1〉]i + q
〈hi,λm+1−λm〉
i cm+1
)
|m〉.
Hence we have a recurrence relation
cm = q
〈hi,λm+1〉
i [〈hi, λm − λm+1〉]i + q
〈hi,λm+1−λm〉
i cm+1.
Solving this, there is a constant a ∈ K such that
cm = [〈hi, λm〉]i + q
−〈hi,λm〉
i a for every m. (4.3.16)
Namely we have [ei, fi](|m〉) = ({ti}i + at
−1
i )|m〉. Hence for v ∈
∧rVaff
[ei, fi](v ∧ |m+ r〉) = [ei, fi]v ∧ ti|m+ r〉+ t
−1
i v ∧ [ei, fi]|m+ r〉
= {ti}iv ∧ ti|m+ r〉+ t
−1
i v ∧ ({ti}i + at
−1
i )|m+ r〉
= ({ti}i + at
−1
i )(v ∧ |m+ r〉).
Thus we obtain
[ei, fi] = {ti}i + at
−1
i . (4.3.17)
Let us show the vanishing of a.
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By induction on n we can see the following commutaion relation
e
(n)
i f
(n)
i =
n∑
k=0
f
(n−k)
i e
(n−k)
i
∏k−1
ν=0({q
−ν
i ti}i + aq
ν
i t
−1
i )
[k]i!
. (4.3.18)
Setting c = 〈hi, λm〉, we have f
(c+1)
i |m〉 = 0 by Proposition 4.3.1 (iv). Hence
0 = e
(c+1)
i f
(c+1)
i |m〉
=
∏c+1
ν=0([c− ν]i + aq
ν−c
i )
[c + 1]i!
|m〉.
Therefore there is an integer s such that a = −qsi [s]i. Then the commutation
relation (4.3.17) can be rewritten as
[ei, q
−s
i fi] = {q
−s
i ti}i.
Hence ei, q
−s
i fi and q
−s
i ti form Uq(sl2). Then the representation theory of Uq(sl2)
and Proposition 4.3.1 (iv) implies s = 0. In fact, the string containing the weight
of |m〉 (with respect to q−si ti) is {c− s− 2n; 0 ≤ n ≤ c}, and hence the symmetry
of a string under the simple reflection implies c− s = −(−c− s).
Thus the actions of ei and fi satisfy the commutation relations. By Proposi-
tion 4.3.1 (ii), for any i ∈ I and µ ∈ P , µ+nαi is a weight of Fm only for a finitely
many integers n. Therefore Fm is integrable over the Uq(sl2)i = 〈ei, fi, ti, t
−1
i 〉.
This implies the Serre relations (see Appendix B).
Thus we obtain
Proposition 4.3.9. Fm has the structure of an integrable Uq(g)-module.
By Proposition 4.3.1 (i), Fm is a direct sum of V (λm−kδ)’s. This decomposition
is studied in the next subsection through bosons.
Note that
∧ :
∧rVaff ⊗ Fm+r → Fm
is Uq(g)-linear.
Lemma 4.3.10.
f
(k)
i |m〉 = G(f˜
k
i b
◦
m) ∧ |m+ 1〉.
Proof. If k > 〈hi, λm〉, then the both side vanish. Assume that 0 ≤ k ≤ 〈hi, λm〉.
By Proposition 4.3.1 (iv), there is c ∈ K such that
f
(k)
i |m〉 = cG(f˜
k
i b
◦
m) ∧ |m+ 1〉.
We have
e
(k)
i f
(k)
i |m〉 =
[
〈hi, λm〉
k
]
i
|m〉.
On the other hand, by the repeated use of (iii) in (G), we have
e
(k)
i G(f˜
k
i b
◦
m) =
[
〈hi, λm〉
k
]
i
v◦m + · · · .
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Here, · · · is a linear combination of global bases other than v◦m, which is annihilated
after being wedged with |m+ 1〉 by Proposition 4.3.1 (v). Hence we have
e
(k)
i
(
G(f˜ki b
◦
m) ∧ |m+ 1〉
)
=
(
e
(k)
i G(f˜
k
i b
◦
m)
)
∧ |m+ 1〉
=
[
〈hi, λm〉
k
]
i
v◦m ∧ |m+ 1〉.
Comparing these two identities, we obtain c = 1.
Let FZm be the Z[q, q
−1]-submodule of Fm generated by the normally ordered
wedges. Then FZm is a module over Uq(g)Z by Lemma 4.3.10. Hence by specializing
at q = 1, we obtain a Fock representation of U(g).
However, the action of the bosons on Fm introduced in the next subsection may
have a pole at q = 1 and it cannot be specialized at q = 1 in a na¨ıve way.
4.4. The action of Bosons. We shall define the action of the bosons Bn (n 6= 0)
on Fm.
Proposition 4.4.1. For n 6= 0 and any um, um+1, · · · ∈ Vaff such that uk = v
◦
k for
k ≫ m,
(znum ∧ um+1 ∧ um+2 ∧ · · · )
+ (um ∧ z
num+1 ∧ um+2 ∧ · · · )
+ (um ∧ um+1 ∧ z
num+2 ∧ · · · )
+ · · · · · ·
(4.4.1)
converges in the q-adic topology.
Proof. Reducing to the case uk = v
◦
k for every k ≥ m, apply Lemma 4.3.3.
Lemma 4.4.2. znv◦m ∧ |m+ 1〉+ v
◦
m ∧ z
nv◦m+1 ∧ |m+ 2〉+ · · · belongs to Fm
The proof is similar to the one for Lemma 4.3.4.
By these lemmas and Lemma 3.3.15, (4.4.1) defines a homomorphism from Fm
to Fm. Since L(Fm) is stable by the correspondence (4.4.1), it induces an en-
domorphism of Fm. We denote it by Bn. It is clear that Bn is a U
′
q(g)-linear
endomorphism of Fm with weight nδ.
By the definition, we have
Bn(v ∧ u) = z
nv ∧ u+ v ∧ Bn(u) for v ∈ Vaff and u ∈ Fm. (4.4.2)
Proposition 4.4.3. There is γn ∈ K (independent of m) such that
[Bn, Bn′] = δn+n′,0γn.
Proof. (4.4.2) implies
[Bn, Bn′ ](v ∧ u) = v ∧ [Bn, Bn′]u.
Since [Bn, Bn′]|m〉 has weight λm+(n+n
′)δ and hence it must vanish when n+n′ >
0. Therefore [Bn, Bn′] = 0 in this case.
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Assume n + n′ < 0. Write [Bn, Bn′]|m〉 as a linear combination of normally
ordered wedges:
[Bn, Bn′]|m〉 =
∑
ν
cνG(b1,ν) ∧ · · · .
Then b1,ν 6= b
◦
m. Take N and c as in (4.1.1). Then we have
[Bn, Bn′]|m+ jN〉 =
∑
ν
cνG(z
jcb1,ν) ∧ · · · .
We have also H(b◦m+jN−1 ⊗ z
jcb1,ν) = H(b
◦
m−1 ⊗ b1,ν) ≤ 0. Hence by Proposi-
tion 4.2.4, v◦m ∧ · · · ∧ v
◦
m+jN−1 ∧ G(z
jcb1,ν) ∧ |m+ jN + 1〉 converges to 0 when j
tends to infinity. Hence
[Bn, Bn′]|m〉 = v
◦
m ∧ · · · ∧ v
◦
m+jN−1 ∧ [Bn, Bn′]|m+ jN〉
=
∑
ν
cνv
◦
m ∧ · · · ∧ v
◦
m+jN−1 ∧G(z
jcb1,ν) ∧ · · ·
converges to 0. Therefore [Bn, Bn′]|m〉 must vanish.
Now assume that n + n′ = 0. Since [Bn, B−n]|m〉 has the same weight as |m〉,
there is γm,n such that [Bn, B−n]|m〉 = γm,n|m〉. Since
[Bn, B−n]|m〉 = v
◦
m ∧ [Bn, B−n]|m+ 1〉 = γm+1,nv
◦
m ∧ |m+ 1〉 = γm+1,n|m〉,
γm,n does not depend on m. Write γn for γm,n. Now we have [Bn, B−n](v ∧ |m〉) =
v ∧ [Bn, B−n]|m〉 = γnv ∧ |m〉.
Now we shall show that γn does not vanish.
Lemma 4.4.4. Let n be a positive integer.
(i) znv◦k ∧ |k + 1〉 = 0.
(ii) v◦m ∧ v
◦
m+1 ∧ · · · ∧ v
◦
k−1 ∧ z
−nv◦k ∧ |k + 1〉 ≡ 0 for k ≥ m+ n.
(iii) znv◦m ∧ v
◦
m+1 ∧ · · · ∧ v
◦
k−1 ∧ z
−nv◦k ∧ |k + 1〉 ≡ 0 for m < k < m+ n.
Here ≡ is modulo qL(Fm).
Proof. (i) follows from Theorem 4.2.5.
In order to prove the other statements, write bk = z
−kb◦k. Then H(bk ⊗ bk+1) = 0.
We have
v◦m ∧ v
◦
m+1 ∧ · · · ∧ v
◦
k−1 ∧ z
−nv◦k ≡
zmbm ∧ z
1+mbm+1 ∧ · · · ∧ z
k−1bk−1 ∧ z
k−nbk.
Since m ≤ k − n ≤ k − 1, it is zero modulo qL(
∧
Vaff) by Lemma 3.3.8 (iii).
The proof of (iii) is similar to that of (ii). We have
znv◦m ∧ v
◦
m+1 ∧ · · · ∧ v
◦
k−1 ∧ z
−nv◦k ∧ v
◦
k+1 ∧ · · · ∧ v
◦
n+m ≡
zn+mbm ∧ z
m+1bm+1 ∧ z
k−1bk−1 ∧ z
k−nbk ∧ z
k+1bk+1 ∧ · · · ∧ z
n+mbn+m.
Then it is zero modulo qL(
∧
Vaff) again by Lemma 3.3.8 (iii).
Proposition 4.4.5. For n 6= 0, γn ∈ K has no pole at q = 0 and γn(0) = n.
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Proof. We may assume n > 0. Noting that B±n sends L(Fm) to itself, let us
calculate the commutator modulo qL(Fm). We have [Bn, B−n]|m〉 = BnB−n|m〉.
By Lemma 4.4.4 (ii), we have
B−n|m〉 = z
−nv◦m ∧ |m+ 1〉+ v
◦
m ∧ z
−nv◦m+1 ∧ |m+ 2〉+ · · ·
≡
∑
m≤k<m+n
v◦m ∧ v
◦
m+1 ∧ · · · ∧ v
◦
k−1 ∧ z
−nv◦k ∧ |k + 1〉.
Here ≡ is taken modulo qL(Fm). Hence we have by Lemma 4.4.4 (i) and (iii)
BnB−n|m〉
≡
∑
m≤k<m+n
( ∑
m≤j<k
v◦m ∧ v
◦
m+1 ∧ · · · ∧ z
nv◦j ∧ · · · ∧ v
◦
k−1 ∧ z
−nv◦k ∧ |k + 1〉
+ |m〉
+
∑
j>k
v◦m ∧ v
◦
m+1 ∧ · · · ∧ v
◦
k−1 ∧ z
−nv◦k ∧ v
◦
k+1 ∧ · · · ∧ z
nv◦j ∧ |j + 1〉
)
≡ n|m〉.
Let H be the Heisenberg algebra generated by {Bn}n∈Z\{0} with the defining
relations [Bn, Bn′] = δn+n′,0γn. Then H acts on the Fock space Fm commuting
with the action of U ′q(g). Let Q[H−] be the Fock space for H . Namely, Q[H−] is
theH-module generated by the vacuum vector 1 with the defining relation Bn1 = 0
for n > 0. Since |m〉 is annihilated by the ei and the Bn with n > 0, we have an
injective U ′q(g)⊗H–linear homomorphism
ιm : V (λm)⊗Q[H−]→ Fm (4.4.3)
sending uλm ⊗ 1 to |m〉. Comparing their characters (see Proposition 4.3.1 (i)), we
obtain
Theorem 4.4.6. ιm : V (λm)⊗Q[H−]→ Fm is an isomorphism.
4.5. Vertex operator. Similarly to the case A(1)n in [KMS], the intertwiner
Ωm : Vaff ⊗Fm+1 → Fm,
v ⊗ u 7→ v ∧ u (v ∈ Vaff , u ∈ Fm+1),
induced by the wedge product is related with vertex operators. Let us describe it
briefly. The proof is similar to [KMS].
Take an intertwiner
Φm : Vaff ⊗ V (λm+1)→ V (λm) (4.5.1)
and normalize it by
Φm(v
◦
m ⊗ uλm+1) = uλm
(cf. Appendix A).
Let
ιm : V (λm)⊗Q[H−]
∼
−→Fm
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be the isomorphism in (4.4.3).
We define
Ω′m : Vaff ⊗ V (λm+1)⊗Q[H−]→ V (λm)⊗Q[H−]
by requiring the commutativity of the following diagram
Vaff ⊗ V (λm+1)⊗Q[H−]
∼
−−−−−→
id⊗ιm+1
Vaff ⊗ Fm+1yΩ′m yΩm
V (λm)⊗Q[H−]
∼
−−−→
ιm
Fm
. (4.5.2)
We shall write the intertwiners in the form of generating functions. Namely, intro-
ducing an indeterminate w (of weight δ), we set for v ∈ Vaff
v(w) =
∑
n z
nv ⊗ w−n,
Φm(w)(v ⊗ u) = Φm(v(w)⊗ u) =
∑
nΦm(z
nv ⊗ u)w−n,
Ωm(w)(v ⊗ u) = Ωm(v(w)⊗ u) =
∑
nΩm(z
nv ⊗ u)w−n,
Ω′m(w)(v ⊗ u) = Ω
′
m(v(w)⊗ u) =
∑
nΩ
′
m(z
nv ⊗ u)w−n.
Here u ∈ V (λm+1), Fm+1 or V (λm+1)⊗Q[H−].
We define the vertex operator for the bosons by
Θ(w) = exp
∑
n≥1
B−nw
n
γn
 exp
−∑
n≥1
Bnw
−n
γn
 . (4.5.3)
Theorem 4.5.1. Ω′m(w) = Φm(w)⊗Θ(w).
As a corollary of this theorem, we have the relations of the two-point functions
of the vertex operators and γn as in [KMS].
Set
Φvm(w)(u) = Φm(w)(v ⊗ u)
for u ∈ Fm+1.
For v, v′ ∈ Vaff , we define 〈Φ
v
m−1(w1)Φ
v′
m(w2)〉 to be the coefficient of uλm−1 in
Φvm−1(w1)Φ
v′
m(w2)uλm+1 ∈ V (λm−1). We introduce functions by
ωv,v′(w2/w1) = 〈m− 1|v(w1) ∧ v
′(w2) ∧ |m+ 1〉 (4.5.4)
φv,v′(w2/w1) = 〈Φ
v
m−1(w1)Φ
v′
m(w2)〉 (4.5.5)
(4.5.6)
and
θ(w2/w1) = exp
(
−
∑
n>0
(w2/w1)
n
γn
)
. (4.5.7)
Here for u ∈ Fm−1, 〈m− 1|u means the coefficient of |m− 1〉 in u. Then the
theorem above implies
Proposition 4.5.2. For v, v′ ∈ Vaff , we have
ωv,v′(w2/w1) = φv,v′(w2/w1)θ(w2/w1). (4.5.8)
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This formula will be used later to calculate γn.
5. Examples of level 1 Fock spaces
In this section we give some examples of the theory developed in the earlier
sections. The case of level 1 type A(1)n described in [S, KMS] is first reviewed in
the perfect crystal language. Then we present results for types A
(2)
2n , B
(1)
n , A
(2)
2n−1,
D(1)n and D
(2)
n+1 at level 1, corresponding to the perfect crystals of [KMN1] Table 2.
5.1. Preliminaries. Define [m,n] := {i ∈ Z | m ≤ i ≤ n}. We label the simple
roots by I = [0, n]. We choose 0 ∈ I so that Wcl is generated by {si}i∈I\{0} and
a0 = 1.
We take fundamental weights {Λi}i∈I such that
αi =
∑
j∈I
〈hj , αi〉Λj + δi,0δ.
Let s0 : P
0
cl → P
0 be a section of cl : P 0 → P 0cl such that
s0(P
0
cl) ⊂
∑
i∈I\{0}
Qαi =
∑
i∈I\{0}
Q(a∨0Λi − a
∨
i Λ0).
Then we have
s0(λ+ cl(αi)) =
s0(λ) + αi for i ∈ I \ {0},s0(λ) + α0 − δ for i = 0.
We regard V as a subspace of Vaff by V ⊃ Vλ ≃ (Vaff)s0(λ) ⊂ Vaff . Then Vaff
is identified with Q[z, z−1] ⊗ V . With this identification, the action of Uq(g) on
Q[z, z−1]⊗ V is given by
ei(a⊗ v) = z
δi,0a⊗ eiv,
fi(a⊗ v) = z
−δi,0a⊗ fiv.
Similarly we identify B as a subset of Baff .
In the examples that we treat in this paper, the action of Uq(g) on the lower
global base of Vaff (respectively V ) is completely determined by its crystal structure
as we have
eiG(b) = [1 + ϕi(b)]iG(e˜ib),
fiG(b) = [1 + εi(b)]iG(f˜ib),
qhG(b) = q〈h,wt (b)〉G(b),
(5.1.1)
for b ∈ Baff (b ∈ B), i ∈ I and h ∈ P
∗ (h ∈ P ∗cl).
5.2. Level 1 A(1)n .
35
5.2.1. Cartan datum. The Dynkin diagram for A(1)n (n ≥ 1) is
0−−− 1−−− 2
| |
n 3 .
| |
n−1−− · · · −− 4
For A(1)n we have
δ =
∑
i∈I
αi,
c =
∑
i∈I
hi,
(αi, αi) = 2 (i ∈ I).
5.2.2. Perfect crystal. Let J := [0, n]. Let V be the (n + 1)-dimensional U ′q(A
(1)
n )-
module with the level 1 perfect crystal B := {bi}i∈J with crystal graph:
b0
1
−→ b1
2
−→ b2
0↑ ↓3
bn
... .
n↑ ↓n−3
bn−1←−
n−1
bn−2←−
n−2
bn−3
The elements of B have the following weights
wt (bi) = Λi+1 − Λi (i ∈ J).
Let vj := G(bj) (j ∈ J). The action of U
′
q(A
(1)
n ) on vj ∈ V obeys (5.1.1).
5.2.3. Energy function. The energy function H takes the following values on B⊗B
H(bi ⊗ bj) =
1 for i > j,0 for i ≤ j.
Write H(i, j) for H(bi ⊗ bj) (i, j ∈ J).
The Coxeter number of A(1)n is h = n + 1 = dimV . We take l : Baff → Z to be
l(zmbj) = mh− j (m ∈ Z, j ∈ J).
The functions H and l satisfy condition (L) (see end of §3.2). The map l gives a
total ordering of Baff .
5.2.4. Wedge relations. We have
N := Uq(A
(1)
n )[z ⊗ z, z
−1 ⊗ z−1, z ⊗ 1 + 1⊗ z] · v0 ⊗ v0 ⊂ Vaff ⊗ Vaff .
The following elements are contained in Uq(A
(1)
n ) · v0 ⊗ v0 ⊂ N :
Ci,i = vi ⊗ vi (i ∈ J),
Ci,j = vi ⊗ z
−H(i,j)vj
+qz−H(i,j)vj ⊗ vi
(
(i, j) ∈ J2 \ {(k, k)}k∈J
)
.
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Proposition 5.2.1. Identify Ci,j with Cbi,z−H(i,j)bj . Then {z
m ⊗ zm · Ci,j}m∈Z;i,j∈J
with the function l satisfy condition (R) of subsection 3.3.
5.2.5. Fock space. For Uq(A
(1)
n ) we have
Bmin = B,
(P+cl )1 = {Λ
cl
i }i∈I ,
with
ε(bj) = Λ
cl
j , ϕ(bj) = Λ
cl
j+1modh (j ∈ J).
Since H(bj ⊗ bj−1) = 1 (j ∈ [1, n]) and H(b0 ⊗ zbn) = 1 there is a unique ground
state sequence given as follows: every m ∈ Z fixes uniquely a ∈ Z and j ∈ J such
that m = ah− j, then
b◦m = z
abj (m ∈ Z),
cl(λm) = Λj+1modh (m ∈ Z).
With v◦m = G(b
◦
m), the vacuum vector of Fm is then given by
|m〉 = v◦m ∧ v
◦
m+1 ∧ v
◦
m+2 ∧ · · · · · ·
with highest weight λm.
5.3. Level 1 A
(2)
2n .
5.3.1. Cartan datum. The Dynkin diagram for A
(2)
2n (n ≥ 1) is
0 =⇒ 1−− 2−− · · · · · · −− n−2−− n−1 =⇒n .
For A
(2)
2n we have
δ = α0 +
n∑
i=1
2αi,
c = (
n−1∑
i=0
2hi) + hn,
(αi, αi) =

8 for i = 0,
4 for i ∈ [1, n− 1] ,
2 for i = n.
5.3.2. Perfect crystal. Let J := [−n, n]. Let V be the (2n + 1)-dimensional
U ′q(A
(2)
2n )-module with the level 1 perfect crystal B := {bi}i∈J and crystal graph:
b1
1
−→b2
2
−→· · · · · ·
n−2
−→bn−1
n−1
−→ bn
↑ ↓n
0| b0 .
| ↓n
b−1←−
1
b−2←−
2
· · · · · ·←−
n−2
b1−n←−
n−1
b−n
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The elements of B have the following weights
wt (bi) =
n∑
k=i
αk = (1 + δi,n)Λi − Λi−1 (i ∈ [1, n]),
wt (b0) = 0,
wt (b−i) = −wt (bi) (i ∈ [1, n]).
Let vj := G(bj) (j ∈ J). The action of U
′
q(A
(2)
2n ) on vj ∈ V obeys (5.1.1).
5.3.3. Energy function. Define the following ordering of J
1 ≻ 2 ≻ · · · ≻ n ≻ 0 ≻ −n ≻ 1− n ≻ · · · ≻ −1.
The energy function H takes the following values on B ⊗B
H(bi ⊗ vj) =
1 for (i, j) ∈ {(i′, j′) ∈ J2 | i′ ≺ j′} ∪ {(0, 0)},0 for (i, j) ∈ {(i′, j′) ∈ J2 | i′ ≻ j′} ∪ {(k, k)}k∈J\{0}.
Write H(i, j) for H(bi ⊗ bj) (i, j ∈ J).
The Coxeter number of A
(2)
2n is h = 2n + 1 = dimV . We take l : Baff → Z to be
l(zmbj) =

hm+ n + 1− j for j ∈ [1, n] ,
hm for j = 0,
hm− (n+ 1 + j) for j ∈ [−n,−1] .
The functions H and l satisfy condition (L) (see end of §3.2). The map l gives a
total ordering of Baff .
5.3.4. Wedge relations. In Vaff ⊗ Vaff we have
N := Uq(A
(2)
2n )[z ⊗ z, z
−1 ⊗ z−1, z ⊗ 1 + 1⊗ z] · v1 ⊗ v1.
The following elements are contained in Uq(A
(2)
2n ) · v1 ⊗ v1 ⊂ N :
C˜i,i = vi ⊗ vi (i ∈ J \ {0}) ,
C˜i,−i = vi ⊗ z
−H(i,−i)v−i + q
2vi+1 ⊗ z
−H(i,−i)v−i−1
+q2z−H(i,−i)v−i−1 ⊗ vi+1
+q4z−H(i,−i)v−i ⊗ vi (i ∈ J \ {−1, 0, n}) ,
C˜i,j = vi ⊗ z
−H(i,j)vj
+q2z−H(i,j)vj ⊗ vi
(
(i, j) ∈ J2 \ {(k, k), (k,−k)}k∈J
)
,
C˜0,0 = v0 ⊗ z
−1v0 + q
2[2]v−n ⊗ z
−1vn
+q2[2]z−1vn ⊗ v−n + q
2z−1v0 ⊗ v0,
C˜n,−n = vn ⊗ v−n + qv0 ⊗ v0 + q
4v−n ⊗ vn,
C˜−1,1 = v−1 ⊗ z
−1v1 + q
4z−1v1 ⊗ v−1.
Notice that each C˜i,j has vi⊗z
−H(i,j)vj as its first term and a term in z
−H(i,j)vj⊗vi.
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Define the following elements in N .
Ci,j :=

C˜i,j for (i, j) ∈ J
2 \ {(k,−k)}k∈J ,∑n
k=i(−q
2)k−iC˜k,−k for (i, j) ∈ {(k,−k)}k∈[1,n],∑j
k=1(−q
2)j−kC˜−k,k for (i, j) ∈ {(−k, k)}k∈[1,n],
C˜0,0 − q
2[2]C−n,n for (i, j) = (0, 0).
Explicitly for (i, j) ∈ {(k,−k)}k∈J , we have
Cj,−j = vj ⊗ v−j + q
4v−j ⊗ vj + q(−q
2)n−jv0 ⊗ v0
−(1− q4)
n∑
k=j+1
(−q2)k−jv−k ⊗ vk (j ∈ [1, n]),
C−j,j = v−j ⊗ z
−1vj + q
4z−1vj ⊗ v−j
−(1− q4)
j−1∑
k=1
(−q2)j−kz−1vk ⊗ v−k (j ∈ [1, n]),
C0,0 = v0 ⊗ z
−1v0 + q
2z−1v0 ⊗ v0
+q2[2](1− q4)
n∑
k=1
(−q2)n−kz−1vk ⊗ v−k.
Proposition 5.3.1. Identify Ci,j with Cbi,z−H(i,j)bj . Then {z
m ⊗ zm · Ci,j}m∈Z;i,j∈J
with the function l satisfy condition (R) of subsection 3.3.
5.3.5. Fock space. We have Bmin = {b0} and (P
+
cl )1 = {Λ
cl
n}. Since H(b0, b0) = 1
we have a unique ground state sequence (up to an overall shift by zk (k ∈ Z)):
b◦m = b0 and λm = Λn (m ∈ Z). Therefore the vacuum vector of the Fock space
Fm is
|m〉 := v0 ∧ v0 ∧ v0 ∧ v0 ∧ · · · · · · (m ∈ Z).
We set wt (|m〉) = Λn.
As an illustration of the use of the q-adic topology, let us check Proposition 4.3.8
on |m〉: i.e. that [ei, fi] · |m〉 =
ti−t
−1
i
qi−q
−1
i
· |m〉. The case i ∈ I \ {n} is trivial. For
en|m〉, consider first vn ∧ |m+ 1〉 = (−q
2)j(v0)
∧j ∧ vn ∧ |m+ j + 1〉 (j ∈ N). As
j →∞, the vector vanishes by the q-adic topology on Fm. Hence
en · |m〉 =
∞∑
j=0
(v0)
∧j ∧ (en · v0) ∧ |m+ j + 1〉
= [2]
∞∑
j=0
(v0)
∧j ∧ vn ∧ |m+ j + 1〉
= 0.
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For fn we have
fn · |m〉 =
∞∑
j=0
(v0)
∧j ∧ (fn · v0) ∧ tn|m+ j + 1〉
= q[2]
∞∑
j=0
(v0)
∧j ∧ v−n ∧ |m+ j + 1〉
= q[2]
∞∑
j=0
(−q2)jv−n ∧ |m+ 1〉
= q[2](1 + q2)−1v−n ∧ |m+ 1〉
= v−n ∧ |m+ 1〉.
Then since
en · fn · |m〉 = en · v−n ∧ |m+ 1〉
= v0 ∧ |m+ 1〉
= |m〉,
and [〈hn,Λn〉]n = 1, this completes the check.
5.4. Level 1 B(1)n .
5.4.1. Cartan datum. The Dynkin diagram for B(1)n (n ≥ 3) is
0−− 2 −− 3−− · · · · · · −− n−2−− n−1 =⇒n .
|
1
For B(1)n we have
δ = α0 + α1 +
n∑
i=2
2αi,
c = h0 + h1 + (
n−1∑
i=2
2hi) + hn,
(αi, αi) =
4 for i ∈ [0, n− 1] ,2 for i = n.
5.4.2. Perfect crystal. Let J := [−n, n]. Let V be the (2n + 1)-dimensional
U ′q(B
(1)
n )-module with the level 1 perfect crystal B := {bi}i∈J with crystal graph:
b2
2
−→b3
3
−→· · · · · ·
n−2
−→bn−1
n−1
−→ bn
1րտ0 ↓n
b1 b−1 b0 .
0տր1 ↓n
b−2←−
2
b−3←−
3
· · · · · ·←−
n−2
b1−n←−
n−1
b−n
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The elements of B have the following weights
wt (bi) =
n∑
k=i
αk = (1 + δi,n)Λi − Λi−1 − δi,2Λ0 (i ∈ [1, n]),
wt (b0) = 0,
wt (b−i) = −wt (bi) (i ∈ [1, n]).
Let vj := G(bj) (j ∈ J). The action of U
′
q(B
(1)
n ) on vj ∈ V obeys (5.1.1).
5.4.3. Energy function. Define the following ordering of J
1 ≻ 2 ≻ · · · ≻ n ≻ 0 ≻ −n ≻ 1− n ≻ · · · ≻ −1.
The energy function H takes the following values on B ⊗ B
H(bi ⊗ bj) =

2 for (i, j) = (−1, 1),
1 for (i, j) ∈ {(i′, j′) ∈ J2 \ {(−1, 1)} | i′ ≺ j′} ∪ {(0, 0)},
0 for (i, j) ∈ {(i′, j′) ∈ J2 | i′ ≻ j′} ∪ {(k, k)}k∈J\{0}.
Write H(i, j) for H(bi ⊗ bj) (i, j ∈ J).
The Coxeter number of B(1)n is h = 2n = dimV − 1. We take l to be
l(zmbj) =

hm+ n + 1− j for j ∈ [1, n] ,
hm for j = 0,
hm− (n+ 1 + j) for j ∈ [−n,−1] .
The functions H and l satisfy condition (L). Note that l(zmb1) = l(z
m+1b−1) (m ∈
Z), so the map l gives a partial ordering of Baff .
5.4.4. Wedge relations. We have
N := Uq(B
(1)
n )[z ⊗ z, z
−1 ⊗ z−1, z ⊗ 1 + 1⊗ z] · v1 ⊗ v1 ⊂ Vaff ⊗ Vaff .
The following elements are contained in Uq(B
(1)
n ) · v1 ⊗ v1 ⊂ N :
C˜i,i = vi ⊗ vi (i ∈ J \ {0}) ,
C˜i,−i = vi ⊗ z
−H(i,−i)v−i + q
2vi+1 ⊗ z
−H(i,−i)v−i−1
+q2z−H(i,−i)v−i−1 ⊗ vi+1
+q4z−H(i,−i)v−i ⊗ vi (i ∈ J \ {−1, 0, n}) ,
C˜i,j = vi ⊗ z
−H(i,j)vj
+q2z−H(i,j)vj ⊗ vi
(
(i, j) ∈ J2 \ {(k, k), (k,−k)}k∈J
)
,
C˜0,0 = v0 ⊗ z
−1v0 + q
2[2]v−n ⊗ z
−1vn
+q2[2]z−1vn ⊗ v−n + q
2z−1v0 ⊗ v0,
C˜n,−n = vn ⊗ v−n + qv0 ⊗ v0 + q
4v−n ⊗ vn,
C˜−1,1 = v−1 ⊗ z
−2v1 + q
2z−1v−2 ⊗ z
−1v2
+q2z−1v2 ⊗ z
−1v−2 + q
4z−2v1 ⊗ v−1.
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Each C˜i,j has vi ⊗ z
−H(i,j)vj as its first term and a term in z
−H(i,j)vj ⊗ vi.
Define the following elements in N .
Ci,j :=

C˜i,j for (i, j) ∈ J
2 \ {(k,−k)}k∈J ,∑n
k=i(−q
2)k−iC˜k,−k for (i, j) ∈ {(k,−k)}k∈[1,n],∑j
k=2(−q
2)j−kC˜−k,k for (i, j) ∈ {(−k, k)}k∈[2,n],
C˜0,0 − q
2[2]C−n,n for (i, j) = (0, 0),
C˜−1,1 − q
2(z−1 ⊗ z−1)C2,−2 for (i, j) = (−1, 1).
Explicitly for (i, j) ∈ {(k,−k)}k∈J , we have
Cj,−j = vj ⊗ v−j + q
4v−j ⊗ vj + q(−q
2)n−jv0 ⊗ v0
−(1− q4)
n∑
k=j+1
(−q2)k−jv−k ⊗ vk (j ∈ [1, n]),
C−j,j = v−j ⊗ z
−1vj + q
4z−1vj ⊗ v−j
−(1− q4)
j−1∑
k=2
(−q2)j−kz−1vk ⊗ v−k
−(−q2)j−1(z−1v1 ⊗ v−1 + v−1 ⊗ z
−1v1) (j ∈ [2, n]),
C0,0 = v0 ⊗ z
−1v0 + q
2z−1v0 ⊗ v0
+q2[2](1− q4)
n∑
k=2
(−q2)n−kz−1vk ⊗ v−k
+q2[2](−q2)n−1(z−1v1 ⊗ v−1 + v−1 ⊗ z
−1v1),
C−1,1 = v−1 ⊗ z
−2v1 + q
4z−2v1 ⊗ v−1
+q(−q2)n−1z−1v0 ⊗ v0 − (1− q
4)
n∑
k=2
(−q2)k−1z−1v−k ⊗ vk.
Proposition 5.4.1. Identify Ci,j with Cbi,z−H(i,j)bj . Then {z
m ⊗ zm · Ci,j}m∈Z;i,j∈J
with the function l satisfy condition (R) of subsection 3.3.
5.4.5. Fock space. For Uq(B
(1)
n ) we have
Bmin = {b1, b0, b−1},
(P+cl )1 = {Λ
cl
1 ,Λ
cl
n ,Λ
cl
0 },
with
ε(b1) = Λ
cl
0 , ε(b0) = Λ
cl
n , ε(b−1) = Λ
cl
1 ,
ϕ(b1) = Λ
cl
1 , ϕ(b0) = Λ
cl
n , ϕ(b−1) = Λ
cl
0 .
Since H(b0⊗b0) = 1, H(b1⊗zb−1) = 1 and H(zb−1⊗b1) = 1, there are two ground
state sequences (up to overall shifts by zk (k ∈ Z)):
b◦m = b0 (m ∈ Z)
λm = Λn (m ∈ Z)
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and
b◦m =
b1 for m ∈ 2Z,zb−1 for m ∈ 2Z+ 1,
λm =
Λ1 −
m
2
δ for m ∈ 2Z,
Λ0 −
m−1
2
δ for m ∈ 2Z+ 1.
The vacuum vectors are respectively
|m〉 := v0 ∧ v0 ∧ v0 ∧ v0 ∧ · · · · · · (m ∈ Z),
with wt (|m〉) = Λn, and
|m〉 :=
v1 ∧ zv−1 ∧ v1 ∧ · · · · · · for m ∈ 2Z,zv−1 ∧ v1 ∧ zv−1 ∧ · · · · · · for m ∈ 2Z+ 1,
with wt (|m〉) = Λ1 −
m
2
δ (m : even), Λ0 −
m−1
2
δ (m : odd).
5.5. Level 1 A
(2)
2n−1.
5.5.1. Cartan datum. The Dynkin diagram for A
(2)
2n−1 (n ≥ 3) is
0−− 2 −− 3−− · · · · · · −− n−2−− n−1⇐= n .
|
1
For A
(2)
2n−1 we have
δ = α0 + α1 + (
n−1∑
i=2
2αi) + αn,
c = h0 + h1 + (
n∑
i=2
2hi),
(αi, αi) =
2 for i ∈ [0, n− 1] ,4 for i = n.
5.5.2. Perfect crystal. Let J := [−n,−1] ∪ [1, n]. Let V be the (2n)-dimensional
U ′q(A
(2)
2n−1)-module with the level 1 perfect crystal B := {bi}i∈J with crystal graph:
b2
2
−→b3
3
−→· · · · · ·
n−2
−→bn−1
n−1
−→ bn
1րտ0 |
b1 b−1 |n .
0տր1 ↓
b−2←−
2
b−3←−
3
· · · · · ·←−
n−2
b1−n←−
n−1
b−n
The elements of B have the following weights
wt (bi) = αn/2 +
∑
k∈[i,n−1]
αk = Λi − Λi−1 − δi,2Λ0 (i ∈ [1, n]),
wt (b−i) = −wt (bi) (i ∈ [1, n]).
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Let vj := G(bj) (j ∈ J). The action of U
′
q(A
(2)
2n−1) on vj ∈ V obeys (5.1.1).
5.5.3. Energy function. Define the following ordering of J
1 ≻ 2 ≻ · · · ≻ n ≻ −n ≻ 1− n ≻ · · · ≻ −1.
The energy function H takes the following values on B ⊗ B
H(bi ⊗ bj) =

2 for (i, j) = (−1, 1),
1 for (i, j) ∈ {(i′, j′) ∈ J2 \ {(−1, 1)} | i′ ≺ j′} ,
0 for (i, j) ∈ {(i′, j′) ∈ J2 | i′ ≻ j′} ∪ {(k, k)}k∈J .
Write H(i, j) for H(bi ⊗ bj) (i, j ∈ J).
The Coxeter number of A
(2)
2n−1 is h = 2n− 1 = dim V − 1. We take l to be
l(zmbj) =
hm+ n− j for j ∈ [1, n] ,hm− (n+ 1 + j) for j ∈ [−n,−1] .
The functions H and l satisfy condition (L). Note that l(zmb1) = l(z
m+1b−1) (m ∈
Z), so l gives a partial ordering of Baff .
5.5.4. Wedge relations. We have
N := Uq(A
(2)
2n−1)[z ⊗ z, z
−1 ⊗ z−1, z ⊗ 1 + 1⊗ z] · v1 ⊗ v1 ⊂ Vaff ⊗ Vaff .
The following elements are contained in Uq(A
(2)
2n−1) · v1 ⊗ v1 ⊂ N :
C˜i,i = vi ⊗ vi (i ∈ J),
C˜i,−i = vi ⊗ z
−H(i,−i)v−i + qvi+1 ⊗ z
−H(i,−i)v−i−1
+qz−H(i,−i)v−i−1 ⊗ vi+1
+q2z−H(i,−i)v−i ⊗ vi (i ∈ J \ {−1, n}) ,
C˜i,j = vi ⊗ z
−H(i,j)vj
+qz−H(i,j)vj ⊗ vi
(
(i, j) ∈ J2 \ {(k, k), (k,−k)}k∈J
)
,
C˜n,−n = vn ⊗ v−n + q
2v−n ⊗ vn,
C˜−1,1 = v−1 ⊗ z
−2v1 + qz
−1v−2 ⊗ z
−1v2
+qz−1v2 ⊗ z
−1v−2 + q
2z−2v1 ⊗ v−1.
Each C˜i,j has vi ⊗ z
−H(i,j)vj as its first term and a term in z
−H(i,j)vj ⊗ vi.
Define the following elements in N .
Ci,j :=

C˜i,j for (i, j) ∈ J
2 \ {(k,−k)}k∈J ,∑n
k=i(−q)
k−iC˜k,−k for (i, j) ∈ {(k,−k)}k∈[1,n],∑j
k=2(−q)
j−kC˜−k,k for (i, j) ∈ {(−k, k)}k∈[2,n],
C˜−1,1 − q(z
−1 ⊗ z−1)C2,−2 for (i, j) = (−1, 1).
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Explicitly for (i, j) ∈ {(k,−k)}k∈J , we have
Cj,−j = vj ⊗ v−j + q
2v−j ⊗ vj
−(1 − q2)
n∑
k=j+1
(−q)k−jv−k ⊗ vk (j ∈ [1, n]),
C−j,j = v−j ⊗ z
−1vj + q
2z−1vj ⊗ v−j
−(1 − q2)
j−1∑
k=2
(−q)j−kz−1vk ⊗ v−k
−(−q)j−1(z−1v1 ⊗ v−1 + v−1 ⊗ z
−1v1) (j ∈ [2, n]),
C−1,1 = v−1 ⊗ z
−2v1 + q
2z−2v1 ⊗ v−1
−(1 − q2)
n∑
k=2
(−q)k−1z−1v−k ⊗ z
−1vk.
Proposition 5.5.1. Identify Ci,j with Cbi,z−H(i,j)bj . Then {z
m ⊗ zm · Ci,j}m∈Z;i,j∈J
with the function l satisfy condition (R) of subsection 3.3.
5.5.5. Fock space. For Uq(A
(2)
2n−1) we have
Bmin = {b1, b−1},
(P+cl )1 = {Λ
cl
1 ,Λ
cl
0 },
with
ε(b1) = Λ
cl
0 , ε(b−1) = Λ
cl
1 ,
ϕ(b1) = Λ
cl
1 , ϕ(b−1) = Λ
cl
0 .
Since H(b1 ⊗ zb−1) = 1 and H(zb−1 ⊗ b1) = 1 there is one ground state sequence:
b◦m =
b1 for m ∈ 2Z,zb−1 for m ∈ 2Z+ 1,
λm =
Λ1 −
m
2
δ for m ∈ 2Z,
Λ0 −
m−1
2
δ for m ∈ 2Z+ 1.
The vacuum vector of Fm is
|m〉 :=
v1 ∧ zv−1 ∧ v1 ∧ · · · · · · for m ∈ 2Z,zv−1 ∧ v1 ∧ zv−1 ∧ · · · · · · for m ∈ 2Z+ 1,
with wt (|m〉) = Λ1 −
m
2
δ (m : even), Λ0 −
m−1
2
δ (m : odd).
5.6. Level 1 D(1)n .
45
5.6.1. Cartan datum. The Dynkin diagram for D(1)n (n ≥ 4) is
0−− 2−− 3−− · · · · · · −− n−3−− n−2−− n .
| |
1 n−1
For D(1)n we have
δ = α0 + α1 + (
n−2∑
i=2
2αi) + αn−1 + αn,
c = h0 + h1 + (
n−2∑
i=2
2hi) + hn−1 + hn,
(αi, αi) = 2 (i ∈ I).
5.6.2. Perfect crystal. Let J := [−n,−1] ∪ [1, n]. Let V be the (2n)-dimensional
U ′q(D
(1)
n )-module with the level 1 perfect crystal B := {bi}i∈J with crystal graph:
b2
2
−→b3
3
−→· · · · · ·
n−3
−→bn−2
n−2
−→ bn−1
1րտ0 n−1ւցn
b1 b−1 bn b−n .
0տր1 nցւn−1
b−2←−
2
b−3←−
3
· · · · · ·←−
n−3
b2−n←−
n−2
b1−n
The elements of B have the following weights
wt (bi) = (
n−2∑
k=i
αk) + (αn−1 + αn)/2
= Λi − Λi−1 + δi,n−1Λn − δi,2Λ0 (i ∈ [1, n]),
wt (b−i) = −wt (bi) (i ∈ [1, n]).
Let vj := G(bj) (j ∈ J). The action of U
′
q(D
(1)
n ) on vj ∈ V obeys (5.1.1).
5.6.3. Energy function. Define the following ordering of J
1 ≻ 2 ≻ · · · ≻ n ≻ −n ≻ 1− n ≻ · · · ≻ −1.
The energy function H takes the following values on B ⊗ B
H(bi ⊗ bj) =

2 for (i, j) = (−1, 1),
1 for (i, j) ∈ {(i′, j′) ∈ J2 \ {(−1, 1)} | i′ ≺ j′} ∪ {(n,−n)},
0 for (i, j) ∈ {(i′, j′) ∈ J2 \ {(n,−n)} | i′ ≻ j′} ∪ {(k, k)}k∈J .
Write H(i, j) for H(bi ⊗ bj) (i, j ∈ J).
The Coxeter number of D(1)n is h = n+ 1 = dim V − 2. We take l to be
l(zmbj) =
hm+ n− j for j ∈ [1, n] ,hm− (n+ j) for j ∈ [−n,−1] .
The functions H and l satisfy condition (L). Note that l(zmb1) = l(z
m+1b−1) and
l(zmbn) = l(z
mb−n) (m ∈ Z), so l gives a partial ordering of Baff .
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5.6.4. Wedge relations. We have
N := Uq(D
(1)
n )[z ⊗ z, z
−1 ⊗ z−1, z ⊗ 1 + 1⊗ z] · v1 ⊗ v1 ⊂ Vaff ⊗ Vaff .
The following elements are contained in Uq(D
(1)
n ) · v1 ⊗ v1 ⊂ N :
C˜i,i = vi ⊗ vi (i ∈ J),
C˜i,−i = vi ⊗ z
−H(i,−i)v−i + qvi+1 ⊗ z
−H(i,−i)v−i−1
+qz−H(i,−i)v−i−1 ⊗ vi+1
+q2z−H(i,−i)v−i ⊗ vi (i ∈ J \ {−1, n}) ,
C˜i,j = vi ⊗ z
−H(i,j)vj
+qz−H(i,j)vj ⊗ vi
(
(i, j) ∈ J2 \ {(k, k), (k,−k)}k∈J
)
,
C˜n,−n = vn ⊗ z
−1v−n + qv1−n ⊗ z
−1vn−1
+qz−1vn−1 ⊗ v1−n + q
2z−1v−n ⊗ vn,
C˜−1,1 = v−1 ⊗ z
−2v1 + qz
−1v−2 ⊗ z
−1v2
+qz−1v2 ⊗ z
−1v−2 + q
2z−2v1 ⊗ v−1.
Each C˜i,j has vi ⊗ z
−H(i,j)vj as its first term and a term in z
−H(i,j)vj ⊗ vi.
Define the following elements in N .
Ci,j :=

C˜i,j for (i, j) ∈ J
2 \ {(k,−k)}k∈J ,∑n−1
k=i (−q)
k−iC˜k,−k for (i, j) ∈ {(k,−k)}k∈[1,n−1],∑j
k=2(−q)
j−kC˜−k,k for (i, j) ∈ {(−k, k)}k∈[2,n],
C˜n,−n − qC1−n,n−1 for (i, j) = (n,−n),
C˜−1,1 − q(z
−1 ⊗ z−1)C2,−2 for (i, j) = (−1, 1).
Explicitly for (i, j) ∈ {(k,−k)}k∈J , we have
Cj,−j = vj ⊗ v−j + q
2v−j ⊗ vj
−(1 − q2)
n−1∑
k=j+1
(−q)k−jv−k ⊗ vk
−(−q)n−j(vn ⊗ v−n + v−n ⊗ vn) (j ∈ [1, n]),
C−j,j = v−j ⊗ z
−1vj + q
2z−1vj ⊗ v−j
−(1 − q2)
j−1∑
k=2
(−q)j−kz−1vk ⊗ v−k
−(−q)j−1(z−1v1 ⊗ v−1 + v−1 ⊗ z
−1v1) (j ∈ [2, n]),
Cn,−n = vn ⊗ z
−1v−n + q
2z−1v−n ⊗ vn
−(1 − q2)
n−1∑
k=2
(−q)n−kz−1vk ⊗ v−k
−(−q)n−1(z−1v1 ⊗ v−1 + v−1 ⊗ z
−1v1)
C−1,1 = v−1 ⊗ z
−2v1 + q
2z−2v1 ⊗ v−1
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−(1 − q2)
n−1∑
k=2
(−q)k−1z−1v−k ⊗ z
−1vk
−(−q)n−1(z−1vn ⊗ z
−1v−n + z
−1v−n ⊗ z
−1vn).
Proposition 5.6.1. Identify Ci,j with Cbi,z−H(i,j)bj . Then {z
m ⊗ zm · Ci,j}m∈Z;i,j∈J
with the function l satisfy condition (R) of subsection 3.3.
5.6.5. Fock space. For Uq(D
(1)
n ) we have
Bmin = {b1, b−1, bn, b−n},
(P+cl )1 = {Λ
cl
1 ,Λ
cl
0 ,Λ
cl
n−1,Λ
cl
n},
with
ε(b1) = Λ
cl
0 , ϕ(b1) = Λ
cl
1 ,
ε(b−1) = Λ
cl
1 , ϕ(b−1) = Λ
cl
0 ,
ε(bn) = Λ
cl
n , ϕ(bn) = Λ
cl
n−1,
ε(b−n) = Λ
cl
n−1, ϕ(b−n) = Λ
cl
n .
Since H(b1 ⊗ zb−1) = 1, H(zb−1 ⊗ b1) = 1, H(bn ⊗ b−n) = 1 and H(b−n ⊗ bn) = 1,
there are two ground state sequences:
b◦m =
b1 for m ∈ 2Z,zb−1 for m ∈ 2Z+ 1,
λm =
Λ1 −
m
2
δ for m ∈ 2Z,
Λ0 −
m−1
2
δ for m ∈ 2Z+ 1,
and
b◦m =
bn for m ∈ 2Z,b−n for m ∈ 2Z+ 1,
λm =
Λn−1 for m ∈ 2Z,Λn for m ∈ 2Z+ 1.
The vacuum vector of Fm are respectively
|m〉 :=
v1 ∧ zv−1 ∧ v1 ∧ · · · · · · for m ∈ 2Z,zv−1 ∧ v1 ∧ zv−1 ∧ · · · · · · for m ∈ 2Z+ 1,
with wt (|m〉) = Λ1 −
m
2
δ (m : even), Λ0 −
m−1
2
δ (m : odd), and
|m〉 :=
vn ∧ v−n ∧ vn ∧ · · · · · · for m ∈ 2Z,v−n ∧ vn ∧ v−n ∧ · · · · · · for m ∈ 2Z+ 1,
with wt (|m〉) = Λn−1 (m : even), Λn (m : odd).
5.7. Level 1 D
(2)
n+1.
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5.7.1. Cartan datum. The Dynkin diagram for D
(2)
n+1 (n ≥ 4) is
0⇐= 1−− 2−− · · · · · · −− n−2−− n−1 =⇒n .
For D
(2)
n+1 we have
δ =
∑
i∈I
αi,
c = h0 + (
n−1∑
i=1
2hi) + hn,
(αi, αi) =
2 for i ∈ {0, n},4 for i ∈ I \ {0, n}.
5.7.2. Perfect crystal. Let J := [−n, n] ∪ {φ}. Let V be the (2n + 2)-dimensional
U ′q(D
(2)
n+1)-module with the level 1 perfect crystal B := {bi}i∈J and crystal graph:
b1
1
−→b2
2
−→· · · · · ·
n−2
−→bn−1
n−1
−→ bn
0↑ ↓n
bφ b0 .
0↑ ↓n
b−1←−
1
b−2←−
2
· · · · · ·←−
n−2
b1−n←−
n−1
b−n
The elements of B have the following weights
wt (bi) =
n∑
k=i
αk = (1 + δi,n)Λi − (1 + δi,1)Λi−1 (i ∈ [1, n])
wt (b0) = 0
wt (bφ) = 0
wt (b−i) = −wt (bi) (i ∈ [1, n]).
Let vj := G(bj) (j ∈ J). The action of U
′
q(D
(2)
n+1) on vj ∈ V obeys (5.1.1).
Let J0 := J \{φ}. Let V0 denote that subspace of V spanned by {vj}j∈J0. Then,
Vaff decomposes into two Uq(D
(2)
n+1)-modules:
Vaff =
(
V0 ⊗ C[z
2, z−2] + vφ ⊗ zC[z
2, z−2]
)
⊕
(
V0 ⊗ zC[z
2, z−2] + vφ ⊗ C[z
2, z−2]
)
.
5.7.3. Energy function. Define the following ordering of J
1 ≻ 2 ≻ · · · ≻ n ≻ 0 ≻ −n ≻ 1− n ≻ · · · ≻ −1 ≻ φ. (5.7.1)
The energy function H takes the following values on B ⊗ B
H(bi ⊗ bj) =

2 for (i, j) ∈ {(i′, j′) ∈ J20 | i
′ ≺ j′} ∪ {(0, 0), (φ, φ)},
1 for (i, j) ∈ {(k, φ), (φ, k) ∈ J2 | k ∈ J \ {φ}},
0 for (i, j) ∈ {(i′, j′) ∈ J20 | i
′ ≻ j′} ∪ {(k, k)}k∈J\{0,φ}.
Write H(i, j) for H(bi ⊗ bj) (i, j ∈ J).
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The Coxeter number of D
(2)
n+1 is h = n + 1 =
1
2
dim V . We take l to be
l(zmbj) =

hm+ n + 1− j for j ∈ [1, n] ,
hm for j ∈ {0, φ},
hm− (n+ 1 + j) for j ∈ [−n,−1] .
The functions H and l satisfy condition (L). Note that l(zmb0) = l(z
mbφ) and
l(zmbi) = l(z
m+1bi−h) (m ∈ Z and i ∈ [1, n]), so l gives a partial ordering of Baff .
(l gives a total ordering of each of the crystals of the two irreducible submodules.)
5.7.4. Wedge relations. In Vaff ⊗ Vaff we have
N := Uq(D
(2)
n+1)[z ⊗ z, z
−1 ⊗ z−1, z ⊗ 1 + 1⊗ z] · v1 ⊗ v1.
The following elements are contained in Uq(D
(2)
n+1)[z ⊗ z, z
−1 ⊗ z−1] · v1 ⊗ v1 ⊂ N :
C˜i,i = vi ⊗ vi (i ∈ J \ {0, φ}),
C˜i,−i = vi ⊗ z
−H(i,−i)v−i + q
2vi+1 ⊗ z
−H(i,−i)v−i−1
+q2z−H(i,−i)v−i−1 ⊗ vi+1
+q4z−H(i,−i)v−i ⊗ vi
(
i ∈ J \ {−1, 0, φ, n}
)
,
C˜i,j = vi ⊗ z
−H(i,j)vj + q
2z−H(i,j)vj ⊗ vi(
(i, j) ∈ J2 \ {(k, k), (k,−k)}k∈J
)
,
C˜0,0 = v0 ⊗ z
−2v0 + q
2[2]v−n ⊗ z
−2vn
+q2[2]z−2vn ⊗ v−n + q
2z−2v0 ⊗ v0,
C˜n,−n = vn ⊗ v−n + qv0 ⊗ v0 + q
4v−n ⊗ vn,
C˜−1,1 = v−1 ⊗ z
−2v1 + qz
−1vφ ⊗ z
−1vφ + q
4z−2v1 ⊗ v−1,
C˜φ,φ = vφ ⊗ z
−2vφ + q
2[2]z−1v1 ⊗ z
−1v−1
+q2[2]z−1v−1 ⊗ z
−1v1 + q
2z−2vφ ⊗ vφ.
Notice that each C˜i,j has vi⊗z
−H(i,j)vj as its first term and a term in z
−H(i,j)vj⊗vi.
Define the following elements in N .
Ci,j :=

C˜i,j for (i, j) ∈ J
2 \ {(k,−k)}k∈J ,∑n
k=i(−q
2)k−iC˜k,−k for (i, j) ∈ {(k,−k)}k∈[1,n],∑j
k=1(−q
2)j−kC˜−k,k for (i, j) ∈ {(−k, k)}k∈[1,n],
C˜0,0 − q
2[2]C−n,n for (i, j) = (0, 0),
C˜φ,φ − q
2[2](z−1 ⊗ z−1)C1,−1 for (i, j) = (φ, φ).
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Explicitly for (i, j) ∈ {(k,−k)}k∈J ∪ {φ}, we have
Cj,−j = vj ⊗ v−j + q
4v−j ⊗ vj + q(−q
2)n−jv0 ⊗ v0
−(1− q4)
n∑
k=j+1
(−q2)k−jv−k ⊗ vk (j ∈ [1, n]),
C−j,j = v−j ⊗ z
−2vj + q
4z−2vj ⊗ v−j + q(−q
2)j−1z−1vφ ⊗ z
−1vφ
−(1− q4)
j−1∑
k=1
(−q2)j−kz−2vk ⊗ v−k (j ∈ [1, n]),
C0,0 = v0 ⊗ z
−2v0 + q
2z−2v0 ⊗ v0 + q[2](−q
2)nz−1vφ ⊗ z
−1vφ
−[2](1− q4)
n∑
k=1
(−q2)n+1−kz−2vk ⊗ v−k,
Cφ,φ = vφ ⊗ z
−2vφ + q
2z−2vφ ⊗ vφ + q[2](−q
2)nz−1v0 ⊗ z
−1v0
−[2](1− q4)
n∑
k=1
(−q2)jz−1v−j ⊗ z
−1vj .
Proposition 5.7.1. Identify Ci,j with Cbi,z−H(i,j)bj . Then {z
m ⊗ zm · Ci,j}m∈Z;i,j∈J
with the function l satisfy condition (R) of subsection 3.3.
5.7.5. Fock space. For Uq(D
(2)
n+1) we have
Bmin = {b0, bφ},
(P+cl )1 = {Λ
cl
n ,Λ
cl
0 },
with
ε(b0) = Λ
cl
n , ε(bφ) = Λ
cl
0 ,
ϕ(b0) = Λ
cl
n , ϕ(bφ) = Λ
cl
0 .
Since H(b0 ⊗ z
−1b0) = 1 and H(bφ ⊗ z
−1bφ) = 1, there are two ground state
sequences (see also the remark at the end of §6.6):
b◦m = z
−mb0 (m ∈ Z),
cl(λm) = Λn (m ∈ Z),
and
b◦m = z
−mbφ (m ∈ Z),
cl(λm) = Λ0 (m ∈ Z).
The vacuum vectors of Fm are respectively
|m〉 := z−mv0 ∧ z
−m−1v0 ∧ z
−m−2v0 ∧ · · · · · · (m ∈ Z),
with wt (|m〉) = Λn, and
|m〉 := z−mvφ ∧ z
−m−1vφ ∧ z
−m−2vφ ∧ · · · · · · (m ∈ Z),
with wt (|m〉) = Λ0.
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6. Level 1 two point functions
In this section we calculate the boson commutation relations using the decompo-
sition of the Fock space vertex operator into a product of a Uq(g)-vertex operator
and a bosonic vertex operator (Theorem 4.5.1), for level 1 A
(2)
2n , B
(1)
n , A
(2)
2n−1, D
(1)
n
and D
(2)
n+1. The two point functions of the level 1 Uq(g)-vertex operators that we
use are due to Date and Okado [DO] (except for type D
(2)
n+1 which is given in
Appendix C).
6.1. Summary. In the following table we list the dual Coxeter number h∨ :=∑
i∈I a
∨
i , p := q
(α0,α0)/(2a∨0 ) and ξ := (−)r−1ph
∨
for g = X(r)n of types A
(1)
n , A
(2)
2n , B
(1)
n ,
A
(2)
2n−1 and D
(1)
n .
g A(1)n A
(2)
2n B
(1)
n A
(2)
2n−1 D
(1)
n
h∨ n+ 1 2n+ 1 2n− 1 2n 2n− 2
p q q2 q2 q q
ξ qn+1 −q2(2n+1) q2(2n−1) −q2n q2n−2
Proposition 6.1.1 ([KMS]). For A(1)n at level 1, we have
γm = m
1− ξ2m
1− q2m
.
See [KMS] §2 for the proof.
Let g = X(r)n be of type A
(2)
2n , B
(1)
n , A
(2)
2n−1 or D
(1)
n . Let |g〉 be one of the vacuum
vectors of the Uq(g)-Fock modules described in the previous section. For each type,
direct calculations of Bm ·B−m · |g〉 for small m, suggest the following result.
Theorem 6.1.2. For g = X(r)n ∈ {A
(2)
2n , B
(1)
n , A
(2)
2n−1, D
(1)
n } at level 1, we have
γm = m
1 + ξm
1− p2m
.
In this section we prove this theorem case by case using Proposition 4.5.2. We
also give a corresponding result for level 1 D
(2)
n+1.
For this boson commutation relation, the boson two point function (4.5.7) is
θ(w2/w1) =
(w2/w1; ξ
2)∞(p
2ξw2/w1; ξ
2)∞
(p2w2/w1; ξ2)∞(ξw2/w1; ξ2)∞
. (6.1.1)
Let us introduce the operator Z(t, d) ∈ End (Vaff ⊗ Vaff) defined by:
Z(t, d) := zt ⊗ zd−t + δ(2t > d)zd−t ⊗ zt − δ(2t < d)zt ⊗ zd−t (t, d ∈ Z).
Note that Z(t, d) is a symmetric Laurent polynomial in z⊗1 and 1⊗z, so we have
Lemma 6.1.3. Z(t, d) ·N ⊂ N (t, d ∈ Z).
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6.2. Type A
(2)
2n . Recall we have λm = Λn and b
◦
m = b0 (m ∈ Z). So the level 1
intertwiner maps
Φm : Vaff ⊗ V (Λn)→ V (Λn) (m ∈ Z).
From [DO], (up to a factor of a constant power in w2/w1) we have in our nota-
tion (4.5.5)
φv0,v0(w2/w1) = (1− p
h∨+1w2/w1)
×
(p2h
∨+2w2/w1; p
2h∨)∞(−p
3h∨w2/w1; p
2h∨)∞
(−ph∨+2w2/w1; p2h
∨)∞(p2h
∨w2/w1; p2h
∨)∞
.
Define
gj(t) := 〈m− 1|z
tvj ∧ z
−tv−j ∧ |m+ 1〉 (j ∈ J ; t ∈ Z).
Note that g0(0) = 1, g−j(0) = 0 (j ∈ [1, n]) and gj(t) = 0 (j ∈ J ; t ∈ Z<0).
Proposition 6.2.1. g0(t) satisfies the following recurrence relation
g0(t)− (p
2 − ph
∨
)g0(t− 1)− p
h∨+2g0(t− 2) =
δt,0 − (1 + p
h∨+1)δt,1 + p
h∨+1δt,2. (6.2.1)
Proof. The proof for n > 1 goes as follows (the exceptional case n = 1 is similar).
First note that any element in N , that is generated by Cj,−j (j ∈ J), gives rise to
a linear relation of some gk(t) (k ∈ J , t ∈ Z). For example (z ⊗ 1 + 1 ⊗ z) · C0,0
gives
g0(1) + q
2g0(0) + q
2[2](1− q4)
n∑
k=1
(−q2)n−kgk(0) + g0(0) = 0.
From Ck,k (k ∈ [1, n]) we get
gk(0) + q(−q
2)n−kg0(0) = 0.
Combining these two relations, we get
g0(1) + (1− q
4 + q4n+2 + q4n+4)g0(0) = 0,
which is (6.2.1) with t = 1.
The recurrence relation in the general case (t ∈ N) comes from
At =
(
Z(t, 1)− ph
∨+1Z(t− 1, 1)
)
· C0,0
+[2](1− p2)(−p)n+1
n∑
j=1
(
(−p)−jZ(t− 1, 0) · Cj,−j
−(−p)jZ(t− 1, 1) · C−j,j
)
.
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Let A∧t denote the image of At in Vaff ∧ Vaff . We have:
〈m− 1|A∧t ∧ |m+ 1〉 =
g0(t)− (p
h∨+1 − p)g0(t− 1)− p
h∨+2g0(t− 2)
+[2](1− p2)
{
−
n∑
j=1
(−p)n+1−j
(
gj(t− 1)− (−p)
h∨+1gj(t− 2)
)
+
n∑
j=1
(−p)n+1−j
(
gj(t− 1) + p
2g−j(t− 1)
)
− q
(−p)h
∨
− (−p)
1− p2
g0(t− 1)
− (1− p2)pn+1
n∑
j=1
(−)j [j − 1]pg−j(t− 1)
−
n∑
j=1
(−p)n+1+j
(
g−j(t− 1) + p
2gj(t− 2)
)
− (1− p2)ph
∨+1
n∑
j=1
(−)n−j [n− j]pgj(t− 2)
}
+ δ(2t > 1)g0(1− t)− δ(2t < 1)g0(t)
− ph
∨+1
(
δ(2t > 3)g0(2− t)− δ(2t < 3)g0(t− 1)
)
= 0.
All terms in gk (k ∈ J \ {0}) cancel and the proposition follows.
The two point function of Fock intertwiners (4.5.4) is given by
Corollary 6.2.2.
ωv0,v0(w2/w1) =
(1− w2/w1)(1− p
h∨+1w2/w1)
(1− p2w2/w1)(1 + ph
∨w2/w1)
.
Proof. Note that ωv0,v0(w) =
∑
t∈N w
tg0(t). Multiplying both sides of (6.2.1) by w
t
(w := w2/w1) and summing over non-negative t we get(
1− (p2 − ph
∨
)w − ph
∨+2w2
)∑
t∈N
wtg0(t) =
1− (1 + ph
∨+1)w + ph
∨+1w2,
from which the result follows.
Hence
ωv0,v0(w2/w1)
φv0,v0(w2/w1)
=
(−ph
∨+2w2/w1; p
2h∨)∞(w2/w1; p
2h∨)∞
(p2w2/w1; p2h
∨)∞(−ph
∨w2/w1; p2h
∨)∞
,
in agreement with (6.1.1).
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6.3. Type B(1)n . Recall that we have two ground state sequences (κ = 0, 1)
b◦m =
bκ for m ∈ 2Z,zκb−κ for m ∈ 2Z+ 1,
and
λm =
(1− κ)Λn + κ(Λ1 −
m
2
δ) for m ∈ 2Z,
(1− κ)Λn + κ(Λ0 −
m−1
2
δ) for m ∈ 2Z+ 1.
From [DO], (up to a factor of a constant power in w2/w1) we have in our nota-
tion (4.5.5)
φv◦m−1,v◦m(w2/w1) = (1 + p
h∨+1w2/w1)
δκ,0
×
(p2h
∨+2w2/w1; p
2h∨)∞(p
3h∨w2/w1; p
2h∨)∞
(ph∨+2w2/w1; p2h
∨)∞(p2h
∨w2/w1; p2h
∨)∞
.
By a diagram automorphism, it is sufficient just to consider the case when m is
even. Let m ∈ 2Z. Define
gj(t) := 〈m− 1|z
t+κvj ∧ z
−tv−j ∧ |m+ 1〉 (j ∈ J ; t ∈ Z).
Note that g−κ(0) = 1, g−j(−κ) = 0 (j ∈ [1, n]) and gj(t) = 0 (j ∈ J ; t ∈ Z<0).
Proposition 6.3.1. g−κ(t) satisfies the following recurrence relation
g−κ(t)− (p
2 − ph
∨
)g−κ(t− 1)− p
h∨+2g−κ(t− 2) =
δt,0 − (1− δκ,0p
h∨+1)δt,1 − δκ,0p
h∨+1δt,2. (6.3.1)
Proof. The proof is like the proof of Proposition 6.2.1 for type A
(2)
2n , but using
At :=
(
Z(t, 1 + κ) + p1+h
∨δκ,0Z(t + κ− 1, 1 + κ)
)
C0,0
+ [2]Z(t− 1, κ)
(
(−p)nC1,−1 + (1− p
2)
n∑
j=2
(−p)n+1−jCj,−j
)
+ [2]p−h
∨δκ,1
(
(1− p2)Z(t+ κ− 1, 1 + κ)
n∑
j=2
(−p)n+j−1C−j,j
+ (−p)nZ(t+ κ, 2 + κ)C−1,1
)
.
The two point function of Fock intertwiners (4.5.4) is given by
Corollary 6.3.2. Let m ∈ 2Z.
ωv◦m−1,v◦m(w2/w1) =
(1− w2/w1)(1 + p
h∨+1w2/w1)
δκ,0
(1− p2w2/w1)(1− ph
∨w2/w1)
.
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Proof. Note that ωv◦
m−1,v
◦
m
(w) =
∑
t∈N w
tg−κ(t). Multiplying both sides of (6.3.1)
by wt (w := w2/w1) and summing over non-negative t we get(
1− (p2 − ph
∨
)w − ph
∨+2w2
)∑
t∈N
wkg−κ(t) =
1− (1− δκ,0p
h∨+1)w − δκ,0p
h∨+1w2,
from which the result follows.
Hence
ωv◦m−1,v◦m(w2/w1)
φv◦m−1,v◦m(w2/w1)
=
(ph
∨+2w2/w1; p
2h∨)∞(w2/w1; p
2h∨)∞
(p2w2/w1; p2h
∨)∞(ph
∨w2/w1; p2h
∨)∞
,
in agreement with (6.1.1).
6.4. Type A
(2)
2n−1. Recall that we have
b◦m =
b1 for m ∈ 2Z,zb−1 for m ∈ 2Z+ 1, and λm =
Λ1 −
m
2
δ for m ∈ 2Z,
Λ0 −
m−1
2
δ for m ∈ 2Z+ 1.
From [DO], (up to a factor of a constant power in w2/w1) we have in our nota-
tion (4.5.5)
φv◦m−1,v◦m(w2/w1) =
(q2h
∨+2w2/w1; q
2h∨)∞(−q
3h∨w2/w1; q
2h∨)∞
(−qh∨+2w2/w1; q2h
∨)∞(q2h
∨w2/w1; q2h
∨)∞
.
By a diagram automorphism it is sufficient just to consider the case when m is
even. Let m ∈ 2Z. Define
gj(t) := 〈m− 1|z
t+1vj ∧ z
−tv−j ∧ |m+ 1〉 (j ∈ J ; t ∈ Z).
Note that g−1(0) = 1 and gj(t) = 0 (j ∈ J ; t ∈ Z<0).
Proposition 6.4.1. g−1(t) satisfies the following recurrence relation
g−1(t)− (q
2 − qh
∨
)g−1(t− 1)− q
h∨+2g−1(t− 2) = δt,0 − δt,1. (6.4.1)
Proof. The proof is like the proof of Proposition 6.2.1, but using
At := Z(t, 1)(z ⊗ z)C−1,1
+ Z(t, 2)(1− q2)
n∑
j=2
(−q)j−1C−j,j
− Z(t− 1, 1)qh
∨
(
C1,−1 + (1− q
2)
n∑
j=2
(−q)1−jCj,−j
)
.
The two point function of Fock intertwiners (4.5.4) is given by
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Corollary 6.4.2. Let m ∈ 2Z.
ωv◦m−1,v◦m(w2/w1) =
(1− w2/w1)
(1− q2w2/w1)(1 + qh
∨w2/w1)
.
Proof. Note that ωv◦m−1,v◦m(w) =
∑
t∈N w
tg−1(t). Multiplying both sides of (6.4.1)
by wt (w := w2/w1) and summing over non-negative t we get(
1− (q2 − qh
∨
)w − qh
∨+2w2
)∑
t∈N
wkg−1(t) = 1− w,
from which the result follows.
Hence
ωv◦m−1,v◦m(w2/w1)
φv◦
m−1,v
◦
m
(w2/w1)
=
(−qh
∨+2w2/w1; q
2h∨)∞(w2/w1; q
2h∨)∞
(q2w2/w1; q2h
∨)∞(−qh
∨w2/w1; q2h
∨)∞
,
in agreement with (6.1.1).
6.5. Type D(1)n . Recall that we have two ground state sequences (κ = 0, 1)
b◦m =
bnδκ,0+1δκ,1 for m ∈ 2Z,zκbnδκ,0−1δκ,1 for m ∈ 2Z+ 1,
From [DO], (up to a factor of a constant power in w2/w1) we have in our nota-
tion (4.5.5)
φv◦
m−1,v
◦
m
(w2/w1) =
(q2h
∨+2w2/w1; q
2h∨)∞(q
3h∨w2/w1; q
2h∨)∞
(qh∨+2w2/w1; q2h
∨)∞(q2h
∨w2/w1; q2h
∨)∞
.
By diagram automorphisms, it is sufficient just to consider the case when κ = 0
and m is odd. Let κ = 0 and m ∈ 2Z+ 1. Define
gj(t) := 〈m− 1|z
tvj ∧ z
−tv−j ∧ |m+ 1〉 (j ∈ J ; t ∈ Z).
Note that gn(0) = 1, g−j(0) = 0 (j ∈ [1, n]) and gj(t) = 0 (j ∈ J ; t ∈ Z<0).
Proposition 6.5.1. gn(t) satisfies the following recurrence relation
gn(t)− (q
2 − qh
∨
)gn(t− 1)− q
h∨+2gn(t− 2) = δt,0 − δt,1. (6.5.1)
Proof. The proof is like the proof of Proposition 6.2.1, but using
At := Z(t, 1)Cn,−n − q
h∨Z(t− 1, 1)C−n,n
+ Z(t− 1, 0)
(
(−q)n−1C1,−1 + (1− q
2)
n−1∑
j=2
(−q)n−jCj,−j
)
− (−q)n−1
(
Z(t− 1, 0)(z ⊗ z)C−1,1
+ (1− q2)Z(t− 1, 1)
n−1∑
j=2
(−q)j−1C−j,j
)
.
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The two point function of Fock intertwiners (4.5.4) is given by
Corollary 6.5.2. Let m ∈ 2Z+ 1.
ωv◦m−1,v◦m(w2/w1) =
(1− w2/w1)
(1− q2w2/w1)(1− qh
∨w2/w1)
.
Proof. Note that ωv◦
m−1,v
◦
m
(w) =
∑
t∈N w
tgn(t). Multiplying both sides of (6.5.1) by
wt (w := w2/w1) and summing over non-negative t we get(
1− (q2 − qh
∨
)w − qh
∨+2w2
)∑
t∈N
wkgn(t) = 1− w,
from which the result follows.
Hence
ωv◦
m−1,v
◦
m
(w2/w1)
φv◦m−1,v◦m(w2/w1)
=
(qh
∨+2w2/w1; q
2h∨)∞(w2/w1; q
2h∨)∞
(q2w2/w1; q2h
∨)∞(qh
∨w2/w1; q2h
∨)∞
,
in agreement with (6.1.1).
6.6. Type D
(2)
n+1. This type is somewhat special because of the fact that Vaff is
not irreducible. The dual Coxeter number is h∨ = 2n. We define p = q2 and
ξ2 = ph
∨
.
Recall that we have two ground state sequences (κ = 0, φ)
b◦m = z
−mbκ.
By a diagram automorphism, it is sufficient just to consider one of the two cases
κ ∈ {0, φ}. We choose κ = 0.
The boson commutator γm = [Bm, B−m] is given as follows:
Proposition 6.6.1.
γm =
m
(1+ξm)
(1−2pm−ξm)
for m ∈ 2Z,
m for m ∈ 2Z+ 1.
(6.6.1)
This corresponds to the following boson two point function
θ(w) = (1− w)
(ξ4w2; ξ4)∞(p
2ξ2w2; ξ4)∞
(ξ2w2; ξ4)∞(p2w2; ξ4)∞
. (6.6.2)
From Appendix C we have
Lemma 6.6.2. Let w = w2/w1.
φz1−mv0,z−mv0(w2/w1) = (1 + pξ
2w2)
(ξ6w2; ξ4)∞(p
2ξ4w2; ξ4)∞
(ξ4w2; ξ4)∞(p2ξ2w2; ξ4)∞
.
It is sufficient just to consider just the case m = 0. Define
gj(t) := 〈−1|z
t+1vj ∧ z
−tv−j ∧ |1〉 (j ∈ J ; t ∈ Z).
Note that g0(0) = 1, g−j(0) = 0 (j ∈ [1, n]) and gj(t) = 0 (j ∈ J ; t ∈ Z<0).
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Proposition 6.6.3. g0(t) satisfies the following recurrence relation
g0(t)− (p
2 + ξ2)g0(t− 2) + p
2ξ2g0(t− 4) =
δt,0 − δt,1 + pξ
2δt,2 − pξ
2δt,3. (6.6.3)
Proof. The proof is like the proof of Proposition 6.2.1, but using
At :=
(
Z(t, 1)(z ⊗ z) + ph
∨+1Z(t− 1, 3)
)
C0,0
+ Z(t− 1, 1)[2]
(
−q(−p)n(z ⊗ z)Cφ,φ
+ (1− p2)
n∑
j=1
(−p)n+1−jCj,−j
)
− Z(t− 1, 3)[2](1− p2)
n∑
j=1
(−p)n+jC−j,j.
The two point function of Fock intertwiners (4.5.4) is given by
Corollary 6.6.4.
ωzv0,v0(w2/w1) =
(1− w2/w1)(1 + pξ
2(w2/w1)
2)
(1− p2(w2/w1)2)(1− ξ2(w2/w1)2)
.
Proof. Note that ωzv0,v0(w) =
∑
t∈N w
tg0(t). Multiplying both sides of (6.6.3) by
wt (w := w2/w1) and summing over non-negative t we get(
1− (p2 + ξ2)w2 − p2ξ2w4
)∑
t∈N
wkg0(t) = 1− w + pξ
2w2 − pξ2w3,
from which the result follows.
Finally we have
ωzv0,v0 (w)
φzv0,v0 (w)
= (6.6.2), which proves Proposition 6.6.1.
Remark. It is possible to work in an irreducible component of Vaff , say V
even
aff =
V0⊗C[z
2, z−2] + vφ⊗ zC[z
2, z−2]. On V evenaff ⊗ V
even
aff the energy function takes only
even values. The condition H(b◦m⊗b
◦
m+1) = 1 for a ground state sequence {b
◦
m}m∈Z
should then be replaced by H(b◦m ⊗ b
◦
m+1) = 2 for all m ∈ Z.
The ground state sequence in Bevenaff is given by b
◦
m = b0 for all m ∈ Z. The Fock
two-point function can be shown to be given by
ωv0,v0(w) =
(1− w2)(1 + pξ2w2)
(1− ξ2w2)(1− p2w2)
, (6.6.4)
where w = w1/w2. Comparing with Lemma 6.6.2, we find that γm is now given by
the same formula as in Theorem 6.1.2
γm = m
1 + ξ2m
1− p2m
. (6.6.5)
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7. Higher level examples: level k A
(1)
1
7.1. Cartan datum. I = {0, 1}. The Dynkin diagram for A
(1)
1 is
0 === 1 .
We have
δ = α0 + α1,
c = h0 + h1,
(αi, αi) = 2 (i ∈ I).
7.2. Perfect crystal. Fix k ∈ Z>0. Let J := [0, k]. Let V be the (k + 1)-
dimensional U ′q(A
(1)
1 )-module with the level k perfect crystal B := {bj}j∈J with
crystal graph:
b0
1
⇄
0
b1
1
⇄
0
b2
1
⇄
0
· · ·
1
⇄
0
bk .
The elements of B have the following weights
wt (bj) = (k/2− j)α1
= (k − 2j)(Λ1 − Λ0) (j ∈ J).
Let vj := G(bj) (j ∈ J). The action of U
′
q(A
(1)
1 ) on vj ∈ V obeys (5.1.1).
7.3. Energy function. The energy function H has the following values on B⊗B
H(bi ⊗ bj) = min(i, k − j) (i, j ∈ J).
Write H(i, j) for H(bi ⊗ bj) (i, j ∈ J).
The Coxeter number of A
(1)
1 is h = 2. We take
l(zmbj) = 2m− j (m ∈ Z, j ∈ J).
H and l satisfy condition (L). Note that l(zmbj) = l(z
m+1bj+2) (m ∈ Z and j ∈
[0, k − 2]), so l gives a partial ordering of Baff for k > 1.
7.4. q-binomials. Define the q-binomial coefficient
[
m
n
]
(m,n ∈ Z) by[
m
n
]
=

[m][m−1]···[m−n+1]
[n][n−1]···[1]
: m ≥ n ≥ 0
0 : otherwise.
We will often write sums involving q-binomial coefficients as sums over all integers.
The advantage is that we can then freely change variables without worrying about
the range of summation. The following result is widely used in the sequel:
Lemma 7.4.1. (i) For any η ∈ C(q) and n ∈ Z>0, we have∑
j∈Z
(−η)j
[
n
j
]
=
n−1∏
i=0
(qn−1−2i − η).
(ii) The sum in (i) vanishes if η = qm with m an integer lying in the range
[−n + 1, n− 1]2. Here [a, a + 2b]2 means {a+ 2i; 0 ≤ i ≤ b}.
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7.5. Wedge relations. Define the vectors Ci,j ∈ N (i, j ∈ J) by
Ci,j =
(z ⊗ z)−ie
(i)
0 f
(j)
1 (v0 ⊗ v0) : i+ j ≤ k,
e
(k−i)
1 f
(k−j)
0 (vk ⊗ vk) : i+ j > k.
Explicitly, we have
Ci,j =

∑
i′,j′,a,b q
(k−j′)(i′−b)+(k−i′)a
[
j′
a
][
i′
b
]
z−avi′ ⊗ z
−bvj′ : i
′ + j′ ≤ k∑
i′,j′,a,b q
i′(k−j′−b)+j′a
[
k−i′
a
][
k−j′
b
]
z−avi′ ⊗ z
−bvj′ : i
′ + j′ > k.
(7.5.1)
The summation in both cases is over i′, j′ ∈ J and a, b ≥ 0 with
i′ + j′ = i+ j,
a+ b = H(i, j).
Proposition 7.5.1. Identify Ci,j with Cbi,z−H(i,j)bj . Then {z
m ⊗ zm · Ci,j}m∈Z;i,j∈J
with the function l satisfy condition (R) of subsection 3.3.
7.6. Fock space. We have
Bmin = B,
(P+cl )k = {jΛ
cl
0 + (k − j)Λ
cl
1 }j∈J ,
with the bijections
ε(bj) = (k − j)Λ
cl
0 + jΛ
cl
1 ,
ϕ(bj) = jΛ
cl
0 + (k − j)Λ
cl
1 .
Fix κ ∈ J and let κ′ = k − κ. We have H(z−ℓ(k−2)bκ ⊗ z
−ℓ(k−2)−κ+1bκ′) = H(bκ ⊗
bκ′) − κ + 1 = 1. H(z
−ℓ(k−2)−κ+1bκ′ ⊗ z
−(ℓ+1)(k−2)bκ) = 1 and so the following is a
ground state sequence (ℓ ∈ Z)
b◦2ℓ−1 = z
−ℓ(k−2)bκ,
b◦2ℓ = z
−ℓ(k−2)−κ+1bκ′ ,
(7.6.1)
with
cl(λm) =
κΛ0 + κ′Λ1 : if m is odd,κ′Λ0 + κΛ1 : if m is even.
With v◦m = G(b
◦
m), the vacuum vector of Fm is
|m〉 = v◦m ∧ v
◦
m+1 ∧ v
◦
m+2 ∧ · · · · · ·
with weight λm.
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7.7. Two point functions. A priori γn = [Bn, B−n] may depend on the choice
of κ. However, we find that it is independent of κ.
Theorem 7.7.1.
γn = n
1− q4n
1− q2n − q4n + q2(k+1)n
.
The theorem follows by applying Proposition 4.5.2 to Proposition 7.7.2 and
Corollary 7.7.4 below.
From [IIJMNT] we have
Proposition 7.7.2.
φv◦
2ℓ−1
,v◦
2ℓ
(w) =
(q2(k+2)w; q4)∞
(q4w; q4)∞
∞∑
p=0
(
qk+2w
)p [κ
p
][
κ′
p
]
,
where w = w2/w1.
Without loss of generality, we can choose ℓ = 0. Define
gκ(t) := 〈−1|z
tvκ ∧ z
−t+1−κvκ′ ∧ |+1〉 (t ∈ Z; j ∈ J).
Note that gκ(t) = δt,0 for t ∈ Z≤0 by Theorem 4.2.5.
Proposition 7.7.3. gκ(t) satisfies the following recurrence relation∑
α∈Z
(
−qk+1
)α [k
α
]
gκ(t− α)−
(
qk+2
)t [κ
t
][
κ′
t
]
+
(
qk+2
)t−1 [ κ
t− 1
][
κ′
t− 1
]
= 0
(7.7.1)
Corollary 7.7.4.
ωv◦
−1,v
◦
0
(w) =
(1− w)∏k
j=1(1− q
2jw)
∞∑
p=0
(
qk+2w
)p [κ
p
][
κ′
p
]
,
where w = w2/w1.
Proof. We have
ωv◦−1,v◦0 (w) =
∑
j∈Z
(
w2
w1
)j
gκ(j). (7.7.2)
Multiply both sides of (7.7.1) by wt and sum over all t ≥ 0. After relabelling of t
and using (7.7.2) we obtain
ωv◦
−1,v
◦
0
(w)
∑
α∈Z
(
−qk+1w
)α [k
α
]
= (1− w)
∞∑
t=0
(
qk+2w
)t [κ
t
][
κ′
t
]
. (7.7.3)
From Lemma 7.4.1 (i) we have
∑
α∈Z
(
−qk+1w
)α [k
α
]
=
k∏
j=1
(1− q2jw),
thereby proving the result.
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Only Proposition 7.7.3 remains to be proved.
7.8. Proof of recurrence relation. Let Z(t, d) be the operator defined in §6.1:
Z(t, d) = zt ⊗ zd−t + δ(2t > d)zd−t ⊗ zt − δ(2t < d)zt ⊗ zd−t (t, d ∈ Z).
For t ∈ Z, define
At :=
∑
i∈J
γ∈Z
(−qκ+1)k−i−κqγ(k+2)
[
i
γ
][
k − i
κ− γ
]
Z(t− γ,−i+ κ′ + 1)Ck−i,i.
We split the proof into three parts. Define
Z(1)(t, d) = zt ⊗ zd−t,
Z(2)(t, d) = −zt ⊗ zd−tδ(2t < d), (7.8.1)
Z(3)(t, d) = zd−t ⊗ ztδ(2t > d).
Then Z(t, d) = Z(1)(t, d) + Z(2)(t, d) + Z(3)(t, d). Let Define A
(i)
t (i ∈ {1, 2, 3}) by
replacing Z by Z(i) in the definition of At. Then At = A
(1)
t +A
(2)
t +A
(3)
t . We will
deal with each A
(i)
t separately. Note that A
(i)
t 6∈ N (i ∈ {1, 2, 3}), only At ∈ N .
7.8.1. A
(1)
t . From (7.5.1) we obtain
Ck−i,i =
∑
j∈J
b∈Z
qj
2−j(k+i)+k(k−b)
[
j
k − i− b
][
k − j
b
]
zb+i−kvk−j ⊗ z
−bvj.
Substituting into (7.8) and performing a change of variable b → γ + k − i − α,
followed by i→ i+ γ we obtain
A
(1)
t =
∑
i,γ,α∈Z
j∈J
(
−qκ+1
)k−i−κ−γ
q2γ+kα+(i−j+γ)(k−j)
[
i+ γ
γ
][
k − i− γ
κ− γ
]
×
[
j
α− γ
][
k − j
k − i− α
]
zt−αvk−j ⊗ z
−t+α−κ+1vj. (7.8.2)
Let us now argue that only the j = k−κ terms contribute in the above sum. Recall
that our convention for q-binomial coefficients implicitly defines for us the upper
and lower limits of summation in formulae like A
(1)
t . For instance, the constraints
on i are
max (0, j − α) ≤ i ≤ min (k − κ, k − α) . (7.8.3)
Let us assume first that j ≤ k − κ− 1. The strategy is to recast the sum over i
in (7.8.2), more specifically,
Ij =
[
j
α− γ
]∑
i∈Z
(
−qk−j−κ−1
)i [i+ γ
γ
][
k − i− γ
κ− γ
][
k − j
k − i− α
]
(7.8.4)
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into a form such that Lemma 7.4.1 applies. Consider the case j ≤ α ≤ κ, so
that according to (7.8.3) we have 0 ≤ i ≤ k − κ. By manipulating the q-binomial
coefficients we obtain
Ij =
[k − j]![j]!
[k − κ]![κ− γ]![γ]!
k−κ∑
i=0
(
−qk−j−κ−1
)i [k − κ
i
][
i+ γ
j − α + γ
][
k − i− γ
α− γ
]
.
(7.8.5)
Now treat the product of the last two q-binomial coefficients in Ij together with(
−qk−j−κ−1
)i
as a polynomial in qi; the powers of qi which appear can be seen to
lie in the range [k − κ − 1 − 2j, k − κ − 1]2. In fact, due to the assumption on j
the range is [1− k + κ, k − κ− 1]2. Therefore Ij is a finite sum of sums for which
Lemma 7.4.1 (ii) applies and thus vanishes.
For the other three remaining cases (a) j, κ ≤ α, (b) j, κ ≥ α and (c) j ≥ α ≥ κ
we use, respectively, the identities for Ij :
Ij =
[k − j]![j]!
[k − α]![α− γ]![γ]!
k−α∑
i=0
(
−qk−j−κ−1
)i [k − α
i
][
i+ γ
j − α + γ
]
×
[
k − i− γ
κ− γ
]
Ij =
[k − j]![j]!
[j − α+ γ]![κ− γ]![k − κ− j + α]!
k−κ∑
i=j−α
(
−qk−j−κ−1
)i
×
[
k − κ− j + α
i− j + α
][
i+ γ
γ
][
k − i− γ
α− γ
]
Ij =
k−α∑
i=j−α
(
−qk−j−κ−1
)i [ k − j
i− j + α
][
i+ γ
γ
][
k − i− γ
κ− γ
]
.
In each case Ij vanishes by application of Lemma 7.4.1 (ii).
We have proved that the sum over j < k − κ in (7.8.2) vanishes. The sum over
j > k − κ vanishes for similar reasons. Keeping only the j = k − κ term we arrive
at
A
(1)
t =
∑
γ,α∈Z
(−q)k−κ−γ q2γ+kα Ik−κ z
t−αvκ ⊗ z
−t+α−κ+1vκ′ (7.8.6)
where Ik−κ is given by (7.8.4). Once again, we have the constraint (7.8.3) and have
to treat the four cases separately. We consider in detail only the case k−κ ≤ α ≤ κ,
using the form (7.8.5) for Ik−κ. The other three cases are similar. We proceed as
before but now find that the powers of qi lie in the range [−1−k+κ,−1+k−κ]2.
By Lemma 7.4.1 (ii) only the term whose power of qi is −1 − k + κ survives. In
other words,
Ik−κ =
[
κ
γ
]
k−κ∑
i=0
(−q−1)i
[
k − κ
i
]
q−(i+γ)q−(i+γ−1) · · ·
[k − κ− α + γ]!
qk−i−γqk−i−γ−1 · · ·
[α− γ]!
(−)k−κ−α+γ
(q − q−1)k−κ
.
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Applying Lemma 7.4.1 (i) and simplifying we find
Ik−κ =
[
κ
γ
][
k − κ
α− γ
] (
−qκ+1
)α (
−qk+1
)−γ
(−q)κ−k .
Substituting into (7.8.6) we obtain
A
(1)
t =
∑
γ,α∈Z
(
−qk+κ+1
)α−γ (
−qκ+1
)γ [κ
γ
][
k − κ
α− γ
]
zt−αvκ ⊗ z
−t+α−κ+1vκ′ .
(7.8.7)
We now note the identity∑
β∈Z
(
−qk+κ+1x
)β [k − κ
β
]∑
γ∈Z
(
−qκ+1x
)γ [κ
γ
] =
k∏
i=1
(
1− q2ix
)
=
∑
α∈Z
(
−qk+1x
)α [k
α
]
,
which follows from the ubiquitous Lemma 7.4.1, to perform the γ-sum in (7.8.7)
with the result
A(1)t =
∑
α∈Z
(
−qk+1
)α [k
α
]
zt−αvκ ⊗ z
−t+α+1−κvκ′.
7.8.2. A
(2)
t . The only difference between A
(1)
t and A
(2)
t is that the latter has a
negative sign and an additional constraint
i < γ − 2t+ k − κ + 1 (7.8.8)
on the sum (denoted by prime) due to the definition of Z(2):
A(2)t = −
∑′
i,γ,α∈Z
j∈J
(−qκ+1)k−i−κ−γq2γ+(i−j+γ)(k−j)
[
i+ γ
γ
][
k − i− γ
κ− γ
]
×
[
j
α− γ
][
k − j
k − i− α
]
zt−αvk−j ⊗ z
−t+α−κ+1vj. (7.8.9)
Furthermore we are now interested in dropping terms that annihilate the vacuum.
Using Theorem 3.5 this means that we require
H(z−t+α−m(k−2)−κ+1bj ⊗ z
−(m+1)(k−2)bκ)
= t− α + κ− k + 1 +min(j, k − κ) > 0. (7.8.10)
Let us assume first that j > k− κ. From (7.8.10) we need α− t < 0. Now from
the last q-binomial in (7.8.9) and (7.8.8) we have
j ≤ i+ α < (α− t) + (γ − t) + k − κ+ 1. (7.8.11)
Thus we have k − κ < j < γ − t + k − κ + 1 and so γ − t > 0. But this
means γ > t ≥ α which contradicts the requirement γ ≤ α coming from the third
q-binomial in (7.8.9).
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Next assume that j < k − κ. From (7.8.10) we now need j ≥ k − κ+ α− t and
thus α− t < 0. But again we have (7.8.11), and so
j ≤ (α− t) + (γ − t) + k − κ < (γ − t) + k − κ.
Thus we have k−κ+α−t ≤ j < γ−t+k−κ and so α < γ which again contradicts
γ ≤ α.
Hence we must have
j = k − κ. (7.8.12)
According to (7.8.10) we need α − t < 0. But again (7.8.11) is required, which
leads to 0 ≤ (α − t) + (γ − t) ≤ γ − t. Therefore α ≤ t ≤ γ which together with
γ ≤ α from the third q-binomial in (7.8.9) makes mandatory
α = γ = t. (7.8.13)
This means that (7.8.8) can be rephrased as i ≤ −t + k − κ. But from the last
q-binomial in (7.8.9), together with (7.8.12) and (7.8.13) we must have also
i = −t + k − κ. (7.8.14)
Substituting (7.8.12), (7.8.13) and (7.8.14) into (7.8.9) we arrive at
A
(2)
t = −
(
qk+2
)t [κ
t
][
κ′
t
]
vκ ⊗ z
−κ+1vk−κ + · · · .
7.8.3. A
(3)
t . One argues in the same way that
A
(3)
t =
(
qk+2
)t−1 [ κ
t− 1
][
κ′
t− 1
]
vκ ⊗ z
−κ+1vk−κ + · · · .
Let A∧t denote the image of At in V
∧2
aff . Adding the three parts together, the
relation 〈−1|A∧t ∧ |1〉 = 0 gives us Proposition 7.7.3.
Appendix A. Perfect crystal
Let V be an integrable finite-dimensional U ′q(g)-module with a perfect crystal
base (L,B) of level l. We assume that it has a lower global base (i.e. satisfies
(G)). In [KMN1], we proved that the “semi-infinite tensor product” B ⊗ B ⊗ · · ·
is isomorphic to the crystal base B(λ) of the highest irreducible module, provided
that the rank of g is greater than 2. In this appendix, we prove the same statement
for any rank. In [KMN1], the proof is combinatorial, and here it is by the use of
a vertex operator. Let us take a ground state sequence (· · · , b◦m, b
◦
m+1, · · · ) in
Baff . Set v
◦
k = G(b
◦
k). For an integral dominant weight λ, we denote by V (λ) the
irreducible Uq(g)-module with highest weight λ and highest weight vector uλ, and
by
(
L(λ), B(λ)
)
its crystal base.
Proposition A.1. B ⊗ B(λm) ∼= B(λm−1).
This proposition implies the following result.
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Proposition A.2.
B(λm) ∼= {(bm, bm+1, · · · ); bk ∈ Baff , H(bk ⊗ bk+1) = 1 for any k ≥ m
and bk = b
◦
k for k ≫ m}.
The following lemma is proved in [DJO].
Lemma A.3. Hom Uq(g)
(
Vaff ⊗ V (λm), V (λm−1)
)
= K.
Let Φ : Vaff⊗V (λm)→ V (λm−1) be a Uq(g)-linear homomorphism. We normalize
it by
Φ(v◦m−1 ⊗ uλm) = uλm−1.
Then the following lemma is also proved in [DJO] in the dual form.
Lemma A.4. Φ(Laff ⊗A L(λm)) ⊂ L(λm−1).
Let Φ¯ : (Laff ⊗A L(λm))/q(Laff ⊗A L(λm))→ L(λm−1)/qL(λm−1) be the induced
homomorphism.
The following two lemmas are easily proved.
Lemma A.5. Let Mj be an integrable Uq(g)-module, and (Lj , Bj) a crystal base
of Mj for j = 1, 2. Let ψ : M1 → M2 be a Uq(g)-linear homomorphism sending
L1 to L2. Let ψ¯ : L1/qL1 → L2/qL2 be the induced homomorphism. Set B˜ =
{b ∈ B1|ψ¯(b) ∈ B2}. Then B˜ has a crystal structure such that ι : B˜ → B1 and
ψ¯ : B˜ → B2 are strict morphism of crystals.
Here a strict morphism means a morphism commuting with e˜i and f˜i.
Lemma A.6. Let λ be a dominant integral weight. Let B be a semi-regular crystal
(i.e. εi(b) = max{n ∈ Z≥0|e˜
n
i b 6= 0} and ϕi(b) = max{n ∈ Z≥0|f˜
n
i b 6= 0}). We
assume further that B is connected.
(i) If ψ : B(λ)→ B is a strict morphism such that ψ(B(λ)) ⊂ B, then ψ is an
isomorphism.
(ii) If ψ : B → B(λ) is a strict morphism such that ψ(B) ⊂ B(λ), then ψ is an
isomorphism.
Let B′ be the connected component of Baff ⊗ B(λm) containing b
◦
m−1 ⊗ uλm .
Then Φ sends B′ to B(λm−1). Hence B
′ is a subcrystal of Baff ⊗ B(λm), and
Lemma A.5 implies B′ → Baff ⊗ B(λm) and B
′ → B(λm−1) are strict morphisms.
Moreover any b ∈ B′ is not mapped to 0 by the morphism B′ → B(λm−1). Hence
by Lemma A.6, B′ is isomorphic to B(λm−1). Hence we obtain a strict morphism
B(λm−1) → Baff ⊗ B(λm). Composing it with Baff → B, we obtain a strict
morphism B(λm−1)→ B ⊗ B(λm).
The following lemma is proved in [KMN1].
Lemma A.7. B ⊗B(λm) is connected.
Thus B(λm−1)→ B ⊗ B(λm) is an isomorphism by Lemma A.6.
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Appendix B. Serre relations
Let U q(g) be the algebra associated to a symmetrizable Kac-Moody algebra with
the same generators and the defining relations as the quantized universal enveloping
algebra except the Serre relations. Let Uq(g)i be its subalgebra generated by ei, fi
and t±1i . In this appendix, we prove the following proposition.
Proposition B.1. Let M be a U q(g)-module. Assume that M is an integrable
Uq(g)i-module for every i. Then the action of U q(g) on M satisfies the Serre
relations.
Hence M has the structure of a Uq(g)-module.
Let M and N be integrable Uq(g)i-modules. We endow the structure of Uq(g)i-
module on Hom(M,N) such that Hom (M,N)⊗M → N is Uq(g)i-linear. Namely
for x ∈ Uq(g)i with ∆(x) =
∑
x(1)⊗x(2), x acts on ψ ∈ Hom (M,N) by x(1)ψa(x(2)).
Recall that an element ψ of Hom (M,N) is called locally Uq(g)i-finite, if it is
contained in an integrable Uq(g)i-submodule.
Lemma B.2. Let M and N be integrable Uq(g)i-modules. Assume that a weight
vector ψ ∈ Hom (M,N) satisfies
fn+1i ψ = 0 for some n ≥ 0.
Then ψ is locally Uq(g)i-finite.
Proof. Assume tiψ = q
m
i ψ. It is enough to show
esiψ = 0. (B.1)
Here s = max(n−m+1, 0). In order to see this, we may assume that M is finite-
dimensional. Replacing N with the Uq(g)i-module generated by ψ(M), we may
assume that N is also finite-dimensional. Hence Hom (M,N) is finite-dimensional
and hence integrable. In this case it is a well-known fact that fn+1i ψ = 0 implies
(B.1).
Proof of Proposition B.1. Let ad : U q(g) → End (U q(g))) be a U q(g)-module
structure on U q(g) such that the multiplication U q(g)⊗M →M is U q(g)q-linear.
We have
ad (ti)(a) = tiat
−1
i (B.2)
ad (ei)(a) = eia− t
−1
i atiei (B.3)
ad (fi)(a) = [fi, a]t
−1
i (B.4)
for a ∈ U q(g). Let X : U q(g) → End (M) be the homomorphism given by the
U q(g)-module structure on M . Let i 6= j. Since [fi, ej] = 0, fiX(ej) = 0. Since
X(ej) has weight 〈hi, αj〉 with respect to Uq(g)i, the preceding lemma implies
ebiX(ej) = 0, (B.5)
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where b = 1− 〈hi, αj〉. On the other hand
ebiX(ej) = X(ad (e
b
i)ej)
= X
(
b∑
k=0
(−1)kq
−k(b−k)
i
[
b
k
]
i
eb−ki t
−k
i ej(tiei)
k
)
= X
(
b∑
k=0
(−1)k
[
b
k
]
i
eb−ki eje
k
i
)
.
This along with (B.5) gives the Serre relation
X
(
b∑
k=0
(−1)k
[
b
k
]
i
eb−ki eje
k
i
)
= 0.
By applying the automorphism ei 7→ fi, fi 7→ ei q
h 7→ q−h(h ∈ P ∗) of U q(g), we
obtain the other Serre relations
X
(
b∑
k=0
(−1)k
[
b
k
]
i
f b−ki fjf
k
i
)
= 0.
Appendix C. Two-point function for D
(2)
n+1
In this appendix we will sketch the calculation for level 1 D
(2)
n+1, of the two-
point function Ψ(z1/z2) = 〈Λn|Φ
ΛnV2
Λn (z2)Φ
ΛnV1
Λn (z1)|Λn〉, for the intertwiner Φ
µV
λ (z) :
V (λ) −→ V (µ)⊗ Vz, by solving the corresponding q-KZ equation it must satisfy.
The corresponding calculations for the other cases in this paper have been done
in [IIJMNT] and [DO]. For the theoretical background the appendix in [IIJMNT]
should be consulted. To conform with their conventions, we will use here the upper
global base and corresponding coproduct ∆+, in contrast to the main text of this
paper.
Recall the total order ≻ on the index set J defined in (5.7.1). Extend the natural
definition of minus on J \ {φ} to all of J by defining −φ = φ. Let
j = j, −j = 2n+ 1− j, j = 1, . . . , n
0 = n, φ = 2n.
Denote, as usual, by Ejk the matrix acting on {vj}j∈J as Ejkvi = δkivj. The
R-matrix R(z) with normalization R(z)v1 ⊗ v1 = v1 ⊗ v1 is then given by
R(z) =
∑
i 6=0,φ
Eii ⊗ Eii +
q2(1− z2)
(1− q4z2)
∑
i 6=j,−j
Eii ⊗ Ejj
+
(1− q4)
(1− q4z2)
( ∑
i≻j,i 6=−j
zαijEij ⊗Eji + z
2
∑
i≻j,i 6=−j
z−αijEij ⊗Eji
)
+
∑
aij(z)Eij ⊗ E−i,−j
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where
αij =
1 : if i = φ or j = φ,0 : otherwise,
aij(z) =

(1− z2)(q4 − ξ2z2) + δi,−i(1− q
2)(q2 + z2)(1− ξ2z2) : i = j,
(1− q4)
{
zαij (z2 − 1)sij(−q
2)j−i + δi,−j(1− ξ
2z2)
}
: i ≻ j,
(1− q4)z2
{
ξ2z−αij (z2 − 1)sij(−q
2)j−i + δi,−j(1− ξ
2z2)
}
: i ≺ j,
and
si0 = −
1
[2]
sgn(i) (i 6= φ), s0j = −[2]sgn(j) (j 6= φ),
siφ =
1
[2]
sgn(i) (i 6= 0), sφj = [2]sgn(j) (j 6= 0),
s0φ = sφ0 = −1, sij = sgn(i) sgn(j) (i, j 6= 0, φ).
Also we have ξ2 = q4n. The expression for R(z) is given in [J] in a different basis.
Let {v∗j}j∈J be the canonical dual basis of the upper global base. The following
isomorphism of Uq(g)-modules
C : Vξ−1z −→ (Vz)
∗ a
vj 7→ sgn(j) (−q
2)j−1v∗−j (j ∈ J/{0, φ})
v0 7→ −
1
[2]
(−q2)0−1v∗0
vφ 7→
1
[2]
ξ−1(−q2)φ−1v∗φ
gives rise to crossing-symmetry for the R-matrix(
R−1(z)
)t1
= β(z)(C ⊗ 1)R(zξ−1)(C ⊗ 1)−1, (C.1)
with
β(z) = q−4
(1− z2)(1− q−4n+4z2)
(1− q−4nz2)(1− q−4z2)
. (C.2)
The image R+(z1/z2) = πVz1 ⊗πVz2 (R
′) of the modified universal R-matrix R′ also
satisfies (C.1) with z = z1/z2 and β(z) = 1. Therefore we have
R+(z) = q−2
(q4z2; ξ4)∞(ξ
2z2; ξ4)2∞(q
−4ξ4z2; ξ4)∞
(z2; ξ4)∞(q−4ξ2z2; ξ4)∞(q4ξ2z2; ξ4)∞(ξ4z2; ξ4)∞
R(z).
The two-point function satisfies the q-KZ equation
Ψ(q2(h
∨+k)z) = R+(q2(h
∨+k)z)(q−φ ⊗ 1)Ψ(z), (C.3)
where k = 1 is the level and φ = 2Λcln + 2ρ
cl and, as a consequence, also
(πVz1 ⊗ πVz2 )∆
′(ei)
〈hi,Λn〉+1Ψ(z) = 0, wt Ψ(z) = 0. (C.4)
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It can be shown that
w(z) = (1 + z2q2ξ2)v0 ⊗ v0 + q[2](−q
2)nzvφ ⊗ vφ −
q
n∑
i=1
(−q2)n−i(vi ⊗ v−i + z
2q4i−2v−i ⊗ vi) (C.5)
solves (C.4) and satisfies
R(q2ξ2z)(q−φ ⊗ 1)w(z) = q2
(1− q4ξ2z2)(1− ξ4z2)
(1− q8ξ4z2)(1− q4ξ6z2)
w(q2ξ2z). (C.6)
Letting Ψ(z) = φ(z)w(z) and substituting (C.6) into (C.3) one gets a scalar q-
difference equation for φ(z) which can be solved to obtain the final result
Ψ(z) =
(q4ξ4z2; ξ4)∞(ξ
6z2; ξ4)∞
(q4ξ2z2; ξ4)∞(ξ4z2; ξ4)∞
w(z). (C.7)
Appendix D. The limit q → 1 for the Uq(A
(2)
2n ) Fock space
In this appendix we will show how to recover the known classical (i.e. at q = 1)
Fock space Fclass for g = A
(2)
2n at level 1. This involves reduction of the Fock space F
defined for generic q by means of an invariant inner product on F . To facilitate the
discussion we shall make a transcription from the semi-infinite wedge description
of F to one involving Young diagrams or, synonymously, partitions (the so-called
“combinatorial description”).
Define the following subspace of Vaff :
V +aff = z
−1Q[z−1]⊗ V ⊕Q〈v−1, . . . , v−n, v0〉. (D.1)
In any normally ordered pure wedge in F it is clear that only bases in V +aff appear as
components. Recall the single-valued function l on Baff in (5.3.3). To the normally
ordered pure wedge u = G(u1)∧G(u2)∧ · · · ∧G(uk)∧ v0 ∧ v0 ∧ · · · let us associate
the sequence Y (u) = [−l(u1),−l(u2), . . . ,−l(uk), 0, 0, . . . ], whose tail of zeroes we
shall ignore. Now, −l takes non-negative values on V +aff . Also, the sequence Y (u)
is non-increasing because of the normal-ordering rules. Furthermore, the only
integers allowed to repeat belong to hN, where h = 2n + 1, because of the rule
vi ∧ vi = 0 if i 6= 0. Thereby we have the identification
F ≃ Q(q)〈Y 〉Y ∈DPh, (D.2)
where DPk is the set of Young diagrams whose rows are allowed to repeat only if
their length is 0 mod k. In this notation, DP∞ is the set of Young diagrams with
no repeating rows, i.e., the set of Distinct Partitions.
The action of Uq(g) on F can be transcribed to the Young diagram setting.
The generators ti act diagonally, of course, while fi (respectively ei) act by adding
(removing) one box in the following manner. Let the Young diagram Y be denoted
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by [y1, . . . , ym]. For y ∈ Z>0, let αY (y) denote the number of occurences of y in
Y . Define the functions βi for i = 0, 1, . . . , n by
β0(y) =
±4 : y ∈ hZ± n0 : otherwise
βi(y) =

±2 : y ∈ hZ∓ n± (i− 1)
∓2 : y ∈ hZ∓ n± i
0 : otherwise
(i = 1, . . . , n− 1)
βn(y) =
±2 : y ∈ hZ∓ 10 : otherwise
Then the action of Uq(g) on Y is given explicitly by
ti · Y = q
∑
j
βi(yj)+δi,n Y
fi · Y =
∑
yk∈hN+n±i
yk−1 6=yk+1
q
∑
j>k
βi(yj) [y1, . . . , yk + 1, . . . , ym] (i 6= n)
fn · Y =
∑
yk∈hN−1
yk−1 6=yk+1
q
∑
j>k
βi(yj)+1 [y1, . . . , yk + 1, . . . , ym]
+
∑
yk∈hN
yk−1 6=yk+1,yk
q
∑
j>k
βi(yj)+1
(
1− (−q2)αY (yk)
)
[y1, . . . , yk + 1, . . . , ym]
+ δ(ym 6= 1)[y1, . . . , ym, 1]
ei · Y =
∑
yk∈hN+n+1±i
yk+1 6=yk−1
q−
∑
j<k
βi(yj) [y1, . . . , yk − 1, . . . , ym] (i 6= n)
en · Y =
∑
yk∈hN+1
yk+1 6=yk−1
q
−
∑
j<k
βi(yj) [y1, . . . , yk − 1, . . . , ym]
+
∑
yk∈hN
yk+1 6=yk−1,yk
q
−
∑
j<k
βi(yj)−1
(
1− (−q2)αY (yk)
)
[y1, . . . , yk − 1, . . . , ym].
Note that all Young diagrams appearing on the right-hand side belong to DPh. In
other words, the corresponding pure wedges are already normally ordered. The
factors
(
1− (−q2)αY (yk)
)
come from normal ordering and summing up Young di-
agrams which arise when Y has repeated rows. Note also that the vacuum vector
is the empty Young diagram ∅ and fn · ∅ = [1]. This combinatorial description is
in the same spirit as that for Uq(A
(1)
n ) given in [MM].
Let us now introduce an inner product ( , ) on F . We shall require that the
normally ordered pure wedges, or equivalently Young diagrams in DPh, form an
orthogonal basis with respect to ( , ). We shall also require that with respect to
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( , ) the adjoints of the generators satisfy
f †i = qi ei ti,
e†i = qi fi t
−1
i ,
t†i = ti.
These conditions are natural for a Uq(g)-module V because then on the module
V ⊗ V with induced inner product given by (v1 ⊗ v2, u1⊗ u2) = (v1, u1)(v2, u2) we
have ∆(fi)
† = qi∆(ei)∆(ti), etc. Using the explicit description of the Uq(g) action
on F one can show that the squared norm of an arbitrary Young diagram Y in
DPh is given by
||Y ||2 = (Y, Y ) =
∏
y∈hZ>0
αY (y)∏
i=1
(
1− (−q2)i
)
. (D.3)
From calculations for small k we conjecture that the boson operators satisfy
B†−k = Bk.
As at the end of §4.3, we denote by FQ the Q[q, q−1]-vector space generated by
the pure wedges. Set F1 = F
Q/(q− 1)FQ. Then the action of Uq(g) on F induces
an action of Uq(g) on F1. The inner product ( , ) on F
Q induces a Q-valued inner
product on F1, which we also denote by ( , ). The adjoint of operators in g is then
given by e†i = fi, f
†
i = ei and h
†
i = hi. Define the subspace F0 = {u ∈ F1 : (u,F1) =
0}. The reduced Fock space Fred = F1/F0 is a U(g)-module. From (D.3) we note
that F0 is the Q-span of Young diagrams with some repeated rows. It follows that
Fred is theQ-span of Young diagrams in DP∞. This is isomorphic to the well-known
classical Fock space Fclass ≃ Q[xk]k∈Nodd [KKLW, DJKM]. In fact, the action of
the generators on Fred and at q = 1 reduces to a known classical action [JY].
Furthermore we recover the known decomposition of Fclass ≃ Q[xk]k∈Nodd\hN ⊗
Q[xhk]k∈Nodd as a U(g) ⊗ Q[H−]-module. Here we identify bosons xhk ∼ B−k for
k ∈ Nodd. The even boson commutators γk for k ∈ Neven have a pole at q = 1.
After appropriately rescaling we find that such B−k act as 0 on Fred at q = 1.
In most of the cases considered in this paper, the boson commutator γk has
a pole at q = 1 for some k. We take this to indicate that similar Fock space
reductions to the one considered in this Appendix are necessary to recover any
known classical Fock spaces.
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