Abstract-Videokeratoscopy techniques rely on a number of factors in order to achieve accurate estimates of corneal surface topography. Good tear film quality, minimal reflections from eyelashes, and minimal eye movements are essential for corneal topography estimates to be reliable. However, in practice, these ideal conditions may not always be fulfilled, especially in cases of subjects diagnosed with dry eye syndrome, having narrow palpebral apertures, long eyelashes, or nystagmus (uncontrolled eye movements). Such nonoptimal conditions of image acquisition result in poorer estimates of corneal topography. The aim of this paper was to devise a technique that would provide more accurate estimation of corneal topography in such situations and particularly when the source of signal interference is strong. This was achieved by developing a set of algorithms that extract the interference from the acquired raw videokeratoscopic image and filter the topography according to the interference location. The experiments carried out with test surfaces and real corneas showed that this new technique leads to a significant improvement in the topography estimator. Additionally, it is an interference indication procedure that, in the future, could be used for the purpose of tear film quality estimation.
I. INTRODUCTION
T ECHNIQUES for static measurement of corneal surface topography are well established, with videokeratoscopy (or videokeratography) based on a Placido disk principle being the current clinical standard. In this technique, a set of concentric rings formed in a cone or a bowl is projected on the anterior cornea and their reflection imaged on a charge-coupled device (CCD). The technique requires minimal reflections from eyelashes, minimal movements of the measured eye [1] , [2] , and a high quality of the overlying tear film to produce accurate estimates of the underlying corneal topography [3] - [5] . These requirements make it apparent that the estimators of corneal topography strongly depend on the interference from the eyelashes and that they are conditioned by the quality of tear film. Thus, in the standard acquisition procedure, the subjects are asked to blink (to refresh the tear film) and open their eyes wide before a videokeratoscopic image is taken.
On the other hand, videokeratoscopy has been recently utilized as means for noninvasive tear film characterization [5] - [10] , where the estimators of tear film quality were derived from the quality of corneal surface topography measurements. This means that the measurement of the quality of the precorneal tear film was inseparably connected with the measurement of corneal topography.
In other words, in the measurement of corneal topography, we assume that the amount of interference from eyelashes is negligible and tear film is stable, while when measuring the quality of tear film, we assume that the underlying corneal topography has been accurately estimated. However, these two confounding assumptions are invalid when the sources of interference are strong. This is particularly the case for subjects exhibiting narrow palpebral apertures (distance between the eyelids) [11] such as Asian eyes, and for subjects with a poorer quality tear film such as those diagnosed with dry eye syndrome [12] . For these groups of subjects, the estimators of corneal topography may no longer be accurate (at the least) or be calculable at all (at the worst).
In the current Placido-disk videokeratoscopes, there has been little development of techniques that would deal with the presence of strong signal interference. Understanding the limits of the instrumentation, optometrists and ophthalmologists are often confronted with "bad" corneal topography maps. To the best of our knowledge, no work has been performed on the processing techniques to reduce the effect of the misleading data caused by instabilities in tear film or reflections from eyelashes on the corneal topography estimator.
Rather than applying simultaneous and conditional estimation of both corneal surface topography and the quality of tear film, our aim was to separate these two confounding factors and provide a means for accurate and more reliable corneal topography estimation in the presence of strong interference from eyelashes and instabilities in tear film. Eye movements have small influence on static videokeratoscopic images, but they may be an issue in dynamic measurements of corneal topography. We aimed to perform the separation between the confounding factors at the entry image acquisition level using a purposely assembled set of statistical image-processing techniques. In this way, the estimation of the corneal topography could have still been performed with the help of instrument's own algorithms, while tear film quality could have been assessed later based on the appropriately extracted parts of the videokeratoscopic image. Assessing the quality of the tear film is normally performed in a dynamic setting of high-speed videokeratoscopy so that estimates of tear film build-up time, the period of tear film stability, and break-up time can be evaluated [6] , [10] . Nevertheless, in this paper, we focus on the static acquisition of videokeratoscopic images and the quality of the corneal topography estimation as this is the primary function of a videokeratoscope. The issue of tear film quality estimation will be dealt elsewhere.
II. METHODOLOGY
The proposed concept of separating the confounding factors mentioned earlier and providing means for accurate and more reliable corneal topography estimation is illustrated in Fig. 1 . In our study, we used Medmont E300 videokeratoscope (Medmont Pty Ltd., Melbourne, Australia). The procedure described here is by no means restricted to that particular instrument and can be used in all types of Placido-disk videokeratoscopes. The reason for chosing Medmont E300 as a platform for our investigation was because it has the option of exporting real topography data that, unlike in other videokeratoscopes, is free of interpolation.
Summarizing the procedure, in the standard acquisition one acquires a raw videokeratoscopic image and the corresponding topography estimate, usually in the form of a 3-D point cloud sampled at equal angular distances and a range of radial values (e.g., 300 meridians and up to 32 rings). We propose new processing techniques following the standard videokeratoscopy acquisition process. The first step after acquisition consists of a set of statistical image processing techniques that normalize the image, perform frequency estimation, Gabor filtering, and image segmentation to locate the areas of potential instabilities in the videokeratoscopic image. This is then followed by an interference suppression filter that is applied to the estimate of corneal topography that is derived from the original image. In this filter, the potential areas of instabilities in the videokeratoscopic image are related to the corresponding areas in the originally estimated corneal topography map and excluded from further analysis.
A. Preliminaries
The videokeratoscopic gray-scale intensity digital image forms a 2-D matrix I[n, m], with n = 1, 2, . . . , N and m = 1, 2, . . . , M. Before processing, the image is divided into nonoverlapped blocks of equal size (W × W ). The size of each block is optimized so it contains a significant amount of information without reducing the spatial resolution when locating the potential interference. In our case, the image was divided into square blocks of 10 × 10 pixels, which for the Medmont E300 videokeratoscope with approximate resolution of 54 pixels/mm (when in focus), corresponds to a block of 0.185 mm × 0.185 mm. The average size of the standard single map acquired with the videokeratoscope is about 9.2 mm ± 0.4 mm horizontally and 7.5 mm ± 0.7 mm vertically with the largest encountered corneal diameter of about 10.4 mm [13] . Given that the maximum number of Placido disk rings in the Medmont E300 videokeratoscope is 32, we have, in this limiting case, approximately 6.15 rings/mm, which means that the maximum width of a ring would be 8.78 pixels. Thus, a 10 × 10 pixel block is sufficient to contain a significant amount of information and to keep sufficiently high spatial resolution. An image block centered at [n b , m b ] is then defined as in (1) 
B. Normalization
The set of concentric rings reflected from the anterior corneal surface contains the topography information as well as the interference. Several examples of such interference patterns are presented in Fig. 2 . To efficiently extract the ring image information related to topography estimation, it is important to ensure that further image processing steps are not affected by the background features such as iris colour or pupil size. To achieve this, statistical block normalization (in terms of zero mean and unit variance) has been used to remove background information while keeping the structure of the concentric rings, ensuring uniform intensity distribution and no significant intensity changes within the different parts of the image. In the case of the peripheral blocks in which the intensity is constant, we normalize the entire block to zero. Block normalization is preferred to full image normalization because the statistical image properties are different for pupil, iris, and conjunctiva. The normalized image contains both positive and negative intensity values, but this does not affect the remaining processing. A pictorial example of such normalization can be seen in Fig. 3 .
C. Gabor Filtering
A 2-D Gabor filter consists of a complex sinusoidal plane wave of a particular orientation θ and wavelength λ, modulated by a Gaussian function. These wavelength and orientation sensitivities makes the Gabor filter an ideal choice for several applications such as fingerprint quality assessment [14] , handwritten text recognition [15] , and image segmentation [16] - [18] .
The Gabor filter has several important properties that suggest it has a behavior similar to the human vision system in extracting features from an image. First of all, Gabor filters have been shown to adequately model the receptive field profiles of simple cells in the visual pathway [19] , and they have good localization and resolution in both the spatial and the spatial frequency domains [20] .
A 2-D Gabor filter is defined as [15] 
where R 1 = n cos θ + m sin θ, R 2 = −n sin θ + m cos θ while θ and λ are the orientation and the wavelength of the sinusoidal wave, respectively. The parameters σ n and σ m , which are functions of wavelength λ, are the standard deviations of the Gaussian function along the n-and m-axes, respectively. The Gabor approach is used to determine whether the given area of the image I[n, m] has specific orientation. A similar approach has been used in [14] to assess fingerprint quality. An area with no specific orientation of the Placido ring structure in a videokeratoscopic image is likely to be associated with interference. To assess whether a certain image area is ringoriented, a bank of Gabor filters is created that share the same characteristics, but with K different orientations θ 1 , θ 2 , . . . , θ K . Once the image is convolved with K different orientations of the filter, it is expected that for a good orientation, one of the filter outputs in the considered area would be significantly higher than the others. On the other hand, if the area does not have any specific orientation, all outputs would provide similar values. Thus, the output of the kth Gabor filter is given by
where * denotes the convolution operation. For each of the filter outputs, we calculate its block sample mean given by ]. An example of the result of this indicator is shown in Fig. 3 .
D. Parameter Selection
The following section describes the selection criteria for the wavelength λ, the orientation θ, and the standard deviations σ n , σ m for the Gabor filter.
1) Selection of the Wavelength λ:
In the normalized image, without background information, the intensity lines along the Placido disk rings can be modeled as a square pattern. The period of this signal can be seen as the interring distance. Thus, by estimating the principal frequency of this signal, we can relate it to the wavelength λ of the Gabor filter. In most videokeratoscopic acquisitions, the rings have semiequidistant separation along the image, unless there is interference. In special cases, such as subjects with keratoconus or other unusual corneal shapes, the distance between the rings may slightly vary along the corneal surface. However, this variation is not expected to have a significant impact on the estimator of the principal frequency.
In order to extract the frequency information from the image, the following steps are taken. a) Locate the centroid of the innermost ring. In our study, the videokeratoscope provides us with an estimate of that point. Alternatively, other methods may be used [21] .
b) From the estimated ring center, sample radially P semimeridians at equal azimuthal spacing in the inferior semicircle of the image to avoid the reflections from the upper eyelashes. The nearest neighbor interpolator is used to find the intensity value for each radial sample. For most videokeratoscopic images, the number of samples P is not critical because the number of rings in the Placido disk image does not vary much radially. In our case, P was chosen to be 32. c) A simple way to estimate the principal frequency in each of the square-like patterns is to compute the fast Fourier transformation. The output of the pth wavelength, in number of pixels, is given by λ p = length of the radial sample frequency estimate , p= 1, 2, . . . , P.
The final wavelength is obtained as the sample mean of the vector [λ 1 , λ 2 , . . . , λ P ].
2) Selection of the Orientation θ:
While describing orientation, there is no distinction between a block oriented at angle β or β + π. For this reason, we are going to divide our orientation vector to equally spaced meridians along the range from 0 to π, given by
Taking the size of the considered block into account, k = 8 orientations have been chosen.
3) Selection of Standard Deviations σ n and σ m :
There is a tradeoff between Gabor filter output variation and accurate boundary localization when choosing the paramters σ n and σ m , and for the purpose of better localization of the interference, they are set to values just below the texel spacing or equivalently below the wavelength λ [16] . The standard setting of the Gabor filter with σ n = σ m is chosen because the Placido disk ring pattern of the normalized videokeratoscopic image is fairly regular, and are set to 0.5λ to achieve good localization. However, in the analysis of irregular textures, there may be a need for optimizing these two parameters [17] .
E. Statistical Modeling
Once the Gabor filter is applied to the image, the matrix s[n b , m b ] with the standard deviations of the k different orientations is calculated. The matrix is then normalized between 0 (for nonoriented patterns) and 1 (for maximally oriented patterns). By concatenating all the columns of the normalized matrix, we form the block orientation vector on which further statistical analysis can be performed. An estimator of the probability density function of this vector, such as the histogram, normally reveals a bimodal distribution in which the first mode represents the interference or nonoriented blocks of the image, while the second represents the oriented information on the image. In Fig. 3 , the histogram of the block orientation vector with the two modes is clearly seen.
The probability density function of the block orientation vector can be modeled as a Gaussian mixture
where is the mixture parameter, which satisfies 0 < < 1, while φ signal and φ noise are the Gaussian probability density functions of the oriented and nonoriented blocks, respectively. An expectation-maximization (EM) algorithm is used to estimate the parameters of the Gaussian mixture [22] μ signal ,σ signal , µ noise , andσ noise .
F. Image Segmentation and Decision Making
The threshold, which is required to segment the image and distinguish between areas for topography estimation and interference location, can be obtained from the statistical characteristics of the block orientation vector. Since in this application the aim is to erase as much inference as possible without impacting the well-oriented data, the decision making is set toward the signal distribution and the threshold is set toμ signal − 3σ signal . In Fig. 3 , an example of the segmented image is shown.
Once the interference blocks are detected in the videokeratoscopic image, the last step is to filter the topography data. The filter receives the coordinates of the interference and erases the topography information from that area.
An additional feature of the statistical modeling is the ability to estimate the quality of the videokeratoscopic image. This can be achieved by usinĝ
III. EXPERIMENTAL RESULTS
In order to evaluate the performance of the proposed technique, we tested the algorithm on a number of real corneas as well as test surfaces. Eight of the most representative cases are shown in this section. The particular characteristic cases (see Fig. 2 ) include videokeratoscopic images of an 8-mm-radius polymethyl methacrylate (PMMA) model sphere, corneal surfaces with reflections from eyelashes, corneal surfaces with significantly poorer tear film quality, and the presence of mucus as well as a corneal surface acquired in standard suboptimal conditions with minimal interference.
The corneal topographer uses an 8-mm-radius PMMA sphere for calibration purposes. The accuracy of the calibrating sphere is at least an order higher (about 100 nm) than the expected videokeratoscopic measurement error and is determined by a surface profiling instrument [23] , making it an ideal tool to evaluate the accuracy of the proposed procedure. In order to simulate interference on the sphere, fingerprints were left on its surface. With the two files given by the instrument, namely the videokeratoscopic image and the estimated 3-D elevation data, the algorithm was run in order to identify the location of interference and to filter it from the topography data estimate. Since the geometry of the calibrating sphere is known, it is easy to evaluate the algorithm's performance. A four-parameter sphere (x 0 , y 0 , z 0 , R) was fitted using the least-squares technique to both sets of corneal topography estimates from the original and processed images. The results showed significant improvement as the root mean square (rms) error for the elevation residuals was reduced by up to 7.2% from 0.525 µm (for the original image) to 0.487 µm.
Fitting a sphere to topography estimates of real corneal surfaces is not appropriate. At the same time, the real topography of corneal elevation is unknown, so determining the accuracy of the corneal topography estimator is not possible. Nevertheless, since the corneal surfaces are expected to be smooth, one way of evaluating the clinical reliability of the estimate of corneal topography is to fit to it a set of smooth polynomial functions such as a series of Zernike polynomials that are routinely fitted to corneal surfaces [24] , [25] . Previous studies on cross-validation and model selection with the bootstrap [25] , [26] showed that most corneas can be modeled with a set of Zernike polynomials of relatively low radial orders, which subsequently have also been used in this paper.
Zernike polynomials of radial orders ranging from 6 to 12 (i.e., 21-91 coefficients) have been fitted to an 8 mm diameter of the corneal surface using the least-squares technique [25] . Table I shows the values of the model fit rms errors for elevation data estimated from the eight original images shown in Fig. 2 and filtered topography data from the processed images. Reduction in the model fit rms error was registered for all radial orders and all cases, including that of a standard suboptimal acquisition. The reduction in the rms error indicates that the filtered elevation data are better modeled by a set of smooth functions, and is thus clinically more reliable. Some negative correlation has been observed between the reduction in the rms error and the videokeratoscopic image quality Q VK , with Pearson's correlation coefficient R 2 = 0.36 (for the eight considered cases) and R 2 = 0.65 when the example with multiple tear film break-ups was excluded. The reduction in surface rms errors has been observed for all chosen radial orders indicating that the filtering procedure results in a smoother corneal surface that is consistent with corneal surface estimates that would have been obtained during the measurements with minimum interface (i.e., no reflections from eyelashes and good quality of tear film).
The reduction in the rms error depends on size and location of the interference encountered during the measurement. Interference located centrally, such as the one from tear film break-up [see Fig. 2(g) ], has lesser impact on the topography estimate than the one located peripherally, such as the one from the eyelashes. This is mainly because the Zernike polynomial modeling is susceptible to poor fits at their boundary.
IV. SUMMARY
A novel method to localize and extract interference patterns in videokeratoscopic images has been proposed. This was achieved by a set of statistical image processing techniques applied to the raw videokeratoscopic image and designing a topography elevation data filter.
The method proves that the performance of the corneal topography estimator can be significantly affected by interferences from factors such as reflections from eyelashes or poor quality of the tear film. It is therefore necessary to consider such interferences patterns to achieve a more reliable estimate of the corneal topography. In all considered cases, a reduction in the modeling error was achieved despite having some topography areas with missing data.
The procedure was applied to static images, but it is straightforward to extend this method to high-speed videokeratoscopic measurements of corneal topography and tear film, where it is not possible to maintain the suboptimal acquisition conditions [9] . The proposed segmentation technique also provides us with an alternative way for assessing the quality of the videokeratoscopic image that may be developed further for tear film quality assessment.
