There are some existing commonly used goodness-of-fit tests, such as the Kolmogorov-Smirnov test, the Cramer-Von Mises test, and the Anderson-Darling test.
In addition, a new goodness-of-fit test named G test was proposed by Chen and Ye (2009) . The purpose of this thesis is to compare the performance of some goodness-offit tests by comparing their power.
A goodness-of-fit test is usually used when judging whether or not the underlying population distribution differs from a specific distribution. This research focus on testing whether the underlying population distribution is an exponential distribution.
To conduct statistical simulation, SAS/IML is used in this research. Some alternative distributions such as the triangle distribution, V-shaped triangle distribution are used. By applying Monte Carlo simulation, it can be concluded that the performance of the Kolmogorov-Smirnov test is better than the G test in many cases, while the G test performs well in some cases.
CHAPTER I INTRODUCTION

Introduction
The goodness-of-fit test is usually used when judging whether or not the underlying population distribution, from which a sample is drawn, differs from a specific distribution. The method can be used for testing any specified distributions. In the present thesis, the problem of testing whether a population distribution is an exponential distribution is discussed. Goodness-of-fit tests typically summarize the difference between observed values and expected values in the given model. Various test methods have been published in the literature. There are some commonly use goodness-of-fit tests including the Chi-squared test (Pearson, 1900) , the Kolmogorov-Smirnov test (Kolmogorov, 1933 and Smirnov, 1939) , the Cramer-Von Mises test (Cramer and von Mises, 1928) , and the Anderson-Darling test (Anderson and Darling, 1952) .
To determine which test should be applied while testing for different distributions, power comparison plays an important role. It has been shown that none of the existing statistical tests can be considered the "best" test. In the recent years, some new statistical tests have been developed to raise the power of goodness-of-fit test. Chen and Ye (2009) proposed a new method for testing whether the population distribution is a uniform distribution. The proposed test is originally for testing uniformity. However, by applying the well-known probability integral transformation, the proposed test can be used to test for any specified distribution.
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The current research will discuss the performance of some existing goodnessof-fit tests when they are used to check whether or not the underlying probability distribution is an exponential distribution. Monte Carlo simulation will be used to compare the power of those given tests.
The Chi-square test, also known as the Pearson's Chi-square test is a wellknown nonparametric goodness-of-fit test. Chi-square test is widely used in many cases due to the central limit theorem. However, when the sample size is small, the performance of Chi-square test is not satisfactory.
The Kolmogorov-Smirnov (K-S) test is the most popular nonparametric goodness-of-fit test. The test was proposed by Kolmogorov and Smirnov (1933 and 1939 
Basic Ideas
The test proposed by Chen and Ye uses a different method to test uniformity.
A power study has shown that this test can provide quite decent power for testing uniformity. As mentioned above, the test can be used for testing any specified distribution after the probability integral transformation is used. In the present research, the exponential case is considered.
Let X1, X2,…,Xn be observations of a random sample from a population distribution with support set [0,1]. Suppose X(1), X(2),…,X(n) are the corresponding order statistics. The hypotheses will be: The test statistic is defined as , ,..., ) .
Here X(0)=0 and X(n+1)=1. It can be shown that the value of G(X1,X2,…,Xn) is always 4 between 0 and 1. It can also be shown that
When H0 is true, the value of G(X1,X2,…,Xn) should be small. On the other hand, if the value of G(X1,X2,…,Xn) is too large, it could be an indication that H0 should be rejected.
For any given 0<α<1, define Gα such that P(G(X1,X2,…,Xn)< Gα)=α. Then H0 will be rejected at α level of significance if G(X1,X2,…,Xn)>G1-α.
To use this G statistic to test whether the underlying distribution is an exponential distribution, the well-known probability integral transformation needs to be used.
Let F(x) be the CDF of exponential distribution, then
. Then Y has a U[0,1] distribution on [0,1]. The G statistic is originally proposed for testing whether the data are from a uniform distribution. Using the above transformation, the G test can now be used to test whether the population distribution is an exponential distribution.
Here the test is valid only when the parameter λ is known. However, the parameter λ in the exponential distribution is usually unknown. The Lilliefor's method will be introduced to solve this problem. The basic idea is to estimate the parameter by calculating the sample mean. For the exponential distribution,
Assume X is from an exponential distribution with parameter λ. Then the CDF will be:
Then Y is uniformly distributed on [0,1]. This is because
This is the CDF of the uniform distribution on [0,1]. The above proof shows that the parameter λ has no contribution to F(y). That means no matter what value of λ is selected, the distribution after transformation is still a uniform distribution. The value of λ can be arbitrarily selected at the beginning of the statistical simulation. The selection of the initial value of λ will not change the distribution of the test statistic defined in (1).
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CHAPTER II METHODOLOGY
In the current research, the power of two goodness-of-fit tests, G test and Kolmogorov-Smirnov test, will be compared when they are used to test whether the underlying distribution is an exponential distribution. The following are done in the present research: 1) Find the critical values of the two test statistics for different sample sizes; 2) Various alternative distributions are used to compare the power of these two tests. The power of the G test is compared to the power of Kolmogorov-Smirnov test in this study. The details related to power will be mentioned in Chapter III.
Finding Critical Values
G Test
The following are the steps for finding critical values:
(a) Generate a pseudo random sample u1, u2,…,un from the uniform distribution on [0,1];
(b) Choose a value of λ arbitrarily, say λ=1. Calculate
(e) Sort y1, y2,…,yn to find the corresponding order statistic y(1), y(2),…,y(n), and define y(0)=0, y(n+1)=1;
(f) Calculate G(y1,y2,…,yn) using equation (1);
(g) Repeat (a)-(f) k times (k=10,000,000);
(h) Sort all the values of G and find the 90 th , 95 th , 99 th , 99.5 th and 99.9 th quantiles. For given 0<α<1, the critical values of the G test are listed in Table 1 .
The decision rule will be to reject the null hypothesis at α level of significance if the test statistic is greater than G1-α.
Kolmogorov-Smirnov Test
Let X1, X2,…,Xn be observations of a random sample from a population distribution with a distribution function F(x), and Fn * (x) be the corresponding empirical distribution function. Then the Kolmogorov-Smirnov test statistic is:
The procedure for finding critical values of the Kolmogorov-Smirnov test is as follows:
(a) Generate a pseudo random sample u1, u2,…,un from the uniform distribution on 
(e) Sort all the y1, y2,…,yn to find the corresponding order statistic y(1), y(2),…,y(n);
(f) Calculate n D  and n D  using equations (3) and (4), and find out the bigger one of n D  and n D  which is the test statistic n D ;
(h) Sort all the values of n D and find the 95 th quantiles. For given 0<α<1, the critical values of the K-S test needed in power study are listed in Table 2 . The decision rule will be to reject the null hypothesis at α level of significance if the test statistic is greater than D1-α.
Decision Rules
The hypotheses are:
H0: The population distribution is an exponential distribution.
H1: The population distribution is not an exponential distribution.
G Test
The procedure for finding power of the G test statistic is as follows: (e) Sort y1, y2,…,yn to find the corresponding order statistic y(1), y(2),…,y(n), and define y(0)=0, y(n+1)=1;
(f) Calculate G(y1,y2,…,yn) using equation (1). If G(y1,y2,…,yn) is greater than the corresponding critical value in (e) Sort y1, y2,…,yn to find the corresponding order statistic y(1), y(2),…,y(n);
(f) Calculate n D  and n D  using equation (3) and (4), and find out the bigger one which is the test statistic n D . If n D is greater than the corresponding critical value in Table 2 , reject H0. Then record rejection count;;
(g) Repeat (a)-(f) k times (k=1,000,000). Iterate rejection count k times;
(h) Compute the power which is rejection count/k;
(i) Repeat procedure (a)-(h) for different sample sizes.
Using the procedures above including the procedure in 2.2.1, the power of G test and K-S test for testing different alternative distributions with different sample sizes can be found.
CHAPTER III POWER COMPARISON
The power of a hypothesis test is the probability of rejecting the null hypothesis correctly when the alternative hypothesis is true. A test with a high power (high rejection rate) is considered to be a good test method. The ideal power of a test is 1, that is, always reject the null hypothesis when the null hypothesis is not true. In particular, the power of the test statistics discussed in this research is to reject the exponential hypothesis when population distribution is not exponential. When the power is closed to 1, the test can be considered to be a good test.
In the present study, the power is estimated using the rate of rejection. The same test procedure will be repeated k times to test k sets of pseudo random samples from specified alternative distribution. The rejection rate among these k repetitions will be the power of this goodness-of-fit test. In this research, various alternative distributions such as triangle distribution, V-shaped triangle distribution will be used to conduct Monte Carlo simulation. The value of k is set to be 1,000,000 to guarantee the accuracy of power comparison.
The sample size n is also an influential factor to the power. The power will increase when n becomes large. In this study, n=5, 10, 20, 30, 40, 50 will be used.
Significance level α will be set as 0.05.
Selected Alternative Distributions
Triangle Alternative Distribution
The probability density function of the triangle distribution is 12 2 ,0 2(1 ) ,1 () 1 0, elsewhere;
and the cumulative distribution function is:
Let U=F(X). According to the probability integral transformation, U has a uniform distribution on [0, 1]. This is because when 0≤X<h, 
(1 1 (1 )(1 )) 1 1 1 (1 ) 1).
Above is the cdf of the uniform distribution on [0, 1].
In this study, a pseudo random sample from uniform distribution is generated first.
Then the inverse function of U ,0
has a triangle distribution with parameter h (i=1,2,…,n).SAS/iml can be used to perform the calculation after applying the transformation.
Here h is a constant between 0 and 1. The selected values are h=0.25, 0.5, and 0.75 in this power study.
Alternative distribution 1
Select h=0.25. This is a left-skewed triangle distribution. Figure 1 shows that the power is increasing along with the sample size becomes large. The K-S test performs better than G test in all cases. When sample size n is large enough (n=50), the power curve of these two tests merges together and the power is very close to 1.
Alternative distribution 2
Select h=0.5. This is a symmetric triangle distribution. Comparing to alternative distribution 1, the result is showed similarly in Figure 2 . The power increases with n increases, and the K-S test still performs better than the G test. When the sample size increases to 20, the power of K-S test is approximate 1. However, the power of G test approaches to 1 when n=40. Two curves are merging faster than the previous case.
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Alternative distribution 3
Select h=0.75. This is a right-skewed triangle distribution. It can be found in Figure 3 , that the K-S test is more powerful than the G test when n<30. After n reaches 30, these two tests perform almost same.
V-shaped Triangle Distribution
The probability density function of the V-shaped triangle distribution is:
and the cumulative distribution function is: 2 2 0, 0 1 2 , 0 () () ,1 1 1,
1.
x
In 3.1.1 a transformation is used. Similarly, let U=F(X). According to the probability integral transformation, U has a uniform distribution on [0, 1]. This is because when 0≤X<h, ).
F u P X h h hu P X h h hu
( 1)( ) 1 1).
F u P X h
In this study, a pseudo random sample from uniform distribution is generated. Then 2 ,0
Here h is a constant between 0 and 1. Select h=0.25, 0.5, and 0.75 in this power study.
Alternative distribution 4
Select h=0.25. This is a left-skewed V-shaped triangle distribution. Figure 4 shows that the K-S test performs better than the G test when n≤30. The powers of both tests are similar, and approach to 1 when sample size is greater than 30.
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Alternative distribution 5 Select h=0.5. This is a symmetric V-shaped triangle distribution. In Figure   5 , it can be easily found that the G test is better than the K-S test in all cases. As the sample size increases, the powers of both tests are increasing dramatically. The powers approach to 1 when n=50.
Alternative distribution 6
Select h=0.75. This is a right-skewed V-shaped triangle distribution. When n=5, K-S test performs slightly better than G test. Figure 6 shows that the G test performs much better than K-S test when n>10. The power of G test increases faster than the K-S test does. However, compare to the previous 2 cases, the powers of both of the tests are low.
Summary of the Results
Based on the above power analysis, it can be found that:
(a) For all the triangle alternative distributions, including h=0.25, 0.5, 0.75, the K-S test performs better than the G test.
(b) For the left-skewed V-shaped triangle alternative distribution, the K-S test is better than the G test. However, for the symmetric and right-skewed V-shaped triangle alternative distribution, the G test performs better than the K-S test inversely, especially for the right-skewed case.
(c) For all the left-skewed alternative distributions, the K-S test performs better than the G test.
CHAPTER IV CONCLUSION AND DISCUSSION
The goodness-of-fit test is widely used when checking whether the underlying population distribution differs from a specified distribution. In this research, exponential distribution is considered as a specific case. The concept of the goodnessof-fit test is to compute the difference between observed values and expected value in the given model. There are various commonly used goodness-of-fit tests such as the Chi-square test, the Kolmogorov-Smirnov test, the Cramer-Von Mises test, and the Anderson-Darling test. In addition, there is also an alternative G test statistic was proposed by Chen and Ye (2009) . It was proposed for testing uniformity originally.
However, the probability integral transformation makes it possible to use this test to test for any distribution.
Power study is the core section of this research. The power of G test and Kolmogorov-Smirnov test are compared by using the Monte Carlo simulation. Some alternative distributions such as triangle distribution and V-shaped triangle distribution are used to compare the power of these two tests. The result shows that Kolmogorov-Smirnov test performs better than G test when the alternative distribution has a triangle distribution. For the left-skewed V-shaped triangle alternative distribution, the K-S test is better than G test. However, for the symmetric and right-skewed V-shaped triangle alternative distribution, G test performs better than K-S test. 
