Given an overcomplete dictionary A and a signal b = Ac * for some sparse vector c * whose nonzero entries correspond to linearly independent columns of A, classical sparse signal recovery theory considers the problem of whether c * can be recovered as the unique sparsest solution to b = Ac. It is now well-understood that such recovery is possible by practical algorithms when the dictionary A is incoherent or restricted isometric. In this paper, we consider the more general case where b lies in a subspace S 0 spanned by a subset of linearly dependent columns of A, and the remaining columns are outside of the subspace. In this case, the sparsest representation may not be unique, and the dictionary may not be incoherent or restricted isometric. The goal is to have the representation c correctly identify the subspace, i.e. the nonzero entries of c should correspond to columns of A that are in the subspace S 0 . Such a representation c is called subspace-preserving, a key concept that has found important applications for learning low-dimensional structures in high-dimensional data. We present various geometric conditions that guarantee subspace-preserving recovery. Among them, the major results are characterized by the covering radius and the angular distance, which capture the distribution of points in the subspace and the similarity between points in the subspace and points outside the subspace, respectively. Importantly, these conditions do not require the dictionary to be incoherent or restricted isometric. By establishing that the subspace-preserving recovery problem and the classical sparse signal recovery problem are equivalent under common assumptions on the latter, we show that several of our proposed conditions are generalizations of some well-known conditions in the sparse signal recovery literature.
The mathematical theory for sparse recovery triggered the design of new techniques for broader applications [30] . One of the most successful instances is the task of learning parsimonious representations of high-dimensional data such as images, videos, audios and genetics [40, 23] . For such data, the intrinsic dimension is often much smaller than the dimension of the ambient space. For example, while face images taken by a mega-pixel camera are million-dimensional, images of a particular face exhibit low-dimensional structure since their variations can be described by a few factors such as the pose of the head, the expression of the face and the lighting conditions. To see how low-dimensionality is connected to sparse recovery, let A be a data matrix with each column corresponding to a data point, and assume that a subset of the columns is drawn from a low-dimensional linear subspace. Then, for any data point b drawn from this subspace, there exist sparse solutions to the linear system b = Ac whose nonzero entries correspond to columns of A that lie in the same subspace as b; we say that such a sparse solution c is subspace-preserving. Finding subspace-preserving solutions plays a central role in a range of learning tasks such as classification [41, 17] , clustering [16, 14, 45, 42, 37] , outlier detection [31, 46] , and subset selection [15, 43] .
As a concrete example, consider the task of face recognition where the goal is to classify a given face image to its correct group by using a collection of face images as a training set. For each face, training images are collected under various illumination conditions. Each image for each face is represented as a column vector that contains its pixel intensity values, and this collection of vectors becomes the columns of the dictionary A. Since the images of a given face under various illumination conditions lie approximately in a low-dimensional linear subspace [1] , the columns of A approximately lie in a union of subspaces with each subspace corresponding to one of the faces. In the test phase, a test image b is expressed as a sparse linear combination of the training images, i.e. b = Ac. Owing to the subspace structure, the representation c is expected to be subspace-preserving, whereby the label of b is given by the label of the training images that correspond to nonzero entries in c. This method for face recognition is known as the sparse representation-based classification (SRC) [41] .
The subspace-preserving recovery problem (the focus of this paper) needs to be clearly distinguished from the sparse signal recovery problem extensively studied in the literature [7, 3, 19] . Although both problems concern solving a sparse recovery problem, their objectives and standard for correctness are different. In sparse signal recovery, the goal is to recover a sparse signal c from the measurements b = Ac, and the computation is carried out under the presumption that c is the unique sparsest solution. Consequently, the uniqueness of the sparsest solution to b = Ac is a fundamental property in the theoretical study of sparse signal recovery. This is in sharp contrast to subspace-preserving recovery for which the uniqueness generally does not hold. Instead of aiming to recover a unique sparsest solution, subspace-preserving recovery is regarded as successful when the nonzero entries in the recovered solution correspond to columns of A that lie in the same subspace as b. This sets the stage for the development of radically new theory for subspace-preserving recovery.
data calls for the study of new theoretical guarantees for subspace-preserving recovery.
1.2. Problems studied. Let A := {a j } N j=1 ⊂ R D be a finite dictionary composed of a subset of points A 0 ⊆ A that span a d 0 -dimensional subspace S 0 1 , with the remaining points A − := A \ A 0 being outside the subspace S 0 . We use A to denote the matrix that contains all points from A as its columns, and likewise for A 0 and A − . We assume throughout that all vectors in A have unit ℓ 2 norm. For any 0 = b ∈ S 0 , we formally define a subspace-preserving representation as follows.
Definition 1.1 (subspace-preserving representation). Given a dictionary A, matrix A, and vector b as above, a vector c satisfying b = Ac is called a subspacepreserving representation if c j = 0 implies that a j ∈ A 0 for all j ∈ {1, . . . , N }.
In words, a c satisfying b = Ac is subspace-preserving if the points in A that correspond to the nonzero entries of c lie in S 0 . For the face recognition application described earlier, we can think of A 0 as the set of training images for a particular face that spans the subspace S 0 , and A − as the set of training data from all other faces. Then, roughly speaking, determining whether the vector b belongs to the subspace S 0 is equivalent to deciding whether a subspace-preserving representation of b exists.
An important observation for recovering a subspace-preserving representation is that there always exist such representations with at most d 0 nonzero entries. Indeed, one can always find a set of d 0 linearly independent data points from A 0 that spans S 0 , and can thus linearly represent all points b ∈ S 0 . When d 0 is small relative to N , such representations are sparse. This suggests that, among all representation vectors c that satisfy b = Ac, the sparsest ones should be subspace-preserving.
In this paper, we provide a theoretical justification for such ideas. Since the problem of finding the sparsest solution is NP-hard in general [26] , we focus our theoretical analysis on sparse recovery using algorithms BP and OMP (see subsection 2.2 for an overview of these methods). We consider the following theoretical question: What conditions on A and b ensure that BP and OMP produce subspace-preserving solutions? In answering this question, we distinguish two different but related problems. We derive instance and universal recovery conditions in section 3 and section 4.
1.3. Paper contributions. This paper makes the following contributions towards understanding the conditions for subspace-preserving recovery.
• Instance recovery conditions. We present conditions for ensuring instance recovery by both BP and OMP. A summary of the conditions is given in Figure 1 .
-We derive a Tight Instance Recovery Condition (T-IDC) for BP, which requires the existence of a point in BP dual (A 0 , b), the set of dual solutions to the BP problem with dictionary A 0 , that is well separated from points in A − . -We derive the Instance Dual Condition (IDC) and the Instance Residual Condition (IRC) for BP and OMP, respectively. These sufficient conditions require the set of dual points D(A 0 , b) for BP or the set of residual vectors R(A 0 , b) for OMP with dictionary A 0 to be well separated from points in A − . -We derive the Geometric Instance Dual Condition (G-IDC) and the Geometric Instance Residual Condition (G-IRC) for BP and OMP, respectively. These conditions are characterized by the covering radius γ 0 of points associated with A 0 , and the angular distance between A − and either (i) the set of dual points D(A 0 , b) for BP, or (ii) the set of residual points R(A 0 , b) for OMP.
• Universal recovery conditions. We derive tight, sufficient, and geometric conditions for universal recovery by both BP and OMP (see Figure 2 ) that parallel our conditions for instance recovery. The primary difference is that sufficient conditions for universal recovery by BP and OMP are equivalent, and are implied by a shared Geometric Universal Dual Condition (G-UDC) that depends on the covering radius of points associated with A 0 and the angular distance between the set of dual points D(A 0 ) and the data outside of the subspace A − .
• Connections to sparse signal recovery. We show that sparse signal recovery is a special case of subspace-preserving recovery. By applying our instance and universal conditions to this specialized setting we obtain new conditions for sparse signal recovery. We clarify the connections between these conditions and well-known sparse signal recovery conditions such as the exact recovery condition [35] , the null space property [9] and the mutual coherence condition [11] . The problems of instance recovery by OMP, instance recovery by BP and universal recovery have been studied in the conference proceedings article [45] , the related work [31] , and another conference proceedings article [47] , respectively. This paper integrates part of the existing results developed under different settings and characterized This manuscript is for review purposes only. by different mathematical concepts, and provides a unified study in which conditions for both BP and OMP, as well as for both instance and universal recovery, are derived and formulated in comparable forms. This makes it easy to understand their relationship and to interpret their differences. In addition, we fill in missing components in existing works by introducing new conditions (e.g., the IDC and the URC), proving tightness of existing conditions (i.e., the T-IDC), and establishing equivalence of our new conditions (e.g., the T-UDC) with those in prior works. This also allows us to identify the close relationship between subspace-preserving and sparse signal recovery conditions.
1.4. Major results. We highlight our instance and universal recovery conditions that are characterized by the covering radius and the angular distance (i.e., the bottom rows of Figures 1 and 2) , and demonstrate their geometric interpretations. The covering radius γ 0 , formally defined in Definition 2.2, is the smallest angle such that closed spherical balls of that radius centered at the points of ±A 0 cover the unit sphere of S 0 . This covering radius measures how well distributed the points from A 0 are in the subspace S 0 , and should be relatively small if the points are equally distributed in all directions within the subspace and not skewed in a certain direction. The angular distance between two sets V ⊆ R D \ {0} and W ⊆ R D \ {0} is given by The atoms A 0 := {a j } 5 j=1 (drawn in blue) and the signal b (marked as ×, for (a) and (b) only) lie on the unit circle of a two-dimensional subspace S 0 . The atoms A − (not drawn) lie on the unit sphere in the ambient space R 3 . In (a) and (b), points in D(A 0 , b) and R(A 0 , b) are illustrated as green dots (see also Figures 5 and 6) . In (c), points in D(A 0 ) are illustrated as red dots (see also Figure 4 ). The G-IDC (resp., G-IRC, G-UDC and G-USC) holds if no point from A − lies in the yellow region in (a) (resp, (b), (c) and (d)), which corresponds to the set {a ∈ R 3 : γ 0 < θ({±v}, a)} with v in the set D(A 0 , b) (resp., R(A 0 , b), D(A 0 ) and S 0 ). the minimum angular distance between points from these two sets, i.e.,
Our major results for subspace-preserving recovery are given in the following theorem, which encapsulates Theorems 3. 
where D(A 0 ) ⊆ S 0 is the set of dual points associated to A 0 (see Definition 4.2).
Conditions G-IDC, G-IRC, G-UDC and G-USC in Theorem 1.4 all require the covering radius to be smaller than the angular distance between A − and a pair of points {±v}, i.e., they require
for v that is chosen from a particular subset of S 0 (that varies for the four conditions). Such conditions conform with our intuition that for subspace-preserving recovery to succeed, points in A 0 should be well distributed in the subspace S 0 and points in A − should be well separated from a subset of S 0 . The only difference among the four conditions is that (1.1) needs to be satisfied for different v's.
In Figure 3 we illustrate the G-IDC, G-IRC, G-UDC and G-USC using a two dimensional subspace S 0 in R 3 . The atoms in A 0 are illustrated as blue dots on the unit sphere of S 0 . The atoms in A − (not drawn) are points that lie on the unit sphere of R 3 but outside of S 0 . The instance recovery conditions G-IDC and G-IRC depend on a specific vector b ∈ S 0 , which is illustrated by the symbol × in Figures 3a and 3b .
(i) In Figure 3a Figure 6 ). (iii) In Figure 3c , the G-UDC holds if and only if no points from A − lie in the yellow region composed of a union of spherical caps centered at ±v v 2 for v ∈ D(A 0 ) with radius γ 0 . The points in D(A 0 ) are illustrated as red dots (see also Figure 4 ). (iv) In Figure 3d , the G-USC holds if and only if no points from A − lie in the yellow region enclosed by the equal latitude lines ±γ 0 on the unit sphere. Therefore, roughly speaking, subspace-preserving recovery requires the points A − to be separated from a specific region of the subspace S 0 that is determined by both A 0 and b for instance recovery, and by only A 0 for universal recovery.
1.5. Paper outline. The remainder of the paper is organized as follows. In section 2 we introduce inradius, covering radius and circumradius for characterizing the distribution of points in S 0 , as well as coherence for measuring the separation between points from A − and S 0 . These notions are used to formulate the instance and universal recovery conditions, which are derived in section 3 and section 4, respectively. In section 5, we discuss the relationship between our subspace-preserving recovery conditions with a dual certificate, mutual incoherence, exact recovery and null space condition that are well known in the sparse signal recovery literature. Conclusions and future research are given in section 6.
2. Background Material. In this section we present the background material on the geometric characterization of the dictionary A required for our analysis in subsection 2.1, and an overview of the BP and OMP methods in subsection 2.2.
2.1. Geometric characterization of the dictionary A. Our geometric conditions for subspace-preserving recovery rely on geometric properties that characterize the distribution of points A 0 in the subspace S 0 and the separation between A − and the subspace S 0 . In this section, we introduce the relevant concepts and notations.
The convex hull of the symmetrized points in A 0 is defined as
where conv(·) denotes the convex hull, and its (relative) polar set is defined as
where the second equality follows from Lemma A.1. Both K 0 and K o 0 are symmetric convex bodies 2 , as the polar of a convex body is also a convex body [2] .
Next, we introduce three concepts for characterizing the distribution of the data points in A 0 . The first concept is the inradius of a convex body.
Definition 2.1 (inradius). The (relative) inradius of a convex body P, denoted by r(P), is the radius of the largest Euclidean ball in span(P) inscribed in P.
In our analysis, we use the inradius r 0 := r(K 0 ), which characterizes the distribution of the data points A 0 in S 0 . If the elements of A 0 are well distributed in S 0 , the inradius is near one; otherwise, the inradius is small.
The second concept for quantifying the distribution of points is given by the covering radius. Let S D−1 := {v ∈ R D : v 2 = 1} be the unit sphere of R D . The (relative) covering radius of a set is then defined as follows.
Our analysis uses the covering radius of the set ±A 0 , namely
which by Definition 2.2 is computed by finding w ∈ S D−1 that is furthest away from all points in ±A 0 (see Figure 4 ). It can also be interpreted as the smallest radius such that closed spherical balls of that radius centered at the points of ±A 0 cover S D−1 ∩S 0 . The covering radius characterizes how well the points in ±A 0 are distributed.
The third characterization of the distribution of A 0 is in terms of the circumradius. Our analysis uses the circumradius of the polar set K o 0 , namely
The next result shows the relationship between the circumradius R 0 , the inradius r 0 , and the covering radius γ 0 (see Figure 4 ), and is proved in the appendix.
Theorem 2.4. It holds that r 0 = cos(γ 0 ) = 1/R 0 .
Finally, we measure the separation between A − and an arbitrary subset of S 0 using their coherence, which is the maximum inner product (in absolute value) between points from the two sets. That is, the coherence between A − and W ⊆ S 0 \ {0} is
2.2.
Overview of BP and OMP. BP and OMP are two of the most popular methods for finding sparse solutions to an under-determined system of linear equations. Given the dictionary matrix A and a signal b, BP and OMP aim to solve
It is well-known that finding the solution to (2.2) is an NP-hard problem in general. The BP method is a convex relaxation approach that replaces the ℓ 0 -regularization in (2.2) by an ℓ 1 -norm, whose solution set we denote by BP(A, b), i.e.,
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The convex optimization problem (2.3) can be efficiently solved using existing solvers. Under the problem setup in subsection 1.2, there always exists a subspace-preserving representation c satisfying Ac = b so that the set BP(A, b) is non-empty. We use a capitalized "Argmin" in (2.3) to indicate that BP(A, b) is a set of solutions.
The OMP method is a greedy strategy that sequentially chooses dictionary elements in a locally optimal manner. Specifically, OMP maintains a working set (i.e., a subset of the dictionary) that for the kth iteration is denoted by W (k) in Algorithm 2.1. Using the kth working set, a representation vector c (k) with support corresponding to W (k) is computed in (2.4) . The next subset W (k+1) is computed by adding to W (k) a dictionary element with maximum absolute inner product with the kth constraint residual v Note that the constraint residual v (k) computed in Step 5 is the projection of b onto the orthogonal complement of the space spanned by the columns of A indexed by W (k) . It follows that the vector added to W (k) in Step 2.5 is linearly independent from the columns of A indexed by W (k) . Thus, the solution c (k) computed in (2.4) is the unique solution to the optimization problem. Finally, we comment that some fixed strategy should be used when the optimization problem in (2.5) does not have a unique minimizer, such as adding the minimizer a j with smallest index j.
In a practical implementation of Algorithm 2.1, termination would occur when either v (k) 2 ≤ ǫ for some tolerance ǫ ∈ [0, ∞) or when the iteration k reaches a maximum allowed value, say k max . For the analysis and for simplicity of presentation in Algorithm 2.1, we assume ǫ = 0 and k max = ∞, and note that termination will always occur (assuming exact arithmetic) for the problem setup described in subsection 1.2.
Algorithm 2.1 Orthogonal Matching Pursuit
Compute the representation vector corresponding to the working set W (k) as
5:
Compute the residual vector v (k) := b − Ac (k) .
6:
if
Define the working set for the next iteration as
8: end for 3. Instance Recovery Conditions. We present conditions under which BP and OMP produce subspace-preserving solutions for a fixed 0 = b ∈ S 0 . A summary of the instance recovery conditions is given in Figure 1 . As shown in subsection 3.1 and subsection 3.2, our conditions are characterized by the distribution of points A 0 in the subspace S 0 and the separation of A 0 from a set of dual points (for BP) and a set of residual points (for OMP). In subsection 3.3 we discuss how these conditions are related. 
3.1. Instance recovery conditions for BP. In this section we consider the instance recovery problem for BP. In subsection 3.1.1 we give a tight condition for recovery (i.e., a condition that is equivalent to the statement that BP always returns subspace-preserving solutions), in subsection 3.1.2 we give a sufficient condition for ensuring recovery, and in subsection 3.1.3 we give a weaker sufficient condition for ensuring recovery that has a clear geometric interpretation.
A tight condition.
The BP approach seeks a subspace-preserving representation by solving the optimization problem in (2.3). From the optimality conditions, if c * ∈ BP(A, b) is optimal for (2.3), then there exists a v * ∈ R D so that
is the set of solutions to the dual optimization problem for (2.3) given by
From the optimality condition (3.1), one sees that if | a j , v * | < 1 for all a j ∈ A − then the vector c * is subspace-preserving. This suggests that the condition for BP(A, b) to be subspace-preserving depends on the dot product between the data points and the solution to the dual optimization problem. This motivates the following result, which gives a tight condition for solutions in BP(A, b) to be subspace-preserving. 
The condition in (3.3) requires that there exists a point from the set of dual solutions BP dual (A 0 , b) such that the absolute value of the dot product between the dual solution and all points in A − is less than one. The interpretation of this condition will become clearer once we understand the geometric structure of the set BP dual (A 0 , b). To that end, observe from the definition of BP dual (A 0 , b) and the fact that both b and all columns of
is composed of a collection of affine subspaces, each of dimension D−d 0 , that are perpendicular to S 0 . Among all points in BP dual (A 0 , b), of particular interests are those that lie in the intersection of BP dual (A 0 , b) and S 0 , which we define as the set of dual points as follows.
Definition 3.2 (dual points associated with A 0 and b). Given A 0 ⊆ S 0 and 0 = b ∈ S 0 , we define the set of dual points, denoted by D(A 0 , b), as
First, we show that the left-side of (3.5) is contained in the right-hand side. To that end, letv ∈ BP dual (A 0 , b). Then, definep as the projection ofv onto S 0 , and then defineq =v −p ∈ S ⊥ 0 so thatv =p +q. Thus, it remains to prove
Next, we show that the right-side of (3.5) is contained in the left-hand side. Letp ∈ D(A 0 , b) andq ∈ S ⊥ 0 . By definingv =p +q, it remains to prove that v ∈ BP dual (A 0 , b). For a proof by contradiction, suppose it was not true. Since
. This completes the proof.
Since the optimization problem in (3.4) is a linear program with constraint set K o 0 , the solution set D(A 0 , b) is a face of the convex polyhedron K o 0 (see [49] ). If b is drawn from a distribution that is independent of A 0 , then the optimal face is 0dimensional (i.e., a vertex of K o 0 ) with probability one, in which case D(A 0 , b) contains a single point. Correspondingly, the set of dual solutions BP dual (A 0 , b) is a D − d 0 dimensional affine subspace that passes through the unique point in D(A 0 , b) and is perpendicular to S 0 (see Figure 5 ). The optimal face may also be higher-dimensional when b is perpendicular to such a face, in which case D(A 0 , b) contains infinitely many points and BP dual (A 0 , b) contains a union of infinitely many affine subspaces.
We end the discussion of the tight condition for instance recovery by BP with a proof of Theorem 3.1.
Proof of Theorem 3.1. Without loss of generality, let
so that all these inequalities are equalities. Combining the last of these inequalities (now as an equality) with
implying thatc − = 0; thus,c is subspace-preserving, as claimed. Next, to prove the "only if" direction, we suppose that all vectors in BP(A, b) are subspace-preserving and construct a
Following the proof in [48] , let us define
where A T and A R denote submatrices of A containing the columns indexed by T and R, respectively, and c * T denotes the subvector of c * that contains entries indexed by T . The optimality conditions satisfied by
, the definitions of R and T , and c * R = 0 it follows that any feasible point v for problem (3.6) satisfies
It follows from this equality, the fact that c * 0 1 is the optimal value for the solutions in BP(A 0 , b), and strong duality between BP(A 0 , b) and BP dual (A 0 , b) that any feasible point for problem (3.6) 
It remains to prove that the objective value of (3.6) at v * is strictly less than one.
Defining u = A ⊤ v, the optimization problem (3.6) is equivalent to the problem
Note that u ∈ range(A ⊤ ) if and only if Q ⊤ u = 0, where Q denotes a basis of the null space of A. By writing u = w + sgn(c * ), we can equivalently write (3.7) as
The dual of this problem may be derived to be
Since (3.8) is a feasible linear program (it is equivalent to (3.6) , which is feasible), the optimal objective values of problems (3.8) and (3.9) are finite and equal. Combining this with the fact that the objective values in (3.6) and (3.8) are equal under the relation A ⊤ v * = w * + sgn(c * ), we have that any solution h * to (3.9) satisfies
Thus, it remains to prove that the right-hand side of (3.10) is less than one.
First, consider the case when h * − = 0. We claim that the objective value of (3.9) at h * (i.e., the right-hand side of (3.10)) must be zero. To see this, note that if the objective value of (3.9) is not zero, then it must be strictly positive since the objective of (3.8) is nonnegative and strong duality holds. Thus, 2h * is a feasible solution to (3.9) that gives a larger objective value, which contradicts the optimality of h * .
Second, consider the case when h * − = 0. Choose any t < 0 small enough that sgn(c * T ) = sgn(c * T + th * T ). Since all elements in BP(A, b) are subspace-preserving by assumption, it follows that c * ∈ BP(A, b) . Moreover, since c * + th * is feasible for (2.3) (recall that h * ∈ null(A) according to (3.9)) but is not subspace-preserving because h * − = 0, we know that c * + th * is not optimal for (2.3). Therefore, we have
which may be combined with t < 0 and the constraint of (3.9) to conclude that
which establishes that the right-hand side of (3.10) is less than one, as claimed. 
Here, the left-hand side of the inequality in (3.12) is the maximum absolute value of the dot product between the normalized vector v and any point from A − , which is small when the points from these two sets are sufficiently separated. On the other hand, a finite upper bound on v 2 (i.e., a positive lower bound on the right-hand side of (3.12)) does not exist in general since the set BP dual (A 0 , b) is unbounded when d 0 < D (see Lemma 3.3). Nonetheless, the smallest ℓ 2 -norm solutions in BP dual (A 0 , b) are those that lie in S 0 , which are exactly the dual points in D(A 0 , b). This motivates us to introduce the following weaker subspace-preserving recovery condition.
Let v be the vector satisfying condition (3.13) . It follows from (3.13) and The condition in (3.13) requires that there exists a dual point v that has small inner product with all points in A − . In the next section, we present a weaker sufficient condition for subspace-preserving recovery by using an upper bound for v ∈ D(A 0 , b).
A geometrically intuitive sufficient condition.
We derive a geometrically intuitive sufficient condition that is characterized by the distribution of points in A 0 and the angular distance between the dual set D(A 0 , b) and 
Combining this result with (3.12) gives the following theorem. 
Proof. Let v satisfy (3.15). It follows from (3.15) and (3.14) that For condition (3.15) to hold, the points in A 0 must be well distributed within S 0 as measured by the inradius r 0 , and there must exist a dual point v ∈ D(A 0 , b) that is well separated from A − as measured by the inner products. The geometric interpretation of (3.15) is clearer when written in its equivalent angular form (3.16 ). The inequality (3.16) states that all points from A − need to be outside of a pair of antipodal spherical caps centered at ±v with radius equal to the covering radius γ 0 (see Figure 3a) .
Prior results in [31] are related to Theorem 3.5. In [31] , a dual point is defined as the minimum ℓ 2 -norm solution of (3.4), and their instance recovery condition for BP is that (3.15) is satisfied for this dual point. When D(A 0 , b) contains a single point, the recovery condition from [31] is equivalent to the condition in (3.15) . Otherwise, the recovery condition from [31] may be stronger than our condition in (3.15).
Instance recovery conditions for OMP.
In this section we consider the instance recovery problem for OMP. In subsection 3.2.1 we give a sufficient condition for ensuring subspace-preserving recovery, and in subsection 3.2.2 we give a weaker sufficient condition for ensuring recovery that has a clear geometric interpretation.
A sufficient condition.
The OMP method computes a sparse representation using Algorithm 2.1. One way to derive conditions that guarantee instance recovery is to consider the performance of OMP on a related problem, namely with data A 0 and b. A feature of this related problem is that the solution returned by OMP will be subspace-preserving since only A 0 is used. When Algorithm 2.1 is called with input data A 0 and b, we denote the kth computed working set, representation vector, and residual vector, respectively, by W An illustration of the residual points R(A 0 , b) is given in Figure 6 . The size of R(A 0 , b) is equal to the number of iterations computed by OMP(A 0 , b), which is at most d 0 . In addition, R(A 0 , b) is a subset of S 0 since each residual vector is computed by subtracting a linear combination of vectors in A 0 from the vector b, where both b and all points in A 0 lie in the subspace S 0 . Definition 3.6 may now be used to provide a sufficient condition for OMP to produce a subspace-preserving representation, as we now state.
Theorem 3.7 (Instance Residual Condition (IRC)). Given 0 = b ∈ S 0 , the solution OMP(A, b) is subspace-preserving if
We prove that the sequence of working sets {W (k) } computed by OMP with input A and b, and the sequence of working sets {W 
∞ , which contradicts (3.18). Condition (3.18) is actually both necessary and sufficient for OMP to select a point from A 0 during every iteration (assuming the optimization problem in (2.5) has a unique optimizer). On the other hand, condition (3.18) is only sufficient for subspacepreserving recovery. Cases exist when OMP with input data A and b selects points from A − during iterations prior to termination, but the representation computed by the final iteration is subspace-preserving. For example, let
Note that A 0 ⊆ S 0 where S 0 is the x-y plane. Let b = (1, 0, 0) ∈ S 0 . Condition (3.18) does not hold because the first iteration of OMP selects the point in A − . Nonetheless, the solution OMP(A, b) is subspace-preserving because it terminates after three iterations with working set W (3) = A 0 ∪ A − and subspace-preserving solution c (3) .
A geometrically intuitive sufficient condition.
The aim is now to derive a geometrically intuitive sufficient condition characterized by the distribution of points in A 0 and the angular distance between the residual set R(A 0 , b) and A − . Proof. We prove that condition (3.21) holding implies that condition (3.18) holds. To that end, let v ∈ R(A 0 , b). From the definition of the covering radius it holds Condition (3.20) requires that the points A 0 are well enough distributed as measured by the inradius of ±A 0 , and the residual points to be separated from points in A − as measured by their coherence. On the other hand, the equivalent condition (3.21) states that the points A − do not lie in the spherical caps of radius γ 0 centered at the residual points in R(A 0 , b) and their antipodal points −R(A 0 , b) (see Figure 3b ).
3.3.
Comparison of BP and OMP for instance recovery. Although BP and OMP are different strategies for solving the sparse recovery problem, our analysis provides a means to compare their ability for finding subspace-preserving representations. Specifically, both the T-IDC for BP (see (3. 3)) and the IRC for OMP (see (3.18 
In particular, BP requires the condition to be satisfied for all v ∈ BP dual (A 0 , b), while OMP requires the condition to be satisfied for all v ∈ R(A 0 , b).
The G-IDC for BP (see (3.15 ) and (3.16)) and the G-IRC for OMP (see (3.20) and (3.21)) allow for a geometrically interpretable comparison of instance recovery. Specifically, the only difference between (3.16) and (3.21) is that BP requires the condition to be satisfied by at least one v ∈ D(A 0 , b) while OMP requires the condition 3 We use the fact that A ⊤ 0 v ∞ = 1 for any v ∈ BP dual (A 0 , b). To see why this holds, note that
to be satisfied by all v ∈ R(A 0 , b). Geometrically, the condition for BP gives a pair of antipodal spherical caps centered at ±v for v ∈ D(A 0 , b) (assuming D(A 0 , b) contains a single point), while the condition for OMP gives a collection of d 0 pairs of antipodal spherical caps centered at ±v for each v ∈ R(A 0 , b) (assuming R(A 0 , b) contains d 0 points). Then, instance recovery by BP and OMP are guaranteed if no point from A − lies in any of their respective spherical caps. If we assume that points in A − are distributed independently of points in A 0 and the vector b, then the G-IDC is satisfied with higher probability than the G-IRC.
Universal Recovery Conditions.
In many applications one is concerned whether subspace-preserving recovery is possible not only for one point in a subspace but for all points in a subspace, i.e., to achieve universal recovery. In sparse representation-based face recognition, for example, a universal recovery guarantee means that the classifier is able to correctly classify all possible face test images to the classes that they belong to. Unlike the instance recovery conditions developed in section 3 that depend on both A and b, the recovery conditions in this section ensure subspace-preserving representations for all b ∈ S 0 \ {0}, and therefore rely only on A. An overview of the recovery conditions developed in this section is found in Figure 2 4.1. Universal recovery conditions for BP. One way to derive universal recovery conditions is to require the instance recovery conditions derived in section 3 to hold for all b ∈ S 0 \ {0}. In subsection 4.1.1, we adopt such an approach to derive a tight condition for universal recovery by BP from the T-IDC in Theorem 3.1. We then give a sufficient condition for recovery in subsection 4.1.2 and two weaker sufficient conditions for recovery in subsection 4.1.3 that have clear geometric interpretations.
A tight condition.
Recall that the T-IDC in Theorem 3.1 is necessary and sufficient for instance recovery by BP. We may require that the T-IDC is satisfied for all b ∈ S 0 \ {0}, which gives a tight condition for universal recovery by BP. 
Condition (4.1) does not provide insight since it is not directly related to the properties of A. In the following, we derive a condition equivalent to (4.1) that provides insight. We need the following notion of dual points associated with A 0 . This manuscript is for review purposes only.
Proof. Consider a linear program with variable v, constraint v ∈ K o 0 , and an arbitrary linear objective function. Since the set of dual points D(A 0 ) is by definition the set of extreme points of K o 0 , they are the same as the basic feasible solutions of the linear program [27] . Since each basic feasible solution is determined by d 0 linearly independent constraints from among the 2N 0 constraints of A ⊤ 0 v ∞ ≤ 1, there are at most 2 d0 N0 d0 ways to choose such a set of constraints (we use that at most one of the two constraints −1 ≤ (A ⊤ 0 v) i ≤ 1 can be chosen for each i ∈ {1, 2, . . . , N 0 }). The bound in Lemma 4.3 is not tight in general since not every set of constraints in the 2 d0 N0 d0 combinations produces a basic feasible solution. For example, in Figure 4 the combination of constraints a 1 , v ≤ 1 and a 2 , v ≤ 1 produces a basic feasible solution, while the combination of constraints a 1 , v ≤ 1 and a 3 , v ≤ 1 does not. Nonetheless, this bound is sufficient for the purpose of this paper 4 .
We now state a result with a tight condition for universal recovery by BP. 
In view of Lemma 4.1, we only need to show that (4.1) and (4.3) are equivalent. Note from (3.5) that (4.1) is equivalent to
Therefore, we only need to show that (4.3) and (4.4) are equivalent.
To show that (4.4) implies (4.3), take any w ∈ D(A 0 ). We will find a v ∈ ( 
The condition in (4.5) states that the objective value of BP with signal b and dictionary A 0 is strictly smaller than that with signal b and dictionary A − . In the context of subspace clustering, it is known that (4.5) is an equivalent condition for universal recovery condition by BP [18] . Combining this with Theorem 4.4 we know that (4.5) is equivalent to the T-UDC in (4.3) . On the other hand, the condition in (4.6), which is characterized by properties associated with the null space of A, has not appeared before to the best of our knowledge. As we will see in section 5, (4.6) is closely related to the null space property in the study of sparse signal recovery.
Proof of Theorem 4.5. The previous paragraph shows that (4.5 ) is equivalent to the T-UDC. To establish the theorem, we only need to show that the conditions (4.5) and (4.6) are equivalent.
We first show that (4.5) implies (4.6). To that end, let v = (v 0 , v − ) be any vector in the null space of A that satisfies v − = 0, so that in particular it holds that A 0 v 0 + A − v − = 0. If A 0 v 0 = 0, then the left-hand side of (4.6) becomes zero. Combining this with v − 1 > 0 shows that (4.6) holds. Otherwise, we may let b = A 0 v 0 = 0 and apply (4.5), which gives min c0:A0c0=A0v0
which establishes that (4.6) holds.
To show that (4.6) implies (4.5), let b ∈ S 0 \ {0}. Note that the optimization problem on the left-hand side of (4.5) is feasible. Therefore, (4.5) trivially holds if the optimization problem on its right-hand side is not feasible. Otherwise, we can define and let v 0 be any vector satisfying A 0 v 0 = b (this system is feasible as stated above).
We can now observe that A 0 v 0 + A − v − = 0 (i.e., (v 0 , v − ) is in the null space of A) and v − = 0 since b = 0, which means that we may apply (4.6) to obtain min c0:A0c0=b0
where the last equality follows from (4.7). This completes the proof.
A sufficient condition.
Note that condition (4.3) is equivalent to
As with our discussion for instance recovery by BP, the left-hand side of the inequality in (4.8) captures the similarity between v and A − , but the right-hand side can be arbitrarily small. Therefore, we restrict our attention to those v with smallest ℓ 2norm. It is easy to see that such v is given by v = w for each w ∈ D(A 0 ). This leads to the following result that gives a sufficient condition for universal recovery by BP. 
Proof. We prove that condition (4.9) implies condition (4.3), which is sufficient to establish the desired result because of Theorem 4.4. To that end, assume that (4.9) holds and let w ∈ D(A 0 ). Then, choose v = w so that v ∈ w + S ⊥ 0 trivially holds, and from (4.9) we know that A ⊤ − v ∞ < 1. Thus, condition (4.3) holds. Using Theorem 4.6, we now derive two geometrically interpretable conditions. Combining (4.10) with (4.9) we have the following theorem. Proof. We prove that condition (4.11) holding implies that condition (4.9) holds, which is sufficient due to Theorem 4.6. To this end, assume that (4.11) holds and let v ∈ D(A 0 ). It then follows from (4.10), (4.11) and (2.1) that
which means that condition (4.9) is satisfied, as claimed. The fact that conditions (4.11) and (4.12) are equivalent follows from Theorem 2.4.
Condition (4.11) requires the points in A 0 to be sufficiently well distributed as measured by the inradius of ±A 0 , and the dual points D(A 0 ) to be sufficiently separated from points in A − as measured by their coherence. The equivalent condition given by (4.12) states that all points from A − do not lie in the union of spherical caps of radius γ 0 centered at each of the points from D(A 0 ) (see Figure 3c ). By noting that D(A 0 ) is a subset of S 0 , we immediately have the following result. Geometrically, condition (4.15) states that all points from A − do not lie within an angular distance of γ 0 to the subspace S 0 (see Figure 3d ).
Universal recovery conditions for OMP.
Similar to the case of BP, we may derive universal recovery conditions for OMP by requiring that the instance recovery conditions for OMP presented in subsection 3.2 are satisfied for all b ∈ S 0 \ {0}. Following this idea, we present a universal residual condition (URC) in subsection 4.2.1, which is a sufficient condition for universal recovery by OMP. We further establish, perhaps surprisingly, that the URC is equivalent to the UDC in (4.9) , showing that the same condition guarantees universal recovery of both BP and OMP. By utilizing such an equivalency, we further show in subsection 4.2.2 that the G-UDC (4.11) and G-USC (4.14) also guarantee universal recovery by OMP.
A sufficient condition.
By requiring that the IRC in Theorem 3.7 be satisfied for all b ∈ S 0 \ {0}, we get a sufficient condition for universal recovery by OMP as stated in the following lemma.
The following result shows that the set ∪ b∈S0\{0} R(A 0 , b) appearing in (4.16) is simply a disguised mathematical way of describing the subspace S 0 .
Proof. We can use the fact that R(A 0 , b) is a subset of S 0 \{0} for all b ∈ S 0 \{0} (see the discussion in subsection 3.2.1) to conclude that 
Proof. The theorem follows by combining Lemma 4.9 with Lemma 4.10.
The URC (4.19) for universal recovery by OMP may be compared with the UDC (4.9) for universal recovery by BP. They both require that A ⊤ − v ∞ < A ⊤ 0 v ∞ is satisfied for certain v 6 . However, the condition for BP must be satisfied for all v ∈ D(A 0 ), while the condition for OMP must be satisfied for all v ∈ S 0 . Since D(A 0 ) is a subset of S 0 , it is clear that the UDC is implied by the URC. It is surprising, however, that the conditions are actually equivalent, as we now set out to prove.
We need to use the result that the polar set K o 0 is a symmetric convex body that induces a norm on the space S 0 , by means of the Minkowski functional. The relevant definition and accompanying result are stated next. Proof. To show that the UDC implies the URC, we need to take any v ∈ S 0 \ {0}
∞ , which will be our goal. Definition 4.2 states that D(A 0 ) is the set of extreme points of K o 0 . Since the convex hull of the set of the extreme points of a convex body is this convex body itself [2] , we know that K o 0 is the convex hull of D(A 0 ). Thus, sincev ∈ K o 0 (see Lemma 4.13), we may expressv as a finite convex combination of points from D(A 0 ), i.e.,v = i α i v i with v i ∈ D(A 0 ) and α i ∈ [0, 1] for all i and i α i = 1. This gives
where the strict inequality follows from the UDC and the final equality follows from the fact that v K o 0 = 1. This shows that the URC holds, as intended. To show that the URC implies the UDC,
Combining these two results gives A ⊤ − v ∞ < 1, which is the UDC. 4.2.2. Two geometrically interpretable conditions. We can deduce that our geometrically interpretable conditions for universal subspace recovery for BP are also applicable to OMP by making the following observations: (i) the G-USC (4.14) and G-UDC (4.11) are sufficient conditions for ensuring the UDC (4.9) holds (see Figure 2 , Theorems 4.7 and 4.8); (ii) the UDC is equivalent to the URC (see Figure 2 and Theorem 4.14); and (iii) the URC is a sufficient condition for universal recovery for OMP (see Figure 2 and Theorem 4.11). We formally state this observation next. 
Sparse Signal Recovery.
In this section, we show that the instance and universal recovery conditions for subspace-preserving recovery can also provide correctness guarantees for sparse signal recovery. To formally state such results, we identify three fundamental problems that are studied in compressive sensing.
Problem 5.1 (instance non-uniform recovery problem). What conditions on A ensure that a particular d 0 -sparse vector c that has nonzero entries corresponding to A 0 ⊆ A can be recovered from the linear measurements b = Ac? In the literature, the first two problems are sometimes referred to as the nonuniform recovery problem and the third problem as the uniform recovery problem [19] . To further distinguish the first two problems, we will refer to them as the instance and universal non-uniform recovery problems, respectively. The dual certificate condition [20, 48] , exact recovery condition [35] and mutual coherence condition [12, 35] are, respectively, well-known conditions that answer these three questions.
Observe that if A 0 contains linearly independent data points, then the instance and universal subspace-preserving recovery problems are equivalent to the instance and universal non-uniform sparse signal recovery problems, respectively. More precisely, BP (resp., OMP) recovers a d 0 -sparse vector c that has nonzero entries corresponding to A 0 from b = Ac if and only if all solutions in BP(A 0 , b) (resp., OMP(A 0 , b)) are subspace-preserving. Likewise, BP (resp., OMP) recovers any d 0 -sparse vector c with nonzero entries corresponding to A 0 from its measurement b = Ac if and only if all solutions to BP(A 0 , b) (resp., OMP(A 0 , b)) are subspace-preserving for any b ∈ S 0 .
As a consequence of this equivalency, our instance and universal recovery conditions also provide guarantees for sparse signal recovery. In this section, we establish that some of our conditions are equivalent to existing conditions in the sparse signal recovery literature. In such cases, our conditions are generalizations of the corresponding conditions for sparse signal recovery. In the other cases, our conditions provide new sparse signal recovery conditions that bring new insight to the area. We note that when the T-IDC is considered under the assumption that the columns of A are linearly independent, it is equivalent to a well-known sparse signal recovery condition [20, Theorem 1] called the dual certificate condition in [48] . Therefore, although the result Theorem 5.4 (i) does not provide a new result for sparse signal recovery, it does show that the T-IDC may be regarded as a generalization of the dual certificate condition to the instance subspace-preserving recovery problem. Theorem 5.4 (ii) shows that the IDC is a sufficient condition for sparse signal recovery by BP that follows trivially by relaxing the condition in Theorem 5.4 (i). This condition seldomly, if ever, appears in the sparse signal recovery literature. Theorem 5.4 (iii) shows that the IRC is a sufficient condition for sparse signal recovery by OMP. This condition has been implicitly used in the derivation of sparse recovery conditions for OMP (see, e.g. [35] ) but is not identified as an independent result.
Theorem 5.4 (ii)-(iii) also provide new geometrically interpretable conditions (i.e., the G-IDC and the G-IRC) for sparse signal recovery. They state that instance nonuniform recovery by BP and OMP is guaranteed to be successful if the points in A 0 are well distributed as measured by the inradius r 0 and the points in A − are sufficiently This manuscript is for review purposes only. separated from (i) a certain point in D(A 0 , b) for BP, or (ii) all points in R(A 0 , b) for OMP. To the best of our knowledge, such conditions are new to the sparse signal recovery literature.
Unlike the general subspace-preserving recovery problem for which the inradius r 0 is difficult to compute in general, there exists an easy way of computing r 0 for sparse signal recovery when the columns of A 0 are linearly independent. Since r 0 can be computed, one may check whether the G-IDC and G-IRC are satisfied for a given A and c. To show how r 0 may be computed, we first establish the following result.
Lemma 5.5. Let the columns of A 0 be linearly independent. Then, the set of dual points contains exactly 2 d0 points and is given by
Proof. From Lemma 4.3, there are at most 2 d0 dual points in the case that A 0 has full column rank. So in order to prove the result, it is enough to show that the set {A 0 (A ⊤ 0 A 0 ) −1 u : u ∈ U d0 } contains 2 d0 points, and each of them is a dual point.
Combining this with the fact that A 0 has full column rank reveals that
Consider the ith entry of u 0 , namely
and the right-hand side of (5.1) is a convex combination with λ ∈ (0, 1) of two points in [−1, 1] (this can be seen from
Since the index i was arbitrary, it follows that c 1 = c 2 , which implies v 1 = v 2 , thus showing that v 0 is an extreme point.
We may now use Theorem 2.4 and Lemma 5.5 to compute r 0 as
which requires computing A 0 (A ⊤ 0 A 0 ) −1 u 2 over all u ∈ U d0 . However, no polynomial algorithm in d 0 for doing so exists since calculating max{ where b = Ac if either the UDC in (4.9) (equivalently, the URC in (4.19)) holds, or the G-UDC in (4.11) holds, or the G-USC in (4.14) holds.
Theorem 5.6 (i) provides a tight condition for universal non-uniform recovery by BP. When the columns of A 0 are linearly independent, the T-UDC is equivalent to a sparse signal recovery condition called the null space property ( [9] , see also [19, Definition 4.1.] ). In particular, a matrix A = [A 0 , A − ] is said to satisfy the null space property if for any 0 = v = (v 0 , v − ) in the null space of A, it holds that
It is straightforward to verify that (5.3) is equivalent to (4.6) by using the assumption that A 0 has linearly independent columns. Therefore, it follows from Theorem 4.5 that (5.3) is equivalent to the T-UDC. Theorem 5.6 (ii) shows that the UDC (equivalently, the URC) is a sufficient condition for universal non-uniform recovery by BP and OMP. When the columns of A 0 are linearly independent, we claim that the UDC is equivalent to the exact recovery condition in sparse signal recovery condition [35, Theorem A] given by
where A † 0 denotes the pseudo-inverse of A 0 . To see that it is equivalent to the UDC, we use Lemma 5.5 and the relation
which is (5.4). Consequently, Theorem 5.6 (ii) is not new for sparse signal recovery. However, it does show that the UDC is a generalization of the exact recovery condition. Theorem 5.6 (ii) also provides new geometrically interpretable conditions for sparse signal recovery. It states that universal non-uniform recovery is guaranteed if the points in A 0 are sufficiently well distributed as measured by the inradius r 0 and the points in A − are sufficiently well separated from (i) all points in D(A 0 ) for G-UDC, or (ii) all points in span(A 0 ) for G-USC. As for the instance non-uniform sparse signal recovery setting, one may check whether the G-UDC and G-USC are satisfied for a given A since all of the quantities in these conditions are easy to compute.
Conditions for uniform recovery.
To derive conditions that guarantee any d 0 -sparse vector c can be recovered by BP and OMP regardless of the support of c, we may require that the universal non-uniform recovery conditions in Theorem 5.6 are satisfied for all possible partitions of the data A into A 0 ∪ A − , where A 0 contains d 0 atoms. This leads to the following theorem. This manuscript is for review purposes only.
Since we proved the UDC is equivalent to the exact recovery condition (5.4) when the columns of A 0 are linearly independent, the requirement in Theorem 5.7 that the UDC holds is equivalent to requiring that the exact recovery condition holds.
Let us now compare the results in Theorem 5.7 with existing results in sparse signal recovery. To this end, the mutual coherence of A is defined as (5.6) µ(A) := max ai∈A,aj∈A,i =j | a i , a j |, which should not be confused with the coherence in (2.1). It is known [12, 35] that if (5.7) µ(A) < 1 2d0−1 , then both BP and OMP correctly recover any d 0 -sparse vector. The following result shows how the mutual coherence condition (5.7) is related to Theorem 5.7.
Theorem 5.8. If the mutual coherence condition (5.7) holds, then the columns of A 0 are linearly independent and the G-USC (4.14) holds, which implies using Theorem 4.8 that the G-UDC holds, which implies using Theorem 4.7 that the UDC holds.
Proof. The fact that the columns of A 0 are linearly independent when the mutual coherence condition holds is well known in sparse recovery [12] . Therefore, we only need to show that the G-USC holds. We first derive a bound on r 0 . From Lemma 5.5, any nonzero v ∈ K o 0 can be written as v = A 0 (A ⊤ 0 A 0 ) −1 u for some 0 < u ∞ ≤ 1. Letting λ min (A ⊤ 0 A 0 ) denote the minimum eigenvalue of A ⊤ 0 A 0 , it follows that
. Since strong duality holds for linear problems and the primal problem is feasible, we known that c * 1 = w * , v . Moreover, we can decompose w * into two orthogonal components given by w * = w ⊥ + w , where w ∈ span(A 0 ). Since v and all columns of A 0 lie in span(A 0 ), we have w * , v = w , v and A ⊤ 0 w ∞ = A ⊤ 0 w * ∞ ≤ 1. This establishes that w ∈ K o 0 , and therefore w 2 ≤ R 0 = 1/r 0 . It follows that (5.12) c * 1 = w * , v = w , v ≤ w 2 v 2 ≤ 1/r 0 , which may then be used to show that
Combining this inequality with (5.10), (5.9), and (5.7) yields µ(span(A 0 ), A − ) ≤ µ(A)/r 0 = r 0 (µ(A)/r 2 0 )
This proves that the G-USC holds, and completes the proof.
6. Conclusions and Future Work. In this work, we studied the BP and OMP algorithms as a tool for the task of subspace-preserving recovery. Our key results are sufficient conditions for both instance and universal subspace-preserving recovery characterized by the inradius and coherence properties of the data, which have clear geometric interpretations. We further showed that our results apply to the traditional sparse signal recovery problem and that some of our conditions may be regarded as generalization of well-known conditions in sparse recovery. We believe that these results provide new perspectives into the traditional sparse recovery problem.
The analysis in this paper assumes the data are not corrupted by noise. As a follow-up task, it is important to understand whether BP and OMP are able to recover subspace-preserving solutions for noisy data. Prior work on subspace clustering has provided partial results for noisy data [32, 39, 37] , indicating that our conditions for subspace-preserving recovery may be generalizable to the case of noisy data as well. Proof. Since ±A 0 ⊆ K 0 , it follows that {v ∈ S 0 : | v, a | ≤ 1, ∀a ∈ K 0 } ⊆ {v ∈ S 0 : | v, a | ≤ 1, ∀a ∈ ±A 0 }. To prove the opposite inclusion, we take anyv ∈ S 0 that satisfies | v, a | ≤ 1 for all a ∈ ±A 0 , and anyā ∈ K 0 , and show that | v,ā | ≤ 1.
Since K 0 = conv(±A 0 ), there exist {c + j ≥ 0} j:aj∈A0 and {c − j ≥ 0} j:aj∈A0 such that j:aj ∈A0 (c + j + c − j ) = 1 andā = j:aj ∈A0 (c + j a j − c − j a j ). It follows that
which completes the proof.
A.2. Proof of Theorem 2.4 (relationship between r 0 , R 0 and γ 0 ).
Proof. From [31] we know that r 0 = 1/R 0 . Thus, it remains to show that R 0 = 1/ cos(γ 0 ). From the definition of the covering radius γ 0 we have This manuscript is for review purposes only.
By taking the cosine on both sides of (A.2), we get (A.3) cos(γ 0 ) = min w∈S0∩S D−1 sup v∈±A0 cos(θ(v, w)) = min
On the other hand, by the definition of circumradius, we have
To complete the proof we show that the RHS of (A.4) is the reciprocal of (A.3), i.e., (A.5) max{ v 2 : A ⊤ 0 v ∞ ≤ 1 and v ∈ S 0 } = 1/ min
To see that (A.5) holds, let v * and w * be, respectively, an arbitrary solution to the optimization problems on the LHS and RHS of (A.5). Definingv = w * / A ⊤ 0 w * ∞ , we get 1/ A ⊤ 0 w * ∞ = w * 2 / A ⊤ 0 w * ∞ = v 2 ≤ v * 2 , where the inequality follows becausev satisfies the constraints of the optimization on the LHS of (A.5), i.e., A ⊤ 0v ∞ ≤ 1 andv ∈ S 0 . On the other hand, we may definew = v * / v * 2 and
where the final inequality follows from the fact thatw satisfies the constraint of the optimization on the RHS of (A.5). Combining these two gives 1/ A ⊤ 0 w * ∞ = v * 2 so that (A.5) holds.
