The most common approach to assess fetal well-being during delivery is monitoring of fetal heart rate and uterine contractions-the cardiotocogram (CTG). Nevertheless, 40 years since the introduction of CTG to clinical practice, its evaluation is still challenging with high inter-and intra-observer variability. Therefore the development of more objective methods has become an issue of major importance in the field. Unlike the usually proposed approaches to assign classes for classification methods that rely either on biochemical parameters (e.g. pH value) or a simple aggregation of expert judgment, this work investigates the use of an alternative labeling system using latent class analysis (LCA) along with an ordinal classification scheme. The study is performed on a well-documented open-access database, where nine expert obstetricians provided CTG annotations. The LCA is proposed here to produce more objective class labels while the ordinal classification aims to explore the natural ordering, and representation of increased severity, for obtaining the final results. The results are promising suggesting that more effort should be put into this proposed approach.
Introduction
Cardiotocography and the resulting cardiotocogram (CTG) has become an indispensable means of fetal surveillance both during antepartum and intrapartum periods. CTG refers to the simultaneous recording of fetal heart rate (FHR) and uterine contractions using either ultrasound Doppler transducers or scalp electrodes for the former and external belts or intrauterine catheters for the latter. CTG in most cases has succeeded intermittent auscultation as the main tool for providing information about fetal behavior and wellbeing with the hope of improving the quality of information compared to its predecessor. The sole purpose of CTG is to give hints to clinicians for timely intervention to prevent adverse long term consequences caused by intrapartum asphyxia. However, 40 years after the introduction of CTG into clinical practice the initial enthusiasm has been replaced by skepticism and the CTG is blamed for an increased rate of caesarean sections (Alfirevic et al 2006) . Moreover, due to the complexity of FHR, it has turned out that the evaluation of CTG is far from being a trivial task, resulting in high inter-and intra-observer variability among clinicians (Bernardes et al 1997) . Despite all these controversial findings, CTG is still the prevalent method for intrapartum fetal surveillance (Chen et al 2011) with its evaluation relying primarily on visual assessment. The evaluation is essentially based on the guidelines issued by the International Federation of Gynecology and Obstetrics (FIGO) (FIGO Guidelines 1986) with several national updates (ACOG 2009) .
To resolve the inter-and intra-observer variability issue as well as to develop a more objective evaluation system, a great deal of effort was placed into incorporating the domain knowledge of experts into automatic decision support systems (Bernardes et al 1991 , AlonsoBetanzos et al 1995 , which are able to interpret the acquired CTG signal. The general structure of a system that is based primarily on the CTG tracings consists of two principal modules: (a) a module that is responsible for pre-processing and feature extraction out of the raw CTG signals (basically out of the FHR signal), and (b) a module that is capable of performing the mapping from the feature space to the space of decisions/diagnosis. For the former, the extracted features were initially based upon clinical guidelines such as basal heart rate, variability, accelerations and decelerations in most cases in an attempt to replicate FIGO's guidelines (Guijarro-Berdiñas et al 2002) . However with the advance of personal computers and the development of new sophisticated signal processing algorithms, new features started to be tested, e.g. time-domain features, frequency-domain features, time-frequency domain features and nonlinear ones (Signorini et al 2003 , Georgoulas et al 2006a , 2006b , Czabanski et al 2010 , Spilka et al 2012 . For the latter, many machine learning paradigms were employed such as support vector machines (SVMs) (Georgoulas et al 2006a) , artificial neural networks (ANNs) (Georgoulas et al 2007 , Jezewski et al 2007 , Czabanski et al 2010 and hidden Markov models (HMMs) (Georgoulas et al 2004) to name just a few. For the determination of the classes a number of approaches have also been considered: simple thresholding of objectively measured biochemical quantities such as the umbilical cord artery pH (Gonçalves et al 2006 , Czabanski et al 2012 , Frasch et al 2014 , which however introduces a further complication regarding the selection of the threshold value as well as creating a rather unnatural formulation of categories (with a threshold value equal to 7.05 a fetus with pH equal to 7.05 will be considered pathological and another one with slightly higher pH (i.e. 7.06) will be put into the normal class), systems relying on the Apgar score and systems that use expert annotation(s) or a combination of these quantities using conjunction and/or disjunction operators (Bernardes et al 1998 , Costa et al 2009 , Frasch et al 2014 . Multiple approaches have been reported in the literature regarding expert annotation: simple annotation relying on one clinician who was considered a super expert (an oracle) (Jezewski et al 2002 , Dash et al 2012 , majority voting labeling (Keith et al 1995 , Guijarro-Berdiñas et al 2002 , labeling as a result of a consensus reached in a panel discussion (Ocak 2013 ) and majority voting with one clinician resolving potential disagreements (Guijarro-Berdiñas et al 2002) .
In this work we extend on the idea of a machine learning method driven by expert obstetricians' evaluation. The main obstacle, often neglected in many works, is the representation of the aggregation and interpretation of the clinicians' variability. To that point, the interindividual variability is tackled here by latent class analysis (LCA) (Lazarsfeld 1950 ) for labeling of CTG records. The LCA offers a natural way to combine different, possibly noisy, annotations from multiple experts. As was proven in Spilka et al (2014a) the LCA approach is a better choice when it comes to fusing expert opinions compared to simple majority voting. The classification is performed by a three step approach: (i) the LCA is used to estimate posterior probabilities of individual examples, (ii) labels are determined by maximum posterior probability, and (iii) a classifier is trained using these labels. The classifier can either be a standard multi-class method or an ordinal one, considering that there is a natural ordering of the different classes. This work builds upon our earlier works, considering two (Spilka et al 2014b) and three (Spilka et al 2014c) latent classes, along with a more elaborate feature selection stage.
Methods

Pre-processing
Labor is a very stressful period during which the acquisition of FHR is complicated by maternal/fetal movements and rapid uterine contractions. As a consequence FHR is contaminated by a large number of artifacts, cf. figure 1. Therefore a preprocessing step is necessary before any attempt to extract useful information in the form of a feature set. A simple artifact rejection scheme based on thresholding and interpolation is used: values outside the interval 50-220 beats per minute (bpm) are considered as artifacts and treated as missing data. Further, the missing data are interpolated using Hermite spline interpolation whenever the length of missing data is smaller than 15 s; otherwise the missing data are not interpolated. The result of the process is depicted in figure 1(b) . 
Feature extraction
The pre-processing stage is followed by the feature extraction stage. In every classification problem the extraction of an appropriate set of features is of paramount importance. As in any classification problem expert knowledge plays an important role in the extraction of intuitive features. Therefore morphological features (features that describe the FHR morphology following FIGO's guidelines (FIGO guidelines 1986)) are investigated in this study along with features coming from various domains: time (mainly first and second order statistics), frequency (energy in spectral bands), and nonlinear (complexity, entropy, and fractal measures). This set of features has been thoroughly documented in our previous works (Georgoulas et al 2006a , Chudáček et al 2011 , Spilka et al 2012 ; hence it is presented here in a condensed format in table 1. The interested reader could refer to our publications and the provided original references for more details regarding theory and implementation (Magenes et al 2000 , Guijarro-Berdiñas et al 2002 , Signorini et al 2003 , Czabanski et al 2010 . In total 54 features are extracted.
Feature selection
Feature extraction is a key element to a successful deployment of an automated pattern classification system. A simplified approach is to extract a large set of features in an attempt to include as many useful features as possible. However, this very often leads to a set with highly correlated or even irrelevant features. At that point a subsequent stage called feature selection is invoked, which aims to retain a 'near' optimal subset from the original set (Magenes et al 2000) SDNN (Task Force 1996) FD_Sevcik (Sevcik 1998) Δ (Magenes et al 2000) FD_DFA (Peng et al 1995 ) LTI-HAA (de Haan et al 1971 Poincaré (SD 1 , SD 2 ) ApEn (m=2,3,r=0.15SD) (Pincus 1995) SampEn (m=2,3,r=0.15SD) (Richman and Moorman 2000) SD: standard deviation, Δ: delta value, Δ total : the total value of delta (long term variability defined in the FIGO guidelines), STV-*: short term variability with author abbreviation, SDNN: standard deviation of the normal-to-normal interval, LTI: long term irregularity, LF: low frequency, MF: movement frequency, HF: high frequency, VLF: very low frequency, FD: fractal dimension, LZC: Lempel-Ziv complexity, DFA: detrend fluctuations analysis, SD 1 : standard deviation of points perpendicular to a line y = x of a Poincaré plot, SD 2 : standard deviation of points along the line y = x of a Poincaré plot, ApEn: approximate entropy, SampEn: sample entropy. of features. Therefore feature selection, also known as attribute selection, is essentially the task of removing irrelevant and/or redundant features (Fairley et al 2014) . Moreover feature selection usually improves the generalization performance of a classifier (Monasterio et al 2012) . On the other hand, feature selection is by no means an easy task. That is why a number of algorithms have been proposed so far and new ones are proposed every day with an aim of more effective and more computationally efficient methods (Guyon and Elisseeff 2003, Guyon et al 2006) . In general feature selection algorithms can be divided into three categories (Guyon et al 2006) : (a) Filters: provide a complete order of the features using a criterion without optimizing a prediction performance metric. (b) Wrappers: 'wrap' around a prediction algorithm for selecting the 'most' suitable feature subset. (c) Embedded methods: perform feature selection as the training of a specific prediction algorithm.
Each family of feature selection algorithms has its own advantages and disadvantages, while hybrid approaches attempt to use the best of each family (Fairley et al 2014) . In that spirit the current work aims to take the advantages of each method. The rest of this subsection describes the methods involved and especially the filter based method.
Feature ranking using the area under the receiver operating characteristic curve.
Exploring each feature independently for its discriminating capability is the first step in the feature selection procedure (Theodoridis and Koutroumbas 2009) . Along this path, many quantities/methods have been proposed and used for assessing the 'goodness' of a feature: the Fisher's ratio, the correlation coefficient, the correlation ratio etc. Among them a method that is also insensitive to class imbalance relies on the use of the area under the receiver operating characteristic (ROC) curve (AUC) (Wasikowski and Chen 2010) . Wasikowski and Chen (2010) proposed the use of the trapezoidal rule with a small number of trapezoids to estimate the AUC, trading accuracy for speed. However since in our case the data size is moderate, the estimation of the AUC, for the case of binary classification problems, can be performed using the equation below (Maloof 2003 
and m is the number of negative cases r − , − r i is the value (of the feature) of the ith negative case and n is the number of positive cases r + and + r j the value (of the feature) of the jth positive case. ROC curves are dominantly used in binary classification problems but their use can also be accommodated for multiclass settings (Hand and Till 2001) , where the AUC is averaged across all class pairs. The use of the average measure of AUC is however an approach that neglects possible correlations with other features and might lead to a list of features, which have little to add once put together for a classification problem. A simple solution is to rank features based on AUC value and also take correlation with other features into account. and select the one f i1 with the highest average AUC value,
with a AUC j being the average AUC value of the jth feature.
(b) Select the second feature f i2 for which
where
is the cross-correlation coefficient between features f i1 and f j . The weights w 1 , w 2 control the relative importance of AUC value and cross-correlation respectively.
(c) Select the rest of the features
In other words the first feature is ranked based on the average AUC value, the second is ranked taking into account its average AUC value and its correlation with the best feature, and the rest are ranked taking into account their average AUC value and their average correlation with the already 'ranked-higher' features. Note that the parameters w 1 and w 2 are selected either by considering expert knowledge or through a cross-validation procedure, as was done in this work.
The hybrid feature selection method.
Two hybrid approaches to feature selection are used:
(a) The combination of the filter approach, described in the previous section, with the simplest wrapper based approach for the selection of the subset of features to be involved in the final classification task (Guyon 2008) : for the 20 highest ranked features nested subsets of features are formed:
. The performance of each subset is evaluated using a (multinomial or ordinal) logistic classifier and used for selection of the smallest feature subset. (b) The filter approach, described in the previous section, is combined with an embedded feature selection method and more specifically the C4.5 machine learning algorithm (Quinlan 1993) . At the first stage an AUC threshold equal to 0.6 is set in order to eliminate features with relatively low discriminating power and at the second stage the remaining features are fed to the C4.5. This approach speeds up the whole training process and in the preliminary experiments it also resulted in an increased overall classification performance.
Latent class analysis
In this study, clinical annotations from nine expert clinician-obstetricians are used. All clinicians are working in delivery practice with experience ranging from 10 to 33 years. Clinicians evaluated the CTG recordings and categorized them into three classes: normal, suspicious, and pathological (FIGO classes (FIGO Guidelines 1986)). All clinicians evaluated the same set of 552 CTG records from the CTU-UHB database 4 . In addition 82 records were randomly selected and presented repeatedly for annotation. The detailed description of the annotation process and results on agreement analysis are provided in (Spilka 2013) . Since there is modest agreement between clinicians, (Spilka 2013) reported inter-observer proportion of agreement of 48 with 95% confidence intervals (CIs) (CI: 47-50), the simple majority voting among clinicians might lead to wrong aggregation of annotation. Therefore, a more powerful approach, based on LCA (Lazarsfeld 1950) , is employed in this paper. The LCA basically refers to a mixture model of data that are considered as coming from an unspecified mixture of probability distributions. The LCA and its advantages over majority voting were detailed in . Other examples of the LCA advantages in machine learning are described in (Raykar et al 2010) . The LCA is used here to estimate the true (unknown) evaluation of CTG and to infer weights of individual clinicians. Within this framework, the evaluation for ith example, y i j obtained from jth clinician was considered as being the outcome of a mixture of multinomial distribution with unknown multinomial parameter, α, and unknown mixing proportions p c . For the model the likelihood function of parameters θ = a p ( , ) ck j c given evaluation y i j is formulated as:
where C is number of classes, J is number of clinicians, δ y k ( , ) and 0 otherwise, and a ck j is a multinomial parameter representing probabilities that the cth class corresponds to an evaluation in the kth class, ∈ k C, assigned by the jth clinician. For the estimation of the unknown parameters the expectation maximization (EM) algorithm (Dempster et al 1977) was used; to avoid the problem of getting trapped in a local maximum, the EM algorithm was restarted several times, keeping the best solution found among the different trials. The limit of log-likelihood convergence was set to 10e −3 and the largest posterior probability was used to determine the class for each individual example.
The analysis of the experts' annotations, described in our previous work , revealed that the best model fitting the data (clinical evaluations) consists of four latent classes: (1) Normal, (2) Normal/Suspicious, (3) Suspicious/Pathological and (4) Pathological. However in the obstetricians' community the three class convention has been established: (1) Normal, (2) Suspicious, and (3) Pathological; therefore in this work we are testing both the four class and the classical three class formulation.
Synthetic minority oversampling technique
In our preliminary experiments for the four class model, it was observed that because of the small number of pathological cases it was almost impossible to build a reliable classifier. This is a classical problem of machine learning methods when dealing with real life problems and many approaches have been proposed to overcome this situation. In this work, we adopt the synthetic minority oversampling technique (SMOTE) procedure (Chawla et al 2002) . This procedure creates synthetic instances for the minority class. The algorithm for creating a new instance of the minority class introduces a synthetic example along any/all of the lines joining that particular instance with its k nearest neighbors that belong to the minority class. Therefore during the training process and only for the four class model we integrate this procedure (SMOTE) (Chawla et al 2002) with a fixed value of the oversampling factor equal to three (300%), which makes the size of the pathological class comparable to the other three classes.
Classification
The diagnosis part of a system relying on FHR interpretation is usually performed using a conventional classification approach, either binary-for example for systems that aim to predict whether the pH value is above a pre-specified threshold (i.e. pH > 7.05)-or multiclass, as in the case where experts annotate the FHR using the usual three label approach (Normal, Suspicious, and Pathological). However FHR classes are not just nominal variables, but have a natural ordering which implies the severity of the underlying situation. In other words, a pathological case is more severe than a suspicious one, which in turn is more severe, compared to a normal case. By a slight abuse of notation the previous statement can be written as Pathological > Suspicious > Normal (in terms of severity). An ordinal classification scheme, taking advantage of class severity, is tested along with a standard multiclass classification procedure. Both ordinal and conventional approaches are tested within three and four latent class scenarios.
In line with our previous work (Spilka et al 2014c) the ordinal classification approach, proposed in Frank and Hall (2001) , is chosen since it only requires the preprocessing of the involved dataset without any change of the learning algorithm with the only provision that the learned model can produce a probabilistic output (a-posteriori estimates). The method transforms the original C class ordinal problem into C − 1 binary class problems. For illustrative purposes, figure 2 presents the integrated procedure for the four class problem. From the original dataset three new datasets with binary labels are created. In the first one, the Normal class is placed against the remaining three classes that represent the 'Target' output. In the second one, the Normal and Normal/Suspicious classes are put together against the combined class of Suspicious/Pathological and Pathological cases, which now form the 'Target' class and finally in the third dataset the Pathological class, which is named the 'Target' class, is placed against the other three classes. The prediction of the probabilities of a new instance/case x belonging to one of the C original classes relies on the probabilities produced by each one of the C − 1 models that are built using the respective data set. For example, for the four class problem of FHR classification, the probabilities would be:
Obviously the new case is assigned to the class with the highest posterior probability. For this study two of the most popular predictive models for medical applications are used, both directly for classification and as part of the ordinal classification scheme.
2.6.1. Logistic regression. Logistic regression (LR) is a popular method for classification especially in biomedicine (Buller et al 2008) . In LR the posterior probabilities of C classes are given using linear functions for x while at the same time they sum to one and lie in the interval [0, 1] (Hastie et al 2009) . For C classes and given an input vector x the model has the form:
which can easily be shown to correspond to the following probability estimates: 
C4.5 decision tree.
Among the various tree-building algorithms one of the most popular and extensively applied is the C4.5 algorithm (Quinlan 1993 , Del Rosario et al 2014 . This algorithm is a new and improved version of the ID3 algorithm (Quinlan 1986 ). The C4.5 algorithm builds the decision tree (DT) based on a divide and conquer strategy. During the training phase each node of the tree is assigned a number of samples which are weighted to take into account unknown attribute values. Suppose that the samples associated at the node t are denoted as V and the weighted frequency of cases in V whose class is i, ∈ i C [1, .., ] is denoted as that i V freq( , ). If V contains cases belonging to two or more classes then the information gain must be computed for each attribute:
is the set of the splitting produced by the test on the selected attribute and s is the number of splitting of node t. Finally we compute the entropy info(V) of the set V:
If V i is not empty, the divide and conquer approach consists of recursively applying the same operations on the set consisting of V i plus those cases in V with unknown value of the selected attribute. The estimation of the probability of a test instance x belonging to class C is implemented using simple voting at the leaf, where x falls into:
where k is the number of training instances in the leaf node that x falls into, C i is the class of the ith training instance and δ C C
i is a binary function:
Results
Data set
All experiments are carried out using the open-access CTU-UHB database . The database consists of 552 records acquired using STAN and Avalon devices between 2009 and 2012 at the obstetrics ward of the University Hospital in Brno, Czech Republic. The majority of the recordings were acquired using an ultrasound probe (412 records), and all recordings were regularly sampled at 4Hz. A detailed description of the CTU-UHB is provided in . In this work the features are systematically extracted on 30 min long FHR signals at the end of the first stage of labor.
Experimental procedure
The experimental procedure consists of two basic experimental setups: the first with the three class labeling and the second with the four class labeling. In both cases several different classification schemes are tested: (i) filter-ranking followed by subset selection and conventional multiclass classification using LR, (ii) filter-ranking followed by subset selection and ordinal classification using LR, (iii) filter-ranking for feature exclusion and conventional multiclass classification using C4.5 and (iv) filter-ranking for feature exclusion and ordinal multiclass classification using C4.5. All methods except the C4.5 algorithm are developed in Matlab. For the C4.5 algorithm its WEKA (Hall et al 2009) implementation is interfaced with Matlab. In order to test each one of the aforementioned approaches 10-fold stratified cross validation (cv) is applied (Witten and Frank 2005) repeated 30 times (30 × 10 CV). For tuning the various parameters of the classification algorithms during each fold the training samples are employed in an internal nine-fold CV for assessing the performance of the related algorithms. Due to the class imbalance the average of individual recalls and the cubic/fourth root mean are used instead of the classical accuracy. The performance measures are better explained through the following confusion matrix (cf. table 2), where M i,j denotes the number of cases that belong to class i and are classified by the learning algorithm as belonging to class j.
The (individual) recall for class i as well as its precision are given by the following equations:
The average recall, the cubic mean and the overall accuracy are given as: 
Confusion matrix Predicted class
Class1
Class2 Class3
True class Class1
The parameters that are tuned during the 'internal' CV procedure can be divided into two groups:
(a) For the approaches that involve the LR as the classification algorithm:
1. Number of features selected, 2. Value of the weight factor w 1 appearing in equations (4) and (5) (where w 2 = 1 -w 1 ).
(b) For the approaches that involve the C4.5 as the classification algorithm:
1. Minimum cases (M) for the leaf and 2. Pruning confidence level (CF) (Quinlan 1993, Lin and Chen 2012) .
All the aforementioned parameters are selected through a grid search. The whole procedure is depicted in figure 3 .
The LCA modeling was used with either three or four latent classes to determine the class labels used further for learning. The LCA model is estimated with the EM algorithm with limit of convergence set to 10e −3 . The convergence of the model from the point of view of clinicians is presented in figure 4 . In this figure, S acc represents the accuracy of classification of each clinician with respect to the current estimate of latent class. Having a confusion table for each clinician (similar to table 2) the accuracy is equal to the summation of diagonal elements with subtraction of off-diagonal elements divided by N and C. Accuracy thus belongs to interval [−1, 1] , where the best score equals to 1 and the worst to −1. Figure 4 shows progression of S acc with respect to iterations of the EM algorithm (clinicians are numbered from 1 to 9). The model is initialized with majority voting (0th iteration, equal weights) and then with increasing iterations rapidly reweights contribution of each clinician. Figure 4 clearly shows the different groups of clinicians: 4 and 5 are considered as the best while 3 and 6 as the worst. Hence the clinicians 3 and 6 are not contributing to the estimated class labels. The other clinicians are essentially in the middle of these two extrema. Interestingly, the same order holds for the majority voting (equal weight of all clinicians in the 0th iteration) though with much lower likelihood of the model. This, in particular, reveals advantages the LCA model, where possible noisy (outlying) annotations are not considered.
Results and discussion
The classification performance for the three and four class problems is summarized in tables 3 and 4 respectively and it is further depicted using boxplots in figures 5 and 6 (all confusion matrices are presented in the Appendix, tables A1-A16). For the best classifiers, the complete confusion matrices are presented in the appendix. Table 3 shows that for the three class problem the results are promising. Taking into account the difficulty of the specific problem the overall accuracy of acc = ~66% constitutes a much better classification compared to acc = 43.66% of the 'base classifier' (the classifier that assigns everything to the majority class (Provost and Fawcett 2013) or to a random classifier (classifier assigning randomly labels based on their a priori probability), acc = 35.18%.
For the four class problem there is a drop in absolute performance compared to the three class case. However this drop is mainly due to the confusion between two out of four classes, namely the Normal/Suspicious and Suspicious/Pathological. These classes form the middle ground between normal and pathological and therefore such a difficulty in distinguishing between them could be expected. On the other hand as can be seen from the confusion matrices in the appendix section very few pathological cases are classified as normal and vice versa. The separation of pathological and normal cases is also clearly visible at scatter plot in figure 7 , where the data set of the 20 top ranked features is projected into 2D space (w 1 = 0.8 and w 2 = 1 − 0.8 = 0.2). This projection is performed for the case of three and four classes using multidimensional scaling (MDS) (Borg and Groenen 2005) . Moreover for the 'base classifier' the Table 3 . Performance measures for the three classes: individual recall and precision for each class (N: Normal, S: Suspicious and P: Pathological), average recall, the cubic mean of the recalls and the overall accuracy for the two classifiers (LR and C4.5) under the two classification schemes (ordinal and regular/conventional) and the two performance criteria employed during the tuning process (c-mean and average recall). c-mean Acc. The best value for each performance measure is denoted in bold. The best value for each performance measure is denoted in bold.
average overall accuracy would be 36.23% while for the random classifier it would be 29.26% which is much worse compared to the performance achieved by the proposed schemes.
Regarding the ordinal classification scheme; the results indicate that there is a slight increase in performance. Considering the two classification methods the LR approach is consistently better than the C4.5. By looking at figure 7, and even though in higher dimensions the situation might be a bit different, the 'optimal' separation lines seem not to be parallel to the axes making it more difficult for the C4.5 to create a boundary that follows them. Nevertheless the formation of boundaries that are not following the orientation of the axes could be achieved using other tree based classifiers, such as the random forests paradigm (Ellis et al 2014) at the expense of increasing the tuning complexity and training time.
The scatter plots in figure 7 depict an inherent limitation of all the FHR based classification methods; FHR can provide some information regarding fetal wellbeing-as it is deduced by comparing the achieved performances with the classification schemes that do not rely on FHR as an input ('base classifier' and random classification)-but the information is not enough to create a significantly more accurate system. This seems to be also the case for systems that rely on classes assigned based on pH values.
There exist several possible ways that could potentially improve the classification performance and thus system reliability. First, even though a comprehensive set of features is used, there certainly exist other informative features that might be considered such as those based on phase-rectified signal (PRSA) averaging that measures the accelerative and decelerative capacity of FHR, other features coming from the analysis of the variability of FHR (Frasch et al 2014) , or new, theoretically well-grounded, features based on scattering transform . Promising results were published for the PRSA (Xu 2014) ; for the latter group their validity must be verified for FHR acquired by ultrasound devices. Second, as was proved in our previous work , a large number of clinicians is required to obtain reliable FHR annotations. Even with the use of re-weighting scheme and a large pool of clinicians, some of the records are still near a class boundary (similar probabilities of latent classes). The solution is to either investigate the reason for similar probabilities of latent classes or to involve more clinicians for the annotations in a hope to move these records from the class boundary. Third, a possible solution to extend and robustify classification is the inclusion of fetal outcomes measures, such as umbilical artery pH and/or Apgar score and possibly their combination as was already interestingly investigated (Bernardes et al 1998 , Costa et al 2010 . Fourth, the use of other classifiers might lead to a better performance. Interesting results have already been published (Ocak 2013 , Frasch et al 2014 , Xu et al 2014 though direct comparison to these works is hardly possible since the majority use different databases. For the work of Ocak (2013) (2013) are very promising but the cases for which the three experts failed to reach a unanimous decision (probably the most difficult ones) were excluded while the suspicious class was not considered, leading to a two class problem. In Xu et al (2014) and Frasch et al (2014) the data involved are proprietary while the evaluation is based on umbilical cord pH. A step towards a comparative database is the inclusion of the clinical annotations to the open-access CTU-UHB database 6 .
Conclusions
This work presents an integrated approach to the difficult task of FHR classification and evaluation. The labels for the classification are based on weighted voting of clinical annotations, where the weights are estimated using a latent class model with three or four latent classes. The results suggest that even though the four class model is more appropriate for describing the 'true' underlying classes, its effectiveness is somehow compromised, compared to the three class formulation, by the increase of the dimensionality of the output stage. On the other hand, the four class model seems to increase the 'distance' between the Normal and Pathological cases (far fewer cases are 'confused' between these two classes for the four class model in comparison to the three class model as can be observed from the confusion matrices in the appendix). This comes at the expense of creating a 'gray' area between Normal/ Suspicious and Suspicious/Normal classes. The approach proposed in this work is able to clearly discriminate between Normal and Pathological cases leaving the Suspicious or Normal/Suspicious and Suspicious/Pathological for further evaluation taking into consideration other medical findings.
The use of the ordinal classifier provides slightly better classification performance than the classical multiclass approach without however major differences. Also the LR outperforms the very popular C4.5 classifier in almost all tested scenarios.
In our future work we plan to test a natural extension of this work by using the logistic link directly in the equation (11) instead of mixture proportion (p c ). This would result in the so called one-step approach when class labels and a logistic classifier are estimated simultaneously. Last but not least it should be noted that the potential development of a diagnostic tool should be tested/validated using randomized control trials before its inclusion in everyday practice. 
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