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Summary
Microgrids are key components of future smart power grids, which integrate
distributed renewable energy generators to eﬃciently serve the load demand locally.
However, random and intermittent characteristics of renewable energy generations
may hinder the reliable operation of microgrids. This thesis is thus devoted
to investigating new strategies for microgrids to optimally manage their energy
consumption, energy storage system (ESS) and cooperation in real time to achieve
the reliable and cost-eﬀective operation.
This thesis starts with a single microgrid system. The optimal energy scheduling
and ESS management policy is derived to minimize the energy cost of the microgrid
resulting from drawing conventional energy from the main grid under both the
oﬀ-line and online setups, where the renewable energy generation/load demand are
assumed to be non-causally known and causally known at the microgrid, respectively.
The proposed online algorithm is designed based on the optimal oﬀ-line solution
and works under arbitrary (even unknown) realizations of future renewable energy
generation/load demand. Therefore, it is more practically applicable as compared
to solutions based on conventional techniques such as dynamic programming and
stochastic programming that require the prior knowledge of renewable energy
generation and load demand realizations/distributions.
Next, for a group of microgrids that cooperate in energy management, we
study eﬃcient methods for sharing energy among them for both fully and partially
cooperative scenarios, where microgrids are of common interests and self-interested,
iii
Summary
respectively. For the fully cooperative energy management, the oﬀ-line optimization
problem is ﬁrst formulated and optimally solved, where a distributed algorithm
is proposed to minimize the total (sum) energy cost of microgrids. Inspired by
the results obtained from the oﬀ-line optimization, eﬃcient online algorithms are
proposed for the real-time energy management, which are of low complexity and
work given arbitrary realizations of renewable energy generation/load demand.
On the other hand, for self-interested microgrids, the partially cooperative energy
management is formulated and a distributed algorithm is proposed to optimize
the energy cooperation such that energy costs of individual microgrids reduce
simultaneously over the case without energy cooperation while limited information
is shared among the microgrids and the central controller.
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In this thesis, scalars are denoted by regular-face letters, vectors are denoted
by bold-face lower-case letters, and matrices are denoted by bold-face upper-case
letters. In addition, we deﬁne the following symbols:
A\B Set {x|x ∈ A and x /∈ B}
|A| Cardinality of Set A
1{·} Indicator Function
x ≥ y Vector x is Greater than or Equal to Vector y in a Component-
Wise Manner
xT Transpose of Vector x
0 All-Zero Vector with Appropriate Size





Smart grid is an electric power system comprised of intelligent nodes that
autonomously operate, communicate, and interact so as to eﬃciently deliver
power from generation units to the demand-side users. With the information
harvested from distributed smart meters and sensors in a smart grid and by
adopting advanced techniques from power systems, control, communications, signal
processing, networking, etc., the reliability, stability, and eﬃciency of the power
system can be improved considerably [1]. An illustration of smart grid system
is depicted in Fig. 1.1, which consists of renewable energy generators, smart
appliances, electric vehicles (EVs), etc.
Recently, the fast-growing electric energy consumption has become a serious
concern for existing power systems in the world. According to the study reported
by the U.S. Energy Information Administration (EIA), the worldwide energy
consumption will grow by 56% from 2010 to 2040 [2]. Integrating distributed
renewable energy generators, such as wind farms and solar panels, into the power grid
is an environmentally and economically viable solution to the increasing demand.
This solution can reduce both the carbon dioxide emissions of conventional fossil fuel






























































Figure 1.1: An illustration of smart grid system.
plants to far apart loads. With the technology advances in bidirectional power
ﬂow and distributed monitoring and control in smart grids, integrating distributed
renewable energy generators becomes more practically feasible. As an example,
Germany targets a 25–30% share of renewable energy generation by 2020, and 50%
by 2030 [3]. Similarly, in the U.S., the state of California has set a target of 33% of
the retail load to be supplied from renewable energy generations by 2020 [4, 5].
The massive integration of renewable energy generators complicates the control
and management of power systems signiﬁcantly. To alleviate this issue, the concept
ofmicrogrid, i.e., a small-scale power system, which comprises of networked groups of
renewable energy generators, distributed loads and energy storage system (ESS), has
emerged as a new promising solution [6,7]. In practice, microgrids can operate either
with connection to the main grid, which is a group of conventional power plants














































Figure 1.2: An illustration of smart grid system connected with distributed
microgrids.
by an independent system operator, or operate independently in an islanded mode,
depending on their renewable generation capacity and load demand [8, 9].
1.2 Microgrid
As discussed above, with the microgrid, the integration of renewable energy
generators is feasible and users’ energy demand can be supplied locally in a small
geographical area more cost-eﬀectively. A power system with distributed microgrids
is shown in Fig. 1.2, where microgrids can exchange energy with each other and/or
the main grid under the supervision of the system operator. Particularly, the system
operator ensures that the practical constraints of the power system, e.g., the nodal
voltages as well as transmission line capacity constraints, are always satisﬁed.
The random and intermittent characteristics of practical renewable energy
3
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generations coupled with the uncertainty in load demand bring new challenges to
the reliable and stable operation of microgrids. For example, the mismatch between
renewable energy generation and load demand can result in demand outage (in the
case of insuﬃcient renewable energy generation) or energy waste (in the opposite case
of excessive renewable energy generation). To address this issue, various methods
have been investigated in the literature. For instance, microgrids can be always
connected to the main grid to obtain conventional energy in the case of energy
deﬁcit [10]. This approach is not environmentally friendly and may lead to high
energy cost for microgrids, since any energy deﬁcit needs to be compensated through
drawing conventional energy from the main grid even when electricity prices oﬀered
by the main grid are high. On the other hand, ESSs such as rechargeable batteries,
pumped hydro generators, fuel cells, supercapacitors, etc. [11,12] can be deployed in
conjunction with renewable energy generators to store the surplus energy and supply
energy upon energy deﬁcit and/or when electricity prices oﬀered by the main grid
are high [13]. However, relying solely on ESSs is not a viable solution due to their
limited capacities, high maintenance costs, and losses during charging/discharging
processes [14].
With the advances in smart grid technologies, energy cooperation among
neighboring microgrids has been introduced as a promising alternative solution to
achieve reliable and cost-eﬀective operation of microgrids [82]. To see the potential
beneﬁts of energy cooperation between two microgrids, consider that one or more of
the following scenarios occur in practice: one microgrid supporting a commercial
area has a very diﬀerent demand over time from that of the other microgrid
supporting a residential area (i.e., load diversity) [93]; high cloud coverage results
in low level of solar energy generation in one microgrid, while the other microgrid
generates high level of solar energy due to its diﬀerent location with ample sunlight
(i.e., geographical generation diversity); one microgrid with high integration of wind
4
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Figure 1.3: Data from Belgium power grid [16]: (a) Aggregate solar energy
generation, (b) Aggregate wind energy generation.
energy generation and the other with high integration of solar energy generation
have diﬀerent energy generation amounts over time (i.e., renewable energy source
diversity). As an example for the last scenario, i.e., renewable energy source
diversity, consider a system with two microgrids, one with high integration of
wind energy generators, while the other one with high integration of solar energy
generators. For the purpose of exposition, we show the aggregate wind versus solar
energy generation, from 0:00, 12 April 2015 to 0:00, 16 April 2015 in Belgium [16],
in Fig. 1.3, and assume that they are the generated renewable energy proﬁles
for the two microgrids, respectively. It is observed that the two energy proﬁles
are drastically diﬀerent and in some periods of time, wind energy generation is
signiﬁcant, while the solar energy generation is negligible, or vice versa. In this
case, depending on the amount of load demand in each of the two microgrids,
part of the generated renewable energy at one microgrid with energy surplus can
be transferred to the other microgrid with energy deﬁcit, by utilizing the smart
5
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grid infrastructure that supports two-way energy ﬂow to/from each microgrid. As
a result, the total amount of conventional energy required to be purchased from
the main grid is reduced. Furthermore, since the distance between neighboring
microgrids in the distribution network is practically smaller than that between
microgrids and distributors in the main grid, the overall transmission loss is also
reduced. Last but not least, the energy cooperation can potentially reduce the need
for large-size ESS at each microgrid, which is practically costly.
In practice, the amount of energy exchanged between cooperative microgrids,
that drawn from the main grid by each microgrid, and that charged/discharged
to/from ESS of each microgrid needs to be jointly designed to achieve speciﬁc goals
such as minimizing the energy cost of purchasing conventional energy from the main
grid, minimizing the cost of ESSs, etc. This problem is termed energy management
for microgrids in this thesis, which is devoted to studying the energy management
problem for microgrids equipped with renewable energy generators and ESSs, and
devising eﬃcient energy cooperation schemes for distributed microgrids.
1.3 Motivation
In this section, we present the key challenges in microgrids’ energy management,
namely “energy management under uncertainties” and “energy cooperation with
practical considerations”, as discussed in the following.
1.3.1 Energy Management under Uncertainties
Consider a group of microgrids that are connected to each other. Under the
ideal case that the renewable energy generation and load demand proﬁles of all
microgrids can be accurately predicted and are known ahead of time, the “oﬀ-line”
energy management problem can be formulated and optimally solved, from which
6
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the energy exchanged among the microgrids, that drawn from the main grid by
each microgrid, and that charged/discharged to/from the ESS of each microgrid
are obtained for a given scheduling horizon. The optimization objective can be
minimizing the cost of purchasing conventional energy from the main grid [17],
minimizing the cost of deploying ESSs [18], etc. The energy management problem
is generally formulated as an optimization problem, which is solved using available
optimization techniques such as convex optimization. In order to achieve distributed
implementation, distributed optimization methods such as the dual decomposition
[90] and alternating direction method of multipliers (ADMM) [92] can be applied.
However, to our best knowledge, distributed optimization for cooperative energy
management in microgrids has not been rigorously studied before.
In practice, the renewable energy generation/load demand are not perfectly
predictable and prediction errors always exist, e.g., the error resulting from the
solar energy prediction in Denver, U.S., ranges from 28% to 43%, depending on the
method used and the time scale considered for the prediction [19, 20]. Therefore,
although the past and current realizations of renewable energy generation/load
demand are perfectly known to microgrids, their future realizations can only be
predicted with ﬁnite errors in practice. As a result, “online” algorithms need to
be designed for real-time energy management of microgrids. It is worth noting
that for the microgrids’ online energy management problem, prior works have
mainly adopted techniques from stochastic programming, e.g., [21–28], or dynamic
programming, e.g., [29–31], by assuming that the renewable energy generation/load
demand follows a certain stationary process with a known distribution, which may
not be practically valid. Moreover, due to the curse of dimensionality problem,
the obtained solutions by dynamic/stochastic programming have an exponentially
growing complexity with the number of decision variables in general. Hence, it
is essential to devise online algorithms of low-complexity for microgrids’ energy
7
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management that can be implemented in real time under the practical setup of
arbitrary realizations of renewable energy generation/load demand, and yet perform
fairly close to the optimal performance obtained from oﬀ-line algorithms. To our
best knowledge, this problem still remains open in the literature.
1.3.2 Energy Cooperation with Practical Considerations
Energy cooperation is an appealing method to achieve reliable and cost-eﬀective
operation of microgrids. However, in practice, microgrids may belong to the same
operator or diﬀerent operators with common interests or individually owned by
diﬀerent self-interested operators. Such practical considerations can have important
eﬀects on the design of optimal energy cooperation strategies for microgrids in
practical systems.
If microgrids belong to the same entities or diﬀerent entities with common
interests, they share all their information with the energy cooperation coordinator,
termed central controller. Under this setup, the central controller jointly optimizes
the energy exchanged among the microgrids, that drawn from the main grid by
each microgrid, and that charged/discharged to/from the ESS of each microgrid,
to achieve a certain common goal in microgrids, e.g., minimizing their total energy
cost subject to the load constraints of each individual microgrid. Since the surplus
energy in a microgrid can be either stored in its ESS or be transferred to other
microgrids with energy deﬁcit, it is important to jointly investigate microgrids’
energy cooperation and management of ESSs for the total energy cost minimization,
by considering practical constraints in the system, e.g., transmission line eﬃciency,
ESS capacity, etc.
On the other hand, if microgrids belong to diﬀerent entities that are
self-interested, they may share only limited information with the central controller
due to practical considerations such as privacy and cost. In order to motivate
8
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self-interested microgrids to implement energy cooperation with each other, they
need to share the gains in energy cost reduction as compared to the case without
energy cooperation. Hence, the energy cooperation optimization in this case is more
challenging compared to the case with microgrids of common interests.
1.4 Organization of the Thesis
Motivated by the above discussions, in this thesis we focus our studies on
new eﬃcient algorithms to solve both the oﬀ-line and online energy management
problems for storage-capable microgrids with renewable energy integration. For
a simpliﬁed two-microgrid system, we optimize the energy cooperation under two
diﬀerent scenarios, where the two microgrids have common or diﬀerent objectives,
respectively.
Chapter 2 studies the energy management problem for a single microgrid
system that constitutes a renewable generation system and an ESS. The goal
is to minimize the total energy cost of purchasing conventional energy from the
main grid subject to practical load and ESS constraints. First, the optimal
oﬀ-line solution is derived in closed form. Next, inspired by the optimal oﬀ-line
solution, a sliding-window based online algorithm is proposed for the real-time
energy management under the practical setup of noisy predicted net energy proﬁle
with arbitrary errors. The performance of our proposed online algorithm is evaluated
along with other heuristically designed online algorithms and dynamic programming,
based on the real wind generation data of the Ireland power system [32]. Moreover,
we provide simulation results to evaluate the performance of our online algorithm in a
practical microgrid system with various diﬀerent types of residential and commercial
loads, intermittent renewable energy generation including both wind and solar,
time-variant electricity prices, as well as multiple distributed ESSs.
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Chapter 3 studies the fully cooperative energy management problem for two
microgrids of common interests, which are jointly controlled by a central controller.
First, a distributed algorithm is proposed for deriving the optimal oﬀ-line energy
management solution. Next, impacts of microgrids’ energy cooperation and their
ESSs on the total energy cost saving are investigated through simulations based on
the real wind generation data of Tuscon power system [33]. Online algorithms for
the real-time energy management of microgrids are proposed and their performances
are evaluated via simulations. Finally, we provide discussions and simulation results
on extending our proposed online algorithms to the general case of more than two
microgrids using a clustering approach.
Chapter 4 studies the partially cooperative energy management problem for
two self-interested microgrids. An iterative algorithm for the energy management
of the two-microgrid system is proposed, which minimizes the energy costs of
both microgrids at the same time, with only limited information sharing between
microgrids and the central controller. The performance of our proposed distributed
algorithm is evaluated via simulations using the real wind generation data of Tucson
power system [33].
Finally, Chapter 5 concludes this thesis and discusses the future work.
1.5 Main Contributions of the Thesis
In this section, we summarize the main contributions of this thesis in three
diﬀerent aspects: “oﬀ-line energy management for microgrids”, “online energy
management for microgrids”, and “fully cooperative versus partially cooperative
energy management”, as discussed in the following.
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1.5.1 Oﬀ-line Energy Management for Microgrids
Under the ideal case that the renewable energy generation and load demand
are perfectly known ahead of time, we formulate and solve the oﬀ-line energy
management problem to obtain the performance upper bound. The objective is
to minimize the cost of drawing energy from the main grid subject to the ESS, load,
and transmission line constraints.
In Chapter 2, we minimize the total energy cost, modeled as sum of time-varying
strictly convex functions, of the conventional energy drawn from the main grid
subject to the ESS and load constraints for a single microgrid system. In order to
draw insights from the optimal solution, we use the Lagrange duality method and
obtain an optimal solution to the oﬀ-line optimization problem in closed form.
In Chapters 3 and 4, we consider a more general case of two microgrids that have
energy cooperation via the transmission line connecting them. In Chapter 3, using
the dual decomposition technique, we propose a distributed algorithm to optimally
solve the oﬀ-line fully cooperative energy management problem assuming that the
two microgrids belong to the same entity and thus fully cooperate to minimize
their total energy cost subject to the ESS, load, and transmission line constraints.
Using the obtained result, we then study impacts of microgrids’ energy cooperation
and their ESSs on reducing the total energy cost via simulations based on the real
wind generation data of Tuscon power system [33]. The results show that although
both energy cooperation and ESSs can be used to save the total energy cost, one
can be more cost-eﬀective than the other depending on the system setup. For
instance, energy cooperation reduces the total energy cost more eﬀectively when
the microgrids’ net energy proﬁles are uncorrelated (e.g., one microgrid with high
integration of wind energy generators and the other with high integration of solar
energy generators). On the other hand, ESSs reduce the total energy cost more
11
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eﬀectively when the net energy proﬁles are correlated and/or the energy loss in the
transmission line between microgrids is high. We also point out that microgrids’
energy cooperation can be used to reduce the need for ESSs of large capacities in
practical system.
In Chapter 4, we study a partially cooperative energy management problem
for two self-interested microgrids, under which the central controller coordinates
the energy exchanged between them based on the limited information provided by
them. To motivate the energy cooperation between the two microgrids, we devise an
iterative algorithm for the central controller to gradually update the energy exchange
between microgrids such that their energy costs both reduce simultaneously as
compared to the case without energy cooperation, i.e., they operate independently
without energy exchange. To provide performance benchmark, we compare the
performance of the proposed algorithm under partially cooperative versus fully
cooperative energy management via simulations based on the data from Tuscon
power system [33].
1.5.2 Online Energy Management for Microgrids
Due to the randomness of renewable energy generation/load demand, we study
the online optimization for the real-time energy management in microgrids. We
propose new online energy management algorithms for microgrids based on the
optimal solutions derived from the oﬀ-line optimization. These algorithms work
under any arbitrary realizations of renewable energy generation and load demand
over time.
In Chapter 2, we propose a new online algorithm for a single microgrid system,
by combining the optimal oﬀ-line solution with a sliding-window based sequential
optimization, which works under arbitrary errors of the predicted net energy proﬁle.
We conduct extensive simulations based on the real wind generation data of the
12
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Ireland power system [32] to evaluate the performance of our proposed algorithm.
It is shown that our proposed sliding-window based online algorithm outperforms
three heuristically designed online algorithms: the threshold based online algorithm,
the myopic online algorithm, and the energy halving online algorithm. We also
investigate the eﬀect of the window size on the performance of our proposed
algorithm. Moreover, under the special case where the energy prediction errors
are modeled as a stochastic process with a known distribution, it is shown that our
proposed online algorithm achieves a performance very close to that achieved by the
optimal dynamic programming based solution in this case.
In Chapter 3, based on the results obtained from the oﬀ-line optimization of fully
cooperative energy management in the two-microgrid system, we propose new online
algorithms for real-time energy management, namely, store-then-cooperate and
cooperate-then-store. Our proposed online algorithms i) achieve close-to-optimal
performance as compared to the oﬀ-line optimization, ii) have lower complexity
than the stochastic gradient based methods in, e.g., [34, 35], and iii) are valid
under arbitrary realizations of net energy proﬁles. Extensive simulation results are
provided to evaluate the performances of the proposed algorithms, using real wind
generation data of Tuscon power system [33].
1.5.3 Fully Cooperative versus Partially Cooperative
Energy Management
Consider a system of distributed microgrids that can exchange energy via the
transmission lines between them. We aim to characterize the fundamental gains of
fully versus partially cooperative energy management for the two-microgrid system.
In Chapter 4, we compare the performances of the fully cooperative versus
partially cooperative systems, as well as the case without energy cooperation. It
13
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is shown that the total energy cost of microgrids under fully cooperative energy
management is the lowest, since both microgrids share their information completely
with the central controller. The results also show that with only limited information
sharing, the total energy cost of two self-interested microgrids can be not only
reduced signiﬁcantly as compared to the case of no energy cooperation, but also made
very close to the lowest cost achieved by the fully cooperative energy management.
Moreover, we show that for microgrids with large ESS capacities, the energy cost
reduction by the fully cooperative or partially cooperative energy management is
almost the same, which is due to the fact that each microgrid can rely on its ESS
to deal with renewable energy/load demand variations in time and the eﬀectiveness
of energy sharing between microgrids thus diminishes.
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Energy Management for a Single
Microgrid
2.1 Introduction
In this chapter, we study the energy management problem for a single microgrid
system consisting of renewable energy generators, an ESS, and an aggregate load.
We model the renewable energy oﬀset by the load demand over time, termed net
energy proﬁle, to be practically predictable but with ﬁnite prediction errors that can
be arbitrarily distributed. Under this setup, we aim to minimize the total energy
cost, modeled as sum of time-varying strictly convex functions, of the conventional
energy drawn from the main grid over a ﬁnite horizon by jointly optimizing the
energy charged/discharged to/from the ESS and that drawn from the microgrid
over time subject to practical load and ESS constraints.
To solve the formulated problem in real time, we propose a new oﬀ-line
optimization based approach to devise the online algorithm. In this approach, we
ﬁrst assume that the net energy proﬁle is known a priori before the entire horizon
without any error and derive the optimal oﬀ-line energy scheduling solution in closed
form. Next, inspired by the optimal oﬀ-line solution, we propose an online algorithm
for real-time energy management under the practical setup with noisy predicted net
energy proﬁle with arbitrary errors. Speciﬁcally, our proposed online algorithm is
based on combining the optimal oﬀ-line solution with a “sliding-window” based
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sequential optimization.
Finally, we conduct extensive simulations based on the real wind generation
data of the Ireland power system [32] to compare the performance of our proposed
algorithm with three heuristically designed online algorithms: the threshold based
online algorithm, the myopic online algorithm, and the energy halving online
algorithm. Moreover, under the special case where the energy prediction errors
are modeled as a stochastic process with a known distribution, we evaluate the
performance of our proposed sliding-window based online algorithm with that of
the optimal dynamic programming based solution.
2.2 Prior Work
There have been rich prior works that studied the energy management problem
for microgrids. In this section, we only discuss the previous works that studied the
energy management problem for a single microgrid system or multiple microgrids
that operate independently without energy cooperation [17, 23–31, 38–51]. Related
works on the energy management for a group of distributed microgrids with energy
cooperation will be discussed in Chapters 3 and 4.
The prior works [38–44] studied the oﬀ-line energy management problem by
assuming that the generated renewable energy/load demand are either deterministic
or known prior to scheduling. Although [38–44] have provided useful insights into
the problem such as characterizing the cost-eﬀectiveness of the ESS in microgrids’
energy management, the random and intermittent characteristics of renewable
energy generators were not taken into account.
On the other hand, [17, 23–31, 45–51] studied the online energy management
problem under a practical model of stochastic renewable energy generations
and/or load demand. Speciﬁcally, [23–31, 46–48] modeled the renewable energy
16
Chapter 2. Energy Management for a Single Microgrid
generation/load demand as stationary stochastic processes with known probability
distributions, e.g., Weibull and Beta distributions to model wind and solar
energy generations, respectively. Given these models, techniques from stochastic
programming [23–28] or dynamic programming [29–31] were applied to solve the
online energy management problem. An optimal online energy management policy
was proposed in [17], which is designed to work solely based on the current demand,
renewable energy generation/load demand, and ESS information under a simpliﬁed
time-invariant linear energy cost model for the conventional energy generation drawn
from the main grid. A threshold based online algorithm was proposed in [47], which
is shown to be optimal under a simpliﬁed inﬁnite capacity of ESS. Furthermore, [48]
proposed an online algorithm for the inﬁnite time horizon energy management
problem when the renewable energy generation over diﬀerent time slots were
assumed to follow i.i.d. distributions. Last but not least, [49–51] adopted robust
optimization techniques to solve the online energy management problem under the
uncertainty of renewable energy generation, where the exact amount of the energy
generation was assumed to be unknown, but in a given uncertainty set. Although no
speciﬁc assumption on the distribution of the renewable energy generation was made
in [49–51], the problem needs to be solved via oﬀ-line optimization and algorithms
for the real-time implementation were not addressed.
In contrast to the prior studies [17, 23–31, 38–51], the main contribution
of this chapter is to devise a new online algorithm for the real-time energy
management of microgrid, with practical system model, by innovatively combining
the oﬀ-line optimal solution with a sliding-window based sequential optimization,
which practically works well under arbitrary error realizations of the net energy
proﬁle. This is in contrast to the conventional sliding-window (or model predictive
control [52]) based algorithms adopted in [53,54] that use dynamic programming [53]
or robust optimization techniques [54] to solve the optimization problem within each
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window, for which the prediction error of the net energy proﬁle needs to follow a
certain stationary stochastic process or belong to a speciﬁc uncertainty set, while
our proposed online algorithm works with arbitrary prediction error realizations.
2.3 System Model
We consider a power system consisting of one main grid and a single microgrid
(or a group of distributed microgrids operating independently without energy
cooperation with each other). The system model of our interest is thus depicted
in Fig. 2.1. It is shown that the microgrid is connected to the main grid and is
composed of three major elements, i.e., renewable energy generators, an ESS, and
an aggregate load. We ﬁrst have the following assumptions for our considered system
model:
• We consider a time-slotted system with slot index i, i ∈ N = {1, . . . , N},
where N ≥ 1 denotes the total number of slots for energy scheduling.
• For convenience of analysis, we consider a quasi-static time-varying energy
model, in which the energy rate (including the generated renewable energy,
the demand energy, the energy charged/discharged to/from the ESS, or the
energy drawn from the main grid) is constant within each slot, but may change
from one slot to another.
• The duration of each slot is normalized to a unit time unless speciﬁed
otherwise; thus, we can use power and energy interchangeably for a given
slot.
Next, we deﬁne each element of the microgrid system in detail as follows.
1. ESS: We denote the energy charged (discharged) to (from) the ESS in slot
i as Ci ≥ 0 (Di ≥ 0). In practice, there are energy losses during both the
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Figure 2.1: System model for a single microgrid system.
charging and discharging processes, which can be speciﬁed by the charging
and discharging eﬃciency parameters, denoted by 0 < αc < 1 and 0 < αd < 1,
respectively. Then, by denoting the state (stored energy) of the ESS at the
beginning of each time slot i as Si ≥ 0, we obtain the following equations for
modeling the ESS dynamics:
Si+1 = Si + αcCi − 1
αd
Di, ∀i ∈ N . (2.1)
Note that S1 is the initial energy of the ESS at the beginning of slot 1, while
SN+1 is the ﬁnal energy stored at the end of the N -slot scheduling period.
Furthermore, practical ESSs always have ﬁnite capacity and also cannot be
discharged completely; as a result, we denote the ESS capacity as Smax ≥ 0 and
a minimum level of ESS as Smin ≥ 0, to avoid deep discharging. Accordingly,
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we obtain the following constraints for the states of the ESSs:
Smin ≤ Si ≤ Smax, i = 2, · · · , N + 1, (2.2)
where Smin ≤ S1 ≤ Smax is assumed by default. In addition, the ﬁnal state of
the ESS, SN+1, needs to be kept above a given threshold S with Smin ≤ S ≤
Smax, to achieve reliable and eﬃcient energy scheduling for the next N -slot
scheduling period. As a consequence, we have
SN+1 ≥ S. (2.3)
Note that in practice, there are other costs related to the ESS such
as installment cost, operational cost, and degradation cost (due to the
charging/discharging activities that cause ESS to degrade), which should be
taken into account for the long-term battery management. However, these
factors are ignored in this chapter for our investigation of real-time energy
storage scheduling over a relatively short time horizon.
2. Load and Renewable Energy Model: In each time slot i, the demand
energy in the microgrid is denoted as DEi ≥ 0, while the generated renewable
energy is given by REi ≥ 0. For convenience, we deﬁne the net energy proﬁle
over time as Δi = REi −DEi, ∀i ∈ N , which speciﬁes the mismatch between
the renewable energy supply and demand in each time slot i. Note that Δi
can be zero, positive (representing a supply surplus) or negative (representing
a supply deﬁcit). We assume that both REi’s and DEi’s are predictable in
general but with ﬁnite prediction errors, due to their randomness in practice.
Suppose that the predictable demand and renewable energy generation values
are denoted as DEi and REi, respectively, in time slot i. We then have
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DEi = DEi + δDE,i and REi = REi + δRE,i, where δDE,i and δRE,i denote the
prediction errors for the demand and renewable energy generation in slot i,
respectively, which can be modeled by arbitrary (deterministic or stochastic)
sequences over i, i ∈ N . Hence, we model the net energy proﬁle for the
microgrid as
Δi = Δi + δi, ∀i ∈ N , (2.4)
where Δi = REi −DEi and δi = δRE,i − δDE,i. Under this model, we further
assume that at any slot i ∈ N , the exact net energy proﬁle over time k ≤ i,
i.e., Δ1, · · · ,Δi, as well as the predictable net energy proﬁle for time k > i, i.e.,
Δi+1, · · · ,ΔN , are perfectly known to the microgrid, whereas the prediction
errors for time k > i, i.e., δi+1, · · · , δN , are unknown.
We assume that the microgrid should always meet the load demand by
discharging from its ESS and/or drawing energy from the main grid. Let
the energy drawn from the main grid in time slot i be denoted by Gi ≥ 0. We
then have the following energy neutralization constraints over time as
Gi +Δi − Ci +Di ≥ 0, ∀i ∈ N . (2.5)
Note that in case of energy surplus Δi > 0, part of the energy may be curtailed
due to the limited capacity of ESS. In this case, (2.5) needs to hold with a
strict inequality.
3. Conventional Generation Cost: In this chapter, we focus on the cost of
the conventional energy drawn from the main grid by ignoring other costs
such as the operational cost of ESS in microgrid, etc. We consider a general
time-varying cost model for conventional energy generation and speciﬁcally
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model the energy costs over time by a sequence of functions of Gi, denoted
by fi(Gi), ∀i ∈ N , each of which is assumed to be known a priori to the
microgrid1 and have the following properties:
– fi(Gi) is a strictly convex
2 function [55] over Gi ≥ 0;
– fi(Gi) is a strictly positive and monotonically increasing function over
Gi ≥ 0;
– fi(Gi) is continuous and diﬀerentiable over Gi ≥ 0, where Fi(Gi)  f ′i(Gi)




One commonly adopted function of fi(Gi) satisfying all the above properties
is the quadratic function that is used to model the energy cost of thermal
generators [56] and is given as
fi(Gi) = aiG
2
i + biGi + ci, (2.6)
where ai > 0, bi ≥ 0, and ci ≥ 0 are given cost coeﬃcients for time slot i; in







With the models in the previous section, we now proceed to optimize the
decision variables {Ci, Di, Gi}Ni=1 to minimize the cost of the total energy drawn from
the main grid, i.e.,
∑N
i=1 fi(Gi), while satisfying the given ESS and load constraints.
1We assume that the microgrid and the main grid belong to the same operator with the common
objective to minimize the cost of energy delivered to microgrid users. In this case, the main grid
informs the microgrid the cost function fi(Gi)’s through a communication link connecting them.
2Here a function f(·) is called strictly convex if for any x, y ≥ 0, x = y, and 0 < θ < 1, we have
f(θx+ (1− θ)y) < θf(x) + (1− θ)f(y) [55].
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s.t. (2.1), (2.2), (2.3), (2.5)
Ci ≥ 0, Di ≥ 0, Gi ≥ 0, ∀i ∈ N .
Due to the unknown prediction error δk’s in (2.4) at each slot i with k > i, (P1)
is in general a challenging problem to solve. One commonly used method to solve
problems of similar structure to (P1), is via the technique of dynamic programming,
which provides the optimal online solution if δi’s are modeled as a stochastic
process with known distribution (e.g., a stationary or cyclostationary stochastic
process). However, due to the notorious “curse of dimensionality” problem, the
optimal solution by dynamic programming in general has an exponentially growing
complexity with the number of decision variables as N → ∞. Furthermore, in
practical systems, the renewable energy generated and/or the load demand cannot
be exactly modeled by stationary or cyclostationary processes; as a result, it may
not be practically valid to model δi’s as such a process with known distributions.
Above discussions motivate our work to propose an alternative optimization
approach for solving (P1) online or in real time. First, we derive the optimal oﬀ-line
solution of (P1), by assuming that the net energy proﬁle {Δ1, . . . ,ΔN} is perfectly
known ahead of time with no prediction errors, i.e., δi = 0, ∀i ∈ N , in (2.4). We
then propose an eﬃcient algorithm to solve (P1) in the oﬀ-line case by applying
techniques from convex optimization. Next, based on the developed oﬀ-line solution
of (P1), we further propose an online algorithm for real-time energy management
of the microgrid system under the practical setup with noisy predicted net energy
proﬁle, uniquely exists subject to arbitrary error sequence of δi’s. Note that as a
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by-product, the oﬀ-line optimization always provides a performance upper bound
(or a lower bound on the objective value of (P1)) for any online algorithms under
the same net energy proﬁle realization Δi’s.
2.5 Oﬀ-line Algorithm
In this section, we consider the oﬀ-line optimization of (P1) by assuming that
the net energy proﬁle {Δ1, . . . ,ΔN} are known to the microgrid at the beginning of






























Dk ≥ S, (2.9)
Gi +Δi +Di ≥ Ci, ∀i ∈ N (2.10)
Ci ≥ 0, Di ≥ 0, Gi ≥ 0, ∀i ∈ N . (2.11)
Note that (P1) always has a feasible solution if we draw suﬃciently large energy
from the main grid, e.g., by choosing Ci = Di = 0, and Gi = max(0,−Δi), ∀i ∈ N .
It is easy to verify that (P1) is a convex optimization problem, since the objective
function is convex and all its constraints are aﬃne [55]. Thus, (P1) can be solved
by standard convex optimization techniques such as the interior point method [55].
However, in order to draw more insights from the optimal solution, we apply the
Lagrange duality method to obtain a closed-form optimal solution for (P1). First,
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we derive the dual function of (P1) by minimizing its Lagrangian. Next, we solve
the dual problem to derive the optimal dual variables using the subgradient based
method. Finally, with the optimal dual variables at hand, we obtain the optimal
solution to (P1).
Let the Lagrange dual variables associated with the constraints in (2.7), (2.8)




(νk − νk), ∀i ∈ N . (2.12)
Then, the Lagrangian of (P1) is expressed as




























Accordingly, the dual function of L(·) is given by
g(ω, {νi}, {νi}) = min{Ci,Di,Gi}L(ω, {νi}, {νi}, {Ci}, {Di}, {Gi})
s.t. (2.10), (2.11). (2.14)
Thus the dual problem of (P1) is given by
(D1) : max
ω≥0,{νi≥0},{νi≥0}
g(ω, {νi}, {νi}). (2.15)
Since (P1) is convex and satisﬁes the Slater’s condition [55], strong duality holds
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between (P1) and its dual problem (D1) [55]; as a result, we can solve (P1) optimally
by solving (D1) equivalently. In the following, we ﬁrst obtain g(ω, {νi}, {νi}) with
given ω ≥ 0, νi ≥ 0, and νi ≥ 0, ∀i ∈ N , by solving the minimization problems in
(2.14). We then search over ω, {νi}, and {νi} to maximize g(ω, {νi}, {νi}) as shown
in (2.15).
First, we have the following lemma.
Lemma 2.5.1. In order for g(ω, {νi}, {νi}) to be bounded from below, it must hold
that νi ≥ −ω, ∀i ∈ N .
Proof. Suppose that νj < −ω holds for some j ∈ {1, . . . , N}. In this case, by letting
Gj = 0, Cj → ∞, Dj = Cj − Δj, and Gi = Ci = Di = 0, ∀i = j, it can be shown
from (2.17) that L(ω, {νi}, {νi}, {Ci}, {Di}, {Gi}) → −∞ with (2.10) and (2.11)
satisﬁed. Thus, νi < −ω cannot be true for g(ω, {νi}, {νi}) to be bounded from
below. This lemma thus follows.
From Lemma 3.1, we need to solve the problem in (2.14) under given ω, {νi} and
{νi} satisfying νi ≥ −ω, ∀i ∈ N . In this case, by removing the irrelevant constant















s.t. (2.10), (2.11). (2.16)
Note that the optimization problem in (2.16) can be decomposed over time into N
independent optimization problems, each of which is expressed as follows for one
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i ∈ N :
min
Ci,Di,Gi






s.t. Gi +Δi − Ci +Di ≥ 0
Ci ≥ 0, Di ≥ 0, Gi ≥ 0. (2.17)
By denoting {C∗i , D∗i , G∗i } as the optimal solution for the minimization problem
in (2.17), we then have the following lemma.
Lemma 2.5.2. There always exists an optimal solution for (2.17) satisfying that
C∗i ·D∗i = 0, ∀i ∈ N .
Proof. Please refer to Appendix A.
Lemma 2.5.2 is intuitive since it cannot be optimal for the ESS to charge and
discharge at the same time slot given 0 < αc < 1 and 0 < αd < 1.
With Lemmas 2.5.1 and 2.5.2, we are now ready to obtain the optimal solution
to (2.17), shown as follows.











[−F−1i (max(Fi(0), ω/αd + νi/αd))−Δi]+ , (2.19)
G∗i = [C
∗
i −D∗i −Δi]+ , (2.20)
where [x]+  max(0, x).
Proof. Please refer to Appendix B.
From Proposition 2.5.1, we can obtain g(ω, {νi}, {νi}) with any set of ω ≥ 0,
νi ≥ 0, νi ≥ 0, and νi ≥ −ω, ∀i ∈ N . Next, we maximize g(ω, {νi}, {νi}) over
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ω, {νi}, and {νi} to solve the dual problem (D1) given in (2.15). Note that
g(ω, {νi}, {νi}) is concave but not necessarily diﬀerentiable [55]. Nevertheless, it
can be veriﬁed that the subgradient of g(ω, {νi}, {νi}) always exists [57], which can


























k) − Smax at ω, νi, and νi,
respectively, ∀i ∈ N . Therefore, (D1) can be solved by subgradient based methods
such as the ellipsoid method [57], for which the optimal (dual) solution can be
obtained as ω, {νi }, and {νi }. With ω, {νi }, and {νi }, the optimal value
of (D1) must be the same as that of (P1) due to strong duality. However, the
corresponding solution obtained from Proposition 2.5.1, i.e., {C∗i , D∗i , G∗i }, cannot
be directly applied as the optimal solution of (P1), since it is in general non-unique
and thus may not even be a feasible solution for (P1). Therefore, to obtain the
optimal solution for (P1), we have the following proposition, which provides an
optimal closed-form solution of (P1) in terms of the optimal dual variables ω, {νi },
and {νi }.


















([−F−1i (max(Fi(0), ω/αd + νi /αd))−Δi]+ , αd(Si − Smin)) (2.22)
Gi = [C

i −Di −Δi]+ , (2.23)










Proof. Please refer to Appendix C.
Notice that in Proposition 2.5.2, (2.21), (2.22) and (2.23) need to be computed
iteratively from i = 1 to i = N . In summary, one algorithm for solving (P1) is
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Table 2.1: Optimal Oﬀ-line Algorithm for Problem (P1)
Algorithm 2.1
a) Initialize ω, {νi}, and {νi} with ω ≥ 0, νi ≥ 0, νi ≥ 0, and νi ≥ −ω, ∀i ∈ N .
b) Repeat:
1) Compute {C∗i }, {D∗i } and {G∗i } by using (2.18), (2.19) and (2.20),
respectively, with given ω, {νi}, and {νi};



























k)−Smax, for ω, νi, and νi, respectively, ∀i ∈ N ;
update ω, {νi}, and {νi} accordingly based on the ellipsoid method.
c) Until ω , {νi}, and {νi} all converge within a prescribed accuracy.
d) Set ω ← ω, νi ← νi, νi ← νi, ∀i ∈ N .
e) Initialize i ← 1.
f) Repeat:




i by using (2.21), (2.22) and (2.23), respectively;









3) Set i ← i+ 1.
g) Until i = N + 1.
given in Table 2.1 as Algorithm 2.1, in which steps a)-d) compute the optimal dual
solution ω, {νi }, and {νi } in (D1), while steps e)-g) obtain the optimal solution
{Ci }, {Di } and {Gi } for (P1).
2.6 Online Algorithm
In the previous section, we have studied the oﬀ-line optimization under the
ideal assumption that the net energy proﬁle Δi’s are perfectly known a priori by
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deriving the optimal oﬀ-line energy scheduling solution for (P1) which provides a
performance upper bound for all online energy management algorithms in general.
In this section, we propose online algorithms for the real-time energy management
of the microgrid under the stochastic net energy proﬁle.
2.6.1 Sliding-Window Based Online Algorithm
Inspired by the optimal oﬀ-line solution of (P1) derived in Section 2.5, herein,
we propose an online algorithm for (P1) under the practical setup of noisy net
energy proﬁle prediction. Under this setup, at each time slot i, only the past and
current net energy proﬁle, i.e., Δ1, . . . ,Δi, and the predicted values of the future
net energy proﬁle, i.e., Δi+1, . . . ,ΔN , are known to the microgrid, whereas the
future prediction errors, i.e., δi+1, . . . , δN , are unknown and can follow any arbitrary
stochastic distributions.3 Our proposed online algorithm is based on combining
the oﬀ-line solution to (P1) with a sliding-window based sequential optimization,
which is applicable in practical scenarios where the prediction errors are modeled
by arbitrary (unknown) sequences.
We deﬁne a parameter T with 1 ≤ T ≤ N as the size of the sliding-window. At
each slot i, we regard the online optimization as a ﬁnite-horizon energy management
problem over a window of T slots, with an initial energy state given by Si, and an
available net energy proﬁle over this window as Δi,Δi+1, . . . ,Δi+T−1. Note that
except slot i, for the future T − 1 slots in the online optimization at slot i,4 we have
used the predictable net energy proﬁle Δi+1, . . . ,ΔT+i−1 instead of the exact one
Δi+1, . . . ,ΔT+i−1 (since they are unknown yet) by ignoring their predictions errors.
3In practice, renewable energy generation can be predicted using various prediction methods
such as autoregressive moving average (ARMA), Bayesian approach, and artiﬁcial neural network
(ANN) [58–60]. However, it is worth noting that our proposed online algorithm in this chapter
works for arbitrary realizations of prediction error.
4The window of size T will exceed the N -slot horizon if i+ 1− T > N . In this case, we make
use of the prediction values in the next N -slot period, i.e., ΔN+1,ΔN+2, · · · ,ΔN+T−1 for energy
management of slots i = N − T + 2, · · · , N in the current N -slot period.
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For the online optimization at slot i, we denote the decision variables over the
window of size T as {C(i)j , D(i)j , G(i)j }j∈T , where T = {1, . . . , T}. Then, we formulate
the online optimization problem at time slot i similar to (P1), by replacing N and S1
in (P1) by T and Si, f1(·), . . . , fN(·) in (P1) by fi(·), . . . , fi+T−1(·), Δ1,Δ2 . . . ,ΔN
in (P1) by Δi,Δi+1 . . . ,Δi+T−1, S in (P1) by Si+T−1, and ﬁnally {Ci, Di, Gi}Ni=1 in
(P1) by {C(i)j , D(i)j , G(i)j }Tj=1. We also set Si+T−1 = S if i+T−1 = N and Si+T−1 = 0
otherwise. More explicitly, we formulate the online optimization problem at time
slot i as
min






















































j ≥ C(i)j , j = 2, . . . , T
C
(i)
j ≥ 0, D(i)j ≥ 0, G(i)j ≥ 0, j = 1, . . . , T. (2.24)
Problem (2.24) can be solved by Algorithm 1 directly by a change of
variables/parameters as speciﬁed above, with the optimal solution denoted by
{C(i)j , D(i)j , G(i)j }Tj=1. Then our proposed sliding-window based online algorithm











1 , ∀i ∈ N. (2.25)
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Table 2.2: A Sliding-Window Based Online Algorithm for Problem (P1)
Algorithm 2.2
a) Initialize i ← 1.
b) Repeat:
1) For slot i, solve problem (2.24) by Algorithm 1, and obtain its solution
as {C(i)j , D(i)j , G(i)j }Tj=1;










1 , and update Si+1 =
Si + αcC
online
i − 1αdDonlinei ;
3) Set i ← i+ 1.
c) Until i = N + 1.
In summary, the above proposed online algorithm is given in Table 2.2 as Algorithm
2.2.
Remark 2.6.1. The sliding-window size T is a key design parameter for our
proposed online algorithm. Speciﬁcally, larger T is desirable for the case with small
prediction error δi’s to fully exploit the beneﬁt of long-term prediction, while smaller
T is preferable for the case where the prediction errors are large so that the predicable
net energy proﬁle is rendered less useful as the window size is increased. On the
other hand, when the ESS capacity is large, larger T is preferable in order to fully
utilize the ESS capacity. As a result, in case of small prediction errors, larger T
always performs better regardless of the ESS capacity, while for the case of large
prediction errors, the opposite is true unless the ESS capacity is large enough so that
the gain of using the larger window size to exploit the ESS capacity compensates
the loss due to more prediction errors.
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2.6.2 Other Online Algorithms
In this subsection, we present four alternative online algorithms to provide
performance benchmarks for our proposed sliding-window based online algorithm.
First, we introduce three heuristically designed online algorithms, namely “threshold
based” , “myopic”, and “energy halving”, respectively. Next, under the special setup
where the prediction errors follow a stochastic process with known distribution, we
consider the dynamic programming based algorithm to solve (P1), which is optimal
in this case and thus serves as the performance upper bound for our proposed online
algorithm.
Threshold Based Online Algorithm
This algorithm works in a way that at each time slot i, the decision variables
Ci, Di and Gi are determined only based on the current energy state Si, the net
energy proﬁle element Δi at the current slot, and a given threshold τ . Speciﬁcally,
for the case of Δi > τ , the ESS is charged by Δi−τ until it reaches its capacity Smax;
whereas for the case of Δi ≤ τ , the ESS is ﬁrst discharged by τ−Δi to meet the load
demand until it reaches its minimum level (Smin for i < N and S for i = N), and
then the conventional energy from the main grid is drawn to meet the residual load
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This algorithm was shown to be optimal when S = 0, τ = E[1/N
∑N
i=1Δi], the
scheduling time horizon is inﬁnite, i.e., N → ∞, and the ESS capacity is inﬁnite,
i.e., Smax → ∞ [47].
Myopic Online Algorithm
At each slot i, the decision variables Ci, Di and Gi are determined only based
on the energy state Si and the net energy proﬁle element Δi at the current time slot.
Speciﬁcally, for the case of supply energy surplus, i.e., Δi > 0, the ESS is charged up
to its capacity Smax; whereas for the case of energy deﬁcit, i.e., Δi < 0, the ESS is
ﬁrst discharged to meet the load demand until it reaches its minimum level (Smin for
i < N and S for i = N), and then the energy from the main grid is drawn to meet
the residual load (if any). This algorithm is equivalent to the threshold based online
algorithm, by setting τ = 0. Note that the myopic online algorithm was shown to be
optimal in [17] when the cost function fi(·)’s are all linear and also time-invariant
over i, and furthermore S = 0.
Energy Halving Online Algorithm
This algorithm performs similarly as the myopic algorithm, except that only up
to half of the stored energy can be used in the case of energy supply deﬁcit at the
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[−Dhi −Δi]+ . (2.28)
For time slot N , the algorithm performs the same as that in (2.27), with τ = 0.
Please refer to [61] for the detail of this algorithm. In the energy halving algorithm,
since at least half of the stored energy is available for future use in the ﬁrst N − 1
slots, any energy deﬁcit in future slots is more likely to be compensated by ESS
as compared to the myopic online algorithm. By more conservatively balancing
the current and future renewable energy generation availability, this algorithm can
achieve lower energy cost than the myopic algorithm, as will be shown later by
simulations.
Dynamic Programming based Online Algorithm
At last, we consider a special case where the prediction errors, δ1, . . . , δN , follow
a stochastic process with known distribution. Under this special case, we apply
the celebrated dynamic programming method to solve (P1) optimally. Speciﬁcally,
the dynamic programming based online algorithm aims to minimize the expected
cost of the total energy drawn from the main grid, i.e.,
∑N
i=1 E[fi(Gi)], subject to
(2.7)-(2.11). We thus have the following proposition.
Proposition 2.6.1. Given Δ1 and S1, the optimal value achieved by minimizing∑N
i=1 E[fi(Gi)] subject to (2.7)-(2.11), is given by J1(Δ1, S1), which can be computed
recursively based on the following Bellman equations, starting from JN(ΔN , SN),
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JN−1(ΔN−1, SN−1), and so on until J1(Δ1, S1):
JN(ΔN , SN) = min
CN ,DN ,GN
fN(GN)
s.t. S ≤ SN + αcCN − 1
αd
DN ≤ Smax,
GN +ΔN +DN ≥ CN ,
CN ≥ 0, DN ≥ 0, GN ≥ 0. (2.29a)
Ji(Δi, Si) = min
Ci,Di,Gi
fi(Gi) + J i+1(Si + αcCi − 1
αd
Di)
s.t. Smin ≤ Si + αcCi − 1
αd
Di ≤ Smax,
Gi +Δi +Di ≥ Ci,
Ci ≥ 0, Di ≥ 0, Gi ≥ 0, (2.29b)
for i = 1, . . . , N − 1, where









and EΔi [·] denotes the expectation over Δi. An optimal policy is accordingly given by
π =
{
CDPi (Δi, Si), D
DP





, where CDPi (Δi, Si), D
DP
i (Δi, Si),
and GDPi (Δi, Si) is the optimal solution to (2.29).
Proof. The proof follows directly by applying Bellman equations [62], and thus is
omitted here for brevity.
In Proposition 2.6.1, we need to solve the problems given in (2.29) to obtain the
optimal online policy. Since it is diﬃcult to derive the closed-form expressions for
J i+1(Si+1), i = 1, . . . , N − 1, we take an alternative Monte Carlo approach to solve
the problems in (2.29) by assuming that the ESS state at each time slot i, ∀i ∈ N ,
can only be chosen from β + 1 quantized levels with equal diﬀerence, denoted in
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the set S = {0, Smax/β, . . . , Smax}. First, consider time slot i = N . For any given
SN ∈ S, we can derive the optimal solution to (2.29a) by comparing SN with the















Given the optimal solution in (2.31), we then obtain JN(SN) by averaging
JN(ΔN , SN) (using Monte Carlo simulations) over K > 0 independent realizations
of ΔN . By performing this procedure for all ESS levels, we can obtain JN(SN),
∀SN ∈ S, which is stored for the next iteration. Next, consider time slot
i = N − 1. For any given SN−1 ∈ S, we compute the optimal solution to (2.29b)
numerically to obtain JN−1(ΔN−1, SN−1) given the stored values of JN(SN)’s and
accordingly, compute JN−1(ΔN−1) via Monte Carlo simulations. Similarly, for time
slots i = 1, . . . , N − 2, we solve the corresponding problems in (2.29b) to recursively
obtain JN−2(ΔN−2, SN−2), JN−3(ΔN−3, SN−3), and so on until J1(Δ1, S1). It is
worth noting that the accuracy of the Monte Carlo method is determined by the
parameters β and K. If β and K are chosen to be large enough, the above solution
can approximate the optimal solution by dynamic programming closely.
In the above algorithm, we solve the problems in (2.29) oﬀ-line to obtain J i(Si),
Si ∈ S, ∀i ∈ N , which need to be stored in a lookup table for real-time energy
management implementation. In each time slot i, i ∈ N , given the energy state
Si and the future expected energy cost J i+1(Δi+1, Si+1), we can search from the
lookup table to obtain the corresponding online policy for the current time slot,




i . It is worth noting that in this special case of known
prediction error distributions, the dynamic programming based algorithm obtains
the performance upper bound for all online algorithms, including our proposed
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Scheduling time horizon (N=168)
Figure 2.2: Hourly based net energy proﬁle of Ireland power grid over one week
period.
sliding-window based online algorithm as well as the three heuristic algorithms
previously introduced.
2.7 Simulation Results
In this section, we provide simulation results to evaluate the performance of our
proposed algorithms by considering a scheduling period of one week, where we set
N = 168 with each slot representing one hour. We assume a quadratic time-invariant
cost function given in (2.6), where ai = 0.03125 $/MW
2, bi = 1 $/MW, and ci = 0,
∀i ∈ N [56]. We also set the parameters of the ESS in the microgrid as αc = 0.7,
αd = 0.8, S1 = 0, Smin = 0, S = 0, and Smax = 400 MW. The predictable net
energy proﬁle {Δi} is taken as the hourly predicted wind energy generation over
one week period (from 27 June, 2013 to 3 July, 2013) in the Ireland power grid [32]
oﬀset by a time-invariant demand load of DEi = 600 MW, ∀i ∈ N , as shown in
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Figure 2.3: Energy cost versus the variance of prediction error.
Fig. 2.2. Furthermore, we assume that the prediction error δi’s follow independent
and identical Gaussian distributions with zero mean and variance σ2.
First, we compare the performance of our proposed sliding-window based online
algorithm with that of the three heuristically designed online algorithms: threshold
based online algorithm, myopic online algorithm, and energy halving online
algorithm. For the threshold based online algorithm we set τ =
∑168
i=1Δi/168 =
−64.03 MW. Since the sequence of prediction error δi’s is assumed as a stationary
stochastic process with known Gaussian distribution, we apply the dynamic
programming based algorithm to obtain the performance upper bound (or lower
bound on the total energy cost) for all other considered online algorithms. For the
proposed sliding-window based online algorithm, we consider two window sizes of
T = 2 and T = 8. For the dynamic programming based algorithm, we set β = 100
and K = 100 to obtain accurate approximate solutions. Fig. 2.3 shows the average
energy cost versus the prediction error variance σ2. First, it is observed that the
energy cost of all considered algorithms increases with increasing σ2, which is due
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to the fact that larger σ2 corresponds to more substantial energy ﬂuctuations, thus
resulting in a higher average energy cost (since energy deﬁcit may not be fully
compensated by energy surplus due to limited ESS capacity). It is also observed
that for our proposed sliding-window based online algorithm, the case of T = 8
outperforms that of T = 2 when σ2 is small, while the opposite is true when σ2
becomes suﬃciently large. This result is expected since the ESS capacity is not
large compared to the net energy proﬁle in this example and thus in the case of
large prediction errors, the algorithm with T = 2 performs better than that with the
larger window size T = 8, as explained in Remark 2.6.1. Furthermore, it is observed
that our proposed sliding-window based online algorithm achieves its cost very close
to the minimum cost by the optimal dynamic programming based algorithm, and
also outperforms notably over the other three heuristic online algorithms. Finally,
the oﬀ-line optimization is observed to perform the best over all online algorithms
since it is under the ideal assumption that the net energy proﬁle is completely known
(i.e., the prediction errors are known ahead of time).
Fig. 2.4 shows the performance of the dynamic programming based algorithm
when prediction errors in the net energy proﬁle deviate from the distribution
presumed, as compared to the oﬀ-line optimization and our proposed online
algorithm. In this example, we construct the lookup table for the dynamic
programming algorithm by assuming that the prediction errors follow i.i.d. Gaussian
distribution with zero mean and variance of 16 × 104 (MW)2. However, the
actual prediction errors for simulations are generated from another i.i.d. Gaussian
distribution, with mean μ varying in the range of [0, 75] MW and variance of
1.6 × 104 (MW)2. It is observed that the performance of dynamic programming
under imperfect knowledge of the error distribution is considerably worse than that
of our proposed sliding-window based online algorithm with window size T = 8.
Particularly, as μ increases, the performance gap of dynamic programming becomes
40
Chapter 2. Energy Management for a Single Microgrid






















Figure 2.4: Performance comparison with dynamic programming under imperfect
knowledge of the distribution of prediction errors.
more notable.
Finally, we investigate the impact of ESS capacity Smax on the total energy cost.
By ﬁxing the variance of the prediction errors as σ2 = 12.8 × 104 (MW)2, Fig. 2.5
shows the average energy cost versus the ESS capacity for the sliding-window based
online algorithm (with window sizes of T = 2 or T = 8), the three heuristic online
algorithms, and the oﬀ-line optimization. It is observed that the sliding-window
based online algorithm with window size of T = 2 or T = 8 as well as the three
heuristic online algorithms perform the same as the oﬀ-line optimization when there
is no ESS, i.e., Smax = 0. This is intuitive, since in this case, the prior knowledge
of the net energy proﬁle cannot be utilized for scheduling without ESS. It is also
observed that as Smax increases, the average energy cost for all considered algorithms
decreases, while that of the oﬀ-line optimization decreases faster than the online
algorithms due to the more complete net energy proﬁle information available for
scheduling optimization. Finally, it is observed that the sliding-window based online
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Figure 2.5: Energy cost versus ESS capacity.
algorithm with T = 2 outperforms that of T = 8 when 0 < Smax < 450 MW, while
the opposite is true when Smax > 450 MW. This result is expected, as explained in
Remark 2.6.1.
2.7.1 Performance Evaluation on a Practical Microgrid
In this section, we investigate the performance of our proposed sliding-window
based online algorithm in a more practical microgrid system, shown in Fig. 2.6,
with a variety of residential and commercial loads, solar and wind renewable energy
generation, and time varying electricity prices.
We model our microgrid system based on the real data available from California,
US, over one week (from 1 January, 2006 to 7 January, 2006) [33, 93–95]. We
model energy consumers in the microgrid based on the available data of consumers’
power consumption [93]. Speciﬁcally, we consider 390 commercial consumers from
16 diﬀerent types of load proﬁles, including oﬃces, hospitals, schools, supermarkets,
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Figure 2.6: Practical microgrid system with a variety of consumers and renewable
energy generators.
shopping malls, standalone retailers, etc. For residential consumers, we consider
8500 consumers with 63 diﬀerent types of load proﬁles, including apartments,
condominiums, villas, etc. As an example, the hourly energy consumption of six
individual consumers in the microgrid system are shown in Fig. 2.7, from which it
is observed that their load proﬁles are quite diﬀerent over time. For the renewable
energy generation, we consider two wind stations [33] and four solar PV stations [94]
installed at diﬀerent locations in the microgrid, with diverse energy generation
proﬁles as shown in Figs. 2.8 and 2.9.
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Figure 2.7: Hourly energy consumption of four types of energy consumers in the
microgrid system: (a) large oﬃce, (b) small hotel, (c) hospital, and (d) a residential
consumer.
We also model ESSs in the microgrid as four practical sodium-sulfur based
batteries, each of which with capacity of 32 MW as well as charging and discharging
eﬃciencies of αc = αd = 0.87 [96]. Furthermore, we consider a time-variant cost
model for the energy purchased from the main grid as fi(Gi) = φi(Gi + 0.0013G
2
i ),
where φi > 0 denotes the hourly market electricity price derived from CAISO
market [95], as shown in Fig. 2.10.5 Last, note that we ignore the transmission
loss between individual energy consumers and renewable energy generators in the
considered microgrid system, due to the fact that each microgrid covers a relatively
5Electricity prices provided by CAISO are not available online for our considered scheduling
period (from 1 January, 2006 to 7 January, 2006). Hence, we use the available data from 1 January,
2014 to 7 January, 2014, in our simulations.
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Figure 2.8: Hourly wind energy generation in the two stations of the microgrid
system.

























Solar PV station 1
Solar PV station 2
Solar PV station 3
Solar PV station 4
Figure 2.9: Hourly solar energy generation in the four stations of the microgrid
system.
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Figure 2.10: Hourly market electricity price from CAISO.







gap (%)Renewable energy Load
1 15 15 7.0532× 104 7.3177× 104 3.7
2 40 15 8.7446× 104 9.0874× 104 3.9
3 15 40 7.7365× 104 8.0537× 104 4.1
4 40 40 9.0487× 104 9.5735× 104 5.80
small geographical area in practice.6
Given the aforementioned system setup and by setting the window size T = 8
in the sliding-window based online algorithm, we evaluate the performance of
our online algorithm under four diﬀerent cases of renewable energy generation
and load prediction errors. It is observed from Table 2.3 that in Case 1, where
prediction errors of both renewable energy generation and load are relatively
6In Chapter 3, we model the loss in the transmission line connecting microgrids, since the
distance between microgrids are practically larger than that between energy consumers and
generators within each microgrid.
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small, the optimality gap (diﬀerence between the optimal oﬀ-line solution and
our proposed online algorithm) is small, i.e., 3.7%. In contrast, when renewable
energy generation/load are highly intermittent in Case 4 (large prediction errors),
the optimality gap becomes large, i.e. 5.8%, and the performance of our proposed
online algorithm thus degrades. However, in this case, our algorithm still performs
fairly close to the optimal oﬀ-line solution.
2.8 Chapter Summary
This chapter studied the ﬁnite-horizon real-time energy storage scheduling for
a single microgrid system. We minimized the energy cost of the conventional energy
drawn from the main grid by jointly optimizing the energy charged/discharged
to/from the ESS and that drawn from the main grid over time while satisfying
practical load and ESS constraints. Under a practical model in which the
net energy proﬁles are predictable table but with ﬁnite errors, we proposed a
new sliding-window based online algorithm for real-time energy management by
innovatively combining with a well-structured oﬀ-line optimization solution. We
then demonstrated the signiﬁcant beneﬁts of our proposed online algorithm in
practical systems by considering practical models for loads, renewable energy
generation, and ESSs via simulations. It is hoped that our results will provide







In this chapter, we consider a group of distributed microgrids that can
exchange energy via dedicated transmission lines connecting them under a practical
energy loss model, where each microgrid comprises of renewable energy generators,
an ESS, and an aggregate load. By assuming that the microgrids belong to
the same entity or diﬀerent entities with common interests, we solve the fully
cooperative energy management problem by jointly optimizing the energy exchanged
between microgrids, that drawn from the main grid by each microgrid, and that
charged/discharged to/from the ESS of each microgrid over a ﬁnite time horizon.
The optimization objective is to minimize the total (sum) cost of the conventional
energy drawn from the main grid by all microgrids, subject to the load and ESS
constraints in each microgrid.
Similar to the methodology used in Chapter 2, we ﬁrst formulate the oﬀ-line
fully cooperative energy management problem by assuming that the net energy
proﬁles (renewable energy generation oﬀset by the aggregate load) of all microgrids
are known ahead of time and propose a distributed algorithm to derive the optimal
solution. We then study impacts of microgrids’ energy cooperation and their ESSs
on the total energy cost reduction via simulations based on the real wind generation
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data of Tuscon power system [33].
Next, we consider the practical setup of stochastic net energy proﬁles. Based on
the results obtained from the oﬀ-line optimization, we propose two online algorithms
of low complexity for the real-time energy management of microgrids, namely
store-then-cooperate and cooperate-then-store, where the appropriate algorithm can
be selected oﬀ-line and then used for real-time implementation. It is worth noting
that our proposed online algorithms are valid under any arbitrary realizations of
net energy proﬁles in microgrids. Furthermore, the proposed algorithms are of
low complexity, while it is shown via simulations that they can perform close to
the optimal solution derived from the oﬀ-line optimization. Finally, we provide
discussions and simulation results on extending our proposed online algorithms to
the general case of more than two microgrids using a clustering approach.
3.2 Prior Work
As discussed in Chapter 2, there have been a handful of prior studies on the
energy management problem for microgrids. In this chapter, we discuss the previous
works that considered the joint energy management for distributed microgrids with
energy cooperation.
The joint energy management for distributed microgrids was studied in [21,22,
34–37,63–75]. Speciﬁcally, [63–67] assumed that renewable energy generations/load
demand are either deterministic or known ahead of time and derived the optimal
solution to the oﬀ-line energy management problem using techniques such as the
dual decomposition. Although useful insights were drawn to energy cooperation,
impacts of ESSs, as well as the eﬀectiveness of demand response on the microgrids’
energy management, the random and intermittent characteristics of renewable
energy generation were not addressed.
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On the other hand, [21, 22, 34–37,68–75] solved the online energy management
problem under the practical setup of stochastic renewable energy generations/load
demand. In [34–37], it was assumed that renewable energy generations/load demand
follow stationary stochastic processes, where stochastic gradient method was used to
solve the online energy management problem. Particularly, [21, 22, 68, 69] assumed
that the exact probability distribution of renewable energy generation is known
and solved the online energy management problem using stochastic programming
[21,22,68] or Lyapunov approach [69]. However, the exact distribution of renewable
energy generation may not be known in practice and this assumption may not
be practically valid. [70] proposed a heuristic algorithm for the real-time energy
management of multiple microgrids by considering only the randomness in energy
prices oﬀered by the main grid. [71] proposed an online algorithm for the energy
management of multiple microgrids, which makes decisions for the energy exchange
between microgrids only based on the distance between them. Last but not least, the
online energy management problem to minimize the total energy cost of conventional
energy purchased from the main grid was studied in [72–74] under the simpliﬁed
model of no energy exchange between microgrids and in [75] without modeling the
energy loss for energy sharing.
In contrast to the prior works [21, 22, 34–37, 63–75], in this chapter we
consider a more practical setup of spatially distributed microgrids with energy
cooperation by adopting a practical model for the energy loss in the transmission
lines connecting microgrids. Our main contribution is to devise novel online
algorithms for the real-time energy management of microgrids, which i) achieve
close-to-optimal performance as compared to the optimal solution derived from
the oﬀ-line optimization; ii) have lower complexity than the stochastic gradient
based methods in e.g., [34, 35]; and iii) are valid under arbitrary realizations
of renewable energy generation/load demand, in contrast to e.g., [21, 22, 68].
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Compared to Chapter 2, which studied the energy management problem for a single
microgrid (or a group of spatially distributed microgrids operating independently
without energy cooperation with each other), this chapter studies microgrids’ energy
cooperation and its impact on the total energy cost saving. Note that similar to the
sliding-window based online algorithm in Chapter 2, the proposed online algorithms
with energy cooperation in this chapter are also based on the oﬀ-line optimization,
which are however more general than that studied in Chapter 2 for the case of one
single microgrid.
3.3 System Model
We consider a power system comprising of two microgrids that are connected
to each other and also to the main grid, as shown in Fig. 3.1. Particularly,
each microgrid, denoted by index j, j ∈ J = {1, 2}, consists of renewable energy
generators, an ESS, and an aggregate load. The two microgrids exchange energy via
the transmission line connecting them, where the energy cooperation is coordinated
by a central control unit that gathers the information from both microgrids. We
assume that the microgrids belong to the same entity or diﬀerent entities with
common interests. Hence, the central control unit solves the fully cooperative
energy management by jointly optimizing the energy exchanged between microgrids,
that drawn from the main grid by each microgrid, and that charged/discharged
to/from ESS of each microgrid in order to minimize their total energy cost, given
the provided information. We assume a time-slotted system with slot index i,
i ∈ N = {1, . . . , N}, where N ≥ 1 denotes the total number of slots for scheduling.
For the convenience of analysis, we further assume a quasi-static time-varying energy
model, in which the rates of the renewable energy generation and load are constant
within each time slot, but may change from one slot to another. We also assume
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Figure 3.1: System model for two microgrids with enabled energy cooperation.
that the duration of each slot is normalized to a unit time; hence, we can use power
and energy interchangeably throughout this chapter.
In the following, we deﬁne our system model in more detail.
1. ESS: We denote the energy charged (discharged) to (from) the ESS of
microgrid j at time slot i as Cj,i ≥ 0 (Dj,i ≥ 0). The energy losses during
the charging and discharging processes are speciﬁed by the charging and
discharging eﬃciency parameters, denoted by 0 < αcj < 1 and 0 < α
d
j < 1,
respectively. Denote the state (stored energy) of the ESS of microgrid j at
the beginning of time slot i as Sj,i ≥ 0. The dynamics of ESS for microgrid
j is then obtained as Sj,i+1 = Sj,i + α
c
jCj,i − Dj,i/αdj , ∀i ∈ N . Moreover, we
denote Smaxj ≥ 0 and Sminj ≥ 0 as the ESS capacity and the minimum energy
allowed in the ESS of microgrid j, respectively. We thus have the following
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constraints for the states of the ESS in microgrid j:






Dj,k ≤ Smaxj , ∀i ∈ N (3.1)
where Sminj ≤ Sj,1 ≤ Smaxj , ∀j ∈ J .
2. Energy Cost of Each Microgrid: We consider a linear time-varying energy
cost model for the conventional energy drawn from the main grid [56]. By
denoting the conventional energy drawn from the main grid to microgrid j at
time slot i as Gj,i ≥ 0, the energy cost of each microgrid j at time slot i can
be expressed as λj,iGj,i, where λj,i > 0 is the price of purchasing one unit of
power from the main grid for microgrid j at time slot i. We assume that prices
λj,i, ∀j ∈ J , ∀i ∈ N , are known to microgrids.
3. Load and Renewable Energy: Denote the load and renewable energy
generation of microgrid j at time slot i by Lj,i ≥ 0, and REj,i ≥ 0, respectively.
We assume that Lj,i’s and REj,i’s are predictable but with ﬁnite prediction
errors, due to their randomness in practice. Suppose that the predictable
load and renewable energy generation values of microgrid j at time slot i are
denoted as Lj,i and REj,i, respectively. We then have Lj,i = Lj,i + δ
L
j,i and
REj,i = REj,i + δ
RE




j,i denote the prediction errors for the
load and renewable energy of microgrid j at time slot i, respectively, which
are modeled by arbitrary realizations over time. We thus model the net energy
proﬁle in microgrid j as
Δj,i = Δj,i + δj,i, ∀i ∈ N (3.2)
where Δj,i = REj,i − Lj,i and δj,i = δREj,i − δLj,i.
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4. Power Transmission Loss: In practical systems, some power is lost while
ﬂowing over transmission lines due to the ohmic resistance. Let Ej,i ≥ 0 denote
the power transferred from microgrid j to microgrid j¯, j¯ ∈ J \{j} at time slot
i. Denote R > 0 and V > 0 as the ohmic resistance of the transmission
line connecting the two microgrids per length unit and its operating voltage,
respectively. The transmission loss is then modeled as P loss(Ej,i) = βE
2
j,i,
where β = (R · d)/V 2 [56]. Accordingly, the net power received in microgrid j¯
from microgrid j at time slot i can be expressed as Ej,i − βE2j,i.1
5. Transmission Line Capacity: The power transferred over the line
connecting the two microgrids is constrained by the transmission line capacity,
denoted by 0 ≤ E < 1/(2β), due to, e.g., thermal constraints of its conductors.
Accordingly, we have the following constraints for the power transferred from
microgrid j to j¯ as
0 ≤ Ej,i ≤ E, ∀i ∈ N . (3.3)
6. Energy Neutralization Constraint: We assume that the energy deﬁcit in
microgrid j is always satisﬁed by (i) discharging its ESS and/or (ii) drawing
energy from the other microgrid and/or (iii) drawing conventional energy from
the main grid. Accordingly, the energy neutralization constraints in microgrid
j are expressed as
Gj,i +Δj,i − Cj,i +Dj,i − Ej,i + Ej¯,i − βE2j¯,i ≥ 0, ∀i ∈ N . (3.4)
1Since voltages of lines connecting the main grid to microgrids are high (over 220 KV), it follows
that their β’s are very small and thus we can ignore the resulting losses in these lines.
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3.4 Problem Formulation
With the aforementioned models, we now proceed to formulate the fully
cooperative energy management problem for microgrids by jointly optimizing the
decision variables {Gj,i, Ej,i, Cj,i, Dj,i}, ∀j ∈ J , ∀i ∈ N , in order to minimize their




i=1 λj,iGj,i, while satisfying the given constraints of
ESSs, loads, and the transmission line connecting microgrids. We thus formulate








s.t. (3.1), (3.3), and (3.4), ∀j ∈ J
Gj,i ≥ 0, Cj,i ≥ 0, Dj,i ≥ 0, ∀j ∈ J , ∀i ∈ N .
To solve (P2), we follow the same procedures as in the previous chapter. Speciﬁcally,
we ﬁrst assume Δj,i’s are perfectly known without any error, i.e., δj,i = 0, ∀j ∈ J ,
∀i ∈ N ; and solve the oﬀ-line optimization problem. Next, we propose online
algorithms for the practical setup of noisy net energy proﬁles with arbitrary error
sequences of δj,i’s.
3.5 Oﬀ-line Optimization
In this section, we consider the oﬀ-line optimization for (P2) by assuming {Δj,i}
are perfectly known to both microgrids without any error prior to scheduling. It
can be veriﬁed that (P2) is a convex optimization problem, which can be optimally
solved by standard convex optimization techniques such as the interior point method
[55]. Alternatively, we apply the Lagrange duality method to solve this problem in
order to draw more insights from the optimal solution and motivate distributed
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implementation.
Problem (P2) cannot be solved for each microgrid independently since it is not
separable over decision variables {G1,i, E1,i, C1,i, D1,i} and {G2,i, E2,i, C2,i, D2,i} due
to coupling constraints in (3.4). Let γj,i ≥ 0, ∀j ∈ J , ∀i ∈ N , be the Lagrange





























Accordingly, the dual function is given by
g({γj,i}) = min{Gj,i≥0},{Ej,i≥0},{Cj,i≥0},{Dj,i≥0}L
s.t. (3.1) and (3.3). (3.6)




Since (P2) is convex and satisﬁes the Slater’s condition, strong duality holds between
(P2) and its dual problem (D2) [55]. Hence, we can solve (P2) optimally by solving
its dual problem (D2) equivalently. In the following, we ﬁrst solve (3.6) to obtain
g({γj,i}) with given γj,i ≥ 0, ∀j ∈ J , ∀i ∈ N , and then search over {γj,i} to
maximize g({γj,i}) in (3.7).
We ﬁrst have the following lemma.
Lemma 3.5.1. In order for g({γj,i}) to be bounded from below, it must hold that
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γj,i ≤ λj,i, ∀j ∈ J , ∀i ∈ N .
Proof. Suppose that γj′,i′ > λj′,i′ holds for some j
′ ∈ J and i′ ∈ N . In this case,
by letting Gj,i → ∞ it can be shown from (3.5) and (3.6) that L → −∞ and thus
resulting g({γj,i}) to become unbounded from below. Hence, γj,i > λj,i cannot be
true for g({γj,i}) to be bounded from below. This lemma thus follows.
From Lemma 3.5.1, we need to solve the problem in (3.6) with given {γj,i}
satisfying 0 ≤ γj,i ≤ λj,i, ∀j ∈ J , ∀i ∈ N . It can be readily veriﬁed that
the minimization problem in (3.6) is now separable over {G1,i, E1,i, C1,i, D1,i} and
{G2,i, E2,i, C2,i, D2,i}, which means that it can be decomposed into two subproblems






(λj,i − γj,i)Gj,i + γj,i(Cj,i −Dj,i) + γj¯,iβE2j,i + Ej,i(γj,i − γj¯,i)
)
s.t. (3.1), and (3.3),
Gj,i ≥ 0, Cj,i ≥ 0, Dj,i ≥ 0, j ∈ J , ∀i ∈ N . (3.8)
Denote the optimal solution to (3.8) as {G∗j,i, E∗j,i, C∗j,i, D∗j,i}. The optimal solution
to the subproblem corresponding to microgrid j is given in the following proposition.
Proposition 3.5.1. The optimal solution to (3.8) is given by













, j ∈ J , ∀i ∈ N (3.10)






Proof. Please refer to Appendix D.
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Given {G∗j,i, E∗j,i, C∗j,i, D∗j,i} in (3.9)-(3.11), we obtain g({γj,i}) with given {γj,i}
satisfying 0 ≤ γj,i ≤ λj,i, j ∈ J , ∀i ∈ N . Next, we maximize g({γj,i}) over {γj,i}
to solve the dual problem (D2) given in (3.7). Problem (D2) is concave but is not
necessarily diﬀerentiable; therefore, a subgradient based method such as the ellipsoid
method [57] is applied. It can be veriﬁed that subgradients of g({γj,i}) are expressed
as −(Δj,i +D∗j,i − C∗j,i − E∗j,i + E∗j¯,i − βE∗j¯,i2) at γj,i, ∀j ∈ J , ∀i ∈ N . Therefore, the
optimal solution to (D2) is obtained as {γj,i} using the ellipsoid method.
Denote the optimal solution to (P2) as {Gj,i, Ej,i, Cj,i, Dj,i}. Given the obtained
optimal Lagrange dual variables {γj,i}, the optimal solution to (P2) is given in the
following proposition.













, ∀j ∈ J , ∀i ∈ N (3.12)








s.t. (3.1), ∀j ∈ J
Gj,i +Δj,i − Cj,i +Dj,i − tj,i ≥ 0, ∀j ∈ J , ∀i ∈ N (3.13)
where [x]+  max(0, x), 0 ≤ γj,i ≤ λj,i, ∀j ∈ J , ∀i ∈ N , are the optimal Lagrange
dual variables corresponding to energy neutralization constraints given in (3.4) and
tj,i = E

j,i − Ej¯,i + βEj¯,i2, ∀j ∈ J , ∀i ∈ N .
Proof. It can be veriﬁed that {Ej,i} in (3.12) can be derived from (3.10) given {γj,i}.
However, {Gj,i} and {Cj,i, Dj,i} cannot be obtained from (3.9) and (3.11) directly
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with given {γj,i}, since the solution to the problem in (3.6) is generally not unique
for {Gj,i} if λj,i − γj,i = 0 and/or for {Cj,i, Dj,i} if γj,i = 0. Given {Ej,i} in (3.12),
(P2) becomes an LP over {Gj,i, Cj,i, Dj,i}, as expressed in (3.13), and can be easily
solved via existing software such as CVX [76].
The optimal solution proposed in Proposition 3.5.2 can be implemented
in a distributed manner, where the central control unit computes {γj,i} using
a subgradient based method, based on the information received from the two
microgrids. The optimal Lagrange dual variables {γj,i} are passed to the microgrids,
each of which then independently derives {Gj,i, Ej,i, Cj,i, Dj,i} from (3.12) and (3.13).
In summary, a distributed algorithm for solving (P2) is given as Algorithm 1 in Table
3.1.
Remark 3.5.1. Given γj,i and γ






cannot be non-zero simultaneously at each time slot i. This result is intuitively
correct, since it is not optimal for the microgrids to exchange energy at the same
time due to the energy loss in the transmission line connecting them.
Remark 3.5.2. The Lagrange dual variable γj,i can be interpreted as the marginal
cost in microgrid j, deﬁned as the increment in the total energy cost due to
consuming extra unit power in this microgrid to satisfy its load, to charge its ESS
and/or to transfer to microgrid j¯. Accordingly, it follows from (3.12) that when
γj,i < γj¯,i, energy ﬂows from microgrid j to microgrid j¯ to reduce the total energy
cost of microgrids.
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Table 3.1: Algorithm for the Optimal Oﬀ-line Solution to (P2)
Algorithm 3.1
a) Initialize {γj,i} satisfying 0 ≤ γj,i ≤ λj,i, ∀j ∈ J , ∀i ∈ N .
b) Repeat:
1) Given {γj,i}, each microgrid separately obtains {E∗j,i} and {C∗j,i, D∗j,i}
using (3.10) and (3.11), respectively, and then passes them to the central
controller.
2) The central controller then computes the subgradients of g({γj,i}) as
−(Δj,i + D∗j,i − C∗j,i − E∗j,i + E∗j¯,i − βE∗j¯,i2) at γj,i, ∀j ∈ J , ∀i ∈ N and
then updates {γj,i} accordingly using the ellipsoid method [57], subject
to constraints 0 ≤ γj,i ≤ λj,i, ∀j ∈ J , ∀i ∈ N .
c) Until {γj,i}, ∀j ∈ J , ∀i ∈ N , converge within a prescribed accuracy.
d) γj,i ← γj,i, ∀j ∈ J , ∀i ∈ N , where {γj,i} are then passed to microgrids.
e) Given {γj,i}, each microgrid obtains {Gj,i, Ej,i, Cj,i, Dj,i} using (3.12) and
(3.13).
3.6 Microgrids’ Energy Cost Saving via Energy
Storage and Cooperation
In this section, using a numerical example, we ﬁrst reveal that the microgrids’
energy cooperation can help reduce the required ESS capacities, i.e., Smaxj , under
the same load requirements in both microgrids. Next, we compare impacts of the
microgrids’ energy cooperation versus their ESSs on the total energy cost saving.
We will show later that using the obtained results enable us to design our online
algorithms.
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3.6.1 Storage Capacity Reduction via Energy Cooperation
In this subsection, we aim to show how the microgrids’ energy cooperation
reduces the need for ESSs with large ESS capacities in the system. For the purpose
of exposition, we present a system for two microgrids that are located in Tucson,
Arizona, U.S. [33].2 Microgrid 1 and microgrid 2 own 70 and 80 Vestas V90 wind
turbines, respectively, where each turbine has the rated power output of 3 MW. We
model the renewable energy generation in the two microgrids at each particular time
slot i, i.e., [RE1,i RE2,i]















where ρRE1,i,RE2,i is the correlation coeﬃcient between RE1,i and RE2,i. We assume
σREj,i = σ, ∀j ∈ J , ∀i ∈ N , and ρRE1,iRE2,i = ρ, ∀i ∈ N . We set the predictable
renewable energy generation in the microgrids {REj,i} as the hourly wind energy
generation over a week (from 5 August 2006 to 11 August 2006) in Tucson [33], as
shown in Fig. 3.2. We consider time-invariant aggregate loads in microgrids with
L1,i = 20 MW and L2,i = 30 MW, ∀i ∈ N , and for simplicity assume that {Lj,i}
are perfectly known to microgrids, i.e., δLj,i = 0, ∀j ∈ J , ∀i ∈ N . Accordingly,
from (3.2) it follows that [Δ1,i Δ2,i]
T = [RE1,i − 20 RE2,i − 30]T . The prediction
error component of the net energy proﬁle is also obtained as δj,i = δ
RE
j,i , ∀j ∈ J ,
∀i ∈ N . As a result, σΔj,i = σREj,i = σ and ρΔ1,i,Δ2,i = ρRE1,i,RE2,i = ρ, ∀j ∈ J ,
∀i ∈ N , where σΔj,i > 0 and ρΔ1,i,Δ2,i denote the standard deviation of Δj,i and
the correlation between Δ1,i and Δ2,i, respectively. We consider the average daily
2We assume that microgrid 1 comprises of wind generators with site IDs: 151, 161, 162, 163,
170, 171, 189, and microgrid 2 with site IDs: 152, 172, 181, 190, 200, 216, 219, 220 [33].
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Figure 3.2: Hourly based wind energy generation of Tuscon power grid over one
week.
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Table 3.2: System Parameters
ESSs Transmission line connecting
microgridsαcj 0.85
αdj 0.85 R (Peacock) 0.0945 Ω/Km
Sj,1 0 R (Goat) 0.2923 Ω/Km
Sminj 0 V 33 KV
Smax1 80 MW d 45 Km
Smax2 110 MW E 40 MW
electricity prices for both peak and oﬀ-peak hours in Tucson [77] and set λj,i =
89.85 $/MW, ∀j ∈ J , ∀i ∈ N . The parameters of ESSs and the transmission line
connecting the two microgrids [78] are given in Table 3.2.
Given the aforementioned system setup and by setting ρ = 0 and σ = 30
MW, we plot the total energy cost of the two microgrids system versus the ESS
capacity in microgrid 1 in Fig. 3.3, while Smax2 = 110 MW is kept constant. It is
observed that in both cases with and without energy cooperation, the total energy
cost of microgrids decreases over Smax1 , which is due to less waste in energy surplus.
Furthermore, it is observed that microgrids with energy cooperation can achieve
a targeted total energy cost with a smaller Smax1 as compared to the case without
energy cooperation. For example, as shown in Fig. 3.3, to have the total energy
cost of 4.4× 105 $, we can set Smax1 = 0 in the case with energy cooperation, while
we need Smax1 = 115 MW in the case without energy cooperation. This shows that
the energy cooperation can indeed reduce the required ESS capacities in microgrids
substantially.
3.6.2 Energy Cooperation versus Energy Storage
Although both microgrids’ energy cooperation and their ESSs can save the total
energy cost, it is not clear yet that under which conditions and system setup one
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Figure 3.3: Microgrids’ total energy cost versus Smax1 for two cases with and without
energy cooperation.
can be more eﬀective than the other. As a result, in this subsection we explore
some cases in which the microgrids’ energy cooperation or ESSs are more eﬀective
in reducing the total energy cost.
First, we investigate the impact of load demand in microgrids on the energy
cost saving of energy cooperation over non-cooperation while renewable energy
generations in the two microgrid are assumed to remain constant. We use the
same system setup as in Section 3.6.1 and set Lj,i = L, ∀j ∈ J , ∀i ∈ N . Fig.
3.4 shows the energy cost saving versus the load demand in the microgrids. It is
observed that the energy cost saving for very low and very high integration of load
demand is relatively small. This can be explained as follows. For relatively small
values of L, each microgrid is able to satisfy its load using its generated renewable
energy almost independently from the other microgrid and by only using its local
generated renewable energy. On the other hand, when L is large, the renewable
energy generation in microgrids is mainly consumed by their own loads; hence, not
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Figure 3.4: Energy cost saving versus the load demand in microgrids.
much energy is available for energy cooperation with the other microgrid. As a
result, in both cases, the amount of energy exchanged between the two microgrids
decreases and the eﬀectiveness of the energy cooperation thus diminishes.
Next, by setting σ = 30 MW, we plot the total energy cost versus the correlation
coeﬃcient between the microgrids’ net energy proﬁles ρ in Figs. 3.5-a and 3.5-b,
for two diﬀerent types of transmission line.3 It is observed that the combination
of both microgrids’ energy cooperation and ESSs integration yields the lowest total
energy cost, while the highest total energy cost results from the absence of both
energy cooperation and ESSs. When ρ is close to −1, energy cooperation saves
the total energy cost signiﬁcantly, since it is more likely that the energy surplus in
one microgrid compensates the energy deﬁcit in the other one. In contrast, when
ρ is close to 1, energy cooperation is less eﬀective, while most of saving is due to
3The correlation between net energy proﬁles in microgrids depends on various parameters such
as the diversity in their renewable energy generators (e.g., one microgrid with high penetration of
solar energy while the other one with high penetration of wind energy), diﬀerent load proﬁles (e.g.,
one microgrid with mainly commercial users while the other one with mainly residential users),
geographical diversity, etc.
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Both cooperation and ESSs
ESSs only
Cooperation only
No cooperation, no ESS
(a) Peacock line with R = 0.0945 Ω/Km




















Both cooperation and ESSs
ESSs only
Cooperation only
No cooperation, no ESS
(b) Goat line with R = 0.2923 Ω/Km
Figure 3.5: Microgrids’ total energy cost for diﬀerent operation modes.
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ESSs. Last, Fig. 3.5-b shows that the impact of microgrids’ energy cooperation in
reducing the total energy cost is less signiﬁcant as compared to Fig. 3.5-a, when
the transmission line with larger resistance (R = 0.2923 Ω/Km) is deployed, due to
high energy losses in the transmission line during the energy exchange.
Figs. 3.6-a and 3.6-b show the total energy exchanged between microgrids,
i.e.,
∑N
i=1Ej,i, ∀j ∈ J , for two diﬀerent types of transmission line. It is observed
that the total energy exchanged between microgrids decreases over ρ due to their
highly correlated net energy proﬁles. Thus, each microgrid relies more on its ESS
to deal with energy deﬁcit and thus the total number of times that the ESS is
charged/discharged, i.e.
∑N
i=1 1{Cj,i > 0}+ 1{Dj,i > 0} with 1{·} denoting the
indicator function, increases over ρ, as shown in Figs. 3.7-a and 3.7-b. It is
also observed that high resistance of the transmission line reduces the total energy
exchanged between microgrids (cf. Fig. 3.6-a and Fig. 3.6-b), but leads to more
frequent usage of ESSs (cf. Fig. 3.7-a and Fig. 3.7-b).
In summary, the above results show that both the energy cooperation between
microgrids as well as their ESSs have signiﬁcant impacts on the total energy cost
reduction, while one can be more eﬀective than the other depending on the system
setup. We thus draw the following conclusions for both long-term and short-term
plannings of cooperative microgrids system:
• For the long-term planning problem that is aimed at minimizing the
deployment cost, if the energy cost saving is mainly due to microgrids’ energy
cooperation, ESSs with small capacities should be used for the cost-eﬀective
operation of microgrids. In contrast, if microgrids’ energy cooperation is not
very eﬀective in reducing the total energy cost, enabling energy cooperation
may not be essential, while installing ESSs with large capacities may be more
eﬀective.
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From microgrid 1 to microgrid 2
From microgrid 2 to microgrid 1
(a) Peacock line with R = 0.0945 Ω/Km
































From microgrid 1 to microgrid 2
From microgrid 2 to microgrid 1
(b) Goat line with R = 0.2923 Ω/Km
Figure 3.6: Microgrids’ total energy exchange.
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ESS in microgrid 1
ESS in microgrid 2
(a) Peacock line with R = 0.0945 Ω/Km


































ESS in microgrid 1
ESS in microgrid 2
(b) Goat line with R = 0.2923 Ω/Km
Figure 3.7: Microgrids’ total number of charging and discharging slots.
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• For the short-term planning problem, which, on the other hand, aims to
minimize the operation cost of microgrids with the ESSs and transmission
line between microgrids already deployed, the above results show that the
eﬀectiveness of microgrids’ energy cooperation and their ESSs for reducing
the total energy cost depends on several parameters, e.g., the correlation
between microgrids’ net energy proﬁles, the resistance value of the transmission
line connecting them, charging/discharging eﬃciency parameters of ESSs, etc.
Accordingly, in the next section, we design two online algorithms, which regard
ESSs or energy cooperation with higher priority, respectively. Based on the
system setup and using historical data, the online algorithm that leads to a
lower total energy cost for the microgrids is chosen oﬀ-line and is then adopted
for real-time implementation.
3.7 Online Optimization
In Section 3.5, we studied the oﬀ-line optimization under the ideal assumption
that net energy proﬁles are perfectly known prior to scheduling. In this section, we
consider the practical setup of noisy net energy proﬁles, i.e., δj,i = 0, ∀j ∈ J ,
∀i ∈ N . In this case, at each slot i, only the past and current net energy
proﬁles, i.e., Δj,1, . . . ,Δj,i, ∀j ∈ J , are perfectly known, while from the future,
only the predictable net energy proﬁles, i.e., Δj,i+1, . . . ,Δj,N , ∀j ∈ J , are known
to microgrids. We aim to propose online algorithms for the real-time energy
management of the two microgrids such that their total energy cost is minimized,
while their load and ESS constraints are satisﬁed. By assuming λj,i = λ ≥ 0,
∀j ∈ J , ∀i ∈ N for simplicity, we propose the following algorithms.
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3.7.1 Store-Then-Cooperate Algorithm
In this algorithm, the microgrid with energy surplus ﬁrst charges its ESS and
then transfers the remaining (if any) to the other microgrid to satisfy its energy
deﬁcit or to be stored in its ESS. This algorithm is more eﬀective when the energy
cost saving is mainly due to ESSs rather than microgrids’ energy cooperation, e.g.,
the energy loss in the transmission line connecting the two microgrids is high. We
set {Gj,i, Ej,i, Cj,i, Dj,i} all equal to zero in the algorithm, unless otherwise stated.
The algorithm is expressed as follows:
Case A.1) Δ1,i ≥ 0 and Δ2,i ≥ 0. In this case, each microgrid ﬁrst charges its
ESS. We thus have
Cj,i = min{(Smaxj − Sj,i)/αcj,Δj,i}, j ∈ J
Sj,i+1 ← Sj,i + αcjCj,i, j ∈ J . (3.14)
If S1,i+1 = S
max
1 and S2,i+1 = S
max
2 or S1,i+1 < S
max
1 and S2,i+1 < S
max
2 , then this case
terminates. Otherwise if S2,i+1 < S
max
2 and S1,i+1 = S
max
1 , then microgrid 1 transfers
all its energy surplus to microgrid 2 to be stored in its ESS. Decision variables are
thus updated as
E1,i ← min{Δ1,i − C1,i, E},
C2,i ← C2,i +min{E1,i − βE21,i, (Smax2 − S2,i+1)/αc2},
S2,i+1 ← S2,i+1 + αc2(min{E1,i − βE21,i, (Smax2 − S2,i+1)/αc2}). (3.15)
Similarly, if S1,i+1 < S
max
1 and S2,i+1 = S
max
2 , then decision variables are updated as
(3.15) with the roles of microgrids 1 and 2 reversed.
Case A.2) Δ1,i ≥ 0 and Δ2,i < 0. In this case, the energy surplus in microgrid
1 is ﬁrst stored in its ESS. The remaining energy (if any) is transferred to microgrid
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2. The algorithm thus sets
C1,i = min{Δ1,i, (Smax1 − S1,i)/αc1},
E1,i = min{Δ1,i − C1,i, E},
S1,i+1 ← S1,i + αc1C1,i. (3.16)
Let Δ′2,i = Δ2,i + E1,i − βE21,i. If Δ′2,i ≥ 0, the transferred energy from microgrid 1
fully compensates the energy deﬁcit in microgrid 2. The remaining energy (if any)
is stored in the ESS of microgrid 2, i.e.,
C2,i = min{Δ′2,i, (Smax2 − S2,i)/αc2},
S2,i+1 ← S2,i + αc2C2,i. (3.17)
Otherwise, If Δ′2,i < 0, then the received energy from microgrid 1 has not fully
satisﬁed the energy deﬁcit in microgrid 2; hence, the ESS in microgrid 2 is discharged
ﬁrst and the remaining energy deﬁcit (if any) is then drawn from the main grid. We
thus have
D2,i = min{αd2S2,i,−Δ′2,i}, G2,i = −Δ′2,i −D2,i,
S2,i+1 ← S2,i − 1/αd2D2,i. (3.18)
Case A.3) Δ1,i < 0 and Δ2,i ≥ 0. This case is symmetric to Case A.2, with the
roles of microgrid 1 and microgrid 2 reversed. We thus omit the descriptions of the
algorithm here.
Case A.4) Δ1,i < 0 and Δ2,i < 0. In this case, microgrids do not exchange
energy since neither of them has energy surplus. In particular, each microgrid
compensates its deﬁcit by ﬁrst discharging its ESS. The remaining energy deﬁcit
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in microgrids (if any) is drawn from the main grid. We thus have
Dj,i = min{αdjSj,i,−Δj,i}, Gj,i = −Δj,i −Dj,i, ∀j ∈ J
Sj,i+1 ← Sj,i − 1/αdjDj,i, ∀j ∈ J . (3.19)
3.7.2 Cooperate-Then-Store Algorithm
This algorithm works in a way that the microgrid with energy surplus ﬁrst
transfers energy to the other microgrid (if it has energy deﬁcit) and stores the
remaining (if any) in its ESS. This algorithm is more eﬀective when the energy
cost saving is mainly attributed to microgrids energy cooperation rather than their
ESSs, e.g., when the correlation between the microgrids’ net energy proﬁles is
small and the energy loss in the transmission line connecting them is low. We
set {Gj,i, Ej,i, Cj,i, Dj,i} all equal to zero in the algorithm, unless otherwise stated.
Similar to the proposed store-then-cooperate algorithm, this algorithm is expressed
as follows:
Case B.1) Δ1,i ≥ 0 and Δ2,i ≥ 0. In this case, the algorithm performs the same
as Case A.1 in Section 3.7.1.
Case B.2) Δ1,i ≥ 0 and Δ2,i ≤ 0. In this case, microgrid 1 with excess energy
ﬁrst transfers energy to microgrid 2 with energy deﬁcit. If the energy deﬁcit in
microgrid 2 is higher than the maximum energy that can be received from microgrid
1, i.e., −Δ2,i ≥ E − βE2, then
E1,i = min{Δ1,i, E},
D2,i = min{−(Δ2,i + E1,i − βE21,i), αd2S2,i},
G2,i = −(Δ2,i + E1,i − βE21,i)−D2,i,
S1,i+1 ← S1,i, S2,i+1 ← S2,i − 1/αd2D2,i. (3.20)
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Otherwise, if −Δ2,i < E − βE2, then microgrid 1 transfers energy as much as is
needed in microgrid 2. Thus,
E1,i = min{Δ1,i, (1−
√
1 + 4βΔ2,i)/(2β)}. (3.21)
Deﬁne Δ′2,i = Δ2,i + E1,i − βE21,i. If Δ′2,i ≤ 0, then the remaining energy deﬁcit in
microgrid 2 is compensated using its ESS and the main grid, and {G2,i, D2,i} are
derived from (3.20). Otherwise, if Δ′2,i > 0, then the energy surplus in microgrid
1 is ﬁrst stored in its ESS and the remaining energy (if any) is sent to microgrid 2
and stored in its ESS. The algorithm thus sets
C1,i = min{Δ1,i − E1,i, (Smax1 − S1,i)/αc1},
E1,i ← E1,i +min{Δ1,i − E1,i − C1,i, E − E1,i},
C2,i = min{E1,i +Δ2,i − βE21,i, (Smax2 − S2,i)/αc2},
S1,i+1 ← S1,i + αc1C1,i, S2,i+1 ← S2,i + αc2C2,i. (3.22)
Case B.3) Δ1,i ≤ 0 and Δ2,i ≥ 0. This case is symmetric to Case B.2, with the
roles of microgrid 1 and microgrid 2 reversed. We thus omit the description of the
algorithm here.
Case B.4) Δ1,i ≤ 0 and Δ2,i ≤ 0. In this case, the algorithm performs the same
as Case A.4 in Section 3.7.1.
In practice, given the system setup and based on the historical data of renewable
energy generation and load, we can select one of the above two algorithms which
results in a lower energy cost by oﬀ-line computation and then implement it for
microgrids’ real-time energy management.
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Figure 3.8: Performance comparison of online algorithms with ρ = 0 and R =
0.0945 Ω/Km.
3.8 Simulation Results
First, we compare the performance of our proposed online algorithms using the
same system setup in Section 3.6.1. Fig. 3.8 and Fig. 3.9 show the total energy
cost of microgrids versus the prediction error variance σ2, for the two diﬀerent types
of transmission line. It is observed from Fig. 3.8 that the cooperate-then-store
online algorithm performs closer to the optimal solution derived from the oﬀ-line
optimization, while the store-then-cooperate algorithm is better in Fig. 3.9. This is
expected since the resistance of the transmission line in Fig. 3.8 is lower than that
in Fig. 3.9; hence, energy cooperation is more eﬀective in reducing the total energy
cost in Fig. 3.8.
Next, we consider a special setup where both microgrids have only wind or only
solar energy generation integration. In this case, it can be shown that the correlation
coeﬃcient between microgrids’ renewable energy generations, ρRE1,iRE2,i , resulting
from the geographical diversity, is distance-dependent and can be approximated by
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Figure 3.9: Performance comparison of online algorithms with ρ = 0 and R =
0.2923 Ω/Km.
an exponential function of the distance between the two microgrids, d. Accordingly,
the correlation coeﬃcient between the microgrids’ renewable energy generations is
given by [79–81]
ρRE1,i,RE2,i = e
−adb , ∀i ∈ N (3.23)
where a and b are empirically designed coeﬃcients derived by e.g., curve ﬁtting
techniques.
Denote the prediction error variance of Lj,i as σ
2
Lj,i
. We then have the following
proposition.
Proposition 3.8.1. By assuming that L1,i and L2,i, as well as Lj,i and REk,i,
∀j, k ∈ J , ∀i ∈ N are independent random variables, it follows that for ∀i ∈ N , we
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Proof. Please refer to Appendix E.
We use the same system setup as in Section 3.6.1. Due to our assumption that
δLj,i = 0, we have σLj,i = 0, ∀j ∈ J , ∀i ∈ N . Accordingly, it follows from Proposition
3.8.1 that ρΔ1,i,Δ2,i = ρRE1,i,RE2,i = ρ, ∀i ∈ N , which is computed from (3.23) with
given distance d. We also set a = 0.04 and b = 0.95.
We plot the energy cost saving versus the distance between the two microgrids
d for both types of transmission lines in Fig. 3.10.4 It is observed that the maximum
energy cost saving occurs at a distance threshold denoted by d. The distance
threshold in Goat (higher ohmic resistance) is d = 30 Km which is smaller than that
4In practice, the distance between the two microgrids is ﬁxed. Herein, we change the distance
between microgrids to investigate its eﬀect on the energy cost saving.
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in Peacock (lower ohmic resistance) with d = 60 Km. This result is expected, since
the transmission loss in Goat is higher than that in Peacock; hence, the eﬀectiveness
of energy cooperation is reduced in a shorter distance. Last, it is observed that the
energy cost saving increases for 0 ≤ d ≤ d, while the opposite is true for d ≥ d. For
0 ≤ d ≤ d, the correlation between net energy proﬁles in the two microgrids reduces
considerably as d increases and thus resulting in more energy exchange, while the
increase in the transmission loss is relatively lower. Thus, the energy cost saving
increases with d. However, for d ≥ d, the decrease in the energy cost saving caused
by the relatively high transmission loss is dominated by the energy cooperation
gain resulting from more independent net energy proﬁles. From these observations,
we can conclude that microgrids’ energy cooperation is more eﬀective when 0 ≤
d ≤ d and cooperate-then-store algorithm is thus better for the online energy
management in this case. In contrast, when d ≥ d, the transmission loss in the
line connecting microgrids is too large that the eﬀectiveness of energy cooperation
becomes diminished; as a result, store-then-cooperate algorithm performs better in
this case.
3.8.1 Extension to More than Two Microgrids System
In this subsection, we extend the application of our proposed online algorithms
for the two microgrids system in Section 3.7 to the more general case of multiple
microgrids.
For the purpose of illustration, we consider a power system consisting of
four microgrids, each of which is modelled based on the real data available from
California, US, over one week scheduling time period (from 1 January, 2006 to 7
January, 2006) [33,93–95]. Speciﬁcally, the energy consumers in each microgrid are
practically modelled based on the available data from residential and commercial
consumers, as previously given in Section 2.7.1. The number of wind and solar PV
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Table 3.3: Renewable Energy Generation in Microgrids





Table 3.4: Number of Loads in Microgrids





stations as well as the number loads in each microgrid are given in Tables 3.3 and
3.4, respectively [33,93,94]. We also consider sodium-sulfur based batteries for ESSs
in microgrids and set their charging and discharging eﬃciencies as αcj = α
d
j = 0.87,
∀j ∈ {1, . . . , 4} [96]. The total ESS capacities in microgrids are presented in Table
3.5. For simplicity, we assume microgrids are connected to each other via the same
type of the transmission lines, i.e. Peacock, with R = 0.0945 Ω/Km and set V = 33
KV. By denoting the distance between microgrid j and microgrid k as djk (or dkj),
j, k ∈ {1, . . . , 4}, j = k, the distances between microgrids are set as d12 = 18,
d13 = 40, d14 = 46, d23 = 55, d24 = 45, and d34 = 34 Km. To model the variable
price of the electricity market, we consider time-variant prices derived from CAISO
electricity market [95] (see Fig. 2.10, Chapter 2). We assume that electricity prices
are known to all microgrids prior to scheduling.
Note that for the case that renewable energy generation and load are perfectly
known to microgrids, we can solve the oﬀ-line optimization using the Lagrange
duality method, following the same procedure given in Proposition 3.5.2. However,
for the practical setup of unknown renewable energy generation/load prediction
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Table 3.5: ESS Capacities in Microgrids





Table 3.6: Microgrids’ Energy Costs in Diﬀerent Clustering Cases
Microgrids clustering Total energy costs of microgrids ($)
Case I:
1 and 2, 3 and 4
4.7547× 105
Case II:
1 and 3, 2 and 4
4.7902× 105
Case III:
1 and 4, 2 and 3
5.1335× 105
errors, we propose the following clustering based approach.
Clustering based Online Algorithm
This algorithm ﬁrst clusters microgrids into groups of two, where it is assumed
that only microgrids within the same group can have energy cooperation with each
other. Next, store-then-cooperate/cooperate-then-store online algorithms proposed
in Section 3.6.2 are used for real-time energy management in each group.
In practice, various approaches can be adopted to group microgrids.
Particularly, from the results shown in Section 3.6.2 on the eﬀectiveness of energy
cooperation on reducing microgrids’ total energy cost, we know that the distance
between microgrids and the correlation coeﬃcient between their net energy proﬁles
can signiﬁcantly aﬀect the performance gain of energy cooperation. Accordingly, one
possible clustering approach can be grouping microgrids based on their distance such
that those located close to each other are clustered in one group. Another approach
is to group microgrids with less correlated net energy proﬁles (e.g., one microgrid
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Table 3.7: Performance Evaluation of the Proposed Online Algorithms for the Best








15 4.836× 105 5.0673× 105 4.78
30 4.9043× 105 5.20590× 105 6.14
with solar energy integration while the other one with wind energy integration).
Next, we propose a more general framework to group microgrids by making use
of the oﬀ-line optimization. Speciﬁcally, we ﬁrst consider all possible cases for
clustering microgrids into groups of two, and solve the oﬀ-line optimization problem
for each case given the system setup and the predicted values of renewable energy
generation/load. Next, we choose the case resulting in the lowest total energy cost
among all possible groupings. In general, the oﬀ-line based clustering approach is
more precise than the distance or correlation based criteria for grouping microgrids,
since it considers the overall eﬀects of distance, correlation coeﬃcient between
microgrids’ net energy proﬁles, ESS capacities, etc.
Total energy costs obtained from the oﬀ-line optimization for the three cases
of microgrids grouping are presented in Table 3.6. It is observed that Case I, in
which microgrids 1 and 2 are in one group while microgrids 3 and 4 are in the other
group yields the lowest total energy cost. Given this grouping, we solve the online
energy management problem using our proposed algorithms in Section 3.7, where
the total energy costs of microgrids for 15% and 30% of renewable energy prediction
errors are presented in Table 3.7. It is observed that our proposed online algorithms
perform fairly close to the optimal oﬀ-line solution with optimality gaps of 4.78%
and 6.14% in the noisy environment with 15% and 30% renewable energy prediction
errors, respectively. Note than in our proposed clustering based online algorithm, the
groups of clustered microgrids remain unchanged throughout the whole scheduling
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time horizon. However, the performance may be further improved if we dynamically
cluster microgrids over time.
3.9 Chapter Summary
In this chapter, we studied the fully cooperative energy management problem for
two microgrids with common interests. First, we proposed a distributed algorithm
to derive the optimal solution to the oﬀ-line energy management problem. Next,
via oﬀ-line optimization, we showed that both microgrids’ energy cooperation as
well as ESSs can be used to save their total energy cost, whereas one can be
more cost-eﬀective than the other depending on the system setup, such as the
correlation between the microgrids’ net energy proﬁles and the resistance value of
the transmission line connecting them. Based on the results obtained from the
oﬀ-line optimization, we then proposed two online algorithms of low complexity
for the real-time energy management of microgrids with arbitrary energy proﬁle
realizations. The simulation results showed that our proposed algorithms perform
close to the optimal oﬀ-line performance bound under practical settings. Moreover,
we provided simulation results for the general case of more than two microgrids and






In Chapter 3, we studied the fully cooperative energy management problem
for two microgrids of common interests. In this chapter, we study the partially
cooperative energy management for two self-interested microgrids that are connected
to each other via a dedicated power transmission line and also to the main grid.
Microgrids can trade energy with each other based on given prices that are known
to both of them prior to scheduling.
Since microgrids belong to self-interested entities, they may share only limited
information with the central controller for energy cooperation coordination due to
practical considerations such as privacy and cost. In order to motivate self-interested
microgrids to engage energy cooperation with each other, they need to share
the gains in energy cost reduction as compared to the case without energy
cooperation. In this case, by assuming that renewable energy generations/load
demand in microgrids are perfectly known, we propose a partially cooperative
energy management paradigm, under which the central controller optimizes the
energy cooperation between microgrids based on the limited information received
from them. We derive an iterative algorithm for the central controller to gradually
update the energy exchange between the two microgrids such that their energy
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costs reduce simultaneously as compared to the case without energy cooperation.
Given the optimal energy exchange, each microgrid then independently optimizes
the energy charged/discharged to/from its ESS and that drawn from the main grid
in order to minimize individual energy cost. Compared to the fully cooperative
energy management in Chapter 3 which is aimed to minimize the total energy cost
of microgrids, herein we ensure that the energy costs of both microgrids can be
reduced at the same time compared to the case without energy cooperation, while
their total energy cost may be the same or higher than that by the fully cooperative
energy management.
Last, we present simulation results based on the real data of Tucson power
system [33] to compare the performances of the fully versus partially cooperative
systems, as well as the case without energy cooperation.
4.2 Prior Work
The energy management problem for a group of distributed microgrids with
energy cooperation has been studied in [21, 22, 34–37, 63–75, 82–89]. The prior
works [21, 22, 34–37, 63–72] assumed that microgrids belong to the same entities or
diﬀerent entities with common interests and fully cooperate to achieve certain goals
by assuming full information sharing between microgrids and the central controller,
e.g., [63–65] or limited information sharing, e.g., [67, 72]. The energy management
problem for microgrids was then solved either in a centralized or decentralized
manner. For instance, [34, 63, 64] solved the centralized problem in a distributed
manner using dual decomposition technique [90].
On the other hand, [82–89] studied the energy management problem for
self-interested cooperative microgrids. In particular, [82, 83] solved the energy
management problem using game-theoretical approaches, while [84–89] adopted
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Figure 4.1: Fully versus partially cooperative energy management: (a) Microgrids
belonging to the same entity, (b) Microgrids belonging to self-interested entities.
heuristically designed algorithms based on multi-agent systems [84–88] or neural
networks [89]. The energy trading, i.e., selling/buying among microgrids, was not
considered in [82–84]. Although [82–89] presented interesting results on the energy
management problem for self-interested microgrids, they did not provide a complete
view and understanding of the problem. For instance, it is still unclear under what
conditions microgrids should exchange energy with each other versus rely solely on
their own ESSs. Therefore, it is essential to rigorously investigate new algorithms
for the partially cooperative energy management in microgrids.
In contrast to the aforementioned works on the energy management for
self-interested microgrids, in this chapter we propose a new algorithm for partially
cooperative energy management under the practical setup with self-interested
microgrids that can trade energy with each other at given prices. In particular, our
proposed algorithm aims to simultaneously reduce energy costs of both microgrids,
while only limited information is exchanged with the central controller due to the
microgrids’ privacy concern.
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4.3 System Model
In this chapter, we consider the same system model as that in Chapter 3,
including the ESSs, power transmission line connecting the two microgrids, loads,
and renewable energy generations in microgrids, as shown in Fig. 4.1. Further
assumptions on the system model in this chapter are given as follows.
• In practice, it is not optimal for microgrids to exchange energy at the same
time, due to the energy loss in the transmission line connecting them. As a
result, we only consider values for energy exchange between microgrids that
satisfy Ej,i · Ej¯,i = 0, ∀j ∈ J , ∀i ∈ N .
• We assume that both microgrids exchange energy given prices that are known
to them prior to scheduling. Let ωj,i ≥ 0, j ∈ J , i ∈ N , denote the price that
microgrid j sells a unit of energy to microgrid j¯ at time slot i. We assume that
microgrids always exchange energy with each other in lower prices compared to
those oﬀered by the main grid, i.e., ωj,i < λj,i, ∀i ∈ N , ∀j ∈ J . The monetary
proﬁt for microgrid j at time slot i obtained from selling Ej,i amount of energy
to microgrid j¯ is thus derived as ωj,iEj,i, while the monetary proﬁt for microgrid
j¯ is −ωj,iEj,i.1 Accordingly, the energy cost of each microgrid j over the N -slot
scheduling period can be expressed as
∑N
i=1 (λj,iGj,i − ωj,iEj,i + ωj¯,iEj¯,i).
4.4 Problem Formulation
We now proceed to formulate the partially cooperative energy management
problem for two self-interested microgrids by optimizing {Gj,i, Ej,i, Cj,i, Dj,i},
∀j ∈ J , ∀i ∈ N , such that energy costs of microgrids, i.e.,
1Note that microgrid j¯ needs to pay ωj,iEj,i to microgrid j in order to purchase Ej,i amount
of energy, while it receives Ej,i − βE2j,i due to transmission losses in the line between the two
microgrids.
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∑N
i=1 (λj,iGj,i − ωj,iEj,i + ωj¯,iEj¯,i), j ∈ J , are minimized simultaneously. We deﬁne
Fj(e) as the minimum energy cost of microgrid j, given any energy exchange
vector e = [E1,1 . . . E1,N E2,1 . . . E2,N ]
T , with Ej,i, satisfying Ej,i · Ej¯,i = 0 and
0 ≤ Ej,i ≤ E, ∀j ∈ J , ∀i ∈ N . We then formulate the following problem for
achieving the minimum energy cost in microgrid j.
(P3− j) : Fj(e) = min{Gj,i},{Cj,i},{Dj,i}
N∑
i=1
(λj,iGj,i − ωj,iEj,i + ωj¯,iEj¯,i)






Dj,k ≤ Smaxj , ∀i ∈ N (4.1)
Gj,i +Δj,i − Cj,i +Dj,i − Ej,i + Ej¯,i − βE2j¯,i ≥ 0, ∀i ∈ N (4.2)
Gj,i ≥ 0, Cj,i ≥ 0, Dj,i ≥ 0, ∀i ∈ N . (4.3)
Our goal is to devise an algorithm for microgrids’ energy management problem,
which reduces energy costs of microgrids simultaneously; hence, both will beneﬁt
from the energy cooperation. In the following, we propose our algorithm for the
partially cooperative energy management for the two self-interested microgrids.
4.4.1 Proposed Algorithm
Herein, we assume that net energy proﬁles in microgrids are known to microgrids
before scheduling, i.e., δj,i = 0, ∀j ∈ J , ∀j ∈ N . It can be veriﬁed that in this case,
Fj(e) is a convex function of the energy exchange vector e [55]. Given any energy
exchange vector e, energy costs of both microgrids can be reduced simultaneously if
and only if there exists suﬃciently small Δe = [ΔE1,1 . . .ΔE1,N ΔE2,1 . . .ΔE2,N ]
T ,
with Ej,i+ΔEj,i satisfying (Ej,i+ΔEj,i)·(Ej,i+ΔEj¯,i) = 0 and 0 ≤ Ej,i+ΔEj,i ≤ E,
∀j ∈ J , ∀i ∈ N , such that Fj(e +Δe) < Fj(e), ∀j ∈ J . In the following, we ﬁrst
derive the dual problem of (P3-j). Next, we characterize the eﬀect of changing the
energy exchange vector e to e + Δe on the minimum energy cost of microgrid j,
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i.e., we derive Fj(e +Δe)− Fj(e). Last, we investigate whether such Δe exists or
not.
Let γj,i ≥ 0, ∀j ∈ J , ∀i ∈ N , be the Lagrange dual variables corresponding to









γj,i(Gj,i +Δj,i +Dj,i − Cj,i − Ej,i + Ej¯,i − βE2j¯,i). (4.4)
The dual function of (P3-j) is then given by
g({γj,i}) = min{Gj,i},{Cj,i},{Dj,i}Lj






Dj,k ≤ Smaxj , ∀i ∈ N
Gj,i ≥ 0, Cj,i ≥ 0, Dj,i ≥ 0, ∀i ∈ N . (4.5)
The dual problem of (P3-j) is thus expressed as
(D3− j) : max
{γj,i≥0}
g({γj,i})
Lemma 4.4.1. In order for g({γj,i}) to be bounded from below, it must hold that
γj,i ≤ λj,i, ∀i ∈ N .
Proof. This lemma can be proved following the same procedure as in the proof of
Lemma 3.5.1.
Denote the optimal solution to (D3-j) as γ∗j,i, 0 ≤ γ∗j,i ≤ λj,i, γ∗j,i ∈ U , where
U is the set of all optimal dual variables. We then have the following lemma to
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characterize the eﬀect of changing the energy exchange vector e on the minimun
energy cost of each microgrid Fj(e).
Lemma 4.4.2. Under any given Δe, the change in the energy cost of microgrid j







+ − f−j,Ek,i [−ΔEk,i]+, (4.6)











= maxU{γ∗j,i − ωj,i} k = j
∂Fj(e)
∂E+j¯,i







= minU{γ∗j,i − ωj,i} k = j
∂Fj(e)
∂E−j¯,i
= minU{2βEj¯,iγ∗j,i − γ∗j,i + ωj¯,i} k = j¯
(4.8)
Proof. Please refer to [91].
Given the partial derivatives in Lemma 4.4.2, we seek for suﬃciently small Δe
with e+Δe satisfying (Ej,i +ΔEj,i) · (Ej,i +ΔEj¯,i) = 0 and 0 ≤ Ej,i +ΔEj,i ≤ E,
∀j ∈ J , ∀i ∈ N , such that Fj(e + Δe) < Fj(e), ∀j ∈ J . We investigate the
existence of such Δe by solving the following feasibility problem.
2In the case that U has only one element, the right-partial and the left-partial derivatives become
equal and Fj(e) is thus diﬀerentiable.
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(F1) : find {ΔEj,i}
s.t. |ΔEj,i| ≤ ρ, ∀j ∈ J , ∀i ∈ N (4.9)
0 ≤ Ej,i +ΔEj,i ≤ E, ∀j ∈ J , ∀i ∈ N (4.10)






+ − f−j,Ek,i [−ΔEk,i]+ < 0, ∀j ∈ J (4.12)
where ρ > 0 is a small constant. Constraint (4.9) restricts each ΔEj,i to take
small steps, since (4.6) is only valid nearby e. Constraints (4.10) and (4.11)
are due to constraints 0 ≤ Ej,i ≤ E and Ej,i · Ej¯,i = 0, ∀j ∈ J , ∀i ∈ N ,
respectively. Last, constraint (4.12) ensures that energy costs of both microgrids
decrease simultaneously after changing the energy exchange vector e to e + Δe.
Note that (F1) is a non-convex optimization problem due to constraints in (4.11)
and (4.12). However, constraints (4.9) and (4.10) specify a convex set over {ΔEj,i}.
In order to solve (F1), we can search over the set speciﬁed by constraints (4.9) and
(4.10) to ﬁnd {ΔEj,i} that also satisfy (4.11) and (4.12).
The algorithm for solving the partially cooperative energy management of
microgrids is given in Table 4.1. The algorithm starts from the case of no
energy cooperation between microgrids, i.e., e = 0. The following procedures are
implemented iteratively. In each iteration, given e, each microgrid j computes the




) using (4.7) and (4.8), respectively, where partial derivatives are
then passed to the central controller. Given f+j,Ek,i and f
−
j,Ek,i
, the central controller
then searches for Δe by solving the feasibility problem (F1). If (F1) is feasible, then
the central controller updates the energy exchange vector e as e = e+Δe and returns
the new energy exchange vector to microgrids for the next iteration. The procedure
shall proceed until (F1) becomes infeasible, i.e., further update is impossible. Given
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the obtained energy exchange vector e, (P3-j) becomes an LP and each microgrid
independently solves (P3-j), using existing software such as CVX [76], in order to
derive {Gj,i, Cj,i, Dj,i}.
Remark 4.4.1. The energy cost of microgrid j resulting from the partially
cooperative energy management cannot be higher than that without energy
cooperation, i.e., Fj(0). Otherwise, microgrid j can simply operate
independently without any energy exchange and information sharing with the other
microgrid/central controller.
It is worth noting that in Algorithm 4.1, each microgrid preserves its privacy,
since it only needs to share the right-partial and left-partial derivatives of its
minimum energy cost function Fj(e) with the central controller in each iteration;
meanwhile it can achieve a lower energy cost as compared to the without energy
cooperation case.
4.4.2 Benchmark Scheme: Fully Cooperative Energy
Management
In Chapter 3, we solved the fully cooperative energy management problem, by
assuming that the two microgrids belong to the same entity or diﬀerent entities with
common interests and thus cooperate with each other in order to minimize their total
energy cost. This is in contrast to the partially cooperative energy management in
(P3-j), which aims to minimize the individual cost of each microgrid.3 For clarity,
we restate the fully cooperative energy management problem for the two microgrids,
3Note that in the fully cooperative energy management where the objective is to minimize
the total energy cost of both microgrids, the terms corresponding to the energy trading between
microgrids, i.e., ωj,iEj,i, ∀j ∈ J , ∀i ∈ N , will be crossed out in the objective function.
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Table 4.1: Algorithm for the Partially Cooperative Energy Management
Algorithm 4.1
a) Initialize e ← 0 and Flag← 0.
b) While Flag = 1 do:
1) Given the energy exchange vector e, each microgrid j computes the
right-partial and left-partial derivatives of its minimum energy cost
function, i.e., f+j,Ek,i and f
−
j,Ek,i
, using (4.7) and (4.8), respectively, and
passes them to the central controller.
2) Given the received partial derivatives, the central controller investigates
the existence of Δe by solving the feasibility problem in (F1). If (F1)
is infeasible, Flag= 1 is set, which means further update is impossible.
Otherwise, the energy exchange vector e is updated as e = e+Δe.
c) The central controller announces e to microgrids as the ﬁnal decision for the
energy exchange vector.














Dj,k ≤ Smaxj , ∀j ∈ J , ∀i ∈ N
Gj,i +Δj,i − Cj,i +Dj,i − Ej,i + Ej¯,i − βE2j¯,i ≥ 0, ∀j ∈ J , ∀i ∈ N
0 ≤ Ej,i ≤ E, ∀j ∈ J , ∀i ∈ N
Gj,i ≥ 0, Cj,i ≥ 0, Dj,i ≥ 0, ∀j ∈ J , ∀i ∈ N . (4.13)
Note that in (4.13), we have not explicitly included constraints Ej,i ·Ej¯,i = 0, ∀j ∈ J ,
∀i ∈ N . However, as stated in Remark 3.5.1, the optimal solution to the fully
cooperative energy management, given in Proposition 3.5.2, always satisﬁes this
constraint. In the following, we further highlight the diﬀerences between the fully
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and partially cooperative energy management for the two microgrids system.
4.4.3 Fully versus Partially Cooperative Energy
Management
To further highlight the diﬀerences between the partially and fully cooperative
energy management schemes for microgrids, we brieﬂy compare these schemes in
the following.
• Information Sharing: In order to implement Algorithm 3.1 for optimally
solving the oﬀ-line fully cooperative energy management problem, the central
controller needs to have access to all the necessary information from both
microgrids. Speciﬁcally, each microgrid feeds back all the required information
(including its net energy proﬁle, the available energy in its ESS, etc.) to
the central controller through the existing communication system. This is
in contrast to Algorithm 4.1 proposed for the partially cooperative energy
management, which only requires the exchange of 2N scalars (i.e., the
left-partial and right-partial derivatives of Fj(e) with respect to Ek,i, ∀j, k ∈
J , ∀i ∈ N ) between microgrids and the central controller. Therefore,
Algorithm 4.1 preserves the privacy of microgrids.
• Microgrids’ Energy Costs: Algorithm 4.1 minimizes energy costs of the two
microgrids simultaneously based on the gradients of two convex cost functions
(see (4.12) in (F1)), which diﬀers from the conventional gradient descent
method in convex optimization which minimizes a single convex objective [55].
In contrast, in (4.13), one microgrid may incur a higher energy cost compared
to the case of no energy cooperation, although the total energy cost of the two
microgrids is reduced.
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Table 4.2: System Parameters
ESSs Transmission line connecting
the microgridsαcj 0.7
αdj 0.8 R (Peacock) 0.0945 Ω/Km
Sj,1 0 V 33 KV
Sminj 0 d 45 Km
Smaxj 10 MW E 10 MW


























Figure 4.2: Hourly predicted net energy proﬁles of Tuscon power grid over 12 hours.
4.5 Simulation Results
In this section, we provide simulation results to evaluate performances of
the proposed algorithms for microgrids’ partially versus fully cooperative energy
management. We consider two microgrids located in Tucson, Arizona, U.S. [33].4
Microgrid 1 and microgrid 2 own 70 and 80 Vestas V90 wind turbines, respectively,
where each turbine has the rated output of 3 MW. We model {Δj,i} as the aggregate
hourly predicted wind energy generations of all wind turbines in microgrid j over 12
4We assume that microgrid 1 comprises of wind generators with site IDs: 151, 161, 162, 163,
170, 171, 189, and microgrid 2 with site IDs: 152, 172, 181, 190, 200, 216, 219, 220 [33].
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Figure 4.3: Microgrids’ total energy cost versus ω2.
hours (from 12 : 00, 5 August 2006 to 00 : 00, 6 August 2006) oﬀset by its load that
is set as 25 MW and 7 MW for microgrid 1 and microgrid 2, respectively, as shown
in Fig. 4.2. The parameters for ESSs and the transmission line connecting the two
microgrids [78] are given in Table 4.2. We consider the average daily electricity
prices for both peak and oﬀ-peak hours in Tucson [77] and thus set λj,i = 89.85
$/MW, ∀j ∈ J , ∀i ∈ N [77].
Given the aforementioned system setup and by setting ω1,i = 40 $/MW, ∀i ∈ N ,
and ω2,i = ω2, ∀i ∈ N , we plot the total energy cost of the two microgrids over ω2 for
three energy management schemes, in Fig. 4.3. It is observed that the total energy
cost of microgrids resulting from the fully cooperative energy management is the
lowest, since they both share all the required information with the central controller
and the total energy cost is thus minimized. The obtained results also show that
with only limited information sharing with the central controller, the total energy
cost of the two self-interested microgrids can be remarkably reduced as compared
to the case of no energy cooperation, while it also performs fairly close to the lower
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Figure 4.4: Microgrids’ total energy cost versus Smax.
bound derived from the fully cooperative energy management.
Next, we set ω2,i = 40 $/MW, ∀i ∈ N , and Smaxj = Smax, ∀j ∈ J .
Fig. 4.4 shows the total energy cost of microgrids versus Smax for the three
energy management schemes. For small values of Smax, the diﬀerence among the
total energy cost of microgrids resulting from partially/fully cooperative energy
management and the case of no energy cooperation is large, while the diﬀerence
decreases with increasing Smax. This is because when Smax is small, any energy
deﬁcit is mainly satisﬁed by drawing energy from the other microgrid and/or the
main grid. Therefore, energy cooperation saves the total energy cost signiﬁcantly as
it reduces the purchase of more expensive energy from the main grid. However, as
Smax becomes large, each microgrid can rely more on its own ESS to deal with energy
deﬁcit and thus the energy exchange between microgrids becomes less eﬀective. It
is also observed that the total energy costs resulting from the partially and fully
cooperative energy management does not vary much with ESS capacity Smax, as
compared to the case of no energy cooperation. This shows that energy cooperation
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Figure 4.5: Microgrids’ total energy exchange in fully versus partially cooperative
energy management schemes.
can greatly reduce the need for ESSs with large capacity.
Next, we aim to investigate the impact of the correlation coeﬃcient between
microgrids’ net energy proﬁles on their total energy cost in both fully and partially
cooperative energy management. We set ωj,i = 40 $/MW, ∀j ∈ J , ∀i ∈ N ,
and model the prediction errors of net energy proﬁles δj,i as Gaussian random
variables with zero mean, standard deviation σj,i = 10 MW, ∀j ∈ J , ∀i ∈ N ,
and the correlation coeﬃcient ρδ1,i,δ2,i = ρ, ∀i ∈ N . Fig. 4.5 shows the




i=1Ej,i, for fully and
partially cooperative energy management versus ρ. It is observed that the total
energy exchanged between microgrids in fully cooperative energy management is
higher and also decreases more considerably over ρ as compared to the partially
cooperative counterpart. Accordingly, it is expected that the total energy cost
of microgrids resulting from the fully cooperative energy management becomes
remarkably sensitive to ρ compared to that derived from the partially cooperative
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Figure 4.6: Microgrids’ total energy cost versus correlation coeﬃcient ρ.
energy management, as shown in Fig. 4.6. This is due to the fact when ρ is
close to −1, it is more likely that the energy surplus in one microgrid compensates
the energy deﬁcit in the other one; hence, in fully cooperative energy management
scheme, microgrids cooperate as much as possible to minimize their total energy
cost regardless of the individual energy cost of each microgrid. This is in contrast
to the partially cooperative energy management that aims to reduce energy costs of
both microgrids simultaneously.
4.6 Chapter Summary
In this chapter, we studied the energy management problem for two
self-interested microgrids with partial energy cooperation. We devised an iterative
algorithm that minimized energy costs of both microgrids at the same time, while
they share only limited information with the central controller. We then evaluated
the performance of the proposed algorithm by simulations based on real data.
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Our results showed that by the proposed partially cooperative energy management
algorithm, both microgrids can achieve lower energy costs as compared to the case
without energy cooperation, and furthermore the total energy cost performs fairly
close to the lowest cost derived from the fully cooperative energy management.
We also compared the performances of the fully and partially cooperative energy
management with diﬀerent ESS capacities in microgrids as well as correlation
coeﬃcients between their net energy proﬁles.
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Conclusion and Future Work
5.1 Conclusion
This thesis has studied both oﬀ-line and online energy management problems
and the energy cooperation optimization for geographically distributed microgrids.
We summarize the main contributions of this thesis as follows.
• In Chapter 2, by assuming that renewable energy generation/load demand are
perfectly known, we formulated and solved the oﬀ-line energy management
problem for a single microgrid system optimally. Under the practical setup of
random renewable energy generation/load demand, we proposed a new online
algorithm for the real-time energy management by combining the obtained
optimal oﬀ-line solution with a sliding-window based sequential optimization.
Our proposed online algorithm works under arbitrary realizations of renewable
energy generation/load demand. As a result, it is more practically applicable
as compared to solutions based on conventional techniques such as dynamic
programming and stochastic programming, which require the prior knowledge
of renewable energy generation and load demand distributions/realizations.
Advantages of our proposed online algorithm were demonstrated by extensive
simulations under practical system setup. The proposed technique in
developing the online algorithm is also useful for devising algorithms for
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real-time implementation in other problems, where the uncertainty in the
system cannot be well characterized by any speciﬁc probability distribution.
• In Chapter 3, we studied the fully cooperative energy management for two
microgrids with common interests. We proposed a distributed algorithm
to optimally solve the oﬀ-line energy management problem. Accordingly,
we investigated impacts of energy cooperation as well as ESSs on the total
energy cost of microgrids. Particularly, we showed that both microgrids’
energy cooperation and their ESSs can be used to mitigate the intermittent
renewable energy generations and reduce the total energy cost. However, it
was shown that their cost-eﬀectiveness depends on several parameters such as
the correlation between their net energy proﬁles and the resistance value of the
transmission line connecting them. For instance, it was observed that energy
cooperation can reduce the total energy cost more eﬀectively than ESSs when
the microgrids’ net energy proﬁles are independent, while the opposite is true
when the net energy proﬁles are highly correlated. Moreover, we proposed
two online algorithms of low complexity for real-time energy management
in microgrids with arbitrary net energy proﬁle realizations. We showed via
simulations that the proposed online algorithms perform very close to the
optimal solution derived from the oﬀ-line optimization. Finally, we provided
discussions and simulation results on extending our proposed online algorithms
to the general case of more than two microgrids using a clustering approach.
• In Chapter 4, we solved the partially cooperative energy management problem
for two self-interested microgrids under energy cooperation. We devised a new
algorithm that minimizes energy costs of individual microgrids simultaneously
by requiring the exchange of only limited information with the central
controller. We also compared the energy costs resulting from fully against
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partially cooperative energy management via simulations based on real data.
It was shown that by our proposed algorithm, with only limited information
sharing, the total energy cost of self-interested microgrids can be not only
reduced signiﬁcantly compared to the case of no energy cooperation, but also
rendered to be very close to the lowest cost by the fully cooperative energy
management. We also compared the performances of the fully and partially
cooperative energy management with diﬀerent ESS capacities in microgrids as
well as correlation coeﬃcients between their net energy proﬁles.
5.2 Future Work
At last, we point out some future research directions that we deem important
and worthy of further investigations by extending the results presented in this thesis.
• Energy management for more than two microgrids: In Chapter 3, we provided
discussions and simulation results for one possible extension to the case
of more than two microgrids, based on our proposed store-then-cooperate
and cooperate-then-store online algorithms. In general, alternative online
algorithms can be developed to achieve even better performance (smaller
optimality gap), e.g., deploying sliding-window based online algorithm.
However, the following practical issues need to be investigated in this case.
Algorithm convergence rate: The sliding-window based online algorithm
proposed for the energy management of a single microgrid in Chapter
2 uses the ellipsoid method, which is a gradient based method, at each
time slot to solve the optimization problem and obtain the online policy.
For the case of a large number of microgrids, since the number of
constraints and accordingly Lagrange dual variables increases, gradient
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based methods need to be carefully adopted to guarantee the convergence
within each slot time. For instance, to achieve a reasonably fast
convergence, we need to choose an appropriate initial point for the
algorithm.
Information exchange: As the number of microgrids increases, the
amount of information to be exchanged between microgrids and the
central controller also increases, which results in more overhead for the
communication system. In this case, there is a general trade-oﬀ between
the performance of energy cooperation and communication delay, which
requires further investigation.
• Fully distributed algorithm for partially cooperative energy management: The
algorithm proposed for the partially cooperative energy management problem
for self-interested microgrids in Chapter 4 requires a central controller to
coordinate the energy cooperation. It will be interesting to investigate how
to optimize the energy cooperation in a fully distributed manner (without the
need of a central controller).
• Online algorithm for partially cooperative energy management: In Chapter 4,
it was assumed that renewable energy generation and load demand are known
to the microgrids (e.g., in day-ahead energy management). How to extend the
results to the more general case of stochastic renewable energy generation/load
demand is also worth pursuing in future work.
• Demand Response (DR): In this thesis we considered various types of
non-schedulable loads that cannot be shifted or reduced over time. However,
with the information harvested from distributed smart meters, sensors in a
smart grid, and the advanced communication techniques, demand-side users
can change (shift and/or reduce) their energy consumption in response to the
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power grid conditions, e.g., load shedding during periods with high electricity
prices. Analyzing the impact of DR on the studied system with cooperative
microgrids is an interesting direction for future work.
• Practical ESS Model: This thesis has considered the ESS capacity and
minimum ESS level constraints. However, in practical ESSs, there are other
constraints such as maximum charging and discharging power rates that can
limit the operation of ESSs considerably. Considering a more practical ESS
model and investigating impacts of its limitations on the operation of microgrid
systems is an interesting direction for future work.
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Proof of Lemma 2.5.2
Suppose that the optimal solution to (2.17) is unique and there exists a slot j
with both C∗j > 0 and D
∗
j > 0, i.e., C
∗
j · D∗j = 0, j ∈ {1, . . . , N}. Then, we can
construct another solution {C i, Di, G∗i } = {C∗i , D∗i , G∗i } as C i = C∗i − min(C∗i , D∗i )
and Di = D
∗
i − min(C∗i , D∗i ), ∀i, which satisﬁes C i · Di = 0. Since νi ≥ −ω, ∀i,
from Lemma 2.5.1, it can be veriﬁed that L(ω, {νi}, {νi}, {C i}, {Di}, {G∗i }) ≤
L(ω, {νi}, {νi}, {C∗i }, {D∗i }, {G∗i }), i.e., a lower objective value can be achieved by
the newly constructed solution, which contradicts that {C∗i , D∗i , G∗i } is uniquely
optimal for (2.17). This lemma is thus proved.
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Proof of Proposition 2.5.1
Since the problem in (2.17) is convex and satisﬁes the Slater’s condition, the
Karash-Kuhn-Tucker (KKT) conditions are both necessary and suﬃcient for its
optimality [55]. Let γi be the dual variable corresponding to the constraint Gi+Δi+
Di ≥ Ci, and λCi , λDi and λGi be the dual variables associated with the constraints
of Ci ≥ 0, Di ≥ 0, and Gi ≥ 0, respectively. Suppose that the optimal solutions to




i , while the optimal (dual) solutions to (2.17) are






i . Then, the KKT conditions for problem (2.17) can
be expressed as follows:
G∗i +Δi +D
∗
i − C∗i ≥ 0, (B.1)
C∗i ≥ 0, D∗i ≥ 0, G∗i ≥ 0, (B.2)
γ∗i ≥ 0, λC∗i ≥ 0, λD∗i ≥ 0, λG∗i ≥ 0, (B.3)
γ∗i
(













i = 0, (B.5)








i = 0, (B.7)
γ∗i − Fi(G∗i ) + λG∗i = 0, (B.8)
where (B.1)-(B.3) are for the primal and dual feasibility, (B.4) and (B.5) for the
complimentary slackness, and (B.6)-(B.8) follows due to the fact that the gradient
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of the Lagrangian of (2.17) must vanish at optimal solution {C∗i , D∗i , G∗i }.
With the KKT conditions in (B.1)-(B.8), we are now ready to prove the
proposition by considering the non-trivial case of ω + νi > 0.
1 In this case, it
follows from (B.6) that γ∗i = αc(ω + νi) + λ
C∗
i > 0. Together with (B.4), we have
C∗i −Δi −D∗i −G∗i = 0. (B.9)
From (B.9) together with the fact that C∗i · D∗i = 0 in Lemma 2.5.2, we then
prove this proposition by studying three following cases: 1) C∗i = 0 and D
∗
i > 0; 2)
C∗i > 0 and D
∗
i = 0; and 3) C
∗
i = 0 and D
∗
i = 0, respectively.
First, consider the case of C∗i = 0 and D
∗
i > 0. In this case, it follows from
(B.5) that λD∗i = 0, and thus (B.7) is simpliﬁed as γ
∗
i = 1/αd(ω + νi). Accordingly,
from (B.8) we have
G∗i = F
−1
i (1/αd(ω + νi) + λ
G∗
i ). (B.10)
Using (B.10) together with (B.2) and (B.5), the optimal G∗i is obtained as
G∗i =
[
F−1i (1/αd(ω + νi))
]+
= F−1i (max (Fi(0), 1/αd(ω + νi))) . (B.11)
Accordingly, from (B.9) we have the optimal D∗i as
D∗i = −F−1i (max (Fi(0), 1/αd(ω + νi)))−Δi. (B.12)
Combining C∗i = 0, D
∗
i in (B.12) and G
∗
i in (B.11), the optimal solution to (2.17) is
obtained for the case of C∗i = 0 and D
∗
i > 0. It remains to show that this solution is





, D∗i = [−Δi]+ , and G∗i = 0. This can be shown to coincide with the optimal solution given
in (2.18), (2.19) and (2.20).
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indeed as given in (2.18), (2.19) and (2.20). Note that D∗i > 0 is given in this case,
and thus it must hold from (B.12) that −F−1i (max (Fi(0), 1/αd(ω + νi)))−Δi > 0.
Therefore, D∗i in (B.12) is the same as that in (2.19). For C
∗
i in (2.18), since it can
be veriﬁed that
F−1i (max(Fi(0), αcω + αcνi)) + Δi
≤ F−1i (max(Fi(0), 1/αd (ω + αcνi))) + Δi < 0,
it follows that C∗i in (2.18) corresponds to C
∗
i = 0. By combining C
∗
i = 0 and D
∗
i
in (B.12), it can be veriﬁed that G∗i in (B.11) is consistent with that in (2.20). As
a result, the solution in Proposition 2.5.1 is proved to be the optimal solution to
(2.17) for the case of C∗i = 0 and D
∗
i > 0.
Second, consider the case of C∗i > 0 and D
∗
i = 0. In this case, it follows from
(B.5) that λC∗i = 0, and thus (B.6) is simpliﬁed as γ
∗
i = αc(ω + νi). Accordingly,
from (B.8) we have
G∗i = F
−1
i (αc(ω + νi) + λ
G∗
i ). (B.13)
Using (B.13) together with (B.2) and (B.5), the optimal G∗i is obtained as
G∗i =
[
F−1i (αc(ω + νi))
]+
= F−1i (max (Fi(0), αc(ω + νi))) . (B.14)
Accordingly, from (B.9) we have the optimal C∗i as
C∗i = F
−1
i (max (Fi(0), αc(ω + νi))) + Δi. (B.15)
Combining C∗i in (B.15), D
∗
i = 0 and G
∗
i in (B.14), the optimal solution to (2.17) is
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obtained for the case of C∗i > 0 and D
∗
i = 0. Using the fact of C
∗
i > 0 in this case
and following the similar argument as in the previous case of C∗i = 0 and D
∗
i > 0,
we can show that this solution is consistent with that given in (2.18), (2.19) and
(2.20). Therefore, the solution in Proposition 2.5.1 is proved to be optimal to (2.17)
for the case of C∗i > 0 and D
∗
i = 0.
Finally, consider the case of C∗i = 0 and D
∗
i = 0. In this case, it follows from
(B.9) that G∗i = −Δi. We show in the next that this solution is exactly the same as
that given in (2.18), (2.19) and (2.20). Note that this case only occurs when Δi ≤ 0
(due to G∗i ≥ 0). From (B.8), we have γ∗i ≤ γ∗i +λG∗i = Fi(−Δi). Therefore, it must
hold that





i − λC∗i )
)
+Δi
≤ F−1i (max(Fi(0), γ∗i )) + Δi
≤ F−1i (max(Fi(0), Fi(−Δi))) + Δi ≤ 0, (B.16)
where the ﬁrst equality is true due to (B.6), the last two inequalities hold since
γ∗i ≤ Fi(−Δi) and Δi ≤ 0, respectively. Therefore, C∗i in (2.18) corresponds to
C∗i = 0. Similarly, we can also show −F−1i (max(Fi(0), ω/αd + νi/αd)) − Δi ≤ 0.
As a result, D∗i in (2.19) corresponds to D
∗





follows that G∗i in (2.20) is the same as G
∗
i = −Δi derived above. Therefore, the
solution in Proposition 2.5.1 is optimal to (2.17) for the case of C∗i = 0 and D
∗
i = 0.
By combining the above three cases, Proposition 2.5.1 is thus proved.
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Proof of Proposition 2.5.2
Since (P1) is convex and satisﬁes the Slater’s condition, KKT conditions
are both necessary and suﬃcient conditions for its optimality. The KKT
conditions for (P1) can be expressed as in (B.1)-(B.8) for all i ∈ {1, . . . , N}
by replacing {C∗i , D∗i , G∗i } and {λC∗i , λD∗i , λG∗i , γ∗i , ω, νi} with {Ci , Di , Gi } and
{λCi , λDi , λGi , γi , ω, νi }, respectively, together with the following additional



































































for i = 1, . . . , N . By applying the above KKT conditions and following the similar
procedures for the proof of Proposition 2.5.1, this proposition is thus proved.
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Proof of Proposition 3.5.1
The optimization problem in (3.8) can be further decomposed over {Gj,i},


















s.t. (3.1), j ∈ J (D.3)
Given Lemma 3.5.1, the optimal solution to (D.1) is given by1
G∗j,i = 0, j ∈ J , ∀i ∈ N .
It can be also shown that {E∗j,i}, given in the following, satisﬁes the KKT













, j ∈ J , ∀i ∈ N
1Note that if λj,i − γj,i = 0, then the optimal solution G∗j,i in (D.1) is not unique and can take
any non-negative value. In this case, for simplicity, we set G∗j,i = 0 as the optimal solution to this
subproblem.
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where [x]+  max(0, x).
The optimization problem in (D.3) is an LP since the objective and all constraint
functions are linear. As a result, the optimal solution {C∗j,i, D∗j,i} is derived by solving
the following LP.








Proof of Proposition 3.8.1









where Δj,i and σΔj,i denote the mean and standard deviation of Δj,i, respectively,
and E[·] denotes the expectation over Δj,i. Due to our assumption that L1,i
and L2,i, as well as Lj,i and REk,i, ∀j, k ∈ J , ∀i ∈ N , are independent
random variables, it follows that E [REk,iLj,i] = E [REk,i]E [Lj,i], E [L1,iL2,i] =
E [L1,i]E [L2,i], and σ
2
Δj,i
= σ2REj,i + σ
2
Lj,i










obtained results, it can be veriﬁed that (3.24) follows from (E.1). The proof of
Proposition 3.8.1 is thus completed.
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