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Attempts to phenomenologically explain subatomic physics together with the well-rounded
theory of electrodynamics have culminated in the development of the most advanced
description of particle physics to date. The Standard Model (SM) of particles unites
the models of the electromagnetic, weak and strong interactions in a rigid and elegant
theoretical framework.
The SM is a very successful theory that passed a very large number of experimental
checks [1]. The Standard Model has also performed very well in the precision tests where
its predictions were tested not only to the leading order of perturbation theory, but also to
next or to next-to-next leading order. The last prediction of the SM, the Higgs boson, was
discovered at the LHC in 2012 [2, 3]. In the subsequent years it was confirmed that the
interactions of the discovered particles are exactly as predicted by the Standard Model [4].
This means that the Standard Model provides a complete and closed description of particle
physics as observed at accelerators. It is also a mathematically consistent theory that can be
valid up to very high energies, probably up to the Planck scale (see e.g. [5] and references
therein).
Nevertheless, it is established today that the SM has to be extended.
This knowledge is based on several observations that can not be incorporated into the
Standard Model. These phenomena include:
• Neutrino masses: Within the SM, neutrinos are massless. However, the observation
of neutrino oscillations suggests however that these particles have small masses.
• Dark matter: Astrophysical observations indicate that the mass of matter in the
Universe is dominated by a form of matter that does not interact with light – dark
matter. None of the SM particles have the required properties.
• Baryon asymmetry of the Universe: The laws of particle physics, as described by
the SM, are the same for matter and anti-matter. Therefore, the SM fails to explain a
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tiny matter-antimatter imbalance in the Early Universe that results in the present day
that the Universe is almost completely missing anti-matter.
Experimental challenges “beyond the Standard Model” suggest that some additional
physics beyond the SM exists.
From theoretical point of view, the spectrum of possible resolutions of the Beyond SM
(BSM) puzzles are essentially boundless. At the same time, we have no firm knowledge
about the masses, interaction strength, spin and charges of the new particles responsible
for neutrino masses, dark matter and generation of the baryon asymmetry in the Universe.
The main science goal of Tevatron [6, 7] and then the LHC [8] was to search for the Higgs
boson. Of course, in this situation, it was motivated to search for new physics that could
be found together with the Higgs boson, at the same machine. After the results of the
LHC Run I and Run II [1], that did not reveal any confirmed signatures of new physics, it
has become even more important to search for new physics in a wider context. After the
discovery of the Higgs boson [2, 3] the era of “guaranteed discoveries” of particles with
predicted properties has finished.
A special role is played in this respect by the data from cosmology and astrophysics.
Laboratory experiments are typically sensitive to some specific models or narrow classes
of models. At the same time, cosmological and astrophysical data can provide model
independent constraints on the properties of new particles and give insights on the nature
beyond Standard Model problems. Of course, the problem of dark matter is the one that is
the most related to astrophysics and cosmology.
1.1 Dark Matter
Historically, the name “Dark Matter” (DM) was attributed to different phenomena that
seemed to indicate that the mass of galaxies or galaxy clusters, that could be deduced from
the velocities of their parts, was many times larger than the mass of matter that can be
deduced from the luminosity of these objects (or the absorption of light in them). The first
observations of this kind (the study of dynamics of the Coma cluster) were performed by F.
Zwicky in 1933 [9]. For a long time, this was considered by many researchers as a problem
specific for astronomy and, probably, related to observational uncertainties, the existence of
non-luminous objects like cold stars or star remnants, planets or some form of dust.
However, currently, it is widely accepted that the Universe is permeated by a form
of matter that does not emit or absorb light and manifests itself so far only through the
gravitational field it creates. Together with observations that: a) dark matter is much more
abundant than normal “luminous matter” and b) there is no candidate within the Standard
Model of particle physics that can make such matter – makes the nature of Dark Matter one
of the very few most important mysteries of today’s physics and astronomy.
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Why do we believe that DM exists? The modern evidence for the existence of dark
matter comes from at least 5 observationally independent sources each providing very rich
data [10]. Moreover, this evidence comes not only from the study of individual galaxies or
clusters but from the data describing the observed Universe as a whole. These cosmological
arguments, as well as observations of merging clusters (see below) leave very little room
for alternative explanations such a modified gravity or modified Newtonian dynamics as a
candidate for a unique mechanism behind all observed “DM phenomenology”.
The astrophysical evidence for dark matter can be derived from:
• Rotational velocities in spiral galaxies
For any matter emitting or absorbing light with a clear spectral feature (most im-
portantly, emission and absorption lines), the Doppler effect allows measuring the
projection of the velocity of this matter along the line of sight of the observer. To
use these velocities to reconstruct gravitational force acting on the source (or the
absorber), one needs to know the absolute value of the full 3D velocity. In spiral
galaxies, this is in principle possible since stars and interstellar gas in these ob-
jects form spiral structures embedded in a relatively thin disk (see Fig. 1.1 for an
illustration). Geometry and overall dynamics of this disk allow in many cases to
reconstruct the direction of 3D velocity and therefore deduce its absolute value from
the measured line-of-sight projection. Velocities measured in such a way can be split
into the velocity of the galaxy as a whole and rotational velocities of stars and gas
inside the galaxy v(r).





where GN is the Newton’s constant.
Far enough from the center of the galaxy, where the enclosed mass does not grow
with the radius anymore, gravitational force starts to get weaker and we expect (from
Newton’s gravity law) v ∼ 1/√r. In particular, if the mass of a galaxy is mainly due
to gas and stars, such a picture should be observed in the dark regions, where the
emission and absorption of light drops by an order of magnitude and the densities of
gas and stars are also expected to be orders of magnitude lower. However, in many
galaxies [11–14] the rotation curves v(r) become flat far from the center (e.g. see
Fig. 1.2). Such a behavior can be explained if a dominant part of the mass of a galaxy
is due to some dark matter that does not interact with light and extends to much larger
distances from the center (as compared to the ordinary luminous matter).
• Velocities of stars in dwarf spheroidal satellites of the Milky Way
Dwarf spheroidal satellites (dShps) are small galaxies with masses from 107M to
1010M that are part of the Milky Way (or some other galaxy) halo. These objects
9
Figure 1.1: A spiral galaxy (NGC 1232) in the constellation Eridanus. Credit: ESO.
Figure 1.2: The rotation curve for a galaxy M33. Credit: Wikipedia.
stopped their independent history a long time ago because they were confined by the
Milky Way. As a result, these galaxies do not contain any significant amount of gas
and they do not form disks. The absence of the disk does not allow to reconstruct
the direction of the total 3D velocity and therefore mass distribution can not be
reconstructed using rotation curves. Instead, one can measure the dispersion of
the line-of-sight projections of the velocities of stars. Assuming isotropic velocity
distribution (having the same dispersion in all directions) one can use Jeans equation
to reconstruct the gravitational potential and, therefore, mass (assuming Newtonian
gravity). Such an analysis demonstrates that the observed dShps of the Milky Way
are extremely dark matter dominated.
DShps have the largest known mass-to-light ratios (M/L) ∼ 100 or even more in
some cases (e.g. [15, 16] and references therein). It should be noted, however, that
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the main uncertainty in the Jeans analysis is that the velocity anisotropy is largely
unknown. This uncertainty can significantly affect measurements of the inner mass
distributions in dwarf galaxies. However, it is minimized for the mass with the
so-called half-light radius [16] and therefore this mass is known with relatively small
errors. It may be difficult to reconstruct the total mass of a dSph galaxy or measure the
masses around the very center. However, the well-measured mass inside the half-light
radius is sufficient to claim that the dynamics of these objects cannot be explained by
the masses of its member stars or other luminous matter. Within Newtonian gravity
and dynamics, it requires the existence of dark matter dominating these objects.
• Temperature of gas in galaxy clusters and elliptical galaxies
A cluster consists of hundreds of galaxies that look more or less like point sources
inside the cluster (see right panel of Fig. 1.3). X-ray observations (see left panel of
Fig 1.3) show that the intergalactic medium inside a cluster is filled with a diffuse
source of thermal X-ray emission with temperatures in the range of 1-10 keV. Model-
ing shows that the mass of the gas is ∼ 15 times larger than the mass of the member
galaxies (e.g. [17] and references therein).
In clusters one can, therefore, apply several methods of mass measurements: using the
motion of galaxies to reconstruct mass (with some uncertainty); using the temperature
of the X-ray emitting gas; using weak and sometimes also strong gravitational lensing.
The most common method for galaxy clusters is based on X-ray observations. X-ray
surface brightness and spectrum allow reconstructing the gas temperature. The aver-
age temperature (i.e. the average kinetic energy) is roughly related to the gravitational
potential energy, i.e. the total mass. As the mean free path of the gas particles is
much smaller than the size of the cluster, the thermal equilibrium and the temperature
of the gas are local. We can measure the temperature profile T (r) and use it for more













Mass measurements in clusters reveal the same picture: only 1% of the total mass
is given by galaxies, 15% by X-ray gas and 84% by dark matter, see e.g. [18] and
references therein. At large enough distances from the center the clusters are very
much DM dominated. It was observed long ago [19] that the ratio between the DM
density and the density of normal matter in clusters is very close to the average value
of this ratio in the whole Universe (see below).
• Gravitational lensing
11
Figure 1.3: The distribution of X-ray gas (left) and galaxies (right) in the cluster of galaxies
Abell 2199. Credit: DSS.
A prediction of general relativity is that mass can bend light and therefore act as a
gravitational lens. The image of a background object, for example a galaxy, therefore
gets distorted if its light passes through a massive object, for example a galaxy cluster
(see [20] for a review). The degree of the distortion depends critically on the mass
density of the gravitational lens, see Fig. 1.4. We might observe a galaxy behind a
cluster either as a very thin arc or even as multiple images or a ring (“Einstein ring”),
if the cluster is very massive (“strong gravitational lensing”) or just slightly elongated
(“weak gravitational lensing”). In both cases, the degree of distortion reveals the
gravitational mass of the object acting as gravitational lens. Applying this method
to galaxies and clusters we see once again that the baryonic mass is not enough to
explain the lensing effects.
We can conclude therefore that measurements of gravitational potential in various types
of galaxies and clusters of galaxies, with masses from 108M for small galaxies to
∼ 1015M for clusters, using 4 different observational methods (velocities of gravitation
ally bound objects, X-ray emission of intergalactic gas, weak and strong gravitational
lensing) consistently require some additional mass that is not related to absorption and
emission of light and dominates the dynamics of these objects.
The analysis of the evolution of the whole Universe at large provides other, cosmo-
logical evidence for the existence of dark matter and allows us to measure it average
density.
• Relic radiation and formation of structures.
This line of reasoning start from the observation that we know experimentally that
all matter that interacted with light was initially homogeneous to a very large extent.
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Figure 1.4: An illustration of the effect of weak gravitational lensing. Credit: E. Grocutt,
IfA, Edinburgh [www.cfhtlens.org].
Indeed, cosmic micro-wave background (CMB), the most ancient light that we can de-
tect, is at the level δT/T ∼ 10−5 [21]. CMB decoupled from matter at recombination
of hydrogen, when most of the normal matter in the Universe was combined into a
neutral state. This means that already at that moment of recombination (described by
the red-shift zCMB ≈ 103) gas of photons was also homogeneous to the same extent 1.
At the same time, photons dominated “normal” matter – the number of photons ex-
ceeded the number of baryons by 10 orders of magnitude, as we know both from the
properties of CMB and from primordial nucleo-synthesis (see Section 3). Therefore,
before recombination, normal matter was also as homogeneous as δρ/ρ ∼ 10−5 as it
interacted strongly with light. Indeed, photons can not be confined in the gravitational
field of small overdensities and their scattering on charged particles would stop any
clustering of matter. Therefore, these very small (10−5) perturbations of the density
of normal matter could start growing only after decoupling of light at recombination.
On the other hand, small density perturbations (δρ/ρ < 1) grow linearly with the
scale factor in the matter-dominated epoch. Therefore, we would naively expect that
today such perturbations are still rather small





≈ 10−2 zCMB ≈ 103. (1.1.3)
This is very different from the Universe that we observe today – densities in galaxies
are many orders of magnitude larger than the average matter density in the Universe.
This means that some other, “dark” matter that did not interact with light started
1After recombination interactions of CMB with matter where minimal and could not make it much more
homogeneous than it was at recombination
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to cluster significantly before recombination. Its over-densities would grow with
a scale factor logarithmically in the radiation dominated epoch and linearly in the
matter-dominated epoch. After recombination, the dark structures are already quite
developed and ordinary matter (in its neutral state) quickly catch up and fall in the
gravitational potential formed by DM.
Additionally, the spectrum of anisotropies of CMB (even if their amplitude is so small)
is sensitive to the parameters that define the expansion rate of the Universe and the
physics of CMB, such as the density of dark matter. The latest results from the Planck
collaboration [21] allow to say the the abundance of DM is ΩDMh2 = 0.120± 0.001.
We can conclude, that the evidence for dark matter is overwhelming and comes from
both theoretically and observationally independent sources. This evidence is based on
the data describing dynamics of a large number of individual objects of various types,
probed by 4 independent observational techniques as well as on the global picture of
structure formation in the Universe as a whole as well as the properties of its Cosmic
Microwave background (see e.g. [22–25]).
The Nature of dark matter There are probably three main possibilities concerning the
nature of dark matter. It could consist of some very special particles that do not (or
almost do not) interact with light; it could be made of some macroscopic objects (of some
primordial origin?) or it can be a consequence of some modifications to Newtonian gravity
or dynamics. In fact, all three scenarios require some new physics. The hypothesis of a
new dark matter particle can arguably be considered as the simplest and minimal from
a theoretical point of view. Moreover, it is very difficult to simultaneously explain all
the evidence for dark matter with macroscopic objects or modified gravity/dynamics. In
addition, massive compact objects (MACHOs) are strongly constrained as dominant DM
candidate by microlensing surveys [26, 27].
There is, of course, a possibility that dark matter is not one phenomenon and different
observations are explained by different underlying mechanisms. In Physics, however, it
is important to study the simplest possibilities first, as required by the Occam’s razor
principle. Indeed, the simplest possibilities are typically also testable to a much larger
extent. Therefore, in what follows we will assume that there is only one reason for
all the phenomena described above as “evidence for dark matter” and that this reason
is microscopic: all dark matter is made of one particle. Already this simplest option
still requires an enormous and diverse research program, as we have (incomprehensibly)
sketched below.
We study below the option that DM is made of particles. These particles should be
stable (or be cosmologically long-lived), massive, and electrically neutral. Among
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known particles, in the Standard Model of particle physics, there are three such particles
– three neutrinos of different flavors.
Can SM neutrinos constitute all dark matter in the Universe? As it was shown first
in [28], one can put a robust bound on the mass of any fermionic dark matter particle
(see [29–32] for more recent discussion). To obtain this so-called Tremaine-Gunn bound,
one can consider a dwarf galaxy inside the Milky Way halo. The phase space density of the
DM particle can be estimated from above (using a lower bound on the mass within a given
radius and an upper bound on the velocity of the DM particle that is confined inside this
radius). Dividing by the mass of each DM particle, we obtain a lower bound on phase-space
number density that should not violate the Pauli exclusion principle and therefore be smaller
than the phase space number density of degenerate Fermi gas. This requirement gives a














Let us apply this bound to a so-called classical dSphs of the Milky Way, where velocities
of many stars are measured. For example, for Sculptor dwarf galaxy [16] we can take as a
proxy of the object size its half-light-radius rh = 283 pc, the mass inside this radius Mh =
1.4 · 107M and as a characteristic velocity we take the velocity dispersion v = σv = 9.2
km/s. Substituting these values into Eq. (1.1.4) we get mDM > 460 eV. Other dSphs give
similar constraints.
On the other hand, a primordial abundance of relic neutrinos expected in SM of particle
physics also depends on the mass of neutrinos and can be easily estimated. Weak interaction
keep neutrinos in the equilibrium in the early Universe as long as temperatures are large
enough T > 1 MeV. Below this temperature weak interactions are too slow (as compared
to the expansion of the Universe). As a results, the number density of neutrinos becomes
constant in the co-moving frame. Calculating the density of neutrinos at decoupling, we
can calculate its present value
nν,0 ∼ T 3ν (t0) ' 112 cm−3, (1.1.5)














with H100 = 100 km/s/Mpc. We see that only if∑
mν ' 11 eV (1.1.7)
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then the SM neutrino can constitute the correct abundance ΩDMh2 = 0.12 [21].
The lowest value of the dark matter particle mass required by the Tremaine-Gunn bound
is inconsistent with the cosmological requirement on the neutrino’s mass by a factor of
∼ 30. This rules out the possibility that SM neutrinos constitute all dark matter. In fact,
SM neutrinos give a very sub-dominant contribution to the DM density.
Independently, if DM would be made of particles as light as 100 eV or less that were in
thermal equilibrium once (like SM neutrinos), the structure formation in the Universe would
happen in a qualitatively different way as compared to what is observed [33]. Indeed, so light
DM particles would have velocities close to the speed of light at their decoupling. These
velocities would remain relativistic even in the matter-dominated epoch, homogenizing
primordial plasma, erasing the overdensities smaller than the “free streaming length” of
DM particles. This would mean that clusters of galaxies would form earlier than galaxies.
Observationally, however, the galaxies are seen at much larger red-shifts than clusters [18].
We have convincing evidence that the dominant part of dark matter is not made of the
only available Standard Model candidates – neutrinos. Therefore, some new physics
beyond the Standard Model is needed to explain dark matter.
1.1.1 Dark matter candidates and their possible properties
If dark matter particle is not a part of the Standard Model we have to consider hypothetical
new particles as DM candidates. Particle physics literature offers a wide range of such
candidates, motivated by various logic and different approaches [18]. These candidates can
be bosons (scalars or vectors) or fermions, have masses from 10−20 eV till many TeV or
even more. For a long time the so-called WIMPs (weakly interacting massive particles) [34]
– heavy fermions involved in weak interactions and decoupling from the primordial plasma
like ordinary SM neutrinos (the so-called “thermal relics”) – were considered by many
scientists as the “most probable” DM candidate (whatever “the most probable” means for a
hypothetical particle). This interest was bases on: (i) the so-called “WIMP miracle” – the
fact that a particle with mass above 5 GeV and interaction cross-section close to that of
ordinary neutrinos has primordial abundance that is an order of magnitude correct, almost
independently of its mass; (ii) on general expectation to find new physics at the LHC, more
or less together with the Higgs boson – and a WIMP DM particle could be a natural part of
such a new physics; (iii) WIMPs could be efficiently search by the so-called direct detection
experiments [18, 35–37] as well as colliders, including the LHC [36, 38–41].
The results of the LHC Run I and Run II [1] as well as many years of (so far) un-
successful searches for WIMPs at the direct detection experiments as well as the general
situation in particles physics create additional motivation to address the problem of dark
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matter in a maximally model-independent way. Possible properties of DM as we know
them today are compatible with many very different particle physics models.
Model independent astrophysical and cosmological constraints on the properties of dark
matter particles provide invaluable information for particle physics. These results can
potentially disfavor the whole directions in particle physics beyond its Standard Model.
Let us try to describe possible properties of DM particles in a maximally model-
independent way by their:
• Self-interaction: completely ballistic or having potentially observable self-interacting
cross-section;
• Primordial velocities and free streaming: cold, warm and hot dark matter (see below
for definitions);
• Life-time: completely stable particles that could only annihilate or particles that
could decay (but with cosmologically long life-time).
Cold, Warm dark matter and Hot dark matter This classification is based on the
primordial properties of DM particles that depend on the production mechanism in the early
Universe and the mass of the particle.
Probably the simplest option is that DM particles are produced with non-relativistic
momenta. The examples of particle physics model include: (i) WIMPs, that are “freeze out”
from thermal equilibrium at the temperatures smaller than their mass; (ii) axions that are
created via the so-called misalignment mechanism [42] that naturally produces particles
with very small momenta.
DM particles that are created non-relativistic form the so-called cold dark matter
(CDM). Such dark matter is easy to be confined gravitationally and can form haloes of
various sizes, including very small ones (e.g. for WIMPs the smallest halo size is set by the
horizon at kinetic decoupling in the early universe, see e.g [43]).
For the cases of warm (WDM) and hot (HDM) dark matter, primordial velocities of
DM particles are relativistic. Relativistic particle can not be gravitationally confined by the
small density perturbations that exist in the early Universe. An average distance traveled
by a dark matter particle before it falls into a potential well is called the free streaming
length. At the scales smaller than the free streaming length, the density becomes more
homogeneous, small density perturbations are washed out by random movements of the
particles. Density perturbations that are larger than free-streaming length remain untouched















Figure 1.5: Simulation of the large scale structure for the cases of CDM, WDM and HDM
(from left to right) cosmologies. Credit: Maccio et al. [44].
where v(t) is a typical velocity of DM particles, ti is the initial time (its particular value
plays no role); a(t) is the scale factor as a function of (physical) time. In the last equality,
〈pDM〉 and 〈pν〉 are the average absolute values of momentum of DM particles and active
neutrinos. The integral is saturated at early times when DM particles are relativistic
(v(t) ≈ 1).
The resulting picture is presented in Fig. 1.5, i.e. CDM forms structures of almost any
size, WDM washes out small structures and HDM creates only large structures.
DM candidates can be classified as:
• Cold dark matter: particles that are created non-relativistic;
• Warm dark matter: particles that are initially relativistic, but became non-
relativistic in the radiation-dominated epoch;
• Hot dark matter: particles that are still relativistic at the beginning of the matter-
dominated epoch.
As discussed above in the context of SM neutrinos, Hot dark matter predict the top-
down structure formation and is therefore excluded. Cold and Warm DM models have
different predictions at the small scales only and therefore are equally successful at large
scales. Both models correctly describe the data on large scale structure (e.g. galaxy-galaxy
correlation functions), CMB, the properties of clusters of galaxies etc. [45, 46]. Only at
the smallest observable scales one could try to see a difference between this two models
[47, 48].
The work described in this thesis is mostly related to the attempts to distinguish
between warm and cold dark matter. In the next section we describe a popular candidate
for a warm dark matter particle – sterile neutrino (or heavy neutral lepton, HNL) as well as
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its particle physics origin, context and motivation. In the Section 3 we describe how one of
the pillars of modern cosmology – primordial nucleosynthesis – can be used to constraint
properties of new particles and derive the most up to date bounds on the parameters of
sterile neutrinos. Then we proceed with the discussion of how to distinguish CDM from
WDM observationally. For this, we review the theory of structure formation in the Section 4.
In the following Section 5 we introduce on of the promising approaches to distinguish
between CDM and WDM – the Lyman-α forest method. After describing the method
itself and its limitations, we review the data available by now, discuss in details possible
interpretations of these data and main uncertainties related to this. At the end we present





Beyond the Standard Model problems
A simple and interesting extension of the SM is given by the so-called sterile neutrinos.
All fermions in the SM can have left and right helicities – the projection of the angular
momentum on the direction of motion. The only apparent exceptions are neutrinos – it was
observed experimentally that only left handed participate in interactions. In the SM left
handed neutrinos form a doublet with respect to SU(2) gauge symmetry. A right handed
neutrino, if added to the SM, would be neutral with respect to all main forces of the SM
– electromagnetic, weak and strong. Naively, such a particle can not be involved in any
interaction – it is “sterile” and as such could not be created and can not decay into SM
particles. Therefore, right-handed neutrino are not included in the minimal version of the
SM.
However, there is an interaction not prohibited by the gauge symmetries of the SM:
∆L = FαI(L̄α · H̃)NI , (2.0.1)
where Lα are SM lepton doublets, H̃ = iσ2H∗ is the Higgs doublet in the conjugated
representation and NI are right-handed neutrinos with I = 1, . . . , n.
If such an interaction exists, sterile neutrino can be involved in any process where
normal neutrino interacts, but suppressed by Yukawa, see Fig. 2.1. In fact, this interaction
not only mixes N with ν, but also makes neutrinos massive, in the same way as all fermion
masses are generated in the SM. Observations of neutrino masses (together with the fact that
in the SM they should be equal to zero, see a detailed discussion below) is a very interesting
argument in favor of the existence or sterile neutrinos. To explain the smallness of masses
of the SM neutrino (also called “active” neutrinos as opposed to the sterile ones), the right
handed neutrinos should be relatively heavy, thus another name is “heavy neutral leptons”,
or HNLs. With three HNLs added, the SM contains left and right handed counterparts of
all species of fermions and looks more “complete”. Moreover, it appears that HNLs are




Figure 2.1: The interaction of HNLs N with SM neutrinos ν and the Higgs doublet H .
After acquiring the Higgs VEV, the interaction becomes the mass mixing between N and ν.
matter-antimatter asymmetry of the Universe and a can be dark matter candidate.
In what follows we will discuss various ways to detects effects of HNLs on cosmologi-
cal and astrophysical data (Chapters 4 and 3). Therefore below we present these particles
and a minimal extension of the SM describing them in more details. We also discuss
main particle processes where sterile neutrinos may be involved, as this will be used in the
subsequent sections.
2.1 Heavy neutral leptons as a resolution of
the Beyond the Standard Model problems
Lagrangian The fermion operator introduces n additional right-handed fermions – heavy
neutral leptons – introducing with the SM through the gauge invariant operator (L̄α · H̃),
where Lα, α = 1, 2, 3 is the lepton doublet and H̃ = iσ2H∗ is the Higgs doublet in the
conjugated representation. The general Lagrangian is
Lcneutrino portal = FαI(L̄α · H̃)NI + iN̄I /∂NI −
MN,I
2
N̄ cINI + h.c., (2.1.1)
where I = 1, . . . , n.
After gaining the Higgs vacuum expectation value, the coupling FαI provides the mass
mixing between HNLs and active neutrinos. As a result of this mixing, HNL couples to the





















µ(1− γ5)να + h.c. ,
(2.1.2)






D)αI = vFαI (2.1.3)
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Figure 2.2: The Standard Model particles with three sterile neutrinos N1, N2, N3. Taken
from [49].
Fermion portal allows not only connecting the BSM to the Standard Model but also
explaining the BSM problems without introducing additional fields.
Neutrino masses SM neutrino masses mνα manifest themselves experimentally through
neutrino oscillations entering the oscillation length losc = 4πpν/∆m2ij , where ∆m
2
ij =
m2i −m2j . In studying the oscillations of atmospheric and solar neutrinos there have been
measured two mass differences [1]:
∆m2atm ≡ ∆m231 = 7.55+0.2−0.16 · 10−5 eV2, ∆m2sol ≡ ∆m231 ≈ 2.5+0.3−0.3 · 10−3 eV2, (2.1.4)
suggesting that at least two SM neutrinos are massive. A simple way to introduce masses
of the SM neutrinos is by adding the Weinberg operator
L = cαβ
(L̄cα · H̃)(H̃ · Lβ)
Λ
, (2.1.5)
where Λ is some high-energy scale, Lα is the lepton SM doublet and the superscript c







where v is the Higgs vacuum expectation value. Within the fermion portal, the Weinberg








The smallness of MDαI comparing to the Majorana masses MN,I in (2.1.1) naturally leads to
the smallness of SM neutrino masses comparing to masses of HNLs and the electroweak
scale. Such mechanism is called the see-saw mechanism. It does not fix both the parameters
FαI , MN,I , but only their combination in the form of neutrino mass (2.1.7).
Adding N new particles NI to the Lagrangian LSM adds
Nparameters = 7×N − 3 (2.1.8)
new parameters to the Lagrangian. These parameters can be chosen as follows: N real
Majorana masses MI , plus 3×N absolute values of Yukawa couplings Fα I plus 3×N
complex Yukawa couplings Fα I minus 3 phases absorbed in redefinitions of νe, νµ, ντ . The
Pontecorvo-Maki-Nakagawa-Sakata matrix1 plus three mass eigenstates m1,m2,m3 of the
active neutrino sector provide 9 parameters that can be determined experimentally. This
shows that one needs N ≥ 2 to explain the neutrino oscillations by means of heavy neutral
leptons.
If all the three SM neutrinos are massive, we need three HNLs.
Two HNLs in the broad mass range can explain the observed mass difference ∆m2atm
and ∆m2solar.
Baryogenesis. In the Early Universe the baryogenesis requires three conditions (the so-
called Sakharov conditions) [50] to be satisfied. HNLs (2.1.1) are able to satisfy all the
conditions:
1. Baryon number violation: HNLs violate the conservation of lepton number through
the Majorana mass term and gives a possibility to generate non-zero baryon number
(see details below).
2. C and CP violation (C is already violated in the standard model): HNLs provide
additional CP-violating phases (analogously to the CKM matrix in the quark sector)
and thus CP violation in processes of the production and decay of HNLs.
3. Out of equilibrium: HNLs allow out-of-equilibrium processes involving HNLs if
their coupling to the SM is small.
1The Pontecorvo-Maki-Nakagawa-Sakata matrix is a matrix of active neutrinos mixing in charged current
weak interactions appearing because of the mismatch between the mass eigenstates and interaction eigenstates
of neutrinos, similar to the CKM matrix for quarks.
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HNLs of a wide mass range – from sub-GeV to 1015 GeV – can be responsible for the
baryon asymmetry of the Universe due to, different mechanisms (see [51–53] and references
therein). In particular, two GeV scale HNLs with nearly degenerate masses can produce the
baryon asymmetry through their oscillations.
The same two HNLs that provide masses to SM neutrinos can be responsible for the
baryogenesis.
Dark matter HNLs are the perfect candidate for the role of the dark matter. Their mass
can be significantly large to generate the observed DM energy density of the Universe. From
the other side, their interaction is similar to the interaction of SM neutrinos but suppressed
by the small mixing angle. If the mixing angle is so small such that HNL DM never reaches
the thermal equilibrium, their number density is smaller then for usual neutrinos and they do
not violate the Tremaine-Gunn bound [28]. Simultaneously, for sufficiently small mixing
angles and masses, HNLs have lifetimes comparable with the age of the Universe. The
current constraint on the HNL DM is shown in Fig. 2.3. The HNL DM mass is limited from
Figure 2.3: Constraints on HNL DM, see [54] for details.
below MN & 1 keV from the phase space density arguments [54]. HNL DM lifetime is
strongly bounded from X-ray observations, while for small angles there is no production
mechanism in this model. So HNL DM is expected to be a keV-scale particle.
Several years ago, an unidentified feature in the X-ray spectra of galaxy clusters [55, 56]
as well as Andromeda [56] and the Milky Way galaxies [57] have been observed. The signal
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can be interpreted as coming from the decay of a DM particle with the mass ∼ 7 keV (in
particular of sterile neutrinos with mixing angles in the range sin2 2θ ' (0.2− 2)× 10−10).
The signal was confirmed in the spectra of galaxy clusters [58–60] or galaxies [61–64].
Other DM-dominated objects did not reveal the presence of the line [65–72]. This non-
detection, however, did not exclude dark matter interpretation of the 3.5 keV line (see
discussion in the review [54]).
The DM population of such HNLs can be produced thermally or resonantly, due to the
enhancement of the mixing angle in a dense medium of SM plasma (see Sec. 2.2). The
HNL dark matter is warm and decaying. We will return to these statements in detail in the
next sections.
Long-lived and weakly interacting HNLs can be a perfect DM candidate. The observa-
tions indicate that masses of HNL DM candidate must be in keV range. However, such
HNLs cannot be responsible for masses of active neutrinos. Indeed, the latter requires
large mixing angles, for which there will be produced too much dark matter particles
through the Dodelson-Widrow mechanism [73].
It is possible to explain all these three BSM phenomena by introducing three
HNLs – one relatively light with the mass range of mN ' O(keV) responsible for the
DM and two other with close masses in the O(GeV) mass range responsible for the
active neutrino masses and the baryogenesis. This model introduces 18 new parameters
– 3 neutrino masses and 15 Yukawa couplings parameters. All these quantities can
be measured experimentally, so the model is fully testable. This model is called the
Neutrino Minimal Standard Model (νMSM) [51, 52].
2.2 Phenomenology of heavy neutral leptons
Production mechanisms of HNLs in the Early Universe The main production channels
of HNLs with masses mN . mW in Early Universe are decays of W/Z bosons (if the
Universe is hot, T & mZ) W → lN , Z → νlN and 2→ 2 processes l/νlf → Nf ′, where
f, f ′ denote a fermion (either a lepton or a quark).
The production can be resonantly enhanced due to effects of medium. Namely, assum-
ing that HNLs are ultrarelativistic, coherent forward scattering of HNLs on active neutrinos















where Vl = −
√
2GF(−Nn/2 +Nνl −Nν̄l). This effect introduces effective mixing angle
tan(2Ueff) ≈ 2U∆/(∆ + Vl), where ∆ = m2N/2E. It is maximized if Vl = −∆, which
leads to resonant enhancement of the HNL production.
Decays of HNLs. The main decay channels of HNLs with masses mN . 2me are decays
into three neutrinos N → 3ν and radiative decay into a photon and a neutrino, N → γν











Figure 2.4: Decay channels of sterile neutrinos with masses mN . 2me: decay into three
neutrinos and into a neutrino and a photon. The figure is given from [49].
through charged and neutral weak currents, N → νl l̄′l′ or N → νl l̄l′. Once mN & mπ,
semileptonic decays open. If mN . 1 GeV, the decays are two-body, N → hl/νl, where
h is a hadron. For heavy HNLs, mN & 1 GeV, decays into hadrons can be described by
the three-body channels N → q1q̄2l/νl [74]. The branching ratios of HNLs in the range


































Big Bang Nucleosynthesis (BBN) is the earliest probe of the Universe that we currently
have. It is sensitive to the physics that happened from ∼ 1 to ∼ 200 seconds after the Big
Bang. The observable quantities are abundances of light elements that were fused during
nuclear reactions in the Early Universe. They are sensitive to the presence of new particles
that exist or decay during BBN.
In this chapter we describe the basic idea of the primordial nucleosynthesis (Sec-
tion 3.1), discuss the prediction of the Standard Model (SM) with standard cosmology
(Section 3.2) and compare it with observations (Section 3.3). Next, we discuss the effects
of Beyond the Standard Model physics on BBN (Section 3.4) and specifically in the case of
Heavy Neutral Leptons (HNL, see Section 3.5) that we would like to constrain. To do this
we developed a numerical code that is described in Section 3.6. In the final section 3.7 we
present our result and give conclusions.
3.1 Origin of chemical elements
Discovery of the constituents of atomic nuclei and their ability to combine into chemical
elements posed a question: how the observed distribution of elements has been generated?
We know that many elements that are present at the Earth can be created by stellar
evolution. However, there are regions in the Universe that are not much influenced by star
formation (see detailed discussion in Section 3.3). Measurement of abundances of chemical
elements in such regions indicates the existence of large amount of Helium-4 (about 25%
mass fraction) and some other light elements like Deuterium, Helium-3, Lithium. The
stellar origin of Deuterium is not probable because of its depletion in stars [75, 76]. Even
more striking evidence is a measurement of Helium at the time of the decoupling of
1Results of this chapter are presented in papers [3, 4]. The main contribution of Andrii Magalich is the
development of pyBBN, the numerical code that models primordial nucleosynthesis in presence of Heavy
Neutral Leptons with masses above the pion mass that haven’t been modelled previously. Treatment of chains
of meson decays has been developed with major contribution by Nashwan Sabti.
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cosmic microwave background [21]. The possible explanation of these measurements is
the primordial origin of these elements.
Most of the heavy chemical elements originate from stars. However, we have reasons
to believe that some chemical elements are primordial – created in the Early Universe
when it was hot and homogeneous.
This poses a paradox: usually we imagine the Early Universe as being in equilib-
rium, but then the most abundant element would be Iron, because it has the largest
binding energy per nucleon (Fig. 3.2).
We observe only light primordial elements, but not Iron. This means that nuclear
reactions took place in the Early Universe, but were not in the thermodynamic equilibrium.
It is possible if the rate of nuclear reaction Γnuc has the same order as the rate of expansion
of the UniverseH at the time of BBN and the conditions for nuclear reactions to be effective
existed only for a relatively short period of time.
For the beginning of nuclear reactions the electric repulsion between protons has to
be overcome. Strong interactions are extremely short-range, therefore either a very high
density is needed, such that the distance between nucleons is of the order of characteristic
scale of strong interactions (as it happens e.g. in neutron stars) or the temperature should
be large enough, such that protons have enough kinetic energy to overcome electrostatic
barrier and approach each other closely enough.
For the second scenario the temperature about T ∼ 109 K ∼ 100 keV is needed (this is
a typical temperature in the cores of stars [77]). At such a temperature, the energy density
of photons is very large. To estimate the concentration of baryons, Gamov assumed that a)
it should be such that the reaction rate of nuclear reactions is of the order of the expansion
rate of the Universe (see the discussion above) and b) the Universe is radiation dominated,
as the density of baryons will be much lower. The latter assumption can be verified by the
calculation (see below).






The rate of nuclear reactions is given by
Γnuc = 〈σnucv〉nb, (3.1.2)
where σnuc ∼ 10−29 cm2 is a capture cross section of fast neutrons in hydrogen [77],
v ∼
√







The Early Universe was radiation-dominated with baryon-to-photon ratio ηB ∼ 10−10.
3.2 Standard Model Nucleosynthesis
In this section, we will discuss the Standard Model BBN. We will start with a simplified
qualitative picture, that is still able to predict helium abundance with precision ∼ 10%
(Section 3.2.1). Next, we will discuss a method on how to predict abundances of other light
elements and how to estimate helium abundance more accurately (Section 3.2.2).
3.2.1 Simplified picture of Big Bang Nucleosynthesis
As we discussed in the previous section, the Early Universe was radiation-dominated
(ηb ∼ 10−10). At the temperature ∼ 100 keV that is relevant for nucleosynthesis there are
only e−, γ, ν, p, n in the plasma. At some point protons and neutrons start to fuse into
nuclei.
In the Early Universe, only nuclear reactions with 2 initial particles are effective, as the
probability of 3-particle reactions is low. Also, we know that stable elements with atomic
numbers A = 5 and A = 8 are absent, see Fig. 3.1. This results in the absence of elements
with a mass number larger than 7 during BBN.
Figure 3.1: Chart of the nuclei stability. Here N is a number of neutrons, Z is a number of
protons. Red dashed lines indicate the absence of a stable elements with atomic number
A = 5, 8. Adopted from [78].
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Production of the heavy elements is limited by the absence of stable nuclei with atomic
numbers A = 5 and A = 8 – all elements heavier than Li7 and B7 are created through
the 3-particle interactions in the dense medium of stars.
Among the lightest nuclei Helium-4 has the maximal binding energy per nucleon
among light elements, see Fig 3.2. This means that the most probable reaction with light
nuclei will be the formation of Helium-4, while reactions of helium dissociation have a
much lower probability.
Figure 3.2: Mass per nucleon of stable nuclei. Credit: oa-abruzzo.inaf.it
Almost all neutrons and protons will fuse into Helium. The resulting amount of Helium
is defined by the neutron-to-proton ratio at the start of the nuclear reactions.
Assuming that (almost) all available neutrons will be used to create helium, the mass














where nn and np are number densities of neutrons and protons, and tBBN is a time of
start of nucleosynthesis. Therefore, it is important to understand what is the value of
neutron-to-proton ratio.
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At large temperatures neutrons and protons were in thermal equilibrium because of
weak reactions. In order to estimate nn/np(tBBN), we need to establish whether the neutrons
are in equilibrium at tBBN. Let us consider the effectiveness of weak p↔ n processes
e+ p↔ n+ ν, ν̄ + p→ e+ + n (3.2.2)








µp + µe = µn + µνe (3.2.4)







∼ ηb ∼ 10−9 (3.2.5)


















where ∆m = mn −mp ≈ 1.293 MeV. In SM there is no reason to consider that µνe  µe,









The simple estimate of Tn is given by









where g∗ ≈ 10.75 is the number of ultra-relativistic DoF at Tn ' MeV and 〈Γn→p〉 is
thermally averaged neutron conversion rate,
〈Γn→p〉 = 〈σne+→pν̄evne+〉ne + 〈σnνe→pevnνe〉nνe , (3.2.9)
where vne+ and vnνe are relative velocities. Also we neglect neutron decays. Very rough
simple estimate obtained assuming T  ∆m = mn −mp,me gives 〈Γn→p〉 ' G2FT 5 and
provides
Tn ' 1/(m∗PlG2F )1/3 ' 1.4 MeV (3.2.10)
More accurate estimate for the interaction rates [79], that keep me,∆m and include elec-
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troweak corrections, gives
Tn ≈ 0.72 MeV (3.2.11)
This temperature is larger than TBBN ' 100 keV, so we need to trace changing of the n-p








At high temperatures, neutrons and protons are in thermal equilibrium. Because of
the expansion of the Universe, the weak interactions decouple from equilibrium. This
interrupts the nucleon conversion and fixes the initial neutron-to-proton ratio.
After freeze-out the ratio (3.2.7) changes only due to neutrons decays and comoving
number densities change as
nn(t) = nn(Tn)e





where τn is neutron lifetime and t is a time after freeze out Tn. So, the neutron-to-proton

















Because of the neutron decay, the neutron-to-proton ratio at the beginning of BBN is
very sensitive to the time tBBN when nuclear reactions become effective. This is called
the cosmic chronometer.
3.2.1.1 Start of nuclear reactions
The chain of 2-body nuclear reaction for the light elements is shown in Fig. 3.3. We see
that to start nuclear reaction Deuterium should be formed in the first place. However, it has
low binding energy and cannot be abundantly generated in the Universe full of high energy
photons that can disintegrate it. The relative number of baryons to photons is very low
(ηb ∼ 10−10), so typically there are many photons with energy E > ∆D for each nucleus
even when T < ∆D because of the high-energy tail of photon distribution.
One can estimate the time when the abundance of Deuterium becomes large as a time
when the number of the high-energy photon approximately equal to the number density of
baryons,
nγ(E > ∆D) ∼ nb. (3.2.15)
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Figure 3.3: Nuclear reaction framework of nucleons and light elements.
Credit: www.aldebaran.cz
Using Bose-Einstein distribution one can estimate number density of high-energy photons
as




































For ηb = 10−10 this results in TD ≈ 65 keV (which is consistent with assumption
TD  ∆D).
To produce Helium (or any other element) through 2-particle interactions, nucleons need
to go through Deuterium ”bottleneck”. Naively, its production should become effective
at temperatures around the binding energy ∆D = 2.2 MeV. However, Deuterium
generation is challenged by a large amount of high-energy radiation. This delays
nucleosynthesis until T ∼ 65 keV ∆D
We are now ready to make a simple prediction for He abundance. The neutron-to-proton
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× e−(t(tBBN)−t(Tn))/τn ≈ 1
7
. (3.2.19)
So, the primordial abundance of Helium-4 we can be estimated from Eq. (3.2.1) as
YHe ≈ 0.227. (3.2.20)
This simple estimate has uncertainty of only ' 10%.
A simple analytic prediction of He abundance based on two numbers: neutron freeze-
out temperature Tn and beginning of deuterium nuclei TD gives Helium abundance
YHe ≈ 23%.
3.2.1.2 Neutron decay during Big Bang Nucleosynthesis
The intuitive picture that was used above for estimation of Helium abundance was that all
available neutron at the beginning of BBN combines with protons to form Helium-4. This
is correct if one can neglect neutron decay during BBN. Let us check that the rate of nuclear
reaction is high in comparison to the rate of neutron decay, so the neutrons quickly become
part of nuclei and do not decay.
At the start of the BBN the neutron decay competes with the neutron burning. Let us
compare the decay rate
Γn,decay = 1/τn ≈ 1.1 · 10−3 s−1 (3.2.21)
with the rate of the nuclear reaction Γpn→γD. A simple estimate of the nuclear rate is
given by



















T/mn ≈ 1.5 · 10−25 m2/s. (3.2.23)
Here m−1π corresponds to the spatial range of strong interactions and α is the fine structure
constant related to the creation of a photon, and used the neutron-to-proton ratio (3.2.19)
and baryon-to-photon ratio to estimate nn = 17ηbnγ .
Comparing (3.2.21) and (3.2.22), we conclude that Γpn→γD  Γn,decay, and therefore
the most of neutrons are captured in D before decaying.
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As soon as BBN starts, we do not need to consider the decay of neutrons since most of
them are incorporated in nuclei.
3.2.1.3 End of nuclear reactions
In this section, we will discuss when nuclear reactions stop. First, we will consider the
general mechanism of freeze-out of nuclear reactions because the rate of reaction becomes
smaller than the Hubble rate. However, as nuclei are positively charged their fusion can be
stopped because of the Coulomb repulsion, which is known as the Coulomb barrier, so we
will consider this effect below as well.
Freeze-out of nuclear reactions Let us make of conservative estimate of the nuclear
reaction decoupling considering some schematic nuclear reaction A + B → C + D.
Similarly to the p+ n→ D + γ process, the reaction rate can be roughly approximated as


























and we considered nA ' nn, mA ' mn.
Comparing the interaction rate (3.2.24) with the expansion rate of the Universe, we
can determine the decoupling temperature:
T 2
mPl∗
= H ' Γnuclear (3.2.26)
The solution is given by
Tdec ' 1.9 · 10−1 keV (3.2.27)
So we expect that at lower temperature nuclear reactions stop.
Coulomb barrier Let us now estimate the temperature at which the nuclei reaction is not
possible because of the Coulomb barrier. Due to Coulomb repulsion, a typical cross-section
contains an exponential factor depending on nuclear charges [80, 81]











where Z is atomic number and A is mass expressed in atomic units.
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As soon as this factor becomes small, reaction inevitably will freeze out. Then, for each
pair of interacting nuclei we can compute a tentative interaction freeze-out temperature:











































Table 3.1: Coulomb barrier suppression temperature T for 2-body nuclear reactions with




close to the scale of decoupling of nuclear reactions, but Coulomb barrier is especially
important in the generation of heavier nuclei of Lithium and Beryllium.
For a complete understanding of when nuclear reactions fall out of equilibrium and
stop, one has to consider a full cross-section for each reaction.
Nuclear reactions between charged nuclei cease because of the freeze-out of nuclear
reactions at the temperature of about 0.2 keV. Some nuclear reaction freeze-out earlier
because of the Coulomb barrier.
3.2.2 Predictions beyond 4 He
Above we have shown how to predict the abundance of Helium. What about other elements?
Before the start of BBN, the concentration of Deuterium is very low because of the
high amount of radiation. Because of this, the rate of reactions involving Deuterium as the
reactant is also low (Γ  H). The chain of nuclear reactions starts when Deuterium is
generated in significant numbers (nD ∼ nn). This system is not in thermal equilibrium and
its dynamics can be described by the kinetic approach.
The abundance of Helium is easily estimated because of its high binding energy (using
a simple estimate (3.2.20) one can get it with ∼ 10% precision). To predict the
abundances of other elements we need to use kinetic Boltzmann equations because
rates of nuclear reactions do not exceed Hubble rate and nuclei are not in equilibrium.
We write these equations for nucleons and nuclei using the laboratory information about
the nuclear cross-sections.
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Boltzmann equations for different particles. Naively, to describe the system kinetically,
one would write all possible Boltzmann equations [82] including all possible interactions.
However, electromagnetic interactions are sufficiently fast at all times, so all electrically
charged particles are considered to be in dynamical (but not necessarily chemical) equilib-
rium. These particles have a thermal distribution that is fully characterized by temperature
(equal to photon temperature) and chemical potential. Fast interactions equilibrate individ-
ual temperatures of the species with the temperature of radiation (photons). This fact greatly
reduces the system of kinetic equations and the number of quantities to find solutions for.
Nuclei are heavy and charged. Because of EM interaction, they are in kinetic equilib-
rium, so their velocity distribution is given by Boltzmann distribution. We can integrate the
Boltzmann equations for nuclei to get equations on number density n.





= Ifcoll{f, n} (3.2.30)
∂nn(t)
∂t





+ 3HnX = I
n
coll{f, n} (3.2.32)
These equations describe the evolution of neutrinos νi, neutrons n and nuclei
X = D,T,He, Li, . . .
Electrons and photons are in thermal equilibrium and we know their distribution
functions. Nucleons and nuclei are in kinetic equilibrium with the medium, so it is
enough to use for them an integrated Boltzmann equation for number density. As
neutrinos freeze-out, we need to use the full Boltzmann equation for them.
Because of the tiny baryon-to-photon ratio, nuclei negligibly influence the cosmo-
logical expansion. This allows separating the nuclear reactions as a subsystem on the
cosmological background.
To close the system of equations, one has to supply the Friedmann equation and







= −3H(ρ+ P ) (3.2.34)
These equations contain the following independent variables: distribution functions of the
particles that departed from equilibrium fν , number densities of the neutrons and nuclei
nn, X , temperature T and scale factor a.
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3.2.2.1 Big Bang Nucleosynthesis codes
Kinetic equations described above together with an expansion of the Universe give us a
closed system of equations that can be solved numerically. There are plenty of codes that
compute the abundances of the chemical elements:
• KAWANO [83] (also known as NUC123; 1992) – modified version of the Fortran
code by Wagoner (1972). Solves the nuclear reactions network with simple neutron-
to-proton conversion rates in presence of lepton asymmetry and various cosmological
parameters
• FASTBBN [84] (1999) and JAVA calculator [85] (1999) – simple codes designed
primarily to impose bounds on Neff .
• AlterBBN [86] (2011) – public rewrite of KAWANO. Designed to compute abun-
dances in alternative cosmologies (extra dof, quintessence, etc).
• PArthENoPE [87] (2018) – Fortran code that builds on KAWANO and adds the
following effects. Improved calculations for the neutron-to-proton reactions are
implemented via new fits, not as effective corrections added a posteriori. They also
include effects of finite nucleon mass and non-thermal neutrino spectral distortions.
• PRIMAT [79] (2018) – Mathematica code that claims to provide 10−4 Helium ac-
curacy. Comes with precomputed neutron-to-proton rates in various assumptions:
radiative, zerotemperature, corrections, finite nucleon mass corrections, finite temper-
ature radiative corrections, weak-magnetism, and QED plasma effects, which are for
the first time all included and calculated in a self-consistent way.
The codes all agree in the predictions of the SM BBN and give the following results for the
mass abundances of Helium-4 and Deuterium:
YHe ≈ 0.247, D/H ≈ 2.68 · 10−5. (3.2.35)
3.2.3 Summary of Standard Model Nucleosynthesis
BBN predicts the existence of light primordial nuclei: mainly Deuterium, Helium-3/4,
Lithium, and Boron. The abundance of Helium-4 depends only on the neutron-to-proton
ratio at the time of the start of nuclear reactions. Simple estimates allow us to obtain
this value with accuracy of ∼ 10% (Sec. 3.2.1.1). To get better accuracy and predict the
abundances of other elements, we need to use the kinetic approach (Sec. 3.2.2).
Standard Model predictions depend on the baryon-to-photon ratio which can be mea-
sured in some independent experiment – e.g. from CMB. Additional uncertainty comes
from the contradictory measurements of the neutron lifetime [88]. However, the effect of
this uncertainty on Helium abundance is quite small.
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Standard nucleosynthesis theory gives specific predictions for abundances of elements
with high precision. The only free parameter of the Standard BBN is the baryon-to-
photon ratio ηb. It can be measured in some independent experiments – e.g. from
CMB.
3.3 Observations
In this section, we want to discuss which observables can be deduced from the experiments
and compare our theoretical predictions with measured values. Moreover, since any
measurement carries also an error, available data instructs us to what precision it is required
to do theoretical calculations.
3.3.1 Helium-4
Primordial helium abundance has to be measured in regions with no star formation.
Below, we discuss 3 methods that utilize metal-poor extragalactic regions, intergalactic
medium and CMB.
Why these targets are used to infer He abundance? At the time of formation of CMB, the
Universe was homogeneous and did not contain any stars – hence no star formation by
definition. Later the Helium abundance will be the closest to the primordial in metal-poor
environments (by “metals”, astronomers refer to all elements heavier than He), like HII
regions (zones of ionized Hydrogen around hot stars that emit a lot of UV radiation) of
metal-poor star-forming galaxies, and gas clouds observed in absorption against a distant
quasar. These environments have a composition very close to primordial because they
were virtually not affected by star formation. This is confirmed by the observation of low
metallicity in these objects (100 times lower than in Sun), which is known by the extreme
weakness of emission/absorption lines of metals in their spectra (dominated by H and He
lines). If there was vigorous star formation occurring at some epoch in these objects, the
metals lines observed in spectra, will be significantly stronger, which is not the case. Thus,
extremely low metallicity indicates that these targets didn’t undergo processes responsible
for change of chemical composition, and that’s why they are believed to have nearly original
(primordial) composition.
3.3.1.1 Low-metallicity extragalactic method
Using the measurements in low-metallicity HeII regions, one can build the Y − O/H
relation. Extrapolating it to 0 metallicity one is able to compute the primordial Helium
abundance [89, 90], see Fig. 3.4. This method gives [90] at 95% confidence
Y = 0.2551± 0.0022 (3.3.1)
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Figure 3.4: Helium abundance in 28 HII low metallicity regions as a function of Oxygen-
to-Hydrogen ratio. The lines show the results of the linear regression to the data. The
primordial value is measured by extrapolation of O/H to zero. Credit: Izotov et al. [90]
Although formal statistical error bar of this method are at sub-% level, the measurement
is known to be dominated by the systematic uncertainties, see [91, Section 4.3] for a critical
overview in this method.
The method of measuring Yp from low-metallicity extragalactic regions formally gives
very precise results (∆Y/Y < 1%), but is expected to have large systematic errors.
3.3.1.2 Intergalactic medium method
The work [92] uses observational data of gas clouds with low metal content, which are
observed against a quasar, located far behind the cloud (not in its vicinity). These clouds
are composed mostly of Hydrogen and Helium, and very little of other elements. They are
highly suitable for robust determination of the Helium abundance because the concentration
of Hydrogen is high enough to produce strong absorption that can be detected, but at the
same time not too high to distort the absorption line profile and make it impossible to
extract exactly the H and He abundances. If the density is too high in the cloud, the atoms
absorbing photons are colliding with other atoms before they de-excite. The lifetime of
the electron in the excited state is reduced, and this yields a broader line profile due to the
Heisenberg uncertainty principle, eventually saturating and distorting the absorption line
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profile. Reconstruction of the column densities for saturated spectral lines is not reliable.
On the other hand, at moderate densities, the atom is de-excited before colliding with
another atom, and the resulting line profile has a pure Lorentzian shape determined only by
the lifetime of the atom in the excited state (∼ 10−8 s.) and the column density of the atom.
Using pure Lorentzian profiles one can unambiguously and reliably find the column density
of an element.
The neutral Hydrogen (HI) column density is inferred from the flux decrease beyond
91.2 nm wavelength (13.6 eV, the threshold energy for ionization of Hydrogen). The
photons having shorter wavelengths are able to ionize Hydrogen and thus less of these
photons will reach us. The flux decreased Nobs/Nemit is proportional to the column density
of neutral Hydrogen nHI :
Nobs = e




where τ is the optical depth, L is the distance and λ is the mean free path given by ionization
cross section σion. The Helium column density is retrieved from neutral Helium (HeI)
absorption lines. The equivalent width of an absorption line (the area of the line divided by
the continuum emission level) is a measure of how much flux was absorbed, and thus is
proportional to the column density.
Important remark: since only neutral elements are seen in these spectra, it is necessary
to estimate the ionization level of the cloud. The authors of [92] use simulations to
illuminate gas with UV radiation imitating conditions (exposure due to quasars, galaxies,
etc) in the observed cloud and extracting the corresponding ionization level.
The same method has been earlier applied to the determination of Deuterium [93].
Y = 0.250+0.033−0.025, D/H = (2.527± 0.030) · 10−5 (68% confidence) (3.3.3)
The IGM method studies the regions of lower metallicity than the extragalactic
method (by∼ 30%). These regions are supposedly closer to the primordial composition.
However, this method has a much larger statistical error of ∆Y/Y ∼ 10%.
3.3.1.3 Cosmic Microwave Background method
Planck collaboration [21] provide a Helium measurement based on the free electrons density
between Helium and Hydrogen recombination. The damping tail of CMB anisotropies is
sensitive to the electron density and it is possible to measure this effect when Helium is
already recombined (z ∼ 2000), but before Hydrogen recombination (z ∼ 1100).
This effect of Helium abundance is however partially degenerate with the effective
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number of relativistic degrees of freedom Neff , requiring a simultaneous fit:




at 95% confidence interval, using Planck TT,TE,EE+lowE+lensing+BAO [21, Section
7.6.2].
Measurement through CMB guarantees that the Helium abundance is not affected
by stellar nucleosynthesis. The error of this method is about ∆Y/Y ∼ 14%. However,
Planck’s collaboration emphasizes those systematics of the polarization spectra have
not been accurately characterized.
3.3.2 Deuterium
Because of its small binding energy, Deuterium is not created by other sources and is
destroyed in stars [94]. This means that any measurement of Deuterium is guaranteed
to be not higher than the primordial value. The local interstellar value of D/H ratio is
D/H = (1.56± 0.40) · 10−5 [95].
High-resolution absorption spectra of quasars allow measuring Deuterium in Inter-
galactic Medium environments with metallicities ∼ 103 times smaller than Solar. Since
the Lyman-series transitions of different elements are shifted, this is in principle can be
used to identify absorption lines of two elements like Hydrogen and Deuterium (or Helium)
and to deduce the abundance from the relative intensities. In reality, this, however, is
difficult because of contamination by Hydrogen Lyman-α forest lines and requires accurate
knowledge of the HI column density corresponding to absorbers.
Damped Lyman-α systems corresponding to dense regions in high-redshift galaxies
allow to measure the HI density independently of the cloud model and there exists a number
of systems where Deuterium line was identified and D/H abundance was measured:
D/H = (2.569± 0.027) · 10−5 (3.3.6)
This method is also used as an independent probe for 4 He.
Any measurement of Deuterium provides an upper bound on primordial abundance.
3.3.3 Helium-3
There is no reliable data on the primordial abundance of Helium-3. This isotope is only
measured in the Solar system and HII regions of the Milky Way (that also have high
metallicity) [96]. At this point, it is not possible to make conclusions about the effect of
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stellar nucleosynthesis on the Helium-3 abundances since theoretical models are inconsistent
with observations [97].
At the moment there is no 3 He data available to constrain BBN.
3.3.4 Lithium
Lithium is best measured in the Population II metal-poor stars of the Milky Way. It is
notable that Lithium abundance exhibits the Spite plateau – is nearly constant in stars with
metallicity . 1/30 of the Solar value [98]. Considering this abundance as a primordial one
gets
Li/H = (1.6± 0.3) · 10−10 (3.3.7)
However, in extremely metal-poor stars with Fe/H ratio . 10−3 than Solar, no Lithium
is detected. This suggests some mechanism destroying 7 Li as well as that the abundance at
the Spite plateau might also be modified from the primordial value. This, in fact, makes
the method of 0-metallicity extrapolation inapplicable to Lithium. Instead, the measured
abundance (3.3.7) should be considered a lower bound on the primordial value [99].
Recent observations indicate that Lithium might be destroyed in low metallicity stars
and hence the measurements constitute the lower bound on primordial ratio 7 Li/H.
3.3.5 Comparison of measurements with
Standard Model Nucleosynthesis predictions
Since Standard BBN predictions depend only on measurements of the baryon-to-photon
ratio and neutron lifetime, abundances of the elements can be used to check the validity of
the theory.
Baryon-to-photon ratio can be independently measured from CMB [100]:
ηB = (6.118± 0.041) · 10−10 (3.3.8)
Fig. 3.5 summarizes the available measurements and predictions. This figure shows
long-standing Lithium Problem: Standard BBN theory predicts Lithium abundance ∼ 3
times larger than measured in metal-poor stars. However, new observational data of
Lithium show that the previous measurements should be considered as a lower bound on
the primordial abundance, so the Standard BBN theory is consistent with observations.
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Figure 3.5: Predictions of the Standard BBN theory (with uncertainty due to error in
neutron lifetime τn; black curves with coloured bands) compared to the measurements of
primordial elements (yellow rectangles) and determination of the baryon-to-photon ratio
ηB from CMB (vertical crosshatched band). Credit: Cyburt et al. [101]
Theoretical predictions of Standard BBN are in good agreement with the modern
measurements of baryon-to-photon ratio and element abundances.
The only significant deviation is with the measurement of Lithium which is lower
than predicted value by a factor of ∼ 3. However, recent observations indicate that
Lithium might be destroyed in low metallicity stars and hence the measurements
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constitute the lower bound on primordial ratio 7 Li/H.
Any Beyond the Standard Model physics should not break this agreement.
3.4 New physics and Big Bang Nucleosynthesis
As we have seen above, the predictions of the SM nucleosynthesis are consistent with
observations. This puts a requirement on any extension of the Standard Model – its
predictions for nuclear abundances should be different from the SM ones only within
observational error bars. This makes BBN a powerful tool to constrain new physics.
Possible effects of new physics on BBN include:
• Change of Hubble expansion rate during BBN
• Change of neutron-to-proton ratio at and after freeze-out of weak interactions
• Disintegration of nuclei due to collisions with the new particle or its decay products
• Entropy production: the creation of additional photons or electrons between BBN
and CMB and, therefore a change of the baryon-to-photon ration at BBN time (as
compared to the value observed e.g. by CMB).
3.4.1 Excluded domain of the parameter space
Typically a new particle is characterized by its mass M and coupling constant θ. Then the
lifetime of the particle is inversely proportional to it: τ ∝ θ−2. This naturally gives us a
bound when τ  1sec – these particles vanish long before the BBN. On the other hand,
there also exists a lower bound on the particle coupling, since the interaction rate becomes
negligible.
New physics particles (NPPs) can contribute to each of the effects of new physics on
BBN considered above. As lifetime is related to the coupling constant as τ ∝ θ−2, it is
convenient to separate the effects of independence on the lifetime τX of NPP.
3.4.1.1 τX & 0.1 s
Sufficiently long-lived non-relativistic NPPs can contribute a major part to the energy
density, thus changing the Universe from radiation dominated to matter-dominated during
the BBN.
Ultrarelativistic decay products of NPPs can contribute to the energy density, thus
increasing Neff, neutron decoupling temperature and the neutron-to-proton ratio.
Weakly interacting particles (leptons) produced in decays of NPPs participate in weak
interactions involving neutron and are able to decrease the neutron decoupling temperature,
thus decreasing the neutron-to-proton ratio.
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Heavy NPPs can decay into mesons, which can convert p→ n in strong interactions
before decaying themselves, e.g.
π(K) + p→ n+ π(K)/γ (3.4.1)
and therefore increase the neutron-to-proton ratio.
3.4.1.2 τX & tBBN
Muons and mesons from decays of heavy NPPs,mX & mµ, are able to dissociate primordial
nuclei, e.g.
π +4 He→ D + 2n, π +D → 2n (3.4.2)
directly changing the primordial abundances.
3.4.1.3 τX & 104 s
If NPPs survive down to small temperatures Tphotodiss ' few keV, the photons produced in
its decay or in decays of its daughter particles are able to dissociate primordial nuclei.
Tphotodiss can be estimated from the requirement that the maximally possible energy of
photons in SM plasma, Eγ,max ≈ m2e/22T [102],2 becomes comparable with the binding
energy of the nuclei. For example, for D and 4He we have
Eγ,max '
{
∆D ≈ 2.2 MeV→ T ' 5 keV,
∆4He ≈ 20 MeV→ T ' 0.6 keV,
(3.4.3)
This translates for the requirement τX & 5 · 104 s for D dissociation and τX & 106 s for
4He dissociation.
Different effects of new particles on BBN can be classified by the lifetime of a new
particle. Namely, short-lived particles that decay before decoupling of weak interactions
do not produce observable effects. Vice versa, particles produced in small numbers and
very long-lived influence BBN negligibly. Therefore constraints from BBN usually
have an upper and lower bound by particle’s lifetime.
Below we provide several examples of modifications to the BBN by new physics.
Example 1: additional relativistic particles. Assume that there exists additional neu-
trino species. Then the number of effective degrees of freedom change as Neff →
Neff + ∆Neff. This effect increases a Hubble rate H = T 2/M∗Pl ∝ g∗, where g∗ depends on
















10.83 + 1.75∆Neff, before annihilation
3.38 + 0.45∆Neff, after annihilation
(3.4.4)
Here number of photons Nγ = 1, effective number of neutrinos in SM Neff = 3.046 [103].
Before electron-positron annihilation (Tγ ' me) Ne = 1, Tν = Tγ . After electron-positron






Let us estimate effect of faster Universe expansion on Tn. From Eq. (3.2.8) we have a
condition






Using approximate temperature dependence 〈Γn→p〉(Tn) ∼ T 5n we get






Using (3.4.6) and simple analytic estimates (3.2.14), (3.2.1) for nn/np(TBBN) and Y4He,
we can constrain the value ∆Neff from the Helium abundance. Indeed, a shift ∆Tn changes
nn/np(TBBN) and, correspondingly, the Y4He. Corresponding corrections can be found






















Plugging in the numbers Tn ≈ 0.716 MeV, (nn/np)SM ≈ 1/7, YHe,SM ≈ 0.227, tBBN ≈









= 0.024∆g∗ = 0.041∆Neff (3.4.8)
Requiring ∆YHe/YHe < 0.05, we get
∆g∗ < 2.08, ∆Neff . 0.82 (3.4.9)
Assuming the relative error of Helium to be ∆YHe/YHe ∼ 5%, the maximal allowed
∆Neff = 0.82
Example 2: additional energy density. Consider the NPP that was in thermal equi-
librium, decoupled being relativistic but being non-relativistic during the BBN (i.e.,
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mX  Tn). We estimate the corresponding energy density as
ρX ≈ mXYXs ≈ 2 · 10−4
Y
4 · 10−4 g∗(T )e
−t/τXT 3mX (3.4.10)
The ratio of ρX to the energy density of the SM plasma is
ρN/ρSM ≈ 3.1 · 10−4
YX
4 · 10−4 e
−t/τXmX/T (t) (3.4.11)







4 · 10−4 (mX/1 GeV)
√
τX/1 s, (3.4.12)
where we assumed radiation dominated time-temperature relation. Having the parametric
dependence of Y, τX on the mass of NPPs and its coupling to the SM, we can impose a
constraint using the requirement
ρX/ρSM  1 (3.4.13)
3.5 Big Bang Nucleosynthesis in the presence of Heavy Neutral Leptons
We are interested in HNLs that can generate the masses of the SM neutrinos – in
particular, the observed mass difference
√
∆m2atm ≈ 0.05 eV. No HNLs heavier than
mN & 1 GeV with lifetimes τN & 0.1 s are able to provide such difference.
Indeed, to provide the observed mass difference, the mixing angle must be larger than the
see-saw bound [49]:
θ2 & θ2see-saw '
√






The comparison of the parameter space of HNLs with the lifetimes τN = 0.1 s, τN =
tBBN ' 200 s with the bound (3.5.1) is shown in Fig. 3.6. We see that the see-saw bound
intersects the line τN = 0.1 s at mN ' 1 GeV. Based on the figure, we conclude that for
heavy enough HNLs, mN & mπ, the only possible effects above the see-saw bound are:
• change of the Hubble expansion rate
• decrease of neutron decoupling temperature due to injection of weakly interacting
particles
• increase of n-p ratio due to injection of muons or mesons
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τN = 0.1 s
τN = tBBN
See-saw bound








Figure 3.6: Parameter space of HNLs with lifetimes τN = 0.1 s (black line) and τN = tBBN
(blue line); solid lines corresponds to the mixing with νe, while dashed lines – to the
mixing with ντ . The shaded gray region corresponds to the parameter space excluded if
we consider HNLs that are able to provide observable mass difference of SM neutrinos√
∆m2atm ≈ 0.05 eV.
HNLs lighter than pion mass can also affect the BBN at the later stages.
To account for the influence of HNLs we make the following changes in the equations
of BBN:
• HNLs introduce additional Boltzmann equations (on fHNL and their decay prod-
ucts – muons, pions and heavier mesons) and corresponding matrix elements
• Processes with HNLs or their decay products should be added to other Boltzmann
equations
• HNLs and their decay products have pressure and energy density that modify the
law of expansion
At this point, we do not consider the effect of the increase of n-p ratio due to the
injection of muons and mesons.
3.6 Description of numerical methods and code
The physical system of BBN consists of the particles, some of which are in thermodynamical
equilibrium with each other and some of which are not. All properties of the equilibrium
plasma are given by the evolution of temperature. Non-equilibrium particles (neutrinos,
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nucleons, and nuclei) evolve with the expansion of the Universe (according to Friedmann
equations) and particle collisions (Boltzmann equations).
Hence the complete set of unknowns in our system of equations is:
• plasma temperature T (t)
• distribution functions of neutrinos fνi(t, p)
• densities of nucleons and nuclei nX(t)
• distribution function of sterile neutrino and its decay products fN(t, p), fproduct,i(t, p)
In the cosmological setup it is convenient to use the scale factor a(t) as a parametrization
of time.
Equilibrium density is defined by the temperature, while non-equilibrium density is
given by distribution functions. Their evolution is given by Friedmann and Boltzmann’s
equations. Below we will discuss our method of their numerical solution.
Temperature evolution equation. The energy conservation equation can be used to
derive the temperature evolution of the plasma. We can split the total energy density into
equilibrium and non-equilibrium parts ρ = ρeq + ρnoneq. Then the derivative of ρeq is












= −3H (ρ+ P )
dT
dt






where P is the total pressure and H is the Hubble rate.
Expressions for ρeq and ρnoneq can be substituted in this equation to obtain an explicit
formula for the temperature evolution. This is done in detail in Appendix 3.A.
Comoving coordinates Because of the expansion of the Universe, even non-interacting
particles evolve non-trivially. This significantly complicates the computations and analysis.
According to Friedmann equations, particle positions and momenta behave as ~r ∝ a(t)
and ~p ∝ a−1(t). From this it is easy to conclude that particle densities n ∝ a−3(t).
Combining the latter two facts, we also find that the energy density of relativistic particles
necessarily ρrel ∝ a−4(t) while for non-relativistic ones ρnonrel ∝ mnonrela−3(t).
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It is convenient to switch to the comoving frame of reference that is expanding along
with the Universe:
~r → ~r/a (3.6.2)
~p→ ~y = ~p · a (3.6.3)
In this frame, many comoving quantities (denoted by )̃ become constant with respect to the
expansion (e.g. photon energy density ρ̃γ ≡ ργa4 = const).
A huge additional advantage is a fact that in comoving coordinates the Boltzmann


















This change of variables also suggests rewriting the temperature evolution equation
for the quantity T̃ ≡ a · T . For relativistic particles, temperature evolves with expansion
as T ∝ a−1. Then ˙̃T describes the change of entropy of the system due to transitions in
the plasma (like electron-positron annihilation) or influence of non-equilibrium particles.
Finally, we introduce the comoving mass m̃ = m · a for particles.
BBN physics formulated in terms of comoving positions, momenta and masses look
in a sense very similar to physics in non-expanding Universe, but with interaction rates
decreasing with time.
The evolution of physical quantities even in the simplest cases is non-trivial because of
the expansion of the Universe. However, if we consider the comoving frame (expanding
with the Universe), we can significantly simplify the description for numerics.
3.6.1 pyBBN: code for non-standard nucleosynthesis
Our goal is to put constraints on the Heavy Neutral Leptons from the primordial nucle-
osynthesis. This task has been to some extent done by [104–106]. Papers [107, 108]
also consider relevant aspects of the influence of new physics on the BBN (like entropy
injection). This is, however, not sufficient to describe all effects of HNLs (e.g., HNL
decays produce non-equilibrium neutrinos that can directly influence the weak reactions of
nucleons).
Code by [106] is based on [105] and implements the physics of HNLs with masses up
to M < mπ. We extend this analysis to larger masses M < mφ in a new code pyBBN3 [3].
Our main contribution is the treatment of hadronic decay channels of HNLs and incremental
improvements and fixes to the approach of [106].
3https://github.com/ckald/pyBBN
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General structure. Simulations are done in two stages:
1. The cosmological background physics and the rates of the reactions
n+ e+ ↔ p+ ν̄e, n+ ν ↔ p+ e, n→ e+ ν̄e + p (3.6.6)
are computed in pyBBN. This involves solving the system of equations for the
evolution of temperature, scale factor and distribution functions of decoupled species
like neutrinos, HNLs and relevant decays products (see Sec. 3.2.2).
2. The cosmological quantities together with the aforementioned rates are tabulated and
passed to an external code, the modified KAWANO code (also known as NUC123
[83]), that takes care of the nuclear part of the simulation and outputs the light element
abundances. This is done to avoid reimplementing the complicated system of nuclear
physics with experimental fits to the cross-sections. KAWANO is a relatively outdated
code that does not implement a number of corrections introduced in PArthENoPE
[87] or PRIMAT [79], but these corrections are small in SBBN and KAWANO is the
easiest to modify for custom cosmological evolution and neutrino spectral distortions.
Time evolution. The system of equations step-by-step for values of scale factor evenly
spaced in logarithmic scale (as opposed to linearly-spaced values). This is done to naturally
increase the timestep at late times when interaction rates are low. The numerical schemes
used for time-evolution equations are the Adams-Bashforth explicit linear multistep method
for temperature evolution equation and Adams-Moulton implicit linear multistep method
for Boltzmann equations. We decided to use these particular schemes (as opposed to the
Runge-Kutta family) since they allow us to reuse the previously computed values (we use
up to 5 previous steps) and proved to be stable enough for our purposes.
The implicit methods are known to help mitigate the problem of stiffness in Boltzmann
equations when it is possible to apply them. However, the temperature evolution equation
in our system can be solved only explicitly.
Boltzmann integrals for distribution functions are in general of high dimension. Typi-
cally this would suggest the usage of Monte Carlo methods. But in the particular case of
the Fermi-like theory of HNLs, it is possible to reduce the number of integrations to 1 or 2
(this is described in detail in App. 3.C). The accuracy of this computation is critical to the
evolution of the neutrinos which constitute a large fraction of the total energy density as
well as directly influence the neutron-to-proton ratio. Hence we elected to use the adaptive
integration algorithm QAG from GNU Scientific Library [109]. Integration is done using
the Gaussian quadrature and the error is estimated by dividing the integration region into
subintervals and repeating the procedure until the required global tolerance is met. Note
that the integrand of the problem is piecewise smooth while the Gaussian quadrature is
designed for the polynomials. Because of this the Gaussian quadrature might require
arbitrarily large number of points to converge. However, we find that the integration using
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the Gaussian quadrature of the order 60 provides the same accuracy as the adaptive method
for four-particle interactions. For three-particle interactions we employ adaptive integration
with Gauss-Kronrod quadrature of the order 31.
Unstable HNL decay products. Sterile neutrinos of high masses decay into short-lived
mesons – e.g. π0 lifetime is ∼ 10−17 sec and π± lifetime is ∼ 10−8 sec. These timescales
are orders of magnitude smaller than any practical computational timestep for a simulation
spanning 104 sec.
To the first approximation, short-lived particles can be immediately destroyed without
populating their distributions. However, some of them are charged and thermalize with the
plasma and transfer some energy.
For illustration, we will consider the case of a muon. HNLs with masses MN < 105
MeV will decay into stable particles. HNLs with higher masses will have decay products
that are unstable. Some of these unstable decay products will interact with the plasma
before they decay. The analysis here will be done for muons but can be applied to all other
particles as well.
There are three important events to consider:
1. µ± is created from HNL decay
The distribution function of these muons is a non-thermal distribution of fnoneq.
2. µ± thermalizes




10−9 MeV vs. Γµ,decay ∼ 10−16 MeV. This means that the muons will release their
energy into the plasma and equilibrate before they decay. This process increases the
temperature of the plasma and makes the muons non-relativistic. After thermalization,
the muons will share the same temperature as the plasma and will have a thermal





2mµT , where µ is determined by the condition that
the number density before and after thermalization must be equal. The collision term





with ∆t the timestep of the simulation. The same procedure is followed for charged
pions and charged kaons.
3. µ± decays
The main decay channel of muons is µ− → e− + νe + νµ. The muon has a lifetime,
τµ ∼ 10−6 sec., that is much smaller than the timestep of the simulation. This poses a
problem right away: when the evolution of the distribution function for the muon and
active neutrinos is computed as ∆f = Icoll∆t, the behavior of Icoll is not resolved. It
is assumed to be constant during the whole timestep ∆t, which is not true; the created
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muons have already decayed well within this timestep. What therefore happens is
that the number of muons that have decayed and the number of neutrinos that are
created are overestimated. This issue can be solved by using a dynamical equilibrium.
Consider the chain The timestep ∆t is much smaller than the lifetime of the HNL,
which means that there is approximately a constant inflow of muons during each
timestep. Since the number of muons created ∆N decays almost instantaneously, the
same number of active neutrinos is created: for each muon that decays, one electron
neutrino and one muon neutrino is created. Now a scaling α can be introduced in ∆f
= Icoll∆tα such that
∫
d3p∆f/(2π)3 = ∆N .
3.6.2 Code testing
pyBBN had been tested in multiple situations modeling both Standard BBN theory as well
as in the presence of HNLs. Below we will list only the most representative selection of
them.
The main areas of interest are thermodynamical properties (i.e., evolution of tempera-
ture) and computation of Boltzmann equations (collision integrals and integration of the
equations themselves).
According to scope, tests can be divided into low-level (i.e., checking that formulas or
numerical schemes are correct) and integration tests (i.e., those defining a toy model for
which we can produce analytical results or can make a comparison with other codes).
3.6.2.1 Temperature of the Cosmic Neutrino Background
Decoupling neutrinos to the first approximation preserve their thermal distribution function
with the same temperature as photons.
However, at the temperatures about T ∼ me = 0.511keV , electrons and positrons
annihilate into additional photons. Since neutrinos decouple earlier, do not get heated up as
well. This results in a difference in the temperature of Cosmic Microwave and Neutrino
Backgrounds.






















This law is not explicitly enforced in the code, but comoving entropy is an integral
of motion. Check of the Cosmic Neutrino Background temperature allows to test the
thermodynamics in the code as a whole: Fig.3.7. The neutrinos are assumed to decouple
instantly with any non-equilibrium dynamics beside free propagation.















Figure 3.7: The photon temperature divided by active neutrino temperature. The increase
here is due to electron-positron annihilation into photons. Dashed curve is from [106].
In the Universe filled with electrons, positron, photons and decoupled neutrino – photons
and neutrinos have different temperatures after electrons-positron annihilation. The
ratio of their temperatures can be predicted from the conservation of comoving entropy.
Fig. 3.7 shows that the thermodynamic evolution in the code predicts this ratio with
accuracy . 0.1%.
3.6.2.2 Increased Hubble rate
pyBBN predicts Helium-4 abundance for the SM BBN (SBBN) to be equal to 24.8%. This
value agrees with a simple analytic estimate (3.2.1) within 10%. In this test we will check
that increase of a Hubble rate during BBN result in the correct qualitative behavior of Y4He.
An increase in the Hubble parameter leads to an earlier decoupling of neutron-proton
weak reactions and therefore a higher neutron-to-proton ratio. This is shown in the scenario
where the Hubble rate in SBBN is increased artificially by a factor of 2, see Fig. 3.8.
We check the prediction of the code using analytic estimate (3.2.1), (3.2.14) of the 4He
abundance. The neutron decoupling temperature obtained using Γn→p(T ) = H(T ) gives
Tn ' 0.92 MeV, which translates into nn/np(TBBN) ≈ 0.195 and Y4He ≈ 0.37, in good
agreement with the result shown in Fig. 3.8.
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Figure 3.8: Evolution of the neutron-to-proton ratio in SBBN (red line) and SBBN + twice
as large Hubble parameter (green line). The dotted line indicates the equilibrium evolution.
The prediction of the code for the value of Y4He in SM BBN agrees with analytic
estimate. The result of the simulation with increase Hubble rate also agrees with our
expectations.
3.6.2.3 Neutrino spectral distortions
In Fermi theory the cross section increases with momentum as σ ∝ G2Fp2, which means that
neutrinos with higher momenta stay longer in equilibrium. Since these neutrinos decouple
later, they will in fact briefly experience the heat-up of the plasma due to electron-positron
annihilation, shown in Figure 3.7, and the corresponding increase in aT . On the other
hand, oscillations of neutrinos are mixing the distributions of different flavours, bringing
the spectra closer to each other.
At temperatures of O(1) MeV electron neutrinos interact through both charged and
neutral currents, while muon and tau neutrinos only interact through the neutral current.
The temperature is too low for muons and tau leptons to be present in the plasma or to
be created from muon and tau neutrinos through the charged current channel. The cross
section of electron neutrinos is therefore larger and they get larger spectral corrections. The
results are shown in Fig. 3.9.
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Figure 3.9: Ratio of active neutrino decoupled spectra to their equilibrium distribution
before the onset of BBN. The upper curves show the distortion of the electron neutrino
spectrum and the lower of muon and tau neutrinos. Dashed curves are from [106], dotted
from [103].
Upper panel: no neutrino flavour oscillations. Lower panel: neutrino flavour oscillations
with sin2 θ12 = 0.3, sin2 θ13 = 0.5 and θ23 = 0 (rotated νµ − ντ basis).
In this test we considered the spectral distortions of neutrinos during decoupling of
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weak reactions. We reproduce the results of codes by [106] and [103] up to . 1%
accuracy even for very sparsely populated momentum values of neutrinos (f(p, T ) ∼
exp(−p/T ) ∼ 10−3).
3.6.2.4 Heavy Neutral Leptons decay width
To check the computation of collision integrals and integration of Boltzmann equations, we




+ 3Hni ≈ ΓNni (3.6.8)
We consider an HNL of mass MN < Mµ that mixes only with electron neutrino
through mixing angle |θe|. There are four decay channels:
N → νe + νe + νe N → νe + νµ + νµ
N → νe + ντ + ντ N → νe + e+ + e− , (3.6.9)














We check that our code correctly reproduce this value. The result is shown in Fig. 3.10.
We have confirmed that decay width of HNL computed using collision integrals in our
code recovers the theoretical decay width with accuracy ∼ 0.2%
3.6.2.5 Reheating due to neutral pion decay
As a check of energy conservation in 3-body interactions, we check the energy injected by
decays of MN = 135 MeV sterile neutrino.
N → π0 + νe (3.6.11)
π0 → γ + γ (3.6.12)
For each HNL that decays, one neutral pion is created. If the HNL has a mass very close
to that of the neutral pion, then the neutral pion created will be very non-relativistic. The
energy injected in the plasma due to neutral pion decay during each step is therefore
58
Figure 3.10: Relative difference between averaged HNL decay width calculated in pyBBN
and its theoretical value (Eq. 3.6.10) of reactions Eq. 3.6.9. Here an HNL of massMN = 30
MeV and mixing angle |θe|2 = 10−4 is chosen. The initial temperature of the simulation is
Tini = 10 MeV.
approximately
∆E ≈ 2mπ0∆N , (3.6.13)
with ∆N the number of HNLs that have decayed during the step. The factor of 2 comes
from the fact that the charge conjugated channel also creates a neutral pion. Comoving




(aT )4 = ργ,c = ργ,c,old + a










The result of this test is shown in Fig. 3.11.
Sterile neutrinos with masses mN > mπ have qualitatively new decay channels into 2
particles. This involves a different expression of the collision integral that haven’t been
tested before. We have confirmed that 3-body interactions conserve particle number,
energy and comoving entropy up to . 0.1%.
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Figure 3.11: Reheating of plasma due to decays 3.6.11 and 3.6.12. Theoretical value
aTtheory is given by Eq. 3.6.15. Here an HNL of mass MN = 135 MeV with |θe|2 = 10−4
is taken.
3.6.2.6 Chain of decays with short-lived particles
Sterile neutrinos of high masses can decay into heavy mesons that themselves trigger the
decay chains. Since mesons have very short lifetimes compared to the timescales of the
simulation, their decays are treated by a different numerical scheme than neutrinos or
nucleons. Eventually, all mesons decay into photons, leptons and neutrinos. For a given
mass of HNL we can compute the total number of decay products and compare it with the
code.
Consider the chain of decays
N → νe + φ (3.6.16)
φ→ π0 + ρ0 (3.6.17)
π0 → γ + γ ; ρ0 → π+ + π− (3.6.18)
π− → µ− + νµ (3.6.19)
µ− → e− + νe + νµ (3.6.20)
The total comoving number density of electron and muon neutrinos created is
nνe,c = (1 + 2BRφ→π0ρ0)nini (3.6.21)
nνµ,c = 4BRφ→π0ρ0nini (3.6.22)
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with BRφ→π0ρ0 the branching ratio of the corresponding decay and nini the initial comoving
number density of HNLs. The factor of 2 comes from the fact that the charge conjugated
channel N → νe + φ also creates a phi meson. Results are shown in Fig. 3.12.
Figure 3.12: Comoving number density nc of HNL, electron neutrino and muon neutrino
normalized by the initial HNL comoving number density nini when the decays 3.6.16 -
3.6.20 are considered. The mass of the HNL here is MN = 1200 MeV and |θe|2 = 10−8.
The initial densities of all particles except for HNLs, electrons and photons are taken 0 for
convenience. The dynamical equilibrium mechanism discussed in Subsection 3.6.1 is used
here.
Even for particles with lifetimes much smaller than the timestep of the simulation
τ  ∆t, we correctly reproduce the expected concentrations of the decay products.
3.6.2.7 Helium-4 and Deuterium abundance in Standard Model Nucleosynthesis
We present the predictions for Helium and Deuterium in Standard BBN as computed by
pyBBN in Fig. 3.13. Our result is consistent with state-of-the art precision BBN code
PArthENoPE [87]. In both cases we used the neutron lifetime τn = 880.2 sec from [1].
3.6.2.8 Non-equilibrium neutrinos vs thermal neutrinos
The current generation of high-precision BBN codes (e.g. PArthENoPE [87] and
PRIMAT [79]) include many corrections not included in KAWANO. However, they
61
Code Y4He D/H
PArthENoPE2.0 [87] 0.24676 0.26800 · 10−4
pyBBN 0.24678 0.26776 · 10−4
Relative difference -0.008% 0.09%
Figure 3.13: Comparison of pyBBN with PArthENoPE
were designed for the SBBN and treat neutrinos as thermal-like particles, ignoring
possible spectral distortions. We show that in presence of HNLs the spectral distortions
can have the leading effect on the neutron-to-proton ratio.
In modern BBN codes (e.g. PArthENoPE [87] and PRIMAT [79]), neutrinos are assumed










with ρν the energy density.
The energy density is computed by the evolution equation
∂ρν
∂t
+ 4Hρν = C (3.6.24)
with C the source function (integrated collision integral). In this way they account for the
gravitational effect of incomplete neutrino decoupling.
Spectral distortions are ignored. In order to track spectral distortions, it is necessary to
use the full machinery of the Boltzmann equation. On the other hand, the authors of [110]
have compared their results with the authors of [111] (where spectral distortions are taken
into account) and found a correction of only order 10−3.
Since we expect production of neutrinos after decoupling, we expect a larger influence
on the neutron-to-proton rates. Therefore, we have performed paired simulations: one
using the non-equilibrium neutrino distribution in the calculation of the neutron-to-proton
rates, while the other uses a thermal distribution with temperature that gives the same
energy density as the non-equilibrium distribution. Note: this is only done at the level of
the computation of the neutron-proton weak rates, in order to understand whether spectral
distortions can be neglected. The evolution of the neutron-to-proton ratio is shown in Figure
3.14 and the final Y4He abundances are displayed in the table below.
62
Non-equilibrium Thermal Rel. diff.
SBBN 0.24790 0.24743 0.19%
HNL (MN = 30 MeV, τ = 0.075 s) 0.24824 0.24714 0.44%
HNL (MN = 105 MeV, τ = 0.11 s) 0.29266 0.24405 16.6%
Figure 3.14: Comparison of nucleon reaction rates and neutron-to-proton ratio in SBBN
(upper row) and in a model including HNL of mass 105 MeV and lifetime 0.11 s (lower
row). ”noneq” quantities are computed using the electron neutrino distribution function as
obtained from the Boltzmann equation , while ”eq” quantities are given under assumption
of a thermal-like electron neutrino distribution (with the same energy density).
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Fig. 3.14 indicates that spectral distortions can be the dominant effect that change the
neutron-to-proton ratio in presence of sterile neutrinos.
3.6.2.9 Summary on tests
We have performed a large number tests, verifying the correctness of the equations,
numerical schemes and conservation of basic integrals of motion. We payed special
attention to the most computationally intensive and difficult part of the code – the
evaluation of Boltzmann integrals. We checked
• integration of the expansion laws
• behaviour of the thermodynamical quantities under expansion
• energy transfer between non-equilibrium particles and plasma
• non-equilibrium corrections to particle species
We have implemented most of the tests previously done in literature. However,
since physics of sterile neutrinos with masses mN > mπ have not been implemented
elsewhere, we have created a number of sanity checks which we believe to give us
reasonable control.
3.7 Results and conclusions
We have extended the constraints on sterile neutrinos from pion mass up to phi-meson
mass. To achieve this, we have developed a numerical code pyBBN that we use to predict
abundances of light chemical elements.
We implemented hadronic decay modes of HNLs, subsequent hadronic decays and
their influence on the BBN. We validated the code comparing it with other codes and
analytic estimates, and making consistency checks.
The comparison between bounds on the HNL parameter space provided by our code
and codes from [105, 106] for HNLs in the mass range mN < mµ ≈ 105 MeV is shown
in Fig. 3.15. Our results are in good agreement with previous studies in the mass range
mN < 105 MeV considered there. In the Figures 3.16 and 3.17 we show the predictions
of our code for HNLs with masses up to mN ' 1 GeV, comparing it with the simple
constraint τN & 0.1 s from [49].
So far we have not implemented the effect of the interaction of massive decay products
of HNLs – mesons and muons – with nucleons. Even if the lifetimes of these particles are
much shorter than characteristic times of BBN, their production rate can be large enough to
give a significant effect on n-p ratio [81]. To take into account this effect, we need to add in
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Figure 3.15: Constraints from BBN on the lifetime of HNLs up to the muon massM ≈ 105
MeV. Mixing with electron neutrino only is assumed here. Dashed curve is from [106],
dotted from [105].
Boltzmann equations for nucleon number densities additional terms describing not decay of
mesons, but their scattering on nucleons. This effect increases the neutron-to-proton ratio
and hence the Helium abundance. Therefore, our constraints obtained without this effect
are conservative. We will investigate this effect in the future.











τN = 0.1 s
pyBBN











τN = 0.1 s
pyBBN
Figure 3.16: Bounds on HNL mixing angles. Left: mixing only with electron neutrinos.
Right: mixing only with muon neutrinos.
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Figure 3.17: Constraints from BBN on the lifetime of HNLs up to the phi-meson mass




Consider a plasma consisting of four particle species representing the contents of the
Universe. For example, the four species here are photons, electrons, active neutrinos and
HNLs. The addition of other species (e.g. muons) will then follow a similar procedure. In
what follows: T̃ = aT, Ẽ = aE. The total energy density and total pressure are given by






































































+ 3H (ρtot + Ptot) = 0 =⇒
dρtot
d ln a















































































































































The equation is also valid for individual species:
dργ
d ln a


































































































3.B Relevant matrix elements
The matrix elements listed here are not averaged over any helicities. Subsection 3.B.1
contains the reactions involving SM particles only, Subsection 3.B.2 the reactions involving
HNLs above QCD-scale and Subsection 3.B.3 the reactions involving HNLs below QCD-
scale. HNL decay channels with a branching ratio of at least 1% for some mass below ∼1
GeV are considered in this work (see Figure 3.18). The results for HNLs do not take into
account charge conjugated channels, which are possible if they are Majorana particles.
The explicit determination of matrix elements involving multiple mesons can be extremely
challenging. Therefore, an approximation has been used by assuming the matrix element to













together with its measured value (from e.g. [88]) to solve for |M|2. For three-particle
reactions this method gives the exact matrix element.
The values of the meson decay constants used in Subsection 3.B.3 are from [74] and
summarized below.
fπ0 fπ± fη fρ0 fρ± fω fη′ fφ
130.2 130.2 81.7 208.9 208.9 195.5 -94.7 229.5 MeV
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Figure 3.18: List of HNL decay channels with branching ratios more than 1% for some
HNL mass below ∼ 1 GeV. The left border indicates the HNL mass where the branching
ratio exceeds 1%, the right border when it falls below the 1 % threshold. In this plot a
model was assumed where all three mixing angles are equal to each other.
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3.B.1 Matrix elements in the Standard Model
3.B.1.1 Four-particle processes with leptons
Process (1 + 2→ 3 + 4) S SG2Fa−4 |M|2
να + νβ → να + νβ 1 32 (Y1 · Y2) (Y3 · Y4)
να + νβ → να + νβ 1 32 (Y1 · Y4) (Y2 · Y3)
να + να → να + να 12 64 (Y1 · Y2) (Y3 · Y4)
να + να → να + να 1 128 (Y1 · Y4) (Y2 · Y3)
να + να → νβ + νβ 1 32 (Y1 · Y4) (Y3 · Y2)
νe + νe → e+ + e− 1 128
[
g2L (Y1 · Y3) (Y2 · Y4) + g2R (Y1 · Y4) (Y2 · Y3)
+gLgRa
2m2e (Y1 · Y2)
]
νe + e
− → νe + e− 1 128
[
g2L (Y1 · Y2) (Y3 · Y4) + g2R (Y1 · Y4) (Y3 · Y2)
−gLgRa2m2e (Y1 · Y3)
]
νe + e
+ → νe + e+ 1 128
[
g2L (Y1 · Y4) (Y3 · Y2) + g2R (Y1 · Y2) (Y3 · Y4)
−gLgRa2m2e (Y1 · Y3)
]
νµ/τ + νµ/τ → e+ + e− 1 128
[
g̃L
2 (Y1 · Y3) (Y2 · Y4) + g2R (Y1 · Y4) (Y2 · Y3)
+g̃LgRa
2m2e (Y1 · Y2)
]
νµ/τ + e
− → νµ/τ + e− 1 128
[
g̃L
2 (Y1 · Y2) (Y3 · Y4) + g2R (Y1 · Y4) (Y3 · Y2)
−g̃LgRa2m2e (Y1 · Y3)
]
νµ/τ + e
+ → νµ/τ + e+ 1 128
[
g̃L
2 (Y1 · Y4) (Y3 · Y2) + g2R (Y1 · Y2) (Y3 · Y4)
−g̃LgRa2m2e (Y1 · Y3)
]
Table 3.2: Squared matrix elements for weak processes involving active neutrinos and
electrons/positrons. S is the symmetry factor and α, β ∈ {e, µ, τ}, where α 6= β. Here:
gR = sin
2 θW, gL = 1/2 + sin
2 θW and g̃L = −1/2 + sin2 θW, with θW the Weinberg
angle.
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3.B.1.2 Three-particle and four-particle meson decays
Process (1→ 2 + 3) S |M|2
π0 → γ + γ 1 α2emm4π [2π2f 2π ]
−1






Table 3.3: Squared matrix elements for pion decays.
Process (1→ 2 + 3 + 4) |M|2
K+ → π0 + e+ + νe 1.42906 · 10−13
K+ → π+ + π− + π+ 1.85537 · 10−12
K0L → π± + e∓ + νe 2.80345 · 10−13
K0L → π± + µ∓ + νµ 3.03627 · 10−13
K0L → π0 + π0 + π0 1.05573 · 10−12
K0L → π+ + π− + π0 8.26989 · 10−13
η → π0 + π0 + π0 8.70984 · 10−2
η → π+ + π− + π0 6.90629 · 10−2
η → π+ + π− + γ 4.66530 · 10−3
ω → π+ + π− + π0 1.14569 · 103
η′ → π+ + π− + η 4.38880 · 101
η′ → π0 + π0 + η 2.00986 · 101
Process (1→ 2 + 3) |M|2 [MeV2]
K+ → π+ + π0 3.28177 · 10−10
K+ → µ+ + νµ 8.78918 · 10−10
K0S → π+ + π− 1.53713 · 10−7
K0S → π0 + π0 6.71800 · 10−8
η → γ + γ 1.42174 · 101
ρ0 → π+ + π− 1.86839 · 107
ρ+ → π+ + π0 1.86390 · 107
ω → π0 + γ 8.55086 · 104
η′ → ρ0 + γ 8.04463 · 103
φ→ K+ +K− 1.28798 · 106
φ→ K0L +K0S 1.03471 · 106
φ→ ρ0 + π0 2.86706 · 105
Table 3.4: Squared matrix elements for meson decays, where the constant matrix element
approximation is used. For Majorana particles that can also decay through the charge-
conjugated channel, the factor of 2 in the decay width is already taken into account here.
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3.B.2 Matrix elements for Heavy Neutral Leptons above ΛQCD
3.B.2.1 Four-particle processes with leptons only
Process (1 + 2→ 3 + 4) S SG−2F a−4 |M|2
N + νβ → να + νβ 1 32 |θα|2 (Y1 · Y2) (Y3 · Y4)
N + νβ → να + νβ 1 32 |θα|2 (Y1 · Y4) (Y2 · Y3)
N + να → να + να 12 64 |θα|
2 (Y1 · Y2) (Y3 · Y4)
N + να → να + να 1 128 |θα|2 (Y1 · Y4) (Y2 · Y3)
N + να → νβ + νβ 1 32 |θα|2 (Y1 · Y4) (Y3 · Y2)
N + νe → e+ + e− 1 128 |θe|2
[
g2L (Y1 · Y3) (Y2 · Y4) + g2R (Y1 · Y4) (Y2 · Y3)
+gLgRa
2m2e (Y1 · Y2)
]
N + e− → νe + e− 1 128 |θe|2
[
g2L (Y1 · Y2) (Y3 · Y4) + g2R (Y1 · Y4) (Y3 · Y2)
−gLgRa2m2e (Y1 · Y3)
]
N + e+ → νe + e+ 1 128 |θe|2
[
g2L (Y1 · Y4) (Y3 · Y2) + g2R (Y1 · Y2) (Y3 · Y4)
−gLgRa2m2e (Y1 · Y3)
]
N + νµ/τ → e+ + e− 1 128
∣∣θµ/τ ∣∣2 [g̃L2 (Y1 · Y3) (Y2 · Y4) +
g2R (Y1 · Y4) (Y2 · Y3)
+g̃LgRa
2m2e (Y1 · Y2)
]
N + e− → νµ/τ + e− 1 128
∣∣θµ/τ ∣∣2 [g̃L2 (Y1 · Y2) (Y3 · Y4) +
g2R (Y1 · Y4) (Y3 · Y2)
−g̃LgRa2m2e (Y1 · Y3)
]
N + e+ → νµ/τ + e+ 1 128
∣∣θµ/τ ∣∣2 [g̃L2 (Y1 · Y4) (Y3 · Y2) +
g2R (Y1 · Y2) (Y3 · Y4)
−g̃LgRa2m2e (Y1 · Y3)
]
Table 3.5: Squared matrix elements for weak processes involving HNLs and leptons. S
is the symmetry factor and α, β ∈ {e, µ, τ}, where α 6= β. Here: gR = sin2 θW, gL =
1/2 + sin2 θW and g̃L = −1/2 + sin2 θW, with θW the Weinberg angle.
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Process (1 + 2→ 3 + 4) S SG−2F a−4 |M|2
N + νµ → e− + µ+ 1 128 |θe|2 (Y1 · Y4) (Y2 · Y3)
N + νe → e+ + µ− 1 128 |θµ|2 (Y1 · Y3) (Y2 · Y4)
N + e− → νe + µ− 1 128 |θµ|2 (Y1 · Y2) (Y3 · Y4)
N + e+ → νµ + µ+ 1 128 |θe|2 (Y1 · Y4) (Y3 · Y2)
N + νµ → µ+ + µ− 1 128 |θµ|2
[
g2L (Y1 · Y3) (Y2 · Y4) + g2R (Y1 · Y4) (Y2 · Y3)
+gLgRa
2m2µ (Y1 · Y2)
]
N + νe/τ → µ+ + µ− 1 128
∣∣θe/τ ∣∣2 [g̃L2 (Y1 · Y3) (Y2 · Y4) +
g2R (Y1 · Y4) (Y2 · Y3)
+g̃LgRa
2m2µ (Y1 · Y2)
]
Process (1→ 2 + 3 + 4) S SG−2F a−4 |M|2
N → να + νβ + νβ 1 32 |θα|2 (Y1 · Y4) (Y2 · Y3)
N → να + να + να 12 64 |θα|
2 (Y1 · Y4) (Y2 · Y3)
N → νe + e+ + e− 1 128 |θe|2
[
g2L (Y1 · Y3) (Y2 · Y4) + g2R (Y1 · Y4) (Y2 · Y3)
+gLgRa
2m2e (Y1 · Y2)
]
N → νµ/τ + e+ + e− 1 128
∣∣θµ/τ ∣∣2 [g̃L2 (Y1 · Y3) (Y2 · Y4) +
g2R (Y1 · Y4) (Y2 · Y3)
+g̃LgRa
2m2e (Y1 · Y2)
]
N → νµ + e− + µ+ 1 128 |θe|2 (Y1 · Y4) (Y2 · Y3)
N → νe + e+ + µ− 1 128 |θµ|2 (Y1 · Y3) (Y2 · Y4)
N → νµ + µ+ + µ− 1 128 |θµ|2
[
g2L (Y1 · Y3) (Y2 · Y4) + g2R (Y1 · Y4) (Y2 · Y3)
+gLgRa
2m2µ (Y1 · Y2)
]
N → νe/τ + µ+ + µ− 1 128
∣∣θe/τ ∣∣2 [g̃L2 (Y1 · Y3) (Y2 · Y4) +
g2R (Y1 · Y4) (Y2 · Y3)
+g̃LgRa
2m2µ (Y1 · Y2)
]
Table 3.6: Squared matrix elements for weak processes involving HNLs and leptons. Note:
low temperatures are assumed here. At high temperatures, reactions such as N + µ− →
e− + νµ are possible. The corresponding matrix elements can be trivially deduced from the
ones given above.
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3.B.2.2 Four-particle processes with leptons and quarks
Process (1 + 2→ 3 + 4) S SG−2F a−4 |M|2
N + `+α → U +D 1 128 |θα|2 |Vud|2 (Y1 · Y4) (Y2 · Y3)
N +D → `−α + U 1 128 |θα|2 |Vud|2 (Y1 · Y2) (Y3 · Y4)
N + U → `−α +D 1 128 |θα|2 |Vud|2 (Y1 · Y4) (Y3 · Y2)
N + να → U + U 1 329 |θα|
2
[
16g2R (Y1 · Y4) (Y2 · Y3) +
(3− 4gR)2 (Y1 · Y3) (Y2 · Y4)
+4gRθW (4gR − 3) a2m2U (Y1 · Y2)
]
N + U → να + U 1 329 |θα|
2
[
16g2R (Y1 · Y4) (Y2 · Y3) +
(3− 4gR)2 (Y1 · Y2) (Y3 · Y4)
−4gR (4gR − 3) a2m2U (Y1 · Y3)
]
N + U → να + U 1 329 |θα|
2
[
16g2R (Y1 · Y2) (Y3 · Y4) +
(3− 4gR)2 (Y1 · Y4) (Y3 · Y2)
−4gR (4gR − 3) a2m2U (Y1 · Y3)
]
N + να → D +D 1 329 |θα|
2
[
4g2R (Y1 · Y4) (Y2 · Y3) +
(3− 2gR)2 (Y1 · Y3) (Y2 · Y4)
+2gR (2gR − 3) a2m2D (Y1 · Y2)
]
N +D → να +D 1 329 |θα|
2
[
4g2R (Y1 · Y4) (Y2 · Y3) +
(3− 2gR)2 (Y1 · Y2) (Y3 · Y4)
−2gR (2gR − 3) a2m2D (Y1 · Y3)
]
N +D → να +D 1 329 |θα|
2
[
4g2R (Y1 · Y2) (Y3 · Y4) +
(3− 2gR)2 (Y1 · Y4) (Y3 · Y2)
−2gR (2gR − 3) a2m2D (Y1 · Y3)
]
Table 3.7: Squared matrix elements for weak scattering processes involving HNLs, leptons
and quarks. Here: U are up-type quarks, D down-type quarks and gR = sin2 θW.
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Process (1→ 2 + 3 + 4) S SG−2F a−4 |M|2
N → `−α + U +D 1 128 |θα|2 |Vud|2 (Y1 · Y4) (Y2 · Y3)
N → να + U + U 1 329 |θα|
2
[
16g2R (Y1 · Y4) (Y2 · Y3) +
(3− 4gR)2 (Y1 · Y3) (Y2 · Y4)
+4gR (4gR − 3) a2m2U (Y1 · Y2)
]
N → να +D +D 1 329 |θα|
2
[
4g2R (Y1 · Y4) (Y2 · Y3) +
(3− 2gR)2 (Y1 · Y3) (Y2 · Y4)
+2gR (2gR − 3) a2m2D (Y1 · Y2)
]
Table 3.8: Squared matrix elements for weak decay processes involving HNLs, leptons and
quarks. Here: U are up-type quarks, D down-type quarks and gR = sin2 θW.
3.B.3 Matrix elements for Heavy Neutral Leptons below ΛQCD
In addition to interactions with leptons, HNLs will also decay into mesons.
3.B.3.1 Three-particle processes with single mesons
Process (1→ 2 + 3) S SG−2F M−4N |M|2


























N → να + ρ0 1 |θα|2
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Table 3.9: Squared matrix elements for HNL decays into mesons.
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3.C Collision integrals


























S|M|2F [f ](2π)4δ4(Yin − Yout) (3.C.2)
The delta function can be rewritten as
δ4(Yin − Yout) = δ4(s1Y1 + s2Y2 + ...+ sQYQ) , (3.C.3)
with si = {−1, 1} if particle i is on the {left, right}-hand side of the reaction. The Yi = aPi
here are the comoving four-momenta.








S|M|2F [f ](2π)4δ4(s1Y1 + s2Y2 + s3Y3) (3.C.4)
3.C.1.1 Case y1 6= 0
Since a homogeneous and isotropic universe is assumed, only absolute values of momenta
are relevant. Moreover, the matrix element in three particle interactions is independent of











F [f ]δ4(s1Y1 + s2Y2 + s3Y3) (3.C.5)
Using the identity





































































sin(y1λ) sin(y2λ) sin(y3λ) (3.C.7)
Rewrite the delta function of energies as∫
dy3y3
Ẽ3











































(s1Ẽ1 + s2Ẽ2)2 − a2m23.




















Now, the integral over λ is equal to
X = π
8
(−Sgn[y1 − y2 − y∗3] + Sgn[y1 + y2 − y∗3] + Sgn[y1 − y2 + y∗3]− 1) , (3.C.10)
with Sgn the signum function and where y1 ≥ y2 ≥ y3 is assumed.




























s1am1 + s2Ẽ2 + s3Ẽ3
)






























2F [f ]δ (y2 − y∗2)


























∣∣∣∣s2√(y∗2)2 + (am3)2 + s3√(y∗2)2 + (am2)2∣∣∣∣−1 θ((Ẽ∗3)2 − a2m23) ·
· (F [f ])
∣∣∣∣























































S|M|2F [f ](2π)4δ4(s1Y1 + s2Y2 + s3Y3 + s4Y4)
(3.C.13)




i 6=j 6=k 6=l
[
K1(Yi · Yj)(Yk · Yl) +K2a2mimj(Yk · Yl)
]
(3.C.14)
A similar procedure as with the three-particle case is followed here.
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s1Ẽ1 + s2Ẽ2 + s3Ẽ3s4Ẽ4
)
·
· D(Y1, Y2, Y3, Y4) , (3.C.15)
with
























i 6=j 6=k 6=l
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Working out the inner products
Yi · Yj = ẼiẼj − yi · yj = ẼiẼj − yiyj cos θij
= ẼiẼj − yiyj (cos θi cos θj + cos(φi − φj) sin θi sin θj) , (3.C.17)





isiyiλ cos θi sin2 θi cos(φi − φj) = 0 (3.C.18)
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gives


































ẼkẼl − ykyl cos θk cos θl
)]




















and working out all the brackets gives
D(Y1, Y2, Y3, Y4) =
∑




Ẽ1Ẽ2Ẽ3Ẽ4D1 (y1, y2, y3, y4) + ẼiẼjD2 (yi, yj, yk, yl) +

















sin(yiλ) sin(yjλ) sin(ykλ) sin(ylλ) (3.C.24)















































All these three functions are symmetric under the exchange yi ↔ yj and yk ↔ yl, which
then allows to take yi > yj and yk > yl. Integrating out λ gives the functions in terms of
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polynomials for all possible cases (factors sksl and sisjsksl omitted):
• yi > yj + yk + yl or yk > yi + yj + yl:
D1 = D2 = D3 = 0
















































y5i − y5j − y5k − y5l + 5
(
−y3i y2j + y2i y3j − y3i y2k + y2i y3k
− y3i y2l + y2i y3l + y3j y2k + y2j y3k + y3j y2l + y2j y3l + y3ky2l + y2ky3l
)]
























































y5k − y5i − y5j − y5l + 5
(
−y3ky2l + y2ky3l − y3ky2i + y2ky3i
− y3ky2j + y2ky3j + y3l y2i + y2l y3i + y3l y2j + y2l y3j + y3i y2j + y2i y3j
)]
Going back to the collision integral, the same trick as before can be applied to the delta
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D(Y1, Y2, Y3, Y4) ·
· θ
((










s1Ẽ1 + s2Ẽ2 + s3Ẽ3
)2
− a2m24.











s1am1 + s2Ẽ2 + s3Ẽ3 + s4Ẽ4
)
·
· B(Y1, Y2, Y3, Y4) , (3.C.28)
with



















is4y4λ cos θ4 ·
·
∑














ẼkẼl − ykyl cos θk cos θl
)]
(3.C.29)
Consider the case that i = 1 in one of the terms of |M|2. Then the B−function can be
written as:
















































with B1 (yj, yk, yl) given by Eq. (3.C.10) and

























, yj + yk ≥ yl & yj + yl ≥ yk & yk + yl ≥ yj
0, otherwise
(3.C.32)
This procedure can be done for all the other terms in |M|2. If j = 1, the result is the same,
but with i↔ j. Note that if k = 1 or l = 1, there is no B2-term in the part with K2. The








B(Y1, Y2, Y3, Y4) ·
· θ
((










s1am1 + s2Ẽ2 + s3Ẽ3
)2
− a2m24.
3.D Low-level code checks
Units correctness is a very important sanity check of the code. In practice not a single
programming language supports this out of the box, but many of them allow to implement
more or less complete units algebra with compile time or runtime verification. Typically
this restricts the structure of the code or is too verbose and has a big runtime performance
overhead.
Fortunately, there is a very economic way to gain a reasonable control of the units. It is





E = 0.511 MeV c = 3 · 108 m/s (3.D.2)
m =
0.511 MeV













m = 5.67 · 10−18 · 1.602 · 10−13 J s
2
m2
≈ 9 · 10−31 kg (3.D.5)
To employ this idea, one can write a program in the following way:
1 class UNITS:
2 # Base units
3 eV = 1.653e-2 # arbitrary constants
4 m = 5.27e3
5 s = 6.24
6 # Derived units
7 MeV = 1e6 * eV
8 J = 6.242e18 * eV
9 kg = J * s**2 / m**2
10
11 class CONST:
12 c = 3e8 * UNITS.m / UNITS.s
13
14 energy = 0.511 * UNITS.MeV
15 electron_mass = energy / CONST.c**2
16 print "Electron mass is", electron_mass / UNITS.kg, "kg"
Figure 3.19: Sample unit-preserving code in Python
Basically, some arbitrary (possibly random) constants should be assigned to all base
units, all derived units are defined in terms of base units and all dimensionful quantities
must be created with correct unit multipliers. Then, right before the output, one divides
quantity by the desired units constants and obtains the correct answer.
As long as units are used properly, change of the base units constants does not affect
the answer (except for corner cases of rounding errors). By running the code twice with
different definitions of base units verifies the correctness of the code.
The advantages of this approach are:
• Simplicity and zero overhead: for each occurrence of the unit, there is a simple
multiplication operation. There are additional constructs in the code and an obvious
recipe for proper usage
• Easy opt-out: all units can be set equal to 1 such that they have no way to influence
the computation
• Free unit conversion
On the other hand this approach is runtime-only and does not produce any exceptions
during the compilation or runs of the code.
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This idea is implemented in the numericalunits4 package that we use in conjunction
with simpler code suitable for natural units and similar to the listing 3.19 to enforce units
handling in our code.
Verification of the matrix elements. Our computations involve tens of different quantum
processes for which we have computed the matrix elements – App. 3.B. It is not uncommon
to find mistakes in papers with similar computations. We have checked our matrix elements
using Mathematica symbolic algebra scripts that automate the necessary transformations






In this Section we briefly describe the observed Large-Scale Structure of the Universe (LSS)
and its origin. We define the Large-Scale Structure as those inhomogeneities in the matter
distribution of the Universe that are roughly larger than the scale of a galaxy. It appears that
galaxies form groups of galaxies, individual groups form clusters of galaxies, while clusters
of galaxies can be a part of superclusters. These objects are randomly distributed in the
Universe and are connected by quasi-1D structures called filaments or quasi-2D structures
called walls. In addition to these overdense regions there are areas with low density of
matter called voids. All these features together are called the Cosmic Web. We will discuss
them in Section 4.1.
It appears that these complicated and non-trivial structures can be described using basic
equations of matter dynamics (see Section 4.3) starting from very simple initial conditions
(see Section 4.3.4). At early times the Universe is almost homogeneous and evolution
of the seeds of the current structures can be describe by a simplified linear equations,
see Section 4.3. At later stages the evolution of the overdensities cannot be described
analytically because of the non-linear nature of basic equations. The widely used way to
overcome this problem is to use numerical simulations, so-called N-body simulations, see
Section 4.4.1. In Section 4.6 we describe in some details numerical simulations that will be
used in our own work, described in Chapter 5. We conclude that the approach reviewed
here and applied for the ΛCDM model can describe the observed LSS with a high precision,
see Section 4.7.
4.1 Observations of the Large-Scale Structure
Almost one century ago it has been noted by Edwin Hubble that the distribution of the
nebulae outside our galaxy is fairly uniform on large scales, but starting from the angular
scales . 10◦ it becomestak clumpy [112–114]. Let us discuss the main blocks of the LSS.
The smallest objects of the LSS that we consider here are individual galaxies. They have
different sizes from a few to tens of kpc with the total mass from 109M to 1013− 1014M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Figure 4.1: The distribution of galaxies found by the 2dF Galaxy Redshift Survey [115].
for the large elliptical galaxies. We expect that there are O(1011) galaxies in the observable
Universe [116].
Group of galaxies is a collection of galaxies that consists of O(50) gravitationally
bound members; the collections of galaxies larger than groups in which galaxies are not
clustered in some smaller aggregations are called galaxy clusters [117]. The Milky Way
galaxy is part of a group of galaxies called the Local Group. A group of galaxies have the
typical size of a few Mpc and the typical masses from 1013M to 1014M, while galaxy
clusters are from 1014M to 1015M. Typically, galaxy clusters contain O(103) individual
galaxies.
The largest known structures in the Universe are superclusters. They are a large
group of smaller galaxy clusters or galaxy groups. The large size and low density of
superclusters means that they, unlike clusters, expand with the Hubble expansion. The
number of superclusters in the observable universe is estimated to be 10 million. The map
of the nearby superclusters is shown in Fig. 4.2.
It is known from observations, that small structures such as galaxies, start to form
before large structures (see [118] and references therein). The first galaxies are observed at
redshifts z ∼ 10, while the first galaxy clusters start to grow relatively recently, z ∼ 2− 3.
This is called the bottom-up structure formation and such a scenario exclude, for example,
hot dark matter in which large structures (clusters) are formed before galaxies [33].
Because of the stochastic nature of the LSS the main observables that describe it
are different distribution and correlation functions: halo mass function, galaxy-galaxy
correlation function, matter power spectrum, etc. The interesting feature that can be found
in the galaxy-galaxy correlation function is baryon acoustic oscillations (BAO). The same
oscillations that are present in CMB are also imprinted in the density of the baryons and can
be observed in the distribution of galaxies at cosmological scales, see Fig. 4.3. The possible
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Figure 4.2: A map of superclusters around the Sun.
The figure is from atlasoftheuniverse.com.
application of BAO to cosmology is an independent measurement of the Hubble constant,
that can be done using calibration of distances to galaxies using the SN Ia data [120, 121].
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Figure 4.3: The baryon acoustic oscillations in the power spectrum of each of the BOSS
data releases, DR9, DR10, and DR11 [119].
4.2 Description of the matter distribution
Matter distribution is defined by its mass density ρ(~r, t). The inhomogeneities result in
appearance of the overdensity δ(~x, t) – a relative difference between the local density and
the average density of the Universe ρ̄(t):
ρ(~x, t) = ρ̄(t)[1 + δ(~x, t)] ⇔ δ(~x, t) = ρ(~x, t)− ρ̄(t)
ρ̄(t)
. (4.2.1)
Structure formation was seeded by a quantum process that led to a random distribution
of tiny over- and under-densities at very early times. In this case, the particular values of
matter density are not instructive – i.e., observing a galaxy at a particular point by itself
does not provide useful information. Only the collective properties of the structures, their
positions relative to each other, sizes and numbers are important. Hence, we treat δ(~x, t) as
a random field, the statistical properties of which we want to study. A random field can be
completely described by a series of moments – correlations between 1, 2, 3 to infinitely




〈δ (~x1) δ (~x2)〉 =
∫
δ (~x1) δ (~x2) d
3~x1d
3~x2 ≡ ξ( ~x1, ~x2) (4.2.3)
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etc. Moments of the distribution characterize the generating process leaving out the
information about the particular realization of the field. For simple distributions like
Gaussian, the first two moments contain all the information while the others are identically
zero. Moreover, in general case, the higher-order moments will decrease in amplitude.
When applied to the observed Universe, where the average overdensity is zero by
definition 〈δ〉 = 0 while primordial1 three-point and higher-order correlations are measured
to be consistent with zero. Hence unless we expect some specific non-gaussianity, the
two-point correlation function ξ( ~x1, ~x2) is the main source of information. According to
the Cosmological Principle, the Universe we live in is homogeneous and isotropic at large
scales. This also means that ξ( ~x1, ~x2) is invariant under rotations and translations:
ξ( ~x1, ~x2) ≈ ξ(| ~x1 − ~x2|) (4.2.4)
Power spectrum. At small overdensities the gravitational equations can be linearized.
This in turn allows for decoupling of scales and simple solutions for these equations in
Fourier space. Hence the Fourier image of the correlation function is a particularly useful
quantity:








































4.3 Basic equations governing Large Scale Structure and methods of
solution
4.3.1 Equations for a self-gravitating fluid
A simplified description of the density perturbations evolution can be obtained from Newto-
nian theory if we treat a discrete medium of dark matter particles as a perfect fluid over the
expanding background satisfying the Friedmann equations. This approximation is valid as
long as we are interested in scales that are both sub-horizon and much larger than the mean
free path of the particles.
A perfect fluid is characterized by 3 functions: density distribution ρ(~r, t), entropy per
unit mass S(~r, t) and velocity field ~v(~r, t). The density distribution satisfies the continuity





+ ~∇(ρ~v) = 0. (4.3.1)
The forces acting on a small matter element with a mass M are gravity and pressure p:






~∇pdV ≈ −~∇pV, (4.3.3)
where φ is the gravitational potential and ~σ is the surface element.
Acceleration of this mass element on the trajectory is


















+ (~v · ~∇)~v. (4.3.4)
This leads to the equation
∂~v
∂t
+ (~v · ~∇)~v +
~∇p
ρ
+ ~∇φ = 0. (4.3.5)
The self-consistent gravitational potential is given by the Poisson equation
∆φ = 4πGρ. (4.3.6)






+ (~v · ~∇)S = 0. (4.3.7)
The final equation that closes the system is the equation of state that defines the pressure:
p = p(ρ, S) (4.3.8)
4.3.2 Linearized theory
The system of equations above is non-linear, but it can be considerably simplified in the
case when the perturbations are small: ρ = ρ0 +ρ1, ρ1/ρ0  1. Expanding density, entropy,
velocity, pressure and gravitational potential around the averages, we obtain:
∂δρ
∂t











∆δφ = 4πGδρ (4.3.12)
The first-order perturbation of pressure is constrained by the equation of state to be













δS ≡ c2sδρ+ σδS (4.3.14)
where cs is the speed of sound.
The equation for the entropy perturbation state that the entropy is an arbitrary time-
independent function. Since the entropy perturbations are not observed, we can put δS = 0
without loss of generality.
Then the system becomes
∂δρ
∂t






~∇δρ+ ~∇δφ = 0 (4.3.16)
∆δφ = 4πGδρ (4.3.17)
By taking the divergence of the velocity equation and using other equations to express
~∇δ~v and ∆δφ in terms of δρ, we obtain:
∂2δρ
∂t2
− c2s∆δρ− 4πGρ0δρ = 0 (4.3.18)
Since the coefficients of equations do not depend on the coordinates, a transition to the









2c2s − 4πGρ0)δρk = 0 (4.3.20)
This equation has two independent solutions
δρk ∝ e±ı
√
k2c2s−4πGρ0t ≡ e±ıω(k)t (4.3.21)
The sign under square root governs the behaviour of δρk modes. We define the so-called
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For k > kJ the density perturbation behaves as a sound wave driven by pressure and
for k < kJ the perturbation exponentially grows or decays, reflecting the gravitational
instability:
δρk ∝ e±|ω|t (4.3.23)
When considering large scales k → 0, |ω|t→ t/tgr ≡
√
4πGρ0t. We interpret tgr as
the gravitational timescale characteristic to the collapse of the region with density ρ0.
4.3.3 Perturbations in the expanding Universe
The background density and average velocity fields are subject to Friedmann equations:
ρ̇0 = −3H(t)ρ0 (4.3.24)
~v0 = H(t)~r (4.3.25)
Ḣ +H2 = −4πG
3
ρ0 (4.3.26)
Note that the Hubble flow velocity explicitly depends on the coordinates, which will
complicate the form of the equations in the Fourier space. To avoid this, we can switch to the
so-called comoving frame where coordinates are multiplied by the scale factor ~x = a(t)~r.






























~∇δφ = 0, (4.3.30)






is called density contrast.
Following the logic of the static background, we find the equation for the density
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perturbation:




∆δ − 4πGρ0δ = 0. (4.3.32)
Finally, after Fourier transform with the respect to the comoving coordinate ~x the equation
becomes







δk = 0 (4.3.33)











Note that in expanding Universe, perturbations grow much slower than in a static
Universe – only as a power-law of time instead of exponential.
Multicomponent case. When the Universe is filled with multiple kinds of matter that
interact mainly through gravity (e.g. dark matter and baryons), the dynamical equations for
each component remain unchanged, while the Hubble rate and the gravitational potential
are given by the total energy density.
4.3.4 Initial conditions for inhomogeneities
We have discussed above how the inhomogeneities evolve in the expanding Universe. What
is the simplest possible power spectrum?
In the case of P (k) = 0 the density field is completely homogeneous. Next to that,
what power spectrum would contain the least information?
Let’s assume a power-law shape of P (k) = Akn. First of all, observationally n ∼ 1.
And indeed, for n = 1 (known as the Harrison-Zeldovich spectrum) the variation of the
gravitational potential is scale-independent. Indeed, if we write the Poisson equation in
proper coordinates for a perturbation δ giving rise to a perturbation of the potential δΦ, we
have










〈∣∣∣δΦ̂k∣∣∣2〉 ∝ k3 〈|δ̂(k)|2〉 1
k4
∝ kn−1 (4.3.38)
4.4 From linear theory to N-body simulations
At some point, the growing perturbations achieve level δ ∼ 1 breaking the defining
assumption of the linear theory. These perturbations have to be described by non-linear
gravitational equations for which there are no analytical solutions.
However, it is possible to approximate the solutions by replacing individual DM
particles with large super-particles. In this case, we can follow the evolution of each
particle using computer simulations. This approach is called N-body simulations.
4.4.1 N-body simulations
Dark matter can be thought of as a collision-less self-gravitating fluid. If we associate a















d3~̇xf(~x, ~̇x, t) (4.4.2)
We can approximate the solution of the Boltzmann equation by replacing the continuous
phase space with a collection of N pseudoparticles with mass M = ρ0V/N . By solving
in essence Newtonian equations of motion for the pseudo particles we can recover the













4.4.2 How to put initial conditions?
The starting configuration of DM and gas particles is typically computed at linear stages of
the perturbation revolution (z ∼ 100). The smallest scales to resolve control the precise
limit of the starting redshift – since the smallest scales reach the non-linear regime first.
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We extract the statistics of the primordial perturbations from the temperature of CMB.
The spatial correlations are measured to be Gaussian which means that all information is
contained inside the mean and the two-point correlation function (or power spectrum).
Two define the initial conditions for second-order Newton equations, we need to specify
the distribution and velocity fields.
Particle velocities depend on the initial distribution function of the matter which is
taken to be thermal for baryons but might be different for DM (depending on the model).
On larger scales, the gravitational potential causes bulk motion of the matter.
The power spectrum provides the amplitudes for the plane wave decomposition, but
not the phases which are considered random. Hence, a single power spectrum corresponds
to an infinite number of the density field realizations.
Translation between the density field and the discretized distribution of particles is
done using the Zeldovich approximation [122].
We represent the proper positions of the particles as a combination of the Hubble flow
and some displacement field:
~x(t) = a(t)~q + b(t)~f(~q) (4.4.5)
The particles are assumed to move along the displacement field ~f(~q) with velocity increasing
according to the ”growth” function b(t). The Lagrangian coordinates ~q are equal to the
initial positions of the particles and have a property that ρ(~q) = const. The proper density
is computed using ρ(~x)d~x = ρ(~q)d~q:
ρ(~x) = ρq
∣∣∣∣d~qd~x
∣∣∣∣ = ρq ∣∣∣∣d~xd~q
∣∣∣∣−1 = ρq ∣∣∣∣a(t)δij + b(t) dfidqj
∣∣∣∣−1 = (4.4.6)
= ρ0
∣∣∣∣δij + b(t)a(t) dfidqj
∣∣∣∣−1 ≈ ρ0 [1− b(t)a(t) ~∇~f
]
(4.4.7)





In linear theory the perturbations are non-rotational and displacement field can be written
as a gradient of the scalar field:
δ(~x) = − b(t)
a(t)
∆Φ (4.4.9)
Notice that this equation becomes the Poisson equation for the density perturbation
(4.3.31) if we identify b(t)Φ ≡ − 1
4πGaρ0
δφ at t = 0.
Finally, we obtain





This equation provides the displacements of the perturbations at time t using the initial
gravitational potential. Velocity field is given by a time derivative ~̇x(t).
So, to define the initial conditions for the simulation, we can define a grid of pseudopar-
ticle positions ~qi and correct them according to the Zeldovich approximation (4.4.10).
However, it has been shown that Zeldovich approximation might be insufficient to
correctly set the initial conditions on the smallest scales. A more precise approach is called
the Second-order Lagrangian Perturbation Theory and is implemented in a code 2LPT
[123].
Glass initial conditions. The choice of a regular grid for initial positions ~qi can introduce
artificial patterns in the simulation that survive until late times (Fig. 4.4).
The way to mitigate this is to choose an explicitly irregular grid. This can be done
by applying an N-body code to a regular grid with the direction of the gravity reversed.
Particles will attempt to separate as far as possible from each other while still keeping the
density more or less unaffected.
Figure 4.4: Initial conditions built from the evenly spaced grid (left panels) contain small-
scale regularities that survive until late time. Glass initial conditions (right panels) have the
same properties on large scales, but also are disordered on the small scales.
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4.5 Numerical methods of N-body simulations
Direct summation approach. The force experienced by each pseudoparticle is the sum
of the regular 1/r2 Newtonian forces. This poses a difficulty for computation when the
particles are close to each other. So to avoid divergences, the gravitational interaction is
regularized using Plummer softening:
~Fij = GM
2 ~xi − ~xj
(|~xi − ~xj|2 + ε2)3/2
(4.5.1)
This corresponds to smearing the particles such that the majority of their mass is
contained inside a sphere of radius ∼ 3ε. This allows the particles to freely pass through
each other (~Fij(~xi = ~xj) = 0 without causing numerical problems.
The total force for each particle can be obtained as a direct sum over all other particles
and the system of equations can be solved by several numerical schemes, including Runge-
Kutta, Predictor-Corrector or Leap-Frog (we defer the discussion of them to [45].
Unfortunately, despite the simplicity of this method, it suffers from the O(N2) com-
plexity which limits its applicability to relatively small particle systems. Even though
specialized hardware has been developed to efficiently compute the forces (see GRAPE
computer [124], modern simulations do not use this method.
Tree methods. Using the same 1/r2 characteristic of the gravitational force, it is possible
to make meaningful approximations that reduce the complexity of computation fromO(N2)
to O(N logN).
The main idea lies in separating the nearest neighbors from the particles located far
away. Small errors in positions of the latter do not significantly influence the resulting force
– hence, we can group them into clusters reducing the number of pairs to consider.
One the simplest ways to achieve this is to form a binary tree out of particles by
grouping together the closest pairs, then pairs of pairs and so on. Each node of the tree
is annotated with center-of-mass location, total mass, and its ”size”. Then, to compute
the force one iterates over the tree starting from its root (the largest cluster) considering
whether each given node is ”far enough” to be considered a point particle. For a node of
size L at a distance D this can be expressed as{
if L D treat node as a point particle
else repeat for its descendants
(4.5.2)
The precision is controlled by some tolerance parameter equal to the ratio L/D that is
”far enough”. When tolerance is set to 0, the algorithm becomes the direct summation.
Higher accuracy can be achieved if a low-order multipole expansion of each node is
computed in addition to the monopole contribution.
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This approach significantly reduces the time of force computation, but at the same time
at each simulation step, the tree needs to be rebuilt.
An evolution of this approach is represented by the Barnes-Hut algorithm [125] where
the tree is built by successively splitting the simulation volume into octants until each of
them contains 1 or 0 particles (Fig. 4.5). This structure allows to efficiently look for nearest
neighbors and to only partially rebuild the tree when particles leave their cells.
Figure 4.5: In Barnes-Hut algorithm [125], the particles are organized into hierarchical
structure (Quad-Tree) that allows for efficient nearest-neighbour search and multipole
expansion of the gravitational force.
Particle Mesh methods. An alternative approach to force computation uses the Fast
Fourier transform to efficiently solve the Poisson equation for the gravitational potential
and compute the resulting force from it.
The first step is to create a regular grid to evaluate the potential. The matter density is




mjW (~xj − ~gi) (4.5.3)
.





Then the potential is transformed back to the real space and the force is computed
using a discretized derivative operator. Finally, the force is interpolated back to the particles
using the same kernel.
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This method is very efficient because the Fast Fourier Transform for grid size Ng
has the complexity of O(Ng logNg). At the same time to achieve a significant speed-up
compared to the tree methods, it is desired to have Ng  N which significantly limits the
force resolution.
P 3M methods. A combination of particle mesh and direct summation (or tree) methods
can be used to achieve the best of both worlds. The limited force resolution of the particle
mesh is compensated by the direct summation on short distances.
4.5.1 Interacting fluid
In the case of an interacting fluid, the Boltzmann equation governing the particle distribution















The collision term encompasses all the information about the thermodynamical prop-
erties and phenomena occurring in the gas: pressure, viscosity, molecular and atomic
processes. In the whole generality, one would need to introduce the distribution functions
for all states possible in the system like atoms, ions, free electrons, etc. However, thanks
to the separation of scales, we can assume that the quantum phenomena are local and the
system can be adequately described by a distribution function of matter supplemented by
position-dependent fields describing the ”subgrid” physics (e.g., ionization fraction ξ(~x)).
One of the notable exceptions to this is the high energy radiation which can have a large
mean-free path.
The equations of motion of gas can be expressed as a system containing the continuity,






















~∇((E + P )~v) = Q− Λ(ρ, T )
ρ
(4.5.8)
where Γ∗ is the gas destruction rate due to star formation, E is the energy of gas per unit
comoving volume, Q and Λ account for heating and cooling of the gas. As before, these
equations need to be supplemented by the Poisson equation for the gravitational potential
and the gas equation of state.
The approaches to solving this system are divided into two groups: Eulerian and
Lagrangian methods. The difference between them lies in the way the fields are discretized.
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In Eulerian methods, the equations are solved on a static grid and the interactions such as
the flow of matter from point to point are computed. While Lagrangian methods are more
similar to particle systems that are mobile themselves.
Eulerian methods. This approach is a standard of computational fluid dynamics. These
methods are good at conserving integrals of motion and handling hydrodynamical shocks.
However, equations are solved on a grid which limits the resolution. In the context of
cosmological simulations, this is a problem because of the huge dynamical range: empty
voids versus galaxies, stars, etc.
A modern approach to avoid the computational complexity at high resolution is called
Adaptive Mesh Refinement (AMR) [126].
Lagrangian methods (Smoothed Particle Hydrodynamics). Since the highest resolu-
tion is required in regions of the matter collapse, assigning the fluid variables to the particles
moving with the fluid is a natural solution. However, this requires the introduction of
artificial viscosity to handle shocks.
Most methods are based on the Smoothed Particle Hydrodynamics by Gingold and
Monaghan [127]. The most important idea of the SPH is the interpolation scheme that
connects the ”physical” fields with their values at a set of particles.
First, let’s introduce an estimate of the physical field A(~x, t) smoothed over scale h:
AS(~x, t) =
∫
d~yA(~y, t)W (~x− ~y, h) (4.5.9)
W (~x, h) is the kernel interpolation function satisfying conditions
∫
W (~x− ~y, h)d~y = 1 (4.5.10)
lim
h→0
W (~x− ~y, h) = δ(~x− ~y) (4.5.11)
The definition of the smoothed field has the advantage that the derivatives of the
smoothed quantities are computed through the derivatives of the kernel function
~∇AS(~x, t) =
∫
d~yA(~y, t)~∇yW (~x− ~y, h) (4.5.12)
If we discretize the integral by splitting the volume into particles, we can compute the












mjW (~y − ~xj, h) (4.5.14)

































where Πij represents the mentioned artificial viscosity term.
In this approach, the shocks are spread over several smoothing lengths ∼ 3h. Because
of this, most modern implementations use a spatially-variable smoothing scale h ∝ ρ−1/3.
4.5.2 Subgrid physics
Equations describing the evolution of baryonic fluid 4.5.6 contain external functions like
gas destruction, cooling, and heating rates.
Cooling depends on the thermodynamical quantities as well as chemical composition. It
happens through the emission of radiation and redistribution of the kinetic energy between
particles during collisions, ionizations, and recombinations. A typical description of the
cooling involves a hot cloud of gas that radiates away from the thermal energy. But this
cloud is surrounded by medium so ultimately there is no ”thermal sink” and energy is just
redistributed between the components of the plasma.
Plasma of primordial composition at early times consists from free electrons e−,
chemical elements like H and He and their ionized states H+,He+,He++. From primordial
nucleosynthesis (Sec. 3) we know that Hydrogen and Helium constitute more than 99%
of the nuclei in the Universe, so these two species are enough to satisfactorily describe
gas at large scales. Other chemical elements could play a role in special conditions like in
galaxies or stars. The cooling rates for this very important case is shown in Fig. 4.6.
Note that the cooling function is proportional to the squared density of the gas (since
two-body processes are dominating the plasma). This means that cooling is much more
effective in the denser regions. An overdensity also represents a minimum of gravitational
potential that attracts particles. In the case of collisionless DM, particles are prevented
from falling directly into the center of the overdensity because of the angular momentum
conserved for all particles individually. On the other hand, radiating particles like baryons
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Figure 4.6: Cooling rates as a function of temperature for a primordial composition gas
in collisional equilibrium [129]. The heavy solid line shows the total cooling rate. The
cooling is dominated by collisional excitation (short-dashed lines) at low temperatures and
by free-free emission (thin solid line) at high temperatures. Long-dashed lines and dotted
lines show the contributions of recombination and collisional ionization, respectively.
will on average move closer to the center. This, in turn, will increase the density and cooling
further.
This mechanism leads to the generation of compact, dense baryonic structures that
eventually become stars and galaxies. DM plays an important role in providing the deep
potential wells for baryons to fall in.
Star formation. One of the factors playing against the cooling and contraction of baryonic
overdensities is the heating due to the increasing pressure. Particles falling in the potential
well gain some momentum that compensates for the energy radiated away. At some point,
the density and temperature in the center of the cloud might overcome the Coulomb barrier
of the nuclei and spark fusion. This would start a chain reaction since fusion is a potent
source of energy radiation that will further heat the surrounding plasma.
As a net result, a star is born that on cosmological scales can be treated as a point-like
radiation source. The precise details of this process have not been modeled and in any
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case, would require tremendous resolution in the context of the cosmological simulation.
Typically a single pseudoparticle in simulation is orders of magnitude heavier than stars.
Because of this, star formation is treated as a local process happening ”inside” a pseudo
particle that converts baryons into star particles. Naturally, this requires additional models
to specify the conditions and rate of star formation.
For galaxy formation, the feedback processes from the stellar winds and explosions are
important and require dedicated modeling. However, they are relevant only to relatively
small scales.
Photo-heating and -ionization. Nuclear reactions inside the stars serve as radiation
sources capable of heat and ionize the surrounding gas. In general, the treatment of this
phenomenon requires solving the radiative transfer equations. However, given a sufficiently
homogeneous distribution of sources that is dense in relation to the mean free path of the
radiation, we could treat this radiation as a homogeneous field covering all space – the
cosmic Ultraviolet Background (UVB).
The interaction of the UVB with the gas depends on the cross-section for interaction














σi(ν) (hν − νi) dν [ergs s−1] (4.5.18)
where J(ν) is the intensity of the UVB (in units of ergs−1cm−2sr−1Hz−1). These rates
describe how frequently atoms are ionized by radiation and what excess energy is introduced
into plasma by photoelectrons.
Stars might not be solely responsible for the formation of the UVB. Quasars have
been long recognized as important sources of ionizing radiation. Other sources like decay-
ing/annihilating DM or evaporating black holes might also participate.
The intensity of the UVB is another quantity that has to be determined from external





Since typical cosmological simulations include both dark matter and gas evolved at the
same time, usually the codes layer some kind of an N-body method for DM with either SPH
or AMR handling the baryons. Depending on the desired processes, additional numerical
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ingredients are added, ranging from subgrid physics for star and black hole formation to
radiative transfer schemes for the propagation of radiation.
4.6.1 Code used in this work
In our simulations, we use a modified version of the code P-Gadget3 by Volker Springel et
al. [45]. This code uses a TreePM method for collisionless dynamics that complements
the accuracy of the tree method on small scales with the efficiency of the particle mesh on
large scales. SPH in an explicitly entropy-conserving formulation is used for gas dynamics.
Since we are interested in the physics of the Intergalactic Medium which is either only
slightly overdense or underdense, it is not necessary to model precisely the dense regions.
This allows us to cut on computing time by using an extremely simple placeholder of the
star formation model.
Star formation heuristic. Stars occur only in dense regions and besides their role in the
formation of UVB does not participate in structure formation. We use a simple criterion of
transforming gas particles into stars: if the temperature of the particle is < 105K while its
overdensity is larger than some critical overdensity (which we take equal to 103).
4.7 Comparison between observations and simulations of Large Scale
Structure
As the result of the approach presented in the previous sections it is possible to produce
simulations of the LSS at different scales. For example, Fig. 4.7 shows the comparison
between the Millennium simulations [130] (red) with the 2dFGRS galaxy survey [115]
(blue). We see the remarkable similarity between them, without hint it is not possible to
distinguish simulations from observations.
To be more quantitative, let us look at the galaxy-galaxy correlations function produced
in the modern IllustrisTNG simulation [132], see Fig. 4.8. Comparing it to the data of the
Sloan Digital Sky Survey we see the excellent agreement between them. These, and other
comparisons between the simulations and observations convince us that ΛCDM cosmology
perfectly fits the data on the LSS.
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Figure 4.7: Comparison of the galaxy surveys with the simulations. The small slice at the
top shows the CfA Great Wall, with the Coma cluster at the centre. Drawn to the same
scale is a small section of the SDSS, in which an even larger Sloan Great Wall has been
identified. This is one of the largest observed structures in the Universe, containing over
10,000 galaxies and stretching over more than 1.37 billion light years. The cone on the left
shows one-half of the 2dFGRS, which determined distances to more than 220,000 galaxies
in the southern sky out to a depth of 2 billion light years. The SDSS has a similar depth but
a larger solid angle and currently includes over 650,000 observed redshifts in the northern
sky. At the bottom and on the right, mock galaxy surveys constructed using semi-analytic
techniques to simulate the formation and evolution of galaxies within the evolving dark
matter distribution of the Millennium simulation are shown, selected with matching survey
geometries and magnitude limits. Credit: Springel et al. [131]
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Figure 4.8: Comparison of the projected two-point galaxy correlation functions of the
TNG300 simulation (solid) and the TNG100 simulation (dotted) at z = 0.1 with the Sloan





5.1 Introduction and summary
As we saw in the previous section, ΛCDM cosmology provides an excellent description of
the observed Large Scale Structure in the Universe. It also describes very well statistical
properties of the CMB, relating the temperature fluctuations detected in the CMB to the
density fluctuations in the distribution of galaxies (see e.g. [100] for a recent description).
Non-baryonic “dark matter” is a crucial ingredient of the Standard Cosmological model,
reconciling the low amplitude of the temperature fluctuations in the CMB with the high
amplitude of fluctuations detected in the total matter density inferred from the clustering of
galaxies (see Chapters 1 and 4).
However, the detailed properties of the DM particle have little impact on the success
of the ΛCDM model on large scales. As we have discussed in Chapter 1, depending
on the production mechanism of Dark Matter particles in the Early Universe, initial (i.e.
primordial) DM velocities may strongly suppress the amplitude of matter fluctuations on
scales below a characteristic free streaming horizon, λFS that is more often called ‘free-
streaming length’(see e.g. the discussion by [133]). This quantity is defined in the usual








In CDM model the free streaming length in negligible, but for Warm Dark Matter λFS
can be of the order of a co-moving megaparsec. Particle physics candidates for Warm
and Cold DM can be very different from the point of view of the particle physics (masses
1Results of this chapter are presented in papers [1, 2]. The main contributions of Andrii Magalich are a
new set of cosmological simulations exploring reionization scenarios in CDM and WDM cosmologies as well
as construction of physical Lyman-α forest observables like mock quasar spectra and Flux Power Spectra (in
collaboration with Antonella Garzilli).
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of particles, generation mechanisms, quantum properties, etc.). But for Cosmology the
difference between them could be seen only on the smallest scales – WDM shares all the
success of CDM at large scales!
Therefore, it is a very important fundamental problem for physics in general to identify
ways to distinguish between Cold and Warm Dark Matter observationally. In this
section, we discuss one promising approach to do this – the Lyman-α forest method –
and its current results.
The effects of free-streaming on structure formation may be detectable if λFS is larger
than tens of comoving kpc. At smaller scales the effects are completely obscured by baryons
and from practical point of view such WDM models are indistinguishable from CDM. To
constrain WDM models there are, essentially, 3 main approaches:
1. Determine the number of collapsed structures as a function of their masses and
redshifts. A large value of λFS will also dramatically reduce the abundance of low-
mass DM halos (see e.g. [134, 135]) and consequently also of the low-mass (‘dwarf’)
galaxies they host. The abundance of Milky Way satellites, for example, therefore provides
interesting limits on λFS [136, 137]. However the impact of relatively poorly understood
baryonic physics may ultimately limit the constraining power of both methods. Methods
that are largely free from such uncertainties are therefore more promising; these include
gravitational lensing by low-mass halos [138], and the creation of gaps in stellar streams by
the tidal effects of a passing dark matter subhalo [139].
2. Determine the distribution of matter within individual DM-dominated objects
(cores in galactic halos). Particle free-streaming introduces a maximum phase-space
density of fermionic DM which could potentially cause Dark Matter halos to have a central
density ‘core’ [140–142]. The smallness of such a core [142], and the potential for baryonic
processes associated with star formation and gas cooling to affect the central density profile
(see e.g. [143–145]), render this route to determining λFS challenging [146]. We shall not
discuss this question in the current review and refer an interested reader to [147].
3. Measurement of the matter power spectrum at small scales. In the work we con-
centrate on studying statistical properties of DM distribution at small scales. As it was
mentioned in Chapter 4, apart from halos of galaxies and clusters, DM forms also filamen-
tary (one dimensional) structures that are organised into the so-called Cosmic Web (see
Fig. 1.5). In Section 5.2 we briefly describe how the properties of the Cosmic Web differ in
the cases of Cold, Warm and Hot Dark Matter and conclude that we would like to observe
the effect of WDM on the Matter Power Spectrum (defined in Section 4.2)
The Cosmic Web of Dark Matter is traced by baryons. At large scales (super-Mpc)
the distribution of galaxies (Fig. 4.1) follows the Cosmic Web. At smaller scales, the
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Cosmic Web is traced by the so-called Intergalactic Medium (IGM). The IGM is largely of
primordial composition, being constituted by Hydrogen and Helium, with the occasional
pollution by metals (all elements beyond Helium). In particular, in Section 5.3 we discuss
how we can observe the IGM through its neutral Hydrogen component.
In Section 5.4 we discuss to what extent Hydrogen follows the distribution of Dark
Matter. We conclude that thermal effects caused by the formation of first stars and re-
ionisation of Hydrogen can prevent it from following the distribution of Dark Matter at
small scales and therefore mimic the effect of free-streaming of DM particles, creating
therefore major systematic uncertainty for the whole approach. We briefly review what is
known about the thermal history of Hydrogen.
We proceed in Section 5.5 by discussing that the distribution of Hydrogen can be
observed through its imprints in absorption in the spectra of distant and bright sources. For
example, the transitions of an electron between the ground and excited states of neutral
Hydrogen are collectively called the Lyman series (with the individual transitions from the
ground level to the excited ones called Lyman-α, -β, -γ, etc.). Neutral Hydrogen absorbs
the light of a distant source (like quasars) and imprints absorption lines in the spectrum. The
Lyman-α absorption happens in the ultraviolet, at 1215.67 Å. Since the light is traveling
a large distance between the quasar and the Earth, it gets redshifted and characteristic
quasar spectrum develops a set of absorption features at the locations of the intervening
neutral Hydrogen (this happens if, like is the case, the intervening Hydrogen is highly
ionized, being the Lyman-α transition sensitive at very small neutral Hydrogen fraction). A
collection of these absorption features is called the Lyman-α forest.
The Fourier transform of the auto-correlation function of the spectra gives rise to the
Flux Power Spectrum (FPS) – the main observable of the method (Section 5.6). A generic
prediction of the WDM influence in the Lyman-α forest is the cutoff in the FPS at small
scales.
The spatial scales that the Lyman-α forest method probes are directly proportional
to the spectral resolution of the observing instrument. Initial, medium and low resolution
spectra did not exhibit any suppression (the spectrum was rising as CDM would predict;
see Section 5.6.2). In this situation the WDM bounds were derived from potential (within
statistical error bars) deviation of the observed power spectrum from the one, predicted by
the CDM (see e.g. [133, 148, 149]).
The situation has changed recently, when a few high-resolution and high-redshift
quasar spectra became available [150, 151]. These data exhibit a very clear cutoff around
k ∼ 0.03 s/km (see Fig. 5.14; for details on units used in spectroscopy, refer to Sec. 5.6).
This does not mean, however, that Warm Dark Matter with λDM ∼ λFS has been discovered!
In Section 5.7 we discuss the interpretation of the available data and physical conclusions
about the nature of Dark Matter that could be derived from them.
We discuss there that the observed suppression can be mimicked by a number of thermal
effects. This can make the data consistent with CDM. In particular, the Doppler broadening
introduces its own cutoff, related to the instantaneous temperature of the intergalactic
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medium (IGM), while the history of re-ionisation and of the IGM heating manifests itself
via another cutoff (“pressure effects”). This, in turn, does not also mean that the “CDM +
thermal effects” interpretation of the data is correct. Assuming different (but not excluded
neither experimentally nor theoretically) thermal histories of IGM, one could interpret the
available data to exclude CDM or to constrain WDM very strongly. We briefly discuss in
what way the uncertainty could be removed and how one can use these data before that.
The Lyman-α constraints can be interpreted in terms of constraints on particle physics
models. Often ‘WDM’ refers to a somewhat unphysical scenario where DM is produced in
thermal equilibrium and then freezes out while still being relativistic – (warm) thermal relic
or thermal WDM [152]. In this case there is a one-to-one relation between λDM and the DM
particle mass, mWDM (λDM ∝ m−4/3WDM ), see e.g. [153]. Although it does not correspond to any
particular particle physics model, this parametrization is often chosen when deriving WDM
constraints and therefore we will refer to it throughout this Chapter.
Many particle physics candidates can play the role of Warm Dark Matter (including
axinos [154, 155], gravitinos [156], sterile neutrinos [54], etc.). The focus of this thesis is
on a particular DM candidate – sterile neutrinos, resonantly produced in the presence of a
lepton asymmetry [157, 158]. If such a sterile neutrino (SN in what follows) is sufficiently
light (masses of the order mDMc2 ≈ keV), the 3D linear matter power spectrum exhibits a
cutoff below a scale λFS that is a function of two parameters: the mass of the DM particle,
mDM ≡ mSN, and the primordial lepton asymmetry parameter that governs its resonant
production, L6 (see e.g. [136, 153, 158]); see e.g. [54] for a review on keV sterile neutrinos
as a DM candidate (see also Section 2.1).
5.2 Cosmic web and Warm Dark Matter
How to distinguish between Cold and Warm Dark Matter? In CDM the clumps of DM of all
sizes are possible (up to some very small clumps with masses below one solar mass [159]).
Hence there should be a lot of small-mass substructures in the Cosmic Web. If DM is not
cold, but has significant free-streaming, it can affect the structure formation and the number
of structures that are smaller than the free streaming length is strongly suppressed. So, to
distinguish between CDM and WDM it is enough to count the number of small structures.
Yet another possibility is that WDM can modify properties of the DM halos themselves.
WDM observation in DM halos. Several features can be signatures of WDM (see
e.g. [160] for a review):
1. Missing satellites problem – fewer amount of dwarf galaxies are observed in the
Milky Way and M31 than CDM predicts [161–163];
2. Core-cusp problem – pure CDM simulations predict behavour of the DM density in
the central part of haloes ρ ∝ r−α with α ≈ 1. However, it is claimed that for many
objects α < 1 describes observational data much better [164, 165];
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3. Too-big-to-fail problem – large satellites with the maximum circular velocity Vmax >
30 km/s should contain stars and be observed. However, the naive CDM prediction
for the number of such objects in the Milky Way (∼ 10) is in a tension with the fact
that only 3 such objects were detected [166, 167].
All these problems, however, can be solved within CDM if one takes into account
observational uncertainties, baryonic effects and variance in the initial conditions [168–172].
So, to confidently distinguish between CDM and WDM we need to look at the number of
small dark halos, that are not so affected by baryonic effects, variance, etc.
The main difficulty is that small haloes may be very difficult to observe. Indeed, for a
halo to be visible now it is important that at the early stage of the halo evolution it confines
gas and eventually stars are formed. At the same time, if primordial hydrogen is already
hot at the time of halo formation, it can fall into a halo only if this halo is massive enough.
Primordial hydrogen is heated during reionization by the light of first stars. We do not know
exactly to what temperature it is heated. But in simulations, this temperature can be large
enough such that we can expect that small haloes cannot confine the gas and today they are
made only of DM [172].
There are some clever ideas how to observe these small dark halos using the gravita-
tional lensing. There are two possible methods: search for the perturbations in Einstein
rings [173] or look at the flux ratios of multiply-imaged sources [174–176] that can be
significantly increased because of the small haloes passing in front of the image. In 2022,
the new telescope Euclid will be launched and will provide enough data to observe or
constrain the number of small dark halos [177, 178]. This means that very soon we will
either significantly constrain WDM or find a very strong evidence for it.
The study of gravitational lensing is a promising approach that does not depend on the
optical visibility of the structures and not as much on the high-resolution hydrodynami-
cal simulations. This would allow either to rule out CDM or to constrain WDM very
significantly.
WDM observation in Cosmic Web. Apart from dark matter distribution in the individual
haloes, it is possible to infer the free-streaming of DM particles from the structures of the
Cosmic Web. At high redshifts the structures of interesting sizes are still not so far from the
linear regime (δρ/ρ is not much greater than 1). Also, at larger redshifts we are observing
larger volumes within the same solid angle. This is another advantage over the galaxy-scale
measurements as the amount of observed structures is much greater.
Structure of the Cosmic Web at small scales can discriminate between Cold and Warm
Dark Matter models.
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If DM is cold, its power spectrum to be featureless and defined by a few fundamental
parameters at the matter-radiation equality epoch. The Matter Power Spectrum is given by:{
P (k < keq) = Ak




Figure 5.1: CDM Matter Power Spectrum P (k) and dimensionless Matter Power Spectrum
∆2(k)






∆2(k < keq) =
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However if DM is warm, below some scales the number of structures will quickly
decrease and therefore we expect a cutoff in the P (k). The location and the shape of cutoff
depends on the particular properties of DM particles (Fig. 5.2).
The effect of WDM on the close-to-linear scales is the suppression of small-scale
correlations caused by DM particle free-streaming (see Fig. 1.5). Our goal should be
therefore to detect such a cutoff of DM power spectrum.
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Figure 5.2: Matter Power Spectrum in CDM and various sterile neutrino WDM cos-
mologies. Sterile neutrinos with mass of mSN = 7 keV and lepton asymmetry numbers
L6 = 1, 8, 12 are shown.
5.3 Cosmic Web and neutral Hydrogen
Unlike galaxies that make the large-scale Cosmic Web visible, the IGM gas by itself does
not shine. Indeed, the average IGM density is sufficiently low for virtually no star formation
to take place there.2 While it is not possible to observe IGM in emission, it may be possible
to observe it in absorption. For this we would need a background ‘flashlight’to illuminate
the structures. In particular, we can observe the IGM via absorption features in the spectra
of very bright and distant objects, typically quasars. In the future, it may be possible to
revealing the IGM through the 21cm line in absorption or emission [182].
IGM absorption signal is due to neutral Hydrogen – the strong absorber and the most
ubiquitous element in the Universe. In order to learn from these absorption features
about the Dark Matter distribution, one should understand at what scales/redshifts does
neutral hydrogen follow the Dark Matter.
5.3.1 The timeline
Naively, the evolution of hydrogen and Dark Matter do not have much in common. Indeed
– In radiation-dominated epoch DM density perturbations grow (at a slow logarithmic
pace) while protons are tightly coupled with photons and support sound waves, rather
than experience gravitational instability.
2We will discuss later that in some WDM cosmologies it may actually be possible to produce stars in the
intergalactic filaments [179, 180]. Alternatively, it may be possible to observe the part of the IGM closer to
the galaxies in fluorescent emission [181]. However, for most of the part IGM is not actively emitting.
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– After matter-radiation equality DM begins to cluster faster, but baryonic plasma is still
interacting rapidly with radiation. Its density perturbations remain small δb ∼ 10−5 and
temperature follows T ∝ a−1.
– At z ∼ 1000 baryonic plasma recombines into neutral hydrogen. Although interaction
between neutral gas and photons is much weaker than in plasma, the number density of
CMB photons is enough to keep the temperature of atoms the same as CMB temperature.
– Around z ∼ 100 the CMB-baryon scattering is inefficient and the gas becomes indepen-
dent of CMB. From this point, it is cooling more quickly than photons, as T ∝ a−2. This
allows matter perturbations to catch up with DM. From this point on, gas is following
DM.
– At later times, first stars and galaxies form, creating highly non-linear objects and sources
of heat and ionizing background.
– When the amount of ionizing radiation becomes significant to affect the ionization
balance of the Universe, it triggers the event of Reionization. Relatively quickly gas
becomes highly ionized except for in dense collapsed structures. The temperature reaches
∼ 104 K.
5.4 Thermal history of the Intergalactic Medium
The most obvious difference between DM and baryons lies in interactions. The self-
interaction cross-section of DM is limited at the level of σ/mDM < 1 cm2/g [183] and
interaction with the Standard Model is constrained to be many orders of magnitude below
this [184, 185]. Self-interaction of neutral gas is of the order of atomic-sized hard-ball
cross-section σ/mp ∼ 108cm2/g. Hence despite baryons are gravitationally subdominant
and generally follow the distribution of DM, due to self-interactions their distribution can
differ in large density regions and on smallest scales.
The extent to which the gas deviates from DM depends on the characteristic pressure




. Below this scale the structures are washed-out by
pressure. It manifestly depends on the gas temperature which can change rapidly through
photoheating. However, redistribution of gas takes dynamical time tdyn ∼ 1/
√
Gρ which
can be larger. In this case not only the current temperature and pressure define the scale of
washed-out structures, but also the whole thermal history.
Ionization state of the gas determines the opacity of the medium – i.e., the amount of
absorption. There is a degeneracy between the total gas density and ionization fraction.
However, as gas is expected to be in ionization-recombination equilibrium, the information
about the thermal state lifts this degeneracy.
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5.4.1 Pressure effects in gas
We follow [186] and consider a simplified model of two-component system of DM and

















where δX and δb are the Fourier components of density fluctuations in the DM and baryons,
fX and fb are the respective mass fractions, and cs is the gas as sound speed.
Pressure term in the baryon perturbation equation suppresses the fluctuations below












5.4.2 Pressure support in expanding Universe
The distribution of matter also depends on the whole thermal history of gas temperature. At
every point in time gas pressure is defined by the temperature. If the corresponding Jeans
scale is larger than the size of the structure, gas expands and leaves the gravitational well.
However, while the temperature of the gas can change very fast due to radiation moving





means that during events like reionization gas temperature and pressure change rapidly,
but the Jeans scale does not characterize the distribution of gas if the dynamical timescale
is larger than the heating timescale. Vice versa, pressure at early times suppresses small
structures and delays their growth until much later.



















(above the matter-dominated epoch with Ωm = 1 is assumed – which is applicable to the
high enough redshifts z & 3)
We consider two illustrative cases for the thermal history:
1. For gas coupled to CMB at z & 100 with T ∝ 1/a the filtering scale equals to the
Jeans scale: kJ ≡ kF . In case when gas temperature evolves as T ∝ 1/a2 (as happens
between reionization and z = 100) kF < kJ . And for rapidly heating gas like during
reionization kF > kJ .
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2. In a case of a schematic thermal history with T ∝ 1/a, T ∝ 1/a2 and reionization
regimes, the filtering scale turns out to be about 4 times different from the Jeans scale
at the end of reionization: kF ∼ 4kJ
In static conditions, pressure support creates a minimal scale for gas clouds – the
Jeans scale λJ that depends on the instantaneous gas temperature. However because of
finite time required to redistribute the gas, the minimum cloud size in the expanding
Universe with changing temperature is the filtering scale λF , defined by the whole
thermal history.
5.4.3 Epoch of Reionization
Effect of the ionizing radiation in linear approximation can be described by the following
system of equations [187]:
dT
dt
























where equation on temperature accounts for expansion, adiabatic heating, redistribution of
energy per particle due to changes in abundances and external heating (Q̇). The abundance
equations explicitly account for ionizations and recombinations. The quantities X̃i are
defined by ni =
(1+δ)ρ̄b
mp
X̃i such that e.g. XHI = X̃HIX̃HI+X̃HII . The photoionization Γi and



















Γi has units of s−1, εi is erg s−1 and J(ν) is erg s−1cm−2sr−1Hz−1 = erg cm−2sr−1.
The quantity J(ν) is the mean intensity of the radiation that encompasses all informa-
tion about the sources. Since the cross-sections σi are strongly peaked at νi, most of the
information about the ionization and heating rates is provided by the amplitude and slope
of J(ν) at ionization thresholds νi. Radiation intensity is computed based on the properties
of the sources, but the intervening material is known to modify the spectrum of radiation as
well [188].
After reionization, the gas is highly ionized by collisions with UV-background photons
counteracted by recombination of electrons with the nuclei. Demanding the equilibrium of
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Figure 5.3: Example of an ultraviolet background created by stars typically used in
simulations. Upper panel shows the photoionization rates for Hydrogen and Helium
species, while lower panel shows the corresponding photoheating rates.
the system, we can write
nHIΓγHI = αHIInenHII (5.4.9)














The electron density is given by total density of baryons and non-Hydrogen mass fraction
(≈ 1− Y with Y ≈ 0.24 being the Helium mass fraction)


























We see that neutral Hydrogen density in ionization equilibrium is proportional to the square
of the total Hydrogen density. Also note that αHII ∝ T−0.7 – so both increasing temperature
and higher UVB ionization rate decrease the neutral Hydrogen fraction.
Next, according to [186], as long as the UVB is sufficient to ionize the Universe, the
average temperature of the gas does not depend on the precise spectrum of photons and can
be expressed as




i.e., temperature is given only by the ratio of photoheating and photoionization rates.
The details of galaxies emission are thought to be crucial for the state of the IGM. In
fact, the temperature of the gas is thought to result from a balance between photo-heating
from the ultraviolet background generated by the galaxies and the adiabatic cooling of
the Universe [187, 189]. This balance results in a tight power-law relation between gas







where ρ̄ denotes the mean density. In particular, the details of the hardness of the sources of
reionization is crucial for the discussion of the state of the IGM at high redshift.
As gas is impulsively heated during reionisation, the heat input per hydrogen atom
is mostly independent of density, driving γ → 1. The heating rate then drops as the
gas becomes ionised, but more so at low density than at high density. This steepens the
temperature-density relation asymptotically to γ − 1 = 1/(1 + 0.7) ∼ 0.6, with the factor
0.7 coming from the temperature dependence of the CASE-A H II recombination coefficient
[189, 190]. The characteristic timescale for approaching the asymptotic value is of the
order of the Hubble time. If reionisation indeed happens late, z ∼ 7.5, then we would
expect 1 < γ < 1.6.
5.4.3.1 Sources of reionization
What about the mechanism of this reionization event? Initially neutral atoms form when
the Cosmic Microwave Background decouples from the baryons – i.e., when the interaction
rate between plasma and photons becomes less than the Universe expansion rate. This
happens at very early times (z ∼ 1100) when the temperature of radiation is very high
(T ∼ 3000 K). Since then, because of the expansion of the Universe, the temperature
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Figure 5.4: Temperature-density relation observed in simulations. Color shows the number
of particles. The dashed line shows the linear fit to the range of overdensities 0.1 . . . 1
decreased as ∝ 1/a = (1 + z), so at z  100 the CMB could not possibly be the cause of
the reionization.
The reionization of hydrogen and of the first level of helium happen respectively at
E ∼ 13.6 eV and E ∼ 24.6 eV, and they are considered consistent with stellar reionization.
The reionization of the second level of Helium happens at E ∼ 54.4 eV, hence it requires
much harder sources spectra than the ones of hydrogen and first level of helium. Hence,
it is believed to be driven mainly by quasars. However, poor knowledge of the halo mass
function (especially at small masses and high redshifts) and quasar population makes it
unclear in what proportion quasars, high- and low-mass galaxies contribute at different
times.
Among other the possible sources of the ionizing radiation are evaporating black holes,
various annihilating or decaying particles (see e.g. [191–193]).
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Figure 5.5: Spectra of 4 quasars located around redshift z ∼ 6. Note how flux to the left of
the Lyman-α emission peak disappears after redshift z = 6. Credit: Becker et al. [194]
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5.4.3.2 Timing of reionization
After recombination the Universe becomes cold, neutral and transparent to photons. How-
ever, observations indicate that the galaxies and clusters contain mostly hot ionized gas.
This discrepancy is associated with heating up of the gas falling into gravitational wells as
well as photoheating and photoionization. It is plausible to assume that star formation and
winds originating from galaxies are responsible for ionization of the gas.
It has been observed that the flux bluewards of the Lyman-α emission peak in quasar
spectra rapidly decreases around redshift z ∼ 6. This phenomenon can be explained by the
fact that Lyman-α transition is a relatively strong one and even a small density of neutral
hydrogen can completely absorb all photons. Indeed, given typical cosmological hydrogen
density, a neutral fraction of & 10−4 is capable of creating the region of full absorption
– the so-called Gunn-Peterson trough [195] (Fig. 5.5). And vice versa, for transmission,
the neutral fraction should not exceed this value. Figure 5.5 shows spectra of four quasars
around redshift 6.
Since this happens universally for all distant-enough quasars (albeit with some redshift
variation), we can conclude that hydrogen undergoes a process of ionization at z & 6 that
results in appearance of the highly ionized regions and overdense (or slightly more neutral)
structures that correspond to absorption features.
Moreover, at z . 6 the IGM is ionized up to a very high degree – fraction of neutral
hydrogen is less than 10−4:




2xHI(1 + δ) (5.4.15)
Given there is enough time to establish the photoionization equilibrium, the gas should
also be hot – of the order 104K. This is corroborated by the Doppler broadening of
individual absorption features.
From this we can conclude that the Universe was somehow heated up and ionized
around z ∼ 6. This event is referred to as the Epoch of Reionization.
5.4.4 Summary of the reionization
We observe that at the time of formation of CMB the Universe became non-ionized, while at
the moment it is ionized up to a very high degree. This means that at some point reionization
happened. Among the possible sources of reionization are star-forming galaxies and quasars.
The Lyman-α data point that reionization has been completed by z ∼ 6.
However, the reionization history is weakly constrained by the experimental data. In
[196] the constraints on reionization were put using data from CMB and Lyman-α emission
at redshifts 7-8. The results are shown in Fig. 5.6. We see that very different histories of
ionization fractions are possible, including even non-monotonic ones. As we will see in
Sec. 5.7, these different thermal histories may cause deviations of the Hydrogen distribution
from the distribution of dark matter at very different scales.
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Figure 5.6: A collection of reionization histories consistent with CMB and Lyman-α
emission data. Curves present individual histories of free electron fraction evolution xe(z)
coloured by the corresponding optical depth to reionization τ . Credit: Hazra et al. [196]
We conclude that thermal effects caused by the formation of first stars and reionization
of Hydrogen can prevent it from following the distribution of Dark Matter at small
scales and therefore mimic the effect of free-streaming of DM particles. Our current
knowledge about reionization and thermal history of intergalactic medium does not
allow to predict at what scales these thermal effects will show up. This creates a major
systematic uncertainty for the whole approach. Once we see a cutoff in the distribution
of Hydrogen, we have to investigate its origin before interpreting the results.
5.5 How to measure Hydrogen power spectrum
Even if at the smallest scales neutral Hydrogen can be affected by thermal effects that take
place during (and after) reionization (see Sec. 5.4), it can still be used to trace dark matter
distribution in the Cosmic Web for a wide range of scales.
There are two main observational approaches to do this – the 21 cm line [182] (related
to the transition between hyperfinely split levels of the Hydrogen atom ground state) and the
Lyman-α absorption. To date, the measurement of the 21cm signal is an extremely active
area of research, but even the most rough density distributions obtained in this manner are
still years in the future [197]. Hence here we discuss the second approach. For this we
need distant sources, preferably with a featureless spectrum in the corresponding part of
the spectrum. The best available candidates are quasars.
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5.5.1 Quasi-Stellar Objects
Figure 5.7: Quasar redshift distribution observed by Sloan Digital Sky Survey. Credit:
Paris et al. [198]
Quasars are extremely bright objects found at huge range of redshifts up to z ∼ 10,
see Fig. 5.7 with quasars distribution by redshift. Most of the quasars are located around
z ∼ 2.5, but their numbers sharply fall at larger z. They emit significant radiation at wide
range of wavelengths (as opposed to the stellar black-body spectrum centered around the
temperature).
Quasar spectra contain numerous emission peaks corresponding to atomic transitions,
see Fig. 5.8. As the light emitted travels from the quasar, it gets redshifted. If the light at
the redshifted frequency is close to the one of the baryonic transitions, the photons might be
absorbed by the intervening atoms, and later re-emitted in a random direction. This means
that bluewards of each emission feature, we expect a set of absorption features, due to
scattering of the light with the IGM. Moreover, as quasars emit at large range of frequencies,
these sets of features can significantly overlap, making the identification difficult.
Luckily, some ranges of wavelengths with little interference were identified. They
belong to Lyman series of transitions of the lightest elements – hydrogen and helium. Due
to their primordial large abundances, these features are the most intense.
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Figure 5.8: A mean QSO spectrum formed by averaging spectra of over 700 QSOs from
the Large Bright Quasar Survey. Prominent emission lines are indicated. Credit: Francis et
al. [199]
Especially interesting is the Lyman-α transition with wavelength λα = 1215.67 Å. It
corresponds to transition between the ground level and first excited level of the electron
in the atomic hydrogen. This is the most prominent peak in quasar spectra, as shown in
Figure 5.9. Large numbers of absorption features at all redshifts can be identified between
Lyman-α frequency and the next one in the series – Lyman-β.
We can use the section of the quasar spectrum between Lyman-α and Lyman-β emission
peaks to measure the distribution of H I in the Universe.
5.5.2 Absorption features
The properties of the absorbers are defined by the matter distribution as well as the thermal
state of the gas.
For an isolated cloud of gas, the resulting quasar spectrum feature is defined by:
• Size of the cloud along the line of sight (light passing along the filament will get a
wide feature)
• Neutral hydrogen density (ionized clouds are transparent; recombined gas in galaxies
is opaque)
• Peculiar motion of the cloud with respect to the Hubble flow (similar to an error in
determination of redshift)
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Figure 5.9: Two examples of quasar spectra in the emission wavelength. In the top panel
we show the quasar spectra around of a quasar at z = 0.158, in the bottom panel the spectra
of a quasar at z = 3.62. In both panels we observe the Lyman-α emission peak. In the
bottom panel, bluewards of the peak, we observe a prominent Lyman-α forest, whereas in
the top panel we observe more isolated absorption line. In both panel we observe on the
left the Lyman-β peak. Credit: [www.astro.ucla.edu]
• Velocity gradient inside of the cloud (gas in non-collapsed structures retains a portion
of Hubble expansion; gas in virialized halos has a narrower distribution of velocities)
• Gas temperature (motions of individual atoms)
Each absorption line has two main characteristics: its depth and width. The depth of
the absorption line is defined by the column density of the neutral Hydrogen along the
line of sight. The line width depends on the Doppler effect (peculiar velocities and
temperature of the gas) and physical size of the structure.
5.5.3 Optical depth
Observed quasar spectra are similar to the rays of light shining through the Universe which
are focused on the Earth. When we study them, we aim to abstract from the properties of
the particular quasar and to measure the fractional transmission F (ν) ≡ Nobserved/Nemitted.
Hence we are not required per se to model the quasars. We will be modelling the quasar
spectra using the optical depth
τ = − lnF. (5.5.1)
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The optical depth of light at some observed wavelength λ through Lyman-α transition
by the neutral hydrogen gas with density nHI along some distance R is given by the integral













fφ(ν − να), (5.5.3)
where να is the Lyman-α transition frequency, φ is the normalized line profile and f = 0.416
is the oscillator strength. φ can be taken either as delta-function, or as a Lorentz profile
φ(ν − να) = 1π
γ/2
(ν−να)2+(γ/2)2
Effect of cosmological expansion. To adapt this statement to the expanding Universe,
we need to establish the relation between redshift z and proper distance R:









where dr = cdt
a
follows from the definition of the light-like interval (−c2dt2 + a2dr2 = 0)
Additionally, absorption at some distance happens at earlier moment of time, implying













meaning that the light was absorbed at some smaller wavelength which was stretched by
the expansion of the Universe.
Effect of thermal broadening and peculiar velocities. Let’s assume that the medium
is characterized by some temperature T (z) and include the Doppler broadening into con-
sideration. For simplicity, we will include this effect into the transition cross-section
σ.
The one-dimensional distribution of velocity for a gas with average mass m and




















being the thermal dispersion.
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Now, let’s integrate the cross-section with the velocity distribution substituting the







































Intrinsic broadening of the line together with Doppler effect constitute the so-called Voigt
profile of the Lyman-α line.
Substituting modified Lyman-αtransition cross-section (5.5.8) into Eq. (5.5.5) we can

























5.5.4 Lyman-alpha forest in simulations







λα is the rest frame Lyman-α wavelength). It is convenient to use the ’Doppler’ velocity
instead of the redshift as the integration variable:
λ = λα(1 + z)(1 + v/c) (5.5.10)
This parametrization corresponds to the distance along the line of sight according to the
Hubble law ~v = H~r under assumption of no peculiar velocities and Doppler broadening.
If we split the velocity space into bins of the size ∆v, the Lyman-α optical depth in the

















Gas quantities associated to the velocity bins are estimated from the SPH particles
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χX(j)(aẋ(j) + ȧ(x(j)− x(i))Wij (5.5.14)
where Wij is the SPH kernel interpolation for locations x(i) and x(j) and χX(i) is the
relative abundance of the specie X at the particle i.
The elements abundances are computed assuming the ionization-recombination equi-
librium.
5.5.5 Our simulations of Intergalactic Medium
Hydrodynamical cosmological simulations usually expose the gas in the IGM to a uniform
(homogeneous and isotropic) but evolving ionising background that mimics the combined
emissivity of radiation from galaxies and quasars [see e.g. 201]. As a result, the mean
neutral fraction is very low: x ≡ nH I/nH  1. Without such an ultraviolet background
(UVB), the effective optical depth would be much higher than observed [195].
Assuming that the UVB is uniform may be a good approximation long after reionisation,
when fluctuations around the mean photoionisation rate, ΓH I, are small [202, 203]. However,
this may no longer be the case closer to reionisation when the UVB may be much more
patchy [e.g. 204, 205]. The current best-estimate for the redshift of reionisation is zreion =
7.82± 0.71, with a reionisation history consistent with a relatively rapid transition from
mostly neutral to mostly ionised, and suggesting the presence of regions that were reionised
as late at z ∼ 6.5 [206]. These inferences obtained from the CMB are also consistent
with hints of extended parts of the IGM being significantly neutral, x ∼ 0.1− 0.5, in the
spectra of z ' 7 quasars [207, 208]. Such late reionisation, and the patchiness associated
with it, make it much harder to perform realistic simulations of the IGM that yield robust
constraints on λFS. In fact, the impact of large fluctuations in ΓH I is not just restricted to
inducing fluctuations in x, the neutral fraction, because the UVB also heats gas.
In this work, we have considered a suite of dedicated cosmological hydrodynamical
simulations, and one of the simulations from the Eagle simulation suite. Our dedicated
simulation suite has been performed using the simulation code used by [214]. This code is
a modified version of the publicly available GADGET-2 TREEPM/SPH code described
by [45]; the runs performed are summarised in Table 5.1. The values of the cosmological
parameters used are in Table 5.2; runs labelled ‘Planck’ use parameters taken from [213],
those labelled ‘Viel’ use parameters taken from [150] to allow for a direct comparison with
the latter work.
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Name L [Mpc/h] N Dark Matter UVB Cosmology
CDM L128N64 128 643
CDM no UVB Viel
CDM L20N512 20 5123
CDM L20N896 20 8963
CDM L20N1024 20 10243
M7L1
20 10243
mSN = 7 keV, L6 = 1
no UVB VielM7L8 mSN = 7 keV, L6 = 8




PlanckCDM Planck Early CDM EarlyR
M7L12 Planck Late mSN = 7 keV, L6 = 12 LateR
EAGLE REF 100 /h 15043 CDM Eagle Planck
Table 5.1: Hydrodynamical simulations considered in this work together with corre-
sponding parameters. All simulations were performed specifically for this work, except
EAGLE REF [209]. Columns contain from left to right: simulation identifier, co-moving
linear extent of the simulated volume (L), number of Dark Matter particles (N , there is
an equal number of gas particles), type of Dark Matter (CDM or sterile neutrino WDM
with the indicated particle mass, mSN – expressed in natural units – and lepton asymmetry
parameter, L6), ultra-violet background imposed during the simulation (no UVB indicates
no UVB was imposed; LateR and EarlyR refer to the UVBs from the LateR and EarlyR
reionization models in [210], Eagle indicate the standard UVB from [211]), choice of
cosmological parameters from Table 5.2, and figure where the particular simulation is used.
The gravitational softening length for gas and Dark Matter is kept constant in co-moving
coordinates at 1/30th of the initial interparticle spacing. All simulations were started from
the initial conditions generated by the 2LPTic [212] with the same ‘glass’like particle
distribution generated by GADGET-2 [45].
Cosmology Planck [213] Viel [150]
Ω0 0.308± 0.012 0.298
ΩΛ 0.692± 0.012 0.702
Ωbh
2 0.02226± 0.00023 0.022393
h 0.6781± 0.0092 0.7
ns 0.9677± 0.0060 0.957
σ8 0.8149± 0.0093 0.822
Table 5.2: Cosmological parameters used in our simulations. Planck cosmology is the
conservative choice of TT+lowP+lensing from [213] (errors represent 68% confidence
intervals), while Viel cosmology corresponds to the bestfit model in [150].
Initial conditions for the runs were generated using the 2LPTic code described by
[212], for a starting redshift of z = 99 that guarantees all sampled waves are still in the
linear regime. The initial linear power spectrum for the CDM cosmology was obtained with
the linear Boltzmann solver CAMB [215]. Sterile neutrino Dark Matter is also modelled as
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non-interacting massive particles, with the effects of free streaming imprinted in the initial
transfer function as computed with the modified CAMB code described by [153], using the
primordial phase-space distribution functions for sterile neutrinos computed in [158]. Using
instead results from the most recent computations [216, 217] would not change our results.
We neglect the effects of peculiar velocities of the WDM particles other than the cutoff they
introduce in the transfer function. The linear matter power spectra for the different models
used in this work are shown in Fig.5.2.
Although it is possible to carry out approximately self-consistent simulation of the
IGM during reionisation (e.g. [218]), such calculations are still relatively computationally
demanding. We therefore use the following strategy in this work: we perform some of the
simulations without imposing a UVB, meaning that effectively λp = 0. We then apply an
‘effective’ UVB in post-processing, by imposing a given temperature-density relation of the
form given by Eq. (5.4.14) and scaling the neutral fraction x to obtain the observed effective
optical depth (as described in more detail below). We stress therefore that many of our runs
are not realistic, nor are they intended to be. Quite the opposite, we work in an idealised
scenario that allows us to vary individually every relevant effect separately. In addition to
these runs, we also carry out simulation that do impose a UVB on the evolving IGM – we
use these to demonstrate that our limits on λFS are also valid in this more realistic scenario.
For simulations that include a UVB, we specify the redshift-dependent values of
the photoionisation and photoheating rates for hydrogen and helium as input parameters.
The version of GADGET that we use solves for the radiative heating and cooling of the
photoionised gas, given these input rates. Imposing the rates of [210] results in a T − ρ
relation that is consistent with that of the latter authors. We use the same UVB in the SN
cosmology as an example of the reionisation history with a small filtering scale.
SPH (gas) particles are converted to collisionless ‘star’ particles when they reach an
overdensity ρ/ρ̄ > 1000 provided their temperature T < 105 K. This ‘quick-Lyman-α’
set-up reduces run time by avoiding the formation of dense gas clumps with short dynamical
times, that would in reality presumably form stars in a galaxy. We can do so, because the
impact of forming galaxies on the IGM is thought to be small, particularly at high redshifts
and for the low density gas regions to which our analysis is sensitive [214, 219].
5.5.5.1 Calculation of mock spectra
We compute mock spectra of the simulations using the SPECWIZARD code that is based on
the method described by [189]. This involves computing a mock spectrum along a sight
line through the simulation box along one of the coordinate axis.
For simulations without a UVB (CDM L20N1024, M7L12), we first impose a temperature-
density relation of the form of Eq. (5.4.14) on all gas particles. At the high redshifts that
we are considering, the Lyman-α transmission is non-negligible only for sufficiently small
overdensities, δ . 1. We checked explicitly that the effect of cooling at the highest densities
is negligible for our analysis. Therefore, one can safely apply the temperature-density rela-
132













Figure 5.10: Example mock spectra extracted along the same line of sight in
CDM Planck Late (blue line) and M7L12 Planck Late (orange line), simulations
at redshifts 5.4 (top panel) and 5.0 (bottom panel). The temperature T0 of the gas at the
mean density at these redshifts is ∼ 7700K for both redshifts. Note that a sightline through
the full extent of the box corresponds to a different velocity extent at different redshifts.
The evolution of the mean transmission is apparent. The CDM and WDM spectra look
quite similar, nevertheless on closer inspection it is clear that the CDM spectrum has some
sharper features.






































Figure 5.11: Left panel: probability distribution function of the optical depth per pixel.
Right panel: cumulative probability distribution of the effective optical depth, τeff , mea-
sured in chunks of 50 Mpc h−1. The CDM Planck Late model is plotted in blue, the
M7L12 Planck Late in orange, redshift z = 5.4 corresponds to dashed lines and
z = 5.0 to full lines.
tion to the whole range of densities considered, without worrying about it being applicable
only in the range δ . 10 [187].
We use the same post-processing also for simulations which do include a UVB. The
rationale behind this is the following. As already mentioned, we use [210] ionisation history
only as an example of the model with small pressure effects, not as a holistic model. We
then vary the T0 in post-processing and determine the range of admissible temperatures in
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CDM and WDM cosmologies. We verify a posteriori that the actual temperature predicted
by the LateR model lies within the range of admissible temperatures.
Given T and ρ of each particle, we compute the neutral fraction x using the interpolation
tables from [220], which assume photoionisation equilibrium,
dnH 1
dt
= −ΓH 1nH 1 − Γc ne nH 1 + α(T )ne nH II = 0 . (5.5.15)
Here the terms from left to right are photoionisation by the imposed UVB, collisional
ionisation, and recombination (with α(T ) the temperature-dependent case-A recombination
coefficient); ne is the electron density; the photoionisation rate is that described by [211].
We then interpolate the temperature, density, and peculiar velocity to the sight line in
bins of ∆v = 1 km s−1 using the Gaussian method described by [221]. We verified that this
spectral resolution is high enough to give converged results. We then compute the optical
depth as function of wavelength, τ(v), thus accounting for Doppler broadening and the
effects of peculiar velocities.
To allow for a fair comparison to the observed spectra, we convolve the mock spectra
with a Gaussian to mimic the effect of the line-spread function, and rebin to the observed
pixel size with parameters as described in Section 5.6.2. The Gaussian white noise has
a uniform relative Standard Deviation of σ = 0.066, corresponding to a signal to noise
ratio of S/N = 15 per pixel at the continuum level, following [150]. Further details on
the application of noise to mock spectra and comparison with previous work are given in
Appendix 5.C. We calculate a set of such spectra for the snapshot at redshifts z = 5, and
z = 5.4.
After repeating this procedure forN = 103 sight lines, we compute the mean transmis-
sion, 〈F 〉 = 〈exp(−τ)〉 and scale the optical depth so that the ensemble of mock spectra
reproduces the observed value of 〈F 〉 discussed in Section 5.6.2.
We compare spectra along the same sight line for the CDM and the M7L12 Planck Late
models in Fig. 5.10 (blue and orange curves, respectively), at redshifts z = 5.4 (top panel),
and z = 5.0 (bottom panel); the temperature and thermal history are the same for both
models. The Lyman-α spectra look very similar in these models, although it can be seen
that the CDM model has some sharper features. The probability distribution function (PDF)
of the optical depth is compared between these two models in Fig. 5.11. It is unlikely that
we will be able to distinguish the CDM and WDM using the information in individual
spectra.
Ideally, we would like to measure a quasar spectrum and use it to reconstruct the
Hydrogen density along the line of sight. However in reality beside the finite instrument
resolution, the broadening of the absorption lines caused by thermal effects is typically
larger than the distance between the lines.
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This means that we cannot use the individual absorption features to study the
small-scale statistics of the matter distribution. Instead, we will use statistical methods
to characterise the properties of the Lyman-α forest from many absorbers and lines of
sight.
5.6 Comparison of simulations and observations
Using quasar spectra as a proxy to Dark Matter distribution, our goal is to reconstruct the
Matter Power Spectrum.
Having a sufficiently dense distribution of quasars on the sky, it would in principle
be possible to estimate the 3D distribution of gas by interpolating between the sightlines
in the transverse direction. Then we could compute the corresponding 2-point correlation
function – the Matter Power Spectrum.
Unfortunately, quasars are not numerous enough for this exercise (however, correla-
tion between close quasar pairs provides an important test for the structure sizes since
the transverse correlations are independent of the thermal Doppler effect and peculiar
velocities).
5.6.1 Flux power spectrum
As outlined above, in the present work we compare the mock FPS computed from sim-
ulations to the observed FPS presented by [150]. Traditionally the FPS is computed in
‘velocity space’. Integrating the Doppler shift relation between wavelength and velocity,
dv/c = dλ/λ, the redshift or wavelength along a line-of sight to a quasar can be written in
terms of a ‘Hubble’ velocity v as









where λ0 = 1215.67 Å is the laboratory wavelength of the Lyman-α transition, and z is a
constant reference redshift. The zero-point of v is defined by z and is arbitrary. In data,
z is often chosen to be the mean redshift of the data or the quasar’s emission redshift, in
simulations we take it to be the redshift of the snapshot. In this equation, H(z) is the
Hubble constant at redshift z, and the right-hand side also defines a co-moving position y
along the spectrum.
The input to the FPS (either observed or obtained from simulations) is then flux as
function of velocity, i.e. F (v), over some velocity interval V (in the data set this interval is
chosen so that one avoids the Lyman-β forest, the quasar near zone, and potentially some
strong absorbers; in the simulations it is set by the linear extent of the simulated volume).
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Given F and its mean, 〈F 〉, we calculate the ‘normalised flux’
δF ≡
F − 〈F 〉
〈F 〉 . (5.6.2)
The FPS is written in terms of the dimensionless variance ∆2F (k) (strictly speaking a















dv e−ikvδF (v) . (5.6.5)
Here, 〈·〉 denotes the ensemble average, and k = 2π/v is the Fourier ‘frequency’ correspond-
ing to v and has dimensions of (s/km). To find the conversion to a wave-vector in inverse co-
moving Mpc, kx, recall that the Hubble law of Eq. (5.6.1) states that ∆v = H(z)∆y/(1+z).





Individual quasar spectra provide only 1D information, similar to the Matter Power















with ∆23d being the 3D Matter Power Spectrum.
Residual neutral hydrogen gas in the intergalactic medium (IGM) produces a series of
absorption lines in the spectrum of a background source such as a quasar, through scattering
in the n = 1 → 2 Lyman-α transition (see e.g. the review by [222]). The set of lines for
which the column density of the intervening absorber is low, NH 1 ≤ 1016cm−2, is called
the Lyman-α forest. The transmission F , i.e. the fraction of light of the background source
that is absorbed, is often written in terms of the optical depth τ , as F = exp(−τ); we
will refer to this quantity that is independent of the quasar spectrum and only depends
on the intervening distribution of neutral gas, as the flux3. The observed power spectrum
of F exhibits a cutoff on scales below λF ≈ 30 km s−1 at high redshift, and currently
3Let F be the observed quasar flux, and C what would be the observed flux in the absence of absorption,
then F ≡ F/C is the transmission. This quantity is commonly but somewhat inaccurately referred to as the
‘flux’, we will do so as well. Since C is not directly observable, neither is F . Estimating F from F is called
‘continuum fitting’.
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provides the most stringent constraints on λFS [133, 148, 150, 223–225]. The reason that
the Lyman-α forest provides such tight constraints on λFS is that the neutral gas follows
the underlying Dark Matter relatively well, because the absorption occurs in regions close
to the cosmological mean density, particularly at higher redshifts z ≥ 5. Nevertheless there
are complicating factors, which include:
(i) the density is probed along a single sightline; the measured one dimensional (1D)
power spectrum is an integral of the 3D underlying matter power spectrum (as
discussed in details in Appendix 5.7.1.1);
(ii) the flux is related to the density by a non-linear transformation [226];
(iii) absorption lines are Doppler broadened;
(iv) the gas distribution is smoothed compared to the Dark Matter due to its thermal
pressure [227].
As a consequence, λDM 6= λF , and numerical simulations that try to account for all
these effects are used to infer λFS by calculating mock absorption spectra, and comparing
λF from the simulations to the observed value. However, the temperature of the gas, and
hence the level of Doppler broadening, λb, that needs to be applied, is not accurately known
(see e.g. [228, 229]), especially at higher redshifts, z ' 5, where the density field is more
linear which makes it easier to simulate the IGM more accurately. The smoothing due to
gas pressure [230] can be described in linear theory [227] and the smoothing scale, λp,
depends on the thermal history of the gas; that history is not well constrained.
5.6.2 Experimental detection
The study of the FPS has been applied for many years to distinct releases of data from SDSS
(BOSS). This dataset contains a few thousands quasar spectra: this allows to reconstruct the
FPS very well (Fig. 5.12). However, spectral resolution is limited and the smallest scales
resolved are ∆v ∼ 50km/s. The accurate measurement of the FPS was used to constrain
WDM in [233].
In this work we compare our simulation results to the same flux power spectrum (FPS)
computed from a set of z & 4.5 quasar spectra previously analysed by [150, 234–236], and
[237] (Fig. 5.13). These data are based on 25 high-resolution quasar spectra with emission
redshifts in the range 4.48 ≤ zQSO ≤ 6.42 obtained with the HIRES spectrograph on KECK,
and the Magellan Inamory Kyocera Echelle (MIKE) spectrograph on the Magellan Clay
telescope. We do not analyse the original spectra – they are not yet publicly available – but
simply compare to the published FPS. We note that for z = 5.0 MIKE dataset contains 4
QSOs with the emission redshifts z > 4.8 [238, 239], while the HIRES dataset consists
of 16 QSOs [238–240]. At this redshift the interval ∆z = 0.4 used for binning in [150]
corresponds to ∼ 140 Mpc/h. Taking into account quasar proximity zones these quasar
spectra cover∼ 240 Mpc/h (MIKE) and 1230 Mpc/h (HIRES) at z = 5 and∼ 810 Mpc/h
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Figure 5.12: FPS measured by SDSS BOSS DR9 [231]. Credit: Baur et al. [232]
for HIRES at z = 5.4. From this we can already anticipate that the sample variance errors
will be quite large for both datasets. We will use this information in Section 5.4 below
when estimating errors due to this finite sampling.
The HIRES and MIKE spectra have a spectral resolution of 6.7 and 13.7 km s−1 full
width at half maximum (FWHM), and pixel size of 2.1 and 5.0 km s−1, respectively. The
median signal-to-noise ratios at the continuum level are in the range 10–20 per pixel [150].
We generate mock FPS with similar properties, as described below. The finite spectral
resolution introduces another cutoff scale in the FPS, λs ∼ FWHM.
The ionisation level of the IGM is quantified by the effective optical depth, τeff ≡
− ln〈F 〉, where 〈F 〉 is the observed mean transmission, averaged over all line-of-sights.
[150] report values of τeff(z = 5.0) = 1.924 and τeff(z = 5.4) = 2.64, without quoting
associated uncertainties which can be quite large, stemming from the systematic errors
in continuum fitting and statistical errors due to sample variance. We provide our own
estimates of the statistical errors due to sample variance on 〈F 〉 in Appendix 5.D. For
details on the properties of the dataset, the associated noise level, and the way the FPS and
its covariance matrix were estimated, we refer the reader to [150].
In our analysis we also use a more recent data on FPS measured by upgraded HIRES
with only three redshift bins, see Fig. 5.14. For a description of this dataset see [151].
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Figure 5.13: FPS measurements by Viel et al. [150]. Triangles and squares represent the
actual data from MIKE and HIRES experiments, while the lines are models discussed in
the paper. The highlighted regions show the range of wavenumbers used in analysis (large
scale points are subject to continuum fitting systematic errors).
Using the high-resolution data we observe a cutoff in the FPS. We will discuss the
possible interpretation and bounds on the WDM from it in the next section.
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Figure 5.14: The most recent and high-resolution measurements of FPS by Boera et al.
[151]
5.7 Interpretation and constraints
Before the availability of high-resolution quasar spectra, the constraints on WDM were put
by constraining the deviations of the predicted flux power spectrum from the experimental
data (e.g. SDSS BOSS on Fig. 5.12). The FPS in BOSS data grew with the wavenumber
being consistent with CDM.
Constraints derived from the low-resolution SDSS BOSS data put a limit for thermal
WDM relic at m & 3.5 keV [241].
The high-resolution quasar spectra uncover a clear cutoff at the scales λ . 30 km/s
(Fig. 5.14). It could be generated by the thermal effects alone – e.g. indicating the
temperature of the IGM at the level T & 10000 K. These values are compatible with the
typically considered thermal histories.
Does this mean that the cutoff is primarily due to thermal effects? As we saw before
(Section 5.5.2) this kind of feature can be generated by thermal effects (even in CDM) or
by the free-streaming of Dark Matter.
5.7.1 At what scale do we expect a cutoff in Cold Dark Matter?
5.7.1.1 Effect of peculiar velocities on Flux Power Spectrum
In CDM cosmologies the real-space MPS, ∆2r,3d(k), is a monotonically increasing function
of k. However, in velocity space over which the FPS observable is built, an additional
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effect – the redshift space distortions (RSD) – affect the shape [242–245]. RSD may erase
small-scale power in the FPS because peculiar velocities of baryons are non-zero.




~k · ẑ)2)2 (5.7.1)
where ẑ is the direction of observation and constant β for linear scales is given by expression
δr = −β−1~∇ · ~v [242].
















Clearly, in CDM linear ∆2r,1d(k) remains a monotonic function of k. Non-linear MPS
experiences additional growth at small scales, therefore ∆2r,1d(k) does not exhibit a cutoff
also at non-linear level.
Beyond the linear regime it is not possible to compute analytically the effect of RSD
on the MPS. [246] have attempted to address this case, by considering a fitting formula





















where σ12(k) is a pairwise velocity dispersion of dark matter particles, ∆2s,NL is a nonlinear
3d MPS and η is a constant. [246] predicted a cutoff on the scales similar to the cutoff
observed in the HIRES and MIKE data.
In order to verify the predictions of [246], we have performed simulations where
thermal effects were switched off, (Figure 5.15). Obviously, the simulation results for
e.g. the IGM temperature are unrealistic in this case. The purpose of this exercise was to
identify the position of a RSD-induced cutoff, which might have been obscured by thermal
broadening. We find that the resolution of simulations by [247] stays significantly below
the required resolution of our convergence analysis: number of particles N = 1283 and
box-size L = 100 Mpc/h [247] against N = 10243, L = 20 Mpc/h. We conclude that
the relevant scales have not been resolved in past simulations. To support this claim, we
compare the FPS for various resolutions in model cosmologies designed to remove baryonic
effects as much as possible, see Figure 5.15. Since our high-resolution simulations exhibit
a cutoff at a position k’s that is significantly larger than the reach of the data, we conclude
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Figure 5.15: Effect of numerical resolution on the mock FPS for CDM (left panel) and
WDM (right panel) of simulations performed without an imposed UVB. Both models are
for the imposed power-law T − ρ relation of Eq. (5.4.14) with (T0, γ) = (25 K, 1), are
scaled to the observed value of the effective optical depth, τeff = 3.0 for z = 5.4, and mimic
the spectral resolution and pixel size of the HIRES spectrograph on the KECK telescope
(FWHM=6.7 km s−1, pixel size=2.1 km sec−1 (see Section 5.6.2) but without adding noise.
The data points show the error bars as reported by [150] that do not take into account
sample variance (see below). The different colours correspond to different numbers of
particles N , as per the legend. The observed FPS from [150] (blue) is plotted to indicate
the range of relevant wave numbers. There is a numerical resolution-dependent cutoff in
each simulation. Increasing the number of particles, the position of this cutoff shifts to
larger k values. In our highest resolution simulations, N = 10243 DM and gas particles
(green line), the resolution-dependent cutoff is outside the range of scales probed by the
Lyman-α data, the corresponding Nyquist scale kmax,sim is outside the boundary of the plot.
Therefore, we use such resolution in all subsequent simulations. The red arrow shows the
scale associated with kmax,DM. The figure also demonstrates that the simulations considered
by [247] (purple line) lacked the necessary resolution to be used in [246].
that the role of RSD in the formation of the cutoff is negligible.
Although the redshift space distortions produce a cutoff in FPS, the corresponding scale
is λz  1 km/s. This effect cannot be responsible for the cutoff in the data.
5.7.1.2 Cutoff due to thermal effects
The temperature T of a photoionised IGM depends on the density and on the spectral
shape of the ionising radiation [248, 249]. Unlike the more familiar case of galactic H II
regions, T is not set by a balance between photoheating and radiative cooling, but by the
142
Figure 5.16: The cutoff in the mock flux power spectrum compared to the HIRES and
MIKE data. We show a CDM model with three imposed temperature-density relations for
T0 = 25 K, 6700 K and 16000 K.
mostly impulsive heating during reionisation and the adiabatic expansion of the Universe.
Nevertheless, the temperature T0 in the temperature-density relation of Eq. (5.4.14) is
expected to be of the order T0 ∼ 104 K with γ ≈ 1 close to reionisation. Once heated,
pressure will smooth the gas distribution relative to the underlying Dark Matter introducing
the filtering scale λp discussed previously, below which the amplitude of the density power
spectrum is strongly suppressed. The patchiness of reionisation will therefore introduce
large-scale fluctuations in the neutral fraction x, but also in the value of λp, as well as in
that of the Doppler-broadening λb.
Doppler broadening cutoff. To describe the cutoff using the thermal Doppler broadening
alone (Section 5.5.3) , we need the temperature to be T & 16000 K (Fig. 5.16). While this
temperature is not improbable, we don’t have evidence for it at the moment.
On the other hand, how low the IGM temperature could be? When neutral gas is
overrun with an ionisation front during reionisation, the difference between the energy of
the ionising photon and the binding energy of H I, ∆E = hν − 13.6 eV, heats the gas. In
the case of H II regions, gas will also cool through line excitation and collisional cooling,
resulting in a temperature immediately following reionisation of T0,reion 6 1.5 × 104 K
[248, 250]. In the case of reionisation, the low density of the IGM suppresses such in-
front cooling, and the numerical calculations of [251] suggest T0,reion = 1 − 4 × 104 K,
depending on the spectral slope of the ionising radiation. Following reionisation, the IGM
cools adiabatically while being photoheated, preserving some memory of its reionisation
history [219, 252]. Therefore the value of T0 at z = 5.4 is set by T0,reion, the redshift
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zreion when reionisation happened, and the shape of the ionising radiation that photoheats
the gas subsequently. For T0 to be sufficiently low then requires that T0,reion is low, that
zreion  5.4, and that the ionising radiation is sufficiently soft.
Taking zreion = 7.82 from [100] and T0,reion = 1.5 × 104 K yields a guesstimate for
the lower limit of T0 ∼ 0.8 × 104 K at z = 5.4, consistent with the value of T0 ∼ 104 K
suggested by [253] that we used in the previous section. There is now good evidence
that He II reionised at z ∼ 3.5, much later than H I and He I [254–257], as the ionising
background hardens due the increased contribution from quasars. This suggests that the
ionising background during reionisation was unable to ionise He II significantly and hence
was relatively soft. So conditions for low T0 seem mostly satisfied.
Observationally, the IGM temperature is constrained to be at the level T0 & 8000 K at
z . 4.6 [238, 255, 258, 259] (see e.g. [190] for a recent discussion). At z ≈ 6.0 there is a
single measurement in the near zone of a quasar that yields 5000 < T0 < 10000 K (68%
CL, [260]). Fundamentally, all of the techniques used to infer T0 observationally are based
on identifying and computing the statistics of sharp features in Lyman-α forest spectra, and
comparing these to simulated spectra. This implies that the T0 inferred implicitly depends
on λDM.
Combining the theoretical prejudice and the measurements, we conclude that a value
of T0 ∼ 8000 K or even colder at redshifts around z = 5 is not unreasonable and
definitely not ruled out. Using Eq. (5.7.6), such a value of T0 yields kmax,b = 0.12 s/km.
The maximum temperature still consistent with the cutoff is T0 = 16000 K that yields
kmin,b = 0.09 s/km.
Pressure support cutoff. What do we know about pressure effects (Section 5.4.1) and
the filtering length λp?
Using the analytical model by [186] for the evolution of the filtering length, we can
attempt to bracket the pressure effects as well. In general, for the gas cooling in the
expanding Universe λF > λJ and for rapid heating λF < λJ .
Hence the absolute minimal pressure scale can be computed assuming infinitely fast
reionization (λp ∼ 0.2λJ ) and the maximum is given by the system with no reionization
(T ∝ 1/a2, λp ∼ 2λJ ).
Inhomogeneous reionization. The plausible patchiness of reionisation introduces com-
plications. For example the large-scale amplitude of the FPS may be more a measure of
the scale and amplitude of temperature fluctuations or of fluctuations in the mean neutral
fraction, rather than being solely due to density fluctuations that we simulate. If that were
the case, then our simulations should not match the measured FPS on large-scales, since
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we have not included these effects (see e.g. [261]). Furthermore, what is the meaning of
λb or λp in such a scenario, where these quantities are likely to vary spatially? Matching
the cutoff in the FPS might pick-out in particular those regions where both λb and λp are
unusually small.
Figure 5.17: The effect of temperature fluctuations on FPS, for the case that bubbles are
much larger than our simulated volume at z = 5.0. This case corresponds to a mixing
fraction f = 0.5. For reference, we have drawn the data points of the MIKE and HIRES
samples.
To illustrate the effect of fluctuations on the FPS, we contrast the FPS of two sets of
mock spectra with an imposed temperature-density relation with different values of T0:
25 K (i.e. negligible Doppler broadening and T0 = 2 × 104 K in Fig. 5.17, as well as
a mock sample that uses half of the spectra from each of the two models. The FPS for
the single-temperature models are normalized to have the same mean effective optical
depth, τeff = 2.0, the mixed-temperature model is computed from the two normalized
single-temperature models, and it is not normalized further. We find that in the mixed
model the FPS is intermediate between the FPS of the hot and cold models. Hence, if the
hot model represents the recently reionized regions in the IGM and the cold model the
patches that were reionized previously and then cooled down, the mixed model looks like a
model that is colder than the regions in the IGM that were reionized more recently.
Fig. 5.17 illustrates that fluctuations essentially decouple the behaviour of the FPS
at large and small scales. If this is the case of the real IGM, then what we determine to
be T0 from fitting the cutoff does not correspond to either the hot or the cold temperature.
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We leave a more detailed investigation of patchiness on the FPS and how that impacts on
constraints on λFS to future work.
5.7.1.3 Redshift dependence of the cutoff
Finally, we need to check the redshift dependence of the cutoff scales.
The simplest case is that of Doppler broadening. Consider a sharp feature in F (v),
smoothed by Doppler broadening due to gas being at temperature T . The width of the
smoothed feature in velocity space will be of order ∆vb = (2kBT/mH)
1/2 (where kB is
Boltzmann’s constant and mH the proton mass). In terms of the Fourier transform of F (v),










(km s−1)−1 , (5.7.6)
which is independent of z, provided that T is constant.
How about pressure smoothing? The extent of the smoothing is approximately of order






Here, ρ is the total mass density (Dark Matter plus gas) of the absorber and cs the sound
speed. The corresponding velocity broadening is then ∆vp = H(z)λJ/(2π) [228]. At high
enough redshift, the Hubble parameter scales like ∝ (1 + z)3/2, and the density dependence
of λJ also scales like ρ−1/2 ∝ (1 + z)3/2, making ∆vp also independent of redshift5. The













The width of a feature due to Dark Matter free-streaming, λFS, is imprinted in the linear
transfer function, and is therefore constant in co-moving (as opposed to proper) coordinates.
The velocity extent of such a feature is therefore ∆vλ = H(z)λDM/(1 + z) ∝ (1 + z)1/2 at
high-enough z, and in the FPS scales like kmax,DM ∝ ∆v−1λ ∝ (1 + z)−1/2 and hence is not

















4This is the case for Gaussian smoothing in the linear regime, with the factor 2 arising from the fact that
the power spectrum is the square of the Fourier transform.
5We note that this no longer true at low redshift, where ∆vb and ∆vp scale differently with z.
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The free-streaming scale λFS can be estimated as a position of the maximum of the linear
matter power spectrum, see Fig. 5.2. For a particular case of 7 keV sterile neutrino that
we will investigate in this work, this scale can be found e.g. in [136] as a function of
lepton asymmetry. For the model with lepton asymmetry parameter L6 = 12 [see 133,
for the definition of L6] the resulting scale is λDM ∼ 0.07 Mpc/h which corresponds to
kDM,max ≈ 0.1 sec/km at z = 5.
Finally, the finite resolution of the spectrograph imprints a feature that is constant in
velocity space since the spectral resolution has a given value ofR ≡ ∆λ/λ = c/∆vs. The













When simulating the above effects using a hydrodynamical simulation, yet another
scale enters: the Nyquist frequency, set by the mean interparticle spacing. For a simulation
with N3 particles in a cubic volume with linear extent L, the corresponding scale is
λsim = L/N






≈ 0.27 (km s−1)−1 , (5.7.11)
where the numerical value is for z = 5, L = 20h−1Mpc and N = 5123, suggesting that the
numerical resolution needs to be at least this good in order not to compromise the location
of any cutoff in mock spectra.
The conclusion of this is that the effects of free-streaming, compared to those of thermal
broadening, pressure smoothing, finite spectral or numerical resolution, scale differently
with z. The redshift dependence is sufficiently weak so to make little difference between
z = 5.4 and z = 5, but the difference does become important comparing the FPS at
z = 3 versus z = 5. The numerical values also suggest that free-streaming, Doppler
and pressure broadening set-in at very similar values of k, and that the finite spectral
resolution of KECK is unlikely to compromise the measurements.
5.7.1.4 Summary about cutoff in Cold Dark Matter
We find that indeed there are thermal histories that have a cutoff at scales smaller than those
of the observed cutoff (λ ∼ 30 km/s). These are the so-called late reionization (LateR)
models described by [210] shown in Fig. 5.18. Mock FPS computed from CDM simulations
with LateR reionization history and temperature of the order T0 ∼ 5000 K exhibits a cutoff
at the scale λ ∼ 18 km/s < λF ∼ 30 km/s (Figures 5.16 and 5.19).
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Figure 5.18: Photoionization rates ΓHI and photoheating rates q̇HI of some of the UVB
models consistent with observations by [210] (dashed lines). Solid lines show analytical
models by [263, 264] for comparison.
There exist realistic thermal histories in which the cutoff due to thermal effects is located
at smaller scales. If a true thermal history is such, the cutoff needs to be explained by a
different mechanism.
5.7.2 Cutoff in Warm Dark Matter
Even in the absence of thermal effects, WDM free-streaming introduces a cutoff in the FPS
which resembles the observed cutoff for sufficiently ‘cold’ WDM models. Sterile neutrino
148
Figure 5.19: Mock FPS computed in simulations with late (green line), early (cyan line)
and no reionization (red line). To demonstrate the effects of pressure, the temperature of
the gas is set to T0 = 25 K.
models with mass 7 keV and lepton asymmetry parameter L6 = 8 or 12 (Fig. 5.20), appear
consistent with the HIRES data.
But can WDM in combination with thermal effects produce the observed cutoff? As
we saw in Section 5.7.1.3, the cutoffs due to different effects evolve differently. In addition
to that, we expect both the temperature of the IGM and the filtering length to change with
time. Since the data is available for 4 different redshifts, it is no longer practical to fit the
data manually.
We have varied the parameters of our models to obtain the best fit to the cutoff in the
FPS by performing a χ2 analysis. To this end we use the evolution of the photo-ionisation
and photo-heating rate of the LateR reionization model of [210], impose the temperature-
density relation with γ = 1 in post-processing, and scale the simulated mean transmission
to a range of values characterised by τeff ≡ − log〈F 〉. As described in Section 5.5.5.1, we
convolve the mock spectra with a Gaussian to mimic instrumental broadening, rebin to the
pixel size of the spectrograph, and add Gaussian noise with standard deviation independent
of wavelength and flux, corresponding to a signal to noise of 15 at the continuum level.
We compute a grid of mock FPS, varying T0 and τeff for CDM and WDM models. We
compare the mock FPS to the observed FPS at redshifts z = 4.2, 4.6, 5.0 and 5.4. When
doing the comparison we take into account that the scattering between different realisations
is large due to the small size of QSO samples (see Section 5.6.2 for details). We take
into account the sample variance by computing the χ2 of a model using the covariance
matrix computed from EAGLE REF (as the boxsize of our reference simulation is not large
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Figure 5.20: The cutoff in the mock flux power spectrum for various models, compared
to the HIRES (blue dots with error bars) and MIKE data (red dots with error bars) at
redshifts z = 5.0. For illustration purposes, we have scaled the amplitudes of the mock
FPS in all cases such that it agrees with the HIRES value for the second point from the
left, as a result different FPS in the same panel have different τeff . Here WDM simulations
WDM L1, WDM L8 and WDM L12 (cyan, red and green curves, respectively), with negligible
Doppler broadening, T0 = 25 K. DM free-streaming alone produces a cutoff in the FPS
that resembles the observed cutoff for L6 = 8 and 12.
enough to compute the covariance matrix). The rationale behind choosing EAGLE REF
was its large boxsize. the total length of the lines-of-sight in simulation was chosen equal
to the total length of the observed QSO sample for each redshift range. Although EAGLE
simulations do not have sufficient resolution at the smallest scales, we expect that the
covariance is reproduced correctly.
The resulting contours for 68% and 95% confidence levels for HIRES data are shown in
Fig. 5.21. In Table 5.3 we have compiled the values of the χ2 for the best-fitting models.
As can be seen already from Fig. 5.20, the WDM model M7L12 has the FPS suppres-
sion due to the free-streaming that is consistent with the data. Therefore when varying T0 in
post-processing, WDM prefers temperatures with the scale λb  λDM, see Fig. 5.21. At the
same time, our simulation M7L12 Planck Late predicts a temperature T sim0 ' 6500 K
at all redshifts (this is also in agreement with findings of [210]). From Fig. 5.21 we see that
the HIRES data is consistent with T sim0 within its 95% confidence interval. Thus our proce-
dure of post-processing is self-consistent – the temperature predicted by the simulations is
consistent with the data. We show in Fig. 5.22 WDM model with this T0 K as an example
of a model with realistic thermal history, compatible with the data.
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Table 5.3: Values of χ2 for the best-fitting models shown in Figure 5.21. The number of
dof is 5.
model z χ2








We cannot distinguish CDM and WDM without precise knowledge of the true thermal
history. Determination of the temperature history during the Epoch of Reionization will
categorically exclude one of the models.
Until there are observations allowing to identify the thermal history, the constraints
being put on the Dark Matter candidates are model-dependent.
Marginalising over thermal histories.
We have demonstrated [1] that the cutoff in the FPS can be explained by any of the three
effects (Doppler, pressure, DM free-streaming). This means that in order to obtain robust
constraints on the properties of WDM particles one would need to marginalize over all
astrophysical effects that can produce similar suppression in the FPS. The marginalisation
over thermal histories (i.e. pressure effects) cannot be computed by brute-force: each
thermal history requires its own full scale hydrodynamical simulation. On the other
hand, marginalisation over Doppler broadening is possible in post-processing and is not
computationally expensive.
To put robust constraints on the WDM, we need to marginalize over thermal histories.
However, dependence of pressure effects on the whole thermal evolution forbids the
direct exploration of the parameter space. The in order to constrain the WDM, we aim
to find the boundary WDM model that would be excluded under any thermal history.
Therefore, we suggest the following procedure for obtaining robust Lyman-α forest
bounds [2]:
(1) We have modelled the IGM using cosmological numerical simulations, using
GADGET-2 [45]. The details about the numerical simulations can be found in [1]. In order
to minimise the pressure effects, we have run our simulations with model of ultraviolet
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Figure 5.21: Confidence levels of mock FPS compared to the observed FPS of HIRES.
We vary the temperature at the mean density, T0, keeping γ = 1, and the value of the
effective optical depth τeff . Solid lines and colour shaded areas correspond to 68% and
95% uncertainty intervals for the mSN = 7 keV and L6 = 12 WDM model, dashed lines
are the same for the CDM model. Both models used the late reionisation model LateR
from [210]. The contours take into account both HIRES error bars as reported by [150] and
additional errors due to finite number of quasars in the dataset. The black solid vertical line
is the directly estimated τeff as reported in [150]. The horizontal line shows the value of
T0 as obtained in simulations with LateR UVB and without post-processing. It is in full
agreement with the results of [210]. The systematic uncertainty on τeff coming from the
sample variance is estimated to be ∼ 10%, and we have indicated the resulting uncertainty
on τeff with the orange shade. The uncertainty on 〈F 〉 due to continuum fitting is reported
to be at the level ∼ 20%, and we have indicated the resulting uncertainty on τeff with the
yellow shade.
background (UVB) LATECOLD from [210]. This model starts at redshift z = 6.7, later
than other thermal histories, considered in [210] but reproduces the measured temperature
at late redshift. This choice of the thermal history is compatible with the constraint on
reionization time [210]. By construction it gives the minimal filaments size.6
6We thank J. Onorbe for sharing with us the data of the LATECOLD thermal history that were not published
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Figure 5.22: Examples of CDM and WDM models with realistic thermal histories, consis-
tent with the high-resolution Lyman-α data. For both models we choose T0 = 8000 K as
predicted by our simulations with LateR UVB from [210]. The observed FPS inferred from
HIRES is plotted as blue symbols with error bars as reported by [150]. One should keep in
mind that the data points are correlated and therefore do not fluctuate independently. Shaded
regions around the model show the variance due to different realisations of mock FPS (with
the total length of the lines-of-sight in simulations equal to the length of observed spectra
in the dataset for each redshift interval). The mock spectra have best-fit effective optical
depth τeff ≡ − log 〈F 〉 for the fixed uniform temperature T imposed in post-processing.
Top panels are for redshift z = 5 and bottom panels – for redshift z = 5.4 for CDM (left
panels) and M7L12 SN model (right panels). The simulations are CDM Planck Late
(left panels) and M7L12 Planck Late (right panels).
together with the other thermal histories.
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(2) We explicitly marginalise over the IGM temperature (i.e. Doppler broadening)
adding their effects to the FPS in post-processing.
(3) We also marginalise over the effective optical depth τeff = − ln〈F 〉. τeff encom-
passes the information about the average absorption level (i.e. overall level of ionization
of the IGM). The work [151] provided measurements of τeff in each of the redshift bins
together with the errorbars. We can vary τeff in the post-processing of the spectra, by
rescaling the optical depth in the spectra by a suitable factor.
(4) Our resulting model describing evolution of FPS contains 7 parameters: WDM
mass mWDM, IGM temperature at cosmic mean density T0 and τeff (the latter two quan-
tities are evaluated at redshifts z = 4.2, 4.6, 5.0). We consider logarithmic priors on the
temperature and on the mass of Warm Dark Matter. We perform cosmological hydrodynam-
ical numerical simulations, using GADGET-2 [45], for two distinct cosmological models:
Cold Dark Matter (CDM) and WDM constituted of pure thermal relics with masses of
mWDM = 2.0 keV. The details about the numerical simulations can be found in [1]. Starting
from our simulations, we compute in post-processing the FPS for the parameter arranged
on a tri-dimensional regular grid. Our final theoretical model is obtained by interpolating
linearly the FPS across the grid. We perform a joint analysis on all the redshift intervals.
Figure 5.23: Confidence regions between the WDM mass, mWDM, the IGM mean temper-
ature, T0 and the effective optical depth τeff at redshifts z = 4.2, 4.6, 5.0. Our analysis
shows that if LATECOLD were the true history of reionisation, then the CDM would be
ruled out. However, it is not possible to use this analysis to determine the IGM temperature
in CDM for reionisation histories outside LATECOLD. By the same our analysis does not
allow to determine the lower bounds on T0 for a given WDM mass.
We run MCMC analysis and our 2σ contours are shown in Fig. 5.24 (full triangle) and
Fig. 5.23 for the most relevant parameters. Two important comments are in order here:
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1) Our contours do not reach CDM values (1/mWDM = 0). This does not mean that the
CDM cosmology is excluded by the data. This simply indicates that in the LATECOLD
reionizaiton scenario, the temperature alone is not sufficient to explain the suppression of
the FPS.
2) Unlike the usual case, our temperature contours are only meaningful as the upper
temperature limits. Indeed, they demonstrate that when minimizing pressure effects (as
in LATECOLD) and switching off free streaming one is not able to explain the shape of
the observed cutoff even with the temperatures in excess of 20000 K. Best fit or higher
temperature limits are exaggerated as they compensate pressure history that may be too
low.
Results. We find that mWDM ≥ 2.0 keV at 2-σ level. Only the lower bounds for the
temperature are shown. As mentioned above, the upper bound has no physical meaning,
being an artifact of our procedure that fixed pressure effects at their lowest value. We show
the 1 and 2-σ contours of the cosmic mean temperature T0, the optical depth τeff, and the
mass of the WDM mWDM in Figure 5.24.
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Figure 5.24: Confidence regions between the WDM mass mWDM and the IGM mean
temperature T0 and effective optical depth at redshifts z = 4.2, 4.6, 5.0. The dashed grey
lines are the τeff as measured in [151]
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Figure 5.25: The 2-σ level upper limit on T0 as a function of the inverse of mWDM. The
upper limit has been estimated separately for each redshift interval, with fixing mWDM. We
only show the interval 0 ≤ mWDM ≤ 0.5, that is within the 2-σ limit of the analysis of
Figure 5.23. This result is in substantial agreement with the global fit that we have shown
in Figure 5.23.
157
Figure 5.26: An example of cosmology with mWDM = 2 keV and thermal history that is
compatible within 2-σ with the observed flux power spectra. Orange shaded region shows
the uncertainty in the measurement of FPS due to the sampling variance.
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5.8 Conclusions
The power spectrum of the transmission in the Lyman-α forest (the flux power spectrum,
FPS), exhibits a suppression on scales smaller than λmin = 1/kmax ∼ 30 km s−1. Several
physical effects may contribute to this observed cutoff: (i) Doppler broadening resulting
from the finite temperature T0 of the IGM, (ii) Jeans smoothing due to the finite pressure of
the gas, and (iii) Dark Matter free streaming; these suppress power below scales λb, λp and
λFS, respectively. We have shown in Section 5.7 that, when λ is expressed in velocity units,
λb and λp are independent of redshift z for a given value of T0, whereas λDM ∝ (1 + z)1/2.
This means that any smoothing of the density field due to WDM free-streaming will be
most easily observable at high-redshift, and the observed FPS may provide constraints on
the nature of the Dark Matter [150, 235–237], and possible be a ‘WDM smoking gun’.
In our work we tried to answer two questions:
• Does the observed cutoff in the FPS favour Cold or Warm Dark Matter, or can both
models provide acceptable fits to the existing data?
• Are the WDM models with large λFS that were previously excluded allowed if one
considers a less restrictive thermal history?
To answer these questions we run a set of cosmological hydrodynamical simulations at
very high resolution, varying λb, λp and λFS independently. We then compute mock spectra
that mimic observational limitations (noise, finite spectral resolution and finite sample size),
and compare the mock FPS to the observed FPS.
We demonstrate that all three effects (i.e. Doppler broadening, Jeans smoothing and
DM free-streaming) yield a cutoff in the FPS that resembles the observed cutoff. Of course
in reality all three effects will contribute at some level. In particular, Doppler broadening
and Jeans smoothing both depend on the temperature T0 of the IGM, and so always work
together.
To answer the two questions posed above, we have tried to fit the observed FPS at
redshifts z = 5 and 5.4 with (i) a CDM model (which has λDM = 0), varying T0 and
the thermal history, and (ii) the particular case of a resonantly produced sterile neutrino
WDM model (characterised by the mass of the particle, mDMc2 = 7 keV, and the Lepton
asymmetry parameter L6, [153]), varying L6, T0 and the thermal history.
In addition to motivations based on particle physics (see e.g. [54]) our particular choice
of WDM particle is motivated by the fact that: (i) its decay may have been observed as a
3.5 keV X-ray line in galaxies and clusters of galaxies [55–57], (ii) it produces galactic
(sub)structures compatible with observations [136, 137], and (iii) it is apparently ruled out
by the observed FPS [225].
Fig. 5.22 shows how the HIRES data is compatible with CDM and SN cosmologies
if we choose relatively late reionisation model (LateR of [253]) so that λp is small and
T0 ≈ (7− 8) · 103 K as predicted by this model. Both the assumed late reionisation redshift,
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and the relatively low value of T0, are reasonable and consistent with expectations and
previous work. Crucially, a WDM model with L6 = 12 and the same late redshift of
reionisation also provides an acceptable fit to the data, provided T0 6 7000 K. With such a
low value of λb and λp, the FPS cutoff is mostly due to WDM free streaming.
From this comparison we conclude that the observed suppression in the FPS can be
explained by thermal effects in CDM model but also by the free-streaming in a WDM
model: current data do not strongly favour either possibility. We also find a reasonable
fit for a WDM model that was previously ruled out by [150] and [235–237]. Our present
analysis differs in a number of ways:
1. We vary the thermal history of the IGM within the allowed observational limits as
discussed by [210, 253]. The previous works modeled the UVB according to [211].
The latter scenario is known to reionise the Universe too early with respect to current
observations [210], plausibly overestimating λp.
2. We did not use any assumptions about the evolution T0(z) but inferred ranges of T0
at z = 5.0 and z = 5.4 based on theoretical considerations and limits inferred from
the Lyman-α data (see also [234]).
We also reconsidered the impact of peculiar velocities (‘redshift space distortions’),
which were claimed to affect the appearance of a cutoff at the smallest scales [246], but
found these not to be important at the much higher resolution of our simulations.
We also demonstrated that spatial fluctuations in temperature, which are expected to
be present close to reionisation, may dramatically affect the FPS. Spatial variations in T0
can dramatically increase the amplitude of the FPS at the scale of the imposed fluctuations,
effectively decoupling the large-scale and small-scale FPS. Unfortunately, this means that
a model without fluctuations in T0 will yield incorrect constraints on parameters if such
fluctuations are present in the data. Interestingly, the nuisance caused by fluctuations in T0
may actually be rather helpful if the cutoff in the FPS is in fact due to WDM, since in that
case there would be no spatial fluctuations in the location of the cutoff – and the evolution
with redshift of the cutoff would follow λDM ∝ (1 + z)1/2.
Moving away from Lyman-α and studying the small-scale Universe in the H I 21-
cm line during the ‘Dark Ages’ [265] instead is currently almost science fiction, but
ultimately may be the most convincing way of determining once and for all whether
most of the Dark Matter in the Universe is warm or cold.
In the meantime, we have produced a new robust constraint on WDM from the most
recent QSO spectra available from HIRES at high redshift. We have assumed a conservative
thermal history for the IGM that is still consistent with reionization, and that gives the
minimal size of the intergalactic structures. We have assumed that the intergalactic medium
is optically thin, and that reionization happens uniformly in all the space. We aim to discuss
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a more realistic reionization scenario in an upcoming publication. We have neglected the




5.A Convergence of the simulations in box-size
Figure 5.27: Study of the box-size needed in the numerical simulations to resolve the
smallest scales probed by the HIRES and MIKE data samples. We show the FPS at z = 5.0
and z = 5.4 for three simulations without UVB and different box-sizes, yet same resolution.
We have imposed a uniform temperature T = 25 K in the post-processing of the spectra.
We have applied the resolution of the HIRES spectrograph to the spectra, but we have
excluded the effect of noise on the spectra. The FPS are normalized to the nominal observed
optical depth of the observed spectra. The red solid line has a box-size L = 10 Mpc/h, the
green solid line L = 20 Mpc/h, and the orange solid line L = 40 Mpc/h. The FPS for the
case of L = 10, L = 20 Mpc/h, and L = 40 Mpc/h agree with each other.
We have investigated the convergence of the FPS in box-size of the simulation with
constant resolution. In section 5.B we have concluded that we need at least a number
of particles N = 10243 and a boxsize L = 20 Mpc/h to resolve the smallest scales
reached by the data. Because we do not have the computing power to run a simulation
with L = 40 Mpc/h with this maximal resolution, we consider three simulations with
L = 10, 20, 40 Mpc/h and half the resolution. In this limit, we show in Figure 5.27 that
the L = 20 Mpc/h is sufficient to resolve the scales we intend to study.
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5.B Numerical convergence
Before comparing the mock FPS to the observed FPS, we investigate to what extent the
mock FPS is converged, both in terms of resolution and box size; the latter discussion can
be found in Appendix 5.A. The gas temperature in our simulations that were performed
without an imposed UVB is very low, and the gas distribution itself is not numerically
converged at any of our resolutions. The effect of that on the FPS is shown in Fig. 5.15.
For an imposed T − ρ relation with (T0, γ) = (25K, 1), the CDM FPS does show a cutoff
at small scales, but the value of kmax increases with increasing particle count, N . The value
of kmax for N = 8963 and N = 10243 is nearly identical (see Fig. 5.15). We run our main
analysis with the box size L = 20 Mpc/h and N = 10243 of both DM and gas particles,
the corresponding scale kmax,sim is therefore much larger than ks.
Our resolution is higher than used previously [150] as the latter work was interested
in hotter thermal histories – IGM with the temperature T0 ∼ 10000 − 20000 K with a
non-negligible thermal smoothing. Note that [150] also recongnized that N = 5123 with
L = 20 Mpc/h resolution is insufficient, but they applied a correcting factor to all power
spectra. This factor was calibrated with a single simulation with N = 8963, L = 20 Mpc/h.
We instead rely on the intrinsic convergence of our simulations in the range of available
data.
5.C Effect of noise
We investigate the effect of noise on the FPS. In our implementation of the noise, we
have considered a Gaussian noise, with amplitude independent of flux or wavelength. In
a spectrum from a bright quasar, the S/N is expected to increase with the flux. Because
we have considered a S/N that is constant with flux and matches the S/N measured at the
continuum level, we are likely underestimating the effect of noise in our analysis.
In some of the previous works on FPS in the Lyman-α forest, in particular [150, 235],
the effect of noise on the flux PS is encoded with the application of a correction, that only
depends on the chosen S/N and the redshift (in particular see Figure 16 in [150]), and not
on other parameters of the IGM, such as the τeff . We have investigated whether the effect of
noise is independent of the level of ionization of the IGM. In Figure 5.28 we show explicitly
that the ratio between the FPS computed in the cases with and without noise depends on the
value of the τeff , and the difference becomes larger on the smallest scales. This example was
computed for a CDM simulation without, and with a uniform temperature T = 2× 104 K
imposed in post-processing. The effect of noise on the FPS is presumably being affected
also by the temperature of examined spectra. Hence, we have resorted to including the
effect of noise in our analysis by applying the noise to the spectra and then computing the
resulting FPS.
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Figure 5.28: The effect of noise on FPS and its dependence from τeff . We show the ratio
between the FPS computed with and without noise. We have considered a signal-to-noise
ratio equal to 15, for a CDM simulation without UVB, and with imposed temperature in
post-processing equal to T = 2× 104 K. The left (right) panel regards the redshift interval
centered on z = 5.0 (z = 5.4). The solid lines refers to the mean of the ratio between the
FPS computed with and without noise, the shaded region refer to the 1-σ uncertainty on the
ratio. The black solid line is the correction for noise applied in [150], that is independent
from τeff . We conclude that the effect of noise depends on τeff , and that accounting for noise
only with a filter to the noiseless FPS is going to introduce a bias in the final estimate of the
temperature.
5.D Estimation of mean flux uncertainties
Available measurements of mean flux at high redshifts are based on small samples of
quasars. Data from [150] that we are using contains only 25 quasars with emission redshifts
4.48 ≤ zem ≤ 6.42. Other works like [261] provide mean flux measurements also for only
∼ 10 redshift intervals above z = 5. Even though quoted mean flux errors for individual
spectra can be as low as ∼ 1%, tiny sample sizes suggest that undersampling of the density
distribution is occurring.
To estimate this sampling error, we studied the distribution of mean flux for populations
of mock spectra drawn from one of our simulations. To closely replicate the setup of [150],
from 1000 lines of sight of the length 20 Mpc/h we prepared 142 l.o.s. of 140 Mpc/h
by random concatenation (roughly corresponding to ∆z = 0.4 used in [150] to bin the
observations).
Next, we drew 1000 samples of the sizes 1, 10 and 100. For each population, we
computed the standard as well as maximal deviations to gauge the sampling bias: Table 5.4.
We see that typical error for Nsample = 10 is of the order of 4− 5%.
On the other hand, the typical continuum level uncertainty is estimated to be ∼ 20%
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[150]. Hence, uncertainty is dominated by continuum error.
Table 5.4: Means and standard deviations for populations of 140 Mpc/h mock spectra. F̄







1 0.1136 ±0.0163 (±14.3%)
10 0.1121 ±0.0056 (±5.0%)
100 0.1121 ±0.0008 (±0.7%)
5.0
1 0.2086 ±0.0247 (±11.8%)
10 0.2070 ±0.0078 (±3.8%)
100 0.2065 ±0.0011 (±0.5%)
5.E Data analysis
Mock spectra are rescaled to match the corresponding experimental values of effective
optical depth using the following procedure:
Algorithm 1 Rescaling of transmitted flux
1: function RESCALEFLUXES(spectra, τexp)
2: τ ← − log 〈spectra〉
3: while |τ − τexp| > 10−2 do
4: x← τexp/τ
5: spectra← spectrax
6: τ ← − log 〈spectra〉
return spectra
This algorithm is a linear rescaling of the optical depth τeff = − log 〈F 〉 that is
complicated by exponentiation: 〈eτ 〉 6= e〈τ〉 .
Next, we apply Gaussian filtering to simulate the point-spread function of the instru-
ments and rebin the spectra according to pixel sizes.
From rescaled and filtered spectra the flux contrast is computed δF (v) =
F (v)
〈F 〉 − 1 and
















F (v)− 〈F 〉
〈F 〉 (5.E.4)
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where V is the velocity interval over which the flux is given.
Flux is sampled in a linearly spaced velocity interval (vmin, vmax) with a step dv . To
get the Fourier transform of the flux, we will use a Discrete Fourier Transform implemented
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N δ(vmin +mdv) (5.E.9)
The sum is exactly the Discrete Fourier Transform while the rest of the expression is the
phase factor by which one has to multiply the output of the FFT to obtain the Fourier image.
Since the implementation of this is non-trivial and specific to a programming language,
we present the Python code we use in Algorithm 2.
For computed power spectra we estimate the error bars on the mean using the bootstrap
technique.
Finally, power spectra are averaged over logarithmically-spaced k-bins corresponding
to the binning in data from [150]. For visual clarity we extend the number of bins to include
also smaller scales.
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Algorithm 2 Computation of flux power spectrum (Python)
# Given:
# spectra - array of spectra
# N - length of each spectrum
# V - velocity interval
import numpy as np
dv = V / N
freqs = np.fft.fftfreq(N) * (2. * np.pi / dv)
idx = np.argsort(freqs)
idx = idx[freqs[idx] >= 0]
freqs = freqs[idx] # select positive frequencies
mean = np.mean(spectra)
delta = (spectra - mean) / mean
fourier = np.fft.fft(delta)[idx] * dv / V
power_spectra = np.abs(fourier)**2 * V
dimless_power_spectra = power_spectra * freqs / np.pi
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[248] J. Miralda-Escudé and M. J. Rees, Reionization and thermal evolution of a photoionized
intergalactic medium., Mon. Not. Roy. Astron. Soc. 266 (1994) 343.
[249] T. Abel and M. G. Haehnelt, Radiative Transfer Effects during Photoheating of the
Intergalactic Medium, Astrophys. J. 520 (1999) L13 [astro-ph/9903102].
[250] J. Miralda-Escude and J. P. Ostriker, What produces the ionizing background at large
redshift?, Astrophys. J. 350 (1990) 1.
[251] M. McQuinn, Constraints on X-ray emissions from the reionization era, Mon. Not. Roy.
Astron. Soc. 426 (2012) 1349 [1206.1335].
[252] L. Hui and Z. Haiman, The Thermal Memory of Reionization History, Astrophys. J. 596
(2003) 9 [astro-ph/0302439].
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Samenvatting
De kwantumtheorie van de elektrodynamica en pogingen om de subatomaire fysica fenome-
nologisch te verklaren, hebben samen geleid tot de ontwikkeling van de meest geavanceerde
beschrijving van de deeltjesfysica tot nu toe. Het Standaardmodel van de deeltjesfys-
ica verenigt de modellen van de elektromagnetische, zwakke en sterke interacties in een
krachtig en elegant theoretisch kader. Desondanks is vandaag vastgesteld dat het Stan-
daardmodel moet worden uitgebreid om de fenomenen buiten het Standaardmodel (BSM)
te verklaren: donkere materie, materie-antimaterie asymmetrie van het heelal en neutrino
oscillaties.
Nieuwe deeltjes en interacties die nodig zijn voor de BSM-fysica zijn tot nu toe in
deeltjesfysica-experimenten niet ontdekt. De moeilijkheid van directe detectie van deze
deeltjes ligt in de enorme parameterruimte van de mogelijke kandidaten. Daarom kan data
afkomstig van kosmologische en astrofysische observaties van onschatbare waarde zijn
voor laboratoriumexperimenten.
In dit proefschrift onderzoeken wij twee methoden om BSM kandidaten in te perken:
door hun invloed op de zogenaamde Big Bang Nucleosynthese, en door waarneembare
verschillen in de materieverdeling veroorzaakt door vrije stroming van donkere-materie
deeltjes. We concentreren onze aandacht op die uitbreiding van het Standaardmodel, die
tot doel heeft alle drie BSM fenomenen tegelijkertijd te verklaren: het Neutrino Minimal
Standard Model. In deze uitbreiding worden drie extra heavy neutral leptons (of steriele
neutrino’s) toegevoegd aan het Standaardmodel. Één hiervan speelt de rol van donkere
materie, terwijl de andere twee nodig zijn voor de verklaring van de materie-antimaterie
asymmetrie en neutrino oscillaties. De donkere-materie kandidaat is een voorbeeld van
Warme Donkere Materie, waarvan vrije stroming kan worden gedetecteerd in de ”Lyman-α
forest” spectra van verre quasars. De andere twee deeltjes hebben levensduren die relevant
zijn voor Big Bang Nucleosynthese.
Heavy neutral leptons zijn vervallende deeltjes met neutrino-achtige interacties die de
vorming van lichte elementen tijdens de Big Bang Nucleosynthese kunnen beı̈nvloeden. Dit
gebeurt door middel van hun effect op de Hubble expansie en door hun verval in deeltjes,
die zowel de spectra van gewone neutrino’s deformeren of rechtstreeks wisselwerken met
nucleonen. Steriele neutrino’s met een massa hoger dan ∼ 100 MeV produceren ook
kortlevende muonen en mesonen die ingewikkelde vervalketens op gang kunnen brengen.
We leggen een methode voor om Big Bang Nucleosynthese numeriek te modelleren in de
aanwezigheid van steriele neutrino’s met massa’s tot ∼ 1 GeV, en stellen beperkingen aan
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hun levensduur, uitgaande van verschillende koppelingsmechanismen.
Het waargenomen Lyman-α flux power spectrum (FPS) is onderdrukt op schalen
kleiner dan ∼ 30 km/s. Deze afkapping kan te wijten zijn aan de hoge temperatuur
T0 en druk p0 van het absorberende gas of anders zou het de vrije stroom van donkere
materie deeltjes in het vroege universum kunnen weerspiegelen. We voeren een reeks
kosmologische hydrodynamische simulaties van zeer hoge resolutie uit, waarin we T0, p0
en de sterkte van de vrije stroming van donkere materie variëren, en vergelijken de FPS
van gesimuleerde spectra met data. We tonen aan dat de FPS afkapping veroorzaakt kan
worden door Koude Donkere Materie. Echter, het kan even goed worden verklaard, onder
de aanname van dat de donkere materie bestaat uit∼ 7 keV steriele neutrino’s, in welk geval
de afkapping voornamelijk te wijten is aan de vrije stroming van donkere materie. Hierdoor
zijn de constricties voor de donkere materie kandidaten afhankelijk van een gedetailleerde
kennis van de periode van reı̈onisatie. We laten zien hoe we krachtige beperkingen kunnen
stellen aan warme donkere materie in het algemeen door over de thermische geschiedenis,
die consistent zijn met waarnemingen, te marginaliseren.
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Summary
Attempts to phenomenologically explain subatomic physics together with the well-rounded
quantum theory of electrodynamics have culminated in the development of the most
advanced description of particle physics to date. The Standard Model (SM) of particles
unites the models of the electromagnetic, weak and strong interactions in a rigid and elegant
theoretical framework. Nevertheless, today it is an established fact that the SM has to be
extended to explain the so-called Beyond the Standard Model (BSM) phenomena: dark
matter, matter-antimatter asymmetry of the Universe and neutrino flavour oscillations.
New particles and interactions necessary for BSM physics have so far evaded dis-
covery in particle-physics experiments. The difficulty of direct detection lies in the huge
parameter space of the possible candidates. Hence, data coming from the cosmological and
astrophysical observation can provide invaluable directions for laboratory experiments.
In this thesis we explore two methods of constraining new-physics candidates: through
their influence on the primordial nucleosynthesis and through observable differences in the
matter distribution caused by free-streaming of the dark-matter particles. We concentrate
our attention on the well-motivated extension of the SM that aims at explaining all 3 BSM
problems at the same time: the Neutrino Minimal Standard Model. In this extension, there
are 3 additional heavy neutral leptons (or sterile neutrinos), one of which plays the role of
dark matter, while the other two are necessary for induction of matter-antimatter asymmetry
and neutrino oscillations. The dark-matter candidate is an example of a Warm Dark Matter
particle, the free-streaming of which might be detected in the Lyman-α forest spectra of
distant quasars. The other two particles have lifetimes that make them relevant to the
primordial nucleosynthesis.
Heavy sterile neutrinos are decaying particles with neutrino-like interactions that can
influence the formation of light nuclei during primordial nucleosynthesis, both through
their effect on the Hubble expansion rate and through the generation of particles that distort
the spectra of SM neutrinos or interact directly with nucleons. Sterile neutrinos with masses
above ∼ 100 MeV also produce short-lived muons and mesons that can trigger complicated
decay chains. We present a method for numerical modelling the primordial nucleosynthesis
in the presence of sterile neutrinos in the mass range up to ∼ 1 GeV, and we put constraints
on their lifetime assuming various coupling patterns.
The observed Lyman-α flux power spectrum (FPS) is suppressed on scales below
∼ 30 km/s. This cutoff could be due to the high temperature T0 and pressure p0 of the
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absorbing gas or, alternatively, it could reflect the free streaming of dark-matter particles in
the early universe. We perform a set of very high resolution cosmological hydrodynamic
simulations in which we vary T0, p0 and the amplitude of the free streaming of dark-matter,
and compare the FPS of mock spectra to the data. We demonstrate that the FPS cutoff can
be fitted assuming cold dark matter, but it can be equally well fitted assuming that the dark
matter consists of ∼ 7 keV sterile neutrinos in which case the cutoff is due primarily to the
free-streaming dark matter. Consequently, the constraints on the dark-matter candidates
depend on the detailed knowledge of the Epoch of Reionization. We demonstrate how to
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