Inelastic Microwave Photon Scattering off a Quantum Impurity in a
  Josephson-Junction Array by Goldstein, Moshe et al.
ar
X
iv
:1
20
8.
03
19
v2
  [
co
nd
-m
at.
me
s-h
all
]  
9 J
an
 20
13
Inelastic Microwave Photon Scattering off a Quantum Impurity in a
Josephson-Junction Array
Moshe Goldstein,1 Michel H. Devoret,1, 2 Manuel Houzet,3 and Leonid I. Glazman1, 2
1Department of Physics, Yale University, New Haven, CT 06520, USA
2Departments of Applied Physics, Yale University, New Haven, CT 06520, USA
3SPSMS, UMR-E 9001, CEA-INAC/UJF-Grenoble 1, F-38054 Grenoble, France
Quantum fluctuations in an anharmonic superconducting circuit enable frequency conversion of
individual incoming photons. This effect, linear in the photon beam intensity, leads to ramifications
for the standard input-output circuit theory. We consider an extreme case of anharmonicity in which
photons scatter off a small set of weak links within a Josephson junction array. We show that this
quantum impurity displays Kondo physics and evaluate the elastic and inelastic photon scattering
cross sections. These cross sections reveal many-body properties of the Kondo problem that are
hard to access in its traditional fermionic version.
Propagation of small-amplitude electromagnetic waves
through an optical system or a passive microwave circuit
is conventionally described in terms of transmission and
reflection amplitudes, or, equivalently, complex admit-
tances. Considered classically, the wave propagation can
be calculated using input-output theory [1, 2]. In the
absence of dissipation, the transmission t(ω) and reflec-
tion r(ω) amplitudes for a photon of frequency ω satisfy
the unitarity condition, |t(ω)|2 + |r(ω)|2 = 1. It is of-
ten tacitly assumed that this description applies in the
quantum limit too. While this is indeed true if the cir-
cuit is harmonic, the presence of anharmonic elements
modifies the picture qualitatively: a photon of energy ~ω
may “split” into several ones of smaller energy; unitarity
is violated in the elastic channel, |t(ω)|2 + |r(ω)|2 < 1.
The photon frequency conversion results in a finite dissi-
pative part of the admittances despite the system being
free of dissipative elements. These features appear in a
quantum circuit containing even a single or a small group
of anharmonic elements, a “quantum impurity”.
In this paper we consider the propagation of mi-
crowave photons (oscillations of charge and supercon-
ducting phase) along an array of Josephson junctions in-
terrupted by a capacitive element; see Fig. 1. If Joseph-
son energies were all large with respect to charging en-
ergies for each of the tunnel junctions, the system would
be effectively harmonic, and photon scattering off the
central capacitive link would be purely elastic. We will
rather assume the Josephson energy to be large for all
the junctions except for the two closest to the capaci-
tive link. These two junctions, together with the two
superconducting islands they single out, form a quantum
impurity which causes inelastic photon scattering. The
quantum impurity is of the Kondo variety [3–7], where
the two values of the polarization charge of the said two
islands play the role of the Kondo spin. However, pho-
ton scattering is quite different from electron scattering
in the conventional Kondo problem [8]. We find that the
photon elastic transmission and reflection coefficients, as
well as the total inelastic scattering cross section γ(ω),
are related to the local “spin” susceptibility χzz(ω). We
then study the spectrum γ(ω′|ω) of photons at frequency
ω′ generated by inelastic processes from incoming pho-
tons at frequency ω. The spectrum peaks as a function
of ω′ at the Kondo energy scale. At ω − ω′ ≪ TK or
ω′ ≪ TK the behavior of γ(ω′|ω) provides direct access
to corrections to the Nozie`res fixed-point Hamiltonian.
We provide technical details in the Supplemental Mate-
rial (SM) [9].
Assuming that the superconducting gap is larger than
any other energy scale, the only relevant degrees of free-
dom are the number of Cooper pairs ni on island i and
the corresponding superconducting phase ϕi, obeying
[ϕi, nj ] = iδij . The array Hamiltonian is
H =
∑
i,j
[
2e2
(
ni − n0i
) (
C
−1
)
ij
(
nj − n0j
)− EijJ cos(ϕi − ϕj)] ,
(1)
where EijJ and Cij are the matrices of Josephson couplings
and capacitances, respectively. We will assume nearest-
neighbor Josephson couplings, and ground- and nearest-
neighbor capacitances, whose values can be inferred from
Fig. 1. The gate-induced charge offset on the ith island is
n0i = C
g
i V
g
i /(2e) with V
g
i and C
g
i being the gate voltage
and capacitance to the ground, respectively.
Away from the quantum impurity the array is uniform:
except for the quantum impurity islands, all Josephson
couplings are EJ , and all capacitances to the ground
and junction capacitances are Cg and C, respectively.
Properties of the uniform array are controlled by two
ratios, EJ/ECg and EJ/EC , of EJ and two charging
energies, EC = (2e)
2/(2C) and ECg = (2e)
2/(2Cg).
Typically C/Cg ≫ 1 (it is ∼ 102 in [10]). That al-
RL
FIG. 1. Diagram of the system. The dotted box surrounds
the quantum impurity. See the text for further details.
2lows one to have the impedance of the array Z =
[~/(2e)2]
√
2ECg/EJ on the order of the resistance quan-
tum RQ = π~/(2e
2), while keeping the amplitude of
phase slips A ∼ e−
√
32EJ/EC exponentially small [10].
In an array of length L . a/A (a is the array spac-
ing) the Josephson energy can thus be replaced by a
quadratic term. In addition, in the long wavelength
limit we may use a continuum description for the ar-
ray [11] (except for the impurity) in terms of Bose fields
φℓ(x) and ρℓ(x) which represent, respectively, the su-
perconducting phase (whose gradient is proportional to
the electric current) and charge density (in units of −2e
per period of the array) in lead ℓ = L,R, obeying
[φℓ(x), ρℓ′ (x
′)] = iδℓℓ′δ(x − x′),
Hleads =
∑
ℓ=L,R
v
2π
∞∫
0
{
g [∂xφℓ(x)]
2
+
1
g
[πρℓ(x)]
2
}
dx. (2)
The array is characterized by the velocity of plasmons
v = a
√
2EJECg , and by g = RQ/(2Z). C does not af-
fect excitations of wavelengths well exceeding a
√
C/Cg.
Thus, the linear dispersion waveguide Hamiltonian (2)
is limited to frequencies within a bandwidth ω0 ∼
(v/a)
√
Cg/C (See SM, Sec. SM.A [9]).
Let us now turn to the quantum impurity, islands
L and R in the dotted box in Fig. 1. We derive its
low-energy Hamiltonian under the realistic assumptions
CLR ∼ C ≫ CgL, CgR ∼ Cg and CL, CR ∼
√
CCg (See
SM, Sec. SM.A [9]). When the charging energy EimpC =
(2e)2/[2(C˜L + C˜R)], with 1/C˜ℓ = 1/Cℓ + 1/
√
CCg, is
large with respect to the Josephson energies EL,RJ , the
total impurity charge nL + nR is quantized. If the gate
voltages are set to (CgLV
g
L + C
g
RV
g
R)/(2e) = 1, then to
lowest order in EL,RJ the islands are restricted to the
two charging states |0L, 1R〉 and |1L, 0R〉. We label
these two configurations by the states of a pseudospin,
Sz = (nL−nR)/2 = ±1/2, so that S+ = |1L, 0R〉〈0L, 1R|
and S− = (S+)
†. Finite EL,RJ enables switching between
these two states through virtual states with energies
of order EimpC . Eliminating these by a Schrieffer-Wolff
transformation leads to an effective low-energy Hamilto-
nian (See SM, Sec. SM.A [9]),
Himp =− E
LR
J
2
{
e−i[φL(0)−φR(0)]S+ + e
i[φL(0)−φR(0)]S−
}
+
(2e)2
Cg
λLRa [ρL(0)− ρR(0)]Sz −BzSz. (3)
Here
ELRJ =
ELJE
R
J
EimpC
,
Bz
2e
=
(
1
2CLR
− λ
2
LR
Cg
)
(CgLV
g
L − CgRV gR)
(4)
and λLR = CLCR/[(CL +CR)CLR] ∼
√
Cg/C ≪ 1. The
first term in Eq. (3) accounts for flips of the pseudospin,
which are accompanied by transfers of discrete charge
±2e between the two leads [12]. The second term is a
capacitive coupling between the impurity and the leads.
The third represents the effect of a gate voltage bias be-
tween the impurity islands. Hamiltonian (3) clearly in-
troduces anharmonicity into the system.
Applying the transformation H → U†HU with U =
e−i[φL(0)−φR(0)]Sz , the Hamiltonian acquires the form of
the spin-boson model with Ohmic dissipation [13, 14]:
HSB =
∑
λ=c,s
v
2π
∞∫
0
{[
∂xφ˜λ(x)
]2
+ [πρ˜λ(x)]
2
}
dx
−BzSz − ELRJ Sx − πvαρ˜s(0)Sz, (5)
where ρ˜s(x) = [αLρL(x)−αRρR(x)]/(α√g) and φ˜s(x) =√
g[αLφL(x) − αRφR(x)]/α are, respectively, the “spin
density” and its canonically conjugate momentum field.
The “charge density” and its conjugate field, ρ˜c(x) =
[αRρL(x)+αLρR(x)]/(α
√
g) and φ˜c(x) =
√
g[αRφL(x)+
αLφR(x)]/α, decouple from the impurity spin. The pa-
rameters αL,R and the coupling parameter α in Eq. (5)
are given by [15]
αL = αR =
1√
g
(1− λLR) , α2 = α2L + α2R. (6)
The spin-boson Hamiltonian (5) is equivalent [13, 14]
to the single-channel Kondo model [7], describing a local-
ized spin exchange-coupled to a bath of noninteracting
spin-1/2 fermions with bandwidth ω0,
HK =
∑
k,σ=↑,↓
vkc†k,σck,σ +
Iz
2L
Sz
∑
k,σ,k′,σ′
c†k,στ
z
σ,σ′ck′,σ′
+
Ixy
4L
S−
∑
k,σ,k′,σ′
c†k,στ
+
σ,σ′ck′,σ′ +H.c.−BzSz, (7)
where τ iσ,σ′ are the Pauli matrices, Iz = 2πv(1 − α/
√
2),
and Ixy = 2πaE
LR
J . Given the smallness of E
LR
J [cf.
Eq. (4)], isotropic exchange (Ixy = Iz) corresponds to
α2 ≈ 2 (i.e., g ≈ 1, since λLR ≪ 1). The Toulouse point,
where the Kondo problem is equivalent to a noninteract-
ing resonant level [7, 11, 14], occurs at α = 1 (g ≈ 2);
this point of highly anisotropic exchange is hardly ac-
cessible in electronic realizations of the Kondo model.
Nevertheless, the Kondo couplings still flow to the same
strong-coupling fixed point as in the standard isotropic
case.
The Kondo impurity is locked into a singlet with its
environment at energies below the Kondo temperature
TK . We define it through the inverse static local impurity
susceptibility, T−1K ≡ ∂〈Sz〉/∂Bz|Bz=T=0. To the leading
order in Ixy ∝ ELJERJ it is given by [16]
TK = c(α)ω0
(
Ixy
2πaω0
)2/[2−α2]
, c(α) ∼ 1, (8)
with c(0) = 1. For the strong-coupling physics to show
up the leads should be longer than v/TK [17].
3We now examine the ac transport properties of the cir-
cuit. The quantum impurity causes elastic and inelastic
scattering of incoming microwave photons. The former
is characterized by the elastic T -matrix Tˆ elℓ′|ℓ(ω), defined
as usual by the relation between the single photon prop-
agators in the presence and absence of the impurity (see
SM, Sec. SM.B [9]). It has the structure
− 2πiTˆ elℓ′|ℓ(ω) =
(
rL(ω)− 1 tR(ω)
tL(ω) rR(ω)− 1
)
, (9)
where tℓ(ω) [rℓ(ω)] is the transmission [reflection] ampli-
tude for a photon of frequency ω incoming in lead ℓ.
The equations of motion for the single photon propa-
gartors allow us to derive a relation
Tˆ elℓ′|ℓ(ω) = (−1)δℓ,ℓ′−1ωαℓαℓ′χzz(ω), (10)
between all the elements of the elastic Tˆ matrix and the
local dynamic differential spin susceptibility of the Kondo
problem (7), χzz(ω) = 〈〈Sz ;Sz 〉〉ω, where double angu-
lar brackets denote retarded correlators. Thus, a simple
ac transport measurement on this system yields the dy-
namic susceptibility of the Kondo model, which is hard
to access in the electronic realizations of the Kondo ef-
fect: in those systems charge transport is weakly-coupled
to the spin dynamics, whereas in our system Sz is actu-
ally the electric polarization of the quantum impurity.
An incoming electromagnetic wave will generate an ac
voltage difference (“magnetic field”) on the “spin”. The
impurity electric polarization will oscillate in response
[through χzz(ω)] and emit the scattered waves.
The frequency dependence of χzz is nonmonotonic. We
will concentrate on low temperatures (T ≪ TK) and
small “magnetic fields” [cf. Eq. (4)], Bz ≪ TK , where
Kondo physics is most clearly manifested. The imagi-
nary part of χzz(ω) has a maximum at ω ∼ TK while
Re[χzz(ω)] alternates its sign. These features sharpen
up to width ∼ α2TK at α ≪ 1 [14]. At low frequency
ω ≪ TK and arbitrary α the susceptibility approaches a
real constant,
χzz(ω) = χ0
(
α,
Bz
TK
)[
1 + iπα2ωχ0
(
α,
Bz
TK
)]
, (11)
where χ0(α,Bz/TK) ≡ ∂〈Sz〉/∂Bz is the static local dif-
ferential susceptibility, with χ0(α, 0) = 1/TK . The coeffi-
cient of the dissipative, linear-in-frequency term, is fixed
by the Shiba relation [14, 18] (See SM, Sec. SM.C [9]). At
high frequencies, ω ≫ TK , Bz, we can use perturbation
theory in Ixy ∝ ELJERJ to find [19]
χzz(ω) = i
π
4
f(α)
ω
(
TK
iω
)2−α2
, α > 1, (12)
where f(α) = −2 sin(πα2/2)Γ(1−α2)/{π[c(α)]2−α2}. At
α < 1 the imaginary part of Eq. (12) still describes
Im[χzz(ω)], while the real part is dominated by another
term, Re[χzz(ω)] ∼ TK/ω2. At ω ≫ TK , Bz, the pho-
ton reflection coefficient |rℓ(ω)|2 in the elastic channel
approaches 1, while the transmission coefficient |tℓ(ω)|2
scales as (TK/ω)
2(2−α2) for α > 1 and as α4(TK/ω)
2
for α < 1. The elastic scattering probabilities at the
Toulouse point α = 1 are plotted in Fig. 2.
Let us now turn to inelastic photon scattering. Using
Eq. (10), the total probability of an incoming photon to
be scattered inelastically is
γℓ(ω) = 1− |rℓ(ω)|2 − |tℓ(ω)|2 (13)
= 4πα2ℓωIm [χzz(ω)]− 4π2α2ℓα2ω2 |χzz(ω)|2 .
This quantity would be zero for a harmonic system, but
is nonzero in general (See SM, Sec. SM.C [9]). Actu-
ally, for ω ≫ TK we may use Eq. (12) to find γℓ(ω) ∼
α4(TK/ω)
2−α2 , which is parametrically larger than the
elastic transmission coefficient |tℓ(ω)|2 for any α. As
shown in Fig. 2, the total inelastic probability can reach
17% at the Toulouse point α = 1, and should increase
further upon increasing α.
The measurable characteristic of the inelastic processes
is the spectrum of emitted photons γℓ′|ℓ(ω
′|ω), where
γℓ′|ℓ(ω
′|ω)dω′ is the average number of photons in the fre-
quency interval [ω′, ω′+dω′] emitted into lead ℓ′ per each
incoming photon at frequency ω in lead ℓ (assuming the
incoming intensity is weak enough so that processes in-
volving two or more incoming photons can be neglected).
This quantity is a sum over the cross sections of all the
possible multiphoton inelastic processes where one of the
outgoing photons has frequency ω′, while integrating over
all the other outgoing photons. It can also be related to
local impurity correlators (See SM, Sec. SM.D [9]). En-
ergy conservation leads to the relation
∑
ℓ′=L,R
∞∫
0
ω′γℓ′|ℓ(ω
′|ω)dω′ = ωγℓ(ω). (14)
For ω, ω′, ω − ω′ ≫ Bz, TK the spectrum γℓ′|ℓ(ω′|ω)
can be found perturbatively in Ixy ∝ ELJERJ (See SM,
Sec. SM.E [9]),
FIG. 2. Elastic transmission, elastic reflection, and total in-
elastic scattering probabilities at the Toulouse point α = 1
with left-right symmetry (hence the lead index ℓ was omit-
ted) and Bz = T = 0 (See SM, Sec. SM.D [9]). See the text
for further details.
4γℓ′|ℓ(ω
′|ω) = 4πα
2
ℓα
2
ℓ′
ωω′
(
Ixy
4πa
)2 [
Im
[
χ˜hl+−(ω − ω′)
] (
θ(ω − ω′)
{
[1 + nB(ω
′)] [1 + nB(ω − ω′)]− nB(ω′)nB(ω − ω′)
}
+θ(ω′ − ω)
{
nB(ω
′) [1 + nB(ω
′ − ω)]− [1 + nB(ω′)]nB(ω′ − ω)
})
+Im
[
χ˜hl+−(ω + ω
′)
] {
nB(ω + ω
′) [1 + nB(ω
′)]− [1 + nB(ω + ω′)] nB(ω′)
}]
, (15)
where nB(ω) = 1/(e
ω/T −1) is the Bose distribution, and
χ˜hl+−(ω) =
〈〈
eiαφ˜s(0); e−iαφ˜s(0)
〉〉 hl
ω
, calculated for vanish-
ing coupling to the impurity. The different terms in this
equation account for all the possible multiphoton scat-
tering processes. For example, the first term on the first
line describes a process where an incoming photon at fre-
quency ω is absorbed by the quantum impurity, which in
turn emits a photon at frequency ω′ < ω [hence the spon-
taneous and stimulated emission factor 1+nB(ω
′)], plus
additional photons whose energies sum up to ω − ω′. It
can be shown that the factors depending on ω−ω′ can be
written as the sum over the probabilities of distributing
the energy ω−ω′ among any number of photons (See SM,
Sec. SM.E [9]). At T = 0 Eq. (15) yields (for ω′ < ω)
γℓ′|ℓ(ω
′|ω) = π2α2ℓα2ℓ′ f˜(α)
ω − ω′
ωω′
(
TK
ω − ω′
)2−α2
, (16)
with f˜(α) = sin[π(α2 − 1)/2]f(α). This result, together
with Eqs. (12)–(13), obeys the sum rule (14) to the lead-
ing order in TK/ω ≪ 1.
If any of the energies ω, ω′, or ω − ω′ becomes less
than TK , perturbation theory in Ixy is no longer valid.
To derive the behavior of γℓ′|ℓ(ω
′|ω) in these regimes,
let us start from the case when all the frequencies are
small, and the dynamics is governed by the strong cou-
pling fixed point. At low energies the impurity is screened
and disappears from the problem. According to the
Nozie`res Fermi-liquid description [7], it leaves behind (at
Bz = 0) local scattering potential and interaction be-
tween the fermions of Eq. (7), mediated by virtual fluc-
tuations of the Kondo impurity. Upon bosonization, the
leads are described by the first term of Eq. (5) while the
local potential and interaction acquire the form H2 ∼
v2ρ˜2s(0)/TK [20]. This is the lowest order term allowed by
symmetries; for example, the spin density ∝ ρ˜s(0) cannot
appear in odd powers due to the time reversal symmetry
of the Kondo model, representing the equivalence of the
two impurity states in Eq. (5) at Bz = 0. H2 is harmonic;
in order to study inelastic effects one needs to consider
higher-order terms. In the absence of a magnetic field, a
quartic, four-photon term H4 ∼ v4ρ˜4s(0)/T 3K is the low-
est anharmonic term allowed, while with magnetic field
three-boson scattering, H3 ∼ Bzv3ρ˜3s(0)/T 3K , is possible.
Fermi’s golden rule then leads to (for ω′ < ω ≪ TK)
γℓ′|ℓ(ω
′|ω) = α2ℓα2ℓ′
ωω′ (ω − ω′)
[
aB(α)B
2
z + aω(α) (ω − ω′)2
]
T 6K
(17)
(the coefficients aB,ω(α) are evaluated in the SM,
Sec. SM.F [9] for small α).
Returning to the high frequency regime ω ≫ TK , the
behavior near the edges of the spectrum in ω′ is the same
as for ω ≪ TK , since at ω ∼ TK a crossover, rather
than a singularity, occurs. Thus, while Eq. (16) applies
as long as both ω′, ω − ω′ ≫ TK , for small ω′ one has
γℓ′|ℓ(ω
′|ω) ∝ ω′, whereas for small ω − ω′ > 0
γℓ′|ℓ(ω
′|ω) = α2ℓα2ℓ′
(ω − ω′)
[
a′B(α)B
2
z + a
′
ω(α) (ω − ω′)2
]
ω2T 2K
(18)
(See SM, Sec. SM.F [9], for the small α values of a′B,ω(α)).
The leading dependence on ω − ω′ in Eqs. (17) and (18)
changes at Bz = 0, reflecting the higher symmetry of the
system. The resulting behavior is depicted in Fig. 3 at
the Toulouse point α = 1.
To conclude, we have considered the scattering of mi-
crowave photons propagating along an array of supercon-
ducting islands by a localized anharmonicity. We have
0 2 4 6 8 10
0
0.5
1
1.5
ω’ / TK
2 
T K
 
γ (
ω
’|ω
) / 
γ (
ω
)
 
 
Eqs. (S43) & (S48)
Eq. (16)
FIG. 3. The inelastic spectrum normalized by the total in-
elastic probability at the Toulouse point α = 1 with left-
right symmetry (hence the lead indices ℓ, ℓ′ were omitted),
for ω/TK = 10.0, and Bz = T = 0. The continuous line is the
exact result, see SM, Eqs. (S43) and (S48) [9]. The dashed
line corresponds to Eq. (16), valid for ω′, ω − ω′ ≫ TK . See
the text for further details. The peak at ω′ ∼ TK sharpens,
and a broad peak develops around ω − ω′ ∼ TK for smaller
α; cf. SM, Figs. S2 [9].
5shown that, contrary to the assumptions of input-output
theory, linear response is typically dissipative, and inelas-
tic scattering is therefore significant. Photon scattering
provides direct access to the dynamics of quantum im-
purity. While we have concentrated on a Kondo system,
these conclusions should apply to other types of quan-
tum impurities. Finally we note that this and related
setups have been studied in the past. However, most of
these works only considered equilibrium properties [3–
5]. Elastic scattering in this system in the limit α ≪ 1
was recently studied in Ref. 6. Inelastic scattering, whose
probability is small in that limit (See SM, Sec. SM.F [9]),
was ignored there.
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6SUPPLEMENTAL MATERIAL
In the Supplemental Material we go into some technical details of the calculations, which were omitted in the main
text.
SM.A. DERIVATION OF THE EFFECTIVE LOW-ENERGY HAMILTONIAN
In this Section we will outline the derivation and range of validity of the effective impurity Hamiltonian, Eqs. (2)–
(4) in the main text, starting from the general array Hamiltonian, Eq. (1) in the main text, with the parameters
given in Fig. 1 in the main text. While this can be done in the general case, the resulting expressions would be
quite cumbersome. Therefore, we will concentrate on the typical regime of parameters for realistic systems [S1]. In
particular, inter-island capacitances are typically much larger than the capacitances to the ground, and the impurity-
lead capacitances are smaller than other inter-island capacitances: C ∼ CLR ≫ CL ∼ CR ≫ Cg ∼ CgL ∼ CgR. As we
will see in the following [cf. the discussion after Eq. (S12)], the optimal value of the impurity-lead capacitances CL,R
is of order
√
CCg , which we shall assume. In the following we will only keep terms to the lowest nonvanishing order
in the corresponding small ratios.
1. The inverse capacitance matrix
In order to write down the explicit form of the Hamiltonian, Eq. (1) in the main text, one needs to invert the
capacitance matrix Cmm′ , where the capacitances can be read off from Fig. 1 in the main text. This can be done
similarly to the calculation of the Green functions of a noninteracting tight binding model [S2], where the capacitances
to the ground take the place of the onsite energies, and the inter-island capacitances are analogous to the hopping
matrix elements. The presence of large inter-island capacitances makes the inverse capacitance matrix long-ranged:
for a uniform lead one has [κ = 1 + Cg/(2C)]
[
C
−1
](0)
mm′
=
1
2C
√
κ2 − 1
(
κ−
√
κ2 − 1
)|m−m′|
∼ 1
2
√
CCg
(
1−
√
Cg
C
)|m−m′|
, (S1)
whereas for a half-infinite lead (hl),
[
C
−1
]hl
mm′
=
1
2C
√
κ2 − 1
[(
κ−
√
κ2 − 1
)|m−m′|
+
(
κ−
√
κ2 − 1
)|m+m′−1|]
∼ 1
2
√
CCg

(1−
√
Cg
C
)|m−m′|
+
(
1−
√
Cg
C
)|m+m′−1| , (S2)
with m,m′ > 0.
We can now write down the elements of the inverse capacitance matrix of the system in the presence of the quantum
impurity, which appear in the first term of the Hamiltonian, Eq. (1) in the main text. The impurity sub-block of the
inverse capacitance matrix is given by
([
C
−1
]
LL
[
C
−1
]
LR[
C
−1
]
RL
[
C
−1
]
RR
)
=
(
CgL + CL + CLR − (CL)2
[
C
−1
]hl,L
1,1
−CLR
−CLR CgR + CR + CLR − (CR)2
[
C
−1
]hl,R
1,1
)−1
∼ 1
C˜L + C˜R
(
1 1
1 1
)
+
1
CLR(C˜L + C˜R)2
(
C˜2R −C˜LC˜R
−C˜LC˜R C˜2L
)
, (S3)
where C˜ℓ = Cℓ
√
CCg/(Cℓ +
√
CCg), and
[
C
−1
]hl,ℓ
mm′
=
[
C
−1
]hl
mm′
− [C−1]hl
m1
Cℓ
1 + Cℓ [C−1]
hl
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[
C
−1
]hl
1m′
, (S4)
are the elements of the inverse capacitance matrix of a half-infinite lead terminated by a capacitance to the ground
whose magnitude is Cℓ. The first term in the last line of Eq. (S3) dominates the dynamics of the impurity total
charge, while the second governs the behavior of its polarization.
7The impurity-leads elements of the inverse capacitance matrix appearing in Eq. (1) in the main text are given by
[
C
−1
]
ℓ,m′ℓ′
=
[
C
−1
]
ℓ,ℓ′
Cℓ′
[
C
−1
]hl,ℓ′
1,m′
, (S5)
whereas the lead-lead elements are modified to (in the following subsection we treat the lead dynamics in a Lagrangian
formulation, and thus do not use this formula; it is given here for reference):
[
C
−1
]
mℓ,m′ℓ′
= δℓ,ℓ′
[
C
−1
]hl,ℓ
m,m′
+
[
C
−1
]hl,ℓ
m,1
Cℓ
[
C
−1
]−1
ℓ,ℓ′
Cℓ′
[
C
−1
]hl,ℓ′
1,m′
. (S6)
2. Validity of the low-energy Hamiltonian of the leads (2)
As Eqs. (S1)–(S2) show, the large inter-island capacitances result in a long range of the inverse capacitance matrix.
For a uniform array this may be ignored as long as one is interested in modes with wavelengths longer than the charge
screening length a
√
C/Cg [see also Eq. (S10) below], leading to the low-energy effective leads Hamiltonian, Eq. (2)
in the main text. However, the situation is more complicated in the presence of the nonuniformity created by the
quantum impurity. The capacitive coupling to the impurity modifies the dynamics of the leads electromagnetic modes,
allowing for their scattering and transmission between left and right even for ELJ = E
R
J = 0, i.e., in the absence of
the quantum impurity dynamics. In this subsection we will show that these effects can still be ignored, and Eq. (2)
in the main text may still be used, at energies lower than ω0 ∼ (v/a)
√
Cg/C.
Let us therefore examine the case ELJ = E
R
J = 0, assuming further right-left symmetry C
g
L = C
g
R = C
g
0 , CL = CR =
C0 (effects of right-left asymmetry will be discussed below). After replacing the Josephson couplings by quadratic
terms, as appropriate for EJC/(2e)
2 ≫ 1, the symmetric and antisymmetric modes with respect to the center of
the array decouple. Relabeling the islands to the right/left of the impurity by m = ±1,±2, · · · , respectively, the
symmetric and antisymmetric modes are defined by
φ±m =
φm ± φ−m√
2
, m > 0 (S7)
φ±0 =
φR ± φL√
2
, (S8)
and similarly for the operators n±m. Their dynamics is governed by the Lagrangian
L±0 =
1
2
∑
m>0

Cg
(
φ˙±m
2e
)2
+ C
(
φ˙±m − φ˙±m+1
2e
)2
− EJ
(
φ±m − φ±m+1
)2+ 1
2
Cg±0
(
φ˙±0
2e
)2
+
1
2
C0
(
φ˙±0 − φ˙±1
2e
)2
(S9)
where Cg+0 = C
g
0 , C
g−
0 = 2CLR + C
g
0 . The eigenfrequencies of the system are then
ω(k) = 2
√
(2e)2EJ
Cg
sin(ka/2)√
1 + 4 CCg sin
2(ka/2)
, (S10)
while the eigenmode expansion is:
φ±m =
√
2
L
∑
k
φ±k cos
[
ka
(
m− 1
2
)
− δ±k
]
, m > 0, (S11)
where L is the leads length (the allowed values of k depend on the exact boundary conditions at the far end of the lead,
but this is immaterial for the quantum impurity dynamics we are after), and the scattering phase of the eigenmodes
is given by
e2i(δ
±
k
−ka) =
2
[
(2e)2EJ − ω2(k)C
]
sin(ka/2)− iω2(k)Cg±1 e−ika/2
2 [(2e)2EJ − ω2(k)C] sin(ka/2) + iω2(k)Cg±1 eika/2
(S12)
where Cg±1 = Cg + C
g±
0 C0/(C
g±
0 + C0) is the effective total ground capacitance of the island m = 1. Therefore,
|δ−k | > |δ+k |. The phase shifts are negligible for ka≪ (2e)2EJ/(v2Cg−1 ) ∼ Cg/C0.
8As a result of the above, the use of the low energy effective Hamiltonian, Eqs. (2)–(3) in the main text, as well
as neglecting of scattering of photons by the impurity capacitances, are justified only at frequencies smaller than
max[(v/a)
√
Cg/C, (v/a)Cg/C0]. Choosing C0 of the order of
√
CCg is optimal, as mentioned above, in the sense of
matching the two cutoffs and thus not “wasting” frequency range. In this low frequency limit the eigenmode expansion
of the occupancies n±m = ∂L±0 /∂φ˙±m takes the form
n±m =
√
2
L
∑
k
n±k cos
[
ka
(
m− 1
2
)]
, m > 1, (S13)
n±1 =
Cg±1
Cg
√
2
L
∑
k
n±k cos(ka/2), (S14)
i.e., only the behavior at m = 1 is significantly affected by the inter-island capacitances. If we lift
the restriction of right-left symmetry, a similar calculation shows that at frequencies much smaller than
max[(v/a)
√
Cg/C, (v/a)Cg/CL,R] all the above essentially remains the same, except that C0 is replaced by
2CLCR/(CL + CR) [cf. Eq. (S15) below].
3. The quantum impurity Hamiltonian
Building on the basis laid down in the previous subsections, we will now write down the quantum impurity part
of the Hamiltonian, Eq. (1) in the main text, at frequencies smaller than ω0 ∼ (v/a)
√
Cg/C. Let us start from the
charging part. The inter-impurity capacitive coupling is given by Eq. (S3). Using Eqs. (S2)–(S5) and (S13)–(S14),
the effective impurity-lead capacitive coupling at low frequencies assumes the form
(2e)2√
2
∑
ℓ,m>0
(
nℓ − C
g
ℓ V
g
ℓ
2e
){([
C
−1
]
ℓ,mL
+
[
C
−1
]
ℓ,mR
)
n+m +
([
C
−1
]
ℓ,mL
− [C−1]
ℓ,mR
)
n−m
}
∼ (2e)
2C˜LC˜R
CgCLR(C˜L + C˜R)2
(
1 +
2CLCR
(CL + CR)
√
CCg
)[
C˜L
(
nL − C
g
LV
g
L
2e
)
− C˜R
(
nR − C
g
RV
g
R
2e
)]
[ρL(0)− ρR(0)] (S15)
where
ρL,R(x) =
1√
L
∑
k
(n+k ∓ n−k ) cos(kx), (S16)
are the fields occurring in the continuum version of the lead Hamiltonian, Eq. (2) in the main text.
Combining Eqs. (S3) and (S15) together with the impurity-lead Josephson coupling, the impurity Hamiltonian
assumes the form
Himp =
(2e)2
2(C˜L + C˜R)
[
nL + nR − C
g
LV
g
L + C
g
RV
g
R
2e
]2
+
(2e)2
2CLR(C˜L + C˜R)2
[
C˜RnL − C˜LnR − C˜RC
g
LV
g
L − C˜LCgRV gR
2e
]2
+
(2e)2C˜LC˜R
CgCLR(C˜L + C˜R)2
(
1 +
2CLCR
(CL + CR)
√
CCg
)[
C˜L
(
nL − C
g
LV
g
L
2e
)
− C˜R
(
nR − C
g
RV
g
R
2e
)]
[ρL(0)− ρR(0)]
− ELJ cos [ϕL − φL(0)]− ERJ cos [ϕR − φR(0)] .
(S17)
Here nL, ϕL and nR, ϕR are the number and phase operators of the islands L and R, respectively.
4. Derivation and validity of the effective spin impurity Hamiltonian (3)
We will now outline how the effective spin impurity Hamiltonian, Eqs. (3)–(4) in the main text, can be derived
from the more general form (S17) under suitable conditions.
As mentioned in the main text, the quantum dynamics of phases ϕL,R strongly depends on the ratio of the Josephson
energies EL,RJ to the charging energy E
imp
C = (2e)
2/[2(C˜L + C˜R)]. If the latter is small, phase fluctuations are small
9and one may expand the Josephson energy part of Himp to second order in the respective arguments. The resulting
harmonic version of Himp would lead to elastic photon scattering only. In the opposite limit, E
imp
C ≫ EL,RJ , the total
charge −2e(nL+nR) of the two islands is fixed by the large Coulomb energy penalty. If the gate voltages are tuned to
a total charge of a single Cooper pair, (CgLV
g
L +C
g
RV
g
R)/(2e) = 1, then nL +nR = 1. When E
L,R
J are zero, the charge
of each of the islands can only take the integer values 0 or 1, and does not vary in time. The possible occupancy states
are thus |0L, 1R〉 (i.e., nL = 0, nR = 1) and |1L, 0R〉 (i.e., nL = 1, nR = 0). We label these two charge configurations
by the states of a pseudospin, Sz = (nL − nR)/2 = ±1/2, so that S+ = |1L, 0R〉〈0L, 1R|, S− = (S+)†. Hence, Sz and
S± obey the standard spin commutation relations.
Finite ELJ and E
R
J allow for switching between the configurations |0L, 1R〉 and |1L, 0R〉 (i.e., flipping of the pseu-
dospin) by virtual transitions to states with nL + nR 6= 1, with energies higher by ∼ EimpC (which is of the order
of ω0 ∼ (v/a)
√
Cg/C for EJ & ECg ). The charge part of the Hamiltonian (S17) can be projected into the low
energy sector by substituting nL,R = 1/2 ± Sz, yielding the last two terms of Eq. (3) in the main text. Terms that
do not involve the impurity degrees of freedom can be gauged out up to a renormalization of the magnetic field Bz
[corresponding to the term proportional to λ2LR in Eq. (4) of the main text].
As for the Josephson part of Eq. (S17), one may perform a Schrieffer-Wolff transformation [S3] in order to account
for processes involving high-energy virtual states. This results in the first term of Eq. (3) in the main text. Here it
should be noted that the Schrieffer-Wolff transformation also yields terms containing SzρL,R(0). These would have
amplitudes ∼ (EℓJ )2/(gEimpC ). They are thus small compared to the ones of the same structure in Eqs. (3) and (7) in
the main text by the factor ∼ (EℓJ )2/[ECgEimpC (1 − α/
√
2)] and can be neglected, unless one is in the vicinity of the
isotropic Kondo model, α2 ≈ 2.
SM.B. DIFFERENT FORMULATIONS OF ELASTIC SCATTERING
In this section we will examine different formulations of the elastic scattering problem in the system, and demonstrate
their equivalence. One approach, alluded to in the discussion of Eq. (9) in the main text, is to look at the single photon
elastic scattering coefficients. These are encapsulated in the behavior of the time-ordered single-photon Green function
Gℓ′|ℓ(x′|x;ω) (with ℓ, ℓ′ = L,R), where Gℓ′|ℓ(x′|x; t) ≡ −i〈Tˆ ρ(x′, t)ρ(x, 0)〉, Tˆ being the time-ordering operator [S4].
This Green function is related to the corresponding propagator δℓℓ′Ghl(x′|x;ω) for a half-infinite lead detached from
the impurity (EL,RJ = 0, CL,R = 0) by
Gℓ′|ℓ(x′|x;ω) = δℓℓ′Ghl(x′|x;ω)− Ghl(x′|0;ω)
πv2
gω
Tˆ elℓ′|ℓ(ω)Ghl(0|x;ω), (S18)
where the elastic T -matrix Tˆ elℓ′|ℓ(ω) has the structure given by Eq. (9) in the main text. The elastic T -matrix appears
with a prefactor πv2/(gω) in Eq. (S18) to compensate for the prefactors in the expansion of ρℓ(x) in terms of the
photon creation and annihilation operators [eigenmodes of the lead Hamiltonian, Eq. (2) in the main text], which
reads (for a lead of length L with no-current boundary condition, ∂xφ˜s(0) = 0, when decoupled from the impurity)
ρs(x) =
∑
q=πn/L,
q>0
i
√
qg
πL
cos(qx)
(
as,q − a†s,q
)
. (S19)
There is another way to look at elastic scattering, which is equivalent to the previous one at zero temperature and
can serve as its generalization to nonzero temperatures: one may add to the Hamiltonian, Eqs. (2)–(3) in the main
text, the term Hac = 2V0 cos(ωt)ρL(xin), describing an ac gate voltage coupled to the island at xin in the left lead.
This perturbation generates waves propagating to the left and to the right. The latter will scatter off the quantum
impurity. The transmission amplitude tL(ω) [S5] for waves coming from the left is then the ratio of the transmitted
and incoming average currents,
tL(ω) =
Itrans(ω)
Iin(ω)
=
〈〈∂xφR(xout); ρL(xin) 〉〉 ω
〈〈∂xφR(xout); ρL(xin) 〉〉 (0)ω
, (S20)
where transmitted current is measured at xout in the right lead. In the second equality we have written the transmission
coefficient as the ratio of the conductance of the system with impurity (double angular brackets denote retarded
correlation functions) and the corresponding quantity for a uniform array. Thus, |tL(ω)| ≤ 1 and is independent of
xin,out, as required. We can write down similar expressions for the other scattering amplitudes.
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To show the equivalence of these two formulations, we start from Eqs. (S18)–(S19), and note that at zero temperature
time-ordered and retarded Green functions are the same for positive frequencies, ω > 0. Therefore, Eq. (S18) yields
for the transmission coefficient tL(ω) for photons coming from the left,
tL(ω) = 2πi
gω
πv2
〈〈ρR(x′), ρL(x) 〉〉 ω
〈〈ρR(x′), ρR(0) 〉〉 hlω 〈〈ρL(0), ρL(x) 〉〉 hlω
. (S21)
Now, for the lead Hamiltonian, Eq. (2) in the main text, one has [S6]
〈〈ρℓ(x), ρℓ(0) 〉〉 hlω =
igω
πv2
eiωx/v,
〈〈ρR(xR), ρL(xL) 〉〉 (0)ω =
igω
2πv2
eiω(xR−xL)/v, (S22)
where the superscript (0) denotes the propagator for a uniform waveguide, with no quantum impurities, as in the
main text. Thus, Eq. (S21) can be rewritten as:
tL(ω) =
〈〈ρR(x′), ρL(x) 〉〉 ω
〈〈ρR(x′), ρL(x) 〉〉 (0)ω
=
〈〈∂xφR(x′), ρL(x) 〉〉 ω
〈〈∂xφR(x′), ρL(x) 〉〉 (0)ω
, (S23)
where the last equality results from the equation of motion ∂tρℓ(x, t) = (vg/π)∂
2
xφℓ(x, t). We have thus proven
the equivalence of Eq. (S18) with Eq. (S20) at zero temperature. The latter equation can thus be thought of as a
generalization of the former one to nonzero temperatures. Similar treatment applies to the other elastic scattering
coefficients.
SM.C. SHIBA RELATIONS FROM PHOTON SCATTERING
The Shiba relation connects the low frequency behavior of the real and imaginary part of the Kondo local spin
susceptibility χzz(ω) [S7, S8, S3]. In this Section we will show how considerations based on photon-scattering can be
used to rederive, as well as to generalize, this relation. Expanding the local spin susceptibility in powers of ω,
Re[χzz(ω)] =χ0 + χ2ω
2 + · · · , (S24)
Im[χzz(ω)] =χ1ω + χ3ω
3 + · · · , (S25)
and substituting in Eq. (13) in the main text, we obtain an expansion of the total inelastic scattering probability
γℓ(ω) in powers of ω ≪ TK , with coefficients depending on the χi. On the other hand, from Eq. (17) and Eq. (14) in
the main text it follows that when ω is small, γℓ(ω) ∼ ω4 in the presence of a magnetic field, while γℓ(ω) ∼ ω6 for
Bz = 0. Comparing these results we find that the vanishing of the total inelastic scattering probability γℓ(ω) to order
ω2 leads to the Shiba relation [cf. Eq. (11) in the main text] [S8]:
χ1 = πα
2(χ0)
2, (S26)
whereas the vanishing of γℓ(ω) to order ω
4 in the absence of a magnetic field leads to a new, higher order, Shiba-like
relation:
χ3 = πα
2[2χ0χ2 + (χ1)
2]. (S27)
This latter relation can be easily verified to hold at the exactly-solvable Toulouse point α = 1 [S6, S8, S3], where the
susceptibility is given by Eq. (S47) below.
SM.D. INELASTIC SPECTRUM FROM NONLINEAR RESPONSE FUNCTIONS
The inelastic spectrum γℓ′|ℓ(ω
′|ω)dω′ is defined in the main text as the average number of photons within a frequency
interval dω′ around ω′ emitted through lead ℓ′ for each incoming photons at frequency ω in lead ℓ. Thus, it is a sum
over the partial cross sections for all the possible multiphoton scattering processes, integrated over all the photons
except the one with frequency ω′. In this Section we will show that, similarly to Eq. (10) in the main text for elastic
scattering, γℓ′|ℓ(ω
′|ω) can also be expressed in terms of response functions, and related to local spin correlators. Since
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the number of photons emitted at frequency ω′ is proportional to the flux of incoming photons, or incoming energy
flux (assuming scattering between two or more incoming photons is negligible), we need to consider second order
response to the ac source of incoming photons.
To spare us the need to carry around the indices ℓ, ℓ′ in the following, we define
γs(ω
′|ω) ≡
∑
ℓ,ℓ′
γℓ′|ℓ(ω
′|ω), γℓ′|ℓ(ω′|ω) =
α2ℓα
2
ℓ′
α4
γs(ω
′|ω), (S28)
The second relation results from the fact that only the “spin fields” φ˜s(x) and ρ˜s(x) are coupled to the impurity [cf.
the discussion following Eq. (3) in the main text].
The quantity of interest here is the time-averaged rate of change of the photon number ns,k′ = a˜
†
s,k′ a˜s,k′ , k
′ = ω′/v,
to second order in an applied ac voltage Hac = V (t)e
ηtρ˜s(xin), with V (t) = 2V0 cos(ωt), η → 0+, divided by the
incoming flux of photons of frequency ω [S9]. The photon creation and annihilation operators a˜†s,q and a˜s,q are the
Fourier modes of the bosonic fields (obeying the no-current boundary condition ∂xφ˜s(0) = 0 when decoupled from
the impurity),
φ˜s(x) =
∑
q=πn/L,
q>0
√
π
qL
cos(qx)
(
a˜s,q + a˜
†
s,q
)
(S29)
ρ˜s(x) =
∑
q=πn/L,
q>0
i
√
q
πL
cos(qx)
(
a˜s,q − a˜†s,q
)
(S30)
where L is the lead length. The second order Kubo formula reads
〈n˜s,k′(t)〉(2) = 1
2
∞∫
−∞
dt′
∞∫
−∞
dt′′Gcqqn˜s,k′ ;ρ˜s(xin);ρ˜s(xin)
(t− t′, t− t′′)V (t′)V (t′′), (S31)
where the second order response function is:
Gcqqn˜s,k′ ;ρ˜s(xin);ρ˜s(xin)
(t− t′, t− t′′) = −θ(t− t′)θ(t′ − t′′) 〈[[n˜s,k′(t), ρ˜s(xin, t′)] , ρ˜s(xin, t′′)]〉+ {t′ ↔ t′′} . (S32)
Here c, q denote “classical” and “quantum” fields in the Keldysh formalism [S10, S11], i.e., the sum and difference,
respectively, of fields on the forward and backward contours. The time-average of the photon production rate can
thus be written as:
d 〈n˜s,k′〉(2)
dt
= 2ηGcqqn˜s,k′ ;ρ˜s(xin);ρ˜s(xin)
(ω + iη,−ω + iη)|V0|2, (S33)
where frequency arguments are in correspondence with time arguments in the previous equation. Since we should take
the limit η → 0+, the factor of η in this formula implies that we should be looking for contributions to the correlation
function which are singular in that limit. Multiplying d〈n˜s,k′〉(2)/dt by the photon density of states L/(πv), and
dividing by ω|V0|2/(πv2), the rate of creation of photons with frequency ω moving towards the impurity by the source
V (t), we have
γs(ω
′|ω) = 2ηvL
ω
Gcqqn˜s,k′ ;ρ˜s(xin);ρ˜s(xin)
(ω + iη,−ω + iη), (S34)
For subsequent calculations it is better to look at a more general correlation function, where a˜†s,k′ and a˜s,k′ have
different time arguments t1 and t2, respectively, and take the limit of t1 = t2 = t only at the end. A suitable correlator
is the following Green function, which appears naturally in the Keldysh formalism [S11]:
Gccqq
a˜†
s,k′
;a˜s,k′ ;ρ˜s(xin);ρ˜s(xin)
(t1 − t2, t1 − t′, t2 − t′′) =
iθ(t1 − t2)θ(t2 − t′)θ(t′ − t′′)
〈[[{
a˜†s,k′(t1), a˜s,k′(t2)
}
, ρ˜s(xin, t
′)
]
, ρ˜s(xin, t
′′)
]〉
+ iθ(t1 − t′)θ(t′ − t2)θ(t2 − t′′)
〈[{[
a˜†s,k′(t1), ρ˜s(xin, t
′)
]
, a˜s,k′(t2)
}
, ρ˜s(xin, t
′′)
]〉
+ iθ(t1 − t′)θ(t′ − t′′)θ(t′′ − t2)
〈{[[
a˜†s,k′(t1), ρ˜s(xin, t
′)
]
, ρ˜s(xin, t
′′)
]
, a˜s,k′ (t2)
}〉
+ {t1 ↔ t2, t′ ↔ t′′} . (S35)
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FIG. S1. Schematic representation of the diagrams contributing to the four-point Keldysh Green function (S35). Lines
represent decoupled-lead propagators, and filled circles correspond to the spin-boson coupling Hα = −πvαρ˜s(0)Sz [cf. Eq. (5)].
The dashed ellipses and square represent two and four point correlation functions of Sz, respectively, calculated to all orders
in Hα. See the text for further details.
This formula reveals the general structure of the Keldysh Green functions for bosonic operators: all time orderings are
allowed, provided the leftmost operator is classical, and each classical (quantum) operator appears in a commutator
(anticommutator) with the operators to its left, i.e., the operators with larger time arguments. This structure will
become important in the perturbative calculations in the next Section. Thus we can write
γs(ω
′|ω) = iηvL
ω
∫
dΩ
2π
Gccqq
a˜†
s,k′
;a˜s,k′ ;ρ˜s(xin);ρ˜s(xin)
(Ω, ω + iη,−ω + iη), (S36)
where again frequency arguments are in correspondence with time arguments in the previous equation (the same
convention will be followed for other four-point functions below).
Since the unitary transformations [such as U , defined before Eq. (5) in the main text] used to map between the
different forms of the quantum impurity Hamiltonian [Eqs. (3), (5), and (7) in the main text, as well as Eq. (S50)]
change the values of the charge densities ρℓ(x) or the current densities ∝ ∂xφℓ(x) only locally, at x = 0, they do
not affect the definitions of the scattering amplitudes. Thus, the inelastic spectrum γs(ω
′|ω) [defined by Eq. (S34) or
Eq. (S36)], as well as the elastic scattering amplitudes rℓ(ω) and tℓ(ω) [defined by Eq. (S20) in the main text], can be
calculated using any of these forms of the Hamiltonian which is more convenient. In the rest of this Section we will
employ the spin-boson Hamiltonian, Eq. (5) in the main text.
We will now show how the four-point Keldysh correlator appearing in Eq. (S36) can be written in terms of local
four-point spin correlation functions. This can be done using the Keldysh path integral formalism, and integrating out
the lead degrees of freedom. Alternatively, one may apply Keldysh perturbation theory to all orders in the spin-boson
coupling term, Hα = −πvαρ˜s(0)Sz [S12]. Then, the four-point correlator defined by Eq. (S35) can be written as a
sum of disconnected and connected diagrams, as depicted in Fig. S1. The former represent elastic scattering, and
therefore vanish unless ω′ = ω. They can be shown to reproduce the square of the absolute values of the elastic
scattering coefficients, Eqs. (9)–(10) in the main text. Since we are concerned here with inelastic scattering, we will
rather concentrate only on the connected diagrams. These can be written as a product of four legs, representing two-
point correlation functions of the lead operators calculated for a decoupled lead, multiplied by a four-point connected
correlation function of Sz, calculated with the full spin-boson Hamiltonian, Eq. (5) in the main text. We thus arrive
at the following expression:
Gccqq
a˜†
s,k′
;a˜s,k′ ;ρ˜s(xin);ρ˜s(xin)
(Ω, ω + iη,−ω + iη) = π4v4α4Ghl,qcρ˜s(xin);ρ˜s(0)(−ω − iη)G
hl,qc
ρ˜s(xin);ρ˜s(0)
(ω − iη)
×
{
Ghl,cq
a˜†
s,k′
;ρ˜s(0)
(Ω + ω + iη)Ghl,cqa˜s,k′ ;ρ˜s(0)
(−Ω− ω + iη)GccqqSz;Sz;Sz;Sz(Ω, ω + iη,−ω + iη)
+Ghl,cq
a˜†
s,k′
;ρ˜s(0)
(Ω + ω + iη)Ghl,cca˜s,k′ ;ρ˜s(0)
(−Ω− ω + iη)GcqqqSz ;Sz;Sz;Sz(Ω, ω + iη,−ω + iη)
+Ghl,cc
a˜†
s,k′
;ρ˜s(0)
(Ω + ω + iη)Ghl,cqa˜s,k′ ;ρ˜s(0)
(−Ω− ω + iη)GqcqqSz ;Sz;Sz;Sz(Ω, ω + iη,−ω + iη)
}
. (S37)
Since the four-point spin correlators are automatically connected for ω′ = ω, we do not need to specify this explicitly.
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The disconnected lead correlation appearing in the above equation are given by
Ghl,qcρ˜(xin);ρ˜(0)(ω¯) =
iω¯
πv2
eiω¯xin/v, (S38)
G
hl,cq/qc
a˜†
k′
;ρ˜(0)
(ω¯) =− i
√
k′
πL
1
ω¯ + vk′ ± iη , (S39)
G
hl,cq/qc
a˜k′ ;ρ˜(0)
(ω¯) =− i
√
k′
πL
1
ω¯ − vk′ ± iη , (S40)
Ghl,cc
a˜†
s,k′
;ρ˜s(0)
(ω¯) = coth
ω¯
2T
[
Ghl,cq
a˜†
s,k′
;ρ˜s(0)
(ω¯)−Ghl,qc
a˜†
s,k′
;ρ˜s(0)
(ω¯)
]
, (S41)
where the last equation stems from the fluctuation-dissipation theorem. A similar relation holds for Ghl,cca˜s,k′ ;ρ˜s(0)
(ω¯).
The only terms in Eq. (S37) that are singular, and thus survive when the limit η → 0+ is taken in Eq. (S36) , are
those which contain the product Ghl,cq
a˜†
s,k′
;ρ˜s(0)
(Ω+ ω + iη)Ghl,cqa˜s,k′ ;ρ˜s(0)
(−Ω− ω + iη). By Eqs. (S39)–(S40), this product,
together with the prefactor of η from Eq. (S36), gives in that limit
ηGhl,cq
a˜†
s,k′
;ρ˜s(0)
(Ω + ω + iη)Ghl,cqa˜s,k′ ;ρ˜s(0)
(−Ω− ω + iη)→ ω
′
vL
δ(Ω + ω + ω′). (S42)
One may then immediately perform the integral over Ω in Eq. (S36). Plugging the result into Eq. (S28) we are left
with:
γℓ′|ℓ(ω
′|ω) = iπ
2
α2ℓα
2
ℓ′ωω
′×{
GccqqSz;Sz;Sz;Sz(ω
′ + ω,−ω, ω)− coth
(
ω′
2T
)[
GcqqqSz;Sz;Sz;Sz(ω
′ + ω,−ω, ω)−GqcqqSz;Sz;Sz;Sz(ω′ + ω,−ω, ω)
]}
. (S43)
Hence, inelastic scattering involves higher order local correlators than the elastic amplitudes: GccqqSz;Sz;Sz;Sz , the second
order response of Sz-Sz correlations to the application of a local magnetic field, as well as G
cqqq
Sz;Sz;Sz;Sz
, the third
order local spin susceptibility. It can thus yield more information about the quantum impurity dynamics than elastic
scattering can.
The r.h.s. of Eq. (S43) can be evaluated exactly at the Toulouse point, α = 1, where the Kondo problem [Eq. (7)
in the main text] is equivalent to a noninteracting resonant level coupled to a spinless fermionic bath [S6, S8, S3],
HRLM =
∑
k
vkc†kck + ε0
(
d†d− 12
)
+ t0d
†
∑
k
ck +H.c., (S44)
where d† (c†k) creates an electron in the resonant level (mode k of the bath), with Sz → d†d−1/2 (and thus ε0 = −Bz),
as well as t0 = Ixy/(2
√
2πa). The level width is Γ = t20/(2v) = I
2
xy/(16πav). Since this model is quadratic, correlation
functions of Sz are easily calculated, using Wick’s theorem and the results
G
R/A
d;d†
(ω¯) =
1
ω¯ − ǫ0 ± iΓ , (S45)
GKd;d†(ω¯) = tanh
( ω¯
2T
) [
GRd;d†(ω¯)−GAd;d†(ω¯)
]
, (S46)
for the retarded, advanced, and Keldysh fermionic level Green functions, respectively [S10].
The dynamic spin susceptibility is then given by
χzz(ω) =
∞∫
−∞
dΩ
2π
Γ
[(Ω + ω − ε0)2 + Γ2] [(Ω− ε0)2 + Γ2]
[
(Ω + ω − ε0 − iΓ) tanh
(
Ω + ω
2T
)
− (Ω− ε0 + iΓ) tanh
(
Ω
2T
)]
=
1
π
Γ
ω(ω + 2iΓ)
[
ψ
(
1
2
+
ε0 + iΓ
2πiT
)
+ ψ
(
1
2
+
−ε0 + iΓ
2πiT
)
− ψ
(
1
2
+
ω + ε0 + iΓ
2πiT
)
− ψ
(
1
2
+
ω − ε0 + iΓ
2πiT
)]
,
(S47)
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where ψ(z) is the digamma function [S13]. At zero temperature and magnetic field we get for the static susceptibility,
χzz(0) = 1/(πΓ). Thus, TK = πΓ according to our definition [cf. the discussion before Eq. (8) of the main text]. The
results of plugging Eq. (S47) into Eqs. (11) and (14) of the main text is plotted in Fig. 2 of the main text.
In addition, the correlation functions appearing in Eq. (S43) are given by
GabqqSz ;Sz;Sz;Sz(ω + ω
′,−ω, ω) = −i
∞∫
−∞
dΩ
2π
Tr
[
τˆaGˆ(ω′ +Ω)τˆbGˆ(Ω)Gˆ(ω + Ω)Gˆ(Ω)
+ τˆaGˆ(ω′ +Ω)Gˆ(ω + ω′ +Ω)τˆbGˆ(ω +Ω)Gˆ(Ω)
+ τˆaGˆ(ω′ +Ω)Gˆ(ω + ω′ +Ω)Gˆ(ω′ +Ω)τˆbGˆ(Ω)
+ {ω ← −ω}
]
, (S48)
with a, b = c, q, and where
Gˆ(ω¯) =
(
GRd;d†(ω¯) G
K
d;d†(ω¯)
0 GAd;d†(ω¯)
)
, (S49)
and τˆc is the Pauli matrix τx, whereas τˆq is the unit matrix. An example of the resulting inelastic spectrum is plotted
in Fig. 3 of the main text.
SM.E. PERTURBATIVE CALCULATION OF THE INELASTIC SPECTRUM
When ω, ω′, and |ω − ω′| or T are large with respect to the Kondo temperature, one may evaluate the inelastic
spectrum γℓ′|ℓ(ω
′|ω) perturbatively in Ixy ∝ ELJERJ [cf. Eq. (4) in the main text] for any value of α, and obtain
Eq. (15) in the main text. In this section we will present the details of this calculation.
In this regime it is useful to apply the transformationH → V†HV with V = eiαφ˜s(0)Sz to the spin-boson Hamiltonian,
Eq. (5) in the main text (as argued in the previous Section, such a transformation does not affect the scattering
amplitudes), so as to transfer the impurity-leads coupling into the perturbative Ixy term,
HI =
∑
λ=c,s
v
2π
∞∫
0
{[
∂xφ˜λ(x)
]2
+ [πρ˜λ(x)]
2
}
dx−BzSz − Ixy
4πa
(
e−iαφ˜s(0)S+ + e
iαφ˜s(0)S−
)
(S50)
Expanding the Keldysh Green functions appearing in Eq. (S43) in Ixy, the zeroth and first order terms vanish.
The second order terms breaks down into a products two-point boson correlator and a six-point spin correlator, to be
evaluated for the Hamiltonian (S50) with Ixy = 0:
GccqqSz;Sz;Sz;Sz(t1 − t2, t1 − t′, t2 − t′′) = i
(
Ixy
4πa
)2
×
∑
a,b=q,c
∞∫
−∞
ds1
∞∫
−∞
ds2
〈
Scz(t1)S
c
z(t2)S
q
z(t
′)Sqz (t
′′)Sa+(s1)S
b
−(s2)
〉 〈[ e−iαφ˜s(0,s1) ]a¯[ eiαφ˜s(0,s2) ]b¯〉 ,
(S51)
GcqqqSz;Sz;Sz;Sz(t1 − t2, t1 − t′, t2 − t′′) = i
(
Ixy
4πa
)2
×
∑
a,b=q,c
∞∫
−∞
ds1
∞∫
−∞
ds2
〈
Scz(t1)S
q
z (t2)S
q
z(t
′)Sqz(t
′′)Sa+(s1)S
b
−(s2)
〉 〈[ e−iαφ˜s(0,s1) ]a¯[ eiαφ˜s(0,s2) ]b¯〉 ,
(S52)
whereas GqcqqSz ;Sz;Sz;Sz(t1 − t2, t1 − t′, t2 − t′′) is obtained from G
cqqq
Sz;Sz;Sz;Sz
(t2 − t1, t2 − t′, t1 − t′′) by interchanging t1
and t2. Here a¯ = q, c for a = c, q, respectively, and similarly for b¯. Therefore, the term with a = b = c contains a q-q
lead correlator, and thus vanishes.
For ω, ω′, |ω − ω′| ≫ Bz, one may neglect the effects of the magnetic field. Then, the spin operators appearing in
Eqs. (S51)–(S52) are time independent. Following the rules of the Keldysh formalism [S11], the corresponding spin
correlators can be written as combinations of commutators and anticommutators of the spin operators, depending
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on the ordering of the time arguments. Most of these turn out to be zero. The spin correlator on the r.h.s. of the
Eq. (S51) does not vanish only if a = b = q, in which case it gives
〈
Scz(t1)S
c
z(t2)S
q
z (t
′)Sqz (t
′′)Sq+(s1)S
q
−(s2)
〉
= θ(t1−s1)θ(s1−t′)θ(s1−t′′)θ(t′−s2)θ(t′′−s2)θ(s2−t2)+{s1 ↔ s2} , (S53)
whereas the spin correlator on the r.h.s. of the Eq. (S52) does not vanish only if a = c, b = q, when
〈
Scz(t1)S
q
z(t2)S
q
z(t
′)Sqz (t
′′)Sc+(s1)S
q
−(s2)
〉
=θ(t1 − s2)θ(s2 − t2)θ(s2 − t′)θ(s2 − t′′)θ(t2 − s1)θ(t′ − s1)θ(t′′ − s1)+
θ(s1 − t2)θ(s1 − t′)θ(s1 − t′′)θ(t2 − s2)θ(t′ − s2)θ(t′′ − s2)θ(s2 − t1),
(S54)
or if a = q, b = c, in which case one should simply interchange s1 and s2 in the last equation.
Plugging Eqs. (S53)–(S54) back into Eqs. (S51)–(S52), one can perform the integrals over s1 and s2, and then
calculate the Fourier-transform of the results. Using in addition the fluctuation-dissipation theorem to express all the
different Keldysh lead correlators in terms of the retarded one, χ˜hl+−(ω) =
〈〈
eiαφ˜s(0); e−iαφ˜s(0)
〉〉 hl
ω
, we find
GccqqSz;Sz;Sz;Sz(ω + ω
′,−ω, ω) = 4i
ω2ω′2
(
Ixy
4πa
)2{
2 coth
(
ω′
2T
)
Im
[
χ˜hl+−(ω
′)
]− coth(ω + ω′
2T
)
Im
[
χ˜hl+−(ω + ω
′)
]
− coth
(
ω − ω′
2T
)
Im
[
χ˜hl+−(ω − ω′)
]}
,
(S55)
GcqqqSz;Sz;Sz;Sz(ω + ω
′,−ω, ω) =−GqcqqSz;Sz;Sz;Sz(ω + ω′,−ω, ω) =
2i
ω2ω′2
(
Ixy
4πa
)2 {
2Im
[
χ˜hl+−(ω
′)
]− Im [χ˜hl+−(ω + ω′)] + Im [χ˜hl+−(ω − ω′)]}. (S56)
Substituting these expressions into Eq. (S43) we arrive at Eq. (15) in the main text:
γℓ′|ℓ(ω
′|ω) = 4πα
2
ℓα
2
ℓ′
ωω′
(
Ixy
4πa
)2 [
Im
[
χ˜hl+−(ω − ω′)
] (
θ(ω − ω′)
{
[1 + nB(ω
′)] [1 + nB(ω − ω′)]− nB(ω′)nB(ω − ω′)
}
+θ(ω′ − ω)
{
nB(ω
′) [1 + nB(ω
′ − ω)]− [1 + nB(ω′)]nB(ω′ − ω)
})
+Im
[
χ˜hl+−(ω + ω
′)
]{
nB(ω + ω
′) [1 + nB(ω
′)]− [1 + nB(ω + ω′)]nB(ω′)
}]
,
where [S6]
χ˜hl+−(Ω) =
1
2
sin
(
πα2
2
)
1
ω0
(
2πT
ω0
)α2−1
B
(
α2
2
− i Ω
2πT
, 1− α2
)
, (S57)
with B(x, y) the beta function [S13]. Thus, Im[χ˜hl+−(Ω)] ∝ [max(Ω, T ))]α
2−1 for small Ω and T . As mentioned in
the main text, the first line of Eq. (15) describes a process where an incoming photon at frequency ω is absorbed by
the quantum impurity, and a photon at frequency ω′ < ω, plus additional photons whose energies sum up to ω − ω′
are emitted (this is the only process allowed at zero temperature) and the reverse process. Similarly, the second line
describes a process where a photon at frequency ω′ > ω is absorbed, and a photon at frequency ω, as well as photons
whose frequencies sum up to ω′ − ω are emitted and vice versa. Finally, the third line describes a process where
photons whose frequencies sum up to ω′ + ω are absorbed, and photons at frequencies ω and ω′ are emitted and vice
versa.
The structure of Eq. (15) in the main text thus suggests that it can be obtained from a kinetic equation. Indeed,
one can write down the Boltzmann equation for the average mode occupations n˜q ≡ 〈a˜†s,q a˜s,q〉, accounting for all the
possible multiphoton scattering processes to second order in Ixy. The corresponding probabilities can be obtained by
Fermi’s golden rule from the Hamiltonian (S50), after expanding the exponents in the last term of the Hamiltonian
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to all orders in the bosonic fields [S14]:
dn˜q
dt
= 2π
(
Ixy
4πa
)2
π
qL
∞∑
N,N ′=1
α2(N+N
′+1)
N !N ′!
×
[
(1 + n˜q)
∫
dq1
q1
· · ·
∫
dqN
qN
∫
dq′1
q′1
· · ·
∫
dq′N ′
q′N ′
n˜q1 · · · n˜qN (1 + n˜q′1) · · · (1 + n˜q′N′ )δ(ωq1 + · · ·+ ωqN − ωq′1 − · · · − ωq′N′ − ωq)
−n˜q
∫
dq1
q1
· · ·
∫
dqN
qN
∫
dq′1
q′1
· · ·
∫
dq′N ′
q′N ′
n˜q1 · · · n˜qN (1 + n˜q′1) · · · (1 + n˜q′N′ )δ(ωq + ωq1 + · · ·+ ωqN − ωq′1 − · · · − ωq′N′ )
]
,
(S58)
where ωQ ≡ vQ. In equilibrium [in the absence of the external driving V (t)], the mode occupations are given by the
Bose-Einstein distribution, n˜Q = nB(ωQ). In order to find the rate of change of occupation of mode q = k
′ by the
ac excitation V (t) to second order in Ixy, one should substitute on the right hand side of Eq. (S58) the equilibrium
(Bose-Einstein) occupations for all the modes, except for the mode with wavevector k = ω/v, whose occupation is
modified by nVk by the ac source V (t); thus, nQ = nB(ωQ) + (π/L)n
V
k δ(Q − k). Multiplying the resulting rate by
the photon density of states L/(πv), and dividing by the incoming flux of photons of frequency ω [i.e., nVk v/(2L)], we
recover our previous result, Eq. (15) in the main text, if we employ the following relations:
[1 + nB(Ω)] Im
〈〈
eiαφ(0); e−iαφ(0)
〉〉 hl
Ω
= π
∞∑
N,N ′=1
αN+N
′
N !N ′!
∫
dq1
q1
· · ·
∫
dqN
qN
∫
dq′1
q′1
· · ·
∫
dq′N ′
q′N ′
×
nB(ωq1) · · ·nB(ωqN )
[
1 + nB(ωq′
1
)
] · · · [1 + nB(ωq′
N′
)
]
δ(Ω + ωq1 + · · ·+ ωqN − ω′ − ωq′1 · · · − ωq′N′ ), (S59)
nB(Ω)Im
〈〈
eiαφ(0); e−iαφ(0)
〉〉 hl
Ω
= π
∞∑
N,N ′=1
αN+N
′
N !N ′!
∫
dq1
q1
· · ·
∫
dqN
qN
∫
dq′1
q′1
· · ·
∫
dq′N ′
q′N ′
×
nB(ωq1) · · ·nB(ωqN )
[
1 + nB(ωq′
1
)
] · · · [1 + nB(ωq′
N′
)
]
δ(ωq1 + · · ·+ ωqN − ω′ − ωq′1 · · · − ωq′N′ − Ω). (S60)
SM.F. INELASTIC SCATTERING IN THE SMALL α LIMIT
In this Section we will analyze inelastic photon scattering in the limit of small α at zero temperature. In that
regime it is useful to use the spin-boson version of the Hamiltonian, Eq. (5) in the main text. We will start from
the case Bz = 0. Then we have a two-level system (Sx = ±1/2), where the two levels are separated by TK = ELRJ ,
and weakly coupled to the bath of photons. Since every photon emission or absorption flips the impurity spin, the
inelastic process which is lowest-order in α and leaves the two-level system in its ground state involves four photons.
The amplitude for a photon at frequency ω incoming in lead ℓ to scatter into photons of frequencies ω′, ω1, and
ω2 = ω − ω′ − ω1 outgoing into leads ℓ′, ℓ1 and ℓ2, respectively, is, to the lowest order in α, a sum over the partial
amplitudes of the 4! = 24 different orderings of the absorption of the single incoming photon and the emission of the
three outgoing ones. Squaring this total amplitude and multiplying by the appropriate density of states factors we
find the cross section
γℓ′,ℓ1,ℓ2|ℓ(ω
′, ω1, ω2|ω) = π
2
2
α2ℓα
2
ℓ′α
2
ℓ1α
2
ℓ2
∣∣ELRJ ∣∣2 ωω′ω1ω2×∣∣∣∣∣∣∣
ωω′ω1ω2 −
(
E˜LRJ
)2 (
ω′2 + ω21 + ω
2
2 + ω
′ω1 + ω
′ω2 + ω1ω2
)
+ 3
(
E˜LRJ
)4
(ω − E˜LRJ )(ω + E˜LRJ )(ω′ − E˜LRJ )(ω′ + E˜LRJ )(ω1 − E˜LRJ )(ω1 + E˜LRJ )(ω2 − E˜LRJ )(ω2 + E˜LRJ )
∣∣∣∣∣∣∣
2
, (S61)
where E˜LRJ = E
LR
J [1− (α2/2) ln(ω/ELRJ )]+ iΓLRJ accounts for the shift and finite lifetime (broadening) of the excited
impurity state, with ΓLRJ = πα
2ELRJ /4 (The shift in the real part of E
LR
J corresponds to the change in TK , Eq. (8)
in the main text, calculated to order α2). Thus, while the cross section is only of order α8 for small α (for fixed
αL/αR), it displays peaks of height ∝ α4 and width ∝ α2 whenever one of the frequencies is close to ELRJ . It should
be noted that having more than one of the outgoing frequencies ω′, ω1, and ω2 close to E
LR
J does not lead to even
higher peaks, since the numerator in Eq. (S61) vanishes in that case.
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Eqs. (S61) & (S62)
Eq. (S63)
Eq. (18)
FIG. S2. γs(ω
′|ω) ≡
∑
ℓ,ℓ′=L,R γℓ′|ℓ(ω
′|ω), representing the inelastic spectrum summed over the incoming and outgoing leads,
normalized by the total probability summed over the incoming lead, γs(ω) ≡
∑
ℓ=L,R γℓ(ω), for α
2 = 0.1, ω/ELRJ = 30.0,
and Bz = T = 0. In this regime γs(ω) ∼ α
6(ELRJ /ω)
2 ln(ω/ELRJ ). The inset is a zoom-in into the region ω − ω
′ < ELRJ .
The continuous line is the exact result (to leading order in α), obtained from numerical evaluation of Eq. (S62) together with
Eq. (S61). The dashed line corresponds to Eq. (S63), valid for ELRJ ≪ ω
′ < ω − ELRJ , and the dotted line corresponds to
Eq. (18) in the main text, valid for ω − ω′ ≪ ELRJ . Note the nonmonotonic behavior for ω
′ > TK , as compared with Fig. 3
of the main text. This nonmonotonicity, and the resulting broad peak around ω − ω′ ∼ TK , are expected for any α < 1 by
Eq. (16) in the main text. See the text for further details.
Integrating over ω1 and summing over ℓ1,2 we find the four-photon process contribution to the inelastic spectrum
γ
(4)
ℓ′|ℓ(ω
′|ω) =
∑
ℓ1,ℓ2=L,R
ω−ω′∫
0
γℓ′,ℓ1,ℓ2|ℓ(ω
′, ω1, ω − ω′ − ω1|ω)dω1. (S62)
Let us discuss the main features in the dependence of γ
(4)
ℓ′|ℓ(ω
′|ω) on ω, ω′ and α. When all frequencies are small
with respect to ELRJ , no resonance contributes, leading to the second term in Eq. (17) in the main text, with
aω(α) = 3π
2α4/4. In that case, therefore, the spectrum γℓ′|ℓ(ω
′|ω), as well as the total inelastic scattering probability
γℓ(ω) [obtained through the sum rule, Eq. (14) in the main text], are very small, of order α
8.
For ω ≫ ELRJ (more precisely, ω > 2ELRJ ), the behavior is richer, as depicted in Fig. S2. For ω′ > ω − ELRJ none
of the frequencies is close to a pole, and the spectrum is still ∝ α8, corresponding to the second term in Eq. (18) in
the main text, with a′ω(α) = π
2α4/12. For ω′ < ω −ELRJ the integration over ω1 includes the regions ω1,2 ≈ ELRJ , so
the spectrum is ∝ α6 in most of this range, except for a peak of height ∝ α4 and width ∝ α2 when ω′ ≈ ELRJ . Away
from that peak, in the regime ELRJ ≪ ω′ < ω − ELRJ the calculation can be carried out explicitly to the lowest order
in α, leading to,
γ
(4)
ℓ′|ℓ(ω
′|ω) = π2α2α2ℓα2ℓ′
(
ELRJ
)2 (
ω − ω′ − ELRJ
)
ωω′ (ω − ω′)2 . (S63)
It should be noted that Eq. (S63) agrees with Eq. (16) in the main text in their common domain of applicability, i.e.,
lowest order in α and the range ELRJ ≪ ω′ ≪ ω − ELRJ . By Eq. (14) in the main text, this latter range gives the
dominant contribution to the total inelastic scattering probability γℓ(ω) for ω ≫ ELRJ . Eq. (S63) results in γℓ(ω) ∼
(ELRJ /ω)
2α6 ln(ω/ELRJ ) for α
2 ln(ω/ELRJ ) ≪ 1, whereas Eq. (16) in the main text shows that γℓ(ω) ∼ α4(ELRJ /ω)2
for α2 ln(ω/ELRJ )≫ 1.
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In the regime ELRJ < ω < 2E
LR
J a similar analysis leads to a total inelastic probability ∝ α6. Finally, when ω itself
is resonant, ω ≈ ELRJ , both γℓ′|ℓ(ω′|ω) and γℓ(ω) are ∝ α4. The peaks when one of the frequencies ω′, ω1, ω2, is also
close to ELRJ are suppressed here by the frequency factors in the first line of Eq. (S61), since the other two frequencies
must be close to zero in this case.
Turning on a finite magnetic field Bz, three-photon processes become possible. To lowest order in Bz/E
LR
J their
contribution to the inelastic spectrum is
γ
(3)
ℓ′|ℓ(ω
′|ω) = π
2
2
α2ℓα
2
ℓ′α
2B2z
∣∣∣E˜LRJ ∣∣∣2 ωω′(ω − ω′)×∣∣∣∣∣∣∣
ω2 + ω′2 − ωω′ − 3
(
E˜LRJ
)2
(ω − E˜LRJ )(ω + E˜LRJ )(ω′ − E˜LRJ )(ω′ + E˜LRJ )(ω − ω′ − E˜LRJ )(ω − ω′ + E˜LRJ )
∣∣∣∣∣∣∣
2
. (S64)
At small frequencies we now recover the first term in Eq. (17) in the main text, with aB(α) = 9π
2α2/2, i.e., γℓ′|ℓ(ω
′|ω) ∝
α6. For ω > ELRJ the spectrum has two peaks, at ω
′ ≈ ELRJ and ω − ω′ ≈ ELRJ , both of height and width ∝ α2,
leading to total inelastic probability ∝ α4, whereas for ω − ω′ ≪ ELRJ we recover the first term in Eq. (18) in the
main text for ω ≫ ELRJ , with a′B(α) = π2α2/2. Finally, for ω ≈ ELRJ we have γℓ′|ℓ(ω′|ω) ∝ α2, with narrow peaks at
ω′ ∼ ΓLRJ and ω − ω′ ∼ ΓLRJ , resulting in γℓ(ω) ∝ α2 ln(1/α2). On the other hand, all these values are suppressed by
a factor ∼ (Bz/ELRJ )2.
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