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Introduction
One important research aspect of the automotive industry is the improvement of the engine efficiency and the exploitation of the use of alternative fuels. Within this field, appropriate experimental test-benches are constructed, in order to investigate the combustion process and performance of the promising spark-ignition engines running on hydrogen under different operating conditions and strategies [1] [2] [3] [4] [5] [6] , together with the various in-cylinder processes taking place [7] . For this task many important parameters are measured, such as the cylinder pressure, emissions, wall temperatures etc., and processed to evaluate the engine performance [8, 9] .
Apart from the experimental investigations of hydrogen-fueled spark-ignition engines, numerical tools are also developed [7, [10] [11] [12] [13] in order to constitute an additional weapon in the detailed investigation of the various processes on those kind of engines.
Especially, the results obtained from computational fluid dynamics (CFD) codes [7, 13] can further assist to appraise the engine performance, since they can describe in a more fundamental way the in-cylinder phenomena [14] , such as the flame kernel development, and the heat and mass transfer.
In the present study both experimental and numerical investigations have been accomplished simultaneously, in order to identify with detail some critical processes taking place in a hydrogen-fueled, spark-ignition engine. More specifically, measurements have been conducted on a Cooperative Fuel Research (CFR) engine at two compression ratios and three equivalence ratios at minimum spark advance for best torque (MBT), in order to appraise the heat transfer through the cylinder boundaries together with the engine"s performance and emissions. Also, a validated in-house CFD code has been applied to simulate the functioning of that engine under the same operating conditions, in order to have a more detailed view of the in-cylinder processes.
Both results (experimental and numerical) are combined, with a final task to examine the combustion efficiency, the thermal processes, the performance, and the spatial production of nitric oxide emissions for this engine.
Experimental data

Test engine
The experimental data used in the present study concern measurements on a CFR engine, operating at a constant engine speed equal to 600 rpm. It is equipped with port fuel injection (PFI) and has a variable compression ratio. The load of the engine is altered with the variation of the equivalence ratio (quality load control), while all measurements are conducted at wide-open throttle (WOT). Fuel injection and ignition timing are controlled by a MoTeC M4Pro unit. The main specifications of this engine are given in Table 1 .
The measured data that will be elaborated here concern the inlet mass flow rates of air and hydrogen, the cylinder pressure traces, the NO/NO x emissions, the inlet and exhaust gas temperatures and the wall temperatures and heat flux rates at three locations (the heat flux measurements were carried out with a Vatell HFM-7 sensor).
The data are measured for different operating conditions, when varying the compression ratio (CR) with values 8 or 9, and the fuel-to-air equivalence ratio φ (i.e. the actual fuelto-air ratio divided by its stoichiometric value) in the range 0.5-1.0, or correspondingly λ in the range 1.0-2.0 (λ=1/φ is the relative air-to-fuel ratio). The investigated compression ratios are kept quite low, in order for the piston not to cover the heat flux sensors, since the latter are installed at the cylinder liner, and the center of the sensor is located 9 mm lower than the cylinder head. A more detailed description of the measuring equipment and the experimental uncertainty can be found in Ref. [2] , while a general overview of the test setup with the notation of the measurement positions and the location of the spark-plug is shown in Fig. 1 .
Conditions investigated
The current study focuses on the hydrogen combustion efficiency, the heat transfer mechanism and the performance of the spark-ignition engine, combined with the NO exhaust emissions. Some of the most important parameters influencing the relevant phenomena are the compression ratio (CR) and the equivalence ratio φ [2] . Especially the latter one plays a dominant role on the peak heat flux in hydrogen engines, since it has been shown that the heat loss greatly increases, when the engine operates with stoichiometric mixtures, compared to running on methane [2, 8] . Moreover, the ignition timing (IT) has a great influence on the heat loss, as described in Ref. [15] , but this parameter is not investigated here, since the spark-timing has been set to MBT for all cases examined.
Concerning the effect of the equivalence ratio and compression ratio on the wall temperatures, the measured wall temperature history at location P3 of the cylinder liner (see Fig. 1 ) during the compression and expansion strokes can be observed in Fig. 2, where as the engine mixtures approaches stoichiometry the local wall temperature is radically increased. Moreover, the sharp increase of the wall temperature just after the spark-timing is higher for richer mixtures. The effect of compression ratio is less clear, since it is coupled with the effect of the variation of the ignition timing. It is interesting to notice that the wall temperatures are unexpectedly slightly decreasing when the compression ratio increases, which is due to a later spark-timing that is selected to be equal to the MBT for each case. The same trend is also noticed for the measured wall temperature histories at the other two measurement locations, P2 and P4 (not shown here).
The same findings hold true concerning the influence of the equivalence ratio and the compression ratio on the measured peak heat flux at location P2 of the cylinder liner (see Fig. 1 ), as shown in Fig. 3 . It becomes evident that the greatest effect is due to the equivalence ratio, and not to the variation of the compression ratio. The latter has a small effect on the peak heat flux, since for every case examined different spark-timings have been chosen (equal in every case to MBT). It should be mentioned here that the same trend is also observed for the other two measurement locations, P3 and P4 (not shown here).
Numerical model
CFD model
The firing version of the CFD code developed by the first two authors can simulate three-dimensional curvilinear domains, using the finite volume method in a collocated grid. It has been validated in a previous published work [16] in comparison to measured data, showing that it is capable of simulating adequately the power cycle of hydrogenfueled spark-ignition engines.
The in-house CFD code developed incorporates the RNG k-ε turbulence model [17] with some slight modifications to introduce the compressibility of a fluid in generalized coordinates, as described in Ref. [18] . It solves the transport equations for the conservation of mass, momentum, chemical species and energy, Eq. (1), as suggested in Ref. [19] .
The second source term shown in Eq. (1), (S cr ) represents the effect of the phenomenological crevice model used, incorporated in the CFD code [20] . Furthermore, for the turbulence model the source terms of the turbulent kinetic energy and its dissipation are the same as in Ref. [21] .
Further details of the in-house CFD model used, concerning the pressure-correction algorithm used (PISO) [18] , the turbulence model, the mesh generation model, the crevice model, as well as a detailed evaluation and validation of the developed CFD model under both motoring and firing conditions, can be found in previous published papers by the first two authors [16, [20] [21] [22] .
Heat transfer model
In the present study the wall-heat flux correlation developed in a previous work of the first two authors [21] is used for the simulation of the heat transfer mechanism. Its formulation is based on a compressible version of the standard law-of-the-wall [23] , and it includes the unsteady pressure term, which has been also shown in [24] to give more accurate results. In this study an additional term, the volumetric heat release rate due to combustion ( c Q     ) has been also included, in order to capture the increase of the wallheat flux due to combustion phenomena in the computational cells adjacent to the walls, as also suggested in [24] .
The wall heat flux (in W/m 2 ), which is inserted into the source term of the energy equation (S h ) for the boundary cells, is shown in Eq. (2). This expression is used for
is the friction velocity (with C μ equal to 0.0845, according to the RNG k-ε turbulence model [17] 
Further details concerning the development, implementation and validation of this heat transfer model used in the in-house CFD code, can be found in previous works of the first two authors [21, 25] .
Combustion model
In the next subsections the combustion model developed by the first two authors will be briefly presented, as applied for the simulation of hydrogen-fueled, spark-ignition engines. Only its basic features will be given, since its detailed presentation is provided in a previous publication [16] .
Laminar and turbulent burning velocities (ignition and main stage of combustion)
In the developed combustion model, a correlation of the hydrogen laminar flame speed (u l ) is used [16] . After investigating various correlations for engine relevant conditions found in the literature [26] , which additionally include stretch effects, a recently published correlation was implemented in the combustion model [27] . This correlation is used, in order to track the computational cells in which the flame has propagated during the ignition phase [16] . This is accomplished with the calculation of the flame kernel radius, by approximating the flame propagation velocity with the laminar flame speed, since the characteristic dimension of the flame is considered to be smaller than the prevailing turbulence eddies. The ignition energy supplied by the spark-plug is simulated by adding energy to the computational cell located at the point where the spark plug is placed (see Fig. 1 ). The spark duration is equal to 5 degrees CA and the supplied spark energy to the combustible mixture is 10 mJ, being a quite low value, since it incorporates also the heat energy loss to the electrodes; no additional model has been implemented to simulate this process, due to the great uncertainty of the exact shape, temperature and transient effects near the spark electrodes. The end of the ignition process and the transition to the turbulent combustion is determined by the time instant that the flame kernel radius exceeds a specific constant value (critical radius) equal to 4 mm [7] . More details concerning the incorporation of the laminar flame speed to the combustion model and the description of the ignition model can be found in Ref. [16] .
The laminar flame speed is used not only during the ignition process, when the initial flame kernel approximately propagates with its laminar flame speed [7] , but also during the turbulent flame development phase, when in the expression of the turbulent burning velocity the correlation of the laminar flame speed is inserted. In the developed combustion model the turbulent flame speed (u t ) is used, in order to track the computational cells in which the flame has propagated during the main stages of combustion after the ignition phase. The expression incorporated is the one proposed by Zimont/Lipatnikov and Chomiak [28, 29] , where only one calibration constant "A" needs to be tuned. This tuning process has been accomplished in the evaluation study of the combustion model [16] , where the calibration constant has been found to be equal to 0.8. In the present study this constant holds the same value for every case examined.
Further details concerning the implementation of this turbulent burning velocity expression in the combustion model developed and the description of the turbulent flame development phase can be found in Ref. [16] .
Reaction rate calculation
The basic sub-model incorporated in the developed CFD code for the calculation of for the nitric oxide (NO), which is kinetically controlled and its reaction rate will be discussed in the next sub-section.
The methodology followed originates from the work of Abraham et al. [30] , which has gone through some major improvements ever since [31] and has been also extended to other types of engines [32, 33] . Recently, it has been formulated for the simulation of hydrogen-fueled spark-ignition engines and validated against experimental data, while further details concerning the calculation of the reaction rates with the use of the characteristic conversion time-scale method can be found in Ref. [16] .
NO formation modeling
It has been shown that the reaction rate of the nitric oxide (NO) is kinetically controlled, governed primarily by three kinetic reactions known as the extended Zeldovich mechanism [34] .
The methodology followed is the same as the one presented in detail in [35] . The most usual set of constants for the reaction rates of the three chemical equations considered is also used in the present study, which is the one reported in Ref. [34] .
Nevertheless, these constants were derived for hydrocarbon fuels, and so their uncertainty (which is already quite high) increases when they are applied for the calculation of the nitric oxide reaction rates in the case of a fuel being carbon-free [13] .
Results and discussion
Test cases examined
The operating conditions of the CFR engine investigated in the current study concern the variation of the compression ratio and the equivalence ratio. For all cases examined a WOT has been used, the spark-timing is set to its MBT value, and the engine speed is kept constant at 600 rpm. Table 2 gives the matrix of all test cases examined.
Computational details
In the present study some initial and boundary conditions are provided from the experimental data, such as the pressure at IVC, the inlet air and hydrogen flow rates, and the wall temperatures. For the rest of the required conditions, reliable estimations are used. The initial flow field is calculated by considering an initial swirl ratio at IVC equal to 1.5, since the inlet valve is unshrouded [33] . The initial turbulence properties are the same as the ones derived from a relevant work concerning the same engine [33] , and are held constant for every case examined here, since the engine speed is kept constant as well. More specifically, the initial turbulent velocity (u') at IVC is equal to 5.16 m/s, giving a rms turbulent velocity at TDC equal to around 0.86 m/s, although the latter value slightly changes with engine load and compression ratio. The initial gas temperature at IVC is varied from 370 K to 400 K, as the mixture becomes richer (for both compression ratios).
The estimation of the residual gas mass fraction plays an important role in the value of the laminar flame speed. At IVC the initial mixture is composed of H 2 , O 2 , N 2 , and H 2 O, and the mass content of each of these species is affected by the residual gas mass fraction. Estimations concerning the values of residual gas and its trend are obtained from the works reported in [36, 37] , combined with the measured air and hydrogen inlet flow rates. No overlapping period of the inlet and exhaust valves exists in this specific engine, thus making the estimation of the residual gas rather simpler.
Concerning the computational mesh used, previous relevant studies [20, 21] , together with a parametric study using the firing version of the developed CFD code, have shown that the most reliable mesh, providing adequate accuracy and keeping the required CPU time relative low, is the one having (40x40x40) grid lines along each axis respectively.
The computational mesh at the beginning of the simulations (IVC) is shown in Fig. 4 (for CR=9). The grid-spacing along the x-and y-axis is very uniform and equal to around 2 mm, while the initial grid-spacing along the z-axis (axial) is around 3 mm. The methodology of adding or removing mesh layers, according to the piston"s movement, is the same as the one described in Ref. [21] .
The computational time step used is kept low and equal to 0.5 0 CA, since it has been shown that it is small enough to provide time-step independent solutions [21] , even for low rotational speeds. During the combustion period, initiating from the ignition timing and afterwards, the time step is further decreased and becomes equal to 0.1 0 CA, as in Ref. [7] . This tactics is followed, in order to increase the accuracy of the computational results, but also to increase the stability of the code, since during each time step the variation of the cylinder pressure and temperature is large, especially for the higher load cases.
Finally, the only calibration constant used in the in-house CFD code exists in the expression of the turbulent flame speed, and retains the value A=0.8 (as mentioned in subsection 3.3.1. above) for all cases examined.
Investigation of combustion efficiency
The investigation begins with the hydrogen combustion efficiency for every case examined. This parameter, as is defined in the present study, includes three major losses, which decrease the theoretical heat of combustion ( 1. Hydrogen loss to the crankcase (blow-by). Around 6-7% of the initial trapped mass at IVC enters the crevices during the compression stroke and the early combustion period, and only a fraction of the initial trapped mass re-enters the combustion chamber during the expansion stroke (around 4%). The rest is lost as blow-by, although for hydrogen engines the geometry of the piston-rings is adapted [26] .
2. Since the dissociation of the combustion products is also taken into consideration, the theoretical heat of combustion is decreased, due to the production of the species OH, O, H, N, and NO during the combustion period, especially at increased temperatures (high load).
3. The hydrogen combustion is not complete, since a low concentration of (molecular) hydrogen can be traced in the exhaust gas, especially in the case of leaner mixtures [38] .
The above three combustion inefficiency mechanisms can all be included in a general expression for the hydrogen combustion efficiency. More specifically, Eq. (3) is used for its calculation [15] .
where B Q the real heat of combustion calculated directly from the CFD code, LHV the lower heating value of hydrogen equal to 120 MJ/kg H2 [1] .
An alternative technique for estimating the combustion efficiency is with the use of the measured oxygen and hydrogen concentrations in the exhaust gas, according to the methodology reported in [38] . This is not followed here, since additional losses are encountered (such as the dissociation of combustion products), which are all included in a more general expression, as in Eq. (3). Another important reason for not following that method is due to the low values of hydrogen concentration in the exhaust gas (for some cases the measured value is equal to zero), in which case the use of this method could provide inaccurate results, such as a combustion efficiency equal to 100% in the case of no hydrogen traced by the measurement equipment in the exhaust gas (especially for stoichiometric mixtures).
According to Ref. [38] , as the equivalence ratio is increased approaching stoichiometry, the combustion efficiency is increased as well. In other words, as the combustion duration decreases and the process approaches the "ideal" constant volume combustion close to TDC, the combustion efficiency increases as also reported in [12] .
This trend is also depicted here, as shown in Fig. 5 , where the combustion efficiency together with the theoretical heat of combustion (derived from the measured value of available hydrogen per engine cycle) can be observed for all cases examined.
The combustion efficiency takes high values, approaching 100% especially for the richer mixtures, as expected. This is in accordance to the almost untraceable unburned hydrogen concentration at the exhaust for the "rich" mixtures, meaning that the actual unburned hydrogen is lower than the sensitivity of the measurement equipment.
Additionally, for higher compression ratio the combustion efficiency slightly decreases, which can be explained by the retarded spark-timing for the cases with the compression ratio equal to 9 (at TDC for the leanest mixture to 14 0 CA ATDC for the richest one). The theoretical heat of combustion follows exactly the same trend for the cases considered here.
In a more detailed attempt to identify the relative influence of each one of the three loss mechanisms, namely the unburned hydrogen in the exhaust gas, the hydrogen loss in the blow-by gas and the dissociation of combustion products, contributing to the combustion inefficiency, further processing of the numerical results has been accomplished. By doing so, strategies for increasing the combustion efficiency could focus on each mechanism exclusively, as the load and compression ratio varies, in order to maximize the overall efficiency as well. Fig. 6 shows the relative contribution of each of the three mechanisms in the overall combustion process, for all cases examined. As depicted, the unburned hydrogen in the exhaust gas is actually zero for the stoichiometric mixtures for both compression ratios, while it is substantially increased for lower loads, as was also experimentally observed in Ref. [39] . This is due to the combustion duration increase for leaner mixtures, where the prevailing burned gas temperature is much lower, causing an incomplete hydrogen oxidation.
Concerning the hydrogen lost in the blow-by gas, for leaner mixtures this mass fraction is just slightly lower. One would expect to be substantially lower due to the steep pressure rise for the rich mixtures, forcing more mass to enter the crevices (for a short period though). On the other hand, the initial trapped mass at IVC for the lean mixtures is higher (due to the lower initial mixture temperature). The combined result of these two contradictory trends is for the combustion inefficiency to be only slightly higher at richer mixtures.
Finally, the dissociation of combustion products is observed mainly at high temperatures [40] . Therefore, as expected, the combustion of lean mixtures produces fewer dissociated species contrary to richer mixtures, where in the latter cases the combustion temperature reaches 2800 K. This brings a decrease in the real heat of combustion due to the production of OH, O, H, N, and NO. The dissociation values calculated here are significant lower than the ones found in the work of Obermair et al. [41] , since the burned temperatures are lower, due to a retarded spark-timing and lower compression ratio. Fig. 6 also shows that the general trend of the three mechanisms, when varying the compression ratio, is the same although the ignition timing is substantially varied. The overall difference of the combustion efficiency when varying the compression ratio, seems to be caused by the inefficiency of the dissociation, since only this value is increased at higher compression ratio, while the other two inefficiencies have similar values.
Investigation of heat transfer
In this subsection the local wall heat fluxes of the CFR engine will be presented first, concerning both measured and calculated data obtained from the CFD code. The scope is, first, to evaluate the CFD code and its capabilities to predict adequately in-cylinder heat transfer phenomena. This is accomplished by comparing the calculated local wallheat fluxes with the measured values at three locations of the cylinder liner for all cases examined. As known, the measurement of local wall-heat fluxes in the combustion chamber of internal combustion engines requires special techniques and care [42] . This is guaranteed also here, as described in Ref. [2] , where an overview is provided of the relevant measurement methods with emphasis on their use in hydrogen-fueled engines.
The present study then proceeds with the calculation of the cumulative heat loss to the cylinder walls and eventually with the estimation of the fraction of the real combustion heat that is actually lost to the cylinder walls, during the closed part of the engine cycle for each case examined [8] . Fig. 7 shows the comparison of the calculated local wall heat fluxes with the measured ones for compression ratio equal to 8 (cases 1-3 of Table 2 ), while Fig. 8 for compression ratio equal to 9 (cases 4-6 of Table 2 ). It should be mentioned that the measured heat fluxes at locations P2 and P4 (see Fig. 1 ) have very close values, since their distance from the spark-plug is the same and the timing that the flame front reaches these locations is virtually the same. Some slight differences observed to these measured data are due to the slightly different spatial turbulent and velocity distribution, which causes a different flame speed. On the other hand, the calculated results cannot capture this discrepancy, since uniform values for the turbulent kinetic energy, its dissipation rate, and the velocity profiles have been used in the initial conditions. Therefore, the calculated heat fluxes at locations P2 and P4 have almost the same values during the engine cycle. For this reason, the comparison will be limited only to the heat fluxes at locations P2 and P3 in the cylinder liner of the CFR engine.
The comparison reveals that the CFD code developed can adequately calculate the peak heat flux, together with the timing of the flame arrival at the locations where the probes are installed (at P2 and P3 locations and P4 as well, which is not shown here), for both compression ratios and all equivalence ratios under study, although some small discrepancies are observed especially at the P3 location for the leaner mixtures. The prediction of the local wall heat flux at P3 location is not as accurate as at P2 location for every case examined, which can be attributed to the slight different wall temperature at these two locations (the boundary temperature is locally and temporally constant at the whole cylinder wall in the CFD code) and to the spatial uniform initial flow and turbulence field used in the CFD code, as described in the previous paragraph. The underprediction of the heat fluxes during the late expansion stroke that was noticed in previous studies [16, 25] is kept low and the performance of the wall-function formulation during this time period has been substantially increased, due to the incorporation of the combustion term (Eq. (2)). Additionally, during the compression stroke the calculated local wall heat fluxes are close to the measured data.
After revealing the capability of the developed CFD code to calculate with good accuracy the heat transfer to the cylinder walls for the cases examined, the calculated mean wall heat losses will be provided next. These are actually spatial-averaged values over the entire cylinder wall, from which a cumulative heat loss can then be calculated. Fig. 9 shows the averaged heat loss for all cases examined, based on the calculations obtained from the CFD code. For the richer mixtures the peak heat loss is much higher than the ones for part-load operation (φ=0.75 and 0.50). This has to do with the specific properties of hydrogen, and most importantly with its high laminar flame speed. The combustion period in that case lasts for fewer degrees CA, causing high gas temperatures and an intense heat transfer process, due to the rapid heat release rate of the fuel.
From the calculated mean heat loss to the cylinder walls, the cumulative heat transfer can then be derived during the closed part of the engine cycle. The calculated results are presented in Table 3 , where the increased values of the total heat loss for the full load operation (φ=1) can be identified for both compression ratios. In the same Table is also shown the cumulative heat loss derived from the mean measured values of the local heat fluxes. This kind of comparison of the numerical results with the measured values is not straightforward, since the measured values are based only on the local heat fluxes at three locations. Nevertheless, this procedure can provide an estimation of the error introduced when such strategies are followed [43] .
When the compression ratio is increased (Cases 4-6) the total heat loss remains almost constant, instead of increasing. This has to do with the different spark-timing used for each case, set equal to MBT; as shown in Refs. [2, 15] , the heat loss is substantially affected by this timing.
Concerning the heat loss ratio, it is defined as the ratio of the calculated cumulative heat loss to the cylinder walls over the real heat of combustion according to [8] , and it is given by Eq. (4). This ratio is shown in Fig. 10 for all cases examined here, together with the real heat of combustion. 
The variation of the heat loss ratio with the equivalence ratio is less pronounced here than in the one described in Ref. [15] , since smaller differences are observed as the load changes. Nevertheless, the trend of increasing the heat loss ratio as the mixture becomes richer is correctly captured. The same also holds true for the variation of compression ratio, having a minor influence on the heat loss ratio. On the other hand, the real heat of combustion remains almost constant as the compression ratio varies, and follows strictly the theoretical heat of combustion (see Fig. 5 ). This has to do, to a great extent, with the spark-timing selected in each case (equal to MBT).
Investigation of performance
In this section the performance of the CFR engine will be investigated, concerning the cylinder pressure traces, the net heat release rate, and the gross indicated work, using both measured and numerical data.
Investigation of pressure history
Beginning with the pressure traces, in Fig. 11 is shown the comparison of the calculated cylinder pressure history with the measured one for all cases examined. It is interesting to note the increased peak pressure for the stoichiometric gas mixtures in contrast to the leaner mixtures, together with the steeper pressure rise during the early stages of the combustion period just after the spark-timing for both compression ratios.
Generally speaking, the comparison of the predicted data with the measured ones is good, since for every case considered the peak pressure and its timing are well captured, except from the leaner mixtures, where some small discrepancies are observed. These can be partly attributed to the correlation of the laminar flame speed used in the CFD code, and to the lower heat loss calculated during the beginning of combustion, as can be observed in Figs. 7 and 8 . It should be mentioned that in the correlation used, the fitting of its constants to reproduce the actual measured data involves some expected error [44] , which close to its lower (and maybe upper) validity limit might become important, as is the case here for φ=0.5 (lower validity limit equal to φ=0.4). Additionally, the calculated cylinder pressure just before the ignition-timing is very close to the measured value (due to a reliable wall-heat function formulation and crevice model used), and the calculated pressure during the expansion stroke matches in good terms the measured one. The latter aspect is of high significance, since in a previous study [16] it has been shown that the calculated pressure during this time period was over-predicted, due to a lower calculated wall heat loss. But this drawback has been further investigated, and its solution is based on the incorporation of the heat of combustion in the expression of the wall-heat flux (see Eq. (2)), in order for the performance to be better calculated.
Investigation of net heat release rate
As known, concerning the study of the combustion process in internal combustion engines, a very important means to analyze combustion characteristics is the calculation and analysis of heat release rates according to actual measurements of pressures in the chamber [45] . Using the numerical and measured data, the net heat release rate can be calculated for the present hydrogen-fueled spark-ignition engine [2] . The experimental net heat release rate was calculated based on the cylinder pressure traces (following a single-zone approach), according to [2] , using Eq. (5) .
where Q B the real heat of combustion (given in a previous sub-section), Q w the wall heat loss, V the instantaneous cylinder volume, and γ the ratio of specific heat capacities taken equal to a constant value of 1.35 [2] .
For all cases examined the net heat release rate is presented in Fig. 12 , where the experimental net heat release rate is calculated as above, and the numerical one directly from CFD code. In this figure, it is shown that the numerical data can capture in good terms the effects of variation of the compression ratio and equivalence ratio. The most important finding drawn from this figure is the combustion duration, which for hydrogen is small and, as the mixture becomes richer, it is further decreased (partly explaining the increased combustion efficiency for the richer mixtures), together with an intense heat loss just after the end of combustion (at the point where the net heat release rate becomes negative). As the mixture becomes leaner the peak net heat release rate is substantially decreased, which is observed for both compression ratios, while after the end of combustion almost zero values prevail.
Investigation of gross indicated work
Since the focus is on the closed part of the cycle (from IVC until EVO), the gross indicated work will be calculated as well, using Eq. (6), in order to better identify the performance of the engine. Fig. 13 shows the gross indicated work for all cases examined, depicting the comparison of the numerical with the measured data. The trend is well captured from the calculations, when varying the compression ratio, but most importantly when varying the equivalence ratio. Also, for all cases considered, there is a good match of the calculated data with the measured ones in absolute values as well, especially for the higher compression ratio, which is within the experimental uncertainty (2.5%) [2] . Moreover, the gross indicated work is actually constant when the compression ratio increases. This has to do with the spark-timing selected (equal to MBT for both compression ratios).
Investigation of the thermal energy of the exhaust gas
The energy flow that is not transformed into work or heat loss to the cylinder walls, is actually the exhaust heat of the engine. This value can be defined as follows [15] :
In Table 4 is shown the exhaust heat as calculated for every case examined, using
Eq. (7), together with the exhaust heat ratio, which is defined as
; it is actually the fraction of the real heat of combustion lost to the exhaust. The exhaust heat as well as the exhaust heat ratio is calculated directly from the CFD code. In Table 4 are also shown the measured exhaust gas temperatures for every case examined, which can provide an indication of the thermal content of exhaust gas.
As the equivalence ratio is increased, the exhaust heat ratio is decreased for both compression ratios, having though a small variation. Owing to the high heat loss during the expansion stroke, a great portion of the real heat of combustion has been lost to the cylinder walls, decreasing the exhaust heat, which is nevertheless maintained at high values [8] . This can be confirmed by the relatively small variation of the measured exhaust gas temperatures for variable equivalence ratio.
Investigation of efficiency
The scope here is to identify how the available chemical energy of the fuel is transformed into work and which portion of it is actually lost, as heat loss to the combustion chamber walls and to the exhaust gas, combined with the combustion inefficiency mechanisms, described previously. This task demands as prerequisites the appraisal of the combustion efficiency, and the performance of the hydrogen-fueled spark-ignition engine under investigation, which were presented in the previous subsections. The indicated efficiency (gross) combines all these energy flows, and is calculated by Eq. (8):
The indicated efficiency is shown in Fig. 14 for all cases examined, comparing the measured with the calculated data. It is observed that as the mixture becomes leaner the efficiency is radically increased, which is correlated to some extent with the lower heat loss, and additionally related to the specific gas properties of the mixture (e.g. the specific heat capacity), while the increase of the compression ratio brings an increase to the indicated efficiency only for the two leaner mixtures. Moreover, the comparison of the calculated indicated efficiency with the measured one is relatively good, and the trend is well captured from the CFD results.
The above analysis focuses on the closed part of the cycle, since it is representative of the efficiency and the performance of the entire engine cycle. This is quite true, since in the gas exchange period the following hold: , open part of the cycle) are very low in comparison to the gross indicated work presented before, due to a WOT operation [46] . According to the measured cylinder pressure history, the pumping losses during the gas exchange period are lower than 2 J for all cases examined in this study.
 No actual crevice flows exist, since then the prevailing cylinder pressure is low and close to the ambient one.
 No significant heat transfer processes take place and the cumulative one during this time period has a very low value, since heat is transferred from the burned gas to the cylinder walls during the exhaust stroke, whereas heat is transferred from the cylinder walls to the colder fresh charge during the intake stroke. From the elaboration of the measured local heat fluxes, an estimation of the cumulative heat loss during the gas exchange period gave absolute values lower than around 40 J.
Investigation of nitric oxide emissions
In this sub-section, the nitric oxide (NO) emissions are presented together with the comparison of the calculated ones with the measured tailpipe exhaust emissions. Since these emissions depend a lot on temperature level, the calculated burned and unburned mass-weighted gas temperatures are also given, in order to appraise with greater detail the formation mechanism of NO emissions. Fig. 15 shows the comparison of the calculated nitric oxide exhaust emissions with the corresponding measured ones for both compression ratios, at all three loads. It is generally observed that the match is quite good. The trend of the emissions is captured adequately and, in absolute terms, the CFD code manages to predict exhaust NO emission values close to the measured ones. This is true especially for the medium and low load, and although for the richer mixture (φ=1) there is some discrepancy for both compression ratios (although lower than 10%), the match can be considered good. As was mentioned before and is well depicted in Fig. 15 , as the equivalence ratio is increased the NO emissions are radically increased to just over 4000 ppm, while for the leaner mixtures is only around 100 ppm.
A more detailed analysis follows now, which is based on the numerical results of the CFD code. More specifically, from the simulations implemented the burned and unburned mass-weighted gas temperatures are calculated for all cases examined. As burned computational cells (for the computation of the burned gas temperature) are considered the ones, in which more than 90% of their initial fuel has been consumed.
The results are shown in Fig. 16 , where the high increase of the burned gas temperature for the stoichiometric mixtures for both compression ratios is evident. The maximum burned gas temperature for stoichiometric mixtures is around 2800 K, whereas for the leaner mixtures is below 2000 K. It should be mentioned that the elaborated temperatures are the mean temperatures of the burned and unburned gas, since for leaner mixtures there are some cells that contain burned gas with much higher temperature (especially near the spark-plug). An observation derived from Fig. 16 is the rapid increase of the unburned gas temperature just after the ignition timing, especially for the richer mixtures. This is due to the faster hydrogen combustion occurring in these cases, where the unburned mass is further compressed and heated due to the expansion of the burned gas [47] .
Concerning the produced NO emissions, it can be seen that for the richer mixtures there is an immediate and rapid NO production just after the ignition timing (following the rapid increase of the burned temperature), and this is intensive only during the period when the mass-weighted burned temperature is increasing. On the contrary, for the leaner mixtures some NO production delay is observed, which is due to the existence of lower burned gas temperatures. Another interesting observation is that the NO production process is terminated when the mean burned gas temperature obtains values lower than 2000 K. This is true for the medium and high load cases, in contrast to the low load cases where this threshold is significantly reduced being equal to around 1700 K. Additionally, for the two leaner mixtures (φ=0.75 and φ=0.50) the maximum incylinder mean NO concentration is actually equal to the exhaust one as well [11] .
However, this is not the case for the richer mixture (φ=1) where the maximum NO concentration is observed at the early stages of combustion (around 10 0 CA after IT), and the exhaust one is quite lower and freezes at almost 30 0 CA later [11, 13] , due to the dissociation of NO, when the burned temperature starts to decrease; but still, it is way over the temperature threshold of 2000 K.
The dependence of NO emissions from the prevailing local temperatures can be observed with greater detail in Fig. 17 , where the images show the in-cylinder spatial distribution of temperature and NO mass fraction for the cases only with compression ratio equal to 8; similar results are also obtained when investigating the Cases 4-6 of Table 2 (higher compression ratio of 9). These images show the evolution of the spatial temperature field, together with the NO mass fraction distribution, for selected time instants and planes after the spark-timing for the three loads. One should notice the different contour range for the temperature and the NO mass fraction, as the equivalence ratio changes, while the upper right hand side plane is the one crossing the spark-plug. It can be observed with higher detail, how the NO production strictly follows the temperature variation. For the richer mixture case, during the late stages of combustion when the gas temperature decreases due to expansion, the NO production process has actually terminated, having a more homogeneous distribution inside the cylinder, in contrast to the early stages of combustion. Nevertheless, closer to the sparkplug the NO concentration is slightly higher than in the outer regions close to the cylinder liner. Additionally, for the leaner mixtures (φ=0.75 and φ=0.50) the higher NO concentration is observed also near to the spark-plug for the whole combustion period,
where the prevailing temperatures also are higher, but a significant in-cylinder NO mass fraction stratification is introduced.
From these images it is observed that for the richer mixture at 12 0 CA after the ignition-timing the NO mass fraction starts slightly to decrease, whereas for the medium load the NO emissions freeze at their maximum value at around 20 0 CA after the ignition-timing, with higher values near the spark-plug. For the low load case, even at 28 0 CA after the ignition-timing some NO emissions are still being produced. The NO production delay that was pointed out before for the leaner mixtures ( Fig. 16 ), can be better identified here for all three loads, since this delay is observed for the rich mixture at the beginning of the combustion period (around 4 0 CA after IT), for the medium load at around 12 0 CA after IT, and for the lower load near the end of combustion at almost 20 0 CA after IT.
Summary and conclusions
A combined experimental and numerical investigation has been carried out concerning a hydrogen-fueled spark-ignition engine at two compression ratios and three equivalence ratios at MBT timing and constant engine speed (600 rpm). The experimental procedure involved the measurement of the cylinder pressure traces, wall temperatures and heat fluxes at three locations at the cylinder liner, the inlet air and hydrogen flow rates, and additionally the tailpipe exhaust NO emissions for all cases examined. The numerical results obtained from a validated in-house CFD code were compared with the available measurements, in order to validate the heat transfer mechanism, so that then these could be used to investigate, with more detail, some of the in-cylinder processes taking place.
More specifically, the combustion efficiency of the spark-ignition engine was examined for all cases, showing that this efficiency holds high values of over 95%, which are further increased as the equivalence ratio is increased. The local wall heat fluxes and the cumulative heat loss were then provided for all cases examined here, giving some insight into the heat loss ratio, which is substantially decreased as the load and compression ratio decreases. Afterwards, performance figures were presented using the available data from both measurements and calculated results of the CFD code, with a final scope to calculate the indicated efficiency and its variation with the equivalence ratio and compression ratio.
One important scope of the present study was to provide a better understanding of the emissions production mechanisms, and its dependence on the burned gas temperature/load. The spatial distribution of the NO emissions was also presented using the results of the CFD code, in association with the mean in-cylinder gas temperature at the same instants of time. The NO emissions production pattern was also described for every mixture, showing how this evolves during the combustion period, initiating from the ignition-timing moment until their concentration being actually frozen (a few degrees CA after IT).
This in-depth investigation can be considered reliable, since the numerical results obtained have been further validated by comparing its values with available measured data. Additionally, the calculated data of the CFD code can provide with great detail a description of the in-cylinder phenomena, especially for the ones that are very difficult to measure or notice, such as the NO spatial production rate and the combustion efficiency incorporating the three inefficiency mechanisms described. Table 1 CFR engine specifications. Table 2 Test cases examined in the present study. Table 3 Cumulative heat loss to the cylinder walls for all cases examined. Fig. 1 Cross-section of the CFR engine, P1: spark plug, P2-P4: sensor positions, IV:
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intake valve, EV: exhaust valve.
Fig. 2
Effect of equivalence ratio and compression ratio on the local wall temperature history at P3 location of the CFR engine (measured values).
Fig. 3
Effect of equivalence ratio and compression ratio on the peak wall-heat flux at P2 location of the CFR engine (measured values).
Fig. 4
Computational mesh at IVC for the CFR engine (CR=9).
Fig. 5
Combustion efficiency and theoretical heat of combustion for all cases examined, for the CFR engine.
Fig. 6
Contribution of the various mechanisms on the combustion inefficiency for all cases examined, for the CFR engine.
Fig. 7
Comparison of calculated local wall heat fluxes with the measured data of the CFR engine, for compression ratio equal to 8.
Fig. 8
Comparison of calculated local wall heat fluxes with the measured data of the CFR engine, for compression ratio equal to 9.
Fig. 9
Mean calculated wall heat loss for all cases examined, for the CFR engine. Table 2 ). 
