1. Introduction. In this paper we study the stochastic process which is the trajectory (flow) in phase space (£", n dimensional Euclidean space) of the (formal) stochastic differential equation Here, as usual, D denotes the operation of differentiation with respect to the variable t; t may be thought of as nonnegative time; the a¡, ¿ = l,---,n, are constants; the variable co denotes a continuous sample path of the Brownian motion process bn(t,co) (i.e. ca maps [0, oo) into E1 by sending t -* co(t) = bn(t,co)); and b"(t,co) denotes the formal time derivative of b"(t,co). The process b"(t,co) is often referred to as white noise. Since the Brownian sample paths are, with probability one, nowhere differentiable the symbol b"(t, a>) has no meaning within the framework of conventional (nongeneralized) functions. Nevertheless the (stochastic) integral f f(s)bn(s,co)ds -!'f(s)db"(s)
Jo Jo has a meaningful interpretation for every square-integrable function /. Consequently the formal solution of (1.1) expressed in terms of a Green's function is a well-defined stochastic process which is in fact (n -1) times differentiable.
Hence the trajectory process which we shall study here is a meaningful process which could have been defined abstractly without reference to a differential equation. It is convenient nevertheless to think of this process as being generated by a differential equation. Remark 1.1. If/ is continuously differentiable, which case is adequate for our purposes, we may define \'f(s)bn(s,co)ds = f(t)bn(t,co)-f(r)bB(r,o>) f(s)bn(s,co)ds.
Note that the right-hand side may be obtained by formally integrating the left-hand side by parts. It is subsequently not hard to verify that integrals over disjoint intervals are independent Gaussian random variables with zero mean and variance E(jj(s)bn(s,co)ds)j = j'^f2(s)ds.
In the following section we shall show that the trajectory process y is a Gaussian diffusion; a diffusion is a strong Markov process with continuous sample paths. Additional properties of the y process are enumerated and discussed in §3. In §4, drawing partially on the results of Khasminskii [14] , we characterize transience and recurrence for a general class of diffusion processes in terms of the average amount of time such processes spend in bounded open sets (average sojourn time). Since the transition probabilities of the y process are known explicitly it is possible to estimate the average sojourn time in a set and hence, using the characterization developed in §4, to establish conditions under which the y process is transient or recurrent. Such estimates are carried out in §6; in §5 properties of the matrices eM and R(t) pertinent to such estimates are summarized. The main result of §6, Theorem 6.2, may be phrased in the following fashion:
The trajectory process generated by the differential operator P(D) will be recurrent if and only if P(D) can be expressed in one of the five forms : Note that the last statement, immediately above, is not redundant since in general a nonrecurrent process is not a transient process.
It is also shown that the trajectory process is transient or recurrent according as -J"J° |jR(í)|-1/2df converges or diverges, where |R(í)| denotes the determinant of the covariance matrix R(t) for the process. In §7 we discuss the existence and uniqueness of invariant densities for the trajectory process. We show that every invariant density is a real analytic function on E" and is a solution of the differential equation G*f = 0 (Theorem 7.2). Conversely, subject to some growth restrictions, every nonnegative solution of G*f = 0 is an invariant density (Theorem 7.3). Let P(D) = Dn-a^"'1 -■■■ -a". The corresponding trajectory process has a particularly interesting invariant density, iiV0(u) = exp(-2Cyu,My) where If the process is recurrent then \¡/0 is, up to a multiplicative constant, the only invariant density (Theorem 9.2).
We show (Theorem 7.5) that \¡/0 is integrable if and only if the roots of P(z) lie in A and hence deduce, as a corollary, a curious analogue of the Routh-Hurwitz criterion.
Subsequently, in §8, we show that -log i¿V0 may be uniquely characterized as the form <j>(u) = 'LCijuiu}+ "LBjUj,C{J = Cß, which is
(1) invariant on the streamlines of the "force free oscillator"
(Dn -a2D"-2 -a^D"'4-)vt = 0 and for which (2) Cn>"_2; = -a2j+l,j = 0,1, -, [(n -l)/2] (= largest integer ^ (n-l)/2). In §9 we introduce the "backward" process and show how it leads to a second characterization of i//0.
We mention in passing a few papers which deal with topics related to this thesis. McKean [16] has given a detailed description of the winding about the origin of the trajectory process generated by P(D) = D2. Potter [20] has studied the process generated by the nonlinear differential equation D2yi -g(yj = b2. Kac [13] has characterized the mean square time between the zeros of the solution, «!, to the differential equation (D2 -axD -a2)u1 = b2, t> -co. An up-to-date treatment of the problem of determining the mean time between zeros for a continuous stationary Gaussian process has, incidentally, been given where yt = Z)_vf_,, i = 2,---,n we can transform (1.1) into the first order vector differential equation
The formal solution to (2.1)
is a random process on E" with components which may, in accordance with Remark 1.1, be expressed as (2.3) y¿t,co) = j'(AeA(,-%nbn(s,co)ds + (eA'c)i, i = l,-,n-l, j;"(r,co) = b"(t,co)+ j (AeA('-s))"Ms,o>)ds + (eA'c)n.
Clearly, for almost every co, yi(-,co) is continuous on [0, oo); in fact y¡ is differentiable and Dy¡ = yi+Í, i=\,--,n -1.
An easy manipulation of (2.2) shows that if n > 0 then y(t + h, co) = J" eAi,+h-s)b(s, cv)ds + eAhy(t, co).
Since b"(t,co) is a process with independent increments the two summands on the right are independent. Hence the future evolution of the process y(i + h), conditioned on the present y(t), is independent of the past y(s):s < t. In short y is a Markov process. [May Equations (2.3) imply that every linear combination of the random variables y¡({>') = ^¡(0» i = !.■••.«> is a Gaussian random variable. Hence the y¡(t) are jointly Gaussian with mean Pi(t) = Elym = iê^yW), and covariance
The probability that the vector y(0 will be found inside an incremental volume dv, conditional upon y(0) = c, is thus equal to
where R~x(t) and |/?(i)| denote respectively the inverse and the determinant of the covariance matrix R(t) and < •, • > denotes the standard inner product for E". R(t) is a symmetric positive definite matrix for t > 0 so | R(t) | > 0 and R~\t) exists for all r>0.
Remark 2.1. Let g denote the Green function for the initial value problem (ZJn-a1Z>"~1-a")p = n, /^0,
i.e., g is the unique function such that p(t) = j g(t-s)h(s)ds.
Then, as may for example be deduced from (2.2), for i ^ 0
This formula, in conjunction with the fact [2, p. 89] that g(0) = -= g("-2)(0) = 0, g("-l)(0+) = 1, will be useful in analyzing the behavior of R.
Continuing each entry in the covariance matrix, R, analytically to the complex plane and expanding in a Taylor series about zero we deduce, as a first application of Remark 2.1, License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Lemma 2.1.
+ i-i-n as r->0.
Proof. By Remark 2.1. The right-hand side of the last expression converges absolutely on a compact neighborhood of (i0,0) which is contained in (0, oo) x E". Consequently gN is a real analytic function on (0, co) x E". Now
The sequence of functions gN(t,-) is thus uniformly bounded and analytic on a complex neighborhood of a. Consequently the pointwise limit g(t, ■) must also be analytic on this complex neighborhood of a and hence since a was chosen arbitrarily g(t,-) must be analytic on E" for each t >0.
We now fix a and show analogously that gN(r + is, a) is uniformly bounded on a complex neighborhood of t > 0. It clearly suffices to consider | R(r + is) 11/2gN(r + is, a) |. Our principal concern here is of course the behavior of the exponent of the transition probability density.
Since R-1(r) is analytic for r > 0 there exists a number M > 0 such that | <n + iUR-1(r + is)-R-1(r))(n + m\éM(\\r,\\2 + \\Ç\\2) on a small complex neighborhood of t for all n.^GF". Consequently
Re<n + iÇ,R-\r + is)(n + i0>
on this neighborhood. Identifying n + /£ with b -eXr(cos As)a -ie^sin As)a, it follows readily that the sequence of analytic functions \R(-)\1/2gN(' ,a) is uniformly bounded on the above neighborhood. Hence the pointwise limit ¡R(-)|1/2g(-,a) is also analytic on this neighborhood of t. This means that g(-,a) is analytic on (0, co) for each aeE" and thus by Hartog's theorem, Bochner and Martin [3, Theorem 4, p. 140], g is analytic on (0, co) x £". Remark 2.2. An analogous theorem may be proved for the adjoint semigroup, i.e. if feää(E") then H*f(a) is real analytic on (0, oo)x£". Theorem 2.1 implies especially that the class of bounded continuous functions on £", C(£"), is invariant under H,. Hence, since y has continuous sample paths, it is a strong Markov process and thus a diffusion (see e.g. Ito [11, p. 60] Gf= Iei ¿!t77 + 2 Zi*JSfc It is worth noting that the differential operators G and G* are "singular" elliptic. That is to say if eik denotes the coefficient of d2/du¡duk then the matrix (elk) is nonnegative definite and the determinant of (eik) is zero. Consequently virtually all the results of the theory of elliptic equations are not directly applicable.
3. Properties of the trajectory process y. Up to this point we have shown that the trajectory process y is a Gaussian diffusion. A list of additional properties of the y process will be presented below. For future convenience the list is phrased in terms of a general diffusion process.
Let x be a diffusion process defined on [0, co) x Q' and taking values in S where Q', the path space, is the set of all continuous S valued functions on [0, oo) and S is a regular locally compact Hausdorff space which satisfies the second axiom of countability. Let the statistical behavior of x be governed by the family of stationary transition probability measures P'c(t, U) which are defined for every í ^ 0, every ce S and every Borel set U c S. Let H,', t ^ 0, denote the corresponding semigroup of transition operators defined on the class of bounded measurable real valued functions on S, iM(S), by ZZ;/(a) = jsP'a(t,db)f(b).
We shall say that the process x = ([0, oo) x Q',S, {Pa':aGS}) satisfies (P.l) if for every i>0, H',:ä$(S)^>C(S); the set of continuous functions on S, (P.2) if for every t > 0 and every Borel set U c S, P'-(t, U) is continuous on S, (P.3) if for every t > 0, every nonempty set U in S and every ceS, P'c(t, U) > 0, (P.4) (extremal property) if the only fe ¡M(S) which satisfies the conditions :
(1) múfúM; (2) H,f -/; Proof. Theorem 2.1 implies that y satisfies (P.l) and (P.2). For every t > 0 and every aeE" the measure Pa(t,dc) is absolutely continuous with respect to Lebesgue measure and has a density
which is positive everywhere. Hence y satisfies (P.3); (P.4) is an easy consequence of (P.l) and (P.3). Theorem 3.2 and a Corollary serve to establish (P.5), (P.6) and (P.7).
It is expedient to first prove Proof. We shall suppose that beW, the other case may be treated in a similar fashion. Now
where n(t) is the minimum eigenvalue of the matrix (eAt)*R~l(t)eAt. If we set 4>¡(s) = (eÁ!t)¡n then the maximum eigenvalue of the inverse to this matrix is equal to maxf(^ff ±tm
for some M > 0 when 0 = t = T. Hence
Since the last term on the right is bounded for beW the desired result follows easily.
The notation wt+ which denotes the shifted path (ut+(s) = co(t + s) will be useful in the next proof. The divergence of the sum is a consequence of the assumed recurrence which implies Pó(r2n_i < oo) = 1, as may easily be verified by induction.
Suppose now that the process is not recurrent. Then there exists a nonempty open set If with compact closure and a point a e \VC such that P'a(xw < oo) < 1. We show, following Khasminskii [14] , that E'b(aw) < oo for every beS. Since P'.(xw < co) is continuous on Wc we can choose a compact neighborhood N of a such that q = sup,, e N P'b(xw < co) < 1. But, for T > 0 n-»oo
We establish a zero one law. Proof. Clearly 0 5| hB -1. A direct application of the Lebesgue bounded convergence theorem leads to the equality H',hB(a) = Hm E'a(P'x(l)(xB(cot)< oo)) n->cc = lim P'a(TB(coî+1) < oo) n-*oo = hB(a).
Hence, by (P.l), hB is continuous and, by (P.4), if there exists a point be S for which hB(b) = 1 then hB = 1. Conversely suppose that hB < 1. Since hB is continuous and S is compact there exists a positive number 0 such that for every beB, 0P;(tbK+)<oo).
Taking the limit as k-* oo, this implies that hB(a) â OhB(a).
But this is only possible if hB = 0.
Since P'a(xB < oo) ^ hB(a) the following result is now easily established. Let P* denote the transpose of P. Then R(r) = PU(t)P* where EVO-£ws)^/s)ds.
Clearly U(t) is a symmetric positive definite matrix for r > 0, and | f7(r) | is a monotone strictly increasing positive real valued analytic function of t for 0< t < oo.
6. Conditions for the trajectory process y to be recurrent or transient. We first relate the average sojourn time in a set to sp(A), the spectrum of the matrix A, for the trajectory process y. Suppose first that exactly three eigenvalues of A have zero real part. Since that characteristic equation has real coefficients we may assume these three eigenvalues to be distinct; for, if two agree all three must agree and equal zero, in which case convergence follows from case (a). Let us denote these eigenvalues by + iß, -iß and 0 (ß > 0) and assume that the Jordan form is so ordered that and the invariant density \¡/ is unique up to a multiplicative constant.
Proof. We first prove a series of lemmas.
Lemma 7.1. Ry'O) approaches a finite limit as f-» oo.
Proof. R_1(0 and R(t) (R¡j(t) = <j)¡(t)<t>j(t)) are both symmetric positive definite matrices. Hence -^ (c,R-i(t)cy=-<:c,R-1(t)R(t)R-1(t)cy é o.
Thus if c ?£ 0, <c,R_1(0c> is a positive monotone decreasing function of time and must therefore approach a finite nonnegative limit as t -> oo. Since R-1(0 is symmetric <c + b,R-\t)(c + b)} = <\c,R-\t)cy + 2<c,R-1(0&> + <o,R_1(0i'>.
Therefore <c,R_1(0i>> must also converge to a finite limit as t -> oo. The existence of lim,-,ooRy1(0 then follows by suitable choice of c and b.
Remark 7.1. If sp(^4) <= A then R¡¡(t) will converge to a finite limit as t-* oo. If this restriction on the spectrum is removed R¡j(f) may not converge to any limit as t-> oo. For example if n = 2, a, = 0 and a2 = -ß2 # 0 then RJ2(0 = (1 -cos 2/?0/4/?2 which fails to converge to any limit as t-* oo while R22(0 = (2ßt + sin 2ßt)/4ß diverges to + oo. Thus, at least in this special case, the invariant density is unique up to a multiplicative constant. Remark 7.2. The uniqueness proof furnished above establishes a special case of the general principle that a "decent" recurrent process should have a unique invariant measure. See for example, Khasminskii [14] , and Maruyama and Tanaka [17] . Since we have not verified all the hypotheses invoked by Khasminskii and Maruyama and Tanaka we shall present a separate proof in §9. We shall show, Theorem 9.2, that if the trajectory process is recurrent, i.e. if spL4) is type I, then the invariant density is unique up to a multiplicative constant. Formula (7.1) yields information on the nature of invariant densities, namely Lemma 7.4. The constant function is an invariant density if and only if a1 =0. If ai>0 the only bounded invariant density is the zero function.
Proof. The first assertion is immediate. Suppose / is a bounded invariant density and at > 0 then, by (7.1)
The second assertion then follows by letting t -» oo.
We now establish a list of properties which a function must satisfy in order to be an invariant density. Since <£ is arbitrary G*f=0 provided that the interchange in the orders of integration is justified. But this is an obvious consequence of Fubini's theorem. Remark 7.3. Essentially the same arguments serve to establish an analogous theorem for nonnegative solutions of the equation H,f = f.
We turn next to the proof of a converse to Theorem 7.2.
Theorem 7.3. Suppose feC2(E") is a nonnegative solution of G*f-0 and that f(a) = exp(0(|| a ||2)) ana" df/da" = exp(0(| a ||2)) as | a || -> oo. Then f is an invariant density for the process with generator G.
Proof. The assumed restrictions on the growth of/combined with Lemma 3.1 clearly imply the existence of a number r > 0 such that f(a)p(t; a,b)e L2(da) and (dflda")(a)p(t; a,b)el}(da) for 0 < t = r. Furthermore by a routine application of the mean value theorem for every b e E" and every 0 < t < r. Now let £ > 0 be given. Choosing first a sphere of suitably small radius 8 about b and then applying formula (7.1) and the estimates furnished by Lemma 3.1 we can find a number y > 0 such that for all 0 < t = y Proof. A routine computation shows that G*f = 0 if and only if the system of equations (7.2) is satisfied. Clearly then / satisfies the hypothesis of Theorem 7.3.
It is useful to note that if/= e~*then G*/= 0 if and only if 3>*<p = at where Corollary 1 implies that every solution of (7.2) leads to an invariant density. If in particular sp(A) cA then we know by Theorem 7.1 that there can be only one solution to (7.2) namely B¡ = 0 and Cy = limRy.^OA i,j = l,-,n.
Í-.00
Furthermore, by the same theorem Cy ■» 0 if i + j m 1 (mod 2). When this last condition is imposed the system of equations (7.2) reduces to a more tractable form. We can then in fact show If either (1) sp(4) <=A or (2) a, < 0 or (3) both a" and a, differ from zero, then only solution (7.6) is possible.
Proof. When (i +j)= 1 (mod 2) then under the constraint (7.3) the system of equations (7. But this implies that (7.7) CtJ = -C¡_ j J+ ! -C^-j -C"y+ va"n+, _¡ if z" + j = 0 (mod 2)
so Cfj-is completely determined for I = i, j -n -I in terms of C""_2fe and a2j,
. When i+j = 0 (mod 2) then (7.2.1) and (7.3) together yield the system of equations Cnj(Cni + a"+ j _;) + Cni(Cnj + a" + i_j) = 0 which immediately reduces to C""-2k\Cnn-2¡ + a2j+i) + C""-2j(Cn"-2k + a2k+i) = 0, (7.8)
The system (7.8) has (at most) the two sets of solutions (7.5) and (7.6). If solution (7.6) holds then, by (7.2.2) and (7.2.3), B¡ = 0, i = 1, ••■,n. On the other hand if the solution (7.5) holds then (7.2.2) and (7.2.3) imply in particular that (7.9) B"a" = 0, (7.10) B\ß = ax. Clearly if aj < 0 then (7.10) cannot hold so solution (7.5) is ruled out. If ax =0 and spL4) cz A then it is not hard to show that a2k+1 = 0, k = 0,1, •■•,[(« -l) /2] so that solutions (7.5) and (7.6) are the same. If al #0 and a" # 0, (7.9) and (7. 10) lead to a contradiction so solution (7.5) is impossible. This establishes the theorem.
Corollary
1. //</>= HC^u^j with Cij = Cji then under the constraint(7.3) the differential equation (7.4) has at most the two solutions corresponding to (7.5) and (7.6). // either at = 0 or sp(A) c A the solution (7.6) is unique.
Denote the particular invariant density which corresponds to (7.6) by \J/0. Combining (7.6) with (7.7) it is easy to show is determined by the formulae In the remainder of this paper we shall concern ourselves primarily with the particular invariant density i]/0. If sp(A) is type I then we know (Theorem 9.2) that \¡/0 is, up to a multiplicative constant, the only invariant density. We suspect that in fact \¡/0 is unique whenever sp(A) c A but lack proof. We shall show, nevertheless, in subsequent sections that \¡/0 may be uniquely characterized in an interesting fashion.
We conclude this section with Remark 7.5. Let tyo(uu---,u¿)= £"j=ißywfwf be the special invariant density for the trajectory process generated by P(D). Then ^o("i.,".«»+2) = ^"j = iQij(ui+2 + ß2Ui)(uJ+2 + ß2uj) is the special invariant density which corresponds to (D2+ß2)P(D) and «/>0("i.
•»«n+i) = 2^1,} = iQijUl+lu¡+l is the special invariant density corresponding to DP(D).
8. A characterization of the special invariant density t/>0. A differentiable function g on £" is said to be invariant under the streaming of this "oscillator" (or on the streamlines of this "oscillator") if g is constant on each such curve. That is, if
This, however, is precisely the condition 3>2g = 0. This observation serves to establish Theorem 8. the B¡, i = l,"-,n, are Borel sets in E". Note that since \¡/ is invariant and p satisfies the Chapman-Kolmogorov equation the prescription for assigning weights to cylinder sets is consistent (e.g. the same weight is assigned to [co:cu(i,)e£n,co(i2)eB2] as to \_co:co(t2) eB2]). The invariance of \¡/ also implies that P^ is a stationary measure though in general it need not be finite. The process y = ([0, oo) x Í2, E " {Pa : a e E"}) thus has a natural extension to a "process" ((-oo,oo) x W,E",P^) where the new path space W is the set of continuous functions from (-oo, oo) to £"; if Ogi, < •-<tn then P^(y(-h)eBu-,y(-tn)eBn) = Pi,(y(0)eBn,y(tn -tn^)eBn.u-,y(t:: -í,)gB,).
We shall denote the extended "process" by y also; the word process is enclosed in quotation marks to emphasize the fact that P^W) may be infinite. Hence we may identify y(t) with y( -t) and think correspondingly of y as the "forward-process" and of y as the "backward-process".
The generator for the backward process, G, is equal to the adjoint, relative to \¡/, of the forward generator G. That is, iff and g are C °° functions with compact support \{Gf)g* = j fiÔgW. The spectrum of Â is equal to the set of roots of the polynomial i-xy-âti-x)-1-ân.
Recall that the spectrum of the corresponding matrix for the forward process, A, is equal to the set of roots of the polynomial x" -a,x"_1 -••• -a". A routine check then shows that sp (^4) = sp (Â) if and only if (9.1.1)
C""_y=-aJ + , if/aO (mod 2), (9.1.2) Cm^ = 0ifj = i (mod 2), / = 0,-,n-l.
It is also easily checked that the only solution to the system of equation (7.2) which satisfies the conditions (9.1) is the negative exponent of the special invariant density we have termed \¡/0. This establishes Theorem 9.1. -logi^u) may be uniquely characterized as the form ECyMjMj + IZHjUj, Cy = Cji, relative to which the spectrum of the "forward'1'' matrix A is identical to the spectrum of the "backward'" matrix Â.
Remark 9.1. Let Â0 denote the matrix for the backward process relative to \¡/0. Then the matrix U = (A -A0)ß characterizes the undamped oscillator discussed in §8. Thus for each t > 0 the mean of the nonnegative random variable n(0 = /OXOWoOXO). conditioned on a starting point a e E", is equal to /, p(t;a,b)n(b)db = n(a).
Hence n(t), t e (0, oo), is a continuous (positive) martingale, and therefore converges with probability one as t -» oo. But this implies that //i/'o must be a constant. For, if not, then there exist two disjoint open nonempty sets on which fj\j/0 takes distinct values. However, since the forward process is recurrent the backward process is also recurrent and thus y(t) visits each of these two sets infinitely often, for arbitrarily large t, with probability one. This then implies that n(t) cannot converge with probability one which is a contradiction. (For a discussion of the martingale convergence theorem see Doob [6, Theorem 4.1, p. 354] ).
