• Genome-scan methods are used for screening genome-wide patterns of DNA polymorphism to detect 2 signatures of positive selection. There are two main types of methods: (i) "outlier" detection methods based 3 on FST that detect loci with high differentiation compared to the rest of the genome, and (ii) environmental 4 association methods that test the association between allele frequencies and environmental variables.
Introduction 17
One of the most important aims of population genomics (Luikart et al., 2003) is to uncover signatures of selection 18 in genomes of non model species. Of special interest is the process of local adaptation, whereby populations each local population and the migrant pool. 87 The F model uses the multinomial-Dirichlet likelihood for the allele counts a ij = (a ij1 , . . . , a ijKi ) at locus 88 i within population j (where K i is the number of distinct alleles at locus i) with parameters given by the 89 migrant pool allele frequencies, f i = (f i1 , . . . , f iKi ), and a population-and locus-specific parameter of similarity,
where multDir stands for the multinomial-Dirichlet distribution. 92 Although, for the sake of simplicity, we only present here the formulation for co-dominant data, the software
A high β j value means that the population j is strongly differentiated from the pool of migrants. This could 114 be due to a lack of immigration from the other populations, a reduced effective size, or a particular spatial 115 4 structure.
Alternative model of local adaptation In this model, we focus on a particular signature left by a process of 117 local adaptation. If selection is driven by a putative environmental factor, we expect that genetic differentiation 118 for the locus or loci under selection will be stronger than expected under neutrality for populations with strong 119 environmental differentiation. Any measure of distance between the environmental value of population j and 120 the average environment could serve as a measure of differentiation. For the sake of simplicity, we here only 121 consider the absolute value. Furthermore, in order to facilitate the calibration of prior distributions, we consider 122 standardised environmental values with unit variance.
123
To model the effect of local adaptation on locus i, we consider the impact of environmental differentiation E j 124 of population j on the locus, we thus modify Eq. 2 as follows:
where g i quantifies the sensitivity of locus i to the environmental differentiation. 
131
This is accounted for by using the following parametrisation for local differentiation:
The main advantage of implementing both of the above alternative models is that we can distinguish between 133 departures from the neutral model of unknown origin (using Eq. 4) and departures due to local adaptation 134 caused by a particular environmental factor (using Eq. 3).
135

Material and Methods
136
Implementation of the statistical model distance requires to define a reference. The most natural reference would be the average of the environmental 142 values, but this would not be always the case (see the example of adaptation to altitude in humans presented 143 below). Also, it is strongly advised to standardise the environmental values by dividing by the standard devia-144 tion, in order to avoid effect size issues regarding the inference of the parameter g.
145
As stated in the previous section, there are three different models:
M3 Locus-specific model: α i + β j .
149
Note that in our framework, the focal model being tested against the two others is M2. Thus, power and 150 error rates (FPR and FDR) are computed for model M2. Model M3 can be considered as a "nuisance model" 151 whose role is to reduce the overall false positive rate by explaining the inflation of the variance in F ST due 152 to locus-specific effects other than selection driven by the focal environmental factor. Hence, the statistical 153 significance of the parameter α i is not of interest for BayeScEnv: only the significant values of g i are considered.
154
All three models were implemented using an RJMCMC algorithm (Green, 1995) . In order to propose relevant 155 values for new parameters during the jumps, the RJMCMC is preceded by pilot runs. These are aimed at 156 both calibrating the MCMC proposals to reach efficient acceptance rates, and approximating the posterior with different probabilities π of jumping away from the neutral model (M1) and different preferences p for the locus-specific model (M3). Note that p = 0 means the environmental model (M2) is tested against the neutral one only. A and B) , genes mentioned in the text are displayed using black lines and genes associated with a significant GO term using grey lines. Top "stripes" for BayeScan (D) are artefacts due to finite number of iterations in RJMCMC (e.g. 0, 1, 2, 3... iterations outside of the non-neutral model), corresponding to determined posterior probabilities when divided by the total number of iterations. 14
Features and performance of the method 279
The method we introduce in this paper, BayeScEnv, has several desirable features. First, just as BayeScan, it 280 is a model-based method. This means that the null model can be understood in terms of a process of neutral 281 evolution. One can thus predict what the method is able to fit or not. Second, we explicitly model a process rate under various scenarios (Fig. 2) , yielding fewer, but more reliable candidate markers. Obviously, this has 289 a cost in terms of absolute power (Fig. 3 ), but BayeScEnv still performs better than BayeScan in terms of the 290 investigated compromises between true and false positives (i.e. FDR and ROC, Fig.2 & 4) .
291
Besides, the parametrisation of BayeScEnv allows for a fine and intuitive control of the false positive rate 292 and power. For example, setting p to 0 increases both power and false positive rate, whereas setting p = 0.5 293 will allow for a more conservative test. This is because with p = 0, that is when the locus-specific effect model 294 (M3) is excluded, the local adaptation model (M2) will absorb much of the signal in the data, yielding a higher 295 probability of detecting true positives, but also a higher sensitivity to false positives. Our simulation results
296
show that, if the species under study has moderate to large dispersal abilities (c.f. hierarchical structure or island 297 model), the former parametrisation will be more appropriate, whereas for species with low dispersal abilities 298 (c.f. stepping-stone model) the latter should be preferred. Thus, being able to choose the right parametrisation 299 only requires limited knowledge about the dispersal abilities of the species. 300 We note that BayeScan was recently extended to consider species with hierarchical population structure 301 (BayeScan3, Foll et al., 2014). With BayeScan3 it is now possible to study widely distributed species covering 302 several continents or geographic regions. It is also possible to better focus on local adaptation by considering 303 groups that include pairs of populations inhabiting different environments such as low and high altitude habitats.
304
Thus, BayeScan3, allows for the consideration of categorical environmental variables. Our new approach on the 305 other hand, allows the study of local adaptation related to continuous environmental variables in species with 306 a more restricted range.
To model local adaptation, we compute an "environmental differentiation" in terms of the distance (absolute assume an environmental selective gradient confounded with population structure, which is particularly hard
The main improvement introduced by our new method, BayeScEnv, over existing F ST -based genome-scan 375 approaches is the possibility of focusing on the detection of outlier loci linked to genomic regions involved 376 in local adaptation and better distinguishing between the signal of positive selection and that of other locus-377 specific processes such as mutation (see the heterogeneous mutation rate scenario in the Results) and background
