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We consider semilinear integrodifferential equations of the form u’(f) + 
A(t) u(t) = j; g(t. s. u(s)) ds + f (t), u(O) = u,. For each t > 0, the operator A(t) is 
assumed to be the negative generator of a strongly continuous semigroup in a 
Banach space A’. The domain D(A(t)) of A(t) is allowed to vary with t. Thus our 
models arc Volterra integrodifferential equations of “hyperbolic type.” These types 
of equations arise naturally in the study of viscoelasticity. Our main results are the 
proofs of existence, uniqueness, continuation and continuous dependence of the 
solutions. 
1. Introduction 
The purpose of this paper is to study the Cauchy problem for the abstract 
semilinear Volterra integrodifferential equation 
u’(t) + A (4 u(t) = (tg(t, s, u(s)) ds +f(t>, 
-0 
u(0) = ug. 
t> 0, (1.1) 
(1.2) 
For a fixed t > 0, A(t) is assumed to be the negative generator of a strongly 
continuous semigroup (e-‘A(‘): s > 0) in a Banach space X. The domain 
D(A(t)) of A(t) is allowed to vary with t. Thus our models for (1. I), (1.2) 
are Volterra integrodifferential equations of “hyperbolic type.” These 
equations arise naturally in the study of viscoelasticity [3, 4, 181. 
Our formulation of (l.l), (1.2) is a direct attempt to generalize some 
results of Webb [ 22, 23 ] who studied problems similar to (1. l), (1.2) for the 
case when A = A(t) does not depend on t. We are basically interested in the 
existence, uniqueness, continuation and continuous dependence of solutions 
of (1. l), (1.2). The dependence of the generator A(t) on time introduces 
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added complications into our analysis. To overcome these difficulties, we 
treat (l.l), (1.2) as a perturbation problem for the linear equation 
u’(t) + ‘4 (t) u(t) =f(t), t > 0, (1.3) 
u(0) = uo. (1.4) 
For basic results on the Cauchy problem (1.3), (1.4) we rely on the 
operator-theoretic methods developed by Kato [ 12-151 and Goldstein [ 10, 
II]. 
Our analysis of (l.l), (1.2) falls naturally into two parts. Part I deals with 
the case of variable domains and has as its model, in the case of (1.3), (1.4), 
the classical symmetric hyperbolic conservation laws (see [ 141). At the end 
of Part I we give an example of an equation modeled along these lines. 
Part II discusses the case when D(A(t)) = D does not depend on t. The linear 
models for this case are second order hyperbolic partial differential equations 
with time varying coefficients (see [ 111). An example of a Volterra 
integrodifferential equation of this type is discussed at the end of Part II. In 
this connection, our results offer a generalization of some work of Dafermos 
111. 
Finally, in reference to Part II, we mention the work of Travis and Webb 
[20] on second order Volterra integrodifferential equations. They use the 
theory of strongly continuous cosine families of bounded linear operators in 
a Banach space [5, 6, 211. Their generator A is time independent but they 
are able to discuss equations with a larger class of nonlinearities than is 
allowed in Part II. Quasilinear equations of the type (l.l), (1.2) are 
discussed by MacCamy [ 161 and Dafermos and Nohel [2]. 
I. THE CASE OF VARIABLE DOMAINS 
2. Existence, Uniqueness and Continuation 
Let X and Y be Banach spaces and let y(Y, X) denote the Banach space 
of all bounded linear operators from Y to X. If A(t) is a linear operator from 
Y to X depending on a parameter t E [0, T] we say that A(t) is strongly 
measurable if for each y E Y the mapping t -+ A(t) y is a strongly measurable 
X-valued function. We say that A(t) is norm continuous (Y,X) [strongly 
continuous (Y, X)] if A(t) E U(Y, X) and if A(t) is continuous in the norm 
of 9(Y, X) [A(t) y is continuous in the X-norm for each y E Y]. We say that 
A(t) is strongly continuously differentiable (Y, X) if there exists a linear 
operator A’(t) which is strongly continuous (Y, X) such that 
lim&l/h)[A(t + h)y - A(t)y] = A’(t)y for all y E Y. 
We let {A(t): 0 < t < co} be a family of closed linear operators with 
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domains D@(t)) dense in X. Assume that for each t > 0, the operator -A(t) 
is the infinitesimal generator of a strongly continuous semi-group in X. 
Assume also that Y c X and the embedding Y + X is dense and continuous. 
We make the following additional hypotheses on Eq. (1.1): 
(A 1) {A(t): 0 < t ( co ) is quasi-stable on each bounded interval [0, T] 
with stability index {M,P}. 
(A2) Y c D@(t)) for all t > 0 and A(t) is norm continuous (Y,X). 
(A3) For each T > 0 there is a family {s(t): 0 < t < T} of linear 
isomorphisms from Y to X such that 
S(t) A(t) S(t)- ’ = A(t) + B(t) a.e. on [0, T] 
in the strict sense of domain inclusions. The operator B(t) belongs to -P(X) 
and is strongly measurable on [0, T] with ]]B(t)]iX upper-integrable. Also, 
there is a strongly measurable function 3: [O, T] --t ,Ip(X, Y) with ]]S(t)]]Y,X 
upper-integrable, such that S is an indefinite strong integral of s. 
(A4) fbelongs to C([O, co);X) nL&,(O, co; Y). 
(A5) There is a nonempty open subset W of Y such that g: [0, co) X 
[O, co) x W + Y is continuous. Furthermore, for each y E W there is a 
constant r > 0 and a positive continuous function b(t, s) such that if 
B,(y; r) = {z E Y: ]]z -yllu < r] then B,(y; r) c W and 
for all y, , y, E B,(y; r) and all t > 0, s > 0. 
The hypothesis (Al) means that for each T > 0 there is a positive number 
M and a real-valued upper-integrable function /? defined on [0, T] such that 
/I 
,fj CAttj) + k.ir)p' 11 GM Ix[ CAj -P(rj)>-' 
X j=l 
V-2) 
for every finite family of real numbers {tj, nj} such that 0 < t, < t;! < .a= < 
t, < T and /?(t,) < A,, /?(tJ < II, ,..., P(tk) < lk for k = 1, 2, 3 ,.... The product 
in (2.2) is time-ordered in the sense that 
jb, (A(tj) + AjZ)-’ = (A(t,) + AkZ)-’ *.. (A(t,) + A,Z)-‘. (2.3) 
Let A = {(t, s): 0 < s < t < co}. By [ 15, Theorem I] there is a unique 
evolution operator { U(t, s): (t, s) E A} having the following properties. 
(a) U is strongly continuous from A to 9(X), with U(s, s) = 1. 
(b) U(t, r) U(r, s) = U(t, s) for all s < r < t. 
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(c) U(t, s)Y c Y and U is strongly continuous from A to P(Y). 
(d) For each fixed y E Y we have 
; U(& s) y = 4 (t) q, s) Y; ; w, S>Y = w, S)A(S)Y 
for all (t, s) E A and these derivatives are continuous in the X-norm. 
Now consider the non-homogeneous abstract Cauchy problem 
J-g + A (t)u = h(t), u(0) = y. 
Formally, a solution of (2.4) is given by 




By [ 15, Theorem II] if h E C( [0, uo); X) f? L,b,(O, co; Y) and if y E Y then 
(2.5) defines a strict solution of (2.4) in the sense that u E C([O, co); Y) n 
C’([O, co); X) and u satisfies (2.4) for all t > 0. 
We let C(f) denote the operator 
C(t) = S(t) S(t)- ‘, a.e. 0 < t < T, 
then C(t) E i”(X), C(t) is strongly measurable on [0, T] and ]iC(t)]lx is 
upper-integrable. Let A,, denote an arbitrary but compact subtriangle of 
A: A,, = ((t, s): 0 <s < t Q T}. In the sequel, it will be necessary to make 
estimates on the evolution operator { U(t, s)) in terms of the norms in the 
Banach spaces X and Y. These estimates are made in terms of certain 
primitive constants [ 15, p. 6581 for the family of negative generators (A(t)}. 
They are defined to be 
MY lIPIll? lI~/lm.Y.x~ /I ~‘Ilcc.X,~~ IIB - CIll,X (2.6) 
where we use the notation 
II%,,.,, = eos,s,su,p IIW)ll,,,; ,< Il~-‘I/,,,y,,.= ey;.y IIW-‘lIx,y~ 
-7 
IIPII, =,( IP(t)I dc 
0 
IIB - C/I,,, = l;’ lIP@> - CO)ll, dt 
0 
where 1 denotes the upper-integral. Now set 
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In terms of primitive constants (2.6) we have the following estimates: 
(2.7) 
P-8) 
When d, is understood and there is no danger of confusion, we drop the 
subscript A, from (2.7), (2.8). 
DEFINITION 1. Given u0 E W we shall say that a function u is a strong 
solution of (l.l), (1.2) on an interval [0, T] if u(t) E W for all 0 < t <I T, u(t) 
is continuously differentiable from [0, TJ to X, u(0) = u,, and u(t) satisfies 
(1.1) on the interval [0, T]. 
THEOREM 1. Let (Al)-(A5) hold and let u0 E W be given. Then there 
exists T = T(u,) > 0 and a unique strong solution u of (1. l), (1.2) on the 
interval 10, T]. The solution u belongs to C([O, T]; Y). Furthermore, if 
W = Y in hypothesis (A5) and if (2.1) holds fir all y, ,y, E Y, then the 
solution 24 exists on [0, co). 
Proof: Let u0 E W be given. Since we may replace f and g by 
.&> =fW + j-i g(f, s, K,) ds, 
$36 s, Y) = g(t, s, Y) - g(t, s, u(j) 
without altering assumptions (A4) and (A5), we may assume that 
g(t, s, uO) = 0 for all t > 0, s > 0. Let T > 0 be a positive constant to be 
specified later and let B = B,(u,; r) be given by (A5). For each 
L’ E C( (0, T]; B) define 
for 0 < t < T. Now the mapping r-+g(s, r, v(r)) is continuous from [O, s] 
into Y and by property (c), U is strongly continuous from A to P(Y). Since 
we also have fE L’(0, T, Y) it follows that @v belongs to C( [0, T], Y) and 
satisfies 
II @W - %llY < II m 0) u. - 4Y + (l/2) rbot2 II W,,, 
+ II Wo,, 1’ llf(s)llY ds, 
0 
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where 
b, = rnAy b(t, s). 
So by (A4) and the strong continuity of U from A to 9(Y) it follows that 
there exists a constant T > 0, independent of v, such that 
II @v(t) - uolly < r for all 0 < t < T. 
Also, if v, w E C([O, T]; B) then by (2.1) we have 
II @v(t) - @Wt)llY <~~Tll~llco,, j’ 114~) - w(~)II, dr, (2.10) 
0 
for all 0 < t < T. Hence @ is a continuous mapping of C([O, T]; B) into 
itself. 
We define a sequence (v,} by iteration: 
v,(t) = W, 0) uo + (I W, s)f(s) ds, 
'0 
0, t I@> = @v,(t), n = 0, 1) 2 ,...) 
(2.11) 
(2.12) 
for 0 < t < T. By our previous estimates vo(t) belongs to C([O, T]; B). Hence 
(v,} belongs to C([O, T];B) and satisfies 
(2.13) 
So the sequence (v,,} converges uniformly on [0, T] in the Y-norm to a 
function u belonging to C( [0, T] ; B). Hence 
u(t) = )tt @v,(t) = @u(t), 
uniformly on [0, T]. So u satisfies the integral equation 
u(t) = U(t, 0) u, + j; cqt, s) [ j; g(s, 7, u(7)) dr +f(s)l ds. (2.14) 
We now show that u satisfies (l.l), (1.2) on [O, T]. We write u(t) = vo(t) + 
w(t) where 
(2.15) 
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From (A4) and properties (a)-(d) we see that u0 belongs to C( [0, T]; y> n 
C’([O, T];X) and 
duo(f) 
7 + A 0) U,(f) =f@>, u,(O) = 24,. 
We put 
so that 




’ U(t, s) G(s) ds, O<t<T. 
0 
Then u E C( [O, T] ; Y) implies G E C( [0, T]; Y) and therefore w E 
C(]O, T]; Y)nC’([O, T];X) and satisfies 
Wf) 
T + A (4 w(f) = G(f), w(0) = 0. 
Adding (2.16) and (2.18) shows that u satisfies (1. I), (1.2). This proves the 
existence part of the theorem. 
To prove uniqueness, suppose there are two strong solutions u, zi of (l.l), 
(1.2) on [O, T] which belong to C( [0, T]; Y). Then both 2 and h must satisfy 
the integral equation (2.14) and, therefore, are fixed points of @. So from 
(2.10) 
for 0 < f < T. By Gronwall’s inequality, it follows that u(t) = z?(f) on [O, T]. 
To obtain global solutions of (l.l), (1.2) suppose that W = Y and (2.1) 
holds for all y , , y, E Y. Then for an arbitrary but fixed T > 0 we have (2.10) 
for all u, w belonging to C([O, T]; Y). So @ maps C([O, T]; Y) into itself 
continuously and the iterated sequence (u,,} defined by (2.1 l), (2.12) satisfies 
(2.13) on [O, T]. Thus {v,,) converges uniformly on [0, T] in the Y-norm to 
some function u belonging to C([O, T]; Y). Our previous arguments show 
that u also belongs to C’([O, T]; X) and satisfies (l.l), (1.2) on [0, T]. Since 
u is unique, the arbitrariness of T shows that u actually satisfies (l.l), (1.2) 
on [0, co). Q.E.D. 
We now discuss continuable solutions of (1.1). In addition to the 
hypothesis (A5) on g we also require 
(A6) g is Lipschitz continuous on bounded subsets of [O, co) x 
[O, co) x W, i.e., if B is a bounded subset of W and d > 0 is a positive 
number then there is a constant C > 0 such that 
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lIg(~,,s,,~,)-g(~*,S,,~2>llv 
GC(llv, -Y*llY+ltl -[*I -fIS, -s*l> 
for all y, ,y, E B and 0 < s,, t,, s,, t, < d. 
(2.19) 
THEOREM 2. Assume (Alt(A6) hold and let u be a strong solution of 
(1.1) on a maximal interval of existence 10, d). If d < + then for each closed 
bounded set B c W there is a sequence (t,} such that t, + d- and u(t,) & B 
foralln> 1. 
The proof of Theorem 2 requires the following lemma whose proof is 
based on a simple compactness argument and is omitted. 
LEMMA 1. Let KC Y be compact and E > 0 be given. Then there is a 
6>OsuchthatifO<h<6then 
sup II U(t + h, (J + h),v - U(t, a)Aly < c 
YAK 
for all 0 < o < t < d. 
Proof of Theorem 2. Suppose to the contrary that there is a closed 
bounded set B c W such that u(t) E B for all 0 < t < d. Let d, = ((t, s): 
0 <s < t < d}. In what follows C will denote a generic constant which 
depends only on d, 
IIU ” m.Y.A,~ ,“;; II g(4 ST Y)llY 
and on the Lipschitz constant in (2.19). Let 0 < t < t + h < d, then from 
(2.14), (2.16) we have 
u(t + h) - u(t) 
= I U(t + h, 0) u, - U(t, 0) ug 1 
+ I0 U(t + h, u + h)[G(a + h) +f(a 
h 
+ h)] do 
+ ff U(t + h, u + h) [ G(u + h) - G(u) 1 da 
'0 
+ if [ U(t + h, u + h) - U(t, u)](G(u) +f(u)) da 
-0 
+ j“ U(t + h, u + h)[f(u + h) -f(u)] da = i’ Zj. 
-0 IT, 
(2.20) 
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First of all, we have 
llI,llY < c (-I llf(o + h) -f(a)llv c&J. 
.o 




iI+ + h) - 4t>lly < c ( III,II, + /l~,/l, + h + f llf(~Nv & ‘0 
+ j; IIf@ + h) -.m>llv do) 8’. (2.24) 
The only questionable term in (2.24) is I,. Put F(a) = G(a) +f(a), then by 
(A4) we have FE L’(0, d; Y). So given E > 0 there is a 6’ = 6’(e) > 0 such 
that if E c [0, d] is a measurable set with mes(E) < 6’ then 
(2.25) 
By Lusin’s theorem there is a closed set E’ c [0, d] such that 
mes([O, d] -E’) < 6’ and such that the restriction F IE,: E’ -+ Y is 
continuous. Hence the image set K, , = (F(u): u E E’ } is a compact subset of 
Y. Let 6 > 0 be given such that Lemma 1 holds for K = K,, . Put E = 
[O, d] - E’ and define 
J,= ( [ U(t + h, u + h) - U(t, a)] F(u) da, 
“E’1[0,1] 
J,= f [ U(t + h, u + h) - U(t, a)] F(u) du. 
‘.Enlo,tl 
By (2.25), llJzllv < E for every 0 < t < t + h < d. By Lemma 1, if 0 < h < 6 
then IIJ, II,, < Ed. Consequently IIZ,II, < (1 + d)c if 0 < h < 6. Since 6 does 
not depend on t it follows that /lu(t + h) -ells + 0 as t + d-, 0 < t < 
t + h < d. Since B is closed, there is an element U, E B such that 
lirn,&, u(t) = u,. By Theorem 1 we can then continue the solution u to an 
interval [d, d’]. This contradicts the maximality of d and the theorem is 
proved. 
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COROLLARY 1. Assume that (Al)-(A6) hold. Assume also that W= Y 
in (A5) and (A6). Let u(t) be a solution of (1.1) on a maximal interval of 
existence IO, d). Ifd < +a, then lim,+ sup i\u(t)lly = +CO. 
COROLLARY 2. Assume that (Al)-(A6) hold. Assume also that W= Y 
in (A5) and (A6). Suppose that for each T > 0 there are positive constants 
C, = C,(T), C, = C,(T) such that 
II ‘!a S,Y)ll* G c, IIYIIY + c, (2.26) 
for ally E Y and all 0 ,< t, s < T. Then for each u,, E Y there exists a unique 
global strong solution u(t) of (l.l), (1.2) on [0, co). 
ProoJ By Corollary 1 it &ices to show that each solution u of (l.l), 
(1.2) is a priori bounded in the Y-norm. Such a bound is provided by (2.14), 
(2.26) and Gronwall’s inequality. Q.E.D. 
3. Continuous Dependence 
We now consider a sequence of integrodifferential equations 
u’(t) +A,,@) 4) = f’g,(t, s, u(s))ds +f,(t>, 
‘0 
(3.1) 
40) = UO,“. (3.2) 
We assume that (Al)-(A5) hold and let u(t) denote the solution of (l.l), 
(1.2) on [0, To]. W e seek conditions on (3.1), (3.2) which guarantee that its 
solutions will converge to u(t) as n -+ co. First of all, we assume that for 
each n > 1, the family of negative generators {A,(t): 0 < t < co} satisfies 
(A l)--(A3) for the same Banach spaces X and Y. Then there exists a 
corresponding evolution operator (U,(t, s)} having properties (a)-(d). 
Secondly, we assume that the primitive constants (see (2.6)) 
M?l, lMll1~ lISnllm.Y,X7 ll~,‘ll,,X,Y~ IIB, - Cnlll,x (3.3) 
for (A”(t)} are bounded above uniformly in n. Then by (2.7), (2.8) the 
sequence of norms { 11 U, Jlco,X,d,}, (II U, Jlco,y,dO} are uniformly bounded and 
there is a constant C > 0 (which may depend on T but does not depend on 
n) such that 
II un IIW,Y,d, < c forallna 1. (3.4) 
Thirdly, we assume 
(A7) f, belongs to C([O, co);X) n L:,,(O, a~; Y) for each n > 1. 
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(A8) There is a nonempty open subset W of Y such that for each 
n>l the functions g,: [0, co) X [0, co) X W-+ Y are continuous. 
Furthermore, for each y E W there is a constant r > 0 and a positive 
continuous function b(t, s) such that if B,(y; r) = (z E Y: ]/z -yl],, < r} then 
B,(y; r) c W and 
IIg,(t,s,Y,)-g,(t,s,Y*>llY~b(t,s) l/Y, -Yzllu (3.5) 
for all y, ,y, E BY( y; r) and all t > 0, s > 0, n = 1, 2, 3 ,... . 
THEOREM 3. In addition to the above assumptions, suppose that 
(i) A,(t) + A(t) strongly in P( Y, X)for each t > 0. (3.6) 
(ii) lim f IIAn(t)llu,x dt = 0, uniformly in n. (3.7) 
mes(E)-0 dE 
(iii) For each T > 0, B,(t) - C,(t) -+ B(t) - C(t) strongly in U’(X)for 
O<t<T. 
(iv) lim mes(E)+,, JE IlB&> - C,(t)ll, dt = 0, uniformly in n. 
(v) For each T > 0, S,(t) -+ S(t) strongly in P(Y, X) uniformly on 
10, T]. 
(vi) lim,,, 11 g,(t, s, y) - g(t, s, y)II,, = 0 uniformly on compact subsets 
ofdx W. 
(vii) For each T > 0, lim,, JOT I]f,,(s) --f(~)]]~ ds = 0. 
Suppose {u~,~} is a sequence in W such that ]]u~,~--u~]]~+ 0 as n+ 00. 
Then there is a T > 0 (T < To) and an integer N > 1 such that for all n > IV, 
Eqs. (3.1), (3.2) have a unique strong solution u,,(t) on [0, T] which belongs 
to C( [ 0, T] ; Y) and which satisfies 
lim max I] u,(t) - u(t>llY = 0, nh+m 0<1<T (3.8) 
)+i JOT 1) u;(t) - u’(t)llx dt = 0. (3.9) 
Remark. By [15, Theorem VI], hypotheses (it(v) imply that for each 
compact subtriangle A, c A we have 
U,(t, s) + U(t, s) strongly in P(Y), uniformly on A,. (3.10) 
From this property we easily conclude the following result. 
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LEMMA 2. For each compact set K c Y we have 
lim { sup max I/ U,(t, s>y - U(t, s)yIIY} = 0. 
n-w ~EK Ao 
(3.11) 
Proof of Theorem 3. Let u,, E W and B = B,(u,; r) be given as in (A5) 
and (A8). We may assume that uO.n E B for all n > 1. As in Theorem 1, we 
may reduce to the case g(t, s, ZQ,) = 0 and g,(t, s, u,,) = 0 for all n > 1. Let @ 
be defined by (2.9), then @ is a continuous mapping of C([O, T,]; B) into 
itself and u(t) is the unique fixed point of @. Let T > 0 (T< T,) be a positive 
constant to be specified later. For each u E C( 10, r]; B) we define 
+ )_I U,,(t, s) 
i 




Following the general arguments used in the proof of Theorem 1, we can 
show that there exist constants T > 0, C > 0 independent of n and an integer 
N > 1 such that if n > N then @,, maps C( [O, T]; B) into itself and satisfies 
tl@,W - @nzWl, < CTbo f Il47) - 47>lly dr 
-0 
for all 0 < t < T. If we fix n > N and iterate around the function 
Vo.,(t) = u,z(t, 0) uo,, + if U,(t, s)&(s) ds, O<t<T, (3.13) 
-0 
as in the proof of Theorem 1, we will obtain a unique strong solution of 
(3.1), (3.2) on [0, T] which belongs to C([O, T]; B). 
To prove (3.8) we write 
&l(t) - a> = (vo,n(t) - vo(t)> + (w,(t) - w(t)> (3.14) 
where vo(t), w(t), v o.n(t) are defined by (2.11), (2.15), (3.13) and 
w,(t) = 1' U,(t, s> /fg,,(s, 7, u,(7)) dr/ ds. (3.15) 
0 0 
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Now 
w,(t) - w(t) = f U,(f, s) c” [ g,(s, 5, u,(r)) - g,,(s, 5, u(7))] d7 d,s 
I g,(s, 7,47)) - g(s, 7, u(7))] d7 ds 
- U(t, s)] I-S g(s, r, u(7)) ds ds 
-0 
=z;+z:,+z;. 
BY (3.4), (3.5) 
and so by (3.14) and Gronwall’s inequality 
ll%(t> - @>llY < ill~o.,W - UO@>llY + ll~5llY +llm eTCbot 
for 0 < t < T. Hence it suffkes to prove 
f[$ ,y& limo,, - df>llr- = 0, (3.16) \, 
lim max IIZ~llY= 0, 
n-+a, O<f<T 




The limit (3.16) follows directly from [ 15, Theorem VIa]. The limit (3.17) is 
a consequence of hypothesis (vi) and (3.18) follows from Lemma 2. This 
proves (3.8). 
To prove (3.9) we have 
lr II@,@) - u’@>llx dt 
-0 
< J -‘IIA@) @> --A,@) u&>llx dt 0 
+ ir if II g,( t, s, u,(s)) - g(t, s, 4s))llx ds dt ‘0 -0 
+ ir IlM> -f@>llx df. 
-0 
(3.19) 
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From (A8), (vi) and (vii) the last two integrals converge to zero as n + co. 
Let q,(t) = l],4(t) u(t) -A,(t) u,(c)~], then (D, is continuous on [0, T] and by 
hypothesis (i) and (3.8) p,(t) -+ 0 as n + co for each 0 < t < T. Furthermore, 
for each measurable subset E c 10, T] we have 
for all n. So by hypotheses (ii) 
lim . 
J 
cp,&> df = 0, uniformly in n. 
mes(E)+0 E 
It follows from Vitali’s convergence criterion 119, p. 1431 that 
lim T 
I 
p,(t) dt = 0. 
n+a .(J 
So the first integral in (3.19) converges to zero and this proves (3.9). The 
proof of Theorem 3 is therefore completed. Q.E.D. 
4. An Application 
To illustrate the results of the previous section, we consider the Cauchy 
problem for the equation 
au 
5 + a,(x, t) g + a,(x, t)u = 1’ g(t, s, u(x, s)) ds +f(x, t) (4.1) 
0 
u(x, 0) = uo(x), (4.2) 
where x E R and t E (0, co). We assume that u = (u, ,..., u,), g = (g, ,..., gN), 
f = (f, ,...,f,) are N-vector functions and a,(x, t), a,(x, t) are N X N matrix 
functions. We will denote by D the differential operator a/ax. 
Let L2 = L’(R) be the Hilbert space of all square integrable complex- 
valued N-vector functions on R with inner product 
and corresponding norm 1) u /I0 = \/cu,u>. Let H’ = H’(R) denote the Sobolev 
space of N-vector functions u in L2 having weak derivatives Du belonging to 
L2. The norm on H’ is given by Ilull = (]]u]li + [~DuII~)“~. 
For a given set E, we let C,(E) denote the Banach space of all N X N 
matrix-valued functions that are continuous and bounded on E. We let C;(R) 
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denote the set of all N x N matrix-valued functions a such that a and Da 
belong to C,(R). These spaces are considered to be equipped with their 
corresponding supremum norms. 
We make the following assumptions on Eq. (4.1): 
(9 aT(x, t) = a,(~, t), i.e., a,(~, t) is a Hermitian matrix. 
(ii) a, E C([O, co); C:(R)). 
(iii) a, E C([O, co); C,(R)) and Da, E C,(R x [0, T]) for each T > 0. 
(iv) fe C([O, a3);L2)~~L:,,(0, co;H’). 
(v) g = g(t, s, n): [0, co) x [0, co) x RN + RN is Lipschitz continuous 
on bounded sets. Furthermore, g has continuous first and second partial 
derivatives with respect to v E R. 
(vi) There is a continuous function V: [O, co) x [0, co)-+ Rt such that 
1 g(t, s, q)] < v(t, s) / q 1 for all t, s > 0 and q E RN. 
For each u E H’ we define g(t, s, u)(x) = g(t, s, u(x)). Then g: [0, 00) X 
[0, co) x Hi -+ H’ and g satisfies hypotheses (AS), (A6), and (2.24). 
To define the family of negative generators associated with Eq. (J.l), we 
first let a(t) denote the formal differential operator 
a(t) u(x) = a,(~, t) h(x) + a,,(~, t> u(x). 
If u and o are C’ functions on R, with supp (p compact, it follows that 
where G’*(t) denotes the formal adjoint of a(t). For each t > 0 we define an 
operator A(t) in L2 as follows. We say that u E D@(t)) if u E L2 and if there 
is a function u E L2 such that 
for all C’ functions rp with compact support in R. We then define A(t)u = V. 
By a result of Friedrichs [8], A(t) is a closed, linear, densely defined 
operator in L2 whose domain D@(t)) contains the space H’. It is shown in 
[9] that A(t) is quasi-accretive in L2, i.e., 
for all A > P(t), n > 1 
where 
P(t) = s,y; l4x, t> - fDa,(x, Ql. 
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It follows that A(t) is quasi-stable on each bounded interval [0, r] with 
stability index { 1, P(t)}. 
Assumptions (A2) and (A3), with X = L2 and Y = H’ are verified in 1141. 
Indeed, the operator S = S(t) can be chosen independent of t: 
s = (1 - D2)“2, 
and the operator B(t) is given by 
B(t) = [&M,(t)] DS-’ + [S,M,(t)] S-’ 
where [S, T] = ST - TS denotes the commutator and M,(t) denotes 
multiplication by u,~(x, t). 
We conclude therefore that for each U, E Hi the Cauchy problem (4.1), 
(4.2) has a unique global strong solution defined on (0, co). 
PART II. THE CASE OF CONSTANT DOMAINS 
5. Existence, Uniqueness and Continuation 
In the case of constant domain, it is more convenient to phrase the basic 
assumptions on {A(t): 0 < t < co ) in a manner different from those of 
Section 2. This is more in line with the earlier work of Kato [ 12, 131 and 
makes it easier for the applications we have in mind. We make the following 
assumptions. 
(Bl) For each t > 0, -A(t) is the generator of a strongly continuous 
semi-group in P(X) and there exists Q(f) E P(X) such that Q(f))’ E P(X) 
and -Q(t) A(t) Q(t)) ’ generates a contraction semi-group in P(X). 
Moreover, Q(a) is locally Lipschitzian on [0, co) in the operator norm on 
J4X). 
(B2) The domain D@(t)) = D is independent of t and is equipped 
with the graph norm defined by A(0): ]] y]lD = (I] y]]: + ]]A(0)yl]i)1’2 for 
y E D. 
(B3) For each t > 0, A(t) E P(D, X) and A(t) is strongly 
continuously differentiable (0, X). 
(B4) f belongs to C’( [0, co); X). 
(B5) There is a nonempty open subset W of D such that g: [0, co) x 
10, 00) x W + X is continuous and has a continuous partial derivative ag/at: 
IO, co>x [O, m>x w+x with respect to the first place. Furthermore, for 
each y E W there is a constant r > 0 and positive continuous functions b(t, s) 
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and c(f, s) such that if B,(y; r) = (z E D: I/z -yll, < Y) then B,(y; Y) c w 
and 
II ~(i,s.).,)-~(I;s.“2)ll <c(bs)/IY, -4’21/,,? X 
for all J,, y2 E B,(y; r) and all t, s > 0. 
Conditions (Bl), (B2), (B3) are sufficient to guarantee the existence of a 
unique evolution operator { U(t, s): (t, s) E d} satisfying (a)-(d) of Section 2. 
This fact was pointed out in [ 111 where it was observed that the original 
proof of Kato could be used since it did not fully exploit all of the 
hypotheses. On the other hand, it is possible to show directly that (Bl), (B2), 
(B3) imply (Al), (A2), (A3). This fact was observed in [ 14, Remark 6.21. 
We state it here as follows. 
THEOREM 4. Assume (Bl), (B2), (B3) hold and let 1, > 0 befixed. Then 
(Al), (A2), (A3) hold with Y= D, S(t) =A(t) f&Z and B(t) = 0 for all 
t 2 0. 
We now give the existence and uniqueness result for (1. l), (1.2). Since 
(B4) and (B5) are different from (A4) and (A5) this theorem is not a 
corollary of Theorem 1 and requires a separate proof. 
THEOREM 5. Let (Bl)--(B5) hold and let u, E W be given. Then there 
exists T = T(u,) > 0 and a unique strong solution u of (1. 1 ), (1.2) on the 
interval IO, T]. The solution u belongs to C([O, T]; D). Furthermore, if 
W = D in condition (B5) and if (5.1), (5.2) hold for ally, .y2 E D, then the 
solution u exists on [O, 03). 
Proof: Let U, E W be given and B = B,(u,; r) be determined by (B5). 
Let T > 0 be a positive constant to be specified later. For each 
L’ E C( [ 0, T]; B) we define 
@v(t) = u(t, 0) uo + 1’ U(t, s) 1 f-’ g(s, r, v(t)) dr +f(s)/ ds (5.3) 
0 -0 
for 0 < t < T. We expect fixed points of @ to be solutions of (1.1). But since 
the expression 
does not lie in D, this is not immediately obvious. So we must rewrite (5.3) 
409/80/i 13 
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in a more convenient form. Let S(t) = A(t) + &I be given as in Theorem 3 
and for each u in C( [O, r]; D) we define 
Gu(f) = 1' g(t, s, u(s)) ds +f(O, 
-0 
w(t) = s(t)- ' Gu(t), 
'PI,(~) = C(f) Gu(t) - G'u(t), 
where C(f) is defined by (2.6) and G’u denotes the derivative of Gu with 
respect to f. It follows that 
g 1 U(f, s) w(s) 1 = U(f, s) A (s) w(s) - U(f, s) S(s)- ’ !?qs). (5.4) 
We now make two reductions in our problem (1. l), (1.2). The first is that 
we may assume /2, = 0. This amounts to making a change of variable u(f) = 
e -.ll”u(t) in (l.l), (1.2). The second reduction is to assume that g(f, s, u,,) = 
(Zg/&)(t, s, u,,) = 0 for all t, s > 0. Neither of these reductions alter our 
stated hypotheses. 
From (5.4) we have 
; [ u(t, s) w(s)] = U(f, s) Gu(s) - U(f, s) S(s)- ’ Ws). 
Integrating over [ 0, f 1 gives 
[’ U(f, s) Gu(s) ds = w(f) - U(f, 0) w(O) 
-0 
+ .‘,: U(t, s) S(s) ’ Y%(s) ds. 
Therefore for each u E C([O, T]; B) we have 
@u(t) = U(t, 0) u,, + S(t)-’ Go(t) - U(t, 0) S(O)- ‘f(0) 
+ .I]: U(t, s) S(s) ’ ‘h(s) ds, O<t<T. (5.5) 
It is clear that @u E C(/O, T]: D). From this point on, the proof proceeds 
exactly along the lines of Theorem 1. We omit the details. Q.E.D. 
To discuss noncontinuable solutions we make the following additional 
assumptions (compare (A6)). 
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(B6) g and g, are Lipschitz continuous on bounded subsets of 
IO, a> x [O, 00) x w, i.e., if B is a bounded subset of W and d > 0 is a 
positive number then there is a constant C > 0 such that if y, ,y, E B and 
O<s,, t,,s2, tz<d then 
llg(t,~~,~~,)-g(t*~~,~~*)ll, 
G C(llY, --Y*II, + It, - 41 + lb, -a (5.6) 
< C(llv, -Y*llo + It, - t*I + Is, -$I)* (5.7) 
THEOREM 6. Assume (Bl)-(B6) hold and let u be a strong solution of 
(1.1) on a maximal interval of existence [0, d). If d < sco then -for each 
closed bounded set B c N there is a sequence (t,,} such that t, + d- and 
u(t,) @ B for all n > 1. 
Proof. We sketch the proof. Assume to the contrary that there is a 
bounded set B c W such that u(t) E B for all 0 < t < d. Let d, = 
((t, s): 0 < s < t < d} and let M denote a generic constant which depends on 
4 II Nm,~.~o~ maXAoXB I/ gk s~~)I/X~ maXA,XB IIW~t>(t~ s,y>llx and the 
Lipschitz constant in (5.6), (5.7). For convenience we set c0 = u0 - 
S(O)-'f(0) and V(t, s) = U(t, s) S(s))‘, 0 < s < t < co. Then from (5.5) 
u(t) = U(t, 0) v. + S(t)-- ’ Gu(t) + )-I V(t, s) !Pu(s) ds, 
‘0 
O<t<d. 
Let 0 < t < t + h < d, then 
u(t + h) - u(t) 
= [ U(t + h, 0) - U(t, 0)] u0 
+ S(t + h))‘(Gu(t + h) - Gu(t)] 
+ [S(t + h)-’ - S(t))‘] Gu(t) 
+I” V(t+h,s+h)Y’u(s+h)ds 
h 
+ (’ l’(t + h, s + h)[ !I’u(s + h) - !I’u(s)] ds 
‘0 
+ f’ [ V(t + h, S + h) - V(t, s)] YU(S) ds = 2 It. 
“’ 0 j- I 
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Using Gronwall’s inequality, it follows that 
+ 1lj-g t h) -f@)llx t 1’ II./% + h) -f@>llx ds 
n 
t [‘llf’(s + h) -f’(s)II, ds + IllA t il~slln t llZ& 2” 
-0 1 
where 
I, = J [ C(s t h) - C(s)] Gu(s) ds. 
! 0 
We know that 111,//,-+0 as h-+0’. The function Yu is continuous from 
[O, d) into X and V is strongly continuous from A to F(X, 0). So using an 
argument similar to the one for Lemma 1 it follows that 111, IID + 0 as h + O+. 
Similarly, by the continuity of Gu and the strong continuity of C(s) we have 
lIZ,lI,-tO as h-+0+. Hence /lu(t t h) - u(t& -+ 0 as h + 0’. Since B is 
closed, there is an element U, E B such that lim,,- u(t) = U, . By Theorem 5 
we can therefore continue the solution u beyond the point d. This is a 
contradiction and the theorem is proved. Q.E.D. 
COROLLARY 3. Assume (B l)-(B6) hold. Assume also that W = D in 
(B5) and (B6). Suppose thatfor each T > 0 there are positive constants C, = 
C,(T) > 0, C, = C,(T) > 0 such that 
II d4 s, Y)llx G c, II Y IID t c* 9 (5.8) 
(5.9) 
for all y E D and 0 < t, s < T. Then for each u. E D there exists a unique 
global strong solution u(t) of (l.l), (1.2) on [0, a). 
Proof. As was done in the proof of Corollary 2, it suffices to obtain an a 
priori estimate on the solution u(t) in the D-norm. We obtain such an 
estimate from Gronwall’s inequality by using (5.8), (5.9) in the fixed point 
equation u = @u. Q.E.D. 
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6. Continuous Dependence 
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We consider the sequence of integrodifferential equations (3.1), (3.2). We 
assume that (Bl)-(B5) hold for (l.l), (1.2) and let u denote its solution on 
[0, To]. For each n > 1, we assume (Bl), (B2), (B3) hold for {A,(t): 
0 < t ( co ) and let { U,(t, s): (t, s) E A} denote the corresponding evolution 
operator. We assume that the primitive constants (3.3) for {A,(t): 0 S: t < co ) 
are bounded above uniformly in n on the compact interval [0, r,]. By 
Theorem 4, this condition will be satisfied if there are constants Lo > 0, 
y0 > 0 such that 
lIM)llD,X G 703 IIM)llD,X G 703 (6.1) 
II Q,@>llx G ~0 > II Q,(t)- ’ IL G ~0, (6.2) 
II Q,(t) - QAs>llx < ~0 It - s I) 
Il(~n(t) + ~0~r’llx.D < 70, (6.3) 
for all s, t E [0, ro] and all n > 1. It then follows that there is a constant 
Co > 0 such that 
II mo,X.d” G co, II u3,D.da G co (6.4) 
for all n > 1. We further assume that 
(B7) f, belongs to C’([O, co);X) for each n > 1. 
(B8) There is a nonempty open subset W of D such that for each 
n > 1, g,: [O, co) x [0, 00) x W-X is continuous and has a continuous 
partial derivative ag,/at: [0, co) x [0, co) X W-+X with respect to the first 
place. Furthermore, for each y E W there is a constant r > 0 and positive 
continuous functions b(t, s) and c(t, s) defined for t, s > 0 such 
B,(y; r) = {z E D: ](z -y]l,, < Y) then B,(Y, r) c W and 
that if 
for all y,,yz E B,(y; r), f, s > 0 and all n > 1. 
THEOREM 7. In addition to the above hypotheses, uppose that: 
(i) ,4,,(t) + A (t) strongly in ip(D, X), uniformly on [0, To]. 





(iii) lim sup IIf, -f(t)llx = 0. 
“+a2 O<f<T, 
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(iv) 
(v> lim,,, (( g,(t, s, y) - g(t, s, y)llx = 0, uniformly on compact subsets 
ofA,x W. 
(vi) lim,,, Il@g,/~t>(t, s, Y) - (&+t>(t, s, Y)llx = 0, uniformly on 
bounded subsets of A,, x W. 
Suppose (u,,,) is a sequence in W such that JJuO,n - uO/JD --+ 0 as n -+ co. 
Then there is a T > 0 (T < T,) and an integer N > 1 such thatfor all n > N, 
equations (3.1), (3.2) have a unique strong solution u,(t) on [O, T] which 
belongs to C([O, T]; D) and which satisfies 
,fiz oT,“,“,. II 4(t) - u@>lLJ = 09 ,, 




Remark. We note that by the Banach-Steinhaus theorem hypotheses (i) 
and (ii) above already imply that (6.1) holds. But it does not appear that (i) 
and (ii) imply (6.3). However, if we replace (i) by a stronger hypothesis: 
6)’ A,(t)+AW in the norm of Y(D, X), uniformly on [0, T,], 
then we can prove that (6.3) will hold also. 
Proof of Theorem I. Again we only sketch the proof, since the argument 
is entirely similar to Theorem 3. Let z+, E W and B = B,(u,; r) be given by 
hypotheses (B5) and (B8). Let {u,,,} be a sequence in W converging to u0 as 
n-+ co. We may assume that u~,~ EB for all n>l. Let T>O be an 
arbitrary but fixed positive number (T< r,) to be specified later. For each 
v E C([O, T]; B) we define 
@,v(t> = U”(tT 0) u0.n 
+ .i t U&s) g,(s, 5, ~(7)) d7 +./i(s) ds 0 
for 0 < t < T, n > 1. Making our usual reductions, we assume that S,(t) = 
A,(t) and g,(t, s, uo) = (ag,/&)(t, s, uo) = 0 for all (t, s) E A, and all n > 1. It 
then follows that 
S,(t) + S(t) strongly in P(D; X), uniformly on [0, T]. (6.11) 
S,(t)- ’ -+ S(t)-’ strongly in Y(D; X), uniformly on [O, T]. (6.12) 
llS,(t)ll,,, < yoT IIs,(t llx,D < y. for all 0 <t < T, n 2 1. (6.13) 
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Now consider the operator C,(t) = Sk(t) s,,(t)-‘. For each fixed n )/ 1 this 
operator is strongly continuous (X) on [0, T] and by (6.3), (6.8), (6.12) we 
have 
C,(t) -+ C(t) strongly in P(X), uniformly on [0, T]. (6.14) 
! 11 C,(t)l], dt + 0 as mes(E) --+ 0, uniformly in 12. (6.15) ‘I7 
So by [ 15, Theorems V, VI] it follows that 
U,(t, s) + U(t, s) strongly in P(X), uniformly on d,. (6.16) 
Un(t, s) + U(t, s) strongly in L/(D), uniformly on d,. (6.17) 
As in the proof of Theorem 5 we rewrite @,v as 




-I Un(t, s) S,(s)-’ Y’,,u(s) ds, (6.18) 
0 
Gndt> = f g,( t, s, 0)) ds +f,(t), 
0 
Y,, u(t) = C,(t) G, u(t) - G:, u(t), 
G;u(r)=# t, s, u(s)) ds + g,(f, 6 u(f)> +f',@>. 
As in the proof of Theorem 5, we can show that there is an integer N > 1 
such that if T > 0 is sufficiently small then for every n > N, the operator Qn 
maps C([O, T]; B) into itself and has a unique fixed point u,. It is easy to see 
that U, is the unique strong solution of (3.1), (3.2) which belongs to 
C([O, Tl; D). 
To prove (6.9), consider the difference U, - u = @,,u, - @u. By (5.5) and 
(6.18) we have 
+ 
i 
: (U,(t, s) S,(s)-’ Y’,(s) - U(t, s) S(s)-’ Y(s)) ds 
=I:, +z:, +zs, +z;, (6.19) 
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where we use the abbreviation G, = G,(u,), Y,, = YJu,,), G = G(U), Y = 
Y(u). The norms IlZi ]lD and llZ~llD are estimated by expressions which 
contain the term 
ff II ~6) - 4s)llD ds. 
-0 
So from (6.19) and Gronwall’s inequality 
II %7(t) - u@)llD 
GM, 1 Il~~ll~ + IlCIln + f-’ Il[C,(s) - C(s)1 W>llx ds -0 
+ )-I /I lu,(t, s) S,(s)- I - U(t, s) S(s)-'] Y'(s)ll ds + R,(t) 
"0 i 
e"", 
where M,, M, > 0 are constants independent of t and n, and R,(t) + 0 as 
n + 00 uniformly on 10, T]. Now by (6.14) we have for each x E X, 
lim,,, II C&)x - C@)xllx =0, uniformly on [O, T]. So given any compact 
set K c X, we have 
lim sup ]/ C,(s)x - C(s)x]], = 0, uniformly on [O, T]. 
n-a xeK 
(6.20) 
Since G(s) is continuous, its range K = {G(s): 0 < s < T} is compact. It 
follows from (6.20) that 
lim f]] ( C,(S) - C(S)] G(s)]/, ds = 0. 
n-rm -0 
A similar argument works for the integral term 
j-’ II [ U,,(t, s) S,(s)- ’ - U(l, s) S(s)- ‘1 Y(s>llD ds. 
-0 
This proves (6.9). 
To prove (6.10) we write 
u;(t) - u’(t) = (A(t) --A,(O) u(t) + An(t)(@) - %(~>> 
1 ’ + I g&, s, Qs)) - g(& 3, +>)I ds +.I-&> -f(f). 0 
By (6.7) and previous arguments, l]@(t) --A,(t)) u(t)]],-+ 0 as n-+ 00, 
uniformly on [0, T]. By (6.1) and (6.9) 
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uniformly on [0, T]. By (6.5) (6.9), (iii) and (iv) we have 
s, u,,(s)) - s(t, s, u(s))II, ds = 0, 
lim IIf,(f) -f@>llx = 0, n-o; uniformly on [0, T]. 
Therefore (6.10) holds and the theorem is proved. Q.E.D. 
1. An Application 
Let fl be a bounded domain in R”, let Q = 0 x [O, co) and r = Bn x 
10, co). Let Dj = a/ax,, D” = 07’ ... 0:” where a = (a ,,..., a,,) is a multi- 
index and /a]=a,+... + a,,. For each positive integer k and each function 
u defined in R we set Dku = (D”u: I a I = k). Consider the following nonlinear 
hyperbolic integrodifferential equation 




f q(t, s, 24 ,..., DZmu) ds + h(x 
0 
D%(x, t) = 0 on r for 
4-G 0) = uo(x) in Q, 
UI(X, 0) = u,(x) in a. 







L(x, t, D) u(x) = 1 (-l)‘*’ Da(auo(x, t) D%(x)). 
lal.lfl<m 
Consider the following assumptions. 
(i) a is a bounded domain with boundary aJ2 of class C*“.. 
~- 
(ii) L(x, t, D) is formally self-adjoint, i.e., aaB(x, t) = an,(x, r) for all 
xEQ, l>O, Ial< IPIGm. 
(iii) L(x, t, D) is positive, i.e., there is a positive continuous function 
a(t) such that 
Re 
I 
for all x E JI, f > 0, < E R”. 
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(iv) For each fixed t > 0 the coefficients aa4(., t) are essentially 
bounded measurable functions on Q for all /a I< m, ]p I< m. 
(v) For each fixed t > 0 we have u,~(., t) E Cla’(fi) for all 0 < 
IalSm, IPlGm. 
(vi) Let c(x, t) denote any of the functions Daa,o(x, t) where 
/a/<m, ]Pi<rn and 1~1~ ]al. Then for almost every xEQ, c(x, a) is 
absolutely continuous on [0, co) and 
for all T > 0. 
For each integer k > 0 let Hk(Q) = {u E L’(B): D”u E L’(Q) for all 
]a] < k}. Then Hk(Q). is a Hilbert (Sobolev) space with norm I] u Ilk = \/(u,u>k 
defined by the inner product 
Let H{(B) denote the closure in Hk(Q) of the subspace C?(Q). Define an 
operator L(t) in L’(R) by 
(W)u)(x) = W, t, D) u(x), t > 0, a.e. x E Q, 
D@(t)) = HZ”(R) n Hl;(fl). 
It is well known [7, lo] that L(t) is a closed linear, self-adjoint operator in 
L’(0). Furthermore, L(t) is positive: 
W)u, u>o z a(t)@, u)o for all u E D@(t)). 
Let sk denote the number of partial derivatives in R” of order <k. For an 
arbitrary point r E RSzm we write r= (q,c) where q= {q,: ]a] <j,,}, <= 
(<,: j, + 1 < / a ] < 2mJ and j, = [ 2m - n/2] - 1 (greatest integer). We 
assume further that: 
(vii) The functions q(t, s, q, c), (aq/LQ)(t, s, v, c) are globally Lipschitz 
continuous in c and locally Lipschitz continuous in (t, s, q) on bounded 
subsets of [O, co) x 10, co) x RF More precisely, given any constant d > 0 
and any bounded subset B c Rsjo there is a constant C > 0 such that 
1 q(t’, s’, r’, i’) - q(t”, s”, r”, r”)l 
<C(lt’-t”I +Is’-S”/+~7l’-~“I+lr’-~l}, 
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for all (u’, f 1, (r”, r”) in RSzm satisfying v’, q” E B and all 0 <t’, s’, t”, 
S” < d \ . 
(viii) For each T > 0 there are positive constants C, = C,(T), C, = 
C,(T) such that 
Id4 s, Ol< c, ItI + c2, 
for all < E Rszm and all 0 < t, s ,< T. 
(ix) h belongs to C’([O, co); L*(B)). 
We set 
g(t, s, u) = 
0 
q(t, s, u ,..., D*%) ’ A(t)= (-&) ;) 
with D(A(t)) = D = (Hzm(Q) n H:(Q)) x Hy(3;1). Consider the abstract 
Cauchy problem 
2 + A(# = j’ g(t, s, u(s)) ds + f(t), (7.7) 
0 
u(O) = Dot (7.8) 
in the Hilbert space X= H:(Q) x L*(Q). From the results of Goldstein [ 111 
the operator A(t) satisfies (Bl)-(B3). From hypothesis (ix)f satisfies (B4) 
and by (vii), (viii) g satisfies (B5), (B6) as well as (5.8), (5.9). It follows that 
for each u. E D the Cauchy problem (7.7), (7.8) has a unique global strong 
solution v(t) on (0, co) which belongs to C([O, co); 0). Hence the original 
problem (7.1~(7.4) can be solved in the following sense: given U, E 
H’“(Q) f? H:(Q) and ur E H:(0) there is a unique function u belonging to 
C2([0, co); L*(Q)) n C’([O, co); H:(Q)) n C([O, 00); H2YJZ)) 
such that 
u” + L(t)u = 
J 
’ q(t, s, u ,..., Dzmu) ds + h(t), O<t<co, 
0 
u(0) = uo 3 u’(0) = u, . 
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