In this study, we introduce a novel system to early recognize the negative emotional state, which may result from consuming negative news across social media using EEG signals. The system acquired eight symmetrical temporal channels using a custom-design EEG headset. Seven types of features based on Fourier and wavelet transforms were investigated. Support Vector Machine (SVM) and Multilayer Perceptron (MLP) were applied as the classification algorithms. It turned out that the combination of Power Spectral Density (PSD)-based frequency point feature and MLP classifier yielded the highest detection accuracy. The experimental results for ten subjects highlighted that on average, the proposed system could detect a negative emotion as short as 0.5 s with high accuracy of 94%. Hence, our proposed system demonstrated the feasibility and practicality of implementing a real-life application of recognizing negative emotional state during social media news consumption which may help to prevent the users from mental illness suffer.
I. INTRODUCTION
Emotion is a complex psychological state associated with the nervous system and results in physical and psychological changes that influence thought and behavior [1] , [2] . Over the past decade, research on emotion has increased significantly across many disciplines, including psychology, neuroscience, sociology of emotion, and computer science. Many of those works have focused on exploring the neural mechanisms of emotion [3] - [6] . Consequently, the neural signature of emotional states has been uncovered. Following that, it was employed in many works in an attempt to detect emotional states of humans [7] - [10] . Current areas of research in the field include the development of materials or databases that stimulate and elicit emotion. For instance, IADS [11] , IAPS [12] , and DEAP [13] are among the most popular databases which have been used in previous studies. To the best of our knowledge, brain activity associated with emotion during online news reading remains mostly unexplored.
The associate editor coordinating the review of this manuscript and approving it for publication was Mohammad Zia Ur Rahman. Nowadays, with the rapid growth of social media, people who are with social media interaction can suffer from many mental health problems for prolonged involvement in social media news. In addition, negative and horrific information from the social media accessed in a long duration can have an adverse impact on the users. The current study attempts to detect the negative emotional state of users during their scanning of huge social information across social media. Considering real-world applications, in this study, we focus on finding indirect metrics for online study of emotional nature during social news consumption. Particularly, to train our proposed artificial intelligence model, the EEG dataset was collected while the users were reading online news across many popular social media sites such as Facebook, Fox News, Google News, Reuters, etc.
Recently, many diseases (including mental diseases) are reported to be associated with emotions [14] - [17] . Hence understanding the neural mechanisms of emotion may provide active feedback during their treatment. Over the last decade, a large variety of physiological signals including heart rate, facial expression, galvanic skin response (GSR) and respiration rate (RR) have been used to recognize VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ different emotional states of humans [18] - [21] . Alternatively, encephalogram (EEG) seems to be another promising physiological signal which has recently emerged in the field. In particular, EEG has been widely used in recognizing and monitoring physical conditions or mental states of human such as drowsiness [22] , [23] , mental workload [24] , [25] and emotion [7] - [10] . It is completely reasonable because any decision or activity of humans originally results from neural activity. In other words, by examining neural activity, we can predict what people are thinking or which choice they are going to make before it actually happens. Hence, developing artificial intelligence (AI) which has an ability to capture neural activity patterns for understanding human emotions can provide active responses to specific emotion as well as assistance to people in making decisions in their daily lives. Particularly, people benefited from our proposed system by getting an early warning during consuming negative news which may prevent them from mental problem suffer.
In recent studies, several types of features were introduced in an attempt to recognize human emotions. For instance, [26] investigated emotion using entropy analysis of wavelet-based decomposed EEG signals. The authors extracts energy and entropy from each frequency band (i.e., theta, alpha, beta, and gamma) as the features. In another work, differential entropy was introduced as an effective feature for emotion recognition [8] . The authors investigates critical frequency bands as an attempt to recognize three emotions: positive, neutral, and negative, and the best accuracy of 86.65% was achieved showing the existence of neural signatures of emotions. On the other hand, major works mainly focus on using band power analysis of critical EEG bands based on PSD (i.e., delta, theta, alpha, beta, and gamma) to detect human emotion [8] , [27] , [28] . With the current work, we take a deep investigation to the human emotion by carrying out quantitative evaluations of seven different features based on both Fourier and wavelet transforms. Consequently, it provides a detailed comparison of performance among these features in recognizing emotional states of humans. In coupling with those kinds of features, Support Vector Machine (SVM) and Multi-layer perceptron (MLP) classifiers which are among popular machine learning approaches are employed for recognizing emotions. Compared to Linear Discriminative Analysis (LDA), SVM is more powerful since it aims to find the optimal hyperplane that maximizes the margin between two classes. On the other hand, neural network has emerged as a powerful algorithm that has surpassed other algorithms to dominate the machine learning field. A network that is ''deep'' enough (i.e., number of hidden layers and neurons are large enough) can be used to approximate any nonlinear function [29] . Hence in this paper, we compare the performance of our proposed system between the SVM-based and MLP-based implementations. Aside from evaluating the detection of online news reading-induced emotions, we also explore the feasibility of recognizing emotion during the imagination of the news. Based on that, we compare the physiological effect of the negative news on the brain during ''online'' reading and ''offline'' imagination.
II. EXPERIMENTAL SETUP A. EEG HEADSET
In the current study, we use our custom-design headset to acquire EEG signals. The proposed headset was designed for 8-channel data acquisition using dry electrodes. The photograph of the proposed EEG headset is shown in Fig. 1(a) . The body of the EEG headset was fabricated with flexible material using the 3D-printed technique. The active sensor was fixed in a smallholder that helps to maintain good contact between the electrode and the scalp skin. In this study, the EEG signals are sampled at 128 Hz which are fast enough to handle the frequency range of interest (i.e., delta (1-4 Hz), theta (4-8 Hz), alpha (8) (9) (10) (11) (12) (13) , beta (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) , and low gamma (30-60 Hz)).
Recent studies suggested that human emotion can be strongly captured from temporal regions [8] , [10] . Therefore, in this study, we acquire EEG signals from eight symmetrical temporal electrodes (i.e., F7, F8, FT7, FT8, T7, T8, P7, and P8) according to the 10-20 international system, as shown in Fig. 1(b) .
B. EXPERIMENTAL PROTOCOL
Five male and five female subjects (aged from [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] participated in the experiment. All the subjects are young undergraduate/graduate students from the university who are familiar with using social media as they use in their daily life. All participants were physically healthy and had no problem with visual impairment. All subjects were seated on a comfortable chair in front of a personal computer. To select participants for the experiment, we conducted a simple survey to evaluate their characters. Several questions have been used to ask the subjects: ''Do you love peace and hate war?''; ''Are you scared of blood?''; ''Do you like animals?''; ''Do you hate terrorism?''; ''Do you like sports?'' etc. Based on their answers to this questionnaire, we selected 10 participants who had comparable results. All the participants have a similarly high level of English. If the subject did not fully understand the news, they were shortly explained about the news during the trial. Typically, a news article of social media has its own photo, a highlighted headline and a short paragraph describing its major content. Hence, we create the news dataset by capturing the image of each article which includes the typical photo, the highlighted headline, and its short major description. It is noted that all the information are captured to be clear enough so that the subjects can easily read them.
To start a trial, the subject was asked to follow the instructions displaying on the screen. The first 10 seconds was the hint of starting a new trial. Following that, social news was randomly displayed on the screen for 22 seconds. We estimated the time cost for each trial to ensure that the subject had enough time to read the article. Totally, there were 30 social articles for each group (i.e., negative and positive/neutral news) chosen across Facebook, Fox News, The New York Times, and Google News. These collections of articles were selected from different genres: crime and law, science and technology, entertainment, and life science. All articles were mixed in a folder and randomly selected for each trial. The subject was instructed to read the news while wearing the EEG headset. All subjects were asked to fully focus on the news reading task exactly like they were surfing social networks. After finish the ''online'' reading task, the subject was asked to recall the news which they just read by imaging it with their eyes closed. This task is conducted to address the psychological signature of emotional states during the imagination of negative information in comparison with the real consumption of negative information. Moreover, after each trial, the subject was asked for a self-assessment of the news which they just read. This self-reported measure of emotional states helps to categorize the news into negative or neutral/positive groups. There was 20-s rest between two consecutive tasks.
III. METHODOLOGY A. FEATURE EXTRACTION
Eight-channel EEG signals captured from our custom-design headset were band-pass filtered from 1 to 60 Hz to remove unrelated noise. In each trial, the whole EEG data were segmented into 0.5-s window segments without any overlap between two consecutive ones. The filtered segmented EEG data cover five EEG bands of interest including delta (1-4 Hz), theta (4-8 Hz), alpha (8) (9) (10) (11) (12) (13) , beta (13-30 Hz), and low gamma . After that, seven feature extraction methods that are presented in the following parts were applied to extract features of interest for motion recognition.
1) FREQUENCY-POINT FEATURE BASED ON POWER SPECTRAL DENSITY (PSD)
The first feature (Feature 1) is based on the frequency domain and is obtained using the fast Fourier transform (FFT), which is a popular nonparametric approach for computing power spectral density (PSD) of a signal. Particularly, a 256-point Fast Fourier Transform (FFT) was performed on every 0.5-s segmented EEG data resulting in 128/256 ≈ 0.5 Hz frequency resolution in the frequency domain. The PSD of the segmented EEG data was computed by simply taking the square of the absolute magnitude of its Fourier transform. Consequently, we obtained a feature with a size of 952 (i.e., 119 frequency points × 8 channels) for each data sample.
2) ASYMMETRY IN FREQUENCY POINT OF ELECTRODE PAIRS (BASED ON PSD)
Based on the first feature, the second feature (Feature 2) takes into account the power asymmetry of the symmetrical electrode pairs on the temporal lobes. The feature was obtained by subtracting the PSD points of the right channel from the left channel in each pair. Totally, we obtained a feature with a size of 476 (i.e., 119 frequency points × 4 electrode pairs) for each data sample.
3) RELATIVE BAND POWER (BASED ON PSD)
This feature (Feature 3) was obtained by summing up all PSD coefficients corresponding to each EEG frequency band (i.e., delta (1-4 Hz), theta (4-8 Hz), alpha (8-14 Hz), beta (14-30 Hz), and low gamma (30-60 Hz)). All these PSD coefficients are obtained from the first feature. Based on that, we compared the difference of the relative power spectra of each EEG band between two emotional states (negative vs. neutral/positive emotions) for all eight channels. The relative power of each EEG band is computed as follows:
where BP i and rBP i represent absolute and relative EEG power of band i th (i = 1, . . . , 5 corresponding to the delta, beta, alpha, theta, and gamma bands, respectively).
4) ASYMMETRY IN BAND POWER OF ELECTRODE PAIRS (BASED ON PSD)
Previous studies [30] , [31] suggested that the frontal alpha asymmetry (FFA) is directly related to emotional states. In those such works, FFA is considered as a metric during qualifying emotions. On the other hand, [32] highlighted the VOLUME 7, 2019 link between the beta band and the cognitive processing of the brain. Hence, it is reasonable to suggest that emotional states may also be visible in the theta, alpha, beta, and gamma bands. In the current work, we investigate the asymmetry of band power (delta, theta, alpha, beta, and gamma) of electrode pairs based on PSD analysis. To compute this feature (Feature 4), we based on the absolute band power of each EEG band. Then the feature was obtained by subtracting each absolute band power of the right channel from the left channel for each pair. As a result, we obtained the feature with a size of 20 (i.e., 5 EEG bands × 4 electrode pairs) for each data sample.
5) RELATIVE BAND POWER BASED ON DISCRETE WAVELET TRANSFORM (DWT)
The DWT decomposes the signals into a set of approximate (Ai) and detailed (Di) coefficients of i th level. For instance, in this work, every segmented EEG data was decomposed into four levels by DWT using db4 mother wavelet function, as shown in Fig. 3 . Accordingly, the delta band is associated with the approximate coefficient cA4 of which the frequency ranges from 0 to 4 Hz. On the other hand, theta, alpha, beta, and low gamma bands are associated with the detail coefficient cD4 (4-8 Hz), cD3 (8-16 Hz), cD2 (16-30 Hz), and cD1 (32-64 Hz) respectively. The band power was calculated by summing up all squaring wavelet coefficients for each band. Finally, the relative power of each EEG band (Feature 5) was computed based on (1).
6) ASYMMETRY IN BAND POWER OF ELECTRODE PAIRS (BASED ON WAVELET)
This feature (Feature 6) was computed with the same manner of Feature 3 except for the power calculation, which was based on wavelet transform instead of Fourier transform.
7) ENTROPY OF BAND POWER (BASED ON WAVELET)
To compute this feature (Feature 7), first, the relative band power was calculated based on wavelet transform (refer to Fig. 3) . Then, the Shannon entropy was calculated to measure the randomness of the EEG band power as follows:
where rBP i represents the relative band power of band i th (i = 1, . . . , 5 corresponding to the delta, beta, alpha, theta, and gamma bands, respectively) and Ent is the entropy.
8) EMOTION INDEX
As mentioned previously, that emotional states are associated with the critical frequency bands (delta, theta, alpha, beta, and gamma). Therefore, it is reasonable to define a quantitative index which may reflect the emotional states based on these EEG bands. For visualization of EEG features, we define the emotion index given by a summation of power ratios obtained from segmented EEG data for each emotion as follows:
where δ, θ, α, β, and γ represent the absolute delta power, theta power, alpha power, beta power, and gamma power of segmented EEG data, respectively.
B. DIMENTIONALITY REDUCTION
The high dimensionality of features may make classifiers suffer from the ''curse of dimensionality'' [33] , as well as consume a lot of resources during training and testing. To improve the stability as well as to enhance the computational speed of the model, dimensionality reduction on the feature has been widely used [34] , [35] . However, performing dimensionality reduction normally results in accuracy reduction [34] , [35] . In the current work, principal component analysis (PCA) is performed on the features during SVM classification for result visualization purposes. In a PCA implementation, high-dimension data are projected to a low-dimension space using orthogonal transformation. The best two principal components (the highest variance of the data in such directions) are selected for classification (principal component 1 & 2). 
C. CLASSIFICATION 1) NEURAL NETWORK-BASED CLASSIFIER
As mention earlier, the current work employed MLP as the classification algorithm. The reason we choose ''neural network'' is that it can approximate any non-linear function; hence it can replace some popular machine learning approaches such as LDA, SVM. Fig. 4 demonstrates the network structure used in the current study. The proposed neural network model comprises three layers, including input, hidden, and output layers. The size of the input layer of the network varies and equals that of each input feature. The hidden layer comprises 128 neurons. Sigmoid is chosen as the activation function of the hidden neuron, whereas softmax is chosen as the activation function of the output neuron. The general form of softmax function is given by:
The function takes a real-valued input vector z and maps it into a vector of real values in the range (0, 1). As a result, an input data point is predicted to belong to a class such that its mapping output value obtains higher probability compared to the other one.
In conjunction with the softmax classifier, cross-entropy is chosen as the loss function to evaluate the quality of the neural network. Cross-entropy loss can be expressed as follows:
where X = x (1) , . . . , x (n) is the set of input samples in the training dataset, and Y = y (1) , . . . , y (n) is the corresponding set of labels. The a(x) represents the output of the neural network given input x.
In the current work, five-fold cross-validation is conducted to statistically evaluate the performance of the proposed model as well as preventing the model from overfitting. Accordingly, the dataset is randomly split into five folds. Four folds are merged to form a training dataset. The model is trained to fit this dataset. The rest fold is used as the testing dataset. Average error and accuracy of 5-fold cross-validation during testing phase is evaluated.
2) SUPPORT VECTOR MACHINE
Alternatively, SVM was used as the second machine learning approach to compare its performance with the MLP classifier. SVM is powerful in binary classification problem compared to LDA since it aims to find a hyperplane which maximizes the margin between two classes. Radial-basis-function (RBF) is used as the kernel of the SVM classifier owing to its advantage of inducing nonlinear decision boundary compared to a linear SVM.
IV. EXPERIMENTAL RESULTS
A. EEG FEATURES Fig. 5(a) compares the average emotion index over eight channels between negative and neutral/positive emotions across ten subjects. A significant difference in the emotion index was found in channel F7, P7, and P8 (p < 0.05). On the other hand, a comparison of the relative band power between negative and neutral/positive emotions for each channel across ten subjects is depicted in Fig. 5(b) . In general, the relative band powers of five EEG bands were significantly or marginally different over many channels between these two cases. For instance, the relative power of the alpha band was significantly different over channel F7, FT7, FT8, and T8 (p < 0.05). In the case of the gamma band, the largest difference in relative power can be observed over F7 and T8 channels (p < 0.05). Those such T -test results have demonstrated the discriminative capability between negative and neutral/positive emotional states which is confirmed in the classification part. Fig. 6 shows the classification results for one subject. The decision boundary resulting from the SVM classifier utilizing Feature 2 is shown in Fig. 6(a) . In this graph, after performing PCA to reduce the feature dimension, we selected principal components 1 and 2 (i.e., the best components for discriminative capability due to their largest variances featuring the data according to PCA algorithm) for visualizing the feature distribution. Accordingly, the featured data are nicely separated in the feature coordinates by the non-linear decision boundary (i.e., RBF-kernel SVM). Consequently, a classification accuracy of 91.8% was achieved in this case. Moreover, the classification performance for all features using SVM is depicted in Fig. 6(b) by means of receiving operating curve (ROC). ROC is one of the most popular tools for evaluating classification performance in machine learning. From the ROC, an important metric for evaluating the performance of a classifier is the area under the curve (AUC). As a result, SVM classifier adopting seven above-mentioned features induces an AUC of 0.61, 0.95, 0.51, 0.94, 0.93, 0.69, 0.92 for Feature type 1, 2, 3, 4, 5, 6, 7, respectively. Apparently, in this case, VOLUME 7, 2019 Feature 2 achieves its best performance compared with the rest.
B. CLASSIFICATION RESULTS
In another scenario, the loss curves during training and testing of the MLP classifier in one fold is shown in Fig. 6(c) . Obviously, there was no significant difference in the loss between training and testing, highlighting no overfitting of the model. Moreover, these two loss curves approaching 0 after 66 training epochs showed that the model had well converged. The ROC curves for all MLP classifiers adopting the seven above-mentioned features are shown in Fig. 6(d) . In this case, Feature 1 yields the best performance of the model due to its biggest AUC of 0.999 compared to those of feature 2, 3, 4, 5, 6, 7 (i.e., 0.997, 0.996, 0.995, 0.998, 0.969, 0.958 and 0.941, respectively). Table 1 lists the classification results of the SVM and MLP models for all ten subjects. According to it, the MLP classifier achieves its better performance (i.e., average classification accuracy across ten subjects) in comparison to the SVM classifier for all features. Moreover, the combination of Feature 1 and the MLP classifier appears to be the best choice for emotion classification in this work. Specifically, on average, an accuracy of 93.95% was achieved for negative emotion recognition across ten subjects. Hence, the MLP classifier adopting Feature 1 was chosen as the emotion recognition model in the remaining paper. Basically, the performance of a machine learning algorithm doesn't only depend on the advantages of the algorithm itself but also the characteristics of the training dataset. Hence, the better performance of the MLP classifier in comparison with the SVM classifier, in this case, may result from the characteristics of the emotion-induced EEG data. Moreover, one disadvantage of the MLP is that it requires tuning the number of hidden neurons to obtain the best performance. Therefore, several configurations of the network have been tested before finally obtaining the optimal configuration of 128 neurons of the hidden layer of the MLP as described in Section C.1. Fig. 7 compares the classification accuracy between male and female groups. Consequently, on average, female subjects are more likely emotional than male subjects (i.e., 95% accuracy for the female group versus 92.9% accuracy for the male group). However, statistically, no significant difference was found between them (p = 0.38). To find the most suitable time window length for the model, we investigated the classification performance across subjects with four different window lengths of 0.5 s, 1 s, 1.5 s, and 2 s. It is noted that the MLP classifier adopting Feature 1 was used for this evaluation. The classification results are described in Fig. 8 . Apparently, on average, the model adopting 1-s EEG segmentation achieved the highest classification accuracy (i.e., 94.73%) in comparison with those of the others (i.e., 93.38%, 92.39%, and 92.55% for 0.5-s, 1.5-s, and 2-s time windows, respectively).
As the alternatives to ROC and accuracy, sensitivity and specificity provide more details on the misclassification of each class. Accuracy, sensitivity, and specificity are calculated based on the confusion matrix as follows:
where TP, TN, FP, and FN represent true positive, true negative, false positive, and false negative, respectively. Confusion matrices of the SVM and MLP classifiers are presented in Fig. 9 . The SVM classifier misclassifies the negative emotion as the neutral/positive emotion at the rate of 23.6% ( Fig. 9(a) ). Moreover, the model misclassifies the neutral/positive emotion as a negative emotion at the rate of 24.1%. As a result, it achieved a classification accuracy of 76.1%, a sensitivity of 75.9% and a specificity of 76.4% during validation. On the other hand, as shown in Fig. 9(b) , the MLP classifier misclassifies the negative emotion as a neutral/positive emotion and vice versa at a rate of 1.5% and 0%, respectively. It turns out that a classification accuracy of 99.2%, a sensitivity of 100% and a specificity of 98.5% during validation were obtained by the MLP model.
As mentioned earlier, to address the psychological signature of emotional state during the imagination of negative information, we also investigated the detection performance of the model in such the case. As shown in Fig. 10 , there was a significant difference in the classification accuracy between the news reading-induced and the news imagination-induced emotions (p < 0.05). It is concluded that the imagination of negative news may induce a bad psychological effect on the brain but less likely than the online negative news reading.
C. SUBJECT-DEPENDENT/INDEPENDENT
It is more powerful for a machine learning model if it is trained on a dataset of some subjects and then be used for new data from new subjects. To make the proposed model more practical in real-life applications, we also conducted the leave-one-out cross-validation for all participants. Fig. 10 compares the detection accuracy of the model between subject-dependent and subject-independent strategies. Basically, in the subject-dependent strategy, the model was trained and tested on the dataset of the same subject. On the contrary, in the subject-independent strategy, the data samples of one participant were taken out as the test set, and the model was trained to fit the dataset from the rest of the participants. This process was repeated for all participant's data. As shown in Fig. 10 , an average accuracy of 76.8% were obtained for the subject-independent strategy, which was statistically lower than that in the case of the subject-dependent strategy (i.e., 95.2%) during online news reading. Similarly, on average, an accuracy of 61.2% was achieved in the case of the subject-independent strategy compared to 86.8% of that in the case of the subject-dependent strategy. As expected, the subject-independent approach was outperformed by the subject-dependent one in terms of classification accuracy. However, the detection accuracy of the subject-independent model remained comparably high (i.e., 76.8%) showing the feasibility of implementing a negative emotional state recognition model in real-world applications.
V. CONCLUSION
In the current study, we have developed a novel detection system of negative emotional states in humans during social media news consumption. The system consists of a custom-designed EEG headset acquiring EEG signals of 8 symmetrical channels from temporal regions. The headset is fully fabricated with the 3D-printed technique using flexible material which is comfortable for users during prolonged wearing. The detection kernel is based on machine learning approaches using multi-layer perceptron neural network and support vector machine. Compared to several recent works on emotion recognition [26] , [28] , we take a deep insight into the EEG data by investigating seven different types of EEG features which based on both Fourier and wavelet transforms. It turned out that the PSD-based frequency-point feature is chosen as the best feature in combination with the MLP classifier for the final detection model since it outperformed other features in terms of recognition accuracy.
Experimental results for ten subjects showed that on average, the proposed system could detect a negative emotion during consuming social media news as short as 0.5 s with high accuracy of 94%.
Nowadays, with the rapid development of social media, users can suffer from mental illness and psychological disorders due to consuming negative or horrible news. Hence, it is important to monitor the emotional states as well as the mental health of the users. To the best of the author's knowledge, researches on exploring emotional states of users during consuming huge information across social media remain mostly unexplored. In [36] , by observing users' neural activity during social media news reading, researches suggested that the frontal alpha asymmetry is a good proxy for objective monitoring of interest in media contents. In this work, we have introduced a detection system for early recognizing negative emotional states resulting from negative news consumption to improve life quality as well as to prevent unexpected mental illnesses.
Through the study, we also discovered that the imagination of negative news was less likely than the negative news reading to effect on the human brain. To make the model more robust in real-world applications, we also applied the leave-one-out cross-validation strategy in evaluating the proposed approach. The results showed that the detection accuracy during leave-one-out cross-validation remained as high as 76.8%, indicating the feasibility and practicality of the proposed system.
Finally, in future works, we are going to transform the current offline system to an on-line detection system for realtime emotional states recognition of humans during consuming social media news, as an attempt to apply it in real-life applications.
