Abstract. Matrix-free finite element implementations of massively parallel geometric multigrid save memory and are often significantly faster than implementations using classical sparse matrix techniques. They are especially well suited for hierarchical hybrid grids on polyhedral domains. In the case of constant coefficients all fine grid node stencils in the interior of a coarse macro element are equal. However, for non-polyhedral domains the situation changes. Then even for the Laplace operator, the non-linear element mapping leads to fine grid stencils that can vary from grid point to grid point. This observation motivates a new two-scale approach that exploits a piecewise polynomial approximation of the fine grid operator with respect to the coarse mesh size. The low-cost evaluation of these surrogate polynomials results in an efficient stencil assembly on-the-fly for non-polyhedral domains that can be significantly more efficient than matrix-free techniques that are based on an element-wise assembly. The performance analysis and additional hardware-aware code optimizations are based on the Execution-CacheMemory model. Several aspects such as two-scale a priori error bounds and double discretization techniques are presented. Weak and strong scaling results illustrate the benefits of the new technique when used within large scale PDE solvers.
Introduction
In many real-life applications, e.g., from structural mechanics, fluid dynamics, or geophysics, a simulation method may have to accommodate curved boundaries of the computational domain, see e.g. [1, 2, 3, 4] . In particular, one of the grand challenges in geophysics are Earth mantle simulations where the domain is a thick spherical shell. Here, patch-wise defined isogeometric elements can achieve a high accuracy per degree of freedom. However, to date no high performance implementation exists on peta-scale supercomputer systems.
Classical low order finite elements are well-established also as highly efficient parallel implementations. Nevertheless, large scale applications often require a careful, memory aware realization. For instance, the global resolution of the Earth mantle with 1 km already leads to a mesh with 10 12 nodes. Then the solution vector for a scalar PDE operator requires 8 TByte of memory. Such a large vector still fits well in the aggregate memory of current peta-scale supercomputers such as SuperMUC that we will use for our scalability experiments in Sec. 6. This becomes different, when we consider storing the stiffness matrix. For linear tetrahedral elements on average 15 non-zeros are generated per matrix row. Then, even in classical compressed row sparse (CRS) matrix format [5] , such a matrix of dimension 10 12 will require 240 TByte of storage and this may drive even large computers beyond their limits. While developing more efficient sparse matrix techniques is an active field of research, see e.g. [6, 7, 8] , pre-computing and storing the entries of the stiffness matrix inevitably requires a vast amount of memory and in turn produces massive memory traffic in the solution phase of the algebraic system, [9] . We point out that transferring large amounts of data from memory to the CPU is considered to be a critical cost factor, e.g. in terms of energy consumption. We also note that memory caching as well as spatial and temporal blocking techniques can be used to alleviate this problem [10, 11] , but that their benefit is also limited.
To avoid the bottleneck of storing huge matrices, so-called matrix-free approaches [12, 13, 14, 15, 16] must be employed when possible. Here all matrix entries are re-computed on-the-fly when needed. We refer to [17, 18, 19, 20, 21, 22] for state of the art massively parallel solvers for PDEs and to [23, 24, 25] for large scale applications in geophysics.
For polyhedral domains, matrix-free methods can exploit the structure of uniformly refined mesh sequences. Here simple on-the-fly assembly routines can be developed that make use of the similarity of the finite elements in the refinement hierarchy. In this case, the performance depends essentially on exploiting the redundancy in the mesh structure. However, the situation is more complex for non-polyhedral domains. A naïve approach which ignores the physically correct domain and resolves the geometry only with respect to a coarser mesh will result in a reduced accuracy. The cheapest version, using a fixed non-exact resolution of the geometry will, in general, result asymptotically in a loss of convergence.
Resolving the geometry by nodal low order interpolation and using affine element mappings, gives optimal order results for linear finite elements. However, resolving the geometry more and more accurately with increasing refinement level is computationally expensive, since now the refinement process generates new non-similar elements and thus the local assembly process cannot profit to the full extent from the uniform refinement structure. These fundamental observations are the reason why current matrix-free codes reach significantly better performance on polyhedral domains than in more general geometries.
The main contribution of this article is a novel technique that improves the performance of matrix-free techniques in the case of complex geometries and curved boundaries without sacrificing accuracy. To achieve this, we will propose and analyze a new two-scale combination of classical interpolation with finite element approximations.
The outline of the paper is as follows: We start with the formulation of the model problem and a brief discussion of hybrid hierarchical grids in Sec. 2. In Sec. 3, we introduce the new two-scale method based on a higher order polynomial approximation of the low order finite element stencil presentation. We discuss two different variants using standard interpolation and least square fitting techniques and comment on a priori estimates. In Sec. 4 , we focus on a study of the numerical accuracy and cost considerations. The influence of the polynomial degree in the stencil approximation on the accuracy as well as the effect of a double discretization [26] used for residual computation and smoother application is illustrated. Sec. 5 is devoted to the kernel optimization as it is essential for large scale high performance computations. The analysis is based on an enhanced Execution-Cache-Memory (ECM) model. Finally in Sec. 6, we present weak and strong scaling results on a current peta-scale architecture.
Model problem and hybrid hierarchical meshes
Matrix-free implementations of finite element schemes for partial differential equations are attractive on modern heterogeneous architectures. However, special care is required in the case of PDEs on domains with curvilinear boundary surfaces or interfaces. Here we propose a novel two-scale scheme that is perfectly suited to large scale matrix-free geometric multigrid solvers for low order conforming finite element discretizations.
Model problem.
We consider the Laplace equation with homogeneous Dirichlet boundary conditions on a spherical shell as our model problem (1) − ∆u = f in Ω and u = 0 on ∂Ω
where Ω := {(x, y, z) ∈ R 3 : r 2 1 < x 2 + y 2 + z 2 < r 2 2 } with 0 < r1 < r2 and f ∈ L 2 (Ω). But we point out, that our approach can be also applied for more complex systems of PDEs, variable coefficients PDEs and general geometries.
The standard Galerkin formulation of (1) reads as:
(Ω) where the bilinear and linear forms are given by
2.2. Domain and finite element approximations. If a polyhedral domain is considered, the input mesh can be selected such that the domain is equal to the union of all elements of the mesh. Thus, the domain can be represented exactly. However, for our model domain of a spherical shell this is not possible when using tetrahedra that are affinely mapped from the reference tetrahedronT with nodes (0, 0, 0), (1, 0, 0), (0, 1, 0) and (0, 0, 1). We use two different sequences of triangulations. Both of them are based on a possibly unstructured simplicial initial mesh T−2 of meshsize H defining ΩH := ∪T ∈T −2 T . We start by Here k is fixed to get a 2D clipping and we call it an index plane. Firstly the reference domain is affinely mapped by Ψ T to the physical coordinates. This is the standard HHG domain (center). Secondly, the macro element T is mapped by Φ T to the projected element (right).
constructing a hierarchy of uniformly refined triangulations T := {T , = 0, 1, . . . , L} based on successive regular refinement [27] .
We refer to the elements of T−2 as macro elements and point out that our notation guarantees that each macro element has at least one inner node for every mesh in the sequence T . The level mesh-size is given by h = 2 −( +2) H. For each mesh T ∈ T , we find ΩH = ∪T ∈T T . Consequently, the quality of the geometry approximation is fixed and does not improve with increasing refinement level. Therefore in a subsequent step, we project all refined nodes onto the spherical surface. This is schematically illustrated for one macro element by a 2D clipping in Fig. 2.2 . Firstly, the reference elementT is affinely mapped by ΨT onto a macro element T in T−2. Secondly, T is mapped by a blending function ΦT reflecting the domain of interest. In case of a polyhedral domain, ΦT can be selected as identity and in more general but piecewise smooth settings, we have (ΦT − Id)
. We refer to [28] for an explicit proof in 2D if ΦT is defined by a smooth surface representation. Note that in our case the mapping ΦT is also done for the interior elements of T−2, such that they form spherical layers. Now, we define the global mapping Φ elementwise by Φ|T := ΦT and assume that Φ is globally continuous and Φ(ΩH ) = Ω. In terms of Φ, we obtain a second family T := { T } of simplicial triangulations as follows: The vertices of T are obtained by an application of Φ on the vertices of T , and the edge graphs are topologically equivalent to the ones of T , i.e., the node connectivity remains unchanged. Under the assumption that Φ is a piecewise smooth bijection, T satisfies a uniform shape regularity and standard a priori finite element estimates holds. Moreover the vertices of T are also vertices of T +1 . However the midpoints of the edges on level are, in general, not the new vertices on level + 1. Consequently the arising sub-elements are not similar to one of the three sub-element classes which occur, if one tetrahedron is uniformly refined, see also Fig. 2.3 .
Typically, low order finite element approximations are then based on the mesh sequence T and not on T . The standard finite element space is defined as
where Ω := ∪ T ∈ T T . We point out that Ω forms a sequence of domains approximating Ω and that due to the domain approximation V ⊂ V +1 . The discrete Galerkin formulation of (2) then reads as: find u ∈ V that satisfies
where a (·, ·) := ∇·, ∇· Ω . Let {φI }I be the nodal basis of V ; for simplicity we ignore in the notation of φI the level index , if there is no ambiguity. Then this transforms to the algebraic system
where u denotes the vector of nodal values of the finite element approximations, i.e., u = I (u )I φI , and f stands for the algebraic representation of the linear form (f )I = f, φI Ω . As it is standard, the entries of ( L ) I,J are given by a (φI , φJ ). The standard matrix formulation (4) can be related to a representation of L in stencil form, i.e., each line of the matrix is associated with a node I, and its non-zero entries form the weights of the associated node stencil s I .
2.3.
Hybrid hierarchical mesh stencils. Massively parallel and highly scalable PDE software frameworks depend on a sophisticated data structure based on ghost layers. To reduce communication and memory traffic, the abstract concept of different hierarchical primitives can be applied. Here we use the hybrid hierarchical grids (HHG) framework which provides an excellent compromise between flexibility and performance [13, 29, 30] . While the coarse mesh can be completely unstructured, the fine mesh is obtained by uniform refinement following the rules given in [27] . Each element is refined into eight subelements each of which belongs to one of three different sub-classes, see the left of Fig. 2 .3. All nodes I of the triangulation can then be grouped into vertex, edge, face or volume primitives depending on their position within one macro element. The vertex, edge and face primitives form the lower primitive classes. Such a structured block refinement then guarantees in the case of affine element mappings that the node stencils for partial differential equations with constant coefficients do not depend on the node location within one primitive. More precisely for each macro element, all volume primitive stencils are exactly the same and are given by a symmetric 15-point stencil, see the right of In large scale applications, the number of nodes in the volume primitive containers is significantly higher than the number of nodes in the lower primitive classes. It grows with O(2 3 ) whereas the number of remaining nodes increases only with O(2 2 ). Since we are interested in large scale simulations, the computational cost associated with the node stencils on the lower primitives is rather small compared to the cost associated with the nodes in the volume primitives. Thus we compute on-the-fly the nodes stencils for nodes in a lower primitive class in a straightforward way by reassembling the contributions of local stiffness matrices. Only the on-the-fly computation of the node stencils for nodes in a volume primitive class will be replaced by a surrogate stencil operator. We recall that the volume primitives are associated with the macro elements. Let T ∈ T−2 be fixed, then we denote by M the set of all interior points of T . These nodes are within the volume primitive associated with T , at refinement level 0 L. For = 0 this consists of exactly one single point. The number n of elements in M is given by
Remark 1.
We point out that all our techniques can also be applied to the construction of stencil entries associated with face and edge nodes. This is of interest in case of moderate level hierarchies. Layout of a typical low order 15pt stencil; see also [29] ; node symbols will be relevant in Sec. 5.
For a fixed node I, the stencil weight for accessing another node J is given by a (φI , φJ ) and will only be non-zero, if both nodes are connected by an edge in T . In case of our uniform mesh refinement, the stencil weights can be identified by their cardinal directions w ∈ W = {be, bc, ..., mc}, where, as noted before, we have |W| = 15. The first character in w denotes the bottom, middle and top plane whereas the second specifies the orientation within the plane, as illustrated in Fig. 2.4 . Then the stencil for node I can be represented by a vector s I = (a (φI , φJ be ), . . . ,a (φI , φJ mc )) in R 15 . We note that Jmc = I. Moreover there exists a unique mapping between the nodes in M and the set of index triples I given by
Hence the node stencils on level can be associated with a stencil function s : I → R 15 , i.e. s I = s(iI , jI , kI ) where (iI , jI , kI ) is the index triple associated with node I. If Φ = Id then all s I , I ∈ M are the same, i.e., s is a constant function. Moreover it is obtained by simple scaling from a reference stencil s, i.e., s I = 2 − ŝ, I ∈ M , withŝ being the stencil associated with the single node in M0. This is not the case for our model domain. Here s is a non-constant function and consequently all stencil weights have to be computed on-the-fly. To do so for each node I ∈ M , we have to consider the 24 tetrahedra adjacent to it and their associated local stiffness matrices which can be different from element to element due to a general Φ. Thus this process, although linear with respect to n , can be rather cost intense. For L = 6 we have to compute on-the-fly 2, 731, 135 different stencils per macro element. In Fig. 2.6 , we illustrate the influence of Φ on the node stencil restricted to an index plane, see Fig.  2 .5. Note that for Φ = Id not only the stiffness matrix but also the stencil is symmetric, i.e., opposite stencil entries, e.g., tw and be, are identical. While this kind of symmetry is not completely preserved in the more general case, it is still reflected. Hence, we show only seven stencil entries plus the central one in Fig. 2.6 . One can clearly see that the stencil entries are smooth functions that can be easily approximated by polynomials. This observation motivates our new approach.
Two-scale approach
Our idea now is to replace the components of the exact stencil function s associated with a volume primitive node by surrogate polynomials of moderate order. More precisely, we consider for each cardinal direction w ∈ W a polynomial defined either by interpolation or alternatively by a discrete L 2 -best fit. We will only perform the replacement of the stencil function on levels 1 as on the coarsest level = 0 a macro element has only one interior node with a single associated stencil.
Interpolation of stencils (IPOLY).
A tri-variate polynomial of degree less or equal to q can be represented as
where the λ l,m,n form a basis. Solving for the coefficients a = (aq00, ..., a000) ∈ R mq where
of an interpolation polynomial in general leads to a linear system Aa = b with a Vandermonde-type matrix A ∈ R mq ×mq and sampling values b ∈ R mq . The special choice of a Lagrange interpolation basis yields A = Id. As example, we consider the case q = 2. Here we have m2 = 10 and for sampling we use the quadratic nodal interpolation points of a shrunk macro element. More precisely we use the nodes with indices 
Least-squares approximation (LSQP).
Applying an interpolation polynomial implies that the polynomial is exact at the sampling points, which elevates these points. Alternatively, we can use a discrete L 2 -best approximation polynomial. This leads to a system with an n × mq matrix, as we now use all points of M as our sampling set S . More generally, we define the coefficients a of the approximating polynomial as solution of the least-squares problem a := argmin
Each row of A is defined by the values of the basis functions λ l,m.n evaluated at the corresponding sampling point. The choice S = M quickly becomes quite expensive, due to the fast growth of n with . Thus we also consider reduced sampling sets S := M m( ,j) with
where j may depend on . The min-max definition guarantees that we neither exceed the largest possible set, i.e., M on level , nor go below M1. For simplicity of notation, we also denote M m( ,j) by Mj if there is no ambiguity. We note that for q 4, the matrix A has full rank for any choice of S = M k with k ∈ {1, . . . , }. This is easily seen by comparing (5) and (7) and considering the spatial distribution of the nodes in the mesh. Consequently the least-squares problem will then have a unique solution. In order to provide a more quantitative measure for the approximation accuracy, we introduce two metrics, one for the overall fit and one for the maximal deviation. For w ∈ W we set
where P α sw, α ∈ {LSQP, IPOLY}, denotes one of the proposed surrogate polynomials associated with the cardinal direction w ∈ W. Obviously these two metrics correspond to the discrete L 2 and L ∞ norms of the error in approximating the w-th component of the stencil function s.
In Fig. 3 .2, we illustrate the influence of the choice of the sampling set on LSQP and compare it to the IPOLY approach. We observe two peaks for the off-center values and consequently also one in the center stencil entry. The mapping function Φ depends on the location of the macro element within the spherical shell and determines which w ∈ W is more strongly affected by the approximation. Comparing LSQP and IPOLY we find that the maximal difference for LSQP is higher while the L 2 fit is better by construction. Already for the smallest sampling set M1, i.e., n1 = 35, it is significantly better than for IPOLY. We note that M2, i.e., n2 = 455, is, in general, a good compromise, in particular if the number of macro elements is already large.
3.4.
Definition of the surrogate operator. We define our new two-scale finite element approximation as the solution of
Here, the superscripts mark the dependencies on the macro element size H, the degree q of the surrogate polynomial, and the selected approach α ∈ {IPOLY, LSQP}. For ease of notation, we replace the superscript triple by a tilde, i.e., we set L := L H,α,q and similarly for u H,α,q .
As is the case with L , each row of L is associated with a node. In our approach, we replace for all nodes in a volume primitive the exact finite element stencil on level by its surrogate polynomial approximation, i.e., instead of computing sw(i, j, k) on-the-fly, we evaluate the surrogate P α sw(i, j, k). As already mentioned, the stencil entries associated with nodes on lower dimensional primitives are assembled on-the-fly in standard fashion.
Remark 2. We point out that, if ΦT = Id, T ∈ T−2, then both our approaches reduces to the standard one. Also, they can be applied selectively, and switched on or off macro element-wise depending on the location of T within the domain or its shape. Additionally the choice of the polynomial degree can depend on T , and we can even use anisotropic orders reflecting the properties of the mapping ΦT .
Since we have one stencil weight for each of the 15 couplings w ∈ W, we use 15 different second order polynomials, described by 15 different sets of coefficients aw. The latter are computed in a setup phase. This, firstly, requires for each macro element and each level 1 the evaluation of mq (IPOLY) or |S | (LSQP) stencils and then the solution of a linear or least-squares system.
Once the setup is completed, whenever the stencil for node I is to be applied, e.g. as part of a smoothing step in a multigrid method, or a residual computation, 15 polynomials of type (6) must be evaluated at this node to provide the surrogate stencil weights. At first glance, this does not seem to be any faster than a standard implementation. Recall, however, that within a typical matrix-free framework, the on-the-fly evaluation of the stencil involves costly operations such as the (re-)computation of local element matrices or the direct evaluation of weak forms via quadrature rules. The advantage of our approach is that the setup needs to be performed only once. The operator assembly itself reduces to polynomial evaluations. This also implies that the cost for the actual stencil application is the same for both, IPOLY and LSQP. Only in the setup phase is LSQP more expensive as more sampling points need to be evaluated and the minimization problem includes a larger system matrix.
Compared to a full stencil pre-calculation and storage scheme also the amount of required memory can be neglected. We only need 15mqL coefficients per macro element to fully describe the approximated stencils. Such a small number of coefficients can easily be stored even when L is large.
Remark 3. Alternatively, one can think of using the same fine level surrogate polynomial to evaluate the stencils on the coarser meshes. A rigorous study of this effect on the multigrid convergence rate is beyond the scope of the paper.
We want to point out that in the application of the surrogate operator we loop over the indices (i, j, k) in a line-wise fashion. This implies that we can always fix two of the three indices and, consequently, only need to evaluate a 1D and not a 3D polynomial. This reduces the cost significantly as the 1D polynomial has fewer terms. Evaluation of the 1D polynomial itself can be accomplished very efficiently by using a hierarchical recursion formula. More precisely starting from a single direct evaluation of p(i) := P α sw(i, j0, k0), we can evaluate the polynomial incrementally in terms of q basic operations. In computer graphics this technique is known as forward differencing [31, 32] .
Apart from its cost, the accuracy of a numerical scheme is, of course, of major importance. In this context we provide the following lemma related to the consistency of the discretization expressed by L . Proof. We recall that the coefficients of both our approaches can formally be obtained by solving a system of normal equations. As A has full rank its solution is unique and
Thus, the row sum condition holds for the coefficients of the surrogate polynomials and, consequently, also for the stencil entries approximated by an evaluation of the polynomials at each node position.
Finally, we recall that the matrix L is symmetric, as a (φI , φJ ) = a (φJ , φI ). This property is not preserved by our approach, due to the fact that the polynomials are evaluated at the nodes. Let I be a node, and J be the neighboring node which is reached, if we move from I in cardinal direction w. By w o , we denote the opposite cardinal direction, i.e., if we move from J into the direction of w o then we recover I. In our approach, we find
To quantify this loss of symmetry, we measure it in the relative Frobenius norm. We consider
Here L |T is the restriction of the global stiffness matrix to one macro element. As expected, for both IPOLY and LSQP we find that the relative non-symmetry is in O(h ).
Remark 4.
A symmetric matrix can also be recovered. One possibility is to only define seven cardinal directions, associated with the seven edge directions of a macro element. For this we identify the cardinal directions w and w o and evaluate the surrogate polynomial at the center of the edge connecting two nodes. Note that in that case, we need to define the central stencil weight via the row sum condition. As we will see in Sec. 5, a direct evaluation of the row sum is more expensive than the evaluation of a surrogate polynomial of moderate order. Therefore we will not further consider this option. We also point out that the loss of symmetry can be considered as a small perturbation and does not prohibit using a conjugate gradient method as solver.
3.5. A priori estimate. In this section, we will present an a priori estimate for the IPOLY and LSQP discretization errors in the L 2 -norm. Let u andũ be the solution of (4) and (9), respectively, and u the exact solution of (1).
Since L can be interpreted as polynomial approximation of a smooth function, we assume that it can be written as
with a suitable B satisfying
Here · denotes the Euclidean norm. We point out that our assumption is motivated by the assumed smoothness of Φ in combination with best approximation and interpolation results. Moreover by construction we preserve the row sum property, and thus the kernel of L and L is locally the same. The notation is used for C with an , H-independent constant C < ∞. Furthermore, we assume that H is chosen small enough such that H q+1 B < 1. By employing the properties of the Neumann series, we then obtain
Neglecting the higher order terms, we arrive at
It is well known that under suitable regularity assumptions u − u 0 h 2 f 0. Then the triangle inequality yields
We note that the generic constants do possibly depend on α and q. Keeping H fixed and increasing will result in an asymptotically constant error not equal to zero. However for L and L fixed and a small enough macro meshsize H, we obtain optimal order results in h , q 2. 
. The right-hand side is set accordingly, and the homogeneous Dirichlet boundary conditions are automatically satisfied byū. An illustration is given in the left plot of Fig. 4. 1. The right plot shows the finite element error associated with the mesh sequence T . It is obviously dominated by the inaccurate boundary approximation of ΩH and is of second order in H.
To solve the discrete problem, we employ a geometric multigrid solver. It uses a V(3,3)-cycle with a lexicographic hybrid Gauss-Seidel (GS) smoother, which also serves as coarse grid solver. The smoother is hybrid in the sense that, due to the HHG communication patterns between primitives, some dependencies are neglected and low-order primitives can have some points that are only updated in a Jacobi-like fashion, see [13] for details. However, the majority of points is updated as in a standard GS scheme. Experiments with different numbers of smoothing steps have shown qualitatively the same results. The iteration is started with a random initial guess.
A standard geometric multigrid solver contains two operations which involve the application of the stencils. These are smoothing and residual computation. Instead of applying either the stencil for L or L in both operations, it is also possible to apply a mixed formulation. This is known as double discretization (DD), see [26] . We include this technique in our tests. For this we apply the less expensive surrogate operator L for the relaxation sweeps, as those require less accuracy, and the exact one L for residual computation. Using two different operators leads to two competing components in the multigrid method, as the smoother and the coarse grid correction aim to drive the iterate towards the algebraic solution of their respective operators. Hence in the double discretization approach, the algebraic convergence will typically suffer, and residual-based stopping criteria are inappropriate. Instead one should, e.g., check the sequence of updates for convergence to zero [26] .
4.1. Accuracy of IPOLY and LSQP. For our numerical study, we will compare the standard Galerkin formulation with projected coordinates, termed IFEM, against the IPOLY and LSQP approaches. For the latter, we will also test the aforementioned double discretization technique. The resulting iterative schemes are denoted as IPOLY DD and LSQP DD. Besides this we will show finite element results for an unprojected approach (CONS), i.e. with a fixed ΩH . In order to further stress out the quality of the double discretization approach, we test it using this unprojected operator for smoothing, giving us CONS DD. If not explicitly mentioned otherwise, all IPOLY and LSQP based results use quadratic polynomials.
We start our tests with an initial mesh T−2 consisting of 60 macro elements and set L ∈ {1, . . . , 6}. To measure the discretization error, we introduce the discrete L 2 -norm
where I denotes the nodal interpolation operator, and v represents either the actual multigrid approximation or the final iterate of the employed scheme. This error is equivalent to the L 2 -error of the associated finite element functions. In order to be sure to have reached the asymptotic regime, we perform 10 multigrid cycles. Results for L = 5 are given in Fig. 4 One can see that the discretization error for CONS clearly suffers from the insufficient resolution of the spherical geometry. The errors for IPOLY and LSQP are roughly a factor of 10 and 50 smaller, respectively. We observe that LSQP performs better than IPOLY which can be attributed to a smaller constant in (10) . This supports the observation from Sec. 3.2 that the stencils are uniformly better fitted. Note that, as was to be expected for a rather coarse input mesh (large H) and multiple refinements (large L), the error is dominated by the approximation error in the stencil s introduced by replacing its values by those of the surrogate polynomials. Using the double discretization scheme, however, allows to (almost) recover the discretization error of the IFEM approach. Here, both IPOLY DD and LSQP DD perform equally well and even CONS DD achieves very good results.
In Fig. 4.3 , we provide the discrete L 2 -norms of the residuals. We observe that the convergence for the DD variants breaks down after a few iterations. As already indicated, this was to be expected due to the inconsistency in smoothing and residual computation. Whereas the residuals of all non DD-scenarios show similar asymptotic convergence rates.
In Fig. 4 .4, we show the discrete L 2 -error for increasing refinement levels. As expected, IFEM shows quadratic order convergence. This is also satisfied by the DD approaches. But, as already mentioned before, this does not hold for IPOLY and LSQP. Nevertheless, we observe in the pre-asymptotic regime a second order error decay and only asymptotically, the error is dominated by the term in H q+1 , see also (11) . For LSQP we observe second order for L 3, while for IPOLY this is only the case for L 2.
While DD shows excellent convergence, it also requires the application of the expensive operator L . Although it is used only every seventh operator call, in case of a V(3,3) cycle, it still dominates the time to solution. This can be seen in the scaling results in Sec. 6. Motivated by the a priori estimates from Sec. 3.5, we further investigate the dependence of LSQP and IPOLY on the refinement level L, the macro mesh-size H and the polynomial degree q. The above test setting describes the coarsest macro mesh with 60 elements. Further refinement in radial and tangential direction results in input meshes T−2 with 480, 3,840 and 30,720 macro elements, respectively. The discretization error for IFEM, LSQP and IPOLY after 10 multigrid cycles is displayed in Tab. 4.1 for different numbers of macro elements and different polynomial degrees, q = 1, 2, 3. These results are for j = 2 in m( , j), i.e. for S = M2. We note that using a computationally more expensive choice of S did not yield any significant differences.
As expected, we see in Tab. 4.1 a quadratic convergence for IFEM. For the other variants we observe that for a finer input mesh and for a higher polynomial degree, the accuracy obtained increases. Combinations for which eLSQP or eIPOLY differ relatively by more than 10 percent from eIFEM are highlighted by italic table entries.
We find that for IPOLY and q = 1 the maximal feasible refinement level L is independent of H. While for q = 2 two refinements in H allow one more refinement in L. And for q = 3 those values form a diagonal, meaning that for each finer H also L can be increased by one. For LSQP the results look even better. As a rule of thumb we observe that for LSQP the italic entries are shifted by at least one level down compared to IPOLY.
These observations confirm our theory that the discretization error is a combination of two parts: one fine scale part h 2 and one depending on the coarse meshsize H, but being of higher order depending on the selected polynomial degree.
Real geophysical applications will typically be executed on HPC systems with O(10 5 ) cores. Each core will then manage at least one, but often also more than one macro element, imposing a small upper bound on H and thus a reasonable large bound on L. Hence, in these application we will be automatically in an (L, H)-parameter regime that does not exceed the critical L. Consequently our two-scale approach is perfectly suited for this kind of applications.
Cost considerations.
Besides the quality of the approximation, we also have to consider its cost. We split our considerations into two parts, the cost for applying and the cost for setting up the surrogate operator. While our two approaches IPOLY and LSQP have different setup costs, the cost for the evaluation of the surrogate stencil operator is the same in both surrogate approaches. Moreover once the stencil weights are evaluated, the application of the actual stencil is independent of the chosen approach.
Cost for operator evaluation.
To give a quantitative idea Tab. 4.2 provides the number of FLOPs for a single Gauss-Seidel relaxation step, which involves the equivalent of one stencil application, see (13) below. We base our considerations, w.r.t. polynomial evaluation, on the incremental approach. Note that the traditional FLOPs measure can only give an impression on the arithmetic load of the different variants. The actual execution times depend on various implementation details, see also Sec. 5 where we discuss how to optimize the polynomial evaluation with respect to run-time.
For the constant case, we get in Tab. 4.2 the minimal value of 29 FLOPs, as the same pre-computed stencil can be used at all nodes. As mentioned above this cost for the stencil application remains the same in the other approaches. However, the extra cost for computing the proper finite element or surrogate eIPOLY (q = 2) L = 2 1.3e-03 3.6e-04 9.0e-05 2.3e-05 L = 3 5.9e-04 1.0e-04 2.3e-05 5.7e-06 L = 4 5.9e-04 6.3e-05 6.5e-06 1.5e-06 L = 5 6.5e-04 6.7e-05 3.4e-06 4.0e-07 L = 6 6.9e-04 7.1e-05 3.1e-06 1.7e-07 eIPOLY (q = 3) L = 2 1.3e-03 3.6e-04 9.0e-05 2.3e-05 L = 3 4.0e-04 9.6e-05 2.3e-05 5.7e-06 L = 4 2.2e-04 2.7e-05 5.9e-06 1.4e-06 L = 5 2.1e-04 1.2e-05 1.6e-06 3.7e-07 L = 6 2.2e-04 9.9e-06 6.4e-07 1.0e-07 eLSQP (q = 1) L = 2 1.3e-03 3.7e-04 9.0e-05 2.3e-05 L = 3 7.7e-04 1.4e-04 2.7e-05 6.4e-06 L = 4 8.0e-04 1.1e-04 1.5e-05 3.1e-06 L = 5 8.5e-04 1.2e-04 1.4e-05 2.8e-06 L = 6 8.8e-04 1.2e-04 1.5e-05 2.9e-06 eLSQP (q = 2) L = 2 1.3e-03 3.6e-04 8.9e-05 2.3e-05 L = 3 3.9e-04 9.4e-05 2.3e-05 5.7e-06 L = 4 1.9e-04 2.5e-05 5.6e-06 1.4e-06 L = 5 1.8e-04 1.3e-05 1.4e-06 3.5e-07 L = 6 1.9e-04 1.3e-05 3.8e-07 8.2e-08 eLSQP (q = 3) L = 2 1.3e-03 3.6e-04 8.9e-05 2.3e-05 L = 3 3.5e-04 9.4e-05 2.3e-05 5.7e-06 L = 4 1.0e-04 2.4e-05 5.7e-06 1.4e-06 L = 5 6.9e-05 5.8e-06 1.4e-06 3.5e-07 L = 6 7.3e-05 1.9e-06 3.3e-07 8.7e-08 stencil entries occur. As a small detail note that in the constant case HHG employs a multiplication with the reciprocal of the central stencil weight in (13) which gets pre-computed in the setup phase. For the other approaches we need to perform a floating point division, which is more costly.
Setting up the stencil in the IFEM approach with projected coordinates involves firstly computing for the current node the element matrices of its surrounding 24 elements. For this we use a C++ code that was auto-generated and optimized using the FEniCS Form Compiler (FFC), see [33] , which results in 53 FLOPs per element matrix. Stencil weights are obtained by summing up the associated entries in the element matrices. In our 15-point-stencil, we have 6 weights belonging to edges attached to 4 neighboring elements and 8 weights belonging to edges attached to 6 neighboring elements, see Fig. 2 .3. Hence, computation of the non-central stencil weights adds another 58 FLOPs. The central weight can either be assembled in the same fashion (23 FLOPs) or via the row sum property (13 FLOPs) . Altogether this leads to the cost of 1353 resp. 1343 FLOPs given in Tab. 4.2. Thus, this approach is nearly a factor of 50 more costly than the constant one. Though, to be fair, we remark that our implementation does not take into account the fact that each element matrix is shared by four nodes. However, exploiting this is not straightforward as the point-smoother we are considering here requires an assembled central stencil weight and re-using element matrices for different nodes introduces additional overhead to manage the related dependency information. We now turn to our proposed surrogate stencils. Here we need to add on top of the cost for applying the stencil the evaluation of the polynomials to obtain its weights. If we employ the naïve approach, i.e., a straightforward evaluation with respect to its monomial basis representation, we end up with 378 FLOPs for a tri-variate quadratic polynomial. Here, we assumed the sum rule is employed for the central weight. This already gains a factor of 3.5 compared to IFEM, but still requires over ten times more FLOPs than in the constant case. Now, for the incremental approach, asymptotically, only two operations are needed for the evaluation of each polynomial. Thus, the total number of FLOPs decreases to 59, which is only about twice the optimal value of the constant setting. Note that in this case, evaluation of the central entry via its polynomial is, of course, cheaper than the sum rule. Using higher order polynomials of degree q, we asymptotically need q operations and an additional cost factor of (12) C(q) = 1 + 15q 29
So the cubic IPOLY/ LSQP approach, overall, is a factor of 1.25 more expensive than the quadratic one.
To quantify the cost of a CONST double discretization approach in comparison with a pure IPOLY/ LSQP approach (q = 2), we take the average over one residual computation and a total of ν pre-and post-smoothing steps. For a typical choice of ν ranging between 2 and 8 the resulting cost factor is roughly between 8 and 3. This demonstrates that DD is an option that should seriously be considered, but overall is still dominated by the expensive residual computation.
In order to reach the best performance it is better to either decrease H or to increase the polynomial degree. For smaller runs on workstations or on mid-sized clusters the latter may be the preferred choice in order to keep the number of macro elements as low as possible. Whereas for large scale simulation on high performance computers, quadratic polynomials seem most suitable. Here, H is decreased almost naturally as the number of cores that are to be used is coupled to the number of macro elements.
Cost for setup.
We continue by considering the setup phase. This consists in the computation of the sampling values and the solution of the resulting linear systems for IPOLY or least-squares problems for LSQP. For the IPOLY approach with its small number of sampling points and very low dimensional linear system we expect the cost to be negligible. In the LSQP approach, however, the situation might be different as problem size strongly varies with the choice of the sampling set S .
To quantify this setup cost we report in Tab. 4.3 on run-times related to the setup phase and compare them to the execution time for a single V(3,3)-cycle with our surrogate operator. For this we restrict ourselves to the case of quadratic polynomials and deliberately consider the worst case scenario of a monomial basis. Measurements were performed for a serial run on a single node on the SuperMUC cluster, cf. Sec. 6 for technical details. The code was compiled with the Intel Compiler version 15.0. Linear systems for IPOLY were solved using the DGESV routine of LAPACK, while for the least-squares problems in the LSQP case we used DGELS. In both cases the LAPACK implementation from the Intel Math Kernel Library (MKL) in version 11.3 was employed. The macro mesh consisted of 60 elements, and we used L = 5 levels of refinement. Reported values are the minimal ones over a collection of test runs. Table 4 .3 lists the size of the sampling set for the finest level and the total number of sampling points over levels 1 to L for IPOLY and LSQP with different choices for m( , j), see (8) . The value t sample represents the time spent with computing stencil weights at the sampling points from the finite element formulation with projected coordinates. This was performed as described in Sec. 4.2.1 for the IFEM approach. The values t linalg and tsetup give the time required for the solution of the linear systems resp. least-squares problems and the total time of the setup phase for computing the polynomial coefficients. The last two columns provide information to relate the cost of the setup to those for the evaluation and application of our surrogate operator. t cycle represents the run-time for a single V (3, 3)-cycle using, in the case of IPOLY and LSQP, the surrogate operator and p cycle gives the percentage of tsetup with respect to t cycle .
For comparison the last row shows for the IFEM approach the number of sampling points, the cost for a V (3, 3)-cycle using this operator and percentage of these cost compared to t cycle of the surrogate operator. Remember that in this approach there is no setup phase, but instead the stencils are re-computed onthe-fly for each stencil application. This must be done for every node which corresponds to LSQP using j = .
Examining the results we see that, as expected, the cost for IPOLY is marginal, only 0.1% of the time required for a single V(3,3)-cycle. This changes dramatically, when we employ for LSQP all available points M on level as sampling points, i.e., we choose j = for m( , j). However, already for j = ( − 1) this reduces to 67%, i.e., two thirds of one multigrid cycle. For m( , j) ≡ 2 this reduces further to only 3% and this choice seems to be the optimal trade-off between accuracy and cost. We point out that the relative cost is measured with respect to one MG-cycle based on the surrogate operator evaluation.
Note that for all choices in the LSQP case the majority, between 90 and 95%, of the time for the setup phase is spent in the evaluation of the stencil weights at the sampling points and only the remaining fraction is required for solving the least-squares problems.
Our previous accuracy experiments had shown that even using a sampling set S as coarse as M2 can give satisfactory results and thus the relative setup cost for our surrogate approaches is quite small compared to the total cost of the solver.
Kernel optimization
In Sec. 4, the run-time t cycle of a single V-cycle was measured in a serial setting. Comparing the measured 16.8 seconds to the 5.0 seconds required for a V-cycle with a constant stencil application shows that our straightforward implementation based on incremental polynomial evaluation underperforms. We exceed the theoretically expected cost factor given in (12) by roughly a factor of 1.68.
Thus we now focus on a node-level performance analysis and a more sophisticated re-implementation of the surrogate polynomial application. As we are mainly interested in extreme scale simulations, this will be done for the quadratic case.
In the following, we study the optimization of the GS smoother in detail. Updating the value of the current iterative solution at node I can be formulated as Here Iw stands for the node which is the closest one to I when we move in direction w. We will refer to this as a stencil-based update (SUP) below.
Our Gauss-Seidel smoother uses a lexicographic ordering. Within HHG this implies that the function values uI are updated in the following ordering, as shown in Fig. 2.4 . We traverse the nodes of a volume primitive from west to east, going line by line from south to north and plane by plane from bottom to top. Hence, when updating the value at node I, the values at the neighboring nodes with indices bc, be, bnw, bn, ms, mse, and mw have already been updated during the current sweep, whereas values at nodes with indices me, mnw, mn, ts, tse, tw, and tc still need to be updated. Note that due to the hybrid nature of the smoother this is true for the majority of, but not for all nodes, as those near the boundary couple to lower dimensional primitives. Consequently, the only data dependency which must be considered during the update inside a line is uI mw . This value is only available for updating uI after the update at the previous node, i.e., Imw, was computed. We further remark that due to the lexicographic ordering, the tc value is the only one that has not been touched in a previous update. Hence, it has not been loaded into the cache so far.
Our analysis revealed that the recursive dependency in (13) dominates the execution time for the update. Furthermore, it hinders certain optimizations, like vectorization, and thereby prohibits exploiting the full floating point performance of the core.
To circumvent this problem, the update formula (13) for all nodes within one line of the volume primitive is re-arranged. For this, we split it into a non-recursive and a recursive part uI = τ + ρ with
Firstly, the non-recursive part τ is pre-computed and stored in a temporary array, tmp in Alg. 1 below, large enough to hold the results for a complete line. As an incremental polynomial evaluation does not allow complete vectorization, we instead represent the stencil weights s 
Here, the index d denotes the position of a node inside the current line, starting at 0. For the very first line, the valuespw(0), δpw(0) and δkw have to be initialized. For all further lines even these values are obtained by updates analogue to (16) in j or k direction, respectively.
For performance reasons, (14) is further split into two loops, where in the first all stencil elements in W1 are treated and then those in W2. The two sets are defined as W1 = {me, mnw, mn, ts, tse, tw}, W2 = {tc, bc, be, bnw, bn, ms, mse}.
On the tested architecture, see below, this splitting avoids problems with register spilling, see e.g. [34] . The distribution of the sets is based on hardware dependent performance investigations as detailed in Sec. 5.1 and has no geometric meaning. Now in a second step, the recursive part ρ, see (15), is computed and the stencil update completed by combining it with the pre-computed value τ stored in the temporary array. Unrolling this last loop by a factor of four or eight increases the performance on the evaluated hardware architecture.
The full pseudo code for the optimized GS smoother is displayed in Alg. 1.
5.1.
Single core performance. In the following, we will conduct a detailed performance investigation. This will be based on performance modeling and compared to actual measurements. Note that we do not include the initialization in line 2 of the algorithm and that the setup phase for computing the polynomials representing the weights of our surrogate operator is considered neither in the model nor in the measurements. The latter is justifiable as for reasonable choices of m( , j) the cost is negligible.
19:
end for
20:
// compute recursive part to finish application of the stencil(s)
21:
for d = 0, ... n-1 do // loop 3: 4-or 8-way unrolled
22
: Benchmarked system. The execution is modeled for and evaluated on the Haswell based Intel Xeon E5-2695 processor with 14 cores, which was configured in cluster on die mode, i. e. seven cores per NUMA domain. This is the same system as used in the SuperMUC Phase 2 cluster, on which the scaling experiments of Sec. 6 were conducted. The only difference is that the processor here was only clocked at 2.3 GHz instead of 2.6 GHz on the SuperMUC. One core of the Intel Xeon comprises several execution ports, which can perform: floating point (FP) multiply & FP fused multiply add (FMA), FP addition & FP FMA, FP division, load, and store. Transferring a cache line between L1/L2 cache or L2/L3 cache takes 2 cycles (cy) on Haswell, respectively. As the system sustains 24.2 GiB/s memory bandwidth from one NUMA domain, it takes 5.7 cy at 2.3 GHz to transfer one cache line between L3 cache and memory. Performance modeling. Our performance analysis is based on the Execution-Cache-Memory (ECM) model [35] . In contrast to the simpler Roofline model [36] , which only takes into account the (number of) floating point operations performed for a certain amount of data transferred between core and memory, the ECM model considers the complete path of the memory hierarchy including caches. Furthermore the complete execution inside the core is examined, which, besides floating point operations, includes also, e.g., address generation and register spilling. As in the actual memory hierarchy, data is transferred in the granularity of cache lines, the modeling is based on this unit. On the target architecture a cache line comprises 64 bytes, which is for the stencil considered equivalent to eight updates. In the following, the modeling of the execution and the data transfers inside the memory hierarchy are outlined. Modeling of execution. For modelling the execution of the optimized implementation inside the core, the Intel Architecture Code Analyzer (IACA) is used, see [37] . The tool generates a scheduling of the instructions over the available execution ports on a certain micro-architecture for a given binary. This was also used to derive the optimal distribution of the two sets W1 and W2. Here it is assumed that all data can be fetched from L1 data cache. IACA can operate in two modes: throughput and latency. In throughput mode it is assumed that the considered loop iterations are independent and can overlap, while in latency mode, it is assumed that operations between iterations cannot overlap. Analyzing the three loops in our implementation with throughput mode resulted in the closest agreement of prediction and measurement.
The values reported by IACA for eight stencil-based updates, our base unit from above, on the Haswell micro-architecture are listed in Tab. 5.1 for the two vectorized loops (loop 1 and 2) as well as the loop containing the recursive component (loop 3). To ease the modeling process the initialization and setup of the stencil weights in line 2 of Alg. 1 are not considered. Whereas loop 1 and 2 are limited by the occupancy of the execution ports, IACA reports for loop 3 as bottleneck the loop latency with 40 cy. This indicates that due to data dependencies resulting from the recursion in loop 3 instructions cannot be fully pipelined and stall until their corresponding operands become available.
A more detailed overview is presented in Fig. 5 .1 which displays the occupancy of the execution units. Modeling of cache and memory transfers. The amount and duration of cache line transfers inside the memory hierarchy for eight stencil-based updates beyond L1 data cache are modeled manually. Those numbers depend on the refinement level of the macro tetrahedron, as it determines how many data items can be re-used from cache. If two planes of the tetrahedron fit concurrently into a cache level, i.e., the so called layer condition [38] is fulfilled, then only the leading stencil neighbor u I tc must be loaded from a higher cache level, the last stencil neighbor u I bc gets evicted, and the remaining neighbors can be fetched from this cache level. In our case, we focus on = 5 and for simplicity consider the case where the layer condition is only fulfilled in L3 cache. For L1 and L2 cache we assume, that in each cache level only six rows of the tetrahedron, i.e., two rows from top, middle, and bottom plane each, can be kept concurrently.
With this assumptions between L1/L2 cache and L2/L3 cache five cache lines are transferred, respectively: one cache line from each plane containing u I tc , u I mn , and u I bn is loaded (three loads), one cache line containing the corresponding element from the f array (one load), and the modified cache line containing u I mc gets evicted (one store). As in L3 cache the layer condition is fulfilled, instead of three cache lines only the one for the top plane containing u I tc must be loaded (one load). Everything else stays the same, which results in three cache line transfers. Concerning the arrays used for vectorization to store the temporary results, they are small enough to fit with the other data into L1 cache. Further the least recently used cache policy, commonly used on current architectures, ensures that they get not evicted. Results. The timings resulting from the IACA analysis combined with the manual modeling of the data transfers in the memory hierarchy are summarized in Fig. 5.1 . Note that this does not show an exact scheduling of the different execution phases and only sums up the duration of the different parts, which are involved during execution. The predicted duration of 132 cy for eight stencil-based updates by the ECM model is ≈ 15% off from the measurement of the executed kernel.
5.2. Socket performance. When increasing the core count the ECM model assumes that only shared resources can become a bottleneck. In the case of the benchmarked Haswell system this concerns the segmented L3 cache and the memory interface. However, the bandwidth of the L3 cache scales linearly with the number of cores. Thus, only the memory interface could limit performance. Consequently the performance should increase linearly with the number of cores up to the point where the memory interface becomes continuously occupied. The model prediction and the corresponding measurement are both shown in Fig. 5.2 . The code does not saturate the memory bandwidth (green line with triangles) completely. This upper limit is given as ratio of the achievable memory bandwidth of 24.2 GiB/s with the bytes transferred between L3 and memory required for one stencil-based update. If the layer condition is fulfilled in L3 cache one stencil-based update requires 24 bytes: load of u I tc , load of one element from f array, and eviction of updated u I mc . Utilizing also the SMT thread of each core (single filled red square) increases performance slightly. This has two reasons. Firstly the memory interface is not continuously utilized and secondly still execution resources on each core are available. The resources are available because of pipeline bubbles, i.e., time slots with no operation in the execution pipeline, due to the division in loop 2 and the recursion in loop 3.
Weak and strong scaling
To demonstrate the performance and scalability of our approach, we perform weak and strong scaling runs on the supercomputer SuperMUC (Phase 2) that is ranked number 28 in the June 2016 TOP500 list. It is a Lenovo NeXtScale system with a theoretical peak performance of 3.58 PFLOPs/s. Each compute node consists of two Haswell Xeon E5-2697 v3 processors where each processor is equipped with 14 cores running at 2.6 GHz. Per core 2.3 GiB of memory are provided, but typically only 2.1 GiB are available for applications. The nodes are connected via an Infiniband (FDR14) non-blocking tree. As mentioned before degree two polynomials for the IPOLY/LSQP approach provide the most efficient compromise between accuracy and computational cost in the HPC context. In Fig. 6 .1 we present the run-times of one V(3,3)-cycle for the different implementations. For reproducibility we take the minimum value out of ten cycles reflecting the best exploitation of the machine's capabilities. The CONS setting serves as minimal cost reference. IPOLY and LSQP differ only in the setup phase, so only LSQP is considered here. For this approach, we compare the straightforward implementation of the method with the optimized version from Sec. 5 termed LSQP OPT. To demonstrate the cost of a conventional assembly of the stencils also the IFEM case is shown. Furthermore the run-times for double discretization are given. Here the non-optimized LSQP implementation is chosen for the smoother and the conventional stencil assembly for residual. As this is dominated by the expensive residual, employing the optimized smoother does not lead to a significant improvement.
For the weak scaling, Fig. 6 .1 (left), we assign 16 macro elements to one core and fix the refinement level to L = 5 giving us 3.3 · 10 5 DOFs per volume primitive. The number of macro elements and cores varies from 240 to 122,880 and from 15 to 7,680, respectively.
We observe that the IFEM method is even more expensive than the theoretical prediction from Tab. 4.2 indicated. This is due to additional memory accesses and function calls which are not considered in the flop count. The double discretization is about a factor of 7 slower than the non-optimized LSQP method. This is in line with the flop count for a V(3,3)-cycle taking into account the aforementioned additional cost for the residual. The values for the straightforward implementation of the LSQP method reflect the serial run-time factor of (1.68 · C(2)) mentioned in Sec. 5. Our optimized version outperforms the cost factor C(2) ≈ 2, and the run-time increases by only a factor of 1.6 compared to the CONS case. Also it shows excellent weak scaling behavior.
For the strong scaling case, Fig. 6 .1 (right), we fix the problem size to 12,960 macro elements and set L = 5. In total this results in 4.5 · 10 9 DOFs. This also gives an upper bound for the number of cores that can be used. The lower bound is determined by the available memory of 2.1 GiB per core where we need about 100 bytes per DOF in our implementation.
Not surprisingly, the IFEM implementation shows the best parallel efficiency of above 90% even for the largest number of cores. Here, most of the time is spent with the cost intense on-the-fly stencil computation. Thus, increasing the amount of communication by increasing the number of cores does hardly affect the performance that scales almost linearly with the number of cores. This is also the case for the DD approach. Even though the computationally expensive residual occurs a factor of 7 less often then in the IFEM case, it is still the dominating factor. Whereas for the CONS and for the LSQP implementations where the stencil is either already known or computed by an inexpensive evaluation of the surrogate polynomials, we clearly see the influence of communication for the runs with larger number of cores. But nevertheless the run-time even for the largest case of the optimized LSQP method is a factor of 10 or 55 faster than LSQP DD or IFEM, respectively, and only 1.8 times slower than the CONS reference. We point out that for the DD approaches, the expensive operator need only be used in the final few iterations and thus its cost within the solver can be further reduced.
Conclusion and outlook
We introduced a novel two-scale approach for handling non-polyhedral domains in large scale simulations with matrix-free finite elements. It is based on replacing the cost intensive on-the-fly computations of the node stencil by the evaluation of a surrogate approximation polynomial of low order. Typically for large system size, second order polynomials already guarantee high enough accuracy and thus reduce the flop counts significantly. This technique can be combined for a further improvement of the numerical accuracy with the classical double discretization approach. Here the smoother in the multigrid algorithm employs cheap lower order stencils while the expensive high accuracy operators are only used to compute the residual for the coarse grid correction.
The accuracy of our approach was first examined theoretically by an a priori estimate and secondly verified by numerical experiments. The implementation was further optimized on the node-level and systematically analyzed by the ECM model. Excellent performance and scalability was demonstrated on the supercomputer SuperMUC. Although all our examples referred to the spherical shell, this approach is completely local with respect to the macro elements and open to general blending functions.
Future work will include different partial differential equations such as the Stokes system, variable coefficients in the PDE and alternative stencil approximations preserving symmetry for L.
