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Abstract
In this work, we expand the weighted delta-tracking routine to include a treatment for scattering. The weighted delta-
tracking routine adds survival biasing to normal delta-tracking, improving problem figure of merit. In the original
formulation of this method, only absorption events were considered. We have expanded the method to include scat-
tering and investigated the method’s effectiveness with two test cases: a pressurized water reactor pin cell and a fast
reactor pin cell. We compare the figure of merit for calculating infinite flux and total cross-section while incrementally
changing the amount of weighted delta-tracking used. We find that this new weighted delta-tracking (WDT) routine
has strong potential to improve the efficiency of fast reactor calculations, and may be useful for light water reactor
calculations.
Keywords: Monte Carlo, Neutron transport, Serpent, Delta-tracking, Weighted delta-tracking
1. Introduction
Monte Carlo methods have been used to model neu-
tron transport since first introduced at Los Alamos Na-
tional Lab by Metropolis and Ulam [9]. Over the last 60
years, the method has been adapted to new computer
architectures and expanded to improve the efficiency
and accuracy of calculations. At the core of Monte
Carlo simulations is the statistics of simulating repeated
events, so improving the accuracy of results either re-
quires more events or a more efficient use of events. In
transport calculations, particle collision events are com-
monly and effectively used to calculate reaction rates
and fluxes.
Modern Monte Carlo codes use many techniques to
improve efficiency and in many cases operate alongside
deterministic codes. These improvements and hybrid
methods have advanced the scale and types of problems
that users can simulate. The field is now seeking to
solve full-core simulations, coupled multiphysics mod-
els, and other problems on the edge of our computa-
tional capability. One such use of multiphysics models
that seeks to support development of advanced reactor
fuels is for the restart of the Transient Reactor Test Fa-
cility (TREAT) at the Idaho National Lab (INL) [10].
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There, researchers are using the Serpent 2 Monte Carlo
code [2] to generate multigroup cross-sections for the
Rattlesnake deterministic code.
To advance these complex models, more efficient
methods that require less clock time are needed. One
such improvement was the introduction of Woodcock
delta-tracking [12]. Delta-tracking mitigates some inef-
ficiencies that occur when standard ray tracing is used
for geometries with optically thin regions, but intro-
duces new well-documented difficulties in the presence
of heavy absorbing materials [3][8]. A new method,
WDT, was introduced by Morgan and Kotlyar [8] to
modify the delta-tracking routine to use weight reduc-
tion in place of rejection sampling.
In this paper, we will begin by providing background
discussion about the neutron propagation techniques ray
tracing, delta-tracking, and the WDT routine of Morgan
and Kotlyar. We will then describe the new work: a
novel modification of the WDT routine that extends the
method to include scattering. This extension is a hybrid
of WDT and normal delta-tracking that seeks to be more
efficient than either independently. Including scattering
enables us to evaluate the WDT method in two common
test problems: a pressurized water reactor (PWR) pin
cell and a fast reactor pin cell. We will then examine
the results of these simulations and compare them to a
base case where the new routine is not used. Finally, we
will discuss those results and make a recommendation
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for the use of WDT in these types of problems.
2. Background
At the core of every Monte Carlo neutron transport
simulation is the propagation of the particles through
material regions. Ray tracing is a straightforward
method for sampling the path length, how far a neu-
tron will travel before interacting with the local mate-
rial. The algorithm samples the path length s of a prop-
agating neutron at a position r and with energy E using
s(ξ, r, E) = − 1
Σt(r, E)
ln(ξ) , (1)
where ξ is a uniformly distributed random variable
ξ ∈ [0, 1), and Σt(r, E) is the total macroscopic cross-
section.
The macroscopic cross-section depends on the cur-
rent material, and is therefore a discontinuous function
that varies with position and the material geometry of
the problem [4]. A path length sampled using Eq. (1)
becomes statistically invalid if the neutron crosses into
a material region with a different macroscopic cross-
section. Therefore, each time a new path length is
sampled, we must calculate the distance to the nearest
boundary along the propagation path. Then, if the neu-
tron will cross into a new material region, the distance
to interaction past the boundary must be recalculated.
These two processes cause boundaries to contribute
to the computational work of the ray tracing routine.
This overhead can cause significant inefficiencies in
complex geometries or optically thin regions. Various
methods have been developed to overcome these re-
gions of high cost, one of which is Woodcock Delta
Tracking.
2.1. Woodcock delta-tracking
Woodcock introduced the delta-tracking method for
neutron propagation in 1965 [12]; in modern Monte
Carlo codes it is often offered as an alternative or com-
pliment to the standard ray tracing procedure. The
method was designed to address some of the limita-
tions of ray tracing but introduces its own new limita-
tions. Lux and Koblinger [7] provide an overview of
the method, and its performance in various codes has
been examined by Leppa¨nen [4] and others. A short de-
scription of the delta-tracking method is given here to
motivate development of the WDT routine.
The Woodcock delta-tracking method chooses a sin-
gle macroscopic cross-section to calculate path lengths
for the entire region of interest, which can include mul-
tiple materials. This is chosen to be the maximum of all
material total cross-sections, the majorant cross section:
Σmaj ≡ max
r∈D
{Σt(r)} , (2)
where D is the region of interest. We relate this value to
the actual macroscopic cross-section by introducing an
arbitrary δ cross-section that varies with position,
Σmaj = Σδ(r) + Σt(r), ∀r ∈ D . (3)
To maintain the physics of the problem, a delta collision
must preserve the energy and direction and existence of
the neutron; it must be a “virtual” collision. As a result,
these can occur any number of times along a neutron’s
path without consequence.
As the majorant cross-section is not a function of
position, path lengths sampled using Eq. (1) are valid
throughout the region of interest. To replicate sam-
pling the real distribution that is a function of position,
we use a rejection-sampling algorithm, thoroughly de-
scribed by Lux and Koblinger [7]. Following each sam-
pled path length, the collision is real (non-virtual) with
a probability related to the cross section at the point of
collision,
Preal(r) =
Σt(r)
Σmaj
. (4)
Otherwise, the collision is a product of the δ cross-
section and is therefore virtual. In the material with
the maximum cross-section, Σt(r) = Σmaj, all collisions
are real. The algorithm for delta-tracking is shown in
Alg. 1.
Algorithm 1 Delta-tracking
1: Sample path length, s
2: Propagate neutron
3: Look up material at neutron position to get Σt(r)
4: Preal ← Σt(r)Σmaj
5: Sample random number ξ ∈ [0, 1)
6: if ξ < Preal then
7: Execute real collision
8: else
9: Execute virtual collision
10: end if
The delta tracking routine provides the ability to sam-
ple a path length that is valid throughout the entire re-
gion of interest, unlike ray tracing. Some of the inef-
ficiency of ray tracing in optically thin or complex ge-
ometries is mitigated. However, lookup is still required
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for the cross section at the point of collision, and an ex-
tra random number must be sampled.
This routine introduces its own inefficiencies. These
can occur in regions where Σt(r)  Σmaj and the prob-
ability of a real collision is low, as in streaming regions
near strong absorbers. In these regions, many virtual
collisions occur, and the computational expense out-
weighs the little statistical information provided. We
will describe two approaches to counteract this: the first
is a combination of ray tracing and delta-tracking, and
the second is a method called weighted delta-tracking.
2.2. Delta-tracking with ray tracing
Since delta-tracking can be computationally ineffi-
cient in regions where the probability of a real collision
is low, we can attempt to mitigate this by switching back
to a ray tracing routine in those regions. An example of
this approach is presented here, as it is implemented in
the Serpent 2 Monte Carlo code.
Serpent was developed at VTT Technical Research
Centre of Finland (VTT) by Jaakko Leppa¨nen [2], and
a second iteration of the code, Serpent 2, is under active
development. Both versions of Serpent use a combi-
nation of ray-tracing and Woodcock delta-tracking for
sampling path length. Serpent selects between ray trac-
ing and delta-tracking by examining the ratio of total
cross-section to majorant cross-section [3], giving the
value of Preal. In regions where many virtual colli-
sions would occur, the code preferentially switches to
ray tracing. This is to avoid the computational ineffi-
ciency identified in the previous section. This selection
is determined by a constant c and the following inequal-
ity, which is identical to our formulation of Preal:
Σt(r)
Σmaj
= Preal > 1 − c . (5)
If this inequality is satisfied, delta-tracking is used, oth-
erwise ray tracing is used. By default, the value of c
is 0.9, empirically determined to produce the largest
improvement in run time [3]. Prior to sampling path
length, the code tests this ratio for the current neutron
position and determines which path length sampling al-
gorithm should be used.
2.3. Weighted delta-tracking
Morgan and Kotlyar [8] introduced a different ap-
proach to improve the inefficiencies of Woodcock delta-
tracking in the presence of large absorbers. The method,
WDT, replaces the rejection sampling of delta-tracking
with a statistical weight reduction.
Statistical weight is an often-used mathematical con-
cept that describes the percentage of a neutron still
available to contribute to a response. For example, the
collision estimator gives an estimate for scalar flux φ
based on the neutron’s weight prior to collision wi and
the total cross-section, summed over all collisions C,
φ =
1
W
∑
C
wi
Σt(r, E)
,
where W is the weight of neutrons at generation, which
is often unity. A neutron with zero weight is removed
from the simulation, because it can no longer contribute
to responses.
Neutron weight can be augmented throughout its life-
time through interactions, games played at boundary
crossings, etc., so long as a fair game is maintained.
Weight change methods such as survival biasing im-
prove the efficiency of simulations by keeping particles
alive longer, allowing them to contribute more informa-
tion to the solution with the goal of improving statis-
tics. Details of different methods for variance reduction
are outside the scope of this work. The main points are
that weight corresponds to contribution to the solution
of interest, weight can be changed based on a particle’s
history, and a fair game must be maintained.
The WDT method samples the particle path length in
the same fashion as Woodcock delta-tracking, using the
majorant cross-section. Unlike the delta-tracking rou-
tine, WDT accepts all collisions as real. To keep a fair
game, the neutron’s weight must be changed to account
for the virtual collisions that no longer occur explicitly.
Each collision can result in multiple outcomes, each of
which is mutually exclusive. To calculate the change
in weight, we use the expected value of the interaction.
The outcomes are real and virtual collisions, which re-
sult in final weights w f ,virt and w f ,real, respectively. The
final neutron weight is therefore given by
E[w f ] = w f ,realPreal + w f ,virt (1 − Preal) . (6)
An absorption event removes the particle from the sim-
ulation, so the resulting final weight of a real collision is
zero. A virtual collision is a scattering event, and there-
fore leaves the weight unchanged. Inserting the appro-
priate values into Eq. (6) gives the expected value of the
final weight for an absorption event for a neutron with
initial weight wi:
E[w f , r] = w f ,realPreal(r) + w f ,virt(1 − Preal(r))
= wi (1 − Preal(r)) .
The particle then continues propagating as if it under-
went a virtual collision. The removed statistical weight
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is then added to the appropriate responses, such as col-
lision tallies.
The key change in WDT is that unlike normal delta-
tracking, every sampled path length results in a real col-
lision and subsequent contribution to tallies. As dis-
cussed earlier, a major inefficiency in delta-tracking is
wasted computational resources in regions with many
virtual collisions that do not contribute to statistical
quality. The WDT method therefore partially mitigates
this issue by collecting contributions to tallies with ev-
ery collision.
This algorithm was implemented by Kotlyar and
Morgan and tested using a 1D problem in an absorbing
medium. They found an improvement in the computa-
tional efficiency of the simulation.
Legrady, Molnar, Klausz, and Major [6] performed
an analysis of delta-tracking methods, including WDT.
The aim of their study was to quantify the effects of
modifying the single cross-section used by the Wood-
cock delta-tracking method for sampling path lengths.
This sampling cross-section is chosen to be the majo-
rant in standard Woodcock delta-tracking and WDT.
They find that the optimal sampling cross-section oc-
curs below the majorant in all cases and outperformed
the WDT method by a factor of 70 in their test cases.
For this study, we will not consider their optimization,
and will leave the sampling cross-sections of the stan-
dard delta-tracking and WDT processes unmodified.
3. Method
The WDT routine introduced a method to improve
the inefficiencies of Woodcock delta-tracking in the
presence of large absorbers. The method resulted in
an improvement in simulation efficiency in a purely ab-
sorbing medium, but did not address how the routine
would work with scattering. Therefore, we will need to
extend or modify the WDT method to include scattering
such that it is applicable to more realistic problems.
We will first attempt to extend WDT in a naı¨ve fash-
ion, by applying the same process for absorption to scat-
tering. We will show that this will result in a process
that can become intractable. This will motivate develop-
ment of a hybrid method that uses both standard delta-
tracking and WDT to accommodate scattering events.
3.1. Naı¨ve Extension of Weighted delta-tracking
As previously discussed, in a scattering event the sta-
tistical weight of the incident particle does not change.
This holds true for a real scattering event as well as a vir-
tual event; from the perspective of neutron weight, the
two events are identical. Therefore, application of the
WDT weight reduction will result in no overall weight
reduction:
E[w f ] = w f ,realPreal + w f ,virt(1 − Preal)
= wi(Preal + 1 − Preal)
= wi .
Although the overall statistical weight remains un-
changed, portions of it must be added to the appropri-
ate response. The WDT weight reduction splits the sta-
tistical weight into two portions: the real portion “ex-
periences” the scattering event, and the virtual portion
undergoes a virtual collision. The virtual portion of the
weight is retained by the original neutron, which contin-
ues with the same direction and energy. We then create
a new neutron to receive the real portion and execute a
real scattering event.
Therefore, straightforward extension of this method-
ology to scattering requires doubling of the neutron at
every scattering event. In problems with any scattering,
this will likely result in a rapid and intractable multipli-
cation of neutrons that will overload memory buffers. In
an experimental implementation of this method, that is
exactly what we found. Thus, we concluded the naı¨ve
extension was not a useful way to include scattering in
WDT.
3.2. Hybrid Extension of Weighted delta-tracking
To address the issue of intractable neutron multipli-
cation that comes with the naı¨ve extension of WDT,
we created a hybrid version that includes a fallback to
the standard delta-tracking method for any scattering
events. Following each sampled path length, the type
of collision (that will occur if real) must be sampled;
we use WDT if the collision is an absorption event,
and delta-tracking otherwise. The algorithm is shown
in Alg. 2 and a flow chart of the routine is shown in
Fig. 1.
In highly scattering regions, the routine is expected to
be slightly less efficient than standard delta-tracking be-
cause every collision requires an extra random number
sample and comparison. By contrast, in highly absorb-
ing regions, we aim to benefit from the improved effi-
ciency of the WDT routine compared to delta-tracking.
The efficiency will also depend on the value of Preal.
At high values of Preal, a majority of the weight of the
incoming particle is scored. This leaves the particle that
undergoes a virtual collision with a very low weight,
relying on a rouletting routine [7] to prevent computa-
tional inefficiency. In regions of low Preal, each collision
will only contribute a small amount to the appropriate
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Algorithm 2 Weighted delta-tracking with scattering
1: Sample path length
2: Sample collision type
3: if collision type == (capture or fission) then
4: Score capture or fission← wiPreal
5: Score collision← wiPreal
6: w f ← wi(1 − Preal)
7: Execute virtual collision
8: else
9: Sample random number ξ ∈ [0, 1)
10: if ξ < Preal then . Collision is real
11: Score scattering← wi
12: Score collision← wi
13: Execute scattering collision
14: else . Collision is virtual
15: Execute virtual collision
16: end if
17: end if
Figure 1: Weighted delta-tracking with scattering rejection sampling.
tallies. We expect this to be more efficient than standard
delta-tracking, which generates many virtual collisions
in the same region that do not contribute to tallies of
interest.
This implies that there is a region between low and
high values of Preal where WDT may provide benefit.
We have previously discussed that switching to a ray
tracing routine in regions of low Preal is effective in
countering the inefficiency of delta-tracking. We there-
fore combine ray tracing, WDT, and standard delta-
tracking together in a scheme defined by two parame-
ters. On the lower end, the value of Pray defines the
value of Preal below which ray tracing is used. On the
upper end, Pwdt defines the cutoff below which WDT
will be used instead of normal delta-tracking. This
scheme is summarized as,
Propagation mode (r, E) =
Ray tracing, if Preal(r, E) < Pray
WDT, if Pray ≤ Preal(r, E) < Pwdt
Delta-tracking, if Pwdt ≤ Preal(r, E)
,
where Preal ∈ [0, 1) and is shown graphically in Fig. 2.
Implementation in Serpent was straightforward; Pray
is already implemented in the user parameter c, where
Pray = (1 − c). As discussed in Sec. 2.2, a value of
c = 0.9 or Pray = 0.1 resulted in the highest computa-
tional efficiency. Examination of the WDT cutoff value,
Pwdt, is the aim of the remainder of this study. We im-
plemented our hybrid WDT in Serpent 2, with the abil-
ity to adjust the value of Pwdt. The amount of ray tracing
never changes; we are instead adjusting the amount of
delta-tracking that is replaced by the WDT routine. By
adjusting the value of Pwdt from Pray (no WDT) to 1.0
(full WDT), we investigate the impact of the routine on
computational efficiency.
4. Results & Discussion
We expect that the WDT method will improve the
statistics of Serpent calculations. With normal delta-
tracking, virtual collisions provide no statistical ben-
efit, and are therefore an inefficient use of computa-
tional resources. In contrast, all collisions that result
in absorption events contribute to statistics when using
WDT. Therefore, we expect an improvement in the re-
sults of a Serpent 2 simulation in regions with absorp-
tion. We chose two test cases: a fast reactor pin cell and
a PWR pin cell. In this section, we will describe those
two cases, how we determined quality in the simulation,
and the test case results.
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Preal(r)
Ray tracing
WDT Delta-trackingPray Pwdt
Figure 2: Implemented selection scheme for propagation mode: ray-tracing, weighted, and normal delta-tracking. Shown using the values of
Pray = 0.1 and Pwdt = 0.4.
4.1. Test Cases
Two test cases were selected to test the performance
of the WDT method. These are a PWR pin cell and
a fast reactor pin cell. We chose these two test cases
to evaluate the method in a domain where absorption
is dominant in the fast group (fast pin cell) and one
in which absorption is dominant in the thermal group
(PWR pin cell). All test cases were run on a small
cluster at the University of California, Berkeley, and the
specifications of the cluster are shown in Tab. 1.
Table 1: Small cluster specifications
Parameter Specification
Processor 2 × TenCore Intel Xeon Processor E5–
2687W v3 3.10 GHz 25MB Cache
RAM 16 × 16GB PC4–17000 2133MHz
DDR4
Hard drive 2 × 800 GB Intel SATA 6.0 GB/s Solid
State Drive
4.1.1. Pressurized water reactor pin cell
The PWR pin cell was chosen from the Serpent 2 val-
idation input files provided on the VTT Serpent web-
page [11]. The geometry and physical parameters are
shown in Fig. 3. The fuel is a 2.68 w/o enriched UO2
mixture, with Zircaloy cladding, light water modera-
tion, and reflective boundary conditions. The simulation
output statistics binned neutrons into two energy groups
with the group boundary at 0.625 eV.
4.1.2. Fast reactor pin cell
We adapted the fast reactor pin cell from an exam-
ple provided in the Serpent validation files [11]. This
is a lead cooled pin cell with Mixed Oxide (MOX) fuel
containing uranium, plutonium, and a small amount of
americium. The relative isotope amounts are shown in
Tab. 2. The cladding is stainless steel, the lattice is
hexagonal, and we used reflective boundary conditions.
As with the PWR pin cell, we ran the simulation with
two energy groups with the group boundary at 0.625 eV.
Parameter Value (cm)
Fuel radius 0.412
Cladding radius 0.475
Pitch 1.33
Figure 3: Pressurized water reactor geometry and physical parame-
ters. The fuel is shown in light blue, the cladding in purple and the
coolant is green.
Parameter Value (cm)
Void radius 0.1
Pellet radius 0.45
Inner cladding radius 0.465
Outer cladding radius 0.525
Pitch 1.789
Figure 4: Fast pin cell geometry and physical parameters. The pellet
is shown in blue, the cladding green, and the coolant orange. Black
regions are voids.
6
Table 2: Atomic density of the fast reactor pin cell MOX fuel, values
are relative to the atomic density of 238U
Isotope Relative Atomic Density
238U 1.00
239Pu 0.16
240Pu 7.40 ×10−2
242Pu 2.09 ×10−2
238Pu 6.45 ×10−3
235U 4.11 ×10−3
241Am 3.57 ×10−3
236U 1.00 ×10−4
234U 3.01 ×10−5
4.2. Cycles per CPU time
All calculations done in this study were criticality
source calculations. For these types of calculations in
Serpent, source neutrons are run in cycles. Each cycle
contains the same number of source neutrons, and the
source distribution is determined by the previous cy-
cle [5]. More efficient simulations will be capable of
running more cycles, C, in a given CPU time frame, t.
So, to measure one standard of efficiency, we looked at
the cycles per CPU time, C/t, for each of the two test
cases.
Another way to consider method effectiveness is us-
ing the average number of real collisions per track. Un-
like virtual collisions, real collisions contribute to the
statistics of the problem and therefore require tallying
and other processes. This makes real collisions more
computationally costly than virtual collisions. Based on
the WDT and standard delta tracking algorithms, we ex-
pect to see an increase in the number of overall real col-
lisions with a subsequent decrease in cycles per CPU
time. This apparent reduction in efficiency will be off-
set by the improved statistics provided by the real col-
lisions. We therefore expect cycles per CPU time and
average real collisions per track to have inverted behav-
iors.
4.2.1. Fast Reactor Pin Cell
The fast reactor pin cell is dominated by absorption;
fast neutrons drive fission and little scattering occurs.
Our WDT with scattering routine always considers ab-
sorption reactions to be real collisions, so we see a rise
of the average real collisions per neutron track com-
pared to the standard delta-tracking routine. This is
shown in Fig 5b. At higher levels of the threshold value
the number of real collisions levels off, indicating that
the WDT routine may be handling a majority of the
phase space where absorption occurs. We observe a step
increase in average real collisions per track when Pwdt
is unity; this is the only value where the WDT routine
will be used in the region that defines Σmaj. For this
test problem the region of highest cross-section is also
a highly absorbing region, so use of the WDT routine
in that region causes the number of real collisions to in-
crease significantly. We see the inverse pattern in the
cycles per CPU time, as anticipated and described in
the previous section. The data are shown in the second
column of Table 7.
4.2.2. PWR Pin Cell
Unlike the fast pin cell, the PWR pin cell is domi-
nated by scattering. Compared to the fast pin cell, each
given track has many more real collisions, as seen in
Fig. 6a, and there is an exponential rise as more WDT
is introduced. As the neutrons scatter and thermalize,
the absorption cross-section for the moderator rises ex-
ponentially leading to exponentially more absorption
events. As WDT considers all absorption events to be
real collisions, this leads to a subsequent exponential
rise in the average real collisions per track. At higher
levels of threshold, WDT handles the entire phase space
where this benefit is realized and the number of real col-
lisions levels off. The discontinuity may be resolved
with finer threshold values, or may be the result of in-
clusion of different materials at discrete threshold val-
ues. We again see the expected inverse pattern in the
cycles per CPU time. The data are shown in the first
column of Table 7.
4.3. Figure of Merit
At first glance, the WDT method appears to be less
efficient by causing more real collisions, and therefore
requiring more clock time for the simulation to run the
same number of particles. Ultimately, though, running
many particles is not the goal of the simulation. Our
goal is calculating parameters of interest with low error,
so this must be taken into account. Because variances
are inversely proportional to the number of neutron cy-
cles simulated with this relationship,
σ2(xˆ) =
C
n
. (7)
where n is the number of cycles and C is a constant,
we can theoretically always reduce the variance at the
expense of more cycles and CPU time. The goal of ef-
ficient variance reduction is therefore to reduce the con-
stant C, such that a smaller variance can be achieved
for a given number of cycles n. We will describe this
constant using a figure of merit (FOM).
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Figure 5: For the fast reactor pin cell, (a) cycles per CPU time (normalized to the base case with no WDT) and (b) average real collisions per track,
with increasing threshold to wdt, Pwdt
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Figure 6: For the PWR reactor pin cell, (a) cycles per CPU time (normalized to the base case with no WDT) and (b) average real collisions per
track, with increasing threshold to wdt, Pwdt
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Figure 7: Normalized cycles per CPU time for the PWR pin cell and
fast reactor pin cell. Values are noramlized to the case with no WDT.
Cycles/CPU time
Pwdt Fast pin cell PWR pin cell
0.1 1.00 1.00
0.2 0.98 0.97
0.3 0.95 0.95
0.4 0.88 0.77
0.5 0.82 0.75
0.6 0.77 0.76
0.7 0.74 0.75
0.8 0.74 0.75
0.9 0.74 0.75
1.0 0.67 0.75
The commonly-used formulation of this FOM is de-
scribed by Lewis and Miller [1],
FOM =
1
σ(xˆ)2t
, (8)
where t is the runtime of the simulation and is propor-
tional to the number of cycles t ∝ n. Plugging this and
Eq. (7) into Eq. (8) yields:
FOM =
1
σ(xˆ)2t
=
n
C1
· 1
C2 · n = C3 ,
where C1,C2, and C3 are constants. We therefore expect
the FOM to be a constant value independent of the num-
ber of cycles n. A higher FOM indicates lower variance
per computation time, and therefore a more efficient al-
gorithm.
A Serpent simulation was run for both test cases using
values of the WDT threshold (Pwdt) from 0.1 to unity in
increments of 0.1, maintaining a constant threshold to
ray tracing, Pray, as described in Fig. 2. We normalized
the final FOM for each value of Pwdt to the final FOM
with no WDT:
FOMnorm(Pwdt) =
FOM(Pwdt)
FOM0
,
where FOM0 = FOM(0.1) is the FOM with no WDT.
Increasing values of Pwdt leads to increasing the amount
of WDT over regular delta-tracking. The parameters for
the rouletting scheme are kept constant, with a weight
cutoff of w = 0.1 and probability of rouletting Pkill =
0.5.
First, all simulations were run for a long enough pe-
riod for the FOM to converge. The cycles/CPU time
is observed to ensure computer loading did not change.
Then, the FOM at each point in the simulation is calcu-
lated using the total cycles, C:
FOMC =
1
σ(xˆ)2C
. (9)
Then, all connections were isolated to the cluster so that
no other loading would be placed on it. We ran each
of the simulations for a shorter duration (approximately
two hours) to ensure a value of cycles/CPU time con-
verged. This is then multiplied by FOMC to return the
FOM:
FOMC · Ct =
1
σ(xˆ)2C
· C
t
=
1
σ(xˆ)2t
= FOM . (10)
This process ensures that the FOM for all runs is nor-
malized to the same computer loading.
4.4. Analysis Package
As discussed in the previous section, we want to ob-
serve the convergence behavior of the FOM to deter-
mine the final value. To do so, we modified the Serpent
2 source code to generate uniquely named output files at
various cycle values. We developed the WDT_Analysis
package1 to leverage Python’s object oriented program-
ming structure and enable easy analysis of the data. We
utilize a module, fom, to analyze the convergence of
FOM across many Serpent 2 output files.
4.5. Parameters of study
Each Serpent 2 simulation generates hundreds of out-
put parameters that describe all processes that occur
during particle propagation. To focus our search, we
identified two quantities that will be the focus of this
study: flux and total cross-section. Further study into
other parameters may reveal further benefit or issues
with the WDT method. Both test cases have reflec-
tive boundary conditions, so we will examine the infi-
nite values for the parameters of interest.
4.5.1. PWR pin cell fast group
In the PWR pin cell simulation, fast group interac-
tions are dominated by scattering and a small amount of
absorption in the light water moderator. The majorant
cross-section is defined by the uranium fuel; for values
of Pwdt < 1.0, only standard delta-tracking is used in the
fuel region. Therefore, any changes in FOM are likely
due to interactions in the moderator region.
1Available on GitHub https://github.com/jsrehak/WDT_
Analysis
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The infinite flux (φ∞) FOM of the fast group is shown
in Fig. 8. The data show an improvement in FOM at
most values of Pwdt ≤ 0.7. As neutrons in the fast group
scatter in the moderator and lose energy, the total cross-
section for absorption increases exponentially leading
to a subsequent rise in Preal. As discussed, the WDT
routine is only used when Preal is less than or equal
to Pwdt. Increasing Pwdt will therefore cause more ab-
sorption events to use the WDT routine instead of stan-
dard delta-tracking. These absorption events now al-
ways contribute to the statistics of the problem, reduc-
ing variance. This correlates to the rise in average real
collisions per track in Fig. 6a. Eventually, this increase
in the number of real collisions levels off for Pwdt > 0.7,
and we see a subsequent leveling off of FOM. There is a
small decrease in FOM, possibly due to the inefficiency
of using WDT compared to delta-tracking in high scat-
tering regions.
PWR fast group φ∞
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WDT Threshold Value
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Figure 8: FOM for the PWR infinite flux φ∞ for the fast group. Error
bars shown are one standard deviation.
The infinite total cross-section (Σtot,∞) FOM of the
fast group is shown in Fig. 9. The reduction in FOM
from the base case mimics the pattern of the cycles per
CPU time seen in Fig. 6b. This may occur because scat-
tering is the dominant contribution to the total cross-
section. Thus, the collection of more statistics for ab-
sorption events is overshadowed by the inefficiencies in
scattering. By not improving the variance significantly,
the driving factor in FOM becomes the cycles per CPU
time.
4.5.2. PWR pin cell thermal group
The thermal group interactions in the PWR pin cell
simulation are dominated by absorption, with very little
scattering. For the infinite flux, shown in Fig. 10 we see
a consistent improvement in the FOM with increasing
PWR fast group Σt,∞
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
WDT Threshold Value
0.75
0.80
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Figure 9: FOM for the PWR infinite total cross-section Σt,∞ for the
fast group. Error bars shown are one standard deviation.
Pwdt. The improved statistics provided by the increased
number of real collisions outweighs the computational
inefficiency of the increased tallying required.
PWR thermal group φ∞
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
WDT Threshold Value
1.00
1.02
1.04
1.06
F
O
M
n
or
m
al
iz
ed
to
N
o
W
D
T
No WDT Full WDT
Figure 10: FOM for the PWR infinite flux φ∞ for the thermal group.
Error bars shown are one standard deviation.
The infinite total cross-section for the PWR pin cell
thermal group is shown in Fig. 11. The trend here is
less consistent than in the other plots. There is a clear
increase in FOM at a Pwdt value of unity, the only value
where collisions in the fuel use WDT. The fuel region
dominates the absorption events for thermal neutrons,
so the improved statistics leads to a higher FOM. Ig-
noring that point, we see a rise and fall in FOM im-
provement, with a peak at Pwdt = 0.7. Unlike the fast
group, the total cross-section is dominated by absorp-
tion, so the increased number of real absorption events
clearly improves the FOM. This improvement may not
be great enough to overcome the inefficiency introduced
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with more WDT.
PWR thermal group Σt,∞
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Figure 11: FOM for the PWR infinite total cross-section Σt,∞ for the
thermal group. Error bars shown are one standard deviation.
4.5.3. Fast reactor pin cell fast group
In the fast reactor pin cell, the fast neutron group
drives fission and therefore dominates absorption reac-
tions. Like the PWR pin cell, the majorant cross-section
is defined by the MOX fuel. Changes in FOM are there-
fore likely due to interactions in the lead coolant and
cladding. Lead has a very low absorption cross-section
for fast neutrons, so much of the FOM change will be
driven by absorption in the cladding.
The infinite flux for the fast reactor pin cell is shown
in Fig. 12. We observe a rise in FOM as more WDT is
introduced and more absorption events contribute to the
overall statistics. Eventually, the improvement in statis-
tics is overcome by the inefficiency of introducing many
more real collisions, and the improvement decreases.
When WDT is introduced in the fuel, at Pwdt of unity we
see a large decrease in FOM, which matches the drop in
cycles/CPU time at the same value.
A similar pattern is seen in the infinite total cross-
section, shown in Fig. 13. Again, we observe a rise in
FOM concurrent with the introduction of WDT, as more
absorption events are contributing to the statistics. We
see an uncharacteristic drop at Pwdt = 0.7 that does not
seem to fit the overall pattern. Further simulation and
exploration is required to determine the cause of this
outlier.
4.6. Choice of WDT threshold
As we see in the two test cases, use of the WDT with
scattering routine results in an observable change in
FOM in the infinite flux and infinite total cross-section.
Fast reactor pin cell fast group φ∞
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
WDT Threshold Value
1.0
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Figure 12: FOM for the fast reactor infinite flux φ∞ for the fast group.
Error bars shown are one standard deviation.
Fast reactor pin cell fast group Σt
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Figure 13: FOM for the fast reactor infinite total cross-section Σt for
the fast group. Error bars shown are one standard deviation.
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Although the cycles per CPU time is negatively im-
pacted by WDT for both test cases, the collection of
more statistics results in more efficient simulations, as
measured by FOM.
For the PWR simulation, WDT results in a small
improvement in the FOM for both group infinite
fluxes, and the thermal group infinite total cross-section.
Therefore, for simulations seeking accurate flux and
thermal cross-sections, the data suggest that full WDT
with scattering (Pwdt = 1) would result in the largest im-
provement. This improvement is driven by the use of the
WDT routine in the fuel region, where WDT only turns
on when Pwdt = 1 in our test cases. In simulations with
heavy absorbers where the fuel region does not define
the majorant cross-section, the same results may not be
observed. In those cases, a lower value of WDT thresh-
old will be sufficient to enable the WDT routine in the
fuel regions.
Use of WDT with scattering also generates an ob-
served increase in FOM for the fast reactor pin cell.
The results differ from the PWR in two significant ways.
First, the improvement is not maximized at a threshold
value of unity. Instead, improvement in FOM for the in-
finite flux and total cross-section peaks when Pwdt = 0.6
and then declines. Second, the improvement is of a
much higher magnitude, reaching an improvement of
nearly 20% and over 30% for the infinite cross-section
and flux, respectively. This is much more significant
than the sub-ten percent improvement for the PWR pin
cell. Therefore, the data suggest that for a fast pin cell
simulation, mid-range value of WDT threshold may re-
sult in the greatest improvement in FOM.
A summary of all the relative FOM values and the
associated error are shown in Table 14.
5. Conclusion
In this work, we described the delta-tracking tech-
nique and the more recent WDT method that seeks to
improve it. We then described the issues with extending
the WDT to include scattering, and introduced a novel
hybrid modification. We implemented the method in the
Serpent 2 Monte Carlo code and examined the results of
simulations with two test cases. We then compared the
FOM for two simulation results against the base case to
determine the impact of varying the threshold at which
WDT with scattering is used.
Based on these results, we can conclude that the
WDT routine with scattering does modestly improve
FOM in infinite flux for the PWR and fast reactor pin
cells. For total cross-section, FOM is similarly im-
proved, except in the fast group for the PWR pin cell.
In both cases, the WDT with scattering routine reduces
cycles per CPU time, by increasing the number of simu-
lated real collisions for absorption events. We hypothe-
size that this increased number of real absorption events
is the main driver in improving FOM.
Further study should look into possible synergy or is-
sues with use of the WDT with scattering routine and
other variance reduction techniques, such as implicit
capture.
Based on the findings of Legrady et al.[6], we expect
an improved hybrid method could be developed that
combines sampling cross-sections not explored here.
Extension of their method in a highly scattering region
may result in a similar multiplication of particles, with
a different splitting of weights. A hybrid method that
uses their optimized sampling cross-section for non-
scattering events, and normal delta-tracking for scatter-
ing events may result in significant improvement over
the method described here.
In addition, a finer resolution in threshold values may
provide a clearer relationship between the amount of
WDT and improvement in FOM. Finally, we hypothe-
size that the impact of WDT on FOM will be very differ-
ent in simulations where the fuel region does not define
the majorant cross-section. Further study should look at
test problems with heavy absorbers that drive majorant
cross-section.
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