Abstract. We establish C σ+α interior estimates for concave nonlocal fully nonlinear equations of order σ ∈ (0, 2) with rough kernels. Namely, we prove that if u ∈ C α (R n ) solves in B 1 a concave translation invariant equation with kernels in L 0 (σ), then u belongs to C σ+α (B 1/2 ), with an estimate. More generally, our results allow the equation to depend on x in a C α fashion. Our method of proof combines a Liouville theorem and a blow up and compactness procedure. Due to its flexibility, the same method can be useful in different regularity proofs for nonlocal equations.
Introduction and results
In the paper [5] , Caffarelli and Silvestre established the C σ+α interior regularity for concave translation invariant nonlocal fully nonlinear equations of order σ ∈ (0, 2) with smooth kernels. This result extended the classical C 2,α interior estimates for concave second order elliptic equations of Evans [6] and Krylov [9] to the context of integro-differential equations. The main result in [5] states that if u ∈ L ∞ (R n ) satisfies inf a L a u = 0 in B 1 and L a ∈ L 2 (σ) for all a, then u ∈ C σ+α B 1/2 , with an estimate.
The ellipticity class L 2 = L 2 (σ) is defined as the set of all linear translation invariant operators of the form
u(x + y) + u(x − y) − 2u(x) K a (y) dy, (1.1) where K a are even kernels satisfying
and, in addition, with all its second order partial derivatives satisfying the following scaling invariant bounds away from the origin:
for all ρ > 0. (1. 3)
The class L 2 is a subclass of the class L 0 , where L 0 is formed by all operators of the form (1.1) that satisfy (1.2) but not necessarily (1.3). The bounds by above and by below in (1.2) allow the kernels in L 0 to be very oscillating and irregular, and that is why they are referred to as rough kernels.
After the paper [5] , the following two main questions in the regularity theory of concave nonlocal fully nonlinear elliptic equations remained open.
A first open question was to determine weather the same C σ+α interior estimates held also for non-smooth kernels. In this direction, one of the open problems in the "nonlocal wiki list" [13] was to prove C σ+α interior regularity for the equation Here, and throughout the article, we use the following notation for second order incremental quotients δ 2 u(x, y) = 1 2 u(x + y) + u(x − y) − 2u(x) .
As given in (1.5), the extremal operator M A second open question was to prove a C σ+α Schauder type estimate for nontranslation invariant equations with C α dependence on x. In the case of second order fully nonlinear elliptic equations, this Schauder estimate is a classical result. Is is proved by using that in a small neighborhoods of a given point the equation is an appropriately small perturbation of some translation invariant equation -see [1] . For equations of order σ ∈ (0, 2), the same type of arguments failed due to specific difficulties nonlocal equations that will be described later on in the introduction.
In this paper we answer the previous two questions. More precisely, we establish existence, uniqueness, and C σ+α interior regularity, for nonlocal Dirichlet problems of the form I(u, x) = 0 in 6) where I is a concave operator, elliptic with respect to L 0 , and depending on x in C α fashion -see assumptions (1.7)-(1.8)-(1.9)-(1.10) below. We prove that if g ∈ C α (R n \ B 1 ) (with α small), then there exists a unique viscosity solution to the problem (1.6), which is C σ+α in the interior of B 1 -with an estimate in B 1/2 . For equations with rough kernels, our assumption on the complement data (or exterior data) g ∈ C α can not be weakened to g ∈ L ∞ -as in [5] . Indeed, in the paper we find a sequence of functions u m ∈ C(R n ) that solve in the viscosity sense M + L 0 u m = 0 in B 1 and satisfy u m L ∞ (R n ) = 1 but u m C σ+α (R n ) ր +∞ as m → ∞ for all α > 0. Hence, the C σ+α interior estimate does not hold for any α > 0 with merely bounded complement data. To obtain this sequence u m we exploit the fact that, as we will see, nonlocal operator with rough kernels are very sensitive to oscillations in the complement data. To the point that interior regularity of solutions can be destroyed "from the exterior" by taking complement data with high frequency oscillations. However, when one considers kernels that are Hölder continuous away from the origin, then a C σ+α estimate does hold for solutions with merely bounded complement data. Indeed, we prove that viscosity solutions to concave equations with kernels in L α -a scaling invariant class of C α kernels-and bounded complement data enjoy C σ+α interior regularity. A main difficulty of nonlocal operators with rough kernels is that, as said above, they are very sensitive to oscillations in the complement data. This does not happen with smooth kernels because high frequency oscillations balance out when they are integrated against a kernel with smooth tails. This idea is recurrently exploited in the proofs of [5] , essentially by transferring derivatives from the function to the (smooth) kernels with an integration by parts argument. Since we can not do the same with rough kernels, that is why we need a different approach.
Similarly as in the concave case, the C 1+γ regularity for general nonlocal fully nonlinear equations was first established for smooth kernels, and only posteriorly extended to rough kernels. In [3] , Caffarelli and Silvestre obtained C 1+γ interior estimates for these equations in the intermediate class of kernels L 1 -those satisfying (1.3) with C 2 replaced by C 1 and ρ −n−σ−2 replaced by ρ −n−σ−1 . It was Kriventsov [10] to recently establish the C 1+γ estimates for elliptic equations of order σ > 1 + γ with rough kernels, that is, for L 0 . The proof in [10] combines a new estimate for solutions with Lipchitz complement data and perturbative (compactness) arguments a la [4] .
Later, in [11] we gave a new proof of the result in [10] , extending it also to the parabolic case. The key idea of this new proof was to deduce the interior regularity from a Liouville theorem, via a blow up and compactness argument. In the present paper, we refine and improve significantly this method of proof from [11] in order to obtain the present C σ+α estimates for concave equations. As said above, the results of this paper apply to non translation invariant equations with C α dependence on x. More precisely, while in [3, 4, 10] the kernels depend only in y -i.e. K a = K a (y) as in (1.1)-, here we include kernels K a (x, y) which are C α in the variable x (in the appropriate sense) and rough in the variable y. We consider concave operators of the form
where A is some index set. We assume that for all a ∈ A, for all x and x ′ in R n , and for all r > 0 we have 10) where λ ≤ Λ, A 0 and C 0 are given constants.
The following is the main result of the paper.
Theorem 1.1. Let σ ∈ (0, 2), and λ, Λ, A 0 , and C 0 be given constants with 0 < λ ≤ Λ. Then, there existsᾱ > 0 depending only on n, σ, λ, Λ such that the following statement holds.
where I is of the form (1.7) and satisfying (1.8), (1.9), and (1.10). We then have
where C 0 is the constant from (1.10) and where C depends only on n, σ, α, λ, Λ, and A 0 .
Some comments are in order.
• Theorem 1.1 is stated as an a priori estimate: we assume that u ∈ C σ+α (B 1 ) (with no quantitative control on any norm) and we obtain a C σ+α estimate in B 1/2 . From this a priori estimate, by using the regularization procedure of Section 4, we will deduce the existence and uniqueness of a (classical) C σ+α solution to the convex equation I(u, x) = 0 in B 1 with given C α exterior data -see Theorem 1.3.
• As said above, the estimate of Theorem 1.1 would be false is we replaced u C α (R n ) in its right hand side by u L ∞ (R n ) -see Section 5.
• With minor changes in the proofs we can show the dependence of C only on a lower bounds for σ and for the gap between σ + α and its integer part. To do it, we can modify the proof of Proposition 3.1, adding an additional sequence of orders σ k ∈ [σ 0 , 2] as in [11] . Everything in the paper is prepared so that this can be done (notice in particular that in the statement of the Liouville theorem in Section 3, the exponentᾱ does not depend on σ). However, since the proof of Proposition 3.1 is already quite involved as it is, we have chosen not to do this, not to distract the attention from the real difficulties of the problem. The following corollary provides with a C σ+α interior estimate for solutions u that are merely bounded in R n when the kernels are C α -recall that for rough kernels this is not possible. We introduce the class L α of operators of the form (1.1) with kernels K a satisfying (1.2) and (1.3) with C 2 replaced by C α and ρ −n−σ−2 replaced by ρ −n−σ−α -note that this is consistent with the definition of L 2 and L 1 . In the case of non translation invariant operators we will require the following regularity condition in the variable y:
with I is defined by (1.7) and satisfying (1.8), (1.9), (1.10), and (1.11). Then,
where C 0 is the constant from (1.10) and C depends only on n, σ, α, λ, Λ, and A 0 .
In order give a existence and uniqueness result for non translation invariant equations, we introduce a regularization procedure based in the one from [5] . We find regularized equations I ǫ (u ǫ , x) = 0 having C 3 solutions converging to I(u, x) = 0 as ǫ ց 0 (in the appropriate sense). A novelty with respect to [5] is that for our non translation invariant equations we do not have a comparison principle between viscosity solutions. Hence, our set up of Perron's method can not rely in the viscosity comparison principle but rather in a property of "classical solvability in tiny balls" for the regularized equations.
Using the regularization procedure and the a priori estimates of Theorem 1.1 and Corollary 1.2 we can prove the following existence and uniqueness result. Consider the nonlinear Dirichlet problem (1.6), where I, defined by (1.7), satisfies (1.8), (1.9), and (1.10), and where g is a bounded function belonging to C(R n ).
As a consequence, the solution u is the unique viscosity solution to (1.6).
Moreover, this solution u satisfies, in case (a), the estimate
and, in case (b), the estimate
A key idea in our proofs is to deduce the interior regularity results from a Liouville theorem, by using a blow up (compactness) argument. As a general method of proof in PDEs, this strategy of proving regularity from a Liouville theorem is very wellknown has been used in a large variety of problems. However, it had not been applied to nonlocal fully nonlinear equations until recently by the author in [11] .
In the context of nonlocal equations, the use of this method has two main advantages. First, the Liouville theorem approach allows us to work with solutions in the whole space -rather than only in B 1 , say. This makes possible to deal with rough kernels, since their issue of sensitivity to the exterior data does not cause trouble because "there is no exterior data". Second, since we blow up the equation, we typically retrieve a translation invariant limiting equation even in when the original equation is not. This is what allows us to obtain C σ+α Schauder estimates for non translation invariant equations. Similarly, we could easily deal with certain "lower order terms" in the equations that disappear after blow up. For instance, our proof immediately applies to the case of truncated kernels.
The outlines of our strategy are the following. First, we prove a Liouville theorem for global solutions satisfying a certain geometric growth control at infinity. To do it, we essentially apply some proof of regularity to a global solution. Using the scaling of the equation and the growth control, we obtain seminorm estimates in every ball B R that, letting R → ∞, imply that the global solution is a polynomial. Second, with the new Liouville theorem at hand, we use an appropriate blow up contradiction argument to deduce a interior regularity estimate for solutions only in
The faster is the growth allowed in the Liouville theorem, the better the regularity we will prove with it. For instance, to prove C 1+γ regularity for fully nonlinear elliptic equations of order σ > 1 + γ the useful Liouville theorem states: "if u is a global solution and |u(x)| ≤ 1 + |x| 1+γ for all x ∈ R n , then u is affine". This Liouville theorem is quite easy to prove using the Hölder estimates from [3] .
Similarly, to obtain C σ+α estimates we will need a theorem stating: "if u is a global solution to a concave equation and |u(x)| ≤ 1 + |x| σ+α for all x ∈ R n then u is a polynomial of degree two" (here we are thinking on the most delicate case σ + α > 2). The problem now is that it is not so clear how to translate this informal statement into a rigorous one. The most evident difficulty is that for functions growing like |x| σ+α our equation of order σ is meaningless, since the operators cannot be computed at such functions. They grow too fast.
An important point in the paper is to find an appropriate statement for this Liouville theorem, which is given in Theorem 2.1 in Section 3. Since the equation is meaningless due to the fast growth, Theorem 2.1 is not stated for viscosity solutions to some equation but rather for functions satisfying the three conditions (i)-(iii) in its statement. Unlike the equation, these three conditions make sense under the growth |x| σ+α and they summarize the relevant information of "being solution" to some concave fully nonlinear equation.
As it happened with the proofs in [11] , the ideas of the present paper seem very flexible and we believe that they can be useful in different situations within the context of nonlocal equations.
After finishing a previous version (published online as a preprint) of this paper, Luis Silvestre let us know about the preprint of Tianling Jin and Jingang Xiong [8] , where they prove Schauder estimates (C σ+α ) for L ∞ (R n ) solutions to concave fully nonlinear equations with smooth kernels in L 2 and C α dependence on x. Our Corollary 1.2 applies in particular to this situation since L α ⊂ L 2 . Their results and ours are independent, with different proofs, and both preprints were published online the same day. As explained in this introduction, Schauder estimates for non translation invariant equations were main open issue in nonlocal equations and thus believe that it is of interest to have now two different proofs of these estimates in the case of smooth kernels.
The paper is organized as follows. In Section 2 we state and proof the Liouville theorem that serves to obtain C σ+α regularity. In Section 3 we state and prove Proposition 3.1 (containing the compactness argument) and use it to prove Theorems 1.1 and Corollary 1.2. The regularization procedure and the proof of Theorem 1.3 are given in Section 4. Finally, in Section 5 we give the counterexamples to C σ+α interior regularity under the mere assumption of bounded complement data.
Throughout the paper we will use the following conventions:
• Given β > 0 which is not an integer we will denote as C β the space C k,β ′ where k = ⌊β⌋ is the floor of β and β ′ = β − k.
• The square brackets [ · ] will stand for seminorms. For example, when σ +α ∈ (2, 3), [u] C σ+α (B 1 ) will denote the C σ+α−2 Hölder seminorm of D 2 u .
• The constants λ and Λ are sometimes referred to as the "ellipticity constants".
The Liouville theorem
In this section we state and prove the Liouville theorem that is useful to show C σ+α interior regularity.
Theorem 2.1. Let σ 0 ∈ (0, 2) and σ ∈ [σ 0 , 2). There isᾱ > 0 depending only on n, σ 0 , and ellipticity constants such that the following statement holds. Let α and α ′ be constants satisfying 0 < α ′ < α <ᾱ. Assume that u ∈ C σ+α ′ loc (R n ) satisfies the following properties.
and for all R ≥ 1 we have
(ii) For all h ∈ R n we have
Then, u(x) is a polynomial of degree ν, where ν is the floor (or integer part) of σ + α.
Throughout the paper, α ′ will be a constant in (0, α). We will sometimes require, in addition, that ν < σ + α ′ where ν = ⌊σ + α⌋. An α ′ satisfying both conditions exists when σ + α is not an integer. In all the paper, one can think of α ′ as given explicitly by
The statement of Theorem 2.1 requires some more detailled explanation. Note that the
u(x) to be defined, even though u ∈ C σ+α ′ . However, the control in (i) implies that for every β ∈ 0, min{1, σ + α ′ } we have
of u( · + h) − u are well defined pointwise, and the inequalities in (ii) are meaningful in the classical sense.
Likewise, the function u( · + h)µ(h) dh − u is C σ+α ′ and belongs to L 1 (R n , ω σ ) -recall that when µ has compact support. Thus, the inequality in assumption (iii) is -also in this case-meaningful in the classical sense.
Remark 2.2. When σ ≤ 1 the proof of this Liouville theorem simplifies significantly and the assumption (iii) is not needed. In this case, the theorem follows from iterating the
. Applying this C γ estimate to incremental quotients of u at every scale and iterating (like in the proof of C 1+γ regularity for fully nonlinear equations) we obtain
Then, since σ ≤ 1 the conclusion of the theorem holds taking R ր ∞ provided that α < γ. For a very similar argument in the parabolic setting see [11] .
Proof of Theorem 2.1. In this proof we follow to a large extend the exposition in the lecture notes of Silvestre [12] , where an insightful sketchy version of the C σ+α regularity proof from [5] is given. In the present Liouville theorem setting, however, the same "simplified" argument (with few modifications) provides with a short complete proof. This is because since the equation holds in all the space there is no need to truncate functions and this avoid many technical complications.
We want to prove that for someᾱ depending only on n, σ 0 , λ, and Λ (but not on
3) Once this will be proved, since α <ᾱ, sending R to infinity the theorem will follow.
Let us define
Using (i) we find that P and N are C α ′ and satisfy
for all R ≥ 1. Indeed, let us prove (2.4) when ν = ⌊σ + α⌋ = 2 (the cases ν = 0 and ν = 1 are very similar). Using that
Therefore,
(2.5)
. Taking x ′ = 0 in (2.5) we obtain the bound by above for P in B 1 of (2.4). To prove the same bound in B R for all R ≥ 1 we use rescaling. Given ρ > 0 we consider the rescaled function
It is immediate to verify thatū satisfies the same assumptions (i), (ii), and (iii) as u. In particular the constant C in (i) forū is the same than that of u. Then, as we have proved before for u we have
Translating this fromū to u we obtain that 0 ≤ P ≤ Cρ α in B ρ and hence letting ρ = R the bounds for P in B R of (2.4). The bounds for N in (2.6) are obtained likewise.
Next, dividing u by the constant C in (2.4) we may assume
In order to show that u ∈ C σ+ᾱ we will prove that
This estimate on P is proved though an iterative improvement on the maximum of P on dyadic balls. Indeed, our goal is to improve the bound from above P ≤ 1 in B 1 to P ≤ 1 − θ in B 1/2 , for some θ > 0. After doing this, we will immediately have (2.7) for all k ≥ 1 for someᾱ small (related to θ) just by scaling and iterating. Let us thus concentrate in proving
In particular we have
We will takeᾱ very small (depending on δ 0 below) so that (2.6) implies
We define the function v as
Note that in particular
and define the set
Let us show that, for η > 0 small enough we have
Assume by contradiction that |D| ≥ (1 − η)|B 1 | for η small to be chosen later. That is, v is larger than (1 −θ) in most of B 1 . In that case we consider the function w defined as v but replacing A by R n \ A.
Using (iii), approximating χ R n \A (y)(2 − σ)|y| −n−σ by L 1 functions µ with compact support and using the stability under uniform convergence result for subsolutions [4, Lemma 4.3] we show that
We observe that by definition P − N = v + w and that, we have
-here we have used that P ≤ 1 in B 1 by (2.6) . Note in addition that the assumption (ii) yields
where c = λ/2Λ > 0. Here we have used (2.9). We now use the "half" Harnack of Theorem 5.1 in [5] applied to the function w = w(r · ) + c + (with r > 0 small) to conclude that w(0) + c ≤ c/2. Indeed, the functionw is a subsolution and, by (2.6), it satisfies 0 ≤ P ≤ 2 kᾱ in B 2 k /r (0) and w = 0 in D/r, which covers most of B 1/r . Hence, taking both r and η small enough we can make R nw (y)ω σ (y) dy as small as we wish. Thus, using Theorem 5.1 in [5] we find that w(0) + c =w(0) ≤ c/2 as promised. As a consequence we obtain that w(0) ≤ −c/2 < 0; a contradiction since w(0) = 0 by definition. This proves that (2.10) holds for some η > 0.
Note now that (2.10) is equivalent to
Next, by (iii), approximating χ A (y)|y| −n−σ by L 1 functions µ with compact support and using the stability under uniform convergence result for subsolutions [4, Lemma 4.3] we show that M
Taking now δ 0 small enough in (2.8) and using the L ε Lemma of Theorem 10.4 in [3] applied to the function (1 − v) + , which nonnegative in all of R n and which is an approximate supersolution in B 3/4 , we obtain that
This is equivalent to saying
as we wanted to show. This proves (2.7).
We next note that (2.7) implies
Given that (2.11) holds -recall that this follows from assumption (ii)-we similarly obtain that 0 ≤ N(x) ≤ C|x|ᾱ. Finally we notice that the point 0 in the definition of P and N can be replaced by any point z in B 1/2 . Therefore, using that
for some constant c < 0, we have shown -replacing 0 be any z ∈ B 1/2 -that
for all h ∈ B 1/4 . This and the classical Cᾱ to C σ+ᾱ estimate for the Riesz potential
The same argument repeated at every scale -replacing u by the rescaled function
) ≤ C which after rescaling gives (2.3). Then, as explained previously in this proof, the Theorem follows letting R → ∞.
Preliminary results and proof of Theorem 1.1
The following proposition is the core of Theorem 1.1. It is in its proof (by contradiction) where we use the blow up and compactness argument and the Liouville theorem.
Proposition 3.1. Let σ ∈ (0, 2). There isᾱ > 0 (depending only on σ, ellipticity constants, and dimension) such that the following statement holds. Given α ∈ (0,ᾱ) let ν be the floor of σ + α and assume that α
Then, u ∈ C σ+α (B 1/2 ) and
where C 0 is the constant from (3.1) and C depends only on n, σ, α, α ′ , λ, and Λ.
We will use the following trivial Claim.
Claim 3.2. Let β > 0 and β ′ ∈ (0, β). Let ν = ⌊β⌋ be the floor (or integer part) of β and assume that ν < β ′ < β. Let u be a continuous function belonging to C β ′ (R n
Proof. It is enough to prove it for ν = 0, that is, 0 < β ′ < β < 1 since the result for ν ≥ 1 follows from this case applied to partial derivatives of u.
To prove it, note that (3.2) implies that for all z ∈ B 1/2 and for all r > 0 we have
Hence (3.3) follows.
We now give the Proof of Proposition 3.1. The proof is by contradiction. If the statement of the proposition is false then, for each integer k ≥ 0, there exist u k and C 0,k such that
we may always assume this dividing u k by the previous quantity); and
Next we define
The function θ is monotone nonincreasing and we have θ(r) < +∞ for r > 0 since we are assuming that 
Here we have used that θ is non-increasing. Note we will have r ′ m ց 0.
Let p k,z,r (· − z) be the polynomial of degree less or equal than ν in the variables (x − z) which best fits u k in B r (z) by least squares. That is, p k,z,r := arg min p∈Pν
where P ν denotes the linear space of polynomials of degree at most ν with real coefficients. From now on in this proof we denote
We consider the blow up sequence
Note that, for all m ≥ 1 we have
This is the optimality condition for least squares. Note also that (3.5) implies the following inequality for all m ≥ 1:
Here we have used that ν := ⌊σ + α⌋ < σ + α ′ , and thus
zm) ) = 0, since p m is a polynomial of degree ν. Note that it is here were we crucially use the assumption that σ + α is not an integer.
Next we want to estimate
.
To do it, we use the definition of θ and its monotonicity to obtain the following growth control for the
Then, using (3.9) we obtain
for all β ∈ [0, σ + α ′ ]. Indeed, (3.10) implies that for every multiindex l with |l| ≤ ν there is some point x * ∈ B 1 such that |D l v m (x * )| ≤ C. The existence of such x * can be shown taking some nonnegative η ∈ C ∞ c (B 1 ) with unit mass and observing that the inequality
. Hence, using (3.9), we obtain that for all l with |l| = ν and x ∈ B R we have
Iterating the same argument, we then show the corresponding estimate for |l| = ν − 1, ν − 2, etc. Then (3.11) for all β ∈ [0, σ + α ′ ] follows by interpolation. Next we prove the following
. This function v satisfies the assumptions of the Liouville-type Theorem 2.1.
The C σ+α ′ /2 uniform convergence on compact sets of R n of a subsequence of v m to some v ∈ C σ+α ′ (R n ) follows from (3.11) and the Arzelà-Ascoli theorem (and the typical diagonal sequence trick). Moreover, passing to the limit (3.11) we find that the assumption (i) of Theorem 2.1 is satisfied by this limit function v. Now, each u k satisfies a concave equation of the type (1.7)-(1.8)-(1.10). Thus, for every L 1 density dµ(h) with compact support and µ(R n ) = 1 and for m large enough we have
Recall that by (3.1) we have sup a∈A k [c a ] C α (B 1 ) ≤ C 0,k . Hence, for allx ∈ B 3/4 (z) provided that m is chosen large enough so that r ′ m diam supp µ ≤ 1/4 we have
(3.12)
Note now that, since ν ≤ 2,
p(x, y) = 0 for all p ∈ P ν and for all x, y, h in R n . 
whenever |x| ≤ 1 Cr ′ m , and thus
Given that µ has compact support, that |C 0,km | ≤ 1, and that θ(r ′ m ) ր ∞, we obtain that the left hand side of (3.14) converges to zero m → +∞. Thus, passing (3.14) to the limit we find that
Indeed, to be able to pass to the limit m → +∞ on the right hand side of (3.14) we are using that, by (3.11), the functions
Thus, taking β ∈ α, min{1, σ + α ′ } , and since |x| σ+α−β ∈ L 1 (R n , ω σ ), we can safely pass to the limit on the right hand side of (3.14) by using the dominated convergence theorem. Therefore, the assumption (iii) of Theorem 2.1 is satisfied by v.
A very similar (actually easier) computation shows that the assumption (ii) is also satisfied by v. This finishes the proof the Claim.
We have thus proved that v satisfies all the assumptions of Theorem 2.1 and hence we conclude that v is a polynomial of degree ν. On the other hand, passing (3.7) to the limit we obtain that v is orthogonal to every polynomial of degree ν in B 1 , and hence it must be v ≡ 0. But then passing (3.8) to the limit we obtain that v cannot be constantly zero in B 1 ; a contradiction.
Using Proposition 3.1 we prove an intermediate technical statement that will be later used to prove Theorem 1.1. Proposition 3.3. Let σ ∈ (0, 2), λ, Λ, A 0 and C 0 be given constants with 0 < λ ≤ Λ. Suppose that A 0 ≤ 1. There isᾱ > 0 (depending only on n, σ, λ and Λ) such that the following statement holds. Given α and α ′ satisfying 0 < α ′ < α <ᾱ and ν < σ + α ′ < σ + α, where ν is the floor of σ + α.
, where I, defined by (1.7), satisfies (1.8), (1.9), and (1.10).
Then,
15)
where C 0 is the constant from (1.10) and C depends only on n, σ, α, α ′ , λ, Λ.
In addition, we have
and
We next write for x, x ′ ∈ B 1 ,
Let us now bound |A(x) − A(x ′ )|. We will do the case ν = ⌊σ + α⌋ = 2 (the cases ν = 1 and ν = 0 are very similar). On the one hand, we obtain
where we have used (1.9). On the other hand, letting
Combining this and (1.9) we readily obtain
On the other hand, lettingũ = (1 − η)u and using thatũ ≡ 0 in B 3/4 , we obtain with similar computations
Therefore, using (3.18) and (3.19), and recalling that we assume that
where C depends only on n, σ, λ and Λ. We have thus proven that the function ηu belongs to C σ+α ′ (R n ) with the control (3.16) on this norm and solves the equation (3.23) in B 1/2 withc(x) satisfying (3.20). Hence, ηu satisfies the assumptions of Proposition 3.1 and therefore (3.15) follows from the estimate provided by the same proposition.
As a last ingredient for the proof of Theorem 1.1, we recall the adimensional Hölder seminorms from the classical book Gilbarg-Trudinger [7] . We next recall the definition of the adimensional C β seminorm from Section 4 of [7] . Let β > 0 and let k be the integer such that β = k + β ′ for some β ′ ∈ (0, 1]. Then,
where d x,y := min{dist(x, ∂Ω), dist(y, ∂Ω)}.
We next give the
Proof of Theorem 1.1. Let ρ ∈ (0, 1) and z ∈ B 1 be such that B ρ (z) ⊂ B 1 . Let u(x) = u(z + ρx). The functionū solves in B 1 the rescaled equation
in B 1 . Note that if the kernels K a (x, y) of the original operator I satisfy (1.8)-(1.9)-(1.10), then the rescaled kernels
ofĪ also satisfies (1.8)-(1.9)-(1.10) with the same constants λ, Λ, A 0 , C 0 as those of I. In fact, we have
, as it will be used,Ī satisfies (1.9) with A 0 replaced by ρ α A 0 ≤ A 0 . Let ν = ⌊σ + α⌋ and α ′ = α ′ (σ, α, ν) be given by (2.1). Since σ + α > ν by assumption (it is not an integer) we have α ′ ∈ (0, α) and ν < σ + α ′ . Then, assuming that A 0 ≤ 1, Proposition 3.3 applied toū yields
where C 0 is the constant from (1.10) and C depends only on n, σ, α, λ, Λ.
Using standard interpolation inequalities in B 1 to control the full norm
, and scaling back (3.22) fromū to u, we obtain
The previous estimate holds in every ball B ρ (z) ⊂ B 1 and this immediately yields, in terms of the adimensional Hölder norms, that
Then, assuming that A 0 ≤ ε 0 , with ε 0 small enough (depending only on n, σ, λ, and Λ), and using the interpolation inequality for adimensional Hölder norms [7, Lemma 6 .32 in Section 6.8]
we have proven the theorem in the case of
Let us prove now the Theorem also for non-small A 0 . We only need to use a typical scaling trick. Let as before z ∈ B 1/2 and ρ ∈ (0, 1] such that B ρ (z) ⊂ B 1 . We have already seen that if the functionū = u(z + ρx) solves the rescaled equation (3.21) in B 1 and that A 0 in the new equation by ρ α A 0 . Therefore, choosing ρ small enough -depending on A 0 and α-so that ρ α A 0 ≤ ε 0 we may apply the previous estimate to the rescaled equation to obtain
Since a finite number of these balls cover B 1/2 , the estimate of the Theorem follows.
To end the section we give the Proof of Corollary 1.2. First, note that using for instance the Hölder estimate in [3] , the solution u belongs to C α (B 7/8 ) with and estimate -note that α <ᾱ withᾱ small enough. Let η ∈ C ∞ c (B 1 ) be a smooth cutoff function with η ≡ 1 in B 6/8 and η ≡ 0 outside B 7/8 .
Then, ηu ∈ C α (R n ) solves the following equation in B 5/8 :
Using the additional assumption (1.11) and the fact that (1 − η) ≡ 0 in B 6/8 we readily show that c a C 
Approximation procedure for non translation invariant equations
In this section we show a way of approximating a non translation invariant equation I(u, x) = 0 in B 1 of the form (1.7) and satisfying (1.8)-(1.9)-(1.10) by a sequence of equations I ǫ (u ǫ , x) = 0 that admit C 3 solutions in B 1 . This approximation procedure is modification of the one in [5] .
For ǫ ∈ (0, 1), let
where, for all a ∈ A and for all x in B 1 and y ∈ R n \ {0}, we have We will prove the following Proposition 4.2. For all ǫ > 0, the Dirichlet problem
Proof. To show that, for all ǫ > 0 the Dirichlet problem (4.5) admits a unique solution u ∈ C(R n ) ∩ C 3 (B 1 ) we will use Perron's method. Since a comparison principle between viscosity solutions is not available for non translation invariant nonlocal fully nonlinear equations, the use of Perron's method will be based in the following crucial observation (existence of smooth solutions in tiny balls for the regularized equation).
Claim. Given ǫ > 0, there is δ 0 > 0 with δ 0 ≪ ǫ such that whenever B δ (z) is a ball contained in B 1 with δ ∈ (0, δ 0 ) there exists a unique solution w ∈ C(R n ) ∩ C 3 (B δ ) to the Dirichlet problem
Moreover, the function w satisfies
where C depends on n, λ, Λ, ǫ, and δ.
To prove the Claim, for fixed ǫ > 0 we rescale the operator I ǫ as follows
Note that the kernels that define the new operatorĪ are smooth and coincide to that of the fractional Laplacian inside of a large ball B ǫ/δ (recall that δ ≪ ǫ). Hence, writing CĪ(w,x) = (−∆) σ/2w (x) + N δ (w,x) for the rescaled functionw = w(z + δ · ) the problem (4.5) takes the form
where x = z + δx,
by the definition of K ǫ a in (4.2). Then, it is straightforward to verify -using (4.2) and (4.3)-that
where
) to (4.7) can be then constructed using the solvability of the Dirichlet problem with the fractional Laplacian and the Banach fixed point theorem. Indeed, let
Then, (4.7) can be restated as a fixed point problem as
The contractivity of the previous map in the "closed ball" {w : w L ∞ (B 1 ) ≤ 2} when δ/ǫ ≪ 1 follows form (4.8)-(4.9) and the elementary estimate for (4.10)
The continuity up to the boundary of w -with implies the uniqueness of solution to (4.5) in the class of viscosity solutions-follows from the results in the Section 3 of [4] . This finishes the proof of the Claim.
The previous Claim makes now it simple to apply of Perron's method to show existence of solution. As usual, we consider the following candidate to viscosity solution to (4.5):
is a viscosity subsolution of (4.5) . Using the Claim, and the barriers from Section 3 in [4] , the ideas of the classical proof by Perron's method of the existence of a harmonic function with given continuous boundary data in smooth domains apply to this case, since we also have solvability in balls (in our case tiny ones). We obtain that u ǫ solves classically the equation in the interior and attains continuously the complement data.
Indeed, as for harmonic functions, in the supremum of (4.11) defining u(x), for every δ ∈ (0, δ 0 ) such that B δ (z) ⊂ B 1 we can replace the subsolution w by the solution in B δ (z) with its same values outside. The new function will be larger by the comparison principle between a viscosity an a smooth solutions. It then follows using (4.6) and Arzelà-Ascoli that u ǫ belongs C 3 (B 1 ), and that it is a solution to the equation in the interior of B 1 . That u ǫ defined as in (4.11) is continuous function up to the boundary attaining the complement data follows from standard barrier arguments, employing the barriers from Section 3 of [3] .
The remaining part of this section will be devoted to the proof of Theorem (1.3) . In it, we will need the following Proposition. Proposition 4.3. Let σ ∈ (0, 2), and λ, Λ be given constants with 0 < λ ≤ Λ. Then, there exists γ ∈ (0, 1) depending only on n, σ, λ, Λ such that the following statement holds.
Let α ∈ (0, γ) and assume that u ∈ C σ+α (B 1 ) ∩ C(R n ) is a solution to
where C depends only on n, σ, λ, Λ, and α.
Remark 4.4. The only "novelty" of the previous proposition is that there is no loss in the exponent: from a C α exterior data we obtain a regularity up to the boundary with is also C α . Note that in the proposition γ is small and α < γ. The smallness of α is clearly important. Indeed, even for the equation ∆u = 0 in B 1 , it is well-known that Lipschitz boundary data may lead to a non-Lipschitz harmonic extension. Related to this, a variation of the blow up and compactness proof that we will use for this proposition shows that solutions to (−∆) s = 0 in B 1 with C α exterior data are C α up to the boundary whenever α < s. However, we do not expect the result to be true for α = s. The criticality of the exponent s comes from the fact that (x n ) Assume that u ∈ C(R n ) is a viscosity solution to
where H is the empty set or some half space, and that u satisfies the growth control
Proof. Let ρ ≥ 1 andū(x) = ρ −α u(ρx). LettingH = H/ρ, we have thatū solves
In additionū satisfies the growth control ū
in particular |u| ≤ C in B 1 and R n |u(y)| 1 + |y| −n−σ dy ≤ C.
Therefore if follows, using the interior and boundary regularity results from [3] and [4] , that ū C γ (B 1/16 ) ≤ C, (4.14)
for some small γ depending only on n, σ, λ, and Λ. Indeed, there are only two nontrivial cases: that H contains B 1/8 , or that ∂H has nonempty intersection with B 1/8 . Otherwise H ∩ B 1/4 = ∅ and (4.14) is trivial since u ≡ 0 in B 1/8 .
In the first case (B 1/8 ⊂ H), (4.14) follows from the interior estimates in [4] . In the second case, there will be some point z in the intersection ∂H ∩ B 1/8 , and u solves an equation in half of B 1/2 (z) and vanishes in the complementary half ball. Then, a barrier argument shows that, for some small p > 0, 
Then (4.14) follows since clearly B 1/16 ⊂ B 1/4 (z) -recall that z ∈ B 1/8 . Finally we scale back (4.14) fromū to u and we obtain that, for all R ≥ 1,
Sending R ր +∞ we obtain that [u] C γ (R n ) = 0 and thus u is constant.
Let us now give the
Proof of Proposition 4.3. Since u is a solution of (4.12) then by [4, Theorem 3.3] that u satisfies the estimate
for some α ′ > 0 and C depending only on n, σ, λ, Λ. Note that although Theorem 3.3 in [4] is stated with a general modulus of continuity, a quick inspection to its proof shows that a Hölder modulus of continuity for the exterior datum leads to another (worse) Hölder modulus of continuity up to the boundary.
By homogeneity we may always assume that g C α (R n \B 1 ) + C 0 = 1. We want to show that the previous estimate (4.16) holds also with α ′ replaced by α, provided that α ∈ (0, γ), where γ is the exponent from Lemma 4.5. That is, we want to establish (4.13). The proof is by contradiction.
Similarly as in the proof of Proposition 3.1, if the estimate (4.13) is false then, for each integer k ≥ 0, there exists g k , C 0,k , and u k , satisfying (4.12) -with u and g replaced by u k and g k respectively-such that
Using Lemma 3.2 we then have
Note that θ is monotone nonincreasing and w θ(r) < +∞ for r > 0 since we are assuming that g k C α (R n \B 1 ) +C 0,k = 1 and hence by (4.16) we have
In addition, by (4.17) we have θ(r) ր +∞ as r ց 0.
As in the proof of Proposition 3.1, there are sequences r m ց 0, k m , and z m → z ∈ B 1/2 , for which
We then consider the blow up sequence
Note also that (4.18) is equivalent to the following inequality for all m ≥ 1:
Similarly as in the proof of Proposition 3.1 we obtain Since I is an operator of the form (1.7) satisfying (1.8)-(1.9)-(1.10) then so is the regularized operator I ǫ up to replacing λ, Λ by λ/C, CΛ-see Remark 4. [4] provides with a modulus of continuity in B 1 for u ǫ -this modulus of continuity depends on the modulus of continuity of g, n, σ, λ, Λ, and C 0 , but not on ǫ. Therefore, using the Ascoli-Arzelà theorem, is a sequence ǫ m ց 0 and a function u ∈ C 0 (B 1 ) such that u ǫm → u uniformly in B 1 . Since I ǫ → I weakly as ǫ ց 0, it follows from the"stability lemma" [4, Lemma 4.3] that the limiting function u is a viscosity solution of I(u, x) = 0 in B 1 that attains continuously the complement data g.
Let us prove that in both cases (a) and (b) the viscosity solution u belongs to C σ+α (B 1 ) and hence it is a classical solution. For any z ∈ B 1 and ρ > 0 such that B ρ ⊂ B 1 consider the resealed functionū ǫ (x) = u ǫ (z + ρx). Exactly as in the proof of Theorem (1.1), the functionū satisfies in B 1 the rescaled equationĪ ǫ (ū,x) = 0, whereĪ ǫ is still of the form (1.7)-(1.10)-(1.11) with the same C 0 , A 0 and ellipticity constants as I ǫ . In the case (a), using Proposition 4.3 we find that u ǫ ∈ C α (R n ) with
, applying Theorem 1.1 to the function u ǫ ∈ C σ+α (B 1 ) we obtain the estimate
Since u ǫm → u uniformly in B 1 , it follows thatū ǫm →ū uniformly in B 1 and thus, passing (4.22) to the limit we find
This implies that uis C
. Since all these balls B ρ/2 (z) cover B 1 we have u ∈ C σ+α (B 1 ). Moreover, when we take z = 0 and ρ = 1 we then haveū ≡ u and we the previous estimate forũ yields the desired estimate for u C σ+α (B 1/2 ) .
In the case (b), using the trivial barriers we prove that
Therefore, using Corollary 1.2 applied to the functionū we obtain that
where C 0 is the constant from (1.10) and C depends only on n σ, α, λ, Λ, and A 0 . Again, this implies that u ∈ C σ+α (B 1 ) and the estimate for u C σ+α (B 1/2 ) . Finally, in both cases (a) and (b), after having proved the existence of a classical solution (attaining continuously the complement data), its uniqueness among the class of viscosity solutions follows from the trivial comparison principle between a classical solution and a viscosity solution. . Such sequences can be regarded as counterexamples to a C σ+α interior estimate for linear or convex equations with rough kernels with merely bounded complement data. These counterexamples are built here in dimension n = 1. Clearly, looking at these one-dimensional counterexamples as 1-D profiles in R n we will have counterexamples in every dimension. We will need the following elementary Claim 5.1. Assume that some function u and α > 0 it is
Then, for all L ∈ L 0 we have
where α ′ > 0 and C depend only on σ and ellipticity constants.
Proof. We have
The third bound is obtained by "interpolating" the first and the second ones. But then for all x 1 , x 2 ∈ (−1/4, 1/4)
where we have taken θ < 1 very close to 1 such that θ(σ + α) > σ and α ′ = (1 − θ)α.
We note that with the same assumptions of the Claim it is possible (and not difficult) to prove that (5.1) holds for α ′ = α but the previous rough version will suffice for our purposes. 5.1. Linear equations with rough kernels. In R, for every integer m ≥ 1 consider the function u m that solves
where L m is defined by ψ ≤ 0 there -see [4] . Since u m ≡ 0 in (−2, −1) ∪ (1, 2), by using translates of ψ (respectively −ψ) as upper (lower) barrier we prove that
Combining this with known interior estimates we obtain, for small enough α > 0,
Finally let us show that it is impossible that u m C σ+α (−1/2,1/2) ≤ C with α > 0 and C independent of m. Let us write u m = u 
m . On the other hand, using that for |y| > 2 + Combining this with known interior estimates we obtain, for small enough α > 0, In the last inequality we have used (5.3).
Let us show that it is impossible that u m C σ+α (−1/2,1/2) ≤ C, with α > 0 and C independent of m.
To reach a contradiction let us show that the kernels b m (y)|y| −n−σ andb m (y)|y| −n−σ would "perform similarly" when integrated only in (−2, 2) against δ 2 u m at the points 0 and , y ≤ C|y|
The first bound is obtained from the assumption u m C σ+α (−1/2,1/2) ≤ C and the second from (5.3). Hence, "interpolating" the two bounds we obtain 
