. Discussion of alternative design approaches and useful surveys are rare [20] . This paper is an attempt to formulate the network control problem for ATM and similar networks, in a way that clarifies the key issues and provides a framework for carefully addressing issues of correctness, computational efficiency and resource allocation.
It does not offer any complete solutions to the problem but identifies some intersting points in the design space and develops some basic understanding of their merits.
It is directed to researchers in both distributed systems and networking, since the creation of effective solutions for these problems requires the methods and perspectives of both research communities.
ATM technology has its roots in research projects in CNET [4, 5] and Bell Labs' [14, 16] Figure  1 in which a cell arriving at the central switching system with a VCI of i is forwarded to output port p of the switch and assigned a new VCI of j. ATM networks can support virtual circuits that operate at any data rate, up to the capacity of the links that carry them. In the simplest case, one can simply reserve a fixed fraction of the link capacity for different virtual circuit. In many cases the reserved capacity will correspond to the fixed transmission rate used by the terminals communicating over the virtual circuit.
In cases where the terminals vary their transmission bandwidth, it may correspond to a long term average or some notion of effective transmission rate. We are not concerned with the issue of how these rates are obtained in this paper, and simply assume that each connection requires some fixed amount of capacity that can be allocated by the network control system. In the last section of the paper, we return to this issue.
One of the more interesting characteristics of ATM networks is their ability to support multicast virtual circuits, in which information from a single source is replicated and distributed to multiple destinations 2.
The replic&.ion and forwarding is implemented in the switching system hardware. The management and control of such multicaat virtual circuits is the main fcus of this paper. In the simplest case, a multicast virtual circuit haa a single sender and multiple receivers.
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However, it can also be useful to have virtual circuits in which each participant can both send and receive.
We generalize this further by allowing virtual circuits in which some endpoints can be designated senders, some receivers and some can be both. We require that it be able to reliably deliver a message of arbitrary length to any specified destination in the network and return an acknowledgement indicating successful delivery. Failure to deliver a control message in a bounded time interval should be sufficiently rare that it is acceptable for such a failure to trigger failure of the entire operation associated with the message. We also require that the message delivery system deliver messages between two control elements in FIFO order.
We do not consider the question of network addressing in this paper, but do assume that every terminal is identified by an address which specifies a location (either logical or physical) in the network. Terminals may also have higher level names that can be converted to addresses by some separate process, but we don't consider those questions here.
In the remainder of this paper, we consider the design of control systems for ATM networks in some detail.
Section 2 provides a formulation of the network control problem that is rigorous enough to allow one to make precise statements about the correctness, efficiency and use of resources by a network control
system. This provides a framework for discussing network control algorithms and is perhaps the main contribution of the paper. Sections 3 through 5 discuss the issues associated with control systems for progressively larger-scale network configurations.
In each section, we identify a particular point in the design space and explore the issues raised by the claas of designs it represents.
We do not provide complete solutions in any of these sections, but merely outline some of the possibilities and indicate how they might be %eahed
out, and what the consequences would be. Section 6
Figure 3: Example Network summarizes the paper and discusses some of the issues that have been omitted from the main discussion.
Formulating the Problem
In this section, we give an abstract model of the network control problem that will form the basis of our later discussion of alternative designs. The model suppresses a number of details that can be important in a practical system context, but retains enough of the real system issues to expose the essential complexities.
We model a network as a directed graph G = (V, E) with integer edge costs 7(u, u) and integer capacities K(U> v). Vertices which are incident to exactly one edge in the underlying undirected graph, are called terminals.
All others are called switches. We let T denote the set of terminals and S the set of switches.
These definitions are illustrated in Figure 3, The cost of a set of descriptors C is defined to be
A set of connection descriptors is optimaJ if there is no other set of descriptors implementing the same set of requests that has lower cost. Note that the set of descriptors in Figure 4 is valid and optimal, but if we were to increase the weight of cs to 7, it would become both invalid and infeasible.
A local connection descriptor at vertex u is defined as a tuple [u, cu, The connection descriptors for the terminals are not shown.
We define a network control system as an abstract data type that maintains a feasible set C of connection descriptors for a network G by operating on a set of local connection descriptors that collectively implement the set C. The abstract operations that are performed by the network control system are defined in terms of their effect on the global descriptors, but the system is required to realize these effects by operating on the local descriptors (this is detailed further, below). Note that each of the operations listed below has an invocation point (denoted by the subscript z), which identifies the terminal controller which invoked the operation and which expects a response. We now illustrate the operations with a few examples.
Connection c1 in Figure 4 , would typically be constructed using the operation create. (a, 1, both), followed by invitea(cl, n) and add~(cl, n, both).
Connection C2 could be constructed using the operations createb (b, 3, src) followed by add~(c2, g, dst), adde(c2, e, dst), addl(c2, /, dst) and addt (C2, f, dst).
The add operation can be extended to add a set of endpoints in one step, but we do not consider that option here.
The local connection descriptors are maintained by the switch controllers, which also make changes to the switches' hardware control tables necessary to provide the actual virtual circuits.
The network control system implements changes to the local connection descriptors by sending messagea to the switch controllers similar to those given above. We omit the definitions as they are fairly obvious analogs of the ones given above. We do note that a switch controller will carry out requests that, according to its local view, do not exceed any resource bounds (each switch controller maintains a record of the capacity of the edges incident to its switch).
In any case, a switch controller returns a message indicating success or failure.
A network control system is called incremental if the connection graphs constructed by various operations are either supergraphs or subgraphs of the original connection graphs.
We say that a network control system is sequentially correct if given any set of local connection descriptors that implements a valid set of global descriptors, and any properly specified operation from the above set, it carries out the operation as defined above and returns. That is, at the time it returns, the set of local descriptors implements the new set of global descriptors required by the operation definitions.
Sequential correctness only means that a network control system will operate correctly when operations are presented one at a time (a new operation is requested only after a response is given to the previous operation).
However, we are generally more interested in the case where requests are made concurrently at different vertices in the graph, and processing of different operations is carried out concurrently. We consider a network control system correct in this sense, if the set of local descriptors resulting from the concurrent execution of a set of operations is the same as would be obtained in some sequential execution.
Of course, the implementation of a network control system may also involve other data structures that allow various operations to be carried out more efficiently. Correctness of a particular system will also require that these data structures be consistent with the set of global descriptors.
(For example, if there is a variable that records the link capacity in use between vertices u and v, its value should equal Ac(u,
where C is the set of global descriptors.) However, since these data structures can generally be computed directly from the local descriptors, we won't address them separately.
Note that our definition of correctness defines a network control system to be correct, even if it never successfully completes any operation requiring allocation of resources. Such a system, while correct, is not particularly useful, so we generally require that in addition, a system be responsive. We say that a control system is sequentially This, together with our assumption of FIFO message delivery, is sufficient to ensure that concurrent operations execute aa though they were sequential, even though they may be overlapped in time.
Our example also raises issues relating to how our abstract model reflects capacity allocation on links. In our model, we specify the capacity from one switch to another by a single number, but as our example configuration makes clear, this capacity may be provided by multiple physical links. This can lead to fragmentation in which there may be sufficient unused capacity on the set of links joining a pair of switches to accommodate a new connection request, but not enough capacity on any one physical link. In practice, individual connections must usually be assigned to a single physical link, and it is generally not practical to re-pack existing connections to reduce fragmentation (m-packing would disrupt the flow of data on the virtual circuits).
The effect of this fragmentation is to reduce the effective capacity of a set of links. Since Overall, there are about 3,000 link groups joining transit switches to access switches, and another 2,000 joining transit switches.
With this large a configuration, network control requires more processing capacity than a single processor can provide. Consider first, the case in which each switch has it's own dedicated network controller.
To get a feeling for the processing capacity required, let's ssaume that ueers request an average of r operations per minute each, and that an average operation involves two access switches and two transit switches.
With these assumptions, the network controller for each access switch must be able to process 333r operations per second and the network controller for each transit switch must be able to process 3, 333r operations per second. However, a single processor will clearly be insufficient for the transit switch controllers.
On the other hand, ten processors can be sufficient, making it reasonable to control a transit switch using a single shared-memory multiprocessors. can select an appropriate path, then send messages to the network controllers for the switches along the path, ssking that they allocate the necessary link capacity and implement the connection in the switch hardware (the selection of the specific links and virtual circuits can be handled by the network controllers along the path).
When they have either completed their individual operations or decided they cannot, the network controllers along the path will respond to the msster controller, which can then either respond affirmatively to the requester or re-try the attempt with a different path. If the operation does not succeed after two or three attempts, the resources would be released and a failure indication returned to the terminal that made the request. The remove, retype and reweight operations can also be handled by the master controller in a straightforward way. It is not hard to see how to implement the operations in a way that ensures that the local con- Eliminating the possibility of livelock requires mechanisms for recognizing it and breaking the cycle of dependencies on which it depends. In this case, the likelihood of livelock is arguably small enough to make it reasonable to ignore the possibility altogether. We don't consider the subject further here, but note that it could conceivably be an important issue. There is an obvious performance limitation of the network control system we have outlined.
In the csse of highly dynamic multipoint connections, the msster controller could easily become a serious performance bottleneck.
However, there is a simple extension that can drastically reduce the likelihood of this.
The extension is to allow a network controller at an access switch to handle add and remove requests locally, without involving the master controller, whenever possible. Specifically, if a network controller at an access switch U receives a request to add one of its connected terminals to a connection that is already present at U, itcould handle the request locally. This operation can be made transparent to the connection's master controller,
by omitting information about specific terminals in the connection from the master controller's global description. or remove operation is when these operations cause the number of connected terminals at a given access switch to change from zero to one, or vice-versa.
Within the network controller for an access switch, we have the same issues with respect to scheduling and concurrency that we have in the case of centralized control.
However, there are some new issues for the transit switches, since transit switches are controlled by a collection of shared memory multiprocessors. The network controllers for transit switches must maintain local descriptors for each connection passing through them, as well as detailed information about their local resources.
The connection descriptors for individual connections can be assigned to specific multiproces sors based on the identity of the connection owner.
Since transit switches get requests to operate on a connection through the net work controller for the owner's access switch, this method of assignment also makes it easier to ensure FIFO message delivery. The previous two sections considered networks that were small enough to allow at least some centralization of processing and some distribution of global network state. In this section, we focus on networks that are large enough that a more comprehensive distribution of processing and information is really required. Again, to make the discussion concrete, assume there are over 109 terminals, connected to access switches with an average of 10,000 terminals each. Each access switch connects to one or a few transit switches, using a total of 100 2.4 Gb/s access links, and the transit switches are each connected to about 50 others, with about 402.4 Gb/s links between each connected pair. With 109 terminals, there will be about 105 access switches and 104 transit switches. Assume the network topology is richly enough interconnected that we need never consider paths between transit switches with more than five links and that the average path between transit switches requires three links.
As in the last section, we assume a network controller for every switch, but given that the network is 100 times larger than in the previous case, it no longer seems reasonable to distribute any global network state that changes dynamically in response to individual user requests. So a key question becomes, how can we select paths to satisfy add requests, without global link status information, and without a complete picture of even a single connection? Let's first consider just the problem of selecting a path from a given point in the network to some destination. To allow this to be done quickly, we can provide the network controller for each switch with a table cent aining an entry for every possible destination switch in the network.
Each entry consists of a list of neighboring switches through which the destination switch can be reached. Each list is ordered so that the shortest paths to the destination through each successive neighbor in the list are increasing in length.
To avoid routing loops, every neighbor in the list is closer to the destination than the network controller for which the table is configured.
Given a set of tablea like this, we can find a path to a given destination from some switch by consulting the switch's routing compare to the shortest path available, in a richly connected network, one would expect it to normally prm duce short paths, and to do so far more quickly than any method that guarantees shortest paths. In fact, one could probably design a network topology to ensure that paths produced by such an algorithm were never too much longer than the shortest path and that the failure of the algorithm to find a path meant that no 'short enough' path was available.
There is a natural generalization of the routing technique described above that could improve its performance.
Instead of using a list of best neighboring cation. This implies that in order to process the add request, we need a target (or perhaps a selection of multiple targets) to aim for. We could require that the terminal making the request supply one or more targets, along with the connection identifier and weight.
In common cases, the user may have this information anyway. For example, the user could have it as a result of receiving a prior invite message, or in the case of connections used for public information distribution, through secondary sources (e.g. T.V. Guide). In addition to these means, the network can provide information services that supply such auxiliary information,
given a connection identifier. This is analogous to the use of directory assistance in the telephone network and would be used only when needed to avoid making it a performance bottleneck.
The load on the information service can be distributed over multiple servers by mapping some portion of the connection identifier to the address of a server responsible for maintaining information about that connection. From the above discussion, we can develop a picture of how each of the various network control operations can be implemented.
As in the previous section, each terminal requests that the network perform control operations on its behalf by sending messages to the network controller for the access switch it is connected to. The create operation is essentially the same as in the centralized control scenario. However, now the connection may have to be registered with an information server. The need for registration can be indicated by the owner, in an additional parameter in the create operation, or can be implemented as a separate operation, allowing the owner to decide to register or 'de-register' a connection at any time.
As discussed above, we assume that additional pr ameters are included in the add operation, specifying the weight of the connection and the identity of at least one target location in the connection. The access switch receiving the original operation request forwards the request to the access switch for the requested new endpoint (call it U). U first determines if the requested new endpoint has sufficient capacity on its access link, then selects one of the targets and at arts hunting for a path to that target, as described above. Assuming the path hunt reaches the connection at some switch V, the path can be retraced with resources along the path being committed to the con- In situations where the capacity of link groups is much larger than the capacity of a single virtual circuit (which is inherently true in large-scale systems), a simple representation for the state of the link group can suffice, since a representation that leads to conservative decisions will have only a small impact on the efficiency with which network resources are utilized in this case. It maybe desirable to use more than a single bit per link group, but it doea not appear that complex representations are necessary or provide any significant advantages. Similar observations apply to adaptive data traffic, but it may be necessary to have separate state information for adaptive traffic than for reservation-oriented traffic.
Multicast routing is another issue that was touched on only lightly in the body of the paper. This is a major subject in its own right and has been discussed in a number of papers [18, 19] . For the kind of dynamically changing connections considered here, the only practical choices that have been identified are variations on a simple greedy algorithm that adds new endpoints using a shortest path from the endpoint to the connection, and deletes endpoints by pruning the branch needed only by the endpoint being dropped. This is the general type of algorithm considered here, although others are certainly possible within the context of the same general framework for distributed control.
While the worst-case performance of these algorithms can be poor, simulations provide evidence that they should work well in practice [18, 19] .
It's important to note that routing and network topology design are very inter-related. While it can be useful to consider them separately, one cannot really understand how routing algorithms are likely to perform without also understanding something about how networks are configured.
ATM networks introduce some new issues for network design that have not been widely studied and are directly relevant to the question of routing in ATM networks. While such questions are beyond the scope of this paper, the interested reader will find a good introduction to these issues in [10] .
There are other approaches for how to distribute control in a network that we haven't touched on. In general, all the control algorithms we have considered rely on structural partitioning to define regions of the network controlled by different entities (in some cases these regions are single switches). Another way to divide the responsibility for resource management is layered partitioning in which each of a number of network controllers is responsible for a 'layer' that spans the entire network.
These could take the form of separate spanning trees or simply dividing each link group among different controllers. Layered partitioning has the advantage that it allows all the resource allocation for an operation to be handled by a single processor in most cases. Another option is to not to divide up the responsibility in any fixed way but allow different network controllers to directly allocate whatever their resources they need, using fine-grained locking mechanisms to prevent them from interfering with one
another, Yet another way to manage the distributed control in large networks is to organize the control in a hierarchical fashion. This is of course the classical approach used in telephone networks and has also been suggested in recent proposals for ATM network control [9, 21] . This paper does not consider the full range of operations that might be performed on a connection. In particular, it does not allow multiple connections to be operated on as a group and possibly constrained to follow common paths in the network, a feature that is desirable when using several connections to support multimedia applications with separate connections for audio and video. While this does require some additional mechanisms, it does not change the problem at any fundamental level. We have also not considered variations of the add operation that allow sets of endpoints to be added at once, or operations that allow two connections to be combined to yield a larger connection.
Nor have we considered how multicast connections can be automatically reconfigured when links fail. All of these would be worthwhile extensions, and the bssic framework could certainly be augmented to handle them. 
