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to the experimenter outside the mock scanner. They practised this role with the experimenter (see 181 scanning session below) such that they became familiar with the task they would perform during the 182 scanning session but were not teaching the student any information about associations that the 183 student would need to learn in the scanning session -i.e. they learnt how to teach a student, 184 without teaching a student stimulus-response associations that would be later used during scanning. 185
In this part of the training, exactly the same setup was used as during scanning, but with the 186 experimenter taking the place of the student and only a reduced number of trials (20) were used. It 187 is important to note that given the requirement to maintain control of responses of the 188 experimenter across subjects, the actions of the experimenter, as with the actual student, were 189 actually a set of pre-programmed computer-controlled responses. 190
191

Scanning session 192
Before the teacher entered the scanner they were shown the student sitting in the MRI control 193 room, in front of the monitor with a response keypad. The corner of the student's screen was 194 covered, allowing information to be presented to the teacher inside the scanner that the student 195 was not presented with (see trial structure below for more details). Crucially the teacher was made 196 aware that they would have access to information in the corner of the screen that was not able to be 197 seen by the student. 198
199
By obscuring that corner of only the student's screen (and not the teacher's screen) it was also 200 possible to present the teacher's trigger cue and response to them without the student being able to 201 observe this information. Hence, the teacher was also aware that the only feedback displayed to the 202 student was that of a pound coin or a pound coin with a cross through it at the time of the final 203 feedback. If the teacher failed to accurately indicate whether the response of the student was 204 correct or incorrect, then the words "no feedback" were presented on the screen to the teacher and 205 the student. This strategy ensured that teachers believed that the student was learning from the 206 feedback that they were providing and ensured that they performed the task accurately. The 207 teacher believed that the student was responding to the trials in real-time, but in fact the trials were 208 computer-controlled, and the profile of responses were based on those of a participant during a 209 previous pilot experiment. This participant was chosen due to a fast learning rate (see behavioural 210 modelling below) and also as they missed only three trials. These trials were also shown to the 211 teacher, thus ensuring that the pre-programmed behaviour of the student seemed genuine to the 212 teacher. At the end of the scanning session the participants were asked standard debriefing 213 questions, as used in previous studies (Apps et , to ensure that they had maintained a full belief in the deception throughout the experiment. 215
Specifically, we asked four yes/no questions. (1) Are you surprised to read that you were deceived 216 on the task (yes/no) ? (2) Did you believe that the responses that you were observing were those of 217 the other person (yes/no)? (3)Did you believe the other person was learning the correct responses 218 from your feedback (yes/no)? (4) Did you believe that the other person was learning the correct 219 responses for the different shapes for the first time? (yes/no). A 'no' response on question one or a 220 'yes' response on questions two to four would have led to exclusion from the experiment. 221
Trial structure (see fig.1 ). 222
The teachers' trials consisted of an instruction cue (one of the ten that they had learnt associations 223 for during training), immediately followed by the cue indicating the correct button (which reminded 224 the teacher only -and not the student -of the correct association for that instruction cue), a student 225 trigger cue and response (indicating to the teacher which response the student had made), a teacher 226 trigger cue (to which the teacher pressed one button on a keypad for a correct student response and 227
another for an incorrect student response -cued by the presence of a pound or coin or a crossed 228 out pound coin switching pseudorandomly from left to right across trials) and then the feedback 229 (indicating to the student whether the response was correct or incorrect). 230
231
Computational Modelling 232
Behavioural Modelling 233
The behaviour of the student was modelled using a simple Rescorla-Wagner (R-W) based 234 reinforcement learning algorithm (Rescorla and Wagner, 1972) which has been extensively used to 235 examine the behavioural and neural basis of arbitrary visuomotor associations (Dayan and Balleine, 236 2002; Schultz, 2006; Brovelli et al., 2008; Dayan and Daw, 2008) . This model also bears considerable 237 similarity to recent, influential models of ACC function (Silvetti et al., in press; Alexander and Brown, 238 2011). As the aim of this study was to examine brain activity in teachers, we maintained 239 experimental control by ensuring that all subjects observed the same learning behaviour exhibited 240 by the student. This requirement did not allow us to make comparisons between different 241 computational models of behaviour, as model comparison cannot be meaningfully applied to a 242 single subject's data. However, given the extensive use of the R-W model for associative learning 243 tasks similar to that used here (Dayan and Daw, 2008) , and the fact that most recent computational 244 models of ACC function that we know of are underpinned by the same principles as a R-W model 245 (Silvetti et al. in press), this approach was more than sufficient for meeting the aims of this study. 246
9
The R-W model assumes that the associative value of an action (or stimulus) changes once new 248 information reveals that the actual outcome of a decision is different from the predicted outcome 249 (Rescorla and Wagner, 1972) . Thus, on each trial, an action has a predicted associative value, that is 250 updated by a prediction error signal when the outcome reveals that this prediction is erroneous. The 251 evolution of the associative values for each action are given by: 252
253
(1) 254
In both (1) and (2), n is the trial number, a = 1 ….k with k representing the available actions and η is 258 the learning rate. The asymptotic value (λ) of a correct action is greater than 0, but is a free 259 parameter that is estimated, and is 0 for an incorrect response. A prediction error is therefore the 260 student's prediction of its associative value ( ( ) ) subtracted from the actual value of the action ( ) 261 known by the teacher. We instructed the students (and teachers on the first day) that 1 of the four 262 finger movements could be correct for each instruction cue stimulus. Importantly, this also ensured 263 that learning the correct association for one instruction cue was not informative as to the correct 264 associations for any other instruction cue. Thus the associative values of actions for one instruction 265 cue were not informative as to the value of an action for another instruction cue. The initial 266 associative strength of each action for each stimulus was set to λ/4, given the equiprobability of 267 each of the four actions being correct. 268 269 270
Model estimation 271
To model the action selection process of the student we transformed the associative values into 272 probabilities using the softmax equation. This method is a standard approach used in reinforcement 273 learning theory (Sutton and Barto, 1981) . The probability of the action chosen by a subject is given 274 by: 275 276 (3) 277
This equation converts the associative values of the action chosen by a subject to a probability 279 ( ( )). The coefficient β represents the stochasticity (or temperature) of the student's behaviour 280 (i.e. the sensitivity to the value of each option). A high β (greater than 1) causes all actions to be 281 nearly equiprobable, with a low β amplifying the differences in associative values. These two 282 algorithms were used to model action selection by the student over time. The associative value the 283 student placed on the chosen action ( ( )) was then updated in the R-W model, based on the 284 feedback. 285 286 Crucially, in this study, the feedback was provided by a teacher (the subject being scanned). As the 287 teacher had expert knowledge of all the associations -and was informed of the correct action on 288 each trial-they knew the asymptotic value (λ) of each action chosen by the student. In this 289 experiment, an aim was to examine whether the teacher modelled the learning of the student. It 290 was therefore assumed that to instruct the student, the teacher would have to calculate the 291 discrepancy between the student's prediction of the outcome ( ( ) ) ) and the asymptotic value (λ) 292 of the action chosen by the student. This asymptotic value would be known only by the teacher 293 whilst the student would still be learning. Only when the student has learnt the correct stimulus-294 response associations for each cue would there be no discrepancy between the asymptotic value 295 known by the teacher and the prediction made by the student. The aim of the teacher was therefore 296 to provide the student with appropriate feedback to minimise the discrepancy between their own 297 expert knowledge and predictions made by the student. 298
299
Within the R-W model and the softmax algorithm there are free parameters which need to be 300 estimated. To identify the optimal set of free parameters for the student's behaviour (given the 301 teacher's feedback), the learning rate, the stochasticity parameter β and the asymptotic value λ 302
were varied. The output of the softmax algorithm is a series of probabilities, based on the values of 303 each of these parameters and the actions chosen by the student. By varying the parameters, the 304 probabilities output by the softmax algorithm differ. To select the parameters that best fitted the 305 student's behavioural data (given the teacher's feedback) a maximum likelihood approach was used. 306
By using a maximum likelihood algorithm it was possible to maximise the probabilities of the actions 307 chosen by the student and identify the values of each of the parameters that produced them. The 308 learning rate η was varied between 0 and 1in steps of 0.05, β between 0 and 5 in steps of 0.1 and λ 309 between 0 and 5 in steps of 0.1. The likelihood of the chosen actions were found using: 310
where the likelihood of each set of parameters (L) is determined by the log of probability of the 313 performed action ( (n)) of the student at trial n, according to the model. If the model perfectly 314 predicts the actions, the probability of every chosen action would = 1 and L would be 0. As the 315 probabilities become less than 1 the log-likelihood L assumes negative values. The best fitting 316 parameters were then selected using: 317
This identified the set of parameters for which L was closest to 0 i.e. the best fitting parameter set. 321
Where is the parameter set and L is the log-likelihood. Importantly, in this study, the student's 322 data was computer controlled and thus every teacher observed the same responses of the student. 323
Variations in these parameters could therefore only be explained by changes in the feedback, i.e. if 324 the teacher failed to give the student feedback on a particular trial. If this happened, then those 325 trials were removed from the modelling and likewise, data at the time of the student's response on 326 those trials was removed from the fMRI analysis. The maximum likelihood approach revealed that 327 for the behaviour of the student, the best fitting parameters were a λ of 1, a learning rate η of 0.95 328 and a β values ranging from 2.3 to 2.7-reflecting the apparent differences in stochasticity of the 329 behaviour given the teacher's feedback (see fig.1 ). Importantly, we used the behaviour of a 330 participant from a pilot experiment as the 'student' behaviour. This student had a high learning rate 331 (0.95) and thus, this ensured that any effects we observed in the ACCg could not be accounted for by 332 teachers learning the learning rate of the student, as in Behrens et al. (2008) . 
Image Preprocessing 361
Scans were pre-processed using SPM8 (www.fil.ion.ucl.ac.uk/spm). The EPI images from each 362 subject were corrected for distortions caused by susceptibility-induced field inhomogeneities using 363 the FieldMap toolbox (Andersson et al., 2001 ). This approach corrects for both static distortions and 364 changes in these distortions attributable to head motion (Hutton et al., 2002) . The static distortions 365 were calculated using the phase and magnitude field maps acquired after the EPI sequence. The EPI 366 images were then realigned, and coregistered to the subject's own anatomical image. The structural 367 image was processed using a unified segmentation procedure combining segmentation, bias 368 correction, and spatial normalization to the MNI template (Ashburner and Friston, 2005) ; the same 369 normalization parameters were then used to normalize the EPI images. Lastly, a Gaussian kernel of 8 370 mm FWHM was applied to spatially smooth the images in order to conform to the assumptions of 371 the GLM implemented in SPM8. 372
373
Event definition and modelling (Student response) 374
Multiple GLMs analyses were performed to investigate activity time-locked to the teacher's 375 observation of the student's response. These were performed to ensure that activations identified 376 could only be accounted for by the uniquely explained variance of a parameter in the R-W model. 377
Although each of the GLMs differed from the others, they shared several common properties. Each 378 13 GLM contained regressors modelling the instruction cue, the student response cue, the teacher 379 trigger cue and the feedback cue. Regressors were constructed for each of these events by 380 convolving the event timings with the canonical Heamodynamic Response Function (HRF). The 381 effects of head motion were modelled in the analysis by including the six parameters of head motion 382 acquired during preprocessing as covariates of no interest. In addition to these regressors defined 383 for the event types, each GLM also contained regressors which were first order parametric 384 modulations of the student response cue event. These modulators scaled the amplitude of the HRF 385 in line with either the λ a , V a or δ parameters from the Rescorla-Wagner algorithm. The values of 386 these parameters corresponded to the teacher's valuation (λ a , the actual value of the action); the 387 student's prediction (V a , the student's prediction of the value) and the prediction error (δ , the 388 discrepancy between the student's prediction and the actual value) respectively. The prediction 389 error could of course only be coded by the teacher at the time of the student's action, as the student 390
would not have known the actual value of the action when they are learning. When a trial was 391 missed by the student or when teachers delivered erroneous feedback or failed to respond, these 392 parameters were all assigned a value of zero. Two sets of analyses were conducted in this study to 393 examine responses at the time of the student's response: 394
395
(1) Nine separate GLMs were created in which the values of one of λ, V a , and δ were used as first-396 order parametric modulators of the student response cues. These models enabled areas of the brain 397 in which the BOLD response varied in the manner predicted by one of the parameters to be 398 identified (see paragraph below). However, due to correlations between the values of these 399 parameters in the R-W model and correlations due to these parameters being time-locked to the 400 same event on each trial, additional analyses were required. 401
To examine activity that covaried with the prediction error parameter, we created three GLMs. the values of the V a parameter. Voxels were only considered if they were significant in an F-contrast 407 in all three of these GLMs. This approach was then repeated for the λ and V a parameters. Thus, nine 408
GLMs were constructed to examine activity which varied with the values from the parameters of the 409 R-W model. It is important to note that typically one would orthogonalise the parameter of interest 410 with respect to both of the other parameters, in one GLM. However, this was not possible in the 411 present study, because the prediction error parameter is a product of the other two parameters in 412 14 the R-W model. Thus, orthogonalizing the prediction error (δ) parameter with respect to both of the 413 other parameters in this model would have removed most of the variance that could be explained. 414
The approach we have used provides a statistically conservative way to ensure that any variance 415 that could be explained by the PE parameter is not due to its correlations with the student's 416 prediction parameter or the actual value (the teacher's valuation). 417 possible that the ACC might have exhibited an unsigned and uniform magnitude signal whenever the 436 student performed an incorrect action. To test this possibility we created a parameter that took on a 437 value of 1 whenever the student performed an incorrect action and 0 when there was no error. 438
439
The error detection and unsigned prediction error parameters were fitted to the responses of the 440 student and included in a GLM. In this GLM the parameters were not orthogonalized with respect to 441 each other, allowing them to compete to explain variance. This allowed us to determine which 442 parameter best explained activity in the ACCg at the time of the student's response. T-tests were 443 then conducted between them to test which parameter best explained activity in a given voxel. 
Outcome event 450
In addition to the main analysis, we examined activity at the time of the outcome event. We used 451 the same strategy as that employed to examine activity at the time of the student's response, 452 namely to fit the parameters from the model to the time of the outcome events. 
Second-Level analysis 464
Random effects analyses (Full-Factorial ANOVA) were applied to determine voxels significantly 465 different at the group level. SPM{t} images from all subjects at the first-level were entered into 466 second-level full factorial design matrices. T-contrasts and F-contrasts were conducted in each of the 467 GLMs. These contrasts identified voxels in which activity varied parametrically in the manner 468 predicted by the parameters in the R-W model. Separate corrections for multiple comparison were 469 used for the ACCg and the whole brain. To examine activity across the whole brain, FDR correction 470 was applied. In contrast, activity in the ACCg was corrected for by using an 80% probability mask of 471 the ACCg (see 'Anatomical Localization' below). 472
473
For the second set of analyses examining alternative models of ACC activity, the T-contrasts between 474 the prediction error parameter and the control parameters were examined at a lower threshold. This 475 was necessary due to the high covariance between each of these parameters. For these contrasts a 476 threshold of P<0.01, uncorrected for multiple comparisons, was employed. 477
478
It was possible that there may be individual differences in activity at the time of the student's 479 response, based on teacher's own learning history. To test this we input the learning rates from the 480 R-W model, which were estimated on the choices of the teacher in the initial training session, as 481
covariates of interest at the time of student's response. 482
Anatomical Localization 483
To test our hypothesis, we used an 80% probability anatomical masks of the ACCg. To create each 484 mask, subject-specific masks of the ACCg were constructed in FSL (http://www.fmrib.ox.ac.uk/fsl/). 485
Although the cytoarchitectonic boundaries of the ACC have no corresponding gross anatomical 486 landmarks, we defined the anatomical boundaries based on the location of these boundaries in 487 previous literature investigating cingulate cytoarchitecture (Vogt et al., 1995) . To define the 488 posterior border of the midcingulate cortex, we used a boundary defined by a plane perpendicular 489 to the AC-PC line that lay 22 mm posterior to the anterior commissure (Vogt et al., 1995) . We 490 included all voxels that lay within the ACCg extending anterior to this border, including subgenual 491 cingulate cortex. The final ACCg mask included only voxels which were within the ACCg in 80% of our 492 subjects. Importantly, this mask was of the ACCg only and did not extend into the adjacent sulcus. 
Results
497
Behavioural Results 498 499 The teacher's task was to monitor the student's responses, determine whether the response was 500 correct or incorrect, and deliver this as feedback to the student. The student's responses, 501 unbeknown to the teachers, were computer-controlled replays of a real subject's responses during a 502 pilot experiment, and included trials in which the student missed three trials (included such that the 503 student's responses seemed realistic) and thus, teachers were required to respond on 97 trials. 504
Teachers correctly gave feedback to the student on 95.2% (SD ± 2.9; range: 91-99%) of trials, 505
indicating that all teachers understood the correct association for each stimulus and also understood 506
whether the student's responses were correct or incorrect. In addition, responses to a standardised 507 set of questions, revealed that none of the participants were aware of the nature of the deception. 508
Thus, participants believed they were instructing another participants, and they were highly 509 accurate at doing so. 510
511
Imaging results 512
Student's response 513
The main aim of this experiment was to examine activity in the brain of a teacher when they monitor 514 the responses of a student. We tested the hypothesis that the ACCg would signal the discrepancy 515 between a student's prediction and the actual outcome known by a teacher -a student prediction 516 error (PE). In line with the hypothesis, activity was found in the ACCg ( fig.2) , putatively in 517 midcingulate area 24a'/24b', which varied significantly with the PE (δ) parameter of the R-W model 518 (MNI coordinates (x,y,z) 2, 30, 12; Z = 3.17; p < 0.005 svc). Activity in this area was also better 519 explained by the signed R-W PE parameter than by an unsigned PE parameter, or by a parameter in 520 Simulating the student prediction 532
At the time of the student's response, the predicted value according to the student could be 533 modelled by the teacher. We examined whether activity in the brain of the teacher time-locked to 534 the student's action covaried with the student's prediction parameter (V a(n) ). Activity which varied 535 significantly with this parameter was found in a portion of the Ventromedial Prefrontal cortex 536 (VmPFC; -14, 32, -10, Z = 5.06, p < 0.05 FDR, putatively BA 32) and in the right short insular gyrus (48, 537 -4, -2, Z = 4.08 FDR, putatively area Idg; fig.3 ). These were the only regions in which the unique 538 variance could be accounted for significantly by the predicted value according to the student. learning of a student. Each trial began a with a green instruction cue (one of ten that the teacher had 822 learnt the associations for during training), followed by the association cue informing the teacher of 823 the correct response for the stimulus. This was displayed in the corner of the teacher's screen. The 824 corresponding corner of the student's screen outside the scanner was covered, such that this cue 825 was shown only to the teacher inside the scanner. Following this, the teacher saw the student's 826 response. They were required to indicate to the student whether this response was correct or 827 incorrect. The teacher's indicated their response on a keypad at the time of a screen where a pound 828 coin (correct) or a crossed out pound coin (incorrect) were presented. Participants had to select the 829 corresponding stimulus to deliver to the student. This stimulus was also presented in the corner of 830 the screen, ensuring that the student could not see the teacher's decision at that time. The chosen 831 feedback was delivered to the student at the time of the outcome stimulus. (B) Example model 832 data. Plot of the data of the example output from the R-W model. In this example the learning rate 833 was set to 1 for clarity. 834 taken from the R-W model. Plots of the parameter estimates from the peak voxel in the VmPFC (C) 849 and the insula (D) for the prediction error, the student predicted value and the actual value of the 850 outcome known by the teacher. Parameter estimates for the predicted value parameter are for the 851 unique variance explained by the regressor once orthogonalised with respect to the actual outcome 852 parameter. Parameter estimates for the prediction error parameter and the actual outcome 853 parameter are from regressors which have not been orthogonalised. Error bars depict standard error 854 of the mean. PSTH plots from the VmPFC (E) and the Insula (F) time-locked to the student's 855 prediction. Activity in these regions is broken down into low (<0.5) predicted value (light red 856 triangles) vs high (>0.5) predicted value (dark red circles) according to the model. Error bars depict 857 standard error of the mean. 858
