Abstract
Introduction
It is known that handwritten Chinese character recognition is one of the most challenging topics in pattern recognition, because it involves a large number of characters with complex structure, serious interconnection among the components, and considerable pattern variation [14] . There are more than 70,000 Chinese characters, of which about 4,000 are used daily, and this scale of usage challenges current recognition systems. However, most of Chinese characters can be decomposed into a few fundamental simple graphs [lo] , called radicals 123. These radicals have different sizes and are placed in specific positions with respect to each other to make a legitimate character. Depending on the radicals chosen, codes of different levels of complexity are required to generate a character using the pre-defined radicals.
Conventionally, there are two possible ways to extract radicals, from a character skeleton or on the basis of strokes.
Skeleton-based methods, such as [5] and [4], treat a radi-
cal as a subimage of the character skeleton image. These methods aim to discover the relationship among the hierarchically represented graphs and capture their variations. Stroke-based methods, such as [15] and [8], decompose a radical further into its primitive structural parts, i.e., straight-line strokes, and then recognize the whole character by structural analysis. The advantage of the latter approach is that it requires far less computation than skeleton-based methods, but it suffers from a problem of ambiguity when strokes intersect. Ip et al. [5] applied snake fitting [7] to Chinese radical extraction with energy functional minimization. Their experiments were conducted on 36 character classes written by 10 people, and the initial results were promising. However, snakes are forced to fit the target image by applying constraints of smoothness arid some salient features. In their work, they did not mention how to deal with false salient features resulting from broken strokes and the inherent defects of thinning algorithms.
Fukushima et al.
[4] proposed a skeleton-based radical approach to handwritten Japanese Chinese character recognition using the neocognitron-a neural network capable of recognizing distorted patterns as well as tolerating positional shift. Up to now, it is still difficult to bring neocognitron-based methods to practical use, because too much expert domain knowledge is required to design its training patterns. In previous work, GA-based learning of the neocognitron was used to search for parameters and training patterns automatically in handwritten numeral recognition [l 11. However, it cannot work well on handwritten Chinese character recognition, as there is a huge search space in this case.
Wang and Fan [ 151 proposed a radical-based system for recognizing handwritten Chinese characters. In their approach, a recursive hierarchical scheme is developed to perf o m a d i c a l extraction first. Character features and radical features are then extracted for matching. Finally, a hierarchical radical-matching scheme is devised to identify the radicals embedded in the character, so enabling recognition.
Using this approach, the complexity of off-line handwritten Chinese character recognition is greatly reduced.
The merit of Liao and Huang's work [8] is that radical extraction is not confused by spurious strokes and the inherent defects of thinning algorithms, as mentioned above. Their method consists of three parallel matching algorithms, which extract radicals parallely at stroke, skeleton and pixel level. However, this method is quite time consuming. In addition, one practical issue is that a decision must be made as to which algorithm to select.
Since there is extensive interconnection among the strokes in handwritten Chinese characters, stroke extraction is extremely difficult and brings considerable ambiguity. Active shape modeling [3] can build up a deformable model by changing a small number of parameters to generate the principal variations of the models. Active shape models have similarities to snakes, in which a contour is fitted to the image evidence by minimizing an energy function. However, a snake has only generic prior knowledge, such as smoothness, whereas a much greater amount of prior information exists about radicals, which can be recovered from training data and encoded within an active shape model.
In our previous work, active shape modeling was applied to radical extraction for handwritten Chinese characters [12] . Its weakness was due to local minima because of the standard gradient descent technique employed. In Section 2, we improve this work by introducing a dynamic tunneling algorithm into the gradient descent, and we call our new method active handwriting models ( A m ) , which is expected to be suitable for any skeleton-based character recognition problem. In Section 3, the AHM is applied to Chinese radical recognition. Experiments and their results are given in Section 4, followed by conclusions and future work in Section 5 .
Active Handwriting Models
This section will discuss active handwriting models (AHM), which can be expected to be suitable for any skeleton-based character recognition problem, although our current experiments are conducted on Chinese.
Capturing Shape Variation by Principal Component Analysis
Principal component analysis (PCA) is a technique for extracting structure from possibly high-dimensional datasets. It is readily performed by solving an eigenvalue problem, or by using iterative algorithms which estimate principal components [6].
This section describes how to obtain the eigenvectors to 
Chamfer Distance Transform
Given a handwriting character model, we can employ gradient descent to adjust the shape parameters, b, in equation l to fit the character image. A satisfactory basin of attraction is expected to aid finding the optimal shape parameter efficiently. The chamfer distance transform [ l] can reach this goal. The most significant property of the chamfer distance transform is its ability to handle noisy and distorted data, as the edge points of one image are transformed by a set of parametric transformation equations, which describe how the images can be geometrically distorted in relation to one another. The transform approximates global distances by propagating local distances at image pixels. In the binary edge image, each edge pixel is first set to zero and each non-edge pixel is set to infinity. A 3 x 3 window is 1-67 1 .. . ' J " used to scan the image.iteratively until no change has been brought to any pixel. For a pixel valued I(z,y), its new value is calculated as follows:
where, the pair of distance transform coefficients, C1 and C2, are constants and satisfy: 0 < C1 < C2 < 2C1. In our experiments, Cl and C z are set to 3 and 4 respectively, which makes the maximum difference from Euclidean distance 8% percent [ 13.
Let I' be the chamfer distance transformed image of I, which is a functional: 1'(q y) = D c h d e r ( I ( Z , y) ). Hence, the energy of a radical model J? is given by:
where rj is the jth point of I?, which is located in a 2-dimensional position (zj, yj).
We want to find the minimum, 
Gradient descent with dynamic tunneling algorithm
Standard gradient descent leads to local minima in the basin of attraction nearest to the starting point. In other words, the efficiency of the algorithm depends heavily on the initial point and topology of the surface associated with the objective function. Some methodologies find global minima but may fail to do so within a reasonable time, such as simulated annealing and the multiple random start method. They are unsuitable for our problem, in which the computational time is an important indicator of the system performance.
Yao [16] proposed the dynamic tunneling algorithm (DTA), which is based on a physical analogy to the quantum-mechanical tunneling of a particle through a potential barrier. Also, the degree of tunneling allowed is a function of time, increasing during iterative search. The DTA concept is governed by the fact that any particle placed at a small perturbation from the equilibrium point will move away from the current point to another within a finite amount of time.
RoyChodhury et al.
[9] hybridized gradient descent algorithms with DTA, in which they introduced a dynamic system Any initial condition which is infinitesimally close to the repelling point U = 0 will escape the repeller, to reach point uo # 0 in a finite time given by Hence, the dynamic tunneling procedure can jump to another basin of attraction where the new, initial search point is even lower in energy. From this new starting point, gradient descent can again be used to find a lower minimum.
Since all the eigenvectors are orthogonal, the shape parameters can be specified one by one. The algorithm for searching the lcth shape parameter bk by gradient descent with DTA is given as follows [ 131:
Step 1 b ; = 0. b t = 0.
Step 2 Searching the local optimum starting with the point b ; , and the current global minimum b; is obtained.
Step 3 Dynamic tunneling procedure begins, setting the tunneling time t = 0.
step4 t = t + 1 .
Step 5 In the case of positive direction, select the point bk = b; + & @:
In the case of negative direction, select the point bk = b; -b: -Here p represents the strength of the repeller. and p = 100 in our current experiments.
&@.
Step6 In the case of positive direction, if bh > 3 6 , then b t = b ; , and go to Step 2;
In the case of negative direction, if bk < -3 6 , go to step 10 to end the algorithm.
Step 7 Calculate the energy function in b k .
Step 8 If E ( b k ) > E ( b ; ) g o to Step 3 to continue dynamic tunneling procedure.
Step 9 Otherwise, go to Step 2 to start a gradient descent procedure.
Step10 End.
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After gradient descent with DTA, the optimal shape parameters for each radical class specify the corresponding energy minimum according to equation (2). The decision rule used here is then simply to select the radical class with the overall minimum, although better performance might be expected taking the context of the radical into account (e.g. using a precompiled lexicon).
Chinese Radical Extraction Using Active Handwriting Models
Although there are many thousands of Chinese characters, it is fortunate that only a small number of radicals can compose many different Chinese characters [2, lo] . Radical approaches decompose Chinese characters into a small set of radicals, so the complex character recognition problem is converted to a simpler problem of radical extraction and optimization of a combination of the radical sequences.
In this section, active handwriting models will be applied to radical extraction for handwritten Chinese characters. Since there is less interconnection within the peripheral structures than within inner structures in a typical Chinese character, the peripheral radicals are usually preferred for classification. In our research, all the peripheral radicals can be sorted into 9 types: left-hand side, right-hand side, upper side, lower side, surrounding and 4 diagonal corner radicals. So, in our active radical models, any mean radical has its own initial location. This treatment simplifies the matching phase in which we do not need to search over the whole character image.
I'raining Phase
Training phase includes landmark point labeling and principal component analysis. The first step is to extract character skeletons by an image thinning algorithm. Then, landmark points are labeled manually to represent a radical, and principal component analysis is applied to obtain the main shape parameters which capture the radical variations. Figure 1 illustrates the process for the simple radical mu (meaning tree). 
Matching Phase
Recognition phase includes chamfer distance transform on the target image and shape parameter searching via gradient descent with dynamic tunneling algorithm. From Figure 3 , shows examples of some character skeletons and their chamfer distance transformed images. . . ' . , " I ..: From Figure 3 , we see that the effect of the transform is to blur the original image so as to tolerate noise and distorted data. Hence, a basin of attraction is created. The distance between a model and target image will be calculated by superimposing the model onto the chamfer distance transformed image.
The above-mentioned dynamic tunneling algorithm is incorporated with gradient descent technique to search for the optimal shape parameters for each radical class. The shape parameters corresponding to the eigenvectors can be set respectively, as all the eigenvectors are orthogonal.
Experiments and Results
Our database was collected by Harbin Institute of Technology and Hong Kong Polytechnic University, and comprises a collection of 75 1,000 loosely-constrained handwritten Chinese characters, consisting of 3755 categories written by 200 different writers [12, 131. In our current experiments, the radical training sets include 98 radical classes, and each class has 60 different examples (each from a different writer) which are the relevant parts from the character examples.
The experiments were conducted on a PC (Pentium I11 450MHz, 128M RAM) using C++. The 98 radicals in our experiments can cover 1400 commonly-used Chinese characters. A lexicon of these 1400 characters has been built up, in which each character is a 9-dimensional feature corresponding to 9 types of radical, namely, left, right, upper, down, surrounding and 4 comer radicals [ 131. If the first candidate radical extracted from the character image in a particular position is the same as the relevant one in the lexicon, the matching is treated as correct. On this basis, the matching rate is 94.2% radicals correct, on the 2.8 x lo5 characters, where each character is composed of 1 to 4 radicals. The average number of radicals per character is approximately 2.6. We are now in a position to compare our radical recognition results with those of other researchers. 
x lo5 characters).
Method 2: Active radical modeling without dynamic tunneling algorithm [12] . The experiments are conducted on the same database as above. From Table 1 , we can see that use of dynamic tunneling in conjunction with gradient descent (Method 1) improves results considerably over use of gradient descent alone (Method 2). Our method of active handwriting modeling is easily the best among the existing radical approaches. It deals with the largest number of radicals on a test set much larger than other workers have used, and still achieves the best correct matching rate. The advantage of our method is not only the avoidance of straight-line stroke extraction, but also the ability to capture the variations with only a small number of shape parameters. As stated earlier, it is difficult to implement stroke extraction within a handwritten Chinese character as there will 1-674 be considerable interconnection among the strokes as well as many broken strokes. It is.also a crucial point to handle the individual writer variation in handwriting recognition.
The disadvantage of our method is its long matching time caused by working at the pixel level and shapeparameter searching. Fortunately, radical extraction in our method can be run in parallel, so that problems of computation time can be addressed.
Conclusions and Future Work
Radical approaches decompose Chinese characters into a small set of radicals, so the complex character recognition problem is converted to a simpler problem of radical extraction and optimization of combination of the radical sequences. In this paper, an approach to radical recognition for handwritten Chinese characters is proposed, based on active handwriting modeling (AHM). Only a small number of principal components can capture the main variations of radicals. Chamfer distance minimization is used to match radicals within a character. Use of a dynamic tunneling algorithm (DTA) in conjunction with gradient descent improves performance considerably over gradient descent alone. Experiments for radical extraction are conducted on 98 radicals covering 1400 loosely-constrained characters from 200 writers, and the matching rate obtained with AHM is 94.2% radicals correct. We also compare our method to existing radical approaches. The conclusion is that our method gives superior performance. It benefits from avoidance of(straight line) stroke extraction, as well as the ability to capture the variations by only a small number of shape parameters. Future work includes investigating kernel PCA to determine whether nonlinear variations caused by handwriting can improve performance. The AHM will also be applied to other skeleton-based object recognition problems.
