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Tematika naloge:
Sovrazˇen govor je pogosta tezˇava druzˇbenih omrezˇij, saj ovira normalno ko-
municiranje vecˇine uporabnikov ter preprecˇuje demokraticˇni druzˇbeni dia-
log. Rocˇno moderiranje javnih spletnih mest je zamudno, zato se poskusˇa
razviti avtomatsko prepoznavanje sovrazˇnega govora z metodami strojnega
ucˇenja. Za razvoj napovednih modelov potrebujemo oznacˇene ucˇne mnozˇice,
ki za manjˇse jezike vecˇinoma ne obstajajo ali pa so (pre)majhne. Med-
jezikovne vlozˇitve in veliki vnaprej naucˇeni vecˇjezikovni modeli omogocˇajo
prenos naucˇenih napovednih modelov med jeziki. V zadnjem cˇasu so se
uveljavili modeli tipa BERT, ki temeljijo na arhitekturi globokih nevron-
skih mrezˇ transformer. Na podatkovnih mnozˇicah sovrazˇnega govora, eno-
tno oznacˇenega v treh jezikih, preizkusite medjezikovni prenos napovednih
modelov temeljecˇih na modelu BERT. Za ucˇenje uporabite razlicˇne jezike
in razlicˇno velike dele ucˇne mnozˇice v ciljnem jeziku. Pristop statisticˇno
ovrednotite.
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Povzetek
Naslov: Medjezikovni prenos napovednih modelov za sovrazˇni govor
Avtor: Zˇan Pecˇovnik
Z razvojem druzˇbenih omrezˇij je narasla pogostost sovrazˇnega govora v upo-
rabniˇskih vsebinah. Osredotocˇili se bomo na dve trenutno najbolj aktualni
temi, LGBT in migrante. Za napovedovanje sovrazˇnega govora bomo upo-
rabili nevronsko mrezˇo BERT in naredili primerjavo med vecˇjezikovnim mo-
delom, ki je naucˇen na 104 razlicˇnih jezikih ter trojezikovnim modelom, ki je
naucˇen na slovensˇcˇini, hrvasˇcˇini in anglesˇcˇini. Ugotovili smo, da trojezikovni
model za priblizˇno 5% natancˇneje napoveduje sovrazˇni govor na jeziku, na
katerem je bil model tudi naucˇen. Vecˇjezikovni model, brez ali z dodatnim
ucˇenjem, natancˇneje kot trojezikovni model napoveduje sovrazˇni govor na
jezikih, na katerem prvotno model ni bil naucˇen. To kazˇe na boljˇsi medjezi-
kovni prenos vecˇjezikovnega napovednega modela.
Kljucˇne besede: sovrazˇni govor, model BERT, nevronske mrezˇe, medjezi-
kovni prenos, strojno ucˇenje, obdelava naravnega jezika.

Abstract
Title: Cross-lingual transfer of hate speech prediction models
Author: Zˇan Pecˇovnik
With the development of social networks, there has been a significant in-
crease of hate speech in user generated contents. We focus on two most
discussed topics, LGBT and migrants. We use the BERT neural network for
prediction of hate speech and make a comparison between the multilingual
model, trained on 104 different languages, and a trilingual model, trained on
Slovene, Croatian and English. Results show that the trilingual model is ap-
proximately 5% more accurate predicting hate speech on a language that it
was trained on. The multilingual model with or without additional training
is more accurate on languages that it was not trained on. This indicates a
better cross-lingual transfer of multilingual model.
Keywords: hate speech, BERT model, neural networks, cross-lingual trans-




Z razvojem druzˇbenih omrezˇij je narasla pogostost sovrazˇnega govora v upo-
rabniˇskih komentarjih. Osredotocˇili se bomo na analizo in prepoznavanje
sovrazˇnih komentarjev pri dveh aktualnih temah. Glede na trenutno situa-
cijo na Blizˇnjem Vzhodu, ko veliko ljudi bezˇi pred nevarnimi razmerami in
iˇscˇe zatocˇiˇscˇe v evropskih drzˇavah, je ena najbolj razsˇirjenih tem migranti. Zˇe
vecˇ stoletij je tema LGBT tabu in tako ostaja sˇe danes. Pri strojni analizi
sovrazˇnega govora najvecˇkrat poskusˇamo razlocˇiti med nesovrazˇnim in so-
vrazˇnim govorom [13] ter med razlicˇnimi vrstami sovrazˇnega govora [23, 24].
V zadnjem cˇasu se za klasifikacijo besedil pretezˇno uporabljajo nevronske
mrezˇe [5]. Za njihovo uporabo je besedila potrebno pretvoriti v vektorsko
obliko t.i. vektorsko vlozˇitev [14]. Kljucˇna znacˇilnost vektorskih vlozˇitev je,
da so si besede blizu v vektorskem prostoru, cˇe so si tudi pomensko blizu. Za
napovedovanje sovrazˇnega govora bomo uporabili najsodobnejˇsi napovedni
model na podrocˇju procesiranja naravnega jezika BERT [6].
1.1 Sorodna dela
Na kratko predstavljamo raziskave iz dveh kljucˇnih tem nasˇega dela, detekcije
sovrazˇnega govora in medjezikovnega prenosa.
V zadnjem cˇasu se raziskovalci lotevajo razlocˇevanja sovrazˇnega govora
s pomocˇjo globokih nevronskih mrezˇ [15], najvecˇkrat konvolucijskih (CNN)
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in rekurencˇnih nevronskih mrezˇe (RNN) [10]. Druga pogosto uporabljena
tehnika je metoda podpornih vektorjev (Support Vector Machines - SVM)
[3].
Ob pretvorbi besed nekega jezika v vektorsko obliko dobimo visokodi-
menzionalen vektorski prostor. Vektorski prostor nekega jezika se razlikuje
od prostora drugega jezika. Cˇe nam uspe oba vektorska prostora poravnati,
lahko napovedni model napoveduje tudi v drugem jeziku; cˇe sta si jezika
podobna (npr. hrvasˇcˇina in slovensˇcˇina) to velja sˇe v vecˇji meri [21, 2, 9].
V nasˇem delu napovedne modele, ki smo jih naucˇili na nekem jeziku,
uporabimo za napovedovanje sovrazˇnega govora v drugem jeziku, pri tem pa
sistematicˇno analiziramo razlicˇne kolicˇine potrebnih ucˇnih podatkov iz obeh
jezikov.
1.2 Napoved vsebine po poglavjih
V 2. poglavju bomo opisali, kaksˇna je arhitektura napovednega modela
BERT, kako poteka predhodno ucˇenje, kako v nasˇem primeru poteka do-
datno ucˇenje in na kratko opisali oba uporabljena modela, vecˇjezikovnega in
trojezikovnega. V 3. poglavju bomo opisali kaksˇne so strukture podatkovnih
mnozˇic, kako so bile pridobljene, kaksˇna je pravilna oblika vhodnih in izho-
dnih podatkov modela BERT ter kako smo pripravili podatke za uporabo.
V 4. poglavju bomo opisali, kaksˇne poskuse smo opravili in kaksˇni so bili re-
zultati poskusov. V zadnjem, 5. poglavju, bomo povzeli rezultate poskusov
in podali nekaj predlogov za mozˇne izboljˇsave.
Poglavje 2
Metodologija
Poglavje vsebuje razlago metod, ki smo jih uporabili za odkrivanje in analizo
sovrazˇnega govora.
2.1 Napovedni modeli
V raziskavi smo uporabili dva razlicˇna modela globokih nevronskih mrezˇ tipa
BERT [20, 6] in naredili primerjavo njune klasifikacijske tocˇnosti.
Model BERT je zgrajen iz vecˇih plasti nevronskih celic tipa transformer in
je natancˇno opisan v cˇlanku Vaswani in sod. [18]. Ker je arhitektura obsezˇna
in zapletena, se ne bomo spusˇcˇali v njene podrobnosti. Originalno sta obsta-
jali dve implementaciji arhitekture, prva je BERTBASE (slika 2.1), ki vsebuje
12 plasti oz. blokov transformerjev, 768 skritih nevronov v eni plasti, 12
glav mehanizma samopozornosti in skupaj 110 milijonov parametrov. Druga
implementacija je BERTLARGE, ki vsebuje 24 plasti, 1024 skritih nevronov v
eni plasti, 16 glav mehanizma samopozornosti in 340 milijonov parametrov.
Oba nasˇa uporabljena modela temeljita na BERTBASE arhitekturi.
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Slika 2.1: Arhitektura modela BERT
Model BERT ucˇimo v dveh korakih. Prvi korak je predhodno ucˇenje
(angl. pre-training), drugi korak pa dodatno ucˇenje (angl. fine-tuning).
V fazi predhodnega ucˇenja se model ucˇi splosˇnih znacˇilnosti jezika na ne-
oznacˇenih podatkih, kot nalogo pa uporablja maskirani jezikovni model.
V fazi dodatnega ucˇenja je model inicializiran s parametri iz predhodnega
ucˇenja in se dodatno naucˇi na oznacˇenih podatkih.
Za potrebe dodatnega ucˇenja in medjezikovnega prenosa napovednih mo-
delov smo uporabili storitev Google Colaboratory, kjer so na voljo GPU
za ucˇenje velikih napovednih modelov. Ucˇenje je potekalo v vecˇ iteracijah,
po vsaki iteraciji smo izracˇunali izgubo, ki je nastala med ucˇenjem na ucˇni
mnozˇici in klasifikacijsko tocˇnost na validacijski mnozˇici. Obe izracˇunani
vrednosti smo si shranili, da smo lahko izrisali grafa (slika 2.2 in slika 2.3),
kjer so vidne spremembe tocˇnosti oz. izgube skozi iteracije.
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Slika 2.2: Spreminjanje izgube na ucˇni mnozˇici med ucˇenjem modela.
Slika 2.3: Spreminjanje klasifikacijske tocˇnosti na validacijski mnozˇici med
ucˇenjem modela.
Kot ustavitveni pogoj ucˇenja smo uporabili trikratni zaporedni padec
oz. enakost klasifikacijske tocˇnosti na validacijski mnozˇici. Model, ki je imel
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najviˇsjo klasifikacijsko tocˇnost na validacijski mnozˇici, smo shranili za poskus
medjezikovnega prenosa napovednega modela.
Za uspesˇno ucˇenje modela morajo biti vhodni in izhodni podatki v vek-
torski obliki. Za preslikavo v vektorsko obliko poskrbi tokenizator (angl.
tokenizer), ki zaporedja besed razdeli na posamezne besede, ki se nahajajo v
slovarju. Cˇe se ne nahajajo v slovarju, jih tokenizator razdeli na krajˇse delcˇke
[22], ki jih je s pomocˇjo slovarja mocˇ preslikati v vektorsko obliko. Na sliki 2.4
je opisan postopek viden v vrstici, ki je oznacˇena s Token Embeddings. Vse
besede, ki pripadajo istemu stavku, dobijo isto oznako, da lahko tokenizator
locˇi med razlicˇnimi stavki, kar je vidno v vrstici, oznacˇeni s Segment Embed-
dings. V zadnji vrstici, oznacˇeni s Position Embeddings, dolocˇimo pozicijo
vsake besede. Vidimo, da vsaki besedi, tudi cˇe sta isti, v stavku pripada
drugacˇna vektorska preslikava.
Slika 2.4: Preslikava besedila v vektorsko obliko.
2.1.1 Vecˇjezikovni BERT
V knjizˇnici transformers [20] sta na voljo dva vnaprej naucˇena vecˇjezikovna
modela BERT. Uporabili smo model bert-base-multilingual-cased, ki je novejˇsi
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in natancˇnejˇsi od drugega modela bert-base-multilingual-uncased. Napovedni
model je bil predhodno naucˇen na 104 jezikih, ki imajo najvecˇ besedil na
Wikipediji, med drugim tudi na slovensˇcˇini.
2.1.2 Trojezikovni BERT
Trojezikovni model je bil vnaprej naucˇen na UL FRI [17] na anglesˇkem,
hrvasˇkem in slovenskem jeziku. Za ucˇenje so potrebovali 44 iteracij in skupno
3,96 milijona korakov, kar je trajalo priblizˇno 3 tedne. Model je namenjen




V tem poglavju opiˇsemo uporabljene podatkovne mnozˇice za sovrazˇni govor
in njihovo pripravo za ucˇenje.
3.1 Opis podatkov
Podatkovne mnozˇice v tej nalogi smo pridobili iz raziskave dr. Ljubesˇic´a in
sodelavcev [8], v kateri so zbrali komentarje iz objav na druzˇbenem omrezˇju
Facebook npr. 24ur.com, BBC in The Guardian. Kljucˇna prednost teh po-
datkov pred ostalimi podatki s podrocˇja sovrazˇnega govora je, da so mnozˇice
v razlicˇnih jezikih oznacˇene na enoten nacˇin.
Vsaka podatkovna mnozˇica je bila prvotno v JSON obliki in je vsebovala
objave novic zbranih iz razlicˇnih virov. Njihovo sˇtevilo lahko vidimo v tabeli
3.1. Za vsako novico smo izlusˇcˇili vecˇ komentarjev, njihovo sˇtevilo je v tabeli
3.3.
ANG HRV SLO
LGBT 14 22 93
migranti 16 57 30
Tabela 3.1: Sˇtevilo objav novic za vsako posamezno temo.
Struktura novice in komentarja sta vidni na sliki 3.1 ter na sliki 3.2.
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Zdruzˇili smo komentarje vseh novic in iz njih ustvarili novo podatkovno
mnozˇico. Namesto celotnih komentarjev smo uporabili samo besedilo in
razred vsakega komentarja. Na sliki 3.2 lahko vidimo, da sta ti dve polji
”text”in ”type mode”.
Slika 3.1: Struktura novice v JSON obliki
Slika 3.2: Struktura komentarja v JSON obliki
Cˇe je bil komentar oznacˇen v podatkih kot sovrazˇen, neprimeren ali zˇaljiv,
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je v novi mnozˇici pripadel razredu 0, cˇe pa je bila vsebina komentarja pri-
merna, je pripadel razredu 1. Tako smo locˇili komentarje na dva razreda.
Besedilo komentarjev je bilo potrebno pretvoriti v vektorsko obliko, ki jo
napovedni model sprejme kot vhod [20]. Za model BERT je beseda vsebovana
v slovarju ali pa se razbije na krajˇse delcˇke, ki obstajajo v slovarju in jih je
mozˇno preslikati v vhodni vektor. Na zacˇetek vsakega komentarja je bilo
pred preslikavo potrebno dodati poseben znak ’[CLS]’, na konec komentarja
pa znak ’[SEP]’, da lahko napovedni model locˇi med razlicˇnimi komentarji.
Zadnji korak priprave podatkov je zahteval enako dolzˇino vseh komentarjev,
zato je bilo potrebno vsa zaporedja besed podaljˇsati na enako sˇtevilo besed s
posebnimi znaki ’[PAD]’. Tako so pri migrantski temi vsi komentarji vsebovali
505 besed, pri LGBT temi pa 499 besed, kar vidimo v tabeli 3.2. V nasˇem
primeru smo ignorirali komentarje, ki so vsebovali vecˇ kot 512 besed [6] in
taksˇne, ki niso pripadali nobenemu razredu.
ANG HRV SLO
LGBT 446 481 499
migranti 505 499 461
Tabela 3.2: Najvecˇje sˇtevilo besed v komentarju.
Podatki so locˇeni glede na temo (LGBT in migranti) in glede na jezik
(anglesˇcˇina, hrvasˇcˇina in slovensˇcˇina), tako da smo skupno dobili 6 locˇenih
podatkovnih mnozˇic. Sˇtevilo komentarjev, ki jih vsebuje vsaka mnozˇica, je
prikazano v spodnji tabeli 3.3.
ANG HRV SLO
LGBT 5895 5681 4454
migranti 5825 5359 6460
Tabela 3.3: Sˇtevilo komentarjev v podatkovnih mnozˇicah.
Za uspesˇno ucˇenje je koristno, da so mnozˇice uravnotezˇene, kar pomeni,
da je sˇtevilo komentarjev, ki so oznacˇeni za sovrazˇne, priblizˇno enako sˇtevilu
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komentarjev, ki niso oznacˇeni kot sovrazˇni. Uravnotezˇenost je vidna v tabeli
3.4.
ANG HRV SLO
LGBT 25,3 63,3 52,9
migranti 46,0 51,4 55,5
Tabela 3.4: Delezˇ sovrazˇnih komentarjev v %
3.2 Predpriprava podatkov
Za ucˇenje smo uporabili python knjizˇnico PyTorch [1], zato morajo biti vho-
dni in izhodni podatki za uporabo modela BERT v posebnem formatu, ime-
novanem tensor. Tensor se razlikuje od navadne tabele v tem, da se lahko
uporablja za racˇunanje na CPU ali na GPU.
Vhodni podatki za model BERT morajo biti v vektorski obliki ter enake
dolzˇine. Za preslikavo iz besedila v vektorsko obliko smo uporabili BertTo-
kenizer [16], ki nam hkrati stavke sˇe tokenizira. Za podaljˇsevanje vektorjev
na enako dolzˇino smo si pomagali s knjizˇnico Keras [4].
Po koncˇani preslikavi besedila v vektorsko obliko smo vse komentarje raz-
delili na ucˇno, validacijsko in testno mnozˇico. Ucˇna mnozˇica je predstavljala
80%, testna in validacijska pa sta predstavljali vsaka po 10% celotne mnozˇice
komentarjev. Zadnji korak priprave podatkov je pretvorba v format tensor,
za kar poskrbi knjizˇnica PyTorch.
Poglavje 4
Evalvacija in rezultati
V tem poglavju bomo opisali opravljene poskuse in njihove rezultate. V pod-
poglavju 4.1 bomo navedli imena vseh knjizˇnic, s katerimi smo si pomagali
pri poskusih in razlago enacˇbe za racˇunanje klasifikacijske tocˇnosti. V na-
slednjem podpoglavju 4.2 bomo razlozˇili, kako deluje privzeti klasifikator, ki
nam bo sluzˇil kot osnova za primerjavo z nevronsko mrezˇo tipa BERT. Podpo-
glavje 4.3 vsebuje opis poskusov, kjer smo nevronsko mrezˇo BERT naucˇili na
dolocˇenem jeziku, izracˇunali klasifikacijsko tocˇnost na tem istem jeziku ter
naredili primerjavo s privzetim klasifikatorjem. V podpoglavju 4.4 smo zˇe
naucˇene napovedne modele BERT iz prejˇsnjega podpoglavja uporabili za na-
povedovanje sovrazˇnega govora na jeziku, na katerem model ni bil naucˇen in
naredili primerjavo izracˇunanih klasifikacijskih tocˇnosti. V podpoglavju 4.5
smo zˇe naucˇen napovedni model BERT iz podpoglavja 4.3 dodatno naucˇili z
razlicˇnimi kolicˇinami podatkov na jeziku, na katerem smo potem izracˇunali in
primerjali klasifikacijske tocˇnosti. Zadnje podpoglavje 4.6 vsebuje povzetek
in dodatno obrazlozˇitev vseh izracˇunanih klasifikacijskih tocˇnosti.
4.1 Implementacija poskusov
Vsa koda je bila napisana v programskem jeziku Python. Za inicializacijo
napovednega modela smo uporabili knjizˇnico transformers [20] in pytorch-
pretrained-bert [16], ki nam omogocˇata uporabo zˇe delno naucˇenih mode-
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lov in tokenizatorjev. Za ucˇenje modela na GPU smo uporabili knjizˇnico
PyTorch [1]. Pri predprocesiranju podatkov smo si pomagali s knjizˇnicami
NumPy [11], json, csv, Keras [4] in Pandas [19]. Pri delitvi podatkov na
ucˇno, validacijsko in testno mnozˇico smo uporabili sklearn [12], za risanje
grafov pa matplotlib [7].
Zaradi nedostopnosti GPU smo modele BERT ucˇili s pomocˇjo storitve
Google Colaboratory, ki omogocˇa ucˇenje velikih napovednih modelov. Doda-
tno ucˇenje modela na GPU Tesla P100-PCIE-16GB je v povprecˇju potrebo-
valo 15 iteracij, vsaka iteracija ucˇenja pa je trajala priblizˇno 5 minut, skupno
75 minut.
Za primerjavo napovednih modelov smo uporabili klasifikacijsko tocˇnost,
ki predstavlja delezˇ vseh primerov, ki so bili pravilno klasificirani. Izracˇunamo
jo tako, da sˇtevilo pravilno klasificiranih primerov delimo s sˇtevilom vseh pri-




TP + TN + FP + FN
Razlaga vrednosti v enacˇbi:
• TP - sˇtevilo pravilno pozitivno klasificiranih primerov
• TN - sˇtevilo pravilno negativno klasificiranih primerov
• FP - sˇtevilo napacˇno pozitivno klasificiranih primerov
• FN - sˇtevilo napacˇno negativno klasificiranih primerov
Naredili smo 4 razlicˇne vrste poskusov klasifikacije sovrazˇnega govora, ki
jih bomo bolj podrobno razlozˇili.
Diplomska naloga 15
4.2 Ucˇenje in klasifikacija na istem jeziku s
privzetim klasifikatorjem
Privzeti klasifikator (angl. dummy classifier [12]) je klasifikator, ki za na-
povedovanje uporablja najverjetnejˇso oznako. Uporaben je kot osnova za
primerjavo z drugimi, bolj kompleksnimi klasifikatorji.
Mozˇnih je vecˇ osnovnih klasifikatorjev. Uporabili smo:
• stratificiranega (angl. stratified) - napovedovanje glede na porazdelitev
razredov ucˇne mnozˇice.
• enakomernega (angl. uniform) - za vsak primer nakljucˇno napove en
razred, tako da je v vseh razredih priblizˇno enako sˇtevilo primerov.
ANG HRV SLO
LGBT 62,6 54,1 49,0
migranti 52,8 52,2 48,6
Tabela 4.1: Klasifikacijska tocˇnost stratificiranega privzetega klasifikatorja v
%.
ANG HRV SLO
LGBT 51,6 51,7 49,7
migranti 51,5 51,5 51,2
Tabela 4.2: Klasifikacijska tocˇnost enakomernega privzetega klasifikatorja v
%.
4.3 Ucˇenje in klasifikacija na istem jeziku z
nevronsko mrezˇo BERT
Naredili smo pet poskusov, kjer smo vnaprej naucˇen model BERT iniciali-
zirali s pomocˇjo knjizˇnice transformers [20]. Podatke smo razdelili na ucˇno,
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validacijsko in testno mnozˇico kot je opisano v podpoglavju 3.2 in zacˇeli z
dodatnim ucˇenjem na celotni ucˇni mnozˇici nekega jezika. Ko se je dodatno
ucˇenje zakljucˇilo, smo izvedli sˇe napovedovanje na testni mnozˇici tega istega
jezika.
Izracˇunali smo klasifikacijsko tocˇnost in si vrednost shranili, da smo lahko
potem izracˇunali povprecˇje klasifikacijskih tocˇnosti petih poskusov in na tak
nacˇin dobili zanesljivejˇsi rezultat. Naucˇen napovedni model smo shranili za
poskuse medjezikovnega prenosa. Enak postopek smo za oba modela BERT,
za obe temi in za vsak jezik ponovili petkrat, skupno smo naredili sˇestdeset
poskusov.
ANG HRV SLO
LGBT 83,0 77,7 70,4
migranti 74,9 71,8 73,9
Tabela 4.3: Klasifikacijska tocˇnost vecˇjezikovnega modela, naucˇenega in te-
stiranega na istem jeziku, v %.
ANG HRV SLO
LGBT 83,4 82,5 75,7
migranti 73,7 76,5 76,7
Tabela 4.4: Klasifikacijska tocˇnost trojezikovnega modela, naucˇenega in te-
stiranega na istem jeziku, v %.
Ob primerjavi klasifikacijskih tocˇnosti modela BERT in privzetega klasifi-
katorja vidimo, da se tocˇnost zelo povecˇa. Cˇe vzamemo primer teme LGBT v
anglesˇkem jeziku, lahko opazimo, da je tocˇnost stratificiranega privzetega kla-
sifikatorja 62,6%, tocˇnost vecˇjezikovnega modela BERT pa je 83,0%. Tocˇnost
napovedovanja se povecˇa za 20,4%. Podobna izboljˇsava tocˇnosti je opazna
tudi pri ostalih jezikih.
Iz tabel 4.3 in 4.4 lahko razberemo, da so klasifikacijske tocˇnosti za an-
glesˇki jezik priblizˇno enake pri obeh uporabljenih modelih. Klasifikacijske
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tocˇnosti za slovenski in hrvasˇki jezik so viˇsje za priblizˇno 5% pri trojezikov-
nem modelu BERT.
4.4 Medjezikovni prenos napovednega modela
BERT brez dodatnega ucˇenja
Dokoncˇno naucˇen napovedni model BERT smo inicializirali s pomocˇjo knjizˇnice
transformers [20]. Model, ki je bil naucˇen na nekem jeziku (npr. na an-
glesˇcˇini), smo uporabili za napovedovanje na nekem drugem jeziku (npr. na
hrvasˇkem ali slovenskem jeziku), zato smo podatke tega drugega jezika raz-
delili na ucˇno, validacijsko in testno mnozˇico, kot je opisano v podpoglavju
3.2 in brez dodatnega ucˇenja izvedli napovedovanje na testni mnozˇici. Po
koncˇanem testiranju smo izracˇunali klasifikacijsko tocˇnost. Enak postopek





SLO ANG HRV SLO ANG HRV
LGBT 70,4 49,3 66,7 75,7 46,1 47,0
migranti 73,9 42,6 65,1 76,7 42,4 42,8






HRV ANG SLO HRV ANG SLO
LGBT 77,7 39,6 69,1 82,5 35,6 44,8
migranti 71,8 49,6 54,7 76,5 47,8 47,8







ANG SLO HRV ANG SLO HRV
LGBT 83,0 72,2 76,0 83,4 65,7 72,4
migranti 74,9 54,2 58,8 73,7 53,4 54,2
Tabela 4.7: Klasifikacijska tocˇnost napovednega modela testiranega na an-
glesˇcˇini v %.
Vsebina tabel 4.5, 4.6 in 4.7 nam razkrije, da ima vsak naucˇen vecˇjezikovni
model vecˇjo klasifikacijsko tocˇnost kot trojezikovni model, ko ga prenesemo
na drug jezik za napovedovanje. Na primer vecˇjezikovni model za migrantsko
temo naucˇen na hrvasˇkem jeziku napove pravilno v 65,1% primerov na sloven-
skem jeziku, medtem ko trojezikovni model za isto temo naucˇen na hrvasˇkem
jeziku napove pravilno v samo 42,8% primerov na slovenskem jeziku.
4.5 Medjezikovni prenos napovednega modela
BERT z dodatnim ucˇenjem
Dokoncˇno naucˇen napovedni model BERT smo inicializirali s pomocˇjo knjizˇnice
transformers [20]. Model, ki je bil naucˇen na nekem jeziku (npr. na anglesˇkem
jeziku), smo uporabili za napovedovanje na nekem drugem jeziku (npr. na
slovenskem jeziku), zato smo podatke tega drugega jezika razdelili na ucˇno,
validacijsko in testno mnozˇico, kot je opisano v podpoglavju 3.2.
Za dodatno ucˇenje napovednega modela smo ucˇno mnozˇico razdelili na
razlicˇno velike mnozˇice, po koncˇanem dodatnem ucˇenju pa smo izvedli sˇe
napovedovanje na testni mnozˇici in izracˇunali klasifikacijsko tocˇnost.
Diplomska naloga 19





























Slika 4.1: Klasifikacijska tocˇnost vecˇjezikovnega modela, naucˇenega na an-
glesˇcˇini z razlicˇnimi kolicˇinami dodatnega ucˇenja in testiranjem na slovensˇcˇini
v %.





























Slika 4.2: Klasifikacijska tocˇnost trojezikovnega modela, naucˇenega na an-
glesˇcˇini z razlicˇnimi kolicˇinami dodatnega ucˇenja in testiranjem na slovensˇcˇini
v %.
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Iz slik 4.1 in 4.2 lahko razberemo, da je mozˇno boljˇsi medjezikovni pre-
nos napovednega modela opraviti z vecˇjezikovnim modelom. Klasifikacijska
tocˇnost vecˇjezikovnega in trojezikovnega modela BERT, po dodatnem ucˇenju
na 1% velikosti ucˇne mnozˇice, je zelo podobna, se razlikuje samo za 0,7%.
Po dodatnem ucˇenju na 50% velikosti ucˇne mnozˇice, se tocˇnost razlikuje za
2,9%, po dodatnem ucˇenju na 100% velikosti ucˇne mnozˇice pa se tocˇnost
razlikuje za 5,7%.
4.6 Povzetek vseh rezultatov
Na slikah 4.3, 4.4 in 4.5 so tabele, kjer so zdruzˇeni rezultati vseh poskusov.
Slika 4.3: Povzetek vseh rezultatov poskusov, kjer je bila uporabljena an-
glesˇka testna mnozˇica
Slika 4.4: Povzetek vseh rezultatov poskusov, kjer je bila uporabljena hrvasˇka
testna mnozˇica
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Slika 4.5: Povzetek vseh rezultatov poskusov, kjer je bila uporabljena sloven-
ska testna mnozˇica.
Ob primerjavi klasifikacijskih tocˇnosti vecˇjezikovnega in trojezikovnega
modela, ki so v tabelah na slikah 4.3, 4.4 in 4.5, lahko vidimo, da trojezikovni
napovedni model za priblizˇno 5% bolje napoveduje na jeziku, na katerem je
bil prvotno naucˇen. Ta trditev ne velja popolnoma za napovedni model, ki
je bil naucˇen na anglesˇkem jeziku, saj imata v tem primeru vecˇjezikovni in
trojezikovni model skoraj enako klasifikacijsko tocˇnost. Pri poskusu medje-
zikovnih prenosov napovednih modelov brez dodatnega ucˇenja opazimo, da
veliko bolje napoveduje vecˇjezikovni napovedni model, v nekaterih primerih
je razlika med klasifikacijskima tocˇnostima skoraj 25%, v vecˇini primerov
pa je razlika manjˇsa kot 10%. Medjezikovni prenos napovednih modelov z
razlicˇnimi kolicˇinami podatkov za dodatno ucˇenje nam razkrije, da v taksˇnih
primerih vecˇjezikovni napovedni model bolje napoveduje, vendar razlika ni





V diplomski nalogi smo analizirali napovedni model na podrocˇju procesira-
nja naravnega jezika BERT, kot ucˇno mnozˇico smo uporabili dve vrsti so-
vrazˇnega govora iz treh jezikov. Naredili smo primerjavo med vecˇjezikovnim
in trojezikovnim modelom BERT brez ter z dodatnim ucˇenjem. Na podlagi
izracˇunanih klasifikacijskih tocˇnosti smo ugotovili, da trojezikovni napovedni
model brez dodatnega ucˇenja bolje kot vecˇjezikovni napovedni model brez do-
datnega ucˇenja napoveduje na jeziku, na katerem je bil prvotno naucˇen. Tro-
jezikovni model v taksˇnem primeru napoveduje za priblizˇno 5% natancˇneje
kot vecˇjezikovni napovedni model. Vecˇjezikovni napovedni model brez doda-
tnega ucˇenja bolje kot trojezikovni napovedni model brez dodatnega ucˇenja
napoveduje na jeziku, na katerem ni bil prvotno naucˇen. Z njim tako na-
redimo boljˇsi medjezikovni prenos napovednega modela. To se izkazˇe za
resnicˇno tudi v primeru medjezikovnega prenosa z dodatnim ucˇenjem, kjer
za dodatno ucˇenje uporabimo razlicˇne kolicˇine podatkov. Vecˇjezikovni mo-
del v tem primeru napoveduje za priblizˇno 5% natancˇneje kot trojezikovni
model, v primeru brez dodatnega ucˇenja pa je ta sˇtevilka viˇsja za med 3% in
25%.
Mozˇnih je vecˇ izboljˇsav opravljenega dela. V eksperimente bi lahko
vkljucˇili sˇe kaksˇen jezik vecˇ. Uporabili smo samo anglesˇcˇino, hrvasˇcˇino in
slovensˇcˇino, ker podatkovne mnozˇice za druge jezike sˇe niso bile pripravljene
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ter dokoncˇno oznacˇene. Lahko bi naredili tudi vecˇ poskusov medjezikov-
nega prenosa z dodatnim ucˇenjem z razlicˇnimi kolicˇinami podatkov. Taksˇni
poskusi so sicer cˇasovno zelo zahtevni.
Razvita koda je dostopna v repozitoriju https://github.com/zanpecovnik/
diplomaPoskusi.
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