ABSTRACT: Artificial Bee Colony algorithm is one of the naturally inspired meta heuristic method. As usual, in a meta heuristic method, intuitively appealing way to have better results is extending calculation time or increasing the fitness evaluation count. But the desired way is acquiring better results with less computation. So in this work a modified Artificial Bee Colony algorithm which can find better results with same computation is developed by benefiting statistical observations.
INTRODUCTION
Genetic algorithms (GA) (Holland, 1975) had marked an era in the solution of NP hard problems. It is one of mostly used population based algorithm but in recent years, swarm intelligent is also used in population based algorithms and has attracted huge attention among the researchers. Swarm intelligence algorithms are inspired from collective behavior of animal groups like ant colonies, flocks of birds or bee swarms. This special type of the population based algorithms are referred as swarm intelligence. The secret of the success of the swarm intelligence is "self organization". In a self organization, individuals in the population are specialized to fulfill a special task without under control of a centralized authority to accomplish a global task. Swarm intelligence mostly used to solve non linear functions with multi local optimum and combinational optimization tasks. Particle swarm optimization (PSO) which was introduced by (Kennedy and Eberhart, 1995) is another popular swarm intelligence based method. PSO have been inspired from collective behavior of bird or fish groups while moving together. Ant colony algorithm (ACO) (Dorigo et al., 1991) which simulates the behavior of ants to find best route to carry foods from source to home is another popular swarm intelligence method. Bee colonies are also good examples for swarm intelligence. In a bee colony there are specialized bee types for specialized task. For example, employee bees fly to food sources and dances in the hive according to position and the amount of the food. Onlooker bees watch the dance of the employee bees and decide DOI: 10.15317/Scitech.2017.79
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which food resource to go so they can select the food sources which they can gather more food with less energy consumption. (Drias et al., 2005) have introduced a bee colony inspired algorithm and referred as "Bees Swarm Optimization" and have tested the algorithm on MAX-W-SAT (the maximum weighted satisfiability) problem. Yang introduced another bee oriented algorithm and called as Virtual Bee Algorithm and tested it with two dimensional problems under one agent and multi-agent conditions (Yang, 2005) . Teodorovic proposed bee swarm intelligence based algorithm and tested to solve complex traffic and transportation problems (Teodorovic´, 2003; Lucic and Teodorovic´ 2002) .
The main motivation of this work is Artificial bee colony (ABC) algorithm which simulates the foraging behavior and collective work of different kinds of bees by (Karaboğa, 2005) . The algorithm tested on multimodal and multi-dimensional numerical optimization problems. ABC was firstly developed to solve numerical optimization problems and the performance compared to GA and particle swarm inspired evolutionary algorithm (PS-EA) (Basturk and Karaboga, 2006; Karaboga and Basturk, 2007) . Performance of differential evaluation (DE), PSO and evolutionary algorithm (EA) on basic numerical functions are also tested against ABC Karaboga and Basturk, 2008) . ABC algorithm is also used to train artificial neural network weights , classify medical patterns, clustering Ozturk and Karaboga, 2008) and solving travelling salesman problem (Shrivastava et al., 2015) .
In this work our goal was improving the performance of the ABC algorithm without increasing the maximum fitness evaluation count. Performance of the proposed method is investigated for realparameter optimization on both basic and composite functions presented at the Congress of Evolutionary Computation 2005 (CEC05). In Section 2 ABC algorithm was introduced. In Section 3 proposed modifications on ABC algorithm are introduced. In Section 4 test results for different dimensions of CEC05 problems are presented and in Section 5 test results are discussed.
ARTIFICIAL BEE COLONY ALGORITHM
Metaheuristic algorithms are developed to solve combinational optimization problems like travelling salesman problem or vehicle routing problem but today they are also used to solve real parameter estimation problem which can be described as finding best parameter values of a function which minimizes or maximizes the function. For example in equation 1 if it is wanted to find the best x and y values which minimizes the function under circumstances of -3<x<5.5 and y>12 then this problem can be described as a real parameter optimization problem.
In this work the proposed method tested on real parameter optimization problem. ABC algorithm searches the global search space to find suitable parameter values by three types of bees (or agents) which are listed below.
Employee Bee: A food source (or possible solution) is assigned to an employee bee. The mission of an employee bee is giving information about the particular food source which it is assigned to onlooker bees. This information is the food amount (quality of the solution). After a food source has not enough resources anymore then the employee bee which assigned to that source become scout bees.
Onlooker Bee: This type of bees search better food sources around the employee bees. The idea behind is better solutions should be around the best solutions. At this point employee bees guide to onlooker bees to better solutions.
Scout Bee: Scout bees are assigned to find new food sources that are not found by employee bee. So they fly to far away that are not visited yet. After they found a new source they become employee bees.
The flowchart of the ABC algorithm is illustrated in Figure 1 .
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A weak point of the ABC algorithm is that it searches a better solution near the current solution by modifying only one parameter at a time. But some of the other metaheuristic algorithms changes more than one parameter to speed up the convergence. However it is tried to modify more than one parameters in an ABC variant (Akay and Karaboga, 2010) but the algorithm uses another parameter which decides to make modification more than one parameter. The idea behind the proposed method finding value which is very close the optimal value to use on all agents as the second parameter modification. The problem is calculating that kind of near optimal value? At this point statistical methods come to help. Proposed method detects the near optimal values in three steps: First step is detecting first 10 best fitness valued solutions. We use 100 as population count and 50 for food sources count. Solutions (food sources) are sorted by their fitness values and parameter values of first 10 solutions are reserved for further steps.
At the second step standard deviation (SD) values of the each parameter are calculated from the best fitness valued solutions that are detected and reserved in step 1. SD is a measurement technique to understand how much an array of variable are different from each other. SD is calculated in 3 steps. In first step average value of the array is calculated by equation 2. In second step variance of the array is calculated by equation 3 and in last step SD is calculated as square root of the variance in equation 4.
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Flowchart of the proposed algorithm is presented in figure 2 and pseudo code is presented in figure 4 . Changed parts are written in red. 
SD values are calculated for each dimension of the food sources to find the parameter which is closer to optimum value. But how can it be decided that mean value of a parameter is near the optimum value only by looking the SD value of the parameter? Solution of that problem can be shown by an example. The box-plot representation in figure 3 is acquired by the parameter values of first 10 best solutions in 11.cycle of ABC for the 10 dimensions sphere function which is described by Equation 5. Table 1 . Columns in Table 2 represent the parameters and first two rows represent SD values, mean values of the first 10 best solutions respectively. The row referred as "Position on SD" represents the parameter's position when the parameters sorted by their SD values in ascending order and the row referred as "Position on Fitness" represents the parameter positions when the parameters are sorted by their distance of means values to optimum values. For example parameter 6 (D6) has a SD value 18 and when the parameters are sorted by the SD it's position is 1 because it has the lowest SD value among the parameters. The mean value of the D6 -1.82 and its optimum value for sphere function in equation 5 is zero. So the distance to optimum value is -1.82 and its "Position on Fitness" value is also 1. The same relation can be seen other dimensions. So at this point it can be said that "Position on SD" values are related to "Position on Fitness" values. More clearly it can be said that mean value of the minimum SD valued parameter is very close to its optimum value. This assumption is the key concept of the proposed method. So we detect the best parameter in every cycle by SD values and use its value for second parameter modification. Modified parts of the algorithm are shown bold. In modified part "/*Finding appropriate parameter*/" best fitness valued solutions are sorted and first 10 of them are used to calculate SD values of the parameters. Minimum SD valued parameter number is assigned to "bestp" variable. The other modified part of the algorithm is "/* Second parameter modification*/" where the bestpth parameter of each employee bee is modified by the mean value of the bestpth parameter. Second parameter modification is similar to standard parameter modification in ABC except instead of finding a random parameter of a random neighbor it uses mean value of the bestpth parameter. Second parameter modification is used only in in employee bee phase because using it onlooker bee phase causes solutions to bias thought to same value. Second parameter modification is applied after 10 iterations from beginning in order to allow parameters to decide a near optimal value.
EXPERIMENTAL RESULTS
The proposed method tested against to standard ABC algorithm with both basic and composite functions presented at Congress of Evolutionary Computation 2005 (CEC05) in four categories. First category is fitness evaluation tests. In the test proposed fitness values of the proposed method are compared to original ABC under the same conditions. In second test methods are compared by the stability. For this purpose standard deviation of fitness values that are obtained after 30 independent runs are compared. In third test convergence speeds are tested for both methods. Last test was time consumption test. In this test methods are compared by their time consumptions. We have used 10, 30 and 50 for problem dimensions. For a fair comparison we have used the same parameters for both methods. Population size is set to 100 and food sources size is set to 50. MaxCycle is set according to dimension size. We established 10 4 fitness evaluations for each dimension by calculating MaxCycle value in Equation 6.
where "D" represents the dimensionality and "pop_size" represents population number of the ABC algorithm. Fitness evaluation test results are obtained by the results of 30 independent runs. In "Function Number" column, corresponding function numbers in CEC05 are presented, in "ABC" column mean fitness value of the 30 independent runs are presented. Similarly in "Modified ABC" column mean fitness value of 30 independent runs are presented for proposed modified ABC algorithm. In "Better Than Classical ABC" column represents the comparison result of the mean of original ABC and Modified ABC test results. If Modified ABC is better than the original one then the column value is set to "Yes" otherwise column value is set to "No". "Statistically Significant" column represents paired t test results of the 30 independent runs at the 5% significance level. If difference between the results is statistically significance then column value is set to "Yes" otherwise the column value is set to "No". The fitness evaluation test results are a bit complicated so we summarized all the test tables above in Table 5 . Fitness evaluation test results are encouraging. In most of the tests, proposed method is better than ABC in most cases and also when it is worse than the original ABC, the results are not statistically significance.
Standard Deviation Test
SD test are done in order to measure the stability of the methods. If two different methods compared with the same test functions by 30 independent runs it can be said that the smaller SD valued function is more stable than the other one. SD test results are presented in Table 6 . The SD test results are a bit complicated so we summarized all the test tables above in Table 7 . In stability test it can't be said that original ABC is more stable than the proposed method for all situation. Especially test results are close for the problems which have 30 and 50 dimensions.
Convergence Speed test:
Convergence speed are illustrated in figure 5-10 in order to present which method can find better results with less fitness evaluations. In convergence test it can be said that proposed method find better solutions with less fitness evaluations in lower dimension sizes. When dimension sizes get larger the advantage of the proposed method is lost.
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Developing a better method over the original one always has some additional cost. These costs may be additional fitness evaluations, additional computations or additional memory consumption. However the important rule in swarm intelligence methods is finding better fitness values with less or the same fitness evaluation counts. So proposed method uses the same fitness evaluation count and needs a little additional computation to find better fitness values. The additional computation cost is presented by a time consuming test for "Rosenbrock" function by the different dimension sizes in Table 8 . Table 8 evaluated, it can be said that proposed method needs less than 1% additional computation according to original one and this is not a significance difference.
CONCLUSIONS
According to experimental results it can claimed that proposed method has found better result with same fitness evaluations. The proposed method needs only %0.5 additional computation and this cost can be tolerated. Some of the other modified methods also can find better results than original ABC algorithm but they need additional parameters and the values of the parameters should be set properly by the user, otherwise method may find worse results. In this perspective proposed method is a parameter-less method and can work without user interactions. Stability and fitness performance of the method can be improved method by additional modifications.
