With the wide -spread use of image retrieval in various areas such as crime investigation, medical diagnosis, intellectual property rights, etc, today's 
INTRODUCTION
Our paper is divided into three sections. First section gives introduction about image retrieval process. Second section describes literature review about various feature extraction methods and third section gives a brief description about our proposed system.
With the increase in size of digital data, it is very important to get appropriate data at particular time. Similarly image retrieval process is also important to get a particular image from very large database. Two main methods of image retrieval are: TBIR and CBIR. The main idea behind CBIR (Content Based Image Retrieval) is to extract features of images like color, texture and shape [1] .Use of these hybrid features color, texture and shape as feature vectors gives better results [2] . But, now-a-days, with the increasing scope and applications of this field, it is important to enhance efficiency of image retrieval. Hence, our aim is to build a system which effectively retrieves similar images from a very large database by using TBIR and CBIR together.
Image retrieval process is basically three step process. First step is preprocessing on images. Then feature extraction and last step is similarity matching. In next section, we have described research work on this process.
LITERATURE REVIEW
In color images, color plays very vital role. There are various color spaces -RGB, HSV, HSL, CMYK, CIE Lab, CIE XYZ. According to Madhura C and Dheeraj D, converting RGB images to any other color spaces such as Gray, HSV, HIS, Lab, YCbCr, CMY and then processing these images gives good results [3] . Lab color model contains L i.e. Lightness factor, which matches human perception of lightness and provides very good results.
We know that, edge detection is very important as good edge detection improves other processing also. There exist many edge detection algorithms like Marr-Hilderth edge detector, Local Threshold, Boolean Function based edge detector and canny edge detector. Raman Maini and Dr. Himanshu Aggarwal studied different edge detection algorithms and finally they reached to the conclusion that Canny's edge detection algorithm performs better than all other edge detecting operators under almost all scenarios [4] . Even though it is more costly than others, it gives best results [5] . Hence, various modifications are done to improve efficiency of canny edge detection algorithm. Biman Debbarma and Dibyendu Ghoshal also proposed one modification. In their modified canny edge detection algorithm, variable sigma values are applied to different parts of image [6] .
Texture gives visual characteristic of surface. Various feature extraction methods are Grey Level Co-occurrence Matrices, Local Binary Pattern, Gabor filters. S.Sulochana and R.Vidhya combined two methods of texture feature extraction: Framelet transform and Gray level co-occurrence matrix (GLCM). They compared the results of these methods for image retrieval [7] .
Automatic Annotation is effective way for CBIR. Manual annotation is very time consuming and costly method. Though automatic annotation is less reliable than manual, speed is the advantageous factor [8] .
Various distance measure techniques are available for similarity matching purpose, such as Euclidean distance, Canberra distance, Minkowski distance.
PROPOSED SYSTEM
We have seen different algorithms for various feature extractions. From our literature review, we get few of the most efficient feature extraction algorithms of corresponding features. To accomplish our goal of enhancing efficiency of image retrieval, we are combining these all algorithms in our proposed system. Hence we are using following algorithms:
a. RGB to Lab conversion: Color feature. b. Modified canny edge detection algorithm with variable sigma: Shape feature. c.
Framelet Transform: Texture feature. In some TBIR systems, annotations are given manually. There are disadvantages of this:  More human resources are required to give manual annotation.
 According to human perception, there may be inconsistency in annotations [9] .
Hence, we are providing automatic annotation to get rid of this problem.
We can provide input as sketch or image or textual query.
For that purpose, we have to add following functionalities in our system:  To retrieve images by using image as input, we have to use combination of most efficient feature extraction algorithms.  To retrieve images by using sketch, the informational gap between sketch and colored image database must be handled [10] .  To retrieve images by using textual query, TBIR methods also must be incorporated.
Feature Extraction

Color Feature Extraction
As we know, converting RGB images to Lab gives better results. We are converting RGB to Lab. Lab color space is a color space with dimensions, L for lightness, a and b are color opponent dimensions. Lab color space is computed using XYZ color space, but it is perceptually more uniform. Perceptually uniform means a change of the same amount in color value should produce a change of same visual importance [11] . This is one advantage of Lab color model and second advantage is that it is device independent.
We cannot convert RGB to Lab directly. We have to convert it to XYZ first. Because, RGB is device dependent and Lab is device independent.
Algorithm: i. Obtain R, G and B values from the image. ii.
From these values obtain X, Y and Z values. iii.
Then obtain L, a and b values by applying formulae to X, Y and Z values.
Shape Feature Extraction
Canny algorithm is very much effective because of its features like good detection i.e. minimum false edges and important edges should not be missed, good localization i.e. closeness of real and detected edge, one response i.e. one edge produces once only. Canny algorithm is a step-by-step process: i. Image smoothing by Gaussian filter. ii.
Gradient calculation using Sobel operator. iii.
Non-maxima suppression. iv.
Thresholding with hysteresis. v.
Final binary image.
The Gaussian function is given by the formula,
where the parameter σ (sigma) indicates the width of filter that means degree of blurring. We can say that value of sigma is directly proportional to degree of blurring. But this approach gives average results in cases where prominent edges and faint edges both are of great significance. If the value of sigma is very high then faint edges will not be detected and if value of sigma is very low then noise may also get detected as edges. Hence, for every part of the image we are using different sigma values.
Algorithm:
input: An image Im; number of sub-images (n); sigma value (σ) for corresponding range of mean values. output: a binary image of edges (Ib). S (1, 2, …, n)←sub-images of Im; for j=1:n M (j) = mean S (j); σ ← f(M(j)); C (j) = Canny(S(j), σ); end Ib={C(1), C(2), ……..,C(n)}; At final Stage.
Texture Feature Extraction
Texture refers to properties that represent the surface or structure of an object. Two main texture description approaches exist: statistical and syntactic. With texture analysis, we can classify objects based on the underlying texture characteristic. Texture features statistics are classified into first-order, second-order and higher-order statistics. We are using statistical approach -Framelet transform.
The Proposed algorithm using Framelet Transform: a. Decompose each image in Framelet Transform Domain. b. Calculate the energy, mean and standard deviation of the Framelet transform decomposed image using following formulae.
μ is Mean value of the h Framelet transform sub band.
is Coefficient of h Framelet transform sub band. × is the size of the decomposed sub band. Calculate the similarity measure using distance measuring scheme. f.
Retrieve all relevant images to query image based on minimum distance.
Similarity Matching
Hybrid Graph:
Build the image similarity graph by using the cosine function:
Sim (dp, dq) = dp. dq ||dp||. ||dq||
Where dp and dq represent image feature vector of corresponding images dp and dq [12] .
On the basis of the features extracted from the images, we match the similarity between the images by using hybrid graph. For that purpose, we build the image to image graph from extracted features & image to tag graph from the database and by combining both graphs we will generate the bipartite graph to match the similarity.
Automatic Annotation
The image automatic annotation consists of many techniques that aim to find correlation between low level visual features and high level semantics. The main challenge is to create a model able to assign visual terms to an image to successfully describe it.
There are three methods for annotation: Manual, semiautomatic and automatic. But automatic annotation saves time.
The first step in this algorithm is to create a training set of images that have been already annotated by humans. The next step is to extract same features from query image in order to compare it with all previously created models. The result yields probability value of each keyword present in the query image [13] .
_______________________________________________________________________________________
CONCLUSION
The proposed image retrieval system is very effective in terms of both accuracy and time. By using various efficient algorithms for feature extraction, we have achieved accuracy. We are eliminating the drawback of TBIR by using automatic image annotation. By using Text Based and Content Based image retrieval processes together, we are giving user the choice to get similar images by using image or text or sketch. Finally by using graphs obtained from CBIR and TBIR we generate a hybrid graph, which gives better results concerning accuracy and time. 
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