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The value of the upper critical field Hc2, a fundamental characteristic of the superconducting
state, has been subject to strong controversy in high-Tc copper-oxides. Since the issue has been
tackled almost exclusively by macroscopic techniques so far, there is a clear need for local-probe
measurements. Here, we use 17O NMR to measure the spin susceptibility χspin of the CuO2 planes at
low temperature in charge ordered YBa2Cu3Oy. We find that χspin increases (most likely linearly)
with magnetic field H and saturates above field values ranging from 20 to 40 T. This result is consis-
tent with Hc2 values claimed by G. Grissonnanche et al. [Nat. Commun. 5, 3280 (2014)] and with
the interpretation that the charge-density-wave (CDW) reduces Hc2 in underdoped YBa2Cu3Oy.
Furthermore, the absence of marked deviation in χspin(H) at the onset of long-range CDW order
indicates that this Hc2 reduction and the Fermi-surface reconstruction are primarily rooted in the
short-range CDW order already present in zero field, not in the field-induced long-range CDW order.
Above Hc2, the relatively low values of χspin at T = 2 K show that the pseudogap is a ground-state
property, independent of the superconducting gap.
Divergent interpretations of experimental data in the
various cuprate families lead to contradictory conclusions
as to whether Hc2 decreases ([1] and refs. therein) or in-
creases ([2] and refs. therein) as hole doping p is reduced
below optimal doping. The question is all the more im-
portant as it touches on crucial aspects of the cuprate
problem: what controls the superconducting transition
temperature Tc as a function of doping, what is the mi-
croscopic nature of the pseudogap phase, what is the pair-
ing mechanism?
The dispute has become particularly acute in the con-
text of the competition between superconductivity and
charge density wave (CDW) order recently revealed by
nuclear magnetic resonance (NMR) [3–5], x-ray scatter-
ing [6–13] and sound velocity [14] experiments in under-
doped YBa2Cu3Oy. An interpretation of thermal con-
ductivity experiments in high magnetic field H argues
that Hc2 becomes as low as ∼24 T for p ' 0.11 dop-
ing [15] (here p changes upon varying the oxygen content
y and the relation between p and y is discussed in the
Materials & methods section). This has been argued to
be in agreement with a Gaussian-fluctuation analysis of
paraconductivity data [16–18], with the value of the vor-
tex melting field extrapolated to T = 0 [19] and with the
observation of the Wiedemann-Franz law [20]. Accord-
ing to this interpretation, Hc2 decreases with decreasing p
below optimal doping, and is non-monotonic with a min-
imum near p = 0.12 doping. This has been interpreted
as suppression of Hc2 in relation with CDW ordering in
the doping range p ' 0.08 − 0.18, or as the existence of
two quantum critical points [15]. A differing viewpoint
disagrees on such low Hc2 values and instead argues that
superconductivity persists up to at least 45 T, on the
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FIG. 1: Schematic field-temperature phase diagram of charge
ordered YBCO with Tc ' 60 K (p ' 0.11). The bound-
ary between short-range bi-dimensional (2D) correlations and
long-range planar correlations (2D CDW) is according to
refs. [3, 4, 12] and the phase transition toward full three-
dimensional long-range order (3D CDW) is according to
refs. [11–14]. The superconducting (SC) transition is accord-
ing to ref. [15]. The experiments reported in this paper follow
a vertical line at T ' 2 K, thus crossing the different CDW
phases.
basis of thermal conductivity, bulk magnetization and
specific heat [2, 21] measurements.
The determination of Hc2 is actually complicated by
the absence of sharp experimental signature of the tran-
sition to the normal state in high fields and by the limi-
tations of each experimental probe. For instance, macro-
scopic measurements can be biased by doping inhomo-
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FIG. 2: Magnetic field dependence of (the spin part of) 17O(3) Knight shift in four different samples at T = 2 K (a,c,d) and
3 K (b). The grey bars locate the saturation field and the related uncertainty. The arrows mark the CDW onset field of 2D
long-range CDW order as determined by NMR, typically 5 to 10 T below the onset of 3D order (see Fig. 1). Continuous and
dashed lines correspond to fits with linear (α = 1) and square-root (α = 1/2) field dependence, respectively (see text and
Eq. 2). Data for O(2) sites, that are less accurate but more sensitive to the CDW, are entirely consistent with O(3) data (Fig.
S3).
geneity (especially electrical transport that is only sen-
sitive to the lowest-resistance path in the sample) or, in
the case of YBa2Cu3Oy, by magnetism from the chains.
Furthermore, additional complication potentially arises
from the presence of the field-induced phase transition
towards long-range CDW ordering in the phase diagram
of YBa2Cu3Oy (Fig. 1).
Here, we provide a new perspective on this question by
using a microscopic, site-selective probe in underdoped
YBa2Cu3Oy single crystals (information about the sam-
ples and the experiments can be found in the ’Materials
& methods’ section and in the Supporting information).
Specifically, we deduce the field dependence of the static,
uniform spin susceptibility χspin = χspin(q = 0, ω = 0)
from NMR measurements of the spin part of the Knight
shift Kspin at planar
17O sites (see supporting informa-
tion for details concerning the subtraction of the orbital
shift from the total shift data). These two quantities are
directly proportional through:
Kspin =
A
gµB
χspin (1)
where A is the hyperfine coupling constant and g the
Lande´ factor (all quantities are tensors that are diagonal
in the frame of the crystallographic axes, but indices have
been dropped for the sake of simplicity).
In a simple metal, χspin is proportional to N(EF ), the
density-of-states (DOS) at the Fermi level EF . In the
underdoped cuprates, the situation is much more com-
plex as χspin has a relatively weak and smooth evolution
from the antiferromagnetic insulator (where it reflects the
response of localized Cu2+ moments) to the overdoped
metallic phase (where it is more likely to be proportional
to N(EF )) [22, 23]. Nevertheless, at low temperature
(T ), χspin should be dominated by N(EF ), for the fol-
lowing reasons.
In a superconductor with singlet pairing, χspin is con-
sidered to vanish at T = 0. This, however, is no longer
true in the mixed state, under an applied magnetic field.
In d-wave superconductors, the Doppler shift of nodal
quasiparticles (i.e. those with momenta close to the po-
sition of the gap nodes) outside vortex cores is responsible
for a residual N(EF ) that increases with magnetic field
as
√
H [24–26]. In addition to this, a field-independent
residual N(EF ) can arise from disorder [27]. Experimen-
tally, the field dependence of Kspin in several cuprates
is consistent with a
√
H dependence [28–30]. Therefore,
the field dependence of χspin at low T should reflect the
change in N(EF ), even though χspin is, in general, not
related to N(EF ) in a simple way.
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FIG. 3: Saturation field in Knight shift measurements (blue
dots, this work) at T = 2 K (3 K for the p = 0.109 sample),
compared to Hc2 values extrapolated at T = 0 from resis-
tivity data [15, 19]. The remarkable agreement leads to the
identification of the saturation field as Hc2. The solid line is
a guide to the eye.
3Upper critical field
We have measured the total Knight shift in four differ-
ent crystals and have determined its spin part Kspin ∝
χspin by subtracting the orbital contribution, while the
contribution from diamagnetic shielding was found to be
negligible at the fields used - see Materials and Meth-
ods (MM) section and Supporting Information (SI) for
details. Figure 2 summarizes the central result of this
work: after initially increasing upon increasing field, we
observe that χspin saturates above a certain field in all
the samples. Since χspin is expected to increase with H
as long as superconductivity is present, the most natural
explanation for the saturation is that the upper critical
field Hc2 has been reached. A similar observation has
previously been made in optimally doped Bi2201 [31].
In order to precisely determine the saturation field
Hsat, we perform global fits whereby Kspin(H) data are
fitted to a Hα dependence below Hsat and to a constant
value above Hsat, while treating Hsat as a fitting param-
eter. Namely, we have:
Kspin = K0 +KH(H/Hsat)
α for H ≤ Hsat
Kspin = K0 +KH for H > Hsat
(2)
We expect this approximation to provide an accurate, un-
biased way to determine Hsat, even though the crossover
between the two field regimes must be rounded in reality.
Note that we assume here a single field dependence from
H = 0 up to Hsat but since our data do not cover low
fields, we cannot exclude a more complex dependence.
As Fig. 3 shows, the saturation field turns out to agree
with the values of Hc2 determined from transport mea-
surements [15, 19], for each of the four samples and in-
dependently of the value of α. The slightly lower values
from NMR are likely attributed to the fact that our data
are taken at 2-3 K while transport data are extrapolated
to T = 0. A recent specific heat study [32] of ortho-II
YBa2Cu3O6.54 (p ' 0.11) also finds a saturation at fields
above ∼ 20 T at T = 7 K. Furthermore, the absence
of a significant diamagnetic shielding contribution to the
apical O(4) Knight shift is consistent with reduced Hc2
values (see methods and Fig. S1).
Our measurements are therefore consistent with the
idea that Hc2 in YBa2Cu3Oy has a pronounced depres-
sion around p = 0.11 − 0.12 where it reaches values
as low as ∼20 T. This is the main result of this work.
Even though Hc2 might be enhanced by the presence of
quantum critical points at p ' 0.08 and p ' 0.18 dop-
ing [15, 33, 34], comparison with other compounds [1]
shows that Hc2 is anomalously low where the CDW is
strongest while Tc still around 60 K in YBCO.
As remarked in ref. [4], such Hc2 values are close to
the field scale of ∼30 T at which the CDW order param-
eter saturates. The difference between 20 and 30 T at
' 0.11 might be due to the presence of superconducting
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FIG. 4: (a) Field dependence of the change of resonance
frequency ∆fres of the NMR tank circuit (see methods), in
YBa2Cu3O6.54 (p = 0.104) [3]. (b) Derivative of ∆fres. (c)
Vortex phase diagram. Open circles correspond to the peak
positions in panel (b), which defines the transition between
vortex liquid and vortex solid phases.
fluctuations. These have also been recently proposed [35]
as a possible explanation of the diamagnetic response re-
ported in high fields ([2] and refs. therein).
Vortex melting transition
Part of the controversy about Hc2 actually lies in a dis-
agreement on the melting transition of the vortex lattice.
The Hc2 values found here appear to be in contradic-
tion with the lower limit Hc2 > 45 T inferred from a
specific heat experiment [21] but they are also in contra-
diction with the irreversibility observed in the magneti-
zation data of Yu et al. [2] (see also [33]). This latter has
been taken as evidence of a secondary vortex solid phase
extending above 40 T in the T → 0 limit.
Our measurements of surface conductivity at T =
1.4 K (Fig. 4a) show no evidence of a vortex solid above
30 T: only one jump is seen and the frequency change
across the transition is identical to that at 40 K: ∆fres '
14 MHz. Furthermore, the absence of loss of NMR signal
intensity down to at least 1.4 K in the same sample [3]
also argues against a vortex solid at 1.4 K/30 T.
The irreversibility observed in torque measurements of
the bulk magnetization thus remains, to our view, mys-
terious. We can only conjecture that disorder, which is
present even in the best YBCO single crystals [37], plays
a role. In particular, for two-dimensional systems in the
presence of disorder, it has been shown that rare regions
with anomalously high Hc2 values become Josephson-
coupled at very low T [38–41]. This gives rises to two
stages in the superconducting-to-normal transitions mea-
sured by resistivity vs. field [38–41]. The lower one is
insensitive to Josephson currents and thus characteristic
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FIG. 5: (a) Residual Kspin in the H = 0 limit, K0, obtained from fits of the data in Fig. 2 to Eq. 2 with α = 1 (filled circles)
and 1/2 (open circles), as a function of doping p. (b) K0 relative to K0 + KH = Kspin(H = Hc2) (α = 1). (c) Correlation
between K0 and the width of the
17O line at 250 K that quantifies the amount of disorder (α = 1). Width data are for
the (mI = −1/2 ↔ −3/2 transition) transition of the O(2EF) sites (see Fig. 1 in ref. [5]). (d) Kspin(Hc2) = K0 + KH and
Kspin(Hc2)−K0 = KH relative to the normal state Krefspin in near optimally-doped YBa2Cu3O7−δ [36].
of the cleanest parts of the sample. Unlike bulk mea-
surements, the NMR Knight shift should be sensitive
only to this ”intrinsic” Hc2. Indications that inhomo-
geneity is relevant in YBa2Cu3Oy is found in the ab-
sence of narrowing of the melting transition on cooling
(Fig. 4b) and in resistive measurements vs. field show-
ing broad superconducting-to-normal transitions as com-
pared to the stoichiometric sibling YBa2Cu4O8 [42]. An-
other possibility is that there exist tiny regions with dif-
ferent oxygen content, like the surface of the crystals,
grain boundaries or small inclusions of different oxygen
order.
Density of states in the superconducting state
We now discuss the field-dependence of the spin sus-
ceptibility below Hc2 and how it extrapolates to zero
field.
NMR studies of cuprate samples [29, 30] have found
that K ∝ √H/Hc2 at T  Tc, as expected for
the Doppler shift of nodal quasiparticles outside vortex
cores [24]. Here in YBa2Cu3Oy single crystals, screening
of the radio-frequency severely degrades the signal-to-
noise ratio in the superconducting state. This prevents
investigation of the low-field range (µ0H . 10 T) where
the
√
H dependence would be most easily distinguishable
from a linear dependence. Unsurprisingly, fits to Eq. 2
with α = 1 and α = 1/2 (Fig. 2) work equally well. Nev-
ertheless, they lead to somewhat different results regard-
ing K0, a parameter that represents the residual Kspin
in the zero field and T → 0 limit (usually not considered
in NMR studies because it is impossible to distinguish
from the orbital shift Korb in the absence of accurate
measurement of the field dependence).
For α = 1/2 (Fig. 5a), K0 is negative for three of the
samples, which is unphysical for Kspin (there are neither
diamagnetic nor orbital contributions here, see SI). A
much larger (positive) value is found for the y = 6.47
(p = 0.088) sample which we suspect to be due to an
important amount of disorder in this sample. Indeed,
we find that K0 scales with the
17O linewidth at high
temperature (Fig. 5c). This latter is always a reliable
indication of the level of disorder and is indeed larger in
the p = 0.088 sample than in the other three.
For α = 1, K0 values are larger than for α = 1/2 and
positive for the four samples (Fig. 5a). We find that the
residual K0 at H = 0 amounts to ∼ 30±10% of the high-
field value (K0 + KH), for 0.109 ≤ p ≤ 0.135 (Fig. 5b).
This agrees with the residual term in the specific heat of
38% of the high field value [32].
The agreement with specific heat data at p ' 0.11 and
the more physical K0 values lead us to favor the α = 1
scenario, that is, N(EF ) is linear in field, which is also
in agreement with recent specific heat data [32]. Never-
theless, we do not claim that our data demonstrate that
χspin is linear in H or that K0 is finite. Indeed, the K0
values are of the order of uncertainties in Korb values, our
data are not strictly at 0 K but at 2-3 K, and we reiterate
that a more complex field dependence cannot be excluded
(for instance ∝ √H below ∼ Hc2/2 and ∝ H above).
Theoretically, a linear field dependence is expected when
the Zeeman energy of the nodal quasiparticles exceeds
the Doppler energy (ref. [43] and refs. therein). This
could happen when magnetic order sets in, as observed
in CeCoIn5 [44], or if the Doppler energy is anomalously
reduced, as could happen if the field induces changes in
the Fermi surface. The latter scenario would be more
likely in charge ordered YBCO as we know that there
is a field-dependent CDW that reconstructs the Fermi-
surface, without any concomitant SDW ordering, even at
high fields [3, 4].
Because oxygen-ordered YBCO has far less disorder
than any other cuprate family, the presence of a com-
paratively large residual DOS in zero field specific heat
data has remained unexplained. If N(EF ) is indeed lin-
ear in H, our results shed new light on this issue. First,
NMR being a local probe, that K0 6= 0 in planar 17O
5data would imply that the corresponding residual DOS in
zero-field does not originate from the CuO chains. Fur-
thermore, the finite intercept in Fig. 5c would suggest
that a fraction of the residual DOS is intrinsic, i.e. not
related to disorder. While this would be consistent with
the fact that the residual DOS in YBCO is larger than
in, e.g., the more disordered La2−xSrxCuO4 [21], we cau-
tion, however, that the data are also compatible within
error bars with a zero intercept.
Connecting with pseudogap and CDW phenomena
The putative relationship between the pseudogap and
the CDW, as well as their respective relationship with su-
perconductivity, has been much discussed in recent years.
It is thus interesting to observe how these phenomena af-
fect the spin susceptibility at low temperature, especially
upon quenching superconductivity with the field.
A number that may be benchmarked against theoret-
ical predictions is the fraction of DOS left at low T by
the pseudogap and by a hypothetical CDW gap, in the
absence of superconductivity. For this, Kspin(H = Hc2)
should be compared to Kspin for a Fermi surface unaf-
fected by the pseudogap. The problem is that Kspin(T =
T ∗) is unlikely to be a correct measure of N(EF ) at T ∗
for underdoped samples and anyway Kspin(T
∗) cannot
be measured here due to oxygen diffusion above room
T (defining T ∗ as the temperature at which χspin has
a maximum). We thus take as a reference the value of
Kspin of near-optimally doped YBCO, which is T inde-
pendent in the normal state [36]. Then, we find that
the DOS at Hc2 and T = 0 represents a small fraction
of this ”non-interacting DOS”, independently of doping:
Kspin(Hc2 )/K
ref
spin '16% (Fig. 5d). This number is in-
dependent of the value of α, i.e. of the H dependence
below Hc2. The ratio drops to 10% if K0 for the α = 1
scenario is subtracted (Fig. 5d).
In doing these comparisons, we keep in mind that rel-
ative DOS values are unlikely to be equal to the ratio of
χspin values at different doping levels. Even in a Fermi-
liquid, χspin, unlike the specific heat, is not only propor-
tional to N(EF ) but also to correction factors that are
correlation-strength, and thus doping, dependent. This
may be the reason why the factor-3 enhancement of m∗
on decreasing p from ∼ 0.10 to ∼0.09 [45] is not reflected
in a corresponding increase in χspin (Fig. 2). Neverthe-
less, there is no doubt that χspin remains small aboveHc2.
For instance, we observe that Kspin(Hc2)/Kspin(285 K)
' 20% (Figs. 6 and Fig. S4).
The small DOS remaining in high fields demonstrates
that the non-superconducting ground state has a large
pseudogap, separate from the superconducting gap. Sim-
ilar observation was already made in ref. [4] for p = 0.109
but our new data now show that this conclusion is gener-
ically robust for charge-ordered YBCO. In order to vi-
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FIG. 6: Temperature dependence of the spin part of the
Knight shift Kspin at two different fields, below and above
Hc2 for O(3) sites in YBa2Cu3O6.56. The data are taken in
the same conditions as those in Figs. 2 and 5 (that is, with
the field slightly tilted off the c axis) whereas data in ref. [4]
were for H exactly parallel to c and Korb was not subtracted.
Lines are guides to the eye.
sualize more directly how small field-induced changes in
χspin are as compared to those induced by the pseudo-
gap, we show the T dependence of χspin at two different
fields, below and above Hc2 (Fig. 6). Interestingly, the
remaining DOS fraction of 10 to 20% at Hc2 in YBCO is
distinctly smaller than in underdoped Bi2201 for which
Kspin(H = Hc2)/Kspin(T
∗) ' 25 to 50% [30].
The data in Fig. 2 (see also supporting information)
also show that Kspin does not undergo any major change
at either H2DCDW ' 10 to 20 T or H3DCDW (5 to 10 T higher
than H2DCDW). This result parallels the insensitivity of
both the specific heat [21, 32] and the coefficient of the T 2
term in the in-plane resistivity [46] to the CDW transition
in high fields.
The absence of a decrease of Kspin at the CDW tran-
sition indicates that long-range CDW order does not
produce substantial gapping of quasiparticle excitations.
This means either that the pseudogap is totally unrelated
to the CDW [47] or that the short-range CDW mod-
ulations, that are present at any field, already deplete
N(EF ) before the transition towards long-range order
intervenes.
The apparent absence of impact of the CDW transi-
tions on the field dependence of Kspin suggests that there
is no strong modification of either Hc2 or N(EF ) at these
transitions. Hence, both the drop of Hc2 and the Fermi-
surface reconstruction [42, 48] must be essentially rooted
in the presence of short-range (but static) CDW corre-
lations in zero field (which does not exclude that these
phenomena be field-dependent as short-range CDW mod-
ulations indeed are below Tc). That the reduction of Hc2
6does not result from a particular fragility of the super-
conducting state when it coexists with long-range CDW
order is consistent with the known depression of Tc in
zero-field [49] as well as with the observation that simi-
lar Hc2 values, including the drop around p = 0.12, are
deduced from a Gaussian-fluctuation analysis of paracon-
ductivity data in zero field [1, 16]. Reconstruction of the
Fermi surface by the short-range, rather than by the long-
range, CDW order agrees with a number of works [50–59].
METHODS
Samples
The Knight shift K was measured in four oxygen-
ordered, detwinned single crystals: YBa2Cu3O6.47 (hole
doping p = 0.088, ortho-II oxygen order), YBa2Cu3O6.56
(hole doping p = 0.109, ortho-II oxygen order),
YBa2Cu3O6.68 (hole doping p = 0.125, ortho-VIII oxy-
gen order) and YBa2Cu3O6.77 (hole doping p = 0.135,
ortho-III oxygen order). The hole-doping p is deduced
from the relation between p and the superconducting
transition temperature Tc established in ref. [49] for these
oxygen-ordered crystals. The crystals were enriched with
the 17O isotope (nuclear spin I = 5/2). More informa-
tion about our samples and experimental methods can
be found in refs. [37, 60].
Experimental conditions
The field was tilted by an angle θ ' 16◦ off the c-axis in
order to minimize overlap between O(2) and O(3) lines.
Here, the quoted field values correspond to the c-axis
projection, namely they have been corrected by a factor
cos(16◦) ' 0.96 with respect to nominal values. This
5 ± 1% correction does not affect any of the conclusions
of this work. The field was applied at low temperatures
(T ' 2−3 K), therefore crossing three different regions of
the field-temperature phase diagram of YBCO (Fig. 1).
Knight shift determination
Kspin values are obtained by subtracting the so-called
orbital part Korb and the diamagnetic shielding contri-
bution Kdia from the measured total K:
K = Kspin +Korb +Kdia (3)
Kdia should be identical at different
17O positions.
Therefore, the absence of any temperature dependence of
K at the apical O(4) sites (Fig. S1) indicates that Kdia is
negligible at the fields used here. As to the orbital part,
we took 17Kcorb = −0.014% and 17Kborb = 0.044% from
ref. [61] and used the relation Korb(θ) = K
c
orb cos
2(θ) +
Kborb sin
2(θ). These Korb values are consistent with our
measured shift anisotropies (Fig. S2).
Technical details about Knight shift measurements can
be found in Supporting Information and a full 17O NMR
spectrum is shown in ref. [62].
Vortex transition
Vortex melting can be probed with the NMR setup:
the rapid change in resistivity across the melting line
modifies the skin depth of the sample, which in turn
produces a change of the inductance of the NMR coil
surrounding the sample [63]. This then shifts the res-
onance frequency fres of the NMR tank circuit. In its
basic principle, the method is analogous to contactless
measurements using diode-oscillators [63].
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SUPPORTING INFORMATION
Knight shift measurements
The central lines of the different sites (O(2), O(3), api-
cal O(4) and chain O(1)) overlap at low temperatures and
thus cannot be reliably used for measuring K. Therefore,
K values were estimated from the position of the broader,
satellite transitions (see ref. [62] for a typical example of
full 17O spectrum).
Knight shift determination
The CDW transition produces a line splitting that has
a quadrupole component for both O(2) and O(3) sites
(those in bonds oriented parallel to the crystallographic
a and b axes, respectively). However, for reasons that
are not yet understood, the line splitting has a signif-
icant Knight shift contribution only at O(2) sites: the
Knight shift contribution to the splitting at O(3) sites
is either small or, in the case of the p = 0.109 sample
even totally absent [5]. Thus, O(3) spectra have little
or no asymmetry between high and low frequency satel-
lites, which makes the determination of the Knight shift
values more accurate. As far as the Knight shift is con-
cerned, O(3) data are more precise but O(2) data are
those sensitive to the CDW. Values in Fig. 2 are for the
O(3) sites. Fig. S3 shows that the field dependence of
K at O(2) sites is identical to that of O(3), within error
bars. O(2) data are lower than those for O(3), which we
attribute to a systematic error in the fitting, due to the
uncertainty generated by the absence of splitting of the
low-frequency satellites.
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FIG. S1: Total Knight shift at the apical O(4) site as a
function of temperature in YBa2Cu3O6.56 (p = 0.109). In
the ortho-II structure, there are two inequivalent O(4) sites:
O(4E) below empty chains and O(4F) below full chains.
O(4F) lines is much broader than O(4E) and so more diffi-
cult to measure. Dashed lines are guides to the eye. Data
were taken in a field of 12 T.
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FIG. S2: O(3) total Knight shift data along the three
crystallographic axes a, b and c, appropriately scaled, in
YBa2Cu3O6.56 (p = 0.109). The line is a guide to the eye.
It should be noted that electronic bound states in high
fields make the distribution of K values asymmetric [62].
In low field, the vortex lattice also produces an asym-
metric distribution of K. Therefore, the Knight shift
extracted from the positions of maximum intensity cor-
responds, strictly speaking, to the mode of the skewed
distribution rather than to its mean value. The differ-
ence between mean and mode values is however small
compared to our error bars so that the extracted K val-
ues should be considered as spatially averaged, mean,
Knight shifts.
Orbital shift subtraction
Kspin values are obtained by subtracting the so-called
orbital part Korb and the diamagnetic shielding contri-
bution Kdia from the measured total K:
K = Kspin +Korb +Kdia (S1)
Kdia should be identical at different
17O positions.
Therefore, the absence of any temperature dependence
of K at the apical O(4) sites (Fig. S1) indicates that
Kdia is negligible at the fields used here.
Accurately determining Korb, on the other hand, is
difficult. Being considered to be dominated by Van-Vleck
paramagnetism and to be T independent in the cuprates,
Korb is usually taken as the value of K in the limit T → 0.
However, because of nodal excitations, this is only true
in the limit H → 0 and given the weakness of the 17O
signal at low fields in the superconducting state, Korb
is not directly measurable. Therefore, we used the most
reliable values in the literature: 17Kcorb = −0.014% and
17Kborb = 0.044%, as determined in ref. [61], together
with the relation Korb(θ) = K
c
orb cos
2(θ) +Kborb sin
2(θ).
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FIG. S3: Comparison of Kspin data at O(3) (same data as in Fig. 2) and O(2) sites. Lines are guides to the eye. Both sets
of data are essentially identical (same saturation field, same field-dependence, same insensitivity to the CDW transition). K
values for O(2) are lower than those for O(3), which we attribute to a systematic error in the fitting, due to the uncertainty
generated by the absence of splitting of the low-frequency satellites.
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FIG. S4: ”Residual” (spin part of the) Knight shift in high
fields at T ' 2 K at different hole doping levels p, compared
to the spin part of the Knight shift at 285 K.
Constraints on Korb values
The Korb values used in the analysis are consistent
with constraints imposed by the measured anisotropy of
the Knight shift above Tc. The analysis is as follows. The
principal component of the measured total shift K along
an axis i (i = a, b, c) is expressed as:
Ki (T ) = Aiχ(T ) +K
orb
i (S2)
This then gives the two following relations for the
anisotropy between the c axis and each the two planar
directions:
Kc = Ac/Aa ·Ka +
(
Korbc −Ac/Aa ·Korba
)
Kc = Ac/Ab ·Kb +
(
Korbc −Ac/Ab ·Korbb
) (S3)
In Fig. S3, we scaled the O(3) Knight shift measured
along the a, b and c axes of ortho-II YBa2Cu3O6.56, as
shown in the legend. From this, we deduce the following
anisotropy ratios of hyperfine coupling constants: Ac/Aa
= 1.07 and Ac/Ab = 0.65.
These values are in good agreement with values given
in ref. [64]. More importantly, the scaling also imposes
that the orbital shift anisotropy is such that Korbc −
1.07Korba = −0.02% and Korbc − 0.65Korbb = −0.039%.
These values are again totally consistent with the most
precise Korb values in the literature (ref. [61]).
