Elevated nitric oxide (NO) and endothelial nitric oxide synthase (eNOS) have been observed in cancer patients in malignancy state. We hypothesize that the higher NO production in the microvessels of these patients attracts more tumor cells (TCs) to adhere and accomplished their metastases. Since there are tens to hundreds of endothelial cells (ECs) forming on the microvessel walls, it is unsustainable to let human operators measure NO intensity levels by correlating TC maps with a multitude of microphotographs via manual labor and eyeballing. To achieve effective and scalable quantifications, we developed an automatic algorithm to quantify NO intensity for microphotographs taken from the experiments. Taking account of the special visual and geometric properties of microvessels in the study, the first step performs a novel Markov integrated dynamic programming procedure to single out the microvessel from the microphotograph. The next step applies image processing and morphological operations to identify ECs and TCs on the microvessel detected from the prior step. Finally a normalized cross correlation procedure applies to register the TC map to the microvessel and evaluate the NO ratios in the ECs with and without TC adhesions. With a processing time reduced from hours to seconds, this algorithm evaluates NO ratios exceedingly similar to those by human operators a .
Introduction
Elevated nitric oxide (NO) and endothelial nitric oxide synthase (eNOS) have been observed in cancer patients in malignancy state. Thus we hypothesize that there is a higher NO production in the microvessel with the adherent tumor cells (TCs) compared to that without under the same flow conditions. To test this hypothesis, we used fluorescence microscopy to measure the endothelial NO production ( [NO] ) and TC adhesion in the post-capillary venule of rat mesentery under the normal blood flow rate. Then we determined the ratio of NO concentrations in the endothelial cells (ECs) with and without adherent TCs in the same microvessel.
To achieve significant results with acceptable statistical confidence, previously human operators computed these ratios for hundreds of photomicrographs by using eyeballing, tape measures and interactive image manipulation software system such as ImageJ 17 , which is an extremely labor intensive and time consuming process: normally a human operator spent more than half an hour on the ratio evaluation for a single microphotograph. Furthermore, the rampant system noises, e.g., different global lighting source and exposure and unbalanced local illuminations, together with random noises present in the imaging process for different experiments make the effective ratio evaluations even more difficult. Therefore, it is desirable to replace this human operator-based labor-intensive and error-prone process by an automatic procedure by taking advantage of the increasingly powerful algorithmic and computational power of computers (CPU and GPU).
Let us first examine the steps taken by human operators in NO ratio evaluations to determine if the desired automation is feasible at all. Two typical microphotographs with width 1376 and height 1024 taken from the lab are depicted in Fig.  1 : The left panel shows the vessel and ECs at 45 minutes without any TCs; high intensity regions in the microphotograph illustrated on the right panel correspond to TC regions 30 minutes later when TCs mature significantly.
The first step human operators go about evaluating NO ratios is to remove the background regions in the microphotograph, so that all ensuing analysis can rightly focus on the regions inside the microvessel. Human operators achieve this task by taking account of the intensity values and the geometric features of the microvessel boundaries. The automatic program should quantify these considerations and turn the boundary searching step into an optimization procedure 7 in computer vision 21 . As to be enlarged on in the next section, a new dynamic programming procedure 2 with special energy function and neighborhood formulation 22 can effectively emulate this step.
Human operators next label ECs inside the microvessel just segmented, which are relatively compact regions of significantly greater intensity value than non-EC ones. These properties can be handled by mature image processing and morphological operations 8 such as adaptive thresholding, anisotropic filtering 18 23 , and component labeling 14 . In the final processing step, human operators pre-process TC masks as depicted in the right panel of Fig. 1 for denoising purposes. Since the TC mask taken at 30 minutes later may be shifted to a location slightly different from that of the microvessel image, human operators need to move the TC mask around the microvessel image to decide the correct match between these two images on-the-fly. Afterward the average NO values for the EC regions with (excluding the overlapping TC regions) and without adherent TCs are computed and the expected NO ratio is thus attained. The activities behind this step can be resolved by employing pattern recognition and machine learning methodologies 3 13 . It can thus be concluded that by applying a multitude of approaches and methodologies in optimization, computer vision, image processing, pattern recognition and machine learning, the laborious and time consuming human efforts involved in NO ratio evaluations can be automated and thus relegated to computer algorithms. This is the only scalable and viable way to deal with hundreds or even thousands of microphotographs in the presence of tens or hundreds of ECs on the microvessel collected from the lab.
In our recent biomedical and algorithmic studies, we have developed a broad spectrum of procedures to replace human operators by computer programs with encouraging performances. In 24 , visual objects in videos were automatically detected and identified via geometrical and topological analysis. Human lungs were automatically segmented and tracked with comparable (error 2%) performance with leading semi-automatic planning systems 27 . Small and fast moving objects were detected and tracking from infra-red sequences 25 . Most recently, we developed an automatic EC adhesion location classification algorithm 26 that delivered precision results similar to human experts with processing time slashed by several orders of magnitudes.
In the next section, by emulating human operators' first step in NO ratio evalua-tion, a Markov integrated dynamic programming procedure is developed to segment out the microvessel in the microphotograph. Section 3 presents algorithmic details on EC locating and the EC-TC correlation, the last two steps in human operators' NO ratio evaluation. Experimental results are reported in Section 4. We conclude this paper by Section 5 with more.
Markov Integrated Dynamic Programming Procedure for Microvessel Segmentation
After anesthesia, the mesentery of an adult SD rat was spread out on a coverslip platform. An individual post-capillary venule (35-50 um) was loaded for 45 min under a low flow with 5 uM 4, 5-Diaminofluorescein diacetate (DAF-2 DA), a membrane permeable fluorescent indictor for NO. After DAF-2 loading, orange EC tracker-loaded MDA-MB-231 malignant TCs were perfused into the vessel at a normal blood flow rate. Then endothelial [NO] and TC adhesion were recorded every 10 min by switching the excitation/emission wavelengths in a Nikon Eclipse TE-300 inverted fluorescence microscopic system to the corresponding wavelengths for DAF-2-NO and cell-tracker. In this study, the accurate segmentation of microvessels from the microphotographs sets the actual foundation for ensuing analysis where only the ECs and TCs on the microvessels are of interest. Those noisy regions outside the microvessel, c.f., Fig. 1 , resemble ECs and/or TCs and thus causing false positives in this study. They are effectively filtered out after singling out the microvessel regions.
2.1.
Local and global features used by human operators to achieve microvessel segmentation
To automate the microvessel segmentation procedure, one should first summarize the knowledge and heuristics employed by human operators in this task. The central theme of this task is to find the two boundaries of the microvessel (see the left panel of Fig. 1 ). Because there is no mechanical or physical difference along the vertical directions, in the following presentations, we need only focus on methodologies in search of the upper boundary of the microvessels. To find the lower boundary, the same approach applies to the same microphotograph flipped upside down. Listed below are the special local and global visual and geometric properties exploited by human operators in identifying microvessel boundaries:
(1) Local properties:
(a) Visual features: Intensity values for pixels (picture elements) on the boundaries are generally, but not always, larger than their surrounding regions.
Internal ECs or outside noises may have large intensity values as well. (b) Geometric features: Boundary pixels are smoothly connected. Thereby some pixels of low intensity values may be labeled as boundary.
(2) Global properties:
(a) Visual features: Despite the rampant noises, intensity values inside the microvessel overall are significantly larger than those outside regions. (b) Geometric features: 1) Both boundaries go from the leftmost side of the microphotograph to the rightmost side. 2) Although the microvessel snakes its way in the microphotograph (in the study conducted in our lab microvessels with more wild turns and twists are intentionally chosen because of its beneficial effect for TC growth), from our consistent observations it may move up or down wildly, but it never moves precisely vertically or worse, makes backward turns. This causal nature has a crucial role to play in its effective optimization by a feasible computational procedure, as evidenced in other signal processing 15 and applied mathematics applications 4 .
3) The normal width-the length of the cuts within the microvessel along the direction perpendicular to the tangent direction along the microvessel-for the microvessel taken in one microphotograph remains roughly constant.
These visual and geometric features on the local and global scales shed great light on the route to be taken in the ensuing automation efforts, which can be formulated as a numerical optimization problem 4 to be detailed next.
Microvessel segmentation: Markov integrated dynamic programming procedure
Mathematically, the local properties indicate a possible local fitness function f (i, j) of local intensity values, I(i, j), for pixels with coordinates (i, j) (In this paper, the coordinate system is the one used by Matlab's default image system: origin O is located at the upper left corner of the image, the i axis goes from left to right, while the j axis goes from O downwards) and gradients, ∇I(i, j) = (I i (i, j), I j (i, j)) T , where I i (i, j) and I j (i, j) are the partial derivatives of I(i, j) along i and j direction, respectively. According to the fore-going local properties, a point (i, j) could be labeled a boundary pixel if the magnitude of its fitness function below is small.
where (i B , j B ) is the boundary pixel already found before pixel (i,j),
is an indicator function defining the neighborhood system N 21 :
Thus when considering possible new boundary pixels, only pixels adjacent to the known boundary pixel (i B , j B ) are considered. For instance, one popular neighborhood system is defined below:
where for one known boundary point (i B , j B ), only three possible pixels are possible candidates to be considered in the minimization procedure dictated by Eq. (1).
The definition of the neighborhood system N essentially reflects the prior belief of shape of the boundary: smaller neighborhood enforces smoother boundary pixels; while larger neighborhood allows wilder turns for the resultant boundary.
The local visual features in Section 2.1 demand a generally large I(i, j) and thus smaller I(i, j) value. And the local geometric features dictate the smoothness of the boundary, thereby a smaller second term on the right hand side of Eq.
(1), the magnitude of the difference between the gradient at (i, j) and (i B , j B ). α is a positive scalar to determine the relative importance of intensity values and smoothness of the boundary: a larger α asks for a smoother boundary, while a smaller α puts more emphasis on the large intensity value at location (i, j). It can thus be summarized that the local properties are encoded as the minimization of f 0 (i, j) when evaluating the candidacy of a given pixel at location (i, j).
The global visual features stipulate that the boundary pixels form a path 8 from the first column, the leftmost side of the microphotograph, to the last column, the rightmost side. And the causal nature further dictates that there is only one (upper) boundary pixel B(i) = (i, j) in column i, i=1 to n, for a microphotograph of width n and height m. A tentative global fitness function can be formed for any possible sequence L n k of length n, where the superscript n indicates its length and subscript k indicates that the path ends at location (n, k) in the last column, by stringing n points in the boundary pixel format:
where the first term I(L n k [1] ) reflects the degenerate case of Eq. (1) when the prior boundary point is non-existent. The optimal path's fitness value is then min all k g 0 (L n k ). To find the optimal path, if the brute-force exhaustive enumeration method is used, even with the simplest possible neighborhood system defined by Eq. (3), a quick counting suggests that the corresponding computation is in the order of m * 3 n−1 , where m is number of starting boundary pixels in the first column to start the search in Eq. (4), and three possible candidates should be evaluated on each of the n-1 columns, excluding the first column, thus totaling to 3 n−1 , an exponential function of column number n, thus computationally infeasible 20 . Consequently the special structure of this optimization problem should be exploited to find a computationally feasible solution.
A close inspection of the definition of f 0 (i, j), Eq. (1), suggests its crucial Markovian nature: the value of f 0 (i, j) relies only on its immediately preceding boundary pixel (x B , y B ), the L[i]'s thereby forms a Markov chain of first order 11 . Consequently, the minimization of g 0 (L) as defined in Eq. (4) can be done in stages along the Markov chain, which is the actual dynamic programming (DP) procedure The DP procedure takes full advantage of the Markovian nature in minimizing the fitness function such as g 0 (L) by using the technique of momoization: form a m by n memorization matrix M for an m × n image, each element M (i, j) corresponds to the minimal fitness function value for a path of length i ending at pixel (i, j):
Due to the Markovian nature of this problem, when computing M (i + 1, :), only the values in M (i, :) are needed. More specifically, for each position (i, j) only several (i − 1, k) as dictated by the neighborhood system N are used. For instance, in the simple neighborhood defined by Eq. (3), merely three positions, namely k= j-1, j and j+1, will fully determine the value of M(i,j). Hence the matrix M can be evaluated from columns 1 to n, and for each column a constant number, dictated by neighborhood system N, of values need be checked. The minimal value of the path with length n is found by locating the entry in the last column: min all k M (n, k). The corresponding path is retrieved by back-tracing from this entry, a procedure in an order linear to n. Consequently the total time complexity is O(mn), linear to the total number of pixels in the image. A feasible solution is thus reached by the DP procedure. Since its discovery by Bellman 2 , DP has been found to turn many formerly infeasible problems into feasible ones, it thus found a broad spectrum of applications under different names, such as edit distance in word processing 7 22 , Viterbi's algorithm in speech processing 19 , and more recently the content-aware image resizing in computational photography 1 . Two more global features observed by human operators in their microvessel segmentation still need to be encoded in the fitness functions Eqs. (2) and (4). One is the global geometric feature, namely the constant normal width of the microvessel, the other is the significant large intensity value inside the microvessel. When detecting the upper boundary of the microvessel, the combination of these two features results in a new property: if a pixel (i, j) is an upper boundary point, then because the pixels inside the microvessel are of larger intensity values than outside ones, the sum, or integrated value, of I(i, j) and the intensity values of all pixels below it inside the microvessel should be of significant value:
where l should be so chosen that all pixels (i, j +k)'s are inside the microvessel. The constant normal width w of the microvessel ensures that as long as l ≤ w, all pixels in the form of (i, i + k), k ≤ l, belong to the microvessel since w is the shortest possible width between the upper and lower boundaries. Therefore, in the local fitness function Eq. (1), instead of maximizing the individual pixel intensity value I(i, j) that is easily disturbed by systematic and random noises, a more reliable indicator of upper boundary pixel should be based on the integrated value I l (i, j) as defined in Eq. (6). The gradient difference term |∇I(i, j) − ∇I(i B , j B )| in Eq. (1) represents the prior belief about the geometric similarity of the desired microvessel. Because of the rampant noises, the estimated ∇I(i, j) and ∇I(i B , j B ) based on singular pixel (i, j) or (i B , j B ) are severely corrupted. In the manner similar to the definition of I l (i, j) in Eq. (6), the integrated difference between the l-dimension vertical vector starting from (i, j) and (i B , j B ) are defined:
a small magnitude of D l ((i, j), (i B , j B )) betokens the fact that the l-dimensional
T are similar, it thus can replace the original gradient-based term as the measure of geometric smoothness between the possible upper boundary pixel (i, j) and the known boundary pixel (i B , j B ).
The new local fitness function is then as below
According to the second global geometric features, the microvessels have relatively more wild turns. To accommodate their winding nature, as discussed systematically in the Markov edit distance framework 22 , the Markovian neighborhood system used in this work should be enlarged to N 5 :
The corresponding global fitness function is accordingly defined below
Eqs (6-10) completes the optimization procedure used to find the upper boundary of a microvessel in a microphotograph under the DP framework. Because of the special integrated functions I l (Eq. (6)) and D l (Eq. (7)) to handle the special local and global properties of the microvessel and the enlarged Markovian neighborhood system N5, this DP procedure is denoted by Markov Integrated DP procedure.
In many medical imaging and biomedical engineering applications 12 , active curves (snakes) 10 and especially its enhanced version geodesic active contours 6 , and level-set methods 16 are widely used. However, to enforce the global geometric properties of a microvessel, we found in this work and previous EC classification work reported in 26 that DP is the only viable framework for boundary segmentation, because both the local and global properties of the expected boundary can be naturally encoded in the fitness function under this framework. In 26 , to segment out microvessels from microphotographs in the in vivo experiments conducted in our lab, a gravity-field DP procedure was developed to identify the two boundaries, where a gravity field was introduced to force the DP procedure to trace out the two boundaries effectively. Promising segmentation results have been consistently observed on images taken in our lab and other labs 28 : the microvessel regions found by the gravity-field DP procedure are mostly within 2% error margin. This method worked well to serve as the foundation for the EC location classification purposes. On panel (a) of Fig. 2 , one such boundary segmentation result reported in 26 was reproduced, where the upper and lower boundaries are identified with desirable precision.
This gravity-field DP based segmentation method however cannot apply to microphotographs in this work for two reasons: 1) Boundaries of the microvessels used in this study have more drastic turns that the gravity-field DP procedure cannot track closely.
2) The intensity values of the boundaries and the ECs in this work are indistinguishable, thus the gravity-field alone fails to separate them and is thus likely to make random turns inside the microvessel. Panel (b) of Fig. 2 demonstrates the upper boundary generated by the gravity-field DP procedure for the microvessel shown in (a) of Fig. 2 . For the parts of the microvessel where few drastic turns present, e.g., the second half of the microvessel, the gravity-field DP procedure traces the upper boundary closely. Conversely, in the first half when the microvessel makes drastic winding turns the boundary according to this approach bounces inside the microvessel randomly and thus entirely missed the true boundary.
On Panel (c) of Fig. 2 , the "boundaries" segmented out by the original DP procedure, namely, based on Eqs. (1) (2) (3) (4) (5) , are far worse than the gravity-field DP procedure: because the individual intensity values are used in Eqs. (1, 4) , the resultant boundary pixels are easily disturbed by noises and thus making many more unnecessary winding turns inside or even outside the microvessel due to noises (around the one-quarter point).
Panel (d) depicts the upper boundary according to the proposed Markov Integrated DP procedure. Except a small bump to the right of the midpoint caused by strong noises connected to the microvessel, this boundary traces the true upper boundary closely. 
Post-processing of the segmented microvessel for shape refinement
The Markov Integrated DP procedure as described in the preceding subsection applies twice, one on the original image to retrieve the upper boundary, the other on the flipped image to retrieve the lower boundary. The regions in-between these two boundaries are then deemed the region corresponding to the microvessel. However, as evidenced in Fig. 3a , this segmentation result still has room to be improved: the one bump on the upper boundary and the two bumps on the lower boundary are outside regions falsely partitioned to the microvessel region. Indeed strong noises connected to the microvessel can still disturb the detected boundaries from its true positions. Therefore a post-processing step must apply to mitigate these problems. Two principles serve as guidelines to this post-processing step:
(1) The constant normal width w of the microvessel, the global geometric feature of the microvessel described in Section 2.1, was not yet fully exploited: it was only partially used to ensure that Eqs. (6, 7) were viable as long as l ≤ w. The Markov Integrated DP procedure as developed in Section 2.2 made no efforts to enforce the normal width constancy of the detected microvessel. In general it is impossible and impractical for human operators to provide the precise value of the normal width w for each microphotograph because the widely differing microvessels involved in the study and varying imaging process that is impossible to calibrate. Conversely only a crude estimate of the range of w can be given as the input to the program. Hence although it is known that the microvessel is of constant normal width, this width itself has to be estimated on the fly for each microphotograph. It is thus impossible to couple the two DP procedures in search of the upper and lower boundaries to enforce the normal width constancy. Different means should be harnessed to this end. (2) Because of the mechanical nature of the microvessels, their boundaries should be rigid, the see-saw like shape produced by the Markov Integrated DP procedure can only be caused by noises and should thus be discounted. Methods from time series processing 5 should apply to address this issue.
To remove the small noisy bumps on the boundaries as seen in Fig. 3a , which violates the physical rigidity of the microvessel's boundaries, a smoothing operation should be called upon. Treating the two boundaries as time series, many powerful and rigorous methods can apply to iron out the minor random fluctuations such as local regression methods loess and lowess and their robust version. From our study, we found that the seemingly simplistic moving average smoothing method is able to achieve smoothing performances similar to those mathematically rigorous smoothing operators with time reduced by order of magnitudes (from several seconds to tenths of seconds). In this work the moving average of order 7 is applied to the two boundaries for smoothing purposes as below
Thereby the minor local fluctuations caused by random noises on both boundaries are removed, as observed from the resultant boundaries shown in Fig. 3 (b) . This smoothing procedure cannot reduce system noises such as the bumps shown in Fig. 3 (a) since these noises are too strong in the local neighborhood to be decimated by any local averaging or local regression method. The constant normal width feature has the power to reduce these stronger noises within local neighborhood.
To enforce the constant normal width of the microvessel, the width w itself should be estimated in a robust manner 9 . Toward that end, for each upper boundary pixel p compute its shortest Euclidean distance d p to the lower boundary b , the normal width at pixel p. Each individual d p may be corrupted by various noises and is thus a noisy sample of the width w. However, by pooling d p 's for all upper boundary pixel p's together, the robust estimate of w can be expected. Due to its known robustness, the median value of the set of all d p 's assumes the estimated normal width w.
Equipped with the robust estimate of normal width w, let us now directly enforce the constant normal width constraint. A new line C is first formed by stringing the point-wise average of the upper and lower boundaries. C is hence the tentative center line of the microvessel. To mitigate noises in both upper and lower boundaries, a moving average operator as Eq. (11) is again conducted on this line, resulting in a smoothed center line C. Because the system noises present in the upper and lower boundaries are unlikely dependent, the point-wise average of these two boundaries reduces the magnitude of the original noise by half, the moving average within the local neighborhood along C can further reduce this noise. The resultant C is illustrated on (c) of Fig. 3 , where the three major system noises in the second half of both boundaries are reduced significantly. An image dilation operator by using a structural element in the shape of a disk with size of w 2 is finally performed along C b By setting the region below the lower boundary to 1 and nullifying all other regions, all dp's can be efficiently computed by one call of the bwdist command in Matlab.
to generate the final region of the microvessel, which results in a regions with precise normal width w centered along C. The resultant boundaries are depicted on Fig. 3d , as expected the random noises, i.e., local random fluctuations on the boundaries, and system noises, i.e., large bumps along the original boundaries caused by system noises outside the microvessel, are reduced as desired.
The microvessel segmentation result by this section is saved in a logical image M, where pixels inside the microvessel region between (and including) the two boundaries are set to 1 and 0 for all those outside the microvessel. M makes sure the ensuing NO ratio evaluation is conducted on a solid footing because only ECs and TCs inside the microvessels are of interest in this study.
EC Identification, TC correlation and NO Ratio Evaluation
After segmenting out the microvessel in a microphotograph, EC regions inside the microvessel, indicated by the microvessel mask M, can be extracted, after correlating the TC regions with the microphotograph, the NO ratio between the TC region and EC region can then be computed. Methods to realize these two tasks are described in the next two subsections.
EC identification within the microvessel
To rightly identify ECs on the microvessel, just like our efforts of microvessel segmentation in Section 2, how human operators go about detecting ECs should first be stipulated. In the vein similar to Section 2.1, the visual and geometric features for EC identification purposes employed by human operators are described below:
(1) Visual features: EC regions on the microvessel are of significantly larger intensity values than those belonging to non-EC ones. (2) Geometric features: Each EC is in a compact shape of non-ignorable size.
Based on the visual features of ECs, a histogram based image thresholding approach 8 can apply to the regions inside microvessel to locate possible regions belonging to TCs, F (i, j) defined below is the indicator function of possible TCs:
where δ i,j is the threshold at location (i, j). If δ i,j is constant regardless of (i, j), the thresholding process is a global method. One such approach is the Otsu's method, which searches for a global threshold that minimizes the weighted combined intraclass variance for the foreground (EC) and background (non-EC) regions, respectively. One major problem with the global thresholding approach is its assumption that throughout an image, the illuminations received by every part is constant. In practical situations, especially in the study conducted in our lab, it is impossible to guarantee this global illumination constancy when taking microphotographs. For instance, in most microphotographs taken from the study in our lab the center parts are generally brighter than the periphery parts: as can be observed in Fig.  3 , intensity values at both ends of the microvessel are dimmer than those around the center. Therefore the adaptive thresholding should apply to tackle the uneven illumination, that is, δ i,j should not be a constant function for pixel location (i, j). In this work Otsu's thresholds for pixels inside the microvessel as a function of i are estimated and used to identify possible EC regions via Eq. (12) . The resultant binary (logical) image G 0 is the starting point of the EC identification procedure, foreground regions, of value 1, are candidate EC pixels. Image opening with disk size 3 performs on G 0 to tackle possible impacts of noises so that rigorous shape analysis can be conducted for EC identification purposes.
To reflect the geometric features of ECs, component labeling algorithm 21 partitions the foreground pixels to regions. Each region consists of foreground pixels that are connected and is thus a candidate EC. According to the geometric feature of ECs, an EC should be of non-ignorable size, a size filtering applies to remove regions with size smaller than δ s . Another geometric feature of ECs demands the compactness in shape for each EC. To that end, the dimensionless circularity factor fcirc is evaluated for each region 24 :
where A and P, readily available after the labeling algorithm as region properties, are the area and perimeter of the region, respectively. Since among all shapes circles yield the largest area for the fixed perimeter, thus the less compact a region is, the smaller the associated f circ is. For instance, f circ of a perfect circle is 1, while the respective f circ 's for a square and a rectangle of aspect ratio 1:3 are 0.79 and 0.59. Thus regions whose f circ are smaller than a threshold δ circ are disqualified for violating the compactness requirement. The resultant logic image G serves as the binary mask identifying the presence of ECs inside the microvessel. The mean NO value µ EC for ECs from the microphotograph taken before the TC is planted (45 min image) is evaluated. This EC identification procedure then applies to the microphotograph taken in the same time as the mature TC mask (30 minutes later), the resultant EC mask is denoted by G to be used in TC NO intensity computation in the next subsection.
TC correlation and NO ratio evaluation
In the image taken for the TCs, shown in Fig. 1b , the exceedingly bright regions correspond to mature TCs after 30 minutes growth time. Because these TCs are simply a small subset of ECs, the same identification process as described in the preceding subsection for EC identification applies to the original TC mask for denoising purposes. The resultant mask is denoted by T. However, there is a mis-match problem between G and T: due to some minor difference during the imaging process, it is consistently observed that the micropho-tograph corresponding to T mostly translated by a certain small amount in both horizontal and vertical directions. A simple overlapping of G and T to compute the NO intensity values for TCs identified by T is hence inapplicable. A registration procedure is needed prior to that. Because the foreground regions in T correspond to TCs, which are the subset of ECs identified in G, consequently the foreground regions in T are the subset of those in G. To reverse the unknown translation between T and G, T can move on top of G and when the authentic translation is found, foreground regions of T should mostly locate on top of those foreground regions in G: due to the presence of noises these overlapping may not be perfect. An optimization process is thus needed to recover this unknown translation.
The corresponding optimization process to handle the afore-mentioned translation search is realized by computing the 2-dimensional normalized cross-correlation (NXCorr)
15 c between the cropped Tcropformed by trimming out the surrounding non-TC regions thus resulting in a new logical pattern with size smaller than that of Mand G in terms of the translation vector (u, v). The (u, v) maximizing this correlation is the estimated translation between T crop and G:
where T crop (u, v) is the translated version of Tcrop. With the estimated translation offset (u, v), the mean NO intensity value µ T C corresponding to the TC regions can now be computed by overlapping the translated T to the 75-min microphotograph corresponding to G via (u, v). The mean NO intensity ratio Rt2c between the matured TCs and ordinary ECs, the numerical parameter of crucial importance to this study, is now available as below
Automatic NO ratio computation algorithm
The proposed algorithm and complexity analysis Summarizing the approaches in Section 2 and the preceding two subsections, the following algorithm is resulted:
Algorithm automatic NO ratio computation
(1) Call the Markov Integrated DP procedure as described in Section 2.2 to get the initial upper and lower boundaries for the microvessel. (2) Perform the post-processing procedure presented in Section 2.3 to retrieve the final estimate of microvessel mask M. (3) Conduct the EC identification procedure described in Section 3.1 twice, one on the 45-min microphotograph to compute the mean NO EC intensity µ EC inside the microvessel determined by M; the other on the 75-min microphotograph to receive the EC mask G, again masked by M.
(4) Run the TC correlation procedure in Section 3.2 to register TC mask T and EC mask G in the same time stamp and compute the mean NO TC intensity µ T C . The targeted NO intensity ratio between TCs and ECs is then computed as the final result for this study.
End
A time complexity analysis of this algorithm is briefed as follows. The computation consumed by the first DP procedure is l for each pixel (Eq. (6)) for a total of m by n pixels, thus the time complexity for Step 1 of this algorithm is O(lmn). The second step performs several rounds of smoothing and processing over the two boundaries of size n, its time complexity is thus O(n). The EC identification in
Step 3 is linear to the number of pixels inside the microvessel, again linear to n. The normalized cross correlation procedure in Step 4, realized based on fast Fourier transform, is roughly in the order of number of pixels in G, the time complexity is thus O(mn). Therefore, the overall time complexity of this algorithm is O(lmn). For microphotographs of dimension 1376 x 1024, the typical running time consumed by our Dell precision M6600 laptop with Intel Core i7-2820QM CPU @ 2.30GH z based on Matlab is around 8 to 9 seconds.
Parameter choices for the proposed algorithm
This algorithm has several parameters that affect its performance. Some of them are based on human operators heuristics:
(1) A rough estimate of the order of magnitude for normal width w of the microvessel in the microphotographs taken in the study which determines the viable value of l (≤ w). In this work where image size is 1024 x 1036, w is mostly larger than 100, thus in Eqs. (6, 7) l takes the fixed value of 80. (2) α in Eq. (8) is used to decide the importance of average intensity values and average vector differences. In our experiments, α is fixed at 1. (3) δ circ dictates if a foreground region should be viewed as an EC, from experience of human operators in the lab, it is set at 0.5, a region even a bit slimmer than a rectangle with aspect ratio 1:4.
During our experimental studies, the only crucial parameter that needs careful tuning is the adaptive threshold δ (i,j) = βt, t being the threshold for the local window of size z returned by calling Ostu's procedure, where both β and z should be learned by a supervised k-fold cross-validation learning process 13 for randomly chosen three microphotographs and label them as 1 to 3. First human operators evaluated their NO ratios by ordinary manual and eyeballing approach as the ground truths. The following training and validation phases are repeated three times, each iteration uses a different microphotograph as the training sample and the remaining two microphotographs as the validation samples. After these three iterations, the β and z that delivers the smallest validation error are the learned parameters for this set of microphotographs, which are then used to apply the algorithm for hundreds or even thousands of microphotographs taken in similar imaging settings. This parameter learning process with human observations itself generally costs less than ten minutes. The most time consuming part is the generation of ground truths by human operators, which takes two to three hours.
In our experiments reported in the next section, β and z take the value of 1.1 and 50, respectively.
Experimental Results
This section reports running results produced by the automatic NO ratio computation algorithm presented in Sections 2 and 3 on microphotographs in the study of our lab. The performance statistics compared with those by human operators will be given to demonstrate the efficacy of the proposed automatic procedures.
The first set of microphotographs was already shown in Fig. 1 as an illustration of the images investigated in this work. The microvessel segmentation result by using the partitioning methods developed in Section 2 was depicted in Figs. 2 and 3 to assist the development and presentation of the algorithmic approaches used. Panel (d) of Fig. 3 presented the microvessel segmentation. Fig. 4 shows the segmentation result judged by one human operator in the lab, where error regions are colored in red: for the segmentation by the proposed algorithm in Fig. 4 (a) , in total five small patches are deemed errors by the human operator, which account for 2.69% of the total vessel area. To put this error rate into perspective, another human operator in the lab is asked to segment out the same microvessel. The result is shown in Fig. 4 (b) , where the red regions again indicate the errors judged by the first human operator, which amount to an error rate 2.26%. This error is consistently observed in other microphotographs taken in this study. Thus the errors made by the segmentation procedure are comparable with human operators subjective errors. Fig. 5 delineates the results produced by the algorithm in its entirety: the upper and lower boundaries present in green and blue color; ECs detected by Step 3 are bounded by magenta lines; while mature TCs are encircled by cyan contours. The final NO intensity ratio between TCs (cyan regions) and ECs (magenta region excluding cyan ones) is 1.89. The total computing time to generate this figure together with all the numeric values by the computer described at the end of the preceding section is 8.46 seconds. By contrast, it takes a human operator in the lab more than half an hour to generate these evaluations. The NO ratio evaluated by a human operator, with more than half an hour, in the lab is 1.83, the relative error rate is merely 3.28%. To inspect the human subjectivities, in like manner another human operator is asked to compute the NO ratio, whose value is 1.92, the corresponding error rate is around 4.92%. Again the proposed algorithm delivered performance within the human operators subjective errors.
To further illustrate the performance of the proposed algorithm, Fig. 6 demonstrates the running results on another set of microphotographs. Here the microvessel segmentation error rate judged by the same human operator is 2.30%, again well in line with human subjective error rates. The NO ratio between TCs and ECs according to the proposed algorithm is 1.74, with an error rate 3.33% from the human operator's ratio 1.80. The computing time is 8.82 seconds. Hence for this new set of microphotographs, the proposed algorithm achieved encouraging performance as well.
The algorithm applies to other 20 microphotographs taken in our study. To have a fair comparison, two human operators were asked to evaluate these 20 images independent of each other, the results by the first human operator, who conducted the experiments and is more experienced, are viewed as ground truths; those by the second human operator, with adequate training, serve as indicators of human subjective errors. Fig. 7 demonstrates the summarizing statistical results pitching the proposed algorithm against human operators. In Fig.7 (a) , the box plot of the error rates committed by the algorithm and human operator 2 judged by human operator 1 are given. The microvessel segmentation performances delivered by the proposed algorithm are statistically indistinguishable from those by human operators.
In Fig. 7 (b) , the NO ratios computed by the proposed algorithm are pitched side by side with those by the two human operators. Again their differences are conclusively insignificant. Fig. 8 provides the computing time of the proposed algorithm over these 20 tests, which ranges from 8.11 to 8.93 seconds with mean 8.57 and median 8.62 seconds, respectively. By contrast, each evaluation takes either human operator more than half an hour.
From all the experimental results we can conclude that with computing time reduced by several orders of magnitudes (hours to seconds), the automatic NO ratio computation algorithm delivers results comparable to human operators, the errors invoked by this algorithm is in the range of human subjective errors.
Conclusion
In this paper an automatic NO ratio evaluation algorithm was developed. To handle the special visual and geometric properties of microvessel in microphotographs, a novel Markov Integrated dynamic programming procedure was introduced to segment out the micro-vessel where the ECs and TCs are located. After applying a series of post-processing steps consisting of image processing, time series processing and morphological operators, the algorithm singles out the micro-vessel from the noisy microphotograph. More image processing and computer vision methods are used to identify ECs and TCs. The NO ratio between mature TCs and ECs is finally computed after correlating mature TCs and ECs. The parameters employed by this algorithm are learned by a supervised cross-validation machine learning procedure. From the experiments conducted in our lab, the results achieved by this proposed algorithm are exceedingly similar to those measured by human operators, within the range of subjective errors by different human operators. Furthermore, the computational time consumed by this algorithm over a laptop in non-optimized Matlab is between 8 to 9 seconds, which is faster by several orders of magnitude than human operators, who normally spend more than half an hour or even longer. The proposed algorithm is therefore a scalable and reliable way to process the great data volumes in the biomedical engineering studies.
