Let V be a finite set with q distinct elements. For a subset C of V n , denote var(C) the variance of the average Hamming distance of C. Let T (n, M; q) and R(n, M; q) denote the minimum and maximum variance of the average Hamming distance of subsets of V n with cardinality M, respectively. In this paper, we study T (n, M; q) and R(n, M; q) for general q. Using methods from coding theory, we derive upper and lower bounds on var(C), which generalize and unify the bounds for the case q = 2. These bounds enable us to determine the exact value for T (n, M; q) and R(n, M; q) in several cases.
Introduction
Let V = {v 1 , v 2 , . . . , v q } be a finite set with q distinct elements, where q is a positive integer. Let V n be the set of ordered n-tuples over V. The Hamming distance between two vectors a and b is the number of components where they differ, and is denoted by d H (a, b). Let C be a subset of V n with size |C| = M. The average Hamming distance of C is defined bȳ
The variance of the average distance of C is defined by
It is easy to check that
3)
The minimum and maximum average Hamming distance of a subset of V n with size M are defined by (n, M; q) = min{d(C)| C is a subset of V n with size |C| = M}, (n, M; q) = max{d(C)| C is a subset of V n with size |C| = M}.
The minimum and maximum variance of the average distance of a subset of V n with size M are defined by T (n, M; q) = min{var(C)| C is a subset of V n with size |C| = M}, R(n, M; q) = max{var(C)| C is a subset of V n with size |C| = M}.
Ahlswede and Katona [2] first posed the problem of determining (n, M; q) on the extremal combinatorics of Hamming space.
There are a number of papers (see [1] [2] [3] [4] [8] [9] [10] [11] [12] [13] 15, 16] ) dealing with this topic thereafter, and some exact values of (n, M; q) are determined. It is still an open problem to determine (n, M; q) for general n, q and 1 M q n . Ahlswede and Althöfer [1] observed that this problem also occurs in the construction of good codes for write-efficient memories, introduced by Ahlswede and Zhang [3] as a model for storing and updating information on a rewritable medium with cost constraints. Kündgen [12] observed that this problem is equivalent to a covering problem in graph theory. Ahlswede and Katona [2] first mentioned the problem of determining (n, M; q) for q = 2 and gave a simple solution. Fu and Xing [11] gave a complete solution for the problem of determining (n, M; q) for general q. Since the variance is an important digital characteristic for the average distance, Fu and Shen [9] first posed the problem of determining T (n, M; 2). For a subset C of {0, 1} n , Fu and Shen [9] presented a lower bound and an upper bound on var(C). Moreover, they determined the exact value of T (n, 2 n−1 ; 2). If the size |C| is odd, Xia and Fu [15] improved the lower and upper bounds of Fu and Shen on var(C). Furthermore, they determined the exact values of T (n, 2 n − 1; 2) and T (n, 2 n−1 ± 1; 2). In this paper, we study T (n, M; q) and R(n, M; q) for general q. Using methods from coding theory, we derive upper and lower bounds on var(C), which generalize and unify the bounds for the case q = 2. These bounds enable us to determine the exact value for T (n, M; q) and R(n, M; q) in several cases.
Without loss of generality, below we assume that V = Z q = {0, 1, . . . , q − 1}, the abelian group under addition modulo q, since we only deal with the Hamming distance in the Hamming space V n . Furthermore, if q is a prime power, we can assume that V = F q , the finite field of q elements. The Hamming weight w H (a) of a vector a in Z n q or F n q is the number of nonzero coordinates in a. Obviously, for a, b ∈ Z n q or F n q ,
If q is a prime power, denote
If q is a positive integer and q 2, denote
Our main results in this paper are given as follows.
(1.6) Theorem 2. If q 2, we have
(1.8)
If n 3 or 2 q 4, we have
The exact values of var( ), var( + ), var( − ), var( ), var( + ) and var( − ) will be computed in Section 3. It seems to be difficult to determine T (n, M; q) and R(n, M; q) in general. In particular, it is interesting to know whether Theorem 1 is still true for q being a prime power and q 5.
This paper is organized as follows. In Section 2, in order to establish our results, we review some basic properties of distance distributions of codes. In Section 3, we compute var(C) for some subsets. In Section 4, we derive an upper bound on var(C) for 2 q 4. Theorem 1 is proved by showing that this upper bound is tight for some cases. In Section 5, we derive a lower bound on var(C) for general q. Theorem 2 is proved by showing that this lower bound is tight for some cases.
Preliminaries
In this section, we review some basic properties of distance distributions of codes. For a subset C of V n with size |C| = M, we call C an (n, M; q) code in coding theory. The distance distribution of C is defined by
The dual distance distribution of C is defined by
where K k (j ; q) are the q-ary Krawtchouk numbers defined by
The distance enumerator of C is defined as
A i x i and the dual distance enumerator of C is defined aŝ
The MacWilliams-Delsarte identity (see [14] ) gives the relationship between W C (x) andŴ C (x):
It is easy to see that
By (1.1) and (1.3), the average Hamming distance of C is given bȳ
and the variance ofd(C) is given by
Delsarte (see [6, 7] ) showed that
Let x = 0 and 1 in (2.4), respectively, we obtain by (2.6) that Lemma 1.
Proof. Eq. (2.11) is obtained by differentiating (2.5), putting x = 1 and combining with (2.7). Eq. (2.12) is obtained by differentiating (2.5) twice, putting x = 1 and using (2.8) and (2.11).
Ashikhmin and Simonis [5] showed that
Lemma 3. Let C be an (n, M; q) code. The dual distance distribution of C is given by
If q is a prime power and V = F q , the finite field with q elements, linear codes over
the scalar product of a and b is defined as
is called the dual code of C. Let A i be the number of codewords in C of Hamming weight i. The sequence of numbers A 0 , A 1 , . . . , A n is called the weight distribution of C. It is well known in coding theory that for a linear code C, the distance distribution of C is equal to the weight distribution of C, and the dual distance distribution of C is equal to the weight distribution of the dual code C ⊥ . By using these facts and Lemma 2, sometimes it is more convenient for us to computed(C) and var(C) if C is a linear code.
Computation of var(C) for some subsets
In this section, we compute var(C) for some subsets. In general, we cannot find a formula to compute var(C {v}) from var(C) or vice versa, but in some cases we can use (1.1), (1.3), and the following proposition to compute var(C {v}) from var(C). Proposition 1. Let C be a nonempty subset of Z n q and v ∈ Z n q \C. Then
In this section, we will use the following results:
Firstly, we obtain the following results by using Proposition 1.
Proposition 2. For any
In particular, we obtain
Proof. By (3.3) and (3.4), we have
Note that C = Z n q \{v}. By (3.3) and (3.4), we have
Hence, by Proposition 1 and (3.7)-(3.10), we have
Note that |C| = q n − 1, we obtain (3.5) from (1.1) and (3.11). It is easy to see from (3.5) thatd(C) can also be written as
Hence, by (1.3), (3.12) and (3.13),
This completes the proof.
Secondly, we compute var(C) if C = , + , − , , + , − that are defined in Section 1.
Proposition 3.
Let , + , − , , + and − be the sets defined in Section 1. Then
14)
Proof. It is easy to see from the definition of that is an [n, n − 1] linear code over F q and | | = q n−1 . The dual code of is given by
The dual distance distribution of is equal to the weight distribution of ⊥ , that is
Hence, by Lemma 2,
Furthermore, by (1.1), (1.3) and (3.20), we have a 2 ,a 3 ,. ..,a n )∈
[w H ((a 1 , a 2 − 1)) + w H ((a 3 , . . . , a n ))] 1), (a 3 ,. ..,a n )∈F n−2 q ((a 3 , . . . , a n ))] ((a 3 , . . . , a n ))]
In the same way, by (3.3) and (3.4), we have
Hence, by the definition of + , (3.1), (3.20) and (3.23),
By the definition of + , (3.2), (3.22) and (3.24),
From (1.3), (3.25) and (3.26), we have
Note that
Hence, we obtain (3.15) from (3.27)-(3.29).
Now we compute var( − ).
Note that is a linear code over F q . By the definition of − ,
In the same way, we have
By (3.21), (3.22), (3.30) and (3.31),
By (3.1), (3.2), (3.21), (3.22), (3.32) and (3.33),
It follows from (1.1) and (3.34) that
Hence, by (1.3), (3.35) and (3.36),
Hence, we obtain (3.16) from (3.37)-(3.39). Now we compute var( ). From the definition of , (3.7) and (3.8), we have
Hence, by (1.1) and (3.40), we havē 
In the same way, by (3.3) and (3.4),
Hence, by the definition of + , Proposition 1, (3.40), (3.41), (3.43) and (3.44), we have
It follows from (1.1) and (3.45) that
Hence, by (1.3), (3.46) and (3.47), we have
Now we compute var( − ). From the definitions of and − and (3.3), we have
In the same way, by (3.4), 
It follows from Lemma 3 that x 0 s q (n, M). By Lemmas 1 and 3, we have
Hence x 0 t q (n, M). Since for every interval F (x) achieves its minimum at one of its endpoints, we obtain (5. It is easy to see that t q (n, q n−1 − 1) It is easy to check that for n = 2 and q = 2, 3, which implies (1.9). This completes the proof.
