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Optimization of a class of heat engines with explicit solution
Yunxin Zhang∗
Shanghai Key Laboratory for Contemporary Applied Mathematics, Centre for Computational Systems Biology,
School of Mathematical Sciences, Fudan University, Shanghai 200433, China.
A specific class of stochastic heat engines driven cyclically by time dependent potential on the
positive real axis is analyzed, and most of their physical quantities can be obtained explicitly, includ-
ing the entropy, internal energy, output work (power), heat exchange with environment. Method
of optimization according to the external potential to reduce the irreversible work, and then to in-
crease the energy efficiency, is presented. With this optimized potential, the efficiency η∗, efficiency
at maximum power η∗EMP are calculated and discussed briefly.
PACS numbers: 07.20.Pe, 05.10.Gg, 05.70.Ln, 05.40.-a, 05.20.-y
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I. INTRODUCTION
One of the hot topics in stochastic thermodynamics
is stochastic heat engines [1–4]. According to Carnot,
for heat engines working between two heat baths at
temperatures Th > Tc, the second law gives an upper
bound ηc = 1 − Tc/Th of the energy efficiency. How-
ever, this upper bound can only be achieved in the qua-
sistatic limit, where the transitions occur infinitesimally
slowly and so the output power vanishes, which is mean-
ingless in practice. So, in recent decades, many stud-
ies turned to discuss the efficiency at maximum power
(EMP) ηEMP. Among which, as an important mile-
stone, the Curzon-Ahlborn efficiency at maximum power
ηCA = 1 −
√
Tc/Th is derived in [5, 6]. The bounds of
EMP ηc/2 ≤ ηEMP ≤ ηc/(2 − ηc) is obtained in [7–9].
The upper bound of efficiency at arbitrary output power
is discussed in [10, 11]. By methods of linear irreversible
thermodynamics, general expressions of maximum power
and maximum efficiency are obtained in [12]. The attain-
ability of Carnot efficiency, either theoretically or exper-
imentally, is addressed in [13–21].
One of the main difficulties in study of stochastic heat
engines is that, except few specific cases [7, 22, 23], no
explicit expressions of output work W , power P and ef-
ficiency η can be obtained. Meanwhile, even for these
specific cases as analyzed in [7, 22, 23], numerical cal-
culations are usually needed to find more detailed prop-
erties, since not all physical quantities can be obtained
explicitly, or the corresponding expressions are too com-
plicated to be used to derive more meaningful results
theoretically.
One possible reason that the energy efficiency η of
heat engines with nontrival power is usually less than the
Carnot efficiency ηc is that, nonzero irreversible work will
be spent during the work cycle of heat engines to over-
come the viscus friction in environment, and usually the
more the irreversible work, the lower the energy efficiency
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[4, 7, 24]. How to optimize heat engines to reduce as much
as possible the irreversible work is one of the main aims
of this study. Generally, it is very difficult to accomplish
this. In this study, a specific class of stochastic heat en-
gines is presented, for which most of the physically inter-
esting quantities can be obtained in simple form. With
these simple and explicit expressions, heat engines can
be optimized to attain the highest output work and the
highest energy efficiency.
For a stochastic heat engine driven by time-dependent
potential V (x, τ), the probability density p(x, τ) to find
it in state (internal degree of freedom) x at time τ can
be obtained by the following Fokker-Planck equation, see
[7],
∂τp(x, τ) = ∂x[p(x, τ)∂xV (x, τ)/γ +D∂xp(x, τ)]. (1)
Where γ is the drag coefficient, D is the free diffusion
constant, which satisfy γD = kBT , with kB the Boltz-
mann constant and T the absolute temperature. Gener-
ally, both γ and D might be time τ dependent.
The same as in previous studies [7, 22], the stochastic
heat engine discussed in this study is assumed to work
cyclicly, with two isothermal processes and two adiabatic
transitions. In each work cycle, it performs sequently
through the following four steps [7]. (1) Isothermal
process with high temperature Th during time interval
0 < τ < th. (2) Adiabatic transition (instantaneously)
from high temperature Th to low temperature Tc at time
τ = th. (3) Isothermal process with low temperature Tc
during time interval th < τ < th+tc. (4) Adiabatic tran-
sition from low temperature Tc to high temperature Th
at time τ = th+tc. As in [7, 22], the adiabatic transitions
are idealized as sudden jumps of potential, and assumed
to occur instantaneously without heat exchange. The
work period of heat engine is denoted by t := th + tc.
2II. STOCHASTIC HEAT ENGINES WITH
EXPLICIT SOLUTION
For given potential
V (x, τ) = −γ(τ)λ
′(τ)
2λ(τ)
x2 +
kBT
λ(τ)
x, (2)
it can be easily verified that
p(x, τ) =
1
λ(τ)
exp
(
− x
λ(τ)
)
, 0 ≤ x ≤ +∞, (3)
is a solution of Eq. (1). Where λ(τ) is a time dependent
parameter, and is used to regulate the potential V (x, τ).
By definition, the system entropy at time τ is then
S(τ) = −kB
∫ +∞
0
p(x, τ) ln p(x, τ)dx
= kB[lnλ(τ) + 1]. (4)
The mean internal energy of heat engines at time τ is
E(τ) =
∫ +∞
0
p(x, τ)V (x, τ)dx
= kBT − γ(τ)λ(τ)λ′(τ). (5)
The mean work extracted during time interval [ti, tf ] is
W (ti, tf ) = −
∫ tf
ti
∫ +∞
0
p(x, τ)∂τV (x, τ)dxdτ
= E(ti)− E(tf ) +
∫ tf
ti
TdS(τ)
−2
∫ tf
ti
γ(τ)(λ′(τ))2dτ. (6)
Therefore, the heat uptake from heat bath during time
interval [ti, tf ] is
Q(ti, tf ) =
∫ tf
ti
∫ +∞
0
∂τp(x, τ)V (x, τ)dxdτ
= W (ti, tf ) + E(tf )− E(ti)
=
∫ tf
ti
TdS(τ)− 2
∫ tf
ti
γ(τ)(λ′(τ))2dτ. (7)
The same as in [7], the mean irreversible work done by the
heat engine during time interval [ti, tf ] can be calculated
by W irr(ti, tf) =
∫ tf
ti
∫ +∞
0
γ(t)j2(x, τ)/p(x, τ)dxdτ =∫ tf
ti
∫ +∞
0 γ(t)p(x, τ)v
2(x, τ)dxdτ , where j(x, τ) =
p(x, τ)v(x, τ) is the flux of probability at time τ , and
v(x, τ) = −∂x[V (x, τ) + kBT ln p(x, τ)]/γ(τ) is the
instantaneous speed. One can verify that, for this
specific case with potential V (x, t) as given in Eq. (2),
W irr(ti, tf ) = 2
∫ tf
ti
γ(τ)(λ′(τ))2dτ
=
∫ tf
ti
TdS(τ)−Q(ti, tf ). (8)
Or, Q(ti, tf ) =
∫ tf
ti
TdS(τ)−W irr(ti, tf ) equivalently.
For convenience, denote Gh = G(0, th) and Gc =
G(th, th + tc) for G = W,Q,W
irr. Here Wh/c, Qh/c,
and W irrh/c are the output work, heat uptake from heat
bath, and irreversible work spent during the isothermal
process with temperature Th/c, respectively. The total
work extracted in one work cycle with period t = th + tc
is
W tot := W (0, t) = Wh +Wc
=
∫ t
0
TdS(τ)− 2
∫ t
0
γ(τ)(λ′(τ))2dτ
= Qh +Qc. (9)
Eq. (8) shows that the irreversible work W irr(ti, tf ) is
a functional of λ(τ), which is the parameter to regulate
external potential V (x, τ), see Eq. (2). The variation of
W irr(ti, tf ) according to λ(τ) is
δW irr(ti, tf ) = 4
∫ tf
ti
[γ(τ)λ′(τ)]′δλ(τ)dτ. (10)
Where δλ(τ) is an arbitrary increment of parameter
(function) λ(τ), which satisfy δλ(ti) = δλ(tf ) = 0. Here,
in variational process, λi := λ(ti), λf := λ(tf ) are as-
sumed to be fixed to keep the initial entropy S(ti) and
the final entropy S(tf ) unchanged, see Eq. (4). So, if the
temperature T is time independent during time interval
[ti, tf ], then the value of
∫ tf
ti
TdS(τ) = T [S(tf)−S(ti)] =:
T∆S(ti, tf ) is not influenced by the function increment
δλ(τ). Therefore, from Eq. (7), the variation of heat
uptake Q(ti, tf ) is δQ(ti, tf ) = −δW irr(ti, tf ). Con-
sequently, for given values of λ0 := λ(0) ≡ λ(t) and
λ1 := λ(th), the maximal value of total work W
tot is
reached iif the irreversible work W irr(0, t) = W irrh +W
irr
c
reaches its minimal value. Note, δW tot = δQh + δQc =
−δW irrh − δW irrc = −δW irr(0, t), see Eq. (9).
With the optimal function λ∗ = λ∗(τ), variation
δW irr(ti, tf) ≡ 0 for any increment δλ∗(τ). Which means
that [γ(τ)λ∗′(τ)]′ = 0 should be satisfied, see Eq. (10).
From which, the optimal parameter λ∗(τ) can be ob-
tained as follows,
λ∗(τ) =
λi
∫ tf
τ
dτˆ
γ(τˆ) + λf
∫ τ
ti
dτˆ
γ(τˆ)∫ tf
ti
dτˆ
γ(τˆ)
, ti ≤ τ ≤ tf . (11)
Specially, for constant drag coefficient γ(τ) ≡ γ0, the op-
timal parameter λ∗(τ) = [λi(tf −τ)+tf (τ−ti)]/(tf−ti),
which changes linearly with time τ . With λ∗(τ), the op-
timal potential V ∗(x, τ) can be obtained by Eq. (2), and
the corresponding probability density p∗(x, τ) can be ob-
tained by Eq. (3). From Eqs. (8,11), the minimal value
of irreversible work spent during time interval [ti, tf ] can
be obtained as follows,
W irr∗(ti, tf ) =
2(λf − λi)2∫ tf
ti
dτ
γ(τ)
. (12)
3For the special case that γ(τ) ≡ γ0 is constant,
W irr∗(ti, tf ) = 2γ0(λf − λi)2/(tf − ti). Which gives that
W irr∗h = 2γh(λ1 − λ0)2/th,
W irr∗c = 2γc(λ0 − λ1)2/tc, (13)
with γh and γc are drag coefficients corresponding to the
isothermal process with high and low temperature, re-
spectively.
In summary, with constant temperatures Th and Tc,
constant drag coefficients γh and γc, and the optimal
parameter λ∗(τ), the output work, heat uptake from hot
heat bath, and efficiency can be obtained as follows, see
Eqs. (7,9),
W tot∗ = (Th − Tc)∆S − 2(λ1 − λ0)2
(
γh
th
+
γc
tc
)
,
Q∗h = Th∆S −
2(λ1 − λ0)2γh
th
,
η∗ :=
W tot∗
Q∗h
= 1−
Tc∆S +
2(λ1−λ0)
2γc
tc
Th∆S − 2(λ1−λ0)
2γh
th
= 1− Tc
Th
· 1 + Ωγc/Tctc
1− Ωγh/Thth
. (14)
Where ∆S = ∆S(0, th) = S(th) − S(0) = kB ln(λ1/λ0),
and Ω = 2(λ1 − λ0)2/∆S. One can easily verify that the
stall time tstall, with which the output work is vanished,
is
tstall =
2(λ1 − λ0)2
(Th − Tc)∆S
(
γh
t¯h
+
γc
t¯c
)
, (15)
where t¯h/c = th/c/t. The power P
∗ = W tot∗/t reaches its
maximal value P ∗max when cyclic period t = 2tstall, and
P ∗max = (Th − Tc)∆S/(4tstall). The efficiency at maxi-
mum power (EMP) is then
η∗EMP =
W tot∗(t = 2tstall)
Q∗h(t = 2tstall)
=
ηc
2− ηcγh/t¯hγh/t¯h+γc/t¯c
, (16)
with ηc = 1 − Tc/Th the Carnot efficiency. Obviously,
ηc/2 ≤ η∗EMP ≤ ηc/(2−ηc), which is the same as obtained
previously in [7–9].
III. MORE GENERAL CASES
Generally, for given potential
V (x, τ ) =
kBT
nσ(τ )
xn −
γ(τ )σ′(τ )
2nσ(τ )
x2 − kBT (n− 1) ln x, (17)
it can be easily verified that, one solution of Eq. (1) is
p(x, τ) =
xn−1
σ(τ)
exp
(
− x
n
nσ(τ)
)
, 0 ≤ x ≤ +∞. (18)
Where n ≥ 1 is an integer number. σ(τ) is a parameter to
regulate potential V (x, τ). The system entropy at time
τ is then
S(τ ) = −kB
∫ +∞
0
p(x, τ ) ln p(x, τ )dx
= kB
[
1
n
ln σ(τ ) + 1−
n− 1
n
lnn
−
n− 1
n
∫
+∞
0
e−x ln xdx
]
(19)
The mean internal energy at time τ is
E(τ ) =
∫
+∞
0
p(x, τ )V (x, τ )dx
= kBT − Γ
(
2
n
+ 1
)
γ(τ )σ′(τ )
2
[nσ(τ )]2/n−1
−
(n− 1)kBT
n
ln[nσ(τ )]
−
(n− 1)kBT
n
∫ +∞
0
e−x ln xdx, (20)
where Γ(s) :=
∫ +∞
0 x
s−1 exp(−x)dx is the Gamma func-
tion. The mean work extracted during time interval
[ti, tf ] is, see Eq. (17,18),
W (ti, tf ) = −
∫ tf
ti
∫
+∞
0
p(x, τ)∂τV (x, τ)dxdτ
= E(ti)−E(tf ) +
∫ tf
ti
kBTdS(τ)
−Γ
(
2
n
+ 1
)∫ tf
ti
[nσ(τ)]
2
n
−2γ(τ)[σ′(τ)]2dτ.(21)
The heat uptake during time interval [ti, tf ] from heat
bath is
Q(ti, tf ) = W (ti, tf ) + E(tf )−E(ti) =
∫ tf
ti
kBTdS(τ)
−Γ
(
2
n
+ 1
)∫ tf
ti
[nσ(τ)]2/n−2γ(τ)[σ′(τ)]2dτ.(22)
One can verify that, for such cases, the irreversible work
spent in time interval [ti, tf ] is
W irr(ti, tf ) =
∫ tf
ti
∫
+∞
0
γ(τ )j2(x, τ )/p(x, τ )dxdτ
= Γ
(
2
n
+ 1
)∫ tf
ti
[nσ(τ )]2/n−2γ(τ )[σ′(τ )]2dτ
=
∫ tf
ti
TdS(τ )−Q(ti, tf ). (23)
The total output work in one work cycle with period
t = th + tc is, see Eq. (21),
W tot := W (0, t) =
∫ t
0
kBTdS(τ)−W irr(0, t). (24)
The variation of irreversible work W irr(ti, tf ) given in
Eq. (23) according to parameter σ(τ) is
δW irr(ti, tf ) = −Γ (l + 3)n
l
∫ tf
ti
{
lγ(τ )[σ(τ )]l−1[σ′(τ )]2
+2γ′(τ )[σ(τ )]lσ′(τ ) + 2γ(τ )[σ(τ )]lσ′′(τ )
}
δσ(τ )dτ. (25)
4Where l := 2/n − 2, and δσ(τ) is an arbitrary incre-
ment of parameter (function) σ(τ), which satisfy δσ(ti) =
δσ(tf ) = 0.
The same as in above discussion about the special
cases, for given values of σ0 := σ(0) ≡ σ(t) and σ1 :=
σ(th), the maximal value of total output work W
tot is
reached, which is equivalent that the minimal value of
irreversible work W irr(0, t) = W irrh +W
irr
c is reached, iff
parameter (function) σ(τ) gets its optimal value σ∗(τ),
with σ∗(τ) satisfying δW irrh = δW
irr
c = 0 for any incre-
ment δσ∗(τ). From Eq. (25), σ∗(τ) satisfies
lγ(τ)[σ∗(τ)]l−1[σ∗′(τ)]2 + 2γ′(τ)[σ∗(τ)]lσ∗′(τ)
+2γ(τ)[σ∗(τ)]lσ∗′′(τ) = 0
⇐⇒ l σ
∗′(τ)
σ(τ)
+ 2
γ′(τ)
γ(τ)
+ 2
σ∗′′(τ)
σ∗′(τ)
= 0
⇐⇒ ( ln[γ(τ)σ∗′(τ)(σ∗(τ))l/2])′ = 0
⇐⇒
(
(σ∗(τ))l/2+1
l/2 + 1
)′
=
c0
γ(τ)
l=2/n−2⇐⇒
(
n(σ∗(τ))1/n
)
′
=
c0
γ(τ)
⇐⇒ (σ∗(τ))1/n = c1
∫ tf
ti
dτˆ
γ(τˆ)
+ c2.
Where c0, c1, c2 are constants, and are determined by
boundary conditions σ∗(ti) = σi and σ
∗(tf ) = σf . By
routine mathematical analysis, one can verify that
σ∗(τ) =
(
n
√
σi
∫ tf
τ
dτˆ
γ(τˆ) +
n
√
σf
∫ τ
ti
dτˆ
γ(τˆ)∫ tf
ti
dτˆ
γ(τˆ)
)n
, (26)
for ti ≤ τ ≤ tf .
With the optimal parameter σ∗(τ), the minimal value
of irreversible work spent during time interval [ti, tf ] is,
see Eqs. (23, 26)
W irr∗(ti, tf ) = n
2
nΓ
(
2
n
+ 1
)
( n
√
σf − n√σi)2∫ tf
ti
dτ
γ(τ)
. (27)
For special cases in which γ(τ) ≡ γ0 is constant,
W irr∗(ti, tf ) = n
2/nΓ(2/n+1)γ0( n
√
σf − n√σi)2/(tf − ti).
Which gives that
W irr∗h = n
2/nΓ(2/n+ 1)γh( n
√
σ1 − n
√
σ0)
2/th,
W irr∗c = n
2/nΓ(2/n+ 1)γc( n
√
σ1 − n
√
σ0)
2/tc, (28)
with γh and γc are drag coefficients corresponding to the
isothermal process with high and low temperature, re-
spectively.
Similar results as given in Eqs. (14, 15, 16) can be
obtained, but with ∆S given by ∆S = kB ln
n
√
σ1/σ0,
λ1−λ0 replaced by n√σ1− n√σ0, and the constant 2 in Eqs.
(14, 15) replaced by n2/nΓ(2/n + 1). Note, Γ(k + 1) =
kΓ(k) and Γ(1) = 1.
IV. CONCLUSIONS AND REMARKS
In summary, specific class of stochastic heat engines is
presented in this study, for which most of the physically
interesting quantities can be obtained explicitly. With
these explicit expressions, detailed properties of heat en-
gines can be obtained, which may be helpful to the under-
standing of the general heat engines. Meanwhile, based
on these explicit expressions, heat engines can be opti-
mized to get higher output work and higher energy ef-
ficiency by reducing the irreversible work spent in work
cycle.
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