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Abstract
We present an architecture for the scheduling of processes in a system running multimedia
applications. The scheduler must take into account the Quality of Service and real time re-
quirements of the processes it schedules. We allow processes to adjust their resource use to
current load and schedule periodic processes with lowest possible overhead. We present a
scheduler and dispatcher for systems that manage a mixed work load of multimedia applica-
tions and conventional applications. A Quality-of-Service manager, along with applications
that adapt their Quality of Service to available resources allows the system's performance to
degrade gracefully under load.
1This research was supported by the Pegasus Project, ESPRIT BRA 6586.
1 Introduction
Computer systems could always be classified as either real time or not real time. Real-
time systems are generally used to control a process subject to the laws of physics: a
train, a chemical process, a power plant. They must carry out their operations right
on time, whatever happens. Non-real-time systems do not have timing restrictions.
They are given some job to do and they carry it out, however long it takes.
Real-time systems can only meet their deadlines when the load on the system is
bounded. Non-real-time systems can be loaded to arbitrary levels; the more they
are loaded, the longer they take to finish the load. Time-sharing systems will start
to behave more sluggishly when loaded more, but their performance will degrade
gracefully with increasing load. Increasing the load on real-time systems will, at some
point, result in missed deadlines; all at once the performance degrades from 'correct'
to 'incorrect' — after all, in a real-time system, a timing failure must be viewed as
incorrect behaviour.
Continuous media have obvious real-time aspects to them: audio and video change
fundamentally in character when played back too fast or too slow. This suggests that
real-time systems are the platforms of choice for multimedia applications. Unfortu-
nately, multimedia is almost invariably used in non-real-time environments where
work loads cannot be known or bounded a priori.
Adding multimedia to time-sharing systems is an attractive option because it al-
lows the combination of typical time-sharing applications, such as electronic mail,
word processing, graphics editing, work-flow management and CSCW, to typical
multimedia applications, such as video mail, tele-conferencing, and multimedia doc-
ument processing.
Unfortunately, time-sharing systems can be loaded arbitrarily heavily and this
makes it hard to provide timeliness guarantees to continuous-media applications.
As a result, no systems exist today with solid support both for multimedia and for
time-sharing applications.
To date, typical ways in which multimedia applications were supported have been
categorized as:
  best effort. No special provisions for continuous media support exist in the op-
erating system; multimedia applications rely on the system to schedule them
frequently enough to meet most deadlines. For lightly loaded systems this can
work reasonably well; the mbone software illustrates this.
  dedicated. Multimedia applications run as the only active application on a ma-
chine. The application can schedule all of the system's resources for its private
use. For the application, this works well; for users, it rather lacks flexibility.
This approach is the standard one for applications running on PCs.
  real time. A real-time system is used to schedule multimedia processes. This
works well to the point where the total system loads exceeds a threshold; after
that, behaviour can become unpredictable.
An ideal system that supports multimedia applications will allow multiple appli-
cations to be run simultaneously and will let their performance degrade gracefully
with increased load. Since multimedia applications have timeliness constraints, re-
sources cannot be diluted arbitrarily by time-division multiplexing them over the
applications, such as done in time-sharing systems. Graceful degradation can only
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be achieved if applications can be made to consume fewer resources when the load
increases. This is called Quality of Service.
The subject of this paper is the Quality-of-Service architecture of the University of
Twente's Huygens project, it allows processes to adjust their resource use to current
load and schedules periodic processes with lowest possible overhead.
This work is being carried out in the context of the Pegasus project, an ESPRIT BRA
project of the Universities of Cambridge and Twente. An overview of Pegasus was
published by Mullender, Leslie and McAuley [1994]. The operating system being
developed in the project is Nemesis [Roscoe 1995].
In Section 2, we present some of the properties of continuous media that are rel-
evant to this paper. Section 3 discusses the issues in scheduling continuous media.
In Section 4, we show how multimedia applications can adapt to changing loads on
the system. Section 5 we present how the scheduler deals with the requirements of
the applications. The basic mechanisms of our system are then presented in Sections
6 and 7. Section 8 generalizes the mechanism to hierarchical scheduling. Managing
quality of service for a set of applications simultaneously is explained in Section 9.
Section 10 briefly presents the scheduling algorithm used.
2 Continuous Media
Audio and video are captured, transmitted, processed, and rendered by processes
that periodically manipulate buffers containing digitized samples of audio and video.
The size of these buffers should be kept small in interactive multimedia applications,
because it keeps the end-to-end latency low. Low latency is important for the qual-
ity of the interaction. When continuous-media data is stored or retrieved, however,
reducing latency is less important and buffers can be made large to reduce process-
scheduling overheads and remove the jitter caused by the mechanics of storage sys-
tems.
When samples are small, failure to render a single sample goes unnoticed by the
observer. Thus, in networks with a low loss rate, retransmission of lost continuous-
media data is not necessary. When low latency is an issue, as it is in interactive
applications, time out and retransmission may actually do more harm than good as
it adds to the latency.
In the Pegasus architecture, the architecture in which we implement our ideas on
Quality of Service and scheduling, video is encoded in tiles, squares of
  
pixels
that may be compressed with JPEG [Pratt, 1993]. A small number of tiles is sent in a
message which, on our ATM network, is encapsulated in an AAL5 frame. The AAL5
frame is the unit of data loss on the network, a unit that usually represents just a
small fraction of a single video frame.
This encoding has the additional advantage that the end-to-end latency in video
transmission can be much less than a frame time. On the 10 Mbps ATM link to our
Pegasus partners in Cambridge, the end-to-end latency is 10 ms. The end-to-end
latency for video is on the order of 20 ms, while the time to capture a single whole
video frame is 40 ms.2
Maintaining good end-to-end latency when video processing takes place requires
2Cameras in Europe produce 25 frames per second and spread the scanning out over the available
40 ms.
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processing on a granularity not greater than that of the AAL5 tile packaging, and
scheduling accuracy of a few milliseconds. Obviously, there is no hope that conven-
tional Unix scheduling can achieve this.
Multimedia applications often run as a pipeline of processes for capture, com-
pression, transmission, decompression, processing, and rendering. These processes
send the data through the pipeline using message passing or some such mechanism.
If these processes block waiting for input, and are awakened by the processes pro-
viding their input, multiple scheduling decisions will have to be made as each unit
of work passes through the pipeline. We have been investigating the possibility of
scheduling all the processes in a pipeline together so that at most one scheduler in-
vocation is necessary per unit of work.
Producers and consumers of continuous media can not always be synchronized
to the exact same data rate: the rates of the clocks regulating the speed of the cameras
and displays can differ by several percent; sometimes displays operate at a funda-
mentally different rate from cameras (e.g., 70 Hz for a display and 25 Hz for the
camera). Clock speeds also drift as a consequence of temperature changes. In pro-
fessional television studios, all cameras are synchronized to a central clock; in our
situation, such synchronization is prohibitively costly and impractical — costly, be-
cause synchronizable cameras are very expensive, and impractical, because the graph
representing connections between cameras and displays is constantly changing and
may span the world.
Synchronization for devices running at the same basic rate is done by deletion
or insertion of video frames or audio samples. Synchronization between devices
running at fundamentally different rates requires a synchronizer process that uses
interpolation in a media-dependent manner. In Pegasus, we primarily have to deal
with the former type of synchronization. As a result, the buffer between processes
connected to different clocks will occasionally contain more or less than expected. All
processes are trained to cope with this in a sufficiently elegant manner.
In this section, we have provided as much background information needed to un-
derstand the issues of scheduling continuous-media processes as was possible in the
short space available. In the following section we investigate the issues of developing
scheduling architectures.
3 Scheduling Continuous Media
In time-sharing systems, processes manipulate virtual resources: a process has a virtual
address space, but has no control over how that is mapped onto physical memory; a
process can raise or lower its priority, but has very little control over when it actually
gets the processor.
Continuous-media processes have to be able to access real resources: physical mem-
ory, CPU cycles, network bandwidth and, above all, time. The total amount of a re-
source is fixed, and the amount that can be made available to a particular process
depends also on the requirements of the other processes sharing the resource. When
more processes have to be accommodated, fewer resources are available to each
process.
If a process expects to receive a certain amount of a resource, but gets less, the
behaviour of that process becomes unpredictable. As an extreme but not unrealis-
tic example, consider a process that requests a CPU bandwidth of two milliseconds
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every 40 milliseconds to process video at a rate of 25 frames per second. Suppose
this process spends one-and-a-half milliseconds processing a frame and then half a
millisecond writing it to a display. If this process gets just one millisecond instead of
two, then nothing at all will be displayed. The quality of its service goes down from
normal to zero, even though its resources were only halved.
When a process receives feedback about the amount of resources it can receive and
when processes have the guarantee that they get at least what the system promises —
albeit that new, less favourable promises can be made dynamically — then processes
have a chance to adapt. The video process of the previous example could, for example,
halve its frame rate and process only every other frame, or it might do a less thorough
job of processing and spend just half a millisecond on it.
Negotiation and renegotiation of resource allocations will primarily take place
when processes start or finish. We may expect this to happen on a time scale of tens
of seconds to many minutes. A particular resource allocation will thus normally be
valid for many seconds.
Negotiation does not have to occur in real time. While processes renegotiate their
resource allocation with the system, the previous allocation can remain in force. When
the new allocation has been agreed upon, and all processes have prepared for it, the
switch can be made from the old to the new allocation.
While a particular allocation is in force, we expect continuous-media processes
to exhibit a regular periodic processing pattern: an video-decompression process,
for instance, requires to be scheduled for each frame, every 40 ms, and it needs an
amount of CPU time that will vary from frame to frame, but be fairly constant on a
minute-to-minute time scale.
If the resource consumption of every process at every periodic invocation were
constant and known exactly in advance, a schedule could be computed whenever the
resource allocation changes, and that schedule would then be valid for the duration
of that allocation. This would imply that the scheduler would only be active every
minute or so, while a simple dispatcher, consulting a table computed by the scheduler,
could start up the various processes at the pre-computed times.
If, on the other hand, run times vary utterly from invocation to invocation, and run
times cannot be predicted at all, then, in spite of resource allocations remaining con-
stant over time, schedules still cannot be computed in advance. Instead scheduling
must happen dynamically.
Unpredicted, per-invocation variations of the run times of periodic processes are
caused primarily by the complexity of the data being processed — video (de)compression
times depend on the amount of detail in the image, for example — and by the number
of TLB3 or cache misses.
If the run-time variations are small enough, pre-computing schedules is the more
efficient avenue to take, but, if they are too large, dynamic scheduling is necessary.
In the Pegasus project, we decided to explore both avenues: our partners in Cam-
bridge are working on a dynamic scheduling system [Hyden, 1994; Roscoe, 1995],
while in Twente, we are investigating how pre-computing schedules will perform.
This paper describes our design of the Huygens continuous-media scheduling
system that pre-computes schedules at application start-up time and uses a dispatcher
to start up periodic processes according to the schedule.
We still have to carry out the comparison of both approaches. When we have done
this, we shall report the results.
3Transition Lookaside Buffer
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Applications must be able to adapt their behaviour to the resources available to it.
Thus, they can gracefully degrade their quality of service with reduced resources.
Different media and different media usage require different adaptation. For video
viewing, for instance, reduced network bandwidth is adapted to by using better (i.e.,
more lossy) compression, but for a face recognition application, it is probably better
to reduce the frame rate (lossy compression makes edge detection more difficult).
We therefore leave it to the applications to choose their particular way to adapt
to the availability of resources. Continuous adaptation, in the sense that 1% less
resources is accommodated by a 1% reduction in resource usage, is sometimes pos-
sible, but continuous adaptation usually cannot be employed to bridge substantial
differences in resource allocation.
In practice, adaptation is done by changing the algorithms used; for instance, by
using or not using compression, or switching from stereophonic CD-quality audio to
telephone-quality monophonic audio.
We expect applications to have two or three Quality-of-Service (QoS) settings, each
setting requiring some amount of resources. The application communicates its list of
settings — ordered by QoS — to the system and provides for each setting the resources
required to support it. A continuous-media application that runs “in the background”
(such as a small window in the corner of the screen showing a test match4) can be
given zero resources for minimum QoS. Such applications go away when the system
becomes too busy, but automatically come back when the load becomes lower again.
The scheduler calculates for all applications under its control the QoS settings
that can be met. New applications are admitted to the system, subject to being able
to meet at least the minimum QoS setting of all applications already admitted as well
as that of the new application.
An additional and very dynamic mechanism to increase the quality of service
when the resources for this are available is that of imprecise computations. Each QoS
setting can have both mandatory and optional threads. A QoS setting is realizable if
there are resources for all mandatory threads. The optional threads are also sched-
uled, but need only be executed if there happens to be enough time left over in the
schedule.
Extra time can become available as a result of several things: CM-threads may
use less time than was reserved for them; less interrupt servicing was necessary than
the schedule anticipated; or the CPU bandwidth reserved for background processing
may not be fully consumed.
The collaboration of mandatory and optional threads essentially comprises impre-
cise computations [Liu et al., 1992]. Precedence constraints exist among the parts of the
(imprecise) computation to ensure the correct ordering.
Decompression of video can be done several steps. Compression algorithms (like
MPEG and JPEG) store information in such a way that a partial decompression still
gives a sensible output but of a lesser quality. This kind of application is ideally
suited for implementation as an imprecise computation and will therefore be able to
use several QoS settings.
4Cricket.
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5 The operations of the scheduler
The principles used in the Huygens scheduler have been introduced in the past few
sections. We now present the outline of the algorithm that prevents overload in the
scheduler.
The scheduler collects the requirements of the processes (threads) that need to be
scheduled from the parent applications. These requirements are stated as requests.
A request consists of expressions describing maximum physical resource usage and
alternate “fall-back” scemes, which are used when the optimum request can not be
granted.
The total set of requests is checked against the available resources (CPU time,
physical memory, device access).
When the requirements exceed the available resources the scheduler (actually, the
QoS manager) will not grant the high(est) requests but will reduce the total load by
choosing a set out of the fall-back schemes.
The scheduler notifies the applications of the choices it made. At the same time the
scheduler will start computing the schedule. This schedule will be made according
to the resource usage allocated to the applications and the timing requirements and
precedence constraints supplied by the applications.
When all applications have acknowledged the (new) QoS settings and the sched-
ule is ready the new schedule will take effect. When applications fail to acknowledge
the new QoS settings in time the threads for this application will, of course, not be
scheduled.
Access policy and the QoS manager will be further described in Section 9. We first
describe the run-time handling of the scheduled threads and its implications on the
scheduler.
6 Threads, Clocks, and Interrupts
Continuous media is processed by continuous-media threads (CM threads). These
threads are invoked periodically by the system, according to the pre-computed sched-
ule. The threads execute in the address space they belong to, with no particular priv-
ileges. For efficiency, no state is saved and restored between invocations. A periodic
thread maintains state that must survive between invocations in its address space. For
the calculation of the schedule, the invocation frequency of each thread is known, as
well as the execution time.
In addition to periodic threads, there are 'normal' threads, which execute in the
traditional manner; these threads get the processor during the left-over time of the
periodic processes. A share of the processor is dedicated to these background threads,
the size of this share can be defined dynamically by user or system. More on this in
Section 9.
CM threads run user code in user space and may exhibit faulty, opportunistic, or
even malicious behaviour by exceeding the amount of time allocated to them. We
need a policing mechanism that detects such misbehaving threads and takes action
against them.
A clock, ticking at regular intervals (every millisecond, in the current design), is
used for the two tasks of invoking periodic threads and policing them.
In Figure 1, we show how a group of CM threads is dispatched at clock Tic 0
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Figure 1. Two time-stretches containing threads, scheduled at clock Tics 0 and 3
and another one at Tic 3. We call a group of threads scheduled together at a clock
tic a stretch. The dispatcher is activated at Tics 0 and 3 only, but the policing func-
tion supervises thread execution at every clock tic. We provide more details of the
dispatching and policing mechanisms in Section 7.
Between the execution of Stretch 1 and that of Stretch 2, there is room for running
background threads. The dispatcher saves the state of the active background thread
before starting the execution of a stretch and restores it after the stretch finishes.
Concentrating the invocation of CM threads in stretches reduces the overhead caused
by preemption.
Interrupts from other originators than the clock potentially disrupt the schedule,
especially when interrupts from multiple sources happen to occur almost simulta-
neously. The scheduler knows the average frequency and processing times of the
interrupt routines, and must leave room for them in the schedule. Room for all in-
terrupts cannot be reserved, however, between every pair of clock tics (servicing a
single interrupt from a SCSI disk alone may already take several milliseconds). The
space between clock tics, therefore, is somewhat elastic: clock tics can be postponed
to accommodate interrupt servicing (see Section 7).
Interrupt routines are treated much like CM threads: when a device interrupt
occurs, the associated interrupt-service thread is invoked as if it were a CM thread.
When the interrupt happens during execution of an interrupt-service thread or a CM
thread, invocation is postponed until that thread finishes (or is terminated by the
policing function). Similarly, clock tics interrupting CM stretches or interrupt-service
threads only cause policing, but dispatching is postponed until the current stretch or
service thread finishes.
For some devices, it may be useful to use a CM thread to poll it, instead of using
interrupts. If this were done for all devices however, response times might suffer:
Polling the network at the maximum frequency of once per millisecond, for instance,
would still cause average null-RPC round-trip times to be 2 milliseconds at least —
by using interrupts on a well-constructed lightly loaded system, this time can be well
under half a millisecond [Candramohan et. al. 1993].
7 The CM-Thread Dispatcher
The dispatcher activates the threads according to the pre-computed schedule and
performs policing functions.
We will refer to the example of Figure 1. The clock causes interrupts at millisecond
intervals. The interrupt routine of the hardware clock is always allowed to interrupt
CM threads or device-interrupt-service threads (but will not start other threads when
this happens). The actions of the clock interrupt routine are listed below.
First, the interrupt routine tests whether a stretch or an interrupt-service thread
is already executing. If this is the case (it is for clock Tics 1, 4, 5, and 6 of Figure 1),
the policing function is invoked. We will discuss what the policing function does
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later. When the policing function allows (threads in) the stretch to finish executing,
the clock interrupt routine returns to the execution of the stretch it interrupted and
sets a flag. When the stretch finishes execution, and the flag is set, the clock interrupt
routine is re-invoked.
If this is not the case (clock Tics 0, 2, and 3), the schedule is examined. The schedule
is a list, indexed by clock tic number modulo the size of the list. Each entry in the
list is either empty or contains a list of threads — defining a stretch — to be invoked.
If the list is empty (Tic 2), the clock interrupt routine does nothing and returns to
whatever background thread it interrupted.
7.1 Dispatching
If there is a stretch to be dispatched (Tics 0 and 3), the background process is pre-
empted (its state is saved) and the threads in the stretch are invoked one by one.
Activation of a thread is done by reading the   -second clock to record the starting
time of the CM thread. Then, a context switch is made to the thread's protection
domain and control is transferred to the thread's entry point. The thread is expected
to return control to the dispatcher in time.
When the thread returns control, the dispatcher computes the time the thread has
taken to run. The result is used in the policing function or collecting statistical data
on the thread.
7.2 Policing
The policing function is performed when the clock re-activates the dispatcher. The
dispatcher computes the time the running thread has taken. If the thread has taken
too long it is killed.
The schedule might be disrupted by a misbehaving thread. The time overdraft
taken by the thread will make the schedule run late. This lateness must be compen-
sated.
The dispatcher must perform some actions to return to the original schedule. First,
further invocations of the offending thread in the schedule will be skipped, not only
as a way of punishing this thread but also to stop further misbehaving. Second, only
important threads that are still able to reach their deadline will be activated. The level
of importance above which threads will be activated depends on the lateness of the
schedule.
The scheduler will prepare data-structures that enable the dispatcher to make
rapid decisions in cases of overload.
Similar actions will be taken when the schedule runs late due to interrupts.
8 Hierarchical Scheduling
The dispatching mechanism as presented above produces excellent results when
scheduling high frequency small threads but can not deal with the combination of
low-frequency CM-threads with run times longer than the period of the high-frequency
threads. Such low frequency threads can only be scheduled if they can be preempted
by the high-frequency ones.
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Figure 2. Multi-layer scheduling
We do this by introducing a scheduling and dispatching hierarchy. The lowest
level of the hierarchy works exactly as we have described: CM-threads are dispatched
in stretches and are not preempted by anything, provided they keep to their alloca-
tions. Threads with run times longer than the clock period, however, are not admitted
to this level of scheduling and dispatching. Those threads are relegated to the next
higher level.
The second level of dispatching and scheduling runs in the time left over for
background threads by the bottom level. The clock at this level tics at a frequency
that is an order of magnitude lower than that of the bottom level, a frequency of 50 or
25 Hz, for example. The time available to this level is, at most, the time left over by
the bottom level. This time need not be the same between every pair of second-level
clock tics.
The second-level scheduler uses the bottom-level schedule to calculate how much
time is available at this level and schedules the second-level CM threads in it. In the
time left over from this schedule, a third-level scheduler and dispatcher can run, and
so on.
Each dispatcher preempts the threads in the layers above it as if they are ordinary
background threads. This does not mean that a low-level thread always has higher
importance5 than a high-level one; the scheduler divides processing time over the
layers according to the importance of the threads. It is entirely possible that a high-
frequency thread is not run so that more room is available for a compute-intensive
low-level thread several layers of dispatching and scheduling higher.
An example of the layered model is depicted in Figure 2. Here, three layers are
shown but the number can be larger if needed. The first layer has a granularity in the
order of one millisecond, while each next layer hosts threads with a execution time
which is one order of magnitude longer than the previous one. When a thread at one
level is preempted for a thread at a lower level, this is indicated by an unshaded box.
The vertical arrows indicate the hardware clock interrupts.
9 The QoS Manager
As mentioned before, each application decides on its QoS settings and orders them
best quality to least quality. The set of QoS settings of multiple applications thus forms
5We avoid use of the word `priority', because it could refer to multiple concepts used in this
paper.
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a partial order, since QoS settings of one application are not related to those of another.
A QoS manager exists to induce a total order on the QoS settings of the applications
competing for resources, so that the scheduler can decide which QoS settings can be
satisfied for the applications.
The QoS manager thus implements a QoS policy and the scheduler the QoS mech-
anism that implements it.
Application requests contain pointers to code and data segments (needed by the
thread dispatcher) and property information (needed by QoS manager and sched-
uler). The information consists of period, margin, execution time, resource constraints
and precedence constraints (how the scheduler uses these is described in Section 10).
The QoS manager assigns an importance and a layer to the thread.
When the resource requirements of the requests exceed the capacity of the system,
less important threads are deleted from the sorted list of threads. (As mentioned in
Section 5.) In this way, the scheduler does not receive more requests than the system
can handle.The QoS manager sends the list of threads to the scheduler.
The QoS manager can only perform a trivial schedulability test (overload of total
resource usage). Temporary overload can only be detected in the scheduler because
of precedence constraints and idle times. When the set appears to be not schedulable
the QoS manager will remove a thread from the set and re-start the scheduler.6
10 Scheduling Algorithms
A scheduler decides which thread to run at what time. Our scheduler is run off-
line and needs to know some of the properties of the threads in order to calculate a
schedule. In the first instance, it needs to know the (maximum) execution time, the
period and the allowable jitter.
When a number of threads form a pipeline, care must be taken to schedule them
in the correct order. If this is omitted, data may take much longer to make its way
through the pipeline and this is unnecessary. Another reason for scheduling pipelines
carefully is that, when a switch is made between QoS settings, no data remains half
way in the pipeline. All threads in a pipeline are therefore scheduled to be run in one
pass through the dispatcher list.
In addition, threads in one protection domain can be scheduled adjacently in one
stretch. This reduces the number of context switches.
Most of the polynomial scheduling algorithms available are based on the Rate-
Monotonic (RM) or the Earliest-Deadline-First (EDF) algorithms, both were described
by Liu and Layland [1974]. Several heuristic algorithms were developed for spe-
cialised purposes [Finta and Liu, 1994; Jeffray, Stanat, and Martel, 1991; Zhao, Ra-
mamritham, and Stankovic 1987].
We want to create an efficient schedule in a polynomial time that allows for the
occasional missing of deadlines. The Rate Monotonic algorithm is not flexible. It is a
static scheduling approach that is not able to deal with run-time changes.
The Earliest Deadline First approach is ideally suited for our purposes. It is a
dynamic algorithm that starts the released thread that has the earliest deadline. The
EDF method has the needed flexibility because it works only with times (in the form
6An alternative is to deliberately schedule an overload set and prepare the scheduler to drop
unimportant threads at schedule time. In such a way the resources will be used to its maximum at
the cost of bad QoS for the lesser threads. In first instance this will not be implemented.
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Figure 3. Precedence constraints
of deadlines and release-times) which are flexible.
The EDF algorithm is optimal in the sense that if a given set of threads can be
scheduled by any algorithm it can be scheduled using EDF. Liu and Layland [1973]
proved that, in the general case, a necessary and sufficient condition for schedulability
is that the total load of the system must be less than or equal to 1. In our case, that
is not a sufficient condition because idle times will be present between the stretches.
Jeffray, Stanat, and Martel [1991] have added a condition stating that the demand
for each part of the schedule must be less than the length of that part. This latter
schedulability test can only be carried out by running the algorithm.
All relevant data on threads is converted to deadlines and release-times. Con-
version of the period, execution-time and margin to deadlines and release-times is
trivial.
Precedence and resource constraints are also converted to deadlines and release-
times.
Precedence constraints are present when threads depend on each-other, as in Fig-
ure 3. The scheduler has to take these precedence constraints into account.
Resource constraints can be transformed to (sets of) precedence constraints.
The conversion of the constraints to times is simple, when recognising that when
thread   is dependent on thread  , this means that  will have to be finished before
  can start [Horn, 1974]. In Figure 3, for example, this means that when the over-all
deadline is 	
 , Threads 3 and 4 need to be finished at 
	
ff   s.
The release-times are computed in the same fashion.
11 Discussion
We have presented a low-overhead scheduler and dispatcher for systems that man-
age a mixed work load of multimedia applications and conventional applications.
A Quality-of-Service manager, along with applications that adapt their Quality of
Service to available resources allows the system's performance to degrade gracefully
under load.
A basic assumption in this work is that applications and, indirectly, programmers
can estimate the amount of resources needed by the CM threads. Another assumption
is that the jitter in resources actually used by threads (as a consequence of TLB and
cache misses, or data complexity) is low enough to make the pre-computed schedules
useful.
There exists too little experience with multimedia systems to know whether these
assumptions are true. We are, therefore, implementing our architecture as well as
several applications in order to test our assumptions. Our work is thus work in
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progress.
Parallel to our work, our partners in research at Cambridge University are testing a
higher-overhead dynamic scheduler which does not need advance run-time estimates
and does not suffer under jitter [Roscoe, 1995]. Since both our scheduling systems
will run on the same platform, Nemesis, we are in the unique opportunity to compare
them under the same work load [Mullender, Leslie and McAuley, 1994].
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