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Fluid dynamics are an integral component of many natural systems
considered in earth sciences, including both ice sheets and volcanoes. I combine
fluid dynamics modeling with multiple spectral analysis techniques and a variety of
datasets to address questions in glaciology and volcanology.
I first examine what controls supraglacial meltwater routing on the
Greenland Ice Sheet, and how this meltwater routing respond to changing ice
sheet conditions. I approach this with fluid dynamical models of ice flow and
multiple geomorphologial methods based on spectral analysis. I demonstrate
that bedrock topography underlying the ice sheet is the dominant control on
supraglacial drainage basin scale ice surface topography and meltwater routing.
I then show that a thinning ice sheet or increasing basal sliding will result in
smaller supraglacial drainage basins. This could cause more disperse subglacial
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meltwater input and potentially further impact ice sheet flow, so may be important
to incorporate into ice sheet evolution models.
I next examine what very long period seismicity from magma resonance can
reveal about evolution of the shallow magma system at Kı̄lauea Volcano. To do
this I develop a new automated workflow for detecting and classifying resonant
signals based on wavelet transforms. I then create a catalog of very long period
seismicity over the 2008-2018 summit eruption of Kı̄lauea Volcano. To analyze this
catalog, I develop a coupled fluid-elastic model for the magma resonance. This
model includes empirically constrained models for magma properties, joint H2O-
CO2 solubility relationships, and accounts for stratified magma columns that could
arise under disequilibrium outgassing regimes. I then conduct inversions for the
seismic catalog, with constraints from other geophysical data and inversions. These
inversions yield an unprecedented in-situ resolution of changes over time in both
magma temperature and volatile contents. They show evolution of the magma
system over a variety of timescales, and provide insights with implications for both
hazard monitoring and understanding volcanic processes.
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The topic of this work is using spectral analysis and fluid dynamics modeling
to understand questions about ice sheets and volcanoes. Spectral analysis involves
analyzing data or equations in the frequency or wavenumber domains. This can
be useful for both processing and interpreting data or for solving equations. While
ice sheets and volcanoes may seem disconnected, both are fluid dynamical systems
involving processes acting over a range of spatial and temporal scales. In this work
I apply multiple spectral analysis techniques to a variety of datasets to address
important questions in glaciology and volcanology. In particular, I will examine
what processes control ice sheet surface topography and meltwater routing on
the Greenland Ice Sheet, and how these might respond to changing ice sheet
conditions. I will also examine what information about magma systems can be
obtained from very-long-period volcano seismicity caused by magma resonance
over the 2008-2018 summit eruption of Kı̄lauea Volcano.
Modeling the fluid dynamics involved in both ice sheets and volcanoes is
important for addressing these questions. To examine ice sheet surface topography
and meltwater routing, the viscous flow of ice over underlying bedrock topography
needs to be considered. The wavelength of bedrock topographic features controls
how strongly they will be expressed on the ice sheet surface, where they could
influence meltwater routing. To examine magma resonance, the corresponding
signals first need to be accurately cataloged from a decade of continuous seismic
data. The dynamics of a multi-phase fluid flowing through different magma
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plumbing system structures then needs to be considered to infer properties of the
magma system and how it evolves over time.
The rest of this introduction will provide a more detailed overview of each
chapter in this dissertation, including information about author contributions and
data availability.
Ice Sheet Supraglacial Meltwater Catchments
Chapter II represents material written with co-authors Leif Karlstrom
and Kang Yang that was published in The Cryosphere in 2018 under the title:
“Basal control of supraglacial meltwater catchments on the Greenland Ice Sheet”
[Crozier et al., 2018b]. Leif Karlstrom acknowledges funding from NASA award
NNX16AQ56G. Kang Yang acknowledges support from the National Natural
Science Foundation of China (41501452) and the Fundamental Research Funds for
the Central Universities. We thank Colin Meyer, Dan O’Hara, and Alan Rempel
for their input and discussions. We thank two anonymous reviewers for their
constructive comments.
Ice surface topography controls the routing of surface meltwater generated
in the ablation zones of glaciers and ice sheets. Meltwater routing is a direct
source of ice mass loss, as well as a primary influence on subglacial hydrology
and basal sliding of the ice sheet. Although the processes that determine ice sheet
topography at the largest scales are known, controls on the topographic features
that influence meltwater routing at supraglacial internally-drained-catchment
(IDC) scales (< 10s of km) are less well constrained. Here we examine the effects
of two processes on ice sheet surface topography: transfer of bed topography to
the surface of flowing ice and thermal-fluvial erosion by supraglacial meltwater
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streams. We implement 2D basal transfer functions in seven study regions of
the western Greenland Ice Sheet ablation zone using recent data sets for bed
elevation, ice surface elevation, and ice surface velocities. We find that ∼1-10 km
scale ice surface features can be well-explained by bed topography transfer in
regions with different multi-year averaged ice flow conditions. We use flow-routing
algorithms to extract supraglacial stream networks from 2-5 m resolution digital
elevation models, and compare these with synthetic flow networks calculated on ice
surfaces predicted by bed topography transfer. Multiple geomorphological metrics
calculated for these networks suggest that bed topography can explain general ∼1-
10 km scale supraglacial meltwater routing, and that thermal-fluvial erosion thus
has a lesser role in shaping ice surface topography on these scales. We then use
bed topography transfer functions and flow-routing to conduct a parameter study
predicting how supraglacial internally drained catchment (IDC) configurations and
subglacial hydraulic potential would change under varying multi-year averaged
ice flow and basal sliding regimes. Predicted changes to subglacial hydraulic flow
pathways directly caused by changing ice surface topography are subtle, but
temporal changes in basal sliding or ice thickness have potentially significant
influences on IDC spatial distribution. We suggest that changes to IDC size and
number density could affect subglacial hydrology primarily by dispersing the
englacial/subglacial input of surface meltwater.
All codes and data produced by the authors available upon request.
Ice surface DEMs are from SETSM ArcticDEM 2-10 m resolution mosaics
[ArcticDEM, 2017]. Bed DEMs are from Icebridge BedMachine [Morlighem et al.,
2014, 2015]. Ice surface velocity data is from MEaSUREs [Joughin et al., 2010b,a].
2015 Melt data is from RACMO 2.3p2 [Noel et al., 2015].
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Very-Long-Period Seismicity at Kı̄lauea
Chapter III represents material written with co-author Leif Karlstrom that
has been published in Journal of Geophysical Research: Solid Earth in 2021 under
the title: “Wavelet-based characterization of very-long-period seismicity reveals
temporal evolution of shallow magma system over the 2008-2018 eruption of
Kı̄lauea Volcano” [Crozier and Karlstrom, 2021]. Leif Karlstrom acknowledges
support from NSF EAR-1624557. We thank Phil Dawson for providing an
extended version of the Kı̄lauea VLP catalog published in 2014, seismic data
from before 2012, and discussions of VLP seismicity categorization. USGS staff
including Matt Patrick, Kyle Anderson, and Ingrid Johanson provided lava lake
elevation, tilt-meter, and GPS data, as well as discussions about Kı̄lauea. Chao
Liang and Eric Dunham provided codes and discussions of modeling magma
resonance.
Very-long-period (VLP) volcano seismicity often encodes subsurface magma
movement, and thus provides insight into subsurface magma transport processes.
We develop a fully automated signal processing workflow using wavelet transforms
to detect and assess period, decay rate, and ground motions of resonant VLP
signals. We then generate a VLP catalog over the 2008-2018 open-vent summit
eruption of Kı̄lauea Volcano containing thousands of events. Two types of magma
resonance dominate our catalog: vertical sloshing of the open magma column in
and out of the shallow magma reservoir, and lateral sloshing of magma in the
lava lake. These events were triggered mainly from the surface and less commonly
from depth. The VLP catalog is then combined with other geophysical datasets to
characterize evolution of the shallow magma system. VLP ground motion patterns
show both abrupt and gradual changes in shallow magma reservoir geometry.
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Variation in resonant periods and decay rates of both resonance types occurred
on timescales from hours to years, indicating variation in magma density and
viscosity that likely reflect unsteady shallow outgassing and convection. A lack
of correlation between decay rates of the two dominant resonant modes suggests
a decoupling between magma in the conduit and lava lake. Known intrusions and
rift zone eruptions often represented change points for resonance characteristics
and their relations with other datasets. This data synthesis over a ten-year
eruptive episode at Kı̄lauea Volcano demonstrates how VLP seismicity can sharpen
insights into magma system evolution for use in monitoring and understanding
eruptive processes.
Additional figures S1-S27 are included in the supplement.
The Kı̄lauea VLP seismicity catalog and codes used to make and
analyze it are available at https://doi.org/10.7910/DVN/2UGFKE and
https://bitbucket.org/crozierjosh1/vlp-seismicity-catalog-codes/src/master/, and
the authors will provide updated versions and/or assistance upon request. Seismic
data from 2008-2011 was obtained from the USGS, subsequent seismic data is
publicly available from IRIS. GPS data is publicly available from UNAVCO. Tilt-
meter data is available at [Johanson, 2020]. Lava lake elevation data was obtained
from the USGS, and is published up to 2018 in [Patrick et al., 2019b]. SO2 data
from 2007-2010 is available at [Elias and Sutton, 2012]. SO2 emission from 2014-
2017 is available at [Elias et al., 2018]. The VLP seismicity catalog extended from
the methods of [Dawson and Chouet, 2014] was obtained from the USGS.
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Kı̄lauea Very-Long-Period Seismicity Inversion
Chapter IV represents material written with co-author Leif Karlstrom that
is in preparation for submission to Journal of Geophysical Research: Solid Earth.
Leif Karlstrom acknowledges support from NSF EAR-1624557. We thank Emily
Montgomery-Brown for providing codes implementing a model for the south flank
slip. Matt Patrick provided lava lake elevation data. Other USGS staff including
Kyle Anderson and Ingrid Johanson provided additional data and discussions
about Kı̄lauea. Chao Liang provided discussions of modeling magma resonance.
Magma rheology and volatile contents play an important role in controlling
eruptive potential and eruption dynamics, and can change over a wide range of
timescales due to a variety of processes. Inferring in-situ information about these
magma properties is thus vital for both understanding volcanic processes and
for hazard monitoring. Very-long-period (VLP) seismic signals that represent
magma movement are prevalent at many volcanoes, and can provide important
information about magma system geometry and magma properties. The 2008-
2018 open-vent eruption of Kı̄lauea Volcano provides an ideal test of what physics-
based inversions of VLP seismicity can reveal about the evolution of a magmatic
system. This is facilitated by the availability of a detailed catalog of thousands of
impulsive VLP seismic events over ten years, an understanding of the VLP source
mechanisms gained from modeling and inversions of select events, and a wealth of
additional data and observations. We develop models for the dominant resonance
type which represents vertical sloshing of magma in the conduit and shallow
reservoir that incorporate viscous boundary layer flow and stratified magma
density profiles arising from disequilibrium outgassing of magmatic water and
CO2. Using this model to conduct joint inversions for VLP seismicity and geodetic
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data yields an unprecedented resolution of evolving magma volatile contents and
temperature over timescales from days to years. Variation of magma properties at
different depths, including consistent precursors to known intrusions and East Rift
Zone eruptions, suggests changes in the convective/outgassing regime due to both
magma recharge and lava lake overturn.
Codes used for inversions and analysis are available from the authors. GPS
data is publicly available from UNAVCO or NGL. Lava lake elevation and surface




ICE SHEET SUPRAGLACIAL MELTWATER CATCHMENTS
This chapter represents material published in The Cryosphere in 2018 with
co-authors Leif Karlstrom and Kang Yang under the title: “Basal control of
supraglacial meltwater catchments on the Greenland Ice Sheet” [Crozier et al.,
2018b]. Joshua Crozier implemented most modeling and data analysis with input
from Leif Karlstrom and Kang Yang; the extraction of observed supraglacial
stream networks was done by Kang Yang. Joshua Crozier wrote the manuscript
with input from Leif Karlstrom and Kang Yang. Leif Karlstrom, Kang Yang, and
Joshua Crozier conceived of the study. Leif Karlstrom and Kang Yang obtained
funding.
Introduction
During warmer months on the Greenland ice sheet, surface melting in the
ablation zone generates a large volume of water. Some meltwater is stored in or
flows through porous firn or weathered ice, but most flows across the ice surface
forming networks of supraglacial streams and lakes (such as the stream network
shown in Fig. 2.1.B) [Fountain and Walder, 1998, van˜den˜Broeke et al., 2009,
Andersen et al., 2015]. The majority of these streams feed into the englacial and
subglacial hydrological systems either by flowing directly into open moulins [e.g.,
Chu, 2014, Smith et al., 2015], or by flowing into supraglacial lakes which can
drain when enough water pressure builds up to hydraulically fracture the ice [Das
et al., 2008, Selmes et al., 2011, Stevens et al., 2015]. Much of the meltwater will
ultimately end up in the ocean [Enderlin et al., 2014, Andersen et al., 2015]. Along
8
the way, subglacial water and temporal variations in subglacial water flux can
significantly influence ice advection by modulating basal sliding resistance [e.g.,
Zwally et al., 2002, Schoof, 2010, Sole et al., 2011, Shannon et al., 2013, Tedstone
et al., 2014]. The spatial and temporal flux of surface meltwater to the subglacial
hydrological system, how this flux evolves with changing climate and/or ice flow,
and how subglacial hydraulic pathways evolve in response to meltwater input, are
all poorly constrained and largely not incorporated into current ice sheet mass
balance models [Larour et al., 2012, Gillet-Chaulet et al., 2012, Gagliardini et al.,
2013, Lipscomb et al., 2013, Khan et al., 2015, Smith et al., 2017].
FIGURE 2.1. (A) Study IDCs (solid colored patches) of western Greenland with
bounding boxes (semi-transparent squares) indicating corresponding domain used
for bed transfer and admittance calculations. Black 200 m elevation contours are
from BedMachine/GIMP [Howat et al., 2014, Morlighem et al., 2017b]. Imagery
is from ArcGIS ERSI world imagery basemap. Information on all regions is shown
in Table 1. (B) Ice surface and bed elevations (from BedMachine/GIMP) in study
region R1, with stream channels from study drainage network shown in black and
velocity field shown by red arrows.
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Ice sheet surface meltwater flows downhill as dictated by surface topography.
The largest scale of Greenland Ice Sheet topography is a continental-scale
(∼ 1000 km) gravity current profile, where average surface slopes are very gradual
in the interior of the ice sheet (on the order of 10−2.5 radians or less) and steepen
approaching the margins (on the order of 10−2 radians in our ablation zone study
regions) [Cuffey and Paterson, 2010]. Deviations from this geometry at smaller
wavelengths, however, reflect a combination of other physical processes. Some
are products of the surface energy balance, such as solar radiation-driven ice
melting/sublimation, melting of ice by flowing surface water (we will refer to this
process as thermal-fluvial incision), and snow accumulation [Cuffey and Paterson,
2010, Karlstrom and Dunham, 2016, Boisvert et al., 2017, Meyer and Hewitt,
2017]. Others are products of ice flow processes such as crevassing [Echelmeyer
et al., 1991, Cuffey and Paterson, 2010], propagating ice flux waves [Weertman,
1958, Nye, 1960, van˜de˜Wal and Oerlemans, 1995, Hewitt and Fowler, 2008], and
the transfer of spatially variable bed topography, basal sliding, and ice rheology
(due to temperature, grain alignment, or impurities) to the surface [Gudmundsson,
2003, Raymond and Gudmundsson, 2009, Sergienko, 2013, Graham et al., 2017].
The advection of ice over rough bed topography (such as that shown in
Fig. 2.1.A) [Budd, 1970, Hutter et al., 1981, Gudmundsson, 2003, De Rydt
et al., 2013, Joughin et al., 2013] is thought to be a significant source of IDC
scale (∼1-10 km) ice surface topography, and is a primary focus of our study.
Supraglacial IDC and lake locations generally remain fixed year to year despite
ice advection, which suggests a basal controlling process [Lampkin, 2011, Lampkin
and van˜der˜Berg, 2011, Selmes et al., 2011, Sergienko, 2013, Igneczi et al., 2016,
Karlstrom and Dunham, 2016]. We use the term “bed” loosely to refer to whatever
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material composes the substrate under an ice sheet. In many locations the bed
contains a deformable till layer which may not influence ice flow in the same way
as rigid bedrock [Tulaczyk et al., 2000, Cuffey and Paterson, 2010], and bedrock
erodes under the action of ice motion [Sugden, 1978, Hart, 1995].
Thermal-fluvial incision is also important for the evolution of surface
topography and meltwater channel networks [e.g., Parker, 1975]. Surface melt
rates in many areas of the Greenland Ice Sheet ablation zone are greater than 1
m/yr [Noel et al., 2015]; stream channels can be meters deep, and are in places
observed to flow in directions not parallel to the surrounding ice surface slope or to
slice through topographic ridges [Smith et al., 2015, Yang et al., 2015]. [Karlstrom
and Dunham, 2016] suggested that longitudinal elevation profiles of supraglacial
streams might even be inverted for primary production rate of meltwater, the
analog to inferring climate variations and tectonic uplift rates from river profiles
in terrestrial settings. However, although thermal-fluvial incision is required to
make channels in the first place (e.g., lowering rate in channels must be greater
than surroundings), it is unclear whether dynamic stream incision is efficient
enough compared to other topographic influences to significantly affect IDC-scale
topography and meltwater routing [Karlstrom and Dunham, 2016]. In this way
supraglacial streams may be more analogous to ephemeral gullies on earth flows
[Mackey and Roering, 2011] than to terrestrial river networks. The ice surface in
ablation zones advects stream channels horizontally at velocities greater than 100
m/yr [Joughin et al., 2010b,a, Nagler et al., 2015], deforming or offsetting stream
networks as they incise. This has been observed where Greenland supraglacial
stream channels form along offset but parallel pathways as channels from previous
years are advected out of topographic lows during winter months, though there are
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also stream channels that are reused for multiple years [Karlstrom and Dunham,
2016].
Understanding the relative contributions of processes that govern ablation
zone surface topography should yield better predictions of meltwater routing
through time. Here, we use multiple data sets to examine the effects and
significance of bed topography transfer and thermal-fluvial incision on ice sheet
surface topography and meltwater routing. Ice surface velocity measurements,
high resolution ice surface imagery and digital elevation models (DEMs), and
bed elevation DEMs are now concurrently available over large expanses of the
Greenland ice sheet ablation zone [Joughin et al., 2010b,a, Helm et al., 2014,
Morlighem et al., 2017b,a, Nagler et al., 2015, Noel et al., 2015, ArcticDEM,
2017]. Many of these data sets are rapidly increasing in quality and temporal
coverage, and developing methods to efficiently integrate such large data sets is
thus important.
We implement approximate analytical solutions for bed topography transfer
through flowing ice [Gudmundsson, 2003] over 2D regions of the Greenland
ablation zone, evaluating the extent to which this transfer can explain observed
ice surface topography as a function of wavelength. To examine what influences
supraglacial meltwater routing, we apply flow-routing algorithms both to
ice surface DEMs and to synthetic ice surfaces predicted from modeling bed
topography transfer. In the resulting flow networks we examine channel slope
versus accumulated drainage area trends to assess the fluvial erosion signature, and
we examine steam network conformity with surrounding ice surface topography to
quantify the importance of different wavelengths for explaining stream network
spatial structure. We identify bed topography transfer as the primary control
12
on IDC-scale (∼1-10 km) surface topography and meltwater routing, and then
use bed topography transfer functions to predict how Greenland surface IDC
configuration and subglacial hydraulic flow pathways would change in response
to varying ice flow conditions.
Methods
Data
We use stereo imagery derived ArcticDEM 2-5 m resolution mosaics for 2011
Greenland Ice Sheet surface elevation [ArcticDEM, 2017, Noh and Howat, 2015].
These DEMs were created by piecing together smaller DEM strips that in some
cases come from data taken over multiple months. This is a potential source of
error in our analysis since ice sheet surface topography can vary temporally due
to a variety of processes including horizontal ice advection (on the order of 100
m/yr in our study areas [Joughin et al., 2010b,a, Nagler et al., 2015]), ablation
(on the order of 1 m/yr [Bartholomew et al., 2011]), accumulation (on the order
of 1 m/yr [Koenig et al., 2016]), and advection-related thickening/thinning such
as that caused by changes in basal properties (on the order of 1 m/yr [Das et al.,
2008, Helm et al., 2014]). In our study regions we observe < ∼ 1 m vertical and
< ∼ 10 m horizontal offsets from surface DEM stitching (where different raw
source data sets are combined).
We use the Icebridge BedMachine v3 150 m resolution Greenland bed
elevation DEM [Morlighem et al., 2017b,a]. This product is derived from radar
data, and in some regions also from ice mass conservation modeling. This product
has large error (as much as 500 m) in areas with low radar pass density; we
selected study regions with a range of bed DEM quality (shown in Fig. 2.2).
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Many regions of the ablation zone, including our study regions, are where mass
conservation modeling was used to extrapolate raw radar transects into contiguous
bedrock DEMs. This approach and its advantages are explained in detail by
[Morlighem et al., 2011] and [Morlighem et al., 2014]. Surface elevations, surface
velocities, and mass balances estimates are used to produce more accurate bed
DEMs that are consistent with multiple radar-derived data sets which have limited
spatial coverage (as shown in Fig. 2.2). The mass conservation modeling does not
preclude us from using these DEMs to evaluate the effectiveness of bed topography
transfer functions at predicting surface topography, since the approach used in
creating the bed DEMs only solves mass conservation equations and does not
take into account the momentum balance accounted for by the transfer functions
(described in Section 2.2). However, as an additional precaution, we focus our
analysis primarily on regions with more dense radar transect coverage. DEMs in
these regions should most closely reflect the raw radar data, and also generally
have higher effective resolution.
We use 2009 InSAR derived MEaSUREs [Joughin et al., 2010b,a] for 500 m
resolution Greenland winter ice surface velocities. We use Landsat imagery to
identify moulins, lakes, and stream channels [Yang and Smith, 2016]. We use
RACMO 2.3p2 at 1 km resolution for melt data from the full year 2015 [Noel
et al., 2015] to indicate relative melting between different regions of Greenland. All
data sets do not necessarily correspond temporally, which is a potential source of
error in our analysis since ice velocity, ice surface topography, and bed topography
can vary temporally [Sugden, 1978, Hart, 1995, Bartholomew et al., 2011, Sole
et al., 2011, Helm et al., 2014]. We focus our analysis and discussions on multi-
year averaged ice flow properties, and do not attempt to model seasonal dynamics.
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FIGURE 2.2. (A) BedMachine v3 potential bed elevation error overlain by CReSIS
radar bed elevation picks [Morlighem et al., 2017b,a, CReSIS, 2016]. BedMachine
includes radar data from other sources not shown here, and is also constrained
with mass conservation modeling over most of the region shown. BedMachine error
generally decreases where elevations are better constrained by radar data. Our
study regions (magenta) encompass a broad range of bed DEM quality (Fig. 2.1.A,
Table 1). (B) Difference between bed elevations from BedMachine and CReSIS
radar picks (only including radar picks marked as good quality). In many regions
there is appreciable scatter in radar elevation picks and significant error in the




We focus on areas of the Greenland Ice Sheet ablation zone that exhibit
significant supraglacial drainage networks, are not heavily crevassed, and do not
contain ice streams (pathways where ice is advecting very rapidly relative to the
surrounding regions of an ice sheet). We additionally require areas with high
resolution (2-5 m) surface DEMs and near-uniform ice surface velocities. Using
these criteria we select seven internally drained catchments (IDCs) from the
western Greenland Ice Sheet as primary study regions (shown in Fig. 2.1.A, with
additional information in Table 1). These regions cover a significant range of the
elevations, ice thicknesses, ice surface slopes, and ice surface velocities over which
extensive supraglacial stream networks form on western Greenland.
TABLE 1. Study region information (locations in Fig 2.1.A) and bed topography
transfer function surface prediction results. We note that the mean misfit
metric used here is not a comprehensive indicator of fit quality, and that in
regions R3, R4 and R5, and R6 surface topographic relief is significantly under-
predicted. In all regions the transfer function surface predictions appear to be
optimized with higher values of basal sliding than have been determined with other
methods [MacGregor et al., 2016, Ryser et al., 2014b], we expect this is due to a
combination of non-Newtonian rheology and poor bed DEM resolution.
Study H U α RACMO Bed DEM Surface Best
region melt rate mean error prediction fitting
mean misfit C0∗
with C0∗ = 10
(mm/yr (% topographic
(m) (m/yr) (rad) water) (m) relief)
R1 824 86 0.013 2107 28.9 13.3 10
R2 1075 87 0.009 1145 30.0 9.35 6
R3 1233 88 0.009 793 41.1 10.4 13
R4 1335 81 0.006 556 80.0 12.4 29
R5 840 214 0.017 1321 55.8 13.9 23
R6 1266 87 0.007 711 53.2 11.2 11
R7 1187 92 0.011 1552 49.1 13.7 11
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Bed topography and basal sliding transfer
Linear transfer functions
The governing equations of flowing ice are the Stokes equations for
conservation of momentum and mass balance for an incompressible fluid. Ice is
often described with a nonlinear constitutive relation know as Glen’s law [Cuffey
and Paterson, 2010], but here a linear Newtonian ice rheology is assumed. Ice
rheology is also assumed to be spatially and temporally constant, though the
rheology of ice generally varies with temperature, grain geometry, and impurities.
The momentum equations we solve are
~∇p = η~∇2~u+ ρi~g, (2.2.1)
where p is pressure, η is effective dynamic ice viscosity, ~u is ice velocity, and ρi
is ice density. Cartesian coordinates are used, where the z-axis is aligned normal
to the mean ice surface and the x-axis points in the direction of maximum bed
gradient. ~g is the gravitational acceleration (in the −z direction). Conservation of
mass is given by
~∇ · ~u = 0. (2.2.2)
Linear stability analysis of Eqs. (2.2.1) and (2.2.2) by Gudmundsson
[2003] provides analytical transfer functions that predict approximate ice surface
topography over underlying rough bed topography or basal sliding variations.
In the spectral domain, transfer functions are generally of the form X̂o(~k) =
X̂i(~k)T̂ (~k) where ~k = (kx, ky) is a wavenumber (inverse wavelength) vector, Xo
is output data (ice surface elevation in our case), Xi is input data (bed elevation
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in our case), and T is the transfer function relating outputs to inputs. Transfer
functions are possible to obtain for linear time-invariant systems; the basic
underlying principals are that the output for such systems may be calculated for
any single wavenumber input, that any input may be represented as a sum of
individual wavenumber components via Fourier transform, and that the output
will be a sum of the independent outputs from each input component [Stein and
Wysession, 2005]. In the rest of this section we will summarize the derivation of
the transfer functions (described fully in [Gudmundsson, 2003]) and the important
approximations made in this derivation.
Bed elevation is assumed to not change temporally beyond an initial
perturbation. Basal melting/freezing are also ignored, assumptions that are likely
reasonable from a mass conservation perspective due to the generally slow rates of
basal melting/freezing [Huybrechts, 1996]. Basal sliding velocity ~ub is assumed to
be governed by a sliding law of the form
~ub(x, y) = C(x, y)~τb(x, y) (2.2.3)
where ~τb is basal shear stress and C(x, y) is a sliding parameter. We will often
refer to non-dimensionalized basal sliding coefficient C∗(x, y) = C(x, y)2η
H
(approximately equivalent to slip ratio, the ratio of basal sliding velocity to
ice deformational velocity). Other forms of sliding law have been proposed
[Fowler, 1986, Tulaczyk et al., 2000, Cuffey and Paterson, 2010]. The basal
boundary condition (at the bed-ice interface) combines this sliding law with a
no-flow condition dictating zero ice velocity normal to the boundary. Surface
accumulation/ablation are ignored, which is reasonable as both rates are generally
small compared to ice advection rates [van˜den˜Broeke et al., 2011]. The ice
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Thus the ice surface boundary is the only source of time variation in the system.
Parameters including ice thickness, surface velocity, and surface slope are
assumed to be similar over the domain of interest, which allows for solutions to be
obtained as perturbations to a zeroth-order infinite plane slab solution. In order
for these assumptions to be valid, it is assumed that bed topography amplitude is
much smaller than ice thickness, and that the domain of interest is small compared
to the horizontal dimensions of the ice sheet. The zeroth-order ice surface Z0 is
a plane with slope α in the direction of ice flow. Zeroth-order ice thickness H is
the mean ice thickness in the domain. Zeroth-order basal shear stress is given by




where ρ is (spatially constant) ice density.
Bed elevation B is expressed as B = B0 + εF εB, where B
0 is zeroth-
order (horizontal plane) bed elevation, F εB represents perturbations to B
0, and
ε = bed topography amplitude/H  1. Basal sliding coefficient C is similarly
expressed as C = C0 + βF βC where 0 ≤ β  1. Equations 2.2.1 and 2.2.2 are
linearized around ε, β = 0 and solved in the Fourier domain. Ice surface elevation
is then given by
Z = Z0 + εF εZ + βF
β
Z +O(ε
2, β2, εβ), (2.2.5)
where εF εZ and βF
β
Z represent the first order (linear) ice surface response to B and
C perturbations. Higher order terms O(ε2, β2, εβ) are discarded.
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The full time-dependent transfer functions can be found in [Gudmundsson,
2003]. A steady state surface configuration to bed topography and basal sliding
perturbations is approached as t → ∞. We note that ice flow parameters in
the transfer functions are not strictly independent, such that there are restricted
parameter combinations that correspond to real ice flow configurations.
Although the linear transfer functions derived by [Gudmundsson, 2003]
do not capture all the complexities of ice motion, they have some significant
advantages over other methods for solving our desired ice flow problem. They do
not make a shallow ice approximation (which ignores longitudinal stresses and
thus breaks down at length scales on the order of ice thickness H [e.g., Cuffey
and Paterson, 2010]), and are thus valid at spatial scales < H. Additionally,
they can be efficiently implemented over 2D IDC-scale regions without requiring
initial conditions, flow line geometry, and domain-edge boundary conditions that
many numerical flow simulators need. We will show that the functions reproduce
general topographic features and amplitude spectra of our Greenland Ice Sheet
study regions well, and thus provide a useful predictive tool.
Transfer function implementation
When implementing the transfer functions in all following analysis we will
assume the ice surface has reached a steady state in response to the underlying
bed topography and basal sliding conditions. To examine the validity this
assumption, we calculate the transfer function perturbation adjustment timescales
for parameters representative of the western Greenland ablation zone (from study
region R1 (Fig. 2.1.A, Table 1) with C0∗ = 10 and η = 1014 Pa s) using the time-
dependent transfer functions defined in [Gudmundsson, 2003]. For the range
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of ice flow parameters we are interested in, there is no appreciable downstream
advection of surface perturbations, and so the surface response soon after a basal
perturbation is essentially a lower amplitude scaling of the steady state (maximum
amplitude) surface response. We find that the time scale for bed topography
or basal sliding transfer amplitudes to reach 95% of their steady state values
is as much as 60 years for the longest wavelengths of topography in our typical
study areas (∼20 km), and is ∼3-20 years for wavelengths that typically exhibit
the highest transfer (∼1-10 km). It is unlikely that bed topography, ice sheet
thickness, or ice sheet surface slope change significantly over these timescales, but
ice velocity and basal sliding can vary on day to year timescales, meaning that the
steady state assumption is a potential source of error in our analysis [Das et al.,
2008, Bartholomew et al., 2011, Sole et al., 2011, Helm et al., 2014, Chandler
et al., 2013, Tedstone et al., 2014].
Methods have recently been developed and applied for implementing the
linear basal transfer functions along flowlines with spatially varying parameters
[Igneczi et al., 2018, Ng et al., 2018], which allows for implementation of the
transfer functions over large regions. However, implementing the transfer functions
just along flowlines can result in significant inaccuracy. With ice flow parameters
representative of the western Greenland Ice Sheet ablation zone, the transfer
amplitude of IDC-scale (∼1-10 km) bed features predicted by the linear transfer
functions could vary by up to a factor of 10 depending upon the 2D alignment
of those features (see supplement). Our approach retains the simpler constant-
parameter model but accounts for 2D effects. We implement the basal transfer
functions over rectangular domains of small enough size ( 20 km across) that ice
flow parameters are relatively uniform within each domain.
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To implement the transfer functions in (east, north, vertical) Cartesian
coordinates, we calculate absolute wavenumbers as k = ‖~k‖ and wavenumbers
in the ice flow direction as kU =
~k•~U
‖~U‖
. We can then calculate transfer function
matrices T̂B(kx, ky) and T̂C(kx, ky) corresponding to the discrete wavenumber





about the line perpendicular to the ice flow direction, and the phase matrices(
arg(T̂B,C)
)
are anti-symmetric about this line. The transfer amplitude for bed
topographic features aligned with the direction of ice flow approaches one as
wavelength approaches infinity, but non-zero values of the basal sliding parameter
C0∗ result in an additional peak in transfer amplitudes at intermediate wavelengths
(as illustrated in Fig. 2.3, [Gudmundsson, 2003]). Transfer amplitudes approach
zero at small wavelengths or as topographic features approach a flow-perpendicular
alignment. Transfer function phase shift is also important, and results in a
wavelength-dependent offset between bed features and their surface expression
(as illustrated in Fig. 2.4.B).
Prior to taking 2D discrete Fourier transforms (DFTs, see for example
[Press et al., 2007]) of bed DEMs, we first shift each bed DEM to have zero
mean elevation. We do not detrend bed DEMs, as that is not consistent with the
zeroth-order bed conditions. We then mirror each bed DEM in all directions by
connecting east-west reversed copies of each DEM to the east and west sides of
itself, connecting north-south reversed copies of each DEM to the north and south
sides of itself, and connecting north-south and east-west reversed copies of each
DEM to all corners of itself. Next we apply a cosine taper such that all elevations
along the edges of each mirrored bed DEM are zero, and the original domain in




















































































Figure 2.3 (A-D) Bed
topography transfer function
amplitudes in the ice flow
direction (along an ice
flowline). In all plots the
parameters not otherwise
indicated are: U = 200 m/yr,
H = 1200 m, C0∗ = 10,
α = 0.015 radians, and
η = 1014 Pa s. The spread of
plotted parameters broadly
encompasses the range of
parameters found in our study
regions (Fig. 2.1.A, Table 1).
Transfer amplitude peaks
between around 1-10 km for a




























A. Gaussian Perturbation to












































of steady state basal
transfer for ice flow
parameters representative
of the western Greenland
ablation zone. Ice flow
parameters are from region
R1 (Fig. 2.1.A, Table 1)
with η = 1014 Pa s. (A)
Gaussian bed topography or
basal sliding perturbation.
(B) Detrended predicted ice
surface over the Gaussian
bed topography perturbation
(with C0∗ = 10). White
arrows in plots A and
B indicate the ice flow
direction. (C) Transfer
amplitudes in the ice flow
direction (along a flowline)
for bed topography and basal
sliding C∗ perturbations.
The transfer functions
also have important phase
components not shown
here (see [Gudmundsson,




should generally be of much
lower amplitude than surface
topography created from bed
topography.
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[Perron et al., 2008]. We then take 2D DFTs of the mirrored bed DEMs, and use
the transfer functions to obtain predicted ice surface elevation Z ′ as:
Z ′(x, y) = Z0(x, y) + F−1D
(
T̂B(kx, ky)B̂(kx, ky) + T̂C(kx, ky)Ĉ(kx, ky)
)
(2.2.6)
where B is the zero-mean bed elevation, Z0 is the zeroth-order ice surface (with
average elevation H and slope α, obtained by a plane fit to the ice surface DEM
Z), and F−1D represents the inverse 2D DFT. We then trim enough space from the
edges of each predicted surface so that we are only considering a region that will
not contain any edge effects.
Ice viscosity and basal sliding estimation
Two important and poorly constrained parameters in our bed topography
transfer method are ice viscosity η and basal sliding parameter C∗(x, y). One
possible application of the transfer functions is to invert for these parameters
as a function of space from observed surface and bed DEMs [Raymond and
Gudmundsson, 2009]. We do not take this approach here as our primary focus is
an assessment of how well ice surface topography can be explained by transfer of
basal conditions. However, we do need to choose values for η and C∗(x, y) (or at
least a uniform value of C∗(x, y) = C0∗).
We examine the importance of spatial variations in C∗(x, y) by comparing
the predicted ice surface over Gaussian B(x, y) and C∗(x, y) perturbations with
2 km standard deviations and 200 m height or 200 C∗ amplitude, using ice flow
parameters from region R1 (Fig. 2.1.A, Table 1) with η = 1014 Pa s (and with
C∗(x, y) = C0∗ = 10 for the Gaussian bed topography test case); the results
are shown in Fig. 2.4. Bed topography perturbations on the order of 200 m occur
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commonly [Morlighem et al., 2017b], but inferred slip ratios away from ice steams
in the western Greenland ablation zone are typically less than ∼ 10 [Morlighem
et al., 2013, MacGregor et al., 2016]. Thus Fig. 2.4.C indicates that in these flow
conditions, unless there are exceptionally large C∗(x, y) spatial perturbations (on
the order of 1000), the ice surface expression from C∗(x, y) perturbations will be of
much smaller amplitude and more disperse than the surface expressions that can
arise from reasonable amplitude bed topography. Accordingly, we assume spatially
constant C∗ (so C∗(x, y) = C0∗ at all locations) for all of our analysis, so that we
only need to choose a single value of C0∗ in each region.
We next assess the uniqueness with which C0∗ and η can be inverted for
using the transfer functions, by minimizing misfit
(
defining misfit for DEMs of






|Z(x, y) − Z ′(x, y)|
)
between observed and bed
topography transfer predicted ice surfaces. Example inversion results are shown
in Fig. 2.5. Over our seven study regions of the Greenland Ice Sheet ablation
zone (Fig. 2.1.A, Table 1), the values of viscosity that produce best fits between
predicted and observed ice surfaces are within half an order of magnitude of
1014 Pa s. For all further analysis we fix the value of η to 1014 Pa s, which is
within the range of ice viscosity estimates [Cuffey and Paterson, 2010].
The best fitting values of C0∗ in our study regions range between 6 and 35,
and are often not very tightly constrained. Some of these values are significantly
higher than other ice sheet ablation zone estimates [Morlighem et al., 2013,
MacGregor et al., 2016]. Such anomalously high C0∗ values are not unexpected,
for at least two reasons. The first is poor effective bed DEM resolution in some
regions, which could result in transfer amplitudes (and thus basal sliding) needing
to be artificially high to produce observed surface topographic relief. In regions
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with lower mean bed DEM error, our inversions result in lower values of sliding
(Table 1). The second reason is that the Newtonian rheology used to derive the
analytical transfer functions produces generally lower transfer amplitudes than are
found with a more realistic (power law) ice rheology [Raymond and Gudmundsson,
2011], so artificially high basal sliding values are needed to produce observed
transfer amplitudes. Except where otherwise noted we therefore set C0∗ = 10,
which is consistent with the linear transfer functions and likely over-predicts true
average slip ratios. Much of our analysis will focus on the wavelengths at which
bed topography transfer peaks, which are relatively insensitive to the value of C0∗.
This is because C0∗ affects transfer peak amplitude but not wavelengths (as can be
seen in Fig. 2.3.C); for parameters representative of our study regions a significant
peak is still predicted as long as C0∗ >∼ 2.
Bed DEM error analysis
A significant source of error in our bed topography transfer function method
is bed DEM accuracy. The BedMachine v3 bed DEM has a corresponding
potential error map which represents the uncertainty in bed elevations (shown
Figure 2.5 Misfit minimization
for η and C0∗ between the
ice surface DEM and bed
topography transfer predicted
ice surfaces in study region
R1 (Fig. 2.1.A, Table 1).
White star indicates the
location of minimum misfit,
at C0∗ = 10 and η = 1014.
Blank plot area is the
region where parameters
are nonphysical (resulting in
transfer amplitudes > 1).
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in Fig. 2.2.A). This uncertainty primarily reflects poor radar transect coverage and
generally increases with distance from the nearest radar data, but also depends on
uncertainty in other data used for mass conservation modeling [Morlighem et al.,
2014, 2017b]. We use many randomly generated possible error configurations to
quantitatively bound the variation in our ice surface topography predictions that
is allowed by bed DEM uncertainty. This allows us to assess the robustness of our
surface predictions, and to examine the bed DEM accuracy needed for reasonable
predictions.
We pseudo-randomly generate 100 possible error configurations for each
of 100 different bandpass filter wavelengths λn (where λn spans the range of
wavelengths resolvable in each domain). Each error configuration is created from
a different pseudo-random complex wavenumber matrix. The matrices have the
same dimensions as the bed DEM, symmetric real components, and anti-symmetric
imaginary components. Each wavenumber matrix is multiplied with a frequency
domain Gaussian bandpass filter centered at frequency 1
λn
. An inverse DFT is
taken of each wavenumber matrix to create an error surface containing primarily
topographic wavelengths near λn. Each error surface is then scaled so that all
values vary between -1 and 1, and multiplied by the bed DEM potential error map
to generate a possible error configuration. We add each error configuration to the
bed DEM and use bed topography transfer functions to predict the ice surface over
each resulting error-injected bed DEM.
Observed admittance of ice surface/bed topography
We wish to evaluate how well the observed frequency domain empirical
admittance of bed topographic features to the ice surface corresponds to predicted
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transfer amplitudes, to determine the wavelengths at which observed ice surface
topographic amplitudes are consistent with predicted bed topography transfer
(over given bed DEMs). We can calculate the frequency domain empirical
admittance of bed topography to ice surface topography as Ŷ (kx, ky) =
Ẑ(kx, ky)/B̂(kx, ky). If ice surface topography was only caused by bed topography
transfer, then empirical admittance Ŷ should closely correspond to predicted bed
topography transfer amplitudes. However, due to the noise present in 2D empirical
admittance computations, interpreting Ŷ (kx, ky) directly is challenging. We thus
employ two methods to estimate average empirical 1D admittance Ŷ (k), which we
can then compare to predicted transfer amplitudes.
One method to estimate 1D empirical admittance involves binning and
averaging absolute wavenumber components from 2D DFTs. We first take 2D
discrete Fourier transforms (DFTs) of mirrored and tapered ice surface and bed
DEMs (as described in Section 2.2), then calculate the complex magnitudes of
all values in these DFTs to yield 2D surface and bed amplitude spectra. We then
bin and average all points in each amplitude spectra by absolute wavenumber to
obtain 1D surface and bed amplitude spectra. We lastly divide binned 1D surface
amplitude spectra by binned 1D bed spectra. This method considers both ice-flow-
parallel and non-ice-flow-parallel topographic wavelengths, which could decrease
the resulting admittance relative to admittance expected purely in the ice flow
direction (since transfer should be highest for topographic wavelengths aligned in
this direction).
The second method to estimate 1D empirical admittance involves binning
and averaging 1D amplitude spectra from multiple ice flowlines. We first
interpolate bed and surface elevations along a series of offset near-parallel ice
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flowlines. We mirror and taper each flowline elevation profile, then take DFTs of
each profile to obtain a series of 1D surface and bed amplitude spectra. We next
bin and average each 1D amplitude spectrum by wavenumber, and average these
spectra between all profiles of the same type (surface or bed). We lastly divide
binned and averaged 1D ice surface amplitude spectra by binned and averaged 1D
bed amplitude spectra. This method thus avoids the non-ice-flow-parallel muting
effect from the first method, but does not account for the effects of surrounding 2D
topography on each flowline (as discussed in Section 2.2).
Supraglacial meltwater routing and thermal-fluvial incision
Mechanics of fluvial incision
In terrestrial settings, bedrock fluvial incision is often modeled by the
“stream power” law [Howard and Kerby, 1983, Seidl and Dietrich, 1992]. This
model can be combined with another semi-empirical relation Hack’s law [Hack,
1957], relating downstream distance to accumulated flow area. This permits
prediction of surface lowering by fluvial erosion E of the substrate at point s along
a stream channel downstream of a drainage divide at time t
E(s, t) = K(s, t)A(s, t)m
∣∣∣∣∂Z(s, t)∂s
∣∣∣∣n , (2.2.7)
where A(s, t) is accumulated drainage area, K(s, t) is an experimentally
determined erodibility coefficient that may vary in space and time, m and n are
empirically determined exponents, and Z(s, t) is channel elevation. This model,
combined with models for tectonic uplift or hillslope creep, well-predicts large-scale
features of many fluvially-dominated terrestrial landscapes. Commonly observed
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concave-up longitudinal stream elevation profiles and negative slope-drainage area
trends are generally interpreted in the context of equation 2.2.7, which then may
inverted for tectonics and climate, or used to constrain substrate properties such
as erodibility K [Gilbert, 1877, Whipple and Tucker, 1999, Montgomery, 2001].
Convexities such as those induced by base level changes, non-uniform uplift, and
variable climate or substrate properties propagate upstream as kinematic waves
[Whipple and Tucker, 1999, Royden and Perron, 2013, O’Hara et al., 2019].
In supraglacial environments fluvial incision occurs by melting, and an analog
of the stream power law may be derived with n = 1 [Karlstrom and Dunham,
2016]. Exponent m is dependent upon the relation between water flux and
accumulated drainage area and the relation between channel width and water flux,
and has been estimated at between 0.7-0.9 for supraglacial streams [Karlstrom
and Dunham, 2016]. If surface motions introduced by ice advection (analogous
to unsteady and non-uniform uplift) are accounted for, fluvially-dominated
supraglacial stream profiles with fixed terminal elevations (such as supraglacial
lakes) should still approach a concave-up configuration if thermal-fluvial erosion
outpaces ice advection [Karlstrom and Dunham, 2016]. Equation 2.2.7 also implies
that for fluvially-dominated stream profiles without fixed terminal elevations (such
as those flowing into moulins), convexities can progressively propagate upstream
from the moulin causing persistent transient topography. Indeed, convexities
at various scales are readily visible in supraglacial stream elevation profiles (see
supplement), but these deviations from idealized longitudinal profiles could arise
from other processes as well. Spatially varying background ice flow, kinematic
waves transmitting uplift or erosion transients (such as from unsteady surface
melting or supraglacial lake drainage [Hoffman et al., 2011]), transient surface
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waves caused by ice flux variations [van˜de˜Wal and Oerlemans, 1995], and/or
deviations of the local ice velocity vector from the direction of stream flow (such as
from stream meanders, e.g., [Karlstrom et al., 2013]) could all generate convexities
in fluvially-dominated supraglacial stream profiles. Alternately, if thermal-fluvial
incision is slow enough relative to ice advection and/or other surface processes,
stream profiles might not be primarily controlled by fluvial incision, and instead
would conform to the shape of the surrounding topography that is controlled by
other processes.
Modeling the dynamic interaction between thermal-fluvial incision and
ice advection is beyond the scope of this work, and such modeling would still
be limited by the resolution of current bed DEMs that affects our transfer
function implementation (e.g., Sections 2.2, 2.2, and 2.3). We thus instead
employ two empirical approaches to search for signatures of IDC-scale landscape
modification by thermal-fluvial incision, and to quantify the observed pattern of
supraglacial stream networks in relation to bed topography transfer. The first
approach is to compare slope versus accumulated drainage/flow area relations, a
traditional terrestrial landscape metric [Gilbert, 1877, Whipple and Tucker, 1999,
Montgomery, 2001], between real supraglacial stream networks and synthetic flow
networks calculated on bed topography transfer predicted surfaces (described
in Section 2.2). The second approach is to use two stream conformity metrics
to quantify how well supraglacial stream network geometry is explained by the
surrounding ice surface topography filtered at various wavelength thresholds
(described in Section 2.2).
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Supraglacial stream network and synthetic flow network extraction
We use satellite imagery, DEMs, and flow-routing algorithms to extract
supraglacial stream networks from seven regions of the western Greenland Ice
Sheet ablation zone [Karlstrom and Dunham, 2016, Yang and Smith, 2016].
Satellite imagery is used to identify moulins by hand, which are treated as water
sinks. We then use flow-routing to calculate accumulated flow/drainage area
patterns on the surface (as shown in the example stream network in Fig. 2.6.A).
We use the D8 (steepest descent) flow-routing algorithm with channel area
threshold set to maximize agreement with visible stream channels, between 8000
and 30000 m2 depending upon region. In general, flow-routing is an imperfect
means of finding real stream channels, especially on a relatively flat landscape such
as the Greenland Ice Sheet. DEM resolution is not high enough to resolve narrow
(< ∼2 m wide) supraglacial stream channels, so such streams may be missed by
flow-routing, particularly those that are not aligned with the steepest descent
direction [Smith et al., 2015, Yang et al., 2015]. However, most streams found via
our flow-routing method agree with visually identified stream channels [Yang and
Smith, 2016].
Bed topography transfer provides a way of constructing synthetic flow
networks to examine how meltwater would route in the absence of supraglacial
thermal-fluvial incision, since incision is not accounted for by the transfer
functions. We use transfer functions to predict the ice surface over bed DEMs,
then place artificial moulins as water sinks at the base of large surface depressions
and calculate synthetic flow networks numerically. These are not perfectly
comparable with real supraglacial stream networks, since moulins also occur
outside of depressions [Catania et al., 2008, Yang et al., 2015, Yang and Smith,
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A. Supraglacial Stream Network

































B. Conformity Metrics on Lowpass Filtered Surface (6 km Cutoff Wavelength)

















































FIGURE 2.6. (A) Supraglacial stream network obtained by flow-routing on
2 m DEMs from study region R1 (Fig. 2.1.A, Table 1), colored by accumulated
upstream drainage area. Surface elevation is shown with 20 m black contours.
Fluvial incision rate should increase with increasing slope and drainage area
(Eq. 2.2.7). (B) Illustration of stream conformity metrics for select streams
from the same network, projected onto topography lowpass filtered at a 6 km
cutoff wavelength. Sections of streams that would be flowing uphill on this filtered
surface are colored red and other sections are green; this data is used to calculate
percent downhill %d. Black arrows indicate steepest descent directions on this
filtered surface; the angle between these directions and the corresponding stream
channel orientations is used to calculate conformity factor Λ.
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2016]. We calculate these synthetic flow networks with the TopoToolbox
[Schwanghart W, 2014] D8 method, with channel area threshold set to 20000 m2.
Supraglacial stream network slope and accumulated drainage area relations
Our first approach for quantifying controls on meltwater routing comes
from the hypothesis that bed topography transfer can explain supraglacial stream
longitudinal elevation profiles, without appealing to significant landscape shaping
by thermal-fluvial incision. Although modeling the transient competition between
ice flow over bed topography and thermal-fluvial incision is outside the scope of
the present work, if bed topography transfer is the dominant process then slope-
drainage relations on synthetic flow networks will match those from observed
supraglacial stream networks. If instead supraglacial stream incision is a primary
control on ice surface topography at km scales, the interplay between thermal-
fluvial erosion and ice flow will set the longitudinal profiles of streams and the
relationship between slope and accumulated drainage area of observed stream
networks may consistently differ from synthetic flow networks.
We compare local channel slope to local accumulated upstream flow/drainage
area at all points in each stream network. Prior to doing this we smooth all stream
longitudinal profiles to remove small-scale slope variations. Profile smoothing is
done by first breaking each stream network into multiple separate stream profiles,
discarding all profiles less than 800 m long, then twice applying a moving average
filter with a span of 200 m (analogous to a lowpass filter) to each remaining
profile, and finally trimming 100 m from both ends of each profile to remove
smoothing-induced edge effects. We then calculate stream longitudinal slopes
with a second order centered finite difference stencil. There is a large scatter in
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the resulting slope versus drainage area relations, so for each stream network we
divide data points into logarithmically spaced area bins and calculate the mean
and standard deviation of slopes in each bin [Montgomery, 2001, Warren et al.,
2004].
Supraglacial stream network topographic conformity
Our second approach for quantifying controls on meltwater routing is to
implement two measures of stream network conformity to surrounding ice surface
topography, as in Black et al. [2017]. This approach assesses the degree to which
stream patterns are “explained by” the current configuration of surrounding ice
surface topography at various wavelengths. For a given stream/flow network
projected onto a given DEM, percent downhill (%d) measures the percentage
of channel length over which water forced along the channels would be flowing
downhill, and conformity factor (Λ) measures the mean deviation of channel
pathways from the local direction of steepest descent on the DEM surface (as
illustrated in Fig. 2.6.B). We low-pass filter ice surface DEMs using a series of
decreasing cutoff and taper wavelengths, then calculate %d and Λ by projecting
stream networks onto each filtered surface (as illustrated in Fig. 2.6.B). We
note that applying these conformity metrics to stream networks calculated with
flow-routing may result in a bias towards artificially high conformity, since as
mentioned in Section 2.2 flow-routing on imperfect DEMs may miss some narrow
stream channels that are are not aligned with the steepest descent direction on the
ice surface. However, our flow-routing is done on sufficiently high-resolution DEMs
to correctly capture the majority of observed stream network structures.
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As filter cutoff wavelength decreases, both conformity metrics will increase
if stream network geometry is controlled by the progressively shorter wavelengths
of topography that are being included [Black et al., 2017]. Given a DEM with
high enough resolution to resolve all stream channels, as filter cutoff wavelength
approaches zero %d should generally increase and approach 100% since water
does not flow uphill (except at vertical scales smaller than water flow depth).
Similarly, Λ should generally increase and approach 1, since water should generally
flow in the direction of steepest descent. Stream network structure might depend
on particular wavelengths of topography for a variety of reasons, for example if
those wavelengths encompass topographic features that predate stream formation
and thus contributed to the routing of the stream channels when they formed.
Alternately, stream networks might not perfectly conform to the surrounding
longer wavelength topography if fluvial meanders have shifted channels away from
the background direction of steepest descent, or if the surrounding topography
has been modified post stream-incision by processes such as ice advection [e.g., for
tectonic processes, Black et al., 2017, Wegmann et al., 2007]. We do not focus on
why stream network conformity might be imperfect at any given wavelength, but
instead use the conformity metrics to indicate what topographic wavelengths are
important for explaining current supraglacial meltwater routing.
To calculate the two conformity metrics, we apply pre-processing steps
as described in Section 2.2 to minimize edge effects, then low-pass filter ice
surface DEMs using one-sided Gaussian filters. We then project flow networks (as
computed on the unfiltered DEMs) onto each filtered surface (as illustrated in Fig.
2.6). We calculate %d as the percent of discrete locations along stream channels
that are higher in elevation than the next downstream location. To calculate Λ, at
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each discrete location along a stream we calculate the angle between the horizontal
direction vector of the stream channel (the direction water is flowing) and the
horizontal direction vector of steepest descent down the ice surface. Λ is then
given by the mean absolute value of the cosine of this angle at all discrete stream
channel locations. Exact expressions for %d and Λ are given in the supplement.
Predicting supraglacial topographic drainage basins and subglacial hydraulic flow
pathways
Bed topography transfer functions provide a tool for examining the effects
various multiple-year averaged ice flow parameters have on ice surface topography.
To do this we first predict ice surface topography (as described in Section 2.2)
in a given region with different ice flow parameters. We can then explore the
effects these changes in surface topography might have on both supraglacial and
subglacial hydrology.
To examine potential changes in supraglacial hydrology, we delineate surface
topographic drainage basins on the predicted ice surfaces. We do this using flow-
routing (with all topographic local minima treated as water sinks, as described
in Section 2.2) to identify topographic drainage basin divides, counting all edge
terminating basins separately. Topographic basins will not exactly correspond to
IDCs, since moulins fragment topographic basins and/or there could be places
where streams have incised through topographic divides [Yang et al., 2015]. In
practice there is reasonable correspondence between topographic basins and IDCs
if appropriate DEM processing is used [Yang and Smith, 2016], so this approach
provides a reasonable indication of how IDC configuration and number density
would vary with changing multiple-year averaged ice flow parameters.
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To explore potential changes in subglacial hydrology that might arise from
changing ice flow conditions, we model quasi-static water flow patterns under the
predicted ice surfaces. We first calculate subglacial hydraulic potential φh as a
function of relative bed elevation and ice thickness following [Hewitt, 2011]








is the ratio of basal water pressure to ice overburden pressure.
Significant spatial and temporal variation in subglacial effective pressure (Pi − Pw)
under the Greenland Ice sheet has been measured, with basal water pressure
ranging from less than half of ice overburden pressure to greater than ice
overburden pressure (generally by only on the order of tens of bars, though brief
pulses of much higher pressure have been recorded in some settings [Kavanaugh
and Clarke, 2000]); this effective pressure variation is related to time of year, time
of day, basal sliding velocity, and location within subglacial drainage networks
[Ryser et al., 2014a, Andrews et al., 2014, Hoffman et al., 2016]. Here we assume
basal water pressure is equal to ice overburden pressure everywhere, which
provides a reasonable upper-bound estimate of the direct impact ice surface
topography could have on subglacial hydraulic potential. Subglacial water is
often modeled as flowing down gradients in hydraulic potential [Hewitt, 2011,
Wright et al., 2016]. We thus apply flow-routing to the hydraulic potential fields
to determine water flow paths and create accumulated flow/drainage area maps.
We first fill sinks (local minima) in the hydraulic potential field in order to force
all water to flow out of the domain. We then apply a multi-direction flow-routing
algorithm from TopoToolbox [Schwanghart W, 2014] since this produces more
realistic flow pathways than D8 flow-routing in low-gradient areas [Quinn et al.,
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1991]. We cannot account for water flow into the domain from up-gradient regions
with this approach, so the drainage areas we calculate are lower bounds. These
simple calculations also do not account for many important factors influencing
subglacial hydrology such as basal melting/freezing, permeability, and subglacial
channelization [Rempel, 2009, Schoof, 2010, Sole et al., 2011, Werder et al., 2013,
Chandler et al., 2013], nor do they account for variation of flow pathways on
timescales that differ from ice flow changes. However, they provide a useful tool
for exploring the sensitivity of subglacial hydrology to the perturbations in surface
topography caused by changing multiple-year averaged ice flow parameters.
Results
Bed topography transfer
We use two methods (as described in Section 2.2) to calculate the empirical
admittance of bed topography from BedMachine DEMs [Morlighem et al.,
2017b,a]) to observed ice surface topography in our seven study regions on the
western Greenland Ice Sheet ablation zone. Results are shown in Fig. 2.7. In
all regions, both calculations of empirical admittance (Fig. 2.7.B and Fig. 2.7.C)
correspond well to predicted bed topography transfer amplitudes (Fig. 2.7.A, the
transfer functions are described in Section 2.2) at wavelengths >∼1 km. Notably,
both calculations of empirical admittance generally exhibit peaks at wavelengths
from ∼1-10 km, consistent with what would be predicted from bed topography
transfer. However, in both calculations empirical admittance at wavelengths
< 1 km is higher than would be predicted from bed topography transfer. We
expect this is in part due to limited effective bed DEM resolution at these shorter
wavelengths, and in part due to other processes creating short-wavelength surface
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topography (such as fluvial incision and crevassing). That there is good agreement
between the transfer functions and both calculations of empirical admittance at
wavelengths >∼1 km provides one piece of evidence that bed topography transfer
is a dominant control on surface topography at these scales.
A. Bed Topography Transfer Amplitude

























































Figure 2.7 (A) Predicted bed
topography transfer amplitudes
from our seven study regions
(Fig. 2.1.A, Table 1), with
η = 1014 Pa s and C0∗ = 10
in all regions. (B) Results from
one method for calculating
empirical admittance of measured
bed topography to observed
ice surface topography by
binning and averaging absolute
wavenumber components of 2D
DFTs (see Section 2.2). (C)
Results from a second method
for calculating empirical bed-to-
surface admittance by of binning
and averaging 1D DFTs from
multiple ice flowline transects.
For all regions both calculations
of empirical admittance (B and
C) generally match predicted
transfer amplitudes (A) at
wavelengths greater than ∼ 1 km
and exhibit similar peaks between
∼1-10 km (shaded regions in
B and C). At wavelengths less
than ∼1 km both empirical
admittance calculations are
higher than predicted transfer
amplitudes.
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We then use the steady-state bed topography transfer functions to predict
ice surface topography (as described in Section 2.2) in our seven study regions
(Fig. 2.1.A, Table 1). Example results from region R1 are shown in (Fig. 2.8). In
regions R1, R2, and R7 the transfer functions qualitatively well predict general
IDC-scale (∼1-10 km, consistent with our admittance calculations) features of the
ice surface, such as large ridges and depressions (see Fig. 2.8.A,B and supplement).
In regions R3, R4, R5, and R6 the transfer functions significantly ”under-predict”
surface topography by creating noticeably smoother surfaces than observed. We
expect that this is primarily due to the limited effective bed DEM resolution in
these regions, as discussed below.
To quantitatively evaluate the effectiveness of our ice surface topography
predictions, we calculate mean misfit as a percentage of surface topographic relief









|Z(x, y) − Z ′(x, y)|; we note this metric is
not necessarily a comprehensive indicator of fit quality. Mean misfits for all
study regions are shown in Table 1, and an example misfit map is shown in
Fig. 2.8.C. Even in regions where bed topography transfer predictions qualitatively
well produce km-scale surface topographic features misfit is still significant;
mean misfit values are 9-14% of regional topographic relief. As discussed in
Sections 2.2 and 2.2, there are many potential causes of such misfit: bed DEM
error, the various assumptions made in deriving and implementing the transfer
functions (such as assuming Newtonian ice rheology, linearity, and a steady-state
limit), and/or unaccounted for processes such as fluvial incision and kinematic
ice waves. We use the approach described in Section 2.2 to examine the potential
effects of bed DEM error on ice surface predictions in our study regions. This can
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FIGURE 2.8. Example ice surface prediction and error analysis from study region
R1 (Fig. 2.1.A, Table 1). (A) Detrended ice surface DEM. (B) Detrended bed
topography transfer predicted ice surface, with η = 1014 Pa s and C0∗ = 10.
We note that km-scale depressions and ridges/peaks are generally configured
similarly to the real ice surface DEM in plot A, and that topographic relief also
corresponds well. (C) Prediction misfit (subtraction between the actual and
predicted ice surfaces in plots A and B). Prediction misfit is often significant
(mean misfit in this region is 13.3% of the regional topographic relief), which
might be expected for a number of reasons discussed in Sections 2.2, 2.2, and 2.2.
(D) Potential effects of bed DEM error on ice surface predictions (see error map
in Fig. 2.2.A). Where bed DEM error is less than ∼60 m the potential surface
prediction variation is much less than the amplitude of surface topography. White
arrows in all plots indicate ice surface velocity field, and the bed DEM underlying
this region is shown in Fig. 2.1.B.
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be significant, ranging from ∼40% to larger than 100% of regional ice surface relief
depending upon the configuration and magnitude of DEM error. However, where
bed DEMs are relatively accurate (generally less than ∼60-100 m potential error)
these error effects are smaller than the regional ice surface relief (as shown in
Fig. 2.8.D), indicating that large-scale features of surface predictions in these areas
should be meaningful. Unfortunately potential bed DEM error is currently worse
than 100 m over much of the Greenland Ice Sheet ([Morlighem et al., 2017b,a],
Fig. 2.2), limiting the possible precision of surface predictions or inversions for
parameters like basal sliding (C∗) in many regions.
Thus we have shown that, where bed DEMs are sufficiently accurate, bed
topography transfer can explain IDC-scale (∼1-10 km) ice surface amplitude
spectra and IDC-scale ice surface topographic features. This provides verification
that bed topography is a dominant control on IDC scale surface topography,
though with insufficient resolution to directly quantify the significance of other
processes like thermal-fluvial incision that are superimposed on the effects of bed
topography.
Supraglacial stream network slope and accumulated drainage area relations
Supraglacial stream networks from our seven study areas (Fig. 2.1.A,
Table 1) all exhibit negative slope versus drainage area relationships (thus
positive concavity), as shown in Fig. 2.9. This is expected in a fluvially controlled
landscape (as discussed in Section 2.2, or see [Montgomery, 2001]). However,
negative slope-area relations can arise without fluvial incision in randomly
generated DEMs [Schorghofer and Rothman, 2002], so in isolation this geomorphic
metric is challenging to invert uniquely for process. We thus use control cases with
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no fluvial influence for comparison; these controls are synthetic flow networks
created by artificially placing moulins on bed topography transfer predicted ice
surfaces (as described in Section 2.2). The map-view structure of synthetic flow
networks is not realistic, since the bed topography transfer predicted surfaces are
very smooth and D-8 flow-routing then produces straight and parallel channels.
However, in slope-drainage area space, synthetic flow networks in regions with
qualitatively reasonable surface predictions (R1, R2, and R7) exhibit similar
negative slope-area trends to the corresponding observed stream networks, as
shown in Fig. 2.9. The slope area trends of regions R3, R4, and R5 are noticeably
flatter than the corresponding observed stream networks. We expect this is mainly
because limited effective bed DEM resolution results in under-predicted surface
topography, on which all surface slopes deviate minimally from the regional
background slope (α).
In regions with more reliable surface predictions (R1, R2, and R7), synthetic
and observed slope-area trends have similar slopes, as shown by the power-law fits
in Fig. 2.9. There are deviations between observed stream networks and synthetic
flow networks in regions R1, R2, and R7, but there is not a clear consistency in
such deviations between these regions. Given the very large scatter inherent to
slope-area relations (shown in Fig. 2.9 and discussed by [Warren et al., 2004])
and the limitations of our surface predictions, it is difficult to say from this data
if there are consistent differences between observed slope-area relationships and
those calculated on bed topography transfer predicted surfaces that could indicate
fluvial modification of stream longitudinal elevation profiles. Further study with
better bed DEMs and more detailed ice flow modeling might tease out such fluvial
signatures. However, our results are sufficient to show that given accurate enough
45
FIGURE 2.9. Mean stream channel slopes binned by accumulated upstream
drainage/flow area from our seven study regions (Fig. 2.1.A, Table 1). Results
are shown from both observed supraglacial stream networks and synthetic
flow networks calculated on bed topography transfer predicted surfaces (see
Sections 2.2 and 2.2). The standard deviation of slope within each area bin is
indicated by shaded patches, where patches with solid outlines correspond to
observed stream networks and patches with dotted outlines to synthetic flow
networks. Mean slopes are shown by solid and dotted colored lines and power
law fits by solid and dotted black lines. Under the (likely inaccurate) assumptions
that supraglacial stream longitudinal elevation profiles are incisionally controlled
and in a steady-state configuration under ice flow conditions analogous to uniform
uplift, the power-law fit coefficients and exponents should correspond to K−1 and
−m from equation 2.2.7. Synthetic flow networks from regions R3, R4, R5, and R6
may not be meaningful due to surface under-prediction (see Section 2.3).
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bed DEMs, bed topography transfer alone can produce synthetic stream networks
with longitudinal slope-area structure approximately similar to observed stream
networks.
Supraglacial stream network topographic conformity
We calculate both stream network topographic conformity metrics (as
described in Section 2.2) for supraglacial stream networks from our seven study
regions (Fig. 2.1.A, Table 1); results are shown in Fig. 2.10. In all regions there
are consistent trends in both %d (percent downhill) and Λ (conformity factor). At
the longest wavelength cutoffs %d and Λ are at their lowest regional values, and
including shorter topographic wavelengths generally results in increases in both
metrics. %d and Λ plateau at values between ∼ 88 − 97% and ∼ 0.75 − 0.81
respectively. That these values plateau at less than the maximum respective values
of 100 and 1 in real stream networks could be due to varying channel depths
and/or DEM inaccuracy; we normalized the values of both metrics in Fig. 2.10 to
better highlight how the metrics change from their plateau values as progressively
longer topographic wavelengths are removed.
In all stream networks the most significant decreases in both %d and Λ occur
in bands of cutoff wavelengths roughly between 1 and 10 km. This indicates that
these wavelengths of topography are the wavelengths that are most important for
explaining the overall structure of supraglacial stream networks. These wavelength
bands match the wavelengths at which predicted bed topography transfer is
highest, and also where we find peak admittance between surface and bed DEMs
(see Fig. 2.7). In particular, we note that the region where stream conformity
is more affected by smaller wavelengths (solid red curves) would be expected to
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Figure 2.10 (A) Percent
downhill %d. (B) Conformity
factor Λ. Values for both
stream metric topographic
conformity metrics are
calculated in our seven
study regions(Fig. 2.1.A,
Table 1). All values are
normalized to the maximum
values in each network due
to the variability in plateau
values of %d and Λ between
networks. For all supraglacial
stream networks the cutoff
filter wavelengths over
which %d and Λ decrease
most significantly are
between ∼1-10 km (shaded
regions), similar to the bed
topography wavelengths
predicted to transfer most
strongly (2.7).
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exhibit comparatively high bed topography transfer at these smaller wavelengths.
The regions where stream conformity is less affected by smaller wavelengths (solid
yellow, green, and purple curves) would be expected to exhibit comparatively low
bed topography transfer at these wavelengths. Thus in all of our study regions
the general routing of surface meltwater according to these conformity metrics is
consistent with control by bed topography.
Our combined results thus demonstrate that given sufficiently accurate
bed DEMs, bed topography transfer alone can reasonably well explain ablation
zone IDC-scale (∼1-10 km) ice surface topography and meltwater routing. This
conclusion is supported by surface topographic admittance calculations, bed
transfer predictions of surface topography, and three different geomorphological
metrics of supraglacial stream network structure. This suggests that the effects of
thermal-fluvial incision on IDC-scale supraglacial meltwater routing are secondary,
superimposed on the dominant basal control of surface topography.
Discussion
Predicting supraglacial IDC evolution
Given moulin locations and ice flow conditions, our results imply that bed
topography transfer should generally explain IDC configurations, such as the
trend observed by [Yang and Smith, 2016] where average IDC area increases with
increasing ice surface elevation/thickness. The bed topography transfer functions
also provide a tool to perform a parameter study and predict IDC-scale surface
topography under different multi-year averaged ice flow conditions. Even without
predicting moulin locations, we can still use our methodology to examine the
general response of surface topographic basins to changing ice flow conditions
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as described in Section 2.2. This is important since surface topography and IDC
configuration could impact subglacial hydrology, as we discuss in the next section
(Section. 2.4). Additionally, it is expected that the ablation zone of the Greenland
Ice Sheet will move to higher elevations in coming years as global climate warms
[Rae et al., 2012, Fettweis et al., 2013, Leeson et al., 2015]. Given moulin locations,
an approach similar to what we implement here could be used to obtain precise
predictions of the of the spatial and temporal input of surface meltwater into
moulins if combined with tools such as hydrographs [e.g., Smith et al., 2017].
The topographic basins associated with a predicted ice surface in different
multiple-year averaged ice flow conditions are shown in Fig. 2.11. Variations
from current ice flow parameters by factors of 1/2 and 2 illustrate parameter
sensitivity, and are not based off of any predictions for how much each multi-year
averaged parameter might change in a particular timescale. We also note that
topographic basins will not exactly correspond to IDCs [Smith et al., 2015, Yang
et al., 2015, Yang and Smith, 2016]; for comparison we show IDC configurations
obtained solely from satellite imagery by [Yang and Smith, 2016] in Fig. 2.11.A.
Despite the visible differences between our bed topography transfer predicted
topographic basin configuration and the observed IDC configuration, the overall
basin and IDC number densities are similar. This is consistent with results
from [Yang and Smith, 2016] showing that surface topography roughly predicts
IDC configurations. We thus expect that changes in topographic basin density
predicted with changing ice flow conditions should generally correspond to changes
in IDC density. Topographic basin density is not significantly affected by factor-of-
four increases in ice surface slope α (Fig. 2.11.B7-B8, from 0.12-0.10 basins/km3)
or ice surface velocity U (Fig. 2.11.B3-B4, from 0.10-0.11 basins/km3). However,
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topographic basin density decreases appreciably with factor-of-four increases
in ice thickness H (Fig. 2.11.B1-B2, from 0.16-0.08 basins/km3), and increases
appreciably with factor-of-four increases in basal sliding C0∗ (Fig. 2.11.B5-B6, from
0.08-0.18 basins/km3). Our analysis thus indicates that ice surface topographic
basin density in the Greenland Ice Sheet ablation zone could be significantly
affected by changes in multi-year averaged ice thickness or basal sliding.
As discussed in Section 2.2, the timescale over which the ice sheet
surface approaches 95% of its steady state configuration in response to a
basal perturbation is on the order of 3-60 years depending upon perturbation
wavelength, so the results here (and in the following Section 2.4) should be
interpreted as predicting multiple-year averaged ice surface configurations.
Minimal adjustment to changing ice flow or basal sliding conditions is predicted
on shorter seasonal timescales, although increasingly high temporal resolution
observations could motivate such shorter timescale modeling in the future.
Potential coupling between ice surface topography and subglacial hydrology
We have shown in Section 2.4 that changing ice flow conditions should
result in changing ice surface topography and supraglacial IDC configuration (see
Fig. 2.11); we can now explore and speculate upon how such changes might affect
subglacial hydrology and/or basal sliding.
Perturbations to surface topography could have direct impacts on subglacial
hydraulic potential, and thus on subglacial water flow pathways. We calculate
such pathways as described in Section 2.2; the results are shown in Fig. 2.12. The
predicted variations in subglacial meltwater flow patterns are subtle, but there is











































































































































































































FIGURE 2.11. (A) IDCs (magenta outlines) and moulins (green dots) obtained
from satellite images by [Yang and Smith, 2016]. (B, B1-B8) Ice Surface
topographic basins (red outlines) and local minima (yellow dots) on bed
topography transfer predicted ice surfaces with various ice flow parameters.
From study region R1 (Fig. 2.1.A, Table 1) with η = 1014 Pa s and baseline
C0∗ = 10. While the bed transfer predicted topographic basin configuration in
plot B is different from the IDC configuration in plot A, the basin densities are
similar. Changing ice thickness H or basal sliding parameter C0∗ by factors of two
produces significant changes in predicted topographic basin configurations (B1-B2
and B5-B6).
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area paths changes, as can be seen near the center of the study region between
Fig. 2.12.B5 and Fig. 2.12.B6. The threshold flow-area we use to calculate areal
percentages in Fig. 2.12 (5 × 106 m2) was chosen to highlight pathways of high
relative flow area. Subglacial channelization (discussed more later in this section)
should occur preferentially around such pathways, since water flux should generally
increase with increasing flow area [Hewitt, 2011, Wright et al., 2016]. Doubling
C0∗ or α slightly increases the percent of the study region covered by such higher-
flow pathways, while doubling U or H has the opposite effect. The magnitude of
these changes is generally less than around 20% of the baseline areal coverage for
any chosen flow-area threshold. Dynamic subglacial hydrology models (such as
[Schoof, 2010] or [Werder et al., 2013]) are needed to more completely assess the
potential impacts of these changes. However, our results indicate that unless any
of the multiple-year averaged ice flow parameters changes by more than a factor of
two, the effects (that are directly caused by perturbations in surface topography)
such changes will have on subglacial hydraulic pathways are likely to be subtle.
Our calculations suggest that the more important influence of ice surface
topography on subglacial hydrology may be from the dispersion of surface
meltwater input caused by changing surface topographic basin (or IDC) number
density (as shown in Fig. 2.11). For a given melt production rate, if topographic
basin density increases then meltwater input to the subglacial environment will
be dispersed among more moulins, up to the point at which some basins become
small enough that they fill and overtop without building up enough water pressure
to generate moulins through hydrofracturing [Banwell et al., 2012, 2016]. This
dispersion of moulin water input could impact subglacial hydrology in several










































































































































































































































FIGURE 2.12. (A) Subglacial accumulated flow (drainage) area obtained via
flow-routing on hydraulic potential fields calculated under the actual ice surface
DEM from BedMachine/GIMP, [Howat et al., 2014, Morlighem et al., 2017b].
Grey contours in all plots are 0.1 MPa hydraulic potential contours. (B, B1-B8)
Subglacial accumulated flow area calculated under the bed topography transfer
predicted ice surface with various ice flow parameters. From study region R1
(Fig. 2.1.A, Table 1) with η = 1014 Pa s and baseline C0∗ = 10. The flow-area
threshold displayed (5 × 106 m2) was chosen to highlight pathways of high relative
water flux.
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due to less effective or slower development of subglacial channels, this could
lead to lower average basal effective stresses and increased basal sliding [Werder
et al., 2013, Banwell et al., 2016, Hoffman et al., 2018]. Alternately, if subglacial
channelization happens rapidly regardless of meltwater input rate, then the
dispersion of meltwater input may not be particularly significant or may result
in more effective subglacial channel networks [Banwell et al., 2016]. The extent
to which subglacial channelization occurs is debated [Meierbachtol et al., 2013],
but some subglacial channelization may occur on timescales of hours to days
with continuing evolution over the length of melt seasons, and in the Greenland
Ice Sheet ablation zone moulin meltwater input is a significant source of basal
water affecting this subglacial drainage development [Schoof, 2010, Sole et al.,
2011, Werder et al., 2013, Chandler et al., 2013]. Of course, the total amount
and timing of surface meltwater flux will also change if the annual surface energy
budget varies [Cuffey and Paterson, 2010, Ahlstrøm et al., 2017], if the average
albedo of IDCs varies [Leeson et al., 2015], or if partitioning between slow (porous
snow/weathering crust flow, firn aquifer) and fast (stream channel) pathways
varies [e.g., Karlstrom et al., 2014, Cooper et al., 2018, Liao et al., 2018]. We see
including such effects in glacial surface models as a promising avenue for future
research.
Basal sliding is the parameter that generally has the most significant effect
on surface topographic basin density (as shown in Fig. 2.11). Basal sliding can
change significantly over timescales from hours to years, and often has strong
seasonal cycles [Selmes et al., 2011, Sole et al., 2011, Chandler et al., 2013,
Shannon et al., 2013]. As discussed in Sections 2.2 and 2.2, the long term averaged
basal sliding parameter we assume in implementing basal transfer functions may
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not directly relate to the real seasonally varying values of basal slip ratio [Tedstone
et al., 2014]. However, the effects from relative changes in basal sliding that
our methods predict should be more robust, and it is reasonable to expect that
persistent changes in basal sliding during melt seasons and/or in the length of
melt seasons could have effects on surface topography that are analogous to this
multi-year averaged basal sliding parameter. Our results thus indicate that there
are potential feedbacks wherein changes in multi-year averaged basal sliding affect
surface IDC configurations, which could in turn affect subglacial hydrology and
basal sliding.
Thermal-fluvial incision on sub-IDC scales
Our analysis suggests that the influence thermal-fluvial incision has on
large (> 1 km) scale surface topography and stream network structures must
be secondary and superimposed on the dominant influence of bed topography.
However, empirical admittance calculations show that other influences on ice
surface topography could become more significant at scales < ∼1 km (see
Fig. 2.7). We expect fluvial incision to be a primary influence on surface
topography and meltwater routing pathways at these scales. Models that couple
transient ice flow over rough bed topography to a surface energy balance, along
with accurate bed DEMs, will be necessary to quantitatively constrain the
influence of thermal-fluvial incision on ice surface topography and meltwater
routing. Such models are also required to address observed supraglacial channel
network coarsening (time evolution of channel density, [e.g., Yang and Smith,
2016]), and to establish how diurnally and seasonally varying melt rates are
imprinted on stream networks.
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From the standpoint of predicting Greenland Ice Sheet-wide hydrology,
our work may simplify future modeling efforts. If thermal-fluvial incision does
not significantly modify the ice surface at IDC-scales, as our results suggest,
supraglacial stream incision would not need to be fully coupled with ice sheet
models in order to predict meltwater routing and the larger-scale evolution of ice
surface topography over long timescales. Future work towards this goal should
focus on better determining bed elevations and predicting moulin formation
[Joughin et al., 2013, Young et al., 2018].
Conclusions
Understanding the processes that govern surface meltwater routing on the
Greenland Ice Sheet, and how this meltwater routing might change with changing
climate or ice flow conditions, is important for understanding and predicting
subglacial hydrology and ice sheet evolution. We implement linear transfer
functions that predict the ice surface over rough bed topography in multiple 2D
regions of the western Greenland Ice Sheet ablation zone. We verify that bed
topography transfer alone, in the steady state limit, can largely explain ∼1-10 km
wavelength ice surface topography under a range of ice flow conditions, given
sufficient quality bed DEMs.
We then apply flow-routing to extract supraglacial flow networks from
observed ice surface DEMs and from bed topography transfer predicted ice
surfaces. We quantify stream network conformity to surrounding topography
and estimate the relation between supraglacial channel slope and accumulated
drainage area. These metrics are consistent with the inference that transfer of bed
topography to the surface is the dominant process controlling general IDC-scale
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(∼1-10 km) supraglacial meltwater routing on the Greenland Ice Sheet ablation
zone.
Finally, we conduct a parameter sensitivity study to predict the adjustment
of surface topography, supraglacial IDCs, and subglacial hydraulic potential that
would occur in response to changing multi-year averaged ice flow conditions in
a representative western Greenland site. We show that the surface topography
perturbations caused by changing ice flow can have direct effects on subglacial
hydraulic pathways. However, the more significant impact on subglacial hydrology
may result from the increasing number density of surface IDCs, and the
corresponding dispersion of englacial/subglacial surface meltwater input, that we
show would be caused by decreasing ice thickness or increasing multi-year averaged
basal sliding. This suggests a possible coupling between surface IDC configuration,
subglacial hydrology, and basal sliding efficacy.
Bridge
This chapter has demonstrated the use of spectral analysis combined with
fluid dynamics modeling to address questions in glaciology. In particular, this
chapter utilized one and two-dimensional Fourier transforms of spatial data and
equations. The next two chapters will focus on a new setting, Kı̄lauea Volcano.
They will still involve spectral analysis, but of temporal or time-series data instead
of spatial data. The next chapter in particular will focus on wavelet transforms, an
alternate form of spectral analysis to Fourier transforms.
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CHAPTER III
VERY-LONG-PERIOD SEISMICITY AT Kı̄LAUEA
This chapter represents material that was written with co-author Leif
Karlstrom and that has been published in Journal of Geophysical Research: Solid
Earth in 2021 under the title: “Wavelet-based characterization of very-long-period
seismicity reveals temporal evolution of shallow magma system over the 2008-
2018 eruption of Kı̄lauea Volcano” [Crozier and Karlstrom, 2021]. Joshua Crozier
implemented modeling and data analysis with input from Leif Karlstrom. Joshua
Crozier wrote the manuscript with input from Leif Karlstrom. Leif Karlstrom and
Joshua Crozier conceived of the study. Leif Karlstrom obtained funding.
Introduction
Volcano seismicity provides vital information for studying processes inside
volcanoes and for monitoring changes in volcanic activity that inform hazards
[e.g., Chouet and Matoza, 2013, Ripepe et al., 2015, McNutt and Roman, 2015].
Amongst the rich variety of seismic signals that are commonly observed at
volcanoes, so-called very-long-period (VLP) seismic events are of particular interest
for magmatism as they likely represent fluid movement and/or resonance in
magmatic transport structures [e.g., Chouet and Matoza, 2013, Jolly et al., 2017,
Cesca et al., 2020]. This type of seismicity can provide otherwise unobtainable in
situ insight into magma properties and magma plumbing system geometry, and
can be sensitive to different properties of the system than the longer timescale
deformation observed with geodesy [e.g., Kumagai, 2006, Chouet et al., 2008,
Dawson et al., 2011].
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VLP seismicity is typically defined as having a disproportionate amount of
energy at periods greater than ∼2 s [Chouet and Matoza, 2013]. VLP seismicity
can occur as isolated impulses, oscillations persisting for multiple cycles (often
exhibiting roughly exponential decay over time), or tremor that can persist for
hours-days or longer. Waveforms can be either periodic (with energy focused
into discrete spectral peaks including harmonics), exhibit ‘gliding’ frequencies
that change smoothly over time, or irregular [e.g., Aster et al., 2008, Arciniega-
Ceballos et al., 2008, Haney et al., 2013, Chouet and Matoza, 2013]. VLP
seismicity at volcanoes has been proposed to represent various processes including
magma transport through constrictions, bubble slug ascent, pressure changes in
hydrothermal systems, or resonant oscillations of magma flowing within plumbing
system components [e.g., Kumagai et al., 2003, Aster, 2003, Lokmer et al., 2008,
Nakamichi et al., 2009, Chouet and Matoza, 2013, Dawson and Chouet, 2014,
Cesca et al., 2020]. Signals in volcanic settings that have been proposed to
represent resonance of either magma or hydrothermal fluids often also occur in the
so-called long-period (LP) band (typically 0.2-2 s) [e.g., Chouet and Matoza, 2013,
Chouet and Dawson, 2016], and some can also be detected in infrasound data [e.g.,
Garcés et al., 2009, Fee and Matoza, 2013, Matoza et al., 2018]. Isolated VLP
events have been documented to be triggered by a variety of processes including
eruptions, gas slug release, rapid depressurization of magmatic or hydrothermal
features, rockfalls into a lava lake, or tectonic events [e.g., Lyons and Waite, 2011,
Maeda and Takeo, 2011, Orr et al., 2013, Chouet and Matoza, 2013]. Persistent
forcing could be caused by repeating discrete triggers or processes such as magma
flow through irregular channels, bubble-cloud oscillations, or turbulence [e.g.,
Julian, 1994, Hellweg, 2000, Matoza et al., 2010, Unglert and Jellinek, 2015].
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Here we develop an automated signal processing workflow for cataloging
VLP seismic events from continuous seismic data, and then apply this workflow
to generate and analyze a catalog of VLP seismicity at Kı̄lauea Volcano from
2008-2018. We focus on classifying signals that consist of periodic oscillations with
impulsive onsets and monotonic decays in amplitude over time, as are produced by
damped magma resonance. Our methods yield more robust and precise estimates
of quality factors than previous approaches and are readily applicable to near-
real-time monitoring and/or to other volcanic settings. Our catalog reveals
a rich temporal evolution of Kı̄lauea VLP seismicity, which we contextualize
by comparing to other geophysical data and observed volcanic activity such
as intrusions and rift zone eruptions. This catalog augments multiparameter
data that inform the evolution of the Kı̄lauea shallow magma system over 10
years, representing a unique window into the dynamics of a long-lived open-vent
eruption.
Cataloging VLP seismicity
Numerous studies have created catalogs of long-period and very-long period
volcanic seismicity [e.g., Battaglia, 2003, Aster et al., 2008, Dawson et al., 2010,
Zuccarello et al., 2013, Dawson and Chouet, 2014, Knox et al., 2018, Wech
et al., 2020, Park et al., 2020]. These signals can require different detection
approaches than tectonic earthquakes, and all previously used approaches have
some limitations that motivate the development of a new workflow for cataloging
the resonant signals of interest here.
Time-domain moving short-term-average/long-term-average (STA/LTA)
detectors will miss many events with small signal/noise ratios [Schaff, 2008].
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Correlation-based template matching can be much more sensitive [Schaff, 2008]
and has been used to detect long-period seismicity [e.g., Aster et al., 2008, Wech
et al., 2020, Park et al., 2020], but is better suited to detecting repeating events
than signals that exhibit a continuum of variation (i.e., in periods, decay rates, and
trigger mechanisms) and is computationally slow [Yoon et al., 2015]. Approaches
using feature-extraction to create and cluster waveform ‘fingerprints’ thus far
are also best suited to detecting repeating events [Yoon et al., 2015]. Supervised
machine learning approaches can be effective for detecting earthquakes [e.g.,
Perol et al., 2018, Jennings et al., 2019, Bergen and Beroza, 2019] and very-long-
period seismicity [Dawson et al., 2010], but can require lots of pre-selected training
examples, may not detect new types of signals robustly, will generally need at least
partial re-design and/or re-training to be applied to new networks/volcanoes, and
their ‘black box’ nature can make predicting when or why they fail difficult [e.g.,
Bell, 2014, Goodfellow et al., 2016]. Unsupervised learning methods have been
used to cluster seismic data [Kohler et al., 2010, Mousavi et al., 2019], but have
not yet been demonstrated to generate accurate or comprehensive event catalogs.
Accurately categorizing resonant VLP signals is also important, since the
dominant periods (T ), decay rates (quantified by quality factor Q, a ratio of
energy stored to energy lost per cycle), and source motions (from ground motion
patterns) can encode the underlying mechanism [e.g., Kumagai and Chouet, 2000,
Kumagai et al., 2010]. Several methods have previously been used to estimate
Q. The simplest is to calculate the full width at half the maximum amplitude
(FWHM) of peaks in the power spectrum. This technique is often inaccurate in
the presence of noise, complicated signal shapes, or multiple signals with similar
frequency components [e.g., Kumazawa et al., 1990, Zadler et al., 2004]. To
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overcome this limitation, autoregressive (AR) methods that fit decaying sinusoids
to the coda of signals were developed [Kumazawa et al., 1990, Nakano et al., 1998,
Lesage et al., 2002]. When the coda of a signal can be appropriately isolated,
these methods work well for classifying dominant resonant oscillations. However,
they often do not accurately detect or estimate Q of secondary oscillations or
oscillations with coda interrupted by other signals (Fig. B.3). Bandpass filtering
can help isolate signals, but often a narrow passband is required which artificially
increases Q [Kumazawa et al., 1990].
We use continuous wavelet transforms (CWTs) to detect and classify T ,
Q, and ground motion patterns of resonant VLP seismic signals. CWTs are a
method for determining the frequency content of signals over time [e.g., Alsberg
et al., 1997, Selesnick et al., 2005] that have been previously used to analyze
volcano seismicity and suggested as a means for automated signal detection and
classification [Lesage, 2009, Lapins et al., 2020]. Our methods robustly determine
T and Q in the presence of high noise, multiple resonant frequencies, and
overlapping signals. These methods are also readily extendable to characterizing
resonant signals in the LP band and in infrasound data, as well as some periodic
tremor and gliding-frequency signals, but are likely not the optimal approach
for analyzing signals that are not periodic. Our approach does not depend upon
training data or templates, and thus can be applied to any instrument network or
volcano with minimal configuration.
The 2008-2018 eruption of Kı̄lauea Volcano
We examine the 2008-2018 summit eruptive episode of Kı̄lauea Volcano, a
basaltic shield volcano on the island of Hawaii. This was the most recent period
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of continuous summit activity following decades of quiescence or sporadic events
largely focused along the East Rift Zone (ERZ) [e.g., Wright and Klein, 2014].
Over this timespan a summit lava lake persisted at the surface, then drained as
part of a caldera collapse eruption sequence in May-August 2018 [e.g., Neal et al.,
2019, Patrick et al., 2019a,b]. Kı̄lauea is one of the best monitored volcanoes
in the world, with abundant data on ground deformation (from tilt-meters,
GPS/GNSS stations, and InSAR), gas flux, magma composition, and lava lake
activity [e.g., Edmonds et al., 2015, Elias et al., 2018, Patrick et al., 2019b] that
can contextualize VLP seismicity.
The U.S. Geological Survey Hawaii Volcano Observatory operates a dense
broadband seismic network at Kı̄lauea Volcano. VLP seismicity at Kı̄lauea has
previously been cataloged up to 2013 using a hidden Markov model to detect
events and the Sompi AR method to determine T and Q of these events [Dawson
et al., 2010, Dawson and Chouet, 2014]. This provides a benchmark for our
extended catalog, which includes prevalent VLP seismicity over the 2008-2018
timespan. Combining the new catalog with insights from additional types of data
and magma resonance models previously used in inversions of select events at
Kı̄lauea [Liang et al., 2020a, Liang and Dunham, 2020] probes changes within the
shallow magma system on a variety of timescales.
Methods
Seismic data
The first step in our workflow is selecting and processing seismic data (Fig.
3.1). We use waveforms from 3-component broadband seismometers in the Hawaii
Volcano Observatory (HVO) network that are within ∼3 km of the vent. We use
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available data from the following stations: NPB, NPT, SRM, OBL, WRM, SDH,
UWE, UWB, SBL, KKO, and RIMD (Fig. 3.2, 3.3). Some other stations in the
area were not used due to low signal/noise ratios. Seismic data from 2008-2011
was obtained from the USGS, subsequent data is publicly available from IRIS
(Incorporated Research Institutions for Seismology). We download and process
data in 6 hr time windows and discard waveforms with data gaps longer than 2 s.
Prepare seismic 
data
• Remove instrument 
responses and 
downsample
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amplitudes 
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wavelet-filtered 
waveforms
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FIGURE 3.1. Signal processing workflow for VLP detection and characterization.













FIGURE 3.2. Timeline of data availability at the HVO broadband seismic stations
used in this study.
We deconvolve the instrument responses to facilitate stacking of data from











































FIGURE 3.3. Map of seismometers and GPS stations also showing ground
velocities and Mogi inflating spherical reservoir source inversions results for an
example conduit-reservoir event on 2017-5-21 (plotted at the time of peak vertical
velocity at station NPT). Horizontal velocities (arrows) and vertical velocities
(circles, all positive/upward) are shown at the same scale. Horizontal components
in the data and source inversion include both tilt and translation effects. UTM
zone 5Q.
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instrument responses so that the maximum amplification is 10 times the base
amplification. This prevents over-magnification of noise at periods outside of the
instrument sensitivity range. We note that this process is not causal and can
introduce artificial tapers around discontinuities (e.g., step functions); an effect
included in the synthetic seismograms we use to test our methods (B.1). All
waveforms are then smoothed and resampled at 6 Hz (much higher than the signal
frequencies of interest).
Continuous wavelet transforms
The second step (Fig. 3.1) in our method involves calculating time-frequency
representations of the seismic data, which are well suited to identifying resonant
signals [e.g., Köcher et al., 2014]. We use continuous wavelet transforms (CWTs),
which offer several advantages over standard short-time Fourier-transforms
(STFTs). CWTs involve specifying a base wavelet that can be stretched or ‘scaled’
to different frequencies and cross-correlated with data to determine the frequency
content as a function of time [e.g., Alsberg et al., 1997, Selesnick et al., 2005].
Plots of CWT amplitudes are termed scalograms. For a given wavelet, CWTs
provide increasing temporal resolution with increasing frequency. This is a primary
advantage over STFTs which have the same temporal resolution for all frequencies
[e.g., Lapins et al., 2020].
Useful wavelets for time-frequency analysis are often sinusoids scaled by some
function with symmetric, compact support that decays in both directions from a
central point (Fig. 3.4). We use Morse wavelets which are given in the spectral
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where U(w) is the Heaviside step function, β governs wavelet duration (or decay
rate), γ governs wavelet symmetry, and aβ,y is a normalizing constant [Lilly and
Olhede, 2009]. We set γ = 3 which yields wavelets that are symmetric in the
frequency domain [Lilly and Olhede, 2009].
Increasing wavelet duration (i.e., decreasing decay rate) will provide better
frequency resolution but worse temporal resolution (Fig. 3.4), analogous to
increasing the window length in a STFT. An arbitrary number of ‘stretches’ of
a wavelet can be used to sample at any desired frequencies, although there is
a limit to the effective frequency resolution possible with a given wavelet (Fig.
3.4). The gradual onset of wavelets introduces less artificial temporal ‘jaggedness’
than a standard STFT (where sinusoids truncate abruptly at the edges of each
window), which allows for a more accurate determination of signal decay rates.
The convolution between a wavelet and an impulsive signal (such as a single peak
or step function) will have a duration and decay rate similar to the wavelet itself
(Fig. B.5). This is analogous to temporal smearing of impulsive signals in STFTs
over the window length used. Thus, wavelet duration determines the minimum
signal duration that can be distinguished from an impulsive signal, so narrower
wavelets can resolve lower Q oscillations.
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wavelets used in this
study (in this case scaled
to a period of 30 s).
(a) Amplitude spectra.
(b) β = 40 wavelet
used to make combined
scalograms from which
potential VLP signals
are detected. (c) β = 20
wavelet used to make
combined scalograms
from which potential
VLP signals are detected
and for calculating
Q of signals. (d)
β = 2 wavelet used for
detecting first motions of
signals.
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Detecting potential resonant signal onsets
To mitigate the inherent trade-off between spectral and temporal resolution
we make combined scalograms using wavelets with two different values of β, 40
and 20 (Fig. 3.4). The higher frequency resolution of the β = 40 wavelet helps
more accurately determine resonant signal period. The β = 20 wavelet still
provides enough frequency resolution to isolate typical Kı̄lauea VLP signals (Fig.
B.6), but its increased temporal resolution helps reveal gaps that could indicate
whether a signal is a continuous oscillation (Fig. B.7) and helps resolve signals
with lower Q (Fig. B.5). We exclude periods less than 10 s in this study because
of the strong oceanic microseism at these periods over the Kı̄lauea seismic network
[e.g., Berger et al., 2004, Dawson and Chouet, 2014]. We stack the scalograms
from all available stations to increase the signal/noise ratio. Given the proximity
of our stations, travel-time effects from seismic waves are negligible at periods of
interest. For shear wave speeds of 1800 m/s [e.g., Dawson et al., 1999, Lin et al.,
2014], the wavelength of a 10 s period wave will be 18 km, roughly four times the
distance across our ∼5 km wide array. There is also no concern about destructive
interference from stacking scalograms since they contain no phase information. For
applying our workflow to shorter period resonant signals (e.g., some LP events),
more expansive instrument arrays, or infrasound data travel time effects may need
to be considered.
To detect potential resonant signal onsets in a stacked scalogram, we first
calculate the moving long-term average (LTA) and moving standard deviation of
each frequency component with 200 s windows (Fig. 3.5). We then introduce a
frequency-dependent delay of four cycles to the LTA and standard deviation to
account for non-causality in the scalogram. Next, in each frequency band of the
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stacked scalogram we identify all points that are local maxima, have amplitudes
that are above some chosen multiple of the LTA (which we term the STA/LTA
threshold), and are also more than some threshold number of standard deviations
above the LTA (Fig. 3.5). We select a value of 3 for both thresholds; chosen to
minimize false detections while keeping most desired signals in both synthetic tests
and real data (Fig. B.8, B.9, B.10). Finally, where local maxima are separated by
less than a ratio of 1.07 in period (the minimum separation that can be robustly
resolved with the wavelets we use) and less than 200 s in time, we keep the
maxima corresponding to the highest energy integrated over the following two
cycles. This is more robust than just keeping the highest maxima.
Calculating quality factor (Q)
The third step (Fig. 3.1) in our workflow is calculating Q by fitting decaying
exponentials to stacked scalogram amplitudes following each detected potential
resonant signal onset (Fig. 3.6). We use only the narrower β = 20 CWTs that
have better temporal resolution (Fig. 3.4); the minimum Q that this wavelet
can robustly resolve is around 6. Lower β values could be used to resolve lower
Q events at the expense of worse frequency resolution. We extract scalogram
amplitudes at the target frequency over one to eight cycles after the identified
signal onset. The one cycle delay avoids the region near the onset of an impulsively
initiated signal where amplitudes will be inherently underestimated since part of
the wavelet will not be overlapping the signal (Fig. 3.6), and helps avoid artifacts
that might be present from a trigger mechanism. Delays between 0.5 and 1.5 cycles
yield negligibly different results. Eight cycles was found to be a sufficient duration
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FIGURE 3.5. Example scalograms and cataloged events from a synthetic
seismogram consisting of four VLP signals with [start time, T , Q] = [00:05, 40,
6], [00:05, 10, 6], [00:15, 40, 40], [00:15, 40, 40], plus white noise from a standard
normal distribution scaled by 0.1% of the signal amplitude (B.1). Here T and Q
of all resonant signals are recovered accurately. (a) β = 40 scalogram. White
dots indicate temporal local maxima that meet the minimum STA/LTA criteria,
and magenta dots indicate points that are spectral local maxima (integrated over
two cycles). Black circles and text indicate the final selected event onsets and
corresponding calculated Q. (b) β = 20 scalogram. (c) Frequency-dependent
STA/LTA. (d) Synthetic seismogram. We note that the slight precursory
oscillations arise from removing the instrument response.
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for robustly capturing signal decay rates; increasing this duration further will not
affect the accuracy of our fitting method.
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estimation of Q by scalogram
exponential fit from a
synthetic seismogram. This
seismogram consists of a VLP
signal with [T , Q] = [20 s,
15], plus white noise from a
standard normal distribution
scaled by 1% of the signal
amplitude. The bold part of
the black line shows the part
of the scalogram data that
is being fit (from t1 to t2),
and the red line shows the
exponential ‘under fit’ (Eq.
3.2.2).
Standard least-squares exponential regressions can underestimate decay
rate in the presence of noise or where another signal starts within the fitting
window, thus overestimating Q (Fig. B.11). We tested a variety of different
exponential fitting approaches with varying fit timespans, maxima/minima,
weighting schemes, outlier exclusion methods, and goodness-of-fit thresholds. An
‘under-fit’ is the most robust (Fig. 3.6, B.12). This involves an exponential fit
with initial amplitude fixed to the initial scalogram amplitude A(t1) and with the
slowest decay rate α that remains bounded from above by scalogram amplitudes in















Quality factor is then given by Q = π/(Tα). This fitting method is less sensitive
to the choice of fitting timespan than least-squares regressions, since extending the
timespan will have no effect unless the added amplitudes fall beneath the current
fit. Additionally, other signals interrupting the coda of the target signal are less
likely to affect this fitting method. The estimates from this method have a slight
negative bias (<10% even for very high noise levels, Fig. B.12). However, this
method has lower bias and higher overall accuracy than other regression methods
(Fig. B.12) and outperforms the Sompi AR method which fails to detect the
signals of interest in many of our tests.
Signals that are not a single continuous periodic oscillation could create a
contiguous band of elevated energy in a scalogram that appears like a decaying
resonant signal. To mitigate this, we also extract the phases of the β = 20 CWTs
at each channel and check for consistent trends over the timespan being fit. For
a continuous periodic oscillation, the phase θ(t) of a wavelet stretched to the
oscillation frequency f will increase steadily as it is convolved with the signal (Fig.
3.7, B.13) following
θ(t) = 2πft+ θ(0). (3.2.3)
A signal that is not a continuous periodic oscillation can exhibit deviations
from this expected phase (Fig. 3.7). To quantify how ‘continuous’ a signal is,
we calculate the mean phase deviation (Eθ) from the expected phase over the










∣∣2πft+ θ̃n − θn(t)∣∣dt, (3.2.4)
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where θ̃n is the constant phase offset that minimizes phase deviation at channel
n. We use this phase offset instead of the actual initial phase θn(t1) since there
may be effects from the signal onset present at the start of the timespan. We
then keep only signals with a mean phase deviation of less than a threshold value
of 0.1 radians. This threshold minimizes inclusion of noise or non-continuous
oscillations while keeping most continuous periodic oscillations in tests on both
synthetic and real data (Fig. 3.7, B.13).
Determining first motions
First motions (polarities) are not well defined for signals without impulsive
onsets. Even for impulsive onsets, picking first motions for a particular frequency
component is difficult to do robustly because band-pass filtering a signal will
distort the onset of that signal regardless of the filter used (i.e., causal or acausal,
FIR or IIR) (Fig. 3.8). To partly mitigate this issue, we use a ‘wavelet filter’: we
compute the CWT of a signal, then reconstruct the signal using an inverse CWT
but keeping only the period of interest. This still produces artificial precursory
oscillations in front of signals with impulsive onsets (Fig. 3.8), but the size of these
oscillations is predictable for a given wavelet. We use a very narrow Morse wavelet
(β = 2) which will produce only one appreciable precursory oscillation that will
be less than half of the signal amplitude. However, such a narrow wavelet will be
sensitive to a wider frequency range (Fig. 3.4), and so may not clearly delineate
signals that are not dominant over that frequency range.
We then stack the amplitudes of the wavelet-filtered signals from all channels
and identify local maxima around the signal onset time that exceed the thresholds
for both STA/LTA and number of standard deviations above the LTA (Fig. 3.8).
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Deviation from expected phase 
for a continuous oscillation
Figure 3.7 Example
phase continuity from
a spectral peak in
synthetic random noise,
where the high phase
deviation correctly
indicates that this is




In a scalogram (or
frequency spectrum) this
signal exhibits a local
maximum at this period.
(b) CWT amplitude
of the 7.336 s signal,
which exhibits a roughly
exponential decay. (c)
CWT phase of the 7.336
s signal and expected
phase for a continuous
oscillation. (d) Difference
between CWT phase
and expected phase for a
continuous oscillation.
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-6 b. 19.8697 s wavelet filter
FIGURE 3.8. Example correct first motion pick from a synthetic seismogram
for an impulsive onset oscillation with [start time, T , Q] = [00:06, 20, 20], plus a
step displacement (velocity spike) at time 00:06, plus two other equal-amplitude
oscillations with [start time, T , Q] = [00:05, 80, 20] and [00:05, 5, 20], and plus
white noise from a standard normal distribution scaled by 0.1% of the signal
amplitude. (a) Stacked amplitudes from waveforms filtered with an FIR bandpass
filter. This is just shown for comparison and not used in picking first motions.
The cyan line is the algorithm’s first motion pick. (b) Stacked amplitudes from
waveforms filtered with the wavelet filter we use for picking first motions.
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We discard local maxima that are less than half of the global maximum, which for
impulsive onset signals will exclude precursory oscillations caused by the wavelet
filter. If no local maxima remain, which will occur either if the signal has a gradual
onset or is too contaminated by other signals/noise, we consider the first motions
undetermined. If one or more maxima remain, we select the first of these as the
first motion time and then obtain the corresponding first motion directions at each
channel from the wavelet filtered waveforms (Fig. 3.8). We store the STA/LTA
ratio, standard deviations above the LTA, and fraction of the global maximum of
this local maximum as indicators of pick confidence.
Comparison with previous Kı̄lauea VLP catalog
We compare our catalog to one produced using the methods from Dawson
and Chouet [2014] extended through 2018: automated detection via a hidden
Markov model trained on example events [Dawson et al., 2010] and estimation
of T and Q via the Sompi AR model [Kumazawa et al., 1990]. For both catalogs
adjustment of various threshold parameters is required to minimize false picks
and poorly constrained events. In the catalog extended from Dawson and Chouet
[2014] the most useful parameters to threshold are the event amplitude at station
NPB or NPT and the standard deviation of Q from Sompi cluster fits. We
set these thresholds to 325 counts and 0.275, respectively, which results in a
similar number of events in both catalogs (∼3200). In both catalogs, changing
these thresholds will greatly vary the number of events included, and less strict
thresholds will include tens of thousands of additional events (Fig. B.9, B.10).
For the thresholds shown the two catalogs include around 1000 overlapping
events, most of which are part of a dominant trend of events that spans most of
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the timeline with periods varying from about 15-40 s (Fig. 3.9). There are more
total events in this main event trend in the catalog extended from Dawson and
Chouet [2014] than in ours, but there are also many events unique to our catalog
both in this main event trend and forming additional event groups. Using less
strict thresholds on both catalogs results in a larger number of overlapping events,
primarily in the main event trend, but there are still many events unique to each
catalog. Based on visual inspections of outlier events and a random subset of all
events, at the thresholds shown both catalogs include on the order of 100 events
that are likely bad detections. For this purpose we consider bad detections either
signals with estimates of T that appear inaccurate by more than ∼25%, or signals
that do not appear to be continuous periodic oscillations (e.g., noise or tectonic
earthquakes).
Accurate estimates of T and Q will be more valuable than total event counts
for inferring properties of the magmatic system. Our catalog generally includes
less scatter in both T and Q for the main event trend (most of the apparent Q
outliers in Fig. 3.9 plot b are not from the main event trend). The lower scatter
in our catalog is also present when only comparing matching events (Fig. 3.9)
and is present over a range of reasonable event thresholds for both catalogs. As
discussed in section 3.2, our method cannot robustly detect events with Q < 6
given the wavelets we are using. The catalog extended from Dawson and Chouet
[2014] extends to lower Q, though the accuracy with which low-Q events can be
characterized will be inherently limited as indicated by the large scatter in T from
late 2011-early 2012. Where the two methods estimate appreciably different values
of Q we find that there is often some complication (such as overlapping signals
or strong noise) that causes the Sompi AR method to be inaccurate where our
79




















extended from Dawson & Chouet 2014 (3208 events)
this study (3209 events)













c. T (994 matching events)









d. Q (994 matching events)
15 20 25 30 35 40 45
















e. T difference (994 matching events)
mean difference=0.1254 s
















f. Q difference (994 matching events)
mean difference=-1.0534
FIGURE 3.9. Comparison of detected VLP events from this study with a catalog
extended from Dawson and Chouet [2014]. Event detection thresholds were
chosen to produce a similar number of events in both catalogs (section 3.4). (a
and b) T and Q over time in both catalogs. (c and d) T and Q over time from
corresponding events that have start times within 3 minutes of each other and T
ratios within 4/5-5/4 of each other between the two catalogs. (e and f) Values of
T and Q in our catalog minus values in the catalog extended from Dawson and
Chouet [2014] for corresponding events.
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method still produces reasonable estimates. Q estimates in our catalog are very
slightly lower on average (by ∼ 1) than those of matching events in the catalog
extended from Dawson and Chouet [2014] (Fig. 3.9). This is consistent with the
bias our exponential fitting method exhibits for noisy synthetic signals (section
3.2, Fig. B.12) which we expect is a beneficial trade-off for increased precision and
robustness.
Most prominent among the groups of events unique to our catalog is a trend
of events with T ranging from 10-20 s between 2010 and 2018 (Fig. 3.9). The
Sompi AR method can detect and provide accurate estimates of T for many of
these events [Dawson and Chouet, 2014], but often does not produce accurate
estimates of Q even with manual examination of the algorithm output. Our
methods generally provide accurate estimates of Q for these events, but still
exclude many real events in this band when strict enough thresholds are used to
minimize bad detections in the catalog as a whole. Our catalog also includes a
clear event group with T around 15 s in early 2009, and some other more isolated
clusters between 2008 and 2010 (Fig. 3.9). Our catalog shows large scatter in T
prior to 2010, but many of these values do likely represent real VLP oscillations.
Both catalogs show multiple isolated events after 2012 with T from ∼10-15 and
∼20-35 s. Most of these detections in our catalog are gliding-frequency VLP
events. Some in the catalog extended from Dawson and Chouet [2014] are also
gliding-frequency VLP events, whereas others do not appear to be coherent VLP
oscillations.
In summary, both detection methods produce incomplete catalogs,
particularly for the secondary group of events with 10-20 s periods, and both
involve trade-offs between missing real events and including too many bad
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detections. The two catalogs contain many nonoverlapping events, so to obtain
a maximally complete catalog there would be value in combining both detection
methods. However, since our detection method does not require labeled training
data and has demonstrated performance that is comparable overall and better in
some respects than existing approaches for detecting resonant VLP seismicity, we
expect it could be a useful tool in various volcanic settings.
Characterizing ground motion patterns
Our goal in this study is not to conduct detailed source inversions for every
event, but rather to quantitatively characterize when changes in ground motion
patterns occur. To do this we consider several metrics as well as inversions with a
point source model. For all of these, we use the average phases and amplitudes at
each channel calculated using the Goertzel DFT algorithm [Proakis and Monolakis,
1990] over a time window between one and five cycles after each event onset.
The first metric is average vertical/horizontal velocity ratio Rvh, defined for







for vertical (Z), east (E), and north (N) velocities (u̇) at all M stations. This
metric requires no assumptions of source location or mechanics, but it is sensitive
to tilt which will increase the apparent amplitude of horizontal components at
increasing T . The second metric, termed radial misfit, quantifies how radially
oriented horizontal motion vectors are from the direction to an inferred source
location. This is similar to ‘semblance’ [e.g., Legrand et al., 2000]. We set the
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inferred source location based on previous geodetic (InSAR, GPS, and tilt)
inversions for the shallow ground deflation source in early 2018 [Anderson et al.,
2019] (Fig. 3.3). We note that this is similar to the centroid location inferred by
other seismic and geodetic inversions over the past decade [Chouet et al., 2010,
Chouet and Dawson, 2011, Anderson et al., 2015, Anderson and Poland, 2016,
Liang et al., 2020a]. We then calculate radial misfit Eradial as the mean angle









∣∣∣∣arccos( u̇(t) · ẇ(t)|u̇(t)||ẇ(t)|
)∣∣∣∣ dt. (3.2.6)
For source inversions, we use the ‘Mogi’ point source approximation for an
inflating/deflating spherical reservoir in an elastic half-space [Mogi, 1958]. The
quasi-static elasticity used in the Mogi model should be approximately valid for
the long period signals and short distances considered here (see section 3.2). Due
to their simplicity, these inversions are most useful as an indicator of relative
changes in source centroid depth and the radial symmetry of ground motions,
rather than as a probe of detailed reservoir geometry. For example, changes in
Mogi centroid depth could represent changes in the vertical extent of an ellipsoidal
reservoir, and/or changes in the geometry or activation of any secondary dikes or
sills that may also be contributing to the ground motions.
We fix the east and north source location based on previous geodetic
inversions in Anderson et al. [2019] (Fig. 3.3). This both simplifies the
interpretation of inversion results and reduces noise-induced scatter. We assume
a shear modulus of 3 GPa and Poisson’s ratio of 0.25. We include ground tilt
83
(detected as horizontal acceleration by broadband seismometers) in the Green’s








where Gt and Gr are the translation and tilt Green’s function matrices, g is
gravitational acceleration, and P is forcing pressure. We solve for the P that
results in minimal misfit between w and observed displacements u for given
Green’s functions using a linear least-squares inversion. We then conduct a grid
search to find the Mogi source depth that minimizes misfit E between the target






for all N channels, with source depth bounded between 500 m and 2500 m beneath
the caldera floor. We additionally conduct a set of moment tensor inversions with
a fixed depth for comparison.
Other geophysical data and observations
To interpret the timeline of VLP seismicity cataloged in this work, we rely
on a series of touchstone events that characterize the progression of the 2008-
2018 Kı̄lauea eruptive episode. ERZ eruptions prior to 2018 have been compiled
in Patrick et al. [2019b]: the March 2011 Kamoamoa fissure eruption [Orr et al.,
2015], August 2011 Pu‘u ‘Ō‘ō vent opening, September 2011 Pu‘u ‘Ō‘ō vent
opening, June 2014 Pu‘u ‘Ō‘ō vent opening [Poland et al., 2016], and May 2016
Episode 61g Pu‘u ‘Ō‘ō vent opening [Chevrel et al., 2018]. Timing of the 2018
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eruption is given in Neal et al. [2019]. Documented summit intrusions have
been compiled in Patrick et al. [2019b]: October 2012, May 2014, and May 2015
[Johanson et al., 2016]. Regional slow-slip events (SSEs) have been compiled in
Montgomery-brown et al. [2015] and Wang et al. [2019]: February 2010, May 2012,
and October 2015.
To indicate long-term ground deformation we use near-field (within ∼2 km
of the vent) geodetic data: vertical displacements from GPS station HOVL,
horizontal line-lengths between GPS stations UWEV and CRIM, and east and
north tilt from tilt-meter UWE [Miklius, 2008, Johanson, 2020] (Fig. 3.3). We also
use smoothed stacks of these four datasets to infer times of long-term inflation
and deflation and provide additional visual reference points on figures. We smooth
all four datasets with 30-day moving average filters and scale them to have a unit
range. We then flip the sign of UWE east tilt-meter data so that increasing values
indicate inflation, and then stack the four datasets. We consider any time when
the stacked geodetic data is increasing to indicate long-term inflation. We note
that the 30-day period was chosen purely to facilitate visualization, and that at
many times there is significant inflation/deflation on shorter timescales including
“DI” events [e.g., Anderson et al., 2015].
We use lava lake elevation and surface area data from Patrick et al. [2019b]
(data extended through 2018 was obtained from the USGS HVO via Matt
Patrick). This data is obtained from a combination of webcam images, thermal
images, and laser rangefinders. SO2 gas flux data from various monitoring stations
for the whole timespan does exist [Whitty et al., 2020], but we only consider data
from published studies using direct measurements of the summit plume. We use
SO2 emission data collected by a vehicle-based FLYSPEC UV spectrometer from
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2007-2010 [Elias and Sutton, 2012]. We also use SO2 emission data collected by
an array of FLYSPEC UV spectrometers from 2014-2017 [Elias et al., 2018]. Both
datasets have large uncertainties (Fig. 3.10, 3.11) due to spectral fitting limitations
and uncertainty in plume speed and location [Elias and Sutton, 2012, Elias et al.,
2018].
Results
Types of VLP seismicity at Kı̄lauea from 2008-2018
Conduit-reservoir resonance
The first category of signals we term ‘conduit-reservoir oscillations’. These
constitute the main trend of VLPs starting at T ∼20 s in 2010, increasing to
∼40 s in early 2011, and fluctuating between 35-43 s from 2012 until the caldera
collapse onset in May 2018 (Fig. 3.10, 3.11). Some other events prior to 2010
and during the series of lava lake draining events in 2011 may also fit into this
category. The conduit-reservoir oscillation is the fundamental resonant eigenmode
of the coupled conduit and shallow magma reservoir system, in which the magma
column in the conduit and lava lake oscillates vertically and pushes magma in and
out of the underlying reservoir [Chouet and Dawson, 2013, Liang et al., 2020a].
Other resonances such as from Krauklis (crack) waves or acoustic waves (organ
pipe eigenmodes) are predicted to generally have higher frequencies and lower
amplitudes [Karlstrom and Dunham, 2016, Liang et al., 2020b]. Restoring forces
for the conduit-reservoir oscillation come from magma reservoir compressibility
(combined wall rock elasticity and multiphase magma compressibility) and













































































































































FIGURE 3.10. Section of the VLP catalog from 2008-2011. (a and b) Period
and quality factor over time. Black lines show 30-day moving averages over the
events we have labeled as potential conduit-reservoir oscillations, neglecting
outliers or events from times with no consistent dominant period. (c) Lava lake
surface elevation and surface area. (d) UWE north tilt and HOVL vertical GPS.
(e) Average daily SO2 (dark green dots) and standard deviations (light green
lines). The black line is a 30-day moving average. ‘Crater’ indicates where the
Halema‘uma‘u crater first formed, ‘SSE’ indicates slow slip events, ‘Int’ indicates
documented summit intrusions, and ‘ERZ’ indicates eruptions along the East Rift















































































































































































FIGURE 3.11. Section of the VLP catalog highlighting conduit-reservoir and lava
lake sloshing resonance from 2012-2018. (a and b) Period and quality factor of
conduit-reservoir events over time. Black lines show 30-day moving average. (c and
d) Period and quality factor of lava lake sloshing over time. Black lines show 120
day moving average. (e) Lava lake surface elevation and surface area. (f) UWE
north tilt and HOVL vertical GPS. (g) Average daily SO2 (dark green dots) and
standard deviations (light green lines). The black line is a 30-day moving average.
‘SSE’ indicates slow slip events, ‘Int’ indicates documented summit intrusions, and
‘ERZ’ indicates eruptions along the East Rift Zone. Grey bars in all plots indicate
times of long-term ground inflation (section 3.2).
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the conduit walls. Ground deformation during these events is primarily from
uniform inflation/deflation of the magma reservoir; deformation from the conduit
is orders of magnitude smaller by comparison.
Conduit-reservoir oscillations can be triggered/driven by a variety of different
mechanisms, producing signals with different onset characteristics. We term
conduit-reservoir oscillations with abrupt onsets and inflationary first motions
‘Normal’; this category includes rockfall or lava lake surface explosion triggered
events and is analogous to ‘type 2’ events in Dawson and Chouet [2014]. There
is often high-frequency or broadband energy present at the onset of Normal
events, as well as inflationary steps in tilt data [Chouet and Dawson, 2013,
Orr et al., 2013, Dawson and Chouet, 2014] (Fig. 3.12, B.14, B.15). We term
conduit reservoir oscillations with abrupt onsets and deflationary first motions
‘Reverse’; analogous to ‘type 3’ events in Dawson and Chouet [2014] (Fig. 3.12).
These events often do not have obvious high frequency triggers, and some exhibit
deflationary tilt steps. The trigger for Reverse events is not known, but has been
proposed to involve impulsive magma movement at depth due to flow transients or
fracture/dike opening [Dawson and Chouet, 2014]. Some conduit-reservoir events
do not fit very clearly into either category, for example those with gradual onsets
or multiple step increases in oscillation amplitude (B.14, B.16).
Our first motion algorithm classifies 77% of conduit-reservoir events after
2012 as Normal, 17% as Reverse, and the remaining 6% as undetermined (Fig.
3.13). Prior to 2012 our classifications are less reliable due to the prevalence of
VLP tremor and shorter resonant periods (which makes phase offsets between
stations less negligible). The mean and median amplitudes of Normal events are
both about twice as large as those of Reverse events, although both types of events
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FIGURE 3.12. Example VLP events. (a and b) Normal conduit-reservoir
oscillation event along with background VLP periodic tremor from January 2010,
when the lava lake became persistent [Patrick et al., 2019b]. The event had an
impulsive broadband onset and inflationary first motions, indicative of a rockfall
trigger. The background VLP periodic tremor had the same dominant period
as the impulsively triggered VLP event, but often unclear onsets and no higher
frequency triggers. (c and d) Reverse VLP event from June 2012, shortly after the
May 2012 SSE. This event had an impulsive onset but no high frequency trigger.
There was a small initial inflationary motion but the first large oscillation was
deflationary. (e and f) Normal conduit-reservoir event with two lava lake sloshing
events from May 2017. A higher frequency impulsive signal occurred about 2
minutes before these events that may have been related to their triggering.
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exhibit variation in amplitude over orders of magnitude (Fig. B.17). We do not
find any appreciable differences in distributions of T or Q between Normal and
Reverse events, though we do find that more of both events occur during times of
deflation/lava lake draining (Fig. B.17). The percentages vary slightly depending
upon whether raw or smoothed data from lava lake elevation or tilt is used, but
about 60% of events occur during deflation/lava lake draining, despite deflation
representing only about 35% of the total timespan.
Normal events might occur more frequently during deflation because rockfall
is preferentially induced by the accompanying changes in the stress state along
the crater walls, or because more of the crater walls are exposed as lava lake
level drops, particularly if these portions of the crater walls have destabilized
by recent contact with the lava lake. Any hypothesis about why Reverse events
occur preferentially during deflation will be more speculative since the triggering
mechanism is not known, although this observation could help inform potential
trigger mechanisms. One possibility is that the patterns of magma flow occurring
during deflation facilitate the buildup and/or impulsive release of bubble slugs
at some depth in the magma system. Another is that the hydraulic pressure
gradients and/or rock stress during inflation allow more steady flow through some
constriction point in the shallow magma system, which becomes more constricted
and causes intermittent flow during deflation.
Lava lake sloshing
The second category of signals we term ‘lava lake sloshing’. These have T
of 10-20 s and are recognizable from 2010-2018 in our catalog (Fig. 3.10, 3.11).
Inversions of select lava lake sloshing events by Liang and Dunham [2020] supports
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FIGURE 3.13. (a) Onset polarity (Normal or Reverse) of conduit-reservoir
oscillations and lava lake sloshing that occurred alongside a detected conduit-
reservoir event. (b) Conduit-reservoir event density calculated over 30-day
windows. We note that event density will vary by orders-of-magnitude depending
upon the event detection thresholds used (section 3.2), so is most useful for
comparing relative event densities through time. ‘Crater’ indicates where the
Halema‘uma‘u crater first formed, ‘SSE’ indicates slow slip events, ‘Int’ indicates
documented summit intrusions, and ‘ERZ’ indicates eruptions along the East Rift
Zone. Grey bars in plots a and b indicate times of long-term ground inflation
(section 3.2). (c) amplitudes (from vertical velocity at station NPT) of conduit-
reservoir oscillations vs corresponding lava lake sloshing. (d) Quality factor of
conduit-reservoir oscillations vs corresponding lava lake sloshing.
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suggestions by Dawson and Chouet [2014] that they are likely caused by lateral
surface gravity wave resonance in the lava lake (i.e., ‘sloshing’). The sloshing
could also induce pressure perturbations at the top of the conduit, causing a
forced oscillation of the conduit-reservoir system. Ground motions could thus
be from a combination of pressure against the lava lake walls and reservoir
inflation/deflation. There are some times where two distinct lava lake sloshing
signals occur with slightly different periods (Fig. 3.12, B.14), likely representing
sloshing along different axes of the lava lake [Dawson and Chouet, 2014, Liang
and Dunham, 2020]. These are not very prevalent in our catalog at the thresholds
shown, which may be partly because often one of the two signals will be too close
in period to a larger lava lake sloshing signal or have too low of a signal/noise ratio
to be included.
Around 75% of lava lake sloshing events in our catalog appear alongside
Normal conduit-reservoir oscillations; the rest appear in isolation (Fig. 3.12, 3.13,
B.14, B.18). That none appeared alongside Reverse oscillations is consistent with
the idea that Reverse oscillations are triggered from depth [Dawson and Chouet,
2014] and so the lava lake is not directly perturbed. It also indicates that the
magma flowing in/out of the top of the conduit during Reverse conduit-reservoir
oscillations does not induce appreciable lava lake sloshing, which could be due to
the small volumes of magma involved and/or to the top of the conduit not being
laterally offset from the center of the lava lake.
Other VLP seismicity
We will use the term ‘periodic tremor’ to refer to signals with clearly elevated
energy in one or more relatively focused periods, but that are not obviously
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isolated in time and lack clear onsets and/or exponential decays. Our method will
not return detections if the periodic tremor amplitude is constant, but where the
amplitude is variable our method will consider any local amplitude maxima above
the set detection thresholds. For such local maxima, the apparent decay rate could
be controlled by the forcing time-function rather than the inherent damping of the
resonator. Estimates of Q returned by our method might thus not reflect the same
physical properties as for impulsively triggered resonance. Periodic tremor occurs
throughout the study timespan (Fig. 3.12, B.19, B.20, B.21, B.22, B.23, B.24),
often with the same dominant periods as impulsively triggered conduit-reservoir or
lava lake sloshing oscillations. We thus hypothesize that the periodic tremor often
represents these same resonant mechanisms with continuous rather than discrete
forcing.
Our catalog includes some VLP oscillations that exhibit gliding-frequencies
over the duration of a single event (Fig. B.25, B.26). These constitute many
of the events in our catalog with outlier values of T (Fig. 3.9) and are more
prevalent when a higher phase deviation threshold is used. The values of T and
Q returned by our methods will not be representative of the whole signals, but
visual inspection reveals that gliding-frequency VLP oscillations are present at
various times throughout the studied timespan and with various starting and
ending periods and durations. Gliding-frequencies have been previously identified
in tremor at Kı̄lauea, but at much higher frequencies (0.6-6 Hz) and with gliding
occurring over hours-days [Unglert and Jellinek, 2015]. In some cases, the gliding-
frequency VLP oscillations appear to start or end at similar periods to non-gliding
conduit-reservoir or lava lake sloshing oscillations, indicating that at least some
of them may be related to these other oscillations. Some may represent rising
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bubble slugs, which could create a varying oscillation period during ascent and
then possibly trigger standard decaying conduit-reservoir resonance after bursting
at the surface [e.g., James et al., 2008, Chouet et al., 2010]. Alternately, some may
represent examples of either conduit-reservoir or lava lake sloshing resonances
where magma properties change over the course of the resonance. This could
occur if the perturbation that induces resonance destabilizes some aspect of the
shallow magma system, such as by causing collapse of a foam layer in the lava lake
or upward movement of a bubble slug or bubble cloud.
Correlations among datasets
Here we analyze correlations between the various geophysical datasets,
conduit-reservoir oscillation properties, and lava lake sloshing properties. Fig.
3.14 shows correlations over the 2008-2018 timespan (see Fig. B.27 for just the
2012-2018 timespan). When looking over such long timescales, only a few strong
correlations are apparent. Fig. 3.15 shows moving 90-day correlations, which
reveals more correlations between datasets but that these correlations change over
time.
Ground deformation and lava lake elevation correlation
Ground surface deformation data from near field tilt-meters and GPS
stations indicates the rate of ground inflation/deflation of the Kı̄lauea summit
region. This primarily reflects pressure in the shallow summit reservoir, but may
also be influenced by pressure in the proposed deeper south caldera reservoir or
motion of the south flank [e.g., Owen et al., 2000, Baker and Amelung, 2012,
Anderson et al., 2015]. Lava lake elevation has previously been shown to be
95
FIGURE 3.14. Conduit-reservoir oscillation correlation matrices from 2008-2018
(see Fig. B.27 for just the 2012-2018 timespan). Off-diagonal plots are shaded by
the logarithm of the number of points in each parameter bin, and histograms on
diagonal plots show the distribution of each parameter. Numbers are Pearson’s
correlation coefficients, only shown for correlations with P-values less than 0.05.
All time derivatives, indicated by ‘d/dt’, were calculated with a 7-day cutoff-period
differentiator filter.
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f. lake h vs tilt (UWE north)


























































FIGURE 3.15. Conduit-reservoir oscillation Pearson’s correlation coefficients
calculated over moving 90-day windows. Windows with p-values greater than
0.05 were excluded. Red and blue highlight positive and negative correlations,
respectively. ‘SSE’ indicates slow slip events, ‘Int’ indicates documented summit
intrusions, and ‘ERZ’ indicates eruptions along the East Rift Zone. Grey bars in
the all plots indicate times of long-term ground inflation (section 3.2).
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correlated with ground inflation on timescales of hours or more, including during
so-called deflation-inflation events, though not during some shorter-duration
fluctuations in lava lake elevation related to gas-pistoning [e.g., Patrick et al., 2015,
Anderson et al., 2015, Patrick et al., 2016b, 2019b]. This correlation is present
over most of the 2008-2018 timespan, with a 0.8 overall correlation coefficient (Fig.
3.14, 3.15, B.27). The correlation implies that lava lake elevation is analogous to a
pitot tube for the summit magma reservoir and responds proportionally to changes
in reservoir pressure.
However, this relation is not constant as evidenced by both the nonlinear
relationship between lava lake elevation and tilt (Fig. 3.14) and the variation
in local correlation coefficients from almost 1 to negative values (Fig. 3.15).
This indicates that the pitot tube relation between ground inflation and lava
lake elevation changes over time. We believe that these deviations reflect a
superposition of processes on different characteristic timescales. For example,
in early 2017 ground inflation and lava lake elevation are positively correlated
on timescales of days to months, but there is a long-term ground inflation trend
despite average lava lake elevation remaining constant (Fig. 3.11). There are also
abrupt events that change the relation between ground inflation and lava lake
elevation, such as the May 2015 intrusion (Fig. 3.11).
Conduit-reservoir resonance correlations
During most of the timespan conduit-reservoir oscillation T and Q exhibit a
weak negative correlation, with an overall correlation coefficient of -0.06 but local
correlation coefficients often around -0.7 (Fig. 3.14, 3.15, B.27). There are isolated
times where T and Q are positively correlated, such as in mid-2010 (correlation
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coefficient near 1) and mid-2012 (correlation coefficient around 0.7) (Fig. 3.10,
3.11, 3.15).
Conduit-reservoir oscillation T is positively correlated with lava lake
elevation during most of the timespan, with correlation coefficients mostly between
0.3 and 1 (Fig. 3.15), and a weak overall correlation coefficient of 0.11 (Fig. 3.14,
B.27). However, there are times with negative local correlations, such as around
the 2014 Pu‘u ‘Ō‘ō eruption (correlation coefficient around -0.6), and in late
2017 (correlation coefficient around -0.7). The correlation between T and ground
inflation (i.e., tilt) exhibits a similar trend to the correlation between T and lava
lake elevation after the arrival of a persistent lava lake in late 2009, and exhibits a
variable but mostly negative trend prior to this (Fig. 3.14, 3.15, B.27). Conduit-
reservoir T is positively correlated with event amplitude, even when considering
only vertical velocity that should not be sensitive to instrument tilt (Fig. 3.14,
B.27).
Conduit-reservoir oscillation Q exhibits much less consistent correlations
with ground inflation and/or lava lake elevation than T does (Fig. 3.14, 3.15,
B.27). Throughout much of the studied timeline, there is no significant correlation
between Q and either dataset. There are several isolated time-segments such as
June-September 2011 where Q is positively correlated with ground inflation and
lava lake elevation, and one time-segment from December 2010 to March 2011 with
a significant negative correlation (Fig. 3.15).
We find increases in both conduit-reservoir event density and T around the
inferred October 2012 and May 2015 intrusions. There is no obvious change in Q
corresponding to either intrusion, though the correlation between T and Q does
change from positive to negative at the October 2012 intrusion (Fig. 3.9, 3.15).
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Perhaps surprisingly, neither intrusion appears to correspond to changes in ground
motion patterns (Fig. 3.16).











































b. conduit-reservoir Mogi inversions






























































FIGURE 3.16. Characterization of conduit-reservoir oscillation ground motions.
(a) Vertical/horizontal velocity ratio. Colored circles and black lines indicate
events and 120-day moving averages for times with more than 6 stations available.
Colored crosses and red lines indicate events and 120-day moving averages for
times with only one station available (so poorly resolved ground motions). (b)
Inverted Mogi spherical reservoir source depths relative to the caldera floor
(∼1100 m ASL). Depths are relative to the caldera floor. ‘Crater’ indicates
where the Halema‘uma‘u crater first formed, ‘SSE’ indicates slow slip events, ‘Int’
indicates documented summit intrusions, and ‘ERZ’ indicates eruptions along the
East Rift Zone. Grey bars in all plots indicate times of long-term ground inflation
(section 3.2).
ERZ eruptions for which we detect conduit-reservoir oscillations both before
and after the events, i.e., the June 2014 and May 2016 Pu‘u ‘Ō‘ō eruptions, do
not clearly relate to changes in conduit-reservoir oscillation T or Q. However,
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sharp changes in the correlations between T and Q, T and lava lake elevation/tilt,
and Q and lava lake elevation/tilt occur alongside the June 2014 eruption, and
more subtle changes in these correlations may also be present alongside the May
2016 eruption (Fig. 3.9, 3.15). Interestingly, there are changes in ground motion
patterns following both eruptions that are apparent in the time series of Mogi
source inversions and vertical/horizontal velocity ratios (Fig. 3.16).
Lava lake sloshing correlations
Due to the sparsity of well-characterized lava lake sloshing events, it is
difficult to robustly examine correlations with other other datasets on timescales of
months or less. Long-term average lava lake sloshing T increased over most of the
timespan, except for during 2012 (when lava lake sloshing events were sparse and
exhibited large scatter in T ) and a clear decrease during late 2015. The long-term
increase in T roughly corresponds to an observed long-term increase in lava lake
surface area, and the decrease in lake 2015 roughly corresponds to a several month
long decrease in average lava lake elevation. Lava lake sloshing Q exhibits large
scatter over most of the timespan, with the exception of during 2012 when Q was
generally less than 20, and during 2015 when Q was generally between 10 and 30.
There is a roughly linear relation between conduit-reservoir oscillation amplitude
and lava lake sloshing amplitude, although with an appreciable amount of scatter
(Fig. 3.13). Lava lake sloshing Q does not appear to be correlated with conduit-
reservoir oscillation Q (Fig. 3.13), which suggests that damping mechanisms of the
two resonant modes vary independently. This in turn implies that fluid motions




Our new catalog of VLP seismic events provides an outstanding tool to
document the progression of a long-lived (10 year) open vent eruptive episode
at Kı̄lauea Volcano and probe shallow magma plumbing system geometry and
magma properties through time. In the following discussion, we highlight how
simple physical models for the resonant oscillations identified in Kı̄lauea seismic
data may be used to understand some of the trends observed in the 2008-2018
eruptive sequence. We also identify observations that are not well explained by
current models and that point to next steps for understanding VLP seismicity at
Kı̄lauea. We focus on interpretion of the 2008-2018 timeline of VLP seismicity in
the context of other available datasets and observations, leaving rigorous inversions
of these events over the eruptive episode to future work.
Interpreting changes in conduit-reservoir resonance
The conduit-reservoir oscillator model of Liang et al. [2020b], which extends
earlier work by [Chouet and Dawson, 2013], provides estimates of T and Q in
response to small amplitude perturbations such those that trigger VLP seismicity.
This model assumes a cylindrical conduit and isothermal conditions, and neglects
inertia and viscous drag in the overlying lava lake and compressibility of magma
in the conduit. It parameterizes background variations in magma bulk density,
such as might arise from slow convective exchange flow [e.g., Fowler and Robinson,
2018], and neglects non-Newtonian rheology associated with bubbles and crystals
as well as possible conduit geometry variations. This model is thus of limited use
in teasing apart the details of observed correlations between geophysical datasets
assembled here. However, it is still a useful tool for understanding parameter trade
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offs that lead to some of the first order variations in VLP characteristics observed
over the 2008-2018 timeline.








where Lc is conduit length, ρ̄c is average magma density in the conduit, ∆ρc is
density difference between the bottom and top of the conduit, α is conduit dip
angle, Ac is conduit cross-sectional area, and Ct is total reservoir storativity (from
both magma compressibility and elastic reservoir stiffness). Viscous damping is





where Rc is conduit radius and µc is average magma viscosity. Liang et al. [2020b]
then use numerical methods used to solve for T and Q. Decreasing τvisc results in
increased viscous damping, which decreases Q and increases T . Figure 3.17 shows
the effect of various parameters on this model.
Liang et al. [2020a] conducted stochastic inversions for 4 events from 2008-
2013, and favor a geometry consisting of a spherical reservoir with a centroid
∼1.4 km beneath the vent and a radius of ∼1 km, resulting in a conduit length
of a few hundred meters. In this regime, T and Q are controlled by conduit
geometry and magma properties in the conduit and have minimal sensitivity to
reservoir compressibility (Fig. 3.17). However, the inversions show that there are
many trade-offs that make uniquely constraining model parameters for a given























































































































































FIGURE 3.17. (a-i) Predicted variation in T and Q due to varying each model
parameter in isolation in the conduit-reservoir resonance model of Liang et al.
[2020b] (Eq. 3.4.9-3.4.10), assuming a spherical reservoir geometry. Black lines
indicate the default value used for each parameter.
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T and Q vary with multiple unknown parameters that likely covary in different
ways and on differing timescales. The inversions do show probable differences in
both magma properties (density, density contrast, and viscosity) and in magma
system geometry (conduit length and radius) between the four events selected,
although there is significant overlap of the probability density functions for these
parameters.
Robustly constraining the Kı̄lauea shallow magma reservoir geometry at
a given time is difficult, as indicated by the scatter in even the simple metrics
shown in Fig. 3.16 and by the uncertainty and/or differing results obtained in
previous seismic and geodetic inversions. Some previous seismic studies have
inferred a source consisting of intersecting dikes [Chouet and Dawson, 2011, 2013],
and multiple previous seismic and geodetic studies have supported a spherical or
ellipsoidal reservoir geometry [Baker and Amelung, 2012, Anderson et al., 2015,
Anderson and Poland, 2016, Liang et al., 2020a, Anderson et al., 2019]. We have
not shown source models such as dikes or ellipsoids, since inversions with these
more complex source models for single frequency components of these VLP events
are often not well constrained [Crozier et al., 2018a].
Variation in magma properties over short timescales
If we focus on short timescales (hours-months), then it is probably reasonable
to assume that the geometry of the system remains relatively constant, except at
the few isolated times where abrupt changes in ground motion patterns occur (Fig.
3.16). Variation in T and Q on these short timescales is thus most likely related to
changes in magma properties. Figure 3.17 shows that of these magma properties,
T is most sensitive to average magma density and magma density difference.
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Assuming reasonable values for other model parameters based off the inversions of
Liang et al. [2020a], variation in either density parameter of ∼500 kg/m3 would be
required to explain the observed month-scale variability in T of up to ∼6 s (e.g.,
July-September 2013, Fig. 3.11). Similarly, the day-scale variability in T of up to
∼3 s would require changes in either density parameter of ∼250 kg/m3. Q is most
sensitive to magma viscosity (Fig. 3.17). Variation in magma viscosity of up to an
order of magnitude would be required to explain the observed day-month timescale
variability in Q of up to a factor of four (e.g., Feb-April 2014, Fig. 3.11).
At many times there is a negative correlation between T and Q (Fig. 3.15).
This could be produced by either isolated changes in magma density difference,
magma viscosity, conduit radius, or conduit length, or by changes in various
combinations of parameters (Fig. 3.17). There are also times where T and Q
are positively correlated (Fig. 3.15). Conduit average magma density is the only
parameter that could produce this in isolation. However, since the effect of average
magma density on Q is very minor, the positive correlations more likely indicate
changes in some parameter combinations.
Variation in magma density in the Kı̄lauea shallow magma system primarily
reflects changes in porosity, which is controlled by volatile contents, pressure,
and temperature. In general, high porosity deeper in the conduit requires a large
amount of total volatiles since both volatile solubility and gas density increase
with increasing pressure [e.g., Gonnermann and Manga, 2007, Iacono-Marziano
et al., 2012]. We show magma density as a function of volatile contents and
pressure in Fig. 3.18 plot j. These densities are calculated using the average
Kı̄lauea glass composition from Edmonds et al. [2013] and the H2O-CO2 solubility
model of Iacono-Marziano et al. [2012]. At 1 MPa (∼50-100 m deep) the required
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500 kg/m3 change in density could arise from a two-fold increase in H2O or
CO2, while at 10 MPa (∼500-1000 m deep) this change would require a four-
fold or more increase in H2O or CO2. Estimates of primitive (or ‘parent’) magma
volatile contents are variable from 0.5-1 wt% CO2, 0.4-0.7 wt% H2O, and up to
0.18 wt% sulfur [Edmonds et al., 2015]. However, different amounts of volatiles
may be present at a given depth due to disequilibrium degassing (e.g., volatile
accumulation or depletion due to gas fluxing and/or magma convection) since
CO2 begins exsolving well beneath the shallow reservoir and H2O and sulfur will
generally begin exsolving around the shallow reservoir or conduit [e.g., Iacono-
Marziano et al., 2012, Edmonds et al., 2015].
Variation in apparent magma viscosity (melt + bubbles) could be due to
changing porosity (the effects of which depend upon the flow regime), dissolved
H2O concentration, melt temperature, and crystal contents [e.g., Llewellin and
Manga, 2005, Giordano et al., 2008, Mader et al., 2013]. We show how the
apparent magma viscosity µ might vary in response to temperatures and porosity
in Fig. 3.18 plot k. We calculate melt viscosity µl from the model of Giordano
et al. [2008] using the average Kı̄lauea glass composition from Edmonds et al.
[2013], then apply the low capillary-number model from Llewellin and Manga
[2005] to account for porosity φ as
µ = (1− φ)−1µl. (3.4.11)
Porosity alone will generally only change viscosity by up to a factor of three, so
the required order of magnitude changes likely also involve changes in temperature
on the order of 100 C or significant changes in crystal contents [e.g., Mader et al.,
2013].
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Changes in convective regimes could cause changes in volatile contents,
crystal contents, and melt temperature [e.g., Witham and Llewellin, 2006, Harris,
2008, Fowler and Robinson, 2018]. For example, a single convective cell extending
from the lava lake surface through the conduit might result in lower average
magma temperatures in the conduit than separate convective cells in the lava lake
and conduit [Patrick et al., 2016b]. Injections of new volatiles and/or melt from
depth, or changes in the background volatile/melt supply rate, could impact both
temperature and volatile contents on various timescales. Stokes rise velocity of
bubbles with radii of 1-100 mm are 0.01 mm/s-1 m/s, and simulations of bubble
slugs show ascent velocities on the order of 1 m/s [Chouet et al., 2010]. Based
on inferred magma upwelling rates in the lava lake of 0.15-0.3 m/s, circulation
timescales in the lava lake would be on the order of hours [Patrick et al., 2016b].
So volatile rise timescales through the conduit/lava lake for large bubbles could be
on the order of minutes, whereas smaller bubbles will mostly move by convecting
with the surrounding melt. Shallowly-driven processes such as gas pistoning or
foam buildup likely also contribute to changes in volatile contents on timescales of
minutes to days [e.g., Nadeau et al., 2014, Patrick et al., 2016a, 2019b].
Interpreting changes in lava lake sloshing
The lava lake sloshing events at Halema‘uma‘u have previously been
interpreted from models for surface gravity wave resonance of inviscid and
incompressible fluid in a cylindrical or wedge-shaped tank [Dawson and Chouet,
2014, Liang and Dunham, 2020]. The Halema‘uma‘u crater geometry has remained
roughly cylindrical over time [Patrick et al., 2019b], although variations in its
planform shape at some times are significant enough to produce concurrent
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sloshing signals with slightly different periods [Dawson and Chouet, 2014, Liang
and Dunham, 2020]. The crater walls are also slightly inward dipping, but Liang
and Dunham [2020] suggest that this dip will not produce appreciably different
inviscid sloshing periods than vertical walls.
Studies of viscous incompressible fluid sloshing indicate that T and Q
depend on fluid density, fluid viscosity, and tank geometry [e.g., Bauer, 1981,
Ibrahim, 2005]. Due to the presence of bubbles, a solidified surface crust, and
possible foam layers under the crust, magma in the Halema‘uma‘u lava lake will
generally be both compressible and stratified [e.g., Carbone et al., 2013, Patrick
et al., 2016a, Poland and Carbone, 2016]. The surface crust will not always act
as a fully rigid or elastic cap since videos of rockfall-triggered lava lake sloshing









































































































magma density at 1 MPa
magma density at 10 MPa
FIGURE 3.18. (a) Apparent magma viscosity as a function of temperature and
porosity (section 3.4). (b) Magma density as a function of H2O and CO2 contents
at two pressures (1 and 10 MPa correspond to magmastatic depths of 40-100 m
and 0.4-1 km respectively) and an assumed temperature of 1100 C (section 3.4).
The density of pure melt is ∼2650 kg/m3. Estimates of primitive (or ‘parent’)
magma volatile contents are from Edmonds et al. [2015].
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et al., 2013], but it may still impact the sloshing dynamics for some events. The
isotropic component of deformation found in previous inversions by Liang and
Dunham [2020] suggests that the lava lake sloshing drives magma in and out of
the underlying conduit/reservoir, so viscous dissipation from the conduit may also
be important. The degree of coupling between lateral fluid motion in the lava lake
and vertical fluid motion in the conduit will depend on the offset of the top of
the conduit along the lava lake sloshing axis, and thus on the direction of lava
lake sloshing. Detailed analysis and inversions for T and Q for lava lake sloshing
events would require modeling that can account for all these factors and is self-
consistently coupled to the conduit-reservoir resonance. However, we can still gain
some new insights from our timeline of lava lake sloshing events using existing
models for viscous sloshing in an isolated tank.
We assume a cylindrical crater geometry, for which analytical solutions for
viscous sloshing of an incompressible fluid are available [Case and Parkinson, 1957,











where RL is lava lake radius, hL is lava lake depth, ρL is magma density in the
lava lake, and j is the root that satisfies ∂J1(jr)/∂r|r=RL = 0 where J1 is a Bessel
function of the first kind. Q is primarily controlled by viscous damping from the
lava lake sidewalls, with comparatively minimal contributions from the bottom and
free-surface except when the lava lake is very shallow and/or narrow. Considering
110













where µL is magma viscosity in the lava lake. Figure 3.19 shows the effect of
various parameters on T and Q.
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FIGURE 3.19. (a-d) Predicted variation in T and Q due to varying each
model parameter in isolation in the viscous cylindrical tank model of [Case and
Parkinson, 1957] (Eq. 3.4.12-3.4.13). Black lines indicate the default value used for
each parameter.
The long-term increase in T is roughly consistent with the observed increases
in lava lake diameter according to Eq. 3.4.12 (Fig. 3.11, 3.19). On shorter
timescales (months or less), the crater geometry should be relatively constant.
The effective lava lake surface diameter could change slightly with changing lava
lake height due to the irregular crater shape [Patrick et al., 2019b], which might
explain the decrease in T in late 2015. Lava lake sloshing T does exhibit variability
of up to ∼3 s on timescales of months or less (Fig. 3.11), though part of this is
111
from sloshing along different axes of the lava lake which detailed seismic inversions
and/or video of the lava lake could help resolve [Liang and Dunham, 2020].
Lava lake sloshing exhibits variation in average Q by up to a factor of four
on timescales of years (Fig. 3.11), and similar variability on timescales of days
to weeks. Changes in lava lake depth should have a relatively minimal effect on
Q except when the lava lake is very shallow. Additionally, since many events
with similar lava lake elevation have very different Q (Fig. 3.11), we expect
other factors are primary drivers of much of the variation in Q. For a density
of 1000 kg/m3, depth of 200 m, and radius of 100 m, producing the observed
values of Q requires viscosities ranging from ∼400-8000 Pas (Fig. 3.19). The
higher end of this viscosity range could likely only be produced by magma cooler
than ∼1000 C (Fig. 3.18), which is appreciably less than geochemically inferred
temperatures of 1160-1300 C [Edmonds et al., 2013]. Low magma temperatures are
expected near the lava lake surface, where the solid crust temperatures are often
∼300 C, but temperatures should increase with depth in a manner dependent upon
the convective regime [Patrick et al., 2016b]. The model used here has no vertical
stratification, so does not indicate the sensitivity of Q to viscosity as a function of
depth. However, it is likely that variation in magma properties with depth in the
lava lake is required to explain the observed variation in Q.
For small amplitude perturbations with the same forcing mechanism (e.g.,
rockfall) and forcing location, if everything else is constant we would expect a
linear relationship between lava lake sloshing and conduit-reservoir oscillation
amplitudes. The observed scatter could be caused by variable forcing location
or mechanism, changes in the shallow magma system geometry, or changes in
magma properties in the lava lake or in the conduit-reservoir system. The lack of
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observed correlation between Q of conduit-reservoir oscillations and Q of lava lake
sloshing (Fig. 3.13), which is also apparent at short (months or less) timescales
(Fig. 3.11), suggests that magma properties in the lava lake and conduit may be
largely decoupled during sloshing events. Changes in porosity alone will generally
not cause order of magnitude changes in magma viscosity (Fig. 3.18). Appreciably
different magma temperatures in the conduit and lava lake at various times may
thus be required to explain the large scatter in Q between the two oscillations,
which could suggest separate convective cells in the lava lake and conduit [Patrick
et al., 2016b].
Timeline of Kı̄lauea VLP Seismicity
Here we present a brief chronological overview of Kı̄lauea activity and
summit VLP seismicity from 2008-2018, with particular focus on new observations
not discussed in previous summaries of Kı̄lauea activity [Dawson and Chouet,
2014, Anderson et al., 2015, Poland and Carbone, 2016, Patrick et al., 2019b].
We break the timeline into one or two year long time-segments based on notable
changes in VLP seismicity or eruptive activity.
January 2008-January 2010
The Overlook Crater first began forming inside the Halema‘uma‘u summit
crater in March 2008, following months of elevated SO2 emissions and seismicity
[e.g., Patrick et al., 2011, Dawson and Chouet, 2014, Patrick et al., 2019b]. Two
years of elevated seismicity, long-term ground deflation, and occasional explosive
events led to the establishment of a persistent lava lake in early 2010 (Fig. 3.10).
Much of the VLP seismicity during this time was periodic tremor (Fig. B.20,
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B.22), although there were times where discrete events were apparent (Fig.
B.19, B.21) [Dawson and Chouet, 2014]. Average T increased and decreased
significantly multiple times during this interval, from a maximum of around 25 s
in July 2008 to minima of around 13 s in February and August of 2009. While
measurements of lava lake level are limited during this time, the local minima in
2009 correspond with low reported lava lake levels and the local maxima around
July 2008 corresponds with higher reported lava lake levels [Patrick et al., 2019b].
Q was highly variable but mostly less than 25. The high variability in T and Q
over timescales from hours to months during this timespan likely reflects changes
in both magma system geometry and magma properties, indicating a highly
dynamic shallow magma system.
January 2010-March 2011 Kamoamoa fissure eruption
In early 2010 the lava lake became persistent and filled from an elevation of
820 m to 950 m by early 2011, accompanied by corresponding long-term ground
inflation (Fig. 3.10). Normal conduit-reservoir events with clear impulsive onsets
and decays began occurring during this time, although VLP periodic tremor was
also still present (Fig. 3.12) [Dawson and Chouet, 2014]. A more continuous band
of conduit-reservoir VLP events began in November 2009 and continued until the
March 2011 Kamoamoa fissure eruption. Lava lake sloshing events with T around
11 s began to appear alongside some of the Normal conduit-reservoir oscillations
(Fig. 3.10).
The long-term increase in conduit-reservoir T from ∼20 s in early 2010
to ∼35 s by early 2011 is the largest change in T observed during the 2008-
2018 eruption. Changes in average magma density of more than ∼1600 kg/m3
114
and/or changes in magma density contrast of more than ∼1000 kg/m3 would
be required to produce this increase in T if the shallow magma system geometry
were constant. While such a change in density contrast is feasible, it may also be
likely that some evolution in geometry occurred over this time. Analysis of this is
hindered by limited station availability (Fig. 3.2). There was a continuous decrease
in the vertical/horizontal velocity ratio and Mogi source depth from early-mid
2010 (Fig. 3.16), though these may be partially due to the increasing contribution
of tilt with increasing T [e.g., Maeda et al., 2011]. Increases in conduit length
of several hundred meters or decreases in conduit radius by around a factor of
five could have produced the changes T over this time-segment (Fig. 3.17). An
increase in conduit length by several hundred meters over a 1-yr timescale due
to the solidification of melt at the roof of an ellipsoidal reservoir is unfeasible
[e.g., Karlstrom and Richards, 2011], but could be caused by a migration of the
intersection between the conduit and reservoir (e.g., if the conduit connects further
down along the sidewalls of an ellipsoidal reservoir or dipping dike). Changes in
lava lake geometry and elevation during this time-segment likely also contribute,
but are not considered in detail in existing models (section 3.4).
Our VLP catalog resolves two pronounced T local maxima in March and
June 2010 more clearly than the catalog of Dawson and Chouet [2014]; both are
about 2 s above the background trend in T and about a month long. The June
maximum corresponded to a pronounced local maximum in ground inflation and
lava lake elevation, but the March maximum is less clearly correlated with ground
inflation or lava lake elevation. For the remainder of this time-segment, conduit-
reservoir oscillation T was well correlated with both ground inflation and lava
lake elevation. There was a gradual increase in Q starting around August 2010,
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followed by a rapid drop around February 2011. Q was correlated with T , ground
inflation, and lava lake elevation in mid-2010, then became anti-correlated with all
three datasets by late 2010. These changes in correlations in early and late 2010
indicate additional changes in the shallow magma system superimposed upon the
long-term increase in T over this time-segment.
March 2011 Kamoamoa fissure eruption-September 2011 Pu‘u ‘Ō‘ō eruption
After the March 2011 Kamoamoa fissure eruption, there was a gradual
increase in lava lake elevation and ground inflation leading up to the August 2011
Pu‘u ‘Ō‘ō eruption, followed by another short stretch of ground inflation and lava
lake refilling before the September 2011 Pu‘u ‘Ō‘ō eruption (Fig. 3.10). Similar to
Dawson and Chouet [2014], we do not detect very many VLP events between the
March 2011 Kamoamoa and August 2011 Pu‘u ‘Ō‘ō eruptions, though there were
some that exhibited strong glides in period. Between the August and September
2011 Pu‘u ‘Ō‘ō eruptions there was a cluster of low Q VLP activity with T around
20 s, and some events that exhibited strong glides in period (Fig. B.25).
It is interesting that there were very few VLP events during most of this
time-segment even at times when the lava lake elevation was relatively high,
especially since the strongly fluctuating lava lake elevation might be expected
to induce abundant rockfalls from the crater walls to trigger resonance. The
changing lava lake elevation and good correlation between lava lake elevation and
ground inflation during this time indicates that there was still an open hydraulic
connection between the lava lake and the shallow magma reservoir. However, it is
possible that the geometry of the conduit during this time changed in a manner
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that inhibited magma flow on timescales of the conduit-reservoir oscillation (e.g.,
became more constricted or sinuous).
September 2011 Pu‘u ‘Ō‘ō eruption-October 2012 intrusion
Between the September 2011 Pu‘u ‘Ō‘ō eruption and May 2012 SSE, average
lava lake level increased from ∼930 m to ∼960 m, although there was only a
very slight corresponding ground inflation (Fig. 3.11). After the May 2012 SSE,
which corresponded to a temporary 10-day drop in lava lake elevation, lava
lake elevation and ground inflation both decreased until around August, then
continually increased until the October 2012 intrusion. VLP seismicity during
this time-segment consisted of Normal and Reverse events, VLP periodic tremor,
sparse lava lake sloshing, and gliding-frequency events (Fig. 3.12, B.23, B.26).
Until around the time of the May 2012 SSE conduit reservoir oscillations had
very low Q, sometimes below our threshold for robust detections (section 3.2)
which contributes to the apparent sparsity of events (Fig. 3.11). After the May
2012 SSE, average conduit-reservoir oscillation Q continually increased until the
October 2012 intrusion. Average conduit-reservoir oscillation T decreased until
around August, then continually increased until the October 2012 intrusion,
remaining well correlated with lava lake elevation (Fig. 3.15). T and Q were
positively correlated in late 2012 for the last time in the 2008-2018 timespan.
A steadily widening conduit, perhaps due to thermal erosion and/or
increasing magmastatic pressure on the conduit walls, could explain the increase
in conduit-reservoir Q over 2012. A very narrow conduit at the start of this
time-segment would also be consistent with the reduced conduit-reservoir VLP
seismicity during the previous time-segment. Alternately, the increase in Q could
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be caused by a decrease in magma viscosity. This would likely not be from a
decrease in porosity, since if everything else were constant the very gradual ground
inflation rate that occurs over this time-segment relative to the lava lake filling
rate would imply an increase in magma porosity. Viscosity decreases might instead
reflect increases in magma temperature, perhaps indicating an influx of hotter
magma from depth that may have been initiated by the 2012 SSE.
October 2012 intrusion-June 2014 Pu‘u ‘Ō‘ō eruption
Between the October 2012 intrusion and the June 2014 Pu‘u ‘Ō‘ō eruption
there was a long-term ground inflation trend, while average lava lake level
remained constant (Fig. 3.11). On shorter timescales, lava lake elevation and
ground inflation were well correlated (Fig. 3.15). VLP seismicity during this
time included both Normal and Reverse events, periodic tremor, and lava lake
sloshing (Fig. 3.12, 3.13, B.24). Until around late 2013, the average conduit-
reservoir T varied from 38-41 s over timescales of months and was generally well
correlated with lava lake elevation. After this, T remained relatively constant
despite continuing fluctuations in lava lake elevation, and became anti-correlated
with lava lake height by April 2014. Average conduit-reservoir Q decreases from
∼20 to ∼11 by May 2013, followed by a non-monotonic increase to ∼25 by the
June 2014 Pu‘u ‘Ō‘ō eruption. Conduit-reservoir Q was negatively correlated with
T over most of the time-segment but exhibited variable correlation with lava lake
elevation and ground inflation. Local maxima in conduit-reservoir event density
occurred during times of inflation in May 2013, August 2013, February 2014, and
around the May 2014 intrusion (Fig. 3.13). Conduit-reservoir ground motions were
constant over this time-segment, indicating a stable reservoir geometry (Fig. 3.16).
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Average lava lake sloshing Q was highly variable between 6-50 but increased on
average over this time-segment (Fig. 3.11).
The lack of changes in conduit-reservoir ground motions patterns around
either the October 2012 or May 2014 intrusions likely indicates that these
intrusions did not have direct enough hydraulic connections to the main shallow
reservoir to be involved in the oscillations. However, the changes in correlations
between T , Q, and lava lake elevation around both intrusions do indicate some
change in the shallow magma system. This could be related to a change in magma
properties if some of the shallow magma and/or the supply of new melt/volatiles
from depth was routed into the intrusions. It is also interesting that the highest
post-2011 VLP event density occurs around the May 2014 intrusion, despite this
intrusion having a relatively minor signature in the other datasets.
June 2014 Pu‘u ‘Ō‘ō eruption-May 2016 Pu‘u ‘Ō‘ō eruption
There was steady long-term ground inflation during most of this time-
segment, with more rapid inflation in the months around the May 2015 intrusion
(Fig. 3.11). Lava lake elevation varied between 950-1000 m, except for the months
leading up to the May 2015 intrusion when it increased sharply to 130 m and
overflowed out of the overlook crater, then sharply dropped following the intrusion.
The months after the May 2015 intrusion exhibited the only anti-correlation
between lava lake elevation and tilt after 2010 (Fig. 3.15). VLP seismicity during
this time-segment included both Normal and Reverse conduit-reservoir events,
periodic tremor, and lava lake sloshing (Fig. 3.13). Local maxima in conduit-
reservoir event density occurred during the May 2015 intrusion, May 2016 Pu‘u
‘Ō‘ō eruption, and generally near the onset of long-term inflation periods (for
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example October 2014, December 2014, and March 2015). After the June 2014
Pu‘u ‘Ō‘ō eruption there was an abrupt change in conduit-reservoir oscillation
ground motions apparent as a decrease in vertical/horizontal ratios and in Mogi
depths (Fig. 3.16). Ground motions then remained stable until around the
October 2015 SSE when they became more variable. Conduit-reservoir T was
relatively constant around 39 s except for increasing to 41 s in the months leading
up to the May 2015 intrusion. Interestingly, the subsequent decrease in T occurred
over months despite the rapid drop in lava lake elevation; T remained correlated
with lava lake elevation during this time but not with tilt (Fig. 3.15). There was
a month-long ∼1 s local minima in T corresponding to the October 2015 SSE.
Conduit-reservoir Q averaged around 25 until a few months before the May 2015
intrusion, when it dropped to around 18 and remained stable for the remainder of
the time-segment. Q was either anti-correlated or not correlated with T during
this time-segment and was not strongly correlated with lava lake elevation or
ground inflation.
The change in conduit-reservoir event displacement patterns after the June
2014 Pu‘u ‘Ō‘ō eruption likely reflects a change in reservoir geometry, and the
lack of any corresponding changes in T or Q indicates that the conduit geometry
probably remained constant. Since this change is very abrupt it might reflect the
opening/closing of a dike or sill, perhaps peripheral structures extending from
the main reservoir region. However, it is not clear why this would have been
related to the ERZ eruption since there were apparently no strong changes in
summit reservoir pressure. Conduit-reservoir ground motions were highly variable
around the May 2016 Pu‘u ‘Ō‘ō eruption, so it is difficult to conclude whether
this eruption directly corresponded to a change in reservoir geometry as the 2014
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one did. While there were minimal changes in conduit-reservoir T and Q, lava
lake elevation, and ground inflation around the May 2016 Pu‘u ‘Ō‘ō eruption, an
abrupt change in SO2 emissions indicates that this event did perturb the summit
magma system.
The anticorrelation between tilt and lava lake elevation around the May 2015
intrusion is likely because the intruded magma contributed to ground inflation
even while pressure dropped in the main shallow reservoir. As with the October
2012 and May 2014 intrusions, the lack of changes in conduit-reservoir ground
motion patterns following this intrusion indicates that it did not have a direct
enough hydraulic connection to the main shallow reservoir to be involved in
the oscillations. Unlike those earlier intrusions the May 2015 intrusion does not
correspond to clear changes in correlations between T , Q, and lava lake elevation.
Conduit-reservoir events after the October 2015 SSE exhibit increased
variability in Mogi depths (Fig. 3.16), but no clear changes in the other metrics
for ground displacement patterns. This could reflect a subtle change in the shallow
magma system geometry or rock properties that made the Mogi inversions more
sensitive to noise. Alternately, it could indicate that the hydraulic connection
to some feature of the shallow magma system (e.g., a peripheral dike or sill) is
variable over this time. Tectonic stress changes from the October 2015 SSE could
have conceivably contributed to either scenario.
May 2016 Pu‘u ‘Ō‘ō eruption-May 2018 caldera collapse onset
Long-term averaged lava lake elevation increased gradually until late 2016
when small overflows occurred [Patrick et al., 2019b], then decreased gradually
until mid-2017. Lava lake elevation began increasing again more steeply in March
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2018 before eventually overflowing on April 26, then began draining rapidly on
May 2 [e.g., Neal et al., 2019] (Fig. 3.11). There was long term ground inflation
over most of this time-segment, and lava lake elevation and ground inflation
were mostly correlated on shorter timescales except for a few months in mid-
2017 (Fig. 3.15). VLP seismicity during this time included Normal and Reverse
events, periodic tremor, and lava lake sloshing (Fig. 3.12, 3.13, B.14, B.15, B.16).
Conduit-reservoir event density was relatively stable over this time-segment, while
lava lake sloshing events were numerous until mid-2017 and then became much
sparser. Conduit-reservoir oscillation T was stable around 39 s until October 2017
when it dropped to 37 s; then increased again in the months leading up to the May
2018 collapse eruptions before sharply dropping from 40 s on May 5 to 32 s on
May 7 when the last definitive conduit-reservoir event in our catalog occurred (Fig.
3.11). During this time-segment T was alternately correlated and un-correlated or
anti-correlated with lava lake elevation and ground inflation (Fig. 3.15). Conduit-
reservoir oscillation Q remained stable around 18 and was anti-correlated with
T until late 2017, when Q began to vary and show a correlation with lava lake
elevation and became uncorrelated with T . Conduit-reservoir ground motion
patterns remained highly variable over this time-segment, but average Mogi depths
decreased until early 2017, after which they remained consistent and with lower
misfit (Fig. 3.16).
That different ground motion metrics show large variability at different
times within this time-segment indicates that the evolution of reservoir geometry
may have been complex, but it does seem that some gradual evolution was likely
occurring at least until early 2017. The numerous changes in correlations around
mid-2017 also indicate that some change occurred in the shallow magma system.
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The continual increase in T in the months leading up to the 2018 collapse eruption
onset seems to be similar to the buildup to the October 2012 and May 2015
intrusions, which in all three cases seems to track increases in lava lake elevation
and ground inflation indicating a buildup of magma/pressure in the shallow
summit magma system. The month-timescale fluctuations in average Q starting
in late 2017 indicate some variability in magma properties, but that Q remains
relatively low (mostly <20) could indicate that there was not a significant increase
in magma temperature. This would be consistent with the idea that the increase
in pressure could be explained primarily by a blockage along the ERZ rather than
by an increase in the flux of new hotter magma from depth [Patrick et al., 2020].
Detailed modeling of T , Q, and the other datasets available could yield more
insight into what changes in the magmatic system were occurring during this time
and what they could have indicated about the upcoming eruptions.
Conclusions
We have presented a fully automated workflow using wavelet transforms to
both detect and categorize VLP seismic signals that arise from magma resonance.
These methods can detect multiple distinct spectral peaks and provide robust
estimates of quality factors. They do not rely upon any training data and are
readily transferable to other volcanoes as well as to long-period resonant signals in
other geophysical time series such as infrasound data. We expect these methods
will be useful for both analyzing historical seismic data and for near-real-time
monitoring at various volcanoes.
We then used these methods to generate a catalog of VLP events that
occurred between 2008-2018 during a prolonged open vent eruptive episode at
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Kı̄lauea Volcano, Hawaii USA. This catalog expands upon earlier VLP catalogs
by characterizing more types of signals and providing refined estimates of quality
factors, revealing a rich time series of VLP seismicity. We focus particularly
on two common classes of events: the ‘conduit-reservoir’ oscillation, which is
prevalent over most of this timespan and represents the fundamental eigenmode
of the shallow magma plumbing system, and a ‘lava lake sloshing’ resonance
representing surface gravity wave propagation in the summit lava lake. We
document changes in period, quality factor, and ground motion patterns over
timescales ranging from hours to years for the conduit-reservoir oscillation. These
include consistent patterns preceding and following intrusion and eruption events.
We also characterize a trend of lava lake sloshing between 2010 and 2018 that
exhibits a relatively consistent increase in period over time but wide variability
in quality factors. Both classes of VLP events exhibit variable correlations with
each other and with other geophysical data such as tilt, lava lake elevation, and
SO2 emissions.
VLP ground motions suggest that the shallow magma reservoir geometry
was stable for years at a time, but did exhibit an abrupt change in 2014 and
more gradual evolution over 2009-2010 and 2016-2018. Magma resonance models
suggest that the variability in the period and quality factor of the conduit reservoir
oscillation on timescales of months or less likely reflects changes in magma
density of up to 500 kg/m3 and changes in magma viscosity of up to an order of
magnitude. Lava lake sloshing T exhibits a long-term increase consistent with
the increasing lava lake diameter. Lava lake sloshing Q exhibits large variability
on timescales of days to years that suggests orders of magnitude changes of
magma viscosity in the lava lake, but which may not be representative of magma
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viscosity in the conduit. This analysis places these resonant oscillations amongst
a rich suite of existing data available to understand the evolution of the shallow
magma system and the processes occurring within it. We anticipate that future
co-inversions of these VLP oscillations and other geophysical data will lead to
new insights into the physical processes responsible for a dynamic and long-lived
eruptive episode at Kı̄lauea volcano.
Bridge
This chapter has demonstrated the use of wavelet transforms for detecting
and classifying volcano seismicity from magma resonance, and produced a catalog
of VLP seismicity at Kı̄lauea Volcano. This chapter also discussed the limits of
existing magma resonance models at explaining many observations from this
catalog, which sets the stage for the next chapter. The next chapter will develop
improved fluid dynamical models for magma resonance, and use these models to
conduct inversions for magma properties over time at Kı̄lauea Volcano.
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CHAPTER IV
Kı̄LAUEA VERY-LONG-PERIOD SEISMICITY INVERSION
This chapter represents material that was written with co-author Leif
Karlstrom and that is in preparation for submission to Journal of Geophysical
Research: Solid Earth. Joshua Crozier implemented modeling and data analysis
with input from Leif Karlstrom. Joshua Crozier wrote the manuscript with input
from Leif Karlstrom. Leif Karlstrom and Joshua Crozier conceived of the study.
Leif Karlstrom obtained funding.
Introduction
Magma rheology and volatile contents exert primary controls on whether
eruptions occur, on the style of eruption that occurs, and on how eruptive
dynamics progress over time [e.g., Gonnermann and Manga, 2007, Wallace et al.,
2015, Siebert et al., 2015]. In shallow magma systems, these properties can change
over a wide range of timescales due to processes such as recharge (influx of new
melt and/or volatiles), convection, cooling/crystallization, and outgassing [e.g.,
Burgisser et al., 2015]. Being able to infer in-situ information about specific
magma properties and how they are changing over time is thus vital for both
volcano hazard monitoring and understanding the processes that drive volcanic
activity. A wide variety of data, such as from seismicity, gravity, electromagnetism,
ground deformation, gas flux, and erupted products, have been utilized for such
inference [e.g., Pallister and McNutt, 2015]. However, limited progress has been
made at resolving in-situ variation in magma properties over space and time, even
at well instrumented and studied volcanoes such as Kı̄lauea (Hawaii, USA).
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Very-long-period (VLP) seismic signals, which are prevalent at many
volcanoes, have a disproportionate amount of energy at periods greater than ∼2 s
[e.g., Chouet and Matoza, 2013]. These signals are often inferred to be caused
by magma movement resulting from from magma flow through constrictions,
bubble slug ascent, or resonant oscillations within various magma plumbing system
components [e.g., Kumagai et al., 2003, Nakamichi et al., 2009, Jolly et al., 2017,
Cesca et al., 2020]. They thus provide a direct probe of both magma properties
and magma plumbing system geometry [e.g., Kumagai, 2006, Chouet et al.,
2008, Dawson et al., 2011]. We consider VLP events from magma resonance, in
which case the dominant periods, quality factors (decay rates), and associated
ground motions encode the eigenmodes of the magmatic resonator and source-time
function of excitation [Karlstrom and Dunham, 2016].
Kı̄lauea hosted thousands of resonant VLP events over its 2008-2018 summit
eruptive episode [Dawson and Chouet, 2014, Crozier and Karlstrom, 2021].
The combined availability of a recent catalog of this VLP seismicity [Crozier
and Karlstrom, 2021], an understanding of the resonance mechanism gained
from previous modeling and inversions [Chouet and Dawson, 2013, Liang et al.,
2020b,a], and a relative abundance of other data and observations make Kı̄lauea
volcano an excellent study location to test what changes in the shallow magma
system can be resolved from VLP seismicity. This eruption involved formation of
a persistent lava lake in the Halema‘uma‘u summit vent, multiple East Rift Zone
(ERZ) eruptions (the Kamoamoa fissure eruption in Mar 2011 and Pu‘u ‘Ō‘ō vent
openings in Aug 2011, Sep 2011, Jun 2014, and May 2016), several inferred magma
intrusions (in Oct 2012, May 2014, and May 2015), several regional slow-slip events
(SSEs) which have been linked to magmatic activity (in Feb 2010, May 2012, and
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Oct 2015), and culminated in the eruption of around 0.8 km3 of magma from the
ERZ and caldera collapse at the summit [e.g., Patrick et al., 2019b, Neal et al.,
2019, Wang et al., 2019].
The geometry of the Kı̄lauea shallow summit magma system is
approximately known from a multitude of previous seismic and geodetic studies
[e.g., Baker and Amelung, 2012, Chouet and Dawson, 2013, Anderson et al., 2015,
Crozier et al., 2018a, Anderson et al., 2019, Liang et al., 2020a]. It consists of
the Overlook Crater which hosts the Halema‘uma‘u lava lake, the Halema‘uma‘u
reservoir which is centered 1-2 km beneath the vent opening, and the deeper
South Caldera reservoir. The Halema‘uma‘u reservoir has a very open hydraulic
connection to the lava lake at most times, but the details of connections to
the South Caldera reservoir, ERZ, and deeper magma sources are not well
known [Anderson et al., 2020]. VLP ground motion patterns indicate changes
in Halema‘uma‘u reservoir geometry might have occurred gradually over 2009-
2010 and 2016, and abruptly in Jul 2014 [Crozier and Karlstrom, 2021]. Lava lake
elevation and surface area data is available over most of the timespan [Patrick
et al., 2019b]. Gravity data is available over some parts of the timespan and
has provided estimates of the average magma density in the lava lake [Carbone
et al., 2013, Poland and Carbone, 2016, 2018]. Rock sample analysis constrains
variability in magma chemistry, temperatures, and volatile contents present in
the shallow Halema‘uma‘u magma, as well as in the assumed primitive or ‘parent’
magma that recharged the system from depth [e.g., Edmonds et al., 2013, 2015].
The combination of data on geodetic ground deformation, lava lake elevation,
and VLP seismicity permits joint inversions of properties of the magma system
over time with the development of an appropriate magma resonance model. The
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dominant VLP resonant mode at Kı̄lauea is the “conduit-reservoir” oscillation,
which consists of a vertical sloshing of the magma column in the conduit and
lava lake in and out of the underlying magma reservoir [Liang et al., 2020b].
Gravity is the dominant restoring force and viscous drag is the dominant source
of damping. We extend previous models for this resonance to include a more
detailed treatment of the lava lake, variable conduit geometry, and stratified
magma properties governed by joint CO2-H2O volatile solubility models under
disequilibrium degassing regimes. We explore the effects of various magma system
properties on this model, which informs the sensitivity of the resonance to changes
in these properties and the limits of what can be uniquely resolved. We conduct
inversions with this model over the timeline of VLP seismic events, with additional
constraints from the observed lava lake elevation and joint geodetic inversions
for pressure changes in the two summit reservoirs. Focusing on timescales of
years or less, over which the subsurface magma system geometry can be assumed
to be relatively constant, allows unique inversion of relative changes in magma
properties. This yields a timeline of magma evolution at various depths within
the shallow magma system over timescales from hours to years. We interpret
the timeline of magma properties in relation to other data and observations, and
discuss the implications for volcano monitoring.
129
Methods
Conduit-reservoir magma oscillation model
Model description
We consider a background state consisting of a static radially symmetric
magma column with density and viscosity that are vertically stratified (but
laterally uniform), underlain by a magma reservoir contained within an elastic
half-space (Fig. 4.1). Our model domain extends from the bottom of the conduit
(or top of the reservoir) to the surface of the lava lake (Fig. 4.1). We then use
linearized governing equations for uni-directional magma flow induced by small-
amplitude perturbations to this system. We neglect the compressibility of magma
in the column and conduit wall elasticity in response to these perturbations, which
is justified for this resonant mode [Liang et al., 2020b]. In this case magma density
ρ(z, t) will be given by




where ρ̄(z) is background magma density and h(z, r, t) is conduit-parallel fluid
particle displacement, so the orientation of h is a function of conduit dip angle
θ(z). Linearized conservation of momentum for perturbations is then given by
∂v
∂t
















where µ̄(z) is background magma viscosity, g is gravitational acceleration, p(z, t) is
pressure perturbation, and v(z, r, t) is fluid particle velocity in the conduit-parallel
direction.
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We assume a zero slip boundary condition along the magma column
(conduit/lava lake) wall at radius R
v(z,R, t) = 0. (4.2.3)
Cross-sectionally averaged viscous drag force can be determined from the shear
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FIGURE 4.1. (a) Illustration of conduit-reservoir resonance model, approximately
drawn to scale based on observed lava lake geometry and inferred conduit and
reservoir geometries. The color gradient in the conduit and lava lake qualitatively
indicates depth-varying magma properties. The black arrows at the top of the
lava lake and bottom of the conduit illustrate vertical sloshing motion during the
resonance (not to scale). (b) Example depth profiles of magma properties created
from piecewise linear volatile profiles at a uniform temperature of 1200 C.
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where a zero subscript indicates evaluation at the bottom of the magma column
(or top of the reservoir), e.g., R0 = R(z = 0), and subscript H indicates evaluation
at the top of the magma column (or top of the lava lake).
We apply pressure perturbation boundary conditions at the bottom and
top of the magma column. Neglecting fluid inertia and viscous dissipation in the
reservoir, which is a good approximation for this resonance [Liang et al., 2020b],
linearized pressure perturbation at the base of the magma column p0 is a function
of displaced magma mass in the reservoir,
p0 = −C−1t πR20〈h〉0, (4.2.7)
where Ct is the total storativity (injected magma volume per unit pressure
increase) of the reservoir,
Ct = (βm + βc)V, (4.2.8)
where V is reservoir volume, βm = ρ̄
−1dρ̄/dp is effective magma compressibility
in the reservoir, and βc = V
−1dV/dp is the elastic reservoir compressibility. For a
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spherical reservoir
βc = 3/(4G), (4.2.9)
where G is the elastic shear modulus; analytical solutions also exist for penny-
shaped and rectangular cracks and ellipsoids [e.g., Fialko et al., 2001, Cervelli,
2013, McQuillan and Karlstrom, 2021]. Linearized pressure perturbation at the top
of the magma column pH is a function of forcing pressure pex and the displaced
magma mass at the free surface,




Integrating momentum (Eq. 4.2.4) in the z-direction over magma column
height H and substituting in conservation of mass (Eq. 4.2.6) and the boundary




















































































Substituting Eq. 4.2.16 into Eq. 4.2.15 and simplifying with the Bessel function











Substituting Eq. 4.2.17, 4.2.5, and 4.2.6 into Eq. 4.2.11 and taking the real









































Setting the top forcing pressure pex in Eq. 4.2.18 to zero gives the governing







+ c3〈h〉0 = 0. (4.2.19)










































Damped harmonic oscillator equation 4.2.19 has a general solution of the
form
〈h〉0(t) = 〈h〉0(t = 0)e(λ+iω)t, (4.2.23)


















ω2u − λ2 (4.2.25)
where undamped (inviscid) natural angular frequency ωu =
√
c3/c1. Since c2 and
λ are functions of ω, Eq. 4.2.25 can be solved implicitly for ω, which then may
be used to calculate λ from Eq. 4.2.24. Quality factor Q gives the ratio of energy





Analytical solutions under simplified conditions
To gain more insight into these equations, we examine a simplified scenario
that permits a concise analytical solution. We consider a vertical cylindrical
magma column with uniform magma viscosity. We assume a linear magma density
gradient between ρ̄0 and ρ̄H , alternately characterized by the density average and
difference ρ̄avg and ∆ρ̄. We assume fully developed (Poiseuille) flow, which will
provide an upper bound on viscous damping. This simplified scenario is more
similar to those considered in Chouet and Dawson [2013] and in the reduced
conduit-reservoir eigenmode model of Liang et al. [2020b]. In this scenario, the
inertial term reduces to
c1 = Hρ̄avg, (4.2.27)






and the restoring force term reduces to
c3 = g(ρ̄H −∆ρ̄) + πR2C−1t . (4.2.29)





a natural angular frequency of
ω =
√

















The natural frequency of flow that is not fully developed, as will be the case
during Kı̄lauea VLP events [Liang et al., 2020b], will be between the natural
frequency of fully developed flow and the undamped natural frequency
ωu =
√




We use two approaches for constructing background state stratified magma
columns. In the density-based approach, we prescribe piecewise linear depth
profiles of magma density and viscosity. In the volatile-based approach, we
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prescribe piecewise linear depth profiles of magma temperature and volatile
contents, from which density and viscosity are calculated (Fig. 4.1). In both
approaches we assume magmastatic pressure gradients, although we note that
exchange flow could result in lower pressures [e.g., Fowler and Robinson, 2018].
In either approach, by varying piecewise linear depth profiles we can
examine a range of possible stratified magma columns that could result from both
equilibrium and disequilibrium outgassing regimes. Considering disequilibrium
outgassing regimes, where total (exsolved plus dissolved) volatile contents can be
nonuniform because the flux of gas is decoupled from the melt phase, is especially
important for lava lake volcanism where the magma is continuously convecting
and outgassing. The piecewise linear approach allows us to evaluate a range of
stratified magma depth profiles approximating those that might arise under various
convective/outgassing regimes, while avoiding the need to explicitly simulate
such dynamics in the spirit of simplicity (and sparse data constraints). For both
approaches we parameterize the piecewise magma properties by their value at the
bottom of the conduit, top of the conduit, and top of the lava lake.
For the volatile-based approach we consider both CO2 and H2O, but do not
explicitly treat sulphur since its solubility is poorly constrained in reduced mafic
melts. Sulphur has roughly similar solubility to H2O [e.g., Burgisser et al., 2015],
and so will approximately trade-off with H2O contents in our models. Sulphur
species are also inferred to be a smaller volatile component (∼0.1 wt%) of the
primitive/parent magma at Kı̄lauea than H2O and CO2 (∼0.5 wt% each) [e.g.,
Edmonds et al., 2013]. We assume a magmastatic (or hydrostatic) background
pressure profile





where y is a dummy integration variable for depth and where atmospheric pressure
P̄atm = 10










We calculate background melt density ρ̄m(z) as a function of pressure,
temperature, and composition using the model of Lange and Carmichael [1987]
with average Halema‘uma‘u melt inclusion compositions from Table 7 in Edmonds








where n̄(z) and M are the background exsolved gas mass fraction and molar mass
of each volatile species and Rg is the ideal gas constant. To obtain exsolved gas
mass fractions we interpolate from pre-computed grids of equilibrium H2O and
CO2 solubility as a function of pressure and H2O gas molar fraction obtained from
the model of Iacono-Marziano et al. [2012], again using average Halema‘uma‘u
melt inclusion compositions from [Edmonds et al., 2013]. The accuracy of the
equilibrium solubility assumption will depend on the rate of magma ascent/descent
relative to the rate of volatile diffusion in/out of bubbles. Estimated lava lake
upwelling velocities of 0.15-0.3 m/s would yield circulation timescales on the order
of hours [Patrick et al., 2016b]. H2O and CO2 diffusivity are highly dependent on
temperature H2O contents, but should be on the order of 10
−9 to 10−11 m2/s in
the shallow Kı̄lauea magma system [Zhang et al., 2007]. This could correspond to
diffusion timescales from minutes to hours depending upon bubble spacing, which
could range from 10−5 to 10−3 m [e.g., Mangan et al., 2014].
139
We calculate background melt viscosity µ̄l(z) as a function of temperature
and dissolved H2O from the model of Giordano et al. [2008], again using the
average Kı̄lauea glass composition from Table 7 in Edmonds et al. [2013]. Crystal
contents [e.g., Mader et al., 2013] will increase viscosity, but we neglect this given
the relatively low crystal contents of Halema‘uma‘u magma [e.g., Edmonds et al.,
2013]. The effect bubbles have on bulk magma viscosity depends upon the flow
regime [e.g., Pal, 2003, Llewellin and Manga, 2005]. For oscillatory flows this
is governed by the dynamic capillary number, which is the ratio between the
timescale over which bubbles relax to spherical shapes and the timescale over







For Cd < 1 bubbles will as obstacles to flow and increase bulk magma viscosity,
whereas for Cd > 1 bubbles will act as weak regions that deform preferentially and
reduce bulk magma viscosity.
Melt viscosity µl will be on the order of 10
1 to 102 Pa·s [Giordano et al.,
2008]. Bubble radii Rb in effusive Hawaiian eruptions are on the order of 10
−4
to 10−3 m, though some much larger bubble slugs could be present due to
coalescence [e.g., Mangan et al., 2014]. It is also likely that there would be some
lateral variability in bubble size distribution depending upon the exchange flow
regime [e.g., Fowler and Robinson, 2018], though for simplicity we have neglected
lateral variation of all magma properties. Surface tension Γ will be on the order
of 10−1 N/m [Walker and Mullins, 1981]. The mean strain rate ratio ε̈/ε̇ for a
sinusoidal velocity will be approximately 2π/T , so on the order of 10−1 s−1 for
these VLP events. Cd will thus be on the order of 10
−3 to 10−1. The presence
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of larger bubbles would increase Cd, though when bubble slugs spanning an
appreciable proportion of the conduit width are present other approximations in
this model are likely no longer accurate. However, such large bubble slugs would
ascend on the order of minutes and typically cause Strombolian-type bubble bursts
on the lava lake surface, which are only observed intermittently [e.g., Chouet et al.,
2010]. We thus assume that the conduit and lava lake are free of such large bubble
slugs most of the time, and also note that if bursting bubble slugs trigger VLP
resonance then said bubble slugs would be gone after the resonance onset. We thus
assume that Cd < 1 and use the low capillary number model from Llewellin and





where φ̄(z) is background magma porosity. This relation becomes inaccurate as
porosity approaches 1, such as in foam layers that might build up near the lava
lake surface. Such layers will have low viscosity regardless of the parameterization
used, and so will contribute negligibly to the overall viscous damping. Figure 3.18
shows the effects of temperature and volatile contents on magma properties.
Magma system geometry
In this study, we conduct all simulations using model parameters that are
plausible for the Kı̄lauea magma system rather than focusing on more general
parameter explorations. We thus present the model geometry in terms of depths
and elevations that are relevant for Kı̄lauea. Digital elevation models of the
Halema‘uma‘u lava lake geometry are available from two times when the lava
lake fully drained in 2011 and 2018 [Patrick et al., 2019b]. We approximate the
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lake geometry as a vertical cylinder in all of our simulations. This is justified
for the case of Kı̄lauea since at both times when the lava lake fully drained
it’s geometry was roughly cylindrical [Patrick et al., 2019b], and we also find
that using a conical frustum approximation to the lava lake geometry does not
produce appreciably different results in our models. There are no direct constraints
on conduit geometry except for limited observations from the times when the
lake drained fully, where it appears that the top of the conduit is appreciably
smaller than the base of the lava lake [Carbone et al., 2013, Patrick et al., 2019b].
Previous VLP seismic modeling assuming a cylindrical conduit by [Liang et al.,
2020a] indicates a most likely radius of 10-20 m. We consider conduit geometries
consisting of either cylinders or conical frustums, and allow the conduit to dip at
an angle θ from vertical (Fig. 4.1).
Anderson et al. [2019] inverted for reservoir geometry and rock properties
by combining GPS, tilt, and InSAR data with constraints from lava lake elevation
using the pitot tube relation. They found the most likely model to be a 4 km3
vertically elongated ellipsoidal reservoir with centroid located 200 meters northeast
of the lava lake at a depth of about 2 km and with a rock shear modulus of 3 GPa.
While some previous VLP seismic inversions have inferred a source geometry
of intersecting dikes [Chouet et al., 2010, Chouet and Dawson, 2011, 2013], an
ellipsoidal reservoir is consistent with the collapse geometry observed in 2018
[e.g., Anderson et al., 2019], with previous geodetic inversions [e.g., Baker and
Amelung, 2012, Poland et al., 2014], and previous work combining modeling with
VLP seismic inversions [Crozier et al., 2018a, Liang et al., 2020a]. We thus adopt
the ellipsoidal reservoir geometry and rock shear modulus found by Anderson et al.
[2019] as the reference scenario for our simulations.
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The simplified scenario considered in section 4.2 permits an easy examination
of the relative importance of restoring forces from gravity and reservoir storativity
for our assumed Kı̄lauea magma system geometry. The expression for elastic
compressibility of an ellipsoidal reservoir is not shown here as it is somewhat messy
[Cervelli, 2013], but given that the aspect ratio of the Halema‘uma‘u reservoir is
close to one we approximate its compressibility as βc = 2.5 × 10−10 Pa−1 from
the spherical reservoir expression in Eq. 4.2.9. Magma compressibility in the
reservoir could range from ∼ 10−9 to 10−10 Pa−1 [Liang et al., 2020a], from which
Eq. 4.2.8 gives reservoir storativity of ∼1 to 5 m3/Pa. For a conduit radius of
10 m the reservoir storativity restoring force term in Eq. 4.2.29 will range from
∼60 to 300 N/m3. The density difference across the conduit will likely be at
least ∼1000 kg/m3 [Liang et al., 2020a]. The gravity restoring force term in Eq.
4.2.29 will thus be at least ∼104 N/m3, which is an order of magnitude larger than
the reservoir storativity term. This is consistent with a similar analysis in Liang
et al. [2020b]. Simulations with the non-simplified model for our assumed Kı̄lauea
magma system geometry also verify that reservoir storativity has a negligible
impact on T and Q in this system. We thus fix the compressibility of magma in
the reservoir to 5× 10−10 Pa−1 for all simulations.
Figures 4.2 and 4.3 show the effects of various magma system geometries and
magma properties on T or Q in the density-based and volatile-based approaches.
We note that for the density-based magma properties, lava lake elevation and
magma properties in in the lava lake do not appreciably effect T or Q (Fig.
4.2). This occurs because the much larger surface area of the lava lake means
that the viscous damping, inertial, and gravitational terms are minimal in the
lava lake relative to the conduit. However, in the volatile-based scenario both
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lava lake elevation and magma properties in the lake do effect T and Q (Fig.
4.3). This is because changing the total mass of magma in the lava lake changes
the magmastatic pressure load on the conduit, and so can significantly effect
the magma properties in the conduit by changing volatile solubility. This will
inform interpretation of inverted changes in magma properties, and illustrates the
importance of using a volcanologically informed background state model.
Prescribing magma system geometry for inversions
We will use the conduit-reservoir resonance model and solution method
outlined in Eqs. 4.2.18-4.2.26 to conduct inversions for three properties associated
with each VLP event: T , Q, and geodetically inverted reservoir pressure (discussed
in section 4.2). VLP ground motions during each event are another potential
fitting parameter. However, we do not include these for reasons discussed later
in this section. We interpolate between measurements in Patrick et al. [2019b]
to directly prescribe lava lake surface elevation and lava lake radius at the time
of each event. With only three fitting parameters and one fixed parameter, there
are too many poorly constrained parameters in the conduit-reservoir model to
uniquely invert for all unknown parameter values. This can be readily inferred
from the overlapping effects of various parameters in figures 4.2 and 4.3, and also
seen in stochastic inversions for the simpler conduit-reservoir resonance model in
Liang et al. [2020a]. The primary goal of this study is to resolve relative changes
in magma properties over time, rather than attempting to solve for all possible
configurations of the magma system that might be consistent with the data at a
given time. We will thus seek to make assumptions and approximations that are
reasonable over limited timescales to reduce the number of free parameters.
144
200 400 600 800 1000 1200






500 1000 1500 2000






1000 1500 2000 2500

















































500 600 700 800 900






200 300 400 500 600













5 10 15 20 25 30






5 10 15 20 25 30













5 10 15 20 25 30












FIGURE 4.2. Predicted variation in T , Q, and pressure at the bottom of the
conduit (or top of the reservoir) due to varying density-based model parameters
in isolation. Here we assume an ellipsoidal reservoir geometry as in table 2 (with
vertical semi-diameter adjusted for consistency with the varied conduit length) and
fix compressibility of magma in the reservoir to 5 × 10−10 Pa−1. Dashed black lines
indicate the default value of each parameter used to make the other plots.
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FIGURE 4.3. Predicted variation in T , Q, and pressure at the bottom of the
conduit (or top of the reservoir) due to varying volatile-based model parameters
in isolation. Here we assume an ellipsoidal reservoir geometry as in table 2 (with
vertical semi-diameter adjusted for consistency with the varied conduit length) and
fix compressibility of magma in the reservoir to 5 × 10−10 Pa−1. Dashed black lines
indicate the default value of each parameter used to make the other plots.
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One way to significantly reduce the number of free parameters is to assume
that the geometry of the shallow subsurface magma system remains constant.
The term subsurface here is used to exclude lava lake radius, which we can
constrain from observations as mentioned above. We still include lava lake bottom
elevation in the parameters being treated as constant, since there are only two
measurements (in 2011 and 2018) which is not enough to reasonably interpolate
between.
The assumption of constant magma system geometry is likely not accurate
over the whole timespan, where analysis of ground motions indicates that there
are some changes at least in reservoir geometry [Crozier and Karlstrom, 2021].
However, the exact nature and timing of these changes is difficult to resolve from
either VLP seismic or geodetic data. There is significant noise in ground motions
that would cause artificial variation in the inverted reservoir geometry over time
[Anderson et al., 2015, Crozier and Karlstrom, 2021]. This would then cause
artificial variation in other model parameters of interest. Temporal regularization
that penalizes rapid and/or strong variation in some of the parameters, such as
those governing subsurface magma system geometry, could be imposed. However,
the choice of how to impose this regularization would be inherently arbitrary
without a physics based model informing the evolution of magma system geometry,
and would introduce additional complexity around presenting the uncertainty
from this choice. Additionally, since the conduit-reservoir resonance at Kı̄lauea
is insensitive to reservoir compressibility, the only changes in reservoir geometry
that matter for this model will be those that raise or lower the reservoir roof
elevation (thus changing conduit length). Changes in conduit shape also impact
the resonance, but are even more difficult to directly constrain since the conduit
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will generally be much less compliant than the underlying reservoir and so have
a comparatively minimal contribution to VLP seismic and geodetic ground
deformation [Liang et al., 2020b].
While we see self-consistent inversion involving changes in the plumbing
system geometry as a promising future direction and a grand challenge in
volcanology, it is outside the scope of this study. Prescribing a fixed subsurface
magma system geometry thus better facilitates resolving relative changes in
magma properties on timescales of years or less, although we note where where
changes in the geometry might occur and interpret our results around these times
accordingly. Table 2 shows the magma system geometry we prescribe.
We can consider various processes that might modify the subsurface magma
system geometry to evaluate the timescales and conditions over which the
assumption of constant geometry is likely to be accurate. Changes in conduit
length (from changing reservoir-roof height) on the order of tens of meters or
changes in conduit radius on the order of meters are required to appreciably
impact VLP properties (Fig. 4.2, 4.3). Changes in geometry might occur gradually
due to processes such as viscous deformation of the host rock, thermal erosion of
the host rock, and crystallization/melting at the magma/rock interface. These
processes can probably be neglected on timescales less than a year. Changes in
the conduit shape could also occur either abruptly or gradually due to changes in
the local stress field, which could be caused by inflation/deflation of the magma
reservoirs, intrusions, slow-slip events, or the May 2018 M7 earthquake. All of
these occur at known times, and so the possibility that they are influencing the
conduit shape can be considered when interpreting our results. Lastly, changes in
both conduit shape and reservoir roof height might occur due to mechanical failure
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TABLE 2. Fixed parameters used in gradient descent inversions for magma
properties
parameter default value units
conduit and lava lake geometry
lava lake bottom elevation 700 m ASL
conduit bottom elevation 410 m ASL
conduit top radius 10 m
conduit bottom radius 10 m
conduit dip 90 degrees
conduit length 290 m
Halema‘uma‘u reservoir
Halema‘uma‘u reservoir centroid elevation -840 m ASL
Halema‘uma‘u reservoir centroid latitude 19.4090 degrees
Halema‘uma‘u reservoir centroid longitude -155.2788 degrees
Halema‘uma‘u reservoir vertical semi-diameter 1250 m
Halema‘uma‘u reservoir horizontal semi-diameter 915 m
Halema‘uma‘u reservoir aspect ratio 1.23
Halema‘uma‘u reservoir volume 3.94 km3
Halema‘uma‘u reservoir magma compressibility 5× 10−10 Pa−1
South Caldera reservoir
South Caldera reservoir centroid elevation -4000 m ASL
South Caldera reservoir centroid latitude 19.3900 degrees
South Caldera reservoir centroid longitude -155.2710 degrees
South Caldera reservoir radius 1928 m
South Caldera reservoir aspect ratio 1
South Caldera reservoir volume 30 km3
other
rock shear modulus 3.08 GPa
density-based inversions
lava lake top density 300 kg/m3
baseline conduit bottom pressure 2.6 MPa
volatile-based inversions
H2O:CO2 mass ratio 1
baseline conduit bottom pressure 2.4 MPa
melt composition a
a average glass composition data from Table 7 in Edmonds et al. [2013]
149
along the magma-rock interface, as was observed along the overlook crater walls.
Even with detailed geophysical analysis, it would likely be difficult to place robust
constraints on when all of such events might have occurred or on the rate at which
they might have caused changes in the subsurface magma system geometry.
Geodetic inversions for reservoir pressure change
An open hydraulic connection between the lava lake and underlying
Halema‘uma‘u reservoir implies that reservoir pressure depends upon the total
mass of the overlying magma column, and that the lava lake acts as a pitot tube
indicator of reservoir pressure [e.g., Patrick et al., 2015, Anderson et al., 2019].
Changes in the average density of the magma column over a given time window
can thus be calculated if the corresponding changes in lava lake elevation and
reservoir pressure are both known. This will provide an important constraint on
possible density/volatile depth profiles at a given time. As discussed in section
4.2, we use the multi-data inversion results of Anderson et al. [2019] to prescribe
Halema‘uma‘u reservoir geometry and rock shear modulus (table 2), from which
ground deformation data can then be used to invert for relative pressure changes.
Geodetic data and inversions suggest that other processes contribute to
ground deformation around Kı̄lauea’s summit in addition to the Halema‘uma‘u
reservoir. The central south flank of Kı̄lauea has been sliding southward for
decades at a relatively steady background rate [e.g., Owen et al., 2000]. We correct
for the steady background motion using the source model of [Owen et al., 2000]
which consists of slip along low-angle normal faults as well as opening and strike-
slip motion along segments of the east rift zone (Fig. 4.4).
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Figure 4.4 (a) Vertical
ground displacement at
GPS station UWEV.
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A deeper Kilauea magma storage zone termed the South Caldera reservoir
also contributes significantly to ground deformation on timescales of years or
more, and possibly also on timescales of days or less such as during deflation-
inflation events [e.g., Baker and Amelung, 2012, Poland et al., 2014, Anderson
et al., 2020]. The nature of the hydraulic connections between the South Caldera
reservoir, Halema‘uma‘u reservoir, and ERZ are not known and could have
changed over time [e.g., Anderson et al., 2020]. The 2015 magma intrusion also
caused significant ground deformation centered south of the Kı̄lauea summit vent,
though shallower and farther west than the previous South Caldera reservoir
deformation centroid [Johanson et al., 2016, Bemelmans et al., 2021]. Here we
account for deformation from the South Caldera reservoir by jointly inverting for
pressurization of the Halema‘uma‘u and South Caldera reservoirs (Fig. 4.5).
We assume a horizontal centroid location of the South Caldera reservoir
based on previous inversions in Poland et al. [2012] (Fig. 4.4, table 2). The depth
and geometry of the South Caldera reservoir are less well constrained than its
horizontal centroid location [e.g., Baker and Amelung, 2012, Poland et al., 2014].
For simplicity we assume an ellipsoidal reservoir geometry, which can be used
to test a range of centroid depths, volumes, and aspect ratios (height/width) as
detailed later in this section.
For both reservoirs we use the analytical source model for an ellipsoid in
an elastic half space from Cervelli [2013]. We use daily average position solutions
from Nevada Geodetic Laboratory [Blewitt et al., 2018] for GPS/GNSS stations
within a few km of the Halema‘uma‘u and South Caldera reservoirs: CRIM,
OUTL, UWEV, AHUP, BYRL, CNPK, NPIT, KOSM, and MANE (Fig. 4.4).
We do not use higher frequency GPS solutions due to significant noise, and do not
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include tilt-meter data due to artificial drift that can be significant at timescales of
months or longer. We find that Fourier domain first-order topography corrections
[Williams and Wadge, 2000] change inverted pressures by less than 1%, so we do
not include them for consistency with the south flank motion corrections which
were derived without topography. For each time t we use a linear least-squares
inversion to jointly solve for pressure changes in the two reservoirs that best fit
the observed displacement vector ~U (which includes all three components of all







where ~GHMM and ~GSCR are the Green’s function vectors for the Halema‘uma‘u
and South Caldera reservoirs, PHMM and PSCR are pressures in the two reservoirs,
and brackets indicate concatenation.
South Caldera reservoir centroid depth and aspect ratio (height/width) both
have relatively minimal effects on inverted pressure variations in the Halema‘uma‘u
reservoir on short timescales (a year or less), where we will be focusing most of
our analysis. However, increasing either parameter causes the inversions to assign
more of the long-term deformation to the South Caldera reservoir, which decreases
the magnitude of the longer term inflationary trend in Halema‘uma‘u reservoir
pressure. We find that the South Caldera reservoir needs to be relatively deep
and/or vertically elongated to produce time-series of pressure in the Halema‘uma‘u
reservoir that are consistent with observed lava lake elevation. This is due to the
pitot tube relation discussed above, which allows timelines of magmastatic pressure
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changes to be calculated from lava lake elevation given an assumed average magma
column density. For example, we show approximate bounds on such magmastatic
pressure changes in figure 4.5 that were calculated assuming lower and upper
bounds on average magma column densities of 1000 and 2700 kg/m3.
Since previous studies have found either vertically shortened or spherical
South Caldera reservoir geometries, we assume a spherical geometry. The volume
of a spherical reservoir does not significantly effect ground deformation patterns
[e.g., Segall, 2010] and thus does not impact inverted Halema‘uma‘u reservoir
pressure, so we just fix the South Caldera reservoir volume to 30 km3. South
Caldera reservoir centroid elevations of less than around -3 km ASL (depths of
∼4 km) can produce a feasible time-series of Halema‘uma‘u reservoir pressure
changes. We choose a reference South Caldera reservoir centroid elevation of -




























Halema‘uma‘u reservoir (from GPS)
South Caldera reservoir (from GPS)
magmastatic (from lava-lake elevation):  = 1000 kg/m
3
magmastatic (from lava-lake elevation):  = 2700 kg/m
3
FIGURE 4.5. Joint GPS inversions for pressure change over 2008-2018 in
the Halema‘uma‘u and South Caldera reservoirs. Here we use the median
Halema‘uma‘u reservoir and host rock parameters from Anderson et al. [2019]
and a South Caldera reservoir centroid elevation of -4 km ASL (depth of ∼5 km),
aspect ratio of 1, and volume of 30 km3. Magmastatic pressure changes calculated
from lava lake elevation data with assumed average magma column densities
of 1000 and 2700 kg/m3 (approximate lower and upper bounds) are shown for
comparison.
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4 km ASL, which is at the lower end of the range found in previous studies [Baker
and Amelung, 2012, Roman and Lundgren, 2021]. However, we also test the effects
of other South Caldera reservoir depths on our results. Such tests will also help
account for the uncertainty in the aspect ratio, since we find empirically that the
two parameters have nearly identical impacts on inverted Halema‘uma‘u reservoir
pressure changes.
The joint inversions for pressure in the Halema‘uma‘u and South Caldera
reservoirs assign most of the deformation from the 2015 magma intrusion to the
South Caldera reservoir, indicated by the step increase in our inverted south-
caldera reservoir pressure at this time (Fig. 4.5). We find that including an
additional source in the inversions for the 2015 intrusion following [Bemelmans
et al., 2021] does not yield significantly different Halema‘uma‘u reservoir pressure
changes. We thus expect that the joint inversions provide a sufficient correction
for this intrusion for obtaining Halema‘uma‘u reservoir pressures. However, we
exercise caution in interpreting our results at the time of the intrusion.
Inversions for magma properties
Grid searches over more than three free parameters
If we choose to parameterize the system such that there are four or more free
parameters, a unique solution will generally not exist since there are only three
parameters we fit for each event (period, quality factor, and pressure at the base of
the conduit). Grid searches provide a simple and robust way to explore the range
of possible mamga properties that can match the constraints for a given event. We










P0 − P ∗0
P ∗0
(4.2.40)
where the asterisk ∗ indicates observed/target values and P0 is pressure at the
bottom of the conduit. We set weights WT and WQ to one, and set weight WP to
ten due to the smaller normalized variance in P0 than in T and Q. Given a misfit
grid over the parameter space, we can readily evaluate the range of parameters
that can match the data by examining the minimum misfit that can be produced
for a given parameter value or combination of parameter values (Fig. 4.6, 4.7). We
also show probability density functions (PDFs, Fig. 4.6, 4.7). For this we follow
common practice of defining likelihood as the exponential of negative error. To
calculate a PDF over a single parameter Ã we sum over the likilihood of the set of














and similarly for PDFs over two parameters Ã and B̃ we sum over remaining














where E is misfit and a, b, c, d, ..., z indicate the values of each parameter. The
normalizing scale factor φ would typically be chosen so that all values of the PDF
integrate to one. However, since some of our parameters vary logarithmically we
instead scale each PDF by the total number of parameter values in it. The PDFs
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as presented will thus not integrate to 1, but interpreting how well constrained
and/or unique a solution is only depends upon relative PDF values. This scaling
also facilitates easier visual comparison of PDFs between parameters with different
ranges.
For density-based magma properties, we reduce the free parameters by using
a uniform viscosity, since the effects of viscosity at the top and bottom of the
conduit are nearly identical and since the effect of viscosity in the lava lake is
negligible (Fig. 4.2). We show an example grid search where we have reduced
the model to four free parameters: (1) uniform magma viscosity, magma-density
at the (2) bottom of the conduit, (3) top of the conduit, and (4) top of the lava
lake (Fig. 4.6). In this example, we picked representative target values from the
2013-2016 time segment of T ∗ = 40 s, Q∗ = 20 s, and P ∗0 = 5 MPa. We
chose a uniform conduit radius of 10 m, lava lake radius of 100 m, and lava lake
top elevation of 950 m. In this case, even though there are more free parameters
than fit parameters, all four free parameters exhibit a single global minimum
in minimum misfit and a single global maximum in PDF. However, the global
minimum in minimum misfit for all three density parameters are somewhat broad,
so solutions can still be found over a range of these parameters.
For volatile-based magma properties, both CO2 and H2O contents have
strong effects on the simulations. However, as the effects of both volatiles are
similar at a given depth (Fig. 4.3), allowing both to vary would result in strong
trade-offs and non-uniqueness. We thus impose a fixed mass ratio of total H2O to
total CO2 and vary the total (dissolved plus exsolved) combined volatile contents.
We chose a 1:1 mass ratio (where 1 wt% H2O corresponds to 1.4×104 ppm CO2),






















































































































































































































FIGURE 4.6. Grid search inversion for density-based magma properties with fixed
geometry. Lava lake elevation was set to 950 m. The target values for period,
quality factor, and pressure at the bottom of the conduit were set to 40 s, 20, and
5 MPa. Solid black lines indicate the parameter value where the minimum misfit
is found, and dotted black lines indicate the parameter value where the maximum
PDF is found.
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et al., 2015] (see additional discussion of this ratio in section 4.2). We show an
example grid search with four free parameters: (1) uniform magma temperature,
total volatile contents at the (2) bottom of the conduit, (3) top of the conduit, and
(4) top of the lava lake (Fig. 4.7). In this example, we picked representative target
values from the 2013-2016 time segment of T ∗ = 40 s, Q∗ = 20 s, and P ∗0 = 5 MPa.
We chose a uniform conduit radius of 10 m, lava lake radius of 100 m, and lava
lake top elevation of 950 m. There is a single global minimum in minimum misfit
and a single global maxima in PDF for magma temperature. However, none of the
volatile parameters exhibit clear local minima in minimum misfit, so solutions can
be found over a wide range of these parameters.
These grid searches help illustrate the limit to how well we can resolve
magma properties without additional constraints, even with only four free
parameters. In general, adding more free parameters (e.g., by including more
piecewise depth segments in magma properties) results in more parameter trade-
offs and non-uniqueness. Such non-uniqueness would make evaluating potential
differences in parameters between events difficult, and thus hinder our primary
goal of examining relative changes in the magma system over time.
Gradient descent inversions for three free parameters
Our primary goal of identifying relative changes in magma properties
over time will be best facilitated by conducting inversions with a small enough
number of free parameters that there is no non-uniqueness in the solutions for
each event. This will allow changes between events to be readily analyzed. To
conduct inversions over the whole event timeline, we thus consider only three


















































































































































































FIGURE 4.7. Grid search inversion for volatile-based magma properties with fixed
geometry. Lava lake elevation was set to 950 m. The target values for period,
quality factor, and pressure at the bottom of the conduit were set to 40 s, 20, and
5 MPa. Solid black lines indicate the parameter value where the minimum misfit is
found,
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factor, and pressure at the base of the conduit). The existence of unique solutions
is still not necessarily guaranteed due to the nonlinearity of the system, but in
practice we find that this is not an issue. We use an iterative gradient-descent
solver (the trust-region-reflective algorithm in Matlab’s lsqnonlin function) to find
the combination of free parameter values that minimizes misfit with the fitting
parameters according to Eq. 4.2.40.
In the density-based inversions, we reduce the number of free parameters
to three by again assuming a uniform magma viscosity and by also prescribing
a fixed magma density at the top of the lava lake, since magma density at the
top of the lava lake does not appreciably impact predicted values of T or Q in
the density-based simulations (Fig. 4.2). The three free parameters are thus: (1)
magma density at the conduit top, (2) magma density at the conduit bottom, and
(3) uniform magma viscosity. For easier interpretation and for consistency with
Liang et al. [2020a], we present density in terms of the average value in the conduit
and the difference between the top and bottom of the conduit.
In the volatile-based inversions, we impose a fixed mass ratio of total H2O to
total CO2 and vary the total (dissolved plus exsolved) combined volatile contents.
As with the grid searches, this avoids the tradeoffs that would occur if H2O and
CO2 were allowed to vary independently since they have similar effects on T and
Q. However, by still including both volatile species we will obtain more feasible
magma profiles than would be obtained from considering only one volatile species
due to joint solubility effects. In reality, there is likely variation in the ratio
between H2O and CO2 (and also sulfur species), both due to variation in the
parent magma volatile contents and variation in the magma outgassing regime.
Because CO2 will begin exsolving in significant quantities at depths beneath the
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Halema‘uma‘u reservoir, it could exhibit strong variation at all depths in the
shallow magma system due to changes in the overall “CO2 fluxing” regime. While
H2O will generally not exsolve in significant quantities until the upper part of
the Halema‘uma‘u reservoir or the conduit (depending mainly upon magmastatic
pressure and the amount of CO2 present), it could still exhibit significant variation
at depth due to convection.
We chose a one-to-one volatile mass ratio (or 1 wt% H2O-to-
1.4×104 ppm CO2), which is within the range of inferred parent magma volatile
ratios [e.g., Edmonds et al., 2015]. Changing the ratio does have a small impact on
the inverted volatiles for a given event, but a negligible impact on the qualitative
patterns of variation in inverted volatiles over time. To reduce the number of
free parameters further, we assume a uniform magma temperature as in the grid
searches. We also assume uniform volatile contents in the lava lake, which we set
equal to the volatile contents at the top of the conduit. We chose this assumption
since volatiles at the top of the lava lake effect predictions of T and Q in a similar
manner but to a lesser extent than volatiles at the top of the conduit (Fig. 4.3),
and for consistency with the density-based inversions. The free parameters are
thus: (1) uniform magma temperature, total volatile contents at the (2) conduit
top, and (3) conduit bottom. For easier interpretation and consistency with the
density-based inversions, we present total volatile contents in terms of the average
value in the conduit and the difference between the top and bottom of the conduit
(Fig. 4.8).
Table 2 lists all of the fixed parameters that are used for these time-series
inversions (including those used in the joint inversions for reservoir pressure
changes). To evaluate the robustness of the inverted relative changes in magma
162
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FIGURE 4.8. Effects of the parameters that we vary over time in the volatile-
based inversions on T , Q, and pressure at the bottom of the conduit (or top of the
reservoir). Dashed black lines indicate the default value of each parameter used to
make the other plots.
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properties, we conduct the time-series inversions with several different values of the
fixed parameters that most strongly impact simulations. We note that such tests
will not directly account for the potential temporal variation in fixed parameters,




We show the timeline of magma properties obtained from density-based
inversions in figure 4.9. We emphasize that these inversions should be interpreted
as showing relative changes in magma properties, since the whole timeline of
parameter values would shift up/down depending on the assumed value of other
poorly constrained parameters such as subsurface magma system geometry (table
2). The impact of varying any one such parameter can be roughly inferred from
figure 4.2. Caution should additionally be taken in directly comparing magma
properties separated by multiple years, as over longer timescales it is more likely
that changes in the magma system geometry are also occurring or that there is
artificial drift in the inverted reservoir pressure change.
There is over an order of magnitude of variation in inverted viscosity on
timescales ranging from days to years. For the majority of the 2009-2018 timespan
magma viscosity exhibits a clear inverse relationship with Q (Fig. 4.9), consistent
with the strong impact of viscosity on Q (Fig. 4.2). Part of the large scatter in
viscosity on shorter timescales is likely related to noise in the estimates of Q,
which is inherently less well constrained than T [Crozier and Karlstrom, 2021].


























































































































































































FIGURE 4.9. Inversion for density-based magma properties from 2009-2011, with
fixed parameters from table 2. (a) Period (blue) and quality factor (red) of VLP
events shown by colored dots; colored lines show 30-day moving averages. SSE
indicates slow-slip-events and ERZ indicates East-Rift-Zone eruptions. (b) Lava
lake elevation (blue) and the reservoir top pressure values we obtain from geodetic
inversions for pressure change added to an assumed baseline pressure. (c) Inverted
viscosity. (d) Inverted average magma density in the conduit. (e) Inverted conduit
magma density difference (top minus bottom).
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sensitive to Q, exhibit much less scatter. This contrasts with our expectation that
the strongest variability on short timescales would occur in density, since bubbles
can move and accumulate rapidly in the shallow magma system and have a
stronger impact on density than viscosity. Temporally averaged values of viscosity
are more likely to be robust, and still exhibit up to an order of magnitude of
variation over timescales from weeks to years. Given the large scatter in viscosity,
the event temporal density is generally not high enough to determine if there are
robust changes in viscosity on timescales of days or less.
Throughout the timespan, average density roughly tracks lava lake elevation,
inverted reservoir pressure, and T (all of which are generally well correlated with
each other [Crozier and Karlstrom, 2021]). With the shallow magma system
geometry used, these simulations cannot produce the periods of less than ∼20 s
in 2009 and early 2010 with feasible magma density values, regardless of the choice
of baseline reservoir pressure. We thus do not expect the inverted densities at this
time are accurate, which we elaborate on in the discussion section. A similar issue
also exists for the isolated cluster of low period events in mid-2011. A positive
relation between average magma density and lava lake elevation is expected since
changing lava lake elevation is essentially shifting the whole stratified magma
column up or down. This occurs because increasing lava lake elevation will
increase the pressure at a given elevation in the conduit, which will generally
increase density due to both compression of the gas phase and volatile resorption.
This makes it difficult to infer potential changes in ‘inherent’ properties of the
magma (such as volatile contents) from these average densities, and highlights an
important advantage of the volatile-based inversions.
166
Conduit magma density difference roughly tracks lava lake elevation on
timescales of days to months. This is also potentially consistent with a vertical
shifting of the whole magma column if the density gradient is more gradual at
greater depths. Such a density profile would generally be expected unless the
volatile contents increase significantly with depth. Whether the variation in
density difference can be fully explained by an upward/downward shifting of the
magma column or also indicates other changes will be best addressed with the
volatile-based inversions.
Volatile-based inversions
We show the timeline of magma properties obtained from the volatile-based
inversions in figure 4.10. As with the density-based inversions, we emphasize that
these should be interpreted as showing relative changes in magma properties over
timescales of years or less, where the assumption of a fixed subsurface magma
system geometry is more likely to be accurate. Figure 4.3 can be used to roughly
infer how the timeline of parameter values might shift in response to different
assumed values of the various poorly constrained fixed parameters (table 2).
These are the inversions upon which we focus most of our analysis, as they provide
more volcanologically relevant insight than the density-based inversions. We show
moving 90-day correlation coefficients between the inverted magma properties and
observations in figure 4.11). This provides a rough indication of how the various
inverted parameters and data are related over time, although it will not resolve
how these relations depend on timescales. We thus also show spectral coherence
and phase lag between lava lake elevation and the inverted magma properties
in figure 4.12 and 4.13. For calculating coherence and phase lag, the magma
167
properties were first resampled at uniform 4 hr intervals via linear interpolation,
then analyzed with Morlet wavelets. Because at times VLP events are spaced
several days or more apart, we note that coherence and phase lag on timescales
of days will not always be well resolved.
Most of the inverted magma temperatures after 2011 fall within the ∼1150-
1300 C range of geochemical estimates [e.g., Edmonds et al., 2013], although many
of the pre-2011 temperatures and isolated outliers throughout the timespan are
higher. That higher scatter is observed in inverted magma temperature than
in inverted volatile contents indicates that noise in the estimates of Q likely
contributes to some of these outliers, as occurred with viscosity in the density-
based inversions. The large variability in temperature could also reflect some
combination of real variability that was not captured in the geochemical samples
and changes in conduit radius (which would strongly impact inverted values of
temperature). The temporally-averaged temperature variations are more likely to
be robust, and still exhibit up to ∼100 C variation on timescales of weeks-years.
For the majority of the 2009-2018 timespan, magma temperature exhibits a very
strong positive relationship with Q (Fig. 4.10, 4.11). This is consistent with the
strong impact of temperature on Q (Fig. 4.8), and with the inverse relationship
between viscosity and Q (Fig. 4.9). That the inverted temperatures so closely
track Q indicates that these inversions are mainly using temperature rather than
porosity as the dominant control on viscosity variations (Fig. 3.18). This is likely
because the viscosity variations are too large to be produced by porosity changes
alone given the constraints on density changes from T and reservoir pressure.
Temperature exhibits inconsistent relationships with T , lava lake elevation, and



















































































































































































FIGURE 4.10. Inversion for volatile-based magma properties from 2009-2018,
with fixed parameters from table 2. (a) Period (blue) and quality factor (red) of
VLP events shown by colored dots; colored lines show 30-day moving averages.
SSE indicates slow-slip-events and ERZ indicates East-Rift-Zone eruptions. (b)
Lava lake elevation (blue) and the reservoir top pressure values we obtain from
geodetic inversions for pressure change added to an assumed baseline pressure. (c)
Inverted magma temperature. (d) Inverted conduit average total (dissolved plus
exsolved) volatile contents. (e) Inverted conduit total (dissolved plus exsolved)


















































































FIGURE 4.11. 90-day moving window Pearson’s correlation coefficients between
volatile-based magma properties. (a) Inverted magma temperature and data. (b)
Inverted conduit average total (dissolved plus exsolved) volatile contents and data.
(c) Inverted conduit total (dissolved plus exsolved) volatile content difference (top
minus bottom) and data. (d) Inverted magma properties. SSE indicates slow-
slip-events, Int indicates summit intrusions, and ERZ indicates East-Rift-Zone
eruptions.
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FIGURE 4.12. Spectral coherence and phase lags between lava lake elevation
and volatile-based magma properties, calculated with Morlet wavelets on data
resampled at 4 hr intervals via linear interpolation. (a) Lava lake elevation and
temperature. Red arrows indicate the direction of phase lag where coherence is
greater than 0.5; right indicates in-phase (so a positive correlation), left indicates
180 degrees out of phase (so a negative correlation), and up or down indicates
90 degrees out of phase. The white region in 2011 was excluded due to limited
data. Dashed white lines indicate the region of edge influence. (b) Lava lake
elevation and conduit average total volatile contents. (c) Lava lake elevation and
conduit total volatile content difference (top minus bottom). SSE indicates slow-
slip-events, Int indicates summit intrusions, and ERZ indicates East-Rift-Zone
eruptions. 171
FIGURE 4.13. Spectral coherence and phase lags between volatile-based magma
properties, calculated with Morlet wavelets on data resampled at 4 hr intervals via
linear interpolation. (a) Temperature and conduit average total volatile contents.
Red arrows indicate the direction of phase lag where coherence is greater than 0.5;
right indicates in-phase (so a positive correlation), left indicates 180 degrees out
of phase (so a negative correlation), and up or down indicates 90 degrees out of
phase. The white region in 2011 was excluded due to limited data. Dashed white
lines indicate the region of edge influence. (b) Temperature and conduit total
volatile content difference (top minus bottom). (c) Conduit average total volatile
contents and total volatile content difference. SSE indicates slow-slip-events, Int
indicates summit intrusions, and ERZ indicates East-Rift-Zone eruptions.
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Magma temperature exhibits a negative correlation with conduit average
volatile contents over most of the timespan (Fig. 4.11). Because increasing
temperature would generally decrease T and decrease magma density (thus
decreasing magmastatic pressure, Fig. 4.8), where T and inverted reservoir
pressure do not change decreasing volatile contents would be required to
counteract increasing temperature. Particularly on shorter timescales, these
correlations may thus be partly related to the noise in estimates of Q, an idea
which is supported by the observation that temperature exhibits inconsistent
coherence and phase lag with conduit average volatiles on timescales from weeks
to years (Fig. 4.13). Temperature exhibits weak or no correlation with conduit
volatile difference, though there are some time-spans and timescales over which
the two properties are coherent and have a consistent phase shift. Interestingly, at
periods >∼60 days, over some time spans temperature appears to exhibit phase
lags with both volatile parameters that are around ±90 degrees. Such time lags
should not be a model/inversion induced artifact, so where they are short lived
this could be a coincidence but where they are persistent this likely represent some
dynamics of the magma system.
The inverted volatile contents from 2009 and early 2010 would correspond
to porosities of ∼95% at the top of the conduit, indicating that like the density
based model this model has difficulty producing such low values of T with feasible
magma properties. On timescales of years, average conduit volatiles exhibit trends
that show a rough inverse relation with reservoir pressure and lava lake elevation,
while conduit volatile difference exhibits a positive relation with these data. The
magnitudes of these long-term trends is very sensitive to poorly constrained South
Caldera reservoir properties, although the sign of the trends is robust in response
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to different fixed parameter values. However, we still caution that they may not be
reliable due to potential changes in magma system geometry.
On timescales from days to months, conduit average volatiles vary by up to
∼0.5 wt%, and conduit volatile differences vary by up to ∼1 wt% (Fig. 4.10). The
sign of these variations is robust, though the magnitude of variation in inverted
average conduit volatile contents is sensitive to inverted Halema‘uma‘u reservoir
pressure and could change by up to a factor of two for plausible values of rock
shear modulus or Halema‘uma‘u reservoir volume. The variability in volatile
contents is similar to the parent magma’s inferred total volatile contents of around
1 wt%, and thus likely indicates appreciable variation in the outgassing regime
[e.g., Edmonds et al., 2015]. Even if the multi-year trends in conduit volatile
difference were removed (i.e., if the timeline were highpass filtered or detrended),
the volatile differences present during many events would be around ±0.5 wt%.
This indicates significant departures from equilibrium outgassing (where volatile
contents would be uniform).
Conduit volatile differences are negatively correlated with conduit average
volatiles over most of the timespan (Fig. 4.11), and also exhibit high spectral
coherence over most timescales (Fig. 4.13). Conduit average volatile contents
are positively correlated with T over most of the timespan, except for late 2010
and in the months leading up to the Sep 2012 intrusion. They display mostly
weak and inconsistent correlations with lava lake elevation, and slightly more
consistent negative correlations with reservoir pressure (except in the months
leading up to the May 2011 ERZ eruption). Lastly, they are negatively correlated
with Q over most of the timespan, though we expect this partly represents the
inversions compensating for the density variations caused by artificial temperature
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variations needed to fit noise in estimates of Q. As might be expected from the
strong negative relation between conduit volatile differences and conduit average
volatiles, volatile differences exhibit opposite correlations with T and reservoir
pressure. However, conduit volatile differences exhibit much stronger correlations
with lava lake elevation, particularly on timescales of weeks to months (Fig. 4.12).
There are significant differences, and even sign changes, in these correlations
over time. This indicates that conduit average volatiles and volatile differences
are both varying in complex ways in relation to the other datasets, which likely
reflects a variety of magmatic processes. Since reservoir pressure and lava lake
elevation constrain the average density of the magma column, it is not unexpected
that they might exhibit some correlations with conduit volatile contents. However,
it is interesting that volatile difference generally exhibits stronger correlations
than average volatiles with these datasets. This indicates that the inversions are
primarily invoking changes in volatiles at the top of the conduit, and thus also in
the lava lake (given how we have parameterized these models), to produce changes
in magma column density. That the strongest variation occurs in the shallowest
parts of the magma system is perhaps not surprising since the lava lake is where
most gas is lost from the magma, and is also consistent with observations of
significant changes in lava lake density accompanying activity such as gas-pistoning
[e.g., Poland and Carbone, 2018, Patrick et al., 2019b].
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Discussion
Timeline of magmatic processes
Here we discuss the implications of our inversions on the evolution of the
Kı̄lauea magma system from 2009-2018, loosely following the timeline segments
outlined in Crozier and Karlstrom [2021].
Sep 2009 persistent lava lake-Mar 2011 Kamoamoa fissure eruption
One notable aspect of our inverted magma properties during this timespan
is that very high volatile contents (and low densities) are required to fit the low
periods of events in the earlier part of this time segment (Fig. 4.9, 4.10). The
difficulty of producing such low periods is indicated by figures 4.2, and 4.3, which
show that magma volatile contents (or density) and conduit length are the primary
controls on period. Producing periods less than ∼20 s requires either high enough
volatile contents that the upper part of the conduit is essentially just a foam (in
which case some aspects of our model are likely no longer accurate), or shortening
the conduit to lengths of less than around 100 m (so conduit base elevations
>∼600 m ASL). While it is likely that the magma system geometry changed over
time, particularly near the start of the eruption, a situation where only 100 m of
rock separates the top of the reservoir from the bottom of the lava lake may be
mechanically unstable. Additionally, if such a configuration did exist in 2009, it is
unlikely that several hundred meters of crystallization would have occurred at the
top of the magma reservoir to produce the geometry inferred in 2018 [Anderson
et al., 2019].
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One possibility is that the reservoir geometry was completely different
during this time segment. For example, [Liang et al., 2020a] find that a much
smaller ellipsoidal reservoir or crack-shaped reservoir are both plausible and
could shift the simulations into the regime where reservoir compressibility also
impacts the resonance, although they infer that these configurations are less likely.
Additionally, it is unlikely that such a reservoir geometry could have transitioned
over 10 years into the much larger ellipsoid that is inferred to exist by 2018
[Anderson et al., 2019].
Another possibility is that the resonating structure involved in the earlier
events was a shallow fracture (dike or sill) above the main ellipsoidal reservoir, and
that at some point the hydraulic connections shifted so that the main ellipsoidal
reservoir became the source. However, a change in the resonating source structure
would need to be reconciled with the relatively continuous trend in VLP properties
over time [Crozier and Karlstrom, 2021]. A related possibility is that such a
secondary fracture remained involved in the VLP resonance over the whole
timespan, but the fracture geometry and/or magma compressibility in the fracture
evolved over time. Kinematic inversions for the 2018 collapse events in Crozier
et al. [2018a] find that the combination of a spherical reservoir and fracture can
fit ground motions better than just a spherical reservoir, but that the potential
fracture geometry is very poorly constrained. McQuillan and Karlstrom [2021]
indicate that whether connecting additional fractures to a water-filled conduit
impacts the fundamental coupled conduit-reservoir oscillation depends upon the
geometry of the fractures. Higher frequency eigenmodes could be diagnostic of
such a configuration.
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A final possibility, which is not mutually exclusive, is that the conduit
geometry changed significantly over time. In particular, a conduit radius that
increased strongly with depth would produce shorter periods (Fig. 4.2, 4.3).
Such changes in conduit geometry would generally also effect Q. While there
is a significant increase in Q over the latter part of 2010, this is followed by a
subsequent decrease and so would not be readily explained by a step change in
conduit geometry.
The strong increase in Q in late 2010 also gives rise to another interesting
inversion result from this time segment: an increase in temporally-averaged magma
temperature by over 100 C, followed by a sharp drop in magma temperature
of 150 C in the months leading up to the Mar 2011 ERZ eruption. These final
months are also accompanied by a ∼0.5 wt% increase in conduit average volatile
contents. The initial increase in temperature could represent an influx of hotter
melt from depth, which would be consistent with the reservoir inflation and lava
lake filling occurring during this time, but might be difficult to reconcile with
the lack of a corresponding increase in volatile contents. One possibility is that
the volatiles that might have been associated with such and injection could have
fluxed up through the shallow magma system earlier while the melt took longer
to convect up into the conduit. This would be consistent with the high volatile
contents our inversions found in the earlier part of this time segment. Explaining
the sharp drop in magma temperature in the months leading up to the Mar 2011
ERZ eruption likely requires down-welling of cool magma that had been stagnating
in the lava lake. Such a change in the convective regime could also be consistent
with the significant increase in the variability of lava lake elevation around this
time (Fig. 4.10). It is possible that the increase in conduit average volatiles could
178
represent a buildup due to less efficient outgassing of magma in the conduit under
this different convective regime.
Mar 2011 Kamoamoa fissure eruption-Sep 2011 Pu‘u ‘Ō‘ō eruption
The very limited number of robust VLP events during this highly dynamic
time inhibits analysis with these inversions. The one cluster of events present
can be fit with reasonable values of temperature and/or viscosity, but requires
unfeasibly large volatile or density differences in the conduit (Fig. 4.9, 4.10). As
with the previous time segment, we suspect this is evidence that the geometry of
the shallow magma system is different than in later years. Crozier and Karlstrom
[2021] suggested one possible reason for the limited VLP seismicity during most
of this time-segment is that the geometry of the conduit during this time changed
in a manner that inhibited magma flow on the timescales of the conduit-reservoir
oscillation. If the top of the conduit became very narrow but the bottom remained
wide (as was proposed in the previous time segment), this could explain the low
values of T and Q when VLP events do occur during this time segment. Such
a constriction could have developed following the Mar 2011 lava lake draining,
possibly due to collapse of the newly unsupported upper conduit/lower crater
walls. It is tempting to invoke the development of such a constriction earlier, to
explain the sharp decrease in Q in the months before Mar 2011, but this would be
inconsistent with the increase in T .
Sep 2011 Pu‘u ‘Ō‘ō eruption-Oct 2012 intrusion
Over this time segment there is a fairly steady increase in inverted magma
temperature (and a decrease in viscosity) corresponding to the increase in Q (Fig.
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4.9, 4.10). This could represent an influx of hotter magma from depth, which is
presumably occurring to some extent due to the filling of the lava lake. However,
this may be difficult to reconcile with the steady decrease in average volatiles over
this time. The decrease in volatiles could be caused by more efficient convective
outgassing facilitated by the growing lava lake, and possibly also by the less
viscous magma allowing more rapid bubble rise and/or magma flow. A change in
the convective regime would be consistent with the sign change in inverted volatile
difference during this time segment.
As Crozier and Karlstrom [2021] suggested, the increase in Q might also
partly represent a widening of the conduit from its potentially constricted
configuration during the previous time segment. Since such a constriction
would likely have been near the top of the conduit, widening the top of conduit
would also increase T (Fig. 4.2, 4.3). Counteracting this could be achieved with
reasonable increases over time in average volatiles and/or volatile difference
compared to what our inversions show.
Oct 2012 intrusion-Jun 2014 Pu‘u ‘Ō‘ō eruption
We do see slight changes in the average and difference in conduit volatiles in
the week around the Oct 2012 intrusion, but both are subtle and do not stand out
from the background variation around this time. Magma temperature does exhibit
a clear change from increasing to decreasing following the Oct 2012 intrusion. This
could be explained by a decrease in the supply of hot magma from depth to the
conduit, which would be consistent with the slowing reservoir pressurization. If
the hypothesis about the top of the conduit widening in the previous time segment
is accurate, then the cessation of said widening could help facilitate the decrease
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in Q. However, this would still need to be accompanied by a decrease in magma
temperature unless we invoked a subsequent decrease in conduit radius, which we
suspect is less likely over these timescales in the absence of any additional evidence
pointing toward such changes in conduit geometry.
From mid-2013 through the remainder of this time-segment, temporally
averaged magma temperature varies by up to 100 degrees over timescales from
weeks to months. We expect this also most likely represents real changes in
magma temperature rather than conduit geometry. These changes in temperature
are fairly coherent with the average conduit volatiles on timescales of months or
less, but with a negative relation (or 180 degree phase lag). While the variation
could be related to injections of hot new melt, we would generally expect this to
increase both temperature and volatiles. It is possible that there is a delay from
the volatiles reaching the shallow magma system before the hot melt, though
perhaps unlikely that this delay corresponds to the intrusion interval well enough
to appear as a consistent 180 degree phase lag. We thus expect that changes
in the convective regime, and potentially interactions of said convection with
magma injections, are the likely cause of many of these temperature and volatile
variations.
The May 2014 intrusion is preceded roughly a week in advance by a
pronounced decrease in conduit average volatiles and an increase in volatile
difference, and is immediately followed by opposite changes in both. However,
some caution should be used in interpreting these values since the intrusion could
influence our inverted reservoir pressure changes. The temperature drop following
the intrusion should be more robust, and could indicate that some of the hotter
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magma from depth is being fed into the intrusion rather than circulating up to the
conduit.
Jun 2014 Pu‘u ‘Ō‘ō eruption-May 2016 Pu‘u ‘Ō‘ō eruption
The Jun 2014 Pu‘u ‘Ō‘ō eruption does not correspond to any obvious changes
in magma properties, T , or Q, despite being followed by a distinct change in
ground motion patterns [Crozier and Karlstrom, 2021]. This indicates that any
change in source reservoir geometry likely did not involve changes in conduit
length or geometry. However, within a month after the eruption onset there is
a significant change in the trends in both the average and difference in conduit
volatiles that persists until the May 2015 intrusion. Due to the delay in these
changes from the ERZ eruption onset, it is difficult to definitively determine if
they are linked. One possibility is that the magma pathway changed such that
more volatiles escaped to the summit from the magma that eventually flowed along
the ERZ, which could also explain the change in VLP ground motion patterns.
Another possibility is that a change in magma system geometry changed the
effective Halema‘uma‘u reservoir elastic compressibility and caused an artificial
step change in our reservoir pressure inversions, which would impact inverted
volatile contents.
As discussed in the methods section, our inverted reservoir pressures
following the May 2015 intrusion may be influenced by the intrusion, which we
expect contributes to the change in trends in volatiles at this time. However, the
changes in magma properties preceding the intrusion should be robust. These
include a decrease in magma temperature which began several months in advance,
and a decrease in conduit average volatiles and an increase in conduit volatile
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difference that began about a month in advance. These precursory changes in
average volatiles are similar to those that preceded the May 2014 intrusion. The
combination of a decrease in average volatiles and magma temperature, despite the
significant buildup of magma in the summit evidenced by increasing Halema‘uma‘u
reservoir pressure and lava lake elevation, indicates that if hotter and/or volatile-
rich magma from depth was contributing to this buildup it remained beneath the
conduit and lava lake. It is possible that either the increased lava lake elevation
and/or whatever blockage caused the magma buildup disturbed the convective
regime such that the shallowest magma continued to outgas without being
replenished from depth.
The October 2015 SSE corresponded to a noticeable minimum in conduit
average volatiles and a more subtle maximum in temperature. The May 2016
Pu‘u ‘Ō‘ō eruption does not appear to correspond to obvious changes in magma
properties. This is not necessarily unexpected, as ERZ vent openings could occur
due to processes such as rock failure along the ERZ without directly involving the
summit magma system.
May 2016 Pu‘u ‘Ō‘ō eruption-May 2018 caldera collapse onset
The shallow magma system appears to be relatively stable over most of this
timespan. As in other time segments, we expect the long-term trends in volatiles,
which roughly track lava lake elevation, may be exaggerated due to inaccuracy of
the inverted Halema‘uma‘u reservoir pressure. The volatiles even remain relatively
stable during Apr 2018 when the lava lake level begins increasing significantly.
The biggest variability is seen in magma temperature, which exhibits month-
scale variability of 50-100 degrees. Magma temperature decreases by about 50
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degrees over Apr 2018. The lack of an increase in volatiles or magma temperature
indicates that the magma buildup in the summit did not result in hotter or more
volatile rich magma reaching the conduit and lava lake. In this case, it is thus not
clear that the VLP seismicity could have provided any earlier indications about
the potential upcoming eruption than could have been inferred from the increasing
ground deformation and lava lake elevation. However, the lack of change in magma
properties helps support the idea that the activity was driven primarily by the
blockage and opening of magma pathways along the ERZ rather than by magmatic
processes at or beneath the summit [Patrick et al., 2020].
Applications for monitoring and analyzing other volcanoes
While the conduit-reservoir resonance model was developed based off of the
shallow magma system at Kı̄lauea Volcano during its 2008-2018 summit eruption,
this type of resonance could occur wherever open-vent volcanic systems containing
lava lakes are perturbed [Liang et al., 2020b]. We expect these models could be
applicable to other open-vent volcanoes where the approximations used remain
valid, but note that more general analysis of possible resonant modes in open-vent
conduits/reservoirs [e.g., Karlstrom and Dunham, 2016, Liang et al., 2020b] could
be useful in determining possible source mechanisms for a given signal. Volcanoes
with lava lakes that have exhibited seismicity with dominant periods greater than
around 10 s and clear decaying oscillations indicative of resonance include Vanuatu
and Erebus [e.g., Knox et al., 2018, Shreve et al., 2019]. Minimal analysis has been
published for the events of interest at Vanuatu, but a source mechanism similar to
the conduit-reservoir oscillation has been proposed for Erebus [Aster, 2003].
184
The gradient-descent inversions for changes in magma properties used in
this study are very computationally efficient (around 1 s per event on a laptop).
They could thus be conducted in an automated manner in near-real time once
a VLP event has been cataloged and the other data being used to constrain
the inversions is available. Only one nearby seismic station is often sufficient to
produce estimates of T and Q, which would allow limited inversions for changes
in magma properties to be conducted. Additional constraints from continuous
data will allow more free parameters to be used in the inversions, and thus yield
more accurate and/or detailed results. Continuous gravity data would provide a
constraint on magma density that could complement or replace the inversions for
reservoir pressure from ground deformation that we used. Continuous gas flux
data, gas composition data, and thermal imagery could also be used to constrain
volatile contents and magma temperatures at/near the lava lake surface, although
consideration would need to be given as to how these relate to magma beneath the
very near-surface region of the lava lake. Lastly, incorporating models for exchange
flow in the conduit and/or lava lake could yield additional constraints on feasible
values of magma properties and how they covary. The results of these inversions
could also be used to inform such models.
Conclusions
We developed an expanded model for the dominant magma resonance at
Kı̄lauea Volcano, the conduit-reservoir oscillation which consists of a vertical
sloshing of the shallow magma column. This model incorporates variable
conduit and lava lake geometry, viscous boundary layer flow, and magma
properties as a function of temperature and volatile contents using joint H2O-
185
CO2 solubility, including depth stratification that could arise from disequilibrium
outgassing/convective regimes. The resonance is sensitive to changes in conduit
length and shape, changes in lava lake elevation, and has depth-dependent
sensitivity to magma properties.
We use this model to conduct inversions for magma properties over time
from a recent catalog of VLP signals over the 2008-2018 eruption of Kı̄lauea
Volcano. We constrain these inversions using lava lake elevation data and joint
geodetic inversions for pressure changes in Kı̄lauea’s summit magma reservoirs.
These inversions demonstrate the limits of what can be uniquely resolved given
available constraints, but still yield an unprecedented resolution of relative changes
in magma properties over various timescales.
We find that a different magma system geometry is needed to produce the
low values of T observed before 2011 than the higher values in the rest of the
timespan. Variability in temperature of 100 C or more occurs over timescales from
days to months, likely often reflecting down-welling of cooler magma from the lava
lake. We cannot robustly resolve changes in volatile contents over multiple years
without more accurate constraints on reservoir pressure and/or continuous gravity
data, but up to around 1 wt% variability in both average volatile contents and
in the depth stratification of volatile contents occurs over timescales from days
to months. This is significant compared to the inferred parent magma volatile
contents, and thus indicates a highly disequilibrium and unsteady outgassing
regime. There are similar patterns in magma properties preceding some intrusions
or rift zone eruptions, indicating that this type of analysis could have predictive
value. For other volcanic events we do not see any precursory changes in magma
properties, though this lack of change still informs the processes that could have
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been involved. For example, magma properties prior to climactic 2018 caldera
collapse onset appear relatively stable, supporting the idea that this event was
primarily driven by activity along the ERZ.
These inversions could be readily automated to make a useful near-real-time
monitoring tool, and the limits of what they can resolve could be improved with
the appropriate inclusion of continuous gas emission and gravity data. We expect
that this VLP magma resonance model could also apply to some signals at other




This dissertation combined fluid dynamics modeling with a variety of
spectral analysis techniques and multiple types of data to address questions in
glaciology and volcanology. In aggregate, this dissertation represents multiple new
contributions to the earth sciences related to both methods and scientific ideas.
The first chapter demonstrated that ∼1-10 km scale ice surface topography
and meltwater routing on the Greenland Ice Sheet ablation zone can be well-
explained by transfer of the underlying bedrock topography. It predicted that
changes in basal sliding or ice thickness will have significant influences on the
spatial distribution of supraglacial catchments, which could affect subglacial
hydrology and overall ice sheet evolution.
The second chapter presented a fully automated signal processing workflow
using wavelet transforms to detect and classify resonant signals. This was used
to generate a catalog of VLP seismicity over the 2008-2018 summit eruption of
Kı̄lauea Volcano. VLP ground motion patterns showed both abrupt and gradual
changes in shallow magma reservoir geometry. Variation in resonant periods and
decay rates occurred on timescales from hours to years. A decoupling between
magma in the conduit and lava lake was inferred. The relations between resonance
characteristics and other datasets change over time, including around magma
intrusions and rift zone eruptions.
The third chapter used the VLP catalog and observations from the second
chapter to inform an extended model for Kı̄lauea Volcano magma resonance
that accounts for empirically constrained melt and volatile physics. This model
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was used to conduct joint inversions for the VLP seismicity catalog and other
geodetic data which yielded an unprecedented resolution of evolving magma
volatile contents and temperature over timescales from days to years. Variation
of magma properties at different depths, including consistent precursors to known
intrusions and rift zone eruptions, suggested changes in the convective/outgassing
regime due to both magma recharge and lava lake overturn.
I expect the work in this dissertation will inform future scientific work and




SUPPLEMENTAL INFORMATION FOR: CHAPTER II
Transfer Function Dependence on 2D Bed Topography
The two-dimensionality of the transfer functions is important, as mentioned
in section 2.3.2 of the main text. This can be demonstrated by examining a
scenario with different single-wavenumber components of bed topography (plane-
waves) that have the same apparent wavenumbers in a transect interpolated across
bed topography along an ice flowline (a bed elevation profile along the ice flow
direction). The same apparent wavenumber in the ice flow direction kU could
arise from any single wavenumber component of bed topography with absolute
wavenumber k = kU cos(θ) aligned at angle θ from the ice flow direction, where
the plane-wave ridge alignment is perpendicular to the direction of ice flow when
θ = 0. If we evaluate the predicted transfer functions for a given kU and set
k = kU cos(θ) for a range of θ, transfer amplitude and phase will both depend upon













































































These equations give the potential variation in bed topography transfer amplitude
and phase that could result from examining bed topography only along ice flowline
transects, and thus demonstrate the importance of predicting the ice surface over
2D bed topography, since the configuration of bed topography off of a flowline can
influence the ice surface over said flowline. With ice flow parameters representative
of the western Greenland Ice Sheet ablation zone, the predicted transfer amplitude
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of IDC-scale (∼1-10 km) bed features could vary by up to a factor of 10 depending
upon the 2D alignment of those features (Fig. A.1).
Out[145]=





λu (m) = Bed Topography Wavelength














































Appendix Figure A.1 Effect
of 2D bed topography on
ice flowline bed topography
transfer amplitude, defined
in Appendix A.1. A(θ) is
predicted transfer amplitude
for ice-flowline-equivalent bed
topography aligned at angle
θ from the ice flow direction,
and A(0) is the predicted
flowline-only (equivalent to
θ = 0) transfer amplitude.
Ice flow parameters used are
from region R1 (Fig. 1.A and
Table 1 of the main text) with
η = 1014 Pa s and C0∗ = 10.
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Conformity Metrics
We use two conformity metrics, %d and Λ, to examine how well stream
network geometry is explained by surface topography lowpass filtered at various
wavelengths as described in section 2.4.3 of the main text. We project stream














where ‖‖ indicates vector magnitude, ~D(l) = (Dx(l), Dy(l)) is the stream channel
horizontal direction vector (the east-north direction of water flow, calculated
with a 2nd order centered difference approximation of the stream channel
tangent in map-view) at location l along a stream of length L, and ~∇Z(l) is






(calculated with a 2nd order








0 if Z(n) ≤ Z(n+ 1)
1 if Z(n) > Z(n+ 1)
(A.2.4)
where n indexes discrete location along a stream (n increases in the downstream
direction), Z(n) is the corresponding ice surface elevation, and N is the number
of discrete locations along the stream, where each location corresponds to a DEM
pixel. To calculate %d and Λ for a whole stream network we calculate %d and
Λ for each stream segment in the network, then take a weighted average of each
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metric over all stream segments, where data from each stream segment is weighted
by the number of data points in that segment (N).
194
Supplemental Figures
FIGURE A.2. (A) Stream network obtained by flow routing from study region R1
(Fig. 1.A and Table 1 of the main text) colored by accumulated upstream drainage
area; black arrows indicate ice surface velocity field. (B) Smoothed longitudinal
stream elevation profiles from the longest streams in this network, colored by
the component of ice surface velocity in the direction of stream flow (indicating
stream meanders, negative values are where the stream is flowing against the
ice flow direction). Fluvial incision-dominated profiles with a fixed terminal
elevation should generally approach concave-up longitudinal profiles [Karlstrom
and Dunham, 2016]. There are many visible convexities in supraglacial stream































































































FIGURE A.3. (top left) Detrended ice surface DEM from study region R2
(Fig. 1.A and Table 1 in main text). (bottom left) Detrended bed topography
transfer predicted ice surface, with η = 1014 Pa s and C0∗ = 10. (top right)
Underlying BedMachine bed DEM, white box indicates the area over which the
ice surface is predicted. (bottom right) Prediction misfit (subtraction between the












































































































































































































































































FIGURE A.4. (A) Subglacial hydraulic potential calculated under the actual ice
surface DEM from BedMachine/GIMP, [Howat et al., 2014, Morlighem et al.,
2017b]. Black contours in all plots are 0.1 MPa hydraulic potential contours.
(B, B1-B8) Subglacial hydraulic potential calculated under the bed topography
transfer predicted ice surface with various ice flow parameters. Plots B1-B8 are
colored by difference from the baseline hydraulic potential in plot B. From study
region R1 (Fig. 1.A and Table 1 in the main text) with η = 1014 Pa s and baseline
C0∗ = 10. Changes to all ice flow parameters result in at least subtle changes in
the hydraulic potential gradient (which drives water flow).
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APPENDIX B
SUPPLEMENTAL INFORMATION FOR: CHAPTER III
Synthetic Waveform Tests
We construct synthetic seismograms to test the resonant signal detection
and classification methods described in the methods section. Displacements are
calculated from an isotropic point source in an elastic half-space model Aki and
Richards [1993], with the source located 1 km beneath the Halema‘uma‘u vent.
The synthetic source-time functions consist of combinations of step displacements
and exponentially decaying sinusoids with impulsive onsets. We apply a sinusoidal
taper to the signal onsets to prevent sharp discontinuities and create signals with
continuous first derivatives (Fig. B.1). The sinusoid used as a taper has the same
period as the signal, an amplitude equal to the initial signal amplitude divided by
√
2, and is joined at the location where the derivative and position of the taper
match those of the signal. Where step displacements are also added, we taper the
step displacement over the same wavelength used to taper the oscillation onsets
(Fig. B.2). We then add white noise from a standard normal distribution, scaled
to various fractions of the signal amplitude as listed in each test figure. We then
calculate displacements and tilts at each station location using the point source
Green’s functions, and convolve these with the instrument responses Maeda et al.
[2011], Liang et al. [2020a].
Supplemental Figures
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4 KKO Vertical Counts
FIGURE B.1. Example synthetic source-time function and corresponding synthetic
seismogram (which has been convolved with the elastic Green’s functions and
instrument response), zoomed in around the signal onset to show the tapers used
(see appendix). This source-time function is for an impulsive onset oscillation with
T = 20 s and Q = 20.













4 KKO Vertical Counts
FIGURE B.2. Example synthetic source-time function and corresponding synthetic
seismogram (which has been convolved with the elastic Green’s functions and
instrument response), zoomed in around the signal onset to show the tapers used
(see appendix). This source-time function is for an impulsive onset oscillation with
T = 20 s and Q = 20.
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FIGURE B.3. Example ‘Sompi’ AR method for estimating T and Q applied to a
synthetic seismogram. Code used from Lesage 2009. In this case the method was
applied to a data window from 10-200 s following the onset of a 20 s oscillation
with Q = 20 and a smaller (by a factor of 4) 15 s oscillation with Q = 15
(indicated by black crosses/circles) and with white noise scaled by 1 percent of
the signal amplitude. Results from filters with 4-32 poles and 0-32 zeros are shown
to test a wide parameter space; for practical use narrower ranges would likely be
used. A cluster near the actual T and Q of the 20 s oscillation does occur, though
mean T and Q values within this cluster are offset from the correct value and
exhibit significant scatter. No cluster occurs near the smaller 15 s oscillation, so it
would be missed entirely by this AR method.
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10-6NPT Synthetic Seismogram (response removed)















NPT Amp Spectrum (response removed)

















10-6NPT Synthetic Seismogram (resampled to 6 Hz)










NPT Amp Spectrum (resampled to 6 Hz)
FIGURE B.4. Example instrument response removal and smoothing/resampling of
a synthetic seismogram consisting of an impulsive onset oscillation with T = 20 s,
Q = 20, and added white noise.
FIGURE B.5. Example scalograms and detected resonant signals from a synthetic
seismogram consisting of a large step displacement (velocity spike) at time 00:05
plus two resonant signals with [start time, T , Q] = [00:05, 40, 20] and [00:05, 10,
20] plus white noise from a standard normal distribution scaled by 0.1% of the
signal amplitude. The presence of the step function decreases the estimated quality
factors by 12-19% due to the increased energy at the start of the signals, but
otherwise does not appreciably impact the results.
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FIGURE B.6. Example scalograms and detected resonant signals from a synthetic
seismogram consisting of two resonant signals with [start time, T , Q] = [00:05, 20,
20], [00:05, 15, 20], plus white noise from a standard normal distribution scaled by
0.1% of the signal amplitude. In this case the spectral proximity of the two signals
means that wavelets at the period of one signal are influenced by the other signal,
which causes both quality factors to be under-estimated (by 22-54%).
FIGURE B.7. Example scalograms and detected resonant signals from a synthetic
seismogram consisting of eight step displacements (velocity spikes) spaced 30 s
apart, plus white noise from a standard normal distribution scaled by 1.0% of the
signal amplitude. The closely spaced spikes create a Dirac comb effect, where the
spectrum would indicate apparent resonances at 15 s, 7.5 s, 3.25 s, and etc. The
temporal resolution of our narrow (β=20) wavelet, which is used for calculating Q,
is high enough that apparent resonances with T less than 15 s are not picked.
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FIGURE B.8. Example scalograms and detected resonant signals from a synthetic
seismogram consisting of four resonant signals with [start time, T , Q] = [00:05, 40,
6], [00:05, 10, 6], [00:15, 40, 40], [00:15, 40, 40], plus white noise from a standard
normal distribution scaled by 5.0% of the signal amplitude. At this noise level
only two of the signals are found at the detection thresholds used, and the quality
factor estimates are less accurate (off by ∼25%).


































































FIGURE B.9. Resonant signal catalog from 2008-2018 with less strict event
detection thresholds than presented in the main text yielding ∼13,000 events.
The thresholds used in this version are: STA/LTA > 2, standard deviations above
the LTA > 2, Q > 4, and mean phase deviation < 0.15 radians. ‘Crater’ indicates
where the Halema‘uma‘u crater first formed, ‘SSE’ indicates slow slip events, ‘Int’
indicates documented summit intrusions, and ‘ERZ’ indicates eruptions along the
East-Rift-Zone.
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FIGURE B.10. Resonant signal catalog from 2008-2018 with less strict event
detection thresholds than presented in the main text yielding ∼30,000 events. The
thresholds used in this version are: STA/LTA > 2, standard deviations above the
LTA > 1, Q > 4, and mean phase deviation < 0.25 radians. ‘Crater’ indicates
where the Halema‘uma‘u crater first formed, ‘SSE’ indicates slow slip events, ‘Int’
indicates documented summit intrusions, and ‘ERZ’ indicates eruptions along the
East-Rift-Zone.
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FIGURE B.11. Example estimation of Q by scalogram exponential fit. Applied to
synthetic seismograms consisting of a series of tapered step displacements (velocity
spikes) spaced 30 s apart, plus white noise from a standard normal distribution
scaled by 0.1% of the signal amplitude. The closely spaced spikes create a Dirac
comb effect, where the frequency spectrum would indicate apparent resonances
at 15 s, 7.5 s, 3.25 s, and etc. The time resolution of the β=20 wavelet we use for
calculating Q is sufficient to distinguish gaps in this apparent 7.5 s resonance, so
our fit avoids overestimating Q as a standard least-squares exponential regression
would.
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FIGURE B.12. Comparison of exponential fit methods for estimating Q from 1255
synthetic seismograms with different random noise. These seismograms consist of
a VLP signal with [T , Q] = [20 s, 15], plus white noise from a standard normal
distribution scaled by 200% of the signal amplitude. All of the methods work
well at low noise levels; at the high noise levels used here the Sompi AR method
generally does not detect resonance and so is not shown for comparison. ‘Under-
fit’ is the fit we use (Eq. 2, Fig. 6), the other fits are least-squares exponential
regressions with various parameters fixed. ‘Initial’ means amplitude at the first
time being fit (t1) is fixed to the CWT amplitude at that time. ’Background’
means the asymptotic value approached as time goes to infinity is fixed to the
minimum noise value in the full 4 hr time window. While the ’under-fit’ has a bias
towards smaller Q, this bias is small (less than 2 in these simulations) and the
spread is smaller than any of the other fitting approaches.
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) Deviation from continuous
FIGURE B.13. Example phase continuity from a synthetic seismogram consisting
of a resonant signal with T=20 s and Q=20, plus white noise from a standard
normal distribution scaled by 0.1% of the signal amplitude. In this case the phase
deviation is small (mean of around 0.05 radians), correctly indicating that this is
likely a continuous oscillation.
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FIGURE B.14. VLP event with two clear lava-lake-sloshing modes from May
2018, a day after the lava-lake began draining. The dominant 40 s mode for this
event started with impulsive inflationary motions, though with only a very faint
high frequency trigger, but then grew for several minutes until a second impulse
occurred and exponential decay began. The lava-lake-sloshing modes appeared
alongside this second impulse.
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FIGURE B.15. Closely spaced Normal conduit-reservoir events from October 2017.
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FIGURE B.16. Normal VLP event from May 2018, 4 days after the lava-lake
began draining. This event exhibited a distinctly lower T than preceding events
(35 s as compared to 37-40 s), and is the last event conduit-reservoir event
recorded in our catalog. This event started with an impulsive inflation, though
with minimal broadband energy. Another larger broadband impulse occurred a
minute later that corresponded to increased oscillation amplitude, after which the
oscillation decayed exponentially.
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FIGURE B.17. Histograms of Normal and Reverse conduit-reservoir mode event
parameters from 2012-2018.
FIGURE B.18. Isolated lake sloshing mode with possible gliding-frequency onset
from July 2017.
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FIGURE B.19. VLP events with regular recurrence interval from June 2008, a few
months after the Overlook Crater began forming. These events occurred roughly
every 5 minutes and contained broadband energy with spectral peaks at around
3.5 s, 6 s, 25 s, and possibly 40 s. These events exhibited less clear onsets and
exponential decays than typical rockfall-triggered events.
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FIGURE B.20. VLP tremor from August 2008, in the first focused cluster of
VLP signals. There was elevated energy at periods from 15-30 s and 4-5 s, though
the dominant periods were not clearly focused and were variable over time. The
signal cannot readily be separated into distinct events, and exhibited no clear high
frequency triggers.
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FIGURE B.21. VLP events from February 2009, around the time where dominant
VLP period is at a minimum. These appear to be distinct VLP events, thought
onsets of some were gradual and first motions were not well defined. Elevated
energy at periods < 2 s occurred alongside these signals, but did not appear to
represent the more broadband impulsive trigger mechanisms that occur at the
onset of typical rockfall events.
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FIGURE B.22. VLP tremor from September 2009, in a signal cluster that seems to
represent a local maxima in VLP period (around 20 s).
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FIGURE B.23. VLP tremor from June 2012, shortly after the May SSE and
around when higher Q VLP events start occurring again after a year with minimal
VLP seismicity.
216
FIGURE B.24. VLP event/tremor from July 2013. This signal consisted of
sustained 40 s oscillations at varying amplitudes and irregular bursts of higher
frequency energy. These bursts were much weaker relative to the main VLP
oscillation than typical rockfall trigger signals. The main VLP signal had an
impulsive onset with deflationary first motions.
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FIGURE B.25. Gliding-frequency VLP signal from August 2011, part of a small
cluster of VLP seismicity following the August 2011 Pu‘u ‘Ō‘ō eruption. This
event had no apparent high frequency trigger. VLP energy remained elevated for
10s of minutes after the event, though this energy did not appear to represent
continuous decay of the initial resonance but rather continued intermittent forcing,
perhaps partly by what may be a second smaller gliding-frequency signal around
10 minutes after the first. There was also background VLP tremor present with a
period of around 11 s that does not appear to have been effected by the gliding-
frequency event.
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FIGURE B.26. Gliding-frequency VLP signals from July 2012. There was a set
of three resonant modes starting around 19:10, and a single resonant mode that
started about 90 minutes later. No high frequency triggers were apparent. The
first 3 modes all exhibited a similar glide to lower periods over about 10 minutes,
then maintained more stable periods. The later mode had a more rapid initial
glide to lower periods (over about 5 minutes) but then continued more slowly
gliding for another 20 minutes.
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FIGURE B.27. Conduit-reservoir mode correlation matrices from 2012-2018.
Off-diagonal plots are shaded by the logarithm of the number of points in a
given parameter bin, and histograms on diagonal plots show the distribution of
each parameter. Numbers are Pearson’s correlation coefficients, only shown for
correlations with P-values less than 0.05. All time derivatives were calculated with
a 7-day cutoff-period differentiator filter.
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H. Pinkerton. The viscosity of pahoehoe lava: In situ syn-eruptive
measurements from Kilauea, Hawaii. Earth and Planetary Science Letters,
493:161–171, 7 2018. ISSN 0012821X. doi: 10.1016/j.epsl.2018.04.028.
B. Chouet and P. Dawson. Shallow conduit system at Kilauea Volcano, Hawaii,
revealed by seismic signals associated with degassing bursts. JGR, 116(12):
B12317, 12 2011. ISSN 21699356. doi: 10.1029/2011JB008677.
B. Chouet and P. Dawson. Very long period conduit oscillations induced by
rockfalls at Kilauea Volcano, Hawaii. JGR Solid Earth, 118(10):5352–5371,
10 2013. ISSN 21699356. doi: 10.1002/jgrb.50376.
B. Chouet and P. Dawson. Origin of the pulse-like signature of shallow long-period
volcano seismicity. Journal of Geophysical Research: Solid Earth, 121(8):
5931–5941, 8 2016. ISSN 21699356. doi: 10.1002/2016JB013152.
B. Chouet and R. Matoza. A multi-decadal view of seismic methods for detecting
precursors of magma movement and eruption. Journal of Volcanology and
Geothermal Research, 252:108–175, 2013. doi:
10.1016/j.jvolgeores.2012.11.013.
224
B. Chouet, P. Dawson, and M. Martini. Shallow-conduit dynamics at Stromboli
Volcano, Italy, imaged from waveform inversions. Geological Society Special
Publication, 307(1):57–84, 1 2008. ISSN 03058719. doi: 10.1144/SP307.5.
B. Chouet, P. Dawson, M. James, and S. Lane. Seismic source mechanism of
degassing bursts at Kilauea Volcano, Hawaii: Results from waveform
inversion in the 10–50 s band. JGR, 115, 2010. doi: 10.1029/2009JB006661.
V. W. Chu. Greenland ice sheet hydrology: A review. Progress in Physical
Geography: Earth and Environment, 38(1):19–54, 2014. doi:
10.1177/0309133313507075.
M. G. Cooper, L. C. Smith, A. K. Rennermalm, C. Miège, L. H. Pitcher, J. C.
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Lüthi, J. Gulley, C. Ryser, R. L. Hawley, and B. Morriss. Greenland
subglacial drainage evolution regulated by weakly connected regions of the
bed. Nature Communications, 7, 2016. doi:
https://doi.org/10.1038/ncomms13903.
M. J. Hoffman, M. Perego, L. C. Andrews, S. F. Price, T. A. Neumann, J. V.
Johnson, G. Catania, and M. P. Lüthi. Widespread Moulin Formation
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