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In this paper, the method of particular solutions developed in Ref. [l] for 
linear systems and Ref. [2] for nonlinear systems is employed to solve two 
difficult two-point boundary-value problems. One is the nonlinear problem 
of Lance and Rogers and the other is the linear problem of Bellman and 
Kalaba. In both cases, the method of particular solutions yields the solution 
without any difficulty. 
1. INTRODUCTION 
In Ref. [I], Miele developed the method of particular solutions for solving 
linear, two-point boundary-value problems. He treated a system of order n 
subjected to p initial conditions and q final conditions, with p + q = n. 
He proved that q + 1 particular solutions of the original, nonhomogeneous 
system satisfying the initial conditions but not the final conditions can be 
combined linearly so as to satisfy the original, nonhomogeneous system and 
the initial conditions providing the sum of the constants of the linear combina- 
tion is one. This relation and the prescribed final conditions constitute a 
system of q + 1 linear algebraic equations in the q + 1 unknown constants. 
As shown by Miele and Iyer in Ref. [2], the method of particular solutions 
can also be used to solve nonlinear, two-point boundary-value problems. First, 
a modified quasilinearization technique must be employed, and the nonlinear 
system must be replaced by one that is linear in the perturbations about a 
nominal curve. Then, the method of particular solutions is employed in order 
to find the perturbations leading from the nominal curve to the varied curve. 
The method is employed iteratively until convergence to the desired solution 
is obtained, that is, until the performance index P (the cumulative error in the 
* This research was supported by the Office of Scientific Research, Office of Aero- 
space Research, United States Air Force, Grant No. AF-AFOSR-828-67. The author 
is indebted to Drs. A. Miele and G. N. Lance for suggesting the topic and stimulating 
discussions. 
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differential equations and the boundary conditions) becomes smaller than a 
preselected value. 
Recently, Dr. G. N. Lance suggested to Dr. A. Miele that the method of 
particular solutions be tested on a particularly difficult problem, namely, the 
problem of the steady flow of a viscous, incompressible fluid between two 
infinite rotating disks [3]. This problem was originally formulated by 
Batchelor [4]. It was solved by Lance and Rogers [5] and by Osborne [6] for 
several combinations of the Reynolds number and the ratio of the angular 
velocities of the two disks. 
This paper deals with the nonlinear problem formulated by Lance and 
Rogers in Ref. [5] and treats it with the method of particular solutions. To 
further test the method, the difficult linear problem formulated by Bellman 
and Kalaba on page 99 of Ref. [7] is also included. 
2. REVIEW OF THE METHOD OF PARTICULAR SOLUTIONS 
Here, we summarize the method of particular solutions developed by Miele 
and Iyer in Ref. [2]. Consider the nonlinear differential system1 
2 = qJ(x, t) O<t<l, (1) 
where t is the time, x is the state, and up is a continuous function of the argu- 
ments x and t. Here, x is in n x 1 and v is n x 1. At the initial time t = 0, 
p scalar components of x are prescribed, that is, 
xi(O) = p i= 1,2 ,..., p, (2) 
where the scalar quantities p are given. At the final time t = 1, Q scalar 
relations must be satisfied; in matrix form, this can be written as 
VW)1 = 0, (3) 
where 4 is a 4 x 1 continuous function of x evaluated at t = 1. The problem 
is to find the function x(t) which solves Eq. (1) subject to Eqs. (2)-(3). 
To solve the proposed problem, consider a nominal function x(t) satisfying 
Eq. (2) exactly, but not necessarily Eqs. (1) and (3). Let 
tqt) = x(t) + Ax(t) = x(t) + c&4(t) (4) 
1 The assumption t = 0 concerning the initial time and the assumption t = 1 
concerning the final time can be made without loss of generality. Indeed, a problem 
where the actual running time 8 has the lower limit (I and the upper limit b can be 
reduced to the present form by introducing the transformed time t = (0 - a)/(b - a). 
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denote a varied function satisfying Eqs. (2) exactly and Eqs. (1) and (3) to 
first order. In Eq. (4) Ax(t) is the displacement leading from the nominal 
function x(t) to the varied function Z(t). The symbol OL denotes a scaling 
factor or stepsize in the range 0 < 01 < 1, and A(t) = dx(t)/a denotes the 
displacement per unit stepsize. 
If quasilinearization is employed, we obtain the following differential 
system? 
A - q&p, t) A + [R - q(x, t)] = 0, o<t<1, 
B(O) = 0, i = 1) 2 )..., p, (5) 
~~Wl)14) + +wI = 0, 
where y2: is 12 x n and #1: is n x q. For a given nominal function x(t), the 
vector k - 9 and the matrix pZ are known functions of the time t; also, the 
vector # and the matrix & are known quantities at t = 1. This being the case, 
the system (5) is linear in the perturbation per unit stepsize A(t). 
We now apply the method of particular solutions. Let 
Aj = A,(t), j = I, 2,..., q + 1 (6) 
denote q + 1 particular solutions obtained by forward integration of Eq. (5-l) 
subject to the initial conditions 
A,i(O) = 0, j = 1) 2 )...) q + 1) i = 1, 2 ,..., p, 
(7) 
A;+“(O) = sj, ) j = 1, 2 ,...) q + 1) k = 1, 2 ,..., q, 
where &, denotes the Kronecker delta. After introducing the q + 1 undeter- 
mined, scalar constants kj , we form the linear combination 
us-1 
A(t) = c k&(t). 
j=l 
(8) 
In Ref. [2], it is shown that this linear combination satisfies the system (5) 
providing 
Qfl cl+1 
(9) 
2 The matrix vz is defined so that its i-th column is the gradient of the i-th com- 
ponent of p with respect to the vector 3~. An analogous remark holds for the matrix & . 
The symbol T denotes transposition of a matrix. 
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Equations (9) constitute a system of Q + 1 scalar relations which are linear in 
the q + 1 constants kj . After the constants kj are known, the solution A(t) 
of the linearized, two-point boundary-value problem is obtained from (8). 
With A(t) known and 01 specified, the varied function Z(t) is computed 
from (4). 
Performance Index. Here, we define the scalar performance index 
P = s : [3i^  - v,(x, t)l’ P - v,(x> t>l dt + Vk4)l $W)l. (10) 
Clearly, P = 0 if x(t) satisfies Eqs. (1) and (3), and P > 0 otherwise. Since P 
measures the cumulative error in the differential system, one can use it as a 
guide during progression of the algorithm as well as to establish convergence. 
In this connection, the following convergence criterion arises from the above 
definition : 
p e E, (11) 
where < is a small, preselected number. 
Stepsize. After the linearized, two-point boundary-value problem is 
solved for any given iteration, the function A(t) is available. With this 
function, one forms the one-parameter family of solutions (4) and explores 
the behavior of the performance index with respect to the parameter 01. For 
the family (4), the performance index (10) becomes a function of the form 
P = P(B). (12) 
Since the search for the value of (Y which minimizes (12) might take excessive 
time on a computer, we adopt the bisection process suggested in Ref. [2]. 
Specifically, we assign the value 
cr=l (13) 
to the stepsize and accept it providing the following inequality is satisfied: 
P(LX) < P(0). (14) 
Otherwise, the previous value of a must be replaced by some smaller value 
in the range 0 < 01< 1 (for example, with a bisection process) until Ineq. (14) 
is met. This is guaranteed by the descent property on P(a) established in 
Ref. [2]. 
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3. NUMERICAL EXAMPLES 
In this section, we consider the problems investigated by Lance and Rogers 
in Ref. [5] and by Bellman and Kalaba on p. 99 of Ref. [7]. For simplicity, 
the symbols employed here denote scalar quantities. The one-dimensional 
search to determine the stepsize 01 was performed on the functional (10); 
a bisection process on 01, starting from CL = 1, was employed until Ineq. (14) 
was satisfied. The algorithm was employed iteratively and was terminated 
when the inequality 
P < 10-10 (15) 
was satisfied. 
All the computations were performed on the Rice University Burroughs 
B-5500 computer in double-precision arithmetic; the algorithm was pro- 
grammed in FORTRAN IV; the interval of integration was divided into 
100 steps. The differential system (5) was integrated using Hamming’s 
modified predictor-corrector method with a special Runge-Kutta procedure 
to start the integration routine [8]. The definite integral (10) was computed 
using Simpson’s rule. 
3.1. Problem of Lance. 
Under suitable assumptions, the steady flow of a viscous, incompressible 
fluid between two infinite rotating disks is represented by the nonlinear 
differential equations [5] 
3i = ~Ru, 
j = ~Rv, 
,zi = -2 ~/RX, 
zi=1/R(zu+x2-y’fw), 
d = dR(2xy + zv), 
zil = 0. 
Here, x, y, a, denote the velocity components, u, a, w the acceleration com- 
ponents, R the Reynolds number, t the distance from the lower disk, and the 
dot sign the derivative with respect to t. The boundary conditions are 
x(0) = 0, Y(O) = 1, z(0) = 0, 
x(1) = 0, Y(l) = s, z(1) = 0, 
(17) 
where s denotes the ratio of the angular speed of the upper disk to the angular 
speed of the lower disk. In this problem, n = 6, p = 3, 4 = 3. Hence, four 
particular solutions are needed per iteration. 
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We assume the nominal functions 
x(t) = 0, 
y(t) = 0 - 1) t + 1, 
x(t) = 0, 
u(t) = 0, 
v(t) = 0, 
w(t) = 0, 
which are consistent with the boundary condition (17) but are not consistent 
with the differential Eqs. (16). Starting with these nominal functions, we 
employ the algorithm of Section 2 for several combinations of the parameters 
s and R, namely, 
(4 s = -0.8, R = 625, 
@I s = 0.5, R=lOO, 
(4 s = 0.5, R=400, 
(19) 
(4 s = 0.8, R = 625. 
For Case (a), convergence was obtained in N, = 9 iterations (Tables I and II). 
For each of Cases (b-d), convergence was obtained in N, = 3 iterations 
(Tables III-VIII). 
TABLE I 
Performance Index (Example 3.1, s = -0.8, R = 625) 
N a P 
0 - 0.9 E + 02 
1 1 0.2 E + 01 
2 1 o.lE+oo 
3 1 0.3 E - 02 
4 1 0.2 E - 02 
5 1 0.3 E - 03 
6 1 0.5 E - 04 
7 1 0.3 E - 05 
8 1 0.5 E - 08 
9 1 0.2 E - 13 
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TABLE II 
Converged Solution (Example 3.1, s = -0.8, R = 625) 
t X Y z 
0.0 0.ooo0E$oo 
0.1 0.1832E - 01 
0.2 -0.2282E - 01 
0.3 -0.4990E - 01 
0.4 -0.5864E - 01 
0.5 -0.5974E - 01 
0.6 -0S489E - 01 
0.1 -0.4236E - 01 
0.8 -0.1196 E - 01 
0.9 0.7880E - 01 
1.0 -0.1033 E - 24 
0.1000 E $ 01 
0.1544 E + 00 
0.4645E - 01 
0.2506E - 01 
0.1170 E - 01 
-0.7657E - 03 
-0.1294 E - 01 
-0.2559E - 01 
-0.4674E - 01 
-0.1498 E + 00 
-0.8OOOE + 00 
O.OOOOE + 00 
-0.6769E + 00 
-0.7602E + 00 
-0.5653E + 00 
-0.2898E + 00 
0.8705E - 02 
0.2918E + 00 
0.5451 E + 00 
0.6933E + 00 
0.5666E + 00 
-0.6203E - 24 
t 11 2, w 
0.0 0.5160E+OO 
0.1 -0.7151 E - 01 
0.2 -0.1885 E - 01 
0.3 -0.5810 E - 02 
0.4 -0.1716 E - 02 
0.5 0.1504E - 03 
0.6 0.3221E - 02 
0.7 0.1329E - 02 
0.8 0.1957 E - 01 
0.9 0.5672E - 01 
1.0 -0.3702E + 00 
-0.6099E + 00 
-0.1058 E + 00 
-0.1418 E - 01 
-0.5902E - 02 
-0.5071 E - 02 
-0.4922E - 02 
-0.4845E - 02 
-0.5615 E - 02 
-0.1436 E - 01 
-0.9523 E - 01 
-0.4367E + 00 
-0.2658E - 02 
-0.2658E - 02 
-0.2658 E - 02 
-0.2658E - 02 
-0.2658 E - 02 
-0.2658E - 02 
-0.2658E - 02 
-0.2658E - 02 
-0.2658E - 02 
-0.2658E - 02 
-0.2658 E - 02 
TABLE III 
Performance Index (Example 3.1, s = 0.5, R = 100) 
N 3( P 
0 - 0.3 E + 02 
1 1 0.1 E - 01 
2 1 0.1 E - 04 
3 1 0.6 E - 12 
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TABLE IV 
Converged Solution (Example 3.1, s = 0.5, R = 100) 
t 
0.0 O.OOOOE + 00 
0.1 O&MOE - 01 
0.2 0.3954E - 01 
0.3 0.9104E - 02 
0.4 0.1592 E - 02 
0.5 0.3776E - 02 
0.6 0.2840E - 02 
0.7 -0.1325 E - 01 
0.8 -0.4976E - 01 
0.9 -0.7857E - 01 
1.0 0.2791E - 23 
x 
- 
Y 
0.1000 E + 01 
0.7955E + 00 
0.7197 E + 00 
0.7114 E + 00 
0.7183 E + 00 
0.7264E + 00 
0.7368E + 00 
0.7461 E + 00 
0.7326E + 00 
0.6565E + 00 
0.5000 E + 00 
.z 
O.OOOOE + 00 
-0.1233 E + 00 
-0.2467E + 00 
-0.2909E + 00 
-0.2988E + 00 
-0.3036E + 00 
-0.3118E + 00 
-0.3048 E + 00 
-0.2445 E + 00 
-0.1092 E + 00 
0.4652E - 24 
t u z, w 
0.0 0.2431 E + 00 
0.1 -0.1940E - 01 
0.2 -0.4313 E - 01 
0.3 -0.1719 E - 01 
0.4 -0.3445E - 03 
0.5 0.2641 E - 02 
0.6 -0.6582E - 02 
0.7 -0.2693E - 01 
0.8 -0.4216 E - 01 
0.9 0.1000 E - 02 
1.0 0.1857 E + 00 
-0.2514 E + 00 
-0.1358 E + 00 
-0.2953E - 01 
0.4162 E - 02 
0.7748E - 02 
0.8854E - 02 
0.1161 E - 01 
0.3496E - 02 
-0.3766E - 01 
-0.1192 E + 00 
-0.1790 E + 00 
0.5253E + 00 
0.5253E + 00 
0.5253E + 00 
0.5253E + 00 
0.5253E + 00 
0.5253E + 00 
0.5253E + 00 
0.5253E + 00 
0.5253E + 00 
0.5253E + 00 
0.5253E + 00 
TABLE V 
Performance Index (Example 3.1, s = 0.5, R = 400) 
N oi P 
0 - 0.1 E + 03 
1 1 O.lE+OO 
2 1 0.4E - 03 
3 1 0.8 E - 10 
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TABLE VI 
Converged Solution (Example 3.1, s = 0.5, R = 400) 
t x 
0.0 0.ooooE+oo 
0.1 0.3989 E - 01 
0.2 -0.1165 E - 02 
0.3 -0.6776 E - 03 
0.4 0.7146 E - 04 
0.5 -0.1263 E - 03 
0.6 -0.3569 E - 03 
0.7 0.2721 E - 02 
0.8 0.3488 E - 02 
0.9 -0.4975 E - 01 
1.0 0.1482 E - 20 
Y .a 
0.1000 E + 01 
0.7201 E + 00 
0.7192 E + 00 
0.7247 E + 00 
0.7246 E + 00 
0.7246 E + 00 
0.7238 E + 00 
0.7233 E + 00 
0.7362 E + 00 
0.7322 E + 00 
0.5OOOE + 00 
0.OOOOE+00 
-0.2479 E + 00 
-0.2970 E + 00 
-0.2911 E + 00 
-0.2905E + 00 
-0.2905 E + 00 
-0.2893 E + 00 
-0.2921 E + 00 
--0.3109 E + 00 
-0.2443 E + 00 
0.3388 E -, 20 
t u 0 w 
0.0 0.2437 E + 00 -0.2515 E + 00 0.5249E + 00 
0.1 -0.4343 E - 01 -0.2883 E - 01 0.5249E + 00 
0.2 -0.3277 E - 02 0.6267 E - 02 0.5249 E + 00 
0.3 0.8994 E - 03 0.3374 E - 03 0.5249 E + 00 
0.4 0.2585 E - 04 -0.7871 E - 04 0.5249E + 00 
0.5 -0.2016 E - 03 -0.4486 E - 04 0.5249 E + 00 
0.6 0.2679 E - 03 -0.7377 E - 03 0.5249 E + 00 
0.7 0.2922E - 02 0.1466 E - 02 0.5249 E + 00 
0.8 -0.7457 E - 02 0.1125 E - 01 0.5249 E + 00 
0.9 -0.4212 E - 01 -0.3751 E - 01 0.5249 E + 00 
1.0 0.1854 E + 00 -0.1788 E + 00 0.5249 E + 00 
TABLE VII 
Performance Index (Example 3.1, s = 0.8, R = 625) 
N a P 
0 - 0.4 E + 03 
1 1 0.7 E - 02 
2 1 0.3 E - 06 
3 1 0.3 E - 16 
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TABLE VIII 
Converged Solution (Example 3.1, s = 0.8, R = 625) 
t x Y .a 
0.0 O.OOOOE+OO 
0.1 0.6143 E - 02 
0.2 -0.7120E - 03 
0.3 0.4219 E - 04 
0.4 -0.2912 E - 06 
0.5 0.6051 E - 06 
0.6 0.6463E - 06 
0.7 -0.8466E - 04 
0.8 0.1078 E - 02 
0.9 -0.6972E - 02 
1.0 0.4065E - 19 
0.1000 E + 01 
0.8905E + 00 
0.8966E + 00 
0.8967E + 00 
0.8966E + 00 
0.8966E + 00 
0.8966E -t 00 
0.8965E + 00 
0.8966E + 00 
0.9039E + 00 
0.8OOOE + 00 
0.ooo0E+oo 
-0.1051 E + 00 
-0.1062 E f 00 
-0.1054E + 00 
-0.1054E + 00 
-0.1054 E + 00 
-0.1055 E + 00 
-0.1053E + 00 
-0.1065E + 00 
-0.1062 E + 00 
-0.2710E - 19 
t u. 2) w 
0.0 0.99OOE - 01 
0.1 -0.1195 E - 01 
0.2 0.7194 E - 03 
0.3 -0.3938E - 05 
0.4 -0.4517 E - 05 
0.5 0.2249E - 05 
0.6 -0.1110 E - 04 
0.7 -0.1909 E - 05 
0.8 0.9969E - 03 
0.9 -0.1313 E - 01 
1.0 0.9055E - 01 
-0.1000 E + 00 
0.3662E - 03 
0.6664E - 03 
-0.8035E - 04 
0.4814 E - 05 
-0.9165 E - 07 
0.1154 E - 04 
-0.1499 E - 03 
0.9894E - 03 
-0.1191 E - 03 
-0.8953E - 01 
0.804OE + 00 
0.8040E + 00 
0.8040E + 00 
0.8040E + 00 
0.8040E + 00 
0.804OE + 00 
0.8040E + 00 
0.8040E + 00 
0.8040E + 00 
0.8040E + 00 
0.8040E + 00 
3.2. Problem of Bellman. 
On p. 99 of Ref. [7], Bellman and Kalaba consider the system of linear 
differential equations 
R =y, 
j = z, 
.!i = u, 
?i=180~+324y+169~+24u, 
(20) 
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subject to the boundary conditions 
x(0) = 0, Y(O) = 0, 
.x( 1) = 0.146996, y(1) = 0.241005 x 10-i. 
(21) 
In this problem, n = 4, p = 2, 4 = 2. Hence, three particular solutions are 
needed. 
We assume the nominal functions 
x(t) = O.l46996t, 
y(t) = 0.241005 x lo-‘t, 
z(t) = 0, 
u(t) = 0, 
(22) 
which are consistent with the boundary conditions (21) but are not consistent 
with the differential Eqs. (20). Starting with these nominal functions, we 
employ the algorithm of Section 2. Since the system (20)-(21) is linear, 
convergence is obtained in N, = 1 iteration, as predicted by the theory. 
The numerical results are given in Tables IX and X. 
TABLE IX 
Performance Index (Example 3.2) 
N a P 
0 0.3 E + 03 
1 1 0.3 E - 15 
TABLE X 
Converged Solution (Example 3.2) 
t 3c Y .a u 
0.0 0.0000 E + 00 O.OOOOE + 00 0.2000 E + 01 -0.1200 E + 02 
0.1 0.8194 E - 02 0.1476 E $ 00 0.1022 E + 01 -0.7807 E + 01 
0.2 0.2690 E - 01 0.2161 E + 00 0.3954 E + 00 -0.4911 E + 01 
0.3 0.4976 E - 01 0.2347 E + 00 0.9452 E - 02 -0.2937E + 01 
0.4 0.7285 E - 01 0.2234 E + 00 -0.2135 E + 00 -0.1613 E + 01 
0.5 0.9390 E - 01 0.1955 E + 00 -0.3283 E + 00 -0.7449E + 00 
0.6 0.1117 E + 00 0.1600 E + 00 -0.3730E + 00 -0.1927 E + 00 
0.7 0.1258 E + 00 0.1224 E + 00 -0.3740 E + 00 0.1426 E + 00 
0.8 0.1362 E + 00 0.8610 E - 01 -0.3493 E + 00 0.3316 E + 00 
0.9 0.1431 E + 00 0.5300 E - 01 -0.3109 E + 00 0.4236 E + 00 
1.0 0.1469 E + 00 0.2410 E - 01 -0.2667 E + 00 0.4532 E + 00 
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4. CONCLUSIONS 
In this paper, the method of particular solutions developed in Ref. [I] 
for linear systems and Ref. [2] f or nonlinear systems is employed to solve two 
difficult two-point boundary-value problems. One is the nonlinear problem 
of Lance and Rogers [S] and the other is the linear problem of Bellman and 
Kalaba [7]. In both cases, the method of particular solutions yields the solution 
without any difficulty. 
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