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CONCENTRATING SOLUTIONS FOR AN ANISOTROPIC PLANAR ELLIPTIC
NEUMANN PROBLEM WITH HÉNON WEIGHT AND LARGE EXPONENT
YIBIN ZHANG
Abstract. Let Ω be a bounded domain in R2 with smooth boundary, we study the following anisotropic elliptic
Neumann problem 

−∇(a(x)∇u) + a(x)u = a(x)|x− q|2αup, u > 0 in Ω,
∂u
∂ν
= 0 on ∂Ω,
where ν denotes the outer unit normal vector to ∂Ω, q ∈ Ω, α ∈ (−1,+∞) \N, p > 1 is a large exponent and a(x)
is a positive smooth function. We investigate the effect of the interaction between anisotropic coefficient a(x) and
singular source q on the existence of concentrating solutions. We shows that if q ∈ Ω is a strict local maximum
point of a(x), there exists a family of positive solutions with arbitrarily many interior spikes accumulating to q;
while if q ∈ ∂Ω is a strict local maximum point of a(x) and satisfies 〈∇a(q), ν(q)〉 = 0, such a problem has a family
of positive solutions with arbitrarily many mixed interior and boundary spikes accumulating to q. In particular,
we find that concentration at singular source q is always possible whether q ∈ Ω is an isolated local maximum
point of a(x) or not.
Keywords: Concentrating solutions; Anisotropic elliptic Neumann problem; Hénon weight; Large exponent.
1. Introduction
Let Ω be a bounded domain in R2 with smooth boundary. This paper deals with the existence and profile of
solutions for the following anisotropic elliptic Neumann problem
−∇(a(x)∇u) + a(x)u = a(x)|x − q|2αup, u > 0 in Ω,
∂u
∂ν
= 0 on ∂Ω,
(1.1)
where ν denotes the outer unit normal vector to ∂Ω, q ∈ Ω, α ∈ (−1,+∞) \N, p > 1 is a large exponent and a(x)
is a positive smooth function over Ω.
Let
∆au =
1
a(x)
∇(a(x)∇u) = ∆u +∇ log a(x)∇u
and G(x, y) be the Green’s function satisfying
−∆aG(x, y) +G(x, y) = δy(x), x ∈ Ω,
∂G
∂νx
(x, y) = 0, x ∈ ∂Ω, (1.2)
for each y ∈ Ω, then its regular part is defined depending on whether y lies in the domain or on its boundary as
H(x, y) =

G(x, y) +
1
2π
log |x− y|, y ∈ Ω,
G(x, y) +
1
π
log |x− y|, y ∈ ∂Ω.
(1.3)
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Our first result concerns the existence of solutions of problem (1.1) whose interior and boundary spikes are
uniformly far away from each other and interior spikes lie in the domain with distance to the boundary uniformly
approaching zero.
Theorem 1.1. Let α ∈ (−1,+∞) \ N and assume that q ∈ Ω is a strict local maximum point of a(x). Then for
any integer m ≥ 1, there exists pm > 0 such that for any p > pm, problem (1.1) has a family of positive solutions
up with m+ 1 different interior spikes which accumulate to q as p→ +∞. More precisely,
up(x) =
m∑
i=1
1
γµ
2/(p−1)
i
∣∣ξpi − q∣∣2α/(p−1)
[
log
1
(ε2µ2i + |x− ξpi |2)2
+ 8πH(x, ξpi )
]
+
1
γµ
2/(p−1)
0
[
log
1
(ε2µ20 + |x− q|2(1+α))2
+ 8π(1 + α)H(x, q)
]
+ o (1) ,
where o(1) → 0, as p → +∞, on each compact subset of Ω \ {q, ξp1 , . . . , ξpm}, the parameters γ, ε, µ0 and µi,
i = 1, . . . ,m satisfy
γ = pp/(p−1)ε2/(p−1), ε = e−p/4,
1
C
< µ0 < Cp
C ,
1
C
< µi < Cp
C ,
for some C > 0, and (ξp1 , . . . , ξ
p
m) ∈ (Ω \ {q})m satisfies
ξpi → q for all i, and |ξpi − ξpk| > 1/p2(m+1+α)
2 ∀ i 6= k.
In particular, for any d > 0, as p→ +∞,
pa(x)|x − q|2αup+1p ⇀ 8πe(m+ 1 + α)δq weakly in the sense of measure in Ω,
up → 0 uniformly in Ω \Bd(q),
but
sup
x∈B
1/p4(m+1+α)
2 (q)
up(x) →
√
e and sup
x∈B
1/p4(m+1+α)
2 (ξ
p
i )
up(x)→
√
e, i = 1, . . . ,m.
Our next result concerns the existence of solutions of problem (1.1) with mixed interior and boundary spikes
which accumulate to the same point of the boundary.
Theorem 1.2. Let α ∈ (−1,+∞) \ N and assume that q ∈ ∂Ω is a strict local maximum point of a(x) and
satisfies ∂νa(q) := 〈∇a(q), ν(q)〉 = 0. Then for any integers m ≥ 1 and 0 ≤ l ≤ m, there exists pm > 0 such that
for any p > pm, problem (1.1) has a family of positive solutions up with m− l+1 different boundary spikes and l
different interior spikes which accumulate to q as p→ +∞. More precisely,
up(x) =
m∑
i=1
1
γµ
2/(p−1)
i
∣∣ξpi − q∣∣2α/(p−1)
[
log
1
(ε2µ2i + |x− ξpi |2)2
+ ciH(x, ξ
p
i )
]
+
1
γµ
2/(p−1)
0
[
log
1
(ε2µ20 + |x− q|2(1+α))2
+ 4π(1 + α)H(x, q)
]
+ o (1) ,
where o(1) → 0, as p → +∞, on each compact subset of Ω \ {q, ξp1 , . . . , ξpm}, the parameters γ, ε, µ0 and µi,
i = 1, . . . ,m satisfy
γ = pp/(p−1)ε2/(p−1), ε = e−p/4,
1
C
< µ0 < Cp
C ,
1
C
< µi < Cp
C ,
for some C > 0, (ξp1 , . . . , ξ
p
m) ∈ Ωl × (∂Ω)m−l satisfies
ξpi → q ∀ i, |ξpi − ξpk | > 1/p2(m+1+α)
2 ∀ i 6= k, and dist(ξpi , ∂Ω) > 1/p2(m+1+α)
2 ∀ i = 1, . . . , l,
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and ci = 8π for i = 1, . . . , l, while ci = 4π for i = l+ 1, . . . ,m. In particular, for any d > 0, as p→ +∞,
pa(x)|x − q|2αup+1p ⇀ 4πe(m+ l+ 1 + α)δq weakly in the sense of measure in Ω,
up → 0 uniformly in Ω \Bd(q),
but
sup
x∈Ω∩B
1/p4(m+1+α)
2 (q)
up(x) →
√
e and sup
x∈Ω∩B
1/p4(m+1+α)
2 (ξ
p
i )
up(x)→
√
e, i = 1, . . . ,m.
Remark 1.3. Let us remark that the assumption condition in Theorem 1.2 contains the following two cases:
(C1) q ∈ ∂Ω is a strict local maximum point of a(x) restricted on ∂Ω;
(C2) q ∈ ∂Ω is a strict local maximum point of a(x) restricted in Ω and satisfies ∂νa(q) := 〈∇a(q), ν(q)〉 = 0.
In fact, arguing exactly along the sketch of the proof of Theorem 1.2, we can easily find that if (C1) holds, then
problem (1.1) has solutions with boundary spikes which accumulate to q along ∂Ω; while if (C2) holds, then
problem (1.1) has solutions with interior spikes which accumulate to q along the inner normal direction of ∂Ω.
Moreover, for the case m = 0, we have the corresponding results for problems (1.1) and (??), respectively.
Theorem 1.4. Let α ∈ (−1,+∞) \ N and q ∈ Ω. Then there exists p0 > 0 such that for any p > p0, problem
(1.1) has a family of positive solutions up such that as p tends to +∞,
up(x) =
1
γµ
2/(p−1)
0
[
log
1
(ε2µ20 + |x− q|2(1+α))2
+ 8π(1 + α)H(x, q)
]
+ o (1) ,
uniformly on each compact subset of Ω \ {q}, where the parameters γ, ε and µ0 satisfy
γ = pp/(p−1)ε2/(p−1), ε = e−p/4, 1/C < µ0 < C,
for some C > 0. In particular, for any d > 0, as p→ +∞,
pa(x)|x − q|2αup+1p ⇀ 8πe(1 + α)δq weakly in the sense of measure in Ω,
up → 0 uniformly in Ω \Bd(q),
but
sup
x∈Bd(q)
up(x)→
√
e.
Theorem 1.5. Let α ∈ (−1,+∞) \ N and q ∈ ∂Ω. Then there exists p0 > 0 such that for any p > p0, problem
(1.1) has a family of positive solutions up such that as p tends to +∞,
up(x) =
1
γµ
2/(p−1)
0
[
log
1
(ε2µ20 + |x− q|2(1+α))2
+ 4π(1 + α)H(x, q)
]
+ o (1) ,
uniformly on each compact subset of Ω \ {q}, where the parameters γ, ε and µ0 satisfy
γ = pp/(p−1)ε2/(p−1), ε = e−p/4, 1/C < µ0 < C,
for some C > 0. In particular, for any d > 0, as p→ +∞,
pa(x)|x − q|2αup+1p ⇀ 4πe(1 + α)δq weakly in the sense of measure in Ω,
up → 0 uniformly in Ω \Bd(q),
but
sup
x∈Ω∩Bd(q)
up(x)→
√
e.
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Remark 1.6. While for the case m = 0, by arguing exactly along the sketch of the proof of Theorem 1.1 we can
prove the corresponding results in Theorems 1.3 and 1.4, and further find that problem (??) should always admit
a family of solutions blowing up at the singular source p whether p is an isolated local maximum point of φ1 or
not.
In this paper, the letter C will always denote a generic positive constant independent of p, which could be
changed from one line to another. The symbol o(t) (respectively O(t)) will denote a quantity for which o(t)|t| tends
to zero (respectively, O(t)|t| stays bounded ) as parameter t goes to zero. Moreover, we will use the notation o(1)
(respectively O(1)) to stand for a quantity which tends to zero (respectively, which remains uniformly bounded)
as p→ +∞.
2. An approximation for the solution
The basic cells for the construction of an approximate solution of problem (1.1) are given by two standard
bubbles
Uδ(x) = log
8(1 + α)2δ2(1+α)
(δ2(1+α) + |x|2(1+α))2 and Vδ,ξ(x) = log
8δ2
(δ2 + |x− ξ|2)2 , (2.1)
with α ∈ (−1,+∞) \ N, δ > 0 and ξ ∈ R2, which, respectively, are all solutions of the following two equations:
−∆u = |x|2αeu in R2,∫
R2
|x|2αeu < +∞, and

−∆u = eu in R2,∫
R2
eu < +∞, (2.2)
(see [8, 9, 49]). Let us define the configuration space in which the concentration points we try to seek belong to
Op(q) :=
{
ξ = (ξ1, . . . , ξm) ∈
(
Bd(q) ∩ Ω
)l × (Bd(q) ∩ ∂Ω)m−l ∣∣∣∣ mini=1,...,m |ξi − q| > 1pκ
min
i,j=1,...,m, i6=j
|ξi − ξj | > 1
pκ
, min
1≤i≤l
dist(ξi, ∂Ω) >
1
pκ
}
, (2.3)
where d > 0 is a sufficiently small but fixed number, independent of p, l = m if q ∈ Ω while l = 0, 1, . . . ,m if
q ∈ ∂Ω, and κ is given by
κ = 2(m+ 1 + α)2. (2.4)
Let us fix m ∈ N, q ∈ Ω and ξ = (ξ1, . . . , ξm) ∈ Op(q). For numbers µ0 > 0 and µi > 0, i = 1, . . . ,m, yet to be
chosen, we set
γ = p
p
p−1 e−
p
2(p−1) , ε = e−
1
4 p, ρ0 = ε
1
1+α , υ0 = µ
1
1+α
0 , δ0 = ρ0υ0, δi = εµi, (2.5)
and
U0(x) =
1
γµ
2/(p−1)
0
[
Uδ0(x− q) +
1
p
ω1
(
x− q
δ0
)
+
1
p2
ω2
(
x− q
δ0
)]
, (2.6)
and
Ui(x) =
1
γµ
2/(p−1)
i
∣∣ξi − q∣∣2α/(p−1)
[
Vδi,ξi(x) +
1
p
ω˜1
(
x− ξi
δi
)
+
1
p2
ω˜2
(
x− ξi
δi
)]
. (2.7)
Here, ωj and ω˜j , j = 1, 2, respectively, are radial solutions of
∆ωj +
8(1 + α)2|z|2α
(1 + |z|2(1+α))2ωj =
8(1 + α)2|z|2α
(1 + |z|2(1+α))2 fj(|z|) in R
2, (2.8)
and
∆ω˜j +
8
(1 + |z|2)2 ω˜j =
8
(1 + |z|2)2 f˜j(|z|) in R
2, (2.9)
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where
f1 =
1
2
U21 , f2 = ω1U1 −
1
3
U31 −
1
2
ω21 −
1
8
U41 +
1
2
ω1U
2
1 , (2.10)
and
f˜1 =
1
2
V 21,0, f˜2 = ω˜1V1,0 −
1
3
V 31,0 −
1
2
ω˜21 −
1
8
V 41,0 +
1
2
ω˜1V
2
1,0. (2.11)
Furthermore, by [7, 23, 24] it follows that for each j = 1, 2 and r = |z|, as r → +∞,
ωj(r) =
Cj
2(1 + α)
log
(
1 + r2(1+α)
)
+O
(
1
1 + r1+α
)
, ∂rωj(r) =
Cjr
1+2α
1 + r2(1+α)
+O
(
1
1 + r2+α
)
, (2.12)
and
ω˜j(r) =
C˜j
2
log(1 + r2) +O
(
1
1 + r
)
, ∂rω˜j(r) =
C˜jr
1 + r2
+ O
(
1
1 + r2
)
, (2.13)
with
Cj = 8(1 + α)
2
∫ +∞
0
t1+2α
t2(1+α) − 1
(t2(1+α) + 1)3
fj(t)dt, C˜j = 8
∫ ∞
0
t
t2 − 1
(t2 + 1)3
f˜j(t)dt. (2.14)
In particular,
C1 = 12(1 + α) − 4(1 + α) log 8(1 + α)2, C˜1 = 12− 4 log 8, (2.15)
and
ω1(z) =
1
2
U21 (z) + 6 log
(|z|2(1+α) + 1)+ 2 log 8(1 + α)2 − 10|z|2(1+α) + 1 + |z|2(1+α) − 1|z|2(1+α) + 1 ×
{
−1
2
log2 8(1 + α)2
+2 log2
(|z|2(1+α) + 1)+ 4 ∫ +∞
|z|2(1+α)
ds
s+ 1
log
s+ 1
s
− 8(1 + α) log |z| log (|z|2(1+α) + 1)} , (2.16)
and
ω˜1(z) =
1
2
V 21,0(z) + 6 log(|z|2 + 1) +
2 log 8− 10
|z|2 + 1 +
|z|2 − 1
|z|2 + 1 ×
{
−1
2
log2 8
+2 log2(|z|2 + 1) + 4
∫ +∞
|z|2
ds
s+ 1
log
s+ 1
s
− 8 log |z| log(|z|2 + 1)
}
. (2.17)
We define the approximate solution of problem (1.1) as
Uξ(x) :=
m∑
i=0
PUi(x) =
m∑
i=0
[
Ui(x) +Hi(x)
]
, (2.18)
where Hi is a correction term defined as the solution of
−∆aHi +Hi = ∇ log a(x)∇Ui − Ui in Ω,
∂Hi
∂ν
= −∂Ui
∂ν
on ∂Ω.
(2.19)
In order to state the asymptotic expansion of the functions Hi in terms of ξi, δi and p > 1 large enough, we first
use the convention that
c0 =
{
8π(1 + α), if q ∈ Ω,
4π(1 + α), if q ∈ ∂Ω, ci =
{
8π, if i = 1, . . . , l,
4π, if i = l + 1, . . . ,m.
(2.20)
Then we have the following Lemma whose proof is given in the Appendix B.
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Lemma 2.1. For any 0 < β < 1 and ξ = (ξ1, . . . , ξm) ∈ Op(q), then we have that
H0(x) =
1
γµ
2/(p−1)
0
[(
1− C1
4(1 + α)p
− C2
4(1 + α)p2
)
c0H(x, q)− log
(
8(1 + α)2δ
2(1+α)
0
)
+
(
C1
p
+
C2
p2
)
log δ0 +O
(
δ
β/2
0
)]
, (2.21)
and for each i = 1, . . . ,m,
Hi(x) =
1
γµ
2/(p−1)
i
∣∣ξi − q∣∣2α/(p−1)
[(
1− C˜1
4p
− C˜2
4p2
)
ciH(x, ξi)− log(8δ2i ) +
(
C˜1
p
+
C˜2
p2
)
log δi
+O
(
δ
β/2
i
)]
, (2.22)
uniformly in Ω, where H is the regular part of Green’s function defined in (1.3).
From Lemma 2.1 we can easily check that away from the origin and each point ξi, namely |x− q| ≥ 1/p2κ and
|x− ξi| ≥ 1/p2κ for each i = 1, . . . ,m,
Uξ(x) =
1
γµ
2/(p−1)
0
[(
1− C1
4(1 + α)p
− C2
4(1 + α)p2
)
c0G(x, q) +O
(
p2κ(1+α)−1δ1+α0 + δ
β/2
0
)]
+
m∑
i=1
1
γµ
2/(p−1)
i
∣∣ξi − q∣∣2α/(p−1)
[(
1− C˜1
4p
− C˜2
4p2
)
ciG(x, ξi) +O
(
δ
β/2
i
)]
. (2.23)
If |x− q| < 1/p2κ, by using (2.1), (2.6), (2.21) and the fact that H(·, q) ∈ Cβ(Ω) for any β ∈ (0, 1) we get
PU0(x) =
1
γµ
2/(p−1)
0
[
U1
(
x− q
δ0
)
+
1
p
ω1
(
x− q
δ0
)
+
1
p2
ω2
(
x− q
δ0
)
+
(
1− C1
4(1 + α)p
− C2
4(1 + α)p2
)
c0H(q, q)
− log
(
8(1 + α)2δ
4(1+α)
0
)
+
(
C1
p
+
C2
p2
)
log δ0 +O
(
|x− q|β + δβ/20
)]
,
and for any k 6= 0, by (2.7), (2.13) and (2.22),
PUk(x) =
1
γµ
2/(p−1)
k
∣∣ξk − q∣∣2α/(p−1)
[
log
8δ2k
(δ2k + |x− ξk|2)2
+
1
p
ω1
(
x− ξk
δk
)
+
1
p2
ω2
(
x− ξk
δk
)
+
(
1− C˜1
4p
− C˜2
4p2
)
ckH(x, ξk)− log(8δ2k) +
(
C˜1
p
+
C˜2
p2
)
log δk +O
(
δ
β/2
k
)]
=
1
γµ
2/(p−1)
k
∣∣ξk − q∣∣2α/(p−1)
[(
1− C˜1
4p
− C˜2
4p2
)
ckG(q, ξk) +O
(
|x− q|β + δβ/2k
)]
.
Hence for |x− q| < 1/p2κ, by (2.5),
Uξ(x) =
1
γµ
2/(p−1)
0
[
p+ U1
(
x− q
δ0
)
+
1
p
ω1
(
x− q
δ0
)
+
1
p2
ω2
(
x− q
δ0
)
+O
(
|x− q|β +
m∑
k=0
δ
β/2
k
)]
(2.24)
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is an appropriate approximation for a solution of problem (1.1) near the origin provided that the concentration
parameter µ0 satisfies the nonlinear relation
log
(
8(1 + α)2µ40
)
=
(
1− C1
4(1 + α)p
− C2
4(1 + α)p2
)
c0H(q, q) +
(
C1
p
+
C2
p2
)
log δ0
+
(
1− C˜1
4p
− C˜2
4p2
)
m∑
k=1
µ
2/(p−1)
0
µ
2/(p−1)
k
∣∣ξk − q∣∣2α/(p−1) ckG(q, ξk). (2.25)
Similarly, while if |x− ξi| < 1/p2κ with some i ∈ {1, . . . ,m},
Uξ(x) =
1
γµ
2/(p−1)
i
∣∣ξi − q∣∣2α/(p−1)
[
p+ V1,0
(
x− ξi
δi
)
+
1
p
ω˜1
(
x− ξi
δi
)
+
1
p2
ω˜2
(
x− ξi
δi
)
+O
(
|x− ξi|β +
m∑
k=0
δ
β/2
k
)]
(2.26)
is an appropriate approximation for a solution of problem (1.1) near the point ξi provided that for each i =
1, . . . ,m, the concentration parameter µi satisfies the nonlinear system
log
(
8µ4i
)
=
(
1− C˜1
4p
− C˜2
4p2
)
ciH(ξi, ξi) +
(
C˜1
p
+
C˜2
p2
)
log δi
+
(
1− C˜1
4p
− C˜2
4p2
)
m∑
k=1, k 6=i
µ
2/(p−1)
i
∣∣ξi − q∣∣2α/(p−1)
µ
2/(p−1)
k
∣∣ξk − q∣∣2α/(p−1) ckG(ξi, ξk)
+
(
1− C1
4(1 + α)p
− C2
4(1 + α)p2
)
µ
2/(p−1)
i
∣∣ξi − q∣∣2α/(p−1)
µ
2/(p−1)
0
c0G(ξi, q). (2.27)
Indeed, the parameters µ = (µ0, µ1, . . . , µm) are well defined in systems (2.25) and (2.27) under the certain region,
which is stated in the following lemma and whose proof is postponed in the Appendix B.
Lemma 2.2. For any points ξ = (ξ1, . . . , ξm) ∈ Op(q) and any p > 1 large enough, systems (2.25) and (2.27) has
a unique solution µ = (µ0, µ1, . . . , µm) satisfying
1/C ≤ µi ≤ CpC and
∣∣Dξ logµi∣∣ ≤ Cpκ, ∀ i = 0, 1, . . . ,m, (2.28)
for some C > 0. Moreover,
µ0 = µ0(p, ξ) ≡ e− 34+ 14 c0H(q,q)+ 14
∑m
k=1 ckG(q,ξk)
[
1 +O
(
log2 p
p
)]
, (2.29)
and for any i = 1, . . . ,m,
µi = µi(p, ξ) ≡ e− 34+ 14 ciH(ξi,ξi)+ 14 c0G(ξi,q)+ 14
∑m
k=1, k 6=i ckG(ξi,ξk)
[
1 +O
(
log2 p
p
)]
. (2.30)
Remark 2.3. For any p > 1 large enough, we see that if |x− q| = δ0|z| < 1/p2κ, by (2.1), (2.5), (2.12) and (2.28),
p+ U1(|z|) + 1
p
ω1(|z|) + 1
p2
ω2(|z|) = p− 2 log
(
1 + |z|2(1+α)
)
+O (1)
≥ 8κ(1 + α) log p+ 4 logµ0 +O (1) > 7κ(1 + α) log p,
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which, together with (2.24), easily implies that 0 < Uξ ≤ 2
√
e in B1/p2κ(q), and supB1/p2κ (q) Uξ →
√
e as p→ +∞.
While if |x− ξi| = δi|z˜| < 1/p2κ for each i = 1, . . . ,m, by (2.1), (2.5), (2.13) and (2.28),
p+ V1,0(|z˜|) + 1
p
ω˜1(|z˜|) + 1
p2
ω˜2(|z˜|) = p− 2 log
(
1 + |z˜|2)+O (1) ≥ 8κ log p+ 4 logµi +O (1) > 7κ log p.
This, together with (2.3) and (2.26), implies that 0 < Uξ ≤ 2
√
e in B1/p2κ (ξi), and supB1/p2κ(ξi) Uξ →
√
e
as p → +∞. Notice that by the maximum principle, it follows that for any i = 1, . . . ,m, G(x, ξi) > 0 and
G(x, q) > 0 over Ω, and further by (2.23), Uξ is a positive, uniformly bounded function over Ω. More precisely,
0 < Uξ(y) ≤ 2
√
e, ∀ y ∈ Ω. (2.31)
Consider that the scaling of solution to problem (1.1) is as follows:
υ(y) = ε2/(p−1)u(εy), ∀ y ∈ Ωp, (2.32)
where Ωp := (e
p/4)Ω = (1/ε)Ω, then the function υ(y) satisfies
−∆a(εy)υ + ε2υ = |εy − q|2αυp, υ > 0 in Ωp,
∂υ
∂ν
= 0 on ∂Ωp.
(2.33)
We write q′ = q/ε and ξ′i = ξi/ε, i = 1, . . . ,m and define the initial approximate solution of (2.33) as
Vξ′ (y) = ε
2/(p−1)Uξ(εy), (2.34)
with ξ′ = (ξ′1, . . . , ξ
′
m) and Uξ defined in (2.18). Let us set
Sp(υ) = −∆a(εy)υ + ε2υ − |εy − q|2αυp+, where υ+ = max{υ, 0},
and we introduce the following functional defined in H1(Ωp):
Ip(υ) =
1
2
∫
Ωp
a(εy)
(|∇υ|2 + ε2υ2) dy − 1
p+ 1
∫
Ωp
a(εy)|εy − q|2αυp+1+ dy, (2.35)
whose nontrivial critical points are solutions of problem (2.33). Indeed, by the maximum principle, it is easy to
see that problem (2.33) is equivalent to
Sp(υ) = 0, υ+ 6≡ 0 in Ωp, ∂υ
∂ν
= 0 on ∂Ωp.
We will seek solutions of problem (2.33) in the form υ = Vξ′ + φ, where φ will represent a higher-order correction
in the expansion of υ. Observe that
Sp(Vξ′ + φ) = L(φ) +Rξ′ +N(φ) = 0,
where
L(φ) = −∆a(εy)φ+ ε2φ−Wξ′φ with Wξ′ = p|εy − q|2αV p−1ξ′ , (2.36)
and
Rξ′ = −∆a(εy)Vξ′ + ε2Vξ′ − |εy − q|2αV pξ′ , N(φ) = −|εy − q|2α
[
(Vξ′ + φ)
p
+ − V pξ′ − pV p−1ξ′ φ
]
. (2.37)
In terms of φ, problem (2.33) becomes
L(φ) = −[Rξ′ +N(φ)] in Ωp,
∂φ
∂ν
= 0 on ∂Ωp.
(2.38)
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For any ξ = (ξ1, . . . , ξm) ∈ Op(q) and h ∈ L∞(Ωp), we define a L∞-norm
∥∥h∥∥∗ := supy∈Ωp ∣∣Hξ′(y)h(y)∣∣ with
the weight function
Hξ′(y) =
ε2 + ( ε
ρ0v0
)2 ∣∣εy−q
ρ0v0
∣∣2α(
1 +
∣∣εy−q
ρ0v0
∣∣)4+2αˆ+2α +
m∑
i=1
1
µ2i
1(
1 +
∣∣ y−ξ′i
µi
∣∣)4+2αˆ
−1 , (2.39)
where αˆ+1 is a sufficiently small but fixed positive number, independent of p, such that −1 < αˆ < min{α, −2/3}.
With respect to the ‖ · ‖∗-norm, we have the following.
Proposition 2.4. Let m be a non-negative integer. There exist constants C > 0, D0 > 0 and pm > 1 such that
‖Rξ′‖∗ ≤ C
p4
, (2.40)
and
Wξ′(y) ≤ D0
[(
ε
ρ0v0
)2 ∣∣∣∣εy − qρ0v0
∣∣∣∣2α eU1( εy−qρ0v0 ) + m∑
i=1
1
µ2i
e
V1,0
(
y−ξ′i
µi
)]
, (2.41)
for any ξ = (ξ1, . . . , ξm) ∈ Op(q) and any p > pm. Moreover, if |εy − ξi| ≤
√
δi/p
2κ for each i = 1, . . . ,m,
Wξ′(y) =
1
µ2i
8(
1 +
∣∣ y−ξ′i
µi
∣∣2)2
1 + 1
p
(
ω˜1 − V1,0 − 1
2
V 21,0
)(
y − ξ′i
µi
)
+O
 log4 (∣∣y−ξ′iµi ∣∣+ 2)
p2
 , (2.42)
while if |εy − q| ≤ √δ0/p2κ,
Wξ′ (y) =
(
ε
ρ0v0
)2 8(1 + α)2∣∣ εy−qρ0v0 ∣∣2α(
1 +
∣∣ εy−q
ρ0v0
∣∣2(1+α))2
[
1 +
1
p
(
ω1 − U1 − 1
2
U21
)(
εy − q
ρ0v0
)
+O
(
log4
(| εy−qρ0v0 |+ 2)
p2
)]
. (2.43)
Proof. From (2.18), (2.19) and (2.34) it follows that
−∆a(εy)Vξ′ + ε2Vξ′ = ε2
m∑
i=0
ε2/(p−1)
[−∆a(Ui +Hi)+ (Ui +Hi)] = −ε2p/(p−1) m∑
i=0
∆Ui.
Then by (2.1) and (2.5)-(2.9),
−∆a(εy)Vξ′ + ε2Vξ′ =
(
ε
ρ0v0
)2 |z|2αeU1(z)
pp/(p−1)µ2/(p−1)0
(
1− 1
p
f1 − 1
p2
f2 +
1
p
ω1 +
1
p2
ω2
)
(z)
+
m∑
i=1
eV1,0(z˜)
pp/(p−1)µ2p/(p−1)i
∣∣ξi − q∣∣2α/(p−1)
(
1− 1
p
f˜1 − 1
p2
f˜2 +
1
p
ω˜1 +
1
p2
ω˜2
)
(z˜) (2.44)
with z = (εy − q)/δ0 and z˜ = (εy − ξi)/δi. If |εy − q| = δ0|z| ≥ 1/p2κ and |εy − ξi| = δi|z˜| ≥ 1/p2κ for each
i = 1, . . . ,m, by (2.1), (2.12), (2.13) and (2.28) we can compute that
U1(z) = −p+O (log p) , V1,0(z˜) = −p+O (log p) , ωj(z) = Cjp
4(1 + α)
+O (log p) , ω˜j(z˜) =
C˜jp
4
+O (log p)
with j = 1, 2, and thus, by (2.10), (2.11) and (2.44),
−∆a(εy)Vξ′ + ε2Vξ′ =
(
ε
ρ0v0
)2 |z|2αeU1(z)
pp/(p−1)µ2/(p−1)0
O
(
p2
)
+
m∑
i=1
eV1,0(z˜)
pp/(p−1)µ2p/(p−1)i
∣∣ξi − q∣∣2α/(p−1)O
(
p2
)
. (2.45)
In the same region, by (2.3), (2.5), (2.23), (2.28) and (2.34) we obtain
|εy − q|2αV pξ′(y) = O
( |εy − q|2α
p
(
log p
p
)p)
, (2.46)
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which combined with (2.37), (2.39) and (2.45) easily yields that∣∣Hξ′(y)Rξ′(y)∣∣ ≤ Cp[∣∣∣∣εy − qρ0υ0
∣∣∣∣2αˆ−2α + m∑
i=1
∣∣∣∣y − ξ′iµi
∣∣∣∣2αˆ + |εy − q|2αp2
(√
e log p
p
)p]
= o
(
max
{
ep(αˆ−α)/4(1+α), epαˆ/4, e−p/4
})
. (2.47)
On the other hand, if |εy − ξi| = δi|z˜| < 1/p2κ for some i ∈ {1, . . . ,m}, then, by (2.26), (2.34) and the relation(
pε2/(p−1)
γµ
2/(p−1)
i
∣∣ξi − q∣∣2α/(p−1)
)p
=
1
pp/(p−1)µ2p/(p−1)i
∣∣ξi − q∣∣2αp/(p−1) , (2.48)
we find
|εy − q|2αV pξ′ (y) =
|εy − q|2α
pp/(p−1)µ2p/(p−1)i
∣∣ξi − q∣∣2αp/(p−1)
{
1 +
1
p
V1,0(z˜) +
1
p2
ω˜1(z˜)
+
1
p3
[
ω˜2(z˜) +O
(
p2δβi |z˜|β + p2
m∑
k=0
δ
β/2
k
)]}p
. (2.49)
From Taylor expansions of the exponential and logarithmic function(
1 +
a
p
+
b
p2
+
c
p3
)p
= ea
[
1 +
1
p
(
b− a
2
2
)
+
1
p2
(
c− ab+ a
3
3
+
b2
2
− a
2b
2
+
a4
8
)
+O
(
log6(|z˜|+ 2)
p3
)]
, (2.50)
which holds for |z˜| ≤ Cep/8 provided −4 log(|z˜| + 2) ≤ a(z˜) ≤ C and |b(z˜)| + |c(z˜)| ≤ C log(|z˜| + 2), we can
compute that for |εy − ξi| = δi|z˜| ≤
√
δi/p
2κ,
|εy − q|2αV pξ′(y) =
|εy|2αeV1,0(z˜)
pp/(p−1)µ2p/(p−1)i
∣∣ξi − q∣∣2αp/(p−1)
[
1 +
1
p
(
ω˜1 − 1
2
V 21,0
)
(z˜) +
1
p2
(
ω˜2 − ω˜1V1,0 + 1
3
V 31,0
+
1
2
ω˜21 −
1
2
ω˜1V
2
1,0 +
1
8
V 41,0
)
(z˜) +O
(
log6(|z˜|+ 2)
p3
+ δβi |z˜|β +
m∑
k=0
δ
β/2
k
)]
, (2.51)
and then, by (2.11), (2.37) and (2.44),
Rξ′(y) =
eV1,0(z˜)
pp/(p−1)µ2p/(p−1)i
∣∣ξi − q∣∣2α/(p−1)O
(
log6(|z˜|+ 2)
p3
+ δβi |z˜|β +
m∑
k=0
δ
β/4
k
)
. (2.52)
Furthermore, in this region, by (2.39) we obtain∣∣Hξ′(y)Rξ′ (y)∣∣ ≤ C
p4
(∣∣∣∣y − ξ′iµi
∣∣∣∣+ 1)2αˆ log6(∣∣∣∣y − ξ′iµi
∣∣∣∣+ 2) = O( 1p4
)
. (2.53)
As in the region
√
δi/p
2κ < |εy − ξi| = δi|z˜| < 1/p2κ, by (2.11) and (2.44) we get
−∆a(εy)Vξ′ + ε2Vξ′ =
eV1,0(z˜)
pp/(p−1)µ2p/(p−1)i
∣∣ξi − q∣∣2α/(p−1)O
(
p2
)
, (2.54)
and by (2.49),
|εy − q|2αV pξ′ (y) =
|εy|2α eV1,0(z˜)
pp/(p−1)µ2p/(p−1)i
∣∣ξi − q∣∣2αp/(p−1)O (1) , (2.55)
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because (1 + sp )
p ≤ es. Then in this region, by (2.3), (2.28), (2.37) and (2.39) we conclude∣∣Hξ′(y)Rξ′(y)∣∣ ≤ Cp ∣∣∣∣y − ξ′iµi
∣∣∣∣2αˆ = o( 1p4
)
. (2.56)
Similar to the above arguments in (2.51)-(2.52) and (2.54)-(2.55), we have that if |εy − q| = δ0|z| ≤
√
δ0/p
2κ,
Rξ′(y) =
(
ε
ρ0v0
)2 |z|2αeU1(z)
pp/(p−1)µ2/(p−1)0
O
(
log6(|z|+ 2)
p3
+ δβ0 |z|β +
m∑
k=0
δ
β/4
k
)
, (2.57)
while if
√
δ0/p
2κ ≤ |εy − q| = δ0|z| ≤ 1/p2κ,
Rξ′(y) =
(
ε
ρ0v0
)2 |z|2αeU1(z)
pp/(p−1)µ2/(p−1)0
O
(
p2
)
. (2.58)
Thus in the region |εy − q| = δ0|z| ≤ 1/p2κ, by (2.39),∣∣Hξ′(y)Rξ′(y)∣∣ ≤ C
p4
(∣∣∣∣εy − qρ0v0
∣∣∣∣+ 1)2αˆ−2α log6(∣∣∣∣εy − qρ0v0
∣∣∣∣+ 2) = O( 1p4
)
. (2.59)
As a consequence, putting (2.37), (2.47), (2.53), (2.56) and (2.59) together, we obtain estimate (2.40).
Finally, it remains to prove the expansions (2.41)-(2.42) forWξ′ (y) = p|εy−q|2αV p−1ξ′ . If |εy−ξi| = δi|z˜| < 1/p2κ
for some i ∈ {1, . . . ,m}, then, by (2.26), (2.34) and (2.48),
Wξ′(y) = p
(
ε2/(p−1)
∣∣εy − q∣∣2α/(p−1)
γµ
2/(p−1)
i
∣∣ξi − q∣∣2α/(p−1)
)p−1 [
p+ V1,0(z˜) +
ω˜1(z˜)
p
+
ω˜2(z˜)
p2
+O
(
δβi |z˜|β +
m∑
k=0
δ
β/2
k
)]p−1
=
1
µ2i
[
1 +
1
p
V1,0(z˜) +
1
p2
ω˜1(z˜) +
1
p3
ω˜2(z˜) +
1
p
O
(
δβi |z˜|β +
m∑
k=0
δ
β/2
k
)]p−1
, (2.60)
where again we use the notation z˜ = (y − ξ′i)/µi. In this region, we find
Wξ′(y) ≤ C
µ2i
eV1,0(z˜)e−V1,0(z˜)/p = O
(
1
µ2i
eV1,0(z˜)
)
, (2.61)
because (1 + a/p)p−1 ≤ ea(p−1)/p and V1,0(z˜) ≥ −p+O
(
log p
)
. In particular, by a slight modification of formula
(2.50), (
1 +
a
p
+
b
p2
+
c
p3
)p−1
= ea
[
1 +
1
p
(
b− a− a
2
2
)
+O
(
log4(|z˜|+ 2)
p2
)]
,
we obtain that, if |εy − ξi| = δi|z˜| ≤
√
δi/p
2κ,
Wξ′(y) =
1
µ2i
eV1,0(z˜)
[
1 +
1
p
(
ω˜1 − V1,0 − 1
2
V 21,0
)
(z˜) +O
(
log4(|z˜|+ 2)
p2
)]
. (2.62)
If |εy − q| = δ0|z| ≤ 1/p2κ, by (2.5), (2.24), (2.34) and (2.48) we obtain
Wξ′(y) = p|εy − q|2α
(
ε2/(p−1)
γµ
2/(p−1)
0
)p−1 [
p+ U1(z) +
ω1(z)
p
+
ω2(z)
p2
+O
(
δβ0 |z|β +
m∑
k=0
δ
β/2
k
)]p−1
=
(
ε
ρ0v0
)2
|z|2α
[
1 +
1
p
U1(z) +
1
p2
ω1(z) +
1
p3
ω2(z) +
1
p
O
(
δβ0 |z|β +
m∑
k=0
δ
β/2
k
)]p−1
, (2.63)
which, together with the fact that U1(z) = −p+O (log p), easily yields that in this region,
Wξ′(y) ≤ C
(
ε
ρ0v0
)2
|z|2αeU1(z)e−U1(z)/p = O
((
ε
ρ0v0
)2
|z|2αeU1(z)
)
. (2.64)
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Similar to the argument in (2.62), by (2.63) we can derive that if |εy − q| = δ0|z| ≤
√
δ0/p
2κ,
Wξ′(y) =
(
ε
ρ0v0
)2
|z|2αeU1(z)
[
1 +
1
p
(
ω1 − U1 − 1
2
U21
)
(z) +O
(
log4
(|z|+ 2)
p2
)]
. (2.65)
Additionally, if |εy − q| = δ0|z| > 1/p2κ and |εy − ξi| = δi|z˜| ≥ 1/p2κ for each i = 1, . . . ,m, then, by (2.4), (2.5),
(2.23), (2.28) and (2.34) we have that Wξ′(y) = O
(
ε2pC( log pγ )
p−1). This completes the proof. 
Remark 2.5. As for Wξ′ , let us remark that if |εy − q| ≤ 1/p2κ,
p|εy − q|2α
[
Vξ′(y) +O
(
1
p3
)]p−2
≤ Cp|εy − q|2α
(
pε2/(p−1)
γµ
2/(p−1)
0
)p−2
e
p−2
p U1
(
εy−q
ρ0υ0
)
= O
((
ε
ρ0v0
)2 ∣∣∣∣εy − qρ0υ0
∣∣∣∣2α eU1( εy−qρ0υ0 )
)
,
and if |εy − ξi| ≤ 1/p2κ for some i ∈ {1, . . . ,m},
p|εy − q|2α
[
Vξ′ (y) +O
(
1
p3
)]p−2
≤ Cp|εy − q|2α
(
pε2/(p−1)
γµ
2/(p−1)
i
∣∣ξi − q∣∣2α/(p−1)
)p−2
e
p−2
p V1,0
(
y−ξ′i
µi
)
= O
(
1
µ2i
e
V1,0
(
y−ξ′i
µi
))
.
Since these estimates are true if |εy − q| > 1/p2κ and |εy − ξi| > 1/p2κ for each i = 1, . . . ,m, we find
p|εy − q|2α
[
Vξ′(y) +O
(
1
p3
)]p−2
≤ C
[(
ε
ρ0v0
)2 ∣∣∣∣εy − qρ0v0
∣∣∣∣2α eU1( εy−qρ0v0 ) + m∑
i=1
1
µ2i
e
V1,0
(
y−ξ′i
µi
)]
. (2.66)
3. The linearized problem and The nonlinear problem
In this section we will first solve the following linear problem: given h ∈ C(Ωp) and points ξ = (ξ1, . . . , ξm) ∈
Op(q), we find a function φ ∈ H2(Ωp) and scalars cij ∈ R, i = 1, . . . ,m, j = 1, Ji, such that
L(φ) = −∆a(εy)φ+ ε2φ−Wξ′φ = h+
1
a(εy)
m∑
i=1
Ji∑
j=1
cijχi Zij in Ωp,
∂φ
∂ν
= 0 on ∂Ωp,∫
Ωp
χi Zijφ = 0 ∀ i = 1, . . . ,m, j = 1, Ji,
(3.1)
where Wξ′ = p|εy− q|2αV p−1ξ′ satisfies (2.41)-(2.43), Ji = 1 if i = l+1, . . . ,m while Ji = 2 if i = 1, . . . , l, and Zij ,
χi are defined as follows. Let
Zq(z) = |z|
2(1+α) − 1
|z|2(1+α) + 1 , Z0(z) =
|z|2 − 1
|z|2 + 1 , Zj(z) =
zj
|z|2 + 1 , j = 1, 2. (3.2)
It is well known (see [6, 8, 13, 22, 24]) that
• any bounded solution to
∆φ+
8(1 + α)2|z|2α
(1 + |z|2(1+α))2 φ = 0 in R
2, (3.3)
where −1 < α 6∈ N, is proportional to Zq;
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• any bounded solution to
∆φ+
8(1 + α)2|z|2α
(1 + |z|2(1+α))2φ = 0 in R
2
+,
∂φ
∂ν
= 0 on ∂R2+, (3.4)
where −1 < α 6∈ N and R2+ := {(z1, z2) : z2 > 0}, is proportional to Zq;
• any bounded solution to
∆φ+
8
(1 + |z|2)2φ = 0 in R
2, (3.5)
is a linear combination of Zj , j = 0, 1, 2;
• any bounded solution to
∆φ+
8
(1 + |z|2)2 φ = 0 in R
2
+,
∂φ
∂ν
= 0 on ∂R2+, (3.6)
is a linear combination of Zj , j = 0, 1.
Next, let us consider a large but fixed positive number R0 and smooth non-increasing cut-off function χ : R→
[0, 1] such that χ(r) = 1 for r ≤ R0, and χ(r) = 0 for r ≥ R0 + 1.
For the interior spike case, i.e. q ∈ Ω and ξi ∈ Ω with i = 1, . . . , l, we define
χq(y) = χ
( |εy − q|
ρ0v0
)
, Zq(y) =
ε
ρ0v0
Zq
(
εy − q
ρ0v0
)
, (3.7)
and for any i = 1, . . . , l and j = 0, 1, 2,
χi(y) = χ
( |y − ξ′i|
µi
)
, Zij(y) =
1
µi
Zj
(
y − ξ′i
µi
)
. (3.8)
For the boundary spike case, i.e. q ∈ ∂Ω and ξi ∈ ∂Ω with i = l + 1, . . . ,m, we need first to strengthen
the boundary. Namely, at each boundary points q and ξi, i = l + 1, . . . ,m, we define the planar rotation
maps Aq : R
2 → R2 and Ai : R2 → R2 such that AqνΩ(q) = νR2+(0) and AiνΩ(ξi) = νR2+(0). Let G(x1)
be the defining function for the boundary Aq(∂Ω − {q}) or Ai(∂Ω − {ξi}) in a small neighborhood Bδ(0, 0)
of the origin, that is, there exist R1 > 0, δ > 0 small and a smooth function G : (−R1, R1) 7→ R satisfying
G(0) = 0, G′(0) = 0 and such that Aq(Ω − {q}) ∩ Bδ(0) or Ai(Ω − {ξi}) ∩ Bδ(0) can be rewritten in the form
{(x1, x2) : −R1 < x1 < R1, x2 > G(x1)} ∩ Bδ(0). Furthermore, we consider the flattening changes of variables
Fq : Aq(Ω− {q}) ∩Bδ(0) 7→ R2+ and Fi : Ai(Ω− {ξi}) ∩Bδ(0) 7→ R2+, respectively defined by
Fq = (Fq1, Fq2), where Fq1 = x1 +
x2 − G(x1)
1 + |G′(x1)|2 G
′(x1), Fq2 = x2 − G(x1), (3.9)
and for any i = l + 1, . . . ,m,
Fi = (Fi1, Fi2), where Fi1 = x1 +
x2 − G(x1)
1 + |G′(x1)|2 G
′(x1), Fi2 = x2 − G(x1). (3.10)
Let us denote
F pq (y) = e
p/4Fq
(
Aq(e
−p/4y − q)) = 1
ε
Fq
(
Aq(εy − q)
)
, (3.11)
F pi (y) = e
p/4Fi
(
Ai(e
−p/4y − ξi)
)
=
1
ε
Fi
(
Ai(εy − ξi)
)
, i = l + 1, . . . ,m. (3.12)
Here, recalling that q ∈ ∂Ω, we define
χq(y) = χ
(
ε
ρ0v0
∣∣F pq (y)∣∣) , Zq(y) = ερ0v0Zq
(
ε
ρ0v0
F pq (y)
)
, (3.13)
and for any i = l + 1, . . . ,m and j = 0, 1,
χi(y) = χ
(
1
µi
∣∣F pi (y)∣∣) , Zij(y) = 1µiZj
(
1
µi
F pi (y)
)
. (3.14)
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It is important to note that if q ∈ ∂Ω, then the maps F pq and F pi , i = l+1, . . . ,m preserve the Neumann boundary
condition.
Proposition 3.1. Let q ∈ Ω and m be a non-negative integer. Then there exist constants C > 0 and pm > 1
such that for any p > pm, any points ξ = (ξ1, . . . , ξm) ∈ Op(q) and any h ∈ C(Ωp), there is a unique solution
φ ∈ H2(Ωp) and scalars cij ∈ R, i = 1, . . . ,m, j = 1, Ji to problem (3.1), which satisfy
‖φ‖L∞(Ωp) ≤ Cp‖h‖∗ and
m∑
i=1
Ji∑
j=1
µi|cij | ≤ C‖h‖∗. (3.15)
We carry out the proof in the following four steps.
Step 1: Constructing a suitable barrier.
Lemma 3.2. There exist constants R1 > 0 and C > 0, independent of p, such that for any sufficiently large p,
any points ξ = (ξ1, . . . , ξm) ∈ Op(q) and any αˆ ∈ (−1, min{α, −2/3}), there exists
ψ : Ωp \
(
m⋃
i=1
BR1µi(ξ
′
i) ∪BR1ρ0υ0
ε
(q′)
)
7−→ R
smooth and positive so that
L(ψ) ≥
(
ε
ρ0v0
)2
1∣∣εy−q
ρ0v0
∣∣4+2αˆ +
m∑
i=1
1
µ2i
1∣∣ y−ξ′i
µi
∣∣4+2αˆ + ε2 in Ωp \
(
m⋃
i=1
BR1µi(ξ
′
i) ∪BR1ρ0υ0
ε
(q′)
)
,
∂ψ
∂ν
≥ 0 on ∂Ωp \
(
m⋃
i=1
BR1µi(ξ
′
i) ∪BR1ρ0υ0
ε
(q′)
)
,
ψ > 0 in Ωp \
(
m⋃
i=1
BR1µi(ξ
′
i) ∪BR1ρ0υ0
ε
(q′)
)
,
ψ ≥ 1 on Ωp ∩
(
m⋃
i=1
∂BR1µi(ξ
′
i) ∪ ∂BR1ρ0υ0
ε
(q′)
)
.
Moreover, ψ is bounded uniformly:
1 < ψ ≤ C in Ωp \
(
m⋃
i=1
BR1µi(ξ
′
i) ∪BR1ρ0υ0
ε
(q′)
)
.
Proof. Let Ψ0(y) = ψ0(εy), where ψ0 is the solution to
−∆aψ0 + ψ0 = 1 in Ω,
∂ψ0
∂ν
= 1 on ∂Ω.
Then
−∆a(εy)Ψ0 + ε2Ψ0 = ε2 in Ωp, and
∂Ψ0
∂ν
= ε on ∂Ωp.
Obviously, Ψ0 is a positive, uniformly bounded function over Ωp. Take the function
ψ =
1− 1∣∣ εy−q
ρ0v0
∣∣2(1+αˆ)
+ m∑
i=1
1− 1∣∣y−ξ′i
µi
∣∣2(1+αˆ)
+ C1Ψ0(y).
As a result, it is directly checked that, choosing the positive constant C1 larger if necessary, ψ meets the required
conditions of the lemma for numbers R1 and p large enough. 
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Step 2: Handing a linear equation. Given h ∈ C0,α(Ωp) and ξ = (ξ1, . . . , ξm) ∈ Op(q), we first study the
linear equation 
L(φ) = −∆a(εy)φ+ ε2φ−Wξ′φ = h in Ωp,
∂φ
∂ν
= 0 on ∂Ωp.
(3.16)
For the solution of (3.16) satisfying more orthogonality conditions than those in (3.1), we prove the following a
priori estimate.
Lemma 3.3. There exist R0 > 0 and pm > 1 such that for any p > pm and any solution φ of (3.16) with the
orthogonality conditions∫
Ωp
χqZqφ = 0 and
∫
Ωp
χiZijφ = 0, i = 1, . . . ,m, j = 0, 1, Ji, (3.17)
we have
‖φ‖L∞(Ωp) ≤ C‖h‖∗, (3.18)
where C > 0 is independent of p.
Proof. Take R0 = 2R1, R1 being the constant in the previous step. Since ξ = (ξ1, . . . , ξm) ∈ Op(q), ρ0v0 = o(1/pκ)
and εµi = o(1/p
κ) for p large enough, we find BR1ρ0v0/ε(q
′) and BR1µi(ξ
′
i), i = 1, . . . ,m disjointed. Let h be
bounded and φ a solution to (3.16) satisfying (3.17). Let us consider the “inner norm”
‖φ‖∗∗ = sup
y∈Ωp∩(
⋃m
i=1 BR1µi (ξ
′
i)∪BR1ρ0v0/ε(q′))
|φ(y)|,
(3.19)
and claim that there is a constant C > 0 independent of p such that
‖φ‖L∞(Ωp) ≤ C (‖φ‖∗∗ + ‖h‖∗) . (3.20)
We will establish this estimate with the use of the barrier ψ constructed by Lemma 3.2. In fact, we take
φ˜(y) = C1 (‖φ‖∗∗ + ‖h‖∗)ψ(y) ∀ y ∈ Ωp \
(
m⋃
i=1
BR1µi(ξ
′
i) ∪BR1ρ0υ0
ε
(q′)
)
,
where C1 > 0 is a large constant, independent of p. Then for y ∈ Ωp \
(⋃m
i=1BR1µi(ξ
′
i) ∪BR1ρ0υ0/ε(q′)
)
,
L(φ˜ ± φ)(y) ≥ C1 ‖h‖∗

(
ε
ρ0v0
)2
1∣∣ εy−q
ρ0v0
∣∣4+2αˆ +
m∑
i=1
1
µ2i
1∣∣y−ξ′i
µi
∣∣4+2αˆ + ε2
± h(y) ≥ |h(y)| ± h(y) ≥ 0,
for y ∈ ∂Ωp \
(⋃m
i=1 BR1µi(ξ
′
i) ∪BR1ρ0υ0/ε(q′)
)
,
∂
∂ν
(φ˜± φ)(y) ≥ 0,
and for y ∈ Ωp ∩
(⋃m
i=1 ∂BR1µi(ξ
′
i) ∪ ∂BR1ρ0υ0/ε(q′)
)
,
(φ˜± φ)(y) > ‖φ‖∗∗ ± φ(y) ≥ |φ(y)| ± φ(y) ≥ 0.
By the above maximum principle it follows that −φ˜ ≤ φ ≤ φ˜ on Ωp \
(⋃m
i=1BR1µi(ξ
′
i) ∪BR1ρ0υ0/ε(q′)
)
, which
easily implies that estimate (3.20) holds.
We prove the lemma by contradiction. Assume that there are sequences of parameters pn → +∞, points
ξn = (ξn1 , . . . , ξ
n
m) ∈ Opn(q), functionsW(ξn)′ , hn and associated solutions φn of equation (3.16) with orthogonality
conditions (3.17) such that
‖φn‖L∞(Ωpn ) = 1 but ‖hn‖∗ → 0 as n→ +∞. (3.21)
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For q ∈ Ω, we consider φ̂nq (z) = φn
(
(ρn0v
n
0 z+q)/εn
)
and ĥnq (z) = hn
(
(ρn0 v
n
0 z+q)/εn
)
, where µn =
(
µn0 , µ
n
1 , . . . , µ
n
m
)
,
εn = exp
{− 14pn}, ρn0 = (εn) 11+α and vn0 = (µn0 ) 11+α . Observe that(−∆a(εny)φn + ε2nφ−W(ξn)′φn)
∣∣∣∣∣y= ρn0 vn0 z+qεn =
(
εn
ρn0v
n
0
)2 [
−∆ân(z)φ̂nq +
(
ρn0v
n
0
)2
φ̂nq −
(
ρn0v
n
0
εn
)2
Ŵnφ̂nq
]
(z),
where
ân(z) = a(ρ
n
0v
n
0 z + q), Ŵ
n(z) = W(ξn)′
(
(ρn0 v
n
0 z + q)/εn
)
.
From the expansion of W(ξn)′ in (2.43), it follows that φ̂
n
q (z) solves
−∆ân(z)φ̂nq +
(
ρn0v
n
0
)2
φ̂nq −
8(1 + α)2
∣∣z∣∣2α(
1 +
∣∣z∣∣2(1+α))2
[
1 +O
(
1
p
)]
φ̂nq (z) =
(
ρn0v
n
0
εn
)2
ĥnq (z)
for any z ∈ BR0+2(0). Owing to the definition of the ‖ · ‖∗-norm in (2.39), we find that for any θ ∈
(
1,−1/αˆ),(ρn0 vn0
εn
)2
ĥnq → 0 in Lθ
(
BR0+2(0)
)
. Since 8(1+α)
2|z|2α
(1+|z|2(1+α))2 is bounded in L
θ
(
BR0+2(0)
)
, standard elliptic regularity
implies that φ̂nq converges uniformly over compact subsets near the origin to a bounded solution φ̂
∞
q of equation
(3.3) with the property ∫
R2
χZqφ̂∞q = 0. (3.22)
Then φ̂∞q is proportional to Zq. Since
∫
R2
χZ2q > 0, by (3.22) we have that φ̂∞q ≡ 0 in BR1(0).
For q ∈ ∂Ω, we consider φ̂nq (z) = φn
(
(Anq )
−1ε−1n ρ
n
0v
n
0 z + q
′
n
)
, where q′n = q/εn and A
n
q : R
2 → R2 is a rotation
map such that Anq νΩpn
(
q′n
)
= νR2+
(
0
)
. Similar to the above argument, by using the expansion of W(ξn)′ in (2.43)
and elliptic regularity we can also derive that φ̂nq converges uniformly over compact sets to a bounded solution
φ̂∞q of equation (3.4) with the property ∫
R
2
+
χZqφ̂∞q = 0. (3.23)
Then φ̂∞q is proportional to Zq. Since
∫
R
2
+
χZ2q > 0, by (3.23) we have that φ̂∞q ≡ 0 in B+R1(0).
For each i ∈ {1, . . . , l}, we have that ξni ∈ Ω and we consider φ̂ni (z) = φn
(
µni z + (ξ
n
i )
′) with (ξni )′ = ξni /εn.
Notice that
hn(y) =
(−∆a(εny)φn + ε2nφ−W(ξn)′φn)∣∣y=µni z+(ξni )′ = (µni )−2 [−∆ân(z)φ̂ni + ε2n(µni )2φ̂ni − (µni )2Ŵnφ̂ni ] (z),
where
ân(z) = a(εnµ
n
i z + ξ
n
i ), Ŵ
n(z) = W(ξn)′
(
µni z + (ξ
n
i )
′).
Using the expansion of W(ξn)′ in (2.42) and elliptic regularity, we find that φ̂
n
i converges uniformly over compact
subsets near the origin to a bounded solution φ̂∞i of equation (3.5), which satisfies∫
R2
χZj φ̂∞i = 0 for j = 0, 1, 2. (3.24)
Thus φ̂∞i is a linear combination of Zj , j = 0, 1, 2. But
∫
R2
χZ2j > 0 and
∫
R2
χZjZt = 0 for j 6= t. Hence (3.24)
implies that φ̂∞i ≡ 0 in BR1(0).
Finally, for each i ∈ {l + 1, . . . ,m}, we have that ξni ∈ ∂Ω and we consider φ̂ni (z) = φn
(
(Ani )
−1µni z + (ξ
n
i )
′),
where Ani : R
2 → R2 is a rotation map such that Ani νΩpn
(
(ξni )
′) = νR2+(0). Similar to the above argument, by
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using the expansion of W(ξn)′ in (2.42) and elliptic regularity we can also derive that φ̂
n
i converges uniformly over
compact sets to a bounded solution φ̂∞i of equation (3.6), which satisfies∫
R
2
+
χZj φ̂∞i = 0 for j = 0, 1. (3.25)
Thus φ̂∞i is a linear combination of Zj , j = 0, 1. Note that
∫
R
2
+
χZ2j > 0 and
∫
R
2
+
χZjZt = 0 for j 6= t. Hence
(3.25) implies that φ̂∞i ≡ 0 in B+R1(0). Furthermore, by (3.19) we obtain limn→+∞ ‖φn‖∗∗ = 0. But (3.20) and
(3.21) tell us lim infn→+∞ ‖φn‖∗∗ > 0, which is a contradiction. 
Step 3: Establishing uniform an a priori estimate for solutions to (3.16) that satisfy orthogonality conditions
with respect to Zij , j = 1, Ji only.
Lemma 3.4. For p large enough, if φ solves (3.16) and satisfies∫
Ωp
χiZijφ = 0 ∀ i = 1, . . . ,m, j = 1, Ji, (3.26)
then
‖φ‖L∞(Ωp) ≤ Cp ‖h‖∗, (3.27)
where C > 0 is independent of p.
Proof. With no loss of generality we prove the validity of estimate (3.27) only under the case q ∈ ∂Ω, because for
the other case q ∈ Ω this estimate can also be established in an analogous but a little bit more simple consideration.
Fix q ∈ ∂Ω and let R > R0 + 1 be large and fixed, d > 0 small but fixed. We denote that for i = 1, . . . ,m,
Ẑq(y) = Zq(y)− ε
ρ0v0
+ aqG(εy, q), Ẑi0(y) = Zi0(y)− 1
µi
+ ai0G(εy, ξi), (3.28)
where
aq =
ε
ρ0v0
[
H(q, q)− 4(1+α)c0 log(ρ0v0R)
] , ai0 = 1
µi
[
H(ξi, ξi)− 4ci log(εµiR)
] . (3.29)
From estimate (2.28), definitions (2.3), (2.5), (3.7), (3.8), (3.13), (3.14), and expansions (A3), (A5) we obtain
C1p ≤ − log(ρ0v0R) ≤ C2p, C1p ≤ − log(εµiR) ≤ C2p, (3.30)
and
Ẑq(y) = O
(
εG(εy, q)
pρ0v0
)
, Ẑi0(y) = O
(
G(εy, ξi)
pµi
)
. (3.31)
Let η1 and η2 be radial smooth cut-off functions in R
2 such that
0 ≤ η1 ≤ 1; |∇η1| ≤ C in R2; η1 ≡ 1 in BR(0); η1 ≡ 0 in R2 \BR+1(0);
0 ≤ η2 ≤ 1; |∇η2| ≤ C in R2; η2 ≡ 1 in B3d(0); η2 ≡ 0 in R2 \B6d(0).
Set
ηq1(y) = η1
(
ε
ρ0v0
∣∣F pq (y)∣∣) , ηq2(y) = η2 (ε∣∣F pq (y)∣∣) , (3.32)
and for any i = 1, . . . , l,
ηi1(y) = η1
(
1
µi
∣∣y − ξ′i∣∣) , ηi2(y) = η2 (ε∣∣y − ξ′i∣∣) , (3.33)
and for any i = l + 1, . . . ,m,
ηi1(y) = η1
(
1
µi
∣∣F pi (y)∣∣) , ηi2(y) = η2 (ε∣∣F pi (y)∣∣) . (3.34)
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Let us define the two test functions
Z˜q = ηq1Zq + (1− ηq1)ηq2Ẑq, Z˜i0 = ηi1Zi0 + (1− ηi1)ηi2Ẑi0. (3.35)
Given φ satisfying (3.16) and (3.26), let
φ˜ = φ+ dqZ˜q +
m∑
i=1
diZ˜i0 +
m∑
i=1
Ji∑
j=1
eijχiZij . (3.36)
We will first prove the existence of dq, di and eij such that φ˜ satisfies the orthogonality conditions in (3.17).
Testing definition (3.36) against χiZij and using the orthogonality conditions in (3.17) and (3.26) for j = 1, Ji
and the fact that χiχk ≡ 0 if i 6= k, we find
eij =
(
−dq
∫
Ωp
χiZijZ˜q −
m∑
k=1
dk
∫
Ωp
χiZijZ˜k0
)/∫
Ωp
χ2iZ
2
ij , i = 1, . . . ,m, j = 1, Ji. (3.37)
Note that if i = 1, . . . , l and j = 1, 2, by (3.8),∫
Ωp
χiZijZ˜i0 =
∫
R2
χZjZ0 = 0,
∫
Ωp
χ2iZ
2
ij =
∫
R2
χ2Z2j = Cj > 0,
while if i = l + 1, . . . ,m and j = 1, by (3.10), (3.12) and (3.14),∫
Ωp
χiZijZ˜i0 =
∫
R
2
+
χZjZ0[1 +O
(
εµi|z|
)
] = O (εµi) ,
∫
Ωp
χ2iZ
2
ij =
∫
R
2
+
χ2Z2j [1 +O
(
εµi|z|
)
] =
Cj
2
+O (εµi) .
By (3.31) and (3.35),∫
Ωp
χiZijZ˜q = O
(
εµi log p
pρ0v0
)
,
∫
Ωp
χiZijZ˜k0dy = O
(
µi log p
pµk
)
, ∀ k 6= i.
Then
|eij | ≤ C
εµi|di|+ εµi log p
pρ0v0
|dq|+
m∑
k 6=i
µi log p
pµk
|dk|
 . (3.38)
So we only need to consider dp and di. Multiplying definition (3.36) by χqZq and χiZi0, respectively, and using
the orthogonality conditions in (3.17) for q and j = 0 and the fact that χqχk ≡ 0 for all k, we obtain a system of
(dq, d1, . . . , dm)
dq
∫
Ωp
χqZqZ˜q +
m∑
k=1
dk
∫
Ωp
χqZqZ˜k0 = −
∫
Ωp
χqZqφ, (3.39)
dq
∫
Ωp
χiZi0Z˜q +
m∑
k=1
dk
∫
Ωp
χiZi0Z˜k0 +
Ji∑
t=1
eit
∫
Ωp
χ2iZi0Zit = −
∫
Ωp
χiZi0φ, i = 1, . . . ,m. (3.40)
By (3.31) and (3.36),∫
Ωp
χqZqZ˜q =
∫
R
2
+
χZ2q [1 +O
(
ρ0v0|z|
)
] =
Cq
2
+O (ρ0v0) ,
∫
Ωp
χqZqZ˜k0 = O
(
ρ0v0 log p
pεµk
)
,
and ∫
Ωp
χiZi0Z˜q = O
(
εµi log p
pρ0v0
)
,
∫
Ωp
χiZi0Z˜k0 = O
(
µi log p
pµk
)
, i 6= k.
Moreover if i = 1, . . . , l and t = 1, 2, by (3.8),∫
Ωp
χiZi0Z˜i0 =
∫
R2
χZ20 = C0 > 0,
∫
Ωp
χ2iZi0Zit =
∫
R2
χ2Z0Zt = 0,
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while if i = l + 1, . . . ,m and t = 1, by (3.10), (3.12) and (3.14),∫
Ωp
χiZi0Z˜i0 =
∫
R
2
+
χZ20 [1 +O
(
εµi|z|
)
] =
C0
2
+O (εµi) ,
∫
Ωp
χ2iZi0Zit =
∫
R
2
+
χ2Z0Zt[1 +O
(
εµi|z|
)
] = O (εµi) .
Let us denote A the coefficient matrix of systems (3.39)-(3.40) with respect to (dq, d1, . . . , dm). From the above
estimates it follows that P−1AP is diagonally dominant and then invertible, where P = diag (ρ0v0/ε, µ1, . . . , µm).
Hence A is also invertible and (dq, d1, . . . , dm) is well defined.
Estimate (3.27) is a direct consequence of the following two claims.
Claim 1. Let L = −∆a(εy) + ε2 −Wξ′ , then for any i = 1, . . . ,m and j = 1, Ji,∥∥L(Z˜q)∥∥∗ ≤ Cε log ppρ0v0 , (3.41)
and ∥∥L(χiZij)∥∥∗ ≤ Cµi , ∥∥L(Z˜i0)∥∥∗ ≤ C log ppµi . (3.42)
Claim 2. For any i = 1, . . . ,m and j = 1, Ji,
|dq| ≤ Cpρ0v0
ε
‖h‖∗, |di| ≤ Cpµi‖h‖∗, |eij | ≤ Cµi log p ‖h‖∗. (3.43)
In fact, by the definition of φ˜ in (3.36) we obtain
L(φ˜) = h+ dqL(Z˜q) +
m∑
i=1
diL(Z˜i0) +
m∑
i=1
Ji∑
j=1
eijL(χiZij) in Ωp,
∂φ˜
∂ν
= 0 on ∂Ωp.
(3.44)
Since the orthogonality conditions in (3.17) hold, by estimate (3.18), Claims 1 and 2 we conclude
‖φ˜‖L∞(Ωp) ≤ C
‖h‖∗ + |dq|∥∥L(Z˜q)∥∥∗ +
m∑
i=1
|di|
∥∥L(Z˜i0)∥∥∗ + m∑
i=1
Ji∑
j=1
|eij |
∥∥L(χiZij)∥∥∗
 ≤ C log p ‖h‖∗. (3.45)
Using the definition of φ˜ again and the fact that∥∥Z˜q∥∥L∞(Ωp) ≤ Cερ0v0 , ∥∥Z˜i0∥∥L∞(Ωp) ≤ Cµi , ∥∥χiZij∥∥L∞(Ωp) ≤ Cµi , i = 1, . . . ,m, j = 1, Ji, (3.46)
estimate (3.27) then follows from estimate (3.45) and Claim 2.
Proof of Claim 1. Let us try with inequality (3.41). Fixing q ∈ ∂Ω and observing that F pq (q′) = (0, 0) and
∇F pq (q′) = Aq, by (3.9) and (3.11) we find
zq := F
p
q (y) =
1
ε
Fq
(
Aq(εy − q)
)
= Aq(y − q′)
[
1 +O (εAq(y − q′))
]
, (3.47)
and
∇y = Aq∇zq +O(ε|zq|)∇zq and −∆y = −∆zq +O(ε|zq|)∇2zq +O(ε)∇zq . (3.48)
Furthermore,
−∆a(εy) = −
1
a(εy)
∇y
(
a(εy)∇y(·)
)
= −∆y − ε∇x log a(εy)∇y = −∆zq +O(ε|zq|)∇2zq +O(ε)∇zq . (3.49)
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Thus by (3.2) and (3.13),
Zq − ε
ρ0v0
= − 2ε
ρ0v0
[
1 +
∣∣∣∣ εzqρ0v0
∣∣∣∣2(1+α)
]−1
= O
(
ε
ρ0v0
[
1 +
|εy − q|
ρ0v0
]−2(1+α))
, (3.50)
and
∆a(εy)Zq +
(
ε
ρ0v0
)2 8(1 + α)2∣∣εy−qρ0v0 ∣∣2α(
1 +
∣∣εy−q
ρ0v0
∣∣2(1+α))2Zq = O
(
ε
(
ε
ρ0v0
)2 ∣∣∣∣εy − qρ0v0
∣∣∣∣2α [1 + |εy − q|ρ0v0
]−3−4α)
. (3.51)
Consider the four regions
Ω1 = (F
p
q )
−1
({ ∣∣∣∣ εzqρ0v0
∣∣∣∣ ≤ R} ∩ R2+) , Ω2 = (F pq )−1({R < ∣∣∣∣ εzqρ0v0
∣∣∣∣ ≤ R+ 1} ∩R2+) ,
Ω3 = (F
p
q )
−1
({
R+ 1 <
∣∣∣∣ εzqρ0v0
∣∣∣∣ ≤ 3dρ0v0
}
∩R2+
)
, Ω4 = (F
p
q )
−1
({
3d
ρ0v0
<
∣∣∣∣ εzqρ0v0
∣∣∣∣ ≤ 6dρ0v0
}
∩R2+
)
.
Notice that for any y ∈ Ω1 ∪ Ω2, by (2.43) and (3.13),( ε
ρ0v0
)2 8(1 + α)2∣∣εy−qρ0v0 ∣∣2α(
1 +
∣∣εy−q
ρ0v0
∣∣2(1+α))2 −Wξ′
Zq = O(1
p
(
ε
ρ0v0
)3 ∣∣∣∣εy − qρ0v0
∣∣∣∣2α [1 + |εy − q|ρ0v0
]−4(1+α))
, (3.52)
and for any y ∈ Ω2 ∪ Ω3 ∪ Ω4 and any β ∈ (0, 1), by (1.3), (2.20), (3.28) and (3.29),
Zq − Ẑq = ε
ρ0v0
− aqG(εy, q) = aq
[
4(1 + α)
c0
log
|εy − q|
Rρ0v0
+O
(|εy − q|β)] . (3.53)
In Ω1, by (3.51) and (3.52),
L(Z˜q) = L(Zq) = O
(
1
p
(
ε
ρ0v0
)3 ∣∣∣∣εy − qρ0v0
∣∣∣∣2α
)
. (3.54)
In Ω2, by (1.2), (3.28) and (3.35),
L(Z˜q) = L(Zq)− (1− ηq1)L(Zq − Ẑq)− 2∇ηq1∇(Zq − Ẑq)− (Zq − Ẑq)∆a(εy)ηq1
=
−∆a(εy)Zq − ( ε
ρ0v0
)2 8(1 + α)2∣∣ εy−qρ0v0 ∣∣2α(
1 +
∣∣ εy−q
ρ0v0
∣∣2(1+α))2Zq
+
( ε
ρ0v0
)2 8(1 + α)2∣∣εy−qρ0v0 ∣∣2α(
1 +
∣∣εy−q
ρ0v0
∣∣2(1+α))2 −Wξ′
Zq
+ε2
(
Zq − ε
ρ0v0
)
+
ε3
ρ0v0
ηq1 +Wξ′(1− ηq1)(Zq − Ẑq)− 2∇ηq1∇(Zq − Ẑq)− (Zq − Ẑq)∆a(εy)ηq1.
Notice that in Ω2, by (3.29), (3.30), (3.47) and (3.53),
|Zq − Ẑq| = O
(
ε
pρ0v0R
)
and |∇(Zq − Ẑq)| = O( ε2
pρ20v
2
0R
)
. (3.55)
Moreover, |∇ηq1| = O
(
ε/(ρ0v0)
)
and |∆a(εy)ηq1| = O
(
ε2/(ρ20v
2
0)
)
. From (2.43), (3.50)-(3.52) and (3.55) we obtain
L(Z˜q) = O
(
ε3
pρ30v
3
0R
)
. (3.56)
In Ω3, by (1.2), (3.28), (3.35), (3.50) and (3.51),
L(Z˜q) =L(Ẑq) = L(Zq)− L(Zq − Ẑq)
≡A1 +A2 +O
(
ε
(
ε
ρ0v0
)2 [
1 +
|εy − q|
ρ0v0
]−3−2α)
+O
(
ε3
ρ0v0
[
1 +
|εy − q|
ρ0v0
]−2(1+α))
,
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where
A1 =
( ε
ρ0v0
)2 8(1 + α)2∣∣εy−qρ0v0 ∣∣2α(
1 +
∣∣εy−q
ρ0v0
∣∣2(1+α))2 −Wξ′
Zq and A2 = Wξ′ [ ε
ρ0v0
− aqG(εy, q)
]
.
For the estimates of these two terms, we set zk := y−ξ′k for all k = 1, . . . , l, but zk := F pk (y) for all k = l+1, . . . ,m,
and divide Ω3 into several pieces:
Ω3,k = Ω3 ∩
{ ∣∣∣∣ zkµk
∣∣∣∣ = ∣∣∣∣y − ξ′kµk
∣∣∣∣ ≤ 13 p2κ√εµk
}
∀ k = 1, . . . , l,
Ω3,k = Ω3 ∩ (F pk )−1
({ ∣∣∣∣ zkµk
∣∣∣∣ ≤ 13 p2κ√εµk
}
∩R2+
)
∀ k = l + 1, . . . ,m,
and
Ωq = (F
p
q )
−1
({
R+ 1 <
∣∣∣∣ εzqρ0v0
∣∣∣∣ ≤ 13 p2κ√ρ0v0
}
∩ R2+
)
and Ω˜3 = Ω3 \
[
m⋃
k=1
Ω3,k ∪ Ωq
]
.
Note that for any k = l + 1, . . . ,m, by (3.10) and (3.12),
zk = F
p
k (y) =
1
ε
Fk
(
Ak(εy − ξk)
)
= Ak(y − ξ′k)
[
1 +O (εAk(y − ξ′k))
]
. (3.57)
From (2.1), (2.12), (2.41), (2.43), (3.47) and (3.57) we have
A1 =

(
ε
ρ0v0
)3 ∣∣∣∣εy − qρ0v0
∣∣∣∣−4−2αO(1p log2
∣∣∣∣εy − qρ0v0
∣∣∣∣+ 1p2 log4
∣∣∣∣εy − qρ0v0
∣∣∣∣) in Ωq,
O
(
ε3(ρ0v0)
α−1p4κ(2+α)
)
in Ω˜3.
Moreover, by (3.29), (3.30) and (3.53),
A2 =
(
ε
ρ0v0
)3 ∣∣∣∣εy − qρ0v0
∣∣∣∣−4−2αO(1p log
∣∣∣∣εy − qRρ0v0
∣∣∣∣) in Ωq ∪ Ω˜3.
Thus in Ωq ∪ Ω˜3,
L(Z˜q) = L(Ẑq) =
(
ε
ρ0v0
)3 ∣∣∣∣εy − qρ0v0
∣∣∣∣−4−2αO(1p log
∣∣∣∣εy − qRρ0v0
∣∣∣∣+ 1p log2
∣∣∣∣εy − qρ0v0
∣∣∣∣+ 1p2 log4
∣∣∣∣εy − qρ0v0
∣∣∣∣) . (3.58)
In Ω3,k with k = 1, . . . ,m, by (2.42), (3.31), (3.50), (3.51) and (3.57),
L(Z˜q) = L(Ẑq) =
(
ε
ρ0v0
)2 8(1 + α)2∣∣ εy−qρ0v0 ∣∣2α(
1 +
∣∣ εy−q
ρ0v0
∣∣2(1+α))2Zq −
∆a(εy)Zq + ( ε
ρ0v0
)2 8(1 + α)2∣∣εy−qρ0v0 ∣∣2α(
1 +
∣∣εy−q
ρ0v0
∣∣2(1+α))2Zq

+ ε2
(
Zq − ε
ρ0v0
)
−Wξ′ Ẑq
=
1
µ2k
8(
1 +
∣∣ y−ξ′k
µk
∣∣2)2 O
(
ε log p
pρ0v0
)
. (3.59)
In Ω4, by (1.2), (3.28) and (3.35),
L(Z˜q) =
(
ε
ρ0v0
)2 8(1 + α)2∣∣εy−qρ0v0 ∣∣2α(
1 +
∣∣εy−q
ρ0v0
∣∣2(1+α))2 ηq2Zq − ηq2
∆a(εy)Zq + ( ε
ρ0v0
)2 8(1 + α)2∣∣ εy−qρ0v0 ∣∣2α(
1 +
∣∣ εy−q
ρ0v0
∣∣2(1+α))2Zq

+ ε2ηq2
(
Zq − ε
ρ0v0
)
−Wξ′ηq2Ẑq − 2∇ηq2∇Ẑq − Ẑq∆a(εy)ηq2.
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From the previous choice of the number d we have that for any y ∈ Ω4 and any k = 1, . . . ,m, by (2.5) and (3.47),
|y − ξ′k| ≥ |y − q′| − |q′ − ξ′k| ≥
2d
ε
− d
ε
=
d
ε
>
√
δi
εp2κ
.
Then by (2.28) and (2.41) we find Wξ′ = O(ε
4−β) in Ω4. In addition, |∇ηq2| = O (ε/d), |∆a(εy)ηq2| = O
(
ε2/d2
)
,
|Ẑq| = O
(
ε| log d|
pρ0v0
)
and |∇Ẑq| = O
(
ε2
pdρ0v0
)
in Ω4. (3.60)
Furthermore, by (3.50) and (3.51),
L(Z˜q) = O
(
ε3| log d|
pd2ρ0v0
)
. (3.61)
Hence by (3.54), (3.56), (3.58), (3.59), (3.61) and the definition of ‖ · ‖∗ with respect to (2.39), we arrive at∥∥L(Z˜q)∥∥∗ = O(ε log ppρ0v0
)
.
The inequalities in (3.42) are easy to establish as they are very similar to the consideration of inequality (3.41),
so we leave the detailed proof to readers.
Proof of Claim 2. Testing equation (3.44) against a(εy)Z˜q and using estimates (3.45)-(3.46), we can derive that
dq
∫
Ωp
a(εy)Z˜qL(Z˜q) +
m∑
k=1
dk
∫
Ωp
a(εy)Z˜k0L(Z˜q)
=−
∫
Ωp
a(εy)hZ˜q +
∫
Ωp
a(εy)φ˜L(Z˜q)−
m∑
k=1
Jk∑
t=1
ekt
∫
Ωp
a(εy)χkZktL(Z˜q)
≤ Cε
ρ0v0
‖h‖∗ + C
∥∥L(Z˜q)∥∥∗
(
‖φ˜‖L∞(Ωp) +
m∑
k=1
Jk∑
t=1
1
µk
|ekt|
)
≤ Cε
ρ0v0
‖h‖∗ + C
∥∥L(Z˜q)∥∥∗
[
‖h‖∗ + |dq|
∥∥L(Z˜q)∥∥∗ + m∑
k=1
|dk|
∥∥L(Z˜k0)∥∥∗ + m∑
k=1
Jk∑
t=1
|ekt|
(
1
µk
+
∥∥L(χkZkt)∥∥∗)
]
,
where we have applied the following two inequalities:(
ε
ρ0v0
)2 ∫
Ωp
∣∣ εy−q
ρ0v0
∣∣2α(
1 +
∣∣ εy−q
ρ0v0
∣∣)4+2αˆ+2α dy ≤ C and
∫
Ωp
1
µ2i
1(
1 +
∣∣ y−ξ′i
µi
∣∣)4+2αˆ dy ≤ C, i = 1, . . . ,m.
This, combined with inequality (3.38) and Claim 1, gives
|dq|
∣∣∣∣∣
∫
Ωp
a(εy)Z˜qL(Z˜q)
∣∣∣∣∣ ≤ Cερ0v0 ‖h‖∗ + Cε log
2 p
pρ0v0
(
ε|dq|
pρ0v0
+
m∑
k=1
|dk|
pµk
)
+
m∑
k=1
∣∣∣∣∣dk
∫
Ωp
a(εy)Z˜k0L(Z˜q)
∣∣∣∣∣ . (3.62)
Similarly, testing (3.44) against a(εy)Z˜i0, i = 1, . . . ,m and using (3.38), (3.45), (3.46) and Claim 1, we find
|di|
∣∣∣∣∣
∫
Ωp
a(εy)Z˜i0L(Z˜i0)
∣∣∣∣∣ ≤ Cµi ‖h‖∗ + C log
2 p
pµi
(
ε|dq|
pρ0v0
+
m∑
k=1
|dk|
pµk
)
+
∣∣∣∣∣dq
∫
Ωp
a(εy)Z˜i0L(Z˜q)
∣∣∣∣∣
+
m∑
k 6=i
∣∣∣∣∣dk
∫
Ωp
a(εy)Z˜k0L(Z˜i0)
∣∣∣∣∣ . (3.63)
To achieve the estimates of dq, di and eij in (3.43), we have the following claim.
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Claim 3. If d is sufficiently small, but R is sufficiently large, then we have that for any i, k = 1, . . . ,m with i 6= k,∫
Ωp
a(εy)Z˜i0L(Z˜i0) = 2cia(ξi)
pµ2i
[
1 +O
(
1
R2
)]
,
∫
Ωp
a(εy)Z˜k0L(Z˜i0) = O
(
log2 p
p2µiµk
)
, (3.64)
and∫
Ωp
a(εy)Z˜qL(Z˜q) = 2c0a(q)
p
(
ε
ρ0v0
)2 [
1 +O
(
1
R2(1+α)
)]
,
∫
Ωp
a(εy)Z˜k0L(Z˜q) = O
(
ε log2 p
p2ρ0v0µk
)
, (3.65)
where the coefficients c0 and ci, i = 1, . . . ,m are defined in (2.20).
In fact, once Claim 3 is valid, then inserting (3.64) and (3.65) into (3.63) and (3.62), respectively, we give
ε|dq|
pρ0v0
≤ C‖h‖∗ + C log
2 p
p
(
ε|dq|
pρ0v0
+
m∑
k=1
|dk|
pµk
)
, (3.66)
and for any i = 1, . . . ,m,
|di|
pµi
≤ C‖h‖∗ + C log
2 p
p
(
ε|dq|
pρ0v0
+
m∑
k=1
|dk|
pµk
)
. (3.67)
As a result, using linear algebra arguments for (3.66)-(3.67), we can prove Claim 2 for dp and di, and then complete
the proof by inequality (3.38).
Proof of Claim 3. Let us first establish the validity of the two expansions in (3.65). Observe that
L(Z˜q) = ηq1L(Zq − Ẑq) + ηq2L(Ẑq)− (Zq − Ẑq)∆a(εy)ηq1 − 2∇ηq1∇(Zq − Ẑq)
−2∇ηq2∇Ẑq − Ẑq∆a(εy)ηq2. (3.68)
Thus by (3.28) and (3.35), ∫
Ωp
a(εy)Z˜qL(Z˜q) = K + L,
where
K =
∫
Ωp
a(εy)Z˜q
[
−(Zq − Ẑq)∆a(εy)ηq1 − 2∇ηq1∇(Zq − Ẑq)− 2∇ηq2∇Ẑq − Ẑq∆a(εy)ηq2
]
,
and
L =
∫
Ωp
a(εy)Z˜q
[
ηq1L(Zq − Ẑq) + ηq2L(Ẑq)
]
=
∫
Ωp
a(εy)η2q2
[
Zq −
(
1− ηq1
)( ε
ρ0v0
− aqG(εy, q)
)]{(
1− ηq1
)
Wξ′
(
ε
ρ0v0
− aqG(εy, q)
)
+ ε2
(
Zq − ε
ρ0v0
)
−
∆a(εy)Zq + ( ε
ρ0v0
)2 8(1 + α)2∣∣ εy−qρ0v0 ∣∣2α(
1 +
∣∣ εy−q
ρ0v0
∣∣2(1+α))2Zq
+
( ε
ρ0v0
)2 8(1 + α)2∣∣εy−qρ0v0 ∣∣2α(
1 +
∣∣εy−q
ρ0v0
∣∣2(1+α))2 −Wξ′
Zq + ε3
ρ0v0
ηq1
 .
Integrating by parts the first term and the last term of K, respectively, we obtain
K =−
∫
Ω2
a(εy)Zq∇ηq1∇(Zq − Ẑq) +
∫
Ω2
a(εy)
(
Zq − Ẑq
)∇ηq1∇(Zq − Ẑq)
+
∫
Ω2
a(εy)(Zq − Ẑq)2|∇ηq1|2 +
∫
Ω2
a(εy)(Zq − Ẑq)∇ηq1∇Ẑq +
∫
Ω4
a(εy)|Ẑq|2|∇ηq2|2
≡K21 +K22 +K23 +K24 +K4.
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From (2.5), (2.20), (2.28), (3.2), (3.13), (3.28), (3.29), (3.32), (3.47), (3.48) and (3.53) we can compute
K21 =− aq
(
ε
ρ0v0
)2 ∫
(Fpq )−1
({
R<
∣∣∣ εzqρ0v0
∣∣∣≤R+1}∩R2+)
1
|y − q′|a(εy)Zq
(
εzq
ρ0v0
)
η′1
(
ε|zq|
ρ0v0
)[
4(1 + α)
c0
+ o(1)
]
dy
=− c0aq
4(1 + α)
ε
ρ0v0
∫ R+1
R
a(q)η′1(r)
[
4(1 + α)
c0
+O
(
1
r2(1+α)
)]
dr
=
c0a(q)
p
(
ε
ρ0v0
)2 [
1 +O
(
1
R2(1+α)
)]
.
Moreover, by (3.2), (3.13), (3.32), (3.47), (3.53) and (3.55), we find |∇ηq1| = O
(
ε
ρ0v0
)
and |∇Ẑq| = O
(
ε2
ρ20v
2
0R
3+2α
)
in Ω2. Furthermore,
K22 = O
(
ε2
p2ρ20v
2
0R
)
, K23 = O
(
ε2
p2ρ20v
2
0R
)
, K24 = O
(
ε2
pρ20v
2
0R
3+2α
)
.
By (3.60),
K4 = O
(
ε2| log d|2
p2ρ20v
2
0
)
.
Hence for R and p large enough, but d small enough,
K =
c0a(q)
p
(
ε
ρ0v0
)2 [
1 + O
(
1
R2(1+α)
)]
. (3.69)
For the asymptotical behavior of L, we have that by (2.43), (3.2), (3.13), (3.28)-(3.31), (3.32), (3.47) and (3.53),
∫
(Fpq )−1
({∣∣∣ εzqρ0v0
∣∣∣≤ 1
3 p2κ
√
ρ0v0
}
∩R2+
) a(εy)η
2
q2
[
Zq −
(
1− ηq1
)( ε
ρ0v0
− aqG(εy, q)
)]
× (1− ηq1)Wξ′ ( ε
ρ0v0
− aqG(εy, q)
)
dy
= O
(
ε2
pρ20v
2
0R
2(1+α)
)
,
and by (3.2), (3.13), (3.28)-(3.31), (3.32), (3.47), (3.50) and (3.53),
∫
(Fpq )−1
({∣∣∣ εzqρ0v0
∣∣∣≤ 1
3 p2κ
√
ρ0v0
}
∩R2+
) a(εy)η
2
q2
[
Zq −
(
1− ηq1
)( ε
ρ0v0
− aqG(εy, q)
)]
×
[
ε2
(
Zq − ε
ρ0v0
)
+
ε3
ρ0v0
ηq1
]
dy
= O
(
pε2
)
,
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and by (3.2), (3.13), (3.28)-(3.31), (3.32), (3.47), (3.51) and (3.53),∫
(Fpq )−1
({∣∣∣ εzqρ0v0
∣∣∣≤ 1
3 p2κ
√
ρ0v0
}
∩R2+
) a(εy)η
2
q2
[
Zq −
(
1− ηq1
)( ε
ρ0v0
− aqG(εy, q)
)]
×
∆a(εy)Zq + ( ε
ρ0v0
)2 8(1 + α)2∣∣ εy−qρ0v0 ∣∣2α(
1 +
∣∣ εy−q
ρ0v0
∣∣2(1+α))2Zq
 dy
= O
(
ε2
ρ0v0
)
,
and by (2.43), (3.2), (3.13), (3.29), (3.30), (3.32), (3.47) and (3.53),∫
(Fpq )−1
({∣∣∣ εzqρ0v0
∣∣∣≤ 1
3 p2κ
√
ρ0v0
}
∩R2+
) a(εy)η
2
q2
(
1− ηq1
)( ε
ρ0v0
− aqG(εy, q)
)( ε
ρ0v0
)2 8(1 + α)2∣∣εy−qρ0v0 ∣∣2α(
1 +
∣∣εy−q
ρ0v0
∣∣2(1+α))2 −Wξ′
Zqdy
=
∫
(Fpq )−1
({
R≤
∣∣∣ εzqρ0v0
∣∣∣≤ 1
3 p2κ
√
ρ0v0
}
∩R2+
)
(
ε
ρ0v0
)3 8(1 + α)2∣∣εy−qρ0v0 ∣∣2α(
1 +
∣∣εy−q
ρ0v0
∣∣2(1+α))2Zq
(
εF pq (y)
ρ0v0
)[
1
p
(
ω1 − U1 − 1
2
U21
)(
εy − q
ρ0v0
)
+O
(
1
p2
log4
∣∣∣∣εy − qρ0v0
∣∣∣∣)]× aq [4(1 + α)c0 log |εy − q|Rρ0v0 +O (|εy − q|β)
]
O (1)dy
= O
(
ε2
p2ρ20v
2
0R
)
,
while by (2.41), (3.31), (3.35), (3.47) and (3.57)-(3.59),∫
(Fpq )−1
({∣∣∣ εzqρ0v0
∣∣∣> 1
3 p2κ
√
ρ0v0
}
∩R2+
) a(εy)Z˜q
[
ηq1L(Zq − Ẑq) + ηq2L(Ẑq)
]
dy
=
m∑
k=1
∫
Ω3,k
a(εy)η2q2ẐqL(Ẑq)dy +
∫
Ω˜3∪Ω4
a(εy)η2q2ẐqL(Ẑq)dy
=
m∑
k=1
O
∫ µk/(p2κ√εµk)
0
1
µ2k
8(
1 + r
2
µ2k
)2 ε2 log2 pp2ρ20v20 rdr

+O
∫ 8d/ε
√
ρ0v0
/
(6εp2κ)
(
ε
ρ0v0
)4
log εr
p
(
εr
ρ0v0
)−4−2α log ∣∣∣ εrRρ0v0 ∣∣∣
p
rdr

= O
(
ε2 log2 p
p2ρ20v
2
0
)
.
Then
L =
∫
(Fpq )−1
({∣∣∣ εzqρ0v0
∣∣∣≤ 1
3 p2κ
√
ρ0v0
}
∩R2+
) a(εy)η
2
q2Z
2
q
( ε
ρ0v0
)2 8(1 + α)2∣∣εy−qρ0v0 ∣∣2α(
1 +
∣∣εy−q
ρ0v0
∣∣2(1+α))2 −Wξ′
 dy +O( ε2
pρ20v
2
0R
2(1+α)
)
.
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In a straightforward but tedious way, by (2.1), (2.16) and (3.2) we can compute∫
R
2
+
|z|2αeU1Z2q
(
ω1 − U1 − 1
2
U21
)
dz = −4π(1 + α).
Thus by (2.20), (2.43), (3.13), (3.47) and (3.69), we conclude that for R and p large enough, but d small enough,∫
Ωp
a(εy)Z˜qL(Z˜q) = K + L = 2c0a(q)
p
(
ε
ρ0v0
)2 [
1 +O
(
1
R2(1+α)
)]
. (3.70)
Let us calculate
∫
Ωp
a(εy)Z˜k0L(Z˜q) for all k = 1, . . . ,m. From the previous estimates of L(Z˜q) and Z˜k0, we
can easily prove that∫
Ω1
a(εy)Z˜k0L(Z˜q) = O
(
εR2(1+α) log p
p2ρ0v0µk
)
,
∫
Ω2
a(εy)Z˜k0L(Z˜q) = O
(
ε log p
p2ρ0v0µk
)
,∫
Ω4
a(εy)Z˜k0L(Z˜q) = O
(
ε| log d|2
p2ρ0v0µk
)
,
∫
Ωq∪Ω˜3
a(εy)Z˜k0L(Z˜q) = O
(
ε log p
p2ρ0v0µk
)
,
and ∫
Ω3,l
a(εy)Z˜k0L(Z˜q) = O
(
ε log2 p
p2ρ0v0µk
)
for all l 6= k.
It remains to consider the integral over Ω3,k. Using (3.35) and an integration by parts, we obtain∫
Ω3,k
a(εy)Z˜k0L(Z˜q) =
∫
Ω3,k
a(εy)Z˜qL(Z˜k0)−
∫
∂Ω3,k
a(εy)Ẑk0
∂Ẑq
∂ν
+
∫
∂Ω3,k
a(εy)Ẑq
∂Ẑk0
∂ν
.
Notice that∫
Ω3,k
a(εy)Z˜qL(Z˜k0) =
∫{∣∣∣ zkµk ∣∣∣≤R}+
∫
{
R<
∣∣∣ zkµk
∣∣∣≤R+1}+
∫
{
R+1<
∣∣∣ zkµk
∣∣∣≤ 1
3 p2κ
√
εµk
}
 a(εy)Z˜qL(Z˜k0).
By (2.42), (3.2), (3.14), (3.28), (3.29), (3.30), (3.35) and (3.57) we can compute that for any |zk| ≤ µkR,
L(Z˜k0) = L(Zk0) = O
(
1
pµ3k
)
,
for any µkR < |zk| ≤ µk(R+ 1),
L(Z˜k0) = O
(
1
pµ3iR
)
,
and for any µk(R + 1) < |zk| ≤ µk/(3p2κ√εµk),
L(Z˜k0) = L(Ẑk0) = 1
µ3k
∣∣∣∣y − ξ′kµk
∣∣∣∣−4O(1p log
∣∣∣∣y − ξ′kRµk
∣∣∣∣) .
These, combined with the estimate of Ẑq in (3.31), imply∫
Ω3,k
a(εy)Z˜qL(Z˜k0) = O
(
ε log p
p2ρ0v0µk
)
.
As on ∂Ω3,k, by (2.3) and (3.31),
Ẑk0 = O
(
1
µk
)
, Ẑq = O
(
ε log p
pρ0v0
)
,
and
|∇Ẑk0| = O
(
ε1/2p2κ−1
µ
3/2
k
)
, |∇Ẑq| = O
(
ε2pκ−1
ρ0v0
)
.
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Then ∫
Ω3,k
a(εy)Z˜k0L(Z˜q) = O
(
ε log p
p2ρ0v0µk
)
.
By the above estimates, we readily have∫
Ωp
a(εy)Z˜k0L(Z˜q) = O
(
ε log2 p
p2ρ0v0µk
)
, k = 1, . . . ,m. (3.71)
The two expansions in (3.64) are easy to establish as they are very similar to the above consideration for the
two expansions in (3.65), so we leave the detailed proof to readers. 
Step 4: Proof of Proposition 3.1. We try with establishing the validity of the a priori estimate
‖φ‖L∞(Ωp) ≤ Cp‖h‖∗ (3.72)
for any φ, cij solutions of problem (3.1) and any h ∈ C0,α(Ωp). The previous step gives
‖φ‖L∞(Ωp) ≤ Cp
‖h‖∗ + m∑
i=1
Ji∑
j=1
|cij | · ‖χiZij‖∗
 ≤ Cp
‖h‖∗ + m∑
i=1
Ji∑
j=1
µi|cij |
 .
As before, arguing by contradiction of (3.72), we can proceed as in Step 2 and suppose further that
‖φn‖L∞(Ωpn ) = 1, pn‖hn‖∗ → 0, pn
m∑
i=1
Ji∑
j=1
µni |cnij | ≥ d > 0 as n→ +∞. (3.73)
For simplicity of argument we omit the dependence on n and consider the case q ∈ ∂Ω only. It suffices to estimate
the values of the constants cij . Let us consider the cut-off function ηi2 defined in (3.33)-(3.34). Testing (3.1)
against a(εy)ηi2Zij , i = 1, . . . ,m and j = 1, Ji, we find∫
Ωp
a(εy)φL(ηi2Zij) =
∫
Ωp
a(εy)hηi2Zij +
m∑
k=1
Jk∑
t=1
ckt
∫
Ωp
χkZktηi2Zij . (3.74)
Notice that as in (3.51), by (3.2), (3.14) and (3.57) we can derive that for any i = 1, . . . ,m and j = 1, Ji,
∆a(εy)Zij +
1
µ2i
8(
1 +
∣∣ y−ξ′i
µi
∣∣2)2Zij = O
(
ε
µ2i
[
1 +
|y − ξ′i|
µi
]−2)
.
Then
L(ηi2Zij) =ηi2L(Zij)− Zij∆a(εy)ηi2 − 2∇ηi2∇Zij
=
 1
µ2i
8(
1 +
∣∣ y−ξ′i
µi
∣∣2)2 −Wξ′
 ηi2Zij + ηi2
−∆a(εy)Zij − 1
µ2i
8(
1 +
∣∣ y−ξ′i
µi
∣∣2)2
− ε2ηi2Zij +O( ε3
d3
)
≡Bij +O
(
ε
µ2i
[
1 +
|y − ξ′i|
µi
]−2)
+O
(
ε2
µi
[
1 +
|y − ξ′i|
µi
]−1)
+O
(
ε3
d3
)
,
where
Bij =
 1
µ2i
8(
1 +
∣∣ y−ξ′i
µi
∣∣2)2 −Wξ′
 ηi2Zij .
For the estimate of Bij , we split supp(ηi2) into the following pieces:
Ω̂1k =
{ ∣∣∣∣ zkµk
∣∣∣∣ = ∣∣∣∣y − ξ′kµk
∣∣∣∣ ≤ 13 p2κ√εµk
}
∀ k = 1, . . . , l,
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Ω̂1k = Ωp ∩ (F pk )−1
({ ∣∣∣∣ zkµk
∣∣∣∣ ≤ 13 p2κ√εµk
}
∩ R2+
)
∀ k = l + 1, . . . ,m,
and
Ω̂q = (F
p
q )
−1
({∣∣∣∣ εzqρ0v0
∣∣∣∣ ≤ 13 p2κ√ρ0v0
}
∩ R2+
)
and Ω˜3 = supp(ηi2) \
[
m⋃
k=1
Ω̂1k ∪ Ω̂q
]
.
By (2.3), (3.47) and (3.57) we have that for any y ∈ Ω̂q,
|y − ξ′i| ≥ |ξ′i − q′| − |y − q′| ≥ |ξ′i − q′| −
√
ρ0v0
εp2κ
>
1
2εpκ
, (3.75)
and for any y ∈ Ω̂1k with k 6= i,
|y − ξ′i| ≥ |ξ′i − ξ′k| − |y − ξ′k| ≥ |ξ′i − ξ′k| −
√
εµk
εp2κ
>
1
2εpκ
. (3.76)
In Ω̂1i, by using (3.8), (3.14), and the expansion of Wξ′ in (2.42) we give, for any i = 1, . . . , l and j = 1, 2,
Bij = − 1
µ3i
8(
1 +
∣∣y−ξ′i
µi
∣∣2)2Zj
(
y − ξ′i
µi
)1p
(
ω˜1 − V1,0 − 1
2
V 21,0
)(
y − ξ′i
µi
)
+O
 log4 (∣∣y−ξ′iµi ∣∣+ 2)
p2
 ,
and for any i = l + 1, . . . ,m and j = 1,
Bij = − 1
µ3i
8(
1 +
∣∣y−ξ′i
µi
∣∣2)2Zj
(
1
µi
F pi (y)
)1p
(
ω˜1 − V1,0 − 1
2
V 21,0
)(
y − ξ′i
µi
)
+O
 log4 (∣∣y−ξ′iµi ∣∣+ 2)
p2
 .
In Ω̂q, by (3.2), (3.8), (3.14) (3.57), (3.75) and the expansion of Wξ′ in (2.43),
Bij =
O( µ2i|y − ξ′i|4
)
+
(
ε
ρ0v0
)2
O
 8(1 + α)2∣∣ εy−qρ0v0 ∣∣2α(
1 +
∣∣ εy−q
ρ0v0
∣∣2(1+α))2
O (εpκ).
In Ω̂k1 with k 6= i, by (3.2), (3.8), (3.14), (3.57), (3.76) and the expansion of Wξ′ in (2.42),
Bij =
O( µ2i|y − ξ′i|4
)
+O
 1
µ2k
8(
1 +
∣∣ y−ξ′k
µk
∣∣2)2
O (εpκ).
In Ω̂2, by the estimate of Wξ′ in (2.41),
Bij =
[( ρ0v0
ε
)2(1+α)
O
(
1
|y − q′|4+2α
)
+
m∑
k=1
O
(
µ2k
|y − ξ′k|4
)]
O
(
p2κ
√
εµi
µi
)
.
We denote that for any i = 1, . . . , l and j = 1, 2,
φ̂i(z) = φ
(
ξ′i + µiz
)
, Ej(φ̂i) =
∫
B 1
3 p2κ
√
εµk
(0)
8zj
(1 + |z|2)3 φ̂i
(
ω˜1 − V1,0 − 1
2
V 21,0
)
dz,
and for any i = l + 1, . . . ,m and j = 1,
φ̂i(z) = φ
(
(F pi )
−1(µiz)
)
, Ej(φ̂i) =
∫
B 1
3 p2κ
√
εµk
(0)
⋂
R
2
+
8z1
(1 + |z|2)3 φ̂i
(
ω˜1 − V1,0 − 1
2
V 21,0
)
dz.
Thus by (3.57), ∫
Ωp
a(εy)φL(ηi2Zij) = − 1
pµi
a(ξi)Ej(φ̂i) + O
(
1
p2µi
‖φ‖L∞(Ωp)
)
. (3.77)
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On the other hand, since ‖ηi2Zij‖L∞(Ωp) ≤ Cµ−1i , we obtain∫
Ωp
a(εy)hηi2Zij = O
(
1
µi
‖h‖∗
)
. (3.78)
Moreover, by (3.2), (3.8), (3.14), (3.57) and (3.75) we conclude that if 1 ≤ k = i ≤ l,∫
Ωp
χkZktηi2Zij =
∫
R2
χZtZjdz = Dtδtj , (3.79)
and if l + 1 ≤ k = i ≤ m,∫
Ωp
χkZk1ηi2Zi1 =
∫
R
2
+
χZ21
[
1 +O (εµi|z|)
]
dz =
1
2
D1
[
1 +O (εµi)
]
, (3.80)
while if k 6= i, ∫
Ωp
χkZktηi2Zij = O (εµkp
κ) . (3.81)
As a consequence, substituting estimates (3.77)-(3.81) into (3.74), we have that for any i = 1, . . . ,m and j = 1, Ji,
Djcij +O
(
m∑
k=1
Jk∑
t=1
εµkp
κ|ckt|
)
= O
(
1
µi
‖h‖∗ + 1
pµi
‖φ‖L∞(Ωp)
)
,
and then, by (2.28),
m∑
i=1
Ji∑
j=1
µi|cij | = O
(
‖h‖∗ + 1
p
‖φ‖L∞(Ωp)
)
. (3.82)
Since
m∑
i=1
Ji∑
j=1
µi|cij | = o (1), as in contradiction arguments of Step 2, we deduce that for any i = 1, . . . ,m,
φ̂i → Ci |z|
2 − 1
|z|2 + 1 uniformly in C
0
loc(R
2),
but for any i = 1, . . . ,m,
φ̂i → Ci |z|
2 − 1
|z|2 + 1 uniformly in C
0
loc(R
2
+),
with some constant Ci. Hence we have a more delicate estimate in (3.77), because by Lebesgue’s theorem we find
that for any i = 1, . . . , l and j = 1, 2,
Ej(φ̂i) −→ Ci
∫
R2
8zj
(|z|2 + 1)3
|z|2 − 1
|z|2 + 1
(
ω˜1 − V1,0 − 1
2
V 21,0
)
(|z|)dz = 0,
and for any i = l + 1, . . . ,m and j = 1,
Ej(φ̂i) −→ Ci
∫
R
2
+
8z1
(|z|2 + 1)3
|z|2 − 1
|z|2 + 1
(
ω˜1 − V1,0 − 1
2
V 21,0
)
(|z|)dz = 0.
Therefore,
m∑
i=1
Ji∑
j=1
µi|cij | = o
(
1
p
)
+ O (‖h‖∗) ,
which contradicts (3.73). So estimate (3.72) is established and then by (3.82), we obtain
|cij | ≤ C 1
µi
‖h‖∗.
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Now consider the Hilbert space
Hξ =
{
φ ∈ H1(Ωp)
∣∣∣∣∣
∫
Ωp
χiZijφ = 0 for any i = 1, . . . ,m, j = 1, Ji;
∂φ
∂ν
= 0 on ∂Ωp
}
with the norm ‖φ‖2H1(Ωp) =
∫
Ωp
a(εy)
(|∇φ|2 + ε2φ2). Equation (3.1) is equivalent to find φ ∈ Hξ such that∫
Ωp
a(εy)
(∇φ∇ψ + ε2φψ)− ∫
Ωp
a(εy)Wξ′φψ =
∫
Ωp
a(εy)hψ ∀ ψ ∈ Hξ.
By Fredholm’s alternative this is equivalent to the uniqueness of solutions to this problem, which is guaranteed by
estimate (3.72). Finally, for p ≥ pm fixed, by density of C0,α(Ωp) in (C(Ωp), ‖ ·‖L∞(Ωp)), we can approximate h ∈
C(Ωp) by smooth functions and, by (3.72) and elliptic regularity theory, we find that for any h ∈ C(Ωp), problem
(3.1) admits a unique solution which belongs to H2(Ωp) and satisfies the a priori estimate (3.15). 
Remark 3.5. Given h ∈ C(Ωp) with ‖h‖∗ <∞, let φ be the solution to equation (3.1) given by Proposition 3.1.
Testing (3.1) against a(εy)φ, we obtain
‖φ‖2H1(Ωp) =
∫
Ωp
a(εy)Wξ′φ
2 +
∫
Ωp
a(εy)hφ,
and then, by (2.41),
‖φ‖H1(Ωp) ≤ C
(‖h‖∗ + ‖φ‖L∞(Ωp)).
Now let us consider the nonlinear problem: for any points ξ = (ξ1, . . . , ξm) ∈ Op(q), we find a function φ and
scalars cij , i = 1, . . . ,m, j = 1, Ji such that
L(φ) = −[Rξ′ +N(φ)] + 1
a(εy)
m∑
i=1
Ji∑
j=1
cijχi Zij in Ωp,
∂φ
∂ν
= 0 on ∂Ωp,∫
Ωp
χi Zijφ = 0 ∀ i = 1, . . . ,m, j = 1, Ji.
(3.83)
Proposition 3.6. Let q ∈ Ω and m be a non-negative integer. Then there exist constants C > 0 and pm > 1
such that for any p > pm and any points ξ = (ξ1, . . . , ξm) ∈ Op(q), problem (3.83) admits a unique solution φξ′
for some coefficients cij(ξ
′), i = 1, . . . ,m, j = 1, Ji, such that
‖φξ′‖L∞(Ωp) ≤
C
p3
,
m∑
i=1
Ji∑
j=1
µi|cij(ξ′)| ≤ C
p4
and ‖φξ′‖H1(Ωp) ≤
C
p3
. (3.84)
Furthermore, the map ξ′ 7→ φξ′ is a C1-function in C(Ωp) and H1(Ωp).
Proof. Proposition 3.1, Remarks 2.5 and 3.5 allow us to apply the contraction mapping principle and the implicit
function theorem to find a solution for problem (3.83) satisfying (3.84) and the corresponding regularity. Since it
is a standard procedure, we omit the detailed proof here. 
Remark 3.7. The function Vξ′+φξ′ , where φξ′ is the unique solution of problem (3.83) given by Proposition 3.6, is
positive in Ωp. In fact, we notice that p
2φξ′ → 0 uniformly over Ωp. Furthermore, in the region |y−q′| ≥ 1/(εp2κ)
and |y− ξ′i| ≥ 1/(εp2κ) for each i = 1, . . . ,m, by (2.5), (2.23) and the definition of Vξ′ in (2.34) we can derive that
Vξ′ + φξ′ is positive. Outside this region, we may conclude the same result from Remark 2.3.
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4. Variational reduction
Since problem (3.83) has been solved, we just find a solution of problem (2.38) with m ≥ 1 and hence to the
original problem (1.1) if we find ξ′ such that the coefficient cij(ξ′) in (3.83) satisfies
cij(ξ
′) = 0 for all i = 1, . . . ,m, j = 1, Ji. (4.1)
Let us consider the energy function Jp associated to problem (1.1), namely
Jp(u) =
1
2
∫
Ω
a(x)(|∇u|2 + u2)dx − 1
p+ 1
∫
Ω
a(x)|x − q|2αup+1+ dx, u ∈ H1(Ω). (4.2)
For any integer m ≥ 1, we can introduce the reduced energy
Fp(ξ) = Jp(Uξ + φ˜ξ), ξ = (ξ1, . . . , ξm) ∈ Op(q), (4.3)
where Uξ is our approximate solution defined in (2.18) and
φ˜ξ(x) = ε
−2/(p−1)φξ′ (ε−1x), x ∈ Ω, (4.4)
with φξ′ the unique solution to problem (3.83) given by Proposition 3.6. Then we obtain that critical points of
Fp correspond to solutions of (4.1) for large p. That is:
Proposition 4.1. For any integer m ≥ 1, the function Fp : Op(q) 7→ R is of class C1. Moreover, for all p
sufficiently large, if DξFp(ξ) = 0, then ξ
′ = ξ/ε satisfies (4.1).
Proof. From the result obtained in Proposition 3.6 and the definition of function Uξ we have clearly that for any
integer m ≥ 1, the function Fp : Op(q)→ R is of class C1 since the map ξ 7→ φ˜ξ is a C1-map into H1(Ω).
Recalling the definition of Ip in (2.35) and making a change of variable, we give
Fp(ξ) = Jp
(
Uξ + φ˜ξ
)
= ε−4/(p−1)Ip
(
Vξ′ + φξ′
)
. (4.5)
Assume that φξ′ solves problem (3.83) and DξFp(ξ) = 0. Then we have that for any k = 1, . . . ,m and t = 1, Jk,
0 = I ′p
(
Vξ′ + φξ′
)
∂(ξ′k)t
(
Vξ′ + φξ′
)
=
m∑
i=1
Ji∑
j=1
cij(ξ
′)
∫
Ωp
χiZij∂(ξ′k)tVξ′ −
m∑
i=1
Ji∑
j=1
cij(ξ
′)
∫
Ωp
φξ′∂(ξ′k)t
(
χiZij
)
. (4.6)
Note that Vξ′(y) = ε
2/(p−1)Uξ(εy). From (2.23), (2.24), (2.26) and the definition of Uξ in (2.18), we obtain
∂(ξ′k)tVξ′(y) =
m∑
i=1
ε2/(p−1)
γµ
2/(p−1)
i
∣∣ξi − q∣∣2α/(p−1)
{
∂(ξ′k)t
[
Vδi,ξi(εy) +
1
p
ω˜1
(
y − ξ′i
µi
)
+
1
p2
ω˜2
(
y − ξ′i
µi
)
+ γµ
2/(p−1)
i
∣∣ξi − q∣∣2α/(p−1)Hi(εy)]+ 2 ∂(ξ′k)t log (µi |ξi − q|2α)
p− 1
[
p+ O (1)
]}
+
ε2/(p−1)
γµ
2/(p−1)
0
{
∂(ξ′k)t
[
Uδ0(εy − q) +
1
p
ω1
(
εy − q
ρ0v0
)
+
1
p2
ω2
(
εy − q
ρ0v0
)
+ γµ
2/(p−1)
0 H0(εy)
]
+
2 ∂(ξ′k)t logµ0
p− 1
[
p+O (1)
]}
.
Using the fact that |∂(ξ′k)t logµi| = O (εpκ) for any i = 0, 1, . . . ,m, we have that by (2.1), (2.5) and (3.2),
∂(ξ′k)tUδ0(εy − q) = O (εpκ) , ∂(ξ′k)tVδi,ξi(εy) =
4δki
µi
Zt
(
y − ξ′i
µi
)
+O (εpκ) ,
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and for each j = 1, 2, by (2.12)-(2.13),
∂(ξ′k)tωj
(
εy − q
ρ0v0
)
= O (εpκ) , ∂(ξ′k)t ω˜j
(
y − ξ′i
µi
)
= −δki
µi
[
C˜jZt
(
y − ξ′i
µi
)
+O
(
µ2i
|y − ξ′i|2 + µ2i
)]
+O (εpκ) ,
where δki denotes the Kronecker’s symbol. Moreover, similar to the proof in Lemma 2.1, we can prove that
∂(ξ′k)t
[
γµ
2/(p−1)
0 H0(εy)
]
= O (εpκ) , ∂(ξ′k)t
[
γµ
2/(p−1)
i
∣∣ξi − q∣∣2α/(p−1)Hi(εy)] = O (εpκ) .
Then
∂(ξ′k)tVξ′(y) =
ε2/(p−1)
γµ
2/(p−1)
k
∣∣ξk − q∣∣2α/(p−1)
{
4
µk
Zt
(
y − ξ′k
µk
)
+O
(
1
pµk
)}
+O (εpκ) . (4.7)
On the other hand, by (3.2), (3.8), (3.14) and (3.57) we can compute∣∣∂(ξ′k)t(χiZij)∣∣ = O( 1µi εpκ + 1µ2i δki
)
. (4.8)
Consequently, (4.6) can be written as, for each k = 1, . . . ,m and t = 1, Jk,∑
i,j
ε2/(p−1)cij(ξ′)
γµ
2/(p−1)
k
∣∣ξk − q∣∣2α/(p−1)
{
δki
[
ci
2π
∫
R2
χZjZt +O
(
1
p
)]
+ (1− δki)O
(
µi
|ξ′i − ξ′k|
)}
+
∑
ij
|cij(ξ′)|
{
O (εpκ) + ‖φξ′‖L∞(Ωp)O (µiεpκ + δki)
}
= 0,
and then, by (2.3), (2.5), (2.28) and (3.84),
ckckt(ξ
′)
pp/(p−1)µ2/(p−1)k
∣∣ξk − q∣∣2α/(p−1)
∫ R0+1
0
χ(r)
r3
( 1 + r2)2
dr +
m∑
i=1
Ji∑
j=1
∣∣cij(ξ′)∣∣O(δki
p2
+ εµip
κ−1 + εpκ
)
= 0,
which implies ckt(ξ
′) = 0 for each k = 1, . . . ,m and t = 1, Jk. 
Moreover, in order to solve for critical points of Fp, we need to give the following energy expansion.
Proposition 4.2. Let q ∈ Ω and m be a positive integer. With the choices for the parameters µ0 and µi,
i = 1, . . . ,m, respectively given by (2.25) and (2.27), there exists pm > 1 such that for any p > pm and any points
ξ = (ξ1, . . . , ξm) ∈ Op(q), the following expansion uniformly holds
Fp(ξ) =
e
2p
m∑
i=1
cia(ξi)
1 + K˜ + 2p − 2 log pp − 4α log |ξi − q|p − 1p
ciH(ξi, ξi) + c0G(ξi, q) + m∑
k 6=i
ckG(ξi, ξk)

+
e
2p
c0a(q)
{
1 +
K + 2
p
− 2 log p
p
− 1
p
[
c0H(q, q) +
m∑
k=1
ckG(q, ξk)
]}
+O
(
log2 p
p3
)
, (4.9)
where
K = 1
8π(1 + α)
∫
R2
[
8(1 + α)2|z|2α
(1 + |z|2(1+α))2U1(z)−∆ω1(z)
]
dz, K˜ = 1
8π
∫
R2
[
8
(1 + |z˜|2)2V1,0(z˜)−∆ω˜1(z˜)
]
dz˜.
Proof. First of all, multiply the first equation in (3.83) by a(εy)(Vξ′ + φξ′) and integrate by parts to give∫
Ωp
a(εy)
[|∇(Vξ′ + φξ′)|2 + ε2(Vξ′ + φξ′)2] = ∫
Ωp
a(εy)|εy − q|2α(Vξ′ + φξ′)p+1 +
m∑
i=1
Ji∑
j=1
cij(ξ
′)
∫
Ωp
χiZijVξ′ .
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Since Vξ′ is a bounded function, by (2.28) and (3.84) we get∫
Ωp
a(εy)
[|∇(Vξ′ + φξ′)|2 + ε2(Vξ′ + φξ′)2] = ∫
Ωp
a(εy)|εy − q|2α(Vξ′ + φξ′)p+1 +O
(
1
p4
)
uniformly for any points ξ = (ξ1, . . . , ξm) ∈ Op(q). Then by (4.5), we can write
Fp(ξ) =
(
1
2
− 1
p+ 1
)
ε−4/(p−1)
∫
Ωp
a(εy)
[|∇(Vξ′ + φξ′)|2 + ε2(Vξ′ + φξ′)2] dy +O( 1
p5
)
=
(
1
2
− 1
p+ 1
)
ε−4/(p−1)
{∫
Ωp
a(εy)
(|∇Vξ′ |2 + ε2V 2ξ′)dy
+2
∫
Ωp
a(εy)
(∇Vξ′∇φξ′ + ε2Vξ′φξ′)dy + ∫
Ωp
a(εy)
(|∇φξ′ |2 + ε2φ2ξ′)dy
}
+O
(
1
p5
)
=
(
1
2
− 1
p+ 1
)∫
Ω
a(x)
(|∇Uξ|2 + U2ξ )dx+O
(
1
p3
∣∣∣∣∫
Ω
a(x)
(|∇Uξ|2 + U2ξ )dx∣∣∣∣1/2 + 1p5
)
.
Let us expand the leading term
∫
Ω
a(x)(|∇Uξ|2+U2ξ ): in view of (2.5)-(2.7), (2.18)-(2.20), (2.23)-(2.24) and (2.26)
we obtain∫
Ω
a(x)
(|∇Uξ|2 + U2ξ )dx = ∫
Ω
a(x)(−∆aUξ + Uξ)Uξdx
=
m∑
i=1
1
γµ
2/(p−1)
i
∣∣ξi − q∣∣2α/(p−1)
∫
Ω
⋂
B 1
p2κ
(ξi)
a(x)
[
e
V1,0
(
x−ξi
δi
)
− 1
pδ2i
∆ω˜1
(
x− ξi
δi
)
− 1
p2δ2i
∆ω˜2
(
x− ξi
δi
)]
Uξdx
+
1
γµ
2/(p−1)
0
∫
Ω
⋂
B 1
p2κ
(q)
a(x)
[∣∣∣∣x− qδ0
∣∣∣∣2α eU1( x−qδ0 ) − 1pδ20∆ω1
(
x− q
δ0
)
− 1
p2δ20
∆ω2
(
x− q
δ0
)]
Uξdx+
m∑
i=0
o (δi)
=
m∑
i=1
1
γ2µ
4/(p−1)
i
∣∣ξi − q∣∣4α/(p−1)
∫(
1
δi
(Ω−{ξi})
)⋂
B 1
δip
2κ
(0)
a(ξi + δiz˜)
[
8
(1 + |z˜|2)2 −
1
p
∆ω˜1(z˜)− 1
p2
∆ω˜2(z˜)
]
×
[
p+ V1,0(z˜) +
1
p
ω˜1(z˜) +
1
p2
ω˜2(z˜) +O
(
δβi |z˜|β +
m∑
k=0
δ
β/2
k
)]
dz˜
+
1
γ2µ
4/(p−1)
0
∫(
1
δ0
(Ω−{q})
)⋂
B 1
δip
2κ
(0)
a(q + δ0z)
[
8(1 + α)2|z|2α
(1 + |z|2(1+α))2 −
1
p
∆ω1(z)− 1
p2
∆ω2(z)
]
×
[
p+ U1(z) +
1
p
ω1(z) +
1
p2
ω2(z) +O
(
δβ0 |z|β +
m∑
k=0
δ
β/2
k
)]
dz +
m∑
i=0
o (δi)
=
m∑
i=1
cia(ξi)
γ2µ
4/(p−1)
i
∣∣ξi − q∣∣4α/(p−1)
[
p+ K˜ +O
(
1
p
)]
+
c0a(q)
γ2µ
4/(p−1)
0
[
p+K +O
(
1
p
)]
+
m∑
i=0
o (δi) .
Recalling that γ = pp/(p−1)e−p/(2p−2), we find
1
γ2
=
e
p2
[
1− 2 log p
p
+
1
p
+O
(
log2 p
p2
)]
,
1
µ
4/(p−1)
0
= 1− 4 logµ0
p
+O
(
log2 µ0
p2
)
,
and for each i = 1, . . . ,m,
1
µ
4/(p−1)
i
∣∣ξi − q∣∣4α/(p−1) = 1−
4 log
(
µi|ξi − q|α
)
p
+O
(
log2 µi + log
2 |ξi − q|
p2
)
.
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Furthermore, by (2.3) and (2.28),
1
γ2µ
4/(p−1)
0
=
e
p2
[
1− 2 log p
p
− 4 logµ0
p
+
1
p
+O
(
log2 p
p2
)]
,
1
γ2µ
4/(p−1)
i
∣∣ξi − q∣∣4α/(p−1) = ep2
[
1− 2 log p
p
− 4 logµi
p
− 4α log |ξi − q|
p
+
1
p
+O
(
log2 p
p2
)]
, i = 1, . . . ,m.
Hence
Fp(ξ) =
e
2p
m∑
i=1
cia(ξi)
{
1− 2 log p
p
− 4 logµi
p
− 4α log |ξi − q|
p
+
K˜ − 1
p
}
+
e
2p
c0a(q)
{
1− 2 log p
p
− 4 logµ0
p
+
K − 1
p
}
+ O
(
log2 p
p3
)
,
which, together with the expansions of µ0, µi in (2.29)-(2.30), implies that expansion (4.9) holds. 
5. Proofs of theorems
Proof of Theorem 1.1. According to Proposition 4.1, the function up = Uξ + φ˜ξ is a solution to problem (1.1)
if we adjust ξ = (ξ1, . . . , ξm) ∈ Op(q) with q ∈ Ω so that it is a critical point of Fp defined by (4.3). For this aim,
let us claim that for any integer m ≥ 1 and any p > 1 large enough, the maximization problem
max
(ξ1,...,ξm)∈Op(q)
Fp(ξ1, . . . , ξm)
has a solution ξp = (ξp1 , . . . , ξ
p
m) ∈ Oop(q), i.e., the interior of Op(q). Once this claim is proven, we can easily get
the qualitative properties of solutions of problem (1.1) as predicted in Theorem 1.1.
Let ξp = (ξp1 , . . . , ξ
p
m) be the maximizer of Fp over Op(q). We need to prove that ξp belongs to the interior of
Op(q). First, we obtain a lower bound for Fp over Op(q). Let us fix the point q ∈ Ω as a strict local maximum
point of a(x) and set
ξ0i = q +
1√
p
ξ̂i, i = 1, . . . ,m,
where ξ̂ = (ξ̂1, . . . , ξ̂m) forms a m-regular polygon in R
2. Obviously, ξ0 = (ξ01 , . . . , ξ
0
m) ∈ Op(q) since q ∈ Ω and
κ > 1. Using (4.9) and the fact that q is a strict local maximum point of a(x) in Ω, we obtain
max
ξ∈Op(q)
Fp(ξ) ≥ Fp(ξ0) ≥ e
2p2
{
8π(m+ 1 + α)pa(q)− 16π(m+ 1)(m+ 1 + α)a(q) log p+O(1)}. (5.1)
Next, we suppose ξp = (ξp1 , . . . , ξ
p
m) ∈ ∂Op(q). Then there exist three possibilities:
C1. There exists an i0 such that ξ
p
i0
∈ ∂Bd(q), in which case, a(ξpi0 ) < a(q)− d0 for some d0 > 0;
C2. There exist indices i0, j0, i0 6= j0 such that |ξpi0 − ξ
p
j0
| = p−κ;
C3. There exists an k0 such that |ξpk0 − q| = p−κ.
For the first case, we have
max
ξ∈Op(q)
Fp(ξ) ≤ e
2p2
{
8πp
[
(m+ 1 + α)a(q)− d0
]
+O (log p)
}
, (5.2)
which contradicts to (5.1). This shows that a(ξpi ) → a(q). By the condition over a, we get ξpi → q for all
i = 1, . . . ,m.
For the second case, we have
max
ξ∈Op(q)
Fp(ξ) ≤ e
2p2
{
8π(m+ 1 + α)(p− 2 log p)a(q) + 32π(a(ξpi0 ) + a(ξpj0 )) log |ξpi0 − ξpj0 |+O(1)}
≤ e
2p2
{
8π(m+ 1 + α)(p− 2 log p)a(q)− 32πκ(a(ξpi0) + a(ξpj0)) log p+O(1)} . (5.3)
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For the last case, we have
max
ξ∈Op(q)
Fp(ξ) ≤ e
2p2
{
8π(m+ 1 + α)(p − 2 log p)a(q) + 32π[a(ξpk0) + (1 + α)a(q)] log |ξpk0 − q|+O(1)}
≤ e
2p2
{
8π(m+ 1 + α)(p− 2 log p)a(q)− 32πκ[a(ξpk0 ) + (1 + α)a(q)] log p+O(1)} . (5.4)
Combining (5.3)-(5.4) with (5.1), we find
32πκmax
{
a(ξpi0 ) + a(ξ
p
j0
), a(ξpk0) + (1 + α)a(q)
}
log p ≤ 16πm(m+ 1 + α)a(q) log p+O(1), (5.5)
which is impossible by the choice of κ in (2.4). 
Proof of Theorem 1.2. By Proposition 4.1 we have to find a critical point ξp = (ξp1 , . . . , ξ
p
m) ∈
(
Bd(q) ∩ Ω
)l ×(
Bd(q)∩∂Ω
)m−l
of Fp such that points ξ
p
1 , . . . , ξ
p
m accumulate to the boundary point q. From (1.3), (2.20), (4.9),
Lemma A.1 and the fact that a(q)G(q, ξi) = a(ξi)G(ξi, q) and a(ξi)G(ξi, ξk) = a(ξk)G(ξk, ξi) for all i, k = 1, . . . ,m
with i 6= k, we have that Fp reduces to
Fp(ξ) =
e
2p2
8π
l∑
i=1
a(ξi)
p− 2 log p− 4α log |ξi − q| − 8πH(ξi, ξi)− 8π l∑
k=1, k 6=i
G(ξi, ξk)

−64π2
l∑
i=1
m∑
k=l+1
a(ξk)G(ξk, ξi) + 4π
m∑
i=l+1
a(ξi)
p− 2 log p− 4α log |ξi − q|+ 4 m∑
k=l+1, k 6=i
log |ξi − ξk|

+8π(1 + α)a(q)
[
p− 2 log p− 16π
l∑
i=1
G(q, ξi) + 8
m∑
i=l+1
log |ξi − q|
]
+O (1)
}
(5.6)
C0-uniformly in Op(q). Here we claim that for any integers m ≥ 1, 0 ≤ l ≤ m and any p > 1 large enough, the
maximization problem
max
(ξ1,...,ξm)∈Op(q)
Fp(ξ1, . . . , ξm)
has a solution ξp = (ξp1 , . . . , ξ
p
m) ∈ Oop(q), i.e., the interior of Op(q). Once this claim is proven, we can easily get
the qualitative properties of solutions of problem (1.1) as predicted in Theorem 1.2.
Let ξp = (ξp1 , . . . , ξ
p
m) be the maximizer of Fp over Op(q). We need to prove that ξp lies in the interior of Op(q).
First, we obtain a lower bound for Fp over Op(q). Let us consider a smooth change of variables
Hpq (y) = e
p/2Hq(e
−p/2y),
where Hq : Bd(q) 7→ M is a diffeomorphism and M is an open neighborhood of the origin such that Hq(Bd(q) ∩
Ω) =M∩ R2+ and Hq(Bd(q) ∩ ∂Ω) =M∩ ∂R2+. Let
ξ0i = q −
ti√
p
ν(q), i = 1, . . . , l, but ξ0i = e
−p/2(Hpq )
−1
(
ep/2√
p
ξˆ0i
)
, i = l + 1, . . . ,m,
where ti > 0 and ξˆ
0
i ∈ M ∩ ∂R2+ satisfy ti+1 − ti = ρ, |ξˆ0i − ξˆ0i+1| = ρ for all ρ > 0 sufficiently small, fixed and
independent of p. Using the expansion (Hpq )
−1(z) = ep/2q + z +O(e−p/2|z|), we find
ξ0i = q +
1√
p
ξˆ0i +O
(
e−p/2√
p
|ξˆ0i |
)
, i = l + 1, . . . ,m.
Clearly, ξ0 = (ξ01 , . . . , ξ
0
m) ∈ Op(q) because of q ∈ ∂Ω and κ > 1. Notice that q ∈ ∂Ω is a strict local maximum
point of a(x) over Ω and satisfies ∂νa(q) = 〈∇a(q), ν(q)〉 = 0. Then we can derive that there is a constant C > 0
independent of p such that
a(q)− C
p
≤ a(ξ0i ) < a(q), i = 1, . . . ,m.
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From definition (1.3), Lemmas A.2 and A.3 we conclude that for any i = 1, . . . , l and k = 1, . . . ,m with i 6= k,
H(ξ0i , ξ
0
i ) =
1
4π
log p+O (1) , G(q, ξ0i ) =
1
2π
log p+O (1) , G(ξ0k, ξ
0
i ) =
1
2π
log p+O (1) .
By (5.6) we find
max
ξ∈Op(q)
Fp(ξ) ≥ Fp(ξ0) ≥ 2πea(q)
p2
{
(m+ l + 2 + 2α)p− [2(m+ l)2 + (8 + 6α)(m+ l) + 4 + 4α] log p+O(1)}.(5.7)
Next, we suppose ξp = (ξp1 , . . . , ξ
p
m) ∈ ∂Op(q). Then there exist five cases:
C1. There exists an i0 ∈ {1, . . . , l} such that ξpi0 ∈ ∂Bd(q) ∩Ω, in which case, a(ξ
p
i0
) < a(q)− d0 for some d0 > 0
independent of p;
C2. There exists an i0 ∈ {l + 1, . . . ,m} such that ξpi0 ∈ ∂Bd(q) ∩ ∂Ω, in which case, a(ξ
p
i0
) < a(q)− d0 for some
d0 > 0 independent of p;
C3. There exists an i0 ∈ {1, . . . , l} such that dist(ξpi0 , ∂Ω) = p−κ;
C4. There exists an i0 ∈ {1, . . . ,m} such that |ξpi0 − q| = p−κ;
C5. There exist some indices i0, k0, i0 6= k0 such that |ξpi0 − ξ
p
k0
| = p−κ.
From (A3)-(A6), (1.2) and the maximum principle we obtain that for all i = 1, . . . , l and k = 1, . . . ,m with i 6= k,
G(q, ξpi ) > 0, G(ξ
p
k , ξ
p
i ) > 0, H(ξ
p
k , ξ
p
i ) > 0, H(ξ
p
i , ξ
p
i ) = −
1
2π
log
[
dist(ξpi , ∂Ω)
]
+O (1) . (5.8)
For the first and second cases, by (5.6) and (5.8) we have
max
ξ∈Op(q)
Fp(ξ) = Fp(ξ
p) ≤ 2πe
p2
{
p
[
(m+ l + 2+ 2α)a(q)− d0
]
+O (log p)
}
, (5.9)
which contradicts to (5.7). This shows that a(ξpi ) → a(q). By the condition over a, we get ξpi → q for all
i = 1, . . . ,m.
For the third case, by (1.3), (5.6) and (5.8) we have that if 0 < α 6∈ N∗,
max
ξ∈Op(q)
Fp(ξ) = Fp(ξ
p) ≤ 2πe
p2
{
2
l∑
i=1
a(ξpi )
[
p− 2 log p− 4α log |ξpi − q|
]
+
m∑
i=l+1
a(ξpi )
[
p− 2 log p− 4α log |ξpi − q|
]
+2(1 + α)a(q)
[
p− 2 log p− 16π
l∑
i=1
G(q, ξpi ) + 8
m∑
i=l+1
log |ξpi − q|
]
− 16πa(ξpi0)H(ξ
p
i0
, ξpi0) +O (1)
}
≤ 2πe
p2
{
(m+ l + 2 + 2α)(p− 2 log p)a(q)− 8κa(ξpi0) log p+O(1)
}
, (5.10)
while if −1 < α < 0,
max
ξ∈Op(q)
Fp(ξ) = Fp(ξ
p) ≤ 2πe
p2
{
(m+ l + 2 + 2α)(p− 2 log p)a(q)− 16πa(ξpi0)H(ξ
p
i0
, ξpi0) +O(1)
}
≤ 2πe
p2
{
(m+ l + 2 + 2α)(p− 2 log p)a(q)− 8κa(ξpi0) log p+O(1)
}
. (5.11)
For the fourth case, by (5.6) and (5.8) we have that if i0 ∈ {1, . . . , l},
max
ξ∈Op(q)
Fp(ξ) = Fp(ξ
p) ≤ 2πe
p2
{
(m+ l + 2 + 2α)(p− 2 log p)a(q)− 16πa(ξpi0)H(ξ
p
i0
, ξpi0) +O(1)
}
≤ 2πe
p2
{
(m+ l + 2 + 2α)(p− 2 log p)a(q)− 8κa(ξpi0) log p+O(1)
}
(5.12)
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because q ∈ ∂Ω and p−κ ≤ dist(ξpi0 , ∂Ω) ≤ |ξ
p
i0
− q| = p−κ, while if i0 ∈ {l+ 1, . . . ,m},
max
ξ∈Op(q)
Fp(ξ) = Fp(ξ
p) ≤ 2πe
p2
{
(m+ l + 2 + 2α)(p− 2 log p)a(q) + [16(1 + α)a(q)− 4αa(ξpi0 )] log |ξpi0 − q|+O(1)}
≤ 2πe
p2
{
(m+ l + 2 + 2α)(p− 2 log p)a(q)− 4κa(ξpi0) log p+O(1)
}
. (5.13)
For the last case, by (5.6) and (5.8) we have that if i0 ∈ {1, . . . , l} and k0 ∈ {1, . . . ,m},
max
ξ∈Op(q)
Fp(ξ) = Fp(ξ
p) ≤ 2πe
p2
{
(m+ l + 2 + 2α)(p− 2 log p)a(q) + 8a(ξpi0) log |ξ
p
i0
− ξpk0 |+O(1)
}
≤ 2πe
p2
{
(m+ l+ 2+ 2α)(p− 2 log p)a(q)− 8κa(ξpi0) log p+O(1)
}
, (5.14)
while if i0 ∈ {l + 1, . . . ,m} and k0 ∈ {l + 1, . . . ,m},
max
ξ∈Op(q)
Fp(ξ) = Fp(ξ
p) ≤ 2πe
p2
{
(m+ l + 2 + 2α)(p− 2 log p)a(q) + 4a(ξpi0) log |ξ
p
i0
− ξpk0 |+O(1)
}
≤ 2πe
p2
{
(m+ l + 2 + 2α)(p− 2 log p)a(q)− 4κa(ξpi0) log p+O(1)
}
. (5.15)
Comparing (5.10)-(5.15) with (5.7), we obtain
2(m+ l + 2 + 2α)a(q) log p+ 8κa(ξpi0) log p ≤ [2(m+ l)2 + (8 + 6α)(m+ l) + 4 + 4α]a(q) log p+O(1), (5.16)
which is impossible by the choice of κ in (2.4). 
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Appendix A
In this appendix we list some properties of the regular part of Green’s function and its corresponding Robin’s
function, see [5] for proofs.
Let the vector function T (x) = (T1(x), T2(x)) be the solution of
∆xT − T = x|x|2 in R
2, T (x) ∈ L∞loc(R2). (A1)
Standard elliptic regularity theory implies that T (x) ∈ W 2,qloc (R2) ∩ C∞(R2 \ {0}) for any 1 < q < 2, and further
the Sobolev embeddings deduce that T (x) ∈ W 1,1/β(Br(0)) ∩ Cβ(Br(0)) for any r > 0 and 0 < β < 1.
Lemma A.1. Let T (x) be the function described in (A1). There exists a function H1(x, y) such that
(i) for every x, y ∈ Ω,
H(x, y) = H1(x, y) +

1
2π
∇ log a(y) · T (x− y), y ∈ Ω,
1
π
∇ log a(y) · T (x− y), y ∈ ∂Ω,
(A2)
(ii) the mapping y ∈ Ω 7→ H1(·, y) belongs to C1
(
Ω, C1(Ω)
) ∩C1(∂Ω, C1(Ω)).
In this way, y ∈ Ω 7→ H(·, y) ∈ C(Ω, Cβ(Ω))∩C(∂Ω, Cβ(Ω)) and H(x, y) ∈ Cβ(Ω×Ω)∩Cβ(Ω× ∂Ω)∩C1(Ω×
Ω \ {x = y})∩C1(Ω× ∂Ω \ {x = y}) for any β ∈ (0, 1), and the corresponding Robin’s function y ∈ Ω 7→ H(y, y)
belongs to C1(Ω) ∩ C1(∂Ω).
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Let Ωd :=
{
y ∈ Ω∣∣ dist(y, ∂Ω) < d} with d > 0 sufficiently small but fixed. Then for any y ∈ Ωd, there exists
a unique reflection of y across ∂Ω along the outer normal direction, y∗ ∈ Ωc, such that |y − y∗| = 2dist(y, ∂Ω).
Lemma A.2. There exists a mapping y ∈ Ωd 7→ z(·, y) ∈ C
(
Ωd, C
β(Ω)
)∩L∞(Ωd, Cβ(Ω)) for any β ∈ (0, 1) such
that for any x ∈ Ω and y ∈ Ωd,
H(x, y) =
1
2π
log
1
|x− y∗| + z(x, y), (A3)
and
z(x, y) =
1
2π
∇ log a(y) · T (x− y)− 1
2π
∇ log a(y∗) · T (x− y∗) + z˜(x, y), (A4)
where the mapping y ∈ Ωd 7→ z˜(·, y) belongs to C1
(
Ωd, C
1(Ω)
)
.
Lemma A.3. The Robin’s function y ∈ Ω 7→ H(y, y) satisfies
H(y, y) =
1
2π
log
1
|y − y∗| + z(y), ∀ y ∈ Ωd, (A5)
where z ∈ C1(Ωd) and
z(y) =
1
2π
∇ log a(y) · T (0)− 1
2π
∇ log a(y∗) · T (y − y∗) + z˜(y, y), ∀ y ∈ Ωd. (A6)
Appendix B
Proof of Lemma 2.1. Observe first that, for any 0 < τ < 1, by (2.1), (2.6) and (2.12),
−∆aH0 +H0 = 1
γµ
2/(p−1)
0
{[
−4(1 + α) + C1
p
+
C2
p2
][ |x− q|2α(x− q) · ∇ log a(x)
δ
2(1+α)
0 +
∣∣x− q∣∣2(1+α) − log
(
δ
2(1+α)
0 + |x− q|2(1+α)
)
2(1 + α)
]
− log [8(1 + α)2δ2(1+α)0 ]+ (C1p + C2p2
)
log δ0
+
1
p
O
L∞
(
Ω\B
δ
τ/2
0
(q)
) ( δ1+α0
δ1+α0 +
∣∣x− q∣∣1+α + δ
1+α
0
δ2+α0 +
∣∣x− q∣∣2+α
)
+
1
p
O
L∞
(
Ω
⋂
B
δ
τ/2
0
(q)
) ( |x|2α∣∣(x − q) · ∇ log a(x)∣∣
δ
2(1+α)
0 +
∣∣x− q∣∣2(1+α) + log δ
2(1+α)
0 + |x− q|2(1+α)
δ
2(1+α)
0
)}
in Ω,
∂H0
∂ν
= − 1
γµ
2/(p−1)
0
{[
−4(1 + α) + C1
p
+
C2
p2
] |x− q|2α(x− q) · ν(x)
δ
2(1+α)
0 +
∣∣x− q∣∣2(1+α) + 1pOL∞(∂Ω\Bδτ/20 (q))
(
δ1+2α0
δ
2(1+α)
0 +
∣∣x∣∣2(1+α)
)
+
1
p
O
L∞
(
∂Ω
⋂
B
δ
τ/2
0
(q)
) ( |x− q|2α∣∣(x− q) · ν(x)∣∣
δ
2(1+α)
0 +
∣∣x− q∣∣2(1+α)
)}
on ∂Ω.
Using (1.2), (1.3) and the fact that q ∈ Ω, we find that the regular part of Green’s function, H(x, q), satisfies
−∆aH(x, q) +H(x, q) = 4(1 + α)
c0
log |x− q| − 4(1 + α)
c0
(x− q) · ∇ log a(x)
|x− q|2 in Ω,
∂H(x, q)
∂ν
=
4(1 + α)
c0
(x− q) · ν(x)
|x− q|2 on ∂Ω.
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Thus if we define
Z0(x) = γµ
2/(p−1)
0 H0(x) −
(
1− C1
4(1 + α)p
− C2
4(1 + α)p2
)
c0H(x, q) + log
(
8(1 + α)2δ
2(1+α)
0
)− (C1
p
+
C2
p2
)
log δ0,
then Z0(x) satisfies

−∆aZ0 + Z0 =
[
−4(1 + α) + C1
p
+
C2
p2
] [
1
2(1 + α)
log
|x− q|2(1+α)
δ
2(1+α)
0 + |x− q|2(1+α)
− δ
2(1+α)
0 (x− q) · ∇ log a(x)
|x− q|2(δ2(1+α)0 + |x− q|2(1+α))
]
+
1
p
O
L∞
(
Ω\B
δ
τ/2
0
(q)
) ( δ1+α0
δ1+α0 +
∣∣x− q∣∣1+α + δ
1+α
0
δ2+α0 +
∣∣x− q∣∣2+α
)
+
1
p
O
L∞
(
Ω
⋂
B
δ
τ/2
0
(q)
) ( |x− q|2α∣∣(x− q) · ∇ log a(x)∣∣
δ
2(1+α)
0 +
∣∣x− q∣∣2(1+α) + log δ
2(1+α)
0 + |x− q|2(1+α)
δ
2(1+α)
0
)
in Ω,
∂Z0
∂ν
=
[
−4(1 + α) + C1
p
+
C2
p2
]
(x − q) · ν(x)∣∣x− q∣∣2 δ
2(1+α)
0
δ
2(1+α)
0 +
∣∣x− q∣∣2(1+α) + 1pOL∞(∂Ω\Bδτ/20 (q))
(
δ1+α0
δ2+α0 +
∣∣x− q∣∣2+α
)
+
1
p
O
L∞
(
∂Ω
⋂
B
δ
τ/2
0
(q)
) ( |x− q|2α∣∣(x− q) · ν(x)∣∣
δ
2(1+α)
0 +
∣∣x− q∣∣2(1+α)
)
on ∂Ω.
Applying the polar coordinates with center origin, i.e. r = |x|, and using the change of variables s = r/δi, we get
that for any θ > 1,
∫
Ω
∣∣∣∣∣log
(
|x− q|2(1+α)
δ
2(1+α)
0 + |x− q|2(1+α)
)∣∣∣∣∣
θ
dx ≤ C
∫ diam(Ω)
0
∣∣∣∣∣log
(
r2(1+α)
δ
2(1+α)
0 + r
2(1+α)
)∣∣∣∣∣
θ
rdr
≤ Cδ20
∫ diam(Ω)/δ0
0
∣∣∣∣log(1 + 1s2(1+α)
)∣∣∣∣θ sds
≤ C
[
δ20 + δ
2θ(1+α)
0
]
,
and
∫
Ω\B
δ
τ/2
0
(q)
∣∣∣∣∣ δ1+α0δ1+α0 + ∣∣x− q∣∣1+α +
δ1+α0
δ2+α0 +
∣∣x− q∣∣2+α
∣∣∣∣∣
θ
dx ≤ C
∫ diam(Ω)
δ
τ/2
0
[
δ
θ(1+α)
0
(δ1+α0 + r
1+α)θ
+
δ
θ(1+α)
0
(δ2+α0 + r
2+α)θ
]
rdr
≤ C
∫ diam(Ω)/δ0
δ
τ/2−1
0
[
δ20
(1 + s1+α)θ
+
δ2−θ0
(1 + s2+α)θ
]
sds
≤ C
[
δ
θ(1+α)
0 + δ
τ+θ(1+α)− 12 τθ(2+α)
0
]
,
40 YIBIN ZHANG
and for any 1 < θ < 2,∫
Ω
⋂
B
δ
τ/2
0
(q)
∣∣∣∣∣ |x− q|2α
∣∣(x− q) · ∇ log a(x)∣∣
δ
2(1+α)
0 +
∣∣x− q∣∣2(1+α) + log δ
2(1+α)
0 + |x− q|2(1+α)
δ
2(1+α)
0
∣∣∣∣∣
θ
dx
≤C
∫ δτ/20
0
( r1+2α
δ
2(1+α)
0 + r
2(1+α)
)θ
+
∣∣∣∣∣log
(
δ
2(1+α)
0 + r
2(1+α)
δ
2(1+α)
0
)∣∣∣∣∣
θ
 rdr
=Cδ20
∫ δτ/2−10
0
[
δ−θ0
(
s1+2α
1 + s2(1+α)
)θ
+ logθ
(
1 + s2(1+α)
)]
sds
≤Cδτ(2−θ)/20 ,
and ∫
Ω
∣∣∣∣∣ (x− q) · ∇ log a(x)|x− q|2 δ
2(1+α)
0
δ
2(1+α)
0 + |x− q|2(1+α)
∣∣∣∣∣
θ
dx ≤ C
∫ diam(Ω)
0
∣∣∣∣∣ δ2(1+α)0r(δ2(1+α)0 + r2(1+α))
∣∣∣∣∣
θ
rdr
≤ Cδ2−θ0
∫ diam(Ω)/δ0
0
s1−θ(
1 + s2(1+α)
)θ ds
≤ C
(
δ2−θ0 + δ
2θ(1+α)
0
)
.
Then for any 1 < θ < 2, ∥∥−∆aZ0 + Z0∥∥Lθ(Ω) ≤ Cδτ(1/θ−1/2)0 . (B1)
On the other hand, if q ∈ ∂Ω, then, by using the fact that |(x− q) · ν(q)| ≤ C|x− q|2 for any x ∈ ∂Ω (see [5]) we
have that for any θ > 1,∫
∂Ω
∣∣∣∣∣(x − q) · ν(x)∣∣x− q∣∣2 δ
2(1+α)
0
δ
2(1+α)
0 +
∣∣x− q∣∣2(1+α)
∣∣∣∣∣
θ
dx ≤ C
∫ |∂Ω|
0
δ
2θ(1+α)
0(
δ
2(1+α)
0 + r
2(1+α)
)θ dr
= Cδ0
∫ |∂Ω|/δ0
0
1(
1 + s2(1+α)
)θ ds ≤ C (δ0 + δ2θ(1+α)0 ) ,
and ∫
∂Ω
⋂
B
δ
τ/2
0
(q)
∣∣∣∣∣ |x− q|2α
∣∣(x − q) · ν(x)∣∣
δ
2(1+α)
0 +
∣∣x− q∣∣2(1+α)
∣∣∣∣∣
θ
dx ≤ C
∫
∂Ω
⋂
B
δ
τ/2
0
(q)
(
|x− q|2(1+α)
δ
2(1+α)
0 +
∣∣x− q∣∣2(1+α)
)θ
dx
≤ C
∣∣∣∂Ω ∩Bδτ/20 (0)∣∣∣ ≤ Cδτ/20 ,
and ∫
∂Ω\B
δ
τ/2
0
(q)
∣∣∣∣∣ δ1+α0δ2+α0 + ∣∣x− q∣∣2+α
∣∣∣∣∣
θ
dx ≤ C
∫ |∂Ω|
δ
τ/2
0
(
δ1+α0
δ2+α0 + r
2+α
)θ
dr = C
∫ |∂Ω|/δ0
δ
τ/2−1
0
δ1−θ0(
1 + s2+α
)θ ds
≤ C
∫ |∂Ω|/δ0
δ
τ/2−1
0
δ1−θ0
sθ(2+α)
ds ≤ Cδθ(1+α)+
1
2 τ− 12 τθ(2+α)
0 ,
which implies that for any q ∈ ∂Ω, θ > 1 and 0 < τ < min{1, 2(1 + α)/(2 + α)},∥∥∥∥∂Z0∂ν
∥∥∥∥
Lθ(∂Ω)
≤ Cδτ/2θ0 . (B2)
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While if q ∈ Ω, then we estimate that for any x ∈ ∂Ω,∣∣∣∣∣ (x− q) · ν(x)∣∣x− q∣∣2 δ
2(1+α)
0
δ
2(1+α)
0 +
∣∣x− q∣∣2(1+α)
∣∣∣∣∣ ≤ δ2(1+α)0|x− q|3+2α ≤ Cδ2(1+α)0 ,
δ1+α0
δ2+α0 +
∣∣x− q∣∣2+α ≤ δ
1+α
0∣∣x− q∣∣2+α ≤ Cδ1+α0 ,
and then, ∥∥∥∥∂Z0∂ν
∥∥∥∥
L∞(∂Ω)
≤ Cδ1+α0 . (B3)
As a consequence, from (B1)-(B3) and elliptic regularity theory, we can conclude that for any 1 < θ < 2,
0 < τ < min{1, 2(1 + α)/(2 + α)} and 0 < λ < 1/θ,
‖Z0‖W 1+λ,θ(Ω) ≤ C
(∥∥−∆aZ0 + Z0∥∥Lθ(Ω) + ∥∥∥∥∂Z0∂ν
∥∥∥∥
Lθ(∂Ω)
)
≤ Cδτ(1/θ−1/2)0 .
Furthermore, by Morrey embedding,
‖Z0‖Cσ(Ω) ≤ Cδτ(1/θ−1/2)0 ,
where 0 < σ < 1/2 + 1/θ, which implies that expansion (2.21) holds with β = 2τ(1/θ − 1/2). In addition,
expansion (2.22) can be also derived from these analogous arguments of (2.21). 
Proof of Lemma 2.2. Making the change of variables s = 1/p, we have that relations (2.25) and (2.27) are
equivalent to the homogeneous equations
(
S0(s, ξ, µ), . . . , Sm(s, ξ, µ)
)
=
(
0, . . . , 0
)
, namely
S0(s, ξ, µ) := logµ0 − 1
4
c0H(q, q) +
log 8(1 + α)2 + 14(1+α)C1 +
1
4(1+α)C2s
4− 11+αC1s− 11+αC2s2
+
1− 14 C˜1s− 14 C˜2s2
−4 + 11+αC1s+ 11+αC2s2
m∑
k=1
(
µ0
µk|ξk − q|2α
)2s/(1−s)
ckG(q, ξk) = 0,
and for each i = 1, . . . ,m,
Si(s, ξ, µ) := logµi − 1
4
ciH(ξi, ξi) +
log 8 + 14 C˜1 +
1
4 C˜2s
4− C˜1s− C˜2s2
− 1
4
m∑
k=1, k 6=i
(
µi|ξi − q|2α
µk|ξk − q|2α
)2s/(1−s)
ckG(ξi, ξk)
+
1− 14(1+α)C1s− 14(1+α)C2s2
−4 + C˜1s+ C˜2s2
(
µi|ξi − q|2α
µ0
)2s/(1−s)
c0G(ξi, q) = 0.
Obviously, by the definitions of the constants C1 and C˜1 in (2.15) we get that for s = 0,
µ0(0, ξ) = e
− 34+ 14 c0H(q,q)+ 14
∑m
k=1 ckG(q,ξk), (B4)
and for each i = 1, . . . ,m,
µi(0, ξ) = e
− 34+ 14 ciH(ξi,ξi)+ 14 c0G(ξi,q)+ 14
∑m
k=1, k 6=i ckG(ξi,ξk). (B5)
On the other hand, observe that for any s > 0 small enough,(
C2
sC+2κα
)2s/(1−s)
= e
2s
1−s
[
2 logC+(C+2κα) log 1s
]
= 1 +O
(
s log
1
s
)
.
Then by (2.3) and the first estimate of (2.28) we find that for any i, k = 1, . . . ,m and i 6= k,(
µ0
µk|ξk − q|2α
)2s/(1−s)
= 1 +O
(
s log
1
s
)
and
(
µi|ξi − q|2α
µk|ξk − q|2α
)2s/(1−s)
= 1 +O
(
s log
1
s
)
. (B6)
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Moreover, by (A3), (1.3), (2.3) and the fact that a(ξi)G(ξi, ξk) = a(ξk)G(ξk, ξi) and a(ξi)G(ξi, q) = a(q)G(q, ξi)
for all i, k = 1, . . . ,m with i 6= k, we can conclude that for any points ξ = (ξ1, . . . , ξm) ∈ O1/s(q),
G(ξi, ξk) = O
(
log
1
s
)
and G(q, ξi) = O
(
log
1
s
)
, ∀ i, k = 1, . . . ,m, i 6= k. (B7)
Furthermore, some direct computations easily deduce that for each i, k = 1, . . . ,m with i 6= k,
∂S0(s, ξ, µ)
∂µ0
=
1
µ0
[
1 +O
(
s log
1
s
)]
,
∂S0(s, ξ, µ)
∂µk
=
1
µk
O
(
s log
1
s
)
,
and
∂Si(s, ξ, µ)
∂µi
=
1
µi
[
1 +O
(
s log
1
s
)]
,
∂Si(s, ξ, µ)
∂µ0
=
1
µ0
O
(
s log
1
s
)
,
∂Si(s, ξ, µ)
∂µk
=
1
µk
O
(
s log
1
s
)
.
If we set S(s, ξ, µ) =
(
S0(s, ξ, µ), . . . , Sm(s, ξ, µ)
)
, then the vector function S(s, ξ, µ) satisfies
det
(∇µS(s, ξ, µ)) = 1
µ0µ1 . . . µm
[
1 +O
(
s log
1
s
)]
6= 0.
Consequently, using the Implicit Function Theorem, we can derive that the homogeneous equations S(s, ξ, µ) =
(0, . . . , 0) is solvable in some neighborhood of
(
0, ξ, µ(0, ξ)
)
, namely for any points ξ = (ξ1, . . . , ξm) ∈ Op(q) and
any p > 1 large enough, systems (2.25) and (2.27) has a unique solution µ = (µ0, µ1, . . . , µm) satisfying the first
estimate in (2.28). From (B4)-(B7) it follows that
µ0 = µ0(p, ξ) ≡ e− 34+ 14 c0H(q,q)+ 14
∑m
k=1 ckG(q,ξk)
[
1 +O
(
log2 p
p
)]
,
and for each i = 1, . . . ,m,
µi = µi(p, ξ) ≡ e− 34+ 14 ciH(ξi,ξi)+ 14 c0G(ξi,q)+ 14
∑m
k=1, k 6=i ckG(ξi,ξk)
[
1 +O
(
log2 p
p
)]
.
Moreover, by (A3), (A5), (B6), (B7), (2.3), (2.25) and (2.27) we can derive that second estimate of (2.28) holds.
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