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Abstract: The Doob-Dynkin Lemma gives conditions on two functions X and Y
that ensure existence of a function φ so that X = φ◦Y . This communication proves
different versions of the Doob-Dynkin Lemma, and shows how it is related to optimal
statistical learning algorithms.
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1. Introduction
This note is motivated by the commutative diagram
ΩX
Ω
ΩY
X
Y
φ (1)
which is of fundamental importance in probability, statistics, and data science. If Y is
the data in an experiment, then X is also data by definition if X = φ(Y ). If Y and
φ are measurable, then it follows as a consequence that the composition X = φ(Y ) is
measurable. The Doob-Dynkin lemma (Doob, 1953, p.603) (Kallenberg, 2002, p.7) gives
conditions on X and Y that ensures existence of a φ such that X = φ(Y ). In the next
section we prove different versions of the Doob-Dynkin lemma, and in the final section
we briefly discuss the role of the Doob-Dynkin lemma in statistics. The lemma provides
in particular existence and uniqueness of optimal data learning algorithms.
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2. The Doob-Dynkin lemma
Consider first the case where X : Ω→ ΩX and Y : Ω→ ΩY are continuous functions
between topological spaces (Kuratowski, 1966; Kelley, 1955). The following Lemma is
probably known in some context, but I have no reference for this. A similar comment
holds for many other results presented in the following.
Lemma 1 (Topological Doob-Dynkin). If the image X(Ω) is a T0 space, and X is con-
tinuous with respect to the initial topology of Y , then there exists a unique continuous
φ : Y (Ω)→ ΩX such that X = φ(Y ).
Proof. Let ω ∈ Ω, y = Y (ω), x = X(ω), and define φ(y) = x. It must be demonstrated
that this gives a well-defined continuous φ. Assume that y = Y (ω′) = y′. It must be
proved that x′ = X(ω′) = x. Assume for contradiction that x 6= x′. From T0-separation
there exists an open separating U . Assume without loss of generality that x ∈ U 6∋ x′.
It follows that ω′ 6∈ (X ∈ U) = (Y ∈ V ) so y′ 6∈ V which contradicts y ∈ V from the
assumption y = y′. Existence of an open V such that (X ∈ U) = (Y ∈ V ) follows since X
is continuous with respect to the initial topology of Y . This also gives φ−1(U) = V ∩Y (Ω)
which proves continuity of φ.
The previous result can also be proved for more general cases, including in particular
spaces equipped with the family of co-zero sets from suitable families of real valued func-
tions (Taraldsen, 2017). This includes the case where X : Ω→ ΩX and Y : Ω→ ΩY are
measurable functions between measurable spaces (Halmos, 1950; Dunford and Schwartz,
1988; Rudin, 1987). The simplicity of the following result - and the fact that it seems to
be missing from the standard presentations linked to conditional expectation (Halmos,
1950; Doob, 1953; Loeve, 1977; Kallenberg, 2002; Rao and Swift, 2006) - was part of the
original motivation for writing this note. It should be noted that the function φ obtained
from the Lemma is only defined on the image Y (Ω), and not on the whole set ΩY . The
reward is a more general statement - and a simpler proof.
Lemma 2 (Measurable Doob-Dynkin). If the image X(Ω) is T1 and X is measurable with
respect to the initial σ-field of Y , then there exists a unique measurable φ : Y (Ω)→ ΩX
such that X = φ(Y ).
Proof. The proof is identical with the topological version, but the sets U and V in the
identity φ−1(U) = V ∩ Y (Ω) are measurable. Furthermore, T1 and T0 separation are
equivalent since the complement of a measurable set is measurable.
The T0 separation assumption seems to be the natural general assumption for the
proof presented here. Consideration of the trivial topology {∅,ΩX} gives as a result that
all functions X are continuous with respect to any given function Y , and in particular
with respect to a constant function Y (ω) = y0. If X takes at least two values, then it
is impossible to find a φ such that X = φ(Y ). A continuation of this argument gives
separation assumptions that are not only sufficient, but also necessary. The argument in
the example holds also for the case of measurable spaces.
Consider next the case where (Ω, E) is a measurable space equipped with a σ-finite
measure P: There are measurable B1, B2, . . . with P(Bk) < ∞ and Ω = ∪kBk. This
includes the common case of a probability space Ω, but includes also the case of a Renyi
Taraldsen/The Doob-Dynkin lemma 3
space (Renyi, 1970) as needed in a theory of statistics that includes improper priors
(Taraldsen and Lindqvist, 2010, 2016; Taraldsen, Tufto and Lindqvist, 2017).
The space (ΩY ,FY ) is assumed to be a measurable space, and it becomes a measure
space when equipped with the law PY of a measurable Y : Ω→ ΩY . The law is defined
by PY (A) = P(Y ∈ A) = P{ω |Y (ω) ∈ A} for A ∈ FY , and Y is said to be σ-finite if PY
is σ-finite.
The initial σ-field EY of Y is given by EY = {Y
−1(A) |A ∈ FY }. The following result
can be used as a substitute for the use of the Doob-Dynkin Lemma in the context of
conditional expectation, and represents the second main motivation for writing this note.
It gives an alternative approach to the one usually followed in standard texts (Halmos,
1950; Doob, 1953; Rao and Swift, 2006), and the proof is again much shorter. It should
in particular be observed that the resulting measurable φ is defined not only on the image
Y (Ω) as in Lemma 2, but on the whole space ΩY . The space ΩX from Lemma 2 is in the
below replaced by the extended real interval [0,∞] equipped with the Borel sets generated
by the open intervals.
Lemma 3 (Conditional expectation Doob-Dynkin). Let Γ : Ω→ [0,∞] and Y : Ω→ ΩY
be measurable. If Y is σ-finite with initial σ-field EY , then there exists a unique (a.e.)
measurable φ : ΩY → ΩΓ such that E(Γ | EY ) = φ(Y ).
Proof. The Radon-Nikodym theorem (Rudin, 1987, p.121) gives a unique (a.e.) φ such
that E(Γ · (Y ∈ A)) =
∫
A
φ(y) PY (dy) for all measurable A since the left-hand side
defines a measure which is absolutely continuous with respect to PY which is assumed
to be σ-finite. The general change-of-variables theorem gives then E(Γ · (Y ∈ A)) =∫
(Y ∈A)
φ(Y ) P(dω) which gives the claim E(Γ | EY ) = φ(Y ).
It should be noted that Kolmogorov (1933, p.53) defines the conditional expectation
Ey(Γ) = E(Γ |Y = y) = φ(y) directly as given by the above proof. Later writers, such as
Doob (1953, p.17-18), defines first a conditional expectation E(Γ | F), and then E(Γ |Y ) =
E(Γ | EY ) as a special case. The Doob-Dynkin Lemma is then needed to finally define
Ey(Γ) = E(Γ |Y = y) = φ(y). The advantage of the original approach of Kolmogorov is
that, as in the above proof, existence and uniqueness (a.e.) of φ(y) = Ey(Γ) is proved
directly without having to refer to a Doob-Dynkin type Lemma.
The result in Lemma 3 is generalized directly to the setting where ΩX = [0,∞] is
replaced by a separable Banach space ΩX by duality and decomposition of a complex
number in four unique components in [0,∞). An even more general version follows also
as a consequence by an alternative argument.
Lemma 4 (a.e. Doob-Dynkin). Let Ω be a σ-finite measure space. If X(Ω) is contained in
a standard Borel space and X is measurable with respect to the initial σ-field of a σ-finite
Y , then there exists a unique (a.e.) measurable φ : ΩY → ΩX such that X = φ(Y ).
Proof. The characterization theorem of standard Borel spaces (Kechris, 1995, p.90) shows
that it is sufficient to consider ΩX = [0,∞]. The assumptions and Lemma 3 give X =
E(X | EY ) = φ(Y ).
A standard Borel space is a space equipped with the σ-field of a separable complete
metric space. A measurable set of a standard Borel space is also a standard Borel space
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(Kechris, 1995, p.75). The previous Lemma can be generalized by an alternative proof
which is essentially the proof given by Doob (1953, p.603) for a less general statement.
Lemma 5 (Standard Doob-Dynkin). If X(Ω) is contained in a standard Borel space and
X is measurable with respect to the initial σ-field of a measurable Y , then there exists a
measurable φ : ΩY → ΩX such that X = φ(Y ).
Proof. Assume first that X(Ω) = {x1, x2, . . .} is T1 in the relative σ-field from ΩX . The
separation assumption gives a countable partition ΩX = ⊎kUk such that Uk ∩ X(Ω) =
{xk}. The EY measurable X gives then Vk such that (X ∈ Uk) = (Y ∈ Vk). The partition
Ω = ⊎k(X ∈ Uk) corresponds to a partition Y (Ω) = ⊎k(Y (Ω) ∩ Vk). Each Vk can be
replaced by Vk \ (∪l 6=kVl) so it can be assumed that the V1, V2, . . . are disjoint and then
that ΩY = ⊎kVk. The required φ can finally be defined by φ(y) = xk for y ∈ Vk.
The characterization theorem of standard Borel spaces (Kechris, 1995, p.90) shows that
it is sufficient to consider ΩX = [0,∞] for the general case. For this case it follows then that
X = limnXn for a monotone increasing sequence of simple functions Xn that are all Y
measurable. The above argument gives φn such that Xn = φn(Y ), and φ(y) = supn φn(y)
gives the claim.
Lemma 2 does not provide a measurable φ : ΩY → ΩX since the image Y (Ω) may fail to
be measurable. If, however, it is assumed thatX(Ω) is contained in a standard Borel space,
then the Kuratowski extension theorem Kechris (1995, p.73) ensures that there exists a
measurable extension φ˜ : ΩY → ΩX of φ. It follows hence that Lemma 2 combined with
the Kuratowski extension theorem gives an alternative proof of Lemma 5. Alternatively,
Lemma 5, can be used to obtain a proof of the Kuratowski extension theorem.
A natural question next: Is it possible to generalize Lemma 4 by relaxing the conditions
on X(Ω)? This would then also give an alternative to the Kuratowski extension theorem
for the case where ΩY is a σ-finite measure space. Lemma 4 provides a φ
∗ : ΩY → ΩX that
extends the unique φ : Y (Ω)→ ΩX in the sense that φ
∗ = φ almost everywhere on Y (Ω).
This is a weaker result than the Kuratowski extension theorem. The following argument
gives, unfortunately, only an alternative proof of Lemma 4.
Assume that X(Ω) is contained in a space that contains a family ψ1, ψ2, . . . of indica-
tor functions that separates points and generates the σ field. Lemma 3 gives ψk(X) =
E(ψk(X) |Y ) = φk(Y ) and this determines uniqueness of a measurable φ
∗(y) from ψk(φ
∗(y)) =
φk(y) for all k for y ∈ ∩kD(φk) = D(φ
∗). The D(φk) are chosen such that φ = φ
∗ on
Y (Ω)∩D(φ∗) and PY (D(φ
∗)c) = 0. Unfortunately, completeness is here needed to ensure
existence of φ∗(y), and the result is hence only an alternative proof of Lemma 4.
An alternative attempt is to consider a generalization of the Kuratowski extension
theorem via an extension of Lemma 3 to the case of a possibly non-separable Hilbert
space. It gives a measurable < f, φ∗(y) >, but the problem is that the good domain of
φ∗ will depend on f . It is only separability that ensures existence of a countable family
of vectors f that can determine φ∗ on a good domain D∗: φ = φ∗ on Y (Ω) ∩ D∗ where
PY (ΩY \ D
∗) = 0. The conclusion is that neither the completeness nor the separability
assumptions are easily removed even when relaxing the requirements in the Kuratowski
extension theorem into an almost everywhere statement. It is possible that a version can
be obtained by completing the σ-field FY , but we leave this question open.
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3. Optimal learning from data
A statistical model is given by the structure (Taraldsen, Tufto and Lindqvist, 2017)
ΩΘ ΩΓ
(Ω, E ,P)
ΩY ΩX
ψ
Θ
XY
Γ
φ
(2)
The uncertainty is modeled by the law P on the space Ω from which an unknown ω has
been drawn. The model data y = Y (ω) is observed and the aim is to determine φ(y)
such that this gives optimal learning about the focus parameter γ = Γ(ω) = ψ(θ) where
θ = Θ(ω) is the unknown model parameter.
Bayesian analysis is given by assuming that the prior law PΘ and the conditional data
distribution PθY is specified, or more generally that the joint law PY,Θ is specified. Optimal
learning in the sense of estimating γ can be defined by attempting to find an optimal
action X(ω) = x = φ(y) that minimizes the Bayes risk (Berger, 1985, p.11)
r = E ‖Γ−X‖2 = E ‖ψ(Θ)− φ(Y )‖2 (3)
where it is assumed that ΩX = ΩΓ is a separable Hilbert space. The assumption X = φ(Y )
means in particular that X is measurable with respect to the initial σ-field EY of Y . If Y
is σ-finite, then it follows that L2(EY ) is a closed subspace of L
2(E) and the projection
X = E(Γ | EY ) = φ(Y ) (4)
is the minimizer of the Bayes risk. Existence of a required φ follows from Lemma 2, but the
other versions of the Doob-Dynkin Lemma can also be used. It should be observed here
that the argument is more general than usual since the probability space of Kolmogorov
has been replaced by a Renyi space Ω.
The previous includes also the case of the Kalman-Bucy filter as described in more
detail by Øksendal (2014, p.81-108). The unknown parameter is then Γ = Γt at a given
time t, and the data Y is the observations Ys for all 0 ≤ s ≤ t of a stochastic process
which is a filtered and noisy version of Γs for 0 ≤ s ≤ t. The optimal solution is again
given by equation (4) (Øksendal, 2014, p.83, Theorem 6.1.2). The actual calculation for
the 1-dimensional Kalman-Bucy filter involves solving a nonlinear ordinary differential
equation which gives the coefficients of a stochastic differential equation that determines
the solution based on the observations (Øksendal, 2014, p.96, Theorem 6.2.8).
The main reason for mentioning the Kalman-Bucy filter is that it corresponds to a
case where both the model parameter space ΩΘ and the the data space ΩY are infinite
dimensional. They can both in this application be identified with the set of continuous
paths indexed with a time parameter (Øksendal, 2014, p.22), but for some applications
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it is more appropriate to use a space of tempered distributions. The concept of a random
tempered distribution can be further generalized using the ideas of Skorohod (1984) for
strong linear random operators which generalizes the concept of a random operator.
Consider again the Bayes risk in equation (3). If it is assumed that Y is σ-finite, then
the following decomposition holds
r = E(E(‖ψ(Θ)− φ(Y )‖2 |Y )) =
∫
ry PY (dy) (5)
It follows that the Bayes risk is minimized if the Bayes posterior risk
ry = E(‖ψ(Θ)− φ(y)‖2 |Y = y) (6)
is minimized for each y. This gives the explicit solution
φ(y) = Eyψ(Θ) (7)
It should be observed that the Bayes posterior risk can be minimized and uniformly finite
even in cases where the Bayes risk in equation (3) is infinite. Minimization of the Bayes
posterior loss is hence a more generally applicable procedure for determining a decision
rule φ that gives optimal learning.
A simple example is given by y = θ + u where u is drawn from a standard one dimen-
sional normal distribution. If the prior for θ is Lebesgue measure on the real line, then the
posterior for θ equals the fiducial distribution θ = y − u: The posterior equals a N(y, 1)
distribution. Consider the simplest case where γ = ψ(θ) = θ, which gives φ(y) = y from
equation (7). The Bayes posterior risk is then ry = 1 from equation (6), and the Bayes
risk r = ∞. The latter follows since the marginal law of y is also Lebesgue measure on
the real line.
This example can be generalized to a general location problem, including general lin-
ear regression, and even more general kinds of group models.In the case of an infinite
dimensional Hilbert space ΩY the invariant measure does not exist, but for this case the
fiducial posterior loss can be used as a substitute for the Bayes posterior loss, and gives
optimal frequentist inference (Taraldsen and Lindqvist, 2013).
Optimal frequentist inference can be defined as given by a φ that minimizes the fre-
quentist risk
rθ = Eθ(‖φ(Y )− γ‖2) = E(‖ψ(θ)− φ(Y )‖2 |Θ = θ) (8)
uniformly for each model parameter θ. The quadratic loss function is here used for simplic-
ity, and many alternatives exist depending on the kind of inference in particular problems.
Restrictions on the class of allowable functions φ are commonly given by demanding unbi-
asedness or equivariance with respect to a group action (Taraldsen and Lindqvist, 2013).
It follows that an optimal frequentist action φ, if it exists, will also minimize the Bayes
risk since a σ-finite Θ ensures
r =
∫
rθ PΘ(dθ) (9)
In many cases, however, there exists no optimal frequentist action. A good alternative is
often given by the optimal Bayesian posterior action as can be inferred from the previous
arguments. The prior PΘ is then chosen not based on prior knowledge, but so that it
gives appropriate weight to regions in the model parameter space that are considered
important.
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