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The theory of Lg-splmes developed by Jerome and Schumaker is extended to 
the vector-valued (multivarrate) case. The extension 1s described in the frame- 
work of a reproducing-kernel Hrlbert space whtch among other things allows 
the estabhshment of a congruent least-squares estimation problem for a vector- 
valued lumped random process. The results mclude a dynamic recursive 
algortthm for vector-valued Lg-splmes with EHB data and a useful structural 
characterization theorem for such splmes. Some results on computable approxi- 
mation error bounds are also mcluded. 
I. INTRODUCTION 
We shall be concerned in this paper with an extensron of the Lg-splines first 
discussed in a 1969 paper [l] by J erome and Schumaker. Their theory was 
developed in the space Hk of functions f, on the interval IV == [0, T], whose 
kth derivative f’“) exists a.e. and is square-integrable on W; i.e. 
H, = 
I 
fon [0, T]:f’“) exists a.e. and s ?f (1.1) 0 
Thus if we define the differential operator L = DA + C:It u,(t) 03, where 
D = dldt and a3 E o(w), it is clear that f E H, if and only if j: fLf}2 < OS. 
Xow, corresponding to real numbers {rl , 1 < j < N) and linear functionals 
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h,l <j<N)onH,J erome and Schumaker defined an Lg-spline interpolating 
(r, , 1 ,< j < N} with respect o (A, , 1 <j < N} as an s E Hk such that 
sEU,={fEHk:~3f=r3,1~j~NN) (1.2a) 
(1.2b) 
Thus s is the function satisfying the interpolation constraints (1.2a) that is 
smoothest in the sense of (1.2b). Freedom in choosing L implies a consequent 
freedom of the choice of the smoothness criterion (1.2b). 
Jerome and Schumaker have presented a rather complete development of 
these splines from a function analytic point of view. Their results include 
existence and uniqueness conditions (so-called poisedness of (1.2) with respect 
to L) and an elegant structural theorem. Their uniqueness condition has sub- 
sequently been given an operationally useful systems-theoretic interpretation in 
our work [2]. 
Lg-splines and their specialized relatives have been found to have a good deal 
of interesting structure-hence a large body of related theoretical work has 
been developed. On the other hand, their smoothness and interpolation pro- 
perties have prompted considerable applications interest with consequent 
activity on efficient computational algorithms. 
From the viewpoint of applications it has become clear that various extensions 
of Jerome and Schumaker’s Lg-splines are required: 
(A) Splines on R”. These are of interest in various applications, for 
instance, those related to picture processing (n = 2) such as reconstruction from 
samples. 
(B) Vector-valued (Multivariate) splines. Often one wishes to reconstruct 
a number of functions (p > 1) from their sample values. Since the samples of 
one function can convey information about the others, it is not adequate to 
interpolate the samples of each function independently of those of the other 
functions. A simultaneous interpolation would be more appropriate. This paper 
is concerned with the resolution of this problem. 
(C) ARMA splines. It has been noted [3]-[q that Lg-splines provide a 
solution of the following optimal control problem in g2( W): 
Determine the minimum energy input function u on [0, T] such that 
the output y of the linear system Ly = u satisJies the constraints (1.3) 
kv = r, , 1 <j<N. 
Obviously, since u = Ly, the optimum solution is u* = Ls where s is the 
Lg-spline of (1.2). Vector-valued splines would provide an extension of this 
correspondence to the case of systems with vector-valued inputs and outputs. 
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However, a severe restriction in (1.3) is the form of the linear systems the 
model Ly = u corresponds to the so-called autoregressive (or numerator-free) 
systems. General linear differential systems have two operators L and M associated 
with them-roughly speaking, they are of the type Ly = Mu and are said to be 
of autoregressive mowing-average (ARMA) type. This clearly motivates the con- 
cept of an ARMA spline. We have already reported such results [5] with related 
work being given also in [6]. 
In a subsequent paper we shall discuss the case of vector-valued ARbIA 
splines which brings with it a host of new difficulties. 
II. VECTOR-\:ALUED LG-SPLINES-DEFINITION, EXISTENCE AND UNIQUENESS 
For a given integer p > 1, and fixed nonnegative integers n1 , n3 ,..., np , let H 
be the space of p x 1 vector-valued functions’ f = (fi ,f2 ,...,f,,)’ on l&’ such 
that f, s N,, , 1 .< J ,< p; that is to say? 
H = H,zl x H,,, x ... x I-I,,, . (2.1) 
where each H”, is defined as in (1.1). Thus for eachj,fj”~’ E .5&(W), the space of 
square-integrable functions on [0, T]. 
Let L be a p x p matrix of ordinary differential operators, with its ijth entry 
L,, of the form 
D == djdt, 
where we assume (see Appendix 1) that for each j 
Clearly now 
a z,.n, = 1 if i=j, 
E 0 if 2 “J. 
V-2) 
(2.3) 
fEH if and only if Lf E 92”(W), (2.4) 
where P2”( W) is the p-fold Cartesian product of J&(W). 
Now if {AZ};” are independent linear functionals on H, then for any real 
numbers {r3}f one has: 
1 Primes (‘) denote matrix transpose. 
? Note that one could work in the space of functions mappmg {l, 2,..., pj x W mto 
the reals. This is tn fact implicit in particular in SectIon LT. 
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DEFINITION 2.1. An s E U,. C H is a vector-valued Lg-spline interpolating 
(Y~,I ,(j<N}withrespectto{/\,,l <j,<N)if 
(2.5a) 
where 
U,=(f~H:A,f=r,,l <j<N}. 1 (2.5b) 
H can be made a Hilbert space under a variety of norms (one is given in 
Section III). First, let us obtain the natural generalization to the vector-valued 
case of the existence and uniqueness results of [I]: 
THEOREM 2.2. (a) Provided the {A, , 1 <j < N) are continuous functionaki 
on H, the vector-cyalued spline of definition 2.1 always exists. 
(b) It is unique if and only ;f either of the following equivalent conditions 
holds : 
(i) NL n U, = (0) where 
NL={feH:Lf =O> and U,={fEH:A,f=O,l <j<N); (2.6) 
(ii) N>n=n,+n,+ .**+n,,andamongthe(A,,l <j<N} 
there are n functionals linearly independent on NL . (2.7) 
Proof. (a) Proceeding as in [I] we can establish that LU,. , the image of UT 
under L, is a closed linear variety in ZS”(lV) and hence contains a minimum 
&p-norm vector u.+ . By the definition of LU, = {Lf f E U,} there must then 
exist an s E U,. such that Ls = U* . This s is a solution of (2.5). 
(b) Let s be a solution of (2.5). Then, so is s + g for any g E NL n ZJ, . 
Hence NL r\ U, = (0) is a necessary condition for uniqueness. It is also suf- 
ficient for, as we show below, the difference g = s(r) - s(~) of any two solutrons 
of (2.5) is in NL n U, . First, since h, is linear and &s(i) = &s(a) == r, we have 
s(r) - s(a) E U,, . Also, from the proof of part (a), Lscl) = LQ) == u.+ and thence 
~(1) - s(e) E NL . 
To establish (ii) note that U* E LU, is unique. Hence the determination of s 
involves solving the system Ls = uy of p differential equations subject to 
boundary conditions h,s = r1 , 1 <j < N. From the discussion of appendix I 
it is clear that the solution of these de’s is unique if and only if n = n1 + n2 + 
. . . + np of the h, are linearly independent on NL . 1 
Henceforth we shall assume the conditions for existence and uniqueness, 
namely that the /\> are continuous on H, that N > n, and that, after possible 
rearrangement, 
{A, , 1 <j < n} are linearly independent on NL . (2.8) 
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III. H As A HILBERT SPACE 
The integer 
has a special significance: 
LEMMA 3.1. N, is a subspace of H with dimension equal to n. 1 
This is proved in Appendix I using a state-space representation of Lf = 0. 
As a consequence of Lemma 3.1, N, has a basis {z, , 1 .< j < n> chosen to be 
dualtothe{h,,l<j<n}.Thusforl<i<n,l<j<n 
Lx, = 0, hZx3 = S,, = 1 for 2 = j 
==O forz1j. 
(3.3) 
Next, let G(., .) be the Green’s function of L relative to (X, , 1 <j < n), i.e. G 
is the p x p matrix of functions on W j< W given, for each t E IV, by 
LG(., t) = I$(. - t), X,G(-, t) = 0’, l<j<n (3.3) 
where I, is the p x p identity matrix, and 0 a p x 1 column of zeros. In (3.3) 
h, operates on the columns of G(., t). 
Now, any-f E H can be written in the form 
ft.1 = 2 (J',f) 4.1 -t Jbr CC*, t)Kf(t)l dt 
j-1 
which prompts the inner product for H 
with the corresponding norm 




Note that the first term in (3.4) belongs to N, and is orthogonal to the second 
term. Thus (3.4) implies an orthogonal decomposition of H: 
H = NL 0 HI , NL I Hl (3.7) 
It is easily seen that Nt and HI are congruent to llP and 6pP(W) respectively. 
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Thus, since Iw” and hap are complete so are N= and HI . We can then assert 
the following for their direct sum H: 
LEMMA 3.2. H equipped with the inner product (3.5) is a Hilbert space. 
Note that C,“=, (h, f )” is constant on U,; thus definition 2.1 can be put in the 
minimum-norm form: 
THEOREM 3.3. The multivariate Lg-spline s interpolating (Y, , 1 <j < N} is 
the unique minimum norm element of the linear variety U, of H. 1 
As a consequence, one can use the projection theorem [7, p. 641 to establish 
that 
s = cC@+‘g any gEUr, (3.9) 
where gY1v denotes projection onto YN , the orthogonal complement of U,, . 
It is easy to show that 
CYN = U,,l = span{h, 1 < j < N), (3.10) 
where h, are the representers of the h,; i.e. 
h, E H is such that A,f = (f, hJH all fE H. (3.11) 
Solving the normal equations corresponding to (3.9) one has 
s( .) = h’( .) R-lr (3.12) 
where h’(G) = (h,( .), h,(.) ,..., hN(.)), r’ = (rl , y2 ,..., Ye), and R is the N x N 
matrix with ijth entry (h, , hJH . The solution (3.12) is in fact not very useful 
in practice and is include here primarily for completeness. 
IV. REPRODUCING KERNEL FOR H 
Let K be the p x p matrix-valued function on W x W defined by 
W, 4 = i dt) 4(4 + j-’ G(t, 4) G’(r, 5) d5 (4.1) 
34 0 
and let K,’ and K,c denote respectively the jth row and Ith column of K. The 
function K(*, .) is of central importance in this paper. We start by establishing 
some of its key properties. Proofs are given only for the nonobvious ones. 
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PROPERTY 4.1. Symmetry: 
Thus 
K(t, T) = K’(T, t), all t, T E w. 
&yt, T) = [K]T(T, t)]‘. 
PROPERTY 4.2. Inclusion of K in H: 
From (4.1) and (3.4) is is evident that, for each fixed t E FV, 
K,“(., t) = [K,‘(t, -)I’ E H, 1 c,;<p, 
Thus for the ijth entry k;, of K we have 





PROPERTP 4.3. Reproducing Property : 
From (4.1), (3.2)-(3.3), for each t E IV, 
LK(., t) = G’(t, a), (4.4a) 
X,K(*, t) = z:(t), 1 <j<?Z. (4.4b) 
Hence, using (3.5) it is readily verified that, for everyf = (fr , f2 ,...,f,)’ E H, 
and for each t E TV, 
‘KIT.? 4, f(*)hl = w,yt, .>,f(.))H =f$), 1 <j<p. (4.5) 
This is known as the reproducing property [8] of K. 
H is said to be a reproducing kernel Hilbert space (RKHS) with K as its repro- 
ducing kernel (RK). 
PROPERTP 4.4. Nonnegative Definiteness of K: 
Using (4.5) it is easily shown that for any finite integer m > 1 and for each 
choice of 7r , 5-2 ,..., 7, in Wand real p x 1 vectors a,, a2 ,..., a,,: 
(4.6) 
Thus K is a matrix-valued nonnegative definite function on W x Win the sense 
of Mercer [9]. 
PROPERTY 4.5. The RK and the Representers of Continuous Linear Functionals: 
The representer h, of A, is given by 
h:(t) = A&(., t) = [X,K,c( ., t) ,..., A$;(., t)], (4.7) 
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and 
Here the parenthetical subscripts on h, and h, show the independent variables 
with respect to which they operate. 
Proof of (4.7)-(4.8). Any f = (fi , fi ,..., f,)’ E H can be decomposed in H 
in the form f = Cyzlfbl where fr31 = (0, 0 ,..., 0, f, , 0 ,..., 0)‘. 
The linearity of h, then implies 
Clearly thus X, induces continuous linear functionals XE3: Hn, -+ [w, and (4.9) 
can be written as: 
hf= i Ml - (4.10) 
1=1 
Thus using (4.5) 
hfW = i ~Z,dk;"(~~ Gf(.DH 
3=1 
(4.11) 
which implies that (note (4.2)) 
In view of (4.10) this gives us (4.7). Equation (4.8) is a ready consequence of (4.7) 
for, @, , UH = V,(.) = U~,)~(T, .>I’- 
For future use we note that (4.7), (4.4b) and (3.2) imply 
1 < i, j ,( n. (4.12) 
PROPERTY 4.6. The RK spans H: 
As a consequence of (4.5), (f (.), K,‘(*, t)>tl = 0 for each j and every t E W 
if and only if f = 0. Thus we have 
H = span{KJC(*, t), 1 <j < p, t E W> 
= span{&r(t, *), 1 <j < p, t E W>. 
(4.13) 
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It can be shown furthermore that the RK is unique. Thus clearly K completely 
determines H. 
The following theorem is of central importance: 
THEOREM 4.1. For each t E IV 
s’(t) = vbF%q., t), (4.14) 
where -/‘: y,, + IR’ through Vh, = r3 , I <j < N, and T+- linear. 
Proof. Let s(.) = [si(.), s.J.),..., sp(.)]‘. Using (4.5) and the selfadjointness 
of gyN (3.9) can be rewritten 
s&) = <SYNg(.), KJC(., t))ff = (g(*), @NK,c(.> t))H 
which upon expressing p”NKJc(*, t) = Cy=, PJt) h,(.) gives 
s,(t) = f /L(t) (g(-)v h4.D.v = : L(t) rz 
2=1 2=1 
since g E Crr . 1 
One could go directly from Theorem 4.1 to the algorithm of Section VI 
using an extension of our approach of [lo]. Instead we choose to proceed via 
the intermediate step of introducing a space E’ of random variables that is 
isometrically isomorphic to H, and then obtain the algorithm in Y. This is 
done since the type of algorithm obtained is much better known in the related 
context of linear least-squares estimation for lumped random processes. 
Y. SPLINES AND STOCHASTIC ESTIMATION 
From properties 4.2 and 4.4, R is a symmetric nonnegative definite function 
on lI7 x Iv. Thus there exists [l l] a zero-mean p x 1 vector-valued process 
{y(t), t E IYj with covariance function K: 
Y(t) = (Yl(% Ys!(tL Y,(t))‘; %5(t)} = 0 (5.1) 
E{y(t) Y’(4) = qt, 7); t, 7 E w. (5.2) 
Ley Y be the complete vector space of finite variance, zero-mean random 
variables spanned by the random variables {y3(t); 1 <j < p, t E I%‘> and with 
the usual inner product <a, b), = E{ab}. We use E to denote probabilistic 
expectation with respect to the probability law of the process JJ( .). 
From (4.3), (4.5) and (5.2) it is clear that 
<K,‘(t, ‘)> %‘(T, -)>w = &(t, 7) = <Y,(t)>Y>(T))Y (5.3) 
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Since {K,‘(t, s); 1 < i < p, f E W} and {yJt); 1 < i < p, t E W} respectively 
span H and Y, (5.3) ’ pl rm ies the following extension of a theorem first stated by 
Loeve [12, p_ 4081: 
THEOREM 5.1. The space H with RK K(., .) and the space Y of random 
wariables defined above are isometrically isomorphic (congruent). Furthermore f E H 
corresponds to z E Y, denoted f - a, zy and only if 
It is readily noted that under this congruence 
Thus if gN = span{X,y, 1 < j < N) then 
Consequently 
P%qt, *) - LP9Ny(t), each tEW (5.8) 
where @“y(t) = (S@Nyl(t), 9@Nyg(t),..., .9@~y,(t)). The random vector 
@NY(t) is known as the linear least-squares estimate (Use) of y(t) giwen {A,y, 
1 <j ,< N) since it minimizes, for 1 <j < p, E(y3(t) - p3)2 over all p3 EgN . 
If we denote by j(t) the sample value of P9~y(f) corresponding to {A,y = r, , 
1 <j < N} then we have the following generalization of the univariate results of 
[13]-[17]. 
THEOREM 5.2. 
s(t) = P(t)* I (5.9) 
It is natural thus to seek algorithms for computing _cl( .) and hence s(m). This 
is greatly facilitated by the fact that y(m) is a lumped process-it has a known 
finite-dimensional linear model as summarized in the following theorem: 
THEOREM 5.3. The randomprocessy(.) of (5.1) is such thut 
Ly = u (5.10) 
where u( *) is a p x 1 vector-valued, zero mean, white process, i.e., 
Eu(t) = 0; Eu(t) U’(T) = 1,qt - T). 1 (5.11) 
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The proof is quite easy to obtain, albeit somewhat informally, since y,(t) ,- 
K:(t, *) implies that L&t, -) = G’(*, t) wLo,y(t). Writing &y(t) = 
h(t), %(%., uD(t))’ one has z+(t) N G,“(-, t), and hence from (3.5) it is readily 
verified that 
Eu,(t) ~~(7) = (G,“(*, t), G,“(-, T)>~ = S,,S(t - T). 
Now, in view of Appendix I we have a ready corollary that y(.) has a finite- 
dimensional state model: 
COROLLARY 5.4. The process y(e) is the output of the state model 
r(t) = Cx(t); $x(t) = A(t) x(t) -+ Bu(t) (5.12a) 
where u(.) is as in (5.11) and A(.), B, C are n x n, n x p and p x n matrices 
given bj 
B = block diag[[O ,..., 0, l]‘, n, x l] (5.12b) 
C = block diag[[l, 0 ,..., 01, 1 x n,] (5.12~) 
A(*) = block[A,, , n, x n,] (5.12d) 
&(-) =[Q-; - :;*; p-.:.- -u,,_,] ’ n, X n,, i=/ (5.12f) 
* , 
and x(.) is n x 1 given by 
x’ zzz [ y1 yI” _ , ,...,-I h-l) ) y2 , yp ,..., y(-) 1 **. / yp ) y;;” )...) Jp)]. (5-12g) 
The model in (5.12) is not complete in that it does not allow us to completely 
obtain the covariance function of y(.). What is lacking is a set of boundary 
conditions for the differential system (5.12a). Although we can go further 
without additional restriction, the most fruitful results accrue for a very broad 
special class of h, considered in the next section. 
VI. LG-SPLINES WITH EHB DATA 
We now restrict attention to X, , 1 <j < N, of the form 
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where tj and ariVl , 1 < i < p, 1 < I < nl are known real numbers. Such 
functionals are a natural generalization to our setting of the so-called extended 
Hermite-Birkhoff (EHB) functionals [I]. With this restriction we shall refer to s 
as an Lg-spline with EHB data. 
We assume that the knots t, are ordered thus: 
0 ,< tl < t, < .*- < tN < T. 
If we define 1 x n matrices, for 1 <j < N, 
(6.2) 
then 
bf = f c,,(fi(t,),f~‘(t,),...,f,o(t,))‘. (6.4) 
1=1 
Thus in view of (5.12g) the random variables X,y are given by 
4Y = v(4), (6.5) 
where x(e) is the random vector defined in (5.12). 1 
Now the missing boundary conditions of (5.12) can be obtained: 
THEOREM 6.1. When the A, are of EHB type the boundary conditions of model 
(5.12) are giwen by: 
where 
17, = E{x(t,) x’(t,J} = O-‘(r, + Q} 8-=, 
ew fa)) = 0, E -=L t, or 5 > t,, 
= WA(() B, t, < 6 < tn , 
(6.7) 
68) 
A’ = (h,y, h,y,..., &Y), (6.9) 
n x n matrix, (6.10) 
8 = j-:” A(5) BB’W) dt, 
and A(t) is the n x n matrix with ith row 
n X n matrix, (6.11) 
A,(t) = c&t 3 0, t, < 4 < tn , (6.12) 
1 0, otherwise. 
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Here 4 is the state transition matrix of A(*), i.e. 
; $(t, 7) = A(t) $(t,h $(T, 4 = I, * (6.13) 
Proof. First, yj(t) N Kjr(t, .) implies that x,(o) N h,y, 1 < i < n (note 
(4.12), (5.6)). Thus (4.2) and Theorem 5.1 imply that for 1 < i, j < 11, 
E{(h,y) (h,y)} = a,, and hence 
E&l’ = I, . (6.14) 
Also, NL 1 Hl implies that sl G(*, [)f([) dt 1 z,(.), 1 < j < n, for any 
f~ L@‘(W). Thus in the congruent space Y we must have 
1 <j < n- (6.15) 
Using the definition (6.13) of 4 it is easily seen that (5.12) has an integral form: 
y(t) = Cx(t); x(t) = +(t, n> x(tn> + j-” W, 5) WC? &. (6.16) 
fn 
Hence using (6.5) 
(6.17) 
of which (6.6) is an obvious consequence provided 0 is nonsingular. It is easily 
shown by using our technique of [2] that 0 is nonsingular if and only if condi- 
tion (2.8) holds. 
Now, in view of (6.4)-(6.15) we obtain from (6.17) 
i!?II,,O’ = I + Q, 
FE{+,) u’(& = 0 + In A(T) BE{+) u’(t)} dr, 
= 0, if t + iIt 3 4 
(6.18) 
(6.19) 
= d(t) B, if t, < 5 < L . 
Now (6.7)--(6.8) follow from (6.1Q-o.19). 1 
Having obtained a complete model for {y(t), t E q we can now give a 
recursive algorithm for computing the sample function j(t) of its linear least- 
squares estimate @NY(t) given observations (h,y, 1 <j < N). This, in view of 
Theorem 5.2 is also an algorithm for s(.). 
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VI. 1. Dynamical Recursive Algorithm 
s(t) = cqt ( Iv), tEW (6.20) 
where the n x 1 vector function a( * 1 N) is computed through the following 
recursive procedure consisting of algebraic updates at knots and differential 
equations (with determined end conditions) between adjacent knots. 
Step 1. Initialization 
(9 Compute Q,+l and M,+,(t,+,) recursively for 1 < j < TZ - 1 through 
WtJ = c,; Q, = 0 (n X n matrix); (6.21) 
401) = 0 (n X 12 matrix), l<j\(n-1 (6.22) 
f W(t) = -W(t) A(t), (6.23) 
2 G(t) = 4) n;(t) + Q(t) A’(t) + BB’, 
4 < t < t,+1 
(6.24) 
(6.26) 
(ii) Let 0 = itI,( Q = Qn , and compute 
x, = &l(Y 1% 12 ,-*-, r,)‘; II,, = @I-'Q&T (6.27) 
Step 2. Forward pass for t > t,: 
(iii) Set 
qtn 1 n) = ATo; qt, 1 n) = Ilo . (6.28) 
(iv) Recursively compute and store (e,,, , Rz,, , ICI+, , n <j < N - 1) 
through 
e,+, = rl+l - c~+lWj+l I& R:+, = cj+lW,+, Ii> c,‘+~ , (6.29) 
%I = m+l 18 cJ+c (n X 1 vector), (6.30) 
where ?(tj+* 1 j), P(t,+l 1 j) are computed for a Q j < N - 1 through: 
$20 Ii) = A(t) W Ii) (6.31) 
$ W Ii) = 44 JYt I i) + P(t I j) A’(t) + BB’ 
4 < t < 4fl 
(6.32) 
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.c(t,+l I j + 1) = G+l Ii) + K+lN+l)-l e3+1 
W,+l Ii + 1) = W,+l 13) - K+dK+J1 K+, 
(v) Compute and store Z(l, 1 N) using (6.33). 
step 3. Computation of S(t ( N): 
(6.33) 
(6.34) 
(vi) Compute G(t / N) by integrating, starting at t = fy with the value of 
G(tN 1 N) from step 2(v), the equations 
$ qt 1 N) = A(t) qt j N) + BB’p(t 1 iv) (6.35) 
where ~(t 1 N) is a piecewise continuous n x 1 vector-valued function given by: 
At I N) = 0, t < t, or t>t, 
= P*3P I WY t,-l<t<t,, 2<j<N. 
(6.36) 
(vii) The pieces pL3(* 1N) are computed recursively, for 2 <j < N, 
through 
PNCl(h I N) = 0 (6.37) 
~~(4 I N) = h+dt3 I NJ + 4(&Y {e, - Kh+l(4 I W, j>n 
= !%+1(4 I w - e4 > j<n 
(6.38) 
where 
(81 9 82 T...> A> = @TPLn+l(t, I m (6.39) 
- $ I*,@ INJ = 40 P# I w, t,-1 < t < t, . (6.40) 
Remark 6.1. Coincident Knots: 
If knots are coincident, i.e. t, = t,+l, then the integration of differential 
equations between t, and t,+r is trivialized; to wit, equations (6.23), (6.24), (6.31), 
(6.32), (6.41) are replaced by the identities: 
Jw3+1) = W(4), (6.23’) 
Wt5+1) = 4(4+1)* (6.24’) 
-W,+l Ii> = W, Ii>, (6.31’) 
W+l Ii) = W, Ii), (6.32’) 
P&-l I w = I& I NJ. (6.41’) 
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. Remark 6.2. Equation (6.34) has an alternate form: 
(6.34’) 
The choice between (6.34) and (6.34’) is a tradeoff between the lower number of 
computations needed in (6.34) and the better numerical properties of (6.34’). 
For further remarks on this aspect see [IO]. 
The proof of the algorithm is postponed till Section VIII; let us instead 
examine a structural theorem that follows from the algorithm. 
VII. A STRUCTURAL THEOREM FOR THE EHB-DATA CASE 
In view of Theorem 5.2 it is clear that s(a) is an Lg-spline interpolating {Y,}: 
with respect to {hj}F ;f and o&y if s( *) = g( *), the sample function of the l-1. s.e. 
of y( *) corresponding to observations Ajy = rj , 1 <j < N. Now in turn the 
construction of the previous section shows that j(m) is this 1.1. s.e. if and only if 
it is the solution of the algorithm (6.20-6.40). This argument is central to 
establishing the structural theorem of this section. 
First, from (6.35), (6.20) and (5.12b-g) it is immediate that ifs = (si , s, ,..., 
SJ then 
and that 
a(* 1 N) = (sl , sy,..., @-l) ( -** 1 s, , sy ,..., sp-ly (7-l) 
Ls(t) = w(t) = B’p(t 1 N). (7.2) 
The p x 1 vector-valued function w(e) in turn has the state model (use (6.40)): 
w(t) = B’& I NJ, - $4 I N) = A’(4 PO I NJ; tj-1 < t < tj . 
(7.3) 
Now, using the defining relations (5.12) for A(*) and B, it is quite easy to show 
that (7.3) is equivalent to 
L*w(t) = 0, tj,<t<tj, 2%j,(N, (7.4) 
where L* is a p x p matrix whose ijth entry Lz is the ordinary differential 
operator given by: 
G+if = 2 C-4” Dkhz.kf 1, 1 < 6 i <p, (7.5) 
k=O 
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Furthermore, straightforward calculations show that (6.40) implies that 
At I N) = (@Los(t), %lS(%.., @l.nl-ls(t)~...~ @,,04t), @d(%-, @,,np-lW 
(7.6) 
where O,,, , are 1 x p rows of ordinary differential operators defined for 1 < i 
<p,OBj<n,--lby 
@i.&) = P,,,U>l 4,,m.-3 ~i.,(P)lW~ 
R*-l-3 
(7.7a) 
LWf = c (--lJZ ~z~~k**,+l+lf~~ 
Z=O 
(7.7b) 
A knot T = t,+r shall be said to have order l(7) if 
Let 
4 < t,+1 = 4+2 = ..* = 4,zw -=c t,+z(T)+l; 7 = t,+1 . (7.8) 
Vls = f(T+) - f(7-1. (7.9) 
Then from (6.38) we have: 
for suitable real numbers OZ~ . 
The linear independence of {X, , j + 1 < k <j + Z(T)} implies that I(r) < tt 
and that the n x l(T) matrix M has full rank. Thus M can be extended to a full 
rank rz x n matrix M, = [M 1 IJ, which together with the 11 x 1 vector 
a + = (a’ i 0)’ allows us to rewrite (7.10) as 
[/-+ 1 N>lT = M+a+ 
or that 
M;‘[& 1 N)]T = [q , 012 ,..a> al(r) , o,..., 01’. l (7.11) 
Let qE3 denote the $h entry of My1 and define row operators, for 1 <j < 11, 
R:' = i 2 %.N,+Z * @t.z-1; 
2-l 
N, = c ?tk. 
24 24 kl 
Then (7.22) is equivalent to 
[Rj”s], = q , 1 <j<&) 
= 0, i(T) f 1 < j < YZ. 
(7.12) 
(7.13) 
In view of the remarks at the beginning of the section (note that ~(t 1 N) = 0 
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for t < t, or t > tN) we have thus established the following generalization of 
Theorem 3.6 of [l]: 
THEOREM 7.1. s E H is an Lg-spline interpolating data {r, , 1 <j < N) with 
respect o EHB {A> , 1 < j < N} MZ CO, T] if and only zy 
(a) L*Ls(t) = 0, when t is not a Knot, 
(b) Ls(t) = 0, for t < tl or t > t, , 
(c) X,s = r, , 1 < i < N, 
(d) [R~‘)s]~ = 0, for Z(T) + 1 < i < tz if T is a knot of or&r Z(T). 1 
Practical exploitation of Jerome and Schumaker’s theorem has been investigated 
by various authors (see for example [21-221). 
VIII. PROOF OF ALGORITHM (6.20-6.40) 
The basic idea is to exploit Theorem 5.2, and the known lumped model 
(5.12), (6.6-6.13) of the process y(a), to compute the sample functiong(t) of the 
1.l.s.e. pry corresponding to &y = r3 , 1 <j < N. 
Equations (6.21)-(6.26) are an algorithmic form of (6.6)-(6.13). It relies on 
the semigroup property of $(*, a), namely that 
all t, 4, 7. (8-l) 
Hence $(t, 6) +(f, t) = #(t, t) = 1, and thus using (6.13): 
$M, 0 = -d(& t) 40. (8.2) 
Now let M,(e), 1 < j ,< 12 - 1, be j x 71 matrix-valued functions with ith 
row c&t, , *). Clearly, then 0 = Mn(tn) and (6.21) and (6.25) are obvious 
conseq&nces. Furthermore using (8.1), Mj(t) = M,(tJ $(t, , t) which in view 
of (7.2) gives us (6.23). 
Next, let us define the n x n matrices, 1 < j ,( 1z - 1, 
v,(t) = [4(t) I --- I 4(t) I Ol’, (8.3) 
G(t) = 1” d(t, E) BB’$‘(t, 5) dS, tj d t i t,-_, . (8.4) 
tj 
Thus (6.22) and (6.24) follow readily. Also, an account of (8.1) 
V,(t) = [-S(pq rj(t,+l, t) 
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and hence from (6.11)-(6.12) 
Clearly Q = Q,, and the Q$ defined below obey the recursion (6.26): 
w-5) 
For k > 1 letak = span{h,y,..., h,y) and B, denote the projection operation 
onto grc . First (5.12a) and the linearity of 8, give gNy(t) = CP+(t). Thus 
(6.20) follows with the notation 
Z(t j k) = sample value of 9$(t) corresponding to 
&Y = r3 9 1 <j<k. 
(8.7) 
We shall also use the following 
&LX(t) A x(t) - %c.+), V) 
II(t) & Ex(t) x’(t), -w I k) ii ~[~!&>I [~&>I’ (8.9) 
w I 4 22 ~kfk-ml [~I&)l’. (8.10) 
It is clear that &,x(t) 1 P&t) and thus that 
D(t) = qt 1 h) + P(t ( k). (8.11) 
As a ‘consequence of (6.15), B, sk d(t) Bu([) d.$ = 0 and hence from (6.6) 
P’,x(t,) = o-111 which readily gives a(&, 1 n) = Pl(r, , ra ,..., Ye)’ and Z(t, 1 n) 
= 0-r&*. Thus P(t, 1 n) = n(t,) - 0-VY. In view of (8.11) one then has 
(6.27-6.28). 
The basic idea of the rest of the algorithm is to compute an orthogonal basis 
(E), 1 <<j <N}forgN and then calculate PNx(t) as a linear combination of this 
new basis. In the context of stochastic provesses this Gram-Schmidt procedure 
has been known as the Innowations method [18]. Define 
5 = &Y - g,-l(hY), 1 <i<N. (8.12) 
In view of (4.12) and (5.6), for 1 <i < n, c3 = h,y; and from (6.5), for i > 
n+1 
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Thus if e, denote the sample values of the cj we have 
e, = r, , 1 dj<n 
= ‘; - @(t, I j - 1)s n+l\<j<N, 
Rc=,‘&a=l 3 3 9 1 <j<<n 
= c,P(t, 1 j - 1) c: , jBn+l 
as in (6.29). Now from (8.12) it is clear that 
EE,E, = R,s8Z3; 9k = span{r, , c2 ,..., l t} 
and thus that for any random variable w E Y, 
Pkw = f E(wq) (R&l cf = 9’,_,w + E{wQ} (R&l Ek; kd 1, 
j=l 
a recursive relation of great importance below. 
First (8.16) with w = ~(t,+r) and k = j + 1 gives 
gj+rx(tj+,) = g~(tJ+r) + E(~(G+I) Ej+r.I (G J1 Ej+r 
from which we have (6.33) with 






Equation (8.17) in turn, upon using (8.10) and (8.13), gives us (6.30). Also, 
since l 3+r 1 cS~ it is clear that we have 
W3+r I j + 1) = @,+l I A + KCIVG+J1 C+, . (8.19) 
This together with (8.11) gives (6.34). Next, from (5.12) and (6.13) one has 
x(t) = W, r,) @,) + L:$(t, I) W!) d5 (8.20) 
which, for t > tj > t, , gives (recall that Eu(~) x(t,J = 0, 5 > tn) 
P+(t) = 5% 4) PAt,) (8.21) 
of which (6.31) is a ready consequence. Also we then have Z(t 1 j) = 
&t, t3) z(tj I j> W, 4) and from (8.2% 
n(t) = d(t, b> WJ W> 4) + j-j& 8) BB’+‘(t, 4) dt> 
the two of which together with (8.11) give (6.32). 
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Furthermore from (8.20)-(8.21) 
8,x(t) = d(t, tJ 8&d + j-1 W 0 WS) d5. 
Set t = t,+l and for P’,x(t,) substitute from (8.17). Thus 
&A4+1) = y9+1,, 8 3-l #J + l"',(t>+l 9 5) Wt) d-6 
where 
?P 3f1.3 = &+I 9 4) {I, - WcY 4. 
Next for t > t, 
(8.22) 
(8.23) 
X(t) = +(t, tN) x(tN) + j-)$(6 5) W5) d5. 
Thus in view of (6.8) 
~A&) = b(t, tiv) ~h4t.v.N) for t > try 
or Z(t 1 N) = +(t, tN) i(tN 1 N) which gives (6.35) for the case of t >, t, . 
The case of t < t, is similar. 
Let t, < t < t, . Suppose now that tjml < t < t, then 




But it is clear that since E{u(~) X’(T)} = 0 for t > T we have ECU(E) q} = 0 for 
I <j - 1. Thus 
8, f)(t, 5) Wl) dt = 5 j-’ +(t, 5) Wu(S) lz> (W)-1 61 dt. (8.25) 
z=3 t,-1 
But using (8.13): 
-q&3 Ez) = Jw5) az-lx’(tz)> 4 * (8.26) 
which upon repeatedly using (8.22) gives 
W4t) ez> = [@(5) gr-&,-,)I ‘J’L-, + (l, -W(5) U’C’N B’W, 3 4 de] u’t.,c; 
= B’W, , 5) yyt.,c;; l>j; tj-1 < 5 < t, . (8.27) 
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Thus from (8.25)-(8.27) 
-$ S(t ( N) = A(t) i(t 1 IV) + BB’ 
I 
#‘(t, , t) f ?P;,&(R,3-* e, . 
14 ! 
This in turn gives (6.35) with 
& 1 N, = pJ@ 1 N, = $‘@I , t> 5 Y;,,c;(R,‘)-l %; h < t < tJ ’ (8.29) 
1=3 
Equations (6.37), (6.40) are then immediate. Note, also that 
p3(t, I N) = 5 YM&Y el + cX&~-~ 5 
z=J+l 
which upon using (8.29) gives (6.39a). 
The case of t, < t < t, is a little more difficult. First of all as in (8.28), now 
i(t I N) = 40, tn) % I -W + i St W, 5) W43 4 VW1 ez d5. (8.30) 
l=n+l t, 
But using (8.13) and (8.22) [note also the whiteness of U( .), (5.1 I)] 
we) 4 = Jw6) Gz+1)> fGa,lCl’ > l>#f 1. 
However x(t,+J = $(t,+l , t,) X(b) + Jk+l+(tn+l , f) Bu(S) 45 Thus (use (6.8)) 
Jwf) 9) = -e(6) “aJ> +Ytn+1 9 tn> Kn+1CI (8.31) 
= B’d’(t) O-?‘(t,,+l , t,) %+,c; , 1>n+ 1. 
Thus from (8.29)-(8.31): 
$ k(t I N) = 44 $0 I N) + BB’W @-TcLn+dtn I NJ 
which is (6.35) with 
At I w = 4) O-=Pn&a I w9 t1 < t < t, . 
Then (6.38bH6.39) are easily shown using (6.10) and (6.12). 
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IX. CONCLUDING REMARKS 
This paper has been aimed at extending logically and completely the existent 
theory of Lg-splines to the situation of simultaneous interpolation of several 
functions. In later papers in the series we shall examine the same extension 
for smoothing splines and ARMA splines. In particular, the latter brings with it 
an increasing complexity as far as the various aspects considered in Appendix I 
are concerned. 
APPENDIX I: THE STRUCTURE OF Ly =-u 
We have defined in (2.2) the p x p matrix L(D) of ordinary differential 
operators L,,(D) subject to the restriction (2.3). 
Given a p x p matrix M(O) of polynomials let p, , 1 <j <p, denote the 
degree of the highest degree term in column j of M(D). Now, let us define r,, 
as the matrix obtained as follows. Place in each position zj’ of r,, the coefficient 
of DJ’, in the 9th entry of M(D). Matrix M(D) is said to be column proper [20] 
if r,,, is nonsingular. Now, restriction (2.3) ensures that for L(D), vve have 
p, = 1-1, , I < j < p, and that I’, is a p x p identity matrix and hence that L(D) 
is column proper. This is central to the rest of the development. 
Using various, by now well-known, results on the canonical forms of linear 
systems (see for example [20]) ‘t ’ 1 1s easily shown that the system of p differential 
equations 
Ly = u (AI) 
with y E H and u E 9s” has the state-space representation of equations (5.12). 
This can be verified by direct expansion of (5.12). Now we establish Lemma 3.1. 
Proof of Lemma 3.1. Note that y E NL if and only if Ly = 0. In terms of 
(5.12) KL = [T E H: y(t) = Cx(t), dx(t)/dt = A(t) x(t)}. It IS easily seen then 
that, picking any t, E II’, y E N, can be written as y(t) = C+(t, t,) x,, where 
.Y,, = ?c(t,) IS an arbitrary n x 1 real vector. In other words 
Nt = span(columns of I?+(-, to)j. (A.2) 
However we can show that these a columns are independent in Hand hence that 
dim NL = n. To do so it is enough to show that y(.) = C+(., to) x0 = 0 implies 
‘T,, = 0. But using (5.12), with u(e) = 0, it is easily shown that y(.) z 0 implies 
{~~:~)(t,,) = 0, 1 :< j <p, 0 < k < TZ, - l} and thus in view of (5.12g) that 
“r, == r,(ts) = 0, which completes the proof. 1 
Strictly speaking, restriction (2.3) can be eliminated. All that is needed is 
that L(D) be a column proper polynomial matrix. Then Lemma 3.1 and all the 
subsequent results continue to hold. However, A(.), B, and C become more 
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complex in structure. One can then, in fact, reduce the equations L(D) y = u, 
by forming suitable linear combinations, to a new form L(D) y = ii = iii%, 
where R is an invertible p x p matrix of constants such that L(D) = mL(D) 
satisfies the condition l-” = I=; then L(D) y = ii& gives rise to suitable A(.), 
B, C matrices with minor changes in B and C. 
A more difficult situation arises when L(D) is not column proper. Then a 
suitable row operation procedure [20] is needed to reduce it to a column proper 
formE( But then the column degrees ofl(D) obeyp, < n, , and consequently 
n = dim NL < x;=, n,; with this modification the rest of the results continue 
to hold, modulo certain changes of detail. 
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