Purpose: This paper presents a framework for ontology evolution tailored to Digital Libraries, which makes use of two different sources for change detection and propagation, the usage of ontologies by users and the changes of available data.
Introduction
The world is constantly changing, and so does required and available knowledge, e.g. stored in Digital Libraries. Knowledge workers heavily rely on the availability and accessability of knowledge contained in such libraries. The sheer mass of knowledge available today, however, requires sophisticated support for searching and, often considered as equally important, personalization.
In SEKT we address these challenges by using ontologies. Ontologies by nature make implicit knowledge explicit, they describe relevant parts of the world and make them machine understandable and processable. To be effective, ontologies need to change possibly as fast as the parts of the world they describe.
In the BT Digital Library so-called information spaces have been created on topics known to be of interest to people in the company or through the contents of journals in the library (see article on page XXX). One of the key elements of the case study is to use information space ontologies to enhance the search in information spaces. Two main challenges for adapting such information space ontologies arise. First, the evolution of ontologies to reflect changing interests of people. Second, the evolution of ontologies to reflect changing data, i.e. the documents stored in the Digital Library.
For the understanding of this article it is important to distinguish between change capturing and change discovery.
The task of change capturing can be defined as the generation of ontology changes from explicit and implicit requirements. Explicit requirements are generated, for example, by ontology engineers who want to adapt the ontology to new requirements or by the end-users who provide the explicit feedback about the usability of ontology entities. The changes resulting from this kind of requirements are called top-down changes. Implicit requirements leading to so-called bottom-up changes are reflected in the behavior of the system and can be induced by applying change discovery methods.
Change discovery aims at generating implicit requirements by inducing ontology changes from existing data. defines three types of change discovery: (i) structure-driven, (ii) usage-driven and (iii) data-driven. Whereas structure-driven changes can be deduced from the ontology structure itself, usage-driven changes result from the usage patterns created over a period time. Data-driven changes are generated by modifications to the underlying data, such as text documents or a database, representing the knowledge modeled by an ontology.
The rest of this article is structured as follows. In the next Section 2 we present our logical architecture for ontology evolution tailored to Digital Libraries. Its two main components are then described in detail. In Section 3 we illustrate how to deal with usage-driven ontology changes. Based on the actual usage of ontologies we recommend, as a kind of feedback, changes to users. In Section 4 we illustrate how to deal with data-driven ontology changes. In contrast to usage-driven evolution we here make use of the constant flows of documents coming into Digital Libraries to keep ontologies up-to-date. Finally, we conclude in Section 5.
Logical Architecture
In this section we will present a logical architecture to support the evolution of ontologies in a Digital Library, as shown in Figure 1 .
In this architecture, a knowledge worker interacts with a knowledge portal to access the content of the Digital Library, which is maintained in a document base and organized using ontologies in information spaces. The interaction is recorded in a usage log. This usage information and the information about changes in the document base 
Knowledge Worker
The knowledge worker primarily consumes knowledge from the Digital Library. He uses the Digital Library to fulfil a particular information need. However, an advanced knowledge worker may also contribute to the Digital Library, either by contributing content or by organizing the existing content, providing metadata, etc. In particular, an advanced knowledge worker can take the role of an ontology engineer.
Knowledge Portal
The knowledge worker interacts with the knowledge portal as the user interface. It allows the user to search the library's contents, it presents the content in an organized way. The knowledge portal may also provide the knowledge worker with information in a proactive manner, e.g. by alerting, notification, etc.
Document Base
The document base comprises a corpus of documents. In the context of the Digital Library, these documents are typically text documents, but may also include multimedia content such as audio, video, and images. While we treat the document as one logical unit, it may actually consist of a number of distributed sources. For example, in the case of the BT Digital Library, the document base includes two databases, Inspec and ABI / Inform.
The content of the document base typically is not static, but changes over time: New documents come in, but also documents may be removed from the the document base.
Information Spaces Information Spaces are logical units to organize a collection of documents according to a certain criterion. Information Spaces thus bring together content from the library's databases into a single a single place in the library.
One possible organization could be according to topics, e.g. there might be an information space to cover the topic Semantic Web. In the simplest case, an information space can be described with a search string. In general however, the description of the information space can be any formal specification.
It is also possible to support personal information spaces, i.e. an organization of the documents according to the interests of the individual knowledge workers. Such a personal information space can be specified with a semantic user profile.
Ontologies Ontologies are the basis for rich, semantic descriptions of the content in the Digital Library. Here we can identify two main modules of the ontology: The application ontology describes different generic aspects of bibliographic metadata (such as author, creation data) and are valid across various bibliographic sources.
Domain ontologies describe aspects that are specific to particular domains and is used as a conceptual backbone for structuring the domain information provided in the information spaces. Such a domain ontology typically comprises conceptual relations, such as a topic hierarchy, but also richer taxonomic and non-taxonomic relations.
While the application ontology can be assumed to be fairly static and valid across information spaces, the domain ontologies must be continuously adapted to the changing needs.
The ontologies are used for various purposes: First of all, the documents in the document base are annotated and classified according to the ontology. This ontological metadata can then be exploited for advanced knowledge access, including navigation, browsing, and semantic searches. Finally, the ontology can be used for the visualization of results, e.g. for displaying the relationships between information objects.
Usage Log The interaction of the knowledge worker with the knowledge portal is recorded in a usage log. It is of particular interest, how the ontology has been used in the interaction, i.e. which elements have been queried, which paths have been navigated, etc.
By tracking users' interactions with the application in a log file, it is possible to collect useful information that can be used to assess what the main interests of the users are. In this way, we are able to obtain implicit feedback and to extract needs for changes to the ontology to improve the interaction with the application.
Evolution Management Ontology evolution is timely adaptation of the ontology to changes and the consistent management of these changes. It is not a trivial process, due to the variety of sources and consequences of changes, cannot thus cannot be performed manually by the knowledge worker. This process is supported by the evolution management infrastructure. The first important aspect is the discovery of changes. While in some cases changes to the ontology may be requested explicitly, the actual challange is to obtain and to examine the non-explicit but available knowledge about the needs of the end-users. This can be done by analysing various data sources related to the content that is described using the ontology and also the end-users' behaviour which include the information about her likes, dislikes, preferences or the way she behaves. Based on the analysis of this information, the knowledge worker can be suggested to make changes in the ontology resulting in an ontology better suited for the needs of end-users. In the following sections we will discuss the possibility of continuous ontology improvement by semi-automatic discovery of such changes, i.e. usage-driven and data-driven ontology evolution.
The second important aspect in the evolution process is to guarantee the consistency of the ontology when changes occur, considering the semantics of the ontology change. Here we refer the reader to [Stojanovic et al., 2002] for further reading.
Usage-driven Ontology Changes
In this section we will describe how we can analyze the usage of the ontologies to recommend changes to the ontology. The usage analysis that leads to the recommendation of changes is a very complex activity. Firstly, it is difficult to find meaningful usage patterns. For example, is it useful for an application to discover that much more users are interested in the topic industrial project than in the topic research? Secondly, when a meaningful usage pattern is found, the open issue is how to translate it into a change that leads to the improvement of an application. For example, how to interpret the information that a lot of users are interested in industrial and basic research projects, but none of them are interested in the third type of the projects -applied research projects.
Since in an ontology-based application an ontology serves as a conceptual model of the domain, the interpretation of these usage patterns on the level of the ontology alleviates the process of discovering useful changes in the application. The pattern mentioned above firstly can be treated as useless for discovering changes if there is no relation between the concepts industrial project and research in the underlying ontology. Moreover, the structure of an ontology can be used as the background knowledge for generating useful changes. For example, in the case that the industrial, basic research and applied research project are three subconcepts of the concept Project in the domain ontology, in order to tailor the concepts to the users' needs, the pattern mentioned secondly could lead to either deleting the "unused" concept applied research project or its merging with one of the two other concepts (i.e. industrial research or basic research). Such an interpretation requires the familiarity with the ontology model definition, the ontology itself, as well as the experience in modifying the ontologies. Moreover, the increasing complexity of ontologies demands a correspondingly larger human effort for its management. It is clear that the manual effort can be time consuming and error-prone. Finally, this process requires highly skilled personnel which makes it costly.
The focal point of the approach is the continual adaptation of the ontology to the users' needs. As illustrated above, by analysing the usage data with respect to the ontology, more meaningful changes can be discovered. Moreover, since the content and layout (structure) of an ontology-based application are based on the underlying ontology, by changing the ontology according to the users' needs, the application itself is tailored to the users' needs.
Usage-driven Hierarchy Pruning
Our goal is to help an ontology engineer in the continual improvement of the ontology. This support can be split into two phases: (i) to help the ontology engineer find the changes that should be performed and (ii) to help her in performing such changes. The first phase is focused on discovering some anomalies in the ontology design, whose repairing improves the usability of the ontology. It results in a set of ontology changes. One important problem we face in developing an ontology is the creation of a hierarchy of concepts, since a hierarchy, depending on the users' needs, can be defined from various points of view and on the different levels of the granularity. It is clear that the initial hierarchy has to be pruned, in order to fulfil the user's needs. Moreover, the users' needs can change over time, and the hierarchy should reflect such a migration. The usage of the hierarchy is the best way to estimate how a hierarchy corresponds to the needs of the users. Consider the example shown in Let us assume that in the initial hierarchy (developed by using one of abovementioned approaches), the concept X has ten subconcepts (c1, c2, ..., c10), i.e. an ontology engineer has found that these ten concepts correspond to the users' needs in the best way. However, the usage of this hierarchy in a longer period of time showed that about 95% of the users are interested in just three subconcepts (i.e. 95=40+32+23) out of these ten. It means that 95% of the users obtain 70% (i.e. 7 of 10 subconcepts) useless information via browsing this hierarchy, since they find seven subconcepts irrelevant. Consequently, this 95% of the users invest more time for performing a task than needed, since irrelevant information can get their attention. Moreover, there are more chances to make an accidental error (e.g. an accidental click on the wrong link), since the probability of selecting irrelevant information is greater.
In order to make this hierarchy more suitable to the users' needs, two ways of "restructuring" the initial hierarchy would be useful:
1. expansion -to put down in the hierarchy all seven "irrelevant" subconcepts, while grouping them into a new subconcept g (see in Figure 2c );
2. reduction -to remove all seven "irrelevant" concepts, while redistributing their instances into remaining subconcepts or the parent concept (see in Figure 2d ).
Through the expansion, the needs of the 5% of the users are preserved by the newly introduced concept and the remaining 95% of the users benefit from the more compact structure. By the reduction, the new structure corresponds completely to the needs of 95% of the users. The needs of 5% of the users are implicitly satisfied. Moreover, the usability of the ontology increased, since the instances which were hidden in the "irrelevant" subconcepts are now visible for additional 95% of the users. Consequently, these users might find them useful, although in the initial classification they are a priori considered as irrelevant (i.e. these instances were not considered at all). Note that the Pareto diagram shown in Figure 2b enables the automatic discovery of the minimal subset of the subconcepts which covers the needs of most of the users. For a formalization of this discovery procees, including an evaluation study, we refer the interested reader to [Stojanovic et al., 2003] .
The problem of post-pruning a hierarchy in order to increase its usability is explored in the research related to modelling the user interface. The past work [Botafogo et al., 1992] showed the importance of a balanced hierarchy for the efficient search through hierarchies of menus. Indeed, even though the generally accepted guidelines for the menu design favour breadth over depth [Kiger, 1984] , the problem with the breadth hierarchy in large-scale systems is that the number of items at each level may be overwhelming. Hence, a depth hierarchy that limits the number of items at each level may be more effective. This is the so-called breadth/depth trade-off.
Moreover, organising unstructured business data in useful hierarchies has recently got more attention in the industry. Although there are some methods for an automatic hierarchy generation, such a hierarchy has to be manually pruned, in order to ensure the usability of the hierarchy. The main criterion is the coherence of the hierarchy (some kind of the uniform distribution of documents in all parts of the hierarchy), which ensures that the hierarchy is closely tailored to the needs of the intended user.
Collaborative Approach
So far we have only considered the usage information of a single ontology. However, in the context of the Digital Library considered here, we are faced with several domain ontologies, one for each information space, potentially even personalized ontologies for the individual users.
Here we can benefit from having a multitude of users and evolving ontologies which allows for recommending relevant ontology changes according to similar interests or overlapping domains. Recommendation quality eventually can be improved by taking into account other users' ontologies and thereby establishing some kind of collaborative ontology evolution scenario, where each user keeps his personal ontology but still profits from changes of other users.
The basic idea is as follows: assume that for a target ontology we know similar ontologies called neighbors for short, then we would like to spot patterns in similar ontologies that are absent in our target ontology and recommend them to the target ontology. Another wording of the same idea is that we would like to extract ontology change operations that applied to the target ontology increases the similarity with its neighbors.
To present a concrete example: say the target ontology contains only the concept Artificial Intelligence, but all its neighbors contain Artificial Intelligence as well as two subconcepts, Machine Learning and Semantic Web. Then we would like to suggest (i) the addition of these two concepts, (ii) the assertion of their subconcept relation to Artificial Intelligence, and eventually (iii) specializations of the instances of Artificial Intelligence as instances of Machine Learning and/or Semantic Web as modifications of the target ontology.
Classical collaborative filtering algorithms recommend elements -in our case elements of an ontology -by predicting the rating of an element based on the ratings of previously rated elements and the ratings of other users. The ratings indicate the importance of ontology elements [Haase et al., 2005] . In particular, we use the following two ontology ratings:
1. We use an explicit rating, called the membership-rating with taboos, for which (i) all symbols and axioms actually part of the ontology have rating +1, (ii) all symbols and axioms not actually part of the ontology can be explicitly marked taboo by the user and then get a rating -1.
2. We use an implicit, usage-based rating, which indicates the relevance of the elements based on how they have been used, e.g. counts the percentage of queries issued.
The ratings provide valueable information to consider in similarity measures suitable for recommendation tasks. The similarity between ontologies can be measured using similarity functions for ontologies, for details we refer the reader to [Ehrig et al., 2004] .
Finally, as in standard user-based collaborative filtering, ratings of all neighbors are aggregated using the similarity-weighted sum of their membership ratings. This aggregated rating is an indication of the importance of a particular ontology element, based on which we can recommend its addition to or removal from the ontology.
In [Haase et al., 2005] we have presented an adaption of a collaborative filtering recommender system to assist users in the management and evolution of their personal ontology by providing detailed suggestions for ontology changes. This system has been implemented in the context of Bibster, a peer-to-peer based personal bibliography management tool. With an experiment with the Bibster community we were able to show considerable performance improvements over non-personalized recommendations.
Data-driven Ontology Changes
There is no doubt that ontologies have a great potential for improving information retrieval in many ways. The classification of documents according to a given topic hierarchy facilitates structuring and browsing of huge document collections; semantic annotation of individual documents improves the precision of search queries or even allows for sophisticated question answering; and semantic user profiles representing the current working context of the user can be used for recommendations. Therefore, ontologies are frequently used for the explicit representation of knowledge which is more the less implicitly given by various kinds of data. Since many real-world data sets tend to be highly dynamic ontology management systems have to deal with potential inconsistencies between the knowledge modeled by ontologies and the knowledge given by the underlying data. Data-driven change discovery targets this problem by providing methods for automatic or semi-automatic adaption of an ontology according to modifications being applied to the underlying data set.
Suppose, for example, a user who wants to find out more about the PhD students working in the SEKT project. When searching for "SEKT" (as a search string) with a typical search engine he will probably find a lot of pages most of them about sparkling wine (since this is the most common meaning of the word "SEKT" in German), which are not relevant with respect to his actual information need. Given a more sophisticated semantically enhanced search engine he would have more than one possibility to specify the semantics of what he wants to find:
• Ontology-based Searching: He selects the concept project from a domain ontology which might have been manually constructed or (semi-)automatically learned from the document base. Then he searches for SEKT as an instance of that concept, and the search engine examines the ontological metadata which has previously been added to the content of each document in order to find those documents which are most likely to be relevant with respect to his query.
• Topic Hierarchy / Browsing: Suppose there is a domain ontology ontology representing a hierarchy of topics one of them being The SEKT project and all documents being classified according to this topic hierarchy. The classification of the documents could have been done automatically based on ontological knowledge extracted from the documents. In this case the user could choose the topic he is interested in from the topic hierarchy.
• Contextualized Search: The user simply searches for SEKT and the system concludes from his semantic user profile and his current working context that he is looking for information about a certain (research) project.
Of course, having found some relevant documents the user's information need is not yet satisfied completely, but the number of documents he has to read to find the answer to his question for the PhD students working in SEKT has decreased significantly. Nevertheless, depending on his query and the size of the document base some hundreds of documents might be left. Ontology learning algorithms can be used to provide the user with an aggregated view of the knowledge contained in these documents, showing the user the concepts, instances and relations which were extracted from the text. For this purpose a number of tools such as TextToOnto [Mädche and Volz, 2001] From the text fragment cited above you can conclude that SEKT is an instance of the concept project. It also tells you that PROTON is a instance of upper level ontology which in turn is a special kind of ontology.
But such an ontology extracted from an information space can not only be used for browsing. It might also serve as a basis for document classification, metadata generation, ontology-based searching and the construction of a semantic user profile. All of these applications require a tight relationship between the ontology and the underlying data, i.e. the ontology must explicitly represent the knowledge which is more the less implicitly given by the document base. Therefore changes to the data should be immediately reflected by the ontology.
Suppose now that the document base is extended, for example, by focussed crawling, the inclusion of knowledge stored on the user's desktop or P2P techniques. In this case all information space ontologies which are affected by these changes have to be adapted in order to reflect the knowledge gained through the additional information available. Moreover, the ontological metadata associated with each document has to be updated. Otherwise searching and browsing the document base might lead to incomplete or even incorrect results.
Imagine, for example, that the following text fragments are added to a document base consisting of the document cited in the previous example plus a few other documents which are not about the SEKT project. IST-2003-506826 SEKT [SEKT Deliverable D4.2.1] From these two text fragments ontology learning algorithms can extract a previously unknown concept integrated project which is a subclass of project and which has the same meaning as IP in this domain. Furthermore, SEKT will be reclassified as an instance of the concept integrated project.
Collaboration within SEKT will be enhanced through a programme of joint activities with other integrated projects in the semantically-enabled knowledge systems strategic objective (...). [SEKT Contract Documentation]

EU-IST Integrated Project (IP)
If the user had searched for SEKT as an instance of IP before the above mentioned changes to the document base have been made, he would have got an empty set of results. The reason is that without the information given by the two newly added documents the system either does not know the concept IP or it assumes it to be equivalent to internet protocol since the term IP is most often used in this sense.
But how can we make sure that all ontologies as well as depending annotations and metadata stay always up-to-date with the document base? One possibility would be a complete re-engineering of the ontology each time the document base changes. But of course, building an ontology for a huge amount of data is a difficult and time consuming task even if it is supported by tools for automatic or semi-automatic ontology extraction. A much more efficient way would be to adapt the ontology according to the changes, i.e. to identify for each change all concepts, instances and relations in the ontology which are affected by this change and to modify the ontology accordingly. Therefore, data-driven change discovery aims at providing methods for automatic or semi-automatic adaption of an ontology according to modifications being applied to the underlying data set.
Incremental Ontology Learning
Independently from a particular use case scenario, the following general prerequisites must be fulfilled by any application, which is designed to support data-driven change discovery:
The most important requirement is, of course the need to keep track of all changes to the data. Each change must be represented in a way which allows for associating with it various kinds of information, such as its type, the source it has been created from and its target object (e.g. a text document). In order to make the whole system as transparent as possible not only changes to the data set, but also changes to the ontology should be logged. Moreover, if ontological changes are caused by changes to the underlying data, the former should be associated with information about the corresponding modification to the data.
Optionally, in order to take different user preferences into account various change strategies could be defined, which allow to specify the degree of influence changes to the data have with respect to the ontology. For example, a user might want the ontology to be updated in case of newly added or modified data, but, on the other hand, he might want the ontology to remain unchanged if some part of the data set is deleted.
In addition to the above mentioned requirements, different kinds of knowledge have to be generated or represented within a change discovery system: 2. Concrete knowledge about the relationship between the data and ontology concepts, instances and relations is needed, because deleting or modifying information in the data set might have an impact on existing entities in the ontology. This impact has to be determined by the application to generate appropriate ontology changes.
It is quite obvious that automatic or semi-automatic data-driven change discovery requires a formal, explicit representation of both kinds of knowledge. Since this representation is usually unavailable in case of a manually built ontology, we can conclude that an implementation of data-driven change discovery methods should be embedded in the context of an ontology extraction system. Such systems usually represent general knowledge about the relationship between an ontology and the underlying data set by means of ontology learning algorithms. Consequently, the concrete knowledge to be stored by an ontology extraction system depends on the way these algorithms are implemented. A concept extraction algorithm, for example, might need to store the text references and term frequencies associated with each concept, whereas a pattern-based concept classification algorithm might have to remember the occurrences of all hyponymy patterns matched in the text. Whereas existing tools such as TextToOnto mostly neglect this kind of concrete knowledge and therefore do not provide any support for data-driven change discovery, the next generation of ontology extraction systems will explicitly target the problem of incremental ontology learning. One of them, Text2Onto [Cimiano and Völker, 2005] , which is a complete re-design and re-implementation of TextToOnto, is currently being developed and evaluated in the context of the BT Digital Library case study.
Conclusion
To be effective, ontologies need to change as rapidly as the parts of the world they describe. To make this a low effort for human users of systems such as Digital Libraries, automated support for management of ontology changes is crucial. We have shown an approach which makes use of two different sources for change detection and propagation, the usage of ontologies by users and the changes of available data, thus it greatly reduces the burden of manual ontology engineering.
Our approach has been implemented to large extents and is already being applied and evaluated in the SEKT case studies. For the purpose of this article we relied on the BT Digital Library case study and its requirements as an example. However, the management of dynamic knowledge is crucial for a multitude of other knowledge management applications which have quite similar requirements, thus a wide range of potential scenarios exists for our approach.
