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Abstract: In this paper we establish sufficient convergence conditions for the (MSOR) method when the matrix A of
Ax o b belongs to the class C1 , which contains the strictly diagonally dominant matrices . We also extend these results
to the H-matrices . We get an improvement for the area of convergence for the
(MSOR) method for the classes of
matrices mentioned before .
1. Introduction
Let us consider the linear system of n equations
Ax= b
	
(1 .1)
where A E= R""", x, b e R", with b known and x unknown.
In the following we will assume that A has the property A .
Definition 1.1 . A matrix A E= R" •" has the property A if and only if A is diagonal or there exists
a permutation matrix P such that P-1AP has the form_
1 (Dl T
P- AP =
S D '
(1 .2)
D2
where D1 and D2 are square nonsingular diagonal matrices of order k and n - k, respectively .
In order to solve (1 .1) we can apply the modified SOR method (MSOR) given by
x('+1)=Lx,,x, .xfl+K„,,,,, (1 .3)
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where
and
with
and
Di tb,
d= - '
w * 0 and w' are real parameters .
The partition used for b is in accordance with the splitting used for A.
In [4] some convergence conditions for the (MSOR) method were presented, when A is a
strictly diagonally dominant matrix and these results were extended when A is an H-matrix .
In [1] were obtained convergence conditions for a subclass C, of H-matrices .
In this paper we will improve the results obtained in [1,4,5], for the subclass C, of H-matrices .
We also enlarge the intervals of convergence of the (MSOR) method [4,5], when A is an
H-matrix.
2. Preliminaries and notation
Let M=[m,,] a real n X n matrix. We will use the following notation :
N = (n) _ {1, . . ., n},
N„ N2: N, = {1, . . . , k } and N2 = { k + I,-, n }, where k is the order of D, given by (1 .2),
q;, r;, b; : the sums of the absolute values of the elements of the ith row of the matrices Q, R
and B, respectively, given by (1.5),
e( )= j=t.i*i Im,jl,
iEN,
P,*(M)=Ej_x .j*rlmjtl,
iEN,
m; = P;,a(M) = aP;(M) + (1- a) P;* (M), i e N and a E [0, 1],
C, _ { M= [m,1] a R" •" : I m ;,1 > P,. *(M), i e N, with a r= [0,
In the sequel we will need the following theorems.
Theorem 2.1 (Marcus and Minc [3]) . Let M C= R"'. If for some a E [0, 1]
1mi;1
>aP;(M)+(1-a)P,*(M), ieN,
then M is nonsingular .
Theorem 2.2 (Cvetkovic and Herceg [1]). Let the matrix A belong to the class C, . Then
p(L",.w ) < 1, ie., the (MSOR) method converges for any start vector, if we choose :
0<w,<1 and w max b` < w' < w min{ min
1- b, 2 -
b;
iENZ
1 n ~
- 7i ,END
ql
iENz 1 +qj
L,,.,w =(1-w'Q) t[(1-w)1+wB+(w-w')R], (1 .4)
K,w =w(I+w'Q)d,
Q=
L -
- tS 01, B = [0 p' tT], R = [p 01 (1 .5)
or
and
lCw<min
2
!eN 1+4;+b;
(2+6j )w-2
	
2-w(1+b,)
2-wb,l
max 1-4r <w <min{min	
- run	
1+4
If
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Remark. We would like to point out that a strictly diagonally dominant matrix by rows
(columns) is a subset of C1 .
3. Convergence conditions
In this section we establish sufficient conditions of convergence for the (MSOR) method when
the matrix A belongs to C, and we will extend these results to the H-matrices .
Theorem 3.1 . The spectral radius p(Lw ,w.) of Lw. „,, verifies
0) (L
)<m~II-w+(w-w')r;I+1wlb;
w jEj1 1-Iw 14
:
if
Iw'I < 1 , i€N.
4j
Proof. The eigenvalues of L.,, , are given by the roots of
det(AI - L,,) = 0 .
The roots of this equation are the roots of
det 0=0
with
Q=(A-1+w)I-(w-w')R-Aw'Q-wB,
where R, Q and B are the matrices given by (1 .5) . Let us suppose that there is an eigenvalue A of
L	such that
IAI
> 11-w+(w-w')rj l+jwjLj
1 - Iw 14,
with IW I < 1/44;, for all i E N, or equivalently
IAI - I1 - w+(w -
w')rjI>IA1Iw'14r+Iwlbj'
which implies
IQjjI=IA-l+w
- (w-w')r
;I>IAIIw'I4;+1wl
Therefore by Theorem 2 .1, 0 is nonsingular, which is a contradiction. D
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Remark . With the previous result, we obtain a smaller upper bound than the one established in
Lemma 1 from [1] . We can also see that only for w, w' r= (0, 2) the upper bound for p(L„,•„,) can
be less than 1 .
Theorem 3.2. If the matrix A belongs to the class C 1 , then the (MSOR) method converges if
O<w<min{321 , 22 i and
	
<w'<min[ gi, g2
, g3} •
i
when
q`;
311 = min 1- b,
1-b;
g1 = mm w,
MN, qi
a
2
' _ iieeN 1+bi '
2 - wb;
g2 = rMn
ieN 1+Q
; '
Proof. As the matrix belongs to the class C1 we have b; + q; < 1 and b;, q"; a [0, 1), i e N. Thus,
for w' a (0, 1] it holds 1 - I w' I q'; > 0, i e N. For w' > 1 from w' < min{ g1, g2 , g3) it follows
that 0,<6,<I-w4,, i e N1 , since w' < gl, and 0 < w' +
wb, - l < 1 - w'q";, i(=- N2, since w'
< g2.
So, we conclude I - I %'I q`; > 0, i e N, for all W > 0, and we can apply Theorem 3.1. By
this theorem, the (MSOR) method converges if
ill-wI+IwIb
;<1
and max
ll
- w'I+IwIb;
1
ieN, 1- Iw A zeNz 1 -w Iqi
	 <
First, we will consider w r= (0, 1] and w' > 0 . In this case,
I1-wl+IwIb; 1-b;
)
max	< 1 is equivalent to w < w min (3.1
ieN, 1- lw Iqi ICN, qi
We must also have
max
I1-w'I+IwIb
:
<1 .
ieNz l - lw'14,
Now let us consider two cases .
Case 1. w'< 1 . Then (3.2) is equivalent to
w'> wmax
b
(3.3)
icN=
1 -
q]
Case 2
. w'> 1. From (3.2) we have
2-wb;
w < tmin 1 +
4i
. (3.4)
As A belongs to the class C1, the inequalities (3 .1), (3.3) and (3.4) are verified.
If we consider w ~ 1 and w'> 0, we have
max
I1-WI+IwIb;
< 1,
icr 1- 1w, 14i
2-w(1+b;)
93
= min
:EN, qi
which is always verified for w < (1- q"i)/bi , since A belongs to the class C, .
From (3.1), (3 .3) and (3.4), p(L,.) < 1 if 0 < w
c
1 and
wmax
b,
< w < mm{
(
min
1-bi
w, min
2- wbi
rcN2 1 - q;
	
,eN, 4r ieN2
1+q,
From (3.5), (3.7) and (3.8) we have
bi 2-w(1+bi ) 2 - wbr
wmax	< w < min min , min (3 .9)
reN,_ ieN, qi reN2 1 +qi
In order to have interval in (3.9) we must have,
w < min( min 1 . , min 2
- 4i 1
,eN2 bi ieN, 1 + b
I
;
and we get the required result . t7
Remark . As for 0 < w c 1, g1 <, g3 and for w > 1, g1 > g3 , it is easy to compare our intervals of
convergence with those obtained in Theorem 2.1 and see that our intervals are wider. In fact,
mm
2
c
min( 321,
f22
)
reN 1+q`i +bi
and
maN
x
(2+1b-) ~
-2
>w 1 if w>1
2
and
min
2-4
<g2 if0<w'<1"
reN2 1 + qi
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or equivalently,
2 - w(1 + 6j )
<w , min
(3.5)
iEN, qi
We must also have
11-w'I+lwI&
max <1 .
(3.6)
lEN2 -- W14,
To analyse (3.6) let us consider two cases .
Case 1. w'< 1 . Then (3.6) can be written as
bi
wmax < w' .
(3.7)
1reN2 - q,
As A belongs to the class C1, (3.5) and (3.7) are verified.
Case 2. w'> 1. From (3.6) we have
l
<
2 - wbr
(3.8)
w
1+#i
,
14
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Corollary 3.1. Let A of (1.1) be a strictly diagonally dominant
matrix by rows. The (MSOR)
method converges if
0<w<
1
2
and 0<w'< 1+
where b=maxiEN, bi, 4
- maxi q.
This result improves the one obtained in [4] .
An analogous result can be obtained for strictly diagonally dominant matrices by columns, if
we consider a = 0.
4. Numerical example
As we have proved, our area of convergence of the (MSOR) method is wider than the one
from [1] for the same class of matrices . Corollary 3.1 gives also a result which improves the one
obtained in [4], for strictly diagonally dominant matrices. For illustrative purpose only, we give
+Q+® - CoroiOry
3.1
0+~ - [,Thec-em 1]
® - [4,Theorem 2]
Fig. 1 .
1 .e
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the following numerical results for an easy example .
If we conside
following Corollary 3 .1, the (MSOR) method converges if
0<w<,2 and 0<w'< 1
(see Fig. 1).
This result enlarges the region obtained in [1], which is given by
0<w<1 and 0<w'< 16'
or
1,<W<
2L8
and 5(w-l)<w'<-'
(see Fig. 1).
The results obtained in [I] are also an improvement of those obtained in [4]. By [4, Theorem
2], we have for the region of convergence of the (MSOR) method (see Fig . 1) :
-
2
9
0.8<w'<, and w>w' and 1gw<
2
28
or
0<w'<1.2 and ,<w,<w' and wcl
or
0<w'<1.2 and w'< -0 .8 w + 2 and 1<wcw' .
Remark In Fig. 1 we present a geometric interpretation of Corollary 3 .1 .
5. Vectorial norms in the study of the convergence of the (MSOR) method
By using some notions and theorems about the vectorial norms from [6], we enlarge the
intervals of convergence of the (MSOR) method, given in [4,5] when the matrix A of (1.1) is an
H-matrix .
Theorem 5.1 . Let p be a vectorial regular norm of dimension k over R" and M the vectorial norm of
a matrix generated by p . Let us denote
p= p(M(Q) + M(B)) .
If p < 1, then the iteration matrix Lw . , of the (MSOR) method exists and is contractive relatively
top, for the values of w and w' which verify
0<w< 1 + p and wp<w'<min{
p, l+p
)
.
,
129
1
	
0 : 0.3 0.5 0
0 1 : 0.2 -0.1 0.1
A= 0
0 .6 : 1 0 0
0.3 -0.2 : 0 1 0
0.1 0 .5 : 0 0 1
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This condition
defines the set of the values w and w' such that the matrix
The proof is similar to the one used in [4] and [5]. From (5.3)-(5.10) we get the required result .
O
If we consider the vectorial norm p(x) = I x I and the iterative method by points we will
establish sufficient conditions for the (MSOR) method when matrix A of (1.1) is an II-matrix.
is
Prod.
Lw,„.-[I-Iw'IM(Q)]
'[IwIM(B)+I(1-w)I+(w-w')RI]
a convergent majorant of L w,w.
Following [4, Theorem 10], we can state that Lw,w • is a majorant of
Lw,w.
To prove that Lw,w, is convergent is equivalent to prove that
(5
.1)
with
P(W+ Y) < 1, (5
.2)
W=M(w'Q),Y=I(1-w)I+(w-w')RI+IwIM(B) .
Then we need to find the values for w and w' which verify (5.2) .
Case 1 . 0 < w < 1
. For these values of w, let us consider the following subcases :
This
(i) 0<wp<w'<w<1 . (5
.3)
case was proved in [5].
In
(ii) wp<w<1 and low'<2-w. (5
.4)
which
this case
is always
we have
p(W+Y)<wp+1-w,
less than one if we consider w > w 'p .
(iii) 2-wcw'< 1+p' (5.5)
This result comes from
P(W+Y)`wp+w'-1<1 .
This
(iv)
result
Case 2.
0<wp<w<w'<1 . (5 .6)
is obtained as in the previous cases .
w31
Let us consider the following subcases :
(i) 2-w4~w'tE~1 1cw<and 1 + p , (5.7)
(ii) wp<w',i;2-w and 1,<w<2, (5 .8)
(iii)
2
(5 .9)15 1<w<w' ,< w and
P
,1
(iv) 1 1<w'< + (5 .10)c w ,< w' and
P
.1
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Definition 5.1. A matrix A E R " •" is an M-matrix if A - ' 3 0 and a,i c 0, i # j, i, j =1, 2, . . ., n .
Definition 5.2. An n X n matrix A is an H-matrix if the comparison matrix M(A) defined by
m;;=la ;;I, 1(i(<n,
m,,=
1<i, jcn, i*j,
is an M-matrix.
By the previous definition and [8, Theorem 2 .7.2] we can say that a matrix A is an H-matrix if
and only if p ( I Q I + I B I) < 1 . Then we have the following theorem.
Theorem 5.2. Let A = I - Q - B be an H-matrix, then the (MSOR) method is convergent for
0<w<
1+p
and wp<w'<min~ p, 1+p
)'
By [7] and [2] we know that an H-matrix is a generalized diagonally dominant matrix, i.e.,
there exists a scaling on the rows and on the columns of A, such that the obtained matrix
A =1QAA is a strictly diagonally dominant matrix, where 2 and A are diagonal nonsingular
matrices.
Theorem 5.3. Ifthe matrix A is an H-matrix, then the (MSOR) method is convergent if one of the
following conditions is satisfied :
b; and 4, are the sums of the moduli of the entries of the ith row of the matrices h and Q,
respectively.
Proof. This result is an immediate consequence of the definition of H-matrix, Corollary 3 .1 and
Theorem 5.2. D
Remark. We would like to point out that the intervals given in the previous theorem enlarge the
ones obtained in [5] .
"If A of (1.1) is an H-matrix, then the (MSOR) method is convergent for
b 2
2+w'(1-4;)
(i) max < w' <	 and 1<w< min
n,
1 - 4j 1+max(b;+4;) 2+b;
with w > w', or
2-b w'(1+4;) 2-w'(1-
(ii) 0 < w'< min ' , and max
	 < w < min n,
i 1 + 9;
1 2 - b; + b;
(i) 0<w< 0<w'<and
1+4'
l+b
(ii) 0<w<
1+p
wp<w'<min(and p, l+pl ,
where
b= maxb;,
MN,
4= maxq";,
ieN2
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with w <' w', or
(iii) 0<wp<w'4w<1,
or
or
(iv) 0<w<1 and w<w'< l+ p'
w31 and 0<w'gw<
2+p ,
(vi) 15w<w'< 1 +'with P=p(jQj+jBj)-"<,W<W 5, withp
p(IQI+IBI)„
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