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Introduction
Cette the`se est relative a` l’e´tude qualitative d’une EDP anisotrope singulie`re, faisant
intervenir le 1 Laplacien.
Les proble`mes anisotropes requie`rent une e´tude des espaces de Sobolev du meˆme nom,
et de nombreux articles y sont consacre´s, avec diffe´rents objectifs.
Les espaces de Sobolev anisotropes ont des de´finitions diffe´rentes suivant les auteurs
dans le cas des ouverts borne´s. Lorsque Ω = RN on de´finit l’espace D1,~p(RN ) comme
l’adhe´rence des fonctions de D(RN ) pour la norme ∑N1 |∂iu|pi , avec ~p = (p1, · · · , pN ),
pi ≥ 1.
Lorsque Ω est borne´ les auteurs [37] de´finissent W 1,~p(Ω) comme l’adhe´rence des fonc-
tions C∞(Ω) pour la norme |u|1 +
∑N
1 |∂iu|pi , alors que dans un article plus re´cent, in-
troduisant p+ := sup pi, p
− := inf pi, [34] de´finit deux espaces extre`mes W
~p
(Ω) = {u ∈
Lp
+
, ∂iu ∈ Lpi , i ∈ [1, N ]} et W ~p(Ω) = {u ∈ Lp− , ∂iu ∈ Lpi , i ∈ [1, N ]}.
Dans cette the`se on propose au chapitre 2 les relations entre ces diffe´rents espaces pour
des ouverts borne´s Lipschitziens.
Un premier re´sultat classique concernant les espaces de Sobolev anisotropes est le
the´ore`me d’injection dans un espace de Lebesgue critique. Diffe´rents auteurs introduisent
l’exposant critique
p∗ :=
N∑N
i=1
1
pi
− 1 , si
N∑
i=1
1
pi
> 1.
et Troisi [55] e´tablit une de´monstration de l’existence de cette injection, comme cas parti-
culier de toutes les injections dans des espaces anisotropes, avec des exposants de de´rivation
≥ 1 a` savoir les Dm,~p(RN ) pour m > 1, dont nous ne donnerons pas la de´finition ici.
Il ressort de l’existence de cette injection que
D1,~p(RN ) = {u ∈ Lp?(RN ), ∂iu ∈ Lpi(RN ), i ∈ [1, N ]}.
Lorsque Ω est un ouvert Lipchitzien, on n’a pas toujours la validite´ de cette injection.
(re´fe´rences cite´es ci dessus). Nous analyserons toujours au chapitre 2 des conditions suf-
fisantes, pour que cette injection ait lieu. Notons que dans le cadre de cette the`se nous
travaillerons pour la plupart des re´sultats dans l’espace W
~p
(Ω) avec Ω un N rectangle,
pour lequel l’injection dans Lp
?
est valide.
Concernant l’injection critique, rappelons que l’existence de fonctions extre´males pour
l’injection de Sobolev classique D1,p ↪→ L NpN−p est comple`tement re´solue lorsque N > p > 1
par [4] et [53], et que les fonctions extre´males sont radiales, famille a` deux parame`tres :
1
ua,b(r) = (a + br
p
p−1 )
p−N
p . Rappelons aussi que l’existence de telles fonctions peut se
montrer a` l’aide de la the´orie de concentration-compacite´ de P.L Lions [40], [41].
Lorsque p = 1 et pour la fonctionnelle
inf
u∈W 1,1(RN ),|u|p?=1
∫
RN
|∇u|
avec | · | la norme euclidienne, les extre´males sont donne´es par les fonctions caracte´ristiques
de boules euclidiennes.
Dans le cas anisotrope, les extre´males ne sont pour l’instant pas connues, mais l’exis-
tence est montre´e dans [25], lorsque tous les pi sont strictement plus grands que 1.
Concernant les EDP faisant intervenir les espaces de Sobolev anisotropes, que l’on
rencontre en physique, [5], [6], en biologie et dans les processus d’image, [57], une EDP
anisotrope mode`le est { −∑i ∂i(|∂iu|pi−2∂iu) = f dans Ω
u = 0 sur ∂Ω
ou` f appartient a` un Lq, pre´cise´ plus loin, et les pi sont strictement supe´rieurs a` 1.
L’existence de solutions ne pose pas de re´el proble`me, car il sagit de chercher le minimum
d’une fonctionnelle convexe, continue, coercive :
J(u) =
∑
i
1
pi
∫
Ω
|∂iu|pi −
∫
Ω
fu
sur un espace re´flexif. En revanche, les re´sultats de re´gularite´ classique du cas isotrope, ne
s’e´tendent pas au cas pre´sent. Par exemple si le sup des pi est trop grand, (sup pi > p
?), les
solutions ne sont pas ne´cessairement borne´es, meˆme lorsque f ≡ 0, [42], [31]. Lorsque les
solutions sont borne´es, sachant que Ω e´tant borne´ les solutions appartiennent a` l’espace
isotrope W 1,inf pi , certains auteurs se posent la question de la re´gularite´ W 1,q avec q plus
grand. Il s’ave`re que cette re´gularite´ de´pend de la position de sup pi par rapport a` inf pi.
Pour ces re´sultats, le lecteur pourra consulter [26], [27].
Dans [18] l’auteur s’inte´resse aux solutions de viscosite´, pour l’e´quation du ~p Laplacien,
et elle montre que si sup pi < inf pi+1 alors les solutions sont lipschitziennes. Les solutions
faibles e´tant aussi des solutions de viscosite´ on en de´duit le re´sultat des solutions sous cette
condition.
Lorsque l’un des pi est e´gal a` 1 se pre´sentent de nouvelles difficulte´s. Tout d’abord, sur
le plan de l’existence de solutions, la fonctionnelle peut ne pas eˆtre coercive, on est donc
en principe amene´ a` imposer une condition de petitesse de f . En outre l’espace W 1,~p n’est
plus re´flexif et on est naturellement amene´s, comme dans le cas du 1Laplacien isotrope, a`
chercher des solutions dans un espace de fonctions dont certaines de´rive´es sont des mesures
borne´es.
Le seul article a` notre connaissance qui conside`re de telles EDP est [45]. Les auteurs
montrent l’existence et l’unicite´ de solutions a`{
−divx
(
Dxu
|Dxu|
)
− div(|∇yu|q−2∇yu) = f(x, y), sur Ω
u = 0, sur ∂Ω,
2
ou` (x, y) ∈ Ω = Ξ× Γ, avec Ξ et Γ deux ouverts de RN et Rk respectivement.
Notons que ces auteurs travaillent sur la fermeture de D(Ω) pour la norme ||u||(p,q) =
|∇xu|p+ |∇yu|q. En particulier l’injection de Sobolev est satisfaite, les solutions sont nulles
sur le bord, et en conse´quence ils peuvent supposer seulement que Ω est lipschitzien.
Dans cette the`se on suppose que ~p = (p1, · · · , pN ) est tel que pi = 1 pour 1 ≤ i ≤ N1
pour un entier N1 < N , et pi > 1 pour N1 + 1 ≤ i ≤ N . On conside`re dans le Chapitre 2
l’espace D1,~p(RN ) comme e´tant l’adhe´rence de D(RN ) pour la norme |(∑N11 (∂iu)2) 12 |1 +∑N
N1+1
|∂iu|pi := |∇1u|1 +
∑N
N1+1
|∂iu|pi . Notons que puisque au moins un des pi est e´gal
a` 1, la proprie´te´
∑ 1
pi
> 1 est toujours ve´rifie´e. Dans ce cas cet espace s’injecte dans
Lp
∗
(RN ) ([55]), ou` l’exposant critique s’e´crit
p∗ :=
N
N1 +
∑N
N1+1
1
pi
− 1 .
Nous conside´rons e´galement dans ce Chapitre, pour un ouvert Ω de RN , l’espace
X(Ω) = {u ∈ Lp+(Ω), ∂iu ∈ Lpi(Ω), 1 ≤ i ≤ N}. X(Ω) est de type local, ce qui permet
entre autres d’avoir la densite´ de fonctions re´gulie`res C∞(Ω)∩X(Ω), pour la topologie de
la norme.
Puisque X(Ω) est non re´flexif, on introduit au Chapitre 3 son adhe´rence pour une to-
pologie faible, a` savoir Xb(Ω) = {u ∈ Lp+(Ω),∇1u ∈M1(Ω,RN1), ∂iu ∈ Lpi(Ω) pour N1 +
1 ≤ i ≤ N}, ou` ∇1u de´signe le N1-vecteur (∂1u, · · · , ∂N1u). Nombre de proprie´te´s de X(Ω)
se prolongent a` Xb(Ω), graˆce a` l’utilisation de la topologie de la convergence faible, et de
fac¸on plus significative de la topologie de la convergence e´troite.
Dans un deuxie`me temps, nous supposons que Ω est un ”N -rectangle” aux coˆte´s pa-
ralle`les aux axes. Sans perdre de ge´ne´ralite´s nous supposerons que Ω =]0, 1[N . Notons que
les re´sultats de cette the`se s’e´tendent aise´ment a` des ouverts plus ge´ne´raux. En particulier,
elle s’e´tend a` des ouverts de la forme Ω = Ω1 × ΠNN1+1]ai, bi[, avec Ω1 un ouvert de RN1 ,
lipschitzien ([34]). On supposera pour certains re´sultats de la the`se que p+ ≤ p?.
On e´tudie entre autre la trace des fonctions de X(Ω) ou de Xb(Ω) et on montre en
particulier que la trace sur les bords ”verticaux” (c’est a` dire les bords xi = {0} ou xi = {1}
pour i ≤ N1) est exactement L1. On donne e´galement quelques proprie´te´s d’appartenance
a` des Lq pour q > pi lorsque i ≥ N1 + 1, sur un bord {xi = 0}.
Enfin, en vue de donner un sens au 1 Laplacien partiel, on clot le chapitre par la
de´finition de σ1 · ∇1u lorsque u ∈ Xb(Ω), σ1 ∈ L∞(Ω,RN1), et div(σ) ∈ Lp? , ou` σ =
(σ1, σN1+1, · · · , σN ), σi ∈ Lp
′
i pour i ≥ N1 + 1. Cette de´finition est l’analogue des paires
d’Anzellotti [3], voir aussi Temam [54], Strang Temam [51].
Dans le chapitre 4, on s’inte´resse au proble`me, pour Ω =]0, 1[N ,
inf
u∈Xb(Ω),u=0 sur Γ
∫
Ω
|∇1u|+
N∑
i=N1+1
1
pi
∫
Ω
|∂iu|pi − λ
∫
Ω
fu, (1)
ou` Γ ⊂ ∂Ω est une partie ouverte du bord de´finie comme suit : On pose pour 0 ≤ i ≤ N
et j ∈ {0, 1}
∂Ωij :=]0, 1[
i−1×{j}×]0, 1[N−i, ∂Ωi := ∂Ωi0 ∪ ∂Ωi1,
3
et on suppose qu’il existe alors K ⊂ {1, · · · , N} tel que K 6= ∅, et Γ = ∪j∈K∂Ωj .
On de´finit e´galement les bords ”horizontaux” (respectivement ”verticaux”)
∂Ωh = ∪Ni=N1+1∂Ωi, ∂Ωv = ∪N1i=1∂Ωi, Γh = Γ ∩ ∂Ωh, Γv = Γ ∩ ∂Ωv.
Pour commencer, l’existence d’une solution de (1) requiert que l’inf soit fini, et sans
hypothe`se supple´mentaire sur Γ, on est amene´s a` supposer λ assez petit. Dans la section
4.1 on suppose que Γv = ∅ et on montre l’existence d’une solution au proble`me. Lorsque
Γv 6= ∅, on est amene´ a` introduire le proble`me relaxe´
inf
u∈Xb(Ω),u=0 sur Γh
∫
Ω
|∇1u|+
∫
Γv
|u|+
N∑
i=N1+1
1
pi
∫
Ω
|∂iu|pi − λ
∫
Ω
fu.
et on montre comme dans les cas classiques de proble`mes variationnels sur W 1,1 que
l’infimum est le meˆme que l’inf sur les fonctions nulles sur Γ. Dans la suite on s’attachera
a` montrer l’existence de solutions pour ce proble`me.
Notons que lorsque Γ contient une composante connexe {xi = 0} ou {xi = 1} pour un
i > N1 on peut s’affranchir de la petitesse de λ ce qui est le cas en particulier si la valeur
de u est prescrite sur tout le bord, comme c’est le cas dans [45].
Pour de´terminer l’EDP ve´rifie´e par une solution, (Chapitre 5) on est amene´s a` ”re´gulariser”
l’ope´rateur, et donc a` introduire le proble`me
inf
u∈X(Ω),u=0 sur Γ
1
1 + 
∫
Ω
|∇1u|1+ +
N∑
i=N1+1
1
pi
∫
Ω
|∂iu|pi − λ
∫
Ω
fu,
ou` X(Ω) = {u ∈ Lp?(Ω),∇1u ∈ L1+(Ω,RN1), ∂iu ∈ Lpi(Ω) pour N1 + 1 ≤ i ≤ N}.
On montre classiquement l’existence et l’uncite´ d’une solution u, et que cette suite
de solutions converge ”e´troitement” vers une solution u du proble`me. On obtient alors
l’existence d’une EDP satisfaite par u, par passage a` la limite. Cette EDP s’e´crit
−div1(σ1)−
∑N
i=N1+1
∂i(σi) = λf, sur Ω,
σ1 · ∇1u = |∇1u|, σi = |∂iu|pi−2∂iu pour N1 + 1 ≤ i ≤ N sur Ω,
u = 0 sur Γh,
−σ1 · ~nu = |u|, sur Γv,
σ · ~n = 0 sur ∂Ω \ Γ
ou` σ1 · ∇1u de´signe la mesure de´finie au chapitre 3, et div1 est la divergence d’un N1
vecteur.
On propose ensuite une alternative a` cette preuve, qui utilise la the´orie de l’analyse
convexe, et le proble`me dual, [23].
On ge´ne´ralise dans le Chapitre 6 la re´solution de ce proble`me au cas de donne´es au
bord non homoge`nes, ce qui revient a` e´tudier le proble`me
inf
u∈X(Ω),u=g sur Γ
∫
Ω
|∇1u|+
N∑
i=N1+1
1
pi
∫
Ω
|∂iu|pi − λ
∫
Ω
fu,
4
ou` g ∈ γ0(X(Ω)), a` support compact dans Γ. Approcher le proble`me par un proble`me
plus re´gulier, nous demande d’approcher la donne´e au bord par une donne´e plus re´gulie`re.
On e´tudie e´galement dans ce chapitre l’unicite´ des solutions au proble`me. En particulier,
nous montrons que l’unicite´ n’est pas toujours garantie, et de´pend en un certain sens de
la mesure de Γ. Par exemple, lorsque Γ contient une des composantes connexes de ∂Ωh,
alors il y a unicite´.
Au Chapitre 7 on montre que les solutions de l’EDP ci dessus sont localement borne´es,
en utilisant un re´sultat d’uniforme locale bornitude des solutions de l’EDP satisfaite par
u. On montre e´galement dans ce chapitre un re´sultat inte´ressant en soi, a` savoir qu’eˆtre
solution de l’EDP a` l’inte´rieur d’un ouvert Ω est e´quivalent a` eˆtre un minimum local de
la fonctionnelle, (sous re´serve de conditions sur λ).
Le Chapitre 8 a fait l’objet d’un article en collaboration avec Franc¸oise Demengel et
concerne l’existence des extre´males pour l’injection de Sobolev pour l’injection deD1,~p(RN )
dans Lp
∗
(RN ). Bien que l’existence des fonctions extre´males puisse eˆtre de´montre´e comme
dans le cas ou` les pi sont strictement plus grand que 1 ([25]), l’existence de l’EDP ne peut
s’obtenir par les me´thodes classiques en calcul des variation, du fait de la singularite´ de
la fonctionnelle lorsque certains pi sont e´gaux a` 1. Nous sommes amene´s a` conside´rer une
suite de fonctions extre´males pour l’injection de D1, ~p(RN ) dans Lp∗ (RN ) ou` tous les pi
sont strictement plus grand que les pi, avec p

i → pi lorsque  → 0. Nous montrons a` la
fois que la meilleure constante pour cette injection converge vers la meilleure constante
pour notre proble`me, et qu’il existe une suite de fonctions extremales u qui converge
e´troitement vers une fonction extre´male. L’obtention de l’EDP satisfaite par la limite est
obtenue par passage a` la limite dans l’EDP satisfaite par u, la difficulte´ e´tant entre autre
de montrer que la limite n’est pas nulle. Cette preuve demande une utilisation adapte´e de
la me´thode de concentration-compacite´ de P.L Lions. On montre ensuite comme dans [25]
la re´gularite´ L∞ des solutions.
Le chapitre 9 est consacre´ a` l’e´tude d’une EDP avec second membre sous critique, qui
ge´ne´ralise le re´sultat de [28].
Plus pre´cise´ment on conside`re
−div1(σ1)−
∑N
i=N1+1
∂i(|∂iu|pi−2∂iu) = uq−1, sur Ω,
σ1 · ∇1u = |∇1u|, au sens des mesures sur Ω,
|σ1|∞ ≤ 1,
u ≥ 0 sur Ω,
σ1 · ~nu = −u presque partout sur ∂Ωv,
u = 0 sur ∂Ωh
avec p+ < q < p∗. Le cas ou` tous les pi sont strictement supe´rieurs a` 1 est traite´ dans [28].
On approche a` nouveau le proble`me par une EDP ”re´gularise´e”, ou` le terme ”−div1( ∇1u|∇1u|)”
est remplace´ par −div1(|∇1u|−1∇1u), on utilise le lemme du col pour ce proble`me et on
montre la convergence e´troite, pour une sous suite, des solutions du proble`me ”re´gularise´”,
ce qui permet le ”passage a` la limite” dans l’EDP.
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Chapitre 1
Les espaces W 1,1 et BV .
Rappelons tout d’abord des re´sultats sur les espaces W 1,1 et BV . La plupart des
re´sultats pre´sente´s ici sont contenus dans [1], [19], [33], [54], [58].
1.1 L’espace W 1,1 :
Pour les preuves de cette section, le lecteur pourra consulter [19], ou encore [1]. Soit Ω
un ouvert de RN , N ≥ 1. On de´finit l’espace de Sobolev :
De´finition 1.1.1.
W 1,1(Ω) = {u ∈ L1(Ω), ∇u ∈ L1(Ω)}.
Proposition 1.1.2. L’espace W 1,1(Ω) est un espace de Banach pour la norme |u|W 1,1 =
|u|1 + |∇u|1, ou` |u|1 de´signe la norme L1(Ω).
Proposition 1.1.3. L’espace C∞(Ω) ∩W 1,1(Ω) est dense dans W 1,1(Ω).
De´finition 1.1.4. Soit Ω un ouvert de RN , borne´ ou non. On note W 1,10 (Ω) l’adhe´rence
de l’espace D(Ω) dans W 1,1(Ω) au sens de la norme | · |W 1,1 .
Proposition 1.1.5. L’espace D(RN ) est dense dans W 1,1(RN ), et donc W 1,10 (RN ) =
W 1,1(RN ).
De´finition 1.1.6. Soit Ω un ouvert de RN , N ≥ 1. On dit que Ω est lipschitzien si :
1. Il existe un recouvrement ouvert (Ωi)i≥0 de Ω tel que d(Ω0, ∂Ω) > 0 et, pour tout
i ≥ 1, Ωi est borne´ avec Ωi ∩ ∂Ω 6= ∅ et, ou bien la famille {Ωi} a un cardinal fini,
ou bien :
∃k ≥ 2, |i− j| ≥ k ⇒ Ωi ∩ Ωj = ∅.
2. Il existe un ouvert borne´ O′i de RN−1, une fonction ai lipschitzienne sur O′i et un
syste`me de coordonne´es tel que, quitte a` renume´roter ces coordonne´es :
Ωi ∩ Ω ⊂ {(x′, xN ), x′ ∈ O′i, xN < ai(x′)},
Ωi ∩ ∂Ω = {(x′, ai(x′)), x′ ∈ O′i}.
6
3. Il existe une partition de l’unite´ (ϕi)i, subordonne´e au recouvrement de Ω par les Ωi
et des constantes C1 et C2 tels que :
∀i, |ϕi|W 1,∞(RN ) ≤ C1, et |ai|W 1,∞(O′i) ≤ C2.
L’une des premie`res proprie´te´s de l’espace W 1,1 est le the´ore`me d’injection :
The´ore`me 1.1.7. (Injections de Sobolev).
Soit Ω un ouvert de RN lipschitzien. Alors
1. Pour N > 1, W 1,1(Ω) ↪→ LN/(N−1)(Ω).
2. Pour N = 1, W 1,1(Ω) ↪→ Cb(Ω).
Proposition 1.1.8. Soit Ω un ouvert borne´ de RN lipschitzien avec N > 1. Alors l’injec-
tion
W 1,1(Ω) ↪→ Lp(Ω)
est compacte pour p < N/(N − 1).
Une autre proprie´te´ importante de l’espace W 1,1 est l’existence d’une trace ([33], [50]).
Proposition 1.1.9. Soit Ω un ouvert borne´ lipschitzien de RN . Il existe une application
line´aire continue et surjective, note´e γ0, dite application trace, de W
1,1(Ω) dans L1(∂Ω).
Cette trace co¨ıncide avec la restriction au bord de u lorsque u ∈W 1,1(Ω)∩C(Ω). En outre
il existe une constante C > 0 telle que, quel que soit u ∈ L1(∂Ω), il existe U ∈ W 1,1(Ω)
avec γ0U = u, et
|U |W 1,1(Ω) ≤ C|u|L1(∂Ω).
Proposition 1.1.10. Soit Ω un ouvert borne´ lipschitzien de RN . Alors
W 1,10 (Ω) = W
1,1(Ω) ∩ {u = 0, sur ∂Ω}.
Proposition 1.1.11. (ine´galite´ de Poincare´). Soit Ω un domaine borne´ lipschitzien de
RN , et M une semi norme continue sur W 1,1(Ω) qui est une norme sur les constantes.
Alors il existe une constante C > 0 ne de´pendant que de N et de Ω telle que pour tout
u ∈W 1,1(Ω), on ait l’ine´galite´ :
|u|W 1,1 ≤ C(|∇u|1 +M(u)).
Remarque 1.1.1. Soit Γ ⊂ ∂Ω de mesure N − 1 dimensionnelle strictement positive. On
peut choisir dans la proposition pre´ce´dente M(u) =
∫
Γ |u|. En particulier, sur W 1,10 (Ω),
les normes |u|W 1,1 et |∇u|1 sont e´quivalentes.
De´finition 1.1.12. On de´finit l’espace
W (div)(Ω) = {σ ∈ L∞(Ω,RN ), div(σ) ∈ LN (Ω)},
ou`
σ = (σ1, · · · , σN ), div(σ) =
N∑
i=1
∂iσi.
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Proposition 1.1.13. (Formule de Green ge´ne´ralise´e). Soit Ω un ouvert lipschitzien de
RN . Il existe une application line´aire continue de W (div)(Ω) dans L∞(∂Ω) qui a` σ associe
σ · ~n et qui est telle que la formule de Green ge´ne´ralise´e :∫
Ω
σ(x) · ∇U(x)dx+
∫
Ω
U(x)div(σ)(x)dx =
∫
∂Ω
(σ · ~n)u
a lieu pour tout U ∈W 1,1(Ω) et σ ∈W (div)(Ω) (~n de´signe la normale unitaire exte´rieure
a` ∂Ω, et u = γ0(U)).
Cette formule constitue une extension de la formule de Green car lorsque σ ∈ C1(Ω,RN ),
σ · ~n co¨ıncide avec sa de´finition classique.
Pour finir, rappelons ce qui diffe´rentie entre autre l’espace W 1,1 des espaces de Sobolev
Wm,p pour p > 1 :
Proposition 1.1.14. L’espace W 1,1(Ω) n’est pas re´fle´xif.
Ainsi, pour une suite borne´e de W 1,1(Ω), rien ne garantit que l’on puisse extraire une
sous suite faiblement convergente dans W 1,1(Ω). Il s’ave`re que l’adhe´rence faible de W 1,1
est l’espace BV e´tudie´ ci-apre`s.
1.2 L’espace BV (Ω).
1.2.1 Rappels de the´orie de la mesure.
Soit Ω un ouvert de RN , ou` N ≥ 2. On note M(Ω) l’espace des mesures sur Ω, qui est
donc identifiable au dual de l’espace Cc(Ω). On note M1(Ω) l’espace des mesures borne´es
sur Ω. Pour les preuves de cette section, se re´fe´rer a` [19] ou a` [21].
De´finition 1.2.1. On dit qu’une suite de mesures µn ∈ M(Ω) converge vaguement vers
une mesure µ ∈M(Ω) si, quel que soit ϕ ∈ Cc(Ω), on a :
|〈µn − µ, ϕ〉| −→
n→∞ 0.
On e´crira alors µn ⇀
n→∞ µ.
Lemme 1.2.2 (semi continuite´ infe´rieure de la variation totale pour la convergence vague).
Si {µn} est une suite de mesures qui converge vaguement vers µ ∈ M(Ω), alors on a
l’ine´galite´ dans R ∪+∞ : ∫
Ω
|µ| ≤ lim
n→+∞
∫
Ω
|µn|,
ou` la variation totale
∫
Ω |µ| de µ est de´fini par∫
Ω
|µ| := |µ|Ω = sup
ϕ∈Cc(Ω)
0≤ϕ≤1
〈µ, ϕ〉 .
Remarque 1.2.1. Notons que si µn ≥ 0 converge vaguement vers µ on n’a pas ne´cessairement∫
Ω µn →
∫
Ω µ comme le montre l’exemple de la suite sur B(0, 1) de´finie par µn = n(χB(0,1)−
χB(0,1−1/n)), laquelle converge vaguement vers 0 dans B(0, 1), mais dont la variation to-
tale, pour chaque n, est e´gale au volume ωN−1 de la boule unite´ de RN .
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De´finition 1.2.3. On dit qu’une suite de mesures borne´es µn ∈M1(Ω) converge e´troitement
vers µ ∈M1(Ω) si :
∀ϕ ∈ Cb(Ω), |〈µn − µ, ϕ〉| −→
n→∞ 0.
Proposition 1.2.4. Si une suite de mesures µn ∈ M1(Ω) converge vaguement vers µ ∈
M1(Ω), alors on a 1 ⇒ 2. Si de plus µn ≥ 0, alors on a e´galement 2 ⇒ 1 :
1. Pour tout  > 0, il existe un compact K ⊂ Ω telle que pour tout n∫
Ω/K
|µn| ≤ ,
2. µn converge e´troitement vers µ
Lemme 1.2.5. Soit µn ∈ M1(Ω) une suite de mesures positives. Alors µn converge
e´troitement vers µ si et seulement si µn ⇀ µ et
∫
Ω µn →
∫
Ω µ.
La proposition suivante de´coule de la relative compacite´ se´quentielle faible e´toile de la
boule unite´ du dual de l’espace norme´ se´parable Cc(Ω) ([9]).
Proposition 1.2.6. Soit {µn} une suite de mesures borne´es, telle qu’il existe une constante
C > 0 avec
∫
Ω |µn| ≤ C. Alors on peut extraire de {µn} une suite de mesures qui converge
vaguement vers une mesure borne´e.
Rappelons et de´montrons deux lemmes qui nous seront utiles dans les prochaines sec-
tions :
Lemme 1.2.7. Soit µ ∈ M1(Ω). Alors il existe une suite (un)n dans C∞c (Ω), telle que
u±n ⇀ µ±, et ∫
Ω
|un| →
∫
Ω
|µ|.
De´monstration. Soit K un compact tel que
∫
Ω\K |µ| <  et soit ϕ ∈ Cc(Ω), telle que ϕ = 1
sur K, ϕ a` valeur dans [0, 1]. On a donc
∫
Ω(1 − ϕ)|µ| ≤ . Soient e´galement n tel que
1
n < d(supptϕ, ∂Ω), et ρ une fonction positive dans D(RN ), d’inte´grale e´gale a` 1. Soit
ρ 1
n
= nNρ(nx), et un = ρ 1
n
? ϕµ. Alors un est a` support compact dans Ω, et u
±
n converge
vers (ϕµ)± vaguement et meˆme pour n assez grand
∣∣∫ |un| − ∫ ϕ|µ|∣∣ < . On a donc en
choisissant n assez grand
∣∣∫ |un| − ∫ |µ|∣∣ ≤ 2.
Lemme 1.2.8. Soit µn une suite de mesures positives sur un ouvert Ω, telle que µn
converge vaguement vers une mesure positive µ. Alors si Ω′ ⊂⊂ Ω est un ouvert relative-
ment compact tel que
∫
∂Ω′ µ = 0, alors∫
Ω′
µn −→
n→∞
∫
Ω′
µ.
De´monstration. On a par semi continuite´ infe´rieure pour la topologie vague sur l’ouvert
Ω′ : ∫
Ω′
µ ≤ lim
n→∞
∫
Ω′
µn.
9
Par ailleurs en utilisant la de´finition de
∫
K µ pour un compact K ⊂ Ω et une mesure
µ :
µ(K) =
∫
K
µ = inf
ϕ∈Cc(Ω)
ϕ=1 sur K
〈µ, ϕ〉 ,
on obtient la semi continuite´ supe´rieure sur le compact Ω′ :
lim
n→∞
∫
Ω′
µn ≤
∫
Ω′
µ.
Or par hypothe`se
∫
Ω′ µ =
∫
Ω′ µ, donc∫
Ω′
µ ≤ lim
n→∞
∫
Ω′
µn ≤ lim
n→∞
∫
Ω′
µn ≤
∫
Ω′
µ,
d’ou` le re´sultat.
Rappelons les de´finitions suivantes ([21]) :
De´finition 1.2.9. On rappelle que la mesure µ est absolument continue par rapport a` la
mesure ν si l’implication suivante est ve´rifie´e :
∀A ⊂ Ω, ν(A) = 0⇒ µ(A) = 0.
On dit e´galement que µ est de base ν.
De´finition 1.2.10. On rappelle qu’une mesure µ est e´trange`re a` une mesure ν s’il existe
deux parties disjointes A et B de Ω, respectivement localement µ-inte´grable et localement
ν-inte´grable, telles que µ est porte´e par A et ν est porte´e par B. On a alors
µ = µχA, et ν = νχB.
Dans ces conditions, on peut montrer qu’alors A et B peuvent eˆtre choisis universellement
mesurables.
De´finition 1.2.11. On rappelle qu’une mesure µ ≥ 0 est singulie`re si elle est e´trange`re a`
la mesure de Lebesgue.
Proposition 1.2.12. Une mesure µ ≥ 0 est absolument continue par rapport a` une mesure
ν ≥ 0 si et seulement si il existe une fonction g localement ν-inte´grable telle que µ = g · ν.
Proposition 1.2.13. (De´composition de Lebesgue-Radon-Nykodym). Soit µ une mesure
positive. Alors µ se de´compose de manie`re unique de la fac¸on suivante :
µ = µac + µs,
ou` µac est une mesure absolument continue par rapport a` la mesure de Lebesgue, et µs est
une mesure singulie`re.
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1.2.2 L’espace BV (Ω).
Soit Ω un ouvert de RN , N ≥ 1. Rappelons la de´finition de l’espace BV (Ω), et e´nonc¸ons
quelques proprie´te´s. Pour les preuves le lecteur pourra consulter [19], [33].
De´finition 1.2.14. BV (Ω) = {u ∈ L1(Ω),∇u ∈M1(Ω)}.
On peut aussi de´finir BV (Ω) comme l’ensemble des u de L1(Ω) tels que∫
Ω
|∇u| := sup
g∈C1c (Ω,RN ),|g|≤1
(∫
Ω
udiv(g)
)
< +∞.
Remarque 1.2.2. Remarquons que W 1,1(Ω) ⊂ BV (Ω). L’exemple e´le´mentaire d’une
fonction de BV (Ω) qui n’est pas dans W 1,1(Ω) est celui de la fonction caracte´ristique
χB(0,R) d’une boule.
Proposition 1.2.15. On munit BV (Ω) de la norme
|u|BV = |u|1 +
∫
Ω
|∇u|,
ou`
∫
Ω |∇u| de´signe la variation totale de la mesure borne´e ∇u. Muni de cette norme
l’espace BV (Ω) est un espace de Banach.
Remarque 1.2.3. Nombre de proprie´te´s de l’espace BV utilise la densite´ des fonctions
re´gulie`res, pour une topologie plus faible que la topologie de la norme, que nous rappelons
ci dessous. En effet, nous avons vu que l’adhe´rence de l’espace C∞(Ω) pour cette norme
e´tait W 1,1(Ω). Ainsi, pour un e´le´ment u de BV (Ω) donne´, on ne peut pas s’attendre a`
trouver une suite ϕn de C∞(Ω) telle que |ϕn − u|1 → 0, et
∫
Ω |∇(ϕn − u)| → 0. En effet,
si une telle suite existait, alors la suite (∇ϕn)n serait de Cauchy dans l’espace complet
L1(Ω), et donc la limite ∇u serait dans L1(Ω).
De´finition 1.2.16. On dit qu’une suite {un} de BV (Ω) converge faiblement vers u dans
BV (Ω) si un converge vers u dans D′(Ω) et ∇un converge vaguement vers ∇u.
La Proposition 1.2.6 entraine le re´sultat suivant :
Proposition 1.2.17. Soit {un} une suite borne´e dans BV (Ω). Alors on peut extraire de
{un} une sous-suite qui converge faiblement dans BV (Ω).
De´finition 1.2.18. On dit que la suite {un} de BV (Ω) converge e´troitement vers u ∈
BV (Ω) si :
|un − u|1 −→
n→∞ 0, et
∫
Ω
|∇un| −→
n→∞
∫
Ω
|∇u|.
Remarque 1.2.4. Remarquons que la convergence e´troite entraine la convergence faible
dans BV (Ω). La re´ciproque est fausse, comme le montre par exemple pour Ω = B(0, 1) la
boule unite´ de RN
un(x) = n|x|χ|x|≤ 1
n
+ 1χ|x|> 1
n
.
on a
∇un = n x|x|χ|x|≤ 1n ,
un tend faiblement dans BV vers 1 et sont gradient est de variation totale |SN |, mesure
de la sphe`re unite´.
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Proposition 1.2.19. Soit u ∈ BV (Ω). Il existe une suite {un} de C∞(Ω) ∩W 1,1(Ω) qui
converge e´troitement vers u :
1. un converge fortement vers u dans L
1(Ω).
2.
∫
Ω |∇un| −→n→∞
∫
Ω |∇u|.
On peut de plus prouver la proprie´te´ suivante :
3.
∫
Ω |∇un − (∇u)ac| −→n→∞
∫
Ω |(∇u)s|.
Remarque 1.2.5. Nous verrons plus loin d’existence d’une trace sur BV (Ω) lorsque Ω
est lipschitzien. La suite un ainsi construite est aussi telle que un = u sur ∂Ω.
Le re´sultat suivant de´coule du The´ore`me 1.1.7 d’injection de W 1,1 dans LN/(N−1), et
de la proposition de densite´ pre´ce´dente.
The´ore`me 1.2.20. Soit Ω un ouvert lipschitzien de RN . Alors
BV (Ω) ↪→ Lp(Ω), ∀p ≤ N/(N − 1).
De plus, si Ω est borne´, l’injection de BV (Ω) dans Lp(Ω) est compacte pour p < N/(N−1).
The´ore`me 1.2.21. Soit Ω un ouvert borne´ lipschitzien de RN . Il existe une application
line´aire continue et surjective de BV (Ω) sur L1(∂Ω), qui co¨ıncide avec l’application usuelle
de restriction au bord lorsque u ∈ BV (Ω) ∩ C(Ω), ou encore avec l’application trace sur
W 1,1 lorsque u ∈W 1,1(Ω).
Remarque 1.2.6. En utilisant les Propositions 1.1.11 et 1.2.19, on peut montrer un
analogue de l’ine´galite´ de Poincare´ sur BV : Soit Ω un domaine lipschitzien de RN ,
Γ ⊂ ∂Ω de mesure de Lebesgue N − 1 dimensionnelle non nulle. Il existe une constante
C > 0 telle que pour tout u ∈ BV (Ω)
|u|1 +
∫
Ω
|∇u| ≤ C
(∫
Ω
|∇u|+
∫
Γ
|u|
)
.
Pour une preuve de la proposition suivante, le lecteur pourra consulter [19], [33].
Proposition 1.2.22. L’application trace est continue pour la topologie de la convergence
e´troite : si une suite {un} de BV (Ω) converge e´troitement vers u ∈ BV (Ω), alors
|γ0(un)− γ0(u)|L1(∂Ω) −→
n→∞ 0.
Remarque 1.2.7. En revanche, la trace n’est pas continue pour la topologie faible sur
BV . Prenons par exemple
un(x1, x
′) = nx1χ]0,1/n[(x1) + χ[1/n,1[(x1).
Cette suite converge faiblement vers 1 sur BV (]0, 1[N ), alors que sur le bord {x1 = 0},
γ0(un) = 0 ne converge pas vers 1.
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Proposition 1.2.23. Soit Ω+ et Ω− deux ouverts lipschitziens de RN , et soit Σ un ouvert
N − 1 dimensionnel, tel que ∂Ω+ ∩ ∂Ω− = Σ. On pose
Ω = Ω+ ∪ Σ ∪ Ω−,
et conside´rons
u =
{
u1 sur Ω
+
u2 sur Ω
−
1. Si u1 ∈ BV (Ω+), et u2 ∈ BV (Ω−), alors u ∈ BV (Ω).
2. Si u1 ∈W 1,1(Ω+), et u2 ∈W 1,1(Ω−), alors u ∈W 1,1(Ω) si et seulement si γ0(u1) =
γ0(u2), ou` γ0 de´signe la trace sur Σ.
De´monstration. Soit ϕ ∈ D(Ω). La formule de Green nous donne :
〈∇u, ϕ〉 = −
∫
Ω
udivϕ
= −
∫
Ω+
u1divϕ−
∫
Ω−
u2divϕ+
∫
Σ
(u1 − u2)~nϕ.
De sorte que
∇u = ∇u1|Ω+ +∇u2|Ω− + (u1 − u2)δΣ~n,
ce qui prouve que u ∈ BV (Ω), et que pour que u ∈ W 1,1(Ω), il est ne´cessaire d’avoir
u1 ∈W 1,1(Ω+), u2 ∈W 1,1(Ω−), et γ0(u1) = γ0(u2).
E´nonc¸ons une extension de la Proposition 1.1.13 qui est la formule de Green obtenue
par Anzellotti dans [3].
Proposition 1.2.24. Soit Ω un ouvert borne´ lipschitzien de RN , et (u, σ) ∈ BV (Ω) ×
W (div)(Ω). On conside`re la distribution, note´e (∇u · σ), de´finie par :
∀ϕ ∈ D(Ω,R), 〈(∇u · σ), ϕ〉 = −
∫
Ω
udivσ · ϕ−
∫
Ω
u(σ · ∇ϕ).
Alors (∇u · σ) est une mesure borne´e sur Ω, absolument continue par rapport a` |∇u|,
qui co¨ıncide avec la de´finition habituelle de ∇u ·σ lorsque u ∈W 1,1(Ω). Plus pre´cise´ment,
|∇u·σ| ≤ |σ|∞|∇u|. Par ailleurs, la mesure ∇us·σ de´finie par (∇us·σ) = (∇u·σ)−(∇uac·σ)
est une mesure singulie`re qui ve´rifie |(∇us · σ)| ≤ |(∇u)s||σ|∞.
Enfin, on a la formule de Green suivante : Si (u, σ) ∈ BV (Ω) × W (div)(Ω) et si
ϕ ∈ C(Ω) ∩ C1(Ω),
〈(∇u · σ), ϕ〉 = −
∫
Ω
udivσϕ−
∫
Ω
uσ · ∇ϕ+
∫
∂Ω
uσ · ~nϕ.
On e´nonce un re´sultat plus faible que le re´sultat de [33] sur la dimension de Hausdorff
de l’ensemble qui porte la mesure ∇us. Nous n’utiliserons ce re´sultat que dans le chapitre
8, et uniquement pour des points au lieu de N − 2 plans.
Proposition 1.2.25. Soit u ∈ BV (Ω) et Ω un ouvert de RN , N ≥ 2. Alors si H est un
N − 2 plan, ∫H∩Ω |∇u| = ∫H∩Ω |∇us| = 0.
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De´monstration. On peut supposer que H = {xN−1 = xN = 0}. On montre que∫
xN=0
|∇u| =
∫
xN=0
|u+ − u−| (1.1)
ou` u+ et u− de´signent la trace de u de chaque cote´ de xN = 0. Plus pre´cise´ment, u±(x′) =
lim
xN→0,±xN>0
u(x′, xN ). Puisque u+ − u− ∈ L1(RN−1 ∩ Ω), le N − 2 plan H est de mesure
nulle pour cette fonction.
Pour montrer (1.1), soit δ > 0. Puisque la mesure∇u est borne´e, lim
δ→0
∫
Ω∩{xN∈]−δ,0[} |∇u| =
lim
δ→0
∫
Ω∩{xN∈]0,δ[} |∇u| = 0. D’autre part sur Aδ = Ω ∩ {xN ∈] − δ, δ[} on a ∇u =
∇uχ{xN<0} + (u+ − u−)δxN=0 +∇uχ{xN>0}, de sorte qu’en inte´grant sur Aδ,
lim
δ→0
∫
Aδ
|∇u| = lim
δ→0
∫
Ω∩xN∈]−δ,0[
|∇u|+ lim
δ→0
∫
Ω∩xN∈]0,δ[
|∇u|+
∫
Ω∩{xN=0}
|u+ − u−|
=
∫
Ω∩{xN=0}
|u+ − u−|.
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Chapitre 2
L’Espace X(Ω).
2.1 Les espaces de Sobolev anisotropes
Soit Ω un ouvert de RN , et soit ~p = (p1, · · · , pN ) un N -uplet avec pi ≥ 1 pour tout i.
Les de´finitions dans la litte´rature mathe´matique varient suivant le cas ou` Ω est borne´ ou
non. Dans le cas de RN tous les auteurs conside`rent l’espace anisotrope, D1,~p(RN ) comme
l’adhe´rence de D(RN ) pour la norme ∑i |∂iu|pi .
Lorsque Ω est borne´ on de´finit l’espace de Sobolev anisotrope [37], [38], W 1,~p(Ω) comme
l’adhe´rence de C∞(Ω) pour la norme |u|1+
∑
i |∂iu|pi . W 1,~p0 (Ω) est de´fini comme l’adhe´rence
de D(Ω) pour la norme ∑i |∂iu|pi .
Dans un article plus re´cent [34], les auteurs de´finissent deux espaces extreˆmes lorsque
Ω est un ouvert borne´ lipschitzien :
Soit p+ := sup pi, p
− = inf pi. On de´finit
W
~p
(Ω) = {u ∈ Lp+(Ω), ∂iu ∈ Lpi(Ω), i ∈ [1, N ]},
et
W ~p(Ω) = {u ∈ Lp−(Ω), ∂iu ∈ Lpi(Ω), i ∈ [1, N ]}.
Notons tout de suite que le premier espace est de type local alors que le deuxie`me ne
l’est pas ne´cessairement. C’est a` dire, pour u ∈ W ~p(Ω), et ϕ ∈ D(Ω), ϕu ∈ W ~p(Ω). Dans
cette the`se nous adopterons la notation X(Ω) pour le premier de ces espaces, dans le cas
ou` certains des pi sont e´gaux a` 1.
Nous faisons quelques remarques pour faire le lien entre les diffe´rentes de´finitions des
espaces pre´ce´dents.
The´ore`me 2.1.1. Supposons que p− < N . Si Ω est borne´ lipschitzien, W 1,~p(Ω) ↪→
W ~p(Ω) = {u ∈ L
Np−
N−p− , ∂iu ∈ Lpi}.
De´monstration. On montre que W 1,~p(Ω) ↪→W ~p(Ω). Il suffit de montrer que les fonctions
de W 1,~p(Ω) sont dans Lp
−
(Ω). Puisque u ∈ L1(Ω),∇u ∈ Lp−(Ω), on a donc u ∈ W 1,1(Ω)
(car Ω est borne´). Par le The´ore`me de Gagliardo Nirenberg u ∈ L NN−1 (Ω), et par re´currence,
en utilisant pk+1 = inf(p
−, NpkN−pk ) il existe k tel que pk = p
−.
D’autre part on a
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The´ore`me 2.1.2. Supposons que p− < N . Si Ω est borne´ lipschitzien, et si p+ ≤ Np−
N−p− ,
W 1,~p(Ω) = W ~p(Ω).
En d’autres termes les fonctions C∞(Ω) sont denses dans W ~p(Ω).
De´monstration. Soit u ∈ W ~p(Ω). On utilise un recouvrement de Ω par des ouverts Ωi
comme dans la de´finition des ouverts lipschitziens (De´finition 1.1.6).
Il existe un nombre fini d’ouverts borne´s O′i de RN−1, de fonctions ai lipschitziennes
sur O′i et un syste`me de coordonne´es tel que, quitte a` renume´roter ces coordonne´es :
Ωi ∩ Ω ⊂ {(x′, xN ), x′ ∈ O′i, xN < ai(x′)},
Ωi ∩ ∂Ω = {(x′, ai(x′)), x′ ∈ O′i}.
Soit une partition de l’unite´ (ϕi)i, subordonne´e au recouvrement de Ω par les Ωi.
On a puisque p+ ≤ Np−
N−p− , et puisque ϕ0 est a` support dans Ω0 ⊂⊂ Ω, ϕ0u ∈ W 1,~p0 ,
donc est limite de fonctions de D(Ω).
Pour i ≥ 1, ϕiu est de´finie sur l’ouvert Ui := Ωi ∩ Ω. On montre dans [19], exercice
3.9, que c’est un ouvert e´toile´ par rapport a` un point que l’on peut supposer eˆtre 0 car
la translation n’affecte pas les fonctions de W 1,~p (ni les espaces anisotropes en ge´ne´ral).
En outre Uλi ⊂⊂ Ui ⊂⊂ (Ui)
1
λ avec Uλi = {λx, x ∈ Ui} et λ < 1. Soit la fonction de´finie
sur U
1
λ
i pour λ < 1 par uλ(x) = ϕiu(λx). Cette fonction tend vers ϕiu dans l’espace
{u ∈ L1(Ω), ∂iu ∈ Lpi(Ω)}. En re´gularisant avec un parame`tre assez petit  < d(∂Ui, ∂U
1
λ
i )
on obtient une suite (ui) qui appartient a` C∞(Ω) et converge vers ϕiu dans l’espace
{u ∈ L1(Ω), ∂iu ∈ Lpi(Ω)}. On conside`re alors u =
∑
i u
i
 qui converge vers
∑
i ϕiu = u
au sens voulu.
Les auteurs cite´s se sont inte´resse´s aux proprie´te´s de ces espaces, et en particulier aux
injections de Sobolev. Dans [55], on de´finit l’exposant critique par
p∗ :=
N∑N
i=1
1
pi
− 1 , si
N∑
i=1
1
pi
> 1.
On a alors
The´ore`me 2.1.3. Il existe une constante T0 > 0 ne de´pendant que de ~p et de N telle que
T0|u|p∗ ≤ ΠNi=1|∂iu|
1
N
pi , et donc |u|p∗ ≤
1
NT0
N∑
i=1
|∂iu|pi ,
pour tout u ∈ D1,~p(RN ). En particulier,
D1,~p(RN ) ↪→ Lp∗(RN ).
On propose en appendice de ce chapitre une preuve rapide de ce re´sultat, qui est faite
de fac¸on trop ge´ne´rale dans le papier de Troisi, puisqu’il conside`re les Dm,~p avec m un
exposant de de´rivation qui ici est 1.
On de´duit de ce The´ore`me que W 1,~p0 (Ω) ↪→ Lp
?
(Ω), mais pour W 1,~p(Ω) cette proprie´te´
ne se prolonge pas aux ouverts borne´s lipschitziens, comme nous le verrons dans un contre
exemple plus loin dans le contexte de cette the`se (voir aussi [34], [37]).
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Rappelons que pour les espaces de Sobolev homoge`nes , (r = pi = p pour tout i) on
de´duit facilement de l’existence de cette injection sur RN l’existence de la meˆme injection
pour des ouverts qui sont lipschitziens, ce qui peut se faire en montrant l’existence d’un
ope´rateur de prolongement continu qui envoie W 1,p(Ω) dans W 1,p(RN ). Dans le cas non
homoge`ne on voit facilement que des ouverts lipschitziens quelconques, n’ont pas cette
proprie´te´.
Il y a deux limitations pour le prolongement de cette injection :
1) Une limitation ge´ome´trique (l’ouvert doit eˆtre un N rectangle borne´, ou voir [48]
pour des conditions plus ge´ne´rales), voir le contre exemple 2.4.10.
2) Une limitation sur la position de p+ par rapport a` p−.
Le re´sultat le plus pre´cis est [34], [38] :
The´ore`me 2.1.4. Soit R un N− rectangle. Supposons que ~p ve´rifie ∑Ni=1 1pi > 1, et
p1 ≤ p2 ≤ · · · ≤ pN . Alors
1. W
~p
(R) ↪→ Lp?(R).
2. Si p+ ≤ p?, W 1,~p(R),W ~p(R) ↪→ Lp?(R).
3. Si p+ > p?, on pose
q = min
1≤k≤N
(
k
max{0,∑k1 1pi − 1}
)
.
Alors W 1,~p(R) ↪→ Lq(R), et W ~p(R) ↪→ Lk(R) pour tout k < q.
Nous nous inte´ressons dans cette the`se plus particulie`rement a` l’espace W
~p
(Ω), lorsque
les N1 premiers exposants sont 1, que nous noterons par la suite X(Ω). Dans [25] on montre
l’existence de fonctions extre´males pour l’injection de D1,~p(RN ) dans Lp? , lorsque tous les
pi > 1 et que p
+ < p? . Dans [56] on donne des proprie´te´s fines de ces fonctions extre´males
et on s’interesse aux cas p+ > p?.
Dans le chapitre 8 on montre l’existence de fonctions extre´males dans BV ~p(RN ),
adhe´rence faible de D1,~p(RN ), et on donne l’EDP ve´rifie´e par les fonctions extre´males.
2.2 De´finition, premie`res proprie´te´s.
Nous e´tudions dans la suite un cas particulier d’espace de Sobolev anisotrope et plus
particulie`rement le cas ou` certains pi sont e´gaux a` 1. Soient N,N1 ∈ N, tels que N ≥ 2,
et 1 ≤ N1 < N . On conside`re un ouvert Ω de RN , lipschitzien. Soit e´galement
~p = (p1, · · · , pN ), pi = 1 pour 1 ≤ i ≤ N1, et pi > 1 pour N1 + 1 ≤ i ≤ N.
Soit ∇1u le N1 vecteur (∂1u, · · · , ∂N1u), et soit |∇1u| = (
∑N1
i=1 |∂iu|2)
1
2 sa norme eucli-
dienne, on notera par abus ∇u = (∇1u, ∂N1+1u, · · · , ∂Nu). On rappelle que p+ := sup{pi},
et
p? =
N∑N
i=1
1
pi
− 1 .
De´finition 2.2.1. On de´finit l’espace :
X(Ω) = {u ∈ Lp+(Ω); ∂iu ∈ Lpi(Ω), 1 ≤ i ≤ N}.
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L’espace X(Ω) correspond donc au cas particulier de W
~p
(Ω) lorsque ~p est tel que pi = 1
pour tout i ≤ N1, et pi > 1 pour i > N1.
Proposition 2.2.2. Muni de la norme
|u|X = |u|p+ + |∇1u|1 +
N∑
i=N1+1
|∂iu|pi ,
ou` |.|p de´signe la norme de Lp(Ω), l’espace X(Ω) est un espace de Banach.
De´monstration. Soit (un)n une suite de Cauchy dans X(Ω). Alors (un)n est une suite
de Cauchy dans Lp
+
(Ω), (∇1un)n est une suite de Cauchy dans L1(Ω), et pour tout
N1 + 1 ≤ i ≤ N , (∂iun)n est une suite de Cauchy dans Lpi(Ω). Il existe donc u ∈ Lp+(Ω),
v ∈ L1(Ω,RN1), et vi ∈ Lpi(Ω) tel que un converge fortement vers u dans Lp+(Ω), ∇1un
converge fortement vers v dans L1(Ω,RN1) et ∂iun converge fortement vers vi dans Lpi(Ω).
Par ailleurs, un converge vers u dans D′(Ω), donc ∇1un converge vers ∇1u, et ∂iun
converge vers ∂iu dans D′(Ω) pour tout i. Par conse´quent, v = ∇1u, vi = ∂iu, et u ∈ X(Ω).
Enfin,
|un − u|X = |un − u|p+ + |∇1(un − u)|1 +
N∑
i=N1+1
|∂i(un − u)|pi −→n→∞ 0,
donc un converge vers u dans X(Ω).
Proposition 2.2.3. Si u ∈ X(Ω), et ϕ ∈W 1,∞(Ω), uϕ ∈ X(Ω). En particulier X(Ω) est
de type local, c’est a` dire que pour u ∈ X(Ω), et ϕ ∈ D(Ω), ϕu ∈ X(Ω).
De´monstration. C’est une conse´quence de pi ≤ p+ pour tout 1 ≤ i ≤ N .
Remarque 2.2.1. Par e´quivalence des normes dans RN1 :
||x||1 =
N1∑
i=1
|xi|, et ||x||2 =
(
N1∑
i=1
x2i
) 1
2
,
la norme
|u| = |u|p+ +
N∑
i=1
|∂iu|pi = |u|p+ +
N∑
i=1
|∂iu|1 +
N∑
i=N1+1
|∂iu|pi ,
est e´quivalente a` |u|X .
Proposition 2.2.4. Pour la norme | · |X , C∞(Ω)∩X(Ω) est dense dans X(Ω). On a aussi
D(Ω) dense dans Xc(Ω), ou` Xc(Ω) de´signe les fonctions de X(Ω) a` support compact.
Remarque 2.2.2. Cette proposition n’utilise pas le caracte`re lipschitzien de Ω, elle est
valable dans n’importe quel ouvert.
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De´monstration. On utilise un proce´de´ employe´ dans [33], [19], [54].
Soit u ∈ X(Ω), et soit {Ωj}j∈N∗ un recouvrement ouvert de Ω, de´fini par :
Ωj = {x ∈ Ω; |x| ≤ jC1, et d(x, ∂Ω) > C2/(j + 1)},
les constantes C1 et C2 e´tant choisies pour que Ω2 6= ∅. Cette suite d’ouverts borne´s est
croissante et recouvre Ω. En posant alors Ω0 = Ω−1 = ∅, on de´finit une autre suite {Aj}j
d’ouverts telle que
Aj = Ωj+2\Ωj−1, pour tout j > 1,
avec A0 = Ω2, et A1 = Ω3.
Cette famille constitue encore un recouvrement ouvert de Ω, et on remarque que si
|j − j′| ≥ 3, alors Aj ∩ Aj′ = ∅. Soit alors (ψj)j une partition de l’unite´ subordonne´e au
recouvrement de Ω par les {Aj}j :
ψj ∈ C∞0 (Aj),
∞∑
j=0
ψj = 1, 0 ≤ ψj ≤ 1 pour tout j.
Soit e´galement ρ ∈ D(B(0, 1)), tel que ∫B(0,1) ρ = 1. On pose ρ(x) = −Nρ(x ) pour  > 0.
Soit maintenant δ > 0, et (ηj)j une suite de´croissante de re´els positifs tendant vers 0
telle que :
Aj +B(0, ηj) ⊂ Aj−1 ∪Aj ∪Aj+1, pour j ≥ 2,
et telle que
1.
∣∣ρηj ∗ (ψju)− (ψju)∣∣p+ < δ2−1−j ,
2.
∣∣ρηj ∗ ∂i(ψju)− ∂i(ψju)∣∣pi < δ2−1−j , pour tout 1 ≤ i ≤ N ,
la premie`re ine´galite´ e´tant justifie´e par le fait que ψju ∈ Lp+(Ω), et la deuxie`me par le
fait que ∂i(ψju) = ψj∂iu+ u∂iψj ∈ Lpi(Ω).
On pose alors
uδ =
∞∑
j=0
ρηj ∗ (ψju).
On obtient ainsi une fonction de classe C∞ sur Ω. En effet, cette se´rie dont le terme ge´ne´ral
est une fonction de classe C∞ est finie sur tout compact K de Ω, car il existe j0 assez
grand pour que Aj−1∩K = ∅ pour j > j0, d’ou` la nullite´ des termes d’indices > j0 puisque
leurs supports sont inclus dans Aj−1 ∪Aj ∪Aj+1.
En utilisant le fait que u =
∑∞
j=0 ψju, on a
(
∫
Ω
|uδ − u|p+)
1
p+ ≤
∞∑
j=0
∣∣ρηj ∗ (ψju)− (ψju)∣∣p+ ≤ ∞∑
0
δ2−1−j = δ,
et en particulier uδ ∈ Lp+(Ω). Par ailleurs, comme
∑∞
0 ∂i(ψj)u = u∂i(
∑∞
0 ψj) = 0 pour
tout 1 ≤ i ≤ N , on a
∂iu =
∞∑
j=0
ψj∂iu =
∞∑
j=0
∂i(ψju),
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et donc(∫
Ω
|∂iuδ − ∂iu|pi
)1/pi
= |
∞∑
0
ρηj ∗ ∂i(ψju)− ∂i(ψju)|pi ≤
∞∑
0
δ2−j−1 = δ,
en particulier ∂iuδ ∈ Lpi(Ω), et uδ ainsi construite ve´rifie
|uδ − u|p+ +
N∑
i=1
|∂i(uδ − u)|pi −→
δ→0
0,
et compte tenu de l’e´quivalence des normes de la remarque pre´ce´dente :
|uδ − u|X −→
δ→0
0.
Pour la variante, notons que si le support de u est compact on peut trouver un recou-
vrement fini de ce support parmi les Ωj . Les ψj sont alors en nombre fini et la fonction uδ
est dans D(Ω).
Remarque 2.2.3. Lorsque Ω est borne´, on a X(Ω) ↪→ W 1,1(Ω), ce qui entraine d’apre`s
la Proposition 1.1.8 si Ω est borne´ lipschitzien, la compacite´ de l’injection de X(Ω) dans
Lp(Ω) pour tout 1 ≤ p < sup(p+, NN−1). Nous verrons plus loin que si Ω a une structure
ge´ome´trique simple on a une injection dans Lp
∗
(Ω), avec p∗ > NN−1 de`s que l’un des pi > 1,
et donc aussi une injection compacte dans Lq pour q < p∗.
Par ailleurs, la Proposition 1.1.9 assure l’existence d’une trace sur le bord de Ω lorsque
Ω est de classe C1 pour les e´le´ments de X(Ω), et cette trace est dans L1(∂Ω). On verra
aussi plus loin que dans le cas des ouverts rectangles, sur les parties du bord qui sont dans
l’hyperplan e⊥i avec i ∈ [N1 + 1, N ], la trace est dans Lq avec q > 1 que l’on pre´cisera.
Pour Γ une partie du bord de mesure N − 1 dimensionnelle |Γ| 6= 0, on pose
XΓ(Ω) = X(Ω) ∩ {u = 0 sur Γ}.
On rappelle qu’une conse´quence de l’ine´galite´ de Poincare´ sur W 1,1 donne
The´ore`me 2.2.5. Soit Ω un domaine borne´ Lipschitzien. Il existe une constante C > 0,
telles que pour tout u ∈ XΓ(Ω),
|u| N
N−1
≤ C ′
|∇1u|1 + N∑
N1+1
|∂iu|pi
 .
De´monstration. Il suffit d’utiliser l’ine´galite´ de Poincare´ sur W 1,1(Ω) et d’utiliser |∂iu|1 ≤
C|∂iu|pi .
Remarque 2.2.4. Le The´ore`me pre´ce´dent permet de montrer que si p+ ≤ NN−1 la norme
|u| := |∇1u|1 +
∑
i>N1
|∂iu|i est une norme e´quivalente a` |u|X sur XΓ(Ω).
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2.3 Le cas de RN
De´finition 2.3.1. On introduit l’espace D1,~p(RN ) comme l’adhe´rence des fonctions de
D(RN ) pour la norme ∑Ni=1 |∂iu|pi .
The´ore`me 2.3.2. D(RN ) est dense dans X(RN ), et donc X(RN ) ↪→ D1,~p(RN ). Ces deux
espaces ne sont pas e´gaux si p+ < p?.
Nous prouvons en fait un re´sultat plus ge´ne´ral d’appartenance a` D1,~p(RN ).
The´ore`me 2.3.3. Si p+ < p?, et u ∈ Lk(RN ), pour p+ ≤ k ≤ p∗, et si ∂iu ∈ Lpi(RN )
pour 1 ≤ i ≤ N , alors u ∈ D1,~p(RN ).
Remarque 2.3.1. L’hypothe`se p+ < p? ne sert que pour la troncature, en d’autres termes
si p+ = p? et si u est dans Xc(RN ) elle appartient bien suˆr a` D1,~p(RN ).
De´monstration. Soient pour 1 ≤ i ≤ N des re´els positifs αi de´finis par :
αi =
k
pi
− 1 si k > p+,
et si k = p+ :
αi =
{
p+
pi
− 1 si pi 6= p+
 si pi = p
+
,
ou`  > 0 est choisi suffisamment petit pour que
N2 ≤ N − p
+
p∗
N,
avec N2 = |{i, pi = p+}| (rappelons que p+ < p∗). Soit maintenant ϕ ∈ D(] − 2, 2[),
ϕ = 1 sur [−1, 1]. On de´finit
un(x) = Π
N
i=1ϕ(
xi
nαi
)u(x).
On pose Cn = Π
N
i=1[−2nαi , 2nαi ], et on remarque que |Cn| = 4Nn
∑N
i=1 αi .
Nous allons montrer que ∂iun → ∂iu dans Lpi(RN ) pour tout 1 ≤ i ≤ N .
Remarquons que comme
∂iun(x) = u(x)∂i
(
ΠNj=1ϕ(
xj
nαj
)
)
+ ΠNj=1ϕ(
xj
nαj
)∂iu(x),
et que
∫
RN
∣∣∣ΠNj=1ϕ( xjnαj )∂iu(x)− ∂iu(x)∣∣∣pi dx =
∫
RN
|∂iu(x)|pi
∣∣∣ΠNj=1ϕ( xjnαj )− 1∣∣∣pi →n→∞ 0,
par de´finition de ϕ, il suffit de montrer que u∂i
(
ΠNj=1ϕ(
xj
nαj
)
)
→ 0 in Lpi(RN ). On a par
l’ine´galite´ de Ho¨lder∫
RN
|u∂i
(
ΠNj=1ϕ(
xj
nαj
)
)
|pi ≤ c
nαipi
(
∫
nαi≤|xi|≤2nαi
|u|k) pik |Cn|1−
pi
k
≤ c′n−αipi+(1− pik )
∑N
j=1 αjo(1)
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car u ∈ Lk(RN ) entraine que ∫nαi≤|xi|≤2nαi |u|k →n→∞ 0. Ainsi, on obtient le re´sultat lorsque
pour tout 1 ≤ i ≤ N :
αipi ≥ (1− pi
k
)
N∑
j=1
αj . (2.1)
Montrons cette ine´galite´, tout d’abord lorsque k > p+.
Remarquons que l’on a
N∑
j=1
1
pj
=
N
p∗
+ 1,
donc
∑N
j=1 αj = k
∑N
j=1
1
pj
−N = k Np∗ + k −N, et (2.1) est e´quivalent a`
N ≥ kN
p∗
,
ine´galite´ qui est ve´rifie´e puisque k ≤ p∗.
Montrons maintenant (2.1) lorsque k = p+. On a
∑
pj 6=p+
1
pj
=
N∑
j=1
1
pj
− N2
p+
=
N
p∗
+ 1− N2
p+
,
et donc
N∑
j=1
αj = N2+
∑
pj 6=p+
(
p+
pj
− 1)
= N2+ p
+
∑
pj 6=p+
1
pj
− (N −N2)
= N2+
p+
p∗
N + p+ −N.
Maintenant, lorsque pi = p
+, la condition (2.1) e´quivaut a` p+ ≥ 0, ine´galite´ qui est
toujours satisfaite. Enfin, lorsque pi < p
+, (2.1) e´quivaut a`
p+ − pi ≥ p
+ − pi
p+
N∑
j=1
αj ,
ou encore
N2 ≤ N − p
+
p∗
N,
ine´galite´ ve´rifie´e par de´finition de .
Ainsi, un ∈ X(RN ) converge vers u fortement dans X(RN ) et est a` support dans
Cn = Π
N
i=1[−2nαi , 2nαi ].
Pour finir, il suffit de re´gulariser. Soit ρ ∈ D(RN ) une fonction re´gularisante. On
conside`re ρn(x) = n
Nρ(nx). Alors la suite (ρn ∗un)n est dans D(RN ), et converge toujours
vers u dans X(RN ).
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Remarque 2.3.2. Remarquons que l’espace D1,~p(RN ) est strictement plus grand que
X(RN ) comme l’illustre l’exemple suivant en dimension 2, avec p1 = 1, p2 = 2 et donc
p∗ = 4 :
f(x, y) =
1
(1 + x2 + y2)
1
2
,
fonction qui n’appartient pas a` L2(R2) (et donc n’est pas dans X(R2)), mais appartient a`
D1,~p(R2), par le The´ore`me pre´ce´dent.
E´nonc¸ons maintenant le The´ore`me d’injection dans RN . Pour une preuve, le lecteur
pourra consulter [55], ou l’appendice de ce chapitre.
The´ore`me 2.3.4. Il existe une constante T0 > 0 ne de´pendant que de ~p et de N telle que
T0|u|p∗ ≤ ΠNi=1|∂iu|
1
N
pi , et |u|p∗ ≤
1
NT0
N∑
i=1
|∂iu|pi ,
pour tout u ∈ D1,~p(RN ). En particulier,
D1,~p(RN ) ↪→ Lp∗(RN ).
Remarque 2.3.3. On montre dans l’appendice de ce chapitre que D1,~p(RN ) s’injecte dans
Lq(RN ) uniquement pour q = p∗.
Corollaire 2.3.5. Si p+ ≤ p?,
X(RN ) ↪→ Lp∗(RN ).
De´monstration. Si p+ = p? il n’ y a rien a` montrer, sinon p+ < p? et on utilise le The´ore`me
2.3.3 avec k = p+ et le The´ore`me 2.3.4.
2.4 Le cas des N rectangles
On suppose dans cette section que Ω est un ouvert ”N -rectangle” borne´ de RN , en
d’autre termes il existe des αi, βi tels que Ω = Π
N
1 ]αi, βi[. En particulier Ω est lipschitzien.
En composant avec une application affine conservant les axes on peut supposer que Ω =
]0, 1[N . On peut envisager des ouverts plus ge´ne´raux lorsque certains pi sont e´gaux entre
eux, en particulier ce que l’on fera ici sera prolongeable au cas ou` Ω = Ω1 × ΠNN1+1]0, 1[,
avec Ω1 un ouvert lipschitzien de RN1 .
On notera Ω1 = Π
N1
1 ]0, 1[, Ω2 = Π
N
N1+1
]0, 1[, et on introduit les notations des bords
”horizontaux”
∂Ωh = Ω1 × ∂Ω2
et ”verticaux”
∂Ωv = ∂Ω1 × Ω2.
On notera pour i ≥ 1
∂Ωi = (Πi−11 ]0, 1[×{0} ×ΠNi+1]0, 1[) ∪ (Πi−11 ]0, 1[×{1} ×ΠNi+1]0, 1[)
de sorte que
∂Ωv = ∪N1i=1∂Ωi, ∂Ωh = ∪Ni=N1+1∂Ωi.
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Remarque 2.4.1. On a bien suˆr ∂Ω = ∂Ωv ∪ ∂Ωh ∪H ou` Hest une re´union de sections
de N − 2 plans.
Notons que l’on sait de´ja` que la trace d’un e´le´ment de X(Ω) existe dans L1(∂Ω) car
comme Ω est borne´ X(Ω) s’injecte dans W 1,1(Ω). On de´finit alors
Xh(Ω) = X(Ω) ∩ {u = 0 sur ∂Ωh},
et
Xv(Ω) = X(Ω) ∩ {u = 0 sur ∂Ωv}.
Proposition 2.4.1. L’ application trace γ0 envoie X(Ω) dans L
pi(∂Ωi). Elle est bien suˆr
line´aire, continue, et co¨ıncide avec la restriction de u sur ∂Ωi lorsque u est continue sur
Ω.
De´monstration. Faisons la preuve pour la trace sur le bord (Πi−11 ]0, 1[×{0} × ΠNi+1]0, 1[).
Le cas de (Πi−11 ]0, 1[×{1} × ΠNi+1]0, 1[) se traite de fac¸on similaire. Il s’agit de montrer
qu’elle appartient en fait a` Lpi(∂Ωi) (pour tout N1 + 1 ≤ i ≤ N).
Pour x = (x1, · · · , xN ) ∈ Ω, on notera x′i le N − 1 vecteur
x′i = (x1, · · · , xi−1, xi+1, · · · , xN ),
et on utilisera la notation abusive pour x = (x1, · · · , xi−1, xi, xi+1, · · · , xN ).
Soit u ∈ X(Ω), et 1 ≤ i ≤ N . On pose pour x′i ∈ ∂Ωi0, un(x′i) = u(x′i, 1n). On a pour
tous n > m,
un(x
′
i)− um(x′i) = −
∫ 1
m
1
n
∂iu(x
′
i, t)dt,
et donc par l’ine´galite´ de Ho¨lder :
|un(x′i)− um(x′i)| =
∣∣∣∣∣
∫ 1
m
1
n
∂iu(x
′
i, t)dt
∣∣∣∣∣ ≤
(
1
m
− 1
n
)1− 1
pi
(∫ 1
m
1
n
∣∣∂iu(x′i, t)∣∣pi dt
) 1
pi
.
En inte´grant selon la variable x′i, on obtient∫
∂Ωi
|un(x′i)− um(x′i)|pidx′i ≤
(
1
m
− 1
n
)pi−1 ∫
∂Ωi
∫ 1/n
1/m
|∂iu(x′i, t)|pidx′idt,
et donc |un−um|Lpi (∂Ωi) −→
n,m→∞ 0 (rappelons que pi > 1 pour i > N1, et que ∂iu ∈ L
pi
pour tout 1 ≤ i ≤ N). La suite un est donc de Cauchy dans l’espace complet Lpi(∂Ωi),
et donc converge dans Lpi(∂Ωi). Par ailleurs on sait que un converge dans L
1(∂Ωi) vers
γ0(u), la trace de u. Ainsi γ0(u) ∈ Lpi(∂Ωi).
Par ailleurs, si u ∈ C(Ω), alors cette trace correspond a` l’usuelle valeur au bord. En
effet, on a alors au sens de la convergence uniforme
lim
n→∞u(x
′
i,
1
n
) = u(x′i, 0),
et compte tenu de l’injection de C(∂Ωi) dans Lpi(∂Ωi),(∫
∂Ωi
|u(x′i,
1
n
)− u(x′i, 0)|pi
) 1
pi −→
n→∞ 0.
24
Remarque 2.4.2. Nous verrons plus loin qu’en fait cette trace est meˆme dans L
1+p∗(1− 1
pi
)
(∂Ωi)
(voir aussi [48]). Elle est sans doute dans un espace plus petit. Caracte´riser cet espace est
a` notre connaissance pour le moment un proble`me ouvert.
En ce qui concerne la trace sur ∂Ωv, il s’ave`re que l’espace de trace n’est pas plus petit
que L1(∂Ωv) comme le montre la proposition suivante.
Proposition 2.4.2. Pour i ≤ N1, Il existe une constante c > 0 telle que pour tout
u ∈ L1(∂Ωi) il existe U ∈ X(Ω) tel que U(x′i, 0) = u(x′i), pour tout x′i ∈]0, 1[N−1, et
|U |X(Ω) ≤ c|u|L1(∂Ωi).
De´monstration. On montre le re´sultat sur la partie du bord {0}×]0, 1[N−1, les autres cas
se de´montrent de manie`re similaire.
Soit u ∈ L1(]0, 1[N−1), et soit φn ∈ C1c (]0, 1[N−1) qui converge vers u dans L1(]0, 1[N−1).
On peut supposer que
∑
n |φn+1 − φn|1 < +∞. Soit (αn)n une suite de re´els telle que
αn ≤ 2
−n
1 +
∑N−1
j=1 (|∂jφn|pj + |∂jφn+1|pj )
. (2.2)
Soit e´galement t0 =
∑
n αn, et tn = tn−1 − αn. En fait, on peut choisir α0 tel que
t0 = 1.
Soit la fonction v de´finie pour λ ∈]0, 1[, et pour y ∈]0, 1[N−1 par :
v(λtn + (1− λ)tn+1, y) = λφn(y) + (1− λ)φn+1(y).
Alors v est de´finie sur ]0, 1[N car tout x1 ∈]0, 1[ s’e´crit sous la forme λtn + (1 − λ)tn+1
pour un certain n ∈ N, et λ ∈ [0, 1]. Montrons que v(0, y) = lim
t→0
v(t, y) = u(y). En effet, il
suffit de ve´rifier que
lim
t→0
∫
]0,1[N−1
|v(t, y)− u(y)|dy = 0.
Soient donc  > 0 et P ∈ N assez grand pour que pour tout n > P ∫ |φn(y)−u(y)|dy <
, soit t < tP , alors il existe existe n ≥ P tel que tn+1 < t < tn et donc, v e´tant line´aire
par morceaux :∫
]0,1[N−1
|v(t, y)−u(y)|dy ≤ sup{
∫
]0,1[N−1
|v(tn+1, y)−u(y)|dy,
∫
]0,1[N−1
|v(tn, y)−u(y)|dy} ≤ ,
d’ou` le re´sultat.
On a par ailleurs, pour t ∈]tn+1, tn[, en e´crivant t = λtn + (1− λ)tn+1 :
∂v
∂t
=
∂v
∂λ
· ∂λ
∂t
=
φn − φn+1
tn − tn+1 ,
d’ou` ∫
Ω
|∂1v| =
∑
p
∫ tn
tn+1
|φn − φn+1|1
tn − tn+1 =
∑
p
|φn+1 − φn|1 < +∞.
D’autre part pour 2 ≤ i ≤ N ,
∂iv = λ∂i−1φn(y) + (1− λ)∂i−1φn+1(y),
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de sorte que, par (2.2), et comme tn−1 − tn = αn,
|∂iv|pi ≤
∑
n
(tn−1 − tn)(|∂i−1φn|pi + |∂i−1φn+1|pi) ≤
∑
n
2−n < +∞,
d’ou` v ∈ X(]0, 1[N ).
Enfin, l’application trace e´tant continue et surjective deX(Ω) dans L1(∂Ωv), le The´ore`me
de l’image ouverte (voir par exemple [9]) donne l’existence d’une constante c > 0 telle que
pour tout u ∈ L1(∂Ωv) :
|U |X(Ω) ≤ c|u|L1(∂Ωv),
ou` U de´signe un rele`vement de u.
The´ore`me 2.4.3. On suppose toujours Ω =]0, 1[N . Soit u ∈ X(Ω) tel que u = 0 sur ∂Ω.
Alors il existe une suite φn ∈ D(Ω) telle que φn converge vers u dans X(Ω).
De´monstration. Soit un tel u. Prolongeons u a` RN :
u˜ =
{
u sur Ω
0 sur RN\Ω
Montrons tout d’abord que u˜ ∈ X(RN ). Clairement, u˜ ∈ Lp+(RN ). Ensuite, pour ψ ∈
D(RN ), on e´crit pour tout 1 ≤ i ≤ N , par de´finition de la de´rivation au sens des distribu-
tions, puis par la formule de Green Ge´ne´ralise´e, u e´tant nulle sur ∂Ω :∫
RN
∂iu˜ ψ = −
∫
RN
u˜ ∂iψ
= −
∫
Ω
u ∂iψ
=
∫
Ω
∂iu ψ,
et donc ∂iu˜ = ∂iuχΩ ∈ Lpi(RN ), et u˜ ∈ X(RN ).
On pose pour λ > 1, avec xo = (
1
2 , · · · , 12) ∈ RN :
uλ(x) = u˜ (xo + λ(x− xo)) .
Par ce qui pre´ce`de, pour tout λ > 1, et comme une dilatation ou une contraction conserve
les espaces anisotropes, uλ ∈ X(RN ). D’autre part, uλ est a` support dans ]λ−12λ , λ+12λ [N ,
donc inclus strictement dans ]0, 1[N lorsque λ > 1. Rappelons le lemme suivant dont la
de´monstration est reporte´e a` la fin de la preuve :
Lemme 2.4.4. Si u ∈ Lp(RN ), ou` p ≥ 1 et N ∈ N, N ≥ 1, et si on pose τλu(x) =
u(12 + λ(x− 12)), alors
|τλu− u|Lp(RN ) −→
λ→1
0.
Le lemme implique que uλ converge vers u dans L
p+(Ω) lorsque λ → 1. De meˆme,
comme pour 1 ≤ i ≤ N
∂iuλ(x) = λ∂iu˜
(
1
2
+ λ(x− 1
2
)
)
,
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le lemme pre´ce´dent entraine e´galement que ∂iuλ converge fortement vers ∂iu dans L
pi(Ω).
Il suffit pour conclure de re´gulariser en conside´rant la suite
vλ = uλ ∗ ρνλ ,
ou` ρνλ est une suite re´gularisante, et ou` νλ est choisie telle que supp(uλ)+B(0, νλ) ⊂]0, 1[N,
ou` B(0, νλ) de´signe une boule de RN de rayon νλ. Alors vλ ∈ D(Ω), et converge vers u
dans X(Ω).
De´monstration du lemme 2.4.4 : Soit u ∈ Lp(RN ), et par densite´ soit φ ∈ Cc(RN ) telle
que |φ − u|Lp(RN ) ≤ 3 . Or φ e´tant continue a` support compact, elle est uniforme´ment
continue, donc pour λ suffisamment proche de 1, on a e´galement,
|φ(1
2
+ λ(x− 1
2
))− φ(x)| ≤ 
3|suppφ| 1p
,
et donc
|τλφ− φ|Lp(RN ) ≤

3
.
Le re´sultat de´coule alors de l’ine´galite´
|τλu− u|Lp(RN ) ≤ |τλu− τλφ|Lp(RN ) + |τλφ− φ|Lp(RN ) + |φ− u|Lp(RN ) ≤ .
Pour e´tendre les re´sultats d’injection sur RN a` l’ouvert Ω =]0, 1[N , on utilise la propo-
sition suivante :
Proposition 2.4.5. Soit Ω un N rectangle.
Il existe un ope´rateur de prolongement :
E :
X(Ω) −→ Xc(RN )
u 7−→ Eu , tel que
1. |Eu|X(RN ) ≤ C|u|X(Ω),
2. Eu|Ω = u|Ω.
ou` Xc(RN ) de´signe les fonctions de X(RN ) a` support compact.
De´monstration. Pour u ∈ X(Ω), ou` Ω =]0, 1[N , on commence par prolonger u par re´flexion
sur ]− 1, 2[×]0, 1[N−1 de la fac¸on suivante (y ∈]0, 1[N−1) :
u˜(x, y) =

u(−x, y) si x ∈ ]− 1, 0[
u(x, y) si x ∈ ]0, 1[
u(2− x, y) si x ∈ ]1, 2[
Un simple changement de variables permet de voir que u˜ ∈ Lp+(]− 1, 2[×]0, 1[N−1). On a
de plus pour φ ∈ D(]− 1, 2[×]0, 1[N−1) :
27
∫
]−1,2[×]0,1[N−1
(∂1u˜)φ = −
∫ 2
−1
∫
]0,1[N−1
u˜(x, y)∂1φ(x, y)dxdy
= −
∫
]0,1[N−1
dy
(∫ 0
−1
u(−x, y)∂1φdx+
∫ 1
0
u(x, y)∂1φ(x, y)dx
+
∫ 2
1
u(2− x, y)∂1φ(x, y)dx
)
= −
∫
]0,1[N−1
dy
(∫ 1
0
u(x, y)∂1φ(−x, y)dx+
∫ 1
0
u(x, y)∂1φ(x, y)dx
+
∫ 1
0
u(x, y)∂1φ(2− x, y)dx
)
,
et par la formule de Green ge´ne´ralise´e,
∫
]−1,2[×]0,1[N−1
(∂1u˜)φ = −
∫
]0,1[N−1
dy
(
−
∫ 1
0
∂1u(x, y)(−φ)(−x, y)dx+ u(0, y)φ(0, y)
−
∫ 1
0
∂1u(x, y)φ(x, y)dx+ u(1, y)φ(1, y)− u(0, y)φ(0, y)
−
∫ 1
0
∂1u(x, y)(−φ)(2− x, y)dx− u(1, y)φ(1, y)
)
,
et donc
∫
]−1,2[×]0,1[N−1
(∂1u˜)φ =
∫
]0,1[N
∂1u(x, y) (φ(x, y)− φ(−x, y)− φ(2− x, y)) dxdy
= −
∫
]−1,0[×]0,1[N−1
∂1u(−x, y)φ(x, y)dxdy +
∫
]0,1[N
∂1uφ
−
∫
]1,2[×]0,1[N−1
∂1u(2− x, y)φ(x, y)dxdy.
Ainsi,
∂1u˜(x, y) =

−∂1u(−x, y) si − 1 < x < 0
∂1u(x, y) si 0 < x < 1
−∂1u(2− x, y) si 1 < x < 2
Un calcul similaire permet de calculer ∂iu˜ pour 2 ≤ i ≤ N . Il n’y aura cependant pas de
termes de bord dans le calcul, car φ ∈ D(]− 1, 2[×]0, 1[N−1). On trouve :
∂iu˜(x, y) =

∂iu(−x, y) si − 1 < x < 0
∂iu(x, y) si 0 < x < 1
∂iu(2− x, y) si 1 < x < 2
Les calculs pre´ce´dents entrainent que u˜ ∈ X(]−1, 2[×]0, 1[N−1). En ite´rant ce proce´de´, c’est
a` dire en remplac¸ant la variable x1 par la variable x2, puis xN , on prolonge a` ]− 1, 2[×]−
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1, 2[×]0, 1[N−2 puis finalement a` ]− 1, 2[N , on obtient un prolongement u˜ ∈ X(]− 1, 2[N )
de u.
Par ailleurs, on remarque que par construction on a
|∂iu˜|Lpi (]−1,2[N ) = 3N |∂iu|Lpi (]0,1[N ).
Soit maintenant φ ∈ D(]− 1, 2[N ), telle que φ = 1 sur ]0, 1[N . Alors φu˜ ∈ X(]− 1, 2[N )
car X est de type local. On prolonge e´galement φu˜ par 0 hors de ] − 1, 2[N . La fonction
obtenue est un e´le´ment de Xc(RN ). Par ailleurs, φu˜ = u sur ]0, 1[N par de´finition de φ.
En remarquant que les normes |u|p++
∑N
i=1 |∂iu|pi et |u|X := |u|p++|∇1u|1+
∑
i>N1
|∂iu|pi
sont e´quivalentes sur RN comme sur Ω, et par ce qui pre´ce`de, on peut trouver une constante
positive C telle que
|φu˜|X(RN ) ≤ C|u|X(]0,1[N ),
ou` la constante C de´pend de |φ|∞, et de |∂iφ|∞ pour 1 ≤ i ≤ N .
Remarque 2.4.3. A` l’inverse des espaces de Sobolev isotropes, la proposition pre´ce´dente
n’est a` priori pas valable pour un ouvert lipschitzien quelconque. Elle est tout de meˆme
valable pour un ouvert de la forme Ω = Ω1×ΠNi=N1+1]ai, bi[, avec Ω1 un ouvert lipschitzien
de RN1, en utilisant un prolongement de W 1,1(Ω1) dans W 1,1(RN1).
Corollaire 2.4.6. Soit Ω un N rectangle. D(Ω) est dense dans X(Ω).
De´monstration. Soit u ∈ X(Ω). Soit E l’ope´rateur de prolongement de la Proposition
2.4.5. Alors Eu ∈ Xc(RN ). La Proposition 2.2.4 donne l’existence de U˜n ∈ D(RN ) qui
converge fortement vers ϕ(Eu) dans X(RN ). Alors Un = U˜n|Ω convient.
De´finition 2.4.7. Soit Ω un N -rectangle. On de´finit l’espace
C∞(∂Ω) = {φ|∂Ω, φ ∈ D(RN )}
Corollaire 2.4.8. Soit Ω un N -rectangle. C∞(∂Ω) est dense dans γ0(X(Ω)) pour la norme
|u|γ0(X) = inf
γ0(U)=u
|U |X(Ω).
De´monstration. Soit u ∈ γ0(X(Ω)), et U ∈ X(Ω) tel que γ0(U) = u sur ∂Ω. Soit e´galement
par le corollaire 2.4.6 une suite Un ∈ D(Ω) qui converge fortement vers U dans X(Ω).
Ainsi, par de´finition de la norme |.|γ0(X) :
|γ0(Un)− u|γ0(X) = |γ0(Un − U)|γ0(X) ≤ |Un − U |X(Ω) −→n→∞ 0.
Or, par de´finition, pour tout n, la fonction γ0(Un) est la restriction de Un a` ∂Ω, et donc
γ0(Un) ∈ C∞(∂Ω).
The´ore`me 2.4.9. On suppose toujours que p+ ≤ p?. Soit Ω un N -rectangle. Alors
X(Ω) ↪→ Lp?(Ω).
De´monstration. Notons que si p+ = p? il n’y a rien a` montrer. Si p+ < p?, et u ∈ X(Ω),
par la Proposition 2.4.5 on a E(u) ∈ X(RN ), et
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1. |Eu|X(RN ) ≤ C|u|X(Ω),
2. Eu|Ω = u|Ω.
Comme Eu|Ω = u|Ω, et Eu ∈ X(RN ) le The´ore`me 2.3.3 entraine que Eu ∈ D1,~p(RN ), on
a donc
|u|Lp? (Ω) ≤ |E(u)|Lp? (RN ),
et par le corollaire 2.3.5, on a
|E(u)|Lp? (RN ) ≤ C1|E(u)|X(RN ).
Ainsi :
|u|Lp? (Ω) ≤ C1|E(u)|X(RN ) ≤ C1C|u|X(Ω),
d’ou` le re´sultat.
Remarque 2.4.4. Dans [38], [7], les auteurs donnent une autre preuve de ce re´sultat.
Notons que dans ces articles les auteurs utilisent l’espace W 1,~p adhe´rence des fonctions de
C∞(Ω) pour la norme |u|1 +
∑ |∂iu|pi et n’utilisent pas le prolongement pre´ce´dent, mais
adaptent la de´monstration de Troisi [55] dans un carre´.
Exemple 2.4.10. Voici un contre exemple en dimension 2, lorsque p1 = 1, p2 = 2 de
l’injection X(Ω) ↪→ L4(Ω) pour un certain ouvert non rectangle. Cet exemple est inspire´
de [34]. Notons que cet ouvert est lipschizien. Posons
Ω = {(x1, x2) ∈ R2 : −1 < x2 < 1, |x2|r < x1 < 1},
ou` 1 < r < 3, de sorte que 14(
1
r + 1) <
1
r . Soit alors
1
4
(
1
r
+ 1) < γ <
1
r
,
et posons
u(x1, x2) = x
−γ
1 .
On a
∫
Ω
|u|2 = 2
∫ 1
0
(∫ 1
|x2|r
|x1|−2γdx1
)
dx2
=
2
1− 2γ
∫ 1
0
(
1− |x2|r(1−2γ)
)
dx2,
et cette inte´grale converge car γ < 1r <
1
2(
1
r + 1).
D’autre part, il est clair que ∂2u ∈ L2(Ω). De plus,
∫
Ω
|∂1u| = 2γ
∫ 1
0
(∫ 1
|x2|r
x−γ−11 dx1
)
dx2
= 2
∫ 1
0
(
1− x−γr2
)
dx2,
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et cette inte´grale converge car γ < 1r , donc u ∈ X(Ω).
Enfin,
∫
Ω
|u|4 = 2
∫ 1
0
(∫ 1
|x2|r
x−4γ1 dx1
)
dx2
=
2
1− 4γ
∫ 1
0
(
1− xr(1−4γ)2
)
dx2,
inte´grale qui diverge car γ > 14(
1
r + 1), et donc u n’est pas dans L
4(Ω).
On rappelle un lemme classique que l’on utilisera fre´quemment dans cette the`se.
Lemme 2.4.11. Soit Ω un ouvert de RN , N ≥ 1, et soit {un} une suite qui converge
fortement dans Lk(Ω) et qui est borne´e dans Lq(Ω) pour un certain q > k. Alors elle
converge fortement dans tous les Lp(Ω) tels que k ≤ p < q.
De´monstration. On utilise l’ine´galite´ de Ho¨lder en e´crivant : p = θk+(1−θ)q ou` θ ∈]0, 1[.
Alors :
|un − um|Lp(Ω) ≤ |un − um|θLk(Ω)|un − um|1−θLq(Ω).
Le membre de droite tend vers ze´ro pour n et m tendant vers l’infini, car c’est le produit
d’une suite borne´e par une suite tendant vers ze´ro. On en de´duit que {un} est de Cauchy
dans Lp(Ω), elle converge donc dans Lp(Ω).
Corollaire 2.4.12. Si Ω est un ouvert rectangle borne´ de RN , l’injection X(Ω) ↪→ Lp(Ω)
est compacte pour tout p < p∗.
De´monstration. Soit (un)n ∈ XN une suite borne´e dans X(Ω). Par l’injection compacte de
X(Ω) dans L1(Ω), on peut extraire de un une sous suite (toujours note´e un) qui converge
fortement dans L1(Ω). Or par le the´ore`me pre´ce´dent, un est borne´e dans L
p∗(Ω), donc
cette sous suite converge fortement dans Lp(Ω) pour tout p < p∗ par le lemme 2.4.11, ce
qui conclut.
Rappelons que pour Ω =]0, 1[N , on a pose´ ∂Ωi = ({xi = 0}∪{xi = 1})∩Ω. On retrouve
le re´sultat suivant dans [48] :
Corollaire 2.4.13. Si Ω =]0, 1[N , la trace d’un e´le´ment de X(Ω) est dans L
1+p?(1− 1
pi
)
(∂Ωi)
pour tout 1 ≤ i ≤ N .
De´monstration. Pour i ≤ N1, pi = 1 et le re´sultat est trivial. On fait la preuve pour
pN et ∂Ω
N
0 =]0, 1[
N−1×{0}. Soit donc u ∈ X(Ω), et on note γ = 1 + p?(1 − 1pN ). Soit
φ ∈ D(]−1, 1[) telle que φ(0) = 1. Posons v(x) = u(x′, xN )φ(xN ) de sorte que v a la meˆme
trace que u sur {xN = 0} et est nulle sur {xN = 1}. On e´crit
|v|γ(x′, 0) = |
∫ 1
0
γ|v|γ−2v∂Nv(x′, t)dt|,
et en inte´grant selon x′ ∈]0, 1[N−1 :
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∫
]0,1[N−1
|v|γ(x′, 0)dx′ ≤ γ
∫
]0,1[N
|v|γ−1|∂Nv(x′, t)|dtdx′
≤ γ(
∫
Ω
|v|(γ−1)p′N )
1
p′
N (
∫
Ω
|∂Nv|pN )
1
pN
= γ|v|
p∗
p′
N
p∗ |∂Nv|pN < +∞,
par l’injection de X(Ω) dans Lp
∗
(Ω), ce qui conclut.
Rappelons les notations :
pour 0 ≤ i ≤ N, et j ∈ {0, 1}, ∂Ωij = ∂Ω ∩ {xi = j}, ∂Ωi = ∂Ωi0 ∪ ∂Ωi1
Ainsi que les bords ”horizontaux” (respectivement ”verticaux”)
∂Ωh = ∪Ni=N1+1(∂Ωi0 ∪ ∂Ωi1)
et
∂Ωv = ∪N1i=1(∂Ωi0 ∪ ∂Ωi1).
Enfin, rappelons les de´finitions
Xh(Ω) = X(Ω) ∩ {u = 0 sur ∂Ωh}, Xv(Ω) = X(Ω) ∩ {u = 0 sur ∂Ωv}.
Montrons un the´ore`me de densite´ qui nous sera utile plus tard.
The´ore`me 2.4.14. D(Ω) ∩Xh(Ω) est dense dans Xh(Ω).
De´monstration. Soit u ∈ Xh(Ω). Prolongeons u par re´flexion comme dans la preuve de la
Proposition 2.4.5.
u˜(x1, · · · , xN ) =

u(−x1, x2, · · · , xN ) si x1 ∈ ]− 1, 0[
u(x1, · · · , xN ) si x1 ∈ ]0, 1[
u(2− x1, x2, · · · , xN ) si x1 ∈ ]1, 2[
On obtient ainsi une prolonge´e u˜ ∈ X(]−1, 2[×]0, 1[N−1). On prolonge de la meˆme manie`re
selon les N1 premie`res coordonne´es, pour obtenir u ∈ X(] − 1, 2[N1×]0, 1[N−N1). Notons
que u˜ est toujours nul sur ∂Ωh. Prolongeons maintenant u˜ par 0 sur Ω′ =]− 1, 2[N1×(]−
∞, 0[N−N1∪]1,+∞[N−N1). Des calculs similaires a` ceux de la de´monstration de la Propo-
sition 2.4.5 permettent de montrer que u˜ ∈ X(Ω′). On pose pour (x, y) ∈ RN1 × RN−N1
˜˜u(x, y) = u˜(x, y)φ(x),
ou` φ est une fonction de D(RN1) a` support dans ]− 1, 2[N1 , et telle que φ = 1 sur ]0, 1[N1 .
La fonction ˜˜u obtenue est alors a` support compact dans ]−1, 2[N1×[0, 1]N−N1 , et est e´gale
a` u sur Ω.
On de´finit pour λ > 1 :
vλ(x, y) = ˜˜u(x,
1
2
+ λ(y − 1
2
)).
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Alors, vλ(x, y) = 0 pour y hors de ]
1
2 − 12λ , 12 + 12λ [N−N1 , et puisque λ > 1, ]12 − 12λ , 12 +
1
2λ [
N−N1⊂]0, 1[N−N1 .
Ainsi, vλ est a` support compact dans ] − 1, 2[N1×]0, 1[N−N1 . En outre, vλ converge
fortement vers ˜˜u dans X(RN ) et dans Lp∗(RN ) (lemme 2.4.4). En re´gularisant vλ, avec un
parame`tre de re´gularisation assez petit (infe´rieur a` 12− 12λ), on obtient alors le re´sultat.
Plus ge´ne´ralement, soit Γ ⊂ ∂Ω une union non vide de ∂Ωi. C’est a` dire, soit K ⊂
{1, · · · , N}. On pose
Γ = ∪i∈K∂Ωi,
XΓ(Ω) = X(Ω) ∪ {u = 0 sur Γ}.
The´ore`me 2.4.15. XΓ(Ω) ∩ D(Ω) est dense dans XΓ(Ω).
De´monstration. Il suffit d’adapter la de´monstration pre´ce´dente. Supposons pour fixer les
ide´es que
Γ = ∂Ω1 ∪ ∂ΩN
Il suffit de prolonger par re´flexion comme pre´ce´demment sur Ω′ =]0, 1[×]−1, 2[N−2×]0, 1[,
puis de prolonger par 0 hors de Ω′. On proce`de ensuite comme dans la preuve pre´ce´dente
en utilisant une transformation adapte´e.
2.5 Formule de Green ge´ne´ralise´e.
On suppose toujours dans cette section que Ω =]0, 1[N , et que ~p = (p1, · · · , pN ) avec
pi = 1 pour i ≤ N1, pi > 1 pour i > N1. On note p′i l’exposant conjugue´ de pi (avec
p′i =∞ pour i ≤ N1).
Nous e´tablissons maintenant une ge´ne´ralisation de la formule de Green classique,
adapte´e a` notre contexte. On de´finit l’espace
Y = {σ, σi ∈ Lp′i(Ω), 1 ≤ i ≤ N, div(σ) ∈ Lp?′(Ω)}.
On peut normer Y par |σ|Y = (
∑N1
i=1 |σi|2∞)
1
2 +
∑N
i=N1+1
|σi|p′i + |div(σ)|p∗′ := |σ1|∞ +∑N
i=N1+1
|σi|p′i + |div(σ)|(p?)′ .
The´ore`me 2.5.1. Soit σ ∈ Y . Pour u ∈ γ0(X) (ou a` C1(∂Ω)), on de´finit
T σu =
∫
Ω
σ · ∇U +
∫
Ω
div(σ)U
ou` U ∈ X(Ω) est tel que γ0(U) = u. Alors T σ : u → T σu de´finit une forme line´aire
continue sur γ0(X). Cette formule constitue une extension de la formule de Green, car
lorsque σ ∈ C1(Ω,RN ), T σ co¨ıncide avec σ ·n, et donc T σu =
∫
∂Ω σ ·nu. En outre, il existe
une constante C > 0 telle que
|σ · n|(γ0(X))′ ≤ C|σ|Y .
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De´monstration. T σu est clairement bien de´finie. Montrons qu’elle ne de´pend pas du choix
de U : Soient U1, U2 ∈ X(Ω) tel que γ0(U1) = γ0(U2) = u. Alors U1 − U2 est nul sur ∂Ω.
D’apre`s le The´ore`me 2.4.3, il existe une suite (ψn)n ∈ D(Ω) qui converge vers U1 − U2
dans X(Ω). On a donc∫
Ω
σ · ∇(U1 − U2) +
∫
Ω
div(σ)(U1 − U2) = lim
n→∞
(∫
Ω
σ · ∇ψn +
∫
Ω
div(σ)ψn
)
. (2.3)
Or, par de´finition de div(σ) au sens des distributions, pour tout n entier naturel, on a∫
Ω
div(σ)ψn = −
∫
Ω
σ · ∇ψn,
et donc le membre de gauche de (2.3) est nul, ce qui prouve que T σu ne de´pend pas du
choix de U .
Montrons que u → T σu est line´aire. Soit donc U , V ∈ X(Ω) tel que γ0(U) = u et
γ0(V ) = v. Par line´arite´ de la trace, on a pour λ, µ ∈ R : γ0(λU +µV ) = λu+µv. Puisque
T σλu+µv ne de´pend pas du choix du rele`vement, et comme λU + µV est un rele`vement de
λu+ µv :
T σλu+µv =
∫
Ω
σ · ∇(λU + µV ) +
∫
Ω
div(σ)(λU + µV )
= λT σu + µT
σ
v
d’ou` la line´arite´. On note donc T σu =< T
σ, u >.
Rappelons la norme sur γ0(X) :
|u|γ0(X) = inf
γ0(U)=u
|U |X(Ω).
Soit u ∈ γ0(X), et soit (Un)n ∈ (X(Ω))N une suite qui ve´rifie γ0(Un) = u pour tout
n ∈ N , et |Un|X(Ω) →
n→∞ |u|γ0(X). On a donc pour tout n :
|< T σ, u >| ≤
N∑
i=1
∫
Ω
|σi∂iUn|+ |div(σ)|p∗′ |Un|p∗
≤ |σ1|∞|∇1Un|1 +
N∑
i=N1+1
|σi|p′i |∂iUn|pi + C|div(σ)|p∗′ |Un|X(Ω)
≤ C ′ (|σ|Y ) |Un|X(Ω),
ou` C ′ de´pend de la constante C d’injection de X(Ω) dans Lp∗(Ω). Par passage a` la limite
on obtient donc que
|< T σ, u >| ≤ K|u|γ0(X),
ou` K = C ′|σ|Y .
Ainsi, T σ de´finit une forme line´aire continue sur γ0(X). Si de plus σ ∈ C1(Ω,RN ), on
a par la formule de Green habituelle :
< T σ, u >=
∫
∂Ω
σ · nu.
Remarque 2.5.1. T σ est en fait une distribution, car on a vu que γ0(X) = C∞(∂Ω).
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Appendice : The´ore`me d’injection critique. sur RN
Nous proposons dans cette annexe une de´monstration du The´ore`me 2.1.3. Rappelons
d’abord le lemme (Gagliardo) dont le lecteur pourra trouver une preuve dans par exemple
[19], [30].
Lemme 2.5.2. Soit N ≥ 2. Pour x ∈ RN , on note xi = (x1, x2, xi−1, xi+1, xN ). Soient N
fonctions Fi appartenant a` L
N−1(RN−1). On a
Π
1≤i≤N
Fi(x
i) ∈ L1(RN ),
et l’ine´galite´ ∫
RN
Π
1≤i≤N
|Fi(xi)|dx ≤ Π
1≤i≤N
(∫
RN−1
|Fi(xi)|N−1
) 1
N−1
.
Preuve du The´ore`me 2.1.3 : Par la de´finition de D1,~p(RN ), on se rame`ne a` conside´rer des
fonctions dans D(RN ).
Soit σi =
1
N(N−1)(N − 1 +
∑N
1
1
pi
− Npi ). On a alors
∑N
i=1 σi = 1, et
(p?σi(N − 1)− 1) pi
pi − 1 = p
? si pi > 1, p
?σi(N − 1) = 1 si pi = 1.
On de´finit pour xi = (x1, x2, xi−1, xi+1, xN )
vi(x
i) = sup
y∈]0,1[
|u((x1, x2, xi−1, y, xi+1, xN )|p?σi .
D’apre`s le lemme 2.5.2, on a∫
RN
Π
i
vi(x
i)dx ≤ Π
i
(∫
RN−1
vN−1i (x
i)
) 1
N−1
.
On e´crit alors
|vN−1i (xi)| ≤ p?σi(N − 1)
∫ +∞
−∞
|u|p?σi(N−1)−1|∂iu(xi, xi)|dxi
et donc
∫
RN−1
|vN−1i (xi)|dxi ≤ p?σi(N − 1)
(∫
RN
|u|p?
) pi−1
pi |∂iu|pi .
Ainsi ∫
RN
|u|p? ≤
∫
RN
Π
i
vi(x
i)dx
≤ Π
i
(∫
RN−1
vN−1i (x
i)dxi
) 1
N−1
≤
(
Π
i
p?σi(N − 1)
) 1
N−1
|u|
p?
N−1
∑
i
pi−1
pi
p? Π
i
|∂iu|
1
N−1
pi
≤ 1
C
|u|p
?− N
N−1
p? Π
i
|∂iu|
1
N−1
pi ,
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avec C =
(
Π
i
p?σi(N − 1)
) 1
N−1
, constante ne de´pendant que de ~p et de N . En divisant
par |u|p
?− N
N−1
p? on obtient
C|u|
N
N−1
p? ≤ Π
i
|∂iu|
1
N−1
pi ,
soit en e´levant a` la puissance N−1N
T0|u|p? ≤ Π
i
|∂iu|
1
N
pi ,
avec T0 =
(
Π
i
p?σi(N − 1)
) 1
N
.
Proposition 2.5.3. p∗ est l’unique re´el q tel que D1,~p(RN ) s’injecte dans Lq(RN ).
De´monstration. Remarquons qu’il est e´quivalent de montrer : Il existe une constante c > 0
telle que
|u|q ≤ c(Π
i
|∂iu|pi)
1
N
et il existe une constante c > 0 telle que
|u|q ≤ c(
∑
i
|∂iu|pi).
En effet, dans un sens c’est juste l’ine´galite´ arithme´tico ge´ome´trique. Dans l’autre sens
, supposons qu’il existe une constante c > 0 telle que
|u|q ≤ c(
∑
i
|∂iu|pi).
On prend alors uλ(x) = u(λixi) avec λi = (Π
N
j=1|∂ju|pj )
1
N |∂iu|−1pi . On obtient puisque
Πjλj = 1
|uλ|q = (Πλj)
−1
q |u|q ≤ c
∑
|∂iu|piλi(ΠNj=1λj)
−1
pi ,
d’ou` |u|q ≤ cN(ΠN1 |∂ju|pj )
1
N . Il suffit donc de montrer que q = p? est le seul exposant tel
qu’il existe une constante c telle que pour tout u ∈ D1,~p(RN )
|u|q ≤ c(Π|∂iu|pi)
1
N .
Soit donc u fixe´ de norme non nulle, et uλ(x) = u(λx). On aurait en appliquant l’ine´galite´
a` uλ :
λ
−N
q |u|q ≤ cλ1−
∑ 1
pi (Π|∂iu|pi)
1
N
et ce n’est possible que si Nq − (
∑ 1
pi
− 1) = 0, soit q = p?. (Il suffit de faire tendre λ vers
0 si Nq − (
∑ 1
pi
− 1) > 0 et vers +∞ si Nq − (
∑ 1
pi
− 1) < 0).
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Chapitre 3
L’espace Xb(Ω).
3.1 De´finition et premie`res proprie´te´s
On conside`re Ω un ouvert de RN lipschitzien. On suppose toujours que p+ ≤ p?, parfois
que p+ < p?.
De´finition 3.1.1. On de´finit l’espace :
Xb(Ω) = {u ∈ Lp+(Ω); ∂iu ∈M1(Ω), 1 ≤ i ≤ N1, ∂iu ∈ Lpi(Ω), i ≥ N1 + 1},
que l’on munit de la norme
|u|Xb = |u|p+ +
∫
Ω
|∇1u|+
N∑
i=N1+1
|∂iu|pi ,
ou`
∫
Ω |∇1u| de´signe la variation totale de la mesure∇1u = (∂1u, · · · , ∂N1u). Plus pre´cise´ment,
rappelons que
∫
Ω |∇1u| =
∫
Ω(
∑N1
i=1 ∂iu
2)
1
2 .
Remarquons que cette norme est e´quivalente a`
|u|Xb2 := |u|p+ +
N1∑
i=1
∫
Ω
|∂iu|+
N∑
i=N1+1
|∂iu|pi ,
avec
∫
Ω |∂iu| la variation totale de la mesure ∂iu.
Remarque 3.1.1. Remarquons que pour u ∈ Xb(Ω), on a u ∈ Lploc(Ω) pour tout 1 ≤
p ≤ NN−1 et donc u ∈ Lkloc(Ω) avec k = sup{ NN−1 , p+}. Par ailleurs, lorsque Ω est borne´,
Xb(Ω) ↪→ BV (Ω), et donc on a l’injection de Xb(Ω) ↪→ Lp(Ω) qui est compacte pour tout
1 ≤ p < sup{ NN−1 , p+}.
Proposition 3.1.2. Si u ∈ Xb(Ω) et φ ∈ W 1,∞(Ω), φu ∈ Xb(Ω), en particulier Xb(Ω)
est de type local.
De´monstration. En effet, φu ∈ Lp+(Ω), et on a pour 1 ≤ i ≤ N1, puisque φ ∈ W 1,∞
entraine que φ est continue borne´e,
∂i(uφ) = (∂iu)φ+ (∂iφ)u ∈M1(Ω),
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et pour N1 + 1 ≤ i ≤ N :
∂i(uφ) = (∂iu)φ+ (∂iφ)u ∈ Lpi(Ω),
ce qui entraine le re´sultat.
Proposition 3.1.3. Muni de la norme | · |Xb l’espace Xb(Ω) est un espace de Banach.
De´monstration. Soit (un)n une suite de Cauchy dans X
b(Ω). (un)n est alors une suite
de Cauchy dans Lp
+
(Ω), donc converge vers un e´le´ment u ∈ Lp+(Ω). De plus, pour tout
N1 + 1 ≤ i ≤ N , (∂iun)n est de Cauchy dans Lpi(Ω), donc converge fortement vers un
e´le´ment vi ∈ Lpi(Ω), et (∇1un)n est de Cauchy dans M1(Ω,RN1), donc pour 1 ≤ i ≤ N1,
(∂iun)n est de Cauchy dans M
1(Ω) et converge fortement vers un e´le´ment µi ∈ M1(Ω).
Or un converge vers u dans D′(Ω), donc ∂iun converge vers ∂iu dans D′(Ω), et donc pour
i ≤ N1, µi = ∂iu, et pour i > N1, vi = ∂iu.
Enfin, on a
|un − u|Xb(Ω) = |un − u|p+ +
∫
Ω
|∇1un −∇1u|+
N∑
i=N1+1
|∂iun − ∂iu|pi −→n→∞ 0,
et donc un converge vers u dans X
b(Ω) au sens de la norme | · |Xb .
Introduisons maintenant deux topologies naturelles pour e´tudier les suites borne´es de
Xb(Ω).
De´finition 3.1.4. On dit que une suite (un)n de X
b(Ω) converge faiblement vers u ∈
Xb(Ω), et on note un ⇀
n→∞ u dans X
b(Ω) si :
1. un ⇀
n→∞ u faiblement dans L
p+(Ω),
2. ∂iun ⇀
n→∞ ∂iu faiblement dans L
pi(Ω), pour i ≥ N1 + 1,
3. ∂iun ⇀
n→∞ ∂iu vaguement dans M
1(Ω), pour i ≤ N1.
On dit que un converge e´troitement vers u dans X
b(Ω) si on a de plus
4. un −→
n→∞ u fortement dans L
p+(Ω),
5.
∫
Ω |∂iun| −→n→∞
∫
Ω |∂iu| pour i ≤ N1,
6.
∫
Ω |∇1un| −→n→∞
∫
Ω |∇1u|,
7. ∂iun −→
n→∞ ∂iu fortement dans L
pi(Ω) pour i ≥ N1 + 1.
Proposition 3.1.5. Une suite (un)n borne´e dans X
b(Ω) est relativement faiblement com-
pacte dans Xb(Ω), c’est a` dire que l’on peut en extraire une sous suite faiblement conver-
gente dans Xb(Ω).
De´monstration. Soit (un)n une telle suite. Elle est alors borne´e dans l’espace re´flexif
Lp
+
(Ω). On peut donc en extraire une sous suite que l’on note toujours un qui converge
faiblement vers u dans Lp
+
(Ω). Par ailleurs, ceci implique que ∂iun converge vers ∂iu dans
D′(Ω) pour tout i. Or pour i > N1, (∂iun)n est borne´e dans Lpi(Ω), donc converge fina-
lement vers ∂iu faiblement dans L
pi(Ω), et pour i ≤ N1, (∂iun)n est borne´e dans M1(Ω),
donc converge vaguement pour une sous suite vers ∂iu ∈M1(Ω) par la Proposition 1.2.6,
d’ou` le re´sultat.
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Remarquons que lorsque Ω est un ouvert borne´ de RN on a Xb(Ω) ↪→ BV (Ω), et donc
lorsque Ω est de plus lipschitzien, la trace d’un e´le´ment de Xb(Ω) est bien de´finie et est
dans L1(∂Ω).
Le the´ore`me suivant va nous permettre d’e´tendre a` Xb(Ω) une partie de nos re´sultats
sur X(Ω).
The´ore`me 3.1.6. Pour tout u ∈ Xb(Ω), il existe une suite un ∈ C∞(Ω) ∩X(Ω), tel que
1. un converge e´troitement vers u dans X
b(Ω),
2. |∇1un| converge e´troitement vers |∇1u|.
3. ∫
Ω
|∇1un − (∇1u)ac| −→
n→∞
∫
Ω
|(∇1u)s|,
ou` µac de´signe la partie absolument continue de la mesure µ par rapport a` la mesure
de Lebesgue, et ou` µs de´signe sa partie singulie`re.
4. Si de plus Ω est borne´, Lipschitzien, un = u sur ∂Ω.
De´monstration. On proce`de de manie`re analogue a` [19] :
Soit {Ωj}j∈N∗ un recouvrement ouvert de Ω, de´fini par :
Ωj = {x ∈ Ω; |x| ≤ jC1, et d(x, ∂Ω) > C2/(j + 1)},
les constantes C1 et C2 e´tant choisies pour que Ω2 6= ∅. Cette suite d’ouverts borne´s est
croissante et recouvre Ω. En posant alors Ω0 = Ω−1 = ∅, on de´finit une autre suite {Aj}j
d’ouverts telle que
Aj = Ωj+2\Ωj−1, pour tout j > 1,
avec A0 = Ω2, et A1 = Ω3.
Cette famille constitue encore un recouvrement ouvert de Ω, et on remarque que si
|j − j′| ≥ 3, alors Aj ∩ Aj′ = ∅. Soit alors (ψj)j une partition de l’unite´ subordonne´e au
recouvrement de Ω par les {Aj}j :
ψj ∈ C∞0 (Aj),
∞∑
j=0
ψj = 1, 0 ≤ ψj ≤ 1 pour tout j.
Soit e´galement ρ ∈ D(B(0, 1)), tel que ∫B(0,1) ρ = 1. On pose ρ(x) = −Nρ(x ) pour  > 0.
Soit maintenant δ > 0, et (ηj)j une suite de´croissante de re´els positifs tendant vers 0
telle que :
Aj +B(0, ηj) ⊂ Aj−1 ∪Aj ∪Aj+1, pour j ≥ 2,
et telle que
1.
∣∣ρηj ∗ (ψju)− (ψju)∣∣p+ ≤ δ2−1−j ,
2.
∣∣∫
Ω |ρηj ∗ (ψj∂iu)| −
∫
Ω |ψj∂iu|
∣∣ ≤ δ2−2−j pour tout 1 ≤ i ≤ N1,
3.
∣∣∫
Ω |ρηj ∗ (ψj∇1u)| −
∫
Ω |ψj∇1u|
∣∣ ≤ δ2−2−j ,
4.
∫
Ω
∣∣ρηj ∗ ((∂iψj)u)− ∂i(ψj)u∣∣ ≤ δ2−2−j , pour tout 1 ≤ i ≤ N1,
5.
(∫
Ω
∣∣ρηj ∗ ∂i(ψju)− ∂i(ψju)∣∣pi)1/pi ≤ δ2−1−j , pour tout N1 + 1 ≤ i ≤ N ,
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la premie`re ine´galite´ e´tant justifie´e par le fait que ψju ∈ Lp+(Ω), la deuxie`me et la troisie`me
par la preuve du lemme 1.2.7, la quatrie`me par le fait que ∂i(ψj)u ∈ L1(Ω) pour i ≤ N1,
et la dernie`re par le fait que ∂i(ψju) = ∂iψju+ ψj∂iu ∈ Lpi(Ω) pour i > N1.
On pose alors
uδ =
∞∑
j=0
ρηj ∗ (ψju).
On obtient ainsi une fonction de classe C∞ sur Ω. En effet, cette se´rie dont le terme ge´ne´ral
est une fonction de classe C∞ est finie sur tout compact K de Ω, car il existe j0 assez
grand pour que Aj−1∩K = ∅ pour j > j0, d’ou` la nullite´ des termes d’indices > j0 puisque
leurs supports sont inclus dans Aj−1 ∪Aj ∪Aj+1.
En utilisant le fait que u =
∑∞
j=0 ψju, on a
|uδ − u|p+ ≤
∞∑
j=0
∣∣ρηj ∗ (ψju)− (ψju)∣∣p+ ≤ ∞∑
0
δ2−1−j = δ,
et en particulier uδ ∈ Lp+(Ω). Par ailleurs, comme
∑∞
0 ∂i(ψj)u = u∂i(
∑∞
0 ψj) = 0, on a
∂iu =
∞∑
j=0
ψj∂iu =
∞∑
j=0
∂i(ψju),
et donc pour N1 + 1 ≤ i ≤ N ,
|∂iuδ − ∂iu|pi = |
∞∑
0
ρηj ∗ ∂i(ψju)− ∂i(ψju)|pi ≤
∞∑
0
δ2−j−1 = δ,
(en particulier ∂iuδ ∈ Lpi(Ω)). Enfin, pour i ≤ N1,
∂iuδ =
∞∑
0
ρηj ∗ ((∂iψj)u) +
∞∑
0
ρηj ∗ (ψj∂iu),
donc
|∂iuδ| ≤
∣∣∣∣∣
∞∑
0
ρηj ∗ ((∂iψj)u)− (∂iψj)u
∣∣∣∣∣+
∣∣∣∣∣
∞∑
0
u∂iψj
∣∣∣∣∣+
∣∣∣∣∣
∞∑
0
ρηj ∗ (ψj∂iu)
∣∣∣∣∣ .
Comme
∣∣∣∑∞j=0 u∂iψj∣∣∣ = 0, on a finalement :
∣∣∣∣∫
Ω
(|∂iuδ| − |∂iu|)
∣∣∣∣ ≤ ∞∑
0
∣∣∣∣∫
Ω
ρηj ∗ ((∂iψj)u)− (∂iψj)u
∣∣∣∣
+
∞∑
j=0
∣∣∣∣∫
Ω
|ρηj ∗ (ψj∂iu)| −
∫
Ω
|ψj∂iu|
∣∣∣∣
≤ 2
∞∑
0
δ2−j−2 = δ.
En particulier, ∂iuδ ∈ L1(Ω), et uδ ainsi construite satisfait l’assertion 1. du The´ore`me.
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La deuxie`me assertion du the´ore`me se de´montre avec les meˆmes arguments, en utilisant∣∣∣∣∫
Ω
|ρηj ∗ (ψj∇1u)| −
∫
Ω
|ψj∇1u|
∣∣∣∣ ≤ δ2−2−j .
Pour montrer l’assertion 3. supposons que de plus on a pour δ > 0, pour tout i ≤ N1 :
1.
∫
Ω |ρηj ∗ ((∇1u)acψj)− ψj(∇1u)ac| ≤ δ2−j−1,
2.
∣∣∫
Ω |ρηj ∗ ((∇1u)sψj) | −
∫
Ω |ψj(∇1u)s|
∣∣ ≤ δ2−j−1,
La premie`re ine´galite´ est justifie´e par le fait que (∇1u)acψj ∈ L1(Ω), et la deuxie`me est
justifie´e par le lemme 1.2.7. On e´crit maintenant, en utilisant le fait que
∑
ψj = 1 :
|∇1uδ − (∇1u)ac| =
∣∣∣∣∣∣
∑
j
(
ρηj ∗ ((∇1ψj)u) + ρηj ∗ (ψj(∇1u)ac) + ρηj ∗ (ψj(∇1u)s)− ψj(∇1u)ac
)∣∣∣∣∣∣
≤
∑
j
∣∣ρηj ∗ (ψj(∇1u)ac)− ψj(∇1u)ac∣∣+∑
j
∣∣ρηj ∗ ((∇1ψj)u)− (∇1ψj)u∣∣
+
∑
j
∣∣ρηj ∗ (ψj(∇1u)s)∣∣ .
En utilisant le fait que |(∇1u)s| =
∑
ψj |(∇1u)s|, et en inte´grant, on obtient que∣∣∣∣∫
Ω
|∇1uδ − (∇1u)ac| −
∫
Ω
|(∇1u)s|
∣∣∣∣ ≤ 3δ,
d’ou` le re´sultat.
Pour montrer la dernie`re proposition du The´ore`me, conside´rons :
uNδ =
N∑
0
(ρηj ? (ψju)− ψju).
La suite (uNδ )N est limite forte de uδ−u dans Xb(Ω), et est de trace nulle pour tout entier
N , car a` support compact dans Ω. Ainsi, γ0(uδ) = γ0(u).
The´ore`me 3.1.7. On suppose que p+ < p?.
Soit u ∈ Xb(RN ). Il existe une suite un ∈ D(RN ) qui converge e´troitement vers u dans
Xb(RN ).
De´monstration. C’est une conse´quence des The´ore`mes 2.3.3 et 3.1.6.
Corollaire 3.1.8. On suppose que p+ ≤ p?. On a l’injection Xb(RN ) ↪→ Lp?(RN ). De
plus, il existe une constante C > 0 telle que pour tout u ∈ Xb(RN ) :
|u|Lp? (RN ) ≤ C|u|Xb(RN ).
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De´monstration. Si p+ = p? il n’y a rien a` montrer. Supposons que p+ < p?. Soit u ∈
Xb(RN ), et soit par le The´ore`me 3.1.6 une suite un de X(RN ) qui converge e´troitement
vers u dans Xb(RN ). On a par le The´ore`me 2.3.5 l’existence d’une constante C > 0 telle
que pour tout entier n :
|un|Lp∗ (RN ) ≤ C|un|X(RN ).
Or, |un|X(RN ) −→n→∞ |u|Xb(RN ), et un est donc borne´e dans L
p∗(RN ), donc un converge
faiblement dans Lp
∗
(RN ) pour une sous suite vers un e´le´ment qui ne peut eˆtre que u. On
a alors par semi continuite´ infe´rieure pour la topologie faible :
|u|Lp∗ (RN ) ≤ lim
n→∞
|un|Lp∗ (RN ) ≤ C lim
n→∞
|un|X(RN ) = C|u|Xb(RN ).
Terminons cette section par quelques remarques : comme dans le cas de X(Ω), on
pourrait de´finir l’adhe´rence faible de C∞(Ω) pour la topologie faible ou encore e´troite, qui
coincide avec un espace que l’on peut noter W ~p,b(Ω) = {u ∈ Lp−(Ω), ∂iu ∈ M1(Ω), 1 ≤
i ≤ N1, ∂iu ∈ Lpi(Ω), N1 + 1 ≤ i ≤ N} lorsque p+ ≤ Np−N−p− , et on aurait l’analogue du
The´ore`me 2.1.4, que l’on pourrait montrer par exemple par densite´.
3.2 Re´sultats sur les traces.
Supposons que Ω est un ouvert borne´ de RN , lipschitzien. Comme pour BV (Ω), la
trace sur Xb(Ω) n’est pas continue pour la topologie faible :
Exemple 3.2.1. Pour N = 2, p1 = 1, p2 > 1, sur l’ouvert Ω =]0, 1[
2, posons la suite
un = χ]0,1− 1
n
[×]0,1[. On a ∂2un = 0, et ∂1un(x, y) = δ1− 1
n
(x)χ]0,1[(y), ou` δ de´signe la mesure
de Dirac. Alors un converge faiblement dans X
b(Ω) vers 1, et la trace γ{x=1}un = 0 ne
converge pas faiblement vers 1.
Proposition 3.2.2. γ0(X(Ω)) = γ0(X
b(Ω)).
De´monstration. Il est clair que l’on a γ0(X) ↪→ γ0(Xb). L’inclusion re´ciproque est une
conse´quence directe du The´ore`me 3.1.6.
Notons que comme pour le cas de BV (Ω), on a le re´sultat suivant :
The´ore`me 3.2.3. Soit Ω un ouvert borne´ lipschitzien. L’application trace est continue
pour la topologie e´troite de Xb(Ω) : si un converge e´troitement vers u dans X
b(Ω), alors
|γ0(un)− γ0(u)|L1(∂Ω) −→
n→∞ 0.
De´monstration. Ce the´ore`me est une conse´quence imme´diate du meˆme re´sultat de conti-
nuite´ sur BV puisque Ω e´tant borne´, Xb s’injecte dans BV . Cependant pour le confort
du lecteur nous en redonnons la preuve ici. L’application trace e´tant continue pour la
topologie forte sur BV (Ω) ([19],[33]), et Xb(Ω) ↪→ BV (Ω), il existe une constante C > 0
telle que pour tout u ∈ Xb(Ω) :
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∫
∂Ω
|u| ≤ C
(∫
Ω
|∇u|+
∫
Ω
|u|
)
. (3.1)
Soit un une suite convergeant e´troitement vers u dans X
b(Ω) :
1. un converge fortement vers u dans L
p+(Ω),
2. ∂iun converge fortement vers ∂iu dans L
pi(Ω), pour i ≥ N1 + 1
3.
∫
Ω |∂iun| −→n→∞
∫
Ω |∂iu| pour i ≤ N1.
En particulier, (∇un, |∇un|) converge e´troitement vers (∇u, |∇u|) et donc
∫
Ω |∇un| →n→∞∫
Ω |∇u|. Soit  > 0 donne´. Soit e´galement Ω0 un ouvert relativement compact dans Ω, et
soit φ0 une fonction continue a` support compact dans Ω, e´gale a` 1 sur Ω0, avec 0 ≤ φ0 ≤ 1,
et telle que
∫
Ω(1 − φ0)|∇u| ≤ . Par la convergence e´troite, on en de´duit qu’il existe un
entier N0 tel que :
∀n > N0,
∫
Ω
(1− φ0)|∇un| ≤ 2.
On peut supposer N0 assez grand pour que :∫
Ω
|un − u| ≤ 
1 + |∇φ0|∞ .
Alors, pour n > N0, en utilisant (3.1), et le fait que 1− φ0 = 1 sur ∂Ω :∫
∂Ω
|un − u| ≤ C
(∫
Ω
|∇((un − u)(1− φ0))|+
∫
Ω
|un − u|(1− φ0)
)
. (3.2)
On e´crit alors :
∫
Ω
|∇((un − u)(1− φ0))| ≤
∫
Ω
|∇un|(1− φ0) +
∫
Ω
|∇u|(1− φ0) +
∫
Ω
|un − u| · |∇φ0|
≤ 3+ |∇φ0|∞
1 + |∇φ0|∞ .
Ce re´sultat couple´ a` (3.2) entraine que∫
∂Ω
|un − u| ≤ 4C,
d’ou` le re´sultat.
Proposition 3.2.4. On suppose que Ω est un domaine borne´ lipschitzien. Soit Γ un ouvert
de ∂Ω de mesure N −1-dimensionnelle strictement positive. Il existe une constante C > 0
telle que pour tout u ∈ Xb(Ω) on a
|u| N
N−1
≤ C
∫
Ω
|∇1u|+
N∑
i=N1+1
|∂iu|pi +
∫
Γ
|u|
 .
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De´monstration. Il suffit d’utiliser l’ine´galite´ de Poincare´ sur BV (Ω) et de remarquer que
Xb(Ω) s’injecte dans BV (Ω) lorsque Ω est borne´.
Corollaire 3.2.5. On suppose toujours que Ω est un domaine borne´, lipschitzien. Soit Γ
une partie de ∂Ω telle que |Γ| > 0. On de´finit l’espace
XbΓ(Ω) = X
b(Ω) ∩ {u = 0 sur Γ}.
Alors il existe une constante C > 0 telle que pour tout u ∈ XbΓ(Ω),
|u| N
N−1
≤ C
∫
Ω
|∇1u|+
N∑
i=N1+1
|∂iu|pi
 .
Remarque 3.2.1. Ainsi pour Γ un ouvert de ∂Ω tel que |Γ| > 0, en posant
|u|Γ =
∫
Ω
|∇1u|+
N∑
i=N1+1
|∂iu|pi +
∫
Γ
|u|,
on obtient sur Xb(Ω) une norme e´quivalente a` la norme usuelle.
3.3 Le cas du N rectangle.
On suppose dans cette section que Ω est un ouvert N -rectangle borne´ de RN aux coˆte´s
paralle`les aux axes. Une fois encore, sans perdre de ge´ne´ralite´, on suppose que Ω =]0, 1[N .
Rappelons e´galement les notations pour 1 ≤ i ≤ N , et k ∈ {0, 1} :
∂Ωik =
(
(Πi−1j=1]0, 1[)× {k} × (ΠNj=i+1]0, 1[)
)
,
et
∂Ωi = ∂Ωi0 ∪ ∂Ωi1.
Autrement dit, ∂Ωi de´signe le bord ({xi = 0} ∪ {xi = 1}) ∩ Ω.
Rappelons e´galement que ~p = (p1, · · · , pN ) est tel que pi = 1 pour 1 ≤ i ≤ N1, et
pi > 1 pour i > N1.
On pose e´galement
∂Ωh = ∪Ni=N1+1∂Ωi, et ∂Ωv = ∪N1i=1∂Ωi.
Proposition 3.3.1. On suppose que p+ ≤ p?. Xb(Ω) ↪→ Lp?(Ω). Autrement dit, il existe
une constante C > 0 telle que pour tout u ∈ Xb(Ω) :
|u|Lp? (Ω) ≤ C
|u|
Lp+ (Ω)
+
∫
Ω
|∇1u|+
N∑
i=N1+1
|∂iu|pi
 .
En outre, l’injection de Xb(Ω) dans Lq(Ω) avec q < p? est compacte car Ω est borne´.
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De´monstration. Soit u ∈ Xb(Ω). Par le The´ore`me 3.1.6, Il existe une suite (un)n de X(Ω)
qui converge vers u e´troitement dans Xb(Ω). Or par le The´ore`me 2.4.9, on a l’existence
d’une constante C telle que pour tout entier n :
|un|Lp? (Ω) ≤ C|un|X(Ω).
Par convergence e´troite, on a |un|X(Ω) → |u|Xb(Ω). En particulier, (un)n est borne´e dans
Lp
∗
(Ω), donc converge faiblement pour une sous suite vers un e´le´ment v dans Lp
∗
(Ω), et
comme elle converge vers u dans Lp
+
(Ω), v = u. Par semi continuite´ infe´rieure pour la
topologie faible, on a :
|u|Lp∗ (Ω) ≤ lim
n→∞
|un|p∗ ≤ C|u|Xb(Ω),
d’ou` le re´sultat d’injection.
Un raisonnement analogue a` celui du corollaire 2.4.12 nous permet de montrer la
compacite´ de l’injection. Pour une suite (un)n borne´e de X
b(Ω), par la compacite´ de
l’injection de BV (Ω) dans L1(Ω), on peut extraire une sous suite (encore note´e un) qui
converge fortement dans L1(Ω). Par l’injection pre´ce´dente, un est e´galement borne´e dans
Lp
∗
(Ω), d’ou` le re´sultat.
Nous aurions pu de´montrer le corollaire 3.3.1 comme dans la section pre´ce´dente, en
utilisant l’injection dans RN , et la proposition de prolongement suivante.
Proposition 3.3.2. Il existe un ope´rateur de prolongement :
E :
Xb(Ω) −→ Xbc (RN )
u 7−→ Eu , tel que
1. |Eu|Xb(RN ) ≤ C|u|Xb(Ω),
2. Eu|Ω = u|Ω.
De´monstration. La preuve est la meˆme que pour la Proposition 2.4.5. Remarquons tout de
meˆme que le prolongement par re´flexion de u par rapport aux droites {xi = 0} et {xi = 1}
nous permet d’e´viter les sauts de traces, de sorte que par exemple∫
]−1,2[×]0,1[N−1
|∂iE(u)| =
∫
]0,1[N
|∂iu|+
∫
]−1,0[×]0,1[N−1
|∂iE(u)|+
∫
]1,2[×]0,1[N−1
|∂iE(u)|.
Remarque 3.3.1. Dans le The´ore`me 3.1.6 lorsque Ω est un N − rectangle on peut alors
imposer que un converge vers u fortement dans L
p?(Ω).
En utilisant la the´orie de concentration-compacite´ de P.L Lions, adapte´e a` notre
proble`me, comme dans le Chapitre 8, on peut montrer le re´sultat suivant :
Proposition 3.3.3. Lorsque Ω est un N−rectangle, si une suite un de Xb(Ω) converge
e´troitement dans Xb(Ω), alors elle converge pour une sous suite fortement dans Lp
?
(Ω).
La Proposition 3.2.2 couple´e aux re´sultats de trace sur X(Ω) nous permettent d’obte-
nir :
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Proposition 3.3.4. Soit αi = 1 + p
?(1− 1pi ). Alors γou ∈ Lαi(∂iΩ). Sur ∂Ωv, la trace est
exactement L1(∂Ωv).
On note γi la trace sur le bord ∂Ω
i. Nous avons vu que la trace n’e´tait en ge´ne´ral pas
continue pour la topologie faible. Dans le cas du rectangle, on a ne´anmoins le re´sultat sur
les bords ”horizontaux” :
The´ore`me 3.3.5. Rappelons la de´finition de αi : αi = 1 + p
?(1 − 1pi ). Si une suite un
de Xb(Ω) converge faiblement vers u dans Xb(Ω), alors pour i ≥ N1 + 1, γi(un) converge
fortement pour une sous suite dans Lp(∂Ωi) vers γi(u) pour tout p < αi, et faiblement
pour une sous suite dans Lαi(∂Ωi).
De´monstration. On montre le re´sultat sur ∂ΩN , le re´sultat sur les autres ∂Ωi se de´montre
de la meˆme manie`re. Par ailleurs, on se contente de montrer le re´sultat sur ]0, 1[N−1×{0}.
Le re´sultat sur ]0, 1[N−1×{1} se montre de la meˆme fac¸on. Soit un une suite de Xb(Ω)
convergeant faiblement vers u dans Xb(Ω), c’est a` dire :
1. un −→
n→∞ u faiblement dans L
p+(Ω),
2. ∂iun ⇀
n→∞ ∂iu faiblement dans L
pi(Ω), pour i ≥ N1 + 1
3. ∂iun ⇀
n→∞ ∂iu vaguement dans M
1(Ω) pour i ≤ N1.
Montrons la convergence forte de γN (un) dans L
pN (]0, 1[N−1×{0}). Soit φ ∈ D(]−1, 1[)
telle que φ(0) = 1. Posons vn(x, y) = un(x, y)φ(y), pour x ∈]0, 1[N−1. Alors vn ∈ Xb(Ω)
car Xb(Ω) est de type local, et vn(x, 1) = 0. De plus, vn a la meˆme trace que un sur
]0, 1[N−1×{0}, et vn converge faiblement vers v = uφ dans Xb(Ω). On peut donc supposer
que un(x, 1) = u(x, 1) = 0 pour tout n ∈ N, et presque tout x ∈]0, 1[N−1.
On e´crit :
|uq − u|pN (x, 0) =
∫ 1
0
pN |uq − u|pN−2(uq − u)∂N (uq − u)(x, t)dt
de sorte qu’en inte´grant∫
]0,1[N−1
|uq − u|pN (x, 0)dx ≤ pN |uq − u|pN−1pN |∂N (uq − u)|pN
et lorsque q tend vers l’infini, le terme de droite de cette ine´galite´ tend vers 0 pour une
sous suite car ∂Nun converge faiblement dans L
pN (Ω) donc en particulier est borne´e dans
LpN (Ω), alors que comme pN < p
?, uq − u tend vers 0 dans LpN (Ω) pour une sous suite.
Ainsi, γN (un) converge fortement dans L
pN (]0, 1[N−1×{0}) pour une sous suite vers γN (u).
Par ailleurs, on e´crit pour presque tout x :
|un(x, 0)|αN =
∫ 1
0
αN |un(x, t)|αN−2un|∂Nun|(x, t)dt ≤
(
|un(x, t)|p?dt
) (αN−1)
p? |∂Nun|pN
En particulier un est borne´e dans L
αN ({xN = 0}).
Le lemme 2.4.11 entraine que γN (un) converge pour une sous suite vers γN (u) fortement
dans Lp(]0, 1[N−1×{0}) pour tout p < αN .
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3.4 Formule de Green ge´ne´ralise´e.
Soit Ω un ouvert N -rectangle borne´ de RN aux coˆte´s paralle`les aux axes. Prenons a`
nouveau Ω =]0, 1[N . Rappelons la de´finition :
Y = {σ, σi ∈ Lp′i(Ω), 1 ≤ i ≤ N, div(σ) ∈ L(p?)
′
(Ω)}.
La formule suivante est un prolongement de la fomule d’Anzelotti [3], [54], [51] (voir
aussi la Proposition 1.2.24).
Lemme 3.4.1. Soit σ ∈ Y . On pose σ1 = (σ1, · · · , σN1) ∈ L∞(Ω,RN1). On de´finit les
distributions pour u ∈ Xb(Ω) :
< σ · ∇u, φ >= −
∫
Ω
udiv(σ)φ−
∫
Ω
uσ · ∇φ,
et
< σ1 · ∇1u, φ >=< σ · ∇u, φ > −
N∑
i=N1+1
∫
Ω
σi∂iuφ.
Alors
1. σ · ∇u et σ1 · ∇1u se prolongent en des mesures borne´es sur Ω.
2. Pour tout φ ∈ C1(Ω), on a :
< σ · ∇u, φ >= −
∫
Ω
udiv(σ)φ−
∫
Ω
uσ · ∇φ+ T σ(uφ)
ou` T σ de´signe la forme line´aire continue sur γ0(X(Ω)) = γ0(X
b(Ω)) de´finie par le The´ore`me
2.5.1.
De´monstration. Remarquons tout d’abord que σ · ∇u est bien de´finie compte tenu de
l’injection de Xb(Ω) dans Lp
∗
(Ω).
Soit maintenant une suite un ∈ X(Ω) convergeant faiblement vers u dans Xb(Ω). Soit
e´galement φ ∈ D(Ω).
un converge vers u faiblement dans L
p?(Ω), et div(σ) ∈ Lp?′(Ω), donc∫
Ω
undiv(σ)φ −→
n→∞
∫
Ω
udiv(σ)φ. (3.3)
De plus, on a ∫
Ω
(un − u)σ · ∇φ =
∫
Ω
(
(un − u)
∑
i
σi∂iφ
)
−→
n→∞ 0. (3.4)
En combinant (3.3) et (3.4), on obtient que σ · ∇un converge vers σ · ∇u dans D′(Ω).
D’autre part par la formule de Green du The´ore`me 2.5.1,
< σ · ∇un, φ >=
∫
Ω
σ · ∇unφ.
On a par ailleurs ∫
Ω
|σ · ∇un| ≤
N∑
i=1
|σi|p′i |∂iun|pi ≤ C
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par la convergence faible de un dansX
b(Ω). Ainsi, la suite (σ·∇un)n est borne´e dans L1(Ω).
Il existe donc une sous suite de un que l’on note toujours un, et une mesure µ ∈ M1(Ω)
telle que σ · ∇un converge vaguement vers µ. Par ce qui pre´ce`de, σ · ∇u = µ ∈M1(Ω).
Il s’ensuit que σ1 · ∇1u se prolonge e´galement en une mesure borne´e sur Ω.
En outre si on prend la suite un qui converge e´troitement vers u on obtient
|〈σ1 · ∇1u, φ〉| = | lim
∫
σ1 · ∇1unφ| ≤ lim |σ1|∞|∇1un|1|φ|∞ = |σ1|∞
∫
|∇1u||φ|∞
ce qui montre que σ1 · ∇1u est une mesure absolument continue par rapport a` |∇1u|.
Notons que la preuve pre´ce´dente montre aussi que si un converge faiblement dans X
b
vers u, σ · ∇un converge vaguement vers σ · ∇u.
Pour montrer la formule de Green, soit un dans X(Ω) qui converge e´troitement vers
u avec un = u sur ∂Ω. On va montrer qu’alors σ · ∇un converge e´troitement vers σ · ∇u.
Pour ce faire en utilisant la Proposition 1.2.4 on montre que pour  > 0 il existe K
compact tel que pour tout n
∫
Ω\K |σ1 · ∇1un| ≤  ce qui est imme´diat par le fait que
comme |∇1un| converge e´troitement vers |∇1u| on a pour  l’existence de K compact tel
que
∫
Ω\K |∇un| ≤ , en utilisant |σ1 · ∇1un| ≤ |σ1|∞|∇1un|.
Puisque σ1 · ∇1un converge e´troitement vers σ1 · ∇1u et que pour tout ϕ ∈ C(Ω) et
pour tout i ≥ N1 + 1,
∫
σi∂iunϕ→
∫
σi∂iuϕ, on obtient la convergence e´troite de la suite
σ · ∇un vers σ · ∇u.
Par la formule de Green du The´ore`me 2.5.1 pour un :∫
σ · ∇unϕ+
∫
σ · ∇ϕun +
∫
div(σ)unϕ =< T
σ, γ0(uφ) >. On obtient par passage a` la
limite
< σ · ∇u, ϕ >= −
∫
Ω
udiv(σ)ϕ−
∫
Ω
uσ · ∇ϕ+ < T σ, γ0(uφ) > .
Proposition 3.4.2. On pose pour u ∈ Xb(Ω), et σ ∈ Y , σ1 = (σ1, · · · , σN1) ∈ L∞(Ω,RN1) :
σ1 · (∇1u)s := σ1 · ∇1u− σ1 · (∇1u)ac
ou` (µ)s et (µ)ac de´signent les partie singulie`re et absolument continue, par rapport a` la
mesure de Lebesgue, d’une mesure µ.
Alors la mesure |σ1 ·(∇1u)s| est absolument continue par rapport a` la mesure |(∇1u)s|.
De´monstration. Soit u ∈ Xb(Ω), et soit par le The´ore`me 3.1.6, un ∈ X(Ω) qui converge
e´troitement vers u telle que
|(∇1un)− (∇1u)ac| −→
n→∞ |(∇1u)
s|. (3.5)
Par la Proposition pre´ce´dente, on sait que
< σ1 · ∇1un, φ >−→
n→∞< σ
1 · ∇1u, φ > . (3.6)
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Par (3.6), et par construction, la suite σ1 · (∇1un − (∇1u)ac) converge vaguement vers
σ1 · (∇1u)s. Par semi continuite´ infe´rieure pour la topologie vague, et par (3.5), on a pour
tout φ ∈ Cc(Ω)
| < σ1 · (∇1u)s, φ > | ≤ lim
n→∞
∣∣∣∣∫
Ω
σ1 · (∇1un − (∇1u)ac)φ
∣∣∣∣
≤ |σ1|∞ lim
n→∞
∫
Ω
|∇1un − (∇1u)ac| |φ|
= |σ1|∞
∫
Ω
|(∇1u)s||φ|.
Ainsi, la mesure |σ1 ·(∇1u)s| est absolument continue par rapport a` la mesure |(∇1u)s|.
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Chapitre 4
Re´sultats d’existence
Conside´rons a` nouveau Ω un ouvert N -rectangle borne´ de RN aux coˆte´s paralle`les
aux axes. Sans perdre de ge´ne´ralite´ supposons que Ω =]0, 1[N . Rappelons e´galement que
p+ ≤ p∗, et que puisque Ω est un N−rectangle X(Ω) et Xb(Ω) s’injectent dans Lp∗(Ω).
Rappelons les notations :
pour 0 ≤ i ≤ N, et j ∈ {0, 1}, ∂Ωij :=]0, 1[i−1×{j}×]0, 1[N−i, ∂Ωi := ∂Ωi0 ∪ ∂Ωi1
ainsi que les bords ”horizontaux” (respectivement ”verticaux”)
∂Ωh = ∪Ni=N1+1∂Ωi
et
∂Ωv = ∪N1i=1∂Ωi.
Soit K ⊂ {1, · · · , N} tel que K 6= ∅. On de´finit
Γ = ∪j∈K∂Ωj , (4.1)
ainsi que
XΓ(Ω) = X(Ω) ∩ {u = 0 sur Γ}.
4.1 De´finition du proble`me
Pour u ∈ X(Ω), on de´finit la fonctionnelle :
J(u) =
∫
Ω
|∇1u|+
N∑
i=N1+1
1
pi
∫
Ω
|∂iu|pi − λ
∫
Ω
fu,
ou` f ∈ Lp?′(Ω) et λ ∈ R. On introduit le proble`me :
(P) : m = inf
u∈XΓ(Ω)
{J(u)}. (4.2)
Remarquons que Γ est de mesure N−1 dimensionnelle strictement positive. L’injection
de X(Ω) dans Lp
∗
(Ω) nous permet de de´montrer le re´sultat suivant
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Lemme 4.1.1. Il existe une constante C = C(Ω) telle que pour tout u ∈ XΓ(Ω)
|u|p? ≤ C(|∇1u|1 +
∑
i>N1
|∂iu|pi).
Proposition 4.1.2. Soit C la constante du lemme 4.1.1. Alors pour |λ| < 1C|f |p?′ la
fonctionnelle J est coercive sur XΓ(Ω).
De´monstration. On e´crit par l’ine´galite´ de Ho¨lder, l’ine´galite´ de Young, et le lemme 4.1.1,
en de´finissant  = |λ|C|f |p∗′
|λ
∫
Ω
fu| ≤ |λ||f |p?′ |u|p?
≤ |λ||f |p?′C(|∇1u|1) + |λ||f |p?′C(
N∑
i=N1+1
|∂iu|pi)
≤ |∇1u|1 +
N∑
i=N1+1
(
1
2pi
|∂iu|pipi +
(|λ||f |p?′C)p′i2p′i−1
p′i
).
Ainsi,
J(u) = |∇1u|1 +
N∑
i=N1+1
1
pi
|∂iu|pipi − λ
∫
Ω
fu
≥ (1− )|∇1u|1 +
N∑
i=N1+1
1
2pi
|∂iu|pipi −
N∑
i=N1+1
(|λ||f |p?′C)p′i2p′i−1
p′i
,
et la fonctionnelle est coercive lorsque 1−  > 0, soit |λ| < 1C|f |p?′ .
En vue d’obtenir une solution au proble`me (4.2), de´montrons le re´sultat suivant :
Proposition 4.1.3. On de´finit l’espace
XbΓ(Ω) = X
b(Ω) ∩ {u = 0 sur Γ}.
On a alors :
m = inf
u∈XbΓ(Ω)
{J(u)}.
De´monstration. On a XΓ(Ω) ↪→ XbΓ(Ω), donc il est clair que
inf
u∈XbΓ(Ω)
{J(u)} ≤ inf
u∈XΓ(Ω)
{J(u)}.
Pour l’ine´galite´ inverse, soit u ∈ XbΓ(Ω), et soit par le The´ore`me 3.1.6 une suite {un} de
C∞(Ω) ∩ X(Ω) qui converge e´troitement dans Xb(Ω) vers u et telle que un = u sur ∂Ω.
En particulier, un ∈ XΓ(Ω) pour tout n, et donc
inf
v∈XΓ(Ω)
{J(v)} ≤ J(un). (4.3)
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On a par convergence e´troite ∫
Ω
|∇1un| −→
n→∞
∫
Ω
|∇1u|,
et ∑
i≥N1+1
1
pi
∫
Ω
|∂iun|pi −→
n→∞
∑
i≥N1+1
1
pi
∫
Ω
|∂iu|pi .
De plus, on a par la convergence faible de un vers u dans L
p?(Ω), comme f ∈ Lp?′(Ω) :∫
Ω
fun −→
n→∞
∫
Ω
fu.
Ainsi, on a J(un) →
n→∞ J(u), et donc par passage a` la limite dans (4.3) :
inf
v∈XΓ(Ω)
{J(v)} ≤ J(u).
Comme ceci est valable pour tout u ∈ XbΓ(Ω), on obtient bien
inf
v∈XΓ(Ω)
{J(v)} ≤ inf
v∈XbΓ(Ω)
{J(v)}.
4.2 Le cas Γv = ∅
Rappelons la de´finition des bords ”horizontaux” (respectivement ”verticaux”) :
∂Ωh = ∪Ni=N1+1∂Ωi
et
∂Ωv = ∪N1i=1∂Ωi,
ou` ∂Ωi :=
(
]0, 1[i−1×{0}×]0, 1[N−i) ∪ (]0, 1[i−1×{1}×]0, 1[N−i).
Rappelons e´galement que Γ ⊂ ∂Ω est de´fini par (4.1). On note Γh = Γ ∩ ∂Ωh, et
Γv = Γ ∩ ∂Ωv.
The´ore`me 4.2.1. Soit C la constante du lemme 4.1.1. Si Γ ⊂ Γh, pour λ tel que |λ| <
1
C|f |p?′ , il existe une solution au proble`me sur X
b(Ω). C’est a` dire qu’il existe u ∈ XbΓ(Ω)
qui re´alise
J(u) = inf
v∈XbΓ(Ω)
{J(v)}.
De´monstration. Par la coercivite´ de J on a m > −∞. Soit un une suite minimisante, c’est
a` dire telle que pour tout entier n, un ∈ XbΓ(Ω), et J(un) →n→∞ m. La coercivite´ de J
entraine que (un)n est borne´e dans X
b(Ω). On peut donc en extraire une sous suite que
l’on note toujours un qui converge faiblement vers u dans X
b(Ω). Par la continuite´ faible
de la trace sur les bords ”horizontaux” (The´ore`me 3.3.5), γ0(un) converge faiblement dans
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Lpi(∂Ωh) vers γ0(u), et donc u = 0 sur Γ ⊂ Γh. On a de plus par semi continuite´ infe´rieure
de la variation totale pour la topologie vague des mesures∫
Ω
|∇1u| ≤ lim
n→∞
∫
Ω
|∇1un|
et par semi continuite´ infe´rieure pour la topologie faible dans Lpi , pour i ≥ N1 + 1
1
pi
∫
Ω
|∂iu|pi ≤ lim
n→∞
1
pi
∫
Ω
|∂iun|pi
De plus, comme f ∈ Lp?′(Ω), par convergence faible de un vers u dans Lp?(Ω), on a∫
Ω
fun −→
n→∞
∫
Ω
fu.
Finalement :
m = inf
v∈XbΓ(Ω)
{J(v)} ≤ J(u) ≤ lim
n→∞
J(un) = m,
d’ou` J(u) = m.
Remarque 4.2.1. Nous allons voir que puisque Γh contient l’un des ∂Ωij , pour i ≥ N1+1
et j ∈ {0, 1}, en rajoutant la condition f ∈ Lp′i(Ω), le re´sultat du The´ore`me pre´ce´dent est
e´galement valable sans contrainte sur λ.
Proposition 4.2.2. On suppose toujours que Γv = ∅. Supposons que Γh contient ∂Ωij,
pour un i ≥ N1 + 1 et un j ∈ {0, 1}, et que f ∈ Lp′i(Ω). Alors quel que soit λ il existe une
solution au proble`me sur Xb(Ω).
De´monstration. Notons que la contrainte dans le re´sultat d’existence pre´ce´dent sur le
re´el λ n’intervient que pour de´montrer la coercivite´ de J . Il suffit ainsi de de´montrer la
coercivite´ de J sur XΓ(Ω) sans contrainte sur λ. On suppose i = N , j = 0 pour simplifier.
Alors par de´finition de Γh, u(x′, 0) = 0 pour tout x′ ∈]0, 1[N−1. On e´crit pour presque tout
(x′, y) ∈]0, 1[N :
|u(x′, y)| =
∣∣∣∣∫ y
0
∂Nu(x
′, t)dt
∣∣∣∣ ≤ y 1p′N (∫ y
0
|∂Nu(x′, t)|pNdt
) 1
pN
,
et donc
|u|pN ≤ |∂Nu|pN .
En e´crivant par les ine´galite´s de Ho¨lder et de Young :
∣∣∣∣λ∫
Ω
fu
∣∣∣∣ ≤ |λ||f |p′N |u|pN
≤ C + 1
2pN
|∂Nu|pNpN ,
ou` C ne de´pend que de pN , |f |p′N et λ, on obtient finalement que J est coercive.
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4.3 Le cas de |Γv| > 0
Conside´rons maintenant le cas ou` Γ = Γv ∪ Γh avec |Γv| > 0. La difficulte´ ici vient en
partie du fait que la trace n’est pas continue pour la topologie faible sur les bords ∂Ωi
lorsque i ≤ N1, le The´ore`me 3.3.5 ne s’applique pas. On introduit alors le proble`me relaxe´ :
De´finition 4.3.1. On de´finit pour u ∈ Xb(Ω) :
Jr(u) =
∫
Ω
|∇1u|+
∫
Γv
|u| +
∑
i≥N1+1
1
pi
|∂iu|pipi − λ
∫
Ω
fu = J(u) +
∫
Γv
|u|,
ainsi que le proble`me
(Pr) : mr = inf
u∈Xb(Ω), u=0 sur Γh
Jr(u).
Montrons tout d’abord un lemme qui nous servira par la suite.
Lemme 4.3.2. Soit k ≥ 1, soit φ une fonction sur Rk×]0, 1[N−k, soit ν une mesure
positive sur Rk×]0, 1[N−k, et a ∈ R. Pour t > 1, on pose pour x = (x1, · · · , xN ) ∈
Rk×]0, 1[N−k, etpour φ une fonction continue sur RN
φt(x) = φ(a+ t(x1 − a), · · · , a+ t(xk − a), xk+1, · · · , xN ).
On de´finit la mesure νt par :
< νt, φ >=
1
tk
< ν, φ 1
t
> .
Alors νt converge vaguement vers ν sur Rk×]0, 1[N−k lorsque t tend vers 1, et∫
Rk×]0,1[N−k
νt −→
t→1
∫
Rk×]0,1[N−k
ν.
De´monstration. On peut supposer que la mesure est borne´e car sinon chacune des inte´grales
vaut +∞. On commence par le cas ou` la mesure est absolument continue par rapport a` la
mesure de Lebesgue.
Soit donc f ∈ L1(Rk×]0, 1[N−k), on pose
ft(x) = f(a+ t(x1 − a), · · · , a+ t(xk − a), xk+1, · · · , xN ).
Alors un changement de variable permet de montrer :∫
Rk×]0,1[N−k
|ft|(x, y)dx = 1
tk
∫
Rk×]0,1[N−k
|f |(x, y)dx.
Soit maintenant µ ∈ M1(Rk×]0, 1[N−k), µ ≥ 0, et soit par le lemme 1.2.7, fn ∈
Cc(Rk×]0, 1[N−k), fn ≥ 0 une suite qui converge e´troitement vers µ sur Rk×]0, 1[N−k.
Pour tout entier n, fn ∈ L1(Rk×]0, 1[N−k), et donc on a∫
Rk×]0,1[N−k
(fn)t(x)dx =
1
tk
∫
Rk×]0,1[N−k
fn(x)dx.
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Il est clair que (fn)t converge e´troitement vers µt sur Rk×]0, 1[N−k. Par passage a` la
limite on obtient bien∫
Rk×]0,1[N−k
µt(x)dx =
1
tk
∫
Rk×]0,1[N−k
µ(x)dx,
d’ou` le re´sultat en faisant tendre t vers 1.
The´ore`me 4.3.3. Si u ∈ Xb(Ω), tel que u = 0 sur Γh, il existe une suite un de Xb(Ω)
telle que un = 0 sur Γ telle que
1. |un − u|p? −→
n→∞ 0,
2. |∂iun − ∂iu|pi −→n→∞ 0, pour tout N1 + 1 ≤ i ≤ N ,
3.
∫
Ω |∇1un| −→n→∞
∫
Ω |∇1u|+
∫
Γv |u|
4.
∫
Ω |∇1un − (∇1u)ac| −→n→∞
∫
Ω |(∇1u)s|+
∫
Γv |u|.
De´monstration. Soit u ∈ Xb(Ω) tel que u = 0 sur Γh. Sans perdre de ge´ne´ralite´, on peut
supposer que Γv = ∪ki=1∂Ωi avec k ≤ N1. Soit
Ω˜ = Rk×]0, 1[N−k.
On prolonge u par 0 a` Ω˜. On obtient un e´le´ment u˜ ∈ Xb(Ω˜), avec∫
Ω˜
|∇1u˜| =
∫
Ω
|∇1u|+
∫
Γv
|u|. (4.4)
En effet, la de´finition de de´rivation au sens des distributions ainsi que la formule de
Green classique entraine, pour ϕ ∈ D(Ω˜,RN1) :
∫
Ω˜
∇1u˜ · ϕ = −
∫
Ω˜
u˜divϕ
= −
∫
Ω
udivϕ
=
∫
Ω
∇1u · ϕ+
∫
∂Ω
uϕ
et donc comme ϕ est nul sur tous les ∂Ωi pour i > k, on obtient
∇1u˜ = ∇1uχΩ + uδΓv~n,
ce qui prouve (4.4).
On conside`re maintenant pour µ > 1, en notant (x, y) ∈ Rk×]0, 1[N−k :
vµ(x, y) = u˜(
1
2
+ µ(x− 1
2
), y),
on remarque que vµ ∈ Xb(Ω˜) et que vµ est a` support dans
]
1
2
− 1
2µ
,
1
2
+
1
2µ
[k×]0, 1[N−k
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et que cet ensemble est inclus dans ]0, 1[N puisque µ > 1.
Par ailleurs, puisque u est nul sur Γh, vµ l’est e´galement. En utilisant les meˆmes
arguments que dans le Lemme 2.4.4, on peut montrer que
|vµ − u|p
∗
p∗ ≤
∫
Ω˜
|vµ − u˜|p∗ −→
µ→1
0,
et que pour tout i > N1
|∂ivµ − ∂iu|pipi ≤
∫
Ω˜
|∂ivµ − ∂iu˜|pi −→
µ→1
0.
Remarquons que
∇1vµ(x, y) = µ∇1u˜(1
2
+ µ(x− 1
2
), y)
et donc
∣∣∣∣∫
Ω˜
|∇1vµ|(x, y)−
∫
Ω˜
|∇1u˜|(x, y)
∣∣∣∣ ≤ ∣∣∣∣µ ∫
Ω˜
|∇1u˜|(1
2
+ µ(x− 1
2
), y)− µ
∫
Ω˜
|∇1u˜|(x, y)
∣∣∣∣
+ (µ− 1)
∣∣∣∣∫
Ω˜
|∇1u˜|(x, y)
∣∣∣∣ (4.5)
−→
µ→1
0,
par le lemme 4.3.2 applique´ a` |∇1u˜| qui est une mesure positive sur Ω˜, et donc d’apre`s
(4.4) ∫
Ω
|∇1vµ| =
∫
Ω˜
|∇1vµ| →
µ→1
∫
Ω˜
|∇1u˜| =
∫
Ω
|∇1u|+
∫
Γv
|u|.
Enfin, on a∫
Ω˜
|(∇1vµ)− (∇1u)ac| =
∫
Ω˜
|(∇1vµ)ac − (∇1u)ac|+
∫
Ω˜
|(∇1vµ)s|,
et les meˆmes arguments que le lemme 2.4.4 permettent de montrer que∫
Ω
|(∇1vµ)ac − (∇1u)ac| −→
µ→1
0
puisque (∇1u)ac ∈ L1(Ω,RN1). Enfin, en proce´dant comme en (4.5), on peut montrer que∫
Ω˜
|(∇1vµ)s| −→
µ→1
∫
Ω˜
|(∇1u˜)s| =
∫
Ω
|(∇1u)s|+
∫
Γv
|u|,
ce qui conclut.
Corollaire 4.3.4. Si u ∈ Xb(Ω), tel que u = 0 sur Γh, il existe une suite un de X(Ω)
telle que un = 0 sur Γ telle que
1. |un − u|p∗ −→
n→∞ 0,
2. Pour i ≥ N1 + 1, |∂iun − ∂iu|pi −→n→∞ 0,
56
3.
∫
Ω |∇1un| −→n→∞
∫
Ω |∇1u|+
∫
Γv |u|.
De´monstration. Il suffit de combiner le The´ore`me 4.3.3 et le The´ore`me 3.1.6.
Proposition 4.3.5.
mr = m.
De´monstration. On a XbΓ(Ω) ↪→ Xb(Ω) ∩ {u = 0 sur Γh}, donc clairement
mr = inf
u∈Xb(Ω), u=0 sur Γh
Jr(u) ≤ inf
u∈XbΓ(Ω)
Jr(u) = inf
u∈XbΓ(Ω)
J(u) = m.
Pour montrer l’ine´galite´ inverse, soit u ∈ Xb(Ω) tel que u = 0 sur Γh. Soit par le The´ore`me
4.3.3 une suite un ∈ XbΓ(Ω) qui ve´rifie donc : |un − u|p∗ −→n→∞ 0, |∂iun − ∂iu|pi −→n→∞ 0 pour
i > N1, et
∫
Ω |∇1un| →n→∞
∫
Ω |∇1u|+
∫
Γv |u|.
Il est clair qu’alors J(un) →
n→∞ Jr(u). Par ailleurs, pour tout entier n, on a
m ≤ J(un),
et donc par passage a` la limite m ≤ Jr(u). Ceci e´tant valable pour tout u ∈ Xb(Ω) tel que
u = 0 sur Γh, on obtient bien que m ≤ mr.
Lemme 4.3.6. Il existe une constante C = C(Ω) > 0 telle que pour tout u ∈ Xb(Ω) :
|u|p? ≤ C
∫
Ω
|∇1u|+
N∑
i=N1+1
|∂iu|pi +
∫
Γv
|u|
 .
De´monstration. Il suffit d’utiliser l’injection de Xb(Ω) dans Lp
?
(Ω) et l’ine´galite´ de Poin-
care´ sur Xb(Ω).
Proposition 4.3.7. La fonctionnelle Jr est coercive sur X
b(Ω) pour |λ| < 1C|f |p?′ , ou`
C > 0 est de´fini dans le lemme pre´ce´dent.
De´monstration. On e´crit :
|λ
∫
Ω
fu| ≤ |λ||f |p∗′ |u|p∗
≤ |λ||f |p∗′C
∫
Ω
|∇1u|+
N∑
i=N1+1
|∂iu|pi +
∫
Γv
|u|

≤ |λ||f |p∗′C
∫
Ω
|∇1u|+ |λ||f |p∗′C
∫
Γv
|u|+
N∑
i=N1+1
1
2pi
|∂iu|pipi +
(2
1
pi |λ||f |p∗′C)p′i
p′i
.
Ainsi, en posant  = |λ||f |p∗′C :
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Jr(u) =
∫
Ω
|∇1u|+
∫
Γv
|u| +
∑
i≥N1+1
|∂iu|pipi − λ
∫
Ω
fu
≥ (1− )
∫
Ω
|∇1u|+ (1− )
∫
Γv
|u|+
N∑
i=N1+1
1
2pi
|∂iu|pipi −
N∑
i=N1+1
(2
1
pi |λ||f |p∗′C)p′i
p′i
Ainsi, pour  < 1 la fonctionnelle J est coercive sur Xb(Ω) ce qui conclut.
Rappelons les proble`mes :
(P) : m = inf
u∈XΓ(Ω)
J(u), (4.6)
(Pr) : mr = inf
u∈Xb(Ω), u=0 sur Γh
Jr(u),
Rappelons que l’on a vu dans les Propositions 4.1.3 et 4.3.5 que
m = inf
u∈XbΓ(Ω)
J(u) = mr.
Proposition 4.3.8. Pour |λ| < 1C|f |p?′ le proble`me relaxe´ (Pr) admet une solution.
De´monstration. On a m = mr. Soit donc un ∈ XΓ(Ω) une suite minimisante du proble`me
(P).
Soit Ω′ une re´union de rectangles aux coˆte´s paralle`les aux axes, telle que Ω ∪ Γv ⊂ Ω′
et Ω′ ∩ ∂Ω = Γv. Par exemple, si Γv = ∪ki=1∂Ωi avec k ≤ N1, on peut prendre Ω′ =
]− 1, 2[k∪]0, 1[N−k.
On prolonge un par 0 sur l’ouvert Ω
′ \ Ω.
La suite prolonge´e {u˜n} est clairement borne´e dans X(Ω′). On en extrait une sous
suite que l’on note toujours {u˜n} qui converge faiblement dans Xb(Ω′) vers v ∈ Xb(Ω′). Il
est clair que v est nul sur Ω′ \ Ω. On a par ailleurs en notant u la restriction de v a` Ω
|∂iv|Lpi (Ω′) = |∂iu|Lpi (Ω), pour i ≥ N1 + 1,∫
Ω′
|∇1v| =
∫
Ω
|∇1u|+
∫
Γv
|u|.
Par la continuite´ de la trace sur les bords horizontaux, u = 0 sur Γh. De plus, par semi
continuite´ infe´rieure pour les topologies faible et vague sur Ω′ :
mr ≤ Jr(u) =
∫
Ω′
|∇1v|+
N∑
i=N1+1
1
pi
∫
Ω′
|∂iv|pi − λ
∫
Ω′
fv
≤ lim
n→∞
∫
Ω′
|∇1u˜n|+
N∑
i=N1+1
1
pi
∫
Ω′
|∂iu˜n|pi − λ
∫
Ω′
fu˜n

= mr,
et donc u est solution du proble`me relaxe´ (Pr).
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Chapitre 5
EDP ve´rifie´e par un minimiseur.
Nous allons proposer deux me´thodes pour de´terminer une EDP ve´rifie´e par un mini-
miseur du proble`me (4.6). La premie`re est l’utilisation d’un proble`me approche´ sur un
espace plus re´gulier. La seconde utilise le proble`me dual, me´thode d’analyse convexe.
5.1 Proble`me approche´
Nous cherchons dans cette section a` approcher le proble`me (4.6) par un proble`me sur
un espace plus re´gulier. En effet, La fonctionnelle J n’est pas diffe´rentiable sur Xb(Ω).
Le travail que l’on fera plus tard revient dans un sens a` calculer le sous differentiel de la
fonctionnelle J sur X(Ω) et d’e´crire qu’en un minimum il est nul. On pourra consulter
[15], [16], ou [17] pour des me´thodes similaires sur BV .
Soit Ω un ouvert rectangle borne´ de RN aux coˆte´s paralle`les aux axes. Une fois de plus,
sans perte de ge´ne´ralite´, supposons que Ω =]0, 1[N .
5.1.1 De´finition du proble`me
De´finition 5.1.1. Pour  > 0, on de´finit l’espace
X(Ω) = {u ∈ Lp+(Ω), ∂iu ∈ L1+(Ω), i ≤ N1, ∂iu ∈ Lpi(Ω), i ≥ N1 + 1}.
On suppose  suffisamment petit pour que
N1
1 + 
+
N∑
i=N1+1
1
pi
> 1 (5.1)
et
1 +  < pi, pour tout N1 + 1 ≤ i ≤ N. (5.2)
Remarque 5.1.1. L’espace X est un cas particulier des espaces de Sobolev anisotropes,
et la the´orie ge´ne´rale relative a` ces espaces nous permet de montrer que lorsque Ω est
un ouvert borne´ rectangle aux coˆte´s paralle`les aux axes, et que  satisfait (5.1), X(Ω)
s’injecte dans Lp
∗
 (Ω) avec
p∗ =
N
N1
1+ +
∑N
i=N1+1
1
pi
− 1
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(voir par exemple [48], [37], [38], [34]). Remarquons que p∗ < p∗ , et de par la de´pendance
en , nous utiliserons principalement le fait que X(Ω) ↪→ X(Ω), et donc on a l’injection
X(Ω) ↪→ Lp?(Ω), et l’injection est compacte dans Lp(Ω) pour p < p?.
De plus, puisque  satisfait (5.2), on a e´galement X(Ω) ⊂W 1,1+(Ω), et il en de´coule
donc le re´sultat suivant :
Proposition 5.1.2. On a
γ0(X
(Ω)) ↪→W 1+ ,1+(∂Ω) ∩ γ0(X(Ω)).
Par ailleurs, la trace est continue sur X(Ω) pour la topologie faible : Si une suite un de
X(Ω) converge faiblement vers u, alors γ0(un) converge vers γ0(u) dans W

1+
,1+(∂Ω).
De´monstration. Il est clair que γ0(X
(Ω)) ↪→ γ0(X(Ω)). Par ailleurs, u ∈ W 1,1+(Ω). La
the´orie classique des espaces de Sobolev isotropes entraine l’injection de γ0(X
(Ω)) dans
W

1+
,1+(∂Ω) ([19], [1]), et que l’application trace est faiblement continue de W 1,1+(Ω)
dans W

1+
,1+(∂Ω).
De´finition 5.1.3. Soit Γ ⊂ ∂Ω de´fini dans la section pre´ce´dente par (4.1). C’est a` dire,
soit K ⊂ {1, · · · , N} non vide, alors on pose
Γ = ∪i∈K∂Ωi,
avec ∂Ωi :=
(
]0, 1[i−1×{0}×]0, 1[N−i) ∪ (]0, 1[i−1×{1}×]0, 1[N−i).
On pose :
XΓ(Ω) = X
(Ω) ∩ {u = 0 sur Γ}.
Pour λ ∈ R, et f ∈ Lp?′(Ω), on de´finit le proble`me approche´ :
(P) : m = inf
u∈XΓ(Ω)
{J (u)},
avec
J (u) =
1
1 + 
∫
Ω
|∇1u|1+ +
∑
i≥N1+1
1
pi
∫
Ω
|∂iu|pi − λ
∫
Ω
fu.
5.1.2 Existence de solution sur X(Ω)
Proposition 5.1.4. La fonctionnelle J  est coercive sur XΓ(Ω).
De´monstration. Remarquons que l’on a l’ine´galite´ de Poincare´ sur X(Ω) puisque Ω est
un N rectangle borne´ on a e´galement l’injection de X(Ω) dans Lp
?
(Ω), et donc lorsque u
est nul sur sur Γ de mesure non nulle
|u|p? ≤ C ′(|∇1u|1+ +
∑
i>N1
|∂iu|pi). (5.3)
On e´crit ensuite par l’ine´galite´ de Ho¨lder et l’ine´galite´ de Young :
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|λ
∫
Ω
fu| ≤ |λ||f |p?′ |u|p?
≤ C ′|λ||f |p?′ |∇1u|1+ + C ′|λ||f |p?′
∑
i>N1
|∂iu|pi
≤ 1
2(1 + )
|∇1u|1+1+ +
2
1
 
1 + 
(C ′|λ||f |p?′)
1+
 +
N∑
i=N1+1
(
1
2pi
|∂iu|pipi
+
(2
1
pi |λ||f |p?′C ′)p′i
p′i
 .
Ainsi, on a
J (u) ≥ 1
2(1 + )
|∇1u|1+1+ +
N∑
i=N1+1
1
2pi
|∂iu|pipi −
2
1
 
1 + 
(C ′|λ||f |p?′)
1+

−
N∑
i=N1+1
(2
1
pi |λ||f |p?′C ′)p′i
p′i
(5.4)
d’ou` le re´sultat.
Remarque 5.1.2. Remarquons que pour la coercivite´ de J  a`  fixe´, la condition sur λ n’est
pas ne´cessaire. En revanche, si 2C ′|λ||f |p?′ est plus grand que 1, le terme (2C ′|λ||f |p?′)
1+

diverge lorsque  tend vers 0. Ainsi, pour montrer plus loin la convergence d’une suite de
solutions du proble`me approche´, une condition de petitesse de λ sera ne´cessaire.
Proposition 5.1.5. Le proble`me approche´ (P) admet une solution u ∈ XΓ(Ω).
De´monstration. Soit (un)n une suite minimisante du proble`me. Par coercivite´ de J
, (un)n
est borne´e dans X(Ω). Par l’injection de X dans Lp
?
on peut donc en extraire une suite
(que l’on note toujours un) qui converge faiblement vers u ∈ X(Ω) :
1. un converge vers u faiblement dans L
p?(Ω)
2. ∂iun converge faiblement vers ∂iu dans L
1+(Ω), pour i ≤ N1.
3. ∂iun converge faiblement vers ∂iu dans L
pi(Ω), pour i ≥ N1 + 1.
On a donc ∫
Ω
unf −→
n→∞
∫
Ω
uf.
Or, X(Ω) ↪→ W 1,1+(Ω), donc par continuite´ faible de la trace sur W 1− 11+ ,1+(Γ), on
a e´galement que γ0(un) converge faiblement dans W
1− 1
1+
,1+(Γ) vers γ0(u), et donc
u ∈ XΓ(Ω).
Enfin, par semi continuite´ infe´rieure pour la topologie faible de toutes les inte´grales en
jeu, on a
inf
u∈XΓ(Ω)
J (u) ≤ J (u) ≤ lim
n→∞
J (un) = inf
u∈XΓ(Ω)
J (u),
ce qui conclut.
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Nous donnons un lemme pour de´terminer la condition au bord sur σ · ~n dans l’EDP
Lemme 5.1.6. Si ϕ ∈ D(∂Ω\Γ) il existe ψ ∈ D(Ω), telle que ψ = ϕ sur ∂Ω. En particulier
ψ = 0 sur Γ.
De´monstration. On peut supposer que l’une des composantes connexes de ∂Ω \ Γ est
]0, 1[N−1×{0}. Soit h ∈ D(] − 12 , 12 [), h(0) = 1, et soit ψ(x′, xN ) = ϕ(x′)h(xN ). Alors
ψ convient. On peut additionner K fonctions construites de la meˆme fac¸on pour les K
composantes connexes de ∂Ω \ Γ.
Proposition 5.1.7. Posons σ = (σ
1
 , (σ)N1+1, · · · , (σ)N ) ∈ RN avec
σ1 = |∇1u|−1∇1u ∈ RN1 ,
et pour i ≥ N1 + 1
(σ)i = |∂iu|pi−2∂iu.
Il est e´quivalent de dire que u est solution du proble`me (P), ou que u satisfait l’EDP :
−div(σ) = λf,
u = 0 sur Γ,
σ · ~n = 0 sur ∂Ω \ Γ.
De´monstration. Remarquons que J  est diffe´rentiable sur l’espace X(Ω), avec pour u, v ∈
XΓ(Ω) :
DJ (u)(v) =
∫
Ω
|∇1u|−1∇1u∇1v +
N∑
i=N1+1
∫
Ω
|∂iu|pi−2∂iu∂iv − λ
∫
Ω
fv.
Ainsi, u ve´rifiant DJ
(u) = 0, on a alors au sens des distributions :
−div1
(|∇1u|−1∇1u)−∑
i>N1
∂i(|∂iu|pi−2∂iu) = λf,
soit
−div(σ) = λf.
Par ailleurs, pour tout ϕ ∈ D(Ω) a` support compact dans Ω \ Γ, (donc nulle sur Γ) on
a : ∫
Ω
σ · ∇ϕ = λ
∫
Ω
fϕ,
et donc par la formule de Green, on obtient :
−
∫
Ω
div(σ)ϕ+ 〈σ · ~n, ϕ〉 = λ
∫
Ω
fϕ
et donc
〈σ · ~n, ϕ〉 = 0,
ce qui signifie graˆce au lemme 5.1.6 que σ · ~n est a` support dans Γ. On dira par abus de
notation que σ · ~n = 0 sur ∂Ω \ Γ.
Re´ciproquement, puisque J  est une fonctionnelle convexe (et meˆme strictement convexe),
un point ou` DJ (u) = 0 est un minimum global de J .
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5.1.3 Convergence du proble`me approche´
Rappelons a` nouveau les proble`mes
(P) : m = inf
u∈XΓ(Ω)
J(u),
(Pr) : mr = inf
u∈Xb(Ω), u=0 sur Γh
Jr(u),
(P) : m = inf
u∈XΓ(Ω)
{J (u)},
ou`
Jr(u) =
∫
Ω
|∇1u|+
∑
i>N1
1
pi
∫
Ω
|∂iu|pi +
∫
Γv
|u| − λ
∫
Ω
fu
= J(u) +
∫
Γv
|u|,
J (u) =
1
1 + 
∫
Ω
|∇1u|1+ +
∑
i>N1
1
pi
∫
Ω
|∂iu|pi − λ
∫
Ω
fu.
Rappelons que l’on a vu dans les Propositions 4.1.3 et 4.3.5 que
m = inf
u∈XbΓ(Ω)
J(u) = mr.
Proposition 5.1.8.
lim
→0
m ≤ m.
De´monstration. Soit δ > 0. Par de´finition, il existe uδ ∈ XΓ(Ω) tel que
J(uδ) ≤ m+ δ.
Par le The´ore`me 2.4.15, il existe vδ ∈ XΓ(Ω) ∩ D(Ω) tel que
|J(vδ)− J(uδ)| ≤ δ.
En particulier, vδ ∈ XΓ(Ω). Or, |∇1vδ|+1 converge presque partout vers |∇1vδ| lorsque 
tend vers 0, et pour une constante 0 > 0, on a pour tout  < 0
|∇1vδ|1+ ≤ sup{1, |∇1vδ|1+0},
donc par le The´ore`me de Convergence Domine´e :
J (vδ) −→
→0
J(vδ).
Enfin, on a m ≤ J (vδ), on obtient donc
lim
→0
m ≤ lim
→0
J (vδ) = J(vδ) ≤ J(uδ) + δ ≤ m+ 2δ,
d’ou` le re´sultat puisque δ est arbitraire.
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Remarque 5.1.3. La Proposition 5.1.5 donne a`  > 0 fixe´ l’existence d’une solution
u ∈ XΓ(Ω) du proble`me approche´ (P). On obtient donc une suite (u) de solutions. La
proposition suivante assure la bornitude de la suite sous la condition pre´ce´dente sur λ.
Proposition 5.1.9. Pour |λ| suffisamment petit, la suite (u) de solutions du proble`me
approche´ est borne´e dans X(Ω) inde´pendamment de .
De´monstration. Soit u une solution du proble`me (P). Il est clair que 0 ∈ XΓ(Ω), donc
on a
J (u) =
1
1 + 
∫
Ω
|∇1u|1+ +
N∑
i=N1+1
1
pi
∫
Ω
|∂iu|pi − λ
∫
Ω
fu ≤ 0.
Or, on a par l’ine´galite´ (5.4) :
J (u) ≥ 1
2(1 + )
|∇1u|1+1+ +
N∑
i=N1+1
1
2pi
|∂iu|pipi −
2
1
 
1 + 
(C ′|λ||f |p∗′)
1+

−
N∑
i=N1+1
(2
1
pi |λ||f |p∗′C ′)p′i
p′i
et donc pour 0 <  < 1 :
1
4
|∇1u|1+1+ +
N∑
i=N1+1
1
2pi
|∂iu|pipi ≤
1
2(1 + )
|∇1u|1+1+ +
N∑
i=N1+1
1
2pi
|∂iu|pipi
≤ 2
1
 
1 + 
(C ′|λ||f |p∗′)
1+
 +
N∑
i=N1+1
(2
1
pi |λ||f |p∗′C ′)p′i
p′i
≤ (2C ′|λ||f |p∗′)
1+
 +
N∑
i=N1+1
(2
1
pi |λ||f |p∗′C ′)p′i
p′i
Ainsi, pour |λ| < 12C′|f |p∗′ , il existe K > 0, il existe 0 > 0 telle que pour tout  < 0,
 > 0 on a
|∇1u|1+1+ +
∑
i>N1
|∂iu|pipi ≤ K.
Enfin, l’ine´galite´ (5.3) nous permet e´galement de majorer |u|p∗ inde´pendamment de 
par les calculs pre´ce´dents.
Supposons donc que |λ| < 12C′|f |p∗′ , ou` la constante C
′ est telle que
|u|p∗ ≤ C ′(|∇1u|1+ +
∑
i>N1
|∂iu|pi).
Rappelons que Γ est une re´union de ∂Ωi :
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Γ = ∪i∈K∂Ωi, avec K ⊂ {1, · · · , N},
et on pose Γv = Γ ∩ ∂Ωv.
Soit Ω′ un ouvert re´union de rectangles de RN telle que Ω∪ Γv ⊂ Ω′, et Ω′ ∩ ∂Ω = Γv.
Par exemple, si Γv = ∪ki=1∂Ωi avec k ≤ N1, on peut choisir Ω′ =]− 1, 2[k×]0, 1[N−k.
Proposition 5.1.10. Soit u ∈ XΓ(Ω) une solution du proble`me approche´ (P). On pro-
longe u par 0 sur Ω
′ \ Ω. On note (u˜) la suite de prolonge´es obtenues.
Alors la suite (u˜) converge e´troitement sur Ω
′ pour une sous suite vers un e´le´ment
v ∈ Xb(Ω′) dont la restriction u a` Ω est solution du proble`me relaxe´ (Pr). En particulier
m = lim
→0
m.
De´monstration. On a u˜ ∈ XΓ(Ω′), avec :
|u˜|Lp∗ (Ω′) = |u|Lp∗ (Ω),
∑
i>N1
|∂iu˜|Lpi (Ω′) =
∑
i>N1
|∂iu|Lpi (Ω), |∇1u˜|L1(Ω′) = |∇1u|L1(Ω).
Par la proposition pre´ce´dente, la suite (u˜) est alors borne´e dansX
(Ω′), inde´pendamment
de . On peut en extraire une sous suite que l’on note toujours u˜ qui converge faiblement
vers v ∈ Xb(Ω′).
Par semi continuite´ infe´rieure de la variation totale sur l’ouvert Ω′, on a∫
Ω′
|∇1v| ≤ lim
→0
∫
Ω′
|∇1u˜| = lim
→0
∫
Ω
|∇1u|
≤ lim
→0
(∫
Ω
|∇1u|1+
)1/(1+)
|Ω|/(1+),
et par semi continuite´ infe´rieure pour la topologie faible sur Lpi(Ω′) pour tout i > N1 :
|∂iv|Lpi (Ω′) ≤ lim
→0
|∂iu˜|Lpi (Ω′) = lim
→0
|∂iu|Lpi (Ω).
De plus, quitte a` extraire a` nouveau une sous suite, on peut supposer que u˜ converge
faiblement vers v dans Lp
∗
(Ω′), et donc∫
Ω′
fu˜ −→
→0
∫
Ω′
fv.
Soit maintenant u = v/Ω. Alors u ∈ Xb(Ω), avec
|∂iv|Lpi (Ω′) = |∂iu|Lpi (Ω),
pour tout N1 + 1 ≤ i ≤ N , et∫
Ω′
|∇1v| =
∫
Ω
|∇1u|+
∫
Γv
|u|.
Enfin, u = 0 sur Γ
h, donc u˜ e´galement, et par continuite´ faible de la trace sur les
bords ”horizontaux” de Ω′, v = 0 sur Γh, et donc u e´galement. Ainsi, en reprenant les
calculs pre´ce´dents :
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m = mr ≤ Jr(u) =
∫
Ω
|∇1u|+
∑
i>N1
1
pi
∫
Ω
|∂iu|pi +
∫
Γv
|u| − λ
∫
Ω
fu
=
∫
Ω′
|∇1v|+
∑
i>N1
1
pi
∫
Ω′
|∂iv|pi − λ
∫
Ω
fu
≤ lim
→0
∫
Ω′
|∇1u˜|+
∑
i>N1
1
pi
∫
Ω′
|∂iu|pi − λ
∫
Ω
fu
≤ lim
→0
(∫
Ω
|∇1u|1+
) 1
1+
|Ω|1− 11+ +
∑
i>N1
1
pi
∫
Ω
|∂iu|pi − λ
∫
Ω
fu
= lim
→0
J (u) = lim
→0
m ≤ lim
→0
m ≤ m,
et donc, Jr(u) = mr, u est solution du proble`me relaxe´ (Pr). Par ailleurs, les ine´galite´s
pre´ce´dentes (qui sont en fait des e´galite´s) impliquent que∫
Ω′
|∇1u˜|1+ =
∫
Ω
|∇1u|1+ −→
→0
∫
Ω
|∇1u|+
∫
Γv
|u| =
∫
Ω′
|∇1v|, (5.5)
mais e´galement ∫
Ω′
|∇1u˜| =
∫
Ω
|∇1u| −→
→0
∫
Ω
|∇1u|+
∫
Γv
|u| =
∫
Ω′
|∇1v|.
Il nous reste a` montrer la convergence forte de ∂iu˜ vers ∂iv dans L
pi(Ω′) pour i > N1.
On a pour tout i > N1 d’apre`s ce qui pre´ce`de :∫
Ω′
|∂iu˜|pi −→
→0
∫
Ω′
|∂iv|pi .
E´nonc¸ons un lemme dont la preuve est reporte´e a` la fin de cette de´monstration :
Lemme 5.1.11. Soit Ω un ouvert de RN . Si une suite un converge faiblement vers u dans
Lp(Ω), 1 < p <∞, et si ∫
Ω
|un|p −→
∫
Ω
|u|p,
alors un converge fortement vers u dans L
p(Ω).
La convergence faible de ∂iu˜ vers ∂iv couple´e au lemme 5.1.11 entraine finalement la
convergence forte de ∂iu˜ vers ∂iv dans L
pi(Ω′), d’ou` le re´sultat.
De´monstration Du lemme 5.1.11 : Supposons tout d’abord que |un|p = |u|p = 1 pour tout
entier n. Clairement, un+u2 converge faiblement vers u. Par semi continuite´ infe´rieure pour
la topologie faible, on a :
1 = |u|p ≤ lim|un + u
2
|p ≤ 1,
et donc
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|un + u
2
|p −→
n→∞ 1.
L’uniforme convexite´ de Lp pour p > 1 entraine que
|un − u|p → 0.
Pour le cas ge´ne´ral, posons vn =
un
|un|p , et v =
u
|u|p . On a bien |vn|p = |v|p = 1, vn converge
faiblement vers v dans Lp(Ω), et |vn|p → |v|p. Par ce qui pre´ce`de, on de´duit
|vn − v|p −→
n→∞ 0.
Enfin, on a
|un − u|p ≤ |un|p|vn − v|p + |u|p
( |un|p
|u|p − 1
)
−→
n→∞ 0.
5.1.4 EDP ve´rifie´e par une solution limite
Soit u la solution du proble`me approche´ (P), et soit u˜ sa prolonge´e par 0 a` Ω′. On en
extrait par la Proposition 5.1.10 une sous suite qui converge e´troitement vers v ∈ Xb(Ω′)
dont la restriction u a` Ω est solution du proble`me relaxe´.
Rappelons que par la Proposition 5.1.7, u ve´rifie au sens des distributions
−div1(σ1 )−
∑N
i≥N1+1 ∂i(σ)i = λf,
u = 0 sur Γ,
σ · ~n = 0 sur ∂Ω \ Γ.
(5.6)
avec σ = (σ
1
 , (σ)N1+1, · · · , (σ)N ) ∈ RN ,
σ1 = |∇1u|−1∇1u ∈ RN1 ,
et pour N1 + 1 ≤ i ≤ N
(σ)i = |∂iu|pi−2∂iu.
Proposition 5.1.12. Soit (u) la suite de solutions de la Proposition 5.1.10. Alors
1. σ1 converge faiblement pour une sous suite dans tous les L
q(Ω,RN1), q > 1 vers un
e´le´ment σ1 ∈ L∞(Ω,RN1).
2. Pour i ≥ N1 + 1 (σ)i converge fortement dans Lp′i(Ω) vers un e´le´ment σi ∈ Lp′i(Ω),
et σi = |∂iu|pi−2∂iu.
De´monstration. 1. On a σ1 ∈ L
1+
 (Ω), avec
|σ1 |
1+

L
1+
 (Ω)
= |∇1u|1+L1+(Ω).
Par ailleurs, la proposition 5.1.9 entraine pour 0 <  < 1 :
|σ1 |L 1+ (Ω) = |∇1u|

L1+(Ω)
≤ 1 + |∇1u|L1+(Ω)
≤ C
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ou` C ne de´pend pas de . Soit maintenant q > 1. Il existe 0 > 0 tel que q < (1+0)/0.
Or → (1+)/ est de´croissante, on a alors pour tout  < 0 par l’ine´galite´ de Ho¨lder :(∫
Ω
|σ1 |q
)
≤
(∫
Ω
|σ1 |
1+

) q
1+
|Ω|1− q1+ ,
et donc
|σ1 |Lq(Ω) ≤ |σ1 |L 1+ (Ω)|Ω|
1
q
− 
1+ ≤ C(|Ω|+ 1),
la dernie`re ine´galite´ e´tant due au fait que |Ω|b ≤ |Ω| + 1 lorsque 0 < b < 1. Ainsi
la suite (σ1 ) est borne´e dans tous les espaces L
q(Ω,RN1), q > 1, donc converge
faiblement pour une sous suite dans tous les Lq(Ω,RN1) vers un e´le´ment σ1 qui
appartient e´galement a` tous les Lq(Ω,RN1). Par semi continuite´ infe´rieure pour la
topologie faible :
|σ1|Lq(Ω) ≤ C(|Ω|+ 1), ∀q > 1.
On obtient alors que σ1 ∈ L∞(Ω,RN1). En effet, si on pose M = C(|Ω|+ 1), et pour
 > 0 donne´,
EM+ = {x ∈ Ω, |σ1(x)| ≥M + },
on a pour tout q :
|σ1|Lq(Ω) ≥
(∫
EM+
|σ1|q
)1/q
≥ (M + )|EM+|1/q,
et donc
|EM+| ≤
(
M
M + 
)q
, ∀q > 1.
Comme nous pouvons prendre q aussi grand que l’on veut, on obtient donc que
|EM+| = 0, d’ou` σ1 ∈ L∞(Ω,RN1), avec |σ1|L∞(Ω) ≤M .
2. Par la Proposition 5.1.10, pour i > N1, ∂iu˜ converge fortement dans L
pi(Ω′) vers
∂iv, et en conside´rant la restriction u de v a` Ω, |∂iu−∂iu|pi → 0, donc en particulier
∂iu converge vers ∂iu presque partout sur Ω.
Ainsi, |∂iu|pi−2∂iu converge presque partout vers |∂iu|pi−2∂iu.
Par ailleurs, on remarque que |(σ)i|p′i = |∂iu|
pi−1
pi −→|∂iu|pi−1pi = |σi|p′i , ce qui en-
traine la convergence forte dans Lp
′
i(Ω).
Proposition 5.1.13. Soit σ1 de´fini par la proposition pre´ce´dente. On a |σ1|L∞(Ω) ≤ 1.
De´monstration. On a
|σ1|L∞(Ω) ≤ lim
→0
|σ1 |L 1+ (Ω).
Or,
|σ1 |L 1+ (Ω) = |∇1u|

L1+(Ω) = exp
(
 log(|∇1u|L1+(Ω))
)
,
et on a vu en (5.5) que lim
→0
|∇1u|L1+(Ω) =
∫
Ω |∇1u|+
∫
Γv |u| ≥ 0. On note k1 cette limite.
Pour  suffisamment petit, on a donc
|∇1u|L1+(Ω) ≤ k1 + 1.
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Ainsi,
|σ1|L∞(Ω) ≤ lim
→0
exp ( log(k1 + 1)) = 1,
d’ou` le re´sultat.
Remarque 5.1.4. Rappelons la notation
σ = (σ
1
 , (σ)N1+1, · · · , (σ)N ) ∈ RN1 × RN−N1
On pose
σ = (σ1, σN1+1, · · · , σN ) ∈ RN1 × RN−N1 .
Remarquons que σ converge vers σ au sens des distributions, et −div(σ) = λf . Ainsi,
par passage a` la limite dans (5.6), on obtient :
−div(σ) = λf. (5.7)
On sait de plus que σi = |∂iu|pi−2∂iu pour i ≥ N1 + 1sur Ω.
Proposition 5.1.14. Il est e´quivalent de dire que u est solution du proble`me relaxe´ (Pr),
ou que u satisfait l’EDP :
−div1(σ1)−
∑N
i=N1+1
∂i(σi) = λf, sur Ω,
σ1 · ∇1u = |∇1u|, σi = |∂iu|pi−2∂iu pour N1 + 1 ≤ i ≤ N sur Ω,
u = 0 sur Γh,
−σ1 · ~nu = |u|, sur Γv,
σ · ~n = 0 sur ∂Ω \ Γ.
Remarque 5.1.5. L’expression σ ·~n = 0 sur ∂Ω \Γ est prise au sens distributions apre`s
avoir remarque´ que σ · ~n est une distribution sur ∂Ω \ Γ. L’identite´ −σ1 · ~nu = |u| sur
Γv est simplement une e´galite´ presque partout, qui a un sens, puisque σ1 · ~n ∈ L∞(Γv) et
u ∈ L1(Γv).
De´monstration. • Supposons dans un premier temps que le proble`me relaxe´ (Pr) admette
une unique solution u. Alors u est obtenu comme limite de la suite u de la proposition
5.1.10.
En multipliant (5.7) par u, et en inte´grant, on a en utilisant la de´finition de < σ·∇u, 1 >
(lemme 3.4.1) : ∫
Ω
σ1 · ∇1u+
∑
i>N1
∫
Ω
σi∂iu− < σ · ~n, u >= λ
∫
Ω
fu.
Par ailleurs, en multipliant l’edp approche´e par u et en inte´grant, on obtient par la
Proposition 5.1.10
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λ∫
Ω
fu = λ
∫
Ω′
fv
= lim
→0
λ
∫
Ω′
fu˜
= lim
→0
∫
Ω′
|∇1u˜|+
∑
i>N1
∫
Ω′
|∂iu˜|pi
=
∫
Ω
|∇1u|+
∑
i>N1
∫
Ω
|∂iu|pi +
∫
Γv
|u|,
et comme σi∂iu = |∂iu|pi pour tout i ≥ N1 + 1, il s’ensuit∫
Ω
σ1 · ∇1u− < σ · ~n, u >=
∫
Ω
|∇1u|+
∫
Γv
|u|. (5.8)
Par la convergence faible de σ · ~n vers σ · ~n, ou encore par le lemme 5.1.6 on a en
particulier si ϕ ∈ D(∂Ω\Γ) on obtient < σ ·~n, ϕ >= 0, ce qui entraine σ ·~n = 0 sur ∂Ω\Γ
au sens distribution.
En utilisant
∫
Ω |∇1u| ≥
∫
Ω σ
1 · ∇1u et
∫
Γv |u| ≥ − < σ1 · ~n, u > on de´duit
σ1 · ∇1u = |∇1u| sur Ω,
et
−σ1 · ~nu = |u| sur Γv.
• Revenons au cas ge´ne´ral, sans supposer l’unicite´ des solutions du proble`me relaxe´.
Soit u une solution du proble`me relaxe´. On conside`re le proble`me
inf
v∈X(Ω),v=0 sur Γ
∫
Ω
|∇1v|+
∑
i>N1
1
pi
∫
Ω
|∂iv|pi + 1
p+
∫
Ω
|v − u|p+ − λ
∫
Ω
fv
Montrons que ce proble`me admet pour unique solution u. En effet, on a
inf
v∈X(Ω),v=0 sur Γ
∫
Ω
|∇1v|+
∑
i>N1
1
pi
∫
Ω
|∂iv|pi + 1
p+
∫
Ω
|v − u|p+ − λ
∫
Ω
fv
= inf
v∈Xb(Ω),v=0 sur Γh
∫
Ω
|∇1v|+
∫
Γv
|v|+
∑
i>N1
1
pi
∫
Ω
|∂iv|pi + 1
p+
∫
Ω
|v − u|p+ − λ
∫
Ω
fv
≤
∫
Ω
|∇1u|+
∫
Γv
|u|+
∑
i>N1
1
pi
∫
Ω
|∂iu|pi − λ
∫
Ω
fu
= inf
v∈X(Ω),v=0 sur Γ
∫
Ω
|∇1v|+
∑
i>N1
1
pi
∫
Ω
|∂iv|pi − λ
∫
Ω
fv
≤ inf
v∈X(Ω),v=0 sur Γ
∫
Ω
|∇1v|+
∑
i>N1
1
pi
∫
Ω
|∂iv|pi + 1
p+
∫
Ω
|v − u|p+ − λ
∫
Ω
fv
et du fait de la pre´sence du terme 1
p+
∫
Ω |v − u|p
+
il y a unicite´ des solutions, puisque
la fonctionnelle Ju(v) =
∫ |∇1v|+∑ 1pi ∫ |∂iv|pi + 1p+ ∫ |v − u|p+ − λ ∫ fv est strictement
convexe.
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On conside`re alors le proble`me approche´
inf
v∈X(Ω),v=0 sur Γ
1
1 + 
∫
Ω
|∇1v|1+ +
∑
i>N1
1
pi
∫
Ω
|∂iv|pi + 1
p+
∫
Ω
|v − u|p+ − λ
∫
Ω
fv
On de´montre comme sans la pre´sence du terme 1
p+
∫ |v−u|p+ l’existence d’une unique
solution u a` ce proble`me. En outre, comme pre´ce´demment, on peut extraire de u une
sous suite qui converge vers l’unique solution de
inf
v∈X(Ω),v=0 sur Γ
∫
Ω
|∇1v|+
∑
i>N1
1
pi
∫
Ω
|∂iv|pi + 1
p+
∫
Ω
|v − u|p+ − λ
∫
Ω
fv
c’est a` dire u. Or u satisfait l’e´quation
−div1(|∇1u|−1∇1u)−
∑
i>N1
∂i(|∂iu|pi−2∂iu) + |u − u|p+−2(u − u) = λf
Par passage a` la limite comme pre´ce´demment, on obtient que u satisfait l’EDP
−div(σ1)−
∑
i>N1
∂i(|∂iu|pi−2∂iu) = λf.
• Re´ciproquement, supposons que u ∈ Xb(Ω) est solution de l’EDP. Alors pour tout
v ∈ Xb(Ω), nulle sur Γh :
∫
Ω
|∇1u|+
∫
Γv
|u| +
N∑
i=N1+1
1
pi
∫
Ω
|∂iu|pi − λ
∫
Ω
fu
=
∫
Ω
σ1 · ∇1u− < σ · ~n, u > +
N∑
i=N1+1
∫
Ω
σi∂iu− λ
∫
Ω
fu
−
N∑
i=N1+1
(1− 1
pi
)
∫
Ω
|∂iu|pi
=
∫
Ω
σ1 · ∇1(u− v)− < σ · ~n, (u− v) > +
N∑
i=N1+1
∫
Ω
σi∂i(u− v)
− λ
∫
Ω
f(u− v) +
∫
Ω
σ1 · ∇1v− < σ · ~n, v >
+
N∑
i=N1+1
∫
Ω
σi∂iv − λ
∫
Ω
fv −
N∑
i=N1+1
(1− 1
pi
)
∫
Ω
|∂iu|pi
≤
∫
Ω
|∇1v|+
∫
Γv
|v|+
N∑
i=N1+1
1
pi
∫
Ω
|∂iv|pi − λ
∫
Ω
fv
ou` on a utilise´ le fait que puisque (u, σ) est solution de l’EDP∫
σ1 · ∇1(u− v)− 〈σ · n, (u− v)〉+
∑
i≥N1+1
∫
σi∂i(u− v)− λ
∫
f(u− v) = 0
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ainsi que l’ine´galite´ de convexite´ σi∂iv ≤ 1pi |∂iv|pi + 1p′i |σi|
p′i = 1pi |∂iv|pi + (1− 1pi )|∂iu|pi .
Remarque 5.1.6. Par abus de langage, nous pourrions e´crire :
div1
( ∇1u
|∇1u|
)
+
∑
i>N1
∂i(|∂iu|pi−2∂iu) = −λf.
ou` la notation div1
(
∇1u
|∇1u|
)
de´signe le 1 Laplacien par rapport a` la ”premie`re” variable
x ∈ RN1.
5.2 Le proble`me dual
Nous proposons dans cette section une autre me´thode de de´termination de l’EDP.
Rappelons a` nouveau les proble`mes
(P) : m = inf
u∈XΓ(Ω)
J(u),
(Pr) : mr = inf
u∈Xb(Ω), u=0 sur Γh
Jr(u), (5.9)
ou`
Jr(u) =
∫
Ω
|∇1u|+
∑
i≥N1+1
1
pi
∫
Ω
|∂iu|pi +
∫
Γv
|u| − λ
∫
Ω
fu
= J(u) +
∫
Γv
|u|.
Pour exhiber l’EDP ve´rifie´e par une solution du proble`me (Pr), introduisons le proble`me
Dual. Rappelons pour cela des re´sultats d’Analyse convexe [23] :
De´finition 5.2.1. Soit V un espace de Banach. Une fonction convexe F : V −→ R est
dite propre si elle n’est pas identiquement e´gale a` +∞, et ne prend pas la valeur −∞. En
particulier, son domaine dom(F ) = {x, F (x) ∈ R} est non vide.
De´finition 5.2.2. Soient V et Y deux espaces de Banach, V ∗ et Y ∗ leurs duaux (ou des
espaces en dualite´ avec V et Y ). Soit aussi Λ : V −→ Y line´aire et continue, Λ∗ : Y ∗ −→ V ∗
son adjoint. Soient F etG deux fonctions convexes sci et propres F : V −→ R,G : Y −→ R.
On conside`re le proble`me
P : inf
v∈V
{F (v) +G(Λv)}
et on de´finit le proble`me dual de P comme
P ∗ : sup
p∗∈Y ∗
{−F ∗(−Λ∗p∗)−G∗(−p∗)}
ou` la fonction conjugue´e F ∗ de F est de´finie pour u∗ ∈ V ∗ par :
F ∗(u∗) = sup
v∈V
{< u∗, v > −F (v)}.
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Le re´sultat que nous utilisons ici est le suivant : [23]
The´ore`me 5.2.3. −∞ ≤ P ∗ ≤ P < +∞, et s’il existe u0 ∈ V tel que F (u0) < +∞ et tel
que G est continue en Λu0, alors on a
inf P = sup P ∗.
De plus, supP ∗ posse`de une solution.
Revenons a` notre proble`me :
Proposition 5.2.4. Le proble`me dual du proble`me variationnel (P) est :
(P∗) : β∗ = sup
σ∈(L∞)N1×ΠNN1+1L
p′i , |σ1|∞≤1, divσ=−λf
σ·~n=0 sur ∂Ω\Γ
− ∑
i≥N1+1
1
p′i
∫
Ω
|σi|p′i
 . (5.10)
De´monstration. On pose (en respectant les notations de la de´finition pre´ce´dente pour plus
de clarte´) :
1. F : X(Ω) −→ R ∪ {+∞} de´finie par
F =:
∣∣∣∣ u 7−→ −λ ∫Ω fu, si u = 0 sur Γ+∞ sinon
2. G : (L1(Ω))N1 ×Πi≥N1+1Lpi(Ω) −→ R ∪ {+∞}
G =: u 7−→
∫
Ω
|
N1∑
i=1
u2i |
1
2 +
N∑
i=N1+1
1
pi
∫
Ω
|ui|pi
3. Λ :
X(Ω) −→ (L1(Ω))N1 ×Πi≥N1+1Lpi(Ω)
u 7−→ (∇1u, ∂N1+1u, · · · , ∂Nu)
.
Avec ces notations, on a J(u) = F (u) +G(Λu).
Calculons G∗ : Soit ~q = (q1, q2, · · · , qN ) ∈ (L∞(Ω))N1 ×Πi≥N1+1Lp
′
i(Ω). On a :
G∗(~q) = sup
~u∈(L1(Ω))N1×Πi≥N1+1Lpi (Ω)
{
∫
Ω
~q · ~u−
∫
Ω
(
N1∑
1
|ui|2) 12 −
∑
i≥N1+1
1
pi
∫
Ω
|ui|pi}
= sup
~u∈L1(Ω,RN1 )
{
N1∑
1
∫
qiui −
∫
Ω
(
N1∑
1
|ui|2) 12 }+
∑
i≥N1+1
sup
ui∈Lpi (Ω)
{
∫
qiui − 1
pi
|ui|pipi}
Remarquons que par les ine´galite´s de Ho¨lder et de Young, supui∈Lpi (Ω){
∫
qiui− 1pi |ui|
pi
pi} ≤
1
p′i
∫
Ω |qi|p
′
i . En prenant ui = |qi|p′i−2qi, on trouve finalement qu’il y a e´galite´.
E´nonc¸ons un lemme dont la preuve est reporte´e a` la fin de la de´monstration :
Lemme 5.2.5.
sup
~u∈L1(Ω,RN1 )
{
N1∑
1
∫
qiui −
∫
Ω
(
N1∑
1
|ui|2) 12 } =
{
0 si |∑N11 q2i |∞ ≤ 1,
∞ sinon.
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D’apre`s le lemme 5.2.5, on obtient finalement
G∗(~q) =
{ ∑
i≥N1+1
1
p′i
|qi|p
′
i
p′i
si |∑N11 q2i |∞ ≤ 1,
∞ sinon.
Passons maintenant au calcul de F ∗ : pour ~q ∈ (L∞(Ω))N1 ×ΠNi=N1+1Lpi(Ω),
F ∗(−Λ∗~q) = sup
u∈XΓ(Ω)
{
< −Λ∗(~q), u > +λ
∫
Ω
fu
}
= sup
u∈XΓ(Ω)
{
−
∫
Ω
(
N∑
i=1
qi∂iu) + λ
∫
Ω
fu
}
.
Si il existe ψ0 ∈ D(Ω) tel que
∫
div(~q)ψ0 + λ
∫
fψ0 6= 0, par line´arite´ en conside´rant
µψ0 avec µ un scalaire du signe de
∫
div(~q)ψ0 +λ
∫
fψ0, et en faisant tendre µ vers l’infini,
on obtient
sup
u∈D(Ω)
{
−
∫
Ω
(
N∑
i=1
qi∂iu) + λ
∫
Ω
fu
}
= sup
u∈D(Ω)
{
−
∫
Ω
div(~q)u+ λ
∫
Ω
fu
}
= +∞.
Or, D(Ω) ⇀ XΓ(Ω), donc
sup
u∈XΓ(Ω)
{
−
∫
Ω
(
N∑
i=1
qi∂iu) + λ
∫
Ω
fu
}
= +∞.
Supposons donc que div(~q) + λf ≡ 0. En particulier, div(~q) ∈ Lp∗(Ω). Par la formule
de Green du The´ore`me 2.5.1, pour u ∈ XΓ(Ω)
−
∫
Ω
(
N∑
i=1
qi∂iu) + λ
∫
Ω
fu =< T σ, γ0(u) >:= −
∫
∂Ω\Γ
~q · ~nu,
et a` nouveau par line´arite´, si ~q · ~n 6= 0 sur ∂Ω \ Γ, F ?(−Λ∗~q) = +∞.
On obtient alors,
F ∗(−Λ∗~q) =
{
0 si− div(~q) = λf et ~q · ~n = 0 sur ∂Ω \ Γ
+∞ sinon
Pour conclure, on obtient donc pour proble`me dual, puisque sup P ∗ ≤ inf P < +∞,
β∗ = sup
σ∈(L∞(Ω))N1×ΠNi=N1+1L
p′
i (Ω)
{−F ∗(−Λ∗σ)−G∗(−σ)}
= sup
σ∈(L∞(Ω))N1×ΠNi=N1+1L
p′i (Ω), |∑N11 σ2i |∞≤1, divσ=−λf
σ·~n=0 sur ∂Ω\Γ
− N∑
i=N1+1
1
p′i
∫
Ω
|σi|p′i
 ,
ce qui conclut.
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De´monstration du lemme 5.2.5. :
Il suffit de montrer que si ~q ∈ (L∞(Ω))N1 , alors
sup
~v∈(L1(Ω))N1
{
N1∑
1
∫
qivi} = |~q|∞ sup
~v∈(L1(Ω))N1
|~v|1,
ou` |~q|∞ = |(
∑N1
1 q
2
i )
1
2 |∞, et |~v|1 = |(
∑N1
1 v
2
i )
1
2 |1.
Il est clair par l’ine´galite´ de Cauchy Schwartz que
sup
~v∈(L1(Ω))N1
{
N1∑
1
∫
qivi} ≤ |~q|∞ sup
~v∈(L1(Ω))N1
|~v|1.
Par de´finition de |~q|∞, pour tout  > 0, il existe un ensemble A ⊂ Ω de mesure non
nulle tel que pour tout x ∈ A
N1∑
1
q2i (x) ≥ |~q|2∞ − .
Soit alors ~v de´fini par vi = qiχA pour tout 1 ≤ i ≤ N1. On a
|~v|1 =
∫
A
(
N1∑
1
q2i )
1
2 ≤ |~q|∞|A|,
et donc
N1∑
1
∫
Ω
qivi ≥
∫
A
N1∑
1
q2i
≥ |A|(|~q|2∞ − ) = |A|(|~q|∞ −
√
)|~q|∞ +
√
)
≥ |A|(|~q|∞ −
√
) ≥ |~v|1 −
√
|A|
d’ou` le re´sultat puisque  est arbitraire.
Proposition 5.2.6. Le proble`me dual (5.10) admet une solution.
De´monstration. Le The´ore`me 5.2.3 nous donne directement le re´sultat. Nous en donnons
tout de meˆme une preuve directe pour le confort du lecteur.
Soit (σn) ∈ L∞(Ω,RN1) × Πi≥N1+1Lpi(Ω) une suite maximisante. Alors |σ1,n|∞ =
|∑i≤N1(σni )2|∞ ≤ 1 pour tout n ∈ N, et donc il existe donc une sous suite (toujours note´e
σ1,n) qui converge faiblement vers σ1 ∈ L∞(Ω,RN1), avec |σ1|∞ ≤ 1 . On a e´galement
−
∑
i≥N1+1
1
pi
∫
Ω
|σni |pi −→n→∞ β
∗,
σni est donc borne´e dans L
p′i pour i ≥ N1 + 1, on peut donc aussi extraire de σni pour
i ≥ N1 + 1 une sous suite qui converge faiblement dans Lp′i . Par convergence au sens des
distributions on a
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−div1(σ1)−
∑
i≥N1+1
∂iσi = λf.
Par ailleurs, la formule de Green du The´ore`me 2.5.1 entraine pour ϕ ∈ XΓ(Ω)∫
∂Ω
σn · ~nϕ =
∫
Ω
σn · ∇ϕ+
∫
Ω
div(σn)ϕ −→
n→∞
∫
∂Ω
σ · ~nϕ,
et donc σ · ~n = 0 sur ∂Ω \ Γ.
Enfin, par semi continuite´ infe´rieure pour la topologie faible dans Lpi pour tout i ≥
N1 + 1 on a : ∑
i≥N1+1
1
p′i
∫
Ω
|σi|p′i ≤ lim
n→∞
∑
i≥N1+1
1
p′i
∫
Ω
|σni |p
′
i ,
et donc
β∗ = lim
n→∞−
∑
i≥N1+1
1
p′i
∫
Ω
|σni |p
′
i ≥ −
∑
i≥N1+1
1
p′i
∫
Ω
|σi|p′i ≥ β∗,
ce qui conclut.
Nous allons maintenant de´terminer l’EDP ve´rifie´e par le couple de solution (u, σ).
D’apre`s le The´ore`me 5.2.3, on a m = β∗. Or nous avons montre´ l’existence d’une
solution au proble`me (5.9) pour λ suffisamment petit, et l’existence d’une solution au
proble`me (5.10). Ainsi, il existe u ∈ Xb(Ω), σ ∈ (L∞(Ω))N1 × ΠNN1+1Lpi(Ω) tel que u = 0
sur Γh, |σ1|∞ ≤ 1, −div(σ) = λf , et σ · ~n = 0 sur ∂Ω \ Γ, tel que
−
∑
N1+1
1
p′i
∫
Ω
|σi|p′i =
∑
N1+1
1
pi
∫
Ω
|∂iu|pi +
∫
Ω
|∇1u|+
∫
Γv
|u| − λ
∫
Ω
fu
=
∑
N1+1
1
pi
∫
Ω
|∂iu|pi +
∫
Ω
|∇1u|+
∫
Γv
|u|+
∫
Ω
div(σ)u.
La deuxie`me partie du lemme 3.4.1 avec φ = 1 ∈ C1(Ω) nous donne :
< σ · ∇u, 1 >= −
∫
Ω
udiv(σ) +
∫
∂Ω
σ · ~nu,
donc en utilisant a` la fois que u = 0 sur Γh et que σ · ~n = 0 sur ∂Ω \ Γ, on obtient :
N∑
i=N1+1
(
1
pi
∫
Ω
|∂iu|pi + 1
p′i
∫
Ω
|σi|p′i −
∫
Ω
σi∂iu
)
+
∫
Ω
|∇1u|− < σ1,∇1u > +
∫
Γv
(|u|+σ·~nu) = 0.
Puisque pour tout i ≥ N1 + 1 par les ine´galite´s de Ho¨lder et de Young∫
Ω
1
pi
|∂iu|pi +
∫
Ω
1
p′i
|σi|p′i −
∫
Ω
σi∂iu ≥ 0,
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et ∫
Ω
|∇1u| −
∫
Ω
σ1 · ∇1u ≥ 0∫
Γv
(|u|+ σ · ~nu) ≥ 0
on obtient que toutes les ine´galite´s sont des e´galite´s et donc pour i ≥ N1+1, |∂iu|pi−2∂iu =
σi et σ
1 · ∇1u = |∇1u| sur Ω ∪ ∂Ωv.
On obtient donc l’EDP :
−div(σ1)−∑Ni=N1+1 ∂i(σi) = λf, sur Ω,
σ1 · ∇1u = |∇1u|, σi = |∂iu|pi−2∂iu pour N1 + 1 ≤ i ≤ N sur Ω,
u = 0 sur Γh,
−σ1 · ~nu = |u|, sur Γv,
σ · ~n = 0 sur ∂Ω \ Γ.
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Chapitre 6
Donne´es au bord non homoge`nes,
unicite´
On conside`re a` nouveau Ω =]0, 1[N . Rappelons les notations :
∂Ωij = {x ∈ ∂Ω, xi = j}, pour 1 ≤ i ≤ N, j ∈ {0, 1},
∂Ωi := ∂Ωi0 ∪ ∂Ωi1, pour 1 ≤ i ≤ N,
ainsi que les bords ”horizontaux” (respectivement ”verticaux”)
∂Ωh := ∪i>N1∂Ωi, et ∂Ωv := ∪i≤N1∂Ωi.
Supposons que Γ ⊂ ∂Ω est comme dans la section pre´ce´dente. C’est a` dire, pour
K ⊂ {1, · · · , N}, on pose
Γ = ∪i∈K∂Ωi, Γh = Γ ∩ ∂Ωh, Γv = Γ ∩ ∂Ωv.
6.1 Donne´es au bord non homoge`ne
Conside´rons a` nouveau
J(u) =
∫
Ω
|∇1u|+
N∑
i=N1+1
1
pi
∫
Ω
|∂iu|pi − λ
∫
Ω
fu,
avec λ un re´el, et f ∈ Lp∗′(Ω). Nous voulons dans cette section ge´ne´raliser les re´sultats
des sections pre´ce´dentes en conside´rant le proble`me
(P) : m = inf
u∈X(Ω),u=g sur Γ
J(u)
avec g ∈ γ0(X(Ω)), a` support compact dans Γ.
Proposition 6.1.1. Soit g ∈ γ0(X) a` support compact dans Γ et u ∈ Xb(Ω) tel que u = g
sur Γh. Il existe une suite un ∈ Xb(Ω) telle que
1. un = g sur Γ,
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2. un converge fortement vers u dans L
p∗(Ω),
3. |∂iun − ∂iu|pi −→n→+∞ 0, pour tout N1 + 1 ≤ i ≤ N ,
4.
∫
Ω |∇1un − (∇1u)ac| −→n→∞
∫
Ω |(∇1u)s|+
∫
Γv |u− g|.
5. en particulier
∫
Ω |∇1un| −→n→∞
∫
Ω |∇1u|+
∫
Γv |u− g|.
De´monstration. Soit G ∈ X(Ω) un rele`vement de g. Alors u − G ∈ Xb(Ω) et u − G = 0
sur Γh. D’apre`s le The´ore`me 4.3.3 il existe un ∈ Xb(Ω) telle que
1. un = 0 sur Γ,
2. un converge fortement vers u−G dans Lp∗(Ω),
3. ∂iun converge fortement vers ∂i(u−G) dans Lpi(Ω), pour tout N1 + 1 ≤ i ≤ N ,
4.
∫
Ω |∇1un − (∇1u)ac +∇1G| −→n→∞
∫
Ω |(∇1u)s|+
∫
Γv |u− g|.
Alors la suite vn = un +G convient.
Lemme 6.1.2. Soit g ∈ γ0(X) a` support compact dans Γ. Il existe une constante C > 0
et une constante K > 0 telle que pour tout u ∈ Xb(Ω) :
|u|p∗ ≤ C
∫
Ω
|∇1u|+
N∑
i=N1+1
|∂iu|pi +
∫
Γv
|u− g|
+K.
De´monstration. Le lemme 4.3.6 applique´ a` u − G, ou` G ∈ X(Ω) est un rele`vement de g
entraine l’existence d’une constante C > 0 telle que pour tout u ∈ Xb(Ω) :
|u−G|p∗ ≤ C
∫
Ω
|∇1(u−G)|+
N∑
i=N1+1
|∂i(u−G)|pi +
∫
Γv
|u− g|
 .
Ainsi,
|u|p∗ ≤ C
∫
Ω
|∇1u|+
N∑
i=N1+1
|∂iu|pi +
∫
Γv
|u− g|
+C
∫
Ω
|∇1G|+
N∑
i=N1+1
|∂iG|pi
+|G|p∗ .
Proposition 6.1.3.
inf
u∈X(Ω),u=g sur Γ
J(u) = inf
u∈Xb(Ω),u=g sur Γ
J(u)
= inf
u∈Xb(Ω),u=g sur Γh
J(u) +
∫
Γv
|u− g|,
et le proble`me relaxe´ admet une solution u ∈ Xb(Ω).
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De´monstration. La premie`re e´galite´ est triviale par le The´ore`me 3.1.6. Par inclusion d’en-
sembles, il est clair que
inf
u∈Xb(Ω),u=g sur Γ
J(u) ≥ inf
u∈Xb(Ω),u=g sur Γh
J(u) +
∫
Γv
|u− g|,
Soit maintenant u ∈ Xb(Ω) tel que u = g sur Γh. D’apre`s la Proposition 6.1.1, il existe
une suite un ∈ Xb(Ω) telle que un = g sur Γ, et
J(un) −→
n→∞ J(u) +
∫
Γv
|u− g|.
Or, pour tout entier n on a
inf
v∈Xb(Ω),v=g sur Γ
J(v) ≤ J(un),
donc par passage a` la limite
inf
v∈Xb(Ω),v=g sur Γ
J(v) ≤ J(u) +
∫
Γv
|u− g|
d’ou` le re´sultat car ceci est valable pour tout u ∈ Xb(Ω) tel que u = g sur Γh.
Montrons maintenant l’existence d’une solution au proble`me relaxe´. Remarquons que
la coercivite´ de la fonctionnelle J(u) +
∫
Γv |u− g| de´coule du lemme 6.1.2.
Sans perdre de ge´ne´ralite´, supposons que Γv est de la forme Γv = ∪ki=1∂Ωi, avec k ≤ N1.
Soit
Ω′ =]− 1, 2[k×]0, 1[N−k,
et soit G ∈ X(Ω) un rele`vement de g sur Ω. On prolonge G par re´flexion sur Ω′ en
suivant la de´marche de la Proposition 2.4.5, et on note toujours G le prolongement. Soit
un ∈ X(Ω) une suite minimisante, telle que un = g sur Γ. On prolonge un par G sur Ω′\Ω.
Alors la suite u˜n obtenue ve´rifie :
|u˜n|Lp+ (Ω′) = |un|Lp+ (Ω) + |G|Lp+ (Ω′\Ω),
|∂iu˜n|Lpi (Ω′) = |∂iun|Lpi (Ω) + |∂iG|Lpi (Ω′\Ω), pour tout N1 + 1 ≤ i ≤ N,
et
|∇1u˜n|L1(Ω′) = |∇1un|L1(Ω) + |∇1G|L1(Ω′\Ω).
Alors u˜n est borne´e dans X(Ω
′). On en extrait une sous suite qui converge vers u˜ dans
Xb(Ω′) faiblement. Il est clair que u˜ = G sur Ω′ \Ω. On note u la restriction de u˜ a` Ω. On
a par ailleurs, ∫
Ω′
|∇1u˜| =
∫
Ω
|∇1u|+ |∇1G|L1(Ω′\Ω) +
∫
Γv
|u− g|.
Par semi continuite´ infe´rieure pour la topologie vague sur Ω′ :∫
Ω′
|∇1u˜| ≤ lim
n→∞
∫
Ω′
|∇1u˜n|L1(Ω′)
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ce qui entraine ∫
Ω
|∇1u|+
∫
Γv
|u− g| ≤ lim
n→∞
∫
Ω
|∇1un|.
En utilisant alors la semi continuite´ infe´rieure pour la topologie faible dans Lpi pour
∂iun sur Ω, on obtient
∫
Ω
|∇1u|+
∫
Γv
|u− g| +
∑
i>N1
1
pi
∫
Ω
|∂iu|pi − λ
∫
Ω
fu
≤ lim
n→∞
∫
Ω
|∇1un|+
∑
i>N1
1
pi
∫
Ω
|∂iun|pi − λ
∫
Ω
fun. (6.1)
Par ailleurs, un = g sur Γ
h, donc u = g sur Γh par continuite´ de la trace sur ∂Ωh pour
la topologie faible. Ainsi
inf
w∈Xb(Ω)
w=g sur Γh
J(w) +
∫
Γv
|w − g| ≤ J(u) +
∫
Γv
|u− g|
≤ lim
n→∞J(un)
= inf
w∈X(Ω)
w=g sur Γ
J(w)
d’ou` le re´sultat car nous avons vu que les deux inf e´taient e´gaux, et donc u est solution
du proble`me relaxe´.
Comme pour le proble`me avec donne´e au bord homoge`ne de la section pre´ce´dente,
nous cherchons a` approcher le proble`me (P) par un proble`me approche´ sur l’espace X(Ω).
Ceci ne´cessite bien suˆr de prendre une donne´e au bord qui appartient a` l’espace des traces
γ0(X
).
The´ore`me 6.1.4. Soit v ∈ X(Ω). Il existe une suite v dans D(Ω) qui converge fortement
vers v dans X(Ω) et telle que ∫
Ω
|∇1v|1+ −→
→0
∫
Ω
|∇1v|.
En outre on peut supposer que |∇1v|1+ est domine´e par une fonction de L1(Ω) inde´pendante
de .
De´monstration. On commence par prolonger v en E(v) ∈ X(RN ) avec E l’ope´rateur
de prolongement de la Proposition 2.4.5. Alors E(v) est a` support compact dans RN ,
E(v) = v sur Ω, et il existe une constante K > 0 telle que pour tout i,
∫
RN |∂iE(v)|pi ≤
K
∫
Ω |∂iv|pi , Soit ρ une fonction de D(RN ) telle que 0 ≤ ρ ≤ 1, et
∫
RN ρ = 1. On pose
ρ(x) = 
−Nρ(x/), et soit pour tout x ∈ RN ,
v(x) = ρ ? E(v)(x) =
1
N
∫
RN
ρ(
x− t

)E(v)(t)dt.
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Il est classique que |v − E(v)|X(RN ) →
→0
0. En outre on a
|∇1v|(x) ≤ 1
N
∫
RN
|∇1(E(v))(t)|dt ≤ 1
N
K ′
∫
Ω
|∇1v|,
et donc
∫
Ω
|∇1v|1+ ≤ sup
x∈Ω
{|∇1v|(x)}
∫
Ω
|∇1v| ≤ e−N log + log(K′
∫ |∇1v|) ∫
Ω
|∇1v|,
qui tend vers
∫
Ω |∇1v| car e−N log + log(K
′ ∫ |∇1v|) tend vers 1. Comme d’autre part on
a ∫
Ω
|∇1v| = lim
→0
∫
Ω
|∇1v| ≤ lim
→0
(
∫
Ω
|∇1v|1+)
1
1+ |Ω| 1+ ≤
∫
Ω
|∇1v|,
la suite v convient. Le fait que ∇1v converge fortement vers ∇1v dans L1(Ω) entraine
par ailleurs qu’en extrayant une sous suite on peut supposer qu’il existe une fonction ϕ de
L1 telle que |∇1v| ≤ ϕ, ce qui entraine que |∇1v|1+ ≤ ( 1NK ′
∑N1
1
∫
Ω |∂iv|)ϕ ≤ cϕ.
Corollaire 6.1.5. Soit g ∈ γ0(X(Ω)), et soit G ∈ X(Ω) un rele`vement de g. Il existe une
suite G ∈ D(Ω) telle que
1. G converge fortement vers G dans X(Ω),
2.
∫
Ω |∇1G|1+ −→→0
∫
Ω |∇1G|,
3. |∇1G|1+ est domine´e par une fonction de L1(Ω).
4. g := γ0(G) converge vers g au sens ou`
|g − g|γ0(X(Ω)) −→→0 0,
avec par de´finition
|u|γ0(X(Ω)) = inf
U∈X(Ω),γ0(U)=u
|U |X(Ω).
De´monstration. Il suffit d’utiliser le The´ore`me pre´ce´dent, en remarquant que par la conver-
gence forte de G vers G dans X(Ω), on a
|g − g|γ0(X(Ω)) ≤ |G −G|X(Ω) −→→0 0.
De´finition 6.1.6. Soient g ∈ γ0(X(Ω)), a` support compact dans Γ, G ∈ X(Ω) un
rele`vement de g, et soient G, g de´finies par le corollaire 6.1.5.
On de´finit pour  > 0, et u ∈ X(Ω) :
J (u) =
1
1 + 
∫
Ω
|∇1u|1+ +
∑
i≥N1+1
1
pi
∫
Ω
|∂iu|pi − λ
∫
Ω
fu,
ainsi que le proble`me approche´
(P) : m = inf
u∈X,u=g sur Γ
J (u).
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Proposition 6.1.7. Le proble`me (P) admet une solution u.
De´monstration. La preuve est la meˆme que dans la section pre´ce´dente.
Proposition 6.1.8. On pose
σ1 = |∇1u|−1∇1u ∈ RN1 , et pour i ≥ N1 + 1, (σ)i = |∂iu|pi−2∂iu.
On pose e´galement σ = (σ
1
 , (σ)N1+1, · · · , (σ)N ). Alors une solution u du proble`me
approche´ ve´rifie l’EDP :
(E) :

−divσ = λf sur Ω,
u = g sur Γ,
σ · n = 0 sur ∂Ω/Γ.
De´monstration. La fonctionnelle J est diffe´rentiable sur X
(Ω) avec pour tout u, v ∈
X(Ω)
DJ (u)(v) =
∫
Ω
|∇1u|−1∇1u∇1v +
N∑
i=N1+1
∫
Ω
|∂iu|pi−2∂iu∂iv − λ
∫
Ω
fv.
Ainsi, u ve´rifiant DJ
(u) = 0, on a alors au sens des distributions :
−div1
(|∇1u|−1∇1u)−∑
i>N1
∂i(|∂iu|pi−2∂iu) = λf,
soit
−div(σ) = λf. (6.2)
Par ailleurs, pour tout v ∈ X(Ω) tel que v = 0 sur Γ, on a∫
Ω
σ · ∇v = λ
∫
Ω
fv.
En utilisant la formule de Green, on obtient
−
∫
Ω
div(σ)v +
∫
∂Ω
σ · nv = λ
∫
Ω
fv,
et en combinant (6.2) et le fait que v = 0 sur Γ,∫
∂Ω
σ · nv =
∫
∂Ω\Γ
σ · nv = 0,
ce qui entraine que σ · n = 0 sur ∂Ω \ Γ.
Proposition 6.1.9.
lim
→0
m ≤ m.
De´monstration. Soit δ > 0. Il existe uδ ∈ X(Ω) tel que uδ = g sur Γ, et
J(uδ) ≤ m+ δ.
Soit G ∈ X(Ω) le rele`vement de g dans X(Ω) de´fini dans le corollaire 6.1.5. Alors uδ−G ∈
X(Ω) et uδ −G = 0 sur Γ. Par le The´ore`me 2.4.15 il existe vδ ∈ D(Ω) ∩XΓ(Ω) tel que
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1. |∇1vδ − (∇1uδ −∇1G)|1 ≤ δ,
2. |∂ivδ − (∂iuδ − ∂iG)|pi ≤ δ, pour tout i > N1,
3. | ∫ f(vδ − (uδ −G))| ≤ δ.
Soit 0 > 0, et pour  < 0, soient G et g de´finies par le corollaire 6.1.5. On pose
wδ = vδ +G, et wδ, = vδ +G pour  < 0. Alors wδ ∈ X(Ω), et les ine´galite´s pre´ce´dentes
entrainent
|J(wδ)− J(uδ)| ≤ Cδ,
pour une constante C > 0.
Par la de´finition de G, ∇1G +∇1vδ converge fortement dans L1(Ω) vers ∇1G+∇1vδ
lorsque → 0, donc presque partout pour une sous suite. D’autre part toujours pour une
sous suite |∇1G|1+ est domine´e par une fonction ϕ de L1 et puisque vδ est re´gulie`re, on
a aussi pour tout  < 0 :
|∇1G +∇1vδ|1+ ≤ 20(ϕ+ sup{|∇1vδ|1+0 , 1}).
Ainsi, le The´ore`me de convergence domine´e entraine que J (wδ,) converge vers J(wδ)
lorsque  tend vers 0. Par ailleurs, wδ, est dans X
(Ω), et est e´gal a` g sur Γ. On a donc
lim
→0
m ≤ lim
→0
J (wδ,) = J(wδ) ≤ J(uδ) + Cδ ≤ m+ (C + 1)δ,
d’ou` le re´sultat puisque δ est arbitraire.
Proposition 6.1.10. Pour |λ| suffisamment petit, la suite (u) de solutions du proble`me
approche´ est borne´e dans X(Ω) inde´pendamment de .
De´monstration. la de´monstration est identique a` celle de la section pre´ce´dente.
Une fois encore, pour fixer les ide´es, on suppose que Γv = ∪ki=1∂Ωi avec k ≤ N1.
Soient 0 > 0, et pour  < 0, u ∈ X(Ω) une solution du proble`me
inf
u∈X(Ω),u=g sur Γ
J (u),
avec g, et G de´finies par le corollaire 6.1.5.
On prolonge G par re´flexion, et on note G˜ cette prolonge´e sur
Ω′ =]− 1, 2[k×]0, 1[N−k
et on prolonge u par G˜ sur Ω
′ \ Ω. Alors la suite (u˜) est borne´e sur X(Ω′), avec
|u˜|X(Ω′) = |u|X(Ω) + |G˜|X(Ω′\Ω).
Proposition 6.1.11.
m ≤ lim
→0
m.
De plus, on peut extraire de u˜ une sous suite qui converge vers un e´le´ment de X
b(Ω′)
dont la restriction a` Ω est une solution du proble`me relaxe´
inf
u∈Xb(Ω),u=g sur Γh
J(u) +
∫
Γv
|u− g|.
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De´monstration. Par la proposition pre´ce´dente, u˜ est borne´e dans X(Ω
′) inde´pendamment
de . On en extrait une sous suite qui converge faiblement dans Xb(Ω′) vers une fonction
que l’on note u˜ ∈ Xb(Ω′). Par la de´finition de G et de G, u˜ = G˜ sur Ω′ \ Ω, et par
continuite´ faible de la trace sur ∂Ωh, u˜ = g sur Γh. Par semi continuite´ infe´rieure pour la
topologie vague sur Ω′, et faible sur Ω, en notant u la restriction de u˜ a` Ω, on e´crit :
∫
Ω′
|∇1u˜|+
∑
i>N1
1
pi
∫
Ω
|∂iu|pi − λ
∫
Ω
fu ≤ lim
→0
(∫
Ω
|∇1u|+
∫
Ω′\Ω
|∇1G˜|
+
∑
i>N1
1
pi
∫
Ω
|∂iu|pi − λ
∫
Ω
fu

≤ lim
→0
J (u) +
∫
Ω′\Ω
|∇1G˜|.
En notant que ∫
Ω′
|∇1u˜| =
∫
Ω
|∇1u|+
∫
Ω′\Ω
|∇1G˜|+
∫
Γv
|u− g|,
et en retranchant de chaque coˆte´ des ine´galite´s pre´ce´dentes le terme
∫
Ω′\Ω |∇1G˜|, on obtient
m ≤ J(u) +
∫
Γv
|g − u| ≤ lim
→0
m ≤ m,
d’ou` le re´sultat.
Comme dans la section pre´ce´dente, on peut montrer que u ve´rifie sur Ω{ −div1(σ1)−∑i>N1 ∂i(|∂iu|pi−2∂iu) = λf,
σ1 · ∇1u = |∇1u|
Enfin, comme dans la Proposition 5.1.14, on peut montrer que |u− g| = −σ1 ·~n(u− g)
sur Γv et que σ · ~n = 0 sur ∂Ω \ Γ.
On obtient l’EDP :
(E) :

−div1σ1 −
∑
i>N1
∂i(|∂iu|pi−2∂iu) = λf sur Ω,
|∇1u| = σ1 · ∇1u sur Ω,
u = g sur Γh,
|u− g| = −σ1 · ~n(u− g) sur Γv,
σ · ~n = 0 sur ∂Ω \ Γ.
Remarque 6.1.1. Notons que l’on a e´galement la continuite´ des solutions par rapport
aux donne´es au bord au sens pre´cise´ dans la proposition suivante.
Proposition 6.1.12. Soit g ∈ γ0(X), et gn ∈ γ0(X) telle que gn converge fortement vers
g dans L1(Γv) lorsque n tend vers l’infini. Alors :
inf
u∈Xb(Ω),u=gn sur Γv ,u=g sur Γh
J(u) −→
n→∞ infu∈Xb(Ω),u=g sur Γ
J(u).
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De´monstration. Par la Proposition 6.1.3, on est amene´ a` montrer :
inf
u∈Xb(Ω),u=g sur Γh
J(u) +
∫
Γv
|u− gn| −→
n→∞ infu∈Xb(Ω),u=g sur Γh
J(u) +
∫
Γv
|u− g|.
On pose pour u ∈ Xb(Ω) :
ϕn(u) = J(u) +
∫
Γv
|u− gn|, ϕ(u) = J(u) +
∫
Γv
|u− g|.
Remarquons que pour tout u ∈ Xb(Ω) :
|ϕn(u)− ϕ(u)| =
∣∣∣∣∫
Γv
|u− gn| −
∫
Γv
|u− g|
∣∣∣∣
≤
∫
Γv
|gn − g|,
et la convergence forte de gn vers g dans L
1(Γv) entraine la convergence uniforme de ϕn
vers ϕ dans Xb(Ω). Le re´sultat en de´coule.
6.2 Bords plus ge´ne´raux dans le cas de la dimension 2
On suppose dans cette section N = 2, p1 = 1, p2 = p < p
∗. Les re´sultats de cette
section sont ge´ne´ralisables a` la dimension N sous re´serve de pre´ciser la forme de Γ. Par
exemple si Γ a des composantes connexes e´toile´es par rapport a` un point et tel que Γ ne
contient aucun ”coin”, c’est a` dire l’ensemble {xi = j, xk = l, avec i 6= k, j, l ∈ {0, 1}}∩Ω,
l’extension des re´sultats ci dessous est imme´diate.
Nous souhaitons ge´ne´raliser les re´sultats des sections pre´ce´dentes en conside´rant un ou-
vert Γ plus ge´ne´ral. La difficulte´ pour conside´rer des bords plus ge´ne´raux dans le proble`me
de minimisation est due entre autre a` la Proposition 2.4.15. Nous montrons dans cette sec-
tion un re´sultat d’approximation avec un bord plus ge´ne´ral, dans le cas de la dimension
2.
On suppose que Ω est un ouvert rectangle de R2. Sans perdre de ge´ne´ralite´s, nous
conside´rons Ω =]0, 1[2. Soit Γ une partie ouverte de ∂Ω. On suppose que Γ a un nombre
fini de composantes connexes.
The´ore`me 6.2.1. Soit u ∈ X(Ω), u = 0 sur Γ. Il existe une suite de D(R2) dont la
restriction a` Ω converge fortement vers u dans X(Ω) et qui vaut aussi 0 sur Γ.
De´monstration. Soient Ii l’ensemble pour i ∈ [1, k] des composantes connexes de Γ. Soit
k′ le nombre de composantes connexes de ∂Ω\Γ. Il existe alors des ouverts Oi pour i ≤ k,
Uj pour j ∈ [1, k′] tel que Ω ⊂ ∪k1Oi ∪k
′
1 Uj et pour i et j dans [1, k] Ii ⊂ Oi et quel que
soit j 6= i, Ij ∩Oi = ∅ ainsi que Uj ∩ (∪Ii) = ∅ quel que soit j ≤ k′. (voir Figure 1).
Soit (ϕi, ψj)i,j une partition de l’unite´ subordonne´e a` ce recouvrement avec ϕi a` support
dans Oi, ϕi = 1 sur Ii, et ψj a` support dans Uj .
Notons que nous avons 3 cas a` distinguer :
1. Ii est situe´ sur un des coˆte´s du carre´, et ne touche pas un de ses coins (par exemple
I1 ou I4 sur la figure 1).
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2. Ii est situe´ sur un des coˆte´s du carre´, et touche un de ses coins (par exemple I3).
3. Ii est a` cheval sur deux coˆte´s du rectangle (par exemple I2 sur la figure).
Dans chacun de ces cas, nous allons montrer que l’on peut approcher ϕiu par une suite
de D(Ω) e´galement nulle sur un voisinage de Ii. C’est le sujet des lemmes suivants dont la
de´monstration est reporte´e a` la fin de cette preuve pour le confort du lecteur.
Lemme 6.2.2. Supposons que u ∈ X(Ω) est nul sur un ouvert Ii ⊂ ∂Ω, a` support compact
dans un ouvert rectangle Oi, avec Ii ⊂ Oi ∩ Ω. Supposons de plus que Ii ne touche aucun
coin de Ω. Alors il existe une suite de D(RN ) dont la restriction a` Ω converge vers u dans
X(Ω) et qui vaut aussi 0 sur Ii.
Lemme 6.2.3. Supposons que u ∈ X(Ω) est nul sur un ouvert Ii ⊂ ∂Ω, a` support compact
dans un ouvert rectangle Oi, avec Ii ⊂ Oi ∩ Ω. Supposons de plus que ∂Ii contienne un
des coins de Ω. Alors il existe une suite de D(RN ) dont la restriction a` Ω converge vers u
dans X(Ω) et qui vaut aussi 0 sur Ii.
Lemme 6.2.4. Supposons que u ∈ X(Ω) soit nul sur sur un ouvert Ii ⊂ ∂Ω, a` support
compact dans un ouvert rectangle Oi, avec Ii ⊂ Oi∩Ω. Supposons de plus que Ii contienne
un des coins de Ω. Alors il existe une suite de D(RN ) dont la restriction a` Ω converge
vers u dans X(Ω) et qui vaut aussi 0 sur Ii.
On applique donc ces re´sultats a` ϕiu pour tout i. Il existe donc ϕ
n
i ∈ D(R2), ϕni = 0 sur
un voisinage de Ii dans R2 qui converge fortement dans X(Ω) vers ϕiu. Soit e´galement une
suite ψnj de D(R2) qui converge fortement vers ψju dans X(R2). Pour n assez grand ψnj
est nulle sur Ii pour tout i. Alors la somme
∑k
1 ϕ
n
i +
∑k′
1 ψ
n
j est dans D(R2) et converge
fortement vers
∑k
1 ϕiu +
∑k′
1 ψiu = u dans X(Ω). Cette suite est e´galement nulle sur
∪Ii = Γ.
De´monstration du lemme 6.2.2. Sans perdre de ge´ne´ralite´, on peut conside´rer que u est
nul sur {0}×]a, b[, et a` support compact dans [0, A+12 [×]a2 , b+12 [, avec 0 < a < b < 1, et
0 < A < 1.
On peut se ramener a` montrer le re´sultat lorsque u est nul sur {0}×]a− , b+ [ avec
 > 0 petit. En effet, conside´rons la re´tractation de parame`tre λ < 1 :
uλ(x, y) = u
(
x,
a+ b
2
+ λ(y − a+ b
2
)
)
.
Alors uλ est a` support dans[
0,
A+ 1
2
[
×
]
a+ b
2
− b
2λ
,
a+ b
2
+
1− a
2λ
[
⊂ [0, 1[×]0, 1[,
pour λ suffisamment proche de 1, et uλ est nul sur
{0} ×
]
a− b
2λ
+
a+ b
2
,
b− a
2λ
+
a+ b
2
[
.
Or, λ < 1 entraine que b−a2λ +
a+b
2 > b, et que
a+b
2 +
a−b
2λ < a. Il suffit donc de choisir
 pour que  + b < b−a2λ +
a+b
2 , et pour que a −  > a+b2 + a−b2λ . Alors la suite uλ converge
fortement dans X(Ω) vers u lorsque λ→ 1, et vaut 0 sur {0}×]a− , b+ [.
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Figure 1
Supposons donc que u est nul sur {0}×]a − , b + [ pour un  > 0, et soit ϕ une
fonction re´gulie`re a` support compact dans ] − A+12 , A+12 [×]a − , b + [, et e´gale a` 1 sur
]− A+14 , A+14 [×]a− 2 , b+ 2 [. On e´crit u = ϕu+ (1− ϕ)u.
Alors ϕu ∈ X(Ω), ϕu = 0 sur ∂Ω. On prolonge ϕu par 0 sur Ω˜ \Ω, ou` Ω˜ =]− 1, 2[×]−
1, 2[. La prolonge´e ϕ̂u appartient a` X(Ω˜).
On utilise l’ope´rateur de prolongement E du the´ore`me 2.4.5, donc E((1− ϕ)u) est
nulle sur ]− A+14 , A+14 [×]a− 2 , b+ 2 [. On note u = ϕ̂u+E((1− ϕ)u). Soit h une fonction
de D(R2) qui vaut 1 sur [−A+18 , 1]× [−32 , 32 ] , a` support dans Ω˜. Alors hu est dans X(R2),
a` support compact, et est nulle sur ] − ∞, 0]×]a − 2 , b + 2 [, et est e´gale a` u sur Ω. On
conside`re alors la re´traction pour µ > 1 :
uµ(x, y) = u(
1
2
+ µ(x− 1
2
), y).
Alors uµ converge fortement vers u dans X(Ω˜), et est nulle sur ]−∞, µ−12µ [×]a− 2 , b+ 2 [.
Pour finir, il suffit de re´gulariser par une suite ρη, pour η = η(µ) < inf{ 4 , µ−14µ }. Alors
ρη ?uµ converge fortement vers u dans X(Ω), est dans D(R2), et est nulle sur un voisinage
de {0}×]a, b[.
On traite maintenant le cas ou` Γv ou Γh a dans son adhe´rence un ”coin” du carre´.
De´monstration du lemme 6.2.3. On peut supposer sans perdre de ge´ne´ralite´ que u est
nul sur {0}×]0, a[, et a` support compact dans [0, A+12 [×[0, a′[, avec 0 < a < a′ < 1, et
0 < A < 1.
Soit 0 < λ < 1. On pose uλ(x, y) = u(x, λy), alors uλ ∈ X(]0, 1[×]0, 1λ [) donc uλ
appartient a` X(Ω). En outre uλ est nulle sur {0}×]0, aλ [, et a` support compact dans
[0, A+12 [×[0, a
′
λ [. On pose  =
a
λ − a > 0. Alors uλ est nulle sur {0}×]0, a + [, et uλ
converge fortement vers u dans X(Ω) lorsque λ tend vers 1.
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On peut donc supposer que u est nul sur {0}×]0, a + [, et a` support compact dans
[0, A+12 [×[0, a′[.
Soit ϕ ∈ D(R), ϕ = 1 sur [0, a + 2 ], ϕ(y) = 0 pour y > a + . Alors ϕ(y)u(x, y) est
nul sur ∂Ωv. On prolonge ϕu par 0 sur R−×]0, 1[, puis comme dans la de´monstration du
The´ore`me 2.4.5, on prolonge ϕu par re´flexion par rapport aux droites y = 0, et y = 1. On
multiplie ensuite ϕu par une fonction ψ re´gulie`re, a` support compact dans ]− 1, 2[2, e´gale
a` 1 sur Ω, puis on prolonge ψϕu par 0 sur R2. On note ψ̂ϕu la prolonge´e qui est dans
X(R2). On utilise a` nouveau l’ope´rateur de prolongement E du the´ore`me 2.4.5. On note
u = ψ̂ϕu+E((1−ϕ)u) la somme des deux fonctions prolonge´es. Alors u est dans X(R2),
est e´gale a` u sur Ω, et est nulle sur ]−∞, 0]×]− a− 2 , a+ 2 [. On fait ensuite la re´traction
suivante pour µ > 1 :
uµ(x, y) = u(
1
2
+ µ(x− 1
2
), y).
uµ est nulle pour x <
1
2 − 12µ , et 12 − 12µ > 0. En particulier, uµ est nulle sur {0}×]0, a[.
Il est de plus clair que la restriction de uµ a` Ω converge vers u fortement dans X(Ω). On
re´gularise enfin de la meˆme fac¸on que dans la preuve du lemme pre´ce´dent pour obtenir
une suite de D(R2) qui converge au sens voulu.
On traite maintenant le cas ou` Γh ∩ Γv 6= ∅.
De´monstration du lemme 6.2.4. Sans perdre de ge´ne´ralite´s, supposons que u est nul sur
{0}×]0, a[∪]0, c[×{0}, a` support compact dans [0, c′[×[0, a′[, avec 0 < a < a′ < 1, 0 < c <
c′ < 1.
Conside´rons la dilatation de centre (0, 0). Soit λ < 1, on pose
uλ(x, y) = u(λx, λy).
Alors uλ appartient a` X(Ω), est a` support compact dans [0,
c′
λ [×[0, a
′
λ [, est nulle sur
]0, cλ [×]0, aλ [, et converge fortement vers u dans X(Ω) lorsque λ tend vers 1. On peut
donc supposer que u = 0 sur {0}×]0, a + [∪]0, c + [×{0}, pour un  > 0 suffisamment
petit.
Soit maintenant ϕ une fonction re´gulie`re, e´gale a` 1 sur [0, c+ 2 [×[0, a+ 2 [, a` support
compact dans [−(c+ ), (c+ )]× [−(a+ ), (a+ )].
On prolonge ϕu par 0 hors de Ω. On note u = ϕ̂u+E((1− ϕ)u), ou` E est l’ope´rateur
de prolongement de´fini dans le the´ore`me 2.4.5. u est en particulier nulle sur ]−c− 2 , 0[×]−
a− 2 , a+ 2 [∪[0, c+ 2 [×]− a− 2 , 0[. Soit maintenant h une fonction de D(R2) qui vaut 1
sur [−c − 4 , 1] × [−a − 4 , 1], a` support compact dans ] − c − 2 , 2[×] − a − 2 , 2[, de sorte
que hu est maintenant nulle sur ] − ∞, 0[×]0, a + 2 [∪[0, c + 2 ]×] − ∞, 0[, et est e´gale a`
u sur Ω. On fait ensuite une re´traction de centre (c, a) pour se ramener a` une fonction
nulle sur un voisinage de {0}×]0, a + 4 [×]0, c + 4 [×{0}. On utilise donc pour 1 < µ < 2
uµ(x, y) = hu((c, a) + µ(x − c, y − a)) qui est donc nulle sur ] − ∞, c − cµ [×] − ∞, a +

2µ [∪]−∞, c+ 2µ [×]−∞, a− aµ [ qui est un voisinage de {0}×]0, a+ 4 [×]0, c+ 4 [×{0} pour
1 < µ < 2. En outre, la suite uµ converge vers u dans X(Ω) lorsque µ tend vers 1.
Il suffit pour finir de re´gulariser uµ de sorte que la restriction a` Ω de la suite obtenue
converge toujours fortement vers u dans X(Ω), et soit toujours nulle sur un voisinage de
{0}×]0, a[×]0, c[×{0}.
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6.3 Unicite´ des solutions
Nous nous inte´ressons dans cette section a` l’unicite´ des solutions du proble`me
inf
u∈X(Ω),u=g sur Γ
J(u) = inf
u∈Xb(Ω),u=g sur Γh
Jr(u), (6.3)
ou` g ∈ γ0(X(Ω)), Γ est un ouvert de ∂Ω de la forme
Γ = ∪i∈K∂Ωi, avec K ⊂ {1, · · · , N},
avec ∂Ωi = ∂Ωi0 ∪ ∂Ωi1 =
(
]0, 1[i−1×{0}×]0, 1[N−i) ∪ (]0, 1[i−1×{1}×]0, 1[N−i), et
Jr(u) = J(u) +
∫
Γv
|u− g|
=
∫
Ω
|∇1u|+
∑
i>N1
1
pi
∫
Ω
|∂iu|pi − λ
∫
Ω
fu+
∫
Γv
|u− g|,
avec λ ∈ R et f ∈ Lp∗′(Ω).
Nous allons voir dans le contre exemple suivant que l’unicite´ n’est pas garantie, et
de´pend en un certain sens de la mesure de Γh :
Proposition 6.3.1. Pour f = 0, Γ = ∂Ω1, et g = 0 sur ∂Ω10 = {0}×]0, 1[N−1, g = 1 sur
∂Ω11 = {1}×]0, 1[N−1, le proble`me (6.3) admet une infinite´ de solutions.
De´monstration. Soit v(x1, · · · , xN ) = x1. On a
inf
u∈X(Ω),u=g sur Γ
J(u) ≤ J(v) =
∫
Ω
|∇1u| = 1.
Par ailleurs, pour tout u ∈ Xb(Ω) tel que u = 0 sur ∂Ω10 et u = 1 sur ∂Ω11 :
1 = |u(1, x2, · · · , xN )− u(0, x2, · · · , xN )| ≤
∫ 1
0
|∂1u(x, x2, · · · , xN )|dx
≤
∫ 1
0
|∇1u(x, x2, · · · , xN )|dx
donc en inte´grant sur ]0, 1[N−1 on obtient
inf
u∈X(Ω),u=g sur Γ
J(u) ≥ inf
u∈X(Ω),u=g sur Γ
∫
Ω
|∇1u| ≥ 1.
Ainsi
inf
u∈X(Ω),u=g sur Γ
J(u) = 1,
et v(x1, · · · , xN ) = x1 re´alise (6.3). On de´finit pour 0 < λ < 1 :
vλ(x1, · · · , xN ) =
{
0 si x1 < λ,
1 si x1 > λ.
.
Alors vλ ∈ Xb(Ω) re´alise (6.3) puisque
∫
Ω |∂ivλ| = 0 pour tout N1 + 1 ≤ i ≤ N , et∫
Ω |∇1vλ| =
∫
Ω |∂1vλ| =
∫ 1
0 |δ{x1=λ}| = 1.
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Proposition 6.3.2. Soient u et v des solutions du proble`me (6.3). Alors ∂i(u − v) = 0
pour tout i ≥ N1 + 1. Autrement dit, u− v ne de´pend que des N1 premie`res variables.
De´monstration. Soient u et v des solutions du proble`me relaxe´ (6.3), et soit 0 < t < 1.
Il est imme´diat que tu + (1 − t)v ∈ Xb(Ω) et que tu + (1 − t)v = g sur Γh. De plus
Jr(u) = Jr(v), et la convexite´ de Jr entraine que
Jr(tu+ (1− t)v) ≤ tJr(u) + (1− t)Jr(v) = Jr(u),
et donc tu+ (1− t)v est solution du proble`me (6.3). On a donc :
Jr(tu+ (1− t)v) = tJr(u) + (1− t)Jr(v).
En particulier, on a pour i ≥ N1 + 1,∫
Ω
|t∂iu+ (1− t)∂iv|pi = t
∫
Ω
|∂iu|pi + (1− t)
∫
Ω
|∂iv|pi ,
et puisque pi > 1 pour i > N1, la stricte convexite´ de u→
∫ |∂iu|pi entraine que ∂iu = ∂iv,
d’ou` le re´sultat.
E´nonc¸ons donc une condition suffisante pour obtenir l’unicite´ des solutions du proble`me.
Corollaire 6.3.3. Supposons que Γ contienne un des ∂Ωij pour i ≥ N1 + 1, j ∈ {0, 1},
alors le proble`me (6.3) admet une unique solution.
De´monstration. Soient u et v des solutions de (6.3). Par la proposition pre´ce´dente, ∂iv =
∂iu pour tout i ≥ N1 + 1, donc il existe une fonction ψ ∈ W 1,1(]0, 1[N1) telle que (u −
v)(x, y) = ψ(x) pour tout (x, y) ∈]0, 1[N1×]0, 1[N−N1 .
Or, comme Γ contient un des ∂Ωji pour j > N1, i ∈ {0, 1}, on a pour tout (x, y) ∈
RN1 × RN−N1 , en notant yj le vecteur y dont la (j − N1) e`me coordonne´e est remplace´e
par 0 (ou par 1) :
(u− v)(x, y) = (u− v)(x, yj) = g(x, yj)− g(x, yj) = 0,
et donc u ≡ v.
Dans ce qui suit, on voit que pour des conditions au bord plus ge´ne´rales, l’unicite´ n’est
pas garantie :
Proposition 6.3.4. On suppose que N = 2, N1 = 1. Supposons que Γ s’e´crive sous la
forme :
Γh =]0, a[×{0}∪]b, 1[×{1}, Γv = ∂Ωv = {0}×]0, 1[∪{1}×]0, 1[,
avec 0 ≤ a < b ≤ 1, et que g(x, 0) = 0 = g(0, y) pour x ∈]0, a[ et y ∈]0, 1[, g(x, 1) = 1 =
g(1, y) pour x ∈]b, 1[, et y ∈]0, 1[. Alors le proble`me (6.3) avec f = 0 admet une infinite´
de solutions.
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De´monstration. Comme dans la preuve de la Proposition 6.3.1, on a
inf
u∈Xb(Ω),u=g sur Γ
J(u) ≥ inf
u∈Xb(Ω),u=g sur Γ
∫
Ω
|∇1u| ≥ 1.
D’autre part la suite de fonctions pour λ < b− a
uλ(x, y) =

0 si x ≤ a+ λ
(x−a−λb−a−λ ) si x ∈]a+ λ, b[
1 si x > b
est une suite de solutions au proble`me.
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Chapitre 7
Re´gularite´ locale
Dans cette section, nous montrons que si u est solution de l’EDP
(P)

−div1σ1 −
∑
i>N1
∂i(σi) = f
σ1 · ∇1u = |∇1u| au sens des mesures,
σi = |∂iu|pi−2∂iu pour i > N1,
|σ1|∞ ≤ 1
(7.1)
alors u ∈ L∞loc. Pour ce faire, on peut utiliser deux proce´de´s :
1. Un re´sultat inte´ressant en soi est le fait que une solution de (7.1) est un minimum
local de la fonctionnelle
J(u) =
∫
|∇1u|+
N∑
i=N1+1
∫
|∂iu|pi −
∫
fu.
On utilise alors la suite u de minima locaux de la section 6.1 pour laquelle on montre
des estimations L∞ uniformes, et on passe a` la limite pour obtenir des estimations
L∞ pour u. Cette me´thode est de´taille´e ci apre`s.
2. Un autre proce´de´ consiste a` utiliser les arguments de la section 8 (dont le lemme
8.3.4) pour voir qu’une solution u de (7.1) satisfait pour une constante C > 0
∫
Ak,σR
|∇1u|+
N∑
i=N1+1
∫
Ak,σR
|∂iu|pi ≤ C
(∫
Ak,R
|u− k|p+
((1− σ)R)p+ + |Ak,R|
)
ou`
Ak,R = {x ∈ Ω ∩ CR, u(x) > k},
ce qui nous permet de montrer la re´gularite´ L∞loc sans passer par un proble`me ap-
proche´.
7.1 Minimum local de la fonctionnelle
Soit Ω un ouvert borne´ de RN .
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De´finition 7.1.1. Soit u ∈ Xb(Ω), f ∈ Lq(Ω), avec q > p+. On dit que u est un minimum
local pour la fonctionnelle J(u) =
∫ |∇1u|+∑i>N1 1pi ∫ |∂iu|pi − ∫ fu si pour tout ouvert
Ω′ inclus dans Ω strictement et pour v ∈ Xb(Ω′) tel que u = v sur ∂Ω′, JΩ′(u) ≤ JΩ′(v),
avec JΩ′ de´finie par JΩ′(u) =
∫
Ω′ |∇1u|+
∑
i>N1
1
pi
∫
Ω′ |∂iu|pi −
∫
Ω′ fu.
On de´finit de la meˆme manie`re un minimum local u ∈ X(Ω) de la fonctionnelle
J (u) = 11+
∫ |∇1u|1+ +∑i>N1 1pi ∫ |∂iu|pi − ∫ fu.
On commence par montrer l’e´quivalence entre eˆtre minimum local et eˆtre solution
d’une EDP :
The´ore`me 7.1.2. u est minimum local de J sur Ω si et seulement si u satisfait dans Ω
(P)

−div1σ1 −
∑
i>N1
∂i(σi) = f
σ1 · ∇1u = |∇1u| au sens des mesures,
σi = |∂iu|pi−2∂iu pour i > N1,
|σ1|∞ ≤ 1.
De´monstration. Dans un sens, si u est minimum local, en particulier il satisfait pour tout
N -rectangle Ω′ ⊂⊂ Ω de cote´s paralle`les aux axes, le minimum de la fonctionnelle J . En
utilisant la partie 6.1, u satisfait l’EDP dans tout Ω′ ⊂⊂ Ω, et donc u satisfait l’EDP dans
Ω.
Pour la re´ciproque, on commence par remarquer que tout ouvert Ω′ ⊂⊂ Ω peut eˆtre
recouvert par un nombre fini de N -rectangles {Rj}j=1,··· ,n tels que ∪jRj ⊂⊂ Ω, de cote´s
paralle`les aux axes. On se rame`ne donc a` montrer que si u satisfait l’EDP dans toute
re´union de N -rectangles paralle`les aux axes, elle est minimum local de la fonctionnelle.
En outre, on peut montrer le re´sultat dans le cas de deux N -rectangles ”accole´s”, le cas
ge´ne´ral s’ensuivant aise´ment.
Supposons donc que R = R1 ∪R2 ∪ Γ avec Γ la partie verticale commune a` R¯1 et R¯2.
Pour fixer les ide´es on prend pour 0 < a < b < 1 :
R1 =]0, 1[
N , R2 =]1, 2[×]a, b[N−1, et Γ = {1}×]a, b[N−1.
Soit u une solution de l’EDP dans R. Notons que alors sur {x = 1}, et pour y ∈]a, b[N−1
on a, en utilisant la partie 6.1, et en posant σ1 = (σi)1≤i≤N1 , σ = (σi)1≤i≤N
−σ · ~n(u+(1, y)− u−(1, y)) = (σ1(1, y)(u+(1, y)− u−(1, y)) = |u+(1, y)− u−(1, y)|
ou` u+ de´signe la trace sur ∂R2 ∩ {x = 1}, et u− la trace sur l’analogue ∂R1 ∩ {x = 1}.
Soit v dans X(R), qui vaut u sur le bord de R, donc qui vaut u sur ∂R1 ∪ ∂R2 \Γ. On
e´crit :
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∫
R
|∇1u|+
∑
i>N1
1
pi
∫
R
|∂iu|pi −
∫
R
fu
=
∫
R1
|∇1u|+
∫
R2
|∇1u|+
∫
Γ
|u+ − u−|
+
∑
i>N1
(
∫
R1
|∂iu|pi +
∫
R2
|∂iu|pi)−
∫
R
fu−
∑
i>N1
(1− 1
pi
)
∫
R
|∂iu|pi
=
∫
R1
[σ1 · ∇1u+
∑
i>N1
σi∂iu] +
∫
R2
[σ1 · ∇1u+
∑
i>N1
σi∂iu]
+
∫
Γ
|u+ − u−| −
∫
R
fu−
∑
i>N1
(1− 1
pi
)
∫
R
|∂iu|pi
=
∫
R1
[σ1 · ∇1(u− v) +
∑
i>N1
σi∂i(u− v)]
+
∫
R2
[σ1 · ∇1(u− v) +
∑
i>N1
σi∂i(u− v)]
+
∫
R1
σ1 · ∇1v +
∫
R2
σ1 · ∇1v +
∫
R
∑
i>N1
σi∂iv −
∫
R
fu
+
∫
Γ
σ1(1, y)(u
+(1, y)− u−(1, y))−
∑
i>N1
(1− 1
pi
)
∫
R
|∂iu|pi .
Par la formule de Green sur chacun des rectangles, on obtient
∫
R
|∇1u|+
∑
i>N1
1
pi
∫
R
|∂iu|pi −
∫
R
fu
= −
∫
R1
(div1(σ
1) +
∑
i>N1
∂iσi)(u− v) +
∫
∂R1
σ · ~n(u− v)
−
∫
R2
(div1(σ
1) +
∑
i>N1
∂iσi)(u− v) +
∫
∂R2
σ · ~n(u− v)
+
∫
R1
σ1 · ∇1v +
∫
R2
σ1 · ∇1v +
∫
R
∑
i>N1
σi∂iv −
∫
R
fu
+
∫
Γ
σ1(1, y)(u
+(1, y)− u−(1, y))−
∑
i>N1
(1− 1
pi
)
∫
R
|∂iu|pi .
Par ailleurs, u = v sur ∂R1 ∪ ∂R2 \ Γ, donc∫
∂R1
σ · ~n(u− v) =
∫
Γ
σ1(1, y)(u
−(1, y)− v−(1, y)),
et ∫
∂R2
σ · ~n(u− v) = −
∫
Γ
σ1(1, y)(u
+(1, y)− v+(1, y)).
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Par ailleurs, les ine´galite´s de Ho¨lder et Young entrainent puisque σi = |∂iu|pi−2∂iu :∑
i>N1
∫
R
σi∂iv − (1− 1
pi
)
∫
R
|∂iu|pi ≤
∑
i>N1
1
pi
∫
|∂iv|pi .
En reprenant les calculs pre´ce´dents, et en utilisant le fait que u ve´rifie l’EDP sur R1
et sur R2, on obtient (rappelons que |σ1|∞ ≤ 1) :
∫
R
|∇1u|+
∑
i>N1
1
pi
∫
R
|∂iu|pi −
∫
R
fu
=
∫
R1
σ1 · ∇1v +
∫
R2
σ1 · ∇1v +
∑
i>N1
∫
R
σi∂iv −
∫
R
fv
+
∫
Γ
σ1(1, y)(v
+(1, y)− v−(1, y))−
∑
i>N1
(1− 1
pi
)
∫
R
|∂iu|pi
≤
∫
R1
|∇1v|+
∫
R2
|∇1v|+
∑
i>N1
1
pi
∫
R
|∂iv|pi +
∫
Γ
|v+ − v−| −
∫
R
fv
=
∫
R
|∇1v|+
∑
i>N1
1
pi
∫
R
|∂iv|pi −
∫
R
fv
et donc u est minimum de J sur R.
Avant de donner les re´sultats d’approximation de minima locaux par des minima
d’e´quations plus re´gulie`res, qui nous permettront d’obtenir les estimations ”apriori” L∞ et
de conclure a` la re´gularite´ L∞loc pour les solutions dans X
b, rappelons que le corollaire 6.3.3
e´tablit l’unicite´ de solution lorsque la donne´e est prescrite sur tout le bord d’un rectangle.
7.2 Re´gularite´ L∞ des solutions du proble`me approche´
La re´gularite´ L∞ e´tant locale, il suffit de montrer le re´sultat lorsque Ω est un ouvert
rectangle.
Soit donc Ω ⊂ RN un rectangle ouvert, borne´. On de´finit le cube CR =]−R,R[N .
Lemme 7.2.1. Soit  > 0.
Supposons que u ∈ X(Ω) est un minimum local de la fonctionnelle
J (u) =
1
1 + 
∫
|∇1u|1+ +
N∑
i=N1+1
1
pi
∫
|∂iu|pi −
∫
fu,
ou`
f = div1(f1) +
N∑
i=N1+1
∂ifi
avec f1 ∈ L∞(Ω,RN1), et pour N1 + 1 ≤ i ≤ N , fi ∈ L∞(Ω). Supposons e´galement que
|f1|∞ < 1.
On pose pour k > 0, et R > 0,
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Ak,R = {x ∈ Ω ∩ CR, u(x) > k}.
Alors, il existe une constante C > 0 inde´pendante de  telle que pour tout CR inclus
dans Ω, et pour tout σ ∈]0, 1[ :
∫
Ak,σR
|∇1u|1+ +
N∑
i=N1+1
∫
Ak,σR
|∂iu|pi ≤ C
(∫
Ak,R
|u − k|p+
((1− σ)R)p+ + |A

k,R|
)
. (7.2)
La preuve de ce lemme s’inspire des techniques d’estimations de Moser [32] (voir aussi
[8], [29]).
De´monstration. Soit R > 0, et 0 < σ < 1, et CR =]−R,R[×]−R,R[.
Pour z = (z1, · · · , zN ), on note x = (z1, · · · , zN1), et y = (zN1+1, · · · , zN ). Soit
ψ(z) = γ1+1 (x)Π
N
i=N1+1ζ
pi(zi),
avec γ1 ∈ D(] − R,R[N1), ζ ∈ D(] − R,R[) tels que ζ = 1 sur [−σR, σR], γ1 = 1 sur
[−σR, σR]N1 , ζ ≤ 1, γ1 ≤ 1 et |ζ ′|, |∇1γ′1| ≤ c(1−σ)R ou` c est une constante positive. On
note γ2(y) = Π
N
i=N1+1
ζpi(zi).
Rappelons que u ve´rifie l’e´quation :
−div1(|∇1u|−1∇1u)−
N∑
i=N1+1
∂i(|∂iu|pi−2∂iu) = f.
Soit k ∈ R+. Multiplions cette e´quation par (u − k)+ψ et utilisons la formule de Green
sur Ak,R :
∫
Ak,R
(|∇1u|−1∇1u)∇1((u − k)+ψ) +
N∑
i=N1+1
∫
Ak,R
|∂iu|pi−2∂iu∂i((u − k)+ψ)
=
∫
Ak,R
f(u − k)+ψ.
En de´veloppant l’e´galite´ pre´ce´dente, on trouve :
∫
|∇1u|+1ψ +
N∑
i=N1+1
∫
|∂iu|piψ = −
∫
|∇1u|−1∇1u · ∇1ψ(u − k)+
−
N∑
i=N1+1
∫
|∂iu|pi−2∂iu(u − k)+∂iψ +
∫
f(u − k)+ψ. (7.3)
On e´crit en utilisant les ine´galite´s de Ho¨lder et de Young : (la constante C inde´pendante
de  pouvant varier d’une ligne a` l’autre)
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∣∣∣∣∫ |∇1u|−1∇1u · ∇1γ1(x)(u − k)+γ1(x)γ2(y)∣∣∣∣
≤
(∫
|∇1u|+1γ1+1 (x)γ2(y)
) 
1+
×
(∫
((u − k)+)1+|∇1γ1|1+(x)γ2(y)
) 1
1+
≤ 
1 + 
∫
|∇1u|1+γ1+1 (x)γ2(y) + C
∫
((u − k)+)1+|∇1γ1|1+(x)
≤ 
1 + 
∫
|∇1u|1+γ1+1 (x)γ2(y) + C
(
|∇1γ1|p+∞
∫
((u − k)+)p+ + |Ak,R|
)
.
Il existe donc une constante K1 inde´pendante de  telle que
∣∣∣∣∣
∫
Ak,R
|∇1u|−1∇1u · ∇1ψ(u − k)+
∣∣∣∣∣
≤ 
1 + 
∫
Ak,R
|∇1u|1+ψ(x, y) +K1
(∫
Ak,R
(
(u − k)+
(1− σ)R
)p+
+ |Ak,R|
) (7.4)
De meˆme pour N1 + 1 ≤ i ≤ N il existe une constante Ki inde´pendante de  telle que
∣∣∣∣∣
∫
Ak,R
|∂iu|pi−2∂iu(u − k)+∂iψ
∣∣∣∣∣ ≤ pi − 1pi
∫
Ak,R
|∂iu|piψ
+K2
(∫
Ak,R
(
(u − k)+
(1− σ)R
)p+
+ |Ak,R|
)
. (7.5)
Par ailleurs, on a, puisque f = div1(f1) +
∑N
i=N1+1
∂ifi,
∫
Ak,R
f(u − k)+ψ = −
∫
Ak,R
f1 · ∇1((u − k)+ψ)−
N∑
i=N1+1
∫
Ak,R
fi∂i((u − k)+ψ). (7.6)
Or, sur Ak,R, (u − k)+ = u − k, et∣∣∣∣∣
∫
Ak,R
f1 · ∇1 ((u − k)ψ)
∣∣∣∣∣ ≤ |f1|∞
(∫
Ak,R
|∇1u|ψ +
∫
Ak,R
|u − k||∇1ψ|
)
≤ |f1|∞
(
(
∫
|∇1u|1+ψ1+)
1
1+ |Ak,R|1−
1
1+ +
∫
|u − k||∇1ψ|
)
.
Par l’ine´galite´ de Young, on a
|f1|∞(
∫
|∇1u|1+ψ1+)
1
1+ |Ak,R|1−
1
1+ ≤ |f1|
1+∞
1 + 
∫
|∇1u|1+ψ1+ + 
1 + 
|Ak,R|
≤ |f1|
1+∞
1 + 
∫
|∇1u|1+ψ + |Ak,R|.
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D’autre part, comme |∇1γ1| ≤ c(1−σ)R ,
|f1|∞
∫
|u − k||∇1ψ| ≤ (1 + )
(∫
|u − k|p+ |∇1γ1|p+
) 1
p+ ∣∣Ak,R∣∣1− 1p+
≤ 1 + 
p+
∫
|u − k|p+ |∇1γ1|p+ + (1− 1
p+
)
∣∣Ak,R∣∣
≤ cp+
∫ ( |u − k|
(1− σ)R
)p+
+
∣∣Ak,R∣∣ .
Il existe donc une constante K ′1 inde´pendante de  telle que
∣∣∣∣∫ f1 · ∇1 ((u − k)ψ)∣∣∣∣ ≤ |f1|1+∞1 + 
∫
|∇1u|1+ψ +K ′1
(∫
Ak,R
( |u − k|
(1− σ)R
)p+
+ |Ak,R|
)
.
(7.7)
Par des calculs analogues, pour tout N1 + 1 ≤ i ≤ N il existe une constante K ′i
inde´pendante de  telle que
∣∣∣∣∫ fi∂i ((u − k)ψ)∣∣∣∣ ≤ 12pi
∫
|∂iu|piψ +K ′i
(∫
Ak,R
( |u − k|
(1− σ)R
)p+
+ |Ak,R|
)
. (7.8)
En retranchant les quantite´s |f1|
1+∞
1+
∫ |∇1u|1+ψ de (7.7), 12pi ∫ |∂iu|piψ de (7.8),

1+
∫ |∇1u|1+ψ de (7.4), et pi−1pi ∫ |∂iu|piψ de (7.5), puis en injectant ces ine´galite´s
dans (7.3), en utilisant (7.6), et comme ψ = 1 sur [−σR, σR]N , on obtient :
(
1− + |f1|
1+∞
1 + 
)∫
Ak,σR
|∇1u|1+ +
N∑
i=N1+1
(1− 2pi − 1
2pi
)
∫
Ak,σR
|∂iu|pi
≤ C
∫
Ak,R
|∇1u|1+ψ +
N∑
i=N1+1
∫
Ak,R
|∂iu|piψ

≤ C ′
(∫
Ak,R
( |u − k|
(1− σ)R
)p+
+ |Ak,R|
)
.
Rappelons que |f1|∞ < 1, donc 1− +|f1|
1+∞
1+ > 0. Le re´sultat en de´coule.
Remarque 7.2.1. La proprie´te´ f = div(f1) +
∑N
i=N1+1
∂ifi avec f1 ∈ L∞(Ω,RN1), fi ∈
L∞(Ω) peut eˆtre remplace´e par f ∈ Lp(Ω), avec p > N . En effet, par des re´sultats de
re´gularite´ sur les solutions d’e´quations elliptiques, il existe g ∈ L∞loc(Ω,RN ) telle que f =
divg. En utilisant par exemple [32], si Ω est un ouvert borne´ de RN , si f ∈ Lp(Ω) avec
p > N , alors les solutions de −∆u = f , satisfont u ∈ W 2,ploc (Ω), et donc ∇u ∈ W 1,p. Par
les injections de Sobolev, comme p > N , ∇u est continue, et donc dans L∞loc. Ainsi, en
prenant g = −∇u, on a bien f = divg.
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Lemme 7.2.2. Soit u ∈ Lp(Ω), avec p ≥ 1. Alors
lim
k→∞
|{x, |u(x)| > k}| = 0,
et ∫
|u|>k
|u|p −→
k→∞
0.
De´monstration. La premie`re limite de´coule de l’ine´galite´
|{x, |u(x)| > k}| ≤ 1
kp
∫
Ω
|u|p.
Pour la deuxie`me, soit  > 0. Montrons qu’il existe k suffisamment grand tel que∫
|u|>k
|u|p < 2.
Par densite´ il existe ϕ ∈ Cc(Ω) tel que
∫
Ω |ϕ− u|p < 2p . Soit k > 2sup
Ω
|ϕ|.
Si u > k > 2ϕ, alors 0 ≤ u ≤ 2(u− ϕ), et donc∫
u>k
|u|p ≤ 2p
∫
u>k
|u− ϕ|p < .
Si u < −k < 2ϕ, alors 0 ≤ k ≤ −u ≤ 2(ϕ− u) , et donc∫
u<−k
|u|p ≤ 2p
∫
u<−k
|ϕ− u|p < .
Ainsi, on a bien ∫
|u|>k
|u|p < 2.
The´ore`me 7.2.3. Supposons toujours que u ve´rifie les hypothe`ses du lemme 7.2.1. Alors
u ∈ L∞loc(Ω). En outre, si u converge e´troitement dans Xb(Ω) vers u ∈ Xb(Ω), alors
u ∈ L∞loc(Ω).
Remarque 7.2.2. Il est important de montrer dans la suite que les estimations pour les
minima de la fonctionnelle approxime´s dans X(Ω) ne de´pendent pas de  pour obtenir la
re´gularite´ de la limite.
De´monstration du The´ore`me 7.2.3. Soit CR ⊂⊂ Ω un cube fixe´. Nous pouvons toujours
supposer que ce cube est centre´ en l’origine. De´finissons les suites suivantes :
ρh =
R
2
+
R
2h+1
, ρh =
ρh + ρh+1
2
kh = k
(
1− 1
2h+1
)
, h = 0, 1, 2, ...
ou` k est un nombre positif que nous choisirons ulte´rieurement.
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Posons e´galement
J h =
∫
Akh,ρh
|u(x)− kh|p+dx.
Nous cherchons a` montrer que J h −→
h→∞
0, car nous aurons alors que
0 ≤
∫
A
k,R2
|u(x)− k|p+dx ≤ J h −→
h→∞
0, (7.9)
donc,
∫
A
k,R2
|u(x)− k|p+dx = 0 et donc que u ≤ k dans CR/2.
Soit donc ζ ∈ C1([0,+∞[) telle que 0 ≤ ζ ≤ 1, ζ(t) = 1 pour t ≤ 1/2, ζ(t) = 0 pour
t ≥ 3/4, et |ζ ′| ≤ c, ou` c > 0.
On pose
ζh(x) = Π
N
i=1ζ
(
2h+1
R
(|xi| −R/2)+
)
,
de sorte que ζh = 1 dans Cρh+1 , et ζh = 0 hors de Cρh . Notons que ζh ∈W 1,∞.
Ainsi, comme ρh ≥ ρh+1, on a
J h+1 ≤
∫
Akh+1,ρh
|u(x)− kh+1|p+ζp
+
h (x)dx
=
∫
Akh+1,ρh
|(u(x)− kh+1)+ζh(x)|p+dx.
≤
(∫
CR
|(u(x)− kh+1)+ζh(x)|p∗dx
) p+
p∗
|Akh+1,ρh |
1− p+
p∗ .
Ainsi par l’injection de X(CR) dans L
p∗(CR), on obtient
J h+1 ≤ C(R)|Akh+1,ρh |
1− p+
p∗
(∫
CR
|∇1((u(x)− kh+1)+ζh(x))|1+dx
) p+
1+
+
N∑
i=N1+1
(∫
CR
|∂i((u(x)− kh+1)+ζh(x))|pidx
)p+/pi .
ou` la constante C(R) ne de´pend pas de  puisque X(CR) s’injecte aussi dans L
p∗(CR).
Pour N1 + 1 ≤ i ≤ N , on a
|∂i((u − kh+1)+ζh)|pi ≤ 2pi−1
(|(∂iu)ζh|pi + |(u − kh+1)+∂iζh|pi)
≤ C
(
|∂iu|pi + 2
hpi
Rpi
|(u − kh+1)+|pi
)
et de meˆme
|∇1((u − kh+1)+ζh)|1+ ≤ C
(
|∇1u|1+ + 2
h(1+)
R1+
|(u − kh+1)+|1+
)
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et donc
J h+1 ≤ C ′(R)|Akh+1,ρh |
1− p+
p∗

∫
Akh+1,ρh
|∇1u|1+ + 2
h(1+)
R1+
∫
Akh+1,ρh
|(u − kh+1)+|1+

p+
1+
+
N∑
i=N1+1
∫
Akh+1,ρh
|∂iu|pi + 2
hpi
Rpi
∫
Akh+1,ρh
|u − kh+1|pi
p+/pi
 .
On e´crit maintenant par l’ine´galite´ de Ho¨lder et l’ine´galite´ de Young, pour qi = 1 + 
ou qi = pi :
2hqi
Rqi
∫
Akh+1,ρh
|u − kh+1|qi ≤ 2
hqi
Rqi
∫
Akh+1,ρh
|u − kh+1|p+

qi
p+
|Akh+1,ρh |
1− qi
p+
≤ 2
hp+
Rp+
∫
Akh+1,ρh
|u − kh+1|p+ + |Akh+1,ρh |
≤ 2
hp+
Rp+
∫
Akh+1,ρh
|u − kh+1|p+ + |Akh+1,ρh |.
Par ailleurs, d’apre`s l’estimation (7.2) il existe une constante C inde´pendante de  telle
que
∫
Akh+1,ρh
|∇1u|1+ ≤ C
 1
(ρh − ρh)p+
∫
Akh+1,ρh
|u − kh+1|p+ + |Akh+1,ρh |
 ,
et pour N1 + 1 ≤ i ≤ N
∫
Akh+1,ρh
|∂iu|pi ≤ C
 1
(ρh − ρh)p+
∫
Akh+1,ρh
|u − kh+1|p+ + |Akh+1,ρh |
 .
Remarquons que
1
(ρh − ρh)p+
=
2(h+3)p
+
Rp+
,
et donc par ce qui pre´ce`de, il existe une constante C inde´pendante de  telle que
J h+1 ≤ C|Akh+1,ρh |
1− p+
p∗

2hp+
Rp+
∫
Akh+1,ρh
|u − kh+1|p+ + |Akh+1,ρh |

p+
1+
+
N∑
i=N1+1
2hp+
Rp+
∫
Akh+1,ρh
|u − kh+1|p+ + |Akh+1,ρh |
p+/pi
 . (7.10)
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Remarquons maintenant que kh ≤ kh+1, donc∫
Akh+1,ρh
|u(x)− kh+1|p+dx ≤ J h
et
|Akh+1,ρh |(kh+1 − kh)p
+ ≤
∫
Akh+1,ρh
(u(x)− kh)p+dx ≤ J h,
et donc, comme kh+1 − kh = k2h+2 , en choisissant k ≥ 1, on obtient
|Akh+1,ρh | ≤
2p
+(h+2)
kp+
J h ≤ 2p
+(h+2)J h.
Enfin, il est clair que |Akh+1,ρh | ≤ |Akh+1,ρh |. Par (7.10) et ce qui pre´ce`de, on obtient, en
posant qN1 = 1 + , qi = pi pour N1 + 1 ≤ i ≤ N
J h+1 ≤ C(2p
+(h+2)J h)
1− p+
p∗
N∑
i=N1
(
2hp
+
Rp+
J h + 2
p+(h+2)J h)
p+
qi
≤ C ′(2p+(h+2)J h)1−
p+
p∗
N∑
i=N1
(2p
+(h+2)J h)
p+
qi (7.11)
Par ailleurs, soit (2p
+(h+2)J h) < 1 pour tout h, et donc J

h →
h→∞
0, ce qui entraine
u ≤ k dans CR/2 par (7.9), soit pour une sous suite (2p+(h+2)J h) > 1 et alors
J h+1 ≤ C ′(N −N1)(2p
+(h+2)J h)
1− p+
p?
+p+ ≤ Clh(J h)1+p
+− p+
p? (7.12)
avec l = 2
(p+)2+p+− (p+)2
p∗ > 1, et C = C ′(N −N1)22p
+(1− p+
p?
+p+)
.
Pour achever la de´monstration nous aurons besoin du lemme suivant ([39], [50]) dont
nous donnons un preuve pour le confort du lecteur.
Lemme 7.2.4. Soit une suite (yl)l de re´els positifs. Supposons que pour tout l ≥ 0 on ait
yl+1 ≤ cbly1+δl ,
ou` c, δ > 0, et b > 1.
Supposons de plus que y0 ≤ c− 1δ b−
1
δ2 , alors yl −→
l→∞
0.
De´monstration. De´finissons la suite ul := log(yl). On a alors
ul+1 ≤ c1 + lc2 + (1 + δ)ul,
ou` c1 = log(c), et c2 = log(b) > 0. On de´finit e´galement la suite zl := ul + l
c2
δ +
c1
δ +
c2
δ2
.
On a
zl+1 = ul+1 + (l + 1)
c2
δ
+
c1
δ
+
c2
δ2
≤ c1 + lc2 + (1 + δ)ul + (l + 1)c2
δ
+
c1
δ
+
c2
δ2
= (1 + δ)
(
ul + l
c2
δ
+
c1
δ
+
c2
δ2
)
= (1 + δ)zl.
103
Par ailleurs y0 < c
− 1
δ b−
1
δ2 implique que
u0 < −1
δ
log(c)− 1
δ2
log(b) = −1
δ
c1 − 1
δ2
c2,
et donc z0 < 0. Ainsi, par le calcul pre´ce´dent, on a yl < 0 pour tout entier l. Ainsi, pour
tout entier l :
ul < −l c2
δ
− c1
δ
− c2
δ2
,
et donc comme c2 = log(b) > 0, ul −→
l→∞
−∞, ce qui prouve que yl −→
l→∞
0.
Ainsi, en appliquant le lemme avec δ = p+ − p+p∗ , et b = 2(p
+)2+p+− (p+)2
p∗ , on en de´duit
que si l’on choisi k ≥ 1 tel que
J 0 ≤ c−
1
δ b−
1
δ2 ,
alors J h −→
h→∞
0, et le re´sultat en de´coule.
Or,
J 0 =
∫
A
k/2,R
|u − k
2
|p+ ,
et donc comme u ∈ Lp+ , on a par le lemme 7.2.2∫
u>
k
2
|u − k
2
|p+ ≤
∫
u>
k
2
|u|p+ −→
k→∞
0
et le re´sultat en de´coule.
Montrons maintenant la deuxie`me partie du The´ore`me. Notons que jusqu’a` pre´sent
nous avons montre´ qu’il existe k assez grand pour que {u > k} soit de mesure nulle. On
remarque maintenant que l’on peut choisir un k ne de´pendant pas de .
Supposons donc que u converge e´troitement dans X
b(Ω) vers u ∈ Xb(Ω).
Soit δ > 0. La convergence e´troite de u vers u implique en particulier que u converge
fortement vers u dans Lp
+
(Ω). Soit donc 0 tel que pour tout  < 0,
|u − u|Lp+ (Ω) <
δ
2
.
Par ailleurs, u ∈ Lp+(Ω), donc il existe k assez grand tel que(∫
Ak/2,R
|u− k
2
|p+
) 1
2
≤
(∫
u> k
2
|u|p+
) 1
2
≤ δ
2
.
Or l’ine´galite´
(u − k
2
)+ ≤ (u− k
2
)+ + |u − u|
nous permet d’e´crire d’apre`s l’ine´galite´ de Minkowski :
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(J 0)
1
p+ =
(∫
A
k/2,R
|u − k
2
|p+
) 1
p+
=
(∫
CR
((u − k
2
)+)p
+
) 1
p+
≤
(∫
CR
((u− k
2
)+)p
+
) 1
p+
+
(∫
CR
|u − u|p+
) 1
p+
≤ δ.
Notons donc que nous avions montre´ en (7.12) qu’il existe des constantes l > 1, C ′′ > 0
telle que pour tout  > 0
J h+1 ≤ C ′′lh(J h)1+p
+− p+
p∗ ,
avec
J h :=
∫
Akh,ρh
|u(x)− kh|p+dx =
∫
Cρh
(
(u(x)− kh)+
)p+
dx, ,
et
Akh,ρh = {x ∈ Ω ∩ Cρh , u(x) > kh}.
Posons e´galement
Jh :=
∫
Akh,ρh
|u(x)− kh|p+dx =
∫
Cρh
(
(u(x)− kh)+
)p+
dx,
et
Akh,ρh = {x ∈ Ω ∩ Cρh , u(x) > kh}.
Montrons que J h →→0 Jh. On a les ine´galite´s :
(u − kh)+ ≤ (u− kh)+ + |u − u|, et (u− kh)+ ≤ (u − kh)+ + |u− u|,
donc d’apre`s l’ine´galite´ de Minkowsky :(∫
Cρh
((u − kh)+)p+
) 1
p+
≤
(∫
Cρh
((u− kh)+)p+
) 1
p+
+
(∫
Cρh
|u − u|p+
) 1
p+
,
et (∫
Cρh
((u− kh)+)p+
) 1
p+
≤
(∫
Cρh
((u − kh)+)p+
) 1
p+
+
(∫
Cρh
|u− u|p+
) 1
p+
,
si bien que finalement
|(J h)
1
p+ − (Jh)
1
p+ | ≤
(∫
Cρh
|u− u|p+
) 1
p+
,
et le re´sultat en de´coule puisque u converge fortement vers u dans L
p+(Ω).
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Ainsi, par passage a` la limite dans (7.12) :
Jh+1 ≤ C ′′lh(Jh)1+p
+− p+
p∗ ,
et donc en appliquant a` nouveau le lemme 7.2.4 on obtient que Jh tend vers 0, et donc
0 ≤
∫
A
k,R2
|u− k|p+ ≤ Jh −→
h→∞
0,
ce qui implique que u ≤ k dans B(0, R2 ).
7.3 Re´gularite´ de la limite
Soit u un minimum local de J , et soit R ⊂⊂ Ω un ouvert N -rectangle.
Par de´finition, u re´alise
J(u) = inf
v∈X(R),v=u sur ∂R
J(v).
Compte tenu de la section 6.1, on sait qu’il existe une suite g ∈ γ0(X) telle que
|g − u|γ0(X(R)) →→0 0. Par ailleurs, on sait qu’il existe une solution u au proble`me
inf
v∈X(R),v=g sur ∂R
J (v),
qui ve´rifie l’EDP :
(E) :
{ −div1(|∇1u|−1∇1u)−∑Ni=N1+1 ∂i(|∂iu|pi−2∂iu) = f sur R,
u = g sur ∂R
Enfin, on a vu que cette solution u convergeait e´troitement vers u dans X(R) par l’uni-
cite´ des solutions du proble`me. D’apre`s le The´ore`me 7.2.3, on obtient que u ∈ L∞(R/2),
d’ou` le re´sultat.
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Chapitre 8
Extremal functions and partial
differential equation for an
embedding from some anisotropic
space, involving the ”one
Laplacian”
Cet article en anglais fait l’objet d’une publication. Arxiv nume´ro 1804.06351.
Abstract. In this paper, we prove the existence of extremal functions for the best constant
of embedding from anisotropic space, allowing some of the Sobolev exponents to be equal to
1. We prove also that the extremal functions satisfy a partial differential equation involving
the 1 Laplacian.
8.1 Introduction
Anisotropic Sobolev spaces have been studied for a long time, with different purposes.
Let us recall that for ~p = (p1, · · · , pN ), and the pi ≥ 1 the space D1,~p(RN ), denotes the
closure of D(RN ) for the norm ∑i |∂iu|pi . The existence of a critical embedding from
D1,~p(RN ) into Lp? , with p? = N∑
i
1
pi
−1 when
∑
i
1
pi
> 1 is due to Troisi, [55].
There is by now a large number of papers and an increasing interest about anisotropic
problems. With no hope of being complete, let us mention some pioneering works on
anisotropic Sobolev spaces [38], [47] and some more recent regularity results for minimizers
of anisotropic functionals, that we will cite below.
Let us note that anisotropic operators bring new problems, essentially when one wants
to prove regularity properties. As an example the property that Ω be Lipschitz does not
ensure the embedding W 1,~p(Ω) ↪→ Lp?(Ω). This is linked to the fact that in the absence
of further geometric properties of Ω, one cannot provide a continuous extension operator
from W 1,~p(Ω) in D1,~p(RN ). To illustrate this, see the counterexample in [37], see also [22]
for one example when some of the pi are equal to 1, in the context of the present article.
Let us say a few words about the existence and regularity results of solutions to
−∑i ∂i(|∂iu|pi−2∂iu) = f , u = 0 on ∂Ω when Ω is a bounded domain in RN . Assuming a
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convenient assumption on f , the existence of solutions can generally easily be obtained by
the use of classical methods in the calculus of variations. But, as a first step in the regu-
larity of such solutions, the local boundedness of the solutions, can fail if the supremum
of the pi is too large, let us cite to that purpose [31] and [42] where the author exhibits
a counterexample to the local boundedness when pi = 2 for i ≤ N − 1 and pN > 2N−1N−3 .
This restriction on ~p, to ensure the local boundedness is confirmed by the results obtained
later : let us cite in a non exhaustive way [13], [42], [8]. From all these papers it emanates
in a first time that a sufficient condition for a local minimizer to be locally bounded is
that the supremum of the pi be strictly less than the critical exponent p
?. This local
boundedness is extended by Fusco Sbordone in [29] to the case where sup pi = p
?. For
further regularity properties of the solutions, as the local higher integrability of the local
minimizers for some genarized functionals, see Marcellini in [43], and Esposito Leonetti
Mingione [26, 27] .
Coming back to D1,~p(RN ), and concerning extremal functions, let us recall that in the
isotropic case, the first results concerned the case where pi = 2 for all i, in which case the
extremal functions are solutions of −∆u = u2?−1. The existence and the explicit form of
them is completely solved by Aubin [4], and Talenti, [53]. For W 1,p and the isotropic p
Laplacian, say −∆pu = −div(|∇u|p−2∇u) the explicit form is also known as the family
of radial functions ua,b(r) = (a + br
p
p−1 )
p−N
p , while for the p-Laplacian non isotropic, say
for the equation −∑Ni=1 ∂i(|∂iu|p−2∂iu) = up?−1, the explicit solutions are obtained by
Alvino Ferrone Trombetti Lions [2] and are given by ua,b(r) = (a + b
∑N
i=1 |xi|
p
p−1 )
p−N
p .
For further results about sharp embedding constant, and a new, elegant approach by using
mass transportation the author can see [11].
Let us now consider the case where the pi can be different from each others, and let
us first cite the paper of Fragala Gazzola and Kawohl [28], where the authors prove the
existence of extremal functions for some subcritical embeddings in the case of bounded
domains.
For the case of RN and the critical case, the existence of extremal functions is proved
in [25], when all the pi > 1, and p
+ := sup pi < p
?. The authors provide also some
properties of the extremal functions, as the L∞ behaviour, extending in that way the
regularity results already obtained for solutions of anisotropic partial differential equation
in a bounded domain, with a right hand side sub-critical as in [28], to the critical one.
The method uses essentially the concentration compactness theory of P. L. Lions [40, 41]
adapted to this context, and some other tools developed also in a more general context in
[24] .
In the case where p+ = p? and for more general domains than RN the reader can
see Vetois, [56]. In this article this author provides also some vanishing properties of the
solutions, as well as some further regularity properties of the solutions.
When some of the pi are equal to 1, let us cite the paper of Mercaldo, Rossi, Segura de
leon, Trombetti, [45], which proved the existence of solutions in some anisotropic space,
with some derivative in the space of bounded measures, for the ~p-Laplace equation in
bounded domains, using the definition of the one Laplacian with respect to the coordinates
for which pi = 1. For the existence of extremal functions in the case of RN , and in the
best of our knowledge, nothing has been done in the case where some of the pi are equal
to 1. Of course in that case these extremal functions have their corresponding derivative
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in the space M1(RN ) of bounded measures on RN . Even if the existence of such extremal
can be obtained following the lines in the proof of [25], the partial differential equation
satisfied by the extremal cannot be obtained by this existence’s result. In order to get it,
we are led to consider a sequence of extremal functions for the embedding of D1,~p(RN )
in Lp
?
 (RN ) where in ~p, all the pi > pi and tend to them as  goes to zero. Note that
one of the difficulties raised by this approximation is that, due to the unboundedness of
RN , D1,~p(RN ) is not a subspace of D1,~p(RN ), a problem which does not appear when one
works with bounded domains, see [22]. In particular this does not allow to use directly the
concentration compactness theory of P.L. Lions, [40]. We will prove both that the best
constant for the embedding from D1,~p(RN ) in Lp? (RN ) converges to the best constant for
the embedding of D1,~p(RN ) into Lp?(RN ), and that some extremal u converge sufficiently
tightly to some u. Passing to the limit in the partial differential equation satisfied by u
one obtains that u is extremal and satisfies the required partial differential equation.
8.2 Notations, and previous results
8.2.1 Some measure Theory, definition and properties of the space BV ~p
Definition 8.2.1. Let Ω be an open set in RN , and M(Ω), the space of scalar Radon mea-
sures, i.e. the dual of Cc(Ω). Let M1(RN ) be the space of scalar bounded Radon measures
or equivalently the subspace of µ ∈M(Ω) which satisfy ∫Ω |µ| = supϕ∈Cc(Ω)〈µ, ϕ〉 <∞.
M+(Ω) is the space of non negative bounded measures on RN .
Definition 8.2.2. When µ = (µ1, · · · , µn) we define |µ| = (
∑
µ2i )
1
2 as the measure : For
ϕ ≥ 0 in Cc(Ω), 〈|µ|, ϕ〉 = supψ∈Cc(Ω,RN ),∑N1 ψ2i≤ϕ2 ∑〈µi, ψi〉.
Let us recall that
Definition 8.2.3. µn ⇀ µ vaguely or weakly in M(Ω) if for any ϕ ∈ Cc(Ω), 〈µn, ϕ〉 →
〈µ, ϕ〉.
When µn and µ are in M
1(Ω) we will say that µn converges tightly to µ if for any
ϕ ∈ C(RN ) and bounded, 〈µn, ϕ〉 → 〈µ, ϕ〉.
Remark 8.2.1. When µn ≥ 0, the tight convergence of µn to µ is equivalent to both the
two conditions 1) µn ⇀ µ vaguely and 2)
∫
Ω µn →
∫
Ω µ.
We will frequently use the following density result:
Proposition 8.2.1. If ~µ ∈ M1(Ω,RN ) there exists un ∈ D(Ω,RN ) such that (un)±i ,
respectively |un| converges tightly to µ±i (respect. |µ|).
The reader is referred to [21], [20], for further properties on convergence of measures
and density of regular functions for the vague and tight topology.
Let N1 ≤ N ∈ N, and ~p := (p1, · · · , pN ) ∈ RN such that pi = 1 for all 1 ≤ i ≤ N1, and
pi > 1 for all N1 + 1 ≤ i ≤ N .
Let p+ = sup pi, and
p∗ :=
N
N1 +
∑N
i=N1+1
1
pi
− 1 .
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In all the paper we will suppose that p+ < p?. Let D1,~p(RN ) be the completion of D(RN )
with respect to the norm
|u|~p = |(
N1∑
i=1
(∂iu)
2)
1
2 |1 +
N∑
i=N1+1
|∂iu|pi := |∇1u|1 +
N∑
i=N1+1
|∂iu|pi (8.1)
where ∇1u is the N1 vector (∂1u, · · · , ∂N1u), and |u|pi denotes for i ≥ N1 + 1 the usual
Lpi(RN ) norm.
Remark 8.2.2. Of course by the equivalence of norms in RN1 this completion coincides
with the completion for the norm
∑N
i=1 |∂iu|pi .
We now recall the existence of the embedding from D1,~p(RN ) in Lp?(RN ), a particular
case of the result of Troisi , [55].
Theorem 8.2.1.
D1,~p(RN ) ↪→ Lp∗(RN ),
and there exists some constant T0 depending only on ~p, and N such that
T0|u|p∗ ≤
N∏
i=1
|∂iu|
1
N
pi , and |u|p∗ ≤
1
ToN
√N1|∇1u|1 + N∑
i=N1+1
|∂iu|pi
 , (8.2)
for all u ∈ D1,~p(RN ).
We now introduce a weak closure of D(RN ) for the norm (8.1). Set
BV ~p(RN ) : = {u ∈ Lp∗(RN ), ∂iu ∈M1(RN ) for 1 ≤ i ≤ N1, and ∂iu ∈ Lpi(RN )
for N1 + 1 ≤ i ≤ N}.
We also define
BV ~ploc(R
N ) = {u ∈ D′(RN ), ϕu ∈ BV ~p(RN ), for any ϕ ∈ D(RN )}
Definition 8.2.4. We will say that un ∈ BV ~p(RN ) converges weakly to u if un ⇀ u
(weakly) in Lp
?
, ∂iun converges vaguely to ∂iu in M
1(RN ) when i ≤ N1, and ∂iun ⇀ ∂iu
(weakly) in Lpi, when i > N1. .
The convergence is said to be tight if furthermore
∫
RN |∂iun|pi →
∫
RN |∂iu|pi for any
i ≥ N1 , and
∫
RN |∇1un| →
∫
RN |∇1u|.
Remark 8.2.3. If un converges weakly to u, since (un) is bounded in L
p?, it converges
strongly in Lqloc for a subsequence, when q < p
? and then for a subsequence it converges
almost everywhere.
Proposition 8.2.2. It is equivalent to say that
1. u ∈ BV ~p(RN )
2. There exists un ∈ D(RN ) which converges tightly to u.
3. There exists un ∈ D(RN ) which converges weakly to u.
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Remark 8.2.4. Following the lines in the proof below, but using strong convergence in
L1 of ∂iun for i ≤ N1, in place of tight convergence, it is clear that D1,~p(RN ) = {u ∈
Lp
?
(RN ), ∂iu ∈ L1(RN ), i ≤ N1, ∂iu ∈ Lpi(RN ), i ≥ N1 + 1}.
Proof. Suppose that 1) holds.
We begin by a troncature. For 1 ≤ i ≤ N let αi defined as
αi =
p?
pi
− 1.
Let ϕ ∈ D(]− 2, 2[), ϕ = 1 on [−1, 1], and for all n ∈ N,
un(x) = Π
N
i=1ϕ(
xi
nαi
)u(x).
We denote Cn = Π
N
i=1[−2nαi , 2nαi ], note that |Cn| = 4Nn
∑N
i=1 αi . We need to prove that
∂iun → ∂iu in Lpi(RN ) for all i ∈ [N1 + 1, N ]. Since
∂iun(x) = u(x)∂i
(
ΠNj=1ϕ(
xj
nαj
)
)
+ ΠNj=1ϕ(
xj
nαj
)∂iu(x),
it is sufficient to prove that u∂i
(
ΠNj=1ϕ(
xj
nαj
)
)
→ 0 in Lpi(RN ). By Ho¨lder’s inequality∫
RN
|u∂i
(
ΠNj=1ϕ(
xj
nαj
)
)
|pi ≤ c
nαipi
(
∫
RN−1
∫
nαi≤|xi|≤2nαi
|u|p?)
pi
p? |Cn|1−
pi
p?
≤ c′n−αipi+(1−
pi
p?
)
∑N
j=1 αjo(1)
which tends to zero, since u ∈ Lp?(RN ) implies that ∫RN−1 ∫nαi≤|xi|≤2nαi |u|p? →n→∞ 0,
and for any i by the definition of αi, αipi ≥ (1 − pip? )
∑N
j=1 αj . In the same manner we
have
∫
RN |∇1un − ∇1u| → 0. The second step classically uses a regularisation process.
Recall that that when ~µ is a compactly supported measure in RN , with values in RN ,
when ρ ∈ D(RN ), ∫ ρ = 1, ρ ≥ 0, and ρ = 1N ρ(x ), ρ ? |~µ| converges tightly to |~µ|, ρ ?
µ±i converges tightly to µ
±
i . From this one derives the tight convergence when  goes to
zero and n to ∞ of |∇1(ρ ? un)| towards |∇1u|.
2) implies 3) is obvious. To prove that 3) implies 1), note that if (un) is weakly
convergent to u, one has the existence of some constant independent on n so that |∇1un|1+∑N
i=N1+1
|∂iun|pi ≤ C. Then by the embedding in Theorem 8.2.1, (un) is bounded in Lp
?
,
and by extracting subsequences from ∇1un in M1(RN ,RN1) weakly and from ∂iun in Lpi
weakly for i ≥ N1 + 1, one gets that the limit u ∈ BV ~p(RN ).
Remark 8.2.5. Using the last proposition, one sees that (8.2)extends to the functions in
BV ~p(RN ).
We now enounce a result which extends the definition of the ”Anzelotti pairs”, [3], see
also Temam [54], Strang Temam in [51], and [15, 16, 17].
Theorem 8.2.2. Let σ a function with values in RN , such that its projection σ1 on the
first N1 coordinates, belongs to L
∞
loc(RN ,RN1), and suppose that for any i ≥ N1 + 1,
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σ · ei ∈ Lp
′
i
loc, and that divσ ∈ L
p?
p?−1
loc . Then if u ∈ BV ~ploc(RN ), one can define a distribution
σ · ∇u in the following manner, for ϕ ∈ D(RN ),
〈σ · ∇u, ϕ〉 = −
∫
RN
divσ(uϕ)−
∫
RN
(σ · ∇ϕ)u.
Then σ ·∇u is a measure, and σ1 ·∇1u := σ ·∇u−
∑N
i=N1+1
σi∂iu is a measure absolutely
continuous with respect to |∇1u|, with for ϕ ≥ 0 in Cc(RN ) :
〈|σ1 · ∇1u|, ϕ〉 ≤ |σ1|L∞(Supptϕ)〈|∇1u|, ϕ〉. (8.3)
Furthermore when σ1 ∈ L∞(RN ,RN1) and σi ∈ Lp′i(RN ), for any i ≥ N1 + 1, divσ ∈
L
p?
p?−1 (RN ) and u ∈ BV ~p(RN ), σ · ∇u and σ1 · ∇1u are bounded measures on RN and one
has ∫
RN
σ · ∇u = −
∫
RN
div(σ)u (8.4)
and
|σ1 · ∇1u| ≤ |σ1|∞|∇1u|
Proof. Take ψ ∈ D(RN ), ψ = 1 on Suppt ϕ. Then if u ∈ BV ~ploc(RN ), ψu ∈ BV ~p(RN ).
By Proposition 8.2.2, there exists un ∈ D(RN ) such that un converges tightly to ψu in
BV ~p(RN ). By the classical Green’s formula∫
RN
σ · ∇unϕ = −
∫
RN
div(σ)(unϕ)−
∫
RN
(σ · ∇ϕ)un.
Using the weak convergence of un towards ψu one gets that
∫
(σ · ∇un)ϕ converges to
〈σ · ∇u, ϕ〉. By the assumptions on σi and ∂iun, one has
∫
σi∂iunϕ →
∫
σi∂iuϕ, for i ≥
N1+1, hence
∫
(σ1·∇1un)ϕ→ 〈σ1·∇1u, ϕ〉. Furthermore, using for ϕ ≥ 0, |
∫
σ1·∇1unϕ| ≤
|σ1|L∞(Supptϕ)
∫ |∇1un|ϕ → |σ1|L∞(Supptϕ) ∫ |∇1u|ϕ, one gets (8.3). The identity ( 8.4)
is easily obtained by letting ϕ go to 1RN , since all the measures involved are bounded
measures.
8.2.2 The approximated space D1,~p(RN)
Let  > 0 small, define
ai =
(pi − 1)pi2
1− (pi − 1) , i = pi+ a

i and p

i = pi(1 + i). (8.5)
Note that one has for all i ≥ N1 + 1, pi(1+i)i = 1+ . We define D1,~p(RN ) as the closure
of D(RN ) for the norm |∇1v|1+ +
∑N
i=N1+1
|∂iv|pi . Then the critical exponent p? for this
space is defined by Np?
= N11+ +
∑
i
1
pi
− 1. Note that p? satisfies
N
p?
=
N
p?
− N
1 + 
,
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and as soon as  is small enough, p+ < p
?
 . Let us finally define
λ =
p?
1 + 
+ 1, (8.6)
and note for further purposes that λp
? = p? .
Recall that as a consequence of the embedding of Troisi, [55] one has
D1, ~p(RN ) ↪→ Lp∗ (RN ),
and there exists some T 0 > 0, such that for all u ∈ D1,~p(RN ),
T 0 |u|p∗ ≤
N∏
i=1
|∂iu|
1
N
pi
, and then |u|p∗ ≤
1
NT 0
(
√
N1|∇1u|1+ +
N∑
i=N1+1
|∂iu|pi )
for all u ∈ D1, ~p(RN ).
Let us define
K = inf
u∈D1,~p (RN ),|u|p?=1
 1
1 + 
|∇1u|1+1+ +
N∑
i=N1+1
1
pi
|∂iu|p

i
pi

and
K = inf
u∈D1,~p(RN ),|u|p?=1
|∇1u|1 + N∑
i=N1+1
1
pi
|∂iu|pipi

It is clear by Proposition 8.2.2 that
K = inf
u∈BV ~p(RN ),|u|p?=1
∫ |∇1u|+ N∑
i=N1+1
1
pi
|∂iu|pipi

Adapting the proof in [25] one has the following result
Theorem 8.2.3. There exists u ∈ D1,~p(RN ) non negative which satisfies |u|p? = 1 and
K = 1
1 + 
|∇1u|1+1+ +
N∑
i=N1+1
1
pi
|∂iu|p

i
pi
.
Furthermore there exists l > 0, so that
−
N1∑
i=1
∂i(|∇1u|−1∂iu)−
N∑
i=N1+1
∂i(|∂iu|pi−2∂iu) = lup?−1 . (8.7)
In the sequel we will use the notation div1 as the divergence of some N1 vector with
respect to the N1 first variables.
By multiplying equation ( 8.7) by u and integrating one has K ≤ l ≤ p+ K , and as
we will see in Proposition 8.3.1 that lim supK ≤ K, if u is an extremal function for K,
|∇1u|1+ and |∂iu|pi are bounded independently on , hence one can extract from it a
subsequence which converges weakly in BV ~ploc. In the sequel we will prove that by choosing
conveniently the sequence u, it converges up to subsequence to an extremal function for
K.
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8.3 The main results
The main result of this paper is the following :
Theorem 8.3.1. 1) There exists v ∈ D1,~p(RN ), |v|p? = 1, an extremal function for
K, which converges in the following sense to v ∈ BV ~p(RN ): v converges to v in the
distribution sense, and almost everywhere,
∫
RN |∇1v|1+ →
∫
RN |∇1v|,
∫
RN |∂iv|p

i →∫
RN |∂iv|pi for all i ≥ N1 + 1, and |v|p? = 1. Furthermore limK = K. As a consequence
v is an extremal function for K.
2) v satisfies the partial differential equation :
−div1(σ1)−
N∑
i=N1+1
∂i(|∂iv|pi−2∂iv) = lvp?−1, σ1 · ∇1v = |∇1v| (8.8)
where K ≤ l ≤ p+K.
The proof of Theorem 8.3.1 is given in the next subsection, and it relies of course on a
convenient adaptation of the PL Lions compactness concentration theory. However, due
to the fact that the exponents of the derivatives and the critical exponent vary with ,
we are led to introduce a power vλ of some convenient extremal function, - where λ has
been defined in (8.6)-, and to analyze the behaviour of this new sequence, which belongs
to BV ~p(RN ), and is bounded in that space, independently on , as we will see later.
In a second time we prove that
Theorem 8.3.2. Let v be given by Theorem 8.3.1. Then v ∈ L∞(RN ) and there exists
some constant C(|v|p?) depending on the Lp? norm of v and on universal constants, such
that |v|∞ ≤ C(|v|p?).
8.3.1 Proof of Theorem 8.3.1
The proof is the consequence of several lemmata and propositions.
Lemma 8.3.1. Suppose that u ∈ BV ~p(RN ), and that |u|p? ≤ 1, then
K|u|p+p? ≤ |∇1u|1 +
N∑
i=N1+1
1
pi
|∂iu|pipi
and analogously if u ∈ D1,~p(RN ), |u|p? ≤ 1
K|u|p
+

p?
≤ 1
1 + 
|∇1u|1+1+ +
N∑
i=N1+1
1
pi
|∂iu|p

i
pi
.
Hint of the proof :
Use u|u|p? in the definition of K and the fact that if |u|p? ≤ 1, |u|
pi
p? ≥ |u|p
+
p? .
Proposition 8.3.1. One has
lim supK ≤ K.
As a consequence any sequence (v) of extremal functions for K is bounded indepen-
dently on , more precisely there exists some positive constant c so that, for all  > 0,
|∇1v|1+, |∂iv|pi ≤ c, for all i ≥ N1 + 1.
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Proof. Let δ > 0, δ < 12 and let uδ ∈ D1,~p(RN ), ( or BV ~p(RN )), so that |uδ|p∗ = 1 and
|∇1uδ|1 +
N∑
i=N1+1
1
pi
|∂iuδ|pipi ≤ K + δ.
By definition of D1,~p(RN ), there exists vδ ∈ D(RN ) such that ||vδ|p? − 1| ≤ δ,
|∇1vδ|1 +
N∑
i=N1+1
1
pi
|∂ivδ|pipi ≤ K + 2δ.
For  small enough one has ||vδ|p? − 1| ≤ 2δ. By considering wδ = vδ|vδ|p? , one sees that
wδ ∈ D(RN ), |wδ|p? = 1, and
|∇1wδ|1 +
N∑
i=N1+1
1
pi
|∂iwδ|pipi ≤
|∇1vδ|1
1− 2δ +
N∑
i=N1+1
1
pi
|∂ivδ|pipi
(1− 2δ)pi
≤ 1
(1− 2δ)p+ (K + 2δ).
By the Lebesgue’s dominated convergence theorem, |∇1wδ|1+1+ → |∇1vδ|1|vδ|p∗ , and |∂iw

δ|
pi
pi
→
|∂ivδ|pipi
|vδ|pip∗
for all i ≥ N1 + 1 when → 0, hence we get
lim sup
→0
K ≤ lim sup
→0
 1
1 + 
|∇1wδ|1+1+ +
N∑
i=N1+1
1
pi
|∂iwδ|p

i
pi
 ≤ K + 2δ
(1− 2δ)p+ ,
which concludes the proof since δ is arbitrary.
Proposition 8.3.2. Suppose that w ∈ BV ~p(RN ) satisfies |w|p? = 1, and that w → v
almost everywhere. Then for  small enough |w − v|p? ≤ 1.
Proof. If v ≡ 0, there is nothing to prove. If v 6= 0, using Brezis Lieb Lemma, [10] one
has |w − v|p? − (|w|p? − |v|p?) → 0 which implies that lim sup |w − v|p? < 1, hence the
result holds. This lemma will be used for w = v
λ
 , where v is some convenient extremal
function, given in Lemma 8.3.2 below, and λ has been defined in ( 8.6).
Lemma 8.3.2. Let u be a non negative extremal function for K, so that |u|p? = 1.
There exists v ≥ 0 which satisfies
|u|p∗ = |v|p∗ = 1, |∇1u|1+ = |∇1v|1+, and |∂iu|pi = |∂iv|pi , for all i ≥ N1 + 1,
and
∫
B(0,1)
vp
?

 =
1
2
.
Proof. This proof is as in [25], but we reproduce it here for the reader’s convenience. Let
αi =
p∗
pi
− 1, i = 1, · · · , N . For every y = (y1, · · · , yN ) ∈ RN , and for any u ∈ D1, ~p(RN ),
and t > 0, we set
ut,y(x) = tu(tα

1(x1 − y1), · · · , tαN (xN − yN )).
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Then, we have
|u|p∗ = |ut,y|p∗ ,
|∂iu|pi = |∂iut,y|pi , for all 1 ≤ i ≤ N,
|∇1u|1+ = |∇1ut,y|1+.
Let u be an extremal function for K so that |u|p? = 1. As in [25], [41], we recall the
definition of the Levy concentration function, for t > 0 :
Q(t) = sup
y∈RN
∫
E(y,tα

1 ,··· ,tαN )
|u|p∗ ,
where E(y, tα

1 , · · · , tαN ) is the ellipse defined by
{z = (z1, · · · , zN ) ∈ RN ,
N∑
i=1
(zi − yi)2
t2α

i
≤ 1},
with y = (y1, · · · , yN ), and αi = p
∗

pi
− 1 for all i.
Since for every  > 0, lim
t→0
Q(t) = 0, and lim
t→∞Q(t) = 1, there exists t > 0 such that
Q(t) =
1
2 , and there exists y ∈ RN such that∫
E(y,t
α1
 ,··· ,t
α
N
 )
|u|p∗ (x)dx = 1
2
.
Thus, by a change of variable one has for v = u
t,y
 :∫
B(0,1)
|v|p∗ = 1
2
= sup
y∈RN
∫
B(y,1)
|v|p∗ .
Note for further purpose that v is also extremal for K.
Proposition 8.3.3. Let v ≥ 0 be in D1,~p(RN ), bounded in that space, independently on
. Then for λ defined in (8.6), the sequence w = v
λ
 is bounded in D1,~p(RN ).
Proof. One has∫
RN
|∇1(vλ )| = λ
∫
RN
vλ−1 |∇1v|
≤ λ(
∫
RN
|∇1v|1+)
1
1+ (
∫
RN
v
(λ−1)(1+)

 )

1+
= λ(
∫
RN
|∇1v|1+)
1
1+ (
∫
RN
vp
?

 )

1+
and for all i > N1, using the definition in (8.5)∫
RN
|∂i(vλ )|pi = λpi
∫
RN
v(λ−1)pi |∂iv|pi
≤ λpi (
∫
RN
|∂iv|pi )
1
1+i (
∫
RN
v
(λ−1)pi
i
 )
i
1+i
= λpi (
∫
RN
|∂iv|pi )
1
1+i (
∫
RN
vp
?

 )
i
1+i
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Then
∫
RN |∇1(vλ )| and
∫
RN |∂i(vλ )|pi for i ≥ N1 + 1 are bounded independently on , by
the assumptions.
Let v be given by Lemma 8.3.2. One has by the definition of λ,∫
RN
|v|p? = 1 =
∫
RN
|vλ |p
?
.
Let us define
lim
R→+∞
lim sup
→0
∫
|x|>R
|vλ |p
?
= ν∞,
and
lim
R→+∞
lim sup
→0
∫
|x|>R
|∇1(vλ )|+ N∑
i=N1+1
1
pi
|∂i(vλ )|pi
 = µ∞
while
lim
R→+∞
lim sup
→0
∫
|x|>R
 1
1 + 
|∇1v|1+ +
N∑
i=N1+1
1
pi
|∂iv|pi
 = µ˜∞,
Remark 8.3.1. Note that since
∫
B(0,1) |vλ |p
?
= 12 , and
∫
RN |vλ |p
?
= 1, ν∞ ≤ 12 .
Theorem 8.3.3. Let v ∈ D1,~p(RN ), be given by Lemma 8.3.2, and λ be defined in
(8.6). There exist positive bounded measures on RN : τ, τ˜ , µi, µ˜i, for N1 + 1 ≤ i ≤ N, and
ν, a sequence of points xj ∈ RN , and some positif reals νj , µij , τj , τ˜j , j ∈ N, so that for a
subsequence
1. v, and v
λ
 converge both to v, almost everywhere and strongly in every L
q
loc, q < p
?,
and v ∈ BV ~p(RN ).
2. |∇1(vλ )|⇀ |∇1v|+ τ , |∇1v|1+ ⇀ |∇1v|+ τ˜ , with τ˜ ≥ τ , in M1(RN ) weakly.
3. |∂ivλ |pi ⇀ |∂iv|pi + µi for all i ≥ N1 + 1, |∂iv|p

i ⇀ |∂iv|pi + µ˜i with µ˜i ≥ µi, in
M1(RN ) weakly.
4. |vλ |p
?
= |v|p? ⇀ |v|p? + ν := |v|p? +
∑
j νjδxj in M
1(RN ) weakly.
5. One has τ ≥ ∑j τjδxj , µi ≥ ∑j µijδxj , for all i ≥ N1 + 1, and for any j ∈ N,
ν
p+
p?
j ≤ 1K(τj +
∑
i
1
pi
µij), and ν
p+
p?∞ ≤ 1Kµ∞.
6.
|∇1(vλ )|1 +
N∑
i=N1+1
1
pi
|∂ivλ |pipi →
∫
RN
|∇1v|+
N∑
i=N1+1
1
pi
∫
RN
|∂iv|pi
+
∫
RN
τ + N∑
i=N1+1
1
pi
µi
+ µ∞.
7.
1
1 + 
|∇1v|1+1+ +
N∑
i=N1+1
1
pi
|∂iv|p

i
pi
→
∫
RN
|∇1v|+
N∑
i=N1+1
1
pi
∫
|∂iv|pi
+
∫
RN
τ˜ + N∑
i=N1+1
1
pi
µ˜i
+ µ˜∞.
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8. ∫
RN
|v|p? = 1 =
∫
RN
|v|λp? →
∫
RN
|v|p? +
∫
RN
ν + ν∞.
Proof. 1 The convergence of vλ is clear by using the compactness of the embedding from
BV ~p in Lq with q < p? < p? , on bounded sets of RN , the analogous for v is also true
since q < lim inf p? .
Let us prove the existence of τ˜ , τ, µi, µ˜i, N1 + 1 ≤ i ≤ N, and ν. Indeed one has by
extracting a subsequence the existence of τ˜ , since we know that |∇1v| ≤ lim inf |∇1v|1+.
The existence of τ is obtained from the same arguments. Furthermore, by Ho¨lder’s in-
equaltiy ∫
|∇1(vλ )|ϕ ≤ λ(
∫
|∇1v|1+ϕ)
1
1+ (
∫
vp
?

 ϕ)

1+ .
Letting  go to zero, since λ goes to 1, one gets that τ˜ ≥ τ . We argue in the same manner
to prove the analogous results for |∂i(vλ )|pi and |∂iv|p

i . The existence of ν is clear.
We prove in the lines which follow that ν is purely atomic. This is classical, but we
reproduce the proof for the convenience of the reader. Let
µ = 2|∇1v|+ τ +
N∑
i=N1+1
2pi−1
pi
(µi + 2|∂iv|pi)
Claim 1 For all ϕ ∈ Cc(RN ),
(
∫
|ϕ|p?dν) 1p? ≤ (p+) 1N + 1p? (
∫
µ)
1
N
+ 1
p?
− 1
p+
1
To
(
∫
|ϕ|p+dµ)
1
p+ (8.9)
To prove Claim 1, let us define h = (v
λ
 − v). Using (8.2),
(
∫
|hϕ|p?)
1
p? ≤ 1
To
ΠN1 (
∫
|∂i(hϕ)|pi)
1
Npi . (8.10)
We have defined ν and µi by the following vague convergences : vλp
?
 ⇀ vp
?
+ ν,
|∂ivλ |pi ⇀ |∂iv|pi + µi, and |∇1vλ | ⇀ |∇1v| + τ . By Bresis Lieb’s Lemma, one derives
that
|h|p∗ ⇀ ν,
while
|∂ih|pi ≤ 2pi−1(|∂ivλ |pi + |∂iv|pi) ⇀ 2pi−1(2|∂iv|pi + µi),
and
|∇1h| ≤ |∇1(v)λ |+ |∇1v|⇀ 2|∇1v|+ τ vaguely.
Using the fact that h tends to 0 in L
pi(Supptϕ), for all i, since pi < p
?, one has∫ |h|pi |∂iϕ|pi → 0. Passing to the limit in (8.10), one gets(∫
|ϕ|p?dν
) 1
p?
≤ 1
To
(∫
|ϕ|d(2|∇v|+ τ)
)N1
N
ΠNi=N1+1
(∫
|ϕ|pid(2pi−1(2|∂iv|pi + µi))
) 1
Npi
.
118
We then use for i ≥ N1 + 1∫
|ϕ|pid(2pi−1(2|∂iv|pi + µi)) ≤ p+(
∫
µ)
1− pi
p+ (
∫
|ϕ|p+dµ)
pi
p+ ,
and ∫
|ϕ|d(2|∇v|+ τ) ≤ p+(
∫
µ)
1− 1
p+ (
∫
|ϕ|p+dµ)
1
p+ .
Taking the power 1Npi and
N1
N and multiplying the inequalities, one derives Claim 1.
By (8.9) one sees that ν is absolutely continuous with respect to µ, with for some
constant c and for any borelian set E,
ν(E) ≤ cµ(E)
p?
p+
Let then h ≥ 0 be µ integrable so that ν = hdµ. Then if x is a density point for µ,
ie, so that limr→0 µ(B(x, r)) = 0, one gets that
ν(B(x,r))
µ(B(x,r)) → 0, hence if D is the at most
numerable set where µ({xj}) > 0, one has h = 0 in RN \D. This implies that ν has only
atoms that we will denote {xj}j∈N.
We now prove 5. We still follow the lines in [25].
Let δ > 0 small, qi =
pip
?
p?−pi , αi =
1
qi
, ( note that
∑N
i=1 αi = 1), define for j ∈ N fixed,
φ ∈ D(B(0, 1)), φ(0) = 1, 0 ≤ φ ≤ 1 the function φδ as φδ(x) = φ(x−x
1
j
δα1 , · · · ,
x−xNj
δαN ). φδ
satisfies
∫
RN |∂iφδ|qi =
∫
RN |∂iφ|qi . In particular for all i ≤ N ,∫
RN
|∂iφδ|pivpi ≤ (
∫
RN
|∂iφδ|qi)
pi
qi (
∫
B(xj ,maxi δαi )
vp
?
)
pi
p? → 0, (8.11)
when δ goes to zero.
Claim 2
Kν
p+
p?
j ≤ lim sup
δ→0
lim sup
→0
∫
RN
φδ|∇1vλ |+ N∑
i=N1+1
1
pi
|∂i(vλ )|piφpiδ

To prove Claim 2, we apply Lemma 8.3.1 with |vλ φδ|p? ≤ 1
K(
∫
RN
|vλ φδ|p
?
)
p+
p? ≤
∫
RN
|∇1(vλ φδ)|+
N∑
i=N1+1
1
pi
∫
RN
|∂i(vλ φδ)|pi .
We use ∣∣∣|∇1(vλ φδ)| − |∇1(vλ )|φδ∣∣∣ ≤ vλ |∇1φδ|
≤ |vλ − v||∇1φδ|+ v|∇1φδ|,
hence by (8.11) when pi = 1 and v
λ
 − v → 0 in Lqloc for all q < p?, this goes to zero in L1
when  and δ go to zero. For i ≥ N1 + 1, by the mean value’s theorem∣∣∣|∂i(vλ φδ)|pi −|∂i(vλ )φδ|pi∣∣∣
≤ pi|(∂iφδ)vλ |
∣∣∣|∂iφδ|vλ + |∂i(vλ )φδ|∣∣∣pi−1
≤ pi
(
|∂iφδ||vλ − v|+ |∂iφδ|v
) ∣∣∣|(∂iφδ)vλ |+ |∂i(vλ )|φδ∣∣∣pi−1 .
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Using Holder’s inequality, ( 8.11) for i ≥ N1 + 1, the fact that
∣∣|∂iφδ|vλ + |∂i(vλ )φδ|∣∣pi−1
is bounded in L
pi
pi−1 , and vλ − v → 0 in Lqloc for all q < p?, this goes to zero in L1, when
 and δ go to zero. Claim 2 is proved.
We can now conclude, using the fact that |∇1v| is orthogonal to Dirac masses, as a
consequence of the results on the dimension of the support of |∇1v|s, [33], and using the
fact that |∂iv|pi belongs to L1, for i ≥ N1 + 1, that
Kν
p+
p?
j ≤ lim sup
δ→0
(
∫
RN
τφδ +
N∑
i=N1+1
1
pi
∫
RN
µiφpiδ )
Defining τj = lim supδ→0
∫
RN τφδ and µ
i
j = lim supδ→0
∫
RN µ
iφpiδ , one gets the first part of
5.
To prove the last part of 5, let R > 0 large and ψR some C∞ function which is 0 on
|x| < R, and equals 1 for |x| > R + 1, 0 ≤ ψR ≤ 1. It can easily be seen that for any
i ≥ N1 + 1 and for any γi ≥ 1∫
|x|>R+1
|∂ivλ |pi ≤
∫
RN
|∂ivλ |piψγiR ≤
∫
|x|>R
|∂ivλ |pi (8.12)
∫
|x|>R+1
|∇1vλ | ≤
∫
RN
|∇1vλ |ψγ1R ≤
∫
|x|>R
|∇1vλ | (8.13)
and ∫
|x|>R+1
|vλ |p
? ≤
∫
RN
|vλ |p
?
ψp
?
R ≤
∫
|x|>R
|vλ |p
?
. (8.14)
And then by the definition of µ∞
lim
R→+∞
lim sup
→0
∫
RN
|∇1vλ |ψR +
N∑
i=N1+1
1
pi
∫
RN
|∂ivλ |piψpiR = µ∞.
Let us remark that since v ∈ BV ~p, one has limR→+∞
∫ |∇1v|ψR+∑Ni=N1+1 1pi ∫ |∂iv|piψpiR +∫
RN |v|p
?
ψp
?
R = 0.
We use once more h = v
λ
 − v, which goes to zero in Lqloc. Note that since |h|p? ≤ 1,
one also has |hψR|p? ≤ 1 and then applying Lemma 8.3.1
K(
∫
|hψR|p?)
p+
p? ≤
∫
|∇1(hψR)|+
N∑
i=N1+1
1
pi
∫
|∂i(hψR)|pi . (8.15)
Since ∇ψR is compactly supported in R < |x| < R+ 1, and since pi < p? one has
lim
→0
∫
RN
h|∇1(ψR)|+
N∑
i=N1+1
1
pi
∫
RN
|∂iψR|pihpi = 0.
Then
lim
R→+∞
lim sup
→0
∫
RN
|∇1(hψR)|+
N∑
i=N1+1
1
pi
∫
RN
|∂i(hψR)|pi = µ∞.
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Note also that lim
R→+∞
lim sup
→0
K(∫RN |hψR|p?) p+p? = Kν p+p?∞ , hence, taking the limit in (8.15),
one gets Kν
p+
p?∞ ≤ µ∞.
To show 6. by the definition of τ and µi,
lim
R→+∞
lim sup
→0
∫
RN
|∇1vλ |(1− ψR) +
N∑
i=N1+1
1
pi
∫
RN
|∂ivλ |pi(1− ψR)
=
∫
RN
|∇1v|+
∫
RN
τ +
N∑
i=N1+1
1
pi
∫
RN
(|∂iv|pi + µi).
And then one gets 6. by writing 1 = ψR + (1− ψR) and using (8.12) and (8.13).
7 can be proved in the same manner. 8 is obtained by gathering 4. and (8.14).
Proof. of Theorem 8.3.1 We take a subsequence v′ so that
1
1 + ′
∫
RN
|∇1v′ |1+′ +
N∑
i=N1+1
1
p
′
i
∫
|∂iv′ |p
′
i = K′
with limK′ = lim inf K, in the sequel we will still denote it v for simplicity .
We are going to prove both that lim supK = K = lim inf K, ν∞ = µ∞ = 0, µij = νj =
0, for all j ∈ N, that for all i |∂iv|pi → |∂iv|pi , tightly on RN , and that lim |∇1(vλ )| =
lim |∇1v|1+ = |∇1v|, tightly on RN . Indeed, using the previous convergences in Theorem
8.3.3∫
RN
|∇1v| +
∫
RN
τ +
N∑
i=N1+1
1
pi
∫
RN
|∂iv|pi +
N∑
i=N1+1
1
pi
∫
RN
µi + µ∞
≤
∫
RN
|∇1v|+
∫
RN
τ˜ +
N∑
i=N1+1
1
pi
∫
RN
|∂iv|pi +
N∑
i=N1+1
1
pi
∫
RN
µ˜i + µ˜∞
≤ lim 1
1 + 
∫
RN
|∇1v|1+ +
N∑
i=N1+1
1
pi
∫
RN
|∂i(v)|pi
= lim inf K = lim inf K(|v|p
?
p? +
∑
νj + ν∞)
p+
p?
≤ lim inf K
(
(|v|p?p?)
p+
p? + (
∑
νj)
p+
p? + ν
p+
p?∞
)
≤ lim inf K
(∫
RN
|v|p?
) p+
p?
+
lim inf K
K
∑
j
( τj +
N∑
i=N1+1
1
pi
µij) + µ∞

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≤ lim inf KK
∫
RN
|∇1v|+
N∑
i=N1+1
1
pi
∫
RN
|∂iv|pi

+
lim inf K
K
∑
j
τj +
∑
j
N∑
i=N1+1
1
pi
µij + µ∞

Using the fact that lim supK ≤ K,
∫
RN τ ≥
∑
j τj ,
∫
RN µ
i ≥∑j µij , one gets that we have
equalities in place of inequalities everywhere we used them. In particular (
∫
RN |v|p
?
+∑
j νj + ν∞)
p+
p? = (
∫
RN |v|p
?
)
p+
p? +
∑
j ν
p+
p?
j + ν
p+
p?∞ , and then only one of the positive reals∫
RN |v|p
?
, νj , ν∞, can be different from zero. But this imposes that the only one which is
6= 0 must be equal to one. By Remark 8.3.1, one then gets ν∞ = 0. On the other hand,
let j ∈ N, either xj /∈ B(0, 1) and then for δ small enough
∫
B(xj ,δ)
|v|p? +
∫
B(0,1) |v|p
?
 ≤ 1,
hence νj = 0, or xj ∈ B(0, 1) and then νj ≤ lim
∫
B(0,1) |v|p
?
 = 12 , and once more νj = 0.
One then derives that 1 = |v|p
?

p?
→ |v|p?p? . By the definition of K one has
K ≤ |∇1v|1 +
N∑
N1+1
1
pi
|∂iv|pi ≤ |∇1v|1 +
N∑
N1+1
1
pi
|∂iv|pi + τ˜ +
N∑
N1+1
1
pi
µ˜i + µ˜∞
≤ lim inf K ≤ lim supK ≤ K
and then τ˜ = τ = µ˜∞ = µ∞ = µ˜i = µi = 0, lim |∇1v|1+1+ = lim |∇1(vλ )|1 = |∇1v|1, and
for all i ≥ N1 + 1, both |∂i(vλ )|pipi and |∂iv|p

i
pi
converge to |∂iv|pipi . We have obtained that
v is an extremal function, and limK = K.
We now prove that v satisfies (8.8). First recall that l ≥ K ≥ 1p+ l, as we can see by
multiplying (8.7) by v the equation, integrating, and using |v|p
?

p?
= 1. In particular l is
bounded. Let us extract from it a subsequence which converges to some l ≥ 0.
Let us define σ1, = |∇1v|−1∇1v, σi = |∂iv|p

i−2∂iv for i ≥ N1 + 1, and -with an
obvious abuse of notation- σ = (σ
1,, σN1+1, · · · , σN ). Note that σ1, is bounded in L
q
loc,
for any q <∞. Indeed, let K be a compact set, one has by Holder’s inequality ∫K |σ1,|q =∫
K |∇1v|q ≤ (
∫
K |∇1v|1+)
q
1+ |K|1− q1+ and then (∫K |σ1,|q) 1q ≤ ((1+ )K) 1+ |K| 1q− 1+ .
Using the boundedness of K one gets that σ1, is bounded in Lqloc, hence converges up to
subsequence weakly in Lqloc to some σ
1 which satisfies for any compact set K |σ1|Lq(K) ≤
|K| 1q , hence σ1 ∈ L∞(RN ,RN1) and |σ1|∞ ≤ 1. Furthermore, the strong convergence
of |∂iv|pi towards |∂iv|pi in L1 when i ≥ N1 + 1 ensures that σi = |∂iv|pi−2∂iv. From
these convergences, one gets that defining σ = (σ1, σN1+1, · · · , σN ), by the definition in
Theorem 8.2.2, σ ·∇v converges to σ·∇v in the distribution sense. Using
∑N
N1+1
σi∂iv →∑N
N1+1
σi∂iv in L
1
loc, one derives that σ
1, · ∇1v converges to σ1 · ∇1v in D′(RN ). Since
σ1, ·∇1v is also bounded in L1, this convergence is in fact vague. By lower semi-continuity
for the vague topology, for any ϕ ≥ 0 in Cc(RN )∫
|∇1v|ϕ ≤ lim inf
→0
∫
|∇1v|1+ϕ = lim inf
→0
∫
σ1, · ∇1vϕ = 〈σ1 · ∇1v, ϕ〉
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This implies that |∇1v| ≤ σ1 · ∇1v in the sense of measures, and since one always has the
reverse inequality, we have obtained that σ1 · ∇1v = |∇1v|.
We get by passing to the limit in (8.7) that v satisfies the partial differential equation
:
−div1(σ1)−
N∑
i=N1+1
∂i(|∂iv|pi−2∂iv) = lvp?−1
with ∫
RN
vp
?
= 1, and σ1 · ∇1v = |∇1v|.
Furthermore, multiplying the equation by v and integrating, one gets l ≥ K > 0.
8.3.2 Proof of Theorem 8.3.2
We will prove the L∞ regularity when u is some extremal function which satisfies (8.8),
with l = 1. Indeed one has
Lemma 8.3.3. Let v and v be as in Theorem 8.3.1. Then
u(x) = v(l−1x1, · · · , l−1xN1 , l
− 1
pN1+1 xN1+1, · · · , l
−1
pN xN )
and
u(x) = v(l
−1
1+
 x1, · · · , l
−1
1+
 xN1 , l
− 1
p
N1+1
 xN1+1, · · · , l
−1
p
N
 xN )
satisfy respectively
−div1(σ1(u))−
N∑
i=N1+1
∂i(|∂iu|pi−2∂iu) = up?−1
with σ1 · ∇1u = |∇1u|, and
−div1(|∇1u|−1∇1u)−
N∑
i=N1+1
∂i(|∂iu|pi−2∂iu) = up?−1 (8.16)
Furthermore u converges tightly to u in BV
~p(RN ).
We do not give the proof of this lemma, which is left to the reader.
In the sequel we will consider u and u as in Lemma 8.3.3.
Lemma 8.3.4. Suppose that u ∈ BV ~p is as in Lemma 8.3.3. Suppose that g is Lipschitz
continuous on R, such that g(0) = 0 and g′ ≥ 0, then g(u) ∈ BV ~p, with σ1 · ∇1(g(u)) =
|∇1(g(u))|. Furthermore one has the identity∫
RN
|∇1(g(u))|+
N∑
i=N1+1
∫
RN
g′(u)|∂iu|pi =
∫
RN
g(u)up
?−1 (8.17)
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Proof. In the following lines, we will use ”UTS” to say that the convergence holds up to
subsequence .
Note that g(u) ∈ D1, ~p(RN ) by the mean value’s theorem, since g′ ∈ L∞, and (g(u))
is bounded in that space by the assumptions on u, and then also in BV
~p
loc. Then since
u converges to u almost everywhere ”UTS” and g is continuous, g(u) ∈ BV ~p(RN ), and
g(u) converges weakly to g(u) in BV
~p
loc ”UTS” . In particular it converges to g(u) in
Lqloc, ”UTS” for all q < p
?. Let us observe that the sequence of measures σ · ∇(g(u))
converges ”UTS” to σ ·∇(g(u)) : Since σ ·∇g(u) is bounded in L1, it is sufficient to prove
that it converges in the distribution sense. To check this, let ϕ ∈ D(RN ), take q < p? so
that for  small enough pi < q, then σ → σ ”UTS” in Lq
′
loc. Using g(u) → g(u) in Lqloc
strongly and ”UTS” for all q < p?, one has
∫
g(u)σ · ∇ϕ→
∫
g(u)σ · ∇ϕ. Secondly note
that u
p?−1
 g(u) ≤ |g′|∞|u|p? . By the strong convergence of (u)p? in L1 one can suppose
that ”UTS” is dominated by a function h in L1, hence so does u
p?−1
 g(u). By the almost
everywhere convergence ”UTS”of u
p?−1
 g(u) to u
p?−1g(u) and the Lebesgue’s dominated
convergence theorem, one gets that for any ϕ ∈ D(RN ), ∫ up?−1 g(u)ϕ → ∫ up?−1g(u)ϕ.
We have obtained that
∫
σ · ∇(g(u))ϕ→
∫
σ · ∇(g(u))ϕ, for any ϕ in D(RN ), hence also
for ϕ in Cc(RN ). Furthermore, by lower semicontinuity one has for all ϕ ≥ 0 in Cc(RN ),∫
|∇1(g(u))|ϕ ≤ lim inf
→0
∫
|∇1(g(u))|1+ϕ
= lim inf
→0
∫
(g′(u))1+|∇1u|1+ϕ
≤ lim inf
→0
|g′|∞
∫
(g′(u))|∇1u|1+ϕ
= lim inf
→0
∫
σ1, · ∇1(g(u))ϕ
=
∫
σ1 · ∇1(g(u))ϕ
This implies since one also has σ1 · ∇1(g(u)) ≤ |∇1g(u)|, that σ1 · ∇1(g(u)) = |∇1(g(u))|.
To get identity (8.17 ) it is then sufficient to multiply the equation ( 8.16) by g(u)ϕ,
and pass to the limit using the previous convergence. Next one can let ϕ go to 1RN since
all the measures involved are bounded measures.
Corollary 8.3.1. Let u be as in Lemma 8.3.3. For any L and a > 0, (umin(ua, L)) ∈
BV ~p(RN ), σ1 · ∇1(umin(ua, L)) = |∇1(umin(ua, L))|, and∫
|∇1(umin(ua, L))|+
N∑
i=N1+1
(
1
1 + api
)pi−1 ∫
|∂i(umin(u
a
pi , L))|pi ≤
∫
up
?
min(ua, L).
Proof. We use Lemma 8.3.4 with g(u) = umin(ua, L) and equation (8.17). Then it is
sufficient to observe that∫
g′(u)|∂iu|pi ≥
(
1
1 + api
)pi−1 ∫
|∂i(umin(u
a
pi , L))|pi .
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We now prove the following
Proposition 8.3.4. Let u be as in Lemma 8.3.3, then u ∈ L∞.
Proof. This proof follows the lines in [28] and [25]. Once more, we reproduce it here for
the sake of completeness. We begin to prove that u ∈ Lq for all q < ∞. In the sequel,
c denotes some positive constant which does not depend on k nor on a, which can vary
from one line to another. Let k to choose later, and write for all pj , ( recall that pj = 1
for j ≤ N1) :
∫
up
?
min(uapj , Lpj ) =
∫
u≤k
up
?
(min(ua, L))pj +
∫
u≥k
up
?
(min(ua, L))pj
≤ kapj
∫
|u|p? + (
∫
u≥k
up
?
)
1− pj
p?
(∫
(umin(ua, L))p
?
) pj
p?
.
Using the embedding from BV ~p in Lp
?
one has(∫
(umin(ua, L))p
?
) 1
p?
≤ c
∫ |∇1(umin(ua, L))|+ N∑
j=N1+1
(
∫
|∂j(umin(ua, L))|pj )
1
pj
 .
(8.18)
Using Corollary 8.3.1, for umin(uapj , L) one gets for all j
(1 + a)−pj+1
∫
|∂j(umin(ua, L))|pj ≤
∫
up
?
min(uapj , Lpj )
and then defining Ij = (
∫ |∂j(umin(ua, L))|pj ) 1pj and k = ∫u≥k up? ,
Ij ≤ c(1 + a)
ka(∫ up?) 1pj +  1pj − 1p?k
∫ | ∇1(umin(ua, L))|+ N∑
i=N1+1
Ii

and∫
| ∇1(umin(ua, L))| ≤ c(1+a)
ka ∫ up? + 1− 1p?k
∫ | ∇1(umin(ua, L))|+ N∑
i=N1+1
Ii
 .
Summing over j one gets∫
| ∇1(umin(ua, L))| +
N∑
j=N1+1
Ij
≤ c(1 + a)
ka N∑
j=1
|u|
p?
pj
p?
+
N∑
j=1

1
pj
− 1
p?
k (
∫
| ∇1(umin(ua, L))|+
N∑
i=N1+1
Ii)
 .
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Choosing ka so that c(a+ 1)
∑

1
pj
− 1
p?
k <
1
2 , ( recall that pj < p
? for all j and k → 0 when
k → +∞), we have obtained
1
2
∫ | ∇1(umin(ua, L))|+ N∑
j=N1+1
Ij
 ≤ c(1 + a)kaa N∑
j=1
|u|
p?
pj
p? ,
hence, coming back to (8.18)
|umin(ua, L)|p? ≤ c(1 + a)kaa
N∑
j=1
|u|
p?
pj
p? .
Letting L go to ∞ one gets |ua+1|p? ≤ C ′(|u|p?)(1 + a)kaa, taking the power 1a+1 , one has
obtained that for q = p?(a+ 1),
|u|q ≤ C ′(|u|p?)
1
1+a (1 + a)
1
a+1k
a
a+1
a ,
and then u belongs to Lq for all q <∞.
To prove that u ∈ L∞, we still follow the lines in [25].
Choose q > p? so that  := −1p? + (1 − p
?
q )(1 − 1p? ) 1p+−1 > 0. Let ϕk = (u − k)+, and
Ak = {x, u(x) > k}. Let us begin to note that Ak is of finite measure for all k > 0, since
|{x, u(x) > k}|kp? ≤
∫
u>k
|u|p? ≤ |u|p?p? .
We then deduce that for k > 0, (u− k)+ ∈ L1, since∫
(u− k)+ ≤
∫
u≥k
u ≤
∫
u≥k
up
?
kp?−1
. (8.19)
We now apply Lemma 8.3.4 with g(u) = (u− k)+. Using (8.17) one gets
|∇1ϕk|1 +
N∑
i=N1+1
|∂iϕk|pipi =
∫
up
?−1(u− k)+
≤ |u|p?−1q |Ak|(1−
p?
q
)(1− 1
p?
)|ϕk|p?
≤ c|Ak|(1−
p?
q
)(1− 1
p?
)|ϕk|p? .
We then have since |ϕk|p? ≤ |u|p? = 1, by Lemma 8.3.1
|ϕk|p
+
p? ≤ c
|∇1ϕk|1 + N∑
i=N1+1
1
pi
|∂iϕk|pipi

≤ c|Ak|(1−
p?
q
)(1− 1
p?
)|ϕk|p? .
hence
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|ϕk|p? ≤ c|Ak|+
1
p? ,
and using Ho¨lder’s inequality, one derives
∫
RN (u− k)+ ≤ |Ak|1−
1
p? |ϕk|p? ≤ c|Ak|1+.
Let y(k) =
∫∞
k |Aτ |dτ , then y(k) =
∫
RN (u − k)+ ≤ c(−y′(k))1+, and integrating one
obtains
−y 1+ (u(s)) + y 1+ (k) ≥ 
1 + 
c
−1
1+ (u(s)− k)
hence for any s, recalling ( 8.19), for some constants b and γ > 0:
u(s)− k ≤ 1 + 

c
1
1+
|u|
p?
1+
p?
k
(p?−1)
1+
≤ b
kγ
.
Optimizing with respect to k, ie taking the infimum one gets that
u(s) ≤ c(|u|p?)
Remark 8.3.2. Let q1, · · · , qm be such that {pN1+1, · · · , pN} = {q1, · · · , qm}, and qi 6= qj
when i 6= j.
Note that one could consider in place of K = infu∈D1,~p,|u|p?=1 |∇1u|1+
∑N
i=N1+1
1
pi
|∂iu|pipi
the infinimum
K˜ = inf
u∈D1,~p(RN ),|u|p?=1
|∇1u|1 +
m∑
j=1
(
1
qj
∫
(
∑
i,pi=qj
|∂iu|2)
qj
2 )
and prove the existence of an extremal function with obvious changes.
8.4 Counter example
We prove here that when N1 = N − 1, an extremal cannot be of the form w(x) =
u(x′)v(xN ), with x = (x′, xN ) ∈ RN−1 × R.
We suppose by contradiction that there exists such extremal function, then we can
suppose that both u and v are non negative and we then have the equation
−div1(σ1(x′))− (|v′|p−2v′)′|u|p−2u = up?−1vp?−1
Let us also observe that since w ∈ BV ~p, and we know that w ∈ L∞, one has u ∈
Lp ∩ L∞(RN−1), hence u ∈ Lq for all q ∈ [p,∞] and v ∈ L1(R) ∩ L∞(R). Since v′ ∈ Lp
one easily obtains that v goes to zero at ±∞.
Multiply the equation by u and integrate one gets∫
RN−1
|∇1u| −
∫
RN−1
|u|p(|v′|p−2v′)′ =
∫
RN−1
up
?
vp
?−1
Mutliply by v′ one gets
−|v′|p p− 1
p
∫
RN−1
|u|p + v
∫
RN−1
|∇1u| =
∫
RN−1
up
? vp
?
p?
+ cte
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By this identity one sees that v′ also has a finite limit at ±∞ which implies since it belongs
to Lp, that this limit is 0. Then cte = 0. We have obtained that v satisfies
|v′|p = c1v − c2vp?
with c1 > 0, c2 > 0. Note that then v ≤
(
c1
c2
) 1
p?−1
.
Since v has one global maximum, this value is achieved, since from the equation v′
cannot change sign unless the right hand side be zero. Since v goes to zero at ∞, for
x > M , v < 12
(
c1
c2
) 1
p?−1
, hence there exists a last point x¯ on which v has the value(
c1
c2
) 1
p?−1
, and on the intervall [x¯,∞[, v′ does not change sign ( it is then < 0 ). Since
v′
(c1v − c2vp?)
1
p
= −1
using the change of variable v(x) = y, integrating between x¯ and +∞ one gets
+∞ =
∫ ( c1
c2
) 1
p?−1
0
dy
(c1y − c2yp?)
1
p
But one can easily see that the integral on the right hand side is convergent when p > 1.
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Chapitre 9
Utilisation du lemme du col pour
un proble`me anisotrope sous
critique
Conside´rons a` nouveau Ω =]0, 1[N
Soit p+ < q < p?. On cherche des solutions positives dans Xb(Ω) de l’e´quation
−div1
( ∇1u
|∇1u|
)
−
N∑
i=N1+1
∂i(|∂iu|pi−2∂iu) = uq−1, (9.1)
Plus pre´cise´ment, nous dirons que u ∈ Xb(Ω) est solution de (9.1) si il existe σ1 ∈
L∞(Ω,RN1) tel que
−div1(σ1)−
∑N
i=N1+1
∂i(|∂iu|pi−2∂iu) = uq−1, sur Ω,
σ1 · ∇1u = |∇1u|, au sens des mesures sur Ω,
u ≥ 0 sur Ω,
|σ1|∞ ≤ 1,
σ1 · ~nu = −u, presque partout sur ∂Ωv,
u = 0 sur ∂Ωh.
9.1 Proble`me approche´
On note pour  > 0, X0(Ω) = {u ∈ X(Ω), u = 0 sur ∂Ω}, et
|u|~p = |∇1u|1+ +
N∑
i=N1+1
|∂iu|pi .
On pose e´galement
|u|~p =
∫
Ω
|∇1u|+
N∑
i=N1+1
|∂iu|pi .
Notons que l’ine´galite´ de Poincare´ nous permet de montrer que |u|~p est une norme sur
X0(Ω) e´quivalente a` la norme usuelle, et que |u|~p est une norme sur X0(Ω), et sur Xb0(Ω).
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On introduit pour u ∈ X0(Ω)
J(u) =
1
1 + 
∫
Ω
|∇1u|1+ +
N∑
i=N1+1
1
pi
∫
Ω
|∂iu|pi − 1
q
∫
Ω
|u|q,
et
I(u) = J(u) +

1 + 
|Ω|.
On suppose  suffisamment proche de 0 pour que + 1 < p+. Remarquons que I et J
sont diffe´rentiable sur X0(Ω), avec
〈DIu, v〉 = 〈DJu, v〉 =
∫
Ω
|∇1u|−1∇1u · ∇1v +
N∑
i=N1+1
∫
Ω
|∂iu|pi−2∂iu∂iv −
∫
Ω
|u|q−2uv.
Dans cette section, nous montrons l’existence d’un point critique de I. Notons que I
et J ont les meˆmes points critiques.
De´finition 9.1.1. Soit (V, || · ||) un espace de Banach, et E ∈ C1(V ). On dit que E
satisfait les conditions de Palais-Smale lorsque toute suite de Palais Smale pour E converge
fortement dans V , pour une sous suite, au sens de la norme. Autrement dit, pour toute
suite (un)n de V telle que
1. E(un) →
n→∞ c pour une constante c ∈ R,
2. DE(un) →
n→∞ 0 dans V
′,
alors un converge fortement pour une sous suite vers un e´le´ment de V .
Rappelons le Lemme du col [52]
The´ore`me 9.1.2 (Lemme du col). Soit V un espace de Banach, et E ∈ C1(V ). Supposons
que E satisfait les conditions de Palais-Smale, et que E posse`de une ”ge´ome´trie de la
montagne”. C’est a` dire :
1. E(0) = 0,
2. ∃ρ > 0, α > 0, ||u|| = ρ⇒ E(u) ≥ α,
3. ∃u1 ∈ V ; ||u1|| ≥ ρ et E(u1) < α.
On de´finit
P = {p ∈ C0([0, 1];V ); P (0) = 0, P (1) = u1}.
Alors
β = inf
p∈P
sup
u∈p
E(u) ≥ α
est une valeur critique.
Proposition 9.1.3. I satisfait la condition de Palais-Smale : Soit un une suite de X

0(Ω)
telle que
1. I(un) −→
n→∞ c, pour un c ∈ R,
2. DI(un) −→
n→∞ 0 dans (X

0(Ω))
′,
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Alors un converge fortement dans X
(Ω) pour une sous suite vers un e´le´ment u ∈ X0(Ω).
De´monstration. On peut supposer que 11+ − 1q > 0. On calcule :
I(un)− 1
q
〈DIun, un〉 =
(
1
1 + 
− 1
q
)∫
Ω
|∇1un|1+ +
∑
i>N1
(
1
pi
− 1
q
)∫
Ω
|∂iun|pi + 
1 + 
|Ω|,
et par hypothe`se, il existe une constante C > 0 telle que pour n grand
I(un)− 1
q
〈DIun, un〉 ≤ C,
et donc, comme 1pi − 1q > 0 pour tout i > N1, la suite un est borne´e dans X0(Ω). On
peut en extraire une sous suite qui converge faiblement vers u ∈ X(Ω), et fortement dans
Lq(Ω) par la compacite´ de l’injection de X(Ω) dans Lq(Ω). Par continuite´ de la trace
pour la topologie faible sur X, u ∈ X0(Ω).
D’autre part, |∇1un|−1∇1un est borne´e dans L +1 , et |∂iun|pi−2∂iun est borne´e dans
Lp
′
i(Ω). Il existe donc σ1 ∈ L 1+ (Ω,RN1), et une sous suite de |∇1un|−1∇1un qui converge
faiblement vers σ1 dans L
1+
 (Ω), et il existe σi ∈ Lp′i(Ω), telle que pour une sous suite
|∂iun|pi−2∂iun ⇀ σi faiblement dans Lp′i(Ω).
Par ailleurs, puisque un converge fortement vers u dans L
q (et en particulier presque
partout), on a
∫
Ω |un|q−2unu →n→∞
∫
Ω |u|q, et donc en utilisant 〈DIun, u〉 → 0,
∫
|∇1un|−1∇1un·∇1u+
∑
i>N1
∫
|∂iun|pi−2∂iun∂iu −→
n→∞
∫
Ω
|u|q =
∫
σ1·∇1u+
∑
i>N1
∫
σi∂iu.
De plus, en utilisant 〈DIun, un〉 → 0, et
∫
Ω |un|q −→n→∞
∫
Ω |u|q, on obtient∫
|∇1un|1+ +
∑
i>N1
∫
|∂iun|pi →
n→∞
∫
|u|q,
de sorte que
lim
n→∞(
∫
|∇1un|1+ −
∫
σ1 · ∇1u) +
∑
i>N1
(
∫
|∂iun|pi −
∫
σi∂iu) = 0.
Or, par semi continuite´ infe´rieure pour la topologie faible, et l’ine´galite´ de Ho¨lder
|
∫
σi∂iu| ≤ |σi|p′i |∂iu|pi ≤ limn→∞|∂iun|
pi
pi ,
et
|
∫
σ1 · ∇1u| ≤ |σ1| 1+

|∇1u|1+ ≤ lim
n→∞
|∇1un|1+1+,
de sorte que
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0 = lim
n→∞(
∫
|∇1un|1+ −
∫
σ1 · ∇1u) +
∑
i>N1
(
∫
|∂iun|pi −
∫
σi∂iu)
≥ lim
n→∞
(
∫
|∇1un|1+ −
∫
σ1 · ∇1u) + lim
n→∞
∑
i>N1
(
∫
|∂iun|pi −
∫
σi∂iu)
≥ 0
et donc
lim
n→∞
∫
|∇1un|1+ =
∫
σ1 · ∇1u, et pour tout i > N1, lim
n→∞
∫
|∂iun|pi =
∫
σi∂iu.
On a donc pour une sous suite lim
n→∞
∫ |∇1un|1+ = ∫ σ1 ·∇1u ce qui entraine puisqu’on
a
lim
n→∞
∫ |∇1un|1+ = ∫ σ1·∇1u ≤ (lim |∇1un|1+) 1+ |∇1u| 11+1+ , en divisant par ( limn→∞|∇1un|1+) 1+
que |∇1un|1+ → |∇1u|1+ et donc la convergence forte de ∇1un vers ∇1u dans L1+ par
le lemme 5.1.11. En particulier σ1 = |∇1u|−1∇1u. Par le meˆme raisonnement, on obtient
e´galement |∂iun − ∂iu|pi →n→∞ 0, et σi = |∂iu|
pi−2∂iu.
Nous allons maintenant montrer que I a une ”ge´ome´trie de la montagne”.
Proposition 9.1.4. Soit φ ∈ D(Ω), φ 6= 0, Il existe t assez grand ne de´pendant pas de 
tel que
I(tφ) := I(e) < 0.
De´monstration. On e´crit, puisque 1 +  < p+, et pi < p
+ pour tout i, pour t > 1 :
I(tφ) = t
1+ 1
1 + 
∫
|∇1φ|1+ +
N∑
N1+1
tpi
1
pi
∫
|∂iφ|pi − 1
q
tq
∫
|φ|q + 1
1 + 
|Ω|
≤ tp+C1 − tqC2 + C3,
avec C1, C2, C3 constantes positives ne de´pendant pas de . Ainsi, puisque p
+ < q, il existe
t suffisamment grand tel que I(tφ) < 0. On note e = tφ.
Lemme 9.1.5. Soit c la constante d’injection suivante de X0(Ω) dans L
q(Ω) :
1
c
= inf
u∈X0(Ω),|u|q=1
|u|~p,
et soit c la constante d’injection suivante de X

0(Ω) dans L
q(Ω) :
1
c
= inf
u∈X0(Ω),|u|q=1
|u|~p
Alors
1
c
= inf
u∈Xb(Ω),u=0 sur ∂Ωh,|u|q=1
|u|~p +
∫
∂Ωv
|u|,
et c −→
→0
c.
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De´monstration. Par inclusion d’ensembles, on a
1
c
≥ inf
u∈Xb(Ω),u=0 sur ∂Ωh,|u|q=1
|u|~p +
∫
∂Ωv
|u|.
Pour l’autre ine´galite´, d’apre`s le corollaire 4.3.4, pour δ > 0 donne´ il existe uδ ∈ X0(Ω),
tel que |uδ|q = 1, et |uδ|~p ≤ 1c + δ. Par le The´ore`me 2.4.15, il existe vδ ∈ X0(Ω)∩D(Ω) tel
que
|uδ − vδ|~p ≤ δ.
En particulier, vδ ∈ X0(Ω). Or, |∇1vδ|+1 converge partout vers |∇1vδ| lorsque  tend
vers 0, et pour une constante 0 > 0, on a pour tout  < 0
|∇1vδ|1+ ≤ sup{1, |∇1vδ|1+0},
donc par le The´ore`me de Convergence Domine´e :
|vδ|~p −→
→0
|vδ|~p.
quitte a` diviser par |vδ|~p , on peut donc supposer que |vδ|~p = 1.
Enfin, on a 1c ≤ |vδ|~p , on obtient donc
lim
→0
1
c
≤ lim
→0
|vδ|~p = |vδ|~p ≤ |uδ|~p + δ ≤
1
c
+ 2δ,
et donc lim
→0
1
c
≤ 1c puisque δ est arbitraire.
Pour l’ine´galite´ inverse, soit u ∈ X0(Ω) qui re´alise |u|q = 1, et 1c = |u|~p . Par ce qui
pre´ce`de, u est borne´e dans X
b(Ω) inde´pendamment de . On en extrait une sous suite qui
converge faiblement dans Xb(Ω) et fortement dans Lq(Ω) par la compacite´ de l’injection
de Xb dans Lq puisque q < p∗. Par continuite´ de la trace, u = 0 sur ∂Ωh, et donc par semi
continuite´ infe´rieure pour la topologie faible dans Lpi(Ω), et en utilisant comme dans les
sections pre´ce´dentes ∫
Ω
|∇1u|+
∫
∂Ωv
|u| ≤ lim|∇1u|1+
on obtient
1
c
≤ |u|~p +
∫
∂Ωv
|u| ≤ lim
→0
|u|~p = lim
→0
1
c
.
Proposition 9.1.6. Il existe α > 0, β > 0 inde´pendantes de  telle que pour tout v ∈
X0(Ω), |u|~p = β entraine I(v) ≥ α.
De´monstration. Supposons que |u|~p ≥ 1 Alors pour tout i > N1 on a |∂iu|pi ≤ 1, |∇1u|1 ≤
1, et donc
|∂iu|pipi ≥ |∂iu|p
+
pi , et |∇1u|1 ≥ |∇1u|p
+
1 .
Soit c la constante d’injection de X0(Ω) dans L
q(Ω).
On a
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∫
Ω
|∇1u| ≤
(∫
Ω
|∇1u|1+
) 1
1+
|Ω| 1+ ≤ 1
1 + 
∫
Ω
|∇1u|1+ + 
1 + 
|Ω|.
Ainsi
I(u) =
1
1 + 
|∇1u|1+1+ +

1 + 
|Ω|+
N∑
i=N1+1
1
pi
|∂iu|pipi −
1
q
|u|qq
≥ 1
p+
|∇1u|1 + ∑
i>N1
|∂iu|pipi
− cq
q
|u|q~p
≥ 1
p+
|∇1u|p+1 + ∑
i>N1
|∂iu|p+pi
− cq
q
|u|q~p
≥ (N −N1 + 1)
1−p+
p+
|u|p+~p −
cq
q
|u|q~p,
ou` pour la dernie`re ine´galite´ nous avons utilise´ le fait que pour a1, · · · , ak des re´els positifs,(
k∑
i=1
ai
)p+
≤ kp+−1
k∑
i=1
ap
+
i .
Il existe donc deux constantes c1 > 0, c2 > 0 inde´pendantes de  telles que
I(u) ≥ c1|u|p
+
~p − c2|u|q~p.
Pour |u|~p = β :=
(
c1
2c2
) 1
q−p+ , on trouve (remarquons qu’on peut choisir c2 suffisamment
grand de sorte que β < 1)
I(u) ≥ c
q
q−p+
1 c
−p+
q−p+
2
(
(
1
2
)
p+
q−p+ − (1
2
)
q
q−p+
)
:= α > 0
Remarque 9.1.1. Notons que I(0) =

1+ |Ω|, et donc dans la proposition pre´ce´dente,
pour  suffisamment petit, I(0) ≤ α.
The´ore`me 9.1.7. Il existe w ∈ X0(Ω), w ≥ 0 un point critique de I. De plus, en
de´finissant
Γ = {γ ∈ C([0, 1], X0(Ω)), γ(0) = 0, γ(1) = e},
I(w) = inf
γ∈Γ
max
0<t<1
I(γ(t)).
De´monstration. C’est une simple application du lemme du Col ([52]). Notons que l’on
peut supposer w positif puisque I(w) = I(|w|).
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9.2 Convergence du proble`me approche´
Proposition 9.2.1.  7→ I est croissante en .
De´monstration. Soit  < ′, et u ∈ X0(Ω). Par les ine´galite´s de Ho¨lder et Young :
1
1 + 
∫
|∇1u|1+ + 
1 + 
|Ω| ≤ 1
1 + 
(∫
|∇1u|1+′
) 1+
1+′ |Ω|1− 1+1+′ + 
1 + 
|Ω|
≤ 1
1 + 
(
1 + 
1 + ′
|∇1u|1+′1+′ +
′ − 
1 + ′
|Ω|
)
+

1 + 
|Ω|
=
1
1 + ′
|∇1u|1+′1+′ +
(
1
1 + 
′ − 
1 + ′
+

1 + 
)
|Ω|
=
1
1 + ′
|∇1u|1+′1+′ +
′
1 + ′
|Ω|,
ce qui conclut.
Proposition 9.2.2. Soit w donne´ par le The´ore`me 9.1.7. On a I(w) ≤ I′(w′) pour
tout  < ′. En particulier w est borne´e dans X0(Ω).
De´monstration. Rappelons que
Γ = {γ ∈ C([0, 1], X0(Ω)), γ(0) = 0, γ(1) = e}.
Soit  < ′. On a alors X′0 (Ω) ⊂ X0(Ω), ce qui entraine Γ′ ⊂ Γ. Ceci couple´ a` la
proposition pre´ce´dente entraine
I(w) = inf
γ∈Γ
max
0<t<1
I(γ(t))
≤ inf
γ∈Γ′
max
0<t<1
I(γ(t))
≤ inf
γ∈Γ′
max
0<t<1
I′(γ(t))
= I′(w′).
Soit donc 0 > 0. Pour tout  < 0, on a
J(w) =
1
1 + 
∫
|∇1w|1+ +
N∑
i=N1+1
1
pi
∫
|∂iw|pi − 1
q
∫
|w|q
≤ I0(w0)−

1 + 
|Ω|
≤ C,
ou` C est une constante strictement positive inde´pendante de . Par ailleurs, w est un
point critique de J, donc
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0 = 〈DJw, w〉 =
∫
Ω
|∇1w|1+ +
∑
i>N1
∫
Ω
|∂iw|pi −
∫
Ω
|w|q,
et
J(w) = J(w)− 1
q
〈DJw, w〉
=
(
1
1 + 
− 1
q
)∫
Ω
|∇1w|1+ +
∑
i>N1
(
1
pi
− 1
q
)∫
Ω
|∂iw|pi
≤ C.
Or p+ < q et 1 +  < q donc la relation pre´ce´dente entraine que w est borne´e dans X0(Ω)
inde´pendamment de .
Proposition 9.2.3. Soit w donne´ par le The´ore`me 9.1.7. On pose σ
1
 := |∇1w|−1∇1w,
et pour i > N1, (σ)i := ∂iw|∂iw|pi−2. Alors
1. Pour tout i > N1, (σ)i converge faiblement pour une sous suite dans L
p′i(Ω) vers
un e´le´ment σi ∈ Lpi′(Ω).
2. σ1 converge faiblement pour une sous suite dans tous les L
r(Ω,RN1), r > 1 vers un
e´le´ment σ1 ∈ L∞(Ω,RN1), tel que |σ1|∞ ≤ 1.
3. w converge faiblement pour une sous suite dans X
b(Ω) et fortement dans Lq(Ω)
vers un e´le´ment w ∈ Xb(Ω). De plus, w = 0 sur ∂Ωh.
De´monstration. Pour montrer 1. il suffit de remarquer que
|(σ)i|Lp′i (Ω) = |∂iw|
pi−1
Lpi (Ω) ≤ C
d’apre`s la Proposition 9.2.2. Ainsi (σ)i est borne´e dans L
p′i(Ω) inde´pendamment de , donc
on peut en extraire une sous suite qui converge faiblement vers un e´le´ment σi ∈ Lp′i(Ω).
Montrons 2. Par la Proposition 9.2.2, on a pour 0 <  < 1,
|σ1 | 1+

= |∇1w|1+
≤ 1 + |∇1w|1+
≤ C,
ou` C est inde´pendant de . Soit maintenant r > 1. Il existe 0 > 0 tel que r <
(1+0)
0
. Or
→ 1+ est de´croissante, on a alors pour tout  < 0 par l’ine´galite´ de Ho¨lder,(∫
Ω
|σ1 |r
)
≤
(∫
Ω
|σ1 |
1+

) r
1+
|Ω|1− r1+ ,
et donc
|σ1 |Lr(Ω) ≤ |σ1 |L 1+ (Ω)|Ω|
1
r
− 
1+ ≤ C(|Ω|+ 1).
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Ainsi, σ1 est borne´e dans tous les L
r(Ω,RN1), donc on peut en extraire une sous suite
qui converge faiblement dans tous les Lr(Ω,RN1) vers un e´le´ment σ1, et par semi continuite´
infe´rieure pour la topologie faible,
|σ1|Lr(Ω) ≤ C(|Ω|+ 1), ∀r > 1,
et donc σ1 ∈ L∞(Ω,RN1)
Enfin, w est borne´e dans X
b(Ω), donc pour  suffisamment petit,
|σ1|∞ ≤ lim
→0
|σ1 | 1+

= lim
→0
|∇1w|1+ = lim
→0
exp( log(|∇1w|1+))
≤ lim
→0
exp( log(1 + C)),= 1
Pour montrer 3. Il suffit de remarquer que par la Proposition 9.2.2 la suite w est borne´e
dans Xb(Ω), donc converge faiblement pour une sous suite dans Xb(Ω) vers un e´le´ment w
de Xb(Ω). La compacite´ de l’injection de Xb(Ω) dans Lq(Ω) ainsi que la continuite´ faible
de la trace sur ∂Ωh entraine le re´sultat.
9.3 EDP ve´rifie´e par une solution limite
Proposition 9.3.1. Soient w et σ, donne´s par la Proposition 9.2.3. On a sur D′(Ω)
−div1(σ1)−
∑
i>N1
∂i(σi) = w
q−1.
De´monstration. Rappelons que w e´tant point critique positif de J, donc
0 =
∫
Ω
|∇1w|−1∇1w · ∇1ϕ+
N∑
i=N1+1
∫
Ω
|∂iw|pi−2∂iw∂iϕ−
∫
Ω
wqϕ
pour tout ϕ ∈ D(Ω), soit
−div(σ1 )−
N∑
i=N1+1
∂i(σ)i = w
q−1
 (9.2)
sur D′(Ω). Par ailleurs, par la compacite´ de l’injection de D1,~p(Ω) dans Lr(Ω) pour tout
r < p∗, w converge fortement vers w dans Lq−1(Ω). Par la Proposition 9.2.3, on obtient
par passage a` la limite dans (9.2)
−div1(σ1)−
N∑
i=N1+1
∂i(σi) = w
q−1.
Remarque 9.3.1. Notons qu’en multipliant l’e´quation par w ou encore en utilisant la
formule de Green de´montre´e du lemme 3.4.1, on a puisque w = 0 sur ∂Ωh
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∫
σ1 · ∇1w +
∫
∂Ωv
(−σ · ~nw) +
N∑
i=N1+1
∫
σi∂iw =
∫
wq
Proposition 9.3.2. Soient w et σ donne´s par la Proposition 9.2.3. Alors
1. Pour tout i > N1, σi = |∂iw|pi−2∂iw sur Ω,
2. |∇1w| = σ1 · ∇1w au sens des mesures sur Ω,
3. σ1 · ~nw = −w sur ∂Ωv.
De´monstration. Remarquons que w est un point critique de J, donc w ve´rifie
∫
Ω
σ1 · ∇1w +
∑
i>N1
∫
Ω
(σ)i∂iw :=
∫
Ω
|∇1w|1+ +
∑
i>N1
∫
Ω
|∂iw|pi =
∫
Ω
|w|q,
Soit Ω′ = RN1×]0, 1[N−N1 . En utilisant le proce´de´ utilise´ dans la Proposition 5.1.10,
c’est a` dire en prolongeant w par ze´ro sur Ω
′ , on a par semi continuite´ infe´rieure pour la
topologie vague :
∫
Ω |∇1w|+
∫
∂Ωv |w| ≤ lim
→0
∫
Ω |∇1w|, et donc∫
Ω
σ1 · ∇1w +
∫
∂Ωv
σ · ~n(−w) ≤ |σ1|∞
∫
Ω∪∂Ωv
|∇1w|
≤ lim
→0
∫
Ω
|∇1w|
≤ lim
→0
(∫
Ω
|∇1w|1+
) 1
1+
|Ω|1− 11+ (9.3)
= lim
→0
∫
Ω
|∇1w|1+.
Ainsi, la Proposition 9.3.1 et la compacite´ de l’injection de Xb(Ω) dans Lr(Ω) pour tout
r < p∗, entraine
lim
→0
∫
Ω
σ1 · ∇1w +
∑
i>N1
∫
Ω
(σ)i∂iw = lim
→0
∫
Ω
|w|q
=
∫
Ω
|w|q
=
∫
Ω
σ1 · ∇1w +
∫
∂Ωv
σ · n(−w) +
∑
i>N1
∫
Ω
σi∂iw
≤ lim
→0
∫
Ω
|∇1w|1+ + lim
→0
∑
i>N1
|∂iw|pi
≤ lim
→0
(
∫
Ω
|∇1w|1+ +
∑
i>N1
|∂iw|pi)
≤ lim
→0
∫
Ω
σ1 · ∇1w +
∑
i>N1
∫
Ω
(σ)i∂iw
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(ou` on a utilise´ |σi|pi ≤ lim|∂iw|pi−1pi et |∂iw|pi ≤ lim|∂iw|pi).
On extrait a` nouveau de w une sous suite wφ() telle que
lim
→0
∑
i>N1
|∂iw|pi = lim
→0
∑
i>N1
|∂iwφ()|pi ,
et
lim
→0
∫
Ω
|∇1w|1+ = lim
→0
∫
Ω
|∇1wφ()|1+,
et on notera toujours cette suite w. On en de´duit qu’on a des e´galite´s au lieu d’ine´galite´s
partout ou` on les a utilise´es, soit encore
lim
→0
∫
Ω
σ1 · ∇1w =
∫
Ω
σ1 · ∇1w +
∫
∂Ωv
σ · n(−w)
et
lim
→0
∑
i>N1
|∂iw|pi =
∑
i>N1
∫
Ω
σi∂iw.
En particulier, en reprenant (9.3) avec des e´galite´s, on obtient
σ1 · ∇w = |∇1w| sur Ω ∪ ∂Ωv.
En utilisant a` nouveau l’ine´galite´ de Ho¨lder et la semi continuite´ infe´rieure pour la
topologie faible sur Lp
′
i :
lim
→0
|∂iw|pipi =
∫
Ω
σi∂iw ≤ |∂iw|pi lim
→0
|∂iw|pi−1pi ,
et en divisant l’ine´galite´ pre´ce´dente par lim
→0
|∂iw|pi−1pi ,
lim
→0
|∂iw|pi ≤ |∂iw|pi ,
et par semi continuite´ infe´rieure pour la topologie faible sur Lpi , on obtient finalement
que |∂iw|pi → |∂iw|pi , et le lemme 5.1.11 entraine la convergence forte de ∂iw vers ∂iw
dans Lpi(Ω). En particulier,
σi = |∂iw|pi−2∂iw.
Par la continuite´ de la trace pour la topologie faible sur ∂Ωh, on obtient donc d’EDP : −div1(σ
1)−∑Ni=N1+1 ∂i(|∂iw|pi−2∂iw) = wq−1, sur Ω,
σ1 · ∇1w = |∇1w|, sur Ω ∪ ∂Ωv,
w = 0 sur ∂Ωh.
Proposition 9.3.3. La solution w est non triviale.
De´monstration.
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D’apre`s les Propositions 9.1.4 et 9.1.6, il existe e ∈ D(Ω), inde´pendant de  petit, tel
que I(e) < 0, et il existe α > 0, β > 0, inde´pendants de  petit tel que |v|~p = β entraine
I(v) ≥ α.
Rappelons que pour
Γ = {γ ∈ C([0, 1], X0(Ω)), γ(0) = 0, γ(1) = e},
on a
I(w) = inf
γ∈Γ
max
0<t<1
I(γ(t)).
Il est clair que pour tout γ ∈ Γ, on a alors
max
0<t<1
I(γ(t)) ≥ α,
et donc
I(w) > α.
En extrayant de w une sous suite comme pre´ce´demment, on obtient dans la de´monstration
de la Proposition 9.3.2 que w converge e´troitement vers w dans X
b(Ω), et en particulier
I(w) converge vers J(w). A la limite on obtient donc J(w) > α, et w ne peut eˆtre nul.
Remarque 9.3.2. En utilisant les arguments du chapitre 8 on peut montrer la regularite´
L∞ des solutions .
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