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Abstract 
 Soft photonic crystals are a class of periodic dielectric structures that undergo highly nonlinear 
deformation due to strain or other external stimulus such as temperature, pH etc. This can in turn 
dramatically affect optical properties such as light transmittance. Moreover certain classes of 
lithographically fabricated structures undergo some structural distortion due to the effects of processing, 
eventually affecting the optical properties of the final photonic crystal. In this work, we study the 
deformation mechanics of soft photonic crystal structures using realistic physics-based models and 
leverage that understanding to explain the optomechanics of actual 2-D and 3-D soft photonic crystals 
undergoing similar symmetry breaking nonlinear deformations.  
  We first study the optomechanics of two classes of 3-D soft photonic crystals: (1) hydrogel and 
(2) elastomer based material systems. The hydrogel based inverse face-centered-cubic structure undergoes 
swelling with change in pH of the surrounding fluid. The inverse structure is a network of bulky domains 
with thin ligament-like connections, and it undergoes a pattern transformation from FCC to L11 as a result 
of swelling. A continuum scale poroelasticity based coupled fluid-diffusion FEM model is developed to 
accurately predict this mechanical behavior. Light transmittance simulation results qualitatively explain 
the experimentally observed trends in the optical behavior with pH change. The elastomer based, 
lithographically fabricated material experiences shrinkage induced distortion upon processing. This 
behavior is modeled using FEM with the material represented by a neo-Hookean constitutive law. The 
light transmittance calculations for normal incidence are carried out using the transfer matrix method and 
a good comparison is obtained for the positions of first and second order reflectance peaks. A unit cell 
based approach is taken to compute the photonic bandstructure to estimate light propagation through the 
structure for other angles of light incidence.  
To obtain a detailed picture of the change in optical properties due to a pattern transformation, we 
study simple 2-D elastomer photonic crystals which undergo an interesting structural pattern 
transformation from simple circular holes to alternately oriented ellipses in a square lattice due to uniaxial 
compression. The incident light does not have any effect on the properties of the elastomer material. A 
decomposition of the deformation gradient quickly shows that the pattern transformation is induced by 
alternating rotations of the interstitial regions and the bending of interconnecting ligaments. Numerical 
simulations of light transmittance using vector element based FEM analysis of Maxwells equations shows 
changes in the light energy localization within the material especially in the high energy/low wavelength 
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regions of the spectra. Additionally, with bandstructure calculations on a unit cell of the structure, the 
optomechanical behavior is completely explained.   
Finally, computational evidence is provided for a hypothetical 2-D photonic crystal made of a 
light-sensitive material, which undergoes a structural pattern transformation primarily due to the effect of 
incident light. The model takes into account the order kinetics of optically induced isomerization (of trans 
to cis configuration) in the azobenzene-liquid crystal elastomer to compute the transformational strain. 
This strain, in turn, deforms the structure and hence changes its periodicity and dielectric properties and 
thus affects the manner in which light gets localized within the material system. This consequently 
changes the profile of the imposed transformational strain on the deformed structure. The macroscopic 
strain history shows that prior to the mechanical instability that causes the pattern transformation, there is 
a period of structural relaxation which initiates the pattern transformation. After the symmetry breaking 
pattern transformation, the photonic bandstructure is altered significantly. Light does not get localized in 
the spot regions anymore and stress relaxation dominates. Due to this, the compressive macroscopic strain 
of the pattern transformed structure starts to decrease indicating a possible cyclical behavior. 
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Chapter 1  
 
Introduction 
1.1 Brief Introduction to Photonic Crystals 
Photonic crystals are dielectric structures that can control the propagation of light. In a photonic 
crystal, the crystal consists of periodically patterned dielectric material with a lattice constant typically on 
the order of 100 nanometers. When the dielectric constants of the material are different, scattering of 
photons, that constitute the light occurs at the interfaces. Moreover, by engineering the periodicity and the 
dielectric properties, one can produce photonic bandgaps such that photons of certain frequencies and 
incident at certain angles cannot propagate through the crystal. A complete bandgap is formed when 
photons within a certain range of frequencies are not able to propagate through the structure for any angle 
of incidence. A photonic crystal is analogous to an electronic crystal.  In an electronic material the crystal 
is made up of periodic arrangement of molecules/atoms that controls the flow of electrons. There could 
also be gaps in the energy bandstructure of the crystal such that electrons possessing certain energies 
cannot propagate through the crystal; similar to the photonic band gap phenomenon in a photonic crystal. 
An excellent introduction to photonic crystals, the electromagnetics theory required to understand its 
optical properties, and methods to compute photonic bandstructures is provided in the monograph by 
Joannopoulos et al.[1] 
 
1.1.1 Types of Photonic Crystals 
There are examples of photonic crystals in 1-D, 2-D or 3-D Cartesian space as shown in Fig. 1.1. 
A stack of alternating layers of materials as shown in Fig. 1.1a, with high and low dielectric constants is 
the simplest possible photonic crystal. These types of 1-D structures were studied by Lord Rayleigh in a 
work published in 1930 to understand the cause behind the iridescence in the wings of certain birds and 
insects. [2]  
Advances have been made in 2-D photonic structures and nearly 20 years ago it was 
demonstrated theoretically that a complete photonic band gap could be achieved. [3--5] Structural 
configurations that have such properties for 2-D photonic crystals are dielectric rods arranged in a square 
2 
 
lattice in air, such as Fig. 1b, or a plate with holes machined in a square lattice. [1,6] In the seminal papers 
by Yablanovitch [7] and John, [8] the physics of spontaneous emission and the theoretical basis for the 
existence of 3-D structured photonic materials were presented. In the same work, the first 3-D photonic 
crystal with a complete photonic band gap has also been demonstrated in a laboratory, which 
subsequently led to rapid developments in the fabrication of photonic crystals.  
 
 
       a      b                           c  
                           
Figure 1.1. Examples of 1-D, 2-D and 3-D photonic crystals with periodically distributed domains (grey) of material with  
dielectric constant larger than that of air (white). (a) 1-D photonic crystal with periodicity along one axis. (b) 2-D photonic crystal 
with periodicity along two axes. (c) 3-D photonic crystal with periodicity along three axes.  
 
Many configurations like that shown in Fig. 1.1c possess properties of 3-D photonic crystals. 
Some examples include the woodpile configuration, [9,10] in which slabs of material are periodically 
arranged one on top of other in an orthogonal pattern, and the face-centered-cubic (FCC) configuration in 
which the periodicities of the dielectric distribution follow the FCC basis. [11,12]  Opal photonic crystals 
are also 3-D structures that can be readily fabricated in a bulk process. Si [13] or SiO2 [14] spheres are 
used to form a colloidal self-assembled periodic structure that satisfies the essential characteristics of a 
photonic crystal. [15] This system can then be infused with another material, following which the spheres 
are selectively eliminated leaving a 3-D structure that has the inverse design of the opal structure. [16] 
Other materials such as hydrogels or polymers can also be infused; and these are discussed in more detail 
in the section on soft photonic crystals. 
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1.1.2 Applications 
There are many applications for photonic crystals depending on the dimensionality, periodicity, 
symmetry and material properties.  Some examples are shown in Fig. 1.2. A popular and novel 
application of a 2-D photonic crystal is the photonic crystal fiber. [17] It is classified as 2-D as one 
considers the crystal structure in the cross-section while the structure along the length of the fiber is 
uniform. Such engineered fibers can replace the traditional fiber optic cables with multilayer cladding for 
long distance signal transmission and can also be used in lasing applications. [18] Micro-structured 
silicon fibers can be set up to operate in one or more modes. [19] Even though these are low loss devices, 
in-plane leakage is still an important factor that partially determines the Q-factor. [20]  
 
     
                   a                            b 
      
    c.1       c.2   
Figure 1.2. (a) Layers of PMMA (dark colored regions) and polyester (light colored regions) in a stack used in birefringent 
optics, an example of a 1-D photonic crystal. [21] (b) Input and output waveguide with a 2-D hole hexagonal photonic crystal 
fabricated by electron-beam lithography. [22] (c.1) 3-D photonic crystal made from polycrystalline-Si on a Si substrate in a 
woodpile configuration. [9] The structure has a large stop band of 4μm and operates in the infrared wavelength range. (c.2) 3-D 
photonic crystal on a SU-8 photoresist made from laser lithography. [12] The structure has triagonal symmetry. 
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Photonic crystals have also been used as waveguides, offering high transmission  [23,24] and 
confinement properties. [25] It is also possible to have control of light in the third dimension in a 2-D 
photonic crystal slab. [22] This is advantageous because it allows 3-D bandgap effect with just a 2-D 
structure. Upon introducing a line defect, a 120° bending of electromagnetic waves is possible in a 
photonic crystal device. [26] This has implications in the design and development of polarization splitters 
[27] and Y-splitters. [28] Defects in the crystal structure have been used in simulations to show the 
potential for channel drop filters using photonic crystal slab geometries. [29] In this work, the authors 
demonstrate that with a line and point defect in a slab, it is possible to attain such functionality. Novel 
photonic crystals have been fabricated using materials such as the nonlinear optical material lithium 
niobate, [30] and carbon nanotubes [31]. All-optical switches with very fast switching have been 
developed as another application using a photonic crystal waveguide and a ring resonator. [32]  
Another novel use for photonic crystals is in biosensing applications. [33] A waveguide based 
design for surface plasmon biosensing makes use of evanescent waves under illumination. [34,35]  
Optofluidics has been harnessed to enable actuation of nanoscale structures in a lab-on-chip assembly for 
real-time chemical sensing. [36,37] The idea behind such a device is that, on actuation of a 1-D structure, 
the refractive index of the underlying material changes and hence its interference response changes with 
irradiation. Photonic crystal fibers have also been used successfully for biosensing applications. [38] 
Cancer detection has become an important application of such photonic biosensors. [39,40]  
 
1.1.3 Theory and Modeling 
The theory of light transmission through 1-D photonic crystal structures follows the simple and 
well developed theory of transmission through multi-layer films, [41] but computing the optical 
properties of 2- or 3-D structures involves rigorous electromagnetics theory in vector form. [1,42,43] 
Plane wave form iterative solutions [44] to the differential equations arising from the Maxwell’s 
equations are needed to calculate the photonic bandstructures.  A simple method for understanding the 
reformulation of the Maxwells equation using Bloch functions is provided in Zhang et al. [5,6] This 
methodology is the standard approach for taking into account the periodic nature of the material system to 
evaluate the optical properties such as the photonic bandstructure. [45] It is also popularly used in 
studying properties of electronic materials. [46]  
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Theoretical bandstructure calculations of the photonic properties for different crystal structures 
are provided in Busch and John. [47] In that work, the size of the photonic bandgap is parametrically 
studied for different values of the refractive index of the material, the size of the opals and the thickness 
of coatings. Another study also provides in detail the bandstructure for 3-D close packed Si opals. [48] 
Fig. 1.3 shows typical profiles of bandstructures for 1-, 2- and 3-D photonic crystals. 
 
         
 
Figure 1.3. (a) TE and TM mode bandstructures of a multilayer stack [49] with n1=1.59 and n2=1.51. The white region between 
bands 2 and 3 is the bandgap. (b) Bandstructure of a 2-D photonic crystal slab showing the light cone, where light propagates 
through the infinite medium surrounding the slab and the gray region, with the guided modes. The bandgap is shown for a guided 
mode. [50] (c) SEM image of [111] facet view of a 3-D Si inverse opal photonic crystal. Inset shows the bandstructure diagram 
for the structure with a bandgap shown by the rectangular block with a gap to mid-point gap ratio of 5.1%. [13] 
 
a b 
c 
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1.2 Soft Photonic Crystals 
Polymer based photonic crystals are a class of optical materials that are soft, flexible and tunable 
in a variety of ways. These classes of materials find use in fabrication of templates subsequently used for 
fabricating other photonic crystals, or in optomechanical devices and sensors.  An early general review on 
these novel materials is given in Edrington et al. [49] This section is divided into subsections that first 
discuss the types and application of soft photonic crystals, followed by methods to fabricate and 
functionalize them. Finally different theoretical models and simulation tools that are popularly used to 
design and develop applications using such soft photonic crystals are presented. 
 
1.2.1 Types and applications 
1-D polymer based structures have been used as plastic coatings, [51] reflective mirrors, [21] and 
optical resonators. [52] Other examples include a temperature-sensitive strain-reversible multi-layered 
material for photonic band gap applications [53] and a pressure-sensitive nano-layered composite 
photonic material. [54] In these examples, the peak reflectance wavelength can be shifted by as much as 
100nm under thermal or mechanical stimulus.  
2-D polymer cladding materials with a high index core optical polymer layer have been used to 
make waveguides. [55] Such materials, flexible in nature, can be made with a low cost spin coating 
process. 2-D photonic slabs with hexagonal periodicity, made of PDMS, have been experimentally and 
theoretically found to experience a change in the refraction due to mechanical strains. [56]  
Advanced 3-D strain sensing devices using polymer based photonic crystals are developed by 
Arsenault et al. [57] These devices have been used in applications such as fingerprint sensing. Colloidal 
crystals have been used to develop glucose sensitive materials that change color when the concentration 
of glucose changes and can be used in detecting diabetes. [58,59] A pH-sensitive tunable 3-D inverse opal 
structure has been developed using colloidal templates and hydrogel materials by Lee et al. [58] Colloidal 
templating of core-shell latex particles followed by annealing have been used to fabricate a polymer 
nanocomposite photonic crystal. [60] At the cores, fluorescent particles are periodically embedded and 
activated using two-photon laser scanning microscopy to write bit-level information. At lower radiation 
intensities the information is read to demonstrate the first fully optical holographic storage device.  
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Polymer opal photonic crystals with domains of opals with different refractive indices with 
junction interfaces were designed to function as a photonic heterostructure. [61,62] A tight binding 
computational approximation was used to study light propagation through the device and the results were 
validated.  
 
1.2.2 Fabrication techniques 
The techniques used to make polymer photonic crystals are fundamentally different than those 
employed in making photonic crystals with hard crystalline materials; some methods are shown in Fig. 
1.4. For example, multi-layer films of polymer material can be rolled or stacked one layer on top of 
another to form a simple 1-D photonic crystal. [63] Polymer materials in general have low dielectric 
constants, hence to achieve higher values for photonic applications, copolymerization of certain layers in 
the multi-layer film is a useful approach. [49]  
More sophisticated methods other than co-extrusion are required to fabricate higher order 2-D or 
3-D polymer photonic crystals. Self assembly involving block copolymers is a popular method, but that 
process requires complicated material chemistry. [64] Other techniques to make 2-D structures are replica 
molding, [65] photolithography, [66] and laser interference lithography. [67]  
To make 3-D photonic crystals, an assembly process using colloidal opal crystals has become 
widely used because it allows bulk fabrication. [68] Growth on a deeply etched Si substrate is also a 
feasible method to make a close-packed FCC photonic crystal. [69] It has been demonstrated that the 
structure could be easily delaminated from the substrate. However large numbers of defects are inherently 
present, and achieving the defect-free photonic crystals expected for most applications is quite tedious. 
[70,71] Another novel polymer photonic crystal is fabricated using an air bubble arrangement in a 
polymer film by means of a capillary process. [72] This material is observed to have photonic bandgaps. 
Other techniques such as holographic lithography allow defect-free fabrication, but the effects of 
processing have a significant impact on the final integrity of the structure due to resist shrinkage. [73--75]  
For some applications, the refractive index of a polymer material is too low, so a double inversion 
[76] method with chemical vapor deposition of Si has been devised that uses the structure made of the 
polymer material as a template for a Si in-filled structure.  
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Figure 1.4. (A) Fabrication setup for a 1-D multilayer photonic crystal Distributed Bragg Reflector optical element using a layer-
multiplying co-extrusion process. The structure consisted of 123 layers of poly-methy-meth-acrylate (PMMA) and polystyrene 
(PS). [77] (B) A replica molding process to fabricate a 2-D photonic crystal laser. In this process a elastomeric mold is used to 
create a patterned image on a precursor polymer onto which UV light is radiated. After the curing process, the patterns are 
molded onto the polyurethane film. Subsequently additional deposition processes are carried out to fabricate the laser. [78] (C) 
Three step fabrication of a 3-D photonic crystal using a phase mask on SU-8. After the phase mask is made on PDMS, this is 
used to create an interference pattern on the photoresist. Further development of the photoresist yields the patterned 3-D photonic 
crystal. [79]  
 
1.2.3 Tunability 
One of the prime advantages of using soft photonic crystals is the ability to functionalize them 
and make them responsive to a wide variety of stimuli such as light, electrical potential, heat, strain, pH 
etc.  
A 
B 
C 
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A class of rapidly tunable photonic crystals filled with liquid crystals (LCs) has been introduced 
in Busch and John in 1999. [80] In that work, it is demonstrated that it is possible to open and close a 2% 
photonic band gap by switching on or off an electric field to change the nematic director orientation and 
thereby the refractive indices. Another similar work on electro-optical tunable liquid crystal filled 
polymer photonic crystals makes use of a lithographic approach. [81] However additional steps such as 
backfilling with LCs are required and cannot be integrated in the initial processing itself. Deposition 
techniques have been used to fabricate similar LC filled photonic crystals. [82]  
An electrically switchable grating made from multi-layers of polymer materials has been 
demonstrated. [52] In this device, the birefringence of the LCs allows a large difference between the LC 
and polymer layers. On application of a voltage, the LCs reorient and reduce the index contrast between 
the layers. This device could have widespread use in organic nanophotonics.  Thermally switchable 
photonic crystals [83] in which the periodicities of the particles embedded in a hydrogel forming the 
photonic crystal is changed has potential applications in drug delivery and cancer treatment. [84,85] 
Tunability of the reflectance peak of a photonic crystal made from a hydrogel material with a 
demonstrable change in color due to a change in pH of the surrounding system has been used in a glucose 
sensing application. [59] This has application in the diagnosis and control of glucose levels in diabetic 
patients. [86] 
 
1.2.4 Theory and modeling 
Modeling the mechanical behavior of soft materials is crucial to developing a better 
understanding of the functioning of soft photonic crystal structures and their optical characteristics.  
Statistical mechanics of the physics of rubbery materials is the foundation of constitutive model 
development of soft materials. [87] That work also extends the stress-strain response to include features 
such as swelling of rubbery materials and change in birefringence of the material due to strain. However 
these models when extended into a multidimensional setting simply follow the Neo-Hookean hyperelastic 
law. In a Neo-Hookean rubber material, the strain energy density function captures the stress-strain 
response accurately for moderate strains only.   
Beyond a certain level of stretch, the stress in the material increases dramatically and hence, more 
sophisticated phenomenological models have been developed. [88] A 3-D model based on a 8-chain 
network model developed by Arruda and Boyce is a popular model because it predicts the constitutive 
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response at large levels of strain in modes of multiple deformation such as uniaxial, biaxial, plane-strain 
etc. [89] The models are implemented in a finite element analysis framework and in software packages 
like ABAQUS (now SIMULIA) for use in modeling applications with rubbery materials. [90] These 
models provide a good match for the mechanical response when used in a finite element analysis (FEA) 
framework for problems involving deformation of phononic crystals (structures that have features in the 
micrometer scale and can inhibit elastic waves of certain frequencies)  or photonic crystals. [91--93]  
When trying to model the response of other soft materials such as composites, hydrogels, tissues, 
filled elastomers, or photosensitive materials it is necessary to account for many aspects such as 
anisotropy, sensitivity to stimulus, inhomogeneity and multiphysics. Significant work has been done on 
modeling the behavior of soft materials other than elastomers, such as hydrogels. [94,95] These materials 
behave like sponges by absorbing and desorbing fluid, and more specifically, are sensitive to pH. [96] If 
unconstrained, hydrogel materials imbibe fluid easily and undergo macroscopic swelling. Polyelectrolyte 
gels have been modeled for this type of response under different pH values of the buffer solution. [95] 
Anisotropic behavior of filled polymers is important and effective stress response has been widely studied 
for polymer composites [97] and liquid crystal elastomers. [98,99]   
 
1.3 Motivation of this research 
In this dissertation, the primary focus of research is on soft photonic crystals and their 
optomechanical characteristics and properties. These structures are fundamentally flexible in nature and 
can be deformed easily using different stimuli to induce macroscopic deformations. The soft photonic 
crystals in this work are essentially two-phase structures made of a dielectric soft material and air regions, 
distributed periodically. The fundamental characteristics, mechanical properties and applications of such 
structures, with features much larger than typical photonic crystals, have been studied in detail previously. 
[100] More specifically, failure criteria for periodic two-phase structures made of rubber elastic material 
has been computed using FEA. [101] Experiments show evidence of pattern transformation in rubber 
phononic crystals after a certain level of compressive strain. [92] More detailed mechanics based analysis 
on phononic bandstructures has also been conducted. [66,102]. In the case of photonic crystals that have 
similar structural attributes, however, no experimental or theoretical work has been done to obtain a 
complete understanding of the coupled optomechanical behavior.  
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Work done by other researchers has been limited to only one part of the problem, i.e. observing 
the deformation and pattern transformation of such photonic crystals with imposed stimulus, [103] strain 
[66] or processing effects. [75,104,105]  Examples of the deformation and pattern transformations are 
shown in Fig. 1.5. The motivation of this research is to model and develop a physics-based understanding 
of both the mechanical and the optical properties, with the belief that the coupled approach will have a 
significant impact on the development of tunable and stimuli-sensitive optomechanical devices in the 
future. Thus, we first adopt a variety of methods including finite element analysis to study the 
deformation behavior. We note that two-phase material systems such as soft photonic crystals made of a 
dielectric material and air region can be thought of as networks of flexible beams. The extensive 
modeling work in the literature is reviewed to explain how the beam network responds to uniaxial 
compression. [106,107] We use this perspective to identify similarities in pattern transformation for some 
soft photonic crystals.  
We then study the optical properties using a variety of techniques such as finite element methods, 
transfer matrix methods etc. The final objective is to provide a unified representation of deformation and 
optical behavior change in 2-D and 3-D soft photonic crystals. 
12 
 
 
 
 
Figure 1.5. (A) 2-D photonic crystal in a PDMS with square array of holes undergoing elastic swelling producing a pattern 
transformation . [66] (B) Similar pattern transformation in a 3-D hydrogel based photonic crystal with a change from FCC to  L11 
crystal symmetry. It can be seen that there is considerable bending of internal material followed by a change in the shape of 
holes, i.e. from a circular to a triangular form. [103] 
 
 
 
A 
B 
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1.4 Organization of the Dissertation 
The thesis covers a series of similar problems highlighting optomechanical coupling in soft 
photonic crystals. The first problem involves understanding the effects of pattern transformation in a pH 
sensitive 3-D hydrogel based photonic crystal. The changes in the optical properties of the photonic 
crystal due to the deformation in that material system are the focus of the first part of Chapter 2. The 
second part of that chapter discusses another similar problem in which processing induced shrinkage of a 
3-D elastomer photonic crystal introduces a deviation from the expected design of the structure in a 
holographic lithography process. Conducting experiments and modeling the coupled optomechanics of 
the 3-D structures is extremely challenging, and to thus obtain a more fundamental level of 
understanding, a simpler elastomeric 2-D photonic crystal that undergoes a pattern transformation under 
compressive loading is considered. The modeling work involved in simulating the optomechanics is 
presented in Chapter 3. In that work, however, the material properties are assumed to have no dependence 
on the incident light and thus the problem is essentially a one-way coupled analysis. The pattern 
transformation is first modeled, and the solution is then imported to perform the optical calculations. This 
restriction is relaxed in Chapter 4, and a fully two-way coupled model of the optomechanics of a 2-D 
photonic crystal made from a light sensitive azobenzene liquid-crystal elastomer is developed. Finally, 
Chapter 5 offers some concluding remarks and directions for continuing this work.  
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Chapter 2 
Optomechanics of 3-D photonic crystals 
 
2.1 Three-dimensional inverse FCC hydrogel photonic crystal 
2.1.1 Introduction 
Hydrogel based colloidal crystal structures have been developed by numerous investigators and 
their optical characteristics have been studied as a function of structure swelling and shrinking. 
[68,108]Such material systems have also been used in applications such as optical switching, [109] 
glucose sensing [86] and photonic actuation. [110] Holograpic lithography has also been used to fabricate 
thermally responsive hydrogel photonic crystals. [111] 
To understand the functioning of the hydrogel material under pH stimulus, swelling experiments 
and characterization have been done. [94] Theoretical studies on such material systems have led to a 
fundamental understanding of volume transitions in hydrogels and polyelectrolyte gels. [95,112,113] A 3-
D computational implementation of the constitutive response of a hydrogel is developed to predict 
mechanical response in a finite element analysis of applications using such materials. [114] 
 A hydrogel based 3-D inverse opal photonic crystal that can swell/deswell based on the chemical 
nature of the surrounding fluid has been developed by Lee and coworkers. [59] This material system was 
fabricated by first creating a 3-D opal face-centered-cubic (FCC) template of polystyrene spheres whose 
dimensions are on the order of micrometers and then infusing polymer material (HEMA+AA) into the 
interstitial spaces between these spheres. Photo-polymerization subsequently yields a compact hydrogel 
structure with layers of polystyrene spheres. After etching out the spheres, what remains is a 3-D hydrogel 
based inverse opal structure. Normal incidence of light of a certain wavelength through the structure 
undergoes multiple reflection/transmission across the boundaries of interfaces between hydrogel material 
and air. The characteristics of the transmitted/reflected light depend on the structure, its dielectric 
properties and the wavelength of the incident light. The authors analyzed the optical properties of the 
hydrogel based inverse opal photonic crystal using a scalar wave approximation (SWA) technique for a 2-
D unit cell and they obtained much higher optical reflectance values for the unswollen structure compared 
15 
 
to that seen in the experiments. For simulated swollen structures they observed a drop in the peak 
reflectance, but the reflectance values were still significantly higher than the experimental values. They 
have also explained the qualitative behavior of this system by a modified Bragg law.  
In another study on a similar hydrogel photonic crystal, the swelling/deswelling of this structure 
due to change in pH is found to change both the interlayer spacing of the voids and also their shapes. 
Images of a [111] cross section of the inverse opal structure are shown in Fig. 2.1 [103] This material is 
observed to have a swelling factor of 1.6, defined as the ratio of height after swelling to the unswollen 
height.  The authors note that the structure undergoes a pattern transformation from an FCC to a L11 
crystal system due to the change in pH. In this thesis a finite element model of the swelling behavior is 
developed and the optical transmittance of the swollen material system is calculated and compared to 
results from those experiments.  
 
Figure 2.1.  [111] cross sections of the hydrogel inverse FCC opal photonic crystal at different pH values. [103] Inset shows the 
reflectance spectra. 
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2.1.2 Hydrogel Inverse Opal Swelling Simulation 
 
Model Development 
Hydrogel photonic crystals can be structurally modified via a pH induced volume transition. This 
section deals with the development of a mechanics model for swelling of hydrogel based photonic 
crystals and provides a comparison of simulated deformation modes with those observed in experiments.  
A coupled fluid-diffusion poroelastic finite element model is developed using the commercially 
available finite element analysis (FEA) software ABAQUS. [90,115] The hydrogel material is modeled as 
a porous material with some initial porosity n (or initial free volume fraction). The elastic properties of 
the hydrogel material are taken to be linear, with Young’s modulus reducing at higher values of the pore 
ratio (defined as the ratio of free volume in the material to that of the matrix material).  That is, the 
hydrogel is assumed to lose stiffness as the material pores fill with fluid. [96] In equilibrium, the internal 
stress I in the material is equal to the pressure caused by the fluid F as represented by   0FIδv  , 
where δv is the variation in displacement v. I is given by  
  






V
dVdβ:ζJζd:β
J
1
I     (2.1) 
where 
x
δN
β


  is the derivative of the shape functions N, J is the ratio of final to initial volume V and σ 
is the Cauchy stress. F is given by  
  
V
w gdVNJsnρd
J
1
F      (2.2) 
where s is the saturation defined as the fraction of free volume filled with fluid, n is the porosity, ρw is the 
density of the fluid material, and g is the acceleration due to gravity. Fluid flow is modeled using Darcy’s 
law 
x
θ
sn


 kvw
ˆ , which is valid at low fluid velocities for a piezometric head φ. vw is the velocity of 
the fluid flow and kˆ  is the direction vector. The continuity equation which relates the rate of change of 
mass within volume V to that entering additionally through surface S is  
   
S
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V
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d
J
1
wvn     (2.3) 
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where n is the normal direction of the surface S. The swelling model is based on specifying a volumetric 
strain ε(s)as a function of the saturation s. The material sorption curve is defined whereby the saturation 
is characterized as a function of the elemental fluid pressure. Fig. 2.2 shows the CAD model of the unit 
cell of the inverse opal structure. The incomplete spheres on the faces are voids shared across neighboring 
domains. The interior of the material also consists of many spherical voids. A perfect inverse opal 
structure, where these spheres meet at a point, has a ~0.74 volume fraction of voids. To be able to obtain a 
good quality mesh, however, here a gap is allowed between the spheres, leaving thin ligaments of 
material interconnecting the voids. Thus the initial void volume fraction here is ~0.57. Table 2.1 
summarizes the values of various material properties used in this model. 
Property Data 
Structure void volume fraction ~0.57 
Initial porosity (%) of hydrogel 1 
Permeability (m/s) 7.71 x 10
-3
 
Elastic modulus Young’s Modulus (MPa) 2.4 2.0 1.8 
Saturation (%) 0 10 20 
Poisson’s ratio 0.4 
Sorption Pressure (Pa) -80000 0 
Saturation (%) 0 100 
 
Table 2.1. Parameters and data for poroelasticity based coupled fluid-diffusion stress analysis 
 The structure is meshed with C3D10MP elements, 2
nd
 order tetrahedral elements each with an 
additional degree of freedom for specifying the elemental pore pressure. The air regions are not meshed 
and hence do not contain solution variables in the simulation. In the experiments, bulk swelling 
displacements occur only on the top surface in the normal <111> direction because the hydrogel film is 
attached to a substrate, although point-wise the material swells everywhere in the structure. Likewise, in 
the simulation the sidewalls of the unit cell are constrained from moving out of plane and the base plane 
of the unit cell is fixed in the <111> direction. Change in pore pressure is specified over all the elements 
and is the only loading condition. Following the change in pore pressure, the saturation level changes, 
which in turn changes the volumetric strain that the porous material experiences. The effective stress in 
the material is given by Ispζζ w where pw is the pressure.   
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Figure 2.2.  Unit Cell of FCC inverse opal (grey region is the hydrogel material and spherical regions are the voids) showing 
<111> normal direction (swelling direction). Spot regions are bulk-like regions interconnected to each other by thin ligament-like 
regions as shown. 
 
Fig. 2.3 shows the calibration method adopted in this analysis to connect with the experimental 
work. In the experiments, with changing pH the structure undergoes swelling characterized by the swell 
factor. In simulations, the pore pressure is the control variable that induces the structural swelling. The 
volumetric strain and swell factor observed in the simulation are quantified. Without modeling, it is not 
possible to know a priori the volumetric strain required to obtain a certain swell factor. Swell factor vs. 
pH data from experiments and the swell factor vs. volumetric strain used in computational modeling are 
plotted on the same graph. For example, to achieve a certain swell factor, say 1.2, a pH of approximately 
5.0 is needed in the experiments, which can be induced by a volumetric strain of 0.32. Thus Fig. 2.3 is 
used to relate the experimental parameter pH with the model parameter volumetric strain. 
Spot 
Vein 
[111] plane 
<111> direction 
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Figure 2.3. Swell factor from volumetric strain (in simulation – solid line) and pH change (in experiment – dashed line). [103] 
As the pH increases from 3.4 to 6.6, the swell factor increases to ~1.45. It was only possible to reach a maximum swell factor of 
1.2 in the simulation (due to convergence and meshing difficulties) 
 
The refractive index of the hydrogel material is expected to change with the strain in the material 
due to the swelling deformation. This is modeled using a statistical thermodynamics based photoelastic 
formulation [87] where the stress-optic relation is defined, with the stress obtained as a function of the 
strain such that 
       2121 ζζCnn  ,  3232 ζζCnn                                      (2.1) 
The stress optic coefficient C depends on the average refractive index of the hydrogel material in the 
initial state, which remains constant, so  
                                                 
 
Δα
n
2n
45kT
2π
C
0
22
0                           (2.2) 
where n0 is the average refractive index of the material (average of the n1, n2 and n3), k is the Boltzmann 
constant, T is the temperature and Δα is the chain link polarizability. 
A Neo-Hookean constitutive law is used to obtain the stresses  
 222121 λλNkTζζ  ,  232232 λλNkTζζ      (2.3) 
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where NkT is the shear modulus of the material and λ1, λ2 and λ3 are the stretches in the three principal 
directions. 
The three refractive index values i.e. n1, n2 and n3 are calculated by solving the two birefringence 
equations for n1, n2 and n2, n3 satisfying the constraint that the mean value is always a constant n0, or 
0
3
1i
i 3nn 

       (2.4) 
Table 2.2 gives the values of the parameters used in the photoelasticity model.   
Parameter 
Parameter 
Symbol Value 
Crosslink density N 2x10
27
 /m
3
 [116] 
Elastic Modulus E 0.26MPa [96] 
Average refractive index n0 1.511 
Boltzmann constant k 1.3806503 × 10
-23
 m
2
 kg s
-2
 K
-1
 
Chain link polarizability Δα 10-28 m3 [87] 
Stretch λ1, λ2, λ3 From simulated deformation gradient 
True Stress σ1, σ2, σ3 From Eqn. 2.3 
Stress Optic Coefficient C From Eqn. 2.2 
Refractive Indices n1, n2, n3 From Eqn. 2.4 
 
Table 2.2. Parameters used in the photoelasticity model to calculate material refractive index anisotropy 
 
Figure 2.4. Extraordinary axis denotes refractive index along unconstrained direction (<111>  or Cartesian direction 3). Ordinary 
axis denotes Cartesian directions 1 and 2. Refractive indices were obtained from stress-optic relations Eqns. 2.1-2.4. 
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Swelling Simulation Results 
Fig. 2.1 shows the experimentally observed geometry in the [111] cross section. This can be 
compared with the simulated deformation pattern at a swell factor of 1.2 as shown in Fig. 2.5.  A 
magnified image of a buckled void shows the highly nonlinear buckling deformation which is 
qualitatively similar to the experimentally observed shape. The initially circular symmetry of the void 
changes to a triangular symmetry.  It can be seen that the extent of localized buckling is nonuniform; that 
is, some regions buckle more than others. This variation in the degree of buckling is due to the initial 
thickness of the thin ligaments between neighboring voids. If a ligament is thin, then it undergoes less 
swelling and remains thin, and hence it buckles more significantly when the connected bulky spot regions 
swell. If the ligament is thick, it absorbs more fluid, which leads to higher dilatational stress and thus 
lesser buckling even when the spot regions swell. The variation in the initial thickness of the ligaments is 
due to slight shifting of the spheres during the photo polymerization process; and in generating the unit 
cell model, a constrained randomization of the centers of the spherical void coordinates accounts for that 
effect. Moreover, in the different [111] planes of the spherical voids along the <111> direction, denoted 
by A, B, or C planes, it can be observed that the direction of orientation of the triangles alternates from 
the A to the B plane, and again from the B to the C plane, consistent with the experimental observation. 
[103] 
Due to the high geometric nonlinearity associated with the deformation, and the associated 
convergence issues, the swelling simulation was completed only to a swell factor of 1.2, compared with 
the experimentally observed swell factor of 1.6. However, the pattern of this buckling-like instability at 
swell factor of 1.2 can be expected to persist at higher swell factors with only an increase in the extent of 
buckling. 
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Figure 2.5. (a) Results of the swelling simulation compared with the experimental images. A cross-section at the mid-plane of 
each unique stacking layer (in terms of the ABC stacking in the FCC structure) is shown. The overall pattern of the buckled voids 
is also compared with a larger experimental image for which the swell factor is 1.175.  There is evidence in both the experimental 
and simulated images of domains of left- and right- facing triangular voids. (b) Beam network sketch of the deformation in [111] 
plane. Circles represent spot regions and solid lines represent undeformed vein regions. Red and green arrows denote the 
direction in which the spot regions rotate clockwise and anticlockwise respectively. Dotted lines denote the buckled mode similar 
to the swelling induced deformation. 
 
1 
2 
3 
a 
b Spot 
Vein 
1 
2 
3 
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Beam network representation of deformation in [111] plane 
 The swelling induced deformation of the hydrogel material is also conveniently represented as a 
network of beams prone to buckling under uniaxial loading. In the [111] plane of the structure shown in 
Fig. 2.2, a beam network can be used to represent the spot and vein regions, which map onto joint nodes 
and deformable beam elements respectively. Fig. 2.5b shows a sketch of the buckling mode in the [111] 
plane that is qualitatively representative of the swelling induced deformation observed in Fig. 2.5a. It can 
be seen from the buckling modes that the joints rotate elastically but do not translate. Such a buckling 
response has also been observed in uniaxial compression of a rectangular framework of beams with 
flexible joints. [107] This approach of representing the photonic crystal with a beam network model will 
be consistently used to study the buckling deformation of other 2-D and 3-D soft photonic crystals in the 
following sections.  
 
2.1.3 Optical Light Reflectance Electromagnetics Simulation 
 
Model Preparation 
The same unit cell shown in Fig. 2.2 is used to study the optical reflectance behavior of the 
inverse FCC structure. The lattice constant a and all dimensions are normalized. The analysis is 
performed using the RF electromagnetics simulation module of the finite element based multiphysics 
package COMSOL. [117] The hydrogel structure is meshed with linear vector elements with a mesh 
density of a/6 to a/10 to allow an average of 8 elements per wavelength. A scattering boundary condition 
is applied at the top of the unit cell to simulate a plane wave incident in the normal direction, taking into 
consideration the effect of the mixed interface (containing both voids and hydrogel) by specifying a layer 
of air through which the incident light passes. Periodic boundary conditions are applied on the six lateral 
surfaces on the unit cell. A scattering condition is applied at the bottom surface at which the power output 
is calculated. Power is obtained by integrating the Poynting vector over the surface area S, given by  
  S HdSEP      (2.5) 
where the vector quantities E and H are the electric and magnetic fields respectively.  
The reflectance spectrum of the unit cell, measuring the ratio of reflected power to incident 
power, is then obtained for a range of incident light wavelengths.  It is assumed that there is no absorption 
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of the electromagnetic energy by the hydrogel material. Light transmittance simulations are carried out 
for a swollen structure created by affinely scaled representations of the unswollen unit cell. Motivated by 
experimental observations, the effect of the following three characteristics of the swelling taking place in 
the hydrogel structure is considered. First, the shape of the voids is changed from a spherical to a prolate 
ellipsoid at higher swell factors as shown in Fig. 2.6, because swelling takes place only in the <111> 
direction. The shape change effect in the <111> plane as shown in Fig. 2.5, where each circular feature 
changes to a buckled triangular shape is not included primarily because obtaining a high quality mesh on 
the air regions of the hydrogel structure obtained from swelling model is computationally expensive. 
Moreover, the hydrogel material swells into the voids, thereby increasing the material fraction of the 
photonic crystal structure. To account for this, the average value of the lengths of the prolate ellipsoid is 
reduced to 0.41a. The second factor considered here is the ratio of the dielectric constant of the hydrogel 
material to that of the material (air/fluid) in the structure voids. In the absence of any fluid the void is 
taken to be filled with air of refractive index 1, and in the presence of a fluid it is 1.3. The third factor is 
refractive index anisotropy of the hydrogel material due to the swelling. As the structure swells in the 
<111> direction, the polymer chains in the hydrogel material are significantly aligned in that direction, 
leading to a birefringence of the refractive index at that location. The anisotropic refractive index values 
calculated in the previous section are then input into the electromagnetics simulation.  
The hydrogel inverse opal structures films typically contain about 20-30 layers of spheres that 
corresponds to around 5-7 unit cells stacked one above the other in the <111> direction. Instead of 
conducting electromagnetics simulation on a stack of many unit cells, the transmittance through a single 
unit cell is extended. For N such stacked unit cells, the transmittance is computed as T
N 
where T is the 
transmittance through a single unit cell. 
 
      
Figure 2.6. Structures for optical transmittance simulations in the deformed hydrogel photonic crystal.  (a) Initial FCC unit cell 
(Spherical regions are voids) (b) Affine swelling in <111> direction (c) Swelling of hydrogel material into voids with swelling in 
<111> direction. 
a 
b c 
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Optical Reflectance Results 
The optical reflectance calculation results are summarized in Fig. 2.7a. Computed reflectance 
maxima are plotted for a single periodic unit cell with fluid in the voids and anisotropic refractive index 
change in material refractive index upon swelling, and for a multiple unit cell as a function of swell 
factor/diffraction wavelength. Fig. 2.7a also shows the experimentally observed reflectance peaks at 
different pH values by the solid circles. (The swell factor corresponding to a particular pH value can be 
obtained from Fig. 2.3). [103] It can be seen that as the structure swells the peak reflectance of the 
structure decreases from 43.3% for the initial structure, and peak wavelength of ~500-550nm, to 20.4% at 
a pH of 6.71 (swell factor of 1.4). The line with solid triangles shows the simulated peak reflectance for 
one unit cell. The results for the multiple unit cells are shown by the line with solid squares markers. The 
peak reflectance value for the unswollen structure (swell factors of 1.0) is 37.6% and the peak diffraction 
wavelength is 549nm. This result is in reasonable agreement with the result observed in the experiments 
at low pH values. As the swell factor increases the peak reflectance shifts to higher diffraction 
wavelengths. This can be attributed qualitatively to the increase in the void interlayer spacing in the 
<111> direction which, by Bragg’s law, increases the peak diffraction wavelength. The peak value drops 
because of the higher volume fraction of the hydrogel material in the swollen structure and the anisotropy 
developed due to the swelling. This trend is observed both in the experimental results and in the 
simulations. 
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Figure 2.7. (a) Reflectance maxima calculated as a function of wavelength, for single unit cell (triangle marker) and 5 unit cells 
stacked in <111> direction; and experimental reflectance peaks at different pH values. Swell factors (in dashed line boxes) and 
pH values (solid line boxes) are displayed next to the corresponding experimental and simulation data. (b) Effect of fluid/air, 
refractive index and void fraction at 1.2 swell factor on reflectance spectrum of single unit cell hydrogel inverse opal photonic 
crystal. The solid and dotted lines indicate isotropic and anisotropic refractive indices respectively. The filled and empty ellipses 
denote if property of hydrogel swelling into voids is considered or not respectively. The top set of curves is for air while the 
lower set is for fluid in the voids. To account for combinations of the three properties there are 8 reflectance spectra curves. 
  
a 
b 
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Fig. 2.7b shows the reflectance spectrum for one unit cell when considering all factors described 
earlier, such as the effects of void shape change, fluid presence and refractive index anisotropy at a swell 
factor of 1.2. The thin solid line with open ellipse is the reflectance spectrum at swell factor of 1.2 without 
the presence of fluid, change in hydrogel material refractive index, or swelling into voids. It can be seen 
that when fluid is present (for either solid/dashed lines, open/filled ellipse), the peak reflectance drops to a 
lower value and shifts to a higher diffraction wavelength. When only the hydrogel swelling into voids is 
considered (for either solid/dashed lines, air/fluid in void), its effect is to reduce the peak reflectance 
value, while the peak wavelength (721nm for the structure without fluids and 777nm for the structure 
with fluids) remains almost unchanged. When the refractive index anisotropy is considered (for either 
air/fluid in voids, open/empty ellipse), the peak reflectance drops but it also shifts the peak to smaller 
wavelengths. The shift is however low when the effect of swelling into the pores is also considered. It 
must also be noted that when anisotropy of the refractive index is considered (ref. Fig. 2.4) and when the 
hydrogel swells into the structure voids, then the wavelengths is not the same as in the isotropic case. 
 
 
2.2 Three-dimensional elastomeric photonic crystal fabricated by 
holographic lithography 
(This section is based upon work to be submitted for publication in Journal of Micromechanics and 
Microengineering) 
 
2.2.1. Introduction 
Holographic lithography is a photolithographic technique that can be used to fabricate large area 
defect-free 3-D polymer photonic crystals. [74] It involves concurrently exposing a photoresist material to 
multiple coherent laser beams to generate a periodic interference pattern in the material which can 
subsequently be processed to yield a 3-D structured solid. These periodic dielectric structures are directly 
used as photonic crystals or as templates for a diverse set of materials. Three review papers discuss in 
detail the fundamental physics and chemistry involved in the theory and practice of fabricating 
holographic lithography based photonic structures. [79,118,119] This technique is used by many groups 
to fabricate 3-D photonic crystals. [120--122] Chen et al., [105] for example, fabricate a high reflectance 
polymer (SU-8) based photonic crystal with an FCC-like symmetry. Computational techniques using 
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genetic algorithms have been developed to obtain beam parameters for fabrication of optically interesting 
structures, including a high bandgap 3-D rod connected diamond structure. [123] 
SU-8 is the most commonly used photoresist in lithography due to its excellent properties as a 
negative resist material. The advantages of SU-8 include its dissolution in a variety of organic solvents, its 
low absorption of UV radiation, its ability to support high aspect ratio features, and its excellent 
mechanical properties. [124]  It is also nonconductive and useful as a dielectric material. However, due to 
extraction of uncrosslinked SU-8 oligomers during development and drying even from the photoexposed 
regions, the material undergoes significant shrinkage that can induce structural distortion. [125] Meisel et 
al. [75] compensate for this shrinkage by introducing adjustments to the angles between different pairs of 
beams. They however note that since the photoresist shrinkage is not known a priori, a trial and error 
technique must be adopted. Zhu et al. [104] use an affine scaling factor by which the structure is scaled in 
the shrinkage direction. Yet no prior work has been done to verify the assumption of affine scaling to 
model the shrinkage of the photoresist. Rumpf et al. [126] conduct comprehensive electromagnetic 
simulations of light transmission through perfectly periodic photonic crystals fabricated by holographic 
lithography. In that work, the authors use finite-difference time-domain (FDTD) a popular method for 
conducting electromagnetic analysis on a complicated geometry. [127] Krishnan and Johnson [91] 
identify shifts and changes in the transmittance spectra and  bandstructure of 2-D photonic crystals made 
of square array of circular holes in an elastomer matrix material and correlate those to changes in 
localization of light within the structure upon deformation induced pattern transformation (from circular 
holes to alternately oriented ellipses). In hydrogel based photonic crystals structure fabricated in Lee et al. 
[58,103] we showed that this structure undergoes geometrically nonlinear pattern transformations due to 
constrained swelling. However the effect of these pattern transformations on the optical properties is still 
unknown. The objective of the present work is to develop a finite element analysis (FEA) model capable 
of predicting the nonuniform deformation of a photonic crystal such as that fabricated by Chen et al. [105] 
and to couple the mechanics result to a rigorous optical transmittance analysis on the deformed structure 
using computational electromagnetics methods. 
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2.2.2 Fabrication and shrinkage issues in holographic lithography of SU-8 
photonic crystals 
A brief description of the fabrication of photonic crystals via holographic lithography is provided 
in this section. The setup of the beams, their intensity, frequency and their angle of incidence on the 
photoresist material determine the resulting structure. Modifying these parameters enables the fabrication 
of a wide variety of crystal motifs. 
 A plane wave of incident radiation is specified by 
)( ntrki
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 
where n is the index of a beam, k 
is the wave vector, ω is the frequency and φn is the phase of that beam. The intensity from a set of m 
beams can be represented as a vector sum:     
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periodicity of ( )I r is given by nl kk  and the polarization of the electric fields determines the unit cell 
motif. Thus, thirteen parameters for the four beam interference structure can be changed to control the 
structure to be fabricated. A change in the phase of a beam induces a shift in the pattern and hence a 
totally new unit cell. Setting the desired symmetry operators for a particular crystallographic space group 
gives a target equation which is then compared with the generalized intensity equation from which the 
parameters are obtained. The physical configuration shown in Fig. 2.8a is the most experimentally 
convenient configuration. In this setup, three linearly polarized beams in an equiangular conical 
arrangement and a circularly polarized beam along the axis of the cone are used to create a periodic 
interference pattern in the polymer photoresist. 
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Figure 2.8. (a) Four beam ‘umbrella’ configuration in holographic lithography for fabricating 3-D photonic crystals in SU-8 
photoresist material. The gray box in (a) is shown in an expanded view in (b), indicating the intensity distribution patterned in the 
resist by the laser beams for a photonic crystal structure with material volume fraction of 39%. The numbers on the axes denote 
the voxel (volume element) count along that direction. 
 
Using a beam configuration like that shown in Fig. 2.8a, Chen et al.  [105] create an interference 
pattern in SU-8 monomer photoresist with 0.3 wt% of a photoinitiator benzenecyclopentadienyliron (II) 
hexaflourophosphate. In the subsequent post-exposure bake step, the cross link density of the polymer in 
the patterned regions of the resist increases due to cationic polymerization at 85ºC (glass transition is 
>200ºC). The development process removes the regions that are underexposed or unexposed and retains 
those that are exposed. The interface between the exposed and unexposed regions constitutes the surfaces 
of the photonic crystal as shown in Fig. 2.8b. Figs. 2.9a and 2.9b show the SEM images of the structure 
from the Z-view and Y-view.  
a 
a 
b 
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Figure 2.9. SEM fabricated photonic crystal after the processing stage (a) Z-view (b) Y-view showing the structure attached to 
substrate at the bottom and crust-like rounded-off SU-8 material at the top. 
 
The development and drying process causes significant shrinkage in the remaining structure 
which can lead to large nonuniform deformation, and as we describe below, possibly even changes in the 
shape and orientation of the basis of the structure. Shrinkage occurs in all stages of fabrication including 
soft bake of the spun resist, exposure to UV/laser, post exposure bake, and resist development. [125] The 
solvent concentration in the SU-8 material retained within the material system after the soft exposure 
bake is critical to the amounts of shrinkage seen in the developed SU-8 structure. With short baking times 
or low temperatures, solvent content is typically higher and causes mechanical stability issues and lower 
crosslink density contrast between exposed and unexposed regions. Moreover due to loss of SU-8 
oligomers in the development process, there is a substantial increase in free volume inside the structure. 
This causes the remaining material in the structure to collapse and fill the free volume during the drying 
step. This also potentially causes anisotropy in the directional and volumetric shrinkage.  
Due to the complex chemo-mechanical nature of the shrinkage occurring during the fabrication of 
the photonic crystal, the final structure is different from the interference pattern and hence it is useful to 
have a 3-D representation of the final structure in order to model the optical properties. X-ray microscopy 
is a technique, commonly used in medical diagnostics, which can also be used here to obtain the structure 
of the final fabricated photonic crystal. Because the x-ray contrast of the polymer material is too low; to 
obtain high quality images, the polymer photonic crystal is uniformly coated with oxides of high atomic 
number elements via atomic layer deposition. These oxides provide a high absorption contrast between 
a 
b 
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the material and air regions. Computed tomography (CT) is subsequently used to obtain a color-coded 3-
D representation from the set of slice images and the polymer and air regions in the 3-D image are easily 
binarized into white and black respectively in AMIRA using a threshold value for the color codes. [128] 
The structure can then be exported into different geometry file formats for further analysis and modeling. 
 
2.2.3 Mechanics and optics of shrinkage deformation during lithography 
processing 
In this section we develop a model to predict the deformed configuration of the holographically 
fabricated photonic crystal for subsequent analysis and process design. The model makes it possible to 
quantitatively understand the nonuniform deformation pattern in the structure as a result of the shrinkage; 
this also eliminates the need to obtain a CT image of the experimental structure to predict the optical 
performance of novel photonic crystal designs. Moreover the bandstructures of unit-cells of the structure 
are calculated to evaluate the comparability of the deformed structure to a simplified affine scaling 
representation of the shrinkage. 
 
Shrinkage modeling and results 
A geometric model for the undeformed configuration of the photonic crystal is obtained from the 
intensity distribution shown in Fig. 2.8b. The intensity distribution from the lithography beam 
arrangement is discretized at 3-D points (nodes). The regions that are washed away constitute the air 
domain in the photonic crystal structure and are not considered in the mechanics analysis. The remaining 
structure is a superporous network of bulk-like material (‘spot’ regions) interconnected by relatively thin 
ligament-like regions (‘vein’ regions), with material volume fraction of 0.39, the same observed in 
experiments. Second order tetrahedral elements are formed with the nodes using the meshing software 
TetGen. [129] The software gives the sets of elements and the nodal connectivity; the CAD representation 
of the meshed structure is shown in Fig. 2.10a1. The SU-8 material is an elastomer whose mechanical and 
thermal properties change significantly with processing conditions. [124] It undergoes large strain elastic 
deformation and its elastic modulus increases from 0.7GPa to 2.4GPa after the post exposure bake step at 
a UV dose of ~1 J/cm
2
.  
The shrinkage is modeled in two stages. In the first stage no loss of material or fluid is assumed to 
take place and hence that part of shrinkage occurs only due to nonuniform deformation. Neither 
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thermomechanical effects occurring in the post-exposure bake nor volumetric shrinkage due to outflow of 
solvent in the soft bake step are considered here. SU-8 is modeled using a neo-Hookean Hyperfoam [90] 
formulation for the continuum treatment of the elastomer incorporating compressibility. The strain energy 
density for this formulation is given by        
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in terms of the principal stretches λj, for  j=1, 2, 3 where N=1,   is the shear modulus and J is the 
volume change ratio, α=2 and 



21
 . Due to nonuniform distribution of the polymer cross link 
density in the resist after the multiple-beam exposure, the Young’s modulus of the material is taken as 
1.0GPa and 2.4GPa for the underexposed and fully exposed regions, respectively, with the modulus value 
linearly interpolated in the intermediately exposed regions as a function of the nodal exposure intensity. 
[124] These values are observed for a sample with post exposure bake and hard bake durations of 30 
minutes and 5 minutes respectively. It is observed in experiments that the structure shrinks only along the 
Z axis as shown by the solid arrow in Fig. 2.10a1. Essentially, the shrinkage in this first stage can be 
modeled as a compressive strain of ~10% of the structure length in the Z direction. The structure is 
periodic at the side faces of the structure in X and Y directions and hence nodal displacement out of plane 
is constrained. Since it is also attached to a substrate at the bottom face, the displacement out of plane is 
constrained on this face as well. As a result there is no deformation out of plane on those faces. It is 
expected that the nonuniform buckling deformation within the structure takes place in this stage; however 
no-contact conditions are specified in the interior of the structure to prevent interpenetration of material 
due to the extremely complex nature of implementation required for that boundary nonlinearity. The 
deformed structure represents only a fraction of the total shrinkage of the photonic crystal material system 
and is shown in Fig. 2.10a2.  
In the second stage the effect of material ‘collapse’ due to creation of free volume in the structure 
due to fluid outflow is modeled as a uniform coordinate scaling. That is, the simulated deformed structure 
is uniformly scaled with an affine scaling factor in the Z-direction to equal the final shrunk dimensions of 
the structure as observed in experiments.  
To calculate the optical bandstructure of the photonic crystal in the undeformed and deformed 
configurations, a unit cell approach is taken to reduce the size of the computational problem by using the 
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Floquet theory for periodic structures. The unit cell used in this work is shown in Fig. 2.10b1. The 
material properties, loads and boundary conditions to simulate the deformation of the unit cell are the 
same used to model the complete structure. The deformation analysis comprising the first stage of 
shrinkage (accounting for ~37% of whole shrinkage) yields the structure shown in Fig. 2.10b2.  
 
   
                  a          b 
Figure 2.10. (a.1) Boundary and loading conditions to model shrinkage along the Z-direction (a.2) Deformed structure of the 
shrinkage simulation of the structure (accounting for 37% of the total deformation). Spot and vein regions are denoted by the 
bulky and interconnecting ligament-like domains in the structure. The pattern of rotations in-plane in X-Z, Z-Y and X-Y do not 
seem to have any correlation except that within each planes the pattern comprises of alternating anticlockwise and clockwise 
rotations of the spot regions (b.1) Unit cell model used to obtain bandstructure for the photonic crystal (b.2) Deformed unit cell 
after compressive loading in Z direction.  
 
Beam network representation of the deformation 
 A representation of the structure by an idealized network model with joint nodes and beam 
components representing the spot and vein regions, respectively, is used to understand the modes of 
deformation. A linear perturbation finite element modal analysis of the beam network model is carried out 
2 
1 
1 
2 
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for compressive loading in the negative Z direction. The side walls in the X and Y directions are 
constrained to prevent motion out of plane. The beams are meshed using B32 elements and a linear elastic 
Young’s Modulus. The *BUCKLE keyword used with the LANCZOS solver in the ABAQUS FEA 
software [90] gives the different modes of buckling. This analysis is similar to a natural frequency 
extraction mode-shape analysis of a structure, but with full accounting for the possibility of buckling.  
The first non-localized global buckling mode is shown in Fig. 2.11a with a zoomed version of the 
beam network buckling. It can be seen that the mode is non-local, meaning the clockwise and 
anticlockwise rotations occur in alternating patterns uniformly. Other global eigenmodes have similar 
buckling characteristics under compressive loads and hence are not reproduced here.  
A sketch showing the pattern transformation in X-Z plane is shown in Fig. 2.11b. Here, the 
rotations of the spot regions in X-Z plane alternate in clockwise-anticlockwise manner as shown by the 
green and red arrows respectively.  
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Figure 2.11 (a) A zoomed in representation of the beam network model under compressive strain in negative Z direction which 
shows the global nature of the buckling mode from the eigenvalue analysis. Here the rotation of the beam elements is highlighted. 
Red color denotes anticlockwise rotation of the beam and blue denotes a clockwise rotation of the beam. (b) This 3-D sketch has 
the same crystal symmetry as the figure shown in Fig. 2.10a with the circles denoting the spot regions and the beams denoting the 
interconnecting vein regions. The 3-D representation also shows rotation of the alternating rotations of the spot regions and as a 
result the pattern of alternating buckling of the beams.  
 
a 
b 
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Red- Anticlockwise rotation 
Blue – Clockwise rotation 
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Reflectance analysis modeling and results 
The finite element domain for the mechanics model consists of only the polymer material, but to 
obtain the optical properties of the deformed photonic crystal using electromagnetics methods, both the 
polymer and the air domains need to be considered. To discretize the air region of the structure with 
nodes and elements, the deformed structure from the mechanics analysis is imported into AMIRA 
software [128] as a VRML file and the black (SU-8 material) and white (air) regions of a slice scan of the 
structure are binarized and allocated in separate domains. The reflectance characteristics of the final 
configuration of the holographic structure are then obtained by a transfer matrix method (TMM) using 
effective medium theory [130] in which the 3-D structure is approximated as a stack of thin layers with an 
effective refractive index for each layer. The effective refractive index (
22
ameff nnn  where mn  and 
an are refractive index of material and air respectively) of the simulated deformed structure is compared 
with that of the nano-xCT in Fig. 2.12a. For each layer along the Z direction, the effective index profile of 
the layers is calculated with the refractive indices of polymer and air as mn =1.57 and an =1 respectively. 
There are approximately 14 crests indicating the periodicity in the Z direction.  The effective index 
distribution in the lower layers of the simulated structure does not compare well with the nano-xCT data 
because the processing induced edge effects on the polymer material during the shrinkage are not 
incorporated into the model. To quantify the correspondence of the simulated structure with the nano-xCT 
data a fitness test is designed in which the voxels in each layer of both structures are compared. If the 
voxels are of the same type, i.e. air or polymer, then the fitness value increases. The fitness obtained by 
this method between the CT and simulated shrunk structure is 77 %. The fitness between the CT and fully 
affinely scaled representation is only 66%, indicating that the simulated structure obtained in section 2.2.3 
is a better representation of the experimental structure. The volume fraction of polymer material in both 
simulated and experimental structures is 0.39. The reflectance spectra for the simulated deformed 
structure compared with that for the nano-xCT scan of the experimental structure and the actual 
experimental structure itself are shown in Fig. 2.12b. The reflectance spectrum for the simulated structure 
agrees reasonably well with those from the experiment and computed from the CT image of the structure 
for the primary peak at ~1250nm. The small drop in the peak for the simulated structure is because the 
mechanics model does not incorporate the effect of the rounded crust-like layer at the top of the 
experimental structure, shown in Fig. 2.12a. There is also a two-peak profile at the lower wavelengths 
(high-energy) of ~550-650nm in the reflectance from experimental result. The TMM calculations for both 
the nano-xCT and simulated structure show a single peak instead; this could be because the TMM method 
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treats the structure as a stratified media and considers only the effective dielectric properties transverse to 
the Z axis (direction of shrinkage), and not the actual 3-D deformed structure. [45] 
 
  
Figure 2.12. (a) Effective refractive index in XY plane cut-sections along the shrinkage direction of photonic crystal with 
npolymer=1.57 (b) Reflectance spectra via TMM method for structures from nano xCT representation, mechanics simulation and 
experiment. The primary peak at ~1300nm for the model agrees with the experimental result and the position of the secondary 
peak also matches.  
 
Bandstructure calculation of unit cell of photonic crystal 
The photonic bandstructures of the 3-D unit cells shown in Figs. 2.10b1 and 2.10b2 are calculated 
using finite element analysis. [117,131] Fig. 2.13 shows the comparison of the bandstructures for the 
deformed unit cell (from simulation) and the full affine-scaled representation of the shrinkage. Compared 
to the bandstructure for the undeformed unit cell, for the full affine-scaling representation the width of the 
X-point gap at ω*=1.75 increases, and at ω*=2.5 it reduces. Similarly, the gap at the M-point at ω*=2.0 is 
also reduced due to the affine scaling. This is qualitatively different from how the bandstructures actually 
change in the deformed case. Instead the X-point gap at ω*=2.0 is not closed, and an M-point gap at 
ω*=2.2 is created which did not exist in the bandstructures for undeformed and affine-scaled geometries. 
 
 
 
a b 
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Figure 2.13. Bandstructures of the deformed photonic crystal based on a 3D mechanics simulation and a fully-affine scaled 
representation. The deformed structure shows a new M-point band gap at ω*=2.2 which does not exist for affine scaled 
representation. The inset figure shows the bandstructure of the photonic crystal prior to shrinkage. 
 
2.2.4 Discussion 
The boundary constraints on the structure cause local buckling of the vein regions and rotation of 
the spot regions. The mechanics based deformed structure and the cross-section of the shrunk structure 
from nano-xCT data, in Fig. 2.14, both clearly show the buckling due to rotation and bending of the spot 
and vein regions respectively. In this X-Z cross-sectional view it is seen that the spot regions rotate in a 
clockwise and anticlockwise fashion. The beam network eigenvalue analysis also shows the same 
buckling behavior for a critical compressive load. Similar buckling behavior in 2-D photonic crystals [91] 
was shown to predominantly affect the high energy peak in the reflectance spectrum due to changes in 
localization of light energy inside the structure. Moreover interesting pattern transformations from face-
centered-cubic (FCC) to L11 were observed in a 3-D inverse FCC photonic crystal made of hydrogel 
material due to finite rotations of the spot regions and bending of the interconnecting vein regions. [103]  
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The TMM method used to obtain the reflectance spectra in Fig. 2.12b takes into account only the 
effective refractive indices of the layers of a structure and not the full 3-D dielectric distribution. However 
photonic bandstructures calculated on unit cells of the undeformed and deformed structures using 
rigorous FEM models show noticeable changes in the profile due to the effect of the actual deformation 
compared to a structure that is scaled affinely. A new M-point bandgap at ω*=2.2, as seen in Fig. 2.13, 
demonstrates a significant change in optical properties for illumination in the [111] direction of the 
photonic crystal. Thus in order to accurately predict the optical properties after shrinkage, being able to 
include the deformation instead of a fully affine-scaled representation becomes necessary. 
 
 
 
Figure 2.14. X-Z Cross section views of undeformed initial structure, structures from mechanics based deformation simulation, 
from nano xCT data and SEM image of the actual processed (black is air, white is SU-8 material). The green and red arrows 
show the alternate clockwise and anticlockwise rotation of the spot regions about the Y axis in the deformed and experimental 
sample indicating the nature of the deformation due to processing induced shrinkage.  
Initial 
Deformed-
Simulation 
Nano-xCT SEM 
Z 
X 
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Chapter 3 
Optical properties of pattern transformed 2D 
elastomer photonic crystals  
(This Chapter is based upon work published by Krishnan and Johnson, JMPS, 2009) [91] 
 
3.1 Introduction 
Two dimensional photonic crystals were studied after the successful fabrication of one such 
structure in the optical near-infrared range by Krauss and coworkers. [132] Theoretical and numerical 
developments in characterizing such two dimensional periodic structures include a method for calculating 
band structures of two-dimensional structures, [3] band gap calculations below infrared wavelengths in 
two-dimensional structures, [133] and the study of two dimensional photonic slabs, [50] etc. 
Experimental fabrication and analysis of photonic crystal slabs are conducted in Dulkieth and coworkers 
[134] and Foteinopoulou et al. [135] Two dimensional photonic crystals with tunable properties have also 
been developed. Permittivity or permeability tuning, [136] strain tunability, [137,138] and tunability by 
infiltrated liquid crystals [139] are some different techniques of developing tunable two dimensional 
photonic structures.  
Soft material photonic crystals are also being used to develop tunable sensing devices. Strain 
based sensing devices using such polymer based photonic crystals are developed in Arsenault et al. [57] A 
pH based tunable three dimensional sensor is developed using hydrogel materials by Lee et al. [58] The 
prospects for new applications using such strain or deformation based sensors require understanding of 
the complicated deformation behaviors in such two and three dimensional photonic crystals. By 
comparison, the mechanical properties of cellular structures have been studied earlier [100] for the 
purposes of developing light weight foams and lattices. However, for soft material photonic crystal 
structures it becomes imperative to understand the coupling of the optical properties to the mechanics of 
structural deformation, and to understand changes in mechanical and birefringence properties of the soft 
material [87] under large deformation. Towards this objective, it was recently noted that interesting 
bifurcations and pattern transformations occur in typical two dimensional periodic structures fabricated 
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using elastomers under compressive deformation modes. [101]  It should be noted that different 
fabrication techniques such as replica molding [67] and laser based interference lithography, [65] for 
example, are used to fabricate such elastomer based periodic structures; the details of the fabrication 
methods may influence the mechanical and optical properties as well.  
Mullin et al. [92] demonstrate using finite element analysis that an elastomeric periodic structure 
under large compressive strain shows interesting symmetry breaking deformation patterns. Such pattern 
transformations are also observed in three dimensional hydrogel based inverse opal photonic sensors [59]. 
This behavior is attributed to elastic instabilities in the interconnecting ligaments of the microstructure 
and is completely reversible. Subsequently the effect of compressive strains on such structures by 
conducting phononic band structure calculations has been studied. [102] The authors calculate the 
changes in phononic band gaps (i.e. frequencies at which no elastic waves can propagate through the 
structure) and also changes in gap widths due to the deformation induced pattern transformations.  
In this work we study the effect of such pattern transformations on the optical characteristics of 
photonic crystals consisting of square lattices of circular holes in an elastomer matrix. We first analyze 
the deformation of the material, and then compute optical properties for the deformed structure; we do not 
consider the effect of incident light on the mechanical behavior, which would be negligibly small for the 
material we consider.  Our final objective is to develop an understanding from the analysis of such pattern 
transformations in 2D structures that may be applied to study the functional effects of transformations in 
more complicated three dimensional structures detailed in subsequent chapters. 
 
3.2 Model development 
3.2.1 Model to simulate large deformation in SU-8 based two dimensional 
photonic crystal 
In this section nonlinear elastic models to study pattern transformations in two dimensional 
photonic crystals made of SU-8 elastomer are developed. Two model structures are analyzed: one, a 
complete non-repeating structure consisting of a 9x9 array of circular holes of radius r spaced 
periodically, with lattice constant a0 in both Cartesian directions shown schematically in Fig. 3.1a; and the 
other, a 2x2 array of the same circular hole geometry shown in Fig. 3.1b, but with periodic boundary 
conditions to eliminate boundary effects associated with the finite 9x9 domain. The deformation of the 
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first model structure (the complete photonic crystal) is subsequently analyzed by comparative real space 
optical transmittance calculations through the undeformed and deformed structures. The pattern 
transformations in the second model structure (the periodic unit cell case) are studied by performing 
comparative photonic band structure calculations between the undeformed and deformed structures.  
The structures have a hole radius to lattice constant ratio of r/a0 =0.44. The structural material 
SU-8 is characterized by nonlinear finite elastic behavior as observed from the tensile experiments in 
Feng et al. [124] The behavior of such materials, displaying finite elastic behavior and near 
incompressibility is typically described using hyperelastic material models. The Neo-Hookean 
hyperelastic model is used here because it is appropriate for moderate strains before locking stretches are 
reached by the straining material. [88] The Neo-Hookean model is also useful for calculating the stresses 
because the Gaussian approximation for the statistical mechanical model of the photoelastic properties, as 
will be discussed later, uses the same Neo-Hookean formulation. [87] The strain energy density in this 
formulation is given by 
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and J is the volume change ratio. We take the Young’s modulus of SU-8 to be 2.4GPa as obtained for a 
sample with post exposure bake and hard bake durations of 30 minutes and 5 minutes respectively. [124] 
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Fig. 3.1a shows the boundary conditions for the simulation in the 9x9 array case. The bottom, left 
and top face nodes are constrained along the direction normal to the faces. The nodes on the right side 
face are given a displacement boundary condition to simulate compression (shown by the direction of the 
arrow). The structure is deformed quasistatically to a uniaxial macroscopic compression value of 20%. 
The mesh consists of CPE6H [90] six node plane strain elements with hybrid formulation to be used for 
near incompressible materials.  
Fig. 3.1b shows the unit cell model with 4 holes in a square array and the same r/a0=0.44, created 
for the purposes of studying the pattern transformation and obtaining its photonic band structure upon 
deformation. The diameters of the bottom left and top right circles are perturbed by an increase of ~5% to 
induce some possibility of symmetry breaking. Without such artificial disorder no bifurcation mode is 
observed in the unit cell model. The opposing edges are constrained to undergo periodic deformation. A 
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macroscopic uniaxial compressive strain is applied on the right boundary as shown schematically in Fig. 
3.1b. 
 
a              b 
 
Figure 3.1. (a) 9x9 array of circular holes in a square lattice with r/a=0.44 and strain ε =0. (b) Unit cell model with a 2x2 array of 
circular holes in a square lattice with r/a=0.44. 
 
3.2.2 Model for optical transmittance through a 9x9 square array of holes 
in SU-8 
A real space finite element model is developed to obtain the transmittance of a plane wave of 
light propagating through the initial undeformed and deformed photonic crystal structures obtained from 
the nonlinear elasticity analysis described in the preceding section. For the two dimensional analysis 
carried out here, the polarization of the electromagnetic wave can be decoupled and studied separately as 
TE and TM polarizations (Transverse Electric and Transverse Magnetic respectively). In the TE 
polarization configuration the magnetic field is a scalar and is normal to the two dimensional plane while 
the electric field is a vector and is in the transverse (in-plane) direction. Conversely, for the TM 
polarization the electric field and magnetic fields switch orientation relative to the TE case. Maxwell’s 
equations for these two cases are given by:  
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Fig. 3.2 shows the boundary conditions for the finite element analysis of Maxwell’s equations in 
the TM polarization. For the alternative TE polarization, a perfect electric conductor boundary condition 
is specified on the top and bottom edges, the incident H field is specified on the left edge, and the 
transmitted output power is calculated on the right edge.  The domains are meshed with unstructured 
Lagrangian second order triangular elements. The domain is meshed with elements with sizes constrained 
by a maximum value of a0/8. The refractive index of the SU-8 domain is taken as 1.57 and that of the air 
region is taken as 1.  
 
Figure 3.2. Boundary conditions for the TM polarization case. The shaded region shows the SU-8 material with refractive index 
1.57; the white regions are air. The plane wave of light is incident on the left edge along the x-direction and the transmitted 
power is calculated by integrating the Poynting vector over the right edge. The top and bottom edges are assigned perfect 
magnetic conducting boundary conditions. 
 
Given these boundary conditions, the electric or magnetic distribution is calculated using finite 
element analysis for different frequencies in the visible region of the electromagnetic spectrum. Then the 
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output power (integral of the Poynting vector 
edge
T E Hd

    at the surface through which light exits) 
normalized by the input power gives the transmittance. 
 
3.2.3 Model for TE, TM polarization band structures for the unit cell  
To obtain a complete picture of the differences in optical properties of the undeformed and 
deformed structures (obtained from the mechanics analysis described in Section 3.1 and Fig. 3.1b); 
photonic band structures are computed for both undeformed and deformed unit cells for both the TE and 
TM polarizations. The following formulation is used to pose the eigenvalue problems. [140]  
TE Polarization: 
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The solution  should take a Bloch form given by ( )ie u  k x x where k is the wave vector, x is 
the position vector of a point in the domain and u(x) is a scalar known as the Bloch portion of the wave 
function. Substituting the Bloch wave function into the two equations above gives the following 
eigenvalue problems: 
TE Polarization: 
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                  (3.5) 
TM Polarization: ( ) ( ) ( )i i u u    k k x        (3.6) 
Finite element analysis is used to solve these eigenvalue problems numerically. The unit cell 
domain shown in Fig. 3.1b is meshed using second order triangular elements. The interior boundary 
interfaces between the air and material regions are given natural homogeneous Neumann boundary 
condition. Periodic boundary conditions on the unit cell for the bandstructure are specified to ensure that 
the solution u(x) takes the same value on opposing edges of the square boundary. The wave vector k takes 
the values along high symmetry directions in the irreducible Brillouin zone for the unit cell as shown in 
Fig. 3.3, i.e. 1 2k k 1 2k b b  where k1, k2 are coefficients and b1 and b2 are the reciprocal space lattice 
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vectors given by 
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in real space. [46] 
 
 
Figure 3.3. Brillouin zone for unit cell for which band structures for TE and TM polarizations are calculated 
 
A direct solver is used to solve the linear equations obtained from the eigenvalue problem for 
different k points by a standard Krylov subspace technique for the eigenvalue  and eigenvector u(x). 
[117] The band structure consists of a plot of the normalized frequency
c
a
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
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2
0*   (calculated from ) 
vs. k. 
 
3.3 Computational Results 
3.3.1 Results from the deformation analysis 
The deformed geometries at 10% and 20% global compressive strains are shown in Figs. 3.4a and 
3.4b respectively. It can be seen that these patterns closely resemble those obtained in previous work.  
[65,67,102]  The elastic bending of the interconnect ligaments ‘rotates’ alternate holes and deforms them 
into orthogonal ellipses. The deformed structure is then equivalent to two periodic lattices of ellipses, 
with orthogonal orientations and twice the lattice constant, superimposed and shifted with respect to one 
another. The unstructured mesh of the 9x9 domain automatically seeds the instabilities that trigger the 
formation of such a pattern. No geometric imperfections are deliberately incorporated.  
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Analogous patterns with alternating features rotated by some fixed angle with respect to their 
neighbors have also been observed in the three dimensional structures. [103]  
The deformation simulation carried out on the periodic unit cell system features a similar pattern 
transformation but is limited by the onset of ill-conditioned elements at large strains; this problem can be 
overcome by remeshing the deformed structure at an intermediate stage before continuing the analysis. 
The deformed unit cell shape at ε=0.09 is shown in Fig. 3.4c. 
 
3.3.2 Results from calculation of optical transmittance  
Figs. 3.5a and 3.5b show the transmittance for both TE and TM polarizations for plane wave 
incidence in the (1,0) direction as a function of the normalized frequency 
*  ( 0 0
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 
 ), where a0 is 
the lattice constant of the undeformed structure.  
 
  a      b          c 
 
 
 
 
 
 
 
Figure 3.4. (a) Deformed structure at strain ε =0.10 (the Brillouin zone is shown in the real space of the structure) (b) Deformed 
structure at ε=0.20 (c) Unit cell deformed to macroscopic strain of ε=0.09 
 
For both polarizations, the first transmittance valley reduces (i.e. reflectance increases) and shifts 
to higher frequencies with deformation. The valley is initially at 
* =0.4 and shifts to approximately 
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* =0.5. For strain ε =0.10, the second transmittance valley seen in the undeformed case for both 
polarizations undergoes mode decoupling. For ε =0.20, a large dip in transmission with a wider half-width 
occurs at approximately 
* =1 for both polarizations. The change in the transmission spectrum for ε 
=0.20 is much more significant than for ε =0.10 for the TE polarization even though the fundamental 
pattern transformation has occurred substantially by ε =0.10. Field intensities for the time averaged total 
energy density are presented in Figs. 3.6, 3.7 and 3.8, 3.9 for both the initial and deformed structures (for 
the ε=0.10 case only, after the onset of the symmetry-breaking deformation) in the TE and TM 
polarizations respectively.  
The field patterns are classified as being vein mode, spot mode or mixed mode based on the 
location of the highest energy density. Fig. 3.10 shows these cases schematically using some simple 
examples of possible mode shapes.  Fig. 3.6a, for example, shows a vein mode in the TE polarization at 
* =0.4120. The second transmittance valley in the TE polarization, at * =0.8040 (Fig. 3.6b), which has 
a lower reflectance value, is a spot mode; the third field plot for the TE case (Fig. 3.6c) is again a vein 
mode, which dominates the spot mode with higher reflectance value. Upon deformation, the first 
transmittance valley is also a vein mode as shown in Fig. 3.7a. At 
* =0.7385 the valley with the highest 
reflectance value is a mixed mode (Fig. 3.7b). A spot mode and a vein mode also appear near that 
frequency but with lower reflectance values. In summary, for the TE polarization (for undeformed 
structure), at approximately 
* =0.8, the vein mode dominates. But due to the symmetry-breaking 
deformation the reflectances come to be dominated by the spot mode and the mixed mode that originate 
from the undeformed vein mode; this is better explained upon examination of the band structure mode 
plots. It can be attributed to the observation that, upon deformation, the veins regions become staggered 
and thus lose registry with respect to an x-directed plane wave, whereas the spots undergo only finite 
rotation, with their centers not translating relative to the surrounding air holes. The staggering of the veins 
causes the reflectance values at approximately 
* =0.8 to drop upon the symmetry-breaking deformation; 
thus the wave energy is localized in the spot regions. For the TM polarization, it can be seen that the field 
pattern for the first transmittance valley does not change significantly. The mixed mode at approximately 
* =0.8 shown in Fig. 3.8b decouples into a spot mode as in Fig. 3.9b and vein modes as in Figs. 3.9c and 
3.9d.  
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a b  
Figure 3.5. (1, 0) direction transmission characteristics of the 9x9 square array in (a) TE & (b) TM polarizations and the effect of 
deformation 
 
 
Figure 3.6. TE Polarization time averaged total energy density field plot at transmission valleys for the undeformed structure; 
Frequency 
* : (a) 0.4120 (b) 0.8040 (c) 0.8670 
 
a b c 
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Figure 3.7. TE Polarization time averaged total energy density field plot at transmission valleys for the deformed structure 
(strain=0.10); Frequency 
* : (a) 0.4412 (b) 0.7385 (c) 0.7913 (d) 0.8449 
 
 
 
Figure 3.8. TM Polarization time averaged total energy density field plot at transmission valleys for the undeformed structure; 
Frequency 
* : (a) 0.3188 (b) 0.7669 (c) 0.997 
 
a b c d 
a b c 
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Figure 3.9. TM Polarization time averaged total energy density field plot at transmission valleys for the deformed structure 
(strain=0.10); Frequency 
* : (a) 0.4225 (b) 0.7173 (c) 0.7976 (d) 0.8378 
 
 
  a         b     c 
Figure 3.10. Mode classification: (a) Vein mode (b) Spot mode (c) Mixed mode 
 
3.3.3 Results from band structure calculations 
The band structures for the undeformed unit cell and the deformed unit cell (at strain ε=0.09) for 
both the TE and TM polarizations are shown in Fig. 3.11a and 3.11b respectively. The symmetry breaking 
deformation causes the bands to decouple in the Γ and M high symmetry points of the Brillouin zone. 
Since the dielectric contrast is small, there are no complete band gaps. More information can be obtained 
a b c d 
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by plotting the time averaged field distributions (mode profiles) in the decoupled bands. Since the 
transmittance calculations are carried out with a plane wave incident along the horizontal x-direction, the 
field plots from the real space calculation can be better understood by considering the field plots from the 
band structure calculations at the X-point in the Brillouin zone. This reciprocal lattice vector corresponds 
to fields alternating along the kx direction, which offers a model for plane wave propagation along that 
direction.  
The total energy density patterns for the X-point TE modes for the first eight bands, all below 
* =1.5, are plotted in Fig. 3.12 respectively. Degenerate modes are plotted as separate field plots but 
they are identified with the same frequency value. Frequencies for all X point modes in the initial and 
deformed structures are provided in Table 1. 
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Figure 3.11. Band Structures (a) TE Polarization (b) TM Polarization (solid lines – undeformed unit cell Fig. 3.1b; dashed lines – 
deformed unit cell Fig. 3.4c) 
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Fig. 3.12a shows that the lowest modes in the TE polarization are vein modes.  Modes 3 and 4 
however, are of partially mixed character, with some energy density in the spot regions, and at higher 
frequencies the modes become predominantly spot modes. This observation is consistent with the 
transmittance results, in which the first transmittance valley is coincident with a vein mode and the 
dominant mode at approximately 
* =0.8 is also a vein mode. However, at higher frequencies, spot 
modes also appear in the real space transmittance calculations, but with lower reflectance values (e.g. the 
spot mode in Fig. 3.6b). The field plots in Fig. 3.12b for the deformed structure show that the lowest 
frequency mode is a vein mode (Mode 1, 2). Modes 3, 4 and 5, 6 have some energy density in the air 
region, because in the TE polarization, the electric field, a vector quantity with in-plane components, must 
be continuous and so it traverses the air regions to maintain continuity between veins. This is not apparent 
in the undeformed case, because the veins are further apart due to the circular air regions. Upon 
deformation, the veins bend and the spots around each air hole rotate and shift together which also causes 
electric field localization in the air regions. This explains the appearance of a mixed mode in Fig. 3.7b 
and in modes 3, 4 and 5, 6 in Fig. 3.12b.  
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Figure 3.12. Band structure mode plots at the X-point for the TE polarization (a) X- point TE Modes in the undeformed structure 
(time averaged total energy density plots) (b) X- point TE Modes in the deformed structure (time averaged total energy density) 
 
Mode strain=0 strain=0.09 strain=0 strain=0.09 
1 0.4130 0.4521 0.3964 0.4334 
2 0.4130 0.4521 0.3964 0.4335 
3 0.8734 0.9030 0.8115 0.8295 
4 0.8734 0.9031 0.8115 0.8295 
5 0.9902 0.9910 0.9592 0.9717 
6 0.9902 0.9910 0.9592 0.9718 
7 1.2441 1.3445 1.1863 1.2890 
8 1.2441 1.3446 1.1863 1.2891 
 
Table 3.1. Frequencies of mode shapes in Fig. 3.12, 3.13 for undeformed and deformed case band structures in TE and TM 
polarizations 
TE TM 
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For the TM polarization case, the band structure shifts to higher frequencies for most of the 
bands. There is band decoupling at the M-point at 
* =1.25. This is likely to have implications for (1, 1) 
direction propagation of a plane wave through the structure. No real space transmittance calculations are 
carried out using the undeformed and deformed structures for the (1, 1) direction due to the complicated 
nature of the mechanical boundary conditions needed to obtain the periodic symmetry breaking pattern 
from compression. It is also noted that the mode shapes for the TM polarization do not change upon 
deformation. In the TM polarization, the electric field has only one component in the out of plane 
direction and the electric density D is not required to be continuous as in the case of the TE polarization.  
As a result, the energy may be localized in high dielectric regions of the structure without passing through 
air regions, so the deformation pattern transformation does not in any way affect field continuity. 
 
3.4 Discussion 
Upon application of an in-plane macroscopic compression the photonic crystal structure 
transforms into a pattern with alternate ellipsoidal holes, reducing the symmetry of the structure and 
fundamentally changing the transmission characteristics of the photonic crystal. Fig. 3.13 shows a 
decomposition of the deformation in the structure.  
The centers of the spot regions, located at the interstices in the undeformed square lattice, remain 
undisplaced relative to the holes even after deformation, but the spot regions undergo significant 
rotational deformation. The veins, located between near-neighbor circles in the undeformed square lattice, 
shift in alignment and become staggered due to the symmetry-breaking deformation. Figs. 3.13a and 13b 
show the contour of rotation angle and lateral extensional strain in the horizontal direction, respectively. It 
can be seen that the extensional strain in the veins is relatively insignificant, and that the macroscopic 
compression is mainly accommodated by the rotation of the spot regions.  
The real space transmittance spectrum for a plane wave of light propagating in the x-direction 
(corresponding to the X-point in the band structure) in the range of the first and second transmittance 
valleys is significantly modified by the deformation of the photonic crystal. The effect is most 
pronounced in the TE polarization case, where the transmittance at the first transmittance valley increases 
and shifts to a lower wavelength upon deformation. While vein modes dominate the response in the low 
frequency range for the undeformed structure, a mixed mode with energy localization in the air regions 
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comes to dominate the second transmittance valley upon deformation. This is because the vein regions 
become staggered as shown in Fig. 3.13c and hence lose registry with an incident plane wave.  
In the TM polarization case, the electric field has only one component, in the out-of-plane 
direction, and the dielectric contrast between the air and the material is low, so energy is localized only in 
the high dielectric regions, even upon deformation. At approximately 
* =0.75 for the undeformed case, a 
mixed mode appears, and the effect of deformation is to decouple the mixed mode, leading to split 
transmission valleys with spot and vein modes appearing separately, as seen in Figures 3.9b, 9c and 9d.  
The effect of deformation–induced change in refractive index on the optical characteristics of the 
photonic crystal is also considered. The change in refractive index is modeled using a statistical 
thermodynamics based photoelasticity formulation where the birefringence depends on the following 
constants: the chain-link density of the polymer material, the average refractive indices in the X and Y 
directions, and the polarizability of an individual chain link in the polymer microstructure. The material 
elastic properties are modeled using Gaussian approximations particularly valid for small-to-medium 
level strains. The refractive index change is predominantly determined by the molecular level chain-
stretch. Upon deformation, the strain is relatively high only in the vein regions bordering the ellipsoidal 
holes, as seen in Figure 3.13b. The change in the local refractive index observed from simulations is very 
low – in the order of less than a percent. This has little effect on the transmittance characteristics or the 
band structure in the frequency range of interest. 
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Figure 3.13. (a) Distribution of rotation angle (b) Distribution of strain in compression direction (horizontal axis) (c) Schematic 
of spot rotation and vein staggering after compressive deformation 
 
3.5 Conclusion 
This work however considers only a one-way coupling of the deformation to the optical 
properties. Moreover the material considered does not have any effect due to the incident light. The next 
chapter proposes the idea of a photonic crystal made with liquid crystal elastomers and which is sensitive 
to the incident light and infact deforms due to the optical stimulus.  
a 
a b 
c 
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Chapter 4 
Light induced pattern transformation in 2D 
liquid crystal elastomer photonic crystal 
(This chapter is based upon work submitted for publication in Physical Review E)  
 
4.1 Introduction 
Artificial soft materials are novel structures that can be made to undergo reversible deformation 
due to the effects of various external stimuli, and they have use in different applications such as MEMS 
devices, electro-active polymers, sensors etc. One such soft material is an LCE that can be functionalized 
with azobenzene, a widely used compound that photoisomerizes from a trans- to cis- configuration under 
optical irradiation, producing macroscopic strains and deformation. [141] The behavior of liquid crystal 
polymers with azobenzene side-chain moieties depends on different critical factors such as the light 
intensity incident on the material, [142] the dynamics of the alignment process of the azobenzene moieties  
[143] and the azobenzene chemistry itself. [144] Moreover the material is sensitive to the polarization of 
the incident light as observed by Harvey and Terentjev [145] in their study on nematic elastomers. It is 
also known that the direction of contraction of a sheet of  an azobenzene liquid crystal elastomer is 
parallel to the polarization of incident light, [146] which may be useful in numerous applications such as 
actuators, [147--149] artificial muscles and shape memory materials, [150,151] heterojunctions, [152] 
diffraction gratings [153] and as optically stimulated mechanical devices. [154--156]  
Finkelmann et al. [157] develop the first LCE that displays a large macroscopic contraction of 
22% due to the incident light. To predict the compressive strain, they map the optically induced change in 
the nematic order as an effective shift in the nematic-isotropic transition temperature of the system. The 
temperature-strain effect is studied to validate the use of order transition theories in the mapping process. 
[155] Detailed investigations on the coupling of liquid crystals to the main chain of the elastomer with the 
orientational behavior indicate that the properties depend on the type of the liquid crystal mesogens and 
the Young’s modulus of the elastomer. [158] There is significant understanding of the micromechanics of 
liquid crystal elastomers; the notion of soft elasticity [99] is used to represent orientation change of LC 
mesogens due to bulk deformation. Speeding up the dynamics of the isomerization process, however, is 
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difficult because of two competing effects that must be tuned with respect to the kinetics of the problem: 
higher elastic stiffness of the elastomer increases the coupling constant but slows the orientation 
dynamics, while reducing the material stiffness increases the dynamics but reduces the coupling. [159] In 
this work we develop a coupled rigorous framework based on FEA and analytical models of phase 
transition in liquid crystalline materials to design a highly tuned material system that is sensitive to 
incident light. Using this material as a basis for a photonic crystal, which undergoes a mechanical phase 
transformation at the appropriate level of macroscopic strain, we demonstrate the possibility for a unique 
structure that can be actuated spontaneously by incident light. In section 4.2 the constitutive model for the 
LCE material is presented, followed by the simulation method for the optomechanical FE analysis of the 
photonic crystal in section 4.3, and the results in section 4.4. 
 
4.2 Material Modeling  
The LCE is an optically sensitive material due to the presence of the azobenzene LC mesogens. 
The material response to light is modeled as a coupled electromagnetics-stress problem where the strain 
experienced by the material is obtained from the field distribution of incident light energy in the material. 
The kinetics of the trans-cis-trans photochemical reactions that give rise to the light-induced 
transformational strain are mapped onto a material constitutive model as follows. 
First, following, [160] the rate of population change of the trans- isomers (denoted by n) in the photonic 
crystal domain at a point (x, y) is given by  
                                     nn
η
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η
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ηnyx,tn
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where t(x,y) is the duration of exposure to light energy, η is the irradiation rate, ctη is the time required for 
cis to isomerize into trans. The relaxation time tcη for trans to isomerize into cis is taken to be sufficiently 
large that the second term in Eqn. (4.1) can be reasonably neglected. [160] With an initial condition 
  0n0y)t(x,n   the solution to (1) is  
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with 
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  . The reverse reaction when there is no irradiation, i.e. with η=0, is due to a 
thermally driven flux of cis into the trans ground state.   Assuming a fully saturated final state, where 
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The effect of the trans-cis transformation is a shift in the critical strain parameter Tni, which corresponds 
to the threshold for the isotropic-nematic transformation of the LCE, and in a first approximation is taken 
to be a linear function of the cis isomer population. This is given as  
                     yx,tnnβTnT 0
(0)
nini                       (4.4) 
where β a dimensionless constant.  The shift in Tni is defined as the strain parameter difference  yx,δT j  
given by 
                      (0)nini
j TnTyx,δT           (4.5) 
where j=a or b when using n(t(x, y)) from Eqns. (4.2) or (4.3), the forward and reverse population 
equations, respectively.   
In an application such as a photonic crystal where the LCE is used as the matrix material, the distribution 
of light energy within the material is highly nonuniform. As a result, the effective duration of exposure 
t(x,y), which we refer to as local time, is less than or equal to the total or global time t’ that light is 
incident on the structure.  The global and local times are the same only if the material experiences 
uniform illumination. 
With i=1,2,…, tfinal indexing discrete time steps up to the total time tfinal of illumination, globally, the 
transformational strain at local time  yx,ti  is given by 
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where α is the strain coefficient, ξ is a curve fitting parameter and  
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Heaviside function that compares the local time t(x,y) to the parameter tc , which is the local time at which 
a designated steady state value of trans- population isomerizes into cis- configuration; this value is taken 
to be, for example, 80% or greater. The functional form of the transformational strain in Eqn. (4.6) is 
analogous to that of thermal strain which is given by ΔθκεTH  where κ is the coefficient of thermal 
expansion (corresponding to α) and Δθ is the change in temperature (corresponding to the expression in 
the square brackets which is the difference between the strain parameter in the present and previous time 
increments). The Heaviside function allows the function to take strain parameter  yx,δT a  before local 
time tc and  yx,δT b  after it in Eqn. (4.6). 
The time stepping for the global time follows the scheme ttt ' 1i
'
i    
and for the local time at point 
(x,y) as   
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   is the intensity parameter; Emax and Emin are the maximum and 
minimum values of the time averaged total energy density  yx,Ei  from the electromagnetic analysis.  
Thus, for each incremental unit of global time, the local time at each point is incremented by some lesser 
or equal amount according to the normalized intensity of the light energy at that point such that the 
second term on the right hand side of Eqn. (4.7) follows the constraint 
          Δtyx,Hyx,ψ1yx,H1yx,ψ 1ii1ii   . 
Figs.4.1a and 4.1b show the properties of the material in terms of how the strain parameter changes with 
the energy intensity and the global and local times at a position (x,y) in the material. 
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Figure 4.1. (a) Effect of light intensity parameter  yx,ψi  on strain parameter. Under full illumination, the strain parameter 
increases in magnitude until global time tc.  After tc if light remains localized at full intensity at position (x,y) then there is no 
change in the strain parameter (dotted line). If that position is no longer illuminated locally, then the strain parameter relaxes to 
zero (solid line). (b) Effect of two different intensity parameters as a function of global time t’, with the same local characteristic 
time tc. If the intensity parameter is reduced by a factor of two(dashed line) it will require twice the global time to reach the same 
strain state as in the full intensity case (solid line) (inset shows the strain parameter as a function of local time).  
 
Having prescribed the transformational strain based on the local illumination, the stress in the 
material is obtained using an isotropic hyperelastic neo-Hookean constitutive law [161] which is an 
appropriate constitutive model for elastomeric materials at low to moderate strain levels. The Young’s 
modulus and Poisson’s ratio are taken as 2.0 GPa and 0.35, respectively, which are typical values for 
elastomeric materials, and in this problem are taken to be homogeneous, though this need not be the case 
in general. The refractive index of the material in the direction of polarization decreases because the 
incident polarized electromagnetic radiation causes alignment of the liquid crystals orthogonal to the 
direction of polarization. [149] As an example, the initial value of the refractive index is taken as 1.57, 
which is typical for a polymer material. The maximum birefringence (Δnmax) of the liquid crystal 
mesogens at full alignment, i.e. when the isomerization of trans- to cis- has reached steady state, is 
assumed to be 0.06. [162] The birefringence depends on the aspect ratio and type of the liquid crystal 
(side or main chain). [99]  
The change in the refractive indices (in both X and Y directions) caused by the birefringence of 
the liquid crystals that isomerizes due to an incident light with linear polarization in X direction when 
  c1i tyx,t  is given by 
b
b a 
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The refractive index relaxes to an isotropic configuration with rxx=ryy=r0 for   final1ic tyx,tt    
following a similar update to Eqn. (8). The effect of the alignment change on the mechanical properties of 
the material is neglected in this work. 
 
4.3 Simulation Method 
The coupled electromagnetics and mechanics simulations are carried out for the structure shown 
in Fig 4.2. The photonic crystal consists of a 2-D slab of material containing a square array of circular air 
holes. Such a structure comprises thin ligaments of material, referred to as veins, connecting  larger bulk-
like regions of material at the hole interstices, referred to as spots.  The periodicity of the holes is 
characterized by the lattice parameter a, and the radius of the holes is r. The subdomain properties and 
boundary conditions for the electromagnetics transmittance analysis are shown in Fig 4.2a. An air domain 
is incorporated on the left of the structure so that the normal incidence plane wave boundary condition for 
the incident light on the left is not specified directly on the material/air interface. Another such domain is 
included on the right side to provide an interface for an absorbing boundary condition to absorb waves 
transmitted through the structure. [163] Perfect Electric Conductor (PEC)-Perfect Magnetic Conductor 
(PMC) boundary conditions are specified on the top and bottom faces for the TM (magnetic field 
transverse to the plane of the photonic crystal) and TE polarizations (electric field transverse to the plane 
of the photonic crystal) respectively. A full 2x2 matrix is prescribed to account for the birefringence of 
the dielectric distribution of the photonic crystal material. The Maxwell’s equations for TE polarization 
(electric field transverse to the plane of the photonic crystal) are solved to obtain the distribution of the 
incident plane wave field in the structure. The total energy density is calculated as the time-averaged 
quantity of the combined electric and magnetic energy densities. 
 For the mechanics model shown in Fig 4.2b, the deformable photonic crystal is modeled using 
the constitutive description specified in the earlier section. The air region is not included in the stress 
analysis. Boundary conditions are prescribed such that on the left, top, and bottom edges of the structure, 
66 
 
only transverse displacements are allowed.  On the right face of the structure a traction free boundary 
condition is prescribed. 
     
Figure 4.2. (a) Boundary conditions and subdomain properties for electromagnetics model of light transmittance through the 
structure from left to right, as shown by the arrow. The top and bottom faces are given periodic boundary conditions. Refractive 
indices of the liquid crystal elastomer are calculated from the strain parameter in each global time step t’. A vein is a ligament-
like region in the structure and a spot is the bulky region. (b) Subdomain types and boundary conditions for the mechanics model 
used to obtain deformation and stress from the transformation strain applied according to Eqn. (6).  The roller boundary 
conditions constrain the solid boundaries against out-of-plane displacements, while the air-mesh is allowed to deform freely. 
 
The transmittance spectrum of the square array photonic crystal with r/a=0.44 and a=1 
(dimensionless), for a plane wave incident on the left face of the domain with periodic boundary 
conditions on the top and bottom faces is shown in Fig. 4.3a. The energy density field E(x, y) mapped 
onto the photonic crystal domain is shown in Fig. 4.3b. This energy density field induces the 
transformational strain that causes both the refractive index of the material and the structure of the 
photonic crystal to change due to deformation.  
X 
Y 
b
b 
a
b 
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Figure 4.3. (a) Reflectance spectrum of undeformed 9x9 photonic crystal (b) Total light energy distribution E(x,y) at λ/a=1.57 
(shown by arrow in Fig a) with darker regions having higher values. 
 
The simulation proceeds according to the following algorithm for each increment in the global time t’, 
with the transformational strain obtained from Eqn. (6): 
 
1. Preprocessing: Import undeformed geometry 0Ω  in the initial iteration or the deformed 
geometry 1iΩ   in subsequent iterations and mesh the domain using second order triangular 
finite elements. 
2. Model setup: 
a. FEM Electromagnetics analysis: Compute the electromagnetics boundary value problem 
for light transmittance through the structure from Step 1 with appropriate boundary 
conditions and updated dielectric properties using a static solver. Obtain the total energy 
density distribution Ei(x,y) (and hence  yx,ψi ) to calculate the parameter distribution 
ΔT(x,y) at time iteration number i. 
b. FEM Stress analysis: Carry out a stress analysis using a static solver to obtain 
deformation due to the transformational strain y)(x,εi  
3. Store updated values of the dielectric property y)(x,i  and the local time distribution ti(x, y)  
to calculate Hi (x, y), stress components σx,i (x, y),σy,i (x, y), σx,y,i (x, y) from Step 2b, and the 
deformed structure Ωi 
4. Increment the global and local times following the time scheme in Eqn. (7) and repeat steps 1 
to 3 until 
'
it =tfinal 
b
b 
a
b 
X 
Y 
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It is noted that the convergence of the two analyses in steps 2a and 2b are not related in any way 
to the global and local times steps. Values of the parameters used in the model are provided in the table 
below. 
Parameter Definition Value Units 
η Irradiation rate [160] 2.2 x 10
-4
 s
-1
 
τct cis to trans Transition time [160] 1480 s 
tc Characteristic time 3000 s 
tfinal Total time 12000 s 
βn0 Measure of trans isomer concentration [160] 15 - 
ξ Rate parameter [160] 0.19 - 
α Strain coefficient 0.044 - 
 
Table 4.1. List of parameters, their definitions and values used in the model described in section 4.3 
 
4.4 Simulation Results 
 Fig 4.4a shows the macroscopic strain in the photonic crystal (defined in the inset figure) as the 
structure deforms due to the effect of light. Fig. 4.4b shows the deformed structure at different time points 
identified on the strain-time plot in Fig. 4.4a. Due to the drop in the strain parameter as shown in Fig. 1 
the structure displays macroscopic compression as the enforced transformational strain is compressive in 
nature. This deformation phase is globally homogeneous, with the circular features becoming elliptical as 
seen in the deformed structures in Fig. 4.4b at time points 2000s and 5000s. It is induced by localization 
of the light energy in the spot regions (shown in red in Fig. 4.4b) producing contractile transformational 
strain uniformly across those regions.  This deformation changes the photonic bandstructure, reducing the 
transmittance (by shifting the features of the effective reflectance spectrum, shown in Fig 4.3a, to shorter 
wavelengths). [91] As a result, even though light is incident with constant intensity on the left side of the 
structure, beyond 5000s the local energy density goes down, causing some regions in the structure begin 
to relax. This allows the structure to expand between 5000s and 8000s.  Relaxation occurs locally at 
different rates depending on the intensity parameter and rate of change of the slope of the strain parameter 
(as shown in Fig. 4.1). This expansion leads to a mechanical instability that triggers the pattern 
transformation from circular holes to alternately oriented ellipses; such a pattern transformation is well-
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documented in recent work. [91--93,101] The transformation is associated with buckling of the vein 
regions and rotation of the spot regions; globally it produces some macroscopic contraction of the 
structure between the ~8000-12000s time period. This is because the buckling deformation draws the 
structure inwards, thereby reducing the contained free volume within it. Beyond 12000s the curve turns 
up as the compressive strain decreases spontaneously as a result of a relaxation of the buckled structure.   
 
 
 
                             
Figure 4.4. (a) Macroscopic strain in X-direction as a result of the light induced transformational strain. The structure undergoes 
compression and when the cutoff time is reached in some regions inside the structure due to changes in the photonic 
bandstructure, it undergoes relaxation and expansion. After a certain amount of expansion, the structure undergoes a pattern 
transformation and accommodates more macroscopic compressive strain.  Finally the structure relaxes as the pattern 
transformation reverses, reducing the overall macroscopic compressive strain.  This process occurs under uniform and constant 
illumination, but it still needs to be determined if the pattern transformation is reversing. (b) Deformed structures at different 
times (black dots are shown in (a) for reference). Light energy density distribution E(x, y) is shown over the structure. 
 
 
X 
t'=2000s  5000s 8000s 12000s b 
a
b 
Y 
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4.5 Discussion 
 Previous work on pattern transformation in two-dimensional soft photonic crystals shows that the 
nonuniform deformation  affects the transmittance and bandstructure properties in both the primary 
(lower-frequency) and secondary (higher-frequency; λ/a=1-1.5 range) peaks, as the change in structure 
leads to changes in the way that light is localized. [91] However, in that work, the effect of light on the 
material is ignored because the material is taken to be a simple elastomer. In the model developed in the 
present work, however, the incident light interacts with the liquid crystal elastomer and itself induces a 
transformational strain in the material. This transformational strain depends significantly on the intensity 
parameter and the distribution of light energy within the structure. There are two time scales in this 
analysis: the global time, or the time over which the structure is illuminated; and the local time, or 
accumulated time over which each material point in the structure experiences a non-zero intensity 
parameter.  The local time is nonuniform, and strictly less than or equal to the global time. The 
relationship between these time scales is shown in detail in Fig. 4.1b.  
The potential for spontaneous cyclical deformation in such a material is sensitively related to the 
tuning of the incident wavelength of light, the structural length scale of the material, the boundary 
conditions, and the time scales for the forward and reverse microstructural transformations.  The value of 
the wavelength chosen for the incident light in the example presented here is such that most of the light 
energy is localized in the spot regions of the structure. There are other values above λ/a=1.57 at which 
similar localization occurs and similar optomechanical behavior is observed. For some wavelengths 
smaller than λ/a=1.57, localization of light energy also occurs in the spot regions. However, a requirement 
for reversal of the pattern transformation behavior observed in the example presented here is that the 
contraction of the structure should cause the periodicity to change such that the light energy localizes 
more arbitrarily (i.e. less homogeneously), without maintaining the initial energy distribution.   This 
requirement is not met for smaller wavelength incident light, and consequently the pattern transformation 
is not induced. It is seen from the mechanical response of the structure that the pattern transformation of 
the initial square array of holes into alternating ellipsoidal holes occurs between the times 8000-12000s 
when the structure displays a compressive behavior. This pattern change causes the structure to display a 
drop in the macroscopic strain because of the buckling of the vein regions and rotation of the spot region. 
Moreover, it can also be observed that the structure starts to expand and the pattern transformation 
reverses after 12000s due to two local relaxation effects: 1) spontaneous isomerization back to the trans 
state in some regions of the structure that have already undergone the trans-cis transformation and 
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experience low values of light intensity parameter, and 2) stresses present from prior time steps in some 
regions of the structure that presently experience low transformational strains. 
The material model presently described in section 4.2 is limited to a microstructural 
transformation of trans-cis-trans as shown by the piecewise continuous function of the strain parameter in 
Fig. 4.1. To induce a cyclical material response, the isomerization should be allowed to undergo a trans-
cis-trans-cis- type of transformation which then makes the strain parameter a periodic function. It is the 
subject of future work to take this into account in order to induce a fully cyclical macroscopic strain 
profile in the photonic crystal. 
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Chapter 5 
Conclusion and Future Work 
This thesis focuses on developing an understanding of the effects of complex deformations 
involving symmetry breaking pattern transformations in soft photonic crystals. Due to the difficulties in 
identifying the effects of such deformations specifically via experiments, this topic offers many 
challenging problems to be solved using computational mechanics and multiphysics modeling. 
Understanding changes in optical properties of these sophisticated material systems as a result of the 
deformation is necessary to design and develop applications with soft photonic crystals. 
Towards this objective, we have implemented constitutive models to represent anisotropic 
mechanical properties of filled elastomers, for inhomogenous variation in elastic modulus of 
lithographically processed elastomers, and for the pH response of swelling of hydrogel materials. Finite 
element analysis has been used to model the deformation behavior taking into consideration the exact 
boundary conditions encountered in the experiments. Optical properties have also been modeled using 
analytical techniques such as transfer matrix method in addition to finite element analysis based 
electromagnetics.  
Finally, a novel optically sensitive photonic crystal material is proposed that leverages the 
understanding of light localization in such materials and pattern transformations. This material is sensitive 
to light and experiences a strain that triggers a pattern transformation due to the light stimulus alone. 
Moreover due to the pattern transformation, its photonic bandstructure is significantly altered and thus it 
experiences a stress relaxation, eventually returning to it undeformed state producing a cyclical 
mechanical response. 
 
5.1 Remarks on the results 
5.1.1 Optomechanics of 3D Soft Photonic Crystals 
A sequentially coupled, poroelasticity based swelling model has been developed to study 
deformation in an inverse opal hydrogel photonic crystal and its optical transmission. Pore pressure is 
73 
 
used as an input load condition and is calibrated with the experimental pH value to be used in predictive 
simulations. The swelling model is able to capture the localized buckling deformation observed in 
experiments and also the alternating buckle patterns between different layers of spheres. It is also noted 
that a beam network model can be used to represent the pattern of alternating clockwise and 
counterclockwise rotation of the spot regions and eventually the buckling of vein regions. The optical 
transmission simulations are carried out considering simple affine swelling in the <111> direction. The 
reflectance spectra results presented here indicate that the anisotropy of the refractive index reduces the 
diffraction wavelength to within the experimentally observed ranges for large swelling factors. The effect 
of swelling into the voids reduces the peak value of reflectance. The reflectance values calculated for 
multiple stacked unit cells match the range of experimentally observed values.  
The deformation and resulting photonic effects in an elastomer photonic crystal structure 
undergoing shrinkage during processing are studied. Experiments and finite element analysis of the 
shrinkage deformation show localized buckling deformation in the structure. There is also collapse of the 
structure due to free volume creation from outflow of developing fluid from the resist; this is modeled in 
part as an affine scaling of the structure in the shrinkage direction. However, we show that assuming 
complete affine-scaling is a poor representation of the real deformation, which involves nonuniform 
buckling within the structure leading to large-scale pattern transformation. The final simulated structure 
compares well both qualitatively (Fig. 2.15) and quantitatively (with a fitness of 77 %) to the nano-xCT 
data from the actual structure. The peak profiles of the reflectance spectra from TMM based 
electromagnetics analysis on the simulated structures compare well with those from experiment. 
However, to predict the high-energy features in the spectra more accurately, a rigorous 3-D calculation 
method such as FEM or FDTD should be used. In principle, then, it is possible to design 3-D polymer 
based photonic crystals completely via simulations by considering chemo-mechanical aspects of the 
fabrication process such as shrinkage due to exposure and resist development. This will aid in designing 
and fabricating soft material photonic nanostructures with predictable optical properties.  
 
5.1.2 Optomechanics of 2D Soft Photonic Crystals 
Finite element analysis of the optomechanical behavior of two dimensional elastomeric photonic 
crystal structures is carried out. Large compressive plane strain deformation is shown to transform the 
symmetry of a 9x9 square lattice of circular holes. Optical transmittance through the structure due to a 
normally incident plane wave with propagation direction (1,0) is studied by solving Maxwell’s equations. 
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A unit cell model is developed to reveal the mechanisms by which the deformation modifies the optical 
transmittance. The large strain causes elastic bending of the vein regions and finite rotation of the spot 
regions that fundamentally alters the periodicity and hence the optical characteristics. The symmetry 
transformation induces a shift in the primary transmission valley and causes splitting of peaks at the 
second transmittance valley. The band structure for the TE and TM polarizations shows, upon 
deformation, decoupling of bands at the Γ and M high symmetry points of the Brillouin zone. The 
analysis of total energy density field plots for the real space transmittance simulations and the band 
structure calculations indicates with finer detail the effect of deformation on the localization of energy in 
the structure. The field profiles (of the total energy density) observed in the transmission gap valleys in 
the real-space transmittance calculations are explained using observed mode profiles of the band structure 
analysis. The key findings in this work add to the understanding of the effects of deformation on the 
optical properties of soft materials. This work however considers only a one-way coupling of the 
deformation to the optical properties. Moreover the local properties are not dependent upon the incident 
light.  
In the work on optomechanics of a 2-D liquid crystal elastomer based PC we introduce a coupled 
optomechanical FEA model that captures the dramatic pattern transformation of the photonic crystal 
structure described in Chapter 3 induced solely by effect of the incident light on the material. The model 
takes into account the effect of incident light on the material (as a transformational strain) and calculates 
the localization of incident light inside the deforming structure. Simulation results show that for a certain 
wavelength of the incident light and hence for a certain profile of the initial state of localized light energy 
inside the structure, it is possible to optically induce a symmetry-reducing pattern transformation in a two-
dimensional photonic crystal made of square holes in a liquid crystal elastomer matrix. The pattern 
transformation leads to a change in the optical transmittance of the material, and thus a reduction in the 
transformational strain.  After an elapsed time of ~12000s of constant illumination, the macroscopic strain 
profile shows signs of reversal of the compressive strain but it is the subject of future work to resolve the 
underlying mechanism causing this behavior.  
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5.2 Pattern transformation – a common theme of deformation 
represented by beam networks 
 It has been demonstrated in sections 2.1 and 2.2 that a class of 3-D two-phase photonic crystals 
made of a soft dielectric material and air region undergoes deformation that can be represented by simple 
rotations of the spot regions and buckling of the vein regions. Analogous patterns are also observed in a 
simple elastomer 2-D photonic crystal described in Chapter 3 and in the liquid crystal elastomer 
prescribed in Chapter 4.  
A simple beam network model is employed to show the nature of the deformation modes for the 
2-D and 3-D structures. It was shown in Chapter 3 (by FEM modeling as in Fig. 5.1a, and in experimental 
results as in Fig. 5.1b) that the pattern transformation takes place with alternating rotations of the spot 
regions. Moreover, a few decades back, it was shown analytically that a 2-D gridwork of beam elements 
under compressive loading undergoes a pattern transformation as in Fig. 5.1c. [106]  
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Figure 5.1. (a) Pattern transformation of a unit cell of structure (denoted by red box in (b)) described in Chapter 3 showing the 
rotation of spot regions and buckling of vein regions. (b) Experimental result of uniaxial compression along direction shown by 
the arrow. [92] (c) Beam network buckling representation indicating with circles representing spot regions and the lines the vein 
regions. Dotted lines represent the pattern after buckling. (d) Plot of analytical solution of a gridwork under uniaxial compression 
showing a similar pattern of alternately oriented ellipses like in Fig. (c). [106]  
 
The pattern transformation of the 2-D structure discussed above has also been obtained via an 
eigenvalue analysis. In this work the authors conduct finite element analysis on beam frameworks and 
compute critical failure curves as well as explain the buckling in a local and global sense. [107] The local 
buckling is due to boundary effect while the global buckling occurs over the complete structure. 
Moreover the degenerate solutions are categorized as mode (+/-) depending on symmetry about the X or 
Y axis respectively.  
a 
c 
d 
b 
spot vein 
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Figure. 5.2. Plot of critical failure uniaxial compressive force fcr on a 2-D framework of beam elements for different values of 
vertical displacement wc. The middle line of the structure in the X and Y directions is constrained. The points a,b, c and d on the 
failure load plot and the modes corresponding to them indicate the symmetrical and global nature of the deformation. [107]  
 
The beam network representations of the pattern transformations from 3-D structures are also 
reproduced again in Fig. 5.3 from sections 2.1 and 2.2. It shows that the beam network model is a valid 
and appropriate model to represent the pattern transformation of photonic crystals of the type discussed in 
this thesis because it compares well with the experimental result.  
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Figure. 5.3. (a) Pattern transformation of [111] plane elements of the hydrogel structure due to pH induced swelling represented 
by a beam network model (ref. Chapter 2.1). (b) Beam network representation of the pattern transformation in the elastomer 
structure lithographically fabricated due to processing induced shrinkage (ref. Chapter 2.2). The SEM images of the deformed 
structures are shown to the right of each beam network representation. 
It was pointed out earlier in Chapter 2.2 that the rotations of spot regions can have degenerate 
solutions within the plane and are decoupled from the rotations in other planes; the final deformation of 
the structure is moreover a composite of the in-plane pattern of alternating rotations of all the planes. This 
can be explained via this example of uniaxial compression in a cubic lattice beam network model as 
shown in Fig. 5.4. 
[111] plane 
a 
b 
Z 
X 
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Figure 5.4. Uniaxial compression model of cubic lattice beam network showing the decoupling of rotations about the X-Z and Y-
Z planes. It also shows that in a certain plane the pattern of rotations is degenerate with two solutions. Red and green arrows 
show anticlockwise and clockwise rotations in X-Z plane. Blue and grey arrows show anticlockwise and clockwise rotations in 
Y-Z plane. 
 
The final deformation of the structure depends on the pattern of rotations of the spot regions in 
the X-Z and Y-Z planes. In an ideal, defect free case, the deformation within a plane follows the pattern 
of alternating clockwise-anticlockwise rotations. This is shown as the green and red arrows respectively 
in the X-Z plane. This solution has another degenerate mode where the spot regions can also have 
anticlockwise-clockwise rotations with the green and red arrows interchanged. The main point of the Fig. 
5.4 is to show that the degenerate pattern of rotations in the other plane Y-Z (shown by the two figures) is 
decoupled from the pattern of rotations in X-Z plane. Eventually the final deformation of the structure is a 
composite of pattern of rotations in both these planes. 
 
5.3 Directions for Future Work 
One of the primary limitations experienced in the course of this work was the large amount of 
computational memory required to solve FEM/FDTD equations of light transmittance through 3-D 
structures. The problem becomes obvious when one tries to accurately predict the spectra at lower 
wavelengths as shown in Fig 5.5, for the FEM calculation conducted on the deformed structure of the 3D 
elastomer structure fabricated by holographic lithography. This problem arises because in FEM/FDTD 
based electromagnetics, 6 to 10 elements are required per wavelength. 
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 To overcome this problem, the optical transmittance for the 3D structures was calculated either 
using coarse meshes or analytical approaches such as the transfer matrix method. These methods do not 
accurately predict the split peaks observed in high frequency/low wavelength regimes. It is expected that 
as more computational resources become available in the future, simulations on fine meshes of the 
deformed structures will be able to fully capture the nonlinear geometries of the pattern transformation 
and provide accurate insight. 
 
Figure 5.5. Comparison of FEM based reflectance spectra with the experimentally obtained spectra. The wavelengths fall into 
both the visual (Experiment_Vis) and infrared (Experiment_IR) regimes. Inset shows the undistorted representation of 3D 
holographically fabricated structure from the intensity distribution. 
 
5.3.1 Potential applications of pattern transformed 3-D photonic crystals  
 Light harvesting efficiency of solar cells is critical to the final efficiency of solar energy-electrical 
energy conversion. This can be strongly enhanced by using materials systems that potentially enable large 
amounts of storage of light via coherent or incoherent scattering. The objective of increasing the photon 
mean free path of traversal is strongly affected by the ability of geometry of the photonic crystal structure 
to diffusively absorb the energy. We believe that the pattern transformation of 3-D structures summarized 
in section 5.2 can be positively influential in this process because of a potentially more efficient way of 
localizing the light at the spot regions or the vein regions before and after deformation. Figs. 5.6a and 
5.6b shows some images of inverse photonic crystals attached to electrodes in a dye-sensitized solar cell. 
Two configurations of the photonic crystal have been tested and work is in progress. Fig. 5.6c shows how 
FEM can be used to understand localization of light within the material. 
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Figure 5.6. SEM images (a) inverse TiO2 electrode (b) bilayer of nanoparticle based TiO2 electrode and TiO2 inverse opal. Insets 
show configurations of two dye sensitized cells with different photonic crystal structures. [164,165] (c) localization of light 
energy in an inverse FCC photonic structure at a certain wavelength of light incident normal to the structure. 
 
The research work and the analysis of pattern transformation and optomechanical behavior of 3-D 
photonic crystals conducted in this thesis will be helpful in identifying the structures (undeformed or 
deformed and at what levels of strains) and wavelengths of incident light at which localization is 
enhanced within the photonic crystal, thus possibly improving the efficiencies of the solar cell.  
 
(c) 
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5.3.2 Inverse design of deformation for desired optical properties of 
photonic crystal  
 A very challenging and interesting problem is to be able to identify what shape of 
deformed structure would yield a desired reflectance spectrum. In the case of the hydrogel based 
inverse FCC structure, to design one for an application such as a glucose sensor, with a certain 
peak reflectance and peak diffraction wavelength, then it is useful to know a priori the pH and 
the corresponding profile of the photonic structure. This information typically could be obtained 
by a parametric experimental study; however a more rigorous approach could be to solve the 
inverse design problem in which the final solution is the structure with desired reflectance 
spectrum. A cost function could be established that would minimize the distance between the 
first order reflectance peak of the design variables of the iterated structure with the desired value, 
and solve the optimization problem. At every iteration the reflectance spectrum would be 
calculated. The constraints for the shape optimization can be setup as a first cut using a 
parametric representation of the pattern transformed hydrogel FCC structure as shown in Fig. 
5.6. The method of representing the deformation in [111] plane as a simplified piecewise 
continuous set of Bezier curves (Fig. 5.6a-b) and the overall 3-D swelling in <111> direction as 
shown in Figs. 5.6c and 5.6d is critical to setting up the constraints of the shape optimization 
problem.  
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Figure 5.7. Bezier curve representation of buckled pattern of a void of hydrogel FCC structure after swelling induced pattern 
transformation. (a) Creating one part of the buckling pattern using a certain weight factor w and height h. (b) Piecewise 
continuous representation using Bezier curves of the buckled shape of one void and showing the comparison with an actual 
image from experiments (c) 3-D representation of the shape of the pore that is qualitatively similar to that observed in the 
deformation simulation (d) described in section 2.1.  
 
a 
b 
c 
d 
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 Other than shape optimization, topology optimization (TOpt) or geometry projection methods 
(GPM) can also be used to predict the deformed pattern. In fact these methods work by adding and 
removing material regions of the two-phase structure instead of optimizing the shape parameters of the 
void. Extensive work has been conducted in optimizing the design and hence the performance of lasers 
and other photonic devices. [166,167] 
 Some applications like photonic crystal based biosensing [33,34,38,40] using 1-D or 2-D 
photonic crystals can be optimized, because such simpler structures that are nothing but gratings or slabs 
of material with holes etc. However, one of the key difficulties of such optimization schemes is setting up 
the problem in a 3-D space. Since most of the applications of such soft photonic crystals, be it glucose 
sensing or solar cells etc, require a 3-D photonic bandgap effect, such optimization methods will have 
require  significantly high computational resources.  
 General purpose multiphysics finite element analysis software such as COMSOL allow for ready 
implementation of mesh based optimization schemes using the popular scripting interface like MATLAB. 
The most recent version COMSOL 3.4 allows for complete parallelization of the solution process over 
multiple processors. Distributed/cluster processing is expected to be available in the future and it is 
expected to help solve currently intractable problems such as 3-D structural optimization. Large RAM 
requirements can also be satisfied with distributed computing. With respect to algorithms, iterative 
methods have smaller memory requirement, than direct methods, but they face significant convergence 
difficulties if the matrices are not well conditioned. Preconditioners help to resolve this problem, and 
especially with the availability of different preconditioners it is difficult to know beforehand which one 
will work for the problem under consideration and hence some level of trial and error is required.  
 Another computational problem for implementing a 3-D structural optimization is in meshing the 
structure. In this thesis work, the mechanics part of the optomechanics problem is solved using the 
popular stress analysis software ABAQUS, and the deformed structure is then translated into COMSOL 
format to solve the electromagnetics problem after remeshing the structure using AMIRA (ref. Appendix 
B). This procedure will work for the case of a single iteration, but making it automatic for multiple 
iterations as is required for an optimization scheme is currently not possible. With more research and 
development and unification of standards in computational geometry, CAD interoperability, and 
multiphysics it may be possible to solve such 3-D optimization problems in the future. 
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Appendix A 
Two way coupled model of optomechanics of 
liquid crystal elastomer based photonic crystal 
in COMSOL 
 
The code used to run the fully two-way coupled analysis in Chapter 4 is provided in this section.  
 
 
% COMSOL Multiphysics Model M-file 
clc;clear all; 
flclear fem 
 
 
% COMSOL version 
clear vrsn 
vrsn.name = 'COMSOL 3.4'; 
vrsn.ext = ''; 
vrsn.major = 0; 
vrsn.build = 248; 
vrsn.rcs = '$Name:  $'; 
vrsn.date = '$Date: 2007/10/10 16:07:51 $'; 
fem.version = vrsn; 
 
%Constants  
 
alp=0.0022*20; 
wav=1.57; 
T0=53; 
Tni=47; 
deln=0.06; 
 
tmax=250; 
toff=40; 
tt=50; 
 
eta=2.2e-4; 
xi=0.19; 
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tauct=1480; 
betan0=15; 
 
%fac is computed to match the tempChUV and tempChUVoff values at critical time toff 
 
tauef=1/(eta+(1/tauct)); 
tempChUV=betan0*(1-(1+tauct*eta*exp(-tt*toff/tauef))/(1+tauct*eta)); 
tempChUVoff=betan0*(tauct*eta*exp(-tt*toff/tauct))/(1+tauct*eta); 
fac=tempChUV/tempChUVoff; 
%Mechanical properties 
 
youngmod=2e6; 
pois=0.35; 
shearmod=youngmod/(2*(1+pois)); 
bulkmod=youngmod/(3*(1-2*pois)); 
foldr='/home/dwarak/Static_fullcoup_try16_rightFree_finemesh/'; 
 
%Start for-loop of global time ttot 
 
for ttot=1:tmax 
    flclear fem 
    flclear fem0 
    flclear femcheck 
    ttot 
 
%In first iteration, import geometry, mesh it and incorporate constants into fem structure 
    if ttot==1 
 
% Geometry 
% Import CAD data 
garr = geomimport('/home/dwarak/2D_LCE_Air_Geom_full.mphbin'); 
[g1,g2]=deal(garr{:}); 
 
% Analyzed geometry 
clear s 
s.objs={g1,g2}; 
s.name={'CO1','CO2'}; 
s.tags={'g1','g2'}; 
 
fem.draw=struct('s',s); 
fem.geom=geomcsg(fem); 
 
% Constants 
fem.const = {'navg','1.57',... 
    'deln',sprintf('%f',deln), ... 
  'alp',sprintf('%f',alp), ... 
  'T0',sprintf('%f',T0), ... 
  'Tni',sprintf('%f',Tni), ... 
  'xi',sprintf('%f',xi),... 
87 
 
  'eta',sprintf('%f',eta),... 
  'fac',sprintf('%f',fac),... 
  'tauct',sprintf('%f',tauct),...   
'betan0',sprintf('%f',betan0),... 
  'tmttot',sprintf('%f',ttot),... 
  'tmax',sprintf('%f',tmax),... 
  'toff',sprintf('%f',toff),... 
  'tt',sprintf('%f',tt)}; 
 
 
% Initialize mesh 
fem.mesh=meshinit(fem, ... 
                  'hmax',[.06]); 
 
%Store in another structure femre 
 
femre.mesh=fem.mesh; 
     
else 
   
     fem.const = {'navg','1.57',... 
         'deln',sprintf('%f',deln), ... 
  'alp',sprintf('%f',alp), ... 
  'T0',sprintf('%f',T0), ... 
  'Tni',sprintf('%f',Tni), ... 
  'xi',sprintf('%f',xi),...  
  'eta',sprintf('%f',eta),... 
    'fac',sprintf('%f',fac),... 
  'tauct',sprintf('%f',tauct),...   
'betan0',sprintf('%f',betan0),... 
    'tmttot',sprintf('%f',ttot),... 
    'tmax',sprintf('%f',tmax),... 
   'toff',sprintf('%f',toff),... 
      'tt',sprintf('%f',tt)}; 
 fem.version = vrsn; 
 fem.mesh=fem2.mesh; 
meshp=size(fem.mesh.p) 
mesht=size(fem.mesh.t) 
 
end 
 
%Reuse max and min values of Total Energy density from previous global time step  
   
if ttot>1 
oldmaxEnerfDat=maxEnerfDat; 
oldminEnerfDat=minEnerfDat; 
save oldEndata maxEnerfDat minEnerfDat 
end 
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femr=fem;    
 
% Application mode 1 
clear appl 
appl.mode.class = 'InPlaneWaves'; 
appl.dim = {'Ez','Hz','Ax','Ay','Az','scEz','scHz','psi'}; 
appl.sdim = {'X','Y','Z'}; 
appl.name = 'rfwh'; 
appl.module = 'RF'; 
appl.assignsuffix = '_rfwh'; 
clear prop 
prop.field='TM'; 
prop.inputvar='lambda'; 
appl.prop = prop; 
clear bnd 
 
%Sequence 1-E0, 2-cont, 3-SC, 4-SC (scattering) boundary conditions 
 
bnd.type = {'E0','cont','SC','SC'}; 
 
%Load conditions with incident plane wave denoted by 1 and other constraints by 0 
 
bnd.H0 = {{0;0;0},{0;0;0},{0;0;1},{0;0;0}}; 
 
%Boundary conditions with indices specified above in bnd.type definition 
%The matrices below will change for different geometries and number of subdomains 
 
bnd.ind = [3,1,1,2,1,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,2,1,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,1,4,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2]; 
appl.bnd = bnd; 
clear equ 
equ.epsilonr = {1,{'e11','e12',0;'e21','e22',0;0,0,1}}; 
equ.ind = [1,1,2,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1]; 
appl.equ = equ; 
appl.var = {'lambda0','wav'}; 
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femr.appl{1} = appl; 
femr.frame = {'ref'}; 
clear units; 
units.basesystem = 'SI'; 
femr.units = units; 
 
% Global expressions 
femr.globalexpr = {'e12','0', ... 
  'e21','0'}; 
% Subdomain settings 
clear equ 
equ.ind = [1,1,2,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1]; 
equ.dim = {'Hz'}; 
 
%Setup global expression for refractive index distribution 
%Y dir index increases with transformation whereas X dir index decreases 
 
if ttot==1 
    equ.expr = {'e11','navg*navg',... 
  'e22','navg*navg'}; 
else 
   % Subdomain expressions 
equ.expr = { 'n22',{1,'navg+(1-expvarT)*0.5*deln*(ttotmapold1(x,y)/toff)-
expvarT*0.5*deln*((ttotmapold1(x,y)-toff)/(tmax-toff))'},... 
  'n11',{1,'navg-(1-expvarT)*0.5*deln*(ttotmapold1(x,y)/toff)+expvarT*0.5*deln*((ttotmapold1(x,y)-
toff)/(tmax-toff))'},... 
   'expvarT',{0,'1/(1+exp(-1e5*(ttotmaptotold(x,y)-toff)))'}, ... 
  'e11','n11*n11',... 
  'e22','n22*n22'}; 
end 
 
femr.equ = equ; 
 
%Map distribution of local times from previous iteration into present geometry 
 
if ttot>1 
  % Functions 
clear fcns 
fcns{1}.type='interp'; 
fcns{1}.name='ttotmaptotold'; 
fcns{1}.method='linear'; 
fcns{1}.extmethod='const'; 
fcns{1}.fileindex='1'; 
loadf=strcat(foldr,'femttotmaptot_',num2str(ttot-1),'.txt'); 
fcns{1}.filename=loadf; 
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fcns{2}.type='interp'; 
fcns{2}.name='ttotmapold1'; 
fcns{2}.method='linear'; 
fcns{2}.extmethod='const'; 
fcns{2}.fileindex='1'; 
loadf=strcat(foldr,'femttotmap1_',num2str(ttot-1),'.txt'); 
fcns{2}.filename=loadf; 
femr.functions = fcns; 
end 
% ODE Settings 
clear ode 
clear units; 
units.basesystem = 'SI'; 
ode.units = units; 
femr.ode=ode; 
% Multiphysics 
femr=multiphysics(femr); 
 
% Extend mesh 
femr.xmesh=meshextend(femr); 
 
 
% Solve static Emag problem to obtain max and min of Total Energy Density 
 
femr.sol=femstatic(femr, ... 
                  'complexfun','on', ... 
                  'solcomp',{'Hz'}, ... 
                  'outcomp',{'Hz'}, ... 
                  'pname','wav', ... 
                  'plist',wav, ... 
                  'linsolver','spooles'); 
 
femr0=femr; 
 
%Extract max and min of Total Energy Density (Wav_rfwh)  
 
maxEnerfDat=postmax(femr0,'Wav_rfwh'); 
minEnerfDat=postmin(femr0,'Wav_rfwh'); 
 
if ttot==1 
fem.const = {'navg','1.57',... 
    'deln',sprintf('%f',deln), ... 
    'alp',sprintf('%f',alp), ... 
  'T0',sprintf('%f',T0), ... 
  'Tni',sprintf('%f',Tni), ... 
  'xi',sprintf('%f',xi),... 
  'eta',sprintf('%f',eta),... 
  'tauct',sprintf('%f',tauct),...   
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'betan0',sprintf('%f',betan0),... 
  'fac',sprintf('%f',fac),... 
     'tmttot',sprintf('%f',ttot),... 
    'tmax',sprintf('%f',tmax),... 
      'tt',sprintf('%f',tt),... 
  'toff',sprintf('%f',toff),... 
  'MinEnerfDat',sprintf('%f',minEnerfDat), ... 
  'MaxEnerfDat',sprintf('%f',maxEnerfDat)}; 
else 
     
    fem.const = {'navg','1.57',... 
    'deln',sprintf('%f',deln), ... 
    'alp',sprintf('%f',alp), ... 
  'T0',sprintf('%f',T0), ... 
  'Tni',sprintf('%f',Tni), ... 
  'xi',sprintf('%f',xi),... 
  'eta',sprintf('%f',eta),... 
  'fac',sprintf('%f',fac),... 
  'tauct',sprintf('%f',tauct),...   
'betan0',sprintf('%f',betan0),... 
     'tmttot',sprintf('%f',ttot),... 
    'tmax',sprintf('%f',tmax),... 
      'tt',sprintf('%f',tt),... 
  'toff',sprintf('%f',toff),... 
  'MinEnerfDat',sprintf('%f',minEnerfDat), ... 
  'MaxEnerfDat',sprintf('%f',maxEnerfDat),... 
   'MaxEnerfDatold',sprintf('%f',oldmaxEnerfDat), ... 
  'MinEnerfDatold',sprintf('%f',oldminEnerfDat)}; 
end 
flclear femr 
% (Default values are not included) 
 
%Redefine application modes to now solve for temperature distribution using Emag max-min and 
%material model 
 
% Application mode 1 
clear appl 
appl.mode.class = 'InPlaneWaves'; 
appl.dim = {'Ez','Hz','Ax','Ay','Az','scEz','scHz','psi'}; 
appl.sdim = {'X','Y','Z'}; 
appl.name = 'rfwh'; 
appl.module = 'RF'; 
appl.assignsuffix = '_rfwh'; 
clear prop 
prop.field='TM'; 
prop.inputvar='lambda'; 
prop.frame='ref'; 
appl.prop = prop; 
clear bnd 
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bnd.type = {'E0','cont','SC','SC'}; 
bnd.H0 = {{0;0;0},{0;0;0},{0;0;1},{0;0;0}}; 
bnd.ind = [3,1,1,2,1,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,2,1,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,1,4,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2]; 
appl.bnd = bnd; 
clear equ 
equ.epsilonr = {1,{'e11';'e22';1}}; 
equ.ind = [1,1,2,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1]; 
appl.equ = equ; 
appl.var = {'lambda0','wav'}; 
fem.appl{1} = appl; 
 
% Application mode 2 
clear appl 
appl.mode.class = 'SmePlaneStrain'; 
appl.sdim = {'X','Y','Z'}; 
appl.module = 'SME'; 
appl.gporder = 4; 
appl.cporder = 2; 
appl.assignsuffix = '_smpn'; 
clear prop 
prop.largedef='on'; 
clear weakconstr 
weakconstr.value = 'off'; 
weakconstr.dim = {'lm4','lm5'}; 
prop.weakconstr = weakconstr; 
prop.deformframe='ref'; 
prop.frame='ref'; 
appl.prop = prop; 
clear bnd 
bnd.constrcond = {'free','roller'}; 
bnd.ind = [1,1,1,1,1,2,1,2,1,2,1,2,1,2,1,2,1,2,1,2,1,2,1,1,2,2,1,1,2,2, ... 
  1,1,2,2,1,1,2,2,1,1,2,2,1,1,2,2,1,1,2,2,1,1,2,2,1,1,2,2,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
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  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1]; 
appl.bnd = bnd; 
clear equ 
equ.Tflag = 1; 
 
equ.rho = {7850,8000}; 
equ.name = {'default',''}; 
equ.Temp = 'T'; 
equ.userPML = {{'x';'y'}}; 
equ.alpha = {1.2e-5,alp}; 
equ.materialmodel={'iso','hyper'}; 
equ.nu = {0.33,pois}; 
equ.E = {2.0e11,youngmod}; 
equ.kappa={1e10,bulkmod}; 
equ.mu={8e5,shearmod}; 
equ.usage = {0,1}; 
equ.ind = [1,1,2,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1]; 
appl.equ = equ; 
fem.appl{2} = appl; 
 
% Application mode 3 
clear appl 
appl.mode.class = 'HeatTransfer'; 
appl.sdim = {'X','Y','Z'}; 
appl.assignsuffix = '_ht'; 
clear prop 
prop.analysis='static'; 
clear weakconstr 
weakconstr.value = 'off'; 
weakconstr.dim = {'lm6'}; 
prop.weakconstr = weakconstr; 
prop.frame='ref'; 
appl.prop = prop; 
clear bnd 
bnd.type = {'cont','q0'}; 
bnd.ind = [1,1,1,1,1,2,1,2,1,2,1,2,1,2,1,2,1,2,1,2,1,2,1,1,2,2,1,1,2,2, ... 
  1,1,2,2,1,1,2,2,1,1,2,2,1,1,2,2,1,1,2,2,1,1,2,2,1,1,2,2,1,1,1,1,2,1,2, ... 
  1,2,1,2,1,2,1,2,1,2,1,2,1,2,1,1,1,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
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  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2]; 
appl.bnd = bnd; 
clear equ 
equ.k = {400,1e-8}; 
equ.init = {0,'TempPC'};      %Specify as initial value with expression defined below 
equ.usage = {0,1}; 
equ.ind = [1,1,2,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1]; 
appl.equ = equ; 
fem.appl{3} = appl; 
 
% Application mode 4 
clear appl 
appl.mode.class = 'MovingMesh'; 
appl.sdim = {'Xm','Ym','Zm'}; 
appl.shape = {'shlag(1,''lm7'')','shlag(1,''lm8'')','shlag(1,''x'')','shlag(1,''y'')'}; 
appl.gporder = {30,2}; 
appl.cporder = 1; 
appl.assignsuffix = '_ale'; 
clear prop 
prop.elemdefault='Lag1'; 
prop.allowremesh='on';  %Need this to be ‘on’ to be able to extract deformed geometry 
clear weakconstr 
weakconstr.value = 'on'; 
weakconstr.dim = {'lm7','lm8'}; 
prop.weakconstr = weakconstr; 
prop.origrefframe='ref'; 
appl.prop = prop; 
clear bnd 
bnd.wcshape = [1;2]; 
bnd.ind = [1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
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  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1]; 
appl.bnd = bnd; 
clear equ 
equ.gporder = 2; 
equ.type = 'none'; 
equ.shape = [3;4]; 
equ.ind = [1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1]; 
appl.equ = equ; 
fem.appl{4} = appl; 
fem.sdim = {{'Xm','Ym'},{'X','Y'},{'x','y'}}; 
fem.frame = {'mesh','ref','ale'}; 
fem.border = 1; 
clear units; 
units.basesystem = 'SI'; 
fem.units = units; 
 
% Subdomain settings 
clear equ 
equ.ind = [1,1,2,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1];         
 
equ.dim = {'Hz','u','v','p','T','x','y'}; 
 
 
if ttot==1 
% Subdomain expressions 
equ.expr = {'TempPC',{'0','-(tempCh1)^xi'},... 
       'transstr',{0,'alp*TempPC'},...     
       'ttotmap1',{0,'tmttot*((Wav_rfwh-MinEnerfDat)/(MaxEnerfDat-MinEnerfDat))'}, ... 
       'ttotmaptot',{0,'tmttot*((Wav_rfwh-MinEnerfDat)/(MaxEnerfDat-MinEnerfDat))'}, ... 
 'tempCh1',{0,'betan0*(1-(1+tauct*eta*exp(-ttotmap1*tt/taueff))/(1+tauct*eta))'},... 
     'tempCh2',{0,'fac*betan0*tauct*eta*exp(-ttotmap1*tt/tauct)/(1+tauct*eta)'},... 
                'e11','navg*navg',... 
  'e22','navg*navg'}; 
else 
     % Subdomain expressions 
equ.expr = {'TempPC',{avgTempPC1,'-(1-expvarT)*(tempCh1)^xi-expvarT*(tempCh2)^xi'},... 
       'transstr',{avgtransstr1,'alp*(TempPC-TempPCold(x,y))'},... 
     'ttotmap1',{avgttotmap11,'ttotmapold1(x,y)+(1-expvarT)*((Wav_rfwh-MinEnerfDat)/(MaxEnerfDat-
MinEnerfDat))+expvarT*(1-((Wav_rfwh-MinEnerfDat)/(MaxEnerfDat-MinEnerfDat)))'}, ... 
     'ttotmaptot',{avgttotmaptot1,'ttotmaptotold(x,y)+((Wav_rfwh-MinEnerfDat)/(MaxEnerfDat-
MinEnerfDat))'}, ... 
   'tempCh1',{avgtempCh11,'betan0*(1-(1+tauct*eta*exp(-ttotmap1*tt/taueff))/(1+tauct*eta))'},... 
     'tempCh2',{avgtempCh21,'fac*betan0*tauct*eta*exp(-ttotmap1*tt/tauct)/(1+tauct*eta)'},... 
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        'expvarT',{0,'1/(1+exp(-1e5*(ttotmapold1(x,y)-toff)))'}, ... 
   'expvarWav',{0,'1/(1+exp(-1e12*(Wavold(x,y)-(0.8*MinEnerfDatold+0.2*MaxEnerfDatold))))'}, ... 
 'n22',{1,'navg+(1-expvarT)*0.5*deln*(ttotmapold1(x,y)/toff)-expvarT*0.5*deln*((ttotmapold1(x,y)-
toff)/(tmax-toff))'},... 
  'n11',{1,'navg-(1-expvarT)*0.5*deln*(ttotmapold1(x,y)/toff)+expvarT*0.5*deln*((ttotmapold1(x,y)-
toff)/(tmax-toff))'},... 
    'e11','n11*n11',... 
  'e22','n22*n22'}; 
end 
 
fem.equ = equ; 
 
% Global expressions to map dielectric constants calculated from refractive indices 
 
fem.globalexpr = {'e12','0', ... 
  'e21','0', ... 
  'taueff','1/(eta+(1/tauct))'}; 
 
%Map distribution of variables from previous iteration into present geometry 
 
if ttot>1  
clear fcns; 
fcns{1}.type='interp'; 
fcns{1}.name='ttotmapold1'; 
fcns{1}.method='linear'; 
fcns{1}.extmethod='const'; 
fcns{1}.fileindex='1'; 
loadf=strcat(foldr,'femttotmap1_',num2str(ttot-1),'.txt'); 
fcns{1}.filename=loadf; 
 
fcns{2}.type='interp'; 
fcns{2}.name='TempPCold'; 
fcns{2}.method='linear'; 
fcns{2}.extmethod='const'; 
fcns{2}.fileindex='1'; 
loadf=strcat(foldr,'femTempPC_',num2str(ttot-1),'.txt'); 
fcns{2}.filename=loadf; 
 
fcns{3}.type='interp'; 
fcns{3}.name='Wavold'; 
fcns{3}.method='linear'; 
fcns{3}.extmethod='const'; 
fcns{3}.fileindex='1'; 
loadf=strcat(foldr,'femWav_',num2str(ttot-1),'.txt'); 
fcns{3}.filename=loadf;   
 
fcns{4}.type='interp'; 
fcns{4}.name='ttotmaptotold'; 
fcns{4}.method='linear'; 
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fcns{4}.extmethod='const'; 
fcns{4}.fileindex='1'; 
loadf=strcat(foldr,'femttotmaptot_',num2str(ttot-1),'.txt'); 
fcns{4}.filename=loadf;   
 
fem.functions = fcns; 
end 
 
% ODE Settings 
clear ode 
clear units; 
units.basesystem = 'SI'; 
ode.units = units; 
fem.ode=ode; 
% Multiphysics 
fem=multiphysics(fem); 
 
% Extend mesh 
fem.xmesh=meshextend(fem); 
 
% Solve static Emag problem to obtain TempPC distribution 
 
fem.sol=femstatic(fem, ... 
                  'complexfun','on', ... 
                  'solcomp',{'Hz'}, ... 
                  'outcomp',{'Y','Hz','X'}, ... 
                  'pname','wav', ... 
                  'plist',wav, ... 
                  'oldcomp',{}); 
 
% Save current fem structure for restart purposes 
fem0=fem; 
 
%Save average values of variables in Stress analysis to be provided for air region to avoid any interface 
%numerical problems   
   
    avgTempPC1=postint(fem,'TempPC','Dl',3)/postint(fem,'1','Dl',3); 
    avgtransstr1=postint(fem,'transstr','Dl',3)/postint(fem,'1','Dl',3); 
    avgttotmap11=postint(fem,'ttotmap1','Dl',3)/postint(fem,'1','Dl',3); 
    avgttotmaptot1=postint(fem,'ttotmaptot','Dl',3)/postint(fem,'1','Dl',3); 
    avgtempCh11=postint(fem,'tempCh1','Dl',3)/postint(fem,'1','Dl',3); 
    avgtempCh21=postint(fem,'tempCh2','Dl',3)/postint(fem,'1','Dl',3); 
 
           save avgdata1 avgTempPC1 avgtransstr1 avgttotmap11 avgttotmaptot1 avgtempCh11 
avgtempCh21 
        
% Store solution 
fem1 = fem0; 
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%Redefine application modes to now solve a static thermal-stress analysis using TempPC distribution 
 
% Application mode 1 
clear appl 
appl.mode.class = 'InPlaneWaves'; 
appl.dim = {'Ez','Hz','Ax','Ay','Az','scEz','scHz','psi'}; 
appl.sdim = {'X','Y','Z'}; 
appl.name = 'rfwh'; 
appl.module = 'RF'; 
appl.assignsuffix = '_rfwh'; 
clear prop 
prop.field='TM'; 
prop.inputvar='lambda'; 
prop.frame='ref'; 
appl.prop = prop; 
clear bnd 
bnd.type = {'E0','cont','SC','SC'}; 
bnd.H0 = {{0;0;0},{0;0;0},{0;0;1},{0;0;0}}; 
bnd.ind = [3,1,1,2,1,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,2,1,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,1,4,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2]; 
appl.bnd = bnd; 
clear equ 
equ.epsilonr = {1,{'e11';'e22';1}}; 
equ.ind = [1,1,2,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1]; 
appl.equ = equ; 
appl.var = {'lambda0','1.14'}; 
fem.appl{1} = appl; 
 
% Application mode 2 
clear appl 
appl.mode.class = 'SmePlaneStrain'; 
appl.sdim = {'X','Y','Z'}; 
appl.module = 'SME'; 
appl.gporder = 4; 
appl.cporder = 2; 
appl.assignsuffix = '_smpn'; 
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clear prop 
prop.largedef='on'; 
prop.deformframe='ref'; 
prop.frame='ref'; 
clear weakconstr 
weakconstr.value = 'off'; 
weakconstr.dim = {'lm4','lm5'}; 
prop.weakconstr = weakconstr; 
appl.prop = prop; 
clear bnd 
 
%Constrain geometry appropriately according to boundary conditions detailed in the Chapter 4 
 
bnd.constrcond = {'free','roller'}; 
bnd.ind = [1,1,1,1,1,2,1,2,1,2,1,2,1,2,1,2,1,2,1,2,1,2,1,1,2,2,1,1,2,2, ... 
  1,1,2,2,1,1,2,2,1,1,2,2,1,1,2,2,1,1,2,2,1,1,2,2,1,1,2,2,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1]; 
appl.bnd = bnd; 
clear equ 
equ.Tflag = 1; 
equ.rho = {7850,8000}; 
equ.name = {'default',''}; 
 
if ttot==1  
equ.Tempref = {0,'0'}; 
else 
    equ.Tempref = {0,'TempPCold(x,y)'};  %Use TempPC from previous iteration as reference 
end 
equ.Temp = 'T'; 
equ.userPML = {{'x';'y'}}; 
equ.alpha = {1.2e-5,alp}; 
equ.materialmodel={'iso','hyper'}; 
equ.nu = {0.33,pois}; 
 
%Set stresses from previous time-step as initial stresses for current time-step 
equ.sxi = {0,'initSX(x,y)'}; 
equ.syi = {0,'initSY(x,y)'}; 
equ.szi = {0,'initSZ(x,y)'}; 
equ.sxyi = {0,'initSXY(x,y)'}; 
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equ.ini_stress = {0,1}; 
equ.E = {2.0e11,youngmod}; 
equ.kappa={1e10,bulkmod}; 
equ.mu={8e5,shearmod}; 
equ.usage = {0,1}; 
equ.ind = [1,1,2,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1]; 
appl.equ = equ; 
fem.appl{2} = appl; 
 
% Application mode 3 
clear appl 
appl.mode.class = 'HeatTransfer'; 
appl.sdim = {'X','Y','Z'}; 
appl.assignsuffix = '_ht'; 
clear prop 
prop.analysis='static'; 
prop.frame='ref'; 
clear weakconstr 
weakconstr.value = 'off'; 
weakconstr.dim = {'lm6'}; 
prop.weakconstr = weakconstr; 
appl.prop = prop; 
clear bnd 
bnd.type = {'cont','q0'}; 
bnd.ind = [1,1,1,1,1,2,1,2,1,2,1,2,1,2,1,2,1,2,1,2,1,2,1,1,2,2,1,1,2,2, ... 
  1,1,2,2,1,1,2,2,1,1,2,2,1,1,2,2,1,1,2,2,1,1,2,2,1,1,2,2,1,1,1,1,2,1,2, ... 
  1,2,1,2,1,2,1,2,1,2,1,2,1,2,1,1,1,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
  2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2]; 
appl.bnd = bnd; 
clear equ 
equ.k = {400,1e-8}; 
 
equ.init = {0,'TempPC'}; 
 
equ.usage = {0,1}; 
equ.ind = [1,1,2,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
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  1,1,1]; 
appl.equ = equ; 
fem.appl{3} = appl; 
 
% Application mode 4 
clear appl 
appl.mode.class = 'MovingMesh'; 
appl.sdim = {'Xm','Ym','Zm'}; 
appl.shape = {'shlag(1,''lm7'')','shlag(1,''lm8'')','shlag(1,''x'')','shlag(1,''y'')'}; 
appl.gporder = {30,2}; 
appl.cporder = 1; 
appl.assignsuffix = '_ale'; 
clear prop 
prop.elemdefault='Lag1'; 
prop.allowremesh='on'; 
prop.origrefframe='ref'; 
clear weakconstr 
weakconstr.value = 'on'; 
weakconstr.dim = {'lm7','lm8'}; 
prop.weakconstr = weakconstr; 
appl.prop = prop; 
clear bnd 
bnd.defflag = {{1;1},{0;0},{0;1},{1;0},{1;1}}; 
bnd.constrcoord = {'global','global','global','local','global'}; 
bnd.wcshape = [1;2]; 
bnd.deform = {{0;0},{0;0},{0;0},{'nx*u+ny*v';0},{'u';'v'}}; 
bnd.ind = [1,1,1,2,3,4,2,4,2,4,2,4,2,4,2,4,2,4,2,4,2,4,2,3,2,2,3,3,2,2, ... 
  3,3,2,2,3,3,2,2,3,3,2,2,3,3,2,2,3,3,2,2,3,3,2,2,3,3,2,2,3,3,2,3,4,2,4, ... 
  2,4,2,4,2,4,2,4,2,4,2,4,2,4,2,3,1,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5, ... 
  5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5, ... 
  5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5, ... 
  5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5, ... 
  5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5, ... 
  5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5, ... 
  5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5, ... 
  5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5, ... 
  5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5, ... 
  5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5,5]; 
appl.bnd = bnd; 
clear equ 
equ.gporder = 2; 
equ.physexpr = {{0;0},{'u';'v'}}; 
equ.shape = [3;4]; 
equ.type = {'free','phys'}; 
equ.ind = [1,1,2,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1]; 
appl.equ = equ; 
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fem.appl{4} = appl; 
    
 
fem.sdim = {{'Xm','Ym'},{'X','Y'},{'x','y'}}; 
fem.frame = {'mesh','ref','ale'}; 
fem.border = 1; 
clear units; 
units.basesystem = 'SI'; 
fem.units = units; 
 
% Subdomain settings 
clear equ 
equ.ind = [1,1,2,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
  1,1,1]; 
equ.dim = {'Hz','u','v','p','T','x','y'}; 
 
%Need to redefine the same equations again, COMSOL requires this even though TempPC is only 
%reevaluated here 
 
if ttot==1 
% Subdomain expressions 
equ.expr = {'TempPC',{'0','-(tempCh1)^xi'},... 
       'transstr',{0,'alp*TempPC'},...     
       'ttotmap1',{0,'tmttot*((Wav_rfwh-MinEnerfDat)/(MaxEnerfDat-MinEnerfDat))'}, ... 
       'ttotmaptot',{0,'tmttot*((Wav_rfwh-MinEnerfDat)/(MaxEnerfDat-MinEnerfDat))'}, ... 
 'tempCh1',{0,'betan0*(1-(1+tauct*eta*exp(-ttotmap1*tt/taueff))/(1+tauct*eta))'},... 
 'tempCh2',{0,'fac*betan0*tauct*eta*exp(-ttotmap1*tt/tauct)/(1+tauct*eta)'},... 
                'e11','navg*navg',... 
  'e22','navg*navg'}; 
else 
     % Subdomain expressions 
equ.expr = {'TempPC',{avgTempPC2,'-(1-expvarT)*(tempCh1)^xi-expvarT*(tempCh2)^xi'},... 
       'transstr',{avgtransstr2,'alp*(TempPC-TempPCold(x,y))'},... 
     'ttotmap1',{avgttotmap12,'ttotmapold1(x,y)+(1-expvarT)*((Wav_rfwh-MinEnerfDat)/(MaxEnerfDat-
MinEnerfDat))+expvarT*(1-((Wav_rfwh-MinEnerfDat)/(MaxEnerfDat-MinEnerfDat)))'}, ... 
      'ttotmaptot',{avgttotmaptot2,'ttotmaptotold(x,y)+((Wav_rfwh-MinEnerfDat)/(MaxEnerfDat-
MinEnerfDat))'}, ... 
   'tempCh1',{avgtempCh12,'betan0*(1-(1+tauct*eta*exp(-ttotmap1*tt/taueff))/(1+tauct*eta))'},... 
    'tempCh2',{avgtempCh22,'fac*betan0*tauct*eta*exp(-ttotmap1*tt/tauct)/(1+tauct*eta)'},... 
        'expvarT',{0,'1/(1+exp(-1e5*(ttotmapold1(x,y)-toff)))'}, ... 
   'expvarWav',{0,'1/(1+exp(-1e12*(Wavold(x,y)-(0.8*MinEnerfDatold+0.2*MaxEnerfDatold))))'}, ... 
    'n22',{1,'navg+(1-expvarT)*0.5*deln*(ttotmapold1(x,y)/toff)-expvarT*0.5*deln*((ttotmapold1(x,y)-
toff)/(tmax-toff))'},... 
  'n11',{1,'navg-(1-expvarT)*0.5*deln*(ttotmapold1(x,y)/toff)+expvarT*0.5*deln*((ttotmapold1(x,y)-
toff)/(tmax-toff))'},... 
    'e11','n11*n11',... 
  'e22','n22*n22'}; 
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end 
 
fem.equ = equ; 
 
% Coupling variable elements 
clear elemcpl 
% Integration coupling variables 
clear elem 
elem.elem = 'elcplscalar'; 
elem.g = {'1'}; 
src = cell(1,1); 
clear bnd 
bnd.expr = {{{},'nPoav_rfwh'}}; 
bnd.ipoints = {{{},'4'}}; 
bnd.frame = {{{},'ref'}}; 
bnd.ind = {{'1','2','3','4','5','6','7','8','9','10','11','12','13', ... 
  '14','15','16','17','18','19','20','21','22','23','24','25','26','27', ... 
  '28','29','30','31','32','33','34','35','36','37','38','39','40','41', ... 
  '42','43','44','45','46','47','48','49','50','51','52','53','54','55', ... 
  '56','57','58','59','60','61','62','63','64','65','66','67','68','69', ... 
  '70','71','72','73','74','75','76','77','78','79','80','81','83','84', ... 
  '85','86','87','88','89','90','91','92','93','94','95','96','97','98', ... 
  '99','100','101','102','103','104','105','106','107','108','109','110', ... 
  '111','112','113','114','115','116','117','118','119','120','121','122', ... 
  '123','124','125','126','127','128','129','130','131','132','133','134', ... 
  '135','136','137','138','139','140','141','142','143','144','145','146', ... 
  '147','148','149','150','151','152','153','154','155','156','157','158', ... 
  '159','160','161','162','163','164','165','166','167','168','169','170', ... 
  '171','172','173','174','175','176','177','178','179','180','181','182', ... 
  '183','184','185','186','187','188','189','190','191','192','193','194', ... 
  '195','196','197','198','199','200','201','202','203','204','205','206', ... 
  '207','208','209','210','211','212','213','214','215','216','217','218', ... 
  '219','220','221','222','223','224','225','226','227','228','229','230', ... 
  '231','232','233','234','235','236','237','238','239','240','241','242', ... 
  '243','244','245','246','247','248','249','250','251','252','253','254', ... 
  '255','256','257','258','259','260','261','262','263','264','265','266', ... 
  '267','268','269','270','271','272','273','274','275','276','277','278', ... 
  '279','280','281','282','283','284','285','286','287','288','289','290', ... 
  '291','292','293','294','295','296','297','298','299','300','301','302', ... 
  '303','304','305','306','307','308','309','310','311','312','313','314', ... 
  '315','316','317','318','319','320','321','322','323','324','325','326', ... 
  '327','328','329','330','331','332','333','334','335','336','337','338', ... 
  '339','340','341','342','343','344','345','346','347','348','349','350', ... 
  '351','352','353','354','355','356','357','358','359','360','361','362', ... 
  '363','364','365','366','367','368','369','370','371','372','373','374', ... 
  '375','376','377','378','379','380','381','382','383','384','385','386', ... 
  '387','388','389','390','391','392','393','394','395','396','397','398', ... 
  '399','400','401','402','403','404','405','406'},{'82'}}; 
src{1} = {{},bnd,{}}; 
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elem.src = src; 
geomdim = cell(1,1); 
geomdim{1} = {}; 
elem.geomdim = geomdim; 
elem.var = {'out'}; 
elem.global = {'1'}; 
elem.maxvars = {}; 
elemcpl{1} = elem; 
fem.elemcpl = elemcpl; 
 
% Global expressions 
fem.globalexpr = {'e12','0', ... 
  'e21','0', ... 
  'taueff','1/(eta+(1/tauct))'}; 
 
%Code below imports all necessary variables from previous time-step 
 
if ttot>1  
clear fcns 
fcns{1}.type='interp'; 
fcns{1}.name='ttotmapold1'; 
fcns{1}.method='linear'; 
fcns{1}.extmethod='const'; 
fcns{1}.fileindex='1'; 
loadf=strcat(foldr,'femttotmap1_',num2str(ttot-1),'.txt'); 
fcns{1}.filename=loadf; 
 
fcns{2}.type='interp'; 
fcns{2}.name='initSX'; 
fcns{2}.method='linear'; 
fcns{2}.extmethod='const'; 
fcns{2}.fileindex='1'; 
loadf=strcat(foldr,'femsX_',num2str(ttot-1),'.txt'); 
fcns{2}.filename=loadf; 
 
fcns{3}.type='interp'; 
fcns{3}.name='initSY'; 
fcns{3}.method='linear'; 
fcns{3}.extmethod='const'; 
fcns{3}.fileindex='1'; 
loadf=strcat(foldr,'femsY_',num2str(ttot-1),'.txt'); 
fcns{3}.filename=loadf; 
 
fcns{4}.type='interp'; 
fcns{4}.name='initSZ'; 
fcns{4}.method='linear'; 
fcns{4}.extmethod='const'; 
fcns{4}.fileindex='1'; 
loadf=strcat(foldr,'femsZ_',num2str(ttot-1),'.txt'); 
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fcns{4}.filename=loadf; 
 
fcns{5}.type='interp'; 
fcns{5}.name='initSXY'; 
fcns{5}.method='linear'; 
fcns{5}.extmethod='const'; 
fcns{5}.fileindex='1'; 
loadf=strcat(foldr,'femsXY_',num2str(ttot-1),'.txt'); 
fcns{5}.filename=loadf; 
 
fcns{6}.type='interp'; 
fcns{6}.name='TempPCold'; 
fcns{6}.method='linear'; 
fcns{6}.extmethod='const'; 
fcns{6}.fileindex='1'; 
loadf=strcat(foldr,'femTempPC_',num2str(ttot-1),'.txt'); 
fcns{6}.filename=loadf;   
 
fcns{7}.type='interp'; 
fcns{7}.name='Wavold'; 
fcns{7}.method='linear'; 
fcns{7}.extmethod='const'; 
fcns{7}.fileindex='1'; 
loadf=strcat(foldr,'femWav_',num2str(ttot-1),'.txt'); 
fcns{7}.filename=loadf;   
 
fcns{8}.type='interp'; 
fcns{8}.name='ttotmaptotold'; 
fcns{8}.method='linear'; 
fcns{8}.extmethod='const'; 
fcns{8}.fileindex='1'; 
loadf=strcat(foldr,'femttotmaptot_',num2str(ttot-1),'.txt'); 
fcns{8}.filename=loadf;     
fem.functions = fcns; 
end 
 
% ODE Settings 
clear ode 
clear units; 
units.basesystem = 'SI'; 
ode.units = units; 
fem.ode=ode; 
% Multiphysics 
fem=multiphysics(fem); 
 
% Extend mesh 
fem.xmesh=meshextend(fem); 
fem.xmesh 
% Evaluate initial value using current solution 
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init = asseminit(fem,'u',fem0.sol,'xmesh',fem0.xmesh,'complexfun','on'); 
 
% Mapping stored solution to current extended mesh 
u = asseminit(fem,'init',fem1.sol,'xmesh',fem1.xmesh); 
 
% Solve static problem of thermal-stress analysis 
 
fem.sol=femstatic(fem, ... 
                  'init',init, ... 
                  'u',u, ... 
                  'ntol',5e-4,... 
    'maxiter',50,... 
                  'complexfun','on', ... 
                  'solcomp',{'lm7','u','y','T','lm8','x','v'}, ... 
                  'outcomp',{'lm7','u','Hz','Y','y','T','lm8','x','v','X'}); 
 
% Save current fem structure for restart purposes 
feml=fem; 
 
 
 
savef=strcat(foldr,'fem_n',num2str(ttot),'.mph'); 
  flsave(savef,fem); 
   
  avgTempPC2=postint(fem,'TempPC','Dl',3)/postint(fem,'1','Dl',3); 
    avgtransstr2=postint(fem,'transstr','Dl',3)/postint(fem,'1','Dl',3); 
      avgttotmap12=postint(fem,'ttotmap1','Dl',3)/postint(fem,'1','Dl',3); 
        avgtempCh12=postint(fem,'tempCh1','Dl',3)/postint(fem,'1','Dl',3); 
         avgtempCh22=postint(fem,'tempCh1','Dl',3)/postint(fem,'1','Dl',3); 
            avgttotmaptot2=postint(fem,'ttotmaptot','Dl',3)/postint(fem,'1','Dl',3); 
           
 save avgdata2 avgTempPC2 avgtransstr2 avgttotmap12 avgttotmaptot2 avgtempCh12 avgtempCh22 
 
%Evaluate all variables needed to be transported to next time-step. The method is such that all 
%expressions are saved in a txt file with mesh data. This is then reevaluated on remeshed structure 
%before analyses in next time-step 
 
pd=posteval(fem,'Wav_rfwh','Refine',1); 
savef=strcat(foldr,'femWav_',num2str(ttot),'.txt'); 
fid1=fopen(savef,'wt'); 
fprintf(fid1,'%% Coordinates\n'); 
fprintf(fid1,'%f\t%f\n',pd.p); 
fprintf(fid1,'%% Elements\n'); 
fprintf(fid1,'%d\t%d\t%d\n',pd.t); 
fprintf(fid1,'%% Data\n'); 
fprintf(fid1,'%f\n',pd.d); 
fprintf(fid1,'%%'); 
fclose(fid1); 
length(pd.p) 
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length(pd.t) 
length(pd.d) 
 
pd2=posteval(fem,'ttotmap1','Refine',1); 
savef=strcat(foldr,'femttotmap1_',num2str(ttot),'.txt'); 
fid2=fopen(savef,'wt'); 
fprintf(fid2,'%% Coordinates\n'); 
fprintf(fid2,'%f\t%f\n',pd2.p); 
fprintf(fid2,'%% Elements\n'); 
fprintf(fid2,'%d\t%d\t%d\n',pd2.t); 
fprintf(fid2,'%% Data\n'); 
fprintf(fid2,'%f\n',pd2.d); 
fprintf(fid2,'%% End'); 
fclose(fid2); 
 
pd3=posteval(fem,'transstr','Refine',1); 
savef=strcat(foldr,'transstr_',num2str(ttot),'.txt'); 
fid3=fopen(savef,'wt'); 
fprintf(fid3,'%% Coordinates\n'); 
fprintf(fid3,'%f\t%f\n',pd3.p); 
fprintf(fid3,'%% Elements\n'); 
fprintf(fid3,'%d\t%d\t%d\n',pd3.t); 
fprintf(fid3,'%% Data\n'); 
fprintf(fid3,'%f\n',pd3.d); 
fprintf(fid3,'%% End'); 
fclose(fid3); 
 
pd4=posteval(fem,'sX_smpn','Refine',1); 
savef=strcat(foldr,'femsX_',num2str(ttot),'.txt'); 
fid4=fopen(savef,'wt'); 
fprintf(fid4,'%% Coordinates\n'); 
fprintf(fid4,'%f\t%f\n',pd4.p); 
fprintf(fid4,'%% Elements\n'); 
fprintf(fid4,'%d\t%d\t%d\n',pd4.t); 
fprintf(fid4,'%% Data\n'); 
fprintf(fid4,'%f\n',pd4.d); 
fprintf(fid4,'%% End'); 
fclose(fid4); 
 
pd5=posteval(fem,'sY_smpn','Refine',1); 
savef=strcat(foldr,'femsY_',num2str(ttot),'.txt'); 
fid5=fopen(savef,'wt'); 
fprintf(fid5,'%% Coordinates\n'); 
fprintf(fid5,'%f\t%f\n',pd5.p); 
fprintf(fid5,'%% Elements\n'); 
fprintf(fid5,'%d\t%d\t%d\n',pd5.t); 
fprintf(fid5,'%% Data\n'); 
fprintf(fid5,'%f\n',pd5.d); 
fprintf(fid5,'%% End'); 
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fclose(fid5); 
 
pd6=posteval(fem,'sZ_smpn','Refine',1); 
savef=strcat(foldr,'femsZ_',num2str(ttot),'.txt'); 
fid6=fopen(savef,'wt'); 
fprintf(fid6,'%% Coordinates\n'); 
fprintf(fid6,'%f\t%f\n',pd6.p); 
fprintf(fid6,'%% Elements\n'); 
fprintf(fid6,'%d\t%d\t%d\n',pd6.t); 
fprintf(fid6,'%% Data\n'); 
fprintf(fid6,'%f\n',pd6.d); 
fprintf(fid6,'%% End'); 
fclose(fid6); 
 
pd7=posteval(fem,'sXY_smpn','Refine',1); 
savef=strcat(foldr,'femsXY_',num2str(ttot),'.txt'); 
fid7=fopen(savef,'wt'); 
fprintf(fid7,'%% Coordinates\n'); 
fprintf(fid7,'%f\t%f\n',pd7.p); 
fprintf(fid7,'%% Elements\n'); 
fprintf(fid7,'%d\t%d\t%d\n',pd7.t); 
fprintf(fid7,'%% Data\n'); 
fprintf(fid7,'%f\n',pd7.d); 
fprintf(fid7,'%% End'); 
fclose(fid7); 
 
pd8=posteval(fem,'TempPC','Refine',1); 
savef=strcat(foldr,'femTempPC_',num2str(ttot),'.txt'); 
fid8=fopen(savef,'wt'); 
fprintf(fid8,'%% Coordinates\n'); 
fprintf(fid8,'%f\t%f\n',pd8.p); 
fprintf(fid8,'%% Elements\n'); 
fprintf(fid8,'%d\t%d\t%d\n',pd8.t); 
fprintf(fid8,'%% Data\n'); 
fprintf(fid8,'%f\n',pd8.d); 
fprintf(fid8,'%% End'); 
fclose(fid8); 
 
pd9=posteval(fem,'ttotmaptot','Refine',1); 
savef=strcat(foldr,'femttotmaptot_',num2str(ttot),'.txt'); 
fid9=fopen(savef,'wt'); 
fprintf(fid9,'%% Coordinates\n'); 
fprintf(fid9,'%f\t%f\n',pd9.p); 
fprintf(fid9,'%% Elements\n'); 
fprintf(fid9,'%d\t%d\t%d\n',pd9.t); 
fprintf(fid9,'%% Data\n'); 
fprintf(fid9,'%f\n',pd9.d); 
fprintf(fid9,'%% End'); 
fclose(fid9); 
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% Geometry extracted from deformed mesh 
 
fem = mesh2geom(fem, ... 
                'frame','ale', ... 
                'srcdata','deformed', ... 
                'destfield',{'geom','mesh'}, ... 
                'srcfem',1, ... 
                'destfem',1); 
 
 
fem.mesh=meshinit(fem, ... 
                  'hmax',[.06]); 
 
% Store mesh to be exported to next iteration 
 
  fem2=fem; 
  marrupd=fem.mesh; 
 
end  
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Appendix B 
Computation method of reflectance spectra on 
deformed 3-D elastomer photonic crystal 
 
In ABAQUS software,{{84 Dassault Systemes 2009}} the air domain in the elastomer photonic crystal as 
detailed in Section 2.2 is not required to be modeled. However, to conduct an electromagnetics simulation 
of light transmittance through the structure, it is required that the air region also be modeled and meshed. 
This appendix summarizes the sequence of steps required to convert the deformed structure from 
ABAQUS and incorporate a finite element mesh for both the air and material domains using the AMIRA 
software.{{135 Visage Imaging Inc. 2009}}  
 
1. Export the deformed structure at the required frame, in ABAQUS, as a VRML file format.  
2. Use PolyTrans software to convert VRML into DXF file format 
3. Import the DXF file into AMIRA  
4. Right click on the newly imported green colored icon with the name of the dxf file 
a. Select ScanConvertSurface option 
b. Choose number of voxels into which the bounding box encompassing the structure is to 
be discretized 
5. New icon appears which has information that separates white voxels as material and dark voxels 
as air 
6. To view the structure, right click on the data set and select OrthoSlice 
7. After clicking the green icon, in the bottom window panel, select Image Segmentation Editor 
a. In the selection, choose Interior as Material and Exterior as Air and include each into 
labels and press + sign to complete the process 
b. This process adds the domains into the two labels and assigns 0 and 1 labels 
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8. With green icon pressed, you can also slice the bounding box to shave off a one or two voxels in 
all three directions. Sometimes, the deformed structure might have tiny protrusions that can cause 
the box to encompass additional regions. 
9. Export the structure as a .mat file which has the voxel information labeled as 0 or 1 and in a 3-D 
matrix format representing the structure 
10. Transfer Matrix Method (TMM) is used to conduct the light transmittance calculation on the .mat 
structure 
The code for the TMM computation, without the complete sub functions, is provided below.  
 
%------------------------------% 
% This code computes the reflectances and transmittances of a 
% multilayer stack of dielectric isotropic layers for plane waves at normal 
% incidence. All lengths are expressed in nanometers (nm). 
% developed by: Joseph Bernhardt Geddes III (jbgeddes3), Christy Chen, Beckman Institute, UIUC 
%------------------------------% 
 
% Set file names 
NameF = 'Holonodes_2X2Y2Z_thres8p6_CLD_Fr7'; 
InputF = strcat(NameF,'.txt'); 
OutputFR = strcat(NameF, '-R.txt'); 
OutputFT = strcat(NameF, '-T.txt'); 
 
% Set wavelength ranges. 
MinWL = 300.0; % lower bound of wavelength range 
MaxWL = 1700.0; % upper bound of wavelength range 
StepWL = 1.0; % wavelength step size 
 
% Load raw refractive index data and find number of data points 
DataA = load(InputF); 
DataN = length(DataA); 
DataA1=DataA; 
 
% Construct refractive index array 
IndexA = []; 
IndexA = cat(1, IndexA, DataA1); %leftover layers 
IndexA = cat(1, [1.0], IndexA); % air halfspace 
IndexA = cat(1, IndexA, [1.573]); % adhesion layer 
IndexA = cat(1, IndexA, [1.5]); % glass halfspace 
 
% Construct layer thickness array 
ThickA = repmat(32.73, length(DataA1), 1); 
ThickA = cat(1, ThickA, 3000); % adhesion layer 
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% Compute reflectance and transmittance over range of wavelengths 
WavelengthN = ((MaxWL-MinWL)/StepWL)+1; 
WavelengthA = zeros(WavelengthN, 1); 
ReflectS = zeros(WavelengthN, 1); 
TransmitS = zeros(WavelengthN, 1); 
 
for ii = 1 : WavelengthN 
  Wavelength = MinWL+((ii-1)*StepWL); 
  WavelengthA(ii) = Wavelength; 
  ReflectS(ii) = abs(ReflectA(TransferM(Wavelength, IndexA, ThickA)))^2; 
  TransmitS(ii) = 1-ReflectS(ii); 
end 
 
% Plot remittance spectrums 
plot(WavelengthA, ReflectS) 
hold on 
 
% Write remittance data to files 
save(OutputFR, 'ReflectS', '-ASCII'); 
save(OutputFT, 'TransmitS', '-ASCII'); 
%------------------------------% 
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Appendix C 
Poroelasticity based swelling model in ABAQUS 
of hydrogel based photonic crystal 
 
ABAQUS input file for hydrogel inverse FCC swelling simulation. The model implements a 
poroelasticity based coupled fluid-diffusion mechanics. 
*Heading 
**Index of 1.511 
*Preprint, echo=NO, model=NO, history=NO, contact=NO 
*Part, name=HexFinal8 
*Node 
--LINES REMOVED 
*Element, type=C3D10MP 
--LINES REMOVED 
*Nset, nset=_PickedSet6, internal, generate 
      1,  148657,       1 
*Elset, elset=_PickedSet6, internal, generate 
     1,  92351,      1 
** Region: (HydSection:Picked) 
*Elset, elset=_PickedSet6, internal, generate 
     1,  92351,      1 
** Section: HydSection 
*Solid Section, elset=_PickedSet6, material=HYdrogel_HEMA2 
1., 
*End Part 
**   
** Simulation of Swelllingl and moisture selling technique constrained swelling 
** 
** ASSEMBLY 
** 
*Assembly, name=Assembly 
**   
*Instance, name=HexFinal8-1, part=HexFinal8 
*End Instance 
**   
*Nset, nset=_PickedSet382, internal, instance=HexFinal8-1 
--LINES REMOVED 
*Elset, elset=_PickedSet382, internal, instance=HexFinal8-1 
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--LINES REMOVED 
*Nset, nset=_PickedSet383, internal, instance=HexFinal8-1 
--LINES REMOVED 
*Elset, elset=_PickedSet383, internal, instance=HexFinal8-1 
--LINES REMOVED 
*Nset, nset=GelBody, instance=HexFinal8-1, generate 
      1,  148657,       1 
*Elset, elset=GelBody, instance=HexFinal8-1, generate 
     1,  92351,      1 
*Nset, nset=GelBody_PP_, internal, instance=HexFinal8-1, generate 
      1,  148657,       1 
*Nset, nset=Bot, instance=HexFinal8-1 
--LINES REMOVED 
*Elset, elset=Bot, instance=HexFinal8-1 
--LINES REMOVED 
*End Assembly 
**  
** MATERIALS 
**  
*Material, name=HYdrogel_HEMA2 
*Depvar 
      4, 
*Elastic, dependencies=1 
.24e+06, 0.4, ,  0. 
.20e+06, 0.4, ,  .1 
.18e+06, 0.4, ,  .2 
*Moisture Swelling 
  1., 0.01 
 0.75, 0.25 
 0.25, 0.75 
   0.,   1. 
*Permeability, specific=9965. 
7.71E-3,1. 
*Porous Bulk Moduli 
 1e+06, 2.15e+09 
*Sorption 
-80000., 0.01 
     0.,   1. 
*User Defined Field 
** BOUNDARY CONDITIONS 
**  
** Name: BC-1 Type: Displacement/Rotation 
*Boundary 
_PickedSet382, 2, 2 
** Name: BC-4 Type: Pore pressure 
*Boundary 
GelBody_PP_, 8, 8 
** Name: BC-6 Type: Displacement/Rotation 
*Boundary 
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_PickedSet383, 1, 1 
_PickedSet383, 3, 3 
_PickedSet383, 4, 4 
_PickedSet383, 5, 5 
_PickedSet383, 6, 6 
*initial conditions, type=saturation 
Assembly.Gelbody,1. 
*initial conditions, type=ratio 
Assembly.Gelbody,.01 
**  
** STEP: Step-1 
**  
*Step, name=Step-1, nlgeom=YES, amplitude=RAMP, inc=99999 
*Soils, creep=none 
0.0001, 0.01, , , 
**  
** BOUNDARY CONDITIONS 
**  
** Name: BC-4 Type: Pore pressure 
*Boundary 
GelBody_PP_, 8, 8, -80000. 
**  
** OUTPUT REQUESTS 
**  
*Restart, write, frequency=0 
**  
** FIELD OUTPUT: F-Output-1 
**  
*Output, field, frequency=3 
*Node Output 
POR, U 
*Element Output 
EVOL,S, SAT, VOIDR,SDV,NE 
**  
*Node Output, nset=Bot 
RF,  
** HISTORY OUTPUT: H-Output-1 
**  
*Output, history, frequency=99999 
*Energy Output 
ALLIE,  
*End Step 
 
 
Fortron user subroutine code used to compute the change in refractive indices  
 
 
 
       SUBROUTINE USDFLD(FIELD,STATEV,PNEWDT,DIRECT,T,CELENT, 
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     1 TIME,DTIME,CMNAME,ORNAME,NFIELD,NSTATV,NOEL,NPT,LAYER, 
     2 KSPT,KSTEP,KINC,NDI,NSHR,COORD,JMAC,JMATYP,MATLAYO,LACCFLA) 
C 
       INCLUDE 'ABA_PARAM.INC' 
C 
       CHARACTER*80 CMNAME,ORNAME 
       CHARACTER*3  FLGRAY(15) 
       DIMENSION FIELD(NFIELD),STATEV(NSTATV),DIRECT(3,3), 
     3       T(3,3),TIME(2) 
              DIMENSION ARRAY(15),JARRAY(15),JMAC(*),JMATYP(*),COORD(*) 
 
  AVGINDEX=1.511 
  CHAINS=2.E27 
  ALPHA=10.E-29 
  CC=2*3.145*(AVGINDEX*AVGINDEX+2)*(AVGINDEX*AVGINDEX+2)* 
     4       CHAINS*ALPHA/(AVGINDEX*45.) 
 
  CALL GETVRM('VOIDR',ARRAY,JARRAY,FLGRAY,JRCD,JMAC,JMATYP, 
      
     5       MATLAYO,LACCFLA) 
              FIELD(1)=ARRAY(1) 
  STATEV(1)=FIELD(1) 
 
C  Calculating optical anisotropy 
 
  CALL GETVRM('NE',ARRAY,JARRAY,FLGRAY,JRCD,JMAC,JMATYP, 
 
     6       MATLAYO,LACCFLA) 
 
  E11=ARRAY(1) 
  E22=ARRAY(2) 
  E33=ARRAY(3) 
 
  Const1=CC*(E11-E22)*(E11+E22+2) 
  Const2=CC*(E22-E33)*(E22+E33+2) 
  Const3=3*AVGINDEX 
 
  CN1=.6667*Const1+.3333*(Const2+Const3) 
  CN2=-0.3333*Const1+.3333*(Const2+Const3) 
  CN3=-0.3333*Const1-0.6667*Const2+.3333*Const3 
 
  STATEV(2)=CN1 
  STATEV(3)=CN2 
   STATEV(4)=CN3 
 
       RETURN 
       END 
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Appendix D  
3-D Photonic bandstructure calculation using 
COMSOL 
 
Codes for computing the bandstructure for the 3D unit structure described in Section 2.2. 
clear all; 
nbands=10; 
kk=0.02:0.02:.5; 
freq0=4e13; 
allLambda=[]; 
for ii=1:length(kk) 
k=kk(ii); 
flclear fem 
 
flbinaryfile='<mesh filename>.mphm'; 
 
% Geometry 
fem.mesh = flbinary('m1','mesh',flbinaryfile); 
 
%Unit cell dimensions in meters (these are also the lattice constant) 
a1=[1.885e-6 0 0]; 
a2=[0 9.164e-7 0]; 
a3=[0 0 2.58e-6];  
 
dotcrossA=dot(a1,cross(a2,a3)); 
 
%Reciprocal lattice vector calculations 
b1=2*pi*(cross(a2,a3))/dotcrossA; 
b2=2*pi*(cross(a3,a1))/dotcrossA; 
b3=2*pi*(cross(a1,a2))/dotcrossA; 
 
% Parameters used in k wavevector definition in Gamma-X direction 
fem.const = {'k',sprintf('%g',k), ... 
  'k1','1', ... 
  'k2','0', ... 
  'k3','0'}; 
% Scalar expressions for k vector in Gamma-X (kx, ky, kz) in 3D 
fem.expr = {'kx',sprintf('k*(k1*%g+k2*%g+k3*%g)',b1(1),b2(1),b3(1)), ... 
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  'ky',sprintf('k*(k1*%g+k2*%g+k3*%g)',b1(2),b2(2),b3(2)), ... 
  'kz',sprintf('k*(k1*%g+k2*%g+k3*%g)',b1(3),b2(3),b3(3)), ... 
  'nAir','1', ... 
  'nMat','1.6'}; 
 
 
%Setup of the COMSOL model for bandstructure computation 
% Application mode 1 
clear appl 
appl.mode.class = 'ElectromagneticWaves'; 
appl.module = 'RF'; 
appl.gporder = 2; 
appl.cporder = 1; 
appl.assignsuffix = '_rfw'; 
clear prop 
prop.elemdefault='Vec1'; 
prop.analysis='eigen'; 
prop.divcond='on'; 
appl.prop = prop; 
clear bnd 
bnd.type = {'periodic','cont','periodic','periodic'}; 
bnd.index = {2,0,1,3}; 
bnd.kper = {{'kx';'ky';'kz'},{0;0;0},{'kx';'ky';'kz'},{'kx';'ky';'kz'}}; 
 
%Specify Floquet condition on the boundaries of the unit cell 
bnd.pertype = {'floque','sym','floque','floque'}; 
 
bnd.ind = <vector suppressed due to length>; 
appl.bnd = bnd; 
clear equ 
equ.n = {'nAir','nMat'}; 
equ.matparams = 'n'; 
equ.ind = [1,2]; 
appl.equ = equ; 
fem.appl{1} = appl; 
fem.frame = {'ref'}; 
fem.border = 1; 
clear units; 
units.basesystem = 'SI'; 
fem.units = units; 
 
 
% Multiphysics 
fem=multiphysics(fem); 
% Extend mesh 
fem.xmesh=meshextend(fem); 
 
% Solve eigenvalue problem of Maxwells equation for TE polarization 
fem.sol=femeig(fem, ... 
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               'complexfun','on', ... 
               'conjugate','on', ... 
               'solcomp',{'tExEyEz10'}, ... 
               'outcomp',{'tExEyEz10'}, ... 
               'neigs',nbands, ... 
                'shift',-i*2*pi*freq0, ... 
                'eigref',sprintf('-i*2*pi*%g',freq0),... 
               'linsolver','spooles'); 
 
% Save current fem structure for restart purposes 
fem0=fem; 
 
%Extract eigenvalues  
allLambda=cat(1,allLambda,fem.sol.lambda); 
end  
nuall=allLambda'; 
nu = reshape(nuall,[nbands 1 length(kk)]); 
nu = permute(nu,[2 3 1]); 
 
%Save k wavevector and eigenvalue nu 
save <filename.mat> kk nu 
 
 
The above code is for Γ-X direction. For other wave vectors, X-M and M-R respectively the following 
definitions are used: 
 
% X-M direction 
fem.const = {'k',sprintf('%g',k), ... 
  'k1','0.5', ... 
  'k2','0.5', ... 
  'k3','0'}; 
% Scalar expressions 
fem.expr = {'kx',sprintf('(k1*%g+k*k2*%g+k3*%g)',b1(1),b2(1),b3(1)), ... 
  'ky',sprintf('(k1*%g+k*k2*%g+k3*%g)',b1(2),b2(2),b3(2)), ... 
  'kz',sprintf('(k1*%g+k*k2*%g+k3*%g)',b1(3),b2(3),b3(3)), ... 
  'nAir','1', ... 
  'nMat','1.6'}; 
 
% M-R direction 
fem.const = {'k',sprintf('%g',k), ... 
  'k1','0.5', ... 
  'k2','0.25', ... 
  'k3','0.5'}; 
% Scalar expressions 
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fem.expr = {'kx',sprintf('(k1*%g+k2*%g+k*k3*%g)',b1(1),b2(1),b3(1)), ... 
  'ky',sprintf('(k1*%g+k2*%g+k*k3*%g)',b1(2),b2(2),b3(2)), ... 
  'kz',sprintf('(k1*%g+k2*%g+k*k3*%g)',b1(3),b2(3),b3(3)), ... 
  'nAir','1', ... 
  'nMat','1.6'}; 
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