Experimentation and Measurement (E&M) capabilities allow organizations to accurately assess the impact of new propositions and to experiment with many variants of existing products. However, until now, the question of measuring the measurer, or valuing the contribution of an E&M capability to organizational success has not been addressed. We tackle this problem by analyzing how, by decreasing estimation uncertainty, E&M platforms allow for better prioritization. We quantify this benefit in terms of expected relative improvement in the performance of all new propositions and provide guidance for how much an E&M capability is worth and when organizations should invest in one.
I. INTRODUCTION
The value of making data driven or data informed decisions has become increasingly clear in recent years. Key to making data driven decisions is the ability to accurately measure the impact of a given choice and to experiment with possible alternatives. We define Experimentation & Measurement (E&M) capabilities as the knowledge and tools necessary to run experiments (controlled or otherwise) with different products, services, or experiences, and measure their impact. The capabilities may be in the form of an online controlled experiment framework, a team of analysts, or a system capable of performing machine learning-aided causal inference.
The value of E&M is currently best reflected in the success of major organizations that have adopted and advocated for them in the past decade. A large number of major technology companies report having mature infrastructure for online controlled experiments (OCEs, e.g. Google [1] , Linkedin [2] , and Microsoft [3] ) and/or are heavily investing in state-of-theart techniques (e.g. Airbnb [4] , Netflix [5] , and Yandex [6] ). Amazon [7] and Facebook [8] have also reported the use of various causal inference techniques to measure the incrementality of advertising campaigns. A number of start-ups (e.g. Optimizely [9] and Qubit [10] ) have also recently been established purely to manage OCEs for businesses.
While mature E&M capabilities can quantify the value of a proposition, it remains a major challenge to "measure the measurer" -to quantify the value of the capabilities themselves. To the best of our knowledge, there is no work that addresses the question "should we invest in E&M capabilities" or how to value these capabilities, making it difficult to build a compelling business case to justify investment in the related personnel and infrastructure. We address this problem, calculating both the expected value and the risk, allowing the Sharpe ratio [11] for an E&M capability to be calculated and compared to other potential investments.
The value created by E&M capabilities can be divided into three classes -1) recognizing value 2) prioritizing propositions 3) optimizing individual propositions:
1) Recognizing value E&M capabilities enable value to be attributed to a product, proposition or service. They also prevent damage from propositions that have negative value. This is important for dynamic organizations with large numbers of propositions as the damage caused by individual roll outs can be compartmentalized and contained in a similar fashion to unit and integration testing in software development.
2) Prioritization Without E&M capabilities, prioritization is based on back-of-envelope estimates or gut feel, which has high uncertainty. E&M reduces the magnitude of the noise arising from estimation, enabling prioritization based on estimates that are closer to the true values and improved longterm decision making.
3) Optimization E&M capabilities allow large numbers of variants to be evaluated against each other and the best to be selected efficiently. Without such capabilities, propositions can be experimented with sequentially, but this is slow and introduces noise from the changing environment.
While quantifying the values of 1) and 3) are relatively straightforward, 1 quantifying the value of 2) is more interesting and the subject of the remainder of this paper. E&M capabilities improve prioritization by reducing uncertainty in the value estimates of each proposition. This is a form of ranking under uncertainty, a well studied problem in the fields of statistics and operational research. However, in all previous work, either the variance is assumed to be a fixed constant, or it is changed without the value being measured. Here we wish to understand the value of variance reduction through E&M.
Our contribution is as follows. We 1) specify the first model that values the contribution of an E&M capability in terms of better prioritization due to reduced estimation noise for propositions (Section III); 2) derive the variance of our estimate, allowing a Sharpe ratio to be calculated to guide organizations considering investment in E&M (Section IV); and finally 3) provide two case studies based on large-scale meta-analyses that reflect how our model can be applied to real world practice (Section VI). 
II. RELATED WORK
There is a large literature on the use of controlled or natural experiments. A number of works are dedicated to running trustworthy online controlled experiments [13] , choosing good metrics [14] and designing experiments where samples are dependent due to external confounders [15] , [16] . While important contributions, these works assume the existence of E&M capabilities. However, to the best of our knowledge, there is no literature that helps organizations justify the acquisition of E&M capabilities. We believe that filling this gap is necessary for wider adoption, and that increased participation will accelerate the development of the field. This paper is related to existing work in statistics and operations research, in particular on decision making under uncertainty, which has been extensively studied since the 1980s. Notable work includes proposals for additional components in a decision maker's utility function [17] , alternate risk measures [18] , and a general framework for decision making with incomplete information (i.e. uncertainty) [19] . These works assume the inability to change the noise associated with estimation and/or measurement.
The sub-problem of ranking under uncertainty has also attracted considerable attention, partially due to the advent of large databases and the requirement in ranking results with certain ambiguity in relevance [20] . While Zuk et al. [21] measured the influence of noise levels in their work, they focused on the quality of the ranks themselves but not the value associated with the ranks.
The project selection problem is a related problem in optimization, where the goal is to find the optimal set of propositions using mixed integer linear programming, possibly under uncertainty. Work in this domain generally seeks methods that cope with existing risk/noise [22] , and to the best of our knowledge there are no work that consider the value from reducing risk. While Shakhsi-Niaei et al. [23] have discussed lowering the uncertainty level during the selection process, they refer to the uncertainty of decision parameters instead of the general noise level.
III. MATHEMATICAL FORMULATION
We formulate the prioritization problem, and the value gained from E&M capabilities, by considering M propositions that must be selected from N candidates, where M < N. The estimated value of each proposition is given by Y n = X n + n , where X n are the true (unobserved) values that are estimated with error n . The propositions are labelled in ascending order of estimated value Y n to get the order statistics Y (1) , Y (2) , ..., Y (N ) , and the M proposition with the highest estimated values:
We are interested in the true value of the selected propositions, given by:
where I(·) denotes the index function that maps the ranking to the index of the proposition. 2 We define the mean true value of the M selected propositions as
where a good prioritization maximizes V . Part of the value of E&M capabilities arises from the observation that V increases when the magnitude of the uncertainties arising from estimation ( n ) decreases. We are interested in the value gained by reducing estimation uncertainty without changing the set of propositions (i.e. retaining all X n s), as the true value of the propositions do not depend on the measurement method used:
We will derive the expected value of D under various model assumptions in the following sections. Where applicable, we also provide bounds for the measure.
IV. VALUATION UNDER INDEP. GAUSSIAN ASSUMPTIONS
To value an E&M capability, which is a generic framework that can be applied in many different ways across diverse organizations, it is first necessary to make some simplifying assumptions about the statistical properties of the propositions under consideration. To do this, we make use of [10] and [12] whose authors performed a meta-analysis on the results of 6,700 e-commerce and 432 marketing experiments respectively. The uplifts indicated by the experiments, and hence the value of the propositions (under some estimation noise) exhibit the following properties: 1) They can be positive or negative, 2) They are usually clustered around an average instead of uniformly spreading across a certain range, and 3) The distributions are heavy tailed. We initially relax property and consider the case where the value of the propositions and the estimation noises are modelled with normal distributions:
where n ⊥ X m ∀ n, m (see Figure 1 ). This enables one to draw on the wealth of results in order statistics and Bayesian inference related to Gaussian distributions to begin with. 3 We will derive the expected value and variance for V , the mean true value of the top M propositions selected after being ranked by their estimated value (as defined in (2)), as well as the expected value and an upper bound for the variance of D, the value gained when the estimation noise is reduced. For brevity, we only present the derived quantities with key derivation steps in this paper. The full derivation is available in a supplemantary document. 4 We will also demonstrate two key results. Firstly, the expected mean true value of the selected propositions (V ) increases when the estimation noise decreases, and the relative increase in value is dependent on how much noise we can reduce. Secondly, when M is small, reducing the estimation noise may not lead to a statistically significant improvement in the true value of the propositions selected. As a result, improvements in prioritization driven by E&M may only be justified for larger organizations.
A. Calculating the Expectation
We first derive the expected value for D. This requires the expected values of, in order:
1) Y (r) -the estimated value of the r th proposition, ranked in increasing estimated value; 5 2) X I(r) -the true value of the r th proposition, ranked by increasing estimated value; and 3) V -the mean of the true value for the M most valuable propositions, ranked by their estimated values. To obtain the expected value for Y (r) , we begin by observing that the Y n
. We then apply a result by Blom [24] , which states that the expected value for normal order statistics Y (r) can be closely approximated as:
where Φ −1 denotes the quantile function of a standard normal distribution, and α ≈ 0.4 is a constant. 6 The expected value of X I(r) is obtained as follows. We first recall a standard result in Bayesian inference, which states that the posterior distribution of X n once Y n is observed is also normally distributed, with mean and variance given by:
We then apply the law of iterated expectations to obtain 5 4 Available on: https://github.com/liuchbryan/value of experimentation 5 Note Y (r) is equivalent to Y I(r) , as the propositions are ranked by their estimated values. 6 Decreasing the estimation noise σ 2 will decrease E(Y (r) ) for any r > N +1 2 , appearing to lower the average value of the top M propositions. This is a common pitfall; the estimated value of a proposition is not being optimized, what actually matters is the true, yet unobserved value of that proposition. Equation (8) shows that decreasing the estimation noise σ 2 will lead to an increase in E(X I(r) ) for any r > N +1 2 . It follows that the mean true value of the top M propositions, selected according to their estimated value, will increase with the presence of a lower estimation noise. We show this by applying the expectation function to V defined in (2) to obtain
Note the complete absence of μ in this question, which suggests that systematic bias in estimation will not affect the true value of the chosen propositions under this process. We finally consider the improvement when we reduce the estimation noise from σ 2 = σ 2 1 to σ 2 2 . This will be the expected value gained by having better E&M capabilities:
If we assume μ X = 0 (i.e. the true value of the propositions are centred around zero), then the relative gain is entirely dependent on σ 2
To calculate the relative improvement in prioritization delivered by E&M under these assumptions, plug into Equation (11): 1) the estimated spread of the values (σ 2 X ), 2) the estimated deviation of the current estimation process (σ 2 1 ), and 3) the estimated deviation to the actual value upon acquisition of E&M capabilities (σ 2 2 ) to get an estimate on how much they will gain from acquiring such capabilities.
B. Calculating the Variance
To make effective investment decisions it is important to understand both the expected value and the risk or uncertainty that this value is delivered. Having derived the expected value in (10) and (11) , in this section we address the investment risk given by the variance of D. Deriving the variance is similar to deriving the expectation -one has to obtain the variances for (in order) Y (r) , X I(r) , and V . For the variance of Y (r) , we apply a result from David and Johnson [25] , which states Var Y (r) can be approximated as:
where φ is the probability density function, and Φ −1 is the quantile function of a standard normal distribution.
The variance for X I(r) is then obtained using the law of total variance: 5
Var(X I(r) ) = E Var(X I(r) |Y (r) ) + Var E(X I(r) |Y (r) )
Before we derive the variance of V , we require the covariance between pairs of Y (·) s and X I(·) s. This is necessary as the terms of V (see (2) ), being the result of removing noise from successive order statistics, are highly correlated.
David and Nagaraja [26] have provided a formula to estimate the covariance between Y (r) and Y (s) for any r, s ≤ N :
To obtain the covariance between X I(r) and X I(s) for any r, s ≤ N , we use the law of total covariance with multiple conditioning variables [27] to obtain 5 Cov(X I(r) , X I(s) )
.
Equation (15) affirms the claim that the X I(·) s are positively correlated. Unlike the X n s, which are independent by definition, they become correlated under the presence of ranking information. Now we can state the variance of V and D.
Applying the variance function to (2) we get
where Var(X I(r) ) and Cov(X I(r) , X I(s) ) are defined in (13) and (15) . The variance of D is thus:
The first two terms on the RHS of (17) are that defined in (16) , while the last term can be expanded as follow:
Equation (18) shows the covariance term in (17) is positive as all its components are positive (cf. (15) , albeit with a different magnitude). Hence the variance terms in (17) form an upper bound to the variance of D:
In practice, the variance of D is much lower than the bound, due to the V s being highly correlated. We conclude this section by observing that M and N have a large influence on Var(D), appearing as squared terms (as opposed to σ 2 1 and σ 2 2 , which are linear). This is crucial as even in cases where the E(D) is positive, the limited capacity of an organization to introduce new propositions may mean that the Sharpe ratio [11] , defined as
where r is a small constant, may not be high enough to justify investment in an E&M capability. The exact threshold where an organization should consider acquiring such capabilities depends on multiple factors including their size (which affects M ), the size of their backlog (N ), the nature of their work (μ X and σ 2 X ), and how good they were at estimation (σ 2 1 ). We refrain from providing a one-size-fitsall recommendation, but give examples in Section VI.
V. EXPERIMENTS
Having performed theoretical calculations for the expectation and variance of the value E&M systems deliver through enhanced prioritization, here we verify those calculations using simulation results. All code used in the experiments, case studies and extensions is available on GitHub. 4 We first verify the result derived in Section IV empirically. For each run, we fix the value of N , M , μ X , μ , σ 2 X , σ 2 1 (the higher σ 2 ), and σ 2 2 (the lower σ 2 ). This is followed by 5,000 cycles of the same operations to obtain samples for V and D: 7 1) Take N samples from N (μ X , σ 2 X ), referred as X n hereafter with n being the index; 2) Take N samples from N (μ , σ 2 1 ), and sum the n thindexed sample with X n ∀n to obtain Y n | σ 2 =σ 2 1 ; 3) Rank the Y n s and obtain the indices of the M largest samples; 8 4) Take the X n s where n is in the set of indices obtained in Step 3, and calculate the mean V| σ 2 =σ 2 1 ; 5) Without replacing the X n s obtained in Step 1), repeat
Steps 2 to 4 with σ 2 = σ 2 2 (i.e. generate samples from N (μ , σ 2 2 ) in Step 2) to obtain V| σ 2 =σ 2 2 ; and 6) Take the difference between V| σ 2 =σ 2 2 obtained in Step 5 and V| σ 2 =σ 2 2 from Step 4 to get D. We expect the mean and variance of the samples obtained in Steps 4 and 5 to match the RHS of (9) and (16) respectively, and the mean of the samples obtained in Step 6 to match the RHS of (10). To verify this, we perform 1,000 bootstrap resamplings on the samples obtained above to obtain an empirical bootstrap distribution of the sample mean and variance in each run. The (1 − α)% bootstrap resampling confidence interval (BRCI) should then cntain the theoretical mean/variance (1 − α)% of the times.
We performed a total of 351 runs, using a set of parameters that are randomly chosen from a curated parameter space. We observed that the quantities
, and E(D) fall within the 95% centered BRCI 336, 320, 336, 305, and 339 times respectively. While these numbers are expected for the expectations, they are on the low side for the variances. Upon further investigation we realized [10] (see Section VI-A). In each plot the dot represents the mean, and the error bar represents the 5th-95th percentile of the empirical value distribution. The subcaption denotes the estimation noise before & after acquisition of E&M capabilities (i.e. σ 2 1 , σ 2 2 ). We fix μX , μ = 0, σ 2 X = (0.7%) 2 , and N = 6700.
that the majority of the out-of-BRCI cases have a theoretical variance below the BRCI (25 below, six over for Var(V | σ 2 1 ); and 39 below, seven over for Var(V | σ 2 2 )), suggesting a slight underestimate in our variance derivation. We believe that this is due to the omission of higher order terms when using the formulas in [25] , leading to a fraction of a percent bias. The bias is more apparent when N and M are small. Otherwise, we are satisfied with the soundness of the derived quantities.
VI. CASE STUDY "What do e-commerce / marketing companies gain by acquiring experimentation & measurement capabilities?"
It is difficult to verify any model that seeks to ascertain the value of E&M capabilities with real data. This is not only because of the inability to observe the true value of a proposition/product/service, but also the lack of published measurements from organizations. The closest proxies are meta-analyses, including that compiled by Browne and Johnson [10] and Johnson et al. [12] , which contain statistics on the measured uplift (in relative %) over a large number of ecommerce and marketing experiments for many organizations.
The information presented by the two groups of researchers are sufficient for us to ask the following question: If all the experiments presented by Browne and Johnson / Johnson et al. are conducted for the same organization, how much value did the E&M capabilities add due to improved prioritization?
A. e-Commerce companies
In [10] Browne and Johnson reported running 6,700 A/B test in e-commerce companies, with an overall effect in relative ConVersion Rate (CVR) uplift centered at around zero, and the 5% and 95% percentiles at around ±[1.2%, 1.3%]. We then divide the range by z 0.95 ≈ 1.645, the 95 th percentile of a standard normal, to estimate the distribution reported has a standard deviation of around 0.75%. Based on this information, we take μ X = 0 and σ 2 X = (0.6%) 2 (taking into account that the reported distribution incorporated some estimation noise, and hence the spread of the true values should be slightly lower).
Given an A/B test on CVR uplift run by the largest organizations (e.g. one with five million visitors and a 5% CVR) carries an estimation noise of around (0.28%) 2 , 9 9 The estimation noise (σ 2 ) from an A/B test measuring conversion rate (CVR) uplift is the variance of the distribution on the difference in CVR between two variants under a no-difference null hypothesis. This equals to 2 · p(1−p) n , i.e. twice the variance of the sample CVR p with n samples.
we explore the scenarios where we reduce the noise level from σ 2
representing different levels of estimation abilities before and after acquisition of E&M capabilities for companies of various sizes. We also calculate the value gained under different M s (from 10 to 2000) to simulate organizations with different, yet realistic capacities, while fixing N = 6700 (# experiments). We set μ = 0 as we do not assume any systematic bias during estimation in this case.
Results are reported in Figure 2 , which shows the relationship between different M s and the value gained under different magnitudes of estimation noise reduction. One can observe that the expected gain in value actually decreases in M . This is expected: as one increases their capacity, they will run out of the most valuable work, and have to settle for less valuable work that has many acceptable replacements with similar value, limiting the value E&M capabilities bring.
We can also see an inverse relation between the size of M and the uncertainty of the value gained. As a result, while the expected value gain decreases with increasing M , the uncertainty drops quicker such that at some M we will see a statistically significant increase in value gained, and/or an acceptable Sharpe ratio that justifies investment in E&M capabilities. The specific value that tips the balance is heavily dependent on individual circumstances.
B. Marketing companies
In the second case-study we repeat the process applied to e-commerce in Section VI-A for the marketing experiments described in [12] . In that work Johnson et al. reported running 184 marketing experiments that measures CVR, with an mean relative uplift of 19.9% and standard error of 10.8%. This suggests the use of μ X = 19.9% and σ 2 X = (10%) 2 , the latter slightly reduced to account for the estimation noise being included in the reported standard error.
Johnson et al. also noted the average sample size in these experiments is over five million, which keeps the estimation noise low. However, the design of marketing experiments often comes with extra sources of noise compared to standard A/B tests [8] , [28] , hence we keep the estimation noise in our scenarios the same as above (i.e. σ 2 2 = {(0.8%) 2 , (0.6%) 2 , (0.4%) 2 }). The larger variance in the uplifts provide room for us to assume a larger estimation error without E&M capabilities, and we explore the scenario where σ 2 1 = {(5%) 2 , (2%) 2 , (1%) 2 , (0.8%) 2 , (0.6%) 2 }. [12] (see Section VI-B). In each plot the dot represents the mean, and the error bar represents the 5th-95th percentile of the empirical value distribution. The subcaption denotes the estimation noise before and after acquisition of E&M capabilities (i.e. σ 2 1 , σ 2 2 ). Here we fix μX = 19.9%, μ = 0, σ 2 X = (10%) 2 , and N = 184.
We set N = 184 (# experiments), and vary M between 10 and 100 for each combination of σ 2 1 and σ 2 2 . Figure 3 shows the results. We can see in the presence of a larger variability in the true uplift of the advertising campaigns (σ 2 X ) and lower capacity (M ), the level of estimation noise reduction that gave a statistically significant value gained in the e-commerce example is no longer sufficient. One needs a larger noise reduction, or to increase their capacity to effectively control the risk in investing in E&M capabilities. Otherwise they may be better off focusing their resources on improving their limited number of existing propositions.
VII. CONCLUSION
We have addressed the problem of valuing E&M capabilities. Such capabilities deliver three forms of value to organizations. These are 1) improved recognition of the value of propositions 2) enhanced capability to prioritize and 3) the ability to optimize individual propositions. Of these, the most challenging to address is improved prioritization. We have established a methodology to value better prioritization through reduced estimation error using the framework of ranking under uncertainty. The key insight is that E&M capabilities reduce the estimation error in the value of individual propositions, allowing prioritization to follow more closely the optimal order of projects were the true values of propositions be observable. We have provided simple formulae that give the value of E&M capabilities and the Sharpe ratio governing investment decisions and provide guidelines for conditions when such investments are not appropriate.
