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Abstract—Fast fading wireless networks with delayed knowl-
edge of the channel state information have received significant
attention in recent years. An exception is networks where
channels are spatially correlated. This paper characterizes the
capacity region of two-user erasure interference channels with
delayed knowledge of the channel state information and spatially
correlated channels. There are instances where spatial correlation
eliminates any potential gain from delayed channel state infor-
mation and instances where it enables the same performance
that is possible with instantaneous knowledge of channel state.
The key is an extremal entropy inequality for spatially correlated
channels that separates the two types of instances. It is also shown
that to achieve the capacity region, each transmitter only needs
to rely on the delayed knowledge of the channels to which it is
connected.
Index Terms—Erasure interference channel, delayed CSIT,
capacity region, spatial correlation.
I. INTRODUCTION
Interference is the main bottleneck in fast-fading mobile
networks where the channels are in constant flux and the
nodes may only have access to partial or delayed knowl-
edge of the channel state. Thus, when designing transmission
protocols, we ought to make the best use of the available
limited knowledge at each node. Researchers have considered
wireless networks in which transmitters have access to de-
layed knowledge of the channel state information (CSI). In
particular, the delayed knowledge was used in [1] to create
transmitted signals that are simultaneously useful for multiple
users in a broadcast channel. These ideas were then extended
to different wireless networks, including the erasure broadcast
channels [2], leading to determination of the DoF region of
broadcast channels [3], and the DoF region of multi-antenna
multi-user Gaussian ICs and X channels [4]–[7].
In most prior work, channel gains are assumed to be in-
dependently and identically distributed across time and space.
However, such assumptions are not realistic, and as we show
later, may lead to underestimates of system capacity. There
have been some results for the case where channel gains are
correlated across time [8], [9], the idea being that correlation
across time allows transmitters to better estimate what will
happen next, and to adjust their transmission strategies ac-
cordingly. By contrast, spatial correlation has somewhat been
neglected.
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Fig. 1. Capacity region for p = 0.5 and three different correlation
coefficients. Spatial correlation can reduce the region to that of no CSIT,
or improve it to that of instantaneous CSIT.
Here, we study how spatial correlation of channel gains
affects the capacity region and the transmission strategies of
fast-fading wireless networks where transmitters have access
to delayed CSI. We adopt a noiseless channel model that
abstracts important facets of communication in the real world.
The two-user Erasure IC model was introduced in [10], to
understand the capacity region of the two-user fading ICs
under delayed channel state information assumption. It was
later shown that this model abstracts important aspects of
wireless packet networks [11], and networks with varying
topologies [12]. In this model, the channel gains at each time
are in the binary field given by Bernoulli B (p) distribution.
Here, we assume that the transmitters become aware of the
channel realizations with unit delay. Moreover, we assume that
there is certain spatial correlation between the links connected
to each transmitter and that this knowledge is available to all
nodes as side information. We show that spatial correlation
can greatly affect the capacity region of the two-user erasure
IC with delayed channel state information at the transmitters
(CSIT). In fact, spatial correlation on the one hand can take
away any potential gain of delayed CSIT and on the other
hand, it can help us perform as well as having instantaneous
knowledge. To see this dichotomy, we focus on p = 0.5. When
the two channel gains connected to each transmitter are fully
correlated (i.e. correlation coefficient of 1), the capacity region
C (0.5, 1) coincides with the one where transmitters do not
have any access to the channel state information (even with
delay) as shown in Fig. 1. At the other extreme, when the two
channel gains connected to each transmitter have a correlation
coefficient of −1, the gain of delayed CSI is accentuated and
the capacity region C (0.5,−1) matches that where transmitters
have access to perfect and instantaneous knowledge of the
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channel state information.
To derive the new outer-bounds that capture the spatial
correlation of the channels, we develop an extremal entropy
inequality. This inequality quantifies the extent to which a
transmitter can favor one receiver over another. We show that
this inequality is tight and can be in fact achieved. We then
use genie-aided arguments and apply our extremal entropy
inequality to derive the outer-bounds.
We know the value of wireless is simultaneous communi-
cation to many nodes, and that the challenge is that everyone
interferes with everyone else. This intuition informs our trans-
mission strategy which is divided into three phases. After the
initial phase, each transmitter takes advantage of the delayed
CSI and the correlation information to create new symbols that
are simultaneously interesting to both receivers. This mitigates
the interference issue in future phases of communication and
allows each transmitter to achieve the limit set by the extremal
entropy inequality.
II. PROBLEM FORMULATION
We would like to understand the impact of spatial correla-
tion on the capacity region of the two-user fading interference
channels with delayed CSIT. To do so, we consider a noiseless
erasure model introduced in [10]. In the erasure model, the
channel gain from transmitter Txi to receiver Rxj takes values
in the binary field, and at time t is denoted by Gij [t] ∈ {0, 1},
i, j ∈ {1, 2}. Channel gains are distributed as Bernoulli ran-
dom variables with parameter p, i.e. Gij [t]
d∼ B(p), i, j = 1, 2.
We set q
4
= 1− p. We define the channel state information at
time instant t to be the set
G[t]
4
= {G11[t], G12[t], G21[t], G22[t]} . (1)
Tx1
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Fig. 2. Two-user Erasure Interference Channel.
We assume that transmitter Txi becomes aware of the CSI
with unit delay. Since each receiver only needs to decode its
message at the end of the communication block, without loss
of generality, we assume that each receiver has instantaneous
knowledge of the channel state information.
The input-output relation of this channel at time t is given
by
Yi[t] = Gii[t]Xi[t]⊕Gi¯i[t]Xi¯[t], i = 1, 2, (2)
where i¯ = 3 − i, Gii[t], Gi¯i[t] ∈ {0, 1}, Xi[t] ∈ {0, 1} is the
transmit signal of transmitter i at time t, and Yi[t] ∈ {0, 1} is
the observation of receiver i at time t. All algebraic operations
are in F2.
We further assume that the channel gains are distributed
independently across time, and that the channels connected to
different transmitters are also independent, i.e.
G1j [t] ⊥ G2`[t], j, ` ∈ {1, 2}. (3)
However, we assume that the channel gains corresponding to
the links connected to Txi have a correlation coefficient ρ, i.e.
ρ =
cov (Gi1[t], Gi2[t])
σGi1[t]σGi2[t]
, i = 1, 2. (4)
We note that fixing −1 ≤ ρ ≤ 1 imposes a feasible set on
p denoted by Sρ. More pecisely, if we define
pij
4
= Pr (G11[t] = i, G12[t] = j) , i, j ∈ {0, 1}, (5)
then, Sρ ⊆ [0, 1] is the set of all values for p such that
0 ≤ p00, p10, p01, p11 ≤ 1,
p10 + p11 = p,
p01 + p11 = p,∑
i,j∈{0,1} pij = 1,
pqρ = p00p
2 + (p01 + p10) pq + p11q
2.
(6)
It is easy to verify that
Sρ 4=
[
max
{
0,
−ρ
1− ρ
}
,min
{
1,
1
1− ρ
}]
, (7)
where we set S1 4= [0, 1]. We note that for ρ = −1, we get
S−1 = {1/2}.
We consider the scenario in which Txi wishes to reliably
communicate message Wi ∈ {1, 2, . . . , 2nRi} to Rxi during n
channel uses, i = 1, 2. We assume that the messages and the
channel gains are mutually independent and the messages are
chosen uniformly. Let message Wi be encoded as Xni at trans-
mitter Txi, where at time t we have Xi[t] = fi(Wi, Gt−1). Re-
ceiver Rxi is only interested in decoding Wi, and it will decode
the message using the decoding function Ŵi = gi(Y ni , G
n).
An error occurs when Ŵi 6= Wi. The average probability of
decoding error is given by
λi,n = E[P [Ŵi 6= Wi]], i = 1, 2, (8)
and the expectation is taken with respect to the random choice
of the transmitted messages W1 and W2.
A rate-tuple (R1, R2) is said to be achievable if there
exist encoding and decoding functions at the transmitters
and the receivers respectively, such that the decoding error
probabilities λ1,n, λ2,n go to zero as n goes to infinity. The
capacity region for p ∈ Sρ, C (p, ρ), is the closure of all
achievable rate-tuples. In the following section, we present
our main results.
III. STATEMENT OF THE MAIN RESULTS
The following theorem describes the capacity region of
the two-user erasure interference channel under delayed CSIT
assumption where the links connected to the same transmitter
have a correlation coefficient of ρ.
Theorem 1. For the two-user erasure interference channel
with delayed CSIT and correlated links as described in Sec-
tion II and for p ∈ Sρ1, we have
C (p, ρ) =
{
0 ≤ Ri ≤ p, i = 1, 2,
Ri + βRi¯ ≤ β
(
1− q2) , i = 1, 2. (9)
where
β =
2p− pqρ− p2
p
. (10)
The converse proof of Theorem 1 relies on an extremal
entropy inequality for correlated channels that we present in
Section IV. Using this extremal inequality and genie-aided ar-
guments, we obtain the outer-bound. The achievability strategy
at transmitter Txi relies solely on the delayed knowledge of the
outgoing links connected to it (i.e. at time t, Xi[t] is a function
of Wi, Gt−1i1 and G
t−1
i2 ). The transmission strategy can include
as many as three phases of communications. After each phase,
transmitters use the delayed CSIT and the correlation side
information to smartly retransmit equations in a way to help
receivers decode their corresponding messages. The key is to
combine previously transmitted bits in a way to create as many
equations as possible that are of interest to both receivers.
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Fig. 3. Maximum achievable sum-rate for ρ ∈ {−1,−0.5, 0, 0.5, 1} and
p ∈ Sρ.
Before presenting the proofs, we provide further interpre-
tation of Theorem 1. Fig. 3 depicts the maximum achievable
sum-rate for ρ ∈ {−1,−0.5, 0, 0.5, 1} and p ∈ Sρ. For a fixed
value of p as ρ moves from +1 to−1, the maximum achievable
sum-rate improves. In fact for p = 0.5 as discussed in the
introduction and shown in Fig. 1, C (0.5, 1) coincides with
the capacity region of the two-user erasure IC with no CSIT.
On the other hand, C (0.5,−1) includes (R1, R2) = (0.5, 0.5)
which implies that the capacity region coincides with that of
instantaneous CSIT assumption. Intuitively, this is due to the
fact that with fully correlated channels, each transmitter cannot
distinguish between the two receivers. However with negative
correlation, a transmitter’s power to favor (in terms of the
received entropy) one receiver over the other improves. When
channel gains are distributed independently and identically
across time and space, the capacity is given by C (0.5, 0).
1For p = 0, the region is simply the origin.
These arguments will be made mathematically precise in the
following sections.
IV. CONVERSE PROOF OF THEOREM 1
The derivation of the outer-bounds on the individual rates is
straightforward and thus omitted. To derive the other bounds,
we first present an extremal entropy lemma tailored to corre-
lated channels with delayed CSIT.
Lemma 1. For the two-user erasure interference channel with
delayed CSIT and correlated links as described in Section II
and for p ∈ Sρ and p 6= 0, we have
H (Y n2 |W2, Gn) ≥
1
β
H (Y n1 |W2, Gn) , (11)
where β is given in (10).
Proof. For time instant t where 1 ≤ t ≤ n, we have
H
(
Y2[t]|Y t−12 ,W2, Gt
)
(12)
= pH
(
X[t]|Y t−12 , G12[t] = 1,W2, Gt−1
)
(a)
= pH
(
X[t]|Y t−12 ,W2, Gt
)
(b)
≥ pH (X[t]|Y t−11 , Y t−12 ,W2, Gt)
=
p
2p− pqρ− p2H
(
Y1[t], Y2[t]|Y t−11 , Y t−12 ,W2, Gt
)
,
where (a) holds since X[t] is independent of the channel
realization at time instant t; and (b) follows from the fact
that conditioning reduces entropy. Therefore, we have
n∑
t=1
H
(
Y2[t]|Y t−12 ,W2, Gt
)
(13)
≥ p
2p− pqρ− p2
n∑
t=1
H
(
Y1[t], Y2[t]|Y t−11 , Y t−12 ,W2, Gt
)
,
and since the transmit signals at time instant t are independent
from the channel realizations in future time instants, we get
H (Y n2 |W2, Gn)
≥ 1
β
H (Y n1 , Y
n
2 |W2, Gn) ≥
1
β
H (Y n1 |W2, Gn) . (14)
Using Lemma 1, we have
n (R1 + βR2) = H(W1) + βH(W2)
= H(W1|W2, Gn) + βH(W2|Gn)
(Fano)
≤ I(W1;Y n1 |W2, Gn) + βI(W2;Y n2 |Gn) + nn
= H(Y n1 |W2, Gn)−H(Y n1 |W1,W2, Gn)︸ ︷︷ ︸
= 0
+ βH(Y n2 |Gn)− βH(Y n2 |W2, Gn) + nn
Lemma 1≤ βH(Y n2 |Gn) + nn
≤ nβ(1− q2) + n. (15)
Dividing both sides by n and let n→∞, we get
R1 + βR2 ≤ β(1− q2). (16)
V. ACHIEVABILITY PROOF OF THEOREM 1
In this section for p ∈ Sρ, we provide the achievability
strategy for the maximum symmetric sum-rate point as given
by
R1 = R2 = min
{
p,
β
(
1− q2)
1 + β
}
, (17)
where ignoring the degenerate case of p = 0,
β =
2p− pqρ− p2
p
. (18)
The achievability strategy for other corner points of the capac-
ity region follows similar principles with special consideration
to the asymmetric rates of Tx1 and Tx2.
Suppose each transmitter wishes to communicate m bits to
its intended receiver. It suffices to show that this task can be
accomplished (with vanishing error probability as m → ∞)
in
max
{
1
p
,
1 + β
β (1− q2)
}
m+O
(
m
2
3
)
(19)
time instants. The transmission protocol that achieves capacity
is divided into the three phases described below. We note that
our transmission strategy here follows the general ideas of
our earlier result on local delayed CSIT [13]. However due to
spatial correlation assumption, new challenges arise and the
design parameters need to be carefully chosen to achieve the
outer-bounds.
Tx1
Tx2
Rx1
Rx2
G11[t] = 1
G
12 [t] = 1
Tx1
Tx2
Rx1
Rx2
G11[t] = 1
G
12 [t] = 0
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Rx1
Rx2
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G
12 [t] = 1
Tx1
Tx2
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G
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Fig. 4. Based on the values of G11[t − 1] and G12[t − 1], the status of
packet a is updated.
Phase 1: At the beginning of the communication block, we
assume that the m bits at Txi are in a queue2 denoted by
Qi→i, i = 1, 2. At each time instant t, Txi transmits a bit
from Qi→i, and this bit will either stay in this initial queue or
will transition to one of the queues listed in Fig. 4. If at time
instant t, Qi→i is empty, then Txi, i = 1, 2, remains silent
until the end of Phase 1.
2We assume that the queues are column vectors and bits are placed in each
queue according to the order they join in.
(A) Qi→F : The bits for which no retransmission is required
and thus we consider delivered;
(B) Qi,1: The bits for which at the time of communication,
all channel gains known to Txi with unit delay were
equal to 1;
(C) Qi,2: The bits for which at the time of communication,
we have Gii[t] = 0 and Gi¯i[t] = 1.
For p ∈ Sρ, it is straightforward to see that
p11 = pqρ+ p
2,
p10 = p− pqρ− p2,
p01 = p− pqρ− p2,
p00 = 1− p11 − p10 − p01. (20)
Phase 1 continues for
1
p00
m+m
2
3 (21)
time instants, and if at the end of this phase, either of the
queues Qi→i is not empty, we declare error type-I and halt
the transmission (we assume m is chosen such that m
2
3 ∈ Z).
Assuming that the transmission is not halted, let Ni,1 and
Ni,2 denote the number of bits in queues Qi,1 and Qi,2
respectively at the end of the first phase, i = 1, 2. The
transmission strategy will be halted and error type-II occurs,
if any of the following events happens.
Ni,1 > E[Ni,1] + 2m
2
3
4
= ni,1, i = 1, 2;
Ni,2 > E[Ni,2] + 2m
2
3
4
= ni,2, i = 1, 2. (22)
From basic probability, we have
E[Ni,1] =
p11m
p11 + p10 + p01
, E[Ni,2] =
p01m
p11 + p10 + p01
.
(23)
At the end of Phase 1, we add 0’s (if necessary) in order
to make queues Qi,1 and Qi,2 of size equal to ni,1 and ni,2
respectively as given above, i = 1, 2.
Moreover since channel gains connected to each receiver
are distributed independently, statistically a fraction of q of
the bits in Qi,1 and a fraction of q of the bits in Qi,2 are
known to Rxi¯, i = 1, 2. Denote the number of bits in Qi,j
known to Rxi¯ by
Ni,j|Rxi¯ , i, j ∈ {1, 2}. (24)
At the end of communication, if we have
Ni,j|Rxi¯ < qni,j −m
2
3 , i, j ∈ {1, 2}, (25)
we declare error type-III. Note that transmitters cannot detect
error type-III, but receivers have sufficient information to do
so.
Furthermore using the Bernstein inequality, we can show
that the probability of errors of types I, II, and III decreases
exponentially with m. For the rest of this subsection, we
assume that Phase 1 is completed and no error has occurred.
Transmitter Txi creates two matrices Ci,1 and Ci,2, i =
1, 2, of sizes
(
ni,1 + 2m
2
3
)
× ni,1 and
(
ni,2 + 2m
2
3
)
× ni,2
respectively, where entries to each matrix are drawn from i.i.d.
B(0.5) distribution. We assume that these matrices are gener-
ated prior to communication and are shared with receivers.
Transmitter Txi does not need to know Ci¯,1 or Ci¯,2, i = 1, 2.
Note that as m → ∞, these matrices have full column-rank
with probability 1. We refer the reader for a detailed discussion
on the rank of randomly generated matrices in a finite field
to [14].
Phase 2: This phase depends on the values of p and ρ. If
ni,2 ≤ ni,1, transmitter Txi combines the bits in Qi,1 and
Qi,2 to create Q˜i using the following equation.
Q˜i
4
= [Ci,1Qi,1]rows 1:ni,2+m
2
3
⊕Ci,2Qi,2, i = 1, 2. (26)
However if ni,2 > ni,1, transmitter Txi combines the bits in
Qi,1 and Qi,2 to create Q˜i using the following equation.
Q˜i
4
= Ci,1Qi,1 ⊕ [Ci,2Qi,2]rows 1:ni,1+m 23 , i = 1, 2. (27)
Then the goal is to provide the bits in Q˜1 and Q˜2 to both
receivers. The problem resembles a network with two trans-
mitters and two receivers where each transmitter Txi wishes to
communicate an independent message Wi to both receivers,
i = 1, 2. The channel gain model is the same as described
in Section II. We refer to this problem as the two-multicast
problem. It is a straightforward exercise to show that for this
problem, a rate-tuple of (R1, R2) =
(
(1−q2)
2 ,
(1−q2)
2
)
is
achievable.
Transmitters encode and communicate the bits in Q˜1 and Q˜2
using the achievability strategy of the two-multicast problem
during Phase 2. This phase lasts for
2
(
1− q2)−1 min {ni,1, ni,2} , i = 1, 2, (28)
time instants. We assume Q˜1 and Q˜2 are decoded successfully
at both receivers and no error has occurred. We note that if
ni,2 = ni,1, the transmission strategy ends here.
Phase 3: In this phase, the goal is to finish delivering the
remaining bits from Phase 2. If ni,2 < ni,1, transmitter Txi
encodes and communicates
[Ci,1Qi,1]rows ni,2+m
2
3 +1:ni,1+2m
2
3
(29)
using the achievability strategy of the two-multicast problem.
On the other hand, if ni,2 > ni,1, transmitter Txi encodes and
communicates
[Ci,2Qi,2]rows ni,1+m
2
3 +1:ni,2+2m
2
3
(30)
using a point-to-point erasure code of rate p.
Decoding: Due to the statistics of the channel, some of
the bits in Qi¯,1 and Qi¯,2 are already known to Rxi (the
number of known bits is given in (25)). Receiver Rxi re-
moves these known bits from its received signal. Then upon
successful completion of Phases 2 and 3, receiver Rxi ob-
tains p
(
ni¯,1 + ni¯,2
)
linearly independent equations of at most
p
(
ni¯,1 + ni¯,2
)
remaining bits in Qi¯,1 and Qi¯,2, and with
probability 1 as m→∞ it is able to cancel out the interference
from Txi¯. After removing the interference, Rxi has access to
m random linear combinations of its intended m bits (with
probability 1 as m→∞). As a result, the bits intended for Rxi
can be reconstructed from the available linear combinations.
The total communication time is then equal to the length of
Phases 1, 2, and 3. Thus asymptotically, the total communi-
cation time is
max
{
1
p
,
1 + β
β (1− q2)
}
m+O
(
m
2
3
)
(31)
time instants and that completes the achievability proof of the
maximum symmetric sum-rate as given in (17).
VI. CONCLUSION AND FUTURE DIRECTIONS
We studied the impact of spatial correlation of channel gains
on the capacity region and on the transmission strategies of
fast-fading wireless networks with delayed CSIT. We quanti-
fied this impact by deriving a new extremal entropy inequality.
To achieve the capacity region, we developed a novel trans-
mission protocol, incorporating as many as three phases of
communication, that takes full advantage of delayed CSI and
side information about spatial correlation. A natural next step
is to consider the situation where the spatial correlation is
present both at the transmitter side and at the receiver side.
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